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Abstract
In this thesis, two types of control problems related to wave energy converters are studied.
The ﬁrst type of control problem is active force control. We propose a simple optimal
control problem formulation for which, in theory, there is no convexity guarantee. However,
we demonstrate that the discretized large-scale nonlinear programming (NLP) problem can
be convex and that the convexity is related only to the system parameters and is independent
from the excitation force and current state. This important feature implies that we are
always able to choose a set of system parameters off-line so that, for the online closed-loop
implementation, all the optimization problems are convex. In practice, for a large range of
parameter sets, the resulting optimization problems are convex.
The second one is known to the wave energy community as passive control. In particular,
latching, declutching and latching-declutching control. We propose a uniﬁed model based
on a hybrid system (a mix of discrete event and continuous-time system) for these passive
control implementations. With our model, we formulate the latching-declutching control
problem as a small dimensional discrete optimization problem, where the only decision
variables are the bounds on the latching time and power-take-off (PTO)-active time. Based
on the speciﬁc problem we have, we propose a coordinate-search algorithm, which is one
of the directional direct search algorithm. The algorithm is able to efﬁciently solve small
dimensional problems with discrete decision variables.
We study derivative-free optimization algorithms and reveal a sufﬁcient convergence con-
dition for general directional direct search algorithms. The condition is the formalization
of the intuition that: if the search directions intersect the sub-level sets, then any directional
direct search algorithm should converge. We illustrate that this is not always true and reg-
ularity conditions must be added. Examples are given in order to show some interesting
cases.
State constraints are rarely discussed for declutching control. In the last part of the thesis
we propose a formulation which is able to incorporate state constraints. The formulation
results in a mixed-integer nonlinear optimal control problem, which is very hard to solve.
Based on a technique known as variable time transform, we are able to reformulate the
mixed-integer nonlinear optimal control problem into a large-scale nonlinear programming
(NLP) problem. The transformed NLP problem can be solved efﬁciently by NLP solvers,
such as interior point method used in IPOPT.
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Chapter 1
Introduction
This thesis studies various power generation maximization problems arising from wave energy control
applications. Solving such problems is vital in determining the economic viability of wave energy
converters (WECs). The thesis investigates the formulation of different control problems as well as the
resulting optimization problem. The development of efﬁcient algorithms for solving such problems is
also within the scope of discussion.
1.1 Motivation
Nowadays, due to increasing power consumption and the demand for reducing the environmental im-
pact, the need for renewable energy is addressed by many countries, including the Unites States, China
and many of the European nations. Till 2011, renewable sources including solar, wind, geothermal as
well as biofuel contributed about 8.2% of the world’s total energy generation and the number is still
increasing [76]. The proliferation of in other renewable energy sources also stimulated the research in
wave energy.
Despite the concept of harvesting wave energy for power generation appearing in 1975 [22], the
clean and vast renewable energy source remained untapped for decades. More recently, research shows
that ocean waves, as a potential renewable resource, have the highest energy density per unit area [28].
Moreover, as suggested in [41], near-shore waves energy capacity is comparable to that of the deep
water waves. This is encouraging, because the construction difﬁculties as well as maintenance costs for
near-shore devices are signiﬁcantly lower than that for open-ocean devices. These appealing discoveries
created an intense interest and optimism among many researchers and major players in energy industries
[68].
However, as suggested in [32] and [13], wave energy conversion is still in the R&D phase because
of many challenges. One of the most important issues is the control of wave energy converters. It is
commonly acknowledged that the power generataion of wave energy converters can be signiﬁcantly
improved by various control strategies [3, 22, 36]. Also the control of WEC motivated many not only
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challenging, but also interesting problems for control engineers and algorithm designers.
1.2 Contributions
The thesis investigates two classes of control implementations: latching/declutching control (LC/DC)
and active force control (AFC). For active force control, we propose an MPC control scheme and solve
the embedded optimal control problem via direct transcription. Two formulation are attempted: con-
densed and non-condensed ones. The simulation study shows that the condensed formulation has better
performance in this case, because the horizon length need not be very long. We demonstrate that, de-
spite the transcribed optimization problems have no theoretical convexity guarantee, in practice, most
of the problems are convex. We show that the convexity of the problems is only related to the system
parameters and is independent of the excitation force as well as the current states. This implies that we
are always able to ﬁnd a set of parameters to make sure that all the embedded optimization problems are
convex for the online closed-loop implementation. Both the condensed and non-condensed formulation
performances are evaluated.
Another contributions of this thesis is that we model the latching/declutching control by a timed-
automaton and thus unify latching, declutching and latching-declutching control (LDC). The timed-
automaton model enables us to formulate the optimal control problem as a non-smooth small dimen-
sional optimization problem. Therefore, the problem is computationally tractable and real-time imple-
mentation is possible. In order to solve the optimization problem efﬁciently, we study derivative-free
optimization (DFO) methods [7] and propose a coordinate-search method (Algorithm 2) that is suitable
for small dimensional discrete variable DFO problems.
Also, we show that the controlled system’s dynamic could change drastically. Therefore co-design
of the physical system together with the controller is potentially more beneﬁcial than optimally tuning
the physical system followed by controller design.
We reveal a sufﬁcient condition for general directional direct search methods (which is a class of
DFOmethods) to converge. We point out that 4 regularity assumptions: 1. all sub-level sets are bounded,
2. all sub-level sets need to have relative interiors and 3. the relative interiors have to be dense in the
sub-level sets 4. the search directions in the search sets intersect the tangent cones of the sub-level sets
of the cost function at every point. If all these 4 conditions are satisﬁed, then any directional search
algorithm can converge.
For declutching control speciﬁcally, another formulation using integer control inputs is proposed.
The resulted mixed-integer optimal control problem is then transcribed into a standard nonlinear pro-
gramming (NLP) problem by using a technique known as variable time transform. The major advantage
of this formulation is the capability of handling the state constraints, which is rarely discussed in the
literatures. The transformed optimal control problem is solved by using a direct approach. Two op-
timization problem formulations based on different integration methods (trapezoidal and Runge-Kutta
4th order) are attempted and compared. We also demonstrate that, with state constraints, the optimal
solution of declutching control is not equivalent to the optimal solution of continuous damping con-
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trol; the performance of continuous control is better than that of declutching control in terms of power
generation. Therefore, if the optimal power generation is the objective, while system safety needs to
be considered, continuous damping control may be a better choice. On the other hand, because of the
complexity in designing and constructing a continuous damping control system, if the suboptimal power
generation is acceptable, then declutching control is a better choice.
1.3 Thesis Layout
In Chapter 2, a brief introduction to wave energy converters is given. We then present the model for a
type of wave energy converters known as point absorbers, which is used throughout the study. The way
to model the excitation force is also discussed.
In Chapter 3, we propose our optimal active force control strategy for WECs. The objective function
is naturally formed and simply represents the power generated over a time horizon. We will show that
through exact discretization, the cost function is convex for a condensed formulation and thus results
in a convex quadratic programming (QP) problem with bound constraints only. The problem can be
solved efﬁciently with interior point solvers. It is also observed that, though the Hessian of the non-
condensed formulation is indeﬁnite, the reduced Hessian of the non-condensed formulation is positive
deﬁnite. However most solvers cannot recognize this feature and will perform unnecessary Hessian
modiﬁcation, consequently slowing down the convergence of the algorithm.
Chapter 4 discusses how to generalize latching control and declutching control into latching-declutching
control. By treating the latching/PTO-active time over a short time horizon as constants, it is possible
to form a small dimensional optimization control problem. In this chapter we also introduce how the
LDC optimal control problem is solved using our proposed derivative-free optimization algorithm. The
co-design concept is discussed in this chapter as well.
The results of an investigation into derivative-free optimization is discussed in Chapter 5. We for-
mally present a sufﬁcient condition for direct search algorithms to converge. Also, some interesting
examples are presented to illustrate some cases that are worth to be pointed out.
Chapter 6 provides an optimal control problem formulation for declutching control which is capable
of handling state-constraints. Velocity constraint is used as an example.
We end with conclusions and future work in Chapter 7.
3
Chapter 2
Wave Energy Converters
2.1 Introduction
In this chapter, we present some background knowledge about wave energy converters. We will intro-
duce what wave energy converters are and how we model WECs. Moreover, we will brieﬂy discuss how
we model the ocean waves and the excitation forces acting on WECs.
2.2 Wave Energy Converters
A wave energy converter can be deﬁned as a device that is capable of converting the energy stored in
ocean waves into usable electrical energy. Most wave energy converter designs can be divided into the
following subsystems [74]:
1. Primary displacing body: This is the part that directly driven by the wave. It can be a buoy, a ﬂap
or a column of water. The displacing body gains kinetic energy from the incident waves.
2. Secondary body: The dual part that is linked to the primary displacing body through the linkage
device. The relative motion between them will provide the energy needed for power generation.
3. Linkage device: The device that links the primary displacing body to the secondary body to
transfer the required relative motion and force. This can be a hydraulic cylinder, a ramrod, or a
column of air.
4. Rectiﬁer: The displacement of the primary displacing body is bidirectional and can be irregular;
a rectiﬁer device is needed to convert the bidirectional displacement into unidirectional displace-
ment through some medium, such as liquid or gas. Also, the device is responsible for converting
the slow, large force displacement of the primary body into the fast, small force displacement of
the medium.
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5. Rotating part: Driven by the converted unidirectional displacement of the medium and connect
directly to the generator.
6. Power electronics: Contains a network of cables, transformers and switchgear for combining and
transmitting the power to the grid.
The linkage device, rectiﬁer and the rotating part are collectively referred to as the power-take-off (PTO)
system. In practice, WECs vary in shapes and sizes. Normally, they are divided into the following types:
point absorbers, attenuators and terminators [13].
1. Point absorbers, as the name suggests, are small in size relative to the incident wave length. The
power is generated through the relative motion between the buoy and the PTO mechanism. The
main advantage of these WECs is that, since they are relatively small in size compared to the in-
cident wave length, the direction of the incoming wave can be neglected. Thus, for control design
and simulation, we only need to consider the wave elevation at the point where the buoy is located.
An example is the POWERBUOY system described in [59], which is shown in Figure 2.1(a).
2. If the wave’s incoming direction is steady and known, attenuators (sometime also called line
absorbers) can be placed in parallel to the wave direction and ride the wave. These WECs can be
modelled as line segments with several joints. These joints are where the PTO mechanism lies.
The power is generated through the relative motion at each joint between two line segments. An
example is Pelamis [48] and is shown in Figure 2.1(b).
3. Terminators lie in parallel to the wave front, and intercept incident waves. The PTO mechanisms
for these devices vary from case to case: some use oscillating water columns and some use os-
cillators that are pushed by waves directly. The most representative one is Salter’s ducks shown
in Figure 2.1(c). Another good example is the Oyster wave energy converter from Aquamarine
Power [85] and is shown in Figure 2.1(d).
In this thesis, we choose to base our study on point absorbers, because the model of point absorbers
is relatively simple. However, we point out that all the control and optimization algorithms that are
proposed in this work can be easily adopted to other types of WECs and similar systems. The thesis
mainly concerns the problem of maximizing the power generation w.r.t. certain incident waves. We
assume that the power loss during the conversion is a percentage of the power absorbed by the primary
displacing body. Therefore, maximizing the kinetic power of the primary displacing body is equivalent
to maximizing the electrical power generated. Therefore the power electronics and the grid interface of
the WECs are beyond the scope of the thesis and will not be discussed. More detailed control on the
motor and power electronics can be found in [23, 24] and references therein. The design of power-take-
off mechanism can be found in [48, 74] and references therein.
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(a) OPT Powerbuoy, a point absorber device [61]. (b) Pelamis, a line absorber device [66].
(c) Salters duck, a terminator device [64] (d) Oyster system, a terminator device [64]
Figure 2.1: Different types of wave energy converters.
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Figure 2.2: The model for an uncontrolled WEC.
2.3 Uncontrolled Point Absorber Wave Energy Converters
The model we present here is for point absorbers with a cylindrical buoy and is based on linear wave
theory [29]. Similar models are widely used in WEC control studies, because of its simplicity and
sufﬁcient accuracy for control applications [14, 15, 26, 27, 33, 92]. Without loss of generality, we only
consider the 1 degree-of-freedom (DOF) case for the sake of simplicity.
For point absorbers, the relative motion between the buoy and the PTO mechanism is considered as
a mass-spring-damper system. In addition, this system is submerged in water. The sketch of the model
is illustrated in Figure 2.2. Suppose the PTO mechanism is ﬁxed, let the mass of the buoy be M , and
the displacement of the buoy be ζ(t). Mathematically, the net force acting on the buoy can be expressed
as
fe(t) = fr(t) +Mζ¨(t) + fhydro(t) + fpto(t), (2.1)
where fe is the excitation force applied to the device caused by the incident wave’s elevation. This term
injects energy into the system. We will discuss the excitation force in detail later in Section 2.4.2.
fpto is the force generated by the power-take-off system. It is often a complex mechanical system,
here we assume that it has two parts: a damping like force and a spring like force: The PTO damping
Bpto extracts the energy from the system and creates a damping force, and a spring force is assumed
with the mechanical spring constant kpto. The expression is then assumed to be
fpto(t) = Bptoζ˙(t) + kptoζ(t). (2.2)
fr is the radiation force generated by the heave motion and energy is slowly damped away from the
system due to this term. fr constitutes of two terms: The ﬁrst term is associated with the acceleration
of the device and can be considered as an added mass to the system. The second term is associated with
the velocity of the heaving buoy and acts as a damper with memory (wet damper). In summary fr is
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Figure 2.3: Radiation force impulse response.
expressed as
fr(t) = μ∞ζ¨(t) +
∫ t
0
Kr(τ)ζ˙(t− τ)dτ, (2.3)
where μ∞ is called the inﬁnite frequency added mass and Kr(·) is the impulse response kernel for a
impulsive velocity. The impulse response is related to the geometry of the buoy and can be computed
using time domain simulations such as ACHIL3D [14]. The impulse response is shown in Figure 2.3,
the data is from [1].
fhydro is the hydraulic buoyancy force, which is given by
fhydro(t) = ρgSbζ(t), (2.4)
where ρ is the water density, g is the gravity constant, Sb is the submerged cross-section area of the
buoy. Note that here we assume the buoy is cylindrical and hence Sb is a constant. Therefore fhydro is
a spring like force with spring constant ρgSb.
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Substitute (2.2), (2.3) and (2.4) into (2.1), the model governing the motion of the WEC buoy is given
by
(M + μ∞)ζ¨(t) +
∫ t
0
Kr(t− τ)ζ˙(τ)dτ +Bptoζ˙(t) + (kpto + ρgSb)ζ(t) = fe(t). (2.5)
Notice that the system (2.5) is a differential-integral equation, the integral term causes difﬁculties in
analysis, but can be approximated by a ﬁnite-dimensional state-space model. There are various ways
to do so, one can easily generate a state space model from the impulse response and has been used for
model approximation by many researchers [53, 55, 92].
The approximated term is the damping like part of the radiation force (the integral in (2.5)): Brad(t) :=∫ t
0
Kr(t− τ)ζ˙(τ)dτ . The approximating state-space system is of the form
q˙(t) = Arq(t) +Br ζ˙(t), Brad(t) = Crq(t) +Dr ζ˙(t), (2.6)
where q(t) ∈ Rnr is the approximation state and (Ar, Br, Cr, Dr) are the approximating coefﬁcient
matrices, which can be calculated via the impulse response to state-space method of [53]. According to
[1], the accurate approximation of the impulse response Kr(·) requires only nr = 5. The state of the
approximated model is deﬁned as p(t) := [ζ(t) v(t) q(t)], where the velocity v(t) := ζ˙(t).
Combining with equation (2.5), we have:
p˙(t) :=
⎡
⎢⎣
v(t)
1
M+μ∞
(fe(t)− (kpto + ρgSb)ζ(t)− (Bpto +Dr)v(t)− Crq(t))
Arq(t) +Brv(t)
⎤
⎥⎦ . (2.7)
The model (2.7) is the state space representation of an uncontrolled point absorber wave energy con-
verter.
2.4 Model of Excitation Force
When waves reach the buoy of the WEC, an excitation force fe(t) will be generated. This term is a
function of the wave elevation and is related to the geometry of the buoy.
2.4.1 Ocean Wave Elevation
In this thesis we consider two types of waves: regular and irregular waves. Regular waves, sometimes
known as monochromatic waves [70], are normally modelled as sinusoidal waves and are described by
ς(t) = Hs sin
(
2π
t
Tp
+ φ
)
, (2.8)
where ς(t) is the wave elevation, Hs is the maximum wave elevation from the equilibrium, Tp is the
period of the sinusoids), and φ is the initial phase shift.
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Figure 2.4: Pierson-Moskowitz wave spectra with Tp = 6 s, Tp = 8 s and Tp = 10 s.
While regular waves are simple to describe, irregular waves are more complicated. Typically, an
irregular wave is considered as the superposition of several regular waves [42], i.e.
ς(t) =
Nw∑
i=1
Hi sin(ωit+ φi), (2.9)
where Nw is the total number of the component regular waves. A frequency domain description of
irregular waves is more favourable. As suggested in [79], there are two commonly used models for
irregular waves. The simplest of all, is the Pierson-Moskowitz spectrum (PM), which was proposed in
1964. The expression is
S(ω) =
αspg
2
ω5
exp
[
−βsp
(ωp
ω
)4]
, (2.10)
where exp[·] is the exponential operator, S(ω) is the spectral density (and is directly related to Hi
the wave height), ω is the angular frequency, g is the gravitational constant, ωp is the peak frequency
(Tp := 2πωp is the peak period), αsp and βsp are the parameters that vary with the wind speed. Figure 2.4
shows the shapes of PM spectra for Tp = 6 s, Tp = 8 s and Tp = 10 s. Here the parameters are αsp = 1,
βsp = 1.25. We can see that as the peak period increases (ωp decreases), the power density becomes
higher at its peak.
A more accurate and widely used spectrum is known as the Joint North Sea Wave Project (JON-
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SWAP) spectrum, which is proposed in [47] in 1973. The mathematical description is
S(ω) =
αspg
2
ω5
exp
[
−5
4
(ωp
ω
)4]
γrspsp , (2.11)
where
rsp = exp
[
(ω − ωp)2
2σ2spω
2
p
]
,
σsp is the parameter that is set as σsp = 0.07 if ω < ωp and σsp = 0.09 otherwise [57]. Compared to
(2.10), they are very similar except the βsp term in JONSWAP spectrum is ﬁxed at 54 . Another difference
is that an additional term γrspsp (set to 3.3 this case) is added to better approximate the irregular waves.
Figure 2.5 reveals the shapes of JONSWAP spectra with peak periods Tp = 6 s, Tp = 8 s and Tp = 10 s.
Compared to Figure 2.4, JONSWAP spectra possess high power intensity with longer peak wave periods,
but the shapes of JONSWAP spectra are much ‘sharper’ than that of the PM spectra.
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Figure 2.5: JONSWAP wave spectra with Tp = 6 s Tp = 8 s and Tp = 10 s.
2.4.2 From Wave Elevation to Excitation Force
The excitation force is a direct consequence of the wave interacting with the buoy of WECs and can be
considered independent from the motion of the buoy [92]. This allows us to consider the wave elevation
as an input of a system and the excitation force as the output of the system. This is represented by a
simple transfer function as shown in Figure 2.6.
In time domain, it is easy to write the relation between the excitation force and the wave elevation
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He(jω)
ς(jω) fe(jω)
Figure 2.6: The excitation force fe can be considered as an output of a transfer function He with wave
elevation ς as the input.
in integral form
fe(t) =
∫ ∞
−∞
Ke(τ)ς(t− τ)dτ, (2.12)
where Ke is the excitation force impulse response of the WEC to the wave elevation and is the inverse
Fourier transform ofHe(jω). As suggested in [34, 92] the impulse response function is not causal. This
is compensated by a causalizing time shift. Figure 2.7 shows an example of the shape of the causalized
impulse response function [1].
−5 0 5 10 15 20
0
0.1
0.2
0.3
0.4
0.5
0.6
Time (s)
Fo
rc
e 
(D
im
en
si
on
le
ss
)
Causalized impulse response
Non−causalized impulse response
Figure 2.7: An example of excitation force impulse response (causalized and non-causalized).
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Similar to the damping-like part of the radiation force, the excitation force expressed in (2.12) is
a convolution integral; we are able to calculate the excitation force efﬁciently through a similar ﬁnite
dimension state-space approximation, given by
q˙e(t) = Aeqe(t) +Beς(t),
fe(t) = Ceqe(t) +Deς(t). (2.13)
where (Ae, Be, Ce, De) are the approximating coefﬁcient matrices for the excitation force. These
coefﬁcient matrices are also calculated via the impulse response to state-space method of [53].
2.5 Existing Control Strategies
In WEC application, we can classify the control implementations into two main types: active and pas-
sive. Active control requires one to inject power into the device to achieve optimal power generation.
Passive control does not require external power injection and is usually suboptimal, but easy to realize
physically.
Two typical passive control implementations are latching and declutching control. In latching/declutching
control, the system’s dynamics is altered to achieve resonance with the incident wave and maximize the
power generation [14, 15, 35].
Latching control is for a device whose resonant period is shorter than the incident wave’s peak
period. Locking the buoy from time to time will lower the resonant period of the device to match
the incoming wave’s peak period (and thus in resonance with the wave). Different algorithms were
proposed for latching control by many researchers. In particular, [35] proposed a ﬁxed time latching
control which improved power generation signiﬁcantly than uncontrolled case. [75] tried to implement
fuzzy logic to identify the best latching time. In [15], they took a semi-analytical approach to ﬁnd the
optimal latching time and they also compared different ways to implement latching control. Moreover,
[14] applied optimal control theory to determine the best latching time.
Declutching control can increase the power generation of WECs in a wide frequency range, partic-
ularly for a device whose resonant period is longer than the incident wave’s peak period. By bypassing
the PTO mechanism for certain time intervals, declutching control can alter the resonant period of the
device to match the peak period of the incident wave. Detailed physical implementations can be found
in [16] and [26]. Declutching control is passive, easy to implement and, more importantly, does not
have violent cut-off actions as in latching control. Hence, declutching control is of great interest to
many practitioners [35, 73].
Latching and declutching control are passive and easy to implement. Also, [14, 16] shows that
some reactive implementations are equivalent to declutching control due to the bang-bang nature of the
solution to the optimal control problem.
On the other hand, despite the higher computational complexity and the difﬁculty of its implemen-
tation, active control strategies have been investigated by many researchers such as [3, 45].
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In active force control, a force is injected into the WEC via various mechanisms. The active force-
controlled system’s model is linear and allows us to apply off-the-shelf control techniques from linear
control theory. A promising method is model predictive control (MPC). Several MPC-related algorithms
were proposed by [27] and [45]. MPC is attractive, because the method not only provides the optimal
solution, but also has a very good ability of handling constraints. Nevertheless, MPC faces many chal-
lenges; the major challenge is the potential non-convexity of the cost function. In traditional MPC,
tracking or regulating type of problems are involved, hence the cost function is convex, which gives
many nice properties for transcribed optimization problems. Comparatively, in WEC application, de-
pending on the formulation, it is common to ﬁnd cost functions that are non-convex. Moreover, because
the traditional applications of MPC are chemical or petrol-gasoline industries [69], in those processes,
dynamics are relatively slow, hence the computational time may not be a critical issue. In WEC systems,
however, the dynamics are relatively fast. This gives another challenge: the MPC algorithm should be
fast and numerically reliable.
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Chapter 3
Active Force Control of Wave Energy
Converters using Model Predictive
Control
3.1 Introduction
3.1.1 Background
If the WEC device contains a controllable motor (or the generator can be used as a motor), a controllable
machinery force is applied to the WEC system. The machinery force can be considered as a control
input. We consider this actively controlled force separate from the ﬁxed power-take-off damping Bpto
for the sake of generality: if a controllable motor is added to the system, then the damping applied by
the generator Bpto is separate from the motor; if the generator is used as a motor for some periods, then
we can set Bpto = 0. The system is described as
p˙(t) =
⎡
⎢⎣
0 1 0
−kpto+ρgSb(M+μ∞) −
Dr+Bpto
(M+μ∞)
− Cr(M+μ∞)
0 Br Ar
⎤
⎥⎦ p(t) +
⎡
⎢⎣
0
1
(M+μ∞)
0
⎤
⎥⎦ (fe(t) + u(t)),
where 0 are zero matrices with appropriate sizes. Let n be the number of state variables. A more
compact expression would be:
p˙(t) = Ap(t) +B(u(t) + fe(t)), (3.1)
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where
A =
⎡
⎢⎣
0 1 0
−kpto+ρgSb(M+μ∞) −
Dr+Bpto
(M+μ∞)
− Cr(M+μ∞)
0 Br Ar
⎤
⎥⎦ ∈ Rn×n, B =
⎡
⎢⎣
0
1
(M+μ∞)
0
⎤
⎥⎦ ∈ Rn.
Equation (3.1) is the model for the active-force-controlled WEC system. Compared to the uncontrolled
system (2.7), the active-force-controlled model (3.1) is very similar except an additional term u(t),
which is the machinery force. In standard control terminology, the matrixA is the dynamics matrix,B is
the input matrix, u is the control input and fe can be considered as an exogenous input. Unlike traditional
control objectives, which is to drive and to stabilize the states of a system to a certain equilibrium or to
track a pre-deﬁned trajectory, in our case the objective is to maximize the power generation with respect
to a given excitation force. Moreover, since the machinery force inserted by the PTO mechanism cannot
be arbitrarily large, the bound on the input needs to be considered. One existing control technique is
particularly suitable for this application, which is known as model predictive control (MPC).
MPC is an advanced control technique, which was ﬁrst applied to process engineering, such as
petrol chemistry. The basic idea of MPC is ‘rolling and planning’. That is to say, the controller fore-
casts the system’s future behaviour based on the dynamic model and optimizes such behaviour to satisfy
certain performance index. Based on the solution, the best control action at the current time is imple-
mented [69].
In the application to wave energy control, Hals proposed a formulation that uses the idea of MPC
with ﬁrst calculating the optimal velocity trajectory and then computing the optimal control force to
track the velocity [45]. The advantage of this method is that the optimization problems are both con-
vex quadratic programming (QP), which is easy to solve and have one unique global optimal solution.
However, in [45] the effect of machinery force was not included in the objective function directly. In
[27], an alternative approach is proposed: instead of considering the active force as the control input,
they consider the rate of change of the machinery force as the control input, which is able to convexify
the objective function and the problem becomes tracking an unknown trajectory.
3.1.2 Contribution
In the WEC application, much effort is put into avoiding the non-convexity of the cost function. How-
ever, this may not be necessary, as we will show in this chapter. We propose a very simple formulation
that neither needs to compute and hence track the optimal trajectory, nor needs to reformulate the prob-
lem into a convex from. The formulation appears to be non-convex at ﬁrst glance. However, in practice,
we demonstrate that the problem is convex in most cases if the exact discretization in both dynamic
constraints and cost function is used. A similar situation is found in [17, 18] where they use a different
accurate discretization technique and obtained a convex objective function.
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3.1.3 Chapter Organization
The chapter is organized as follows: We give the optimal active force control formulation in Section
3.2. In Section 3.3, exact discretization is used to to transcribe the optimal control problem into a large
scale NLP with two formulations: non-condensed and condensed. The discussion on the convexity
of the problem is presented in Section 3.4. We show that the source of convexity is independent of
the excitation force and the current states. We illustrate that in most cases, the cost function is in fact
convex. We present some closed-loop simulation results in Section 3.5 and end with a conclusion.
3.2 Optimal Active Force Control Problem Formulation
The objective of control in WEC is to maximize the power generation. Since the control input is the
machinery force u(·) ∈ L2([t0, tf ]),where L2([t0, tf ]) is the set of all Lebesgue square-integrable func-
tions on [t0, tf ], the objective function can be written as:
max
u(·)∈L2([t0,tf ])
∫ tf
t0
Bptov
2(t)− u(t)v(t) dt,
where the term Bptov2(t) is the power generated due to the ﬁxed PTO damping Bpto and the term
u(t)v(t) is the power consumed by the control force (if the force is working against the velocity, this
term generates power). For convenience, the objective function can be written as a cost function (and
thus is a minimization problem) in matrix form:
min
u(·)∈L2([t0,tf ])
J(u(·), p(·)) :=
∫ tf
t0
−p(t)Qp(t) + p(t)Nu(t) dt, (3.2)
where
Q :=
⎡
⎢⎣
0 0 0
0 Bpto 0
0 0 0
⎤
⎥⎦ , N :=
⎡
⎢⎣
0
1
0
⎤
⎥⎦ .
Since the machinery force cannot be arbitrarily large, it is reasonable to limit the force to a certain range.
Therefore a bound constraint is added:
−umax ≤ u(t) ≤ umax,
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where umax is the maximum allowed magnitude of the machinery force. Combining the dynamic
constraints (3.1), with the cost function (3.2), the optimal control problem is
min
u(·)∈L2([t0,tf ])
J(u(·), p(·)) =
∫ tf
t0
−p(t)Qp(t) + p(t)Nu(t)dt, (3.3a)
s.t. p˙(t) = Ap(t) +B(u(t) + fe(t)), p(t0) = p0, ∀t ∈ [t0, tf ], (3.3b)
− umax ≤ u(t) ≤ umax, ∀t ∈ [t0, tf ]. (3.3c)
The above problem is a non-convex quadratic inﬁnite-dimensional optimal control problem. There are
two approaches for solving the above problem, namely: indirect approach and direct approach.
In the indirect approach, the optimality condition of the continuous-time system is obtained from
Pontryagin’s Maximum (Minimum) Principle (PMP). The problem can be solved analytically in some
cases or, more likely, via various numerical methods such as the projected gradient method [3]. A good
detailed survey in solving optimal control problems by the indirect approach is provided in [50] and
[77].
In the direct approach, constraints and the cost function are discretized directly. This procedure
usually results in a large-scale nonlinear programming (NLP) problem and therefore can be solved by
any appropriate large-scale NLP solvers. The discretization step is also known as transcription [20]. A
proper choice of the transcription method will greatly affect the attributes of the transcribed optimization
problem and thus affect the performance of the NLP solver. The relationship between the transcribed
optimization problem and the original optimal control problem is thoroughly studied in [65]. A very
detailed introduction and tutorial in solving optimal control problems with direct approaches can be
found in [20] and the references therein.
We focus on using the direct approach to ﬁnd the numerical solutions. The main advantage of the
direct approach is that it is easy to be generalized for similar problems and most of the transcribed NLPs
are numerically stable [20, Chapter 4.3]. Readers who are interested in the indirect numerical solution
of the WEC control problem are directed to [2, 3].
3.3 Transcription of Optimal Control Problem into an Optimiza-
tion Problem
3.3.1 Accurate Discretization
System (3.1) is linear and can be discretized in a relatively accurate way if we assume fe(t) is zero-
order-hold in between each sampling time. Let the discretization interval be h and the control input
u(kh + t) =: uk, ∀t ∈ [kh, (k + 1)h), i.e. a constant between sampling instances. Also, as stated,
assume that fe(·) is constant in-between sampling instances too: fe(kh+t) =: fek, ∀t ∈ [kh, (k+1)h).
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Because we have a linear system (3.1), with the initial condition p(0) = p0, the solution of (3.1) is
p(t) = eAtp0 +
∫ t
0
eA(t−τ)Bu(τ)dτ +
∫ t
0
eA(t−τ)Bfe(τ)dτ. (3.4)
Then, from the solution (3.4) one can ﬁnd that the state trajectory between [kh, (k + 1)h) is
p(t) = eAtp(kh) +
∫ t
kh
eA(t−τ)Bdτuk +
∫ t
kh
eA(t−τ)Bdτfek, ∀t ∈ [kh, (k + 1)h), (3.5)
which can be rewritten in a more compact form as
p(t) = Ad(t)pk +Bd(t)(uk + fek), ∀t ∈ [kh, (k + 1)h) (3.6)
where pk := p(kh) and
Ad(t) := e
At,
Bd(t) :=
∫ t
0
eA(t−τ)Bdτ.
When t = h, we obtain a discrete system, which is equivalent to (3.1):
pk+1 = Ahpk +Bh(uk + fek), (3.7)
with
Ah := e
Ah,
Bh :=
∫ (k+1)h
kh
eA(h−τ)Bdτ.
After discretizing the system, the next step is to discretize the cost function. To discretize the cost
function exactly, we need to assume that tf−t0h is an integer. In most cases, the end time tf and the
sampling period h are customizable by the designer, hence the assumption is not too restrictive. When
the assumption holds, the cost function (3.2) can be written as:
J(u(·), p(·)) =
Nh−1∑
k=0
∫ (k+1)h
kh
−p(t)Qp(t) + p(t)Nu(t)dt, (3.8)
where Nh :=
tf−t0
h is the horizon length in terms of the number of samples. We then substitute (3.6)
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into the cost function (3.8):
J(u(·),p(·)) =
Nh−1∑
k=0
∫ (k+1)h
kh
−[Ad(t)pk +Bd(t)(uk + fek)]Q[Ad(t)pk +Bd(t)(uk + fek)]
+ [Ad(t)pk +Bd(t)(uk + fek)]
Nukdt
=
Nh∑
k=0
−pk
∫ (k+1)h
kh
[Ad(t)
QAd(t)]dtpk − pk
∫ (k+1)h
kh
[2Ad(t)
QBd(t)−Ad(t)N ]dtuk
− uk
∫ (k+1)h
kh
[Bd(t)
QBd(t)−Bd(t)N ]dtuk
− fek
∫ (k+1)h
kh
[2Bd(t)
QBd(t)−Bd(t)N ]dtuk
− fek
∫ (k+1)h
kh
2Bd (t)QAd(t)dtpk −
∫ (k+1)h
kh
Bd (t)Bd(t)dtf
2
ek.
Rearranging terms, the equivalent discrete cost function of (3.2) is
J(u0, u1, · · · ,uNh−1, p0, p1, · · · , pNh−1) :=
Nh−1∑
k=0
−pk Qdpk − pk Nduk − ukRduk − fekSduuk − fekSdppk − Cf2ek, (3.9)
where
Qd :=
∫ (k+1)h
kh
Ad(t)
QAd(t)dt,
Nd :=
∫ (k+1)h
kh
2Ad(t)
QBd(t)−Ad(t)Ndt,
Rd :=
∫ (k+1)h
kh
Bd(t)
QBd(t)−Bd(t)Ndt,
Sdu :=
∫ (k+1)h
kh
[2Bd(t)
QBd(t)−Bd(t)N ]dt,
Sdp :=
∫ (k+1)h
kh
2Bd (t)QAd(t)dt,
C :=
∫ (k+1)h
kh
Bd (t)Bd(t)dt.
The above matrices can be calculated to machine precision with the method supplied in [55].
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3.3.2 Condensed Formulation
After we obtained the discrete cost function (3.9), we can solve the equality constraints (3.7) for pk
and write pk in terms of uk. Substituting the solution into the cost function will form an inequality-
constrained only non-convex quadratic optimization problemwith variables be uk, k = 0, 1, · · · , Nh− 1.
The formulation is known as the condensed formulation, because part of the decision variables
(pk, k = 0, 1, · · · , Nh − 1) have been removed. In this formulation, the decision variable is the control
input sequence.
In the condensed formulation, the discrete objective function (3.9) can be written as:
min
u¯∈RNh
J(u¯) := −p¯Q¯p¯− p¯N¯ u¯− u¯R¯u¯− f¯e S¯u u¯− f¯e S¯p p¯ (3.10)
where
u¯ :=
⎡
⎢⎢⎢⎢⎣
u0
u1
...
uNh−1
⎤
⎥⎥⎥⎥⎦ ∈ RNh , p¯ :=
⎡
⎢⎢⎢⎢⎣
p1
p2
...
pNh
⎤
⎥⎥⎥⎥⎦ ∈ RnNh , f¯e :=
⎡
⎢⎢⎢⎢⎣
fe0
fe1
...
fe(Nh−1)
⎤
⎥⎥⎥⎥⎦ ∈ RNh ,
Q¯ :=
[
I ⊗Qd 0
0 0
]
∈ RnNh×nNh ,
N¯ :=
[
0 I ⊗Nd
0 0
]
∈ RnNh×Nh ,
R¯ := I ⊗Rd ∈ RNh×Nh ,
S¯u := I ⊗ Sdu ∈ RNh×Nh ,
S¯p :=
[
0 I ⊗ Sdp
0 0
]
∈ RnNh×Nh .
Note that we have dropped the constant term: [−p0 Qdp0 −Sdpp0] since the constant will not affect the
solution. From the discrete dynamics (3.7), we have:
p¯ = Φp0 + Γ(u¯+ f¯e) (3.11)
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where
Φ :=
⎡
⎢⎢⎢⎢⎣
Ah
A2h
...
ANhh
⎤
⎥⎥⎥⎥⎦ ∈ RnNh×n; Γ :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Bh
AhBh Bh
...
...
. . .
ANh−2h Bh A
Nh−3
h Bh . . . Bh
ANh−1h Bh A
Nh−2
h Bh . . . AhBh Bh
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ RnNh×Nh .
Substitute (3.11) into the cost function (3.10):
J(u¯) =− [Φp0 + Γu¯+ Γf¯e]Q¯[Φp0 + Γu¯+ Γf¯e]− [Φp0 + Γu¯+ Γf¯e]N¯ u¯
− u¯R¯u¯− f¯eS¯u u¯− f¯eS¯p [Φp0 + Γu¯+ Γf¯e]
= −u¯[ΓQ¯Γ + ΓN¯ + R¯]u¯− [2p0 ΦQ¯Γ + 2f¯eΓQ¯Γ
+ p0 Φ
N¯ + f¯e

ΓN¯ + f¯e

S¯p + f¯e

S¯u ]u¯
− [p0 ΦQ¯Φp0 + 2p0 ΦQ¯Γf¯e + f¯eΓQ¯Γf¯e].
Then, the problem becomes:
min
u¯∈RNh
J(u¯) = u¯Quu¯+ fu u¯, (3.12a)
s.t. − u¯max ≤ u¯ ≤ u¯max, (3.12b)
where
Qu := −[ΓQ¯Γ + ΓN¯ + R¯],
fu := −[2p0 ΦQ¯Γ + 2f¯eΓQ¯Γ + p0 ΦN¯ + f¯eΓN¯ + f¯eS¯p + f¯eS¯u ],
u¯max := 1⊗umax ∈ RNh .
The notation 1 is used to denote a vector of 1 with appropriate size. The problem (3.12) is the equiv-
alent condensed NLP formulation of the optimal control problem (3.3). Note that the constant term
−[p0 ΦQ¯Φp0 + 2p0 ΦQ¯Γf¯e + f¯eΓQ¯Γf¯e] is neglected again.
3.3.3 Non-condensed Formulation
An alternative approach is known as the non-condensed formulation. Considering again the discrete
time cost (3.9). If we deﬁne the decision variable as
θ¯ := [p0 u

0 · · · pNh−1 uNh−1 pNh ] ∈ R(1+n)Nh+n.
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then (3.9) can be written as:
J(θ¯) = θ¯Qθ θ¯ + fθ θ¯, (3.13)
where
Qθ := −I ⊗
[
Qd
Nd
2
Nd
2 Rd
]
∈ R((1+n)Nh+n)×((1+n)Nh+n),
fθ := −
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Sdpfe0
Sdpfe0
...
Sdpfe(Nh−1)
Sdpfe(Nh−1)
SdpfeNh
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R(1+n)Nh+n.
Now considering the discrete-time system (3.7), this leads to:
p0 = p(t0);
p1 = Ahp0 +Bhu0 +Bhfe0;
p2 = Ahp1 +Bhu1 +Bhfe1;
...
pNh = AhpNh−1 +BhuNh−1 +Bhfe(Nh−1).
In matrix form, we have:
Asθ¯ = bs, (3.14)
where As :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
I
−Ah −Bh I
−Ah −Bh I
. . . . . . . . .
−Ah −Bh I
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn(Nh+1)×((1+n)Nh+n),
bs :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
p0
Bhfe0
Bhfe1
...
Bhfe(Nh−1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn(Nh+1).
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Together with the cost function (3.13) the problem becomes:
min
θ¯∈R(1+n)Nh+n
J(θ¯) = θ¯Qθ θ¯ + fθ θ¯; (3.15a)
s.t. Asθ¯ = bs; (3.15b)
− θ¯max ≤ θ¯ ≤ θ¯max, (3.15c)
where
θ¯max :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∞× 1
umax
∞× 1
umax
...
∞× 1
umax
∞× 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
In general, each of the formulations has its own advantages and disadvantages. For the condensed
formulation, the problem size is much smaller than for the non-condensed one, especially when the
number of states is large. Thus for problems that have short horizon length and large number of states,
the condensed formulation has better performance in terms of computational time.
On the other hand, despite a larger problem size, the non-condensed formulation has very sparse
and banded parameter matrices, whereas in the condensed formulation the matrices are often dense.
Therefore the theoretical complexity of the non-condensed formulation is lower than that of the con-
densed one. The complexity of the non-condensed formulation grows linearly w.r.t. horizon length Nh
(about O(Nh(2n + m)2)) [20, 90], whereas the complexity of the condensed formulation grows cu-
bically O(N3h) [44]. This suggests for large problems, the non-condensed formulation will have better
performance. There is another reason for favouring the non-condensed formulation when horizon length
Nh is large: the condensed formulation usually involves the powers of matrix A; for a long prediction
horizon, the powers ofAmay be very large for an unstableAmatrix, which may cause numerical issues.
In summary, the non-condensed formulation usually has better performance with long horizons and
small number of states, whereas the condensed one is better for short horizons and large number of
states.
Figure 3.1 compares the time taken for solving condensed problems (3.12) and non-condensed prob-
lems (3.15) with increasing Nh. The problems were solved with the interior point method solver de-
scribed in Appendix A, the reason why existing solvers are not used will be discussed later in Section
3.4. The result agrees with the theoretical complexity growth for the non-condensed formulation. For
condensed formulation, when Nh is less than 110 the growth rate is slow; this is because, when the
number of variables is small, initializing the matrices takes more time than solving the problem. For
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Figure 3.1: Time taken for solving one optimization problem (condensed formulation (3.12) in red
and non-condensed formulation (3.15) in blue) against the horizon length Nh (in terms of number of
samples).
Nh > 110, the growth rate for the condensed formulation agrees with the theoretical result. Moreover,
Figure 3.1 suggests that for optimal control problem (3.3), when horizon length Nh is less than 110, the
condensed formulation would be a more preferable choice.
3.4 Convexity of the NLP Problem
Since both problems (3.12) and (3.15) are QPs, both problems could have a number of local minima if
they are not convex. Interestingly, in practice, when we solve the NLP problems, the algorithm always
converges to the same optimal point, with different initial points. It is reasonable to suspect that the
problem is in fact convex.
The original Hessian of the non-condensed formulation is indeﬁnite since the Hessian has some large
negative eigenvalues. Figure 3.2 shows that the eigenvalues of the Hessian of the condensed formulation
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Figure 3.2: The comparison between all the eigenvalues of the reduced non-condensed formulation
Hessian and the condensed formulation Hessian. In this case, the horizon length Nh is set to 50 s (500
samples).
are identical to the eigenvalues of the reduced Hessian of the non-condensed formulation.
Since the eigenvalues of the Hessian of the condensed formulation and the reduced Hessian of the
non-condensed formulation are the same, for convenience we only consider the condensed formulation
(3.12). Recall that
2Qu = −2[ΓQ¯Γ + ΓN¯ + R¯].
Note that Qu is not symmetric, but can be written in its equivalent symmetric form:
xQux = −x[ΓQ¯Γ + ΓN¯ + R¯]x
= −x[ΓQ¯Γ + 1
2
(ΓN¯ + N¯Γ) + R¯]x.
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Figure 3.3: The smallest eigenvalue of the Hessian of the condensed formulation (Hu) against different
value of mass M and PTO damping Bpto, with spring constant kpto = 240 kN/m.
Therefore, the Hessian of the condensed formulation is
Hu := −2[ΓQ¯Γ + 1
2
(ΓN¯ + N¯Γ) + R¯]. (3.16)
Immediately we notice thatHu is independent from the excitation force fe. That is to say, the convexity
of the problem (3.12) depends only on matrices Q, N , A, B and the sampling time h. This property
suggests that we could easily make the problem convex by just choosing the system parameters appro-
priately. We ﬁnd that within the range of M from 100 t to 1000 t, Bpto from 0 kNs/m to 1000 kNs/m
and the mechanical spring constant kpto from 10 kN/m to 500 kN/m, the smallest eigenvalue of Hu is
8.19 × 10−13, i.e. the problems are convex for all the set of parameters within this range. Figure 3.3
shows the smallest eigenvalue of the Hessian matrix Hu against different values of mass M and PTO
damping Bpto, with the spring constant kpto = 240 kN/m.
Since Q¯  0, we have −ΓQ¯Γ  0. Moreover 12 (ΓN¯ + N¯Γ) is a zero-diagonal matrix.
Therefore, Hu can only be positive deﬁnite if the diagonal matrix −R¯ is sufﬁciently positive deﬁnite.
Another very important conclusion is that if we do not discretize the cost function (3.2) exactly,
the term −R¯ will not exist and hence the transcribed problem will never be convex. This is the reason
why, in many publications, non-convex problems were encountered and reformulation of the problem is
needed [27, 45, 54].
It is worth mentioning that we attempted to solve the non-condensed formulation with the existing
interior point solver IPOPT and the solver failed to converge within the maximum allowed number of
iterations (500). A possible reason why IPOPT’s performance was not ideal is because that the Hessian
of the non-condensed formulation has many large negative eigenvalues (note that this does not mean that
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the problem is non-convex: as shown in Figure 3.2 the projected (reduced) Hessian has only positive
eigenvalues).
If the Hessian is not positive-deﬁnite, it is possible that IPOPT will perform Hessian modiﬁcation,
this is a common step for most solvers to take. The drawback of Hessian modiﬁcation is that the search
direction will be bent towards the gradient direction. Hessian modiﬁcation greatly slows down the con-
vergence in our case because the condition number of the Hessian is bad. That is why IPOPT takes more
than 500 iterations to converge. Therefore we have to create a custom interior point implementation for
solving the non-condensed formulation (3.15). With our own simple interior point implementation, the
algorithm converges within about 20 iterations. The detailed implementation of the custom solver is
described in Appendix A.
3.5 Closed-Loop Implementation
For closed-loop implementation, an appropriate horizon length is needed. Figure 3.4 illustrates the
power generated of the WEC against different horizon lengths. The power increases as horizon length
gets longer and for horizon length longer than 6 s the power generated stays at about 139 kW. We there-
fore use 6 s as our horizon length, since it is the shortest horizon length that can achieve maximum
power. For simulation, we implemented a receding horizon control and all the system parameters can
be found in Appendix C.
In the simulation study, we assumed perfect prediction of the future incident waves. However, since
our horizon length is 6 s, an autoregressive (AR) predictor with 10 s window length and 50 s of historical
data is sufﬁcient to make a sufﬁcient accurate prediction for our purpose. The detailed implementation
of the AR predictor is described in Appendix B. We compared the performance of the MPC with AR
predictor to the MPC with perfect prediction. Figure 3.5 shows the average power obtained over 2000 s
simulation. The wave is generated through a JONSWAP spectrum. We can see that the power generated
with an AR predictor is as good as using perfect prediction, for all wave periods.
Figure 3.6 shows an example of the closed-loop control simulation result. Note that Figure 3.6(b)
demonstrated that there are several places that the control input does not take values at its upper or lower
bound. This shows that the input force proﬁle is not always bang-bang.
A better illustration can be found in Figure 3.7. Similar non-bang-bang input force proﬁles can be
found with small excitation forces of magnitudes around 1 to 6 kN.
Figure 3.8 shows the number of function evaluations taken by a condensed formulation with horizon
length 60 samples (6 s), over 50 s. The solver used in this case is IPOPT. The maximum is 53 and the
average number of function evaluations is 36.65. The average time taken for solving one condensed
optimization problem (with 60 variables) on a PC ,with Intel i7-2600 processor at 3.4GHz frequency,
is about 13ms which is much less than the sampling period h = 100ms.
Figure 3.9 shows that with the increase of the maximum force limit umax, the power generated for
incident waves with different peak periods are increased uniformly and linearly.
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Figure 3.4: Horizon length vs power-take-off for a regular wave with period 6 s and the simulation time
is 200 s and umax = 400 kN.
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Figure 3.5: Comparison between using perfect prediction and using AR prediction, the ﬁgure shows the
average power obtained over 2000 s with different peak periods and umax = 400 kN.
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(b) Input force proﬁle, for most cases, the input force are taking value at 400 or -400 kN, however, at about 30 s the input force
takes a value inbetween its upper and lower bounds.
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(c) Accumulated energy absorption. Note that the energy is not always increasing, which is a feature of active force control, which
invests energy for some time interval in order to gain more power later on.
Figure 3.6: Simulation results for active force control with a JONSWAP incident wave with Tp = 7 s,
the simulation time is 200 s and the horizon length is 6 s, the input force limit umax = 400 kN.
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Figure 3.7: Open-loop optimal input force proﬁle when the system is subjected to a small regular exci-
tation force (magnitude of 5 kN) with period of 6 s.
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Figure 3.8: Number of function evaluations for condensed formulation with horizon length 60 samples,
over 50 s. This includes the evaluation of the objective, constraints, Jacobian and Hessian.
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Figure 3.9: Average power generated over 2000 s for AFC with different umax.
3.6 Conclusion
In this chapter we provided a very simple MPC formulation for active force control of WECs. We
demonstrated that though the problem appears to be non-convex at ﬁrst glance, but in practice the
problem is convex in most cases with an exact discretization. More importantly, we showed that the
convexity of the problem is independent from the excitation force. This implies that we are always able
to ﬁnd a set of system parameters off-line to guarantee that, for the online closed-loop implementation,
all optimization problems are convex. Two problem formulations were discussed, namely the condensed
formulation and the non-condensed formulation. Test shows that for horizon length less than 110 sam-
ples, it is preferable to use the condensed formulation. For our case, the best horizon length is 6 s,
which is 60 samples, this suggests we should use condensed formulation rather than use non-condensed
formulation. The average computation speed is fast enough, even on a general PC, which demonstrated
the formulation’s real-time capability. Another reason for using the condensed formulation is that for
the non-condensed formulation the Hessian is not positive deﬁnite (but the projected Hessian is positive
deﬁnite), therefore if the sparse problem is solved via existing solvers, it is possible that the Hessian
modiﬁcation step can greatly slow down the convergence speed.
One future research direction is to theoretically identify under what conditions the Hessian matrix
of the condensed formulation will be positive deﬁnite.
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Chapter 4
Latching-Declutching Control of Wave
Energy Converters Using
Derivative-Free Optimization
4.1 Introduction
4.1.1 Background
In this chapter, we focus on two particular classes of passive control strategies, namely latching and
declutching control. Both control strategies are based on altering the dynamics of the WEC: latching
control (LC) locks the device from time to time so that it does not move, while declutching control
(DC) bypasses the power-take-off mechanism for certain time intervals. Both control actions alter the
dynamics of the system to achieve resonance between the device and the incident wave so that the
power generation is improved. Latching and declutching control are easy to implement, hence is of
great interest to many practitioners [35]. For monochromatic waves and linear dynamics, LC is optimal
when the device resonant period is shorter than the wave period and DC is optimal when the device
resonant period is longer than the wave period [80].
Two approaches for LC are described in [14]: the ﬁrst one is based on a semi-analytical solution,
which can only be applied to regular waves, and the second one uses optimal control by modelling the
latching action as a large damping (‘weak’ latching). In [16] optimal control theory was used for DC
and the problem was solved using an indirect approach.
In [26], a combined latching and declutching control strategy, which is referred to as latched-
operating-declutched control is proposed, ‘weak’ modelling is used: the LDC system is modelled as
a continuous-variable controlled system and the optimal control problem is solved using an indirect
approach, similar to [16]. The optimal control problem arising from our formulation will instead be
modelled as a two-dimensional optimization problem, which is more suitable for real-time implementa-
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tion.
4.1.2 Contribution
This chapter demonstrate that latching and declutching control can be combined, which we call latching-
de-clutching control (LDC), and modelled as a hybrid state timed automaton. LDC therefore aims to
inherit the properties of both LC and DC.
The control method in this chapter is based on a derivative-free coordinate-search (CS) optimization
algorithm [7]. This is because the cost function in the optimal control problem is discontinuous, in
general, and the decision variables are discretized, due to the the sampled-data nature of the computer-
controlled system. We also utilize the quantized nature of the control variable, extending our one-
dimensional coordinate search algorithm [38] to the higher dimensional case. The algorithm allows
reducing the number of function evaluations compared to the non-quantized version. The proposed
algorithm is then applied to the LDC problem in a receding horizon control scheme. That is, at each
sampling instance, we solve an optimization problem over a certain time horizon and implement only
the ﬁrst part of the computed best control action. We will also show that it is beneﬁcial to co-design the
physical parameters together with the control strategy. All the result in this chapter is presented in the
journal paper [39].
4.1.3 Chapter Organization
The chapter is organized as follows: In Section 4.2, we will present the model for LDC and the deﬁni-
tion of the optimal control problem. LC and DC will also be discussed as two special cases of LDC.
We propose two closed-loop formulations in Section 4.3, namely one that uses past data while the other
relies on future predictions. In Section 4.4 we will demonstrate that the objective function of the op-
timal control problem can be discontinuous, which motivates the use of derivative-free optimization
algorithms. For a computer-controlled device, the control action can only be implemented at each sam-
pling instance, hence the optimization problem has discrete variables. We therefore adapt a derivate-free
coordinate search method to the optimization of a function over a discretization of the Euclidean space.
Section 4.5 will show that it is beneﬁcial to co-design the system with the controller in consideration,
rather than optimally tuning the system followed with designing the control strategy. We also present
simulation results for LDC, LC and DC. Our new coordinate-search method is compared to other op-
timization algorithms in Section 4.7, where it is shown that the proposed algorithm outperforms others
in terms of the number of function evaluations. Section 4.8 presents some conclusions and outlines
possibilities for further research.
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PTO-Active Mode
(δ(t), δa(t)) = (1, 1)
Ξ˙a(t) = 1, Ξ˙(t) = 1
Latched Mode
(δ(t), δa(t)) = (0, 1)
Ξ˙a(t) = 1, Ξ˙(t) = 1
Declutched Mode
(δ(t), δa(t)) = (1, 0)
Ξ˙a(t) = 1, Ξ˙(t) = 1
v(t) = 0,
(t) > 0
Ξ(t) > (t),Ξa(t) ≤ a(t)
Ξ(t) > (t),Ξa(t) > a(t)
v(t) = 0, (t) > 0
v(t) = 0,
a(t) > 0, (t) = 0
v(t) 	= 0,Ξa(t) > a(t)
v(t) = 0 ⇒ Ξa(t) := 0,Ξ(t) := 0
v(t) = 0 ⇒ Ξa(t) := 0,Ξ(t) := 0
Figure 4.1: State transition diagram.
4.2 Modelling and Problem Formulation
4.2.1 Latching-Declutching Control
Consider the uncontrolled WEC system (2.7). The LDC system can be modeled as a timed hybrid
automaton, as depicted in Figure 4.1. The system has three modes: a PTO-active mode (power is being
generated), latched mode (velocity is kept at zero) and declutched mode (device is free to move and no
power is generated). We deﬁne two binary functions δ and δa, where (δ(t), δa(t)) := (1, 0) in the
declutched mode, (δ(t), δa(t)) := (1, 1) in the PTO-active mode and (δ(t), δa(t)) := (0, 1) in the
latched mode. In each mode, the WEC can therefore be modelled as a linear system that satisﬁes
p˙(t) = g(p(t), δ(t), δa(t), fe(t)) :=
⎡
⎢⎢⎢⎢⎣
δ(t)v(t)
δ(t)
M+μ∞
(fe(t)− (kpto + ρgSb)ζ(t)
−(Bptoδa(t) +Dr)v(t)− Crq(t))
Arq(t) + δ(t)Brv(t)
⎤
⎥⎥⎥⎥⎦ . (4.1)
The variable Ξ indicates how much time has gone by since the system switched to the latched
mode, whereas Ξa indicates how much time has gone by since the system was in the PTO-active mode
and the velocity was zero; note that the timers are always increasing inside each mode. The control
inputs/manipulated/decision variables are  and a.
Starting in the PTO-active mode, the device can either be latched or declutched for some time to
alter the dynamics. To minimize risk of damage, we restrict latching to only happen when v(t) = 0.
Likewise, the device can leave the declutched mode and enter the PTO-active mode only when v(t) = 0.
Let a half-period be deﬁned as the time from one time instance when v(t) becomes 0 to the next time
instance when v(t) becomes 0 (therefore if the latched mode is involved, the time when latching starts is
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the beginning of a half-period). We use a to denote how long the system should be outside the declutched
mode and use  to denote how long the system should be in the latched mode within a half-period. The
rules for the mode transitions are as follows:
• The device will leave the declutched mode only if the velocity is zero. When v(t) = 0, Ξ(t) and
Ξa(t) are reset. If (t) = 0 and a(t) > 0, then the system switches to the PTO-active mode. If
(t) > 0, then the system switches to the latched mode, regardless of the value of a(t);
• The device will leave the latched mode if and only if Ξ(t) > (t). If Ξa(t) ≤ a(t), then the
system switches to the PTO-active mode, otherwise the system switches to the declutched mode;
it follows that the switch from latched mode to PTO-active mode is possible only if a(t) > (t).
Note that Ξa is not reset when the system switches from the latched mode to the PTO-active
mode;
• The system will switch from the PTO-active mode to the declutched mode if Ξa(t) > a(t). When
v(t) = 0, Ξ(t) and Ξa(t) are reset. The device will switch from the PTO-active mode to the
latched mode if v(t) = 0, (t) > 0 and Ξa(t) ≤ a(t);
The state vector of the hybrid system can now be deﬁned as
z(t) := [p(t) δ(t) δa(t) Ξ(t) Ξa(t)].
Full state feedback is assumed, but note that an estimator can be designed by treating the switched
system as a linear time-varying system or differential inclusion, as in [4]. Please note that the well-
posedness of the continuous time automaton is not studied in this thesis, it is possible that continuous
time solution may have inﬁnite frequency switching, however we will discretize the system and that
prevent the situation from happening.
The aim is to compute functions  and a such that the energy generated is maximized. Instead of
solving this challenging inﬁnite-dimensional problem, we consider what would happen if  and a were
to be constant over a short time interval [t0, tf ], which results in the following optimal control problem
with only two decision variables:
max
(ˆ,aˆ)
J(ˆ, aˆ, z(t0), fe, t0, tf ) :=
∫ tf
t0
Bptoδa(s)v
2(s)ds (4.2a)
s.t. (s) = ˆ ∈ [0, ¯], a(s) = aˆ ∈ [0, a¯], ∀s ∈ [t0, tf ], (4.2b)
where Bptoδa(s)v2(s) is the instantaneous power absorbed by the PTO and the functions (δa, v) satisfy
the hybrid dynamic rules and equations deﬁned above with initial state z(t0) and excitation force proﬁle
fe|[t0,tf ]. The maximum allowed values for latching time ˆ and PTO-active time aˆ are given by ¯ and a¯,
respectively.
Figure 4.2 shows the contours of the cost function (ˆ, aˆ) → J(ˆ, aˆ, z(0), fe, 0, 2000) for a Joint
North Sea Wave Project (JONSWAP) spectrum-generated excitation force, which is often used to simu-
late irregular wave conditions [14].
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Figure 4.2: Energy absorbed in kWh against latching time ˆ and PTO-active time aˆ under a JONSWAP
excitation force with peak period Tp = 10 s over 2000 s. The initial conditions are p(0) = 0, δ(0) = 1,
δa(0) = 0, Ξ(t) = 0 and Ξa(0) = 0. Other parameters are in the Appendix C.
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As will be discussed in Section 4.3, problem (4.2) will be solved repeatedly in a closed-loop receding
horizon scheme with a sample period h < tf − t0; the solution of (4.2) is implemented over the interval
[t0, t0 + h] before solving (4.2) again, but with a shifted time interval [t0 + h, tf + h] and new initial
state z(t0 + h), etc. The actual  and a trajectories that are applied to the WEC therefore change every
h seconds, despite constraining  and a to be constant when solving (4.2). This implementation can
therefore be considered to be a predictive controller with the simplest possible implementation of move
blocking [56], namely one block per control input.
4.2.2 Two Special Cases
4.2.2.1 Latching Control (LC)
An LC system contains only two modes, namely the PTO-active mode and latched mode. The LDC
model above contains LC as a special case if δa(0) = 1 and if we constrain a(t) = ∞ so that δa(t) = 1
for all t. The optimal control problem (4.2) for LC therefore reduces to an optimization problem with
only one decision variable: maxˆ∈[0,¯] J(ˆ,∞, z(t0), fe, t0, tf ). A more detailed discussion of this
formulation can be found in [37].
4.2.2.2 Declutching Control (DC)
In DC the system is never latched, so that the two modes are the PTO-active mode and the declutched
mode. The LDC model above contains DC as a special case if δ(0) = 1 and if we constrain (t) = 0 so
that δ(t) = 1 for all t. The optimal control problem (4.2) for DC therefore reduces to an optimization
problem with only one decision variable: maxaˆ∈[0,a¯] J(0, aˆ, z(t0), fe, t0, tf ). A detailed discussion of
this formulation can be found in [38].
4.3 Sampled-Data Receding Horizon Control
In computer-controlled applications the system is often discretized in time with piecewise-constant in-
puts. At each sampling instant the state estimate, along with some other information, is fed to the
controller (in this case an optimization solver) to obtain a control action.
The hybrid system and optimal control problem is therefore now discretized with a sufﬁciently small
sample period h > 0 and mode changes occur only at each sample time t ∈ hZ. The velocity could go
to zero in-between sample instants, hence the condition v(t) = 0 in the transition diagram of Figure 4.1
is now replaced with the weaker condition of checking whether the velocity has changed sign, i.e.
v(t − h)v(t) < 0 ⇒ v(τ) = 0 for some τ ∈ [t − h, t]. Because the WEC model is linear in-between
sample instants, the solution to (4.1) can be discretized exactly so that
p(τ) = [ζ(τ) v(τ) q(τ)] = p(t) + gˆ(p, δ, δa, fe; t, τ) (4.3)
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for all τ ∈ [t, t+ h), t ∈ hZ, where
gˆ(p, δ, δa, fe; t, τ) :=
∫ τ
t
g(p(s), δ(t), δa(t), fe(s))ds.
Algorithm 1 solves the sampled-data hybrid state update equation z(t+h) = φ(z(t), v(t−h), (t), a(t)).
Algorithm 1 can also be used to compute the sampled-data cost Jh(ˆ, aˆ, z(t0), fe, t0, tf ) := c(tf )
if c(t0) := 0, given z(t0) and ((t), a(t)) = (ˆ, aˆ) for all t ∈ {t0, t0 + h, . . . , tf − h}, t0, tf ∈ hZ. It
follows that (4.2) can be replaced by the sampled-data optimal control problem
max
(ˆ,aˆ)∈S(¯)×S(a¯)
Jh(ˆ, aˆ, z(t0), fe, t0, tf ), (4.4)
where S(b) := (hZ) ∩ [0, b]. Note that, rather unusually, the decision variables in (4.4) take on values
from a ﬁnite subset of the reals instead of an uncountable domain, due to the fact that mode transitions
are made only at each sample instant. A new derivative-free optimization algorithm for solving this
problem is given below in Section 4.4.
We now deﬁne two formulations: one that uses recorded wave data and one that uses the predictions
of incoming waves.
Because the peak period of ocean waves is stable over a short interval [15, 26], the optimal latching
time and PTO-active time for previous waves can be considered a good estimate of the optimal variables
for incoming waves. The past data problem at time t ∈ hZ is deﬁned as
max
(ˆ,aˆ)∈S(¯)×S(a¯)
Jh(ˆ, aˆ, z(t− T ), fe, t− T, t), (4.5)
where T ∈ hN is the horizon length and [∗p, a∗p](z, fe, t) denotes the solution to (4.5).
On the other hand, a good estimate for the future excitation force might be available. A future data
problem, which uses the current state and predicted force, is deﬁned as
max
(ˆ,aˆ)∈S(¯)×S(a¯)
Jh(ˆ, aˆ, z(t), fe, t, t+ T ), (4.6)
where [∗f , a
∗
f ](z, fe, t) denotes the solution to (4.6).
Note the differences between the initial states, starting times and ﬁnal times of (4.5) and (4.6). Given
knowledge of the state z(t − T ) and excitation force fe over the time interval [t − T, t], the conjecture
is that the solution to the past data problem (4.5) would be approximately equal to the solution to the
future data problem (4.6) at time t if the horizon length T is ‘sufﬁciently’ short. Section 4.5 contains
numerical results to show when this is a valid assumption.
As is standard in predictive control, we propose that problem (4.5) or (4.6) is solved at each sample
instant and that the solution is implemented in a receding horizon fashion, i.e.
[, a](t) = [∗•, a
∗
•](z, fe, kh), ∀t ∈ [kh, kh+ h), k ∈ Z (4.7a)
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Algorithm 1 Sampled-data State and Cost Update
Require: State z(t), velocity v(t− h), inputs ((t), a(t)) and cost c(t), t ∈ hZ
Ensure: State z(t + h) = φ(z(t), v(t − h), (t), a(t)) and updated cost c(t + h) = c(t) +∫ t+h
t
Bptoδa(t)v
2(s)ds, t+ h ∈ hZ
1: switch (δ(t), δa(t)) do
2: case (1, 1)  in PTO-active mode
3: if v(t− h)v(t) < 0 then
4: Reset timers Ξ(t) := 0, Ξa(t) := 0.
5: if (t) > 0 then
6: Change mode (δ(t), δa(t)) := (0, 1)
7: end if
8: else if Ξa(t) > a(t) then
9: Change mode (δ(t), δa(t)) := (1, 0)
10: end if
11: case (0, 1)  in latched mode
12: if Ξ(t) > (t) then
13: if Ξa(t) > a(t) then
14: Change mode (δ(t), δa(t)) := (1, 0)
15: else
16: Change mode (δ(t), δa(t)) := (1, 1)
17: end if
18: end if
19: case (1, 0)  in declutched mode
20: if v(t− h)v(t) < 0 then
21: Reset timers Ξ(t) := 0, Ξa(t) := 0.
22: if (t) > 0 then
23: Change mode (δ(t), δa(t)) := (0, 1)
24: else if a(t) > 0 then
25: Change mode (δ(t), δa(t)) := (1, 1)
26: end if
27: end if
28: p(t+ h) := p(t) + gˆ(p, δ, δa, fe; t, t+ h)
29: Ξ(t+ h) := Ξ(t) + h and Ξa(t+ h) := Ξa(t) + h
30: (δ(t+ h), δa(t+ h)) := (δ(t), δa(t))
31: c(t+ h) := c(t) +Bptoδa(t)
∫ t+h
t
v(s)ds
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and the state of the closed-loop system satisﬁes
z(t+ h) = φ(z(t), v(t− h), ∗•(z, fe, t), a∗•(z, fe, t)), (4.7b)
where • = p for the past data problem (4.5) and • = f for the future data problem (4.6). Note that the
receding horizon policy is a time-varying state feedback law.
For the LC and DC special cases, the implementation is similar and details can be found in [37] and
[38], respectively.
4.4 Discrete Derivative-Free Optimization
Because of the switching dynamics, the cost function J is non-smooth and discontinuous, in general,
even for the continuous-time case with h = 0. Furthermore, the decision variables in (4.4) are discrete
if h > 0. Hence, derivative-free optimization algorithms are suitable candidates for solving the optimal
control problems deﬁned above.
The discontinuity in the cost function is usually caused by sudden changes in the velocity trajectory.
Figures 4.3(a) and 4.3(b) demonstrate such a situation for LC. Figure 4.3(a) shows that when ˆ increases
from 6.2 s to 6.3 s, there is a sudden change in the velocity trajectory. Consequently, in Figure 4.3(b)
the cost function is discontinuous between 6.2 s and 6.3 s.
This feature also applies to DC. Figure 4.3(c) shows that when aˆ changes from 4 s to 4.1 s, the
trajectory changes instantly, resulting in a discontinuity in the objective function, as can be seen in
Figure 4.3(d).
Clearly, if the optimal control problems for LC and DC could have discontinuous cost functions,
then the same difﬁculty could arise for the more general case of LDC. Gradient-based algorithms are
therefore likely to encounter problems when computing the solution to (4.4).
Algorithm 2 is a new, derivative-free algorithm, which modiﬁes the well-known coordinate-search
(CS) method [7] to a function deﬁned over a discretization of the Euclidean space. A key feature of
the algorithm is that the objective function is evaluated at most only once for each point in the domain
and that there are at most 2n function evaluations at each iteration, where n is the number of decision
variables. Since the function evaluation takes up most of the computation time, these properties are
particularly useful in our application, where n = 2 for LDC and n = 1 for LC and DC.
Algorithm 2 computes a (suitably-deﬁned) local maximum of a function f : X → R, where X is a
subset of a discretized Rn space, which is deﬁned as
Deﬁnition 4.1. An h-discretized Rn space is a lattice deﬁned as
Rnh := hZ
n ∩ Rn. (4.8)
We can see that S(¯)×S(a¯),which is the feasible set of problem (4.4), is a subset ofR2h. The concept
of the nearest neighbour follows naturally from the deﬁnition of a discretized Rn space.
41
0 10 20 30 40 50
−0.4
−0.2
0
0.2
0.4
Time (s)
Ve
lo
ci
ty
 (m
/s
)
velocity (m/s) when l=6.3s
velocity (m/s) when l=6.2s
(a) When ˆ changes from 6.2 s to 6.3 s, the number of
switching points changes from 11 to 7.
0 5 10
0
100
200
300
400
500
Latching time l (s)
A
ve
ra
ge
 P
ow
er
 (k
W
)
(b) Average power for a JONSWAP excitation force of
peak period 6 s.
145 150 155 160
−2
−1.5
−1
−0.5
0
0.5
1
Time (s)
Ve
lo
ci
ty
 (m
/s
)
velocity when a=4s
velocity when a=4.1s
(c) When aˆ changes from 4 s to 4.1 s, the zero-crossing
point at t = 149.3 s vanishes.
0 2 4 6 8
0
50
100
150
200
250
PTO−Active Time a (s)
A
ve
ra
ge
 P
ow
er
 (k
W
)
(d) Average power for a sinusoidal excitation force of pe-
riod 18 s.
Figure 4.3: Cost function is discontinuous, in general: (a) and (b) are for latching control, while (c) and
(d) are for declutching control.
In the description of Algorithm 2,
D⊕ := {e1, · · · , en,−e1 · · · ,−en}
is a maximal positive basis [7] for Rn, where ei is the unit vector with the ith element equal to 1, · is
the ceiling operator, · is the ﬂoor operator and the superscript (k) denotes the kth iterate. Note that the
step size α(k) ∈ N will increase if a better iterate is found and decrease otherwise. A local maximum is
found if the step size does not change and α(k) = 1.
Algorithm 2 only returns locally optimal points. However, with suitable step size update parameters
(e.g. see Appendix C), the solver is able to ﬁnd the global maximum in most practical cases, especially if
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Algorithm 2 Derivative-free coordinate-search (CS) with discretized decision variables
Require: f : X → R: objective function with ﬁnite domain X ⊂ hZn ⊂ Rn, where sampling distance
h ∈ R>0; x(0) ∈ X: initial guess; α(0) ∈ N: initial step size; γ > 1, β ∈ (0, 1): step size update
parameters;
Ensure: x∗ is a local maximizer of f , i.e. f(x∗) ≥ f(x) for all x ∈ {x∗ + d ∈ X | d ∈ hD⊕}.
1: Deﬁne
fˆ(x) :=
{
f(x) if x ∈ X
−∞ if x /∈ X
2: Set k to 0 and y(0) := f
(
x(0)
)
3: Initialize history set H(0) :=
{(
x(0), y(0)
)}
4: repeat
5: Compute poll set P (k) :=
{
x(k) + α(k)d | d ∈ hD⊕
}
6: Evaluate fˆ at points in P (k) not yet visited to form
E(k) :=
{(
x, fˆ(x)
)
| x ∈ P (k) and y : (x, y) ∈ H(k)
}
7: Update history set H(k+1) := H(k) ∪ E(k)
8: if
{
(x, y) ∈ E(k) | y > y(k)} is non-empty then
9: Choose any maximizing pair(
x(k+1), y(k+1)
)
∈ arg max
(x,y)∈E(k)
y
10: α(k+1) :=
⌈
γα(k)
⌉
11: else
12: x(k+1) := x(k) and y(k+1) := y(k)
13: α(k+1) := max
{
1,
⌊
βα(k)
⌋}
14: end if
15: Increment k by 1
16: until α(k) = α(k−1)
17: x∗ := x(k)
the algorithm is warm started with the solution from the previous sample instant. Hence, at each sample
time t ∈ hZ, the initial guess x(0) := ((t− h), a(t− h)) and the solution x∗ =: ((t), a(t)) so that
(, a) satisﬁes the receding horizon control law (4.7a).
4.5 Cyber-Physical Co-design and Simulations
Traditionally, the physical system is designed without considering the control strategy; the uncontrolled
system is ﬁrst tuned to its optimal performance against certain working conditions. Following this, the
controller is designed to maximize the system’s performance. Co-design takes a different approach and
designs the physical system and controller (cyber system) at the same time. In other words, the optimal
physical parameters are a function of the control parameters and vice versa.
For simplicity, we will only consider the PTO damping Bpto as the physical design parameter.
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Figure 4.4: PTO contours without control subjected to JONSWAP waves.
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Figure 4.5: PTO contours with LDC subjected to JONSWAP waves.
Figure 4.4 is the contour plot of the PTO with no controller. Figure 4.4 suggests the optimal value for
Bpto should be about 58–87 kNs/m for a signiﬁcant range of wave periods. Thus, if we followed the
standard procedure, and wish to achieve best performance around Tp  6 s (assume that is the normal
sea condition), we would take Bpto around 78 kNs/m for maximum power generation.
4.5.1 Latching-Declutching Control
Figure 4.5 is a contour plot of the PTO of an LDC system. Compared to the uncontrolled case, the
contours change signiﬁcantly; the dependence on Bpto is much weaker. Therefore, one could design
Bpto to meet some other criteria, rather than only considering power generation, e.g. one may wish to
build a small WEC, which is cheaper to construct and can be placed closer together in a wave farm array.
Figure 4.6(a) shows the time domain results for the future data formulation for LDC (assuming
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Figure 4.6: Results for LDC subjected to a JONSWAP wave with Tp = 7s, Bpto = 900 kNs/m.
perfect prediction). Figure 4.6(b) shows the total energy absorbed by both the future and past data
formulations. Both formulations result in a 3-fold increase in energy generated. It is worth noticing that,
at around 100 s in Figure 4.6(b), the past data formulation outperformed the future data formulation for
a short interval, because the wave’s characteristics changed signiﬁcantly at around this time.
4.5.2 Latching Control
Figure 4.7 is the contour plot of the power-take-off of an LC device for different wave periods andBpto.
Compared to the uncontrolled case, the maximum occurs at peak period of about Tp = 15 s and the PTO
bandwidth is also increased.
Figure 4.8 shows that by co-design one can achieve about 10% improvement for waves with long
peak periods compared to ﬁrst optimizing the physical parameters without control. Figure 4.8 plots the
ratio of the power in Figure 4.7 to the power at the same Tp, but with Bpto = 78 kNs/m as obtained
from Figure 4.4. Via co-design one might instead choose Bpto = 59 kNs/m, which maximizes the PTO
in Figure 4.7 and is smaller than the previously-obtained 78 kNs/m.
Figure 4.9(a) shows the time domain result for the future data formulation. Figure 4.9(b) shows
the accumulated energy absorption for both future and past data formulations. The past data formula-
tion gives ﬁve times more energy absorption than the uncontrolled case. The future data formulation,
assuming accurate predictions, will give another two-fold increase over the past data formulation.
4.5.3 Declutching Control
Figure 4.10 shows the power-take-off under DC for different wave periods andBpto. The range forBpto
is now increased to 1MNs/m to show the power-take-off for very large Bpto. Figure 4.10 reveals that,
unlike the uncontrolled or LC cases, more power can be generated with larger values of Bpto.
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Figure 4.7: PTO with latching control subjected to JONSWAP waves.
Figure 4.8: Power ratio of PTO with LC to PTO with LC and a ﬁxed Bpto = 78 kNs/m. The grey area
indicates where the ratio is above 1.
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Figure 4.9: Results for LC subjected to a JONSWAP wave with Tp = 10 s (Bpto = 300 kNs/m).
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Figure 4.10: PTO with declutching control subjected to JONSWAP waves.
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Figure 4.11: Ratio of PTO with DC to PTO without control.
Figure 4.12: Power ratio of PTO with DC to PTO with DC and a ﬁxed Bpto = 78 kNs/m. The black
dotted line shows where the ratio is 1, the light grey area shows where the ratio is above 1.
Figure 4.11 shows the ratio of the power generated by DC compared to the uncontrolled system.
Note that there is little improvement for long peak periods. However, for short peak periods, de-
clutching control with Bpto = 900 kNs/m is able to achieve at least a 27% improvement over an
uncontrolled WEC, with a maximum of 170% improvement at about Tp = 6 s. Therefore, after co-
design we conclude that a larger Bpto will give better performance under declutching control, hence we
choose Bpto = 900 kNs/m, which can be achieved by large devices, such as SEAREV [16].
Figure 4.12 quantiﬁes the beneﬁts of co-design for DC, compared to ﬁrst optimizing the system
without any control. For waves with Tp < 6.2 s, the controlled system with Bpto = 78 kNs/m performs
better. However, normally WECs operate in environments with Tp > 6 s [14]. For incident waves with
longer peak periods, note that as Bpto increases, the PTO ratio increases and achieves a maximum of
4.5 at Bpto = 900kNs/m with Tp = 11 s. Compared to LC, the effect of co-design for DC is more
signiﬁcant.
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(a) Time domain results for future data formulation (excita-
tion force is scaled).
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Figure 4.13: Results for DC subjected to a JONSWAP wave with Tp = 6 s, Bpto = 900 kNs/m.
Time domain results are shown in Figure 4.13(a). Figure 4.13(b) shows the accumulated energy
absorption. The past data formulation gives about twice more energy than the uncontrolled case. The
future data formulation gives another 16% increase over the past data formulation.
4.6 Using Imperfect Future Data
In this section we show the effect of using imperfect prediction for both latching and declutching control.
For both control methods, three sets of 2000 s simulations are generated: past data, future data with
perfect prediction and future data with an auto-regressive (AR) predictor (as described in Appendix B).
The AR model for predicting the future incoming wave is the same as the one used in [42]. The window
length (order) of the AR predictor is 100 samples, the prediction horizon is 20 s and the past data length
used to train the AR predictor is 50 s.
As shown in Figures 4.14 and 4.15, the blue lines are the results of using perfect future data and the
red dashed lines are the results of using past data. The circle-dash-dot lines show the results of future
data formulation with the AR model. We can see that when AR predictor is used, the performance is
at least as good as using the past data. The prediction was considered to be sufﬁciently accurate up to
4–5 s into the future, which is not satisfactory. The simulation results suggest that the accuracy of the
prediction is not of great importance. This makes sense because if we consider the case when past data
is used, the only correct information is the frequency domain information. Therefore, if the predicted
frequency domain information is correct, then we can expect the predicted data formulation performs at
least as good as the past data formulation.
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Figure 4.14: Comparison of power generation for different incoming wave peak periods over 2000 s for
latching control.
5 6 7 8 9 10 11 12 13 14 15
0
20
40
60
80
100
120
Peak Period (s)
A
ve
ra
ge
 P
ow
er
 (k
W
)
Uncontrolled
Past Data
Future Data
Future Data with AR Predictor
Figure 4.15: Comparison of power generation for different incoming wave peak periods over 2000 s for
declutching control.
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4.7 Comparison with Other Optimization Methods
We compare Algorithm 2 to other optimization algorithms when subjected to a JONSWAP wave. Fig-
ure 4.16(a) shows that when Algorithm 2 is applied to LDC the average number of function evaluations
is 11.63, with a maximum of 33 evaluations. When Algorithm 2 is applied to DC, the average number
of function evaluations per problem is 3.2, with the maximum number of function evaluations being 8
and minimum number of evaluations being 3; this is shown in Figure 4.16(b). All results are for the
future data problem.
Simulated annealing (SA) is a widely-used derivative-free global optimization method [83]. Analo-
gous to physical annealing processes, which are stochastic, SA has the chance to converge to the global
maximum. As shown in Figure 4.16(c), the number of function evaluations for SA (see Appendix for
parameters) is signiﬁcantly larger than that of Algorithm 2.
For the two special cases of LC and DC, both optimization problems are one-dimensional. Since the
decision variable is discrete, it is natural to start the search from 0 and increase the decision variable in
each iteration by h until the objective function starts to decrease. Figure 4.16(d) shows the result when
this monotonic search is applied to DC. The maximum number of function evaluations is 12 and the
average is 8.6. Compared to the result for Algorithm 2, shown in Figure 4.16(b), both the maximum
and average number of function evaluation are larger. Moreover, monotonic search is easily trapped in
a local maximum, whereas Algorithm 2 nearly always converges to the global maximum in practice.
4.8 Conclusions
We proposed a computationally tractable formulation that uniﬁes latching, declutching and latching-
declutching control of a WEC using a hybrid timed automaton model. To solve the resulting optimal
control problems, we also proposed a derivative-free optimization algorithm that utilizes the quantized
nature of the decision variables. The simulation results show the controller’s ability to increase the
power-take-off of the WEC for different incoming irregular waves. The online closed-loop control
formulation enables the algorithm to deal with changing sea conditions. Moreover, we showed that
the computational burden of our derivative-free optimization algorithm could be suitable for real-time
implementation in the near future.
Co-design of the physical system and controller can signiﬁcantly increase the performance and ro-
bustness of a WEC (even quadruple the power generation for declutching control), compared to the
usual method of ﬁrst optimizing the physical system without a controller, followed by controller design.
This is because the controller signiﬁcantly alters the closed-loop behaviour of a WEC, both qualitatively
and quantitatively. Not only does the controller allow one to increase the power take-off for a given peak
period, but the controller also allows one to increase the range of wave periods for which one can gen-
erate more energy, thereby extending the set of proﬁtable operating conditions of the device. Advanced
optimal control methods, coupled with co-design, could therefore become key technologies in determin-
ing the economic viability of generating power from ocean waves. The beneﬁt of co-design is especially
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(d) Monotonic search for DC.
Figure 4.16: Number of function evaluations taken by different algorithms.
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effective when applied to declutching control and reveals an important feature of latching-declutching
control, namely the bandwidth depends weakly on the PTO damping.
Future research could consider the latching and PTO-active time to be time-varying over the horizon
in the optimal control problem, rather than constraining them to be constant as in this paper, hence the
optimization problem will be larger and more challenging to solve. It will be interesting to determine
how much more power may be generated by solving this generalized problem.
An analytical study of the horizon length is also an interesting direction. If the horizon is too long,
the computation of prediction and the function evaluation will be more time consuming, otherwise if the
horizon is too short, the prediction may not capture enough information to provide a good latching time
(PTO-active time).
In this chapter we discussed pure future data formulation and past data formulation. It is possible
for a mixed formulation: use part of the past recorded wave form and part of the future predicted wave
form. This formulation is expected to have a performance inbetween the past data formulation and the
future data formulation.
53
Chapter 5
Convergence of Direct-Search
Algorithms for Some Non-Convex
Non-Smooth Functions
5.1 Introduction
As stated in Chapter 4, in order to solve the latching-declutching control problem, we turned our atten-
tion to derivative-free optimization (DFO). Derivative-free optimization is a good candidate in our case
because the optimization problem (4.4) is a small dimensional problem and the objective function has
no explicit expression. In that situation, the explicit derivative information is either not available or is
very difﬁcult to obtain.
5.1.1 Background
Derivative-free optimization is a class of nonlinear optimization methods that does not explicitly nor
implicitly (e.g. such as ﬁnite difference methods) use derivative information of the cost function. This
class of methods is dedicated to solve the problems in which the derivative is either hard to obtain or not
reliable (e.g. a noisy function will have rapidly changing derivatives) [52].
As suggested in [7], derivative-free methods can be divided into two major approaches. The ﬁrst
one is the model-based approach, which involves building a local model near the current point and
minimizing the model function. In a sense, model-based methods are a kind of local trust region method
and still use derivative information of the model functions. The other type is known as direct search. As
stated in [88], a direct search method does not ‘in its heart’ develop or approximate any gradient. That
is to say, for direct search methods, the next iteration depends solely on the function values of some
sample point, where not even a derivative of the model function is assumed.
In model-based DFO, a local model is built using several sample point. A linear local model is
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sometimes used [8], but the model is unable to capture the curvature property of the original cost func-
tion. The simplest nonlinear local model is a quadratic polynomial model and often the model is the
most efﬁcient one [7]. There are two methods to ﬁt the model to the sample point: interpolation maps
the values of the model function exactly to the values of the true function at every sample points. The
method is used for functions that are not noisy and requires at most n+1 sample points for linear models
and at most (n + 1)(n + 2)/2 sample points for quadratic models [7]. Regression minimizes the error
between the values of the model function and the values of the true function at every sample points. The
method is suitable for noisy functions, but normally requires more sample points than that are required
by the interpolation method. More complicated models such as radial basis functions [62, 63, 86] are
also considered in model-based DFOs. How to sample the points is of great importance for model-
based DFOs; the aim is to use the minimum number of sample points to construct a well-poised model
through either interpolation or regression. Numerous research efforts have been put to address this issue
[6, 19, 78].
Direct search algorithms can be divided into two major classes. The ﬁrst one is simplicial direct
search, represented by Nelder-Meed’s simplex method [60]. The other simplicial search methods are all
variants of the method. In simplicial search, for an n-dimensional problem, n + 1 points are needed at
each iteration to construct an n-dimensional simplex. Based on the function values at the vertices of the
simplex, in the next iteration the simplex can be reﬂected, expanded or shrunk to achieve better function
values. The original simplex method proposed in [60] does not guarantee convergence in some smooth,
convex cases [58, 87], but with some modiﬁcation many globally convergent variants of Nelder-Mead
method have been proposed [51, 67, 82].
The other class of direct search method is directional direct search (for simplicity we will refer
to ‘directional direct search’ simply as ‘directional search’), where the sampling is guided by a set of
directions, called a search set. The simplest of all directional search is compass search [52], which
is sometimes also called coordinate search (CS) [7]. In CS, the search set is ﬁxed to the set of all
coordinate directions (both positive and negative). The generalization of this type of method is called
generalized pattern search (GPS) [9, 12]. In GPS the search set is not ﬁxed but is constructed from a
ﬁnite set of directions. As shown in [9], GPS methods do not guarantee the convergence to a stationary
point in non-smooth cases, the best guarantee we could expect is that GPS will be able to converge
to a point that minimizes the cost function in all directions in the search set. An even more general
version of directional search is proposed in [12], known as mesh adaptive direct search (MADS). The
key difference between GPS and MADS is that MADS is able to construct a sequence of search sets that
is asymptotically dense in Rn. Consequently the method is able to converge to a Clarke stationary point
(a stationary point in non-smooth and constrained cases) in some non-smooth cases, provided that the
function is locally Lipschitz near the limit point of the sequence. An instance of MADS called lower
triangular mesh adaptive direct Search (LTMADS) is proposed in [12] and is based on constructing
search sets probabilistically. The approach suffers from a drawback: it is possible that at some iterations,
the search set can have undesirably large angles between members [30]. Another instance of MADS is
proposed in [5], known as ORTHOMADS (the ‘ORTHO’ represents for orthogonal). ORTHOMADS
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construct the search sets deterministically and the directions in the search sets are orthogonal to each
other. ORTHOMADS has been shown to have a better practical performance than LTMADS. More
recently, a combination of MADS and a global meta-heuristic approach, known as variable neighbour
search (VNS) [46] was proposed in [11]. The combined approach allows black-box global optimization.
In practice, the performance was good in general. However, as reported in [11], the algorithm is sensitive
to the stopping criterion.
As shown in Figure 4.2, the objective function (4.2) is not only non-smooth, but also very ‘noisy’.
Model-based DFO rely heavily on the quality of the model; if the sampled points are noisy, the quality
of the model may not be satisfactory. Therefore, we choose to use direct search methods.
To apply directional search in our case, we undertook an extensive research in derivative-free op-
timization method. This is because the objective function (4.2) is non-smooth, non-convex and noisy.
Most of the directional search algorithms do not guarantee convergence in this situation. Directional
search with ﬁxed search sets can only converge to a stationary point with smooth cost functions [7].
The algorithms with ﬂexible search sets, such as MADS, have been proven to be able to converge the-
oretically with Lipschitz continuity [5, 12], but there is no bound on the number of iterations for the
algorithms to converge. As we will see, in Section 5.3.3, in practice, the MADS algorithm can fail to
converge to a stationary point.
5.1.2 Contribution
In this chapter we characterize a convergence condition for general directional search algorithms. Intu-
itively, if the search directions in the search sets intersect the tangent cones of the sub-level sets of the
cost function at every point, then any directional search algorithm should be able to converge globally
with a proper choice of step lengths. In this chapter, we analyse the convergence property of direc-
tional search algorithms and formalize the intuition as a sufﬁcient condition. The analysis shows that
the intersection between the search directions and the tangent cones of sub-level sets does not imply
convergence for all functions. There are three regularity assumptions need to be made:
1. all sub-level sets are bounded,
2. all sub-level sets need to have relative interiors,
3. the relative interiors have to be dense in the sub-level sets.
Especially the second and third points impose a condition that is weaker than the local Lipschitz conti-
nuity, which is required in most of the existing convergence analysis.
5.1.3 Chapter Organization
The chapter is organized as follows: In Section 5.2 we provide the sufﬁcient condition for general di-
rectional search algorithms to converge from an arbitrary initial point in the domain of the cost function.
Section 5.3 contains some examples. We draw the conclusions in Section 5.4.
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5.2 A Sufﬁcient Condition for Global Convergence of the General
Directional Search Algorithm for Non-smooth Functions
We consider problems of the form
min
x∈X
f(x), (5.1)
where f : Rn → R is a cost function bounded from below and minimum exists. Here we assume
x ∈ X ⊆ Rn, where X is the domain of the cost function f .
We provide the following formal deﬁnitions in order to state our assumptions on the cost function:
Deﬁnition 5.1. A sub-level set at a point x of a function f is deﬁned as
S(x) :=
{
y
∣∣∣ f(y) ≤ f(x)} . (5.2)
Deﬁnition 5.2. A local sub-level set at a point x of a function f is deﬁned as
S˜(x) :=
{
y ∈ S(x)
∣∣∣∃c ∈ C0, ∀t ∈ [0, 1], c(0) = x, c(1) = y, c(t) ∈ S(x)} , (5.3)
where C0 is the class of continuous functions.
A point y belongs to the local sub-level set of x if and only if y ∈ S(x) and there exists a continuous
parametrized curve c(·) ⊂ S(x), starting at c(0) = x and end at c(1) = y. Informally, a local sub-level
set at x is the connected portion of the sub-level set containing x.
Deﬁnition 5.3. Let K be a subset of Rn, then
1. The relative interior of K is deﬁned as
relintK :=
{
x ∈ K
∣∣∣∃ > 0 s.t. B(x; ) ∩ aﬀK ⊆ K} ,
where aﬀK is the afﬁne hull of K [21] and B(x; ) := {y∣∣‖y− x‖2 < } is the ball centred at x
with radius .
2. The relative boundary of K is deﬁned as
rel ∂K := clK\ relintK
where clK is the closure of K.
By deﬁnition, if K is a singleton set, then relintK = K = {x} (since the afﬁne hull of a point is
R0, and a point in R0 is the same as a ball of arbitrary positive radius).
Deﬁnition 5.4. A subset A ⊂ K is dense in K if
∀y ∈ K, ∃¯ > 0 s.t. A ∩B(y, ) 	= ∅, ∀ ∈ (0, ¯). (5.4)
57
relintK
rel ∂K
(a) A case when Assumption 5.2 is not
satisﬁed.
relintK
rel ∂K
(b) A case when Assumption 5.2 is
satisﬁed.
Figure 5.1: A situation when Assumption 5.2 is failed (left) and a situation when Assumption 5.2 is
satisﬁed.
The following assumptions are imposed on the cost function:
Assumption 5.1. All the sub-level sets of f are bounded.
Assumption 5.2. All local sub-level sets of f(·) satisfy the following regularity condition: all local sub-
level sets have non-empty relative interiors and their relative interiors are dense in the local sub-level
sets.
Assumption 5.2 is seemingly redundant, but since we do not assume convexity of the sub-level sets,
Assumption 5.2 is not always satisﬁed. A possible situation for which Assumption 5.2 fails is shown
in Figure 5.1(a), where there is a ‘thread’ of the (relative) boundary of K that does not ‘touch’ with the
(relative) interior of K. Figure 5.1(b) shows the case when the (relative) interior is dense in K.
The general framework of the directional search algorithms is given in Algorithm 3. To state and
analyse the algorithm, we need the following deﬁnitions:
Deﬁnition 5.5. At a point x,
1. a search set D(x) is a set of non-zero vectors.
2. a poll set P (x;α) is deﬁned as
P (x;α) :=
{
x+ αd
∣∣∣ d ∈ D(x)} , (5.5)
given a positive scalar α > 0 (as deﬁned in [7]).
3. a search cone is the cone formed by all the search directions in the search set.
D∗(x) :=
{
x+ tz
∣∣∣ z ∈ D(x), t ≥ 0} . (5.6)
Depending on different algorithms, the search set can be independent from x, such as coordinate
search, or vary at different points, such as GPS or MADS. An example of a search set would be the
maximal positive basis D⊕, which is deﬁned as
D⊕ := {e1, · · · , en,−e1, · · · ,−en} ,
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Algorithm 3 General directional search algorithm
Require: f(·): cost function; x(0) ∈ X: initial guess; α(0) > 0: initial step size; γ(0) > 1, β(0) ∈
(0, 1): step size update parameters; : tolerance;
Ensure: x∗ Local minimum.
Deﬁne
fˆ(x) :=
{
f(x) if x ∈ X
∞ if x /∈ X .
Set k to 0.
repeat
1. Poll step: If ∃xˆ ∈ P (x(k);α(k)) s.t. fˆ(xˆ) < fˆ(x(k)) and fˆ(xˆ) = min{fˆ(x)|x ∈
P (x(k);α(k))}, then set x(k+1) := xˆ and claim that the poll step is successful. If xˆ is non-unique,
then choose any one.
3. Parameter update: If the poll step was successful, set α(k+1) := γ(k)α(k). If the poll step was
unsuccessful, set α(k+1) := β(k)α(k), where γ(k) and β(k) are updated according to some predeﬁned
rule.
4. Increment k by 1.
until α(k) < .
Set x∗ ← x(k−1).
where ei is the unit vector with the ith element equals to 1. Normally, the search set needs to be a positive
spanning set [7] and is deﬁned as:
Deﬁnition 5.6. The positive span of a set of vectors D is deﬁned as:
⎧⎨
⎩
|D|∈Rn∑
i=1
αiνi
∣∣∣νi ∈ D,αi ≥ 0, i = 1, 2, · · · , |D|
⎫⎬
⎭ , (5.7)
where |D| is the cardinality of D. D is a positive spanning set if the positive span of D is Rn.
In this chapter, however, the search set need not to be a positive spanning set. For example, in R2,
D1 := {(−1, 0), (0,−1)} can be used as a search set but does not form a positive spanning set (we will
give an example in Section 5.3 where convergence is achieved with D1).
The general directional search algorithm is stated in Algorithm 3. Here we only consider barrier
methods, which simply penalize the function values in an infeasible region to ∞ [12]. The other ap-
proach used to deal with constraints in optimization is ﬁlter methods [40] and is applied to constrained
directional search in [10].
We add a standard assumption [7, Assumption 7.2]:
Assumption 5.3. If ∃α > 0 s.t. α(k) ≥ α ∀k, then the sequence {x(k)}k∈N+ (for simplicity we will use
{x(k)} later) generated by Algorithm 3 only visits a ﬁnite number of points.
This assumption prevents ‘circulating’ behaviours, that is to say, the iterations should not jump
among distinct accumulation points of subsequences. The assumption can be ensured by imposing
conditions on α(k); a possible way to make this assumption always true is suggested in [7, Sections 7.5
and 7.7]. Brieﬂy, the step update parameters should be of the form γ(k) := τm
+
k and β(k) := τm
−
k ,
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m+k ∈ {0, 1, . . . ,m+}, m−k ∈ {m−,m− + 1, . . . ,−1}, where τ is a rational number, m+ is an integer
greater than 1 and m− is an integer less than −1.
Deﬁnition 5.7. Assume that a function f has isolated local minima. A point x∗ is a local minimizer if
there is a neighbourhood B(x∗, ) of x∗ such that f(x∗) ≤ f(x) for all x ∈ B(x∗, ).
Lemma 5.1. If S˜(x∗) = {x∗}, then x∗ is a local minimum.
Proof. Suppose x∗ is not a local minimum, then from Deﬁnition 5.7 (contraposition) there exists a
curve c(t) with c(0) = x∗ and c(1) = xˆ, such that f(c(t)) < f(x∗), ∀t ∈ (0, 1). However, by deﬁnition
c(t) ∈ S˜(x∗), which contradicts that S˜(x∗) = {x∗}.
To state our sufﬁcient condition, we will need the notion of tangent cones. Here we deﬁne the
tangent cone as in [72].
Deﬁnition 5.8. Let K be a closed subset of a real vector space V , then
1. A vector w ∈ Rn is a tangent vector to K at x ∈ K, if
lim
ν→∞
x(ν) − x
τ (ν)
= w
for some convergent sequence {x(ν)} approaching x in K, i.e. x(ν) →
K
x, and some scalar se-
quence τ (ν) ↘ 0.
2. A tangent cone to K (in the sense of contingent cone) at a point x ∈ K is the set of all tangent
vectors to K at x, denoted by TK(x).
3. T˜K(x) := x+ TK(x), i.e. T˜K(x) is the afﬁne translation of TK(x).
Assumption 5.4. Let
V (x, d) := {x+ τd ∈ Rn ∣∣τ ≥ 0}
be a ray in Rn, and let K be a subset of Rn in which relintK is nonempty and dense in K. The
following holds true for x ∈ Rn:
V (x, d) ∩ relint T˜K(x) 	= ∅ ⇒ ∃ε¯ s.t. ∀ε ≤ ε¯, V (x, d) ∩ relintK ∩B(x; ε) 	= ∅. (5.8)
Informally speaking, Assmuption 5.4 states that if any ray extended from x intersects the relative
interior of the tangent cone of K (where K satisﬁes the assumptions of Lemma 5.4) at x, then the
intersection between the ray and the relative interior of K is a continuous line segment with one end
attached to x (as shown in Figure 5.2).
The following assumption excludes all functions that have ‘ﬂat’ areas, i.e. non-strict local extrema
and non-strict saddles (points that are minimizers in some directions and maximizers in some other
directions) are not allowed. However, many non-smooth functions are still included, such as piece-wise
linear functions.
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xK
T˜K(x)
V (x, d)
Figure 5.2: An example when Lemma 5.4 holds.
Assumption 5.5. If the local sub-level set at x is not {x}, then the intersection between the (relative)
interior of the local sub-level set S˜(x) and the level set L(x) := {y|f(y) = f(x)} is empty, i.e.
S˜(x) 	= {x} ⇒ relint S˜(x) ∩ L(x) = ∅. (5.9)
Assumption 5.5 essentially turns the relative interior of T˜S˜(x) := T˜S˜(x)(x) into a descent cone as
deﬁned in [65, Deﬁnition 1.2.2] (if Assumption 5.2 holds):
Deﬁnition 5.9. Let f : Rn → R, then the descent cone at x is deﬁned as
Kd(x) :=
{
d ∈ Rn
∣∣∣∃λd > 0, s.t. f(x+ λd) < f(x), ∀λ ∈ (0, λd]} . (5.10)
That is to say, all the directions within the cone are descent directions. With Assumptions 5.2 and
5.5, we ﬁnd a very important property about the limit point of the sequence generated by Algorithm 3
(if one exists).
Lemma 5.2. Let Assumptions 5.2 and 5.5 hold true and the sequence {x(k)} generated by Algorithm 3
has a limit point. Then the limit point x∗ of the sequence {x(k)} satisﬁes
relint T˜S˜(x
∗) ∩D∗(x∗) = {x∗} or relint T˜S˜(x∗) ∩D∗(x∗) = ∅. (5.11)
Proof. If x∗ is the limit point of Algorithm 3, then from the update rule we conclude
∃α¯ s.t. f(x∗) ≤ f(x), ∀x ∈ D∗(x∗) ∩B(x∗;α), ∀α ∈ (0, α¯). (5.12)
Assume relint T˜S˜(x
∗)∩D∗(x∗) 	= {x∗} and is nonempty. Since Assumption 5.2 holds, from Assump-
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tion 5.4 there exists an ¯ ∈ (0, α¯) such that
(D∗(x∗)\{x∗}) ∩ relint S˜(x) ∩B(x∗; ¯) 	= ∅. (5.13)
With Assumption 5.5 we know that
∃xˆ ∈ D∗(x∗) ∩B(x∗; ¯), and f(xˆ) < f(x∗), (5.14)
which contradicts (5.12).
We are now ready to state the main result of this chapter, Theorem 5.1 provides a sufﬁcient condi-
tion for the convergence of the general directional search algorithm. Basically, it means that if all the
assumptions satisﬁed and if the search cone intersects with the tangent cone of the sub-level sets, then
Algorithm 3 converges to a local minimum.
Theorem 5.1. Let Assumptions 5.1–5.5 hold. Algorithm 3 converges to a local minimum from an
arbitrary initial point in the domain of f if
relint T˜S˜(x) ∩D∗(x) 	= ∅ (5.15)
for all x ∈ X.
Proof. From Assumption 5.1, we know that there exists at least one local minimum. By [7, Theorem
7.1], Assumption 5.3 leads to
lim
k→∞
α(k) = 0. (5.16)
From Step 1 in Algorithm 3, we know that
x(k+1) − x(k) = α(k)d, for some d ∈ D(x). (5.17)
With (5.16) we conclude the sequence generated by Algorithm 3 converges to a limit point:
lim
k→∞
x(k) = x∗. (5.18)
Because Assumptions 5.2 and 5.5 hold and x∗ is the limit point of {x(k)}, from Lemma 5.2 we conclude
relint T˜S˜(x
∗) ∩D∗(x∗) = {x∗} or relint T˜S˜(x∗) ∩D∗(x∗) = ∅. (5.19)
When (5.15) holds, the only possibility that (5.19) holds true is that
S(x∗) = {x∗}. (5.20)
From Lemma 5.1, x∗ is a local minimum.
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xS˜(x)
S(x)
T˜S˜(x)
D∗(x)
(a) An example when (5.15) holds true at x.
x
S˜(x)
S(x)
T˜S˜(x)
D∗(x)
(b) An example when (5.15) does not
hold at x.
Figure 5.3: A situation when (5.15) holds true at x (left), and a situation when (5.15) fail to hold at x
(right).
relint S˜(x(0))
rel ∂S˜(x(0))
x(0)
TS˜(x
(0))
Figure 5.4: When Assumption 5.2 failed, even if the search direction intersects with the relative interior
of the tangent cone, Algorithm 3 could get trapped at x(0). Note that, by deﬁnition, the relative interior
of TS˜(x
(0)) is TS˜(x
(0)) itself, except {x(0)}.
Figure 5.3(a) shows an example when condition (5.15) is satisﬁed for a point x. Here we can see
why the condition is imposed on T˜S˜(x) rather than on S˜(x) itself: when the set is not convex, it is
possible that there exists an α¯, such that for all α < α¯, we have S˜(x)∩D∗(x) = ∅, but for some α > α¯,
S˜(x) ∩D∗(x) 	= ∅. Figure 5.3(b) illustrates the situation.
The main issues we attempt to address here are Assumptions 5.1 and 5.2, where Assumption 5.3
can always be satisﬁed through a proper choice of the step length update rule and Assumption 5.5 is
technical and could be removed in a future study (then the result will probably be the convergence to a
local stationary point rather than to a local minimum). If Assumption 5.1 fails, Algorithm 3 can fail to
converge to a limit point, which is well known.
If Assumption 5.2 fails, Algorithm 3 can easily be trapped at a point that is not a stationary point,
even if the search directions intersects the tangent cones of local sub-level sets. An example is shown
in Figure 5.4. In Section 5.3.3, we will give an example where the cost function is Lipschitz continuous
at every point, but as ‖x‖ increases, the tangent cone is increasingly narrow and at the limit, a situation
similar to Figure 5.4 occurs. The cost function in the example is very difﬁcult for directional search
methods to converge in both theory and practice.
The next result follows immediately:
Corollary 5.1. Let Assumptions 5.1–5.5 hold. Assume Algorithm 3 starts at x(0) with a search set
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D(x(0)). The sequence {x(k)} converges to a local minimum if (5.15) is satisﬁed for all points x ∈
S
(
x(0)
)
.
Proof. Form the update rule of Algorithm 3, the sequence generated {x(k)} ⊂ S(x(0)). The conclusion
follows from the same argument in the proof of Theorem 5.1.
The following result attempts to recover the convergence condition for CS proposed in [7]. There
are some differences however: the conditions below do not allow functions with ‘ﬂat regions’, but
assures the convergence to a local minimum or a saddle, whereas in [7] functions with ‘ﬂat regions’ are
included. However, it is possible that the CS algorithm converges to a local maximum rather than a local
minimum.
Corollary 5.2. Let Assumptions 5.1, 5.3 and 5.5 hold and f be a C1 (continuously differentiable) func-
tion. If D(x) is a positive spanning set for all x, then the sequence {x(k)} generated by Algorithm 3
converges to a local minimum or a saddle point.
Proof. For a C1 function f : Rn → R, Assumption 5.2 naturally holds. Also, the gradient of f(·), de-
noted by ∇f(·), is nonzero everywhere except at maxima, saddles or minima. If we are at a maximizer,
x¯, then TS˜(x¯) is the whole R
n.
If we are at a point ∇f(y) 	= 0, then from the implicit function theorem, we can conclude that there
exists a well-deﬁned tangent space for sub-level set S(y) and the tangent space is {x|y+∇f(y)Tx = 0}.
Therefore, the tangent cone is the half space
T˜S˜(y) = {x|∇f(y)T (x− y) ≤ 0}.
Because the search set is a positive spanning set, from [7, Theorem 2.3] we conclude there exists at least
one direction in the search set that intersects relint T˜S˜(y). Therefore (5.15) holds true for all points.
Consequently, from Theorem 5.1 we conclude Algorithm 3 converges to a local minimum.
If we are at a saddle point y, then ∇f(y) = 0, the tangent cone is not a half space and the above
arguments may not hold. Theorem 5.1 no longer holds and it is possible for Algorithm 3 to stay at this
point.
Corollary 5.3. Let Assumptions 5.1–5.5 hold. In the one-dimensional case (n=1), if the search set is a
positive spanning set, the sequence {x(k)} generated by Algorithm 3 converges to a local minimum.
Proof. In the one dimensional case, a positive spanning set contains only two directions: left and right.
Moreover, since the cost function satisﬁes Assumption 5.2, the tangent cone of all local sub-level sets
are either the whole of R or half-lines pointing either to the left or right, except at a local minimum.
(5.15) is satisﬁed for all points in the feasible set. Therefore from Theorem 5.1 the sequence {x(k)}
converges to a local minimum.
Corollary 5.3 shows that in the one-dimensional case, any directional search algorithm with positive
spanning set as a search set can converge to a local minimum with an arbitrary feasible initial point.
Together with the following corollary, we recover the one-dimensional convergence result shown in [37].
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Corollary 5.4. Let Assumptions 5.1 – 5.5 hold. Let x∗ be the limit point of the sequence {x(k)} gener-
ated by Algorithm 3. In the one-dimensional case (n=1), we have
lim
k→∞
S˜(x(k)) = S˜(x∗). (5.21)
Proof. Suppose not, then S˜(x(k)) → S∗ 	= S(x∗). That is to say, there exists an Sn := S∗\S(x∗) 	= ∅.
From the update rule of Algorithm 3 we have
S˜(x(k+1)) ⊂ relint S˜(x(k)), ∀k > 0. (5.22)
Note that if Assumption 5.5 holds true, for any local sub-level set S˜(x), we have x ∈ rel ∂S˜(x). With
x(k) → x∗, we know that x∗ ∈ rel ∂S∗. Because S∗ is the limit of S˜(x(k)), we conclude that x(k) /∈ S∗
for all k. We already know that x(k) /∈ S˜(x∗). That is to say
x(k) /∈ Sn, ∀k. (5.23)
In the one-dimensional case, without the loss of generality, assume {x(k)} approaching from right and
we have x∗ > y ∀y ∈ Sn, i.e. the rightmost element in Sn. Note that from the update rule we know that
if the poll step failed, the step length α will be increased. This step length update leads to the fact that
there exists a k¯ such that xˆ := x(k¯)−α ∈ Sn, for some step length α > 0. However since Sn ⊂ S˜(x(k))
for all k, from the update rule we have x(k¯+1) ∈ Sn. This contradicts the condition (5.23). Therefore
we have
lim
k→∞
S˜(x(k)) = S˜(x∗). (5.24)
Consider a situation that x∗ ∈ rel ∂S˜(xˆ) for some xˆ, which means x∗ is at a discontinuous point
where Lipschitz continuity fails. It is possible to have a sequence {y(k)} → x∗ from outside of S˜(xˆ),
in which case f(y(k)) > f(xˆ) > f(x∗) for all k, where f(xˆ)− f(x∗)  0. Corollary 5.4 suggests that
for a sufﬁciently large number of iterations, we will approach x∗ from the relative interior of S˜(xˆ), i.e.
as x(k) → x∗, we have f(x(k)) → f(x∗). An example is shown in Figure 5.5.
Note that Corollary 5.4 does not hold for multi-dimensional case. The example in Section 5.3.4
shows that in multi-dimensional case, it can happen that the sequence generated by Algorithm 3 con-
verges to x∗ from outside of S˜(xˆ).
5.3 Examples
In this section we provide some relevant example problems. Section 5.3.1 shows the case when condition
(5.15) is satisﬁed with a search set which does not span the domain positively. Section 5.3.2 provide an
example that when the sufﬁcient condition (5.15) failed to hold, Algorithm 3 cannot converge globally.
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xˆ
x∗
y(1)
y(2)
y(k)
(a) A sequence {y(k)} approaches x∗
from outside of the sub-level set S˜(xˆ).
x∗
x(1)
x(2)
x(k¯)xˆ
x(k¯+1)
x(k¯+2)
(b) The sequence {x(k)} generated by
Algorithm 3 approaches x∗ from the
relative interior of the sub-level set S˜(xˆ)
for k > k¯.
Figure 5.5: The Lipschitz continuity assumption fails at the local minimizer x∗.
Section 5.3.3 demonstrates that it is possible to have a C0 function for which it is not possible for
Algorithm 3 with a ﬁnite search set (such as coordinate-search) to converge globally. Moreover, the
function is also very hard for Algorithm 3 with an inﬁnite search set (such as MADS) to converge
globally in practice.
Section 5.3.4 shows that Corollary 5.4 does not hold in the multi-dimensional case.
5.3.1 Piecewise Linear Function
Consider the following optimization problem:
min
x
f(x) :=
{
x1 + x2 if x1 + x2 > 0
x1 + 0.5x2 − 4 if x1 + x2 ≤ 0
(5.25a)
s.t. x1 − 0.1x2 ≥ −1 (5.25b)
− 0.1x1 + x2 ≥ 1 (5.25c)
As shown in Figure 5.6, the cost function of the optimization problem (5.25) is lower semi-continuous,
and the function is discontinuous at the line {x | x1 + x2 = 0}. The cost function also satisﬁes
Assumptions 5.1, 5.2 and 5.5 in its domain and has a unique minimum.
Proposition 5.1. For all feasible points in problem (5.25), the condition (5.15) is satisﬁed for the search
set D1 = {(−1, 0), (0,−1)}.
Proof. Let f1(x) := x1 + x2, f2(x) := x1 + 0.5x2 − 4, f3(x) := x1 − 0.1x2 + 1 and f4(x) :=
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−0.1x1 + x2 − 1. For convenience, we partition the feasible region into the following subsets:
X1 := {x|x1 + x2 > 0, x1 − 0.1x2 > −1,−0.1x1 + x2 > 1},
X2 := {x|x1 + x2 < 0, x1 − 0.1x2 > −1,−0.1x1 + x2 > 1},
X3 := {x|x1 + x2 > 0, x1 − 0.1x2 = −1},
X4 := {x|x1 + x2 ≤ 0, x1 − 0.1x2 = −1},
X5 := {x|x1 + x2 > 0,−0.1x1 + x2 = 1},
X6 := {x|x1 + x2 ≤ 0,−0.1x1 + x2 = 1},
X7 := {x|x1 + x2 = 0, x1 − 0.1x2 > −1,−0.1x1 + x2 > 1}.
For points y ∈ X1, the tangent cone is the half space {x|∇f1(y)(x−y) ≤ 0}, where∇f1(y) = [1 1].
But for any direction in d ∈ D1, we have ∇f1(y)d < 0, the condition (5.15) holds true for all points
in X1. Through a similar analysis, we ﬁnd (5.15) is also true for all points in X2.
For points y ∈ X3, the tangent cone is {x|∇f3(x)(x − y) ≥ 0,∇f1(y)(x − y) ≤ 0}. For
d = [0 − 1], we have ∇f3(x)d ≥ 0 and f3(x)d ≤ 0, that is to say, condition (5.15) holds true for
any y ∈ X3. Similarly, we can prove condition (5.15) holds true for any y ∈ X4.
For points y ∈ X5, the tangent cone is {x|∇f4(x)(x − y) ≥ 0,∇f1(y)(x − y) ≤ 0}. For
d = [−1 0], we have ∇f4(x)d ≥ 0 and f3(x)d ≤ 0. condition (5.15) holds true for any y ∈ X5.
Similarly, we can prove condition (5.15) holds true for any y ∈ X6.
For points y ∈ X7, the tangent cone is {x|∇f1(y)(x − y) ≤ 0,∇f2(y)(x − y) ≤ 0}. But for
any d ∈ D1, we have ∇f1(y)d ≤ 0 and ∇f2(y)d ≤ 0, therefore condition (5.15) holds true for any
y ∈ X7. This concludes the proof.
Proposition 5.1 shows that, in this case, Algorithm 3 converges to the global minimum with an
arbitrary feasible initial point. Note that D1 is not a positive spanning set.
5.3.2 Inﬁnity Norm with a Linear Function
Consider the following example:
min
x
f(x) :=
{
‖x‖∞ if ‖x‖∞ > 1
x1 + x2 − 5 if ‖x‖∞ ≤ 1
, (5.26)
which is a discontinuous function. Figure 5.7 shows the level sets of the function. Considering the case
where the search set is the maximal positive spanning setD⊕ in R2. As we can see, the condition (5.15)
fails forD⊕ at every point in the ‘fold lines’ deﬁned by {(x1, x2)|x1+x2 = 0, x1−x2 = 0, ‖x‖∞ > 1}:
they do intersect with the tangent cones, but do not intersect the interiors of the tangent cones. Therefore,
by inspection, if we start at x in the ‘fold lines’ with ‖x‖∞ > 1, Algorithm 3 will be trapped at the initial
point. However, if we start at x on the ‘fold lines’ with ‖x‖∞ ≤ 1, the condition (5.15) is true for all the
sub-level sets and from Corollary 5.1, Algorithm 3 with D⊕ can converge to the global optimal point at
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Figure 5.6: The level sets of (5.25), the unique global optimal point is at (−1.1111,−1.1111) with
optimal value −5.6666.
(−1,−1).
5.3.3 Twisted Triangle
Consider minimizing the following cost function:
f(x) :=
⎧⎨
⎩
sin(ψ1)x1 + cos(ψ1)x2 if sin(φ1)x1 + cos(φ1)x2 ≥ 0, sin(φ2)x1 + cos(φ2)x2 < 0
sin(ψ2)x1 + cos(ψ2)x2 if sin(φ2)x1 + cos(φ2)x2 ≥ 0, sin(φ3)x1 + cos(φ3)x2 < 0
sin(ψ3)x1 + cos(ψ3)x2 if sin(φ3)x1 + cos(φ3)x2 ≥ 0, sin(φ1)x1 + cos(φ1)x2 < 0
(5.27)
where
φ1 := ||x||22; φ2 := φ1 +
2π
3
; φ3 := φ2 +
2π
3
;
ψ1 := φ1 − π
6
; ψ2 := φ2 − π
6
; ψ3 := φ3 − π
6
.
The level sets of (5.27) are shown in Figure 5.8. The function is C0 continuous and has one unique
minimum located at the origin. Considering the set of ‘fold’ points,
{x| sin(φ1)x1 + cos(φ1)x2 = 0 or sin(φ2)x1 + cos(φ2)x2 = 0 or sin(φ3)x1 + cos(φ3)x2 = 0},
the tangent cone at these points gets sharper as the points get further away from the origin. Moreover,
the orientation of the tangent cone can face any direction. It is not possible to ﬁnd a ﬁxed search set
satisﬁes the sufﬁcient condition (5.15).
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Figure 5.7: The level sets of (5.25). the unique global optimal point is at (−1,−1) with optimal
value −7.
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Figure 5.8: The level sets of the cost function (5.27), the optimal point is at (0, 0) with optimal value 0.
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Proposition 5.2. No search set with a ﬁnite number of search directions satisﬁes the sufﬁcient condi-
tion (5.15) for all points, with the cost function (5.27).
Proof. We show that the tangent cones at the ‘fold points’ will become increasingly narrow as ‖x‖
increases. This is because, as ‖x‖ increases, the tangent cone can face any direction, hence it is always
possible to ﬁnd a point such that the condition (5.15) fails.
Consider the set of points at the ‘fold branch’ {x| sin(φ1)x1 + cos(φ1)x2 = 0}. The boundary of
the tangent cones at these points are perpendicular to two gradient vectors of sin(ψ1)x1+cos(ψ1)x2 =:
f1(x) and sin(ψ3)x1 + cos(ψ3)x2 =: f2(x), namely
∇f1(x) :=
[
sinψ1 + 2x1(x1 cosψ1 − x2 sinψ1)
cosψ1 + 2x1(x1 cosψ1 − x2 sinψ1)
]
, (5.28)
∇f2(x) :=
[
sinψ3 + 2x1(x1 cosψ3 − x2 sinψ3)
cosψ3 + 2x1(x1 cosψ3 − x2 sinψ3)
]
. (5.29)
For convenience, we deﬁne a quantity  :=
√
3
2 (x1 cosφ1 − x2 sinφ1), and show that at fold points:
x1 cosψ1 − x2 cosψ1 = , (5.30)
x1 cosψ3 − x2 cosψ3 = −. (5.31)
To see this, recall that ψ1 = φ1 − π6 , ψ1 = φ3 − π6 = φ1 + 7π6 and sin(φ1)x1 + cos(φ1)x2 = 0 at the
fold points, then
x1 cosψ1 − x2 cosψ1 =
√
3
2
x1 cosφ1 +
1
2
x1 sinφ1 −
√
3
2
x2 sinφ1 +
1
2
x2 cosφ1
=
√
3
2
(x1 cosφ1 − x2 sinφ1) = ,
x1 cosψ3 − x2 cosψ3 = −
√
3
2
x1 cosφ1 +
1
2
x1 sinφ1 +
√
3
2
x2 sinφ1 +
1
2
x2 cosφ1
= −
√
3
2
(x1 cosφ1 − x2 sinφ1) = −.
The angle between ∇f1(x) and ∇f2(x) is described by
φT = cos
−1 ∇f1(x)∇f2(x)
‖∇f1(x)‖ · ‖∇f2(x)‖
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but
∇f1(x)T∇f2(x) = (sinψ1 + 2x1)(sinψ3 − 2x1) + (cosψ1 + 2x2)(cosψ1 − 2x2)
= sinψ1 sinψ3 + 2x1(sinψ3 − sinψ1)− 42x21
+ cosψ1 cosψ3 + 2x1(cosψ3 − cosψ1)− 42x22
= cos(ψ1 − ψ3) + 2x1(−
√
3
2
sinφ1 − 1
2
cosφ1 −
√
3
2
sinφ1 +
1
2
cosφ1)
+ 2x2(−
√
3
2
cosφ1 +
1
2
sinφ1 −
√
3
2
cosφ1 − 1
2
sinφ1)− 4‖x‖2
= −1
2
−
√
3(x1 sinφ1 − x2 cosφ1)− 42‖x‖2
= −1
2
− 42‖x‖2,
and
‖∇f1(x)‖ =
√
(sinψ1 + 2x1)2 + (cosψ1 + 2x2)2
=
√
1 + 42‖x‖2 + 4(x1 sinψ1 + x2 cosψ1)
=
√
1 + 42‖x‖2 + 4
(
−1
2
(x1 cosφ1 − x2 sinφ1)
)
=
√
1 + 42‖x‖2 − 4√
3
2.
Similarly, we can show ‖∇f2(x)‖ =
√
1 + 42‖x‖2 − 4√
3
2. Therefore, the angle between ∇f1(x)
and ∇f2(x) is
φT = cos
−1 ∇f1(x)T∇f2(x)
‖∇f1(x)‖‖∇f2(x)‖ = cos
−1−
1
2 + 4
2‖x‖2
1 + 42‖x‖2 − 4√
3
2
.
Since
lim
‖x‖→∞
−
1
2 + 4
2‖x‖2
1 + 42‖x‖2 − 4√
3
2
= −1,
we conclude that as ‖x‖ → ∞, φT = π, but the gradients are perpendicular to the boundary of sub-
level sets, φT = π means that the opening angle of the tangent cones become 0. That is to say, as
‖x‖ → ∞ the tangent cone will shrink to a ray. Since the central axis of the tangent cones is always
tangent to sin(φ1)x1 + cos(φ1)x2 = 0, that is to say for any direction, there exists a point x such that
the tangent cone faces this direction, with arbitrarily small opening angle. Consequently, for any ﬁxed
search set with a ﬁnite number of search directions, there always exists a point such that the condition
(5.15) fails.
Though MADS is able to converge to a stationary point if the cost function is Lipschitz continuous,
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here we demonstrated that for problem (5.25), in practice, it is impossible for MADS to achieve global
convergence. As suggested in [12, 31], MADS stops when the mesh size parameter (which is α in
Algorithm 3) is small enough. However, as suggested from our proof of Proposition 5.2, the tangent
cone shrinks to a ray and changes its orientation at every point.
By inspection from Figure 5.8, at the ‘fold points’ the descent cones as deﬁned in (5.10) will have
increasingly small λd. At the limit, λd → 0 and Assumption 5.2 fails, hence the situation shown in
Figure 5.4 will occur.
That is to say, we cannot ﬁnd an  in Algorithm 3 that is small enough to guarantee that if α < ,
then the current point x satisﬁes ‖x − x∗‖ < δ for some arbitrarily small δ > 0. In practice, when the
numerical solver NOMAD [31] is applied to problem (5.25), the solver cannot converge globally.
5.3.4 An example when Corollary 5.4 does not hold
Consider the following example:
min
x
f(x) =
⎧⎪⎨
⎪⎩
−(x1 + x2) if x1 + x2 < 0 and x2 ≤ 0
−(x1 − x2) if x1 − x2 < 0 and x2 > 0
x1 − 1 otherwise
. (5.32)
The level set of the function (5.32) is shown in Figure 5.9. If we start at any initial point on the vertical
line {x | x1 = 0}, with the search set {(0, 1), ((0,−1))}. We can see that the algorithm will converge
to the global optimal point (0, 0). However the (local) sub-level sets converge to
S∗ = {x | x1 + x2 ≥ 0 and x1 − x2 ≥ 0},
which is not S˜(x∗) = {x∗}.
5.4 Conclusion
The main contribution of the chapter is that we provided a rigorous proof for a convergence condition
of a directional search algorithm for a large class of cost functions. The sufﬁcient condition (5.15) is
the formalization of the intuition that if there is a direction in the search sets that intersects the tangent
cone of the sub-level sets at all feasible points, then the directional search algorithm is able to converge
to a stationary point. We pointed out the intuition does not apply to all kinds of cost functions. For
the convergence result to hold, the cost function needs to have bounded sub-level sets with non-empty
relative interiors that are dense in the sub-level sets.
We also provided some examples. The ﬁrst one shows that there are some functions that do not
require the search set to be a positive basis to converge. The second one gives an example that if
condition (5.15) fails, Algorithm 3 will struggle to converge to a minimum. The third one gives a
function that is very hard for any directional search algorithm to converge. The example illustrated that,
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Figure 5.9: The level set contour of equation (5.32).
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even for a Lipschitz continuous function, if the relative interior of the sub-level sets become empty, then
any directional search algorithm will struggle to converge globally.
The fourth example shows that Corollary 5.3.4 does not hold for the multi-dimensional case. In
other words, it is possible that premature termination of Algorithm 3 may return a solution that has
much higher cost than the optimal one.
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Chapter 6
Declutching Control of Wave Energy
Converters Involving State
Constraints
6.1 Introduction
6.1.1 Background
Declutching control, also known as unlatching control [74], is a discrete control action. The generator
is either connected to or disconnected from the buoy. That is to say, the PTO damping is either turned
on or off [16]. The binary control input makes the optimal declutching control problem formidable to
solve.
On the other hand, another popular control strategy is continuous damping control. In the continuous
damping control formulation, the PTO damping can take any value between 0 and the maximum value.
For linear dampers, this is easy to realize. However, because many of the power-take-off systems are
hydraulic [48, 49], realizing a continuous damping control requires complex controller designs and
therefore complicates the PTO design.
Nevertheless, according to [16], optimal control theory can be used to show that, the solution of the
optimal continuous damping control problem is bang-bang, meaning that the damping value is either 0
or the maximum value. That is to say, continuous damping control is equivalent to declutching control.
This was also observed in [80]. The result in [16] is an encouraging discovery since the bang-bang
nature of the solution means that for hydraulic devices there is no need to design complex controllers
to mimic the continuous damping control. The bang-bang solution also means that instead of solving
a challenging integer optimal control problem, we can solve a continuous optimal control problem and
get the same binary control input for the optimal declutching control. The equivalence between optimal
declutching control and optimal continuous damping control solves both problems at once.
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6.1.2 Contribution
In this chapter an important but often overlooked issue is addressed for declutching control, namely
state constraints. In practice, one usually needs to take safety into consideration. Safety requirements
usually result in state constraints in optimal control problems. For example, in order to prevent the buoy
of a WEC from damage, the velocity may be limited by a certain maximum value. The state constraints
are considered in many other control strategies, such as active force control [45].
Unfortunately, the continuous damping reformulation of declutching control is not able to incor-
porate with state constraints. This is because in both theory and practice, the solution is no longer
bang-bang if state constraints are considered. A non-bang-bang solution suggests the equivalence be-
tween the optimal continuous damping control and the optimal declutching control is not valid in the
presence of state constraints. Therefore we cannot simply relax the optimal declutching control problem
as a continuous damping control problem.
If we leave the optimal declutching control problem in its most natural form, i.e. the PTO damping
takes only two values: 0 and the maximum damping, the direct transcription of the optimal control prob-
lem will result in a non-convex mixed integer nonlinear programming problem (MINLP) with nonlinear
equality constraints. However, the majority of efﬁcient techniques and software for solving MINLPs are
applied to the problems that are convex, or at least have no nonlinear equality constraints. Both are not
true for the optimal declutching control problem with state constraints. Therefore, solving the optimal
declutching control problem with state constraints directly is still very challenging.
In this chapter, we solve the optimal declutching control problem with state constraints using a
reformulation technique known as the variable-time transform [43]. The method is able to reformulate
a mixed-integer optimal control problem into a continuous variable optimal control problem without
relaxing the original integer control variable. The reformulated problem is then solved with a direct
approach, i.e. we discretize the problem into a large scale nonlinear programming (NLP) problem and
solve the NLP problem with off-the-shelf NLP solvers. The advantage of the variable-time transform is
that the reformulated continuous variable NLP is easier to solve. However, as a trade-off, the complexity
of the problem is increased. For example, if the original problem is a convex MINLP problem, then the
transformed continuous variable NLP will no longer be convex.
6.1.3 Chapter Organization
This chapter is organized as follows: in Section 6.2 we will introduce the wave energy converter model
used in this study. We will also introduce the mixed integer nonlinear optimal control problem that we
will solve. In Section 6.3, the original mixed integer problem is reformulated as a continuous-variable
optimal control problem using the variable-time transform. Section 6.4 demonstrates how to transcribe
the continuous-variable optimal control problem into a large-scale nonlinear programming problem.
Both trapezoidal and 4th order Runge-Kutta discretizations will be studied. The NLP problems will
then be solved by IPOPT, which is a widely used NLP solver. In Section 6.5 we will show some
numerical results and compare the declutching control with continuous damping control. An example
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will be given to show that with state constraints, the two methods are indeed not equivalent. In terms of
performance, continuous damping control can achieve better PTO, but in terms of physical realization,
declutching control is easier to be designed and built for WECs with hydraulic PTOs. We will draw
conclusions at the end of the chapter.
6.2 Declutching-Controlled Model and the Optimal Control Prob-
lem
Unlike in Chapter 4, in this chapter, we use a different model for declutching control: here the control
input is the switch for power-take-off damping ub(t), which takes only two values: 0 or 1 at each time
instance. Therefore, the controlled system can be written as:
(M + μ∞)ζ¨(t) +
∫ t
0
K(t− τ)ζ˙(τ)dτ + ub(t)Bptoζ˙(t) + (kpto + ρgSb)ζ(t) = fe(t), (6.1)
ub(t) ∈ {0, 1}.
With the radiation sub state space system (2.6), we can write the declutching-controlled system in a
more compact form:
p˙(t) = Ap(t) + ub(t)Ep(t) +Bfe(t),
p(0) = p0, (6.2)
where
p(t) :=
[
ζ(t) ζ˙(t) q(t)
]
,
A :=
⎡
⎢⎣
0 1 01×nr
−kpto+ρgSb(M+μ∞) − Dr(M+μ∞) − Cr(M+μ∞)
0nr×1 Br Ar
⎤
⎥⎦ ,
E :=
⎡
⎢⎣
0 0 01×nr
0 − Bpto(M+μ∞) 01×nr
0nr×1 0nr×1 0nr×nr
⎤
⎥⎦ ,
B :=
⎡
⎢⎣
0
1
(M+μ∞)
0nr×1
⎤
⎥⎦ .
With a given WEC system, we aim to maximize the energy absorption over a time horizon from t = a
to t = b. The power extracted by the system depends on the damping of the PTO mechanism and
the velocity of the buoy. The expression for the power generated is Bptoub(t)v2(t), where v(t) is the
velocity of the buoy. Therefore, for optimal declutching control, the cost function over a horizon starting
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at t = a and ending at t = b is deﬁned as:
max
ub(·),p(·)
J(ub(·), p(·)) :=
∫ b
a
Bptoub(t)p
2
2(t)dt. (6.3)
Gathering all, the optimal control problem for declutching-controlled WEC system is
max
ub(·),p(·)
J(ub(·), p(·)) :=
∫ b
a
Bptoub(t)p
2
2(t)dt; (6.4a)
s.t. p˙(t) = Ap(t) + ub(t)Ep(t) +Bfe(t), ∀t ∈ [a, b]; (6.4b)
vmin ≤ p2(t) ≤ vmax, ∀t ∈ [a, b]; (6.4c)
ub(t) ∈ {0, 1}, ∀t ∈ [a, b]. (6.4d)
6.3 Optimal Control Problem Reformulation
The optimal control problem (6.4) is very difﬁcult to solve, because the transcribed optimization prob-
lem of (6.4) is a non-convex mixed-integer nonlinear programming problem. In particular, the problem
involves a set of bilinear equality constraints. A non-convex MINLP with linear equality constraints is
already very difﬁcult to solve; the presence of the nonlinear equality constraints complicates the problem
further. Solving the problem directly is not computationally tractable. A popular solver, such as SCIP is
able to solve MINLPs with bilinear equality constraints. However, for problems with hundreds of inte-
ger variables, it can take up to days to solve a single problem. In this thesis, we use a technique known
as the variable time transform [43] to reformulate the problem into a continuous variable optimization
problem without relaxation.
The very essence of the variable-time transform is the one simple assumption: A digital controller
can only acquire information and implement control in countable sampling instances. The assumption
implies that what happened in between the sampling time is not known to the controller. We can assume
time ﬂows in different rates in between two sampling instances. The idea is to treat the original integer
variables as time-varying system parameters over each variable time interval and use the variable time
ﬂow rates as the new variables (note that the ﬂow rates are continuous variables).
6.3.1 Variable Time
Let the sampling time of the system be h. We assume that the time ﬂows at different rates in between
two sampling instances; we call this the variable time t. Let the rate of time ﬂow be w(τ) and let the
variable time be t(τ), where τ can be considered as the ‘true time’. Mathematically,
w(τ) :=
dt(τ)
dτ
. (6.5)
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With a given true time interval τ ∈ [a, b], from the fundamental theorem of calculus, we can obtain the
following equation:
∫ b
a
w(s)ds = t(a)− t(b). (6.6)
For each sampling instance ti := ih, we have:
∫ ti+1
ti
w(τ)dτ = ti+1 − ti = h, i = 0, · · · , N − 1. (6.7)
As long as (6.7) holds, to a digital controller with sampling time h, the variable time t(τ) is indistin-
guishable from true time. Now, since what happened in between ti and ti+1 is unknown, we assume that
in between each sampling time, the time ﬂows at two constant rates, namely, wi,1 and wi,2. Therefore,
in between ti and ti+1, we have
w(τ) =
{
wi,1 ∀τ ∈ [τi,1, τi,2)
wi,2 ∀τ ∈ [τi,2, τi+1,1)
, (6.8)
where τi,1 := ih and τi,2 := τi,1 + h2 . Note that τi,j are deﬁned on the ‘true time ﬂow’ rather than the
‘variable time ﬂow’. We immediately ﬁnd that t(τi,1) = ti for all i, but t(τi,2) 	= ti + h2 , because the
‘variable time’ t(·) is not necessarily a linear function and depends on its derivative w(τ).
From the following equations
∫ τi,2
τi,1
wi,1dτ = t(τi,2)− t(τi,1) = wi,1(τi,2 − τi,1),∫ τi+1,1
τi,2
wi,2dτ = t(τi+1,1)− t(τi,2) = wi,2(τi+1,1 − τi,2),
we ﬁnd that the interval [t(τi,1), t(τi,2)) shrinks to a point if wi,1 = 0 in [τi,1, τi,2) and, likewise,
[t(τi,2), t(τi+1,1)) shrinks to a point if wi,2 = 0.
We add the following assumptions to w(τ):
(i) w(τ) ≥ 0 ∀τ ;
(ii) Condition (6.7) holds.
The ﬁrst assumption says that the time can only ﬂow forwards, but not backwards (we cannot reverse
the time). The second assumption says that the total time passed in between each sampling instance
should be equal to the real time.
6.3.2 Redeﬁnition of Variable
In this section we transform the original mixed-integer optimal control problem into a continuous opti-
mal control problem using w as the control variable.
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Figure 6.1: Relationship between τ , t and u.
Deﬁne a piecewise constant function:
u¯b(τ) :=
{
0 if τ ∈ [τi,1, τi,2)
1 if τ ∈ [τi,2, τi+1,1)
(6.9)
Over an interval [a, b), deﬁne the mappings
t−1(s;w) := inf{ τ |s = t(τ ;w)},
ub(s) := u¯b(t
−1(s;w)), ∀s ∈ [a, b]. (6.10)
Now we have a mapping between w(·) and ub(·). Since w(·) is deﬁned in (6.8) and needs to satisfy the
condition (6.7), we conclude w should be in the following set:
w ∈W := {w ∈ L∞([a, b],R)| Condition (6.8) holds and w1, w2 ≥ 0, wi,1 + wi,2 = 2}, (6.11)
which implicitly depends on the length of the interval [a, b] and the sampling time h. Figure 6.1 shows
how t(·;w) and ub(·) are related. The τ -axis is the true time ﬂow, the variable time t(·;w) is a function
of τ and implicitly depends on the variable time ﬂow rate w. w determines the slope of each segment
of t(·) in Figure 6.1. The control input sequence in Figure 6.1 is ub(t0) = 0, ub(t1) = 0, ub(t2) = 0,
ub(t3) = 1. Observe that ub is now a function of the variable time ﬂow rate w. Therefore, w can be
considered as our new control variable.
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6.3.3 Reformulation of the Problem with Continuous Decision Variable
Now we can transfer the original mixed integer optimal control problem into a new nonlinear optimal
control problem with continuous control variable w. Since
dp
dτ
=
dt
dτ
dp
dt
, (6.12)
the differential equality constraint (6.4b) becomes
dt
dτ
dp
dt
= w(τ)(Ap(τ) + u¯b(τ)Ep(τ) +Bfe(τ)). (6.13)
The original mixed integer optimal control problem (6.4) becomes
max
w(·),p(·)
Jˆ(p(·);w(·)) :=
∫ b
a
Bptou¯b(τ)p
2
2(τ)dτ ; (6.14a)
s.t.
dp
dτ
= w(τ)(Ap(τ) + u¯b(τ)Ep(τ) +Bfe(τ)), ∀τ ∈ [a, b]; (6.14b)
vmin ≤ p2(τ) ≤ vmax, ∀τ ∈ [a, b]; (6.14c)
w ∈W. (6.14d)
Note that from (6.9) and (6.10), ub(·) depends on w, therefore the original binary variable ub(·) is now
an implicit function of the continuous variable w. Also because of (6.9), the problem (6.14) is not
entirely equivalent to the problem (6.4).
If the solutions of (6.14) are (p∗, w∗), the solution of (6.4) can be approximated by the following
mapping
p(s) := p∗(t−1(s)), ub(s) := ub(t−1(s;w∗)), (6.15)
where
t(τ) = t0 +
∫ τ
t0
w∗(s)ds.
As h → 0, the approximated solution (6.15) converges to the optimal solution of the original MINLP
(6.4). We call the continuous nonlinear optimal control problem (6.14) the variable time transformed
problem of the mixed integer nonlinear optimal control problem (6.4).
6.4 Formulation of Large-scale NLPs
Finding the solution of problem (6.14) via an indirect approach (which is the approach of ﬁrst optimizing
then discretizing [20]) is very difﬁcult. In this section we transcribe the nonlinear optimal control prob-
lem into a large-scale nonlinear programming problem, which can be solved by existing NLP solvers
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such as IPOPT [84].
To simplify notation, letA(τ) := A+u¯b(τ)E. The equation 6.14b becomes dydτ = w(τ)(A(τ)p(τ)+
Bfe(τ)), which is a time varying system. Since u¯b(τ) can only take two values 0 and 1, let A1 := A,
A2 := A + E and let the discretization interval be hˆ := h2 . Recall that we have assumed that w(τ) is
constant in interval τ ∈ [ih, ih+ hˆ) and τ ∈ [ih+ hˆ, (i+1)h) and deﬁned such that wi,1 := w(τ), τ ∈
[ih, ih+ hˆ) and wi,2 := w(τ), ∀τ ∈ [ih+ hˆ, (i+ 1)h).
The choice of different integration methods can result in different nonlinear optimization problems.
In order to choose an accurate integration method, we ﬁx wi,1 and wi,2 for all i, so that the system
becomes a linear system and can be integrated exactly. This allows us to have a benchmark result. Here
we let wi,1 = 2 and wi,2 = 0 for all i. In this case, the system is declutched for all time. The blue cross
line in Figure 6.2 shows the exactly integrated velocity. We tested three different integration methods:
Euler, Trapezoidal and Runge-Kutta (4th order). Clearly the Euler method is inadequate for this case.
As shown in Figure 6.2, both trapezoidal and Runge-Kutta methods can be considered as accurate. The
trapezoidal method results in fewer variables for the transcribed NLP compared to the Runge-Kutta
method, which is an explicit integration method and gives a different linear system to solve. Moreover,
in terms of truncation error, the Runge-Kutta method has better error bounds (which is O(h4)) than the
trapezoidal method (which is O(h3)). Therefore the Runge-Kutta method can potentially result in a
better numerical performance than that for the trapezoidal method.
In the following sections, we will show how to formulate NLP using both trapezoidal and Runge-
Kutta transcriptions.
6.4.1 NLP Formulation with Trapezoidal Transcription
In this section we use trapezoidal transcription to discretize the variable-time transformed dynamic
system (6.14b). We assume zero-order-hold in between each sampling instances for the model. We
also assume the excitation force is sampled at each sampling point and the value is zero-order-held for
intermediate points. Applying the trapezoidal discretization to system (6.14b), we have
pi,2 = pi,1 +
hˆ
2
[wi,1A2pi,1 + wi,1Bfei + wi,2A2pi,2 + wi,2Bfei ], (6.16)
pi+1,1 = pi,2 +
hˆ
2
[wi,2A2pi,2 + wi,2Bfei + wi+1,1A1pi+1,1 + wi+1,1Bfei+1 ]. (6.17)
Note that the excitation force fe is sampled every sampling instance h, rather than hˆ, this is because
with variable time transform, the excitation force is now a function of the variable time τ and thus a
implicit function of w. Inbetween the sampling time the time ﬂows at a variable rate w, that is to say,
the intermediate point τi,2 is a variable. Therefore, the value of the excitation force at τi,2 will depend
on where the point τi,2 is. Consequently, if we need to know fe(τi,2) we will have to recalculate the
excitation force every time we change the control w. This is inefﬁcient and unnecessary. The NLP
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Figure 6.2: Comparison of different numerical integrations for the time varing linear system (6.14b),
the ﬁgure is obtained when we ﬁx wi,1 = 2 and wi,2 = 0 for all i, in which case we can integrate the
system exactly.
decision variables is deﬁne as:
x := [y1,1 w1,1 y

1,2 w1,2 · · · yN,2 wN,2] ∈ R2N(n+1), (6.18)
and, for convenience, the dimensions nd := 2N(n + 1) and md = 2Nn. The dynamic equality
constraints (6.16) can be written in the following way
be = Ltpx+Atpqb(x), (6.19)
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where be :=
[
p0
0
]
∈ Rmd and
Ltp :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
I · · ·
−I − hˆ2Bfe1 I − hˆ2Bfe1 · · ·
−I − hˆ2Bfe1 I − hˆ2BFe2 · · ·
−I − hˆ2Bfee2 I − hˆ2Bfe2
...
. . . . . . . . . . . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rmd×nd ,
Atp := − hˆ
2
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · ·
A1 A2
A2 A1
A1 A2
. . . . . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rmd×nd ,
qb(x) :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
w1,1p1,1
w1,2p1,2
w2,1p2,1
w2,2p2,2
...
wN,2pN,2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rmd .
Combining with the other equations in (6.14), the transcribed NLP can be written as:
max
x
N∑
i=1
hˆBptowi,2v
2
i,2 (6.20a)
s.t. Ltpx+Atpqb(x) = be, (6.20b)
wi,1 + wi,2 = 2, i = 1, · · · , N, (6.20c)
wi,j ≥ 02N . i = 1, · · · , N, j ∈ {1, 2}, (6.20d)
− vmax ≤ vi,2 ≤ vmax. (6.20e)
In order to write the problem into a more compact form, we write the equality constraints (6.20c) as
Iwex = 2× 1, (6.21)
where Iwe := I ⊗
[
0n 1 0

n 1
]
∈ RN×nd (⊗ denotes the Kronecker product). Similarly, the
bound constraints can be written as:
xl ≤ x ≤ xu, (6.22)
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where
xl := 12N ⊗
⎡
⎢⎢⎢⎢⎣
−∞
−vmax
−∞× 1nr
0
⎤
⎥⎥⎥⎥⎦ , xu := 12N ⊗
⎡
⎢⎢⎢⎢⎣
∞
vmax
∞× 1nr
∞
⎤
⎥⎥⎥⎥⎦ . (6.23)
Finally, the NLP problem (6.20) can be rewritten as
min
x
N∑
i=1
−hˆBptowi,2p2i,2(2); (6.24a)
s.t.
[
Ltp
Iwe
]
x+
[
Atp
0
]
qb(x) =
[
be
2× 1
]
; (6.24b)
xl ≤ x ≤ xu, (6.24c)
note that p2i,2(2) is the velocity of the buoy at the second half of the variable time. The term qb(x)
is a bilinear term. The problem of the form (6.24) can be accepted by the majority of the nonlinear
optimization solvers including IPOPT.
6.4.1.1 Derivative Information of Trapezoidal Transcribed Problem
For solving optimization problem (6.24), derivative information is needed. Despite the fact that many
solvers are able to use ﬁnite difference and limited memory approximations to determine the Jaco-
bian and Hessian numerically, it is ideal to supply the analytical derivative information since analytical
derivative information is not only more accurate, but also reduces the time needed for derivative eval-
uations. In this section we present the derivative information of the problem (6.24). It is preferable to
write the derivative information in matrix form, since MATLAB deals with matrices more efﬁciently
than loops, especially when matrices are sparse. This is also true for most programming languages such
as FORTRAN. For convenience, we deﬁne the operators
[M(i)]i=1:m :=
⎡
⎢⎢⎢⎢⎣
M(1)
M(2)
...
M(m)
⎤
⎥⎥⎥⎥⎦ ,
diag[M(i)]i=1:m :=
⎡
⎢⎢⎢⎢⎣
M(1) 0 · · ·
0 M(2) 0
...
. . . . . .
· · · M(m)
⎤
⎥⎥⎥⎥⎦ ,
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where i → M(i) is a matrix-valued function. A = [M(i)]i=1:m means that the matrix A is a vertical
catenation of matrices M(1),M(2), · · · ,M(m) and A = diag[M(i)]i=1:m means that the matrix A is
a block diagonal catenation of M(1),M(2), · · · ,M(m).
The gradient of the cost is
gtp(x) := ∇x
N∑
i=1
−hˆBptowi,2v2i,2 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0n+1
0
−2hˆBptowi,2pi,2(2)
0nr
−hˆBptoy2i,2(2)
⎤
⎥⎥⎥⎥⎥⎥⎦
i=1:N
.
The Jacobian of the constraints is:
∇x
([
Ltp
Iwe
]
x+
[
Atp
0
]
qb(x)
)
=
[
Ltp
Iwe
]
+
[
Atp
0
]
Db(x),
where
Db(x) := diag
[
wi,1I pi,1
wi,2I pi,2
]
i=1:N
∈ Rmd×nd .
Note that the Lagrangian of the problem (6.24) is
N∑
i=1
−hˆBptowi,2p2i,2(2) + η
([
Ltp
Iwe
]
x+
[
Atp
0
]
qb(x)−
[
be
2× 1
])
+ λ
[
x− xl
xu − x
]
(6.25)
where η is the dual variable of the equality constraints and λ is the dual variable of the inequality
constraints. Let Hc(x) be the Hessian of the cost function
Hc(x) := −2Bptohˆ
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0(n+1)×(n+1) 0n+1 0n+1 0nr×(n+1) 0n+1 0(n+1)×(n+1)
0n+1 0 0 0

nr 0 0

n+1
0n+1 0 wi,2 0

nr pi,2(2) 0

n+1
0nr×(n+1) 0nr 0nr 0nr×nr 0nr 0nr×(n+1)
0n+1 0 pi,2(2) 0

nr 0 0

n+1
0(n+1)×(n+1) 0n+1 0n+1 0nr×(n+1) 0n+1 0(n+1)×(n+1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
i=1:N
.
Let Hd(η) be the linear combination of the Hessian of the dynamic equality constraints with the
coefﬁcients η. For convenience we partition η as
η =
[
η1 η2 · · · η2N, η
]
,
where ηk ∈ Rn is the multiplier corresponding to the kth set of the bilinear dynamic equality constraints
as described in (6.16) and η ∈ R2N is the multiplier corresponding to the linear equality constraints on
86
wi,j as described in (6.20c). Then Hd(η) can be written as:
Hd(η) := − hˆ
2
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
A1(η2)
A2(η2 + η3)
. . .
A1(η2N−1 + η2N )
A2(η2N )
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rnd×nd
where
Ai(ηk) :=
[
0n×n Ai ηk
ηk Ai 0
]
∈ R(n+1)×(n+1). (6.26)
Because the inequality constraints (6.24c) and the equality constraints (6.20c) are afﬁne and have
zero second order derivatives, the Hessian of the Lagrangian is
HL(x, η) := Hc(x) +Hd(η).
6.4.2 Runge-Kutta Transcription
An alternative way of formulating an NLP for problem (6.14) is using Runge-Kutta (RK) transcription.
The RK transcription of the variable-time transformed dynamics (6.14b) is
p1,1 = p0, (6.27a)
pi,2 = pi,1 +
hˆ
6
(κ1i,1 + 2κ2i,1 + 2κ3i,1 + κ4i,1), i = 1, · · ·N, (6.27b)
pi+1,1 = pi,2 +
hˆ
6
(κ1i,2 + 2κ2i,2 + 2κ3i,2 + κ4i,2), i = 1, · · ·N − 1, (6.27c)
where
κ1i,j := wi,jAjpi,j + wi,jBfei ,
κ2i,j := wi,jAj(pi,j +
hˆ
2
κ1i,j ) + wi,jBfei ,
κ3i,j := wi,jAj(pi,j +
hˆ
2
κ2i,j ) + wi,jBfei ,
κ4i,j := wi,jAj(pi,j + hˆκ3i,j ) + wi,jBfei ,
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for i = 1, · · · , 2N −1 and j ∈ {1, 2}, but when i = 2N , j = 1 only. Therefore the dynamic constraints
are:
p0 = p1,1, (6.29a)
0 = pi,2 − pi,1 − hˆ
6
(κ1i,1 + 2κ2i,1 + 2κ3i,1 + κ4i,1), (6.29b)
0 = pi+1,1 − pi,2 − hˆ
6
(κ1i,2 + 2κ2i,2 + 2κ3i,2 + κ4i,2), (6.29c)
0 = κ1i,j − wi,jBfei − wi,jAjpi,j , (6.29d)
0 = κ2i,j − wi,jBfei − wi,jAjpi,j −
hˆ
2
wi,jAjκ1i,j , (6.29e)
0 = κ3i,j − wi,jBfei − wi,jAjpi,j −
hˆ
2
wi,jAjκ2i,j , (6.29f)
0 = κ4i,j − wi,jBfei − wi,jAjpi,j − hˆwi,jAjκ3i,j . (6.29g)
For convenience, recall that nd := 2N(n + 1) and further deﬁne nrk := 4(2N − 1)n. In the NLP
formulation, the decision variable can be deﬁned as
x˜ := [x xrk]
 ∈ Rnd+nrk ,
where x is the decision variable as deﬁned in (6.18) for the trapezoidal transcribed problem,
xrk := [κ¯1,1, κ¯1,2, · · · , κ¯N,1] ∈ Rnrk
and
κ¯i,j :=
[
κ1i,j
 κ2i,j
 κ3i,j
 κ4i,j

]
.
We can then write the constraints (6.29) in the form of
L˜x˜+ A˜q˜(x˜) = b˜e. (6.30)
The coefﬁcient matrix L˜ for the linear part is
L˜ :=
[
Lyy Lky
Lyk Lkk
]
∈ R(md+nrk)×(nd+nrk),
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where
Lyy :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 0 0 · · · · · ·
−I 0 I 0 0 · · · · · ·
0 0 −I 0 I 0 · · ·
...
...
. . . . . . . . . . . .
...
0 0 0 0 −I 0 I
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rmd×nd ,
Lky := −
[
0n×nrk
hˆIMN−1 ⊗ [ 16I 13I 13I 16I]
]
∈ Rmd×nrk ,
Lyk := −diag
[
I2 ⊗ [0,14 ⊗Bfei ]
]
i=1:N
∈ Rnrk×nd ,
Lkk := I ∈ Rnrk×nrk .
The coefﬁcient matrix A˜ for the bilinear part is
A˜ :=
[
0md×md 0md×nrk
Awy Awk
]
∈ R(md+nrk)×(md+nrk),
where
Awy := −IN ⊗
[
14 ⊗A1 0
0 14 ⊗A2
]
∈ Rnrk×md ,
Awk := −IN ⊗ diag
⎡
⎢⎢⎢⎢⎣
0 0 0 0
hˆ
4Aj 0 0 0
0 hˆ4Aj 0 0
0 0 hˆ2Aj 0
⎤
⎥⎥⎥⎥⎦
j=1:2
∈ Rnrk×nrk .
The bilinear term is
q˜b(x˜) :=
[
qd
qrk
]
∈ Rmd+nrk ,
where
qd :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
w1,1p1,1
w1,2p1,2
...
...
wN−1,2pN−1,2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rmd , qrk :=
⎡
⎢⎢⎢⎢⎣
w1,1κ¯1,1
w1,1κ¯1,2
...
wN−1,1κ¯N−1,1
⎤
⎥⎥⎥⎥⎦ ∈ Rnrk .
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Finally, the right hand side vector is similar to that for the trapezoidal transcription, which is
b˜e :=
[
be
0
]
. (6.31)
With the decision variable now being x˜, we can write condition (6.20c) as:
I˜wex˜ = 1×2, (6.32)
(6.33)
where I˜we =
[
Iwe 0
]
∈ RN×(nd+nrk) and Iwe is as Iwe deﬁned for (6.21). Similarly, the bound
constraints in terms of x˜ can be written as:
x˜l ≤ x˜ ≤ x˜u, (6.34)
where
x˜l :=
[
xl
−∞× 1
]
∈ Rnd+nrk , x˜u :=
[
xu
∞× 1
]
∈ Rnd+nrk . (6.35)
The resulting large-scale NLP problem can then be summarized as follows:
min
x¯
N∑
i=1
−hˆBptowi,2p2i,2(2); (6.36a)
s.t.
[
L˜
I˜we
]
x˜+
[
A˜
0
]
q˜b(x˜) =
[
be
1N × 2
]
; (6.36b)
x˜l ≤ x˜ ≤ x˜u. (6.36c)
Compared to the trapezoidal transcribed problem (6.24), the Runge-Kutta transcribed problem (6.36)
has a larger number of variables. This is because the Runge-Kutta integration scheme requires each
node to have 4 intermediate variables. As a merit, Runge-Kutta transcription can provide more accurate
integration result [20].
It is worth to mention that if we do the same transcription to the original mixed-integer optimal
control problem (6.4), we will have a bilinear equality constrained NLP with a cubic cost function and
mixed integer decision variable. However, compared with (6.24) and (6.36), despite the number of
the variables in (6.24) and (6.36) being larger, the structure of the NLP is similar: bilinear equality
constraints and a cubic cost function. The difference is that for (6.24) and (6.36) the decision variable
is continuous, whereas for the original problem (6.4) the decision variable is mixed-integer. This means
that in this particular case, the variable-time transform does not increase the theoretical complexity of
the problem in order to get rid of the integer variables, which does not normally happen [43]. It is
also worth to mention that, since the transcribed problem is a ﬁnite-dimensional approximation, the
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constraints of the variable time transformed optimal control problem (6.14) cannot be guaranteed to be
respected in between each sampling time.
6.4.2.1 Derivative Information of Runge-Kutta Transcribed Problem
The derivative information of the Runge-Kutta transcribed problem is similar to that of the trapezoidal
transcribed NLP. The gradient of the cost is
g˜(x˜) =
[
gtp(xd)
0nrk
]
∈ R(nd+nrk). (6.37)
The Jacobian is
∇x˜
([
L˜
I˜we
]
x˜+
[
A˜
0
]
q˜b(x˜)
)
=
[
L˜
I˜we
]
+
[
A˜
0
]
D˜b(x˜), (6.38)
and
D˜b(x) =
[
D(x) 0md×nrk
D˜w(xrk) D˜k(x)
]
∈ R(md+nrk)×(nd+nrk), (6.39)
where
D˜k(x) := diag
[
wi,1I4
wi,2I4
]
i=1:N
∈ Rnrk×nrk , (6.40)
D˜w(xrk) := diag[04n×n κ¯i]i=1:2N−1 ∈ Rnrk×nd . (6.41)
The Lagrangian of the problem (6.36) is
N∑
i=1
−hˆBptowi,2p2i,2(2) + η˜
([
L˜
I˜we
]
x˜+
[
A˜
0
]
q˜b(x˜)−
[
be
2× 1
])
+ λ˜
([
x˜− x˜l
x˜u − x˜
])
, (6.42)
where η˜ is the dual variable of the equality constraints and λ˜ is the dual variable of the inequality
constraints. Similar to Section 6.4.1.1, we have the Hessian of the cost:
H˜c(x˜) :=
[
Hc(x) 0
0 0
]
. (6.43)
Let H˜d(η˜) be the linear combination of the Hessian of the dynamic equality constraints (6.30).We
partition η˜ as η˜ = [ηd η

rk η
], where ηd is the multipliers corresponding to equality constraints
(6.29a) to (6.29c) and ηrk is the multipliers corresponding to (6.29d) to (6.29g). For convenience we
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further partition ηrk into
ηrk =
[
ηrk1 ηrk2 · · · ηrk4(2N−1)
]
,
where ηrki ∈ Rn is the multiplier corresponding to the ith set of the bilinear intermediate variable
equality constraints (6.29d) to (6.29g). Then H˜d(η˜) can be written as:
H˜d(η˜) :=
[
Hy Hk
Hk 0
]
∈ R(nd+nrk)×(nd+nrk), (6.44)
where
Hy(ηrk) = −
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
4∑
i=1
A1(ηrki ) 0 · · ·
0
4∑
i=1
A2(ηrk4+i ) · · ·
...
. . .
4∑
i=1
A2(ηrk4×(2N−2)+i )
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rnd×nd , (6.45)
and Ai(ηrkj ) is as deﬁned in (6.26),
Hk := −
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ark1(ηrk1) · · · · · ·
... Ark2(ηrk4) · · ·
...
. . .
...
. . .
... Ark2(ηrk4×(2N−1)−4)
...
. . . Ark2(ηrk4×(2N−1))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rnd×nrk ,
(6.46)
and
Arki(ηrkj ) :=
[
0n×n 0n×n 0n×n 0n×n
hˆ
2 η

rkj+1
Ai
hˆ
2 η

rkj+2
Ai hˆη

rkj+3
Ai 01×n
]
∈ R(n+1)×4n. (6.47)
The Hessian of Lagrangian can then be written as
H˜L(x˜, η˜) := H˜c(x˜) + H˜d(η˜). (6.48)
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6.5 Numerical Results and Comparison with Continuous Damp-
ing Control
6.5.1 Declutching Optimal Control with State Constraints
We ﬁrst present some numerical results. The declutching-controlled WEC system is subjected to an
irregular wave generated from a JONSWAP spectrum with peak period 6 s. For simulation, we set
Bpto = 900 kNs/m, h = 0.1 s and the other parameters for system (2.5) is the same as in Chapter 4.
Both trapezoidal and Runge-Kutta transcribed problems are solved, with a horizon length of 20 s. The
problems are solved using IPOPT with tolerance set to 1 × 10−7 (Here the tolerance measures the
residual error of the KKT system). The Runge-Kutta transcribed problem was able to converge within
370 iterations while trapezoidal transcribed problem took 475 iterations to converge. However, since
the size of trapezoidal transcribed problem is signiﬁcantly smaller than the Runge-Kutta transcribed
problem, the total time taken by solving a trapezoidal transcribed problem (about 160 s) is shorter than
that for solving a Runge-Kutta transcribed problem (about 270 s).
Figure 6.3 shows the time domain simulation of the optimal declutching control for 50 s, with a
receding horizon implementation. In this case, the velocity is not constrained. Note that in Figure 6.3
the PTO is almost always activated when v(t) = 0. This agrees with the observation in [14] and justiﬁes
the method proposed in [37].
Now suppose that we wish to constrain the velocity of the device within some limit (in order to
avoid the risk of damaging the device). Figure 6.4 shows the case when the maximum allowed velocity
is vmax = 1m/s. In this case, as we can see around 25 s, 30 s and about 32 s, the PTO-active mode is
engaged even when v(t) 	= 0; these activations are attempting to constrain the maximum velocity under
1m/s.
6.5.2 Optimal Solution of Continuous Damping Control
To show the necessity of treating input damping as integer variables for declutching control, we demon-
strate that the continuous damping optimal control problem with state constraints can result in a non-
bang-bang optimal solution and thus is not equivalent to declutching control.
Figure 6.5 shows the simulation result of the WEC with a continuous damping control. The velocity
is constrained in between [−1, 1]m/s. Figure 6.5(a) shows the time domain result. The optimal velocity
proﬁle is in phase with the excitation force and satisﬁes the state constraints. As shown in Figure 6.5(b),
in this case the optimal input sequence is no longer bang-bang. As shown in Figure 6.5(b), the energy
absorption of declutching control is not as good as that of continuous damping control.
Interestingly, Figures 6.6 and 6.7 show the similarity between the optimal solutions provided by the
two formulations. The optimal velocities in both formulations are very similar as shown in Figure 6.6.
The reason is that, despite the fact that declutching control cannot achieve a continuous behaviour as in
continuous damping control, it is still able to achieve similar performance to the continuous damping
control by rapidly switching on and off the damping to mimic continuous damping (very similar to pulse
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Figure 6.3: Time domain simulation with optimal declutching control without state constraints for 50s
(TIOCP stands for transformed integer optimal control problem).
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Figure 6.4: Time domain simulation of optimal declutching control with the maximum velocity con-
straint vmax = 1m/s with 50 s.
94
width modulation technique in electronics).
The continuous damping control is able to achieve better power generation than the optimal declutch-
ing control under state constraints. However, as suggested in [14], the hardware design of a continuous
damping control (in fact, a pseudo-continuous damping control) is complicated. On the other hand,
the hardware design of declutching control is simple and therefore declutching control is still of great
interest and preferred for practical use.
6.6 Conclusion
In this chapter we demonstrated that, in the presence of state constraints, the optimal continuous damp-
ing control solution is not bang-bang and thus is not equivalent to the optimal declutching control.
We therefore presented a new optimal declutching control scheme that can naturally incorporate state
constraints.
Solving the optimal declutching control problem with state constraints directly is very challenging,
because the problem is a mixed-integer nonlinear non-convex optimal control problem. In this work
we employed the variable-time transform technique proposed in [43] to reformulate the mixed integer
nonlinear optimal control problem into a continuous variable nonlinear optimal control problem. The
variable-time transform will increase the number of variables, but the transformed problem is more
tractable to solve.
The problem was solved via a direct approach, that is to say, the problem was ﬁrst discretized and
formulated into a large-scale nonlinear programming problem and then was solved by an NLP solver
such as IPOPT. Two discretization methods were studied: trapezoidal and Runge-Kutta. Both methods
were able to integrate the dynamic system accurately. Simulation showed that solving a trapezoidal tran-
scribed problem involves fewer variables but more iterations whereas solving a Runge-Kutta transcribed
problem involves more variables but less iterations.
There are still many issues to be resolved; the ﬁrst one is the computational efﬁciency. Despite the
variable-time transform eliminating all integer variables, the transformed problem is still nonlinear, non-
convex and the problem is still very difﬁcult to solve. When the number of sampling instances is 200,
it took approximately 160 s to solve a trapezoidal transcribed problem and 270 s to solve a Runge-Kutta
transcribed problem. The computational time is not acceptable for real-time applications.
Another potential problem is demonstrated in Figure 6.4. Inbetween 28 s and 30 s, the PTO damping
switched very rapidly in order to maximize the performance while respecting the velocity constraints.
The rapid switching is not desirable, even if it is physically possible, since such an input sequence
may severely damage the WEC device. The rapid switching can be prevented by adding additional
constraints or penalizing the switching behaviour in the cost function.
It is also possible to extend the variable time transform to latching control and latching-declutching
control. However, since the latching action can only be allowed when the velocity is zero, imposing this
constraint directly will result in a complementarity-like condition, that is to say, either the velocity is
zero or the latching switch is zero (off). IPOPT struggles to solve this problem. Potential reformulations
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of the problem can be explored.
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(a) The optimal velocity of continuous damping control and the excitation force (scaled).
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(b) The optimal input damping, which is not bang-bang anymore.
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Figure 6.5: Simulation result for the optimal continuous damping control formulation, the velocity is
constrained in between [−1, 1]m/s.
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Figure 6.6: Comparison between the optimal velocity proﬁle of continuous damping control and the
declutching control.
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Figure 6.7: Comparison between the optimal input proﬁle of continuous damping control and the de-
clutching control.
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Chapter 7
Conclusions and Future Work
7.1 Contributions
In this thesis, we investigated different control problems arising from wave energy converter applica-
tions. Two classes of control implementations were studied: passive and active control.
For active control, we give a simple optimal control formulation that at ﬁrst glance is non-convex.
However, with an exact discretization, the transcribed optimization problems are convex quadratic-
programming problems. Despite that there is no theoretical guarantee; we found that the convexity of
the problem is not determined by the incident wave and current state. Therefore, we are able to choose
a set of system parameters to make the online optimization problems convex.
For passive control, we focused on latching, declutching and latching declutching combined control.
We showed that they can be uniﬁed and modelled as ﬁnite state automata. We also proposed a control
formulation based on an automata model and designed an algorithm to solve the problem efﬁciently. We
gave a sufﬁcient convergence condition on the global convergence of the general directional direct search
algorithm. We also investigated how to handle the state constraints with constraints with declutching
control.
In the following we conclude our result in each of the problems that we have investigated.
1. The model predictive control framework is a commonly used control strategy when considering
active force control. However, in order to improve the computational performance, much effort
has been put into ‘convexifying’ the cost function to make the embedded optimization problems
convex. In Chapter 3, we demonstrated that, with exact discretization of the problems, the re-
sulting optimization problems are in fact convex in most cases. More importantly, we found the
source of the convexity is independent of the excitation wave and the current state, but solely
depends on the system parameters. This observation suggests that we are able to ﬁnd a set of
system parameters such that all the embedded optimization problems, for MPC, will be convex
QPs. Figure 3.3 demonstrated that for a wide range of system parameters, the smallest eigenvalue
of the Hessian matrix is always positive. As a result, ﬁnding a set of system parameters that can
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make the embedded optimization problem convex is not a hard task. With a warm start procedure,
simulation result show that the number of function evaluations for each problem solution is less
than 55. On a general purpose PC, the time taken to solve one problem is about 0.013 s, which
is a lot less than the sampling time h = 0.1 s. Thus, we conclude that the algorithm is real-time
applicable.
2. In Chapter 4, we showed that latching, declutching and latching-declutching control can be gen-
eralized into the same class of model: they are hybrid ﬁnite-state timed automata. Since the wave
peak period is supposed to be steady over a short time horizon and we know that the latching/PTO-
active time depends on the wave peak period. We assumed that the latching/PTO-active time is
the same over a short time horizon. With this assumption, we gave a novel problem formulation.
The challenge is that the formulation involves a non-smooth, non-convex and potentially discon-
tinuous cost function, but the optimization problem has at most two decision variables. Such
problems can be efﬁciently solved by derivative-free optimization methods. For these problems,
we noticed that the decision variable takes only discrete values. In order to exploit this feature
we modiﬁed the coordinate-search method to reduce the number of function evaluations. The
proposed coordinate search algorithm is shown in Algorithm 2.
Since we modelled the latching-declutching-controlled system as a hybrid ﬁnite state automaton,
the system update and mode transition rule needs to be clearly deﬁned. To avoid confusion we
explicitly deﬁned how the system should be updated formally, the update rule is shown in Algo-
rithm 1. We also proposed two closed-loop formulations: the future data formulation, which is
ideal if we are able to predict the ocean wave several seconds into the future. On the other hand,
if the prediction is not available, we can use past data formulation, which requires not prediction,
but uses past recorded wave data only, to produce the control action. Theoretically this control
strategy will produce worse PTO than the future data formulation, but in practice it is still able to
improve the PTO signiﬁcantly compared to the uncontrolled case, with small computational cost.
We also demonstrated that for a future data formulation with a ‘bad’ prediction, the result is at
least as good as using a past data formulation.
3. During the development of the derivative-free optimization algorithm, we proposed a sufﬁcient
condition on the convergence of general directional search algorithms. The condition requires the
relative interiors of tangent cones of sub-level sets to intersect at least one of the search direc-
tions for all points. The condition does not require convexity or smooth assumptions on the cost
function, continuity is also not required.
By giving some examples, we showed that the condition does not always apply to all kinds of cost
functions. For condition (5.15) to hold we need to have bounded sub-level sets and for all sub-
level sets, their relative interiors should not be empty and be dense in them. The example given
in Section 5.3.3 is particularly interesting, as it demonstrated a case that even when a Lipschitz
condition holds, it is very hard for any derivative-free method to converge.
4. In Chapter 6, we investigated declutching control with a hardly considered issue, namely state
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constraints. State constraints are often added for safety considerations. The problem turns out
to be an MINLP and is very difﬁcult to solve. Moreover, we cannot use the method proposed
in [16] to relax the MINLP as a continuous variable problem, because the equivalence between
the continuous damping control and the declutching control does not hold in the presence of state
constraints. We took a different approach and used a method proposed in [43], known as variable
time transform, to solve the problem.
Variable time transform assumes that the time ﬂows at a variable rate, inbetween each sampling
time, and the integer variables become time-varying parameters of the system. The new variable
is the rate of the variable-time ﬂow, which is a continuous variable. Solving the transformed
problem with a direct method will result in a large-scale NLP, which is more tractable to solve
compared to an MINLP.
Two discretization methods were attempted; the ﬁrst one is the trapezoidal method, which is an
implicit numerical integration method. The second one is the Runge-Kutta 4th order method,
which is a representative explicit numerical integration method. Solving the variable time trans-
formed problem with the trapezoidal transcription requires fewer decision variables, but more it-
erations, compared to what is required by the Runge-Kutta transcription. In terms of time taken to
solve the problem, solving a trapezoidal transcribed problem is much faster than solving a Runge-
Kutta transcribed problem. This suggests that trapezoidal transcription is a more favourable dis-
cretization method to use in this case.
We also compared state constrained optimal declutching control with state constrained optimal
continuous damping control. The power generated for continuous damping control is higher than
declutching control when velocity constraints are added. This suggests that continuous damping
control is still more favourable if the mechanical implementation is not a difﬁcult task (for in-
stance, if the WEC uses a linear generator, continuous damping can easily be achieved without
any complex mechanics).
7.2 Future work
The control problem for wave energy converters is very complex and non-traditional; this work is far
from complete. The investigations in this thesis could inspire many new potential future research direc-
tions that are worth to explore.
In general, we only studied a single point absorber type wave energy converter. The next step
could be investigating the control and dynamics of two point absorbers. The interconnection between
2 point absorbers is very complex: a point absorber is also a wave maker; the buoy generate waves as
it heaves up and down. These behaviours are not well understood and require a new model to describe
the dynamics. The control strategies described in the thesis may not necessarily be the best control
strategies for a 2-point-absorber system, because of the interaction. A good direction would be designing
a distributed control system for the 2-point-absorber system. In reality, a grid of point absorbers will be
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deployed to the sea and form a wave energy farm. Therefore, the ultimate goal is to study the control
over a grid of point absorbers. This requires a signiﬁcant research effort in the distributed control system,
communication strategy and cyber-physical (controller-plant) co-design.
Moreover, in each of the research topics that we have studied, there are potential research questions
to be answered:
1. Firstly, in Chapter 3 we ﬁnd a very interesting phenomenon: an apparently non-convex opti-
mization problem is already a convex quadratic programming problem. Despite having already
identiﬁed that the source of convexity lies in the system parameters, a theoretical study is still
needed.
For problems of the form
min
x,u
∫ tf
t0
[x u]Q
[
x
u
]
dt,
s.t. x˙ = Ax+Bu;
whereQ is indeﬁnite, we wish to ﬁnd under what condition the problem is convex, i.e. under what
condition the reduced Hessian matrix is positive deﬁnite. If such a condition exists and easy to
exam, the unnecessary convexiﬁcation steps can be omitted before any expensive computation is
performed.
2. The uniﬁed model proposed in Chapter 4 is very basic. We assumed instant switching and did
not consider time delays in the implementation. It is worth to see how one can incorporate these
issues in the model presented in Figure 4.1. Also, the control strategy proposed in Section 4.2
is suboptimal, since we assumed the latching and PTO-active times as ﬁxed over a short time
horizon. This assumption reduced the computational difﬁculty signiﬁcantly, but is not necessary.
Removal of the assumption will certainly provide a problem formulation with a higher power
generation. However, currently we do not know any computationally tractable formulation to treat
each latching and PTO-active time as a single variable; direct generalization of the formulation in
Section 4.2 will result in a multi-variable non-smooth optimization problem, which is very hard
to solve. A possible future research direction is to ﬁnd a computationally tractable formulation
for optimal latching-declutching control.
3. The ever stronger computational power makes derivative-free optimization methods a strong tool
for solving optimization problems. The sufﬁcient convergence condition we proposed in Chap-
ter 5 gives a potential improvement in some directional search algorithms. For example, as shown
in Section 5.3.1, with respect to certain types of cost function, we don’t even need a positive ba-
sis as our search set, if we carefully investigate the properties of the cost function. Therefore, a
future research direction is to identify the properties of a function that are related to the minimum
number of search directions needed for a directional search algorithm to converge. Consequently,
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we do not need redundant search directions in our search set. Breakthroughs in this direction
can result in systematic ways of customization of directional search for different types of cost
functions.
4. Finally, optimal declutching control with state constraints is a hardly discussed topic. This is
because the problem is very hard to solve, as the equivalence between the relaxed continuous
damping control problem and the declutching control problem is no longer true. In Chapter
6 we gave an attempt to solve the problem by using the variable-time transform. Indeed the
computational time for solving a variable-time transformed NLP is much faster than solving a
MINLP. However the large-scale NLP is still very hard to solve and the solution time is still
not real-time applicable. We ﬁnd that the transcribed problem is a bilinear equality constrained
problem. Such problems occur in many optimal control applications. In particular, the optimal
control of heat pump systems [71], and the optimal control of solar collector systems [81]. A
good future research direction is to ﬁnd an efﬁcient way of solving bilinear equality constrained
problems.
103
Appendix A
A Custom Interior-point Solver
In order to solve the non-condensed formulation in Chapter 3, we created a custom interior-point method
solver that does not perform Hessian modiﬁcation. Another important feature is that the linearized
KKT system, which is solved in each iteration, is a symmetrized full system rather than a symmetrized
reduced KKT system. This is different than most existing solvers [84]. The main reason is that according
to [25], the full KKT system has better eigenvalue properties than that of the reduced KKT system. Since
our problem can be considered as a very ill-conditioned problem, solving a full KKT system is more
favourable than solving a reduced KKT system. Moreover, since the size of our problem is not extremely
large, the total time taken by constructing and solving the reduced system is longer than the time taken
by solving a full system directly.
A.1 Interior Point Methods
Interior point methods is a class of methods originally invented in 1960s. While the method was in-
vented for solving linear programming problems [91], recent research shows that the method is also
very suitable for solving nonlinear programming (NLP) problems [89]. There are two main types of
interior-point methods, the ﬁrst one is barrier interior-point methods [20] and the other is called primal-
dual interior-point methods [91]. A detailed discussion can be found in [21, Chap. 11].
We will explain the interior point method via a log barrier approach. Consider the following prob-
lem:
NLP0 : min
x
f(x);
s.t. ci(x) = 0, for i = 1, · · · ,mE ,
bi(x) ≥ 0, for i = 1, · · · ,mB .
(A.1)
The assumptions to f(·), ci(·) and bi(·) are that they are at least C2, i.e. twice continuously differen-
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tiable. Also, we assume there exists a strictly feasible region, that is to say
{x|bi(x) > 0}
⋂
{x|ci(x) = 0} 	= ∅.
To solve NLP0, one could consider the log barrier cost function deﬁned as following:
β(x, μ) := f(x)− μ
mE∑
i=1
ln ci(x). (A.2)
The second term in the equation, called the barrier term, or penalty term, is parametrized by the barrier
parameter μ. The term penalizes the inequality constraints and renders the points {x|bi(x) ≤ 0} to
∞. As μ converges to zero, the solution of the following log-barrier problem LBPμ converges to the
solution of NLP0:
LBPμ : min
x
β(x, μ)
s.t. ci(x) = 0, for i = 1, · · · ,mE .
(A.3)
Informally, we can say NLP0 is the limit of LBPμ with μ → 0. The KKT condition for LBPμ is:
∇f(x)−
mB∑
i=1
μ
bi(x)
∇bi(x)− ημ∇ci(x) = 0 (A.4a)
ci(x) = 0 (A.4b)
where ημ is the Lagrange multiplier of the equality constraints. On the other hand, the KKT condition
for NLP0 is:
∇f(x)−
mB∑
i=1
λi∇bi(x)− η∇ci(x) = 0, (A.5a)
ci(x) = 0, (A.5b)
(bi(x), λi) ≥ 0, bi(x)λi = 0, (A.5c)
where η is the Lagrange multiplier of the equality constraints, and λ is the multiplier of the inequality
constraints. The KKT conditions of the two problems are very similar. Denoting the solution of LBPμ
by (xμ, ημ, λμ), it can be shown that:
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lim
μ→0+
xμ = x
∗, (A.6)
lim
μ→0+
ημ = η
∗, (A.7)
lim
μ→0+
μ
bi
= λ∗. (A.8)
A detailed proof can be found in [89].
Nevertheless, the KKT condition (A.4) has a problem: as the point approaching the boundary (where
one or more of the bi(x) get close to zero), the condition of the linearized KKT matrix becomes arbi-
trarily bad. Conversely, the KKT condition (A.5), from a primal-dual point of view, the last equation
(A.5c), known as the complementarity condition, rises many difﬁculties in algorithm design. One no-
table problem caused by (A.5c) is that the step length along the Newton direction will usually be very
small before violating the condition (bi(x), λi) ≥ 0 [91].
The standard way of solving these problems is to rewrite (A.4) and (A.5) into the following modiﬁed
KKT condition [20]:
∇f(x)−
mB∑
i=1
λi∇bi(x)− η∇ci(x) = 0, (A.9a)
ci(x) = 0, (A.9b)
(bi(x), λi) ≥ 0, bi(x)λi = μe. (A.9c)
From primal-dual point of view, (A.9c) can be interpolated as the complementarity condition (A.5c) is
relaxed by introducing a parameter μ; from a log-barrier point of view, we let μbi(x) = λi (and thus,
along with the introduction of λ, the method presented here is in fact a type of primal-dual method).
Solving the above system with Newton’s method, one could show that, under mild conditions, NLP0
can be solved with a ﬁnite number of iterations. A detailed discussion can be found in [91].
A full investigation of convergence analysis and complexity analysis in [89] showed that interior-
point methods are also suitable for ﬁnding local solutions for non-convex NLPs.
A.2 MATLAB Interior-point Implementation
In this section we present the interior-point algorithm that we used for solving the non-condensed prob-
lem (3.15). The implementation is entirely based on MATLAB m-ﬁles. The outline of the algorithm
mainly follows the structure presented in [20, Chap. 2].
The algorithm is described in Figure A.1. There are four main parts: 1. translate the external format
of the problem to the internal format, 2. compute the search direction by solving the linearized KKT
system, 3. compute the step length along the direction and 4. check if the stop criteria are met. The
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detailed explanation for each step are as follows:
1. Problem Speciﬁcation and Initialization
The user can interact with the solver through an m-ﬁle. Basically, the problem is given in the follow-
ing form:
NLP1 : min
x
f(x)
s.t. ali ≤ ai(x) ≤ aui for i = 1, · · · ,mc,
xl ≤ x ≤ xu for i = 1, · · · ,mx,
(A.10)
where ai(x) are the constraint functions, cli and cui are the ith lower and upper bound for the
constraints. If (A.10) is an equality constraint, then one could set upper and lower bound equal to
each other. xl and xu are the simple lower and upper bounds of the decision variable.
The problem NLP1 is called the ‘external format’ because it is easy for a user to specify their prob-
lems. This external problem will then be transformed to the so-called ‘internal format’; in such a
format, the number of variables is increased. However, the inequality constraints are then become
simple upper and/or lower bounds. The main reason for doing so is to simplify the initialization. We
introduce the slack variable s ∈ Rmc and deﬁne the corresponding equality constraints
ai(x) := ai(x)− si = 0 (A.11)
and the inequality constraints become simple bounds:
ali ≤ s ≤ aui. (A.12)
For convenience, we deﬁne two index sets:
E := {i|ai(x) is an equality constraint}
and
I := {i|ai(x) is an inequality constraint}.
Consequently, aE(x) is the vector of equality constraints and aI(x) is the vector of inequality con-
straints. Also, we deﬁne aIl and aIu to be the corresponding vector of lower and upper bounds as
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Read the external
problem form and con-
vert the external form
to the internal form
Algorithm initialization
Update μ?
Update the bar-
rier parameter μ
Is the sub-
problem
converged?
Is μ samll
enough?
End
Computing
search direction
Computing the
step length
Update current iteration
yes
no
yes
no
yes
yes
no
Figure A.1: The MATLAB based interior-point solver algorithm ﬂow diagram.
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well as ae to be the equality constraints bounds. Four more index sets are deﬁned:
B1 := {i|xi has ﬁnite lower bound},
B2 := {i|xi has ﬁnite upper bound},
B3 := {i|ali s.t. ali 	= alui is ﬁnite},
B4 := {i|aui s.t. aui 	= ali is ﬁnite}.
Deﬁne the new variable z := [xs]. Thus, internally the solver solves the following problem:
NLP2 min
z
f(x);
s.t. c(z) :=
[
aE(x)− ae
aI(x)− s
]
= 0,
b(z) :=
⎡
⎢⎢⎢⎢⎣
(x− xl)B1
(xu − x)B2
(s− aIl)B3
(aIu − s)B4
⎤
⎥⎥⎥⎥⎦ ≥ 0.
(A.13)
Note that the internal problem NLP2 has the same form as NLP0. For convenience, we re-deﬁne
some symbols: the gradient of the cost function g := ∇f(z), Jacobian matrix of equality constraints
C := ∇c(z) and bounds B, the Hessian of Lagrangian W := ∇2f(z) +∑i∇2ci(z) (in our formu-
lation, b(z) are afﬁne, thus has zero second derivative.)
All the gradient related information will be evaluated and then used to initialize the dual variables.
Next, barrier function-related values will be evaluated: Dλ := diag(λi), Db := diag(bi) and πb :=
μD−1b e, where μ is the barrier parameter, λi is the i
th dual variable corresponding to the ith bound
and bi is the ith bound.
The last step in the initialization stage is to evaluate the modiﬁed KKT condition (A.9), which is
restated as φμ :=
⎡
⎢⎣
g − Cη −Bλ
c(z)
Db(λ− πb)
⎤
⎥⎦ .
2. Computing the Search Direction
If the initial φμ and μ achieved their error tolerance, the algorithm will be terminated. If not, the
search direction will be generated by taking Newton steps, meaning that the solver solves the lin-
earized system of modiﬁed KKT condition in (A.5):
⎡
⎢⎣
W C B
C 0 0
DλB 0 −Db
⎤
⎥⎦
⎡
⎢⎣
Δy
−Δη
−Δλ
⎤
⎥⎦ = −
⎡
⎢⎣
g − Cη −Bλ
c(z)
Db(λ− πb).
⎤
⎥⎦ (A.14)
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However, because (A.14) is an asymmetric system, and thus numerically inefﬁcient to solve [44],
one can symmetrize the system by the following steps:
⎡
⎢⎣
I 0 0
0 I 0
0 0 Dr
⎤
⎥⎦
⎡
⎢⎣
W C B
C 0 0
DλB 0 −Db
⎤
⎥⎦
⎡
⎢⎣
I 0 0
0 I 0
0 0 Dv
⎤
⎥⎦
⎡
⎢⎣
I 0 0
0 I 0
0 0 D−1v
⎤
⎥⎦
⎡
⎢⎣
Δy
−Δη
−Δλ
⎤
⎥⎦
= −
⎡
⎢⎣
I 0 0
0 I 0
0 0 Dr
⎤
⎥⎦
⎡
⎢⎣
g − Cη −Bλ
c(z)
Db(λ− πb)
⎤
⎥⎦
⇒
⎡
⎢⎣
W C BDv
C 0 0
DrDλB 0 −Db
⎤
⎥⎦
⎡
⎢⎣
Δy
−Δη
−D−1v Δλ
⎤
⎥⎦ = −
⎡
⎢⎣
g − Cη −Bλ
c(z)
DrDb(λ− πb)
⎤
⎥⎦
By proper choice of diagonal matricesDr andDv one can have a well-conditioned sparse symmetric
system [20].
3. Computing the Step Length
The ﬁrst step in the step length computation is to ﬁnd the maximum allowed step length. Sometimes,
taking full step lengths will violates the inequality in the complementarity condition (A.9c). If the
bounds are violated in any step, then due to the barrier method’s property (infeasible area w.r.t.
inequality constraints are penalized to inﬁnity), the point will be outside of the feasible region and
hence cause a failure. Calculating the maximum allowed step length is thus of great importance (this
differs from line search).
In each step, we want to keep b(x) > 0 as well as λ > 0 for all iterations. A relatively computational
cheap way is to calculate the linear approximation of these conditions:
σz = min
k
[ −bk(z)
∇bk (z)Δz
]
, (A.15a)
σλ = min
k
[
−λk
Δλk
]
, (A.15b)
where k is the index for the elements in a vector. Because the problem solved is of the form NLP2,
all inequality constraints bi(x) are afﬁne and linear approximations could be considered exact. Since
we need to keep strictly feasible points, a gap is introduced:
κmax := 1−min
{
0.01, 100μ2
}
. (A.16)
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The primal and dual step lengths are:
α := min {1, κmaxσz} , (A.17)
γ := min {1, κmaxσλ} . (A.18)
After computing the maximum allowed step, we use a standard backtracking line search algorithm,
with Armijo-Goldstein condition, to ﬁnd a point with sufﬁcient cost function reduction.
4. Stopping Condition
The algorithm will stop if both two of the following conditions are satisﬁed:
(a) the algorithm converges to a point with a sufﬁciently small residual error in the KKT condition,
i.e. when
‖φ(z, η, λ)‖∞ ≤ .
(b) the barrier parameter μ is small enough, i.e.
μ ≤ .
However, if we directly use ‖φ(z, η, λ)‖∞ ≤  as the ﬁrst part of the stopping condition, then in
practice a problem may arise if at the solution the constraint gradients are nearly linearly dependent
[84]. Because the multipliers may become very large and result in different scales in the primal and
dual variable, a single inﬁnity norm may not be a fair measure to discriminate. To solve this problem,
some scaling is needed. Considering the following measure of error:
Eμ(z, η, λ) := max
{‖g − Cη −Bλ‖∞
sd
, ‖c(z)‖∞, ‖DrDb(λ− πb)‖∞
sc
}
, (A.19)
where
sd := max
{
smax,
‖g − Cη −Bλ‖1 + ‖c(z)‖1
mE +mB
}
/smax, (A.20)
and
sc := max
{
smax,
‖DrDb(λ− πb)‖1
mB
}
/smax. (A.21)
Heuristically, the algorithm will have good performance when smax = 100 [84]. The only difference
is the way to get parameters sd and sc, but they share the same goal: to make the primal and dual
optimality measure in the same scale. Thus, the stopping condition we used in our algorithm is:
Eμ(z, η, λ) ≤ , μ ≤ . (A.22)
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5. Strategy for Updating μ
There are many different strategies to update the barrier parameter μ and they fall into two main
types: the ﬁrst is the monotone method, where μ decreases monotonically, the other is the adaptive
method, where μ is a function of duality gap and might be increased for some steps. In our algorithm,
we implemented the monotone method for a very important reason: monotonically decreasing μ
usually induces the monotonically decreasing cost function after the centering step.
The updating rule is heuristic, but has been proven to be very efﬁcient in practice [84]. The μ is
updated whenever the error measure satisﬁes:
Eμk(zk, ηk, λk) ≤ κμk, (A.23)
where k indicates the kth iteration, κ > 0 . The next μ is then
μk+1 = max
{tol
10
,min{κμμk, μθμ}
}
, (A.24)
where κμ is a parameter that lies in (0, 1) and θμ is a parameter that lies in (1, 2). The values are
chosen as the follows: κ = 10 κμ = 0.2, θμ = 1.5.
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Appendix B
An Autoregressive Predictor
In general, one of the simplest models that can be used to predict ocean waves is the autoregressive
predictor [42]. The basic assumption is that the future wave elevation is generated through the weighted
average of the past wave elevation, plus some noise. In the discrete case, the autoregressive model can
be described as:
ςk =
Nw∑
i=1
γiςk−i + εk, (B.1)
where ςk is the wave elevation at the current time instance and γi is the ith weight of the wave elevation at
the previous ith time instance, Nw is the window length and εk is the noise at the current time instance.
In order to estimate the AR model parameters γi, we need some historical data. Assume there are Np
recorded history data, from ς0 to ςNp then we have:
ςNw = γ1ςNw−1 + γ2ςNw−2 + · · ·+ γNw ς0,
ςNw+1 = γ1ςNw + γ2ςNp−1 + · · ·+ γNw ς1,
...
ςNp−1 = γ1ςNp−2 + γ1ςNp−3 + · · ·+ γNw ςNp−Nw−1,
ςNp = γ1ςNp−1 + γ1ςNp−2 + · · ·+ γNw ςNp−Nw ,
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or, equivalently,
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
ςNw−1 ςNw−2 · · · ς0
ςNw ςNp−1 · · · ς1
...
...
. . . · · ·
ςNp−2 ςNp−3 · · · ςNp−Nw−1;
ςNp−1 ςNp−2 · · · ςNp−Nw
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
γ1
γ2
...
γNw
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
ςNw
ςNw+1
...
ςNp−1
ςNp
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(B.2)
The above system can be solved for γ1 to γNw via a least squares approach. We now assume that we
wish to predict the future wave elevation for Nf time steps (where Nf is the prediction horizon). This
can be calculated recursively through
ςk+1 =
Nw∑
i=1
γiςk+1−i, (B.3)
ςk+2 =
Nw∑
i=1
γiςk+2−i, (B.4)
... (B.5)
ςk+Nf =
Nw∑
i=1
γiςˆk+j−i. (B.6)
The performance of simple AR predictors can be considered good enough for about 10 to 20 s into the
future [42].
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Appendix C
Simulation Parameters
For simulations, the parameters for the WEC model are nr = 5,M = 707 t, μ∞ = 244 t, g = 9.81m/s2,
ρ = 1000 kg/m3, S = 78.5m2, ks = 240 kN/m. The computed approximating matrices are
Ar =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
−0.5540 0.7775 0.4751 0.1593 0.1100
−0.7775 −0.0110 −0.0534 −0.0256 −0.0168
−0.4751 −0.0534 −0.5005 −0.4424 −0.2536
0.1593 0.0256 0.4424 −0.8235 −3.0958
−0.1100 −0.0168 −0.2536 3.0958 −0.5834
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
Br =
[
−137.2169 −17.4945 −50.1384 20.0158 −13.4921
]
,
Cr =
[
−137.2169 17.4945 50.1384 20.0158 13.4921
]
,
Dr = 302680.
The parameters for Algorithm 2 are α(0) = 2, β = 0.5, γ = 1.5. For Chapter 4, in all simulations,
the horizon length is T = 30 s, sample period is h = 0.1 s and upper limits ¯ = a¯ = 10 s.
All irregular waves were generated from a JONSWAP spectrum with wave elevation Hs = 2m. In
the simulations, different peak periods Tp were used for different control strategies, since LC typically
performs better when Tp is large and DC performs better when Tp is small.
115
References
[1] E. Abraham. Optimal Control and Robust Estimation for Ocean Wave Energy Converters. PhD
thesis, Imperial College London, UK, 2014. 8, 9, 12
[2] E. Abraham and E. C. Kerrigan. Optimal active control of a wave energy converter. In 51st IEEE
Conference on Decision and Control, 2012. Proceedings. IEEE, 2012. 18
[3] E. Abraham and E. C. Kerrigan. Optimal active control and optimization of a wave energy con-
verter. IEEE Transactions on Sustainable Energy, 4(2):324–332, 2013. 1, 13, 18
[4] E. Abraham and E. C. Kerrigan. Estimator design for input-constrained bilinear systems with
application to wave energy conversion. In Proc. 52nd IEEE Conference on Decision and Control,
Florence, Italy, 2013. 36
[5] M. A. Abramson, C. Audet, J. E. Dennis, Jr, and S. Digabel. Orthomads: A deterministic mads
instance with orthogonal directions. 55, 56
[6] L. N. Vicente A.R. Conn, K. Scheinberg. Geometry of sample sets in derivative-free optimization:
polynomial regression and underdetermined interpolation. IMA Journal of Numerical Analysis, 28
(4):721–748, 2008. 55
[7] L. N. Vicente A.R. Conn, K. Scheinberg. Introduction to Derivative-Free Optimization. the Society
for Industrial and Applied Mathematics (SIAM), 2009. 2, 34, 41, 42, 54, 55, 56, 58, 59, 62, 64
[8] L. N. Vicente A.R. Conn, K. Scheinberg. Global convergence of general derivative-free trust-
region algorithms to ﬁrst and second-order critical points, siam journal of optimization. SIAM
Journal of Optimization, pages 387–415, 2009. 55
[9] C. Audet and J. E. Dennis, Jr. Analysis of generalized pattern searches. SIAM J. on Optimization,
13(3):889–903, August 2002. ISSN 1052-6234. 55
[10] C. Audet and J. E. Dennis Jr. A pattern search ﬁlter method for nonlinear programming without
derivatives. Technical report, SIAM Journal on Optimization, 2000. 59
[11] C. Audet, V. Bchard, and S. Digabel. Nonsmooth optimization through mesh adaptive direct search
and variable neighborhood search. J. Global Optimization, (2):299–318. 56
116
REFERENCES
[12] C. Audet, A. Custo´dio, and J. E. Dennis, Jr. Erratum : Mesh Adaptive Direct Search Algorithms
for Constrained Optimization,. SIAM Journal on Optimization, 18(4):1501–1503, 2008. 55, 56,
59, 72
[13] M. N. Sahinkaya B. Drew, A. R. Plummer. A review of wave energy converter technology. J.
Power and Energy, 223(partA), 2002. 1, 5
[14] A. Babarit and A. H. Cle´ment. Optimal latching control of a wave energy device in regular and
irregular waves. Applied Ocean Research, 28:77–91, 2006. 7, 8, 13, 33, 36, 48, 93, 95
[15] A. Babarit, G. Duclos, and A. H. Cle´ment. Comparison of latching control strategies for a heaving
wave energy device in random sea. Applied Ocean Research, 26:227–228, 2004. 7, 13, 39
[16] A. Babarit, M. Guglielmi, and A. H. Cle´ment. Declutching control of a wave energy converter.
Ocean Engineering, 36(12–13):1015–1024, 2009. 13, 33, 48, 75, 101
[17] G. Bacelli and J. V. Ringwood. Numerical optimal control of wave energy converters. IEEE
Transactions on Sustainable Energy, in press 2015. 16
[18] G. Bacelli, J. Ringwood, and J. Gilloteaux. A control system for a self-reacting point absorber
wave energy converter subject to constraints. In 18th IFAC World Congress, Milano, Italy, 2011.
16
[19] A.S. Bandeira, K. Scheinberg, and L.N. Vicente. Computation of sparse low degree interpolating
polynomials and their application to derivative-free optimization. Mathematical Programming,
134(1):223–257, 2012. ISSN 0025-5610. doi: 10.1007/s10107-012-0578-z. 55
[20] J. T. Betts. Practical methods for optimal control and estimation using nonlinear programming.
The Society for Industrial and Applied Mathematics (SIAM), second edition, 2010. 18, 24, 81, 90,
104, 106, 110
[21] S. Boyd. Convex Optimization. Cambridge University Press, 2004. 57, 104
[22] K. Budar. A resonant point absorber of ocean-wave power. Nature, 256:185–201, August 1975. 1
[23] C. J. Cargo, A. J. Hillis, A. R. Plummer, and M. Schlotter. Determination of optimal parameters
for a hydraulic power take-off unit of a wave energy converter in regular waves. Proceedings of the
Institution of Mechanical Engineers, Part A: Journal of Power and Energy, 226(1):98–111, 2012.
5
[24] C. J. Cargo, A. J. Hillis, and A. R. Plummer. Optimisation and control of a hydraulic power take-off
unit for a wave energy converter in irregular waves. Proceedings of the Institution of Mechanical
Engineers, Part A: Journal of Power and Energy, 228(4):462–479, 2014. 5
[25] Erin Moulding Chen Greif and Dominique Orban. Bounds on eigenvalues of matrices arising from
interior-point methods. Math, Program., Ser.B 87:215–249, 2012. 104
117
REFERENCES
[26] A. H. Cle´ment and A. Babarit. Discrete control of resonant wave energy devices. Philosophical
Transactions of the Royal Society A, 370:288–314, August 2012. 7, 13, 33, 39
[27] J. Cretel, G. Lightbody, G. P. Thomas, and A. Lewis. Maximisation of energy capture by a wave-
energy point absorber using model predictive control. In Proc. 18th IFAC World Congress, Milano
(Italy), September 2011. 7, 14, 16, 27
[28] J. Cruz. Ocean Wave Energy Current Status and Future Perspectives. Springer, 2008. 1
[29] W. E. Cummins. The impulse response function and ship motions. Symposium on Ship Theory at
the Institut fu¨r Schiffbau der Universita¨t, 256:25–27, January 1962. 7
[30] A. Custo´dio and L. Vicente. Using sampling and simplex derivatives in pattern search methods.
SIAM Journal on Optimization, 18(2):537–555, 2007. 55
[31] S. Digabel. Algorithm 909: Nomad: Nonlinear optimization with the mads algorithm. ACM Trans.
Math. Softw., 37(4):44:1–44:15, February 2011. ISSN 0098-3500. 72
[32] A. H. Cle´ment et. al. Wave energy in europe: current status and perspectives. Renewable and
Sustainable Energy Reviews, 6:405–431, 2002. 1
[33] A. F. Falca˜o. Modelling and control of oscillating-body wave energy converters with hydraulic
power take-off and gas accumulator. Ocean Engineering, 34:2021–2032, 2007. 7
[34] J. Falnes. Ocean Waves and Oscillating Systems: Linear Interactions Including Wave-Energy
Extraction. ISBN 9780521017497. 12
[35] J. Falnes. Optimum control of oscillation of wave-energy converters. In 11th International Off-
shore and Polar Engineering Conference, Stavanger, Norway, June 2001. The International Society
of Offshore and Polar Engineers. 13, 33
[36] J. Falnes. A review of wave-energy extraction. Marine Structures, 20:185–201, 2007. 1
[37] Z. Feng and E. C. Kerrigan. Latching control of wave energy converters using derivative-free
optimization. In Proc. 52nd IEEE Conference on Decision and Control, Florence, 2013. 38, 41,
64, 93
[38] Z. Feng and E. C. Kerrigan. Declutching control of wave energy converters using derivative-free
optimization. In The 19th World Congress of the International Federation of Automatic Control.
IFAC, 2014. 34, 38, 41
[39] Z. Feng and E. C. Kerrigan. Latching-declutching control of wave energy converters uing
derivative-freee optimization. IEEE Transactions on Sustainable Energy, PP(2):1–8, 2015. 34
[40] R. Flecher and S. Leyfferi. Nonlinear programming without a penalty function. Mathematical
Programming, Ser.A91:239–269, 2001. 59
118
REFERENCES
[41] M. Folley and T. J. T. Whittaker. Analysis of the nearshore wave energy resource. Renewable
Energy, 34(7):1709–1715, 2009. 1
[42] F. Fusco and J. V. Ringwood. Short-term wave forecasting for real-time control of wave energy
converters. IEEE Transactions on Sustainable Energy, 1(2):99–106, July 2010. 10, 49, 113, 114
[43] M. Gerdts. A variable time transformation method for mixed-integer optimal control problems.
Optim. Control Appl. Meth., 27:169–182, 2006. 76, 78, 90, 95, 101
[44] G. H. Golub and C. F. Van loan. Matrix Computations. The John Hopkins University Press, third
edition edition, 1996. 24, 110
[45] J. Hals, J. Falnes, and T. Moan. Constrained optimal control of a heaving buoy wave-energy
converter. Journal of Offshore Mechanics and Arctic Engineering, 133:2195–2216, 2011. 13, 14,
16, 27, 76
[46] P. Hansen and N. Mladenovic. Variable neighborhood search: Principles and applications. Euro-
pean Journal of Operational Research, (3):449–467. 56
[47] K. Hasselmann, T. Barnett, E. Bouws, and H. Carlson. Measurements of wind-wave growth and
swell decay during the joint north sea wave project. Dtsch. Hydrogr. Z. Suppl. A, 8(12):95, 1973.
11
[48] R. Henderson. Design, simulation, and testing of a novel hydraulic power take-off system for the
pelamis wave energy converter. Renewable Energy, 31(2):271 – 283, 2006. ISSN 0960-1481.
Marine Energy. 5, 75
[49] C. Josset, A. Babarit, and A. H. Cle´ment. A wave-to-wire model for the searev wave energy
converter. Proceedings of the Institution of Mechanical Engineers, 221(2):81 – 93, 2007. 75
[50] A. E. Bryson Jr. and Yu-Chi Ho. Applied Optimal Control. Hemisphere Publishing Corporation,
1975. 18
[51] C. T. Kelley. Detection and remediation of stagnation in the nelder-mead algorithm using a sufﬁ-
cient decrease condition. SIAM J. OPTIM, 10:43–55, 1997. 55
[52] T. G. Kolda, R. M. Lewis, and V. Torczon. Optimization by direct search: New perspectives on
some classical and modern methods. SIAM Review, 45:385–482, 2003. 54, 55
[53] E. Kristiansen. State-space representation of radiation forces in time-domain vessel models. Ocean
Engineering, 32:2195–2216, 2005. 9, 13
[54] G. Li and M. R. Belmont. Model predictive control of sea wave energy converters part i: A
convex approach for the case of a single device. Renewable Energy, 69(0):453 – 463, 2014. ISSN
0960-1481. 27
119
REFERENCES
[55] C. F. Van Loan. Computing integrals involving the matrix exponential. IEEE Transactions on
Automatic control, 23(3), June 1978. 9, 20
[56] J. M. Maciejowski. Predictive control with constraints. Prentice-Hall, 2002. 38
[57] C. Marechal. Control of a wave-energy farm. Master’s thesis, Imperial College London, London,
2009. 11
[58] K. I. M. Mckinnon. Convergence of the nelder-mead simplex method to a non-stationary point.
Technical report, SIAM J. Optim, 1996. 55
[59] M. Mekhiche and K. A. Edwards. Ocean power technologies powerbuoy: System-level design,
development and validation methodology. In Proceedings of the 2nd Marine Energy Technology
Symposium, Seattle, USA, April 15-18 2014. 5
[60] J. A. Nelder and R. Mead. A simplex method for function minimization. The Computer Journal,
7(4):308–313, 1965. 55
[61] HK RE Net. Marine renewables, 2014. URL http://re.emsd.gov.hk/english/
other/marine/marine_tech.html. 6
[62] R. Oeuvray. Trust-region methods based on radial basis functions with application to biomedical
imaging. PhD thesis, 2005. 55
[63] R. Oeuvray and M. Bierlaire. A derivative-free algorithm based on radial basis functions. Inter-
national Journal of Modelling and Simulation, 2008. 55
[64] The University of Edinburgh. Offshore renewable energy, 2014. URL https://www.eng.
ed.ac.uk/research/themes/offshore-renewable-energy. 6
[65] E. Polak. Optimization: Algorithms and Consistent Approximations. Springer-Verlag New Yourk,
1997. 18, 61
[66] power technology. Pelamis, world’s ﬁrst commercial wave enerfy project, agucadoura,
portugal, 2015. URL http://www.power-technology.com/projects/pelamis/
pelamis6.html. 6
[67] C.J. Price, I.D. Coope, and D. Byatt. A convergent variant of the neldermead algorithm. Journal
of Optimization Theory and Applications, 113(1):5–19, 2002. ISSN 0022-3239. 55
[68] E. Price. New Perspectives on Wave Energy Converter Control. PhD thesis, University of Edin-
burgh, UK, 2009. 1
[69] J.B. Rawlings and D.Q. Mayne. Model Predictive Control: Theory and Design. Nob Hill Publish-
ing, 2009. 14, 16
120
REFERENCES
[70] J. Ringwood and S. Butler. Optimization of a wave energy converter. In IFAC Conference on
Control Applications in Marine Systems, Ancona, Italy, 2004. 9
[71] R. E. Rink, V. Gourishankar, and M. Zaheeruddin. Optimal control of heat-pump/heat-storage sys-
tems with time-of-day energy price incentive. Journal of Optimization Theory and Applications,
58(1):93–108, 1988. ISSN 0022-3239. 103
[72] R. Rockafellar, Tyrrell, and J. B. Wets. Variational analysis, volume 317. Springer-Verlag, Berlin,
1998. 60
[73] S. H. Salter. Power conversion systems for ducks. In Proc. Internat. Conf. on Future Energy Con-
cepts, volume 171, pages 100–108, London, September 1979. Institution of Electrical Engineers.
13
[74] S. H. Salter. Power conversion systems for wave energy. Journal of Engineering for the Maritime
Environment, 216:1–27, 2002. 4, 5, 75
[75] M. P. Schoen, J. Hals, and T. Moan. Wave prediction and fuzzy logic control of wave energy
converters in irregular waves. In 16th Mediterranean Conference on Control and Automation,
Ajaccio, France, June 2008. 13
[76] Paris: REN21 Secretariat. Renewables 2012: Global status report. Worldwatch Institute Wash-
ington, DC, 2012. 1
[77] J. L. Speyer. Primer on optimal control theory. The Society for Industrial and Applied Mathemat-
ics (SIAM), 2010. 18
[78] M .Stein. Large sample properties of simulations using latin hypercube sampling. Technometrics,
29(2):pp. 143–151, 1987. ISSN 00401706. 55
[79] R. H. Stewart. Introduction To Physical Oceanography. Department of Oceanography Texas A &
M University, 2000. 10
[80] B. Teillant, J. C. Gilloteaux, and J. V. Ringwood. Optimal damping proﬁle for a heaving buoy wave
energy converter. In 8th IFAC Conference on Control Applications in Marine Systems (CAMS),
Rostock-Warnemu¨nde, Germany, September 2010. 33, 75
[81] M. J. Tenny, J. B. Rawlings, and S. J. Wright. Closed-loop behavior of nonlinear model predictive
control. AIChE Journal, 50(9):2142–2154, 2004. ISSN 1547-5905. 103
[82] P. Tseng. Fortiﬁed-descent simplicial search method: A general approach. Technical report, SIAM
J. Optim, 1995. 55
[83] P. J. M. van Laarhoven and E. H. L. Aarts. Simulated Annealing: Theory and Applications. D.
Reidel Publishing Company, 1987. 51
121
REFERENCES
[84] A. Wa¨chter and L. T. Biegler. On the implementation of an interior-point ﬁlter line-search algo-
rithm for large-scale nonlinear programming. Mathematical Programming: Series A and B, 106:
25 – 57, May 2006. 82, 104, 111, 112
[85] T. Whittaker. The development of oyster–a shallow water surging wave energy converter. In 7th
European Wave and Tidal Energy Conference, Porto, Portugal, Sep. 2007. 5
[86] S. Wild, R. Regis, and C. Shoemaker. Orbit: Optimization by radial basis function interpolation in
trust-regions. SIAM Journal on Scientiﬁc Computing, 30(6):3197–3219, 2008. 55
[87] D. J. Woods. An Interactive Approach For Solving Multi-Objective Optimization Problems. PhD
thesis, Rice University, US, 1985. 55
[88] M. H. Wright. Direct Search Methods: Once scorned, now respectable, in Numerical Analysis.
Addison Wesley Longman Limited, 1995. 54
[89] Margaret.H. Wright. Interior methods for constrained optimization. Acta Numerica, pages 341–
407, 1991. 104, 106
[90] S. J. Wright. Interior-point methods for optimal control of discrete-time systems. SIAM J. Opti-
mization, 77(2):161–187, 1993. 24
[91] S. J. Wright. Primal-Dual Interior-Point Methods. the Society for Industrial and Applied Mathe-
matics (SIAM), 1997. 104, 106
[92] Z. Yu. State-space modelling of a vertical cylinder in heave. Applied Ocean Research, 17:265–215,
1995. 7, 9, 11, 12
122
