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EDGE RINGS WITH 3-LINEAR RESOLUTIONS
TAKAYUKI HIBI, KAZUNORI MATSUDA AND AKIYOSHI TSUCHIYA
ABSTRACT. It is shown that the edge ring of a finite connected simple graph with a
3-linear resolution is a hypersurface.
INTRODUCTION
The edge ring and the edge polytope of a finite connected simple graph together with
its toric ideal has been studied by many articles. Their foundation was established in
[6, 7]. In [7, Theorem 4.6] it is shown that the edge ring K[G], where K is a field, of a
finite connected simple graph G on [N] = {1, . . . ,N} has a 2-linear resolution if and only
if K[G] is isomorphic to the polynomial ring in N− δ variables over the Segre product
K[x1,x2]♯K[y1, . . . ,yδ ] of two polynomial rings K[x1,x2] and K[y1, . . . ,yδ ], where δ is the
normalized volume ([9, p. 36]) of the edge polytope PG of G. The purpose of the present
paper is to study the question when K[G] has a 3-linear resolution.
Theorem 0.1. Let G be a finite connected simple graph and K[G] its edge ring. If K[G]
has a 3-linear resolution, then K[G] is a hypersurface.
Achieving our proof of Theorem 0.1, we cannot overcome the temptation to give the
following
Conjecture 0.2. The edge ring of a finite connected simple graph with a q-linear resolu-
tion, where q≥ 3, is a hypersurface.
When the edge ring K[G] of a finite simple graphG is studied, we follow the convention
of assuming that G is connected. Let G be a finite disconnected simple graph with the
connected components G1,G2, . . . ,Gs and suppose that each Gi has at least one edge.
Then the edge ring of G is K[G] = K[G1]⊗K · · ·⊗K K[Gs] and its toric ideal is
(IG1, IG2, . . . , IGs)⊂ K[x
(1)
1 , . . . ,x
(1)
n1 ,x
(2)
1 , . . . ,x
(2)
n2 , . . . ,x
(s)
1 , . . . ,x
(s)
ns ].
Let, say, IG1 6= (0) and IG2 6= (0). Then K[G] cannot have a linear resolution. Hence K[G]
has a d-linear resolution if and only if there is 1 ≤ i ≤ s for which K[Gi] has a d-linear
resolution and each K[G j] with i 6= j is the polynomial ring.
2010Mathematics Subject Classification. 05E40, 13H10, 52B20.
Key words and phrases. finite graph, edge ring, linear resolution, δ -polynomial.
The authors are partially supported by JSPS KAKENHI 26220701, 17K14165 and 16J01549.
1
In the present paper, after preparing necessary materials on edge polytopes and edge
rings (Section 1), regularity and linear resolutions (Section 2), and δ -polynomials and
degrees of lattice polytopes (Section 3), Theorem 0.1 will be proved in Section 4.
1. EDGE POLYTOPES AND EDGE RINGS
A lattice polytope is a convex polytope all of whose coordinates have integer coordi-
nates. Let P ⊂ RN be a lattice polytope of dimension d and P ∩ZN = {a1, . . . ,an}.
Let K be a field and K[t±1,s] = K[t±11 , . . . , t
±1
N ,s] the Laurent polynomial ring in N+ 1
variables over K. Given a lattice point a = (a1, . . . ,aN) ∈ Z
N , we write ta for the Laurent
monomial t
a1
1 · · · t
aN
N ∈ K[t
±1,s]. The toric ring K[P] of P is the subalgebra of K[t±1,s]
which is generated by those monomials ta1s, . . . , tans over K. Let K[x] = K[x1, . . . ,xn]
denote the polynomial ring in n variables over K and define the surjective ring homomor-
phism pi : K[x]→ K[P] by setting pi(xi) = t
ais for 1≤ i≤ n. The kernel IP of pi is called
the toric ideal of P .
Let G be a finite connected simple graph on the vertex setV (G) = [N] with the edge set
E(G) = {e1, . . . ,en}. Let e1, . . . ,eN denote the canonical unit coordinate vectors of R
N .
Given an edge e = {i, j} of G, we set ρ(e) = ei+ e j ∈ R
N . The edge polytope PG of
G is the lattice polytope which is the convex hull of {ρ(e1), . . . ,ρ(en)} in R
N . One has
dimPG = N− 1 if G has at least one odd cycle, and dimPG = N− 2 if G is bipartite.
The edge ring K[G] of G is the toric ring of PG, that is, K[G] =K[PG] and the toric ideal
IG of K[G] is the toric ideal of PG, that is, IG = IPG .
Recall from [7] what a system of generators of the toric ideal IG is. A walk of G of
length q connecting v1 ∈V (G) and vq+1 ∈V (G) is a finite sequence of the form
Γ = ({v1,v2},{v2,v3}, . . . ,{vq,vq+1})
with each {vk,vk+1} ∈ E(G). An even walk is a walk of even length and a closed walk is
a walk such that v1 = vq+1. Given an even closed walk
Γ = (ei1,ei2, . . . ,ei2q)
of G with each ek ∈ E(G), we write fΓ for the binomial
fΓ =
q
∏
k=1
xi2k−1−
q
∏
k=1
xi2k
belonging to IG, where pi(xi) = t
ρ(ei)s.
Lemma 1.1. The toric ideal IG of a finite connected simple graph G is generated by those
binomials fΓ, where Γ is an even closed walk of G.
As a result, it follows that
Lemma 1.2. (a) A finite connected simple graph G has a 4-cycle if and only if a homoge-
neous polynomial of K[x] of degree 2 belongs to IG.
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(b) Let Γ = (ei1, . . . ,ei6) be an even closed walk of G of length 6 with fΓ ∈ IG. Then Γ
is either a 6-cycle C6 or the following:
G6 :
ei2
ei4
ei6
ei5
ei3
ei1
t
t
t
t
t
❍❍❍❍❍❍
✟✟
✟✟
✟✟
✟✟✟✟✟✟
❍❍
❍❍
❍❍
2. REGULARITY AND Q-LINEAR RESOLUTIONS
Let S= K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K with each
degxi = 1. Let I ⊂ S be a homogeneous ideal of S and
FS/I : 0→
⊕
j≥1
S(−ah j)
βh, j → ·· · →
⊕
j≥1
S(−a1 j)
β1, j → S→ S/I→ 0
a (unique) graded minimal free S-resolution of S/I. The (Castelnuovo-Mumford ) regu-
larity of S/I is
reg(S/I) =max{ j− i : βi, j 6= 0}.
We say that S/I has a q-linear resolution if βi, j = 0 for each 1 ≤ i ≤ h and for each
j 6= q+ i− 1. If S/I has a q-linear resolution, then reg(S/I) = q− 1 and I is generated
by homogeneous polynomials of degree q. We refer the reader to, e.g., [1] and [3] for the
detailed information about regularity and linear resolutions.
Lemma 2.1 ([2, Proposition 1.7 (d)]). If S/I is Cohen–Macaulay and has a q-linear
resolution, and if c is the codimension of S/I, then the number of generators of I is(
c+q−1
c−1
)
=
(
c+q−1
q
)
.
3. REGULARITY OF TORIC RINGS AND DEGREES OF LATTICE POLYTOPES
Recall that a matrix A ∈ ZN×N is unimodular if det(A) = ±1. Given lattice polytopes
P ⊂ RN and Q ⊂ RN , we say that P and Q are unimodularly equivalent if there exist
a unimodular matrix U ∈ ZN×N and a lattice point w ∈ ZN such that Q = fU (P)+w,
where fU is the linear transformation of R
N defined byU , i.e., fU(v) = vU for all v∈R
N .
If P and Q are unimodularly equivalent, then K[P]∼= K[Q].
Let P ⊂ RN be a lattice polytope of dimension d. The δ -polynomial of P is the
polynomial
δ (P,λ ) = (1−λ )d+1
[
1+
∞
∑
t=1
|tP ∩ZN |λ t
]
in λ , where tP = {ta : a ∈ P}. Each coefficient of δ (P,λ ) is a nonnegative integer
and the degree of δ (P,λ ) is at most d. If P and Q are unimodularly equivalent, then
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δ (P,λ ) = δ (Q,λ ). Let deg(P) denote the degree of δ (P,λ ) and set codeg(P) =
d+1−deg(P). It then follows that
codeg(P) =min{r ∈ Z≥1 : int(rP)∩Z
N 6= /0},
where int(P) is the relative interior of P in RN and where Z≥1 stands for the set of
positive integers. We refer the reader to [4, Part II] for the detailed information about
δ -polynomials and their related topics.
Lemma 3.1 ([8, Stanley’s Monotonicity-Theorem]). Let Q ⊂ P ⊂ RN be lattice poly-
topes. Then deg(Q)≤ deg(P).
Corollary 3.2. Let G be a finite connected simple graph and let G′ ⊂ G be a connected
subgraph of G. Then deg(PG′)≤ deg(PG).
In general we say that a convex polytope of dimension d is full dimensional if it embeds
in Rd . A full dimensional lattice polytope P ⊂ Rd satisfying the condition
Z
d+1 = ∑
a∈P∩Zd
Z(a,1)(1)
will be particularly of interest.
Lemma 3.3 ([5, p. 6]). Let P ⊂ Rd be a full dimensional lattice polytope which satisfies
the condition (1). Then reg(K[P])≥ deg(P).
Corollary 3.4. Let G be a finite connected simple graph on [N]. Then
reg(K[PG])≥ deg(PG).
Proof. First, suppose that G has at least one odd cycle and write H ⊂ RN for the affine
subspace spanned by PG. We define the affine transformation Ψ :H →R
N−1 by setting
Ψ(a1,a2, . . . ,aN−1,aN) = (a1,a2, . . . ,aN−1).
Then Ψ(H ∩ZN) = ZN−1. The image Ψ(PG) of PG is a full dimensional lattice poly-
tope of RN−1 with K[PG] ∼= K[Ψ(PG)] and δ (PG,λ ) = δ (Ψ(PG),λ ). Let H be a
connected spanning subgraph of G such that H has exactly N edges and that H has ex-
actly one cycle which is odd. Note that we can obtain such a connected spanning sub-
graph H by taking a spanning tree of G and adding an edge of G to the spanning tree.
Then Ψ(PH) ⊂ R
N−1 is a full dimensional simplex which is unimodularly equivalent
to the full dimensional standard simplex of RN−1. Hence Ψ(PH) satisfies the condi-
tion (1). In particular Ψ(PG) satisfies the condition (1). Lemma 3.3 now guarantees
reg(K[PG])≥ deg(PG), as desired.
Second, suppose that G is a bipartite graph with the partition [N] =U ∪V , where 1 ∈U
and N ∈V . Let H ⊂RN denote the affine subspace spanned by PG and define the affine
transformation Ψ′ :RN → RN−2 by setting
Ψ(a1,a2, . . . ,aN−1,aN) = (a2, . . . ,aN−1).
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Then Ψ′(H ∩ZN) = ZN−2. The image Ψ′(PG) of PG is a full dimensional lattice
polytope of RN−2 with K[PG] ∼= K[Ψ
′(PG)] and δ (PG,λ ) = δ (Ψ
′(PG),λ ). Let T
be a spanning tree of G. Then Ψ′(PT ) ⊂ R
N−2 is a full dimensional simplex which
is unimodularly equivalent to the full dimensional standard simplex of RN−2. Hence
Ψ′(PT ) satisfies the condition (1). In particular Ψ
′(PG) satisfies the condition (1).
Lemma 3.3 now guarantees reg(K[PG])≥ deg(PG), as required. 
4. PROOF OF MAIN THEOREM
In order to prove Theorem 0.1, a few lemmata must be prepared. Let, as before, G be a
finite connected simple graph on [N]. Recall that ifK[G] has a 3-linear resolution, then one
has reg(K[G]) = 2 ≥ deg(PG) from Corollary 3.4 and IG is generated by homogeneous
polynomials of degree 3. Especially, G has no 4-cycle and has no even cycle of length
≥ 8 without chord ([7, Lemma 3.3]). By computing deg(PG), we consider how many
even closed walks as in Lemma 1.2 (b) there can exist in G when K[G] has a 3-linear
resolution. In particular, we give a upper bound of the number of generators of IG. First,
we focus on G6.
Lemma 4.1. If G has at least two disjoint odd cycles, then deg(PG)≥ 3.
Proof. Let C be a cycle of G of length 2k+ 1 and C′ a cycle of G of length 2ℓ+ 1 for
which V (C)∩V(C′) = /0. We introduce the lattice polytope Q ⊂ R2k+2ℓ+2 which is the
convex hull of {ρ(e)∈R2k+2ℓ+2 : e∈E(C)∪E(C′)}. Since dimQ = 2k+2ℓ+1 and since
(1,1, . . . ,1) belongs to int((k+ℓ+1)Q)∩Z2k+2ℓ+2, it follows that codeg(Q)≤ k+ℓ+1
and deg(Q) ≥ k+ ℓ+ 1 ≥ 3. By using Lemma 3.1, one has deg(PG) ≥ 3, as desired.

From this lemma if K[G] has a 3-linear resolution, then any two odd cycles of G have a
common vertex. In particular, we get the following corollary.
Corollary 4.2. If deg(PG) ≤ 2, then any two odd cycles of G have a common vertex. In
particular, G satisfies the odd cycle condition ([6, p. 410]) and K[G] is Cohen–Macaulay.
Hence, if K[G] has a 3-linear resolution, then K[G] is Cohen-Macaulay.
Now, we show how many subgraphs of the form G6 there exist in G, when K[G] has a
3-linear resolution. In fact, the following lemma implies that G has at most one subgraph
of the form G6.
Lemma 4.3. If G has at least three 3-cycles and has no 4-cycle, then deg(PG)≥ 3.
Proof. By virtue of Lemma 4.1, we may assume that G has a subgraph G′ which is the
union of three 3-cycles C1,C2 and C3 for which V (Ci)∩V (C j) 6= /0 for 1 ≤ i < j ≤ 3.
Since G has no 4-cycle, one has E(Ci)∩E(C j) = /0 for 1 ≤ i < j ≤ 3. Let i1, i2 and i3
be vertices of G with i1, i2 ∈V (C1), i2, i3 ∈V (C2) and i1, i3 ∈V (C3). It then follows that
either i1 = i2 = i3 or |{i1, i2, i3}| = 3. However, if |{i1, i2, i3}| = 3, then G has a 4-cycle.
As a result, one has i1 = i2 = i3 and G
′ is the following graph:
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t t
t
t
t
t
t
❆
❆
❆
❆
✁
✁
✁
✁
❍❍❍❍
✟✟
✟✟
✟✟✟✟
❍❍
❍❍
Since deg(PG′) = 3, by using Corollary 3.2, one has deg(PG)≥ 3, as required. 
Next, we focus on C6. The following lemma implies that G has no even cycles expect
for 6-cycles as subgraph when K[G] has a 3-linear resolution.
Lemma 4.4. If G has an even cycle of length ≥ 8 with a chord and has no 4-cycle, then
deg(PG)≥ 3.
Proof. Let Ck,ℓ denote the subgraph of G with
E(Ck,ℓ) = {{1,2},{2,3}, . . .,{2k−1,2k},{1,2k},{1, ℓ}},
where k ≥ 4 and 3≤ ℓ≤ k+1. One has
dim(PCk,ℓ) =
{
2k−1 (if ℓ is odd),
2k−2 (if ℓ is even).
Since (e1+ · · ·+ e2k)+(e1+ eℓ) ∈ int((k+1)PCk,ℓ)∩Z
2k, it follows that
deg(PCk,ℓ) =
{
k−1 (if ℓ is odd),
k−2 (if ℓ is even).
Since G has no 4-cycle, one has (k, ℓ) 6= (4,4). Hence deg(PCk,ℓ) ≥ 3. Again Corollary
3.2 guarantees that deg(PG)≥ 3, as desired. 
Now, we show how many subgraphs of the form C6 there exist in G, when K[G] has a
3-linear resolution. In fact, the following lemma and Lemma 4.4 imply that G has at most
one subgraph of the formC6.
Lemma 4.5. Suppose that
(i) G has at least two 6-cycles;
(ii) G has no 4-cycle;
(iii) G has no even cycle of length ≥ 8.
Then deg(PG)≥ 3.
Proof. Take different two 6-cycles C1 and C2 with the vertex sets V (C1) = {1, . . . ,6} ⊂
[N] and V (C2) = {v1, . . . ,v6} ⊂ [N] and the edge sets E(C1) = {{1,2}, . . . ,{5,6},{1,6}}
and E(C2) = {{v1,v2}, . . . ,{v5,v6},{v1,v6}}. Let H be the finite simple graph such that
V (H) = V (C1)∪V (C2) and E(H) = E(C1)∪E(C2). Then we can assume that H is a
subgraph of G.
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Suppose that V (C1)∩V (C2) = /0. We introduce the lattice polytope Q ⊂ R
N which is
the convex hull of {ρ(e) ∈ RN : e ∈ E(C1)∪E(C2)}. Then one has deg(Q) = 4. Hence
by using Lemma 3.1, we obtain deg(PG)≥ 3.
Now, we show that ifV (C1)∩V(C2) 6= /0, then deg(PH)≥ 3, hence one has deg(PG)≥
3 from Corollary 3.2.
First, suppose that |V (C1)∩V (C2)| = 1. Then we can assume that v1 = 1. Moreover,
one has deg(PH) = 4.
Second, suppose that |V (C1)∩V (C2)| = 2. Then we should consider the cases where
(v1,v2) = (1,2), (v1,v2) = (1,3), (v1,v2) = (1,4), (v1,v3) = (1,3), (v1,v3) = (1,4) or
(v1,v4) = (1,4). In these cases, it follows that H has 4-cycles, H has even cycles of
length ≥ 8 or deg(PH)≥ 3.
Finally, suppose that |V (C1)∩V (C2)| = k with some positive integer 3 ≤ k ≤ 6 and
v1= 1. We considerH for any {i2, . . . , ik}⊂{2, . . . ,6}with i2 < · · ·< ik and { j2, . . . , jk}⊂
{2, . . . ,6} such that (vi2, . . . ,vik) = ( j2, . . . , jk). In many cases, H has 4-cycles or H has
even cycles of length ≥ 8. In fact, H is one of the following graphs up to graph equiva-
lence:
t
t
t
t
t
t
2
3
1
4
6
5
✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
t
t
t
❚
❚
❚
❚
❚✁
✁
❆
❆
(v2,v3) = (2,4)
2
3
1
4
6
5
t
t
t
t
t
t
t
t
t✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
✔
✔
✔
✔
✔
❆
❆
❩
❩
❩
❩
(v2,v3) = (3,2)
t
t
t
t
t
tt
t
t2
3
1
4
6
5
✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
❆
❆
❏
❏
❏ ❝
❝
(v2,v4) = (2,5)
t
t
t
t
t
tt t
t2
3
1
4
6
5
✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
✔
✔
✔
✔
✔
✁
✁❆
❆
❆
❆
(v2,v4) = (3,4)
t
t
t
t
t
tt
t✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
❆
❆
✁
✁
(v2,v3,v4) = (2,3,4)
2
3
1
4
6
5
2
3
1
4
6
5
t
t
t
t
t
t
t
t✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
❆
❆
❝
❝
(v2,v3,v4) = (2,3,5)
t
t
t
t
t
t
2
3
1
4
6
5
t
t✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
❚
❚
❚
❚
❚
❆
❆
❝
❝
(v2,v3,v4) = (2,4,5)
t
t
t
t
t
t
t✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
❆
❆
❚
❚
❚
❚
❚
2
3
1
4
6
5
(v2,v3,v4,v5) = (2,4,5,6)
t
t
t
t
t
t
t✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
✔
✔
✔
✔
✔
❆
❆2
3
1
4
6
5
(v2,v3,v4,v5) = (3,4,5,6)
t
t
t
t
t
tt
✑
✑
✑
◗
◗
◗
✑
✑
✑
◗
◗
◗
❏
❏
❏
2
3
1
4
6
5
✔
✔
✔
✔
✔
(v2,v3,v5,v6) = (3,2,5,6)
In the above cases, one has deg(PH)≥ 3.
Therefore, we complete the proof. 
Finally, we are in the position to give a proof of Theorem 0.1.
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Proof of Theorem 0.1. Suppose that K[G] has a 3-linear resolution. Then the above dis-
cussion guarantees that K[G] is Cohen–Macaulay. Lemma 2.1 then says that the number
of generators of IG is
(
c+2
3
)
= c(c+ 1)(c+ 2)/6, where c = |E(G)| − dimK[G]. On the
other hand, from Lemma 1.2 (b) the number of generators of IG is at most 2. If K[G] is not
a hypersurface, then the number of generators of IG is equal to 2. However, no positive
integer c satisfies c(c+1)(c+2)/6= 2. As a result, K[G] must be a hypersurface. 
Example 4.6. Let G2,3 be the complete bipartite graph on {1,2}∪{3,4,5}. Its edge ring
K[G2,3]∼= K[x1,x2,x3,x4,x5,x6]/(x1x5− x2x4,x1x6− x3x4,x2x6− x3x5)
has a 2-linear resolution ([7, Theorem 4.6]). However, K[G2,3] is not a hypersurface.
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