In this paper, we propose an optimal least-squares finite element method for 2D and In order to get an optimal least-squares method, the irrotationality V x p = 0 should be included in the first-order system.
3D elliptic problems and discuss its advantages over the mixed Galerkin method and the usual least-squares finite element method.
In the usual least-squares finite element method, the second-order equation -V • (Vu) + u = f is recast as a first-order system -V • p 4-u : f, Vu -p : 0. Our error analysis and numerical experiments show that, in this usual least-squares finite element method, the rate of convergence for flux p is one-order lower than optimal. In order to get an optimal least-squares method, the
Introduction
The that is, the rate of convergence for flux is one-order lower than optimal. In order to get an optimal LSFEM, the compatibility condition (the irrotationallty) should be included in the first-order system.
The plan of the presentation is as follows.
In Section 2, we introduce the model problem and notations. In Section 3, we give a short summary on the related mixed Galerkin method for the purpose of comparison.
In Section 4, we analyse the usual LSFEM and explain where the trouble comes from. In Section 5, an optimal LSFEM and the error estimation are presented. In Section 6, we discuss how to deal with some more general elliptic problems. In Section 7, numerical results are given.
Preliminaries and Notations
In this paper, we present the essential idea of the optimal least-squares finite element method by solving the following second-order elliptic boundary-value problem: In mixed methods, problem (1) is decomposed into an equivalent first-order system:
Then the Galerkin principle is applied to problem (4). This leads to the mixed Galerkin weak statement:
It is well known that problem (5) corresponds to a saddle-point variational problem, and thus in order to guarantee the existence of the solution, the pair (u, p) must satisfy the following Babu_ka-Brezzi condition:
f.
The Babu_ka-Brezzi condition precludesthe application of simple equal-order finite elements. It can be proved that the finite element spacesHh and Wh satisfy the discrete Babuska-Brezzi condition (6), and if the solution (u, p) of (4) lu-uhll + Irp-phlro_<Ch_(lul_+l+ IlPtJ_)-
The estimate (7) tells us that in this mixed method the accuracy for flux p is always one-order lower than that for the primal variable u.
By inspecting equation (5), we know that the matrix associated with the mixed method is non-positive. This makes the use of iterative methods to solve large-scale problems very difficult.
The Usual LSFEM
The usual LSFEM [1,2] is also based on first-order system (4). For 2D problems, the first-order system in (4) consists of three equations and three unknown functions.
The firstorder system with an odd number of unknowns and an odd number of equations cannot form an elliptic system in the ordinary sense. For 3D problems, although the first-order system in (4) has four unknowns and four equations, it is easy to verify that the system is not elliptic in the ordinary sense. This fact makes us suspect that the LSFEM based on system (4) will not be optimal. Now let us analyse the usual LSFEM which minimizes the following functional:
Taking variation of I with respect to u and p, and letting _5[ = 0, 5u = v and 5p = q lead to a least-squares weak statement:
where
The corresponding finite element problem is then to find Uh = (Uh, Ph) E Hh × Sh, such that
It is easy to verify that 
Let us prove the coercivity (12). We know that
or
REMARK.
We may say that the coercivity (16) 
By combining (14) and (15) together and using Green's formula (3) and the boundary condition, we obtain the coerclvity: (4) 
in which (i00 ) ( 1o0 ) 
It is not difficult to verify that q_ = wl = w2 = ws _ O, and thus system (18) with four unknowns and seven equations is indeed equivalent to system (21) with eight unknowns and eight equations.
We may write system (21) in a standard matrix form: 
Oq2 ds ---n2ql oza ) "
The boundary term in the foregoing equation is equal to zero by virtue of the boundary condition q • n = 0. For example, for the part of boundary with nl = 1, n2 = 0, the boundary condition is ql = 0, and thus Oql/Oz2 = 0. Therefore, the boundary integration associated with this part of boundary is equal to zero.
The optimal LSFEM minimizes the following functional:
Taking variation of [ with respect to u and p, and letting 61" = 0, 6u = v and 6p = q lead to a least-squares weak statement:
The corresponding finite element problem is then to find Uh = (Uh, ph) E Hh X Sh, such that
The combination of (29) and Lemma 5.1 yields the coercivity (28).
Once the coercivity is proved, the derivation of the following theorem is trivial. The optimality attributes to the fact that the optimal LSFEM controls not only the divergence, but also the curl of the error of flux.
Discussion
If there is no u term in the first equation of (1) However, the error of p for the usual LSFEM is quite large.
Here we should mention that in all of our calculations, 2 x 2 Gaussian quadrature was used for finite element solutions, and 3 x 3 Gaussian quadrature was used for error (_)_- 
