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The asymmetric simple exclusion [C1 E 1, C2£T l ), ... , +(0), respectively. The initial distribution has shocks (discontinuities) at = 1,..., n, and we assume that in the corresponding macroscopic Burgers equation the n shocks meet in r * at time t * . The microscopic position of the shocks is represented by second class particles whose distribution in the scale £-1/2 is shown to converge to a function of n independent Gaussian random variables representing the fluctuations of these particles "just before the meeting". We show that the density field at time ~"~*, in the and as seen converges weakly to a random measure with piecewise constant density as ~ -0; the points of discontinuity depend on these limiting Gaussian variables. As a corollary we show that, as ~ -0, the distribution of the process at ~ ~ -1 ~2a at tends to a non-trivial convex combination of the product measures with densities pk, the weights of the combination being explicitly computable. © [109] [110] [111] [112] [113] [114] [115] [116] [117] [118] [119] [120] [121] [122] [123] [124] [125] [126] for f a cylinder function in {O, 1 r~~, with where p(x,x + 1):= p, p(x,x -1):= q:= 1 -p, with 1/2 /? ~ 1. This process was first studied by Spitzer [12] 
SECOND CLASS PARTICLES AND MORE
Ferrari, Kipnis and Saada [7] and Ferrari [5] have shown that in the case that is the initial measure, the shock front is well described by X t , the position of a "second class particle" initially located at the origin. This fact together with the validity of a central limit theorem for X t as t -+00, proven by [FF] , are the essentials for the proof that in the totally asymmetric case tends + v,~). For all this, as well as in the present work, the main tool is coupling. To realize a coupling of several évolutions of the simple exclusion process, corresponding to several initial configurations, is particularly simple through the graphical construction: to each pair of sites (x, x + 1), let us associate a Poisson process with rate 1, and at each of its occurrences we put an arrow x ~ x + 1. Construct all such Poisson processes as independent in some space A, P). Given any realization of arrows and a initial configuration yy, we may realize an evolution l7t corresponding to L imposing that whenever an arrow x -x + 1 appears, if there is a particle at x and no particle at x + 1, then this particle moves to x + 1; otherwise, nothing happens. ( Rigorous versions of the facts described on the previous two paragraphs lead straightforwardly to Theorem 2.1. We state and prove them in the paragraphs below.
The first step is to describe the behavior of (X ~a , ... , X ~a ) . Since each of the coordinates X k correspond to the motion of a second class tagged particle in a single shock situation, the essential is their dependence on the initial condition. Indeed 
