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NONCOMMUTATIVE APPROXIMATION:
INVERSE-CLOSED SUBALGEBRAS AND OFF-DIAGONAL
DECAY OF MATRICES
KARLHEINZ GRO¨CHENIG AND ANDREAS KLOTZ
Abstract. We investigate two systematic constructions of inverse-closed sub-
algebras of a given Banach algebra or operator algebra A, both of which are
inspired by classical principles of approximation theory. The first construction
requires a closed derivation or a commutative automorphism group on A and
yields a family of smooth inverse-closed subalgebras of A that resemble the usual
Ho¨lder-Zygmund spaces. The second construction starts with a graded sequence
of subspaces of A and yields a class of inverse-closed subalgebras that resemble
the classical approximation spaces. We prove a theorem of Jackson-Bernstein
type to show that in certain cases both constructions are equivalent.
These results about abstract Banach algebras are applied to algebras of infinite
matrices with off-diagonal decay. In particular, we obtain new and unexpected
conditions of off-diagonal decay that are preserved under matrix inversion.
1. Introduction
A remarkable class of results in numerical analysis asserts that the off-diagonal
decay of an infinite matrix is inherited by its inverse matrix. The prototype is
Jaffard’s theorem [33]: If the matrix A with entries A(k, l), k, l ∈ Z, is invertible
on ℓ2(Z) and if, for r > 1,
|A(k, l)| ≤ C(1 + |k − l|)−r for all k, l ∈ Z , (1.1)
then also
|(A−1)(k, l)| ≤ C(1 + |k − l|)−r for all k, l ∈ Z .
This result has found many variations and inspired a long line of research. Off-
diagonal decay has been modeled (a) with more general weight functions [3, 4, 21,
28], (b) with weighted versions of Schur’s test [28], (c) with convolution-dominated
matrices [3, 26, 29, 39, 44], or (d) with mixtures of such conditions [45].
Which forms of off-diagonal decay are inherited by the inverse of a matrix? The
answers so far mix art and hard mathematical work. The art is to guess a suitable
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decay condition, the work is then to prove that this decay condition is preserved
under inversion. Our goal is more ambitious: we aim at a systematic construction
of decay properties that are inherited by matrix inversion.
Our tools are borrowed from approximation theory and from the theory of op-
erator algebras and Banach algebras. At first glance, these tools have nothing to
do with the off-diagonal decay of infinite matrices. The appearance of operator
algebras becomes plausible when we observe that almost all known conditions for
off-diagonal decay define Banach algebras. The appearance of approximation the-
ory (in the form of smoothness spaces and approximation spaces) is perhaps more
surprising. Indeed, the connection between the problem of off-diagonal decay and
approximation theory is one of the main insights of this paper.
To put our problem into an abstract setting, suppose that we are given a Ba-
nach algebra B. We may think of B as an algebra of infinite matrices whose norm
describes some form of off-diagonal decay. We first try to find a systematic con-
struction of subalgebras A ⊆ B such that an element a ∈ A is invertible in A if and
only if a is invertible in the larger algebra B. In the context of matrices, we think
of the smaller algebra as an algebra describing a stronger decay condition. Tech-
nically, we say that a unital Banach algebra A is inverse-closed in B, if a ∈ A and
a−1 ∈ B implies a−1 ∈ A. Inverse-closedness occurs under various names (spectral
invariance, Wiener pair, local subalgebra, etc.) in many fields of mathematics, see
the survey [27]. While often the existence of an inverse-closed subalgebra is taken
for granted, e.g., in non-commutative geometry [7, 17], our interest is in the sys-
tematic construction of inverse-closed subalgebras and their application to matrix
algebras.
We present and investigate two constructions of inverse-closed subalgebras of a
Banach algebra, both of which are inspired by ideas from approximation theory.
The first idea is the construction of “smooth” subalgebras via derivations. In
its essence this idea is a generalization of the quotient rule for the derivative. If a
continuously differentiable function f on an interval does not have any zeros, then
its inverse 1/f is again continuously differentiable. In the abstract context of a
Banach algebra A the derivative is replaced by an unbounded derivation. Then the
same algebraic manipulations used to prove the quotient rule show that the domain
of a derivation is inverse-closed in the original algebra. The first result of this type is
due to the fundamental work of Bratteli and Robinson [11, 12] and can also be found
in Connes [17]. For the case of a matrix algebra over Z the relevant derivation is the
commutator with the diagonal matrix X with entries X(k, l) = 2πikδk,l, k, l ∈ Z.
The commutator A 7→ [X,A] = XA−AX is a derivation and [X,A] has the entries
[X,A](k, l) = 2πi(k − l)A(k, l), k, l ∈ Z. Clearly, if [X,A] enjoys some off-diagonal
decay, then A itself has a better off-diagonal decay. (Such commutators are used
implicitly in Jaffard’s work [33].)
To demonstrate how far this idea can be pushed we formulate explicitly a mul-
tivariate statement with anisotropic off-diagonal decay conditions.
Theorem 1.1. Let A be a matrix over Zd, r > d, and α = (α1, . . . , αd) ∈ Z
d with
αj ≥ 0. If A is invertible on ℓ
2(Zd) and satisfies the anisotropic off-diagonal decay
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condition
|A(k, l)| ≤ C(1 + |k − l|)−r
d∏
j=1
(1 + |kj − lj |)
−αj k, l ∈ Zd , (1.2)
then the entries of the inverse matrix A−1 satisfy an estimate of the same type
|(A−1(k, l)| ≤ C ′(1 + |k − l|)−r
d∏
j=1
(1 + |kj − lj |)
−αj , k, l ∈ Zd .
To fill in the gap between integer rates of decay (corresponding to Ck-functions),
we turn to approximation theory, which suggests the concept of fractional smooth-
ness and offers the Ho¨lder-Zygmund spaces. To treat these constructions in the
general context of Banach algebras, we need more structure and consider Banach
algebras with a commutative automorphism group and the associated generators.
The second idea for the construction of inverse-closed matrix algebras is based on
the intuition that a matrix with fast off-diagonal decay can be approximated well
by banded matrices. Approximation theory offers the concept of approximation
spaces in order to quantify the rate of approximation. It is therefore natural to
study the approximation properties of matrices by banded matrices. As a sample
result we quote the following statement (cf. Corollary 4.4).
Theorem 1.2. For a matrix A = (A(k, l))k,l∈Z let AN be the banded approximation
of A of width N defined by the entries AN (k, l) = A(k, l) for |k − l| ≤ N and
AN(k, l) = 0 otherwise. If A is invertible on ℓ
2(Z) and for some constants r, C > 0
‖A− AN‖ℓ2→ℓ2 ≤ CN
−r for all N > 0,
then there exists a sequence BN of banded matrices of width N , such that
‖A−1 −BN‖ℓ2→ℓ2 ≤ C
′N−r for all N > 0 .
For general Banach algebras one needs a substitute for the banded matrices and
postulates the existence of a graded sequence of subspaces compatible with the
algebraic structure. Then one may define approximation spaces and show that
they form inverse-closed subalgebras of the original algebra. This line of research
has been started in [1, 2]. As an application to operator algebras we construct a
new class of inverse-closed subalgebras in ultra hyperfinite (UHF) algebras.
A further inspiration taken from approximation theory is the equivalence of
smoothness and approximability. This principle is omnipresent in approximation
theory and we will add another facet to it. We will prove a Jackson-Bernstein
theorem that is valid for a general Banach algebra with a commutative automor-
phism group. We will show that the construction of Ho¨lder-Zygmund spaces via
derivations and the approximation properties based on “bandlimited” elements are
equivalent and lead to the same algebras. In other words, in a Banach algebra with
enough structure the two construction principles (smooth subalgebras and approx-
imation spaces) coincide. For matrix algebras we may rephrase the fundamental
paradigm of approximation theory by saying that the approximability of matrices
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by banded matrices is equivalent to off-diagonal decay. Thus the off-diagonal decay
of a matrix describes some form of smoothness.
The abstract Banach algebra methods not only yield an elegant explanation of
some known results, but, more importantly, we also obtain new forms of off-diagonal
decay. Who would have guessed the following off-diagonal decay condition? We
certainly did not, but derived it from the general theory.
Theorem 1.3. Assume that A = (A(k, l))k,l∈Z satisfies the following off-diagonal
decay for some r > 0:
sup
k∈Z
|A(k, k)| <∞, 2kr
∑
2k≤|l|<2k+1
sup
m∈Z
|A(m,m− l)| ≤ C for all k ≥ 0. (1.3)
If A is invertible on ℓ2(Z), then the inverse matrix satisfies the same form of off-
diagonal decay.
In our presentation we will argue on three levels. The first level is classical
approximation theory, which will serve us as a motivation. We then switch to the
level of abstract Banach algebras and define the concepts and tools required for
the investigation of non-commutative approximation theory in Banach algebras.
Finally we return to the level of matrix algebras and express the abstract results
as statements about the off-diagonal decay of matrices. Our main interest lies in
the algebra properties and the invertibility in such spaces. These aspects are rarely
addressed in approximation theory.
An operator algebraist will probably not find a new result in Section 3, and an
approximation theorist will be quite familiar with the machinery of approximation
spaces. However, an operator algebraist will learn that methods from approxima-
tion theory yield new constructions for smooth subalgebras (and thus something
new might be gained for non-commutative geometry). An approximation theorist
might find a new playground ahead, namely the approximation theory in operator
algebras.
Outlook. Once the connection between inverse-closedness and approximation
theory is understood, one may exploit the entire arsenal of approximation the-
ory to obtain new constructions of smooth subalgebras that are inverse-closed in
the original algebra. In particular, for matrices one may define off-diagonal decay
conditions that amount to Besov smoothness or to quasi-analyticity [37]. Such
refinements will be the subject of forthcoming work.
The paper is organized as follows: In Section 2 we collect the resources from
the theory of Banach algebras. In Section 3 we study concepts of smoothness in
general Banach algebras. These are based on the existence of suitable unbounded
derivations or on the presence of d-parameter automorphism groups. In Section 4
we pursue the idea of approximation spaces attached to a Banach algebra and
study the quantitative approximation of matrices by banded matrices. Finally, in
Section 5 we prove a theorem of Jackson-Bernstein type and obtain a completely
new set of off-diagonal decay conditions.
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2. Resources
2.1. Notation. For x in Rd let |x| denote be the 1-norm of x, |x|2 the 2-norm, and
|x|∞ the sup-norm. The vectors ek, 1 ≤ k ≤ d, denote the standard basis of R
d.
A multi-index α = (α1, . . . , αd) ∈ N
d
0 is a d-tuple of nonnegative integers. We set
xα = xα11 · · ·x
αd
d , and D
αf(x) = ∂
α1
∂x
α1
1
· · · ∂
αd
∂x
αd
d
f(x) is the classical partial derivative.
The degree of xα is |α| =
∑d
j=1 αj, and β ≤ α means that βj ≤ αj for j = 1, . . . , d.
Let S(Rd) denote the Schwartz space of rapidly decreasing functions on Rd. The
Fourier transform of f ∈ S(Rd) is Ff(ω) =
∫
Rd
f(x)e−2πiω·x dx. This definition is
extended by duality to S ′(Rd), the space of tempered distributions.
A submultiplicative weight on Rd (or on Zd) is a positive function v : Rd →
R such that v(0) = 1 and v(x + y) ≤ v(x)v(y) for x, y ∈ Rd. The standard
submultiplicative weights are the polynomial weights vm(x) = (1+ |x|)
m for m ≥ 0.
The notation f ≍ g means there are constants C1, C2 > 0 such that C1f ≤
g ≤ C2f . Here f and g are two positive functions depending on other parameters.
Banach spaces with equivalent norms are considered as equal.
The operator norm of a bounded linear mapping A : X → Y between Banach
spaces is denoted by ‖A‖X→Y .
2.2. Concepts from the Theory of Banach Algebras. Besides standard no-
tions from Banach algebra theory we will use some less known concepts.
All Banach algebras will be unital. To verify that a Banach space A with
norm ‖ ‖A is a Banach algebra we will often prove the weaker property ‖ab‖A ≤
C‖a‖A‖b‖A for some constant C. The norm ‖a‖
′
A = sup‖b‖A=1‖ab‖A is then an
equivalent norm on A and satisfies ‖ab‖′A ≤ ‖a‖
′
A‖b‖
′
A.
Definition 2.1 (Inverse-closedness). Let A ⊆ B be a nested pair of Banach alge-
bras with a common identity. Then A is called inverse-closed in B, if
a ∈ A and a−1 ∈ B implies a−1 ∈ A. (2.1)
Inverse-closedness is equivalent to spectral invariance. This means that the spec-
trum σA(a) = {λ ∈ C : a − λ not invertible in A} of an element a ∈ A does not
depend on the algebra and so
σA(a) = σB(a), for all a ∈ A.
If A is inverse-closed in B and B is inverse-closed in C, then A is inverse-closed in
C.
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The Lemma of Hulanicki. The verification of inverse-closedness is often nontrivial.
Under additional conditions this verification is sometimes possible by using an
argument of Hulanicki [32, 24].
Recall that a Banach ∗-algebra is symmetric, if the spectrum of positive elements
is non-negative, σA(a
∗a) ⊆ [0,∞) for all a ∈ A. Denote the spectral radius of a ∈ A
as ρA(a) = sup{|λ| : λ ∈ σA(a)} .
Proposition 2.2 (Hulanicki’s Lemma). Let B be a symmetric Banach algebra,
A ⊆ B a ∗-subalgebra with common involution and common unit element. The
following are equivalent:
(1) A is inverse-closed in B.
(2) ρA(a) = ρB(a) for all a = a
∗ in A.
In particular, if A is a closed ∗-subalgebra of B, then A is inverse-closed in B.
Brandenburg’s trick [8]. This method is sometimes used to prove the equality of
spectral radii. Let A ⊆ B be two Banach algebras with the same identity. Assume
that the norms satisfy
‖ab‖A ≤ C(‖a‖A‖b‖B + ‖b‖A‖a‖B) for all a, b ∈ A. (2.2)
Applying (2.2) with a = b = cn yields
‖c2n‖A ≤ 2C‖c
n‖A‖c
n‖B.
Taking n-th roots and the limit n → ∞ gives ρA(c) ≤ ρB(c). Since the reverse
inequality is always true for A ⊆ B, we obtain the equality of spectral radii. By
Proposition 2.2 A is inverse-closed in B.
2.3. Examples of Smoothness and Matrix Algebras. We will use two classes
of examples. The smoothness spaces Ck and Λr on R
d serve to motivate some ab-
stract concepts, and the matrix algebras serve as the fundamental Banach algebras
to which we will apply the general theory.
Smoothness Spaces. These are the spaces Ck(Rd) with norms
‖f‖Ck =
∑
|α|≤k
‖Dαf‖∞. (2.3)
Using the translation operator Tt, Ttf(x) = f(x−t), t, x ∈ R
d, the Ho¨lder-Zygmund
spaces Λr(R
d) are defined with the help of the seminorms
|f |Λr = sup
|t|6=0
|t|−r‖Ttf − 2f + T−tf‖∞, 0 < r ≤ 1. (2.4)
For r = k + η, k ∈ N0, 0 < η ≤ 1 the norm
‖f‖Λr = ‖f‖Ck +max{|D
αf |Λη : |α| = k} (2.5)
defines the Ho¨lder-Zygmund space Λr(R
d) of order r.
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Matrix Algebras. One of the main insights of this paper is the striking similarity
between trigonometric approximation and approximation of matrices by banded
matrices. To describe the most common forms of off-diagonal decay, let us fix some
notation. An infinite matrix A over Zd is a function A : Zd × Zd → C. The m-th
side diagonal of A is the matrix Aˆ(m) given by
Aˆ(m)(k, l) =
{
A(k, l), k − l = m,
0, otherwise.
(2.6)
With this notation a matrix A is banded with bandwidth N , if
A =
∑
|m|≤N
Aˆ(m). (2.7)
Let us define the most common examples of matrix algebras over Zd.
The Jaffard algebra Jr, r > d, is defined by the norm
‖A‖Jr = sup
k,l∈Zd
|A(k, l)|vr(k − l), r > d. (2.8)
Explicitly, A ∈ Jr ⇔ |A(k, l)| ≤ C(1 + |k − l|)
−r, so the norm of Jr describes
polynomial decay off the diagonal. Writing the norm in terms of the side-diagonals,
we will often use that
‖A‖Jr = sup
k∈Zd
‖Aˆ(k)‖ℓ2→ℓ2(1 + |k|)
r . (2.9)
The algebra of convolution-dominated matrices Cr, r ≥ 0, (sometimes called the
Baskakov-Gohberg-Sjo¨strand algebra) consists of all matrices A, such that the norm
‖A‖Cr =
∑
k∈Zd
sup
l∈Zd
|A(l, l − k)|vr(k) =
∑
k∈Zd
‖Aˆ(k)‖ℓ2→ℓ2 (1 + |k|)
r (2.10)
is finite. This is the weighted ℓ1-norm of the suprema of the side diagonals.
The Schur algebra Sr, r ≥ 0, is defined by the norm
‖A‖Sr = max
{
sup
k∈Zd
∑
l∈Zd
|A(k, l)|vr(k − l), sup
l∈Zd
∑
k∈Zd
|A(k, l)|vr(k − l)
}
. (2.11)
We note that the norms above depend only on the absolute values of the matrix
entries. Precisely, we say that a matrix norm on A is solid, if B ∈ A and |A(k, l)| ≤
|B(k, l)| for all k, l implies A ∈ A and ‖A‖A ≤ ‖B‖A.
The following result summarizes the main properties of the matrix classes C,J ,S.
See [3, 28, 33] for proofs.
Proposition 2.3. Let A be one of the matrix classes Jr for r > d, Sr for r > 0,
and Cr for r ≥ 0.
(i) Then A is a solid Banach ∗-algebra with respect to matrix multiplication and
taking adjoints as the involution.
(ii) Every A is continuously embedded into B(ℓp(Zd)),1 ≤ p ≤ ∞.
(iii) Every A is inverse-closed in B
(
ℓ2(Zd)
)
. In particular, A is symmetric.
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In the sequel we will construct algebras that are inverse-closed in one of the
standard algebras Cr,Jr,Sr. These “derived” algebras will then be automatically
inverse-closed in B(ℓ2). In this sense Proposition 2.3 is fundamental.
For a more general description of the off-diagonal decay we use weight functions.
Let A be a matrix algebra and v an even weight function on Zd. Then
Av = {A ∈ X :
(
A(k, l)v(k − l)
)
k,l,∈Zd
∈ A}. (2.12)
Writing A˜(k, l) = A(k, l)v(k − l), the norm on Av is given by ‖A‖Av = ‖A˜‖A.
With this definition, the standard matrix algebras of Proposition 2.3 are just
weighted versions of the basic types C,J , and S. Specifically, using the polynomial
weight vr(k) = (1 + |k|)
r, we have
Cr = (C0)vr , Sr = (S0)vr , and Js+r = (Js)vr . (2.13)
Proposition 2.4. If A is a solid matrix algebra and v is a submultiplicative weight,
then Av is a solid matrix algebra.
Proof. The only nontrivial part is to verify that the Av-norm is submultiplicative.
Let A,B be in Av. We write A˜(k, l) = A(k, l)v(k − l) and |A| for the matrix with
entries |A(k, l)|, then
|A˜B|(k, l) =
∣∣∣∑
m
A(k,m)B(m, l)v(k − l)
∣∣∣
≤
∑
m
|A(k,m)v(k −m)| |B(m, l)v(m− l)| = (|A˜||B˜|)(k, l) .
Consequently, ‖AB‖Av = ‖A˜B‖A ≤ ‖A˜B˜‖A ≤ ‖A˜‖A‖B˜‖A = ‖A‖Av‖B‖Av . 
We do not know if the proposition remains true for non solid matrix algebras.
3. Smoothness in Banach Algebras
In classical analysis the smoothness is measured by derivatives and by higher
order difference operators. In this section we the identify corresponding structures
for Banach algebras: these are unbounded derivations, groups of automorphisms,
and algebra-valued Ho¨lder spaces. The standard literature (e.g. [10, 13]) is for-
mulated for C∗-algebras and densely defined derivations, whereas we work mostly
with Banach ∗-algebras and derivations without dense domain. We are therefore
obliged to be especially careful before adopting a result for our purpose and will
provide streamlined proofs where necessary.
3.1. Derivations. For real functions the smoothness is measured by derivatives.
The corresponding concept for Banach algebras are unbounded derivations. A
derivation δ on a Banach algebra A is a closed linear mapping δ : D → A, where
the domain D = D(δ) = D(δ,A) is a (not necessarily closed or dense) subspace of
A, and δ fulfills the Leibniz rule
δ(ab) = aδ(b) + δ(a)b for all a, b ∈ D(δ). (3.1)
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If A possesses an involution, we assume that the derivation and the domain are
symmetric, i.e., D = D∗ and δ(a∗) = δ(a)∗ for all a ∈ D. The domain is normed
with the graph norm ‖a‖D(δ) = ‖a‖A + ‖δ(a)‖A. Equation (3.1) implies that D(δ)
is a (not necessarily unital) Banach algebra, and the canonical mapping D(δ)→ A
is a continuous embedding.
Example 3.1 (Derivations on L∞). The classical derivative d
dx
: f 7→ f ′ is a closed,
symmetric derivation on the von Neumann-algebra L∞(R). The domain of d
dx
in L∞(R) consists of all Lipschitz functions with essentially bounded derivative.
Clearly, D(δ, L∞) is not dense in L∞.
Example 3.2 (Derivations on Matrix Algebras). Let A be a matrix algebra over Z.
Define the diagonal matrix X by X(k, k) = 2πik. Then the formal commutator
δX(A) = [X,A] = XA− AX
has the entries [X,A](k, l) = 2πi(k− l)A(k, l) for k, l ∈ Z, and δX defines a closed,
symmetric derivation on A.
This derivation is closely related to the weighted matrix algebra Av1 , at least for
solid matrix algebras.
Proposition 3.3. Let A be a solid matrix algebra over Z. Then D(δ,A) = Av1, and
the norms ‖ ‖D(δ) and ‖ ‖Av1 are equivalent.
Proof. Recall that A˜(k, l) = A(k, l)v1(k − l) = A(k, l)(1 + |k − l|). Since the norm
of A ∈ A depends only on the absolute values of the entries of A, we obtain that
‖A‖Av1 = ‖A˜‖A ≤ ‖A‖A + ‖ [X,A]‖A = ‖A‖D(δ) ≤ 2 · 2π‖A‖v1 ,
as claimed. 
If δ is a densely defined ∗-derivation of a C∗-algebra A, then by a result in [11]
1 ∈ D(δ) and D(δ) is inverse-closed in A. In [35] this result was extended to densely
defined derivations on arbitrary Banach algebras without involution structure. We
need an extension for derivations that are not necessarily densely defined.
Theorem 3.4. Let A be a symmetric Banach algebra, and δ a symmetric derivation
on A. If 1 ∈ D(δ), then D(δ) is inverse-closed in A and D(δ) is a symmetric
Banach algebra. Then the quotient rule
δ(a−1) = −a−1δ(a)a−1
is valid, and yields the explicit norm estimate
‖a−1‖D(δ) ≤ ‖a
−1‖2A‖a‖D(δ).
Proof. The proof in [11] uses functional calculus and could be adapted to the set-
ting of the theorem. We prefer a short conceptual argument based on Hulanicki’s
Lemma (Proposition 2.2). We show that ρD(δ)(a) = ρA(a) for any a = a
∗ in D(δ).
Using the inequality
‖δ(an)‖A ≤ n‖a‖
n−1
A ‖δ(a)‖A
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which can be established by induction, we estimate the norm of an by
‖an‖D(δ) = ‖a
n‖A + ‖δ(a
n)‖A ≤ ‖a‖
n
A + n‖a‖
n−1
A ‖δ(a)‖A.
Taking n-th roots on both sides and letting n go to infinity, we obtain ρD(δ)(a) ≤
‖a‖A, and consequently ρD(δ)(a) ≤ ρA(a). The reverse inequality ρA(a) ≤ ρD(δ)(a)
is always true for Banach algebras, since D(δ,A) ⊆ A, so Proposition 2.2 implies
that D(δ) is inverse-closed in A. Consequently σD(δ)(a
∗a) = σA(a
∗a) ⊆ [0,∞) for
all a ∈ D(δ), and thus D(δ) is a symmetric Banach algebra.
Thus, if a ∈ D(δ) and a−1 ∈ A, then a−1 ∈ D(δ) and so δ(a−1) is well-defined
in A. Therefore the quotient rule and the norm inequality follow from the Leibniz
rule 0 = δ(1) = δ(aa−1) = δ(a)a−1 + aδ(a−1). 
Remarks. Theorem 3.4 is remarkable because it yields an explicit norm control of
the inverse in the subalgebra D(δ). Results of this type are very rare, see [40] for
typical no-go results.
Commuting Derivations. The formulation of inverse-closedness results for ma-
trices over Zd, and the definition of higher orders of smoothness require derivations
for each “dimension” of the index set Zd.
Let {δ1, · · · , δd} be a set of commuting derivations on the Banach algebra A.
Since products of unbounded operators and their domains are a subtle and rather
technical subject with many pathologies, we will make the following assumptions
and thus avoid many technicalities.
The domain of a finite product δr1δr2 . . . δrn , 1 ≤ rj ≤ d is defined by induction
as
D(δr1δr2 . . . δrn) = D(δr1 ,D(δr2 . . . δrn)) .
We will assume througout that the operator δr1δr2 . . . δrn and its domain
D(δr1δr2 . . . δrn) are independent of the order of the factors δrj .
Then for every multi-index α the operator δα =
∏
1≤k≤d δ
αk
k and its domain D(δ
α)
are well defined. In analogy to Ck(Rd) we equip D(δα) with the norm
‖a‖D(δα) =
∑
β≤α
‖δβ(a)‖A .
Since δj is assumed to be a closed operator on A, it follows that δj is a closed
operator on D(δα).
Definition 3.5. Let A be a Banach algebra and k a nonnegative integer. The
derived space of order k is
A(k) =
⋂
|α|≤k
D(δα), and A(∞) =
∞⋂
k=0
A(k).
We summarize the results on commuting derivations.
Lemma 3.6. Let {δk : 1 ≤ k ≤ d}, be a set of commuting derivations on the
Banach algebra A.
(i) Then D(δα) is a (not necessarily unital) subalgebra of A for every α ∈ Nd0.
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(ii) Let R ⊆ Nd0 be an arbitrary finite index set and set
DR(δ) =
⋂
α∈R
D(δα) .
Then DR(δ) is a Banach-subalgebra of A with the norm ‖a‖DR(δ) =
∑
α∈R
‖a‖D(δα).
In particular A(k) is a Banach-subalgebra of A.
Proof. We first remark that the Leibniz rule (3.1) implies the general Leibniz rule
δα(ab) =
∑
β≤α
(
α
β
)
δβ(a)δα−β(b) . (3.2)
If a, b ∈ D(δα), i.e., δβ(a), δβ(b) ∈ A for β ≤ α, then clearly ab ∈ D(δα) and the
norm inequality ‖ab‖D(δα) ≤ C‖a‖D(δα)‖b‖D(δα) follows after taking norms in (3.2).
Since the finite intersection of Banach algebras is a Banach algebra, A(k) and DR(δ)
are Banach algebras. 
Proposition 3.7. Assume that A is a symmetric Banach algebra with a set of
commuting symmetric derivations {δk : 1 ≤ k ≤ d} satisfying 1 ∈ D(δk), 1 ≤ k ≤ d.
Then D(δα) is inverse-closed in A. Furthermore, the Banach algebra DR(δ) is
inverse-closed in A, and A(∞) is a Fre´chet algebra that is inverse-closed in A.
Proof. Let δα = δrn · · · δr1 with n = |α| and 1 ≤ rj ≤ d for all j. By Theorem 3.4
D(δ1,A) is a symmetric Banach algebra and inverse-closed in A. Now we argue
by induction and assume that D(δrj . . . δr1) is symmetric and inverse-closed in A.
Since by definition D(δrj+1 . . . δ1) = D(δrj+1 ,D(δrj . . . δrr1 )) and δrj+1 is a closed
derivation on the symmetric Banach algebra D(δrj · · · δr1), Theorem 3.4 asserts that
D(δrj+1 . . . δr1) is symmetric and inverse-closed in D(δrj . . . δr1) and thus inverse-
closed in A by transitivity. We repeat this argument n times and find that D(δα) =
D(δrn . . . δr1) is symmetric and inverse-closed in A.
Finally, the finite or infinite intersection of inverse-closed subalgebras of A is
again inverse-closed in A. Specifically, if a ∈ DR(δ) =
⋂
α∈RD(δ
α) and a is invert-
ible, then the argument above shows that a−1 ∈ D(δα,A) for each α ∈ R, whence
a−1 ∈ DR(δ). The argument for A
(∞) is the same. 
Remark. The inverse-closedness of A(∞) in A is implicit in [5].
Example 3.8 (Matrix algebras over Zd). If A is a matrix algebra over Zd, then we
define the derivations δj(A)(k, l) = [Xj, A](k, l) = 2πi(kj − lj)A(k, l), 1 ≤ j ≤ d.
These derivations are symmetric and commute with each other, and 1 ∈ D(δj) for
all j. An application of Proposition 3.7 gives that all spaces DR(δ) are inverse-
closed subalgebras of A.
If A is solid there is an immediate generalization of Proposition 3.3 to matrix
algebras over the index set Zd.
Proposition 3.9. Let A be a solid matrix algebra over Zd. Then A(m) = Avm . In
particular, Avm is an inverse-closed subalgebra of A.
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Proof. The identity A(m) = Avm is proved as in Proposition 3.3. The inverse-
closedness follows from Proposition 3.7. 
Using the characterization of the standard matrix algebras over Zd by weights
(2.13) we spell out the preceeding result for these algebras.
Corollary 3.10. For k ∈ N the algebra Ck is inverse-closed in C0. Likewise, Sk is
inverse-closed in S0, and Jr+k is inverse-closed in Jr for every r > d.
The value of Proposition 3.7 lies in its potential to treat anisotropic decay condi-
tions. As an example we state the following anisotropic generalization of Jaffard’s
theorem.
Proposition 3.11. Let A be a matrix over Zd, r > d, and α = (α1, . . . , αd) ∈ N
d
0.
If A is invertible on ℓ2(Zd) and satisfies the anisotropic off-diagonal decay condition
|A(k, l)| ≤ C(1 + |k − l|)−r
d∏
j=1
(1 + |kj − lj|)
−αj , k, l ∈ Zd , (3.3)
then the entries of the inverse matrix A−1 satisfy an estimate of the same type
|(A−1(k, l)| ≤ C ′(1 + |k − l|)−r
d∏
j=1
(1 + |kj − lj|)
−αj , k, l ∈ Zd .
Proof. The off-diagonal decay condition is equivalent to saying that the matrix A˜
with entries A˜(k, l) =
∏d
j=1(kj − lj)
αjA(k, l) is in the Jaffard algebra Jr. But A˜
is just a multiple of
∏d
j=1 δ
αj
j A = δ
αA, where δj(A) is defined in Example 3.8.
Since D(δα,Jr) is inverse-closed in Jr by Proposition 3.7 and Jr is inverse-closed
in B(ℓ2), A−1 is again in D(δα,Jr), which is nothing but the off-diagonal decay
stated. 
3.2. Automorphism Groups and Continuity. Our next step is to treat the
algebras Avr with non-integer parameter r in analogy to spaces with fractional
smoothness. Two natural approaches are fractional powers of the generators or
automorphism groups and the associated Ho¨lder-Zygmund continuity. We choose
the latter approach and introduce a new structure, namely automorphism groups.
This choice is also motivated by the failure to distinguish between the spaces
D( d
dx
, L∞(T)) = {f ∈ Lip(T) : f ′ ∈ L∞(T)} and D( d
dx
, C(T)) = C1(T) by means of
derivations alone. To explain this difference, we need to consider derivations that
are generators of groups of automorphisms.
An automorphism group, more precisely a d-parameter automorphism group act-
ing on A, is a set of Banach algebra automorphisms Ψ = {ψt}t∈Rd of A with the
group properties
ψsψt = ψs+t for all s, t ∈ R
d. (3.4)
If A is a ∗-algebra, we assume that Ψ consists of ∗-automorphisms. In addition,
we assume that Ψ is a uniformly bounded automorphism group, that is,
MΨ = sup
t∈Rd
‖ψt‖A→A <∞ .
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This is all we need, but clearly the abstract theory works for much more general
group actions [30, 47].
An element a of A is continuous, if
‖ψt(a)− a‖A → 0 for t→ 0. (3.5)
The set of continuous elements of A is denoted by C(A).
Example 3.12. The classical example is the translation group {Tx : x ∈ R
d}. For
A = L∞(Rd) the continuous elements are the functions in C(L∞(Rd)) = Cu(R
d),
where Cu(R
d) denotes the space of bounded uniformly continuous functions on Rd.
For t ∈ Rd \ {0} the generator δt is
δt(a) = lim
h→0
ψht(a)− a
h
(3.6)
The domain of δt is the set of all a ∈ A for which this limit exists. The canoni-
cal generators of Ψ are δek and Ψ is called the automorphism group generated by
(δek)1≤k≤d. Each generator δt, t ∈ R
d \ {0}, is a closed derivation. If A is a Banach
∗-algebra, then δt is a ∗-derivation [13].
Remarks. (1) In a C∗-algebra all automorphisms are isometries. This is no longer
true for symmetric algebras.
(2) In the theory of operator algebras it is usually assumed that Ψ is strongly
continuous on all of A, i.e. A = C(A). This is no longer true for most matrix
algebras, and C(A) is an interesting space in its own right.
Definition 3.13. LetMt, t ∈ R
d, be the modulation operatorMtx(k) = e
2πik·tx(k),
k ∈ Zd. Then
χt(A) = MtAM−t, χt(A)(k, l) = e
2πi(k−l)·tA(k, l) k, l ∈ Zd ,
defines a group action on matrices.
The derivations δk(A) = [Xk, A], k = 1, . . . , d, defined in Example 3.8 are just
the canonical generators for the automorphism group χ. This automorphism group
is uniformly bounded on each of the matrix algebras Jr,Sr, Cr, and B(ℓ
2), and on
every solid matrix algebra.
The following proposition states the Banach algebra properties of C(A).
Proposition 3.14. Let A be a Banach algebra and Ψ a uniformly bounded auto-
morphism group acting on A. Then C(A) is a closed and inverse-closed subalgebra
of A. If A is a ∗-algebra, so is C(A).
Proof. First we proof that C(A) is an algebra. Let a, b ∈ C(A). Then
‖ψt(ab)− ab‖A ≤ ‖ψt(a)‖A‖ψt(b)− b‖A + ‖ψt(a)− a‖A‖b‖A. (3.7)
As ‖ψt‖A→A ≤ MΨ this expression tends to zero for t→ 0, so ab ∈ C(A). For the
completeness of C(A) let an ∈ C(A) for all n, and an → a in A. Then
‖ψt(a)− a‖A ≤ ‖ψt(a− an)‖A + ‖ψt(an)− an‖A + ‖an − a‖A.
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The first and the third term can be made arbitrarily small by choosing n sufficiently
large. Since an ∈ C(A), the second term can be made small. Thus a ∈ C(A).
To show the inverse-closedness, let a ∈ C(A) and assume that a is invertible in A.
Then (as in the proof of the quotient rule) the algebraic identity
ψt(a
−1)− a−1 = ψt(a
−1)(a− ψt(a))a
−1 (3.8)
yields that
‖ψt(a
−1)− a−1‖A ≤MΨ ‖a
−1‖2A ‖a− ψt(a)‖A → 0 for t→ 0,
and thus a−1 ∈ C(A). 
Generators and Smoothness. Before defining the spaces Ck(A), some technical
preparations are needed, because generators commute only under some additional
conditions (similar to partial derivatives).
Proposition 3.15 ( [14, 31]).
(i) Let δ be the generator of a one-parameter group. Then the domain D(δ) is
dense in C(A).
(ii) Let Ψ be a d-parameter automorphism group acting on A. Then Ψ and the
generators commute, whenever defined, i.e.,
ψs(δt(a)) = δt(ψs(a)) for a ∈ D(δt,A), s, t ∈ R
d. (3.9)
(iii) Derived spaces consist of continuous elements: A(1) =
⋂d
k=1D(δk,A) ⊆
C(A).
(iv) Let Ds,t = D(δs, C(A)) ∩ D(δt, C(A)) ∩ D(δsδt, C(A)). Then for s, t 6= 0
Ds,t = Dt,s, and δsδt = δtδs on Ds,t.
Definition 3.16. For k ∈ N0 the spaces C
k(A) and C∞(A) are defined as
Ck(A) =
⋂
|α|≤k
D(δα, C(A)) and C∞(A) =
⋂
α≥0
D(δα, C(A)) .
The norm on Ck(A) is ‖a‖Ck(A) =
∑
|α|≤k
1
α!
‖δαa‖A. For k = 0 we set C
0(A) =
C(A).
Proposition 3.15 shows that this definition does not depend on the ordering of
the standard basis.
It is a (trivial but) important fact that the smoothness spaces consist of the
continuous elements of the derived spaces, i.e.,
C(A(1)) = C1(A). (3.10)
Algebra properties and inverse-closedness of the spaces Ck(A) are summarized in
the following proposition. Note that in contrast to Theorem 3.4 we do not need
any further assumptions on A.
Proposition 3.17. Each Ck(A) is an inverse-closed Banach subalgebra of A.
C∞(A) is an inverse-closed Fre´chet subalgebra of A.
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Proof. By Proposition 3.7 Ck(A) is inverse-closed in C(A) and C(A) is inverse-
closed in A, whence Ck(A) is inverse-closed in A. If a ∈ C∞(A) ⊆ Ck(A), k ≥ 0,
is invertible in A, then a−1 ∈ Ck(A) for all k ≥ 0 and thus a−1 ∈ C∞(A). 
We summarize the inclusion relations between the derived spaces A(k) and the
spaces Ck(A).
A ⊇ C(A) ⊇ A(1) ⊇ C1(A) = C(A(1)) ⊇ A(2) ⊇ · · · ⊇ C∞(A) = A(∞) (3.11)
In general, C(A(k)) is not dense in A(k), but C∞(A) is dense in C(A). The inclu-
sions follow from Proposition 3.15(iii) and (3.10).
Smoothness in Matrix Algebras. We now identify the derived spaces A(k) and
the spaces Ck(A) for some of the matrix algebras of Section 2.3 with respect to the
automorphism group {χt}.
Proposition 3.18.
(i) Let r ≥ 0 and A be one of the algebras Jr,Sr,B
(
ℓ2(Zd)
)
. Then C(A) 6= A.
(ii) Ck(Cs) = Ck+s, k ∈ N0, s ≥ 0.
(iii) A ∈ C(Jr)⇔ limk→∞‖Aˆ(k)‖Jr = limk→∞ ‖Aˆ(k)‖ℓ2→ℓ2(1 + |k|)
r = 0.
Proof. (i) Define the anti-diagonal matrix Γr by Γr(k,−k) = (1 + |2k|)
−r, k ∈ Zd
and Γr(k, l) = 0 for l 6= −k. Then Γr ∈ Jr and Γr ∈ Sr, and in fact ‖Γr‖Jr =
‖Γr‖Sr = 1. Likewise, Γ0 is unitary in B(ℓ
2). The matrix χt(Γr) − Γr has the
non-zero entries on the anti-diagonal
(χt(Γr)−Γr)(k,−k) = |e
2πi(k+k)·t−1|Γr(k,−k) = 2 |sin(2πk·t)| (1+|2k|)
−r, k ∈ Zd .
The norm in Jr and Sr is thus
‖χt(Γr)− Γr‖Jr = ‖χt(Γr)− Γr‖Sr = 2 sup
k∈Zd
|sin(2πk · t)|,
and so lim sup|t|→0‖χt(Γr) − Γr‖Jr = lim sup|t|→0‖χt(Γr) − Γr‖Sr = 2. Similarly,
lim sup|t|→0‖χt(Γ0)− Γ0‖ℓ2→ℓ2 = 2. So Γr 6∈ C(Jr) ∪ C(Sr) and Γ0 6∈ C(B(ℓ
2)).
(ii) We first verify that C(Cr) = Cr for all r ≥ 0 by a direct calculation (or
by applying Proposition 5.5). Consequently Ck(Cr) = (Cr)
(k) according to Defini-
tion 3.16. Now Proposition 3.9 and (2.13) imply that C
(k)
r = (Cr)vk = Cr+k.
(iii) First let A ∈ C(Jr). Then for every ǫ > 0 there is a τ = τ(ǫ) such that
‖χt(A)−A‖Jr = 2 sup
k∈Zd
|sin πk · t| ‖Aˆ(k)‖Jr < ǫ
for all t with |t| < τ . If |k|2 > (2τ)
−1 and t = k
2|k|2
2
, then ‖Aˆ(k)‖Jr < ǫ, and so
limk→∞ ‖Aˆ(k)‖Jr = 0.
For the converse implication write
‖χt(A)−A‖Jr ≤ max
|k|<N
‖Aˆ(k)‖Jr |e
2πik·t − 1|+ 2 sup
|k|≥N
‖Aˆ(k)‖Jr .
This expression can be made arbitrarily small by choosing N sufficiently large first
and then letting t tend to zero. Consequently, A ∈ C(Jr). 
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Without proof we mention that a matrix A is in C(S0) if and only if
lim
N→∞
sup
k∈Zd
∑
|s|>N
|A(k, k − s)| = 0 and lim
N→∞
sup
k∈Zd
∑
|s|>N
|A(k − s, k)| = 0. (3.12)
This can be shown by hand, but will follow immediately from Corollary 5.6.
3.3. Ho¨lder-Zygmund Spaces and Generalized Smoothness. In analogy with
the Ho¨lder-Zygmund spaces on Rd we now define the Ho¨lder-Zygmund spaces re-
lated to the Banach algebra A. This concept is well known for semigroups acting
on Banach spaces, see [14, Ch. 3], [23].
We gather some notation. Let Ψ be an automorphism group on A. For t ∈ Rd
the finite differences of a ∈ A are defined as
∆ta = ψt(a)− a, ∆
k
t a = ∆t∆
k−1
t a, k ≥ 1.
The k-th modulus of smoothness is given by
ω
(k)
h (a) = sup
|t|≤h
‖∆kt a‖A, h > 0.
We set ωh(a) = ω
(1)
h (a). For 0 < r ≤ 1 the Ho¨lder-Zygmund seminorm of a ∈ A is
|a|Λr = sup
|t|6=0
|t|−r‖∆2ta‖A. (3.13)
It is easily seen to be equivalent to sup|t|6=0 |t|
−rω
(2)
|t| (a).
Definition 3.19. Given 0 ≤ r < ∞ with r = k + η, k ∈ N0 and 0 < η ≤ 1, the
Ho¨lder-Zygmund space Λr(A) consists of all a ∈ A for which
‖a‖Λr(A) = ‖a‖Ck(A) +
∑
|α|=k
‖δα(a)‖Λη <∞ . (3.14)
The subspace λr(A) consists of all a ∈ C
k(A), such that
lim
t→0
|t|−η‖∆2t δ
α(a)‖A = 0 for all α, |α| = k . (3.15)
Remarks. ForA = C(Rd) and the translation group Ψ = {Tt} the spaces Λr(C(R
d))
coincide with the classical Ho¨lder-Zygmund spaces.
The “small” Ho¨lder-Zygmund space λr(A) can be identified with C(Λr(A)).
There are many equivalent definitions of Ho¨lder-Zygmund spaces on Rd. These
carry over to Λr(A). We will need the following characterizations.
Lemma 3.20.
(i) Weak definition: For a ∈ C(A) and a′ ∈ A′ (the dual of A) we define
Ga′,a(t) = 〈a
′, ψt(a)〉, (3.16)
where 〈 , 〉 denotes the dual pairing of A′ ×A. Then for r > 0
‖a‖Λr(A) ≍ sup
‖a′‖A′≤1
‖Ga′,a‖Λr(Rd).
(ii) First order differences: If 0 < r < 1, then the expressions sup|t|6=0|t|
−r‖∆ta‖A
and sup|t|6=0|t|
−rω|t|(a) are equivalent seminorms on Λr(A).
NONCOMMUTATIVE APPROXIMATION 17
(iii) Higher order differences: Let k ∈ N, 0 < r < k. Then sup|t|6=0|t|
−r‖∆kt a‖A
and sup|t|6=0|t|
−rω
(k)
|t| (a)A
are equivalent seminorms on Λr(A).
Proof. We prove (i) directly from Definition 3.19. Note first that
‖a‖A ≍ sup
‖a′‖A′≤1
‖Ga′,a‖∞ ,
because ‖Ga′,a‖∞ ≤ ‖a
′‖A′‖ψt(a)‖A ≤MΨ‖a‖A ‖a
′‖A′ and
‖a‖A = sup
‖a′‖A′≤1
|〈a′, a〉| ≤ sup
‖a′‖A′≤1,t∈R
d
|〈a′, ψt(a)〉| = sup
‖a′‖A′≤1
‖Ga′,a‖∞ .
We prove the equivalence of the Λr-seminorms for r ≤ 1 first. Using the algebraic
identity
〈a′,∆2sa〉 = ∆
2
s〈a
′, ψt(a)〉|t=0 = ∆
2
sGa′,a|t=0 ,
we obtain
|a|Λr = sup
s 6=0
|s|−r‖∆2sa‖A ≍ sup
s 6=0
|s|−r sup
‖a′‖≤1
‖∆2sGa′,a‖∞ = sup
‖a′‖≤1
‖Ga′,a‖Λr . (3.17)
For r > 1 we make use of 〈a′, δα(a)〉 = DαGa′,a|t=0, and obtain
‖δα(a)‖A ≍ sup
‖a′‖≤1
‖DαGa′,a‖∞ . (3.18)
Combining (3.18) and (3.17), we obtain |a|Λr(A) ≍ sup‖a′‖≤1‖Ga′,a‖Λr(Rd).
Assertions (ii) and (iii) follow from (i) and the well-known scalar case. 
From the standard literature [14, Ch. 3.1, 3.4] we know that every Λr(A), r > 0
is a Banach space. Furthermore Λr(A) is invariant under the action of Ψ and the
following continuous embedding holds for r ≤ s.
Λs(A) ⊆ Λr(A) . (3.19)
Our interest is in the algebra property and the inverse-closedness of Λr(A).
Theorem 3.21. Let A be a Banach algebra, Ψ be a d-dimensional automorphism
group acting on A and r > 0. Then Λr(A) is a Banach subalgebra of A and Λr(A)
is inverse-closed in A.
Proof. We first treat the case r ≤ 1. Taking norms in the identity
∆2t (ab) = ψ2t(a)∆
2
t b+ 2ψt(∆ta)∆tb+ (∆
2
ta) b , (3.20)
we obtain
‖∆2t (ab)‖A ≤MΨ(‖a‖A‖∆
2
t b‖A + 2‖∆ta‖A‖∆tb‖A + ‖∆
2
ta‖A‖b‖A) .
Consequently, using Lemma 3.20(ii)
|ab|Λr = sup
t6=0
|t|−r‖∆2t (ab)‖A ≤ C(‖a‖A|b|Λr + |a|Λr/2|b|Λr/2 + |a|Λr‖b‖A).
To get rid of the Λr/2-norm, we use the embedding (3.19) |a|Λr/2 ≤ C‖a‖Λr , and
we finally obtain
‖ab‖Λr = ‖ab‖A + |ab|Λr ≤ C‖a‖Λr‖b‖Λr ,
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which shows that Λr(A) is a Banach algebra for r ≤ 1.
Next we verify the inverse-closedness of Λr(A). Let a ∈ Λr(A) and a invertible
in A. We use (3.20) with b = a−1 and obtain
∆2t (a
−1) = −ψ2t(a
−1)
[
2ψt(∆t(a))∆t(a
−1) + ∆2t (a)a
−1
]
. (3.21)
Using
∆t(a
−1) = −a−1 ∆t(a) ψt(a
−1), (3.22)
we argue as above and arrive at
|a−1|Λr ≤ C‖a
−1‖2A
(
|a|2Λr/2‖a
−1‖A + |a|Λr
)
,
which is finite, again by (3.19).
Now let us sketch the modifications required to treat the general case r = k+ η,
k ∈ N, 0 < η ≤ 1. If a, b ∈ Λr(A), then a, b ∈ C
k(A) and δα(a), δα(b) ∈ Λη(A)
for |α| = k. Since Λη(A) is a Banach algebra by the preceding step, the general
Leibniz rule (3.2) implies that δα(ab) is in Λη(A) for |α| = k, whence Λr(A) is a
Banach algebra.
To show that Λr(A) is inverse-closed in A, we assume that a ∈ Λr(A) and a
−1 ∈
A. From Proposition 3.17 we know already that a−1 ∈ Ck(A), i.e., δα(a−1) ∈ C(A)
for |α| ≤ k. Now, using (3.2) with b = a−1, we obtain an explicit expression for
δα(a−1), |α| = k, namely
δα(a−1) = −
∑
06=β≤α
(
α
β
)
δβ(a)δα−β(a−1) . (3.23)
By assumption δβ(a) ∈ Λη(A) for β ≤ α and δ
α−β(a−1) ∈ C1(A) ⊆ Λη(A) for
β 6= 0. Consequently all terms on the right-hand side of (3.23) are in Λη(A) and
therefore δα(a−1) ∈ Λη(A) for |α| = k. We have proved that a
−1 ∈ Λr(A) and thus
Λr(A) is inverse-closed in A. 
What does Theorem 3.21 say about concrete matrix algebras? In line with our
general philosophy we show next how the abstract smoothness is related to the
off-diagonal decay of matrices.
Proposition 3.22. Let A be a solid matrix algebra over Zd and r > 0. Then
Λr(A) is solid, and Avr ⊆ Λr(A).
Proof. Recall that the automorphism group is given by χt(A) = MtAM−t and
(χt(A))(k, l) = e
2πi(k−l)·tA(k, l). For 0 < r ≤ 1 the seminorm |A|Λr(A) is the A-
norm of the matrix with entries
|t|−r |χ2t(A)− 2χt(A) + A|(k, l) = |A(k, l)|
|sin2 π(k − l) · t|
|t|r
. (3.24)
If A ∈ A and |B(k, l)| ≤ |A(k, l|), k, l ∈ Zd, then the solidity of A implies not only
that ‖B‖A ≤ ‖A‖A, but by (3.24) also that
|B|Λr(A) ≤ |A|Λr(A) ,
and thus Λr(A) is solid.
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For t 6= 0 we obtain
|A(k, l)|
sin2(π(k − l) · t)
|t|r
= |A(k, l)|
sin2(π(k − l) · t)
(|π(k − l)||t|)r
πr|k− l|r ≤ πr|A(k, l)||k− l|r .
Applying the A-norm to both sides of this inequality, we see that |A|Λr(A) ≤
πr‖A‖Avr and thus Avr ⊆ Λr(A).
If 0 < k < r ≤ k + 1 for k ∈ N, we apply the same argument to all δα(A),
|α| = k. Details are left to the reader. 
It is possible but non-trivial (see [37]) to show that for a solid matrix algebra A
Λr(A) ⊆ Avs for all s < r.
For the Jaffard class we obtain a complete characterization of the Ho¨lder-Zygmund
spaces.
Proposition 3.23. Let r, s > 0. Then
Λr(Js) = Js+r. (3.25)
Proof. By (2.13) and Proposition 3.22, Js+r = (Js)vr ⊆ Λr(Js).
For the converse assume first that 0 < r ≤ 1 and use (3.24) to obtain
‖A‖Λr(Js) = sup
t6=0
sup
k∈Zd
‖Aˆ(k)‖ℓ2→ℓ2(1 + |k|)
s sin
2(πk · t)
|t|r
.
So A ∈ Λr(Js) implies
‖Aˆ(k)‖J0(1 + |k|)
s|sin2 (πk · t)| ≤ C|t|r
for all k ∈ Zd and t ∈ Rd, t 6= 0. If t = k
2|k|2
2
we conclude that ‖Aˆ(k)‖ℓ2→ℓ2 ≤
C|k|−r−s2 , that is A ∈ Js+r.
If A ∈ Λr(Js) for r = k + η > 1, k ∈ N, 0 < η ≤ 1, then by definition
δα(A) ∈ Λη(Js) = Js+η for each α with |α| = k. This means that A belongs to
the derived algebra (Js+η)
(k). Since (Js+η)
(k) = Js+η+k by Proposition 3.9, we
obtain that A ∈ Js+η+k. We have proved that Λr(Js) ⊆ Jr+s for all parameters
r, s > 0. 
A more elementary relation between Ho¨lder-Zygmund class and off-diagonal de-
cay is valid in all matrix algebras.
Proposition 3.24. Let A be a matrix algebra. If A ∈ Λr(A), then ‖Aˆ(k)‖A =
O(|k|−r).
Proof. We remark first that the k-th side diagonal of A ∈ C(A) is exactly the k-th
“Fourier coefficient” of the mapping t→ χt(A):
Aˆ(k) =
∫
Td
χt(A)e
−2πikt dt . (3.26)
This can be seen by direct calculation or by using [3]. Then the standard argument
for the decay of the Fourier coefficients of f ∈ Λr(T
d) [34, Theorem I.4.6] carries
over to Λr(A). 
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4. Approximation in Banach Algebras
In this section we study a completely different method for the construction of
inverse-closed subalgebras. We assume the existence of a nested set of subspaces
and study the corresponding approximation spaces (see, e.g. [16, 22, 41]). The
analogy is now with the approximation of periodic functions by trigonometric poly-
nomials.
Let the index set Λ be either R+0 or N0. An approximation scheme on the Banach
algebra A is a family (Xσ)σ∈Λ of closed subspaces Xσ that fulfill the conditions
X0 = {0} and Xσ ⊆ Xτ for σ ≤ τ, and (4.1)
Xσ ·Xτ ⊆ Xσ+τ , σ, τ ∈ Λ. (4.2)
If A possesses an involution, we further assume that
1 ∈ X1 and Xσ = X
∗
σ for all σ ∈ Λ. (4.3)
The σ-th approximation error of a ∈ A by Xσ is
Eσ(a) = inf
x∈Xσ
‖a− x‖A. (4.4)
Proposition 4.1. Let A be a Banach algebra with an approximation scheme (Xσ).
The set
A0 = {a ∈ A : lim
σ→∞
Eσ(a) = 0} =
⋃
σ∈Λ
Xσ
A
(4.5)
is a closed subalgebra of A. If A is symmetric, then A0 is inverse-closed in A.
Proof. Identity (4.5) is straightforward. With (4.2) we obtain that A0 is a Banach
algebra. Furthermore, since A0 is a closed ∗-subalgebra of the symmetric algebra
A, A0 is inverse-closed in A (see the remark after Proposition 2.2). 
By specifying a rate of decay for Eσ(a) as σ → ∞, we may define a class of
approximation spaces in A by the norm
‖a‖p
Epr
=
{∫∞
0
Eσ(a)
p(σ + 1)rp dσ
σ+1
, for Λ = R+,∑∞
k=0Ek(a)
p(k + 1)rp 1
k+1
, for Λ = N0 ,
(4.6)
for 1 ≤ p < ∞ with the obvious change for p = ∞. The elementary properties of
Epr (A) were already obtained in [22, 41], and in [1, 2].
Proposition 4.2 ( [1, 2]). Let A be a Banach algebra an approximation scheme
(Xσ)σ∈Λ. Then E
p
r (A) is a Banach algebra and dense in A0 for every for 1 ≤ p ≤ ∞
and r > 0.
Proof. We give the proof only for the index set Λ = N0. Choose an, bn ∈ Xn
such that ‖a − an‖ ≤ 2En(a) and ‖b − bn‖ ≤ 2En(b) ≤ 2‖b‖A. Then ‖bn‖ ≤
‖b‖+ ‖bn − b‖ ≤ 3‖b‖ and
E2n+1(ab) ≤ E2n(ab) ≤ ‖ab− anbn‖A
≤ ‖a‖A ‖b− bn‖A + ‖bn‖A‖a− an‖A
≤ 2‖a‖AEn(b) + 6‖b‖AEn(a).
(4.7)
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Using this estimate and the equivalence (1 + n) ≍ (1 + 2n), we obtain
‖ab‖Erp ≤ C (‖a‖Epr ‖b‖A + ‖b‖Epr ‖a‖A) . (4.8)
The Banach algebra-property of Epr (A) now follows from (4.8). The claimed density
follows from the definition of the approximation spaces. 
We now treat the inverse-closedness of approximation spaces.
Proposition 4.3. Let A be a symmetric Banach algebra and (Xσ)σ∈Λ an approx-
imation scheme. Then Epr (A) is inverse-closed in A.
Proof. The norm inequality (4.8) is exactly the hypothesis for the application of
Brandenburg’s trick (Section 2.2), so (4.8) implies that
ρEpr (a) = ρA(a), for all a ∈ E
p
r (A).
Since A is symmetric, Lemma 2.2 shows that Epr (A) is inverse-closed in A. 
Proposition 4.3 is not entirely new. If A0 = A, then it follows from a result of
Kissin and Shulman [36, Thm. 5]. However, in most of our examples A0 6= A and
we only know that Epr (A) is inverse-closed in A0, but nothing about A. This is
why the symmetry assumption is needed for the proof of the inverse-closedness of
A0 in A. Our new proof has the advantage of being short and concise.
We illustrate the preceding concepts with some examples.
(1) Approximation with trigonometric polynomials. Let A = L∞(Td) and choose
the approximation scheme as
X0 = {0}, Xk = span{e
2πir·t : |r| < k}, k ≥ 1.
Clearly the conditions (4.1-4.3) are fulfilled and A0 = C(T
d). Proposition 4.3 im-
plies that Epr (L
∞(Td)) is inverse-closed in L∞(Td).
(2) Approximation with banded matrices. Let A be a matrix algebra and let
TN = TN(A) be the set of matrices in A with bandwidth smaller than N ,
TN = {A ∈ A : A =
∑
|k|<N
Aˆ(k)}
Then the sequence (Tk)k≥0 is an approximation scheme for A. The closure of all
banded matrices in A is the space of band-dominated matrices in A [42, 43].
Corollary 4.4. Let A be a symmetric matrix algebra.
(i) Then the band-dominated matrices in A form a closed and inverse-closed
∗-subalgebra of A.
(ii) Each approximation space Epr (A) is inverse-closed in A.
Theorem 1.2 from the introduction follows immediately by choosing p =∞ and
A = B
(
ℓ2(Zd)
)
.
For the algebra of bounded operators on vector-valued ℓp-spaces special instances
of (i) have been obtained in [42, 43].
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Loosely speaking, if a matrix can be well approximated by banded matrices,
then its inverse can be approximated by banded matrices with the same quality.
This property expresses a form of off-diagonal decay, which we now relate to the
standard notions.
Corollary 4.5.
(i) Assume that A is a solid matrix algebra continuously embedded in B(ℓ2(Zd)).
Then E∞r (A) ⊆ Jr, and A ∈ E
∞
r (A) decays at least polynomially off the
diagonal.
(ii) For the Jaffard algebra Js we have
E∞r (Js) = Js+r.
As a consequence of Corollary 4.4 Js+r is inverse-closed in Js and in
B
(
ℓ2(Zd)
)
for s > d and r > 0.
Proof. (i) If A is a solid matrix algebra, then for A ∈ A the banded matrix∑
|k|<n Aˆ(k) is a best approximation to A in Tn. Hence
En(A) = ‖A−
∑
|k|<n
Aˆ(k)‖A = ‖
∑
|k|≥n
Aˆ(k)‖A .
If A ∈ E∞r (A), the size of the n-th diagonal is majorized by
‖Aˆ(n)‖A ≤ ‖
∑
|k|≥n
Aˆ(k)‖A ≤ ‖A‖E∞r (A)(n+ 1)
−r .
Since A is embedded into B(ℓ2), this implies that
‖Aˆ(n)‖ℓ2→ℓ2 ≤ ‖Aˆ(n)‖A ≤ ‖A‖E∞r (A)(n+ 1)
−r ,
and thus A ∈ Jr.
(ii) For A ∈ Js we obtain
En(A) = ‖
∑
|k|≥n
Aˆ(k)‖Js = sup
|u−v|≥n
|A(u, v)|(1 + |u− v|)s.
This means
A ∈ E∞r (Js)⇔ En(A)(1 + n)
r ≤ C for all n > 0
⇔ sup
|u−v|≥n
|A(u, v)|(1 + |u− v|)s(1 + n)r ≤ C for all n > 0.
This is true if and only if
‖Aˆ(n)‖ℓ2→ℓ2(1 + n)
s+r = sup
|u−v|=n
|A(u, v)|(1 + |u− v|)s+r ≤ C for all n > 0,
and we have shown that ‖A‖Js+r = supn∈Zd ‖Aˆ(n)‖ℓ2→ℓ2(1 + |n|)
s+r < ∞ or A ∈
Js+r. 
This corollary helps to simplify the proof of Jaffard’s orginal theorem in [33].
Suppose we already know that Jd+ǫ is inverse-closed in B(ℓ
2) for 0 < ǫ ≤ ǫ0. By
Corollary 4.4 and 4.5 Js, s > d + ǫ, is inverse-closed in Jd+ǫ and hence in B(ℓ
2).
Thus it suffices to prove Jaffard’s result for the range d < r < d+ ǫ0 for some small
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ǫ0 > 0.
(3) Approximation in UHF algebras. In order to illustrate the potential of approx-
imation methods for operator algebras, we discuss the approximation properties in
UHF algebras.
A uniformly hyperfinite (UHF) algebra (Glimm [25]) is the direct limit of a
directed system {Mnk , φk} of full matrix algebras Mnk . Precisely Mnk is the full
algebra of nk × nk, {nk} is a sequence of positive integers nk, such that nk divides
nk+1 (nk+1 = rknk) for all k ∈ N and limk→∞ nk = ∞, and the unital embedding
φk : Mnk →Mnk+1 is given by A 7→ A⊗ Irk . Suppressing the embedding maps, we
can write
UHF((nk)) = UHF(~n) =
⋃
k
Mnk
B(ℓ2)
and obtain a C∗-algebra. We refer to [9, 25] for the deeper properties of UHF
algebras. Elements of UHF(~n) can be understood as follows: Let
φk,∞ : Mnk → B(ℓ
2(N)); A 7→
A A
. . .

the natural embedding of Mnk into B(ℓ
2(N)). Then any element of UHF(~n) can be
written as a limit in the operator norm on ℓ2(N).
A =
∑
k
φk,∞(Ak), Ak ∈Mnk . (4.9)
The very definition of the UHF algebras suggests a natural approximation scheme,
namely the subalgebras Mnk . More precisely, let
X0 = 0, Xk = φk,∞(Mnk), k ≥ 1.
In this situation, (4.2) can be improved to
XnXm ⊆ Xmax(n,m). (4.10)
Property (4.10) implies an approximation result that is stronger than Proposi-
tions 4.2 and 4.3. In fact, choose an arbitrary weight function w > 0 on N0 and
define the generalized approximation space E˜pw, 1 ≤ p ≤ ∞, by the norm
‖a‖E˜pw =
(∑
n≥0
En(a)
pw(n)p
)1/p
.
Since E0(a) = ‖a‖A and ‖a‖A ≤
1
w(0)
‖a‖E˜pw the generalized approximation space
E˜pw is embedded into A. Since every Xk is an algebra, the estimate (4.7) can be
improved to
En(ab) ≤ C
(
‖a‖AEn(b) + ‖b‖AEn(a)
)
, (4.11)
and consequently
‖ab‖E˜pw ≤ C
(
‖a‖A‖b‖E˜pw + ‖a‖E˜pw‖b‖A
)
, (4.12)
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whereA = UHF(~n). Applying now Brandenburg’s trick from Section 2.2, we obtain
a new class of “smooth” inverse-closed subalgebras of UHF(~n).
Corollary 4.6. For 1 ≤ p ≤ ∞ and arbitrary w > 0 the generalized approximation
space E˜pw is a dense ∗-subalgebra of UHF(~n), and E˜
p
w is inverse-closed in UHF(~n).
5. Smoothness and Approximation with Bandlimited Elements
So far the two constructions of inverse-closed subalgebras are based on different
structural features of Banach algebras, namely, derivations or commutative au-
tomorphism groups, and approximation schemes. Again classical approximation
theory teaches us how to relate smoothness properties to approximation proper-
ties. The prototypes of such a connection are the Jackson-Bernstein theorems for
polynomial approximation of periodic functions.
In this section we develop a similar theory for Banach algebras with an auto-
morphism group Ψ. The application to matrix algebras then supports once more
the insight that “smoothness of matrices” amounts to their off-diagonal decay. The
general setup is again that of Section 3. Let A be a unital Banach algebra with
a uniformly bounded d-parameter group of automorphisms Ψ. Let δek , 1 ≤ k ≤ d
denote the canonical generators of Ψ. If A possesses an involution, we assume that
Ψ consists of ∗-automorphisms.
5.1. Bandlimited Elements and Their Spectral Characterization. We first
need an analogue of the trigonometric polynomials in the context of a Banach
algebra with an automorphism group.
Definition 5.1. An element a ∈ A is σ-bandlimited for σ > 0, if there is a constant
C such that
‖δα(a)‖A ≤ C(2πσ)
|α| (5.1)
for every multi-index α. An element is bandlimited, if it is σ-bandlimited for some
σ > 0. Inequality (5.1) is a generalized Bernstein inequality.
Example 5.2. In C(T) the N -bandlimited elements are exactly the trigonometric
polynomials of degree N ∈ N0. If f is a trigonometric polynomial of degree N , then,
by the classical Bernstein inequality, we have ‖f ′‖∞ ≤ 2πN‖f‖∞. This implies
(5.1).
Conversely, if f ∈ C(T) is N -bandlimited in the sense of (5.1), then
C(2πN)k ≥ ‖Dkf‖L∞(T) ≥ ‖D
kf‖L2(T) = ‖((2πil)
kfˆ(l))l∈Z‖ℓ2 ≥ (2π|m|)
k|fˆ(m)|
for all m ∈ Z. This is true for all k ≥ 0, whence fˆ(m) = 0 for |m| > N . See [48,
3.4.2] for related statements.
We next generalize Fourier arguments to obtain an alternative characterization
of bandlimited elements in a Banach algebra. To avoid vector-valued distributions,
we need some technical preparation.
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Definition 5.3. The spectrum of a ∈ C(A) is
spec(a) =
⋃
a′∈A′
supp F(Ga′,a), (5.2)
where the Fourier transform F is used in the distributional sense and Ga′a,(t) =
〈a′, ψta〉 was defined in (3.16).
An equivalent but less convenient definition is given in [10, Def. 2.2.5].
Here is a spectral characterization of σ-bandlimited elements in A.
Proposition 5.4. An element a ∈ C(A) is σ-bandlimited, if and only if spec(a) ⊆
[−σ, σ]d.
Proof. Assume first that spec(a) ⊆ [−σ, σ]d. Then by definition
suppF(Ga′,a) ⊆ [−σ, σ]
d for all a′ ∈ A′.
By the Paley-Wiener-Schwartz theorem [48, 3.4.9] the bandlimited function Ga′,a
can be extended to an entire function of exponential type σ, i.e., for every ǫ > 0
there is a constant A = A(ǫ), such that
|Ga′,a(t+ iy)| ≤ Ae
(σ+ǫ)|y| for t, y ∈ Rd .
Since Ga′,a = 〈a
′, ψt(a)〉 is holomorphic for all a
′ ∈ A′, the mapping t 7→ ψt(a) is
holomorphic. This implies the existence of δα(a) ∈ A for each multi-index α. To
deduce (5.1) we use the Bernstein inequality for entire functions [48, 3.4.8],
‖DαGa′,a‖∞ ≤ (2πσ)
|α|‖Ga′,a‖∞ (5.3)
for all a′ ∈ A′. In particular, with (3.18)
‖δα(a)‖A ≍ sup
‖a′‖A′≤1
‖DαGa′,a‖∞
≤ (2πσ)|α| sup
‖a′‖A′≤1
‖Ga′a,‖∞ ≤MΨ(2πσ)
|α|‖a‖A.
(5.4)
Therefore a is σ-bandlimited.
Conversely, assume that a is bandlimited with bandwidth σ. Then for arbitrary
t0 ∈ R
d and a′ ∈ A′ the norm equivalence (3.18) implies that
|DαGa′,a(t0)| ≤ ‖a
′‖A′ ‖δ
α(a)‖A ≤ C(2πσ)
|α| . (5.5)
Consequently the Taylor series of Ga′,a at t0 converges uniformly on R
d and can be
extended to an entire function
Ga′,a(z) =
∑
α≥0
DαGa′,a(t0)
α!
(z − t0)
α for z ∈ Cd .
The extension of Ga′,a is clearly independent of the base point t0 and satisfies the
growth estimate
|Ga′a(z)| ≤ C
∑
α≥0
(2πσ)|α|
α!
|z − t0|
|α| ≤ Ce2πσ|z−t0| .
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For z = t0 + iy, y ∈ R
d, we obtain |Ga′a(t0 + iy)| ≤ Ce
2πσ|y|, and thus Ga′,a is an
entire functions of exponential type σ [46, 4.8.3] for every a′ ∈ A′. Once again,
the Paley-Wiener-Schwartz theorem implies that suppF(Ga′,a) ⊆ [−σ, σ]
d for all
a′ ∈ A. We conclude that spec(a) is contained in [−σ, σ]d. 
5.2. Periodic Group Actions. If the automorphism group Ψ on A is periodic
(that is, there is a period P ∈ Rd+ such that ψt+P = ψt for all t), the bandlimited
elements can be described more explicitly by means of a Banach algebra-valued
Fourier series. Without loss of generality we will assume that P = (1, . . . , 1). Then
the k-th Fourier coefficient of a ∈ C(A) is
aˆ(k) =
∫
Td
ψt(a) e
−2πik·t dt. (5.6)
By an observation of Baskakov [3] for the action χt(A) = MtAM−t on a matrix A,
the Fourier coefficient
∫
Td
χt(A)e
−2πik·t dt is exactly the k-th side-diagonal Aˆ(k) of
A (see also (3.26)). So there is no ambiguity in our notation. The formal series∑
k∈Zd aˆ(k)e
2πik·t is the Fourier series of a (see deLeeuw’s work [18, 19, 20] for first
developments of operator-valued Fourier series.)
Proposition 5.5 ( [19, Prop. 3.4]). Let Ψ be a periodic automorphism group on
A. The following statements are equivalent for a ∈ A.
(i) a ∈ C(A).
(ii) The Fejer-means of the Fourier series of a converge in norm:
ψt(a) = lim
n→∞
∑
|k|∞≤n
d∏
j=1
(
1−
|kj|
n + 1
)
aˆ(k)e2πik·t.
(iii) The C1-means of the Fourier coefficients converge in norm to a:
a = lim
n→∞
∑
|k|∞≤n
d∏
j=1
(
1−
|kj|
n + 1
)
aˆ(k).
DeLeeuw considers only the algebra B(ℓ2), but the proof for generalA is identical.
See also [34, 2.12]. An immediate consequence of Proposition 5.5 is a Weierstrass-
type density theorem for periodic group actions.
Corollary 5.6.
(i) The set of bandlimited elements is dense in C(A).
(ii) Ck(A) is dense in C(A).
(iii) An element a ∈ A is σ-bandlimited, if and only if ψt(a) is the trigonometric
polynomial of the form
ψt(a) =
∑
|k|∞≤σ
aˆ(k)e2πik·t (5.7)
We single out a characterization of bandlimited elements of matrix algebras.
Corollary 5.7. A matrix A is banded with bandwidth N in the matrix algebra A,
if and only it is N-bandlimited with respect to the group action {χt}.
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5.3. Characterization of Smoothness by Approximation. When working
with an automorphism group on A, then the sequence of subspaces of bandlimited
elements of given bandwidth provides a natural approximation scheme for A. For
this case, we will show that the smoothness spaces defined in Section 3 are equiv-
alent to approximation spaces. In other words, we will state and prove a general
version of the Jackson-Bernstein theorem. Although proofs are similar to the clas-
sical ones in [22, 46, 48], we gain new insight from the generalization to Banach
algebras. In particular, we need a theory of smoothness based on the action of an
automorphism group (Section 3), and a spectral characterization of bandlimited
elements (Section 5.1). Related results were obtained independently in [30, 47].
Lemma 5.8. Let A be a Banach algebra with automorphism group Ψ, and set
X0 = {0}, Xσ = {a ∈ A : spec(a) ⊆ [−σ, σ]
d}, σ > 0. (5.8)
Then {Xσ : σ ≥ 0} is an approximation scheme for A consisting of the bandlimited
elements.
Proof. If the group action is periodic, then Corollary 5.6(iii) implies directly that
XσXτ ⊆ Xσ+τ . If the acting group is R
d, then we take norms in the Leibniz
rule (3.2) and substitute the estimates ‖δα(a)‖A ≤ Ca(2πσ)
|α| and ‖δα(b)‖A ≤
Cb(2πτ)
|α|. The resulting estimate is
‖δα(ab)‖A ≤
∑
β≤α
(
α
β
)
CaCb(2πσ)
|β|(2πτ)|α−β| = CaCb(2π(σ + τ))
|α| ,
therefore ab is σ + τ -bandlimited. 
Next we formulate a theorem of Jackson-Bernstein type for Banach algebras.
Theorem 5.9. Let A be a Banach algebra with automorphism group Ψ, and {Xσ :
σ ≥ 0} be the approximation scheme of bandlimited elements. Then, for r > 0,
Λr(A) = E
∞
r (A) . (5.9)
In other words, a ∈ Λr(A), if and only if Eσ(a) ≤ Cσ
−r for all σ > 0.
We will split the proof into several statements. One of the main tools will be
smooth approximating units in A, which we will review next.
Given µ ∈ M(Rd) and a ∈ C(A), the action of µ on a is defined by
µ ∗ a =
∫
Rd
ψ−t(a)dµ(t). (5.10)
This action is a generalization of the usual convolution and satisfies similar prop-
erties. See [14] for details and proofs.
If the group action is periodic with period one, the action of µ on a is
µ ∗ a =
∫
Td
ψ−t(a) dµ(t) =
∑
k∈Zd
F(f)(k)aˆ(k), (5.11)
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where aˆ(k) is the k-th Fourier coefficient of a and the sum converges in the C1-sense
as in Proposition 5.5.
(i) If a ∈ C(A), µ ∈M(Rd), then
‖µ ∗ a‖A ≤ MΨ ‖µ‖M(Rd) ‖a‖A . (5.12)
(ii) If f ∈ C∞c (R
d) and a ∈ C(A), then
δα(f ∗ a) = Dαf ∗ a ∈ C(A) (5.13)
for every multi-index α. In particular, f ∗ a ∈ C∞(A).
(iii) Taylor’s formula: if a ∈ Ck(A), then
ψt(a) =
∑
|α|≤k
δα(a)
α!
tα +
Rk(t)
k!
|t|k, (5.14)
where the remainder term Rk(t) is bounded by the modulus of continuity
|Rk(t)| ≤ Cmax
|α|=k
ω|t|(δ
αa). (5.15)
Taylor’s formula for ψt(a) and the estimation of the remainder follow from the
Taylor expansion of Ga′,a(t) = 〈a
′, ψt(a)〉 (see, e.g. [38, 3.2] for the scalar case).
For the construction of approximating units let fρ(x) = ρ
−df(ρ−1x), ρ > 0, be
the dilation of f ∈ L1(Rd). Then
fρ ∗ a =
∫
Rn
ψ−ρu(a)f(u) du . (5.16)
Lemma 5.10. Let A be a Banach algebra, a ∈ C(A), and κ ∈ L1(Rd) with∫
Rd
κ(x) dx = 1.
(i) If κ ∈ L1v1(R
d), then
‖a− κρ ∗ a‖A ≤ Cωρ(a). (5.17)
(ii) If κ ∈ L1vk+1(R
d), and if
∫
Rd
tακ(t) dt = 0 for 1 ≤ |α| ≤ k, k ∈ N, then for
every a ∈ Ck(A)
‖a− κρ ∗ a‖A ≤ Cρ
kmax
|β|=k
ωρ(δ
β(a)) . (5.18)
Proof. The proof is similar to standard approximation results for C(T) or Cu(R
d).
Part (i) follows from
‖a− κρ ∗ a‖A ≤
∫
Rn
|κ(u)| ‖a− ψ−ρu(a)‖A du ≤
∫
Rn
|κ(u)|ωρ|u|(a) du,
and the property
ωρ|u|(a) ≤ sup
t∈Rd
‖ψt‖ (1 + |u|)ωρ(a) , (5.19)
which is proved as in the scalar case [48, 1.2.1]. The proof of (ii) uses Taylors for-
mula (5.14) in connection with the vanishing moment condition and the estimation
of the remainder (5.15), see [48, 1.2.6], [38, 3.3] for details. 
We need another property of the spectrum.
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Lemma 5.11. If a ∈ C(A) and f ∈ L1(Rd), then
spec(f ∗ a) ⊆ supp(Ff) ∩ spec(a). (5.20)
Proof. By definition t ∈ spec(f ∗ a) means that there exists a′ ∈ A′, such that
t ∈ suppFGa′,f∗a. An elementary calculation shows that
Ga′,f∗a = f ∗Ga′,a (5.21)
for all a′ ∈ A′, a ∈ C(A). So suppFGa′,f∗a ⊆ suppFf ∩ suppFGa′,a, and the
Lemma follows. 
With the existence of approximating kernels we can now state a Jackson-type
theorem for automorphism groups.
Proposition 5.12. Let a ∈ A and σ > 0.
(i) Then there is a σ-bandlimited element aσ ∈ C(A), such that
‖a− aσ‖A ≤ Cω1/σ(a)
with C independent of σ and a.
(ii) If a ∈ Ck(A), then there exists a σ-bandlimited element aσ ∈ A, such that
‖a− aσ‖ ≤ Cσ
−|α|max
|α|=k
ω1/σ(δ
αa) .
Proof. (i) We follow [48, 4.4.3]. Let κ ∈ S(Rd),
∫
Rd
κ = 1, supp Fκ ⊆ [−1, 1]d. By
Lemma 5.10(i)
‖a− κ1/σ ∗ a‖A ≤ Cω1/σ(a).
Since suppF(κ1/σ) ⊆ [−σ, σ]
d, Lemma 5.11 implies that κ1/σ ∗ a is σ-bandlimited,
and we are done.
(ii) The proof is similar. We choose the kernel κ ∈ S(Rd) such that
∫
Rd
tακ(t) dt =
0 for 1 ≤ |α| ≤ k, and then use part (ii) of Lemma 5.10 instead of part (i). 
We draw two consequences of Proposition 5.12. The first one is a density result
in the style of Weierstrass’ theorem, the second one is a Jackson type theorem that
proves one half of the fundamental theorem 5.9.
Corollary 5.13 (Weierstrass). The set of bandlimited elements is dense in C(A).
Since Ck(A) contains the bandlimited elements, Ck(A) is also dense in C(A).
Corollary 5.14. If a ∈ Λr(A) for r > 0, then Eσ(a) = O(σ
−r).
Proof. For 0 < r < 1 this follows immediately from Proposition 5.12(i) and the
definition of Λr(A). For r > 0, r 6∈ Z, we use Proposition 5.12(ii). The proof for
r ∈ Z is similar. We have to assume in addition that the approximation kernel κ
is even. See [38, 3.5, 3.6] for the necessary details. 
Before proving the converse implication in Theorem 5.9, i.e., the Bernstein-type
result, we need a mean-value property of automorphism groups.
Lemma 5.15. If a is σ-bandlimited, then
‖∆ta‖A ≤ Cσ |t| ‖a‖A . (5.22)
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Proof. We use a weak-type argument.
‖∆ta‖A = sup
‖a′‖≤1
|〈a′, ψt(a)− a〉| = sup
‖a′‖≤1
∣∣∣∫ 1
0
∇Ga′,a(λt) · t dλ
∣∣∣
≤ sup
‖a′‖≤1
C|t|2‖|∇Ga′,a|2‖∞ .
Since Ga′,a is bandlimited, Bernstein’s inequality for scalar functions yields that
‖ |∇Ga′,a|2‖∞ ≤ Cσ‖Ga′,a‖∞. We may continue the estimate by
‖∆ta‖A ≤ C|t|2 sup
‖a′‖≤1
‖|∇Ga′,a|2‖∞ ≤ C0|t|2σ sup
‖a′‖≤1
‖Ga′,a‖∞
≤ C1|t|2 σ ‖a‖A ≤ C2σ |t| ‖a‖A .

Proposition 5.16. Let a ∈ A, and r > 0. If Eσ(a) ≤ Cσ
−r for all σ > 0, then
a ∈ Λr(A).
Proof. We sketch a proof along the lines of [15] and assume that 0 < r < 1 first.
Choose 2k-bandlimited elements ak, such that ‖a− ak‖A ≤ C2
−rk. By the triangle
inequality we get ‖ak+1 − ak‖ ≤ 2C2
−rk, and therefore the series
a = a0 +
∞∑
k=0
(ak+1 − ak)
converges in the norm of A. Set b0 = a0, bk = ak+1 − ak, k > 0. Then bk is
bandlimited with bandwidth 2 · 2k, and ‖bk‖A ≤ 2C2
−rk. We need an estimate for
the norm of ∆ta, and start with
‖∆ta‖A ≤
M∑
k=0
‖∆tbk‖A +
∞∑
k=M+1
‖∆tbk‖A. (5.23)
Lemma 5.15 implies that
‖∆tbk‖A ≤ C2
k|t| ‖bk‖A ≤ C
′2k−rk|t|
for all k ∈ N. For k > M we control the norm of the second sum in (5.23) with the
triangle inequality
‖∆tbk‖A ≤ ‖ψtbk‖A + ‖bk‖A ≤ (MΨ + 1)‖bk‖A ≤ C˜2
−kr.
Substituting back into (5.23) yields
‖ψta− a‖A ≤ C
′′
(
|t|
M∑
k=0
2k−rk +
∞∑
k=M+1
2−rk
)
≤ C ′′
(
|t|2M(1−r) + 2−rM
)
. (5.24)
If we choose M such that 1 ≤ 2M |t| < 2, then
‖ψta− a‖A ≤ C12
−rM ≤ C1|t|
r, (5.25)
and a ∈ Λr(A), as desired.
Next consider the case r = m+ η for m ∈ N and 0 < η < 1. By (5.4) we have
‖δα(bk)‖A ≤ C(2π2
k+1)|α|‖bk‖A ≤ C
′2(k+1)(|α|−r)
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for all k ∈ N and α ∈ Nd0. Consequently the series
∑∞
k=0 δ
αbk converges in A for all
α with |α| ≤ m and its sum must be δα(a) (because each δj is closed on D(δ
α)).
We now apply the above estimates (5.23) and (5.24) with δα(a) instead of a and
deduce that δα(a) must be in Λη(A) for |α| ≤ k. Thus a ∈ Λr(A).
If r is an integer, then we have to use second order differences and a corresponding
version of the mean value theorem. The argument is almost the same as above
(see [48] for details in the scalar case). 
Combining Propositions 5.14 and 5.16, we have completed the proof of our main
theorem (Theorem 5.9).
5.4. Littlewood-Paley Decomposition. We derive a Littlewood-Paley charac-
terization of Λr(A) to obtain explicit expressions for the norm of Ho¨lder-Zygmund
spaces on matrix algebras.
Let ψ ∈ S(Rd) with suppψ ⊆ {ξ ∈ Rd : 2−1 ≤ |ξ|2 ≤ 2}, ψ(ξ) > 0 for 2
−1 <
|ξ|2 < 2, and
∑
k∈Z ψ(2
−kξ) = 1 for all ξ ∈ Rd \ {0}. Set φk+1(ξ) = ψ(2
−kξ), k ≥ 0
and φ0(ξ) = 1−
∑
k<0 ψ(2
−kξ). Call {φk}k≥0 a dyadic partition of unity.
Proposition 5.17. Let a ∈ A and let {φk} be a dyadic partition of unity, Φk =
F−1φk, and r > 0. Then a ∈ Λr(A), if and only if
sup
k≥0
2rk‖Φk ∗ a‖A (5.26)
is finite, and (5.26) defines an equivalent norm on Λr(A).
Proof. We combine the norm equivalence ‖a‖Λr(A) ≍ sup‖a′‖A′≤1‖Ga′,a‖Λr(Rd) (Lemma
3.20) with the classical Littlewood-Paley characterization of Λr(R
d) (see, e.g., [6]):
‖Ga′,a‖Λr(Rd) ≍ sup
k≥0
2kr‖Φk ∗Ga′,a‖∞ . (5.27)
As Φk ∗Ga′,a = Ga′,Φk∗a by (5.21), we obtain
‖a‖Λr(A) ≍ sup
‖a′‖A′≤1
sup
k≥0
2kr|〈a′,Φk ∗ a〉| ≍ sup
k≥0
2kr‖Φk ∗ a‖A ,
which is (5.26). 
5.5. A Characterization of Ho¨lder-Zygmund Spaces in Matrix Algebras.
For matrix algebras we may characterize Λr(A) more explicitly with the help of
Proposition 5.17.
Proposition 5.18. Let A be a solid matrix algebra. Then the norm on Λr(A) is
equivalent to the expression
max
(
‖Aˆ(0)‖A, sup
k≥0
2kr‖
∑
2k≤|l|<2k+1
Aˆ(l)‖A
)
.
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Proof. Let {φk}k≥0 be a dyadic partition of unity and set Ck = ‖
∑
2k≤|l|<2k+1 Aˆ(l)‖A.
Since A ∈ Λr(A), the Fejer-means of the Fourier series χt(A) =
∑
Aˆ(l)e2πil·t con-
verge by Proposition 5.5 and thus
Φk ∗ A =
∫
Rd
Φk(t)χ−t(A) dt
=
∑
k∈Zd
Aˆ(l)
∫
Rd
Φk(t)e
−2πil·t dt =
∑
k∈Zd
Aˆ(l)φk(l) .
The solidity of A implies that, for k ≥ 0,
Bk = ‖Φk ∗ A‖A = ‖
∑
l∈Zd
φk(l)Aˆ(l)‖A ≤ ‖
∑
2k−1≤|l|<2k+1
Aˆ(l)‖A = Ck−1 + Ck
On the other hand, since φk−1 + φk + φk+1 ≡ 1 on {ξ : 2
k−1 ≤ |ξ|2 ≤ 2
k+1}, we
obtain Ck ≤ Bk−1 + Bk + Bk+1. Consequently ‖A‖Λr(A) = supk≥0 2
rkBk and the
expression supk≥0 2
rkCk are equivalent norms on Λr(A). 
For the standard matrix algebras the results can be detailed further. For the
algebra of convolution-dominated matrices defined in (2.10), we obtain a completely
new form of off-diagonal decay.
Theorem 5.19. Let C0 denote the algebra of convolution-dominated matrices. The
approximation space E∞r (C0) is equal to the Ho¨lder-Zygmund space Λr(C0). It con-
sists of all matrices A satisfying
‖Aˆ(0)‖ℓ2→ℓ2 <∞, 2
rk
∑
2k≤|l|<2k+1
‖Aˆ(l)‖ℓ2→ℓ2 = 2
rk
∑
2k≤|l|<2k+1
sup
m∈Zd
|A(m,m−l)| ≤ C
(5.28)
for all k ≥ 0.
We can now prove Theorem 1.3 of the introduction. Assume that the matrix
A satisfies (5.28) and is invertible on ℓ2(Zd). By Theorem 5.19, A ∈ Λr(C0), and
by Theorem 3.21 Λr(C0) is inverse-closed in C0 which in turn is inverse-closed in
B
(
ℓ2(Zd)
)
. Thus A−1 ∈ Λr(C0) and A
−1 also satisfies the conditions (5.28).
The characterization (5.28) implies the embeddings
Cr ⊂ Λr(C0) ⊂ Cs for 0 ≤ s < r ,
and it is easy to show that the three algebras are distinct.
The characterization of Ho¨lder-Zygmund spaces in the Jaffard class is even sim-
pler. The Littlewood-Paley characterization of Λr(Js) implies that
A ∈ Λr(Js) ⇔ sup
k≥0
2rk‖
∑
2k≤|l|<2k+1
Aˆ(l)‖Jr <∞
⇔ ‖Aˆ(l)‖Js|l|
r ≤ C ′
⇔ ‖Aˆ(l)‖ℓ2→ℓ2(1 + |l|)
s+r < C for all l ⇔ A ∈ Jr+s .
Thus we have another proof of the identification Λr(Js) = Js+r of Proposition 3.23.
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