Abstract-In this paper, the possibility of combining differential demodulators in time direction and frequency direction for orthogonal frequency-division multiplexing (OFDM) frames is investigated. The proposed algorithm uses not only the direction in which the information is modulated, but also joins it with other symbols in time or frequency direction of the OFDM frame, resulting in an additional second direction that is differentially demodulated as well. In the special case that is investigated here, the second direction does not carry any modulated information. Nevertheless, it is shown that it can be used for the two-dimensional demodulation process without changing the transmitter. Therefore, the proposed algorithm is applicable for existing digital transmission systems, for example, digital audio broadcasting, as well as new systems.
I. INTRODUCTION
P ERFORMANCE and mobility are important issues in state-of-the-art communications systems. Communications devices are nowadays based on digital modulation/demodulation techniques. These techniques can be divided into coherent, differential coherent, and noncoherent ones. Coherent systems typically outperform differential coherent and noncoherent systems due to the use of pilot-symbol aided channel estimation and equalization. However, the implementation of respective algorithms also necessitates a large computational and energy-consuming effort. This can, especially for mobile communications equipment, be an unwanted effect. Furthermore, the insertion of the necessary pilot symbols leads to a reduction of the available data rate. In contrast to this, differential coherent systems are designed to work without channel estimation and equalization. The missing estimated absolute reference in conjunction with a differential combination of the received symbols leads to a degradation of the bit-error rate (BER) performance, when compared with the coherent system.
Due to the high processing speed and specialization of modern integrated circuits, orthogonal frequency-division multiplexing (OFDM) [1] , using the inverse fast Fourier transformation (IFFT) to modulate multiple subcarriers at the same time, has become an interesting option. Like with single-carrier signals, differential coherent modulation techniques are appli- cable and an according standard is already in use for digital audio broadcasting (DAB) [2] . In the following, the special characteristics of differentially modulated OFDM signals are considered.
To overcome the degrading effects of differential demodulation (DD), a variety of differential detection techniques has been discussed in the literature [3] - [7] . Two of these algorithms are based on multiple-symbol detection [3] , [4] , while another algorithm applies an additional decision feedback from several multiple-symbol detectors [5] . The third algorithm uses multiple differentially encoded amplitude levels in conjunction with decision feedback and filtering in the receiver [6] . Another algorithm applies "turbo decoding" by using the differential modulation scheme as an inner code with rate one [7] . While [3] - [5] and [7] focus on single-carrier modulation, [6] applies OFDM, but also performs the DD in only one direction, namely, the one of the modulated information.
In this paper, a new algorithm for DD is proposed that makes use of the two-dimensional (2-D) structure of OFDM frames. For this purpose, the basic principle of 2-D DD is introduced in Section II. In Section III, it is used in conjunction with a special characteristic of DD to choose alternative solutions for the bit-sequence estimation. Section IV gives mathematical background information on how and why the algorithm works. In Sections V and VI, a criterion and according methods to evaluate the alternative demodulation solutions are suggested. Results for the algorithm with different channel models and synchronization misalignments are presented in Section VII. Finally, the resulting conclusions are drawn in Section VIII.
II. BASIC IDEA FOR 2-D DIFFERENTIAL DEMODULATION
As commonly used, for example, in the European DAB standard [2] , differential modulation and DD, see Fig. 1 , is only performed in one direction (here by OFDM symbols in time ) with the help of one reference symbol at the beginning of the frame. This means that only the closest neighbor in negative direction of time is used for demodulation. It is obvious that there are additionally seven other closest neighbors, see Fig. 2 . It is shown that these neighbors can also be used for DD without changing the transmitter. The distance to all eight neighbors is defined to be one.
2-D DD is achieved by not necessarily choosing the closest path with distance one (here in negative direction of time ), but by using a detour path. A detour path has the same origin and destination as the direct path, but with distance larger than one, resulting from the combination of several DD steps. DD between two arbitrary symbols within the frame is possible, since all transmitted differentially modulated symbols, in general, come from the same transmission symbol alphabet. Thus, the demodulation between two arbitrary symbols delivers a symbol from the source alphabet, see Fig. 1 . Due to stronger statistical correlations, especially in fading channel environments, only the eight surrounding symbols are regarded as relevant here. The detour path is obtained from hopping to one or several intermediate neighbors. The additional steps are chosen according to an algorithm that assures that the possibility of a bit error is decreased by choosing the detour path rather than the direct path.
III. FRAME-WORM ALGORITHM FOR DETOUR PATH DETERMINATION
An OFDM frame can be interpreted as a 2-D structure consisting of complex-valued symbols in the direction of frequency and time . Even though other modulation schemes are possible, the modulation scheme here is chosen to be -ary differential phase-shift keying (M-DPSK) [8] in the time direction. As discussed above, all transmitted symbols come from the same alphabet, here -ary phase-shift keying (M-PSK) symbols. For each of the eight neighbors of one symbol in the center, now a DD step as shown in Fig. 2 and Fig. 1 is performed according to (1) where is the current symbol under investigation, is one of the eight neighbor symbols, is the symbol after the DD, is the conjugate complex of the expression, , are the amplitudes, and , the arguments of the symbols. If M-DPSK is considered, the information is included in the differential phase (2) This means that the information-carrying phase of the original one-dimensional (1-D) DD is (3) If now instead of the direct path, a path with several intermediate steps is chosen, each step in this path has a differential phase , where is the current iteration path length, here
. If those differential intermediate phases were summed up, the result would be (4) which means that the phase difference remains unchanged and a simple adding of the intermediate phases would not bring any advantage, but on the other hand, also would not influence the phase of the original path . This offers the possibility of taking a closer look at the intermediate steps individually. Each received differential phase can be divided into a valid phase and a phase error , that corresponds to the phase offset of the closest matching source-symbol phase (5) The common 1-D DD directly concludes from to the phase of the source symbol . In contrast to this, the new 2-D DD algorithm proposed here decides for every individual intermediate phase , on a possible phase of the source alphabet , . Additionally, the phase errors , , and the amplitudes , can be used for the path criterion and the resulting estimation, or to obtain channel reliability information for the chosen path.
The path criterion has to make sure that choosing a detour path rather than the direct path is more reliable, even given the fact that the detour path with its intermediate steps is "longer." Therefore, at first, the direct path is considered the most reliable and is chosen as the reference path (iteration length ). For a certain criterion, now all paths or a subgroup of all possible paths up to a definable iteration path depth that reach the destination symbol are investigated. If, considering the criterion, one of the alternative paths is more reliable than the reference path, this alternative path becomes the new reference path, and so on.
Considering the criterion, the most reliable path, therefore, has a length of . For the final decision about the possible phase of the source symbol, now the differential phase sum of the chosen path is calculated as follows:
for L=1 for L=2 otherwise. (6) To get the final corresponding bit sequence of the demodulation, the information from the obtained path has to be extracted. Therefore, the phase sum is differential quaternary phase-shift keying (DQPSK) demodulated.
IV. MATHEMATICAL THEORY FOR PATH DETERMINATION
It has already been mentioned that when a detour path is chosen, one has to make sure that this path is more reliable than the direct path. To clarify what is meant by a more reliable path, a closer look at the mathematical theory of DPSK is taken. Since the information is included in the phase alone, minimum distance in the receiver is equal to minimum phase distance to one of the possible transmitted symbols. Therefore, the 2-D density function for additive white Gaussian noise (AWGN) (7) in the Cartesian in-phase/quadrature (I/Q) coordinate system ( , ) is transformed to the polar coordinate system ( , )
where is the radius, is the angle, is the standard deviation, and ( , ) is the mean value in Cartesian coordinates. Without loss in generality, one possible transmitted symbol can be assumed to be . By substituting (9) the 2-D probability density function (PDF) [8] , [9] (10) is obtained for the received symbol . is the transmitted signal energy, and is the AWGN variance. So far, only the received symbols have been investigated. From (1), it can be seen that during the DD process, two of these symbols are multiplied with each other, so that the information carrying phase difference arises. Since the amplitudes and play no role in the decision process, they can be eliminated by integrating (10) over (11) resulting in (12) where is the error function . Since the result of (12) cannot be analytically integrated in further steps, the following simplification is introduced: (13) where (14) and is the zero-order modified Bessel function of first kind. The use of is chosen since most of the distributed energy can be found in this distance due to . The distributions of and can be considered independent, so that of (2) is the substraction of two independent random variables. Again, without loss in generality, it can be assumed that the reference symbol has been the transmitted symbol as well, so that the joint distribution for (this is only one of possible solutions for with M-DPSK) can be written as the autocorrelation function (ACF) (15) The result for the approximation of (13) is (16) A further simplification step with (17) for small delivers the closed-form solution as shown in (18) at the bottom of the next page.
Numerical integration of (15) and the approximation (18) match almost perfectly, as shown in [10] .
Another numerical integration step delivers the commonly known values for the symbol-error rate of -ary DPSK [11] (19)
In the following, DQPSK modulation is chosen. Using from [11] and (19) with the approximation gives the standard 1-D exact and approximated representations of the BER. At a BER of , the approximation is less than 0.3 dB below the exact signal-to-noise ratio (SNR).
Investigation of all possible symbol combinations that result in a transmitted symbol , delivers the PDFs shown in Fig. 3 for the received differential symbol , where are the source symbols before differential modulation.
The logarithmic-likelihood ratio for making the correct decision for a differential symbol, in spite of a wrong decision for the symbol in general, can be expressed by (20) at the bottom of the page. The exact representation and the close form log-likelihood ratio using the approximation (18) are shown in Fig. 4 .
First, a look is taken at the differential phase of one possible differentially demodulated symbol in Fig. 3 . A second symbol is shown as well. If now the two log-likelihoods for the phases of these symbols are compared, it can be seen that the likelihood of a correct decision is larger for than for . If is the result of the direct path DD, and if it is possible to find a detour path with a criterion that matches the requisite and delivers a possible , one can assume that the probability of making a wrong decision can be decreased, and thus, the BER will decrease as well. This attempt is made in the following section. 
V. MINIMUM PHASE ERROR CRITERION
The phase error of the intermediate steps is now used as a decision variable for the optimum path criterion. At first, the absolute value of the phase error of the direct path is calculated. This value is used as the reference value. Now, all possible paths up to the chosen maximum iteration depth that lead to the destination symbol are investigated. For each intermediate step of the current alternative path under investigation, the phase error is determined. If the absolute value of one of these phase errors is larger than the reference value, this alternative path is rejected. If, on the other hand, all individual absolute phase errors in the alternative path are smaller than the reference value, the maximum absolute value of the phase errors in this alternative path becomes the new reference value, and this path becomes the new optimum path.
VI. PATH EVALUATION
Theoretically, the amount of possible paths that can be evaluated is only limited by the frame size. Due to the fact that for each step, DD can be performed for all eight neighbors, the complexity increases exponentially as . Measures have to be taken to reduce the amount of investigated paths to reasonable ones.
A. Brute-Force Method
The brute-force method (BFM) examines all possible paths up to the maximum predefined depth . In doing so, all impossible paths, i.e., paths that use a symbol of the frame that already has been used in this path before, are excluded from the search algorithm. A variety of possible paths is shown in Fig. 5 . The complexity of this evaluation still increases exponentially with . Since all paths of length are investigated, the original 1-D direct path with iteration length is included as well. Therefore, the result for iteration depth is the common 1-D DD.
B. Stream Method
In order to reduce the exponentially increasing complexity of the brute-force path evaluation, it is desirable to reduce the amount of investigated paths to the most likely ones. Doing so, the investigated lengths of the most likely paths can be increased. One way to achieve this is to follow the streams within an OFDM frame. The heading of the stream is the result of frequency and/or time correlation due to fading. Following this heading is not sufficient; it is also necessary at some point to close the detour path by connecting two elements of parallel streams. There exist six simple solutions for the headings of a stream, two horizontal ones and four diagonal ones. Possible solutions for such detour paths are shown in Fig. 6 . The original 1-D direct path is calculated as a reference first before the alternative paths are evaluated.
VII. SIMULATION RESULTS
The investigated transmission system uses OFDM frames with 24 OFDM symbols consisting of 128 subcarriers each. The information is DQPSK modulated in the time direction on the subcarrier level. The first OFDM symbol of the OFDM frame is a reference symbol that is used for the first differential step. 
A. AWGN Channel
In Fig. 7 , the performance of the OFDM system with 2-D DD using the minimum phase-error criterion in the AWGN channel is shown for the different path evaluation methods. The theoretical BER performances of DQPSK and coherent QPSK with AWGN are shown, as well [8] , [11] . It can be seen that for brute-force iteration path depth , the system performs like common 1-D DD. For iteration path depths , the required SNR can be decreased significantly. For example, to achieve a BER of , the SNR can be reduced by about 1.25 dB already for an iteration depth of . The stream method does not perform as well as the BFM here, since it does not evaluate all possible paths and cannot take advantage of correlations in time or frequency direction. Additionally, the noise on all subcarriers at all different times is due to AWGN statistically independent, and the stream method does not make use of shorter paths that might give a more reliable result.
For comparison, the simulation results with multiple-symbol differential detection from [3] are depicted, as well. It shows that choosing a detour path with two steps, i.e., for 2-D DD, is more advantageous than using the comparable observation interval of for multiple-symbol detection [3] . The same applies for and . Already outperforms . It follows that analyzing multiple dimensions, if available, and treating each differential step independently from other differential steps has an edge over the detection algorithm proposed in [3] . The 2-D DD algorithm, furthermore, makes it possible to eliminate bad paths during the search, and thus, reduces the overall computational complexity. Fig. 8 shows the performance of the system in a critical aeronautical Rician fading channel environment [12] . The system parameters have been chosen as follows: subcarrier spacing kHz, maximum Doppler frequency kHz, line-of-sight path (LOS) at , scattered components with classical Jakes distribution [13] (positive frequencies only), Rice factor dB, exponentially decreasing delay spread with s, s, guard interval s, carrier lock on LOS. Again, it can be seen that already, for low SNRs, the performance of the system improves significantly with short iteration path depths of the BFM. For high SNRs, the BER can be decreased by approximately one decade. Using the stream method additionally improves the achievable gain compared to the depicted BFMs with . This can be explained by the exploitation of the streams of the underlying fading channel. The stream method is able to follow possible stream headings with longer path depths. Due to its reduced complexity, it is able to perform as fast as the BFM with , whose computational complexity increases significantly for . Fig. 9 shows the statistical distribution of the chosen path length with the stream method for the Rician channel dB . About the same amount of detour paths with length three is chosen as direct paths with length one. The distribution of the remaining longer paths decreases exponentially. That means that the algorithm chooses about one third of paths with length one, one third of paths with length three, and another third of paths with length equal or greater than five.
B. Fading Channels
Further investigations with the typical urban Rayleigh fading channel taken from [14] without a LOS component have shown that at the uncoded BER of , a gain of approximately 1.0 dB can be achieved for both methods, see Fig. 10 . The used maximum Doppler was with classical Jakes distribution. The delay spread and all other parameters remain the same as above. 
C. Synchronization Misalignment
Misalignment (MA) in the receiver synchronization is a source for performance degradations in digital communications systems, as well. Since timing synchronization is performed first in OFDM receivers [15] , it is the most critical one as a possible source of errors. Timing misalignment causes intersymbol interference (ISI) if the fast Fourier transformation (FFT) of the OFDM demodulation is performed on a part of the dedicated symbol with an additional interfering part of a second symbol. The part of the interfering symbol is expressed by a MA percentage. The performance results with MAs of one and two percent are shown in Fig. 11 for the AWGN channel. It can be observed that 2-D DD techniques are more robust than the classical 1-D method.
VIII. CONCLUSION
A novel 2-D DD algorithm has been proposed that, for the most part, overcomes the degrading effects of DPSK demodulation compared to PSK demodulation. For the proposed scheme, neither a change in the transmitter nor knowledge about the transmitted information is necessary. Moreover, no information about the channel (in other words, no channel estimation) is required. The efficiency of the algorithm can be adjusted by the criterion and the chosen path-evaluation method. With the new algorithm, significant performance improvements for AWGN, fading channels, and synchronization timing MAs can be obtained with a minimum of additional computational complexity, compared with conventional 1-D DPSK demodulation.
To obtain channel reliability information for soft-decision channel decoding, the calculated criterion value for the chosen path can be used. It has been shown that this value is directly connected to the reliability of the detected bits for each symbol.
