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Abstract
The class of complex metal oxides is featured by a variety of properties. A member of this
class are the perovskites, whose interfaces were investigated in this work. The structure
of the interfaces between these materials, but also of their surfaces, can dier greatly
from that of bulk materials. Subtle changes in the atomic structure have an extraordinary
impact on their physical and chemical properties, due to the strong correlation of their
electrons, which may even lead to the appearance of new phenomena. Thanks to the
advances in thin-lm growth, perovskite heterostructures can be fabricated with nearly
atomic precision. Therefore an accurate knowledge of the structure on a sub-Ångstrom
scale is necessary in order to understand the causes of their properties.
In this work two dierent interfaces were investigated. The rst is formed by LaAlO3
thin lms on SrTiO3 substrates. A highly mobile, two-dimensional electron gas is formed
at the interface between these two large-band-gap insulators. The origin of this phe-
nomenon is still controversial. Since a minimum thickness of four monolayers of LaAlO3
is required until the interface becomes conducting, four dierent thicknesses, namely 2,
3, 4 and 5 monolayers were examined, in order to determine the cause of conductivity
from their structural dierences. Only surface x-ray diraction can provide the required
precision.
Electron-density maps of the four samples were determined from the measured intensi-
ties by the use of a phase-retrieval algorithm. These served as starting models for further
structural renement, which provided the exact occupations of the dierent atomic types
and an estimate of the uncertainty of the positions. A depolarizing buckling was found
between cation and oxygen ion positions in response to the electric eld of polar LaAlO3,
which decreases with increasing lm thickness. This is explained by the competition be-
tween elastic strain energy, electrostatic energy, and electronic reconstructions, i.e., the
transfer of electrons from LaAlO3 to SrTiO3 across the interface. In this manner, the
threshold for conductivity of four monolayers could be quantitatively explained.
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xThe second investigated interface was a three monolayers thick SrTiO3 lm on a
NdGaO3 substrate. This served as a test model for a novel method of phase extraction by
the use of surface x-ray diraction data at several wavelengths around the absorption edge
of Sr. The anomalous response of Sr resulted in dierently modied atomic form factors
of Sr, which enabled the determination of the phases. The robustness of the algorithm
was rst tested regarding missing data and inaccurate knowledge of the positions of the
anomalously scattering Sr atoms using simulated data.
The insights gained thereby helped in analysis of the measured data of the real system.
The positions of the resonant scattering Sr atoms were optimized by evaluating the shape
of the retrieved electron density. Missing data could be adequately approximated by a
simple model. The resulting electron density of the SrTiO3/NdGaO3 heterostructure
allowed the determination of the coordinates of the top six monolayers.
Zusammenfassung
Die Klasse der komplexen Metalloxide mit starken elektronischen Wechselwirkungen ze-
ichnet sich durch eine Vielfalt von Eigenschaften wie Magnetismus, Supraleitung, Fer-
roelektrizität oder Ladungsordnungsphänomene aus. Mitglieder dieser Klasse sind unter
anderen die Perowskite, deren Grenzschichteigenschaften Gegenstand dieser Arbeit gewe-
sen sind. Die Struktur der Grenzschichten zwischen diesen Materialen, aber auch deren
Oberächen, können sich teilweise stark von derjenigen des Volumenfestkörpers unter-
scheiden. Dabei hat es sich gezeigt, dass kleine Änderungen in der atomaren Struktur
einen ausserordentlichen Einuss auf deren physikalische und chemische Eigenschaften
haben können, bis hin zum Auftreten neuer Phänomene. Perowskit-Heterostrukturen
können dank den Fortschritten im Dünnlmwachstum mit annähernd atomarer Präzision
hergestellt werden. Daher ist eine genaue Kenntnis der Struktur mit sub-Ångström Auf-
lösung für das Verständnis der beobachteten, physikalischen Grenzschichtenphänomene
notwendig.
In dieser Arbeit wurden zwei verschiedene Grenzschichten untersucht. Die erste wird
von epitaktisch gewachsenen LaAlO3 Dünnlmen auf TiO2-terminierten SrTiO3 Sub-
straten gebildet. An dieser Grenzschicht entsteht ein in hohem Masse bewegliches, zwei-
dimensionales Elektronengas, dessen Ursprung noch immer kontrovers diskutiert wird.
Da eine minimale Filmdicke von vier Monolagen LaAlO3 zur Generierung der metallisch
leitenden Grenzschicht notwendig ist, wurden vier verschiedene Dicken (2, 3, 4 und 5
Monolagen) untersucht, um aus deren strukturellen Unterschieden die Ursache der Leit-
fähigkeit abzuleiten. Die dafür erforderliche Präzision und Tiefenauösung bieten einzig
Synchrotron basierte Oberächenröntgenbeugungsmessungen.
Mittels eines Algorithmus zur Phasenbestimmung konnten die Elektronendichten der
vier Proben aus den gemessenen Intensitäten berechnet werden. Diese dienten als Start-
modelle für eine Strukturverfeinerung, die Rückschlüsse auf die Besetzungszahlen der
Gitterplätze durch die verschiedenen Atomsorten zulässt und ein Mass für die Unsicher-
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heit der Atompositionen liefert. Zur Erklärung der Messdaten wurde ein depolarisieren-
des, elektrisches Feld angenommen, welches durch die sich im elektrischen Feld des po-
laren LaAlO3 entgegengesetzt ausrichtenden Kationen und Sauerstoonen hervorgerufen
und mit zunehmender Filmdicke kleiner wird. Die dynamische Wechselwirkung zwischen
elastischer Verformungsenergie, elektrostatischer Energie und einer Rekonguration der
Elektronen, d.h. ein Elektronentransfer von LaAlO3 durch die Grenzschicht in SrTiO3,
erklärt die Wirkung des Feldes und ermöglichte die quantitative Begründung der Schwelle
von vier Monolagen als Ursache der elektrischen Leitfähigkeit.
Die zweite untersuchte Grenzschicht ist ein drei Monolagen dünner SrTiO3 Film auf
einem NdGaO3 Substrat. Diese diente als Versuchsmodell für eine neuartige Methode
der Phasengewinnung aus Oberächenröntgenbeugungsdaten, die bei verschiedenen En-
ergien um die Sr-Absorptionskante gemessen wurden. Die durch Resonanzeekte un-
terschiedlich beeinusste atomare Streulänge von Sr ermöglichte die Bestimmung der
Phasen. Der Algorithmus wurde zunächst mit simulierten Daten auf seine Robustheit
bezüglich fehlender Messdaten und ungenauer Kenntnis der Positionen der resonant
streuenden Sr Atome überprüft.
Die dadurch gewonnen Erkenntnisse halfen bei der Analyse der Messdaten des realen
Systems. Durch Auswertungen der Form der Elektronendichte wurden die Positions-
parameter der resonant streuenden Sr Atome optimiert. Fehlende Messdaten konnten
durch ein einfaches Modell hinreichend angenähert werden. Die resultierende Elektronen-
dichte der SrTiO3/NdGaO3 Heterostruktur ermöglichte es, die atomaren Koordinaten der
obersten sechs Monolagen zu bestimmen.
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Chapter 1
Introduction
The physics of complex metal oxides yields many interesting phenomena. Most of these
materials have strongly correlated electrons, which leads to a variety of properties such
as high-temperature superconductivity, colossal magnetoresistivance, Mott insulators, or
ferroelectricity, to name only a few examples [16]. Because of this strong interaction
between electrons, small changes in the atomic structure can result in large physical
eects [7, 8]. Hence, the possibility of engineering new and unexpected physical proper-
ties, and understanding the complexity of the underlying mechanism open a wide eld
of research.
Figure 1.1: The atomic arrangement of the perovskite structure unit-cell in their centrosym-
metric positions. The green balls are the A-site cations, the red ball is the small B-site cation
surrounded by an oxygen octahedron depicted by the blue balls.
A special class of complex metal oxides are the perovskites, named after the min-
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eral perovskite, CaTiO3, in which this atomic arrangement was rst found. They have
a general formula of ABO3. In Figure 1.1, a simple model of the structure is given. The
crystallographic structure of perovskites is governed by their ionic radii. The tolerance
factor t, given in Equation 1.1, determines whether the unit cell is cubic (t = 1), rhom-
bohedral (t > 1), or orthorhombic (t < 1). Hence, if the tolerance factor is not very
close to 1, the ionic radii of A and B cause an orthorhombic or rhombohedral distortion,





In this work, three dierent kinds of perovskites were used. In the rst part LaAlO3
(LAO) lms on SrTiO3 (STO) substrates and in the second part STO lms on NdGaO3
(NGO) substrates. An overview of their crystallographic properties is given in Table 1.1.
LaAlO3 SrTiO3 NdGaO3
Lattice constanta [Å] 3.790 3.9045 3.859
Tolerance factor 1.01 1.00 0.93
Structure rhombohedral cubic orthorhombic
Space group R3m Pm3m Pbnm
aOnly the pseudo-cubic lattice constants are given for NGO and LAO in order to compare the lattice
mismatch. Their unit cells include more atoms than the simple structure given in Figure 1.1. The here
given values are the lattice constants which they would have in such a simple structure. The actual
values of NGO are given in Chapter 6.
Table 1.1: Crystallographic information of the perovskites LAO, STO, and NGO.
Interfaces, i.e., the boundary layers between two materials, often show distinct phe-
nomena not apparent in either bulk material, since the boundary conditions present a
dierent chemical environment and electronic structure in these regions. The close lattice
match of perovskites oers the possibility to design heterostructures where their physical
properties can be "ne-tuned".
Since the interfacial structure strongly depends on subtle changes, good control of
heteroepitaxial thin lm growth is needed. Pulsed laser deposition (PLD) [9, 10] is a
particularly attractive technique, because of its capacity to transfer the stoichiometry of
a wide range of complex bulk materials to the lm, and because of its pulsed nature.
3This second property is unique to PLD, and lends unparalleled "digital-like control of
the amount of deposited material.
In order to understand the underlying physics of phenomena arising at interfaces, it
is necessary to know the atomic structure and chemical composition with sub-Ångstrom
resolution. Most interfacial structural studies have used electron energy-loss spectroscopy
combined with scanning tunneling electron microscopy [1113]. Although exceedingly
valuable and providing real-space images, sample preparation for these techniques is
dicult and the ultimate resolution falls well short of that which can be provided by
surface x-ray diraction (SXRD) [14]. In addition, the sample-thinning process and the
resulting exposed surfaces add signicant uncertainty with regards to interpretation and
extrapolation to truly buried interfaces. SXRD of such crystallographically and chemi-
cally complex systems has, however, also been challenging until now, since suciently
large data sets have been very dicult to record in a sensible time until the advent of
2D pixel detectors [1517].
Nonetheless, the analysis of SXRD data is still challenging. The complexity of the
structure of perovskite heterostructures makes a direct structural renement with tting
procedure nearly impossible without an accurate starting guess. Such an initial model
could be obtained if the crystallographic phase problem is solved: SXRD, like all dirac-
tion techniques, measures intensities and therefore only the amplitudes of the structure
factor are known, while the phases are lost. If the phase could be retrieved, a simple
Fourier transform would yield the electron density, which can be used as a starting guess
for further renement. Two approaches to overcome this problem are investigated in this
work.
The theoretical background will be explained in Chapter 2. First the basic interaction
of x-rays with matter will be described, explaining Thomson scattering, the scattering
length of an atom, and anomalous dispersion close to absorption edges. Then a short
introduction into diraction of crystals in general and surfaces in particular will be given.
The chapter closes with a short sketch of anomalous diraction.
Chapter 3 discusses the experimental setup. First the PLD equipment is described
followed by a short description of the Surface Diraction station, were most of the experi-
ments were performed. Finally, the rst of two approaches to solving the crystallographic
phase problem is described, namely the iterative direct-methods algorithm DCAF [18]
In Chapter 4 the results of the measurements of LAO on STO will be discussed. It
comprises a short introduction of the relevant physics. A more detailed treaty is given in
4 BIBLIOGRAPHY
the topical review article in the Appendix (Paper I). The second peer-reviewed article
in the Appendix is the published summary of the results presented in Chapter 4.
A second solution to the crystallographic phase problem is presented in Chapter 5.
The rst application of multiwavelength anomalous diraction (MAD) on SXRD is de-
tailed, a method which so far was only common in single crystal diraction, particularly
in macro-molecular crystallography, but has so far never been used in surface struc-
ture determinations. A manual guide written for the analysis software is attached as
Appendix A.
This new algorithm was then tested on a real system: A three-monolayer thin lm of
STO on a NGO substrate. The measurements and results of the MAD study are given
in Chapter 6.
In Chapter 7, concluding remarks are presented. Further possibilities in the develop-
ment of surface MAD are given and its shortcomings are outlined.
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Chapter 2
Theory
2.1 The Interaction of X-rays with Matter
If photons encounter matter, they interact in several dierent ways depending on their
energy. In the energy range of hard x-rays (1-100 keV) the predominant factors are
photoelectric absorption and elastic Thomson scattering, and to a minor extend inelastic
Compton scattering, as can be seen in Figure 2.1 [1].
2.1.1 Thomson Scattering
Thomson scattering is the classical description of light scattered by charged particles.
Since the amplitude of the scattered wave is inversely proportional to the mass of the
charged particle (as will be shown later in Equation 2.1) the main source of the scat-
tering of x-rays are the electrons. In this process, the electron is accelerated by the
electromagnetic eld of the photons. It then elastically reemits light, i.e., the reemitted
electromagnetic wave has exactly the same frequency as the incoming one. In the clas-
sical description, i.e., for non-relativistic electrons, the electric-eld component of the
incoming wave accelerates the electrons. The strength of the reemitted wave depends on
the observer's position, or more precisely the magnitude of the electric-eld component
in the observer's direction. Therefore, an observer looking along an axis parallel to the
direction of the electric-eld vector will not see any scattered waves, while one looking
from point in the plane perpendicular to the eld vector sees a maximum scattering
amplitude. As can be seen in Figure 2.2, the magnitude of the scattered wave is propor-
tional to the cosine of . Since the intensity of radiation is the modulus squared of the
7
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Figure 2.1: The cross-sections for various processes involved in the interaction between elec-
tromagnetic radiation and matter is shown for the example of Sr. In the lower energy-range,
Thomson scattering and photoelectric absorption are dominant. The K- and L-edge of Sr are
clearly visible.
amplitude, it is therefore proportional to cos2 . Due to the intensity distribution of the
radiation, it is also called dipole radiation.











whereby m and q are the mass and charge of the particle [2]. The contribution of the
nucleons to the scattering, which are 2000 times heavier than electrons, is therefore
negligible. The intensity of the scattered wave is proportional to the square of the charge














r 20 ; (2.2)
whereby r0 is the Thomson scattering length of the electron1.
1r0 = 2:82 10 15 m is also called the classical electron radius






Figure 2.2: The angular distribution of Thomson scattering. The black arrows display the
incident and exiting photons. The red arrows display the electric-eld component of the incident
photon, the resulting movement of the electron, and the electric-eld component of the scattered
photon seen from an observer at an angle .
2.1.2 Atomic Form Factors
In order to determine the scattering of x-rays from an atom, let us consider an incoming
x-ray beam, which can be expressed in the form of an electromagnetic wave:
E(r; t) = E0e
ikr !t; (2.3)
where k is its wavevector and ! its frequency. Since we are interested in the elastic
process, i.e., where the frequency of the incoming and outgoing wave are the same, the
time-dependent term is neglected and only the space-dependent part of the incident wave







where, Ae and k0 are the amplitude and the wavevector of the scattered x-ray and R0 is
the distance to the observer. We now introduce the scattering vector q, dened as:
~q = ~k0   ~k: (2.5)
Although the process is elastic, there is still momentum transferred, as can be seen in
Figure 2.3 (a). This momentum transfer is described by the scattering vector q. Substi-
tuting Equation 2.5 in to Equation 2.4, the amplitude of the wave scattered by a single

















k r’ k’ r’
Figure 2.3: (a) The scattering triangle is shown, which denes the relations between k, k0, and
q. (b) The phase dierence between two scattered waves, separated by a vector r0, is equal to
(k0   k)  r0 = q  r0.
If we now consider an atom with an electron distribution specied by a number density
(r), every volume element d3r at r will contribute an amount r0(r)d3r to the scattered
eld and a phase factor of eiqr. The phase dierence of two waves from volume elements,
separated by a vector r0 is given by:
(r0) = (k0   k)  r0 = q  r0; (2.7)





whereby 2 is the scattering angle between k and k0. The total scattering amplitude of


















The integral in Equation 2.10 is the q-dependent part of the atomic form factor. It is





It is the Fourier transform (FT) of the electron distribution of an atom. It approaches
the atomic number of the atom Z for q! 0 and becomes 0 for q!1. The values for




ai exp( bi sin2 =2) + c: (2.12)
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2.1.3 Anomalous Dispersion
In the previous subsection, we assumed that the electrons are unbound. In an atom,
however, electrons are bound to the nucleus, which in the classical theory are considered
as dipole oscillators whose natural frequencies are those of the absorption edges of the
electron shells. This will lead, as we will see below, to an altering of the scattering called
anomalous dispersion. This term is misleading, because anomalous scattering is abso-
lutely normal, while the normal scattering, which we have described above only occurs
in an idealistic and oversimplied case. A more appropriate term would be resonance
eects in the scattering of radiation, but we will use the term anomalous dispersion
and later also anomalous diraction, since it is still used throughout the whole scientic
literature.
Let us again consider an incident x-ray, written in the form of Equation 2.3 at the
position of the dipole oscillator. The electromagnetic eld of the incoming x-ray leads to
a forced oscillation of the dipole, where its motion can be described as




where !0 is the eigenfrequency of the electron and  the damping factor. This dierential





!20   !2 + i!
: (2.14)
This oscillator reradiates a wave at the same frequency and its amplitude in the plane





!0   !2 + i! : (2.15)
Setting !0 = 0 and  = 0, then we regain the result of Equation 2.6, the Thomson
amplitude for the free electron:




Now we can retrieve the atomic scattering factor by dividing the amplitude given in






!2   !20   i!
: (2.17)
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As the frequency of the incoming wave ! approaches the eigenfrequency !0, f becomes
imaginary. We therefore split f into real and imaginary components:
f = f 0 + if 00; (2.18)
f 0 =
!2(!2   !20)




(!2   !20)2 + 2!2
: (2.20)
In order to get a measurable quantity for the atomic form factor, let us consider the
index of refraction. The index of refraction is dened as n = c=cM , where cM is the speed
of light in the medium. To determine cM let us consider the induced dipole moment
p = ex, which is given as
p =
e2E
!20   !2 + i!
: (2.21)
Since p is proportional to E we can write it as
p = 0(!)E: (2.22)
For a medium composed of N similar dipoles per unit volume the polarization eld is
given as P = Np. From Maxwell's equations in a medium, we can get a wave equation












If we consider an isotropic material, then r  P = 0 and therefore the rst term on the
right side of Equation 2.23 is zero. We dene the axis of propagation to be the z-direction




Inserting Equation 2.24 into Equation 2.23 we obtain
  k2Ex + !
2
c2
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This wavevector k will fulll the wave equations and with cM = !=k, we can therefore
solve for the refractive index n, to obtain
n2 = 1 +N: (2.27)
For small values of N, we can rewrite n =
p
1 +N  1 +N=2. If we now insert ,
we get




!22   !2 + i!
: (2.28)
Substituting Equation 2.17 in Equation 2.28, we get




which we decompose into real and imaginary components









 f 00: (2.32)
Since the refraction index n is complex, our medium has an absorbing component, espe-
cially when ! approaches !0. If we know our wave has traveled a distance r through the
medium, the phase will be
e iknr = e ik(1 +i)r = e ik(1 )re kr: (2.33)
The second exponential has a negative argument, i.e., it will lead to a decrease in am-
plitude with distance. The decrease in intensity is therefore e 2kr = e r, with  being
a material-dependent absorption coecient. Solving for  we get






 f 00: (2.34)
If we divide Equation 2.34 by N , we get the absorption coecient per dipole moment






With a we have a measurable quantity for f 00. The dispersion relations of Kronig and








!2   !02 d!
0; (2.36)






!2   !02 d!
0: (2.37)
The P in the integrals in Equations 2.36 and 2.37 denotes that each integral has to be
evaluated as the Cauchy principal value because of the singularity at ! = !0.
The total atomic form factor is then the q-dependent part  for clarity we will fur-
ther refer to it as f 0  which was described in Subsection 2.1.2 in its approximation in
Equation 2.12, and its energy dependent correction terms f 0 and f 00:
ftot(q; E) = f
0(q) + f 0(E) + if 00(E): (2.38)
Sometimes the two real parts are also denoted as f1 = f 0 + f 0 and the imaginary part
as f2 = f 00.
2.2 Diraction
In this section, we derive the basic principles of x-ray diraction of crystals in general
and of surfaces in particular. The section concludes with a short summary of anomalous
diraction principles in single-crystal x-ray diraction. A more detailed description of the
relevant crystallography and surface diraction is given in textbooks [5, 6] and reviews [7
9].
2.2.1 The Reciprocal Lattice
The unit cell of an ideal, indenitely extended and periodic crystal is spanned by the
lattice vectors a, b, and c. Any site of the crystal lattice in real space can thus be
described by the vector:
Rn = n1a+ n2b+ n3c; (2.39)
where n1, n2, and n3 are integers. For the description of an atom within the crystal, we
need its lattice site and its position rj within the unit cell.
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For the description of diraction from crystals it is common to introduce a reciprocal




; b = 2
c a
V




where V = a  (b c) is the volume of the unit cell. Now every point in reciprocal space
can be described as a linear combination of the three reciprocal lattice vectors. Any site
in the reciprocal lattice is given by:
G = ha + kb + lc; (2.41)
where h, k, and l are all integers, known as the Miller indices.
2.2.2 Diraction from a Crystal
In Subsection 2.1.2 we found that scattering from an atom can be described by the
atomic form factor, which added up all the contributions of the electrons of the atom.
In order to calculate the scattering from a crystal, we have to add up the contributions
of all the atoms within the crystal. The scattering amplitude can then be written as a
sum over all lattice sites  or unit cells  Rn and all atomic positions within a unit cell


















where fj denotes the atomic form factor of atom j. The rst sum in Equation 2.42 is
the structure factor F (q). The structure factor is the ratio of the scattering of one unit
cell compared to the scattering of one electron. The second, the lattice sum, adds up all
the contributions of the individual unit cells. It is only a sum of phase factors, which
therefore lie on the unit circle of the complex plane. Hence, the sum will only be of the
order of unity unless the scattering vector fullls the condition:
q Rn = 2  integer: (2.44)
The condition is satised if q is one of the reciprocal lattice sitesG given in Equation 2.41.
These rules can be visualized by the Ewald construction, which is shown in Figure 2.4.
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As a simple proof that the condition is indeed satised, let us look at the multiplication
of the reciprocal lattice vectorG with its real counterpart Rn of Equation 2.39, for which
we get
G Rn = 2(hn1 + kn2 + ln3) = 2  integer: (2.45)
Another equivalent formulation of the condition that the scattering vector corresponds
to a reciprocal lattice site are the so-called Laue equations:
q  a = 2h; q  b = 2k; q  c = 2l: (2.46)







Figure 2.4: The Ewald construction: The scattering vector q = k0   k starts at the origin of
the reciprocal space (000) and ends at another lattice site in reciprocal space. Both lattice sites
lie on a sphere of radius jkj = jk0j = 2=.






1  exp(iqa) : (2.47)
Since experimentally we are dealing with intensities and not with amplitudes, we take






This function has sharp peaks at q = 2m=a, where m is an integer and tends to a series
of -functions with a spacing of 2=a for N ! 1. Its intensity for nite N at these
peak positions is N2. In three dimensions, this statement leads to the reciprocal lattice,
scattering arises only at these lattices sites. The intensity at those diracted spots is the
product of three -functions, the Bragg peaks. In the kinematical approximation, i.e.,
we only include single scattered waves, the intensity of a Bragg peak with Miller indices
hkl is
Ihkl =
E0 r0R0F (ha + kb + lc)N1N2N3
2 : (2.49)
Hence, the diracted intensity is proportional to the modulus square of the structure
factor F (q).
2.2.3 Debye-Waller Factor
Since the structure of a crystal is not perfect  there are always crystal defects such
as interstitials, substitutional atoms, and vacancies  the measured scattering of x-rays
by a crystal is averaged over the variations of the periodic structure at dierent places
on the sample. Hence, spatial averaging over these inevitable, small, deviations in the
structure and temporally averaging over the thermal movements will occur. For a given
temperature one cannot distinguish between these two dierent sorts of deviations from
the average position. One introduces therefore the so-called Debye-Waller (DW) factor







with the dispersion matrix Bj=(82), which is a symmetric (3  3) matrix with six
independent elements. The mean-square-displacement of an atom in the direction of an
arbitrary, normed vector n is given by:




































Figure 2.5: A pictorial explanation of how crystal truncation rods arise, using the convolution
theorem (Courtesy of [10]).
2.2.4 Crystal Truncation Rods
We have seen that the lattice sum of an ideal, innite, three-dimensional crystal produces
a regular array of -functions. One therefore records diracted intensity only when the
Laue-condition (Equation 2.46) is fullled. In the case of a nite crystal, the condition
is relaxed and the peaks are smeared out. The diraction pattern of a nite crystal can
be generated by using the convolution theorem
FTjf(x)g(x)j = FTjf(x)j 
 FTjg(x)j; (2.53)
where 





f(x0)g(x  x0) dx0: (2.54)
Hence, the pattern is the convolution of the FT of an innitely large crystal structure
 the "ideal diraction pattern, consisting of -functions  with the FT of the function
describing the boundary of the real crystal, the shape-function.
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In most cases, the boundary function is irregular on an atomic scale, and hence the
shape function is very narrow. Therefore, eects other than this  such as crystallographic
imperfections, beam divergence, degree of x-ray monochromacity, etc.  will determine
the linewidths of the diraction peaks. However, let us now consider a large crystal
terminated by an atomically at surface. The related shape-function in the surface normal
direction is a step-function (as shown in Figure 2.5). Its FT has an 1=z-relationship
that extends signicantly in reciprocal space. Away from a Bragg peak the scattering
amplitude is thus proportional to 1=qz and the intensity to 1=q 2z . Hence, the eect of the
surface is to produce streaks of scattering in the direction perpendicular to the surface.
These are known as crystal truncation rods (CTRs). In order to develop an expression
for the intensity distribution of a CTR we need only consider the lattice sum in the
direction of the surface normal, c. The sum in the two other directions leads to the
product of -functions, as described above. The scattering amplitude of a semi-innite
stack of layers is:





1  ei2l ; (2.55)
where the wavevector transfer perpendicular to the surface normal is qz = 2l=c. The
intensity along a CTR is obtained by squaring Equation 2.55:
ICTR / FCTR2 = jF (q)j2
4 sin2(l)
; (2.56)













exp(iq  rj); (2.57)
if we take the DW factor and the possibility of partially occupied lattice sites into account.
Thereby j is the occupancy of lattice site j and the sum is over all atoms of a unit cell.
2.2.5 Anomalous Diraction
In diraction techniques, we measure intensities, i.e., the modulus squared of the am-
plitude. Therefore the phase information is lost. However, as we have seen in Subsec-
tion 2.1.3, close to absorption edges the atomic form factor changes and thereby the phase
of the structure factor is also shifted. In 1956 Okaya and Pepinsky suggested to make use
20 THEORY
of these eects to directly provide the solution of the phase problem [11]. However, until
the advent of tunable synchrotron radiation, this was merely a hypothetical possibil-
ity, rather than a practical approach. Since then multiwavelength anomalous diraction
(MAD) has become a dominant phasing method in macro-molecular crystallography.
Here we will describe the basic steps used in MAD to retrieve the phase information.
The adaption of anomalous dispersion to SXRD is handled separately in Chapter 5. Let




fj exp(iq  rj): (2.58)
If we square Equation 2.58 and only consider the q-dependent part of the atomic form
factor fj we obtain:
jFhklj2 = FhklF hkl = FhklFhkl = (Fhkl) = jFhklj2: (2.59)
This is called Friedel's rule and therefore Fhkl and Fhkl are known as Friedel pairs. Far
from absorption edges, Friedel pairs have the same amplitude jFhklj = jFhklj and a phase
of equal magnitude but opposite sign 'hkl =  'hkl. However, if we take the E-dependent
part of fj into account, Friedel's rule breaks down, as is shown in Figure 2.6.





(f 0 + f 0 + if
00
 )j exp(iq  rj); (2.60)
where the superscript  denotes the wavelength. This expression can be split according
to its wavelength dependence [12]. 0FT is the wavelength-independent structure factor




f 0j exp(iq  rj) (2.61)
= j0FT j exp(i'T ): (2.62)
The anomalous scattering is expressed by the two wavelength-dependent structure fac-
tors F 0 and F 00, representing the real and imaginary components of the anomalous
diraction of all the atoms. We can legitimately neglect the anomalous contributions of












Figure 2.6: The breakdown of Friedel's rule. The black arrows show the structure factors of a
Friedel pair 0Fhkl and 0Fhkl neglecting the anomalous dispersion eects, denoted by the small
superscript 0. Both arrows have the same length, i.e., they have the same amplitude dened
by the circle. The blue arrows are the anomalous contributions of f 0 and f 00, which are added
to 0F . The resulting structure factors Fhkl and Fhkl are shown in red. Their amplitudes are
now dierent, again sketched by two circles.








f 00j exp(iq  rj); (2.64)
where Nanom is the number of anomalous scatterers. The anomalous structure factors
can be expressed in terms of the normal structure factors of the anomalous scatterers
0FA, with a phase 'A, resulting in








With this we can now reformulate the wavelength dependence of the experimental struc-












If we now take the square modulus of Equation 2.67 we get
jFobs(q)j2 = j0FT j2 + aj0FAj2 (2.68)
+bj0FT jj0FAj cos('T   'A) (2.69)
cj0FT jj0FAj sin('T   'A); (2.70)
where a = (f 02 + f
002
 )=(f
0)2, b = 2f 0=f
0, and c = 2f 00=f
0. jFobs(q)j refers to
the Friedel pair reections at +q and  q. Phase information is enhanced if the chosen
energies result in maximal magnitudes for f 0 and f 00.
An alternative representation of the formulas from above is shown in Figure 2.7: We
take the complex conjugate of Fhkl. The normal structure factors coincide now. Next we
rearrange the vectors from their conguration in Figure 2.6. The anomalous contributions
are shifted away from the origin. From these positions we draw circles of radii jFhklj
and jFhklj, respectively, and from the origin a third circle with radius j0Fhklj. The three











Figure 2.7: Graphical representation of the phase problem using Friedel pairs and two dierent
energies. The three circles represent the amplitudes of 0Fhkl ,Fhkl, and Fhkl. The two circles
at wavelength  are shifted by the anomalous contributions represented by the blue arrows.
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3.1 Pulsed Laser Deposition
3.1.1 Experimental Setup
Growing lms with clean surfaces of high crystallographic and chemical purity requires
a clean working environment. Thus, all the lm growth described here was realized in
our PLD-chamber, called Nyah, under ultra-high vacuum (UHV) conditions, and shown
schematically in Figure 3.1. A single-crystal target rod is ablated using a frequency-
quadrupled (4!) pulsed Nd:YAG1 laser (Quantel Brilliant B, 266 nm wavelength, 5 ns
pulse length, 10 Hz repetition rate) entering through a Brewster window into the main
chamber. The energy per laser pulse is controlled by a variable attenuator in front of
the window, which reduced the beam-energy to about 10 mJ/pulse. The laser pulse was
focused using a lens (f = 650 mm) to a spot size of less than 1 mm2. The background
gas atmosphere was controlled via an additional bleed valve.
A base pressure of 10 10 mbar was achieved using a Pfeier turbo-pump. To provide a
simple exchange of substrates, the main chamber is connected to a fast entry lock (FEL)
separated by a gate valve. The smaller volume of the FEL allows one pump to down to
' 10 7 mbar in about one hour.
To control the temperature, the substrate is pressed on a silicon wafer of equal planar
dimensions and 0:375 mm thickness, which can be ohmically heated by the use of a
controlled current through the wafer. The sample temperature can be determined in two
1YAG = yttrium aluminum garnet
25
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ways. On the one hand, it is possible to read out the temperature by an infrared camera
through a ZnSe UHV window on the vacuum chamber. On the other, the resistivity curve
as a function of temperature of the Si wafer allows a suciently accurate estimate of its














Figure 3.1: The ex-situ-PLD chamber Nyah
3.1.2 RHEED Oscillations
The chamber is equipped with a 20 keV electron-gun and a charge-coupled device (CCD)
camera in order to make reection high-energy electron-diraction (RHEED) measure-
ments to get a rst feedback of the quality of the lm growth. The RHEED pattern
indicates if the grown lm is rough, three-dimensional, or at. In addition, RHEED can
be used during the deposition to monitor the lm growth if is growing layer-by-layer [2].
In this growth mode, also called Frank-van der Merwe growth [3], one monolayer is
completely grown before additional material is deposited on the following layer.
During deposition of the material, the reected beam's intensity is monitored and


























Figure 3.2: a A schematic of one full RHEED oscillation: Initially, there is an empty sub-
strate on which with every step more material is deposited. The graphs show the corresponding
RHEED signal. b Shows actual RHEED oscillations, which get smaller with every new layer,
indicating either step ow growth or roughening. After the stop, the signal increases further,
which indicates that the lm is still thermally smoothening.
plotted versus time. Initially the sample will get rougher and therefore the intensity of
the reected beam decreases. After half a monolayer the sample will be roughest and
with any additional material it will start to ll up the "holes" in the layer, thereby
becoming less rough, i.e., the reected beam's intensity will increase. This process is
sketched in Figure 3.2. This oscillating behavior of the reected beam can then be used
to determine the lm thickness, the growth rate, and to stop the growth at an integer
number of layers.
3.1.3 Substrate Preparation
Perovskite substrates, as supplied, have a mixed termination of the two atomic layers AO
and BO2. In order to obtain a single termination, the substrates have to be chemically
and/or thermally treated. All the samples were provided by Crystec GmbH, Berlin and
had miscut angles of less than 0:1.
Standard wafers (10 10 0:5 mm3) of single crystalline SrTiO3 (STO) in the (001)-
orientation were prepared according to a standard procedure described in Refs. [4, 5]: In a
rst step they were etched in a buered HF solution and then annealed in 1 atmosphere
of oxygen at 950C in a furnace. This results in a B-site termination with clear step
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edges, where the surface structure is well understood [6].
The NdGaO3 (NGO) substrate had dimensions of 9  10  1 mm3(110) in a special
geometry. The termination was achieved by oxygen annealing at 1200C for 15 hours in
a furnace, similar to the procedure used for NGO(001) described in Ref. [7]. Since the
(110) surface is chemically similar this approach seemed reasonable. The ground state
of the (001) surfaces is an A-site termination, and a recent study suggest that the (110)
surface is also A-site terminated [8].
3.1.4 Film Growth
The LAO lms were grown on STO substrates by Stefan Paetel at the University of
Augsburg in order to be directly comparable to complementary experiments. Growth
was performed with a KrF Laser with a uence of 1 J cm 2 at 1 Hz at a temperature of
770C in an oxygen background pressure of 5  10 5 mbar. The growth was monitored
by RHEED in order to achieve thicknesses of 2, 3, 4, and 5 MLs of LAO. The samples
were then annealed in oxygen for 2:5 hours at 600C in order to ll oxygen vacancies in
the STO substrate, which could have been introduced during growth.
The STO lm was grown on NGO substrates in the previously described PLD-
Chamber. The laser uence was 650 mJ cm 2. The sample was heated to a temperature
of 750C in an oxygen background pressure of 510 5 mbar. The growth was monitored
by RHEED oscillations until a thickness of 3 MLs was achieved.
3.2 Surface Diraction
3.2.1 Experimental Setup
The surface x-ray diraction (SXRD) experiments were performed at the Materials Sci-
ence (MS) Beamline X04SA at the Swiss Light Source (SLS). A detailed description can
be found elsewhere [911]. In short, the beamline has a wiggler insertion device which
provides photons in the energy-range of 5-40 keV. The optics consists of four main com-
ponents: a xed-exit double-crystal monochromator (DCM) and two focusing mirrors.
The beam is monochromated by the (111)-reection of the Si DCM-crystals. The second
DCM-crystal provides horizontal focusing, while the two mirrors, up- and downstream of
the DCM provide vertical collimation and focusing, respectively. The theoretical energy
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resolution of the DCM is E=E = 1:39 10 4 above 10 keV.
The Surface Diraction (SD) station is equipped with a (2+3) circle diractometer,
i.e., the sample motion has two degrees of freedom: azimuthal (!v) and polar (), and
the detector has three degrees of freedom: in-plane (), out-of-plane (), and around
its own axis (). The diractometer, based on the design suggested by E. Vlieg [12], is












Figure 3.3: The (2+3)-circle diractometer of the SD station at the MS Beamline X04SA at
the SLS. There are two degrees of freedom of the sample (, !v) and three degrees of freedom
for the detector (, , ). The hexapod has another six degrees of freedom, used to align the
sample surface with the incident beam.
A PILATUS 100k pixel detector was used for the diraction experiments [13]. In the
present setup the detector is placed 1116 mm away from the center of the diractometer.
The pixel detector has a large active area consisting of 487 195 pixels, each with a size
of 172172m2 (or 0:0088 0.0088). It therefore covers a solid angle of 4:2851:715.
This is enough to capture an entire SXRD signal and its surrounding background, and
makes it easier to distinguish between real signals and artefacts.
There are also several advantages of the pixel detector over CCD cameras: the pixel
detector has zero dark-noise; it has a very high dynamic range (220) compared to a
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CCD camera ( 28); it directly counts photons; and has negligible dead time in between
frames.
3.2.2 Reciprocal Space Scans
The advent of two-dimensional photon-counting pixel detector revolutionized SXRD,
because it has enabled the so far rarely used stationary mode for recording crystal trun-
cation rods (CTRs) [14]: A structure factor is recorded in one single image. The detector
captures the entire diraction signal, where it intersects the Ewald sphere and since the
detector slits are widely open, it simultaneously captures the background signal [10].
This results in an order of magnitude or more reduction in recording time compared to
traditional data collection, where each l value had to be recorded in a rocking scan of
the azimuthal angle of the sample. In contrast, in the stationary mode, we could collect
the data of one CTR in one single scan by following the rod in reciprocal space. The
three relevant diractometer angles were all calculated by SPEC, which is thus able to
perform reciprocal space scans. In Figure 3.4 the visualization of the measurement in


















Figure 3.4: a The experimental geometry in real space including the beam paths of incident k
and scattered beam k0, as well as the relevant angles , , and !v; b A rotation by an angle
!v in real space will move the (10) CTR by the same angle around the specular rod (00) in
reciprocal space.
However, there is a lower limit in l, where the stationary mode is applicable for a
desired resolution l [14], since the angle of the cut of the CTR with the Ewald sphere
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becomes smaller as l decreases. This limit depends on the incoming beam angle, the
sharpness of the diraction signal, the out-of-plane lattice constant and the desired out-
of-plane resolution (see Figure 3.5). For any given resolution l, the minimal outgoing
angle is dened as
tan out  2QFWHM
cl
; (3.1)







Figure 3.5: Schematic of a CTR and its cut with the Ewald sphere. out is the outgoing angle
and l the desired resolution. In the gure, the desired resolution and the length of the cut
between Ewald sphere and CTR coincide, i.e., this is the lowest possible exit angle for which
the stationary mode is applicable.
3.2.3 Energy Scans
The energy was altered by rotating the DCM crystals, while all other optical components
remained xed, i.e., the x-ray beam was not optimized for each energy. This is possible
since the DCM has a xed exit height, but only over short energy ranges of up to 1 keV.
Energy scans have been performed in two dierent modes: Firstly, the intensity of the
direct beam was recorded in transmission mode. This scan enables the determination of
the exact position of the peak and the edge of the absorption edge. Secondly we recorded
the anomalous response of the scattering of a xed position in reciprocal space. Therefore
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after each energy shift, SPEC recalculated the orientation matrix of the crystal for the
new energy.
3.2.4 Direct Methods
The measured quantity in SXRD like in all diraction techniques is intensity, i.e., the
modulus squared of the amplitude of the outgoing, scattered wave. Therefore the phase
information is lost. If this phase information would be available, the electron density (ED)
of the measured sample could be retrieved with a simple Fourier transform (FT). There-
fore various phase-retrieval algorithms for SXRD have been developed [1517]. The latest
contribution is DCAF, which is an acronym for Dierence map using the Constraints of
Atomicity and Filmshift and was developed within our group [18]. The results presented
in Chapter 4 were retrieved using this algorithm, which will be briey discussed here.
Another approach of solving the phase problem, as mentioned in Section 2.2, is the use
of anomalous scattering, which has until recently been limited to bulk single crystals. A












Figure 3.6: A generic iteration scheme of a phase-retrieval algorithm. An ED () is Fourier
transformed. In reciprocal space, constraints to the structure factors are applied. On the con-
strained structure factors an inverse FT is applied in order to get a modied ED (0). On this
modied ED, real space constraints are applied and the algorithm starts from its beginning.
Phase-retrieval algorithms are based on an iterative scheme where constraints in
real and reciprocal space are applied consecutively, until the algorithm reaches self-
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consistency. Figure 3.6 illustrates this cycle, which was rst proposed by Gerchberg
and Saxton in electron microscopy experiments [19]. Their work was later generalized
by Fienup for a broader range of applications [20]. One disadvantage of this iterative
scheme is that the constraints are only applied one after the other. In addition to that,
the general nature of these type of algorithm is a simple gradient based approach, i.e.,
they are completely deterministic and can therefore get trapped in local minima. A newer
method, the dierence map, proposed by Elser has overcome this shortcoming [21]. The
dierence map algorithm implements constraints as projections in the solution space. It
needs two sets of projections, in our case, the real space and reciprocal space projections,
and will use linear combinations of these projections during the iteration.
DCAF has implemented the dierence map as its iterative scheme. This is not the
only improvement compared to older algorithms. Furthermore, new constraints have
been developed, which are specially adapted to the description of SXRD and thin lm
ED maps. Common constraints are the support, i.e., the ED is restricted to a nite
volume, and/or positivity, i.e., the ED is real and positive. In SXRD the support denes
the vacuum/surface interface. In reciprocal space the constraint is the set of known am-
plitudes, which will replace the amplitude of the retrieved complex structure factor after
the inverse FT. In DCAF two additional real space constraints are applied: atomicity
and lmshift. Since our sample consists of atoms, the ED has to be built up of atom-like
peaks as well. Therefore one can specify the number of atoms N expected to be in the
ED and the algorithm will look for the N highest peaks and will also set the regions in
between these atoms to zero. If the top region of the support is empty, i.e., no atoms were
detected, but another layer of material could be placed there, the whole ED is shifted
by unit cell and another bulk layer is added underneath.
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Chapter 4
Lanthanum Aluminate on Strontium
Titanate
4.1 Introduction
In 2004 Ohtomo and Hwang discovered a quasi-two-dimensional electron gas (q2DEG)
at the interface between LaAlO3 (LAO) and SrTiO3 (STO) [1], two insulating materials.
This is restricted to interfaces where the STO substrate is B-site terminated, while
interfaces in which the STO substrate is A-site terminated remain insulating. This led
to a concerted eort of research in determining the origin of this phenomenon. In the
beginning of this PhD, I wrote a review article summarizing the knowledge at that time
(see Paper I) [2].
Some of the most important ndings will be outlined here. In 2006, it was shown that
a minimal amount of four monolayers (ML) of LAO is required in order to form the
q2DEG [3, 4]. Three explanations were given as possible sources for the conductivity to
occur:
 electrostatics induced by a polar discontinuity;
 oxygen vacancies;
 cationic intermixing.
The rst scenario is intrinsic and fundamental, whereas the other two are extrinsic
phenomena caused by a cristallographically imperfect system. In the electrostatics sce-
nario it is argued that, due to the polar nature of LAO, with every new layer added
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Figure 4.1: a Simplied model of a three-ML-thick LAO. The three arrows indicate the internal
dipoles. b The corresponding plate capacitor with d the distance between the plates. The electric
eld inside the capcacitor E is constant and independent of d while the potential grows with
increasing d.
on top, the electrostatic potential would get larger [1, 5]. This can be understood in
the simplest picture as a plate capacitor, as sketched in Figure 4.1. At the LAO/STO
interface there is a positively charged layer and at the surface a negatively charged layer.
In between the two layers, the electric eld is constant, and with increasing lm thick-
ness, the surface and interface become further separated from each other, and therefore
the potential increases. At a critical thickness, it will be more energetically favorable for
electrons to be injected from the surface to the interface, namely to the top TiO2 layer of
STO and form Ti3+. Therefore the "capacitor" will discharge, the electrostatic potential
will break down, and the mobile electrons will be at the interface.
It is undisputed that the conduction electrons are associated with the 3d shell of Ti3+,
which has been indirectly [6] and directly [7] measured. However, oxygen vacancies inside
the STO induced during the lm growth would also lead to Ti3+ [8, 9]. Depending on
the growth conditions the conducting region is either conned to the interface or goes
deep into the STO substrate [10]. The hypothesis that these vacancies are the origin
of the conductivity is therefore mainly attributed to the lm preparation. Also cationic
intermixing, i.e., the exchange of La with Sr and/or Al with Ti, would produce Ti3+
ions and La1 xSrxTiO3 is known to be conducting for 0:1 < x < 0:9 [1113]. Cationic
intermixing was indeed found at the interface [6, 14].
In 2009, Pentcheva and Pickett suggested in a theoretical work that the atomic planes
 LaO and AlO2  should buckle, if there was an internal electric eld generated by the
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Figure 4.2: Eight symmetry-equivalent CTRs of the ve-ML-thick sample are shown. The only
small dierences are close to Bragg peaks, at low-l and for very weak data points.
polar catastrophe [15]. Dipole moments are induced in opposition to the electric eld of
the polar lm layers. If this could be seen in the structure it would be a strong indication
of the polar catastrophe scenario.
4.2 Measurements
In order to determine structural changes around the critical thickness of four MLs, sam-
ples of 2, 3, 4, and 5MLs of LAO on TiO2 terminated STO have been grown. Preparation
of the samples was discussed in Section 3.1. The samples have been measured with surface
x-ray diraction (SXRD) at a beam energy of 16 keV ( = 0:7749 Å) at an incoming angle
of 0:5. For each of the four samples, 15 inequivalent crystal truncation rods (CTRs) were
recorded up to a scattering vector of 11:3 Å 1. An additional 14 symmetry-equivalent
CTRs were measured per sample in order to estimate the systematic error. The step size
was 0:025 r.l.u. for the 2- and 3-ML, and 0:016 r.l.u. for the 4- and 5-ML sample.
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The integrated intensities were extracted using the image-processing toolbox of the
program MATLAB. The extracted intensities were corrected by applying a at-eld and
several correction factors, which have been described in References [16, 17]. The system
showed no superstructure rods, indicating that there are no surface reconstructions.
Data points below l = 0:5 r.l.u. were not used in the analysis because of the resolution
limitations in the stationary mode described in Section 3.2.
The surface symmetry was assumed to be p4mm, which was conrmed by comparing
the supposedly symmetry-equivalent CTRs. The whole [21l] symmetry-equivalent family
of the ve-ML-thick sample is shown in Figure 4.2, superimposing eight CTRs. The de-
viation of the symmetry-equivalent CTRs was calculated in terms of the crystallographic
R-factor to be smaller than 5%, which can also be seen as a measure for the systematic
error.
4.3 Results and Discussion
The phases of the recorded structure factors were retrieved using of DCAF. The input
required by DCAF is (i) the structure factors; (ii) a conguration le. The structure fac-
tors are then inserted into a three-dimensional array. All symmetry-equivalent structure
factors as well as their Friedel mates are automatically added. The dimensions of this
array correspond then to the dimensions of the retrieved electron density (ED). The used
structure factors were h = 0 : : : 4, h  k  4, and l < 4:5 in 270 steps and 180 steps
for the thicker two and thinner two samples, respectively, the ED has 9  9  540 or
9  9  360 voxels. The z-direction voxels are zero outside the given support. In order
to retrieve the best starting model, various parameters of the program were altered. In
Table 4.1 an overview of all the varied parameters is given for the ve-ML sample.
Each of the runs was performed ten times and the retrieved ED was visually exam-
ined: line plots across the ED in the z-direction in four voxel-columns, where atoms are
expected were plotted [(0, 0): La/Sr, (4,4): Al/Ti and O, (4,0), (0,4): O]. Two aspects
were inspected: Are all atoms retrieved and did the ten runs, which all had a random
start, give the same solution? In Figure 4.3 examples of a good and bad line plot are
given.
In the case of the ve-ML sample, the ve best sets of parameters were then used
as working parameters. While the test runs had a maximum number of 1000 iterations,
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Parameter Value
remove_points_bragg 2, 3, 4
scale_factor 0:6, 0:7, 0:8, 0:9, 1:0, 1:1, 1:2, 1:3, 1:4
z_max 51, 56, 60, 65, 67, 70
method dcaf, dca, dcsp
max_atoms 30, 35, 40
threshold 0:02, 0:03, 0:04, 0:05, 0:06, 0:07, 0:08
start_guess random_phases, random_eldens, random_eldens_norm
Table 4.1: The dierent values for the conguration parameters used in the DCAF anal-
ysis. A good fraction of all possible combinations was examined. The parameters were:
remove_points_bragg: how many data points left and right of the Bragg peak are unreliable;
scale_factor: a scale factor on the intensities; z_max: the support constraint in voxels; method:
the set of constraints to use; max_atoms: how many atoms should be in the ED; threshold:
threshold between noise and "atoms"; start_guess: what is the starting point of the iterations.
DCAF was allowed to run for 10000 iterations. A total of 100 runs with these parameters
was performed. The resulting ED was then upsampled, i.e., in each direction zeros were
added to the structure factor array, which results in smoother EDs, but does not aect
their meaning. These EDs were then averaged and Gaussians were t in order to deter-
mine the atomic positions, and estimates for the interfacial occupations of the cations
were taken.
The three- and four-MLs thick samples used the nal ED of the ve-ML sample as
a start guess. Initial tries with either random phases or random ED density gave poor
results. However, the other parameters in the cong le were optimized and the same
steps as described in the previous paragraph were then performed to retrieve the nal
EDs. For the two-ML sample, no reliable solution could be retrieved. A possible reason
for these failures is that the lm structures are too thin: All attempts so far to retrieve
the phases of structure factors measured of a surface without a lm using DCAF have so
far failed. Therefore it is believed that the bulk structure factor has to be altered enough
that these phase-retrieval algorithms can nd a reasonable solution.
In case of the 3, 4, and 5 ML samples, the retrieved ED delivered a starting model for
structural renement, which was performed using t [18]. t uses a grid-search algorithm,
i.e., it optimizes each parameter individually, unlike Levenberg-Marquardt algorithms.
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Figure 4.3: Line plots of a good (left) and bad (right) DCAF run for the ve-ML sample.
In total N + 5 unit cells were taken into account, where N is the nominal number of
LAO MLs. Each atom was t for its z-positions  in plane movements are forbidden in
the p4mm surface symmetry  and its isotropic Debye-Waller factor. In addition, the
occupation of the top two layers and the partial occupations of the A and B sites (La/Sr
and Al/Ti, respectively) for three interfacial layers were t.
The starting model for the two-ML sample used the same out-of-plane lattice constant
for the LAO, as was rened for the three other samples. The initial occupations at the
interface were taken from the solution of the three-ML sample. The nal models exhibited
crystallographic R-factors of 5:5%, 7:5%, 7:0%, and 6:6% for the 2, 3, 4, and 5-ML data
sets, respectively. In Tables 4.2, 4.3, 4.4, and 4.5 at the end of this chapter, the rened
parameters are given for the 2, 3, 4, and 5 ML-samples, respectively.
All four interfaces showed the same kind of surface and interface occupation, as can be
seen in Figure 4.4. The top two layers were partially occupied by 20% and 80% of LAO.
However, atomic force microscopy (AFM) showed no isolated islands or gaps in the STO
before the growth or in the lm after growth [Figure 4.5 (a)]. This could be originated
from a small lateral gradient of the lm thickness across the substrate. Alternatively, the
growth could have been partially dictated by a step-ow mode. Hence, the terrace edges
of the lm and the substrate are not at the same lateral position. Since in SXRD an
average of the total lm is seen, the retrieved ED will show some lm parts with N   1,
N , and N + 1 ML occupation [Figure 4.5 (b)]. The interface of the four lms showed
cationic intermixing over three MLs. It is however possible that this extends further, but
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Figure 4.4: The rened occupation parameters are shown as block diagrams. In all four samples
the detectable intermixing extends over three unit cells. The top two MLs are 20% and 80%
occupied. The horizontal line at 0 marks the nominal interface.









Figure 4.5: a The surface of the three-ML sample shown by AFM. The steps have a height of
 4 Å. No islands or gaps are visible. b Schematic of the partial step-ow growth. Since the
step edges of LAO and STO are not at the same position, SXRD measurements will retrieve
an average of N   1, N , and N + 1 MLs of LAO.
Conductivity has been observed in LAO layers thinner than four MLs if they were
capped with a sucient thickness of STO [19]. Our structural analysis demonstrates that
for thicknesses of three MLs and less, the uppermost layer is signicantly intermixed.
Only for four MLs and above is the interface electrically isolated from the surface with
one or more complete MLs of LAO containing an intermixed fraction of less than 5%, the
approximate limit to the sensitivity of SXRD. It can therefore be speculated that within
the framework of the intermixing model, surface eects could inuence the conductivity
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of LAO layers thinner than four ML, which might also explain why capping ultra-thin
LAO layers with STO preserves the conductivity.
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Figure 4.6: Cumulative displacements out of the positions relative to a reference grid dened
by bulk STO. The dotted lines represent the nominal interface.
The lms are perfectly strained in-plane. The out-of-plane lattice constant of the LAO
layers above the intermixed interface is 3:73 0:01 Å, consistent with a Poisson ratio of
0:24 [20]. The atomic positions are shown in Figure 4.6. Since we did not t the A- and
B-site cations individually, only the cationic A- or B-site t parameters are displayed.
For the A-site, and to a smaller extent also for the B-site, we see an increase in the
c-lattice constant of STO, as it approaches the nominal interface. This is attributed to
substitutional incorporation of La atoms, and/or the presence of Ti3+ atoms [6].
In Figure 4.7, the dierence of the cation positions relative to the oxygen positions is
shown, which represents a buckling in the atomic layer. A positive value denotes a shift
of the cations towards the surface. The experimentally determined buckling in the lms
is qualitatively similar to the one predicted by density functional theory (DFT) [15].
However, buckling in the A-site layers is more pronounced for the 2-ML lm than was
predicted by DFT, and also drops o signicantly with lm thickness. Buckling at the
B-site also decreases with lm thickness, though less pronouncedly. Interestingly, the
near-interface region of the STO exhibits a small negative buckling, as predicted in Ref-
erence [21]. In contrast to the lm buckling, this increases with increasing layer thickness,
and is a signature of electrons being injected across the interface.
Since the buckling was so small, the sensitivity of our measurements was checked.
Three models were examined using the genetic algorithm tting program GenX [22].
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Figure 4.7: The experimentally determined buckling of the positions of the AO (left) and BO
(right) atomic layers. Positive values indicate movements of the cation relative to the oxygen
ions towards the surface. The dotted lines represent the nominal interface.
The advantage of GenX compared to t is that it enables a more tailored description of
the structure, but it takes far longer to converge. We therefore used the best t from the
renement performed in t and compared them to a model in which the buckling of the
atomic planes was xed according to the value predicted by Pentcheva, and to a model
in which the whole layer was shifted and no buckling was allowed. Three example CTRs
of the ve-ML sample are shown in Figure 4.8. All three ts look reasonable for most
of the data. However, in the anti-Bragg regions, the Pentcheva and "whole layer" model
clearly deviate from the data. These distinct deviations proved that the accuracy of our
data was high enough to detect even such small movements.
To further investigate the behavior of the buckling, DFT calculations were performed
for all four thicknesses using the local-density approximation [23, 24]. The substrate con-
sisted of a lower 3(TiO2)/2(SrO) layers xed at the calculated DFT bulk positions,
plus 3(TiO2)/3(SrO) layers, which were allowed to relax. Two models were investi-
gated for which the results are shown in Figure 4.9. The rst model assumed an abrupt
interface (i.e., one with no intermixing). For both the A- and B-sites, there is a con-
sistent reduction in the positive buckling with increasing lm thickness, in qualitative
agreement with our experimental ndings, and also negative buckling in the substrate
close to the surface, which increases with the layer thickness. The most notable dierence
is the collapse of the buckling for the A-site found experimentally for the ve-ML lm,
which however, is still evident in the DFT results.
In the second DFT model the bottom unit cell of the lm contained 50% LAO and






















Figure 4.8: Comparison of three dierent models: the best t from our renement (red); a xed
buckling magnitude of the atomic planes as described in Reference [15] (green); the atomic
planes show no buckling and shift as a whole (blue); The (21L), (32L), and (41L) are shown as
examples.
50% STO occupation, in order to study the inuence of cationic intermixing at the
interface. The buckling magnitude close to the intermixed layer was reduced, while above
the nominal interface, buckling is marginally greater than that for the abrupt model 
both these changes are in better agreement with the experimental result.The eect of
further intermixing to closer resemble the experimental interface was not investigated
by DFT because of the unrealistic computational eort. However, since the intermixing
caused only marginal changes for one ML intermixing, it is not expected that considering
intermixing over a larger depth will have a signicant eect.
The DFT calculations also provided the bandstructure associated with the heterostruc-
tures. In Figure 4.10 the partial densities of states (PDOS) for the abrupt interface for all
four thicknesses are shown. The threshold of four MLs is apparent. The d electrons are
just below the Fermi level for the three-ML sample but cross it in the four-ML sample.













































Figure 4.9: The buckling of the positions of the AO (left) and BO (right) atomic layers,
calculated by DFT. Positive values indicate movements of the cation relative to the oxygen ions
towards the surface. The upper graphs are for the abrupt interface, while the lower ones are for
the intermixed interface. The dotted lines represent the nominal interface.
In order to approximate the bandstructure of the DFT calculations, we calculated
the electrostatic potential from the experimentally determined atomic structure. The
cations were assumed to have their formal ionic charge. The relative permittivity was
assumed to be the bulk value of LAO  = 24, which might be a slight overestimate
because of the intermixing of LAO and STO. Altough very recent ab-initio calculations
of mixed LAO/STO indicates that  remains essentially constant at approximately 24
for up to 50% : 50% molar mixture [25]. The results for three and four MLs are shown in
Figure 4.11. Buckling is induced as a depolarizing eect to reduce the potential within
the lm by lowering the average gradient and it thereby increases the threshold at which
the electronic reconstruction occurs. Once the valence band moves above the Fermi
level, however, electron injection across the interface occurs, causing the "capacitor" to
discharge. The potential collapses and obviates the need for a depolarizing buckling. This
happens at four MLs  the valence band moves across the Fermi level and the positive
buckling in the lm, particularly for the A-site, collapses and is essentially zero for the
ve-ML sample.




Figure 4.10: Bandstructure calculations for the four abrupt interfaces: a 2 MLs, b 3 MLs, c
4 MLs, and d 5 MLs. Associated with each unit cell are four PDOS of s-like electrons (given in
blue), two p-like electrons (green) and d-like electrons (gray), given as a function of depth in a
LAO/STO interface (marked by the vertical red lines) The horizontal red lines mark the Fermi
level. The d electrons start to cross the Fermi-Level at three MLs and clearly cross it for four
MLs.
The negative buckling of the STO just below the nominal interface can be understood,
if band bending within STO is considered, which results in a conned region near the
interface of STO, where the electrons, which were injected across the interface, reside.
The gradient in the band-bending region results in a potential in the opposite direction to
that in the lm. This causes negative buckling of the STO layers once the 2-dimensional
conducting layer is formed, as also seen experimentally.
In order to determine the elastic energy required to buckle the planes, let us consider
the bonds as springs. A schematic is given in Figure 4.12. If the cation at the A-site is
















where a is the lattice constant. Since there are eight A-O bonds the total applied force

























Figure 4.11: The valence band edge (VBE) and conduction band edge (CBE) relative to the
Fermi level (EF ) for the 3-ML- and 4-ML-LAO lms. The buckling lowers the gradient of the
potential in a zigzag motif, only shown for the VBE. For the sake of clarity, negative buckling
in the STO and the partial occupation at the surface are not displayed, but were taken into
account in the calculations. Band bending in STO is neglected, since it cannot be determined








where kA is the spring constant of the A-O bond. To determine the spring constant, we
calculate the applied stress on a macroscopic level, where the force per area is dened as






















Figure 4.12: The surroundings of the cations in out-of-plane direction and how an upwards
shift of the cation aects it are shown. a The A-site cation is shown in green, which is shifted
by BA. The oxygens are displayed in blue. b The B-site cation is shown in red and is shifted
by BB.
The same calculations can be done for the B-site. The B-site cation is shifted by BB
relative to the oxygen positions towards the surface. If we neglect the tiny elongation of
the in-plane B-O bonds, the applied force is
FB = 2kBBB: (4.5)
With the same arguments as for the A-O springs, we can determine kB:
kB = Y a: (4.6)













= Y a(B 2A +B
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B ): (4.8)
This cost competes with the gain in electrostatic energy. The electrostatic energy per





where qA and qB are the ionic charges and  the relative permittivity. If we assume that
the buckling for both atomic planes is approximately the same BA = BB and simplify








In order to determine an estimate for the expected buckling we insert the bulk values of
LAO for Y = 306 GPa and  = 24 into Equation 4.10 [20] and get E=eV = B=0:2[Å].
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This means that a buckling of more than 0:2 Å becomes energetically unfavorable. Both
our experimental and DFT results comply well with this simple energetic model. A
buckling of 0:2 Å corresponds to an energy cost or gain of 0:59 eV.
Atom Type x [u.c.] y [u.c.] z [u.c.] z [u.c.] occupation occupation
1 O2  0.5000 0.0000 0.5383 0.0881 0.2013 0.0076
2 O2  0.0000 0.5000 0.5383 0.0881 0.2013 0.0076
3 Al3+ 0.5000 0.5000 0.4833 0.0438 0.2013 0.0076
4 La3+ 0.0000 0.0000 0.0432 0.0057 0.2013 0.0076
5 O2  0.5000 0.5000 -0.1525 0.0086 0.2013 0.0076
6 Al3+ 0.5000 0.5000 -0.5080 0.0020 0.7560 0.1747
7 Ti4+ 0.5000 0.5000 -0.5080 0.0020 0.0940 0.0901
8 O2  0.5000 0.0000 -0.5765 0.0232 0.8500 0.1000
9 O2  0.0000 0.5000 -0.5765 0.0232 0.8500 0.1000
10 La3+ 0.0000 0.0000 -0.9848 0.0026 0.7300 0.0267
11 Sr2+ 0.0000 0.0000 -0.9848 0.0026 0.0700 0.0267
12 O2  0.5000 0.5000 -1.0928 0.0088 0.8500 0.1000
13 Al3+ 0.5000 0.5000 -1.4968 0.0026 0.2650 0.0695
14 Ti4+ 0.5000 0.5000 -1.4968 0.0026 0.7350 0.0695
15 O2  0.5000 0.0000 -1.5508 0.0010 1.0000 0.0000
16 O2  0.0000 0.5000 -1.5508 0.0010 1.0000 0.0000
17 La3+ 0.0000 0.0000 -1.9888 0.0015 0.5405 0.0208
18 Sr2+ 0.0000 0.0000 -1.9888 0.0015 0.4595 0.0208
19 O2  0.5000 0.5000 -1.9930 0.0048 1.0000 0.0000
20 Al3+ 0.5000 0.5000 -2.4955 0.0006 0.1300 0.0529
21 Ti4+ 0.5000 0.5000 -2.4955 0.0006 0.8700 0.0529
22 O2  0.5000 0.0000 -2.4992 0.0061 1.0000 0.0000
23 O2  0.0000 0.5000 -2.4992 0.0061 1.0000 0.0000
24 O2  0.5000 0.5000 -2.9808 0.0033 1.0000 0.0000
25 La3+ 0.0000 0.0000 -2.9977 0.0015 0.1293 0.0419
26 Sr2+ 0.0000 0.0000 -2.9977 0.0015 0.8708 0.0419
27 O2  0.5000 0.0000 -3.4920 0.0052 1.0000 0.0000
28 O2  0.0000 0.5000 -3.4920 0.0052 1.0000 0.0000
29 Ti4+ 0.5000 0.5000 -3.4987 0.0010 1.0000 0.0000
30 O2  0.5000 0.5000 -3.9960 0.0012 1.0000 0.0000
31 Sr2+ 0.0000 0.0000 -4.0005 0.0006 1.0000 0.0000
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Atom Type x [u.c.] y [u.c.] z [u.c.] z [u.c.] occupation occupation
32 Ti4+ 0.5000 0.5000 -4.5000 0.0000 1.0000 0.0000
33 O2  0.5000 0.0000 -4.5000 0.0000 1.0000 0.0000
34 O2  0.0000 0.5000 -4.5000 0.0000 1.0000 0.0000
35 Sr2+ 0.0000 0.0000 -5.0000 0.0000 1.0000 0.0000
36 O2  0.5000 0.5000 -5.0000 0.0000 1.0000 0.0000
37 Ti4+ 0.5000 0.5000 -5.5000 0.0000 1.0000 0.0000
38 O2  0.5000 0.0000 -5.5000 0.0000 1.0000 0.0000
39 O2  0.0000 0.5000 -5.5000 0.0000 1.0000 0.0000
40 Sr2+ 0.0000 0.0000 -6.0000 0.0000 1.0000 0.0000
41 O2  0.5000 0.5000 -6.0000 0.0000 1.0000 0.0000
Table 4.2: The results of the t renement for the 2-ML sample. The x and y positions are
in the table for reasons of clarity in order to distinguish between oxygens of the AO and BO2
layers. x, y, and z are given in units of the bulk STO lattice constant.
Atom Type x [u.c.] y [u.c.] z [u.c.] z [u.c.] occupation occupation
1 O2  0.5000 0.0000 0.3780 0.0075 0.2100 0.0529
2 O2  0.0000 0.5000 0.3780 0.0075 0.2100 0.0529
3 Al3+ 0.5000 0.5000 0.3497 0.0208 0.2100 0.0529
4 La3+ 0.0000 0.0000 -0.0623 0.0078 0.2100 0.0529
5 O2  0.5000 0.5000 -0.1690 0.0061 0.2100 0.0529
6 Al3+ 0.5000 0.5000 -0.5823 0.0085 0.7933 0.0321
7 O2  0.5000 0.0000 -0.6157 0.0065 0.7933 0.0321
8 O2  0.0000 0.5000 -0.6157 0.0065 0.7933 0.0321
9 La3+ 0.0000 0.0000 -1.0393 0.0029 0.7933 0.0321
10 O2  0.5000 0.5000 -1.1210 0.0151 0.7933 0.0321
11 Al3+ 0.5000 0.5000 -1.5233 0.0055 0.8433 0.1357
12 Ti4+ 0.5000 0.5000 -1.5233 0.0055 0.1567 0.1357
13 O2  0.5000 0.0000 -1.5743 0.0074 1.0000 0.0000
14 O2  0.0000 0.5000 -1.5743 0.0074 1.0000 0.0000
15 La3+ 0.0000 0.0000 -2.0113 0.0015 0.8500 0.0173
16 Sr2+ 0.0000 0.0000 -2.0113 0.0015 0.1500 0.0173
17 O2  0.5000 0.5000 -2.0117 0.0059 1.0000 0.0000
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Atom Type x [u.c.] y [u.c.] z [u.c.] z [u.c.] occupation occupation
18 Al3+ 0.5000 0.5000 -2.5070 0.0017 0.5700 0.0700
19 Ti4+ 0.5000 0.5000 -2.5070 0.0017 0.4300 0.0700
20 O2  0.5000 0.0000 -2.5400 0.0020 1.0000 0.0000
21 O2  0.0000 0.5000 -2.5400 0.0020 1.0000 0.0000
22 O2  0.5000 0.5000 -2.9820 0.0046 1.0000 0.0000
23 La3+ 0.0000 0.0000 -2.9987 0.0015 0.5867 0.0651
24 Sr2+ 0.0000 0.0000 -2.9987 0.0015 0.4133 0.0651
25 O2  0.5000 0.0000 -3.5023 0.0042 1.0000 0.0000
26 O2  0.0000 0.5000 -3.5023 0.0042 1.0000 0.0000
27 Al3+ 0.5000 0.5000 -3.5037 0.0023 0.3367 0.0416
28 Ti4+ 0.5000 0.5000 -3.5037 0.0023 0.6633 0.0416
29 O2  0.5000 0.5000 -3.9747 0.0060 1.0000 0.0000
30 La3+ 0.0000 0.0000 -4.0003 0.0006 0.0700 0.0200
31 Sr2+ 0.0000 0.0000 -4.0003 0.0006 0.9300 0.0200
32 Ti4+ 0.5000 0.5000 -4.4983 0.0023 1.0000 0.0000
33 O2  0.5000 0.0000 -4.5057 0.0032 1.0000 0.0000
34 O2  0.0000 0.5000 -4.5057 0.0032 1.0000 0.0000
35 O2  0.5000 0.5000 -4.9970 0.0060 1.0000 0.0000
36 Sr2+ 0.0000 0.0000 -5.0020 0.0010 1.0000 0.0000
37 O2  0.5000 0.0000 -5.4973 0.0106 1.0000 0.0000
38 O2  0.0000 0.5000 -5.4973 0.0106 1.0000 0.0000
39 Ti4+ 0.5000 0.5000 -5.4997 0.0012 1.0000 0.0000
40 O2  0.5000 0.5000 -5.9977 0.0068 1.0000 0.0000
41 Sr2+ 0.0000 0.0000 -6.0027 0.0006 1.0000 0.0000
42 Ti4+ 0.5000 0.5000 -6.5003 0.0006 1.0000 0.0000
43 O2  0.5000 0.0000 -6.5007 0.0012 1.0000 0.0000
44 O2  0.0000 0.5000 -6.5007 0.0012 1.0000 0.0000
45 O2  0.5000 0.5000 -7.0000 0.0000 1.0000 0.0000
46 Sr2+ 0.0000 0.0000 -7.0003 0.0006 1.0000 0.0000
Table 4.3: The results of the t renement for the 3-ML sample. The x and y positions are
in the table for reasons of clarity in order to distinguish between oxygens of the AO and BO2
layers. x, y, and z are given in units of the bulk STO lattice constant.
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Atom Type x [u.c.] y [u.c.] z [u.c.] z [u.c.] occupation occupation
1 O2  0.5000 0.0000 0.3643 0.0095 0.2333 0.0611
2 O2  0.0000 0.5000 0.3643 0.0095 0.2333 0.0611
3 Al3+ 0.5000 0.5000 0.3550 0.0295 0.2333 0.0611
4 La3+ 0.0000 0.0000 -0.0980 0.0100 0.2333 0.0611
5 O2  0.5000 0.5000 -0.1597 0.0245 0.2333 0.0611
6 Al3+ 0.5000 0.5000 -0.6377 0.0111 0.6900 0.1323
7 O2  0.5000 0.0000 -0.6413 0.0100 0.6900 0.1323
8 O2  0.0000 0.5000 -0.6413 0.0100 0.6900 0.1323
9 La3+ 0.0000 0.0000 -1.0893 0.0080 0.6900 0.1323
10 O2  0.5000 0.5000 -1.1567 0.0133 0.6900 0.1323
11 Al3+ 0.5000 0.5000 -1.5930 0.0115 1.0000 0.0000
12 O2  0.5000 0.0000 -1.6237 0.0191 1.0000 0.0000
13 O2  0.0000 0.5000 -1.6237 0.0191 1.0000 0.0000
14 La3+ 0.0000 0.0000 -2.0547 0.0114 1.0000 0.0000
15 O2  0.5000 0.5000 -2.0977 0.0226 1.0000 0.0000
16 Al3+ 0.5000 0.5000 -2.5433 0.0086 0.8833 0.1457
17 Ti4+ 0.5000 0.5000 -2.5433 0.0086 0.1167 0.1457
18 O2  0.5000 0.0000 -2.5787 0.0097 1.0000 0.0000
19 O2  0.0000 0.5000 -2.5787 0.0097 1.0000 0.0000
20 La3+ 0.0000 0.0000 -3.0190 0.0085 0.8337 0.0546
21 Sr2+ 0.0000 0.0000 -3.0190 0.0085 0.1663 0.0546
22 O2  0.5000 0.5000 -3.0390 0.0171 1.0000 0.0000
23 Al3+ 0.5000 0.5000 -3.5173 0.0057 0.7233 0.0702
24 Ti4+ 0.5000 0.5000 -3.5173 0.0057 0.2733 0.0651
25 O2  0.5000 0.0000 -3.5423 0.0086 1.0000 0.0000
26 O2  0.0000 0.5000 -3.5423 0.0086 1.0000 0.0000
27 O2  0.5000 0.5000 -3.9933 0.0071 1.0000 0.0000
28 La3+ 0.0000 0.0000 -3.9977 0.0025 0.6833 0.1358
29 Sr2+ 0.0000 0.0000 -3.9977 0.0025 0.3167 0.1358
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Atom Type x [u.c.] y [u.c.] z [u.c.] z [u.c.] occupation occupation
30 Al3+ 0.5000 0.5000 -4.5037 0.0042 0.4267 0.1550
31 Ti4+ 0.5000 0.5000 -4.5037 0.0042 0.5733 0.1550
32 O2  0.5000 0.0000 -4.5120 0.0017 1.0000 0.0000
33 O2  0.0000 0.5000 -4.5120 0.0017 1.0000 0.0000
34 O2  0.5000 0.5000 -4.9830 0.0017 1.0000 0.0000
35 La3+ 0.0000 0.0000 -4.9923 0.0050 0.1600 0.0458
36 Sr2+ 0.0000 0.0000 -4.9923 0.0050 0.8400 0.0458
37 Al3+ 0.5000 0.5000 -5.4977 0.0015 0.0567 0.0981
38 Ti4+ 0.5000 0.5000 -5.4977 0.0015 0.9433 0.0981
39 O2  0.5000 0.0000 -5.5033 0.0038 1.0000 0.0000
40 O2  0.0000 0.5000 -5.5033 0.0038 1.0000 0.0000
41 O2  0.5000 0.5000 -5.9890 0.0026 1.0000 0.0000
42 Sr2+ 0.0000 0.0000 -5.9987 0.0006 1.0000 0.0000
43 Ti4+ 0.5000 0.5000 -6.4980 0.0000 1.0000 0.0000
44 O2  0.5000 0.0000 -6.5000 0.0050 1.0000 0.0000
45 O2  0.0000 0.5000 -6.5000 0.0050 1.0000 0.0000
46 O2  0.5000 0.5000 -6.9953 0.0023 1.0000 0.0000
47 Sr2+ 0.0000 0.0000 -6.9990 0.0010 1.0000 0.0000
48 O2  0.5000 0.0000 -7.4990 0.0017 1.0000 0.0000
49 O2  0.0000 0.5000 -7.4990 0.0017 1.0000 0.0000
50 Ti4+ 0.5000 0.5000 -7.5000 0.0000 1.0000 0.0000
51 O2  0.5000 0.5000 -7.9973 0.0046 1.0000 0.0000
52 Sr2+ 0.0000 0.0000 -8.0000 0.0000 1.0000 0.0000
Table 4.4: The results of the t renement for the 4-ML sample. The x and y positions are
in the table for reasons of clarity in order to distinguish between oxygens of the AO and BO2
layers. x, y, and z are given in units of the bulk STO lattice constant.
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Atom Type x [u.c.] y [u.c.] z [u.c.] z [u.c.] occupation occupation
1 Al3+ 0.5000 0.5000 0.4290 0.0909 0.2560 0.0230
2 O2  0.5000 0.0000 0.3232 0.0278 0.2560 0.0230
3 O2  0.0000 0.5000 0.3232 0.0278 0.2560 0.0230
4 La3+ 0.0000 0.0000 -0.1790 0.0034 0.2560 0.0230
5 O2  0.5000 0.5000 -0.2096 0.0384 0.2560 0.0230
6 Al3+ 0.5000 0.5000 -0.6620 0.0522 0.8700 0.0122
7 O2  0.5000 0.0000 -0.7024 0.0147 0.8700 0.0122
8 O2  0.0000 0.5000 -0.7024 0.0147 0.8700 0.0122
9 O2  0.5000 0.5000 -1.1444 0.0202 0.8700 0.0122
10 La3+ 0.0000 0.0000 -1.1490 0.0029 0.8700 0.0122
11 Al3+ 0.5000 0.5000 -1.6188 0.0056 1.0000 0.0000
12 O2  0.5000 0.0000 -1.6598 0.0168 1.0000 0.0000
13 O2  0.0000 0.5000 -1.6598 0.0168 1.0000 0.0000
14 O2  0.5000 0.5000 -2.0992 0.0104 1.0000 0.0000
15 La3+ 0.0000 0.0000 -2.1040 0.0023 1.0000 0.0000
16 Al3+ 0.5000 0.5000 -2.5710 0.0042 1.0000 0.0000
17 O2  0.5000 0.0000 -2.6094 0.0118 1.0000 0.0000
18 O2  0.0000 0.5000 -2.6094 0.0118 1.0000 0.0000
19 La3+ 0.0000 0.0000 -3.0590 0.0025 1.0000 0.0000
20 O2  0.5000 0.5000 -3.0606 0.0098 1.0000 0.0000
21 Al3+ 0.5000 0.5000 -3.5350 0.0047 0.8440 0.1059
22 Ti4+ 0.5000 0.5000 -3.5350 0.0047 0.1540 0.1035
23 O2  0.5000 0.0000 -3.5600 0.0084 1.0000 0.0000
24 O2  0.0000 0.5000 -3.5600 0.0084 1.0000 0.0000
25 O2  0.5000 0.5000 -4.0144 0.0039 1.0000 0.0000
26 La3+ 0.0000 0.0000 -4.0222 0.0013 0.8804 0.0198
27 Sr2+ 0.0000 0.0000 -4.0222 0.0013 0.1196 0.0198
28 Al3+ 0.5000 0.5000 -4.5124 0.0040 0.5900 0.1478
29 Ti4+ 0.5000 0.5000 -4.5124 0.0040 0.4100 0.1478
30 O2  0.5000 0.0000 -4.5138 0.0070 1.0000 0.0000
31 O2  0.0000 0.5000 -4.5138 0.0070 1.0000 0.0000
32 O2  0.5000 0.5000 -4.9900 0.0064 1.0000 0.0000
33 La3+ 0.0000 0.0000 -5.0020 0.0014 0.4200 0.0274
34 Sr2+ 0.0000 0.0000 -5.0020 0.0014 0.5800 0.0274
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Atom Type x [u.c.] y [u.c.] z [u.c.] z [u.c.] occupation occupation
35 O2  0.5000 0.0000 -5.4870 0.0097 1.0000 0.0000
36 O2  0.0000 0.5000 -5.4870 0.0097 1.0000 0.0000
37 Al3+ 0.5000 0.5000 -5.5040 0.0037 0.1380 0.0952
38 Ti4+ 0.5000 0.5000 -5.5040 0.0037 0.8620 0.0952
39 O2  0.5000 0.5000 -5.9832 0.0101 1.0000 0.0000
40 La3+ 0.0000 0.0000 -6.0018 0.0008 0.0340 0.0152
41 Sr2+ 0.0000 0.0000 -6.0018 0.0008 0.9660 0.0152
42 O2  0.5000 0.0000 -6.4930 0.0073 1.0000 0.0000
43 O2  0.0000 0.5000 -6.4930 0.0073 1.0000 0.0000
44 Ti4+ 0.5000 0.5000 -6.4986 0.0017 1.0000 0.0000
45 O2  0.5000 0.5000 -6.9944 0.0046 1.0000 0.0000
46 Sr2+ 0.0000 0.0000 -7.0008 0.0004 1.0000 0.0000
47 O2  0.5000 0.0000 -7.4960 0.0029 1.0000 0.0000
48 O2  0.0000 0.5000 -7.4960 0.0029 1.0000 0.0000
49 Ti4+ 0.5000 0.5000 -7.4990 0.0010 1.0000 0.0000
50 O2  0.5000 0.5000 -7.9950 0.0045 1.0000 0.0000
51 Sr2+ 0.0000 0.0000 -8.0004 0.0005 1.0000 0.0000
52 O2  0.5000 0.0000 -8.4974 0.0027 1.0000 0.0000
53 O2  0.0000 0.5000 -8.4974 0.0027 1.0000 0.0000
54 Ti4+ 0.5000 0.5000 -8.4992 0.0004 1.0000 0.0000
55 O2  0.5000 0.5000 -8.9982 0.0018 1.0000 0.0000
56 Sr2+ 0.0000 0.0000 -8.9998 0.0004 1.0000 0.0000
Table 4.5: The results of the t renement for the 5-ML sample. The x and y positions are
in the table for reasons of clarity in order to distinguish between oxygens of the AO and BO2
layers. x, y, and z are given in units of the bulk STO lattice constant.
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In Subsection 3.2.4, a solution to the phase problem was presented: the retrieval of the
phases by the use of an iterative scheme with constraints in real- and reciprocal space,
applied during each iteration. This is a clear, model-free improvement compared to ordi-
nary model-based rening, but can still lead to ambiguities, as there can be no guarantee
that the global minimum has been found [1]. In this chapter we present an alternative
approach: the application of multiwavelength anomalous diraction (MAD) to surface
x-ray diraction (SXRD), a technique which is well established in single-crystal dirac-
tion, in particular macro-molecular crystallography [2], but has so far not been used
in SXRD. Although SXRD experiments close to absorption edges have been reported,
the anomalous contribution of the structure factor was not exploited to determine the
phase. It was only used as a mechanism to enhance contrast in electron densities, thereby
assisting in distinguishing elements with similar number of electrons [3], or to simulta-
neously rene data sets recorded at dierent energies [4]. In Subsection 2.2.5 the basics
of anomalous diraction for single crystals were outlined. Here we present the appli-
cation of this method specically to surfaces and interfaces. It will rst deal with the
mathematical formulation of the algorithm, then the robustness of the algorithm will be
demonstrated on simulated data for dierent cases: missing data, and insucient knowl-
edge of the anomalous scatterers. The program was coined pyanpha which is an acronym
61
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for PYthon ANomalous PHAsing [5].
5.2 Mathematical Formulation
The total structure factor FT of a semi-innite crystal can be divided into two parts:
FT = FB + FS; (5.1)
whereby FB and FS are the structure factors with contributions of the semi-innite bulk
and the surface region, respectively. The bulk crystal's structure is normally well known
and therefore one can calculate its complex structure factor
FB(q) =
F (q)
1  exp(iq  r) exp( ) ; (5.2)
where F (q) is the structure factor of one bulk unit cell, q is the scattering vector, r is
the displacement vector from one unit cell layer to the next perpendicular to the surface
and exp( ) is a material-dependent damping factor describing absorption.
On the other hand, the surface structure factor is unknown both in phase and am-
plitude. However, for any possible phase, there is a magnitude of the amplitude which,
when added to the bulk structure factor, will result in the same amplitude as that of the
total structure factor, which is known from the experiment. Figure 5.1 displays this in an
Argand diagram. It shows that the circle describing the amplitude with unknown phase
of the total structure factor  this is the same situation akin to single crystal diraction
 can be shifted by  FB and one retrieves all possible magnitudes and associated phases
for the complex surface structure factor, i.e.,
fFSg =
p
I   FB; (5.3)
whereby
p
I is the square root of the measured intensities, which corresponds to the
amplitude of the total structure factor. Four possible examples of FS are shown as dotted
arrows in Figure 5.1(a).













exp(iq  rj); (5.4)









Figure 5.1: Argand diagrams highlighting the contributions of surface and bulk components
to the SXRD signal: a Only the amplitude of the total structure factor (FT ) is known, which
is shown by the solid circle. The dashed arrow shows the structure factor of the bulk crystal
(FB) of which both phases and amplitudes are known. The dotted arrows show four dierent
possibilities of the surface structure factors (FS). b The circle from a has been shifted by FB.
The possible surface structure factors now all lie on an o-centered circle.
where E is the photon energy, j the occupation parameter of an atomic site, fj the
atomic form factor, Bj=(82) the Debye-Waller factor, and rj the position of the atom.
The sum is over all non-bulk atoms and not over one bulk-unit cell.
Now we follow the same steps, as in single-crystal diraction: we split the atomic form
factor into its nondispersive and anomalous components, f = f 0 + f 0 + if 00, and insert












exp(iq  rj): (5.5)
where the wavelength is labeled by the superscript . We split this equation now for
a given energy  and thus a given wavelength  into energy-independent and energy-




























exp(iq  rj): (5.7)
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Since Equation 5.6 is energy-independent, 0FS;N = FS;N and we can therefore rewrite













where 0FA is the structure factor of the anomalous scatterers at normal energy. Both
0FS and FS are sets of phases and amplitudes, determined by Equation 5.3. Since
there is no anomalous scatterer in the bulk1, both sets can be described by circles,
which are displaced by the same vector FB from the origin. If we assume now that we
know approximately the positions of the anomalous scatterers, we know the displacement
vector F from Equation 5.9.
Since in SXRD one is not able to measure below the horizon, l-values smaller than zero
are inaccessible and therefore an approach with only two wavelengths and exploiting the
breakdown of Friedel-pair symmetry  used in single crystal diraction  is not possible.
The method presented here uses three dierent energies: below the absorption edge, one
at the absorption edge and a third far above the edge, which is the minimal number of
data sets required to unambiguously determine the phases.
In order to determine the phases and amplitudes of the surface structure factors,
we now use the sets of phases and amplitudes of the three dierent energies and the
displacement vector, determined by Equation 5.9. As sketched in an adapted Harker
diagram [6] in Figure 5.2, these sets can be drawn as circles in the complex plane, all
shifted by FB from the origin. The two circles of the anomalous energies are further
shifted from this point by the displacement vectors aF and bF . Now the three circles
intersect at exactly one point, which thereby denes the amplitude and phase of the
normal energy structure factor.
In reality, the three circles do not generally intersect exactly at one point, due to
experimental uncertainties. We therefore calculate the point with the minimal deviation
from the three circles with the deviations weighted by their error. The retrieved surface
1We only demonstrate the case where all anomalous scatterers are present in the lm. However, from
a mathematical point of view, even if there are anomalous scatterers in the bulk, the equations still
hold, but the circles are simply displaced by dierent vectors FB .








Figure 5.2: Adapted Harker diagram with the possible amplitudes of three dierent wavelengths
illustrated by red, green, and blue circles. The center of the red circle is shifted by the bulk
structure factor FB as shown in Figure 5.1. The green and blue circle are further shifted by aF
and bF , respectively. Their common intersection point denes the retrieved surface structure
factor FS .











where z is the surface structure factor to determine, R(z) is a measure for the goodness
of t of every z, FS;i are the sets of surface structure factors and i is their error.
5.3 Robustness of the Algorithm
In order to test the principle and practical implementation of the algorithm, we rst used
a simulated data set with typical resolution and volume of modern SXRD data using area
detectors. The main goals were to see the eect of (a) missing data and (b) how accurately
one has to determine a priori the positions of the anomalous scatterers. Our test model
was simplied version of an NdGaO3(110) (NGO) substrate with an SrTiO3 (STO) lm.
The bulk crystal's lattice parameters were dened as a = c = 3:8615 Å, b = 3:8535 Å,
and  =  =  = 90. All atoms would lie on high-symmetry position, i.e., no oxygen
66 MULTIWAVELENGTH ANOMALOUS SURFACE DIFFRACTION
rotations were taken into account. The "surface consisted of three layers of non-bulklike
NGO and three layers of STO with the same in-plane lattice constants as the substrate,
but a diering c-lattice constant. By surface we mean everything which deviates from the
bulk substrate, which generally includes some top layers of the substrate. The diraction
pattern was simulated for h =  4 . . . 4, k =  4. . . 4 and l = 0. . . 4:5, with a step size in
l of 0:02 reciprocal lattice units (r.l.u.). The anomalous signal was due to the K-edge of
Sr, which is at 16:105 keV [7].
5.3.1 Missing Data
An SXRD data set has typically four kinds of missing data:
 data points close to Bragg peaks;
 data at low-l;
 data with a high scattering vector;
 unusable data because it is swamped by artefactual signal from crystallite inclu-
sions.
Missing data in reciprocal space corresponds directly to missing electron density (ED)
in real space. In iterative schemes this problem can be overcome if one allows those
amplitudes to be free and in an ideal case, they will be retrieved, like the phases, when
the algorithm reaches self-consistency. Since in our approach, we only apply one Fourier
transform (FT), missing data will directly aect the ED and will skew the result. We
discuss here our approach for handling these limitations.
Inclusions of crystallites or similarly misoriented small parts of the sample, as well
as the experimental environment, can produce diraction peaks or Debye-Scherrer rings
at the same positions in reciprocal space as that of the crystal truncation rods (CTR).
Usually, given the typical step size of our experiments, such artefacts only eect one or
two consecutive data points. These can normally be interpolated, if necessary, from the
neighboring "good data points.
Diraction signals close to Bragg peaks are dicult to record in stationary mode,
since, depending on the size of the footprint of the beam on the sample surface, it can
become impossible to separate the CTR from the Bragg peak signal in a region within
approximately 0:04 r.l.u. of the Bragg peak. Furthermore, the kinematical description
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does not hold for Bragg peaks. For heterostructures, which have similar out-of-plane
lattice constants to the substrate material, the lm Bragg peak will be very close to
the substrate Bragg peak. Hence, some of the strongest structure factors can be missing
in the data. As seen in Figure 5.3(a), the number of retrieved electrons decreases with
increasing number of missing data points. For the three atoms closest to the surface,
a signicant negative ED is calculated on the sides towards the substrate, since the
absolute out-of-plane positions of the lm atoms are known to dier substantially from
































Figure 5.3: Line plots through the ED along the z-axis at the A-site position, showing the
retrieved Nd and Sr atoms. a The eect of missing data points close to the Bragg peak is
shown. The labels denote, how many data points left and right were set to zero. b The eect
of missing low-l data is shown. The dashed line shows the contribution of the low-l (l  0:5)
region to the ED.
Interpolation of these missing structure factors often fails, however, since they are at
regions of the data where one would expect fringes in the diraction signal or disconti-
nuities in the phase, and they extend over more than just one or two data points, unlike
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in the case for the crystallite inclusions. We therefore perform a small iterative step: the
negative ED is "charge-ipped", i.e., where there is negative ED, its signis reversed [8].
Furthermore, we choose a tight support around the retrieved atomic peaks and set every-
thing outside of it to zero. We then Fourier transform this constrained ED and replace
the previously missing structure factors with those generated by the FT. After another
inverse FT, the retrieved ED is very close to that which one would retrieve without any
missing data, as shown in Figure 5.3(a).
Another problem is the missing low-l data. As we have seen in Subsection 3.2.2, there
is a lower limit, below which the stationary mode is incapable of providing the desired
resolution. Below this, traditional rocking scans must be performed, which is often too
time-consuming to record the whole low-l data. This part of the data is especially crucial
for information about in-plane movements, but out-of-plane, the contribution of the low-
l Fourier components to the atomic positions is negligible, as they correspond to large
periods in real space, e.g., l = 0:1 corresponds to a Fourier component with a periodicity
of 10 unit cells. Thus, neglecting low-l data only produces a slowly varying background
of ED, as can be seen in Figure 5.3(b). If these structure factors are missing, it will
shift the whole ED to lower values. To overcome this shortcoming, we can legitimately
add simulated data in this part of the data set with structure factors associated with
bulk-like coordinates.
The selection of the anomalous scatterer determines the wavelengths at which the
measurements are performed and, therefore, which volume of reciprocal space is acces-
sible. This nite sampling volume in reciprocal space leads to spectral leakage in the
ED. Therefore, a window function, W (kqk), is multiplied with the data. In this work a
Gaussian window function is used, since this will lead to the same atomic shape as the
Debye-Waller factor2.
5.3.2 Anomalous Scatterers
A crucial aspect of the algorithm is a knowledge of the anomalous scatterers. We face
three unknowns:
 the positional oset of the anomalous scatterers with respect to the bulk crystal;
2Multiplying a Gaussian to the structure factors in reciprocal space corresponds to a convolution
with a Gaussian in real space. Since the Debye-Waller factor itself is a Gaussian, this only corresponds
to an increase in the eective Debye Waller factor.
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 the separation of the anomalous scatterers from each other;






























Figure 5.4: Line plots through the ED along the z-axis at the A-site position. a shows the eects
of wrong positions: The black line is the case for proper positions. If the anomalous scatterers
are shifted towards the interface by one unit cell, the retrieved ED is just shifted towards zero
(red line). An oset of only 0:1 Å already fails to retrieve all the atoms (green line), as well as a
c-axis, which is wrong by 0:05 Å. b shows the eects of the number of anomalous scatterers. The
black line is the proper occupation (three fully occupied atomic sites). The red line is with ve
atomic sites with occupations: 0:2 0:8 1:0 0:8 0:2, the green and the blue line have an additional
anomalous scatterer at the interface or only half an occupation at the surface, respectively.
While in single-crystal MAD, the anomalous scatterers are usually heavy atoms in an
environment of organic, light scatterers, and can therefore be determined by the Patter-
son method [9], this is in general not possible in SXRD. Although the Patterson method
is frequently employed in the determination of surface structures, it is generally used
to reveal in-plane positions of atoms [10]. In these cases, surface reconstructions occur
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and additional superstructure rods are apparent, where there is no bulk contribution to
the signal. In our example, we are not just interested in the surface of a crystal, but
in a whole lm structure, which is heteroepitaxial to the substrate. Therefore no super-
structure rods without bulk contribution are apparent and the Patterson method is not
applicable. However, since we have a heteroepitaxial structure, these in-plane positions
are anyway already known.3


















Figure 5.5: The individual steps of pyanpha. At 1 the circles describing the measured amplitudes
are shifted by the bulk structure factor FB as shown in Figure 5.1. At 2 these retrieved sets
of surface structure factors fFS;ig are shifted by aF and bF and the intersecting point is
assigned to FS as shown in Figure 5.2. The retrieved surface structure factors will then be
Fourier transformed and undergo the small iterative step in order to retrieve the ED.
However, the missing out-of-plane positions can be estimated by the position of the
lm Bragg peaks, which correspond to the out-of-plane lattice constant of the lm. There-
fore, we have a valid rst guess for the separation of the anomalous scatterers. Regarding
the positional oset of the anomalous scatterers, we must only concern ourselves with
the position within the reference unit cell frame. Since a shift by an integer amount of
unit cells will only change the ED volume: shifting the positional oset further away from
3The case of surface reconstructions will not be considered in this work. In this instance the amplitude
of the surface structure factors would already be known, because there is no bulk contribution in the
measured intensities, and the Patterson method would be possible to retrieve the in-plane positions of
the anomalous scatterers.
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the interface will retrieve more substrate layers, while shifting it closer to the interface
will retrieve less substrate layers, as is shown in gure 5.4(a). The gure further shows
the impact of an incorrect oset of 0:1 Å and a c-axis discrepancy of 0:05 Å.
The last unknown is the number of anomalous scatterers. However, in the diraction
pattern, nite size fringes are apparent, which correspond to the number of layers. There-
fore one also has a good estimate for the number of anomalous scatterers. Figure 5.4(b)
shows that 0:5 anomalous scatterers, their number does not aect the position of the
retrieved atoms, but it changes their intensities. However, if the occupation of the anoma-
lous scatterers is only slightly o with an intermixed interface and a rough surface - the
two anomalous atoms at the interface and at the surface have 80% and 20% instead of
100% and 0% occupation - the ED is very little aected.
The individual steps of pyanpha are summarized in gure 5.5.
Bibliography
[1] C. M. Schlepuetz, M. Bjoerck, E. Koller, S. A. Pauli, D. Martoccia, O. Fischer, and
P. R. Willmott, Structure of ultrathin heteroepitaxial superconducting YBa2Cu3O7 x
lms, Phys. Rev. B 81, 174520 (2010), doi:10.1103/PhysRevB.81.174520.
[2] J. L. Smith and W. A. Hendrickson, Multiwavelength anomalous diraction, Inter-
national Tables for Crystallography F, 299 (2006).
[3] D. P. Kumah, A. Riposan, C. N. Cionca, N. S. Husseini, R. Clarke, J. Y. Lee, J. M.
Millunchick, Y. Yacoby, C. M. Schlepuetz, M. Bjoerk, and P. R. Willmott, Resonant
coherent Bragg rod analysis of strained epitaxial heterostructures, Appl. Phys. Lett.
93, 081910 (2008), doi:10.1063/1.2975835.
[4] V. Vonk, Surface structure renement including anomalous crystal truncation rods,
J. Appl. Crystallogr. 44, 1217 (2011), doi:10.1107/S0021889811042944.
[5] S. A. Pauli and S. J. Leake, pyanpha, URL http://pyanpha.sourceforge.net.
[6] D. Harker, The determination of the phases of the structure factors of non-
centrosymmetric crystals by the method of double isomorphous replacement, Acta
Crystallogr. 9, 1 (1956), doi:10.1107/S0365110X56000012.
72 BIBLIOGRAPHY
[7] J. A. Bearden and A. F. Burr, Reevaluation of X-Ray Atomic Energy Levels, Rev.
Mod. Phys. 39, 125 (1967), doi:10.1103/RevModPhys.39.125.
[8] G. Oszlanyi and A. Suto, Ab initio structure solution by charge ipping, Acta
Crystallogr. A 60, 134 (2004), doi:10.1107/S0108767303027569.
[9] M. G. Rossmann, The Position of Anomalous Scatterers in Protein Crystals, Acta
Cryst. 14, 383 (1961), doi:10.1107/S0365110X61001297.
[10] I. K. Robinson, Direct Determination of the Au(110) Reconstructed
Surface by X-Ray Diraction, Phys. Rev. Lett. 50, 1145 (1983),
doi:10.1103/PhysRevLett.50.1145.
Chapter 6
Strontium Titanate on Neodymium
Gallate
6.1 Introduction
The physics of SrTiO3 (STO) lms grown on NdGaO3(NGO) substrates is interesting
for various reasons. First it will provide an A-site terminated STO surface layer [1].
In order to get the same directly with STO substrates, one needs to grow a single
layer of SrO, which is dicult to achieve. As we have seen in Chapter 4, the physics
of A- and B-site terminated LaAlO3 on STO diers strongly. Therefore a reliable A-
site-terminated STO has great advantages in the study of this phenomenon. From a
diraction point of view, NGO crystals show far better crystallinity than STO, resulting
in a better signal quality1. Furthermore thin lms of STO are in-plane pinned to the
substrate. This prevents the occurrence of structural phase transitions of STO, apparent
as a bulk material at T = 105 K. Last but not least, STO exhibits in its strained state
ferroelectricity [2].
Besides the above mentioned scientic case for the study of STO/NGO heterostruc-
tures, it is an ideal test case for the application of pyanpha, since the absorption edge
of Sr at 16:105 keV is close to the maximum ux of the MS-beamline and the accessible
part of the reciprocal space has a reasonable size in terms of the corresponding real space
resolution [3]. A three ML thick sample of STO was therefore grown on NGO. The details
1NGO substrates are produced by Czochralski-growth, while STO substrates can only be produced
by Verneuil-growth, which is known to produce more lattice defects.
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Figure 6.1: a shows the experimentally determined values of f 0 (blue) and f 00 (red) of strontium.
The three dashed vertical lines mark the energies at which the diraction patterns were recorded.
b displays the diraction signal of four dierent reciprocal lattice points as a function of energy
oset from 16 keV. The blue (right) scale is for the (2 2 2.2), while the black (left) is for the
other three reections. The dashed line corresponds to 16:11 keV.
of the lm-growth were given in Subsection 3.1.4.
6.2 Measurements
An STO substrate was ground and a transmission sample of 50 m thickness was pre-
pared with the collected powder. The absorption of this sample was measured in an
energy-scan from 15:8 keV to 16:5 keV, which originated mainly from the Sr atoms, since
the Ti (4:966 keV) and O (0:533 keV) absorption edges are far away. The Sr atoms are
in the same chemical environment as in the thin lm samples. f 0 and f 00 were then cal-
culated with the program dikk [4]. Although f 00 can be directly calculated from the



























Figure 6.2: Measured CTRs at three dierent energies. a An "even/even rod is shown, for
which the contributions of the lm are visible. b shows an "even/odd CTR, for which neither
a lm nor an anomalous contribution to the intensity can be seen.
calculate f 0 with the Kramers-Kronig relation. dikk uses tabulated values for f 00 and
only replaces these at those energies which were measured. The calculated values of f 0
and f 00 are shown in Figure 6.1(a). We further investigated the anomalous response on
dierent reciprocal lattice points, some examples of which are shown in Figure 6.1(b), in
order to determine the "ideal energies to measure the data.
Anomalous response was only seen on crystal truncation rods (CTRs) with even h
and k Miller indices. As an example, look at the green curve in Figure 6.1 (b), which
shows no variation depending on the energy.
The diraction patterns were then recorded at an incident angle of 3 at three dierent
energies: below the absorption edge of Sr at 16:0 keV; on the absorption edge at 16:11 keV;
and above the absorption edge at 16:5 keV. The range in reciprocal space used for the
subsequent analysis here was h =  8 : : : 8, k = 0 : : : 8, and 1:0 6 l 6 8:5 r.l.u. with a
sampling interval of 0:05 r.l.u. for h; k both even and 0:1 r.l.u. for the other rods. In
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addition to the 144 inequivalent CTRs, 20 symmetry-equivalent CTRs were recorded.
A total of over 14000 independent structure factors were recorded for each of the three
energies.
6.3 Results
CTRs which have not even h and k Miller indices did not only show no anomalous
response, but also no sign of nite-size fringes. Some example CTRs with and without
"lm-contribution are shown in Figure 6.2 for all three energies. In Figure 6.3 an NGO
crystal from above and a grid showing CTRs with and without lm contribution are
shown. Superposed on the atomic structure are the corresponding surface unit-cells to
the reections with and without surface contribution. As can be seen the surface unit
cell of the STO lm is only a quarter the size of the substrate, which implies that the
STO oxygen octahedra can not rotate.
As already mentioned only the "even/even" CTRs had an anomalous response. There-
fore, only the phases of the "even/even" CTRs could be tried to be retrieved. We
therefore set up pyanpha with the small STO-like unit cell with lattice constants of
a = c = aNGO=2 = cNGO=2 = 3:8615 Å, b = bNGO=2 = 3:8535 Å, and  =  = NGO =
NGO = 90
. For  we tried both  = NGO = 89:2656 and  = 90, but this had no
inuence on the analysis. This is no surprise considering the dierence in the in-plane
position of the topmost STO atom for  = 89:2656 is x = 3a tan(90   )  0:15 Å
which would be the largest in-plane shift  while the inplane voxel size of our retrieved
ED is about 0:43 Å. The bulk crystal lattice parameters and atomic positions were taken
from Ref. [5]. The calculated bulk complex structure factors had to be divided by 8 in
order to match the dimensions of the surface structure denitions2.
The separation of the anomalous scatterers was estimated to be c = 1:05 u.c.3 judging
by the positions of the lm Bragg peaks in the CTRs. The oset from the bulk crystal
was chosen to be z0 = 3 r.l.u. in order to retrieve at least three NGO layers, which might
dier from the bulk position. Three anomalous scatterers were rst used to calculate the
anomalous structure factor to retrieve the phases. All three parameters  c, z0, and the
number of anomalous scatterers  as well as a scaling factor, were then varied in order to
2The bulk unit cell with aNGO, bNGO, andcNGO has eight times the size of the surface unit cell.
3The unit cell corresponds to the small surface unit cell dened in the previous paragraph.
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Figure 6.3: Left: the structure of NGO is sketched with Nd-, Ga-, and O-atoms shown in green,
red, and blue, respectively. The oxygen-octahedra around the Ga atoms are shown in a lighter
blue. The NGO and the smaller STO surface unit cells are denoted by the red and yellow rect-
angles, respectively. Right: the corresponding reciprocal lattice is shown. The yellow reections
have the periodicity of the STO surface unit-cell, while the red ones have the periodicity of the
NGO surface unit cell.
get the electron density (ED). We optimized the parameters to retrieve properly shaped
atoms, i.e., Gaussian-like proles in the ED.
We then added simulated data to "ll the missing low-l data. The calculation of the
simulated data was performed with a rough model of our system: The out-of-plane atomic
positions of each atomic layer were taken from the optimized anomalous scatterers' c-
axis. The ED was therefore suciently raised that we could also ll the missing points
around the Bragg peaks.
The retrieved ED after adding the simulated low-l data and the iterative step as
described in Subsection 5.3.1 is shown in Figure 6.4. In order to get atomic positions,
Gaussians were t to the peaks in the ED. While the cations are clearly visible, the
oxygen atoms are hard to see and their t positions might be inaccurate. However, we
hope that with higher precision data, oxygen atoms can be determined more accurately.
All atoms could be retrieved with this method, which are given in Table 6.1. Remarkably,
without applying any symmetry constraints the oxygen position in the Ga layer lie within
the resolution of the method.
The chemical species are given by their positions within the unit cell and their ap-
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Label x [u.c.] y [u.c.] z [u.c.] Ne
Ga 0.5312 0 -3.0192 39.5782
O 0.0208 0 -3.0122 7.4932
O 0.4356 0 -2.5968 5.6339
Nd 0.0076 0.5142 -2.5188 74.7490
O -0.0212 0 -2.2766 9.6454
O 0.5540 0.4688 -2.2066 10.8420
Ga 0.5342 0 -2.028 43.2791
O 0.4374 0 -1.5808 8.8083
Nd 0.0106 0.4868 -1.5022 71.3935
O -0.0234 0 -1.2422 10.0514
O 0.5594 0.5322 -1.2286 12.6929
Ga 0.5340 0 -1.0122 41.1375
O 0.4516 0 -0.5664 9.1083
Nd 0.0032 0.5146 -0.502 68.2188
O -0.0262 0 -0.2 9.0461
O 0.5490 0.4716 -0.1816 13.4793
Ti 0.4862 0 -0.0166 33.0342
O 0.5468 0 0.4848 7.1545
Sr -0.0054 0.5180 0.5264 56.9535
O -0.0418 0 0.8586 7.8728
O 0.5454 0.5298 0.877 14.7567
Ti 0.4742 0 1.0144 32.5335
O 0.5658 0 1.5038 7.8971
Sr -0.0074 0.4784 1.5666 45.6020
O 0.5414 0.4806 2.042 13.3574
Ti 0.4676 0 2.0656 33.2343
O -0.0248 0 2.069 8.0889
O 0.6748 0 2.4942 7.6234
Sr -0.0286 0.5252 2.5588 34.4777
Table 6.1: The retrieved positions of the atoms from the experimental STO/NGO. The labels
mark their nominal chemical species. The retrieved number of electrons corresponds to the
integrated ED of the three-dimensional Gaussians volume. The positions are given in units of
the surface unit cell. The z-coordinate is given relative to the nominal interface.
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Figure 6.4: The retrieved ED is shown. Cuts along the z-axis are shown at the four in-plane
positions, where atoms are present. The retrieved ED per voxel is shown by the squares, while
the lines are Gaussian ts to the peaks in the ED.
proximate number of electrons. Since there might be intermixing at the interface, the
ratios of the interfacial cations Ga/Ti and Nd/Sr would need to be determined by a fur-
ther structural renement. For nearly all of the atoms the retrieved number of electrons
is higher than the real number of electrons, indicating that there is still an inaccurate
scaling factor  or, on a speculative note, the added simulated data added more intensity
than necessary to the data.
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Chapter 7
Concluding Remarks
In summary, the successful application of two kinds of phase retrieval-algorithms has been
demonstrated. In Chapter 4, an iterative scheme enabled a model-free starting point for
structural renement.The atomic structure of four dierent thicknesses of LaAlO3 (LAO)
lms on SrTiO3 (STO) substrates could be retrieved with sub-Angstrom resolution. The
dierent thicknesses were around the critical thickness of four monolayer above which
conductivity arises at the interface.
The structural dierences between these samples are a very strong indication that
the polar catastrophe scenario is indeed the origin of the conductivity. The very high
precision of the surface x-ray diraction analysis showed a buckling of the atomic layers, a
clear signature of the existence of an internal electrostatic eld. The buckling decreases
substantially above the critical thickness. These ndings were further consolidated by
density functional theory calculations, which predicted a breakdown of the buckling
above the critical thickness.
In Chapters 5 and 6 the successful application of multiwavelength anomalous dirac-
tion (MAD) on surface diraction has been shown on both simulated and real data.
Its limitation until now are twofold: First the correct position of the anomalous scat-
terers and second in the dealing with missing data. A feasible approach to overcome
these two problems was shown. Further developments can however improve the accuracy
of the algorithm. One aspect, which is common in single-crystal MAD, would be sym-
metry constraints. This may help to get additional equations, which could bypass the
preknowledge of the anomalous scatterers.
Since DCAF and pyanpha have a very similar program code, a further merge of the
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two programs could help deal with missing data. So far pyanpha oers the possibility to
export the retrieved electron density as a dbm-le, a format which can be read in DCAF
as a starting guess for the electron density.
However, the STO/NGO heterostructure could not been completely solved, since only
a quarter of the crystal truncation rods showed an anomalous response. Therefore another
simpler structure, i.e., one with higher surface symmetry and/or smaller surface unit
cell, should be measured to further test the algorithm. It will also be important that
this system has a very good sample quality. In this work, the low signal to noise ratio
on weak signals made it dicult to extract reliable data. While in iterative schemes,
the absolute value of the intensity is not that important, in MAD it is central since it
compares intensities from three data sets. Therefore unreliable data points can result in
incorrectly retrieved phases.








Figure 7.1: The gure shows a plot of f 0 versus f 00. The red, green, and blue disks represent
the measured energies at 16:0 keV, 16:11 keV, and 16:5 keV, respectively. The three disks are
connected by dashed lines forming a triangle. The area inside the triangle should be maximized.
The two orange disks are the ideal position for the two anomalous energies.
Another aspect is the set of chosen energies for the anomalous signal. At the time of
the experiments, the only requirement being three energies around an absorption edge
were measured. In addition one of them should show a very strong anomalous response.
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For the other two energies, one should be below the edge, where both f 0 and f 00 would be
small, and one above the edge, where f 00 would dier substantially from the rst energy.
In Chapter 6, a plot of f 0 and f 00 versus energy was shown in Figure 6.1. Another
way to look at them is to plot f 0 versus f 00, as shown in Figure 7.1. The three energies
at which data was recorded are shown by the red, green, and blue disks. However, the
two anomalous energies should be measured at the two positions denoted by the orange
disks. At those either f 0 or f 00 will have a maximal dierence to the normal energy
measurement.
A further improvement to the algorithm would be a generalization which would enable
one to use it with more than three energies. However, in making use of more than three
energies, the gain in accuracy has to be traded against the time required to measure
the additional data. Lastly, the algorithm should be extended to allow the anomalous
scatterer to reside in the bulk. This, however, will mean that all the anomalous response
will be in the Bragg peak signal, if none of the interfacial anomalous scatterers will
be at non-bulk positions. But, as long as the anomalous scatterer positions are still a
prerequisite, this will be unfeasible: while the anomalous scatterers are in the lm, the
interfacial contribution will be minimal, but in the bulk case they are the only atoms
contributing to the anomalous response of the surface structure factor and it is nearly





pyanpha is a shell-based program, which applies the multiwavelength anomalous dirac-
tion technique to Surface Diraction. It enables one to calculate the phases of the struc-
ture factors of crystal truncation rods when anomalous scatterers are present in the
thin lm. Functionality extends to stand-alone simulations. It was coined pyanpha, an
acronym for PYthon ANomalous PHAsing and it is written in python. The program is
freely available at http://pyanpha.sourceforge.net. The program needs no installa-
tion and can be started in a shell with $ python pyanpha.py. The program has been
tested to run with Python 2.7.1 using the Enthought Python Distribution (EPD), which
is available at http://www.enthought.com and is cross platform compatible. It requires
numpy > 1:0 and matplotlib > 0:9, which are included in the EPD.
Within this manual, verbatim text represents input or output of pyanpha. Colored
output of pyanpha will not be displayed within this manual, since it serves only as an
aid to the eye in the program. The program has the following color code:
 Black: Normal input and menu output
 Red: Error messages
 Grey: Directory contents
 Blue: Normal output
 Light blue: Atoms
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However, this color coding only works in UNIX shells and will fail in Windows or
Cygwin.1
The content of this manual comprises a tutorial in Section A.2, describing the rst
steps required to familiarize yourself with the program and a starting point for your
anomalous experiment. In Section A.3 an item-by-item description of the program is
given, which shall serve both as an overview of the program and a look-up for your
usage. The nal section is a more technical appendum, which lists and explains the
source and database-les. It also has contains information about the dierent endings
that should be used for lenames.
If you read through this manual from the start to nish, you may encounter certain
parts several times. This is intentional and eliminates the need to jump forward and
backward through the manual.
A.2 Tutorial
This section describes how to get started with pyanpha. It outlines the path from your
experimental data to extracted atomic positions. This tutorial does not provide you
with the best possible solutions to tweak parameters, but should bring you up to speed
with the program functionality. If you want to know more about all the functions and
possibilities included, look at Section A.3. If you have no recorded data yet and simply
want to try out the program, have a look at Subsection A.3.3 and simulate a data set,
or use the les provided in the tutorial directory.
A.2.1 Required Input
It is recommended that you create a project directory in the pyanpha-root directory,
where all your project related les are stored. Before you can start with your analysis,
you need three data les:
1If you would like to see the colors as well in Windows, you can for example install the colorama
package and add the lines:






 Anomalous scatterer positions
 Cong le (optional)
Your data le (.dat) should consist of 6 columns: h k l In Ia Ib, whereby h, k, and l
are the Miller indices of the intensities, and In, Ia, and Ib are the intensities recorded at
the normal, rst, and second anomalous energies, respectively.
Both the bulk and anomalous scatterer positions are provided with an atom-le
(.atm). In the bulk atom-le, all the atoms of the bulk unit-cell have to be provided.
While this le will remain constant during the processing, the anomalous scatterer le
will change. This le should be your guess of both the position and occupation of your
anomalous scatterers in the lm. The atom-le consists of 7 columns: Label, atom type,
x, y, z, , and U . Within an atom-le the label per atom has to be unique, but it will
not matter if it includes the elements symbol. The Type should be an element or an ion
of the element (plus/minus denoted p/m i.e., 2m for O2 ). x, y, z are the coordinates
of the atom expressed as fractions of the unit cell,  is the occupation of the site and
U is the Debye-Waller factor. For more information about the atom-le, consult either
Subsection A.3.2, or Section A.4. An example (bulk.atm from the tutorial directory)
is given below:
#Label atom x y z occ u
GaB Ga3p 0.500 0.500 0.000 1.00 0.00557
NdB Nd3p 0.000 0.000 0.500 1.00 0.00787
OB1 O2m 0.500 0.000 0.000 1.00 0.00927
OB2 O2m 0.500 0.500 0.500 1.00 0.00927
OB3 O2m 0.000 0.500 0.000 1.00 0.00927
Lastly, you can provide a cong le (.cfg). This is not necessary and can also be gen-
erated within the program, or you can change the le user_vars_template.cfg in the
root directory for your purpose. In Subsection A.4.1, all the parameters within the cong
le are described one-by-one. We start here without predening a cong le.
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A.2.2 Get the Phases
You now have all the required input and you are ready to start with your analysis. Open
a shell and enter $ python pyanpha.py. In the main menu enter >> z and change to
your project directory. Next enter >> c to enter the menu system to calculate the phases.
Now we will set up the cong le for the phase calculation. Enter >> e and provide all
the information for your sample. Below our input is shown. Not all the elds require an
input at this time and can just be returned blank. First you need to provide the three
les which have been prepared in the last subsection:
Bulkfilename ('bulk.atm') : bulk.atm
Anomfilename ('anom.atm') : anom.atm
Datafilename ('ctrs.dat') : data.dat
Afterwards, the unit cell parameters are dened. In our tutorial, we have a cubic
system:
a (3.9045) : 3.8
b (3.9045) : 3.8
c (3.9045) : 3.8
alp (90.000000) : 90
bet (90.000000) : 90
gam (90.000000) : 90
Then you have to enter the three energies, which belong to In, Ia, and Ib. For the
tutorial data le, we have recorded around the Sr edge at 16:105 keV.
E_n (16.00) : 16.0
E_a (16.11) : 16.11
E_b (16.50) : 16.5
The incidence angle is then requested:
[Instrument]
Incidence angle (0.500000) : 1.0
Next some information on the anomalous scatterer is dened. It does not matter if you
have entered a dierent ion in the anomalous atom-le than you enter here. It also asks
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you to specify f 0 and f 00, the energy dependent part of the form factor of your specied
element. If you made a measurement of them, you can enter them here. If you leave it
as zeros, it will use the tabulated values.
Anomalous Atom ('Sr') : Sr
Measured anomalous form factor of Sr
f1, f2 @ 16.00('0.0, 0.0') :
f1, f2 @ 16.11('0.0, 0.0') :
f1, f2 @ 16.50('0.0, 0.0') :
Lastly you have to provide an output lename for the phase-le (.phs).
Filename ('data.phs'): data.phs
Now you can run the phase calculation by typing >> r and it will produce the phase-
le.
A.2.3 From Phases to Electron Density
The resulting le data.phs contains the h, k, and l indices and the amplitude and phase
of the surface structure factors, which pyanpha was able to retrieve. With this le we
can now calculate the electron density (ED). Go back to the root-menu and enter >> e.
You are now in the ED calculation menu. Again, we need to further specify things in the
cong le. We do this manually and enter >> e again.
Make sure that you have the correct phase-lename:
Datafilename ('data.phs') : data.phs
Afterwards, you will be asked again about the unit cell parameters, the energies, and
the incidence angle, which we have provided already before in the calculate phase menu.
You can leave these blank, carriage return for each. Next, you will be asked about the
dimensions and symmetry of your diraction pattern. We have recorded from h = 0. . . 4
and k = 0. . . 4 and up to l = 4:5 where it was possible, with a step size of 0:02 r.l.u.:
h_max (4) : 4
k_max (4) : 4
l_max (4.5): 4.5
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# L points (226) : 226








After some other inputs, which we can skip with carriage returns, we have to enter
the support. This is the part of the retrieved ED which is not vacuum. It has to be given
in voxels. The support's size is determined by hmax, kmax, and lmax. We only have to
provide the support in the z-direction, so lmax = 4:5 is relevant for us. Since the program
completes the data set also down to  lmax, we get a total l-range of 9. This means, a
unit cell has a size of 9 voxels. We want to retrieve 6 unit cells, therefore we need to
enter at least 54. It is recommended to make it a bit larger, so we enter 60.
Support (70) : 60
Finally, we have to give an ED lename (.zip):
Filename ('ed.zip'): data.zip
We are now able to run the ED calculation by entering >> r. If you have entered every-
thing correctly, you should have generated an ED le. You can either look at this now
in the plot ED menu (cf. Subsection A.3.8) or extract the atomic positions (cf. Subsec-
tion A.3.9). With this, all the steps from the anomalous intensities data le to an ED
le are complete. It is now up to you to tweak the input parameters such that you get a
better looking ED. Change your anomalous scatterers, interpolate missing data points,
add simulated data, and repeat described procedure.
A.3 The Menu System
While the last section only gave a brief introduction to a small fraction of the possibilities
pyanpha has to oer, this section goes through each menu item by item and explains
what they do.
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After running the program in a shell, the root menu of pyanpha, which is shown below,












p: Plot ED or structure factors
a: Extract atomic positions
z: Change working directory
x: Exit
Some of the items have their own submenu and will be described in a separate subsection.
The options are f to open the cong le menu (cf. Subsection A.3.1), t to open the atoms
menu (cf. Subsection A.3.2), s to open the simulate data menu (cf. Subsection A.3.3),
m to open the modify data menu (cf. Subsection A.3.4), c for the calculate phases menu
(cf. Subsection A.3.5), e to open the calculate ED menu (cf. Subsection A.3.6), g opens
the grid search menu (cf. Subsection A.3.7) p opens the plot menu (cf. Subsection A.3.8),
and a opens the extract atoms menu (cf. Subsection A.3.9).
Furthermore one can open an ED le with o. In gray, all current ED les in this
directory are shown. To begin a project, you should change your directory using z, where
you can enter a new directory path. Entering ~ will go to your pyanpha root directory.
It is however not possible to create directories within pyanpha. To exit pyanpha, you can
press x, after which you will be asked, if you want to save your cong le. Doing this
will enable you to continue from your current position at a later date.
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A.3.1 Cong File Menu
The cong le (.cfg) contains the parameters required for simulating or modifying
diraction data and calculating the phases and the ED. The individual parameters are
described in Subsection A.4.2.
Config file menu
-l: Load config file
e: Enter config file manually
s: Show config file
n: Edit a user defined variable
v: Save config file
b: back
You have the choice to load (l), show (s), or save (v) a cong le. Entering e oers you
the possibility to enter one parameter after the other. If you only want to change some
parameters, you can enter n. It will show you rst the list of all parameters and their
current values. You can enter then the name of a variable and its value to update the
desired parameter. An example is shown below:
Enter the name of the variable you wish to edit: support
Enter its new value (70) : 60
support : 70 >> 60
are you done [y] ? y
If you do not answer y in the nal question you can change another parameter. If you
entered the dialog by mistake, you can leave it by entering q.
A.3.2 Atoms Menu
Three dierent types of atom-les (.atm) exist; the bulk atom-le is needed to calculate
the bulk structure factor, the anomalous scatterers atom-le which provides the infor-
mation for the calculation of the surface structure factor phases, and nally, the surface
atom-le which is used to calculate the surface structure factors for simulated data. The
menu oers the following choices:






v: Save atoms to file
b: back
You have the possibility to load (l), show (s), or save (v) your atoms-les. Of course, you
can simply change your atom-le in a text editor. However, it is often more convenient to
directly change the atoms within pyanpha. This can be done in the edit atoms submenu
(e). The submenu will ask you which atoms you would like to change: bulk (b), anomalous
scatterers (a), or surface (s). It then oers you three choices:
Label Element x y z occ DW
Sr4 Sr2p 0.000 0.000 3.625 1.00 0.00787
Sr5 Sr2p 0.000 0.000 4.675 1.00 0.00787





First you see the loaded atoms from the atom-le you have selected. You can then
either change, delete, or add an atom by typing c, d, or a, respectively. You have to
enter then the atom's label and in the case of adding or changing the atom, it's element
(including its ionization state, if desired, by adding p/m for plus/minus, i.e., 2p for Sr2+),
coordinates, occupation, and Debye-Waller factor. However, if you change atoms within
this submenu, while the parameters used by pyanpha are changed, the atom-le wont be
changed, unless you save it.
The last choice you have is to reload an atom-le (r). This can be necessary, if you
have edited an atom-le within the atoms menu and you would like to get the original
le back.
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A.3.3 Simulating Data
Before you plan an experiment you might want to look at the impact of the anomalous
scattering on the measured intensities and test the feasibility of an experiment. The data
simulation menu allows you to do this.
Simulating data
-l: Load config file
e: Enter config file manually
s: Show config file
n: Edit a user defined variable
r: Run config file
c: create bulk structure factors
p: Plot datafile
a: Plot the absorption edge
b: back
The rst four choices (l, e, s, and n) have already been mentioned in Subsection A.3.1.
However, if you want to enter the cong le manually, it will only ask you for these
parameters, which are required to simulate data. An overview over all the parameters in
the cong le is given in Subsection A.4.2.
Entering r will run the simulation with the parameters specied in your cong le.
It will save the data le as specied by sim_out_fn in the data le. At the end of the
simulation, you will be asked if you want to have a look at the simulated data. This
produces the same output as plot data le (p), which will be described later.
The create bulk structure factors option (c) simulates only the bulk structure factors.
The output will be saved in the bulk le (.blk), given by the variable bulk_out_fn in
the cong le, which consists of the columns h, k, l, RefFB;ng, ImfFB;ng, RefFB;ag,
ImfFB;ag, RefFB;bg, and ImfFB;bg. This le can be used instead of specifying the bulk
atom-le once it is created. To use it, you have to change the bulk_toggle variable in
the cong le to 1.
The plot data le option (p) oers you the possibility to look at your simulated or
real data.
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Plotting real and simulated data
--s: Change simulated datafilename
r: Change real data filename
p: Plot
q: quit
Your default simulated and real data lenames, the sim_out_fn and ctrs_fn variables
from the cong le are used, respectively. They can be changed with s and r. However,
changing the lenames here does not aect the lenames given in the cong le.
To plot the data, press p. You are asked then to enter the Miller indices h and k of
the rod and if you want to look at simulated or real data, or at both.
H : 2
K : 1
Simulated data (s), Real data (r), both (sr) : s
An example output is given in Figure A.1
Figure A.1: The left graph show simulated data only. The graph's appearance would look the
same for real data. The right graph shows both simulated and real data. In both graphs, all
three dierent energies are displayed.
Lastly, you can also plot the absorption edge by entering a. This will return a plot
of the tabulated f 0 and f 00 values of your anomalous scatterer, which is specied in the
cong le as the atom parameter. You have to specify the plot range:
Enter lower energy limit [keV]: 15.5
Enter higher energy limit [keV]: 17
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Figure A.2: The upper panel show f 0 and f 00 as a function of energy. The three vertical lines
mark your specied energies. The lower panel shows an f 0/f 00 plot. The three specied energies
are plotted as red, green, and blue points. If you have entered measured f 0 and f 00 values, these
will be plotted instead.
The result is the plot shown in Figure A.2. In the lower panel, you can also see that
measured values for f 0 and f 00 can substantially deviate from the tabulated values.
A.3.4 Modifying Data
The modifying data menu oers you several possibilities to change your data le. Be this
by adding dierent data points to your data set either from another data set or due to
interpolation or by modifying it by cutting or scaling the data.
Modyfing data








r: remove non-integer rods
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p: plot data
b: back
The rst item (l) is intended to merge data les. For example, the low-l part of a data set
can often be missing. These missing structure factors will lead to a negative shift in the
ED and can be overcome by adding simulated data. Therefore, you can specify the new
data le which you want to add to your data le (given by ctrs_fn in the cong le), the
range in l which you want to replace, and the new concatenated datale-name. This new
datale-name is saved in the cong le as mod_out_fn. If the replacement was successful,
the program will update the ctrs_fn variable in the cong le with mod_out_fn.
In all the eight other options, you can use all kinds of data (.dat-, .blk, and .err
les). It will always suggest the le you have specied as ctrs_fn in your cong le
as your input le and will suggest mod_out_fn as an output lename. But unlike in the
alternative data loading options, it will not replace ctrs_fn in the end with mod_out_fn.
The next option (i) is interpolation. If you have missing data-points and would like
to interpolate them, you can do this in this menu. The interpolation is performed only
from the lowest to the highest data point, i.e., it omits missing low- and high-l data.
There are two interpolating functions available, spline and linear.
There is also the possibility to cut the data, i.e., remove data-points. There is the
option, if you want, to cut either a certain range in l (l) or to cut data-points around
a Bragg peak (p). In the case of an l-range, you have to specify the lowest and highest
l which you want to cut and in the case of the Bragg peaks, the number of points you
want to cut. Cutting 1 means you only cut the Bragg peak itself, while 2 means it will
cut one data point to the left and one to the right of the Bragg peak. You can further
specify if you would like to cut the Bragg peaks in all the rods (0), i.e., all integer l in
all CTRs, or with 1, you cut even l integers at an even h, and odd l at an odd h value.
The shape data option (s) will simply add a  1 at all positions between 0 and l_max,
specied in your cong le, where there is no data available in the data le you have
specied. This is sometimes necessary, if two data les (like your .dat and .blk le)
have dierent sizes.
If your input data has decimal places, which have not been rounded to the next integer
value, the algorithm might fail. Therefore there is the possibility (h) to round h and k to
the nearest integer. The program will not aect your l values, however, i.e., they might
still deviate in their decimal places from your step-size.
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If the Miller indices of your data are in a dierent coordinate system than the one
in which you want to perform your analysis, you have the option the transform them
(t). This can for example be the case, if your surface unit cell is smaller or larger than
the unit cell you specied in your measurement. You have to enter the transformation
matrix, which will be multiplied with the Miller indices specied in your data le:0B@ hnewknew
lnew
1CA =






If you perform a coordinate transformation, it might be necessary to rescale your data,
which you can do with d. This will automatically scale the scaling factor which you have
entered with your intensities or amplitudes. In both h, k, l transformation and scaling
data, you can enter simple mathematical formula, i.e., 1=2 instead of 0:5.
Sometimes, when putting together data-les, the order of the data-points can be
corrupted. Therefore there is the option to sort the data (o). This will sort your data
le rst by h, then by k, and last by l. Be sure that you rst have set h and k to integer
values, otherwise, you could get an unwanted output.
If you made for example your surface unit cell smaller by a coordinate transformation,
you might now have non-integer rods, or you had them already from your measurement.
If they do not show any anomalous signal, the phase can not be calculated. If you want
to get rid of them, you can remove them with r. Be aware that if you have not set h and
k to precise values, it will not remove those data-points.
Finally, the plot data option (p) is the same as that found in the simulated data menu
(Subsection A.3.3).
A.3.5 Calculating Phases
This menu utilizes the core algorithm, where the phases are retrieved, according to the
parameters set in your cong le.
Calculating phases
-l: Load config file
e: Enter config file manually
s: Show config file
n: Edit a user defined variable
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r: Run config file
b: back
Similar to the load cong-le and simulating-data le menu, you have the options of
loading a saved cong le (l), entering the cong le manually (e), showing the current
values of the cong le (s), and editing a specied variable in the cong le (n). It will
only request those parameters which are necessary for the calculation of the phases.
The program oers you the option to dene which energy you want to calculate the
surface structure factors for, the select parameter in the cong le can be set to 1, 2,
and 3 for the three specied energies, respectively. You can choose between calculating
the bulk structure factors with the given parameters from the cong le, or to use a
separate le, where the structure factors are given. Furthermore, there are three ways in
which the surface structure factor is determined: cut, min, and com. These three methods
are described in detail, like all the parameters of the cong le, in S
To calculate the phases, you have to run the algorithm with r. It will use the intensities
in the le specied in ctrs_fn and save them in the le specied by phase_calc_fn.
A.3.6 Calculating ED
You have the option to load a saved cong le (l), enter the cong le manually (e),
show the current values of the cong le (s), and edit a specied variable in the cong
le (n). It will only ask you for the parameters which are necessary for the calculation
of the ED.
Having retrieved the phases you can now directly Fourier transform your data and get
an ED, available in this menu by pressing r. The algorithm uses the surface structure
factors, specied by data_fn in the cong le - this is not necessarily the same variable
as the output of the calculated surface structure factor le from the previous subsection
- and saves it in the le specied by ed_fn.
Calculating ED
-l: Load config file
e: Enter config file manually
s: Show config file
n: Edit a user defined variable
r: Run config file
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b: back
The algorithm applies a Gaussian window - its width is determined by width in the cong
le - to your surface structure factor, completes your data to ll a full Fourier array from
 h_max to h_max,  k_max to k_max, and  l_max to l_max using the symmetry given
in your cong le. It adds a  1 to the empty positions. Furthermore, you can specify
your support, i.e., the range of non-zero electron density (ED), how many data-points
close to the Bragg peak should not be included in the calculation of the ED (rb), and if
missing data-points should be lled with an iterative step (iter_step). All parameters
are explained in detail in Subsection A.4.2.
A.3.7 Grid Search
One way to nd the proper parameters to retrieve a proper ED is to change to atom-les
in the atoms menu and changing parameters in the cong le, and then running the
calculate phases, and calculate ED routines. Alternatively you can use the grid search
menu:
Grid search ED
Label Element x y z occ DW
Sr4 Sr2p 0.000 0.000 3.600 1.00 0.00787
Sr5 Sr2p 0.000 0.000 4.600 1.00 0.00787
Sr6 Sr2p 0.000 0.000 5.600 1.00 0.00787
Enter atom label and parameter (e.g. Sr4occ) or
z0 for the offset of anomalous scatterers from bulk
c for the c-axis of the surface atoms
I0 for the scaling factor
separated by a space or
connected by a + to be parallel searched.
What parameters should be searched?
The menu initially displays the current anomalous scatterer parameters, given specied
by anom_fn in the cong le and include any additional changes from the atoms menu,
if you have made any. It then asks you which parameters you want to have searched.
You can enter as many as you like. Parameters available include:
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 z0: This is the oset from the bulk atoms to your surface atoms expressed in
fractions of your c-lattice constant. In the above expressed setup, z0 is currently
3:6. This shifts all your anomalous scatterers by the same amount. If it is set to 0,
the anomalous scatterer would lie at the next position a bulk atom would lie if this
structure would continue. However, it is recommended to set it to a higher value
such that you retrieve some of the substrate atoms as a reference.
 c: This is the c-axis of your anomalous atoms. Its start value is calculated by taking
the rst two atoms - the closest to the bulk - in your anomalous scatterers atom-le.
However, if the have the same z, it uses 1 as default c.
 I0: This is the scaling factor applied to the intensities given by your data le
(ctrs_fn), before determining the phases. Its default value is the one given in the
cong le by I0.
 Atoms: You can rene also atoms parameters. This is done by using an atoms label
(e-g- Sr4 and a parameter (x, y,z,occ,DW). For example, if you like to rene the z
position of the top atom in the above case, the parameter would be called Sr6z.
 Combinations: Connecting two parameters by a + will search them together. For
example Sr4z+Sr5z+Sr6z is the same search parameter like z0. However, you can
only combine atoms parameters and not z0, c, or I0.
Next, it will ask you how many iterations the grid search should perform. Thereafter,
you will be asked about your step-size and how many steps you want to do within an
iteration. The steps are done in both positive and negative direction. If you enter more
than one iteration, you can also specify a decrease in the step-size. You can leave the
grid search at any time by entering q.
Then you will be asked if you want to search in the interactive mode. There are
two ways, which value will be assigned to a parameter after a grid search. Using the
interactive mode, you can specify, which one of the steps you would like to use. If you
are not using the interactive mode you have to specify which criterion the grid search
will minimize/maximize:
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Would like to search in interactive mode? [y]/n : n






"avg" : Average over range
The rst six criterion are self explanatory. However, the seventh will return to your
initial values of the parameters after the search. But the retrieved ED is calculated as
the averaged ED of all the EDs, calculated during the search.
Figure A.3: Four line plots of cuts along the z-direction of the ED. Each step is shown in a
dierent color. The legend is always shown in the last subplot, where the step-number and the
search parameter value are given. In this example a search of the c-axis is shown with 3 steps
in each direction.
In the case of the iterative mode, you will be asked which columns of the ED you
want to have plotted:
Enter x coordinates (0 ... 8) : 0 4
Enter y coordinates (0 ... 8) : 4 0
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This will plot four line plots of cuts along the z-direction of the ED at (0,4),(0,0),(4,4),and
(4,0). The coordinates have to be given in c++ style, i.e., the rst column is denoted as
0, the second as 1, etc. The output is shown in Figure A.3. You can enter as many
coordinates as you like, it will show all possible combinations of x and y. The legend will
always be put in the last subplot.
When the grid search is nished you will be asked if you want to have a look at the
ED. If you answer yes, you can enter the coordinates of the columns, which will be
plotted. This works in the in same way as described previously. After this you can either
take the new values, which were found by the grid search, or maintain your initial values.
A.3.8 Plot ED or Structure Factor
In order to judge if your enter anomalous scatterers and cong parameters were suitable,
you should have a look at your ED. This can be done in the plot ED menu.





d: 3D plot of ED
e: manipulateED
b: back
The rst option is a line plot (l). You have to enter two coordinates (x and y, y and z,
or x and z). This will return a cut along the direction, along which you have not entered
a coordinate. An example is shown in the left panel of Figure A.4.
You can also make cuts perpendicular to an axis and monitor a plane. This is done
with surf plot (s). Here you have to enter one value of a coordinate, at which height and
perpendicular to which you would like to receive a cut. An example is shown in the right
panel of Figure A.4. The number of electrons are color-coded.
There are two more ways to display your ED, which are more for illustrative purposes.
The rst one is a slice through the ED (c). Here you have to enter the same input as
was made for a surf plot. It diers from surf plot in that the number of electrons are
shown by peaks of diering height and color. In cases of a cut perpendicular to the x
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Figure A.4: On the left, a line plot of a cut along the z-axis through the ED is shown. The
coordinates are given in the title of the gure, which is the (4,4), which corresponds to (0:5,0:5)
in unit-cell dimensions. You can clearly see three Ga, three Ti, and six O atoms. The right
shows a surf plot perpendicular to the z-axis. It displays one unit-cell with three atoms, one in
the center, and two at the borders of the unit-cell.
or y axis, it shows three unit-cells, in the case of a cut perpendicular to the z axis, it
plots three-by-three unit-cells. An example is shown on the left panel of Figure A.5. The
Figure A.5: The left panel shows slice perpendicular to the x-axis through the ED. The gure
shows nine Nd, nine Sr, and fteen O atoms. The right panel is a three dimensional isosurface
plot of the retrieved ED. Both are shown after upsampling the ED by a factor of 3.
other plot-option is a 3D isosurface plot (d), where you only have to enter the support,
which shall be shown. An example is shown on the right panel of Figure A.5. To interact
with both the slice plot as well as the 3D plot, you can use the following keys or mouse
buttons, which are self explanatory:
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w,s - wire frame or surface applied to all actors
j - joystick like mouse interactions
t - trackball like mouse interactions
3 - 3D stereo - it isn't written for this.
r - reset camera view
f - change focal point
e,q - exit application
Button 1 - rotate
Button 2 - pan
Button 3 - zoom
ctrl-Button 1 - spin
shift-Button 1 - move
ctrl-shift-Button 1 - zoom
You can also have a look at the retrieved amplitudes and phases of the surface struc-
ture factor (f). You have to enter the Miller indices h and k, and the output - be it
amplitude (a), phase (p), or both (ap) - you would like to be have plotted. It will show
you both fmeas and fcalc. The rst are the retrieved surface structure factors, while the
second sets the ED outside of the support to zero, and, if iter_step is on, charge-ips
the negative part of the ED and then performs an inverse Fourier transform. Ideally, the
two should coincide. Examples of this output is shown in Figure A.6.
Figure A.6: All three graphs show the 20L rod's surface structure factors. On the left are the
amplitudes, in the middle, the phases. Both fmeas and fcalc were plotted. On the right, both
amplitudes and phases of fcalc are shown.
The info about ED option returns some information about the ED which can be
accessed by pressing i. First, the dimensions of the ED array, second, three sums: The
sum of the whole ED array, the sum of all elements of the ED array - which are positive
106 MANUAL TO PYANPHA
- and the sum of all elements of the ED array - which are negative. There is also the
maximum, minimum, and mean value of the ED, and nally, there are two goodness of
t values - R1 and R2. These have in principal nothing to do with the ED, Fm and Fc are
not fmeas and fcalc, but the retrieved value for the total amplitude and the measured











An example output is shown here:
The ED is a an array of the shape : (9, 9, 450)
The total sum of the ED is : 7398.22524016
The positive sum of the ED is : 7433.50948712
The negative sum of the ED is : -35.2842469669
The maximum value of the ED is : 95.5537574792
The minimum value of the ED is : -2.19033700236
The mean value of the ED is : 0.202969142391
R1 is : 0.000366186577141
R2 is : 0.000200290041566
This information can be helpful when you optimize your parameters because there should
not be any negative ED in principal. Your maximum value should be approximately in
the range of the heaviest atom in your structure, and the total sum should be of similar
order of magnitude to the number of electrons of which you trying to retrieve.





p: export DCAF ED
b: back
The rst option is used to export your ED (e), i.e, if you have upsampled your ED and
would like to save that to a .zip le. Be warned. If this was the case, it will still check
that you are sure because upsampling causes the les to get rather large.
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The upsampling is done by the second item (u). This increases your array of surface
structure factors by adding zeros. This does not aect your position or the physical
meaning of the ED, but it increases the plotting resolution by smoothing your ED, as
can be seen in Figure A.5.
If you have upsampled your ED but you would like to go back to your normal ED,
you can simply reload the ED by pressing r. Alternatively, you could load your ED in
the root menu with the open ED option.
The last item is the export DCAF ED item. This enables you to export your ED to
a dbm-le, which can be read in in DCAF, an iterative phase retrieval algorithm.
A.3.9 Extracting Atomic Positions
The last menu item (a) is reserved for when you are condent with your ED and would





You can simply load an ED (l) if you want a dierent ED-le to the last one which you
have calculated. Or if you have calculated an ED in your current run and you would like
to extract this one then you can press e and it will be used.
The program then asks you about the threshold. This is the percentage of the value
of highest peak in your ED, which will be still recognized as an atom. Next you have to
enter your support, which usually should be the same as the support you have entered
in your cong le, and the number of atoms which should be retrieved. Lastly, you can
enter a lename for your position-le (.pos).
You will then be asked if you would like to have a look at the retrieved atoms, which
produces a 3D ball-plot. It will plot atoms with the about the same number of electrons
in the same color. Therefore you have to enter a percentage which denes the tolerance
between two atoms, diering in ED, to be plotted in the same color. An example is shown
in Figure A.7.
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Figure A.7: All the found atoms are shown: In green and red, the Nd atoms, in cyan the
Sr atoms, in magenta, the Ga atoms, in yellow the Ti atoms, and in blue the oxygens. So
the dierence between the lowest Nd atom with the other two was greater than the dened
threshold so it was drawn in a dierent color.
A.4 Program source
A.4.1 Types of les
There are nine dierent types of les, which exists in python2. An overview is given
in Table A.1. Two of them are further discussed in this section: The cong le (see
subsection A.4.2) and the atoms-le (see Subsection A.4.3).
A.4.2 Cong le
The cong le sets up all the parameters and les, needed to use the algorithm. It has








2If you do not count python les
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sim_fn = sim.dat
fbulk_fn = bulk.blk
The rst three parameters are the atom-les. You do not really need a surf_fn, if you
do not plan to make simulations. The other two are required. ctrs_fn species your
input data le, where your intensities are saved. The error_fn species your error-le.
This is only needed if phs_method is set to either min or com. If you do not have an
error-le, you can simply input -1 and the square roots of your intensities will be used
as errors. data_fn species your phase-le, where your retrieved surface structure les
are saved. It is needed to calculate an ED. sim_fn is the le which you can use to replace
a part of your intensity data le in the modify data menu. The fbulk_fn species a bulk
structure factor le. This is only needed, if you have set bulk_toggle to 1.
Next the unit cell parameters are dened: a, b, and c are the lattice constants of your









For your experiment, you need three dierent energies, which are dened in ergn,





angle is the incidence angle at which you have performed your experiment. This is
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Filetype Columns Comment ending
Data les h k l In Ia Ib The data les include your measured intensi-
ties and are an input le for the phase cal-
culation. ctrs_fn, sim_fn, sim_out_fn, and
mod_out_fn have to be set as a data le.
.dat
Phase-les h k l
RefFS; ng ImfFS; ag
RefFS; ag ImfFS; ag
RefFS; bg ImfFS; bg
The phase-les contains your retrieved surface
structure factor amplitudes and phases. But
it is saved as real and imaginary part of the
complex structure factor. You data_fn and
phase_calc_fn are phase-les.
.phs
Atom-les Label Element x y z
oc DW
There are three atom-les: One for your bulk
(bulk_fn), for your surface (surf_fn in case of
simulating data) and your anomalous scatterers
(anom_fn).
.atm
Bulk-les h k l
RefFB; ng ImfFB; ag
RefFB; ag ImfFB; ag
RefFB; bg ImfFB; bg
Bulk les have the saved values of the bulk
structure factors. They are saved in the same
way as phase-les. fbulk_fn and bulk_out_fn
have to be bulk-les
.blk
Errorles h k l n a b Errorles contain the errors assorted to the in-
tensities from your data le. Only error_fn has
to be an error-le.
.err
Positionles x y z N Position les contain retrieved atomic positions. .pos
ED-les binary le ED les can be loaded in python with
utils.load_zip(filename.zip) and contain
the following keys: 'ed': your ED, 'fm': the re-
trieved surface structure factors, 'fc': the iter-
ated surface structure factors, 'support' : the
given support, 'meas' : your diraction pat-
tern, 'r' : the upsampling factor. ed_fn has
to be set to an ED-le.
.zip
DCAF-les binary le This les can be used as initial model in DCAF,
an iterative phase retrieval algorithm.
.dbm
Congles ASCII le The cong le will be discussed in Subsec-
tion A.4.2.
.cfg
Table A.1: A summary of the dierent letypes, which are used in pyanpha.
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Next are inputs about your recorded diraction pattern: h_max and k_max should be
integers of the highest Miller indices, which you have measured. Be aware that if you
have for example only measured the 50L rod, but no other reection with h = 5 you
will have zeros for all the other 5KL rods. l_max is the highest l-value, which you have
recorded and should be a oat at an anti-Bragg position. l_points is the number of
points, which you have from l = 0 to l =l_max.
The two parameters low_l and high_l are used in the modify data menu. If you
decide to either cut or replace data then those two parameters are called.













rb is used in the calculation of the ED and species, how many data-points left and right
of a Bragg peak should be cut. noise can be used in the generation of simulated data.
It adds so many percent of random noise on your intensities. Finally I0 is used in the
determination of your surface structure factors. It scales your intensities by this factor.
Next are several conditions that can be applied, h_con and k_con, if you do not
want every CTR to be included in the calculation of your surface structure factors. The
condition is that h modulus h_con must be zero and analog for k. peak species, if
every integer l is a Bragg peak (0) or only every other (1). In the latter case, for both
even h and even l no substrate Bragg peaks are present, and the odd h odd l signal are
considered as Bragg peaks. This is used, when it removes data-points specied by rb.
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Table A.2: Surface symmetries, which are available in pyanpha. The four symmetries below the
horizontal line are not yet completely implemented.











mf1f2_ergn = 0.0, 0.0
mf1f2_erga = 0.0, 0.0
mf1f2_ergb = 0.0, 0.0
In order to retrieve the missing structure factors close to Bragg peaks, you can set
iter_step to 1. Then it will charge-ip all the negative electron density to positive and
do an inverse Fourier transform again and ll these holes with the retrieved structure
factors. bulk_toggle is available if you prefer to use your bulk atom-le and calculate
the bulk structure factors (0) or if you prefer to use a .blk le where they are already
saved. The latter could be used if you would like to have dierent bulk and surface unit
cells.
phs_method is available if you prefer to have your surface structure factors calculated.
There are cut, min, and com, where the latter two use the error function R(z), which is











where z is the surface structure factor to determine, R(z) is a measure for the goodness
of t of every z, FS;i are the sets of surface structure factors and i their associated error.
 In an ideal case, the three circles will intersect at exactly one point. Since in reality,
they will deviate from this situation, there will be up to six intersecting points.
cut checks now for the three intersecting points which are closest to each other
and then returns its average value. In case two circles do not intersect, the middle
of the closest distance is assumed to be an intersecting point. This method is the
fastest, but it might fail in the case of large statistical errors.
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 min returns the z with the minimal R(z).
 com returns the center of mass z of the 20 z with lowest R(z).
The grid for the search of R(z) is limited by the extents of the three circles. Its resolution
is given by steps. If you increase steps, your accuracy of the retrieved surface structure
factor might be higher, but the calculation time increases as well.
Figure A.8: The three circles shown in the gure are the possible surface structure factors at
the three dierent energies. They should in principle intersect at one point, in reality they do
not. The rainbow coloring represent the values of R(z). The black square is the result for min,
the magenta diamond for com, the cyan circle for cut.
You can retrieve the surface structure factors at all three energies. With select, you
choose which one of them you would like to use. 1 returns them for ergn, 2 returns them
for erga, and 3 returns them for ergb.
Your anomalous element is specied with atom. It does not matter if it has the same
ionization, simply enter here the chemical element. Usually, pyanpha uses the tabulated
values for f 0 and f 00 of your anomalous scatterer. If you prefer to use your measured
values, you can specify them in mf1f2_ergn, mf1f2_erga, and mf1f2_ergb for the three
energies, respectively.
The next two parameters determine your Gaussian window width and your support.
All your data is multiplied by a Gaussian with width width and variable q, the scattering
factor. The support determines how many voxels in the z-direction should not be zero.
If iter_step is not set to 1 then this does not aect your ED at all.




The last functions are your output functions: sim_out_fn is the lename under which
your simulated data should be saved. It should be a .dat le. bulk_out_fn is the le-
name, if you create a bulk-le, where your bulk structure factors are saved. It should be
a .blk le. The mod_out_fn species the default lename, if you modify your data in the
modify data menu. phase_calc_fn sets the lename of the phase-le, which is created
by a run of calculate phases. It should be a .phs-le. Last there is your ED-lename,








The atom-le contains all the information about the atoms within a unit cell. It has seven
columns: Label Type x y z  U . Within one atom le every label has to be unique. The
atomic type is rst the chemical element and then the ionic conguration: In the example
below, you will have Ga3+, Nd3+, and O2 . The appendix of an ion is not required. x,
y, and z are the unit-cell coordinates of an atom.  is the occupation of the atomic site
and U is the Debye-Waller factor.
#Label atom x y z occ u
GaB Ga3p 0.500 0.500 0.000 1.00 0.00557
NdB Nd3p 0.000 0.000 0.500 1.00 0.00787
OB1 O2m 0.500 0.000 0.000 1.00 0.00927
OB2 O2m 0.500 0.500 0.500 1.00 0.00927
OB3 O2m 0.000 0.500 0.000 1.00 0.00927
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A.4.4 Databases




# Which Database should be used for f0? #
# There are two databases available: IUCR and ACTA, #
# which have to be assigned to the variable f0_toggle #
# #
f0_toggle = 'f0_ACTA' #
#f0_toggle = 'f0_IUCR' #
# #
# Which Database should be used for fp? #
# There are three databases available: IUCR, CXRO, #
# and Chantler (NIST), which have to be assigned to #
#the variable fp_toggle #
# #
fp_toggle = 'fp_IUCR' #
#fp_toggle = 'fp_Chantler' #
#fp_toggle = 'fp_CXRO' #
# #
#######################################################
The q-dependent part of the atomic form factor is given in either f0_IUCR: Inter-
national Tables for Crystallography Volume C: Mathematical, Physical and Chemical
Tables, 500 (1992). or f0_ACTA: D. Waasmaier and A. Kirfel, Acta Crystallogr. A 51,
416 (1995). The two databases contain the coecients for each dierent ion. f0_IUCR is





ai exp( bi sin2 =2) + c: (A.5)
f0_ACTA is the extension to a eleven coecient approximation, which is accurate for the
range from 0:0 Å 1 < sin = < 6:0 Å 1. It adds one more Gaussian to the equation and





ai exp( bi sin2 =2) + c: (A.6)
The energy-dependent part of the atomic form factor is given in either fp_IUCR:
S. Brennan and P.L. Cowan, Rev. Sci. Instrum. 63, 850 (1992). , fp_Chantler: C.T.
Chantler, Journal of Physical and Chemical Reference Data 24, 71 (1995), or fp_CXRO:
B. L. Henke, E. M. Gullikson, and J. C. Davis, Atomic Data and Nuclear Data Tables
54, 181 (1993). The energy range for f 0 and f 00 are given in the table below:
Database Emin Emax
fp_IUCR 1 keV 25 keV
fp_Chantler 10 eV 433 keV
fp_CXRO 30 eV 30 keV
Table A.3: Energy-ranges of the databases
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Abstract
Two-dimensional electron gases in semiconductors have found use in applications such as
optoelectronics, high-power radio-frequency and magnetoelectronic devices. The ability to
grow heterostructures of oxides exhibiting similar effects is a significant step towards the
fabrication of all-oxide devices. Here, we give an overview of recent studies of two-dimensional
electron gases formed at the interface between polar and non-polar perovskites. We discuss the
proposed explanations of the origin of the conductivity and properties of the ground state.
(Some figures in this article are in colour only in the electronic version)
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Strongly correlated electron systems (SCESs) are a wide
class of materials that show unusual electronic and magnetic
properties. Many, if not most, transition metal oxides are
SCESs, which, although chemically similar, exhibit the full
gamut of electronic properties from band insulator, through
Mott insulator, semiconductor, metal, to superconductor, and
also many unusual magnetic properties such as colossal
magnetoresistance, to name only a few examples [1–6].
The reason metal oxides, and in particular the family
of perovskites, exhibit such a broad spectrum of physical
properties is because of the profound effect subtle structural
changes, such as bond lengths and angles, have on the interplay
between the valence electrons. The electronic structure of
SCESs can neither be described by assuming nearly free
electrons, nor by a completely ionic model. Rather, the
situation is intermediate, involving a complex set of correlated
electronic and magnetic phenomena, hence the term ‘strongly
correlated electrons’. Such systems are difficult to model,
because the balance between competing phenomena is easily
shifted by small changes in the atomic structure, resulting
in large physical effects [7, 8]. Hence, the possibility of
engineering new and unexpected physical properties, and
understanding the complexity of the underlying mechanisms
represents a burgeoning field of research in modern condensed-
matter physics.
A fundamental understanding of correlated electron
effects in surfaces and interfaces is essential in the drive
to fabricate future devices exploiting these effects. Indeed,
this scientific endeavour is particularly important when one
considers the prosaic fact that any electronic device must be
coupled to the rest of the world via motion of electrons through
an interface. Hence, in addition to the question of how the
various unexpected and novel phases arise in bulk SCESs, one
should ask what changes occur at their surfaces and interfaces.
The perovskite transition metal oxides have a general
formula of ABO3, whereby the 12-fold coordinated A-site is
mostly occupied by an alkaline-earth, whereas the six-fold
0953-8984/08/264012+09$30.00 © 2008 IOP Publishing Ltd Printed in the UK1
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Figure 1. The figure shows a comparison of high-resolution transmission electron microscopy images of a semiconductor and an oxide
heterostructure. The left image shows a GaAs/AlAs multilayer [9], while on the right a PbTiO3/SrTiO3 multilayer [10] is shown. Both have
comparable thicknesses of the individual layers of 4 nm. Reprinted with permission from [10]. Copyright 1999, American Institute of
Physics.
coordinated B-site contains a transition metal, a rare-earth-ion,
or a group-III metal, surrounded by an octahedron of oxygen
atoms. This structure can also be thought of as consisting
of alternating AO and BO2 atomic sublayers (ALs). Taking
oxygen to have a formal valence of O2−, the A and B cations
can assume values of A2+B4+, A3+B3+, etc. Hence those
perovskites with the charge distribution A2+B4+O3 contain
formally neutral AO and BO2 ALs (analogous with the (001)
planes of the group IV semiconductors, such as Si or Ge),
while A3+B3+O3 structures (e.g. LaTiO3 and LaAlO3) have
alternating AO+ and BO−2 planes, just as the III–V or II–VI
compound semiconductors, such as GaAs or CdTe, also have
charged planes.
The crystallographic quality of heterostructures of thin
oxide films, grown by pulsed laser deposition (PLD) [11],
magnetron sputtering [12], or molecular beam epitaxy
(MBE) [13] is nowadays comparable to that of semiconductor
heterostructures, as shown in figure 1. While semiconductors
are well understood and used in many technical applications,
oxide electronics is still in its infancy. An important challenge
of the next few years will be to discover which of the technical
possibilities used in semiconductor science can be transferred
to oxide structures.
In this review article, we will present the physical
relationships between the atomic and electronic structures at
the interface between two insulating materials, specifically
between polar and non-polar materials. In the following
section, we will discuss the so-called electronic reconstruction,
arising at the interface between LaTiO3 and SrTiO3, both from
a theoretical and an experimental point of view. In section 3
we concentrate on the interface between LaAlO3 and SrTiO3
and describe a quasi-two-dimensional electron gas (q2-DEG),
which emerges in this heterostructure. In section 4, we discuss
the different explanations advanced to explain the origin of the
q2-DEG, while a discussion about the properties of its ground
state is reviewed in section 5. In the final section conclusions
are drawn.
2. An electronic reconstruction
An interesting heterostructure was discovered by Ohtomo et al
in 2002. They grew multilayers of SrTiO3 and LaTiO3, where
the former is a band insulator with electrically neutral atomic
planes and the latter is a Mott insulator with alternating charged
atomic planes [14]. In SrTiO3, titanium is tetravalent and
has therefore an empty d-band, whereas in LaTiO3, titanium
is trivalent, and therefore has one d electron. Scanning
transmission electron microscopy (STEM) images indicated
an abrupt interface between the two materials, although the
distribution of the titanium d-electrons, determined by electron
energy loss spectroscopy (EELS) spectra was not abrupt but
spread into the SrTiO3. The central titanium site exhibited
a bulk-like EELS spectrum only after five unit cells of
LaTiO3. These superlattices were metallic—the conductivity
depends on the thickness of the LaTiO3 interlayers and is
about two thirds of the corresponding bulk Lax Sr1−xTiO3
with the same stoichiometry [14]. Electrical conductivity
measurements performed in 2004 by Shibuya et al confirmed
metallic behaviour, with a lowest electrical resistivity of
200 μ cm at 300 K [15]. The temperature dependence of the
resistivity could be described by the relation ρ = ρ0 + AT 2
up to about 150 K, which indicates strong electron–electron
interaction [16]. Photoemission studies observed a metallic
Fermi edge [17].
This study inspired Okamoto and Millis to investigate
these superlattices from a theoretical point of view [18–20].
The LaTiO3/SrTiO3 heterostructures are an ideal model
to study the consequences of electronic charge spreading,
i.e. electronic reconstructions alone. The two other key
factors in correlated electron behaviour, namely changes in
interaction strengths and bandwidths are minimized by the
2
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chemical similarity and the near lattice match of these two
materials. They calculated an electronic phase diagram as
a function of the number of LaTiO3 layers and the on-site
interaction parameter, i.e. the ratio between the Hubbard term
U and the hopping integral t . From this, they were able
to determine the spatial variation of charge, spin and orbital
densities for the relevant phases. They found that the near-
interface region is metallic and ferromagnetic over a wide
range of parameter space, whereas the bulk LaTiO3 phase
is insulating and antiferromagnetic. The transition region is
about three layers wide, i.e. one needs at least seven layers of
LaTiO3 to recover bulk-like behaviour in the central region.
Quasi-particle subbands exist near the Fermi edge, which
have a non-negligible fraction of the total charge density,
indicating a relatively robust metallic character. They found
even in the presence of strong bulk correlations a finite mass
renormalization. About the same width of the leakage of
charge carriers into the SrTiO3 was seen by Satpathy et al by
local spin density approximation (LSDA and LSDA+U ). The
potential of the LaTiO3 layer has a wedge-shape, forming an
Airy-function delocalized electron distribution [21, 22]. In
contrast to Okamoto and Millis, they found a paramagnetic
transition region.
The effect of possible atomic rearrangements, however,
was not considered. Because the titanium oxide octahedra
are negatively charged, they should be more strongly attracted
by the trivalent lanthanum than by the divalent strontium.
In two further publications, the influence of such lattice
relaxations was taken into account. Hamann et al performed
density functional theory (DFT) calculations in the generalized
gradient approximation (GGA), from which they could explain
the charge spread of the titanium d-electrons by large
polarization effects due to the different amounts of relaxations
of the anions and cations in a model at finite temperature [24].
A similar ferroelectric-like distortion of the TiO6 octahedra
was found by Okamoto et al using local density approximation
+ Hubbard U calculations (LDA + U ) [23]. The oxygen
and the titanium ions were displaced relative to each other
by about 0.15 A˚ normal to the interface, which produces a
local ionic moment that screens the Coulomb field created
by the substitution of Sr2+ by La3+ ions. This leads to
an increase of the Ti–Ti distance by about 0.08 A˚, as can
be seen in figure 2(a). The screening caused by the lattice
relaxation reduces the charge density on the central titanium
atom and produces a charge spread into the SrTiO3, as shown
in figure 2(b). The relaxations also dramatically changed
the electronic phase diagram and formed a novel symmetry-
breaking-induced ordering of the xy orbitals, which occurs
neither in bulk LaTiO3, nor in the unrelaxed case for this
superstructure.
3. A high mobility electron gas
A similar behaviour was found between two band-insulating
materials by Ohtomo and Hwang, who reported on the
formation of a high mobility, quasi-two-dimensional electron
gas (q2-DEG) at the interface between LaAlO3 and
SrTiO3. They found an extremely high carrier mobility,
Figure 2. (a) The calculated optimized lattice structures of the
[LaTiO3]1/[SrTiO3]8 superstructure. (b) The charge density for the
same superstructure for both the relaxed and unrelaxed case.
Reprinted figure with permission from [23]. Copyright 2006 by the
American Physical Society.
up to 104 cm2 V−1 s−1 (which, they noted, seemed to be
unphysically high), with quantized magnetoresistance peaks,
whereby the peak order number was inversely proportional to
the magnetic field [25]. If we consider heteroepitaxial film
growth on a single-layer terminated perovskite substrate, two
different interfaces can arise, as illustrated in figure 3: if the
SrTiO3 is terminated by a TiO2 layer, LaAlO3 starts growing
with an LaO layer, whereas LaAlO3 begins with the AlO2 layer
if the top SrTiO3 layer is SrO. In the ionic limit, the SrO and
TiO2 layers are charge-neutral, whereas the LaO and AlO2
layers are positively and negatively charged, respectively, and
have a net charge of one layer of ±σ .
This alternating layer charge induces an electric dipole,
which must be compensated for an ideal and abrupt planar
interface. Otherwise, the electric potential across the film
layer increases linearly with thickness, which rapidly results
in an unphysical surface potential. In order to avoid such
a polar catastrophe, Noguera showed that the surface and
interface layers have to have a net charge of σ/2 [26]. Such a
compensation in AlO2/LaO2/TiO2 interfaces could be realized
by a mixed valence state of titanium (one half Ti3+, one half
Ti4+). So that on average, there is half an electron extra per
unit cell, which results in an ‘n-type’-like interface. In the
case of an AlO2/SrO/TiO2 interface, the only possible way
of compensating is by invoking oxygen vacancies (p-type),
since none of the cations can assume still higher valence states.
Interestingly, the n-type interface was shown to be conducting,
while the p-type is insulating.
Ohtomo and Hwang measured the Hall resistance of the
samples in a typical six-probe Hall bar geometry with contacts
3
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Figure 3. Schematics of two different possible interfaces of the LaAlO3/SrTiO3 heterostructure. The left and right images show the n-type
structure with a TiO2/LaO interface, and the p-type structure with SrO/AlO2 interface, respectively. Reprinted by permission from Macmillan
Publishers Ltd: Nature [25], copyright 2004.
Table 1. Summary of the PLD growth conditions, i.e. the oxygen partial pressure, the temperature, laser fluence, post-growth annealing and
the measured sheet carrier densities.




post-annealing ns (cm−2) Reference
10−4–10−6 800 1 — 3 × 1014–1017 [25]
10−5 750 3 4 h, 550 ◦C 5 × 1014 [31]
10−6 750 n.g.a — n.g. [32]
3 × 10−5 850 1.3 — 1.8 × 1014 [33]
2–6 × 10−5 770 n.g. 2.5 h, 600 ◦C 1013 [34–36]
10−6 800 2 —b 1016–1017 [37]
10−5–10−6 815 ∼ 1 — 2 × 1016 [29, 30]
10−3–10−6 750 n.g. — n.g. [38]
1.0–2.5 × 10−3 850 n.g. — n.g. [39]
5 × 10−6 770 1 — n.g. [40]
a Not given in reference.
b In some cases, the samples were simply allowed to cool in 500 mbar O2.
penetrating to the interface. Interpreting their experimental
result as being due to free charge carrier density would imply
n = 1017 cm−2. This should be compared to 3.3 × 1014 cm−2
for half an electron per unit cell, as would be expected by a
simple electronic reconstruction. Indeed, in this first report,
Ohtomo and Hwang noted that the measured conductivity was
unphysically high. Their work attracted a worldwide concerted
effort to explain the conductivity of the interface, but also to
determine the ground state of the electron gas. In the next
section, we will summarize the work performed to explain the




Ohtomo and Hwang could not exclude the possibility of
oxygen vacancies within their sample [25]. It is well
known that even for a small oxygen deficiency, SrTiO3−δ
becomes semiconducting and then metallic, and that the
mobility of the charge carriers is high even for high charge
carrier concentrations [27]. Siemons et al confirmed the
resistivity and mobility measurements. Their ultraviolet
photoelectron spectroscopy (UPS) data also indicated electron
states extending up to the Fermi energy [28–30]. Their growth
conditions were similar to those of Ohtomo and Hwang—
the oxygen background pressure was about 1.33 × 10−4 Pa.
Subsequent oxygen annealing lowered the density of states at
the surface. In addition, they found that the repetition rate of
the pulsed laser had an influence on the electronic properties.
Both these results underline the influence of subtle changes in
the growth conditions on the structure. All the different growth
conditions and sheet carrier densities of the various studies
mentioned in this paper are summarized in table 1.
Since the number of states was lowered when the sample
was oxidized, they concluded that the anomalously high
conductivity is due to the introduction of oxygen vacancies.
Since the initial SrTiO3 was not conducting at all and had no
oxygen vacancies, it was proposed that they were introduced
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Figure 4. (a) The polar catastrophe: the electric potential induced by the alternating charged layers increases with each layer of LaAlO3.
In (b), divergence is avoided by transfer of half an electron per unit cell in the top titanium layer.
by the PLD process, whereby the energetic particles from the
ablation plume impinging on the surface sputter off the oxygen.
They further assumed that the vacancies were confined to
a thin layer near the interface, whereas the electrons are
separated from the dopants and spread exponentially deep into
the substrate.
Kalabukhov et al compared photoluminescence and
cathodoluminescence measurements of three different systems,
i.e. of SrTiO3 with oxygen vacancies induced by Ar-
bombardment, of LaAlO3 films grown on SrTiO3 substrates
under typical growth conditions and of SrTiO3 substrates
subjected to the same typical growth conditions and times,
but without actual LaAlO3 film growth [37]. All three
sample types showed very similar behaviour in conductivity
and optical properties. Subsequent oxygen annealing of the
samples always increased the resistivity.
Herranz et al measured the resistivity as a function of
an applied magnetic field, both perpendicular and parallel to
the current, and found Shubnikov–de Haas (SdH) oscillations
at T < 4 K and magnetic fields B  6 T [38]. The
SdH frequencies in the magnetoresistance were the same for
both orientations for the magnetic field, which suggests a
uniform 3D character of the electronic system—the calculated
thickness of the conducting layer in their results is strikingly
close to the substrate thickness. Indeed, they observed similar
mobilities and resistivities for homoepitaxially grown oxygen-
deficient SrTiO3−δ and Co-doped Lax Sr1−x TiO3 samples from
earlier studies [41].
These studies demonstrate that there is no doubt that
oxygen vacancies exist to a lesser or greater extent, depending,
above all, on the background pressure of oxygen during
film growth and that they affect the conductivity. Film
growth performed at low oxygen pressure, i.e. below 10−3 Pa,
results in high oxygen vacancy concentrations, which can well
describe the high mobility and conductivity of the samples.
But, if the growth is performed under higher oxygen pressure,
the films are still conducting, albeit with conductivities which
are two to three orders of magnitude lower. The number of
charge carriers lies in the region of the intrinsic charge carrier
limit of 3.2 × 10−14 cm−2. Brinkman et al have shown that,
if the density of charge carriers, induced by oxygen vacancies
nox falls below this region, the intrinsic charge carriers play a
major role [39]. Crucially, however, those interfaces involving
the SrO/AlO2 sublayers were always insulating. We discuss
this important result now.
4.2. A polar discontinuity
If the conductivity does not vanish when there are no or
very few oxygen vacancies, there must be another reason
for the conducting interface. Ohtomo and Hwang explained
their discovery by an electronic reconstruction due to a polar
discontinuity at the interface [25], i.e. the alternating positive
and negative atomic layers of LaAlO3 lead to a nonzero
dipole moment. As mentioned in section 3, this has to be
compensated at the surface [26, 42]. Such an interface is
shown in figure 4. Although an anomalously high mobility and
charge carrier density can be explained by oxygen vacancies,
this electronic reconstruction can be the underlying cause
of conductivity at the interface for samples grown at higher
oxygen pressures. Discontinuities between polar and non-
polar materials influence the interface, because there must be
a compensation of the electrical dipole here. Materials with
a considerable polar character, however, introduce a larger
energy cost for atomically abrupt interfaces (see figure 4(a)).
This can lead to atomic structural changes in the interface
region. For example, it is known for traditional semiconductors
that growing polar films on non-polar materials (GaAs on Ge
or Si) can cause significant interface roughening, unless the
composition transition is graded to ensure there is no net formal
interface charge. This grading results in a microscopically
rough interface and, in many cases, also a measurable electrical
band offset [43–45].
However, Nakagawa et al proposed in 2006: ‘If the
electrons can move, the atoms do not have to’ [31].
Importantly, titanium can be either trivalent or tetravalent. In
other words, in the trivalent state, it contains one 3d electron.
If there is an electronic reconstruction, the titanium in the
TiO2 atomic layer between (LaO)+ and SrO is in a mixed
valence state. If we assume a nominal average charge of +3.5
(i.e. transfer of half a layer charge into the TiO2 AL) for this
interfacial titanium, the polar catastrophe is avoided, as can be
seen in figure 4(b).
Thiel et al proposed that a minimal electrical potential
must build up in order to induce electron transfer [34, 35]:
The electrical potential Vstack, resulting from stacking the polar
(LaO)+ and (AlO2)− on top of the SrTiO3 substrate, diverges
with the layer thickness—or, in other words, with the number
of deposited layers of LaAlO3n. A reconfiguration of ‘mobile’
electrons occurs only if the energy difference between the state
of mobile electrons Emobile and the initial configuration E0 is
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Figure 5. (a) Cumulative out-of-plane lattice deviation from a bulk SrTiO3 reference frame of a five-monolayer LaAlO3 on SrTiO3
heterostructure. (b) Interfacial occupation of the different ions in the heterostructure [40].
smaller than the electrical potential, i.e. Emobile − E0 = E <
Vstack = nVu.c., where Vu.c. is the potential build up per unit cell
thickness. A lower limit of the number of unit cells required to
induce the electronic reconstruction would then be of the order
nc = E/Vu.c.. It was found experimentally that the lower
limit was nc = four unit cells of LaAlO3 [34].
Although most research has been performed on single
interfaces, Huijben et al investigated the influence of the p-type
(AlO2/SrO) interface on the n-type (LaO/TiO2) interface in an
early study [33]. They varied the number of LaAlO3 layers
buried within SrTiO3 and vice versa. For separation distances
of less than six monolayers they determined an increase in
sheet resistivity, independent of the heterostructure type. This
thickness matches well with the minimal size needed to recover
bulk-like behaviour in the LaTiO3/SrTiO3 system described
above. The sheet carrier density for a large separation between
the interfaces was approximately 1.8 × 1014 cm−2, which
corresponds to about a quarter of an electron per unit cell.
According to a theoretical study by Park et al, both
electron- and hole-doped interfaces should be metallic [46].
However, the influence of oxygen vacancies in the case of an
n-type interface only introduces further electrons, i.e. n-type
charge carriers, and conductivity is increased. In the case of a
p-type interface, the charge carriers are holes. The introduction
of oxygen vacancies, and therefore electrons, compensate the
holes present at the interface.
4.3. Lattice distortion
Since the unit cell of SrTiO3 is slightly larger than that
of LaAlO3, one might expect a decrease of the out-of-
plane lattice constant for LaAlO3 films heteroepitaxially
(i.e. pseudomorphically) grown on SrTiO3. In fact, a dilation
at the interface was observed by Maurice et al, using high-
resolution transmission electron microscopy (HRTEM) [32].
They argued that a Jahn–Teller like distortion is the reason for
the elongation, which minimizes the electron energy: the two
atomic sublayers LaO and TiO2 across the interface form a unit
cell of LaTiO3, which has a larger lattice constant (by 0.065 A˚
for pseudocubic bulk unit cells). The dxz and dyz orbitals of the
t2g states are therefore lowered in energy compared to that for
the dxy state. Implicit in this explanation is the trivalent nature
of the titanium ion in this single LaTiO3 monolayer.
Vonk et al measured the initial structure of LaAlO3 on
SrTiO3 films for a deposition of less than one monolayer, using
surface x-ray diffraction (SXRD) [47]. For a half occupied
first monolayer of LaAlO3, the displacements are qualitatively
similar to those in the HRTEM results. A comprehensive
SXRD study was performed by Willmott et al [40], who
studied a five-monolayer thick film. This study also confirmed
the interfacial dilation, which can be seen in figure 5(a). They
explained the lattice deviations by simple ionic considerations
of intermixed cations at the interface, discussed in more detail
below.
4.4. Cationic intermixing
So far, we have considered the interface as abrupt and
atomically perfect. However, Nakagawa et al found that the
roughness of the conducting n-type interface is approximately
1.9 unit cells. The insulating p-type interface roughness,
however, is only 0.77 unit cells [31]. This roughening, or
the exchange of strontium by lanthanum, reduces the dipole at
the interface. In the p-type interface, there is no delocalized
screening electron, and any dipole can be compensated by
oxygen vacancies, so there is no need for cationic intermixing.
In their SXRD study, Willmott et al could confirm this
interfacial roughening [40]. In fact the changeover from
strontium to lanthanum occurs not 0.5 unit cells deep, but
in fact 1.5 unit cells deeper in the structure than the one
from titanium to aluminium (see the two crossover points in
figure 5(b)). They argue that the thus formed (La, Sr)TiO3,
which is known to be metallic for a broad compositional range,
is the origin of the conductivity of the interface.
In a very recent work, Fitting Kourkoutis et al
studied the heterostructures of LaVO3—a Mott-insulator—and
SrTiO3 [48]. LaVO3 also consists of alternately charged atomic
layers. The interface has a roughness of about 1.77 unit cells,
which is very similar to that found in interfaces with LaAlO3.
They explained it by segregation of strontium into LaVO3.
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Figure 6. (a) Logarithmic dependence of the increase of resistivity towards lower temperatures, forming a ferromagnetic ground state. Inset:
four-point differential resistance as a function of applied voltage, at a constant temperature of 2, 10, 50 and 180 K (curves 1–4, respectively).
Reprinted by permission from Macmillan Publishers Ltd: Nature Materials [39], copyright 2007. (b) Transport measurements of the
superconducting ground state: sheet resistance versus temperature. From [36]. Reprinted with permission from AAAS.
In another recent publication, Hotta et al investigated
the transport properties of these heterostructures [49].
Interestingly, in the (001)-direction the n-type interface is
conducting, whereas the p-type is insulating, i.e. the same
as for LaAlO3/SrTiO3 interfaces. Furthermore, they also
inspected the interface in the (110)-direction, where both
SrTiO3 and LaVO3 consists of alternately charged atomic
layers, formally of ±4 elementary charges per surface net cell.
This structure has no polar discontinuity and is also insulating.
5. Ground state
Pentcheva and Pickett predicted a ferromagnetic behaviour of
the interfacial d-electrons at the LaAlO3/SrTiO3 interface [50].
Okamoto and Millis also predicted a highly polarized
ferromagnetic ground state at the interfaces in similar
LaTiO3/SrTiO3 superlattices. In both papers, the conduction
electrons are localized at the Ti-lattice site. Okamoto predicts
that the screening due to the lattice relaxation produces a long
‘tail’ in the charge distribution into the SrTiO3 [23].
The growth conditions (i.e. temperature and ambient
oxygen pressure) not only govern the origin of the charge
carriers, but also influence the ground state of the material.
There is an ongoing debate regarding the ground state of the
electron. Brinkman et al found a minimum in resistivity at
a finite temperature (see figure 6(a)). The sheet resistance
could be described by RS = a ln(T/Teff) + bT 2 + cT 5, where
the potential terms come from electron–electron and electron–
phonon scattering and Teff can be interpreted as the Kondo
temperature [39]. They further observed a large negative
magnetoresistance effect, which is independent of the direction
of the magnetic field. This indicates that the magnetoresistance
is caused by the spins of localized electrons and not by orbital
effects.
Brinkman et al grew their films at higher temperatures
and oxygen pressures (p  10−4 mbar, T = 850 ◦C) than
Reyren et al, who found a superconducting ground state, with
a critical temperature as high as Tc = 200 mK [36]. The phase
transition of the electron gas to its superconducting state can be
described by a two-dimensional electron system, undergoing
a Berezinskii–Kosterlitz–Thouless transition [51, 52]. They
set an upper limit of the superconducting sheet thickness of
10 nm, whereas the coherence length of the Cooper pairs is
about 70 nm.
6. Conclusion
In conclusion, the meteoric progress in the fundamental
understanding of thin film growth and atomic engineering of
polar interfaces in oxide heterostructures over the last four
to five years has laid the bedrock for the future fabrication
of integrated electronic devices using these exceptionally
adaptable materials. It is expected that the effect of metallicity
at the interface between insulators, a wonderfully illustrative
example of how subtle changes in the structure of these systems
can lead to fundamental changes in physical properties,
will play an important role in the future success of this
technology.
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The evolution of the atomic structure of LaAlO3 grown on SrTiO3 was investigated using surface x-ray
diffraction in conjunction with model-independent, phase-retrieval algorithms between two and five
monolayers film thickness. A depolarizing buckling is observed between cation and oxygen positions in
response to the electric field of polar LaAlO3, which decreases with increasing film thickness. We explain
this in terms of competition between elastic strain energy, electrostatic energy, and electronic recon-
structions. Based on these structures, the threshold for formation of a two-dimensional electron system at
a film thickness of 4 monolayers is quantitatively explained. The findings are also qualitatively reproduced
by density-functional-theory calculations.
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The conducting interface between the band insulators
LaAlO3 (LAO) and SrTiO3 (STO) has attracted consider-
able interest since its discovery in 2004 [1]. Key open
questions include the origin of the conductivity associated
with intrinsic doping in fully oxidized samples [2–4], and
why a minimum thickness of the LAO film of four mono-
layers (MLs, whereby a monolayer has a unit-cell thick-
ness and contains two atomic layers) is required before
the interface becomes conducting [2].
The original explanation for the conductivity was made
in terms of the buildup of a ‘‘polar catastrophe,’’ resulting
from the fact that LAO is polar; i.e., it consists of alternat-
ing positively and negatively charged atomic layers,
ðLaOÞþ and ðAlO2Þ, while STO has charge-neutral
atomic layers [1]. Transfer of half an electron across the
interface would neutralize the buildup of electrostatic en-
ergy and thereby provide conducting electrons associated
with trivalent Ti3þ. More recently, the effects of intermix-
ing at the interface [5–7] and buckling of atomic planes
parallel to the interface [4] have been proposed as con-
tributory factors.
A common feature of many perovskites is that structural
changes as small as 0.1 A˚ or less can induce fundamental
changes in their physical properties [8]. A knowledge of
the structural subtleties with sufficient accuracy is there-
fore invaluable in elucidating the underlying physics.
Surface x-ray diffraction (SXRD) can uniquely offer this
level of structural resolution [9]. In this Letter, we describe
the evolution of the interfacial structure of LAO on STO
as a function of LAO film thickness, determined by SXRD
in conjunction with phase-retrieval algorithms, and show
how competing energetic factors lead to the formation of
conductivity at the interface.
Films of 2, 3, 4, and 5-ML thickness were prepared
by pulsed laser deposition using standard growth
conditions [10]. The samples were subsequently checked
by atomic-force microscopy (AFM) for atomic flatness.
SXRDmeasurements were performed at room temperature
at the Materials Science beam line, Swiss Light Source,
Paul Scherrer Institut, using 16 keV (0.775 A˚) photons.
For each film thickness 15 inequivalent crystal truncation
rods (CTRs) were recorded up to a scattering vector of
11:3 A1 using the PILATUS 100K pixel detector [11].
Additional symmetry-equivalent CTRs were also recorded
to obtain the systematic errors of approximately 5%. The
data were analyzed using the DCAF phase-retrieval algo-
rithm [12] to obtain average electron-density maps [13],
which were used as starting models for further structural
refinement with the grid-search 2-minimization program
FIT [14]. In total N þ 5 unit cells were taken into account
for the refinement, where N is the number of LAO MLs.
Each atom was fit for its position and isotropic Debye-
Waller factor. Additional fit parameters included partial
occupations of the A and B sites (La=Sr and Ti=Al,
respectively) as well as the occupations of the top two
unit cells. The final models exhibited R factors of 5.5%,
7.5%, 7.0%, and 6.6% for the 2, 3, 4, and 5-ML data sets,
respectively.
Figure 1 shows the refined occupations. There is a con-
sistent coverage of approximately 80% for the nominally
top layer, plus another 20% coverage on top of that. No
isolated islands or gaps in the coverage could be estab-
lished in AFM images of both the STO substrates before
growth and the films after growth. This can be simply
explained as being due to a small lateral gradient of the
film thickness across the substrate [15,16].
According to the SXRD results, cationic intermixing
greater than approximately 5% extends across three mono-
layers at the interface for all four measured thicknesses.
Smaller degrees of intermixing may extend even further
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into the substrate and the film, as reported by Qiao
et al. [7], but this is below our experimental sensitivity.
Pertinent features of the structures are summarized in
Fig. 2. The less reliable values associated with the top 20%
coverage are not included in order to display the results on
the same scale. The films are perfectly strained in plane.
The out-of-plane lattice constant of the LAO layers
above the intermixed interface is 3:73 0:01 A, consistent
with a Poisson ratio of 0.24 for LAO [17]. The average
atomic layer positions for the A and B sites are shown in
Fig. 2(a). For the A site, and to a smaller extent also for
the B site, we see an increase in the c-lattice constant of
STO as it approaches the nominal interface. This is attrib-
uted to substitutional incorporation of La cations, and/or
the presence of Ti3þ atoms [6].
Recently, buckling of the atomic layers in LAO was
predicted by density functional theory (DFT) [4]. Dipole
moments are induced in opposition to the electric field
of the polar film layers. Little change in the amplitude of
the buckling as a function of film thickness was observed.
Our experimentally determined structures exhibit a
qualitatively similar positive buckling in the films [see
Fig. 2(b)], whereby positive buckling is defined by the
cation moving towards the surface relative to the oxygen
atom. However, buckling in the A-site layers is more
pronounced for the 2-ML film than was predicted by
DFT, and drops off significantly with film thickness.
Buckling at the B site also decreases with film thickness,
though less pronouncedly. Interestingly, the near-interface
region of the STO exhibits a negative buckling, as pre-
dicted in [18]. In contrast to the film buckling, this
increases with increasing layer thickness.
To further investigate the behavior of the buckling,
we performed DFT calculations for all four thicknesses
using the local density approximation [19,20]. The sub-
strate consisted of lower 3ðTiO2Þ=2ðSrOÞ layers fixed at
the calculated DFT bulk positions, plus 3ðTiO2Þ=3ðSrOÞ
layers which were allowed to relax. Two models were
investigated for which the results are shown in Fig. 2(c).
The first model assumed an abrupt interface (i.e., one with
no intermixing). For both the A and B sites, there is a
consistent reduction in the positive buckling with increas-
ing film thickness, in qualitative agreement with our
experimental findings, and also negative buckling in the
substrate close to the surface, which increases with the
layer thickness. The most notable difference is the collapse







































































FIG. 2 (color online). (a) Cumulative displacement out of plane of the atomic positions relative to a reference grid defined by bulk
STO. For reasons of clarity, only the average of the A-site (upper panels) and B-site (lower panels) atomic layer positions are shown.
(b) and (c) show the buckling of the A-site and B-site atomic planes from the refined structure and the DFT calculations, respectively,
shown on the same scale. Positive values indicate movements of the cation relative to the oxygen ions towards the surface. In (c) the
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FIG. 1 (color). Refined cation occupation for all four film
thicknesses depicted as blocks. Intermixing of more than ap-
proximately 5% extends across 3 ML at the interface for all
films, which also exhibit the same apparent partial occupation of
the top two MLs of approximately 80 and 20%. The horizontal
line at 0 marks the nominal interface.




the 5-ML film, which, however, is still evident in the
DFT results.
Since our experimental findings showed that the inter-
face is not sharp, the influence of intermixing on the
buckling was also studied. We therefore investigated a
second model with DFT in which the bottom unit cell of
the film contained 50% LAO and 50% STO occupation.
This causes a slight reduction of the buckling magnitude
close to the intermixed layer, while above this, buckling is
marginally greater than that for the abrupt model. Although
they are small, both these changes are in better agreement
with our experimental findings. A continuation of this
trend towards our experimental findings by considering
more extensive intermixing would be very difficult to
investigate with DFT because of the unrealistic computa-
tional effort. However, because the differences between the
abrupt- and single-ML intermixed DFTmodels are anyway
so small, it is not expected that considering intermixing
over a larger depth will have a significant effect.
In the simplest picture of the polar model of LAO on
STO, one can describe the band scheme of the LAO film
in terms of a simple plate capacitor, with a positively
charged layer at the LAO/STO interface and a negative
layer at the surface. The electric field in between the two
‘‘plates’’ is constant, and the potential therefore increases
linearly with film thickness. In the framework of the polar-
catastrophe model, electrons from the film surface move
across the film to the interface once the film thickness is
large enough that the valence band crosses the Fermi level.
We have calculated the influence of buckling on this
simple description of the band scheme. Figure 3 shows the
results for 3 and 4 ML. Buckling is induced as a depolariz-
ing effect to reduce the potential within the film and
thereby increases the minimum thickness at which the
electronic reconstruction occurs, by lowering the average
gradient of the potential within the film. Once the valence
band moves above the Fermi level, however, electron
injection across the interface occurs, causing the ‘‘capaci-
tor’’ to discharge. The potential collapses and obviates the
need for a depolarizing buckling. Using our experimentally
determined atomic structures, and assuming formal
charges for the cations and oxygen ions, we see that this
occurs at 4 ML—the valence band moves across the Fermi
level and the positive buckling in the film, particularly for
the A site, collapses and is essentially zero for the 5-ML
sample. This simple model, based entirely on the experi-
mentally determined structure and a reasonable value for
the relative permittivity of LAO of  ¼ 24 [21], quantita-
tively explains the threshold film thickness for conductivity
in this system of 4 MLs [2].
We now address the negative buckling of the STO just
below the nominal interface [18]. The electrons injected
across the interface are confined to near the interface in the
STO by band bending in this region. The gradient in the
band-bending region results in a potential in the opposite
direction to that in the film. This causes negative buckling
of the STO layers once the two-dimensional conducting
layer is formed, as also seen experimentally.
Buckling costs elastic energy, given by
E ¼ YaðBA2 þ BB2Þ; (1)
per ML, whereby Y is the Young’s modulus, a is the STO
lattice constant, and BA and BB are the A-site and B-site
out-of-plane buckling amplitudes, respectively. Based
on calculations of deviations from a ‘‘start model’’ of
the known stoichiometry and a Young’s modulus of
Y ¼ 306 GPa for LAO [17], the energy cost per ML and
a buckling of 0.2 A˚ is 0.59 eV. On the other hand, the
electrostatic energy gain per unit cell is given by




with qA and qB equal to the ionic charges, B the buckling,
and the relative permittivity  ¼ 24. With the simplifica-









whereby B is in A˚. In other words, buckling much in excess
of 0.2 A˚ becomes energetically unfavorable. Both our




























FIG. 3 (color online). The influence of buckling on the valence
band edge (VBE) and conduction band edge (CBE) relative to
the Fermi level (EF) for the 3-ML- and 4-ML-LAO films.
Without buckling, the electric field is constant across the film.
Buckling results in a zigzag motif, shown for the VBE. Negative
buckling in the STO and the partial occupation at the surface
were taken into account, but are not shown for the sake of clarity.
Since from our ‘‘ionic’’ model, we cannot determine band
bending in STO, this was neglected.




Although the DFT results show quantitative deviations
from our experimental findings, importantly they show
only modest differences between the abrupt and 1-ML
intermixed models with regards to the buckling and partial
density of states (not shown). Hence we cannot completely
exclude intermixing from playing a role in the formation of
the conducting layer, but it appears to be of secondary
importance and cannot easily explain why n-type interfa-
ces are conducting, but those of p type are insulating.
In conclusion, using SXRD, phase-retrieval methods,
and subsequent fitting, we have solved the atomic struc-
tures of LaAlO3 grown heteroepitaxially on SrTiO3 for 2,
3, 4, and 5 ML with a resolution better than 0.1 A˚, even for
the oxygen-atom positions. Buckling of the cation-oxygen
planes in the LAO films is strongest for the thinnest 2-ML
LAO layer and decreases with increasing film thickness.
This behavior has been explained as a response to the
internal electric field generated by the polar nature of
LAO. This delays the crossover of the valence band with
the Fermi level until the fourth film ML, at which point
injection of electrons across the interface occurs and the
2D electron gas is formed. DFT calculations qualitatively
reproduce these results. More modest buckling in the
opposite direction is also observed in the uppermost STO
layers, which increases with film thickness in response
to the injection of electrons across the interface. Lastly,
the refined structures consistently exhibit a nonabrupt in-
terface with cationic intermixing over three monolayers,
although DFT calculations indicate that this has little
influence on the electronic structure.
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