Abstract. Simulation of the dynamics of nanoscale systems are usually restricted to a purely classical description, which becomes inadequate once technological minimization reaches scales on which quantum mechanical effects become relevant. In this paper we propose a multiscale approach to estimate quantum corrections to such classical descriptions. Quantum fluctuations in a quantum magnet are absorbed into thermal fluctuations by a locally varying renormalization of the corresponding classical magnet. To obtain these renormalization factors we match results of a quantum Monte Carlo simulation to classical Monte Carlo simulations. Using error robust optimization methods, such as simplex and genetic algorithms, we obtain an optimal set of renormalized couplings of the classical magnet which exhibits the same properties as the quantum magnet. A spatially varying renormalization takes into account the larger quantum fluctuations in the vicinity of surfaces and magnetic interfaces. We discuss applications of the algorithm to multiscale simulations of the dynamics of magnetic systems. 1. Introduction. Advances in nanoscale technology have increased interest in large scale numerical studies of systems at the edge of the quantum regime, such as nanosized magnetic systems. It is thus of importance to develop numerical approaches of magnetic systems that take into account not only thermal but also quantum fluctuations. While significant progress in quantum Monte Carlo simulation techniques in recent years [1, 2] allows static properties of quantum magnets to be obtained to a very high degree of precision, no efficient algorithm exists for the simulation of the dynamical aspects that are of relevance from the engineering perspective. On the other hand, studies of these dynamical properties have been successfully carried out for classical systems, which are controlled by thermal fluctuations only [3, 4] . We thus propose a multiscale approach to absorb quantum effects into a classical model, which can then be used for magnetic dynamics simulations.
Introduction. Advances in nanoscale technology have increased interest in
large scale numerical studies of systems at the edge of the quantum regime, such as nanosized magnetic systems. It is thus of importance to develop numerical approaches of magnetic systems that take into account not only thermal but also quantum fluctuations. While significant progress in quantum Monte Carlo simulation techniques in recent years [1, 2] allows static properties of quantum magnets to be obtained to a very high degree of precision, no efficient algorithm exists for the simulation of the dynamical aspects that are of relevance from the engineering perspective. On the other hand, studies of these dynamical properties have been successfully carried out for classical systems, which are controlled by thermal fluctuations only [3, 4] . We thus propose a multiscale approach to absorb quantum effects into a classical model, which can then be used for magnetic dynamics simulations.
Several methods have been proposed in the past as a means to integrate out quantum fluctuations, leading to a renormalized classical description of the original quantum system, such as the pure quantum self-consistent harmonic approximation (PQSCHA) [5, 6, 7] and the quantum Monte Carlo renormalization group methods [8, 9] . The PQSCHA method tries to separate all quantum fluctuations from thermal ones before performing a Gaussian renormalization of the classical coupling constants due to quantum fluctuations. While it has been successfully applied at intermediate and high temperatures, it fails once quantum effects become strong, which is, however, the regime we are most interested in. Furthermore, in performing the actual renormalization, translational invariance is assumed, and the method is thus unsuitable for the study of surface effects, where the differences between the quantum and the classical system are most pronounced.
The real-space renormalization group method is also unsuited for the simulation of nanoscale magnets since it suffers from a proliferation of longer-ranged interaction terms and is applicable only at the critical temperature.
Here we thus propose a novel, phenomenological approach to reproduce the effect of quantum fluctuations within classical models of the quantum systems. The idea is to vary the local couplings of the respective classical model, which leads to enhanced fluctuations in this "renormalized classical" model [10] , describing both the thermal and the quantum fluctuations. We thus simplify the model in going from the quantum scale to the classical scale. In a next step, classical spin dynamics simulation [3, 4] can be used to obtain the dynamical properties.
The outline of the paper is as follows: In the next section we introduce the model of interest for the following discussion, the simple cubic quantum ferromagnet. In section 3 we explain how to construct an effective classical model of the quantum ferromagnet, renormalized by the effects of quantum fluctuations in such a system. Technical aspects of finding the optimal classical model are presented in section 4. We then discuss static magnetic properties of the quantum magnet within the classical approach in section 5. Extensions of our numerical scheme for a multiscale modeling of realistic nanoscale magnets are discussed in section 6. Finally, in section 7, we summarize our method and results and discuss possible applications.
Quantum ferromagnetism.
The model we will use for the presentation of our algorithm is a spin-1/2 quantum ferromagnet on a finite three-dimensional cube with open surfaces. The number of sites is N = L 3 sites, and L denotes the linear system size. The Hamilton operator of this quantum ferromagnet is
with J = 1, where i, j denotes all nearest neighbor bonds in the cube with open boundary conditions. We consider here the extreme quantum case, where the S(i) are spin-1/2 quantum operators described by Pauli matrices.
Static properties of this quantum magnet can be studied to a high degree of precision using modern quantum Monte Carlo techniques [1, 2] . However, the (from an application point of view more interesting) dynamical properties are significantly more difficult to obtain. Therefore studies of dynamical properties such as demagnetization and magnetization reversal time scales are currently performed using a mere classical description of magnetic materials, which becomes inaccurate upon further decrease of the size of the magnets when quantum effects become nonnegligible.
We thus look for a phenomenological mapping of the quantum magnet to a classical one where the microscopic coupling constants have been appropriately renormalized to account for the quantum effects and on which dynamical simulations can be performed.
Without going into details of the Monte Carlo simulation of quantum systems we want to just mention the basic dimensional reduction idea behind this mapping. system is described as a four-dimensional system of classical paths (world lines) in three space dimensions and one time dimension [11] , as sketched in Figure 1 for a simplified one-dimensional model. The mapping from the quantum model thus goes from the "quantum scale," described by paths in four dimensions, to the "classical scale" in three dimensions.
Local magnetism and mapping to a renormalized classical system.
The classical model we propose to describe both the thermal and absorbed quantum fluctuations is a classical Heisenberg model with spatially varying exchange constants J ij ,
The local magnetic moments S(i) are now represented by vectors on the threedimensional unit sphere and arranged on a lattice with three space dimensions. The O(3) symmetry of the classical Heisenberg model is the appropriate limit of the SU (2) symmetry of the quantum Heisenberg model, and we thus preserve the important spin rotation symmetry of the model.
The spatially varying exchange constants J ij , as opposed to the uniform exchange constant J in the quantum model, allow for local renormalization of all coupling constants in order to take into account the stronger quantum effects on the surface. An illustration of such a general Heisenberg model with varying local coupling constants is given in Figure 2 .
At low temperatures-below the critical temperature-both the classical and the quantum system develop long-range ferromagnetic order. Due to the finite extent of the cube, the strength of the local magnetization, i.e., the order parameter, varies throughout the sample. A means of calculating this local order parameter using Monte Carlo simulations is by measuring the local structure factor at each site of the cube. For both the classical and the quantum system the local structure factor at site i is defined as where we have included normalization factors f qu = 1, and f cl = 1/4, due to different normalization of the spin magnitude in the quantum and the classical case. Given the above definition, the value of the local structure factor in the fully polarized state equals 1/4 at each site, not only for the quantum but also for the classical system. However, thermal fluctuations and in the quantum case also quantum fluctuations lead to a suppression of this local structure factor.
In the inset of Figure 3 the local structure factor is plotted for an 11 × 11 × 11 quantum ferromagnetic cube. Besides a strong site dependence one further observes a periodicity of 11 × 11 = 121 sites which is due to the site labeling that is an enumeration of sites starting in the bottom layer of the cube. In general, one finds that the local structure factor is suppressed at the surfaces of the cube and even more on the edges and corners. This surface dependence of the local structure factor shows that both thermal and quantum fluctuations are largest when the coordination number of a site is small and a spin is less stabilized by its neighbors. Figure 3 furthermore shows the deviation of local structure factors, (3.3), at T = 0.4 J for a bare classical 11 × 11 × 11 ferromagnetic cube, with uniform couplings J ij = J for all nearest neighbor bonds i, j , and the respective quantum system. These deviations can be fully attributed to quantum fluctuations which are present in the quantum system but do not have a counterpart in the bare classical system. Again, we find that the pure deviation due to quantum fluctuations is largest on the surfaces of the cube.
We now aim at minimizing the difference in local structure factors between the quantum and the renormalized classical system
by varying the classical coupling constants J ij in the classical Hamiltonian (3.1). The optimal choice of J ij shows a significantly reduced deviation: in Figure 3 it is shown that the deviation for an optimally renormalized classical system nearly vanishes and does not show any site dependence. This indicates that the renormalized coupling constants appropriately mimic the effects of the quantum fluctuations, especially on the surfaces of the cube. It is not unexpected that the coupling constants J ij also show a strong dependence on the distance of the respective bonds i, j from the center of the cube, as is shown in Figure 4 . A full representation of all optimally renormalized coupling constants is illustrated in one octant of the cube shown in Figure 2 .
Choice of optimizer.
We determine the coupling constants of the optimally renormalized classical model by employing standard optimization methods. There are two requirements: robustness against noisy data and a minimal amount of function evaluations to achieve a good solution.
The evaluation of the function to be minimized (the deviation ΔS of (3.3)) involves noisy Monte Carlo data with statistical errors, and we thus require an optimization scheme which is robust against fluctuations in successive evaluations of ΔS. Furthermore, each function evaluation is very expensive since it involves a full classical Monte Carlo simulation. We have benchmarked both the simplex method [17, 18, 19] and a genetic algorithm based optimization routine [20, 21] to find the renormalized couplings. We expect both to be sufficiently robust against the statistical errors. In both cases we have restricted the search space for each classical coupling constant J ij to the range [0. 2, 5] , which includes the optimal solution, as seen from Figure 4 .
The simulations to determine ΔS were performed using the ALPS [12] classical Monte Carlo application using the Wolff single-cluster update algorithm [13, 14] , which reduces the effects of autocorrelations and the statistical errors compared to a standard Metropolis algorithm. For the quantum Monte Carlo simulations, which need to be run once in order to obtain the reference structure factor for (3.3), we use the ALPS stochastic series expansion application, employing a quantum cluster algorithm [15, 16] .
We found the simplex method to be more efficient and sufficiently robust in obtaining the optimally renormalized classical model, starting from the bare model with all J ij set equal to 1. For a more detailed analysis we here consider three different systems of sizes L = 5, 9, and 11 at a fixed temperature T = 0.4 J below the critical temperature T c = 0.947 J [22] . Taking into account cubic point group symmetries one can reduce the number of inequivalent couplings which cannot be mapped by symmetry operations (i.e., the number of variables for the optimizer) in (3.1) to N c = 10 for L = 5, N c = 37 for L = 9, and N c = 55 for L = 11. While a full employment of spatial symmetries seems natural from a physical point of view, it might be of interest to study the stability of the numerical solution for the full search space (which includes up to 1331 coupling parameters for L = 11) with respect to the cubic point group symmetries. However, in order to increase the computational efficiency of the optimization step a minimal set of variables is of high priority. For the largest system size considered, L = 11, the evolution of the average deviation ΔS, (3.3), is shown in Figure 5 as a function of the number of iterations. One iteration is defined as a single function evaluation, i.e., a classical Monte Carlo simulation, consisting of 20,000 thermalization sweeps followed by 200,000 measurement sweeps. After the initialization phase of the algorithm, in which the N c -dimensional simplex is constructed from the initial search point (the bare classical model), the algorithm progressively improves on minimizing ΔS over the course of optimization. For the smallest system under consideration, L = 5, the deviation ΔS eventually saturates after about 250 iterations, as seen from the inset of Figure 5 . This indicates that further improvement is not possible since ΔS has become comparable to the statistical error of the Monte Carlo simulation. For larger systems the simplex method did not reach this asymptotic regime within 1000 iterations, but the achieved average deviation is already sufficiently small (about 0.01%). The resulting final classical coupling constants are shown in Figure 4 .
A genetic algorithm based optimization scheme did not perform as well. Figure 6 shows the evolution of ΔS for the cubic ferromagnet with 9 × 9 × 9 sites at a temperature T = 0.4 J using the genetic algorithm approach. The first trial generated by this method leads to an initial value of ΔS that is about eight times larger than the initial deviation of the simplex method. Similar to the simplex method the deviation eventually decreases algebraically with the number of iterations n as
We estimate the exponent α to be a factor 1.6 times smaller for the genetic algo- rithm than for the simplex method. For these reasons, the genetic algorithm based optimization requires more than 10 times the number of Monte Carlo simulations in order to reach a similar minimum value for the deviation, ΔS, as the simplex method based approach. We did not observe significant improvements in the convergence of the genetic algorithm upon increasing the number of Monte Carlo sweeps per simulation by a factor of 4 (which leads to a reduction of the Monte Carlo errors by a factor of 2). Interestingly, however, this increase in the precision of ΔS has an effect on the variance of the generated trials. As shown in the inset of Figure 6 , when the number of Monte Carlo sweeps is increased, the genetic algorithm generates a broader variance in the value of ΔS, indicating a more thorough probing of search space.
We thus conclude that the simplex optimization algorithm seems to be the best choice for the determination of the renormalized couplings.
Static magnetic quantities.
We have employed the local structure factor as a means of quantifying the local size of quantum fluctuations within the ferromagnetic cube. Future applications and extensions of this numerical approach aim at studying further quantities of the quantum system using the renormalized classical model. Leaving dynamical properties to a later study, we first restrict ourselves to static quantities. In particular, we calculate the magnetic susceptibility, defined as the linear response of the system to an applied magnetic field,
where m denotes the magnetization per site and the applied magnetic field h is taken to the linear response regime h → 0. Taking the renormalization factor f cl = 1/4 into account, we show in Figure 7 the results for χ obtained within our Monte Carlo simulations both for the quantum and the bare and renormalized classical models for various temperatures. The coupling constants of the renormalized classical model were fixed to those obtained from optimizing with respect to the quantum model at T = 0.4 J and T = 0.8 J. As expected, the renormalized classical model describes the magnetic properties of the quantum model well in the vicinity of the temperature used in the optimization. However, for temperatures away from the optimization point the renormalized model eventually fails to account for the changing interplay between thermal and quantum fluctuations. In fact, close to the critical temperature, where thermal fluctuations dominate critical properties, we find the numerical renormalization of the magnetic interactions to result in a uniform shift of the couplings; e.g., for T = 0.8 J the coupling strength is shifted to J ij = 0.77.
This temperature dependence of the renormalized classical coupling constants also becomes evident when one looks at the local structure factor plotted as a function of distance from the the center of the cube in Figure 8 . While the deviation of the local structure factor for the optimally renormalized classical and the quantum system is very small for the temperature for which the renormalization has been done, there is an increasing discrepancy as one alters the temperature, as seen in the inset of Figure 8 .
As expected from the temperature dependence of quantum fluctuations we thus observe that a realistic modeling of the quantum ferromagnet requires a temperaturedependent optimization of the classical couplings. This is of no concern to a dynamical simulation at a fixed temperature, where the renormalized classical couplings can be determined once at the start of the simulation, but it needs to be taken into consideration in simulation with varying temperatures.
Investigations of the temperature dependence of the renormalization is an interesting aspect in itself, as it exhibits the different temperature-damping of quantum fluctuations throughout the system. However, such an analysis is beyond the scope of this study.
6. Outlook. Our numerical renormalization technique can be extended in multiple ways. To broaden the temperature regime for which the renormalized classical couplings give a valid quantitative description of the magnetic properties, additional interactions such as next-nearest neighbor interaction and higher long-range couplings may be considered. Such an approach of extending the parameter space is similar to standard real-space renormalization theory [23, 24, 25] .
Finally, we outline an extension of our numerical method, which can provide the basis for large scale dynamical studies of quantum ferromagnets, using classical spin dynamics simulations. For a realistic modeling of ferromagnetic materials several million localized moments need to be accounted for. There the full simulation of the quantum system and the optimization of millions of coupling constants becomes impractical.
In particular, given the large number of magnetic moments, we need to break up the system into small magnetic subsystems and thus perform a multiscale modeling of the quantum magnet. For each class of such magnetic domains we can perform an optimal renormalization of a subsystem with only a few thousand magnetic moments. In addition to the isolated system described above we now need to take the magnetic environment of the particular domain into account. This is done using a Bethe meanfield like description [26] of the environment in terms of effective magnetic fields acting on the magnetic moments in the boundary layer of the domain under consideration, as indicated in Figure 9 . Joining the domains in the final classical model these mean-field couplings to the neighboring domains are replaced by exchange interactions identical to those inside the domains.
In addition to allowing the simulation of larger systems this approach easily extends beyond the simple cubic system investigated in our study and allows the simulation of nontrivial topological inclusions, as well as defects such as cracks or dislocations.
Conclusions.
We have proposed a numerical renormalization approach for the study of quantum magnets, which can be employed in a multiscale approach that takes both quantum and thermal fluctuations in quantum magnets into account. As a first step in this direction, we presented here a detailed study of the performance of our new method for a simple ferromagnetic cube. Using standard optimization techniques we have performed a self-consistent renormalization of a classical Heisenberg model to account for the quantum effects on the magnetic properties of the quantum ferromagnet. This step performs a dimensional reduction from the quantum to the classical scale by reducing the four-dimensional world line representation of the quantum magnet to a three-dimensional classical representation. We found that using a simplex minimization scheme an accurate determination of the effective classical model can be achieved. The resulting classical system correctly reproduces the magnetic properties of the quantum magnet near the temperature where this optimization was performed. To apply the method to larger systems we outlined a combination with cluster mean-field methods, performing the mapping from the quantum to classical scale on small subdomains, coupled with the rest of the system by mean-field boundary conditions. Future applications of spin dynamics simulations to the renormalized classical model offer the prospect of both evaluating and improving pure classical model simulations used for microscale magnetic design by accounting for the effects of quantum fluctuations. A careful analysis of quantum effects will be important for the design of the dynamics at magnetic interfaces, where we found quantum renormalization to be most pronounced. We also expect such studies to be relevant for future spintronics, which aims at novel information storage and processing techniques, based upon the
