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表１学習パラメータ
問題学習係数シグモイド関数の傾き慣性項中間層の数
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６実験結果及び考察
以下にＢＰ及びＢＰＭ(BPusingMCM)の処理結果を示す．これらのグラフはＭＣＭによる処理時間を
考慮し，ＢＰＭの学習開始点を遅らせてプロットしている．この結果より，いずれの学習においても収束率及
び学習速度においてＢＰＭが優れていると言える(図４，図５，図６，図7)．しかし，問題１，問題２，問題
３，問題４と問題のサイズが拡大するにつれ，ＭＣＭによる初期化の時間が増大する事がわかる(表２，表３，
表４，表5)．これにより学習開始に遅れが生じ，結果的にＢＰＭの学習速度を遅らせる原因となっている．
しかし，一般に学習データのサイズが大きくなるにつれ学習に要する繰返し回数も増加する傾向にある．
本研究では学習回数を５０００回に固定しているが，実際の学習にはもっと多くの学習回数が必要とされる．
従って，学習回数に対する初期化の時間の割合が減少し，学習開始の遅れの問題も多少改善されると思わ
れる．
また，中間層の数を変化させ，その時の学習についても検討した．ＢＰＭの中間層の数がＢＰに比べて少
ない状態で学習を行なった場合，ＢＰＭでＢＰよりも良い結果が得られる例があった．これは，ＭＣＭによ
る初期化によるものと考えられるが，中間層の数がそれぞれ事なる為，同じ学習回数で収束率の良い悪いを
判断する事はできない．しかし，少ない数の中間層で得られた収束率が要求される条件を満たしているもの
であれば，それは良い収束率を持っていると言える．また，中間層の数が減少しただけ初期化に要する時間
も減少する為，結果としてＢＰＭの学習速度の向上につながっている．
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表２学習時間一チェス問題
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表３学習時間－２スパイラル問題
ＢＰＭ
ｑ初期化全処理時間誤差
ＢＰ
全処理時間誤差
0.057485
0.054124
0.053220
0.052787
釦印、Ⅲ
0.26
0.93
2.2
5.64
22.66
38.18
53.58
80.84
23.84
38.91
54.29
76.74
0.074580
0.074733
0.075086
0.075495
表４学習時間一アルファベット２６文字
ＢＰＭ
ｑ初期化全処理時間誤差
ＢＰ
全処理時間誤差
25.62
57.2
123.7
449.7
0.014393
0.002714
0.000680
0.000001
別別Ⅲ川
０．２８
2.4
19.27
171.4
25.12
53.67
103.0
235.2
0.023802
0.001670
0.003990
0.001651
表５学習時間一アルファベット５２文字十数字１０文字
ＢＰＭ
ｑ初期化全処理時間誤差
ＢＰ
全処理時間誤差
0.046816
0.014266
0.357803
0.145685
別別ⅢⅢ
３．９９
18.0
121.6
９５２
115.5
197.5
509.5
1906
109.05
169.7
336.7
853.8
0.051883
0.030721
0.181740
1439263
７おわりに
本論文は，ニューラルネットの初期化における効果的な結合荷重の使用が学習速度，における効果的な結合荷重の使用が学習速度，収束性に与える影響
について検討し，ＭＣＭによって初期化を行なったＢＰＭは学習速度，収束性両面において非常に効果的な
手法である事を示した．
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ArtificialneuralnetworkhasbeengeneraUyusedasanartificialintelligencetooinvariousscientific
andengineeringfields，Especially,backpropagationleamingalgorithｍｉｓｗｉｄｅｌｙｕｓｅｄｉｎｌｅａｍｉｎｇ，
recognitions、However，ｉｔｈａｓｏｎｌｙｏｎｅｄｒａｗｂａｃｋ；ｔｈａｔｉｓｔｏｓａｙ，itistime-consununginlearning
process・Ｉｎｏｒｄｅｒｔｏｃｏｎｑｕｅｒｔｈｉｓｄｒａｗｂａｃｋｏｆtime-consumingincalculation，alotofimprovement
havebeenproposed
lnthispaper,weinvestigatetheEffectofWeightInitializationinNeuralNetworks．
