One of the first decisions made in any research concerns the selection of an appropriate scale of analysis -are we looking out into the heavens, or down into atoms? To conceive a digital library as a collection of a million books may restrict analysis to only one level of granularity. In this paper we examine the consequences and opportunities resulting from a shift in scale, where the desired unit of interpretation is something smaller than a text: it is a keyword, a motif, or a metaphor. A million books distilled into a billion meaningful components become raw material for a history of language, literature, and thought that has never before been possible. While books herded into genres and organized by period remain irregular, idiosyncratic, and meaningful in only the most shifting and context-dependent ways, keywords or metaphors are lowest common denominators. At the semantic level -the level of words, images, and metaphors -long term regularity and patterns emerge in collection, analysis, and taxonomy. This paper follows the foregoing course of thought through three stages: first, the manual curation of a high quality database of metaphors; second, the expansion of this database through automated and humanassisted techniques; finally, the description of future experiments and opportunities for the application of machine learning, data mining, and natural language processing techniques to help find patterns and meaning concealed at this important level of granularity.
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But the greatest thing by far is to be a master of metaphor. It is the one thing that cannot be learnt from others.
-Aristotle, Poetics 1459a 4-5
Introduction
Considering the evolution of digital libraries, Gregory Crane (2006) asks the framing question, 'What do you do with a million books?" One of his conclusions is that digital libraries allow analysis at different levels of granularity or scale. And one important level of granularity is that of the individual figure, or metaphor. Decomposed into a billion meaningful components, a million books serve as raw material for bold new historical explorations of rhetoric, literature, and thought across genres and between books. In this paper, we examine the consequences of taking metaphors as our basic units of interpretation and detail the opportunities presented in so doing. We consider the tacit assumption, shared by a variety of scholars, that changing metaphors are indicative of broader cultural change. Viewing the history of literature at the semantic level, as a movement of metaphors through discourse, we may perceive long-term regularities in the flux of authors, texts, and genre. By checking the generalizations of literary history against collections of electronic texts, our work with metaphors delivers a host of surprising observations -both local and general.
In this paper, we introduce a database of metaphors of mind in eighteenth-century literature. This initial database is a hand-curated archive of figures of speech, and its contents were collected by keyword searching a variety of electronic text collections. Whereas the contents of the database were originally enlisted in the writing of a not untraditional project in the field of literary and intellectual history, it now serves as a small digital library of metaphors, one which not only enables additional traditional scholarly research but also a range of automated analysis techniques from the fields of machine learning and pattern recognition.
In the remainder of this paper, we explore several key issues surrounding this collection.
We review the manual construction of this initial collection in Section 2, and explain why we have chosen to focus on metaphors of the mind in particular. Section 3 explores results of machine learning classification of metaphors, which not only give promise for automating the expansion of this collection, but also yield new literary-analytical insights. The utility of working with this collection is demonstrated in Section 4, which reports a case study disrupting the intellectual history of the blank slate, a metaphor associated with John Locke's philosophy of mind. Section 5 extends this work by exploring the use of automated methods of analysis from machine learning and pattern recognition. The final section concludes with a discussion centered on plans for future work.
A Metaphorical Database of the Mind
Our initial collection, titled The Mind is a Metaphor, is currently composed of 8, 741 metaphors of mind that have been harvested principally from collections of electronic texts (Pasanek, 2006) . We treat the discourse of the British eighteenth century at large and draw upon philosophy, poetry, novels, plays, and all manner of prose pieces. We deal in those images -blank page, dark cave, empire, garden, mirror, room -that have long been associated with the mind and its workings. In doing so we hope to limn the structure of mental activity as it is figured in the literature of the long eighteenth century (1660-1830).
Our approach in constructing this collection is digital, but our efforts remain continuous with the longer traditions of philology and intellectual history.
Manually Harvesting Metaphors
In this section, we review the manual methodology used to collect the initial set of metaphors.
The Mind is a Metaphor database was first built by keyword searching the Chadwyck-Healey databases, Eighteenth Century Collections Online, Early English Books Online, and other collections of electronic texts 1 . In Chadwyck-Healey alone, evidence was gathered from 877 books of poetry by 247 different poets, 96 long prose narratives, and 628 plays by 137 different playwrights. The process of harvesting metaphors was labor intensive, requiring years of hand-labeling by a human expert (Pasanek, 2006) . Indeed, the expertise called upon when dropping down into the middle of a thousand page expanse of text and deciding in a hermeneutic instant if a string of words contains a metaphor involves a traditional kind of training in rhetoric, literary theory, and intellectual history. Pasanek (2006) worked through various iterations of a manual search protocol for harvesting metaphors. The first protocol searched for occurrences of the terms 'mind,' 'heart,' 'soul,' and a related set of words in a set of canonical and non-canonical texts, which revealed the full diversity of eighteenth-century metaphors of mind in anthologies of poetry, works of philosophy, obscure novels, journalism, and drama. The second iteration of the protocol included more refined searches for specific terms and phrases that signal the appearance of metaphors in a text. The third protocol added the refinement of proximity searches, which allowed collection of material in a more focused, efficient manner. In most cases, the keyword search was exhaustive within the given literature database, finding all occurrences of a word or words (for example, 'mind' and 'eye' within a span of one hundred characters) were consulted before final decisions were made about the metaphoricity of any one sentence in which the terms in question appeared. Furthermore, the search often revealed additional metaphors and keywords in neighboring sentences, which were then added to the protocols, ultimately producing a mapped network of related metaphors. This effort has produced a curated data set of high quality, which can enable machine learning methods to automate both the expansion of this collection and the analysis of its contents.
The Current Collection
In October of 2005, the database that houses the collection of metaphors was published online at http://metaphorized.net. It is our hope that scholars from a wide range of disciplines -including cognitive linguists, intellectual historians, and philosophers -will find the massive library of metaphors both provocative and useful as a work of reference.
As of today, the database contains over 8,600 records; each record or entry identifies and categorizes a single metaphor. Each of these metaphors is displayed in the context of the work in which it appears; it is taxonomized, identified by author, by date of publication, genre, rhetorical figure type, metaphor category, and so forth. (Lakoff and Johnson, 1980) , and it is Lakoff's Conceptual Metaphor Home Page that provides the fastest introduction to the system of categorization employed by these cognitive linguists. Our collection differs from these other collections both in scale, being nearly an order of magnitude larger, and in scope. Our work is geared towards the history of metaphor and thought.
In writing the history of metaphor, the historian must pay particular attention to how key terms are used, how conceptual pictures are invoked, how the metaphors are employed, and by whom. The philosopher J. L. Austin (1961) has called this kind of effort (although only half-seriously) 'linguistic phenomenology'. One might compare a similar pronouncement of philologist E. R. Curtius (1990) , who in all seriousness frames his own research 
The Virtues of Drudgery
In his 1755 Dictionary of the English Language, Samuel Johnson is careful to define 'lexicographer' as 'writer of dictionaries; a harmless drudge.' That adjective 'harmless' is tongue in cheek-or something more. Drudgery is wearisome, yes, but also transformative, intoxicating, and empowering. Drudgery is at the heart of the interdisciplinary conversation in which literary historians and computer scientists participate, because the computer is the most thorough of drudges. The literary historian and the computer scientist come together to develop methods for automating the very drudgery that characterizes lexicography itself.
The humanist must put aside his fears of machines run amok, even as he remembers that Victor Frankenstein's creature was also weaned on Milton.
Learning to Recognize Metaphors
The process of manually searching for and tagging metaphors is painstaking, costly work, but the efforts of the literary critic have produced a high quality database. From a literary point of view, this database is a library of metaphors, but from a machine learning perspective, this database is a rich set of training data for creating automatic classifiers that can automatically tag metaphors and non-metaphors. This is the classic machine learning framework. A classifier is first trained on a set of known, labeled data, and is then asked to classify a large set of new data for which the true labels are not yet known (Mitchell, 1997) .
In this section, we demonstrate the feasibility of a machine learning approach to metaphor recognition by training a classifier to distinguish metaphors from non-metaphors in the works of several eighteenth-century authors. We find not only that our classifiers are able to distinguish metaphorical usage within a single author's work, but also that a model learned on one author often transfers to other authors. For example, Shakespeare's Renaissance metaphors inform the discovery of the Augustan metaphors in Pope's poetry, and vice versa. This finding has practical value as a method of bootstrapping the manual effort of labeling metaphors. We might add, these findings trouble a traditional belief, first articulated in Aristotle's Poetics, that the use and recognition of metaphors cannot be learned.
In the remainder of this section, we describe our methodology. We review the standard practice in text classification and show how we represent each of our metaphors with a bag of words vector. This vector data is used to train a classifier called a support vector machine (SVM), which is known to give state of the art performance on the related task of text classification (Joachims, 1998) . We then detail our experimental methodology, and report results showing classification accuracy, learning rates, and transfer.
Mapping Metaphors to Vectors
In machine learning, as in classical information retrieval, it is standard practice to represent text documents as vectors (Mitchell, 1997; Salton and Buckley, 1988) . This enables the use of a variety of machine learning methods originally designed for vector-based data, including SVM classifiers described below. The vector representation most commonly used is the bag of words vector. A bag of words vector x exists in a vector space R m . This is a space of very high dimensionality, in which m represents the total number of unique words in the vocabulary, and each word i is represented by a unique coordinate x i .
We can map a text t to a vector x in the space R m by letting x i = c i (t), where c i (t)
shows the number of occurrences of word i in the text t. This simple count based scheme for scoring words is the one that we employ; other scoring schemes include binary scoring and the TF-IDF scoring method (Salton and Buckley, 1988) . The mapping may be accomplished with low computation and memory cost by exploiting sparsity of the data: only a small fraction of all possible vocabulary words are present in most texts. Sparse data structures exist which do not require any x i = 0 to be represented. In general, we assume that all punctuation has been removed, and all letters converted to lower case. However, we do not perform word stemming, owing to irregularities in eighteenth-century spelling. 6
In our domain of metaphors of the mind, body, heart, and soul, we start with a database of text excerpts. Each excerpt consists of a small number words -usually no more than a sentence -containing a keyword (such as 'mind") and its context. Each excerpt has been treating each excerpt as a unique text t which is mapped to a bag of words vector x, and is given label y. In this domain, positive examples of metaphors are given label y = (+1) and negative examples (i.e., non-metaphors) are given label y = (−1). Thus, the database of metaphors is mapped to a set of labeled vectors, with which we can train and test our classifiers.
Classification with Support Vector Machines (SVMs)
In this set of experiments, we work with linear SVM classifiers. SVMs are one form of linear classifier, and give state of the art performance on text classification (Joachims, 1998) . They are particularly well suited to the task of learning high dimensional data, such as our data set of sparse, high dimensional bag of words vectors.
Recall that our data of metaphors and non-metaphors are represented as vectors, which can be thought of as points in a space. A linear SVM finds a hypothesis vector w and bias term b, which define a hyperplane separating two classes of data -in our case, separating metaphors from non-metaphors (see Figure 1 ). While there are many machine learning methods that create a separating hyperplane (Mitchell, 1997) , SVM are statistically robust because they find a hyperplane that maximizes the margin between the two classes of data. This is formalized by finding a hypothesis vector w which minimizes the following objective function:
Minimizing the above function has two goals. Minimizing the right hand term corresponds to minimizing training error. Each value ξ i shows the amount of error the current hypothesis gives on the corresponding example in the training data x i , and m i=1 ξ i is a summation of all the training errors. Clearly, effective training should minimize error on the training data. Minimizing the left hand term, 1 2 || w|| 2 , corresponds to minimizing the complexity of the model. That is, SVMs prefer a simple hypothesis to a complex hypothesis. Intuitively, a simple hypothesis is one with a large margin around the hypothesis separating the two classes (see Figure 1 ). The goals of minimizing training error and minimizing model complexity are often in tension; the parameter C is set by the user to tell the algorithm how much weight to give to each of these goals in training (Scholkopf and Smola, 2002) .
This idea of minimizing training error while keeping the model as simple as possible puts a guarantee on the ability of the classifier to generalize its findings and classify new (previously unseen) examples well. For a complete overview of support vector machines, see the introductory tutorial by Burges (1998) , or texts by Cristianini and Shawe-Taylor (2000) and Scholkopf and Smola (2002) . In all of our classification experiments, we used the LIBSVM implementation (Chang and Lin, 2001) , with linear kernel, at default settings.
Testing Recognition of Metaphorical Usage
We first tested whether metaphors and non-metaphors are distinguishable within a single author's work. For these experiments, we used SVM classification, and used 100-fold cross validation to secure results. (n-Fold cross validation is a commonly used method of establishing test error rates, in which the data set is randomly divided into n distinct subsets. A total of n tests are then run; for each test n − 1 sets are used for training, and the remaining set is used for testing (Witten and Frank, 2005 Lonsdale (1989) . The data sets were of differing size and class distribution, as detailed in Table 1 . Our results on these experiments, reported in Table 1 , were encouraging. We achieved high levels of accuracy on all data sets, even those of relatively small size.
Learning Curves. These tests give us confidence that SVM classification may indeed be a plausible method for automatically harvesting more metaphors for 'The Mind is a Metaphor' database from the eighteenth century as well as from neighboring historical periods. But how much more manual labor must be conducted, especially in unexplored periods, before the application of machine learning methods can be effective? To answer this question, we plotted a set of learning curves for each data set, which appears in Figure   2 . The learning curve plots training set size versus test accuracy. We constructed this plot averaging over 20 independent trials. The curve shows that, in general, high levels of shows how the accuracy of the classifier improves with the number of training examples, for each of the eight data sets. Note that a relatively small number of training examples is sufficient to achieve near-asymptotic accuracy.
eighteenth-century examples by pushing forward into the future and reaching backward into the past -into the Renaissance and Victorian periods, respectively -may not necessitate any more than a small seed set of examples. In less than a week's time, an intimate cohort of period specialists could produce several such training sets for the long durée of mental metaphorics that stretches from medieval literature to present-day postmodern publications, which means we may well come to include new authors or genres and periods, without having to label many thousands of metaphors by hand.
Testing Transfer
Is it necessary to train a unique model for each individual author? We would hope that our models of metaphors and non-metaphors can generalize beyond a specific author. As a first test of this idea, we combined all eight data sets into one aggregate data set, and performed 100-fold cross validation on it. If the use of metaphors and non-metaphors does not generalize from author to author, we would expect that this aggregation would cause a significant decrease in classification accuracy. However, as the All column in Table 1 shows, SVM classification still achieved high levels of accuracy on this test.
We then explicitly tested the ability of models trained on one author to classify metaphors and non-metaphors from different authors. We did this by training a unique SVM classifier for each of the eight authors, and then testing that classifier on each of the remaining seven authors. Results of this experiment are given in Table 2 , and are generally positive -models trained on many of the authors do indeed transfer to other authors. Notable exceptions include poor performance transferring between the novelists and poets and between certain poets and Shakespeare.
The results are surprisingly strong and enable an original path of analysis between authors. But how is it possible that a machine can use metaphors from Pope's neoclassical poetry to find metaphors in Shakespeare's playful, punning comedies? Pope and Shakespeare occupy two distinct, clearly distinguished periods in the history of literature; their writing is separated by a full century of turmoil and innovation. In survey courses under- and who happily explores influence or traces continuities in poetic diction will be amply rewarded by the results presented in Table 2 . If a machine learns from one poet to find metaphors in another, we are encouraged to reopen discussions of what that latter poet may have learned from the former.
The discovery that a model transfers from one author to another is significant Fielding's novels are largely energetic, humorous, even sexy; Richardson's brim with sentiment and sentiments, and showcase nightmarish, claustrophobic interactions. And yet, the amount of transfer between models trained on these two authors shows that Fielding and
Richardson do share metaphors of mind. We take this analysis one step further, and produce a confusion matrix by group the data sets from the two authors and assigning four class labels to the metaphors: Fielding Metaphors, Fielding Non-Metaphors, Richardson Metaphors, and Richardson NonMetaphors. This data set was split into training and test sets with cross validation, and the results of multi-class SVM classification are shown in the resulting confusion matrix in Table 3 . The results along the diagonal show the number of correctly classified metaphors.
Of particular interest, however, are the relatively high number of times that an actual Fielding Metaphor was classified as a Richardson Metaphor and that an actual Richardson Metaphor was classified as a Fielding Metaphor. These results show that, whatever else separates them, the metaphorical vocabularies of these two authors do, indeed, overlap enough that they are difficult to distinguish one from the other.
Overall, the results from SVM classification show that automated expansion of the database is a practical alternative to pure manual effort. Although these methods produce high levels of accuracy, they are not free from error. One use of these methods is to employ them as an initial filter, to speed manual labeling efforts. But we must also consider the question of what level of noise (if any) is acceptable in such a collection. The literary historian is not pleased to find errors inserted into his database, but may well learn that noise and error are of interest in themselves. When a machine mistakes a metaphor, the example asks to be attended to more closely. 8
Blank Slates: a Case Study
We hope to illustrate the practical utility of this project by pulling out a specific constellation of metaphors from the Mind is a Metaphor collection and discussing it in the context of literary history. Ours is a metaphor's-or meme's-eye view of discourse, and we take as an example, the best-known metaphor from British empiricism, an emblem of empiricism itself.
In this section, we present a case study of Locke's 'white Paper, void of all Characters.'
Overturning Misconceptions
The most magisterial critic of eighteenth-century metaphors of mind, M.H. Abrams, claims in his classic study The Mirror and the Lamp, that it was John Locke, 'who more than any philosopher established the stereotype for the popular view of the mind in the eighteenth century' (Abrams, 1953 
Context and Metaphor
Because the history of ideas and computer-aided analysis of literature should never be pursued to the exclusion of social and cultural historical evidence, we look to the material culture and contemporary print technology for further clarification. The Stamp Acts passed by Parliament supply content to the metaphors. The eponymous stamp, a red mark placed on a sheet of paper, indicated that the tax had been paid (see Figure 3) . Because much paper was stamped before it was put through a printing press, Locke's 'white Paper' may be pictured as already marked with a red stamp.
Locke's use of the metaphor is thus vitiated by its own print culture context and proves reversible, and Locke's antagonists are quick to reappropriate it, putting it to a use antithet- While some twenty explicitly Lockean citations appear in the electronic text collections searched by keyword, more than half of these citations are negations, denials, or qualifications of the blank slate metaphor. The great majority of the almost two hundred instances of 'white paper' or 'tabula rasa' do not reference Locke's use of the metaphor at all. Often attribution is oblique: the mind has been compared to a tabula rasa by 'some,' 'some authors,' or 'some philosophers.' Epicurus is credited in many cases, Aristotle in many more.
By mining the 'million book' library and harvesting metaphors from hundreds of books, we produce a more accurate and more nuanced picture of a metaphor's place in the history of philosophy. We discover that the blank slate is not Locke's metaphor; it only came to be associated with his philosophy so exclusively in later centuries. And while Locke is often located in a tradition of radical Whig politics, the blank slate is not always an emblem of equality at birth and a call to reform and revolution. The metaphor is more ambivalent, if not fully ambiguous, and proves a ready-made emblem of oppression. Hobbes's common people's minds are available to be scribbled over with ideology, and male hegemony would preserve the fair, blank sex still clean and spotless until the blank young lady is ready for marriage. The blank slate metaphor is involved in pedagogical contexts but is also used to picture those geriatric minds in which all ideas have come to be erased. The metaphor is denied by some theologians but employed by others, it is found alternately in Pyrrhonist, neo-Aristotelian, and moral sense philosophy.
Pedagogues of all stripes use the metaphor to forward specific, incompatible educational agendas. In short, the meaning of a metaphor is given by the context in which it appears.
Traditional metaphors endure and prove reversible, antagonists put the same metaphor to antithetical purposes. The blank slate is, as it were, a blank slate. 
Automating Metaphorical Analysis
The preceding case study highlights the utility of creating a digital library of curated metaphors -it enables the literary historian to practice his or her craft with greater sophistication. However, manually mining this data still introduces potential for what the computer scientist recognizes as human biases into the analysis. In this section, we examine two automated methods of analyzing metaphors. The first ranks keywords by importance, using the Kullback-Liebler distance from information theory (Duda et al., 2000) , which reveals underlying patterns of word usage, semantics, and style. The second method creates a hierarchical clustering of the metaphors, grouping similar metaphors together as branches of a tree, and makes pattern discovery possible at higher more abstract levels of interpretation.
Kullback-Liebler Distance
One question to ask is, what words are most strongly associated with metaphors of the mind? We conduct analysis to answer this question, using the Kullback-Liebler distance (D KL ), which is a (non-metric) measure of distance between two probability distributions (Duda et al., 2000) . Similar to the concept of mutual information, D KL is based off the notion of cross entropy between two distributions. The formula for D KL is:
In our context, for each word i in the lexicon of a given author, this measure compares the probability P (i) of this word occurring in metaphorical usage by that author to the probability Q(i) of that word occurring in general usage as measured across the full corpus of that author's text. Thus, words are weighted by how important they are to that author's metaphorical style.
We have measured the D KL for words appearing in Shakespeare's and Pope's metaphors of heart, mind, body, and soul. The fifteen most important words on this measure are reported in Tables 4 and 5 (stop words omitted). We found the encounter with a string of words ranked by Kullback-Liebler distance to be an alienating one for the literary historian, but quickly realized that just this sort of defamilarization is a good thing. At first a literary critic will fixate on those terms that he or can connect to a line in the poem from which it originates, but the critic eventually begins to learn to read these columns of words and numbers in lieu of the texts from which they were derived. The table then becomes a new text and presents itself for interpretation. Obviously, this is no ordinary form of literary interpretation, but the insights won from the tables and charts here displayed bear upon the more traditional evaluations and appraisals of a writer's use of language. The critic returns to the printed page with a new appreciation for the complex patterns operating almost invisibly in literary language. Specifically, the critic returns and pays closer attention to passages with the Kullback-Liebler words in them.
In the Kullback-Liebler tables historical and thematic differences between Pope and Shakespeare become visible again. While 'steel' ranks high in relation to 'heart' in both Shakespeare's and Pope's analyses, the Shakespearean heart includes 'flint' and consequent terms redolent of fire ('quench,' 'kindling, 'furnace'). Shakespeare would here seem to be in the thrall of both Galenic conceptions of the heart as the source of vital heat and traditional figures that picture love as a flame. Pope's terms are more motley: feathers, nosegays, and quivers appear. Shakespeare's heart is marked with the first person possessive; Pope's with the third person -not 'my' heart but 'hers.' Shakespeare's mind is opprest, stiff, and stoops;
Pope's dances and glimmers but is prone to anarchy and vomition.
Pope would also seem to display advances in eighteenth-century brain science. Under the heading 'Body, ' 'nerves' and 'arteries' rank high, under 'Soul,' 'pineal,' 'fever,' and 'gland .' Shakespeare's body is, like his heart, on fire: we picture kindling, coals, flames, fires, and burning. Pope, crippled by tuberculosis of the bone, lived as a 'hunchback' in a period that had no sympathy for any kind of physical deformity. The terms that rank high under 'Body' include 'Sepulchre.' Strong dualism is here apparent in Pope: the body is also a cave or a receptacle. At the head of the columns, 'mind,' 'body,' and 'soul' jostle for position.
Hierarchical Clustering
Examining word importance with the D KL score yields useful insights, but may not be enough to tell the whole story. For example, the top D KL words for the blank slate metaphors of the mind are 'tabula,' 'rasa,' 'blank,' and 'paper.' Clearly, all these words carry The particular clustering method we applied creates a hierarchical tree of examples by iteratively joining the two most similar examples in the data set (Stolcke, 1996) . (This is referred to as the 'unweighted pair group" method by Sneath and Sokal (1973) ). Distance between metaphors was computed by mapping each metaphor to a bag of words vector, in which the score for each feature was assigned by
is the binary {0, 1} score indicating presence of word i in the given metaphor, m(i) is the probability of that word occuring in metaphorical usage, and n(i) is the probability of the word occuring in the author's general usage. We use D KL term weighting rather than other scoring schemes, such as binary weighting or TF-IDF scoring, as we this method computes similarity between metaphors based on the strength of the metaphorical keywords in the examples.
The results of hierarchical clustering on blank slate metaphors are given in Figure 4 . The hierarchical clustering reveals two main clusters of the blank slate metaphors, those using the tabula rasa metaphor of the mind, and those using the blank sheet metaphor. Additionally, there are several small clusters in which both the tabula rasa and the blank slate metaphors are used together. Each cluster might be understood as a specific metaphor, the whole as a constellation exhibiting close family resemblance. Clustering metaphors, we see how terms become synonymous. The scraped wax tablets of antiquity are updated and survive in poetic diction. The metaphor survives changing print technologies; slates are replaced by sheets of paper. In spite of the changing the material, print-culture environment, the metaphor persists.
Hierarchical clustering is one method of automating pattern visualization and discovery in the library of metaphors. Extending this work in the direction of author-topic modeling (Rosen-Zvi et al., 2004) as applied to metaphors may allow pattern discovery and visualization across much larger subsets of this collection.
Future Work: Increasing Automation and Collaboration
As has been intimated throughout this paper, it is our intention to collect metaphors from a variety of historical periods.
A new, open, interdisciplinary site will grow from the core set of metaphors of mind that was collected over the past three years. These metaphors constitute the foundation of the project, but over time the metaphor collection will continue to grow. Most profitably, the first additions to the site would include metaphors of mind harvested from the periods just preceding and following the eighteenth century. As the collection of metaphors expands, the website would become a destination for researchers from every imaginable discipline. A more complete collection of metaphors would attract an even more diverse stream of visitors.
Automated Harvesting
The current database of metaphors has been assembled through manual effort over a number of years. Machine learning methods can capitalize on this high quality training data to automate the process of harvesting a much larger set of metaphors. The current database should be sufficient to exhaust the eighteenth-century metaphors of the mind available in Chadwyck-Healey's electronic collection of English literature.
We believe that expanding the database may be accomplished by beginning with the neighboring historical periods, such as the seventeenth and nineteenth centuries and relying on our models to transfer. In this situation, we expect that the methods of semi-supervised learning may provide strong benefit. In semi-supervised learning, a small amount of labeled training data is used in conjunction with a large amount of unlabeled training data -in effect, combining the benefits of supervised classification and unsupervised clustering (Zhu, 2007) . These methods will provide leverage for our relatively small seed data set.
However, if we attempt to expand the database of metaphors into new eras, such as cyberpunk metaphors of the mind, or across many languages, it is unlikely that our current database will yield useful training data. In this case, additional manual labeling effort will be required. The learning curves shown in Section 3 showed that this effort may not be prohibitive -perhaps as few as one or two hundred examples may be enough to begin work in a new field. We may be able to reduce this initial effort even further through the use of active learning, in which a machine learning classifier identifies examples for which manual labeling will give the most benefit (Cohn et al., 1995) . Previous applications of active learning have been effective in reducing the amount of manual labeling necessary to reach asymptotic classification accuracy, in a number of fields including text classification (Tong and Koller, 2002) . We will find out if it can give similar benefit in our metaphorical setting.
Unsupervised Analysis
When and how does a vital, poetic metaphor harden into a few established uses? When, for example, does Locke's name come to be finally and ineluctably associated with the tabula rasa? What would an exhaustive history of the blank slate -or the mind's eye or metaphors of interiority -in English literature even look like? Will Chaucer's metaphors transfer to Joyce's novels? These are questions that cannot be answered by one unassisted scholar. In the long run, manual hunt-and-peck methods will not do.
Unsupervised methods of pattern recognition may be applied to this task, and may benefit the literary analyst. Hierarchical clustering is one method, but we may also apply clustering methods such as Expectation Maximization (Duda et al., 2000) as in authortopic modeling (Rosen-Zvi et al., 2004) for additional benefit across wider scales. Methods of anomaly detection may help the researcher cull unusual or surprising metaphors hidden in the haystack. Finally, additional methods of visualization, such as temporal or geographic mapping, may enable help to show how metaphors and ideas moved through time and space. These are the tools that transform a database of metaphors into a digital library of metaphors. Moving forward, these tools may be of particular benefit for analyzing and comparing authors not currently in the canon, on a large scale across thousands or millions of texts. This automated analysis can be performed based on direct textual comparisons, rather than being restricted to superficial labelings such as religion, gender, or political affiliation.
It is important to avoid the illusion that automated analysis is somehow more objective or less biased than traditional methods. There is no new infallible science of literature forthcoming. As the 'No Free Lunch" Theorem states (Wolpert and Macready, 1995) , every machine learning method requires the acceptance of base level assumptions, such as the appropriate choice of distance metric or the shape of the probability distribution underlying the data. These assumptions must, at some level, be taken on faith, and influence the results of automated analysis, just as cultural and theoretical biases influence traditional analysis.
Metaphorical Community
We are interested in the opportunities for further interdisciplinary collaboration enabled through online community involvement and automation with human assistance. 
