There is mounting literature that examines brain activation during tasks of working memory in individuals with neurological disorders such as traumatic brain injury. These studies represent a foundation for understanding the functional brain changes that occur after moderate and severe traumatic brain injury, but the focus on topographical brain-'activation' differences ignores potential alterations in how nodes communicate within a distributed neural network. The present study makes use of the most recently developed connectivity modelling (extended-unified structural equation model) to examine performance during a well-established working-memory task (the n-back) in individuals sustaining moderate and severe traumatic brain injury. The goal is to use the findings observed in topographical activation analysis as the basis for second-level effective connectivity modelling. Findings reveal important between-group differences in within-hemisphere connectivity during task acquisition, with the control sample demonstrating rapid within-left hemisphere connectivity increases and the traumatic brain injury sample demonstrating consistently elevated within-right hemisphere connectivity. These findings also point to important maturational effects from 'early' to 'late' during task performance, including diminished right prefrontal cortex involvement and an anterior to posterior shift in connectivity with increased task exposure. We anticipate that this approach to functional imaging data analysis represents an important future direction for understanding how neural plasticity is expressed in brain disorders.
Introduction
Traumatic brain injury (TBI) is the most common neurological disorder in the USA, with a lifetime prevalence recently determined to be 2% (Langlois et al., 2004) . In moderate and severe cases, the frontal lobes are affected $70% of the time (Hillary et al., techniques to examine cognitive, sensory and motor dysfunction in individuals with neurological impairment. One rapidly growing body of literature has examined alterations in basic information processing after moderate and severe TBI, including examination of executive control (Scheibel et al., , 2009 Turner and Levine 2008) , processing speed (Hillary et al., 2010) , memory encoding Levine et al., 2002; Strangman et al., 2009 ) and working memory (Christodoulou et al., 2001; Perlstein et al., 2004; Maruishi et al., 2007; Newsome et al., 2007; Sanchez-Carrion et al., 2008a, b) . These studies provide the foundation for understanding the large-scale functional brain changes occurring after moderate and severe TBI in adults. For example, in imaging studies of working memory, one finding that occurs almost universally after TBI is the recruitment of regions in the prefrontal cortex (and often right prefrontal cortex, specifically) and anterior cingulate cortex (for reviews see Hillary et al., 2006; Hillary 2008) .
What remains unclear in this literature is the nature of prefrontal cortex/anterior cingulate cortex recruitment and how it supports (or possibly inhibits) recovery of function. In a series of papers, we proposed and tested the 'latent resource hypothesis', which maintains that neural recruitment after TBI is not abberant or formal 'reorganization', but instead represents the natural waxing and waning of executive control during variable cerebral challenge (Hillary et al., 2006 (Hillary et al., , 2010 Hillary, 2008) . As an extension of this position, we proposed that right prefrontal cortex is differentially recruited in neurological samples because of the role the right hemisphere has been shown to play in handling novel task demands (Pardo et al., 1991) . In the current study, this conceptualization of neural recruitment after injury provides a framework for testing hypotheses about how disrupted neural systems implement novel tasks.
To date, studies that examine functional brain activation differences after TBI have focused almost exclusively on documenting the brain regions where the blood oxygen level-dependent signal (BOLD) differentiates the groups topographically. This approach has been the methodological standard in the clinical neurosciences using functional MRI to understand plasticity following neurological compromise; but focus on the between-group differences in brain topography offers little information regarding how components within neural networks interact following neural disruption. For example, measurement of activation topography ignores the critical possibility that even equivalent results between groups may disguise very important differences in network functioning-differences that are observable only when determining how the components within the network communicate. Thus, while neural recruitment has emerged as the most common finding in studies examining the magnitude of the BOLD signal change (i.e. activation), there are no studies to date using effective connectivity modelling to examine how the neural recruitment repeatedly observed after TBI has bearing on network communication.
Critical early work in neural network modelling occurred over a decade ago (McIntosh and Gonzalez-Lima, 1994) and there have been important advancements in modelling of time series brain data since that time (Friston et al., 1994 (Friston et al., , 1995 Kim et al., 2007; Oikonomou et al., 2010) . For example, in one application of network modelling, investigators demonstrated altered connectivity in a case of amnesia (Maguire et al., 2001) . Overall, however, the use of effective connectivity to understand the consequences associated with neurological disorder has been sparse. If we were to extend the latent resource hypothesis to effective connectivity modelling, we might anticipate that prefrontal cortex (and often right prefrontal cortex) should be differentially involved in tasks of working memory (or other tasks requiring cognitive control engagement) in patients with TBI compared to healthy controls. This position also maintains that, with increased task facility, the response in prefrontal cortex of individuals with TBI should reflect similar downregulation of prefrontal cortex as demand on excutive control diminishes. If this characterization of prefrontal cortex recruitment in TBI is accurate, individuals sustaining injury should demonstrate greater right prefrontal cortex connectivity compared to healthy controls, but with continued exposure to a new task, this influence should diminish as task proceduralization occurs, thus resulting in reduced demand on anterior portions of the network overall. In the current study, we use the most advanced connectivity modelling available to examine this conceptualization of prefrontal cortex recruitment after neurological disruption.
In a recent study examining resting-state connectivity after TBI, Nakamura et al. (2009) applied graph-theory analysis to examine whole-brain 'small-worldness' during recovery, documenting changes in resting state connectivity during the first 6 months following injury. Recovery from injury revealed greater clustering of connections, greater 'small-worldness' and a reduction in the overall number of highly significant connections. The resting state connectivity findings in Nakamura et al. (2009) included an extensive number of regions of interest, but the direction of network connectedness during recovery may offer important information about what is to be expected in the current sample. For example, we anticipate that, compared to a TBI sample, a healthy control sample would exhibit a sparser network, but the TBI sample would demonstrate convergence toward a parsimonious network with increased task exposure.
Thus, the goal of this study is to use recently advanced connectivity modelling to examine a well-established working memory task in a group of individuals with TBI. Of importance here, the topographical activation results are known and consistent with a larger literature (e.g. prefrontal cortex recruitment in TBI), thus permitting direct examination of network connectivity in TBI where neural recruitment has been observed. In doing so, this is the first study to use advanced connectivity modelling to examine new learning following neurological compromise.
Study hypotheses
Given the clinical heterogeneity inherent in TBI, one aim of the current study was to focus on within-subject change in order to determine how networks are altered with task exposure. To do so, we examined effective connectivity during early trials, comparing these early models with later connectivity models after greater facility has been developed within the task (henceforth, referred to as 'early' and 'late' task effects). Based upon prior crosssectional topographical activation studies in this literature and our recent findings in TBI, there are three hypotheses regarding effective connectivity after moderate and severe TBI.
Hypothesis 1a
Based on the latent resource hypothesis and the postulated role of the right hemisphere in handling task novelty during acquisition, we anticipate that, during early task exposure, individuals with TBI will demonstrate greater right hemisphere connectivity within the network compared to healthy adults.
Hypothesis 1b
Related to Hypothesis 1a, we anticipate that with increased exposure to a novel task, right hemisphere (and specifically right prefrontal cortex) influence on the network will diminish over time.
Hypothesis 2
Based on our prior work, examining resting connectivity in TBI (Nakamura et al., 2009) , we anticipate that individuals with TBI will demonstrate a greater total number of overall connections and greater inter-hemispheric connectivity compared to healthy controls and that these should diminish with increased task efficiency.
Hypothesis 3
As an exploratory hypothesis, we anticipate that with prolonged task exposure and increased task efficiency, network modulation will result in reduced anterior influence (e.g. due to reduced demand in cognitive control) and therefore relatively greater posterior influence (e.g. due to formalized sensory representation).
Materials and methods

Subjects
Participants included 12 right-handed individuals with moderate and severe TBI and 12 right-handed matched healthy controls between the ages of 18 and 53 years without any reported medical or psychiatric disabilities. Demographic and clinical characteristics of the sample are presented in Table 1 . TBI severity was defined using the Glasgow Coma Scale in the first 24 h after injury (Teasdale and Jennett, 1974) . Glasgow Coma Scale scores from 3 to 8 were considered 'severe' and scores from 9 to 12, or individuals with significant neuroimaging findings, were considered 'moderate'. All individuals with TBI had an initial Glasgow Coma Scale score of 3-12 and/or had at least one identifiable brain lesion site as confirmed by acute neuroimaging reported in their medical records. Candidates for the study were excluded if they had a history of neurological disorder such as prior TBI, stroke or seizure disorder or significant neuro-developmental psychiatric history (such as schizophrenia or bipolar disorder). Individuals were also excluded if they had a history of inpatient treatment for substance abuse. These exclusions were assessed via medical chart review and were covered in the institutional review board-approved consent form and were discussed/confirmed with the study participant and/or the family member(s) of each participant at the time of study enrolment.
Magnetic resonance imaging
A visual sequential letter task, the n-back, was used to assess working memory. Alphabetical letters were presented at a rate of one every 2 s (stimulus duration = 1750 ms, interstimulus interval = 250 ms). The subjects were instructed to press a response button as quickly as possible whenever the current letter was the same as the letter immediately preceding it (1-back task) or two letters prior (2-back task; Speck et al., 2000; Chang et al., 2001) . The current block design alternated between 20 s 'on' and 14 s 'off' blocks. During each 20 s block, three or four positive targets (i.e. 'yes' responses) were presented at pseudorandom intervals and a total of 21-24 targets were presented per run for a total of 80 stimuli per run. During the rest period (14 s), subjects were instructed to fixate on a small asterisk presented at the centre of the display screen. As part of a larger study examining task practice, after initial MRI scanning, subjects were removed from the MRI environment and permitted to rest briefly ($5 min) and then proceeded to practice outside of the scanner one run of 1-back and one run of 2-back tasks before returning to the MRI environment. For the purposes of the current connectivity analysis, we focus here on the initial MRI session only (a single extended 1-back and 2-back per subject).
All data were acquired using a Philips 3 T system and a 6-channel SENSE head coil (Philips Medical Systems, Best). First, 3D highresolution T 1 -weighted magnetization-prepared rapid acquisition with gradient echo (MPRAGE) images (9.9 ms/4. 
Data preprocessing
Preprocessing of the functional MRI data was performed using SPM 5 software (http://www.fil.ion.ucl.ac.uk/spm5). The first nine volumes were removed from analyses in order to control for initial signal instability. Pre-processing steps included realignment of functional data of each trial to the first functional image of that trial using affine transformation (Worsley and Poline, 1995; Ashburner and Friston, 1997) . Functional images were then coregistered to the individual's T 1 magnetization prepared rapid gradient echo and all data were normalized using a standardized T 1 template from the Montreal Neurological Institute, using a 12-parameter affine approach and bilinear interpolation. Normalized time series data were smoothed with a Gaussian kernel of 8 Â 8 Â 10 mm 3 in order to minimize anatomical differences and increase signal to noise ratio.
Functional imaging contrasts
First level analyses using the general linear model within SPM5 produced intra-individual 2-back minus rest and 1-back minus rest contrasts. These contrasts were used to guide region of interest determination (see below). Topographical activation results from betweengroup analysis is available in Medaglia et al. (manuscript under review) , but in brief, individuals with TBI demonstrated greater activation in working-memory networks compared to healthy controls during the 1-back task and slower reaction times and comparable activation and performance compared to the healthy controls during the 2-back task. Both groups recruited additional neural resources to successfully engage in the 2-back compared to the 1-back. Finally, over time (early versus late trials), both groups demonstrated reduced prefrontal cortex involvement with prolonged task exposure. These data are largely consistent with prior studies examining workingmemory performance in TBI, affording the opportunity to examine the implications these findings have for effective connectivity networks.
Creating region of interest time series for connectivity analysis
To arrive at connectivity models, original region of interest time series data were collected based upon peak and surrounding activation in six predetermined Brodmann areas chosen based on substrates demonstrated in the working memory literature to be recruited after TBI. These regions are bilateral frontal (Brodmann area 46), anterior cingulate (Brodmann area 32) and parietal (Brodmann area 40) regions subserving working memory functioning (Hillary, 2008) . Activation was determined by locating the peak voxel and, based on this voxel, a mean-centred time series of BOLD signal intensity over the course of the time series was extracted for the identified peak voxel and a corresponding 5 mm radius sphere surrounding the peak for each Brodmann area using the MarsBar toolbox in SPM 5. Each identified peak voxel was examined against the Talairach Daemon after conversion to Talairach space (Brett, 1999) in order to guarantee that it was spatially located within the Brodmann area of interest. Of note, we used a 'thresholding to inclusion' procedure to guarantee that all subjects had a 'peak' in each of the six regions of interest. To do so, the threshold for determining peak activation was initially constrained at P 5 0.001 uncorrected to locate the highest peak within each of the six Brodmann areas. When this threshold revealed no appropriate peaks in a Brodmann area, the threshold was relaxed to a maximum of P 5 0.25. In the rare case that peak activation was apparent; an adjacent region of interest also linked to similar working-memory function was permitted (e.g. Brodmann areas 32/24, 46/9, 40/39). While this threshold might be problematic in the study of regional mean signal change (i.e. studies of activation), it is justified here with the understanding that regions of interest with weaker mean signal change at this first step would not influence connectivity results (i.e. regions of interest truly uninvolved in task do not demonstrate systematic covariance with those involved in task). Thus, we used liberal thresholding at this first step to include subject-specific BOLD connectivity for every region of interest and then permitted the second step, which included very stringent criteria, to prune any spurious connections. Then, for each subject the time-series for all six regions of interest were submitted to secondary (i.e. connectivity) analysis. Connectivity data are based on the relationships between mean signal intensities for each spherical region of interest along the time-series, including during and in the absence of task stimulation. The influence of task onsets on mean signal in regions of interest was modelled explicitly with other vectors of interest during connectivity modelling (see description below).
Connectivity analysis: the extended-unified structural equation model
Based on the selection of the six regions of interest determined with the procedure outlined above, connectivity between these six nodes (i.e. bilateral frontal, anterior cingulate and parietal regions) was determined by using extended-unified structural equation modelling. For a detailed description of the extended-unified structural equation model and its validation, please refer to recent work by Gates et al. (2010a, b) . The extended unified structural equation model maintains several important advantages over previously developed algorithms. First, it offers the opportunity to examine both contemporaneous and lagged effects for all nodes within the model simultaneously that reduces biases occurring in modelling when these effects are not considered, such as in vector auto-regression and traditional structural equation modelling (Kim et al., 2007; Gates et al.,2010a) . The extended unified structural equation model explicitly models the modulating effects of input on the relationships between regions of interest via bilinear terms that consider the hemodynamic response function plus an error term, thus affording a stochastic (or non-deterministic) approach to neural modelling. For the purposes of this study, perhaps the most important advancement offered by the extended unified structural equation model is that it permits both confirmatory and exploratory data analyses, thus allowing for a data-driven approach to hypothesis testing. In summary, extended unified structural equation model modelling for a single input (i.e. task) and 'lag' (i.e. prior voxel status predicts later voxel status) of one can be captured as:
The extended unified structural equation model, where indicates the region of interest time series, u a one-vector input series (which may be expanded to include more inputs) convolved with a haemodynamic response function (Sarty, 2006) , A the contemporaneous relations among regions of interest, È the lagged associations, input effects, the bilinear associations and error assumed to be a white noise process. Note that this equation applies specifically to a lag of one. For a more general model of q-order time lags refer to Kim et al. (2007) .
Application of the extended unified structural equation model: rationale and procedure
Rationale
One primary concern when conducting connectivity analyses is the potential for generating connectivity maps at the group level that fail to describe any one individual in the group. Current approaches for aggregating across individuals all suffer from this potential pitfall because they assume ergodicity, or similar patterns, across subjects. However, it is reasonable to assume that there may be more than one way in which spatial integration occurs in any group member. For example, if there were just two different network patterns in a group of subjects (which is a very conservative estimate for working memory), previous structural equation model algorithms for concatenating time series aim to accommodate the two patterns, arriving at estimated parameters for all connections that are seen across the individuals. In the process, however, a map emerges that often explains no one person and with the high probability of containing spurious connections not observed in any individual group member (Gates et al., 2010b) . In this case, the group model presents information that falsely informs investigators about the true state of the neural system. For these reasons, we focus on extended unified structural equation model analysis applied at the individual level and from these estimates we can examine between-group differences and network change over time using estimates we are assured describe the individual network processes.
Procedure
Covariance matrices were created of each half of the individual's region of interest time series for the 1-back and 2-back conditions. This resulted in four matrices representing 'early' and 'late' for each n-back condition per person. The covariance matrices used for connectivity analysis was 20 Â 20 and included: six region of interest time series at time t (where t ranges across the sequence of registrations); the same six region of interest time series at the next time t + 1 (lagged series); two time series of the direct effects of the input convolved with the same canonical haemodynamic response function used to determine region of interest activation (at time t and lagged at the next time t + 1); and six bilinear series representing the region of interest time series at each time t multiplied with the convolved input series at time t. The automatic extended-unified structural equation model search (cf. Gateset al., 2010a) was applied to each matrix.
Model fit parameters found to demonstrate reliability in simulation studies (cf. Gates et al., 2010) were chosen a priori so that all of the following were maintained in the final model derived from the automatic search: root mean squared error of approximation 50.05; standardized root mean squared residual 50.05; non-normed fit index 40.95, and the comparative fit index = 0.95. This procedure offers a conservative estimate of connection -values that are less sensitive to sample size and number of parameters (Brown, 2006) . Once the appropriate model was identified, all non-significant individual -parameters were trimmed (Gates et al., 2010b) , and the final pattern of -parameters was submitted to a confirmatory model to obtain the best estimates that would be expected if the study were replicated for that person.
For the purposes of this article, only contemporaneous effects are tested and presented in second-level analyses. One reason for this is that because the resolution in functional MRI is much cruder than the millisecond scale of actual neural events, lagged effects are difficult to interpret. These analyses do, however, account for the influence of time-lagged effects on effective connectivity, resulting in unbiased estimates of contemporaneous effective connectivity.
Neuropsychological testing
On the same day as MRI scanning, a battery of neuropsychological tests was administered to each participant to assess cognitive function. The battery assessed common cognitive functions known to be impaired in individuals with TBI, such as processing speed, working memory and new learning. Working memory was assessed with the Digit Span subtest of the Wechsler Adult Intelligence Scale (third edition), including simple attention/rehearsal (digits forward) and rehearsal/manipulation (digits backward; Wechlser, 1997) . Processing speed, inhibition and cognitive set switching were assessed using the Trail-Making Test A and B (Reitan, 1958) and the Stroop Colour-Word test. Basic fund of knowledge was assessed using the Information subtest of the Wechsler Adult Intelligence Scale (third edition) (Wechlser, 1997) .
Results
Demographics Table 1 provides the mean and standard deviation for the two samples for demographic variables. The two samples were not significantly different in age, education or gender.
Behaviour Table 2 provides the results of neuropsychological testing. The data are generally consistent with findings in TBI, where primary deficits in executive control and processing speed are evident. Of note, this sample of individuals with TBI showed milder impairments on tests of working memory outside the scanner. Table 3 provides the results for performance on the n-back task during functional MRI data acquisition. Overall, individuals with TBI demonstrated diminished accuracy and reaction time during the 1-back and comparable reaction times during the 2-back tasks. When considering the entire sample, the influence of task load was observed for both accuracy and reaction time. Finally, early versus late effects on reaction times were observed in the TBI group for the 2-back condition.
Connectivity analysis Examining connectivity frequency
In order to establish the between-time point changes in neural connectivity, separate extended-unified structural equation models were estimated for each individual at each half of each run. We estimated a total of four models per individual via the automatic search procedure. Again, all individual extended-unified structural equation models were subjected to rigorous statistical fit thresholds (root mean squared error of approximation 50.05, standardized root mean squared residual 50.05, comparative fit index 40.95, non-normed fit index 40.95), ensuring that the final model fits the data well. For confirmatory models, nonsignificant connections were not included. The final confirmatory models evidenced excellent fits: 97% met the stringent criteria for an excellent fit on at least one of the four fit indices above (root mean squared error of approximation, standardized root mean squared residual, non-normed fit index and comparative fit index) with the remaining 3% being considered acceptable fits by these indices. Thus the final models contain only connections that significantly predicted region of interest activity in that person for that run. This rigorous approach ensures that reliable estimates for each individual are obtained. The extended-unified structural equation model was applied to six region of interest time series for two groups of 12 subjects, resulting in 24 effective connectivity maps for each of the four factors of interest: 1-back early; 1-back late; 2-back early; and 2-back late. See Table 4 for the mean locations within each region of interest for each subject group. As only significant connections are retained in the final extended-unified structural equation model maps, connections not estimated were considered to have a 'zero' for the weight. A bimodal distribution thus occurs when looking at values for a path across individuals since those without the connection have zeros and those with the connection have normally distributed weights. To examine the influence of group (i.e. healthy controls versus TBI) and time (i.e. early versus late) we aimed to focus on change in the frequency of connections as opposed to the strength of those connections. As noted above, this approach to data aggregation eliminates the possibility that group-level data include connections that do not exist in the individuals comprising that group. In doing so, the absolute values of the resulting weights across individuals reveals a bimodal distribution so that for any two regions of interest for an individual, the connection between them is labelled either 1 (positive connection) or 0 (no connection).
Extended unified structural equation modelling: testing the hypotheses
To establish individual connectivity maps, binary connection values were based on findings that were highly reliable for each subject. In order to reduce the number of statistical comparisons, only analyses directly related to testing the hypotheses were conducted.
Right and left hemisphere connectivity
To examine the hypothesized role of the right hemisphere in initial task processing, we specifically examined the frequency of connections within the left hemisphere, within the right hemisphere and between-hemispheres. Three separate 2 Â 2 Â 2 analyses of variance were conducted to examine the influence of group (between subjects), time and load (within subjects) on the frequency of connectivity. First, an ANOVA revealed a main effect of load for total number of connections (considering left and right hemispheres together) [F (1, 20) = 7.504, P = 0.013] (Fig. 1A) . Second, an ANOVA was conducted to test the effects of group, time and load on connections within the left hemisphere, revealing a significant main effect of load, [F (1, 20 (Fig. 1C) . Finally, an ANOVA was conducted to test the effects of group, time and load on connections within the right hemisphere, resulting in a nearly significant interaction of load, time and group [F (1, 20) = 3.271, P = 0.086] (Fig. 1D) .
To test the hypotheses, post hoc t-tests were conducted examining the relationships between group, time and load and their influence on left and right hemisphere connectivity (only as noted below, a one-tailed test was used for analyses specific to hypothesis and when the direction was predicted). To guide these statistical comparisons, first the data were plotted in group Â time for the four time points (Fig. 1A-D) . Based upon ANOVA result, there was a significant effect of load on total connectivity, with connections increasing with load ( Fig. 1A) , but as can be seen in Fig. 1A and B, there were no significant between-group differences in total connectivity (more on this below) or in betweenhemisphere connectivity. When examining within-hemisphere connectivity, results did reveal that the TBI sample demonstrated greater within-right hemisphere connectivity early during the 1-back [frequency 1.50 in TBI versus 0.916 in healthy controls; t . Thus, the TBI sample maintained increased right hemisphere connectivity overall and was slower to demonstrate the growing left hemisphere connectivity observed in the sample of healthy controls. Finally, correlational analyses between within-right and withinleft hemisphere connectivity and task reaction time were conducted to determine the relationship with performance. To guarantee variance, these analyses focused on total withinhemisphere connectivity and change in reaction time. Pearson correlations revealed nearly significant relationships between reaction time change and change in within-right hemisphere connectivity during the 1-back (r = À 0.56, P = 0.071) and 2-back (r = À 0.59, P = 0.056) and a non-significant relationship between reaction time change and within-left connectivity change during the 1-back (r = À 0.296, P 4 0.05), but a significant relationship with change in left hemisphere during the 2-back (r = À 0.662, P = 0.027). These data indicate that, when considering the entire right hemisphere, increased within-hemisphere connectivity is associated with decreased reaction times (improved performance), but that this effect may be load-dependent in the left hemisphere. 
Prefrontal cortex connections
To explore the role of prefrontal cortex in the hemisphere effects observed above, right and left prefrontal cortex connectivity were plotted for each of the four time points for: (i) total connections; (ii) connections with the left hemisphere; and (iii) connections within the right hemisphere.
Prefrontal cortex total connections
As can be seen in Fig. 2A-D , with respect to total right prefrontal cortex connectivity, the healthy controls sample reveals a downward shift at both loads, but the TBI mirrors this response only for the 1-back and shows no real change from early to late in the 2-back. In left prefrontal cortex, the healthy controls quickly reach asymptote by late in the 1-back and the TBI group continues to develop connections until late into the 2-back. Overall, the total number of connections for right prefrontal cortex shows a response pattern more closely linked to load and time and the left prefrontal cortex shows a response pattern more closely linked to time irrespective of load in both groups.
Within-hemisphere prefrontal cortex connections
Consistent with healthy controls, the TBI sample demonstrates a significant downward shift in right prefrontal cortex connectivity within the right hemisphere from early to late in the 1-back [frequency 0.58 to 0.09; t (10) = 1.83; P = 0.048; Cohen's d = 0.85], but there is an interaction of group Â time for the 2-back where the healthy controls demonstrate a reduction in right prefrontal cortex from early to late during the 2-back, but inconsistent with Hypothesis 1b, the TBI sample demonstrates a non-significant increased right prefrontal cortex involvement from early to late in the 2-back. Consistent with what is observed in the 'within-left hemisphere' findings above, connections from left prefrontal cortex to the left hemisphere in the TBI group are late to develop and the healthy controls group has already plateaued and begun to decline by the late 2-back period ( Fig. 2C and D) .
Between-hemisphere prefrontal cortex connections
In the TBI sample, there is little change of connectivity from right prefrontal cortex to the left hemisphere during the 1-back, whereas the healthy controls showed a slight decrease to asymptote over time. Declining between-hemisphere connectivity appeared by the end of the 2-back in the TBI sample ( Fig. 2A and B ) and is consistent with the delayed development of connections within the left hemisphere. In left prefrontal cortex, between-hemisphere effects were nearly identical for both groups and responded to time irrespective of load ( Fig. 2C and D) . Finally, to examine the connectivity between the two prefrontal cortex regions, specifically, we examined the influence of right prefrontal cortex on left prefrontal cortex over time in the TBI sample (Hypotheses 1a and b). Two-tailed test results revealed a non-significant decline in right prefrontal cortex influence on left prefrontal cortex from early to late in the 1-back [frequency 0.27 to 0.18; t (11) = 1.0; P = 0.34] and a significant decline in this influence during the 
Density of network connectivity
As noted, there was a main effect of task load on the total number of connections, with the network becoming denser as task load increased (total frequency 1-back: 1.0833; 2-back: 1.9167; P = 0.035). However, when examining the hypothesis regarding the total number of connections between groups, and from early to late, there were no significant differences. For example, when collapsing across task load (1-back and 2-back), there were no between-group differences in the total number of connections (healthy controls = 7.4167; TBI = 7.0250; P = 0.372). There was also no effect of task load on the total number of connections during between group comparisons: 1-back early (healthy controls = 6.75; TBI = 6.75; P = 1.00); 1-back late (healthy controls = 7.2500; TBI = 6.4545 P = 0.298); 2-back early (healthy controls = 8.6667; TBI = 7.3333; P = 0.235); 2-back late (healthy controls = 7.000; TBI = 6.9091; P = 0.903).
Anterior-posterior modulation
Finally, it was a goal to examine between-group differences and change in the connectivity between anterior and posterior network nodes. An independent sample t-test revealed that the parietal lobe influenced the frontal regions more in healthy controls than patients with TBI overall (healthy controls = 1.8958 versus patients with TBI = 1.4500; P = 0.041). In the TBI sample, the influence of the left parietal on the left prefrontal cortex (P = 0.03) and left anterior cingulate cortex (P = 0.043) increased from early to late 1-back. Furthermore, the influence of left parietal on left anterior cingulate cortex also increased from early to late during the 2-back (P = 0.017), so the increased influence of left parietal on left anterior cingulate cortex over time was consistent at both loads. Finally, there was a general load/time effect within the TBI sample, with greater parietal influence on the network from 1-back to 2-back.
Group frequency map
The analyses above demonstrate trends in overall connectivity across and within individuals. However, these analyses do not permit a representation of the connections most frequently occurring within the current data. Thus, it was also goal in the current application of the extended unified structural equation model to derive group-level effective connectivity maps based upon the frequency of observed connections to offer representative group images of connectivity changes. This approach retains the high resolution of the extended unified structural equation model to document individual connections, and does not average covariance matrices across individuals, which tends to produce misleading aggregate representations (cf. Molenaar, 2004) . Figures 3-6 demonstrate network connectivity based on the frequency of observable connections. In order for any connection to be retained in the model, it was necessary for at least 40% of the sample to demonstrate that connection either 'early' or 'late' in the task for each task load (1-back and 2-back considered separately here). Because of this, these final analyses were distilled to only the most frequently observed connections in order to permit isolation of common group connection changes. Of critical importance, the influence of task 'input' was primarily observed in the left hemisphere in the healthy controls sample and in the right hemisphere in the TBI sample. Also, consistent with the hypotheses is the reduced influence of right prefrontal cortex from early to late for each task load in the TBI sample.
Discussion
The goal of this study was to examine effective network connectivity in individuals who have sustained severe TBI with focus on understanding how disrupted neural networks accommodate novel tasks. Thus, the goal was to understand how task acquisition (i.e. learning) occurs in a disrupted neural system with specific attention given to the interaction between relevant components within the network, as opposed to the magnitude of the response in the individual components (as observed in traditional topographical activation studies). In order to achieve this goal, we focused on network change while subjects were engaged in a well-established working-memory task (i.e. n-back). The analysis here focused on connection frequency as the basis for model building; an alternative and more conservative approach to traditional structural equation model methods that pool variance to arrive at a mean -value for each connection. To the best of our knowledge, this is the first functional imaging study to examine cognitive plasticity after neurological compromise using connectivity modelling and the first to employ these advanced connectivity methods (i.e. extended-unified structural equation model; Gates et al., 2010a, b) .
Primary findings
In testing the first Hypotheses (1a and b), it was a goal to determine if the right hemisphere plays a unique role in task acquisition after TBI. We anticipated that, compared to the healthy controls sample, individuals sustaining TBI would demonstrate greater right hemisphere influence on the network (with emphasis on the right prefrontal cortex) and this hypothesis was based on the observation in traditional 'activation' studies that right prefrontal cortex may be differentially recruited in TBI samples during tasks of working memory (McAllister et al., 1999 (McAllister et al., , 2001 Christodoulou et al., 2001; Perlstein et al., 2004; Maruishi et al., 2007; Hillary et al., 2010) . As noted, one interpretation of this neural recruitment is that it represents increased allocation of cognitive control resources to permit the development of task routines during task acquisition (Hillary, 2008) . Thus, as a corollary to Hypothesis 1a, we anticipated that as task exposure increased, the demand for greater cognitive control oversight in TBI should diminish (Hypothesis 1b). We anticipated that this effect would be observed in the current data as increased connectivity between right prefrontal cortex and other nodes within the network early during task engagement and that this effect should diminish over time as task subroutines are developed. In order to examine this position we analysed average frequencies derived from individual extended unified structural equation model models (Figs 1 and 2) as well as qualitative analysis of group data based on the most frequently observed connections (Figs 3-6) . Each of these analyses lent support to the hypotheses and is discussed in turn below.
Examining within-and betweenhemisphere connectivity
The most consistent intra-hemispheric findings observed in the frequency data were that the TBI sample demonstrated consistently elevated within-right hemisphere connectivity and a protracted leftward shift in connections compared to the healthy controls sample. These general effects in the left hemisphere also served as the blueprint for the evolution of left prefrontal cortex connections in TBI. The elevated right hemisphere involvement in TBI compared to healthy controls ( Figs 1D, 2A and B) represented a combination of both right prefrontal cortex effects (early decreases during 1-back and increases from early to late 2-back) and right parietal effects that increase within each task load, with the net result reflecting greater involvement in TBI. When juxtaposing the two patterns of altered connectivity observed in right and left prefrontal cortex, what emerges is the Right prefrontal cortex appears to be more responsive to task load (with time influencing connections within each load level) while left prefrontal cortex connections appear here to respond primarily to time on task (irrespective of load). This effect is clearer in the healthy controls sample ( Fig. 2A and C) ; as the task formalizes in the healthy controls sample over time, left prefrontal cortex increases to asymptote and then declines and right prefrontal cortex shows sharp decline while responding to each load. In the TBI sample, there is a latency in left hemisphere connectivity so that by late in the 2-back, the total number of connections reaches the point where the healthy controls sample peaked late in the 1-back (time being the critical determinant). In the right prefrontal cortex, however, connectivity is tied to task load, but with some inconsistency in the direction of recruitment, including diminishing connections from early to late in the 1-back and relatively constant connections in the 2-back ( Fig. 2A and B) . This latest finding is inconsistent with Hypothesis 1b and may be attributable to a shift in the connections between-and within-hemisphere. That is, right prefrontal cortex influence on the left hemisphere (and left prefrontal cortex specifically) appears to decline, but its within-hemisphere influence is increasing and may be partially due to the increased parietal connectivity observed over time.
Overall, we interpret these laterality effects observed between groups to be the result of more persistent task 'novelty' in the TBI sample relative to healthy controls resulting in greater right hemisphere influence in TBI and a rapid 'leftward' shift in the healthy controls sample as task procedures are more readily formalized (Fig. 1C) . These data are generally consistent with what would be expected if the role of increased right prefrontal cortex involvement after neurological disruption represents increased allocation of cognitive control resources during periods of inefficiency or as novel task demands are accommodated (Kelly et al., 2006) . This finding is most evident during very early task acquisition (i.e. early to late in the 1-back) where right prefrontal cortex decline is significant. The distinct effects observed in the 2-back may reflect a renewed demand on cognitive control resources with increased task load. Even so, there is general support here for relatively greater influence of right prefrontal cortex after head injury and a potentially unique role for right prefrontal cortex in handling task novelty early on so that task routines can be more concretely formalized in left hemisphere (Gazzaniga, 2000) .
Whole-brain connectivity
Based on our earlier work examining recovery after TBI (Nakamura et al., 2009) , we anticipated that the total number of connections within the nodes represented here would be greater in TBI compared to healthy controls and that this number of connections would be task load sensitive and decline over the course of the task (Hypothesis 2). While there was a main effect of task load (1-back to 2-back) on connections, with the total number increasing with load, in general this hypothesis was not supported. There are likely to be two important reasons why between-group differences were not observed here. First, the findings by Nakamura et al. (2009) were based on a measure of non-task related connectivity and the specific relationships between resting and stimulus-related networks remain an emerging area of investigation in the clinical neurosciences. Secondly, the data in this earlier study (Nakamura et al., 2009 ) included 112 distinct regions of interest without focus on specific working-memory networks compared to the six (bilateral) regions of interest examined in the current study. Because the extended-unified structural equation model is a novel technique, we chose to examine a well-established task and substrates commonly linked to working memory to constrain the analyses and hypotheses. However, inclusion of a greater number of regions of interest would afford the opportunity to observe any expansion or pruning of secondary support connections and to document global connectivity change. Whatever the reason, the current data did not offer evidence that healthy controls and TBI differ in the total number of connections early during task performance or later during task acquisition. This is not consistent with other work conducting partial correlation analysis to examine covariance between regions showing activation changes during new learning (Strangman et al., 2009 ) and is certainly an area requiring further inquiry using a larger number of task-related regions of interest. Of note, the frequency distribution does indicate that individuals with TBI may show a greater number of 'highly frequent' connections, which may be a starting point for further analyses examining network sparsity. Even so, overall these data indicate that within this discrete group of network nodes, the overall loss or gain in connections due to injury is negligible.
Anterior and posterior network influence
Finally, we hypothesized that there would be a shift from anterior to posterior influence to posterior to anterior influence as the primary load on attentional control in prefrontal cortex/anterior cingulate cortex diminished and task formalization resulted in spatial/sensory representation of the task (Hypothesis 3). Findings revealed greater parietal influence on anterior networks in the healthy controls sample compared to individuals with TBI. The injured group demonstrated consistent effects for both task loads; task exposure in the TBI sample resulted in decreased anterior involvement relative to parietal control, resulting in an anterior to posterior 'shift'.
Thus, the observable shift in network emphasis from anterior to posterior for all three of these findings in TBI (e.g. early versus late 1-back; early versus late 2-back; 1-back versus 2-back) can all be attributable to changes associated with task exposure. While the current data clearly demonstrate a shift in influence from anterior to posterior over time in TBI, additional work is needed to differentiate the effects of task load and performance change on anterior and posterior network influence.
Group data: isolating the most consistent connections
A second approach to examining the current data was to generate group level connection maps to examine the most frequently observed connection changes in each group. The most striking finding from these group connectivity analyses was that during both task loads of the n-back, the 'input', or influence of task, was most commonly associated with right parietal influence in the TBI sample and left parietal influence in the healthy controls sample (Figs 3-6 ). This hemispheric difference in the expression of task input can be interpreted to mean that network variance at the outset of task processing is more highly influenced by the right hemisphere in the TBI group compared to predominantly left hemisphere influence in the healthy controls sample. With some variability, these models also support Hypothesis 1b; right prefrontal cortex influence diminishes with time for both loads. These findings reveal the most consistently observed connections in the data set and support the view that the right hemisphere is differentially engaged after neurological disruption and we attribute this to slowed task proceduralization and continued demand on cognitive control resources during task acquisition.
Implications for understanding neural plasticity in traumatic brain injury
The current study provides several insights into how large-scale neural networks adapt to a novel task. Of note, this group of individuals sustained significant, unequivocal neurological disruption, where at least 67% had verifiable injury to frontal systems and 85% included frontal and/or parietal injury. It was also the case that individuals in this sample maintained adequate working memory functioning and were able to perform the task, which is essential for examining residual cognitive capacity using functional imaging methods (Price and Friston 2002; Price et al., 2006) . Thus, the current approach affords the opportunity to examine how disrupted neural networks accommodate novel tasks over time, or-in other words-how they 'learn'.
These data illustrate how disrupted networks accommodate novel tasks in two important ways. First, it should be noted that the task-related topographical activation in these data was consistent with a larger literature; individuals with TBI demonstrated expansion of task-related activity in right prefrontal cortex in the context of significantly impaired performance during the 1-back. Moreover, the between-group differences in right prefrontal cortex during the 2-back was attenuated and this corresponded to no performance differences between the groups (for complete results see Medaglia et al., in press ). However, total right prefrontal cortex connectivity remained elevated late into the 2-back (compared to healthy controls) and its differential influence on left prefrontal cortex (diminished) and the right hemisphere (increased) cannot be observed when examining the topographical activation alone. A tacit assumption in topographical activation studies that focus on the magnitude of BOLD signal change is that the components within the network at any given time point (or between two groups) are operating identically, including any possible direction of influence and strength of network connections. Such an assumption is not sustainable if functional imaging methods are to continue to advance our understanding of brain-behaviour relationships and the current approach offers initial insights into how one might think beyond topography and to integration.
A second observation to be made from these data is that disrupted networks remain highly fluid and show connectivity changes in a short period of time (i.e. within a run). We observe very clear maturational effects in connections, even for a 'simple' task like the 1-back. The short-term flexibility observed here is a key consideration given the gross signal averaging that imaging methods often require. Related to this, connections may respond differentially to the influences of time and load and may have distinct (or even no direct) consequences for task performance. For example, there appears to be greater influence of load on right prefrontal cortex connectivity within the right hemisphere, yet parietal connectivity within the same hemisphere shows incremental increases irrespective of load. In sum, much work is required to understand how the nodes within highly malleable networks interact in order to adapt to injury and permit new learning. The extended-unified structural equation model approach used here offers additional information about the nature of connectivity after neurological disruption that may be used in concert with topographical activation findings to examine recovery in dynamic neural systems.
Study limitations and future directions
While the current study offers the first application of a well-known cognitive task in the study of network disruption after TBI, there are noteworthy limitations that require acknowledgement. First, even with the focus on within-subject change and network connectivity in the individual, the sample size remains modest for a functional MRI study. While the connectivity analyses employed in this study are labour intensive, larger samples in the future will permit examination of the potential influences of demographic and factors (e.g. age, duration of coma) and clinical interventions on connectivity change after injury. Of note, however, betweengroup differences and early versus late changes in effective connectivity were large enough to be observable at this modest sample size, speaking to the robustness of the effects observed here. Related to this point, there were a number of post hoc statistical tests to examine network change and we did not employ statistical correction for each 'family' of analyses. There were a number of reasons for this. First, the final models derived by the extended-unified structural equation model represented a conservative estimation of network connections and, with this rigorous first level analysis in place, it was important to afford sensitivity to all observable effects (e.g. between-group, task load). Moreover, given the number of statistically significant findings observed, the overwhelming consistency in those findings, and that each test was conducted to test a specific hypotheses, it is highly unlikely that the results observed here are the result of statistical artefact.
One consistent concern when examining the effects of severe TBI is the influence of injury heterogeneity on group-level analyses and the potential influences of the injury on the BOLD signal. As noted, the most dependable finding in the functional imaging literature examining cognitive deficit in TBI is the observation that prefrontal cortex shows greater engagement and this has been observed despite the vast heterogeneity that is endemic to the disorder. This suggests that the dorsolateral prefrontal cortex 'recruitment effect' in particular is not explained by local influences on the BOLD signal. That is, if the BOLD signal is altered after injury, we anticipate that this disruption would not differentially influence the signal over the course of the task and certainly not in the hypothesized direction. Moreover, in the case of heterogeneous injury findings, we anticipate that distinct lesion constellations in subjects comprising the TBI sample would make it more and not less difficult to garner consistent results and test these hypotheses. For these reasons, we anticipate that the current findings are not a product of injury heterogeneity or directly attributable to any specific pathophysiology.
Finally, future work requires examination of an extended neural network over time including other components of the working memory network (e.g. cerebellum). The regions of interest chosen for this study were based upon prior findings in the working memory literature examining TBI, but certainly working memory cannot be isolated to these regions (e.g. cerebellum).
Further work should examine within-subject change in an expanded network during in order to develop useful heuristics for how plasticity is expressed in the disrupted neural system.
