Abstract. The well-posedness of a chemotaxis system with indirect signal production in a twodimensional domain is shown, all solutions being global unlike the classical Keller-Segel chemotaxis system. Nevertheless, there is a threshold value M c of the mass of the first component which separates two different behaviours: solutions are bounded when the mass is below M c while there are unbounded solutions starting from initial conditions having a mass exceeding M c . This result extends to arbitrary two-dimensional domains a previous result of Tao & Winkler (2017) obtained for radially symmetric solutions to a simplified version of the model in a ball and relies on a different approach involving a Liapunov functional.
Introduction
Chemotaxis models have been derived in [19, 21, 24] to describe the spreading and aggregative behaviour of the mountain pine beetle which has a major impact on the forest industry in North America. These models describe the space and time evolution of the density u of flying beetles, the density v of nesting beetles, and the concentration w of beetle pheromone (chemoattractant). The main behavioural difference between flying and nesting beetles is that the latter do not disperse in space while the former move randomly in space, their motion being biased by high gradients of the pheromone concentration. A very important feature in the model is that the pheromone is produced by the nesting beetles and not by the flying ones, though it influences only the motion of the latter. This is in sharp contrast with the classical Keller-Segel model where the chemical inducing a bias in the motion of the species is produced directly by the species itself. As we shall see below, this feature alters significantly the dynamics, at least in two space dimensions.
A simplified version of the models derived in [19, 21, 24] is considered in [23] and reads
1a) and non-negative initial conditions (u in , v in ) for (u, v) .
Here Ω is a smooth bounded domain of R 2 , ν, ε, and D are positive parameters, and v in (1.1c) and w in (1.1e) denote the mean value with respect to the space variable of v and w, respectively. Recall that, for z ∈ L 1 (Ω), its mean value is given by
A Jäger-Luckhaus version of the Keller-Segel chemotaxis system [14] is recovered from (1.1) by setting νε = 0 and reads, since v = u in that case, and a non-negative initial condition u in for u. Observe that, in (1.2), the chemoattractant is produced directly by the species with density u, instead of being produced through another species as in (1.1). A first consequence of this feature is that all solutions to (1.1) are global [23, Theorem 1.1] . This global existence property contrasts markedly with the situation for (1.2) for which the following is known: solutions to (1.2) are global when either u in 1 < 4πD or Ω is a ball, u in is radially symmetric, and u in 1 > 8πD [5, 14, 15] . Finite time blowup may take place when either u in 1 > 4πD or Ω is a ball, u in is radially symmetric, and u in 1 > 8πD [14] [15] [16] 20] , see also the survey [12] . A striking feature of the dynamics of (1.1), uncovered in [23] , is that, though all solutions to (1.1) are global, a threshold phenomenon occurs in infinite time. More precisely, when Ω is a ball, say Ω = B 1 (0) := {x ∈ R 2 : |x| < 1}, and the initial conditions (u in , v in ) are radially symmetric, so that the solution (u, v, w) of (1.1) is also radially symmetric for all times, it is shown in [23, Theorems 1.2 & 1.3] that all (radially symmetric) solutions are actually bounded when u in 1 < 8πD while there are unbounded solutions emanating from initial conditions satisfying u in 1 > 8πD, the L ∞ -norm of u(t) growing up as t → ∞ at an exponential rate. The approach of [23] exploits the classical fact that the specific structure of (1.1) and the radial symmetry of the solutions allow one to reduce (1.1) to a single nonlocal parabolic equation for the cumulative distribution function U defined by U(t, |x|) := √ |x| 0 σū(t, σ) dσ , (t, x) ∈ (0, ∞) × B 1 (0) , whereū(t, |x|) := u(t, x) for (t, x) ∈ (0, ∞) × B 1 (0 This technique is however restricted to (1.1) in a radially symmetric setting and does not allow one to handle more general initial conditions or to consider an arbitrary domain Ω ⊂ R 2 . Neither does it extend to the version of (1.1) involving degradation of the chemoattractant
with δ > 0, supplemented with no-flux boundary conditions for u and w and non-negative initial conditions (u in , v in ) for (u, v), nor to its parabolic counterpart
supplemented with no-flux boundary conditions for u and w
and initial conditions
The main contribution of this paper is to show that the systems (1.1), (1.3), and (1.4) share the same infinite time threshold phenomenon uncovered in [23] , without restrictions on the twodimensional domain Ω and the initial data. This requires a different argument and we actually show that (1.1), (1.3), and (1.4) all possess a Liapunov functional, and that the properties of this Liapunov functional provide insight on the boundedness or unboundedness of the solutions.
From now on, we shall focus on (1.4)-(1.5) and will return briefly to (1.1) and (1.3) in Section 5. Introducing
and 8d) and, as such, its properties have been thoroughly studied [9-11, 13, 17] . In particular, introducing the set
a property which has far-reaching consequences on the dynamics of (1.8). Indeed, given M > 0, global existence and blowup of solutions to (1.8) are intimately related to the finiteness or not of the infimum of E 0 on A M [9] [10] [11] 13, 17] . As we shall see below, the property (1.10) also plays an important role in the dynamics of (1.4)-(1.5), a feature which is actually not so surprising as there is a close connection between (1.4)-(1.5) and (1.8). Indeed, (1.8) can formally be derived from (1.4)-(1.5) by setting ε = 0. We now describe our results on (1.4)-(1.5) and begin with its well-posedness. For θ ∈ (2/3, 1) and M ≥ 0, we set
where Theorem 1.1. Let θ ∈ (5/6, 1) and consider initial conditions (u in , v in , w in ) ∈ I M,θ . Then the system (1.4)-(1.5) has a unique non-negative weak solution (u, v, w) 
and
In particular, (u(t), v(t), w(t)) ∈ I M,θ for all t ≥ 0. Furthermore,
Several approaches may be used to deal with the well-posedness of (1.4)-(1.5). Since (1.4b) can be solved explicitly to find v in terms of u, one possibility would be to solve the parabolic system (1.4a)-(1.4c)-(1.4d)-(1.5) with a source term which is nonlocal with respect to time. However, since an abstract theory is developed in [2] to handle systems coupling parabolic equations and ordinary differential equations, we rather follow this route which provides the local well-posedness of (1.4)-
(Ω) and may cope as well with nonlinear reaction terms in (1.4b) or (1.4c). The parabolic regularising effects of both (1.4a) and (1.4c) are then used to prove that it is actually a strong solution for positive times. Several estimates are next needed to prove that the solution is global, the positivity of ε being of utmost importance already in Lemma 2.3.
Having established the global well-posedness of (1.4)-(1.5), we next turn to qualitative information on the dynamics of (1.4)-(1.5) which is the main goal of this paper. We first study the boundedness of solutions, thereby extending [23, Theorem 1.2] to (1.4)-(1.5) in an arbitrary domain Ω ⊂ R 2 .
Theorem 1.2. Let θ ∈ (5/6, 1) and consider initial conditions (u in , v in , w in ) ∈ I M,θ . We denote the corresponding solution to (1.4)-(1.5) given by Theorem 1.1 by (u, v, w).
are radially symmetric, and M = u in 1 ∈ (0, 8πD). Then (1.15) also holds true.
The proof of Theorem 1.2 (a) relies on the properties of the Liapunov functional E (defined in (1.7b)) which are derived from the properties of E 0 (defined in (1.7a)) [9, 17] . The main observation is that, when (u, w) belongs to the set A M defined in (1.9) and M ∈ (0, 4πD), it follows from the Moser-Trudinger inequality [8] that On the other hand, Theorem 1.3 is also a consequence of the availability of a Liapunov functional and its properties, the latter being established in [10, 11, 13] . Roughly speaking, the proof of Theorem 1.3 involves three steps and proceeds along the lines of [13] . We first show that, given a solution (u, v, w) to (1.4)-(1.5) such that u ∈ L ∞ ((0, ∞) × Ω), then there are a sequence (t k ) k≥1 , t k → ∞, of positive real numbers and a stationary solution (u * , v * , w * ) to (1.4) such that
(1.17)
It next follows from [13, Lemma 3.5] that there is µ M ≥ 0 depending only on the parameters in (1.4) and M such that
18) It now readily follows from (1.17), (1.18) , and the fact that E is a Liapunov functional that, if
) cannot be bounded. The last step is to check that such initial conditions exist, but this is again a consequence of the analysis performed in [10, 11, 13] .
Global existence
2.1. Local existence. We begin with the local existence of solutions to (1.4)-(1.5) which is a consequence of the well-posedness theory developped in [2] for partially diffusive systems.
Proof. In order to cast (1.4)-(1.5) in a form suitable to apply the abstract theory developed in [2] , we set
, and U 2 := (u 3 ), and define matrixvalued functions (a
the 2 × 2-matrix A(U) being given by
and the boundary operators
as well as the source terms
With this notation, the system (1.4)-(1.5) reads
where
. Since A(U) has two positive eigenvalues (1, D/ν) for all U ∈ R 3 , it follows from the structure of (a We next derive additional regularity properties of u and w with the help of parabolic regularity results.
(Ω; R 3 ) and denote the corresponding weak solution in W 
for some θ ∈ (5/6, 1). Then
(Ω)) and −D∆ + δ id generates an analytic semigroup in L 3 (Ω), we infer from (1.4c), (2.4), and [3, Theorem 10.1] (with ρ = β, E 0 = L 3 (Ω), and
3,B (Ω)) by (1.12) and Proposition 2.1 and
3,B (Ω) (up to equivalent norms) by [3, Theorem 7.2] , an interpolation argument guarantees that
Owing to (2.8), a similar argument implies that 
Consider next α ∈ (5/3 − θ, 1). Using once more [3, Theorem 7.2] which guarantees that
(up to equivalent norms) and an interpolation argument, we deduce from (2.11) that
(Ω)) ;
Combining (2.9) (with β = 1 − α) and (2.12) with the fact that W 
Owing to (1.4a) and (2.13), we are again in a position to apply [3, Theorem 10.1] (with
Since t 0 ∈ (0, T m ) is arbitrary, the proof of Corollary 2.2 is complete.
Estimates in
The aim of this section is to show that (2.2) holds true for any T > 0. We first recall that, according to (2.1),
Throughout this section, C and (C i ) i≥1 are positive constants depending only on Ω, ν, ε, D, δ, θ, u in , v in , and w in . Dependence upon additional parameters will be indicated explicitly.
the function L being defined in (1.6).
Proof. By (1.4a) and (
On the one hand, we infer from (1.4c) and (1.4d) that
On the other hand, differentiating (1.4c) with respect to time gives
Gathering the previous three identities leads us to
Now, it follows from (1.4c), (2.15), and (2.
Finally, we deduce from (1.4b) that νε 2
We next recall the Gagliardo-Nirenberg inequality
where c 0 is a positive constant depending only on Ω. Combining (2.14) and (2.19) gives
Consequently, by Hölder's and Young's inequalities,
) . We then infer from (2.17), (2.18), the non-negativity of u and w, and the previous inequality that
) . We finally apply Gronwall's lemma and use the positivity of the parameters to complete the proof.
An immediate consequence of Lemma 2.3 and (1.4c) is the following improved estimate on w.
the last estimate being a direct consequence of Lemma 2.3.
Thanks to Corollary 2.4, we are in a position to obtain additional estimates on u.
Lemma 2.5. Let T > 0 and r > 0. There are C 3 (T, r) > 0 such that
Proof. Let T > 0, r > 0, and
. By (1.4a) and (1.4d),
Owing to the Gagliardo-Nirenberg inequality (2.19), Hölder's inequality, and Corollary 2.4, we further obtain
.
We now use Young's inequality to obtain
from which Lemma 2.5 follows after integration with respect to time.
We are now in a position to apply [22, Lemma A.1] and derive an L ∞ -estimate on u.
Lemma 2.6. Let T > 0. There is C 4 (T ) > 0 such that
Proof. Let T > 0. Owing to Corollary 2.4 and Lemma 2.5, we infer from [22, Lemma A.1] that
Next, (1.4b) and the non-negativity of u and v readily imply that, for
We finally use (1.4b) to complete the proof.
We now exploit the properties of the heat semigroup and (1.4c) to derive additional estimates on w.
Corollary 2.7. Let T > 0. There is C 5 (T ) > 0 such that
Proof. Let T > 0 and t ∈ [0, T ] ∩ [0, T m ). Since W
11/6 3
(Ω) embeds continuously in W 
We complete the proof by observing that w(t) ∞ ≤ C(T ) due to Corollary 2.4 and the continuous embedding of W
Thanks to the just established W 1 ∞ -estimate on w, we may derive a W 1 2 -estimate on u.
Lemma 2.8. Let T > 0. There is C 6 (T ) > 0 such that
Proof. Let T > 0 and t ∈ [0, T ] ∩ [0, T m ). It follows from (1.4a) and Hölder's and Young's inequalities that
Using Corollary 2.4, Lemma 2.6, and Corollary 2.7, we further obtain
from which Lemma 2.8 readily follows.
As for w in Corollary 2.7, the properties of the heat semigroup and (1.4a) provide additional estimates on u.
Corollary 2.9. Let T > 0. There is C 7 (T ) > 0 such that 
Owing to Corollary 2.4, Lemma 2.6, Corollary 2.7, and Lemma 2.8, we further obtain
by (1.4b), we readily deduce from (2.20) that
∇v(t) 3 ≤ C(T ) .
Combining the previous estimate and (2.20) with Lemma 2.5 for r = 2 and Lemma 2.6 ends the proof.
Summarizing the outcome of the above analysis, we have shown that, for any T > 0, there is C 8 (T ) > 0 such that
see Corollary 2.7 and Corollary 2.9. According to (2.2), excluding finite time blowup requires uniformly continuous estimates with respect to time which we derive now. In fact, we shall establish Hölder estimates with respect to time.
Lemma 2.10. Let T > 0. There is C 9 (T ) > 0 such that, for
where α := (3θ − 2)/6θ.
It first follows from (1.4b) and (2.21) that
Consequently,
Next, by Hölder's inequality,
We then deduce from Lemma 2.3, Corollary 2.7, and Hölder's inequality that 
Recalling that θ ∈ (5/6, 1), it follows from Corollary 2.4, Lemma 2.6, Corollary 2.7, and Lemma 2.8 that 
Combining the previous inequality with Lemma 2.8 and recalling (2.22) and (2.23) complete the proof, after noticing that 0 < α < 1/3 < 1.
Proof of Theorem 1.1. The well-posedness in W 1 3 on some maximal time interval [0, T m ) is provided by Proposition 2.1. According to Lemma 2.10, the condition (2.2) of Proposition 2.1 is satisfied for any T > 0, and we thus conclude that T m = ∞.
Bounded solutions
Let θ ∈ (5/6, 1). Consider initial conditions (u in , v in , w in ) ∈ I M,θ and denote the corresponding solution to (1.4)-(1.5) given in Theorem 1.1 by (u, v, w). We begin with the evolution of the L 1 -norms of u, v, and w. Proof. The identity (3.1) is nothing but (2.1), while it readily follows from (1.4b) and (3.1) that
The upper bound (3.2) is then an immediate consequence of (3.4). Finally, by (1.4c) and (1.4d),
which allows us to compute explicitly the time evolution of the L 1 -norm of w and find, for t ≥ 0,
when δε = 1 and
when δε = 1. Since ze −z ≤ 1/e for z ≥ 0, the upper bound (3.3) readily follows from (3.5).
3.1. A Liapunov functional. We next turn to the availability of a Liapunov function and recall that E 0 and E are defined by
see (1.7), the function L being given by (1.6).
Owing to (1.4c),
Combining the previous two identities and using (1.4c) to replace ∂ t w complete the proof.
Throughout the remainder of Section 3, b and (b i ) i≥1 are positive constants depending only on Ω, ν, ε, D, δ, θ, u in , v in , and w in . Dependence upon additional parameters will be indicated explicitly.
3.2. Time-independent estimates. As in [7, 9, 17] , we exploit the structure of the Liapunov functional E and first show that it is bounded from below as soon as M is suitably small. We now derive upper and lower bounds on E(u, v, w).
Proof. We first argue as in the proof of [9, Lemma 4.5], see also [7, Theorem 2 (iv)] and [17, Lemma 3.4] , to obtain that
It then follows from Proposition 3.3 that
Combining the previous inequality with (3.3) gives We are now in a position to deduce a first set of time-independent estimates, provided M ∈ (0, 4πD).
Lemma 3.5. Assume that M ∈ (0, 4πD). There is b 2 > 0 such that, for t ≥ 0,
Proof. Let t ≥ 0. It readily follows from (1.4c), (3.7), and (3.8) that
Hence, since M ∈ (0, 4πD),
Next, thanks to the non-negativity and convexity of the function L defined in (1.6), it follows from (1.7), (3.7), and Young's inequality that
by (3.3), (3.10), and Proposition 3.3, we end up with
An immediate consequence of (3.11) and the elementary inequality z| ln z| ≤ L(z)
We finally infer from (1.4c), (3.7), (3.8), and Lemma 3.2 that
which, together with (3.10) and (3.12), complete the proof of Lemma 3.5.
We next derive L r -estimates for (u, v), the starting point being the just proved L ln L-estimate on u and the following fundamental inequality established in [6, Equation (22)]: given η > 0, there is a positive constant κ η > 0 depending only on η and Ω such that
Lemma 3.6. Assume that M ∈ (0, 4πD). There is b 3 > 0 such that, for t ≥ 0,
Proof. On the one hand, it follows from (1.4a), (1.4d), Hölder's inequality, and the non-negativity of u and w that
Using the Gagliardo-Nirenberg inequality (2.19) and Young's inequality, we further obtain
Hence, thanks to Lemma 3.5,
(3.14)
On the other hand, we infer from (1.4b) and Hölder's and Young's inequalities that
Hence, 
. By Poincaré's inequality, there is K 1 > 0 depending only on Ω such that
which implies that Using (3.1) and (3.16) again, we deduce that
Therefore, there are b 4 > 0 and b 5 > 0 such that
and, after integration with respect to time,
Owing to Lemma 3.5, we infer from Young's inequality that, for 0 ≤ s ≤ t,
Combining (3.17) and (3.18) gives
and completes the proof.
Owing to Lemma 3.6, we may argue as in the proof of Corollary 2.7, using in addition the exponential decay due to the positivity of δ, to obtain a Lipschitz estimate on w.
Corollary 3.7. Assume that M ∈ (0, 4πD). There is b 6 > 0 such that, for t ≥ 0,
Proof of Theorem 1.2 (a). From Lemma 3.6 and Corollary 3.7, we deduce that
Therefore, since u in ∈ L ∞ (Ω), we are in a position to apply [22, Lemma A.1] to conclude that
see also [17, Section 4] . Combining this last estimate with (1.4b) entails that v ∈ L ∞ ((0, ∞) × Ω) and completes the proof.
Proof of Theorem 1.2 (b).
Since w is radially symmetric, it satisfies an improved version of Proposition 3.3: for all η > 0, there is K(η) > 0 depending only on η such that
and it follows from (3.3) and (3.9) that
We then proceed as in Section 3.2 to complete the proof.
3.3. Stabilization. Another useful consequence of the availability of a Liapunov functional is the stabilization of bounded solutions; that is, any cluster point as t → ∞ of a bounded solution to (1.4)-(1.5) is a stationary solution to (1.4). Not only does this information provide better insight into the dynamics of solutions to (1.4)-(1.5) when u in 1 < 4πD, since solutions are known to be bounded in that case by Theorem 1.2, but it is also an important step in the construction of unbounded solutions to be performed in Section 4. This fact has already been observed in [9] and used for similar purposes in [10, 11, 13] . Proposition 3.8. Let θ ∈ (5/6, 1) and consider initial conditions (u in , v in , w in ) ∈ I M,θ . We denote the corresponding solution to (1.4)-(1.5) given by Theorem 1.1 by (u, v, w) and assume further that there is Λ > 0 such that
There are a sequence (t k ) k≥1 , t k → ∞, of positive real numbers and non-negative functions and w * solves the (nonlocal) elliptic equation
In other words, (u * , v * , w * ) is a stationary solution to (1.4).
Proof. A first consequence of (3.3) and (3.19) is that, for t ≥ 0,
2 − bΛ by (1.7a). Together with (1.4c) and Lemma 3.2, the previous inequality implies that
while the fact that (u, v, w) ∈ S M implies that w ≥ 0 in Ω and
an alternative formula for E(w) in terms of W reads
with
Furthermore, since w solves (4.1c), W is a solution to
Since M ∈ (4πD, ∞) \ 4πDN, we infer from [13, Lemma 3.5] that there is µ ≥ 0 which does not depend on W such that
Combining (4.2), (4.4), and (4.6) completes the proof.
-Case (b). The proof is the same as that for case (a), except that we use [13, Corollary 3.7 & Remark 3.8] instead of [13, Lemma 3.5 ] to obtain the lower bound (4.6) for all M > 8πD.
The second step is to show that E is not bounded from below on the set I M,θ of initial data to which Theorem 1.1 applies. 
Then Θ η ∈ W by [13, Section 3] , since M > 4πD and the boundary of Ω is smooth. Let η ∈ (0, ∞). is relatively sequentially weakly compact in L 1 (Ω) .
Since e W j,η j≥1
converges to e Θη a.e. in Ω by (4.9), we deduce from these two properties and Vitali's theorem that lim j→∞ e W j,η − e We then infer from (4.12), (4.14), (4.15) , and Hölder's inequality that
Taking the limit η → 0 in the previous inequality and using (4.7) lead us to lim η→0 E(u η , v η , w η ) = −∞ , and completes the proof.
-Case (b). The proof is the same as the previous one except that the starting point is [11, Lemma 2] , the function Θ η being defined as in Case (a) but with x 0 = 0.
Proof of Theorem 1.3. -Case (a). Consider M ∈ (4πD, ∞) \ 4πDN and θ ∈ (5/6, 1). According to Proposition 4.2, there is (u in , v in , w in ) ∈ I M,θ such that
the parameter µ M being defined in Proposition 4.1. Assume for contradiction that there is Λ > 0 such that u(t) ∞ ≤ Λ for all t ≥ 0. We are then in a position to apply Proposition 3.3 (a) and deduce that there are a sequence (t k ) k≥1 , t k → ∞, of positive real numbers and (u * , v * , w * ) ∈ S M such that E(u * , v * , w * ) ≤ lim inf k→∞ E(u(t k ), v(t k ), w(t k )) .
Since E is a Liapunov function for (1.4) by Lemma 3.4 and (u * , v * , w * ) ∈ S M , we infer from Proposition 4.1 (a) and the previous identity that µ M ≤ E(u * , v * , w * ) ≤ lim inf k→∞ E(u(t k ), v(t k ), w(t k )) ≤ E(u in , v in , w in ) , which contradicts (4.16) and completes the proof.
-Case (b). The proof is the same as the previous one and relies on Proposition 4.1 (b) and Proposition 4.2 (b).
Related models
To finish with, we just point out in an informal way that the related models (1.1) and (1.3) also have a Liapunov functional which is closely related to that of (1.4). Specifically, the functional E 0 defined by (1.7a) is a Liapunov functional for (1. It is then likely that the analysis performed for (1.4) adapts to (1.1) and (1.3), possibly with slightly different statements for (1.1). Indeed, Proposition 4.1 (b) is only valid for M ∈ (8πD, ∞) \ 8πDN in that case, see [11, Lemma 3] .
