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Abstract
In this paper we propose a numerical scheme for partitioned systems
of index 2 DAEs, such as those arising from nonholonomic mechanical
problems and prove the order of a certain class of Runge-Kutta meth-
ods we call of Lobatto-type. The study of nonholonomic systems has
recently shown a new interest in that theory and also in its relation
to the new developments in control theory, subriemannian geometry,
robotics, etc. The proofs and general outline of the paper follow a
similar procedure of the one by L.O. Jay [5] in the non-partitioned set-
ting, but we tackle the issue of having two different sets of coefficients
in interaction.
1 Introduction
Let N,M be smooth manifolds such that M ⊆ N . Assume that dimN = n
and codimM = m and let M be defined as the null-set of φ : N → Rm. A
generic explicit differential equation on M can be recast into a semi-explicit
index 2 differential algebraic equation (DAE) on N taking the form:{
y˙ = f(y, z)
0 = φ(y)
(1)
where y ∈ N and z ∈ V , with V a vector space such that dimV = m.
Studies on the numerical solution of initial value problems (IVP) for such
general systems on vector spaces can be found as part of the bibliography
that serves as foundation for this paper, such as [1] or [5].
We are interested in a subset of such problems, which will be referred
to as partitioned, where y = (q, p), dimQ = dimP = n (thus in this case
1
dimN = 2n), and λ ∈ Rm. 

q˙ = f(q, p)
p˙ = g(q, p, λ)
0 = φ(q, p)
(2)
Such is the case of the equations of motion of nonholonomic mechanical
systems which motivates our study. Remember that nonholonomic equations
are in Hamiltonian form 

q˙i =
∂H
∂pi
p˙i = −
∂H
∂qi
+ λαµ
α
i
0 = µαi
∂H
∂pi
(3)
for a Hamiltonian function H(q, p) and linear nonholonomic constraints
µαi (q)q˙
i = 0. An IVP for this partitioned DAE is defined by an initial
condition (q0, p0, λ0) ∈M × R
m.
The development and application of the methods shown here in the case
of nonholonomic mechanical systems will be the subject of a follow-up paper
where numerical experiments will also be performed [8].
For the remainder of the paper we will assume that f , g and φ are
sufficiently differentiable and that (D2φD3g) (q, p, λ) remains invertible in a
neighbourhood of the exact solution. Here Di means derivative with respect
to the i-th argument.
2 Lobatto-type methods
A numerical solution of an IVP for (1) can be found using a s-stage Runge-
Kutta method with coefficients (aij , bj). Writing the corresponding equa-
tions is a relatively trivial matter, taking the form:
y1 = y0 + h
s∑
j=1
bjkj , z1 = z0 + h
s∑
j=1
bjlj (4a)
Yi = y0 + h
s∑
j=1
aijkj, Zi = z0 + h
s∑
j=1
aijlj (4b)
ki = f(Yi, Zi), 0 = g(Yi). (4c)
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Note that these lj are not given explicitly and must instead be solved for with
the help from the constraint equations. In fact under some assumptions on
the RK coefficients we may eliminate the equations for the z and Z variables
completely.
Now, a numerical solution of an IVP for eqs.(2) can also be found using
an s-stage partitioned Runge-Kutta method but already the correct appli-
cation of such a scheme is non-trivial. One could naively write:
q1 = q0 + h
s∑
j=1
bjVj, p1 = p0 + h
s∑
j=1
bˆjWj , λ1 = λ0 + h
s∑
j=1
b˜jUj , (5a)
Qi = q0 + h
s∑
j=1
aijVj, Pi = p0 + h
s∑
j=1
aˆijWj , Λi = λ0 + h
s∑
j=1
a˜ijUj , (5b)
Vi = f(Qi, Pi), Wi = g(Qi, Pi,Λi), 0 = φ(Qi, Pi). (5c)
Again, Uj are not given explicitly and, as above, in some cases, it may also
be possible to eliminate the equations for λ and Λ. Unfortunately such a
system of equations may have certain issues, both from a solvability point
of view and from a numerical convergence point of view. This is especially
true for the particular case of partitioned Runge-Kutta methods that we
will consider.
In [5] the author considers Runge-Kutta methods satisfying the hypothe-
ses:
H1 a1j = 0 for j = 1, ..., s;
H2 the submatrix A˜ := (aij)i,j≥2 is invertible;
H3 asj = bj for j = 1, ..., s (the method is stiffly accurate).
H1 implies that c1 =
∑s
j=1 a1j = 0 and for eqs. (4) Y1 = y0, Z1 = z0. H3
implies that y1 = Ys, z1 = Zs. Furthermore, if the method is consistent,
i.e.,
∑
j bj = 1, then H3 implies cs = 1. For eqs. (5) if (a˜ij , b˜j) also satisfies
the hypotheses, then Q1 = q0, Λ1 = λ0, Qs = q1 and Λs = λ1. The most
salient example of these methods is the Lobatto IIIA, which is a continuous
collocation method.
The Lobatto IIIB is a family of discontinuous collocation methods
which are symplectic conjugated to the IIIA methods. Two Runge-Kutta
methods, (aij , bj) and (aˆij , bˆj), satisfying the compatibility condition
∑s
j=1 aˆij
= cˆi = ci =
∑s
j=1 aij , are symplectic conjugated if they satisfy:
biaˆij + bˆjaji = bibˆj for i, j = 1, ..., s (6)
bj = bˆj for j = 1, ..., s (7)
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Together they form the Lobatto IIIA-IIIB family of symplectic parti-
tioned Runge-Kutta methods which is precisely the one we want to study
(see also [9, 4]).
Note that Lobatto IIIB methods do not satisfy any of the hypotheses
above stated. In fact any symplectic conjugate method to a method satis-
fying those hypotheses must necessarily be such that:
H1’ aˆis = 0 for i = 1, ..., s;
H2’ aˆi1 = bˆ1 for i = 1, ..., s.
Obviously the submatrix ˆ˜A := (aˆij)i,j≥2 is never invertible because of H1’,
and this is the culprit of the solvability issues of (5).
For such methods, we propose the following equations for the numerical
solution of the partitioned IVP:
q1 = q0 + h
s∑
j=1
bjVj , p1 = p0 + h
s∑
j=1
bˆjWj, (8a)
Qi = q0 + h
s∑
j=1
aijVj , Pi = p0 + h
s∑
j=1
aˆijWj, (8b)
pi = p0 + h
s∑
j=1
aijWj , 0 = φ(Qi, pi), (8c)
Vi = f(Qi, Pi), Wi = g(Qi, Pi,Λi). (8d)
together with Λ1 = λ0 and Λs = λ1. It should be noted that, although
similar, these methods do not generally coincide with the SPARK methods
proposed by L. O. Jay in [7].
There are several simplifying assumptions that Runge-Kutta methods
satisfy:
B(p) :
s∑
i=1
bic
k−1
i =
1
k
for k = 1, ..., p
C(q) :
s∑
j=1
aijc
k−1
j =
cki
k
for i = 1, ..., s, k = 1, ..., q
D(r) :
s∑
i=1
bic
k−1
i aij =
bj(1− c
k
j )
k
for j = 1, ..., s, k = 1, ..., r
When referring to these assumptions for a Runge-Kutta method (Aˆ, Bˆ)
we will write them as Xˆ(yˆ). Note that if A and Aˆ are two symplectic
4
conjugated methods, then pˆ = p, C(q) implies rˆ = q, and conversely D(r)
implies qˆ = r.
Apart from these, there are a few more simplifying assumptions that
pairs of compatible methods satisfy (see [6]):
CCˆ(Q) :
s∑
j=1
s∑
l=1
aij aˆjlc
k−2
l =
cki
k(k − 1)
for i = 1, ..., s, k = 2, ..., Q
DDˆ(R) :
s∑
i=1
s∑
j=1
bic
k−2
i aij aˆjl =
bl
k(k − 1)
[
(k − 1)− (kcl − c
k
l )
]
for l = 1, ..., s, k = 2, ..., R
CˆC(Qˆ) :
s∑
j=1
s∑
l=1
aˆijajlc
k−2
l =
cki
k(k − 1)
for i = 1, ..., s, k = 2, ..., Qˆ
DˆD(Rˆ) :
s∑
i=1
s∑
j=1
bˆic
k−2
i aˆijajl =
bˆl
k(k − 1)
[
(k − 1)− (kcl − c
k
l )
]
for l = 1, ..., s, k = 2, ..., Rˆ
It can be shown that if both methods are symplectic conjugated then,
Q = R = p − r and Qˆ = Rˆ = p − q. In particular, Lobatto methods
satisfy B(2s − 2), C(s), D(s − 2), Bˆ(2s − 2), Cˆ(s − 2), Dˆ(s), as well as
CCˆ(s),DDˆ(s), CˆC(s− 2), DˆD(s− 2).
Before moving on there is a function associated to a Runge-Kutta method
that we need to define. Consider the linear problem y˙ = λy, and apply one
step of the given method for an initial value y0. The function R(z) defined
by y1 = R(hλ)y0 is the so-called stability function of the method.
For an arbitrary Runge-Kutta method we have that
R(z) = 1 + zb(Id− zA)−11,
where A = (aij), b = (b1, ..., bs) and 1 = (1, ..., 1)
T . In the particular case of
a method satisfying hypothesis H3 this can be reduced to:
R(z) = eTs (Id− zA)
−1
1,
where ei denotes an s-dimensional column vector whose entries are all zero
except for its i-th entry which is 1.
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3 Existence, uniqueness and influence of pertur-
bations
Theorem 3.1. Let U ⊂ N × Rm be a fixed neighbourhood of (q0, p0, λ0) =
(q0(h), p0(h), λ0(h)), a set of h-dependent starting values, and assume:
φ(q0, p0) = 0
(D1φ · f)(q0, p0) + (D2φ · g)(q0, p0, λ0) = O(h)
(D2φ ·D3g)(q, p, λ) invertible in U.
Assume also that the Runge-Kutta coefficients A verify the hypotheses H1
and H2, and that Aˆ is compatible with the first and satisfies H1’. Then for
h ≤ h0 there exists a locally unique solution to:
Qi = q0 + h
s∑
j=1
aijf(Qj, Pj), (9a)
pi = p0 + h
s∑
j=1
aijg(Qj , Pj ,Λj), (9b)
Pi = p0 + h
s∑
j=1
aˆijg(Qj , Pj ,Λj), (9c)
0 = φ(Qi, pi), (9d)
with Λ1 = λ0, satisfying:
Qi − q0 = O(h)
pi − p0 = O(h)
Pi − p0 = O(h)
Λi − λ0 = O(h)
Proof. The proof of existence differs little from what is already offered in
[1] (for invertible A matrix) or [5] (for A satisfying the hypotheses H1 and
H2). The idea is to consider a homotopic deformation of the equations which
leads to a system of differential equations where the existence of a solution
for the corresponding IVP implies the existence of a solution to the original
system.
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The proposed homotopy is:
Qi = q0 + h
s∑
j=1
aij [f(Qj, Pj) + (τ − 1)f(q0, p0)]
pi = p0 + h
s∑
j=1
aij [g(Qj , Pj ,Λj) + (τ − 1)g(q0, p0, λ0)]
Pi = p0 + h
s∑
j=1
aˆij [g(Qj , Pj ,Λj) + (τ − 1)g(q0, p0, λ0)]
0 = φ(Qi, pi) + (τ − 1)φ(q0, p0)
The main differences in the proof lie in the complementary relation be-
tween the equations for pi and Pi. One needs to consider the differential
system obtained by derivation with respect to the homotopy parameter τ .
The resulting system takes the form:
Q˙i = h
s∑
j=1
aij
[
D1f(Qj, Pj)Q˙j +D2f(Qj, Pj)P˙j + f(q0, p0)
]
(10a)
p˙i = h
s∑
j=1
aij
[
D1g(Qj , Pj ,Λj)Q˙j +D2g(Qj , Pj ,Λj)P˙j
+D3g(Qj , Pj ,Λj)Λ˙j + g(q0, p0, λ0)
]
(10b)
P˙i = h
s∑
j=1
aˆij
[
D1g(Qj , Pj ,Λj)Q˙j +D2g(Qj , Pj ,Λj)P˙j
+D3g(Qj , Pj ,Λj)Λ˙j + g(q0, p0, λ0)
]
(10c)
0 = D1φ(Qi, pi)Q˙i +D2φ(Qi, pi)p˙i + φ(q0, p0) (10d)
Note that p˙i depends on Q˙j , P˙j , Λ˙j , but not on p˙j . In fact p˙i only appears
in the equations for φ, where it prevents the entrance of aˆ terms. Thus the
differential system that must be solved can be reduced to the P˙j, ∀j = 1, ..., s
and Q˙j, Λ˙j , ∀j = 2, ..., s variables. The rest of the proof follows closely what
the other authors do.
A remark worth mentioning is that the key of the remainder of the proof
is the use of the invertibility of D2φ(A˜⊗I)D3g, which is a term arising from
eq. (10d). As stated in the former section, if the system were described by
eq. (5) we would instead have D2φ(
ˆ˜A ⊗ I)D3g, which is not invertible by
H1’, rendering the system unsolvable.
The proof of uniqueness remains essentially the same.
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Theorem 3.2. Under the assumptions of theorem 3.1, let Qi, pi, Pi, Λi
be the solution of the system in said theorem. Now consider the perturbed
values Qˆi, pˆi, Pˆi, Λˆi satisfying:
Qˆi = qˆ0 + h
s∑
j=1
aijf(Qˆj , Pˆj) + hδQ,i (11a)
pˆi = pˆ0 + h
s∑
j=1
aijg(Qˆj , Pˆj , Λˆj) + hδp,i (11b)
Pˆi = pˆ0 + h
s∑
j=1
aˆijg(Qˆj , Pˆj , Λˆj) + hδP,i (11c)
0 = φ(Qˆi, pˆi) + θi (11d)
with Λˆ1 = λˆ0. Additionally, assume that:
qˆ0 − q0 = O(h)
pˆ0 − p0 = O(h)
δi = O(h)
θi = O(h
2)
(12)
Then, using the notation ∆X := Xˆ − X and ‖X‖ := maxi ‖Xi‖, for
small h we have:
‖∆Qi‖ ≤ C
(
‖∆q0‖+ h ‖∆p0‖+ h
2 ‖∆λ0‖+ h ‖δQ‖+ h
2 ‖δp‖+ h
2 ‖δP ‖+ h ‖θ‖
)
‖∆pi‖ ≤ C
(
‖∆q0‖+ ‖∆p0‖+ h
2 ‖∆λ0‖+ h
2 ‖δQ‖+ h ‖δp‖+ h
2 ‖δP ‖+ ‖θ‖
)
‖∆Pi‖ ≤ C
(
‖∆q0‖+ ‖∆p0‖+ h ‖∆λ0‖+ h
2 ‖δQ‖+ h ‖δp‖+ h ‖δP ‖+ ‖θ‖
)
‖∆Λi‖ ≤
C
h
(h ‖∆q0‖+ h ‖∆p0‖+ h ‖∆λ0‖+ h ‖δQ‖+ h ‖δp‖+ ‖θ‖)
Proof. To tackle this problem we first subtract eq. (9) from eq. (11) and
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linearise, obtaining:
∆Qi = ∆q0 + h
s∑
j=1
aij [D1f(Qj, Pj)∆Qj +D2f(Qj, Pj)∆Pj ] + hδQ,i
+O
(
h‖∆Q‖2 + h‖∆P‖2 + h‖∆Q‖‖∆P‖
)
∆pi = ∆p0 + h
s∑
j=1
aij [D1g(Qj , Pj ,Λj)∆Qj +D2g(Qj , Pj ,Λj)∆Pj
+D3g(Qj , Pj ,Λj)∆Λj ] + hδp,i +O
(
h‖∆Q‖2 + h‖∆P‖2
+h‖∆Q‖‖∆P‖ + h‖∆Q‖‖∆Λ‖ + h‖∆P‖‖∆Λ‖)
∆Pi = ∆p0 + h
s∑
j=1
aˆij [D1g(Qj , Pj ,Λj)∆Qj +D2g(Qj , Pj ,Λj)∆Pj
+D3g(Qj , Pj ,Λj)∆Λj ] + hδP,i +O
(
h‖∆Q‖2 + h‖∆P‖2
+h‖∆Q‖‖∆P‖ + h‖∆Q‖‖∆Λ‖ + h‖∆P‖‖∆Λ‖)
0 = D1φ(Qi, pi)∆Qi +D2φ(Qi, pi)∆pi + θi
+O
(
‖∆Q‖2 + ‖∆p‖2 + ‖∆Q‖‖∆p‖
)
We will write this system of equations as separate matrix subsystems:
[
∆Q1
∆Q˜
∆P1
∆P˜
]
=
[
∆q0
Is−1⊗∆q0
∆p0
Is−1⊗∆p0
]
+ h

 δQ,1δ˜Q
δP,1
δ˜P

+ h

A
1
1
⊗In A
1
⊗In 0 0
A˜1⊗In A˜⊗In 0 0
0 0 Aˆ1
1
⊗In Aˆ
1
⊗In
0 0
ˆ˜
A1⊗In
ˆ˜
A⊗In


×
([
D1f1 0 D2f1 0
0 D1f˜ 0 D2f˜
D1g1 0 D2g1 0
0 D1g˜ 0 D2g˜
][
∆Q1
∆Q˜
∆P1
∆P˜
]
+
[
0 0
0 0
D3g1 0
0 D3g˜
] [
∆Λ1
∆Λ˜
])
[
∆Q1
∆Q˜
∆p1
∆p˜
]
=
[
∆q0
Is−1⊗∆q0
∆p0
Is−1⊗∆p0
]
+ h

 δQ,1δ˜Q
δp,1
δ˜p

+ h

A
1
1
⊗In A
1
⊗In 0 0
A˜1⊗In A˜⊗In 0 0
0 0 A1
1
⊗In A
1
⊗In
0 0 A˜1⊗In A˜⊗In


×
([
D1f1 0 D2f1 0
0 D1f˜ 0 D2f˜
D1g1 0 D2g1 0
0 D1g˜ 0 D2g˜
][
∆Q1
∆Q˜
∆P1
∆P˜
]
+
[
0 0
0 0
D3g1 0
0 D3g˜
] [
∆Λ1
∆Λ˜
])
[
D1φ1 0 D2φ1 0
0 D1φ˜ 0 D2φ˜
] [∆Q1
∆Q˜
∆p1
∆p˜
]
+
[
θ1
θ˜
]
= 0
Let us rewrite this in shorthand notation as:
∆Y = ∆η + hδY + h
(
A
Aˆ
)
(DyF∆Y +DzF∆Λ) (13a)
∆y = ∆η + hδy + h
(
A
A
)
(DyF∆Y +DzF∆Λ) (13b)
0 = Dyφ∆y + θ (13c)
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Using hypothesis H1 we find that:
∆Q1 = ∆q0 + hδQ,1
∆p1 = ∆p0 + hδp,1
D1φ(q0, p0)∆q0 +D2φ(q0, p0)∆p0 = O (h‖δQ,1‖+ h‖δp,1‖+ ‖θ1‖
+‖∆q0‖
2 + ‖∆p0‖
2 + ‖∆q0‖‖∆p0‖
)
The equivalent version of the last line in [5] (formula 4.8) contains an
erratum. It should read:
gy(η)∆η = O(‖∆η‖
2 + h‖δ1‖+ ‖θ1‖)
Most of the proof will follow the lines of the one of [5]. We will first
insert eq. (13b) in the constraint eq. (13c)
Dyφ
[
∆η + hδy + h
(
A
A
)
(DyF∆Y +DzF∆Λ)
]
+ θ = 0
Our mission will be to solve for ∆Λ, but due to the singularity of A
it will not be possible to solve for the entire vector. Instead, abusing our
notation a bit, we will separate the term as DzF∆Λ = DzF1∆Λ1+DzF˜∆Λ˜,
which leads to:
−hDyφ
(
A
A
)
DzF˜∆Λ˜ =Dyφ
[
∆η + hδy + h
(
A
A
)
(DyF∆Y +DzF1∆Λ1)
]
+ θ
Using H1 and taking into account all the zeros that appear in the rest of
the elements, the left-hand side can be reduced to −hD2φ˜
(
A˜⊗ In
)
D3g˜∆Λ˜.
Solving for h∆Λ˜ we get in matrix notation:
h∆Λ˜
=− [ 0˜1 (D2φ˜(A˜⊗In)D3g˜)
−1 ]


[
θ1
θ˜
]
+
[
D1φ1 0 D2φ1 0
0 D1φ˜ 0 D2φ˜
]
[
∆q0
Is−1⊗∆q0
∆p0
Is−1⊗∆p0
]
+ h

 δQ,1δ˜Q
δp,1
δ˜p


+ h

A
1
1
⊗In A
1
⊗In 0 0
A1⊗In A˜⊗In 0 0
0 0 A1
1
⊗In A
1
⊗In
0 0 A1⊗In A˜⊗In


([
D1f1 0 D2f1 0
0 D1f˜ 0 D2f˜
D1g1 0 D2g1 0
0 D1g˜ 0 D2g˜
] [
∆Q1
∆Q˜
∆P1
∆P˜
]
+
[
0
0
D3g1
0
]
∆Λ1
)



Let us introduce the notation:
(D2φAD3g)
− =
[
011 0
1
0˜1 (D2φ˜(A˜⊗In)D3g˜)
−1
]
We can now insert this back into ∆Y and obtain:
∆Y =∆η + hδY + h
(
A
Aˆ
)
(DyF∆Y +DzF1∆Λ1) (14)
−
(
A
Aˆ
)
DzF˜
(
0
(D2φAD3g)
−
)
×
{
Dyφ
[
∆η + hδy + h
(
A
A
)
(DyF∆Y +DzF1∆Λ1)
]
+ θ
}
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Introducing the projectors:
ΠA
Aˆ
:=I −
(
A
Aˆ
)
DzF˜
(
0
(D2φAD3g)
−
)
Dyφ
PA := I −DzF˜
(
0
(D2φAD3g)
−
)
Dyφ
(
A
A
)
this expression can be further simplified as:
∆Y =ΠA
Aˆ
(∆η + hδy) + h
(
A
Aˆ
)
PA (DyF∆Y +DzF1∆Λ1) (15)
−
(
A
Aˆ
)
DzF˜
(
0
(D2φAD3g)
−
)
θ + h (δY − δy)
As for ∆y, we have:
∆y =∆η + hδy + h
(
A
A
)
(DyF∆Y +DzF1∆Λ1) (16)
−
(
A
A
)
DzF˜
(
0
(D2φAD3g)
−
)
×
{
Dyφ
[
∆η + hδy + h
(
A
A
)
(DyF∆Y +DzF1∆Λ1)
]
+ θ
}
which, using ΠA := Π
A
A, can be simplified as:
∆y =ΠA
[
∆η + hδy + h
(
A
A
)
(DyF∆Y +DzF1∆Λ1)
]
(17)
−
(
A
A
)
DzF˜
(
0
(D2φAD3g)
−
)
θ.
From eqs.(15) and (17) we can derive the result of the theorem almost di-
rectly. The trickiest term, h2 ‖∆λ0‖ in ‖∆pi‖, is the one already derived by
Jay in [5]. Reading off the terms directly seems to point towards h ‖∆λ0‖,
but this estimation can be refined as follows. Realise that:
ΠA =
[ 1⊗In 0 0 0
0 Is−1⊗In 0 0
0 0 1⊗In 0
0 −(A˜⊗In)X˜1 0 Is−1⊗In−(A˜⊗In)X˜2
]
(18)
=
[ 1⊗In 0 0 0
0 Is−1⊗In 0 0
0 0 1⊗In 0
0 Π˜1,A 0 Π˜2,A
]
with:
X˜i :=D3g˜
(
D2φ˜
(
A˜⊗ In
)
D3g˜
)−1
Diφ˜ (19)
=D3g˜
(
A˜⊗ Im
)−1(
D2φ˜
(
A˜⊗ In
)
D3g˜
(
A˜⊗ Im
)−1)−1
Diφ˜
where in the second line we have inserted the identity matrix as Is = A˜
−1A˜.
One can easily check that Π˜2,A
(
A˜⊗ In
)
D3g˜
(
A˜⊗ Im
)−1
= 0. Now, the
non-zero components of hΠA
(
A
A
)
DzF1∆Λ1 are hΠ˜2,AD3g1
(
A˜1 ⊗∆Λ1
)
,
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thus we can finally write:
hΠ˜2,A
((
A˜⊗ In
)
D3g˜
(
A˜⊗ In
)−1
−D3g1
)(
A˜1 ⊗∆Λ1
)
(20)
= hΠ˜2,AO(h)
(
A˜1 ⊗∆Λ1
)
= O
(
h2 ‖∆λ0‖
)
This cannot be done for ‖∆Pi‖, which makes it O (h ‖∆λ0‖). Inserting this
back into either ∆Y or ∆y confirms that ‖∆Qi‖ is O
(
h2 ‖∆λ0‖
)
.
Lemma 3.3. In addition to the hypotheses of theorem 3.1, suppose that
C(q), Cˆ(qˆ) and CCˆ(Q) and that (D1φ · f)(q0, p0) + (D2φ · g)(q0, p0, λ0) =
O(hκ), with κ ≥ 1. Then the solution of eq. (9), Qi, pi, Pi and Λi satisfies:
Qi = q0 +
λ∑
j=1
cjih
j
j!
DQ(j)(q0, p0) +O(h
λ+1)
pi = p0 +
λ∑
j=1
cjih
j
j!
DP(j)(q0, p0, λ0) +O(h
λ+1)
Pi = p0 +
µ∑
j=1
cjih
j
j!
DP(j)(q0, p0, λ0) +O(h
µ+1)
Λ = λ0(q0, p0) +
ν∑
j=1
cjih
j
j!
DΛ(j)(q0, p0, λ0) +O(h
ν+1)
where λ0(q0, p0) is implicitly defined by the condition (D1φ·f)(q0, p0)+(D2φ·
g)(q0, p0, λ0(q0, p0)) = 0, λ = min(κ+1, q,max(qˆ+1, Q+1)), µ = min(κ, qˆ),
ν = min(κ− 1, q − 1), and DQ(i), DP(i) and DΛ(i) are functions composed
by the derivatives of f , g and φ evaluated at (q0, p0, λ0(q0, p0)).
Proof. Following [5], Lemma 4.3, we can use the implicit function theorem
to obtain λ0(q0, p0) − λ0 = O(h
κ). Assume (q(t), p(t), λ(t)) is the exact
solution of eq. (2) with q(t0) = q0, p(t0) = p0 and λ(t0) = λ0, and let
Qi = q(t0 + cih), pi = Pi = p(t0 + cih) and Λi = λ(t0 + cih) in the result of
theorem 12. Finally set Qˆi, pˆi, Pˆi and Λˆi be the solution of eq. (11) with
qˆ0 = q0, pˆ0 = p0, λˆ0 = λ0(q0, p0) and θ = 0. As we satisfy the conditions of
theorem 3.2 we are left with:
‖∆Qi‖ ≤ C
(
hκ+2 + h ‖δQ‖+ h
2 ‖δp‖+ h
2 ‖δP ‖
)
‖∆pi‖ ≤ C
(
hκ+2 + h2 ‖δQ‖+ h ‖δp‖+ h
2 ‖δP ‖
)
‖∆Pi‖ ≤ C
(
hκ+1 + h2 ‖δQ‖+ h ‖δp‖+ h ‖δP ‖
)
‖∆Λi‖ ≤ C (h
κ + ‖δQ‖+ ‖δp‖)
where we have made use of the fact that ‖∆λ0‖ = O(h
κ). What remains is
to compute δQ, δp, δP to obtain the result we are after.
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Inserting the exact solution into eq. (11) we obtain:
q(t0 + cih) = q0 + h
s∑
j=1
aijf(q(t0 + cjh), p(t0 + cjh)) + hδQ,i
= q0 + h
s∑
j=1
aij q˙(t0 + cih) + hδQ,i
p(t0 + cih) = p0 + h
s∑
j=1
aijg(q(t0 + cjh), p(t0 + cjh), λ(t0 + cjh)) + hδp,i
= p0 + h
s∑
j=1
aij p˙(t0 + cih) + hδp,i
p(t0 + cih) = p0 + h
s∑
j=1
aˆijg(q(t0 + cjh), p(t0 + cjh), λ(t0 + cjh)) + hδP,i
= p0 + h
s∑
j=1
aˆij p˙(t0 + cih) + hδP,i
q(t0 + cih) = q(t0) + h
s∑
j=1
aijf(y(t0 + cjh), z(t0 + cjh)) + hδi
Now, expanding in Taylor series about t0 and taking into account that:
y(x0 + cih) = y(x0) +
m∑
j=1
1
j!
y(j)(x0)c
j
ih
j +O(hm+1)
we get:
δQ,i =
hqq(q+1)(x0)
q!

 cq+1i
q + 1
−
s∑
j=1
aijc
q
j

+O(hq+1)
δp,i =
hqp(q+1)(x0)
q!

 cq+1i
q + 1
−
s∑
j=1
aijc
q
j

+O(hq+1)
δP,i =
hqˆp(qˆ+1)(x0)
qˆ!

 cqˆ+1i
qˆ + 1
−
s∑
j=1
aˆijc
qˆ
j

+O(hqˆ+1)
Finally, we should be careful to note that according to eq. (17) δP,i
enters in ∆Qi and ∆pi multiplied by A so we may invoke CCˆ(Q). Thus, we
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have:
‖∆Qi‖ ≤ C
(
hmin(κ+2,q+1,max(qˆ+2,Q+2))
)
‖∆pi‖ ≤ C
(
hmin(κ+2,q+1,max(qˆ+2,Q+2))
)
‖∆Pi‖ ≤ C
(
hmin(κ+1,q+1,qˆ+1)
)
‖∆Λi‖ ≤ C
(
hmin(κ,q)
)
which proves our lemma.
Remark. For the Lobatto IIIA-B methods we have that qˆ + 2 = Q = q = s
and this result implies that:
‖∆Qi‖ = O(h
min(κ+2,s+1)), ‖∆Pi‖ = O(h
min(κ+1,s−1)),
‖∆pi‖ = O(h
min(κ+2,s+1)), ‖∆Λi‖ = O(h
min(κ,s)).
For the development of the main theorem, on which the results of error
and convergence rest, we will need the following definitions.
3.1 R-strings
R-string. An R-string γ of dimension dim γ = s is an ordered list of s
numbers (γ(1), ..., γ(s)), where γ(i) ∈ N0.
Irreducible R-string. An irreducible R-string γ of dim γ = s, is such that
for 1 < i < s even, γ(i) and γ(i+1) are not simultaneously zero.
For our purposes an R-string γ can be used as multi-index provided it
is irreducible. They will appear in the terms:
Rγ = C˜
γ(1)A˜−1
[
dim γ−2∏
i=2
C˜γ(i)A˜C˜γ(i+1)A˜−1
]
C˜γ(dim γ)
of a certain Taylor expansion which play a crucial role in the next theorem
that we prove.
3.1.1 R-string operations
Left appending. Given an irreducible R-string γ of dim γ = s such that
γ(1) 6= 0, left appending gives a new R-string γ
′ = (0, 0, γ(1) , ..., γs)) of
dim γ′ = s+ 2.
Right appending. Given an irreducible R-string γ of dim γ = s such that
γ(s) 6= 0, right appending gives a new R-string γ
′ = (γ(1), ..., γ(s), 0, 0) of
dim γ′ = s+ 2.
Insertion. For 1 ≤ i < s odd, given an irreducible R-string γ such that
γ(i) 6= 0 6= γ(i+1), insertion gives a new R-string
γ′ = (γ(1), ..., γ(i), 0, 0, γ(i+1), ..., γ(s))
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of dim γ′ = s+ 2.
Left splitting. For 1 ≤ i ≤ s, given an irreducible R-string γ such that
γ(i) < 1, left splitting gives a new R-string γ
′ = (γ(1), ..., γ(i−1), 1, 0, γ(i) −
1, ..., γ(s)) of dim γ
′ = s+ 2.
Right splitting. For 1 ≤ i ≤ s, given an irreducible s-string γ such that
γ(i) < 1, right splitting gives a new R-string γ
′ = (γ(1), ..., γ(i)−1, 0, 1, γ(i+1),
..., γ(s)) of dim γ
′ = s+ 2.
Capping. Given an irreducible s-string γ such that γ(1) 6= 0 6= γ(s), capping
gives a new R-string γ′ = (0, γ(1), ..., γ(s), 0) of dim γ
′ = s+ 2.
Left Diffusion. For 1 < i ≤ s, given an irreducible s-string γ such that
γ(i) < 1, diffusion gives a newR-string γ
′ = (γ(1), ..., γ(i−1)+1, γ(i)−1, ..., γ(s))
of dim γ′ = s.
Right Diffusion. For 1 ≤ i < s, given an irreducible s-string γ such that
γ(i) < 1, diffusion gives a newR-string γ
′ = (γ(1), ..., γ(i)−1, γ(i+1)+1, ..., γ(s))
of dim γ′ = s.
Clearly all of these operations preserve irreducibility. Note that insertion
can be absorbed into the splitting operations if we let γ(i) ≤ 1, but then
we would need to add provisions so that the extended splitting operations
preserve irreducibility.
3.1.2 R-string classes and elementary R-strings
We say that given two irreducible R-strings γ and δ with |γ| = |δ| but dim γ
and dim δ not necessarily equal are in the same class iff Rγ = Rδ.
If they belong to the same class, then one can be derived from the other
following certain rules. For a given order there are as many unique R co-
efficients as elementary R-strings. For each order, an elementary string is
the shortest irreducible R-string (of even dimension) such that it cannot be
derived from another elementary R-string via splitting, appending or inser-
tion. The n-th order has 2n elementary strings. The simplest elementary
R-strings of a given order are of dimension 2, i.e., R-strings γ = (γ(1), γ(2))
such that γ(1)+γ(2) = n, of which there are n+1. The rest of the elementary
strings can be obtained from these via diffusion and capping.
For n = 3 we know there are 23 = 8 elementary R-strings. We have the
following elementary R-strings of dimension 2: (0, 3), (1, 2), (2, 1), (3, 0). We
may obtain the remaining four by capping and diffusion. First we may cap
(1, 2) and (2, 1) to obtain (0, 1, 2, 0) and (0, 2, 1, 0) respectively. From these
new elementary R-strings of dimension 4 we obtain (0, 1, 1, 1) and (1, 1, 1, 0).
For n = 4 we know there are 24 = 16 elementary strings. We have the
following elementary R-strings of dimension 2: (0, 4), (1, 3), (2, 2), (3, 1),
(4, 0). First we may cap (1, 3), (2, 2) and (3, 1) to obtain (0, 1, 3, 0), (0, 2, 2, 0)
and (0, 3, 1, 0) respectively. From these new elementary R-strings we obtain
(0, 1, 3, 0), (0, 1, 2, 1), (0, 1, 1, 2), (0, 2, 2, 0), (1, 1, 1, 1), (1, 2, 1, 0), (2, 1, 1, 0).
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Finally we may cap again the only R-string of dimension 4 that admits
capping, (1, 1, 1, 1), obtaining (0, 1, 1, 1, 1, 0).
As an example of derivation of strings of a class, let us take (3, 0). Ap-
plying the left appending operation we can obtain (0, 0, 3, 0). Applying
the splitting operation to (3, 0) we obtain (2, 0, 1, 0) and (1, 0, 2, 0). The
rest of the derived strings of the class can be obtained via further ap-
pending and/or splitting: (0, 0, 2, 0, 1, 0), (0, 0, 1, 0, 2, 0), (1, 0, 1, 0, 1, 0) and
(0, 0, 1, 0, 1, 0, 1, 0).
(3, 0) (1, 0, 2, 0) (1, 0, 1, 0, 1, 0)
(0, 0, 3, 0) (0, 0, 1, 0, 2, 0) (0, 0, 1, 0, 1, 0, 1, 0)
(2, 0, 1, 0) (0, 0, 2, 0, 1, 0)
Another example where we may use insertion is (0, 1, 1, 1), which yields
(0, 1, 0, 0, 1, 1). The rest of the elements of the class are obtained via ap-
pending (0, 1, 1, 1, 0, 0) and (0, 1, 0, 0, 1, 1, 0, 0).
(0, 1, 1, 1) (0, 1, 0, 0, 1, 1) (0, 1, 0, 0, 1, 1, 0, 0)
(0, 1, 1, 1, 0, 0)
Theorem 3.4. In addition to the hypotheses of theorem 3.2, suppose that A
and Aˆ are simplectic conjugated and, C(q), Cˆ(r), D(r), Dˆ(q), DDˆ(p − r),
DˆD(p−q) and H3 hold. Furthermore, (D1φ·f)(q0, p0)+(D2φ·g)(q0, p0, λ0) =
O(hκ), with κ ≥ 1. Then we have:
‖∆Qs‖ = ∆q0 (21)
+O
(
h ‖∆p0‖+ h
m+2 ‖∆λ0‖+ h ‖δQ‖+ h
2 ‖δp‖+ h
2 ‖δP ‖+ h ‖θ‖
)
‖∆ps‖ = Π1,0(q0, p0, λ0)∆q0 +Π2,0(q0, p0, λ0)∆p0 (22)
+O
(
hm+2 ‖∆λ0‖+ h
2 ‖δQ‖+ h ‖δp‖+ h
2 ‖δP ‖+ ‖θ‖
)
‖∆Λs‖ = RA(∞)∆λ0 (23)
+O (‖∆q0‖+ ‖∆p0‖+ h ‖∆λ0‖+ ‖δQ‖+ ‖δp‖+ ‖θ‖/h)
where m = min(κ−1, q−1, r, p−q, p−r), RA is the stability function of the
method A, Π1,0 = −D3g(D2φD3g)D1φ and Π2,0 = In −D3g(D2φD3g)D2φ.
Proof. This proof follows closely that of [5], theorem 4.4. The idea is to take
the results from theorem 3.2 and perform a Taylor expansion of each term,
focusing on the s-th component. Just as in [5], the important result here is
the hm+2 factor in front of ‖∆λ0‖, which means that we need to pay special
attention to ∆Λ1.
In our case ∆Λs coincides with Jay’s ∆Zs without changes. The dif-
ferences appear in the rest of the components, where having two sets of
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Runge-Kutta coefficients makes the Taylor expansion of the terms and the
tracking of each component much more difficult. We want ∆Qs and ∆ps, as
∆Ps is not an external stage / nodal value. Thus, we will need to expand
eq. (17). Unfortunately this depends on eq. (15). Let us first solve this
latter equation for ∆Y :
∆Y =
(
I − h
(
A
Aˆ
)
PADyF
)−1
×
[
ΠA
Aˆ
(∆η + hδy) + h
(
A
Aˆ
)
PADzF1∆Λ1
−
(
A
Aˆ
)
DzF˜
(
0
(D2φAD3g)
−
)
θ + h (δY − δy)
]
We then need to insert this in eq. (17). From here on we will forget about
all terms except for the ones with ∆Λ1, as the rest vary little from what
was found in Theorem 3.2 and they can be easily obtained, thus barring the
need to carry them around any longer.
∆y = hΠA
(
A
A
)
DzF1∆Λ1
+ h2ΠA
(
A
A
)
DyF
(
I − h
(
A
Aˆ
)
PADyF
)−1 (A
Aˆ
)
PADzF1∆Λ1
+ ...
The first term can be expanded just as in [5], as there is no Aˆ in-
volved, giving us O(hm+2 ‖∆λ0‖) as expected. The second term is where
the real changes appear. Let us begin with the right-most part of the term,(
A
Aˆ
)
PADzF1∆Λ1. We have that:
PA =
[ 1⊗In 0 0 0
0 Is−1⊗In 0 0
0 0 1⊗In 0
−X˜1(A˜1⊗In) −X˜1(A˜⊗In) −X˜2(A˜1⊗In) Is−1⊗In−X˜2(A˜⊗In)
]
where X˜i was already defined in eq. (19) and where we have used the fact
that A11 is zero and A
1 is a zero vector.
For the product PADzF1∆Λ1 we only need to worry about the compo-
nent Is−1 ⊗ In − X˜2
(
A˜⊗ In
)
, as the rest do not connect with ∆Λ1.
(
A
Aˆ
)
PADzF1∆Λ1 =

A
1
1⊗In A
1⊗In 0 0
A˜1⊗In A˜⊗In 0 0
0 0 Aˆ11⊗In Aˆ
1⊗In
0 0 ˆ˜A1⊗In
ˆ˜
A⊗In

 (24)
×
[ 1⊗In 0 0 0
0 Is−1⊗In 0 0
0 0 1⊗In 0
−X˜1(A˜1⊗In) −X˜1(A˜⊗In) −X˜2(A˜1⊗In) Is−1⊗In−X˜2(A˜⊗In)
][
0
0
D3g˜0∆Λ1
0
]
Inside X˜2 we find the product D2φ˜
(
A˜⊗ In
)
D3g˜
(
A˜⊗ Im
)−1
composed
of:
D2φ˜ =
ω∑
i=0
hiC˜i ⊗D2φ˜i +O(h
ω+1)
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(
A˜⊗ In
)
D3g˜
(
A˜⊗ Im
)−1
=
ω∑
i=0
hiA˜C˜iA˜−1 ⊗D3g˜i +O(h
ω+1)
which results in:
D2φ˜
(
A˜⊗ In
)
D3g˜
(
A˜⊗ Im
)−1
=
ω∑
0≤i+j≤ω
hi+jC˜iA˜C˜jA˜−1⊗D2φ˜iD3g˜j+O(h
ω+1)
Inversion of this product can be carried out as a Taylor expansion result-
ing in a so-called von Neumann series (I − T )−1 =
∑∞
i=0 T
i. Let us rewrite
the former expression:
D2φ˜
(
A˜⊗ In
)
D3g˜
(
A˜⊗ Im
)−1
=

Is−1 ⊗ In + ω∑
1<i+j≤ω
hi+jC˜iA˜C˜jA˜−1 ⊗D2φ˜iD3g˜j
(
D2φ˜0D3g˜0
)−1
×
(
Is−1 ⊗D2φ˜0D3g˜0
)
+O(hω+1)
=

Is−1 ⊗ In + ω∑
1<i+j≤ω
hi+jC˜iA˜C˜jA˜−1 ⊗D2φ˜iD3g˜j △


× (Is−1 ⊗ ▽) +O(h
ω+1)
=

Is−1 ⊗ In − ω∑
1<|α|
−h|α|Nα ⊗Mα

× (Is−1 ⊗ ▽) +O(hω+1)
with α multi-index of dimα = 2. For instance, for |α| = 3 we have α1 =
(3, 0), α2 = (2, 1), α3 = (1, 2), α1 = (0, 3), and the corresponding terms
Nα ⊗Mα are:
N(3,0) ⊗M(3,0) = C˜
3 ⊗D2φ˜3D3g˜0 △
N(2,1) ⊗M(2,1) = C˜
2A˜C˜A˜−1 ⊗D2φ˜2D3g˜1 △
N(1,2) ⊗M(1,2) = C˜A˜C˜
2A˜−1 ⊗D2φ˜1D3g˜2 △
N(0,3) ⊗M(0,3) = A˜C˜
3A˜−1 ⊗D2φ˜0D3g˜3 △
We have also made use of the short-hand notation ▽ = D2φ˜0D3g˜0 and
△=
(
D2φ˜0D3g˜0
)−1
.
Paying attention to the non-commutativity of the series we obtain:(
D2φ˜
(
A˜⊗ In
)
D3g˜
(
A˜⊗ Im
)−1)−1
= (Is−1⊗ △)×

 ω∑
|β|=0
(−1)
dimβ
2 h|β|Nβ ⊗Mβ

+O(hω+1)
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with β multi-index of dimβ ≤ 2ω, even, and such that for i odd β(i) and
β(i+1) are never both 0. For instance, for |β| = 2 we have, for dimβ = 2,
β1,1 = (2, 0), β1,2 = (1, 1), β1,3 = (0, 2), and for dimβ = 4 we have β2,1 =
(1, 0, 1, 0), β2,2 = (1, 0, 0, 1), β2,3 = (0, 1, 1, 0), β2,4 = (0, 1, 0, 1). (0, 0, 1, 1)
and (1, 1, 0, 0) are not allowed as they contain two contiguous zeros in odd
and even position. Some examples of the corresponding terms Nβ⊗Mβ are:
N(1,1) ⊗M(1,1) = C˜A˜C˜A˜
−1 ⊗D2φ˜1D3g˜1 △
N(0,1,1,0) ⊗M(0,1,1,0) = A˜C˜A˜
−1C˜ ⊗D2φ˜0D3g˜1 △ D2φ˜1D3g˜0 △
We need to include the restriction on elements such as (0, 0, 1, 1) as a
double-counting prevention of sorts. We can understand this by checking
what its associated M(0,0,1,1) would look like:
D2φ˜0D3g˜0 △ D2φ˜1D3g˜1 △= ▽ △ D2φ˜1D3g˜1 △= D2φ˜1D3g˜1 △=M(1,1) .
Moving on to the next computation, we sandwich the expression between
D3g˜
(
A˜⊗ Im
)
and D2φ˜ to obtain:
X˜2 = D3g˜
(
A˜⊗ Im
)(
D2φ˜
(
A˜⊗ In
)
D3g˜
(
A˜⊗ Im
)−1)−1
D2φ˜
=

 ω∑
|γ|=0
(−1)
dim γ
2
−1h|γ|Rγ ⊗ Sγ

+O(hω+1)
where:
Rγ = C˜
γ(1)A˜−1
[
dim γ−2∏
i=2
C˜γ(i)A˜C˜γ(i+1)A˜−1
]
C˜γ(dimγ)
Sγ = D3g˜γ(1) △
[
dim γ−2∏
i=2
D2φ˜γ(i)D3g˜γ(i+1) △
]
D2φ˜γ(dim γ)
with γ multi-index of dim γ ≤ 2ω, even, and such that for i even γ(i) and
γ(i+1) are never both 0, i.e., γ is an irreducible R-string.
This structure looks quite complicated as it is, and it does not seem to
lend itself to easy groupings of symbol combinations Rγ . Nevertheless, it
can be done with the help of the R-string classes we introduced before.
Once we have derived X˜2 and essentially PA, we can finally tackle the
full product
(
A
Aˆ
)
PADzF1∆Λ1. If we perform the matrix multiplications in
eq. (24) we get:
(
A
Aˆ
)
PADzF1∆Λ1 =

 00Aˆ11⊗D3g˜0∆Λ1
ˆ˜
A1⊗D3g˜0∆Λ1−
(
ˆ˜
A⊗In
)
X˜2(A˜1⊗D3g˜0∆Λ1)


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What is important here is that we are multiplying by D3g˜0 on the right.
In terms of strings this means appending one zero to the right, which makes
a big part of the expansion vanish, as we will see in proposition 3.1. This
result gives us valuable information about the series expansion:
(ΠA,0 +O(h))
(
A
A
)
(DyF0 +O(h)) (I −O(h))
−1 (A
Aˆ
)
PADzF1∆Λ1
At order 0, for the last component we get that the combination
eTs
[
A11 A
1
A˜1 A˜
]([
Aˆ11
ˆ˜A1
]
−
[
0
ˆ˜AA˜−1A˜1
])
= 0
where the vector eTs = (0, ..., 0, 1), with dim es = s. For a method satisfying
H3 we have that eTs A = b. Using the notation:
A− =
[
011 0
1
0˜1 A˜
−1
]
, A1 =
[
A11
A˜1
]
, Aˆ1 =
[
Aˆ11
ˆ˜A1
]
we may write this expression in shorter form as eTs A(Aˆ1 − AˆA
−A1).
At order h we still do not have all the terms that arise from the expansion
but we already have an interesting combination that must also vanish.
eTs
[
A11 A
1
A˜1 A˜
][
Aˆ11 Aˆ
1
ˆ˜A1
ˆ˜A
][
0
C˜A˜−1A˜1
]
= 0
We can write this combination as eTs AAˆCA
−A1.
In fact the two vanishing combinations hint at the template for the rest of
the vanishing combinations: eTs ... A ... (Aˆ1−AˆA
−A1) and e
T
s ... A ... Aˆ ... CA
−A1.
As we will see later, for all combinations there will always be at least one
Aˆ (which the first template already includes) and one A, as can be readily
seen below:
ΠA
(
A
A
)
DyF
(
I − h
(
A
Aˆ
)
PADyF
)−1 (A
Aˆ
)
PADzF1∆Λ1
As we grow in order, up to order n, combinations of A, Aˆ, C and A−CA
show up such that their number adds up to n+1. These originate from PA
itself, as well as ΠA, DyF and
(
I − h
(
A
Aˆ
)
PADyF
)−1
, as we will soon see.
With all the knowledge we got from our string analysis it can be shown
that the expansion of
(
A
Aˆ
)
PADzF1∆Λ1 takes the form:
(Aˆ1 − AˆA
−A1)⊗D3g0∆Λ1
+
ω∑
|ρ|=0
h|ρ|+1
[
Aˆ
(
dim ρ−1∏
i=1
CρiA−Cρi+1A
)
C ⊗Oρ∆Λ1
]
+O(hω+1)
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where Oρ is a term composed by multiplication of △ and derivatives of g
and φ evaluated at the initial condition.
For the remaining expansions we do not need to be as precise as with
this last one as there will not be cancellations due to signs. Thus we will
only care about the different symbol combinations that arise.
The object
(
I − h
(
A
Aˆ
)
PADyF
)−1
is the most involved of all of them
as it is a matrix term that couples the ∆Q and ∆P equations. The matrix
multiplied by h is:
(
A
Aˆ
)
PADyF =
[
AD1f AD2f
−Aˆ[D1fX1A+D1g(X2A−1)] −Aˆ[D2fX1A+D2g(X2A−1)]
]
If we write I − h
(
A
Aˆ
)
PADyF as:[
1−K −L
−M 1−N
]
where the matrices K,L,M,N are O(h), then its inverse must be:[
W X
Y Z
]
with:
W = (1−K − L(1−N)−1M)−1,
X = (1−K)−1L(1−N −M(1−K)−1L)−1,
Y = (1−N)−1M(1−K − L(1−N)−1M)−1,
Z = (1−N −M(1−K)−1L)−1.
The only terms we are interested in are X and Z, as those are the
only ones that connect with ∆Λ1. The Taylor expansion of any of these
terms is a daunting task given the amount of nested expansions of non-
commutative terms involved. Instead we deem it sufficient to analyse the
symbolic expansion found via CAS up to order 4 and draw our conclusions
from there. In our case we will use the SymPy library for Python for the
actual computations.
Before we begin analysing terms, it is interesting to check the form of X
and Z. We can see that X = (1−K)−1LZ. This means that once we know
the behaviour of Z, that of X will be easy to derive. Also from this we can
easily see that all the resulting symbol combinations of X must necessarily
start with the coefficient matrix A, while for Z they must start with the
coefficient matrix Aˆ with the exception of the zero-th order term. In fact
this is also true for W and Y respectively, being W the one with non-zero
zero-th order term.
The expansion of Z (and Y ) shows the following symbol combinations
up to order 3:
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Order Term 1 Substitution 2 Substitutions
1 Aˆ
2 AˆA
AˆC AˆA−CA
Aˆ2
3 AˆA2
AˆAC
AˆAAˆ
AˆCA AˆA−CA2
AˆC2 AˆA−CAC AˆA−C2A
AˆCA−CA
AˆCAˆ AˆA−CAAˆ
Aˆ2A
Aˆ2C Aˆ2A−CA
Aˆ3
As for the expansion of X (and W ), we get:
Order Term 1 Substitution 2 Substitutions
1 A
2 A2
AC
AAˆ
3 A3
A2C
A2Aˆ
ACA
AC2
ACAˆ
AAˆA
AAˆC AAˆA−CA
AAˆ2
Focusing on Z, we can see that for order 2 we append either an A, C or
Aˆ to the right of the order 1 terms. Also note that C can be substituted by
the combination A−CA once, so long as the preceding symbol in the term
without substitutions is not an A. We find the same relation between order
3 and order 2, and (although not shown here) for order 4 and order 3. Thus
the pattern of construction of terms to arbitrary order seems clear for Z.
Focusing now on X, and taking into account the discussion at the be-
ginning of the section, we can see that all the terms in Z will show up
multiplied by (1 − K)−1L. The symbols this factor adds at order n are
A × [(n − 1)-element variations of {A,C}]. In practice, what we observe
with the symbolic expansion is that every single term without substitution
at order n in Z appears in X with the first Aˆ exchanged by A. As for
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substituted terms, at order n we find all substitution terms from Z up to
order n− 1 with a corresponding pre-factor {A,C}. For instance, if we take
AˆA−CA, which is of order 2 for Z, we will find it as AAˆA−CA at order 3,
and as ACAˆA−CA and A2AˆA−CA at order 4 and so on. An easier way to
put this is that the construction of terms for X is the same as for Z with
the restriction that substitutions C 7→ A−CA can only appear after the first
Aˆ that show up.
Let us finally expand the term ΠA
(
A
A
)
DyF . For the projector ΠA,
(see eq.(18)), its Π˜i,A are very similar to the terms X˜i that we have already
studied:
Π˜i,A =
ω∑
|γ|=0
h|γ|

dim γ−1∏
j=1
C˜γ(j)A˜C˜γ(j+1)A˜−1

⊗ Π˜i,A,γ +O(hω+1)
It is important to note that as we have the product ΠA
(
A
A
)
, we will
always have one A− less than the number of As, which prevents ACkA−
terms from appearing at the very end of a symbol combination.
For the Jacobian DyF we have:
DyF =
[
D1f1 0 D2f1 0
0 D1f˜ 0 D2f˜
D1g1 0 D2g1 0
0 D1g˜ 0 D2g˜
]
=
[
D1f D2f
D1g D2g
]
The expansion of each term follows the same pattern. For instance, for D2g
we have:
D2g =
ω∑
i=0
hiCi ⊗D2gi +O(h
ω+1)
Considering all this, the product ΠA
(
A
A
)
DyF has two differentiated
symbol groupings: top row (corresponding to ∆Q) and bottom row (corre-
sponding to ∆p) groups.
Top row groups are the easiest ones as they are the ones that remain
unaffected by ΠA. These are of the form:
ω∑
i=0
hi
[
ACi ⊗ Ui
]
+O(hω+1)
where Ui are linear combinations of derivatives of g and f evaluated at the
initial condition. Bottom row groups show more variety. These are of the
form:
ω∑
|α|+|β|=0
h|α|+|β|
[
CαA
dim β−1∏
i=1
(
Cβ(i)A−Cβ(i+1)A
)
⊗ Vα,β
]
+O(hω+1)
where Vα,β are terms involving △ and derivatives of f , g and φ evaluated
at the initial condition. The main difference here is that bottom row terms
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can have Cs to the left of the first A, as well as the possibility of having
C 7→ A−CA substitutions to its right.
Putting everything together, and keeping in mind that ω = min(λ, µ, ν)
the expansion can be brought to the form:
∆Q = h2
m−1∑
i=0
hi
(∑
α
KQ,αi ⊗ LQ,αi
)
∆Λ1 +O(h
m+2 ‖∆Λ1‖)
∆p = h2
m−1∑
i=0
hi
(∑
α
Kp,αi ⊗ Lp,αi
)
∆Λ1 +O(h
m+2 ‖∆Λ1‖)
where each Lj,αi is again a combination of products of the derivatives of f ,
g, φ with △ evaluated at the initial condition, and Kj,αi is a Runge-Kutta
symbol combination of order |αi| as in theorem 3.5. The difference between
KQ,αi and Kp,αi lies on the fact that KQ,αi cannot begin with C
i and there
cannot be C 7→ A−CA substitutions between the initial A and the first Aˆ,
while on Kp,αi it happens. Applying the result of said theorem all these
terms vanish, which is what we set to prove.
Proposition 3.1. In the Taylor expansion of PADzF1 only the terms be-
longing to the classes with elementary R-strings with a trailing zero, i.e. γ
R-strings of dim γ = s such that γ(s) = 0, survive.
Proof. Given a class with an elementary representative γ such that γ(s) 6= 0
implies that it admits right appending, which gives us γ′. Rγ = Rγ′ by
definition of class. On the other hand Sγ 6= Sγ′ and dim γ
′ = dim γ+2, which
means both terms will have opposite signs. Now Sγ′ = SγD3g˜0 △ D2φ˜0, but
Sγ′D3g˜0 = SγD3g˜0 △ ▽ = SγD3g˜0, which is exactly what we needed to show
that they cancel each other out. This is also true for other elements derived
from the same elementary R-string via splitting and insertion, as they still
necessarily admit right appending.
Theorem 3.5. Assume an s-stage symplectic partitioned Runge-Kutta me-
thod with coefficients A satisfying hypotheses H1, H2, H3 (and consequently
Aˆ satisfying H1’ and H2’), together with conditions D(r), Dˆ(q), DDˆ(p− r)
and DˆD(p− q). With α ≥ 0, we have:
eTs C
αA
(
k∏
i=1
Mi
)
(Aˆ1 − AˆA
−A1) = 0, 0 ≤ k ≤ min(r, q, p − r, p − q)− 1
(25)
and:
eTs C
αA
(
k∏
i=1
Ni
)
CA−A1, 0 ≤ k ≤ min(r, q, p − r, p− q)− 1 (26)
where Mi and Ni can be C, A, Aˆ, A
−CA, ACA− for any i except k where
Mk = ACA
− cannot occur.
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Proof. Multiplying D(r) by A− we may obtain that:
bCkA− = eTs − kbC
k−1, 1 ≤ k ≤ r (27)
As A satisfies H3, we also have that eTs A = b, and consequently bA
− =
eTs .
The vanishing of the different symbol terms rests in both the vanishing
of the following reduced combinations and the fact that any symbol combi-
nation that appears in the expansion can be brought to one of these.
• Combination 1:
bCk−1(Aˆ1 − AˆA
−A1) = 0, 1 ≤ k ≤ min(r, rˆ)
This is said to be of order k − 1, as that is the number of times C
appears. It vanishes because:
bCk−1Aˆ1 = k
−1b1
bCk−1AˆA−A1 = k
−1b(1− Ck)A−A1
= k−1bA−A1 − k
−1bCkA−A1
= k−1b1 − k
−1
(
b1 − kbC
k−1A1
)
= k−1b1
The application of the simplifying assumption Dˆ(rˆ) in the second line
and D(r) in the fourth line are the limiting factors.
• Combination 2:
bCkA−A1 = 0, 1 ≤ k ≤ r
This is said to be of order k, as that is the number of times C appears.
bCkA−A1 = b1 − kbC
k−1A1
= b1 − b1
= 0
Again the application of the simplifying assumption D(r) in the first
line is the limiting factor.
Combination 1 and combination 2 can be generalized to the form (25)
and (26) respectively.
As cs = 1, we have that e
T
s C
α = eTs , thus the C
α is there only for
generality. After recursive application of D, Dˆ, DDˆ, DˆD and (27) shows
that each of these expressions can be brought to a linear combination of
one of the reduced combinations with different values of k, which proves the
theorem.
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Remark. For an s-stage Lobatto III A-B method we have that s − 2 = r =
p− q = q − 2 = p− r − 2, thus:
eTs C
αA
(
k∏
i=1
Mi
)
(Aˆ1 − AˆA
−A1) = 0, 0 ≤ k ≤ s− 3 (28)
eTs C
αA
(
k∏
i=1
Ni
)
CA−A1, 0 ≤ k ≤ s− 3 (29)
Theorem 3.6. Assume an s-stage symplectic partitioned Runge-Kutta method
with coefficients A satisfying hypotheses H1, H2, H3 (and consequently Aˆ
satisfying H1’ and H2’), together with conditions B(p), C(q), D(r) (and
consequently Bˆ(p), Cˆ(r), Dˆ(q)). Then we have:
δqh(x) = O(h
min(p,q+r+1)+1), (30a)
δph(x) = O(h
min(p,2q,q+r)+1), (30b)
δzh(x) = O(h
q). (30c)
Proof. The proof of this theorem is similar to that of [5], theorem 5.1, which
follows that of [1], theorem 5.9, and [3], theorem 8.10. (As the author was
not initially used to working with trees, we recommend a first look of at [2],
theorem 7.4, for the non-initiated.)
fpq
gλ
(−φpgλ)
−1φqp
f g
fpq
g f
Figure 1: This order 6 tree represents the
term fpq
(
gλ(−φpgλ)
−1φqp(f, g), fpq(g, f)
)
. Note
that the order is derived from the number
of round nodes minus the number of trian-
gle nodes. The tree itself can be written as
[[[τQ, τP ]λ]P , [τP , τQ]Q]Q and corresponds to the
Runge-Kutta term: biaˆija
−
jkc
2
kailc
2
l , where a
−
ij are
the components of the A− matrix.
The arguments are essentially the same as those used in [1] for A in-
vertible, but using a bi-colored tree extension (see fig.1). The inverses that
appear need only be swapped by A−. In these results two trees are used, t
and u trees, referring to y and z equations respectively. In our case we will
have both tQ and tP for Q and P equations, plus u for λ equations.
The key difference with respect to both this and Jay is that instead of
only needing to set the limit such that for [t, u]y either t or u are above the
maximum reduction order by C(q) (q + 1 and q − 1), which leads to 2q, we
need to be careful because we have two types of trees with C(q) and Cˆ(r).
First of all it is impossible to have [tQ, u]Q as f does not depend on λ, and
we can only have [tQ, tP ]Q which pushes the limit to q+ r+2. On the other
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hand, [tP , u]P also sets a limit, which as it turns out is q+ r. For both there
is also the limit q + r + 1 set by D(r), which trumps the limit set for Q
equations but it is trumped for P equations by the one we just set.
Theorem 3.7. Consider the IVP posed by the partitioned differential-algebraic
system of eqs.(2), together with consistent initial values and the Runge-Kutta
method (8). In addition to the hypotheses of theorem 3.6, suppose that
‖RA(∞)‖ ≤ 1 and q ≥ 1 if RA(∞). Then for tn − t0 = nh ≤ C, where C is
some constant, the global error satisfies:
qn − q(tn) = O(h
min(p,q+r+1)) (31a)
pn − p(tn) = O(h
min(p,2q,q+r)) (31b)
zn − z(tn) =
{
O(hq) if − 1 ≤ RA(∞) < 1,
O(hq−1) if RA(∞) = 1.
(31c)
Proof. Following the steps of [5], theorem 5.2, for ‖R(∞)‖ < 1 and ‖R(∞)‖ =
1, zn−z(tn) can be found to be of order O(h
q) and O(hq−1) respectively. As
stated there, the result for R(∞) = −1 can actually be improved to O(hq)
by considering a perturbed asymptotic expansion.
Now, we proceed as in [3], theorem VI.7.5, applying (21)(22)(23) to two
neighbouring Runge-Kutta solutions,
{
q˜n, p˜n, λ˜n
}
and
{
qˆn, pˆn, λˆn
}
, with
δi = 0, θ = 0. Using the notation ∆xn = x˜n − xˆn, we can write:
∆qn+1 = ∆qn +O
(
h ‖∆pn‖+ h
m+2 ‖∆λn‖
)
∆pn+1 = Π1,n∆qn +Π2,n∆pn +O
(
hm+2 ‖∆λn‖
)
∆λn+1 = RA(∞)∆λn +O (‖∆qn‖+ ‖∆pn‖+ h ‖∆λn‖)
where Π1,n and Π2,n are the projectors defined in the statement of theorem
3.4, evaluated at qˆn, pˆn, λˆn, and m = min(q − 1, r, p − q, p − r) for −1 ≤
R(∞) < 1 or m = min(q − 2, r, p − q, p− r) for R(∞) = 1.
We can follow the same philosophy of [1], lemma 4.5, and try to relate
{∆qn,∆pn,∆λn} with {∆q0,∆p0,∆λ0}. For this we make use of the fact
that Πi,n+1 = Πi,n + O(h), (Π2,k)
2 = Π2,k and Π2,kΠ1,k = 0 (these latter
facts can be readily derived from their definition).
This leads to:
‖Π1,n+1∆qn+1‖ = ‖Π1,n∆qn‖+O
(
h ‖∆pn‖+ h
m+2 ‖∆λn‖
)
‖Π2,n+1∆pn+1‖ = ‖Π2,n∆pn‖+O
(
h ‖∆qn‖+ h
m+2 ‖∆λn‖
)
‖RA(∞)∆λn+1‖ = ‖RA(∞)‖
2 ‖∆λn‖+O (‖∆qn‖+ ‖∆pn‖+ h ‖∆λn‖)
Thus the error estimates become:
‖∆qn‖ ≤ Cq
(
‖∆q0‖+ h ‖∆p0‖+ h
m+2 ‖∆λ0‖
)
‖∆pn‖ ≤ Cp
(
‖Π1,0∆q0‖+ ‖Π2,0∆p0‖+ h
m+2 ‖∆λ0‖
)
‖∆λn‖ ≤ Cλ (‖RA(∞)‖
n ‖∆λ0‖+ ‖∆q0‖+ ‖∆p0‖+ h ‖∆λ0‖)
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Proceeding as in [1] to use the Lady Windermere’s Fan construction and
using the results from theorem 3.6 for δqh(tk), δph(tk), and the results we
derived for δλh(tk), with m = min(q−1, r, p−q, p−r) for −1 ≤ R(∞) < 1 as
well as m = min(q− 2, r, p− q, p− r) for R(∞) = 1, we find the global error
by addition of local errors, which gives the result we were looking for.
Corollary 3.7.1. The global error for the Lobatto IIIA-B method applied to
the IVP posed by the partitioned differential-algebraic system of eqs.(2) is:
qn − q(tn) = O(h
min(2s−2)), (32a)
pn − p(tn) = O(h
min(2s−2)), (32b)
zn − z(tn) =
{
O(hs) if s even,
O(hs−1) if s odd.
(32c)
Proof. To prove this it suffices to substitute p = 2s−2, q = s, r = s−2 and
RA(∞) = (−1)
s−1 in the former theorem.
4 Conclusion
In this paper we have proposed a new numerical scheme for partitioned
index 2 DAEs proving its order. The method opens the possibility to con-
struct high-order methods for nonholonomic systems in a systematic way,
preserving the nonholonomic constraints exactly. So far, the methods to
numerically integrate a given nonholonomic system were constructed us-
ing discrete gradient techniques or modifications of variational integrators
based on discrete versions of the Lagrange-d’Alembert’s principle. Inte-
grators in the latter category, in which our method falls, tend to display
a certain amount of arbitrariness or awkwardness, particularly in the way
constraints are discretized or imposed. In most cases, with the exception of
SPARK methods [7], the resulting methods are limited to low order unless
composition is applied, and without a general framework for error analysis.
However, our method offers a clear and natural way to construct them to
arbitrary order. Further considerations about our construction, particularly
with respect to its interpretation will be left for [8].
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