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Abstract
In this paper, we consider Gaussian models Markov with respect to an ar-
bitrary DAG. We first construct a family of conjugate priors for the Cholesky
parametrization of the covariance matrix of such models. This family has as
many shape parameters as the DAG has vertices, and naturally extends the work
of Geiger and Heckerman [8]. From these distributions, we derive prior distribu-
tions for the covariance and precision parameters of the Gaussian DAG Markov
models. Our works thus extends the work of Dawid and Lauritzen [5] and Letac
and Massam [16] for Gaussian models Markov with respect to a decomposable
graph to arbitrary DAGs. For this reason, we call our distributions DAG-Wishart
distributions. An advantage of these distributions is that they possess strong hy-
per Markov properties and thus allow for explicit estimation of the covariance
and precision parameters, regardless of the dimension of the problem. They also
allow us to develop methodology for model selection and covariance estimation
in the space of DAG-Markov models. We demonstrate via several numerical ex-
amples that the proposed method scales well to high-dimensions.
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1 Introduction
The priors on the parameter of a normal distribution Markov with respect to a DAG
now have a long history which starts with [8]. Traditionally these distributions have
been derived from some types of (inverse) Wishart distributions and for this reason, we
shall call them the DAG-Wishart priors. The different steps in this history are marked
by the introduction of more and more flexibility in the shape of the prior. In [8], the
prior is derived from the Wishart distribution which has only one shape parameter.
Dawid and Lauritzen [5] introduced the hyper inverse Wishart which is the equivalent
of the inverse Wishart but for the incomplete covariance matrix which corresponds to
the free parameters of a Gaussian distribution Markov with respect to a decomposable
graph. Although this is not emphasized in [5], the hyper inverse Wishart is actually
equivalent to the DAG-Wishart defined in [8] but for the restricted class of so-called
perfect DAGs, those that are Markov equivalent to decomposable graphs. The hyper
inverse Wishart still has only one shape parameter. For decomposable graphs, in [16],
Letac and Massam introduce a generalization of the hyper inverse Wishart, denoted the
IWPG which has k + 1 multi-shape parameters where k is the number of cliques. This
distribution thus offers greater flexibility than the hyper inverse Wishart. We will see
that, for the particular case of perfect DAGs, the IWPG is identical to the DAG-Wishart
we introduce in this paper.
Indeed, in this paper, we introduce a DAG-Wishart that is similar to the IWPG but
introduces yet more flexibility in the choice of multi-shape parameters and is valid for
all DAGs and not just the restricted class of perfect DAGs. The hyper inverse Wishart
and the IWPG Wishart were derived from the Wishart. In this paper, we proceed in
the other direction, we start by defining the multi-shape parameter DAG-Wishart on
a convenient space, with one shape parameter for each vertex, and then fold it back
into a Wishart-type distribution for the incomplete covariance matrix corresponding
to the parametrization of the Gaussian distribution Markov with respect to the DAG.
An advantage of the DAG-Wishart distributions proposed in this paper is that, when
we use them as priors, high dimensional posterior analysis is readily amenable mainly
because these distributions possess hyper Markov properties, which in turn result in
closed form solutions for their posterior moments.
The main difficulty in achieving this goal is that when a DAG is no longer perfect
defining distributions on the space of covariance or precision matrices is, in a sense,
an ill-posed problem, as these spaces are curved manifolds, and thus no distribution
defined on them has density with respect to the Lebesgue measure. Consequently,
tools for posterior inference on these spaces are not immediately available. For this
reason, we need to identify these two spaces with other spaces that yield natural iso-
morphisms. The new spaces we define here are projections of covariance and precision
matrices onto Euclidean space. These are termed the space of incomplete covariance
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and precision matrices and correspond, respectively, to functionally independent ele-
ments of covariance and precision matrix of Gaussian DAG models. Given an incom-
plete matrix in the space defined by a given DAG, we rely on results and algorithms for
completion given in [2] to obtain the corresponding unique covariance and precision
matrices of the corresponding Gaussian DAG model. Therefore, with our approach
we develop a unified framework for Gaussian DAG models that naturally extends to
general DAGs the recent methodological contributions by Letac and Massam [16] and
others [18] valid only for decomposable Gaussian graphical models, i.e. perfect DAGs.
We also use the DAG-Wishart approach to develop a Bayesian methodology for model
selection and covariance estimation that can scale better than any other Bayesian meth-
ods that we are aware of.
The remainder of the paper is structured as follows. Section 2 gives a short overview
of the basic notation and definitions used in the context of Gaussian DAG models,
and formally introduces the Cholesky, precision and covariance parametrizations of
Gaussian DAG models. Section 3 introduces the class of generalized Wishart distri-
butions for Gaussian DAG models on the Cholesky space ΘD (which we shall name
the DAG-Wishart on ΘD). In Sections 4 and 5 we develop the DAG-Wishart priors
on the spaces corresponding to, respectively, the precision and covariance parameter-
ization of DAG models. This entails defining the spaces of incomplete precision and
covariance matrices, deriving the densities of the DAG-Wishart distributions on these
spaces and formalizing their hyper Markov properties and closed form expressions for
posterior quantities. In Section 6, we illustrate the applicability of our DAG-Wishart
prior both for covariance/precision matrix estimation and for model selection in the
space of models Markov with respect to DAGs with a given order of the vertices. We
compare the performance of our method using the DAG-Wishart as a prior with the
Lasso-DAG method as in [21]. We show that our approach gives good model selection
results and scales well to higher dimensions. Section 7 concludes by briefly summariz-
ing the results in the paper. The Supplemental sections give further details on various
results.
2 Preliminaries
A brief summary of graph theory, associated Markov and other properties required for
analyzing DAG models is given in Supplemental section A.
2.1 Gaussian DAG models
Let V be a set with p elements. For any a, b ⊆ V 1 let Ra×b denote the real lin-
ear space of functions A ≡
(
(i, j) 7→ Ai j
)
: a × b → R. Each element of Ra×b is
1Note that under-case alphabets are used to denote subsets of V .
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called an |a| × |b| matrix. In particular, we define the space of symmetric matrices
S a(R) =
{
A ∈ Ra×a : Ai j = A ji , for every i, j ∈ a
}
, and the set of positive definite ma-
trices PDa(R) =
{
A ∈ S a(R) : x>Ax > 0, for every x ∈ Ra \ {0}}. Now let Σ  0 de-
note Σ ∈ PDp(R). For a partition a, b of V , consider the corresponding block partition-
ing of Σ as follows.
Σ =
(
Σa Σab
Σba Σb
)
,
where Σaa = (Σi j)i, j∈a ∈ PDa(R), Σbb = (Σi j)i, j∈b ∈ PDb(R), Σab = (Σi j)i∈a, j∈b ∈ Ra×b
and Σba = Σ>ab. The Schur complement of the sub-matrix Σaa is defined as Σbb|a =
Σbb − Σba(Σaa)−1Σab.
Remark 2.1. Throughout this paper, we shall in general suppress the notation for a
principal submatrix Σaa and refer to it as Σa. We shall also use the convention Σ−1a for
(Σaa)−1 and Σa for (Σ−1)aa.
In this paper we focus on multivariate Gaussian distributions which obey the directed
Markov property with respect to a DAGD. From now on and unless otherwise stated,
we shall always assume without loss of generality that D = (V, E) is a DAG given
in a parent ordering2, i.e., the vertices are labeled 1, 2, . . . , p, and i → j implies that
i > j. A Gaussian DAG model (or Gaussian Bayesian network) over D, denoted by
N (D), is the statistical model that consists of all multivariate Gaussian distributions
Np(µ,Σ) obeying the ordered directed Markov property with respect to D. Therefore,
x ∼ Np(µ,Σ) ∈ N (D) =⇒ xi ⊥ x{i+1,...,p}\pa(i)|xpa(i) for each i.
Remark 2.2. Note that Np(µ,Σ) ∈ N (D) if and only if Np(0,Σ) ∈ N (D). Therefore,
without loss of generality, we shall only consider centered Gaussian distributions{
Np(0,Σ) : Σ ∈ PDD
}
⊆ N (D).
For convenience, with a slight abuse of notation, we shall still denote
N (D) =
{
Np(0,Σ) : Σ ∈ PDD
}
.
The Gaussian distributions inN (D) are naturally parametrized by the elements of
PDD =
{
Σ  0 : Np(0,Σ) ∈ N (D)
}
or PD =
{
Σ−1  0 : Np(0,Σ) ∈ N (D)
}
.
These sets are referred to as the space of covariance matrices and the space of pre-
cision matrices. A precision matrix in PD is usually denoted by Ω. Similarly, for
2We emphasize here that unlike in the decomposable precision graph setting or the covariance graph
setting (where the existence of an ordering is important either for the perfect order of cliques and sepa-
rators, or to preserve zeros), existence of such an ordering is not necessary in the DAG setting, since a
parent ordering is always available for a DAG.
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an undirected graph G = (V,E ) we define N (G) as the set of multivariate Gaus-
sian distributions obeying the (undirected) Markov property with respect to G. In this
model the corresponding parameter spaces are the space of covariance matrices PDG ={
Σ : Np(0,Σ) ∈ N (G)
}
and the space of precision matrices PG =
{
Ω : Ω−1 ∈ PDG
}
.
Note that, for us, PDD and PD are parameter spaces of primary interest as they arise
naturally in the parameterization of Gaussian densities. However, in order to develop
multi-shape parameters Wishart priors on these spaces, which is the main purpose of
this paper,we begin with the more natural and more convenient Cholesky type param-
eterization ofN (D) that we discuss in the next subsection.
2.2 Cholesky parametrizations of Gaussian DAG models
Consider a Gaussian DAG distribution Np(0,Σ) ∈ N (D). It is a well-known fact
that the structure of the DAG D is reflected in the Cholesky decomposition of the
precision matrix Σ−1. A precise explanation is as follows. Let LD denote the set of
lower triangular matrices with unit diagonals and Li j = 0 if i < pa( j), and let Dp+
denote the set of strictly positive diagonal matrices in Rp×p. Then Σ−1 ∈ PD if and
only if there exist L ∈ LD and D ∈ Dp+ such that Σ−1 = LD−1L>. The latter decom-
position of Ω = Σ−1 is called the modified Cholesky decomposition of Ω. We call
ΘD = Dp+ × LD the Cholesky space ofD, the pair (D, L) ∈ ΘD a Cholesky parameter,
and
{
Np(0,
(
L>
)−1 DL) : (D, L) ∈ ΘD} ≡ N (D) as the Cholesky parametrization of
N (D).
We can also obtain a variant of this parameterization, in vector form, from the recursive
factorization property of the Gaussian densities inN (D) (see Supplemental section A
subsection 1.3 for details). First, let us recall the following notation from [1].
Notation. For each i ∈ V let
≺ i = pa(i) [i = {i} × pa(i) ≺ i] = pa(i) × {i} ,
⊀ i = { j : j > i} \ pa(i) [i = {i} × ⊀ i  ≺ i =≺ i  × ⊀ i 
 i = f a(i)
By applying the directed factorization property (DF) of Np(0,Σ) ∈ N (D) we have
dNp(0,Σ)(x) =
∏
i∈V
dN(µi|pa(i),Σii|pa(i))(xi|xpai)
=
∏
i∈V
dN(Σ[iΣ−1≺ix≺i,Σii|≺i)(xi), (1)
for each x = (xi)i∈V ∈ Rp. Note that N(Σ[iΣ−1≺ix≺i,Σii|≺i)(xi) is the conditional dis-
tribution of xi|x≺i = x≺i. Moreover, Σ[iΣ−1≺i is the regression coefficient of xi in the
regression of xi on x≺i, and Σii|≺i is the conditional variance of xi|x≺i = x≺i. Fur-
thermore, using the exact functional form of the densities of the Gaussian distributions
5
in (1), we obtain the following equation.
tr(Σ−1xx>) =
∑
i∈V
tr
(
Σ−1ii|≺i(xi − Σ[iΣ−1≺ix≺i)(xi − Σ[iΣ−1≺ix≺i)>
)
(2)
It is shown in [1] that Σ ∈ PDD if and only if Σ  0 and satisfies (2) for all x ∈ Rp.
On the other hand, by the parent ordered Markov property of x ∼ Np(0,Σ) we have
Σ ∈ PDD if i ⊥ ⊀ i  | ≺ i  (or equivalently i ⊥ {i + 1, . . . , p} \ pa(i)|pa(i)). Hence
another characterization given by [1] for Σ ∈ PDD is that Σ  0 and
Σ[i = Σ[iΣ−1≺iΣ≺i, for every i ∈ V . (3)
Using the insights above and defining ΞD = ×i∈V
(
R+ × R≺i]
)
, it can be shown that the
mapping
ΠD ≡
(
Σ 7→ ×i∈V(Σii|≺i,Σ−1≺iΣ≺i])
)
: PDD → ΞD (4)
is a bijection. In order to construct the inverse of this mapping let ×i∈V(λi, β≺i]) denote
a typical element in ΞD, with the convention that β≺i] = 0 whenever ≺ i = pa(i) = ∅.
Using (3), the corresponding Σ can be recursively constructed starting from the largest
index p, by setting 
i) Σii = λi + β>≺i]Σ≺iβ≺i];
ii) Σ≺i] = Σ≺iβ≺i];
iii) Σ[i = Σ[iΣ−1≺iΣ≺i.
(5)
The reader is referred to [1] for greater detail, where in addition, it is shown that the
inverse mapping above yields a positive definite matrix in PDp(R), and consequently
in PDD. The mapping ΠD in (4) gives another parametrization of N (D) in terms of
the elements ×i∈V (λi, β≺i]) ∈ ΞD. One can show that for each i ∈ V , L≺i] = −Σ−1≺iΣ≺i]
and Dii = Σii|≺i, therefore each ×i∈V (λi, β≺i]) ∈ ΞD is, essentially, a vectorized form of
a (D, L) ∈ ΘD.
3 The DAG-Wishart distribution on ΘD
The main goal of this section is to introduce a new family of multi-shape parameter
distributions on the Cholesky space ΘD as a natural generalization of the distribution
of the Cholesky factor of a Wishart random matrix. The distributions we are going to
define now are multi-shape parameter distributions, defined for all DAGs, which are
extensions of the traditional inverse Wishart priors studied in [9], [8] and the inverse
Type II Wishart IWPG defined in [16]. We will also explore, in this section, some of
the important properties of these distributions.
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3.1 DAG-Wishart densities
Let us start with a natural course that will lead us to the general form of the multi-
shape parameter DAG-Wishart distributions on the Cholesky space ΘD with the de-
sired properties. We begin with the classical Wishart distribution. Let us consider
Σ−1 ∼ Wp(η,U) as a prior for the precision parameter of the full Gaussian model
{Np(0,Σ) : Σ  0}. Note that this model corresponds to the saturated Gaussian DAG
model N (D), i.e., when D is a complete DAG with p vertices (see Figure 1). Con-
sider the mapping Σ−1 7→ (D, L), where (D, L) is the Cholesky factorization of Σ−1.
This mapping transforms the Wishart distribution Wp(η,U) to a distribution on ΘD
with density proportional to
exp
{
tr
((
LD−1L>
)
U
)} p∏
i=1
D−
αi
2
ii , (6)
with αi = η + p − 2i + 3, simply because the Jacobian of the mapping is ∏pi=1 Dp−i−2ii .
Although in (6) the αi’s appear as multi-shape parameters, they are all function of the
one original shape parameter parameter η. Thus there is still just one shape parameter.
But we will now work in the other direction and start with a density of the form (6) on
ΘD to obtain a muti-shape parameter distribution and then fold back it into PDp(R).
This will yield a multi-shape parameter Wishart.
Figure 1: A complete DAG with p vertices.
Before specifying our distribution on ΘD, let us show that the same process is fol-
lowed with the Cholesky decomposition of the IWPG in [16]. Let G be a decomposable
or complete graph. Let D be its perfect Markov equivalent DAG. We consider the
Gaussian model Markov with respect to G with covariance matrix Σ and let us assume
that Σ−1 ∼WPG(U, α) or equivalently that Σ ∼ IWPG(α,U). We will let (C1,C2, . . . ,Ck)
be a perfect order of G and S j, j=2,. . . ,k, be the minimal separators. We use the nota-
tion
H j = C1 ∪ · · · ∪C j, R j = C j \ H j−1, and S j = H j−1 ∩C j,
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for j = 2, . . . , k, R0 = S 2, R1 = C1 \ C2, S 0 = ∅ and S 1 = S 2. By Theorem 4.4 in
[16], under the mapping Σ 7→ ×kj=0
(
ΣR j |S j ,Σ
−1
S j ΣS jR j
)
, the density of Σ ∼ IWPG(α,U) is
transformed to a density proportional to
exp
−12
k∑
j=0
(
Σ−1R j |S j(Σ
−1
S j ΣS jR j + U
−1
S j US jR j
)>
US j
(
Σ−1S j ΣS jR j + U
−1
S j US jR j)
)
×
k∏
j=0
exp
{
−1
2
Σ−1R j |S jUR j |S j
}
Σ
−α j/2
R j |S j . (7)
A close inspection of (7) shows that it is the image of (6) under the mapping (D, L) 7→
×i∈V (λi, β≺i]) for a perfect DAG version D of G, where k + 1 shape parameters are
introduced, one for each block C1 \ S 2, S 2, R2, . . . ,Rk. To see this, one can check (or
see Supplemental section B subsection 2.2) that the image of (6) under the mapping
(D, L) 7→ ×i∈V (λi, β≺i]) is written as
exp
−12
p∑
i=1
Σ−1ii|≺i(Σ
−1
≺iΣ≺i] − U−1≺iU≺i])>U≺i(Σ−1≺iΣ≺i] − U−1≺iU≺i])

p∏
i=1
exp
{
Σ−1ii|≺iUii|≺i
}
Σ
− 12αi
ii|≺i. (8)
Although the number of shape parameters in (7) is less than that of (8) it is clear that
by splitting the blocks C1 \ S 2, S 2,R2, . . . ,Rk into vertices we can completely liberate
the shape parameters by introducing one for each vertex. Once (8) is folded back to
PD we obtain a multi-shape parameter density on PD, which of course requires using
the Jacobian of the corresponding mapping. We should however emphasize that a
distribution of type (8) cannot be derived from the Type II Wishart distribution in [16]
whenD is an arbitrary DAG because WPG is derived as the natural exponential family
generated by an appropriate measure on PG, a machinery which cannot be employed
if DAGs are not perfect. In spite of this, we can see that the transformed density (7)
obtained in [16] can be generalized to the form of multi-shape parameter distribution
(8) on ΞD, and therefore ΘD for all DAGs. In addition, the form of density in (8)
shows that the obtained distribution on ΘD has the strong hyper Markov property,
which reiterates the statement of Theorem 4.4 [16] as
Dii = Σii|≺i ∼ IG(αi2 −
pai
2
− 1, 1
2
Uii|≺i), and (9)
Σ−1≺iΣ≺i]|Dii ∼ Npai(U−1≺iU≺i],DiiU−1≺i). (10)
To summarize, in light of (7), the form of density given by (8) is a natural choice
of the multi-shape parameter Wishart distribution on ΞD for an arbitrary DAG D. For
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this reason, we define (6), the image of (8), as the DAG-Wishart density piΘDU,α on the
Cholesky space ΘD. It remains to compute the normalizing constant of pi
ΘD
U,α by multiple
integration of the non-normalized density in (8) and taking advantage of the strong
hyper Markov property manifested by (9) and (10). The calculation yields:
piΘDU,α(D, L) =
1
zD(U, α)
exp
{
−1
2
tr((LD−1L>)U)
} p∏
i=1
D−
1
2αi
ii ,
for (D, L) ∈ ΘD and
zD(U, α) =
p∏
i=1
Γ
(
αi
2 − pai2 − 1
)
2
αi
2 −1(
√
pi)pai det(U≺i)
αi
2 −
pai
2 − 32
det(Ui)
αi
2 −
pai
2 −1
. (11)
Note that piΘDU,α is a conjugate prior forN (D). More precisely, if the prior distribution
on (D, L) is piΘDU,α and Y1,Y2, · · · ,Yn is an independent and identically distributed sam-
ple from Np(0, (L>)−1DL−1), then the posterior distribution of (D, L) is given by piΘDU˜,α˜,
where S = 1n
∑n
i=1 YiY>i denotes the empirical covariance matrix, U˜ = nS + U and
α˜ = (n + α1, n + α2, · · · , n + αp).
Remark 3.1. We note that parameterizing each piΘDU,α by parameter U  0 is not an
identifiable parameterization, since the mapping U 7→ piΘDU,α is not one-to-one, unlessD is a perfect DAG. However, if the parameter set is restricted to PDD, then the param-
eterization is identifiable. As a parameterized model, {piΘDU,α : U ∈ PDD} is in general a
curved exponential family for an arbitrary DAG D, and a natural exponential family
if and only ifD is perfect (see Supplemental section B section 2.7 for details).
4 The DAG-Wishart distribution on the space of in-
complete precision matrices
In the previous section we introduced the DAG-Wishart distribution piΘDU,α on the Cholesky
space ΘD. In this section we proceed to define, for general DAGs, an analog of the
type II Wishart defined in [16] for decomposable (or complete) graphs.
4.1 Motivation and notation
To follow in the tradition of the Wishart, the inverse hyper inverse Wishart and the type
II Wishart mentioned above, we would like to derive a type of Wishart distribution for
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the covariance and precision matrices of N(0,Σ) ∈ ND, that is, we would like to derive
the image of the piΘDU,α distribution under the mappings(
(D, L) 7→ LD−1L>
)
: ΘD → PD (12)(
(D, L) 7→
(
LD−1L>
)−1)
: ΘD → PDD. (13)
The main issue, as we elaborate in Supplemental section C, is that these image dis-
tributions have no densities with respect to the Lebesgue measure if D is not perfect.
This problem arises because both the space of precision and covariance matrices have
Lebesgue measure zero in their affine supports. From a purely mathematical or theo-
retical point of view, one can derive the densities with respect to Hausdorff measure.
But even for the simplest DAGs, the Hausdorff density is not amenable to posterior
analysis (see Supplemental section C for a more detailed discussion of this approach).
To overcome this problem, we follow what was done for the hyper inverse Wishart
in [15] or for the type I Wishart in [16] and we work with the projections of PD and
PDD onto the Euclidean space that only retain the functionally independent elements
of the precision and covariance matrices of Gaussian DAG models.
The projected spaces, as we shall see, are subsets of incomplete matrices, which
we call the incomplete precision space RD and the incomplete covariance space SD,
respectively. The precise definitions are as follows.
Definition 4.1. LetD = (V, E) be a DAG3 andDu = (V, Eu) its undirected version.
(a) Let ZD ⊆ Rp×p denote the real linear space of p × p symmetric matrices A such
that Ai j = A ji = 0 if (i, j) is not in E. Note that the dimension of ZD is |E|.
(b) Let ID denote the real linear space of symmetric functions Γ =
(
Γi j
)
(i, j)∈Eu , i.e.,
Γi j = Γ ji ∈ R for each (i, j) ∈ E. An element Γ ∈ ID is called a (symmet-
ric) D-incomplete matrix, and can be considered as a matrix in Sp(R) where
only the entries corresponding to the edges of D are specified and the rest are
unspecified. The projection mapping from Sp(R) onto ID is denoted by A 7→ AE
(c) For Γ ∈ ID let (Γ)0 denote the |V | × |V | matrix
(Γ)0i j =
Γi j if (i, j) ∈ Eu,0 otherwise.
Note that (Γ)0 fills or completes the unspecified positions with zeros to obtain a full
matrix in ZD. For each clique c of D the restriction of Γ on c, denoted by Γc, is a full
matrix. Moreover, Γ is uniquely determined by the blocks of matrices (Γc : c ∈ CD),
where CD denotes the set of cliques ofDu.
3Note an important convention here that the edge set E contains all the loops (see suplemental section
A for details).
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(d) Let QD ⊆ ID denote the set of D-incomplete matrices Γ ∈ ID such that Γc is
positive definite for each clique c ∈ CD. Each element of QD is said to be a
partially positive definite matrix overD.
(e) Let A ⊆ Sp(R). We say that a D-incomplete matrix Γ ∈ ID can be completed
in A if there exists a matrix A ∈ A such that Ai j = Γi j for each (i, j) ∈ E, i.e.,
AE = Γ. We refer to A as a completion of Γ inA.
( f ) The space of incomplete precision matrices overD, denoted by RD, is the set of
Γ ∈ ID that can be completed in the space of precision matrices PD.
(g) The space of incomplete covariance matrices over D, denoted by SD, is the set
of Υ ∈ ID that can be completed in the space of covariance matrices PDD.
Remark 4.1. IfA is the set of positive definite matrices PDp(R), then the completion in
A reduces to the standard definition of positive definite completion [10]. We shall con-
sider below the positive definite completion of partially positive precision/covariance
matrices that correspond to DAGs (vs. those that correspond to undirected graphs as
in [10]). Note that an incomplete matrix Γ ∈ ID has a positive definite completion only
if Γ ∈ QD, i.e., it is partially positive definite overD.
4.2 The space of incomplete precision matrices
We first recall the definition of RD in Definition 4.1 and the following result from [2].
Proposition 4.1. [2] Let Γ be aD-partial matrix in ID. If Γ11 , 0, then
(a) Almost everywhere (with respect to the Lebesgue measure on ID), there exist a
unique lower triangular matrix L ∈ LD and a unique diagonal matrix Λ ∈ Rp×p
such that Γ̂ = LΛL> is a completion of Γ.
(b) The matrix Γ̂ is the unique positive definite completion of Γ in PD if and only if
the diagonal entries of Λ are all strictly positive.
Proposition 4.1 is of interest to us, because it explicitly shows that without loss
of generality every precision matrix Ω ∈ PD can be represented by a D-incomplete
matrix which only consists of the free parameters of Ω, i.e., ΩE. The rest, entries
corresponding to the missing edges of the DAG, can be discarded, as whenever needed
they can be obtained from ΩE according to a constructive completion procedure given
by the proof of Proposition 4.1. We re-formalize this as follows.
Corollary 1. The projection mapping
(
Ω 7→ ΩE
)
: PD → RD is a homeomorphism
with the inverse mapping
(
Υ 7→ Υ̂
)
: RD → PD.
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4.3 The DAG-Wishart distribution on RD
In light of Corollary 1 we identify PD with RD through the bijection Ω 7→ ΩE. Note
that RD, unlike PD, is open in its affine support ID and, as a consequence of Corollary 1,
homeomorphic to ΘD. Recall that we refer to RD as the space of incomplete precision
matrices overD. Now let piRDU,α denote the image of piΘDU,α under the mapping
ψ ≡
(
(L,D) 7→
(
LD−1Lt
)E)
: ΘD → RD (14)
Since RD is an open subset of the Euclidean space R|E|, the distribution pi
RD
U,α has a
density with respect to the Lebesgue measure on RD. Hence, in light of the home-
omorphism Ω 7→ ΩE, in both a natural and practical sense, we define piRDU,α as the
DAG-Wishart distribution on the space of incomplete precision matrices RD. To de-
rive the density of piRDU,α we need to compute the Jacobian of the mapping ψ in (14).
The Jacobian of ψ is a variant of similar transformations found in [19, 14]. For com-
pleteness we still compute this Jacobian in the following lemma. The proof is given in
Supplemental section B subsection 2.7.
Lemma 4.2. [19, 14] The Jacobian of the mapping ψ : (D, L) 7→
(
LD−1L>
)E
is∏p
j=1 D
−(pa j+2)
j j .
We now proceed to express the density of piRDU,α and some of its properties. The
proofs are immediate results of Lemma 7.8 and the iterative construction of piΘDU,α.
Theorem 4.3. Let Υ be the image of (L,D) ∼ piΘDU,α under the mapping ψ. Then
a) The density of Υ ∼ piRDU,α with respect to the standard Lebesgue measure on RD is
given by
zD(U, α)−1 exp
{
−1
2
tr(Υ̂U)
} p∏
i=1
D−
1
2αi+pai+2
ii ,
where Dii =
(
Υ̂−1
)
ii|≺i is explicitly a function of Υ and zD is defined in (11).
b) The Laplace transform of piRDU,α at K
E is given by LRD(KE) =
zD(2K + U, α)
zD(U, α)
.
c) E (Υ) =
(∑p
j=1(α j − pa j − 2)
(
U−1 j
)0 −∑pj=1(α j − pa j − 3) (U−1≺ j)0)E.
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Figure 2: A directed 4-cycle.
Ex 4.1. Let D be the DAG given by Figure 2. Then the DAG-Wishart density piRDU,α is
given by
piRDU,α (Υ) = zD(U, α)
−1 exp
{
−1
2
tr
(
Υ̂U
)}
D11 (Υ)−
1
2α1+4 D22 (Υ)−
1
2α2+3 D33 (Υ)−
1
2α3+3 D44 (Υ)−
1
2α4+2,
where, using Proposition 4.1, Υ̂ and Dii (Υ) are computed as follows.
Υ̂ =

Υ11 Υ21 Υ31 0
Υ21 Υ22
Υ21Υ31
Υ11
Υ42
Υ31
Υ21Υ31
Υ11
Υ33 Υ43
0 Υ42 Υ43 Υ44

D11 =
1
Υ11
, D22 =
Υ11
Υ11Υ22 − Υ221
, D33 =
Υ11
Υ11Υ33 − Υ231
,
D44 =
(
Υ11Υ22 − Υ221
)
Υ231 −
(
Υ211Υ22 − Υ11Υ221
)
Υ33(
Υ211Υ33 − Υ11Υ231
)
Υ242 +
(
Υ211Υ22 − Υ11Υ221
)
Υ243 +
((
Υ11Υ22 − Υ221
)
Υ231 −
(
Υ211Υ22 − Υ11Υ221
)
Υ33
)
Υ44
5 The inverse DAG-Wishart distribution on the space
of incomplete covariance matrices
In this section, we shall define the distribution that corresponds to the hyper-inverse
Wishart or more generally the inverse Type II Wishart IWPG . We therefore call it the
inverse D-Wishart or inverse DAG-Wishart distribution. First we introduce the space
of incomplete covariance matrices. We recall two important propositions from [2]
for completing an incomplete matrix in the space of covariance or inverse covariance
matrices. We use these theorems later for parameter estimation and model selection.
5.1 The space of incomplete covariance matrices
Recall that PDD is the space of covariance matrices for the Gaussian DAG model
N (D), the elements of which, according to (3), can be characterized as:
Σ ∈ PDD ⇐⇒ Σ  0 & Σ[i = Σ[iΣ−1≺iΣ≺i, for each i ∈ V . (15)
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The above characterization allows us to identify PDD with the functionally indepen-
dent elements of Σ. The following proposition is a key ingredient in this identification.
Proposition 5.1. [2] Let Γ ∈ QD, then
1. There exists a completion process of polynomial complexity that can determine
whether Γ can be completed in PDD;
2. If a completion exists, this completion is unique and can be determined con-
structively using the following process:
i) Set Σi j = Γi j for each (i, j) ∈ E and set j = p.
ii) If j > 1, then set j = j − 1 and proceed to the next step, otherwise Σ is
successfully completed.
iii) If Σ j > 0, then proceed4 to the next step, otherwise the completion in
PDD does not exist.
iv) If Σ⊀ j] is non-empty, then set Σ⊀ j] = Σ⊀ jΣ−1≺ jΣ≺ j], Σ[ j = Σ
t
⊀ j] and return to
step (2).
Remark 5.1. Note once more that the procedure in Proposition 5.1 itself determines
if Γ can be completed in PDD. It is clear from Step (iii) above that the necessary and
sufficient condition for the existence of a positive definite completion is that, for each
j ∈ V, the covariance sub-matrix Σ j > 0 and not just Σ≺ j > 0. Furthermore, the
completion procedure in Proposition 5.1 can terminate midway.
From Definition 4.1 recall that SD denotes the set of Γ ∈ ID that can be completed
in PDD. We call this set the space of incomplete covariance matrices overD. The next
corollary formalizes the fact that SD can be identified with PDD. Its proof is immediate
from Proposition 5.1 above.
Corollary 2. The mapping (Σ 7→ ΣE) : PDD → SD is a bijection with inverse mapping
Γ 7→ Σ, where Σ = Γ˜ is the completion matrix constructed according to Proposition
5.1.
Remark 5.2. Suppose D is perfect. Then PDD is identical to PDDu and, therefore,
by the completion result in Grone et al. [10], every incomplete matrix in QD can be
completed in PDD. Hence forD perfect, SD and QD are identical.
4Note that for each j, the submatrix Σ j is fully determined by step (ii)
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5.2 The inverse DAG-Wishart distribution on SD
Let piSDU,α denote the image of pi
ΘD
U,α under the mapping (D, L) 7→ (L−tDL>)E : ΘD → SD,
where L−t =
(
L>
)−1. In parallel to our notation piRDU,α, we will denote the inverse DAG-
Wishart distribution on the space of incomplete covariance matrices SD as pi
SD
U,α. Next
we shall derive the density of this distribution with respect to the Lebesgue measure.
First we compute the Jacobian of the mapping (ΣE 7→ Σ−E) : SD → RD, where Σ−E =(
Σ−1
)E
and Σ is the completion of ΣE in PDD.
Lemma 5.2. Let D = (V, E) be an arbitrary DAG, then the Jacobian of the mapping
(Σ−E 7→ ΣE) : RD → SD is given by ∏pi=1 det Σpai+2idet Σpai+1≺i .
Proof: First note that the mapping Σ−E 7→ ΣE can be written as the composition of
the two mappings
(Σ−E 7→ ×pi=1(Σii|≺i,Σ−1≺iΣ≺i]) : RD → ΞD;
(×pi=1(Σii|≺i,Σ−1≺iΣ≺i]) 7→ ΣE) : ΞD → SD.
It is easy to check that the Jacobian of the first mapping is the same as the Jacobian
of the inverse of the mapping ψ : (L,D) 7→ (LD−1Lt)E in Lemma 7.8 and is therefore
equal to
∏p
i=1 Σ
pai+2
ii|≺i .
We shall proceed by mathematical induction to compute the Jacobian of the second
mapping. Let us assume that the Jacobian of the mapping
(×pi=1(Σii|≺i,Σ−1≺iΣ≺i]) 7→ ΣE) : ΞD → SD
is equal to
∏|V |
i=1 det(Σ≺i) for any DAG D with |V | < p. We will show that the result
will also hold true for |V | = p. The case p = 1 is trivial. So assume that p ≥ 2. LetD[1]
be the induced subgraph ofD with the vertex set V[1] = V \ {1} and the corresponding
edge set, denoted by E[1]. Since V[1] is an ancestral subset of V , if ΣE belongs to SD,
then ΣE[1] , the projection of Σ on IG[1] , is an element of SD[1] . Furthermore the positive
definite completion of in PDD[1] is indeed the principal sub-matrix ΣV[1] . The above
two observations simply follow from the recursive nature of the completion process
in Proposition 5.1. Now consider the following composition of the inverse mapping
ΣE 7→ ×pi=1(Σii|≺i,Σ−1≺iΣ≺i])
SD → R+ × R≺1] × SD[1] → R+ × R≺1] × ΞD[1] = ΞD
ΣE 7→ (Σ11|≺1,Σ−1≺1Σ≺1],ΣE[1]) 7→
(
Σ11|≺1,Σ−1≺1Σ≺1],×pi=2(Σii|≺i,Σ−1≺iΣ≺i])
)
By the inductive hypothesis the Jacobian of the second mapping,
(Σ11|≺1,Σ−1≺1Σ≺1],Σ
E[1]) 7→
(
Σ11|≺1,Σ−1≺1Σ≺1],×pi=2(Σii|≺i,Σ−1≺iΣ≺i])
)
,
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is equal to
∏p
i=2 det(Σ≺i)
−1. Hence it suffices to prove that the Jacobian of the first
mapping, ΣE = (Σ11,Σ≺1],ΣE[1]) 7→ (Σ11|≺1,Σ−1≺1Σ≺1],ΣE[1]) is det(Σ≺1)−1. This follows
by noting that the Jacobian matrix of this mapping is lower triangular and is given as
follows: I 0 0∗ Σ−1≺1 0∗ ∗ 1

The results now follows by induction.
We now proceed to state the functional form of the density of piSDU,α with respect to
Lebesgue measure.
Corollary 3. Let Σ ∼ piPDDU,α and let Γ = ΣE, i.e., Σ is the completion of Γ in PDD. Then
the density of Γ ∼ piSDU,α with respect to Lebesgue measure is given by
zD(U, α)−1 exp
{
−1
2
tr(Σ−1U)
} p∏
i=1
det Σ−
1
2αi
i
det Σ−
1
2αi+1
≺i
. (16)
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Figure 3: DAG studied in example 5.1
Ex 5.1. Consider the DAG D given in Figure 3. Then the inverse DAG-Wishart on D
is given by
piSDU,α(Γ) = zD(U, α)
−1 exp
{
−1
2
tr(Σ−1U)
}
D−
1
2α1
11 D
− 12α2
22 D
− 12α3
33 det(Σ≺1)
−1,
where Σ, the completion of Γ, is simply computed as
Σ =
Γ11 Γ12 Γ13Γ21 Γ22 0
Γ31 0 Γ33
 .
Remark 5.3. We remind the reader that for a decomposable graph G the inverse Type
II Wishart in [16] is a variant of piSDU,α for a perfect DAG version of G. Furthermore,
in the setting of Gaussian covariance graph models, the inverse Wishart distribution
introduced by Khare and Rajaratnam [14] for a homogeneous graphG is an equivalent
form of piSDU,α for a transitive and perfect DAG version D of G. The proof of this result
is rather technical and is given in Supplemental section B subsection 2.9.
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5.3 Properties of the inverse DAG-Wishart distributions
One of the main useful properties of the inverse DAG-Wishart piSDU,α for an arbitrary
DAG is their strong hyper Markov properties. As discussed in section 3.1, this follows
directly from Theorem 4.4 in [16] but is generalized to arbitrary DAGs. The precise
statement of the strong hyper Markov property for piSDU,α is as follows.
Theorem 5.3. If ΣE ∼ piSDU,α, then
i)
{
(Σii|≺i,Σ−1≺iΣ≺i] : i ∈ V
}
are mutually independent and therefore piSDU,α is strongly
directed Markov.
ii) The distribution of Σii|≺i and Σ−1≺iΣ≺i]|Σii|≺i are, respectively, given by
Σii|≺i ∼ IG(αi2 −
pai
2
− 1, 1
2
Uii|≺i), and (17)
Σ−1≺iΣ≺i]|Σii|≺i ∼ Npai(U−1≺iU≺i],Σii|≺iU−1≺i). (18)
We can also evaluate the expected value under piSDU,α. The process for computing
this quantity, given in the following proposition, is the exact equivalent of Theorem
3.1 in [18] but now generalized so it is applicable to any DAGs.
Proposition 5.4. Suppose ΣE ∼ piSDU,α, with α > pai + 4. Then the expected value of ΣE
can be recursively computed by the following steps:
(i) E
(
Σpp
)
=
Upp
αp − 4 ,
(ii) E
(
Σ≺i]
)
= −E (Σ≺i) U−1≺iU≺i],
(iii) E (Σii) =
Uii|≺i
αi − pai − 4 + tr
(
E (Σ≺i)
(
Uii|≺iU−1≺i
αi − pai − 4 + U
−1
≺iU≺i]U[iU
−1
≺i
))
,
for i = p − 1,p − 2, . . . , 1.
6 Simulation study and Applications to real data
We will now illustrate the use of our DAG-Wishart distributions by applying them to
two problems in modern high dimensional statistical inference. These are Bayesian
model selection in the space of Gaussian DAG models with a given order of the ver-
tices, and parameter estimation using the flexible DAG-Wishart priors respectively.
Our Bayesian model selection method based on the DAG-Wishart prior admits a closed
form marginal likelihood, and to our knowledge it thus is more scalable than previous
Bayesian approaches (in our examples, we illustrate the model selection of graphs
with as high as p = 2000). The second problem is the estimation of the covariance and
precision matrices corresponding to Gaussian DAG models. We illustrate the proper-
ties of our DAG-Wishart approach, such as closed form solutions for the estimates of
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the precision matrix, ease of implementation and scalability for model selection, us-
ing simulated data. In addition, we further illustrate its effectiveness by applying it to
molecular network data.
6.1 Bayesian model selection via DAG-Wishart prior
In many applications, the graph structure is unknown beforehand and estimating an
underlying graph is an important contemporary problem. In this section, we illustrate
how to apply the DAG-Wishart priors to model selection problems. In a Bayesian
search, to select a graphD, we want to evaluate the posterior likelihood:
p(D|X) ∝ p(X|D)p(D).
Assuming a uniform prior on the space of all graphs on p vertices, this is equivalent to
computing the marginal likelihood
p(X|D) =
∫
f (X|Σ,D)pi(Σ|D)dΣ.
The marginal likelihood can be computed in closed form for our flexible DAG Wishart
priors. For a model search strategy, we propose an improved stochastic short-gun
search (SSS) of [12] coupled with the LassoDAG method in [21]. Our model selection
algorithm, DAG-W, is specified below:
Algorithm 4 (DAG-W). Assume the following are given: the standardized data matrix
X, the hyper-parameters α, U and the maximum iteration number M. Estimate N
models corresponding to different points on the LassoDAG regularization path, labeled
asD(k), k = 1, · · · ,N. Then for each k = 1, 2, · · · ,N, do the following.
1. LetD0 = D(k). Until the maximum iteration number M is achieved:
(a) Select N1 graphs that are one edge away from D0. Evaluate the log pos-
terior scores s1, · · · , sN1 for each of these graphs, according to the DAG-
Wishart prior/posterior. Record all of these graphs and scores as a list
L(k).
(b) Sample the next graph from the current graph list with probability pi ∝
exp (si)γ, where γ is an annealing parameter. Take the sampled graphDnew
asD0.
(c) Return to Step 1-(a).
2. Collect/Assemble all the L(k), k = 1, · · · ,N.
3. Return the graph with the largest score as the selected model.
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As indicated in the algorithm above, we take the various models corresponding to
different penalty parameter values on the LassoDAG regularization path as our baseline
models. In [21], the penalty parameter τi for the Lasso problem of node i is set to
τi = 2
Z∗ κ
2p(i−1)√
n
, (19)
where in general Z∗q denotes the (1 − q)th quantile of standard normal distribution and
κ = 0.1 is the recommended value in [21]. Here we use the same setup as in [21] to
evaluate and compare the performance of the LassoDAG to our DAG-W algorithm.
More details are as follows.
The scale parameter U of the DAG-Wishart is taken to be the identity matrix. As
in the covariance estimation section below, we constrain the shape parameters to be
c · pai + b such that c · pai + b > pai + 2. In particular, we take b = 3, c = 1
in model selection as this seems to give reasonably good model selection results in
all of our evaluation tasks (with different p, n and sparsity). We set N = 16 in Al-
gorithm 4 for our Bayesian model selection: 15 initial states were chosen by taking
κ = (k/15)4 p, k = 1 · · · 15 in (19) and the sixteenth state was selected using the Las-
soDAG recommendation5 κ = 0.1. Furthermore, we take M = 100, N1 = 30 and
γ = 0.5.
The data is generated by the random DAG generator in the R-package pcalg ([13],
[11]). In our evaluation, we specify the edge proportion (sparsity) to be 0.01 in gener-
ating the DAG and the edge regression weights are uniformly sampled between 0.2 and
0.8. The reader is referred to pcalg documentation for details about the DAG model
generating procedure. Fixing n = 100, we check the model selection performance
when the edge proportion is 0.01 and p = 50, 100, 200, 500, 1000, 1500 and 20006.
The performance is measured by two competing measurements: sensitivity and speci-
ficity, which are frequently used in model selection tasks (see [?]). Sensitivity is used
to measure the proportion of true edges discovered while specificity is used to measure
the proportion of the null edges that are correctly excluded.
Table 1 shows the performance comparison between the Lasso-DAG and DAG-W.
Both methods are able to retain very good specificity. The DAG-W gives much better
sensitivity with only slightly lower specificity. When p is large, the improvement in
5In [21], κ can be used to measure false positive control thus it should be less or equal to 1. Here we
do not respect this constraint as our choice turns out to search the model space much better according
to our evaluation.
6To make it computationally feasible for model selection in such high dimensions, we decrease N
from 16 to 9 for problems with p ≥ 500. And for each initialization points, we only search at most 50
steps (M = 50).
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sensitivity is more stark. In the case of p = 2000, the sensitivity given by the DAG-
W is more than twice of that given by the LassoDAG. One of the main advantage
of the DAG-W is in the area of high dimensional biological applications. In such
applications gene discoveries which are reliable are important, especially since the
gain in sensitivity comes at negligible loss in specificity.
LassoDAG DAG-W
p Sensitivity Specificity Sensitivity Specificity
50 0.6156 1.0000 0.7828 0.9980
100 0.4826 ∼ 1 0.7524 0.9977
200 0.3969 ∼ 1 0.7405 0.9975
500 0.2497 ∼ 1 0.6517 0.9982
1000 0.1748 0.9991 0.4248 0.9971
1500 0.1226 0.9981 0.2672 0.9962
2000 0.0989 0.9967 0.1944 0.9944
Table 1: Average performance measurements for different p, when n = 100 and edge
proportion being 0.01.
6.2 Covariance Estimation Performance
We now consider the problem of estimating covariance and precision matrices for data
generated from a Gaussian DAG model N (D). As in [18], we measure the accuracy
of our estimation using two losses: the modified squared error loss and Stein’s loss.
The modified squared error loss, restricted to the functionally independent elements of
covariance or precision matrix, is defined by
L2(M, M̂) =
∑
(i→ j)∈E
(Mi j − M̂i j)2,
where M is the true covariance or inverse covariance matrix and M̂ is its estimator.
Stein’s loss is a commonly used loss function and is given by
L1(M̂,M) = tr(M̂M−1) − log(det(M̂M−1)) − p.
For both the covariance matrix Σ and the precision matrix Ω, we evaluate four esti-
mators, three of which are Bayes estimators with the DAG-Wishart as a prior and the
fourth one is the graph-constrained MLE. The ML estimator of the covariance and pre-
cision matrices are denoted Σ̂ml and Ω̂ml respectively. For the covariance matrix, the
Bayes estimators are 1) the posterior mean Σ̂bayes, 2) the inverse of the posterior mean
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Ω̂bayes of Ω, and 3) the MAP (maximum a posteriori) estimate denoted Σ̂map. Simi-
larly, for the precision matrix, the Bayes estimators are the 1) posterior mean Ω̂bayes, 2)
the inverse of the posterior mean Σ̂bayes of Σ, and 3) the MAP (maximum a posteriori)
estimate, denoted Ω̂map.
The expressions used to calculate Σ̂bayes can be found in Proposition 5.4 and the
algorithm for Ω̂bayes can be derived from Theorem 4.3 with the additional completion
process described in [2]. The specific algorithms for computing the MLE and MAP
estimators are described in Supplemental section D subsection 4.1. In addition, note
that (Ω̂bayes)−1 and (̂Σbayes)−1 can be shown to be the Bayes estimates under Stein’s loss
as in [18].
We use the same data generating procedures as in the previous section. For the
DAG-Wishart prior, we need αi > pai + 2. Here we choose the shape parameter as
αi = c · pai + 3, where c = 2.5, 3, 3.5. In addition, the scale parameter is chosen
as U = I(u) := u · I for u = 2.5, 3, 3.5. For conciseness, we only show the perfor-
mance of the estimators of the precision matrix Ω. The results for the estimation of
Σ are included in Supplemental section D subsection 4.2. Table 2 shows the estima-
tion performance as the relative improvement over the ML estimate given by the three
Bayesian estimates for p = 500 and different sample sizes. The best improvement
settings under each performance measure and sample size are shown by bold charac-
ters. As expected, the advantage of the Bayes estimators is more significant when the
sample size n is small. We see, in particular, that when n = 30, the Bayes estimator
can achieve up to more than 80% reduction for L2 loss and also close to 50% reduction
for L1 loss. Moreover, it can be seen that different estimators are preferable under the
two loss functions.
Using different hyperparameters can result in very different performances. The
choice of hyperparameters for the prior is context-specific. Here c = 3 and u = 3
seem to be a good pair of hyperparameters for estimating both Ω and Σ for our specific
p = 500 and edge proportion 0.01. However, this might be not a good choice for
other cases. In Supplemental section D subsection 4.3, we provide the results of our
investigation when the sparsity of the graph is changed as well as the case when outliers
are added in the data. It turns out that another advantage for our Bayes estimators is
the robustness to outliers.
6.3 Real data application: molecular network estimation
In this section, we test our model selection method on the data set of [20] which con-
tains p = 11 proteins and phospholipids measurements on n = 7466 cells. This data
set was also used in [21] and [7]. A DAG was established in [20] and will be assumed
to be the true graph for our purposes. Furthermore, we shall use the established parent
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n=30 n=50 n=100
(c,U) Estimator L1 L2 L1 L2 L1 L2
(2.5, I(3))
Ω̂bayes 41.8% 77.9% 26.8% 56.5% 14.2% 29.8%
(̂Σbayes)−1 45.8% 60.2% 29.8% 30.7% 15.9% 3.6%
Ω̂map 38.7% 82.0% 23.9% 63.0% 12.3% 37.9%
(3, I(3))
Ω̂bayes 39.2% 80.5% 24.7% 60.5% 12.9% 34.6%
(̂Σbayes)−1 47.4% 65.9% 31.1% 39.9% 16.7% 13.8%
Ω̂map 34.4% 81.5% 20.1% 62.3% 9.7% 37.7%
(3.5, I(3))
Ω̂bayes 35.9% 81.9% 21.9% 62.8% 11.1% 37.4%
(̂Σbayes)−1 47.9% 70.1% 31.6% 47.6% 17.1% 22.3%
Ω̂map 29.5% 79.9% 15.7% 59.7% 6.7% 35.5%
(3, I(2.5))
Ω̂bayes 34.5% 81.9% 20.1% 63.0% 10.3% 38.6%
(̂Σbayes)−1 47.8% 72.4% 31.3% 51.0% 16.8% 27.1%
Ω̂map 26.6% 77.2% 13.2% 55.9% 5.1% 32.7%
(3, I(3.5))
Ω̂bayes 42.9% 77.0% 27.0% 54.2% 14.4% 25.8%
(̂Σbayes)−1 45.6% 59.0% 29.6% 27.3% 15.7% -2.6%
Ω̂map 39.6% 81.9% 24.9% 62.6% 13.0% 36.5%
Table 2: The relative improvement given by Bayes estimators over the MLE when
estimating Ω using L1 and L2 losses with dimension p = 500 and sample sizes n =
30, 50, 100.
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order in the following model selection investigation.
The estimated graphs are shown in Figure 4. The blue edges are the correctly
discovered ones and the red edges are false discoveries. Again, we set κ = 0.1 for
the LassoDAG and b = 3, c = 1 for the DAG-W. LassoDAG gives 78.95% sensi-
tivity with 52.78% specificity, while DAG-W gives 94.74% sensitivity with 47.22%
specificity. So DAG-W gains a 15% increase in sensitivity by sacrificing 5% of speci-
ficity. Both of the estimations are denser than the one reported in [20]. Comparing
the discoveries of the two models: all of the 15 true discoveries from LassoDAG are
also included in the discoveries of DAG-W. The three additional true positive edges
from DAG-W are edges PKA → MEK, PKA → P38 and PKC → MEK. So if the
goal is to discover potential associations for future laboratory research, DAG-W is a
better choice, since it includes all the discoveries of LassoDAG as a subset, and also
finds three other true edges, at the price of two more false discoveries. According
to [20], the mechanism of edge PKA → MEK is possibly due to the true molecu-
lar influence path PKA → Ra fs621 → MEK. Edge PKA → P38 is possibly due
to the true molecular influence path PKA → MKKs → P38. Molecules Ra fs621
and MKKs however are not measured in the data. Thus the success in detecting in-
direct influences demonstrates the better sensitivity of DAG-W. On the other hand,
there are two distinct influence paths from PKC to MEK, that is, PKC → MEK and
PKC → RAF → MEK. LassoDAG only detects the latter, which is possibly because
the edge effect of PKC → RAF → MEK masked that of PKC → MEK. In DAG-W,
we are able to discover both of the edges due to better detection sensitivity.
True DAG
l
l
l
l
ll
l
l
l
l
l
PLCG
PKA
PIP3
PIP2
PKCRAF
MEK
ERK
AKT
JNK
P38
LassoDAG Estimation
l
l
l
l
ll
l
l
l
l
l
PLCG
PKA
PIP3
PIP2
PKCRAF
MEK
ERK
AKT
JNK
P38
DAG Wishart Estimation
l
l
l
l
ll
l
l
l
l
l
PLCG
PKA
PIP3
PIP2
PKCRAF
MEK
ERK
AKT
JNK
P38
Figure 4: The estimated graphs compared with the human established graph. The blue
edges are the correctly discovered ones and the red edges are false discoveries.
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We also evaluate our model selection and covariance estimation procedures on the
call center data used in [3] and [18]. The DAG Wishart model has better performance
on that task as well. More details about this example can be found in the Supplemental
section D subsection 4.4.
7 Closing Remarks
In this paper we undertake an in-depth analysis of the class of DAG-Wishart priors
for Gaussian DAG models, with a view to developing a unified framework and tools
for high dimensional Bayesian inference of these models. This work naturally extends
the methodological results of Letac and Massam in [16] for decomposable graphs, and
others in [14] for homogeneous graphs.
DAG UG COVG
ALL P H ND D H ND D H
Conjugacy
property " " " " " " % " "
Normalizing constant
in closed form " " " % " " % % "
Posterior moments
in closed from " " " % " " % % "
Posterior mode
in closed from " " " % " " % % "
Hyper Markov
properties " " " % " " % % "
Tractable sampling from
the distribution " " " % " " % " "
Table 3: Properties of Wishart distributions for the three classes of Gaussian graphi-
cal models. Abbreviations. ND: Non-decomposable, D/P: Decomposable/Perfect, H:
Homogeneous.
Table 3 summarizes the properties of the various multi-parameter Wishart distribu-
tions that have been recently introduced to the statistics literature for use in Gaussian
graphical models. One can see on this table that the DAG-Wishart distributions in-
troduced in this paper are applicable in all generality - and not just when the graph
is perfect, or equivalently, decomposable. The ability to specify the induced Wishart
distributions and posterior moments for arbitrary graphs is especially useful.
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Suplimental section A: Graph theory, Markov proper-
ties and Gaussian DAGs
Graph theoretic notation and terminology
A graph G is a pair of objects (V, E), where V and E are two disjoint finite sets rep-
resenting, respectively, the vertices and the edges of G. Each edge in E is either an
ordered pair (i, j) or an unordered pair {i, j}, for some i, j ∈ V . An edge (i, j) ∈ E is
called directed where i is said to be a parent of j, and j is said to be a child of i, when
i , j. We write this as i → j. The set of parents of i is denoted by pa(i), and the set
of children of i is denoted by ch(i). The family of i is fa(i) = pa(i) ∪ {i}. An edge
{i, j} ∈ E is called undirected where i is said to be a neighbor of j, or j a neighbor of i,
when i , j. We write this i ∼G j. The set of all neighbors of i is denoted by ne(i). We
say i and j are adjacent if there exists either a directed or an undirected edge between
them. A loop in G is an ordered pair (i, i), or an unordered pair {i, i} in E. For ease
of notation, in this paper we always shall assume that the edge set E contains all the
loops, although we shall draw the respective graphs without the loops.
We say that the graphG′ = (V ′, E′) is a subgraph ofG = (V, E), denoted byG′ ⊂ G,
if V ′ ⊂ V and E′ ⊂ E. In addition, if G′ ⊂ G and E′ = V ′ × V ′ ∩ E, we say that G′ is
an induced subgraph of G. We shall consider only induced subgraphs in what follows.
For a subset A ⊂ V , the induced subgraph GA = (A, A × A ∩ E) is said to be the graph
induced by A. A graph G is called complete if every pair of vertices are adjacent. A
clique of G is an induced complete subgraph of G that is not a subset of any other
induced complete subgraphs of G. More simply, a subset A ⊂ V is called a clique if
the induced subgraph GA is a clique of G. The set of the cliques of G is denoted by CG.
A path in G of length n ≥ 1 from a vertex i to a vertex j is a finite sequence of
distinct vertices i0 = i, . . . , in = j in V such that (iν−1, iν) or {iν−1, νk} are in E for each
ν = 1, . . . , n. We say that the path is directed if at least one of the edges is directed.
We say i leads to j, denoted by i 7−→ j, if there is a directed path from i to j. A
graph G = (V, E) is called connected if for any pair of distinct vertices i, j ∈ V there
exists a path between them. An n-cycle in G is a path of length n with the additional
requirement that the end points are identical. A directed n-cycle is defined accordingly.
An undirected graph, which we denote by G = (V,E ), is a graph with all of its
edges undirected. The undirected graph G is said to be decomposable if it has no in-
duced cycle of length greater than or equal to four, excluding the loops. A constructive
definition in terms of the cliques and the separators of the graph G can also be speci-
fied (The reader is referred to Lauritzen [15] for details.) A directed graph, denoted by
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D = (V, E), is now a graph with all of its edges directed. The directed graphD is said
to be acyclic if it has no cycles, exlcuding the loops. The undirected version of a DAG
D = (V, E), denoted by Du = (V, Eu), is the undirected graph obtained by replacing
all the directed edges of D by undirected ones. An immorality in a directed graph
D is an induced subgraph of the from i → k ← j. Moralizing an immorality entails
adding an undirected edge between the pair of parents that have the same children.
Then the moral graph ofD, denoted byDp = (V, Ep), is the undirected graph obtained
by first moralizing each immorality of D and then making the undirected version of
the resulting graph. A DAG D is said to be perfect if it has no immoralities; i.e., the
parents of all vertices are adjacent, or equivalently if the set of parents of each vertex
induces a complete subgraph of D. Decomposable (undirected) graphs and (directed)
perfect graphs have a deep connection. In particular, it can be shown [15] that if G is
decomposable, then there exists a DAG version of G, i.e., a DAGD such thatDu = G,
whereD is a perfect DAG.
Given a DAG, the set of ancestors of a vertex j, denoted by an( j), is the set of those
vertices i such that i 7−→ j. Similarly, the set of descendants of a vertex i, denoted by
de(i), is the set of those vertices j such that i 7−→ j. The set of non-descendants of i is
nd(i) = V \ (de(i) ∪ {i}). A set A ⊆ V is called ancestral when A contains the parents
of its members. The smallest ancestral set containing the subset B of V is denoted by
An(B).
Markov properties for DAG models
Let V be a finite set of indices and (Xi)i∈V a collection of random variables, where
each Xi is a random variable on the probability space Xi. Let the probability space
X be defined as the product space X = ×i∈VXi. Now let D = (V, E) be a DAG.
For simplicity, and without loss of generality, we always assume that the given DAG
D is connected and the edge set E contains all the loops (i, i), i ∈ V . We say that
a probability distribution P on X has the recursive factorization property w.r.t. D,
denoted by DF (the directed factorization property), if there are σ-finite measures µi
on Xi and non-negative functions ki(xi, xpa(i)), referred to as kernels, defined on X f a(i)
such that ∫
ki(yi, xpa(i))dµi(yi) = 1, ∀i ∈ V,
and P has a density p, w.r.t. the product measure µ = ⊗i∈Vµi, given by
p(x) =
∏
i∈V
ki(xi, xpa(i)).
In this case, each kernel ki(xi, xpa(i)) is in fact a version of p(xi|xpa(i)), the conditional
distribution of Xi given Xpa(i). An immediate consequence of this definition is the
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following lemma.
Lemma 7.1. [15] If P admits a recursive factorization w.r.t. the directed graph D,
then it also admits a factorization w.r.t. the undirected graph Dm, and, consequently,
obeys the global Markov property7 w.r.t. Dm.
Proof. Note that for each vertex i ∈ V the set f a(i) is a complete subset ofDm. Thus if
we define ψ f a(i)(x f a(i)) = ki(xi, xpa(i)), then p(x) =
∏
i∈V p(xi|xpa(i)) = ∏i∈V ki(xi, xpa(i)) =∏
i∈V ψ f a(i)(x f a(i)). Therefore, P admits a factorization w.r.t. Dm and by proposition 3.8
in [15] it also obeys the global Markov property w.r.t. Dm. 
Another direct implication of the DF property is that if P admits a recursive fac-
torization w.r.t. D, then, for each ancestral set A, the marginal distribution PA admits
a recursive factorization w.r.t. the induced graph DA. Combining this result with
Lemma 7.1 we obtain the following: P admits a recursive factorization w.r.t. D then
A ⊥ B|S [P], whenever A and B are separated by S in (DAn(A∪B∪S ))m. We call this prop-
erty the directed global Markov property, DG, and any distribution that satisfies this
property is said to be a directed Markov field over D. For DAGs the directed Markov
property plays the same role as the global Markov property does for undirected graphs,
in the sense that it provides an optimal rule for recovering the conditional independence
relations encoded by the directed graph.
We now introduce below another Markov property for DAGs. A distribution P on
X is said to obey the directed local Markov property (DL) w.r.t. D if for each i ∈ V
i ⊥ nd(i)|pa(i).
Now for a given DAG D consider the so-called “parent graph” defined as follows:
The parent graphDpar ofD is a DAG isomorphic toD and obtained by relabeling the
vertex set V as 1, 2, . . . , |V |, in such a way that pa(i) ⊆ {i + 1, . . . , |V |} for each vertex
i ∈ V . It is easily shown that for any given DAG it is possible to relabel the vertices so
that parents always have a higher numbering that their respective children though such
an ordering is not unique in general. For a given parent ordering we say that P obeys
the parent ordered Markov property (PO) w.r.t. D if for every vertex i we have
i ⊥ {i + 1, . . . , |V |} \ pa(i)|pa(i).
It can be shown that if P has a density w.r.t. µ, then P obeys one of the directed
Markov properties DF, DG, DL, PO iff it obeys all of them, i.e., the four Markov
properties for DAGs are equivalent under mild conditions [15].
7see [15] for definition.
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Linear recursive properties of Gaussian DAGs
Let x =
(
x1, . . . , xp
)>
be a random vector in Rp with the multivariate distribution
Np(0,Σ). Consider the system of linear recursive regression equations:
x1 + β12x2 + β13x3 + · · · + β1pxp = 1 or equivalently x1 = −β12x2 − β13x3 − · · · − β1pxp + 1
x2 + β23x3 + · · · + β2pxp = 2 x2 = −β23x3 − · · · − β2pxp + 2
...
...
xp = p xp = p,
where −βi j is the partial regression coefficient of x j ( j > i) in the regression of xi on
its predecessors xi+1, . . . , x j, . . . , xp. Now βi j is zero iff i ⊥ {i + 1, . . . , |V |}\pa(i) | pa(i)
. Hence the partial regression coefficient βi j is zero if there does not exist an arrow
from j to i, i.e., j < pa(i), j > i. In addition, the residuals i are normally distributed
and mutually independent with mean zero and variance σ2ii|pa(i). We can rewrite the
first system of equations in the form of a linear system Bx = , where B is the upper
triangular matrix
B =

1 β12 . . . β1p
0 1 . . . β2p
0 . . . . . .
...
0 . . . 0 1
 , x =

x1
x2
...
xp
 and  =

1
2
...
p
 .
From this we obtain:
Var[Bx] = Var[]
⇒BΣB> = diag(σ21|pa(1), . . . , σ2p−1|pa(p−1), σ2pp) =: D
⇒Σ = B−1D(B>)−1
⇒Σ−1 = B>D−1B. (20)
Thus, if we define L = B>, then Σ−1 = LD−1L> is the modified Cholesky decompo-
sition of Σ−1, in terms of the lower triangular matrix L and the diagonal matrix D−1.
Now consider a DAG denoted by D = (V, E). In [23] it has been shown that Np(0,Σ)
obeys the directed Markov property w.r.t. D iff Li j = 0 whenever there is no arrow
from i to j, i.e., i < pa( j). (20) above therefore gives a very convenient description of
the Gaussian DAG modelN (D). We explore this model in more detail below.
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Supplemental Section B: Properties of the class of DAG-
Wishart distributions
7.1 Deriving the closed form expression for the DAG-Wishart piΘDU,α
Theorem 7.2. Let dL :=
∏
(i, j)∈E,i> j dLi j and dD :=
∏p
i=1 dDii denote, respectively, the
canonical Lebesgue measures on LD and Rp+ and let pai := |pa(i)|. Then,∫
ΘD
exp{−1
2
tr(LD−1LtU)}
p∏
i=1
D−
1
2αi
ii dLdD < ∞
if and only if
αi > pai + 2 ∀i = 1, . . . , p.
Furthermore, in this case
zD(U, α) =
p∏
i=1
Γ
(
αi
2 − pai2 − 1
)
2
αi
2 −1(
√
pi)pai det(U≺i)
αi
2 −
pai
2 − 32
det(Ui)
αi
2 −
pai
2 −1
. (21)
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Proof. Let us first simplify the expression by integrating out the terms involving Dii’s.∫
exp
{
−1
2
tr
((
LD−1L>
)
U
)} p∏
i=1
D−
1
2αi
ii dLdD
=
∫
exp
{
−1
2
tr
(
D−1
(
L>UL
))} p∏
i=1
D−
1
2αi
ii dLdD
=
∫
exp
−12
p∑
i=1
D−1ii (L
>UL)ii
 p∏
i=1
D−
1
2αi
ii dDdL
=
∫  p∏
i=1
∫
exp
{
−1
2
D−1ii (L
>UL)ii
}
D−
1
2αi
ii dDii
 dL
=
∫ p∏
i=1
Γ
(
αi
2 − 1
)
2
αi
2 −1
((L>UL)ii)
αi
2 −1
dL ( iff αi > 2 ∀ i = 1, 2, · · · , p)
=
∫ p∏
i=1
Γ
(
αi
2 − 1
)
2
αi
2 −1
((L·i)>UL·i)
αi
2 −1
dL
=
∫ p∏
i=1
Γ
(
αi
2 − 1
)
2
αi
2 −1((
1 L>≺i]
) ( Uii U[i
U≺i] U≺i
) (
1
L≺i]
)) αi
2 −1
dL
=
p∏
i=1
∫
Rpai
Γ
(
αi
2 − 1
)
2
αi
2 −1((
1 L>≺i]
) ( Uii U[i
U≺i] U≺i
) (
1
L≺i]
)) αi
2 −1
dL≺i]. eqn(A)
We now show how in general one can evaluate an integral of the form∫
Rd
dx((
1 x>
) (a b>
b A
) (
1
x
))γ ,
where the block partitioned matrices, formed by a ∈ R, b ∈ Rd and the (d−1)× (d−1)
matrix A, is positive definite. In order to simplify the above integral we proceed in two
steps.
1) We first note that by the formula provided on [6, page 16] that,∫
R
1
(1 + x2)γ
dx =

√
piΓ(γ− 12 )
Γ(γ) γ >
1
2 ,
∞ otherwise.
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By repeated application, we can generalize the above formula to∫
Rd
1
(x>x + 1)γ
dx =
 (
√
pi)dΓ(γ− d2 )
Γ(γ) γ >
d
2 ,
∞ otherwise.
2) Let us now consider the general integral∫
Rd
dx((
1 x>
) (a b>
b A
) (
1
x
))γ .
Making the linear transformation y = A 12 x + A− 12 b it follows that for γ > d2 ,∫
Rd
dx((
1 x>
) (a b>
b A
) (
1
x
))γ = 1
det(A)
1
2
∫
Rd
1(
y>y + a − b>A−1b)γ dy
=
(
√
pi)dΓ
(
γ − d2
)
Γ(γ) det(A)
1
2
(
a − b>A−1b)γ− d2 . (22)
Applying the result from (22) to the desired integral in (A) we obtain
zD(U, α) =
p∏
i=1
∫
Rpai
Γ
(
αi
2 − 1
)
2
αi
2 −1((
1 L>≺i]
) (UiiU[i
U≺i] U≺i
) (
1
L≺i]
)) αi
2 −1
dL≺i]
=
p∏
i=1
Γ
(
αi
2 − pai2 − 1
)
2
αi
2 −1(
√
pi)pai det(U≺i)
αi
2 −
pai
2 − 32
det(Ui)
αi
2 −
pai
2 −1
,
where det(U≺i) = 1 whenever pa(i) = ∅. It is easily seen that zD(U, α) is finite iff
αi > pai + 2 for each i = 1, . . . , p. 
The Hyper Morkov properties of the DAG-Wishart
Theorem 7.3. Let D be an arbitrary DAG and (D, L) ∼ piΘDU,α.Then {(Dii, L≺i]) : i =
1, . . . , p} are mutually independent. Moreover,
Dii ∼ IG(αi2 −
pai
2
− 1, 1
2
Uii|≺i), and (23)
L≺i]|Dii ∼ Npai(−U−1≺iU≺i],DiiU−1≺i). (24)
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Proof. First consider the bijective mapping from the Cholesky parametrization to the
D-parametrization:
φ =
(
(D, L) 7→ ×i∈V(Dii, L≺i])) : ΘD → ΞD, (25)
with the inverse mapping
(×i∈V(λi, β≺i]) 7→ (D, L)) : ΞD → ΘD, where D = diag(λ1 . . . , λp)
and
Li j =

1 i = j
Li j = βi j i ∈ pa( j)
0 otherwise
Since β≺ j] = (βi j : i ∈ pa( j)) belongs to R≺ j], the mapping piΘDU,α naturally induces a prior
on ΞD which we shall denote by pi
ΞD
U,α. Note that the D and Cholesky parametrizations
of a Gaussian DAG model N (D) are essentially the same, since they both encode
the partial regression coefficients and partial variances in the corresponding system
of recursive regression equations (as described in Supplemental Section A). Hence the
Jacobian of φ is equal to 1. To derive the density of piΞDU,α it suffices to find an expression
for tr((LD−1L>)U) in terms of
∏
i∈V(Dii, L≺i]). To this end, we proceed as follows.
tr((LD−1L>)U) = tr(D−1L>)UL) =
∑
i∈V
D−1ii (L
>UL)ii
=
∑
i∈V
D−1ii (
∑
k,l∈V
LkiUklLli)
=
∑
i∈V
D−1ii
(
1
L≺i]
)> ( Uii U[i
U≺i] U≺i
) (
1
L≺i]
)
=
∑
i∈V
D−1ii (Uii + L
>
≺i]U≺i] + U[iL≺i] + L
>
≺i]U≺iL≺i])
=
∑
i∈V
(
D−1ii (L≺i] + U
−1
≺iU≺i])
>U≺i(L≺i] + U−1≺iU≺i]) + D
−1
ii Uii|≺i
)
.
Therefore, the density of piΞDU,α w.r.t. the Lebesgue measure
∏
i∈V dλidβ≺i] on×i∈V(R+,R≺i])
is given by
zD(α,U)−1 exp
−12 ∑
i∈V
(
λ−1i (β≺i] + U
−1
≺iU≺i])
>U≺i(β≺i] + U−1≺iU≺i]) + λ
−1
i Uii|≺i
)∏
i∈V
λ
− 12αi
i .
(26)
The above clearly shows that
{
(λi, β≺i]) : i = 1, . . . , p
}
are mutually independent. To
complete the proof we first integrate out β≺i] to obtain the marginal density of λi. Notice
that the expression involving β≺i] in (26) is an unrealized multivariate normal integral
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and thus (26) can be expressed as follows:∫
R≺i]
exp
−12 ∑
i∈V
λ−1i (β≺i] + U
−1
≺iU≺i])
>U≺i(β≺i] − U−1≺iU≺i]) + λ−1i Uii|≺i
∏
i∈V
λ
− 12αi
i d(β≺i])
(27)
∝ exp
{
−1
2
λ−1i Uii|≺i
}∏
i∈V
λ
− 12αi+ 12 pai
i
The above shows that λi ∼ IG(αi/2 − pai/2 − 1,Uii|≺i/2). It is evident from (27) that
β≺i]|λi ∼ Npai(−U−1≺iU≺i], λiU−1≺i). It is also immediately clear that the same result holds
for elements of the Cholesky-parametrization (Dii, L≺i]), i = 1, 2, . . . , p as specified in
the statement of the theorem. 
The converse part of Theorem 7.3 is obvious and left to the reader.
Corollary 5. LetD be an arbitrary DAG and suppose (L,D) ∼ piΘDU,α. Then the density
of L w.r.t. dL =
∏p
i=1 dL≺i] is given by
p∏
i=1
ci
[
1/2Uii|≺i + (L≺i] + U−1≺iU≺i])
tU≺i(L≺i] + U−1≺iU≺i])
]−αi/2+1
,
where each ci is given by
det(U≺i)1/2(Uii|≺i)αi/2−pai/2−1Γ(αi/2 − 1)
2αi/2−1pipai/2Γ(αi/2 − pai/2 − 1) . (28)
Proof. Using Theorem 7.3 we compute:∫
1
(2pi)pai/2 det(DiiU−1≺i)1/2
exp
{
(L≺i] + U−1≺iU≺i])
>(D−1ii U≺i)(L≺i] + U
−1
≺iU≺i])
}
× (1/2Uii|≺i)
αi/2−pai/2−1
Γ(αi/2 − pai/2 − 1) D
−αi/2+pai/2
ii exp
{
−1/2Uii|≺iD−1ii
}
dDii
=
det(U≺i)1/2(Uii|≺i)αi/2−pai/2−1
2αi/2−1pipai/2Γ(αi/2 − pai/2 − 1)
∫
D−αi/2ii exp
{
−uiD−1ii
}
dDii
=
det(U≺i)1/2(Uii|≺i)αi/2−pai/2−1
2αi/2−1pipai/2Γ(αi/2 − pai/2 − 1) ×
Γ(αi/2 − 1)
uαi/2−1i
,
where ui = 1/2Uii|≺i + (L≺i] + U−1≺iU≺i])
>U≺i(L≺i] + U−1≺iU≺i]). Therefore the density
of L≺i] is given by
ci
(
1/2Uii|≺i + (L≺i] + U−1≺iU≺i])
>U≺i(L≺i] + U−1≺iU≺i])
)−αi/2+1
. (29)
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By Theorem 7.3 L≺i] are mutually independent, hence the form of the density in
the statement of the corollary is immediate from the above calculations. The parame-
ters corresponding to the t-distribution follow by comparing the density in (29) to the
functional form of the density of the multivariate t-distribution. 
The Posterior distribution of the DAG-Wishart
Proposition 7.4. LetD be an arbitrary DAG and let Y1,Y2, · · · ,Yn be an i.i.d. sample
from Np(0, (L−1)>DL−1), where (D, L) ∈ ΘD. Let S = 1n
∑n
i=1 YiY>i denote the empirical
covariance matrix. If the prior distribution on (D, L) is piΘDU,α, then the posterior distri-
bution of (D, L) is given by piΘD
U˜,α˜
, where U˜ = nS +U and α˜ = (n+α1, n+α2, · · · , n+αp).
Proof. The likelihood of the data is given as follows:
f (y1, y2, · · · , yn | L,D) = 1
(
√
2pi)np
exp
{
−1
2
tr
(
LD−1L>(nS )
)}
det(D)−
1
2 n.
When using piΘDU,α as the prior for (D, L), the posterior distribution of (D, L) given the
data (Y1,Y2, · · · ,Yn) is given by
piΘDU,α(L,D | Y1,Y2, · · · ,Yn) ∝ exp
{
−1
2
tr
(
LD−1L>(nS + U)
)} p∏
i=1
D−
n+αi
2
ii , (D, L) ∈ ΘD.
(30)
Hence the functional form of the posterior density is the same as that of the prior
density, i.e.,
piΘDU,α(· | Y1,Y2, · · · ,Yn) = piU˜,α˜(·),
where U˜ = nS + U and α˜ = (α1 + n, . . . , αp + n). 
Remark 7.1. The case when the observations do not have mean zero (i.e., when
Y1,Y2, · · · ,Yn are i.i.d. Np(µ,Σ), with µ ∈ Rp, Σ ∈ PDD) can be handled in a similar
manner by noting that the sample covariance matrix S is a sufficient statistic for Σ and
the fact that nS ∼Wp(n − 1,Σ).
The Laplace transform of the DAG-Wishart
We start with computing the Laplace transform of piΞDU,α by exploiting the results es-
tablished in Theorem 7.3. First a preliminary result on the Laplace transform of a
Gaussian inverse Gamma distribution is required.
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Lemma 7.5. Suppose (λ, x) is a random variable with Gaussian-inverse gamma dis-
tribution:
x|λ ∼ Np(µ, λΨ), µ ∈ Rp,Ψ ∈ PDp(R);
λ ∼ IG(ν, η).
Then the Laplace transform of (λ, x) at (ξ, u) ∈ R+ × Rp+ is
2
Γ(ν)
exp{u>µ}
(
η(ξ − 1
2
u>Ψu)
) 1
2 ν
Kν
2
√
η(ξ − 1
2
u>Ψu)
 ,
where Kν(·) is the modified Bessel function of the second type and ξ− 12u>Ψu is assumed
to be positive.
Proof. By definition, the Laplace transform of (λ, x) at (ξ, u) ∈ R × Rp is∫
exp{−(λξ + u>x)}dNp(µ, λΨ)(x)dIG(ν, η)(λ)
=
∫
exp{−λξ}
(∫
exp{−u>x)}dNp(µ, λΨ)(x)
)
dIG(ν, η)(λ)
=
∫
exp{−λξ} exp{−u>µ + 1
2
λu>Ψu}dIG(ν, η)(λ)
=
∫
exp{−λξ} exp{−u>µ + 1
2
λu>Ψu}
(
ην
Γ(ν)
exp{−ηλ−1}λ−ν−1
)
dλ
=
ην
Γ(ν)
exp{−u>µ}
∫
exp{−(ξ − 1
2
u>Ψu)λ − ηλ−1}λ−ν−1dλ
=
2ην
Γ(ν)
exp{−u>µ}
ξ − 12u>Ψu
η
 12 ν Kν 2
√
η(ξ − 1
2
u>Ψu)

=
2
Γ(ν)
exp{−u>µ}
(
η(ξ − 1
2
u>Ψu)
) 1
2 ν
Kν
2
√
η(ξ − 1
2
u>Ψu)
 .
Note that in computing the integral above we have used the fact that the Laplace trans-
form of Np(µ, λΨ) at u is equal to exp{−u>µ + 12λu>Ψu}. For computing the integral
w.r.t. dλ we use the Equation (9.42) in [22, page 235].

Proposition 7.6. The Laplace transform of piΞDU,α at a typical point ×pi=1(ξi, z≺i]) ∈ ΞD is
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given by
LΞD(×pi=1(ξi, z≺i])) := 2p
p∏
i=1
1
Γ(ri)
exp{z>≺i]µ≺i]}
(
ηi(ξi − 12z
>
≺i]Ψ≺iz≺i])
) 1
2 ri
(31)
×Kri
2
√
ηi(ξi − 12z
>
≺i]Ψ≺iz≺i])
 , (32)
where ri = αi2 − pai2 − 1, ηi = 12Uii|≺i, µ≺i] = −U−1≺iU≺i], Ψ≺i = U−1≺i, and
ξi − 12z>≺i]Ψ≺iz≺i] are assumed to be positive for each i.
Proof. Let ×pi=1(λi, β≺i]) ∼ piΞDU,α. Theorem 7.3 implies that the finite sequence of random
variables (λi, β≺i]) are independent and each has a Gaussian-inverse gamma distribution
as given by Equation (23) and Equation (24). It therefore suffices to compute the
Laplace transform of each random vector (λi, β≺i]) individually. The Laplace transform
of piΞDU,α now follows immediately from Lemma 7.5. 
We now proceed to give the Laplace transform of piΘU,α.
Corollary 6. The Laplace transform of piΘU,α at (Λ,Z) ∈ ΘD is given by(
2
e
)p p∏
i=1
 1Γ(ri) exp{z>≺i]µ≺i]}
(
ηi(ξi − 12z
>
≺i]Ψ≺iz≺i])
) 1
2 ri
Kri
2
√
ηi(ξi − 12z
>
≺i]Ψ≺iz≺i])


Proof. By definition, the Laplace transform of piΘDU,α at (Λ,Z) ∈ ΘD is given by
LΘD(Λ,Z) :=
∫
exp{−tr(ΛD>) − tr(ZL>)}piΘDU,α(D, L)dDdL.
Now under the change of variable φ : ΘD :→ ΞD defined in Equation (25) and the fact
that
tr(ΛD>) + tr(ZL>) =
p∑
i
DiiΛii +
p∑
i=1
(
1 + L>≺i]Z≺i]
)
we have
LΘD(Λ,Z) =
∫
exp{−
p∑
i
DiiΛii −
p∑
i=1
(
1 + L>≺i]Z≺i]
)
}piΞDU,α(×pi=1(Dii, L≺i]))
p∏
i=1
dDiidL≺i]
= e−pLΞD(×ni=1(Λii,Z≺i])).

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7.2 TThe expected value of the DAG-Wishart
We now proceed to compute the expected values of our priors. First some necessary
notation is introduced: Suppose a, b ⊆ V and A ∈ Ra×b a matrix of size |a| × |b|. Then
define (A)0 ∈ RV×V by
(A)0i j =
Ai j i ∈ a, j ∈ b0 otherwise.
Furthermore, if L≺i] is a vector in R≺i], then we consider(
1
L≺i]
)
as a vector in Ri] with 1 in ii position.
Now recall from 5 that L≺i] has a multivariate t-distribution. This result readily
allows us to compute the mean and covariance of the random elements of L. They are
given as follows:
E
(
L≺i]
)
= −U−1≺iU≺i] and Var(L≺i]) =
ν2i
2νi − 4Uii|≺iU
−1
≺i.
Consequently, if A = {1, i2, . . . , ir} ⊆ V is the set of vertices i such that pa(i) , ∅, then
E
(×i∈AL≺i]) = − ×i∈A U−1≺iU≺i]. This can be expressed in matrix form as follows:
E (L) = E
 p∑
j=1
(
L· j
)0 = p∑
j=1
(
1
E
(
L≺i]
))0 = p∑
j=1
(
1
−U−1≺iU≺i]
)0
.
The expression for Var(×i∈AL≺i]) is given by the block diagonal matrix
ν21
2ν1−4U11|≺1U
−1
≺1 0 · · · 0
0
ν2i2
2νi2−4Ui2i2 |≺i2U
−1
≺i2
...
. . .
0
ν2ir
2νir−4Uirir |≺irU
−1
≺ir

.
The expected value of D can also be easily computed using the result in (23). Under the
Cholesky decomposition parametrization we have E (D) = Diag
(
Uii|≺i
αi − pai − 4 : i ∈ V
)
.
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7.3 The posterior mode of the DAG-Wishart
We now proceed to compute the posterior mode of piΞDU,α as this is often a useful quantity
in Bayesian inference. The computation of the posterior modes under other parameter-
izations follow from similar calculations. First let us compute the mode of piΞDU,α. Recall
that from (26) the density of piΞDU,α is proportional to
exp
−12 ∑
i∈V
λ−1i (β≺i] + U
−1
≺iU≺i])
>U≺i(β≺i] + U−1≺iU≺i])
 exp
{
−1
2
λ−1i Uii|≺i
}∏
i∈V
λ
− 12αi
i .
It is clear that for each λi the factor exp
{
−12λ−1i (β≺i] + U−1≺iU≺i])>U≺i(β≺i] + U−1≺iU≺i])
}
is maximized at β≺i] = −U−1≺iU≺i]. Note also that exp
{
−12λ−1i Uii|≺i
}∏
i∈V λ
− 12αi
i corre-
sponds to the distribution IG(αi/2 − 1,Uii|≺i/2) and thus its mode is equal to Uii|≺i
αi
.
Combining the above two results the mode of piΞDU,α is given by
×pi=1
(
Uii|≺i
αi
,−U−1≺iU≺i]
)
.
The following result on the posterior mode of piΞDU,α now follows immediately from
the above calculations.
Proposition 7.7. Let Y1,Y2, · · · ,Yn be i.i.d. observations from a centered normal
distribution parameterized by ΞD with prior pi
ΞD
U,α, and let S =
1
n
∑n
i=1 YiY>i be the
empirical covariance matrix. From Lemma 7.4 the posterior distribution is equal to
piΞDnS +U,α+n with posterior mode given as follows:
×pi=1
(
(nS + U)ii|≺i
αi + n
,− (nS ≺i + U≺i)−1 (nS ≺i] + U≺i])) .
The Jacobian of the mapping (L,D) 7→
(
LD−1Lt
)E
To derive the density of piRDU,α we need to compute the Jacobian of the mapping
ψ ≡
(
(L,D) 7→
(
LD−1Lt
)E)
: ΘD → RD.
The Jacobian of ψ is a variant of similar transformations found in [19, 14]. For com-
pleteness we still compute this Jacobian in the following lemma.
Lemma 7.8. The Jacobian of the mapping ψ : ((D, L) 7→
(
LD−1Lt
)E
is
∏p
j=1 D
−(pa j+2)
j j .
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Proof. Let Υ ∈ RR, and (D, L) ∈ ΘD such that Υ̂ = LD−1L>. Note that for each
(i, j) ∈ E,
Υi j = (LD−1L>)i j =
p∑
k=1
LikL jkD−1kk =
j∑
k=1
LikL jkD−1kk , (33)
since L is lower triangular. Now from (33) it follows by noting that L j j = 1,∀ j,
∂
∂Li j
(LD−1L>)i j = D−1j j , (i, j) ∈ E,
∂
∂Dii
(LD−1L>)ii = −D−2ii , i = 1, 2, · · · , p.
Arrange the entries of (D, L) ∈ ΘD as D11, {L2k : (2, k) ∈ E, 1 ≤ k < 2}, D22, {L3k :
(3, k) ∈ E, 1 ≤ k < 3}, . . ., Dp−1,p−1,
{
Lpk : (p, k) ∈ E, 1 ≤ k < p
}
,Dpp, and the entries
of Υ ∈ RD as Υ11, {Υ2k : (2, k) ∈ E, 1 ≤ k < 2}, Υ22, {Υ3k : (3, k) ∈ E, 1 ≤ k < 3}, . . .,
Υp−1,p−1,
{
Υpk : (p, k) ∈ E, 1 ≤ k < p
}
, Υpp. From (33) it is easily seen that Υi j depends
on {
L jk : ( j, k) ∈ E, 1 ≤ k < j
}
, {Lik : (i, k) ∈ E, 1 ≤ k < j} and {Dkk, 1 ≤ k ≤ j} .
Hence it is clear that Υi j is functionally independent of elements of ΘD that follow it in
the arrangement described above. Hence the gradient matrix of ψ (with this arrange-
ment) is a lower triangular matrix, and the Jacobian of ψ is therefore given as
p∏
i=1
 ∏
j∈ch(i)
D−1j j
 p∏
i=1
D−2ii .
It follows from the expression above that the Jacobian of ψ is
p∏
j=1
D−(pa j+2)j j .

The DAG-Wishart distributions as a curve exponential family
We now proceed to analyze the DAG Wishart distribution piRDU,α as a class of distributions
in their own right. Once more let D be an arbitrary DAG and α a given vector in Rp
such that αi > pai + 2, ∀i. Now consider the family of DAG Wishart distributions{
piRDU,α : U ∈ PDD
}
. Recall that SD is the image of PDD under the projection U 7→
UE. Since SD is isomorphic to PDD, it is more natural to parameterize this family
of distributions as
{
piRDUE ,α : U
E ∈ SD
}
. It is easy to check that this is an identifiable
parametrization, i.e., if piRD
UE1 ,α
is a.s. equal to piRD
UE1 ,α
, then UE1 = U
E
2 . The following
lemma formalizes these points.
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Lemma 7.9. LetD be DAG and let α be given. IfD is perfect, then the Wishart family{
piRDUE ,α : U
E ∈ SD
}
, or equivalently
{
piPDUE ,α : U
E ∈ SD
}
is a general exponential family. IfD is not perfect, then
{
piRDUE ,α : U
E ∈ SD
}
is no longer
a general exponential family but a curved exponential family.
Proof. Let t : RD → ZD be the embedding Υ 7→ (Υ)0 and let η : SD → ZD be the
embedding UE 7→
(
UE
)0
. Then tr(Υ̂U) is equal to the inner product of (Υ)0 and
(
UE
)0
in Euclidean space ZD. Note also that under these natural embedding mappings both
RD and SD are open subsets of ZD. The result that
{
piPDUE ,α : U
E ∈ SD
}
, is a general
exponential family follows immediately from these observations.
Now if D is not perfect, the expression tr
(
Υ̂U
)
not only depends on the entries in
position i j where i, j are adjacent in D, but also on a position i j where there exists an
immorality i → k ← j. Therefore, tr(Υ̂U) is not equal to tr
(
(Υ)0
(
UE
)0)
, the inner
product of (Υ)0 and
(
UE
)0
in ZD. However, clearly, tr(Υ̂U) is the inner product of the
projection of Υ̂ and U in Euclidean space ZDm , which has higher dimension than |E|.
Hence whenD is not perfect
{
piRDUE ,α : U
E ∈ SD
}
is no longer an exponential family, but
only a curved exponential family.

Note that the proof of Lemma 7.9 shows that for an arbitrary non-perfect DAGD,
the family of DAG Wishart distributions
{
piRDUE ,α : U
E ∈ SD
}
(
{
piRDU,α : U ∈ PDp(R)
}
. On
the other hand, ifD is perfect, then
{
piRDU,α : U ∈ PDp(R)
}
is identical to
{
piRDUE ,α : U
E ∈ SD
}
.
The inverse DAG-Wishart for homogeneous DAGs
We now proceed to formally demonstrate that the class of inverse DAG Wisharts piSDU,α
naturally contains an important sub-class of inverse Wishart distributions for that was
introduced by Khare and Rajaratnam [14] in the context of Gaussian covariance graph
models. In the process we also demonstrate that for a special class of DAGs, the func-
tional form of the density of the DAG Wisharts piSDU,α can be considerably simplified.
Recall that a Gaussian covariance graph model over an undirected graph G = (V,E ),
denoted byN (Gcov), is defined as follows.
Definition 7.1. Let PDGcov denote the set of positive definite matrices Σ ∈ PDp(R) such
that Σi j = 0 whenever i /G j, i.e., when i and j are not neighbors. Then the Gaussian
covariance graph model over G is defined byN (Gcov) =
{
Np(0,Σ) : Σ ∈ PDGcov
}
.
A formal comparison between the DAG Wishart priors introduced in this paper and
the covariance Wishart priors introduced in [14] requires a few technical definitions.
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Definition 7.2. a) A DAG D is called a homogeneous DAG of type I if it is tran-
sitive (i.e., i → j → k implies that i → k), and perfect. A DAG D is called a
homogeneous DAG of type II if it is transitive and does not contain any induced
subgraph of the form j← i→ k.
b) An undirected graph G = (V,E ) is called homogeneous if i ∼G j =⇒ ne(i)∪{i} ⊆
ne( j) ∪ { j} or ne( j) ∪ { j} ⊆ ne(i) ∪ {i}, for every i, j ∈ V.
Equivalently, a graph G is said to be homogeneous if it is decomposable and does not
contain the A4 path as an induced subgraph. The reader is referred to [16] for further
details on homogeneous graphs.
Note that ifD is a homogeneous DAG of either types, thenDu is homogeneous. On
the other hand, if G = (V,E ) is homogeneous, then one can construct a homogeneous
DAG of type I or II that is a DAG version of G. This can be achieved by using the
Hasse tree associated with the homogeneous (undirected) graph and using the given
orientation to obtain a DAG of type I. Reversing the orientation (i.e., redirecting all
the arrows to the root of the tree) will yield a DAG of type II. More precisely we shall
now show an example that constructs a DAG version that is homogeneous of type II.
Let D be a directed version of G obtained by directing each edge i ∼G j to a directed
edge i → j if ne(i) ∪ {i} ( ne( j) ∪ { j}, or j → i if ne( j) ∪ { j} ( ne(i) ∪ {i}. If
ne(i) ∪ {i} = ne( j) ∪ { j}, an arbitrary direction is chosen. From Definition 7.2 one can
check that D is a transitive DAG and it does not contain any induced subgraph of the
form j← i→ k. In general, it can be shown that ifD is a homogeneous DAG of type
II and a DAG version of G, thenN (D) is identical to the Gaussian covariance model
N (Gcov) in the sense that PDGcov = PDD (see [17] for instance for more details.)
It is also evident, from the Markov equivalence of perfect DAGs and decomposable
graphs, that for a homogeneous DAG D of type I which is a DAG version of G, we
have PDG = PDD.
Proposition 7.10. LetD = (V, E) be a homogeneous DAG of either type I or II and let
G = (V,E ) be a homogeneous graph.
a) The density of piSDU,α is given by
zD(U, α)−1 exp
{
−12 tr(Σ(Γ)−1U)
}∏p
i=1 Σ
− 12 (αi+2chi(D))
ii|≺i , where chi(D) = |chD(i)|.
b) If D is of type II and a DAG version of G, then the open cone PDGcov can be
identified with SD via the bijective mapping(
Γ 7→ (Γ)0 = Σ (Γ)
)
: SD → PDGcov . (34)
Let piPDGcovU,α denote the probability image of the inverse DAG Wishart pi
SD
U,α under
the mapping in (34). Then the density of piPDGcovU,α w.r.t. Lebesgue measure is given
by the expression in part(a) above.
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Proof. a) It suffices to prove that for every Σ ∈ PDD,∏
i∈V
det(Σ≺i) =
∏
i∈V
Σ
chi(D)
ii|≺i . (35)
1) Suppose that D is homogeneous of type I. We shall first show that for every
i ∈ V
det(Σ≺i) =
∏
`∈pa(i)
Σ``|≺`. (36)
If pa(i) = ∅ for some i, then by our convention det(Σ≺i) = 1 and Σ``|≺` = 1
for any ` ∈ pa(i) and therefore (36) holds. Now let `0 be the smallest integer in
pa(i). One then can easily check that since D is both transitive and perfect we
have pa(i) = {`0} ∪ pa(`0). From this we write det(Σ≺i) = Σ`0`0 |≺`0 det(Σ≺`0).
Now by repeating this procedure we obtain the result in (36). Finally we write∏
i∈V
det(Σ≺i) =
∏
i∈V
∏
`∈pa(i)
Σ``|≺` =
∏
i∈V
Σ
chi(D)
ii|≺i .
2) SupposeD is homogeneous of type II. We shall proceed by induction. It is clear
that (35) holds when p = |V | = 1. Now by the inductive hypothesis assume that
(35) holds for every homogeneous DAG of type II, connected or disconnected,
with fewer vertices than p = |V |. Using the inductive hypothesis we shall show
that (35) will also hold forD with p vertices. Now let Σ ∈ PDD be given.
Case 1) Suppose that D is connected. Let D[1] be the induced DAG on V \ {1}. It is
clear that D[1] is a homogeneous DAG of type II and therefore by the induction
hypothesis
∏p
i=2 det(Ψ≺i) =
∏p
i=2 Ψ
chi(D[1])
ii|≺i , where Ψ = ΣV\{1}. Note that D[1] is
an ancestral subgraph of D and hence faD[1](i) = faD(i) for each i = 2, . . . , p
and consequently Ψ≺i = Σ≺i and Ψii|≺i = Σii|≺i. All together these imply that∏p
i=2 det(Σ≺i) =
∏p
i=2 Σ
chi(D[1])
ii|≺i . Now we claim that faD(1) = V . Assume to the
contrary that V \ faD(1) , ∅. Since D is connected, this implies that there exist
vertices i ∈ faD(1) and j ∈ V \ faD(1) such that i, j are adjacent in D. But this
implies j→ i→ 1 or j← i→ 1. By definition these induced subgraphs cannot
occur in D. Thus  1 = V and therefore we have det(Σ≺1) = Σ−111|≺1 det(Σ) =∏p
i=2 Σii|≺i. Also the fact that faD(1) = V implies that for each i ∈ V \ {1} we
have chi(D[1]) = chi(D) − 1. Therefore∏
i∈V
det(Σ≺i) = det(Σ≺1)
p∏
i=2
det(Σ≺i) =
p∏
i=2
Σii|≺i
p∏
i=2
Σ
chi(D[1])
ii|≺i =
∏
i∈V
Σ
chi(D)
ii|≺i .
Case 2) Suppose D is disconnected. Let D1 and D2 denote respectively the induced
subgraphs of D on faD(1) and V \ faD(1). It is clear that D1 and D2 are both
44
homogeneous of type II. In addition it is also easily verified that they are ances-
tral. Now let Ψ = Σ1 ∈ PDD1 and Ψ′ = ΣV\faD(1) ∈ PDD2 . Now applying the
induction hypothesis and the fact thatD1 andD2 are disjoint we have:∏
i∈V
det(Σ≺i) =
∏
i∈faD(1)
det(Σ≺i)
∏
i∈V\faD(1)
det(Σ≺i)
=
∏
i∈faD(1)
det(Ψ≺i)
∏
i∈V\faD(1)
det(Ψ′≺i)
=
∏
i∈faD(1)
det(Ψii|≺i)chi(D1)
∏
i∈V\faD(1)
det(Ψ′ii|≺i)
chi(D2)
=
∏
i∈faD(1)
det(Σii|≺i)chi(D)
∏
i∈V\faD(1)
det(Σ′ii|≺i)
chi(D)
=
∏
i∈V
det(Σii|≺i)chi(D).
b) It is clear that the mapping in (34) is a diffeomorphism and the Jacobian of this
mapping is 1. Thus the functional form of the density piPDGcovU,α w.r.t. Lebesgue measure
is same as piSDU,α given by Proposition 7.10. 
Remark 7.2. We note that for a homogeneous graph G the distribution piPDGcovU,α with
the associated density derived in Proposition (7.10) coincides with the inverse Wishart
distribution (or covariance Wishart priors) introduced by Khare and Rajaratnam [14].
Supplemental Section C: The DAG-Wishart on PD and
its density w.r.t. Hausdorff measure
Introduction
In this section we consider a general approach for defining the DAG-Wishart distri-
bution directly on the space of precision matrices PD, for an arbitrary DAG D. Note
that at the level of cumulative distribution function we can simply consider piPDU,α, the
image of the DAG Wishart piΘDU,α under the mapping
(
(D, L) 7→ LD−1L>
)
: ΘD → PD
as the DAG-Wishart distribution on PD. Note that whenD is a perfect DAG the space
of precision matrices PD can be naturally identified with RD, and therefore pi
PD
U,α can
be identified with piRD(U,α) and hence has a density w.r.t. Lebesgue measure on R
|E|. This
is due to the fact that in this case the space PD is an open subset of ZD  R|E|. How-
ever,when D is not a perfect DAG several complications arise, mainly because the
space PD is a curved manifold that has Lebesgue measure zero in any Euclidean vec-
tor space containing it. This implies that piPDU,α does not have a density w.r.t. Lebesgue
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measure. In theory a solution to this problem requires deriving the density of pi mathrmPDU,α
w.r.t. Hausdorff measure. This section elaborates on this topic in much detail.
Lebesgue measure of PD
In this section we undertake a measure theoretic analysis of the space PD when D is
not a perfect DAG. First note that Lemma 7.1 implies the following: PD ⊂ PDm ⊂ ZDm .
Now letD = (V, E) be a non-perfect DAG, then PD has Lebesgue measure zero in any
Euclidean vector space containing it. The next lemma gives a formal proof of this
assertion.
Lemma 7.11. Suppose D = (V, E) is a non-perfect DAG and E a Euclidean space
containing PD. Then E contains ZDm . Moreover, PD has Lebesgue measure zero in E.
Proof. For each (i, j) ∈ Em with j ≤ i let us define the elementary symmetric matrix
E˜(i j) ∈ Sp(R) as follows:
E˜(i j)uv =
1 if {u, v} = {i, j},0 otherwise.
Note that the set of E˜(i j) forms a basis of ZDm . It is clear that E contains ZD ⊃ {E˜(i j) :
(i, j) ∈ E}. Hence it suffices to prove that E contains the rest of E˜(i j). Now let (i, j) be
in Em \ E with i > j. This implies that there exists k < j < i such that i → k ← j. We
define the lower triangular matrix L(i j) ∈ LD as follows:
L(i j)uv =

1 if (u, v) = (i, k),
1 if (u, v) = ( j, k),
1 if u = v,
0 otherwise.
Then one can easily check that PD 3 L(i j)(L(i j))t = T + 2E˜(i j), for some T ∈ ZD. This
shows that E˜(i j) ∈ E. Hence PD ⊂ V ⇒ ZDm ⊂ E, thus PD ⊂ ZDm ⊂ E.
Now note that PD is a manifold of dimension |E| diffeomorphic to ΘD, which in
turn is an open subset of Euclidean space of dimension |E|. Furthermore, recall that the
dimension of ZDm = |Em| and is therefore strictly larger than the |E|. So any Euclidean
space that contains PD has dimension strictly larger than |E|. Hence PD has Lebesgue
measure zero in any Euclidean vector space containing it. 
Consequently, Lemma 7.11 implies that ifD is non-perfect then piPDU,α has no density
w.r.t. Lebesgue measure.
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The density of piPDU,α w.r.t. Hausdorff measure
We now proceed to derive the density of piPDU,α w.r.t. Hausdorff measure
8. Let ∆D denote
the set of (D, L) such that D ∈ Rp×p is a diagonal matrix and L ∈ LD. It is immediate
that ∆D is a real linear space of dimension |E| with the following scalar product and
sum operation, respectively.
1. λ(D, L) := (λD, λL), ∀λ ∈ R;
2. (D′, L′) + (D′′, L′′) = (D, L), where D = (D′ + D′′), and L is a lower triangular
matrix with Li j = L′i j + L
′′
i j if i , j and Lii = 1.
One can easily check that ΘD is an open subset of ∆D. Now since PD is a subset of
Euclidian space ZDm we have ψ : ΘD :→ ZDm satisfies the conditions of Theorem 19.3
in [4]. Hence we can proceed to obtain the density of piPDU,α w.r.t. the |E|-dimensional
Hausdorff measure on ZDm . To obtain an explicit expression for J(ψ(D, L)) we first
need to compute the matrix of partial derivatives
∂ψkl
∂Dii
and
∂ψkl
∂Li j
. We order the coor-
dinates of ∆D as follows: D11, L21 if (2, 1) ∈ E,D22, L31 if (3, 1) ∈ E, L32 if (3, 2) ∈
E, . . . ,D(p−1)(p−1), Lpl, l = 1, . . . (p − 1) if (p, l) ∈ E,Dpp. Likewise, we order the
coordinates of ZDm  R|E| × R|I |, where I := Em \ E, by ordering first the posi-
tions (k, l) ∈ E as above, in their entirety, and then we order the positions (k, l) ∈ I
according to their lexicographical order. Note that the latter positions correspond to
immoralities. These partial derivatives can be computed as follows:
∂(LD−1Lt)kl
∂Dii
= −D−2ii LkiLli (37)
∂(LD−1Lt)kl
∂Li j
= δikD−1j j Ll j + δilD
−1
j j Lk j, (38)
where δuv is the Kronecker delta function. Using (37) and (38) we partition the Jaco-
bian matrix Dψ(D, L), considered as a mapping from R|E| to R|E|×R|I |, into two blocks
of matrices Aψ := Dψ(L,D)EE of size |E|× |E| and Cψ := Dψ(D, L)I E of size |I |× |E|,
respectively. The matrix Aψ is the same as the Jacobian matrix from Lemma 7.8, and
Cψ is the last |I |-th rows of the Jacobian matrix Dψ(D, L), with each row of Cψ being
the partial derivatives obtained by (37) and (38) for (k, l) ∈ I and (i, j) ∈ E. Finally,
8The reader is referred to [4, Section 19] for more details on this topic.
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Figure 5: Wishart density w.r.t. a Hausdorff measure
we can calculate the Jacobian of ψ as follows:
Jψ(D, L) = det
(Atψ ... Ctψ)
Aψ. . .Cψ


1
2
=
√
det(AtψAψ + C
t
ψCψ)
= | det(Aψ)|
√
det(I + A−tψ C
t
ψCψA
−1
ψ )
=
p∏
j=1
D−(pa j+2)j j
√
det(I + A−tψ C
t
ψCψA
−1
ψ ).
Therefore we have proved the following.
Theorem 7.12. Let Aψ,Cψ be defined as the block matrices in partitioning of the
(Hausdorff) Jacobian matrix of ψ above. Then the density of piPDU,α w.r.t. Hausdorff
measureH |E| on ZDm is given by
zD(U, α)−1 exp{−12tr(ΩU)}
p∏
i=1
D−
1
2αi+pai+2
ii det(I + A
−t
ψ C
t
ψCψA
−1
ψ )
− 12 . (39)
Ex 7.1. Consider DAG D given in Figure 5. The Jacobian matrix corresponding to
(37) and (38) are given as follows:
Mψ =

−D−211 0 0 0 0−L21D211 D−111 0 0 0−L221D−211 2L21D−111 −D−222 0 0−L31D−211 0 0 D−111 0−L231D−211 0 0 2L31D−111 0−L21L31D−211 L31D−111 0 L21D−111 −D−233

By computing det(MtψMψ) we obtain
Jψ(D, L) = D−411 D
−2
22 D
−2
33
(
L431 + 4L
2
31 + 1
)1/2
.
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Thus the density of piPDU,α w.r.t. H5 on R6 is given by
zD(U, α)−1 exp{−12tr(ΩU)}D
− α12 +4
11 D
− α22 +2
22 D
− α32 +2
33
(
L431 + 4L
2
31 + 1
)−1/2
,
where Dii and Li j are considered as functions of Ω.
Supplemental Section D: Computational algorithms and
more related results
Completion algorithms for computing the DAG-constrained MLE
and MAP of DAG-Wishart
Algorithm 7 (Maximum Likelihood). Let S denote the sample covariance matrix for
n i.i.d. observations and assume the sample size n ≥ max{pai + 1 : i ∈ V}. For
each i set
λi = S ii|≺i ∈ R+ and βi = S −1≺iS ≺i] ∈ Rpai .
Note that λi = S ii whenever pa(i) = ∅. For i = p, p − 1, · · · 1:
1. Initialize Σ̂ii = λi for each i such that pa(i) = ∅ (in particular for i = p);
2. set Σ̂≺i] = Σ̂≺iβi if pa(i) , ∅;
3. set Σ̂ii = λi + β>i Σ̂≺iβi if pa(i) , ∅;
4. set Σ̂⊀i] = Σ̂⊀iΣ̂−1≺iΣ̂≺i] if pa(i) , ∅, otherwise set Σ̂⊀i] = 0.
For the precision matrix Ω, the MLE Ωˆ is just the inverse of Σˆ.
Now we evaluate the performance of the posterior mode of the the DAG-Wishart
prior, i.e., the maximum a posteriori (MAP). Since the DAG-Wishart prior is a conju-
gate prior for Gaussian DAG model, by slightly modifying Algorithm 7 we can com-
pute the MAP for Σ, denoted by Σmap as follows:
Algorithm 8 (Posterior Mode). Let S denote the sample covariance matrix obtained
from n i.i.d. observations and assume the sample size n ≥ max{pai + 1 : i ∈ V}.
Initialization: For i = 1, · · · , p, set λi = (nS +U)ii|≺iαi+n , βi = −((nS +U)≺i)−1(nS +U)≺i].
By default, λi =
(nS +U)ii
αi+n
, βi = 0 whenever pa(i) = ∅.
Compute: For i = p, p − 1, · · · , 1, do step 1-4 in Algorithm 7.
Note that Ωmap, the MAP for Ω, is easily computed as the inverse of Σmap.
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Covariation Estimation using DAG-Wishart Estimators
The performance of the estimators of Σ is shown in Table 4. A before, p = 500 and the
random graph edge proportion is 0.01. The hyperparameter setting (3.5, I(3)) gives the
best among esitmatos among the hyperparameter choices. The differences however
are not very large. Using the Bayes estimator Σ̂bayes is preferable under L2 loss and
(Ω̂bayes)−1 is the best under L1 loss. As expected when the sample size is small, the
risk reductions given by the Bayes estimators is more significant than in larger sample
sizes.
n=30 n=50 n=100
(c,U) Estimator L1 L2 L1 L2 L1 L2
(2.5, I(3))
Σ̂bayes -9.8% 4.6% -8.0% 1.4% -5.1% 0.2%
(Ω̂bayes)−1 27.9% -113.2% 17.4% -100.2% 8.8% -68.7%
Σmap 27.4% -32.0% 17.4% -27.0% 9.1% -16.4%
(3, I(3))
Σ̂bayes 1.0% 10.5% -1.2% 5.4% -1.4% 2.6%
(Ω̂bayes)−1 30.1% -130.6% 19.2% -115.6% 10.0% -79.4%
Σmap 27.1% -45.2% 17.0% -38.2% 8.8% -23.6%
(3.5, I(3))
Σ̂bayes 7.6% 12.3% 4.0% 6.8% 1.6% 3.4%
(Ω̂bayes)−1 31.0% -148.1% 19.9% -131.7% 10.5% -90.8%
Σmap 26.0% -58.8% 15.9% -50.1% 8.0% -31.7%
(3, I(2.5))
Σ̂bayes 7.9% 11.8% 4.5% 6.2% 2.0% 2.9%
(Ω̂bayes)−1 30.8% -141.6% 19.7% -124.3% 10.4% -84.7%
Σmap 24.6% -49.2% 14.8% -42.1% 7.3% -26.6
(3, I(3.5))
Σ̂bayes -9.8% 8.2% -8.7% 4.0% -5.9% 1.8%
(Ω̂bayes)−1 27.4% -120.3% 16.9% -107.6% 8.4% -74.5%
Σmap 27.4% -41.6% 17.4% -34.6% 9.1% -21.0%
Table 4: The relative improvements over MLE on L1 and L2 losses brought by Bayes
estimators when estimating Σ. Here we fix p = 500.
Role of sparsity and robustness to outliers
The previous results correspond to an underlying true graph with degree of sparsity
(or edge proportion) equal to 0.01. We also investigate if the same hyperparameters
work similarly well for graphs with different sparsity levels. Table 5 shows the rela-
tive improvement under different loss functions on graphs with edge proportion 0.005,
0.01, 0.015 and 0.02. All of the results use the configuration c = 3, u = 3. It can be
seen that the sparsity of the graph is related to the performance of the estimators. In
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particular, even though c = 3, u = 3 constitute a good hyperparameters in the case of
edge proportion 0.01, the same configuration does not work as well when the graph
generating sparsity is increased to 0.015 or 0.02. In such denser situations, the Bayes
estimators give better estimation only when the sample size is small (say, n = 30).
To achieve better performance, one has to use other hyperparameter configurations.
One pattern that is seemingly odd is that as the sample size increases, the difference
between the performance of the Bayes estimator and that of the MLE increases. This
is unexpected, as when n is larger enough, the performance of the MLE and the Bayes
estimator should be essentially the same. The reason could be size that size n = 100
is far from being “large enough”. All estimators have better estimation as we increase
n but in this small range n, the performance of MLE improves more quickly with the
increasing sample size. Figure 6 shows the L2 loss of estimators for Ω for various
values of n and when the edge proportion is 0.015.
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Figure 6: The L2 loss for the estimators when n increases. Here the sample proportion
is 0.015.
We now proceed to test the robustness of the estimators to outliers. Instead of using
purely Gaussian N(0, 1) in the simulation, we add outliers of N(0, 100) with probability
0.01 in the simulation. For the sake of comparison, we still use the same hyperparam-
eter configurations as in the previous section, but focus on the improvements under
such contaminated data.
The following Table 6 includes the relative improvement of the Bayes estimators
over the MLE when outliers are included. Comparing with the previous pure Gaussian
cases, it is clear that the improvements brought by the Bayes estimators become even
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n=30 n=50 n=100
Edge proportion Estimator L1 L2 L1 L2 L1 L2
0.005
Ω̂bayes 33.7% 72.7% 21.4% 53.7% 11.3% 32.5%
(̂Σbayes)−1 38.9% 68.3% 25.6% 51.0% 13.9% 31.8%
Ωmap 22.0% 62.2% 11.8% 41.5% 5.1% 22.3%
0.01
Ω̂bayes 39.2% 80.5% 24.7% 60.5% 12.9% 34.6%
(̂Σbayes)−1 47.4% 65.9% 31.1% 39.9% 16.7% 13.8%
Ωmap 34.4% 81.5% 20.1% 62.3% 9.7% 37.7%
0.015
Ω̂bayes 45.1% 57.9% 23.2% -34.5% 8.6% -244.4%
(̂Σbayes)−1 49.1% 45.8% 28.4% -67.0% 8.3% -307.8%
Ωmap 48.6% 64.3% 26.9% -14.3% 12.4% -198.2%
0.02
Ω̂bayes 38.1% 60.0% -7.0% -118.1% -59.1% -812.6%
(̂Σbayes)−1 36.3% 58.7% -13.3% -124.7% -68.4% -834.4%
Ωmap 47.9% 60.8% 6.4% -113.4% -44.7% -795.0%
Table 5: The relative improvement over MLE on L1 and L2 losses brought by Bayes
estimators when estimating Ω in cases of different edge proportions. In small sample
problems, the Bayes estimators is still preferable. But the performance of the MLE
improves more quickly when the sample size increases. This indicates that the good
hyperparameters for one particular sparsity might not be good if the sparsity changes.
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more significant except on the L2 loss on Σ, in which case the difference is very small.
For instance, when n = 30, p = 500, the improvement on L2 loss for the precision ma-
trix is about 95% when outliers are included, compared with the improvement around
80% in the pure Gaussian case. This shows that the Bayes estimators are more robust
to outliers (or in some sense, misspecification of distributions).
n=30 n=50 n=100
Target Estimator L1 L2 L1 L2 L1 L2
Ω
Ω̂bayes 65.1% 95.0% 50.9% 87.3% 32.2% 69.7%
(̂Σbayes)−1 72.1% 95.2% 58.0% 89.7% 37.8% 75.0%
Ω̂map 59.7% 93.3% 44.9% 83.3% 27.0% 63.4%
Σ
Σ̂bayes 26.6% 9.2% 23.1% 4.6% 15.9% 1.6%
(Ω̂bayes)−1 45.1% -67.5% 34.3% -40.2% 21.5% -16.4%
Σ̂map 17.7% -13.8% 28.6% -5.4% 17.7% -1.0%
Table 6: The relative improvement over MLE on L1 and L2 losses brought by Bayes
estimators under N(0, 100) outlier with probability 0.01. Here p = 500 and (c,U) =
(3, I(3)).
Call Center Data
The call center data comes from a major financial institute in 2002. It contains all
the calls to the center in that year. The center was staffed from 7 a.m. each day un-
til midnight. The weekends, holidays and misfunctioning days are excluded, so we
have 239 days in total. In each day from 7 a.m. to midnight, we divided the time
into 10-min intervals, and the number of calls are denoted by Ni j where i = 1, · · · 239
and j = 1, · · · , 102. A transformation xi j =
√
Ni j + 1/4 was applied to make the data
closer to normal. Taking the 102 counts of time intervals as a vector, the data naturally
contains a valid parent ordering, which is the time order. This is because it is not likely
future counts could influence past.
The evaluation task here is the same as in [3] and [18] and so we follow their
description of the problem for this example. The goal is to predict the call counts
in the intervals of the second half of the day conditional on the first half day call
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counts. We used the conditional distribution as the predictor. Let xi = (x
(1)
i , x
(2)
i )
be the ith observation, where x(1)i = (xi,1, · · · , xi,51) be the first half covariates and
x(2)i = (xi,52, · · · , xi,102) be the second half. Then we partition the mean and covariance
matrix in this way and obtain
µ =
[
µ(1)
µ(2)
]
,Σ =
[
Σ11 Σ12
Σ21 Σ22
]
.
The conditional expectation predictor is xˆ(2) = µ(2) +Σ21Σ−111 (x
(1)−µ(1)). We use the first
10 months as the training data (205 observations in total )and the last 2 months (34
observations in total) as the test data. Then we estimate the mean and covariance from
the training data. One baseline method is to use the naive MLE (denoted Naive-MLE),
that is, the sample covariance matrix ignoring the potential underlying graphical struc-
ture. We can also use the constrained MLE after having estimated the graph structure
using either the LassoDAG or the DAG-W method: these estimates are denoted by
LassoDAG-MLE and DAG-W-MLE respectively. In addition, we include the Bayes
estimator (Ω̂bayes)−1 given the model selection results from the DAG-W: we denote it
as the DAG-W-Precision. 9
The prediction goal is a supervised task and one way to choose the hyperparameters
can be cross-validation. However, to emphasize the effectiveness of our recommended
hyper-parameter settings, here we use the recommended configurations κ = 0.1 in
LassoDAG and c = 1, b = 3 in DAG-W. In Figure 7, the average absolute errors for
the 51 time intervals are shown, where we define the average absolute error as
E j =
1
34
34∑
i=1
|xi j − xˆi j|, j = 1, 2, · · · 51.
It can be seen (see Fig 7) that the DAG-W-MLE is nearly uniformly better than the
LassoDAG-MLE and Naive-MLE, while the DAG-W-Precision is even better than the
other three. Since the covariance estimation method is the same for LassoDAG-MLE
and DAG-W-MLE, the difference indicates the advantage of model selection by DAG-
W. DAG-W-Precision also involves Bayes shrinkage in addition to the model selection,
resulting in additional benefits. LassoDAG is also better than MLE in most of the time
intervals, thus we see that any model selection is better than no model selection at all.
Another way to measure performance is to treat each sample xi ∈ R51 as one indi-
vidual and take the L2 errors for each day in test set
S S Ei = ‖xi − xˆi‖2.
9Here we mainly want to compare the the various model selection procedures in the context of sparse
covariance estimation. We acknowledge that better prediction can be achieved by other methods.
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The MSE for each method is then estimated by the average of S S Ei over all i in test
set. Table 7 shows the MSE from the three different methods of covariance estimation.
It can be seen that DAG-W is much better than LassoDAG and naive MLE.
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Figure 7: The average absolute errors for all 51 time intervals of second half of the
day, from different predictions.
Naive-MLE LassoDAG-MLE DAG-W-MLE DAG-W-Precision
MSE 172.976 166.138 142.730 123.438
Table 7: Mean squared errors of predictions for the call center data given by different
methods.
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