Given the set of paths through a digraph, the result of uniformly deleting some vertices and identifying others along each path is coherent in such a way as to yield the set of paths through another digraph, called a path abstraction of the original digraph. The construction of path abstractions is detailed and relevant basic results are established; generalizations are also discussed. Connections with random digraphs are also illustrated.
I. INTRODUCTION
Each path in a digraph D corresponds to a word over the alphabet V (D). Given a subset U ⊆ V (D), consider the map ∇ U that deletes elements of U from such words. The question naturally arises: does the image of ∇ U correspond to the set of paths in some other digraph?
In this paper, we address this and related questions. The practical motivation is that we have a complicated structure such as a digraph representing the possible flow of some some quantity through a system, and we wish to abstract away irrelevant details while efficiently preserving paths in the structure. For example, we might consider the flow of data [13] , taint [14] or provenance [3] in computer programs or systems. In general, we cannot assume that the structure has a hierarchical or modular organization, and so clustering or decomposition techniques do not solve the task at hand. Instead, we introduce a natural construction (originally proposed by Mukesh Dalal) that can be used in many circumstances to delete irrelevant vertices and identify related vertices (and though of course clustering and decomposition techniques can have something to say in the determination of these vertices, this issue will not be considered here). Subsequently, we can reason about paths in this construction rather than in its larger antecedent structure.
The paper is organized as follows: in §II, we introduce basic notation and definitions; §III is a sort of appetizer from the point of view of vertices rather than paths; §IV introduces the key constructions for digraphs, which are generalized in §V to weighted digraphs. Random digraphs are considered in §VI. So-called temporal networks that are essentially time series of arcs are considered in §VII. Finally, appendices give alternative proofs of key results for digraphs and briefly indicate the potential relevance of our constructions to renormalization and percolation on random digraphs.
II. BASIC NOTATION AND DEFINITIONS
In this paper we generally follow (or at least adapt in an obvious way) the definitions and notation of [1] without further comment. In particular, digraphs are loopless, so digraph morphisms are unambiguously defined in terms of their action on vertices. Also, A indicates a set of arcs; the adjacency matrix corresponding to a colored/labeled digraph, directed multigraph, or weighted digraph D is µ D . We assume that µ D takes values in an appropriate commutative semiring, e.g., the Boolean semiring for digraphs. We use + and · to denote both ordinary arithmetic and generic semiring operations, while ∨ denotes either logical disjunction or maximum depending on context; similarly, ∧ denotes either logical conjunction or minimum. [16] For a digraph D = (V, A) and vertex coloring or labeling : V → Λ, write D( ) := ( , A) for the corresponding colored digraph, omitting the dependence on if the desire exists and context allows. Without loss of generality, we shall assume that V (D) = [n] ≡ {1, . . . , n} for some n ∈ N.
As a shorthand, for U ⊆ V (D) as follows: the blocks π
. Conversely, any partial partition of [n] is nonuniquely determined by some π ( ,L) , but we can choose a canonical representative for that makes the correspondence between colorings and partial partitions bijective.
[17] Henceforth we shall assume without loss of generality that is canonical (and so also surjective) unless otherwise specified. As usual, let Π n denote the lattice of partitions of [n] . Following [8] , we consider the lattice Π ≤n of partial partitions ordered by refinement, i.e., for π, π ∈ Π ≤n , we have π ≤ π iff each block of π is contained in a block of π . [18] For economy of notation, we shall write |π| for the number of blocks of π ∈ Π ≤n . Define
Similarly, define
. An important aspect of the relationship between Π ≤n and Π n+1 is captured by the following Proposition. The pair (F ≤n , F n+1 ) is a (monotone) Galois connection.
Define the support supp π of π ∈ Π ≤n as the union of its blocks. Because supp
The intuition behind (1) is simply that vertices in the jth block π (j) ( ,L) are identified (note that the order in which these identifications take place is immaterial, and that the resulting coloring will generally not be canonical).
Definition. Call D ,L the vertex abstraction of D with respect to L.
Example. Consider the following colored digraph D:
We have the following table: 1  2  3  1  2  1  3  2  3  2  1  3 It is easy to see that the map π ( ,·) : This and some definition-checking  yields the following   October 14, 2018 Approved for public release; unlimited distribution Lemma. When endowed with the obvious refinement morphisms and the χ ,·,· , respectively, {π ( ,L) } L⊆Λ and {D ,L } L⊆Λ are both categories. Furthermore,
} L⊆Λ are both functors that yield equivalences of categories.
In particular, the lattice structure of 2 Λ is duplicated in {π ( ,L) } L⊆Λ and (since we are considering colored digraphs) {D ,L } L⊆Λ . Another noteworthy consequence of this lemma is that the pullback and pushout squares for set inclusions have analogues for partial partitions and vertex abstractions. For example,
and χ ,L,L2 is given by χ ,L1,L1∩L2 and χ ,L2,L1∩L2 .
IV. DETOURS, BYPASSES, AND PATH ABSTRACTIONS
noting that {{v},
+ v is the set of successors of v, and Proof. Let x, y ∈ [n] \ {v} and let γ(x, y) be a path in D v from x to y. If γ(x, y) does not contain an arc of the form (u, w) for some u ∈ P (D) v and w ∈ S(D) v , then it lifts to a path from x to y in D, so assume otherwise. Now γ(x, y) is a concatenation of paths of the form γ(x, u)γ(u, w)γ(w, y), which corresponds to a path concatenation of the form γ(x, u)γ(u, v)γ(v, w)γ(w, y) in D. Approved for public release; unlimited distribution There are cases where D ↑ v and D v are their own transitive reductions: e.g., consider a digraph D with only the three arcs (u, v), (v, w), and (u, w): the only arc in D ↑ v is (u, w). With this in mind, there is a sense in which the detour and bypass can be considered optimal (though typically not minimal) constructions with respect to path preservation in generic digraphs.
Proof. See §A for a naive case analysis. We will prove a more general result in §V in a much more elegant and concise manner.
Surprisingly, the only reference we could find that even suggests the detour/bypass constructions is [12] , which seems to take the preceding theorem for granted.
Note that the construction of D ↑ U is not so simple as removing all arcs involving a vertex in U , then inserting arcs from every external predecessor of a vertex in U to every distinct external successor of a vertex in U . For example, consider D given by the path of length 3, i.e. D = and U the set whose members are the source and target vertices of D. Then D U = while the naive procedure mentioned just above yields . Another example is shown in figure 2. Recall that for a directed pseudograph or quiver Q, the free category F (Q) is the category with objects given by vertices of Q and morphisms given by paths in Q, with composition given by path concatenation.
defined on objects as the identity map and on morphisms as the map which deletes elements of U from paths.
[19]
Example. The digraphs D and D {5, 7} depicted in figure 2 are DAGs. A quick calculation shows that each has 7 paths from a source to a target: the correspondence between them is shown in the table below.
Example. Consider the digraph D in figure 3 . There are four interesting cycles: 1 → 3 → 1 ≡ 131 (omitting arrows for concision), 1231, 1341, and 12341. These are respectively mapped under 3 to 1 (not a cycle!), 121, 141, and 1241. Subsequently contracting vertices 2 and 4à la (4) maps the remaining cycles in turn to the single cycle 121. This extends to a mapping on all paths, e.g. the path 1231341234 maps under 3 to 1214124 and subsequently under the contraction of vertices 2 and 4 to 121212. 
From the proposition we see that for
is a functor yielding an equivalence of categories.
We close this section by showing that detour/bypass and contraction operations on disjoint vertex sets commute.
Proof. See §B for a naive case analysis. We will prove a more general result in §V in a much more elegant and concise manner. 
. That is, the essential distinction between D ( , L) and D ( , L ) is that the former has a bypass while the latter has a contraction. These two operations are typically not readily comparable, and so we defer the quest for a structure theory of path abstractions.
V. WEIGHTED DIGRAPHS
Generalizing the constructions of §IV to weighted digraphs introduces some subtleties. However, it also leads to simpler proofs.
As a preliminary step, consider the case of directed multigraphs. For a directed multigraph D, there is a unique 
These considerations indicate that for directed multigraphs, we should simply replace ∨ with + and ∧ with ·à la
To generalize further from directed multigraphs to weighted digraphs, the addition and multipication operations above can be taken to be those of a commutative semiring that the weights are presumed to inhabit, and µ D can be taken to indicate the weights (or for the further generalization of a weighted directed multigraph, the appropriate sum of weights). However, while the RHS of (5) is always well-defined, in many circumstances it leads to behavior that is more troublesome than for the special case of unweighted digraphs. For convenience, we shall write, e.g., µ xy := µ D (x, y) in the rest of this section.
Proof. We have that
(6) Applying (5) twice shows that the nonzero entries of µ (D↑v)↑w (x, y) are of the form µ xy + µ xv µ vy + µ xw µ wy + µ xv µ vw µ wy + µ xw µ wv µ vy + µ xv µ vw µ wv µ vy .
The expression above is not symmetric under the exchange of v and w owing purely to the last term (note that in the special case of digraphs addressed in §IV, the concomitant Boolean semiring operations recover this lost symmetry as required since the last term is nonzero only if the second term is also). The conditions under which there exist x, y such that x = y and µ xv µ vw µ wv µ vy = µ xw µ wv µ vw µ wy are stated in the theorem. 
These have entries in
Corollary. If D is acyclic and U ⊆ V (D), then D ↑ U is well-defined and acyclic.
There may be situations of practical interest in which D is not acyclic, which necessarily complicates any criterion for establishing the existence of a well-defined detour/bypass. We proceed below to establish the most obvious criterion in this vein.
Lemma. If D has no 2-cycles at all and no 3-cycles intersecting v, then D ↑ v has no 2-cycles.
Proof. Suppose that µ D↑v (x, y) · µ D↑v (y, x) = 0. By hypothesis, µ xy µ yx = 0, so without loss of generality assume that µ xy = 0. Now
In particular, µ xv = 0 = µ vy .
If µ yx = 0, then we must have that µ xv µ vx = 0 = µ vy µ yv , contradicting the assumption that D has no 2-cycles. If on the other hand µ yx = 0, then either µ yv µ vx = 0 or µ yv µ vx = 0. In the first case, µ xv µ vy µ yx = 0, contradicting the assumption that D has no 3-cycles intersecting v. In the second case, we again contradict the assumption that D has no 2-cycles. Thus it must be that µ D↑v (x, y) · µ D↑v (y, x) = 0, i.e., D ↑ v has no 2-cycles.
While it is tempting to spend the effort to recast the preceding lemma as the base case of an induction, the complexity of finding short cycles in digraphs suggests that any theorem actually resulting from such an exercise would be less useful in practice than simply checking online whether or not successive detours commute. For this reason we elect to move on to the following more useful result:
October
We then have that µ D↑u and µ D/{v,w} are respectively
Consequently, µ (D↑u)\{v,w} and µ (D/{v,w})↑u are respectively
These are obviously equal.
Corollary. If D is acyclic, then its path abstraction is well-defined.
VI. RANDOM DIGRAPHS
For 0 ≤ p ≤ 1, let D n,p denote the random digraph [6] with V (D n,p ) = [n] and independent probabilities P(µ Dn,p (x, y) = 1|x = y) ≡ p.
Let u ∈ [n]. According to (3), there are two ways for the event µ Dn,p u (x, y) = 1 to occur for x = y:
These two subevents are disjoint, with the probability of the former equal to p 2 and the probability of the latter equal to (1 − p 2 )p, so we have that
where a |U |-fold composition is indicated on the RHS (see figure 5) . That is,
This suggests the possibility of a renormalization group strategy for studying D n,p (and percolation thresholds in particular), but we limit our discussion of this to a terse remark in §C.
A qualitative approximation for f •N (p) is readily obtained by the following tactic described in [4] : temporarily writing p(N ) := f
•N (p), we have that p(N + 1) − p(N ) = p 2 (N ) − p 3 (N ). Treating N as a continuous parameter yields the approximation dp dN ≈ p 2 − p 3 . Writing F (p) := log p 1−p − 1 p and noting that dF dp = 1 p 2 −p 3 yields that
A sophisticated but interesting restatement of (9) is that F is approximately equivariant with respect to the Z-actions on [0, 1] and R given respectively by iterating f and adding.
[20]
Meanwhile, the event µ Dn,p/U (x, {U }) = 1 occurs for x = {U } iff there is some u ∈ U such that µ Dn,p (x, u) = 1. Equivalently, the event µ Dn,p/U (x, {U }) = 0 occurs iff µ Dn,p (x, u) = 0 for all u ∈ U , and this event clearly has probability (1 − p) |U | . Thus
More generally, if π ∈ Π n , then
We can combine the preceding observations into the following
In particular, the expected number of arcs in D n,p π is the sum over j = k of the RHS of (12) (note that the number of vertices is just |π|). Example. Let n = 1000, p = 0.01, and consider U a uniformly random subset of [n] subject to |U | = 50. Figure 8 demonstrates (12) using the estimatep = |A(Dn,p)| n(n−1) for 1000 realizations of D n,p U .
Example.
As an example for which D n,p is a manifestly inappropriate model, consider the digraph D with vertices corresponding to airports and arcs corresponding to regularly scheduled passenger flights. We constructed this digraph In order to get better approximations in such situations it would be necessary to consider a more general random digraph, e.g. the one introduced in [2] (ignoring loops). However, the proof of the preceding theorem exploited the commutativity of contracting and bypassing vertices in an essential way that does not generalize to the random digraph of [2] . For this reason, obtaining a suitable generalization of the theorem appears to require substantially more effort. Furthermore, applying the resulting theorem would appear to require the same sort of set-theoretic operations as actually constructing the path abstraction outright, largely negating its utility as a predictive tool.
VII. TEMPORAL NETWORKS
Digraphs admit a natural temporal generalization called directed temporal contact networks (DTCNs). 
That is, each contact c ∈ D corresponds to a unique triple (s(c), t(c), τ (c)), and when convenient we identify contacts and their corresponding triples. We may economically indicate the DTCN (D, δ) merely as D or δ; context should suffice to remove any potential for ambiguity here. There is an obvious notion of a temporally coherent path which we do not bother to write out formally. A naive attempt to generalize the constructions of §IV to DTCNs might define
However, such a definition yields undesirable behavior, as we show in the following figure 10 illustrates, only the latter corresponds to the desirable result for D ↑ {4, 5}.
An approach that manifestly yields the desired construction deals with the temporal digraph of D (see figure 10 for an example), defined as the digraph T (D) with vertex and arc sets
where the temporal fiber at v is
. (1, 4, τ1) , (5, 4, τ2), (2, 5, τ3), (4, 3, τ4)} with τ1 < τ2 < τ3 < τ4. Note that there is a temporally coherent path from 1 to 3, but not from 2 to 3.
Note that |V (T (D))| =
Call the two sets in the union on the RHS of (15) the spatial and temporal arcs of T (D), respectively. Now for
Each of the non-temporal arcs in this digraph is of the form ((v, τ 
. ( The preceding examples show that although (16) is certainly a reasonable definition for D ↑ U , any reasonable definition of detours/bypasses for DTCNs will lead to noncommutativity that is not present for digraphs. However, there is still a well-defined notion of path abstraction for DTCNs (which necessarily will not commute with successive detours/bypasses) due to the following Lemma. Detours/bypasses commute with vertex contractions for DTCNs.
Sketch of proof. Let U ∩ {v, w} = ∅ and U ∪ {v, w} ⊆ V . The vertex contraction D/{v, w} is defined in the obvious way: triples of the form (v, x, τ vx ) and (x, v, τ xv ) for x ∈ {v, w} are replaced with ({v, w}, x, τ vx ) and (x, {v, w}, τ xv ), respectively, and similarly for triples involving w. Thus (D/{v, w})@{v, w} = (D@v) ∪ (D@w), so additional vertices and temporal arcs are generated in the formation of T (D/{v, w}). However, in the formation of T (D), replacing both of the temporal fibers D@v and D@w with (D/{v, w})@{v, w} has no material effect on the subsequent formation of D ↑ U . The lemma now reduces to the already established version for digraphs by contracting vertices with the same time coordinate in each copy of (D/{v, w})@{v, w}.
The surprising noncommutativity of detours/bypasses for DTCNs is not the only difference from the situation for digraphs.
Example. There are at least two random DTCNs that are obvious analogues of D n,p (cf. §VI):
n,p , with sources and targets corresponding to D n,p and times uniformly random in [0, 1];
n,p , with contacts between x = y Poisson distributed over [0, 1] with rate p. That is, the probability of a contact between x = y in an interval of infinitesmal duration dτ is given by p · dτ .
It is easy to see that both of these have an expected number of contacts equal to p · n(n − 1). Furthermore, for the regime of interest p 1, these two random DTCNs can be expected to behave quite similarly, akin to the Erdős-Rényi and Gilbert random graphs.
Rather than attempting to develop analytical results, we proceed directly to numerics. The basic observation from figure 11 is that the number of contacts in D (·) n,p ↑ U is much less than the number of arcs in D n,p ↑ U , because there are fewer temporally coherent paths between two vertices in D (·) n,p than there are ordinary paths between the same two vertices in D n,p . In particular, given {x j } j=0 , the probability that the path x 0 → · · · → x exists in D n,p is p , whereas the probability that a temporally coherent version of the same path exists in D n,p ↑ U with n = 1000, p = 0.01, and U a uniformly random subset of [n] subject to |U | = 50.
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There are five cases: + w , so that cases 2) and 4) are equivalent by symmetry; we will address the latter.
Before proceeding with the remaining cases 3), 4), and 5), let us first define
and
By construction, we have that so it suffices to show that
or equivalently (writing as usual for symmetric difference)
In this case (see figure 12 for a cartoon and note that) we have the following identities:
From these it follows that
and by symmetry
so upon inspection (A1) is satisfied and case 3) is done.
In this case (see figure 13 for a cartoon and note that) we have the following identities:
so upon inspection (A1) is satisfied and case 4) is done.
v . In this case we have the following identities:
From these (A1) follows trivially, so case 5) is done. The result is trivial unless v and w belong to different sets of the form V (D)
• u . It also suffices to show the result for a modified contraction operation (denoted below) that yields identical copies of contracted vertices (note that this is essentially the same technical simplifcation as dealing with detours instead of bypasses). By symmetry, we need only consider the six cases where (v, w) is an element of one of the following products: and this case is done. The other cases are entirely similar (in fact, the first, second, fourth and fifth cases are nearly identical).
Appendix C: Remark on renormalization
We recall two theorems described in [6] regarding D n,p :
Theorem. If c > 1 is constant, then with high probability D n,c/n contains a unique strong component of size
2 n, where x < 1 solves xe −x = ce −c . Furthermore, all other strong components are of logarithmic size.
Theorem. lim n P(D n,p is strongly connected) = exp(−2e − limn(pn−log n) ).
These theorems suggest studying the behavior of (n − N )f •N ( ) for c constant and 0 ≤ N < n. Numerics indicate that for c > 1 the first of these is greater than unity except for N ≈ n, and the second is always greater than unity: see figures 14 and 15. 
