This paper presents the first stochastic mixed integer programming model for a comprehensive hybrid power system design, including renewable energy generation, storage device, transmission network, and thermal generators, in remote areas. Given the computational complexity of the model, we developed a Benders' decomposition algorithm with Pareto-optimal cuts. Computational results show significant improvement in our ability to solve this type of problem in comparison to a state-of-the-art professional solver. This model and the solution algorithm provide an analytical decision support tool for the hybrid power system design problem.
Introduction
Providing energy to remote or isolated areas can be extremely costly due to the investment associated with transmission networks, land acquisition, control towers, and construction materials. The issue of energy independence is also a concern given that traditional configurations of power delivery depend heavily on energy or fuel generated outside the target area. There are two typical ways to deliver energy to remote areas, through transmission lines from places with excess capacity or large-scale generating facilities, or by utilizing a local thermal generating facility. Establishing a line to an offshore island is very expensive due to the complications associated with laying underwater transmission lines. Power generation using local thermal systems can be even more expensive due to high transportation and inventory holding costs [7] [21] [22] . Moreover, both options unavoidably lead to environmental concerns, especially the latter which produces a large volume of green house gases and pollutants. Technology advancements, especially relating to wind and solar energy, provide remote areas with the option of renewable energy systems for reliable energy supply. Compared with traditional systems, renewable energy systems have a clear advantage environmentally as well as on the energy independence aspect.
In 2009, the American Clean Energy and Security Act of 2009 [10] , was passed by the U.S. House of Representatives requiring the deployment of clean energy resources and a reduction in pollutants that contribute to global warming. This act will aid in the transition to a clean energy economy. However, the implementation of a reliable clean energy system may be limited by the nature of wind and solar energy which tends to be intermittent and highly variable [2] [21] [22] . To handle this challenge, energy storage equipment including pump water [6] , battery [19] , and hydrogen and a fuel cell [7] , can be integrated into the system. Also, traditional thermal generators and transmission lines can be utilized, in a less frequent fashion, to deal with the random generation aspect of renewable energy/storage device systems, see [18] and references therein for a recent review.
Various heuristics have been applied to this problem, including simulated annealing [8] , genetic algorithm [22] , and tabu search [13] , to derive good solutions. To capture the impact of randomness in system design, simulation based optimization methods are among the most popular approaches due to their ability to evaluate the system design in random environments, see [5] a review on simulation optimization study. One obvious drawback of heuristics and simulation based optimization is that they cannot guarantee the quality of the solution. Therefore, these methods yield little insight into optimal system configuration.
Stochastic programming models have also been applied to model the energy system design problem and to derive the optimal configuration considering various probabilistic scenarios. In [1] , a stochastic mixed integer programming model for optimal sizing of storage system is developed for an existing isolated wind-diesel power system. The randomness for wind and load is described by a set of scenarios where one scenario represents a 24-hour instance of wind and load. The model is solved using a solver with GAMS [9] . In [6] , a stochastic linear programming model is developed for optimal capacity design of a pumped storage device in a hybrid system where thermal generators' generation level is known. Nevertheless, with the exception of storage capacity, little work has been done using stochastic programming as a tool to study the larger scope design. This may be due to the limitation of solvers to efficiently deal with the complexity of the hybrid system design problem.
In this paper, we consider a hybrid system design problem for an isolated area, which depends on a local thermal generator and expects an increase in electric demand in the near future. The set of options considered for the configuration include building a long distance transmission network or constructing renewable energy facilities and a storage system as shown in Figure 1 . For this problem, we build a stochastic mixed integer programming model to derive the optimal configuration with random renewable energy generation and demand. To address the computational challenges, we develop an algorithm using Benders' decomposition method that can efficiently solve practical system design problems. To our knowledge, this is the first time a stochastic discrete optimization model for comprehensive hybrid system design has been developed as well as the first effective computational tool. The paper is organized as follows: In Section 2, the problem description and the mathematical formulation are provided. In Section 3, the details of the Benders' decomposition algorithm developed are presented. Section 4 provides the computational results for a set of test instances. Conclusions and future research directions are discussed in Section 5.
Problem Description and Mathematical Formulation
In this section, we first describe the modeling background in the hybrid system design. We then present the stochastic mixed integer programming model. Also, by observing this model is equivalent to capacitated lot-sizing problem under special circumstances, we show that this model is in general N P-hard.
We consider the system design problem for a remote area which currently has a local thermal generator and must accommodate an increase in demand in the near future. Thus, installation and capacity decisions for the renewable energy generation (we will focus on wind generated energy, though the model is applicable to other forms of renewable energy as well), the storage device, and/or the transmission network must be made. In our study, as we focus on the long-term system configuration, we do not model the local generator's operations using the unit commitment model, which could drastically increase the complexity of the problem. In fact, as the remote areas generally may have large difference between their peak and minimum demands, they may install low-load diesel generators or simply force thermal generators to work with light loads [1] , for which it is not necessary to build the unit commitment model. Under this situation, we use a binary variable to model the working status of the local generator and to capture its fixed cost; a continuous variable is used to capture the variable generation cost.
Note that the role of a storage device is similar to that of a warehouse. It is used to store excess energy generated to meet future demands, along with just-in-time generation from the renewable energy and the local generator. One difference from classical inventory systems is that the energy loss from storage devices is often quite significant, as energy efficiency ranges from 60% (hydrogen storage) to 90% (battery storage). Although the energy loss can be high in storage devices, they are extremely useful to deal with randomness in renewable energy generation and demand.
In Figure 2 (a), three daily demand curves are shown for three consecutive days (data from [17] ). Figure 2 (b) provides three daily wind speed curves for three consecutive days (data from [16] ). From these figures, we see that the variability in hourly demand and wind speed cannot be ignored (particularly for wind speed), doing so could result in unmet demand or increased operating costs. Following the typical strategy in stochastic programming, every possible random situation is represented by a scenario with the associated probability. Specifically, because demand (or generation) could change dramatically over seasons, one year is decomposed into a set of "seasons," denoted by I, during which daily demands (or wind speed) are reasonably consistent. Then, each season can be represented by a single day. One possible demand curve (or wind curve) of a single day is represented by a scenario. The randomness of daily demand (or generation, respectively) is represented by S, a set of scenarios, and their associated discrete probabilities. Furthermore, for modeling operations of each energy component, a single day is divided into a set of time slots T (typically 24 slots for 24 hours). Typically, the system is designed such that for every season and in every scenario: (1) demand in all time slots must be be met by the sum of energy from various sources; (2) the "inventory level" in the storage device is balanced with respect to inflow and outflow and energy efficiency; (3) the production level of each component of the system must be less than or equal to the capacity of that component. Tables 1 and 2 summarize the parameters and variables use in the model to meet the objective. big-M constant for wind turbines M big-M constant for transmission line P length of planning horizon s element of S, the set of scenarios i element of I, the set of seasons t element of T , the set of time slots γ conversion factor for energy put into storage β conversion factor from cost of energy from transmission line to cost of energy from local generation Using these parameters and variables, the stochastic optimization model is formulated as follows:
x, y, z ∈ {0, 1} (2.13)
14)
The objective of the model is to minimize the sum of the building costs and expected operating costs over a given planning horizon P . There is a fixed cost associated with construction of a transmission line F , a storage device F w , and a wind farm F g as well as an incremental cost per unit of each purchased C , C w , and C g , respectively. The operating costs are the cost of storage per MW per time unit in the storage device C k , the cost per MWh of energy from the transmission line C p , the fixed cost of operating the local energy source C O , and the cost per MWh of energy from the local energy source which is captured as C p multiplied by a factor β (typically β ≥ 1). The expectation of these costs is taken over all scenarios in S. Adding the fixed costs with the expected value of the variable costs gives the objective function (2.1). Note that each scenario was weighted equally. For a sufficiently large number of scenarios, the true distribution will be approximated with little loss. Therefore, this is not an unreasonable assumption.
The first constraint (2.2) ensures the demand D (2.3). Note that two assumptions are made here: 1) the level in storage is already expressed in terms of dispatchable energy so that there is no loss in energy transfer from storage to the grid; 2) the discharge capacity of the storage device is equal to the capacity of the device. Constraint (2.4) gives the capacity for the total renewable energy used as a function of wind speed K g W s i,t and the number of wind turbines purchased g (in general, K g (−) is a function describing the output of the renewable energy system used). Figure 3 shows a typical wind power curve that defines the function K g (W ). Notice that for a given wind speed, K g (W ) is a constant. The storage level cannot exceed the number of storage units constructed w multiplied by the size of a storage capacity unit K w , by (2.5). The amount of energy from the transmission line cannot exceed the number of transmission line units constructed multiplied by the capacity of a transmission line unit K , by (2.6). F O s i,t is a binary variable equal to 1 if the local generating facility is used in (s, i, t) and (2.7) ensures that local energy can be used only if the local energy production facility is operating at that time and the total usage cannot exceed the facility's capacity K O . Additionally, x, y, and z are binary variables equal to 1 if construction of a storage device, a wind farm, or a transmission line occur, respectively, and zero otherwise. These are linked to w, g, and , respectively, through big-M constraints (2.8) -(2.10).
Figure 3: Wind Power Curve
Based on the role of the storage device in the whole system and the system flow balance dynamics, we observe that the whole model has a strong connection to the classical capacitated lot-sizing model [12] . In fact, we next show that the model, in its general form, has a structure of the capacitated lot-sizing model and therefore is difficult to solve. Proposition 1. The problem described by (2.1)-(2.14) is N P-hard.
Proof. We consider its simplest case where |S| = 1 and |I| = 1, i.e. a single scenario and a single season. When (i) the fixed cost of transmission line is very high, (ii) little renewable energy is available, (iii) both the fixed cost and unit cost of storage capacity are very low, it is clear that neither the transmission line will be built nor the green energy generation facility will be constructed while a sufficient storage device will be established. Therefore, the local generator will be the only generating source to meet demand. The original model is then reduced to
Combining (2.15) and (2.16), we obtain
, which is exactly the flow balance equation in lot-sizing model if γ = 1. With the finite production capacity (2.17), this model is equivalent to the capacitated lot-sizing problem, which is known to be N P-hard [12] .
Solution Method
Given the structure of the problem defined by (2.1)-(2.14), we develop an algorithm using Benders' decomposition method [4] , which is the most popular computation method in solving stochastic programming problems [3] . We first describe the decomposition scheme of our problem. Then, we introduce Pareto-optimal cuts and their integration into Benders' decomposition. Finally, we discuss performance improvement strategies and outline the algorithm implementation. To simplify our exposition, especially on the Pareto-optimal cuts, we do not give the scenario-wise primal and dual subproblem formulations although they can easily be obtained from the aggregated subproblem formulation.
Benders' Decomposition
Note that our model has a clear two stage structure: (i) in the system design stage, a small number of discrete decisions must be made, which are common to any seasons and stochastic scenarios; (ii) in the daily operation stage, many binary decisions for local generator and continuous flow variables must be determined given the realization of renewable energy generation. To take advantage of Benders' decomposition method and to balance the decomposed subsystems, we propose to incorporate all the local generator decisions as well as capacity variables into the first stage in the solution algorithm. Specifically, given values of w 
s ∈ S, i ∈ I, t ∈ T }, and α = {α s i,t ∈ R + : s ∈ S, i ∈ I, t ∈ T } be the dual variables for constraints (3.2)-(3.6), respectively (assuming each constraint is rearranged to be of the form ≥, which can always be done). Then the dual of the primal subproblem, aptly named the dual subproblem, is formulated as:
Notice that the feasible set for the dual subproblem, Ω, does not depend on the values of w
and OS s i,t * . These values only affect the coefficients in the objective function of the dual subproblem. Now the zero vector is in Ω, so the dual subproblem is always feasible though it may be unbounded. Therefore, the primal problem is either infeasible or feasible and bounded. Let P Ω and R Ω be the sets of extreme points and extreme rays of Ω, respectively. Then, the dual subproblem is bounded (and hence the primal subproblem is feasible and bounded) if
for all (η, λ, θ, δ, α) ∈ R Ω . Moreover, if both problems are feasible and bounded, then they have a common value of max (η,λ,θ,δ,α)∈PΩ i,t,s
Let ζ be a free variable, then the Benders' Master problem is formulated as:
x, y, z ∈ {0, 1} (3.24)
In general, this formulation can have a large number of constraints of the form (3.16) and (3.17), known as feasibility cuts and optimality cuts, respectively. A relaxed Benders' reformulation consists of replacing P Ω and R Ω with sets P Ω and R Ω in the Benders' Master problem such that P Ω ⊂ P Ω and Q Ω ⊂ Q Ω . In [4] , Benders describes an algorithm to iteratively add feasibility and optimality cuts to a relaxed Benders' reformulation for a mixed integer programming problem. The key initial observations for this algorithm are that an optimal solution to the relaxed Benders' reformulation provides a lower bound (LB) on the optimal value of the original problem and a solution to the relaxed Benders' reformulation provides values of w * , g * ,
and OS s i,t * satisfying (2.7) -(2.14) which serves as the input for the dual subproblem. Next, the dual subproblem is solved. If it has a finite optimal value, then an optimality cut can be added to the relaxed Benders' reformulation and an upper bound (U B) for the original problem can be found. If the dual subproblem is unbounded, then a feasibility cut can be added to the relaxed Benders' reformulation.
Resolving the relaxed Benders' reformulation restarts the process. This continues until LB = U B, at which point an optimal solution has been found.
Pareto-Optimal Cuts
It is possible for the dual subproblem to have multiple optimal solutions. This can result in multiple optimality cuts, some of which are dominated. Additionally, if the dual subproblem is unbounded, there may be extreme rays which generate dominated cuts. Let Ψ = (η, λ, θ, δ, α) ∈ P Ω ∪ R Ω and F (Ψ) denote the left hand side of (3.16), then we say Ψ dominates Ψ if 
Constraint (3.32) guarantees that the solution found has the same optimal value as the original point, and therefore it is in the original set of optimal solutions. If the dual subproblem is unbounded, obj * may be replaced with a sufficiently large value. In our computational study, we observe that Pareto-optimal cuts have a significant impact on the computational performance.
Performance Improvement and Outline of the Algorithm
The two previous subsections describe the general idea behind the algorithm implemented in this paper. To further increase our algorithm's efficiency, we exploited the structure of our model to reduce the computational burden on solving master problems and subproblems.
First, because of the nature of stochastic programming, the dual subproblem defined in (3.8)-(3.14) is separable over scenarios, i.e. a dual subproblem for each scenario (DSP s ) can be solved independently. So, we make use of this property to generate multiple feasibility cuts in one iteration, i.e. if the objective function value is unbounded for any DSP s , then a feasibility cut is added for each such s per iteration. When the objective function value is bounded for all DSP s , we generate one optimality cut per iteration. Table 3 provides the pseudocode for the Benders' algorithm implemented in our work, which re-iterates this point.
Second, we obtain an initial feasible solution to the complete model by rounding its linear programming solution to a closest feasible solution [15] . Then, the partial solution for the master problem will be passed to the dual subproblem to generate feasibility cuts or an optimality cut of a high quality. Note also that its objective function value provides an upper bound.
Third, we observe that the master problem is a difficult mixed integer programming problem and any of its feasible solutions can be used to generate optimality and feasibility cuts.
As a result, we set a time limit on the computation of solving the Master problem for a set of iterations in the early stage. If the relaxed Master problem terminates before finding an optimal solution, the best solution found thus far is used for the subproblems. 
Data Description
Demand data were collected from [17] and the wind data from [16] . The demand data used were specifically from England and Wales for 2009. The data were scaled down by a factor of 10 −3 . The population of England and Wales is approximately 53M [20] , so we have an estimated population of 53,000 for our rescaled demand data. Twelve seasons were used, one for each month. Scenarios were created by perturbing the observed data. A total of 55 datasets were created for numerical study. We summarize them into three categories based on their purpose. These categories are 1) comparison to professional solver, 2) impact of variance, and 3) impact of magnitude. Within each dataset, there are an equal number of demand and wind scenarios. This is indicated in the descriptions below by using the notation a × a for the total number of scenarios in a dataset. The datasets in each category are described forthwith:
• To compare the performance of our algorithm with a professional solver, 15 datasets of various sizes were generated. For demand scenarios, in a given time slot scenario data were generated from a normal distribution with mean equal to observed demand and standard deviation equal to 10 percent of the observed data. For the wind scenarios, in a given time slot the scenario data were generated by multiplying the observed wind speed by a random number drawn from a triangular distribution with parameters (0.5, 1, 1.5).
Within each dataset, an equal number of wind and demand scenarios were used. There are five datasets with 5 × 5 scenarios (S1-S5), five with 8 × 8 scenarios (M1-M5), and five with 11 × 11 scenarios (L1-L5). S, M, and L indicate small, medium, and large dataset sizes, respectively.
• To compare the system configuration in situations with different variance, another 20 datasets were generated, all with 8 × 8 scenarios. Five dataset (DV1-DV5) were generated similar to first 15, but with 25 percent rather than 10 percent for demand standard deviation followed by five datasets with 64 scenarios (LDV1-LDV5) with 5 percent for demand standard deviation. Five datasets (WV1-WV5) were generated similar to the original 15 datasets, but with the parameters for the triangular distribution being (0.25, 1, 1.75), then another five datasets (LWV1-LWV5) with triangular distribution parameters of (0.75, 1, 1.25). DV and LDV indicate high demand variance and low demand variance, while WV and LWV indicate high wind variance and low wind variance.
• To evaluate the effect of rescaling the magnitude of wind and demand an additional 20 datasets with 8 × 8 scenarios were generated. Five datasets (TD1-TD5) were created by doubling original observed demand data and following the procedure for the original 15 datasets. Five datasets (TW1-TW5) were created by doubling original observed wind data and following the procedure for the original 15 datasets. Five datasets (HD1-HD5) were created by multiplying original observed demand data by one half and following the procedure for the original 15 datasets. Five datasets (HW1-HW5) were created by multiplying original observed wind data by one half and following the procedure for the original 15 datasets. TD and TW are datasets with twice demand and wind speed, respectively. HD and HW are datasets with half demand and wind speed, respectively.
The cost coefficients for our model were estimated based on information from engineers at a local utility company, as well as [23] and [24] . We describe the method by which they were determined here. A 600MW line was constructed from New Jersey to Long Island for $600M, so to determine F and C we used this pricing information. Specifically, it was assumed that a 60 MW line (large enough for our demand data) would cost $60M. Assuming 75% fixed cost and K (the size of capacity units) is 20 MW, we have F = $45M and C = $5M. A number of storage devices were build in the United States for costs ranging from $0.16M to $0.65M per MW. Assuming the capacity is 200MW (large enough to store roughly three times the maximum demand) and the end cost is $0.5M per MW, then using the same method as above with K w = 5MW we have F w = $75M and C w = $0.625M. Finally, assuming a wind turbine's end cost is $1.5M and that 250 turbines are purchased, then F g = $280M and C g = $0.38M. High fixed costs for storage and wind farm construction were used since we are considering pump storage, would require the construction of a reservoir, and an offshore wind farm, which also has considerable construction costs. The cost of storage C k was set at $0.1 per MW per hour in storage. We assumed the hourly operating cost of the local generating facilities C O to be $2000. The cost of energy in Tampa is $100 per MWh, so this was the value used for C p and energy from local sources was assumed to be three times as much (β = 3). The conversion factor for the energy placed into storage was taken to be 75% (γ = 0.75). Finally, K O was set to be 75% of peak demand.
Traditional Benders' Decomposition Vs. Pareto-Optimal Cuts
To see the benefit of utilizing Pareto-optimal cuts in Benders' decomposition, the following experiment was conducted. The problem described by (2.1)-(2.14) with dataset M1 was solved using standard Benders' decomposition and Benders' with Pareto-optimal cuts. In Figure 4 , the upper and lower bounds for both algorithms are depicted. This demonstrates using Paretooptimal cuts can vastly reduce the computation time for this model as compared to traditional Benders'. Therefore, in all our computation experiments, we implement Pareto-optimal cuts within our Benders' decomposition algorithm. 
Experimental Results
The problem described by (2.1)-(2.14) was solved with datasets S1-S5, M1-M5, and L1-L5 using Benders' decomposition with Pareto-optimal cuts (BD) and with a commercial solver. This was done on a computer running Windows 7 (64-bit) with a 3GHz processor and 4 GB of RAM. The solver used was Gurobi 3.0.3 (64-bit) [11] , one of state-of-the-art solvers on the market, through Python 2.6.6. Table 4 summarizes the results of solving these 15 problems given the above configuration. Table 5 provides the average values of the results with respect to problem size. The percent gap is defined as 100(U B−LB)/LB. The algorithm tolerance was set at 10 −2 percent, which is the same value as Gurobi. We note that that Gurobi uses 100(U B −LB)/U B as default to define its percent gap, which is not the value given in Table 4 , both % Gap columns are 100(U B − LB)/LB. In general, it is true that (U B − LB)/U B < (U B − LB)/LB, so the gap utilized in our application of Benders' decomposition is stronger than Gurobi's. In all experiments, we set the computation time limit to 2 hours. For small instances (S1-S5) the commercial solver tended to outperform the algorithm, though their performances are comparable. However, we see that as the problem size grows the Benders' decomposition algorithm significantly outperforms Gurobi. For medium size instances with 8 × 8 scenarios, our algorithm generally is 10 times faster than Gurobi. For all large size instances with 11 × 11 scenarios, Gurobi fails to obtain an optimal solution within the 2 hour time limit. In fact, Gurobi fails to close the gap to a reasonable value in all large instances before its termination.
A variety of situations were considered to determine the model's sensitivity to the data. We first considered the effects of variance in wind speed and demand on the configuration of the system in the optimal solution. This was done through the use of datasets WV1-WV5, DV1-DV5, LWV1-LWV5, and LDV1-LDV5. The results are shown in Table 6 . The columns of Table 6 are as following: g is the number of wind turbines, w is the number of storage capacity units (each unit is 5MW), is the number of transmission line capacity units (each unit is 20MW), Local refers to the total number of times local power sources were used across all scenarios Local = s,i,t F O s i,t , Iterations is the number of iterations needed to terminate the algorithm, % Green is percentage of demand met from renewable energy, % Line is the percentage of demand met from the tranmission line, and % Local is the percentage of demand met by using localy generated energy. There is little effect of variance on the optimal solution value, with the exception of low wind variance in which case the optimal value was lowered slightly. As shown in Table 7 , the optimal configuration of system changes with variance. In particular, high wind variance lowers the number of wind turbines and capacity of the transmission line. This observation could be explained by the introduction of a storage device in the configuration of the system. As a direct result, the percentage of demand met by green energy is significantly higher than the other cases. This indicates that when there is enough wind at a higher speeds, it is worth while to store the excess energy. High variance in demand does not change the number of wind turbines much or the capacity of the transmission line. Additionally, the absence of a storage device remains unchanged. Interestingly, local energy production is utilized in the presence of high demand variance. This indicates that the local generator will be used as the backup to mitigate the impact of variance. Overall, comparing variances in demand and wind, the latter one has more significant impact on system design. Datasets TW1-TW5, TD1-TD5, HW1-HW5, and HD1-HD5 were used to examine the effects of rescaling the demand data and wind speed data on the optimal configuration of the energy system. Table 8 shows the results of these trials, and Table 9 provides the average values with respect to dataset type. Doubling the initial wind speed data results in a significant cost savings and reduces the number of wind turbines by a factor of about 2.5; no other values in the optimal configuration are changed. Doubling the initial demand data nearly doubles the number of wind turbines, induces a significant amount of energy storage, and increases the capacity of the transmission line. When demand is low, the transmission line could provide an economic advantage. Nevertheless, with demand increases, renewable energy generation facilities combined with the storage devices will become economically beneficial. In fact, this benefit is clearer as demand increases. Finally, the numerical study shows that the changes in the magnitudes of wind or demand changes the computational complexity as well. The larger the magnitude of demand (or wind), the larger the number of Benders' iterations required.
Additional Insights
It is to be expected that the yearly average wind speed could provide some insight to the expected number of wind turbines to purchase (if any). To explore this, wind scenarios were eliminated from dataset M1. The wind in every time slot was then replaced with values ranging from 1 to 18 for every season and scenario. The problem defined by (2.1)-(2.14) was solved for each wind speed from 1 to 18. Figure 5(a) shows the number of wind turbines purchased in the optimal solution versus wind speed. In Figure 5 (b), the percent of green, line, and local energy (as defined in section 4.3) in the optimal solution are given as a function of wind speed. These figures indicate there is a critical wind speed that determines whether wind turbines are purchased. Additionally, there is a transition from energy delivered by the transmission line to energy delivered by the wind farm. 
Conclusions
In this paper, we developed a stochastic mixed integer programming model to determine the optimal configuration of a hybrid system consisting of a renewable energy facility, storage device, long distance transmission lines, and a local energy facility. Additionally, an efficient algorithm utilizing Benders' decomposition was created. It was found that the algorithm outperforms a solver (Gurobi) consistently for moderate and large sized problems, and performs comparably for small size instances. Although the model was applied to wind energy, it is applicable to other forms of renewable energy such as solar and tides. To the best of our knowledge, this is the first time that the comprehensive hybrid system configuration problem is modeled by a stochastic integer program and solved by an efficient algorithm. Possible areas for future work include expanding the model to consider multiple renewable sources simultaneously, unit commitment problem for local generator(s), and allowing construction at different times in the planning horizon along with associated lead times.
