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cation methods for
mathematical analysis of dynamical systems in
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Hiwaki Tomohiro
Abstract
The aim of the thesis is to develop numerical verication methods as tools for analysis
of dynamical systems, especially in some neighborhoods of xed points or equilibria. The
thesis consists of three parts. The rst part includes an introduction to numerical verication
techniques, and basic or elementary things of dynamical systems near around xed points
or equilibria. In the section 2, the author explains interval arithmetic as a basic tool for
veried numerics, Lohner method as a standard algorithm for verication of ODEs, and C1-
Lohner method which is a derivative of Lohner method in order to treat variational equations
corresponding to the original ODEs. Since the C1-Lohner method is used in almost every
part in the thesis, it is explained in details showing concrete process of computation. The
section 3 is devoted to description of dynamical system, both continuous and discreet cases,
especially stability analysis of xed points and equilibria. The second part treats closed
orbits in dynamical systems. In the section 4, introducing the author’s previous papers,
verication methods to prove the existence of closed orbits are discussed. There are three kinds
of methods and all of them can be applied to verication of closed orbits no matter whether
they are stable or not. In order to verify the basins of closed orbits in case of asymptotic
stability, some verication approaches are investigated in the section 5. It is signicant to give
detail arguments for constructing Poincare mappings by veried numerics since it is missing
in previous works. There are two kinds of methods. First one comes form the author’s work
which can be used to discuss convergence of periods as well as orbit, once the existence of
the limits have been proved. The second one adopts Poincare mapping directly, and can be
applied not only to the convergence of orbits but also to the existence of the limit. In the
third part, how to construct Lyapunov functions by veried computation is investigated. Here
the denition of Lyapunov function is mentioned, because it is not standard one including
unstable cases. There are several previous works on this topic which are described in the
section 6. Comparing with these works, the author introduces his own methods in the section
7 and 8 where continuous dynamical systems and discreet dynamical systems are concerned,
respectively. His method has common form for both dynamical systems, and gives not only the
concrete formulae of Lyapunov functions but also specication of their domains by numerical
verication. Each argument has its numerical examples in order to show the eectiveness of
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究においては、その解析に精度保証を利用した手法が様々な形で適用されている [5, 20, 42, 46]。
特に、局所的な理論を精度保証による大域的な軌道計算と結びつけて成果を得ている場合が多い。














第 III部では、まず第６章で Lyapunov関数の定義を述べる。本論文で扱う Lyapunov関数は、
吸引域に対して構成される通常の定義とは異なり、非吸引的なケースも含むものとなっているため
である。またその構成方法について、既存の方法のうち数学的に厳密な結果を与えるものを概観す
















実数の区間 [x] とは次のような R の閉集合である。
[x] = fx j a  x  bg:










x j X  x  X
と表され、X は下端、X は上端と呼ぶ。中心半径形式は













[X] + [Y ] =

x+ y; x+ y

;
[X] + [Y ] =

x  y; x  y;
[X]  [Y ] = [x; y];
x = min






xy; xy; xy; xy
	
;









区間 [X]; [Y ]; [Z] に対し、
[X] + [Y ] = [Y ] + [X];
[X]  [Y ] = [Y ]  [X];
[X] + ([Y ] + [Z]) = ([X] + [Y ]) + [Z];




[0; 1]  [0; 1] = [ 1; 1] 3 0;





[ 1; 2]  [ 1; 2] = [ 2; 4];
[ 1; 2]2 = [0; 4]
となる。
最後に、半分配則について注意せねばならない。区間演算では多くの場合分配則は成立せず、次
の半分配則のみが成立する。区間 [X]; [Y ]; [Z] に対して、
[X]  ([Y ] + [Z])  [X]  [Y ] + [X]  [Z]:
ただし、[X] が点区間のとき、あるいは [Y ]に含まれる任意の y 2 [Y ] および [Z] に含まれる任意






初等関数についても自然な拡張を行える。f : D  R ! R を領域 D の任意の閉区間上で連続
な初等関数とする。関数 f は実数区間全体の集合 I(R) 上の関数として区間 [X] = [a; b] に対し
f([X]) = ff(x) j x 2 [X]g  R
なる形で拡張できる。
ただし、区間 [X] および 関数 f(x) に対し　 f([X]) を厳密に計算することは難しい。したがっ






























図 1 回転による wrapping eect 図 2 歪みによる wrapping eect
で、区間 [x] のある点 x^ に対して以下が成立することを利用するものである。
f([x])  f(x^) + [f 0([x])]([x]  x^):
[x] の区間幅が十分小さければ、右辺は良い区間包囲 [f([x])] を与える。
同様に、区間ベクトル [x]、ベクトル値関数 f に対しても平均値形式を考えることができる。た
だし、通常の平均値定理を適用すると、導出過程で成分ごとに表記する必要が生じてやや複雑にな
る。そこで、ここでは積分型の平均値定理に基づく導出を記す。
連続微分可能なベクトル値関数 f(x)の定義域を D とし、D が凸であることを仮定する。任意
の x0, x1 2 D に対して、 0  s  1 上のベクトル値関数
g(s) = f(x0 + s(x1   x0))










は f(x) のヤコビ行列である。これを 0  s  1 で定積分することにより、





(x(s))ds(x1   x0) (2.1)
を得る。これが積分型平均値定理である。
今、領域 Dとして区間ベクトル [x] を取り、任意の x^ 2 D を固定してこれを x0 とみなす。任
意の x 2 D を x1 と考えて (2.1) を適用すれば、







となり、さらに、x 2 [x], x(s) 2 [x] であることを使えば、



















2.3 Brouwer の不動点定理と Schauder の不動点定理
Brouwerの不動点定理は、有限次元空間において連続写像の不動点の存在および存在範囲を保証
する [51]。
定理 1 (Brouwer の不動点定理)

 を n 次ユークリッド空間 Rn の有界凸閉集合とし、f を f : 
! 
 の連続写像としたときに、
f は不動点を持つ。すなわち、f(x) = x となる x が 
 内に存在する。
これに対し、無限次元空間におけるコンパクト写像の不動点の存在および存在範囲を保証するも
のが Schauderの不動点定理である。これは Brouwer の不動点定理の拡張とみなすことができる
[51]。
定理 2 (Schauder の不動点定理)





証法である。準 Newton 法に平均値形式を適用したものである [51]。
非線形方程式 f(x) = 0 に対し、以下のアルゴリズムを適用することで、真の解を含む区間を得
られる。
Step1 近似解 ~x を求める。
Step2 f 0(~x) の近似逆行列 R を求める。




[x] = [y] [ 0;
[y] = [z] +
 
I  R  f 0(~x+ [x])  [x]:
ここで、I は n 次単位行列、[x] は区間ベクトルである。
Step5 [y]  [x] であれば、Brouwer の不動点定理の十分条件が満たされ、~x+ [x] 内に
f(x^) = 0
を満たす x^ がただひとつ存在する。
Step6 [y] 6 [x] であれば、区間ベクトル [x] について [x] = [y][0 とし、小さな正数  を用いて、
[x] = (1 + )[x]  [x]
とおき、ループカウンタ k を k + 1 に更新し、Step4に戻る。
この  を用いて [x] を拡張することを  - ination と呼ぶ [33]。
2.5 Lohner 法
Lohner 法とは、Lohner によりまとめられた常微分方程式に対する精度保証法で、Schauder の











形を扱えば十分である。(2.3) において、x(t);f(t;x) は n 次元ベクトル値関数であり、x0 は n
次元ベクトルである。常微分方程式の解の存在については、右辺の f が x について Lipschitz 連
続であれば十分である。そのため常微分方程式に対する精度保証法では、誤差の小さい解区間を得
ることが課題となってくる。
区間拡大の原因は、前述したように wrapping eect および dependency problem が主である。
Lohner 法では、wrapping eect に対しては初期区間の線形部分を括りだし、行列積を先に計算さ
せ、QR 分解を用いることで座標回転を利用して対処する。dependency problem に対しては平均
値形式を用いることで抑えている。
Lohner 法を適用するにあたって、f に次の条件を要請する。f は定義域を [0; T ]D; D  Rn
とし、t;x に関して p 回連続微分可能な関数とする。
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Lohner 法で得られる解区間は基本的に、時間分点上の解を包含する区間である。ここでは時間
分点を 0 = t0 < t1 < t2 <    < tN = T とし、ステップ幅を hj = tj+1   tj とする。
2.5.2 解の存在
まず、時間 [tj ; tj+1] に対して真の解を包含する区間ベクトル [X] を求める。式 (2.3) から x の
積分方程式




を得る。右辺を x に関する関数とみなし、F (x) とおく。これより x に関する不動点方程式
x = F (x)
を得る。関数 F について、積分作用素と連続関数の合成はコンパクト作用素となるので、F 自身
もコンパクト作用素である。
関数空間 (C[tj ; tj+1])n を時間幅 [tj ; tj+1] 上の連続関数を要素に持つ n 次元ベクトル全体の集








とする。このとき、 (C[tj ; tj+1])n はこのノルムのもとで Banach 空間となる。
以上から関数空間 (C[tj ; tj+1])n に属する有界凸閉集合 [X] が
F ([X])  [X]
を満たせば、Schauder の不動点定理より [X] は真の不動点方程式の解を包含する。そこで、n 次
元定数ベクトル ; に対し、
[X] = fX 2 (C[tj ; tj+1])n j   X(t)  ; 8t 2 [tj ; tj+1]g
とすると、これは有界凸閉集合である。ここで、n 次元ベクトル x;y について x  y は成分ごと
の不等式が成立することを言う。

















f([tj ; tj+1]; [;])d
= (t  tj)f([tj ; tj+1]; [;])
 [0; hj ]f([tj ; tj+1]; [;])
8







[F ([X])] = [xj ] + [0; hj ]f([tj ; tj+1]; [;])  [;] = [X] (2.4)
となる。この表現でもまた区間と関数集合の同一視を行っている。
条件 (2.4) を満たす [X] を得るには、通常以下のようなアルゴリズムを用いる。ただし、[X] の
初期値は時刻 tj における真の解 xj を包含する区間ベクトル [xj ] とする。
1. [F ([X])] を計算する。
2. [F ([X])]  [X] を確認し、成立していれば [X] = [F ([X])] として終了する。
3. [F ([X])] 6 [X] ならば、[X] := (1 + ")[F ([X])]  "[F ([X])]として手順 1.に戻る。
ただし、" は予め定めた小さな正定数である。この "-ination の手順を用いなければ 2. を満たす
[X] は得られないことが多い。
ここで得られる解区間 [X] は粗い包含なので、Taylor 展開法を用いてより区間半径の小さな包
含を求める。
2.5.3 Taylor 展開法
Taylor 展開法とは常微分方程式の数値計算法の一つである。名前の通り Taylor 展開を用いた手
法であるので、打切り誤差の評価が簡単である。ここでは前節で求めた時刻 [tj ; tj+1] における真
の解を包含する区間 [X] を用いてより洗練された解区間を求めることを目的とする。
Taylor 展開法そのものは次のようになる。まず、 xj+1 = x(tj + hj) を時刻 t = tj の周りで
Taylor 展開すると、





2 +   + 1
(p  1)!x






































; k = 1; 2; 3; : : :
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と表すと、式 (2.5) は
xj+1 = xj +
p 1X
k=1
hkf (k)(tj ;xj) + h
pf(p)(tj + h;x(tj + hj)) (2.6)
と表せる。以上が Taylor 展開法である。
区間演算にこれを用いる。区間 f(p)([tj ; tj+1]; [X])は 剰余項の f(p)(tj + hj ;x(tj + hj)) を
包含することを踏まえ、区間 [X] を用いて 区間 [xj ] に Taylor 展開法を適用すると、[xj+1] は




(k)(tj ; [xj ]) + h
p
jf















(k)(tj ; [xj ]);
[zj ] = h
pf(p)([tj ; tj+1]; [X]):
すると式 (2.7) は
[xj+1] = [xj ] + h([xj ]) + [zj ] (2.8)
と書ける。また、区間ベクトル [xj ] の中心ベクトルを x^j 、半径区間ベクトルを [rj ] := [xj ]  x^j
とおく。ここで 式 (2.8) に平均値形式を適用すると








[rj ] + [zj ] (2.9)
を得る。ただし In は n次単位行列である。ここで、誤差の影響を見やすくするため次のように考
える。
10
区間行列 [Aj ] を






とし、さらに区間行列 [Aj ] の 各成分の中心値で構成された行列（以降、これを中心行列と呼ぶ）
を A^j、半径行列を hAji := [Aj ]  A^j とおく。これらを用いて、
x^j+1 = x^j + h(x^j); (2.11)
[j ] = hAji[rj ] + [zj ] + [eR]; (2.12)
[rj+1] = A^j [rj ] + [j ] (2.13)
とし、
[xj+1] = x^j+1 + [rj+1] (2.14)
とする。実際の計算では、式 (2.11) を点区間で区間演算し、これの中心値を x^j+1 とする。残りの
区間、つまり式 (2.11) の結果から中心値を減じて得られる区間を [eR] とする。この区間は x^j+1
の丸め誤差に相当する。以上より、式 (2.14) をもって [xj+1] を中心値と誤差区間に分けることが
できた。
2.5.5 初期区間の扱い
上記の計算では式 (2.12) 中の hAji[rj ] や式 (2.13) 中の A^j [rj ] といった区間を用いた行列ベク
トル積が含まれている。前者は、区間行列の半径 hAjiが小さいときにはそれほど深刻な影響を与
えないが、後者についてはこのまま計算すると wrapping eect が繰り返し引き起こされる。そこ
でまず、[rj ] の計算における [r0] に起因する wrapping eect の影響を抑える。初期区間に対し
[r0] = [x0]  x^0 を取り、
[rj ] := [r^j ] + Cj [r0]; C0 := In; [r^0] := 0 (2.15)
とおく。すると式 (2.11)、(2.12)、(2.13)、および (2.15) より
[rj+1] = Cj+1[r0] + [r^j+1]; (2.16)
[r^j+1] = A^j [r^j ] + [j ]; (2.17)
Cj+1 = A^jCj (2.18)
となる。行列 Cj の計算は x^j の計算と同様に点区間による区間演算を用いて、その中心値をとる。
残りの結果区間から中心値を減じて得られる丸め誤差に相当する区間行列に [r0] を乗じて [j ] に
加える。
以上より、[rj+1] の部分に [r^j+1] を適用することで
[xj+1] = x^j+1 + [r^j+1] + Cj+1[r0] (2.19)




式 (2.16)、(2.17)、(2.18)、および (2.19) を利用することで、誤差区間 [r^j+1] を計算するとき
の初期区間に起因する wrapping eect を軽減できる。しかし、未だ初期区間の高次の誤差や計算
過程における丸め誤差および打ち切り誤差の影響による wrapping eect の影響は小さくない。先
述したように wrapping eect に起因する区間拡大は、歪み作用より回転作用による影響が大き
い。そこで QR 分解を利用して座標変換を行い、A^j のもつ回転作用の影響を小さくすることを考
える。
座標変換に用いる行列を Bj とし、
[r^j ] = Bj [~rj ]
とする。すると 式 (2.17) から
[~rj+1] = B
 1
j+1A^jBj [~rj ] +B
 1
j+1[j ]
となる。回転による wrapping eect の影響を小さくするために、 B 1j+1A^jBj ができるだけ回転
を引き起こさないように Bj+1 を決めればよい。そこで QR 分解を用いて、回転作用を表す直交
行列 Q を打ち消すように定める。具体的には以下のように計算する。
1. B0 = In とする。
2. 近似計算で A^jBj = QR と分解する。











6. 精度保証付き数値計算で [~rj+1] = [R][~rj ] +B 1j+1[j ] を算出する。
以上のように計算することで [r^j ] に対する wrapping eect は歪み作用に対応する区間行列 [R]
に起因するもののみとなる。
さらに、歪み作用に対応する　 wrapping eect の影響も小さくするために QR 分解の際にピ
ボット選択を行う。行列 Bj を計算する際に以下の操作を行う。
1. Dj = A^jBj とし、Dj = (d1;d2;d3; : : : ;dn) と表す。
2. 実数 li = kdik2  (区間ベクトル [rj ]の第 i要素の区間半径) とし、ベクトル l =
(l1; l2; l3; : : : ; ln) とする。このとき li は平行四辺形 fxjx = Djr; r 2 [~rj ]g の一辺の長さ
の半分に相当する。






3; : : : ; l

n)
の要素について l1  l2  l3  　 : : :　  ln となるように選ぶ。
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4. 行列 Dj = DjPj とし、Dj = QR と近似計算で QR 分解する。
5. Bj+1 = Q
 とする。
ベクトル l は、幾何学的に平行六面体 ~Aj+1[r^]j+1 の辺の長さに対応する。したがって、上記の




















V (0;x0) = In
(2.21)
を満たす n次正則行列値関数 V (t;x0)を求めるための精度保証法である C1-Lohner 法 [40]を紹
介する。これは、式 (2.20) と式 (2.21) を同時に精度保証する方法であり、後述するように、力学
系における周期解の精度保証のために必要となる。ただし、著者らは [40] を参照せずに独自にこ
れを導いた経緯があり、[40] の C1-Lohner 法とは一部が異なっている。著者らの導出は比較的素
直に Lohner 法と対応づけられたものになっていると思われるので、以下ではこちらを記述する。
行列値関数であってもベクトル値関数が並んでいると見なして Lohner 法を適用することで解く
ことができる。しかし単純に Lohner 法を適用すると、式 (2.20) と式 (2.21) のそれぞれに対して
Lohner 法を用いることになり、計算量が増えてしまう。もとの問題が自励系であれば、C1-Lohner
法を用いることで式 (2.20) と式 (2.21) それぞれの解を同時にかつ効率的に計算することができる。
2.6.2 x および V の高階微分の計算


















































































































が k = 0で成立することから、これを帰納法の仮定とすれば、






























































ム実装が可能となる。ただし、V について微分回数が x と 1だけ異なることに注意する。
2.6.3 計算アルゴリズム





































































































































(tj ; [xj ])
!
([xj ]  x^j)
を得る。これは x(tj+1; [xj ]) を Taylor 展開した上で [xj ] に関する平均値形式を適用している。






















































































+ [zj ] + [Aj ]([xj   x^j ]);
[Vj+1] = [Aj ][Vj ] + [Zj ]
と書ける。
実際の [xj+1] の計算には式 (2.9) 右辺が用いられることに注意する。特に、[Aj ] は Lohner法
における式 (2.10) の [Aj ] と同じものを指しているので、[Vj+1] の主要項の計算で新たに必要な部
分は [Zj+1] の計算のみである。これも節 2.5.5の表記に従えば、












最後に誤差の計算を行う。まず、上で求めた [xj ] と [Vj ] を主要項と誤差項に分割する。
[xj ] = x^j + [rj ];
[Vj ] = V^j + [Rj ]:
















とする。ただし、mid() は区間の中央値を取るものとする。すると誤差項 [rj ] および [Rj ] は
[rj+1] = Cj+1[r0] + [r^j+1]; (2.24)
[r^j+1] = A^j [r^j ] + [j ]; (2.25)

























+ [Ej ]; (2.29)
[Ej ] = hAji[Rj ] + [Zj ] + [ER] (2.30)





として扱う。これは初期区間の扱い (式 (2.24), (2.28))、大きな誤差項 (式 (2.25), (2.29))、小さな
誤差項 (式 (2.26), (2.30))、および丸め誤差を扱う項 (式 (2.27), (2.31))からなる。
式 (2.24)、(2.28) の Cj+1[r0] および Cj+1[R0] は 初期値が区間である場合の、初期区間に対す
る対応である。区間ベクトル [r0] = [x0]  x^0 および区間行列 [R0] = [V0]  V^0 について、
[rj ] = Cj [r0] + [r^j ];





C0 = In; Cj+1 = A^jCj
とする。





よる wrapping eect を軽減する。つまり、
[r^j ] = Bj [~rj ];
[~rj+1] = B
 1


































x(t) = f(x): (3.1)
ここに、x(t) は n次元ベクトルであり、f(x) は n 次元ベクトル値関数で、以下では xに関して
p 階連続微分可能であるものとする（p  1）。さらに、領域 D  Rn で f が定義され、任意の
x0 2 D に対してこれを t = 0 における初期ベクトルとする解 x(t) が  1 < t < 1で存在する
ことを仮定する。この時、解 x(t) は、すでに述べたように、始点 x0 からの解軌道 '(t;x0) と表
される。f が少なくとも連続微分可能であることから、'(t;x0) は x0 に関して連続微分可能で
ある。
さて、任意の x0 2 D について
'(t;x0) 2 D;  1 < t <1;
となる時、'(t;x) は D において連続力学系をなす。すなわち、任意の t1 2 R に対し
x1 = '(t1;x0)
としたとき、任意の t 2 R で
'(t;x0) = '(t  t1;x1)
が成り立つ。また、相異なる２点 x1, x2 2 D から出発した解軌道は、それらが同一曲線上に無い
限り、交差することは無い。
一方で、離散力学系は D  Rn 上の可逆な連続写像  によって定義される。k = 0; 1; 2;    に
対し、点列
xk+1 =  (xk) (3.2)
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および
xk 1 =   1(xk)
を考えたとき、任意の x0 2 Dに対して xk 2 D; 8k 2 Z であれば、 (x) は D で離散力学系をな
す。以下では  についても p階微分可能性を仮定する。




自励系常微分方程式 (3.1) の右辺のベクトル値関数 f の零点を x とすると、x はこの自励系
で表される力学系の平衡点になる。このとき、
1. 任意の " > 0 に対して  > 0 が存在し、








次に、離散力学系の不動点の安定性について述べる。式 (3.2) の右辺  に関し、
x =  (x)
となる点が不動点である。その安定性の定義は平衡点の場合とほぼ同様に、次のように定めらる。
1. 任意の " > 0 に対して  > 0 が存在し、




kx0   xk <  ) lim









となる場合を考える。このとき、x = 0 が平衡点である。その安定性に関しては、以下のことが
知られている [16]。
1. A のすべての固有値  について
Re()  0
ならば、x は安定である。











に対しては、不動点 x = 0 の安定性は次のようになる。
1. A のすべての固有値  について
jj  1
ならば、x は安定である。




















y = Ay (3.3)
を考える。このとき、
1. 線形系 (3.3)の平衡点 y = 0 が漸近安定であれば、非線形系 (3.1)の平衡点 x も漸近安定
である。
2. 線形系 (3.3) の平衡点 y が不安定であれば、非線形系 (3.1)の平衡点 x も不安定である。
線形系 (3.3 )が安定であっても、行列 A の固有値  で
Re() = 0
となるものがある場合には、非線形系 (3.1)の x の安定性については何も言えない。これを判定
するためには高次の解析が必要で、一般にはかなり難しい。行列 A の固有値の実部が正または負








1. 線形系 (3.4)の平衡点 y = 0 が漸近安定であれば、非線形系 (3.2)の平衡点 x も漸近安定
である。
2. 線形系 (3.4 )の平衡点 y が不安定であれば、非線形系 (3.2)の平衡点 x も不安定である。
22
線形系 (3.4) が安定であっても、行列 A の固有値  で
jj = 1
となるものがある場合には、非線形系 (3.2)の x の安定性については何も言えない。
行列 A の固有値の絶対値が 1 のものがないとき、対応する非線形系の不動点点 x は双曲的で








となる。これを満たすすべての D の和集合を x の吸引域と呼ぶ。
離散系： x が漸近安定であるとき、x を含む開領域 D があって、任意の x0 2 Dに対して
lim
n!1 kxn   x
k = 0
となる。これを満たすすべての D の和集合を x の吸引域と呼ぶ。
不変集合は、平衡点・不動点とは独立な概念である。
連続系：集合M  Rn の任意の xに対して
'(t;x) 2M; 8t > 0
となるとき、M をこの連続力学系の正不変集合と呼び、さらに
'(t;x) 2M;  1 < t <1
となるとき、不変集合と呼ぶ。
離散系：集合M  Rn の任意の x0 に対して
xn 2M; 8n > 0
となるとき、M をこの離散力学系の正不変集合と呼び、さらに










= f(u); 0 < t <1; (4.1)
u 2 Rn; f 2 fCpgn












いて説明する。この手法は Poincare 写像を陽に用いないが、Poincare 断面に相当する超平面
を設定した上で、そこへの正射影を利用している。貝ヶ石・松尾らは、二点境界値問題に特定
の位相条件を付加することで、筆者らの手法が方法 2. に属するものであることを示し、さらに





n  1次元平面    Rn に対し、集合 W    および閉区間 [T ] = T ; T   R; T > 0 として
8w 2W; 9Tw 2 [T ]; '(Tw;w) 2  
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を満たすものが存在すると仮定する。このとき、
T (w) = minfTw 2 [T ] j '(Tw;w) 2  g
と定め、写像 P :W !   を
P (w) = '(T (w);w); w 2W
によって与える。以下ではこれを P 写像と名付け、超平面   を P の横断面、時刻 T (w) を
w 2W の rst return time と呼ぶことにする。
精度保証付き数値計算で P写像を扱う場合には、適切な   を設定し、ある集合 W    および




P (u0) = u0
となる u0 2W の存在検証を行えばよい。
実際の検証方法は、P (w)  w = 0 に対し区間 Newton 法あるいは Krawczyk 法を適用する。
このとき、T (w) の w に関する微分が必要となるが、これは後述する横断条件のもとで陰関数定
理から導くことができる。一方で、T (w) の値を精度保証法で算定するためには、これを含む時間







P写像が W に不動点を持ち、かつ T (w) が W の内点の集合 W において微分可能であること
が示されれば、P写像は W 上の Poincare 写像となる。これについては第 5章で詳細を述べる。
ここでは Poincare 写像の定義を [32]に従って以下に示しておく。
定義 2 (Poincare 写像)
一般に、u(t) を周期 T の周期解とし、u0 をその軌道上の一点とする。単位ベクトル n  2 Rn を
nT f(u0) 6= 0
を満たすものに取り、n  を法線ベクトルとし u0 を通る超平面を   とする。さらに、以下を満た
す開集合 W    の存在を仮定する。
 u0 2 W .
 任意の w 2 W に対し時刻 T (w) > 0 が存在して
'(T (w);w) 2  
となる。特に、T (u0) = T である。
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 T (w) は W 上で微分可能である。
このとき、
P (w) = '(T (w);w); w 2 W














の負荷が高いので、周期 T  の計算の精度を高めて反復回数を減らせれば、そのメリットが大きい。
二点境界値問題を解く手法としては、いわゆる shooting method を用いるのが一般である。
shooting methodには、始点と終点との条件のみを課する simple shooting と、幾つかの点での一





実数 T  は周期で、ベクトル u0 が基準点を与える。u0 は周期軌道上の点ならばどの点でも良い。





nT  ('(Tb;u0)  ~u0) = 0: (4.3)
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単位ベクトル n  を法線ベクトルとし ~u0 を通る平面   を考えれば、この条件は '(Tb;u0) が  
上にあることを意味する。著者らは関連論文 [2]において Tb や n  の選択の違いによる計算効率
の相違を調べ、 Tb = 0 の時に有意に効率が良くなることを見出した。すなわち、












これより、写像 K(z) の零点が z = (T ;u0)T となる。そこで、方程式 K(z) = 0 の解を精度
保証によって求めれば良い。そのためには 2.4 節で記述した Krawczyk法を適用することになる。
具体例は数値例を参照されたい。
Krawczyk法は Newton法の一種であり、速い収束性が期待される。ただし、これは kz   zk











u(t) = u0 +
Z t
0
f('(;u0))d; 0 < t < T:








f' ~T ; ~u0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と定め、これを法線ベクトルとし ~u0 を含む（超）平面   を考える。このとき u(T ) が   上にあ
るための条件は nT  (u(T )  ~u0) = 0、 すなわち、Z T
0
nT f('(; ~u0))d = 0
となる。これより T に関する Newton 法によって点列 fTkgk=0;1;2; を構成すると、









これを受けて、z = (T;u  ~u0)T に対し次の写像 Q(z) を定義する。
Q(z) =












として定める。Q(z) の T 成分に関する定義は準 Newton法の
形になっていることに注意する。
このとき写像 Q の不動点 z = (T ;u0   ~u0)T は周期および閉軌道に対応する。また、u0 2  
となることも示される。そこで、KQ = In  Q に対して Krawczyk法を適用すれば良いように見
える。しかしこれはうまくいかない。というのは、写像 Q の Jacobi 行列は固有値として 1 を持
ち、これが KQ の Jacobi 行列を特異にするからである。このことは、Q の Jacobi行列 Qz
Qz(z) =

1  1nT f('(T;u)) 1nT  (I   'u(T;u))
f('(T;u)) 'u(T;u)

に対して確認することができる。ここに、 'u(T;u) は軌道 '(T;u) の初期値 u に対する微分で
あって n次正方行列となる。
実際、 In   'u(T;u) が正則であれば、x = (1;y)T を
y = (In   'u(T;u)) 1f('(T;u))
によって定めることで、ベクトル x は固有値 1 に属する固有ベクトルとなる。正則でない場合に
は、In  'u(T;u) の 0固有値に対する固有ベクトルを y0 に取り、x0 = (0;y0)T と置けば固有値
1 の固有ベクトルとなる。
そこで Q のかわりに以下に示す P Q を用いる。
(T; ) 上の写像 P  を









と定める。分母に現れる nT n  は 1 であるが、n  としてその近似値を用いる場合に備えて、こ
のような形を示している。なお、~u0 を原点に移す平行移動を施せば、P  は   への正射影になる。
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この P Q の不動点は Q の不動点に一致することが簡単な考察でわかる。したがって P Q(z) 







Jacobi行列に現れる 'u(T;u) は 2.6 節で出てきた変分方程式の解に相当する。つまり、








V (0;u0) = In
の解である。これを精度保証するためには C1-Lohner法を用いることになる。
次に行列 ~Qz を Qz(~z) の近似値とし、写像 P Q(z)  z = 0 に対する Newton 型作用素 N(z)
を次で定める :
N(z) = z  

In+1   P  ~Qz
 1
(z   P Q(z)) (4.6)
=






























z^ は [z] 内の点であり、通常は中央値を取る。
以上より、P Q(z)  z に対する Krawczyk作用素 KHY ([z]) は
KHY ([z]) =












となる。n , , および ~Qz のみ浮動小数点数による計算で、それ以外は精度保証付きで計算を行
う。特に Qz における V の計算は 2.6 節で述べた C1 Lohner 法を用いる。
KHY で得られた解に対応する u が   上にあることを確認したい。もとの N(z) で確認する。
z = (T;u  ~u0)T ; N(z) = (TN ;u  ~u0)T とし、z = z N(z) と置く。このとき式 (4.6) より
N(z)  z =  











In+1   P  ~Qz

z = z   P Q(z)
となるので、これより
z = z   P Q(z) + P  ~Qzz (4.9)
を得る。
ここで、P Q(z) および P  ~Qzz の u 成分は   上にあるので、u 2   であれば式 (4.9) の右
辺の各 u 成分が   上にあることになり、z の u 成分も   上にある。N(z) = z +z なので、
uN 2   である。
次に、近似行列 P  ~Qz の取り方について検討する。区間演算を用いる精度保証付き計算では、数
学的に同値であっても表現が複雑になるほど区間拡大が起こりやすくなる。そこで、P  ~Qz の形が









































































































































































となる。以上の議論は n  および  が定義にしたがって厳密に計算されたものとしている。この
ことから、これを近似する場合には P  ~Qz の第 1列が 0 であるようにとれば良いことがわかる。
4.4 二点境界値問題と樋脇・山本の方法との関連
この節では、[43] および関連論文 [2]に基づいて、二点境界値問題と樋脇・山本の方法との関連
について述べる。二点境界値問題としては、simple shooting を用い式 (4.4) を位相条件とするも
のを取る。
二点境界値問題と樋脇・山本の方法ではそれぞれ Krawczyk 法を用いたが、Krawczyk 法は






K(z) =  Kz(z)z: (4.10)
 樋脇・山本の方法
z0 = (T;u  ~u0)T ;
z0   P Q(z0) =  (I   P Qz(z0))z0: (4.11)
となる。ただし、z = z0 である。
























となり、 式 (4.10) と一致する。
これより、以下のことがわかる。
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 樋脇・山本の方法は式 (4.4) を位相条件とする二点境界値問題と同値である。
 二点境界値問題には  が含まれていないことから、樋脇・山本の方法は実は  に依存して
いない。








数値例に入る前に Rossler 方程式と Lorenz 方程式の２つの方程式を紹介する。Rossler 方程式は












= b  w(c  u):
パラメータは、方程式が漸近安定な周期軌道をもつものを使用する。
a = 1=5; b = 1=5; c = 11=5:
特に指定しない場合、超平面   およびその法線ベクトル n  を以下のようにおく。
  : v =  0:039538482854764となる uw平面;
n  = (0; 1; 0)T :






























=  uz + ru  v;
dw
dt
= uv   bw:
また、次のパラメータで鞍点型の周期軌道を持つことが知られている [1, 35]。
r = 28; p = 6; b = 8=3:
[45]と同様に座標変換を行う。変換後の方程式および上に対応するパラメータは次のとおりであ
る [35, 45]。 8>>>><>>>>:
du
dt
= a1u+ b1(u+ v)w;
dv
dt
= a2v   b1(u+ v)w;
dw
dt
=  a3w + (u+ v)(b2u+ b3v);
a1 = 9:700378782; b1 =  0:227266206;
a2 =  16:700378782; b2 = 2:616729797;
a3 = 2:666666667; b3 =  1:783396463:
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特に指定しない場合、超平面   およびその法線ベクトル n  を以下のようにおく。
  : w = 27となる uv 超平面;

























図 4 Lorenz 方程式の近似解軌道
4.5.3 周期解の存在検証
Rossler 方程式について　 4.1節で述べた P写像の不動点を検証する方法、二点境界値問題と位
相条件を用いる方法、および樋脇・山本の方法で周期解の検証を行う。位相条件は樋脇・山本の方


















[T ] = ~T + [0:00000000000000; 0:00572694910683]:
uw 平面を 超平面   にとっているので、v 成分 (v0) を除く 2 次元で検証を行っている。反復回数
は 2 回で収束した。
二点境界値問題と位相条件を用いる方法の結果は以下である。






[T ] = ~T + 10 10  [ 0:56448179464042; 0:56447291285622]:
反復回数は 2 回で収束した。
最後に樋脇・山本の方法による結果は以下である。






[T ] = ~T + 10 10  [ 0:56448179464042; 0:56441962215104]:
反復回数は 2 回で収束した。
いずれも反復回数は同じであるが、P写像を用いた方法の区間が大きい。これは時間区間の計算





























f' ~T=2; ~u0 ; Tb = 0:
以上のうち、(i)と (iii)が樋脇・山本の方法に対応する位相条件となる。
























半径ノルムについては条件 (i) が一番小さいが、収束回数については条件 (i) および (iii) で同じ
となっている。
以上より Rossler 方程式および Lorenz 方程式で、条件 (i) が優れていることが示せた。
また、条件 (iii)も (i) に遜色ない結果を与えていることから、樋脇・山本の方法に対応する位相
条件が重要であり、平面   の法線ベクトル n  の与え方より影響が大きいこともわかる。
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第 5章 漸近安定な周期軌道に対する吸引域の同定法
自励系常微分方程式 (3.1)を再掲する。ただし、未知関数を u(t) と書く。
du
dt
= f(u);  1 < t <1; (5.1)
u 2 Rn;f : Rn  D ! Rn:


















'(t;w) : RD ! D
は w 2 Rn を t = 0 での値とする時刻 t での軌道 u(t) の位置を表す。f 2 [Cp(D)]n であるので、
'(t; ) 2 [Cp(R)]n; '(;w) 2 [Cp(D)]n
となることに注意する ([32] の p239を参照)。また (5.1) の周期解 u(t) に対する近似解軌道（近
似周期解）を ~u(t) とし、その t = 0 における値を ~w := ~u(0) とする。また、 ~w を通過する






と取ることなどが考えられる。さらに、行列 Pr 2 Rnn を
Pr := I   n n T (5.2)
と定める。これは、 ~w を原点とする平行移動を行った系における   への正射影に相当する。
5.1 微分可能な P写像の確定
参考文献 [40] では、連続力学系の周期解の存在検証のために、微分可能な P写像（4.1節参照）
を構成して精度保証法を適用している。P 写像の不動点が連続力学系の周期解に対応し、不動点
が存在すれば、微分可能な P写像は 4.1節で述べた定義に基づく Poincare写像となる。本論文で
は、[40] に倣い、P写像を解軌道が超平面  を通過する際の交点の遷移として構成する。
まず近似周期解 ~u(t) を算定する。~u(t) から得られる近似的な周期を ~T > 0 とする。 ~T を含む
区間 [T ]  R+ を定め、集合 [W ]    を ~w を内点として含み、かつ任意の w 2 [W ] に対して
'(Tw;w) 2   (5.3)
となる Tw 2 [T ] を持つものに取る。このような Tw を w の return time と呼ぶ。(5.3) を満たす
集合 [W ] と区間 [T ] の存在は、精度保証法で確認する。
さて、w 2 [W ] に対する P写像 P : [W ]!   を
P (w) = '(T (w);w)
の形で構成したい。これを写像として確定するためには T (w) : Rn ! R が w に対して一意に定
まることが必要である。そこで T (w) を '(Tw;w) 2   となる return time Tw 2 [T ] の中で最小
のもの（いわゆる rst return time ）に取ることにする。すなわち、
T (w) = minfTw 2 [T ] j '(Tw;w) 2  g:
以下の議論では、[40] と同様に P写像の導関数を用いる。したがって、T (w) が w について連
続微分可能であることが要請される。局所的な微分可能性の証明には、陰関数定理を用いる。陰関
数定理の適用を可能とするために、後述する横断条件を課す。結果として局所的に構成される微分









なお、微分可能な P写像が [W ] の内点の集合 W に不動点を持てば、4.1節に述べた定義に従
い、この P写像は W における Poincare写像となる。
まず、[W ]    を ~w を含む弧状連結な有界閉集合に取る。実際には、[W ] は区間ベクトルを用
いて構成するので、この要請は自然に満たされる。次に、前述した return time に関する条件を満
たすために、以下の仮定を設ける。
仮定 1




, T > 0 があって、 







  ~w < 0; 8w 2 [W ]
が成立することを仮定する。これを貫通条件と呼ぶ。
仮定 2
任意の w 2 [W ] に対し、
nT f(w) 6= 0
となることを仮定する。これを f(w)の横断条件という。この条件は、式 (5.1) の解軌道 u(t) が
[W ]    を通過する際に超平面   に接しないことを意味し、4.1節での Poincare写像の定義にも
関係する。
仮定 3
任意の w 2 [W ] から出発した軌道が t = Tw 2 [T ] で平面  を通過する際の通過点は、[W ] の内
部に含まれる。すなわち、[W ] の内点の集合 W に対し 閉集合 [K]  W があって、
'(Tw;w) 2 [K]; 8w 2 [W ]:
この仮定から、[W ] が P写像 P (w) の正不変集合となり、P (w) が [W ] 上の（少なくとも正方向
の）離散力学系を与えることの根拠となる（ 3.1 節を参照）。
さて、仮定 2および仮定 3から T (w) が w について微分可能な関数として構成可能であること
を示そう。まずは局所的な構成について見る。
T 2 R と w 2 D について、写像 g : RD ! R を
g(T;w) = nT  ('(T;w)  ~w)
によって定める。 @
@T
'(T;w) = f('(T;w)) であることに注意すれば、 g は T と w のそれぞれ
について Cp 級である。



















は、T = T^ , w = w^ で 0 とならない。よって陰関数定理より w^ の開近傍 Aw^ と T^ の開近傍 BT^
および一意な関数






= 0; 8w 2 Aw^
を満たす。また ~T 2 Cp(Aw^) である。以上のことは、任意の w^ 2 [W ] について成立する。以下
では特に BT^  [T ] となるように Aw^, Bw^ および ~T を定めるものとする（この設定は、T^ が [T ]
の内点であることから常に可能である）。
次に、局所的に構成された ~T が [W ] 全体を被覆する開領域で接続され、Cp 級の T (w) と見做
し得ることを示そう。
補題 1




このとき、集合 [W ] に対し w によらない正定数  があって、もし T1(w) < T2(w) であれば必ず
T2(w)  T1(w)   (5.4)
となる。
証明
f(x) は連続だから、nT f(w) も [W ] 上で連続である。ゆえに、仮定 2 から
nT f(w) > 0; 8w 2 [W ] (5.5)
または
nT f(w) < 0; 8w 2 [W ] (5.6)
のどちらかが成り立つ。ここでは、(5.5) が成り立っているとして議論を進めよう。
今、  は Rn の超平面なので、Rn を二つの部分に分割する。これを
G+ :=







x 2 Rn jnT  (x  ~w) < 0
	
によって定める。
任意の x 2 G+ を取り、





を満たす T+ > 0 の存在を仮定する。このとき、






  ~w = 0




















 62 [W ];
すなわち x からの解軌道が最初に   を通過する点は [W ] の外にある。さらに (5.5) は、任意の
w 2 [W ] について十分小さな t > 0 を取れば
'(t;w) 2 G+
であることを意味している。以上の議論より、任意の w 2 [W ] および '(T 0(w);w) 2 [W ] とな
る任意の T 0(w) > 0 に対し
0 < T0(w) < T
0(w)
となる T0(w) が存在して、
'(t;w) 2 G+; 0 < 8t < T0(w);
'(T0(w);w) 2  
を満たし、かつ '(T0(w);w) 62 [W ] である。以下、T 0(w) は
T 0(w)  T ;
'(T 0(w);w) 2 [K]
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の上限値である。仮定 1 および 仮定 3 から、
このような T 0(w) は必ず存在する。また、xG = '(T0(w);w) と置く。






kw  w0k2  d: (5.7)
ここに k  k2 は Rn のユークリッドノルムを表す。
今、wK = '(T 0(w);w) と置く。wK 2 [K] かつ xG 2  n[W ] 　に注意すれば、(5.7) から、
kwK   xGk2  d
を得る。一方で、











x 2 D jx = '(t;w); 0  t  T ;w 2 [W ]	
で連続だから、ある正定数 M があって
kf(x)k2 M; 8x 2 DM







  T 0(w)  T0(w)  T 0(w) (5.8)
を得る。 は w 2 [W ] に依存しない正定数であるから、不等式 (5.8) は 任意の w 2 [W ] につい
て成立する。
さて、w0 := '(T1(w);w) と置けば、T1(w) 2 [T ] と仮定 3 から w0 2 [W ] である。また、
T2(w) 2 [T ] と仮定 3 からは
'(T2(w);w) = '(T2(w)  T1(w);w0) 2 [K]
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となることも分かる。0  T1(w) < T2(w)  T だから、T 0(w0) := T2(w)  T1(w) と置けば
T 0(w0)  T ;
'(T 0(w0);w0) 2 [K]
である。したがって、w0 と T 0(w) に対して (5.8) を適用することができ、
T2(w)  T1(w) = T 0(w0)  
を得る。
以上で (5.5) の場合に (5.4) が成立することが示された。(5.6) の場合も同様である。よって補
題 1 が証明された。
補題 2
任意の w 2 Aw^ \ [W ] に対し、その rst return time T (w) は ~T (w) と一致する。
証明
背理法を用いる。すなわち、
T (w) 6= ~T (w)
を仮定する。定義から T (w) 2 [T ], ~T (w) 2 BT^  [T ]であるので、補題 1から j ~T (w) T (w)j  
となることに注意する。w^ の近傍 Aw^ について Aw^ \ [W ] は弧状連結であるので、次で表される
連続な曲線 C  Aw^ \ [W ] が存在する。
C = fw(s) jw(0) = w^;w(1) = w;w(s) 2 Aw^ \ [W ]; 0  s  1g :
この曲線上で定義される関数 h(s) を
h(s) := ~T (w(s))  T (w(s))
とする。定義から h(0) = 0 であり、また背理法の仮定から jh(1)j   である。したがって、補題
1を w(s) に対して適用すれば、h(s) は h(s) = 0 または jh(s)j   > 0 となる不連続関数である
ことがわかる。さらに、 ~T (w), '(t;w) の連続性と T^ が [T ] の内点であることから s = 0 におけ
る h(s) の右連続性も示され、s = 0 に（右側で）稠密な h(s) の不連続点列は存在しない。した
がって、ある s0, 0 < s0  1 が存在して、
 0  s < s0 で h(s) は連続
 s = s0 で h(s) は不連続
となる。ここで、w(s0)と T (w(s0))に対して前述の陰関数定理を用いた論法を適用すると、w(s0)
のある近傍 A0  Aw^ で微分可能な関数 ~T0(w) が定義され、補題 1と ~T0 の連続性から
~T (w)  ~T0(w)  
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が任意の w 2 C \A0 で成立する。したがって、ある s0; 0 < s0 < s0 が存在して、s = s0 で h(s)
は不連続となる。これは s0 の定義に矛盾する。




任意のw 2 [W ] に対する rst return time は、[W ] を内包するある開領域で定義される Cp 級の
関数 T (w) によって一意に与えられ、特に T (w) 2 [T ];8w 2 [W ] である。
証明
相異なる w^; w^0 2 [W ] に対し、rst return time を与える 関数
~T (w); w 2 Aw^;
~T 0(w0); w0 2 Aw^0
を取れば、補題 2および陰関数定理から、これらは Cp 級の関数としてそれぞれ一意に定まること
に注意する。このとき、もし Aw^ \Aw^0 \ [W ] 62  ならば、
~T (w) = ~T 0(w); w 2 Aw^ \Aw^0 \ [W ]
が成り立つ。すなわち ~T (w) と ~T 0(w) は (Aw^ [ Aw^0) \ [W ] で連続に接続する。さらに Aw^ \
Aw^0 \ [W ] が空でない開集合を含めば、
T (w) =

~T (w); w 2 Aw^;
~T 0(w); w 2 Aw^0
は、(Aw^ [Aw^0) \ [W ] を含むある開領域で Cp 級関数として定義される。
一方で、[W ] は有限次元の有界閉集合であるからコンパクトであり、有限個の w^ 2 [W ] に対
する Aw^ によって被覆される。w^ は [W ] の任意の点に選ぶことができるので、 Aw^ に対して
Aw^ \ Aw^0 \ [W ] が空でない開集合を含むような Aw^0 が常に取れる。これより定理が証明され
た。






















を組として扱うことを特徴とする。そのため、4.3 節で定義した P  を用いて記述する。また、こ
の方法は式 (5.1) の周期解の存在を仮定している。
周期解の存在については 第 4章で述べた方法を用いて周期解の t = 0 での値 w = u(0) 2  
および、周期 T  を精度保証で求めておく。また、w を含む Rn の区間ベクトルで構成される有
界閉領域を定め、これと   との共通部分を [W ] とおく。具体的な [W ] の構成は数値例を参照の
こと。
以下では、微分可能な P写像およびその不動点 w 2 [W ] の存在が保証されているものとする。
つまり、
 [W ] 上の Poincare写像 P (w) = '(T (w);w), w 2 [W ]
が定義される。本節では、さらに精度保証法によって以下を示したい。
 w が P (w) の [W ] における唯一の不動点であり、また漸近安定 (3.2節参照)であること
 [W ] が w の吸引域 (3.4節参照)に含まれること




等式の成立を厳密に検証できることに注意する。また、a; b を a < b となる実数としたとき、一般
に a  s  b 上のベクトル値関数 g(s) について以下が成り立つ。
補題 3
g, g を定数ベクトルとし、成分ごとに不等式




















g(s)ds  (b  a)g;
すなわち、包含関係 Z b
a




w に関する星型閉領域 [W ] に対し、[W ] 上の Poincare写像が P (w) = '(T (w);w), w 2 [W ]
として定義され、その rst return time T (w) は w に関して微分可能であるとする。また、任意
の w 2 [W ] に対する T (w) を含む区間を [T ] とする。さらに、区間ベクトル [f ]  Rn1、区間
行列 [V ]  Rnn、および区間ベクトル aT   R1n を
[f ]  f('([T ]; [W ]))
= ff('(T;w)) j T 2 [T ]; w 2 [W ]g; (5.10)
[V ]  @
@w


























  + P [V ]P 
  Rnn (5.13)
に対し、正定数  < 1 が存在して






このとき、Poincare 写像の不動点 w 2 [W ] は [W ] で一意である。また、 任意の w0 2 [W ]
に対して [W ] 内の点列
wi+1 = P (wi); i = 1; 2; 3; : : :
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は w に収束する。さらに、T (wi) は T  に収束する。
証明
[W ]上のPoincare写像 P (w)による離散力学系として、任意のw0 2 [W ]に対し点列 fwkgk=0;1;
が
wk+1 = '(T (wk);wk) 2  
によって生成される。 以下では簡単のため
T := T (wk)  T ;
T 0 := T (wk+1)  T ;
w := wk  w;
w0 := wk+1  w
とおく。このとき 0  s  1 に対し '(T  + sT;w + sw) を考える。T  2 [T ] および [W ] が
w に関して星型であることから、T  + sT 2 [T ] かつ w + sw 2 [W ] となる。以下、
T (s) = T  + sT;
w(s) = w + sw
と書く。
w0 = '(T (1);w(1));





















































T 0n  =  Tn aTP f   n aTP V P w;
P w
0 = TP f + P V P w
となり、和を取って、






  + P V P 









  + P V P 

と置く。仮定で用いられるノルムによって式 (5.18)を評価すると
kT 0n  + P w0k  kCk kTn  + P wk:
今、C 2 [C] となるとすれば、式 (5.14) によって kCk   であり、これより
lim
k!1




kTn  + P wk2 = 0








T (wk) = T

が成立する。
以上より、C 2 [C] を示せばよいことが分かる。補題 3を用いれば、
f('(T (s);w(s))) 2 f('([T ]; [W ]))  [f ]
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より f 2 [f ] が得られる。 V 2 [V ] も同様である。
aT 2 aT  については、T (w(s)) 2 [T ] となることを用い、式 (5.17) の分母と分子をそれぞれ
nT  [f ], n
T
  [V ] で包含し、区間演算を行った上で積分すればよい。以上を併せて、C 2 [C] が確認
できる。
　なお、[V ] は変分方程式 (2.21) に区間ベクトルデータを与えることで算定され、その精度保証
には例えば C1Lohner法を用いる。
5.3 微分可能な P写像を直接用いた方法
本節では、式 (5.1)の周期解の存在を仮定しない。近似周期軌道上の点 ~w を含む Rn の区間ベ
クトルで構成される有界閉領域を定め、これと  との共通部分を [W ] とおく。このとき次の定理
が示される。
定理 5
~w を含む凸閉領域 [W ] に対し、[W ] 上の P写像が P (w) = '(T (w);w), w 2 [W ] として定義さ
れ、その rst return time T (w) は w に関して微分可能であるとする。また、任意の w 2 [W ]












今、k  k を Rn のあるノルムに取り、n 次正方行列についてもこのノルムから導かれる作用素ノ
ルムを取ることにする。このとき、正定数  < 1 が存在して、任意の w 2 [W ] について
kC(w)k   (5.19)
が成立することを仮定する。このとき、[W ] 上の P写像 P (w) は不動点 w 2 [W ] を持ち、これ
は [W ] で一意である。また、 任意の w0 2 [W ] に対して [W ] 内の点列
wi+1 = P (wi); i = 1; 2; 3; : : :
は w に収束する。
証明
P写像 P (w)が [W ] 上で縮小写像であることを示す。
任意の w, w0 2 [W ] に対して、0  s  1についての写像
g(s) = '(T (z(s));z(s));
z(s) = w + s(w0  w)
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を考える。ここで、
P (w0)  P (w) = g(1)  g(0)
に対し積分型の平均値定理を用い、さらに rst return time T (w) の微分が式 (5.9) より
@
@w
























となる。[W ] の凸性から z(s) 2 [W ] となるので、式 (5.19) が成立すれば





を満たす。したがって、このノルムに関して P (w) が縮小写像であることが示される。




T (wk) = T (w
)
となることも言えるが、T  = T (w) となるとは限らない（ T  62 [T ] の場合など）。
以上の内容は、本質的に超平面   上の縮小性を論じているので、行列 C(w) の次元を Rn 1 に
落とすことができる。このことを計算の上で明示するためには、式 (5.2) の行列 Pr について
Pr  (P (w0)  P (w)) = P (w0)  P (w);
Pr(w
0  w) = w0  w
となることを利用する。このとき、式 (5.19)に関する条件を次のように書き換えることができる。
仮定
w 2 [W ] によらない正定数  < 1 が存在して





なお、式 (5.19) の記述が、5.2 節における式 (5.14)と異なり区間行列を用いていないのは、以
下の理由による。
本節での式 (5.19) については、 [W ] をいくつかの小領域 [Wj ] (j = 1;    ; J) に分割し、これ
を小さな区間ベクトルで包含したのち、それぞれについて条件を検証する方法を取り得る。これに
反して、5.2 節の (5.14) における条件は分母分子に別々の積分から導出される区間値を含むため、
このような分割を適用すると計算量が組み合わせ論的に増大してしまう。ただし、本節での条件に
ついて分割を行う場合には、各 [Wj ] について T (w), w 2 [Wj ] の精度保証が必要となる。分割し









4.5.1 節と同じパラメータを持つ Rossler 方程式に対して上記 2 つの方法を適用する。両方法と





このとき [W ] は凸閉集合（したがって [W ] の任意の内点に関して星型）となることに注意する。
5.4.1 P写像の確定
まずこの区間 [W ] について P写像が定義され、その rst return time が微分可能であることを
検証する。つまり、仮定 1、仮定 2、および仮定 3の検証を行う。
仮定 1 、つまり貫通条件を満たす [T ] は
[T ] = [5:72687674893667; 5:72702135440169]
となった。
仮定 2、つまり f(w) の横断条件について
nT f([W ])  [3:34741593694635; 3:34761593798374]
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となったので、横断的であることが確認できた。
仮定 3、つまり [W ] が　 Rosser 方程式に対して正不変集合であることも、










周期解の存在は 4.5.3節で示されていて、w 2 [W ] が確かめられる。
区間ベクトル [W ] において、P写像が定義されることと、その rst return time が微分可能であ
ることは 5.4.1 節で示した。不動点 w 2 [W ] が存在するので、この P写像は [W ] 上の Poincare
写像になっている。
式 (5.14) のノルム k  k については、直接ユークリッドノルムを取ると計算効率が落ちるため、






0@ [ 0:546488; 0:546191] [ 0:000696; 0:000269] [0:101990; 0:102038][0:335023; 0:335260] [0:001621; 0:002215] [ 0:062577; 0:062537]
[0:000504; 0:000507] [0:017834; 0:017854] [0:000121; 0:000122]
1A
X =
0@ 0:853050  0:183550  0:183541 0:521575 0:014151 0:011893
0:016304  0:982908  0:982940
1A




以上より、[W ] は吸引域に含まれ、w はその唯一の不動点であることを確認できた。
5.4.3 P写像を直接用いた方法









0@ [ 0:546653; 0:545765] [ 0:000796; 0:000361] [0:101920; 0:102065][ 0:000198; 0:000198] [ 0:000096; 0:000096] [ 0:000032; 0:000032]
[ 0:010448; 0:010430] [ 0:000016; 0:000005] [0:001907; 0:001910]
1A ;
X =
0@  0:999817 0:183569 0:000065 0:000000 0:000005  0:999986
 0:019110 0:983007  0:005324
1A
X 1P [C]P X1  [0:54343679730708; 0:54508254283028]
となり、式 (5.19) も満たされることが確認できた。
以上より、周期軌道は [W ] を通過する漸近安定な軌道であり、[W ] はその吸引域に含まれるこ
とを確認できた。
これらの例では、二つの方法に計算精度・コストの上での差異はほとんど出ていない。しかしな




















L('(t;x)) = rL  f('(t;x))
Lyapunov 関数の基本的なアイデアは「上記の量が解軌道上で負であれば、L の値は解が動くに
従って減少する」というものである。すなわち、解は Lの等位面を通過する軌道を描く。
連続力学系 (3.1) に対する Lyapunovの安定性定理は次のものである。
定理 6 (Lyapunov の安定性定理：連続系)
x 2 DL が (3.1)の平衡点であるとする。このとき、
L(x) = 0;
L(x) > 0; 8x 2 DLnfxg
かつ
rL(x)  f(x)  0; 8x 2 DL (6.1)
であれば、x は安定である。
さらに、
rL(x)  f(x) < 0; 8x 2 DLnfxg
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であれば、x は漸近安定である。









rL(x)  f(x)  0; 8x 2 DL:
を満たす Lを考え、拡張 Lyapunov関数と呼ぶことにする [25]。
離散力学系 (3.2) に対しても、以上とほぼ同様の考え方で Lyapunov関数を定める。すなわち、
領域 DL  Rn を定義域とする連続作用素 L : DL ! R に対して以下が成立する。
定理 7 (Lyapunov の安定性定理：離散系)
x 2 DL が (3.2)の不動点であるとする。このとき、
L(x) = 0;
L(x) > 0; 8x 2 DLnfxg
かつ
L('(x))  L(x)  0; 8x 2 DL (6.2)
であれば、x は安定である。
さらに、
L('(x))  L(x) < 0; 8x 2 DLnfxg
であれば、x は漸近安定である。





L('(x))  L(x)  0; 8x 2 DL
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を満たす Lとして定義される。これが、さらに


















として得られることが知られている。二次形式を与える正値対称行列 Y は、行列 Lyapunov方程
式と呼ばれるものを満たす行列として選ばれる。これに関して次の定理を挙げておく。
定理 8 (連続系：行列 Lyapunov方程式の可解性)
n 次行列 A が Hurwitz であることと、任意の n 次正値対称行列 Q に対して次の行列 Lyapunov
方程式の解 Y が存在することとは同値である。







で表されることを用いる [6, 7]。行列 Aが Hurwitzであれば、右辺の積分は収束することに注意
する。
これによって得られる Y を用いて、
L(x) = xTY x
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定理 9 (離散系：行列 Lyapunov方程式の可解性)
n次行列 Aが Schurであることと、任意の n次正値対称行列 Qに対して次の行列 Lyapunov方程
式の解 Y が存在することとは同値である。






で表されることを用いる [6, 7]。行列 Aが Schurであれば、右辺の無限和は収束する。Lyapunov
関数はやはり







(A)TY + Y A =  In:







Llocal(x) =  kxk22   xTY (f(x) Ax) + (f(x) Ax)TY x







 この式変形のためには Y は数値誤差を含んではならないので、区間演算が利用できる環境
になければ、計算結果の保持は有理数表現などに頼ることになる。Y が数値誤差を含む場合
には、その誤差評価の項が (6.6) 右辺の分子に負値として加わる。




前述の方法で得られる Lyapunov 関数 Llocal(x) は、その定義域が平衡点近傍のごく小さな領
域になることがほとんどである。工学的には、より広い範囲で成り立つ Lyapunov 関数（これを
LG(x) と置く）が有益であるので、これを構成する方法が研究されている [28, 29, 30]。ただし、
LG は多くの場合、平衡点近傍では Lyapunov関数とはなり得ない構成法を取る。そこで、Llocal
と LG とを併用し、二つの Lyapunov関数の定義域が重なるように構成して、いわば「Lyapunov
関数の乗り換え」を行っている。以下、LG の構成法をいくつか紹介する。
まず、f(x) の各成分が多項式で表される場合には、MATLABのツールボックスに採用されて
いる SOS 法 （sums of squares method）が挙げられる [27]。これは広い範囲に適用可能な方法
で、半正値最適化問題を解くことで多項式の Lyapunov関数を構成する。


























































x = f(x); x 2 Rn (7.1)




1. Df を f の x = x における Jacobi 行列とする。Df は対角化可能とする。つまり
実数 1; 2; 3; : : : ; n を Df の固有値、行列  を  = diag(1; 2; 3; : : : ; n) とした
とき、
 = X 1DfX
となる正則行列 X が存在する。ただし、ここでは  や X については精度保証付き数値計
算で計算する必要はない。
2. 行列 I を I = diag(i1; i2; i3; : : : ; in) とする。ここで ik は
ik =
(
1; if Re(k) < 0;
 1; if Re(k) > 0
である。平衡点 x は双曲型なので Re(k) 6= 0 であることに注意されたい。
3. 実対称行列 Y を次のように構成する。





ここで X H は行列 X 1 の共役転置行列である。X H や Y は浮動小数点による計算で
よい。
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4. 二次形式を与える関数 L(x) を次で定める。
L(x) = (x  x)TY (x  x): (7.2)
これが平衡点 x の周辺で Lyapunov 関数となる候補関数である。関数 L を精度保証付き
数値計算で計算するときは、 行列 Y は完全に対称でないといけない。したがって次のよう
な操作を行い、Y の対称性を確保する。
 Y =  Y + Y T =2:
 Yji = Yij : ただし Yij は行列 Y の i行 j列成分を表す。





次の定理では、(i) Lyapunov 関数はコンパクトな星型領域 DL で存在し、(ii) DL の中で平衡
点は一つしかないことを同時に主張する。
定理 10
DL を平衡点 x を含み、これに関するコンパクトな星型領域とする。行列 A(z) を
A(z) = Df(z)
T
Y + Y Df(z) (7.3)
としたとき、A(z) がDL 内の任意の z に対して負定値であれば L(x) は領域 DL において x に
対する Lyapunov 関数となる。また、x は DL 内において唯一の不動点である。
証明









Y (x  x) + (x  x)TY f(x)
となる。ここで次の関数 g(s) を考える。




g(s) = Df(x + s(x  x))(x  x)




Df(x + s(x  x))ds(x  x)
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A(x + s(x  x))ds(x  x) (7.4)
となる。z = x + s(x  x) とし、式 (7.3) から A(z) は実対称行列となる。A(z) が DL にお
いて負定値であれば、z 2 DL なので x 6= x に対して d
dt
L(x) < 0 となる。
以上より、 x 6= x で d
dt
L(x) < 0 かつ d
dt
L(x) = 0 なので、関数 L(vx) は DL において
Lyapunov 関数となっている。
また、式 (7.4) および A(z) の負定値性から DLnfxg において d
dt
L('(t;x)) < 0 となるので、
DL において x が唯一の不動点であることが示せる。
定義 3
Lyapunov 関数 L が成立する領域 DL のことを Lyapunov 領域と呼ぶ。
7.2 Lyapunov 関数の定義域
Lyapunov 領域の構成は以下の 2つのステージに分けられる。
 ステージ 1 : 行列 A(z) の負値性を確認する。
平衡点から近い領域について、行列 A(z) の負定値性の検証を行う。これは関数 L(x) が
Lyapunov 関数であることの十分条件を与える。







7.2.1 ステージ 1 : 平衡点から近い領域
平衡点から近い領域については A(z) の負値性を確かめる。
定理 10より、式 (7.3)の実対称行列 A(z)が負定値であれば、関数 L(x) = (x  x)TY (x  x)
はコンパクトな星型領域である DL において平衡点 x に関する Lyapunov 関数である。
ここで、領域 DL そのもの、あるいは DL を分割した領域が平衡点を含むとする。このとき、そ
の領域を包含する区間ベクトル [x] について区間行列 A([x]) = fA(x) j x 2 [x]g の負定値性
を確認することにする。具体的には以下の手順ですすめる。





2. (X) 1A([x])X を精度保証付き数値計算で計算する。得られた区間行列の i 行 j 列成分
を [a]ij とする。





[a]ij < 0; i = 1; 2; 3; : : : ; n
を確認する。
上記以外に、負値性の確認では、 INTLAB で実装されているような Rump による Cholesky
分解を用いた効率的な方法もある [34]。
負定値性の確認では、検証領域が平衡点を含んでいないとしても、この手順が成功する限り
Lyapunov 関数の存在を保証することができる。つまり、領域 DL を分解した独立な小領域 Dk
それぞれについて負定値性が確認できれば、DL において Lyapunov 関数の存在が保証される。
系 1
DL を、平衡点 x に関するコンパクトな星型領域とし、DL =
K[
k=1
Dk となるように DL を小
領域に分割する。各小領域を包含するような区間ベクトル [xk] について、区間行列 A([xk]) を
A([xk]) = fA(x) j x 2 [xk]gと定める。k = 1; 2; 3; : : : ;K についてすべての A([xk]) が負定値で
あれば、関数 L(x) は領域 DL において Lyapunov 関数となる。さらに、x は DL の中で唯一
の不動点である。
証明については定理 10 と同様に行える。






L(x)jt=0 = f(x)TY (x  x) + (x  x)TY f(x)
が負値であることを、精度保証付き数値計算で確かめる。
系 2
コンパクトな星型領域 DL  Rn と、式 (7.1) の平衡点 x について、任意の x 2 DL に対して
f(x)
T
Y (x  x) + (x  x)TY f(x) < 0
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が成立すれば、式 (7.2) で与えられる L(x) は領域 DL で平衡点 x に対する Lyapunov 関数と
なる。
以上のステージ 1およびステージ 2により決定された領域 DL では L(x) は Lyapunov 関数と
なる。つまり、DL は Lyapunov 領域であることが言える。
7.3 m 錐体
次の ik; k = 1; 2; 3; : : : ; n を対角成分にもつような対角行列 M = (i1; i2; i3; : : : ; in) を考える。
ik =
(
mj ; if Re(k) < 0;
 mj ; if Re(k) > 0:
ここで、mk; k = 1; 2; 3; : : : ; n は正定数である。この行列 M を I の代わりに用いて Lyapunov
関数を構成することを考える。関数 LM (x) を





とする。これは、関数 L(x) について、構成時の I を M に置き換えただけである。この関数
LM (x) について、前節と同様に x = x における
d
Dt
LM (x) に対応する行列 A を構成し、定理
10と同様に、その負定値性を調べる。
系 3
DL をコンパクトな星型領域、式 (7.1) の平衡点を x とする。行列 AM (z) を、式 (7.3) にお
ける行列 A の構成時に現れる I を M に置換することで構成する。行列 M の成分である
mk; k = 1; 2; 3; : : : ; n はあらかじめ定めた正定数とする。ここで、任意の x 2 DL に対して
AM (z) が負定値であれば、式 (7.5)の LM (x) は DL において x に対する Lyapunov 関数とな
る。また、x は DL 中における唯一の平衡点である。
系 3 を満たす関数 LM (x) を m-Lyapunov 関数と呼ぶ。正定数 mk は任意に選べるので、状況
に応じて調整することができる。特に、鞍点型平衡点 x の近傍において安定多様体や不安定多様
体の方向に合わせることができる。
 不安定な方向の錐 L 1M ( 1; 0) \DL をより正確にとらえたければ、Re(k) < 0 に対応す
る正定数 mk を Re(k) > 0 に対応する正定数 mk に対して大きく取ればよい。
 安定な方向の錐 L 1M (1; 0) \DL をより正確にとらえたければ、Re(k) > 0 に対応する正






























の (u(x; ); w(x; )) = (u(t); w(t)); t = x   c に対する進行波解とみなせる。パラメータについ
ては























3)  (0:931662479035540; 0; 0:046583123951777)
の 3つを持つ。x1 の固有値は




21 = [0:95635093587936; 0:95635093587936];
22 = [0:03760271020021; 0:03760271020021];
23 = [ 0:59395364607957; 0:59395364607957]
である。x3 の固有値は




である。したがって、3つの平衡点はいずれも saddle 型であり、x1 および x3 は安定多様体が 2












0@ 1:7202944579  1:8934526570  0:8110063777 1:8934526570  1:6051655895 0:3062332874
 0:8110063777 0:3062332874 2:4375167185
1A :









; j = 1; 2; 3
とする。このそれぞれについて次の領域 Dj ; j = 1; 2; 3 に対して検証する。
D1 := [ 0:5; 0:5] [ 0:5; 0:5] [ 0:5; 0:5];
D2 := [0; 1] [ 0:5; 0:5] [ 0:5; 0:5];
D3 := [0:5; 1:5] [ 0:5; 0:5] [ 0:5; 0:5]:
この領域を各辺 50 等分して同じサイズの小領域に分割する。そのそれぞれについて Stage1 と
Stage2 の検証条件を適用する。
以下の図であるが、色の意味は次のとおりである。
 青 : Stage 1、Stage 2 両方とも成功
 水色 : Stage 1 のみ成功
 黄色 : Stage 2 のみ成功
 赤 : Stage 1、Stage 2 両方とも失敗
白点は平衡点あるいはその射影の位置を表す。また、黒い線は Lyapunov 関数の近似等高線で
ある。
図 5,6,7 は各領域の uv 平面における検証結果である。
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図 5 D1 \ fw = 0gおよび
fL1 = 0g
図 6 D2 \ fw = 0gおよび
fL2 =  0:5; 0:1g
図 7 D3 \ fw = 0gおよび
fL3 = 0g
次の 15枚は各領域と v =  0:1; 0:05; 0; 0:05; 0:1 における uw平面に平行な平面における検証
結果である。
図 8 D1 \ fv =  0:1g
および
fL1 =  0:01; 0:005; 0g
図 9 D2 \ fv =  0:1g
および
fL2 =  0:4; 0:2; 0g
図 10 D3 \ fv =  0:1g
および
fL3 =  0:01; 0:005; 0g
図 11 D1 \ fv =  0:05g
および
fL1 = 0g
図 12 D2 \ fv =  0:05g
および
fL2 =  0:4; 0:2; 0g




図 14 D1 \ fv = 0g)
図 15 D2 \ fv = 0g
および
fL2 =  0:4; 0:2; 0g
図 16 D3 \ fv = 0g)
図 17 D1 \ fv = 0:05g
および
fL1 = 0g
図 18 D2 \ fv = 0:05g
および
fL2 =  0:4; 0:2; 0g
図 19 D3 \ fv = 0:05g
および
fL3 = 0g
図 20 D1 \ fv = 0:1g
および
fL1 =  0:01; 0:005; 0g
図 21 D2 \ fv = 0:1g
および
fL2 =  0:4; 0:2; 0g
図 22 D3 \ fv = 0:1g
および
fL3 =  0:01; 0:005; 0g
図 17 で Lyapunov 関数の 0レベルセット 内に失敗領域が入っている。図 8でも確認できる。
そこで検証領域のうち [0; 0:4] [ 0:2; 0:2]2 の部分をより細分化し、1 辺を 200 分割して計算をし
なおした。結果は以下である。
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図 23 D1(w = 0)
および fL1 = 0g
図 24 D1(v = 0)
および fL2 = 0g
図 25 D1(v = 0:05)
および fL3 = 0g
見やすさのため分割に使った罫線は省略している。図 23を見ると図 8に比べて失敗領域が減少
しており、不動点近傍で Stage2の成功領域が広がっている。また図 25では、図 17であった失敗
領域がなくなっており 0レベルセット内の検証領域は全て成功している。図 23や図 24を見ても
0レベルセット内で失敗している検証領域はないことがわかる。
次に x1 について m錐体の検証を行う。二次形式の導出における ik について、
ik =

mk; if Re(k) < 0
 mk if Re(k) > 0
とした。mk について、x1 および x3 については
(i) m1 = 10;m2 = m3 = 1,
(ii) m1 = 1;m2 = m3 = 10,
とし、x2 については
(i) m1 = m2 = 10;m3 = 1,
(ii) m1 = m2 = 1;m3 = 10,
とした。
平面 w = 0、v = 0:02、v = 0:1における領域の結果および Lyapunov関数の近似等高線を図示
したものが以下である。比較のために m錐体を使っていない時の図も (0)として掲示している。
図 26 (0)、w = 0
および fL1 = 0g
図 27 (i) w = 0
および fL = 0g
図 28 (ii) w = 0
および fL = 0g
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図 29 (0)、v = 0:02
および fL1 = 0g
図 30 (i) v = 0:02
および fL = 0g
図 31 (ii) v = 0:02
および fL = 0g
図 32 (0)、v = 0:1
および fL1 =  0:01; 0g
図 33 (i) v = 0:1
および fL = 0g
図 34 (ii) v = 0:1
および
fL =  0:02; 0:01; 0g
図 26から 28を見ると (i)では安定多様体方向の、(ii)では不安定多様体方向の錐が細くなって






第 8章 離散力学系における Lyapunov 関数
この章では離散系に対する Lyapunov 関数を考える。扱う対象は離散写像
xn+1 =  (xn) (8.1)
による力学系とする。写像  : Rn ! Rn ば滑らかなものとする。この系の不動点を x とし、こ




連続系の Lyapunov 関数と同様、Lyapunov 関数の候補関数を二次形式として構成する。
1. 行列 A を A := D (x) とし、これを対角化する。つまり、1; 2; 3; : : : ; n を A の
固有値、行列  を  = diag(1; 2; 3; : : : ; n) としたとき、
 = X 1AX
となる正則行列 X が存在する。ただし、ここでは　  や X については精度保証付き数値
計算で計算する必要はない。
2. 行列 I を I = diag(i1; i2; i3; : : : ; in) とする。ここで ik; k = 1; 2; 3; : : : ; n は
ik =
(
1; if jkj < 1
 1; if jkj > 1
である。不動点 x は双曲型なので、jkj 6= 1 であることに注意されたい。
3. 実対称行列 Y を次のように構成する。





ここで、X H は行列 X 1 の共役転置行列である。連続系と同様、X H や Y は浮動小数
点による計算でよい。
4. 二次形式を与える関数 L(x) を次で定める。
L(x) = (x  x)TY (x  x): (8.2)
これが不動点 x の近傍で Lyapunov 関数となる候補関数である。関数 L を精度保証付き
数値計算で計算するときは、連続系と同様、行列は完全に対称でなければならない。した
がって次のような操作を行い、Y の対称性を確保する。
 Y =  Y + Y T =2:
 Yji = Yij :ただし、Yij は行列 Y の i 行 j 列成分を表す。
上記のようにして構成された関数 L が不動点 x に対する Lyapunov 関数となっていることの
確認を行う。
点列 fxng を  による軌道とする。つまり、xn+1 =  (xn) である。 の x に対する Jacobi
行列 D (x) を用いて、差分 xn+1   x を次のように評価できる。
xn+1   x =
Z 1
0




D (x + s(xn   x))ds とおくと、
xn+1   x = AI(xn)(xn   x):
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が負定値であると、x 2 DLnfxg について L( (x))  L(x)　が負値になる。さらに、仮定より
x は双曲型不動点なので L( (x)) = L(x) = 0 となる。以上をまとめると、次のようになる。
定理 11
DL を不動点 x に関するコンパクトな星型領域とする。行列 B(x) を
B(x) := AI(xn)
T
Y AI(xn)  Y (8.3)
とする。任意の x 2 DL において B(x) が負定値であるとき、式 (8.2) は領域 DL において不動
点 x に対する Lyapunov 関数となる。また、 x は DL 内において唯一の不動点である。
定義 4
定理 11 の領域 DL のことを ( に対する) Lyapunov 領域と呼ぶ。
8.2 Lyapunov 関数の定義域
定理 11 では、対称行列 B(x) が負定値であれば、 L(x) = (x  x)TY (x  x) が領域 DL に
おいて Lyapunov 関数であることを示している。この DL の決定を、連続系と同様 2 つのステー
ジに分けて説明する。
 ステージ 1 : 不動点を含む領域については行列 B(x) の負定値性を検証することで領域を決
定する。
 ステージ 2 : 不動点を含まない領域については Lyapunov 関数が減少していることを直接
検証することで、領域を決定する。
8.2.1 ステージ 1 : 不動点を含む領域の検証
DL を不動点 x に関する星型領域とする。まずは DL において B(x) が負定値であることを検
証する。特に、領域 DL を含むような区間 [DL] に対して、区間行列 B([DL]) の負定値性を検証
する。もし、これが成功したらこの場合 DL は Lyapunov 領域となる。




うな Dk; k = 1; 2; 3; : : : ;K について検証を行う。不動点を含むような Dk は上と同様に Dk を含
むような区間 [Dk] に対して、区間行列 B([Dk]) の負定値性を検証すればよい。不動点を含まない
ような Dk については次のステージ 2による検証を行う。
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8.2.2 ステージ 2 : 不動点を含まない領域の検証
不動点を含まない小領域 Dk については、L( (x)) < L(x) を直接検証する。つまり、Dk を包
含するような区間 [xk] について、
L( ([xk]))  L([xk]) < 0
を検証する。
8.3 m 錐体
連続系と同じように、Lyapunov 関数の任意性について記述する。次の ik; k = 1; 2; 3; : : : ; n を
対角成分にもつような対角行列 M = (i1; i2; i3; : : : ; in) を考える。
ik =
(
mj ; if jkj < 0;
 mj ; if jkj > 0:
ここで、mk; k = 1; 2; 3; : : : ; n は正定数である。この行列 M を I の代わりに用いて Lyapunov
関数を構成することを考える。関数 LM (x) を





とする。これは、関数 L(x) について、構成時の I を M に置き換えただけである。この関数
LM (x) について、前節と同様に x = x におけおる
d
dt
LM (x) に対応する行列 B を構成し、定
理 11と同様に、その負定値性を調べる。
系 4
DL をコンパクトな星型領域、式 (8.1) の不動点を x とする。行列 BM (x) を、式 (8.3) にお
ける行列 B の構成時に現れる I を M に置換することで構成する。行列 M の成分である
mk; k = 1; 2; 3; : : : ; n はあらかじめ定めた正定数とする。ここで、任意の x 2 DL に対して
BM (x) が負定値であれば、式 (8.4)の LM (x) は DL において x に対する Lyapunov 関数とな
る。また、x は DL 中における唯一の不動点である。
系 4 を満たす関数 LM (x) を ( に対する) m-Lyapunov 関数と呼ぶ。連続系と同様、正定数
mk は任意に選べるので、状況に応じて調整することができる。特に、鞍点型平衡点 x の近傍に
おいて安定多様体や不安定多様体の方向に合わせることができる。
8.4 双曲型不動点近傍の Lyapunov 関数
定理 11 では、不動点を含む与えられた領域に対して式 (8.3) の B(x) の負定値性について論じ
た。しかしながら、双曲型不動点の近傍においては、B(x) の負定値性は x の双曲性を反映して




x を  の双曲型不動点とする。このとき、x の十分小さな近傍の各点において式 (8.3) の行
列 B(x) は負定値である。さらに、その近傍において関数　 L(x) = (x  x)TY (x  x) は
Lyapunov 関数となる。
8.5 数値例
ここでは漸近安定な周期解をもつ Rossler 方程式および saddle 型の周期解をもつ Lorenz 方程
式を例に挙げる。
8.5.1 Rossler方程式
4.5.1 節の Rossler 方程式を扱う。4.5.1節で示した P写像を写像  :  !   とみなす。この P
写像の断面   は uw 平面であり、その単位法線ベクトルは n  = (0; 1; 0) なので、v 成分を除い
た uw 平面上に限定して扱う。
4.5.3 より   との周期軌道の交点を含む区間及び周期を含む区間は






[T ] = [5:72694910644374; 5:72694910655664]:
である。このとき P写像は [x]上の離散力学系を与える Poincare写像となっている。また、そ
の Jacobi行列の固有値は
1 = [ 0:55389294656450; 0:53463411180113]





















間を配置して、それぞれの区間に対して L ( (x))   L (x)の符号を調べた。具体的には [X]を囲
むように厚さ 2  10 2 の囲いを配置し、各辺を 10 分割し 1 巻き 40 個の区間とする。囲いの厚
さを巻き数を増やすたびに 1:5倍にして、全部で 5周 200個の区間を用いた。計算方法は Lohner
法、時間分割数は 2000 である。領域の色は水色は Stage1 で検証した不動点を含む領域、青は
Lyapunov 関数の減少が確認できた領域、そして赤は Lyapunov関数の減少が確認できなかった領















4.5.2 節の Lorenz 方程式を扱う。Rossler 方程式と同様、P写像の断面   の法線ベクトルには







[T ] = [0:68991868010675; 0:68991868537750]
である。これは二点境界値問題の手法で得た。このときの P写像の Jacobi行列の固有値は
1 = [1:03671803803776; 1:06505368292434]
2 = [ 0:01460002975740; 0:01701745287359]
である。したがってこの周期軌道は鞍点型であることが確認できた。Rossler方程式同様に、これ
も固有値は Gershgorinの定理で算定した。

















小区間を配置して、それぞれの区間に対して L ( (x))   L (x)の符号を調べた。こちらは囲いの
厚さを 8:75 10 5 とし、巻き数を 10周にしたことで全部で 400個の区間を用いた。計算方法は
Lohner 法、時間分割数は 2000 である。領域の色は水色は Stage1で検証した不動点を含む領域、




図 37 Lyapunov 関数等高線




 1:050919958691306 となっている。固有値が 0 から離れている方向に失敗領域があることがわ
かる。なお、図の領域で P写像が定義できることは、確認している。























これは、関連論文 [1, 2] の内容を含み、この部分は著者のオリジナルである。その他に、この話
題に関するサーベイを行っている。また、各方法の特徴を数値例を挙げながら議論し、
 二点境界値問題の形で扱う方法の中では著者らの方法が優位であること
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