









The copyright of this thesis vests in the author. No 
quotation from it or information derived from it is to be 
published without full acknowledgement of the source. 
The thesis is to be used for private study or non-
commercial research purposes only. 
 
Published by the University of Cape Town (UCT) in terms 











Industry Structure and Labour Market 
Flexibility in the South African Manufacturing 
Sector: A Time Series and Panel Data 
Approach 
A. J. Hillt 
May 2007 
Abstract 
Our investigation of industry structure in South African manufac-
turing reveals evidence of imperfect competition. We find an average 
mark-up of 50% for the period 1970 to 2004. Results suggest that 
there is no consistent trend in the mark-up over time. Extending this 
analysis, we find that two thirds of total labour employed in South 
African manufacturing 1." devoted to fixed costs. We find that this 
proportion falls during the 1980s and rises during the 1990s, suggest-
ing an increase in labour flexibility followed by a decrease. 
'This work has not been previously submitted in whole or in part for the award of any 
degree. Each significant contribution to this dissertation from the work of other people 
has been attributed. 
tSchool of Economics, University of Cape Town. A mini-dissertation submitted in 
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1 Introduction 
There is a strong labour market debate in South Africa. This is because 
of its high rate of unemployment. A nnmber of potential causes have been 
identified in the literature. Examples of these include the level of real wages 
(Fedderke et al (2000)), information asymmetries (Wittenberg (2002))' the 
impact of technology (Fedderke et al (2000)) and trade liberalization (Ed-
wards (2001)). An important subtext of the debate is the degree of labour 
market flexibility. While an early study dismissed this as a potential cause of 
poor labour market performance, labour market flexibility has been indicated 
as a source of concern in South Africa. 1 
This paper makes two important contributions to the debate. First, it 
represents the first attempt (to the best of our knowledge) at numerically 
estimating the extent of labour market flexibility, by manufacturing sector, 
for South Africa. As such, it presents a series of time-varying numerical 
estimates of the extent of inflexibility in sectoral labour markets. Second, 
it provides the innovation of not isolating labour market conditions from 
market structure, but of intrinsically linking the two. 
We investigate industry structure in South African manufacturing by an-
alyzing mark-ups of prices over marginal cost lmder the consideration that 
the more competitive the market, the narrower the gap between prices and 
marginal cost. This is done for the manufacturing sector as a whole and 
individually for its twenty-eight sub-sectors in an analysis that extends from 
1970 to 2004. We establish average mark-ups for this period as well as inves-
tigating the trends and changes in mark-ups within this period, using both 
a computational approach and an econometric approach. Both approaches 
follow from a methodology developed by Roeger (1995). 
Oliviera lYlartins and Scarpetta (1999) proposed an extension of Roeger's 
methodology that allows for the investigation of short-run dynamics in mark-
ups. They considered the possible impact of downward rigidities in the labour 
market through the inclusion of an additional labour adjustment parameter. 
This parameter can be interpreted as a measure of labour flexibility. We 
use our mark-up results to extract estimates of this parameter. As in the 
analysis of mark-ups, this is done for the manufacturing sector as a whole 
and individually for its twenty-eight sub-sectors. We also investigate both 
long-run means and trends and changes of this parameter over time. 
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This paper extends the work of Fedderke et al (2006) by obtaining more 
recent estimates of mark-ups for South African manufacturing. The primary 
contribution of this paper, however, is the provision of a labour flexibility 
analysis in which we obtain numerical estimates of the magnitude of the 
flexibility and its changes. 
Our paper is organized as follows: Section 2 provides details on the re-
lationship between productivity residuals and the mark-up. It also shows 
how we analyze labour flexibility using the mark-up methodology and then 
overviews relevant previous empirical results. The econometric methodology 
is explained and justified in Section 3. Section 4 begins with a discussion of 
the data and then reports the results for the mark-up and labour flexibility 
analyses, respectively. Our concluding thoughts and remarks form Section 5. 
2 Productivity Residuals and the Mark-up 
Hall (1990) finds a relation between the mark-up of prices over marginal 
cost and the Solow Residual (SR). We derive this result from a produc-
tion function Q(K. L) = 8G(K L), where Q, K and L denote value-added, 
capital and labour, respectively, G is a nested production fUnction and 8 
is a technology parameter allowing for exogenous Hicks-neutral technologi-
cal progress. Defining wand T as wage and rental respectively, and letting 
e = ~e, an expression for marginal cost can be given by: 
MC = wD.L + TD.K 
D.Q - eQ 
(1) 




wD.L TD.K e 
MC.Q + MC.Q + (2) 
If we now define the mark-up of prices over marginal cost by fl = ",:c' 
denote the factor share earned by labour by 0; = ~~, and let lower-c~1se 
variables denote natural log transforms, we can re-write equation (2) under 
constant returns to scale as: 
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Simple manipulation of equation (3) then gives us Hall's result: 
SR fj,q - o;fj,l - (1 - o:)fj,k 
(fl. - 1 )1Y(fj,1 - fj,k) + 0 
( 4) 
Estimation of equation (4) is not straightforward as the explanatory vari-
able (the difference between labour growth and capital growth (fj,l - fj,k) is 
likely to be correlated with the productivity shocks O. This will result in bias 
and inconsistency in the estimates of IL - 1. Hall's solution is to instrument. 
Instruments are required to be correlated with the factor inputs or output 
fluctuations, but not technological change, which is the error term (0). In 
the case of applications to the US, instruments employed have been pure 
aggregate demand shifters. Hall (1990), for example, employs the variables 
military expenditure, the world oil price, and the political party of the pres-
ident. He makes use of a variety of instruments as he recognizes that no 
single assumption about the relation between productivity growth and out-
put fluctuations is likely to appeal to all schools of thought. Instrumentation 
for the US led to the estimation of mark-ups that often were argued to be 
implausibly high. 2 
Roeger (1995) solved the estimation problem by suggesting an alterna-
tive approach that avoids the need for instrumentation. By computing the 
dual of the Solow Residual (DSR), we obtain a relation of the price-based 
productivity measure to the mark-up. This is given by: 
DSR = (fL - l)IY(fj,w - fj,r) + 0 (5 ) 
For reasons symmetrical to those surrounding equation (4), the explana-
tory variable (the difference between wage growth and rental growth) will 
continue to be correlated with technological change. Equation (5) is there-
fore subject to the same endogeneity problems as equation (4), again resulting 
in the need for instrumentation; the estimation biases associated with Hall's 
approach would then persist. Roeger's insight was that the subtraction of 
equation (5) from equation (4) would give us the nominal Solow residual 
(N SR). This gives us the expression: 
NSR fj,(p + q) - 1Yfj, (w + 1) - (1 - 0') fj, (r + k) 
(/L - 1) (Y [fj, (w + 1) - fj, (r + k) 1 (6) 
2See Oliviera Martins and Scarpetta (1999) for a more detailed discllssion of the po-
tential for bia.<; a.<;sociated with instrumentation and Basu (1995) for bia.'i a.'isociated with 
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The productivity shocks (8) have now cancelled out. As there is no longer 
a theoretical error term that is likely to be correlated with the explanatory 
variables, there is no need for instrumentation. 2'J ote that no additional biases 
are introduced by the subtraction as the mark-up (/1 - 1) obtained using the 
dual Solow residual (5) is theoretically equivalent to the mark-up obtained 
using the Solow residual (4). 
The mark-up is now accessible to either estimation or computation. 
While problems of endogeneity are addressed by equation (6), we have 
still imposed the assumption of constant retHrns to scale. This is naturally a 
problem in cases in which this assumption is not valid. Oliviera l'vIartins and 
Scarpetta (1999) provide an alternative derivation in which the assumption 
of constant returns to scale is dropped. Their derivation begins with the 




where all variables are defined as before and A is an index of the degree of 
returns to scale (i.e. :0~). Taking t.he tot.al differential of equat.ion (7) and 
dividing by PQ, we can re-write (7) as: 
/1 /1 
t::.(p + q) = ):at::.(w + I) + (1 - ):a)t::.(r + k) (8) 
\lVe can now re-arrange equation (8) to obtain an expression that is equiv-
alent to equation (6), but where no assumption is made on the level of returns 
to scale. The nev; expression is: 
N SR = (~ - 1) Q [t::. (w + I) - t::. (r + k)] (9) 
where A > 1 denotes increasing returns to scale. 3 Therefore any estimates 
of the mark-up that follow from equation (6) should be interpreted as lower-
bound values under conditions of increasing returns to scale (and upper-
bound values under conditions of decreasing returns to scale). 
There have been several other extensions within this methodological frame-
work. Oliviera Martins and Scarpetta (1999) consider the impact of inter-
mediate inputs and cyclical fiuctuations in their analysis of mark-ups in the 
US manufacturing sector. Hakura (1998) looks at the impact of openness 
:lEquation (6) placed in this context that allows varying levels of the retllrn to scale 
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on the mark-up. Fedderke et al (2006) consider the impact of market struc-
ture on the magnitude of mark-ups. These extensions introduce a variety of 
additional parameters and terms into the mark-up equation. 
2.1 The Mark-up and Labour Adjustment 
The above theory relating productivity residuals and the mark-up is based 
on a first-order approximation of the primal and dual Solow residuals. This is 
appropriate when estimating the steady-state mark-up. However it does not 
allow for the investigation of cyclical effects as these are second-order. An 
adaptation of a result derived by Oliviera IVlartins and Scarpetta (1999) shows 
us that under the condition of a two-input production function (where we 
ignore intermediate inputs) and with Hicks neutrality in technical progress, 
the equation for the variable mark-up is given by: 
~logfL = (~q+~p)-~w+ (1-1)/1(1-0:)~k 
1 L 
--------=/1(1 - 1Y)~1 - /1Q~l 
CJL-L 
(10) 
where CJ denotes the elasticity of substitution between capital and labour, /1 
the steady-state mark-up and I the amount of labour devoted to fixed costs. 
A generalization of the Oliviera Martins and Scarpetta (1999) result pro-
ceeds from the production function given by: 
Q(K L - I) = 8C(K, L - I) (11) 
where we assume the possibility of downward rigidities in the adjustment of 
labour inputs by introducing I, the amount of labour devoted to fixed costs. 
(Also recall that ~ log8 = e.) 
For a profit-maximizing firm under imperfect competition, the mark-up 
of prices over marginal cost is given by: 
8CdK,L- I) 
fL = WI? (12) 
where 8C dK, L - I) denotes the marginal product of labour (the partial 
derivative of Q(K L - I) with respect to labour).4 
4 Following Oliviera Martins and Scarpetta (1999) we have not accounted for the impact 
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We take logs and first differences to obtain t he following expression for 
the growth rate of the mark-up: 
(13) 
\Ve can now use the established results that G LL = -G Lf( L~L' a = g~~~ 
(Czawa, 1962) and Gf;I( = p;(1 - rY) to simplify this expression, obtaining: 
p;(1 - rY) p;(1 - 0:) L 
~ log JL = e - (~71J - ~p) + ~k - ----=~l (14) 
a a L-L 
It remains for the unobservable productivity term e to be replaced by ob-
servable measures. We do this by obtaining an expression for the growth rate 




\\le now use the first-order conditions Gf/' 
obtain: 
~q = e --r p;(1 - rY)~k + p;o:~l 
(15 ) 
7!:'!.. to e 
(16) 
from which an expression for e can be obtained and substituted into equation 
(14). This gives us equation (10). 
The term L~L can be interpreted as an indicator of the degree of down-
ward rigidities in labour adjustment. Its plausible range is from unity (in-
dicating no rigidity) to infinity (complete rigidity). It is the ratio of total 
labour employed (L) to the employed labour that is devoted to variable costs 
(L - L). For example, a value of two means that of the total labour employed, 
half is devoted to fixed cost and half to variable cost. 
Finally, we can re-arrange (10) to obtain the following expression: 
_1_ (~ 10gJL - ((~q + ~p) - ~11J) _ rY~l) 
1-c}; 1£ 
(17) 
(~ -1) ~k - ~~~l a aL-L 
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2.2 Previous Empirical Results 
We discuss three sets of literature: the first set concerns the development of 
the appropriate empirical methodology to estimate the mark-up of prices over 
marginal cost with emphasis on the associated estimation issues, the second 
set focuses the discussion on South Africa and looks at previous estimates of 
the mark-up obtained for South Africa as well the behaviour of the mark-up 
over time, and the third set concerns labour flexibility and adjustment in 
South Africa. We begin with the first set on the estimation of the mark-up. 
The literature on the theory of industry structure, imperfect competi-
tion and the practical application of mark-up pricing begins with Hall and 
Hitch (1939). A significant contribution was made by McCallum (1970) who 
investigated the effect of demand on prices in British manufacturing in a cri-
tique of two earlier papers.5 The modern literature boasting a more credible 
estimation strategy begins with Hall (1990). 
Hall (1990) decomposes the Solow residual (the difference between output 
growth and a weighted average of factor input growth) into a pure technology 
component and a mark-up component, observing that the degree to which 
price exceeds marginal cost can be estimated from this decomposition of 
the Solow residual. He finds a large gap between price and marginal cost (a 
positive mark-up) for many US industries, and suggests that this comes about 
through monopoly power in the product market. The methodology adopted 
by Hall (1990) requires the use of instrumental variables. Subsequent studies 
have found that these introduce upward biases in the estimates. 
The Roeger (1995) methodology removes the dependence on instrumental 
variables through an insightful use of both the primal and dual Solow residu-
abo He finds that the difference between these two productivity measures is 
largely due to the presence of imperfect competition (price mark-ups) in the 
US manufacturing sector. Oliviera Martins and Scarpetta (1999) introduce 
the possibility of downward rigidities in the labour market and find mark-ups 
in the US manufacturing sector to be countercyclical. This is in contrast to 
Hall (1990) who found mark-ups to be pro cyclical. They also extend the 
analysis of mark-ups in US manufacturing by considering intermediate in-
puts and cyclical fluctuations of price margins. Their mark-up estimates are 
positive, but more moderate than earlier studies. They suggest that this is 
due to their consideration of intermediate inputs. 
An analysis of mark-ups in a developing country is provided by Yalcin 
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(2000). He investigates the effect. of increased import penetration on the 
price-cost margins of Turkish manufacturing firms in both the public and 
private sector. He finds that while import penetration leads to a decrease in 
the mark-up for the private sector as a whole, the mark-up in highly con-
centrated private sector industries increases with import penetration. Unlike 
the private sector, openness in industries associated with the public sector is 
found to decrease the mark-up. 
For South Africa, two previous papers have examined the magnitude of 
price mark-ups over the marginal cost of production for South Africa. Fed-
derke et al (2006) find a significant mark-up in the South African manufac-
tnring sector over the period 1970 to 1997, which in comparative terms is 
approximately twice that found for the US manufactnring sector. They also 
provide several alternative estimates of the mark-up that take into account a 
number of characteristics of the manufactnring sector's component industries, 
looking at both within-industry and between-industry effects. They find that 
the mark-up increases with both industry concentration and an industry's 
competitiveness relative to other industries. Fnrthermore, the mark-up is 
found to be lowered by import and export penetration and to be counter-
cyclical in relation to the business cycle. They also note that including the 
price of intermediate inputs in the mark-up estimation reduces the extent of 
the mark-up.6 
Edwards and Van De Winkel (2005) look at the mark-up over time and 
find that average mark-ups are in most cases lower in the 1980s than in the 
1970s, but are significantly higher in the early 1990s. They suggest that this 
increase is due to high import snrcharges imposed dnring this period; evi-
dence consistent with the belief that mark-ups rise under protection. During 
the period of liberalization from 1994-2002, however, they find that mark-ups 
tend to decline or remain constant. Sensitivity of the mark-up to intermediate 
inputs is confirmed in their finding that average mark-ups in manufacturing 
fall from 42% to 12.5% with the inclusion of intermediate inputs. They also 
compare mark-ups in South African manufactnring to marks-ups obtained in 
studies on a range of foreign economies. 7 Although they find that mark-ups 
°Inciuding the price of intermediate inputs in the mark-Ilp estimation will have a di-
rect effect on the estimated labour adjustment parameter. This is because the price of 
intermediate inputs affects the elasticity of substitution between capital and labour, which 
appears as a term in the equation used to estimate the labour flexibility coefficient. Thit; 
is not considered in the analysis in this paper and is lpft for further research. 
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in South Africa are generally comparable with mark-ups estimated in inter-
national studies, they find that the comparison is largely dependent on the 
inclusion or exclusion of intermediate inputs; when intermediate inputs are 
excluded, mark-ups in South Africa are high relative to the US while when 
intermediate inputs are included, mark-ups in South Africa appear relatively 
1m\". 
Their study is limited by their use of a static fixed effects model. It has 
no dynamics (i.e. assumes a permanent steady-state) and does not account 
for heterogeneity across sectors. This may lead to bias and inconsistency. As 
with this study, the post-1996 volatility in the data is not accounted for. 
This paper also makes a contribution to the debate surrounding labour 
flexibility and adjustment in South Africa8 This is a topic that has received 
considerable attention in the South African literature. Much of the debate 
has centred on wage formation, wage flexibility and the wage elasticity of 
employment. Fedderke and Mariotti (2002) find that real wages are likely to 
be important in determining employment trends in the labour markets of the 
South African manufacturing sector. They find that where the growth rate in 
labour remuneration has been greater than the growth rate in labour produc-
tivity, there has been a tendency for employed labour to decline. However, 
their analysis is limited by only considering partial adjustments in labour. 
Fields et al (2000) find that wage elasticities in the private formal sector in 
South Africa are substantial and growing, as well as varying strongly across 
sectors. Their results are weakened by estimation problems arising from the 
employed time series techniques. Fedderke et al (2000) provide the highest 
and most robust estimate of wage elasticity.!J They use a more fully-specified 
labour equation than earlier papers and test the sensitivity of their finding 
by utilizing a range of different specifications. Kingdon and Knight (2005) 
look at the flexibility of wages in response to local unemployment in South 
Africa. They find that the elasticity of wages to local unemployment rates 
in South Africa is similar to that found in other countries like the UK and 
US, but that this responsiveness is generally very low. 
The evidence on labour market flexibility in South Africa is noted to be 
conflicting by Burger and Woolard (2005). They review contradictory find-
different empirical methodologies, time period,;, data aggregation and data rneac;urement. 
RSee Bhorat and Oosthuiz;en (2005) for a detailed analysis of the post-apartheid South 
African labour market. 
0Their estimate is approximately 1.97 when they compute the wage elasticity IIsing the 
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ings in the literature. These include a survey by the Economist Intelligence 
Unit that ranked South Africa last out of 60 countries in the labour flexibility 
afforded by its labour laws, as well as a contrasting World Bank study that 
ranked the South African labour market as the 16th most flexible out of the 
133 countries included in the survey. 
Our paper contributes to the debate on labour market flexibility by pro-
viding numerical estimates of the proportion of total labour in South African 
manufacturing that is devoted to fixed costs and as a result cannot respond 
to changing market conditions. 10 
3 The Econometric Methodology 
We proceed with an estimation of equation (6) and equation (17). Since data 
employed for this study is stationary, estimation can proceed either by OLS 
or by Autoregressive Distributed Lag (ARDL) estimation. 
3.1 The Panel Estimator 
The panel estimator is provided by the Pooled Mean Group Estimator (PMGE) 
of Pesaran et al (1999).11 
Consider the following model in which i = 1, 2, ... , Nand t = 1, 2, ... , T 
denote the cross section units and time periods respectively: 
Let Y be a scalar dependent variable and x (k x 1) a vector of (weakly 
exogenous) regressors in the unrestricted error correction ARDL(p, q) repre-
sentation: 
p-l q-l 
¢iYi,t-l + f3;:ri,t-l + 2..= Aij/},Yi,t-j -t- 2..= b;j/},.Ti,t-j (18 ) 
j=1 j=O 
+Jli + Eit, Vi, t 
Fixed effects for each group i are captured by the Jli terms. The error terms 
Eit are independently distributed across space (i) and time (t) with zero means 
and constant group-specific variances denoted by (T; > O. If we assume that 
HiNote that this paper does not address the cause of rigidities or flexibilities in the 
South African labour market. Although possible explanations are suggested. it is beyond 
the scope of this paper to scrutinize any of these claims. 
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q)i < 0 for all i, then there exists a long-run relationship between Yit and Xit 
given by: 
(19) 
where 0i = -{3:l¢i is the k x 1 vector of the long-run coefficients. The 'rJit 
terms are stationary with possibly non-zero means (including fixed effects). 
Substitution then allows equation (18) to be written as: 
p-l q-l 
,0.Yit = cPi'rJi,t-l + I: Aij,0.Yi,t-j + I: 15;j,0.:1:i,t-j + I-Li + cit, Vi, t (20) 
j=1 j=O 
where Tli.t-l is the error correction term given by equation (19). \lVe can 
now interpret cPi as the error correction coefficient measuring the speed of 
adjustment towards the long-run equilibrium for each group i. 
This is the general framework from which we formulate the PMGE. We 
allow the intercepts, short-run coefficients and error variances to differ freely 
across groups, but require the long-run coefficients to be homogenous: i.e. 
Oi = 0 Vi. Group-specific short-run coefficients and the common long-
run coefficients are computed by pooled maximum likelihood estimation. 
Denoting these group-specific estimators by ;Pi' 13i' ~ij, 8ij and 0, we ob-
A N -
tain the PMG estimators by taking arithmetic means; i.e. cPPMC = L'!.} <Pi, 
{3- - L~l (3, \ - Lf'-l ),'.7 . - 1 ' l' 1 ~ - L;~l 6i .7 ,'-PMC - -N--' AjPMC - N ,] - , ... ,p- ,ane UjPAIC - N ,]-
0, ... ,q -1, 8PAIC = O. 
Fedderke et al (2006) note that PMGE provides an intermediate case 
between the dynamic fixed effects (DFE) estimator which imposes the ho-
mogeneity assumption for all parameters except for the fixed effects, and the 
mean group estimator (MGE) proposed by Pesaran and Smith (1995), which 
allows for heterogeneity of all parameters. Although it admits short-run het-
erogeneity, PMGE exploits the statistical power offered by the panel through 
long-run homogeneity. 
Pesaran and Smith (1995) draw attention to the threat of inefficiency and 
inconsistency associated with an unjustified assumption of long-run homo-
geneity. In order to test the validity of assuming long-run homogeneity, a 
Hausman (1978) test (hereafter h t.est.) on the difference between the MG 
and PMG estimates of long-run coefficients is employed. Note that only the 
PMG estimation results are reported if the Hausman test allows us to accept 
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The advantage of the PMG estimator is that is recognizes the presence 
of a long-run equilibrium relationship and explicitly models the dynamics of 
adjustment towards this equilibrium at the same time. It is appropriate in 
an analysis of the mark-up of prices over marginal cost as it is consistent 
with the theory of homogeneity in the mark-up in the long run and the 
possible heterogeneity of mark-up dynamics in the short-run. Fedderke et al 
(2006) confirm preference for the use of PMGE in the context of estimating 
mark-ups and note that as long as sector-homogeneity is assured, the PMGE 
offers efficiency gains over the MGE while granting the possibility of dynamic 
heterogeneity across sectors unlike the 0 FE estimator. 12 
3.2 The ARDL Approach to Cointegration13 
Hsiao (1997) lays the foundations for the use of conventional estimation 
techniques where the forcing variables are strictly exogenous, regardless of 
whether the variables are /(0) or /(1). Hsiao demonstrates that where forcing 
variables are strictly exogenous, conventional vVald statistics are asymptoti-
cally distributed (under the null of reduced rank cointegration). This allows 
for the restriction of the parameter space at the most general stage, econo-
mizing on degrees of freedom. Pesaran and Shin (1995) advocate the use of 
alltoregressive distributed lag models for the estimation of long run relations, 
suggesting that once the order of the ARDL has been established, estima-
tion and identification can proceed by OLS. While the presence of a long 
run relationship between variables remains critical to valid estimation and 
inference. Pesaran and Shin (1995) demonstrate that valid asymptotic in-
ferences on short- and long-run parameters can be made under least squares 
estimates of an ARDL model, provided the order of the ARDL model is 
appropriately augmented to allow for contemporaneous correlations between 
the stochastic components of the data generating processes included in esti-
mation. Hence ARDL estimation is applicable even where the explanatory 
variables are endogenous. Additionally ARDL remains valid irrespective of 
the order of integration of the explanatory variables. The ARDL method-
ology thus has the advantage of not requiring a precise identification of the 
order of integration of the underlying data. 
12Yongcheol Shin is thanked for the provision of the appropriate GAUSS code for esti-
mation purposes. 
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The PSS approach begins by estimating the error correction model given 
by: 
and estimating by means of an F-test (henceforth referred to as PSS 
F -tests) the significance of a joint zero restriction on the 6'8 of the error 
correction model. The distribution of the F-test is non-standard, and critical 
values are provided by Pesaran et al (1996). The test is further subject to 
potential ambiguity, in the sense that the test has an upper and lower critical 
bound value. As long as the computed statistic exceeds the upper bound, the 
null of no association can be unambiguously rejected. Similarly, as long as 
the computed statistic falls below the lower bound, the null of no association 
cannot be rejected. However, where the test statistic falls between the upper 
and lower bounds, it is indeterminate. 
The need to establish the existence of a unique long run relationship (i.e. 
that the F-tests confirm only one of the variables included in estimation as 
an outcome variable and that all other variables act as forcing variables) and 
the selection of an appropriate order to the ARDL remain critical. We follow 
Pesaran and Shin (1995) in a two step strategy, selecting the ARDL orders 
on the basis of the Akaike Information criterion (AIC) , then estimating the 
long and short run coefficients on the basis of the selected model. Estimation 
can be shown to be feasible on the basis of the "Bewley regression": 
k p-J q-l 
.lJt = (+ r]t + 2:= (3;:1:; + 2:= 1/~·.lJt-j + 2:= 6m6.1:t-m (22) 
;=1 j=O m=O 
by the instrumental variables method, where 1, t, 2:7=1 .1:;, 2:~:~ 6Yt-j, 
2:;n-~o 6;J;t-m, serve as instruments. 14 
The methodology has the advantage of providing a means of testing for 
tlw patterns of association between the variables employed for the present 
study (by means of the PSS F -tests). We do not exploit this in this analysis. 
14The methodology outlined presumes that the Xi and E are uncorrelated. When they 
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4 Results 
4.1 Data 
The data employed for this study focus on the three digit manufacturing 
industries, over the 1970-2004 period. Variables for the manufacturing sec-
tor include the output, capital stock, and labour force variables and their 
associated growth rates. Data are obtained from the Trade and Industrial 
Strategies (TIPS) database. We employ both panel data and individual 
industry data for the purposes of estimation, with observations from 1970 
through 2004. The panel employs data for the 28 three-digit SIC version 
.1 manufacturing industries in the South African economy for which data is 
available. Due to problems with data availability some sectors are omitted 
for parts of the analysis. These omissions are discllssed with the results. 
There are questions over the reliability of industry data post-1996. Since 
the last manufacturing survey was undertaken by Statistics South Africa in 
1996, data post-1996 have been disaggregated from the 2-digit sector level on 
the basis of input-output tables. 15 The large sample manufacturing survey of 
2001 does not appear to have been incorporated into the data, and moreover 
the 2001 survey has not released the labour component of the survey. The 
reliability of the data has suffered as a result of this data collection strategy. 
This is evident from the evidence presented in Table 1 C, which reports 
standard deviations of the computed mark-ups for this study. "Ve report only 
the standard deviations for computed mark-ups, since this measure surmna-
rizes the output, capital and labour dimensions in the manufacturing sector. 
Standard deviations increase substantially post-1996 for all sectors, and in-
crease even more markedly after 2000. Several sectors show strong spikes in 
the standard deviations either for both of the last two sub-periods or for the 
last sub-period (1991-2000 and 1995-2004). In the instance of some sectors 
(e.g .. Rubber products), the increase is of very substantial magnitude. This 
reflects increased underlying volatility in the component data from which the 
mark-ups are computed, although it is worth emphasizing that this volatility 
is less visible in the component data. (Results to show this are available on 
request, but are not reported due to space constraints.) 
In interpreting the results that follow, the caveat that the reliability of all 
15The TIPS database cites a 1998 Statistics South Africa input-output table as the 
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results based on industry data are likely to decline substantially after 1996 
Hmst be borne in mind. There is no adequate means of compensating for 
the absence of data collection for the manufacturing sector, and after having 
collected manufacturing censuses on a biennial basis since 1917, South Africa 
simply ceased doing so in 1996. 
4.2 Roeger Results 
\lVe have taken two approaches to investigate the mark-up: a computational 
approach and an estimation approach. 
The computational approach involves re-arranging equation (6) so that 
the mark-up is expressed in terms of the growth rates of real value-added, 




a[~(w + 1) - ~(r + k)] 
~ (p + q) - 0: ~ (11J + l) - (1 - 0:) ~ (r + k) 
o:[~(1J) + 1) - ~(r + k)] 
The mark-up is then computed for each year using annual values of these 
variables. 
As we are interested in the trend of the mark-up over time, we split the 
full sample period into several overlapping ten-year sub-periods and calculate 
the average computed mark-up for each sub-period to allow for investigation 
of the trend over time. The results are reported in Table 1A. 
Since cyclical variability and measurement error generate volatility in the 
results, we also present the results of the computation after having filtered 
by means of Hodrick-Prescott in Table lB. The Hodrick-Prescott filter rep-
resents a smoothing of a time series such that the smoothed time series, 
denoted y*, is obtained from: 
y' ~ :riD, {t (y, - y;)' +,\ ~ (t-'yi+,) } (24) 
where A denotes a smoothing parameter. For annual data the conventional 
smoothing parameter is set at 7. Given the volatility of the computed mark-
up we set the smoothing parameter considerably more aggressively at 1000. 
In order to show the volatility of the computed mark-up over time, the 











INDUSTRY STRUCTURE AND LABOUR MARKET FLEXIBILITY 16 
The resultant trend structure in the mark-up implied from the direct com-
putations is generally symmetrical to the estimated values reported below, 
although the absolute values of the implied mark-ups continue to reflect the 
uuderlying vulatility uf the series, This is evident even for the smoothed series 
despite the aggressive application of the Hodrick-Prescott filter. This trend 
is an initial fall in the mark-up (from a moderate base) which is followed by 
a rise in the mark-up from the mid-1990s, A good example is provided by 
the Food sector. We see an initial mark-up of 70% in the 1971-80 sub-period, 
lower mark-ups in the next two sub-periods, and substantial increases in the 
mark-up over the next three sub-periods (with a mark-up approaching 200% 
in the 1995-2004 sub-period),16 
Estimation is preferred to computation due to its more reliable results, 
The estimation approach involves using the specification: 
NSR;t 
where ROEGERit 
10; -t 11 ROEGER;t -t- Cit 
CYid6.(w + l)it - 6.(1' + k)it] 
(25) 
In Table 2 we report the average manufacturing sector mark-up, both over 
the full sample period, as well as rolling decade-long sub-periods, estimated 
from the panel data set. Results indicate the presence of an aggTegate mark-
up for the manufacturing sector over the full sample period of 54%. The error-
correction terrrl, the </i-parameter, indicates that adjustment to the long-run 
equilibrium is rapid as it is close to unity. The Hausman test accepts the 
inference of an homogenous mark-up across sectors for the long run. 
The declining trend in the aggregate manufacturing sector mark-up noted 
by Edwards and Van De Winkel (2005) is again evident in the estimates. 
However, the decline in the mark-up is evident prior to the period of liberal-
ization of the economy (proving lowest during the period of maximal closure 
of the economy (1975-90)), while post-liberalization the trend in the mark-up 
reverses and it increases. (The estimated mark-up is 50% in the 1991-2000 
sub-period and rises to 62% in the 1995-2004 sub-period.) This is supportive 
of the hypothesis that the mark-up is pro cyclical as the fall in the mark-
up and its subsequent rise post-1994 mirrors the general performance of the 
South African economy over the same period. However, this result needs to 
be treated cautiously as it contradicts the finding of Fedderke et al (2006) in 
lfiRecall that the data post-1996 ha..;; been disaggregated by algorithm. Spikes in the 
computed mark-ups may be caused by imposing similar nominal wage and rental growth 










INDUSTRY STRUCTURE AND LABOUR MARKET FLEXIBILITY 17 
which mark-ups were found to be countercyclical. Their econometric model 
explicitly captures the short-run cyclical dynamics of the mark-up while our 
pro cyclical observation is based only on the long-run. This suggests that 
there may be a divergence in how the mark-up relates to the business cycle 
over the short-run and the long-run. 
Fedderke et al (2006) and Edwards and Van De Winkel (2005) suggest 
that trade liberalization should lower the mark-up. It is argued that South 
Africa liberalized in the 1990s. However, our results associate this period with 
an increase in the mark-up rather than a decrease. There are three possible 
reasons for this. First, in an analysis of effective rates of protection, Fedderke 
and Vaze (2001) conclude that liberalization was incomplete, although there 
are dissenting voices on this (Rangasamy and Harmse (2003) and Edwards 
(2005)).17 Second, the substantial depreciation of the rand/dollar exchange 
rate over this period may have neutralized the effects of liberalization. And, 
third, liberalization may have had effects on the composition of industry as 
inefficient firms shut down, leaving only efficient firms with high price-cost 
margins. 
We note here that at the sectoral level the regressors are almost without 
exception stationary. (The only exception being Basic Iron and Steel.) This 
is shown in Table 3. ARDL is thus an appropriate estimation strategy (with 
efficiency gains over OLS in the presence of dynamics). Also note that due to 
the small sample size of the data at the individual sector leveL our sectoral 
results have low statistical power, These sectoral results are therefore less 
reliable than the results for the manufacturing sector as a whole. As a result, 
the behaviour of the estimated mark-up for some individual sectors may be 
inconsistent with the behaviour of the mark-up for the manufacturing sector 
as a whole. 
In Table 4 we report the three digit manufacturing sector mark-up es-
timates obtained from the PSS ARDL cointegration estimations. Again, 
estimated mark-ups are both for the full sample period, as well as for rolling 
decade-long sub-periods. The mark-up estimates for the full sample period 
estimation generally fall in a plausible range; the majority of them lying be-
tween 10% and 100%. We also find general consistency with the computation 
results. (Note, for example, that the sub-period estimates for the Food sec-
tor are similar to the computation results discussed above; we have an initial 
mark-up of 79% that falls to 61 % in the 1980s but rises to over 100% in the 
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199.5-2004 sub-period.) 
The mark-up is consistently statistically significant across all 3-digit man-
ufacturing sectors. There is also variation across sectors in the size of the 
mark-up. This is despite the finding reported in Table 2 of cross-sector ho-
mogeneity in the panel estimations. Sub-period estimations indicate a range 
of differential responses in the size of mark-up across sectors. For several 
sectors, there seems to be an increase in the mark-up in the last sub-period 
or in the last few sub-periods. However, there are also some sectors in which 
the estimated mark-up decreases. In Table .5 we summarize by placing sec-
tors into six main categories: high mark-ups that either decline, rise or stay 
the same into the last within-sample decade (199.5-2004); or low mark-ups 
that either decline, rise or stay the same into the last within-sample decade 
(199.5- 2004). 
Note that when looking at the estimations for individual sectors over the 
full sample period, it is clear that for Tobacco, Coke & Refined Petroleum 
and Other r-.lanufacturing the estimated mark-up is implausibly high (all 
have mark-ups in excess of 200%), suggesting that there may be problems 
with the estimation or data. Historically, the data associated with these 
sectors are typically problematic. IS 
The standard errors and diagnostics for the full sample period estimation 
are reported in Table 6. This establishes the presence of a statistically sound 
estimated mark-up for each of the manufacturing sectors other than Glass 
and Glass Products. For this sector, consistent serial correlation in the er-
ror terms results in biased and inconsistent point estimates of the standard 
errors. \;Ve therefore do not report an estimate of the mark-up for this sector. 
Given the small sample size of the sub-period estimations, we do not 
report standard errors and diagnostics for these estimations. 
4.3 Labour Adjustment Results 
In order to econometrically investigate the relationship between the mark-up 
and labour adjustment, equation (17) suggests a specification of the form: 
Yii /30i + ;31 !::"k it + ;32!::,.lit + Cit (26) 
u:!wre !fit _1_ (!::,.]Ogllit - ((!::,.~ !::"P)·it - t:,.11'itl _ a.itt:,./it) 
1 - ait Ili 
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with the expressions represented by (31 and (32 following directly from (17). 
Two of the required variables are not available directly from the original 
panel data set: the steady-state mark-up (fi) and the growth rate of the mark-
up (610g /1). We use the mark-up that was estimated over the full sample 
period from the previous section as the steady-state mark-up for each sector 
and use the smoothed computed mark-up series to calculate the growth rate 
of the mark-up for each sector. We justify using the computed mark-up series 
despite its volatility as we have found that the results are not sensitive to 
the growth rate of the mark-upyJ 
A simple manipulation of the estimated coefficients (31 and (32 (considering 
the expressions they represent from equation (17)) allows us to obtain an 
estimate of the labour adjustment coefficient, L~L . We use {31 to obtain 
an estimate of the elasticity of substitution between capital and labour &'i in 
equation (27). Then we use {32 along with the estimate of the elasticity of 
substitution to obtain an estimate of the labour adjustment coefficient as in 
equation (28). 
1 
=? a est = (31 + 1 
. 1 L L r. 32 32 = ---- =? ----= = a[32 = -,--a L - L L - L ;)1 -+- 1 
(27) 
(28) 
Under circumstances in which (31 is not significantly different from zero, 
we assume an elasticity of substitution of unity in the calculation of the 
labour adjustment coefficient. This follows directly from [31 = O. Note that 
when we calculate the labour adjustment coefficient, the "correct" elasticity 
of substitution is defined to be aest as in (27) if (31 is significantly different 
from zero and unity if it is not significantly different from zero. As a result, 
'when we consider a unitary elasticity of substitution, L~L = 32 and not the 
expression in equation (28). 
We report the PMGE results for the manufacturing sector in Table 7. 
Results indicate the presence of an aggregate labour adjustment coefficient 
for the manufacturing sector over the full sample period of between 2.84 and 
3.43, depending on which lag structure is adopted. This would suggest that 
19For example, imposing a growth mte of zero on the mark-up mther than calculating 
the growth mte from the computect mark-up series ctict not have a consictemhle impact on 
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of the total labour employed in manufacturing in South Africa, two-thirds is 
devoted to fixed costs and one-third is devoted to variable costs20 
The error-correction term, the <,D-parameter, indicates that adjustment to 
the long-run equilibrium iCi rapid. The speed of adjuCitment iCi also increaCiing 
with increases in the adopted lag structure. The Hausman test accepts the 
inference of an homogenous labour ad.iustment coefficient across sectors for 
the long run, justifying the use of the PMC estimator. 
In order to investigate the trend of the labour adjustment coefficient over 
time, we use a similar approach to the sub-period approach used in the pre-
vious section. We run the estimation on fifteen-year sub-periods and roll 
these through the full sample period year-by-year. The results are reported 
in Table 8. as well as shown in Figures 1A and lB. The general pattern that 
emerges is a U-shape: a decreasing labour adjustment coefficient through the 
first half of the sample followed by an increasing labour adjustment coeffi-
cient in the second half of the sample. Note that a decreasing coefficient is 
associated with an increase in labour flexibility. 
We also include a plot in which third degTee polynomial trendlines have 
been added. The U-shape is evident in three of the trendlines; the only 
exception being the model with an optimal lag structure chosen by an Akaike 
Information Criterion allowing two lags and enforcing a unitary elasticity of 
substitution. It can be seen that use of the "correct" sigma exaggerates the 
fall and subsequent rise of the labour adjustment coefficient, while forcing 
sigma to be unity generally results in a greater labour adjustment coefficient. 
Trends associated with the use of the "correct" sigma reveal that the labour 
adjustment coefficient falls by about one third (from an initial level of four 
to around two and a half in the 1978-92 sub-period) before rising towards 
the original level in the latter sub-periods. This is followed by a tapering of 
the coefficient in the last one or two sub-periods. 
Although it is beyond the scope of this paper, we suggest possible inter-
pretations of this behaviour. First, we note that labour flexibility over the 
1980s may be different because this is the period in which the closure of the 
South African economy was greatest. Second, the response to the upward 
real wage pressure associated with the unionization of the 1980s may have 
been an enforced increased flexibility in labour hours. Third, the growth 
20It would be useful to contextuftlize this through comparisons with other countries, but 
we are not aware of litemture on this. Oliviem Martins and Scarpetta (1999) considered 
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in the manufacturing sector over the 1990s may have been associated with 
increased wages rather increases in the number of employed workers. 
There are a variety of explanations as to why the manufacturing growth 
of the 1990s did not translate into growth in the number of employed workers. 
One possibility is that the labour legislation introduced in the second half 
of the 1990s21 allowed for flexibility in wages, but decreased flexibility in the 
number of workers employed. This is suggested by an IMF country report 
(2005) that identifies the labour laws associated with hiring and dismissal as 
being particularly responsible for inflexibilities in the South African labour 
market rather than other factors. 
In Table 9 we compare the labour adjustment coefficient across sectors. 
These are estimates over the full sample period obtained from the PSS ARDL 
cointegration estimations. For some of the sectors it was necessary to use 
time dummies to control for outliers and eIlsnre sound diagnostics. 22 There 
are also some sectors in which statistically S011I1d results were not obtained. 
(Results for these sectors are omitted.) Although both the labour adjustment 
coefficient with (J = (Jest and the labour adjustment coefficient with (J = 1 
are reported, it is the column associated with the "correct" (J in which we 
are interested. It is the labour adjustment coefficient in this column that is 
used to provide the summary table, Table 10. This is a table that charac-
terizes each sector as either one that has high rigidity in labour adjustment 
(large degree of labour is devoted to fixed costs), medium rigidity in labour 
adjustment or low rigidity in labour adjustment. Not snrprisingly, some of 
the highly unionized sectors (such as Textiles and Motor Vehicles, Parts and 
Accessories) are in the most rigid category, while some of the sectors in which 
labour is not a significant. cost. are in t.he least. rigid category (such as Basic 
Iron and St.eel). 
We also look at. the trend of the sector-specific labour adjustment co-
efficient over time. Results are reported in Table 11. 23 We do not draw 
strong conclusions from these results as we recall that sectoral results have 
low statistical power due to the small sample size. 
Note that in order to obtain sensible results. it was necessary to either 
choose a constant elasticity of unity throughout all the sub-periods or use 
21 These include the Labour Relations Act of 1996, the Basic Conditions of Employment 
Act of 1997 and the Employment Equity Act of 1998. 
22See appendix for details. 
2:1Note that there are several omitted values and sectors. These indicate circumstances 
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the variable elasticity of substitution throughout all the sub-periods when 
obtaining the labour adjustment coefficient. This is because if we change 
from using an elasticity of unity in one sub-period to the variable elasticity 
of substitution in the following sub-period, changes in the labour adjustment 
coefficient are potentially due to the change in the elasticity of substitution 
rather than the behaviour of the labour market. We chose unitary or variable 
elasticities for each sector based on the general trend in the significance of 
the 3) in the sub-period estimations, and for only two sectors chose to use 
variable elasticities: Basic Chemicals and Basic Iron and Steel. 
5 Conclusion 
We find evidence of imperfect competition and pricing power in South African 
manufacturing through the presence of an aggregate mark-up of around 50% 
for the sector over the period from 1970 to 2004. When looking at the 
trend of the mark-up over time, our results suggest that the mark-up fell 
from a moderate base during the 1970s and 1980s before rising again after 
the liberalization of the South African economy in the early 1990s. This is 
supportive of the hypothesis that the mark-up is pro cyclical as the mark-
up mirrors the general performance of the South African economy over the 
same period. As discussed, this finding is in contrast to the countercyclical 
mark-ups obtained by Fedderke et al (2006). 
The analysis of individual sectors reveals strong variation in the magni-
tudes and trends of mark-ups at the sectoral level. This is indicative of their 
different characteristics and responses to economic stimuli. 
Labour market flexibility (particularly the ease of labour adjustment) is 
investigated through an extension of the mark-up analysis. It is found that 
of the total labour employed in manufacturing in South Africa, two-thirds 
is devoted to fixed costs and one-third is devoted to variable costs. We also 
look at the trend of this proportion over time. Results indicate that there 
is an increase in labour flexibility in the 1970s and early 1980s (a higher 
proportion of labour is devoted to variable costs) followed by a decrease in 
labour flexibility in the 1990s. 
The decrease in flexibility in the 1990s presents a concern to policy-makers 
if it is assumed that rigid labour markets impede employment growth. It 
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employment gTowth is the primary pulicy objective. 24 
Again, results at the sectoral level reveal considerable differences in the 
characteristics of labour markets across sectors. 
24The nature of these policies needs to be bilsed on more detailed research into the 
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Appendix A: Time Dummies Controlling for Outliers in Individual 
List of Manufacturing Sectors Sector Analysis 
Manufacturing 3-digit Sectors Code Mark-up Labour Adjustment 
Food Food No N 
Beverages Beve N Y 1982 1988 
Tobacco Toba N nfa 
Textiles Text Yes 2002 Y 1993 
Wearing apparel Wear Y 1998 1999 2000 N 
Leather & leather products Leat Y 1998 1999 2002 Y 2003 
Footwear Foot Y 2000 N 
Wood & wood products Wood N N 
Paper & paper products Pape N nfa 
Printing, publishing & recorded media Prin N N 
Coke & refined petroleum Coke N N 
Basic chemicals Chem N N 
Other chemicals & man-made fibers Otch Y 2000 nfa 
Rubber products Rubb Y 1999 Y 1987 1988 
Plastic products Plas Y 1998 2002 Y 1977 2000 2001 
Glass & glass products Glas Y 1986 2001 N 
Non-metallic minerals Nmet N N 
Basic iron & steel Iron Y 2000 2002 Y 1999 
Basic non-ferrous metals Nfer N nfa 
Metal products excluding machinery Meta N N 
Machinery & equipment Mach Y 1999 Y 1999 
Electrical machinery & apparatus Elec N Y 1994 
Television, radio & communication 
equipment Tele Y 1998 2002 nfa 
Professional & scientific equipment Prof Y 1998 2002 N 
Motor vehicles, parts & accessories Mota N Y 1998 
Other transport equipment Ottr Y 1997 nfa 
Furniture Furn Y 1998 Y 1977 1978 1998 
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Table 1A: Computed Mark-up - Moving Average 
Manufacturing 3-digit Sectors 1971-1980 1975-1984 1981-1990 1985-1994 1991-2000 1995-2004 
Food 0.77 0.66 0.70 0.73 1.28 1.85 
Beverages 0.74 -0.18 1.73 2.11 2.09 3.56 
Tobacco -1.48 0.85 1.73 -2.06 -0.45 -76.29 
Textiles -0.34 0.29 0.54 0.66 1.23 1.31 
Wearing apparel 0.17 0.18 0.31 0.36 -1.06 -0.50 
Leather & leather products 0.08 0.11 0.24 0.30 0.60 -0.54 
Footwear 0.07 0.08 0.15 0.17 -0.04 0.13 
Wood & wood products 0.49 0.56 0.88 1.07 0.64 0.39 
Paper & paper products 0.59 0.72 4.41 4.45 2.30 2.14 
Printing, publishing & recorded media 0.22 0.25 0.54 0.60 -0.30 -0.48 
Coke & refined petroleum -1.47 1.92 0.58 1.99 -14.32 -17.75 
Basic chemicals 1.11 0.70 0.81 0.89 2.27 1.38 
Other chemicals & man-made fibers 0.28 0.56 0.83 0.91 1.60 1.47 
Rubber products 0.39 0.41 0.38 0.40 0.44 -2073.24 
Plastic products 0.75 0.69 2.27 2.30 0.59 -0.60 
Glass & glass products 0.29 0.35 0.59 0.66 0.69 -2.51 
Non-metallic minerals 0.45 0.48 -0.70 -0.73 1.98 3.56 
Basic iron & steel 0.09 0.37 0.35 0.36 -0.26 2.18 
Basic non-ferrous metals -0.06 0.51 1.28 1.47 -5.19 -7.48 
Metal products excluding machinery 0.29 0.27 0.59 0.33 0.41 1.54 
Machinery & equipment 0.50 0.28 0.41 0.53 0.01 0.23 
Electrical machinery & apparatus 0.91 0.79 0.49 0.29 0.29 0.36 
Television, radio & communication equipment 0.41 0.48 -1.93 -0.94 -2.37 -4.36 
Professional & scientific equipment 0.45 0.51 0.46 0.85 1.60 2.33 
Motor vehicles, parts & accessories 0.23 0.20 0.06 0.30 -1.95 -0.80 
Other transport equipment 0.91 0.12 0.74 0.46 -2.43 -3.00 
Furniture -0.09 -0.07 0.15 0.20 0.03 0.12 










Table 18: Computed Mark-up - Moving Average of Smoothed Series 
Manufacturing 3-diglt Sectors 1971-1980 1975-1984 1981-1990 1985-1994 1991-2000 1995-2004 
Food 0.77 0.72 0.69 0.88 1.38 1.69 
Beverages 0.71 0.65 1.75 2.15 2.61 3.52 
Tobacco -1.52 1.57 1.09 -1.83 12.58 -77.07 
Textiles -0.36 0.08 0.53 0.60 1.32 1.38 
Wearing apparel 0.17 0.19 0.29 0.51 0.09 -0.67 
Leather & leather products 0.08 0.12 0.23 0.41 0.23 -0.65 
Footwear 0.07 0.09 0.13 0.29 0.11 0.01 
Wood & wood products 0.48 0.58 0.88 1.15 0.61 0.31 
Paper & paper products 0.57 0.55 2.99 5.18 3.85 1.53 
Printing, publishing & recorded media 0.21 0.29 0.57 0.33 -0.35 -0.22 
Coke & refined petroleum -1.43 2.97 1.10 1.87 -12.05 -17.81 
Basic chemicals 1.11 0.92 0.79 1.14 1.94 1.14 
Other chemicals & man-made fibers 0.26 0.56 0.84 0.86 2.51 1.51 
Rubber products 0.50 -0.07 2.16 59.26 -837.79 -2131.59 
Plastic products 0.74 0.62 1.92 2.44 0.71 -0.69 
Glass & glass products 0.28 0.38 0.61 0.77 -0.05 -2.64 
Non-metallic minerals 0.48 0.57 -0.64 -0.72 1.99 3.54 
Basic iron & steel 0.08 0.27 0.36 0.34 0.18 2.20 
Basic non-ferrous metals -0.09 0.50 1.38 -0.27 -4.24 -5.72 
Metal products excluding machinery 0.28 0.29 0.48 0.41 0.44 1.46 
Machinery & equipment 0.51 0.35 0.41 0.54 0.30 0.21 
Electrical machinery & apparatus 0.92 0.72 0.49 0.48 0.22 0.17 
Television, radio & communication equipment 0.46 0.43 -1.35 -1.23 -2.71 -4.03 
Professional & scientific equipment 0.46 0.44 0.45 0.83 1.86 2.38 
Motor vehicles, parts & accessories 0.22 0.19 0.13 0.22 -2.27 -0.70 
Other transport equipment 0.88 0.24 0.72 -0.24 -2.21 -2.32 
Furniture -0.10 -0.02 0.18 0.16 -0.01 0.16 










Table 1C: Computed Mark-up - Standard Deviation 
Manufacturing 3-diglt Sectors 1971-1980 1975-1984 1981-1990 1985-1994 1991-2000 1995-2004 
Food 0.54 0.23 0.14 0.13 1.26 1.30 
Beverages 5.00 3.70 1.68 1.63 1.00 3.52 
Tobacco 10.64 8.31 8.22 14.16 19.92 259.31 
Textiles 1.91 0.21 0.52 0.50 1.37 2.39 
Wearing apparel 0.18 0.10 0.29 0.27 9.49 9.67 
Leather & leather products 0.08 0.09 0.10 0.11 1.47 3.42 
Footwear 0.06 0.04 0.12 0.15 3.40 3.85 
Wood & wood products 0.67 0.41 0.64 0.62 1.99 1.95 
Paper & paper products 0.51 0.39 11.34 11.33 4.04 4.30 
Printing, publishing & recorded media 0.20 0.09 0.63 0.60 2.20 2.15 
Coke & refined petroleum 11.47 2.74 7.31 8.39 44.10 42.85 
Basic chemicals 1.38 0.45 0.41 0.36 2.04 3.57 
Other chemicals & man-made fibers 0.63 0.28 0.61 0.59 1.78 8.69 
Rubber products 0.29 0.13 0.23 0.24 2.41 6555.49 
Plastic products 0.83 0.71 5.01 5.00 1.28 4.00 
Glass & glass products 0.16 0.11 0.49 0.49 0.76 7.70 
Non-metallic minerals 0.54 0.29 4.25 4.23 3.71 4.39 
Basic iron & steel 1.01 0.22 0.14 0.12 1.44 6.33 
Basic non-ferrous metals 1.10 0.63 0.97 0.94 13.78 18.53 
Metal products excluding machinery 0.21 0.14 0.65 1.22 1.19 2.33 
Machinery & equipment 0.69 0.26 0.43 0.41 1.96 2.10 
Electrical machinery & apparatus 1.24 1.19 0.19 1.16 2.65 2.40 
Television, radio & communication equipment 0.53 0.47 7.79 8.70 9.44 8.53 
Professional & scientific equipment 0.96 0.93 0.39 0.91 2.05 4.76 
Motor vehicles, parts & accessories 0.20 0.17 2.21 2.24 19.30 20.27 
other transport equipment 2.39 1.12 1.05 1.35 5.56 5.76 
Furniture 0.55 0.54 0.31 0.32 1.61 1.67 










Table 2: PMGE Results for Manufacturing Sector Mark-up 
~-1 CI> (ECM) h-test RLL LR 
1971-2004 0.54* -0.87* 0.98 951.06 364.39 
(0.02) (0.07) [0.32] [0.00] 
1971-1980 0.79* -1.02* 0.40 327.57 332.29 
(0.02) (0.06) [0.53] [0.00] 
1975-1984 0.50* -1.01 * 1.91 245.47 425.16 
(0.01) (0.02) [0.17] [0.00] 
1981-1990 0.57* -0.94* 0.74 281.41 333.49 
(0.01) (0.04) [0.39] [0.00] 
1985-1994 0.70* -0.98* 0.96 393.46 368.42 
(0.01) (0.09) [0.33] [0.00] 
1991-2000 0.50* -1.12* 1.93 258.80 122.53 
(0.03) (0.08) [0.16] [0.00] 
1995-2004 0.62* -1.05* 0.98 228.63 91.16 
(0.06) (0.06) [0.32] [0.00] 











Table 3: ADF Test Statistic Variable: 
(using AIC(5) to select lag order) NSR ROEGER 
Manufacturing 3-digit Sectors 1(0) 1(1 ) 1(0) 1(1 ) 
Food -4.66 -5.45 
Beverages -4.67 -5.35 
Tobacco -5.07 -6.61 
Textiles -3.95 -5.84 
Wearing apparel -4.03 -5.78 
Leather & leather products -4.55 -5.82 
Footwear -3.00 -5.61 
Wood & wood products -4.67 -5.16 
Paper & paper products -4.10 -4.71 
Printing, publishing & recorded media -4.55 -4.54 
Coke & refined petroleum -5.62 -5.55 
Basic chemicals -4.73 -5.98 
Other chemicals & man-made fibers -4.76 -5.84 
Rubber products -4.67 -4.80 
Plastic products -3.91 -4.86 
Glass & glass products -3.57 -5.59 
Non-metallic minerals -3.81 -5.44 
Basic iron & steel -2.77* -6.48 -5.64 
Basic non-ferrous metals -5.02 -5.20 
Metal products excluding machinery -4.41 -5.52 
Machinery & equipment -4.92 -5.46 
Electrical machinery & apparatus 
Television, radio & communication equipment -4.47 -4.94 
Professional & scientific equipment -4.77 -7.31 
Motor vehicles, parts & accessories -3.26 -5.31 
Other transport equipment -5.07 -4.21 
Furniture -3.93 -5.32 
Other manufacturing -5.62 -5.73 











Table 4: Estimated Mark-up 
Manufacturing 3-digit Sectors 1971-2004 (s.e.) 1971-1980 1975-1984 1981-1990 1985-1994 1991-2000 1995-2004 
Food 0.86* (0.10) 0.79 0.87 0.61 0.70 0.68 1.08 
Beverages 1.07* (0.12) 1.45 1.47 0.97 1.30 1.17 2.29 
Tobacco 4.05* (0.58) 4.27 0.73 5.03 3.79 2.16 -7.79 
Textiles 0.51* (0.06) 0.49 0.56 0.30 0.39 0.82 1.26 
Wearing apparel 0.29* (0.07) 0.35 0.29 0.19 0.26 0.24 0.63 
Leather & leather products 0.16* (0.03) 0.17 0.13 0.21 0.26 0.07 -0.25 
Footwear 0.14* (0.04) 0.10 0.14 0.10 0.15 -0.69 0.47 
Wood & wood products 0.55* (0.06) 0.93 0.79 0.59 0.77 -0.24 0.22 
Paper & paper products 0.84* (0.09) 0.17 0.81 0.73 0.81 1.02 1.19 
Printing, publishing & recorded media 0.28* (0.06) 0.35 0.39 0.31 0.45 1.19 0.07 
Coke & refined petroleum 3.31* (0.60) 1.55 2.90 2.93 2.98 4.74 2.12 
Basic chemicals 0.83* (0.11) 0.89 0.79 0.34 0.84 5.05 0.59 
other chemicals & man-made fibers 0.70* (0.06) 0.40 0.93 0.61 0.76 0.29 0.29 
Rubber products 0.52* (0.06) 0.58 0.60 0.42 0.48 0.03 0.07 
Plastic products 0.69* (0.09) 0.45 0.75 0.50 0.56 1.82 0.85 
Glass & glass products 0.28 0.40 0.58 0.65 0.84 1.36 
Non-metallic minerals 0.96* (0.25) 0.70 0.79 0.58 0.62 0.29 1.03 
Basic iron & steel 0.60* (0.11) 0.54 0.54 0.24 0.24 0.24 1.52 
Basic non-ferrous metals 0.77* (0.12) 2.75 1.35 0.76 1.16 0.62 1.55 
Metal products excluding machinery 0.41 * (0.05) 0.44 0.46 0.32 0.40 0.30 0.79 
Machinery & equipment 0.29* (0.05) 0.14 0.23 0.25 0.39 0.36 0.27 
Electrical machinery & apparatus 0.49* (0.05) 0.93 0.72 0.45 0.62 0.38 -0.01 
Television, radio & communication equipment 0.46* (0.05) 0.28 0.39 0.44 0.42 0.53 0.52 
Professional & scientific equipment 0.52* (0.06) 0.74 0.61 0.53 0.82 0.98 1.12 
Motor vehicles, parts & accessories 0.39* (0.10) 0.46 0.42 0.19 0.51 0.74 1.41 
other transport equipment 0.36* (0.08) 0.70 0.49 0.46 0.50 -0.04 0.11 
Furniture 0.20* (0.03) 0.42 0.28 0.18 0.26 0.30 0.42 
other manufacturing 2.16* (0.19) 3.12 2.00 2.09 3.28 5.73 4.50 










Table 5: Summary of Recent Mark-up Behaviour 












Paper & paper products 
Glass & glass products 
Professional & scientific equipment 
Furniture 
Food 
Basic non-ferrous metals** 




Wood & wood products· 
Non-metallic minerals 
Basic iron and steel 
Metal products excluding 
machinery 
Other transport equipment 
* change is off singular low or high 
Decrease 
Tobacco 
Printing, publishing & recorded 
media·· 




Leather & leather products 
*. change does not reflect trend - entire series should be looked at 
Less than 10% change 
Television, radio & communication 
equipment 
Other chemicals & man-made fibers·· 
Rubber products·· 












Table 6: Model Specification and Diagnostics 
Manufacturing 3-digit Sectors Lag Structure: Diagnostics (LM version): 
Imposed Serial Correlation Functional Form Normality Heteroscedasticity 
Food 2,0 0.38 [.54] 0.03 [.86] 1.15 [.56] 1.00 [.32] 
Beverages 1,0 0.61 [.43] 0.16 [.69] 2.69 [.26] 0.00 [.98] 
Tobacco 1,0 0.46 [.50] 0.31 [.58] 1.11 [.57] 1.40 [.24] 
Textiles 1,2 0.01 [.92] 1.45 [.23] 2.68 [.26] 0.05 [.83] 
Wearing apparel 2,1 0.04 0.01 [.91] 0.57 [.75] 0.18 [.67] 
Leather & leather products 1,0 1.47 [.23] 2.21 [.14] 4.70 [.10] 0.69 [.41] 
Footwear 2,0 0.33 [.57] 0.69 [.41] 3.51 [.17] 0.45 [.51] 
Wood & wood products 1,0 0.02 [.90] 0.03 [.87] 0.12 [.94] 0.06 [.80] 
Paper & paper products 1,2 0.45 [.50] 0.12 [.73] 3.59 [.17] 0.50 [.48] 
Printing, publishing & recorded media 1,1 0.52 [.47] 0.85 [.36] 0.11 [.95] 0.70 [.40] 
Coke & refined petroleum 1,1 0.00 [.96] 0.20 [.65] 0.81 [.67] 0.46 [.50] 
Basic chemicals 1,0 1.25 [.26] 1.15 [.28] 1.70 [.43] 1.21 [.27] 
Other chemicals & man-made fibers 1,1 0.58 [.45] 2.38 [.12] 0.50 [.78] 0.15 [.70] 
Rubber products 1,2 3.25 [.07] 0.51 [.48] 0.53 [.77] 2.42 [.12] 
Plastic products 2,0 0.23 [.63] 0.00 [.97] 0.35 [.84] 0.27 [.60] 
Glass & glass products 2,1 6.20* [.01] 0.76 [.39] 0.85 [.65] 0.00 [.96] 
Non-metallic minerals 2,2 0.44 [.51] 0.46 [.50] 2.71 [.26] 0.85 [.36] 
Basic iron & steel 2,0 0.68 [.41] 1.23 [.27] 0.36 [.83] 0.69 [.41] 
Basic non-ferrous metals 1,0 0.00 [.95] 0.89 [.35] 3.08 [.21] 0.94 [.33] 
Metal products excluding machinery 1,2 0.08 [.78] 0.25 [.62] 0.17 [.92] 0.63 [.43] 
Machinery & equipment 1,0 0.13 [.71] 0.76 [.38] 2.80 [.25] 0.10 [.76] 
Electrical machinery & apparatus 
Television, radio & communication equipment 1,1 0.00 [1.00] 0.27 [.60] 0.96 [.62] 2.70 [.10] 
Professional & scientific equipment 1,0 0.97 [.33] 0.02 [.89] 3.95 [.14] 0.04 [.83] 
Motor vehicles, parts & accessories 1,2 1.00 [.32] 0.07 [.79] 0.24 [.89] 0.87 [.35] 
Other transport equipment 1,2 0.02 [.90] 0.35 [.55] 1.08 [.58] 0.05 [.82] 
Furniture 1,0 0.01 [.93] 0.55 [.46] 0.25 [.88] 0.02 [.89] 
Other manufacturing 1,0 1.48 [.22] 0.37 [.54] 2.10 [.35] 0.01 [.91] 










Table 7: PMGE Results for Manufacturing Sector Labour Adjustment 
1972-2004 131 132 O'-hat Lab adj (O'-hat) Lab adj (0'=1) 
AIC(1) 0.42* -4.88* 0.70 3.43 4.88 
(0.15) (0.15) 
AIC(2) 0.67* -4.74* 0.60 2.84 4.74 
(0.14) (0.15) 
AIC(3) 0.59* -4.76* 0.63 2.99 4.76 
(0.14) (0.15) 
Note: * denotes significance at the 5% level 
Table 8: PMGE Results for Manufacturing Sector Labour Adjustment 
Lab adJ ("correct" 0')* Lab adj (0-=1) 
Sub-period AIC(1) AIC(2) AIC(1) AIC(2) 
1972-1986 3.54 2.76 4.63 4.25 
1973-1987 3.51 3.36 4.56 4.27 
1974-1988 3.71 4.06 4.40 4.06 
1975-1989 3.35 2.75 4.34 4.33 
1976-1990 3.28 2.17 4.32 3.35 
1977-1991 2.35 1.75 3.61 2.59 
1978-1992 2.50 2.02 4.13 2.77 
1979-1993 2.42 1.68 4.29 5.46 
1980-1994 2.43 1.13 4.84 1.87 
1981-1995 2.58 2.80 4.94 4.79 
1982-1996 2.62 2.78 4.63 4.77 
1983-1997 3.29 2.27 5.00 2.27 
1984-1998 2.72 2.43 4.84 4.19 
1985-1999 5.69 1.96 5.69 1.50 
1986-2000 6.79 3.66 3.69 1.56 
1987-2001 3.50 3.40 3.50 2.62 
1988-2002 2.45 1.83 4.58 3.76 
1989-2003 4.23 4.23 
1990-2004 .. 
* See text for Interpretation of "correct" 












Table 9: PSS ARDL Results for Manufacturing Sector Labour Adjustment 
Lab adj 
1972-2004 JH ~2 a-hat Lab adj (a-hat) Lab adj (a=1) ("correct" a) 
Food 0.13 -2.86* 0.88 2.52 2.86 2.86 
(0.25) (0.31) 
Beve** 0.29 -1.24* 0.78 0.96 1.24 1.24 
(0.26) (0.16) 
Toba n/a 
Text*** 5.82 -8.99* 0.15 1.32 8.99 8.99 
(3.23) (2.00) 
Wear 0.31 -5.13* 0.76 3.91 5.13 5.13 
(1.76) (1.95) 
Leat** -2.32 -5.37* -0.76 -4.07 5.37 5.37 
(1.46) (0.91) 
Foot 7.93* -9.95* 0.11 1.11 9.95 1.11 
(3.40) (1.86) 
Wood 0.99 -2.97* 0.50 1.50 2.97 2.97 
(0.68) (0.88) 
Pape n/a 
Prin -0.27 -2.11 * 1.37 2.88 2.11 2.11 
(0.35) (1.00) 
Coke -0.22 -1.27* 1.29 1.64 1.27 1.27 
(0.22) (0.44) 
Chern 0.23 -1.55* 0.81 1.26 1.55 1.55 
(0.23) (0.26) 
Otch n/a 
Rubb*** 8.27 -7.18* 0.11 0.77 7.18 7.18 
(5.39) (2.63) 
Plas*** 1.45* -3.79* 0.41 1.54 3.79 1.54 
(0.57) (0.77) 
Glas*** 0.01 -6.93* 0.99 6.85 6.93 6.93 
(0.81) (1.40) 
Nmet n/a 
Iron** 1.25* -4.32* 0.45 1.92 4.32 1.92 
(0.28) (0.34) 
Nfer n/a 
Meta -0.59 -5.36* 2.45 13.10 5.36 5.36 
(0.47) (0.34) 
Mach** -0.56 -4.90* 2.28 11.19 4.90 4.90 
(0.42) (0.56) 
Elec** -0.81 -2.84* 5.37 15.25 2.84 2.84 
(0.57) (0.45) 
Tele n/a 
Prof -0.97 -3.41 * 33.50 114.36 3.41 3.41 
(0.58) (0.31) 
Moto*** 3.24 -8.61 * 0.24 2.03 8.61 8.61 
(2.32) (3.69) 
Ottr n/a 
Furn*** -0.80 -7.36* 4.93 36.28 7.36 7.36 
(0.63) (0.59) 
Otma n/a 
Note: * denotes significance at the 5% level, ** denotes sector in which time dummies 












Table 10: Summary of Manufacturing Sector Labour Adjustment 
Top third (most rigid) Middle third Bottom third (least rigid) 
Text 8.99 Food 2.86 Seve 1.24 
Leat 5.37 Wear 5.13 Foot 1.11 
Rubb 7.18 Wood 2.97 Coke 1.27 
Glas 6.93 Prin 2.11 Chern 1.55 
Meta 5.36 Mach 4.90 Plas 1.54 
Moto 8.61 Elec 2.84 Iron 1.92 











Table 11: MGE Results for Manufacturing Sector Labour Adjustment 
Food Text Wear Leat Foot Wood Pape Prin Chern Otch PI as Glas Iron Meta Mach Elec Prof Furn 
Sub-period a=1 a=1 a=1 a=1 a=1 a=1 a=1 a=1 vara a=1 a=1 a=1 var a a=1 a=1 a=1 a=1 a=1 
1972-1986 3.34 2.79 9.42 13.99 17.87 7.04 4.31 1.85 4.33 5.19 4.09 5.65 6.88 3.77 4.82 11.98 
1973-1987 3.15 2.78 9.61 11.90 17.84 5.49 4.43 1.92 4.34 5.22 2.77 5.54 7.09 3.95 4.75 11.73 
1974-1988 3.41 3.47 6.99 16.50 17.93 4.88 4.59 1.68 4.68 4.93 2.87 5.48 7.19 4.03 4.66 11.76 
1975-1989 3.04 4.23 15.83 18.01 5.42 4.30 1.70 4.80 4.82 1.89 4.94 7.32 3.76 4.63 11.68 
1976-1990 2.56 2.18 15.28 16.55 4.19 5.18 1.77 4.74 4.57 1.49 4.82 6.99 3.10 4.10 11.58 
1977-1991 3.07 5.69 4.32 15.14 3.21 3.35 5.14 1.92 1.67 3.58 1.43 4.79 5.79 3.23 4.79 9.99 
1978-1992 3.59 5.61 6.47 6.51 9.39 3.07 2.33 4.45 1.86 1.84 4.05 3.30 1.15 4.92 5.74 3.21 5.32 8.36 
1979-1993 3.75 5.28 7.32 7.91 13.96 2.48 1.80 4.49 1.88 2.04 3.91 2.56 1.12 5.27 5.69 3.32 2.85 8.48 
1980-1994 2.14 5.15 7.03 9.48 13.80 2.09 1.48 4.15 1.67 3.58 3.28 2.93 5.40 5.92 5.01 2.24 8.48 
1981-1995 1.54 5.00 6.96 9.41 12.84 2.16 1.44 1.89 2.72 3.53 5.07 5.25 5.25 2.20 7.63 
1982-1996 1.65 5.00 12.41 2.78 12.37 1.60 2.11 3.40 2.80 3.18 1.91 4.65 6.15 3.26 3.31 8.75 
1983-1997 2.22 5.58 11.64 5.28 12.20 1.77 1.48 3.76 2.86 1.02 4.03 1.18 4.60 5.48 2.93 3.46 8.61 
1984-1998 4.13 8.34 10.53 5.42 12.24 1.21 1.76 4.27 5.52 2.76 4.59 5.36 2.86 10.13 
1985-1999 4.01 8.38 4.66 6.06 10.78 1.31 1.95 2.76 2.74 2.03 1.20 2.33 6.46 9.98 2.66 6.29 9.09 
1986-2000 3.63 8.75 6.18 6.43 1.40 1.91 3.80 3.75 1.77 4.16 1.70 6.56 6.77 2.08 6.06 9.04 
1987-2001 2.63 10.70 5.15 8.88 2.24 4.38 1.68 6.39 5.35 2.24 6.07 9.20 
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