Acoustic shock and acceleration waves in inhomogeneous fluids are investigated using both analytical and numerical methods. In the context of start-up signaling problems, and based on linear acoustics theory, we study the propagation of such waveforms in the atmosphere and in fluids that possess a periodic ambient density profile. It is shown that vertically-running shock and acceleration waves in the atmosphere suffer amplitude growth. In contrast, those in the periodic-density fluid have bounded amplitudes that exhibit periodic, but non-trivial, oscillations; this is illustrated via a series of numerically-generated profile-evolution plots, which were computed using the PyClaw software package.
Introduction
The central focus of this paper is singular surfaces, specifically, acoustic shock and acceleration waves, in inhomogeneous fluids. The study of acoustic propagation in such media dates back more than two centuries to the works of Laplace and Poisson on propagation in the atmosphere; see, e.g., Refs. [17, §303] , [19, p. 553] , and those cited therein. The modern treatment of acoustic phenomena in inhomogeneous fluids, however, can be traced back to the early 20th century and the works of Lamb [17, 18, 19] , who, like his forerunners 1 , considered propagation in the atmosphere. The problem of acoustic waves in inhomogeneous media [27] remains of significant interest due, e.g., to the importance of sound interaction with both the atmospheric boundary layer and features in the terrain [38] . Yet, most of the current work remains purely computational.
On the other hand, the results of the singular surface analyses carried out below are exact. The three cases considered are based on linear acoustics theory and involve the simplest density profiles used to model inhomogeneous fluids. Our aims are to shed light on how shock and acceleration waves evolve in such fluids and highlight the effectiveness of singular surface theory as a tool to probe inhomogeneous media in general.
To this end, the present article is organized as follows. In Sect. 2, the system of Euler equations governing compressible flow in inhomogeneous fluids is stated and terms/quantities are defined. In Sect. 3, we revisit the issue of vertical propagation in the atmosphere, extending a number of Lamb's studies [19, 20] to include shock and acceleration waves. Then, in Sect. 4, we do the same for the case of a fluid that exhibits a periodic ambient density profile and is free of external body forces, and we also provide numerical results and details of the implementation of our model into a modern shock-capturing numerical software package. Finally, in Sect. 5 we note, and briefly discuss, three possible extensions of the present investigation.
Before stating our governing system, however, it should be noted that researchers in continuum physics have investigated singular surfaces not only in fluids, but also in solids; see, e.g., Refs. [6, 9, 30, 33] and those cited therein. Indeed, the present study was inspired, in part, by the work of Berezovski et al. [2, 3] on waves in inhomogeneous thermoelastic media, which extended Maugin's [24] work on material inhomogeneties in elasticity to thermoelastic media. And as we do here, Berezovski et al. employed singular surface theory and presented numerical simulations using LeVeque's [22] shockcapturing scheme; see also Maugin's [25] discussion of shock waves, singular surfaces, and phase-transition fronts.
Euler equations for compressible flow in inhomogeneous fluids
In the case of an inhomogeneous fluid, which we assume to be lossless 2 , the (Euler) system of equations that governs compressible flow becomes [4] :
Here, u = (u, υ, w) is the velocity vector; ̺(> 0) is the mass density; p(> 0) is the thermodynamic pressure; η is the specific entropy; b = b(x, y, z) is the external (per unit mass) body force vector; D/Dt is the material derivative; and the (thermodynamic) variable c(> 0) denotes the sound speed. For fluids in general, c 2 = A/̺, where A is the adiabatic bulk modulus [28, p. 30] . In the case of perfect gases 3 , however, A = γp; therefore, in such gases, c 2 = γp/̺ and, moreover, p, ̺, and ϑ satisfy the following special case of the ideal gas law:
Here, ϑ(> 0) is the absolute temperature; c p > c v > 0 are the specific heats at constant pressure and volume, respectively; and γ = c p /c v , where γ ∈ (1, 5/3] for perfect gases.
In what follows, we shall restrict our attention to propagation in 1D and investigate linearized versions of Sys. (1) . Moreover, the ambient state of the fluid shall always be taken as quiescent [28, p. 14] ; i.e., while p a , ̺ a , ϑ a , and η a may vary with, at most, position, u a = (0, 0, 0), where a subscript 'a' denotes the ambient state value of the quantity to which it is attached. And lastly, we reserve 'ζ' for use hereafter as a 'dummy' variable.
Vertical propagation in the atmosphere
In this section we consider the special case of Sys. (1) discussed in Ref. [37, p. 159] , wherein u = (0, 0, w(z, t)), p = p(z, t), ̺ = ̺(z, t), and b = (0, 0, −g); here, g denotes the acceleration due to gravity near the surface, where g ≈ 9.81m/s 2 in the case of Earth, and the +z-axis is directed vertically upwards.
And for later reference we observe that, for perfect gases,
a relation easily derived from, e.g., Ref. [15, Eq. (19) ]. Here, we introduce the notation p 0 := lim z→0 p a (z), ̺ 0 := lim z→0 ̺ a (z), ϑ 0 := lim z→0 ϑ a (z), and η 0 := lim z→0 η a (z), where p 0 , ̺ 0 , ϑ 0 , and η 0 are constants, with p 0 , ̺ 0 , and ϑ 0 connected via Eq. (2).
Linearized system and equation of motion
We begin by eliminating D̺/Dt between Eqs. (1a) and (1c). Then, on settingp(z, t) = p(z, t)−p a (z) and̺(z, t) = ̺(z, t)−̺ a (z) and linearizing about the ambient state, Sys. (1) becomes
where in this section a prime denotes d/dz. Making use of the 'statical' relation (Lamb [20, p. 541 
which stems from the fact that the field variables' ambient state values must satisfy Sys. (4), yields the further simplificatioñ
3 Also known as polytropic gases [37, p. 154 ]; see Thompson [32, §2.5] . Now eliminatingp t between Eqs. (6b) and Eq. (6c), after applying ∂/∂t to the former and ∂/∂z to the latter, yields
where we have also made use of Eq. (6a). On setting ℘ t (z, t) := −A a (z)w z in Eq. (7) and then integrating with respect to t, we are led to consider the two-equation system
where the resulting function of integration has been set equal to zero without loss of generality.
In anticipation of the singular surface analyses that shall be carried out in the next subsection, let us divide Sys. (8) by ̺ a (z), and set c 
It is a straightforward matter to now eliminate ψ between the PDEs of Sys. (9) and obtain the equation of motion governing vertical propagation in an atmosphere (and ocean), namely,
In the case of a perfect gas, wherein A a (z) = γp a (z), Eq. (10), with the aid of Eq. (5), reduces to
Equations (10) and (11) are, we observe, equivalent to the first and second displayed PDEs in Ref. [37, p. 160] . Notice also that both Eqs. (10) and (11) are second-order wave equations with variable coefficients. A survey of such PDEs is given in [10] , wherein it is shown that they also arise in propagation problems involving homogeneous media with moving boundaries. In this section we shall, for the two most common cases of ̺ a (z) (relating to the atmosphere), investigate the following hybrid 4 initial-boundary value problem (hIBVP):
where W 0 (> 0) is a constant, s is the Laplace transform parameter, a bar over a quantity denotes the image of that quantity in the Laplace transform domain, and λ(> 0) will either be assigned a (fixed) value or be replaced with ∞. Also, in this communication we let
where the angular frequency ω(> 0) is a constant, and Θ(ζ) denotes the Heaviside unit step function. This hIBVP, we observe, is known as a (acoustic) signaling problem [13, p. 189 ].
Singular surface results
As in Ref. [9, §4] , we define the amplitude of the jump in a function F = F(z, t) across a singular surface z = Σ(t) as
where F ∓ := lim z→Σ(t) ∓ F(z, t) are assumed to exist, and where a '+' superscript corresponds to the region into which Σ is advancing while a '−' superscript corresponds to the region behind Σ. Physically, the surface z = Σ(t) represents a wavefront.
Using Sys. (9) and the Rankine-Hugoniot conditions ([5, §6.3], [23] ), in the shock case, and Maxwell's theorem [33, p. 494] , in the acceleration wave case, leads us to the ODE
to be solved subject to the IC Σ(0) = 0, with only the positive (i.e., '+' sign case) solution retained. Here, V(t) = c a (Σ(t)) is the speed at which Σ(t) propagates (upward) along the +z-axis.
Applying the tools of singular surface theory (see, e.g., Refs. 
which on carrying out the integration and simplifying becomes
In Eq. (17) 
which we can immediately reduce to 
Lastly, it should be noted that the expressions derived in this subsection apply only for times prior to the time the wavefront in question encounters a boundary, assuming one is present.
Exponential density profile
We begin with the simplest case of ̺ a (z), i.e., of the so-called 'exponential atmosphere':
Here, H = c 2 0 /(γg) is the height of the 'homogeneous atmosphere' under the assumption that ϑ a (z) is constant, specifically, that ϑ a (z) = ϑ 0 for all z > 0 [20, p. 542] .
In the case of Eq. (20), then, Eq. (5) implies that p a (z) = p 0 exp(−z/H), and Eq. (11) and (12a) reduce to
On replacing Eq. (12a) and λ with Eq. (21) and ∞, respectively, hIBVP (12) becomes
Exact solutions to hIBVP (22) for both cases of f (t) can be determined using the Laplace transform; see Ref. [8, §82] , wherein the exact solution for the case f (t) = 1 is given. In the case of hIBVP (22), Σ(t) = c 0 t, meaning that V(t) = c 0 ; thus, from Eqs. (17) and (19), one finds that the resulting shock and acceleration wave amplitudes are given by
respectively, with both jumps occurring across Σ(t) = c 0 t. 
Remark 3.1. It is apt to mention the nonlinear acceleration wave analysis performed by Walsh [35] , who also considered vertically-propagating acoustic wavefronts in the atmosphere; Walsh, however, took ̺ a (z) and ϑ a (z) as exponential functions.
Algebraic density profile
We now consider a variant of the profile in [20, §310] , viz.,
which, with the aid of Eq. (5), yields
Here, we must have ℓ := (χ + 1)H, where χ(≥ 0) is a (known) constant, to ensure that ϑ ′ a (z) is always negative and constantvalued [20, p. 545] , and p 0 = g̺ 0 H. Thus, for this class of density profiles Eq. (11) becomes
Now replacing Eq. (12a) with Eq. (27) and setting λ = ℓ, IBVP (12) becomes
Introducing the following dimensionless variables:
hIBVP (28) simplifies to
Here, on setting Ω := ωℓ/c 0 , we now have
Applying the Laplace transform to Eq. (30a) and the left-BC, and then using the ICs, hIBVP (30) is reduced to the following boundary value problem (BVP) in the transform domain:
This subsidiary equation can be transformed into a Bessel-type ODE (see Ref.
[20, p. 546]), after which it is not difficult to obtain the exact (transform-domain) solution
where it should be noted that
Here, I ς (ζ) and Γ(ζ) denote the modified Bessel function of the first kind of order ς and the gamma function, respectively. As page limitations prevent us from doing so, we leave the inversion of Eq. (33) 
In the remainder of this section, we shall limit our focus to 0 < T < T R , where T R is the time that the wavefront created by the signal in question first reaches the right boundary (i.e., Z = 1).
For the shock and acceleration wave cases, then, inverting Eq. (35) term-by-term yields the small-T approximations: (36) for which f (s) = 1/s was used, and
for which
If we now replace Z with σ(T ) in the argument of the Heaviside function in these approximations, set the argument expression to zero, and then solve for σ(T ), we find that
from which it follows that V(T ) = 1 − T/2 and T R = 2; here, σ denotes the dimensionless version of Σ. Thus, using the general expressions given in Eqs. (17) and (19) , the shock and acceleration wave amplitudes stemming from the density profile given in Eq. (25) are found to be
respectively, with both jumps occurring across Z = σ(T ). In the shock case we once again see amplitude blow-up, but now as T → T R (= 2). In contrast, the acceleration wave case is more interesting. This is because, like the nonlinear version of this case of hIBVP (30) involving a homogeneous gas (see, e.g., Ref. [11] ), Eq. (40) exhibits wavefront steepening (i.e., 'shocking-up') as T → 2; however, unlike that of the former, the solution profile corresponding to Eq. (40) also blows-up as T → 2. These behaviors are illustrated below in Fig. 1 
where H h := γH/(γ − 1). Here, χ = 0, (γ − 1) −1 correspond to ℓ = H, H h , respectively, where H h > H, and the subscript 'h' signifies that in this case the ambient state is homentropic 5 . Also, χ = 0 implies that ϑ 
Numerical results: algebraic density profile
In this subsection we compute and plot the velocity field solution, for several cases of the algebraic density profile, by numerically inverting the Laplace domain solution [Eq. (33)] using the formula
where T > 0. Equation (42) is a modified version of Tzou's [34] Riemann-sum inversion approximation, obtained by introducing Lanczos' 'σ-factors' [21] , i.e., the sinc(mπ/M), where
into the latter. This is done to reduce the Gibbs phenomenon in Fourier series, such as Eq. (42), near discontinuities in the function being approximated, as in, e.g., our shock solution [i.e., the case f (s) = 1/s], without affecting the series' convergence. Here, we have set M = 1, 500; the number '4.7' and the quantity to which it is assigned are discussed in Ref. [34, p. 41] . Figure 1 shows the evolution of a shock wave [panels (a) and (b)] and an acceleration wave [panels (c) and (d)] based on Eq. (33) for three choices of the algebraic exponent: χ = 0, 2.5, 4, where χ = 2.5 corresponds to air, for which γ = 1.4, when the ambient state is homentropic (see Remark 3.2). As suggested by Eq. (38) , the location of the wavefront is independent of χ. The shock and acceleration wave amplitudes grow algebraically without bound, however, as indicated by Eqs. (39) and (40). In Fig. 1 , we have also included the acceleration wave's wavefront location and amplitude, i.e., the straight lines
, where the acceleration wave amplitude is given by Eq. (39) and the wavefront location by Eq. (38) , which show excellent agreement with the solution obtained via numerical inversion.
Propagation in a fluid with a periodic density profile in
the absence of external body forces
Linearized system and equation of motion
In this section we assume 1D planar propagation along the x-axis; i.e., we take u = (u(x, t), 0, 0) and b = (0, 0, 0), and ob- serve that in this setting p and ̺ are, like u, both functions of x and t only. Again eliminating D̺/Dt between Eq. (1a) and (1c), but now setting p(x, t) = p(x, t) − p a (x), it is a straightforward matter to linearize this special case of Sys. (1) and express it as
where in this section a prime denotes d/dx. Here, we observe that if one seeks to determine only u and/or p, then the b = (0, 0, 0) special case of the 1D version of Sys.
(1) can always be reduced to a two-equation system. Since the ambient state values of the field variables must also satisfy this system, it follows that p a (x) is necessarily a constant, specifically, p a (x) = p r , where p r is a reference value of p a (x); hence, p ′ a (x) = 0 and, on setting ϕ(x, t) := p(x, t)/̺ a (x), Sys. (44) can be recast as
where we note that c 
If we now assume the periodic density profile
and that A a (x) is constant 6 , i.e., A a (x) = A r , then it follows that
Here, ̺ r and A r represent reference values of ̺ a (x) and A a (x), respectively; ǫ ∈ (0, 1) is a (dimensionless) parameter; c 2 r = A r /̺ r ; and L is a characteristic length of the domain.
Formulation of IBVP and singular surface results
We now consider the following IBVP involving Eq. (46) with c a given by (48), and wherein U 0 (> 0) is a (known) constant:
As the shock and acceleration wave results presented below are only valid for such times, we have limited our focus to 0 < t < t f , where t f is the time at which the wavefront of the input signal in question first reaches the right boundary (i.e., x = L). Notwithstanding the fact that it involves a linear PDE and linear BCs, at present, there appears little hope of obtaining an analytical solution to this IBVP. Accordingly, we must turn to numerical methods if further progress is to be achieved.
To this end, we introduce the following dimensionless variables: U = u/U 0 , X = x/L, and T = t/(L/c r ). With these substitutions, our IBVP is reduced to
Here, C a (X) = c a (LX)/c r = [1 + ǫ cos(kπX)] −1/2 and f (T ) is again given by Eq. (31), but in this section Ω is defined as Ω := ωL/c r . Also, T f , the dimensionless version of t f , is given by
where E(ζ | m) and E(m) are the incomplete and complete, respectively, elliptic integrals of the second kind with parameter m ∈ (0, 1) [1, 7] ; i.e., Υ(T f ) = 1, where Υ is implicitly given by
and where X = Υ(T ) is the location of the wavefront during its initial transit of the interval 0 < X < 1. Equation (52), we observe, was obtained by integrating, subject to the IC Υ(0) = 0, the '+' sign case of the ODE dΥ dT
where the (dimensionless) speed at which Υ(T ) propagates (to the right) along the +X-axis is U(T ) = C a (Υ(T )).
In the case of IBVP (50), then, the shock and acceleration wave amplitudes are, using Eqs. (17) and (19) , found to be
respectively, with both jumps occurring across X = Υ(T ). 
Approximations relating to IBVP (50)
On expanding Eq. (52) for small-Υ we find that Υ− 1 12
. (56) If we now neglect terms of O(Υ 5 ) and apply d/dT to both sides, then Eq. (56) can be solved for U(T ) to yield
Here, U(ǫ) = (1 + ǫ) −1/2 is the speed at which both the acceleration and shock wavefronts propagate in the homogeneous (i.e., k → 0) fluid case and Υ = Υ * , where Υ * := 2(kπ) Equation (56) also makes clear that, to lowest order,
while from Eq. (57) we find that
ǫ is the value of T corresponding to Υ * . We leave it to the reader to solve the aforementioned cubic; see Ref. [1, p. 17] . However, he/she should be aware that it is only the (positive) root which tends to zero, as T → 0, that approximates Υ(T ), and then only for T ≪ min(T f , T * ). Returning to Eq. (52), we now expand it for small-ǫ. After neglecting terms of O(ǫ 2 ) and simplifying, we obtain
which we observe is an approximate version of Kepler's equation [36] with negative eccentricity e = −ǫ/2. Using Ref. [36, Eq. (6) ], Eq. (59) may be solved to give the approximation
where J ς (ζ) is the Bessel function of the first kind of order ς.
As is readily established, T f ∈ (0, 1); and from this it follows that U avg (T ) > 1 > U(ǫ), where U avg (T ) = 1/T f . Moreover, as expanding the last expression in Eq. (51) for small-ǫ reveals, 
Numerical results: periodic density profile
Our numerical approach to acoustic propagation in a periodic fluid medium in the absence of external body forces is based on the dimensionless version of the non-conservative system (44):
where P = p/(̺ r c r U 0 ). To solve Sys. (62) numerically, subject to the stated ICs and BCs, we employ the modern extensible software package PyClaw [12, 16] . PyClaw is based on LeVeque's CLAWPACK [23] . We employed the PyClaw solver based on the second-order-accurate wave propagation algorithm [22] ; see also Refs. [14, 23] . The wave propagation method is a high-resolution shock-capturing scheme capable of handling non-conservative hyperbolic systems of PDEs. The PyClaw package and its Riemann solvers (for handling discontinuous solutions) have been benchmarked against other methods and exact solutions; thus, the numerical solutions shown below are robust, reproducible, and highly accurate. Specifically, we have employed a Python implementation of the variable coefficient acoustics Riemann solver [14] . High-resolution shock-capturing schemes require limiters to resolve discontinuities; we employed the so-called monotonized central (MC) limiter [23] . The simulations discussed below were performed using a computation grid of 20, 000 (for k = 5 and 8) and 60, 000 (for k = 15 and 25) cells on the domain X ∈ [0, 1]. A second-order, adaptive time-stepping scheme was used, which maintained a 'target' Courant-Friedrichs-Lewy (CFL) number of 0.9. At X = 0, an inlet velocity BC was applied, while at X = 1 a transmissive (i.e., extrapolation) BC was employed. These BCs were implemented using two ghost cells on each side of the computational domain (see Ref. [23] ) to maintain the overall second-order accuracy of the scheme.
Figures 2 shows the evolution of an acceleration wave, while Figs. 3 and 4 show the evolution of a shock wave in U(X, T ). The numerical solutions of the IBVP are compared to the theoretical results from singular surface theory discussed in Sect. 4.2. The agreement at the wavefront X = Υ(T ) is very good, however, as k becomes large (in Figs. 2 and 4) , the wavefront becomes highly localized, which leads to some small amount of numerical error, e.g., in Fig. 4(f) . The numerical solutions reveal many more features than the theoretical discussion. Specifically, we observe that the wave profile behind the wavefront, i.e., for 0 < X < Υ(T ), is quite complex due to the periodic density profile, especially for the case of a shock wave in Fig. 4(d,e,f) . From Eq. (48), we see that the periodic density profile necessitate a periodic sound speed. Thus, as the acceleration (or shock) wave propagates forward, acoustic disturbance emanate backwards from it as it has to slow down or speed up due to the variable sound speed. These disturbances reach the boundary X = 0, reflect and create this complex superposition that is particularly well illustrated in Fig. 4 .
Closure
Lastly, we offer the following as possible, analytically tractable, extensions of the present study.
• Consider vertically-running shock and acceleration waves under Taylor's [31] two-layer atmosphere model; viz.: with ϑ a (z) = ϑ 0 − β 1 z/2 for z ∈ (0, z i ) and ϑ a (z) = ϑ i for z ≥ z i . Here, H 1 := 2H h and H 2 := ϑ i /β, the interface between the layers lies at z = z i , and ϑ i = ϑ 0 − β 1 z i /2.
• The following outlines what is, perhaps, the most promising approach by which exact solutions to the simplest (i.e., full-Dirichlet) version of IBVP (50) Here, C(ς 1 , ς 2 , ζ) and S (ς 1 , ς 2 , ζ) are the even and odd Mathieu functions [26] , respectively. In principle, the exact time-domain solution, U(X, T ), can be determined by applying the 'Inversion Theorem' [8] (also known as the complex inversion formula) to Eq. (65).
• Examine signaling problems wherein the present linear equations of motion are replaced by their weaklynonlinear 7 counterparts; e.g., re-work the (weaklynonlinear) IBVP analyzed in Ref. [11] , wherein f (t) ∝ sin(ωt) was also used, assuming an inhomogeneous gas.
