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BAB III 
METODE PENELITIAN 
 
A. Jenis Penelitian 
Penelitian ini bersifat deskriptif kuantitatif yaitu penelitian yang sifatnya 
memberikan gambaran secara umum mengenai bahasan yang diteliti dalam 
bentuk data atau angka yang kemudian dianalisa, diklasifikasikan dan 
dipresentasikan dalam bentuk uraian. Penelitian ini dilakukan dengan cara 
mengamati obyek penelitian yang telah dipilih kemudian menganalisa serta 
menyimpulkan ada tidaknya pengaruh variabel independen yaitu ekspor, 
utang luar negeri dan nilai tukar terhadap variabel dependen yaitu 
pertumbuhan ekonomi (GDP) di Indonesia dan Malaysia. 
B. Obyek Penelitian 
Penelitian ini membahas tentang pengaruh variabel makro ekonomi 
yang terdiri ekspor, utang luar negeri dan nilai tukar terhadap pertumbuhan 
ekonomi di Indonesia dan Malaysia. Waktu penelitian mulai dari periode 
1981 - 2016. 
C. Jenis dan Sumber Data 
1. Jenis Data 
Data adalah segala sesuatu yang diketahui atau dianggap 
mempunyai sifat bisa memberikan gambaran tentang suatu keadaan atau 
persoalan (Sugiyono, 2012). Data yang digunakan di dalam penulisan 
penelitian ini adalah data sekunder yang bersifat kuantitatif. Data 
sekunder merupakan data yang diambil dari pihak lain atau data yang 
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telah diolah oleh pihak ketiga secara berkala (time series) yang sering 
digunakan untuk melihat pola perkembangan obyek penelitian selama 
periode-periode tertentu. Penelitian ini menggunakan data time series 
yaitu tahun 1981 - 2016 dengan data cross section Indonesia dan 
Malaysia. 
2. Sumber Data 
Sumber data yang digunakan dalam penelitian ini diperoleh dari 
beberapa sumber, yaitu berasal dari publikasi – publikasi swasta maupun 
instansi pemerintah, seperti: 
a. Pertumbuhan ekonomi (GDP) Indonesia dan Malaysia bersumber 
dari Worldbank. 
b. Data Nilai ekspor Indonesia dan Malaysia bersumber dari Asean 
Development Bank (ADB). 
c. Data Utang luar negeri Indonesia dan Malaysia bersumber dari 
Worldbank. 
d. Data Nilai Tukar Indonesia dan Malaysia bersumber dari Worldbank. 
D. Definisi Operasional Variabel  
Adapun definisi operasional variabel dalam penelitian ini dapat 
diuraikan sebagai berikut: 
1. Variabel Terikat (Dependent Variable) 
Dependent Variable atau variabel terikat adalah variabel yang  
besaran nilainya dipengaruhi oleh variabel  bebas, dimana biasanya 
variabel terikat selalu dinotasikan dalam huruf (Y). Adapun yang menjadi 
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variabel terikat dalam penelitian ini adalah Pertumbuhan ekonomi (GDP) 
Indonesia dan Malaysia dari tahun 1981-2016. Pertumbuhan ekonomi 
(GDP)  dalam penelitian ini merupakan GDP Konstan 2010 dalam bentuk 
nominal secara keseluruhan yang dilakukan oleh Indonesia dan Malaysia 
dalam satuan USD. Pertumbuhan ekonomi (GDP) disini hanya terbatas 
pada Pertumbuhan ekonomi (GDP) di Indonesia dan Malaysia. Data 
bersumber dari Bank Dunia/World Bank. 
2. Variabel Bebas (Independent Variable) 
Independent Variable atau variabel bebas adalah variabel yang 
mempengaruhi variabel terikat. Penelitian ini terdapat tiga variabel yang 
termasuk dalam variabel bebas, ketiga variabel bebas tersebut adalah 
Nilai Ekspor Total (Satuan USD) (  ), Nilai Total Utang Luar Negeri 
(Satuan USD) (  ) dan Nilai Tukar (Rp dan RM terhadap USD) (  ). 
E. Teknik Pengumpulan Data 
Data dalam penelitian ini diperoleh dengan cara menggunakan teknik 
dokumentasi yaitu menyalin dokumen yang telah dipublikasikan oleh Bank 
Dunia/World Bank, Asean Development Bank (ADB) dan beberapa laporan, 
jurnal ilmiah, literatur serta sumber – sumber lainnya yang mendukung dan 
memiliki hubungan dengan kajian penelitian ini.  
F. Teknik Analisis Data 
1. Model Penelitian 
Metode analisis yang digunakan dalam penelitian menggunakan 
analisis panel data (pooled data) sebagai alat mengolah data 
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menggunakan Eviews 9. Dimana analisis panel merupakan kombinasi 
antara analisis deret waktu (time series data) data berupa tahun 1981-
2016 dan deret unit (unit-section) data berupa data 2 (dua) Negara 
Indonesia dan Malaysia. 
Persamaan dari data panel dapat ditulis sebagai berikut: 
Y   =      
     
     
      ; i= N; t = T 
Log Y  =      
 
  +  
 
      +          +      + u 
Keterangan : 
Y          = Pertumbuhan Ekonomi (GDP) Indonesia dan Malaysia       
                  pada periode t 
   = Konstanta 
   = Koefisien regresi dari Ekspor 
   = Koefisien dari Utang Luar Negeri 
   = Koefisien  dari Nilai Tukar 
   = Ekspor pada periode t 
   = Utang Luar Negeri pada periode t 
   = Nilai Tukar pada periode t 
N = Σ observasi (cross-section) 
T = Σ waktu (time-series) 
N x T = Σ data panel 
u = error 
 
2. Metode Estimasi Data Panel 
Analisis data panel merupakan suatu kombinasi antara data time series 
dengan data cross-section. Untuk itu, dengan menggunakan data panel 
pada penelitian ini diharapkan dapat menggambarkan ekspor, utang 
luar negeri dan nilai tukar Indonesia dan Malaysia pada periode waktu 
tertentu serta masing-masing negara tujuan. Penggunaan data time 
series atau cross-section yang terpisah tidak dapat memberikan 
informasi secara maksimal. Data time series yang digunakan dalam 
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penelitian ini adalah mulai tahun 1981 - 2016, sedangkan data cross-
section yang digunakan dalam penelitian ini adalah Negara tujuan 
Pertumbuhan Ekonomi yaitu Indonesia dan Malaysia. Dalam 
penelitian ini jumlah observasi sebanyak 35 data yaitu jumlah tahun 
dikalikan dengan jumlah negara. 
a. Model Common Effect 
Model Common Effect atau Pooled Least Square adalah metode 
estimasi yang menghubungkan (pooled) seluruh data time series 
dan cross-section kemudian melakukan pendugaan (pooling) di 
setiap observasi terdapat regresi sehingga datanya berdimensi 
tunggal. 
Dari data panel akan diketahun N adalah jumlah unit cross-
section dan T adalah jumlah periode waktu. Dengan 
menggunakan pooling seluruh observasi sebanyak NT, maka 
persamaan metode ini dapat dirumuskan sebagai berikut : 
           
      
Dimana : 
Yit : Variabel terikat individu ke-i pada waktu ke-i 
   
 
  : Variabel bebas ke-j  individu ke-i pada waktu ke-t 
i : Unit cross-section sebanyak N 
j : Unit time-series sebanyak T 
    : Komponen error individu ke-i ada waktu ke-t 
  : Intercept 
   : Parameter untuk variabel  ke-j  
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Pendekatan yang paling sederhana untuk mengestimasi 
persamaan tersebut adalah mengabaikan dimensi cross-section 
dan time series dari data panel dan mengestimasi data dengan 
metode kuadrat terkecil biasa (OLS) yang diterapkan dalam data 
berbentuk pool. Akibatnya model ini mempunyai intersep α dan 
slope   yang sama untuk setiap individu, sehingga efek individu 
tidak akan terlihat. 
b. Model Fixed Effect 
Banyak yang mengasumsikan bahwa intersep atau slope 
akan sama baik antar individu dan antar waktu namun, intersep 
dan slope antar individu pada kenyataannya berbeda. 
Karakteristik antar variabel jelas akan berbeda sehingga kita 
perlu menggambarkan bahwa intersep antar individu berbeda 
sedangkan slope-nya tetap. Perbedaan intersep bisa 
menggambarkan adanya perbedaan karakteristik antar individu. 
Model yang mengasumsikan adanya perbedaan intersep di 
dalam persaamaan tersebut dikenal dengan model regresi fixed 
effect. 
Model ini juga untuk mengestimasi data panel dengan 
menambahkan variabel dummy. Model ini mengasumsikan 
bahwa terdapat efek yang berbeda antar individu. Perbedaan ini 
dapat diakomodasi melalui perbedaan diintersepnya. Oleh 
karena itu dalam model fixed effect, setiap individu merupakan 
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parameter yang tidak diketahui dan akan diestimasi dengan 
menggunakan teknik variabel dummy. Persamaan metode ini 
dapat dirumuskan sebagai berikut : 
            
  ∑
 
   
         
Dimana : 
Yit : Variabel terikat individu ke-i pada waktu ke-i 
   
 
  : Variabel bebas ke-j  individu ke-i pada waktu ke-t 
   : Dummy Variable 
i : Unit cross-section sebanyak N 
j : Unit time-series sebanyak T 
    : Komponen error individu ke-i ada waktu ke-t 
  : Intercept 
   : Parameter untuk variabel  ke-j  
 
Teknik ini dinamakan Least Square Dummy Variabel 
(LSDV). Selain diterapkan untuk efek tiap individu, LSDV ini 
juga dapat mengkombinasikan efek waktu yang bersifat 
sismatik. Hal ini dapat dilakukan melalui penambahan variabel 
dummy waktu di dalam model. (Silalahi, 2014). 
c. Model Random Effect 
Ide dasar dari pendekatan ini adalah jika dalam model 
FEM asumsinya error term berkorelasi dengan regressor (X) 
maka dalam REM, error term asumsinya tidak berkorelasi 
dengan regressor (X) atau bersifat random. Persamaan random 
effect dapat dirumuskan sebagai berikut : 
           
                
Dimana : 
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ui : Komponen error cross-section 
Vt : Komponen time series  
Wit : Komponen error gabungan 
 
d. Pemilihan Metode Estimasi dalam Data Panel 
Ada tiga teknik yang bisa digunakan dalam regresi data panel 
yaitu Common effect, Fixed Effect dan Random Effect. Untuk 
menentukan teknik yang paling tepat untuk mengestimasi 
regresi data panel, harus melalui tiga uji yaitu Uji Chow, Uji 
Lagrange Multiplier (LM) dan Uji Hausman. 
a. Chow Test (Uji Chow) 
Yakni pengujian untuk menentukan model Fixed 
Effect atau Random Effect yang paling tepat digunakan 
dalam mengestimasi data panel.  Hipotesis dalam uji chow 
adalah: 
   = Model Commont Effect  
   = Model Fixed Effect 
 
Dasar penolakan terhadap hipotesa nol (Ho) adalah 
dengan menggunakan F-statistik, seperti rumus berikut : 
(Mahulete. 2016). 
     
(         ) (   )
(    ) (      )
 
ESS1 : Residual Sun Square hasil perdugaan model fixed 
effect 
ESS2 : Residual Sun Square hasil perdugaan model 
pooled last square 
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N : Jumlah Data Cross Section 
T : Jumlah Data Time Series 
K : Jumlah Variabel Penjelas 
Statistik chow mengikuti distribusi F-statistik 
dengan derajat bebas (N-1,NT-N-K). Jika nilai chow 
statistik (F-statistik) > F tabel, maka H1 diterima, maka 
yang terpilih adalah model fixed effect, begitu pula 
sebaliknya. (Mahulete, 2016). 
b. Uji Lagrange Multiplier (LM) 
Pengujian yang dilakukan random effect ini 
dikembangkan oleh Breusch Pagan. Metode Breucsh 
Pagan untuk uji signifikasi random effect didasarkan pada 
nilai residual dari meode OLS. 
   = 0 (Model Commont Effect) 
   ≠ 0 (Model Fixed Effect lebih baik) 
Statistik Uji LM yaitu LM = 
   
 (   )
[
∑ ((    )
  
   
∑ ∑    
  
   
 
   
  ] 
Dimana:  
n  = Banyaknya unit cross-section 
T  = Banyaknya periode waktu 
    = error dari model CE 
 
Menurut Widarjono (2009) Uji LM ini didasarkan pada 
distribusi chi-squares dengan degree of freedom sebesar jumlah 
variable independen. Jika nilai LM statistic lebih besar (>) dari 
nilai kritis statistic chi-squares maka menolak   , yang artinya 
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estimasi yang tepat untuk model regresi data panel adalah 
Random Effect daripada metode Common Effect. 
c. Uji Hausman 
Pengujian ini membandingkan model fixed effect 
dengan random effect dalam menentukan model yang 
terbaik untuk digunakan sebagai model regresi data panel 
(Gujarati, 2012). Hausman test menggunakan program 
yang serupa dengan Chow test yaitu program Eviews. 
Hipotesis yang dibentuk dalam Hausman test adalah 
sebagai berikut: 
   = Model Random Effect lebih baik 
   = Model Fixed Effect lebih baik 
 
Statistik Uji Hausman m =    var ( )  q 
Dimana: 
q   = [         ] 
var (q)  = [    (    )     (    )] 
 
   ditolak jika P-value lebih kecil dari nilai a. Sebaliknya, 
   diterima jika P-value lebih besar dari nilai a. Nilai a 
yang digunakan sebesar 5%. 
3. Uji Kelayakan Model (Goodness of Fit Test) 
a. Uji F (Simultan) 
Uji serentak atau uji F dilakukan untuk membuktikan ada 
tidaknya pengaruh secara bersama-sama antar seluruh variabel 
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independen terhadap variabel dependen dengan melihat 
perbandingan pada F-tabel. Adapun ketentuan pada uji F ini yaitu: 
1) Apabila              maka tolak    dan terima   . Dengan kata 
lain berarti ada hubungan antara variabel dependen dengan 
variabel independen. 
2) Apabila              maka terima    dan tolak   . Dengan kata 
lain berarti tidak ada hubungan antara variabel dependen dengan 
variabel independen. 
Hipotesis yang melandasi uji F yaitu: 
H0 :               
H1 :               
Rumus untuk memperoleh statistik uji F yaitu: 
  
   
   ⁄
   
   ⁄
      (      ) 
H0 ditolak jika        (      ) atau         . 
b. Uji T (Parsial) 
Uji individu atau uji T ditujukan untuk menguji hubungan 
regresi secara parsial dengan mengukur tingkat signifikan setiap 
variabel independen terhadap variabel dependen. Uji T dilakukan 
dengan cara membandingkan nilai         dengan        dan 
tingkat signifikasi α = 5% (0,05). Dimana untuk ketentuan pada 
uji t ini yaitu: 
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1. Jika                 maka tolak    dan terima   . Dengan kata 
lain berarti ada pengaruh antara variabel dependen terhadap 
variabel independen. 
2. Jika                 maka terima    dan tolak   . Dengan kata 
lain berarti tidak ada pengaruh antara variabel dependen terhadap 
variabel independen. 
Hipotesis yang diuji dalam uji T yaitu: 
H0 :               
H1 :               
Rumus untuk menghitung statistik uji T yaitu: 
  
 ̂   
  ( ̂ )
     (   ) 
H0 ditolak jika | |       (   )               
c. Koefisien Determinasi (  ) 
Koefisien determinasi digunakan untuk mengetahui  besarnya 
pengaruh hubungan antara variabel independen terhadap variabel 
dependen. Koefisien determinasi (  ) merupakan besaran negatif 
batasnya adalah 0      1, yang mana akan memberikan 
proporsi variasi total dalam variabel terikat (Y) yang dijelaskan 
oleh variabel bebas (X) (Gujarati and Porter, 2012).  Apabila nilai 
   mendekati satu berarti variabel independen memberikan 
semua informasi untuk memprediksi variabel dependen atau 
terjadi hubungan sempurna antara kedua variabel. Sedangkan 
43 
 
 
apabila     bernilai nol berarti tidak ada hubungan antara variabel 
independen dengan variabel dependen. 
