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Abstract
In the Euclidean space of any dimension d, we consider the heat semigroup generated by the magnetic
Schro¨dinger operator from which an inverse-square potential is subtracted in order to make the operator
critical in the magnetic-free case. Assuming that the magnetic field is compactly supported, we show
that the polynomial large-time behaviour of the heat semigroup is determined by the eigenvalue problem
for a magnetic Schro¨dinger operator on the (d−1)-dimensional sphere whose vector potential reflects the
behaviour of the magnetic field at the space infinity. From the spectral problem on the sphere, we deduce
that in d = 2 there is an improvement of the decay rate of the heat semigroup by a polynomial factor
with power proportional to the distance of the total magnetic flux to the discrete set of flux quanta, while
there is no extra polynomial decay rate in higher dimensions. To prove the results, we establish new
magnetic Hardy-type inequalities for the Schro¨dinger operator and develop the method of self-similar
variables and weighted Sobolev spaces for the associated heat equation.
1 Introduction
This paper is concerned with the large-time behaviour of the heat semigroup
e−tHB (1.1)
generated by the magnetic Schro¨dinger operator
HB =
(
− i∇x −A(x)
)2
−
cd
|x|2
in L2(Rd) . (1.2)
The relationship between the magnetic potential (1-form) A : Rd → Rd and the associated magnetic tensor
(2-form) B is standard, through the exterior derivative
B = dA . (1.3)
The latter is compatible because of the (second) Maxwell equation (Gauss’ law for magnetism reflecting the
absence of magnetic monopoles)
dB = 0 , (1.4)
whose mathematical meaning is that B is a closed form. The dimensional quantity cd in (1.2) is the best
constant in the classical Hardy inequality
∀ψ ∈ C∞0 (R
d) ,
∫
Rd
|∇ψ(x)|2 dx ≥ cd
∫
Rd
|ψ(x)|2
|x|2
dx . (1.5)
It is well known that
cd =
(
d− 2
2
)2
1
if d ≥ 2 ((1.5) holds as a trivial inequality if d = 2). We could conventionally put also c1 = 0, but the
one-dimensional situation will not be considered in this paper, because there is no magnetic field in R.
Clearly, u(x, t) := e−tHBu0(x) is a solution of the Cauchy problem

∂u
∂t
+HB u = 0 ,
u(x, 0) = u0(x) ,
(1.6)
where (x, t) ∈ Rd × (0,∞) and u0 ∈ L
2(Rd). Having the classical interpretation of the heat equation in
mind, it is thus possible to think of u as a temperature distribution of a magnetic-sensitive medium in Rd.
However, our main motivation to consider (1.1) is its relevance in quantum mechanics, despite the fact that
the time evolution is given there by the Schro¨dinger group, cf. [45]. In this context, HB is the Hamiltonian
of a non-relativistic particle interacting with the magnetic field B and a stationary electric dipole (see, e.g.,
[6]). We refer to the seminal paper [2] on a rigorous study of the magnetic field in quantum mechanics
and to [12] for a recent review with many references. Finally, let us point out that (1.6) has a stochastic
interpretation through the Brownian motion with imaginary drift, cf. [46, Sec. V].
Mathematically, we subtract the inverse-square potential in (1.2) in order to reveal the transient effect
of the magnetic field. It is well known that the large-time behaviour of a heat semigroup is determined by
spectral-threshold properties of its generator. An important characterisation of this threshold behaviour is
given by the existence/non-existence of Hardy-type inequalities. In the absence of magnetic field, H0 :=
−∆x− cd/|x|
2 is critical in the sense that cd is optimal in (1.5) and no other non-trivial reminder term could
be added on the right hand side of (1.5). On the other hand, the following magnetic Hardy inequality holds
whenever B is non-trivial (in this case we write B 6= 0, and similarly for other relations between functions).
Theorem 1.1. Let d ≥ 2. Suppose that B is smooth and closed. If B 6= 0, then there exists a positive
constant cd,B such that for any smooth A satisfying dA = B, the following inequality holds
∀ψ ∈ C∞0 (R
d) ,
∫
Rd
|(∇− iA)ψ(x)|2 dx− cd
∫
Rd
|ψ(x)|2
|x|2
dx ≥ cd,B
∫
Rd
|ψ(x)|2
1 + |x|2 log2(|x|)
dx . (1.7)
This inequality was first proved by Laptev and Weidl in [39] in d = 2 under a flux condition and with
a better weight (without the logarithm) on the right hand side of (1.7), cf. Theorem 3.2 below. A general
version of (1.7), but with the integral on the right hand side being replaced by an integration over a compact
set of Rd, was given by Weidl in [51]. We also refer to [1], [3], [18], [31, Sec. 6] and [11] for related works. In
the last reference the authors establish a variant of (1.7) in d = 3 under an extra assumption on B. Since
the present version of the magnetic Hardy inequality (in any dimension, with the minimal assumption B 6= 0
and with an everywhere positive Hardy weight) does not seem to exist in the literature, we give a proof of
Theorem 1.1 before proving the main result of this paper. In the latter we essentially use the two-dimensional
variant of (1.7) due to Laptev and Weidl that we therefore reprove in Theorem 3.2.
Let us now come back to the transient effect of the magnetic field as regards the large-time behaviour
of (1.1). Assuming that A is smooth, the diamagnetic inequality (see, e.g., [41, Thm. 7.21] or [23, Thm. 2.1.1])∣∣(∇− iA)ψ(x)∣∣ ≥ ∣∣∇|ψ|(x)∣∣ (1.8)
holds pointwise for almost every x ∈ Rd and any ψ ∈ H1loc(R
d). Consequently, inf σ(HB) ≥ 0 = inf σ(H0) and
the spectral mapping theorem then yields ‖e−tHB‖ ≤ 1 = ‖e−tH0‖. Hence, the decay of the heat semigroup
in the presence of magnetic field can be only better with respect to B = 0. This is notably evident for
non-trivial homogeneous fields, i.e. B(x) = B0 6= 0 for all x ∈ R
d, when the inequality is actually strict.
Indeed, λ1 := inf σ(HB0 ) > 0 in this case (see [3] for more general conditions on B to have the positivity of
the spectral threshold) and we thus get an exponential decay ‖e−tHB‖ ≤ e−tλ1 .
In this paper we are interested in a more delicate situation when B is local in the sense that it decays
sufficiently fast at infinity so that
σ(HB) = σ(H0) = [0,∞) . (1.9)
Then ‖e−tHB‖ = 1 and no extra decay of the heat semigroup is seen at this level. Although the spectrum as
a set is insensitive to this class of magnetic fields, it follows from Theorem 1.1 that there is a fine difference
2
reflected in the presence of the magnetic Hardy inequality. To exploit this subtle repulsive property of the
magnetic field, we introduce a weighted space
L2w(R
d) := L2(Rd, w(x) dx) , where w(x) := e|x|
2/4 , (1.10)
and reconsider (1.1) as an operator from L2w(R
d) ⊂ L2(Rd) to L2(Rd). That is, we restrict the initial data u0
in (1.6) to lie in L2w(R
d). As a measure of the additional decay of the heat semigroup, we then consider the
polynomial decay rate
γB := sup
{
γ
∣∣∣ ∃Cγ > 0, ∀t ≥ 0, ∥∥e−tHB∥∥L2w(Rd)→L2(Rd) ≤ Cγ (1 + t)−γ
}
. (1.11)
It is not difficult to see that γ0 = 1/2 for any d ≥ 2. The primary objective of this work is to study the
influence of a local but non-trivial magnetic field B on γB . Our main result reads as follows.
Theorem 1.2. Let d ≥ 2. Suppose that B is smooth, closed and compactly supported. Then
γB =


1 + β
2
if d = 2 ,
1
2
if d ≥ 3 ,
where
β := dist(ΦB,Z) , ΦB :=
1
2π
∫
R2
∗B(x) dx . (1.12)
Here and in the sequel, ∗B denotes the Hodge dual of B. Note that the former is just the usual scalar
field when d = 2.
It follows from Theorem 1.2 that the presence of a non-trivial magnetic field in the plane enlarges the
decay rate by an extra factor determined by the total magnetic flux ΦB. The lower bound γB ≥ (1 + β)/2
has been already established in [35]. In this paper we show that there is actually an equality, as conjectured
in [35, Sec. 4].
However, the main result of this paper is the claim of Theorem 1.2 for the higher dimensions, stating
that the transient effect of the magnetic field is in fact undetectable on the level of the polynomial decay
rate (1.11). The extra decay of (1.1) with respect to the magnetic-free case must be therefore weaker than
polynomial. This result is somewhat surprising, because the shifted Schro¨dinger operator (1.2) exhibits
certain similarities with the two-dimensional magnetic Laplacian, but it follows that it is actually very
different.
We prove Theorem 1.2 as a corollary of another theorem, which gives an insight into the difference
between two and higher dimensions as regards (1.2). This result will be stated through the behaviour of the
magnetic field at (space) infinity. For this reason it will be convenient to introduce spherical coordinates
π : Sd−1 × (0,∞)→ Rd : {(σ, r) 7→ σr} . (1.13)
Then it is also natural to work in the Poincare´ (or transverse) gauge
x ·A(x) = 0 (1.14)
valid for all x ∈ Rd, where the dot denotes the scalar product in Rd. Note that we can assume (1.14) without
loss of any generality, because of the gauge invariance of the physical theory. Indeed, given a smooth tensor
field B, the closedness dB = 0 ensures that the vector potential
A(x) :=
∫ 1
0
x · B(xu)u du (1.15)
satisfies both (1.3) and (1.14). We denote by A := ∇π ·(A◦π) the covariant counterpart of A in the spherical
coordinates (1.13). Since the last component of A is zero due to (1.14), we may think of σ 7→ A(σ, r) for
each fixed r > 0 as a covariant vector field (1-form) on the sphere Sd−1. We introduce the quantity
νB(r) := inf
ϕ∈H1(Sd−1)
ϕ6=0
∫
Sd−1
∣∣(d′ − iA(σ, r))ϕ(σ)∣∣2
Sd−1
dσ∫
Sd−1
|ϕ(σ)|2 dσ
, (1.16)
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where d′ denotes the exterior derivative on Sd−1 and | · |Sd−1 stands for the norm of a covariant vector
on Sd−1. Obviously, νB(r) is the lowest eigenvalue of a magnetic Laplace-Beltrami operator in L
2(Sd−1).
Assuming that B is smooth and compactly supported, it follows from (1.15) and (1.13) that the limit
A∞(σ) := lim
r→∞
A(σ, r) (1.17)
exists as a smooth vector field from the unit sphere Sd−1 to Rd and we may also define the corresponding
number
νB(∞) := lim
r→∞
νB(r) . (1.18)
Now we are in a position to state the following result.
Theorem 1.3. Let d ≥ 2. Suppose that B is smooth, closed and compactly supported. Then
γB =
1 +
√
νB(∞)
2
.
Theorem 1.2 follows as a consequence of this unified identity. Indeed, solving the spectral problem
associated with (1.16) explicitly (see, e.g., [35]), we find
νB(∞) = dist(ΦB ,Z)
2 if d = 2 . (1.19)
On the other hand, in higher dimensions we have the following equivalences.
Proposition 1.1. Let d ≥ 3. Suppose that B is smooth, closed and compactly supported. The following
statements are equivalent, where r ∈ (0,∞) is fix.
(i) νB(r) = 0.
(ii) The system d′ϕ− iA(·, r)ϕ = 0 on Sd−1 admits a smooth solution ϕ 6= 0.
(iii) A(·, r) is exact on Sd−1, i.e. A(·, r) = d′f for some smooth function f on Sd−1.
(iv) A(·, r) is closed on Sd−1, i.e. B′(·, r) := d′A(·, r) = 0 as a 2-covariant tensor on Sd−1.
(v) The Sd−1 Hodge dual satisfies ∗B′(·, r) = 0.
(vi) The Rd Hodge dual satisfies ∗Bλ1...λd−3d(·, r) = 0 for every λ1, . . . , λd−3 ∈ {1, . . . , d− 1}.
If d = 3, ∗B is just the usual contravariant vector field and (vi) can be written in a coordinate-free version
∗B(x) · x = 0
for |x| = r and all σ ∈ Sd−1. In any case, assuming that B is compactly supported, it follows from (iv)–(vi)
that
νB(∞) = 0 if d ≥ 3 . (1.20)
Using (1.19) and (1.20), we therefore deduce Theorem 1.2 from Theorem 1.3.
For the reader not familiar with the concept of differential forms on manifolds, we recall basic notions
in Section 2 together with giving a proof of Proposition 1.1. Here we only remark that the equivalence
between (iii) and (iv) fails when d = 2, because S1 is not simply connected, cf. Remark 2.1. This makes the
two-dimensional situation intrinsically different.
To prove Theorem 1.3, we adapt the method of self-similar variables, which was developed for the heat
equation by Escobedo and Kavian in [13] and [14]. The technique was subsequently applied to convection-
diffusion equations by Escobedo, Va´zquez and Zuazua in [16] and [15]; to the heat equation with the inverse-
square potential by Va´zquez and Zuazua in [49]; to the heat equation in twisted domains by Krejcˇiˇr´ık and
Zuazua in [37] and [38]; to the present problem when d = 2 by Krejcˇiˇr´ık in [35]; and, most recently, to the
heat equation in curved manifolds by Kolb and Krejcˇiˇr´ık in [30]. The present work can be considered as an
extension of [35] to any dimension, but the presence of the inverse-square potential in (1.2) also invokes [49].
We remark that the presence of magnetic Hardy inequalities is essentially used in our study of the large-time
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behaviour of the heat semigroup (1.1) and the method thus represents an interesting application of this
functional-analytic tool.
The paper is organised as follows. In the preliminary Section 2 we collect a necessary material about the
magnetic field in any dimension and in spherical coordinates, and establish Proposition 1.1. We also give a
precise definition of the magnetic Schro¨dinger operator (1.2) and comment on a proof of (1.9). Theorem 1.1
and other types of magnetic Hardy inequalities are established in Section 3. In Section 4 we develop the
method of self-similar variables for (1.6) and reduce the large-time behaviour of the semigroup (1.1) to a
spectral analysis of a Schro¨dinger operator with a singularly scaled magnetic field. The latter is studied in
Section 5, where we eventually give a proof of Theorem 1.3. The main ingredient in the spectral approach
is Theorem 5.1 that establishes a norm-resolvent convergence of the singularly scaled Schro¨dinger operators
to an Aharonov-Bohm-type operator. The norm-resolvent convergence is obtained with help of an abstract
criterion (Lemma A.1) that we formulate and prove in Appendix A. In Theorem 5.1, which we believe is of
independent interest, we employ among other things the magnetic Hardy inequality of Theorem 3.2. The
paper is concluded in Section 6 by referring to some open problems.
2 The magnetic field
In this preliminary section we collect some basic facts about the concept of magnetic field in any dimension
and in spherical coordinates. We refer, e.g., to [42] and [47] for notions related to tensors and differential
forms.
2.1 The magnetic potential, tensor and induction
The magnetic field in the Euclidean space Rd with any d ≥ 2 is most straightforwardly introduced through
a 1-form A = Aj dx
j , where Aj : R
d → R are smooth functions and dx1, . . . , dxd is the dual basis to
the coordinate basis ∂/∂x1, . . . , ∂/∂xd corresponding to the Cartesian coordinates x = (x1, . . . , xd) ∈ Rd.
Here and in the sequel we assume the Einstein summation convention, with the range of Latin indices
being 1, . . . , d. Hence, A is just a covariant vector field in Rd. In the Cartesian coordinates, A coincides with
the contravariant vector field Aj∂/∂xj .
Given a smooth 1-form A, we introduce a 2-form B as the exterior derivative of (1.3). The form B can
be identified with a covariant skew-symmetric tensor field of order 2 with coefficients Bjk = Ak,j − Aj,k,
where we have introduced the comma notation for partial derivatives (i.e. Ak,j := ∂Ak/∂x
j). B is smooth
in the sense that its coefficients are smooth.
The identity (1.3) means that B is an exact form. Hence, B is necessarily closed, i.e. (1.4) holds.
Conversely, given a smooth 2-form B satisfying (1.4), we know that it is exact by the Poincare´ lemma.
(Indeed, Rd is clearly contractible.) That is, there exists a smooth 1-form A such that (1.3) holds.
Summing up, the correspondence (1.3) between A and B is consistent (i.e. one quantity can be obtained
from the other in both directions) provided that the latter satisfies (1.4). However, B is “more physical”
since it is uniquely determined and appears in the Maxwell equation (1.4). In this physical context, A and B
are referred to as the magnetic potential and the magnetic tensor, respectively.
Finally, we introduce the magnetic induction ∗B as the Hodge-star dual of B, i.e.,
∗B = ∗dA = ∗Bl1...ld−2
∂
∂xl1
⊗ · · · ⊗
∂
∂xld−2
, where ∗Bl1...ld−2 =
1
2!
εl1...ld−2jk Bjk . (2.1)
Here ε is the Levi-Civita tensor, which coincides with the usual Levi-Civita permutation symbol in the
Cartesian coordinates. Note that ∗B is a contravariant tensor field of order d − 2. Hence, ∗B is just a
contravariant vector field in d = 3 (it is a scalar field in d = 2), where it corresponds to the familiar quantity
related to A via ∗B = rotA.
2.2 The gauge invariance and the Poincare´ gauge
The fact that A is not uniquely determined by B, is the well-known gauge invariance of magnetic field.
Mathematically, one can employ this freedom to work in a suitable choice (gauge) of A.
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In components, condition (1.4) means that the following Jacobi identity
Bkl,j +Blj,k +Bjk,l = 0 (2.2)
holds for all indices j, k, l ∈ {1, . . . , d}. From the skew-symmetry of Bjk and symmetries of Christoffel’s
symbols, the partial derivatives in (2.2) can be replaced by covariant derivatives (denoted by a semicolon
here). Then it is easy to see that (2.2) is equivalent to the divergence-type identity
∗B
l1...ld−3ld−2
;ld−2
= 0 (2.3)
for all indices l1 . . . ld−3 ∈ {1, . . . , d}. In d = 3, this requirement reduces to the familiar formula div
∗B = 0.
Note also that (2.3) is automatically satisfied in d = 2, where ∗B is a scalar field.
Assuming that B is smooth and closed and using (2.2), it is straightforward to check that the magnetic
potential A defined by (1.15) satisfies (1.14) and (1.3). Note that, in components, (1.15) reads
Aj(x) =
∫ 1
0
xlBlj(xu)u du . (2.4)
A characteristic assumption of this paper is that B is compactly supported. It follows that the magnetic
potential A in the Poincare´ gauge (1.15) vanishes at infinity, too. Indeed,
|A(x)| ≤
R2 ‖B‖∞
|x|
(2.5)
for all x ∈ Rd outside a big ball DR ⊃ supp |B|, where |B| denotes the operator norm of B and ‖B‖∞ :=
supx∈Rd |B(x)|.
2.3 Spherical coordinates
In spherical coordinates (1.13), the magnetic potential and magnetic tensor are respectively given by
A := ∇π · (A ◦ π) and B := ∇π · (B ◦ π) · (∇π)T ,
where the transfer (or Jacobian) matrix reads
∇π =
(
r∇′σ
σ
)
. (2.6)
Here we use a concise notation where ∇′ is the gradient with respect to local coordinates θ1, . . . , θd−1 on the
sphere Sd−1.
As usual for curvilinear coordinates, it is important to distinguish between covariant and contravariant
components of the tensors A and B. The corresponding identification is given by the metric tensor
g := ∇π · (∇π)T = r2 dσ2 + dr2 =
(
r2 γ 0
0 1
)
, |g| := det(g) = r2(d−1) |γ| , (2.7)
where dσ2 = γµν(θ) dθ
µ⊗dθν is the metric of Sd−1. The range of Greek indices is assumed to be 1, . . . , d−1.
As usual, we denote by gjk the coefficients of the inverse matrix g−1. We shall not need explicit formulae
for γ and ∇′σ, but it is essential to realise that these quantities are independent of the radial coordinate r.
Formulae analogous to (1.3), (1.4) and (2.1) hold for the spherical variables q = (q′, qd) with q′ ∈ Sd−1 and
qd ∈ (0,∞) as well; it is just enough to replace x,A,B with q,A,B. In the last formula of (2.1), it is important
that we have introduced ε as a tensor; in spherical coordinates we thus have εl1...ld−2jk = |g|−1/2δl1...ld−2jk,
where δ is the standard Levi-Civita permutation symbol (tensor density). We obviously have qd = r = |x|
and q′ = σ = x/|x| = ∂/∂r, with x ∈ R
d. Formulae (2.2) and (2.3) remain true in the spherical coordinates,
too, after the replacement above.
The gauge formula (2.4) in the spherical coordinates reads
Aµ(σ, r) =
∫ 1
0
rBdµ(σ, ru)u du =
∫ r
0
Bdµ(σ, v)
r
v dv (2.8)
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for µ ∈ {1, . . . , d − 1}, while Ad = 0. Passing back to the Cartesian coordinates on the right hand side
of (2.8) with help of (2.6), we get
Aµ(σ, r) =
∫ r
0
σjBjk(σv)σ
k
,µ v dv =
∫ r
0
[
σ · B(σv) · (∇′σ)T
]
µ
v dv . (2.9)
Hence, Aµ(σ, r) depends on r only through the limit value in the integral on the right hand side of this
formula. Assuming that B is compactly supported (in the sense of its coefficients), we thus see that there
exists R > 0 such that A(σ, r) = A(σ,R) for all r ≥ R. In particular, the limit (1.17) is well defined and
(A∞)µ(σ) =
∫ ∞
0
[
σ ·B(σv) · (∇′σ)T
]
µ
v dv
is obviously a smooth vector field (in the sense of its coefficients). On the other hand, the contravariant
version of A∞ is a singular field; in fact,
|A∞(σ)| =
|A∞(σ)|Sd−1
r
,
which follows from the definitions |A|2 := Ajg
jk
Ak and |A|
2
Sd−1 := Aµγ
µν
Aν and (2.7).
2.4 Proof of Proposition 1.1
After the geometric preliminaries, we are eventually in a position to establish the equivalent statements of
Proposition 1.1.
Proof of Proposition 1.1. (i) ⇔ (ii). (ii) clearly implies (i). Since the embedding H1(Sd−1) →֒ L2(Sd−1) is
compact, the infimum (1.16) is achieved by a non-trivial function ϕ ∈ H1(Sd−1). Moreover, νB(r) is the
first eigenvalue of the self-adjoint operator (−i∇σ −A(σ, r))
2 in L2(Sd−1), whose eigenfunctions are smooth
by elliptic regularity theory. Hence, if νB(r) = 0, the numerator of (1.16) must vanish with a non-trivial
smooth function ϕ, which implies (ii).
(ii) ⇔ (iii). If A(·, r) = d′f , then ϕ = eif solves the required system of differential equations. Conversely,
let (ii) hold. Multiplying the equation ϕ satisfies with ϕ¯ and combining the resulting equation with its
complex-conjugate analogue, we deduce d′|ϕ|2 = 0. Hence, the magnitude ρ := |ϕ| is constant on Sd−1. In
particular, ρ is positive because ϕ is non-trivial. Inserting ϕ = ρeif with a real-valued function f into the
equation ϕ satisfies, we then obtain that d′f = A(·, r), which gives (iii).
(iii) ⇔ (iv). Any exact form is necessarily closed. The opposite implication is non-trivial (and in fact false
for higher-order forms in general). But all closed 1-forms on a simply connected manifold are exact (see,
e.g., [40, Thm. 15.17]). Note that this argument differs from the Poincare´ lemma which requires that the
manifold is contractible (which does not hold for spheres).
(iv) ⇔ (v). This equivalence follows from the duality relation (2.1), which reads in the present situation
∗
B
′λ1...λd−3 =
1
2!
ελ1...λd−3µν Bµν .
(v) ⇔ (vi). Finally, using properties of the Levi-Civita tensor, we observe the identity
∗
B
λ1...λd−3d =
1
2!
ελ1...λd−3dµν Bµν =
1
2!
ελ1...λd−3µνd Bµν =
1
2!
ελ1...λd−3µν Bµν =
∗
B
′λ1...λd−3 ,
which proves the desired equivalence.
Property (iv) is particularly convenient, since it reduces to a verification of the integrability conditions
Aν,µ = Aµ,ν for every µ, ν ∈ {1, . . . , d − 1}. On the other hand, property (vi) is probably most physically
intuitive, since it says that a radial projection of the magnetic induction should vanish. Note also that ∗B′
is just a scalar field on Sd−1 if d = 3.
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Remark 2.1 (Proposition 1.1 in d = 2). The two-dimensional situation is excluded from the proposition,
because there we do not have the equivalence between (iii) and (iv) (only (iii)⇒ (iv) holds in general). Indeed,
S1 is not simply connected. However, we still have equivalences among (i), (ii) and (iii). It follows from the
analysis in [35] that νB(r) = dist(ΦB(r),Z)
2 , where ΦB(r) is the magnetic flux ΦB(r) :=
1
2π
∫
Dr
∗B(x) dx in
the ball Dr of radius r centred at 0. Hence, the exactness of A(·, r) on S
1 is rather determined by global
properties of B.
2.5 The magnetic Schro¨dinger operator
Recall the basic relation B = dA, where the magnetic potential is assumed to be smooth. We introduce (1.2)
as the Friedrichs extension of the operator initially defined on C∞0 (R
d). More specifically, HB is the self-
adjoint operator in L2(Rd) associated with the quadratic form
hB[ψ] :=
∫
Rd
∣∣(∇− iA)ψ(x)∣∣2 dx− cd
∫
Rd
|ψ(x)|2
|x|2
dx , D(hB) := C∞0 (R
d)
‖·‖hB . (2.10)
Here the norm with respect to which the closure is taken is defined by
‖ψ‖hB :=
√
hB[ψ] + ‖ψ‖2L2(Rd) . (2.11)
Note that hB is non-negative due to the diamagnetic inequality (1.8) and the classical Hardy inequality (1.5).
At a first sight, we simply remark that D(hB) ⊃ H
1(Rd) whenever A is bounded. On the other hand, it
is known that D(h0) is strictly larger than H
1(Rd). For that it is enough to consider functions which behave
at the origin x = 0 like:
ψα(x) ∼ |x|
−(d−2)/2
(
log
1
|x|
)α
, −1/2 ≤ α < 1/2 .
Then it is not difficult to check that ψα ∈ D(h0) \H
1(Rd) (see, e.g., [48, Sec. 2.2]). (As a matter of fact,
the authors in [48] only pointed out the cases 0 < α < 1/2, because such ψα are the most singular, but it
is easy to extend the argument for α ≤ 0.) Using arguments as in the proof of Lemma 4.1 below, it follows
that D(h0) = D(hB) provided that A is bounded.
Lemma 2.1. Let d ≥ 2. Suppose that B is smooth and closed. Then C∞0 (R
d \ {0}) is a core of hB.
Proof. It is enough to show that for any ψ ∈ C∞0 (R
d) there exists a family of functions ψδ ∈ C
∞
0 (R
d \ {0})
such that ‖ψ − ψδ‖hB → 0 as δ → 0. For this approximation family one can take for instance that of [10,
proof of Corol. VIII.6.4]. We leave the details to the reader.
It is well known that for different magnetic potentials whose exterior derivative yields the same magnetic
tensor the corresponding operators are unitarily equivalent. Consequently, the spectrum as well as the
validity of the Hardy inequality of Theorem 1.1 and the decay rate (1.11) of Theorem 1.2 do not depend on
the particular choice of the magnetic potential.
Using the gauge freedom, in this paper we often (but not exclusively) choose the Poincare´ gauge of (1.15).
This choice is convenient because we wish to work in the spherical coordinates (1.13) in which the radial
component Ad vanishes. We introduce the unitary transform
U : L2(Rd)→ L2
(
Sd−1 × (0,∞), rd−1dσ dr
)
: {ψ 7→ ψ ◦ π} , (2.12)
where dσ is the volume element of Sd−1. Then HB is unitarily equivalent to the operator HB := UHBU
−1
in L2
(
Sd−1 × (0,∞), rd−1 dσ dr
)
, which is associated with the quadratic form hB[φ] := hB[U
−1φ], D(hB) :=
UD(hB). Using (2.7) and recalling the notation d
′ for the exterior derivative on the sphere Sd−1, we have
hB[φ] =
∫
Sd−1×(0,∞)
[∣∣(d′ − iA)φ∣∣2
Sd−1
r2
+ |φ,r|
2 − cd
|φ|2
r2
]
rd−1 dσ dr . (2.13)
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Here we prefer to write φ,r = ∂φ/∂r instead of φ,d = ∂φ/∂q
d. Also, hereafter we usually suppress the
arguments on which the functions depend.
We conclude this section by commenting on a proof of (1.9). The fact that no negative point belongs
to the spectrum of HB follows from the diamagnetic inequality (1.8) and the Hardy inequality (1.5). On
the other hand, to show that every point in [0,∞) belongs to the spectrum of HB, one can use the Weyl
criterion, namely its version adapted to quadratic forms in [36, Thm. 5].
3 The Hardy inequality
In this section we give a proof of the magnetic Hardy inequality of Theorem 1.1. We present two approaches,
where the first one does not yield Theorem 1.1 under the stated minimal assumptions, but on the other hand,
it provides the constant cd,B in a more explicit form through νB. The basic idea of both the approaches is
to derive first a “local” Hardy inequality, i.e. a version of (1.7) where the weight in the integral on the right
hand side is not necessarily an everywhere positive function.
3.1 An auxiliary result
We shall essentially use the following one-dimensional inequalities.
Lemma 3.1. Let r0 > 0. There exists a positive constant γ depending on r0 such that for all f ∈ C
∞
0 (R \
{r0}), ∫ r0
0
|f ′(r)|2 r dr ≥ γ
∫ r0
0
|f(r)|2 r dr , (3.1)∫ ∞
r0
|f ′(r)|2 r dr ≥ γ
∫ ∞
r0
|f(r)|2
r2 log2(r/r0)
r dr . (3.2)
The inequalities are rather elementary and probably well known (see, e.g., [5] for a usage of the first
estimate), so we leave the proofs to the reader. We note that the left hand sides of (3.1) and (3.2) are just
radial parts of the quadratic form of the two-dimensional Laplacian.
3.2 The Poincare´ gauge approach
The first idea is to pass to the spherical coordinates (1.13), choose the Poincare´ gauge (1.14) and employ
the definition of the function νB given in (1.16). With help of Fubini’s theorem, we thus obtain from (2.13)
hB[φ] ≥
∫
Sd−1×(0,∞)
[
|φ,r|
2 +
νB(r)− cd
r2
|φ|2
]
rd−1 dσ dr , (3.3)
for any φ := Uψ, where ψ is an arbitrary function from C∞0 (R
d) and U is the unitary transform (2.12). We
remark that νB(r) = O(r
2) as r → 0, cf. (2.9), so that νB(r)/r
2 has actually no singularity at r = 0.
Next we employ an elementary inequality (d ≥ 2)
∀φ ∈ C∞0 (R) ,
∫ ∞
0
|φ′(r)|2 rd−1dr ≥ cd
∫ ∞
0
|φ(r)|2
r2
rd−1 dr . (3.4)
It can be deduced from (1.5) when written in the spherical coordinates and applied to radially symmetric
functions (with help of a density argument to allow arbitrary values φ′(0)), but it can be also proved directly.
Using (3.4) in (3.3) and passing back to the Cartesian coordinates, we conclude with the following local Hardy
inequality.
Proposition 3.1. Let d ≥ 2. Suppose that B is smooth and closed. Then
∀ψ ∈ C∞0 (R
d) , hB[ψ] ≥
∫
Rd
νB(|x|)
|x|2
|ψ(x)|2 dx . (3.5)
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A defect of this inequality is that νB may vanish identically even if B 6= 0, cf. Proposition 1.1. If this
function is non-trivial, however, the local inequality can be extended to the whole Rd.
Theorem 3.1. Let d ≥ 2. Suppose that B is smooth and closed. If νB 6= 0 ( i.e. the function νB is
non-trivial), then there exists a positive constant cd,B such that (1.7) holds.
Proof. By virtue of Lemma 2.1, it is enough to prove (1.7) for ψ ∈ C∞0 (R
d \ {0}). Fixing such a function,
we denote by φ := Uψ its counterpart in the spherical coordinates throughout the proof. It follows from the
variational definition (1.16) that νB is Lipschitz continuous. Hence, the hypothesis ensures that there exists
a positive constant ν (depending on the behaviour of νB) and a bounded open interval I ⊂ (0,∞) such that
νB(r)/r
2 ≥ ν > 0 for all r ∈ I. From Proposition 3.1 we thus conclude
∀ψ ∈ C∞0 (R
d) , hB[ψ] ≥ ν
∫
Rd
χI(x) |ψ(x)|
2 dx , (3.6)
where χI denotes the characteristic function of the spherical shell {x ∈ R
d | |x| ∈ I}.
To extend this local Hardy inequality to Rd, we employ the presence of the other terms that we neglected
when passing from (3.3) to (3.5)
hB[φ] ≥
∫
Sd−1×(0,∞)
[
|φ,r|
2 −
cd
r2
|φ|2
]
rd−1 dσ dr .
If d = 2, c2 = 0 and the right hand side is just an integral of the derivative. To obtain the same form for
any d ≥ 3, we perform the standard Hardy transform f := r(d−2)/2φ to obtain∫
Sd−1×(0,∞)
[
|φ,r|
2 −
cd
r2
|φ|2
]
rd−1 dσ dr =
∫
Sd−1×(0,∞)
|f,r|
2 r dσ dr . (3.7)
Denoting by r0 the middle point of I, we introduce a cut-off function ξ ∈ C
∞((0,∞)) such that |ξ| ≤ 1,
ξ vanishes in a neighbourhood of r0 and ξ = 1 outside the interval I. We keep the same notation ξ for the
function 1 ⊗ ξ on Sd−1 × (0,∞). Writing f = ξf + (1 − ξ)f and using Lemma 3.1 with help of Fubini’s
theorem (cf. [37, proof of Thm. 3.1] for a similar estimate), we get∫
Sd−1×(0,∞)
|f |2
1 + r2 log2(r/r0)
r dσ dr
≤
4
γ
∫
Sd−1×(0,∞)
|f,r|
2 r dσ dr +
(
4‖ξ′‖2∞
γ
+ 2
)∫
Sd−1×I
|f |2 r dσ dr .
Here ‖ξ′‖∞ is the supremum norm of the derivative of ξ as a function on (0,∞). Coming back to the test
function ψ, we have therefore proved
hB[ψ] ≥
γ
4
∫
Rd
|ψ(x)|2
1 + |x|2 log2(|x|/r0)
dx−
(
‖ξ′‖2∞ +
γ
2
) ∫
Rd
χI(x) |ψ(x)|
2 dx . (3.8)
Finally, combining (3.6) and (3.8), we get
hB[ψ] ≥
[
(1 − ε)ν − ε
(
‖ξ′‖2∞ +
γ
2
)] ∫
Rd
χI(x) |ψ(x)|
2 dx+ ε
γ
4
∫
Rd
|ψ(x)|2
1 + |x|2 log2(|x|/r0)
dx
with any ε > 0. Choosing ε in such a way that the square bracket vanishes, we obtain (1.7) with
cd,B ≥
γ
4
ν
ν + ‖ξ′‖2∞ +
γ
2
inf
r∈(0,∞)
1 + r2 log2(r)
1 + r2 log2(r/r0)
> 0 .
The theorem is proved.
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Assuming instead of νB 6= 0 the stronger hypothesis that νB is “non-trivial at infinity”, i.e. νB(∞) 6= 0,
we can get rid of the logarithm on the right hand side of (1.5).
Theorem 3.2 (Laptev andWeidl [39]). Let d ≥ 2. Suppose that B is smooth, closed and compactly supported.
If νB(∞) 6= 0, then there exists a positive constant c˜d,B such that for any smooth A satisfying dA = B, the
following inequality holds
∀ψ ∈ C∞0 (R
d) ,
∫
Rd
|(∇− iA)ψ(x)|2 dx− cd
∫
Rd
|ψ(x)|2
|x|2
dx ≥ c˜d,B
∫
Rd
|ψ(x)|2
1 + |x|2
dx . (3.9)
Proof. Let ψ ∈ C∞0 (R
d). By Theorem 3.1, we have
hB[ψ] ≥ cd,B
∫
Rd
|ψ(x)|2
1 + |x|2 log2(|x|)
dx ≥ cd,B
∫
DR
|ψ(x)|2
1 + |x|2 log2(|x|)
dx ≥ cd,B aR
∫
DR
|ψ(x)|2
1 + |x|2
dx
for any ball DR of radius R centred at the origin, where
aR := inf
r∈(0,R)
1 + r2
1 + r2 log2(r)
is obviously a positive constant. At the same time, Proposition 3.1 yields
hB[ψ] ≥ νB(∞)
∫
Rd\DR
|ψ(x)|2
|x|2
dx ≥ νB(∞)
∫
Rd\DR
|ψ(x)|2
1 + |x|2
dx ,
where DR is a ball containing the support of B. Combining these two inequalities, we get (3.9) with
c˜d,B ≥
cd,B aR + νB(∞)
2
> 0 ,
where the best estimate is obtained for R := sup{|x| |x ∈ supp |B|}.
Remark 3.1. Of course, Theorem 3.2 is void for d ≥ 3, where ν(∞) = 0 by Proposition 1.1 and the
compactness of the support of B, cf. (1.20). The only non-trivial situation is thus d = 2, where (1.19) holds
and Theorem 3.2 is just a special case of the celebrated magnetic Hardy inequality of Laptev and Weidl
established in [39, Thm. 1].
3.3 The gauge-free approach: proof of Theorem 1.1
Following [51, proof of Thm. 3.4], we start with the unitary transform
V : L2(Rd)→ L2
(
R
d, |x|−(d−2) dx
)
:
{
ψ 7→ |x|(d−2)/2 ψ
}
. (3.10)
It maps HB into a unitarily equivalent operator TB := VHBV
−1 in L2
(
R
d, |x|−(d−2) dx
)
, which is associated
with the quadratic form tB[g] := hB[V
−1g], D(tB) := VD(hB). By definition, D(tB) is the closure of C
∞
0 (R
d)
with respect to the norm ‖ · ‖tB which is defined in analogy with (2.11). By virtue of Lemma 2.1, we could
alternatively characterise D(tB) through the closure of C
∞
0 (R
d \ {0}). On this more restricted core, using
|(∇− iA)V−1g|2 = |x|−(d−2)
(
|(∇− iA)g|2 + cd
|g|2
|x|2
−
d− 2
2
x
|x|2
· ∇|g|2
)
(3.11)
and integrating by parts with help of div(x/|x|d) = 0, it is straightforward to check the key identity
tB[g] =
∫
Rd
|(∇− iA)g(x)|2 |x|−(d−2) dx . (3.12)
Since |x|−(d−2) dx = r dσ dr in the spherical coordinates, the right hand side of (3.12) can be interpreted as
a two-dimensional magnetic form.
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Now we are inspired by the method used in [34] and [37] to establish a Hardy-type inequality in twisted
waveguides. Instead of νB, we introduce a more global quantity
µB(R) := inf
g∈C∞(DR)
g 6=0
∫
DR
∣∣(∇− iA)g(x)∣∣2 |x|−(d−2) dx∫
DR
|g(x)|2 |x|−(d−2) dx
, (3.13)
where DR is the d-dimensional open ball of radius R > 0 centred at the origin of R
d (we do not use the
standard notation BR for the ball to avoid a confusion with the magnetic field B). µB(R) is the spectral
threshold of the self-adjoint operator TRB in L
2
(
DR, |x|
−(d−2) dx
)
associated with the quadratic form
tRB[g] :=
∫
DR
∣∣(∇− iA)g(x)∣∣2 |x|−(d−2) dx , D(tRB) := C∞(DR)‖·‖tRB , (3.14)
where ‖ · ‖tR
B
is defined in analogy with (2.11). Instead of the space C∞(DR), we could take the closure of
restrictions of C∞0 (R
d \ {0}) to DR.
Since A is bounded on the ball DR, we clearly have D(t
R
B) = H
1(DR) in d = 2. In any dimension, it is
easy to see that D(tRB) ⊂ H
1(DR) as well as L
2
(
DR, |x|
−(d−2) dx
)
⊂ L2(DR). More importantly, employing
the compactness of the embedding H1(DR) →֒ L
2(DR) in two dimensions, we may deduce from (3.14) that
D(tRB) is compactly embedded in L
2
(
DR, |x|
−(d−2) dx
)
. Consequently, the infimum in (3.13) is achieved by a
non-trivial function g1 ∈ D(t
R
B) and µB(R) is just the first eigenvalue of T
R
B . R 7→ µB(R) defines a continuous
function on (0,∞).
The next result is an analogue of Proposition 3.1 and follows directly from the definition (3.13) with help
of the unitary equivalence of HB and TB through (3.10).
Proposition 3.2. Let d ≥ 2. Suppose that B is smooth and closed. Then, for any R > 0,
∀ψ ∈ C∞0 (R
d) , hB[ψ] ≥ µB(R)
∫
DR
|ψ(x)|2 dx . (3.15)
On the other hand, the following result is quite non-trivial and makes the precedent proposition highly
important as a robust local Hardy inequality whenever B 6= 0.
Proposition 3.3. Let d ≥ 2. Suppose that B is smooth and closed. Then
µB = 0 ⇐⇒ B = 0 .
Proof. We are partially inspired by [23, proof of Prop. 2.1.3]. If B = 0, then we may take A = 0 and
consequently µ0 = 0, with g
0
1 := 1 being the first eigenfunction of T
R
0 for any R > 0. Conversely, let us
assume µB = 0. For any fixed R > 0, let g1 denote the first eigenfunction of T
R
B . By elliptic regularity theory,
we know that g1 is smooth in DR \ {0}. The diamagnetic inequality (1.8) and the assumption µB(R) = 0
imply that the magnitude |g1| is constant in DR. We may assume |g1| = g
0
1 = 1 and write g1 = e
iϕ with
some real-valued function ϕ such that |∇ϕ| ∈ L2
(
DR, |x|
−(d−2) dx
)
which is in fact smooth in DR \ {0}.
From tRB[e
iϕ] = 0 we then find that ∇ϕ = A in DR \ {0}. That is, A is exact and thus B = dA = 0 in the
punctured ball DR \ {0}. Since this is true for any R > 0, we conclude that B = 0 in R
d.
Remark 3.2. Combining Propositions 3.2 and 3.3, we get a result reminiscent of Weidl’s inequality
∀ψ ∈ C∞0 (R
d) , hB[ψ] ≥ c(d,A)
∫
D2\D1
|ψ(x)|2 dx
that he obtained in [51, Sec. 3.5] as a consequence of his more abstract results in [52] under the assumption
that A is “non-trivial”.
The following ultimate result is just Theorem 1.1.
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Theorem 3.3. Let d ≥ 2. Suppose that B is smooth and closed. If B 6= 0, then there exists a positive
constant cd,B such that (1.7) holds.
Proof. Once we have (3.15) with a positive µB(R) > 0 (cf. Proposition 3.3), we have in particular (3.6) with
I = (0, R) and the global Hardy inequality follows by mimicking the rest of the proof of Theorem 3.1. In
particular, we obtain
cd,B ≥
γ
4
µB(R)
µB(R) + ‖ξ
′‖2∞ +
γ
2
inf
r∈(0,∞)
1 + r2 log2(r)
1 + r2 log2(2r/R)
> 0 ,
where γ is the constant from Lemma 3.1.
Remark 3.3. Because of the meaning of µB(R), let us mention that the lowest eigenvalue of the magnetic
Neumann Laplacian in domains has been extensively studied in connection with superconductivity, (see, e.g.,
[29], [21] and [22]).
4 The heat equation
In this section we reduce the proof of Theorem 1.3 to a spectral analysis of a family of operators.
4.1 The physical variables
Since HB is a self-adjoint operator (cf. Section 2.5), the semigroup (1.1) can be constructed by means of
the functional calculus. Another possibility is to apply the standard semigroup theory; according to the
Hille-Yosida theorem [4, Thm. 7.7], for any initial datum u0 ∈ L
2(Rd), there exists a unique solution
u ∈ C0
(
[0,∞);L2(Rd)
)
∩ C1
(
(0,∞);L2(Rd)
)
∩ C0
(
(0,∞);D(HB)
)
(4.1)
of the evolution problem (1.6). In particular,
u ∈ L2loc
(
(0,∞);D(hB)
)
and u,t ∈ L
2
loc
(
(0,∞);D(hB)
∗
)
. (4.2)
With an abuse of notation, we denote by the same symbol u both the function of the space-time variables
(x, t) ∈ Rd × (0,∞) and the Hilbert-space-valued mapping u : (0,∞) → L2(Rd). In particular, we identify
the partial derivative u,t with respect to the time variable with the Hilbert-space weak derivative u
′.
Later on we shall transfer (1.6) to a non-autonomous evolution problem, to which the standard semigroup
theory does not apply and variational tools have to be used instead. Let us therefore formulate already (1.6)
in this setting. We say that the Hilbert-space-valued function u satisfying (4.2) is a weak solution of (1.6) if〈
φ, u,t(t)
〉
D(hB) D(hB)∗
+ hB
(
φ, u(t)
)
= 0 , (4.3)
for each φ ∈ D(hB) and a.e. t ∈ [0,∞), and u(0) = u0 ∈ L
2(Rd). Here hB(·, ·) denotes the sesquilinear form
associated to hB[·] and 〈·, ·〉D(hB) D(hB)∗ stands for the duality pairing of D(hB) and D(hB)
∗. The existence
and uniqueness of the weak solution u of (4.3) follows by an abstract theorem of J. L. Lions [4, Thm. 10.9].
Now we would like to restrict the initial data u0 of (1.6) to the weighted space L
2
w(R
d) introduced
in (1.10). It corresponds to the weak formulation〈
φ, u,t(t)
〉
D(hw
B
) D(hw
B
)∗
+ hwB
(
φ, u(t)
)
= 0 , (4.4)
where hwB(·, ·) is the sesquilinear form associated with the quadratic form
hwB[ψ] :=
∥∥(∇− iA)ψ∥∥2
L2w(R
d)
− cd
∥∥∥∥ ψ|x|
∥∥∥∥
2
L2w(R
d)
, D(hwB) := C
∞
0 (R
d)
‖·‖hw
B .
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Here the norm with respect to which the closure is taken is defined in analogy with (2.11). We remark
that hwB is non-negative. Indeed, employing the trick (3.11), we get
hwB[V
−1g] =
∥∥(∇− iA)g∥∥2
L2wη(R
d)
+
d− 2
4
‖g‖
2
L2wη(R
d)
for every g ∈ C∞0 (R
d \ {0}), where η(x) := |x|−(d−2). Applying [4, Thm. 10.9], we get that (4.4) possesses a
unique solution u satisfying
u ∈ L2loc
(
(0,∞);D(hwB)
)
∩ C0
(
[0,∞);L2w(R
d)
)
and u,t ∈ L
2
loc
(
(0,∞);D(hwB)
∗
)
. (4.5)
4.2 The self-similarity variables
The difficulty in the study of the large-time behaviour of the semigroup (1.1) is mainly due to the lack
of compactness of the resolvent of its generator HB. To recover the compactness in the weighted Hilbert
space (1.10), we apply the powerful method of self-similar variables, which can be considered as a by now
classical approach to this type of problems (cf. Introduction).
If (x, t) ∈ Rd × (0,∞) are the initial space-time variables for the heat equation (1.6), we introduce the
self-similar variables (y, s) ∈ Rd × (0,∞) by
y := (t+ 1)−1/2 x , s := log(t+ 1) . (4.6)
The angular variable σ of the spherical coordinates is not changed by this transformation and for the radial
one we use the notation
ρ := |y| = (t+ 1)−1/2 |x| = (t+ 1)−1/2 r . (4.7)
If u is a solution of (1.6), we then define a new function
u˜(y, s) := esd/4 u
(
es/2y, es − 1
)
. (4.8)
The inverse transform is given by
u(x, t) = (t+ 1)−d/4 u˜
(
(t+ 1)−1/2x, log(t+ 1)
)
. (4.9)
It is straightforward to check that u˜ satisfies a weak formulation of the Cauchy problem

u˜,s +
(
− i∇y −As(y)
)2
u˜−
cd
|y|2
u˜−
1
2
y · ∇yu˜−
d
4
u˜ = 0 , (y, s) ∈ Rd × (0,∞) ,
u˜(y, 0) = u0(y) , y ∈ R
d ,
(4.10)
with the new, s-dependent magnetic potential
As(y) := e
s/2A(es/2y) . (4.11)
When evolution is posed in that context, y plays the role of the new space variable and s is the new time.
However, note that now we deal with a non-autonomous system because of the presence of magnetic field.
Remark 4.1. The same non-autonomous feature occurs and has been previously analysed in the case of
non-trivial geometries [37, 38, 30] and also for a convection-diffusion equation in the whole space but with a
variable diffusion coefficient [17, 9]. A careful analysis of the behaviour of the underlying elliptic operators
as s tends to infinity leads to a sharp decay rate for its solutions.
To be more specific, the weak formulation of (4.10) is just the transformed version of (4.3) that reads〈
φ, u˜,s(s)−
1
2
y · ∇yu˜(s)−
d
4
u˜(s)
〉
D(as) D(as)∗
+ as
(
φ, u˜(s)
)
= 0 , (4.12)
for each φ ∈ D(as) and a.e. s ∈ [0,∞), and u(0) = u0, with the quadratic form
as[ψ] :=
∥∥(∇− iAs)ψ∥∥2L2(Rd) − cd
∥∥∥∥ ψ|y|
∥∥∥∥
2
L2(Rd)
, D(as) := C∞0 (R
d)
‖·‖as
.
Here the norm ‖ · ‖as is defined in analogy of (2.11). Recall that the form as is non-negative due to (1.8)
and (1.5).
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4.3 Restricting the initial data to the weighted space
The self-similarity transform u 7→ u˜ acts as a unitary transform in L2(Rd); indeed, we have
‖u(t)‖L2(Rd) = ‖u˜(s)‖L2(Rd) (4.13)
for all s, t ∈ (0,∞). This means that we can analyse the asymptotic time behaviour of the former by studying
the latter.
Because of the presence of the diffusion term in (4.12), however, the natural space to study the evolution
is not L2(Rd) but rather the weighted space L2w(R
d) introduced in (1.10). We thus define an additional
transform
v˜(y, s) := w(y)1/2 u˜(y, s) , (4.14)
where the Gaussian weight w is defined in (1.10). It casts (4.10) formally to

v˜,s +
(
− i∇y −As(y)
)2
v˜ −
cd
|y|2
v˜ +
|y|2
16
v˜ −
1
2
iy ·As v˜ = 0 , (y, s) ∈ R
d × (0,∞) ,
v˜(y, 0) = v0(y) , y ∈ R
d ,
(4.15)
where v0 := w
1/2u0. Hence, looking for solutions of (4.10) with an initial datum u0 ∈ L
2
w(R
d) is the same
as looking for solutions of (4.15) with the initial datum v0 ∈ L
2(Rd). The advantage of the weighted setting
is that the presence of the harmonic-oscillator potential in (4.15) is responsible for the compactness of the
resolvent of the underlying elliptic operator.
Notice that the non-symmetric term on the first line of (4.15) vanishes provided that we choose A
according to the Poincare´ gauge (1.14). From now on, we thus assume that A is given by (1.15), where the
coefficients of the tensor B are smooth functions.
4.4 Justifying the formal manipulations
To show that (4.15) is well posed, we multiply the first line of (4.15) by an arbitrary test function φ ∈ C∞0 (R
d)
and integrate over y ∈ Rd. Then we formally arrive at the identity〈
φ, v˜,s(s)
〉
D(ls) D(ls)∗
+ ls
(
φ, v˜(s)
)
= 0 (4.16)
with the quadratic form
ls[ψ] :=
∥∥(∇− iAs)ψ∥∥2L2(Rd) − cd
∥∥∥∥ ψ|y|
∥∥∥∥
2
L2(Rd)
+
∥∥∥∥ |y|4 ψ
∥∥∥∥
2
L2(Rd)
, D(ls) := C∞0 (R
d)
‖·‖ls
. (4.17)
Here the norm with respect to which the closure is taken is defined in analogy with (2.11). Note that ls is
non-negative due to the diamagnetic inequality (1.8) and the classical Hardy inequality (1.5).
We also introduce the analogous form in the absence of magnetic field (and thus s-independent)
l[ψ] :=
∥∥∇ψ∥∥2
L2(Rd)
− cd
∥∥∥∥ ψ|y|
∥∥∥∥
2
L2(Rd)
+
∥∥∥∥ |y|4 ψ
∥∥∥∥
2
L2(Rd)
, D(l) := C∞0 (R
d)
‖·‖l
. (4.18)
The following important result shows that the form domain D(ls) is locally independent of s, provided that A
is bounded.
Lemma 4.1. Let d ≥ 2. Suppose that A is bounded. For any s ≥ 0, there exists a positive constant Cs such
that, for every ψ ∈ C∞0 (R
d),
C−1s ‖ψ‖l ≤ ‖ψ‖ls ≤ Cs‖ψ‖l .
Proof. As in Lemma 2.1, it is possible to show that the space C∞0 (R
d \ {0}) is a core of both ls and l. It is
thus enough to prove the inequalities for any fixed ψ ∈ C∞0 (R
d \ {0}). Performing the substitution g := Vψ,
where V is given by (3.10), we already know about the following identity (cf. (3.12))
∥∥(∇− iAs)ψ∥∥2L2(Rd) − cd
∥∥∥∥ ψ|y|
∥∥∥∥
2
L2(Rd)
=
∫
Rd
|(∇− iAs)g(y)|
2 |y|−(d−2) dy .
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Using the boundedness of A and elementary estimates, we have
δ|∇g|2 −
δ es‖A‖2∞
1− δ
|g|2 ≤ |(∇− iAs)g|
2 ≤ 2|∇g|2 + 2es‖A‖2∞|g|
2
with any δ > 0. Coming back to the original function ψ and choosing δ small and s-dependent, we establish
the desired inequalities.
As a consequence of (2.5), smooth A in the Poincare´ gauge is bounded under our characteristic assumption
that B is compactly supported. From now on, we thus assume that the coefficients of B are compactly
supported functions.
By “formally” above we mean that it is not a priori clear that the solution v˜(s) and its derivative v˜,s(s)
belong to D(ls) and the dual D(ls)
∗, respectively, so that the result (4.16) of the formal manipulations might
be meaningless. We therefore proceed conversely by showing first that (4.15) is actually well posed in L2(Rd).
Proposition 4.1. Let d ≥ 2. Suppose that B is smooth, closed and compactly supported. Choose A according
to the gauge (1.15). If v0 ∈ L
2(Rd), then the Cauchy problem (4.15) admits a unique weak solution
v˜ ∈ L2loc
(
(0,∞);D(l)
)
∩C0
(
[0,∞);L2(Rd)
)
and v˜,s ∈ L
2
loc
(
(0,∞);D(l)∗
)
. (4.19)
More specifically, there is such a unique solution of the problem〈
φ, v˜,s(s)
〉
D(l) D(l)∗
+ ls
(
φ, v˜(s)
)
= 0 (4.20)
for each φ ∈ D(l) and a.e. s ∈ [0,∞) satisfying v˜(0) = v0.
Proof. The existence of the weak solutions follows by the theorem of J. L. Lions’ [4, Thm. 10.9] applied in
the scale of Hilbert spaces D(l) ⊂ L2(Rd) ⊂ D(l)∗ with help of Lemma 4.1. We refer to [37, Prop. 5.1] for
the justification in an analogous situation and leave the details to the reader.
Now we are in a position to give a partial equivalence of (1.6) and (4.15), when the initial data of the
former are restricted to the weighted space (1.10).
Proposition 4.2. Suppose the hypotheses of Proposition 4.1. If u satisfying (4.5) is a solution of (4.4) for
each φ ∈ D(hwB) and a.e. t ∈ [0,∞), subject to the initial condition u(0) = u0 ∈ L
2
w(R
d), then v˜ defined
in (4.14) and (4.8) is the solution of (4.20) for each φ ∈ D(a) and a.e. s ∈ [0,∞), subject to the initial
condition v˜(0) = w1/2u0, and satisfies (4.19).
Proof. It is straightforward to establish the identity
ls[v˜] =
∫
Rd
[
es
(
|(∇− iA)u|2 − cd
|u|2
|x|2
)
+ e−s(1− es/2)
|x|2
8
|u(x)|2 −
d
4
|u|2
]
w(e−s/2x) dx ,
provided that u ∈ D(hwB). Noticing that e
s/2 ≥ 1 and w(e−s/2x) ≤ w(x), we obtain ls[v˜] ≤ e
s hwB[u], whence
v˜ ∈ D(ls) for every s ≥ 0. Then (4.16) makes sense and holds. Furthermore, by Proposition 4.1, v˜ is the
unique solution of (4.20) satisfying (4.19).
As a consequence of this proposition, we may study the operator e−tHB : L2w(R
d) → L2w(R
d) ⊂ L2(Rd)
by analysing the evolution problem (4.15).
4.5 Reduction to a spectral problem
Choosing φ = v˜ in (4.20) and combining the obtained equation with its conjugate version, we arrive at the
identity
1
2
d
ds
‖v˜(s)‖2L2(Rd) = −ls[v˜(s)] (4.21)
for every s ≥ 0. Now, as usual for energy estimates, we replace the right hand side of (4.21) by the spectral
bound
ls[v˜(s)] ≥ λB(s) ‖v˜(s)‖
2
L2(Rd) , (4.22)
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where λB(s) is the lowest point in the spectrum of the self-adjoint operator Ls in L
2(Rd) associated with
the form ls. Then (4.21) together with (4.22) implies Gronwall’s inequality
‖v˜(s)‖L2(Rd) ≤ ‖v0‖L2(Rd) e
−
∫
s
0
λB(τ) dτ (4.23)
valid for every s ≥ 0. Recall that Ls is non-negative for every s ≥ 0.
In this way, the problem of large-time behaviour of (1.1) is reduced to a spectral analysis of the family
of operators {Ls}s≥0. In particular, we have the following results.
Proposition 4.3. Suppose the hypotheses of Proposition 4.1. Then
(i)
∥∥e−tHB∥∥
L2w(R
d)→L2(Rd)
≤ (1 + t)−λ
min
B for every t ≥ 0, where λminB := inf
s≥0
λB(s).
(ii) γB ≥ λB(∞), where λB(∞) := lim inf
s→∞
λB(s).
Proof. Using (4.13), the pointwise bound w ≥ 1, inequality (4.23) and the identification v0 = w
1/2u0, we
have
‖u(t)‖L2(Rd) = ‖u˜(s)‖L2(Rd) ≤ ‖u˜(s)‖L2w(Rd) = ‖v˜(s)‖L2(Rd) ≤ ‖u0‖L2w(Rd) e
−
∫
s
0
λB(τ) dτ .
Consequently, ∥∥e−tHB∥∥
L2w(R
d)→L2(Rd)
= sup
u0∈L2w(R
d)\{0}
‖u(t)‖L2(Rd)
‖u0‖L2w(Rd)
≤ e−
∫
s
0
λB(τ) dτ .
Then (i) immediately follows from the crude bound e−
∫
s
0
λB(τ) dτ ≤ e−λ
min
B s = (1+t)−λ
min
B , where the equality
is due to the relationship (4.6) between s and t. To prove (ii), we refer to analogous situations in [37, Sec. 5.8],
[38, Sec. 4.5], [35, Sec. 3.5] or [30, Sec. 7.10].
The behaviour of λB(s) on s will be studied in the following section. Using additional results about Ls,
we shall actually show that there holds an equality in Proposition 4.3.(ii).
5 Schro¨dinger operators with singularly scaled magnetic field
In this section we eventually give a proof of Theorem 1.3 by analysing the family of operators {Ls}s≥0.
Recall that, for each fixed s ≥ 0, Ls is the self-adjoint operator in L
2(Rd) associated with the sesquilinear
form (4.17). On its domain the operator acts as
Ls =
(
− i∇y −As(y)
)2
−
cd
|y|2
+
|y|2
16
, (5.1)
where As is the singularly scaled magnetic potential (4.11). We shall be particularly interested in the
asymptotic behaviour of Ls as s→∞. Throughout this section, we assume that A is smooth and bounded.
5.1 Basic properties
First of all, we remark that, because of the presence of the unbounded harmonic-oscillator potential in (5.1),
we have the following important result.
Proposition 5.1. Let d ≥ 2. Suppose that A is bounded. Then Ls is an operator with compact resolvent
for any s ≥ 0.
Proof. In view of Lemma 4.1, it is enough to show that D(l) is compactly embedded in L2(Rd). This property
can be established by standard methods (cf. [44, Sec. XIII.14]), but one can alternatively recall an existing
result from [49]: For any ψ ∈ C∞0 (R
d), it is easy to see that
l[w1/2ψ] = ‖∇ψ‖2L2w(Rd) − cd
∥∥∥∥ ψ|y|
∥∥∥∥
2
L2w(R
d)
−
d
4
‖ψ‖2L2w(Rd)
and the completion of C∞0 (R
d) with respect to the norm induced by the quadratic form on the right hand
side is compactly embedded in L2w(R
d) due to [49, Prop. 9.2].
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Consequently, Ls has a purely discrete spectrum. In particular, λB(s) represents an eigenvalue of Ls for
any s ≥ 0. By the variational characterisation of the spectrum of Ls, we have
λB(s) = min
ψ∈D(l)
ψ 6=0
ls[ψ]
‖ψ‖2
L2(Rd)
, (5.2)
where we can indeed take D(l) instead of D(ls) due to Lemma 4.1.
5.2 No magnetic field
In the absence of magnetic field, i.e. B = 0, we can always choose A = 0. In this case, Ls is independent of s
and it coincides with the operator L associated with the quadratic form l introduced in (4.18). The spectral
problem for L can be solved explicitly by means of a separation of variables (cf. [35, Prop. 3]).
Proposition 5.2. Let d ≥ 2. We have
σ(L) =
{
n+
1 +
√
ℓ(ℓ+ d− 2)
2
}
n,ℓ∈N
.
We point out that the natural numbers N contain 0 in our convention. In particular, for the lowest
eigenvalue (5.2), we get
Corollary 5.1. Let d ≥ 2. We have λ0(s) = 1/2 for all s ≥ 0.
It follows from the corollary that λ0(∞) = 1/2 and therefore γ0 ≥ 1/2 due to Proposition 4.3. This
together with the following result proves Theorems 1.2 and 1.3 in the magnetic-free case B = 0.
Proposition 5.3. Let d ≥ 2. We have γ0 = 1/2.
Proof. We have already established γ0 ≥ 1/2. To prove the opposite bound, it is enough to find an initial
datum u0 ∈ L
2
w(R
d) such that the solution of (1.6) satisfies the inequality ‖u(t)‖L2(Rd) ≥ c (1 + t)
−1/2 for
all t ≥ 0 with some positive constant c that may depend on u0. Since ψ1(y) := |y|
−(d−2)/2e−|y|
2/8 is an
eigenfunction of L corresponding to the eigenvalue 1/2, the function v˜(y, s) := e−s/2ψ1(y) solves (4.15),
subject to the initial condition v˜(y, 0) = ψ1(y). Defining u by means of (4.9) and (4.14), we get that it
solves (1.6), subject to the initial condition u(x, 0) = w(x)−1/2ψ1(x) =: u0(x). Clearly, u0 ∈ L
2
w(R
d).
Recalling (4.13) and (4.14) again, we get
‖u(t)‖L2(Rd) = ‖w
−1/2v˜(s)‖L2(Rd) = e
−s/2 ‖u0‖L2(Rd) = (1 + t)
−1/2 ‖u0‖L2(Rd)
for all t ≥ 0, where the last identity follows by the relationship (4.6).
5.3 Lower bounds
In this subsection, we focus on part (i) of Proposition 4.3. First of all, using just the diamagnetic inequal-
ity (1.8) and Corollary 5.1, we immediately get the following results.
Proposition 5.4. Let d ≥ 2. If B is smooth and closed, then λB(s) ≥ 1/2 for all s ≥ 0.
Corollary 5.2. Let d ≥ 2. If B is smooth, closed and compactly supported, then γB ≥ 1/2.
From the previous subsection, we already know that both bounds are optimal in the absence of magnetic
field. Now we show that there is always an improvement in the case of Proposition 5.4 whenever B is
non-trivial.
Proposition 5.5. Let d ≥ 2. Suppose that B is smooth and closed. If B 6= 0, then
∀s ≥ 0 , λB(s) >
1
2
.
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Proof. By Proposition 5.4, we already know that λB(s) ≥ 1/2 for all s ≥ 0. In order to show that the
inequality is strict, we assume by contradiction that B 6= 0 and λB(s) = 1/2 for some s ≥ 0. Let ψ denote a
corresponding eigenfunction of Ls. By elliptic regularity theory, we know that ψ is smooth in R
d \ {0}. We
have
0 = ls[ψ]−
1
2
‖ψ‖2L2(Rd) ≥ l[|ψ|]−
1
2
‖ψ‖2L2(Rd) ≥ 0 , (5.3)
where the first estimate is the diamagnetic inequality (1.8) and the second estimate follows from the varia-
tional characterisation of the first eigenvalue λ0 = 1/2 of L. Note that the eigenfunction of L corresponding
to λ0 = 1/2 is unique (up to a normalisation factor) and can be chosen positive. It then follows from (5.3)
that the magnitude |ψ| must coincide with the first eigenfunction of L. Writing ψ = |ψ|eiϕ, where ϕ is a
real-valued smooth function in Rd \ {0}, we thus obtain from (5.3) that ∇ϕ = As in R
d \ {0}. That is, As is
exact and thus dAs = 0 in the punctured space R
d \ {0}. From this we conclude that B = dA = 0 in Rd, a
contradiction.
In order to apply Proposition 4.3.(i), we also need to ensure a strict positivity of λB(∞) − 1/2. The
following result shows that this is not always possible.
Proposition 5.6. Let d ≥ 2. Suppose that B is smooth, closed and compactly supported. Then
νB(∞) = 0 =⇒ λB(∞) =
1
2
.
Proof. In view of Proposition 5.4, it is enough to establish an upper bound to λB(s) that goes to 1/2 as
s → ∞. Following [35, Prop. 2], we obtain it by constructing a suitable trial function in the variational
characterisation of the eigenvalue.
Inspired by [10, proof of Corol. VIII.6.4], let ξ be a smooth real-valued function on [0, 1] such that ξ = 0
in a right neighbourhood of 0 and ξ = 1 in a left neighbourhood of 1. For any natural number n ≥ 2, we
define a smooth cut-off function ηn : [0,∞)→ [0, 1] by
ηn(ρ) :=


0 if ρ < 1/n2 ,
ξ
(
logn(n
2ρ)
)
if ρ ∈ [1/n2, 1/n] ,
1 if ρ > 1/n .
We have the limits ηn(ρ)→ 1 as n→∞ for every ρ > 0 and
‖η′n‖
2
L2((0,∞),ρdρ) ≤
‖ξ′‖2∞
logn
−−−−→
n→∞
0 . (5.4)
Hence, the functions y 7→ ηn(|y|) represent a convenient smooth approximation of the constant function 1 in
W 1,2loc (R
2) when a singularity in the origin has to be avoided (cf. Lemma 2.1).
We work in the spherical coordinates (1.13) and the Poincare´ gauge (1.15). We define
gn(y) := ψ1(|y|) ηn(|y|)ϕ(y/|y|) ,
where ψ1(ρ) := ρ
−(d−2)/2 e−ρ
2/8 is the eigenfunction of L corresponding to its first eigenvalue λ0 = 1/2 and ϕ
is a non-trivial smooth solution of d′ϕ − iA∞ϕ = 0 on S
d−1. In view of Proposition 1.1, such a solution
exists due to the hypothesis νB(∞) = 0. We clearly have gn ∈ D(ls) for all n ≥ 2 and s ≥ 0. Passing to the
spherical coordinates, one easily checks the identity (cf. (2.13))
ls[gn]−
1
2
‖gn‖
2
L2(Rd) =
∫
Sd−1×(0,∞)
|ψ1(ρ)|
2 |ηn(ρ)|
2
∣∣[A∞(σ)− As(σ, ρ)]ϕ(σ)∣∣2Sd−1
ρ2
ρd−1dσ dρ
+
∫
Sd−1×(0,∞)
|ψ1(ρ)|
2 |η′n(ρ)|
2 |ϕ(σ)|2 ρd−1dσ dρ , (5.5)
where As := ∇π · (As ◦ π). Using (2.6) and (4.6), we find
As(σ, ρ) = A(σ, e
s/2ρ) . (5.6)
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Consequently, the first integral on the right hand side of (5.5) goes to zero as s → ∞ by the dominated
convergence theorem. The second term is independent of s so as is ‖gn‖L2(Rd). From the variational
characterisation (5.2) we thus obtain
0 ≤ λB(∞)−
1
2
≤
∫
Sd−1×(0,∞)
|ψ1(ρ)|
2 |η′n(ρ)|
2 |ϕ(σ)|2 ρd−1dσ dρ∫
Sd−1×(0,∞)
|ψ1(ρ)|
2 |ηn(ρ)|
2 |ϕ(σ)|2 ρd−1dσ dρ
=
∫ ∞
0
e−ρ
2/4 |η′n(ρ)|
2 ρ dρ∫ ∞
0
e−ρ
2/4 |ηn(ρ)|
2 ρ dρ
for every n ≥ 2. In view of (5.4) and the text before it, the right hand goes to zero in the limit n→∞. We
have thus established the desired upper bound λB(∞) ≤ 1/2.
It remains to study the asymptotic behaviour of λB(s) as s→∞ in the case νB(∞) 6= 0. From now on,
we could restrict to d = 2, since νB(∞) = 0 whenever d ≥ 3, cf. (1.20). However, there is no complication in
continuing with the general setting, noting that the statements in the higher dimensions will be just void.
5.4 The asymptotic behaviour
It will be convenient to work in the spherical coordinates (1.13) and the Poincare´ gauge (1.15).
Recalling (2.12), we may write
ls[U
−1φ] =
∫
Sd−1×(0,∞)
[∣∣(d′ − iAs)φ∣∣2Sd−1
ρ2
+ |φ,ρ|
2 − cd
|φ|2
ρ2
+
ρ2
16
|φ|2
]
ρd−1dσ dρ (5.7)
for any φ ∈ C∞0
(
Sd−1× (0,∞)
)
, where As is given by (5.6). The unitarily equivalent operator Ls := ULsU
−1
in the Hilbert space H := L2
(
Sd−1 × (0,∞), ρd−1dσ dρ
)
is thus associated with the quadratic form ls[φ] :=
ls[U
−1φ], D(ls) := UD(ls). Of course, we have
D(ls) = C∞0
(
Sd−1 × (0,∞)
)‖·‖ls
,
where the norm ‖ · ‖ls is defined in analogy with (2.11). By Lemma 4.1, we know that D(ls) is actually
independent of s. In fact, for any finite s ≥ 0,
D(ls) = D(l) := C∞0
(
Sd−1 × (0,∞)
)‖·‖l
,
where (cf. (4.18))
l[φ] :=
∫
Sd−1×(0,∞)
[
|d′φ|2Sd−1
ρ2
+ |φ,ρ|
2 − cd
|φ|2
ρ2
+
ρ2
16
|φ|2
]
ρd−1dσ dρ .
By (3.4), we see that the expression on the right hand side of the last formula is composed of three
non-negative terms. More specifically, recalling (3.7), we have∫
Sd−1×(0,∞)
[
|φ,ρ|
2 − cd
|φ|2
ρ2
]
ρd−1 dσ dρ =
∫
Sd−1×(0,∞)
∣∣∣∣ρ−(d−2)/2 (ρ(d−2)/2φ),ρ
∣∣∣∣
2
ρd−1 dσ dρ
and we may thus conclude
D(l) =
{
φ ∈ H
∣∣∣∣ |d′φ|Sd−1ρ , ρ−(d−2)/2
(
ρ(d−2)/2φ
)
,ρ
,
|φ|2
ρ2
, ρφ ∈ H
}
. (5.8)
Taking into account (5.6) and (1.17), it is reasonable to expect that the behaviour of Ls in the limit
s→∞ will be determined by the operator L∞ associated with the the quadratic form
l∞[φ] :=
∫
Sd−1×(0,∞)
[∣∣(d′ − iA∞)φ∣∣2Sd−1
ρ2
+ |φ,ρ|
2 − cd
|φ|2
ρ2
+
ρ2
16
|φ|2
]
ρd−1dσ dρ ,
D(l∞) := C∞0
(
Sd−1 × (0,∞)
)‖·‖l∞
.
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There is a substantial difference between ls and l∞, because A∞ is singular in the sense that it is independent
of the radial variable. Consequently, D(l∞) is smaller. Indeed, recalling (1.16), we obtain a Hardy-type
inequality
∀φ ∈ C∞0
(
Sd−1 × (0,∞)
)
, l∞[φ] ≥ νB(∞)
∫
Sd−1×(0,∞)
|φ|2
ρ2
ρd−1dσ dρ ,
from which it follows that
νB(∞) 6= 0 =⇒ D(l∞) =
{
φ ∈ D(l)
∣∣∣∣ φr ∈ H
}
. (5.9)
On the other hand, since the vector potential A∞ can be gauged out if νB(∞) = 0, cf. Proposition 1.1, we
have D(l∞) = D(l) in this case. In any case, recalling Proposition 5.1, we can easily deduce that L∞ is an
operator with compact resolvent.
The following theorem is probably the most important auxiliary result of this paper.
Theorem 5.1. Let d ≥ 2. Suppose that B is smooth, closed and compactly supported. If νB(∞) 6= 0, then
the operator Ls converges to L∞ in the norm-resolvent sense as s→∞, i.e.,
lim
s→∞
∥∥L−1s − L−1∞ ∥∥H→H = 0 . (5.10)
Proof. First of all, we notice that it follows from Proposition 5.4 that 0 belongs to the resolvent set of Ls for
all s ≥ 0 and the same argument applies to L∞. To prove the uniform convergence (5.10), we shall use an
abstract criterion of Lemma A.1 from the appendix. Let {sn}n∈N be an arbitrary sequence of non-negative
integers such that sn → ∞ as n → ∞ and let {fn}n∈N ⊂ H be an arbitrary family of functions weakly
converging to f and such that ‖fn‖H = 1 for all n ∈ N. By Lemma A.1, it is enough to show that
lim
n→∞
∥∥L−1sn fn − L−1∞ f∥∥H = 0 . (5.11)
We set φn := L
−1
sn fn, so that φn satisfies the weak formulation of the resolvent equation
∀v ∈ D(l) , lsn(v, φn) = (v, fn)H . (5.12)
Choosing v = φn for the test function in (5.12), we have
lsn [φn] = (φn, fn)H ≤ ‖φn‖H‖fn‖H = ‖φn‖H . (5.13)
Noticing that Proposition 5.4 yields the Poincare´-type inequality ls[φ] ≥
1
2‖φ‖
2
H for any φ ∈ D(l), we
obtain from (5.13) the uniform bound
‖φn‖H ≤ 2 . (5.14)
At the same time, recalling (5.7), the bounds (5.13) and (5.14) yield
∥∥∥∥∥
∣∣(d′ − iAsn)φn∣∣Sd−1
ρ
∥∥∥∥∥
2
H
≤ 2 ,
∥∥∥∥ρ−(d−2)/2 (ρ(d−2)/2φn),ρ
∥∥∥∥
2
H
≤ 2 , ‖ρφn‖
2
H ≤ 32 . (5.15)
If B = 0, then A = 0, and consequently, the first inequality of (5.15) is already a uniform bound on the
angular derivative of φn, so that (5.14) and (5.15) imply that {φn}n∈N is a bounded family in D(l), cf. (5.8).
To get a similar estimate on the angular derivative of φn in our situation νB(∞) 6= 0, we employ the presence
of magnetic Hardy inequalities as follows. In the simultaneous usage of the spherical coordinates (1.13), self-
similarity variables (4.6)–(4.7) and the Poincare´ gauge (1.15), the Hardy inequality (3.9) of Theorem 3.2
reads ∥∥∥∥∥
∣∣(d′ − iAs)φ∣∣Sd−1
ρ
∥∥∥∥∥
2
H
+
∥∥∥∥ρ−(d−2)/2 (ρ(d−2)/2φ),ρ
∥∥∥∥
2
H
≥ c˜d,B
∫
Sd−1×(0,∞)
|φ|2
e−s + ρ2
ρd−1dσ dρ
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for any φ ∈ C∞0
(
Sd−1 × (0,∞)
)
. Applying this inequality to (5.13) and recalling (5.14), we therefore get
∫
Sd−1×(0,∞)
|φn|
2
e−sn + ρ2
ρd−1dσ dρ ≤
2
c˜d,B
. (5.16)
Consequently, ∥∥∥∥ |Asnφn|Sd−1ρ
∥∥∥∥
2
H
≤
2
c˜d,B
C , (5.17)
where the number
C := sup
(σ,r)∈Sd−1×(0,∞)
1 + r2
r2
|A(σ, r)|2Sd−1
is indeed a finite constant because |A(σ, r)|Sd−1 = O(r) as r → 0 as a consequence of (2.9) and A(σ, r)
equals the smooth vector field A∞(σ) for all sufficiently large r. Using (5.17) in the first term of (5.15), we
eventually get the desired estimate ∥∥∥∥ |d′φn|Sd−1ρ
∥∥∥∥
2
H
≤ C˜ , (5.18)
where C˜ is a constant independent of n.
It follows from (5.14), (5.15) and (5.18) that {φn}n∈N is a bounded family in D(l) equipped with the
norm ‖ ·‖l. Therefore it is precompact in the weak topology of this space. Let φ∞ be a weak limit point, i.e.,
for a sequence {nj}j∈N of non-negative integers such that nj → ∞ as j → ∞, {φnj}j∈N converges weakly
to φ∞ in D(l). Actually, we may assume that the sequence converges strongly in H because D(l) is compactly
embedded in H. Summing up,
φnj
w
−−−→
j→∞
φ∞ in D(l) and φnj −−−→
j→∞
φ∞ in H . (5.19)
Our next objective is to show that φ∞ ∈ D(l∞). Since {φnj}j∈N converges strongly to φ∞ in H, we
clearly have
∀φ ∈ C∞0
(
Sd−1 × (0,∞)
)
,
(
φ,
φnj√
e−snj + ρ2
)
H
−−−→
j→∞
(
φ,
φ∞
ρ
)
H
.
Since C∞0
(
Sd−1 × (0,∞)
)
is dense in H and the uniform bound (5.16) holds true, we may conclude that
φnj√
e−snj + ρ2
w
−−−→
j→∞
φ∞
ρ
in H . (5.20)
In particular, recalling (5.9), φ∞ ∈ D(l∞).
Now we have all the ingredients needed to pass to the limit as n→∞ in (5.12). Taking any test function
v ∈ C∞0
(
Sd−1 × (0,∞)
)
in (5.12), with n being replaced by nj , and sending j to infinity, we easily obtain
from (5.19) the identity
l∞(v, φ∞) = (v, f)H . (5.21)
Since C∞0
(
Sd−1 × (0,∞)
)
is a core of l∞, then (5.21) holds true for any v ∈ D(l∞). We conclude that
φ∞ = L
−1
∞ f , for any weak limit point of {φn}n∈N. From the strong convergence of {φnj}j∈N, we eventually
conclude with (5.11). Recalling Lemma A.1, the theorem is proved.
Remark 5.1. In the two-dimensional situation studied in [35], only the strong-resolvent convergence of the
operators was proved.
Remark 5.2. We emphasise that the usage of the magnetic Hardy inequality (3.9) of Theorem 3.2 without
the logarithm is crucial in the preceding proof.
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5.5 Spectral consequences: proof of Theorem 1.3
As a consequence of Theorem 5.1, the spectrum of Ls converges to the spectrum of L∞ as s → ∞. As for
the latter, we have, in analogy with Proposition 5.2,
Proposition 5.7. Let d ≥ 2. Suppose that B is smooth, closed and compactly supported. We have
σ(L∞) =
{
n+
1 +
√
νB,ℓ(∞)
2
}
n,ℓ∈N
,
where {νB,ℓ(∞)}ℓ∈N is the set of eigenvalues of the operator
(
− i∇σ − A∞(σ)
)2
in L2(Sd−1).
We note that the lowest eigenvalue coincides with νB(∞). As a consequence of Theorem 5.1 and Propo-
sition 5.7 together with Proposition 5.6 and (1.20), we obtain
Corollary 5.3. Let d ≥ 2. Suppose that B is smooth, closed and compactly supported. Then
λB(∞) =
1 +
√
νB(∞)
2
.
Recalling Proposition 4.3.(i), we have thus established the following result.
Theorem 5.2. Let d ≥ 2. Suppose that B is smooth, closed and compactly supported. If νB(∞) 6= 0, then
there exists a positive constant αd,B such that∥∥e−tHB∥∥
L2w(R
d)→L2(Rd)
≤ (1 + t)−(αd,B+1/2) .
Proof. By virtue of Propositions 4.3 and 5.5, it is enough to choose αd,B := λ
min
B − 1/2.
We do not highlight this theorem in the introduction, because the statement is void for d ≥ 3 and the
two-dimensional situation was already established in [35].
We conclude this section by completing the proof of Theorem 1.3.
Proof of Theorem 1.3. By Proposition 4.3.(ii) and Corollary 5.3, we have γB ≥ λB(∞) and it remains
to show that there is actually an equality. As in Proposition 5.3, it is enough to find an initial datum
u0 ∈ L
2
w(R
d) such that the solution of (1.6) satisfies the inequality ‖u(t)‖L2(Rd) ≥ c (1 + t)
−λB(∞) for all
t ≥ 0 with some positive constant c that may depend on u0. Now we choose u0(x) := w(x)
−1/2ψ1(x), where
ψ1(y) := |y|
−(d−2)/2|y|νB(∞)e−|y|
2/8 is an eigenfunction of L∞ corresponding to the eigenvalue λB(∞). By
Proposition 4.2, the function v˜ defined by (4.9) and (4.14) solves (4.15) (interpreted as (4.20)) with the initial
datum v0 = ψ1. Let R be the radius of an open ball DR containing the support of B. Since As = A∞ in the
exterior of a shrinking ball DRs with Rs := e
−s/2R, we have the explicit solution
∀s ≥ 0 , y ∈ Rd \DRs , v˜(y, s) = e
−sλB(∞)ψ1(y) .
Recalling (4.13) and (4.14) again, we get
‖u(t)‖L2(Rd) = ‖w
−1/2v˜(s)‖L2(Rd) ≥ ‖w
−1/2v˜(s)‖L2(Rd\DRs )
= e−sλB(∞)‖u0‖L2(Rd\DRs ) ≥ e
−sλB(∞)‖u0‖L2(Rd\DR) = (1 + t)
−λB(∞) ‖u0‖L2(Rd\DR)
for all t ≥ 0, where the last identity follows by the relationship (4.6).
Remark 5.3. It follows from the precedent proof that there is an equality in Proposition 4.3.(ii).
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6 Conclusions
The method of this paper shows that the solutions of the heat equation (1.6) for large time behave as if
a local magnetic field B were replaced by the singular magnetic field generated by A∞ which reflects the
behaviour of the original magnetic field at the space infinity. We proved that the asymptotic behaviour of
solutions of the heat equation, when characterised by the polynomial decay rate γB of (1.11), is determined
by the lowest eigenvalue νB(∞) of an eigenvalue problem for the magnetic Laplace-Beltrami operator with
the vector potential A∞ on the sphere S
d−1.
We also proved new magnetic Hardy inequalities that played a central role in our proofs. One approach
(though not the most general) to establish the inequalities employed the positivity of r 7→ νB(r) in the spirit
of the original work of Laptev and Weidl [39]. For the appearance of cross-sectional spectral quantities in a
much more general geometric setting, see [43].
It is interesting to recall from [35] that A∞ corresponds in d = 2 to the Aharonov-Bohm magnetic field
with the same total flux as B. Consequently, the presence of magnetic field leads to an improvement of the
large-time decay of solutions of the heat equation (1.6) in the plane, provided that the total magnetic flux
does not belong to a discrete set of flux quanta. Let us also mention in the two-dimensional context the work
of Kovarˇ´ık [32], who analysed the large-time behaviour of the heat kernel of (1.1) in the case of a radially
symmetric magnetic field in d = 2 and obtained sharp two-sided estimates in this special setting.
In higher dimensions, we have νB(∞) = 0, so the transient effect of the magnetic field is not observable
in the present setting through the polynomial decay rate γB. Anyway, because of the presence of magnetic
Hardy inequalities, we expect that there is always an improvement in the decay of the heat semigroup (1.1)
whenever B 6= 0. A possible way how to show it would be to compute the next term in the asymptotic
expansion of the eigenvalue λB(s) as s→∞.
More generally, recall that we expect that there is always an improvement of the decay rate for the
heat semigroup of an operator satisfying a Hardy-type inequality (cf. [37, Conjecture in Sec. 6] and [24,
Conjecture 1]). The present paper confirms this general conjecture in the particular case of two-dimensional
magnetic Schro¨dinger operators.
We expect the same decay rates if the assumption about the compact support of B is replaced by a fast
decay at infinity only. However, it is quite possible that a slow decay of the field at infinity will improve
the decay of the solutions even further. In particular, can γB be strictly greater than
(
1 +
√
νB(∞)
)
/2 if B
decays to zero very slowly at infinity?
Throughout this paper, we restricted to smooth B and A in order to simplify their mutual relationship
and to state our results in terms of a more physical quantity B. Omitting the physical interpretation, it is
not difficult to restate our results in terms of A only, with a much less restrictive regularity. For instance, it
is clear from the proof of Theorem 1.1 that it is just enough to assume that A is bounded and not exact to
get the Hardy inequality (1.7).
It would be also interesting to examine the effect of the presence of the local magnetic field in other
physical models. As one possible direction of this research, let us mention the question of dispersive estimates
for the Schro¨dinger group generated by (1.2) (see [7], [8], [19], [25], [20] for a recent study of related problems).
It is well known that the large-time behaviour of a heat semigroup is related to low-energy properties of the
resolvent of its generator. In this paper, we studied this relationship by the method of self-similar variables
applied to the heat equation and using magnetic Hardy-type inequalities as a characterisation of spectral-
threshold properties of the generator. An alternative approach would be to establish a Laurent expansion
of the resolvent at zero energy and apply it to the heat semigroup with help of functional calculus. This
approach has been recently undertaken by Kovarˇ´ık [33] to study a large-time behaviour of the Schro¨dinger
equation in the present magnetic setting for d = 2 (the established Laurent expansion can be used for the
heat semigroup as well). More generally, the low-energy properties of the resolvent are subject of an intensive
study in geometric scattering theory; see [50], [26], [27] and [28] for recent developments in a much more
general geometric setting. An extension of these results to the present magnetic case seems to constitute an
interesting open problem.
A An abstract criterion for the norm-resolvent convergence
In this appendix we establish the following abstract result.
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Lemma A.1. Let {Rs}s∈R be a family of bounded operators on a Hilbert space H and let R be a compact
operator in H. Suppose that
∀{sn}n∈N ⊂ R , ∀{fn}n∈N ⊂ H ,
• sn −−−−→
n→∞
∞
• fn
w
−−−−→
n→∞
f in H
• ∀n ∈ N , ‖fn‖H = 1

 =⇒ Rsnfn −−−−→n→∞ Rf in H . (A.1)
Then {Rs}s≥0 converges to R uniformly, i.e.,
lim
s→∞
‖Rs −R‖H→H = 0 (A.2)
Proof. We prove the lemma by contradiction. Let us assume that (A.2) is violated, while (A.1) holds. The
former implies that there exist a positive number c, a sequence of numbers {sn}n∈N ⊂ R such that sn →∞
as n→∞ and a sequence of functions {fn}n∈N ⊂ H such that
‖fn‖H = 1 and
∥∥Rsnfn −Rfn∥∥H ≥ c > 0
for every n ∈ N. Since the sequence {fn}n∈N is bounded, it is precompact in the weak topology of H. Let f
be a weak limit point, i.e., for a sequence {nj}j∈N ⊂ N such that nj → ∞ as j → ∞, {fnj}j∈N converges
weakly to f in H. Since R is compact, the sequence of functions {Rfnj}j∈N converges strongly to Rf in H.
Consequently,
0 < c ≤ lim
j→∞
∥∥Rsnj fnj −Rfnj∥∥H = limj→∞ ∥∥Rsnj fnj −Rf∥∥H = 0 ,
where the last equality follows from (A.1) and gives a contradiction with the positivity of c.
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