Abstract. In this paper we present a meshfree discretization technique based only on a set of irregularly spaced points x i ∈ IR d and the partition of unity approach. In this sequel to [13] we focus on the cover construction and its interplay with the integration problem arising in a Galerkin discretization. We present a hierarchical cover construction algorithm and a reliable decomposition quadrature scheme. Here, we decompose the integration domains into disjoint cells on which we employ local sparse grid quadrature rules to improve computational efficiency. The use of these two schemes already reduces the operation count for the assembly of the stiffness matrix significantly. Now, the overall computational costs are dominated by the number of the integration cells. We present a regularized version of the hierarchical cover construction algorithm which reduces the number of integration cells even further and subsequently improves the computational efficiency. In fact, the computational costs during the integration of the nonzeros of the stiffness matrix are comparable to that of a finite element method, yet the presented method is completely independent of a mesh. Moreover, our method is applicable to general domains and allows for the construction of approximations of any order and regularity.
1. Introduction. Meshfree methods (MM) are promising approaches to overcome the problem of mesh generation which still is the most time-consuming part of any finite element (FE) simulation. Meshfree methods are based only on a (finite) collection of independent points within the domain of interest, i.e. there are no fixed connections between any two points like in a conventional mesh. These points can now be used as collocation nodes [1, 9, 10, 11, 19] , for the construction of approximate densities [21, 22, 23] or even for the construction of trial and test spaces for a Galerkin method [2, 3, 4, 8, 13] .
The shape functions of a meshfree Galerkin method are in general more complex than FE shape functions. In a meshfree method the shape functions are (in general) piecewise rational functions, whereas in a finite element method (FEM) they are piecewise polynomials. This is due to the fact that the construction of a meshfree shape function is based only on independent points instead of a mesh. Therefore, the integration of meshfree shape functions is more complicated than the integration of FE shape functions. Hence, the assembly of the stiffness matrix and right hand side vector in a meshfree Galerkin method is far more expensive than in the FEM. Meshfree Galerkin methods therefore could not be applied to real world problems up to now and are considered to be in an experimental state only.
In this paper we present a numerical method based only on a set of irregularly spaced points and the partition of unity approach [2] . In a partition of unity method (PUM), we define a global approximation u PU simply as a weighted sum of local approximations u i ,
These local approximations u i are completely independent of each other, i.e. the local supports ω i := supp(u i ), the local basis {ψ k i } and order of approximation p i for every single u i := u k i ψ k i can be chosen independently of all other u j . Here, the functions ϕ i form a partition of unity (PU). They are used to splice 1 the local approximations u i together in such a way that the global approximation u PU benefits from the local approximation orders p i yet still fulfills global regularity conditions, see [13] . For a general partial differential equation (PDE) Lu = f the fully assembled approximation functions ϕ i ψ k i have to be used within the Galerkin procedure. Hence, for the approximation of a PDE we have to integrate the product functions ϕ i ψ k i in the assembly of the stiffness matrix. This integration is one major issue of concern with partition of unity methods. The dominant factor for the approximation quality of the method certainly is the local basis function ψ k i but, other than with the pversion of the FEM, this high order function is not the cause of concern during the integration-the partition of unity functions ϕ i are.
The algebraic structure of the functions ϕ i is (in general) more complex than that of finite element shape functions, since the ϕ i have to repair any spatial irregularity induced by the overlaps of the ω i . Hence, the construction of a partition of unity with a simple algebraic structure is the most crucial step in a PUM. Therefore, the design and implementation of a PUM for general covers C Ω := {ω i | i = 1, . . . , N } including a fast yet reliable quadrature scheme is quite involved.
One approach to utilize at least some of the PUM benefits is the so-called Generalized Finite Element Method (GFEM) [7, 30] . Here, the construction of the PU {ϕ i } is left to an h-version FEM. On top of this PU, local basis functions ψ i k can still be selected with all the freedom the PU approach allows for, e.g. ψ i k which are adapted to known local behavior of the solution. But the dependence on the h-mesh construction for the PU is of course a major drawback of the GFEM. Furthermore, one needs to supply appropriate quadrature schemes for the reliable integration of these general local basis functions ψ i k independent of the facts that the cover is a mesh and that the partition of unity is piecewise linear.
Truly meshfree Galerkin methods [8, 13] have to be concerned with the construction of a cover from a given set of points P = {x i ∈ Ω} and hence have to cope with geometric searching and sorting problems. To tackle these problems an algorithm for finding a set covering a single point based on a tree concept was proposed in [17] . But still the cover C Ω was assumed to be given.
In this paper we present a general cover construction algorithm based only on a set of irregularly spaced points P = {x i ∈ Ω}. We partition the domain into overlapping d-rectangular patches ω i which we assign to the given points x i to cover the complete domain. We use d-binary trees (binary trees, quadtrees, octrees) for the construction of these patches ω i . While the data structures used here are similar to those used in [17] , we are interested in the construction of a cover C Ω with desirable features. For instance, the subsets N x ⊂ C Ω of cover patches ω k which cover a point x ∈ Ω, i.e. N x = {ω k ∈ C Ω | x ∈ ω k }, should be small. Although a cover C Ω generated by this general algorithm is minimal in the sense that card(N x ) card(C Ω ) is very small for all x ∈ Ω, the resulting partition of unity functions ϕ i are (in general) still more complex than in the GFEM. The piecewise character of the constructed functions ϕ i though can further be significantly simplified by making slight changes to the general cover construction. With this refined algorithm we construct covers for general domains that stay close to k-irregular grids. This construction not only minimizes the number of patches card(N x ) which cover a single point x ∈ Ω, but also leads to partition of unity functions ϕ i with simpler algebraic structure. A kirregular grid is completely sufficient for a PUM, since the ϕ i will repair the jump within the spatial resolution and ensure the global regularity conditions imposed on the approximation u PU . At the same time, the cost of the assembly of the stiffness matrix and right hand side vector is significantly reduced since the simpler algebraic structure of the ϕ i allows for cheaper quadrature rules.
Furthermore, we introduce a numerical quadrature scheme for the fully assembled approximation functions ϕ i ψ k i which further reduces the integration costs. Here, we decompose the integration domain to resolve the algebraic structure of the partition of unity functions ϕ i ; i.e. we decompose the integration domains into disjoint cells on which the integrands are smooth functions. We then use a sparse grid quadrature rule [12] with a dynamic stopping criterion locally on the cells. Hence, the number of integration points on each cell is minimal with respect to accuracy. It turns out that overall, the number of operations needed by our method during the assembly of the stiffness matrix is comparable to that of a finite element method. Yet at the same time it is a truly meshfree method, i.e. it is completely independent of a mesh. Hence, our partition of unity method is a very flexible and efficient numerical discretization technique and it is a strong competitor for conventional finite element methods. With the proposed method the treatment of real world problems using meshfree Galerkin methods might now be in reach now.
The remainder of the paper is organized as follows: in §2 we give a short review over the construction of partition of unity spaces for meshfree Galerkin methods. We then present in §3 a general hierarchical cover construction algorithm based only on a set of irregularly spaced points which allows for a fast neighbor search. Here, we make use of d-binary trees (quadtrees, octrees, etc.) to assign parts of the domain to each of the given points to cover the complete domain. The Galerkin discretization of a PDE using PUM shape functions is given in §4. In §5 we introduce an appropriate numerical quadrature scheme for PUM shape functions. The scheme is based on a decomposition approach to resolve the piecewise character of the partition of unity functions ϕ i . On the cells of this decomposition we employ local sparse grid quadrature rules with a dynamic stopping criterion. This reduces the computational costs on each cell substantially, yet still ensures a reliable accuracy of the integration. In §6 we present a refinement of the general cover construction algorithm given in §3; a similar cover construction algorithm was recently proposed in [18] . It also accounts for the geometric neighboring relations of the partition of unity functions ϕ i , i.e. the neighboring relations of the cover patches ω i , which have a significant effect on the number of integration cells. With this improved algorithm the number of integration cells and the corresponding computational effort during the integration of the stiffness matrix entries is significantly reduced. Numerical results for elliptic problems in two and three dimensions are given in §7.
2. Construction of trial and test spaces. In the following, we give a short recap of how to construct partition of unity spaces for a meshfree Galerkin method, see [13] for details. The starting point for any meshfree method is a collection of N independent points P :
In the PU approach we need to construct a partition of unity {ϕ i } on the domain of interest Ω to define an approximate solution
where the union of the supports supp(
is some locally defined approximation of order p i to u on ω i . Given a cover C Ω = {ω i | i = 1, . . . , N } we then can define such a partition of unity and local approximations u i by using Shepard functions as ϕ i and local approximation spaces V pi i on the patches ω i . A naive approach toward the construction of such a cover C Ω would be the design of patchesω i in such a way that every given point x i ∈ω j for some j = i. But this procedure (in general) does not lead to a cover of the complete domain Ω, i.e. jω j ⊃ Ω, since the points x i ∈ P may not be uniformly distributed in the domain Ω. In [13] the following algorithm was proposed which tackles this problem by using a setP = P ∪ Q of original points P = {x i } and additional (user supplied) points Q = {ξ k }. Note that the additional points ξ k are introduced to guarantee that the patches ω i completely cover the entire domain Ω. However, they are not used to construct additional cover patches, i.e. the algorithm constructs a cover patch ω i only for x i ∈ P not for ξ ∈P \ P .
Algorithm 1 (Direct Cover Construction). 1. Given: the domain Ω ⊂ IR d , a scalar α ≥ 1, the set of points P = {x i ∈ IR d | x i ∈ Ω, i = 1, . . . , N } for the partition of unity construction and a set of points Q = {ξ i ∈ IR d | ξ i ∈ Ω} to resolve the domain Ω.
(a) Set R = 0. Evaluate the set S y,R of all points x k ∈ P that fall within a searching square B R which is centered in y and whose side length is equal to 2R. If S y,R = ∅ (or S y,R = {y} if y = x k ), increase the size of the searching square, i.e. R, and try again.
. Now that we have found a cover C Ω of the domain Ω, we construct a partition of unity {ϕ i } by defining weight functions W i on the cover patches ω i . From these weight functions W i we can easily generate a partition of unity by Shepard's method, i.e. we define
Since the cover patches ω i constructed by Algorithm 1 are d-rectangular, i.e. they are products of intervals, the most natural choice for a weight function W i is a product of one-dimensional functions, i.e.
) with supp(W) = [0, 1] such that supp(W i ) = ω i . It is sufficient for this construction to choose a one-dimensional weight function W which is non-negative. Throughout this paper we use normed B-splines [27] as the generating weight function W.
In general, a partition of unity {ϕ i } can of course only recover the constant function on the domain Ω. Hence, the consistency error in the L 2 -norm of a discretization with the {ϕ i } would be of first order only. Therefore, we need to improve the approximation quality to use the method for the discretization of a PDE. To this end, we multiply the partition of unity functions ϕ i locally with polynomials. Since we use d-rectangular patches ω i only, a local tensor product space is the most natural choice. Throughout this paper, we use complete Legendre polynomials 2 as local approximation spaces V pi i , i.e. we choose
The selection of optimal local approximation orders p i and basis functions ψ k i are by nature problem-dependent. The regularity of the analytical solution space, e.g.
, and information about the analytical solution u itself may provide some insight. This and other adaptivity related issues are subject of future research and will not be treated in this paper.
Following the construction given above, we can construct approximate solutions u PU of any order and regularity without additional constraints on the cover C Ω . The resulting shape functions ϕ i ψ k i though have some surprising properties. 1. The partition of unity functions ϕ i are (in general) non-interpolatory. Furthermore, there are more degrees of freedom in a PUM space than there are points x i ∈ P due to the use of (multi-dimensional) local approximation spaces V pi i . 2. The regularity of the shape functions ϕ i ψ k i is independent of the number of degrees of freedom. The shape functions inherit the regularity of the partition of unity functions ϕ i (if we assume that the local approximation spaces V pi i are at least of the same regularity). Therefore, we can increase the regularity of an approximation u PU by changing the B-spline used in (2.2) independent of the local approximation spaces V pi i . Note that this is different from finite element methods. In the FEM the global regularity of an approximation is given by the element regularity which on the other hand is implemented by constraints imposed on the local degrees of freedom. Hence, a higher regularity may only be achieved by increasing the number of degrees of freedom of an element. 3. The PUM shape functions are piecewise rational functions due to the use of piecewise polynomial weights in (2.2). The cover C Ω itself influences the computational work of the method significantly. For one, the neighbor relations ω i ∩ ω j = ∅ of the cover C Ω already define the sparsity pattern of the stiffness matrix. Second, the evaluation of a single partition of unity function ϕ i , see (2.2) , involves the evaluation of the weights of all neighboring patches N i := {ω j ∈ C Ω | ω i ∩ ω j = ∅}. Hence, it is necessary to control the number of neigh-2 Note that due to their product structure the shape functions ϕ i ψ k i of our PUM do not inherit orthogonality properties of the local basis functions ψ k i . Hence, the chosen Legendre polynomials L k will not lead to a diagonal matrix for the mass matrix problem, as well as the integrated Legendre polynomials L k I will not lead to a diagonal matrix for the Poisson problem. 5
bors card(N i ) to limit the computational work during the assembly of the stiffness matrix. Furthermore, the smoothness of a PU function ϕ i is strongly dependent on the amount of overlap ω i ∩ ω j of the neighboring patches ω j ∈ N i , see [13] for details.
3. Hierarchical Cover Construction. Therefore, we need to construct a cover C Ω which minimizes the number of neighbors card(N i ) for each patch ω i , but ensures significantly large overlaps ω i ∩ ω j to allow for the use of a cheaper quadrature scheme for each nonzero entry of the stiffness matrix.
With Algorithm 1 for the cover construction the control over the neighborhoods N i is somewhat limited. Hence, it is very difficult to limit the density of the stiffness matrix. Even more problematic though is the fact that Algorithm 1 needs an additional input 3 Q besides the set of points P and the domain Ω ⊂ IR d to ensure that the complete domain is indeed covered by C Ω . This of course makes Algorithm 1 significantly less useful, especially in time-dependent settings.
In the following we propose a new algorithm which employs a decomposition approach for the domain Ω to assign sets ω i ⊂ IR d to the points x i ∈ P in such a way that they cover the domain Ω ⊂ ω i . This hierarchical algorithm does not need an additional input Q.
Algorithm 2 (Hierarchical Cover Construction).
, and the difference of the levels of two adjacent cells is at most k, see Figure 3 
With Algorithm 2 we not only ensure the covering property Ω ⊂ ω i without additional input data, but we also control the neighborhoods N i , i.e. the nonzeros of the stiffness matrix, and ensure the smoothness of the functions ϕ i . The neighborhoods N i of the cover patches ω i constructed by Algorithm 2 are small yet the amount of overlap of any two neighboring patches is of significant size. Certainly, these features do come at a prize we have to pay: the algorithm automatically introduces additional points x N +k into the set P , see 4 This increases the number of unknowns, i.e. the number of rows of the stiffness matrix, and seemingly the overall computational cost. But as it turns out, the number of nonzeros of a stiffness matrix based on our algorithm is comparable to the number of nonzeros of a stiffness matrix based on Algorithm 1 for uniformly distributed points P (see Table 6 .1 where the initial point set P for the cover construction is a Halton 5 point set). And it is significantly less for highly irregular point sets P (see Table 6 .2). Furthermore, the proposed algorithm enables the user to control the amounts of overlap ω i ∩ ω j completely by the choice of the parameter k in step 2 (which corresponds to the local imbalance of the tree), the choice of x L ∈ C L in step 3a and the choice of α in step 3c. Hence, this construction leads to smoother partition of unity functions ϕ i and allows for the use of cheaper quadrature schemes (compared with Algorithm 1) during the assembly of the stiffness matrix, although the functions ϕ i are still more complex than FE shape functions (see Figure 3. 3). In summary, the proposed algorithm is applicable to general domains Ω and any initial distribution of points P without an additional input Q, yet also reduces the computational costs during the assembly of the stiffness matrix and right hand side vector.
Note that we capture the domain Ω by the cells C L and subsequently by the ω L = R L only. This though does not limit the domain or boundary resolution of our method. At this stage in the construction process, we are only interested in generating a cover C Ω of the domain Ω. Only during the integration of the stiffness matrix and right hand side vector entries we need to restrict the evaluation of the associated shape functions ϕ L ψ k L to the computational domain Ω, i.e. to the integration domain ω L ∩Ω. 5 Halton-sequences are pseudo Monte Carlo sequences, which are used in sampling and numerical integration. Consider n ∈ IN 0 given as j n j p j = n for some prime p. We can define the transformation Hp from IN 0 to [0, 1] with n → Hp(n) = j n j p −j−1 . Then, the (p, q) Halton-sequence with N points is defined as Halton
for generated points x L , and the generated cover We postpone the issue of domain and boundary resolution to §5. Note further that due to steps 3a and 3c we generally produce d-rectangular cover patches ω i independent of the shape of the bounding box R Ω , see Figure 3 .2. Note also that the construction allows for the fast evaluation of a single partition of unity function ϕ i , see (2.2), due to the efficient neighbor search in the hierarchical tree data structure. Note finally that the introduction of a hierarchical cover induces a hierarchy for the associated function space 6 which we may exploit in the design of fast multilevel solvers for the linear equations arising from a PUM discretization. This issue though is subject of future research.
4. Galerkin method with the PUM space. We want to solve elliptic boundary value problems of the type
where L is a symmetric partial differential operator of second order and B expresses suitable boundary conditions. The implementation of Neumann boundary conditions with our partition of unity method is straightforward and similar to their treatment within the FEM. The realization of essential boundary conditions with meshfree methods is more involved than with a finite element method due to the non-interpolatory
for generated points x L , and the generated cover
character of the meshfree shape functions. There are several different approaches to the implementation of essential boundary conditions with meshfree approximations, see [13, 16, 27] . Throughout this paper we use Lagrangian multipliers to enforce essential boundary conditions, see [13, 27] .
In the following let a(·, ·) be the continuous and elliptic bilinear form induced by L on H 1 (Ω). We discretize the partial differential equation using Galerkin's method. Then, we have to compute the stiffness matrix
and the right hand side vector
If we restrict ourselves for reasons of simplicity to the case L = −∆ we have to compute the integrals Ω ϕ i ψ k i f for the right hand side and the integrals Ω ∇(ϕ i ψ k i )∇(ϕ j ψ l j ) for the stiffness matrix. Recall that ϕ i is defined by (2.2), i.e.
Now we carry out the differentiation in
With the notation S := W k , T := ∇W k and G i := ∇W i S − W i T we end up with the integrals
for the stiffness matrix and the integrals
for the right hand side. Due to the facts that we use piecewise polynomial weights W i for the Shepard construction (2.2) and that the support patches ω i overlap each other, the functions T and G i may have quite a number of jumps of significant size. Therefore, the integrals (4.2) and (4.3) should not be computed by a simple quadrature scheme which does not respect these discontinuities and the algebraic structure of the shape functions. Instead, we need to decompose the integration domain in such a way that the piecewise character of the integrands is resolved.
5. Decomposition Sparse Grid Quadrature Scheme. Let us assume that the PU is given by an h-mesh construction like we have in the GFEM. Then, we know how to resolve the piecewise character of the integrands: we subdivide the integration domains with the help of the geometric elements of the h-mesh. However, with our general PUM we do not have a mesh or geometric elements. But we have support patches ω i and weight functions W i which define the partition of unity functions ϕ i by (2.2). From this information only, we have to find an appropriate subdivision of the support patches ω i and subsequently the integration domains. Furthermore, we have to cope with rational integrands on the cells of such a subdivision in our general PUM. The foundation for the proposed quadrature scheme is a decomposition approach which was first presented in [27] . Here, we give a short review over the construction principles for the decomposition
The integration domains ω ij may be decomposed into disjoint cells D n ωij by exploiting the tensor product structure of the cover patches ω i and the weight functions W i used during the construction (2.2) of the partition of unity {ϕ i }. This decomposition of an integration domain ω ij can efficiently be computed by splitting ω ij via its caps ω ij ∩ ω k with the neighboring cover patches ω k ∈ N ij := N i ∩ N j using a second tree data structure.
Consider the integration domain ω ij = ω i ∩ ω j ⊂ Ω. The intersection ω ij of two cover patches ω i , ω j which are tensor products of intervals is also a tensor product of intervals, see Figure 5 .1 (left). Moreover, the employed weight functions W k are tensor products of normed B-splines of order l, i.e. they are piecewise polynomials of degree l. Therefore, the weight function W k induces a subdivision of the respective cover patch ω k into (l + 1)
d sub-patches {ω For the selection of a quadrature rule on the cells D n ωij we now can assume the smoothness of the integrands. But still the quadrature rule has to be applicable to general situations (general covers, weights and local basis functions ψ k i , etc.). Hence, we have to find a fast converging, cheap quadrature rule on D n ωij which allows for a reliable dynamic stopping criterion for a wide range of integrands.
So-called sparse grid quadrature [12] rules are multi-dimensional interpolatory rules with a substantially smaller number of integration nodes compared with a tensor product rule. They are defined as special products of one-dimensional interpolatory quadrature rules. Although the number of evaluations of the integrand is significantly less for a sparse grid quadrature rule, the order of the achieved error is comparable to that of a full tensor product rule. Here, we only state the fundamental construction principles and error bounds, see [12] and the references cited therein for further details.
Consider a sequence of nested one-dimensional quadrature rules for univariate functions {Q 
only. Hence, the number of function evaluations for a sparse grid quadrature rule is dramatically less (see Figure 5. 3) than for a full tensor product rule where the integrand has to be evaluated at O(2 ld ) quadrature points. This reduction of the computational costs though does not compromise the approximation quality significantly for smooth functions. When f is assumed to be r-times continuously differentiable the estimate
holds. In summary, sparse grid quadrature rules are not only cheaper to evaluate (esp. in higher dimensions) compared with tensor product rules, but rather their overall efficiency with respect to accuracy is significantly better. In [12] the fast convergence of sparse grid quadrature rules based on Gauß-Patterson rules (see Figure 5. 3) is shown for a wide variety of function classes. In fact, sparse grid quadrature rules based on Gauß-Patterson rules converge exponentially for smooth integrands. Since, the integrands we are interested in are smooth on the cells D n ωij of the constructed decomposition D ωij we use Gauß-Patterson sparse grid rules for the numerical integration of the stiffness matrix entries.
To ensure a reliable accuracy of our quadrature scheme, we use a simple three level dynamic stopping criterion [24] . The quadrature on a cell D n ωij is stopped if computational work but at the same time does not compromise the accuracy of the discretization [29, Chapter 4 ] is subject of future research.
Note that the decomposition approach given above is not restricted to domains Ω which are unions of d-rectangles but rather applicable to general domains. For integration domains ω i ∩ ω j ∩ Ω = ω i ∩ ω j we apply the construction to the fictitious integration domainω ij := ω i ∩ ω j . From this decomposition Dω ij = {D ∩ Ω = ∅ which cover the integration domain ω ij , see Figure 5 .4. Now, the remaining task is to resolve (with the necessary accuracy) the boundary ∂Ω of the domain which runs through some of the cellsD n ωij . We assume that a representation for the boundary ∂Ω is given as part of the computational domain Ω. That is, we assume the domain Ω and its boundary ∂Ω are given as a collection of mappings R Overall the numerical quadrature of the stiffness matrix entries is completed in three steps:
1. First we compute the decomposition Dω ij for the domainω ij = ω i ∩ ω j , see 
The Jacobian J T n ω ij for a simple d-rectangular integration cell is of course constant and this transformation does not increase the costs of the numerical integration. But for a parametric cell the transformation T n ωij involves the mappings R m Ω of the domain representation. Therefore, the Jacobian may well be space-dependent and has to be evaluated at every integration node of the quadrature rule. Again, the error during the numerical quadrature has to be controlled by the selection of a and r to ensure that the order of approximation is not compromised by the integration error. The overall computational costs of the proposed quadrature scheme depends on the number of cells card(D ωij ) of the decomposition, i.e. on the order l of the weight functions, the geometric location of the neighbors ω j ∈ N i , their number card(N i ) and the local quadrature rule used on the cells D grid rules on the cells, the computational costs is significantly reduced compared with tensor product rules.
6. Hierarchical Regular Cover Construction. A further reduction of the computational effort necessary during the assembly of the stiffness matrix can only be achieved by reducing the number of cells of the decomposition 8 D ωij . This can be attained by the alignment of the cover patches ω k and their subdivisions {ω q k }. Taking into account that we limit ourselves to the use of tensor product B-splines as weight functions for Shepard's construction (2.2) we can align the cover patches to simplify the algebraic structure of the resulting partition of unity functions ϕ i . Here, we eliminate some of the flexibility in step 3 of Algorithm 2 for the choices of x L and α. This though does not lead to a significantly larger number of neighbors. Hence, the number of nonzeros of the stiffness matrix stays (almost) constant, see Tables 
⊃ Ω, the initial point set P = {x j ∈ IR d | x j ∈ Ω} and a parameter k ∈ IN. 2. Build a d-binary tree (quadtree, octree) over R Ω , such that per leaf L at most one x i ∈ P lies within the associated cell
, and the difference of the levels of two adjacent cells is at most k.
For all cells
Here, the parameter α l in the computation of the support size in step 3d is only dependent on the weight function used in (2.2), i.e. the order l of the B-spline. By construction the one-dimensional distances from a point x L ∈ P to its direct neighboring point x j ∈ P , i.e. the point x j corresponding to the sibling tree cell
is the cell associated with x L . Hence, if we choose α l in such a way that condition (6.1) is fulfilled, we not only align the patch ω L with its direct neighboring patch ω j , but rather also their corresponding subdivisions {ω q L } and {ω q j } induced by the weight 8 The decomposition itself though is minimal in the sense that it has a minimal number card(Dω ij ) of integration cells necessary to resolve the piecewise character of the partition of unity functions. In our construction (2.2) of the partition of unity we have to allow for higher orders l of the Bspline weights to be able to construct global solutions u PU with higher order regularity, i.e. u PU ∈ C l−1 . Therefore, the remaining influences on the computational effort involved with the numerical integration of the stiffness matrix entries are the geometric neighboring relations of our cover patches 3  1024  18840  21530  1729  20023  21751  4096  79102  91902  6364  73908  78588  16384  325730  377388  27673  326919  360053  65536  1267300  1431210  101314  1245108  1259134  Table 6 .1 The number card(N i ) of neighbors for covers generated by Algorithm 1 with α = 1.5 using rectangular patches (A 1,R ), and using square patches (A 1,S ) . The number of cover patches card(P ) after the cover construction and the number of neighbors for Algorithm 2 with k = ∞, Figure  3 .2), and for Algorithm 3 with k = ∞ and α l = 2 (A 3 , see also Figure 6 .1). The initial point set P for all algorithms was Halton Table 6 .2 The number card(N i ) of neighbors for covers generated by Algorithm 1 with α = 1.5 using rectangular patches (A 1,R ), and using square patches (A 1,S ). The number of cover patches card(P ) after the cover construction and the number of neighbors for Algorithm 2 with Figure  3 .4), and for Algorithm 3 with k = ∞ and α l = 2 (A 3 , see also Figure 6 .3). The initial point set P for all algorithms was a graded Halton
functions W L and W j . Moreover, this alignment of the patches does not increase the number of neighbors card(N L ). With the notation h
for the B-spline interval size, the condition reads 
With the choice of l = 2n − 1 and maximal m = n, this yields α l = 2, in general we have 1 < α l ≤ 2. Due to this construction many of the points x i ∈ P are covered only by the corresponding ω i . Therefore, we have ϕ i (x j ) = δ ij for many partition of unity functions ϕ i and points x j ∈ P , see Figure 6 .2. In fact, ϕ i (x) = 1 holds not only for the point x = x i if we have α l < 2 but rather on a sub-patchω i ⊂ ω i with Figure 6 .2. When we compare the covers C Ω (Figures 3.2 and 6 .1) and functions ϕ i ( Figures  3.3 and 6. 2) generated by Algorithms 2 and 3, we clearly see the effect of the alignment of the cover patches.
Note that the change of the point set P in step 3c in Algorithm 3 is admissible due to the non-interpolatory character of the PUM shape functions ϕ i ψ k i . We can interpret this change in the point set P as a change of the weight functions W k used during the Shepard construction (2.2). So far the weight functions W k and the cover patches ω k were assumed to be centered in the given point x k (compare §2), but this is of course not a necessary condition for the PUM to work. Therefore, we may view the construction given above as a more general approach toward assigning weight functions W k to a given point x k ∈ P . The weight functions W k and cover patches
rather than in the given point x k . Note that the constructed point set P of newly introduced and shifted points x k is only part of the implementation of the function space. The initial point set P of step 1 is still the set of all relevant points for the resolution of the solution and the geometry of the domain. Therefore, a copyP of the initial point set P is stored separately and the points x l ∈P are used in time-dependent settings to generate covers for future time steps [13] . Hence by the introduction of general weight functions W k as part of the cover construction, we can also write step 3 of Algorithm 3 equivalently as ±y 2 ) (left), P with card(P ) = 121 (center) after Algorithm 3 with k = ∞, and the generated cover C Ω with α l = 2 (right).
which leaves the given points at their original location. Note also that the cover patches ω L = R L constructed with Algorithm 3 and the bounding box R Ω always have the same aspect ratio, see Figure 6 .1. If we apply the algorithm given above to Ω = R Ω = [0, 1] d with k = ∞ and α l = 2 to a uniformly distributed set of points P , we Table 6 .3 The average number s C Ω (6.3) of nonzero blocks a ij per row of the stiffness matrix for the different cover construction algorithms in two (left) and three dimensions (right). Algorithm 2 with
, and Algorithm 3 with k = ∞, α l = 2 (A 3,2 ) and α l = 1.5 (A 3,1.5 ) . The initial point set P was Halton Table 6 .4
The average number a C Ω (6.2) of integration cells per nonzero block a ij of the stiffness matrix for the different cover construction algorithms. Algorithm 2 with k = ∞,
, and Algorithm 3 with k = ∞ (A l 3,α l ) using a linear, a quadratic and a cubic B-spline during the Shepard construction (2.2). The initial point set P was Halton
construct a uniform grid 9 (or at least an r-irregular grid with very small r depending only on the quality of the initial point set P , see Figure 6 .1). Here, also the cells D n ωij of the decomposition D ωij are (geometrically) identical to a bilinear finite element. Furthermore, the partition of unity {ϕ i } generated by (2.2) will again be piecewise linear for l = 1 just like their FE counterpart in the GFEM (see Figure 6. 2). Hence, in this situation our method does reconstruct functions ϕ i that are identical to bilinear finite element functions and also our general decomposition algorithm will recover the corresponding geometric elements. Hence, the number of integrals to be evaluated here with our method or a finite element method are the same. We give the average number
of integration cells per nonzero block a ij of the stiffness matrix in Tables 6.4 and 6.5. Furthermore, we give the average number
of nonzero blocks a ij per block-row of the stiffness matrix in Table 6 .3 which corresponds to the number of entries in a finite element stencil. For a one-dimensional uniform grid the average a CΩ is Table 6 .5 The average number a C Ω (6.2) of integration cells per nonzero block a ij of the stiffness matrix for the different cover construction algorithms. Algorithm 2 with k = ∞,
This situation corresponds of course to the case l = 1, m = 1, α l = 2 in Algorithm 3. Due to the tensor product approach, we have ( d as the optimal ratio of integration cells to nonzero blocks for l = 1 in the d-dimensional case. We certainly cannot expect to meet this optimal ratio for an irregular cover.
From the averages displayed in Tables 6.4 and 6.5 for the two-dimensional and three-dimensional case we see that the averages a CΩ are (almost) independent of the number of points N of the initial point set P for Algorithm 3 as well as for Algorithm 2. Furthermore, we clearly see the substantial reduction in the number of integration cells for Algorithm 3 compared with Algorithm 2. The average a CΩ for Algorithm 3 drops by more than a factor of Table 6 .5 our decomposition algorithm would have generated a number of integration cells with very large aspect ratios and almost vanishing volume in the case N = 524288 for a cover constructed with Algorithm 2.
The average a CΩ for covers from Algorithm 3 (with l = 1) is about three times the optimal ratio of ( d holds for interior patches only. For cover patches which overlap the boundary of the domain this ratio is 2 (or even 2.25 at corners) in two dimensions since the subdivisions {ω q k } are only aligned with each other but not with the boundary ∂Ω, see Figure 6 .4. Hence, we expect the average number of integration cells a CΩ to decrease for larger N since the volume to surface ratio improves. This can be observed from the numbers A 11 3 displayed in Tables 6.4 and 6.5. A similar argument can be made in the case of a quadratic B-spline 10 . When we use a cubic B-spline (l = 3) we construct smooth approximations u PU ∈ 10 In the case l = 2, we have an optimal ratio of 5 3 in one dimension. But due to the fact, that the overlap m = n for l = 2n is smaller in relation to the overall number of cells card({ω q k }), see Figure 6 .1, the generalization of this optimum to higher dimensions is not given by ( ) d ; e.g. in two dimensions the optimum is 22 9 only, see Figure 6 .4. 
C
2 and the optimal ratio for interior patches is (
it is about 7 in two dimensions and 19 in three dimensions. The averages a CΩ given in Tables 6.4 and 6.5 in this case are about 10 in two dimensions and 26 in three dimensions, i.e. they are closer to their optimal ratio of (
d than a CΩ is its optimum for the linear B-spline. This can be explained by the fact that for l = 3 the boundary effect mentioned above does not exist, see Figure 6 .4. Here, the cells {ω So far we were only concerned with the computational cost during the integration and the influence the shape functions ϕ i ψ k i have on the computational efficiency of our PUM. Another important issue though is the stability of the basis of our PUM space. Here, we also have to address the question if the functions ϕ i ψ k i are indeed a basis. In the case of l = 1 and α l = 2 the alignment of the cover patches ω i and their respective weight subdivisions {ω q i } leads to the reconstruction of the finite element hat functions for the PU. Hence, our PUM reduces to the GFEM in this situation. It is well-known [2, 3, 27, 30] that the GFEM (in general) generates linear dependent shape functions ϕ i ψ k i , the so-called nullity of the method. This is essentially due to the fact that in the GFEM the partition of unity functions ϕ i already reconstruct the linear polynomial.
Consider the one-dimensional situation, where we have one element and two nodes with their associated hat function as ϕ i . Assume that we use linear polynomials as local approximations spaces V i . The shape functions ϕ i ψ k i are (global) polynomials due to this construction. The number of shape functions is four and the maximal polynomial degree is two. Since the quadratic polynomials in one dimension can be generated by three basis functions, we see that the GFEM shape functions are linear dependent.
With our approach, the ϕ i reconstruct the linear polynomial only away from the boundary, close to the boundary we have ϕ i ≡ 1. Therefore, the shape functions are not linear dependent. But since the small boundary layer where ϕ i ≡ 1 decreases with larger N the condition number κ of the mass matrix is dependent on N , i.e. the basis is no longer stable. A simple cure for this stability problem is to use m < 1 in (6.1) when we have l = 1, i.e. we limit ourselves to 1 < α l < 2 when l = 1. With α l < 2 we can find a sub-patchω i ⊂ ω i where ϕ i |ω i ≡ 1 for many i. Therefore, the partition of unity functions ϕ i no longer reconstruct the linear polynomial independent of N and the resulting shape functions form a stable basis. We therefore allow for any value 1 < α l < 2 in Algorithm 3 if l = 1. The number of integration cells increases somewhat due to this generalization. The patches ω i are still aligned but their respective weight subdivisions are not. The optimal ratio increases from ( Tables 6.4 and 6.5 we see that a CΩ for the choice of α l = 1.3 is about a factor of 1.5 to 2 larger than the average is for the optimal choice of α l = 2. But still the number of integration cells is substantially less compared with the covers from Algorithm 2.
A similar problem arises for higher order splines l > 1 only when α l > 2, e.g. we need α l = 4 with l = 2. Therefore, we can stay with our choices of α l = 1.5 if l = 2 and α l = 2 if l = 3.
7. Numerical Experiments. In this section we present some results of our numerical experiments for elliptic PDE using the h-version and the p-version of our partition of unity method.
We apply our PUM to elliptic problems on the unit cell Ω = (0, 1) d in two and three dimensions. Here, we consider the Laplace equation
with Dirichlet boundary conditions u = g on ∂Ω, and the equation
of Helmholtz type with Neumann boundary conditions ∇u = g on ∂Ω. Furthermore, we use the presented method to study heat conduction in lattice materials [20, 26] in three dimensions. The local approximation spaces V pi i used in our numerical experiments are complete Legendre polynomials with p i = p for all patches ω i . The weight functions W i used in the Shepard construction (2.2) are linear splines (l = 1, α l = 1.3). We give the relative error e = u − u PU u in the L ∞ -, L 2 -and the energy-norm, which is computed with the help of the integration scheme presented in §5. Moreover, we also give the convergence rates
where dof := dim (V pi i ), with respect to two successive refinement levels L and L − 1. These convergence rates ρ correspond to an algebraic error estimate
which is valid for the h-version of the PUM [2, 3] . We can relate these rates ρ to the common h α notation by α = −ρd since N − 1 d ∼ h for uniform point sets. Hence, the optimal convergence rates ρ for our PUM based on uniform point sets and linear Errors (e) and convergence rates (ρ) in different norms for problem (7. 2) in two dimensions with solution (7.5).
polynomials are ρ 2 = −1 and ρ E = − holds on every cover patch ω i for smooth solutions u. Example 1 (Unit Square). In our first example we consider the Dirichlet problem (7.1) in Ω = (0, 1) 2 . We choose f and g such that the solution u is given by
We apply the h-version of our PUM with linear polynomials to approximate (7.1). The covers C Ω are generated using N points of the Halton(2, 3) sequence with increasing N . They exhibit a somewhat locally varying patch size, see Figure 6 .1. Consequently, there will be some fluctuation in the measured convergence rates ρ.
The results for the h-version experiment with linear polynomials are given in Table 7 .1. The measured rates ρ show the algebraic convergence (7.3) of our PUM 11 In the finite element method we have the estimate u−u h ∞ = O (h 2 | log h| µ(d) ), where µ(2) = 1 and µ(d) = d 4 + 1 for d ≥ 3 [25, 28] . The L ∞ -norm is usually approximated by the maximum over the nodal values, where we can observe a super-convergence of order h 2 . For our approximation to the L ∞ -norm though we do not use the points x i ∈ P but all quadrature points since the PUM shape functions ϕ i ψ n i are non-interpolatory and the Legendre polynomials ψ n i of odd degree vanish at x i . Hence, we cannot expect to measure h 2 super-convergence in the L ∞ -norm. 2) in two dimensions (left) with solution (7.5). Convergence history for problem (7.2) in three dimensions (right) with solution (7.6) .
