This research article is related to a multi-state stress-strength model proposed by Eryilmaz andİşçioǧlu (2011). It deals with (i) demonstration of the use of EM algorithm for the estimation of parameters of distributions of random variables representing strength and two stress levels. The numerical results are illustrated using exponential distribution for each of the random variables under consideration, and (ii) comparison of results under the assumption of the random variables representing two stress levels being independent vis-à-vis they being positively quadrant dependent (PQD). The corresponding numerical results are based on Farlie-GumbelMorgenstern PQD distribution having non-identical exponential distributions as marginal distributions, and the distribution of strength variable is also an exponential distribution with a different parameter. As far as the EM algorithm related exercise is concerned, the numerical results, by and large, show that the EM algorithm, the one which makes clever use of data by pretending presence of missing observations, provides efficient estimators of the parameters than those provided by direct use of maximum likelihood (ML) estimators. For the latter exercise related to the PQD property, the numerical results highlight the fact that not only it is incorrect to assume two random variables representing two stress levels to be independent when in fact they are dependent, but the degree of dependence also can not be ignored.
Introduction
If two random variables X and Y represent stress and strength of a component or a system then stress-strength models involve studying different probabilistic and statistical, estimation and inferential, aspects of P(Y > X) under various distributional assumptions for X and Y. Over the years, these models in the binary set up (state space S = {0, 1}) have been studied extensively in the literature and a very good reference for the same is a book by Kotz et al. (2003) . Eryilmaz anḋ Işçioǧlu(2011) deviated from binary level stress-strength models and proposed the following multistate level stress-strength model given in (1.1) below. See also Eryilmaz (2008a Eryilmaz ( , 2008b .
Consider a coherent system consisting of n components. Let Y i represent the strength of the i th component, i = 1, 2, . . . , n. Assume that Y 1 ,Y 2 , . . . ,Y n are independent and identically distributed random variables with common cumulative distribution function F(x) = P(Y i ≤ x), i = 1, 2, . . . , n. Assume that each component and, hence, the system which is made up of these components are subjected to two stress levels. Let these two stress levels be denoted by random variables Z 1 and Z 2 with G 1 and G 2 being their respective cumulative distribution functions. Let
where Z 1:2 = min(Z 1 , Z 2 ) and Z 2:2 = max(Z 1 , Z 2 ). It may be noted that the random variables X 1 , X 2 , . . . , X n are not independent due to common random stresses.
Using various distributional assumptions and statistical independence between Z 1 and Z 2 , maximum likelihood approach can be employed to estimate various system reliabilities of interest using the invariance property of maximum likelihood principle. However, a closer look at this model proposed by Eryilmaz andİşçioǧlu(2011) reveals that it has one limitation, namely, that the state of the i th component X i assumes value 1 when Z 1:2 < Y i < Z 2:2 , for i = 1, 2, . . . , n, and thus it is not exactly known as to which stress level is responsible for the i th component to be in state 1. This can be regarded as a case of missing data and, in fact, one can invoke EM algorithm for estimating the unknown parameters of the distributions of random variables corresponding to strength and two stress levels. Simulation results carried out by nonidentical exponential distributions show that the estimators based on EM algorithm are, by and large, more efficient than the ones based on the classical maximum likelihood estimation method.
Also, in this research article a deviation from the assumption of statistical independence between random variables representing two stress levels has been made to gauge the effect of a particular type of dependence on system reliabilities. Here it is assumed that these two random variables are positively quadrant dependent as it is more realistic to obtain results for this very bivariate notion of dependence. A PQD bivariate Farlie-Gumbel-Morgenstern distribution with exponential marginals is used to illustrate results for the model proposed by Eryilmaz andİşçioǧlu(2011). The relevant numerical results do bring out an important point that stringent assumption of dependence such as PQD is more realistic and should not be replaced with that of statistical independence just for the sake of algebraic simplification.
The organization of this paper is as follows: Section 2 contains the preliminaries. Section 3 provides details of the EM algorithm and the corresponding numerical results for the model in (1.1), whereas Section 4 presents the relevant theory for PQD concepts along with numerical results for the same model.
EM Algorithm application
The model proposed by Eryilmaz andİşçioǧlu(2011) has one limitation, namely, that it is not known exactly as to which of the two stress levels is responsible for the i th , i = 1, 2, . . . , n, component to be in state 1. All the model definition given in (1.1) says that the random variable representing strength exceeds only one of the stress levels. In view of this, the information about as to which stress level causes i th component to be in state 1 can be regarded as missing for each of the n components. In EM algorithm parlance, observations y = {(Y i , Z (1:2)i , Z (2:2)i ), i = 1, 2, . . . , n} would constitute an incomplete and observable data, whereas x = {(Y i , Z (1:2)i , Z (2:2)i ), δ i , i = 1, 2, . . . , n} would constitute a complete and unobservable data. Here Z (1:2)i = min(Z 1i , Z 2i ) and Z (2:2)i = max(Z 1i , Z 2i ) and δ i is defined to be equal to 1 if Z 1i < Y i < Z 2i and it is zero otherwise for i = 1, 2, . . . , n. Under the assumption that (i) Y i ∼ exp(λ ), Z 1i ∼ exp(θ 1 ) and Z 2i ∼ exp(θ 2 ) for i = 1, 2, . . . , n, and (ii) Y i 's are independent, (iii) Z 1i 's and Z 2i 's are statistically independent, the E-step of the EM algorithm entails computing
Here
and, thus
This involves unobservable data values, namely, δ i 's. Using E-step, it follows using statistical independence of Z 1 and Z 2 that
The M-step of the EM algorithm on the (k + 1) th iteration chooses the values of the parameters that maximize φ (ψ; ψ (k) ). An excellent reference for EM algorithm is a book by McLachlan and Krishnan (2008).
Simulations
Under the multi-state stress-strength model given in (1.1), a k-out-of-n system is said to be in state i if at least k out of n components are in state i and R i (k, n) is used to denote the probability that a k-out-of-n system is in state i or above for i = 1, 2. It may be noted that the expressions (2.1) and (2.2) given below are appearing on page number 554 of Eryilmaz andİşçioǧlu(2011).
where eR i (k, n) denotes the efficiency of EM based reliability of a k-out-of-n system being in state i or above as compared to the one based on ML estimator. Here
is based on parameter estimates obtained using EM algorithm (ML principle) for i = 1, 2; k are 2 and 3 and the corresponding values of n are 3 and 5.
Under the assumptions that for the i th component, i = 1, 2, . . . , n, (i) the strength variable Y i ∼ exp(λ ), (ii) 1st stress level variable Z 1i ∼ exp(θ 1 ), (iii) 2nd stress level variable Z 2i ∼ exp(θ 2 ) and (iv) Z 1i and Z 2i are statistically independent, 2-out-of-3 and 3-out-of-5 systems were simulated 65000 and 40000 times, respectively, for various values of λ , θ 1 , and θ 2 and the values of efficiencies such as eR 1 (2, 3), eR 2 (2, 3), eR 1 (3, 5) and eR 2 (3, 5) were obtained using the estimates of the expressions indicated in (2.1) and (2.2). The corresponding numerical results are given in Table 2 .1.
Remark 2.1. It may be noted that this particular simulation exercise is repeated for fewer number of times, namely, 7000 and 4000, respectively, for 2-out-of-3 and 3-out-of-5 systems and related numerical results are reported in Table 2 .2.
Remark 2.2. This idea of using EM algorithm can be employed for stress-strength models having more than two stress levels as well.
Remark 2.3. Table 2.1 and Table 2 .2, given on the next page, provide comparison between two estimation procedures, namely, EM algorithm and maximum likelihood estimation. It may be noted that the former one takes into account the missing data in terms of the stress level which is causing the component to be in state 1, while the latter one does not use this information at all. This exercise involves comparing the performance of the cumulative survival probabilities R 1 (2, 3), R 2 (2, 3) corresponding to 2-out-of-3 system and R 1 (3, 5), R 2 (3, 5) of 3-out-of-5 system using the concept of respective efficiencies. The numerical results show that, by and large, the estimator obtained using EM algorithm tend to outperform those based on ML estimation procedure. This in a way reinforces the fact that clever use of the data at hand does lead to better estimation results. 
Positive Quadrant Dependent Stress Levels
We give below the definition of two random variables being positively quadrant dependent, its consequence and an example.
Definition 3.1. Two random variables Z 1 and Z 2 , with the joint cumulative distribution function G(z 1 , z 2 ) and the corresponding joint probability density function g(z 1 , z 2 ), are said to be positively quadrant dependent (PQD) if and only if
for all z 1 and z 2 .
Remark 3.1. The above definition is equivalent to
Remark 3.2. Let the marginal cumulative distribution functions of Z 1 and Z 2 be respectively denoted by G Z 1 and G Z 2 . Let the respective marginal probability density functions be given by g Z 1 = G Z 1 and g Z 2 = G Z 2 . Then, for a PQD bivariate distribution, the joint distribution function may be written as
where w(z 1 , z 2 ) satisfies the following conditions:
Note that if both Z 1 ≥ 0 and Z 2 ≥ 0 then the condition in (ii) may be replaced by w(
Lai and Xie [2000, 2006] have used these conditions to construct a family of PQD distributions with uniform marginals.
Example 3.1. Farlie-Gumbel-Morgenstern bivariate distribution is given by
where 0 < α ≤ 1. It is easy to verify that Z 1 and Z 2 are positively quadrant dependent if α > 0. When both the marginals G Z 1 and G Z 2 are exponential the joint distribution given in Equation 3.1 acquires the following form:
for 0 < α ≤ 1. Here
for 0 < α ≤ 1. This w(z 1 , z 2 ) satisfies the conditions (i)-(iii) mentioned above in Remark 3.2 and hence Z 1 and Z 2 are PQD. This distribution is denoted by FGM(θ 1 , θ 2 , α).
In the context of Stress-Strength model proposed by Erylmaz andİşçioǧlu(2011), assume that Y ∼ exp(λ ) and (Z 1 , Z 2 ) ∼ FGM(θ 1 , θ 2 , α). With these assumptions, it follows that
A couple of remarks are in order corresponding to Table 3.1 through Table 3 .4 given below.
Remark 3.3. The survival and state probabilities for both the systems, 2-out-of-3 and 3-out-of-5, when α = 0 coincide with the values reported in Table 1 and Table 2 of Eryilmaz andİşçioǧlu(2011).
Remark 3.4. For both the systems 2-out-of-3 and 3-out-of-5 systems and for various values of λ , θ 1 , θ 2 , and α (which can be taken to represent the degree of positively quadrant dependence), survival probabilities in states 1, 2 and marginal probabilities corresponding to states 0,1, 2 have been tabulated in Table 3.1 and Table 3 .2. These values reveal that the survival as well as marginal probabilities are significantly different for two extreme cases, namely, α = 0 (random variables Z 1 and Z 2 representing two stress levels are stochastically independent) and α = 1 (they being positively quadrant dependent). This goes to show that it is improper to disregard dependence structure between Z 1 and Z 2 and pretend that they are stochastically independent even though it lends itself to mathematical simplification. This observation about marginal probabilities becomes more pronounced as the value of α approaches 1 especially when one considers expected number of components being in state j (j = 0,1,2) for a given large value of n, the number of components. 
Numerical results

Conclusions
In a multi-state stress-strength model, when the lack of knowledge of the stress level, that causes a component to be in an intermediate state, is looked upon as missing data and an EM algorithm is used to estimate the unknown parameters and their parameter estimates are, in turn, used to estimate system reliabilities of interest, this study shows that these reliability estimates, by and large, turn out to be more efficient than their estimates based on the classical method of estimation, namely, maximum likelihood estimation. Another important point that this research article brings out is that the notion of stochastic dependence between two random variables representing two stress levels is more realistic than assuming statistical independence just for the sake mathematical simplification. It may further be noted that results for weaker forms of bivariate dependence like totally positive of order two (T P 2 ), stochastically increasing (SI), right tail increasing (RTI) and left tail decreasing(LTD) etc. can be obtained on similar lines.
