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Summary
Track densities in magnetic recording demonstrations are projected to exceed
500,000 TPI (Tracks-Per-Inch) in the year 2007 and are still increasing. As such,
data storage industries are also looking into probe-based storage systems actuated
by MEMS (Micro-Electrical-Mechanical-Systems) for high density nanometer scale
recording due to the superparamagnetic limitation in magnetic recording physics.
This dissertation proposes novel control topologies and incorporates multi- and
self-sensing solutions for stronger disturbance rejection capabilities with specific
applications to with piezoelectric- and MEMS-actuated servo systems.
After a brief introduction of technological advances in magnetic storage and
proposed solutions, system identification of mechanical actuators used in magnetic
and probe-based storage systems will be detailed. Constraints and properties of
future mobile high density data storage systems are also discussed.
Next, an OICA (Online Iterative Control Algorithm) using an RRO (Repeat-
able Run-Out) estimator and measured PES (Position Error Signal) tuned by mini-
mizing the square of the H2-norm of the transfer function from NRRO (Non-RRO)
to true PES is proposed for stronger NRRO rejection. The gradient estimates for
parametric updates in the proposed OICA are independent of the dominant in-
put and output disturbances in the measured PES spectra. To suppress input and
output disturbances simultaneously, an add-on DDO (Disturbance Decoupling Ob-
server) and DDOS (DO with extraneous Sensor) for stronger disturbance suppres-
sion are proposed, integrating theoretical developments from DDP (DD Problems),
SPT (Singular Perturbation Theory) and practical DOs in sampled-data systems.
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Extending the SPT to a LTI (Linear Time Invariant) mechanical system with
rigid and flexible body modes, the VCM’s (Voice Coil Motor) and induced PZT
active suspension’s dynamics are decomposed into fast and slow subsystems to
tackle more DOFs (Degrees-Of-Freedom) via inner loop high frequency vibration
suppression, using the piezoelectric elements in the suspension as a fast sensor and
observer in a single stage HDD.
As SP control requires fast subsystem dynamics estimation, multi- and self-
sensing servo systems for PZT- and MEMS-actuated devices will be introduced
next. A novel nanoposition sensing scheme is proposed for dual-stage HDDs to in-
corporate cheap collocated sensors while retaining high SNR (Signal-to-Noise Ra-
tio). The PZT microactuator is employed as a sensor and actuator simultaneously
using SSA (Self-Sensing Actuation) and is used for AMD (Active Mode Damp-
ing) of the microactuator suspension’s torsion modes and sway modes as well as
decoupling the dual-stage loop for individual loop control and sensitivity optimiza-
tion. The nanometer position sensing resolution with SSA is extended to CSSA
(Capacitive SSA) scheme for the MEMS X-Y stage with 6 mm × 6 mm recording
media platform actuated by capacitive comb drives and fabricated in DSI (Data
Storage Institute) for probe-based storage systems. A robust decoupling control
methodology for the MEMS micro X-Y stage is also proposed.
This dissertation presents sampled-data servo system designs to fulfill stor-
age demands in data storage technologies which require robustness of control al-
gorithms coupled with strong disturbance rejection capabilities for future mobile
storage devices. Specific considerations on sensor fusion issues are made to improve
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With the vast amount of information we carry with us ranging from MP3s (audio
files encoded with algorithms devised by Moving Picture Experts Group using au-
dio layer 3) to digital images etc. on the move everyday, data storage companies are
constantly motivated to be innovative in proposing novel storage solutions to the
world. Today, the humongous capacity and high transfer rate commodities offered
ranging from conventional magnetic HDDs (Hard-Disk Drives) to SRAM (Static
Random Access Memory), DRAM (Dynamic RAM), and Flash Memory etc. are
becoming indispensable tools for many domestic and industrial electrical products.
Typical applications include but are not limited to office and home usage (e.g.
network servers and refrigerators etc.), to portable devices (e.g. mobile phones
and digital cameras etc.).
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1.1 Technological Advances in Data Storage
Although data storage industries are constantly researching on alternative storage
solutions, HDDs remain as a cheap and important source of non-volatile storage.
From the first huge magnetic drives manufactured by IBM’s (International Business
Machines) ‘remote’ research laboratory in San Jose [1] in 1956 to the small form
factor drives produced by various HDD industries today, HDDs have come a long
way and definitely caused a dramatic advancement in computer technologies. The
history and progress of the HDD industry from HGST (Hitachi Global Storage
Technologies) is shown the HDD Roadmap in Figure 1.1. It can be seen that
Figure 1.1: HDD roadmap showing exponential increase in data storage capacity
vs time [31].
strong research efforts have been instilled to keep up with the exponential trend
of increasing data storage capacities with HDDs of the same form factor. HDD
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manufacturers are also making HDDs with higher rotation speed (to reduce access
time) and smaller form factors (for usage in mobile electronic devices).
On the contrary, the price consumers have to pay for magnetic data storage in
HDDs is decreasing at an exponential rate as can be seen in Figure 1.2 [31]. In the
Figure 1.2: Average price per megabyte of storage in US$ vs time [31].
last decade, other rising and competing data storage technologies (e.g. DRAM and
Flash Memory etc.) have compelled industries to reduce the selling price of their
HDDs to retain their competitive edge. While HDDs still remain as the cheapest
form of data storage in the short run, these up and coming novel technologies
threaten the very existence of HDDs in the consumer data storage market.
In the 21st century, the nanometer (nm) will play a revolutionary role similar
to the one played by the micrometer (µm) in the 20th century. The nanometer
scale will presumably pervade the field of data storage. Future storage systems
will be concentrated on portable devices which require ultra high data capacities,
ultra high data transfer rates, coupled with strong disturbance rejection capabil-
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ities. This translates into actuators in HDDs or other proposed storage systems
to perform R/W/E (Read/Write/Erase) of nanometer sized data bits which are of
nanometer proximity with one another.
Currently, we are already entering the magnetic storage restriction zone fuzzi-
fied by the superparamagnetic effect—a magnetic recording physics constraint
which limits the size of magnetic domains to ensure data integrity when subjected
to thermal fluctuations, as can be seen from the advanced storage roadmap in areal
density shown in Figure 1.3. As such, strong research efforts are aimed at exploring
Figure 1.3: Advanced storage roadmap in areal density (GB/in2) vs time [31].
various means to meet these challenges for magnetic recording technologies. In the
short run, future storage devices will still be relying on incremental improvements
of current magnetism-based storage systems in the enhanced magnetic disk drive
zone as shown in Figure 1.3 [31]. Proposed solutions by far include improvements
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in recording media e.g. AFC (Anti-Ferromagnetically Coupled) media, patterned
media, perpendicular recording technologies and dual-stage HDDs. Dual-stage
HDDs—by appending a secondary milli or microactuator onto the primary actua-
tor VCM (Voice Coil Motor)—is seen by many as the solution for next generation
of HDDs in the short run.
Besides firefighting with incremental improvements on current HDDs, sev-
eral roadmap driven research ideas have been proposed to overcome the super-
paramagnetic limit as depicted in the advanced storage technology zone shown
in Figure 1.3. One such proposal lies in probe-based storage devices which use
thermomechanical properties of semiconductor cantilever tips actuated by MEMS
(Micro-Mechanical-Electrical-Systems) devices to perform R/W/E of data bits (in-
dentations) on a polymer media. The prototype was successfully demonstrated by
IBM in the renowned “Millipede” project [21]. In the longer run, probe-based
storage devices will be introduced into the consumer market, starting steadily
from data storage for portable devices to other possible forms of tera bit density
data storage devices [100]. In view of these trends, this dissertation concentrates
on development of control methodologies with multi- or self-sensing capabilities
for stronger disturbance rejection envisioned for use in future storage devices with
specific applications to piezoelectric and MEMS-based actuators.
1.2 Magnetic Hard Disk Drives
An HDD is a high precision and compact mechatronics device. A typical commer-
cial HDD consists of a disk pack, actuation mechanisms and a set of R/W heads,
as shown in Figure 1.4. The major components in a typical HDD include:
5
Figure 1.4: Inside a typical commercial HDD.
1. actuator arm driven by the VCM,
2. disks which contain data and servo address information,
3. head-suspension assembly to perform R/W actions on the disks,
4. actuator assembly which contains the VCM to drive the R/W head,
5. spindle motor assembly to make the disks rotate at a constant speed,
6. electronics card to serve as the interface to host computer, and
7. device enclosure which usually contains the base plate and cover to provide
support to the spindle, actuator, and electronics card etc.
The disks are inserted into the spindle shaft (separated by spacers) and are rotated
by the spindle motor. The R/W heads are mounted at the tip of the actuators
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protected by the sliders. Due to the amount of air-flow generated by the high speed
disk rotation, a very thin air bearing film is generated and hence the head-slider
can float on the lubricant of the disks instead of being in contact with them.
In a typical operation, the HDD electronic circuits receive control commands
from the host computer and the control signals are processed in the on-board DSP
(Digital Signal Processor). The actuator on receiving the control signal will then
move and locate the R/W heads to the target locations on the disks for the R/W
process to take place. During this process the PES (Position Error Signal) and the
track numbers are read from the disk for feedback control.
User data is recorded as magnetic domains on the disks coated with magnetic
substrates in concentric circles called tracks. Typical HDD servo system consists of
two types, namely the dedicated servo and embedded servo (or sector servo). The
dedicated servo uses all the tracks on one disk surface of a disk pack to store servo
information and is used in older generations HDDs. Currently, most HDDs employ
the embedded servo method which divide the track into both storage of user data
and servo information as most current HDDs have less disk platters. Furthermore,
the non-collocated sensing and control in dedicated servo method introduces un-
acceptable manufacturing cost and noise in the HDD servo control loop. Using
embedded servo, the encoded position in servo sectors can be demodulated into
a track number as well as PES, which indicates the relative displacement of the
head from the center of the nearest track. Interested readers are referred to [104]
for in-depth discussions on different servo patterns as well as PES encoding and
demodulation schemes.
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1.3 Probe-Based Storage Systems
Fundamentally, probe-based storage systems are based on the SPM (Scanning
Probe Microscopy) and AFM (Atomic Force Microscopy) technologies developed
for characterizing the surface properties in small dedicated regions with ultra high
resolution. Slight modifications at the tip in the SPM system allows the surface
property of the medium to be changed in nanometer scale. With the bits corre-
sponding directly to the size of the tip, probe-based storage systems have striking
advantages in terms of areal density. A picture of a probe-based storage system
successfully demonstrated by IBM is shown in Figure 1.5 below. The major com-
Figure 1.5: Illustration of a probe-based storage system [21].
ponents in a typical probe-based storage system include:
1. probes (consisting of a sharp tip on a cantilever),
2. polymer storage medium,
3. MEMS micro X-Y stage or MEMS scanner platform, and
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4. control, signal processing and sensor electronics etc.
The nanometer wide tips of the probes perform the R/W/E operations by alter-
ing the surface physics of the polymer storage medium via either (i) thermal [21]
(ii) electric [98] or even (iii) magnetic [9] properties on a small dedicated region.
An ideal cantilever probe tip should be light (low inertia for fast R/W/E opera-
tions), yet stiff (high resonant frequencies with little parametric uncertainties) with
surface scanning capabilities. While the in-plane sway mode is a bigger issue in
actuators for HDDs where data is written in near concentric circles on the magnetic
disks’ surfaces with storage densities proportional to the number of these circles
or tracks, the out-of-plane bending mode of the cantilever probes in probe-based
storage systems is obviously more problematic as R/W/E operations of data are
executed into the polymer medium, which affects the achievable bit and track pitch
subsequently.
The polymer storage medium is bistable and bonded on the micro X-Y stage or
scanner platform during fabrication. The interference between adjacent bits must
be kept to a minimal with high retention of the states after R/W/E operations
to safeguard the reliability and integrity of the written-in user data. For batch
fabrication, small form factor and low cost, it is desirable for the micro X-Y stage
to be fabricated using lithography processes. The micro X-Y stage with MEMS
capacitive comb driven microactuators should move the recording platform with a
fast response while maintaining small mechanical crosstalk (axial coupling).
Similar to HDDs, the control electronics consists of a DSP for signal processing
(PES demodulation, read channel encoding/decoding and multiplexing/demultipl-
exing etc.) and control signal computations. Various controllers can take charge
of I/O (Input/Output) scheduling, data distribution and reconstruction, host in-
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terface and failure management. A DSP works as the “brain” of the probe-based
storage system to receive, process and output control signals in a typical operation.
On receiving reference commands, the micro X-Y stage is actuated to the desired
locations with the help of thermal [21] or capacitive sensors. The probes will then
rely on written in PES on dedicated servo fields for R/W/E operations to take
place in an array operation. The simultaneous parallel operations of large number
of probes boost the data access speed tremendously.
1.4 Modes of Operations
From the above, it can be seen there exist many inherent similarities between the
two types of storage systems. Either HDD or probe-based storage systems, there
are fundamentally three modes of operation for the data storage servo systems in
general. The first mode is the track-seeking mode i.e. to move the R/W head
(in HDDs) or tips (in probe-based storage systems) from the initial track to the
target track within the shortest possible time. Using the track number, the servo
controller can locate the R/W head to the desired track during track-seeking.
The servo controllers for track-seeking operations are usually designed for time
optimal criterion in a PTP (Point-To-Point) context. A good example of such
methodologies is the PTOS (Proximate Time Optimal Servomechanism) employed
in current HDDs and interested readers are kindly referred to works by Franklin
et al. in [23].
Next, it is the track-settling mode. This process occurs once the actuator is
less than one track pitch away from the target track. Due to the initial conditions
of the actuators, the R/W head will be oscillating about the target track during
the transient period. The track-settling controller should hence guide the R/W
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head to be within a certain variance and tolerance with the center of the target
track. The servo controller for track-settling operations are usually designed for
compensating the actuators’ initial states in an IVC (Initial Value Compensation)
framework [129].
Finally, the head is maintained on the designated track with minimum error
during the track-following mode. The same error signal PES is used to maintain
the head on the track during track following. In this mode, the main objective
of the track following controller is to stay as close to the center of the track as
possible for the R/W/E operation to take place, in spite of the presence of external
disturbances and measurement noise which in essence is PES variance control. The
track-following process has to effectively reduce TMR (Track Mis-Registration),
which is used to measure the offset between the actual head position and the track
center. During track-following, TMR can also be defined as the 3σ value of PES.
The three modes of operations are shown below in Figure 1.6.
Improving positioning accuracy during track-following control mode is essen-
tial in order to achieve a high recording density. As TPI continues to increase
with decreasing track width at higher rotational speeds, external disturbances af-
fecting the future storage servo system become significant in achieving higher TPI.
This dissertation is concerned with the servo control aspects during track-following
operations in HDDs and probe-based storage servo systems.
1.5 Motivation of Dissertation
Currently, it is reported that the track density would exceed 150,000 TPI [131] and
the disk spin speed surpass 15000 rpm (revolutions-per-minute) in the year 2010.
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Figure 1.6: Typical R/W head position profile during track-seeking, settling and
following control in a 100 track seek.
As the global demand for higher computational power increases, there is a cor-
responding need for better data storage devices to meet the demands of today’s
information explosion era. With the ever decreasing price per gigabyte in data
storage devices, industries are also striving for mobile storage devices with smaller
form factors to keep up with the trend of increasing track densities. It was also
reported that ultra-high storage densities of up to 1 Tb/in 2 have been achieved on
a very small form factor in the “Millipede” [21]. Future storage devices will have
to be physically smaller, coupled with ultra high density and ultra fast data access
rates. The trend of using piezoelectric and MEMS-based microactuators coupled
with multi- or self-sensing schemes for higher bandwidth and stronger disturbance
rejection capabilities are inevitable in future data storage servo systems.
Such ultra-high positioning accuracy translates directly into making the sen-
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sitivity transfer function matrix have a small singular value to reduce or even
suppress any amplification of the disturbances at high frequencies, where feedback
is degrading the servo performance. Alternatively, reduction of H2- and H∞-
norms from disturbance sources to controlled output are also feasible candidate
performance measures, the latter being commonly known as DDPs (Disturbance
Decoupling Problems). Hence controller designs for future storage systems must
ensure a low sensitivity servo system by loop shaping of sensitivity transfer matrix
or minimizing H2- or H∞-norms. Robust active vibration control algorithms are
also essential to safeguard against variations of natural frequencies and damping
ratios shifts in the piezoelectric or MEMS-based actuators mass produced by the
data storage industries per day.
It is well known from control theory that the lowest sensitivity achievable by
any control system is via state feedback, which is infeasible as measured PES is
still the only available signal for feedback control, even when there are now more
than one actuator (in dual-stage HDDs) or one degree of freedom (in probed-based
storage systems). As such, placement of extra sensors ensure more states can be
measured which alleviates controllers’ orders. With SSA (Self-Sensing Actuation—
using the actuator as a sensor simultaneously), cheap and non-intrusive collocated
sensors with nanometer resolution can be incorporated. Together with PES, this
newly acquired information in the novel data storage platforms will be used for
servo control to enable high bandwidth and low sensitivity sampled-data systems.
1.6 Contributions and Organization
This dissertation concentrates on the study and development of high SNR (Signal-
to-Noise Ratio) multi- or self-sensing servo systems using the electrical properties
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of the piezoelectric and MEMS-based actuators in future storage devices. We will
then focus on designing digital servo controllers to reduce the positive area in the
sensitivity transfer function orH2- andH∞-norms with and without the extraneous
sensor information for enhanced disturbance rejection.
The original contributions of this dissertation are as follow:
1. Formulates an OICA (Online Iterative Control Algorithm) with and without
extraneous sensor to reduce the square of H2-norm from disturbance sources
to true PES for extra NRRO (Non-Repeatable Run-Out) rejection. Gradient
estimates are obtained without prior knowledge of the dominant spectra of
input and output disturbances in measured PES.
2. Designs an add-on DDO (Disturbance Decoupling Observer) and DDOS
(DDO with extraneous Sensor) for enhanced disturbance suppression. Pro-
posed DDO can achieve strong rejection of the dominant input and out-
put disturbances simultaneously, with possible noise attenuation using the
DDOS.
3. Applies the SPT (Singular Perturbation Theory) [56][57][62] and uses the
PZT active suspension as fast sensor and observer for fast subsystem’s dy-
namics estimation in a single stage HDD. The two time scale framework
increases control effectiveness to control more DOF (Degrees-Of-Freedom) in
flexible actuators.
4. Uses the PZT microactuator as a sensor and actuator simultaneously to ac-
tively damp its torsional and sway modes as well as achieving decoupling
sensitivity in dual-stage HDDs. The cheap and nanometer resolution sensing
capabilities improve robustness and decreases TMR.
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5. Designs a high SNR CSSA (Capacitive Self-Sensing Actuation) scheme for
MEMS devices actuated by capacitive comb drives. A robust decoupling con-
trol methodology of the designed micro X-Y stage is verified with simulation
results.
The rest of the dissertation is organized as follow:
• Chapter 2 identifies the mathematical models of mechanical actuators used
in HDDs and probe-based storage systems. The constraints and properties
of these future storage sampled-data servo systems are also discussed.
• Chapter 3 explores the use of OICA and RRO estimator (with and without
extraneous sensors) to optimize controller for extra NRRO rejection in a PZT
actuated spinstand servo system.
• Chapter 4 details the use of add-on DDOs (Disturbance Decoupling Ob-
servers) with and without extraneous sensors to achieve disturbance decou-
pling effects and its application to a PZT actuated passive suspension for a
spinstand servo system.
• Chapter 5 extends the SPT for a general LTI (Linear Time Invariant) me-
chanical system for vibration rejection in single stage HDDs using the PZT
active suspension as a fast observer.
• Chapter 6 illustrates controller design examples for MIMO (Multi-Input-
Multi-Output) systems in dual-stage HDDs as well as MEMS micro X-Y
stage and proposes SSA with discussion on multi-sensing issues for enhanced
disturbance rejection.
• Chapter 7 shows how the PZT microactuator can be employed as a sensor
and actuator simultaneously for AMD (Active Mode Damping) to achieve a
15
low and decoupled sensitivity in dual-stage HDD servo systems.
• Chapter 8 designs a CSSA and robust decoupling controller for a designed
micro X-Y stage actuated by MEMS in a proposed probe-based storage sys-
tem.
• Chapter 9 summarizes the findings and results of this dissertation and presents
some possible future research directions.
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Chapter 2
High Density Data Storage
Systems
In recent years, piezoelectric and MEMS actuators have attracted much attention
and are envisaged by many researchers as actuators’ solutions for future mobile data
storage servo systems. This chapter covers the system identification of mechanical
actuators used in dual-stage HDDs as well as MEMS probe-based storage systems.
Constraints and properties of future storage sampled-data systems are also detailed
with insights from theoretical analysis.
2.1 System Identification of Mechanical Actua-
tors
Currently, the mechanical actuators used in high density data storage systems
include the (i) VCM (Voice Coil Motor) in single-stage HDDs, (ii) piezoelectric ac-
tuators in spinstand servo system [120] or appended onto the VCM in suspension-
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driven dual-stage HDDs [22], and (iii) MEMS-based actuators in slider-driven [40]
or head-driven dual-stage HDDs [27] and also proposed probe-based storage sys-
tems [21]. In this section, system identification of these three types of mechanical
actuators will be carried out and detailed.
2.1.1 VCM
In the conventional single stage actuation found in current HDDs, the VCM is the
only actuator with the R/W head mounted on the tip of the suspension. Other
components include a pivot (for rotary actuator), ball bearings, the arms commonly
known as the “E” block, a flex cable, and suspensions to carry the sliders at
their tips. The VCM is harnessed in between two very strong permanent magnets
commonly called the yoke. When current is passed into the coil of the VCM, force
and hence displacement is transduced to move the R/W heads. A picture of a
VCM consisting of the above components is shown below in Figure 2.1.
Figure 2.1: A picture of a typical VCM.
By exciting the VCM at frequencies of interests, the displacement of the VCM
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is measured by the LDV (Laser Doppler Vibrometer) non-intrusively. Swept sine
excitation from the DSA (Dynamic Signal Analyzer) is introduced into the power
amplifier and the frequency response of the VCM is captured and identified in































Figure 2.2: Frequency response of a VCM.
With prior knowledge from physical modelling and system identification [67],
it can be shown that the VCM can be modelled as a double integrator with some
flexible resonant poles and anti-resonant zeros. The overall transfer function of a






s2 + 2ζV,j ωV,js+ ω
2
V,j
s2 + 2ζV,i ωV,is+ ω2V,i
(2.1)
where mV and nV are the number of resonant poles and anti-resonant zeros, re-
spectively. ζV and ωV are the damping ratio and natural frequency of each mode,
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respectively. KV is the gain of the VCM.
For the VCM shown in Figure 2.2, the identified mathematical model GV (s)




s2 + 2(0.05)(2pi1.4× 103)s+ (2pi1.4× 103)2
s2 + 2(0.03)(2pi1.26× 103)s+ (2pi1.26× 103)2 · · ·
× (2pi6× 10
3)2
s2 + 2(0.03)(2pi6× 103)s+ (2pi6× 103)2 (2.2)
Minimum phase zeros are sometimes included to provide some phase lift. The
mismatch in phase response is due to an unmodelled delay arising from the power
amplifier and LDV measurement system, as well as unmodelled high frequency
non-minimum phase zeros from the non-collocated actuator-sensor configuration
in the VCM. However, this delay is omitted in (2.2) as the order of model GV (s)
suffices in achieving control objectives to be discussed in future sections.
2.1.2 Piezoelectric Actuators
Piezoelectric actuators find applications in many micro-positioning applications,
ranging from data storage to robot manipulators. In this section, system iden-
tification of a piezoelectric secondary actuator in a so-called dual-stage HDD is
carried out.
Depending on the actuation mechanism, the secondary actuators can be cat-
egorized into (i) piezoelectric [107], (ii) electrostatic [27] and (iii) electromag-
netic [55]. Alternatively, they can also be categorized according to their loca-
tions which include (i) suspension-based [22], (ii) slider-based [40] and (ii) head-
based [27]. In this dissertation, a piezoelectric suspension-based secondary actuator
is discussed. The piezoelectric element Lead-Zirconium-Titanate ceramic (Pb-Zr-
Ti) is used usually. Hence, these actuators are also called PZT microactuators or
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PZT active suspensions.
Piezoelectric ceramic material has high stiffness and generate large force by
contraction and expansion. When actuated, the whole suspension length is moved
and hence it yields a larger displacement range. PZT microactuators often employ
the push-pull or shear design according to the direction of polarization of the
piezoelectric materials. A picture of a push-pull PZT microactuator is shown in
Figure 2.3 [80].
Figure 2.3: A picture of PZT microactuator [80].
A two strip setup of PZT active suspension is shown in Figure 2.3. Two small
parallel strips of PZT elements can be found at the base of the suspension. When
a voltage is applied to these elements, one PZT strip expands while the other con-
tracts to deflect the entire suspension. Usually, the suspension-based microactuator
designs can yield a stroke of about 1 µm with the first resonant mode in the range
of 5–15 kHz. Ideally, the suspension should be stiff (high damping for less resonant
modes and parametric uncertainties) yet light (for achieving high servo bandwidth
and faster disturbance rejection via error correction) simultaneously. However, a
light suspension makes it susceptible to effects of windage blowing across the entire
actuation arm.
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Using the same methodology as described previously in Section 2.1.1, the dis-
placement of the PZT microactuator is measured by the LDV. Swept sine excitation
from the DSA is introduced into the power amplifier and the frequency response
of the secondary actuator is captured and identified in MATLAB. The frequency
response of the PZT microactuator shown above in Figure 2.3 is captured and





























Figure 2.4: Frequency response of PZT microactuator.
It can be seen that the PZT microactuator can be modelled as a pure gain
in a large range of frequencies coupled with high frequency resonant modes and
anti-resonant zeros pairs. The overall transfer function of the PZT microactuator,




s2 + 2ζM,j ωM,js+ ω
2
M,j
s2 + 2ζM,iωM,is+ ω2M,i
(2.3)
where mM and nM are the number of resonant poles and anti-resonant zeros,
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respectively, ζM and ωM are the damping ratio and natural frequency of each
mode, respectively, and KM is the DC gain of the PZT microactuator.




s2 + 2(0.02)2pi21× 103 + (2pi21× 103)2 · · ·
×s
2 + 2(0.025)2pi6.3× 103 + (2pi6.3× 103)2
s2 + 2(0.03)2pi5.8× 103 + (2pi5.8× 103)2 · · ·
× s
2 + 2(0.05)2pi19.5× 103 + (2pi19.5× 103)2
s2 + 2pi(0.015)2pi11.3× 103 + (2pi11.3× 103)2 (2.4)
It can be seen that the pole-zero pairs are all of minimum phase. It is worth noting
that the PZT-actuated passive suspension used in a spinstand servo system [120]
have a similar mathematical model, i.e. a pure gain low frequency behaviour
coupled with high frequency resonant poles and anti-resonant zeros.
2.1.3 MEMS-based Actuators
MEMS-based actuators can be fabricated from standard process including wet bulk
etching, wafer bonding, surface micromachining, deep trench silicon micromachin-
ing etc. similar to CMOS (Complementary Metal Oxide Semiconductor) processes.
By aligning the actuators in a comb drive array, we can achieve nanometer position-
ing accuracy with the electrostatic attractive forces from the MEMS actuators. In
this section, system identification of a fabricated MEMS micro X-Y stage is shown.
Many research institutes around the world are currently working on probe-
based storage servo systems. While their approaches may differ, the main compo-
nents used for high speed parallel R/W/E data are similar. Generally, a typical
probe-based storage system consists of cantilever probe tips, a recording medium,
a micro X-Y stage, and control electronics. In this dissertation, we present a pro-
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posed probe-based storage servo system developed in A*STAR DSI (Data Storage
Institute) an shown in Figure 2.5. For the rest of the dissertation, the MEMS
Figure 2.5: Components of proposed probe-based storage system “Nanodrive” de-
veloped in A*STAR DSI consisting of (i) cantilever probe tips (ii) linear motor and
(iii) MEMS X-Y stage with recording medium.
micro X-Y stage in this platform will be used.
Using the data points of FEM (Finite Element Methods) from ANSYS, the
identified mathematical model Gxx(s) in the X-axis of the MEMS micro X-Y stage
from the “Nanodrive” with first in-plane resonant frequency at 440 Hz is [70]
Gxx(s) = 20
(2pi400)2
s2 + 2(0.0009)2pi400s+ (2pi400)2
(2.5)
The micro X-Y stage exhibits a small damping and out-of-phase characteristics
at the resonant frequency and is perfectly symmetrical in actuator design. Due to
the large gain at the resonant frequency the coupling effect between the main axes
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cannot be ignored due the mechanical crosstalk during large span seeks. With
the decoupling ratio between the main axes as 0.6%, the transfer functions of the
MEMS micro X-Y stage in the Y-axis, Gyy(s), as well as between the axes, Gxy(s)
and Gyx(s), are
Gyy(s) = Gxx(s) (2.6)
Gxy(s) = Gyx(s)
= 0.006Gxx(s) (2.7)












and the frequency response the MEMS micro X-Y stage G(s) is shown below in
Figure 2.6. The dynamics of the micro stage in the Z-axis are unmodelled as the
out-of-plane modes are uncontrollable.
It is worth noting that the MEMS-based actuators in slider-driven [40] or head-
driven [27] dual-stage HDDs have a similar mathematical model, i.e. a second order
transfer function with a main resonant mode of very small damping ratio (large




























































Figure 2.6: Frequency response of G(s).
2.2 Constraints and Properties
By far, we see many inherent parallelism in data storage operations for HDDs and
probe-based storage systems. Be it piezoelectric or MEMS-based, HDDs or probe-
based storage systems, servo systems for future mobile storage devices harbour
similar control limitations and identical properties. In this section, we will illustrate
the constraints and properties of future storage devices using HDDs as an example
for simplicity but without loss of generality.
Currently, HDDs use digital control with the help of fast DSPs. To enable
better disturbance rejection and servo control, the sources of disturbances and
noises should be modelled and known for this sampled-data system. Figure 2.7
shows the different sources of disturbances in the HDD servo control loop, which
can be classified as the following:
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Figure 2.7: Sources of disturbance and noise in HDD servo control loop.
1. Input disturbance di(s): Power amplifier noise, D/A (Digital-to-Analog) quan-
tization error, pivot bearing friction, flexible cable torque, windage induced
vibrations etc.;
2. Output disturbance do(s): Suspension vibrations, disk fluttering and media
defects etc.;
3. Noise n(s): PES (Position Error Signal) demodulation noise and A/D (Analog-
to-Digital) quantization error etc.
The measured PES is the error signal between the R/W head and the disk track
center. The PES consists of two components: one component locked to spindle
speed and phase known as the RRO (Repeatable Run-Out) and the other is the
NRRO (Non-Repeatable Run-Out). RRO is synchronous to disk rotation and
its harmonics with their main contributions coming from AC squeeze—sector to
sector squeeze to adjacent tracks—and DC squeeze—mean distance between a
large number of tracks—during the STW (Servo Track Writing) process where
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servo tracks are pre-written on the disks in concentric circles. On the other hand,
NRRO includes broad band white noise and some narrow band coloured noise
with random phase and usually arises from spindle bearings and arm vibrations at
frequencies outside the capabilities of the servo system.
1) Constraints: For simplicity but without loss of generality, consider a SISO
(Single-Input-Single-Output) negative feedback control system with plant G = NG
DG
and controller K = NK
DK
. NG and NK are the zero polynomials of G and K,
respectively, while DG and DK are the pole polynomials of G and K, respectively.
A future storage servo system during track-following control can be represented by
the following block diagram in Figure 2.8.
Figure 2.8: Block diagram of a typical future digital sampled-data storage system.
If the open loop transfer function L is given by L = GK, the following equation
for true PES y with input disturbances di, output disturbances do and noise n can
be obtained as
y = SGdi + S do − T n (2.9)
with T and S as the complementary sensitivity transfer function and sensitivity
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The above equations hold for both continuous time and discrete time.
Remark 2.1 Zeros
The presence of anti-resonant zeros implies blocking of certain signal frequencies
by G. From the derivation above in Equation (2.10), it can be seen that the
zero polynomial of the open loop system L is the same as that of the closed-loop
system T i.e. the zero locations are unaffected by feedback control. Hence it is ap-
parent that the zeros will inhibit input disturbance di rejection capabilities (by G)
as well as noise rejection and tracking capabilities (by T ) at the frequencies of the
anti-resonant zeros due to insufficient gain. As such, the feedback controller K in
series compensation topology can counter the effects of stable anti-resonant zeros
in G and T at best by placing corresponding stable poles in K [95].
Remark 2.2 Poles
Feedback control effectively causes the location of poles to be shifted and can be
arbitrarily placed by designing K. An interesting observation on inspection of
Equation (2.11) reveals that the zeros of S are effectively the poles of G and K.
Hence to create notches in S for extra disturbance rejection and error correction,
the gain of resonant poles of G are not compensated (in phase stabilization com-
pensation [53]) or created by K (in peak filter designs e.g. [125]).
In a standard unity negative feedback configuration, there exists control con-
flicts and unavoidable trade-offs between attenuating disturbances and filtering out
measurement error and noise. For good tracking performance and rejection of dis-
turbances in low frequency region, good loop shaping techniques are essential to
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avoid large control signals.
From Equation (2.9), it can be seen that a small S is ideal for disturbance
rejection and a small T is good for insensitivity to measurement noise and high
frequency uncertainties. But according to the definitions of S and T , the following
identity always holds
S + T ≡ 1, ∀ω (2.12)
S and T cannot be small simultaneously and in particular, |S| and |T | cannot
be less than 1
2
at the same time. Fortunately, this conflict can be resolved by
making one transfer function small at a frequency band and the other small at
another. This is possible by speculating the frequency spectra—the power spectra
of references and disturbances are usually concentrated in the lower frequencies
while the power spectra of measurement error and noise are in the high frequency
range.
Knowing that T = SL and design specifications on S and T , an intuitive
approach to find stabilizing controller K is via closed-loop synthesis
K = G−1L
= G−1S−1T (2.13)
A problem now arises obviously as one has to choose among the many possible
arbitrary combinations of S and T although their solution “shapes” are known.
The properness and characteristics of plant G are ignored and the controller K
derived via such a method might be causal, or even unstable if G is non-minimum
phase.
A more common and easier solution is to use the open loop approach with L =
GK. A good rule of thumb is to use high gain over low frequencies and decrease
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the gain as rapidly as possible after the gain crossover frequency. Cascading a large
number of LPFs (Low Pass Filters) is not admissible due to the amount of phase
lag introduced. Using Bode’s Stability Criterion, the typical magnitude shape of
a compensated open loop transfer function of a negative feedback control system
can be derived to have [24]
• Low frequency band: A large gain À 0 dB and descending with a slope
of −20N dB/dec (N ≥ 2);
• Mid frequency or crossover frequency band: Pass through 0 dB with ≈
−20 dB/dec for stability;
• High frequency band: A low gain < 0 dB and descending with a slope
of −20N dB/dec (N ≥ 2);
This method of controller design using open loop transfer function L will be used
for controller designs in the rest of the dissertation.
Remark 2.3 Sensitivity
The sensitivity transfer function S is the transfer function from output distur-
bances do to to true PES y. As such, loop shaping methods put much emphasis
on low frequency band to reject disturbance and enable better tracking. One loop
shaping and controller design evaluation tool commonly used is the Nyquist plot.
For brevity but without loss of generality, we will discuss in the continuous time
domain and look at how the open loop transfer function L(jω) and sensitivity
transfer function S(jω) are related on the Nyquist diagram. Figure 2.9 shows two
typical Nyquist curves L1(jω) and L2(jω).
Since S(jω) = 1
1+L(jω)
with 1 + L(jω) as the output return difference equation,
the locus of |S(jω)| = 1 can be plotted as a unit disc with center at the critical
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Figure 2.9: Nyquist plots. Solid: Sensitivity Disc (SD) with |S(jω)| = 1. Dot-
ted: L1(jω). Dashed-dot: L2(jω).
point (−1 + j0). We define this disc as “Sensitivity Disc” (SD). A L(jω−) outside
SD will hence yield |S(jω−)| < 1 and a L(jω+) inside SD will yield |S(jω+)| > 1
for some frequencies ω− and ω+. L(jω) touching the SD corresponds to unity gain
or 0 dB on the Bode Diagram of |S(jω)|. |S(jω)| is the reciprocal of the distance
of L(jω) to critical point (−1 + j0).
As such, it can be seen from the example in Figure 2.9 that L2(jω) will have
no positive area (or “hump”) in the sensitivity function S. L1(jω) on the other
hand cuts the SD for some ω ≥ ω+ and approaches the origin with phase angle
more than −pi
2
. Negative feedback actually increases the sensitivity hump rather
than decreases it at these frequencies ω+.
With these ideas in mind, we will design our controllers to make LD(jω) [95]
1. far from and not touch SD. If this is not possible, make LD(jω) avoid SD
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where the frequency spectra of the disturbances are concentrated;
2. approach the origin at −pi
2
≤ ∠LD(jω) ≤ pi2 as ω →∞ so that SD is avoided.
If this is not possible, make |LD(jω)| ≈ 0 at these frequencies;
3. do not encircle (−1 + j0) clockwise for stability.
These tools and design considerations are valid for discrete time systems for fre-
quencies below the Nyquist frequency.
Remark 2.4 Bode’s Integral Theorem
Alternatively, we can use Bode’s Integral Theorem to study the limitations of linear
control systems. Bode’s Integral Theorem was initially derived for systems with
non-minimum phase zeros or even unstable poles. In such systems, the total area
of the sensitivity function will be a positive value making it impossible to reduce
the hump for disturbance rejection. This is intuitive due to the extra phase lag
contribution compared to their stable counterparts, leaving a smaller phase margin.
Hence much feedback is used for stabilization in addition to sensitivity reduction.
Theorem 2.1 Continuous Bode’s Integral Theorem [126]
A continuous SISO, minimum phase LTI (Linear Time Invariant) system has the
stable open loop transfer function L(jω). The sensitivity transfer function of the
unity negative feedback system is S(jω) = 1
1+L(jω)
. If the closed-loop system is
stable, then ∫ ∞
0
ln |S(jω)| dω = −pi
2
Ks, Ks = lim
s→∞
sL(s) (2.14)
Corollary 2.1 When the relative degree of the open loop transfer function L(s) is
greater than or equal to two, Ks = 0 and so is the total area under the sensitivity
transfer function S. For |S(jω)| < 1 over some frequency, then a necessary con-
dition is that |S(jω)| > 1 over another frequency range, thereby causing a degra-
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dation of disturbance rejection capabilities at frequencies whereby |S(jω)| > 1.
This phenomenon is termed as the “waterbed” effect. In other words, the relative
degree of the open loop system has to be unity for unity sensitivity at high frequen-
cies which is not possible for the VCM in a single stage HDD, but feasible for a
dual-stage HDD. For discrete time systems, the Discrete Bode’s Integral Theorem
is more stringent and their conclusions differs.
Theorem 2.2 Discrete Bode’s Integral Theorem [76]
A discrete time SISO, minimum phase LTI system has the stable open loop trans-
fer function L(z). The sensitivity transfer function of the unity negative feedback
system is S(z) = 1
1+L(z)
. If the closed-loop system is stable, then∫ pi
−pi
ln |S(ejφ)| dφ = 2pi(− ln |Kz + 1|), Kz = lim
z→∞
L(z) (2.15)
and φ = ωT and T is the sampling rate.
Corollary 2.2When G(z) is strictly proper, the Discrete Bode’s Integral Theorem
in Equation (2.15) reduces to∫ pi
−pi
ln |S(ejφ)| dφ = 0 (2.16)
This is the waterbed effect in discrete time domain.
The single stage HDD employing the VCM is hence bounded by the waterbed
effect due to its low frequencies double integrator properties. It is worth noting
that the transfer functions are periodic about Nyquist frequency pi
T
.
Corollary 2.3 When G(z) is proper with Kz < −2 or Kz > 0, then the Discrete
Bode’s Integral Theorem in Equation (2.15) becomes∫ pi
−pi
ln |S(ejφ)| dφ < 0 (2.17)
This implies that some loop shaping technique is possible and may not be bounded
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by the waterbed effect. Sensitivity reduction and disturbance attenuation is pos-
sible for a zero relative degree system (e.g. a dual-stage HDD employing PZT- or
MEMS-actuated suspensions/sliders/heads) with proper controller design.
Corollary 2.4 When G(z) is proper with −2 < Kz < 0, the Discrete Bode’s
Integral Theorem in Equation (2.15) implies that∫ pi
−pi
ln |S(ejφ)| dφ > 0 (2.18)
and feedback control is now degrading sensitivity and performance rather than
improving it. The conclusion is similar to that of non-minimum phase systems.
As such for the VCM in a single stage HDD with non-minimum zeros and
delay, overall positive sensitivity is unavoidable. However, the problem can be
alleviated with the development of in-phase VCM [5] with possible reduction to
Corollary 2.2. This restricts the overall positive sensitivity area to zero and within
the limits of the waterbed effect.
2) Properties: Future storage devices employing piezoelectric and MEMS-
based actuators with multi- or self-sensing capabilities have small form factors
coupled with ultra high access speeds and storage densities. Besides using the pos-
itive area of the sensitivity transfer function as a measure of disturbance rejection
capabilities in a servo system, reduction of system norms are also an indicative
measure of control system performance. In this subsection, we define and discuss
the common system norms as indices as effectiveness of controller design with their
physical interpretations.
Definition 2.1 Continuous H2-norm [102]
















where g(t) is the weighting function or impulse response with Dirac delta function
from disturbance to true output.
Definition 2.2 Discrete H2-norm [102]









By Parseval’s Theorem, the frequency domain integral can be converted into dis-





where g(k) is the weighting function or impulse response sequence with Dirac delta
function from disturbance to true output.
Reduction of H2-norm is commonly seen as a performance index for control
system to minimize average disturbance energy over all frequencies. In fact, mini-
mization of H2-norm of transfer function Tyw of the disturbance sources w to true
PES y results in highest achievable TPI in HDDs. When the collected PES sam-









assuming that the sampled variance is an unbiased estimate of the unknown true
PES variance.
Definition 2.3 Continuous H∞-norm [102]





where σ [¦] denotes the largest singular value.
Definition 2.4 Discrete H∞-norm [102]





H∞ optimization reduces the worst case gain of worst frequency of distur-
bance energy amplification over all frequencies. As such, the H∞-norm is also the
maximum value of the gain of maximum singular value in the transfer function
matrix Tyw. Reduction of H2- and H∞-norms (or even simultaneously in mixed
sensitivity problems) to the extent of even disturbance decoupling are common
approaches in controller designs for data storage servo systems.
The choice of a sampling frequency is important to ensure that the dominant
dynamics of the plant to be controlled are captured. At the same time, it is essential
to ensure that the sampled-data control system with ZOH (Zero Order Hold) is
of minimum phase by adhering to the guidelines depicted in [6]. Coupled with
higher processing speeds in new generation of DSPs, higher PES SNR (digital PES
demodulation and dual even multiple frequency [120]) and novel PES demodulation
schemes (obtaining PES from user data [45][121] etc.), sampling frequencies in
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HDDs are getting higher without much reduction in user data storage space. The
usage of secondary actuators in dual-stage HDDs also prompt for an increase in
sampling frequencies due to higher servo bandwidth and higher frequency dynamics
of the appended secondary actuator. With upcoming technologies of perpendicular
recording and servo patterned media, sampling frequencies comparable to that
using embedded servo are fast becoming a reality.
On probe-based storage systems, high sampling rates are feasible due to usage
of dedicated servo patterns [21]. As such, high sampling frequencies for digital con-
trollers mimicking their analog counterparts with little degradation in performance
are feasible.
2.3 Summary
In this chapter, system identification of mechanical actuators used in dual-stage
HDDs (employing PZT microactuators) and MEMS-based micro X-Y stage are
detailed and discussed. The standard unity feedback control system is analyzed
based on a SISO framework in terms of poles and zeros. The inherent constraints
are discussed with analysis on sensitivity transfer function S and Bode’s Integral
Theorems (continuous and discrete). Future storage devices have similar properties
in terms of sensor fusion and sampling rate selection, and performance measure-
ment yardsticks in terms of sensitivity and system norms (H2- and H∞-norms)
reduction.
In the next chapter, an OICA (Online Iterative Learning Control) is pro-
posed for extra NRRO rejection by reducing the H2-norm of transfer from NRRO
disturbance sources to true PES on a PC-based spinstand servo system reported
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in [120]. Gradient estimates are obtained without prior knowledge of the spectra






The exact spectra of disturbances and noises affecting precise servo positioning
required for high density storage in future HDDs are time-varying and remain
unknown. In this chapter, an OICA (Online Iterative Control Algorithm) by set-
ting measured PES into the servo system to achieve high track densities through
minimizing the square of the H2-norm of the transfer function from NRRO (Non-
Repeatable Run-Out) disturbance sources to true PES without solving AREs and
LMIs is proposed. To prevent the parameters from being trapped in a local min-
ima, an online RRO estimator is constructed to extract NRRO components for
gradient estimates. Experimental results on a spinstand servo system show an
improvement of 22% in 3σ NRRO and suppression of spectrum of baseline NRRO.
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3.1 Background
In the HDD industry, the areal density is continuously growing and targeting at
achieving above 1 Tb/in2 through perpendicular recording technologies. In turn,
the demand for higher track density increases which requires a position accuracy
of about 400 kTPI. However, there are many contributing factors that limit the
achievable track density. One of the major contributors is the NRRO generated
from the disk media and spindle vibration, which is induced by the windage noise
within the disk stack.
Considerable efforts have been made to design servo control systems that
reduce the effect of vibrations on operation of HDDs, especially on the NRRO
error induced by the spindle motor and head media defects. As with all HDD
designs, the efficiency of controlling vibrations and structural noise depends on
the dynamic behavior of the overall system considering the parametric variations
among HDDs in terms of resonant frequencies, length, mass, force (or torque)
constant, R/W element, etc. Designers are continually challenged to bring all of
these elements together to produce the optimal design that meets the criteria for
the various applications designed for. Self-optimizing controller designs are hence
essential for the millions of HDDs produced by the industries per day.
Several robust and optimal controller design methods have been proposed.
Herrmann et al. used µ-synthesis via D-K iteration for robust stability control of
different HDDs in [39]. Goh et al. [29] and Lee et al. [64] solved AREs (Algebraic
Riccati Equations) for minimization of H∞ and H2 criterions in HDDs, respec-
tively. However due to the small time constants of the actuators involved and high
servo bandwidth required by HDDs for stronger error rejection, numerical instabil-
ities often arise due to ill-conditioned system matrices prompting servo designers
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to doubt the integrity of the solutions.
More recently, Hao et al. in [37] and Park et al. in [97] used performance
index-based rules to tune track-following controller and repetitive controller for
minimum TMR (Track Mis-Registration). Jia et al. reinject measured PES into
the servo system for more precise RRO estimation in [48]. Reinjection of collected
information into the servo system for gradient estimates is also well documented
by Hjalmarsson et al. in [41].
In this chapter, an OICA is proposed to tune the controller parameters to min-
imize the square of the H2-norm from disturbance of unknown spectra to true PES
for more effective NRRO rejection. An RRO estimator is constructed via averag-
ing measured PES and NRRO information is extracted from the difference between
measured PES and estimated RRO. The gradients are computed by reinjecting the
NRRO into closed-loop system similar to that suggested in [41] without having to
solve AREs and LMIs for high density storage experiments. The proposed method-
ology can be readily applied to STW and especially SSTW (Self-STW) processes
in HDD industries to prevent error propagation issues raised by Ye et al. in [130].
3.2 Control Problem Formulation
The block of servo control system in HDDs with input disturbances di, output
disturbances do and noise n contaminating true PES y is shown in Figure 3.1.










= S(µ)P di + S(µ) do − T (µ)n (3.1)
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Figure 3.1: Block diagram of servo control system with input disturbances di,
output disturbances do and noise n contaminating true PES y.
where µ is a vector of controller parameters. S(µ) and T (µ) denote the sensitivity
and complementary sensitivity transfer functions of the stable closed-loop servo
system parameterized by µ respectively.
For high TPI in future HDDs, the TMR budget will have to be minimized
when the HDD servo system is subjected to the input disturbances di, output
disturbances do and noise sources n packed as vector w. Now let the transfer
function of the disturbance sources w to true PES y be defined as Tyw. When
the number of collected PES samples N are large enough in HDDs, the limit of







assuming that the sampled variance is an unbiased estimate of the unknown true
PES variance σ2PES. We propose the following quadratic cost function to minimize










As measured PES e remains as the only accessible quantity, minimizing the
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square of TMR of true PES y is done via minimizing the square of TMR of measured
PES e i.e. the controller parameterized by µ∗ minimizing the measured PES e also
minimizes the true PES y. It should be noted that the measured PES e consists of
RRO and NRRO components. The proof of this argument is found in the appendix
of [37] and is omitted here.




where Σ is the set of all stabilizing controllers. By finding the partial derivative












and set it to 0, we can obtain the minima (local or global) µ∗ directly. While it is
not mathematically tractable to find a direct solution to Equation (3.5) with the
main obstacle being evaluating ∂y
∂µ
(k), we observe that by taking partial derivative
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S(µ)P di + S(µ) do − T (µ)n+ n
]
(3.6)
Substituting Equation (3.1) into Equation (3.6), the partial derivative ∂y
∂µ
can










which implies a numerical gradient estimate of the required ∂y
∂µ
at current iteration i
can be obtained by filtering (y+n) with partial derivative of controller with respect
to controller parameter vector ∂C
∂µ
(µ) and shock transfer function S(µ)P .
Using the proposed scheme, ∂y
∂µ
is not affected by input disturbances di and
output disturbances do at the current iteration i as can be seen from Equation (3.7).
Only noise n permeates through to the gradient estimate. However if we assume
that the noise n is of zero mean, then the effects of n on the gradient estimate of
cost function ∂J
∂µ
will be negligible if N is large as can be seen from Equation (3.5)






with zero reference since only measured PES e is available and hence the gradient
estimate of cost function ∂J
∂µ
will be a sufficiently accurate unbiased estimate.
Remark 6.1 If C(µ) is a FIR (Finite Impulse Response) filter of the form
C(µ)(z−1) = µ0 + µ1z−1 + · · ·+ µnz−n
= µTξ(z−1) (3.9)
where µ = [µ0 µ1 · · · µn]T and ξ = [z0 z−1 · · · z−n]T , then the partial






or a vector of delay operators.
Remark 6.2 From Equation (3.7), it can be seen that we can use an online
approach by injecting the result as input disturbance di to be filtered by shock
transfer function S(µ)P and then filtering the new measured PES e oﬄine with ∂C
∂µ
to obtain the required gradient estimate ∂y
∂µ




using Equation (3.5). However due to control signal saturation
(leading to closed-loop instability) of actuators used for nanopositioning in storage
systems, this method is not used in this chapter.
Remark 6.3 Alternatively, we can set measured PES e as reference into servo
system (which in essence is filtering by sensitivity transfer function S(µ)) and then
post-filtering the new measured PES oﬄine with ∂C
∂µ
and mathematical model of
plant P to obtain ∂y
∂µ
required for computing the gradient of cost function ∂J
∂µ
using
Equation (3.5). This method—though less satisfactory as we rely on the accuracy
of the mathematical model of plant P but sufficiently accurate during experimental
implementations—will be used and explored in future sections of this chapter.
3.3 Online Iterative Control Algorithm
Assuming that the initial conditions of the plant and the controllers are the same
in all experiments and the experiment interval N is sufficiently large when com-
pared to the time constants of the closed-loop system, we will detail the gradient
estimation of ∂y
∂µ
with and without extraneous sensor in the subsequent sections.
Figure 3.2: Block diagram of spinstand experiment setup with RRO estimator,
anti-windup compensator W (z) and actuator saturation considerations.
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3.3.1 RRO Estimator
Before we use NRRO components for estimating gradient of ∂y
∂µ
, an online RRO
estimator is constructed to extract NRRO components from measured PES e. It
is assumed that the NRRO components are of zero mean.
Most of the RRO components enter the servo loop as output disturbances do,
which is valid as most of the RRO components arise from spindle rotation. By
ensembled averaging measured PES e stored in PES buffer E and dividing by
sensitivity transfer function S(µ) at each iteration i oﬄine, the RRO estimator
can be constructed and stored in RRO buffer R as shown in Figure 3.2. The
NRRO components can then be obtained by the difference between measured PES e
from PES buffer E and output of RRO buffer R. The RRO components are not
used for gradient estimations to prevent the OICA from being “trapped” in a
local optimum due to insufficient persistent excitation. After RRO compensation,
the servo problem can be reformulated into a disturbance rejection problem with
NRRO as output disturbance sources. Any nonlinear media and head effects are
considered as initial conditions of the disturbance rejection problem with unknown
disturbance input spectrum. The NRRO components will be used as reference for
the gradient estimation of ∂y
∂µ
as shown in Figure 3.2.
3.3.2 Gradient Estimation using NRRO without Extrane-
ous Sensor
Firstly we set measured PES e as reference into the closed-loop servo system as
suggested in Remark 3 with RRO compensation as shown in Figure 3.2. The resul-
tant data now consists of NRRO components and is used to obtain the gradient ∂y
∂µ
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in Equation (3.8). The experimental estimate ∂y
∂µ
using NRRO components can
be obtained from Equation (3.8) by post-filtering with ∂C
∂µ
and plant model P as
suggested earlier in Remark 3 of Section 3.2. As such, we can expect more adjust-
ments (hence loop shaping) at frequencies of high sensitivity and plant’s resonant
modes from the shock transfer function S(µ)P .
Using these data and the previously stored NRRO data, we use Equation (3.5)
to calculate the partial derivative of cost function with respect to controller pa-
rameter ∂J
∂µ
at current iteration i. This gradient will be essential for controller
parameter update which will be detailed in future subsections.
3.3.3 Gradient Estimation using NRRO with Extraneous
Sensor
With additional sensors (e.g. using SSA to estimate displacement in piezoelectric
actuators [87]), we can improve the gradient update and tuning algorithm derived
earlier. Assume that the extraneous sensor introduces a measurement noise ns. As
such, the measured true PES ys from the extraneous sensor is given by
ys = y + ns (3.11)
and the gradient ∂y
∂µ
using NRRO components after subtracting from RRO estima-






ys + n+ ns
]
(3.12)
Similarly assuming the noise source from the new sensor ns to be of zero mean,
an experimental estimate of gradient ∂y
∂µ







The experimental gradient estimate ∂y
∂µ
using NRRO components with extraneous
sensor can be obtained from Equation (3.13) after subtracting ys from RRO esti-
mator oﬄine constructed from previous subsection and post-filtering with ∂C
∂µ
(µ)
with the shock transfer function model S(µ)P .
Although additional sensor incurs extra cost, the main advantage of the ex-
traneous sensor is obvious as reinjecting measured PES e into the servo system
as suggested in the previous section becomes redundant. The convergence time
of the proposed OICA will hence be halved and similar to that without extrane-
ous sensor, the experimental gradient estimate ∂y
∂µ
is independent of disturbances
sources di and do. The unbiased gradient estimate will be sufficiently accurate if
the noise levels from both the servo system n and sensor ns are low.
Similarly using these data and the previously stored NRRO data, we use
Equation (3.5) to calculate the partial derivative of cost function with respect to
controller parameter ∂J
∂µ
at current iteration i.
3.3.4 Parametric Update
With the developments derived with and without extraneous sensor, the controller
parameter vector µ is then updated with the following iterative algorithm at the
end of each iteration i











The updating algorithm in Equation (3.14) is in essence a steepest decent algo-
rithm i.e. the parameters are updated in the direction of steepest drop in gradient
of J(µ). The proof of parametric convergence is detailed in [15] and omitted here.
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The convergence rate is not as rapid as that using the Gauss-Newton method but
is essential for real time implementation to save computational cycles and power
from having to evaluate matrix inverse.
3.4 System Evaluation
To demonstrate the effectiveness of our proposed OICA, the control scheme without
extraneous sensor will be substantiated with simulation and experimental results
on the PC-based servo system setup on a spinstand as reported by Wong et al.
in [120].
3.4.1 Spinstand Servo System
For our simulation and experiments, the Guzik spinstand (Model S1701A)[36] is
used. The existing head cartridge of the spinstand is modified to integrate a small
piezoelectric actuator (of dimensions 3 mm × 3 mm) near to the R/W head.
The width of the write head element used, is about 10.5 µin and the width of
the GMR (Giant Magnetoresistive Head) read element is about 8.4 µin. In this
experiment, the track pitch is 9 µin as documented in [120]. The block diagram of
the spinstand setup is shown in Figure 3.3. A close-up view of the head cartridge
with piezoelectric PZT (Pb-Zr-Ti) actuator is shown in Figure 3.4.
The controlled plant is thus having four components: the PZT amplifier, PZT
actuator, the head cartridge base and a passive suspension with the HGA (Head
Gimbal Assembly). The experimental frequency response of the spinstand setup
using calibrated measured PES e (without control) is shown in Figure 3.5. We
can see that the PZT head cartridge plant model has the first in plane structural
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Figure 3.3: Block diagram of spinstand servo system architecture [120].
Figure 3.4: Modified head cartridge with piezoelectric (PZT) actuator, HGA and
R/W head [120].
resonance from sway mode at 4.2 kHz with a displacement range of about 140 µin.

































Figure 3.5: Frequency response of spinstand head cartridge with PZT actuator
using measured PES.
according to PC-based servo system setup specifications and required computation
time as reported previously in [120]. The transfer function of the identified PZT-
actuated passive suspension plant model in z-domain is
P (z) = −3.3291z−1 z + 0.8862
z2 + 0.3695z + 0.7236
(3.15)
To demonstrate the effectiveness of the proposed OICA, a nominal feedback
controller U(z)
E(z)
which is in essence a lag controller cascaded with an approximate
plant inverse designed using the guidelines in [95]
U(z)
E(z)
= −0.051079z − 0.04321
z − 1
z2 + 0.3695z + 0.7236
(z − 0.1658)2
(3.16)
is used to ensure low sensitivity according to Discrete Bode’s Integral Theorem.
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−0.05108− 0.01666z−1 − 0.03615z−2 + 0.001597z−3
1− 1.331z−1 + 0.3589z−2 − 0.02748z−3
(3.17)
and augmenting the pole polynomial Ξ(z
−1)
E(z−1) to form the shaped plant to be con-
trolled, parametric updates will be done only on the coefficients of the zero poly-
nomial U(z
−1)
Ξ(z−1) to prevent closed-loop instability. Hence, the zero polynomial
U(z−1)
Ξ(z−1)
can be expressed as a FIR filter C(µ)(z−1) parameterized by vector µ
C(µ)(z−1) = µ0 + µ1z−1 + µ2z−2 + µ3z−3
= µTξ(z−1) (3.18)
and the FIR filter is parameterized by vector µ = [µ0 µ1 µ2 µ3]
T with ξ(z−1)
as a vector of delay operators as mentioned earlier in Remark 1 of Section 3.2.
C(µ)(z−1) is initialized to coefficients of zero polynomial U(z
−1)
Ξ(z−1) in Equation (3.17).
To prevent controller and actuator saturation, a simple and effective anti-
windup compensator W (z) of the form
W (z) = αz−1 (3.19)
with 0 < α ≤ 1 is included as seen in Figure 3.2. W (z) works only when the control
signal is saturated. The induced oscillations during parametric adaptations during
large-span seek operations are also greatly reduced.
For the spinstand servo architecture, the time responses of NRRO and cor-
responding control signal before OICA are plotted in Figure 3.6. A 3σ NRRO of
0.7823 µin translating to 127 kTPI at 10% tolerance is observed. The experimental
spectra of PES, RRO and NRRO is shown in Figure 3.7.
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Figure 3.6: Time traces of NRRO (top) and control signal (bottom) before OICA
tuning.
It should be noted that the less than exemplary responses obtained (corre-
sponding to lower kTPI) in the figures are due to usage of an earlier generation
spindle motor.
3.4.2 Performance Evaluation
In this section, the spinstand setup described in the previous subsection is used to
illustrate the effectiveness of the proposed OICA scheme to NRRO rejection. The
OICA consists of collecting N samples of measured PES e (chosen to be at least 2
revolutions of the spindle speed) for constructing an online RRO estimator at each
update as shown in Figure 3.2. For our experiments, the spindle rotation speed
is 4000 rpm and five spindle revolutions are used. As such, N = 1154 and the
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Figure 3.7: Experimental measured spectra of PES, RRO and NRRO in spinstand
servo before OICA tuning.
lengths of the PES buffer E, RRO buffer R and NRRO buffer N are set as N . It
should be noted that the FIR filter C(µ) is not updated during the first iteration
which is used for data logging.
FIR filter C(µ)
Using the proposed OICA, the evolution of the FIR filter C(µ) after ten iterations
of OICA is shown in Figure 3.8. It can be seen that the notch filter originally de-
signed to attenuate the gain of the PZT actuator’s sway mode at 4.2 kHz is shifted
to 4.8 kHz. The effects and explanations will be investigated with experimental
measured PES e later.
































C(µ) after 5 iterations
C(µ) after 10 iterations
Figure 3.8: Frequency responses of FIR filter C(µ) during OICA. Dotted: nomi-
nal/initial FIR filter C(µ). Dashed-dot: after five iterations of OICA tuning. Solid:
after ten iterations of OICA tuning.
Figure 3.9. Although the steepest descent method of parametric updating method
is used, the parameters typically converge to their optimal values i.e. µ = µ∗,
after 6 iterations of OICA tuning.
Robustness Analysis
The robustness margin of the proposed OICA is investigated with simulation ex-
amples using the same set of collected PES, RRO and NRRO data during the
ten iterations of OICA as mentioned in the previous subsection. The effects of
variations in natural frequencies of the actuators and different initial controller
conditions are mimicked by perturbing the gain and notch frequency (initially at
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Figure 3.9: FIR filter C(µ) parameters µ0 to µ3.
natural frequency of PZT actuator’s in-plane sway mode of 4.2 kHz) with ±10%
variations. The frequency responses of the perturbed, nominal and optimal FIR
filter are shown in Figure 3.10.
Using the proposed OICA, both the perturbed and nominal FIR filters con-
verge to optimal FIR filter C(µ∗). However, the rate of convergence depends on
the size of norm of difference between the initial controller parameter and that of
optimal parameter vector µ∗. For the case of −10% shift in gain and notch fre-
quency shown in Figure 3.10, ten iterations are needed while only three iterations
































−10% shift in gain and notch frequency
Nominal/initial FIR filter C(µ)
+10% shift in gain and notch frequency
Optimal FIR filter C(µ*)
Figure 3.10: Frequency responses of FIR filter C(µ) with ±10% shift in gain and
notch frequency. Dash: -10% shift in gain and notch frequency. Dash-dot: nomi-
nal/initial FIR filter. Dot: +10% shift in gain and notch frequency. Solid: optimal
FIR filter C(µ∗).
Frequency Responses
The open loop transfer functions using nominal controller and that with FIR fil-
ter C(µ) after being tuned using the proposed OICA algorithm for six iterations is
shown in Figure 3.11. With the same controller order, the proposed OICA achieves
better disturbance rejection even without prior knowledge of the disturbance model
or increase the open loop gain crossover frequency for higher bandwidth.
The frequency response of the sensitivity transfer function is shown in Fig-
ure 3.12. The proposed OICA seeks to increase the gain at the resonant modes to






























Figure 3.11: Frequency responses of open loop transfer functions. Dashed-dot:
before OICA tuning. Solid: after six iterations of OICA tuning.
mode frequency region of 3–5 kHz where the PZT actuator’s in-plane sway mode
is and much of the high frequency NRRO spectrum is trapped. Another notch in
sensitivity transfer function of smaller magnitude is also created at around 5–7 kHz
region where much high frequency NRRO is concentrated at as shown earlier in
Figure 3.7.
Time Responses
The time responses of the NRRO and control signal after six iterations of OICA are
shown in Figure 3.13. A 3σ NRRO of 0.6101 µin translating to 164 kTPI at 10%
tolerance is observed. It can be seen from Figures 3.6 and 3.13 that much of the




















Figure 3.12: Magnitude responses of sensitivity transfer functions. Dashed: before
OICA tuning. Solid: after six iterations of OICA tuning.
in time domain shows a 22% reduction in 3σ NRRO over the nominal controller
when computed and the histograms are shown in Figure 3.14.
The power spectra of the experimental NRRO before and after proposed OICA
is shown in Figure 3.15. As can be seen in the NRRO spectrum before OICA in
Figure 3.7, much NRRO is trapped in the frequency region 3–5 kHz corresponding
to the PZT actuator’s sway mode at resonant frequency of 4.2 kHz and also in
the high frequency region of about 5–7 kHz. With the attenuation notches in the
sensitivity transfer function created at these frequency regions, the improvement
in NRRO spectrum after OICA shows much amplitude reduction as shown in
Figure 3.15. The base line curve at most frequencies is also effectively suppressed
by the controller after the proposed OICA tuning.
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Figure 3.13: Time traces of NRRO (top) and control signal (bottom) after six
iterations of OICA tuning.
3.5 Summary
In this chapter, an OICA (Online Iterative Control Algorithm) is proposed to min-
imize the square of H2-norm of Tyw, hence avoiding any ill-conditioned numerical
issues commonly encountered when solving AREs and LMIs in robust and opti-
mal controller synthesis for HDDs. The TMR budget is optimized for achieving
higher recording densities via stronger NRRO rejection in future HDDs without
prior knowledge of the dominant input and output disturbances spectra in mea-
sured PES. Experimental results using proposed OICA tuning for a third order
FIR on a spinstand servo system show an improvement of 22% in 3σ NRRO and
much baseline NRRO rejection without increase in servo bandwidth.
In the next chapter, we design add-on DDO (Disturbance Decoupling Ob-
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Figure 3.14: Histograms of NRRO spectra. Dashed-dot: before OICA tuning.
Solid: after six iterations of OICA tuning.
servers) and DDOS (DDO with extraneous Sensors) to suppress these dominant
input and output disturbances simultaneously. Concurrent suppression of noise is
also feasible by using the proposed DDOS.
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NRRO spectrum before OICA




















NRRO spectrum after OICA
Figure 3.15: Experimental NRRO spectra. Top: before OICA tuning. Bottom:







Precise servo control systems require strong disturbance rejection capabilities for
accurate positioning in the nanometer scale. In this chapter, an add-on DDO
(Disturbance Decoupling Observer) and DDOS (DO with extraneous Sensor) are
proposed for stronger disturbance suppression. The control methodology uses a
nominal plant model and its inverse to reject input and output disturbances simul-
taneously in sampled-data systems, with the plant inverse controller approximated
by tuning a single parameter ε. Experimental results on a PZT actuated servo sys-
tem with air flow of mean speed of 50 m/s corresponding to 15000 rpm in today’s




Reduction of H2- and H∞-norms from disturbance sources to controlled output
remain an important measure of designing servo systems for precision servo sys-
tems. These demands of ultra high and precise servo positioning accuracy directly
translate into a high bandwidth servo system for ultra strong disturbance and
vibration rejection capabilities. While the disturbance sources can be generally
classified as periodic and aperiodic, most current disturbance rejections schemes
are concerned with tackling them independently. Interested readers are referred to
works by Duan et al. [20] for feedforward periodic RRO compensation and Pang
et al. [92] for online iterative control of aperiodic NRRO rejection in HDDs.
To tackle the disturbance sources simultaneously, the effects of disturbances
should be cancelled before they affect the true controlled output. This effectively
requires making the sensitivity transfer function matrix S or H2- and H∞-norms
from output disturbance sources to controlled output to zero, the latter being com-
monly known as DDPs (Disturbance Decoupling Problems). Several disturbance
decoupling (setting the norms to zero) and almost disturbance decoupling (almost
zero) schemes have been proposed. Lin et al. in [66] explicitly parameterized in
a single parameter which solves the well-known H∞-ADDPMS (H∞-Almost DDP
with Measurement feedback and with internal Stability) for discrete-time linear
systems. Chen et al. extended the framework and applied to disturbance decou-
pling control of a piezoelectric bimorph actuator with hysteresis in [11] successfully.
Alternatively, improved disturbance rejection capabilities via the construction
of disturbance observers have also been introduced by Ohnishi in [81]. White et
al. constructed a disturbance observer for improved track-following capabilities in
HDDs without additional sensors in [118]. Goodwin also showed that introduction
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of these schemes are highly cost effective and attractive alternatives to embedding
sensors which are susceptible to measurement noise in [30].
In this chapter, an add-on DDO and DDOS into current sampled-data systems
to mimic disturbance decoupling effects are proposed. The proposed DDO uses the
identified discretized plant model and its inverse to reject input disturbances and
output disturbances simultaneously. The nominal plant inverse is obtained by tun-
ing a single parameter ε to approximate the causality of the improper plant inverse.
The proposed control methodology is evaluated with simulation and experimental
results on a PZT actuated passive suspension mounted on a head cartridge for
usage on a spinstand as reported in [120].
4.2 Disturbance Decoupling Observer
For simplicity but without loss of generality, we consider the following SISO (Single-
Input-Single-Output) digital sampled-data servo control system regulation problem
with proposed DDO as shown in Figure 4.1.
The control signal u is given by
u = uk + uo
= Ke+ z−∆G˜−1Ĝu+ z−∆G˜−1e (4.1)
where Ĝ is the identified discretized mathematical model of the plant to be con-
trolled G(s) using a ZOH equivalence at a chosen sampling rate the stable pole-zero
pairs of plant G(s) remain in the unit disc using the guidelines depicted in [6]. ∆
is an integer included to prevent computational singularity and its choice will be
detailed in future sections. G˜−1 is the proper and minimum phase inverse of the Ĝ.
The procedure to obtain G˜−1 will be proposed in the next section.
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Figure 4.1: Block diagram of servo sampled-data control system with proposed
DDO.
Straight forward manipulation results in
y = do +Gdi +Gu
=
1− z−∆G˜−1Ĝ





− GK + z
−∆G˜−1G
1− z−∆G˜−1Ĝ+GK + z−∆G˜−1G n (4.2)
The main motivation of the proposed DDO comes from the renowned IMP (Internal
Model Principle) which includes Ĝ as part of the feedback controller for state
estimation. G˜−1 compensates for the resonant poles and anti-resonant zeros of the
plant as well as decreases the relative degree of the open loop transfer function for
lower sensitivity.
The results can be expanded to MIMO (Multi-Input-Multi-Output) frame-
work if G is square and non-singular.
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4.2.1 Complete Disturbance Suppression
In view of Equation (4.2), we propose the following






subject to ∆ = 0 and the constraint
G˜−1(µ) ∈ RH∞ (4.4)
we can obtain perfect disturbance suppression with proposed DDO if the plant G is
proper and of minimum phase.
Proof 3.1 Assuming a chosen sampling frequency fs such that the pole-
zero pairs of stable plant G remain in the unit disc [6] and non-minimum phase
behaviour of the plant is removed. The ZOH discrete equivalence of plant G with
model Ĝ can be written in standard state-space formulation as
x(k + 1) = Φx(k) + Γu(k) (4.5)
y(k) = Hx(k) + Ju(k) (4.6)
where Φ, Γ, H and J are the sampled-data system state matrix quadruple. The





 Φ− ΓJ−1H ΓJ−1
−J−1H J−1
 (4.7)
From Equation (4.2), the first term becomes zero and we have only
y = −n (4.8)
which shows that the proposed DDO cancels the input disturbances di and output
disturbances do. Only the effects of measurement and sensor noise permeate to the
true controlled output y. ¤
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While this method extends only to stable and proper systems (translating to
direct feedthrough from control signal u to output y), it is not viable for physical
systems which are generally low pass in nature. Moreover due to the constraint
of S + T = 1 where S is the sensitivity transfer function and T being the com-
plementary sensitivity transfer function, Theorem 3.1 makes S = 0 or an infinite
bandwidth servo system which is not achievable in practice.
4.2.2 Almost Disturbance Suppression
Most physical systems are strictly proper with high frequency roll-off characteristics
in nature. As such if the digital inverse model G˜−1 can only be approximated up
to high frequencies—for e.g. using ZPET (Zero Phase Error Tracking) algorithm
proposed by Tomizuka in [110] or the NPM (Near Perfect Modeling) methodology
proposed by Pang et al. in [95]—before Nyquist frequency in sampled-data systems
to prevent unbounded control signals. The disturbance rejection capabilities of the
proposed DDO is deteriorated, with the performance of the servo system now
determined by the proximity of the inverse plant model G˜−1 and the true plant
inverse Ĝ−1 at most frequencies. The effects of measurement and sensor noise n
will also be attenuated by the complementary sensitivity transfer function.
Obviously, J = 0 if G is strictly proper as the relative degree of G is now at
least one. While Theorem 3.1 still holds, Proof 3.1 does not as singularity now
occurs when evaluating J−1 in Equation (4.7). As such, we propose the following
simple methodology using a SP (Singular Perturbation) approach [56][57]
Proposition 3.1 Consider Theorem 3.1 and the inverse dynamics problem
posed in Equation (4.7). The singularity encountered in J = 0 is avoided using
a SP technique by first introducing ε into the state space representation of strictly
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proper plant G
x˙ = Ax+Bu (4.9)
y = Cx+ εu (4.10)
where A, B, and C are the system state matrix triple with 0 < ε¿ 1. After ZOH
discretization, the singular perturbed system is invertible using Equation (4.7).
Similarly, we assume a chosen sampling frequency fs such that the pole-zero
pairs of singular perturbed system remain in the unit disc [6] and non-minimum
phase behaviour of the plant is removed. The proof is now straightforward and ε
acts as a controller tuning parameter. If we choose 0 < ε ¿ 1, the sensitivity
transfer function S also approaches zero and we get the following approximation
y ≈ −n (4.11)
The geometric interpretation S + T = 1 is shown in Figure 4.2. It is worth
noting that using the SP approach, decreasing ε has the effect of increasing band-
width of the servo system (better disturbance suppression) and the size of norm of
vector T (hence reducing the size of norm of vector S) without decreasing the size
of θ where θ is the angle between S and T . A small θ is hence ideal as a large θ
causes large peaks in the largest singular values of both S and T .
4.2.3 Choice of Delay Order
However, the proposed SP method is sensitive to effects of high frequency measure-
ment and sensor noise. In practice, this method of evaluating the plant inverse Ĝ−1
deteriorates when the relative degree of the plant is large. This is apparent due to
the large differentiating effects at high frequencies on attempting plant inversion.
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Figure 4.2: Geometric interpretation of feedback control constraint S + T = 1.
As such, the delay element is included to compensate for the relative degree by
placing excess deadbeat poles. A rule of thumb for choosing ∆ is to set it as the
difference between the relative degree and two. The inclusion of the delay term
with an appropriate choice of ∆ increases θ and also avoids large peaks in S and T .
4.3 Disturbance Decoupling Observer with Ex-
traneous Sensor
Addition of sensors to control systems are known to enhance servo performance
and reduce the order of observers used in controller designs. In this section, we
introduce a DDOS when additional information is available for feedback control
with state measurements. This can be obtained via embedding additional sensors
or SSA, the latter being more ideal as it requires only cheap electronics while
achieving sensor-actuator collocation pair [87].
Similarly, consider the following SISO digital sampled-data servo control sys-
tem regulation problem with proposed DDOS as shown in Figure 4.3.
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Figure 4.3: Block diagram of servo sampled-data control system with proposed
DDOS.
The control signal u is given by
u = uk + uo
= Ke+ z−∆G˜−1
(
Ĝu− y − n2
)
(4.12)
where n2 is the noise introduced by the additional sensor. It is assumed that the
noise sources n1 and n2 are mutually uncorrelated.
Straight forward manipulation again yields the following relation
y = do +Gdi +Gu
=
1− z−∆G˜−1Ĝ






1− z−∆G˜−1Ĝ+GK + z−∆G˜−1G n1 · · ·
− z
−∆G˜−1G
1− z−∆G˜−1Ĝ+GK + z−∆G˜−1G n2 (4.13)
Similarly, the results can be expanded to MIMO framework if G is square and
non-singular.
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4.3.1 Complete Disturbance Suppression with Extraneous
Sensor
With the new results and additional actuator information, we propose the follow-
ing
Theorem 3.2 Consider Theorem 3.1 and the inverse dynamics problem posed in
Equation (4.7). We can achieve perfect disturbance suppression using the addi-
tional sensor with the noise sources n1 and n2 attenuated by T and S, respectively,
where T and S are the nominal complementary sensitivity and sensitivity transfer
functions, respectively.
Proof 3.2 Refer to the control block diagram with proposed DDOS depicted
in Figure 4.3. By setting uo = 0, the nominal complementary sensitivity transfer









If Theorem 3.3.1 is satisfied, then the true controlled output y in Equation (4.13)
reduces to





= −Tn1 − Sn2 ¤ (4.16)
Dissimilar to the DDO where the noise n permeates to the true controlled
output y, the DDOS using an extraneous sensor offers attenuation of nominal
noise n1 with nominal complementary sensitivity transfer function T which is in
essence a low pass filter. The noise source n2 introduced by the additional sensor
becomes an output disturbance to the nominal control loop. This implies that
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additional output information—though same measurement—can be used to achieve
disturbance rejection and noise attenuation simultaneously assuming that noise
sources n1 and n2 are uncorrelated. As such, the effects of noise on including
additional sensor can be removed with any loop shaping design for low sensitivity.
4.3.2 Almost Disturbance Suppression with Extraneous Sen-
sor
Analogous to the almost disturbance suppression in DDO, the almost disturbance
suppression with extraneous sensor in DDOS avoids the singularity encountered
in J = 0 for physical systems by using the SP technique with 0 < ε ¿ 1 [56][57]
as mentioned in the previous section.
Proposition 3.2 Consider Theorem 3.1, Theorem 3.2 and the inverse dy-
namics problem posed in Equation (4.7). The singularity encountered in J = 0 is
avoided using a SP technique by first introducing ε into the state space representa-
tion of strictly proper plant G
x˙ = Ax+Bu (4.17)
y = Cx+ εu (4.18)
where A, B, and C are the system state matrix triple with 0 < ε¿ 1. After ZOH
discretization, the singular perturbed system is invertible using Equation (4.7).
Similarly, we assume a chosen sampling frequency fs such that the pole-zero
pairs of singular perturbed system remain in the unit disc [6] and non-minimum
phase behaviour of the plant is removed. Equation (4.7) can now be used with ε as a
controller tuning parameter. When 0 < ε¿ 1, we get the following approximation
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for true controlled output y
y ≈ −Tn1 − Sn2 (4.19)
We achieved almost disturbance suppression with simultaneous attenuation of noise
sources n1 and n2, not possible without additional sensor information.
4.4 Industrial Application
In this section, we shall evaluate the effectiveness of the proposed DDO scheme for
simplicity but without loss of generality. Simulation and experiments are conducted
on a PZT actuated head cartridge reported by Wong et al. in [120] and shown in
Figure 4.4.
Figure 4.4: PZT-actuated head cartridge with mounted passive suspension carrying
a slider and R/W head used in a spinstand.
It is worth noting that the PZT active suspension commonly envisaged for
usage in future dual-stage HDDs can also be used. The nominal DDO is chosen to
illustrate the effectiveness of our proposed schemes as it is well known from control
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theory that additional sensors improve servo performance if SNR (Signal-to-Noise
Ratio) and resolution of the sensors are satisfactory. Also, we expect the DDOS to
perform better if extraneous sensors are available as the propositions and problem
formulations for both DDO and DDOS are inherently similar.
The frequency response of the PZT actuated head cartridge with passive sus-































Figure 4.5: Frequency response of the PZT actuated head cartridge with mounted
passive suspension.
head cartridge G(s) is identified with resonant poles at 10.6 kHz and 16.2 kHz as
well as anti-resonant zeros at 13.8 kHz. For our application, the sway modes at
these frequencies are identified while the torsional modes at 5.6 kHz and 7.1 kHz
are not included as they are out-of-plane (weakly uncontrollable). G(s) is then
discretized via a ZOH at a sampling rate fs of 40 kHz so that the stable pole-zero
pairs of G(s) remain in the unit disc [6]. The transfer function of the discretized
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plant G(z) is identified as
G(z) =
1.6919(z + 0.9729)(z2 − 0.2433z + 0.8912)
(z2 − 0.854z + 0.9151)(z2 + 0.2329z + 0.9033) (4.20)
The relative degree of the G(z) is unity and hence ∆ is set to zero.
For the digital controller K(z), a practical integrator (by setting pole at 10 Hz
instead of origin to prevent actuator saturation from very large low frequency gain)
in series with a low pass filter of corner frequency at 5 kHz is used. An extra zero
is placed near Nyquist frequency of 20 kHz to reduce the relative degree of K(z)
without affecting mid frequency performance, thereby achieving low sensitivity [95].
To tackle the resonant modes, digital notch filters are constructed to attenuate the
large gains of the sway modes at 10.6 kHz and 16.2 kHz caused by the PZT actuated
passive suspension. As such, the transfer function of K(z) considering the practical
integrator, low pass filter, extra zero, notch filters and a gain to ensure the gain






z2 + 1.623z + 0.9667
z2 + 1.287z + 0.5597
· · ·
×z
2 + 0.2405z + 0.9707
z2 + 0.1632z + 0.3367
(4.21)
The frequency response of K(z) is shown in Figure 4.6.
4.4.1 Simulation Results
To illustrate the effectiveness of our proposed DDO, simulations are carried out
with reference to a “standard” DO used for track following operations in HDD servo
control as detailed by White et al. in [118]. For the standard DO, the Q-filter is
designed to be a second order transfer function of unity DC gain and damping with






























Figure 4.6: Frequency response of designed controller K(z).
nominal open loop transfer function. The plant inverse is designed according to
ZPET methodology detailed by White et al. in [118] and Tomizuka in [110].
Choice of ε
The performance of the proposed DDO is dependent on the accuracy of the plant
inverse model Ĝ−1. The frequency response of Ĝ−1(z)G(z) for different values
of ε is shown in Figure 4.7. From the above, it can be seen that decreasing ε
effectively increases the frequency range where the Ĝ−1(z)G(z) = 1. However,
further reduction of ε results in a larger peak at high frequencies which degrades
closed-loop stability. Decreasing ε also increases the high frequency gain of the
controller, resulting in amplification of measurement noise and high frequency sig-

































Figure 4.7: Frequency response of Ĝ−1(z)G(z) for different values of ε.
range of 1 × 10−4 ≤ ε ≤ 5 × 10−3 for a compromise between performance of the
DDO and noise attenuation. For the rest of our discussions, an ε = 1 × 10−3 is
used.
Frequency Responses
The simulated frequency responses of the open loop transfer functions without DO,
with a standard DO and with our proposed DDO are shown in Figure 4.8. The
standard DO shapes the frequency response of the open loop transfer function at
high frequencies (after gain crossover frequency) with increased phase lifting and
reduced roll-off. The increased phase margin corresponds to a “lighter” servo sys-
tem, increasing the phase margin for robust stability and reduces the seek time





























Figure 4.8: Frequency responses of open loop transfer functions. Dashed: without
DO. Dashed-dot: with standard DO. Solid: with proposed DDO.
tivity transfer function with reduced positive area (or “hump”) after gain crossover
frequency and hence impedes amplification of high frequency disturbances at fre-
quencies where feedback control is degrading servo performance [95].
With the proposed DDO, the low frequency gain is increased while maintain-
ing the same gain crossover frequency at 3.5 kHz with alleviated phase delay and
roll-off simultaneously as can be seen from Figure 4.8. Due to parallel compensa-
tion, the open loop transfer function is able to achieve a higher bandwidth via the
approximate plant inverse model Ĝ−1 which compensates for the stable pole-zero
pairs in plant G. The low frequency disturbance rejection performance is improved,
coupled with an even lower positive area in sensitivity transfer function. This is
verified with the simulated frequency responses of the sensitivity transfer func-
tions S shown in Figure 4.9. Stronger error rejection is achieved with the proposed
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Figure 4.9: Frequency responses of sensitivity transfer functions S. Dashed: with-
out DO. Dashed-dot: with standard DO. Solid: with proposed DDO.
DDO even though the gain crossover frequency is maintained at 3.5 kHz for all
three cases.
The proposed DDO is linear and hence is still bounded by the “waterbed”
effect as depicted by Discrete Bode’s Integral Theorem [76]. While much sensitivity
reduction can be seen at most frequencies, the excavated sensitivity area at low
frequencies and the “hump” is actually (and automatically) distributed evenly
over high frequencies for low sensitivity up to Nyquist frequency i.e. the gain of
the sensitivity transfer function reaches 0 dB more gradually but with a smaller
amplitude. This phenomenon can be observed for the frequency response of the
sensitivity transfer function as shown in Figure 4.9 using the proposed DDO.
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PES Test
To demonstrate the effectiveness of our proposed DDO scheme, simulations are
carried out to evaluate the 3σ PES or TMR (Track Mis-Registration) during track
following control operations where σ is the standard deviation. The identified vi-
bration and noise sources models reported by Du et al. in [18] with a Fujitsu fluid
bearing spindle motor HDD rotating at 5400 rpm is used to emulate output distur-
bances do and noise n, respectively. While the torque disturbance reported in [18]
is not applicable, a low frequency sinusoid of 0.01 sin(2pi50t) is used to simulate
the effects of input disturbances di. The simulated measured PES e without DO,
with a standard DO and with the proposed DDO are shown in Figure 4.10. An
improvement of 79.5% in 3σ PES is observed.































Figure 4.10: Simulation results of measured PES e. Dashed: without DO. Dashed-
dot: with standard DO. Solid: with proposed DDO.
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The standard DO improves the 3σ PES from 0.0083 µm to 0.0074 µm (a
16.0% improvement) while the proposed DDO is able to reduce the 3σ PES further
to 0.0017 µm, corresponding to a 79.5% improvement. The histograms of measured
PES e without DO, with a standard DO and with the proposed DDO are shown
in Figure 4.11. The variance of PES is greatly reduced.





























Figure 4.11: Histogram of measured PES e. Dashed: without DO. Dashed-dot:
with standard DO. Solid: with proposed DDO.
Robustness Analysis
For the algorithm to be used by data storage industries in mass production, the
performance of the proposed DDO should be robustly stable. To demonstrate the
robustness of the proposed control scheme, we perturb the dynamics of the PZT






























+10% shift in natural frequencies
−10% shift in natural frequencies
Figure 4.12: Frequency responses of perturbed PZT-actuated head cartridge with
mounted passive suspension by ±10% in natural frequncies.
The controller design for high bandwidth remains stable for the range of fre-
quency uncertainties. However, degradation in percentage reduction of measured
PES e employing the proposed DDO occurs when the shifts in resonant frequen-
cies exceed more than ±7% as can be seen in Figure 4.13 although the nominal
closed-loop remains robustly stable.
4.4.2 Experimental Results
For our experiments, the LDV (Laser Doppler Vibraometer) is used as a displace-
ment sensor to measure the displacement of the R/W head non-intrusively and the
measured voltage output is collected as measured PES e.
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Figure 4.13: Graph of percentage reduction in 3σ PES vs percentage shift in reso-
nant and anti-resonant frequencies.
Frequency Responses
The experimental frequency response of open loop transfer function with the pro-
posed DDO is shown in Figure 4.14. The corresponding experimental frequency
response of sensitivity transfer function S and complementary sensitivity transfer
function T are drawn in Figure 4.15.
From the figures above, it can be seen that experimental results tally well with
the simulated frequency responses of open loop transfer function in Figure 4.8 as





























Figure 4.14: Frequency response of experimental open loop transfer function with
DDO.
Disturbance Rejection Test
In this section, we conduct experiments to showcase the effectiveness of the pro-
posed control scheme in rejecting input disturbances di and output disturbances do
simultaneously.
By closing the loop with K(z) only and setting a zero reference, the measured
PES e from the LDV and the corresponding control signal u is shown in Figure 4.16.
A low frequency measurement noise of about 20 Hz from the LDV is observed.
The 3σ measured PES e is about 0.0174 µm for the length of data logged.
By including the proposed DDO with K(z) and setting a zero reference, the
















Experimental sensitivity transfer function S
Experimental complementary sensitivity transfer function T
Figure 4.15: Experimental frequency responses of sensitivity transfer functions
with DDO.
The 3σ measured PES e is now about 0.0136 µm and hence a 16% improvement
in 3σ measured PES e from 0.0174 µm to 0.0136 µm is obtained.
While the improvement seems trivial, we emulate a HDD environment using
airflow with the centrifugal fan turned on as shown in Figure 4.18. The windage
across the entire passive suspension arm and air flow induced suspension vibrations
are considered as input disturbances di and output disturbances do to the HDD
servo system. The wind tunnel linearizes and concentrates the air flow and hence
increases the airflow’s mean speed to about 50 m/s, corresponding to the amount
of airflow the R/W head experiences at the OD (Outer Diameter) of a 2.5” disk at
a fast spindle rotation speed of 15000 rpm in current high end HDDs for servers.
The air flow from the wind tunnel is directed at the entire passive suspension arm
while the measure PES e is collected at the R/W head using LDV.
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Figure 4.16: Measured PES e in channel 1 (top) and control signal u in channel 2
(bottom) with nominal controller K(z) only, i.e. without DDO.
With K(z) only, the measured PES e and the corresponding control signal u
is shown in Figure 4.19. Although a high servo bandwidth of up to 3.5 kHz and
low sensitivity controller are used, the amount of air flow on the passive suspension
causes the R/W head to be deviated from the track centre on a large magnitude.
The 3σ measured PES e now becomes 0.0578 µm with a horrendous deterioration
of up to 230%.
By including the proposed DDO, the experiment is repeated with the centrifu-
gal fan on. The measured PES e and the corresponding control signal u is shown in
Figure 4.20. The 3σ measured PES e is now about 0.0178 µm and hence a 69.2%
improvement in 3σ measured PES e from 0.0578 µm to 0.0178 µm is observed. The
DDO constricts the effects of input and output disturbances to bring the standard
deviation of measured PES e near to the case without the centrifugal fan on.
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Figure 4.17: Measured PES e in channel 1 (top) and control signal u in channel 2
(bottom) with controller K(z) and proposed DDO.
Figure 4.18: Experiment setup showing LDV, PZT actuated passive suspension on
head cartridge, a centrifugal fan and wind tunnel.
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Figure 4.19: Measured PES e in channel 1 (top) and control signal u in channel 2
(bottom) with controller K(z) only, i.e. without DDO with the centrifugal fan on.
4.5 Summary
In this chapter, a practical DDO (Disturbance Decoupling Observer) and DDOS
(Disturbance Decoupling Observer with extraneous Sensor) are proposed for stronger
disturbance rejection in precise sampled-data servo systems. The proposed schemes
are parameterized by a single parameter ε using a SP (Singular Perturbation)
approach, and are capable of rejecting input disturbances di and output distur-
bances do simultaneously, with possible simultaneous attenuation of noise sources
from sensors using the DDOS. Experimental results on a PZT actuated head car-
tridge with mounted passive suspension in a servo spinstand shows an improvement
of 69.2% of 3σ PES during track-following when air flow of mean speed of 50 m/s
corresponding to 15000 rpm in today’s high end HDDs mimicking input distur-
bances and output disturbances di and do, respectively, is channelled on it.
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Figure 4.20: Measured PES e in channel 1 (top) and control signal u in channel 2
(bottom) with controller K(z) and proposed DDO with the centrifugal fan on.
In the next chapter, we will further explore the application of SPT (Singular
Perturbation Theory) in [56][57] and extended in [62] to a single stage HDD with
the PZT microactuator exploited as a fast sensor and observer.
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Chapter 5
Singular Perturbation Control for
Vibration Rejection with PZT
Actuator as Sensor and Fast
Observer
Position sensors other than the R/W head are not embedded into current HDDs
due to SNR and nanometer resolution issues. Moreover, non-collocated sensor
fusion creates non-minimum phase zero dynamics which degrades tracking perfor-
mance. In this chapter, the SPT (Singular Perturbation Theory) [57][62] is applied
to decompose the VCM’s and induced PZT active suspension’s dynamics into fast
and slow subsystems respectively. The PZT active suspension is used as a fast
sensor and observer estimating the fast subsystem dynamics online. The controller
design procedure is decoupled and control effectiveness is increased to tackle more
DOFs (Degrees-Of-Freedom) via inner loop vibration suppression with measured
high frequency VCM’s and PZT active suspension’s dynamics from the piezoelec-
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tric elements in the suspension. Experimental results on a commercial HDD with
LDV show effective suppression of the VCM and PZT active suspension’s flexi-
ble resonant modes as well as an improvement of 39.9% in 3σ PES during track
following when compared to conventional notch-based servos.
5.1 Background
Currently, HDDs remain as the mainstream of cheap non-volatile mass data stor-
age devices. With increasing consumer demands for portable high density storage
HDDs, future mobile devices are still relying on magnetism-based storage method-
ologies despite facing the renowned superparamagnetic effect by venturing into
perpendicular recording technologies. Future HDDs will continue to need strong
disturbance rejection capabilities for ultra high data capacities and ultra fast data
transfer rates. But fortunately, improvements in sensor fabrication technologies
coupled with low cost DSPs (Digital Signal Processors) allow high SNR, high res-
olution sensors, and enhanced servo algorithms to be embedded into future HDDs
while retaining economic competitiveness.
It is well known from control theory that extraneous sensors alleviate con-
trollers’ orders and improve servo performance. Incorporation of additional sen-
sors for active vibration control in HDDs has been studied in e.gs. [44][65] and [87]
to actively damp the resonant modes of actuators together with PES. However,
non-collocated sensor fusion results in non-minimum phase zero dynamics in the
closed-loop system which degrades tracking performance. By using SP (Singular
Perturbation) control [57][62], we can decompose the plant to be controlled into
fast and slow subsystems as well as design their controllers independently for in-
ternal stability. In fact, by relaxing the tracking requirement to ensure that the
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slow dynamics are used for tracking the desired trajectory, we can get minimum
phase zero dynamics even with non-collocated actuator-sensor pairs.
In this chapter, the rigid and flexible modes of a VCM with mounted PZT-
actuated active suspension (or PZT active suspension for short) are decomposed
into their slow and fast subsystems, respectively, in a two time scale framework.
The piezoelectric elements in the PZT active suspension are used as a sensor to
detect the high frequency dynamics of the VCM and PZT active suspension for
high frequency inner loop compensation in active damping of the actuators’ flexible
resonant modes. This approach is more robust than digital notch filters, and slow
controller design for the rigid body modes used in track-seeking or track-following
operation mode is independent of the inner loop controller used for high frequency
vibration control. More importantly, it increases the control effectiveness of the
servo system since the flexible modes increase the DOFs of the VCM i.e. more
DOFs than number of control inputs. This systematic procedure also works for
general nonlinear HDD models including pivot friction and flex cable nonlineari-
ties etc.
5.2 Singular Perturbation Theory for LTI Me-
chanical Systems

























T ∈ Rn, uV ∈ Rm and y ∈ Rp are the states, control input and output
of the mechanical system with appropriate dimensions of n, m and p, respectively.
ε is a small positive scalar (0 < ε ¿ 1) which represents that the flexible mode
dynamics are much faster than the rigid body modes. In fact, ε can be used as a
tuning parameter such that the rigid body dynamics xR are developed along time





xF = εx˙F .
The SP design technique involves rewriting the system dynamics into slow and
fast subsystems assuming that they operate on different time scales and which make
them independent of each other [57][62]. This technique allows decoupled controller
design while increasing the control effectiveness which is essential for controlling
more DOFs than dimensions of control inputs. In the following subsection, we shall
decompose a general LTI mechanical system into slow (denoted by superscript¯)
and fast (denoted by superscript˜) subsystems respectively.
5.2.1 Slow Subsystem
The slow subsystem dynamics are obtained by setting ε = 0 together with the
corresponding slow variables. As such, the slow manifold equation is obtained by
0 = AFRx¯R + AFF x¯F +BF u¯V





which in essence is an algebraic equation. Obviously, AFF is assumed to be in-
vertible which is obtained from the fast subsystem dynamics to be mentioned in
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the next subsection. Substituting Equation (5.3) into the first equation of Equa-










Similarly, substituting Equation (5.3) into output Equation (5.2), the output





x¯R − CFA−1FFBF u¯V (5.5)
It is worth noting that there is a direct feedthrough term in the slow subsystem
which reduces the relative degree (properness) of the slow subsystem and must be
confronted in any design.
5.2.2 Fast Subsystem
In deriving the fast subsystem dynamics, we work in the fast time scale with τ = t
ε
and hence the top equation in Equation (5.1) can be written as
d
dτ
xR = εx˙R ≈ 0 (5.6)
assuming that the rigid body dynamics do not change much in the fast time scale
and hence x˜R ≈ 0.







(x¯F − x˜F )
= AFRx¯R + AFF (x¯F + x˜F ) +BF (u¯V + u˜V ) (5.7)
Using the slow manifold equation in Equation (5.3), the state equation of the fast
dynamics can be obtained as
d
dτ
x˜F = AFF x˜F +BF u˜V (5.8)
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with the assumption that d
dτ
x¯F = 0 or the slow parts of the flexible modes do not
vary much in the fast time scale τ .
The output of the fast subsystem is hence given by
y˜V = CF x˜F (5.9)
Figure 5.1: Picture of a VCM with mounted PZT active suspension (not drawn to
scale) showing input (arrow to actuator) and output/measurement signals (out of
actuator) respectively.
5.3 System Identification
In a conventional HDD, the VCM is the only actuator with the R/W head mounted
on the tip of the suspension. Typically, a VCM can be represented by rigid body
dynamics (low frequency double integrator) and flexible mode dynamics (high fre-
quency resonant modes, including suspension modes) respectively. In this section,
we shall identify the state matrices required for subsystem decomposition using
experiment frequency responses.
A picture of a typical VCM is with mounted PZT active suspension is shown
in Figure 5.1. For our application, ARF is assumed to be negligible as the rigid
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and flexible modes are mechanically decoupled or the flexible resonant modes are
assumed to have little or no induced dynamics on the bulky VCM. Similarly, AFR
is also assumed to be negligible as the flexible resonant modes occur at high fre-
quencies where the gain of the rigid body is very small due to at least −40 dB/dec
amplitude reduction from its low frequency double integrator properties.
By exciting the VCM at uV , the frequency response of the VCM with PZT


























Figure 5.2: Frequency response of transfer function from uV to y.
and PZT active suspension’s flexible resonant modes are excited and identified.
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s2 + 1696s+ 7.994× 108
s2 + 980.2s+ 6.005× 108 · · ·
×s
2 + 5655s+ 3.198× 109
s2 + 754s+ 1.421× 109
s2 + 9425s+ 8.883× 109
s2 + 361.3s+ 5.221× 109 · · ·
×s
2 + 2.513× 105s+ 6.317× 1010
s2 + 3958s+ 1.741× 1010 (5.10)
The fitted mathematical model is less than exemplary but is sufficient in picking
up the essential rigid and flexible resonant modes.
It can be seen from Figure 5.2 that the flexible modes consist of VCM and
induced PZT active suspension’s resonant modes. In the following subsections, we
shall detail the procedures for determining the state space representation of the
VCM with mounted PZT active suspension in the form of Equations (5.1) and (5.2)
with identified experimental frequency responses.
5.3.1 Transfer Function Identification
Before we identify the rigid body dynamics, the frequency responses of the VCM
from uV to yV and the PZT active suspension from uM to y is shown below in Fig-
ures 5.3 and 5.4 respectively. It can be seen that the VCM itself has identified rigid
body mode (low frequency double integrator) and flexible modes (high frequency
resonant modes) at 3.9 kHz and 6.0 kHz. It is worth noting that the PZT active
suspension is employed solely as a sensor and fast observer for our application to
detect high frequency dynamics of a VCM and PZT active suspension. As such,
Figure 5.4 serves as a good reference for the sufficiency of a reduced order model to
isolate flexible modes arising from the VCM and PZT active suspension required
for SP control.































Figure 5.3: Frequency response of transfer function from uV to yV (i.e. only “E”-
block).
and 21.0 kHz respectively.
Flexible Body
To obtain the flexible body dynamics VF (s) of the VCM with mounted PZT ac-
tive suspension, the low frequency integrators are subtracted from transfer func-
tion y(s)
uV (s)
with lifted DC gain (to match that in Figure 5.2) to form VF (s) given
by
VF (s) = −355.9008 s+ 1.421× 10
5
s2 + 980.2s+ 6.005× 108
s2 + 1471s+ 1.002× 109
s2 + 754s+ 1.421× 109 · · ·
× s
2 + 1766s+ 4.784× 109
s2 + 361.3s+ 5.221× 109
s2 + 6860s+ 1.611× 1010
s2 + 3958s+ 1.741× 1010 (5.11)






























Figure 5.4: Frequency response of transfer function from uM to y.
Rigid Body
As such, the rigid body dynamics VR(s) of the VCM with mounted PZT active
suspension are given by the isolated low frequency integrators with lifted DC gain





and VR(s) will be used to identify the slow subsystem in the following subsection.
5.3.2 Subsystem Identification
With the identified state matrices for the VCM with mounted PZT active suspen-
sion in Equations (5.1) and (5.2), the fast and slow subsystems operating on two



























Figure 5.5: Frequency response of fast subsystem G˜V from VF (s) after decomposi-
tion.
Fast Subsystem G˜V
To obtain the fast subsystem state G˜V and its space matrix triple (AFF , BF , CF ),
VF (s) is rewritten in state space representation with xF as the state. Obviously,
the pair (AFF , BF ) is stabilizable and AFF is invertible which makes SP control
possible. The frequency response of G˜V is shown in Figure 5.5. It can be seen from
Figure 5.5 that flexible resonant modes at natural frequencies 3.9 kHz, 6.0 kHz




Similarly, VR(s) is then rewritten in state space representation with xR as the state
to obtain the state space triple (ARR, BR, CR). Using Equations (5.4) and (5.5),






−0.05037s2 + 355.9s+ 5.5× 107
s2
(5.13)




























Figure 5.6: Frequency response of slow subsystem G¯V after system decomposition.
that the low frequency integrators with lifted DC gain are captured and retained.
It is worth noting from Equation (5.13) that the introduction of the feedthrough
term makes the slow subsystem G¯V proper.
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5.4 Estimating High Frequency Dynamics
For SP control to be feasible, the fast dynamics of G˜V should be estimated or
measured for vibration rejection using inner loop compensation. This translates
directly into construction of an estimator for state reconstruction or real time
measurements of the VCM’s and PZT active suspension’s high frequency dynamics.
In this section, we will use the latter by employing the piezoelectric material in
PZT active suspension as a sensor solely to obtain these flexible mode’s vibratory
signals in both the VCM and PZT active suspension. This is possible as when
piezoelectric materials (e.g. PZT elements) are subjected to strain, charges arise
on the surface of the material and hence setting up an electric field, analogous to



























Figure 5.7: Frequency response of transfer function from y to uM using PZT active
suspension as a sensor and fast observer.
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For our experiments, a Bru¨el and Kjær signal conditioning amplifier of gain 10
and band pass corner frequencies of 10 Hz and 30 kHz is used. Using a similar
methodology to that detailed in [87], swept sine excitation is injected at uV while y
measured from the LDV is connected to channel 1 and uM from the PZT active
suspension through the amplifier output is connected to channel 2 of the DSA
(HP 35670A model). The frequency response of transfer function from y to uM is
measured and shown in Figure 5.7.
It can be seen from Figure 5.7 that the estimation is effective at most fre-
quencies and the frequencies of the anti-resonant zeros correspond to the natural
frequencies of the VCM and PZT active suspension. The online state estimator
measured uM from amplifier to y has differentiator effects and can be identified
with the following non-causal transfer function as
uM(s)
y(s)
= 1.2841× 10−16s3 s
2 + 96.76s+ 5.852× 108
s+ 2.513× 105 · · ·
×s
2 + 301.6s+ 1.421× 109
s2 + 226.2s+ 7.994× 108
s2 + 72.26s+ 5.221× 109
s2 + 565.5s+ 3.198× 109 · · ·
× s
2 + 1319s+ 1.741× 1010
s2 + 1.068× 104s+ 1.141× 1010 (5.14)
and the high frequency VCM’s and PZT active suspension’s dynamics can hence
be easily estimated online through a digital inverse of Equation (5.14) from the
output of the amplifier as detailed in the next section This method is shown to
have high SNR and nanometer resolution estimation and interested readers are
referred to [87] for an in-depth analysis which is not reiterated in this chapter.
5.5 Design of Controllers
According to SPT, the overall control signal uV is given by uV = u¯V +u˜V , where u¯V
and u˜V are designed separately using the slow and fast subsystems respectively.
105
Ensuring that the pair (AFF , BF ) is stabilizable, the composite control uV results
in the following overall state trajectories given by
xR = x¯R +O(ε)
xF = x¯F + x˜F +O(ε) (5.15)
where O(ε) denotes the terms of order ε according to a theorem by Tikhonov. This
independent design of two control inputs practically increases the control effective-
ness of the system and the fast control signal u˜ is a boundary layer correction that
suppresses high frequency vibrations analogous that with sliding mode control.
In fact this procedure is equivalent to direct design of a state feedback on the
system without any direct or inverse time scaling as we will be using in this section.
As such, it possess better numerical properties as ill-conditioned scenarios (from
the large gains and small time constants in HDDs) are commonly encountered
during controller synthesis and optimization designs using H2 or H∞ techniques.
Figure 5.8: Block diagram of proposed SP-based servo system.
The proposed SP control topology using PZT active suspension as sensor to
determine VCM’s high frequency dynamics is shown below in Figure 5.8. The
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superscripts¯ , ˜and ∗ denote slow subsystems, fast subsystems and estimates re-
spectively. The slow controller (C¯V ) and fast controllers (C˜V and G˜
∗
V ) operate
at slow frequency f¯ and fast frequency f˜ = f¯
ε
respectively. The fast subsystem
dynamics y˜V are measured from the PZT active suspension through a signal con-
ditioning amplifier and estimated through G˜∗V .
5.5.1 Fast Subsystem Estimator
For fast inner loop compensation to be implementable, the high frequency dynam-
ics of the VCM and PZT active suspension as mentioned in Section 5.4 should be






s2 + 96.76s+ 5.852× 108 · · ·
×s
2 + 226.2s+ 7.994× 108
s2 + 301.6s+ 1.421× 109
s2 + 565.5s+ 3.198× 109
s2 + 72.26s+ 5.221× 109 · · ·
×s
2 + 1.068× 104s+ 1.141× 1010
s2 + 1319s+ 1.741× 1010 (5.16)
the high frequency dynamics estimate y˜∗ can be obtained online using the out-
put of the amplifier (from measured uM) as input. This low pass filter removes
much measurement noise from the online estimator which permits a low order fast
controller C˜V to be designed.
5.5.2 Fast Controller
To calculate the fast control signal u˜, we can design any standard LQG, H2 or
even H∞ output feedback controller for high frequency inner loop compensation.
For our design, the nice in phase properties of the PZT active suspension as shown
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in Figure 5.2 is exploited and a low order lead compensator of the form is used
C˜V = κ
s+ 6283
s+ 1.257× 105 (5.17)
as fast controller C˜V and 1 < κ ≤ 20 is tuned to balance between the amount
of suppression of high frequency vibrations and stability to the amount of sensing
noise tolerable in the output of the servo system. In fact, C˜V is analogous to a
high gain PD control commonly used for controlling robot manipulators [62]. For
the rest of our discussions, we have chosen κ = 100.
5.5.3 Slow Controller
As the slow subsystem contains mainly of the rigid body modes (low frequency
double integrator), the lag-lead compensator recommended in [87] augmented with
a low pass filter












using 5 < α < 10 is used. KV can be calculated by setting |C¯V (j2pifV )G¯V (j2pifV )| =
1 where G¯V is the slow subsystem identified in previous section. The lag por-
tion of the controller is used to increase the low frequency gain for low frequency
disturbance rejection and tracking accuracy and acts as the outer slow loop for
disturbance rejection. The lead portion of the controller increase phase margin
to ensure stability during crossover region and speeding up of the rigid mode in
the VCM. An additional low pass filter is cascaded to increase the high frequency
roll-off and stability of the stiffened VCM and PZT active suspension due to a
reduced relative degree after inner loop compensation. For our design, we have
chosen α = 5 and fV = 700 at about one-fifth of the natural frequency of the first
in-plane resonant sway mode.
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5.6 Performance Evaluation
In this section, the effectiveness of our proposed SP control scheme is verified with
simulation studies and experimental implementations.
5.6.1 Simulation Studies
For demonstration purposes, the commonly used notch-based servo (using digital
notch filters to attenuate gain of control signals at natural frequencies to prevent



























Figure 5.9: Frequency response of transfer function from uV to y with ±10% shift
in natural frequencies of the flexible modes.
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Robustness Analysis
To demonstrate the robustness of the proposed SP-based servo, the natural fre-
quencies of the flexible modes in the VCM and PZT active suspension are perturbed
by ±10% as shown below in Figure 5.9.
















Shift in natural frequencies of flexible resonant modes (%)
Notch−based servo
Singular perturbation−based servo
Figure 5.10: Percentage variation of natural frequency of flexible modes (%) vs
3σ PES (µm) in VCM and PZT active suspension with respect to the nominal
frequencies.
The identified vibration and noise models reported by Du et al. in [19] for a
STW (Servo Track Writing) process with a spindle motor rotating at 5400 rpm are
used to emulate input torque disturbances di(s), output disturbances do(s), and
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Figure 5.11: 3σ PES (µm) vs DNR.
noise sources n(s) of today’s high end HDDs. The transfer functions are given by
di(s) =
159.9
s2 + 113.1s+ 3.198× 105 (5.19)
do(s) = 0.00163
s2 − 2.691s+ 5.262× 105
s2 + 0.754s+ 3.948× 105
s2 − 585.6s+ 3.765× 106
s2 + 0.2011s+ 1.011× 106 · · ·
×s
2 + 4161s+ 2.008× 107
s2 + 245s+ 1.668× 107
s2 + 2402s+ 5.634× 108
s2 + 477.5s+ 5.701× 108 (5.20)
and noise source n(s) is of Gaussian distribution with zero mean and a variance
of 0.001.
Simulations are then carried out to obtain the 3σ PES with perturbation of the
natural frequencies and plotted in Figure 5.10. As can be seen from Figure 5.10,
SP-based servo is robust to fluctuations in natural frequencies, with improved dis-
turbance rejection capabilities at natural frequency variations in the high frequency
region. An improvement of up to 38.2% in 3σ PES is observed at nominal natural




























Figure 5.12: Frequency response of transfer function from uV to y using PZT active
suspension as a sensor with high frequency inner loop compensation.
Disturbance-to-Noise Ratio (DNR)
In this section, we define a performance index called DNR (Disturbance-to-Noise




. Simulations are then executed to evaluate the proposed SP-based
servo as a high pass filter is used for inner loop compensation which is generally
undesirable for HDD control (due to high PES sensing noise).
By simulating DNR from 0.01 to 10 (which translates from a noise level of a
hundred times higher than output disturbance to a tenth smaller), the 3σ PES is
plotted in Figure 5.11. It can be seen that the proposed SP-based servo scheme




For our experiments, the digital controllers are discretized via bilinear transforma-
tion and a nominal slow sampling frequency f¯ of 5 kHz with ε = 0.0625 is chosen.
Due to the parametrization by ε, the fast controller C˜V and estimator G˜V and are
discretized at a fast sampling frequency f˜ of 80 kHz where f˜ = f¯
ε
. It is interesting
to note this formulation is analogous to that using multi-rate digital control with
slow controller operating on measured PES at nominal sampling frequency and fast
controllers in inner loop mimicking high sampling frequency from higher spindle




















S of notch−based servo
S of singular perturbation−based servo
T of notch−based servo
T of singular perturbation−based servo
Figure 5.13: Frequency response of sensitivity transfer functions with proposed
SP-based servo and conventional notch-based servo.
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Frequency Responses
The frequency response of transfer function from uV to y using PZT active sus-
pension as a sensor with high frequency inner loop compensation is shown below
in Figure 5.12. The VCM’s and PZT active suspension’s flexible resonant modes
at 3.9 kHz, 6.0 kHz, 11.5 kHz and 21.0 kHz are effectively damped with a reduced
relative degree.







































Figure 5.14: Experimental step response using conventional notch-based servo.
Solid: displacement measured at tip of PZT active suspension. Dash-dot: control
signal.
The VCM’s flexible modes at 3.9 kHz and 6.0 kHz and the PZT active sus-
pension’s flexible modes at 5.9 kHz, 11.5 kHz and 21.0 kHz are effectively damped
with proposed SP-based servo. As such, we can expect a possible higher servo
bandwidth and low sensitivity with reduced relative degree as verified with the
experimental sensitivity transfer functions S of proposed SP-based servo and con-
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ventional notch-based servo shown below in Figure 5.13.
SP-based servo offers stronger vibration suppression capabilities with a higher
bandwidth and lower sensitivity such that high frequency disturbances would not
be amplified by the servo loop [95]. However, the complementary sensitivity trans-
fer functions T of the proposed schemes shown in Figure 5.13 reveal that a smaller
roll-off at high frequencies (although at the same closed-loop bandwidth) is ob-
tained for SP-based servo.






































Figure 5.15: Experimental step response using proposed SP-based servo. Solid:
displacement measured at tip of PZT active suspension. Dash-dot: control signal.
Time Responses
A linear track-following controller is normally used for short-span seeks in HDDs.
For comparison purposes, the gain crossover frequency of both conventional notch-
based servo and proposed SP-based servo are set at 700 Hz. The experimental
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step responses of 0.1 µm using conventional notch-based servo and the proposed
SP-based servo are shown in Figures 5.14 and 5.15 respectively. The slow control
signal u¯V and fast control signal u˜V are shown in Figure 5.16.






































Figure 5.16: Control signals using proposed SP-based servo. Top: slow control
signal u¯V . Bottom: fast control signal u˜V .
It can be seen from the Figures 5.14 and 5.15 that the induced oscillations
using proposed SP-based servos are also highly suppressed by the fast control
signal u˜V . However, the SP-based servo offers a smaller overshoot due to active
vibration control but a slower seek and settling time is traded-off. This is expected
as the tracking requirements are relaxed in a SP framework [62] and tracking is
done by the slow subsystem (hence rigid body modes). Also, fast inner loop active
vibration control results in phase reduction from 2 kHz to 3.9 kHz where the first
resonant mode of the VCM occurs as can be seen from Figures 5.2 and 5.12. This
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translates directly into a delay which results in a slower seek response. However,
it should be noted that a much higher gain crossover frequency (corresponding
to faster seek and settling times) can be designed and achieved for the proposed
SP-based servo as the first in-plane resonant mode is well-damped as shown in
Figure 5.12 earlier.
































Figure 5.17: Experimental PES y measured with LDV using conventional notch-
based servo. Top: displacement measured at tip of PZT active suspension. Bottom:
control signal.
Next to mimic the effects of disturbance and noise sources during track-
following, the vibration models described earlier from [19] are injected into the
closed-loop systems during experiment. The experimental PES y measured with
LDV using conventional notch-based servo and the proposed SP-based servo are
shown in Figures 5.17 and 5.18 respectively. The corresponding experimental slow
control signal u¯V and fast control signal u˜V are shown in Figure 5.16.
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Figure 5.18: Experimental PES y measured with LDV using proposed SP-based
servo. Top: displacement measured at tip of PZT active suspension. Bottom:
control signal.
An improvement of experimental 3σ PES from 0.0248 µm in Figure 5.17
to 0.0149 µm (39.9%) in Figure 5.18 is observed. The histograms of the above
PES data are plotted in Figure 5.20, revealing a tighter tolerance and much reduc-
tion in variance of PES.
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Figure 5.19: Control signal using proposed SP-based servo. Top: Slow control
signal u¯V . Bottom: fast control signal u˜V .
5.7 Summary
In this chapter, a SP (Singular Perturbation) controller design method is proposed
for stronger vibration suppression in VCM and PZT active suspension using the
piezoelectric elements in the suspension as a sensor to detect the actuators’ high
frequency dynamics. The slow and fast controllers are designed independently pa-
rameterized by a single parameter ε for time scale separation. Experimental results
show effective suppression of the VCM’s flexible modes at 3.9 kHz and 6.0 kHz as
well as PZT active suspension’s flexible modes at 5.9 kHz, 11.5 kHz and 21.0 kHz
with an improvement of 39.9% in 3σ PES during track-following.
In the following chapter, we extend the active sensing methodology to MIMO
(Multi-Input-Multi-Output) multi-sensing data storage servo systems. Controller
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Figure 5.20: Histogram of experimental PES y measured with LDV using conven-
tional notch-based servo and proposed SP-based servo.
design examples and SSA (Self-Sensing Actuation) feasibility studies are also exe-





With the improvements in disturbance rejection performance by incorporation of
extraneous sensors and active-sensing methodologies covered in previous chapters,
this chapter discusses about the feasibility of employing multi- and even self-sensing
servo systems using the mechanical actuators as sensors and actuators simultane-
ously. Track-following controller examples are also detailed for MIMO (Multi-
Input-Multi-Output) data storage servo systems in dual-stage HDDs employing
PZT suspension-based secondary actuators as well as MEMS probe-based storage
systems.
6.1 Example of Dual-Stage HDD Control
In a dual-stage HDD servo system, the secondary actuator is of a much smaller
dimension compared to the VCM. Usually mounted on the VCM, the R/W head
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is then placed onto the tip of the secondary actuator.
However, the secondary actuators (commonly known as microactuators) have
a very small displacement range (0.2–2 µm) and hence is not suitable for track-
seeking operation. As such, track-seeking is done by the primary actuator VCM
and the secondary actuator will be active in the track-following mode. Care has
to be taken to prevent saturation of the secondary actuator which will tend to
destabilize the servo loop when linear controllers are used. Nonlinear controllers
can be used for short span seek of several tracks to tackle the effect of actuator
saturation effectively [34].
In a dual-stage HDD using PZT suspension-based secondary actuator, only
the relative displacement PES is available. As such, SISO (Single-Input-Single-
Output) design structures are usually employed on the VCM and microactuator
loop separately and then combine the results into a complete dual-stage loop.
This method gives actual insight into the working principles of the two actuators
at different frequency ranges. The different control topologies will be discussed in
this section.
Assume the following nomenclature with GV and GM as VCM and PZT mi-
croactuator models, and CV and CM as controllers for VCM and PZT microactu-
ator, respectively. Also, LD is the open loop transfer function of the dual-stage
control loop, respectively. SV , SM and SD are the sensitivity functions of the VCM
loop, PZT microactuator loop and overall dual-stage control loop. TV , TM and TD
are the closed-loop transfer functions (or complementary sensitivity functions) of
the VCM loop, PZT microactuator loop and dual-stage control loop, respectively.
We will detail the commonly used types of dual-stage control topologies and present
a simulation example.
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1) Parallel configuration: Although a multivariable control method using
DIDO (Dual-Input-Dual-Output) feedback is ideal, it is not feasible in HDD servo
system as measured PES remains as the only available output signal. As such, the
following DISO (Dual-Input-Single-Output) configuration is proposed. The func-
tional block diagram of this structure is shown below in Figure 6.1. It should be
noted that the effects of disturbances and noises are omitted in the block diagram.
Figure 6.1: Parallel configuration.
The corresponding open loop, sensitivity and complementary sensitivity trans-
fer functions of the parallel configuration are LD, SD and TD, respectively with
LD = CVGV + CMGM (6.1)
SD =
1




1 + CVGV + CMGM
(6.3)
It can be seen that the gain crossover frequency of the dual-stage control loop
is higher than that using single stage actuation. Also, the sensitivity function
is similar to that of the single stage actuation with the addition of CMGM in the
denominator. This implies that disturbance suppression and rejection is more effec-
tive in the dual-stage control loop. Control designs in parallel structure usually end
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up with |CVGV | À |CMGM | in the low frequency range and |CVGV | ¿ |CMGM | in
the high frequency range. This frequency allocation allows the PZT microactuator
to “work” in the higher frequency range enabling disturbance rejection while the
VCM functions in the lower frequencies during error correction.
Amongst the various works done on HDD dual-stage servo control using
the parallel structure, Schroeck et al. proposed their developed so-called PQ-
method [105]. The PQ-method is a systematic procedure that simplifies the DISO
(Dual-Input-Single-Output) plant into a fictitious SISO (Single-Input-Single-Output)
system for successive loop closures design in the frequency domain.
2) Master-slave configuration: The primary advantage of a master-slave con-
figuration is to put priority onto one actuator than the other [33], making the
microactuator respond faster to external disturbance by being the “master” and
the bulky VCM as the “slave” to compensate for slower variations in the relative
displacement between the actuators.
The master-slave configuration comes in a slight variation, namely the CMS
(Coupled Master-Slave) structure and the DMS (Decoupled Master-Slave) struc-
ture. Both configurations require a microactuator model as part of the VCM
controller to estimate the microactuator output and is used to drive the VCM.
The functional block diagram of the CMS configuration is shown in Figure 6.2.
The corresponding open loop, sensitivity and complementary sensitivity trans-
fer functions of the CMS configuration are LD, SD and TD, respectively with
LD = (1 + CVGV )CMGM (6.4)
SD =
1
1 + CMGM + CVGVCMGM
(6.5)
TD =
(1 + CVGV )CMGM
1 + CMGM + CVGVCMGM
(6.6)
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Figure 6.2: Coupled master slave configuration.
For the DMS topology, the difference between PES and the estimated PZT mi-
croactuator’s displacement (which in essence is the error signal for the VCM path)
is channelled back into the VCM controller. The DMS scheme is more preferable
to that of the CMS (and other configurations mentioned above) as the error signal
is split into two independent control loops. The functional block diagram of the
DMS configuration is shown below in Figure 6.3.
Figure 6.3: Decoupled master slave configuration.
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The corresponding open loop, sensitivity and complementary sensitivity trans-
fer functions of the DMS configuration are LD, SD and TD, respectively with
LD = (1 + CMGM)CVGV + CMGM (6.7)
SD = SV SM (6.8)
=
1
(1 + CMGM)(1 + CVGV )
(6.9)
TD =
(1 + CMGM)CVGV + CMGM
(1 + CMGM)(1 + CVGV )
(6.10)
Note that the sensitivity function of the DMS structure is the product of the
sensitivity function of the VCM loop and the PZT microactuator loop. Obvi-
ously, the DMS design can be converted into the parallel design when the VCM
controller CV P is designed as
CV P = (1 + CMGM)CV (6.11)
Implementation will be eased as the loops can be closed independently and
dual-stage closed-loop stability will be ensured. Also, better disturbance rejection
is enabled with the product of the individual path sensitivity functions. However,
the performance of the master-slave configuration depends highly on the effective-
ness of the estimator. If the estimator gives an actuator output which is close to the
actual displacement of the microactuator (yM ≈ y∗M), then disturbance rejection
capabilities and servo performance will be enhanced. This is because the difference
of the sensor output and the estimated microactuator output gives a good estimate
of the VCM output.
Amongst the various works done on dual-stage control using the DMS struc-
ture, Kobayashi et al. designed a phase-stable controller for the PZT actuated-
suspension using their proposed second phase margin index to retain the large gain
of the resonant poles for notches in the sensitivity transfer function [53]. Peng et
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al. used the developed CNF (Composite Nonlinear Feedback) control law for the
VCM to reduce the rise time for a seek command in a dual-stage HDD [99]. Pang
et al. proposed a NPM (Near Perfect Modelling) method to construct a virtual
PZT actuated-suspension digital model inverse to reduce the dual-stage sensitivity
using Discrete Bode’s Integral Theorem [95].
The existence of structural resonant modes in both the VCM and PZT mi-
croactuator will not be able to meet the above criterion as the gain of the actuators
are very high at resonant frequencies. These large gain at the lightly damped poles
cause not only oscillations in the step response but also instability in the closed-
loop servo system due to poor gain and phase margins. As such, several resonance
compensation methods have been proposed to tackle these flexible resonant modes.
The commonly used control practices will be covered in the following subsection.
Resonant Mode Compensation Methods
1) Gain stabilization: To avoid the open loop transfer function LD from touch-
ing −1 or the 0 dB line in the magnitude of frequency response, gain stabilization
of the resonant modes are commonly used to suppress the energy (hence gain) of
the resonant modes at the resonant frequencies by attenuating the signal power to
avoid the excitation of the associated structural modes. As such, notch filters are
commonly used and is seen as the “conventional” approach [1]. Moreover, they
are easy to design and implement and hence recommended in HDD literature over
low pass filters for their sharper reduction in magnitude of gain at the resonant
frequencies.
A drawback of these filters are that they are not robust to parameter variation—
a resonant frequency shift might cause instability of the closed-loop system. Also,
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they are sensitive to transients of residual vibrations [112] and large initial condi-
tions of the VCM at the end of track-seeking mode.
2) Phase stabilization: Contrary to notch filter designs, phase stabilization
methods involve design of lead compensators to drive the open loop transfer func-
tion LD away from −1 or the −180◦ line in the phase response via phase lifting.
Using phase stabilization techniques, the large gain of the resonant modes are re-
tained in LD and hence notches will appear in the gain of the sensitivity transfer
function SD at the frequencies of the resonant modes. As such, stronger vibration
and disturbance rejection capabilities are enhanced at the resonant frequencies.
An impressive application of phase stabilization technique for dual-stage servo is
documented in [53] to tackle effects of windage on the PZT active suspension.
3) Inverse control: If the system contains minimum phase pole-zero pairs
(which is typical of PZT actuated systems), an approximate plant inverse controller
can be constructed to make the system behave like a pure gain up high frequencies.
This technique not only compensates for the large gain at the resonant modes but
also increases the gain of the anti-resonant zeros.
It is well known from linear systems theory that the zeros of a system are
unaltered by feedback control i.e. the anti-resonant zeros of the open loop system
are the same as those of the closed-loop system. As such, inverse control allows
the actuator to “reach” the desired locations behaving as a pure gain for better
error correction, especially at the frequencies of the anti-resonant zeros. Moveover,
inverse control reduces the relative degree of the closed-loop system up to high
frequencies which makes the actuator “lighter” and hence a higher servo bandwidth.
While a perfect plant inverse is not realizable in causal controller designs for
physical systems, the designs and effectiveness of an approximate plant inverse
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controller will have to be carefully evaluated and substantiated. An example of
inverse control of PZT microactuator for high bandwidth and low sensitivity dual-
stage servo control is illustrated in [95].
4) Active control with embedded sensors: While measured PES remains as the
only information in HDD servo systems, addition of sensors to pick up extra actu-
ator’s information (e.g. displacement and velocity) is intuitive. Several methods
including employing (i) rotational accelerometers [44] (ii) PZT compound actuator
as an instrumented suspension [59] (iii) one of the two PZT strips in an active
suspension [65] as sensor and (iv) using the PZT elements as sensors and actuators
simultaneously [87][128] have been proposed. Together with measured PES, active
vibration controllers are synthesized for improved disturbance rejection capabili-
ties.
For ease of design and illustration but without loss of generality, the gain
stabilization method employing digital notch filters will be used here. Suppose the
VCM and PZT microactuator have resonant modes at natural frequency fR,i and




s2 + 2ζR,i(2pifR,i)s+ (2pifR,i)2
(6.12)
where (0 < ζR,i < 1). An intuitive notch filter design Ni(s) for each resonant





s2 + 2ζR,i(2pifR,i)s+ (2pifR,i)
2
s2 + 2ζD,i(2pifD,i)s+ (2pifD,i)2
(6.13)
to ensure perfect cancellation of the resonant mode.
√
2 < ζR,i ≤ 1 is usually chosen
to replace the lightly damped poles to more well-damped ones. When fR,i = fD,i,
some degradation in phase response is still apparent at the resonant frequency fR,i.
A high pass notch using fD,i > fR,i can be constructed to reduce and even remove
the phase loss.
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Notch filters are recommended in HDD literature over low pass filters for a
sharper reduction in magnitude. The notch filters are low order and are easy to
design and implement. A setback of these filters are that they are not robust to
parameter variations. A resonant shift might cause instability of the closed-loop
system.
For our simulation, the notch filters Ni(s) are designed by replacing the small
damping ratio of each resonant modes with unity at fR,i = fD,i. Ni(s) is then
discretized at a sampling rate of fs = 50 kHz using pole-zero matching.
VCM Controller
Many control strategies have been implemented and tested on dual-stage servo sys-
tems. Optimal LQG (Linear Quadratic Gaussian)/LTR(Loop Transfer Recovery)
or post modern H2/H∞ controllers usually result in very high order controllers
whose performance has little improvement over traditional ones.
The VCM plant model will be that shown in Equation (2.2). Assume that
the compensated VCM plant can be viewed as a double integrator at frequencies
of interest after pre-compensation with notch filters Ni(s)




We propose a double-lag controller with complex zeros of the form
CV (s) = KV








is used. fKV is the frequency of the notch created by the com-
plex zeros and fs is the Nyquist frequency. For our simulations, ζKV = 0.4714
and fKV = 100 is used. KV is calculated by setting |CV (j2pifV )GV (j2pifV )| = 1
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where fV = 1000 is the gain crossover frequency of the VCM path. Using the pro-
posed complex zero compensator in the low frequency, we can see from Figure 6.4
that the lag portion of the controller is increased for enhanced low frequency distur-
bance rejection without increasing the gain crossover frequency (hence open loop
bandwidth). More importantly, it allows faster phase recovery with the notch for a
better phase margin during crossover region and speeding up of the double integra-
tor rigid mode in the VCM while maintaining robustness. The compensated open
loop transfer function has a −20 dB/dec slope during crossover and −40 dB/dec
before and after crossover frequency of 1000 Hz as can be seen from Figure 6.5.
























Figure 6.4: Frequency response of PID-type controller.
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Figure 6.5: Open loop frequency response of VCM path.
PZT Microactuator Controller
For demonstration of PZT microactuator control, the PZT microactuator model
in Equation (7.4) will be used. Similarly, assume that the PZT microactuator can
be viewed as a second order low pass transfer function at frequencies of interest
after pre-compensation with notch filters Ni(s)
GM(s) ≈ 0.282 (2pi1× 10
4)2
s2 + 2(1)2pi1× 104s+ (2pi1× 104)2 (6.16)
The secondary actuator path can then be stabilized by a simple PI-type lag com-
pensator for low dual-stage sensitivity [95]
CM(s) = KM
s+ pifs
s+ 2pi2.5× 103 (6.17)
where KM can be found with the relation |CM(j2pifM)GM(j2pifM)| = 1 with fM as
the gain crossover frequency for the microactuator path. The frequency response
of the PZT microactuator controller CM(s) is shown in Figure 6.6.
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In this example, fM = 3000 Hz. The open loop transfer function has a
−20 dB/dec slope during crossover as shown in Figure 6.7. For the combined
dual-stage control, a DMS structure will be used for our simulations.
























Figure 6.6: Frequency response of PZT microactuator controller.
Simulation Results
In this section, simulation results of the above dual-stage controller design will be
evaluated.
1) Frequency responses: The open loop frequency responses of dual-stage LD,
VCM path CVGV and PZT microactuator path CMGM are plotted in Figure 6.8.
Figure 6.9 shows the sensitivity and complementary sensitivity transfer function of
the dual-stage servo loop SD and TD, respectively. A high closed-loop bandwidth
and improved sensitivity can be observed. As such, strong disturbance rejection
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Figure 6.7: Open loop frequency response of PZT microactuator path.
capabilities are ensured.
2) Time responses: The 0.1 µm step response of the combined actuation is
shown in Figure 6.10. The overshoot of the dual-stage servo system is reduced by
the secondary actuator with decreased rise time.
From Figures 6.8 and 6.10, it can be seen that the two actuators do not
compete with each other during actuation which causes destructive interferences.
At about the so-called handover frequency (where the gain responses of the VCM
and PZT microactuator intersect) of about 600 Hz, the phase difference between
the VCM output and PZT microactuator output is about 100◦.
The design specifications achieved are shown in Table 6.1 and are acceptable
by industrial standards.
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Open loop transfer function LD
Open loop transfer function CVGV
Open loop transfer function CMGM
Figure 6.8: Open loop frequency response of dual-stage control using DMS struc-
ture.
Table 6.1: Design specifications achieved with dual-stage servo control
Open loop crossover frequency ≈ 3 kHz
Gain margin ≥ 20 dB
Phase margin ≥ 60◦
Rise time < 1 ms
Percentage overshoot < 10%
Peak of sensitivity function ≤ 5 dB
6.2 Self-Sensing Actuation in Piezoelectric Ac-
tuators
Common piezoelectric materials currently employed as actuators/sensors include
the PVDF (PolyVinylDeneFlouride), a semicrystalline polymer film and the PZT
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Sensitivity transfer function SD
Complementary sensitivity transfer function TD
Figure 6.9: Sensitivity transfer functions of dual-stage control using DMS structure.




















Figure 6.10: Step response using DMS structure.
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Figure 6.11: Control signals for step response.
(Lead-Zirconate-Titanate) element. The piezoelectric property is made possible by
excessive exposure of the ceramic to strong electric field during the manufacturing
process, thus inducing permanent dipoles in the material. When electrically polar-
ized, the dipoles respond collectively to produce an expansion and hence mechan-
ical strain within the material, leading to perpendicular displacement. Conversely
when piezoelectric materials are subjected to strain, charges arise on the surface
of the material and hence setting up an electric field, analogous to back EMF
(Electro-Motive Force) in magnetic systems. These properties allow the piezoelec-
tric material to function as an actuator and sensor respectively.
Self-Sensing Actuation, or SSA, uses the piezoelectric material as an actuator
and sensor simultaneously. The piezoelectric material can be modelled as a capaci-
tance in series with a variable voltage source, the capacitor representing the dipoles
and the variable voltage source representing the electric field setup by the dipoles
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during actuation. If the capacitance of the piezoelectric material is known, one
can decouple the variable voltage (hence strain/displacement information) using a
bridge circuit.
SSA has already been applied to many practical engineering problems, eg.
control of robot manipulators and cantilever beams (see [87] and the references
therein). SSA is attractive in active control applications because the actuator and
sensor arrangement is a truly collocated (or in many applications near collocated)
pair. Moreover when applied to dual-stage HDDs, SSA requires only additional
cheap electronic circuitry and does not reduce the effective actuation of the PZT
microactuator. The PZT elements in the PZT microactuator is modelled as a
capacitor CPZT in series with a dependent voltage source vM as shown below in
Figure 6.12.
Figure 6.12: Piezoelectric bridge circuit for SSA.
When the bridge circuit is subjected to control voltage uM , the PZT microac-
tuator is actuated to give displacement yM . The voltage vM generated is hence
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proportional to yM (arising from mechanical strain) of the PZT microactuator, and
can be then be decoupled from uM using a differential amplifier. As such, we can





















The measured capacitance CPZT of the PZT elements in the PZT microactu-
ator is about 160 µF. Resistors R1 and R3 are sometimes placed in parallel with
capacitors C1 and C3 to prevent DC drifts. By making capacitors C1 = C2 =
C3 = CPZT, the bridge circuit is balanced and a PZT microactuator displacement









As such, vM is decoupled from the control signal uM and can be used for control
purposes. The only trade-off we have is that a larger control signal uM is needed for
the same amount of displacement actuation as compared to no bridge circuit. The
feasibility of using SSA in dual-stage HDDs will be detailed in the next chapter.
6.3 Example of MEMS Micro X-Y Stage Control
In this section, an example of MEMS micro X-Y stage control is presented. A H2
output feedback controller is designed for the MIMO plant.
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Rewriting the dynamics of the MEMS micro X-Y G(s) from Equation (2.8)
into standard state-space representation Σ, we have
Σ :





where x ∈ Rn, y ∈ Rp, z ∈ Rq, w ∈ Rl and u ∈ Rm are state variables, mea-
surement, controlled output, disturbance and control signal, respectively. For our
simulations, we have chosen E = 0.01B, D1 = 2× 10−3I and D2 = 0. As such, the
controlled output z has no feedthrough term and standard perturbation approach
will be used to tackle the singular problem [102].




























with a sufficiently small positive scalar ε. With this augmentation scheme, the
problem is transformed to that of the regular case and the singular problem can
be solved for the perturbed plant Σ˜ as
Σ˜ :

x˙ = Ax+Bu+ E˜w˜
y = C1x+ D˜1w˜




As the problem is now formulated into a regular case, the solution to the regu-
lar H2 output feedback problem can be obtained by solving the following H2 ARE
(Algebraic Riccati Equation) [102]
ATP2 + P2A+ C˜
T
2 C˜2 − (P2B + C˜T2 D˜2)(D˜T2 D˜2)−1(D˜T2 C˜2 +BTP2) = 0 (6.26)
for a unique positive semi-definite solution P2 ≥ 0 and the following ARE
Q2A
T + AQ2 + E˜E˜
T − (Q2CT1 + E˜D˜T1 )(D˜1D˜T1 )−1(D˜1E˜T + C1Q2) = 0 (6.27)
for a unique positive semi-definite solution Q2 ≥ 0. The state feedback gain F2
and estimator gain K2 are given by
F2 = −(D˜T2 D˜2)−1(D˜T2 C˜2 +BTP2) (6.28)
K2 = −(Q2CT1 + E˜D˜T1 )(D˜1D˜T1 )−1 (6.29)




0.0004 0.0057 0.0000 0.0000
0.0057 0.1719 0.0000 0.0015
0.0000 0.0000 0.0004 0.0057
0.0000 0.0015 0.0057 0.1719

(6.30)
F2 = 1× 104
 −0.1932 −2.9149 −0.0006 −0.0175




Q2 = 1× 10−3

0.1095 0.0290 −0.0003 −0.0002
0.0290 0.0256 −0.0002 −0.0002
−0.0003 −0.0002 0.1095 0.0290











The dynamic H2 suboptimal output feedback controller Σ
c
2 is then given by
Σc2 :
 v˙ = (A+BF2 +K2C1)v −K2yu = F2v (6.35)
and its frequency response is shown below in Figure 6.13. The best achievable H2-
norm γ∗2 of the closed-loop system from w˜ to z (i.e. Tzw˜) is given by
γ∗2 =
√
tr(E˜TP2E˜) + tr[(ATP2 + P2A+ C˜T2 C˜2)Q2]
= 1.1279 (6.36)
where tr(¦) denotes the trace operation.
The frequency response of largest open loop singular value is shown in Fig-
ure 6.14. The synthesized H2 suboptimal output feedback controller effectively
phase-stabilizes the MEMS micro X-Y stage with lead compensation at crossover
frequency of about 4.5 kHz.
The frequency response of the largest singular value of closed-loop transfer
function Tzw from disturbance w to controlled output z is shown in Figure 6.15. It
can be seen that the proposed H2 control scheme has strong disturbance rejection
capabilities over all frequencies.
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Figure 6.13: Frequency response of synthesized H2 suboptimal output feedback
controller Σc2.
6.4 Capacitive Self-Sensing Actuation in MEMS-
based Actuators
Using the fact that the capaitance CMEMS of the comb drives in the MEMS micro





which is proportional to displacement of the MEMS micro X-Y stage for the same
comb width, we can design a bridge circuit similar to that of the piezoelectric
actuator case in Figure 6.12 to decouple the capacitance information, which is
linear with displacement of the MEMS micro X-Y stage.
However, the capacitance of MEMS-based devices are usually in the pico or
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Figure 6.14: Magnitude response of largest open loop singular value.

















Figure 6.15: Magnitude response of largest singular value of Tzw.
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even femto Farad region. When actuated in micro or even nanometers, the SNR
(Signal-to-Noise Ratio) of a simplistic bridge circuit will be very low. As such,
modifications to the original bridge circuit yields the following schematic for CSSA
(Capacitive Self-Sensing Actuation) in MEMS-based actuators
Figure 6.16: MEMS-based bridge circuit for CSSA.
Assume that the signal generator uM produces a sinusoid U sinωt. As such,















(1− cos 2ωt) (6.40)
where Ka is the gain of the buffer amplifier. After passing through the LPF (Low







and hence we can intrapolate CMEMS to be
CMEMS = − 2vsC1
2vs − U2Ka (6.42)
which is proportional to the area of overlap A (hence displacement) of the MEMS
micro X-Y stage in both axial directions. The effectiveness of the proposed circuit
will be detailed in future chapters. The above derivations exclude the effects of
resistorR1 which is commonly included to prevent drifting effects of the capacitance
after prolonged operations.
The modulator and demodulator are added to reduce the sensor noise level.
Unlike in magnetic storage systems where PES is obtained when the R/W head
moves over servo sectors on the spinning disks, PES has to be generated in probe-
storage systems by artificially vibrating the MEMS micro X-Y stage at a fre-
quency ω to obtain readback signal. After PES demodulation, the MEMS micro-
stage is actuated to the desired position with a new computed uM from the obtained
PES. To obtain PES at the new location, the MEMS micro X-Y stage is vibrated
at ω again and the procedure is repeated in capacitive self-sensing.
It should be noted that any sinusoid of frequency that has unity gain within
the closed-loop bandwidth of the MEMS micro X-Y stage can be used.
6.5 Summary
In this chapter, controller designs for MIMO (Multi-Input-Multi-Output) sys-
tems in dual-stage HDDs (employing PZT microactuator) and MEMS-based mi-
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cro X-Y stage are presented. The feasibilities of incorporating SSA (Self-Sensing
Actuation)—employing the actuator as a sensor and actuator simultaneously—are
also detailed with respect to high density data storage systems.
In the next chapter, we extend the direct design compensation methodology
in SPT (Singular Perturbation Theory) without time scaling to a dual-stage HDD
using SSA (Self-Sensing Actuation) by employing the PZT microactuator as sec-
ondary actuator and sensor simultaneously. A high SNR (Signal-to-Noise Ratio)
with nanometer sensing resolution is achieved for AMD (Active Mode Damping)




Nanopositioning and Active Mode
Damping in Dual-Stage HDDs
Position sensors other than the R/W heads are not embedded into current HDDs
due to cost, resolution and SNR issues. Moreover, the “optimal” location for plac-
ing these sensors is still unknown. In this chapter, the PZT elements in the PZT
suspension-based microactuator are used as a secondary actuator and a displace-
ment sensor simultaneously with SSA. The proposed displacement estimation cir-
cuit produces an estimated PZT microactuator’s displacement with high SNR and
nanometer resolution comparable to that measured from the LDV. A robust AMD
(Active Mode Damping) controller is then designed to damp the PZT microactu-
ator suspension’s torsion modes and sway mode, as well as decoupling the HDD
dual-stage servo into two distinct loops for individual sensitivity optimization.
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7.1 Background
In today’s information explosion era, HDDs find their applications in many home
and portable electronic devices. As such, industries are striving for HDDs with
smaller form factors and higher recording density simultaneously to meet the stor-
age demands of consumers. These pushing factors translate into stringent require-
ments for servo positioning to enable high recording densities. With the demon-
stration of more than 200 kTPI at end of 2004, the track density of HDD product
is expected to double by the end of 2006.
Such a high-track density requires a higher precision servo system, which can-
not be achieved by the current HDDs employing the VCM as the sole actuator.
The VCM limits the bandwidth extension in the single-stage servo system because
of its mechanical resonances and high frequency uncertainties. As such, dual-stage
actuation is seen by many as the solution for next generation of HDDs.
In a typical proposed dual-stage HDD, a small secondary actuator (e.g. PZT
suspension-based microactuator, or PZT microactuator for short) is appended pig-
gyback on the VCM for fine positioning. As the effective stroke range of the PZT
microactuator is limited, it is easily saturated which leads to instability of the
dual-stage servo system if unconsidered [34]. Also, the electrical and mechanical
characteristics of the PZT element is still not well developed and understood. The
stiffness of the suspension remains an issue, hence unlike optical drives where dual-
stage actuation is introduced with much celebrated success, secondary actuation is
still not implemented into current magnetic HDDs. PES remains as the only avail-
able information for feedback control when there are now two distinct actuators to
be controlled.
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On adding sensors for active control in HDDs, Huang et al. [44] used rotational
accelerometers to damp the VCM butterfly mode in a single-stage HDD, Li et
al. [65] split the two PZT strips in a PZT-actuated suspension and use one strip
of PZT element as actuator and the other as sensor for active vibration control
in a dual-stage HDD. While Lee et al. [59] used the PZT elements in the entire
compound actuator solely as a position sensor.
In this chapter, SSA employing the PZT element as a secondary actuator,
and displacement sensor is explored simultaneously. This idea was first brought
to HDD industry by Sasaki in 1999, but since then no results were documented
till recently where [128] and [86] appeared simultaneously. Yamada et al. in [128]
used the strain and strain rate information from SSA for active vibration con-
trol of the PZT microactuator using PPF (Positive Position Feedback) and SRF
(Strain Rate Feedback), respectively. Pang et al. however, focused on the SNR
issues in using the PZT microactuator with SSA and used the PZT microactua-
tor’s displacement information for AMD of the PZT microactuator for dual-stage
sensitivity optimization.
With the natural collocation of the actuator and sensor, we propose a simple
and robust AMD controller for the PZT microactuator. Together with PES, the
PZT microactuator’s displacement information is used to decouple the dual-stage
servo system into two loops for track-following controller design and individual
sensitivity optimization.
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7.2 Dual-Stage Servo Systems
The main classifications of HDD dual-stage servo systems in ascending order of
size are (i) the head-based: where the microactuator is attached between the slider
and the R/W head; (ii) the slider-based: where the microactuator is inserted be-
tween the suspension and the slider; and (iii) the suspension-based: where the
microactuator is placed between the arm of VCM and the suspension. Depending
on the location in which the microactuator is placed, the control topology and de-
sign for a dual-stage HDD differs. The slider- and head-based microactuators are
manufactured by the MEMS technology, and are hence known as MEMS microac-
tuators. In our discussions and experiments, we are using the suspension-based
microactuators actuated by PZT elements, or PZT microactuators for short.
Among the many dual-stage control designs described in the previous chap-
ter, the modified DMS dual-stage control structure with saturation as shown in
Figure 7.1 is considered here for its simplicity and effectiveness in dealing with
microactuator saturation issues [34]. Similar to the conventional DMS dual-stage
control structure, the VCM is driven by its decoupled loop error signal eV as can
be seen from Figure 7.1. If G∗M produces a good estimation y
∗
M such that y
∗
M ≈ yM ,
we can obtain decoupling of the two actuator loops. This enables individual loop
control and sensitivity optimization for better disturbance rejection capabilities.
Because of the limited displacement range of the microactuator, the control
efforts for the two actuators should be distributed properly when designing respec-
tive controllers to prevent saturation of the microactuator. An effective dual-stage
loop should adhere to the guidelines given in [50] so that the actuators will not
conflict with each other’s control authority, causing negative interferences.
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Figure 7.1: Modified decoupled master-slave configuration with PZT microactuator
saturation considerations [34].
In this chapter, we propose an SSA-DMS dual-stage control topology as shown
in Figure 7.2. Unlike the conventional DMS structure where only PES is used, this
proposed SSA-DMS control topology uses PES and the estimated PZT microactu-
ator’s displacement y∗M obtained from SSA for feedback control. The digital inverse
of displacement estimation circuit H−1B (z) replaces the off-line estimator G
∗
M in the
conventional DMS configuration to obtain a real time estimated y∗M for actively
decoupling the dual-stage loop so that controller designs and sensitivity optimiza-
tion for the VCM and the PZT microactuator can be carried out independently.
Further, y∗M is also used in the AMD controller CD to damp the PZT microactu-
ator suspension’s torsion modes and sway mode in the inner loop compensation,
which was previously impossible if y∗M arising from the displacement estimation
circuit HB using SSA was unavailable. The details on design of CV , H
−1
B , CD
and CM are presented in future sections.
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Figure 7.2: Proposed SSA-DMS dual-stage control topology.
7.3 Online Estimation of PZT Micro-actuator’s
Displacement
In this section, we shall detail the procedure in obtaining an online estimation
of PZT microactuator’s displacement y∗M . The SNR and resolution of the esti-
mated y∗M will also be compared to the measured yM from the LDV.
7.3.1 Self-Sensing Actuation (SSA)
For our experiments, we establish the SSA circuit shown previously in Figure ?? to
estimate a real time PZT microactuator’s displacement y∗M . A differential amplifier
setup consisting of the HP1142A differential probe control (with power module)
and Bru¨el and Kjær voltage amplifier for low noise and high gain amplification is
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used. The frequency response of the differential amplifier setup with a gain of 10
is shown in Figure 7.3.


























Figure 7.3: Frequency response of differential amplifier setup consisting of
HP1142A differential probe control and Bru¨el and Kjær voltage amplifier.
It should be noted that any high-speed, low-noise instrumentation amplifiers
(e.g. AD524 from Analog Devices) can be used. The differential amplifier setup
has constant gain with little phase distortion from 100 Hz to 10 kHz.
7.3.2 Identification of Displacement Estimation Circuit
The PZT microactuator displacement estimation circuit HB consists of the PZT
micro-ctuator/sensor and the differential amplifier setup. As vM (hence vs) arises




the VCM stationary, we connect yM measured from the LDV to channel 1 and vs
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from the differential amplifier setup output to channel 2 of the DSA. The frequency




























Figure 7.4: Frequency response of displacement estimation circuit HB.
To identify HB(s), the following sixth order transfer function is used
HB(s) = KB
ω21
s2 + 2ζ1ω1s+ ω21
ω22




s2 + 2ζ3ω3s+ ω23
(7.1)
The values of KB, ζi, ωi and τ for i = 1, 2 and 3 are shown in Table 7.1.
7.3.3 Performance Analysis
A digital inverse of HB(s), H
−1
B (z), is constructed at a sampling frequency fs
of 100 kHz to provide an estimate of the PZT microactuator displacement y∗M .
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τ 2pi × 103


























and 1 ≤ β < 1.2 is chosen usually so that the H−1B (s) is realizable.
The poles are chosen near the Nyquist frequency fs
2
to maximize the dynamic range
of H−1B . A saturation function is also included to mimic the saturation of the PZT
microactuator.
While a sixth order transfer function is computationally intensive, it is still
more efficient than the eight order estimator G∗M (digital PZT microactuator model
as shown in Figure 7.10) used in conventional DMS control structures. With the
inverse dynamics available, vs is channelled into the digital inverse H
−1
B (z) so that
its output y∗M estimates the PZT microactuator’s displacement yM measured us-
ing the LDV. This allows us to evaluate the effectiveness of PZT microactuator




For brevity but without loss of generality, the performance of the sensor circuit
is examined with sinusoids of frequencies at 10 kHz and 30 kHz for illustration
purposes. This is done by making the VCM stationary and exciting the PZT mi-
croactuator with uM = 10 sin(2pi10 × 103t) V and uM = 10 sin(2pi30 × 103t) V,
respectively. The time responses of the measured PZT microactuator’s displace-
ment yM using a LDV and the estimated displacement y
∗
M from the digital in-
verse H−1B (z) are shown below in Figures 7.5 and 7.6.
The phase difference between the two signals is due to phase loss during sam-
pling and imperfect modelling of HB. However, this phase difference is small as
can be seen from the frequency response of measured PZT microactuator’s dis-
placement from LDV yM to estimated PZT microactuator’s displacement y
∗
M to be
shown in the next subsection, and is negligible as can be seen from the experimental
results which will be presented in future sections.
If we reduce the source level of control signal uM further, it can be seen from
Figures 7.7 and 7.8 below that the estimated PZT microactuator’s displacement y∗M
still resembles yM measured from the LDV well with high SNR at nanometer
resolution and accuracy even when the PZT microactuator is actuating at ±5 nm
and ±10 nm in radial directions.
The measured yM from the LDV becomes distorted when the PZT microac-
tuator is actuating at about ±5 nm in radial directions as shown in Figure 7.8.
However, the PZT SNR is low only when the PZT microactuator is actuated to
less than 2 nm (not shown) which makes the displacement estimation circuit HB
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Figure 7.5: Time responses with uM = 10 sin(2pi10×103t) V. Top: PZT microactu-
ator’s displacement yM measured from LDV with resolution of 0.5 µm/V. Bottom:
Estimated PZT microactuator’s displacement y∗M from digital bridge circuit in-
verse H−1B (z). The PZT microactuator is actuating at about ±37.5 nm in radial
directions.
comparable to that measurements from the LDV in nanometer resolution.
Correlation Analysis
By setting the peak-to-peak level of uM to 2 V corresponding to the PZT mi-
croactuator actuating at about ±8 nm in radial directions, the frequency response
of measured PZT microactuator’s displacement from LDV yM to estimated PZT
microactuator’s displacement y∗M is shown in Figure 7.9.
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Figure 7.6: Time responses with uM = 10 sin(2pi30×103t) V. Top: PZT microactu-
ator’s displacement yM measured from LDV with resolution of 0.5 µm/V. Bottom:
Estimated PZT microactuator’s displacement y∗M from digital bridge circuit in-
verse H−1B (z). The PZT microactuator is actuating at about ±37.5 nm in radial
directions.
It can be seen from Figure 7.9 that the estimated PZT microactuator’s dis-
placement y∗M correlates well with measured PZT microactuator’s displacement
from LDV yM from about 300 Hz onwards even at small displacements of ±8 nm.
This makes the displacement estimation circuit HB effective only in the higher fre-
quencies, which is tolerable as low frequency error rejection is mainly done by the
VCM. The high frequency accuracy is also essential for effective inner loop compen-
sation via AMD control to actively damp the high frequency PZT microactuator’s
torsion and sway modes to be discussed in future sections.
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Figure 7.7: Time responses with uM = 2.5 sin(2pi30 × 103t) V. Top: PZT mi-
croactuator’s displacement yM measured from LDV with resolution of 0.5 µm/V.
Bottom: Estimated PZT microactuator’s displacement y∗M from digital bridge cir-
cuit inverse H−1B (z). The PZT microactuator is actuating at about ±10 nm in
radial directions.
7.4 SSA-DMS Dual-Stage Controller Design
With the measured PES and online estimated PZTmicroactuator’s displacement y∗M ,
we can proceed to design the SSA-DMS dual-stage track-following and AMD con-
trollers in Figure 7.2. The designs of the VCM controller CV and the PZT mi-
croactuator controller CM are discussed in Sections 7.4.1 and 7.4.3, respectively.
The AMD controller design using y∗M is discussed in Section 7.4.2.
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Figure 7.8: Time responses with uM = 1.2 sin(2pi30 × 103t) V. Top: PZT mi-
croactuator’s displacement yM measured from LDV with resolution of 0.5 µm/V.
Bottom: Estimated PZT microactuator’s displacement y∗M from digital bridge cir-
cuit inverse H−1B (z). The PZT microactuator is actuating at about ±5 nm in radial
directions.
7.4.1 VCM Controller
Suppose the dominant VCM resonant modes are compensated by notch filters
and the compensated model can be approximated by a double integrator in the
frequencies of interest. A lag-lead compensator recommended in [34] is used as the
VCM controller. This design methodology uses the lag portion of the controller
to increase the low frequency gain for low frequency disturbance rejection and
tracking accuracy. The lead portion of the controller increases phase margin to
ensure stability during crossover region. This design also requires the servo designer


























Figure 7.9: Frequency response of measured PZT microactuator’s displacement
from LDV yM to estimated PZT microactuator’s displacement y
∗
M . The PZT
microactuator is set to actuate at about ±8 nm in radial directions.
modification is made and the controller takes the following form [95]








with 5 < α < 10 used typically. KV can be calculated by setting the VCM path
gain crossover frequency at fV with |CV (j2pifV )GV (j2pifV )| = 1.
7.4.2 Active Mode Damping (AMD) Controller
In conventional HDDs, non-collocation of actuators (VCM) and sensor (R/W head)
exists. However with SSA, the collocation of PZT microactuator and PZT microac-
tuator’s displacement sensor issue is nearly achieved. The estimated PZT microac-
tuator’s displacement y∗M can be used for many control methodologies, e.g. DISO
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(Dual-Input Single-Output) robust control synthesis. In this section, we present
a robust AMD controller design for damping the PZT microactuator suspension’s
torsion modes and sway modes.
The PZT microactuator behaves like a pure gain in low frequencies coupled
with a number of resonant poles and anti-resonant zeros at high frequencies as can































Figure 7.10: Frequency response of PZT microactuator.
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The identified model GM(s) is
GM(s) = 0.9875
s2 + 2(0.01)(2pi5× 103)s+ (2pi5× 103)2
s2 + 2(0.05)(2pi4.41× 103)s+ (2pi4.41× 103)2 · · ·
× s
2 + 2(0.01)(2pi7.1× 103)s+ (2pi7.1× 103)2
s2 + 2(0.01)(2pi6.62× 103)s+ (2pi6.62× 103)2 · · ·
×s
2 + 2(0.03)(2pi17.3× 103)s+ (2pi17.3× 103)2
s2 + 2(0.07)(2pi11× 103)s+ (2pi11× 103)2 · · ·
× (2pi20.8× 10
3)2
s2 + 2(0.001)(2pi20.8× 103)s+ (2pi20.8× 103)2
(7.4)
The PZTmicroactuator suspension has identified torsion modes at 4.31 kHz and 6.52 kHz
and sway mode 21.08 kHz.













to increase the damping ratios (hence smaller amplitudes) of the PZT microactu-
ator suspension’s torsion modes and sway mode. KD,i is set to εi in most cases.
εi and κi are tuning parameters. 1 < εi ≤ P is chosen usually for robustness
against natural frequency variations P %, where P < 3 for most physical sys-
tems. 5 < κi < 15 is then chosen to determine the amount of phase lift required
to stabilize the resonance mode at the natural frequency ωn,i. The overall AMD





where N = 3 in this case.
Phase lead compensators are sometimes added to reduce the phase loss intro-
duced by the AMD controllers and to increase the gain of the PZT microactuator’s
displacement for high frequency mode detection. CD is general case of traditional
PPF vibration controller [25] with additional minimum phase zeros. The zeros
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prevent causality issues in PPF arrangements and improves the robust stability
margin of the closed-loop system as will be illustrated later. The proposed AMD
controller in essence increases the gain of each resonant mode but stabilizes the PZT
microactuator loop using a phase lead from the zeros at
ωn,i
εi
, which is a common
result when using optimal control methods such as H∞ loop shaping techniques.
Assuming the PZT microactuator GM has resonant modes at natural frequen-
cies ωn,i, with the AMD controller CD in the feedback path as shown in Figure 7.2.







if the closed-loop system is stable. The gains of the modes are suppressed by the
AMD controller at the frequencies ωn,i of the resonant modes effectively by a factor
of 1|CD(jωn,i)| ∣∣∣∣yM(jωn,i)uM(jωn,i)






if |CD(jωn,i)GM(jωn,i)| >> 1.
The simulated frequency responses of AMD controller CD(s) and the open loop
transfer function CD(s)GM(s) is shown in Figure 7.11. With CD(s) in the feedback
path as shown in Figure 7.2 and Equation (7.7), the loop is closed to damp the
PZT microactuator suspension’s torsion modes and sway mode. Figure 7.12 shows
that the PZT microactuator suspension’s torsion modes at 4.31 kHz and 6.52 kHz
as well as sway mode at 21.08 kHz are all damped by the AMD controller CD.
The oscillations causing deviation of the R/W head from the track center during
































Figure 7.11: Simulated frequency responses of PZT microactuator with AMD.
However from Figure 7.12, it can also be seen that the proposed AMD con-
troller CD(s) is more effective in suppressing the sway mode of the PZT microac-
tuator at 21.08 kHz (> 30 dB) than the torsion modes at 4.31 kHz and 6.52 kHz
(≈ 5 dB). This is apparent as the estimated PZT microactuator’s displacement y∗M
from the displacement estimation circuit HB is only effective in measuring in-plane
components (making in-plane sway modes controllable) of the PZT microactuator
and not the torsion modes (out-of plane weakly controllable modes). The PZT
microactuator’s displacement estimation circuit HB is a scalar signal and hence
the control effectiveness of the system is reduced due to more DOFs (Degrees-Of-
Freedom) in the PZT microactuator’s suspension than control inputs.
The simulated step responses of the PZT microactuator with and without



























Without proposed AMD controller
With proposed AMD controller
Figure 7.12: Experimental frequency responses of PZT microactuator.
function of the step response with AMD controller yAMD(s) is given by
yAMD(s) =
1260897508.4794
s(s2 + 7380s+ 3.808× 108)
(s+ 3.142× 105)2
s2 + 1148s+ 9.809× 108 · · ·
× s
2 + 5542s+ 7.678× 108)
(s2 + 2.51× 104s+ 1.468× 109)
s2 + 314.2s+ 9.87× 108
s2 + 539.3s+ 1.958× 109 · · ·
× s
2 + 8319s+ 1.73× 109
s2 + 4.074× 104s+ 6.199× 109 · · ·
× s
2 + 446.1s+ 1.99× 109
s2 + 5.717× 105s+ 8.846× 1010 · · ·
× s
2 + 3261s+ 1.182× 1010
s2 + 1.208× 104s+ 1.232× 1010 · · ·
×s
2 + 2.614× 104s+ 1.708× 1010
s2 + 1.644× 104s+ 4.248× 1010 (7.9)
7.4.3 PZT Micro-Actuator Controller
With the main resonant modes of the PZT microactuator dampened, we proceed
to identify the mathematical model of the PZT microactuator with AMD control.
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Figure 7.13: Simulated step responses of PZT microactuator with and without
AMD.
In this section, a track-following controller CM(s) is designed for this identified
model.
Let the transfer function of the PZTmicroactuator with AMD control from uM(s)
to yM(s) be G
C
M(s) where the superscript C indicates the presence of AMD con-
troller. Using a second order model, we identify GCM as
GCM(s) = 0.25
(2pi9× 103)2
s2 + 2(0.04)(2pi9× 103)s+ (2pi9× 103)2 (7.10)
The frequency responses from experiment and mathematical model are plotted
in Figure 7.14. A low order model is used for identifying GCM , which suffices as the
gain stabilization of the PZT microactuator loop is used and the amplitudes of the


































Figure 7.14: Identified model of PZT microactuator with AMD control.









is used to control GCM . fM is the gain crossover frequency of the open loop PZT
microactuator path and β is a tuning parameter for intended disturbance atten-
uation. 1 < β ≤ 1.2 is used typically, and KM can be found with the rela-
tion |CM(j2pifM)GM(j2pifM)| = 1.
The PZT microactuator controller CM is in essence a double integrator in
series with a lead compensator. The lead compensator is added to improve phase
margin at the gain crossover frequency and hence closed-loop stability in the PZT
microactuator loop. Integrators are placed to ensure steady-state accuracy in the
PZT microactuator loop required for fast tracking and error rejection. Also, the
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integrators are essential to test the effectiveness of the bridge circuit in estimating
the PZT microactuator’s displacement, and at the same time filter the high fre-
quency noise in the displacement estimation circuit HB. β can be used to tune the
damping ratio of the closed-loop system. For implementation purposes, a slight








where σ is chosen to be σ < 100. This practical modification prevents a large
low frequency gain which saturates the PZT microactuator and causes integrator
windup.
7.5 System Evaluation
In this section, we investigate the robustness of the proposed AMD controller CD(s).
The performance of the proposed dual-stage control topology, sensitivity transfer
functions of the VCM loop, PZT microactuator loop and dual-stage loop are pre-
sented. The 3σ PES of using the different control schemes are also be compared.
7.5.1 Robustness Analysis
To illustrate the robustness of the proposed AMD controller CD, we carry out
simulations with ±10% shift in natural frequencies of the modes in the PZT mi-
croactuator as shown in Figure 7.15.
The corresponding closed-loop transfer functions and step responses are shown
in with the same designed AMD controller CD(s) are shown in Figure 7.16 and Fig-































+10% shift in natural frequencies
−10% shift in natural frequencies
Figure 7.15: Frequency responses of PZT microactuator with ±10% shift in natural
frequencies.
controller CD is robust to resonant frequencies shifts up to ±10% using phase sta-
bilization, hence avoiding the use of notch filters required for attenuating the gain
of the modes. This method avoids the use of digital notch filters to attenuate the
gain of the resonance modes as they are sensitive to transients of residual vibra-
tions [112] and not robust to parametric variations. Shifts in natural frequencies
often results in mode splitting and spill-over phenomena which compromises the
































+10% shift in natural frequencies
−10% shift in natural frequencies
Figure 7.16: PZT microactuator’s inner closed-loop transfer functions.
7.5.2 Decoupling Analysis
Referring to the SSA-DMS dual-stage control topology in Figure 7.2, the following
equations hold:
LD = (1 + CMGM)CVGV + CMGM (7.13)
SD =
1
(1 + CMGM)(1 + CVGV )
= SMSV (7.14)
TD =
(1 + CMGM)CVGV + CMGM
(1 + CMGM)(1 + CVGV )
(7.15)
where LD, SD and TD are the dual-stage open loop, sensitivity, and complementary
sensitivity transfer functions, respectively. SV and SM are the sensitivity transfer
functions of the VCM path and PZT microactuator path, respectively.
The sensitivity transfer function of the dual-stage servo system SD is the
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+10% shift in natural frequencies
−10% shift in natural frequencies
Figure 7.17: Simulated step responses of PZT microactuator with ±10% shift in
natural frequencies.
product of the sensitivities of the VCM path and PZT microactuator path. As
such, these sensitivity transfer functions are a measure of the extent of decoupling
between the VCM path and PZT microactuator path.
For our design and experiment, we set fM to be about 3 kHz. This high
gain crossover frequency—translating directly into a high dual-stage open loop
gain crossover frequency—is normally not achievable without AMD control, as
the first dominant resonant mode of the PZT suspension-based microactuator is
usually at 5–10 kHz. As no notch filters are used, two integrators are used for a
high gain reduction rate of about -40 dB/dec after gain crossover frequency fM
for closed-loop stability by keeping loop gain less than unity. The integrators are
also important in sensitivity optimization via loop shaping of the dual-stage open
loop transfer function. The high roll-off rate after fM causes the dual-stage open
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loop in the Nyquist plot to avoid the unit circle centered at −1 + j0, a region
where feedback increases the sensitivity rather than decreases it. The simulated
sensitivity transfer functions of the VCM loop SV , PZT loop SM , dual-stage loop

























Figure 7.18: Simulated sensitivity transfer functions of different control schemes.
The experimental sensitivity transfer functions SV , SM and SD are shown
in Figure 7.19. It can be seen from the sensitivity transfer functions that in-
deed SD = SV SM . However due to the high gain feedback from the SSA loop,
the low frequency gain of the PZT microactuator in CM is decreased to prevent
saturation of the PZT microactuator. The estimated PZT microactuator’s dis-
placement y∗M decouples the VCM path and PZT microactuator path into two
distinct loops for individual path’s sensitivity optimization. This method of using
the real time PZT microactuator’s displacement estimation y∗M is far more accu-
rate and robust to parameter as well as environmental variations. SD is shaped
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Figure 7.19: Experimental sensitivity transfer functions using proposed SSA-DMS
dual-stage control topology.
independently such that the lag portion of the VCM controller CV is used for low
frequency disturbance rejection capabilities and tracking performance while the
AMD controller CD and integrators in the PZT microactuator controller CM are
used to ensure a low sensitivity in the high frequency sensitivity after crossover fre-
quency. The low sensitivity hump retains good disturbance rejection capabilities
and avoids amplification of output disturbances at higher frequencies [95].
7.5.3 PES Test
For simulation purposes, additive zero mean white noise with variance of 0.01 is
added to the PZT microactuator’s displacement to mimic sensing noise in the PZT
elements. The 3σ PES of different control schemes used in the PZT microactuator
loop for a dual-stage HDD is shown in Figure 7.20, using vibration and noise models
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by Du et al. in [18].
Figure 7.20: Comparison of 3σ PES with different control schemes.
The conventional DMS scheme uses digital notch filters to attenuate the gain
of the resonant modes in the PZT microactuator as depicted in Figure 7.1. In the
SSA-DMS scheme, digital notch filters together with CD = 0 are used as shown in
Figure 7.2. The main difference between conventional and SSA-DMS schemes is
that it is SSA-DMS is able to pick up real time PZT microactuator’s displacement
while the conventional DMS scheme relies on an off-line estimator to estimate the
displacement. The SSA-DMS with AMD control topology includes the proposed
AMD controller CD to damp the PZT microactuator’s torsion modes and sway
modes.
It can be seen that AMD control is robust for ±10% shifts in frequencies of
the resonant modes ωR. When SSA-DMS and AMD are employed simultaneously,
better servo positioning and disturbance rejection capabilities are achieved with a
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reduction of up to 20% in 3σ PES.
7.6 Summary
In this chapter, SSA (Self-Sensing Actuation) is used to construct a cheap and collo-
cated PZT microactuator’s displacement sensor with nanoposition resolution. The
proposed displacement estimation circuit HB estimates the PZT microactuator’s
displacement yM with high correlation and high SNR without compromising the
effective actuation of the PZT microactuator. y∗M is used to design a robust AMD
controller to actively damp the PZT microactuator suspension’s torsion modes
and sway mode, as well as decouple the dual-stage loop. Experimental results
show attenuation of PZT microactuator’s suspension modes by 5 dB and sway
mode by 30 dB with low sensitivity. A reduction of up to 20% in 3σ PES is also
observed. Also, the proposed dual-stage servo loop is effectively decoupled, and
sensitivities in the VCM path and PZT microactuator path can be optimized in-
dividually to obtain a low sensitivity hump servo system. An improvement of 3σ
PES by up to 20% is also observed when both SSA and AMD control is employed
simultaneously.
With the successful implementation of SSA in piezoelectric actuators, a CSSA
(Capacitive SSA) is proposed for a micro X-Y stage fabricated in DSI (Data Storage
Institute) envisaged for usage in future probe-based storage systems in the following
chapter. A robust decoupling control scheme based on open loop H∞ loop shaping
controller synthesis [28] is designed for the micro X-Y stage for high bandwidth




and Robust Decoupling Control
of MEMS Micro X-Y Stage
To tackle the superparamagnetic effect in conventional magnetic data storage,
MEMS-based scanning-probe based storage systems have been proposed [21]. In
this chapter, a micro X-Y stage with 6 mm × 6 mm recording media platform
actuated by capacitive comb drives is designed and fabricated in DSI. The proto-
type of the micro X-Y stage is fabricated by micromachining techniques with the
integration of the 40 nm thickness PMMA (PolyMethyl-MethAcrylate) recording
media and FEA (Finite Element Analysis) of the proposed platform shows that
the first two modes of the micro X-Y stage are in plane modes at 440 Hz. The
displacement of the media platform can achieve 20 µm with the driving voltage
of 55 V. A CSSA (Capacitive Self-Sensing Actuation) circuit and robust decoupling
control scheme is proposed and presented.
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8.1 Background
Portable consumer electronics such as MP3 players, digital cameras, video recorders
and cell phones etc. require high-density data storage devices with smaller sizes
and form factors. As such, traditional data storage devices such as magnetic hard
disk drives, semiconductor memories (e.g. compact-flash and smart-media) have
limited volumetric densities and storage capacities. However with MEMS as an
enabling technology, it is very promising to develop small micro-fabricated motors
and actuators to replace spinning disks in a new type of low-cost high-capacity
storage device such as MEMS-based probe storage devices [21][116][115][96]. Con-
ventionally, thermal sensors are embedded to detect the tip position for PID and
LQG servo control.
Several studies have been reported on probe storage devices using a combina-
tion of a micro X-Y stage and a micro-probe array. Choi et al. in [14] fabricated
an electromagnetic micro X-Y stage to drive recording media. Bonding and assem-
bling processes are required since the permanent magnets must be fitted into the
proper position to align with the micro-coils. Kim et al. in [51] described the pro-
cess of integrating a micro X-Y stage using silicon on glass substrate. Although the
scanning range is as large as 50 mm, the center moving platform for the recording
media is only less than 20% of the total stage area. Alfaro et al. presented a micro
media actuator for position the recording media in X-Y directions in [3]. Silicon
wafer double-side etching and wafer-to-wafer bonding processes are proposed for
device fabrication.
In this chapter, a novel design of the micro X-Y stage with large movable
media coated platform of dimensions 6 mm × 6 mm is presented for nanoposi-
tioning. The recording media area is 36% of the total stage area. The fabrication
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process, including the integration of PMMA (PolyMethyl-MethAcrylate) recording
media, is detailed and the prototype of the device is fabricated by micromachining
techniques. The proposed CSSA circuit shown in the previous chapter is verified
with experimental results and a robust decoupling control scheme based on open
loop H∞ shaping [28] is designed.
8.2 MEMS Micro X-Y Stage
The layout design of the micro X-Y stage is shown in Figure 8.1. It consists of
Figure 8.1: Simplified layout of a micro X-Y stage with 6 × 6 mm2 recording
media.
a movable media platform, comb-drive actuators, X and Y suspensions, springs
and stationary parts. The media platform is connected to the suspensions via
supporting beams, and the suspensions are connected to the anchors through the
folded springs. All anchors are fixed on the SOI (Silicon-On-Insulator) substrate
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with which the suspensions are electrically isolated from the stationary parts. Such
kind of suspension design provides not only larger media area but also small me-
chanical cross-talk coupling issues [60], which are critical concerns for nano-scale
bit size and spacing, for high storage capacity in smaller-form-factor probe storage
device. Four sets of comb-drive actuators are used to drive the media platform
moving in X and Y directions. In each actuator, comb-drive interdigital capaci-
tance electrodes, attached to the arms of the suspensions and stationary parts, are
used to generate electrostatic actuation.





where ε is the permittivity of air, h is the height of the structure, n is the number
of the electrode pairs, V is the driving voltage, and g is the gap width of the
comb-drive fingers. The detail parameters of the micro X-Y stage is shown below
in Table 8.1.
Table 8.1: Design parameters of micro X-Y stage
Over size 1 cm × 1 cm
Finger width 4 µm
Finger gap 3 µm
Comb-finger pairs 1920
Spring width 8 µm
Height of spring/finger 60 µm
Spring length 1 mm
Media platform 6 mm × 6 mm
When a 55 V voltage is applied to one set of comb-drive actuators, the overall
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electrostatic forces are calculated as 1 mN. Applying the electrostatic forces to the
comb fingers for the X-axis actuation and running the static analysis in ANSYS,
the displacement of the micro X-Y stage is determined, which is shown below in
Figure 8.2. The displacement of the media platform in X-axis is achieved 20 µm. At
Figure 8.2: Displacement 20 µm of the recording media in X-axis under the driving
voltage 55 V.
the same time, the displacement in Y-axis is 0.13 µm which is very small comparing
to the comb-drive gap 3 µm. As such, the displacement decouple ratio y
x
is 0.6%
at the driving voltage of 55 V.
8.2.1 Design and Simulation of Micro X-Y Stage
To investigate the dynamic performance of the micro X-Y stage, modal analysis
and harmonic analysis are carried out using ANSYS. Figure 8.3 shows the in plane
mode of the micro X-Y stage at the first and second resonant frequency of 440 Hz.
The frequency response of the media platform to an exciting force 1 mN in X-axis
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Figure 8.3: The first two resonant frequencies are at 440 Hz. The mode is an
in-plane sway mode.
is shown in Figure 8.4.
8.2.2 Prototype of the MEMS Micro X-Y Stage
An integrated fabrication procedure for micro X-Y stage and ultra-thin recoding
media layer is shown in Figure 8.5. The fabrication process starts from a SOI wafer.
Openings for releasing the large area media platform are etched until the buried
oxide layer from the SOI backside. An ultra-thin layer (PMMA), which is used as
recoding media in probe storage systems, is formed on the topside by the spin-coat
technique. The thickness of the PMMA film deposited is about 40 nm. A silicon
dioxide layer is then deposited by PECVD (Plasma Enhanced Chemical-Vapour-
Deposited) technique. The silicon dioxide layer is patterned as both protective
layer and PMMA patterning mask. After PMMA patterned by oxygen plasma,




























































Figure 8.4: Frequency response of the media platform to an exciting force 1 mN
in X-axis.
the patterned PMMA. After resist processing, the patterned photoresist AZ4620 is
used as a mask for X-Y stage etching process. Next, the X-Y stage structures, in-
cluding comb-drives, springs, beams and suspensions are patterned by DRIE (Deep
Reactive Ion Etching). The photoresist is removed by oxygen plasma. Finally, the
X-Y stage with the moveable exposed PMMA layer platform is fully released after
the silicon dioxide protective layer and SOI buried dioxide layer are removed by
BOE (Buffered Oxide Etching).
Figure 8.6 shows the partial view of the X-Y stage under SEM (Scanning
Electron Microscopy). The large area recoding media platform is released from
the SOI wafer substrate and suspended by 12 supporting beams. All the movable
parts are suspended by 8 pairs of folded springs. Details of the comb-drives and
the suspensions are shown in Figure 8.7. The finger width is 4 µm and the gap
is 3 µm. The length of the finger is 75 µm. The overlap of each pair of fingers
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Figure 8.5: Fabrication process flow.
Figure 8.6: Partial view of the X-Y stage under SEM.
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Figure 8.7: Details of comb-drives under SEM. Plan view of the fingers (top right).
is 30 µm.
Figure 8.8: “H” structures for protecting side wall of springs during DRIE etching
process.
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As shown in Figure 8.8, the “H” structures are fabricated to protect the side-
wall of the folded springs and supporting beams during DRIE etching since the
structure-area-density of the springs and beams is lower than other areas such as
suspensions or comb-drives. The undercut of the spring width and the beam width
is reduced and the designed width 8 µm is kept properly.
8.3 Capacitive Self-Sensing Actuation (CSSA)
Since the actuation of the MEMS micro X-Y stage is in the in-plane direction,
non-intrusive online measurements of axial displacements and velocities are not
possible even upon release of the MEMS micro X-Y stage from the wafer. As
such, oﬄine measurements from high speed cameras coupled with image processing
techniques are commonly used for frequency response measurements. Dissimilar
to the “Millipede” project where probe tips are integrated and thermal sensors
are used to detect the absolute position of the heated tips, a CSSA (Capacitive
Self-Sensing Actuation) scheme proposed earlier in Figure ?? is used here.
The main motivation of using the CSSA is to achieve actuation and sensor
capabilities simultaneously, similar to SSA in piezoelectric actuators. However as
mentioned earlier in Chapter 2, an external sinusoidal modulator signal is essential
to achieve high SNR capacitive sensing and to actuate the MEMS micro X-Y stage
for obtaining readback signal needed in PES demodulation.
For our experiments, capacitors in the pico Farad range and a sinusoidal modu-
lator signal of 5 kHz are used. The demodulator, low pass filter of corner frequency
at 10 kHz, and intrapolator in Equation (6.42) are implemented in a dSPACE sys-
tem at a sampling frequency of 400 kHz. The experimental results of proposed
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CSSA showing linearity of output DC voltage vDC and change in capacitance ∆C
with an identified relationship of
vDC = −0.07∆C − 0.11 (8.2)
and is shown in Figure 8.9 [63].


















Figure 8.9: Experimental results of proposed CSSA [63].
It can be seen from Figure 8.9 that the output DC voltage is linear with change
in capacitance which is in turn, is proportional to displacement of the MEMS micro
X-Y stage. The proposed CSSA scheme calibrated with the measurements from the
high speed cameras upon structural release can be used for absolute displacement
sensing in both axial X and Y directions. Together with written in PES, both
information will be used to track-seeking and track-following control.
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8.4 Robust Decoupling Controller Design
To ensure robustness against parametric uncertainties in the actual micro X-Y
stage during fabrication process and release, we exploit the “clean” high frequency
double integrator properties of MEMS actuators. TheH∞ loop shaping method for
MIMO controller design detailed in [28] will be modified and explored here. This
one step approach is used as the open loop bandwidth (gain crossover frequency)
is commonly used as a measurement of error rejection capabilities in data storage
systems. Also, the loop shape at gain crossover frequency fc of 4.5 kHz (about
10 times above the first in-plane sway mode of the micro X-Y stage at 440 Hz) can
be improved for better gain and phase margins.
Before we carry out robust stabilization of the micro X-Y stage with normal-
ized left coprime factorization, we shall cascade shaping filtersW1 andW2 to shape
the largest singular values into the shaped plant Gs as
Gs = W2GW1 (8.3)
For our application, W1 is chosen as an identity matrix to ease controller
synthesis and implementation. W2 is chosen as a notch filter to compensate for
the small damping and large gain at the resonant frequency at 440 Hz and a lead
compensator at fc for stability. A decoupler is also included to further reduce the
axial coupling for independent axial control. This shaping filter also prevents any
numerical stability while synthesizing the robust controller. As such, we obtainW2
as
W2 =
s2 + 2(0.0009)2pi440s+ (2pi440)2













where 5 < α < 10 used typically [87]. By setting |W2(j2pifc)Gxx(j2pifc)| = 1, Kc
is tuned to ensure maximum phase lead at desired fc. The frequency response of





























































Figure 8.10: Frequency response of W2(s).
Without CSSA, written in PES on the PMMA remains as the only position
information available for feedback control. Using the shaping filters designed, the
robust stabilization controller K is synthesized by solving the robust stabilization




Assume that the micro X-Y stage is perfectly decoupled by the decoupler
in W2(s). The controller design can now be carried out independently for each
axis with the diagonal and symmetrically shaped plant Gs(s). With A, B, C
and D as the system’s dynamics state-space matrix quadruple of the micro X-
Y stage’s identified mathematical model shown previously in Equation (2.5), the
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micro X-Y stage can be represented by a strictly proper system with no feedthrough









for a specified γ > γ∗ where γ∗ is the H∞-norm of Equation (8.5), is given
by [28][132]
Kx =
 A+BF + γ2(LT )−1ZCTC γ2(LT )−1ZCT
BTX 0
 (8.6)
where Gxs is the shaped micro X-Y stage in the X-axis and Mxs is the left coprime
factorization of Gxs. F and L are then given by
F = −BTX (8.7)
L = (1− γ2)I +XZ (8.8)
with Z and X being the unique positive definite solution to the following AREs
respectively
AZ + ZAT − ZCTCZ +BBT = 0 (8.9)
ATX +XA−XBBTX + CTC = 0 (8.10)
Obviously, Z and X can be obtained by performing Schur’s complements and
solving using LMI (Linear Matrix Inequalities) techniques. In the next section, the
controller is synthesized and simulation results are presented.
8.5 Simulation Results
1) Controller synthesis: On controller synthesis, a γ∗ = 1.4705 is obtained. By
choosing a γ > γ∗ = 2.0 which results in suboptimal H∞ controller, a 50% per-
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turbation of magnitude of coprime uncertainty can be tolerated before instability.
The frequency response of the synthesized Kx is shown below in Figure 8.11.


























Figure 8.11: Frequency response of Kx.
The synthesized Kx effectively reduces the low frequency gain and the gain
crossover frequency slightly, while increases roll off at high frequencies for robust





and Ky = Kx after decoupling control. The frequency response of K is shown in
Figure 8.12 below.
2) Frequency responses: The frequency responses of largest singular values in
shaped plant Gs and open loop transfer function KGs are plotted in Figure 8.13.






























































Figure 8.12: Frequency response of K.
slope is observed near the crossover frequency fc translating into larger stability
margins.
The block diagram for digital control of micro X-Y stage in both axes is shown
in Figure 8.14. The two-input-two-output control K(z) is obtained by discretizing
the K(s) at sampling frequency of 400 kHz with bilinear transformation.
3) Time responses: For fast user data access, the overshoot of the micro X-Y
stage during seek operations should be kept to a minimum. As such, a nonlinear
saturator is added to K(z) to ensure that the control signal does not exceed the
maximum allowable voltage of 55 V. K(z) must also be able to decouple the micro
X-Y stage such that the interaction in the main axes is kept to a minimum. The
step response of the micro X-Y stage with 20 µm for 2 ms followed by 14 µm in
the X-axis is shown below in Figure 8.15.
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Figure 8.13: Plots of largest singular values.
Figure 8.14: Block diagram for digital control of micro X-Y stage.
The step response of the micro X-Y stage with 14 µm at 1 ms for 2 ms followed
by 6 µm in the Y-axis is on the same figure. It can be seen that the actuation in
both axes is decoupled and the interactions in both axes are in orders magnitudes
of 10−12 m.
The corresponding control signals are shown below in Figure 8.16. The large
span seek operations with little overshoot are achieved within the control signal
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Figure 8.15: Step responses.
limitations.







































Figure 8.16: Control signals.
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4) Robustness analysis: Most MEMS actuators demonstrate double integrator
properties at high frequencies with little uncertainties. As such, only the largest
singular value of G is perturbed with ±50% to demonstrate the robustness of
the digital controller K(z). The step responses are simulated with the reference
sequences rx and ry again and are shown in Figure 8.17. The closed-loop digital







































Figure 8.17: Step responses for perturbed system.
control system is robustly stable with the controller K. In future, the CSSA
interface will be integrated to verify the proposed controller with the micro X-Y
stage on the same wafer to eliminate the noises.
8.6 Summary
In this chapter, a novel design of the MEMS micro X-Y stage with 6 mm × 6 mm
recording media platform is presented and proposed to integrate 40 nm PMMA
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film (recording media). The displacement of the media platform is 20 µm with the
driving voltage of 55 V and a CSSA (Capacitive Self-Sensing Actuation) scheme
is detailed with experimental results. With the first two resonant in plane modes
of the MEMS micro X-Y stage at 440 Hz, a robust decoupling controller scheme is
proposed. Simulation results show that the digital servo MIMO system has strong
error and vibration rejection capabilities.
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Chapter 9
Conclusion and Future Work
The trend of increasing storage capacities for ultra-high data density mobile data
storage devices demands strong disturbance rejection capabilities. This dissertation
focuses on developing control technologies with extraneous sensors and multi- or
self-sensing solutions in future storage servo systems for ultra-strong disturbance
suppression in next generation of high performance data storage devices.
The main findings and results presented in this dissertation are :
1. Composing an OICA (Online Iterative Control Algorithm) with and without
extraneous sensors to minimize the square of H2-norm from NRRO distur-
bances to true PES using experimental gradient estimates, without prior
knowledge of the dominant input and output disturbances spectra. The
TMR budget is optimized on a PZT-actuated spinstand servo system with
baseline NRRO suppression and an reduction of 22% in 3σ NRRO without
solving AREs and LMIs.
2. Designing a practical add-on DDO (Disturbance Decoupling Observer) and
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DDOS (DDO with extraneous Sensor) parameterized by a single ε using SPT
(Singular Perturbation Theory) to strengthen the disturbance rejection per-
formances in sampled-data servo systems. The DDOs are capable of rejecting
the dominant input and output disturbances simultaneously, with possible
attenuation of noise using the DDOS. An experimental setup with a PZT-
actuated suspension mimicking today high end drives shows an improvement
in 3σ PES of up to 69.2%.
3. Advancing on the SPT to decompose a general LTI mechanical system with
rigid and flexible body modes into slow and fast subsystems for active vibra-
tion control. Experimental results show effective suppression of the VCM’s as
well as PZT active suspension’s flexible modes and an improvement of 39.9%
of 3σ PES during track-following in a single stage HDD with PZT active
suspension as sensor and fast observer is observed.
4. Constructing a PZT microactuator’s displacement sensor with SSA to enable
inner loop compensation and direct design as depicted in SPT. Experimental
results show a high correlation, high SNR measurement up to nanometer res-
olution superior than that of the LDV. A robust AMD (Active Mode Damp-
ing) controller is then designed to actively damp the PZT micro-actuator’s
sway and torsion modes as well as decouple the dual-stage loop for individual
loop control and sensitivity optimization. A low sensitivity servo system with
improvement of up to 20% in 3σ PES is observed.
5. Proposing a CSSA (Capacitive SSA) and robust decoupling controller for
the fabricated MEMS micro X-Y stage with integrated recording media used
for probe-based storage servo system demonstration. The minimal uncer-
tainty feature at high frequencies of MEMS devices is exploited to design a
high bandwidth servo system with strong disturbance and vibration rejection
199
capabilities.
Future storage systems must be mobile, coupled with ultra high storage den-
sities with ultra fast access times. As such, excellent disturbance rejection ca-
pabilities enabled with high SNR and resolution sensors for ultra precise servo
positioning will be essential. In view of the results obtained, the following work
should be emphasized in future research:
1. Sensor collocation on sensitivity limitations in dual-stage HDDs:
For the PZT micro-actuator in dual-stage HDDs as shown below in Fig-
ure 9.1, a study of the non-collocation of the sensor, spillover phenomenon
using active control and disturbance sources will be analyzed. Theoretical
developments on relationships between sensor collocation, Discrete Bode’s
Integral Theorem and robust active vibration control will be studied upon.
The disturbances w(k) (due to windage mainly) occur at length x from a
Figure 9.1: Input and output signals of PZT micro-actuator.
PZT micro-actuator of length l and the control input u(k) is injected by the
PZT elements at the base of the actuator. The only available signal is mea-
sured PES y(k), which is a contaminated version of the true PES z(k) and is
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measured at the tip of the PZT microactuator. The moments from w(k) and
its effects on z(k) can only be compensated by u(k) at the base. As such,
the R/W head and PZT elements are a non-collocated actuator and sensor















G˜zw(z) = Sp(z)S(z) (9.4)
and G˜zw(z) is the closed-loop transfer function from disturbance w(k) from
windage on the PZT active suspension to true PES z(k). Theoretical de-
velopments on optimal active vibration controller based on spillover transfer
function Sp(z) will be carried out and the effectiveness of the synthesized
controller Gc(z) will be tested with experiments.
2. SPT with nonlinearity considerations [56][57][62]:
SP design methodologies which involve decomposing system dynamics into
fast and slow subsystems on two time scales are known to solve the non-
collocated sensor/actuator pair issue which creates non-minimum phase zero
dynamics that degrades tracking performance. As such, the stable resonant
pole anti-resonant zero pairs in piezoelectric actuators can be used for creat-
ing the fast dynamics for inner loop cascade control with SSA [89][87]. Neural
networks [62] can be incorporated to compensate for the effects of hysteresis
and “creep” commonly encountered in piezoelectric actuators.
3. Iterative control algorithm for low sensitivity servos:
To reduce the positive area under sensitivity transfer function S further, we
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observe that
lnS = ln |S|+ j∠S (9.5)
With S = 1
1+L
where L is the open loop transfer function, we get




= − ln(1 + L)− j∠(1 + L) (9.6)
Parameterizing in terms of controller parameters µ and noting that L =
K(µ)P where K is the controller and P is the plant to be controlled, we can
get for the first term on the right hand side as
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using Taylor’s expansions. A similar approximation expansion can be derived
for the second term and hence the logarithmic magnitude of sensitivity trans-
fer function S can be parameterized in terms of current controller Ki(µ) at
each iteration i. An iterative updating control law to ensure fast convergence
and closed-loop stability will also be derived and tested.
4. Experimental results for robust decoupling control of MEMS micro X-Y
stage:
Following the fabrication of MEMS micro X-Y stage and development of ro-
bust decoupling control scheme with CSSA, the proposed algorithms will be
tested on the MEMS micro X-Y stage with integrated recording media after
its release from the wafer. Bit indentations with R/W/E operations will be
tested on the closed-loop system to obtain bit and track densities. Novel
PES coding, encoding and demodulation schemes will also be designed for
the proposed probe-based storage system.
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