We study water flow through carbon nanotubes using continuum theory and molecular dynamics simulations. The large slip length in carbon nanotubes greatly enhances the pumping and electrokinetic energy conversion efficiency. In the absence of mobile charges, however, the electro-osmotic flow vanishes. Uncharged nanotubes filled with pure water can therefore not be used as electric field-driven pumps, contrary to some recently ventured ideas. This is in agreement with results from a generalized hydrodynamic theory that includes the angular momentum of rotating dipolar molecules. The electro-osmotic flow observed in simulations of such carbon nanotubes is caused by an imprudent implementation of the Lennard-Jones cutoff. We also discuss the influence of other simulation parameters on the spurious electro-osmotic flow.
Introduction
The number of applications of nanofluidic technology has been rising rapidly over the past few years. Inherent to the small size of nanofluidic devices, surface characteristics dominate the bulk flow properties, and as device dimensions shrink even further, interfacial effects become ever more important. A limiting case of small scale fluid flow is found in biological systems, where membrane channels and pumps transport fluids and biological molecules on a single molecular scale [1, 2] . Apart from microscopic applications like micrometer-scale laboratories, arrays of nanofluidic channels can be used in macroscopic pumps, desalination devices and electrokinetic power plants [3] [4] [5] [6] [7] .
Whereas efficiency is not crucial for microscopic applications, it becomes important when nanofluidic devices are used in parallel arrays that are designed to reach macroscopic sizes. For all applications, ranging from microscopic analysis devices to large-scale power plants, a profound comprehension of the behavior of liquid flowing under strong confinement is required [8, 9] . Likewise, to acquire a better understanding of proteins like aquaporin and other membrane channels, the mechanisms behind single molecular flows need elucidation [10] . Because of the large surface to volume ratio, describing the fluidic properties on this scale involves a precise determination of the electrostatic and hydrodynamic boundary conditions.
A carbon nanotube is a promising candidate for use as a channel in nanofluidic devices [11] . In addition, it may serve as a simple model for a biological channel [12] . However, the fact that nanotubes are uncharged limits their use as active electro-osmotic components. In recent years, many alternative ways of pumping fluids with carbon nanotubes have been suggested [13] [14] [15] .
For flow through tiny capillaries, the electrostatic boundary conditions strongly influence the permeability to charged species. The electrostatics of a small channel embedded in a medium of very low dielectric constant leads to a large self-energy barrier for ions to enter the confined region [16, 17] . In many biological channels, transport of ions is facilitated by inclusion of fixed charges in the channel walls [18] , coating walls with dipolar surface groups [19, 20] and screening by salt [21] . Fixed charges outside a carbon nanotube are found to affect the pressure-driven passage of water molecules through the nanotube as well [22] . Even more intriguing is the observation that carbon nanotubes filled with pure water exhibit electro-osmotic flow when either an electric field is applied [23] or point charges are fixed outside the channel [12] . Similarly, electro-osmotic flow is found in uncharged channels filled with solutions of the relatively symmetric salts sodium chloride or potassium chloride [24] [25] [26] . The appearance of a non-zero ζ -potential in the absence of free charges was speculated to be related to the electrostatics in the boundary layer: water molecules tend to orient, leading to a strong dipolar field in the first few molecular layers next to the interface. The coupling of the electric field to this dipole density was thought to induce flow via rotation of individual molecules [23, 27] . Although exciting, these results raise concern as fundamental laws of physics appear to be violated. In particular, the effects seem at odds both with Onsager's reciprocal theorem, since an externally applied pressure drop cannot cause a steady electric current due to the absence of free charges, and with thermodynamics, since the electric field performs no work in the steady state.
A growing amount of literature indicates that on small scales the hydrodynamic boundary conditions also deviate from the usual no-slip condition [28, 29] . Experimentally, the viscosity is defined as the proportionality constant between the shear force per unit area and the resulting velocity gradient. Close to a wall, this proportionality constant appears to be different from the bulk value. In the first few molecular layers next to the interface, this is caused by the changing water structure, most notably the dipolar orientation and the oscillating density profile. In addition, for hydrophobic walls there is a density depletion gap between the wall and the fluid [30] [31] [32] . Directly at the wall, the velocity gradient can therefore be very different from the bulk in a Couette shearing scenario. On a molecular scale, even 'true slip' of the first molecular layer along the wall can be imagined. On a simple level, the assumption that the surface stress is linearly related to the surface velocity via a friction coefficient which equates the surface stress to the viscous shear stress leads to the notion of a slip length [33] , as sketched in figure 1(a) . A finite slip length greatly enhances flow rates through small channels. For planar surfaces, the slip length exhibits a sensitive dependence on the microscopic properties of the surface, increasing as the contact angle grows and the surface becomes more hydrophobic, and scaling proportional to the depletion length to the fourth power [34] . Carbon nanotubes appear to have very large slip lengths, up to tens of micrometers [35] .
For direct investigation of interfacial properties, simulation techniques are particularly valuable. Molecular dynamics simulations have provided detailed insight into the mechanism of surface slip [36] , which had been elusive and subject to speculation for a long time. However, due to the complexity of a modern-day molecular dynamics simulation package, utmost care must be taken when interpreting the results.
In this paper we focus on the use of carbon nanotubes and rectangular slits as nanofluidic channels. We first calculate the energy conversion efficiency gained by using channels with a slip length of the same order of magnitude as the channel width. Secondly, we formulate the fundamental hydrodynamic equations including the presence of angular momentum associated with spinning dipolar molecules. We solve those equations in the presence of an external electric field for flow through nanofluidic slab-like channels and carbon nanotubes. Finally, we discuss the prospects and pitfalls of molecular dynamics simulations of water flowing through carbon nanochannels with specific focus on various simulation artifacts.
Pumping and energy conversion

Dissipation in pressure-driven flows
Conservation of momentum for a fluid flowing with spacedependent and time-dependent velocity u(x, t) is expressed by the Navier-Stokes equation, which in the absence of external forces reads
We assume the fluid to be incompressible, leaving the mass density ρ constant. For fluids of spherically symmetric constituents, the stress tensor P in equation (1) is given by
The hydrostatic pressure is denoted p, U is the unit tensor and η is the viscosity. The balance equation for the kinetic energy contained in a flowing liquid follows from a scalar product of the Navier-Stokes equation with the velocity, giving [37] 
In steady state ∂u/∂t = 0 and equation (3) reduces to
where the first term on the right-hand side represents the convective energy flow ρ(u · ∇)u 2 /2 = ρ∇ · (u 2 u)/2, which need not be zero in steady state. Integration over a volume V and application of Gauss's theorem yields
Using Einstein's summation convention, we write the integral componentwise and insert equation (2),
where we used P · u = −pδ i j u i + η(∇ j u i + ∇ i u j )u i and P : (∇u) = P i j ∇ j u i and the incompressibility of the fluid, ∇ i u i = 0. The surface of the volume ∂V consists of three parts: an inlet, an outlet and a wall. At impenetrable wallŝ n j u j = 0. For flow through a translationally invariant channel also the integrals over the inlet and outlet of the first term in the surface integral vanish. The second term in the surface integral represents the input power Q p, with the volume flux
where is the cross section of the channel and p is the static pressure difference between the inlet and outlet. The remaining term in the surface integral in equation (6) represents the power dissipated by friction at the walls and depends on the extent of slip. The volume integral represents the power dissipated within the fluid because of velocity gradients. In our continuum description, we take the viscosity as a constant and introduce a slip length b as a boundary condition,
with d the height of the channel. For single-directional fluid flow, as appropriate for an incompressible fluid flowing through a translationally invariant channel, the balance equation becomes
where the right-hand side equates to the dissipated power P diss . For a given volume flux Q, we can now calculate the dissipation as a function of the slip length. Ignoring edge effects, a pressure-driven fluid flow in a slit-like rectangular channel forms a Poiseuille flow profile,
with u i the fluid velocity lengthways, x j the spatial coordinate along the height of the channel and l the length of the channel. For a given volume flux Q, the dissipation from equation (9) in a channel of width w becomes
from which it can be seen that increasing the slip length greatly reduces the power required to achieve a flux Q when b becomes of the order of d.
A pressure difference across a cylindrical channel like a carbon nanotube produces a Hagen-Poiseuille flow profile. At the wall of the tube of diameter d we use the boundary condition given in equation (8) restricted to the wall at +d/2. Inside a tube of diameter d l the flow profile is given by
The dissipation for fixed Q equals
In carbon nanotubes, the slip length b can be two orders of magnitude larger than in other hydrophobic channels and much larger than the diameter d [35] , making the energy dissipation scale inversely linear with the slip length. The resulting massive reduction of the energy dissipation is a major advantage when using large arrays of parallel nanotubes for filtering or desalination.
Electrokinetic energy conversion efficiency
The calculation above shows that a large slip length reduces the energy dissipation in pressure-driven flows. However, a hydrostatic pressure difference is sometimes difficult to generate on small scales. It has long been recognized that electro-osmosis is a very simple and scalable mechanism to use in nano-scale pumps [38] . We consider an electro-osmotic pump consisting of a slit-like or cylindrical channel with a fixed surface charge or surface potential operated with a solution of monovalent ions. Under the influence of an electric field, the ions move along the surface and drag the fluid along, driving a hydrostatic load impedance. The load impedance connected to the channel is the hydrostatic equivalent of an electrical load resistance connected to an electrical power source. In this section we calculate the efficiency of the energy conversion from electrical power to a hydrostatic pressure difference as a function of the slip length. Because of the inhomogeneity of the volume and current flow densities, the standard flow densities and Onsager coefficients are integrated over the cross section of the channel [37] . In the linear response regime, the electrical current I and fluid volume flux Q are related to the pressure gradient ∇ p and the voltage gradient ∇ϕ via
The hydrostatic output power per unit length of the channel equals P out = Q · ∇ p, while the electrical input power equals P in = −I · ∇ϕ. For electrokinetic power generation by pressure-driven flow, input and output power are defined the other way around, but the efficiency is calculated the same way. The electrokinetic energy conversion efficiency is given by the ratio E = P out /P in , which can be expressed in terms of the electrokinetic response functions via equation (14) .
In the channel, the fluid velocity and electrostatic potential (apart from the constant voltage gradient driving the pump) depend only on the coordinate perpendicular to the channel wall, throughout the following calculation denoted x j . The velocity, pressure gradient and driving voltage gradient are only non-zero in the direction along the channel wall, denoted x i . Using the Navier-Stokes equation (equation (1)) and the Poisson equation, ∇ 2 j ψ = −e(n + − n − )/εε 0 with ψ(x j ) the electrostatic potential, e the elementary charge, n ± the number densities of positive and negative monovalent ions and εε 0 the dielectric constant, the Onsager coefficients can be expressed as
where the monovalent ions have electrophoretic mobilities m ± and number densities n ± = n exp(∓eψ/k B T ) with n the bulk density. The electrostatic potential is calculated numerically from the Poisson-Boltzmann equation, which holds sufficiently well on small scales [39] . The surface of a carbon nanotube is uncharged, but a finite surface potential can be achieved for nanotubes by application of an external potential. Surface potentials also arise naturally due to unequal surface adsorption of cations and anions. Note that in an experimental setup the driving electric field will be at least partially screened by electron transport through the nanotube, which will reduce the electric field strength inside the nanotube. The pressure-driven flow velocity u
is calculated from the Navier-Stokes equation as in section 2.1. The relation between the pressure gradient in the channel and the volume flux depends on the hydrostatic load connected to the channel. The hydrostatic load impedance Z L defines the proportionality between the two, Q = ∇ p/Z L . The efficiency is maximized for a specific value of Z L 11 , which is the hydrostatic load impedance divided by the hydrostatic channel impedance
11 . The value of the maximum efficiency has a very simple form in terms of the variable α = 2 12 / 11 22 , given by [40] 
Using a no-slip boundary condition, the predicted maximum efficiency is only 7%, while the measured efficiency in a silicon oxide channel of d = 75 nm reaches no more than 3% [41] .
To investigate the effect of slip, we use the hydrodynamic boundary condition of equation (8) . The efficiency from equation (16) is shown in figure 2 as a function of slip length for different channel dimensions. We use the ion mobilities of KCl and a bulk concentration of 0.1 mM, giving a Debye screening length of 30 nm. Clearly, the efficiency increases drastically with increasing slip length. The variation of the efficiency with respect to the channel diameter d is nonmonotonic and different for different values of the slip length. For a slip length of ∼2 nm, which is a reasonable number for hydrophobic surfaces [36] , the efficiency in the 10 nm high rectangular channel reaches ∼20%. In an extension to the work of [42] we plot the efficiency for negative slip lengths. The measured efficiency of 3% in a 75 nm high channel and 1% in a 490 nm high channel [41] with a surface charge density of −60 mC m −2 , which is the measured surface charge density of silicon oxide [43] , is consistent with a slip length of b = −0.3 nm, corresponding to one static molecular layer, in good agreement with predictions by [36] for an OH-covered surface.
In figure 2 (b), the efficiency is shown for a cylindrical channel. The increase in efficiency is similar to the planar case, but in carbon nanotubes the slip length can be as much as ∼50 µm [35] . In all nanotubes considered, the efficiency for slip lengths of that order is over 90%.
Rotation-vorticity coupling
Conservation of linear and angular momentum
The calculations up to this point are performed for charged systems using standard hydrodynamic theory. However, the simulations by [12, 23] show electro-osmotic flow also for uncharged channels filled with pure water. These results raise concern because according to Onsager's symmetry the streaming conductivity 21 equals the electro-osmotic coefficient 12 . This means that when an electric field induces an electro-osmotic flow, the conjugate pressure gradient field should cause an electric current, which seems impossible in a system without free charges. In addition, the energy supplied by a static, space-invariant electric field is only non-zero for a non-zero current density. Nevertheless, an intuitively appealing mechanism to pump a dipolar fluid involves field induced rotation of the dipoles. The hypothetical mechanism is sketched in figure 1(b) : an electric field gives rise to a spin field ω 2 , which is coupled to the velocity field u 1 . To analyze the interaction of an external electric field with a dipolar fluid we now extend the Navier-Stokes equations to include the effect of anisotropic and rotating molecules.
The generalized hydrodynamic theory that includes the effect of an electric field on dipolar fluid particles involves not only the velocity field u(x, t), but also the spin field ω(x, t), which measures the local mean angular particle velocity. In this case, the antisymmetric part of the stress tensor, which vanishes for monoatomic fluids, is non-zero in general [44] . Instead of equation (2), we now split the viscous part of the stress tensor into a symmetric part s and an antisymmetric part a ,
The fluid flow is determined by the conservation laws for linear and angular momentum. The angular momentum density is the sum of the vorticity contribution ρx × u and the spin contribution ρI · ω. The moment of inertia per unit mass I is a tensor that in general depends on the moments of inertia of a single particle and the local particle orientational distribution. Because of the approximate mass isotropy of a water molecule, we approximate I to be diagonal and proportional to I . The balance equation for the spin angular momentum reads [45, 46] ρ
where a is the antisymmetric part of the shear stress tensor in axial vector representation, is the external torque density vector and the spin stress tensor is denoted as C. Including the antisymmetric part of the stress tensor, the Navier-Stokes equation for incompressible fluids in the absence of a body force reads
with p the hydrostatic pressure and η the shear viscosity, and includes via a a coupling to the spin field ω(x, t).
Material equations
To leading order the material equations for a and C read a = η r (∇ × u − 2ω) and
with η r the vortex viscosity and ν the spin viscosity. For a cylindrical geometry as sketched in figure 3 , we have u = e 1 u 1 (x 3 ) and ω = ω(x 3 ), with x 1 the direction along and x 3 the direction perpendicular to the channel wall. The only nonzero component of the vorticity ∇ × u is the x 2 -component. In steady state, equations (18) and (20) reduce to
for i = 1, 2, 3 and with ∇ 2 the Laplacian in cylindrical coordinates. From equation (21) it follows that the spin fields ω 1 and ω 3 are zero if the torque components 1 and 3 vanish. By integrating equation (19) once over x 3 we obtain where c 1 is an integration constant to be fixed by boundary conditions. Combining equations (21) and (22) yields the differential equation
for arbitrary torque density 2 and the spin screening length κ −1 defined by κ 2 = 4ηη r /[ν(η + η r )]. To solve equation (23) for the situation of a constant and static external electric field E 0 1 in x 1 direction, we calculate the torque = µ × E. We model the dipolar ordering of the interfacial water layer by an additional x 3 -dependent electric field E µ 3 (x 3 ) in the x 3 -direction. This field accounts for the interaction between neighboring water molecules and plays the role of the crystal field that is used in ordinary mean-field theory for magnetic systems. The total electric field in the system becomes E =ê 3 E µ 3 (x 3 ) +ê 1 E 0 1 . The linear evolution equation for the polarization density µ = µ(x 3 ) is given by
with τ the relaxation time of the orientation and α the polarizability per unit mass. Because of translational invariance and directional symmetry in the x 2 -direction, the dipole moment in the x 2 -direction vanishes: µ 2 = 0. Since also E 2 = 0, it follows that the torque 1 = 3 = 0, and therefore ω 1 = ω 3 = 0 by virtue of equation (21) . Equation (24) can be solved for µ in steady state,
and
(25) For the torque density it follows that
Inserting equation (26) into equation (23) yields
Strikingly, equation (27) is quadratic in the external field strength E 0 1 , which means that switching the sign of E 0 1 leaves the equation invariant. Also, the sign of ω 2 is undetermined, meaning that a non-zero value of ω 2 would require a spontaneous symmetry breaking, which seems unphysical. In fact, it can be shown that in hydrodynamics, the stable solution corresponds to the solution of minimal dissipation or minimal entropy production, which is obviously the solution corresponding to ω 2 = 0 [37] . Therefore, the only physical and also stable solution is the one corresponding to a vanishing spin field, ω 2 = 0, and thus the integration constant c 1 also vanishes. If ω 2 = 0, the vorticity also vanishes according to equation (22) , and no flow results. From the HelmholtzSmoluchowski equation,
it is directly evident that this means that neutral solutes in a purely dipolar fluid without mobile charges have zero ζ -potential. Nevertheless, the coupling between spin and vorticity provided by the antisymmetric part of the stress tensor can be exploited to pump a fluid through a channel by using a suitably chosen rotating electric field [47] .
Molecular dynamics simulations
Homogeneous electric fields in carbon nanotubes
In order to keep a molecular dynamics simulation computationally feasible, several approximations are employed. First of all, the interaction potentials are truncated at a finite distance. For the long-ranged electrostatic Coulomb interaction, the error introduced by truncating the potential is compensated by Ewald summation, and the exact value of the real-space Coulomb interaction cutoff length has no influence on the dynamics. The electrostatic Lennard-Jones interaction, however, is considered short-ranged and no compensation is typically used.
To clarify the above-mentioned simulations of pure water exhibiting the surprising electro-osmotic flow [12, 23] , we simulate several different nanotubes for different values of the Lennard-Jones cutoff length and two different truncation schemes: simple cutoff, which leaves the force unchanged out to r c beyond which it is set to zero, creating a discontinuity at r = r c [23] , and shifted cutoff, which adds a nonlinear function to the force over the whole range, ensuring a smooth decay to zero [48] . Both truncation schemes are shown in figure 4(a) . We simulate three nanotubes with chiralities (10, 0), (16, 0) and (16, 16) length of 0.142 nm and the carbon atoms are modeled by the GROMOS 96 force field. The nanotubes are equilibrated in a large bath of solvent using a semi-isotropic Berendsen barostat at 1 bar. After equilibration, the water outside the nanotube is removed. We use periodic boundary conditions in all directions and particle mesh Ewald summation for the electrostatics. In the axial direction, the simulation box is set to the same size as the nanotube, so the nanotube is connected directly to its periodic image. In the other two directions, the box size is 5 nm × 5 nm.
We show in figures 4(b)-(d) the ζ -potential of the tubes, calculated via equation (28) from the number density per unit length inside the tube and a linear fit to the cumulative flux. Surprisingly, the observed ζ -potential for the simple cutoff depends crucially on the Lennard-Jones cutoff length. Whereas a dependence within numerical accuracy may be expected, a critical dependence like the one observed is unphysical.
Identical to [23] , we also simulate a (16, 0) carbon nanotube of length 9.8 nm connecting two reservoirs as shown in figure 5(a) . We use a Nosé-Hoover thermostat and an anisotropic Parrinello-Rahman barostat. For each scheme and various r c , we simulate for 5 ns and collect the last 3 ns for analysis while for r c = 1.0 nm we extend the simulation time by 40 ns. The cumulative flux is shown as a function of time for both cutoff schemes in figure 5(b) , and the corresponding ζ -potentials are shown in figure 5(c) . Although the ζ -potential is smaller than in the absence of reservoirs, which has to do with the friction a water molecule encounters when entering or exiting the nanotube, again the results show a striking yet unphysical difference between the cutoff schemes: for the simple cutoff at r c = 1.0 nm we find an average flux of 22 ± 8 ns −1 , comparable to 34.0 ± 5.2 ns −1 from [23] , while the shifted cutoff exhibits vanishing flux. In the limit r c → ∞, the spurious difference between the cutoff schemes disappears and the water flux vanishes, in accordance with the generalized hydrodynamic theory presented in the previous sections.
We simulate exactly the same system of a (16, 0) carbon nanotube between reservoirs using the alternative simulation package LAMMPS [49] . In LAMMPS, both the simple cutoff and the shifted cutoff as used in GROMACS are implemented. As shown in figure 5 , the flux vanishes, even for small r c , regardless of the cutoff scheme.
We conclude that electro-osmosis, i.e. the electric field induced steady flow, of pure water in a carbon nanotube is a simulation artifact and related to the implementation of the cutoff scheme in GROMACS [48] .
As a simple test of the effect of the electric field, we perform long simulations of a 9.8 nm long (10, 0) nanotube between reservoirs with and without electric field. The results are shown in figure 6 for zero and non-zero external electric field. Most strikingly, the flux is non-zero for the simple cutoff scheme, shown in figure 6(b) , regardless of whether an external electric field is applied or not. The same effect is in fact displayed in figure 1 of [23] . Again, in the shifted scheme this unphysical effect is absent. Since it is self-evident that in the absence of an electric field no flux should result, this proves our point most forcefully that something is fundamentally wrong with the simple cutoff scheme as implemented in GROMACS, leading to erroneous coupling between orientation and flux. The residual flux fluctuations for the shifted cutoff scheme shown in figure 6(a) suggest that the simulations in the (10, 0) nanotube have not converged on the timescale of 40 ns, which simply makes the (10, 0) nanotube unsuited for studying equilibrium properties in general. 
Point charges at carbon nanotubes
We now turn to water-filled carbon nanotubes in the presence of point charges. For a set of fixed point charges the electric field is spatially inhomogeneous, but constant in time. We simulate the system shown in figure 7(a) for 5 ns, collect the last 3 ns for analysis and calculate the flux as a function of the cutoff length for the two different cutoff schemes. We use a Berendsen thermostat and update the neighbor list every ten timesteps. We define the three negative charges next to the nanotube to be in one charge group and the three compensating positive charges in another (see below for further explanation). The differences between our system and the system used in [12] are that the charges next to our tube are negative, external charges and tube atoms are frozen, our tube is longer and our reservoir is larger. From the flux and the average number of particles per unit length we calculate the average velocity inside the tube, shown in figure 7 (b) as a function of the cutoff length for the two different truncation schemes. Clearly, the velocity depends on the cutoff length like in the case of a homogeneous electric field and simple cutoff. However, the velocity resulting from an inhomogeneous electric field also shows a cutoff length and the system size is 3.2 nm × 3.2 nm × 4.7 nm containing 928 SPC/E water molecules and one diamond. We use a simple Lennard-Jones cutoff at 0.8 nm.
dependence for a shifted cutoff scheme. This shows that using a shifted cutoff scheme does not necessarily prevent the flow. Indeed, since there is nothing unphysical about the simple cutoff per se, we have no reason to believe that a shifted cutoff should perform better in any case; it is the numerical implementation of the cutoff scheme in GROMACS that produces questionable results.
Following a recent publication [50] , we also investigate the effect of the use of charge groups. For a charge group, Coulomb interactions are calculated for all individual charges in the group, but the position of each individual charge is approximated by the geometrical mean of the constituent particles [51] . In the simulations by [12] and the simulations shown in figure 7 the fixed charges close to the nanotube are grouped within a single charge group. The artificial pumping disappears for both cutoff schemes even for a short cutoff length of 0.7 nm if we do not use a charge group for the fixed external charges. This confirms the findings of [50] .
Finally, using the alternative simulation package NAMD2, the directional flux vanishes altogether [52] .
Simulation details for planar surfaces
For inhomogeneous electric fields resulting from a set of point charges, there are a few additional simulation settings that may influence the resulting water dynamics [50] . To speed up the simulation, each molecule carries a list of molecules with which it has significant interaction, the socalled neighbor list. Reducing the update frequency of this list speeds up the calculation, while increasing the risk of inaccuracies. In figure 8(a) we show the ζ -potential of a planar hydrophobic diamond (double face-centered cubic lattice of Catoms, contact angle θ = 111
• ) in a homogeneous electric field as a function of the number of steps between neighbor list updates (nstlist). The Lennard-Jones simple cutoff is set to r c = 0.8 nm. A value of nstlist = 1 means the list is updated every step. From figure 8(a) , we conclude that for a spatially constant electric field the neighbor list update frequency does not have a significant influence on the ζ -potential of the solute.
In the case of numerical artifacts, a dependence on the size of the integration time step may be expected as well. In figure 8(b) , the spurious ζ -potential of a hydrophobic diamond is shown as a function of the integration time step for r c = 0.8 nm. Time steps larger than 2 fs are not possible because of the fast dynamics of the hydrogen atoms. The flow dynamics do not depend significantly on the integration time step, showing that the problem is not related to integration accuracy. Like any flow, the magnitude of the spurious flow depends strongly on the particularities of the system, most notably the contact angle of the substrate and the pressure in the system. In figure 9 (a) we show the ζ -potential of the diamond surface in contact with pure water. The contact angle of the diamond is modified by adjusting the Lennard-Jones interaction strength between the carbon atoms and the water molecules. For each simulation system, the contact angle is determined from the virial according to the method employed by [53] . All simulations are done using a simple cutoff truncation scheme and a truncation length of r c = 0.8 nm. Using shifted truncation, the electro-osmotic flow is zero for any contact angle.
We show in figure 9 (b) the ζ -potential of an artificial single face-centered cubic lattice (Lennard-Jones parameters = 0.686 kJ mol −1 , σ = 0.337 nm, θ = 140 • ) in a solution of 1 M NaCl in water as a function of the average number density of water N/V in the volume between the plates. Calculating the pressure from the force on the center of mass of each plate divided by the plate area gives a pressure of 1 bar at an average density of 29 nm −3 . We use a simple cutoff scheme for the Lennard-Jones interaction with a truncation length of 1.0 nm. The apparent ζ -potential decreases with increasing density. We note that the dependence of the ζ -potential on the surface contact angle and the water density shown in figure 9 is spurious, in the sense that the electro-osmotic flow should vanish altogether in this case. This is also true for the salt solution, since the cations and anions of NaCl show almost the same adsorption affinities on a hydrophobic surface. Figure 9 does show, however, that the magnitude of the artifact varies appreciably depending on the particularities of the system, and that the spurious flow is most pronounced for hydrophobic systems with a low average density of water molecules, a class of systems to which carbon nanotubes belong as well.
Definition of flux
In the first paper on water in carbon nanotubes, Hummer et al found that the filling of nanotubes goes in bursts [11] . This bursting behavior seems to be manifested also in the simulation trajectories of [23] , particularly in the (10, 0) nanotube. Let us discuss the way in which bursts in the cumulative flux emerge in the original analysis of [23] . Due to conservation of mass, the average flux through a given cross section of the carbon nanotube does not depend on the position of the cross section. Therefore, without restricting the generality of our arguments, we define the flux as the number of water molecules passing the edge of the simulation box. This we call the cumulative flux. In [23] , on the other hand, the flux is defined as the number of particles exiting the tube at one end that have previously entered at the other end. This definition we denote as the conditional cumulative flux and it implicitly contains a tube length dependence. We perform simulations of 40 ns with a 5 ns equilibration period using a 1.0 nm simple cutoff scheme and an electric field of 1 V nm −1 . In figures 10(a) and (b) we show the results for two tube diameters, (10, 0) and (16, 0) respectively, both connecting two reservoirs. The results have been analyzed using both the straightforward counting of molecules passing the edge of the box (denoted as flux), and using the definition from [23] (denoted as conditional flux). For long times, both definitions of the flux converge to the same value, but for shorter times, there are distinct differences. The first, obvious effect of the conditional definition of the flux is that the first particles exiting the tube, which are the particles that were in the tube from the start, do not contribute to the conditional flux since they did not previously enter the tube. This explains the initial 4-8 ns waiting time and suggests that the conditional definition of the flux is not very efficient in terms of computer time. The second effect is a suppression of noise: particles moving back and forth are only counted if their motion persists for the full tube length. This explains the striking lack of noise in the results shown in [23] , as well as a large part of the alleged bursting behavior. From the unconditional flux, the bursting is far less pronounced than in the filling curves from Hummer et al [11] .
Radial flow in compressible fluids
In a related publication, a non-zero radial velocity component is observed in pressure-driven flow inside a (16, 16) carbon nanotube [24] , see figure 11 (b), in stark contrast with continuum Poiseuille flow predictions. The non-zero radial flow is claimed to be related to the non-homogeneous density profile. Let us analyze the effect of compressibility and a space-dependent density on the radial velocity profile. The continuity equation in its most general form is given by ∂ρ ∂t + ∇ · (ρu) = 0.
When we take ρ(x 3 ) and u(x 3 ) depending on the radial coordinate, the radial component of equation (29) reduces in steady state to
Multiplying by x 3 and integrating once over x 3 yields
with c an integration constant. Integration by parts of the first term on the left-hand side gives
Equation (32) fixes u 3 (x 3 ) as a function of ρ(x 3 ). When the density ρ(x 3 ) vanishes at the wall of the tube, the velocity should remain finite, showing that the only physical solution is c = 0 and therefore u 3 (x 3 ) = 0, also for compressible fluids of variable density. To find out why the simulations of [24] exhibit a non-zero radial flow profile, we calculate the radial velocity u 3 (x 3 ) in simulations of a (16, 16) nanotube from radially binned water molecule positions x 3 (t) according to u 3 (x 3 [t − τ ]) = (x 3 [t] − x 3 [t − δt])/δt with δt the integration time step. The correct positioning of the velocity requires choosing τ = δt/2, and in this case u 3 vanishes, as shown in figure 11 (a) (solid line), in agreement with standard hydrodynamic theory. Incorrectly using τ = 0 gives a spurious non-vanishing u 3 profile (broken line), similar to profiles reported in [24] . The reason for this is that a water molecule that at time t happens to be close to the surface is, due to the impenetrability of the surface, likely to originate from a position further away from the surface at time t − δt.
Conclusions
We study flow through carbon nanotubes, focusing on the implications of the modified electrostatic and hydrodynamic boundary conditions inherent to the small scale of nanochannels. The extremely large slip lengths measured in carbon nanotubes greatly reduce the fluidic resistance to pressuredriven flow and at the same time enhance the efficiency of electrokinetic energy conversion. Obtaining the non-zero ion distribution necessary for electrokinetic pumping may not be easy, however, due to the charge neutrality of the nanotube as well as the self-energy barrier keeping ions from entering small capillaries. Fixed charges and external electric fields may enhance or reduce the translocation rate of ions, but we show they cannot be used to pump pure water. Simulation techniques have proven to be useful tools in researching the properties of nanofluidic systems. In particular cases, however, molecular dynamics simulations produce spurious kinetics, most notably when using a combination of electric fields and pure water at interfaces in the simulation package GROMACS.
