Equalization of unknown frequency-and time-selective multiple input multiple output (MIMO) channels is often carried out by means of decision feedback receivers. These consist of a channel estimator and a linear filter (for the estimation of the transmitted symbols), interconnected by a feedback loop through a symbol-wise threshold detector. The linear filter is often a minimum mean square error (MMSE) filter, and its mathematical expression involves second-order statistics (SOS) of the channel, which are usually ignored by simply assuming that the channel is a known (deterministic) parameter given by an estimate thereof. This appears to be suboptimal and in this work we investigate the kind of performance gains that can be expected when the MMSE equalizer is obtained using SOS of the channel process. As a result, we demonstrate that improvements of several dBs in the signal-to-noise ratio needed to achieve a prescribed symbol error rate are possible.
Introduction
The main appeal in using a multiple input multiple output (MIMO) wireless communication system stems from the fact that the channel capacity increases linearly with the minimum between the number of transmitting antennas and that of receiving antennas [1] . Unfortunately, the complexity of optimal MIMO detectors (which minimize the probability of either symbol or sequence detection errors) grows exponentially with the number of input streams and the order of the channel, if the latter is frequency-selective [2] . Therefore, suboptimal equalization algorithms that avoid this computational burden are needed in order to take advantage, in a practical setup, of the increase in capacity that a MIMO channel can offer. Additionally, in most real-world scenarios, the channel is unknown and must be estimated prior to data detection. A decision *Correspondence: mvazquez@tsc.uc3m.es 1 Departamento de Teoría de la Señal y Comunicaciones, Universidad Carlos III de Madrid, Avenida de la Universidad 30, Leganés, Spain 3 Gregorio Marañón Health Research Institute, Calle del Dr. Esquerdo, 46, 28007 Madrid, Spain Full list of author information is available at the end of the article feedback equalizer (DFE) type of receiver [3] [4] [5] [6] [7] is then an appealing choice due to its ease of implementation and the good trade-off between computational complexity and performance that it achieves. Figure 1 shows a simple DFE scheme. The main blocks are an adaptive channel estimation algorithm and a linear filter. The latter takes a channel estimate and the observations at the receiver front-end to produce linear estimates of the transmitted symbols. These estimates are either real or complex numbers, depending on the modulation format. A threshold detector is used to convert them into hard symbol decisions, i.e., discrete estimates chosen from the symbol alphabet based on a minimum distance rule. We assume that the detector operates symbol-wise in order to keep the computational effort limited. The decisions at the output of the detector are fed back to the channel estimation block, so that they can be used to improve the subsequent channel estimates. Usually, the detected symbols are also employed to cancel intersymbol interference (see, e.g., [8] and Section 3 in this article), but this is omitted in the figure for simplicity. We remark that the receiver is nonlinear, due to the thresholding operation, yet its computational complexity is similar to that of a linear receiver combined with an adaptive channel estimation algorithm [9] , ( [7] Chapter 16).
Any linear filter is amenable to be used in a DFE structure. However, the use of the minimum mean square error (MMSE) filter has become widespread because it offers an attractive trade-off between noise amplification and interference cancelation [10] . Many joint data detection and channel estimation algorithms (see, e.g., [11] [12] [13] [14] ) rely on the linear MMSE filter to carry out the equalization of an unknown MIMO channel. In every case, and to the best of our knowledge, the point estimates of the channel impulse response (CIR) provided by the corresponding estimator are used by the MMSE filter as if they were the true CIR. However, the estimates are actually statistics of the true channel and, as such, have a mean and a covariance matrix, the latter measuring the uncertainty we have about their accuracy. When the Kalman filter (KF) [15, 16] is used to estimate the channel, both statistics, the mean and the covariance matrix of the channel become available, but even then the usual approach (e.g., in [11, 17] ) consists in taking the mean of the estimate as if it were the true channel and ignore the information provided by the covariance matrix. In this paper, we argue that significant performance gains can be expected by taking advantage of the second-order statistics (SOS) of the channel, with a low impact on the computational complexity of the receiver. To be specific, we show that reductions of several dBs in the signal-to-noise ratio (SNR) needed to attain a prescribed symbol error rate (SER) can be achieved using the proposed scheme. The main contributions of this work are the design and implementation of the new linear MMSE equalizer that exploits the second-order statistics of the channel, as well as extensive computer simulations showing the gains that can be expected from the proposed method as compared to the conventional one.
The remaining of this paper is organized as follows. In Section 2, the discrete-time baseband equivalent signal model of a MIMO transmission system with frequencyand time-selective channel is described. The standard linear MMSE equalizer is briefly reviewed in Section 3. Our extension thereof using the channel SOS is introduced in Section 4. Section 5 outlines the DFE schemes resulting from the investigated equalizers. In Section 6, we show and discuss the results of extensive computer simulations to compare the performance of the conventional DFE MMSE receiver (that ignores the channel SOS) and the proposed DFE SOS-MMSE scheme. Finally, Section 7 is devoted to the conclusions.
Summary of notation
Given a time-indexed sequence of (column) vectors, x a , x a+1 , · · · , x b , we denote by x a b the column vector constructed by stacking, in order, all the vectors between x a and x b (including both), i.e.,
An identity matrix of order k is denoted by I k , whereas 0 N,M is an N × M all-zeros matrix. If N = M, we simply write 0 N . For a vector x, x(i) represents its ith element, and given a matrix A, a(i) refers to ith column.
Signal model

Time-and frequency-selective MIMO channel
We consider a MIMO communication system with N t transmitting antennas and N r receiving antennas separated by a time-and frequency-selective (MIMO) channel. The discrete-time baseband-equivalent model describing the transmission can be written as (see, e.g., [18] )
where y t is a N r ×1 vector containing the observations collected at time t, m is the number of taps (usually referred to as the order) of the frequency-selective MIMO channel, H t (i) is the (time-varying) N r × N t channel matrix associated with the ith tap, s t is a vector of size N t ×1 comprising the symbols transmitted at time t, and g t is an N r ×1 vector of independent additive white Gaussian noise (AWGN) components with zero mean and variance σ 2 g . Grouping the matrices associated with the different taps of the channel, H t (i), i = 0, . . . , m − 1, in a single overall channel matrix,
of size N r × N t m, allows Eq. (1) to be written in a more compact form as
where st−m+1 t is a N t m × 1 vector that stacks all the symbol vectors involved in the tth observation,
While non-standard, the notation in (4) shows explicitly that vector st−m+1 t is constructed by stacking simpler vectors in order and indicates the time indexes of the first (t − m + 1 in this case) and last (t here) elements to be stacked. These features should ease the understanding of some formulas in the sequel.
The evolution of the channel is modeled by means of an autoregressive (AR) process driven by white Gaussian noise 1 [11] . For the sake of generality, we consider an AR process of order R, whose analytical description is given by
where a r , r = 1, . . . , R, are the coefficients of the process and V t is a N r × N t m matrix with independent and identically distributed (i.i.d.) Gaussian random variables (r.v.) with zero mean and variance σ 2 v . Equations (3) and (5) can be seen, respectively, as the observation and state equations of a random dynamic system in state-space form. Since both equations are linear and the corresponding noise processes are Gaussian, the Kalman filter (KF) can be applied to exactly compute the posterior probability distribution of the time-varying MIMO channel when the symbols are available.
In order to do so while using the standard KF equations, we first need to gather the whole state of the system (here, the channel at the last R time instants) in a single vector and rewrite the state and observation equations in terms of it. Matrix H t can be represented as a vector in a straightforward manner by, e.g., stacking all its columns one upon another. In particular, if we let h t (j) denote the jth column of matrix H t , then the N r N t m × 1 vector
contains the same coefficients as matrix H t . Using this vectorial notation and taking into account that, according to Eq. (5), the channel at a certain time instant depends on the channel at the R previous time instants, the state of the system at time t can be represented by the vector
The state equation of the system can then be written in terms of this augmented channel vector as 
where
We use the dynamic system in state-space form specified by Eqs. (10) and (8) (which is equivalent to that given by Eqs. (3) and (5)) to track the unknown time-varying MIMO channel by means of a KF.
Stacked model
When a channel is time dispersive, a reliable detection of the transmitted symbols usually requires smoothing. It entails taking into account the observations y t:t+d (the parameter d ≥ 1 being the smoothing lag) in order to detect the vector s t containing the symbols transmitted at time t. In such case, it is useful to consider an equation that relates a tall vector of stacked observations with the transmitted symbols, namely,
where yt t+d = y t , y t+1 , · · · , y t+d , and the
Equation (12) 
where the submatrices H ‡ contains the contribution of the symbols transmitted up to time t − 1, and can be treated as causal inter-symbol interference.
Kalman filtering
The KF [15] provides the optimal solution to the problem of estimating the state of a dynamic system in state-space form when its state and observation equations are linear and their corresponding noises are Gaussian.
In the problem at hand, the state of the system at time t is given by the augmented channel vector, ht−R+1 t , and Eqs. (8) and (10) can be seen as, respectively, the state and observation equations of a dynamic system in statespace form. Since the above constraints of linearity and Gaussianity are met, the KF can be used to compute the probability density function of the state conditional on the available observations, p(ht−R+1 t |y 0 , · · · , y t ). However, the observation equation involves knowing, at time t, matrix S t , which includes all the symbols transmitted between time instants t − m + 1 and t. In practice, only estimates of the symbols transmitted up to time t − 1 are available at time t, and hence we aim at the (predictive) distribution of the state conditional on all the past observations and previously detected symbols, i.e., p(ht−R+1 t |y 0 , · · · , y t−1 ,s 0 , · · · ,s t−1 ) withs t denoting the vector containing the hard estimates of the symbols in s t . Every expectation in the remaining of the paper is also (implicitly) conditional on the same information, and we denote it as E t−1 [ ·] . For example, the posterior mean of the CIR at time 
. Notice that here the KF only yields an approximate solution insofar as it depends on the goodness of the previously detected symbols fed to it.
Linear MMSE smoothing
In order to detect the symbols transmitted at time t over a frequency-selective channel, it is usually a good approach to first remove the contribution of the already detected symbols from the observations vector [8] . At the sight of Eq. (15), we can obtain causal-interference-free observations as that contains hard estimates of the same symbols. This is a common approximation for the design of DFEs, and it usually makes sense under the assumption that the receiver is operating with a sufficiently low symbol error probability. Throughout the paper, we rely on this approximation, which amounts to taking the previously detected symbols as if they were the truly transmitted symbols, i.e.,
st−m+1
Assuming the causal interference is properly canceled, the linear MMSE estimation of the symbols transmitted at time t considering the observations up to time t + d can be easily derived from Eq. (17) (see, e.g., [19] ). In particular, let the N r (d + 1) × N t (d + 1) matrix F t represent the response of a linear system. Then, estimates of the transmitted symbols are computed as 2
and, in order to minimize the mean square error of these estimates, the response matrix can be computed by solving the optimization problem
Since the ultimate aim is to estimate s t but we are using observations up to time t + d, we refer to the linear system whose response is given by F t in (20) as an MMSE smoother. Equation (20) poses a quadratic optimization problem and it is straightforward to obtain the closed-form solution (see, e.g., [2] )
Again, if we assume that the causal inter-symbol interference has been completely removed from the observations, so that these are given by Eq. (17) , then the expectations on the right-hand side of Eq. (21) can be shown to be
where σ 2 s denotes the variance of the symbols and it has been taken into account that the noise at time t is white and independent of the channel process and the symbols transmitted up to t − 1, and that the channel and the symbols are a priori independent.
The expectation on the right-hand side of Eq. (23) is usually approximated, to the best of our knowledge, by dealing with the channel matrix H t,d as if it were a known given (deterministic) parameter, and hence
Substituting (24) into Eq. (23) yields
and combining Eqs. (22) and (25) in Eq. (21) yields the final expression for the response of the conventional linear MMSE smoother,
So far, we have assumed the channel is a known (deterministic) parameter. However, this is not usually the case in practice, and the common approach to tackle this problem consists in replacing, whenever necessary, the (true) channel matrix with its expectation. Notice that here this entails a twofold approximation. On one hand, even when assuming that the symbols up to time t − 1 have been detected exactly, at best one can only obtain approximate causal-interference-free observations as
On the other hand, taking the true channel matrix in Eq. (26) to be equal to its expectation results in the following approximation for the linear MMSE filter
At the sight of Eqs. (13) and (14) , in order to obtain 
MMSE smoothing using the channel SOS
The proposed MMSE detector treats the channel as an unknown (multidimensional) random variable (as opposed to a deterministic known parameter), and takes advantage of its second-order statistics rather than just its expectation. Additionally, it avoids performing explicit interference cancelation, since this cannot be performed exactly. In order to do so, it aims to detect the transmitted symbols by solving the optimization problem 
Through straightforward algebraic manipulation, one can show
where we have used that vector st−m+1
is known because the expectations are conditional on the previously detected symbols and we are assuming these match the truly transmitted ones (see Eq. (18) and the surrounding discussion). 
The observation autocorrelation matrix
where the third equality follows because the symbols from time t onwards are a priori independent of the channel at time t and subsequent time instants, while the fourth equality holds because of the (also a priori) independence between different symbols, (assumed known), we have
where, once again, we have used that the expectation is conditional on all the previously detected symbols and hence, assuming these were exactly detected, vector st−m+1 t−1 is known.
Channel cross-correlation matrices
Equations (34) 
and every required cross-correlation is ultimately between columns of H t,d . The structure of a column from the latter can be inferred from Eq. (13). Specifically, the jth column of H t,d is given by
. . .
wherȇ
is a N r × 1 column vector. We compute the cross-correlation between any pair of columns in H t,d , by way of their means and crosscovariance matrix, as
where h t,d (i),h t,d (j) stands for the cross-covariance matrix between N r (d + 1) × 1 (column) vectors h t,d (i) and h t,d (j).
The expectation of every column,
is readily available from the expectation of the entire matrix, H t,d , which can be obtained in a straightforward manner as explained at the end of Section 3. As for the cross-covariance h t,d (i),h t,d (j) , it is given, at the sight of Eq. (39), by
where 
In order to compute h t+k (n),h t+l (q) for k, l ∈ {0, . . . , d} and n, q ∈ {1, · · · , N t m}, we consider two different cases. On one hand, if k = l then h t+k (n),h t+k (q) is ultimately the cross-covariance between columns n and q of matrix H t+k and can be obtained from the KF. Indeed, we can make the KF evolve from time t up to time t + k when no new information is available by taking k predictive steps. This yields predictive statistics for h t+k (a vectorial representation of H t+k ), and from its covariance matrix it is straightforward to obtain the cross-covariance matrix, h t+k (n),h t+k (q) between any pair of columns h t+k (n) and h t+k (q) within H t+k . On the other hand, if k = l then
and from Eqs. (43) and (44), it can be shown (see Appendix 7 for details) that, for k < l,
which allows for the recursive computation of the crosscovariance between any given two (different) columns in matrices H t , H t+1 , . . . , H t+d . Notice that when k > l, we can still use the above formula since
It is interesting to note that, when R = 1, Eq. (45) becomes
Since a KF estimating the augmented channel vector defined in Eq. (7) yields, at time t, the cross-covariance matrices h k (i),h l (j) with k, l = t − R + 1, . . . , t and i, j = 1, . . . , N t m, Eq. (45) allows the recursive computation of all the cross-covariance matrices needed to obtain, according to Eq. (42), the cross-covariance (45), (42), and (41) together yield the channel cross-correlation matrices (41) 
The SOS-MMSE smoother
Having computed the stacked observations autocorrelation matrix given by Eq. (33), it is straightforward to plug it into Eq. (31), along with right-hand side of (32), to obtain the final expression for the proposed MMSE smoother that exploits the channel SOS explicitly,
Notice that, at the sight of the right-hand side of Eq. (47), the proposed MMSE detector takes advantage of the previously detected symbols. Hence, causal-interference cancelation is still being performed, although in an implicit manner (as opposed to the explicit causal-interference cancelation carried out by the conventional MMSE detector).
In order to ease the implementation of the proposed scheme, Pseudocode 1 gives an overview of the necessary steps to obtain the MMSE smoother at time t when the order of the AR process used to model the channel dynamics is R = 1. The extension to higher order AR processes is straightforward (the procedure is essentially the same), though some care is needed to build up the involved cross-covariance matrices in an adequate order.
Assuming the smoothing lag, d, is approximately equal to the memory of the channel 3 , m, the complexity of the proposed receiver when R = 1 is O(N 3 r N 3 t m 4 ). This is ultimately the complexity of running m KFs, each one estimating a state vector of length N r N t m (see lines 1-2 of Pseudocode 1). Therefore, the computational complexities of the SOS-MMSE smoother and the conventional MMSE smoother of Section 3 are of the same order.
DFE schemes
The two MMSE smoothers described in Sections 3 and 4 can be readily used in a DFE scheme that relies on a Kalman filter for the channel tracking. In particular, we aim at comparing the performance of
• a conventional MMSE DFE that neglects the SOS generated by the KF, termed "MMSE + KF" in the sequel, and • the proposed SOS-based MMSE DFE, termed "SOS-MMSE + KF". Notice how the channel matrix covariance given by the KF is fed to the smoother in the lower figure, whereas it is discarded in the upper one covariance matrix of the channel impulse response, and both receivers make use of the former (along with the observations) to obtain estimates of the symbols transmitted. However, the proposed SOS-MMSE filter also takes advantage of the covariance matrix whereas the conventional MMSE neglects the information contained within this statistic. Also notice that the proposed receiver does not perform explicit interference cancelation (since this cannot be carried out exactly), as opposed to the conventional MMSE.
Simulation results
In order to assess the performance of the proposed algorithm, we have carried out computer simulations considering a system with N t = 4 transmitting antennas and N r = 7 receiving antennas. The modulation format is BPSK and transmission is carried out in frames of K = 300 symbol vectors (i.e., 1200 binary symbols overall), including a training sequence of length T = 30 comprising symbols known to the receiver. This last parameter has been selected empirically, after observing that an increase thereof does not yield any noticeably performance improvement while decreasing it has indeed a negative impact. The training sequence is used at the beginning of each data frame to obtain a rough estimate of the channel impulse response. However, extending the method to use pilot symbols instead of, or in addition to, a training preamble is straightforward. A flat power profile is assumed for the channel, and every coefficient is initially (and independently) drawn from a Gaussian distribution with zero mean and unit variance. As for the channel model, an AR process of order 1 has been considered, i.e., R = 1. The coefficient of the AR process is a 1 = 1 − 10 −5 , and we evaluate the performance of the MMSE + KF and SOS-MMSE + KF receivers in terms of the symbol error rate (SER) considering two different values for the variance of the channel noise, σ 2 v , each one studied in a section of its own 4 . Furthermore, different values for the channel order are explored in every case.
In all the simulations, each data frame is generated independently of all others (including the transmitted data, the MIMO channel realization and the noise terms), and the lag for the MMSE smoothers is set to d = m−1. The latter condition guarantees that every symbol is detected using all the related observations, and values of the smoothing lag above m − 1 do not seem to yield a noticeable performance gain. The results are averaged over 60, 000 data frames.
Slow fading channel (σ
In this scenario, we consider a value of σ 2 v = 0.005 for the variance of the noise in the AR process governing the evolution of the channel (see Eq. (5)). = 1) . In order to reach a SER of 10 −2 , the method using the proposed MMSE DFE requires roughly 0.4 dBs less SNR than the method using the conventional MMSE DFE. This gap largely widens as the SNR increases: for a SER of 5 × 10 −3 , the curve for the MMSE + KF is more than 1 dB away from that of the SOS-MMSE + KF. Notice that both methods exhibit an error floor, but the one associated with the DFE scheme introduced in this paper is lower.
When the channel is flat, only the present state of the channel is needed (along with the observations) in order to detect the symbols transmitted. On the other hand, when the channel is dispersive, i.e., m > 1, not only does the number of channel coefficients to be estimated increase, but predictions of future channel states are also necessary in order to perform both causal-interference cancelation and smoothing. Overall, this results in less reliable channel estimates being employed, and hence accounting for their uncertainty becomes important. This is illustrated in Fig. 4 that shows the performance of the algorithms when m = 3. When comparing these results to those obtained for m = 1, the SER achieved by the MMSE + KF degrades over the whole range of SNRs on account of this algorithm neglecting the channel SOS. On the other hand, the SOS-MMSE + KF is able to successfully cope with the uncertainty in the channel estimates and even sees a performance boost due to the increase in diversity given by a higher channel order. As a consequence, the proposed receiver now exhibits a more clear advantage over the conventional one. Indeed, in order to attain a SER of 10 −2 , the latter requires around 2.4 dBs more SNR than the former. Figure 5 shows that when the channel order is m = 5, the gap between the curves of the SOS-MMSE + KF and MMSE + KF algorithms widens even more. Moreover, the performance of the SOS-based MMSE DFE improves slightly whereas that of the conventional MMSE DFE further deteriorates.
Fast fading channel (σ 2 v = 0.01)
Increasing the variance of the channel noise has a twofold effect. On one side, since the channel now changes more rapidly and hence it is harder to track, the performance of any receiver is expected to worsen. On the other side, the channel evolving faster means that predictions about its future state are less reliable, and hence accounting for their uncertainty is even more important (which should benefit the SOS-based MMSE DFE). From a mathematical point of view, if the predicted channel estimates are not accurate, then the elements in the covariance matrices that enter Eq. (41) are non-negligible and so is their contribution to the computation of the proposed MMSE DFE in Eq. (47). Figure 6 shows the performance of the algorithms in a flat channel (m = 1). The SER of both DFEs degrades in the medium-high SNR region, as compared to the previous scenario, but this penalty is larger in the case of the MMSE + KF. Thus, the proposed MMSE DFE now exhibits a more pronounced advantage over the conventional MMSE (about 0.65 dBs for a SER of 10 −2 and more than 3 dBs for a SNR of 5 × 10 −3 ).
Increasing the channel order in a fast fading channel has a negligible effect on the performance of the SOS-MMSE + KF 5 but seriously harms that of the MMSE + KF. In Fig. 7 , it can be seen that, when the channel order is m = 3, a SER of 10 −2 requires ≈ 8.3 dBs less SNR in the former than in the latter (recall that in the previous scenario this gap was approximately 2.4 dBs). Results for the case in which m = 5 are shown in Fig. 8 . Again, the advantage of the proposed method over the conventional one is much more clear as the channel order increases.
Conclusions
In this work, we have introduced an enhanced version of the conventional MMSE equalizer for time-selective MIMO channels that takes advantage of the posterior second-order statistics of the channel provided by the KF. Computer simulations show that the proposed SOS-MMSE DFE yields significant performance gains (in terms of SER) over the conventional MMSE in the mediumhigh SNR region. In highly dispersive channels, the SNR required for the proposed SOS-MMSE receiver to achieve a certain SER can be several dBs lower than that required by the conventional MMSE. This is especially true for fast-varying channels, in which the uncertainty about the channel estimates becomes important. Indeed, a measure of this uncertainty is given by the second-order statistics of the channel, which are dismissed by the conventional MMSE, but handled by the one introduced in this paper.
It is important to point out that the application of the SOS-aided MMSE filter introduced in this work is not restricted to DFE receivers. On the contrary, the key idea is very general and can be integrated into any MMSEbased scheme as long as SOS of an unknown random variable that is relevant for the filter (here, the channel) are available.
One last remark is that the computational complexity of the proposed SOS-MMSE DFE is of the same order as that of the conventional scheme that neglects the channel SOS.
Endnotes
1 For all practical purposes, any model that is linear and affected by Gaussian noise is amenable to be used here. 2 Notice that (for the sake of mathematical convenience)
estimates of the symbol vectors s t+1 , s t+2 , · · · , s t+d are obtained at time t (using observations up to time t + d) since they are also included in st t+d . However, they are dismissed at that time and the actual estimates of the symbols in s t+i are computed at time t + i using the observations up to time t + i + d. 3 This is a reasonable hypothesis since the smoothing lag should be selected to account for, at least, the observations containing all the energy of the symbols transmitted at time t. This obviously depends on the length of the CIR, m, and it is common to set the smoothing lag to d = m−1. This is also the case in the experiments whose results are presented in Section 6. 4 Notice that the higher the variance of the channel noise, the more rapidly the channel coefficients fluctuate. A faster varying channel can also be obtained by decreasing the coefficient of the AR process, a 1 , which determines the correlation between a channel coefficient and itself at a different time instant. 5 Here, the increase in diversity due to a higher channel order is not enough to compensate for the rapid variation of the channel coefficients.
