Generalized Maximum Entropy, Convexity and Machine Learning by Sears, Timothy
Generalized Maximum Entropy,
Convexity and Machine Learning
Timothy D. Sears
A thesis submitted for the degree of
Doctor of Philosophy at
The Australian National University
May 2008
c© Timothy D. Sears
Typeset in Computer Modern by TEX and LATEX2ε.
Except where otherwise indicated, this thesis is my own original work.
Publications completed during candidacy: Lloyd and Sears (2005); Sears (2007);
Sears and Sunehag (2007); Sears and Vishwanathan (2007); Takeuchi et al. (2006).
Chapters 3 to 5 are based in part on Sears and Vishwanathan (2007) and Chapter
7 is based on Sears and Sunehag (2007).
Timothy D. Sears
12 May 2008

In Memoriam
John Edward Sears
1935-2006

To Beth, who made it possible.

Acknowledgements
It’s the end of a long road and I am happy to be able to recognize and thank the
many people who have helped me along the way. First I wish to thank my family
for their love and support. They make it hard to have a tough day. Thanks Ian,
T.J., Corinne and Beth.
Sometimes people, even Aussies, have asked me: Why Australia? or Why
ANU? They would do better to ask themselves: Why not Australia? Fantastic
country, beautiful climate, and the friendliest people on the planet (except when
I cut them off in traffic). I hope nobody else finds out about it. But the real
inspiration for coming to ANU here in Canberra, came from reading two books
by ANU researchers “Logic and Learning” and “Learning with Kernels”. The au-
thor of the first, John Lloyd, and a co-author of the second, Alex Smola, served
on my supervisory panel, provided valuable advice and support. Thanks Alex for
your endless flow of ideas and energy, and thanks John for your encouragement,
sound judgment, and advice. Thanks to both for according me the honor of col-
laborating on papers along the way. A special thanks to the third member of my
panel S.V.N. Vishwanathan, known to all simply as Vishy, who has been my chief
collaborator during my research here. Always upbeat, always ready to engage
on topics from beekeeping to Banach spaces, Vishy has been invaluable to me.
Thanks Vishy. Thanks also go to Peter Sunehag who has patiently read virtually
all of this thesis and coauthored a version of Chapter 7, which appeared else-
where. I appreciate your collaboration, Peter. Special thanks to Simon Gu¨nter,
who proofread a number of chapters. I take credit for the remaining mistakes.
I have also benefited from many discussions with researchers, students and
visitors at ANU’s College of Engineering and Computer Science and the Can-
berra NICTA lab. Their enthusiasm, ideas, and support have helped my work
in countless ways. And so to Doug Aberdeen, Yasemin Altun, Marconi Bar-
bosa, Justin Bedo, Olivier Buffet, Wray Buntine, Tiberio Caetano, Ste´phane
Canu, Jon Cohen,Li Cheng, Evan Greensmith, Charles Gretton, Omri Guttman,
Markus Hegland, Knut Hu¨per, Marcus Hutter, Risi Kondor, Adam Kowalczyk,
Quoc Li, Shahar Mendelson, Kee Siong Ng, Cheng Soon Ong, Robert Orsi,Petra
Philips, Mark Reed, Scott Sanner, Nic Schraudolph, Le Song, Choon Hui Teo,
Jochen Trumpf, Manfred Warmuth, Chris Webers, Bob Williamson, Jin Yu, Xin-
hua Zhang, I say thank you all.
Special thanks go to Kishor Gawande who provided programming support
ix
via Elefant and great, timely programming advice for the experiments. On the
RSISE IT staff, thank you to James Ashton and the rest of the IT team, not
forgetting the late Joe Elso. On the RSISE administrative staff thank you to
Michelle Moravec, Deb Pioch and Di Kossatz for keeping me on track and on
time insofar as that is possible!
Thanks go to my examiners for taking the trouble to read this work, providing
detailed comments, and finding mistakes.
I gratefully acknowledge financial sponsorship from NICTA. National ICT
Australia is funded by the Australian Government’s Department of Communica-
tions, Information Technology and the Arts and the Australian Research Council
through Backing Australia’s Ability and the ICT Center of Excellence program.
Timothy D. Sears
Canberra, Australia
May, 2007
Abstract
This thesis identifies and extends techniques that can be linked to the principle
of maximum entropy (maxent) and applied to parameter estimation in machine
learning and statistics. Entropy functions based on deformed logarithms are used
to construct Bregman divergences, and together these represent a generalization
of relative entropy. The framework is analyzed using convex analysis to charac-
terize generalized forms of exponential family distributions. Various connections
to the existing machine learning literature are discussed and the techniques are
applied to the problem of non-negative matrix factorization (NMF).
Keywords: Maximum entropy, Bregman divergence, exponential family, de-
formed logarithm, escort distribution, non-negative matrix factorization.
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Chapter 1
Introduction
This chapter gives an overview of some of the major ideas developed in the thesis
in condensed form. The technical aspects are downplayed as far as possible.
1.1 Maxent and Machine Learning
This thesis is mainly concerned with identifying and extending techniques that
can be linked to the principle of maximum entropy (maxent) and applied to pa-
rameter estimation in machine learning and statistics. Why maxent? A major
focus of machine learning is to extract information from data and use it to auto-
matically perform some task. Only performance on the task really matters, not
necessarily an understanding of the task. Nevertheless to design algorithms it
seems reasonable to model the ‘true’ state of the world in order to achieve a suc-
cessful outcome. Inevitably, models can only include some, not all, potentially
relevant information. Models always leave us in doubt about the exact state
of the world. Therefore, to a machine learning researcher, the following quota-
tion from Jaynes (1957a) makes maxent sound like it might be a useful design
principle:
The principles and mathematical methods of statistical mechanics
are seen to be of much more general applicability. . . In the problem
of prediction, the maximization of entropy is not an application of a
law of physics, but merely a method of reasoning which ensures that
no unconscious arbitrary assumptions have been introduced.
Jaynes was recommending the use of maxent as an induction principle for statis-
tics and other fields beyond statistical physics. This occurred in 1957, a time
which predates the field of machine learning. Since then, maxent has been ap-
plied in a number of disciplines, including finance, econometrics, astrophysics,
imaging, and philosophy (Besnerais et al., 1999; Borwein et al., 2003; Stutzer,
2000; Golan et al., 1996; Donoho et al., 1992; Williamson, 2005). Today, directly
acknowledged inspiration from maxent occurs in just a few areas of machine learn-
ing. The use of the maxent principle in Natural Language Processing (NLP) (e.g.
1
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Pietra et al., 1995; Berger et al., 1996) is fairly straightforward to trace. Environ-
mental modeling (Phillips et al., 2006, 2004) uses similar techniques. If one looks
elsewhere in the machine learning literature it would be hard to conclude that
the maxent principle is widely applied. However, if one takes a broader view, it
turns out that a generalized form of maxent can often be found in the field.
Taking a broader view is facilitated by expressing and analyzing models in
the terminology of convex analysis. Some of the work here is in the vein of
establishing this connection. In the end, however, I do not claim some special
status for maxent. Putting induction principles into practice makes them start
to look rather similar. In fact, the field of machine learning has accommodated
many induction principles with a variety of origins, all of which have had their
successes. Instead, the terminology and mathematics of maxent make it a useful
point of departure for developing other models, some of which can be seen as
generalizations of the original maxent principle. This is also demonstrated in
this work.
1.1.1 Classic to General
First a brief introduction to entropy. For the purposes of this thesis entropy is
scalar valued function of a vector. In particular, the function
S(p) :=
N∑
i=1
pi log(pi)
is often called Boltzmann-Gibbs entropy in physics, Shannon entropy in infor-
mation theory or just plain entropy. In the the cross-disciplinary spirit of the
thesis we will call it Shannon-Boltzmann-Gibbs (SBG) entropy. It is useful to
have a specific name for this function, since a major focus of the thesis is on
generalizations of entropy .
Let us now introduce the classic maxent problem, as a prelude to generalizing
it. The classic maxent problem is a finite-dimensional optimization problem. Its
solution is a vector p that solves
minimize
p
S(p) subject to Ap = b, and pi ≥ 0,
where A is an M ×N matrix, with M < N , and the constraint matrix is usually
assumed to have full (row) rank and take the form A =
(
B
1T
)
, i.e., it includes
a normalization constraint. In this thesis, we will maintain a focus on discrete
models throughout, since they are sufficient to highlight the main points.
Using notation from convex analysis it is possible to write this problem down
more compactly. More importantly, convex analysis allows us to reason about
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optimization problems involving non-differentiable functions and hard constraints
in a manner similar to the familiar techniques for smooth functions, as long as
certain technicalities are addressed along the way. This approach is explained in
detail in mathematical references such as Hiriart-Urruty and Lemarechal (2001);
Rockafellar and Wets (1998).
The problem can be re-expressed as
minimize
p
S(p) + δ{0}(Ap− b). (1.1)
Explicit reference to the non-negativity constraint can be dropped by assuming
S takes on the value +∞ outside its effective domain. Here also δC is the convex
indicator function of the set C, which takes on the value 0 on the set and +∞
outside the set. In this case the set in question is simply the singleton set {0},
since exact matching is required.1
This formulation of the problem lends itself to an elegant form of dual-
ity known as Fenchel duality. Fenchel duality applies when analyzing the inf-
convolution of two convex functions as in infx (f(x) + g(x)). The Fenchel dual
is given by supx∗ (f
∗(x∗) + g∗(−x∗)), where f ∗ and g∗ are Fenchel conjugates,
defined as f ∗(x∗) := supx 〈x, x∗〉 − f(x). The reader can see that the dual prob-
lem is constructed by separately conjugating the components of the primal. This
modularity is a hallmark of Fenchel duality. A slightly more complicated version
of Fenchel duality is needed to handle the constraint matrix A (e.g. Borwein and
Lewis, 2000, Theorem 3.3.5). It can be shown that the Fenchel dual for (1.1)
turns out to be:
minimize
µ
S∗(ATµ) + 〈µ, b〉 . (1.2)
Here 〈·, ·〉 represents the inner product in RM , and S∗ is the Fenchel conjugate
of S. This latter function is given by: S∗(p∗) =
∑N
n=1 exp(p
∗
m− 1). Also, a given
solution to this problem, µ¯, can be used to recover the primal solution p¯ via
p¯ = ∇S∗(ATµ).
Letting p∗ = ATµ, and applying some algebra allows an entry of p¯ to be expressed
as
p¯n ∝ exp(p∗n).
1Often, the indicator of this singleton set would be written as δ0.
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or in the notation preferred in this thesis
p¯ ∝ exp[ATµ¯]. (1.3)
In this manner, the machine learning folklore that maxent leads to exponential
families can be confirmed. Although this explanation is not mathematically dif-
ficult, machine learners often acquire this bit of folklore in a different way. In
section 1.2 we will briefly digress on a more typical explanation of exponential
families. But first, we will generalize the setup in (1.1) a bit.
The first generalization is to relax the exact matching constraints to instead
match within an epsilon-ball around zero, defined by some P-norm. In the no-
tation of 1.1, δ{0} becomes δBP Next, the notion of entropy can be general-
ized. It is well known that Kullback-Leibler (KL) divergence, or relative entropy,
is a natural generalization of SBG entropy (e.g. Cover and Thomas (1991)).
KL-divergence is in turn a special case of Bregman divergence. Bregman di-
vergence between two distributions is defined as ∆F (p,p0) := F (p) − F (p0) −
〈∇F (p0),p− p0〉, using a convex function F defined on the non-negative or-
thant.2 Bregman divergences appear in a number of machine learning algorithms.
(See (Azoury and Warmuth, 2001, e.g.) for further details, as well as Chapter
2.) Briefly, the resulting function acts something like a square-distance measure.
The generalized problem is now:
minimize
p
∆F (p,p0) + δBp(Ap− b). (1.4)
In this setting the classical objective function can be recovered by specifying
that F = S and p0 = 1/N , the uniform distribution over the state space. Of
course this is only one of many routes for generalization, some of the others will
be mentioned later on. A key property of the original problem that has been
preserved is that of convexity. Also, the specific form of the problem is still
well-matched to Fenchel duality.
The Fenchel dual for (1.4) turns out to be:
minimize
µ
F ∗(ATµ+ p∗0) + 〈µ, b〉+  ||µ||Q , (1.5)
where the P -norm and Q-norm are dual to each other (1/P + 1/Q = 1), and
p∗0 = ∇F (p0). Because of the shape of A, the dual problem is typically much
easier to solve than the primal problem in practice.
The resulting formulation (1.5) can be seen as a more general form of the max-
imum a-posteriori (MAP) problem for exponential families and can be shown to
be equivalent to versions involving the log-partition function in the classic ver-
2More properly, with effective domain equal to the non-negative orthant.
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sion of the problem. The key difference is that the objective does not involve a
partition function and instead contains an explicit parameter for the normaliza-
tion. After solving (in practice, almost always numerically) for the optimal dual
solution, µ¯, the primal solution, p¯, can be recovered via:
p¯ = ∇F ∗︸︷︷︸
‘Family’
(
‘Score’︷︸︸︷
ATµ¯+p∗0) (1.6)
The gradient of the conjugate of the entropy function (F ) determines the fam-
ily (∇F ∗) of the distribution. In the classic case, the negative entropy function,
S, yields the familiar scalar function exp(·) as the gradient map, hence an expo-
nential family distribution. The freedom introduced in (1.4) can be used to em-
ploy a variety of entropy functions, including those based on so-called deformed
logarithms (Naudts, 2004b). These entropy functions yield the corresponding
deformed exponential family as distributions and will be taken up in Chapter 4.
1.1.2 Non-SBG entropy examples
An important example of generalized entropy is based on the q-logarithm. This
introduces a parameter, q, usually restricted to the interval (0, 2). The defini-
tion of the q-logarithm, deformed exponential expq, and corresponding negative
entropy Sq are:
3
logq(p) =
x1−q − 1
1− q
expq(p) = (1 + (1− q)p)
1
1−q
+
Sq(p) = −
N∑
i=1
pi logq(
1
pi
),
where (·)+ = max(·, 0). Taking limits in the case q = 1, the standard definitions of
all three functions are recovered. When used in the generalized maxent problem
(1.4), the solution has the form of a q-exponential family.
A graphical comparison of the expq function (Figure 1.1) suggests how q-
exponentials can yield distributions with power-law behavior. For values of q < 1,
expq can reach the value zero, in contrast to q = 1, while values of q > 1 cause
the function to approach zero slowly, leading to ‘fat-tailed’ distributions.
3The entropy function described is closely related to Tsallis entropy, except that it cleanly
delivers the expq family as the result, whereas Tsallis entropy does so after a reparameterization.
More precisely, a term of the negative entropy function used here is −p logq(1/p) while Tsallis
entropy is defined with p logq(p)as the negative entropy term.
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Figure 1.1: Left-hand graph indicates tail behavior. q > 1 → fat tail. q < 1 →
truncated tail.
The role that distributions based on the expq functions might play in appli-
cations is perhaps better suggested by a couple of examples.
Example: The loaded die problem. The loaded die problem Jaynes (1982a) is
familiar to students of maxent and a useful example to indicate what role q might
play in a model. To recapitulate, in that problem the matrix and data vector are
A =
(
1 2 3 4 5 6
1 1 1 1 1 1
)
b =
(
4.5
1
)
.
The key feature of the example is that the expectation of the die is set much
higher than the fair value of 3.5. Together with normalization, this forms the
constraint matrix, clearly ruling out the uniform distribution associated with a
fair die. Using the problem formulation of (1.4), set  = 0 (exact constraint
matching), and vary q. Each value of q produces a different value for the proba-
bility of a particular face, while matching the input expectations. The solutions
are illustrated in Figure 1.2. Lower values of q depress the probabilities of the
extreme events (rolling a 1 or a 6), while higher values of q accentuate them. The
classic solution is in the middle of the pack for each face of the die. Figure 1.2
also illustrates that the sensitivity of the probability to the parameter q varies.
From a machine learning perspective it is hard to say much more about this
model, since no task has been defined. However, the value of the estimate for
face 2 appears to be more stable than the others. In a finance setting one might
say the task of making a two-way market on whether a 2 appears next looks to
be somewhat easier than doing so for the other faces.
In the loaded die example the focus was on exact constraint matching and
exploring the freedom to choose an entropy function. In the next example, con-
straint relaxations are also used.
Example: The Dantzig Selector. Recently, Candes and Tao (2007) reported
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Figure 1.2: The loaded die problem. Mean input value: 4.5 instead of the ‘fair’ value
of 3.5
that for a regression model y =Xβ, the solution to the problem
minimize
β
||β||1 + δB∞(XT(Xβ − y))
exactly finds the correct set of regressors, with high probability, under special
conditions of low noise and a sparse ‘true’ model β̂. The use of the 1-norm as a
regularizer is well known to produce sparse models, and this is one case where a
sparse model is known to be optimal. With the help of a partitioned matrix we
can encode the regression coefficients in a non-negative vector using the relation:
β =
(
I | − I )p.
This simple change makes it easy to The regularizer in the Dantzig selector can
be approached by Sq in the limit as q → 0, and therefore fits the generalized
maxent format of (1.4).
The entropy function used here reflects a very specific kind of prior knowledge,
suited to the particular task of discovering the active set of regressors. Both of
these examples suggest that other entropy functions might provide an interesting
set of tools precisely because they lead to non-exponential families. However
in machine learning a large stock of models and techniques are built upon the
unique properties of exponential families.
8 Introduction
1.2 Exponential Families and Machine Learning
In the maxent literature, the equivalence between classic maxent and maximum
likelihood is shown in a number of places (e.g. Jaynes, 1982a). The presentation
leading to (1.3) and given in more detail in Chapter 3, was originally inspired by
Borwein and Limber (1996), which uses conjugate functions and Fenchel duality
to calculate a dual problem. However, in most presentations of exponential fam-
ily models, the dual problem is established via Lagrangian duality and involves
the log partition function, or normalizing function. In the machine learning lit-
erature, an exponential family distribution is often assumed at the start, and the
connection via duality to SBG entropy is often omitted. It is therefore worth-
while to walk through a more conventional presentation to underline that in
certain special cases we are really doing nothing different.
Let X be a vector-valued (M-dimensional) random variable that can take on
one of N values x1 . . . xN from some index set I. Suppose also that X has a log-
linear, or exponential family distribution. This means the density (likelihood) of
a particular value for X is given by
Pr(X = xn | θ) = p(xn) = exp( 〈θ,φ(xn)〉 )/Z(θ) where (1.7)
Z(θ) =
N∑
i=1
exp( 〈θ,φ(xn)〉 ),
where Z is a normalizing function and φ : I → RM is a vector-valued function
representing a statistical measurement.
The likelihood (1.7) can also be written as
exp( 〈θ,φ(xn)〉 − T (θ) ), (1.8)
with the function T = logZ. In the exponential family it does not matter whether
normalization is inside or outside of the exp function. (This small fact becomes
more important when other entropy functions are introduced.)
To consider more than one observation, say K of them, let xnk denote the
case where observation k is in the n-th state. A joint setting of the K random
variables is then a vector x = (xn1 , . . . , xnK ). If the K observations are i.i.d. the
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joint density is
Pr(X1 = xn1 , . . . , XK = xnK | θ) (1.9)
= P (x) =
∏
k
p(xnk)
=
∏
k
exp( 〈θ,φ(xnk)〉 − T (θ) )
= exp
(∑
k
〈θ, xnk〉 −K T (θ)
)
. (1.10)
Suppose now an experiment has taken place and we can fix x = x̂. Maximizing
this expression for the joint likelihood gives the maximum likelihood (ML) esti-
mate of θ. Typically this is done by instead minimizing − logP , which can be
written as:
− logP (x̂) = −
∑
k
〈θ, φ(x̂) 〉+K T (θ)
= −
〈
θ,
∑
k
φ(x̂)
〉
+K T (θ). (1.11)
Now defining b̂ =
∑
k φ(x̂)/K, the empirical mean of the observed statistics
makes the last expression equal to
−K
〈
θ, b̂
〉
+K logZ(θ) ∝ −
〈
θ, b̂
〉
+ logZ(θ).
The factor K is typically dropped since it does not affect optimization.
The ML problem then becomes:
minimize
θ
−
〈
θ, b̂
〉
+ logZ(θ) . (1.12)
The relationship between this formalism and the one represented by (1.2)
stems from the fact that the latter yields the same parameters. To make the
connection clear, first set
A =
(
B
1T
)
,
i.e., include a normalization constraint in A. Next identify the statistics φ with
the matrix B in the following way: B·n = φ(xn), that is, the n-th column of B.
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Also split µ conformably with A, letting
µ =
(
θ
θ1
)
,
where θ is the vector of parameters associated with the feature constraints and
θ1 is a scalar parameter associated with the normalization constraint. Assume
for the moment that we can set θ1 = −T (θ) as necessary (Sufficient conditions
for the existence and properties of the function T is discussed in Chapter 3.)
Using the foregoing transformations, the dual problem objective can be reworked
as follows:
S∗(A∗µ)− 〈b,µ〉
= S∗(BTθ + 1θ1)−
〈
b̂,θ
〉
− θ1 · 1
=
∑
s∗(〈φ(xn),θ〉 − T (θ))−
〈
b̂,θ
〉
+ T (θ)
=
∑
exp(〈φ(xn),θ〉 − T (θ)− 1)−
〈
b̂,θ
〉
+ T (θ)
= C
(∑
exp(〈φ(xn),θ〉 − T (θ))
)
−
〈
b̂,θ
〉
+ T (θ)
= C · 1−
〈
b̂,θ
〉
+ T (θ). (1.13)
Dropping the constant C from the last line and comparing this to (1.12) we can
see that (1.2) will indeed yield the same parameters, as long as the data supplied
to the maxent problem is b = (b̂, 1). Note that in this case the data vector
consists of the empirical mean of the sample, along with an explicit setting for
the sum of the state probabilities. In maxent problems from other disciplines
outside of statistics, the data vector b can be set by other measurements, e.g.
prices in a finance example.
In practice, maximum likelihood is often associated with overfitting. Themax-
imum a posteriori (MAP) estimation procedure attempts to address this problem
by incorporating what is termed a prior distribution or regularizer for θ. It is only
slightly more complicated to redo the foregoing with such a prior. A sketch should
suffice. Instead of starting with (1.9), we begin with P (x,θ) = P (x|θ)P (θ) and
assume the first term is an exponential family distribution, parameterized by θ.
Following the same analysis that led to the ML problem shows that the MAP
problem can stated as:
minimize
θ
−
〈
θ, b̂
〉
+ logZ(θ)− logP (θ) (1.14)
In the Bayesian terminology, the last term is the negative log prior, while in the
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approximation literature, the same term is said to play the role of a regularizer.
It is possible to map both the ML and the MAP problem, into the generalized
maxent framework. A fairly general form of constraint relaxation has the form
G(Ap− b) (see Chapter 3), which leads to the dual problem:
minimize
µ
S∗(A∗µ+ p∗0)− 〈b,µ〉+G∗(−µ). (1.15)
Now comparing the objective (1.13) with (1.12) and (1.14), the correspon-
dence comes down to whether the relaxation term of the generalized maxent
problem corresponds to the negative log prior. For arbitrary priors the corre-
spondence will break down. Usually, however, the prior is chosen to maintain the
convexity of the optimization problem, therefore this issue is not often encoun-
tered.
The foregoing also shows why it is a good idea to distinguish clearly between
the initial guess and the prior. In the maxent literature the initial guess is some-
times confusingly called a prior distribution. The latter is a term perhaps better
applied to a distribution over parameters rather than states. This distinction will
be maintained. Looking ahead, priors will be better identified with regularization
functions for the parameters of p¯, arising out of constraint relaxations, not the
initial guess p0, which is a distribution over states, not parameters.
In the maximum likelihood problem (1.12), the log partition function fea-
tures prominently, and a great deal of machinery is available to estimate such
models (Wainwright and Jordan, 2003b). Under fairly mild conditions it can be
shown to be C∞, convex, and the cumulant generating function of the resulting
model. In particular its gradient matches the expectation of the features under
the maximum likelihood model.4 See (Proposition 2 Wainwright and Jordan,
2003b)
Having sketched the correspondence between the generalized maxent frame-
work and both ML and MAP estimation, a few comments are in order. First the
exponential family approach to model-building hardwires several assumptions.
The first of course is SBG entropy, since this is what gives rise to the exponential
family. Another assumption is normalization. This is implicit in the use of the
log partition function Z in the objective function. If one builds a model starting
with the log-partition function it is hardly possible to relax this assumption. In
the generalized maxent framework various relaxations are possible and normal-
ized models can be regarded as belonging to a continuum of models, the rest of
which are not normalized. Later, when we relax the SBG entropy/exponential
family assumption, a form of the log partition function survives for some entropy
functions, but generally it will be more natural to work with the conjugate of the
entropy function, as in (1.5).
4Or, indeed the resulting MAP model, if that estimation method is employed.
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1.3 Outline and Contributions
This thesis draws on results from statistical physics, information geometry and
machine learning. Given this diversity, some effort was expended in unifying
notation as far as possible. A great deal of this was made possible by using the
tools and notation of convex analysis. To provide the common ground needed,
Chapter 2 establishes notation and presents what I hope is a useful primer on
convex analysis including information on ‘conjugate calculus’. This topic is very
helpful in deriving dual representations of optimization problems.
Chapter 3 establishes the duality theory utilized in the rest of the thesis. It
is based upon a number of sources, most notably Rockafellar and Wets (1998).
In that chapter we also look once again at the normalizing function discussed in
Section 1.2 and establish the connection to escort probabilities. Escort probabili-
ties are known in statistical physics and are briefly touched in a machine learning
paper (Lafferty, 1999), but a presentation of the connection based on Fenchel
duality I have not seen elsewhere. The ability to get a ’nice’ characterization of
escorts is dependent on whether the entropy enjoys the Legendre property. I sus-
pect that this fact is known in some form or another to researchers in statistical
physics who take the ability to perform the Legendre transform for granted in
their work, but the chapter makes an explicit connection.
As mentioned before, this thesis explores the freedom to build machine learn-
ing models with different entropy functions. At this point it is natural to ask on
what basis such alternative entropies should be chosen. Or, even what exactly
is entropy? These questions are somewhat beyond the scope of the thesis and
are active areas of research (see e.g. Niven, 2007). Instead we focus here on the
more direct question of what different entropy functions do and how to work
with them. In Chapter 4 we follow the suggestion offered by Naudts in a series
of papers (Naudts, 2004a,b, 2002) and use the notion of deformed logarithms to
construct parameterized families of entropy functions. These lead to the study
of functions called φ-logarithms and φ-exponentials. A number of notable ob-
jective functions are in this class, including SBG entropy, and Tsallis entropy
(Gell-Mann and Tsallis, 2004). It turns out that deformed logarithms do not
always enjoy the Legendre property. The chapter provides a simple test of when
they do. The related entropy functions are useful tools to model heavy-tailed
distributions or distributions with limited support (light tails), where one may
need to look beyond exponential families.
In Chapter 5 we explore a series of extended examples to suggest that the
framework is in fact useful for understanding and extending existing approaches
to model building in machine learning. In the first three sections we find that
the generalized maxent problem has been studied under various names in differ-
ent fields. One aim of this thesis is to show that several well-studied problems
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in convex analysis (e.g. Pietra et al., 2002a; Bauschke, 2003), and information
geometry (e.g. Murata et al., 2004; Eguchi, 2005) are instances of the generalized
maxent problem (3.23) with exact constraint matching. In each case we show
that the main theorems in these papers can be reconstructed simply by using
basic concepts from convex analysis along with Fenchel duality. We also offer a
perspective on boosting and regression models. Boosting is an example of what
could be termed conditional-empirical models. It does two things to alter the
classic problem. One is to utilize the product rule to factorize the distribution:
p(x, y) = p(y|x)p(x). The second is to replace one of the factors, say p(x), with
its empirical counterpart. This is a strong modeling assumption, since it places
zero weight on a vast portion of the state space. After imposing it, the original
problem can be reformulated as a much smaller one, with considerable practical
benefits. In machine learning this is referred to as the discriminative approach,
as opposed to the generative one (Jebara, 2003).
It should also be stressed that some of the most interesting models come from
studying non-Legendre entropy functions. As seen in the Dantzig selector exam-
ples, these can be associated with sparse models. One such example, involving
an application to non-negative matrix factorization (NMF) is covered in Chapter
6. NMF is an interesting and slightly surprising application as all the well-known
approaches to this problem involve non-convex optimization. The model intro-
duced here is also non-convex, except that the algorithm uses two alternating
generalized maxent problems as substeps. However, the theory remains relevant
because the dual characterization of the substeps shows clearly how sparsity in
the solution is achieved. This example also provides an opportunity to exercise
the computer code that was written for the thesis on two real-world data sets.
Hopefully the diversity of the data sets gives a hint of the wide range of potential
applications.
Another important reason that exponential families are popular in machine
learning is that they represent a ‘perfect’ fit with graphical models. This fit
is established by the Hammersley-Clifford Theorem. For undirected graphical
models the Hammersley-Clifford theorem (see Lauritzen, 1996) is fundamental for
relating the structure of the graph to the factorizations of the probability density.
This theorem links the conditional independence assumptions encoded in the
structure of a graph to the factorization properties of a probability distribution.
Exploiting the factorization property is often the key to developing an efficient
estimation algorithm, while conditional independence is often considered a form
of prior information available to the modeler.
Still more complicated factorizations can be expressed using graphical mod-
els. Among these are two basic types: directed graphs and undirected graphs.
The former are associated with Bayesian Networks while the latter yield Markov
Random Fields (MRFs). Hidden Markov Models (HMMs), Maximum Entropy
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Markov Models (MEMMs) and Conditional Random Fields (CRFs), are all well-
known instances of graphical models (Lafferty et al., 2001). At the moment all
the examples the author knows of employ exponential families, and are therefore
based on SBG entropy. Is this happy marriage destroyed by moving outside the
exponential family? Chapter 7, takes a first step to address the question. It
presents a generalization of the Hammersley-Clifford Theorem in which, by ad-
justing our view about the semantics of the edges in a graph, factorization of the
probability distribution is restored. Chapter 8 concludes with a summary and a
discussion of possible future research directions.
Chapter 2
Mathematical Background
This chapter sets out much of the notation and covers some of the results needed
to make the thesis as self-contained as possible.
2.1 Essential Convex Analysis Concepts
Why study convex analysis? One compelling reason is that convex analysis pro-
vides tools that unify the expression of smooth and non-smooth optimization
problems, as well as constrained and unconstrained problems. In this section,
a primer on convex analysis is presented. An attempt has been made to use
standard notation as far as possible. Where confusion of terminology or notation
may arise, a footnote of explanation has been added. Many of the results in
this chapter can be found in, or distilled from, one or more of the following ex-
cellent texts Rockafellar (1970); Hiriart-Urruty and Lemarechal (2001); Borwein
and Lewis (2000); Rockafellar and Wets (1998); Luenberger (1969). Readers can
scan the checklist of topics covered in this section to see if they can skip ahead:
• Set attributes: int, ri, bdry.
• The extended reals.
• Convex set, convex function.
• For a convex function F set domF .
• Epigraph, sublevel set.
• Level-bounded function, coercive function.
• The values inf F , supF , minF . The set argminF .
• Closed, proper, lower semicontinuous functions.
• Continuity and differentiability of convex functions.
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• Subgradient of a convex function.
• The Fenchel-Legendre conjugate.
• Operations preserving convexity e.g. epi-addition, epi-multiplication, epi-
composition. definitions preserve convexity.
• Function properties transformed in duality.
• The Legendre property, essential strict convexity, essential smoothness.
• ‘Convex calculus’, examples of convex functions and their conjugates.
2.1.1 Basic Notation
X and its dual, X ∗, denote copies of the Euclidean space RN . It is useful to
distinguish between X and its dual, even though they are isomorphic. The vari-
ables p, q,x, etc. denote elements of X , and p∗, q∗,x∗ etc. denote elements of
the dual space X ∗. The two spaces are connected via the usual dot product
〈p,p∗〉 =∑n pnp∗n.
For sets C,D ⊆ X and α, β ∈ R, the Minkowski sum αC + βD is given by
αC + βD = {αp+ βq : p ∈ C, q ∈ D}.
The meaning of the notation p + B is that of {p} + B. The meaning of A − B
corresponds to the same definition, of taking α = 1 and β = −1. The definition
also straightforwardly resolves statements like the following.
0 ∈ A− B ⇔ ∃a ∈ A, b ∈ B such that a− b = 0⇔ A∩ B 6= ∅
The interior int C of a set C ⊆ X consists of all p ∈ C for which some -
ball centered at p is contained in C. Interiors of Minkowski sums are sometimes
encountered.
Fact 2.1 (Interiors) 0 ∈ A ∩ intB or 0 ∈ intA ∩ B =⇒ 0 ∈ int(A− B) and
the reverse implication does not hold.
Some intuition for this result is that the set A−B is actually larger than its two
components.
Images of sets are used as well. If A is a linear map between X andM and
C ⊂ X , then AC = {y ∈M | y = Ap for some p ∈ C }.
A set L ⊆ X is called a linear subspace if L is nonempty and αL+βL ⊆ L for
all α, β ∈ R. An affine subspace, or hyperplane is a translated linear subspace.
It has the form L+x0, for some linear subspace, L, and a vector, x0. The affine
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hull of a set consists of the smallest affine subspace containing it. In particular
the affine hull of C is the set:
{v | αv1 + (1− α)v2, α ∈ R,v1,v2 ∈ C },
containing all the points which can be expressed as convex combinations of points
from the original set. We often think of a hyperplane as having dimension one
less than the space it is embedded in, but this need not be the case for an affine
hull, which will inherit the dimensionality of the set generating it.
The relative interior ri C of a convex set C consists of all points p ∈ C for
which the intersection of the affine hull of C with some -ball centered at p is
contained in C. The boundary, bdry C, is the set of non-interior points of C.
It is useful to allow a function to take on the values +∞, and/or −∞. This
is helpful in defining functions over the whole of a space, which are normally
restricted to certain sets. For this purpose define the extended reals : R¯ = R ∪
{−∞,+∞}. There is some downside to this practice. Arithmetic on the extended
reals requires some care. It is important to avoid the occurrence of expressions
equivalent to ∞−∞ and ∞/∞, which are not defined.
2.1.2 Convexity
A set C is convex if ∀x ∈ C, y ∈ C and α ∈ (0, 1), then αx + (1− α)y ∈ C. The
concept is illustrated in Figure 2.1.
Fact 2.2 Convexity of sets is preserved under arbitrary intersections, affine maps,
Cartesian products, direct sums, taking the interior and taking the closure.
Figure 2.1 provides a simple illustration of convexity based on convex combina-
tions.
For the rest of this chapter F refers to a function F : X → R¯. F has effective
domain, domF = {x | F (x) < +∞}. F is proper if there is at least one x such
that F (x) <∞ and F (x) > −∞,∀x ∈ X . In other words, a proper function has
a non-empty effective domain, where it is finite ( i.e., bounded below) and outside
of which it takes on the value +∞.
The epigraph of F is the set epiF = {(x, α) ∈ X ×R : F (x) ≥ α}. Examples
of epigraphs appear in in Figures 2.2 and 2.3.
F is called a convex function if epiF is a convex set. This is equivalent to
Jensen’s inequality: ∀x,y ∈ domF and α ∈ (0, 1), then αF (x) + (1− α)F (y) ≥
F (αx + (1 − α)y). These two alternative characterizations of convexity form a
typical pattern of convex analysis. Operations which may yield convex functions
can be verified by examining the resulting function or its epigraph, whichever is
easier.
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Convex Non-Convex
Figure 2.1: Set convexity.
A function is strictly convex if ‘≤’ is replaced with”<” in Jensen’s inequality,
The difference is illustrated in Figure 2.2 Proper convex functions are of primary
epi F1 epi F2
Figure 2.2: Strict convexity.
interest in this work.
Theorem 2.3 (Convex domain) The effective domain of a proper convex func-
tion is a convex set.
Proof Suppose p, q ∈ domF . Then for α ∈ (0, 1), let x = αp + (1 − α)q. In
the following, the first inequality is due to convexity and the second is due to the
assumed finite values of F (p) and F (q):
F (x) = F (αp+ (1− α)q) ≤ αF (p) + (1− α)F (q) <∞,
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which implies the result.
Fact 2.4 (Continuity) A convex proper function is continuous on the interior
of its effective domain. Proof: (Sec. 7.9. Corollary 1, Luenberger, 1969).
Many properties of convex functions hold on the interior of its effective do-
main. If a convex function with dim(domF ) < dimX is encountered, the interior
of its domain is actually empty, but its relative interior, denoted ri(domF ) may
not be empty. If the effective domain has full dimension, the relative interior and
the interior coincide. For this reason, statements involving the relative interior
are of greater generality, since they place no restriction on the dimensionality of
domF . In practice, the loss of generality is very mild. For simplicity, the discus-
sion in this chapter uses int instead of ri. In later chapters, if the distinction is
crucial, ri will be used.
2.1.3 Closure
Closure is another important property. A convex proper function F is said to be
closed if its epigraph is a closed set. Equivalently,
Theorem 2.5 (Closure) F is closed if, for any fixed p0 ∈ int(domF ), and any
p ∈ X ,
F (p) = lim
λ↑1
F ((1− λ)p0 + λp).
A closed function is therefore well-behaved at the boundary of its domain. To
see the difference between a non-closed versus a closed convex function compare
F (x) =
{(
x− 1
2
)2
if x > 1
2
+∞ if x ≤ 1
2
to F (x) =
{(
x− 1
2
)2
if x ≥ 1
2
+∞ if x < 1
2
(2.1)
The two functions are depicted in Figure 2.3. The heavy line indicates points
included in the epigraph. The first function is not closed because F (1/2) = +∞
(instead of 0). Therefore there is a convergent sequence {(xn, F (xn)} → (1/2, 0),
which does not match the value (1/2, F (1/2)) = (1/2,+∞).
A closed function behaves better as the objective of a minimization problem,
since it attains its infimum while the non-closed function does not. In optimiza-
tion it is highly desirable to work with functions that are closed, convex and
proper. This conjunction will be denoted with the shorthand ccp.
The operation to close the set epiF by adding its limit points is familiar from
real analysis. The new set cl epiF corresponds to the epigraph of a function clF ,
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dom F = :x x > 1
2
>
epi F
1 2 3
2
4
dom F = :x x ³ 1
2
>
epi F
1 2 3
2
4
Figure 2.3: Open versus closed convex function (Equation 2.1.)
which is obviously closed and convex. The new function satisfies: clF ≤ F , with
equality holding if F was closed already.
Often an introduced function is assumed to be ccp. If a function arises as
the result of some operations on ccp functions, the resulting function may or
may not remain ccp. A common strategy is to introduce side assumptions to
maintain the ccp property. Closure is typically the frailest of the properties
involved, so additional assumptions are often aimed specifically at ensuring the
resulting function is closed.
2.1.4 Subgradients
The concept of a subgradient is a generalization of the gradient concept from
calculus. It turns out to be especially natural for convex functions, including
those which are not necessarily smooth. For smooth functions, the concept of
a gradient can be used to define a line, or in higher dimensions, a hyperplane
which supports (is tangent to) the function at a point. The gradient represents
the slope of the line, or more generally, the parameters defining the hyperplane.
Conversely this generalization allows any nonvertical hyperplane, if any exists,
to serve as a subgradient at a given point.
The one-sided directional derivative of F at p in the direction d is defined as:
F ′(p;d) := lim
t↓0
F (p+ td)− F (p)
t
. (2.2)
Note that this is a less restrictive version of the Gateaux derivative, since the
limit is not taken from either direction. If it exists and is equal to the same value
in every direction d, the function is (Frechet) differentiable in the usual sense
(see e.g. Sec. 7.2 Luenberger, 1969). This definition of a derivative turns out to
be closely related to the subgradient concept, defined next.
If F is proper and convex and p is a point where F is finite, that is, p ∈ domF ,
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then p∗ ∈ X ∗ is called a subgradient of F at p if
F (q) ≥ F (p) + 〈p∗, q − p〉 ,∀q ∈ X . (2.3)
The set of all subgradients at a point is called the subdifferential of F at p and
is denoted by ∂F (p). If F (p) = +∞, that is, if p /∈ domF , then ∂F (p) := ∅.
If ∂F (x) is not empty then F is said to be subdifferentiable at x. If the set
∂F (x) is a singleton, then the function is said to be differentiable at p and we
use ∇F (p) to denote its gradient at p. The subdifferential mapping, ∂F , also
denotes a set-valued function. Thinking of ∂F this way, its domain is defined as
dom ∂F = {p ∈ domF | ∂F 6= ∅ }.
Subgradients often exist when gradients are not defined. For example, the
function f(x) = |x| is differentiable everywhere except zero. However, its subd-
ifferential is not empty there. Instead it consists of the interval [−1,+1], corre-
sponding to the slopes of the lines which support the function at x = 0. Each
such supporting function must pass through the shaded area shown in Figure 2.4.
 x¤
Slope  -
1
2
Slope 
1
2
-2 -1 1 2
-2
-1
1
Subdifferential of  x¤ at zero
Figure 2.4: Subgradient of |x| at zero consists of the set: [−1, 1] corresponding to
the slopes of affine functions supporting |x| at zero. Each supporting affine function
corresponding to a subgradient passes through the shaded area.
Note that in contrast to the one-sided directional derivative (2.2), the defini-
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tion of a subgradient does not even mention limits. However, the following Fact
illustrates that the two concepts are in close agreement.
Fact 2.6 (Subgradient properties) If F is convex and proper.
i. p ∈ int(domF )⇒ ∂F (p) 6= ∅.
ii. p ∈ int(domF )⇒ F ′(p;d) = supp∗∈∂F (p) 〈p∗,d〉
iii. p ∈ dom(∂F ) and ∂F (p) is bounded ⇔ p ∈ int domF .
iv. p ∈ domF and ∂F (p) = ∅ ⇒ F ′(p;d) = −∞
Proof: (Thms. 23.3-4 Rockafellar, 1970).
Note (iv) implied that the supremum in (ii) is achieved since ∂F is also closed,
having been defined with non-strict inequalities.
As the Fact suggests, the subdifferential may or may not be empty on the
boundary of its domain. Consider the function f : R→ R¯, where
f(p) =

p log(p), p > 0
0, p = 0
+∞, p < 0
.
This function has dom f = [0,+∞) (and is ccp). At p = 0, ∂f = ∅. Contrast this
with the function
g(p) =

p3/2 − p, p > 0
0, p = 0
+∞, p < 0
.
It has the same domain as f , but ∂g(0) = (−∞,−1]. Fact 2.6 and these two
examples indicate that int(domF ) ⊂ dom ∂F ⊂ domF , sometimes strictly so.
A similar situation is illustrated in Figure 2.5
Fact 2.7 (Differentiability of strictly convex functions) A proper, strictly
convex function is differentiable on the interior of its effective domain. Proof: Use
Fact 2.6 and strict inequality to rule out non-unique subgradients.
Some other properties of ∂F relate to the conjugate of F and are deferred to the
next subsection.
One of the most useful features of calculus involves the rules for calculating
derivatives leading up to the chain rule. With due regard for the set operations
involved, subgradient calculus rules can be established.
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Subgradients No Subgradient
Figure 2.5: Subgradients at the boundary may or may not exist.
Fact 2.8 Let F,G : X → R¯ be ccp and A : X → M be a linear map with
(A domF ) ∩ domG 6= ∅. Then if H(p) = F (p) +G(Ap)
∂H(p) = ∂F (p) +A∗∂G∗(p∗),
where the ‘+’ represents the Minkowski sum.
Proof: (Thm 23.9 Rockafellar, 1970)
2.1.5 Fenchel Conjugation
The concept of conjugation is very important for establishing duality results later
on. It is also the basis of much of the ‘convex calculus’ used in this work. The
Fenchel conjugate F ∗ : X ∗ → (−∞,∞], also known as the Fenchel-Legendre
conjugate, is defined as
F ∗(p∗) := sup
p∈X
{〈p∗,p〉 − F (p)} . (2.4)
F ∗ may be referred to simply as a conjugate function. There are many important
connections between functions and their conjugates.
Theorem 2.9 If F is proper, F ∗ is ccp. Proof: (B.2.1.3, Hiriart-Urruty and
Lemarechal, 2001).
Proof (Alternate) From the definition (2.4), F ∗ is constructed from a set of
affine functions, indexed by p, each of which is closed and convex. In (2.4),
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taking the sup corresponds to arbitrary intersections of the epigraphs of the
linear functions in the set. This operation preserves closure and convexity of
epiF ∗. Since F is proper, domF 6= ∅, therefore F (p) is finite somewhere, and
therefore F ∗(p∗) > −∞,∀p∗ and F ∗(p∗) < +∞ for some p∗.
Note that this Fact does not require F to be closed or convex.
Fact 2.10 [Biconjugation] If F is proper F ∗∗ ≤ F .
Proof: (E.1.3.5, Hiriart-Urruty and Lemarechal, 2001).
The epigraph of a biconjugate is equal to the closed convex hull of the original
function. This only adds points to the epigraph and any additional points must
correspond to lower function values. The two functions coincide exactly when
the function can be represented by an envelope of affine functions.
Fact 2.11 (Biconjugation of ccp functions) [Biconjugation of ccp functions]
If F is ccp then F = F ∗∗.
Proof: (E.1.3.6, Hiriart-Urruty and Lemarechal, 2001).
Theorem 2.12 (Fenchel-Young Inequality) For all p ∈ X and p∗ ∈ X ∗,
F ∗(p∗) + F (p)− 〈p∗,p〉 ≥ 0
Proof For all p∗ ∈ X ∗, the following holds:
F ∗(p∗) = sup
p∈X
{〈p,p∗〉 − F (p)} ≥ 〈p,p∗〉 − F (p)∀p ∈ X
Rearranging gives the result.
Among the most useful connections are those relating subgradients of F and F ∗.
To appreciate the following it is essential to bear in mind that ∂F and argmax
refer to sets, not necessarily a single point.
Theorem 2.13 (F-Y equality and subgradients) For p ∈ domF , p∗ ∈ ∂F (p)
iff Fenchel-Young holds with equality.
Proof From the definition of a subgradient, for a fixed p ∈ domF and p∗ ∈
∂F (p), the following holds ∀q ∈ X :
F (q) ≥ F (p) + 〈p∗, q − p〉
−F (q) + 〈p∗, q〉 ≤ −F (p) + 〈p∗,p〉
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Since the inequality holds for all q it holds for the supremum over q as well. But
that makes the left-hand side equal to F ∗(p∗). The last expression then becomes
F ∗(p∗) ≤ 〈p,p∗〉 − F (p).
This is the reverse of the Fenchel-Young Inequality, therefore it can only hold
with equality.
From this follows:
Fact 2.14 (Subgradient as maximizer)
∂F (p) = argmax
p∗
{ 〈p∗,p〉 − F ∗(p∗) }
The subgradient of F and F ∗ are related as well.
Theorem 2.15 (Subgradient inversion) The subdifferential of a closed, con-
vex, proper function, F and its conjugate F ∗ are related through the inversion
rule: p ∈ ∂F ∗(p∗) ⇐⇒ p∗ ∈ ∂F (p). In function/relation notation this is
∂F ∗ = (∂F )−1 and ∂F = (∂F ∗)−1
Proof From two applications of the previous theorem we have:
p∗ ∈ ∂F (p)⇔ 0 = F (p) + F ∗(p∗)− 〈p∗,p〉 and
p ∈ ∂F ∗(p∗)⇔ 0 = F ∗(p∗) + F ∗∗(p)− 〈p∗,p〉 .
From Theorem 2.9, F ∗∗ = F , so the right-hand conditions are identical, which
gives the result.
These results are important in the optimization of convex functions, discussed in
the next section.
2.1.6 Sublevel Sets
An α-sublevel set of a convex function F is denoted levα F := {p ∈ X×R | F (p) ≤
α}. Sublevel sets are formed by the intersection of an epigraph and a half-space.
Both are convex. Both are closed, being defined with a non-strict inequality.
Hence the intersection is convex.
A ccp function, F , is level-bounded if ∀α ∈ R, levα F is compact. Since
sublevel sets are already closed, the additional requirement is that of bounded-
ness. An example of a ccp function that is not level-bounded is f(x) = 1
x
(with
dom f := R++). A comparison with the level-bounded function f(x) = x log x
(with domF := R+) is given in Figure 2.6. Level-boundedness is one of the
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Figure 2.6: Sublevel sets for two functions, one level-bounded, the other not.
requirements for a convex function to attain its minimum. This is discussed fur-
ther in the next section. First, two growth properties of functions turn out to be
related to level-boundedness.
0-coercive and 1-coercive:
i. F is 0-coercive if
||p|| → +∞ ⇒ F (p)→ +∞.
ii. F is 1-coercive if
||p|| → +∞ ⇒ F (p)||p|| → +∞.
Fact 2.16 Assume F is ccp.
i. F is level-bounded iff F is 0-coercive.
ii. p ∈ domF iff F ∗(p∗)− 〈p,p∗〉 is 0-coercive.
iii. F is 1-coercive iff F − 〈p∗, ·〉 ,∀p∗ ∈ X ∗ is 0-coercive.
iv. domF ∗ = X iff F ∗ is 1-coercive.
v. In particular, F is 1-coercive ⇒ 0 ∈ int(domF ∗).
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Proof: (E.1.3.10, Hiriart-Urruty and Lemarechal, 2001).
The 1-coercive property corresponds to a stronger version of level-boundedness.
In other words F is coercive if it remains level-bounded even after subtracting
any linear function (ii above). Note also that if one first has information about a
conjugate function, F ∗, and F is assumed to be ccp, then its level-boundedness
and coercivity can be inferred directly from F ∗ using Fact 2.16.
2.1.7 Abstract Minimization
Abstract minimization refers to the case where F is unconstrained, or when con-
straints are implicit in the definition of domF . In real analysis, students learn
that a continuous function achieves its extreme values on a compact set. This
is known as the Weierstrass theorem (see e.g. Chap. 2, Theorem 1, Luenberger,
1969). In many optimization problems, compactness of the constraint set cannot
be assumed, yet we still want guarantees that optimal solutions exist. Convexity
and level-boundedness provide a clean answer to the problem of abstract mini-
mization, with level-boundedness playing a role analogous to compactness in the
Weierstrass theorem.
Theorem 2.17 (Abstract minimization) Let F be a ccp and level-bounded.
i. The set argminF is non-empty, i.e., F attains its infimum. It is also com-
pact and convex.
ii. If p¯ ∈ argminF ⇔ 0 ∈ ∂F (p¯).
Proof Let α¯ = inf F . (i) Since F is proper −∞ < α¯ < +∞. Also because F
is level-bounded, ∀α > α¯, levα F is non-empty. This implies attainment. Since
each levαn F is compact and non-empty, and intersection preserves closedness,
compactness and convexity, argminF is also shares those properties.
For (ii), suppose p¯ ∈ argminF and α¯ = F (p¯). Then
∂F (p¯) = {p∗ ∈ X ∗ | F (q) ≥ 〈p∗, q − p¯〉+ F (p¯),∀q ∈ X}.
Also p∗ ∈ ∂F ∗(p¯), since the defining condition for the set reduces to F (q) ≥
α¯, ∀q ∈ X . For the reverse implication, simply note that F (q) ≥ F (p¯),∀q ∈ X ,
is the definition of a global minimum.
2.1.8 The Legendre Property
Two properties: essential smoothness and essential strict convexity are also re-
lated under conjugation.
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A ccp function F is essentially smooth if int(domF ) is non-empty, ∂F is
a singleton on that set and empty outside it. In other words the function is
differentiable on int(domF ).
A ccp function F is essentially strictly convex if it is strictly convex on every
convex subset of dom ∂F .
Functions which possess both properties are said to have the Legendre prop-
erty. Functions with this property form an especially convenient class to work
with.
Fact 2.18 (Legendre property under conjugation) A proper, convex func-
tion F is essentially smooth iff F ∗ is essentially strictly convex. Therefore F is
Legendre iff F ∗ is Legendre.
Proof: (11.13, Rockafellar and Wets, 1998) or (Thm. 26.3 Rockafellar, 1970).
Fact 2.19 (Conjugate formula for Legendre function) If F is ccp and Leg-
endre, then F ∗ is given by the formula:
F ∗(x∗) =
〈
x∗, (∇F )−1(x∗)〉− F ((∇F )−1(x∗)). (2.5)
Proof: See (11.9 Rockafellar and Wets, 1998).
The foregoing is a kind of best case. The requirement of essential smoothness will
not be satisfied by some of the functions looked at later in this work. Nevertheless
the formula of Fact 2.19 applies with some extra care. A useful relaxation is to
assume that F is not essentially smooth. Instead:
Fact 2.20 (Formula for non-Legendre functions) Assume F is differentiable
on C = int(domF ) and ∂F (p) 6= ∅ for some p ∈ int(domF ). Let D = ∇F (C).
Then for p∗ ∈ D, F ∗(p) is given by Fact 2.19. Proof: (Thm. 26.4 Rockafellar,
1970).
The value of F ∗ outside of D requires function-specific analysis.
2.1.9 Operations and Conjugation
In this section a number of important types of convex functions are presented. In
addition, there are many operations which preserve convexity. Most treatments
of convex functions introduce these operations right away. By waiting until after
Fenchel conjugation has been discussed another perspective can be given. A
number of convexity-preserving operations appear as duals to each other under
conjugation, albeit sometimes with the addition of some technical assumptions
to maintain closure.
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Dual operations
Addition and epi-addition:
1. Addition: F1 + F2 is simply pointwise addition of two functions.
2. Epi-addition1: If F1 and F2 are ccp, then their epi-sum denoted by the
expression F1 unionmulti F2, is defined by
(F1 unionmulti F2)(p) = inf
q
{F1(p) + F2(p− q)}
Fact 2.21 (Sum/Epi-sum) If F1 and F2 are ccp, and 0 ∈ int(domF1−domF2)
then
(F1 + F2)
∗ = F ∗1 unionmulti F ∗2 and
(F1 unionmulti F2)∗ = F ∗1 + F ∗2 .
The assumption of this Fact can be replaced with either
domF1 ∩ int(domF2) 6= ∅ or int(domF1) ∩ domF2 6= ∅.
Proof: (11.23(a), Rockafellar and Wets, 1998)
In addition to X some functions involve another Euclidean spaceM = RM .
A typical element of this space will be denoted b or y. A connection between X
and M is made via the linear map A : X → M. Usually this map is assumed
to be onto, or full row rank when represented by a matrix. The variables u and
u∗ are used to denote elements ofM andM∗. When the star notation becomes
tedious, we drop it and switch to Greek letters, e.g. converting u∗ to µ ∈M∗.
Composition and epi-composition with a linear map:
Let A : X →M and F : X → R¯.
1. Composition: The composition F ◦A is given by
(F ◦A)(p) = F (Ap).
2. Image function2.The image function, denoted AF :M→ R¯, is defined by
AF (y) = inf
p
{F (p) + δ0(Ap− y)}.
1Also called inf-convolution. The name used here is epi-addition, since it corresponds to the
Minkowski sum of two epigraphs.
2Also called the epi-composition of A and F .
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Note that the image function AF has the same target space as F , while changing
the argument from p to y. The value assigned to y under AF is the same one
achieved by a minimizer of F subject to Ap = y. This function is closely
connected to the classic maxent problem taken up in Section 3.5, which requires
the same calculation.
Fact 2.22 (Composition/Image function) Assume that rangeA∩int(domF ),
then
(F ◦A)∗ = A∗F ∗ and
(AF )∗ = F ∗ ◦A∗.
Proof: (11.23(b), Rockafellar and Wets, 1998).
The next pair of operations are useful in establishing a symmetric form of duality
for optimization problems discussed in the next chapter.
Zero-restriction/inf-projection: Consider a function F : X×M→ R¯, which is
ccp in the variable (p,u), i.e., the function is jointly convex in its two variables.
1. Inf-projection. The inf-projection of F is G(u) = infp F (p,u).
2. Zero-restriction. The zero-restriction of F is H(p) = F (p,0).
Fact 2.23 (Zero-restriction/Inf-projection) If F is proper, then its inf-projection
G is convex and
G∗(u∗) = F ∗(0,u∗).
If F is ccp and there exists p such that (p,0) ∈ int(domF ) then its zero restric-
tion H is ccp and
H∗(p∗) = inf
u∗
F ∗(p∗,u∗).
Proof: (11.23(c), Rockafellar and Wets, 1998).
The above Fact simplifies the general situation somewhat. The two operations
are clearly dual to each other. However conjugating a zero restriction requires a
closure operation that can be ignored when the sufficient condition stated is in
force. In fact the ‘zero’ in zero restriction can be generalized as well, but it will
not be pursued here.
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Indicator and Support Functions
The indicator function of a convex set C in X is defined as
δC(p) :=
{
0, p ∈ C
∞, p /∈ C , (2.6)
while its conjugate, known as the support function, is
δ∗C(p
∗) := sup
p∈C
〈p,p∗〉 . (2.7)
Often the function symbol σ is used instead of δ∗. When C consists of a single
point c, δ∗C(p
∗) = 〈c,p∗〉. Indicators of certain types of sets arise frequently
and their support functions are worth remembering. We have already seen one
support function. Using Fact 2.6, the directional derivative is
F ′(p;d) = sup
p∗∈∂F (p)
〈p∗,d〉
= σ∂F (p)(d),
which is the support function of the set ∂F (p) evaluated at the direction d.
Define the epsilon P -norm ball as the set
BP := {p | ||p||P ≤ }, (1 ≤ P ≤ ∞).
.
Theorem 2.24 (P -norm ball support function) The indicator of BP has
conjugate3
δ∗C(p
∗) =  ||p∗||Q ,
where 1
Q
+ 1
P
= 1.
Proof Let Q be such that 1/P + 1/Q = 1. Substitution and algebra yields the
3P and Q are used to avoid confusion with p and q, which are vectors.
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next three lines:
δ∗BP (p
∗) = sup
p∈X
{ 〈p,p∗〉 − δBP (p) }
=  sup
p∈X
{
〈
p
||p||P
,p∗
〉
}
=  sup
p∈X
{
〈
p
||p||P
,
p∗
||p∗||Q
〉
||p∗||Q }
= 
∣∣∣∣∣∣∣∣ p||p||P
∣∣∣∣∣∣∣∣
P
·
∣∣∣∣∣
∣∣∣∣∣ p∗||p∗||Q
∣∣∣∣∣
∣∣∣∣∣
Q
· ||p∗||Q
=  ||p∗||Q .
On the fourth line the equality condition of the Ho¨lder Inequality is used.
In finite dimensions we can also use the pairing of P = 1 and Q = +∞ (cor-
responds to the 1-norm and sup-norm). These are dual to each other in finite
dimensions, but not infinite dimensions. This shows that norms are the support
function of a convex set, namely the epsilon-ball under the dual norm.
Additively Separable Functions
Some optimization problems have additively separable objective functions. In
other words, they can be expressed as F (p) =
∑
n fn(pn), for fn : R → R¯,
sometimes with fn = f . It will be useful to have a notation that represents
element-wise application of the scalar function to a vector. We use significant
square brackets, e.g. f [p], to represent the operation p 7→ (f(p1), . . . , f(pn)).
Then the expression 1Tf [p] represents the sum (1 is a conformable-length vector
of ones). Many of the important properties of these vector valued functions
are preserved under the sum, and it is often simpler to verify them for a single
term. So when it is appropriate to write F (p) = 1Tf [p], then we can write
∇F (p) = f ′[p] and ∇2F (p) = diag f ′′[p].
Fact 2.25 (Conjugate of additively separable functions) If fn : R → R¯
and
F (p) :=
∑
n
fn[p],
then
F ∗[p∗] =
∑
n
f ∗n[p
∗],
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where f ∗n is the Fenchel conjugate of fn.
Proof: (Hiriart-Urruty and Lemarechal, 2001, E.1.3.1(ix)).
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2.2 Conjugate Calculus and Examples
Sometimes nothing is more helpful in promoting understanding than a few ex-
amples. In this section some helpful rules are summarized in ‘cheat sheet’ form.
Here are some examples of functions, their conjugates and their respective
subdifferentials:
F ∂F ∂F ∗ F ∗
1
2
p2 p p∗ 1
2
(p∗)2
p log(p) log(p) + 1 exp(p∗ − 1) exp(p∗ − 1)
|p|

−1, p < 0
[−1,+1] , p = 0
+1, p > 0

∅, p∗ < −1
0, p∗ ∈ [−1, 1]
∅, p∗ > 1
δ[−1,+1]
Table 2.1: Some examples of conjugate functions and their subdifferentials. Set no-
tation is dropped wherever a singleton set holds.
Some conjugation tasks can be accomplished using algebraic rules. In many
case the rules are simple enough to be implemented in a calculator (see Bauschke
and v. Mohrenschildt, 2006; Bauschke and von Mohrenschildt, 1999). Here are
some of the more common ones:
F (p) F ∗(p∗)
F (p) + c F ∗(p∗)− c c ∈ R
F (p+ c) F ∗(p∗)− 〈c,p∗〉 c ∈ X
λF (p) λF ∗(λ−1p∗) λ > 0
F (λp) F ∗(λ−1p∗) λ 6= 0
Table 2.2: Algebraic operations under conjugation.
Here is an elementary example which illustrates the use of some of the rules.
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The object is to find f ∗ given that f is defined as follows:
f(p) = (p− 1
2
)2 +
1
2
= g(p) +
1
2
, where
g(p) = (x− 1
2
)2 = 2h(p), where
h(p) =
1
2
(x− 1
2
)2 = k(p− 1
2
), where
k(p) =
1
2
p2.
All of the functions can be conjugated using the facts and rules mentioned so far.
f ∗(p∗) = g∗(p∗)− 1
2
g∗(p∗) = 2h∗(p∗)
h∗(p∗) = k∗(p∗) +
1
2
p∗
k∗(p∗) =
1
2
p∗2.
Substitutions yields:
f ∗(p∗) = g∗(p∗)− 1
2
= 2h∗(
1
2
p∗)− 1
2
= 2k∗(
1
2
p∗ +
1
4
p∗)− 1
2
= 2
1
2
(
1
2
p∗)2 +
1
2
p∗)− 1
2
=
1
4
p∗2 +
1
2
p∗ − 1
2
.
Correctness can be verified by checking the gradients of f and f ∗.
2.3 Bregman Divergence
An important application of convex functions is to generate generalized distance
measures.
Definition 2.26 (Bregman Divergence) Suppose F : X → (−∞,∞] is a
closed convex function which is differentiable on the interior of its domain. The
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Bregman divergence ∆F : X × int(domF )→ [0,∞] generated via F is
∆F (p,p0) := F (p)− F (p0)− 〈∇F (p0),p− p0〉 . (2.8)
The concept of a Bregman divergence is illustrated in Figure 2.7.
D FHp, p0L
D FHp, p0L
FHpL
p0 p
Bregman Divergence Construction
Figure 2.7: Bregman divergence
Bregman divergences are generalized relative entropy functions. To see this
let F (p) = −∑n pn log(1/pn). If p is an arbitrary probability distribution and q
is the uniform distribution, i.e., qn = 1/N , we can calculate:
∆F (p, q) =
N∑
n=1
−pn log(1/pn) + qn log(1/qn)− (1− log(1/qn))(pn − qn)
=
N∑
n=1
−pn log(1/pn) +
N∑
n=1
pn log(N)−
N∑
n=1
pn +
N∑
n=1
1
N
= S(p) + log(N). (2.9)
Therefore, with the correct choice of F , SBG entropy is recoverable from Bregman
divergence, up to an additive constant.
Bregman divergence is not symmetric in its arguments as illustrated in Figure
2.8. A summary of other relevant properties of Bregman divergences follows. For
more details see e.g. Azoury and Warmuth (2001); Bauschke and Borwein (1997);
Censor and Zenios (1997).
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p0
Bregman Divergence is not Symmetric
D FHp, p0L
D FHp0, pL
Figure 2.8: Bregman divergence is not symmetric i.e., ∆F (p, p0) 6= ∆F (p0, p)
Lemma 2.27 (Pythagorean Relation) Suppose F : X → (−∞,∞] is a Leg-
endre convex function, p, q,p0 ∈ X , q∗ = ∇F (q), and p∗0 = ∇F (p0). Then, the
Bregman divergence (2.8) satisfies
∆F (p,p0) + 〈q∗ − p∗0, q − p〉 = ∆F (p, q) + ∆F (q,p0).
In particular if 〈q∗ − p∗0, q − p〉 = 0
∆F (p,p0) = ∆F (p, q) + ∆F (q,p0). (2.10)
Proof
∆F (p, q) + ∆F (q,p0) =
= F (p)− F (q) + F (q)− F (p0)− 〈∇F (q),p− q〉+ 〈∇F (p0), q − p0〉
= ∆F (p,p0) + 〈∇F (p0),p− p0〉 − 〈∇F (q),p− q〉+ 〈∇F (p0), q − p0〉
= ∆F (p,p0) + 〈∇F (p0)−∇F (q),p− q〉
= ∆F (p,p0) + 〈∇F (p0)−∇F (q),p− q〉
= ∆F (p,p0) + 〈q∗ − p∗0, q − p〉
The first term is always non-negative, while the second term disappears if the
special orthogonality condition of the statement is met.
Suppose F : X → (−∞,∞] is a Legendre convex function. Then, the Bregman
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divergence (2.8) generated via F is convex in its first argument—a simple exercise
to show. Furthermore, suppose p, q ∈ int(domF ), p∗ = ∇F (p), and p∗0 =
∇F (p0), then the following facts hold.
Lemma 2.28 (Bregman gradient)
∇∆F (p,p0) = p∗ − p∗0. (2.11)
Proof Simply apply the definition of Bregman divergence, take gradients (whose
existence is guaranteed by the Legendre property), and set p∗ = ∇F (p) and
p∗0 = ∇F (p0).
Lemma 2.29 (Bregman conjugate) Suppose F is Legendre. Let p0 ∈ int(domF ),
and let p∗0 = ∇F (p0). The (partial) Fenchel-Legendre conjugate of ∆F is:
F ∗(p∗ + p∗0)− F ∗(p∗0). (2.12)
Proof We will write ∆F (p;p0) here with a semicolon, just to emphasize that p
is the only argument under consideration at the moment. Using (2.4) and (2.8)
we write
∆F ∗(p∗;p∗0) = sup
p∈X
{〈p,p∗〉 − F (p) + F (p0) + 〈p− p0,p∗0〉}
= sup
p∈X
{〈p,p∗ + p∗0〉 − F (p)}+ F (p0)− 〈p0,p∗〉 .
Since F is assumed to be Legendre, by Fact 2.19 and the definition of the Fenchel-
Legendre conjugate (2.4), we can rewrite the above equation as
∆F ∗(p∗;p∗0) = F
∗(p∗ + p∗0)− F ∗(p∗0).
Note also that ∆F (p,p0) is not always jointly convex in the argument (p,p0)
or separately convex in p0 with p fixed. Exceptions to this general rule are
discussed in Bauschke and Borwein (1997) and Bauschke and Borwein (2000).
Our main interest will be in conjugating ∆F with respect to the first argument
only, regarding the second argument as a fixed parameter. This function will be
denoted as (∆F )∗. (Note that it is not the same as ∆F ∗. This refers to the
Bregman divergence generated by the conjugate of F ).
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Lemma 2.30 (Bregman Flip) For p0 ∈ int(domF ):
∆F (p,p0) = ∆F
∗(p∗0,p
∗). (2.13)
(2.14)
Proof Let p∗ = ∇F (p) and p∗0 = ∇F (p0). The Legendre property ensures
that we also have p = ∇F ∗(p∗) and p0 = ∇F ∗(p∗0). Two applications of the
Fenchel-Young equality allows us to equate
F (p) + F ∗(p∗)− 〈p∗,p〉 = 0 = F (p0) + F ∗(p∗0)− 〈p∗0,p0〉
Algebraic manipulation yields:
F (p)− F (p0) + 〈p∗0,p0〉 = F ∗(p∗0)− F ∗(p∗) + 〈p∗,p〉
F (p)− F (p0) + 〈p∗0,p0〉 − 〈p∗0,p− p0〉 = F ∗(p∗0)− F ∗(p∗) + 〈p∗,p〉 − 〈p∗0,p− p0〉
F (p)− F (p0) + 〈p∗0,p0〉 − 〈p∗0,p− p0〉 = F ∗(p∗0)− F ∗(p∗) + 〈p∗ − p∗0,p〉+ 〈p∗0,p0〉
∆F ∗(p∗0,p
∗) = ∆F (p,p0),
with the last line using the substitutions mentioned at the beginning of the proof.
2.3.1 Support function of Bregman divergence sublevel
set
We have already seen that the most common distance measure, a norm, is the
support function of the unit ball (under the dual norm). The unit ball can be
thought of as a sublevel set of the dual norm. As noted, Bregman divergence is
one kind of generalized distance measure. The next results indicate what happens
under conjugation if the distance measure defining a set is replaced by a Bregman
divergence.
Fact 2.31 (Support function of a sublevel set) If F : Y → R¯ is ccp, and
C = {y | F (y) ≤ 0} and inf F < 0,
then the conjugate of δC is
δ∗C(y
∗) = inf
λ>0
λF ∗(λ−1y∗), ∀y∗ 6= 0.
Proof: Rockafellar and Wets (1998, 11.6)
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This fact is easily applied to the sublevel set of a Bregman divergence.
Theorem 2.32 (Support of Bregman sublevel set) Let G be a Legendre con-
vex function. If G : Y → R¯,  > 0, and y ∈ domG and b ∈ int(domG), let
C = {y | ∆G(y, b) ≤ },
then the conjugate of δC is given by
δ∗C(y
∗) = inf
λ>0
λ
(
G∗(λ−1y∗ + b∗) + 
)
, ∀y∗ 6= 0. (2.15)
Proof To use Fact 2.31, let F (·) = ∆G(·, b) − . Since  > 0, clearly inf F <
0. Applying the conjugation formula for Bregman divergence (2.12), plus the
conjugation rule for additive constants ((F−c)∗ = F ∗+c) and setting b∗ = ∇G(b)
gives the result.
The requirement that G be Legendre is a sufficient condition to ensure that
∇G(b) can be calculated.
Extended Bregman Divergence
The definition of Bregman divergence given in Section 2.3 can be extended (War-
muth and Vishwanathan, 2006). Recall that the definition there only applies
when p0 ∈ int(domF ). Also the function F is required to be differentiable at
p0. Both of these restrictions can be relaxed. Extending the definition to the
boundary when subgradients exist there is a natural thing to do and will be useful
in later chapters.
Definition 2.33 (Extended Bregman divergence) Let F : X → R be con-
vex and proper. Then the extended Bregman divergence ∆F is defined by
∆F (p,p0) = F (p)− F (p0)− F ′(p,p− p0). (2.16)
This definition is a natural one if F is convex, but not necessarily differentiable.
Recall from Fact 2.6 that
F ′(p,p− p0) = sup
p∗∈∂F (p0)
〈p∗,p− p0〉 ,
so that F ′ is merely picking out the p∗ that gives the smallest distance. An
alternate expresion for the extended Bregman divergence is
∆F (p,p0) = F (p)− F (p0)− σ∂F (p0)(p− p0), (2.17)
where σ denotes a support function as usual.
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2.3.2 Csiszar’s divergence
The emphasis in this thesis will be on Bregman divergences, however there are
other measures generalized distance that deserve mention.
It is easy to show that an alternative characterization for KL divergence is
based on Csiszar’s divergence (Csiszar, 1975). For a convex function f : X → R,
its Csiszar’s divergence is ∆f (p,p0) = p
T
0 f [
p
p0
], with the division inside taken
elementwise. This is just the sum of terms of the form p0f(p/p0). Using this
as the basis of a maxent problem leads to consideration of the conjugate term
p0f
∗(p∗) (see Table 2.2).
Still other convex distance-like measures have been proposed. For example
Amari’s α-divergence is formed as the weighted combination of two Bregamn
divergences, with the arguments reversed. This is employed to restore symmetery.
These other measures are not pursued further here.
2.4 Conclusion
In this chapter a streamlined version of convex analysis has been presented. I
have included it mainly because I could have used it early in my studies! I have
found the subject to be compelling because it provides a calculus for manip-
ulating problems into other forms (dual problems), which enables them to be
solved, typically on a computer. Although the subject can seem very abstract,
its intended use is quite practical. The presentation is simpler than most convex
analysis texts, but complete for the purpose at hand. The task is greatly simpli-
fied by restricting our attention to concepts appropriate for convex optimization.
One of the things that makes the subject difficult for the uninitiated is that many
concepts in convex analysis are defined in such a way as to make them extendible
to more complicated settings. Extensions to non-convex optimization problems
are one example and infinite dimensional spaces are another example. In a way
this is unfortunate since one of the beauties of the subject is that it is an ex-
tension of basic calculus to non-smooth functions, albeit with the restriction of
convexity. Extensions beyond this area are the main cause of complications.
As mentioned, many of the results in this chapter can be found in, or distilled
from, one or more of the following excellent texts: Rockafellar (1970); Hiriart-
Urruty and Lemarechal (2001); Borwein and Lewis (2000); Rockafellar and Wets
(1998); Luenberger (1969). I have found all of them helpful in different ways.
Most often, this presentation follows the path of Rockafellar and Wets (1998),
because it is comprehensive and firmly focused on the finite dimensional case.
On the other hand, their presentation is often nuanced and complicated by the
authors’ desire to extend many concepts to non-convex functions. Some other
authors have been cited when their proofs seemed clearer. The presentation here
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is meant to be very streamlined for the intended use, but hopefully intuitive as
well.
Chapter 3
Duality Concepts for Generalized
Maxent
In this chapter, the basic results of convex analysis are extended to cover opti-
mization problems and notions of duality. The results are essentially theoretical
and not specifically concerned with maxent problems. The maxent problem re-
mains in the background for the moment, but there are a few good reasons to
proceed this way. First the variational specification of a probability distribution
presented later can be seen as a specialization of the results given here. Sec-
ond it is easier to link directly to the numerical optimization literature, which
is concerned with many other problems besides specifying probability distribu-
tions. Finally, it shows how much the definition of an entropy function can be
broadened without sacrificing the hope for answers to a maxent problem.
This chapter depends on concepts defined previously. If terms such as gra-
dient, subdifferential, level-bounded coercive, argmin, or the inversion rule for
subgradients are not familiar, the reader may wish to return to the previous
chapter which presents a concise summary.
3.1 Optimization and Duality Concepts
Duality concepts can be built up from simpler problems to more complex prob-
lems. This is done in three stages in this section. First, duality for the abstract
minimization problem is established. This makes it clear that duality results
call for the use of Fenchel conjugates. Second, duality for the sum of two convex
functions is established. This is a classic result that is widely applied, since many
optimization problems involve competing goals of one kind or another. Finally
the case of linear constraints is examined. In the generalized maxent problem
the choice of a measure is governed by the requirement that it satisfies, or nearly
satisfies, a set of linear constraints. Duality results for this problem turn out to
be a specialization of the previous case involving two convex functions.
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3.2 Duality for Abstract Minimization
In the case of abstract minimization we are interested in obtaining the solution
to the following problem:
minimize
p
F (p). (3.1)
Under the right conditions, properties of the problem captured by the function
F ∗ are very helpful in characterizing the solution to (3.1).
Theorem 3.1 (Abstract minimization and duality) If F : RN → R¯ is ccp,
then
i. inf F = −F ∗(0).
ii. argminF = ∂F ∗(0).
iii. argminF = {x¯} ⇐⇒ F ∗ is differentiable at 0 and ∇F ∗(0) = x¯.
Proof
i. From the definition of conjugation we have
−F ∗(0) = − sup
x
〈0,x〉 − F (x)
= inf
x
F (x).
ii. The definition of the subdifferential gives the first line:
∂F ∗(0) = {p | F ∗(q) ≥ F ∗(0) + 〈p, q∗ − 0〉 ,∀q ∈ X ∗} (subgradient definition)
= {p | F ∗(q)− 〈p, q∗〉 ≥ F ∗(0),∀q∗ ∈ X ∗}
= {p | F (p) ≤ −F ∗(0)}
= {p | F (p) ≤ inf F} = argminF
The third line follows from the definition of the conjugate of F ∗ and the
fact that F ∗∗ = F (Theorem 2.11). The fourth line follows from (i).
iii. With the previous point in mind the right-hand expression reduces to the
fact that ∂F ∗(0) is a singleton iff F ∗ is differentiable.
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3.3 Symmetric Duality for Perturbed Problems
This section introduces a pair of related optimization problems and discusses dual
connections between them. Some of the more remarkable connections come from
introducing a perturbed version of the original problem. The most important
property of the perturbation scheme is that it respects convexity. This leads to
the definition of a perturbed problem as one which has a convex objective function
F (p,u), but where we are primarily interested in solving the primal problem
minimize
p
F (p,0). (3.2)
This leads to the study of the optimal primal value
inf
p
F (p,0).
and an associated value function:
Π(u) := inf
p
F (p,u).
It turns out that the perturbation scheme is mirrored in the problem
maximize
u∗
−F ∗(0,u∗). (3.3)
For this problem the value of interest is
sup
u∗
−F ∗(0,u∗)
(
= − inf
u∗
F ∗(0,u∗)
)
,
along with the value function
∆(p∗) := inf
u∗
F ∗(p∗,u∗).
The optimal value for the primal problem is clearly Π(0), while that of the dual
problem is -∆(0). Note that when F is linear in u, for example when F (p) =
G(p) + 〈c,u〉, what we are talking about here is simply the more commonly
seen form of Lagrangian duality and ∆∗ is called the Lagrangian dual function
(see e.g. Section 5.1.6, Boyd and Vandenberghe (2004)). For more details on
the connection between Fenchel and Lagrangian duality in this more generalized
setting, see Section I, Chapter 11, Rockafellar and Wets (1998).
Using the definitions above the following theorem can be stated:
Theorem 3.2 (Duality for Perturbed Optimization) Assuming F : X ×
M→ R¯ is ccp, then
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i. Π(0) < +∞ (primal feasibility) iff 0 ∈ domΠ
ii. −∆(0) > −∞ (dual feasibility) iff 0 ∈ dom∆
iii. The primal problem (3.2) and dual problem (3.3) obey the weak inequality:
sup
u∗
−F ∗(0,u∗) ≤ inf
p
F (p,0) (3.4)
iv. If either 0 ∈ int(domΠ) or 0 ∈ int(dom∆) then (3.4) holds with equality
(strong duality).
v. If 0 ∈ int(domΠ) and ∆(0) > −∞ then argmaxu−F ∗(0,u∗) = ∂Π(0)
vi. If 0 ∈ int(dom∆) and Π(0) < +∞ then argmaxu−F ∗(0,u∗) = ∂Π(0)
vii. Optimal solutions are given (in any case) by
(p¯,0) ∈ ∂F ∗(0, u¯∗) and (0, u¯∗) ∈ ∂F (p¯,0) (3.5)
Proof The function Π, is an inf-projection, and therefore it is convex and proper
when F is ccp (Fact 2.23). The same is true for ∆. This establishes (i) and (ii)
Note that domΠ = {u | ∃p such that (p,u) ∈ domF}. On this set, F is
bounded below. Its infimum may or may not be attained. If attained, it may or
may not be unique.
Also by Fact 2.23, we have Π∗(u∗) = F ∗(0,u∗). This requires no additional
assumptions on F . Conjugating Π∗ in turn yields,
Π∗∗(u) = sup
u∗
{〈u,u∗〉 − F ∗(0,u∗)}, which implies
Π∗∗(0) = sup
u∗
−F ∗(0,u∗).
Note that we always have
Π∗∗(0) ≤ Π(0), and (3.6)
− inf
u∗
F ∗(0,u∗) ≤ inf
p
F (p,0). (3.7)
Thus we have established the weak duality result (i). Strong duality ( Π∗∗(0) =
Π(0)) holds when Π is subdifferentiable at 0, i.e., Π is actually equal to one of
its supporting hyperplanes there. A sufficient condition for this is
0 ∈ int(domΠ) = {u | ∃p such that (p,u) ∈ domF} (3.8)
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This condition is provided in Fact 2.23. Next, consider the dual problem (3.3)
along with the value function ∆(p∗). We are interested in the value
−∆(0) = − inf
u∗
F ∗(0,u∗) = sup
u∗
−F ∗(0,u∗),
since this value corresponds to the solution to the problem. The function ∆ has1
dom∆ = {p∗ | ∃u∗ such that (p∗,u∗) ∈ domF ∗}.
Likewise, ∆ is a convex, proper function and dom∆ is a convex set.
Using the fact F = F ∗∗, the conjugate of ∆ can be derived as follows:
∆∗(p) = sup
p∗
{ 〈p,p∗〉 − inf
u∗
{F ∗(p∗,u∗)} }
∆∗(p) = sup
p∗
{ 〈p,p∗〉+ sup
u∗
{−F ∗(p∗,u∗)} }
= sup
(p∗,u∗)
{ 〈(p,0), (p∗,u∗)〉 − F ∗(p∗,u∗) }
= F ∗∗(p,0)
= F (p,0).
Conjugating one more time gives2:
∆∗∗(p∗) = sup
p
{ 〈p∗,p〉 − F (p,0) }, which implies
∆∗∗(0) = sup
p
−F (p,0).
This time weak duality corresponds to
∆(0) ≥ ∆∗∗(0)
− sup
u∗
−F ∗(0,u∗) ≥ sup
p∗
−F (p,0)
− inf
u∗
F ∗(0,u∗) ≤ inf
p
F (p,0), (3.9)
with strong duality (∆∗∗(0) = ∆(0)) holding when (again by Fact 2.11)
0 ∈ dom∆ = {p∗ | ∃(p∗,u∗) ∈ domF ∗ }. (3.10)
Note that the duality statements (3.6) and (3.9) are identical. The difference
lies in the sufficient conditions for strong duality, (3.8) and (3.10). Either one
1∆ has no connection to Bregman divergence here.
2 ∆∗ takes p as an argument while ∆ and ∆∗∗ take p∗ since the dual problem started in
the dual space. This represents a rare departure from the usual alignment of stars.
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of them is therefore sufficient for equality of optimal primal and dual objective
functions. This establishes (ii).
If 0 ∈ int(dom∆), then it is subdifferentiable at 0 (Fact 2.6). Combined with
Theorem 3.1(ii) we have
∂∆(0) = argmin∆∗ = argminF (p,0) = p¯
This proves (v). Starting with 0 ∈ int(domΠ), using the same argument yields
∂Π(0) = argminΠ∗ = argminF ∗(0,u∗) = u¯∗,
which establishes (vi).
Suppose now there is a pair of optimal solutions p¯ and u¯∗. F must be sub-
differentiable at (p¯,0) and F ∗ must be subdifferentiable at (0, u¯∗). Application
of the Fenchel-Young equality (Theorem 2.13) yields
F (p¯,0) + F ∗(0, u¯∗) = 〈(p¯,0), (0, u¯∗)〉
F (p¯,0) = −F ∗(0, u¯∗).
This implies that strong duality exists, and also via Fact 2.6 and Fact 2.12 that
(p¯,0) ∈ ∂F ∗(0, u¯∗) and
(0, u¯∗) ∈ ∂F (p¯,0),
which establishes (vii).
See also Rockafellar and Wets (1998, Thm. 11.39).
3.4 Duality with Linear Constraints
We have reached the high watermark of abstraction. The next theorem uses
Theorem 3.2 in a more specialized setting. It also will be used as the point of
departure for generalized maxent problems. After this result most other problems
we will look at are specialized further in some way.
Theorem 3.3 (Parameterized Fenchel Duality) Consider the dual optimiza-
tion problems
minimize
p∈X
K(p,0) (primal problem) (3.11)
maximize
u∗∈M∗
−K∗(0,u∗) (dual problem). (3.12)
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where K : X ×M→ (−∞,∞] is the perturbed primal objective function defined
by
K(p,u) := 〈p, c∗〉+H(p) +G(u+ b−Ap), (3.13)
and where H : X → (−∞,∞] and G : M → (−∞,∞] are closed and convex,
with A : X → M linear, u, b ∈ M, p ∈ X , and c∗ ∈ X ∗. Consider also the
following constraint qualification (CQ):
b ∈ int(A domH + domG) and c∗ ∈ int(A∗ domG∗ − domH∗). (3.14)
The following hold:
i. The dual objective K∗ : X ∗×M∗ → (−∞,∞], with p∗ ∈ X ∗ and u∗ ∈M∗,
is
K∗(0,u∗) = −〈b,u∗〉+G∗(u∗) +H∗(A∗u∗). (3.15)
ii. If CQ (3.14) holds then strong duality holds: infpK(p,0) = supu∗ K(0,u
∗).
iii. Optimal solutions p¯ and u¯∗, if they exist, satisfy the following relations:
u¯∗ ∈ ∂G(b−Ap¯) (3.16)
b−Ap¯ ∈ ∂G∗(u¯∗) (3.17)
A∗u¯∗ − c∗ ∈ ∂H(p¯) (3.18)
p¯ ∈ ∂H∗(A∗u¯∗ − c∗). (3.19)
Proof To show (i) conjugate K directly, using v = u+ b−Ap:
K∗(p∗,u∗) = sup
(p,u)
{ 〈(p,u), (p∗,u∗)〉 − (〈p, c∗〉+H(p) +G(b−Ap+ u)) }
= sup
(p,v)
{ 〈(p,v − b+Ap), (p∗,u∗)〉 − 〈p, c∗〉 −H(p)−G(v) }
= sup
(p,v)
{ 〈p,p∗〉+ 〈v,u∗〉+ 〈p,A∗u∗〉 − 〈b,u∗〉 − 〈p, c∗〉 −H(p)−G(v) }
= sup
p
{ 〈p,p∗ +A∗u∗ − c∗〉 −H(p) }+ sup
v
{ 〈v,u∗〉 −G(v) } − 〈b,u∗〉
= H∗(p∗ +A∗u∗ − c∗) +G∗(u∗)− 〈b∗,u∗〉 . (3.20)
The first equality uses the definition of Fenchel conjugation. The second sub-
stitutes for u. The third follows from inner product rules, including the fact
〈Ap,u∗〉 = 〈p,A∗u∗〉. The fourth uses the definition of Fenchel conjugates
again and the fifth replaces v. Now setting c∗ = 0 yields the dual problem’s
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objective function (3.15). This demonstrates (i). (It is interesting to note the
symmetry here. This last step corresponds to an unperturbed problem analogous
to setting u to zero. However the perturbation does not occur in the constraint
space, instead it occurs in the dual of the primal space.)
To apply Theorem 3.2 it is necessary to identify the domain of the primal
value function:
domΠ = {u | ∃p such that (p,u) ∈ domK }
= {u | ∃p such that K(p,u) < +∞}.
The first term of K (3.13) is finite, therefore the condition 0 ∈ domΠ equates to
∃p ∈ domH such that b−Ap ∈ domG⇔ b ∈ A domH + domG.
Likewise, using (3.20), the condition for the dual problem, 0 ∈ dom∆, boils down
to
∃u∗ such that H∗(A∗u∗ − c∗) +G∗(u∗) < +∞⇔ c∗ ∈ A∗ domH∗ + domG∗.
Free placement of the int sign in front follows from Fact 2.1 and this establishes
the sufficient condition (ii).
Recall for are problem of interest, the constraints are unperturbed. This
corresponds to u = 0. Now suppose there are optimal solutions p¯ and u¯∗.
They therefore obey the optimality subgradient relation (3.5) in Theorem 3.2.
Calculating with the subgradient chain rule3 (Fact 2.8),
∂K(p¯,0) = ∂ {〈(p¯,0), (c∗,0)〉+H(p¯) +G(b−Ap¯)}
= (c∗,0) + ∂H(p¯)× {0}+ (−A∗∂G(b−Ap¯))× ∂G(b−Ap¯).
The optimality condition (0, u¯∗) ∈ ∂K(p¯,0) then becomes the pair of relations:
0 ∈ c∗ + ∂H(p¯)−A∗∂G(b−Ap¯)
u¯∗ ∈ ∂G(b−Ap¯),
which are equivalent to
A∗u¯∗ − c∗ ∈ ∂H(p¯)
u¯∗ ∈ ∂G(b−Ap¯),
3Recall + and × denotes Minkowski sum and Cartesian product here!
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as required. Subgradient inversion yields
p¯ ∈ ∂H∗(A∗u¯∗ − c∗)
b−Ap¯ ∈ ∂G∗(u¯∗).
This completes the proof of (iii).
3.5 The Classic Maxent Problem
Now we turn to look at the classic maxent problem and some generalizations.
Most of the results are obtained by specializing the results of the previous section.
This allows us to see the maxent problem(s) in the broader context of specifiying
a probability distribution using variational methods.
The tools of convex analysis are especially useful for characterizing distribu-
tions without first making strong assumptions about the entropy function em-
ployed. For example we do not assume the Legendre property up front. Rather
we see how it specializes the optimality conditions to be analytically nice. This
‘niceness’ is neither required nor desirable in all applications, so it is helpful to
see it in the broader context.
From this point we consider only Bregman divergences generated by F with
domF = RN+ , setting F equal to +∞ outside the non-negative cone. In this
way we can drop explicit non-negativity constraints. Bregman divergences con-
structed with this requirement are suitable for probability distributions, in con-
trast to some measures studied elsewhere (e.g. Banerjee et al., 2005), which are
suitable for other objects, such as sufficient statistics.
Maximum Entropy (maxent) is a well studied problem (Jaynes, 1957b, 1982b).
The classic version in finite dimensional Euclidean space corresponds to the prob-
lem:
minimize S(p)
subject to 1Tp = 1 and (3.21)
Ap = b
pn ≥ 0 for n = 1, . . . , N , with p := (p1, . . . , pN).
Here S : RN → R is the negative Shannon-Boltzmann-Gibbs (SBG) entropy
S(p) := −
N∑
n=1
pn log
(
1
pn
)
,
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1 denotes the vector of all ones, matrix A ∈ RM×N and vector b ∈ RM , with
M + 1 ≤ N . The vector b is often referred to as the mean vector or the data,
which is suggestive of its role in applications. When convenient, we will think of
normalization as just another constraint and write
B =
(
1T
A
)
and b1 =
(
1
b
)
, (3.22)
so that the combined constraint becomes Bp = b1.
We also assume that the problem is feasible in the following sense: there
exists some probability distribution pb such that Apb = b. This ensures that the
objective function is finite on at least one point in the feasible set and hence the
optimization problem is non-trivial.
A number of variations of the problem (3.21) have appeared over time, some-
times in a form where the classic problem can be recovered as a special case. In
this thesis we study the following generalization
min
p∈RN
∆F (p,p0) subject to Ap = b 1
Tp = 1 and pn ≥ 0 for n = 1, . . . , N.
(3.23)
Here F : RN → (−∞,∞] is a convex function, and the Bregman divergence
∆F (p,p0) := F (p)− F (p0)− 〈∇F (p0) ,p− p0〉 behaves like a negative relative
entropy with respect to the initial guess p0 (see the next section).
Our setting is not the most general maxent problem. The focus work with
finite dimensional Euclidean spaces, although much of the analysis carries over
to the case where p is an element of a Banach space (e.g. Borwein and Zhu
(2005); Altun and Smola (2006)). Furthermore, we do not generalize the form
of the constraints. This is an active line of research in learning theory. For
example, Dud´ık and Schapire (2006), and Altun and Smola (2006) investigate
norm bounded relaxations of the constraints to address over-fitting encountered
in statistical settings. In Altun and Smola (2006), a theoretical treatment of
both problems is pursued in infinite dimensional Banach spaces. These papers
address performance guarantees useful in a statistical setting. Here, our aim is
to establish connections to research in other fields. In the cases at hand, exact
constraint matching is all that is needed to point out existing connections. In
this way we provide a starting point for extensions to relaxed constraints and
infinite-dimensional state spaces.
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3.6 A Generalization of Maxent
Convex analysis permits the description of a constraint set using an indicator
function. By combining the objective function with such an indicator function,
we arrive at a formal statement of the problem that is ‘unconstrained’. Fenchel
duality is an elegant tool used to derive a dual version of this problem. The dual
problem which is constructed out of Fenchel-Legendre conjugates of the objective
and constraint function, may be easier to solve, or at least aid in finding a solution.
Theorem 3.3 is broad enough to cover many problems, besides generalized
maxent problems. In our setting it specializes as follows (See also Bauschke and
Borwein (1997, Theorem 3.12) or Borwein and Lewis (2000, Corollary 3.4)):
Corollary 3.4 Let F : X → (−∞,∞] be Legendre, p0 ∈ int(domF ), A : X →
M be a full rank linear map such that Ap = b for b ∈ M and some p ∈
int(domF ). Then the problem
min
p∈X
∆F (p,p0) subject to Ap = b (3.24)
has a dual formulation
max
u∗∈M∗
〈b,u∗〉 − F ∗(A∗u∗ + p∗0) + F ∗(p∗0), (3.25)
where p∗0 = ∇F (p0) ∈ int(domF ∗). Given a solution to (3.25), u¯∗, we can
recover the primal solution, p¯, via
p¯ = ∇F ∗ (A∗u¯∗ + p∗0) . (3.26)
Furthermore, p¯ and u¯∗ are unique.
Proof In order to apply Theorem 3.3 we first need to identify the primal ob-
jective function (3.24) with (3.13). This is easily achieved by setting c∗ = 0,
H(·) = ∆F (·,p0), and G to indicate the set which matches the (perturbed)
constraints, G(·) = δ0(·). Next, we need to ensure that the constraint quali-
fications (3.14) are met. To this end, observe that since domG = {0}, then
int(A domH + domG) = int(A domF ). Also, since A is full rank, the map
preserves interiors, so we can rewrite int(A domF ) as A int(domF ). In other
words,
b ∈ int(A domH + domG) ⇐⇒ ∃p ∈ int(domF ) such that Ap = b,
which holds by assumption.
To write the second constraint qualification we need expressions for G∗ and
H∗. First note that G∗(·) = 0, and therefore domG∗ =M∗, and A∗ domG∗ =
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rangeA∗. Next, using (2.12) we can write
H∗(·) = F ∗(·+ p∗0)− F ∗(p∗0), (3.27)
which implies that domH∗ = domF ∗−p∗0. Therefore, the constraint qualification
boils down to
0 ∈ int(rangeA∗ + domF ∗ − p∗0).
Since p0 ∈ int(domF ) by assumption, then p∗0 ∈ int(domF ∗) by Fact 2.19. This
implies 0 ∈ int(domF ∗ − p∗0). We also have 0 ∈ rangeA∗, which implies the
relation domF ∗ − p∗0 ⊆ rangeA∗ + domF ∗ − p∗0. Since int is monotone with
respect to ⊆, it is true that int(domF ∗ − p∗0) ⊆ int(rangeA∗ + domF ∗ − p∗0).
But we already saw that 0 is in the left-hand set, so it must also be in the right
hand set, and therefore the second constraint qualification always holds.
By substituting G∗ = 0, H∗, from (3.27), and c∗ = 0 into (3.15), we can write
the dual objective function as
Ψ(u∗) = −k∗(0,u∗) = 〈b,u∗〉 − F ∗(A∗u∗ + p∗0) + F ∗(p∗0),
which verifies the first part of the corollary.
Since F is assumed Legendre, ∂F is single-valued when it is non-empty. Using
(2.11) we can rewrite (3.18) as
A∗u¯∗ = ∇F (p¯)− p∗0,
which in turn can be rearranged with the help of Fact 2.19 to yield (3.26).
In this section, both Theorem 3.3 and Corollary 3.4 were stated in terms of
the constraint Ap = b rather than Bp = b1, from (3.22), which explicitly distin-
guishes the normalization constraint. Clearly both results apply in either case.
The only material consequence of the change would be that if B is used, the full
rank requirement of the corollary applies also to A, by implication. This means
that a normalization constraint must not already be implicit in the optimization
problem before it is imposed.
3.7 The Consequences of Normalization
In Chapter 1, normalization was characterized as a distinguished constraint that
forces the solution to be a probability distribution, instead of simply a non-
negative function of the state i. We can find a solution for p¯ in (3.26), which
carries an explicit parameter for the normalization constraint. In textbooks,
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statistical distributions carry no explicit reference to the normalization constraint
– it is implicit. Next we examine how to make normalization of the solution for
the maxent problem implicit as well. One property we will see is that a solution
to the maxent problem (3.23) is normalized in a way that is closely related to the
entropy function that was used in its derivation.
First we look at this process for Bregman divergences and later for phi-
exponential families. The scale function (or normalizing function) we will de-
scribe retains some but not all of the familiar properties of the log-partition
function associated with exponential family distributions. Generalization of the
properties of this function leads to an additional concept, the escort distribution.
The need for the concept of an escort arises directly out of a desire to make nor-
malization implicit in the description of the solution p¯. Note, in previous sections
we repeatedly emphasized dual connections through the use of the ‘*’ notation.
Now we will emphasize the connection to statistical models and switch notation
for expressions using ‘*’, like u∗, to ones with Greek letters, like µ. Nothing in
the setting has really changed.
First we show the existence of a normalizing function T , and some of its
properties.
Lemma 3.5 (Scale Function) Let F : X → (−∞,∞] be Legendre and differ-
entiable three times4, p0 be a point in int(domF ), A : X → M be a full rank
linear map such that Ap = b and 1Tp = 1 for some b ∈M, and p ∈ int(domF ).
Furthermore let B as defined in (3.22) also be full rank. Then the problem
min
p∈X
∆F (p,p0) subject to Ap = b and 1
Tp = 1 (3.28)
has a dual formulation
max
(µ1,µ)∈R×M∗
〈b,µ〉+ µ1 − F ∗(A∗µ+ p∗0 + 1µ1), (3.29)
where p∗0 = ∇F (p0). Given a solution to (3.29), µ¯ and µ¯1, we can recover the
primal solution, p¯, via
p¯ = ∇F ∗ (A∗µ¯+ p∗0 + 1µ¯1) . (3.30)
Furthermore, there is a differentiable (scalar-valued) function T :M∗ → R such
that
p¯ = ∇F ∗ (A∗µ¯+ p∗0 − 1T (µ¯)) . (3.31)
4This differentiability condition could potentially be relaxed. We only need to ensure that
∇F ∗ is continuously differentiable.
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Proof The dual formulation (3.29) and the form of the solution (3.30) follow
directly from Corollary 3.4 by writing the primal problem as
min
p∈X
∆F (p,p0) subject to Bp = b1, (3.32)
where B : X → R×M and b1 ∈ R×M are defined in (3.22).
For each µ¯, there is a unique µ¯1 (otherwise the solution to the dual problem
is not unique). Existence and uniqueness of T therefore follows from existence
and uniqueness of the dual solution. We now only need to show that T is differ-
entiable. Using (3.31) and the sum-to-one constraint we can define T implicitly
on the open set int(domT ) via
g(T (µ¯), µ¯) := 1T∇F ∗ (A∗µ¯+ p∗0 − 1T (µ¯))− 1 = 0,
where g : R×M∗ → R.
F is assumed to be Legendre and thrice differentiable. Therefore ∇F ∗ is twice
differentiable, and the function g(T (µ¯), µ¯) := 1T∇F ∗ (A∗µ¯+ p∗0 + 1T (µ¯)) − 1
is also twice differentiable. Since T (µ¯) is unique, the Implicit Function Theorem
applies and (see e.g. Spivak, 1965, Theorem 2-12) guarantees that T must be
differentiable.
The function T is also termed a partition function.5 In the special case where the
function F corresponds to SBG entropy (and ∇F ∗ = exp), it is more commonly
pulled outside and identified as the log-partition function. When F is something
other than SBG entropy, two things happen: T can no longer be pulled outside
in the usual fashion and the the gradient of T is no longer the expectation of the
features, as represented by the rows of A. Instead we have:
Lemma 3.6 (Escort measure) Assume that all the assumptions of the above
lemma hold. Then the gradient of the function T takes the form
∇T (µ) = Aq, (3.33)
for some q that satisfies the sum-to-one constraint 1Tq = 1. This q is called the
escort measure.
Proof Since T is differentiable, we can use implicit differentiation to write its
gradient as
0 = (A−∇T (µ)1T)∇2F ∗ (A∗µ+ p∗0 − 1T (µ))1.
5An alternative to the proof strategy used would be to use a global implicit function theorem
(Sandberg, 1981).
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Since F is Legendre (and hence strictly convex), F ∗ is strictly convex, and we
can rearrange the above expression to yield
∇T (µ) = A ∇
2F ∗ (A∗µ+ p∗0 − 1T (µ))1
1T∇2F ∗ (A∗µ+ p∗0 − 1T (µ))1
.
Setting
q =
∇2F ∗ (A∗µ+ p∗0 − 1T (µ))1
1T∇2F ∗ (A∗µ+ p∗0 − 1T (µ))1
, (3.34)
it is easy to observe that 1Tq = 1.
The reader can observe that q looks ‘almost’ a probability distribution insofar
as it is normalized. However, it may have negative entries. We can go further
and guarantee that q is in fact a probability distribution if we impose just one
more assumption: additive separability of F .
Lemma 3.7 (Escort probability) Assume that all the assumptions of the above
lemma hold. Furthermore assume that F is additively separable. Then, the gra-
dient of T takes the form
∇T (µ) = Aq, (3.35)
where q is a probability distribution, that is, qn > 0 and it satisfies the sum-
to-one constraint 1Tq = 1. This q is called the escort distribution.
Proof In order to show that q is a valid probability distribution, it is enough
to show that qn ≥ 0 for all i. Since F is Legendre (and hence strictly convex),
its Hessian is positive definite. Therefore, the denominator of (3.34) is positive
(Horn and Johnson, 1985). On the other hand, since F is additively separable,
the Hessian is a diagonal matrix with positive entries along the diagonal. There-
fore, the numerator of (3.34) is a positive vector. Together they imply that qn > 0
for all i.
Now we have seen that the gradient property: ∇T (µ) = Ap(µ), well-known
from the exponential family, is altered to ∇T (µ) = Aq(µ) in this setting. Addi-
tive separability of F , along with the other assumptions ensures that q is actually
a probability distribution. In this way, (3.34) establishes the relation between q
and p known as escorting.
Next, we show that additive separability also turns out to be helpful in es-
tablishing another expected property of T : convexity.
Lemma 3.8 Assume that all the assumptions of the above lemma hold. If each
of the componentwise gradients ∇f ∗i is convex, then T is convex.
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Proof Pick µ1 and µ2 in domF
∗ and α ∈ (0, 1), and let µα := αµ1+(1−α)µ2.
Clearly,
1T∇f ∗i [A∗µα + p∗0 − 1T (µα)] = 1. (3.36)
Furthermore, since each ∇f ∗i is assumed convex, one can also write
1T∇f ∗i [A∗µα − 1(αT (µ1) + (1− α)T (µ2)) + p∗0] ≤ α1T∇f ∗i [A∗µ1 − 1T (µ1) + p∗0]
+ (1− α)1T∇f ∗i [A∗µ2 − 1T (µ2) + p∗0]
= 1. (3.37)
F ∗ is Legendre and additively separable, and hence each f ∗i is strictly convex.
This in turn implies that∇f ∗i is an increasing function (Theorem 24.1 Rockafellar,
1970). Using (3.36) and (3.37) one can thus conclude
T (µα) ≤ αT (µ1) + (1− α)T (µ2),
which shows that T is convex.
Whether there are other conditions sufficient to ensure that q is a distribution
and T is convex is an open question as far as we know.
To sum up, from the perspective of convex optimization, T arises out of the
desire to include a normalization constraint–and make that constraint implicit.
Its properties depend essentially on those of F . In particular, T is convex and
differentiable given our assumptions on F . The gradient of T determines the
escorting relation between q and p¯, which collapses in the case of the exponential
family. In statistical physics the appearance of escorts has sparked some debate,
even to the point of generating debate over whether physical models ought to
lead to optimization problems with constraints that are linear in q instead of p.
We do not pursue that direction further here. Instead, in the next chapter, we
look at a class of entropy functions which exhibit escort distributions in a very
concrete way and, in later chapters, seek a role for these entropy functions in
machine learning.
Chapter 4
Distributions From Deformed
Logarithms and Exponentials
In this chapter, we take a different tack in looking at Bregman divergences. Here
we will focus on constructing parameterized families of divergences which satisfy
certain desirable properties. Our point of departure is the observation that the
SBG entropy is defined as S(p) = 1Tf [p] where f(pn) = −pn log(1/pn). We study
entropies and associated divergences generated by replacing log with another
well-chosen function, which will be called a deformed logarithm. A variety of non-
SBG entropies widely studied in statistical physics, such as the Tsallis entropy
(e.g. Tsallis, 1988; Gell-Mann and Tsallis, 2004), fit into this framework. See
Naudts (2004a,b, 2002) for an extensive discussion. The families of distributions
associated with these entropies are known as phi-exponential families. Within the
framework developed earlier, they are easily seen to be minimizers of a Bregman
divergence, recovering one of the main results of (Naudts, 2004b).
We will look at some examples of deformed logarithms and develop a test to
check if the entropy associated with them has the Legendre property. The test,
which is simple, is also novel to the best of my knowledge. It shows that many
parameterized families of entropies are not in fact Legendre. Even so the non-
Legendre entropies still yield convex optimization problems, with some different
and potentially important properties of their own. We then examine some of the
properties of the phi-exponential family which generalize those of the exponential
family in an elegant way.
4.1 Phi-logarithm and generalized entropy
First, we define the deformed logarithm, logφ, as follows:
Definition 4.1 (Deformed logarithm) Let φ : [0,∞) → [0,∞) be strictly
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positive and non-decreasing on (0,∞). Define logφ via
logφ(p) :=
∫ p
1
1
φ(y)
dy (4.1)
If this integral converges for all finite p > 0, then logφ is called a deformed
logarithm.
To see that this definition generalizes log simply set φ(p) = p, which recovers
log. It is also easy to see that logφ is a concave increasing function, negative on
(0, 1), positive on (1,+∞), with logφ(1) = 0. Of course the integral may diverge
at p = 0. All these are properties of the familiar log function. An example is
Example 4.1 (q-logarithm) Let φ(p) = pq, q > 0. Then
logq(p) := logφ(p) =
{
log(p) if q = 1
p1−q−1
1−q otherwise
. (4.2)
The function logq turns out to be useful in its own right and will reappear in
examples to follow (see Figure 4.1(c)).
As an aside, it is worth noting that one important property of log that is
generally not preserved by logφ is the identity log(p) = − log(1/p). Instead this
expression can be used to define a dual logarithm1 denoted log
.
φ :
log
.
φ (p) := − logφ(1/p). (4.3)
In general, this expression may not lead to a properly deformed logarithm con-
forming to Definition 4.1. It is not hard to show this requirement amounts to
defining a new function φ.(p) = p2φ(1/p), and checking the definition based on
this new function. We mention dual logarithms because in cases where they do
exist they lead to alternative parameterizations of generalized entropies.
Example 4.2 Continuing with φ(p) = pq, assuming 0 < q < 2, we still have
logφ(p) = logq(p). Now we also have log
.
φ (p) = log2−q(p), since p
2φ(1/p) = p2−q.
Furthermore, logψ(p) = log2−q(p)/(2 − q). In this case logψ turns out to be a
scaled dual version of logφ.
In the Tsallis literature, sometimes the restriction 0 < q < 2 is observed, even
though logq is still concave for higher values of q. This corresponds to the range
where logq has a dual.
Another property not guaranteed so far, but worth preserving, is the smooth
derivative of the logarithm. The following theorem shows how to achieve this
1Not meant to be taken in the same sense as Fenchel duality.
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by constructing a closely related function ψ and basing a deformed log upon it
instead.
Theorem 4.2 Let φ generate a deformed logarithm. Assume also that it satisfies
the following regularity condition, which defines a constant, kφ
kφ :=
∫ 0
1
logφ(y) dy <∞. (4.4)
Now define a function, ψ, via
ψ(p) :=
[∫ 1/p
0
y
φ(y)
dy
]−1
. (4.5)
This function is well defined and also generates a deformed logarithm.
Proof First note that
kφ =
∫ 0
1
logφ(u)du =
∫ 0
1
∫ u
1
1
φ(y)
dy du =
∫ 1
0
∫ 1
u
1
φ(y)
dy du =
∫ 1
0
∫ y
0
1
φ(y)
du dy
=
∫ 1
0
y
φ(y)
dy.
The integral used in defining ψ(p) can be rewritten as follows:∫ 1/p
0
y
φ(y)
dy =
∫ 1
0
y
φ(y)
dy +
∫ 1/p
1
y
φ(y)
dy
= kφ +
∫ 1/p
1
y
φ(y)
dy.
The first term is a finite constant by assumption. For the second term fix p > 0.
Then the integral converges, since 1/φ(y) is integrable over the same interval.
Also the second term is strictly greater than -kφ. This implies 1/ψ(p) > 0, so the
same is true of ψ(p). Now if we let p vary it is easy to see that ψ is increasing in
p, as required.
Next, the defining equation for logψ (4.1) can be rewritten as
logψ(p) =
∫ p
1
(ψ(y))−1 dy =
∫ p
1
(
kφ +
∫ 1/y
1
u
φ(u)
du
)
dy
= (p− 1)kφ +
∫ p
1
∫ 1/y
1
u
φ(u)
du dy.
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Again fix p > 0. The first term of the sum is clearly finite. In the second term,
the inner integral converges, again since 1/φ(u) converges on the same interval.
Its absolute value is upper bounded at one end of the range [1,p], which, when
multiplied by p − 1 serves to bound the entire integral. This shows that logψ is
well defined for p > 0.
Now we can define the generalized entropy using the function logψ as follows:
sφ(p) := −p logψ
(
1
p
)
, (4.6)
and verify that the gradient of sφ has the following analytically tractable form
Lemma 4.3
d
dp
sφ(p) =
d
dp
(−p logψ(1/p)) = logφ(p) + kφ. (4.7)
Proof For completeness we include a proof based on Naudts (2004b), Lemma
7.1. in the Appendix.
In Figure 4.1 the process of constructing sφ is depicted, with φ(p) = p
q, with
q set to each of the three alternatives: 0.5, 1, and 1.5. The setting q = 1, shown
for comparison, simply recovers SBG entropy.
4.1.1 Phi-exponentials
The inverse of logφ is the phi-exponential function, denoted expφ. When logφ
takes on a finite value this is well defined. But, unlike log, there is no guarantee
that logφ takes on all values in R. Therefore, define expφ(v) = 0 if v is less than
every element of range logφ and expφ(v) = +∞ if v is too large. Figure 4.2 shows
some phi-exponential functions. They are convex, increasing functions. The key
differences are apparent in the graph: The domain may have an upper bound
and the function may reach zero on the left-hand side. The domain is clearly
open.
Other properties of expφ ,such as convexity, mirror those of logφ (see Naudts,
2004a, 2002). A key difference involves the fact that exp is the only non-trivial
function which is its own derivative. However expφ has the almost-as-useful
property:
exp′φ(p) = φ(expφ(p)). (4.8)
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ΦHpL HaL: ΦHpL = pq
q = 0.5
q = 1.5 q = 1
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1
2
HbL: ΨHpL = H2 - qL x2-q
q = 1
q = 0.5
q = 1.5
1 2
p
-2
-1
1
logq HpL HcL: log
Φ
= logq
q = 0.5
q = 1.5
q = 1
1 2
-2
-1
1
HdL: log
Ψ
HpL =
log2-q HpL
2 - q
q = 1
q = 0.5
q = 1.5
Figure 4.1: Constructing sφ. (a): Select φ (b): Calculate ψ using (4.5) (c): Calculate
logφ using (4.1) (d) Calculate logψ using (4.1) again, using ψ. (e): (continued on next
page)
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Φ
HpL =
p logqHpL
2 - q
q = 1
q = 0.5
q = 1.5
Figure 4.1 (continued). (e) Form sφ using (4.6) (continued)
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Figure 4.2: The top figure depicts expφ for φ(p) = pq for the various values of q
indicated. The lower figure zooms in to better depict when expφ can achieve the value
zero.
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Example 4.3 Define the notation [v]+ to mean v if the v > 0 and 0 otherwise.
Continuing with φ(p) = pq, 0 < q < 2 we have expq(v) = [1 + (1− q)v]
1
1−q
+
Example 4.4 Notice that the limit as q → 0 in Example 4.3 corresponds to the
function φ(p) = 1, p > 0 (with φ(0) = 0). The corresponding expφ is the ‘hockey
stick’ depicted in Figure 4.2.
With the definitions of logφ, logψ, and expφ in hand we can proceed our next
task.
4.2 Computing Conjugates
We consider Bregman divergences generated by Sφ : RN+ → R, where
Sφ(p) :=
N∑
n=1
sφ(pn) and sφ(pn) = −pn logψ(1/pn). (4.9)
First, since Sφ is an additively separable function, its conjugate can be expressed
in terms of the single term s∗φ. Second, if sφ is Legendre, it is often easier to
derive s∗φ. Unfortunately, sφ is not Legendre for all φ but there is a simple test
for this.
Lemma 4.4 (Legendre Test) Assume φ satisfies the conditions of Definition
4.1 and Theorem 4.2. Furthermore if logφ(p) → −∞ as p → 0 then Sφ is
Legendre.
Proof In order to show that sφ is Legendre we need to ensure sφ is differen-
tiable on the interior of its domain, and not even subdifferentiable outside that
set. The first part is simple since it is defined using a convergent integral and
therefore is differentiable. To verify the condition at the boundary, suppose p is
a point on the and x = p + h is a point on the interior. The condition means
that 6 ∃x∗ such that Sφ(p) + 〈x∗,x− p〉 ≤ Sφ(x)∀x. (For entropy functions the
boundary is known i.e., p = 0.) Given the additive separability of Sφ this is
equivalent to the coordinate-wise condition:
6 ∃x∗ such that sφ(p) + x∗h ≤ sφ(p+ h) ∀h
⇔ sφ(p+ h)− sφ(p)
h
≤ x∗ ∀x∗, h
This implies the (one-sided only) derivative s′φ(0) = −∞, which occurs iff logφ(0) =
−∞. Thus the Legendre test for sφ is to check that logφ diverges to −∞ at zero.
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Example 4.5 The q-logarithm (Example (4.2)) passes the test only when q > 1,
since it has a finite limit 1/(q − 1) for 0 < q < 1.
Lemma 4.5 Under the same conditions as Theorem 4.4
1. If sφ is Legendre the conjugate of sφ can be written as
s∗φ(v) = expφ(v − kφ)
(
v + logψ
(
1
expφ(v − kφ)
))
. (4.10)
2. If sφ is not Legendre, there is a cut-off c, above which the formula holds,
and below which s∗φ = 0.
Proof Recall that s′φ(p) = logφ(p) + kφ. In the Legendre case we can write
(s′φ)
−1(v) = expφ(v − kφ). Now use the conjugate formula from Fact 2.19 to get
s∗φ(v) = v(s
′
φ)
−1(v) + (s′φ)
−1(v) logψ
(
1
(s′φ)−1(v)
)
= expφ(v − kφ)
(
v + logψ
(
1
expφ(v − kφ)
))
. (4.11)
In the non-Legendre case, the reasoning is slightly altered. Let c = logφ(0) + kφ,
which is a finite value. If v ≤ c then argmaxp(vp − sφ(p)) ∈ (∂s)−1(v) = 0.
Substitution, in the conjugate definition yields the result s∗φ(v) = 0. For v > c,
the subdifferential of sφ is still a singleton so the same procedure yields (4.11)
again.
Example 4.6 In the SBG case (φ(p) = p), the expression (4.10) collapses to
exp(v − 1), which can be seen by noting that expφ = exp.φ = exp, logψ = logφ =
log, and kφ = 1.
4.3 Phi-exponential Families as Solutions to Gen-
eralized Maxent
The central theorem of Naudts (2004b, Theorem 7.2) states that maximizing
generalized entropy ∆Sφ(p,p0) under an expectation constraint on the estimators
leads to phi-exponential families. By casting the optimization as a generalized
maxent problem (3.23), the following lemma is natural:
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Lemma 4.6 Suppose Sφ is Legendre and b ∈ ri(A domSφ). Then, every maxi-
mizer of
max
p∈RN
∆Sφ(p,p0) subject to Ap = b 1
Tp = 1 and pn ≥ 0. (4.12)
is a phi-exponential distribution.
Proof Identify (4.12) with (3.28), from which it follows that the optimal solution
p¯ satisfies (3.31). The lemma follows by recalling that
p¯ = ∇S∗φ(A∗µ¯+ p∗0 − 1T (µ¯)) = expφ[A∗µ¯+ p∗0 − 1T (µ¯)− 1kφ]. (4.13)
Some observations are worth carrying forward from the more general setting of
the previous section. First, we can compute p∗0 = ∇Sφ (p0) as
p∗0 = s
′
φ[p0] = logφ[p0] + 1kφ.
Using this in (4.13) we get
p¯ = ∇S∗φ (A∗µ¯+ p∗0 − 1T (µ¯)) = expφ[A∗µ¯+ logφ[p0]− 1T (µ¯)].
Only in the exponential family case can the term involving p0 be pulled outside
cleanly. Next, plugging exp′φ(v) = φ(expφ(v)) into (3.35) allows us to write the
escort distribution (defined in section 3.7), q, as
q =
φ ◦ expφ[A∗µ¯+ p∗0 − 1T (µ¯)− kφ]
1T
(
φ ◦ expφ[A∗µ¯+ p∗0 − 1T (µ¯)− kφ]
) = φ(p¯)
1Tφ(p¯)
, (4.14)
which recovers Proposition 5.2 of Naudts (2004b). Lastly, the expression for q
also provides some perspective on escorting in the phi-exponential family. Recall
from Example 4.6, that φ is the identity function. So q is simply p¯. In the
more general case (3.34), we saw that the escorting relation depends on ∇2F ∗, a
function with few restrictions on its form. Comparing (4.14) and (3.34) we see
the phi-exponential family case falls in the middle, analytically speaking, since
the escorting relation is succinctly determined by φ.
4.3.1 Examples
Table 4.1, provides some examples of phi-logarithms and related functions. The
‘SBG’ column is included as a point of reference and also highlights how the
generalized setting can collapse to this familiar case. See also Example 4.6. The
column headed ‘Naudts’ summarizes our running example which also parallels
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Naudts (2004b, Ex. 2). The column headed ‘q → 0’ examines the limiting case
based on φ(x) = xq. The column marked ‘Tsallis’ is closely related to our running
example, and many of the expressions, especially those given for sφ appear in
the Tsallis literature. The expression for expφ is suggestive of the form of the
distribution resulting from use of these entropy functions.
Other Examples. The final column of Table 4.1 marked ‘η-type’ is taken
from Murata et al. (2004) and is developed as far as possible in this framework.
Another example from that paper, which corresponds the Naudts case, with the
restriction that q > 1 (‘beta-type’ with β > 0).
Another example from the physics literature can be found in Kaniadakis et al.
(2004, 2005). They study deformed logarithms of the form
log(κ,ρ)(p) := p
ρp
κ − p−κ
2κ
,
where κ and ρ are parameters which satisfy the following set of relations:
ρ+ |κ| ≥ 0 ∧ ρ− |κ| ≤ 0 ∧ ρ+ |κ| < 1 ∧ ρ− |κ| > −1.
Over the years physicists have suggested a variety of functions that may be
thought of as an ‘entropy’. See Masi (2005) for a summary of some interesting
relations between some of them. Not all of these functions are convex. In some
cases such as Renyi entropy, there is a monotonic transformation that renders it
convex. However we do not pursue these examples further here.
4.4 Appendix: Proof of Lemma 4.3.
Proof
d
dp
(−p logψ(1/p)) = − logψ(1/p) + 1pψ(1/p)
= −
∫ 1/p
1
1
ψ(u)
du+
1
p
∫ p
0
y
φ(y)
dy
= −
∫ 1/p
1
∫ 1/u
0
y
φ(y)
dy du+
1
p
∫ p
0
y
φ(y)
dy
= −
∫ p
1
∫ z
0
−1
z2
y
φ(y)
dy dz +
1
p
∫ p
0
y
φ(y)
dy
§4.4 Appendix: Proof of Lemma 4.3. 71
Concentrating on the first integral for a moment yields
−
∫ p
1
∫ z
0
−1
z2
y
φ(y)
dy dz = −
∫ p
1
∫ 1
0
−1
z2
y
φ(y)
dy dz −
∫ p
1
∫ z
1
−1
z2
y
φ(y)
dy dz
= −
∫ 1
0
∫ p
1
−1
z2
y
φ(y)
dz dy −
∫ p
1
∫ p
y
−1
z2
y
φ(y)
dz dy
= −
∫ 1
0
y
φ(y)
(
1
p
− 1
)
dy −
∫ p
1
y
φ(y)
(
1
p
− 1
y
)
dy
= −1
p
∫ p
0
y
φ(y)
dy +
∫ 1
0
y
φ(y)
dy +
∫ p
1
1
φ(y)
dy
Adding back the dropped term cancels the first term in the last line, giving∫ 1
0
y
φ(y)
dy +
∫ p
1
1
φ(y)
dy = kφ + logφ(p),
which is the desired result.
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Chapter 5
Applications of the Framework
5.1 Introduction
In this chapter we show how various existing models fit into the framework de-
veloped in Chapters 2 to 4. Topics covered include information geometry and
regression models inspired by the l1-regularization literature. The range of top-
ics highlights the usefulness of the framework and the process of translating these
topics into the notation of this thesis hopefully clarifies how to use it in applica-
tions.
5.2 Information Geometry and Bregman Pro-
jections
In this section, we apply the duality theorems from the previous chapter to derive
two well-known results. The first is from Pietra et al. (2002b) and Bauschke
(2003), and characterizes the properties of a Bregman projection. The second is
from Murata et al. (2004), and characterizes projections onto m-flat and U -flat
manifolds. Even though different techniques were originally used to prove these
results, when translated to the language of convex analysis, both are essentially
equivalent.
5.2.1 Bregman Projections
Suppose F : X → (−∞,∞] is a Legendre convex function, C is a closed convex
set in X with C ∩ int(domF ) 6= ∅, and p0 ∈ int(domF ). Then, the Bregman
projection of p0 onto C is defined as (Bauschke, 2003)
P FC (p0) = argmin
p∈C
∆F (p,p0). (5.1)
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Since F is assumed Legendre, the Bregman projection is a unique point in
int(domF ) (Bauschke, 2003). It is easy to see that the generalized maxent prob-
lem (3.23) is a Bregman projection onto the set
{p ∈ RN : Bp = b1 and pn ≥ 0}.
In this section the presence or absence of the normalization constraint does not
affect the results, so with out loss of generality we can consider the set
C = {p ∈ RN : Ap = b and pn ≥ 0},
where A may or may not include a normalization constraint as one of its rows.
We now characterize the Bregman projection onto a linear subspace (see
Proposition 3.2 of Pietra et al. (2002a) as well as Corollary 4.3 of Bauschke
(2003)).
Theorem 5.1 Suppose F : X → (−∞,∞] is a Legendre convex function, and
A : X → M is a linear map. Furthermore, assume that F is co-finite, i.e.,
domF ∗ = X ∗. Define
T := {p ∈ domF : Ap = Apb} (5.2)
for some pb ∈ int(domF ). Define
Q := ∇F ∗ (p∗0 + rangeA∗) , (5.3)
and let p0 ∈ int(domF ). Then each of the following conditions for a point p¯ ∈ X
characterizes the Bregman projection P FT (p0):
i. p¯ = argminp∈T ∆F (p,p0).
ii. p¯ = argminq∈Q∆F (pb, q).
iii. T ∩ Q = {p¯}.
iv. ∀p ∈ T and ∀q ∈ Q we have ∆F (p, q) = ∆F (p, p¯) + ∆F (p¯, q).
Proof The first part is simply the definition of P FT (p0). Identify minp∈T ∆F (p,p0)
with (3.24), by setting b = Apb. After some algebra, the dual objective (3.25)
can be written as
〈b,u∗〉 − F ∗(A∗u∗ + p∗0) + F ∗(p∗0) = ∆F ∗(p∗0,p∗b)−∆F ∗(A∗u∗ + p∗0,p∗b),
where p∗b := ∇F ∗ (pb). Since ∆F ∗(p∗0,p∗b) does not depend on u∗, maximizing
the dual is equivalent to minimizing ∆F ∗(A∗u∗ + p∗0,p
∗
b), which in turn can
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be rewritten using (2.13) as ∆F (pb,∇F ∗ (A∗u∗ + p∗0)). All in all, we want to
find a q ∈ ∇F ∗ ((p∗0 + rangeA∗) ∩ domF ∗) which minimizes ∆F (pb, q). But
since F is assumed co-finite, domF ∗ = X ∗, and we can equivalently find a q
in ∇F ∗ (p∗0 + rangeA∗) = Q. This proves the second part. From the first and
second parts and the fact that p¯ is unique it follows that T ∩ Q = {p¯}. This
proves the third part.
For every q ∈ Q there exists a u∗ such that ∇F (q) = A∗u∗ + p∗0. Since
p¯ ∈ Q, let u¯∗ be associated with p¯. Then ∇F (p¯) − ∇F (q) = A∗u¯∗ − A∗u∗.
Given p ∈ T we can write
〈p− p¯,∇F (p¯)−∇F (q)〉 = 〈p− p¯,A∗(u¯∗ − u∗)〉 = 〈A(p− p¯), u¯∗ − u∗〉 .
Since both p and p¯ are in T it follows that A(p− p¯) = 0, and hence
〈p− p¯,∇F (p¯)−∇F (q)〉 = 0 . (5.4)
The last part now follows from Fact 2.27.
Figure 5.1 serves to illustrate each of the four characterizations of optimality
from Theorem 5.1, ordered left to right, top to bottom. All four plots picture
the same solution. The first depicts p¯ as the solution to the Bregman projection
problem (5.1). The second depicts the solution as the intersection of two mani-
folds. Under the conditions given in this section, that intersection is a singleton,
as depicted. The third plot depicts the reverse distance problem.
The orthogonality condition 5.4 also serves as an equivalent characterization
of the triangle equality statement in the fourth part of the theorem. Formally
it is the orthogonality condition between p− p¯ and p¯∗ − q∗, where p¯ = ∇F (p¯)
and q∗ = ∇F (q). Informally, we refer to it as pseudo-orthogonality of the angle
formed by p, p¯, and q. This is depicted in the fourth plot of Figure 5.1.
A final comment is in order about the co-finiteness of F , used in this sec-
tion, which is not required elsewhere in the thesis. It is employed here for
two reasons: First, it ensures that we can restrict our attention to the set
Q := ∇F ∗ (p∗0 + rangeA∗) instead of ∇F ∗ ((p∗0 + rangeA∗) ∩ domF ∗). Second,
since domF ∗ = X ∗, the set
∇F ∗ ((p∗0 + rangeA∗) ∩ domF ∗) = Q
is a closed convex set. This ensures that the Bregman projection ontoQ is unique.
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Figure 5.1: Four views of optimality. Illustrates the four characterizations of opti-
mality provided by Theorem 5.1, ordered left to right, top to bottom.
5.2.2 U-Divergences
In the information geometry literature, statistical manifolds are often discussed
in terms of their differential geometry (Amari and Nagaoka, 1993). In this section
we look at manifolds in terms of the duality theory discussed so far. In this way
we are able to motivate them from the perspective of optimization problems and
their duals.
One type of statistical manifold emerges from the analysis of so-called U -
divergences (Eguchi, 2005; Murata et al., 2004). These turn out to be equivalent
to Bregman divergences, and are defined as follows.
Definition 5.2 (e.g. Eguchi (2005)) Suppose F : X → (−∞,∞] is a Leg-
endre convex function, and F ∗ its Fenchel-Legendre conjugate. Then, the U-
divergence DF ∗ : int(domF )× int(domF )→ [0,∞) is defined as
DF ∗(p,p0) = F
∗(∇F (p0))− F ∗(∇F (p))− 〈p,∇F (p0)−∇F (p)〉 . (5.5)
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Using (2.8) and (2.13) it is easy to see that for all p,p0 ∈ int(domF )
DF ∗(p,p0) = ∆F
∗(p∗0,p
∗) = ∆F (p,p0),
where p∗ = ∇F (p) and p∗0 = ∇F (p0). In other words, except at the bound-
ary points, U -divergences are identical to Bregman divergences. Recall that,
for a Legendre convex function F the Bregman projection is a unique point in
int(domF ). Hence the following lemma is immediate.
Lemma 5.3 Let F and F ∗ as above, C a closed convex set in X with C ∩
int(domF ) 6= ∅, and p0 ∈ int(domF ). Then
P FC (p0) = argmin
p∈C
∆F (p,p0) = argmin
p∈C
DF ∗(p,p0). (5.6)
Two types of subspaces, defined below, are often associated with U -divergences.
Definition 5.4 (U-flat subspace) Let F , F ∗ and p0 as above. Let A : X →
M be a linear mapping and p∗0 be defined as p∗0 := ∇F (p0). Then, the set Q ⊆ X
of the form
Q(p0) = {p ∈ X : p = ∇F ∗ (A∗u∗ + p∗0) for some u∗ ∈M∗} (5.7)
is called a U-flat subspace.
Definition 5.5 (m-flat subspace) A affine subspace in X that passes through
a point pb ∈ int(domF ) and orthogonal to Q defined by
T (pb) := {p ∈ domF : A(p− pb) = 0}. (5.8)
is called an m-flat subspace.
It is easy to see that the set Q defined in (5.3) is a U -flat subspace. Similarly,
the set T defined in (5.2) is a m-flat subspace. The following is a key theorem of
(Murata et al., 2004).
Theorem 5.6 (Theorem 2 Murata et al. (2004)) The two optimizations prob-
lems
argmin
p
DF ∗(p,p0) s.t. p ∈ T (pb) for a fixed p0 (5.9)
and
min
q
DF ∗(pb, q) s.t. q ∈ Q(p0) for a fixed pb (5.10)
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have the same solution p¯ = Q(p0) ∩ T (pb).
The theorem follows immediately from Lemma 5.3 and Theorem 5.1. For com-
pleteness we repeat the proof of Murata et al. (2004) which does not use any
concepts from convex analysis. Although their proof is simpler, it is not clear
if it can be extended to other constraint sets. On the other hand, as shown by
Bauschke (2003), Theorem 5.1 can be extended in a straightforward manner to
deal with affine subspaces and convex cones.
Proof Using the dimension of Q and co-dimension of T it is easy to see that
T ∩ Q consists of a singleton p¯.
Choose q ∈ Q. By the definition of Q we have ∇F (q)−∇F (p0) ∈ rangeA∗.
Similarly, since p¯ ∈ Q, we have ∇F (p¯) − ∇F (p0) ∈ rangeA∗. Putting both
facts together ∇F (q) − ∇F (p¯) ∈ rangeA∗. But p¯ also belongs to T , hence
A(p − p¯) = 0 for all p ∈ T . Altogether 〈p− p¯,∇F (q)−∇F (p¯)〉 = 0. Using
the Pythagorean relation (2.10) from Fact 2.27
∆F (p, q) = ∆F (p, p¯) + ∆F (p¯, q).
In particular
∆F (pb, q) = ∆F (pb, p¯) + ∆F (p¯, q), for any q ∈ Q.
Since ∆F (p¯, q) ≥ 0 we have
∆F (pb, q) ≥ ∆F (pb, p¯), for any q ∈ Q,
which shows that p¯ = argminq∈Q∆F (pb, q). Similarly, we observe that
∆F (p,p0) ≥ ∆F (p¯,p0), for any p ∈ T ,
which shows that p¯ = argminp∈T ∆F (p,p0).
Throughout this section, none of the results depended on the normalization
constraint in any way. In particular p and p0 are not required to be normalized,
although this could be imposed if desired. However, this does not mean that
normalization is a trivial constraint, particularly when we look at the way it is
addressed in statistics, as the next section shows.
5.3 Boosting
In this section we show how the boosting problem (Schapire, 2001) fits into our
framework. We distinguish between the boosting problem and boosting algo-
§5.3 Boosting 79
rithms. Our focus is the boosting problem, and in a later chapter we will discuss
algorithms for solving it. Originally the two concepts were introduced together
and were intertwined. This turns out to be unnecessary. The boosting problem
can be described and analyzed without reference to a specific algorithm.
Our development closely follows that of Lebanon and Lafferty (2001), with
necessary notation changes to make the picture clear in our setting. They showed
that AdaBoost (Collins et al., 2002) and exponential family maximum likelihood
estimation could be seen as identical, except for a special normalization con-
straint utilized in the latter. Further specialization of both models leads to a
correspondence between logistic regression and binary Adabost. Here we con-
tinue the connection-making, fitting these models into the even larger picture
developed in this thesis.
5.3.1 Notation
The general problem in boosting involves an input-output pair (x, y) ∈ X × Y
and a number of deterministic functions fj : X × Y → R. Often, each fj is a
classifier, termed a weak learner. The goal is to find the best set of weights to use
to combine the outputs of the weak learners to form a better classifier, hence the
use of the term boosting. The outputs of fj’s are known on the data set, and are
available to classify new examples. In other respects they are black boxes and
the results of this section do not require the interpretation just given in order to
hold.
In the problem setup of Lebanon and Lafferty (2001), the data sample is
denoted ((xn, yn))
N
n=1. We will need several facts about the sample. The empirical
distribution is
p˜X,Y (x, y) =
1
N
N∑
n=1
δ(xn, x)δ(yn, y).
This function mainly has the value zero on points not in the sample and (usually)
takes the value 1/N on points in the sample. The need for the redundant look-
ing subscript on p˜X,Y (x, y) will become apparent in a moment. The empirical
marginal and empirical conditional distributions are defined analogously as
p˜X(x, y) =
1
N
N∑
n=1
δ(xn, x), and
p˜Y |X(x, y) =
{
p˜X,Y (x,y)
p˜X(x,y)
ifp˜X(x, y) 6= 0
0 if p˜X(x, y) = 0.
Note that p˜X(·, y) is a probability distribution–the same one at each y. Also,
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p˜Y |X(x, ·) is a probability distribution–a different one at each x. This notation
makes it easier to switch to vector notation. Consider the pair (x,y) as the result
of a one-to-one finite map from a generic index set I = {1, ..., |X | |Y|} to the
sample space X × Y . Thus for i ∈ I it makes sense to write (x,y) = (x,y)(i),
with the (x, y) on the right as the name of the map in one direction. We can
switch back with the map i = (x, y)(−1), so that we write i = i(x, y). Naturally
the index i is more conducive to defining vectors elementwise. In a mathematical
sense this could be considered trivial, but, from the viewpoint of understanding,
it is critical. The change makes it clear that if all indexes and are taken over
(x, y) rather than separately for x and y, it becomes easy to take advantage of
the vector/matrix notation. In the standard statistical style of presentation, this
is not so common.
Based on the foregoing discussion the vectors p˜X,Y , p˜X , p˜Y |X all have obvious
definitions based on the definitions of p˜X,Y (x, y), p˜X(x, y) and p˜Y |X(x, y).
The objective function is defined as∑
x∈X
p˜X(x)
∑
y∈Y
∆s(p(y|x), q(y|x)).
In Lebanon and Lafferty (2001), s is SBG entropy (s(p) = p log(p)) and q(y|x)
is an initial guess, an input variable. That means ∆s is the same as the unnor-
malized KL-divergence (theorem ref). Also, the notation used in Lebanon and
Lafferty (2001) contains some syntactic sugar meant to convey the role of certain
terms. The term p˜X(x) could be written as p˜X(x, y). The index (y|x) should
be regarded as just a different way to express the index (x, y), while p(y|x) and
q(y|x) are actually meant to be just positive measures. With all that in mind,
the objective is equivalent to∑
(x,y)∈X×Y
p˜X(x, y)∆s(p(x, y), q(x, y) =
∑
i∈I
p˜X(i)∆s(p(i), q(i))
= 〈p˜X ,∆s[p, q]〉 .
Now the connection of the objective function to our setting is clear. The function
is a weighted version of unnormalized KL-divergence. The weights are dependent
on the data sample (but not the y-values). Otherwise it perfectly fits the format of
(3.23). Next, the feature constraints (Equation 1, Lebanon and Lafferty (2001)).
are given as:∑
(x,y)∈X×Y
p˜X(x)p(y|x)(fj(x, y)− Ep˜(fj|x)) = 0 for j = 1 . . . J. (5.11)
We can rewrite the inner expectation term, showing how to express it as a function
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of (x,y)
f˜j(x, y) := f˜j(x) := Ep˜(fj|x) =
∑
(x,y)∈X×Y
p˜Y |X(x, y)fj(x, y).
Now we can introduce the term, f˜j using the usual definition, and use it to
construct the matrix
F˜ =
(
f˜1, . . . , f˜J
)T
,
which can be used to write the feature constraint (5.11) as
(F − F˜ ) (diag p˜X) p = 0. (5.12)
In this formulation, F˜ reflects an interaction between the features and the sample
data1. This differs from the unconditional formulation typified by the classic
maxent problem. There the goal is to satisfy a constraint of the form Ap = b,
where the data only enters the problem through b. Here F plays the role of
A, while p plays the same role as before, and the middle term is purely data
dependent. The first term (F −F˜ ), in effect, represents a data-dependent feature
matrix.
The normalization constraint is also affected by the conditional setup. Instead
of the unconditional normalization corresponding to 1Tp = 1, we have∑
y∈Y
p(y|x) = 1 ∀x ∈ X .
Following a similar line of reasoning, and relying on the natural index map (where
y values vary fastest) we can express this as
(I|X | ⊗ 1T|Y|) p = 1.
In the boosting problem the single normalization constraint may be replaced with
many sparse constraints, one for each x. The choice of whether or not to impose
this constraint leads to the distinction between AdaBoost (unnormalized), and
maximum likelihood for exponential models. Lebanon and Lafferty point out
that further model choice distinctions can be made based on choices of Y and fj.
For example letting Y = {−1, 1} leads to logistic regression in the normalized
case and binary AdaBoost otherwise.
1Under the consistent data assumption each value of xn is associated with only one value
of y. In this case the expectation above is concentrated on a single value equal to f(xn, yn).
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5.4 Regression Models and Generalized Maxent
The usual aim of linear regression is to use data to construct an estimate of the
form ŷ = 〈β,x〉 where x is a vector of observations. This is done with the aid of
historical observations denoted y and a data matrix X, consisting of an M ×R
matrix of M observations of R regressors.
The traditional approach to regression is based on the method of least squares.
In undergraduate econometrics, students learn about the assumptions that give
this method a maximum likelihood interpretation: iid observations, Gaussian
noise, and so on. Later they learn methods adapted to other statistical assump-
tion. Often the methods result in changing the likelihood, regularizer, or both.
In recent years a number of approaches to regression emphasize l1-regularization.
These include the Dantzig selector, the LASSO algorithm ridge regression, and
other variants. See Hastie et al. (2001) for a survey. One of the advantages seen
by this type of regularization is that it promotes sparsity in the resulting pre-
dictor. This is seen as potentially useful in reducing the number of regressors in
an era of ever-larger data sets. This form of regularization is also popular in the
related area of compressed sensing. Recent surveys of the field include Candes
(2006); DeVore (2007); Donoho (2006); Tsaig and Donoho (2006).
This section presents a short review of selected regression techniques, some
old, and a new one, the Dantzig Selector, proposed in Candes and Tao (2007).
A pattern of construction will become clear. Following that, a variation based
on generalized entropy is introduced. The Dantzig selector can be seen as a
limiting case of the new model. [Experiments and regularization paths should be
mentioned here.]
In order to fit regression into an ‘entropic’ setting a little work is required.
Normally the vector β is not restricted to the non-negative orthant. In order to
utilize the generalized maxent framework, which for most generalized entropies
typically produces a non-negative vector we can employ a ‘±’ trick described in
Kivinen and Warmuth (1997) and other places. This is simply a linear map that
distinguishes the positive and negative coefficients in β, where β+ and β− denote
the positive and negative parts of β. Let
p =
(
β+
β−
)
.
β+ and β− denote the positive and negative parts of β.
Then we can write a fitted values as
ŷ ≈Xβ =X± p,
where X± := (X | −X), whichever form is more convenient. The cost of this
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trick is a doubling of the length of the parameter vector. Whether this fact is
significant or trivial depends on the application.
5.4.1 Review of Least Squares
Least squares: The best known linear predictor is the least squares estimator,
which will be denoted βls . The least squares estimator gets its name from the
fact that it solves the following problem:
minimize
β
1
2
||y −Xβ||22 .
Assuming X is ‘tall’ (M > R) and full (column) rank the solution is given by:
βls = (X
TX)−1XTy.
Fitted value are given by:
yls =X(X
TX)−1XTb.
The least squares predictor provides a familiar and important point of comparison
for almost any other predictor one may wish to analyze.
An important property of βls is the fact:
Lemma 5.7 The following holds for all β:
||X(β − βls)||22 ≥ ||y −Xβ||22 − ||y − yls ||22
Proof
||X(β − βls)||22 = ||Xβ − y + y −Xβls ||22
= 〈Xβ − y + y −Xβls ,Xβ − y + y −Xβls〉
= 〈Xβ − y,Xβ − y〉+ 〈y − yls ,y − yls〉 − 2 〈y −Xβ,y − yls〉
The last term has
〈y −Xβ,y − yls〉 ≤ ||y −Xβ||2 ||y − yls || (Cauchy-Schwarz)
≤ ||y − yls ||22 (least squares property)
Substitution in the previous line gives the result.
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5.4.2 Three Regressions
Many other regression techniques have been proposed. In this section we briefly
cover three, enough to highlight a pattern of construction.
In Ridge regression the following problem is solved
minimize
β
1
2
||y −Xβ||22 + λ ||β||22 .
The Lasso uses a one-norm regularizer instead:
minimize
β
1
2
||y −Xβ||22 + λ ||β||1 .
Both of these methods are covered in Hastie et al. (2001). The next is newer.
The Dantzig Selector (Candes and Tao, 2007) is solution to:
min
β
||β||1 subject to
∣∣∣∣XT(y −Xβ)∣∣∣∣∞ < .
The regularizer is an l1-norm, but the statistical loss is merely a constraint on
the largest error, a rotated one at that. Two of the unique aspects of this method
are the use of the sup-norm, and the fact that its inspiration comes from results
in compressed sensing. One feature of that literature is that there is always
something that corresponds to the ‘true’ model. Also Candace and Tao show
that under special conditions of low noise and other conditions on the covariance
of the regressors, the method can recover the exact true set of regressors with
high probability. This result is interesting, but our concern at the moment is to
see how the procedure might or might not relate to generalized maxent.
In the table below, the three objective functions are summarized. In addition
the statistical loss (L(β,y)) is restated in terms of the deviation from the least
squares predictor (L(β,βls)), which is obviously a data-dependent quantity.
The table summarizes what we have so far2:
5.5 q-version of Dantzig
The Dantzig selector can be approached in the limit via a model based on gen-
eralized maxent. Let A = XTX± , b = XTy. Let Q > 0, and 0 < q < 1. Then
the Dantzig selector can be obtained as a limiting case of models of the form:
∆Sq(p,p0) + δ(A− b).
2The reformulated Lasso problem using the loss given in the table is equivalent because of
Lemma 5.7. The original loss has been replaced with an upper bound and the constant term
dropped.
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Name L(β,y) L(β,βls) R(β)
Ridge regression 1
2
||y −Xβ||22 12 ||X(β − βls)||22 λ ||β||22
Lasso 1
2
||y −Xβ||22 ||X(β − βls)||22 λ ||β||1
Dantzig selector δB∞(X
T(y −Xβ) ) δB∞(XTX(β − βls) ) ||β||1
This is nothing more than the problem discussed in Chapter 3. Letting q → 0,
and Q− >∞, recovers the Dantzig selector problem.
Candace and Tao found the Dantzig selector to be optimal for certain special
situations. Could it be ’good’ for situations outside of the ones they consider?
We hope to investigate this experimentally in the future.
The next chapter presents another application of the framework, and follows
it through he experimental setting.
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Chapter 6
Non-Negative Matrix
Factorization
Reduction of dimensionality is a common strategy in machine learning. In re-
cent years a complementary strategy of achieving sparse models has received
attention, especially in the compressed sensing and l1-regularization literature
(see e.g. Cohen et al. (2007)). The non-negative matrix factorization problem
provides an opportunity to employ both of these strategies simultaneously. This
chapter shows that the entropy functions described in earlier chapters can play
a role in constructing and interpreting the models developed here.
In the non-negative matrix factorization problem, the goal is to approximate
a data matrix V that has elements that are all non-negative. If V is N × T , the
hope is that it can be approximated by a product:
V ≈WH ,
whereW is an N ×M matrix andH is a M ×T matrix. The columns of matrix
W are often thought of as basis vectors, while the columns of H are vectors of
weights. There are many ways to devise such approximate decompositions. For
example one could start with the problem:
minimize
W∈RN×M ,H∈RM×T
||V −WH||2 . (6.1)
By further constraining the values of W and H to be non-negative, we arrive
at the original NMF problem (Paatero and Tapper, 1994; Lee and Seung, 1999).
The originators suggested that the resulting solution was more amenable to the
interpretation of ‘construction by parts’ in contrast to what might be called
the ‘superposition of signals’ yielded by methods such as vector quantization
(VQ), principal component analysis (PCA) and independent component analysis
(ICA) and other methods ( Hyvarinen et al. (2001); Plumbley (2003); Srebro and
Jaakkola (2003)). In other respects the goal of all these methods is similar in
that we hope to extract something from the data matrix that is simple (low rank)
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yet useful.
Many variations on the NMF problem have appeared (e.g. Paatero, 1997;
Tropp, 2006; Plumbley, 2003; Pascual-Montano et al., 2006; Tropp et al., 2006;
Dhillon and Sra, 2005; Cichocki et al., 2006; Hoyer, 2004). Applications in-
clude image analysis, test processing, polyphonic music transcription and others
(Feng et al., 2002; Lee and Seung, 1999; Jakulin and Buntine, 2004; Griffiths and
Steyvers, 2003; Shahnaz et al., 2006). In contrast there are only a few papers
on theory (Donoho and Stodden, 2003), and a few others on the convergence
properties of existing algorithms (e.g. Heiler and Schno¨rr, 2006; Lee and Seung,
2001; Dhillon and Sra, 2005).
In the NMF literature, research has focused on three main threads. One is
the suggestion of new distance measures. For example the norm in (6.1) can
be replaced by other measures, such as (unnormalized) KL divergence (Cichocki
et al., 2006; Dhillon and Sra, 2005; Hoyer, 2004). These can be motivated by
various means, but an important observation is that norms do not incorporate
the sign of the data, while entropy based distance measures do. A second thread
involves regularization methods for W and H , or alternatively constraints of
some kind. For example it seems clear the ‘construction by parts’ interpreta-
tion might be more easily discerned if the resulting solutions for W and H are
also sparse, i.e., containing a significant proportion of zeros. In Hoyer (2004), a
constraint designed to promote and control the sparsity of the resulting solution
was introduced. A third thread involves solving the optimization problem itself.
The objective function in (6.1) is non-convex, regardless of any constraints or
regularization we may impose. However it is easy to see that holding W or H
fixed, results in a convex function. All the known algorithms therefore concen-
trate on some variation of alternating minimization with respect to W and H .
Depending on the exact formulation it can be shown that this converges to a
local minimum. However the resulting solution is heavily subject to the initial
conditions and exact procedure of the algorithm.
6.0.1 The Model
The algorithm proposed in this chapter finds a local minimum of the following
objective function:
∆SL(WH ,V ) + λW∆SH(H ,H0) + λH∆SW (W ,W0). (6.2)
This objective function is composed of three Bregman divergences, each based on
a different version of the q-entropy discussed in Chapter 4. Here the entropy is
applied element-wise to the matrix valued arguments. The parameter qL selects
the distance measure used for measuring deviations from the data (statistical
loss). The focus here is on values of qL that are less than one since these can
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accommodate elements equal to zero. Algorithms which employ KL-divergence
must adjust the data to accommodate the objective function. The values of qW
and qH are also in the interval (0,1). The values of λW and λH must be ‘tuned’
in real applications. In general they should depend inversely on the size of M if
they are to have any influence over the solution.
The objective function is used in a ‘ping-pong’ style procedure which alterna-
tively solves for H and W , described in Figure 6.1. At each step the algorithm
requires consideration of one of the following two problems:
minimize
W
∆SqL(WH ,V )) + λW∆SqW (W ,W0)) (Problem W )
minimize
H
∆SqL(HW ,V )) + λH∆SqH (H ,H0)) (Problem H)
These result from ignoring the parts of (6.2) held fixed. One noteworthy feature
of the algorithm is that upon returning to a W- or H-step, the initial guess is
replaced by the previous intermediate value. This tends to promote convergence
in practice.
6.0.2 Dual Characterization
Problems H and W of the previous section are ‘nice’ in the sense of Chapters 2
and 3. Although the actual algorithm will employ the primal method, it is useful
to characterize the solution by looking at the dual problem. Since the problems
are almost entirely symmetric in notation, we will concentrate on Problem W.
Let V¯ ∗ denote the solution to dual problem,W ∗0 = s
′
qL [W
∗
0 ], with the scalar
s′qL function applied element-wise to the matrix. It can be shown (details of the
derivation are given in Appendix 6.4) that the primal solution can be character-
ized as
W¯ = s∗
′
qW
[V ∗HT +W0]. (6.3)
Thus at each step, W is the image of a q-exponential function. As we saw in
Chapter 4, low values of qW increase the potential for zero values to appear in the
solution. Additional intuition about why this occurs can be gained by reviewing
Figure 4.1. Since the gradient of the entropy function is finite at the origin, the
origin is never infinitely far away from the initial guess W0. If the dual optimal
values are negative enough, then the W will be set to zero via (6.3).
This approach can be compared with that of Hoyer (2004). In that paper,
sparsity is achieved by enforcing an equality constraint on non-linear sparsity
measures for W and H , which uses their 1-norm and 2-norm as arguments. In
experiments, the approach taken here is clearly influenced by the parameter qW ,
but control of the exact amount of sparsity achieved is subject to interaction with
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input : V ,W−1, qL, qW , qH , λW , λH , itmax, tol
t← 0
while t < itmax do
#W-step:
W0 ←Wt−1
Ht ←Ht−1
Wt ← argminProblem W with parameters: Ht,W0, qL, qW , λW .
losst ← ∆SL(WtHt,V )
regWt ← ∆SW (Wt,W0)
regHt ← regHt−1
improvement ← losst − losst−1 + λW (regWt − regWt−1)
if |improvement| < tol then break
t← t+ 1
#H-step:
H0 ←Ht−1
Wt ←Wt−1
Ht ← argminProblem H with parameters: Wt,H0, qL, qH , λH .
losst ← ∆SL(WtHt,V )
regHt ← ∆SW (Ht,H0)
regWt ← regWt−1
improvement ← Lt − Lt−1 + λH(regHt − regHt−1)
if |improvement| < tol then break
t← t+ 1
end
objval← losst + λwregWt + λHregHt
W¯ ←Wt
H¯ ←Ht
return W¯ , H¯ , objval
Figure 6.1: Ping-pong algorithm
the other parameters of the problem.
6.0.3 Experimental Setup
To examine the performance of the algorithm and the characteristics of its output,
experiments on several data sets were performed. Each of these data sets will be
introduced in turn. Code for all the experiments was written in Python and C,
and made use of several libraries.
Elefant (Efficient Learning, Large-scale Inference, and Optimization Toolkit),
currently under development by the Statistical Machine Learning Group at NICTA,
is an open source library for machine learning licensed under the Mozilla Public
License (MPL). It contains a wrapped version of two numeric libraries PETSc
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and TAO which were then used to solve Problems H and W as described below.
Further information is available at elefant.developer.nicta.com.au.
PETSc, (pronounced petsee) is a suite of data structures and routines for
the scalable, parallel solution of scientific applications (Balay et al. (1997, 2004,
2001)). The main focus of PETSc to provide data types and operations for sparse
matrix/vector calculations used by its suite of specialized solvers. Other packages
are built on top of the operations provided by PETSc. The work here makes use
of one of these: the Toolkit for Advanced Optimization (TAO).
TAO is aimed at the solution of large-scale optimization problems on high-
performance architectures. One of the attractions of TAO is its use of PETSc
data types to support optimization on both single-processor and parallel archi-
tectures. Most importantly for this work TAO has very good implementations for
unconstrained and bound-constrained optimization. For the work in this chapter
the TAO routine blmvm (bounded, limited memory variable metric method) was
used. This algorithm is a quasi-Newton method with bound constraints, quite
similar to B-LBFGS Benson et al. (2007). The default line search method (More´
and Thuente, 1994) was used.
The results were generated by high-level code in Python to loop through
experiments and save data structures between calls to the blmvm routine in
TAO. TAO relies on PETSc data structures which were initialized and managed
by the author’s code with the assistance of some PETSC and TAO wrappers from
Elefant. The objective function and callback routines were implemented by the
author in the form of a dynamically loadable callback function library written in
C 1 Most of the post-processing of the results was accomplished using Python,
with the aid of user-written and outside modules, most notably scipy and pylab.
6.1 ORL Face Data Set
One application of the NMF problem is in the area of decomposition of images.
This task provides a useful first case, because the visualization of the results is
very natural.
The ORL face data set (www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.
html) consists of facial images of 40 individuals in 10 different poses, making a
total of 400 images. Figure 6.2 shows a sample image of each subject, providing
a sense of the variation among the individuals, along with the full sequence from
the first three individuals.
Initialization of NMF algorithms has been identified as an important issue
Langville et al. (2006). To investigate this aspect of the problem, several different
1The code also contains hooks for direct calls from Python. These were used for calculating
some values before and after the optimization routines were invoked. Also, Python could have
been used for the entire task, but would likely have been slower to execute.
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Figure 6.2: The ORL face data set contains 400 image of 40 subjects in various poses.
This upper image depicts one photograph of each subject, while the lower one shows a
complete sequence of images for the first three subjects
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methods of initializing W0 were examined. These are illustrated in Figure 6.3.
These consist of (1) patches from the first face in the data set, (2) entire random
faces, (3) random pixel values, (4) white patches against a field of black (5) black
patches against a field of white, and (6) patches of random values against a field
of black. All random values were generated a iid uniform [0, 1]. The elements of
the initial weighting matrix, H , were uniformly set to one. In preliminary runs
only the choices 1, 2, and 4 generated sensible results, and therefore only these
choices were investigated further.
Figure 6.3: Several alternatives for initializing the algorithm were employed. Each
image contains 25 subimages which were used as an initial basis. Clockwise from upper
left: (1) patches from the first face in the data set, (2) entire random faces, (3) random
pixel values, (4) white patches against a field of black (5) black patches against a field
of white, (6) patches of random values against a field of black. All random values are
uniform [0, 1].
A typical experiment summary is illustrated in Figure 6.5. This single run
helps to illustrate a number of general points. Eventually hundreds of such sum-
maries were assembled in a single document, enabling them to be quickly evalu-
ated for inclusion in this discussion. In the upper left panel, the total objective
function is shown at each iteration as well as the cumulative number of func-
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tion/gradient evaluations. For the most part this latter series increases linearly.
Adequate rates of convergence were obtained by limiting the number of blmvm
iterations TAO was allowed to take by setting the parameter tao_max_its. Ad-
ditional evaluations for line searches, and projections associated with the non-
negativity constraint were infrequently taken.
Overall, the objective function tended to be dominated by the statistical loss
function. In the middle left panel the regularization contributions are shown.
The jagged appearance of these series is to be expected as the alternate in the
influence on the overall objective. Additionally the contribution from the basis
matrix W was generally small even after increasing its weight. In the ping-
pong algorithm employed, the initial guess W0 is replaced with the result from
the previous step. The small values on the left-hand axis are typical, with the
implication that the basis matrix is only adjusted slightly after the first iteration.
Although there is some movement, it was difficult to visually distinguish between
the first and final choice of W by the algorithm in any of the runs.
The lower left panel reports the input variables, along with some output statis-
tics. The output statistics include the 2-norm, and 10-norm deviation between
the fitted values and the data. The latter was included because it emphasizes
large deviations.
In the upper left panel, the fitted faces are shown. In the middle right panel
the final basis is depicted. In this case M was set to 25, so the image contains
25 subimages, one for each basis vector. These appear as dark images. Since the
weightings for each fit are non-negative, the fitted images are brighter. Additional
detail of the basis vectors is discernible when they are shown in the negative. This
is represented in the lower right panel. In this run the algorithm found features
that are sparse (fraction .53 zeros) and localized spatially.
Nine additional sample runs (Figures 6.6 - 6.13) were included to illustrate
some additional observations. Experiments 1-3 allow a comparison of the ini-
tialization methods described above. Using patches from the first face creates
a set of basis vectors that have highly localized non-zero values. This aspect is
inherited by the solution. By contrast, using entire faces (Experiment 2) leads to
globalized features, which are not as sparse. They are however far more sparse
(.23) than the input values which are essentially all non-zero. The fitted faces
appear to be superior and have substantially lower 2- and 10- norm deviations.
In Experiment 3 the input basis is essentially a less informative version of Exper-
iment 1, and contains noticeable artifacts of the starting basis vectors. Notably
the 2 and 10-norm deviations are lower than Experiment 1, casting some doubt
on the value of these distance measures in this setting.
A series of experiments with M set to 49 was also run. Experiments 4-5
correspond to Experiments 1 and 2 with only this change. Overall, the fitted
faces contain more detail and the resulting basis images are slightly more sparse.
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Interestingly, Experiment 3 shows higher 2- and 10-norm values, despite a slight,
albeit subjective improvement in fit. Experiment 4 shows highly localized sparse
features. In Experiment 5 the features are not as sparse, being somewhat face-
like.
Experiments 7-10, are included to exhibit some of the better fits and they
also display the sensitivity to the input values of qW , qH and qL. Better fits were
obtained with high values of qL (closer to 1.0) , and low values of qH and qW
(< .2). The high values of qL effectively penalize large deviations from pixel
values near zero (black). Also it was important to keep the values of qW lower
than qH . In effect this made W the favored choice for achieving sparsity.
In sum, sparse values of W can be achieved, in just a few iterations with a
low qW and the right initialization. Patches of faces and random faces provide
‘acceptable’ results, visually speaking, but the patches produce greater sparsity
in the final basis. Sparsity seems to traded off against statistical error. However
the situation regarding locality is not clear cut. The face-like global features are
fairly sparse but not localized in Cartesian coordinates. Closer examination of
Experiment 2 (middle right panel), or Experiment 10, on the preceding page,
reveals that many of the faces are rather grotesque, with missing or distorted
facial parts with other parts left somewhat intact.
As final thought on this data set, the basis images are reminiscent of the work
of the 19th century Spanish print maker Goya (Figure 6.4) who was noted for
his illustration of the human condition via depictions of the grotesque. Perhaps
some other ‘face space’ is the appropriate one in which to judge locality and the
artist understood such spaces intuitively.
Figure 6.4: Closeups of two faces by Goya. (www.worldprintmakers.com)
6.1.1 ORL Face Data Experiments
This section contains the experiment summary sheets referred to in the previous
section, beginning on the next page.
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init_type: Face0Patches 
itmax: 10 
lambdaH: 10 
lambdaW: 100 
qH: 0.1 
qL: 0.9 
qW: 0.05 
tao_max_its: 10 
2-Norm Loss: 11.2714
10-Norm Loss: 0.0628963
Obj. Fn.: 264.489
Sparsity W: 0.532826
Figure 6.5: Sample Experiment 1
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M: 25 
init_type: RandFace 
itmax: 20 
lambdaH: 10 
lambdaW: 100 
qH: 0.1 
qL: 0.99 
qW: 0.05 
tao_max_its: 10 
2-Norm Loss: 4.15071
10-Norm Loss: 0.0372311
Obj. Fn.: 395.616
Sparsity W: 0.214006
Figure 6.6: Sample Experiment 2
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M: 25 
init_type: Patches1 
itmax: 20 
lambdaH: 10 
lambdaW: 100 
qH: 0.1 
qL: 0.9 
qW: 0.05 
tao_max_its: 10 
2-Norm Loss: 5.06161
10-Norm Loss: 0.0431064
Obj. Fn.: 433.158
Sparsity W: 0.337795
Figure 6.7: Sample Experiment 3
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M: 49 
init_type: Face0Patches 
itmax: 10 
lambdaH: 10 
lambdaW: 100 
qH: 0.1 
qL: 0.9 
qW: 0.05 
tao_max_its: 10 
2-Norm Loss: 12.4306
10-Norm Loss: 0.0666975
Obj. Fn.: 195.19
Sparsity W: 0.563609
Figure 6.8: Sample Experiment 4
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M: 49 
init_type: RandFace 
itmax: 20 
lambdaH: 10 
lambdaW: 100 
qH: 0.1 
qL: 0.9 
qW: 0.05 
tao_max_its: 10 
2-Norm Loss: 3.6399
10-Norm Loss: 0.0343473
Obj. Fn.: 191.066
Sparsity W: 0.186866
Figure 6.9: Sample Experiment 5
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M: 25 
init_type: RandFace 
itmax: 20 
lambdaH: 10 
lambdaW: 100 
qH: 0.4 
qL: 0.9 
qW: 0.1 
tao_max_its: 10 
2-Norm Loss: 4.02706
10-Norm Loss: 0.0364157
Obj. Fn.: 256.046
Sparsity W: 0.223059
Figure 6.10: Sample Experiment 6
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M: 25 
init_type: RandFace 
itmax: 20 
lambdaH: 10 
lambdaW: 100 
qH: 0.4 
qL: 0.8 
qW: 0.2 
tao_max_its: 10 
2-Norm Loss: 3.92786
10-Norm Loss: 0.0351548
Obj. Fn.: 171.03
Sparsity W: 0.181289
Figure 6.11: Sample Experiment 7
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10-Norm Loss: 0.0365528
Obj. Fn.: 265.443
Sparsity W: 0.201677
Figure 6.12: Sample Experiment 8
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Figure 6.13: Sample Experiment 9
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Figure 6.14: Sample Experiment 10
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6.2 The 108th U.S. Senate
The THOMAS database of legislative information (thomas.loc.gov/home/rollcallvotes.
html) contains the roll call votes for each senator. In a roll call vote, as opposed
to a voice vote, the vote of each senator is recorded as ‘yea’ , ’nay’ or not voting.
These are coded as +1, 0 and -1, respectively in the THOMAS database. As-
sume for the moment that there are no absences or abstentions, as these will be
addressed later. In this case T = 459 roll call votes and there a N = 100 senators,
two for each state. This results in a 100 × 459 = N × T data matrix, reflecting
all the votes of the 108th Senate. Data such as these are fodder for lobbyists,
pundits and social scientists alike. They represent an important way to measure
individual senators’ positions on the important questions of the day and also the
behavior of groups in voting blocs. See Jakulin and Buntine (2004) for a wide
range of analyses and perspectives on this dataset2.
For this data set the goal of the NMF problem is to approximate the voting
data as:
V︸︷︷︸
N×T
≈ W︸︷︷︸
N×M
H︸︷︷︸
M×N
An NMF study of V offers an appealingly simple interpretation of the output,
which can be used to perform a variety of tasks.
The input variable M can be considered as the factors which dispose a senator
to cast a yea or nay. At the same time, each vote may bear on a combination
of the same factors. In the language of politics the factors may be thought of as
‘issues’, although there is no semantic requirement on the factors. That must be
left to interpreters.
In constructing an objective function, one immediate issue arises. The coding
of ‘yea’ as 1 and ‘nay’ as 0 is arbitrary. Many methods, including the q-entropy-
based model of the previous section will see these votes very differently and are
not invariant to the opposite encoding. Not only that, in most legislative bodies
the nature of the bills and amendments requires casting a rather arbitrary pattern
of yeas and nays in order to consistently support a position. The effect on the
data can be explained by a simple example. Suppose there are only two senators,
Rep and Dem. Rep is ’pro-gun’ and Dem is ’anti-gun’. Furthermore there are
only two votes in the session. The first is on a bill to arm all citizens and the
second is on a bill to ban all bullets. Listing Rep’s votes in the first row and
2Thanks also to Wray Buntine for supplying a pre-parsed version of the data for this study.
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Dem’s in the second we get the data matrix:
V =
(
1 0
0 1
)
.
In a sense there is only one issue before this mock senate, but it results in a
voting data matrix that is rank-2. The following proposal can address both of
the aforementioned issues: Augment the data matrix with a matrix of ’reverse’
votes (on fictitious ’anti-bills’) and introduce corresponding reverse W in the
first matrix of the factorization. This results in the approximation problem:
V =
(
1 0 0 1
0 1 1 0
)
≈ (W | W˜︸ ︷︷ ︸
N×2M
) H︸︷︷︸
2M×2·T
, (6.4)
where W˜ is a matrix of anti-factors, An anti-factor matrix is formed by converting
all missing votes to 1/2 and then applying the map v˜ = |v − 1|, which flips all
the 1s to zeros and vice-versa. The anti-factor matrix is then used to augment
the normal one in the initialization. After the initialization the factor/antifactor
relationship is not enforced. Also, to calculate the statistical loss component of
the objective function all non-votes were ignored. In other respects the objective
function and algorithm is identical to that of the previous section.
For this data set, two initialization methods were employed. The first uses
small groups of senators that might be presumed to have similar voting patterns,
based on very preliminary guesswork. Pairs of senators are selected based on
same-party relationships. Several also have same-state or neighboring-state rela-
tionships. These are listed in Table 6.1. Included in the pair was one, Kennedy-
Santorum, who presumably take opposite stances on many issues. This was done
to investigate the stickiness of the initial groups. For each factor a pair of sen-
ators had their corresponding entries in W0 set to 1, and the reverse setting
was applied to the anti-factor matrix. This method results in an initial spar-
sity (fraction of entries equal to zero) of .5 for W0. Clearly some, but not very
much prior knowledge is required to use the method. The method was tagged as
‘seed pairs 0’ in the experimental runs.
An alternative method of initialization of W0 is based on a suggestion from
Langville et al. (2006). A random selection (without replacement) of 40 columns
of V representing 40 random votes are averaged to construct an initial factor.
These factor supplies a column ofW0, and the process is repeated as often as re-
quired by the inputM . An antifactor matrix is constructed and used to augment
W0 as described above. The motivation for this method is to use a sample small
enough to create variation between the columns, but large enough for averaging,
to reveal some common factors. The method is simple to implement, requiring no
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prior knowledge, but there is little theory to guide our choice of sample size. The
resulting initialization matrix is dense. This method was tagged as ‘randomVcol’
in the run sheets.
The H matrix is initialized to zero. The first step taken by the algorithm is
an H-step, so this choice affects mainly the first regularization, and so reflects a
preference for sparse solution values forH . In preliminary analysis, this appeared
to work better than a positive constant.
Sarbanes (D-MD) Mikulski (D-MD)
Alexander (R-TN) McCain (R-AZ)
Byrd (D-WV) Rockefeller (D-WV)
Craig (R-ID) Crapo (R-ID)
Schumer (D-NY) Clinton (D-NY)
Hatch (R-UT) Bennett (R-UT)
Frist (R-TN) McConnell (R-KY)
Kennedy (D-MA) Santorum (R-PA)
Enzi (R-WY) Thomas (R-WY)
Dayton (D-MN) Feingold (D-WI)
Roberts (R-KS) Brownback (R-KS)
Feinstein (D-CA) Reid (D-NV)
Table 6.1: Seeding the matrix W0 based on pairs of senators with same-party affilia-
tion.
6.2.1 Experiment Results
In order to explore the effect of possible parameter settings a large number of
runs were undertaken. A few of the summary sheets appear as Figures 6.15 -
6.23. In the discussion below comparisons are made between them and also to
the group of face data experiments discussed in the previous section.
The results of the factorization can be used as input to many post processing
tasks such as visualization, clustering and prediction. In the discussion we focus
on two such tasks. The first measures the quality of fit based on the ratio of
mistakes to total votes. Here a raw estimated data vector was calculated as
V = W¯ H¯ , this was converted to vote estimates (1 or 0) based on a cutoff
of 0.5. The same procedure was used to eliminate missing votes in the actual
data matrix. This mistake ratio, along with the 2-norm of the raw error was
tracked during the estimation process and is shown in the lower left panel of
each experiment run. The mistake ratio is an intuitively sensible statistical error
measure for measuring statistical fit, but one that is difficult to optimize directly
because it is composed of discrete variables.
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The second method uses the W matrix to perform a hard clustering of the
senators. To perform the clustering, each row of W is normalized, and all but
the largest element of each row is zeroed out, yielding a hard assignment based
on the strongest factor for each senator, with a weight that is dependent on the
original strength of the factor. The magnitude of the weight is also used as a
measure of affinity strength to sort the senators within the cluster. It is reflected
by the order of their names within each cluster. (The overall order of the clusters
has no particular meaning.) The clustering results are given in the lower right
panel of each experiment run. See e.g. Figure 6.15.
In the upper left panel, the objective function path and cumulative number
of gradient/function calls are given. In the middle left panel, the regularization
function values are shown. Both of these panels correspond to similar panels
from the face data experiments of the previous section.
In the upper right, the input parameters are given. The value M reflects the
number of columns after augmentation with anti-vote data, so it is always double
the number of the input M. In other respects these extra factors are no different
than ordinary factors and no further distinction is maintained.
Comparisons between sample runs serve to indicate a number of findings.
The aim is not to find the ‘best’ run, as this is ultimately task dependent. It
is used instead to make comparisons across a number of ’good’ runs to examine
sensitivity and other issues.
First, the ‘randomVcol’ slightly outperforms the ‘seed-pair’ method (Figure
6.15 v. Figure 6.16 are typical.) Deleting the bad pair, Kennedy-Santorum, did
not reverse this relationship. Nor did Kennedy and Santorum ever appear in
the same cluster, a result which would likely be of comfort to both Senators.
Subsequent examples all use the ‘randomVcol’ method.
The mistake ratios represent an intuitively sensible statistical error measure.
In most runs, the mistake ratio curve flattens out well before the objective func-
tion. The 2-norm of the error is not optimized and oscillates between H- and
W-steps. The lower envelope of the series usually, but not always, has a down-
ward trend (see e.g. Figure 6.16). This effect was also seen before with the
face data. The usefulness of the 2-norm measure seems questionable here again,
unless it can be motivated as a loss function in its own right.
Fit was improved by increasing the number of factors, although little statisti-
cal improvement occurred after about M = 24 (input M=12). One should expect
fit with M untilW is square or there are no errors. See Figure 6.15 versus Figures
6.17 - 6.19.
As one would expect, reducing the degree of regularization (λH , λW ) decreased
the measures of statistical error (∆SqL and the mistake ratio). Comparing Figure
6.17 versus 6.21 indicates a reduction in mistakes by over 40% to close to a .4%
mistake ratio.
§6.2 The 108th U.S. Senate 111
The hard clustering method produces more clusters as M is increased, but
often falls short of utilization all available slots Figure(6.19). Judging the right
level of M or the quality of the clusters seems inherently subjective, however
a few observations may be pertinent. When the number of clusters was two,
Republicans and Democrats were neatly split, with the sole independent, Jeffords
clustered with Democrats. Larger numbers of clusters usually included large blocs
consisting of all Democrats or all Republicans, with some smaller blocs sometimes
containing a mixture. These more obvious findings are in accord with Jakulin
and Buntine (2004), but further discussion is effectively out of the scope of the
thesis.
A final but important question for this thesis is the effect of the various qL
qW and qH values and the connection, if any, between sparsity and performance.
Here, good fits were found with relatively low values of all three parameters.
Better fits were found with qW set to values higher than qL or qW . Figures
6.22 and 6.23 show that raising qL to the level of qW or higher made the fit
noticeably worse. A natural interpretation of this situation is that the data
matrix contains many zeros. This is problematic for KL-divergence (q = 1) and
measures approaching it. In the face data set, a sparse basis was more desirable.
In the case of the Senate data, more of a mixture is favored. In contrast each
vote is more likely, though not guaranteed to concern a single issue. This makes
it plausible that W should be less sparse than H . All of the ‘good’ fits shown
here reflect that property in the sparsity results given on each summary sheet.
Once again the variability of the sparsity is fairly high. In this algorithm direct
control of the sparsity is not offered and whether that is ideal remains an open
question.
6.2.2 Senate Experiments Summary Sheets
This section contains the experiment summary sheets referred to in the previous
section, beginning on the next page.
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Figure 6.15: Senate Experiment 1
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Figure 6.16: Senate Experiment 2
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Figure 6.17: Senate Experiment 3
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Figure 6.18: Senate Experiment 4
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Figure 6.19: Senate Experiment 5
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Figure 6.20: Senate Experiment 6
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Figure 6.21: Senate Experiment 7
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Figure 6.22: Senate Experiment 8
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Figure 6.23: Senate Experiment 9
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6.3 Discussion
In this chapter, the q-entropy functions introduced much earlier proved to be
useful in constructing an effective and efficient algorithm to perform non-negative
matrix factorization. In particular non-Legendre entropies (q < 1) were found
to be quite useful for the purpose. The potential motivations of the various
entropic formulations faded into the background. Instead the properties of the
solutions came to the fore. The dual characterization made available via the
convex analysis of earlier chapters remains useful even in empirical work, since it
helps to indicate how and when sparsity will show up in the solution.
NMF converges only to a local minimum and little theory about these so-
lutions is available. Hopefully the treatment represents a contribution by de-
scribing an algorithm in terms of steps involving well-behaved generalized max-
ent problems, with some describable properties at each step. In addition, the
parametrization given here has a sensible interpretation across a range of data
sets.
6.4 Appendix: Derivation of Equation 6.3
This appendix contains the derivation of the dual characterization of the W-step
referred to in Section 6.0.2. Problems W and H are almost entirely symmetric in
our setup, so we will switch to a neutral notation and later apply the result to
both problems. Consider the NMF problem as the following approximation:
BC ≈D
Symmetry will allow us to focus solely on Problem ‘B’ which will be solved using
the objective function
∆Sq′(BC,D) + λ∆Sq(B,B0).
The theory of Chapter 3 was developed for vectors, not matrices, so we rewrite
the preceding line indicating for convenience how the terms map to the original
notation.
∆Sq′( (C ⊗ IN︸ ︷︷ ︸
′A′
) vecB︸ ︷︷ ︸
′p′
, vecD︸ ︷︷ ︸
′b′
) + λ∆Sq(vecB, vecB0︸ ︷︷ ︸
′p′0
)
This identification makes the dual objective function (with argument vecD∗ )
straightforward to calculate using Fenchel duality, the conjugation formula for
Bregman divergence, and the conjugate calculus rules to handle λ in succession.
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The dual objective is:
λS∗q (λ
−1(CT ⊗ IN) vecD∗ +B∗0) + S∗q′(vecD∗ −D∗0),
where B∗0 is the image of the initial guess B0 under the gradient of Sq, and where
D∗0 is the image of the data matrixD under the gradient of Sq′ . Given an optimal
solution for this problem, D¯∗, we can use the recovery formula to obtain:
B¯ = ∇S∗q ( (CT ⊗ IN) vec D¯∗ +B∗0),
which is perhaps easier to parse without the vec operations:
B¯ = s′q
∗
[ D¯∗C +B∗0 ].
For Problem W, substitution ofW for B ,H for C and V forD gives the result
in the text.
As an aside, the symmetry of Problem H is nearly complete if we consider
the approximation problem HTW T ≈ V T. By substituting HvT for B, etc.,
the same argument reveals the solution to the H-step as another q-exponential
namely:
H¯ = expqH [W
TV¯ ∗ +H∗0 ].
Finally, the dual problem has the choice variable V ∗, which has the same
shape as V , much larger than W or H . This makes the dual a poor choice of
problem to solve, in comparison to, say, the classic maxent problem.
Chapter 7
Induced Semantics for
Undirected Graphs
7.1 Another Look at the Hammersley-Clifford
Theorem
In this chapter the aim is to utilize the entropy functions introduced earlier in the
framework of graphical models. The Hammersley-Clifford (H-C) theorem relates
the factorization properties of a probability distribution to the clique structure
of an undirected graph. If a density factorizes according to the clique structure
of an undirected graph, the theorem guarantees that the distribution satisfies
the Markov property and vice versa. In graphical models, connections to the ex-
ponential family are strong, mainly because of the factorization property of the
exponential function. Do we have to forgo graphical models when we step away
from SBG entropy? Not entirely. Here we generalize the H-C theorem to different
notions of decomposability and the corresponding generalized-Markov property.
Finally we discuss how our technique might be used to arrive at other generaliza-
tions of the H-C theorem, inducing a graph semantics adapted to the modeling
problem. This represents a first step in incoporating generalized entropies in the
setting of graphical models.
Statistical distributions of the q-exponential form can be motivated by a gen-
eralization of maximum entropy termed Tsallis entropy. This is one possible gen-
eralization of Shannon-Boltzmann-Gibbs (SBG) entropy. An important property
of Tsallis entropy is its capability of generating distributions with power-law be-
haviour and distributions with finite support. One of these is the q-Gaussian
distribution. Its density, assuming it is centered around the origin is
f(x) = expq(−βx2 − αq(β)),
where expq is the q-exponential, defined later in the section on q-analogues. For
now, we just note that the usual Gaussian is recovered when q → 1. See Naudts
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(2004b); Vignat and Plastino (2006); Sears and Vishwanathan (2007); Gell-Mann
and Tsallis (2004) for more discussion and references along these lines. Here, our
main concern is to judge the compatibility of distributions of the form expq(·)
with the tools and techniques of graphical models. We are motivated by the
possibility of using joint distributions of q-exponential form to model situations
where a collection of random variables correlated to a greater degree (or less)
under dramatic circumstances than they do in an everyday environment.
If we have N independent, zero-mean, Gaussian random variables (therefore
q = 1), the joint density is
N∏
i=1
exp(−βix2i − αi) = exp(−
N∑
i=1
(βix
2
i )− (
N∑
i=1
αi)).
To have a corresponding formula for the q-exponentials, an operation called the
q-product(⊗q) which satisfies
expq(x1)⊗q expq(x2) ⊗q . . . ⊗q expq(xN) = expq(
N∑
i=1
xi)
must be introduced. The q-product has been studied elsewhere (Suyari et al.,
2005; Umarov et al., 2006; Borges, 2004). It leads to a definition of q-independence
that says that X1 and X2 are q-independent if their joint density, f , q-factorizes,
i.e. if for some g and h
f(x1, x2) = g(x1)⊗q h(x2).
Note when q 6= 1, g and h are not the marginals of f . Even so the q-product
can be used to create joint distributions from univariate distributions. Recently,
a central limit theorem for q-independent variables was proved (Umarov et al.,
2006). Bayesian updating of such distributions is a different matter.
Introducing the idea of q-independence to the setting of graphical models in-
duces a different semantics for the edges of a graph. It is possible to demonstrate
this by formulating a q-Markov condition and prove a version of the Hammersley-
Clifford theorem that says that a distribution is q-Markov with respect to the
graph in question, if and only if it q-factorizes over the maximal cliques of that
graph. We will conclude with a brief discussion of how to use this type of graph-
ical model to perform typical tasks involving graphical models, focusing on a
corresponding extension of the Viterbi algorithm.
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7.2 Background
The proof of the Hammersley-Clifford Theorem relies on terminology and results
from both number theory and graph theory. We give the necessary elements here
as well as on q-analogues of some elementary mathematical operations.
7.2.1 Graphical Models
A graph G = (V , E) consists of a set of vertices (or nodes), V , and a set of edges
E . An edge is an ordered pair of nodes. A clique, c ∈ V is a fully connected
subgraph of G. The vertices, { ai }Mi=1 in a graphical model typically correspond
to the variables of a distribution, with density f(x). We will move between these
representations assuming the order of the nodes is the same.
We will say a function T -decomposes according to a graph for the transfor-
mation T : RX → RX if there are ψc such that
T f(x) =
∑
c∈C
ψc(xc), (7.1)
where C is the set of cliques of G and where xc is equal to x with the entries
corresponding to V\c removed.
Let xc denote a vector equal to x with the m-th and n-th entries deleted. We
say that a function has the pairwise generalized-Markov property if, whenever
the nodes am and an do not share an edge, then there exists functions with
appropriate domains and ranges, h1 and h2, such that
T f(x) = h1(xm,xc) + h2(xn,xc). (7.2)
In the classic formulation of the Hammersley-Clifford Theorem T = log is implic-
itly assumed. Also in this setting decomposition is equivalent to multiplicative
factorization. The role of T is therefore to convert factorization (of some kind)
into addition. The generalized-Markov property then asserts the separability of
the effects of xm and xn when the corresponding nodes are separated. More in-
depth background in graph theory, especially as it relates to graphical models is
given by Lauritzen (1996).
7.2.2 Number Theory Essentials
Number theoretic tools play an important role in accounting for all the operations
that could be defined on a graph. Although the subject is rather deep, we only
require a modest gathering of results for our problem.
The prime numbers will be denoted pi, which represents the i-th prime num-
ber. The number 1 will be considered to be the 0-th prime number.
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An arithmetic function is one of the form g : N → C. A multiplicative
function is an arithmetic function that also satisfies g(m · n) = g(m)g(n) if the
greatest common divisor of m and n is 1. If it holds for all m, n the arithmetic
function is said to be totally multiplicative. The sum-function of an arithmetic
function g is defined as
Sg(n) :=
∑
d|n
g(d),
where the summation notation
∑
d|n is standard notation for the sum over the
divisors of n.
The fundamental theorem of arithmetic states that any 1 < n ∈ N decomposes
into a unique product of powers of primes: n = p
αi1
i1
·, · · · , ·pαiMiM . The function
λ(n) will be used to denote the number of prime factors of n.
We require a few of the important number theoretic functions. One is the
Mo¨bius function: For n = p
αi1
i1
·, · · · , ·pαiMiM ,
µ(n) =

0 if any αi > 1
1 if n = 1
(−1)λ(n) otherwise
(7.3)
The first condition tests whether or not the factorization of n contains a square
number.
The constant function will be denoted 1(n) or simply 1 when the context
makes it clear that a function, not a number, is required. The Dirichlet identity
is defined as
(n) =
{
1 if n = 1
0 otherwise.
The Dirichlet convolution of two arithmetic functions, f and g, is another
arithmetic function. It is denoted f ∗ g and defined as
(f ∗ g)(n) =
∑
d|n
f(d)g(
n
d
). (7.4)
This operation is commutative and associative. The sum-function, defined earlier,
is in fact the Dirichlet convolution Sf = f ∗ 1. Two other important identities
are: µ ∗ 1 = , and, for all arithmetic functions, f , f ∗  = f holds. Using these,
we can easily derive the famous Mo¨bius Inversion theorem:
µ ∗ Sf = µ ∗ (f ∗ 1) = (µ ∗ 1) ∗ f =  ∗ f = f (7.5)
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This theorem plays an important role in the analysis. Our account of the number
theoretic tools has been terse. To place them in their proper context one should
consult a reference such as Wilf (1994) or Graham et al. (1989). The notes of
Stankova-Frenkel (1999) are also helpful.
7.2.3 q-logarithm
q-log and q-exponential is included to make the chapter self-contained. This
material is presented with much more background in the previous chapter. The
q-logarithm is defined for q > 0 as
logq(p) :=
{
log(p) if q = 1
p1−q−1
1−q otherwise
(7.6)
We let the notation (v)+ mean v if v > 0 and 0 otherwise. The inverse of the
q-logarithm is
expq(v) = (1 + (1− q)v)
1
1−q
+ .
Using these two functions we can define an analogue to multiplication:
x⊗q y = expq(logq(x) + logq(y)) = (x1−q + y1−q − 1)
1
1−q
if x1−q+y1−q−1 > 0 and otherwise it is 0. It is associative, commmutative and it
has 1 as its neutral elements. Under this definition of ⊗q we have the identities:
expq(x+ y) = expq(x)⊗q expq(y)
logq(x⊗q y) = logq(x) + logq(y) (whenever the left-hand-side is defined).
Thus a q-exponential does not factorize, but it does “q-factorize”.
7.3 Main Result
With the background of the previous section we are ready to state the main re-
sult. We let the transformation T correspond to logq, leaving q as a parameter.
Then it makes sense to refer to the decomposition and generalized Markov prop-
erties as q-decomposition and q-Markov properties. Later we will discuss other
transformations T leading to different generalizations of the H-C theorem.
Theorem 7.1 (q-Hammersley-Clifford) Let P be a positive measure with non-
negative density f . Then f satisfies the pairwise q-Markov property iff f q-
factorizes according to the graph G = (V , E).
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Proof (⇐-direction) If f q-factorizes according to the graph and am 6= an do not
share an edge, then the expression in (7.1) can be broken apart into∑
{ c|c∈C, am∈c }
ψc(xc) +
∑
{ c|c∈C, an∈c }
ψc(xc) +
∑
{ c|c∈C, am /∈c, an /∈c }
ψc(xc)
The first term can serve as h1 and the last two terms can serve as h2 which verifies
in the Markov condition (7.2).
(⇒-direction) Guide: First we define a map or index from sets of vertices of
the graph (equivalently the argument indexes of f) to the natural numbers. This
map is simple to define, but special, because its value encodes the membership
of the vertices in the set. In other words, knowing only a value of the index,
we can determine the identity of all of the vertices which are contained in the
set which has that index value. Using this index, we define a generic potential
function, ψ, over the index values of each subset of V . Next we employ the results
from number theory. The function ψ is seen to be the Dirichlet convolution of
the Mo¨bius function µ and another function k. The Mo¨bius inversion theorem
provides that k is the sum-function Sψ, also defined over the index values of all
the subsets of V . The inversion theorem provides a representation of k as a sum
of potentials taken over all all possible subsets of V .
Next we define a special version of f that switches the evaluation of f at
a given point x and an arbitrary alternative point x̂, depending on a supplied
set of vertices, b. This function evaluates a vector using the coordinate values
of x corresponding to b and the coordinate values of x̂ corresponding to the
complement, bc. This function must therefore agree with f when V is the set
under consideration. Otherwise it tests the sensitivity of f to arbitrary settings
of variables outside the given set of coordinate indexes corresponding to b.
Next we set k to be this modified f evaluated at V , and use the sum function
representation of k to express f in terms of a sum of terms involving ψ. In
this way, the modified f , which agrees with f at the level of the whole graph,
is represented as a sum of local versions of itself. However, this representation
contains all subsets of V in the sum. We then use the q-Markov property of f to
show that any subset which does not correspond to a clique can be omitted from
the sum. This will conclude the proof.
Proof: In the following a and b will be arbitrary subsets of V unless indicated
otherwise, while am, an represent vertices of the graph and M = |V|.
Define an index map ι : P(V) → N as follows. Let ι(∅) = 1. Let us consider
1 as the 0-th prime number. Choose an arbitrary ordering of the nodes ai, i =
1 . . .M , in V . Define an index map ι as follows. For singleton sets, b = { ai }, let
§7.3 Main Result 129
ι({ ai }) = pi, the i-th prime number. For larger subsets, b = {ai1 . . . aij}, let
ι(b) = pi1 · pi2 · · · pij−1 · pij .
This map has certain helpful properties. The range of ι is square-free since no
prime appears twice in the definition of ι(b). If a ⊂ b ⊂ V then ι(a) divides ι(b).
The Mo¨bius function (7.3), µ, takes on only the values ±1 when evaluated on the
range of ι, i.e., if j = ι(a), then µ(ι(a)) = (−1)|a| = (−1)λ(j), where λ is defined
in (7.3).
Next, define a generic potential function over any subset of V . Let
ψ(ι(a)) =
∑
j|ι(a)
µ
(
ι(a)
j
)
k(j) =
∑
j|ι(a)
(−1) ι(a)j k(j),
where k is an arithmetic function. This definition is equivalent to ψ = µ ∗ k
where “∗” denotes Dirichlet convolution (7.4). The Mo¨bius inversion theorem
(7.5) implies that k is the sum-function of ψ, Sψ. Thus
k(n) = Sψ(n) =
∑
j|n
ψ(j). (7.7)
We will fix a particular choice of k in a moment.
Turning to f(x), consider an arbitrary alternative setting of the variables,
denoted x̂. We define a test of settings as follows: v : X × X × P(V)→ X
v(x, x̂, a) = (v1 . . . vM) where (7.8)
vi :=
{
xi if ι(ai)|ι(a)
x̂i otherwise.
(7.9)
The vector v matches x on coordinate indexes that correspond to vertices in a
and matches x̂ on the other coordinates. Thus the test. v is not the usual notion
of a mixture of values, rather it represents a mixture of settings. In this way v will
permit measurement of the sensitivity of f to settings to groups of different entries
in x outside of a given set. At the top level of the graph, a = V , all such tests are
exhausted, since we have v(x, x̂,V)) = x, and therefore f(v(x, x̂,V)) = f(x).
Now we are ready to set k concretely. For a ⊂ V, let
k(ι(a)) = logq f(v(x, x̂, a)).
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At the top level of the graph, we have (using (7.7))
k(ι(V)) = logq f(x) = logq f(v(x, x̂,V)) =
∑
j|ι(V)
ψ(j).
Thus we have an expression for f as a sum-function. However, the summand in
the last term is evaluated once for each subset of V . Next we aim to show if j is
not the index of a clique then ψ(j) is zero and the sum can therefore be taken
over cliques only.
Let j = ι(a) for a ⊂ V , which is not a clique. Then a contains vertices am
and an, which do not have an edge between them. Denote the remainder of the
set, c = a\{ am, an }. Noting that ι(a) = pm ·pn · ι(c), the potential for this subset
can be written as
ψ(ι(a)) =
∑
j|ι(a)
(−1)λ( ι(a)j ) k(j)
=
∑
j|ι(c)
(−1)λ( ι(a)j ) (k(j)− k(j · pm)− k(j · pn) + k(j · pm · pn)) . (7.10)
It is sufficient to show that each term in the sum is zero. Recall the pairwise
q-Markov condition (7.2) as it applies to f(v) . Let v¯ = vV\{ am,an } correspond
to v with the m- and n-th entries deleted. Since am and an are not connected,
there exist functions h1 and h2 such that
logq f(v(x, x̂, j))
=

h1(x̂m, v¯) + h2(x̂n, v¯) if NEITHER pm nor pn is a factor of j
h1(xm, v¯) + h2(x̂n, v¯) if pm IS a factor of j and pn is NOT a factor of j
h1(x̂m, v¯) + h2(xn, v¯) if pm is NOT a factor of j and pn IS a factor of j
h1(xm, v¯) + h2(xn, v¯) if BOTH pm and pn are factors of i.
In (7.10), we note that each of the conditions above holds exactly once. Therefore
the summand is
k(j)− k(j · pm)− k(j · pn) + k(j · pm · pn)
= h1(x̂m, v¯) + h2(x̂n, v¯)− h1(xm, v¯)− h2(x̂n, v¯)
−h1(x̂m, v¯)− h2(xn, v¯) + h1(xm, v¯) + h2(xn, v¯) (7.11)
= 0.
Since this is true for each term in (7.10), the proof is complete.
The theorem specializes to the Hammersley Clifford (Theorem 3.9 Lauritzen
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(1996)) exactly when f is assumed to be a probability distribution and q = 1.
Remark: A corollary to H-C reduces the decomposition to one over maximal
cliques, since each clique is a subset of at least one maximal clique.
7.4 Discussion
Other Graph Semantics. The proof technique of Theorem 7.1 can be adjusted to
accommodate other graph semantics. One way is to replace logq with a member
of a larger class of deformed logarithms. A variety of non-SBG entropies studied
in statistical physics fit into this framework Naudts (2004b). The families of dis-
tributions associated with these entropies are known as phi-exponential families.
Let φ : [0,∞)→ [0,∞) be strictly positive and non-decreasing on (0,∞). Define
logφ via
logφ(p) :=
∫ p
1
1
φ(y)
dy
If this integral converges for all finite p > 0, then logφ is called a deformed loga-
rithm. Note that φ(p) = pq recovers logq.
Dynamic Programming The method of optimization by combining optimal so-
lutions to simpler subproblems, is often called dynamic programming. The key
step to use dynamic programming involves expressing the desired computation
as a sum of products in a semi-ring, after which the distributive law can be used
to diminish the required number of multiplications Aji and McEliece (2000).
The choice of semi-ring corresponds to the task being performed with the graph.
The goal of the Viterbi algorithm is to find the most likely setting of variables,
given a joint distribution. For that task it performs dynamic programming
using the max-product semi-ring. The q-product discussed here is compatible
with a Viterbi-like algorithm since q-factorization is compatible with max i.e.,
a ⊗q max(b, c) = max(a ⊗q b, a ⊗q c). This is true since if z > 0, then x ≤ y
implies z ⊗q x ≤ z ⊗q y.
’Broadcast node’ extension. There are other decompositions where not all the
contributions of non-cliques get set to zero. The proof technique of Theorem
7.1 can also be adjusted to accommodate these graph semantics. In general,
we do this by letting ψ = ψ1 + ψ2, in which case we will have k = Sψ1+ψ2 =
1 ∗ (ψ1 + ψ2) = 1 ∗ ψ1 + 1 ∗ ψ2 = Sψ1 + Sψ2 = k1 + k2. In this case k becomes
a mixture of sum-potentials. The “Markov condition” condition for each type
of potential can then be stated independently. The sum expression for k can be
taken separately over the two types of potentials, will hopefully (or by design)
further reduce to sums over different types of sets. They do not necessarily have
to decompose over the cliques of the graph.
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For example ψ1 might correspond to an ordinary Markov model, with, say
T = log, decomposing over cliques. On the other hand ψ2 could include an
effect that has each node influenced by an exchangeable model over all of its
non-neighbors. In the latter submodel, the sum-potential would decompose over
the non-neighbors of each node, effectively adding a single extra ‘broadcast’ node
attached to each of the original nodes of the graph, representing some summary
statistic of all of its non-neighbors. This aspect is left for future potential research.
Conclusion. The theory that has been presented in this chapter suggests the
possibility of using non-exponential-family distributions, such as those derived
via generalized maximum entropy, in conjunction with graphical models.
To do so we have had to introduce the the notion of q-factorization. Some
authors have been intrigued by the algebraic issues suggested by this operation see
e.g. Borges (2004) and have extended it to other operations such as q-derivation,
q-division, etc. The difficulty here is that the operations severely restrict the
domain where the algebraic properities hold1. It is difficult to see how to maintain
these properties since they would depend on the value of q and other model inputs.
Such algebraic approaches are even more difficult to sustain if we are ultimately
interested in applying generalization based on φ-logarithms discussed in Chapter
4.
To employ the q-exponential distributions, or φ-exponentials for that matter,
in a graphical model setting requires reinterpretation of the information encoded
in the graph adjacency structure and the node distributions, away from condi-
tional independence, and the marginals of the joint distribution, respectively.
We believe that in some applications, this may correspond to the type of prior
information that is available. In the future it may be possible to extend the idea
to utilize more of the techniques of graphical models and to address the issue of
updating.
1Thanks to one of my examiners for pointing this out
Chapter 8
Conclusion
This chapter summarizes the thesis and reflects on some research directions sug-
gested by it. I also indulge in a few impressions I have about the field. Any
opinions expressed are my current opinion only, and the reader should feel free
to attempt to change my mind.
8.1 Synopsis
Understanding the duality between exponential families and SBG entropy sparked
the original motivation for this research. In generalizing this connection, my aim
was simply to “borrow” some alternative relative entropy functions from the
physics literature to generate better fitting models for statistical applications.
Digging deeper, I found that the class of functions proposed by Naudts (Chapter
4) to be appealing, since they are carefully constructed to have certain “nice”
properties. In particular, the gradients have a closed form.
This class of functions helped to illuminate connections between three differ-
ent fields: convex analysis (e.g. Pietra et al. (2002a), Bauschke (2003)), statistical
physics (e.g. Naudts (2004a,b, 2002)), and information geometry (e.g. Murata
et al. (2004); Eguchi (2005)). These connections were explored in Chapter 5.
This was made possible with elementary tools from convex duality and Fenchel
duality, which allowed us to replicate the main result from each paper. Certainly
it was straightforward to construct the normalizing function T and discover the
need for escort probabilities in this framework. This speaks to the elegance and
simplicity of the duality that was laid out in Chapters 1 to 3.
Most of the elegant results of information geometry seem to rely on the Leg-
endre property of the entropy. But this property is not really necessary for opti-
mization. In the compressed sensing literature, here represented by the Dantzig
selector example (Chapter 5), and also in the NMF example (Chapter 6), using
non-Legendre entropy functions yields distributions with limited support, some-
thing that exponential families are not ‘designed’ to do. (See also Grunwald and
Dawid (2004); Dawid and Lauritzen (2005) for some initial results in this direc-
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tion.) The non-Legendre functions correspond to aggressive learning and sparse
models, features which are useful to machine learners as Chapter 6 indicates.
Stepping outside of the exponential families has its costs. For one thing,
they correspond well to graphical models, with the Hammersley-Clifford theo-
rem establishing a strong theoretical connection, and many algorithms have been
designed to exploit the factorization properties of this type of model (e.g. Wain-
wright and Jordan, 2003b,a; Lauritzen, 1996; Pakzad and Anantharam, 2004; Aji
and McEliece, 2000). Obvious questions to pursue are do phi-exponential families
also have such a natural correspondence, and in what sense does the distribution
decompose? An initial answer is given in Chapter 7. A form of decomposi-
tion can be established, but the resulting distribution is no longer a product
of marginals. Independence assumptions encoded in the graph are replaced by
‘q-independence’, and q becomes an index of global correlation.
In addition, the use of explicit normalization, rather than embedding it in a
partition function, never to be relaxed, makes it possible to consider models that
are non-probabilistic. In fact, this distinction could be considered an artificial
characterization of what is actually a continuum. For example, in a finance
setting, it is common to identify prices with probabilities. On the other hand,
a market-maker often faces the task of setting prices for a number of securities
simultaneously, not knowing which will result in a transaction. In that case, the
task for a model might be to output two sets of prices: bids and offers, with the
stipulation that they sum to < 1 and > 1, respectively. As we all are taught,
probabilities must sum to one, or else they are not probabilities. It is fine to be
pedantic about this as long as we recognize how useful summing to approximately
1 can be.
8.2 Sequels
The setting explored in this thesis could be furthered in a number of directions.
Though it has been termed ‘generalized maxent’, some aspects do not represent
the ultimate generalization that is possible. It remains to future work to push
these aspects further, or incorporate more ideas that have already appeared or
been hinted at in the literature.
Infinite dimensions. By building the framework in a discrete setting we gain
the considerable advantage of a simplified yet powerful theory about convex opti-
mization. One way to address infinite state spaces is to reformulate the problem
with p as an element of a Banach space, and A as an operator. Convex op-
timization theory does extend to such spaces, although constraint qualifications
become much harder to state and verify (Bauschke et al., 2000; Altun and Smola,
2006). However, this reformulation does not comprehensively address methods
of optimization, nor does it currently address non-Legendre entropy functions.
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If we start from the finite dimensional problem and let its dimension (N)
grow, it is possible to identify exactly where the difficulties are likely to arise and
focus the discussion on techniques from approximation theory that could solve
or mitigate the problem.
To review, a typical (dual) objective function will have the following form:
F ∗(ATµ+ p∗0) + 〈µ, b〉+G∗(−µ).
whereG∗ is meant as a proxy to stand in for part of the conjugate of the relaxation
term in the primal (generalized maxent) problem. Next, it is is useful to examine
the first order condition for optimality. A nearly identical equation is used in the
update step for optimization algorithms:
A∇F ∗(ATµ+ p∗0)− b+∇G∗(−µ) = 0. (8.1)
Note that b is to be regarded as a fixed parameter of the last term and the gradi-
ent is taken with respect to µ. Calculating this condition is critical for evaluating
algorithm speed. In fact, the software implemented for this thesis includes code
that performs this calculation. The key issue for scalability is maintaining the
ability to represent A and its transpose in memory and performing the calcula-
tions necessary to evaluate (8.1).
Let us take a moment to carefully identify what calculations are needed.
v1 = A
Tµ, a N × 1 vector (8.2)
v2 = F (v1) = f [v1], another N × 1 vector (8.3)
v3 = Av2, an M × 1 vector (8.4)
The equations represent potential bottlenecks in the computation. Each of these
may be a place to approximate or achieve some type of speedup. Any approxi-
mations would be passed downstream to the next calculation listed. There are a
number of approaches to deal with the approximation problem, e.g. sparse grids
(Garcke et al., 2006; Hegland, 2003).
An alternative idea commonly used in machine learning is to use a discrim-
inative model. This limits the dimensionality of the model to the sample size,
albeit at the cost of using a conditional model and over-weighting the parts of
the state space that are actually sampled.
Entropy functions and divergence measures. Other proposals for entropy func-
tions have been mentioned in the thesis. There are also many candidates, besides
Bregman divergence that could be used to construct a distance measure (see
Zhang, 2004). In some cases these can be easily accommodated in the analysis.
For example, let us briefly reconsider Csiszar’s divergence, briefly introduced in
section 2.3.2. We note in passing that only for q = 1 do Csizar’s and Bregman
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divergence coincide as the special case of KL-divergnce. If we replace the Breg-
man divergence with Csiszar the conjugate term of the dual problem is pT0 f
∗[p∗].
This give distributions of the form:
p¯i = (p0)if
∗′ [ATµ¯]i.
Comparing this to the Bregman version (3.26), where the initial guess is always
on the inside (p∗0), we can see that the Csiszar’s formulation preserves the mul-
tiplicative factorization with respect to the initial guess, p0.
We can draw the following qualitative conclusions comparing the q-exponential
families. In the case of q > 1, the q-exponential family can still place positive
weight on states that p0 places zero weight on. This is ruled out when using
Csiszar’s divergence. In the case of q < 1, the q-exponential family can place
zero weight on some states. This is true under either the Csiszar or Bregman
formulation.
Relaxations/priors/losses. As we have seen, when exact constraint matching
is relaxed, new terms begin to appear in the dual problem. In statistical termi-
nology, these can be thought of as priors or statistical loss measures, depending
on one’s perspective. Many forms of constraint relaxation have been explored in
statistics and machine learning (e.g. Chen and Rosenfeld, 2000; Golan and Gyzl,
2002; Kazama and Tsujii, 2005; Goodman, 2004; Brand, 1998; Cheeseman and
Stutz, 2005) and is probably the most fully explored generalization addressed in
empirical work.
Machine learning algorithms make heavy use of many other non-smooth loss
functions, besides the SVM loss presented. Even the simple norm relaxation
employed in (1.4) is not differentiable at zero. In Teo et al. (2007) a table of
20 other common loss functions is presented and only 5 are C1 or smoother.
Non-smoothness hinders some analytical statements, but does not represent over-
whelming practical problems. Smooth solvers can be modified to handle some
non-smooth problems (Haarala et al., 2004, 2007) and ongoing work in unifying
non-smooth solvers for problems of the type discussed is promising (Teo et al.,
2007). One can reasonably expect to see more software combining Bregman
divergences and non-smooth loss functions in the near future.
8.3 Prequels
Our focus throughout has been on generalized maxent, but we could have focused
on other induction principles. The most important question for machine learning
is ultimately how to build an intelligent agent that can model its environment
(see Russell and Norvig, 2003). Unfortunately no induction principle offers a
complete solution to this problem, which remains wide open.
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It is, however, a fascinating exercise to compare some of the proposals. Many
principles have been put forth and applied in machine learning. Minimum De-
scription Length (see Gru¨nwald, 1998, for a tuorial), Kolmogorov Complexity (Li
and Vita´nyi, 1997), Bayesian methods (Tipping, 2004), and Statistical Learning
Theory (Vapnik, 1998) represent a few of the alternatives. Working out the re-
lationships between these seems a field in itself. Even the relationship between
two closely related fields, maxent and Bayesian methods, is still an active area
(Cheeseman and Stutz, 2004; Giffin and Caticha, 2007; Caticha, 2003).
As for maxent, the appeal of building an induction principle around SBG
entropy has been taken up by philosophers (Paris, 1994; Williamson, 2005) and
physicists alike (Caticha, 2003; Giffin and Caticha, 2007). It has been motivated
axiomatically (Shore and Johnson, 1980; Csiszar, 1975, 1991), via game theory
(Harremoes and Topsøe, 2001) and various other ways (Grendar and Grendar,
2000; Knuth, 2005). The historical development of SBG entropy points to com-
binatorial arguments as a foundation (see Jaynes, 1982b; Niven, 2007), with the
entropy function seen as an approximation to a combinatorial expression. In
the Tsallis literature, similar motivations have been investigated (Almeida, 2001;
Borges and Roditi, 1998; Furuichi, 2005b,a).
These motivations have led some to the characteristic algebraic property of
the q-logarithm: logq(x y) = logq(x) + logq(y) + (1− q) logq(x) logq(y) and a cor-
responding one for the q-exponential: expq(x+ y+ (1− q)xy) = expq(x) expq(y).
These properties in turn lead to many of the properties of found in solutions
to problems that utilize these terms in an objective function. However, better
motivations for choosing an entropy function would be highly desirable and is an
ongoing area of research (see Niven, 2007) and the topic of a recent conference
(Facets of Entropy, Copenhagen, 2007). While the selection of an objective func-
tion is important, this topic is both deep and wide, so here we have emphasized
the consequences of that choice, rather than its motivation. In practice the con-
sequences are likely to be just as important to the machine learning community.
Despite the large effort necessary to understand and integrate different model
building principles, it is striking how similar many turn out to be in practice.
The similarity of different induction principles when they are put into practice
has been noted elsewhere (Lanterman, 2000).
One reason models can be hard to compare is that they might be parameter-
ized in widely different ways. This can often disguise the elements they have in
common. Since virtually all machine learning algorithms produce outputs, if we
can discover a selection criteria for the outputs, the model formulations might be
comparable on this basis. This point of view was pursued by Rifkin and Lippert
(2007), who found that some common techniques in machine learning can be
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viewed as solving
min
y
R(y) + L(y),
where y represents an output of the model. The two functions involved are a
convex regularizer R, which favors smooth (small norm) outputs, regardless of
the data vector, b. Meanwhile the loss L, which typically makes use of the data
vector b as a parameter, is used to enforce a close fit to the data. They term this
view of the model value regularization.
Although maxent is not addressed in Rifkin and Lippert (2007), it is not hard
to work out how the generalized maxent problem (1.4) can be mapped into this
framework. In fact, the dual problem is unaffected. For the primal, the first
step is a change of variables y = Ap. This makes it clear that the ‘outputs’
under discussion are expectations of the rows of A in the generalized maxent
context. The loss is then just L(y) = δBp(y − b). Describing the regularizer
requires another device from convex analysis, the image function, denoted by the
compound symbol A∆F :
R(y) = (A∆F )(y) := min
p
∆F (p,p0) + δ{0}(Ap− y).
It should be noted that A∆F is also a well-behaved convex function on the set
of feasible points for y. Combining the two components yields a new primal
problem:
min
y
(A∆F )(y) + δBp(y − b) (8.5)
We are now in a position to compare the maxent model to one of the great
workhorses of machine learning, the Support Vector Machine (SVM). Two key
definitions are required. The first is K, a positive semidefinite kernel matrix,
constructed from the training examples. The second is the loss function em-
ployed by SVMs, the soft-margin hinge loss: L(y, b) = max(0, 1 − yb), where y
is the output label and b is the training target. Under the value regularization
framework (see Rifkin and Lippert (2007) for details) it can be shown that SVMs
solve the primal problem
min
y
1
2
λyTK−1yT︸ ︷︷ ︸
R
+
∑
i
L(yi, bi)︸ ︷︷ ︸
L
. (8.6)
The SVM regularizer is minimized if the output vector, y, is smooth, since K−1
is positive semi-definite. However this is balanced against the SVM loss, which
is minimized only when the training output match the labels. The mathematical
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techniques used to originate this model and the philosophical orientation of its
originators are rather distinct from the maxent approach (see Scho¨lkopf and
Smola (2001)). But as this example makes clear, all those considerations, different
as they may be, lead to models that are conceptually not too far apart, differing
only in the choice of regularizer and loss function.
I do not mean to suggest that all machine learning problems fit into this
framework. Many problems lead to non-convex optimization (e.g., missing vari-
ables, NMF). Nor has a fully Bayesian treatment been brought into the picture.
After examining various model formulations, hopefully the reader will agree
that convex analysis helps clear away the clutter and expose what they have
in common. Having done so, by comparing (8.5) and (8.6) it can be seen that
SVMs and maxent models are only “two substitutions” apart. In the language
of machine learning the crux of the distinction seems to be in how to choose
a regularizer and how to choose a loss. The loss can be viewed as a means of
relinquishing trust in the data, while the regularizer reflects how smooth the an-
swer is required to be. This operation seems to be fundamental in some sense.
Techniques for trading off these two competing goals have been invented inde-
pendently and repeatedly in the past. As optimization algorithms continue to
improve, perhaps we can look forward to machine learning researchers making
greater use of entropic regularization variants such as the ones described in this
thesis, while maxent researchers may benefit from designing loss functions di-
rectly as is common in machine learning.
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