Abstract: This article considers parametric inference of the causal effect of a sequence of treatments on an outcome after the last treatment in the presence of time-dependent covariates between treatments. We construct point parametrization for the conditional distribution of the outcome given all treatments and time-dependent covariates by using the point effects of treatments or time-dependent covariates as the point parameters. With point parametrization, we estimate sequential causal effects by maximum likelihood, improve the estimation by patterns of the sequential causal effects and treatment assignment conditions, and obtain unbiased consistent maximum-likelihood estimates of sequential causal effects even for long treatment sequences.
Key words: Point effect of treatment; Net effect of treatment; Sequential causal effect; Sequential causal inference; Treatment assignment condition
Introduction
In many economic and medical practices, treatments are assigned in the form of a sequence to influence an outcome of interest that occurs after last treatment of the sequence. Between treatments there often exist time-dependent covariates that may be posttreatment variables of earlier treatments (Rosenbaum, 1984; Robins, 1989; Frangakis & Rubin, 2002) and confounders of subsequent treatments. One wishes to infer the causal effect of the treatment sequence on the outcome.
Consider parametrization for the conditional distribution of outcome given all treatments and time-dependent covariates. In the standard parametrization, one usually uses the means of the outcome given all the treatments and time-dependent covariates as standard parameters. Robins (1986 Robins ( , 1997 Robins ( , 1999 Robins ( , 2004 Robins ( , 2009 illustrated that unsaturated outcome model imposing equalities among standard parameters leads to erroneous rejection of the null hypothesis of sequential causal effects if the time-dependent covariates are simultaneously posttreatment variables of the earlier treatments and confounders of the subsequent treatments. As treatment sequence gets long, the number of standard parameters becomes huge, and with no constraint on these parameters, the maximum-likelihood estimates of sequential causal effects may not be consistent (Robins and Ritov, 1997; Robins, 1997) . Robins (1992 Robins ( , 1997 Robins ( , 2004 ) constructed a parametrization for the joint distribution of the treatments, time-dependent covariates and outcome by using the structural nested model; also see Robins et al. (1999) and Murphy (2003) .
This parametrization was used to develop two semi-parametric approaches to sequential causal inference, one approach is the g-estimation model (Robins, 1992 (Robins, , 1997 (Robins, , 2004 (Robins, , 2009 Robins et al., 1999; Henderson et al., 2010) while the other is the marginal structural model (Robins, 1999 (Robins, , 2009 Murphy et al., 2001) .
In this article, we construct point parametrization for the conditional distribution of outcome given all treatments and time-dependent covariates and develop a parametric approach to sequential causal inference. In Section 2, we introduce backgrounds and notation of parametric sequential causal inference.
In Section 3, we construct point parametrization by using point effects of treatments or time-dependent covariates as point parameters and translate pattern of sequential causal effects into constraint on point effects of treatments. In Section 4, we estimate sequential causal effects through point effects of treatments under the constraint by maximum likelihood. We reduce the number of point parameters in the estimation by using the Markov process in which treatment is assigned according to a limited history of the previous treatments and time-dependent covariates. In Section 5, we obtain the maximum-likelihood estimates of sequential causal effects for a medical problem. In Section 6, we conclude the article with remarks.
Backgrounds and Notation

Sequential causal effects
is no interference between units and no represented treatment sequence for any unit. For notational simplicity, we use one subpopulation defined by observable stationary covariates of the population as our population, and henceforth do not consider stationary covariates in the following development.
Under treatment sequence z T 1 , each unit could have a potential time-dependent covariate vector x t (z t 1 ) between treatments z t and z t+1 (t = 1, . . . , T − 1) and a potential outcome y(z T 1 ) of our interest after last treatment z T . Assume that x t (z t 1 ) is a discrete vector with non-negative components. We take x t (z
)} be the potential time-dependent covariate array between treatments z 1 and z t+1 .
The sequential causal effect we study in this article is
for a is a deterministic function of the earlier treatments and potential covariates {z
1 )}, the treatment sequence is static, and otherwise, it is dynamic.
Treatment assignment and G-computation algorithm formula
When treatments z t (t = 1, . . . , T ) are consecutively assigned, the potential covariate vectors x t (z t 1 ) (t = 1, . . . , T − 1) and the potential outcome y(z 
we may use one or another notation in different contexts.
Standard parameters for the conditional distribution of the observable covariate x t given the observable variables (z t 1 , x t−1 1 ) are the probabilities pr(x t | z t 1 , x t−1 1 ). Standard parameters for the conditional distribution of the observable outcome y given (z
). Using assumption (2), Robins (1986 Robins ( , 1997 derived the wellknown G-computation algorithm formula
where treatment sequence z T 1 can be static or dynamic.
Conditional distribution of observable outcome
Instead of one set (z
, y) of the observable variables, we consider N independent and identically distributed sets, {z
Formulas (1) and (3) imply that in parametric inference of sce(a
where f (u | v) is a conditional probability distribution of u given v if u is discrete, or a conditional density distribution of u given v if u is continuous. ) essentially do not have patterns (Rosenbaum, 1984; Robins, 1989; Frangakis & Rubin, 2002) . If
x t are simultaneously confounders of z s (s ≥ t + 1), then one needs to use all these standard parameters to express E{y(z T 1 )}. With a long treatment sequence, the number of these parameters is huge. Without constraint on standard parameters, the maximum-likelihood estimate of sce(a T 1 , b T 1 ) may not be consistent (Robins, 1986 (Robins, , 1997 (Robins, , 1999 (Robins, , 2004 (Robins, , 2009 Robins and Ritov, 1997) .
In this article we focus on parametrization of (4). Henceforth we ignore the variability of {z
and treat the proportions as the probabilities. We are going to construct point parametrization for (4) and use the point parameters to infer sce(a 
, a stratum is a set of those sets satisfying certain condition. For instance, stratum (z Consider the mean of y in stratum (z
). The point effect of treatment z t > 0 on stratum (z
where µ(z
1 ) according to the notational convention given in Section 2.2.
Consider the mean of y in stratum (z
for t = 1, . . . , T − 1. The point effect of covariate x t > 0 on stratum (z
The grand mean is
Given {z
1 , x t ) (t = 1, . . . , T −1) and µ are parameters for (4), which are called point parameters.
From (5-9), we see that each point parameter can be expressed in terms of the standard parameters µ(z
). Conversely, we show in Appendix A1 that each standard parameter can be expressed in terms of the point parameters by
Here we take θ(z
1 , x t ), t = 1, . . . , T − 1; µ} be the set of all point parameters. Then Ψ forms a new parametrization of (4), which is called point parametrization.
Net versus point effects of treatments
The net effect of treatment z t > 0 on stratum (z
which is the causal effect of treatment sequence (z t > 0, z (Robins, 1992 (Robins, , 1997 (Robins, , 1999 (Robins, , 2004 (Robins, , 2009 ). The net effect of treatment is also called the blip effect of treatment in the context of semi parametric sequential causal inference. Noticeably, we have
due to the conditional independence between y(z T t ) and the treatment variable z * t given (z t−1 1 , x t−1 1 ) according to assumption (2). Therefore we can rewrite (11) as
Using assumption (2) and formula (5), we express, in Appendix A2, µ(z
for t = 1, . . . , T − 1 and
Here we take φ(z
1 , z t = 0) = 0. Formula (12) implies that the mean µ(z t 1 , x t−1 1 ) arises from the net effects of active treatments z s > 0 at times
). This formula can also be derived from formula (8.3) of Robins (1997) .
Suppose that the data-generating mechanism is such that the net effects follow certain pattern. We consider a general pattern of net effects: all strata (z
in S k are the same, and say, equal to φ k . Denote the set of all net effects by
For instance, if each active treatment z t > 0 has the same net effect on every stratum (z
Then we remove the dependence of µ(z
1 } in the above formula by considering the difference
for all (z
where
which is the sum of proportions of active treatments of class k under treatment
Combining (17) with (1), we obtain the pattern of sequential causal effects as
Formula (19) implies that sce(a 
Estimating Sequential Causal Effects by Maximum Likelihood
Likelihood of point parameters and outcome model
The data set is independent observations {z
Using the conditional outcome distribution (4), we obtain the following likelihood of the point parameters
where Ψ is the set of point parameters constructed in Section 3.1 and µ(z
) is expressed by (10) in terms of the point parameters in Ψ. The outcome model is
). The constraint on the point parameters is (15).
Outcome of normal distribution
Suppose that the outcome y is normally distributed. For simplicity, we assume that y has a known variance, say, one, for any given (z 
Using the Chain Rule and (10), we obtain the score function for the point parameter θ(z
As proved in Appendix A4, we have
,zt) depends only on the point effects θ(z
1 , z * t ) of treatments at time t if the outcome y is normally distributed and has the same known variance for all given (z
Using the Chain Rule and constraint (15), we obtain the following score function for the net effect φ k (k = 1, . . . , K)
This score function depends only on the net effects φ = (φ 1 , . . . , φ K ), because
1 , z t ) are constants, and U θ(z
1 , z * t ) according to Theorem 1, which in turn depend only on φ under constraint (15).
Let U φ = (U φ 1 , . . . , U φ K ). Then the system of likelihood equations U φ = 0 contains K equations involving the K-dimensional φ only. The system may have a solution, which is the maximum-likelihood estimateφ. The covariance matrix cov(φ) is obtained by using the corresponding information.
Alternatively, we can estimate φ by the following procedure. First, we calculateμ (z
Second, according to (6), we havê
1 , z t = 0)} for z t = z * t , and according to Theorem 1,
for t = s. Third, we perform a linear regression ofθ(z
1 , z t ) according to constraint (15) to obtainφ and cov(φ).
With the obtainedφ and cov(φ), we use (19) to calculate sce(a
In the above procedure, we assume a known variance of y given (z
If the variance is unknown, we need to estimate it, which is possible for short treatment sequence and a sample of typical size. For treatment sequence of median length, we may use the model
to estimate the variance of y given (z t 1 , x t−1 1 ) and obtain
Using var{μ(z Oftentimes, the dimension K of φ is finite, that is, the net effects of treatments and sequential causal effects have a pattern of finite dimension. From (15) treated as a regression model, we see thatφ is consistent if there exist at least K different point effects of treatments which contain φ and whose estimates have zero covariance matrices as the sample size N tends to infinity.
This condition can be satisfied in many practical cases, where the treatment variable z t (t = 1, . . . , T ) and the covariate x t (t = 1, . . . , T − 1) take finite numbers of values. Clearly, ifφ is consistent, so is sce(a 
Outcome of normal distribution after a long treatment sequence
The method described in Section 4.2 is useful for estimation of the sequential causal effects of treatment sequences of small or median length. For long treatment sequences, however, the number of possible strata (z t−1 1 , x t−1 1 ) becomes huge at large t. With a finite sample, most of these strata do not have both active and control treatments of the variable z t , and so the point effect θ(z t−1 1 , x t−1 1 , z t ) of treatment is not estimable on them. However, besides assumption (2), the treatment assignment often satisfies certain condition. See Rosenbaum & Rubin (1983) , Rosenbaum (1995) , and Rubin (2005) for the framework of using treatment assignment conditions to reduce the number of parameters in single-point causal inference.
To illustrate usage of treatment assignment conditions in estimation of sequential causal effects, we consider a Markov process, in which the assignment of z t (t = 1, . . . , T ) depends only on the latest covariate and treatment (z t−1 , x t−1 ), so that,
Therefore the mean of y in stratum (z t−1 , x t−1 , z t ) becomes
Averaging both sides of (6) with respect to pr(z t−2 1 , x t−2 1 | z t−1 , x t−1 ) and then using the equality above, we obtain the following point effect of treatment
Stratum (z t−1 , x t−1 ) is much larger than stratum (z t−1 1 , x t−1 1 ) for large t and thus has a large probability of having both active and control treatments of z t . Therefore θ(z t−1 , x t−1 , z t ) is estimable. Now we consider constraint on θ(z t−1 , x t−1 , z t ). Besides the pattern of net effects introduced in Section 3.2, we assume that all (z t−1 1 , x t−1 1 , z t > 0) with the same (z t−1 , x t−1 , z t > 0) are in the same class, namely, treatment z t > 0 has the same net effect on all (z t−1 1 , x t−1 1 ) with the same (z t−1 , x t−1 ). This assumption is testable by using constraint (15). On the other hand, there is little chance to reject it for a finite sample and long treatment sequence. To justify it, we should also take subject knowledge into account.
Using this pattern and averaging both sides of (15) with respect to pr(z
, we obtain the constraint on θ(z t−1 , x t−1 , z t )
for all (z t−1 , x t−1 , z t > 0) at t = 1, . . . , T , where
The constant c (k) (z t−1 , x t−1 , z t ) describes the difference between the proportions of active treatments of class k at s = t, . . . , T in stratum (z t−1 , x t−1 , z t > 0) versus in stratum (z t−1 , x t−1 , z t = 0). Constraint (25) decomposes θ(z t−1 , x t−1 , z t )
into the net effects φ 1 , . . . , φ K of treatments z s > 0 at times s ≥ t in strata (z t−1 , x t−1 , z t ) versus (z t−1 , x t−1 , z t = 0).
Applying Theorem 1 to (24), we see thatθ(z t−1 , x t−1 , z t ) at time t is independent of the estimates of point parameters at the other times, i.e. ) is known or can be estimated, then we can use procedure similar to that described in Section 4.2 to estimate θ(z t−1 , x t−1 , z t ) and then use constraint (25) to estimate φ.
Oftentimes, in a long treatment sequence, the variance of y given (z
is unknown and not possible to estimate. In this case, we may use
we estimate the sequential causal effect sce(a
and then use (24) to calculatê
, and finally use (25) to obtainφ and cov(φ). Withφ and cov(φ), we use (19) to obtain sce(a
Here we see that sce(a 
Outcomes of other common distributions
For other common distributions, the estimateμ(z
1 , z t ) is also the average of y in stratum (z
like normal distribution. For some distributions such as the binomial one, however, the estimateθ(z t−1 1 , x t−1 1 , z t ) at time t may not be independent with the estimates of point parameters at the other times, unlike normal distribution.
On the other hand, the estimatesμ(z t−1 1 , x t−1 1 , z t ) and thusθ(z t−1 1 , x t−1 1 , z t ) are highly robust to point parameters at times s > t in most practical cases.
1 , z t ) at time t is weakly correlated with the estimates of point parameters at the other times and the correlation may be ignored. In this case, we can still use the method described in Sections 4.2 to estimate φ and sce(a
. The situation forμ(z t−1 , x t−1 , z t ) andθ(z t−1 , x t−1 , z t ) under the Markov process is similar, and we can use the method described in Sections 4.3 to estimate φ and sce(a The treatment variable z t is binary: z t = 1 if antiretroviral treatment is assigned and z t = 0 otherwise (t = 1, . . . , T ). The covariate x t is also binary:
x t = 1 if CD4 cell count is greater than 200 cells/µL between z t and z t+1 , and x t = 0 otherwise (t = 1, . . . , T −1). The outcome y is a health score measuring the health status after the last treatment z T and is normally distributed.
Sequential causal effects under a simple pattern of net effects of treatments
Consider a simple pattern of net effects of treatments, in which all active treatments have the same net effect denoted by φ. Thus all (z t−1 1 , x t−1 1 , z t = 1) ( t = 1, . . . , T ) belong to one class denoted by S. Using (19), we obtain a formula for the sequential causal effect sce(a
where, according to (18),
which is the sum of proportions of the antiretroviral treatments in the treat-
The Markov process we consider here has been described in Section 4.3, that is, the assignment of z t only depends on (z t−1 , x t−1 ). Furthermore, z t = 0, 1, x t = 0, 1 and φ is one dimensional. Let θ(z t−1 , x t−1 ) denote θ(z t−1 , x t−1 , z t = 1). In (25) and (26), let c(z t−1 , x t−1 ) denote c
(1) (z t−1 , x t−1 , z t = 1); in particular, for t = 1, we have c = c (1) (z 1 = 1). Then we have the constraint on
for (z t−1 , x t−1 ) = (0, 0), (0, 1), (1, 0), (1, 1) at t = 1, . . . , T and
. . , T − 1 and c(z T −1 , x T −1 ) = 1. The constant c(z t−1 , x t−1 ) describes the difference between proportions of the patients receiving antiretroviral treatment at s = t, . . . , T in stratum (z t−1 , x t−1 , z t = 1) versus in stratum (z t−1 , x t−1 , z t = 0). Constraint (28) decomposes θ(z t−1 , x t−1 ) into the net effect φ of treatments z s > 0 at times s ≥ t in strata (z t−1 , x t−1 , z t = 1) versus
We follow the procedure described in Section 4.3 to estimate the net effect φ. First, we calculateθ(z t−1 , x t−1 ) and var{θ(z t−1 , x t−1 )}. Second, we calculate φ and var(φ) by treating constraint (28) as a linear regression ofθ(z t−1 , x t−1 ) on c(z t−1 , x t−1 ). In this simple regression, we first estimate φ on stratum
and its variance by
Then we averageφ(z t−1 , x t−1 ) over all strata (z t−1 , x t−1 ) at t = 1, . . . , T to estimate the net effect φ bŷ
Finally, according to (27), we estimate the sequential causal effect sce(a
The obtained estimatesφ and sce(a 
Sequential causal effects in a hypothetical study
The medical background of the hypothetical study is described in Section 5.1. For illustrative clarity, we consider the case of T = 2, so there are two treatment variables z 1 = 0, 1 and z 2 = 0, 1, one covariate x 1 = 0, 1 and a normal outcome y. The data is presented in Table 1 .
The hypothetical study is extension of a well-known hypothetical study of the same medical problem (Robins, 2009 ). In the original study, the variability of all the variables is suppressed in order to illustrate the various aspects of sequential causal inference including causal directed acyclic graph, problems with the standard parametrization, the G-computation algorithm formula and estimation methods such as the marginal structural model and the g-estimation model. In our hypothetical study, we allow the variability of the outcome y and estimate various sequential causal effects by maximum likelihood.
The point effect of z 1 = 1 on the sample is
and the point effect of treatment z 2 = 1 on stratum (z 1 ,
We estimate θ and θ(z 1 , x 1 ) as described in Section 4.2 and present the estimates in Table 1 . The estimatesθ(z 1 , x 1 ) with (z 1 , x 1 ) = (0, 0), (0, 1), (1, 0), (1, 1) are independent ofθ according to Theorem 1. Clearly, they are also independent of one another because they are based on different strata (z 1 , x 1 ).
We first suppose that there is no pattern among net effects of treatments, i.e. every net effect of treatment is different from another. So we have five net effects, φ = φ(z 1 = 1) and φ(z 1 , x 1 ) = φ(z 1 , x 1 , z 2 = 1) with (z 1 , x 1 ) = (0, 0), (0, 1), (1, 0), (1, 1). Decomposing the point effects of treatments into the net effects of treatments, we express the point effects of treatments in terms of the net effects of treatments by θ(z 1 , x 1 ) = φ(z 1 , x 1 ), for (z 1 , x 1 ) = (0, 0), (0, 1), (1, 0), (1, 1),
The proportions in the above formula are given in Table 1 . By linear regression ofθ andθ(z 1 , x 1 ) on the proportions, we obtain the estimatesφ = 30,φ(z 1 = 1, x 1 = 1) = −20, andφ(z 1 = 0, x 1 = 0) =φ(z 1 = 1, x 1 = 0) =φ(z 1 = 0, x 1 = 1) = 20, together with their covariance matrix (not shown here). Now we find pattern of the net effects in the framework of statistical modeling. By the usual significance test, we see that φ is different from the other net effects at a significance level of, say, 5%, and so is φ(z 1 = 1, x 1 = 1). Becausê φ(z 1 = 0, x 1 = 0) =φ(z 1 = 0, x 1 = 1) =φ(z 1 = 1, x 1 = 0), we hypothesize the following pattern of the net effects
Under this pattern, there are three classes of strata S 1 = {(z 1 = 1)}, S 2 = {(z 1 = 0, x 1 = 0, z 2 = 1), (z 1 = 0, x 1 = 1, z 2 = 1), (z 1 = 1, x 1 = 0, z 2 = 1)} and S 3 = {(z 1 = 1, x 1 = 1, z 2 = 1)}, respectively corresponding to the three net effects φ 1 , φ 2 and φ 3 . We translate the pattern into constraint on the point effects of treatments by θ(z 1 , x 1 ) = φ 2 , for (z 1 , x 1 ) = (0, 0), (0, 1), (1, 0),
By linear regression, we obtain estimates of these net effects and their covariance matrix, which are presented in Table 2 .
In the following, we will use Table 2 
First, we consider the case of a Table 3 together with estimates (variances) of other sequential causal effects.
The estimation procedure above can also be used for treatment sequences with T > 2.
Concluding Remarks
In this article we have shown that the point parameters -i.e. point effects of treatments, point effects of covariates between consecutive treatments and a grand mean -form point parametrization for the conditional distribution of a final observable outcome given all treatments and observable time-dependent covariates. The point parametrization has two major properties. First, the pattern of sequential causal effects can be translated into constraint on point effects of treatments. Second, the maximum likelihood estimates of point effects of treatments at one time are weakly correlated with those of point parameters at the other times.
As a result of the two properties, we can estimate sequential causal effects by estimating point effects of treatments, no matter if the treatment sequence is dynamic or static. We can also use treatment assignment conditions such as the Markov process to reduce the number of point effects of treatments in the estimation, which makes it possible to estimate sequential causal effects for long treatment sequences.
Given data, an outcome model and the likelihood, our estimates of sequential causal effects are most efficient due to the nature of maximum likelihood estimation. They are also unbiased. Furthermore, they are consistent in many practical situations, where sequential causal effects have pattern of finite dimension while treatment variables and covariates take finite numbers of values. This consistency is true even when the treatment sequence gets long and the number of point parameters increases exponentially. It is interesting to compare this consistency with the inconsistency of the ML estimate of the effect of a single-point treatment in adjustment of a confounder of infinite dimension (Robins & Ritov, 1997) . In the latter case, the ML estimate of the treatment effect is highly correlated with that of the confounder of infinite dimension.
Due to the scope of this article, we have only considered a relative simple setting: treatments are assigned at fixed times, treatments and covariates are discrete, there is no missing data, the outcome model is linear, and point and net effects of treatments and sequential causal effects are measured by differences. On the other hand, methods are available to estimate the effects of a single-point treatment in more complex settings. We believe that analogous methods can be developed to estimate sequential causal effects in more complex setting. 
