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PREFACE 
The System and D e c i s i o n  S c i e n c e s  Area p l a y s  a  d u a l  r o l e  a t  
t h e  I n t e r n a t i o n a l  I n s t i t u t e  f o r  A p p l i e d  Sys tems A n a l y s i s  ( I I A S A ) ,  
b o t h  p r o v i d i n g  m e t h o d o l o g i c a l  a s s i s t a n c e  t o  o t h e r  r e s e a r c h  g r o u p s  
and c a r r y l n g  o u t  fundamen ta l  r e s e a r c h  on  new methods and  models  
f o r  u s e  i n  a p p l i e d  s y s t e m s  a n a l y s i s .  The O p t i m i z a t i o n  Task o f  
t h e  Sys tem and  D e c i s i o n  S c i e n c e s  (SDS) Area c o n t r i b u t e s  i n  b o t h  
of t h e s e  f i e l d s  by h e l p i n g  t o  s o l v e  o p t i m i z a t i o n  p rob lems  a r i s -  
i n g  i n  a p p l i e d  a r e a s  and a l s o  by p r o v i d i n g  an  i n t e r n a t i o n a l  forum 
f o r  La rge - sca l e  and dynamic l i n e a r  programming and  f o r  non- 
d i f f e r e n t i a b l e  o p t i m i z a t i o n .  I n  t h e  second  o f  t h e s e  c a p a c i t i e s ,  
SDS s p o n s o r s  a n n u a l  t a s k - f o r c e  m e e t i n g s  on  v a r i o u s  a s p e c t s  o f  
o p t l m i z a t i o n ,  b r i n g i n g  t o g e t h e r  r e s e a r c h  w o r k e r s  from b o t h  E a s t  
and  West t o  d i s c u s s  advances  i n  methodology and i m p l e m e n t a t i o n .  
T h i s  volume grew o u t  o f  t h e  second  m e e t i n g  on  n o n d i f f e r e n -  
t i a b l e  o p t i m i z a t i o n ,  a  f i e l d  whose most  i m p o r t a n t  a p p l i c a t i o n s  
l i e  i n  t r e a t i n g  problems o f  decision-making u n d e r  u n c e r t a i n t y .  
Many i m p o r t a n t  advances  were made between t h e  f i r s t  mee t ing  i n  
1977 and  t h e  second  i n  1978--new r e s u l t s  w e r e  o b t a l n e d  i n  t h e  
t h e o r y  o f  o p t i m a l i t y  c o n d i t i o n s ,  and  t h e r e  was more u n d e r s t a n d -  
l n g  o f  t h e  r e l a t i o n s h i p s  between v a r i o u s  c l a s s e s  o f  n o n d i f f e r e n -  
t i a b l e  f u n c t i o n s .  A l l  o f  t h e s e  new deve lopmen t s  were d i s c u s s e d  
at the meeting, the reports presented by the participants cover- 
ing the theory of generalized differentiability, optimality 
conditions, and the numerical testing and applications of 
algorithms. 
After the meeting the participants prepared extended ver- 
sions of their contributions; these revised papers form the core 
of this volume, which also contains a bibliography of over 300 
references to published work on nondifferentiable optimization, 
prepared by the Editor. 
It is hoped that this volume will be of use to those al- 
ready working in nondifferentiable optimization and will stimu- 
late the interest of those currently unfamiliar with this new 
and rapidly expanding field. 
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INTRODUCTION 
E. Nurminski ( E d i t o r )  
I n t e r n a t i o n a l  I n s t i t u t e  f o r  App l i ed  Systems A n a l y s i s ,  
Laxenburg,  A u s t r i a  
I IASA's  i n t e r e s t  i n  n o n d i f f e r e n t i a b l e  o p t i m i z a t i o n  (i4DO) 
1 s  u a s e d  on t h e  g r e a t  p r a c t i c a l  v a l u e  o f  NDO t e c h n i q u e s .  T h i s  
new f i e l d  o f  ma themat i ca l  programming p r o v i d e s  s p e c i a l i s t s  i n  
a p p l i e d  a r e a s  w i t h  t o o l s  f o r  s o l v i n g  n o n - t r a d i t i o n a l  problems 
a r i s i n g  i n  t h e i r  work and w i t h  new approaches  and  i d e a s  f o r  
t r e a t i n g  t r a d i t i o n a l  problems.  N o n d i f f e r e n t i a b l e  o p t i m i z a t i o n  
is  conce rned  w i t h  t h e  new t y p e  o f  o p t i m a l  d e c i s i o n  problems 
wnicn have o b j e c t i v e s  and c o n s t r a i n t s  r e s u l t i n g  from t h e  be- 
h a v i o r  o f  d i f f e r e n t  complex subsys tems ,  t h e  s o l u t i o n s  o f  a u x i l -  
i a r y  extremum problems,  and s o  on.  A common f e a t u r e  o f  t h e s e  
problems i s  t h a t  t h e  o b j e c t i v e s  and c o n s t r a i n t s  i n e v i t a b l y  have 
poor  a n a l y t i c a l  p r o p e r t i e s .  
Good a n a l y t i c a l  p r o p e r t i e s  a r e  e s s e n t i a l  b o t h  f o r  perform- 
i n g  comprehensive  t h e o r e t i c a l  a n a l y s i s  and f o r  p roduc ing  e f f i -  
c i e n t  c o m p u t a t i o n a l  methods which a r e  a c c e p t a b l e  i n  p r a c t i c e .  
Tne most i m p o r t a n t  o f  t h e s e  a n a l y t i c a l  p r o p e r t i e s  a r e  t h e  e x i s -  
t e n c e  and c o n t i n u i t y  o f  d e r i v a t i v e s  o f  v a r i o u s  o r d e r s .  
U n f o r t u n a t e l y ,  d e r i v a t i v e s  a r e  v e r y  sensitive t o  manipula- 
tron--many s t a n d a r d  o p e r a t i o n s  and r e p r e s e n t a t i o n s  used i n  eco-  
nomics o r  o p e r a t i o n s  r e s e a r c h  d e s t r o y  t h e  p r o p e r t y  o f  
d i f f e r e n t i a b i l i t y .  
A s  an example, c o n s i d e r  t h e  p iecewise  method o f  r e p r e s e n t -  
i n g  t h e  response  f u n c t i o n  f o r  d i f f e r e n t  ranges  o f  v a r i a b l e s .  
T h i s  t y p e  of  approximat ion o f t e n  has  a  d i s c o n t i n u i t y  i n  t h e  
f i r s t - o r d e r  o r  h igher -order  d e r i v a t i v e s  a t  t h e  boundary between 
c o n s e c u t i v e  i n t e r v a l s .  
The i n c o r p o r a t i o n  o f  u n c e r t a i n t y  i n  env i ronmenta l  pa ramete rs  
o r  systems c h a r a c t e r i s t i c s  by means of  t h e  minimax p r i n c i p l e  
p r o v i d e s  a n o t h e r  example. I n  t n i s  c a s e ,  t h e  r e s u l t i n g  c r i t e r i a  
and c o n s t r a i n t s  w i l l  almost  c e r t a i n l y  have d i s c o n t i n u o u s  d e r i v a -  
t i v e s ,  r e g a r d l e s s  of how well-behaved t h e  i n i t i a l  e q u a t i o n s  may 
have been. 
Many o f  t h e  p rocedures  used i n  m u l t i o b j e c t i v e  o p t i m i z a t i o n  
c r e a t e  an a u x i l i a r y  n o n d i f f e r e n t i a b l e  problem i n  t h e  s e a r c h  f o r  
a  compromise s o l u t i o n ,  and game- theore t i ca l  approaches ,  e q u i l i b -  
rium f o r m u l a t i o n s  and decomposi t ion a r e  a l s o  i m p o r t a n t  s o u r c e s  
of n o n d i f f e r e n t i a b l e  problems. 
The absence o f  d e r i v a t i v e s  l e a d s  t o  many t h e o r e t i c a l  d i f f i -  
c u l t i e s  and numerous p r a c t i c a l  f a i l u r e s  i n  s o l v i n g  c e r t a i n  prob- 
lems i n  o p e r a t i o n s  r e s e a r c h  and systems a n a l y s i s .  The l a c k  of 
con t inuous  d e r i v a t i v e s  makes it very  d i f f i c u l t  t o  p r e d i c t  w i t h  
a  qood degree  of accuracy t h e  e f f e c t  of  s m a l l  changes i n  c o n t r o l  
va r iab les - -and  t h i s  h i n d e r s  t h e  performance of many numer ica l  
algorithms. 
These, t h e n ,  were t h e  main motivations f o r  t h e  s t u d y  of 
n o n d i f f e r e n t i a b l e  f u n c t i o n s - - t h a t  i s ,  f u n c t i o n s  f o r  which d e r i v -  
a t l v e s  do n o t  e x i s t  i n  t h e  t r a d i t i o n a l  s e n s e  of t h e  word. The 
problem was approached from many a n g l e s :  t h e s e  i n c l u d e d  t h e  
s t u d y  o f  g e n e r a l i z e d  d i f f e r e n t i a b i l i t y  and p r o p e r t i e s  of  
g e n e r a l i z e d  d e r i v a t i v e s ,  t h e  a n a l y s i s  o f  extremum problems and 
o p t i m a l i t y  c o n d i t i o n s ,  and t h e  development of  computer a l g o r i t h m s .  
Tne f i r s t  I I A S A  meeting on n o n d i f f e r e n t i a b l e  o p t i m i z a t r o n  
was concerned malnly wi th  t h e  development of  a l g o r i t h m s .  I t  
summarized p a s t  developments i n  b o t h  E a s t  and West, o u t l i n e d t h e  
f i e l d s  of  a p p l i c a t i o n ,  provided t e s t  examples,  and gave a  com- 
prehens ive  b i b l i o g r a p h y  compiled by p a r t i c i p a n t s  and o t h e r  
c o n t r i b u t o r s  th rougnout  t h e  world.  
S i n c e  t h e n  many i m p o r t a n t  r e s u l t s  have been o b t a i n e d  i n  t h e  
g e n e r a l  t h e o r y  o f  d i f f e r e n t i a b i l i t y ,  and t h e s e  and o t h e r  r e s u l t s  
a r e  d i s c u s s e d  i n  t h e  e i g h t  p a p e r s  c o n t a i n e d  i n  t h i s  volume. 
I n  t h e  f i r s t  p a p e r ,  Yu.M. Ermol i ev  c o n s i d e r s  t h e  fundamenta l  
c o n n e c t i o n  between n o n d i f f e r e n t i a b l e  and s t o c h a s t i c  o p t i m i z a t i o n ,  
and t h e  v a r i o u s  q u e s t i o n s  r a i s e d  by t h i s  r e l a t i o n s h i p .  
J . L .  G o f f i n ' s  p a p e r  i s  conce rned  w i t h  a c c e l e r a t i o n  i n  t h e  
r e l a x a t i o n  method f o r  l i n e a r  i n e q u a l i t i e s .  T h i s  i s  c l o s e l y  
r e l a t e d  t o  a c c e l e r a t i o n  i n  s u b g r a d i e n t  o p t i m i z a t i o n  p r o c e d u r e s  
and it  is shown t h a t  t h e r e  a r e  c e r t a i n  f e a t u r e s  i n  t h e  p e r f o r -  
mance o f  t h e s e  methods which a r e  n o t  e x p l a i n e d  by c u r r e n t  t h e o r y .  
Exper imen t s  conduc ted  by t h e  a u t h o r  show t h a t  s u b g r a d i e n t  o p t i -  
m i z a t i o n  t e c h n i q u e s  pe r fo rm b e t t e r  t h a n  e x i s t i n g  t h e o r y  would 
p r e d i c t  on  t h e  b a s i s  o f  t h e  w o r s t - c a s e  e s t i m a t e s .  Using a rgu-  
ments t a k e n  from t h e  t h e o r y  o f  s u c c e s s i v e  o v e r - r e l a x a t i o n ,  r a t e s  
of convergence  a r e  snown t o  improve i n  s e l e c t e d  e x p e r i m e n t s .  
The p a p e r  by C .  ~ e m a r g c h a l  i s  devo ted  t o  numer ica l  e x p e r i -  
ments i n  wnich v a r i o u s  t y p e s  o f  algorithms a r e  a p p l i e d  t o  a  
number o f  t e s t  problems.  The a l g o r i t h m s  c o n s i d e r e d  r a n g e  from 
t h o s e  whlch have  a  good pe r fo rmance  i n  smooth c a s e s  t o  t h e  r o b u s t  
e l l i p s o i d  a l g o r i t h m .  
The p a p e r  c o n t r i b u t e d  by R. M i f f l i n  d e s c r i b e s  an a l g o r i t h m  
f o r  t h e  minimization of c e r t a i n  semismooth f u n c t i o n s  d e f i n e d  by 
t h e  a u t h o r .  These  f u n c t i o n s  a r e  q u i t e  g e n e r a l  and a r e  l i k e l y  t o  
c o v e r  most p r a c t i c a l  a p p l i c a t i o n s .  The a l g o r i t h m  combines t h e  
i d e a  o f  t h e  c u t t i n g  p l a n e  method w i t h  a  q u a d r a t i c  t e rm wnich t h e  
a u t h o r  s u g g e s t s  a s  a  second-o rde r  approx ima t ion  o f  t h e  Lagrang lan  
a s s o c i a t e d  w i t h  t n e  o p t i m a l  m u l t i p l i e r s  o f  t h e  subproblems.  
A number of a l g o r i t h m s  f o r  convex o p t i m i z a t i o n  a r e  based  on 
t h e  i d e a  o f  E - s u b g r a d i e n t s ,  which have c e r t a i n  r emarkab le  theo-  
r e t i c a l  p r o p e r t i e s .  The p a p e r  by E .  Nurminski d i s c u s s e s  g e n e r a l  
a s p e c t s  o f  t h e  use  o f  c - s u b g r a d i e n t s  i n  n o n d l f f e r e n t i a b l e  convex 
optimization. 
The l a t e s t  r e s u l t s  I n  t h e  t h e o r y  o f  o p t i m a l i t y  c o n d i t i o n s  
and d i f f e r e n t i a b i l i t y  were p r e s e n t e d  a t  t h e  mee t ing  by 
R.T. Rockafellar. His paper on this subject deals with the 
refinement of the properties of generalized gradients for func- 
tions which satisfy regularity requirements in addition to the 
Lipschitz condition. Additional properties of this type make it 
possible to establish useful connections between the directional 
differentiability of nondifferentiable functions and the mono- 
tonicity properties of subdifferential mappings. 
The links between nondifferentiable optimization and 
structured decision-making problems are considered in the paper 
by A. ~uszczy6ski. A two-stage decision problem is shown to 
give rise to nondifferentiable problems with specific types of 
nondifferentiability for which simple subgradient-type algorithms 
are proposed. An important feature of this approach is that it 
also allows random factors to be included in the formulation of 
the problem, and this makes it more realistic in terms of 
applications. 
A. Wierzbicki discusses the theoretical and computational 
possibilities connected wlth the use of augmented Lagrangian 
functions in the last paper of this volume. 
METHODS OF NONDIFFERENTIABLE AND STOCHASTIC 
OPTIMIZATION AND THEIR APPLICATIONS 
Yu. M .  Ermollev 
International Institute for Applied Systems Analysis, 
Laxenburg, Austria 
Optimization methods are of great practical importance in 
systems analysis. They allow us to find the best behaviour of a 
system, determine the optimal structure and compute the optimal 
parameters of the control system, etc. The development of non- 
uifferentiable and stochastic optimization allows us to state, 
ana effectively solve, new complex optimization problems which 
are impossible to solve by classical optimization methods. 
The term nondifferentiable optimization (iJDO) was introduced 
by Balinski and Wolfe [ I 9 7 5 1  for extremal problems wlth an objec- 
tlve function and constraints that are continuous but have no 
contrnuous aerivatrves. This term is now also used for problems 
with discontinuous functions, although in these cases it might 
be better to use the terms nonsmooth optlmization (NSO) or, in 
particular, discontinuous optimization (DCO). 
The tern stochastic optimization (STO) is used for stochas- 
tic extremal problems or for stochastic methods that solve deter- 
mlnistic or stochastic extremal problems. 
Nondifferentlable and stochastic optlmization are natural 
aevelopments of classic optimization methods. Some important 
classes of nondifferentiable and stochastic optimization problems 
are well-known and have been investigated long ago: problems of 
Chebyshev approximations, game theory and mathematical statistics. 
It should also be noted that, from the conventional viewpoint, 
there is no major difference between functions with continuous 
gradients which change rapidly and functions with discontinuous 
gradients. Each of the above mentioned classes was investigated 
by its own "homemade" methods. General approaches (extremum 
conditions, numerical methods) were developed at the beginning 
of the 1960's. The main purpose of this article is to review 
briefly some important applications and nondescent procedures 
of nondifferentiable and stochastic optimization. Clearly, the 
interests of the author have influenced the content of this 
article. 
Let us consider some applied problems which require 
nondifferentiable and stochastic optimization methods. 
2. OPTIMIZATION OF LARGE-SCALE SYSTEMS 
Many applied problems lead to complex extremal problems 
with a great number of variables and constraints. For example, 
there are linear programming problems in which the number of 
variables or constraints is of the order of 1 0 0 ~ 0 0 .  Formally, 
such problems have the following form: 
here Y is a given discrete set. For example, the use of 
duality theory for solving discrete progrming problems [Balinski 
and Wolfe 1975; Lasdon 19701 necessitates the minimization of 
nondifferentiable functions of the kind 
where Y is some discrete set. This problem reduces to problems 
of the krnd (1) - (3). 
Clearly in this case the total number of constraints 
may be equal to 1 OOloO. However, these constraints have a form 
which does not impose heavy demands on the computer core and one 
can try to find their solution with the finite methods of linear 
programming. But the number of vertices of the feasible polyhed- 
ral set for such problems is so large that the application of the 
conventional srmplex method, or its variants, yields very small 
steps at each iteration and consequently very slow convergence. 
Moreover, the known finite methods are not robust agalnst computa- 
tional errors. The use of nondifferentiable optimization has made ~t 
possible to develop easily implementable iterative decomposition 
schemes of the gradient type. These approaches do not use the 
basic solution of the linear programming problem which enables 
one to start the computational process from any point, and leads 
to computational stability. Nondifferentiable decompositlon 
techniques (see, for instance, Shor [ l 9 6 7 ]  and Ermoliev and Errcolieva 
[19731) are based on the following ideas. 
Let the linear programming problem have the form 
We assume that for fixed x it 1s easy to find a solution 
y ( x )  with respect to y. For example, the matrix D may nave a 
block diagonal structure, with x b e ~ n g  the connecting variable. 
The main difficulty here is to find the value x* for the optrma! 
solution (x*, y (x*) ) . The search for x* is equivalent to the 
minimization of the nonsmooth function 
Another approach is to consider the dual ptoblem: 
Let us examine the Lagrangian function 
(u,b) + (=-U,X) = (c,x) + (u,b - Ax) 
subject to constraints 
In this case the search for x* is equivalent to the minimi- 
zation of the nonsmooth function 
f(x) = (c,x)+ max (u,b-Ax) for x,O . 
UD c d 
u, 0 
The well-known Dantzig-Wolfe decomposition is also based on this 
principle. A subproblem of minimization with respect to variables 
u, subject to 
IS solved easily because the matrix D is assumed to have a 
special structure. 
A parametric decompasition method [Ennoliev and Ennolieva 
19733 reduces linear programming problems, which may not have 
block diagonal structure, to nondifferentiable optimization pro- 
blems by introducing additional parameters. In this case, there 
is the possibility of splitting the linear programming problem 
lnto arbitrary parts, in particular, of singling out subproblems 
which correspond to blocks of nonzero elements in the constraint 
matrix. 
Let us analyse the general idea of the method using the 
concrete example 
y = min 
where 
Let it be necessary to cut this problem, for example, into 
three parts as shown in constraints (8). 
Consider the following subproblem: for the given variable 
X =  !xl, , x ~ ~ , x ~ ~  , x ~ ~ , x ~ ~ )  2 0  find y 1  2 0 ,  y 2 ~ 0 ,  y j  2 0  for which 
y = min 
This problem produces three subproblems with the desired 
structure. If the minimum value y is denoted as f(x) then it 3 
is easy to show that solving the problem (7) - ( 8 )  is equivalent 
to solving (9) for the value of x which minimizes the nondiffer- 
entiable function f(x) under the constraints: 
3 .  MINIMAX PROBLEMS, PROBLEMS OF GAME THEORY 
The problem (4) is the simplest minimax problem. More 
general deterministic minimax problems are formulated as follows 
[Danskin 1967; Demyanov and Malozemov 19741. 
For a given function 
it is necessary to minimize 
for x EX. Independently of the smoothness of g(x,y) the function 
f(x), as a rule, has no continuous derivatives. A particular 
class of minimax problems thus arises in approximation theory 
e.g., in problems of the best Chebyshev approximation, in appro- 
ximation by splines, and in mathematical statistics. 
The solution of a system of inequalities 
for g (x, y) = d (x) , y E Y = ( 1 , 2 , .  . . ,m) can also be found by 
Y 
mlnmization of the function (11). The solution of tile general 
problem of nonlinear programming, 
0 
min if (x)fi(x)lO, l = = x E X I ,  
A S  also reciuced to thls probler;~, i f  lt LS assumed  hat 
In game theory more complex problems arise in the 
mlnlmlzation of the functlon 
for x E X ,  where y (x) is such that 
Independently of the smoothness of the functions g(x,y), 
11 ( x ,  y) tne funct~on f (x) ln any j1.Jen case nay have no contlnuous 
derlvar1'~es and may be dlscontlnuous at any polnt. For 
n l x , y )  = ? c . : i ,  31~~:') = X  + y, Y = 1-1  , l l  , we obtaln 
The functlon h(x,y(x)i =xy(x) = x i  is ccntlnuous, but does not 
nave contlnuous derivatives at tne 2olnt x = d .  The function 
f : x )  = x + y(x) may be regarded as discontinuous at x = 0. 
4 .  OPTI."lIZATION OF PROBABILISTIC SYSTE?IS 
Taking tne influence of >Jncertaln random factors lnto 
acccunt, even In the simplest rxtrenal ~roblems, leads to 
complex extremal problems with nonsmooth functions. For example, 
for deterministic w a set of solutions to the inequality 
where w,  x are scalars, defines a semi-axis. If w is a random 
variable it is natural to consider the function 
and to find x which maximizes f (x) . If w = 2 1 with probability 
0.5, then f (x) is a discontinuous function (see Figure 1). 
Figure 1. 
A quite general stochastic programming (stochastic 
optimization) problem can be formulated as follows [Ermoliev and 
Nekrilova 1967, Ermoliev 19763: 
0 - 
min {F (x) I Fi(x) (0,i = 1 , m , x  E X I  , 
where 
- 
Here f ( x , ~ )  , J = 0.m are random functions, and is a 
random factor whlch we shall conslder as an elnnent of the 
probablllty space (I;,A,P). For example, condltlons llke 
become constraints of the type (13) - (14) .if we assume that 
The problem ( 1  3) - ( 1  4) is more difficult than the conventional 
nonlinear programming problem. The main difficulty, besides the 
nondifferentlability, is connected with the condition (14). As 
a rule, it is practically impossible to compute the precise 
values of the integrals (14) and therefore one cannot calculate 
the precise values of the function ~ ' ~ ( x ) .  For example, it is 
only rarely possible for special kinds of distributions and 
functions g1 ( x , ~ )  to flnd the expression p i g 1  (x,.~) 2 O j  as a 
tunctlon of x. Usually only values of the random quantities 
f . ' ( x , . , , )  are ava~lable - !;ot values o f  F":XJ. TO determine 
wllrtner the po~nt x satlsf l es  she constraints 
oecomes a compl~cated problem of verlfylng the stat~stlcal hypo- 
thes~s that the mathematical expectation of the random quantlt~es 
- A  
; (x ,, i 1s nonposltlve. 
5. ON EXTREMUM CONDITIONS 
The difference between nondifferentiable and stochastic 
optimization problems on the one hand, and the classic problem 
of deterministic optimization on the other, is apparent in che 
optimality conditions. If f(x) is a convex differentiable 
functlon then the necessary and sufficient conditions for th.e 
minimum nave the form: 
where 
In the nondifferentiable case this condition transforms into the 
requirement (Figure 2) 
where 
is a set (the subdifferential) of generalized gradients (the 
subgradients) . These vectors ix (XI satisfy the inequality 
Figure 2. 
I t  s h o u l d  be no ted  t h a t  t h e  n o t a t i o n  Z X ( x )  f o r  a  s u b g r a d i e n t  
u s e d  h e r e  i s  c o n v e n i e n t  i n  c a s e s  where  a  f u n c t i o n  depends  on  
s e v e r a l  g r o u p s  o f  v a r i a b l e s  and t h e  s u b g r a d i e n t  1s t o  be t a k e n  
w i t h  r e s p e c t  t o  one  o f  them. 
The complexity o f  n o n d i f f e r e n t i a b l e  o p t i m i z a t i o n  p rob lems  
r e s u l t s  from t h e  impossibility o f  u s i n g  ( 1 6 )  i n  p r a c t i c e  t o  d i s -  
c o v e r  w h e t h e r  a  s p e c i f i c  p o i n t  x  is  a  p o i n t  c o r r e s p o n d i n g  t o  t h e  
minimum o f  f  ( x ) .  
T h i s  discussion r e q u l r e s  one  t o  t e s t  w h e t h e r  t h e  0 - v e c t o r  
b e l o n g s  t o  t h e  se t  , f x !x )  ?!, which u s u a l l y  h a s  no c o n s t r u c t i v e  
d e s c r i p t i o n .  A f u r t h e r  c o m p l i c a t i o n  a r i s e s  from c h e c k i n g  t h e  
c o n d i t i o n s  ( 1  5 )  and (1  6 )  i n  s t o c h a s t i c  optimization prob lems .  
G e n e r a l l y  s p e a k i n g ,  even  c h e c k i n g  t h e  c o n d i t i o n s  ( 1 5 )  i n  t h e  
stochastic c a s e  l e a d s  t o  a  verification of  t h e  s t a t i s t i c a l  hypo- 
t h e s i s  t h a t  f o r  f l x e d  x  t h e  mathematical e x p e c t a t i o n  of  t h e  
random v e c t o r  f x i x , - )  1s 0 ,  t h a t  i s ,  
I n  s u c h  c a s e s ,  t h e  deve lopmen t  of  d i r e c t  n u m e r i c a l  p r o c e d u r e s  
f o r  f i n d i n g  o p t l m a l  solutions becomes e x t r e m e l y  i m p o r t a n t .  
6 .  DETERMINISTIC METHODS OF IJONDIFFERENTIABLE OPTIMIZATION 
There  a r e  two d i f f e r e n t  c l a s s e s  of  n o n d i f f e r e n t i a b l e  
o p t x n l z a t i o n  methods :  t h e  n o n d e s c e n t  methods  which  s t a r t e d  t h e i r  
deve lopmen t  i n  t h e  e a r i y  6 0 ' s  a t  t h e  I n s t i t u t e  o f  Cybernetics I n  
Klev [Shor  1964 ;  E rmol l ev  1 9 6 6 )  and t h e  d e s c e n t  metnods  whlch 
a p p e a r e d  Ln t n e  w e s t e r n  scientific l i t e r a t u r e  i n  t h e  7 0 ' s  (see 
5 a i i n s X l  and X o l f e  ( 1  9751 f o r  a  b i b l i o g r a p h y )  . 
L e t  u s  d l s c u s s  briefly t h e  b a s l c  l d e a s  o f  t h e s e  two 
a p p r o a c h e s .  
L e t  u s  a t t e m p t  t o  g e n e r a l i z e  t h e  known g r a d i e n t  methods o f  
t h e  k i n d  
where xS is an  approximate  s o l u t i o n  a t  t h e  s - t h  i t e r a t i o n ,  and 
pS a r e  s t e p - s i z e  m u l t i p l i e r s ,  f o r  convex f u n c t i o n s  f ( x )  w i t h  a 
d i s c o n t i n u o u s  g r a d i e n t .  D i f f i c u l t i e s  a r i s e  connec ted  w i t h  t h e  
c h o i c e  o f  s t e p  m u l t i p l i e r s  ps i n  t h e  s i m i l a r  p rocedure  
o r  more g e n e r a l l y  
S 
where Zx (xs)  i s  a  s u b g r a d i e n t  o f  f  ( x )  a t  x  = x and IT, ( - )  i s  a  
p r o j e c t i o n  o p e r a t o r  on set X. 
I n  p r a c t i c e ,  i t  i s  d i f f i c u l t  t o  rev iew t h e  whole s e t  o f  
s u b g r a d i e n t s  and choose t h e  o n e  which l i e s  i n  t h e  o p p o s i t e  d i r e c -  
t i o n  t o  t h e  domain of s m a l l e r  v a l u e s  of t h e  o b j e c t i v e  f u n c t i o n  
( s e e  F i g u r e  3 ) .  Usual ly  one can  ge t  o n l y  o n e  s u b g r a d i e n t ,  and 
t h e r e f o r e  t h e r e  i s  no g u a r a n t e e  t h a t  a s t e p  a c c o r d i n g  t o  proce-  
d u r e  ( 1 8 )  w i l l  l e a d  i n t o  t h e  domain o f  s m a l l e r  v a l u e s  o f  f ( x ) .  
The nondescen t  p rocedure  (18)  was proposed by N. Z .  Shor  119641 
and c a l l e d  t h e  method of g e n e r a l i z e d  g r a d i e n t s .  
\ 
F i g u r e  3 .  
I t  a l l o w s  t h e  u s e  o f  any  s u b g r a d i e n t  i n  t h e  s u b d i f f e r e n t i a l .  
G e n e r a l  conditions f o r  i t s  c o n v e r g e n c e  were  f i r s t  i n d e p e n d e n t l y  
o b t a i n e d  by E r m o l i e v  [I9661 and  by P o l y a k  [I9671 , where  P s  
s a t i s f i e s  t h e  c o n d i t i o n s  
These  c o n d i t i o n s  a r e  v e r y  n a t u r a l  a s  ( 1  8 )  , (1 9 )  a r e  non- 
d e s c e n t  p r o c e s s e s ,  i - e . ,  t h e  v a l u e  o f  t h e  o b j e c t i v e  f u n c t i o n  
d o e s  n o t  n e c e s s a r i l y  d e c r e a s e  f rom i t e r a t i o n  t o  i t e r a t i o n  e v e n  
f o r  a r b i t r a r i l y  s m a l l  J ~ .  
The i n f l u e n c e  and  c l o s e  r e l a t i o n s h i p  o f  I .  I .  E r e m i n ' s  
r e s e a r c h  on s o l u t i o n s  o f  s y s t e m s  o f  i n e q u a l i t i e s  a n d  nonsmooth 
p e n a l t y  f u n c t i o n s  on t h l s  a r e a  o f  work s h o u l d  be  n o t e d  [Eremin  
19651.  
More r e c e n t l y  t h e  method ( 1 8 )  h a s  heen  d e v e l o p e d  f u r t h e r  
(see Shor  [ I9761 f o r  a  r e v i e w )  a n d  r a t e s  o f  c o n v e r g e n c e  have  been  
s t u d i e d .  
C .  A .  Nurmlnskl  [ I9731  s t u d l e d  t h e  c o n v e r g e n c e  o f  methods  o f  
t y p e  ( 1 8 )  f o r  t h e  functions satisfying t h e  f o l l o w i n g  c o n d l t l o n :  
N o r e o v e r ,  h e  p roposed  a  new t e c h n l q u e  f o r  p r o v i n g  c o n v e r g e n c e  
Lased  on  t h e  reduozls L C  z b a ~ r l ' ~ c r n  a r g u m e n t ;  he  t h e n a d a p t e d  
t h l s  t e c h n l q u e  f o r  s t u d y l n g  t h e  c o n v e r g e n c e  of  n o n d e s c e n t  methods  
f o r  nonconvex ,  nonsmooth o p t l m l z a t l o n .  
As h a s  a l r e a d y  Seen s a i d ,  t h e  a l g o r i t h m s  c o n s t r u c t e d  on  t h e  
b a s i s  o f  ( 1 8 )  a r e  s i m p l e  and  r e q u i r e  r e l a t i v e l y  l i t t l e  s t o r a g e .  
Thus l e t  u s  c o n s i d e r  an  application o f  t h e  method ( 1 9 )  t o  t h e  
development o f  i t e r a t i v e  schemes of decompos i t ion .  For t h e  
s .  
f u n c t i o n  ( 5 )  one of t h e  g e n e r a l i z e d  g r a d i e n t s  a t  p o i n t  x  1s 
S 
where us a r e  d u a l  v a r i a b l e s  c o r r e s p o n d i n g  t o  y  ( x  I .  T h e r e f o r e ,  
t h e  i t e r a t i v e  scheme of decompos i t ion  a c c o r d i n g  t o  t h e  p rocedure  
(19)  h a s  t h e  form 
For t h e  problem ( 7 )  - (8) , i f  yS i s  an approx imate  s o l u t i o n  of  t h e  
S subproblem ( 9 )  f o r  x = xS = i x S .  . j and u  a r e  d u a l  v a r i a b l e s  c o r -  
1 I 
r e spond ing  t o  y s ,  t h e n  
where J~ ( ) i s  t h e  p r o j e c t i o n  o p e r a t o r  on t h e  s e t  ( 1 0 )  . There i s  
a v e r y  s i m p l e  a l g o r i t h m  f o r  obtaining : X ( w )  on s e t s  o f  t y p e  ( 1 0 ) .  
For t h e  minimax problem (121 i n  t h e  c a s e  when g  ( x , y )  f o r  
each  y  E Y i s  a convex f u n c t i o n  w i t h  r e s p e c t  t o  x ,  t h e  s u b g r a d i e n t  
is d e f i n e d  a s  ( x )  = g  ( x , y ) l  - 
x x ;,= y ( X )  - q X ( x , y ( x ) ) .  I f  g i x , ~ )  i s  
c o n t ~ n u o u s l y  d i f f e r e n t i a b l e  w l t h  r e s p e c t  t o  x  t h e n  
I t  shou ld  be no ted  t h a t  t h e  above-mentioned n o n d i f f e r e n t i a b l e  
p r o c e d u r e s  of  decompos i t ion  make it r e l a t i v e l y  s i m p l e  t o  t a k e  i n t o  
a c c o u n t  t h e  s p e c i a l  s t r u c t u r e  o f  a  cjiven p r o b l s , .  For example ,  
conslder the linear problems of optimal control: to find a 
control x = (x (0) , . . . ,x (N-1 ) )  and a tralectory z = (z (0) , . . . ,z (N) ) , 
satisfying the state equations: 
the constraints 
and minimize the objective function 
where x (k) E R", z (k) E R ~ .  The difficulty of this problem is 
connected wlth the state constraints. If matrlx G(k) - 0 ,  we 
can solve this problem with the help of Pontz7agrn1s 
principle. 
The dual problem is to find dual control X = (X(N-I), ..., 
%(0)) and dual trajectory p =  (p(N), ...,p (O)), subject to state 
equations 
and constraints 
?(k+l) B ( k )  + .i(k)D(k) ~ d ( k )  
' ik) - > O , k = N-1,. . . ,3, 
which minimize 
We have the following analog of the iterative scheme of decom- 
position considered above: 
Xs+l (k) =max{O,xS (k) - os [Ps ik+l)~(k) - is (k)~(k) - d(k) 1). 
where XS (k) , pS (k) , k = N-1 , . . . ,O is a solution of the subproblem. 
Minimize the linear function: 
under constraints 
We may use the well-known Pontzjagin's principle for solving this 
problem. Its solution is reduced to the solution of N simple 
static llnear programing problems. 
Some original work carried out individually by Wolfe and 
Lemarechal (see Balinski and Wolfe (19751) on descent methods is, 
on the one hand, a generalization of the E-steepest descent algo- 
rithms studied by Demyanov [I9741 and, on the other hand, formally 
similar to algorithms of conjugate gradients, coinciding with 
them in the differentiable case. 
Since it is impossible to obtain the whole set {zx(xS) 1 at 
the point xS, Wolfe and Lemarechal tried to construct it approxi- 
mately at each iteration. The further development of subgradient 
schemes resulted in the creatlon of E-subgradients, which were 
i n t r o d u c e d  by R o c k a f e l l a r  [ 197U] .  The e a r l y  r e s u l t s  i n  t h i s  f i e l d  
a r e  due t o  R o c k a f e l l a r  [1970] ,  B e r t s e c a s  and M i t t e r  (19731, 
Lemarechal (1 9751, and Nurminski and Z h e l i k h o v s k i  [ I  9771. Recent  
r e s e a r c h  r e v e a l e d  p r o p e r t i e s  o f  i - s u b g r a d i e n t  mappings such a s  
L i p s c h i t z  c o n t i n u i t y  which make € - s u b g r a d i e n t  methods a t t r a c t i v e  
b o t h  i n  t h e o r e t i c a l  and p r a c t i c a l  r e s p e c t s .  
7 .  STOCHASTIC METHODS 
Two c l a s s e s  of d e t e r m i n i s t i c  methods have been d i s c u s s e d :  
nondescen t  methods and d e s c e n t  methods .  The f i r s t  c l a s s  i s  e a s y  
t o  u s e  on t h e  computer b u t  d o e s  n o t  r e s u l t  r n  a  monotonic 
d e c r e a s e  rn  t h e  o b j e c t i v e  f u n c t i o n .  The second  c l a s s  g l v e s  mono- 
t o n i c  d e s c e n t  b u t  h a s  a  complex l o q i c .  Both c l a s s e s  have a  
common shor t coming :  t h e y  r e q u i r e  t h e  e x a c t  computa t ion  of a  sub-  
g r a d i e n t  ( i n  a  d i f f e r e n t i a b l e  c a s e  t h i s  would be t h e  g r a d i e n t ) .  
O f t e n ,  however,  t h e r e  a r e  problems i n  which t h e  computa t ion  o f  
s u b g r a d i e n t s  i s  p r a c t i c a l l y  i m p o s s i b l e .  Random d i r e c t i o n s  of 
s e a r c h  is a  s i m p l e  a l t e r n a t i v e  method of c o n s t r u c t i n g  n o n d i f f e r e n -  
t i a b l e  o p t i m i z a t i o n  s t o c h a s t i c  d e s c e n t  p r o c e d u r e s  t h a t  do n o t  
r e q u i r e  t h e  e x a c t  computa t ion  o f  a  s u b g r a d i e n t  and which a r e  
e a s y  t o  u s e  on t h e  computer .  
There  a r e  v a r i o u s  i d e a s  on how t o  c o n s t r u c t  s t o c h a s t i c  
d e s c e n t  methods i n  d e t e r m ~ n i s t ~ c  problems which o n l y  r e q u i r e  t h e  
e x a c t  v a l u e s  o f  o b j e c t i v e  and c o n s t r a i n t  f u n c t i o n s .  One o f  t h e  
s l m p l e s t  methods is a s  f o l l o w s :  from t h e  p o i n t  x s ,  t h e  d i r e c t i o n  
o f  t n e  d e s c e n t  r s  chosen a t  random and t h e  mot ion i n  t h i s  d i r e c -  
tLon L S  made wr th  a  c e r t a l n  s t e p .  The l e n g t h  of t h l s  s t e p  may 
be chosen l n  v a r i o u s  ways,  rn  particular s u c h  t h a t :  
Stochastic nondescen t  methods o f  random s e a r c h  ! s t o c h a s t i c  
o p t m l z a t l o n )  a r e  of pr lme rmportance  r n  t h e  s o l u t l o n  of t h e  most 
d ~ f f l c u l t  problem a r l s l n g  rn  s t o c n a s t l c  p r o g r m l n g ,  L:I which r t  1s 
i m p o s s i b l e  t o  compute e i t h e r  s u b g r a d i e n t s  o r  e x a c t  v a l u e s  o f  
o b j e c t i v e  and c o n s t r a i n t  f u n c t i o n s .  The p r e s e n c e  o f  random com- 
ponen t s  i n  t h e  s e a r c h  d i r e c t i o n s  o f  nondescen t  p r o c e d u r e s  a l l o w s  
one t o  overcome l o c a l  minima, p o i n t s  o f  d i s c o n t i n u i t y ,  e t c .  A 
q u i t e  g e n e r a l  scheme o f  nondescen t  methods i n  s t o c h a s t i c  o p t i m i -  
z a t i o n  was s t u d i e d  i n  Ermol iev  and N e k r i l o v a  119671, and Ermol iev  
[I9761 under  t h e  name s t o c h a s t i c  q u a s i g r a d i e n t  (SQG) methods ,  SQG 
methods g e n e r a l i z e  t h e  well-known s t o c h a s t i c  approx ima t ion  
methods f o r  o p t i m i z a t i o n  o f  t h e  e x p e c t a t i o n  o f  random f u n c t i o n s  
t o  problems i n v o l v i n g  g e n e r a l  c o n s t r a i n t s  w i t h  d i f f e r e n t i a b l e  
and n o n d i f f e r e n t i a b l e  f u n c t i o n s .  For d e t e r m i n i s t i c  n o n l i n e a r  
o p t i m i z a t i o n  problems t h e s e  methods c a n  be r e g a r d e d  a s  methods 
o f  random s e a r c h .  C o n s i d e r  t h e  problem 
0  
min I F  ( x )  F i ( x )  2 0 ,  i = l , m , x E ~ }  
We assume h e r e  t h a t  F V ( x ) ,  0 = c m  a r e  convex f u n c t i o n s ,  and X i s  a  
,-,onvex s e t .  L e t  6: d e n o t e  a s u b g r a d i e n t  o f  t h e  f u n c t i o n  F ' ~ ( x )  : 
I n  s t o c h a s t i c  q u a s i g r a d i e n t  (SQG) methods t h e  sequence  o f  
1 
a p p r o x i m a t i o n s  x O  , x  . . . , x S . .  . , is  c o n s t r u c t e d  w i t h  t h e  h e l p  o f  
random v e c t o r s  c V ( s )  and random q u a n t i t i e s  jV ( 5 )  which a r e  s t a t i s -  
t i c a l  e s t i m a t e s  o f  t h e  v a l u e s  of s u b g r a d i e n t s  $ i ( x S )  and o f  t h e  
f u n c t i o n s  F ' ~  ( x S )  : 
0  where a " ( s )  i s  a  v e c t o r ,  b V ( s )  1s a  number depend ing  upon x , 
1 
x  , . . . , x S , .  . . , where u s u a l l y  a V  ( s )  -+O,SJ ( s )  + O  ( i n  any s e n s e )  f o r  
s-+-.  Thus i n  t h e s e  methods ,  i n s t e a d  o f  e x a c t  v a l u e s  o f  
F;(xS) ,F' (xS) , quantities ;' ( s )  , ib ( 5 ;  are used. For further 
unaerstanalnq, lt 1s important to see that the random values 
;, (s) and vectors iJ(s) are easily c~~lculatea. For example, lf 
tnen i , (5) = f ' (xS , dS) where the ds result from mutual1 y 
lndependent draws of w. We have 
~f functions f'j ( x , ~ )  are differentiable with respect to x and 
then under reasonable assumptions we will have 
It should be stressed that SQG methods are applicable not onlv to 
stocllas tlc proqrammlnq ~roblems, but also to NDO determlnlstlc nra- 
blsrns, wltnout navlnq to compute values of sutqraalents. FDr example, 
for tne determlnlstlc mlnlrnax problrr 11 2 )  conslder the vector 
where A s  > O,hS 1s the result of lndependent random draws of the 
random vector h = (h, , . . . ,h ) whose components are independently 
and uniformly dlstr~buted over i - 1 , l I .  (22) satisfies the condrtion 
' 0  
where fx (xS) is a subqradient of the f.~nction ( !  2) and 
0 la (s) ,I : constel: if q(x,:/) has unlforml:,. ilmited second 
- s' 
derivatives with respect to xEX. It is remarkable that 
independent of the dimensionality of the problem, the vectors 
(22) can be found by calculating the function g (x,y) at two 
points only. This is particularly important for extremal problems 
of large dimensionality. 
Let us now discuss briefly one particular type of SQG 
method - the stochastic quasigradient projection method. 
0 Let it be required to minimize the convex function F (x), 
x E X ,  where X is a convex set. 
The method is defined by the relations: 
where a ( a )  is a projection operation on X, p s  are step multipliers. 
X 
The method (23) has been proposed in Errnoliev anC Lgekrilova [1967] .  
The characteristic requirements under which the sequence {xSl con- 
k 
verges with probability 1 to the solution, are: if I1 x I 1  5 B ,  
k = 6 ; 5 :  then E { ~ ~ ~ ( S ) ~ ~ ~ ( X ~ , . . . . X ~ ~  LCB where B,CB are constants; 
0 1 
"s are step multipliers which may depend upon x ,x,...,xS and 
30 
pS LO, L " = - with probability 1 ,  
s=o 
In the special case when tne p s  are deterministic and independent 
of (xO,. . .xS) then, under (24), (25) we obtain from method (23) 
using the random direction (22) that 
l'ne important application of SQG methods is concerned wlth the 
optimization of probabilistic systems by simulation. To obtain 
the desired parameters of the probabilistic system, one can often 
use a Monte-Carlo simulation technique. Let 
0 be the outcome of the s-th simulation, where f (x,wS) is the 
random quantity, which depends on an unknown vector of param- 
eters, and noise observations ds. Suppose that it is desired 
to choose the vector x =  Cxl, ..., x,), which minimizes the ex- 
pected value of the performance function defined by the expression 
The main aifficulty of this problem is that the distribution 
P(dh) is unknown and we cannot get the precise value of the func- 
0 tion F (x) (it is theoretically impossible). A statistical esti- 
0 
mate cO(x) of the gradient for a differentiable function F (x) 
could be calculated analogously to ( 2 2 )  : 
0 51 0 
where f (xS + ;,hS, ) , f ( X ~ , & ~ O I  are outcomes of simulations for 
x=xS+: hS and x=xS. 
0 If the second derivatives of the function F (x) are Sounded 
for x €9, then 
since Eh h = 0, lf 1 # 1 ana ~ h f  = 2 / 3 .  The step-slze As of tne 
2 flnlte alfrerence approxlmatlon csuld be chosen according to 
conultlons (26). 
8. CONCLUSION 
Some applied NDO and ST0 problems have been briefly 
discussed in this work. Deterministic, stochastic, descent and 
nondescent methods were considered. Each one requires some defi- 
nite information about objective and constraint functions. 
Deterministic descent methods use the exact values of these func- 
tions and their subgrad~ents; stochastic descent methods use only 
the exact values of functions; deterministic nondescent methods 
require only the exact values of subgradients; stochastic non- 
descent methods use neither the values of functions nor the exact 
values of their subgradients. Obviously, every method reveals 
its advantages in a specific class of extremum problems: for 
instance, complex stochastic programming problems are soluble only 
by stochastic nondescent methods. 
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ACCELERATION I N  THE RELAXATION METHOD 
FOR LINEAR INEQUALITIES AND SUBGRADIENT 
OPTIMIZATION' 
J .L .  G o f f i n  
M c G i l l  U n i v e r s i t y  
Mont rea l ,  Canada 
1 .  INTRODUCTION 
S u b g r a d l e n t  o p t l m l z a t l o n  has  been shown I n  many experiments 
t o  be an effective s o l u t l o n  technique t o  t h e  problem of  maxlmlz- 
rng p l e c e w l s e  l l n e a r  concave functions d e f l n e d  th rough  t h e  use  
of t h e  Dantzlg-Wolfe decompos l t lon  p r l n c l p l e  a p p l l e d  t o  some 
c o m b l n a t o r l a l  problems.  T h l s  effectiveness showed up I n  some 
problems o f  r a t h e r  r e s p e c t a b l e  s l z e  [ l o ,  1 2 ,  1 5 1 ,  even though l t  
can  be  shown t o  pe r fo rm a r b ~ t r a r l l y  ~ a d l y  l n  two-dlmenslonal  
problems.  
A convergence  t h e o r y  deve loped  oy  Shor  [ 2 1 ,  2 2 1  and t h e  
a u t h o r  L71 q u a n t l f l e s  t h e  r a t e s  o f  convergence  o f  s u b g r a d l e n t  
o p t l n u z a t l o n ,  I n  f u n c t l o n  o f  c o n d ~ t l o n  numbers whlch measure  t h e  
good b e h a v l o u r  o f  t h e  f u n c t l o n  t o  o p t l m l z e .  When a p p l l e d  t o  a  
quadratic f u n c t l o n ,  s u b g r a d l e n t  o p t l m l z a t l o n  can a c h l e v e  t h e  
r a t e  o f  convergence  of t h e  s t e e p e s t  a s c e n t  method p r o v l d e d  t h a t  
t h e  f u n c t l o n  be  n o t  t o o  w e l l  c o n d l t l o n e d ,  t h a t  t h e  c o n d l t l o n  
n w e r  t o r  t h e  e l g e n v a l u e  r a t l o  o f  t h e  m a t r l x  d e f l n l n q  t h e  
*Th i s  r e s e a r c h  was s u p p o r t e d  r n  p a r t  by the D.G.E.S. (Quebec )  
and t h e  N . R . C .  of Canada under  g r a n t  A J 1 5 2 .  
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q u a d r a t i c  f u n c t i o n )  b e  known, and t h a t  a n  o v e r e s t i m a t e  o f  t h e  
d l s t a n c e  between t h e  i n i t i a l  p o i n t  and t h e  s o l u t i o n  p o i n t  be  
known. 
When a p p l i e d  t o  p i e c e w i s e  l i n e a r  p rob lems ,  s u b g r a d i e n t  o p t i -  
m i z a t i o n  a lways  performed s i g n i f i c a n t l y  b e t t e r  t h a n  t h e  t h e o r y  
o f  [ 2 2 ]  and [ 7 ]  i n d i c a t e d ,  t h e  gap i n  pe r fo rmance  between e x p e r i -  
ence  and t h e o r y  b e i n g  wide enough t o  j u s t i f y  f u r t h e r  s t u d y .  
One key f a c t  to  n o t i c e  i s  t h a t  s u b g r a d i e n t  o p t i m i z a t i o n  i s  
c l o s e l y  r e l a t e d  t o  t h e  r e l a x a t i o n  method f o r  s o l v i n g  sys tems  o f  
i n e q u a l i t i e s ,  t o  t h e  e x t e n t  t h a t  t h e  r a t e s  o f  convergence  t h a t  
have been proved f o r  b o t h  methods a r e  i d e n t i c a l  [ 8 , 9 1 ,  under  some 
assumpt ions  (namely t h a t  t h e  f u n c t i o n  n o t  b e  t o o  w e l l  c o n d i t i o n e d ,  
t h a t  t h e  r e l a x a t i o n  p a r a m e t e r  b e  e q u a l  to  o n e  and t h a t  e v e r y  non- 
z e r o  ex t reme  p o i n t  o f  e v e r y  s u b d i f f e r e n t i a l  o f  t h e  f u n c t i o n  have 
t h e  same norm).  
A second  key f a c t  t o  n o t i c e  i s  t h a t  t h e  r e l a x a t i o n  method 
f o r  s o l v i n g  sys tems  o f  l i n e a r  i n e q u a l i t i e s  is r e l a t e d  t o  t h e  
Kacmarz p r o j e c t i o n  method, t h e  s u c c e s s i v e  o v e r r e l a x a t i o n  method 
and t h e  S o u t h w e l l  method f o r  s o l v i n g  sys tems  o f  l i n e a r  e q u a l i t i e s .  
I t  h a s  been o b s e r v e d ,  and proved f o r  some c a s e s ,  t h a t  t h e  S.O. R. 
method c a n  be  a c c e l e r a t e d  by u s i n g  v a l u e s  o f  t h e  r e l a x a t i o n  
p a r a m e t e r  g r e a t e r  t h a n  one  ( i f  t h i s  p a r a m e t e r  i s  e q u a l  t o  o n e ,  
t h e n  t h e  S.O.R. method i s  known a s  t h e  Gauss -Se ide l ,  o r  Nekrasov 
method) .  T h i s  i n d i c a t e s  t h a t  acceleration is c o n c e i v a b l e  f o r  t h e  
r e l a x a t i o n  method f o r  l i n e a r  i n e q u a l i t i e s ,  and t h u s  a l s o  f o r  
s u b g r a d i e n t  o p t i m ~ z a t i o n .  
A s t u d y  o f  t h e  a c c e l e r a t i o n  o f  t h e  r e l a x a t i o n  method f o r  a 
s y s t e m  o f  two i n e q u a l i t i e s  done i n  [ 6 ]  and (91  shows t h a t  t h e  
same v a l u e  o f  t h e  r e l a x a t i o n  pa ramete r  which a c c e l e r a t e s  t h e  
s o s t  t h e  S.O.R. t e c h n i q u e  i n  a  r e l a t e d  l i n e a r  sys t em o f  e q u a t i o n s  
a i s o  a c c e l e r a t e s  t h e  convergence  o f  t h e  r e l a x a t i o n  method f o r  
~ n e q u a l i t l e s ,  b u t  t n a t  t h i s  a c c e l e r a t e d  r a t e  i s  s t i l l  bad i f  t h e  
sys t em i s  b a d l y  c o n d i t i o n e d  (even i f  t h e  r a t e  i s  improved by an  
" o r d e r  o f  m a g n i t u d e " ) .  Exper iments  s u g g e s t  t h a t  i f  t h e  r e l a x -  
a t i o n  p a r a m e t e r  goes  above t h e  o p t i m a l  v a l u e  g i v e n  by S.O.R. 
t h e o r y ,  t h e  convergence  a c c e l e r a t e s  s t i l l  more,  f o r  r e a s o n s  
d i f f e r e n t  from t h e  ones  used i n  t h e  S.O.R. t h e o r y .  And t h u s  
a c c e l e r a t i o n ,  even i f  it c o u l d  be p roved  s a t i s f a c t o r i l y ,  i s  o n l y  
p a r t  o f  t h e  e x p l a n a t i o n  o f  t h e  e f f e c t i v e n e s s  o f  s u b g r a d i e n t  
o p t i m i z a t i o n .  
The o t h e r  p a r t  o f  t h e  e x p l a n a t i o n  w i l l  have  t o  r e l a t e  t h e  
c o m b i n a t o r i a l  s t r u c t u r e  o f  t h e  o r i g i n a l  problem s t u d i e d  t o  t h e  
c o n d i t i o n  number o f  t h e  f u n c t i o n  d e f i n e d  t h r o u g h  t h e  Dantzig-Wolf e  
decompos i t ion  p r i n c i p l e .  T h i s  p a p e r  w i l l  a t t e m p t  t o  show ( " i n d i -  
c a t e "  o r  " a l l u d e  t o "  might  be  more a p p r o p r i a t e )  by u s i n g  e x p e r i -  
ments and  some t h e o r y  t h a t :  
1 .  The r e l a x a t i o n  method f o r  l i n e a l  i n e q u a l i t i e s ,  and sub- 
g r a d i e n t  o p t i m i z a t i o n  can be  a c c e l e r a t e d  ( and  i n  some 
c a s e s  f a s t e r  t h a n  t h e  S .  0 . 3 .  t h e o r y  would p r e a l c t )  . 
2 .  For some c l a s s e s  o f  c o m b i n a t o r i a l  p rob lems ,  uni form 
Lower bounds (dependen t  upon t h e  d imension o f  t h e  prob-  
lem) on t h e  c o n d i t i o n  number o f  t h e  a s s o c i a t e d  f u n c t i o n s  
p robab ly  e x l s t .  
3 .  The " h a r d e r "  t h e  c o m b i n a t o r l a l  problem IS,  t h e  b e t t e r  
t h e  c o n d i t i o n  number o f  t h e  a s s o c i a t e d  f u n c t i o n  is .  
Given t h e  r a t h e r  incomple te  n a t u r e  o f  t h e  t h e o r y  o f  a c c e l -  
e r a t l o n  i n  t h e  S.O.R. method, lt s h o u l d  be c l e a r  t h a t  a  g e n e r a l  
proof  o f  t h e s e  t h r e e  p o l n t s  i s  p r o b a b l y  u n a t t a i n a b l e .  
2 .  SUBGRADIENT OPTIMIZATION AND THE RELAXATION YETHOD 
L e t  f  ( x )  be a  f i n l t e  concave f u n c t l o n  d e f l n e d  on R" and 
;f ( x )  be L ~ S  s u b d l f f e r e n t l a l  a t  x ,  l . e . ,  
For e v e r y  x ,  ; f ( x )  LS a  convex,  compact s e t ,  and l f  f 1s 
d l f f e r e n t l a b l e  t h e n  ; f  ( x )  = c ? f ( x J  , t h e  g r a d l e n t  o f  f .  
I n  t n l s  pape r  f ( x )  ' d l 1 1  always be a  p i e c e w l s e  l l n e a r  
f u n c t i o n :  
i 
where  I i s  a  f i n i t e  set ,  a  E Rnrbi E R. 
L e t t i n g  I ( x )  = {i E I : f ( x )  = < a i , x >  + b i l ,  t h e n  
i s  t h e  convex h u l l  o f  t h e  set {a1: i E 1 ( x )  1 .  
I t  w i l l  be  assumed t h a t  t h e  o p t i m a l  v a l u e  f*=max{f ( x )  :x E R ~ I  
is r e a c h e d  o n  t h e  o p t i m a l  set P = ( x  E Rn:f ( x )  = £ * I .  I t  i s  w e l l  
known t h a t  P = { x  E Rn:O E a f ( x ) ) .  The p r o j e c t i o n  o f  x  on P w i l l  
be d e n o t e d  by x * ( x ) ,  and t h e  d i s t a n c e  f rom x  t o  P by d ( x )  
= I x-x* ( x )  1 , where 1 . . . . 1 means Euclidian norm. 
The t e r m  s u b g r a d i e n t  o p t i m i z a t i o n  w i l l  be  used  i f  f 4  is n o t  
known, and t h e  t e r m  r e l a x a t i o n  method w i l l  b e  used  i f  f *  i s  known. 
The r e a s o n  f o r  t h i s  is t h a t  i f  f *  i s  known, t h e  o p t i m a l  s e t  c a n  
be  d e f i n e d  by a  sys t em o f  l i n e a r  i n e q u a l i t i e s :  
A description o f  bo th  s u b g r a d i e n t  o p t i m i z a t i o n  and o f  t h e  
r e l a x a t i o n  method f o l l o w s :  
1 . Choose x0 E R". 
2 .  Compute a  s u b g r a d i e n t  o f  f  a t  xq:uq E a f ( x q )  ( o r  it c o u l d  
be r e s t r i c t e d  t o  uq E i a l : i  E l ( x q )  1 .  I f  uq = 0 ,  a n  o p t i m a l  
p o i n t  h a s  been found ( a l s o  i f  f ( x q )  = f *  i n  t h e  c a s e  o f  
t h e  r e l a x a t i o n  me thod) .  
3 .  The n e x t  p o i n t  xq+l o f  t h e  sequence  w i l l  be o b t a i n e d  by 
moving from xq i n  t h e  d i r e c t i o n  o f  uq by a  c e r t a i n  s t e p  
s i z e .  Go back t o  2 w i t h  q + l  r e p l a c i n g  q .  
* 
The s e l e c t i o n  o f  t h e  s t e p  s i z e  depends  on whe the r  f  i s  
known o r  n o t :  
xq+l  = x q + h  - uq s u b g r a d i e n t  o p t l m l z a t i o n  ( f  * unknown) ( 2 . 1  ) 
q  uUqn 
xq+ = xq + 0 '*-' (x') uq r e l a x a t i o n  method i f  * known). ( 2 . 2 )  
q  fluql12 
The sequences  ( A  and { o  1 t h a t  w i l l  be  s t u d i e d  a r e  g i v e n  by :  
9 '  4 
and 
I n  b o t h  c a s e s  a  convergence  t h e o r y  is  available: i n  [ 2 2 ] ,  
( 7 1  f o r  s u b g r a d i e n t  o p t i m i z a t i o n  and i n  [ I ] ,  [6] and [ 9 ]  f o r  t h e  
relaxation method. Ra tes  o f  convergence  depend upon c o n d i t i o n  
numbers which a r e  d e f i n e d  below. For s u b g r a d i e n t  o p t l r n i z a t i o n  
one d e f i n e s :  
* 
.. ( x )  = x i n  < u , x  ix l -x  f o r  e v e r y  x B P 
u E > f ( x )  u l ~ x t ( x ) - x  
and 
and f o r  t h e  r e l a x a t i o n  ne thod  : 
s i x )  = min f  - f ( x )  f o r  e v e r y  x  f P 
uE3f ( x )  u  x+ 1x1-Y. I 
and 
The c o n c a v i t y  o f  f ~ m p l l e s  t h a t  i l x )  -. J ( x )  and t h u s  5 , A .  
- 
The convergence  theorems  a r e  a s  f o l l o w s :  
Theorem 2 . 1  For  s u b g r a d i e n t  o p t i m i z a t i o n  (where A = X o p q ) ,  l e t  
q 
Then 
( A )  p ' z ( u )  and d ( x O )  E [AoC,XoDI i m p l i e s  t h a t  f o r  a l l  q :  
d  (xq)  :d(xO) p q ,  
(B) p 2 z ( u )  and d ( x O )  < XoC i m p l i e s  t h a t  f o r  a l l  q: 
d ( x q )  - < X ~ C Q ~ ,  
(C) p c z ( u )  o r  d  ( x 3  j > p D may l e a d  t o  t h e  convergence  o f  0 
( x q )  t o  a  non-optimal p o i n t  [ 7 ]  . 
Theorem 2 .2  For  t h e  r e l a x a t i o n  method: 
and f u r t h e r m o r e  I£ dim P = n ,  t h e r e  e x i s t s  a  oL  E [ I  , 2 )  such t h a t  
i f  o  E ( o * , ~ ] ,  t h e n  convergence  i s  f i n i t e  [ 9 ] .  
I t  s h o u l d  be  c l e a r  t h a t  i n  g e n e r a l  u and a r e  d i f f e r e n t ,  b u t  
a l s o  t h e r e  i s  a  neighbourhood o f  P s u c h  t h a t  p ( x )  = i i ( x ) .  One 
c o u l d  d e f i n e  condition numbers c l o s e  t o  t h e  o p t i m a l  se t  ( s a y  u c  
and i : n o t e  t h a t  t h e y  a r e  e q u a l ) :  t h e  number ;jc c o u l d  be used  
I n  Theorem 2 . 2  I n s t e a d  o f  7 ,  p r o v i d e d  t h a t  q  i s  l a r g e  enough,  s o  
t h a t  t h e  I t e r a t e s  a r e  c l o s e  t o  t h e  o p t i m a l  s e t ;  a  s l m i l a r  s t a t e -  
ment c a n n o t  be  made e a s i l y  a b o u t  Theorem 2 . 1 ,  b e c a u s e  t h e  p roof  
t e c h n i q u e  is q u i t e  d i f f e r e n t  (and more g l o b a l  i n  n a t u r e ) .  
Thus  t h e  r a t e s  o f  c o n v e r g e n c e  o f  b o t h  methods  i n v o l v e  c o n d i -  
t i o n  numbers  w h ich  a r e  r e l a t e d  t o  o n e  a n o t h e r .  
I n  o n e  c a s e  o f  i n t e r e s t  [ e l ,  where  a l l  t h e  e x t r e m e  p o i n t s  o f  
a l l  t h e  s u b d i f f e r e n t i a l s  o f  f  h a v e  t h e  same norm ( u n l e s s  t h e  
norm i s  z e r o )  t h e n  p = 6 = sc = i c ,  a n d  t h u s  i n  t h a t  c a s e  t h e  
r a t e s  o f  c o n v e r g e n c e  ( a s  g i v e n  by t h e  a v a i l a b l e  t h e o r i e s )  o f  t h e  
r e l a x a t i o n  method  w i t h  a = 1 ,  a n d  o f  s u b g r a d i e n t  o p t i m i z a t i o n  
w i t h  p = z ( p )  ( a n d  ~ ( $ 1 2 )  a r e  i d e n t i c a l .  I n  t h i s  c a s e  lt a l s o  
f o l l o w s  t h a t  c o n d i t i o n  n u h e r s  f a r  f r o m  t h e  o p t i m a l  set c a n  b e  no 
w o r s e  t h a n  c l o s e  t o  t h e  o p t i m a l  se t .  The c o n d i t i o n  t h a t  a l l  
norms b e  e q u a l  is  m e t  by t h e  r e l a x a t i o n  method  o f  Agmon u n d e r  i t s  
maximal  d i s t a n c e  i m p l e m e n t a t i o n  ( a n d  a l l  norms a r e  o n e )  : i t  
s i m p l y  means t h a t  a l l  a i  h a v e  b e e n  n o r m a l i z e d .  
T h i s  w ho le  t h e o r y ,  t h o u g h  c o r r e c t ,  is i n c o m p l e t e ,  i n  t h e  
s e n s e  t h a t  it f a i l s  t o  a c c o u n t  f o r  t h e  i n t e r a c t i o n  b e twe e n  s u c -  
c e s s i v e  i t e r a t e s :  t h e  t h e o r y  o n l y  c o n s i d e r s  t h e  w o r s t  s t e p - t o -  
s t e p  b e h a v i o u r  o f  t h e  s e q u e n c e s ,  p u t t i n g  bounds  o n  t h l s ,  b u t  
l g n o r i n q  t h e  f a c t  t h a t  it is ~ m p o s s i b l e  f o r  a l l  s u c c e s s i v e  I ter-  
a t e s  t o  b e h a v e  a c c o r d i n g  t o  t h i s  w o r s t  bound.  T h i s  reasoning 1s 
v e r y  s l m i l a r  I n  n a t u r e  t o  t h e  o n e  u s e d  i n  p r o v i n q  t h e  c o n v e r -  
g e n c e ,  a n d  t h e  a c c e l e r a t i o n ,  i n  t h e  S.O.R. technique f o r  s o l v i n g  
s y s t e m s  o f  l i n e a r  e q u a l i t i e s :  t h e  l i n e a r  o p e r a t o r s  t h a t  r e l a t e  
a n  l t e r a t e  t o  t h e  n e x t  o n e  a l l  h a v e  a  s p e c t r a l  r a d i u s  o f  o n e ,  b u t  
t h e  p r o d u c t  o f  n  o p e r a t o r s  (wh lc h  d e f i n e s  a  c y c l e  o f  5 i t e r a t i o n s  
i n  o u r  terminology, o r  o f  one i t e r a t i o n  a c c o r d i n g  t o  t h e  S.O.R. 
t e r m i n o l o g y )  h a s  a  s p e c t r a l  r a d i u s  l e s s  t h a n  o n e .  
I n  t h l s  p a p e r  we w l l l  a t t e m p t  t o  e x t e n d  t h e  i d e a s  o f  t h e  
acceleration o f  t h e  S.O.R. method  t o  t h e  r e l a x a t i o n  method  f o r  
inequalities and  t o  s u b g r a d i e n t  o p t i m l z a t l o n .  
3 .  EXAMPLES AND EXPERIMENTATION 
:;ampi2 1: S ys t em s  o f  l i n e a r  e q u a l i t i e s  
( w he r e  u s u a l l y  i c o n t a i n s  n e l e m e n t s ) .  
S o l v i n g  t h i s  sys t em i s  e q u i v a l e n t  t o  maximizing 
f ( x )  = r a i n  rnin { ( a i , x )  + b i t  - ( a i , x ) - b i }  ( 3 . 2 )  
i EI 
where f * = 0  i f  and o n l y  i f  t h e  sys t em h a s  a  s o l u t i o n .  
Zmrple 2 :  3 u a l  o f  a  t r a n s p o r t a t i o n  problem 
... 
f ( x )  = r s x . +  1 dk min ( c j k - x j )  
j = l  3 3 k = ~  j = l , .  . . , n  
n  m 
where s .  = 1 dk • 
j=1 J k=l  
Zzample 3: Dual  o f  an  a s s ignment  problem 
i n  example 2 ,  l e t  m = n ,  s .  = 1 ,  dk = 1 V j , k .  ( 3 . 4 )  3 
We experimented on TR 48 ,  t h e  d u a l  o f  a  t r a n s p o r t a t i o n  problem 
w l t h  n = m = 48,  t h e  d a t a  o f  which c a n  be found i n  [ 1 7 ] .  This  
problem h a s  t h e  peculiarity t h a t  t h e  o p t l m a l  s o l u t i o n  i s  
"un ique"  (i. e .  , up t o  an  a d d i t i v e  c o n s t a n t )  , and t h u s  we were 
a b l e  t o  compute p (xq)  f o r  t h e '  s u c c e s s i v e  i t e r a t e s .  We o b s e r v e d  
t h a t  f o r  a l l  e x p e r i m e n t s  performed i n £  + ( x q )  2 .0021,  and t h u s  
u and 6 a r e  l e s s  t h a n  .0021,  from which it f o l l o w s  t h a t  
i ( u i  = Yv - > .999498. A c t u a l  e x p e r i m e n t a t i o n  w i t h  t h e  r e l a x -  
a t r o n  method w i t h  o = 1  showed an a s y m p t o t i c  r a t e  o f  convergence  
o f  .999986 ( q u i t e  d i s a s t r o u s  a s  it i n d i c a t e s  t h a t  i n  o r d e r  t o  
improve t h e  a c c u r a c y  o f  t h e  optimum by one d i g i t ,  one  s h o u l d  go 
th rough  something l i k e  150,000 i t e r a t i o n s ) .  Th i s  p e s s i m i s t i c  
r e s u l t  s h o u l d  be tempered by t h e  o b s e r v a t i o n  t h a t  t h e  methods 
( s u b g r a d i e n t  o p t i m i z a t i o n  and r e l a x a t i o n )  behaved v e r y  w e l l  i n  
t h e  o p e n i n g  game ( t h e  e a r l y  i t e r a t i o n s )  b e f o r e  s l o w i n g  down. 
Exper iments  were performed i n  o r d e r  t o  measure  t h e  a c t u a l  
convergence  r a t e s  o f  t h e  r e l a x a t i o n  method a s  a  f u n c t i o n  o f  o .  
The t h e o r y  s a y s  t h a t  t h e  r a t e  o f  convergence  i s  , i . e . ,  
it worsens  when o goes  from one  t o  two. 
F i g u r e  1 .  R a t e  o f  c o n v e r g e n c e  o f  t h e  relaxation method  
t o  TR 4 8  a s  a  f u n c t i o n  o f  s. 
The r e s u l t s ,  shown l n  F l g u r e  1 ,  c l e a r l y  i n d l c a t e  t h a t  a c -  
c e l e r a t l o n  t a k e s  p l a c e ,  a n d  t h a t  a  a e s t  r a t e  o f  c o n v e r g e n c e  o f  
aDOUt .99di o c c u r s  f o r  3 6 ( 1 . 3 6 , 1 . 9 8 ) .  T h l s  1s a n  Improvement  
~ y  3 f a c t o r  o f  o n e  h u n d r e d  o v e r  w h a t  h a p p e n e d  when 2 = 1 .  
C l o s e r  e x a m l n a t l o n  o f  t h e  c o n v e r g e n c e  showed t h a t :  
1 .  C o n v e r q e n c e  was v e r y  good  I n  t h e  f l r s t  few h u n d r e d  l t e r -  
a t l o n s :  g o o d  o p e n l n g  game.  
2 .  I t  w o r s e n e d  considerably a f t e r  t h l s  ( t o  a  r a t e  o f   he 
~ r d e r  o f  . 9 9 9 8 )  : weak m l d d l e  game. 
3 .  I t  l m p r o v e d  a g a l n ,  s t a r t l n g  a b o u t  ' Inen a l l  t n e  
s ; l ~ g r a d l e n t s  u s e d  d e f l n e  l l n e a r  p l e c e s  w h l c n  g o  t h r o u g h  
t h e  op t lmum p o l n t ,  t h u s  s h o w l n g  t h a t  acceleration 1s a n  
asymptotic D e h a v l o u r ;  I t  a l s o  shows  t h a t  t n e  (x') e n -  
z o u n t e r e d  a r e  a l l  I n  t h e  r a n g e  . 1 6  t o  . 2 6 :  good  e n d  
game . 
I t  seemed l o g l c a l  t h e n  t o  experiment w l t h  s u b g r a d l e n t  o p t l -  
r n l z a t l o n ;  w e  t r l e d  w l t h  8 .  =- 30013, , = . 9 9 9 ,  x'  = 0  ( & h e r e  d ( x J )  
i 
- 1 9 7 8 . ) ,  f o r  30 ,300  ~ t e r a t l o n s .  Even t h o u g h  we n a d  some M o r r l e s  
abou t  t h e  middle  game it converged a t  a  r a t e  g i v e n  by D (on t h a t  
t h e  t h e o r y  i s  c l e a r :  i f  it c o n v e r g e s ,  i t  must be a t  a  r a t e  p ) .  
I t  is n o t  c l e a r  a t  t h i s  p o i n t  whether  t h l s  i s  l u c k  o r  an i n d i c a -  
t i o n  o f  an  u n d e r l y i n g  t h e o r y  o f  a c c e l e r a t i o n  of s u b g r a d i e n t  o p t i -  
m i z a t i o n  (my own f e e l i n g  i s  t h a t  g e t t i n g  o v e r  t h e  midd le  game i s  
l u c k ,  b u t  t h a t  a c c e l e r a t i o n  i n  t h e  f i n a l  game is probab ly  prov- 
a b l e )  . 
A s t u d y  o f  t h e  a c c e l e r a t i o n  phenomenon i n  t h e  r e l a x a t i o n  
method f o r  i n e q u a l i t i e s  w i l l  b e  a t t e m p t e d  i n  t h e  n e x t  s e c t i o n s  on 
a  few very  p a r t i c u l a r  examples.  
4 .  SYSTEMS OF LINEAR EQUALITIES 
L e t  a  sys tem of l i n e a r  e q u a l i t i e s  be  g i v e n  by: 
i 
where t h e  a  a r e  l i n e a r l y  independen t  column v e c t o r s .  Another 
n o t a t i o n  i s  of  c o u r s e  R x + b  = 0 ,  where 
Let  D be a  d i a g o n a l  m a t r i x ,  w i t h  Dil = a i  1 2 ,  t h e n  ( 4 . 1 )  can be  
x r i t t e n  a s  
T I f  one d e f i n e s  n and 6 by x  = i T 5  = A 0, t hen  e q u i v a l e n t  sys tems  
may be  d e f i n e d  by 
i ; f i + 6  = 0 where i; = G~ ( 4 . 3 )  
I £  x*  d e n o t e s  t h e  ( un ique1  s o l u t i o n  t o  ( 4 . 1 )  a n d  ( 4 . 2 )  a n d  5 
* 
a n d  q * t h e  ( u n i q u e )  s o l u t i o n s  t o  ( 4 . 3 )  a n d  ( 4 . 4  ) , c l e a r l y  
i 
The m a t r i x  i s  t h e  Grammian o f  t h e  v e c t o r s  a  , w h i l e  T i s  t h e  
Grammian c o n s t r u c t e d  o n  t h e  v e c t o r s  o f  uni t  norin zi = a i /  / a i  , . 
C l e a r l y  is s i m p l y  t h e  m a t r i x  of  t h e  c o s i n e s  o f  t h e  a n g l e s  be-  
tween  t h e  v e c t o r s  a i ,  i = 1 ,  .. . , n .  Of c o u r s e  ; a n d  ? a r e  b o t h  
p o s i t l v e  d e f i n i t e  s y m m e t r i c  matrices. 
The S . O . R .  t e c h n i q u e  ( o r  e x t r a p o l a t e d  G a u s s - S e i d e l )  c a n  be  
w r i t t e n  a s  f o l l o w s :  
1 .  x 3  arbitrary ( q = O )  
2 .  d e f l n e  1 by = q(mod n )  + 1  
t h e n  
- q +  1  3 .  1 - f i*= (1-,E1?) , 5q  - ? * \  
q + q + l  and  go t o  2 . 
E i s  a  m a t r i x  w i t h  a  o n e  i n  p o s l t i o n  ( i , i )  a n d  z e r o s  e l s e w h e r e ;  
nAte  a l s o  t h a t  iq+' i s  c o m p u t a b l e  i n  f u n c t i o n  o f  7q r < *  1s n o t  
known b u t  ? ? *  = -b i s ) .  
- -  - 
I f  we l e t  i ( T i )  = :q + b ,  t h e  r e s l d u e ,  t h e n  a l s o  
I n  t h e  S . O . R .  hheory  o n e  d e t l n e s  a s e q u e n c e  by 
- ,  .. 
. 
1 = 7 , . . . ,.. 
-k to ?kt1 t'k = q k n ;  t h e  " ~ t e r a t l o n "  f ro m  3 ~111  be 
characterized h e r e  a s  a c y c i e  of n  ~ t e r a t i o n s .  The r e d s o n  f o r  
~ n i s  i s  o f  c o u r s e  t i ~ a t  t n e  " i t e r a t i o n "  f ro m  ;jk :Q <:crl is 
g ~ v e n  by a l l n e a r  o p e r a t o r ,  a n d  t h u s  t h e  c o n v e r g e n c e  c a n  b e  
s t u d i e d ,  a n d  r a t e s  o f  c o n v e r g e n c e  c a n  b e  identified w l t h  t h e  
s p e c t r a l  r a d i u s  o f  t h i s  o p e r a t o r .  I f  w e  d e f l n e  L a n d  6 by 
. - 
' - 1 - L - U, v h e r e  - L ( - U )  a r e  r e s p e c t i v e l y ,  t h e  s t l r l c t l v  l o w e r  
( u p p e r )  p a r t  o f  7 ,  t h e n  
t h e  c l a s s i c a l  fo rmula ;  c l e a r l y  ( 1 - a i )  -' ( ( 1  - a )  I - 06) 1s e q u a l  t o  
- 1 i I -u rn? )  (1-OE~- i )  . . . i I - U E ~  F,) . I f  w e  l e t  R = i 1-0;) ( ( 1 - 0 )  I + aG) 
t h e n  a l s o  E, ( f i k n c n )  = ';RT-' (f iKn) 
How l e t  u s  d e f i n e  t h e  Kacmarz ( e x t r a p o l a t e d )  method a p p l i e d  t o  
( 4 . 1 )  o r  ( 4 . 2 ) :  
1 .  x0 a r n i t r a r y  ( q  3 0 )  
2 .  1 d e f i n e d  by i = q  (mod n )  + 1 
3 .  xq+l-x* = p) (Xq - ,'*) 
q  + q +  1 and go t o  2 .  
-iTx* = -sit xq+' i s  computab le  i n  f u n c t i o n  o f  xq. Again ,  a s  a  
~f w e  l e t  r ( x )  = h + 6 ,  and r ( x )  = Ax + b, t h e  r e s i d u e s ,  t h e n  i t  
can  be checked  t h a t :  
Observe  t h a t :  
and t h u s  
Also ,  
(xkn+n) = r R ? - 1 -  kn r ( x  ) 
We have t h u s  shown t h e  f o l l o w i n g  " theorem" .  
?&orem 4 . 2  
I f  w e  use  t h e  Kacmarz method a p p l i e d  t o  (4 .1  ) ( 4 . 2 )  o r  t h e  
Gauss -Se ide l  method a p p l i e d  t o  ( 4 . 3 )  and ( 4 . 4 )  , w i t h  t h e  same 
relaxation paramete r  o and s t a r t l n g  p o l n t s  x' ( f o r  4 .1  and 4 . 2 1 ,  
- 0 1' t i o r  4 . 4 ) ,  7 ( f o r  4 . 3 )  s a t l s f y l n g  
x o  = iT?o = A T  .,' -
t h e n  a t  e v e r y  i t e r a t i o n ,  i t  i s  a l s o  t r u e  t h a t  
.q = AT? = ATlq . 
q 
T h i s  f a c t  was n o t i c e d  by Kahan [ 1 4 ] .  And t h u s  t h e  r a t e s  of  con- 
ve rgence  of b o t h  methods a r e  identical, and g i v e n  by t h e  s p e c -  
t r a l  r a d i u s  o f  R, (which is  known t o  be l e s s  t h a n  one i f  J E ( 0 , 2 )  ) . 
A s  t o  e v e r y  p o s i t i v e  d e f i n i t e  symmetr ic  m a t r i x  r one can  
associate ( r e a l )  Cholesky f a c t o r s  by 7 = PAT,  it  is  a l s o  c l e a r  
t h a t  t h e  S.O.R. t e c h n i q u e  a p p l i e d  t o  :q + b = 0 i s  e q u i v a l e n t  
t o  t h e  e x t r a p o l a t e d  Kacmarz method a p p l i e d  t o  hx + b  = 0 .  
A l l  of  t h i s  can be  found i n  N i c o l a i d e s  L I E ] .  
The following tneorem characterizes t h e  convergence  of  t h e  
.:arlous methods I n  t e rms  o f  t h e  a s y m p t o t i c  b e h a v i o u r  of  t h e  
directions p o i n t i n g  from t h e  i t e r a t e s  t o  t h e  op t l rna l  p o i n t .  
ASSLTe t h a t  t h e  l a r g e s t  modulus a i g e n v a l u e  i?.)  o f  R 1s r e a l ,  
p o s l t l v e  and t h e  un ique  r o o t  o f  modulus A o f  t h e  characteristic 
polynomial, w l t h  u n i t  ( r i g h t )  e l g e n v e c t o r  e l l ,  t h e n  t h e  sequence  
g e n e r a t e d  by t h e  S.O.R. method a p p l i e d  t o  ( 4 . 3 )  w i l l ,  u n l e s s  
7" - 7 i s  p e r p e n d i c u l a r  t o  t h e  l e f t  e i g e n v e c t o r  e, c o r r e s p o n d i n g  
t o  A ,  s a t i s f y :  
..Xn - *  
l i m  ' -I = 5 e  (where  3 is  e i t h e r  + 1  o r  - 1 )  
k--- '1 I :"-?I* 1 
I ,kn+n--- * 
l i m  J "  1 L = ? ,  
- icn- . * k-- 1" 1 
L e t  R = SJS-I where J i s  t h e  J o r d a n  c a n o n i c a l  form a s s o c i a t e d  
t o  R. Then t h e r e  i s  o n l y  one  J o r d a n  c a n o n i c a l  box c o r r e s p o n d i n g  
t o  A ,  and it i s  o f  d imension 1 .  L e t  ( O , O )  be  t h e  l o c a t i o n  o f  
A i n  J. 
C l a s s i c a l l y :  J~ = A ~ E ~  + o ( A q ) ,  where o ( A q )  r e p r e s e n t s  a 
( n  x n )  m a t r i x  which goes  t o  z e r o  f a s t e r  t h a n  A q .  
where siT i s  t h e  0- th  row o f  5 - l ,  and s t  i s  t h e  0- th  column o f  S 
which c a n  be  shown t o  be p r o p o r t i o n a l  t o  eA (it c o u l d  have been 
chosen e q u a l  t o  e A ) ,  w h i l e  si  i s  p r o p o r t i o n a l  t o  e i .  
The theorem f o l l o w s  p r o v i d e d  t h a t  (ei, ~ O - f i * )  # 0 . 
To summarize,  t h e  convergence  o f  fik t o  q *  t a k e s  p l a c e  a l o n g  
n one - s ided  a s y m p t o t e s ,  used i n  a c y c l i c  o r d e r ;  t h e  convergence  
i s  g e o m e t r i c ,  v i t h  a c r i s p e r  d e f i n i t i o n  o f  t h i s  c o n c e p t  t h a n  i n  
g e n e r a l  ( t h e  d e c r e a s e  o f  t h e  d i s t a n c e  o v e r  n s t e p s  t e n d s  a s  a l i m i t  
t o  A ,  and t h u s  t h e  a v e r a g e  r a t e  p e r  i t e r a t i o n  i s  "fi). Of c o u r s e  
an  a l m o s t  i d e n t i c a l  theorem h o l d s  f o r  t h e  Kacmarz method. 
I f  t h e  e i g e n v a l u e ( s )  o f  l a r g e s t  modulus i s  complex,  t h e n  
t h e  r a t e  o f  convergence  o f  t h e  Kacmarz and o f  t h e  S.O.R. 
method i s  st111 g i v e n  by t h e  n - th  r o o t  o f  t h e  modulus,  b u t  
t h e  e x i s t e n c e  o f  a sympto tes  depends  on d i s c u s s i o n s  o n  t h e  r a t i o -  
n a l i t y  o f  t h e  argument  ( i n  d e g r e e s )  o f  t h e  r o o t  o f  l a r g e s t  
modulus. I f  t h e  e i g e n v a l u e  o f  l a r g e s t  modulus were  n e g a t i v e ,  
t h e n  t h e r e  would be  n two-s ided  asympto tes .  
Now t h e  r e l a x a t i o n  method o f  Agmon d e f i n e d  i n  ( 2 . 2 )  and 
a p p l i e d  t o  ( 3 . 1 )  is  i d e n t i c a l  i n  s p i r i t  t o  t h e  Kacmarz method ( a  
s l m l l a r  argument  c o u l d  be  made t o  compare S o u t h w e l l ' s  r e l a x a t i o n  
method a p p l i e d  t o  ( 4 . 3 )  and t h e  S.O.R. method a p p l i e d  t o  ( 4 . 1 ) )  ; 
t h e  d i f f e r e n c e  i s  t h a t  t h e  sequence  o f  i n d i c e s  used i s  n o t  g l v e n  
by r e p e a t i n g  t h e  c y c l e  1 , 2 , 3 ,  . . . ,  11 b u t  by c h o o s i n g  a t  e a c h  I t e r a -  
t i o n  t h e  l n d e x  o f  t h e  l a r g e s t  r e s i d u e ,  i n  a b s o l u t e  v a l u e .  The 
same l i n e a r  o p e r a t o r s  a r e  used t o  go from one  i t e r a t i o n  t o  t h e  
n e x t ,  b u t  i n  a n  o r d e r ,  n o t  n e c e s s a r i l y  u n i q u e l y  d e f i n e d ,  d e t e r -  
mined i n  a  d i f f e r e n t  f a s h i o n ;  t h e  o r d e r  i s  n o t  d e f i n e d  a  p r i o r i ,  
b u t  1s dependen t  on t h e  i t e r a t i o n  sequence .  
I t  mlght  be wor th  p o l n t l n g  o u t  t h a t  I n  t h e  Agmon's r e l a x -  
a t l o n  method o f  ( 2 . 2 )  ( and  I n  S o u t h w e l l ' s  m e t h o d ) ,  t h e  normal l za -  
t l o n  o f  a l , l  = 1 ,  ..., n ,  changes  t h e  sequences  g e n e r a t e d ,  a s  t h e  
l n d e x  which g l v e s  t h e  maxlmum r e s l d u e  depends  on t h e  normal l za -  
t i o n .  
The r e a s o n  f o r  t h i s  s e c t i o n  is  g i v e n  by t h e  o b s e r v a t i o n  t h a t  
i f  I n  t h e  r e l a x a t i o n  method of Agmon ( 2 . 2 )  a p p l i e d  t o  ( 3 . 1 )  t h e  
i n d i c e s  chosen form c y c l e s  r e p e a t i n g  t h e  l n t e g e r s  1 , 2 , 3 ,  ..., n  i n  
sequence  t h e n  t h e  convergence  t h e o r y  o f  t h e  Kacmarz method and o f  
t h e  S.O.R. method a p p l i e s  e x a c t l y .  I t  a l s o  i n d i c a t e s  why t h e  
d i s c u s s i o n  o f  5 . 2  is needed;  i f  i n  t h e  relaxation method ( 2 . 2 )  
t h e  c y c l e  1 ,  . . . ,  n  has  r e p e a t e d  ~ t s e l f  o f t e n  enough f o r  t h e  non- 
domlna t inq  e i q e n v a l u e s  t o  have l o s t  t h e i r  powers ,  t h e n  t h i s  
c y c l e  w l l l  r e p e a t  ~ t s e l f  ad  i n f i n i t l u n ,  s o  t h a t  an  e x a c t  asymp- 
t o t i c  t h e o r y  o f  ( 2 . 2 )  would be available. 
I f  t h e  r e l a x a t i o n  method o f  ( 2 . 2 )  used  t h e  i n d e x  i ( q )  a t  
* 
i t e r a t i o n  q  = 0 , 1 , 2 ,  ... , and i f  t h e r e  e x l s t s  an i n d e x  q and a n  
* 
i n t e g e r  p  s u c h  t h a t  i ( q + p )  = ( q )  f o r  a l l  q  l q  (i .  e .  , t h e  ~ n d i c e s  
used  a r e  c y c l i c ) ,  t h e n  a l l  t h a t  has  been s a i d  above h o i d s ,  muta- 
t i s  mutand i s :  t h e  5.9. R. t h e o r y  can  be a p p l l e d  w i t h  a  Grammian 
c o n s t r u c t e d  on t h e  v e c t o r s  a i  (" , a i  ('+' ) , . . . , a i ( q + p - l  ) , ( i n  t h a t  
o r d e r ) ,  where t h e  Grammian mignt be p o s i t i v e  s e m l d e f i n l t e  l f  some 
i n d i c e s  a r e  r e p e a t e d  w i t h l n  a c y c l e ,  o r  i f  t h e  a i  u sed  a r e  n o t  
l i n e a r l y  i n d e p e n d e n t .  
The s t u d y  o f  when a  c y c l i c  o r d e r  o f  i n d i c e s  w i l l  a p p e a r  ( i n  
an asymptotic s e n s e )  has  n o t  been done y e t ,  e x c e p t  f c r  a  two- 
dimensional l i n e a r  sys t em [ 9 1 .  
5 .  EXAMPLES OF APPLICATION OF THE THEORY OF ACCELERATION OF 
THE RELAXATION METHOD 
1 .  A two-dimensional example was s t u d i e d  i n  [9] q u i t e  ex ten-  
T  2 T  
s i v e l y .  Le t  a '  = ( c o s  a ,  s i n  a )  , a  = ( c o s  a ,  - s i n  a )  , 
b1 = b2 = 0 ,  and aE(O,IT/4); a  s t u d y  o f  t h e  r e l a x a t i o n  method o f  
1 i Agmon ( 2 . 2 )  a p p l i e d  t o  ( a  , x )  + b  2 0 ,  i = 1 , 2 ,  XER" was done and 
it i s  a l r e a d y  q u i t e  messy. A s h o r t  summary fo l lows .  
Le t  a  = 2 /  ( l + s i n  2a)  , t h e n  i f  & ( a *  , 2 ]  f i n i t e  convergence o c c u r s  
f o r  any i n i t i a l  p o i n t ;  i f  a € (  1 , a  ] , t h e n  i n f i n i t e  convergence 
o c c u r s  a l o n g  2  (one-s ided)  asymptotes  f o r  a l l  s t a r t i n g  p o i n t s  i n  
an open a n g l e ,  w h i l e  f i n i t e  convergence o c c u r s  f o r  a l l  o t h e r  
s t a r t i n g  p o i n t s  ( e x c e p t  f o r  t h e  boundary o f  t h a t  open a n g l e ,  
where u n s t a b l e  i n f i n i t e  convergence i s  t h e o r e t i c a l l y  p o s s i b l e ) .  
I f  one d e a l s  wi th  t h e  system o f  e q u a l i t i e s  aix + bi = 0 ,  
* 
i = 1 , 2 ,  t h e n  i f  a E ( 1 , o  1 ,  t h e  r e s u l t s  a r e  e s s e n t i a l l y  i d e n t i c a l  
( e x c e p t  f o r  t h e  f i n i t e  convergence p a r t )  . I f  one u s e s  t h e  Kacmarz 
method f o r  t h i s  system o f  e q u a l i t i e s ,  and i f  a E ( 1 , o  ) ,  i d e n t i c a l  
r e s u l t s  can  be shown. I n  t h e  r e l a x a t i o n  method a p p l i e d  t o  bo th  
* 
e q u a l i t i e s  o r  i n e q u a l i t i e s  ( f o r  a E ( 1 , a  1 )  one u s e s  t h e  c o n s t r a i n t s  
one a f t e r  t h e  o t h e r  (maybe a f t e r  a  few i t e r a t i o n s  i n  t h e  c a s e  o f  
e q u a l i t i e s ;  i n  t h e  c a s e  o f  i n e q u a l i t i e s ,  t h i s  a p p l i e s  on ly  i f  
convergence i s  n o t  f i n i t e ,  and i f  s o ,  t h e  c y c l i c  o r d e r  s t a r t s  a t  
t h e  f i r s t  i t e r a t i o n ) .  And t h u s  f o r  oE(1 ,o  1 ,  t h e  convergence 
theory  i s  i d e n t i c a l  t o  t h a t  g iven  by t h e  S.O.R. t echn ique .  W e  
shou ld  mention t h a t  a  is  t h e  o p t i m a l  v a l u e  o f  t h e  r e l a x a t i o n  
pa ramete r ,  a s  p r e d i c t e d  by t h e  S.O.R. t h e o r y .  
I f  a ~ ( o  , 2 ) ,  t h e n  t h e  S.O.R. theory  shows a  r a t e  o f  conver-  
gence o f  a-1 which is  t h e  modulus o f  t h e  two complex e i g e n v a l u e s  
* 
of t h e  o p e r a t o r  R, a s  d e f i n e d  i n  s e c t i o n  4 .  I f  oE(o , 2 )  , t h e n  
t h e  c a s e  o f  t h e  r e l a x a t i o n  method o f  Agmon a p p l i e d  t o  t h e  equa l -  
i t i e s  has  n o t  been s t u d i e d  i n  a  s a t i s f a c t o r y  manner: t h e  i n d i c e s  
o f  t h e  e q u a l i t i e s  a r e  n o t  used i n  any e a s i l y  r e c o g n i z a b l e  c y c l e s ,  
and t h u s  t h e  whole t h e o r y  o f  l i n e a r  o p e r a t o r s  does  n o t  seem t o  
h e l p .  Experiments have been performed (and a l s o  w i t h  s u b g r a d i e n t  
o p t i m i z a t i o n ) ,  b u t  w i l l  be r e p o r t e d  e l sewhere .  Improvements of 
r a t e s  o f  convergence o v e r  t h e  S.O.H. t h e o r y  seem t y p i c a l .  
2 .  An a s s i g n m e n t  p r o b l e m  w i l l  b e  s t u d i e d  i n  some d e t a i l .  
I t  h a s  b e e n  c h o s e n ,  b e c a u s e  w e  t h i n k  t h a t  it  i s  t h e  h a r d e s t  o n e  
f rom t h e  p o i n t  of view o f  t h e  r e l a x a t i o n  method ( n o t e  a g a l n  t h a t ,  
when w e  t a l k  o f  r e l a x a t i o n  me thod ,  i t  i m p l i e s  t h a t  we make t h e  
* 
u n r e a l i s t i c  a s s u m p t i o n  t h a t  f i s  known) .  
T h i s  p r o b l e m  i s  d e f i n e d  by a  c o s t  m a t r i x  wh ich  is z e r o :  
C .  . = 0 ,  i ,  j = I ,  ..., n ;  w e  w i l l  d e n o t e  t h i s  a s s i g n m e n t  p r o b l e m  
lJ H 
by An ' 
C l e a r l y :  
Note t h a t  t h e s e  two expressions a r e  n o t  d e f l n e d  I n  t e r m s  o f  t h e  
same se t  o f  l i n e a r  p l e c e s :  
I n  t h e  f i r s t  c a s e  
i f ( x )  = rnin {(a , x ) )  
i E i  
i k 
w h e r e  a l ~ ~ "  is a n y  v e c t o r  satisfying ( a i , e )  = o ,  ( a  , e  ) i s  a n  i n -  
t e g e r  ( +  o r  - 1  l e s s  t h a n  o n e ,  := = 1 , .  . . ,r., ( e  is  a  v e c t o r  o f  o n e s ,  
e k  i s  a  v e c t o r  w i t h  o n e  i n  7 o s l t l o n  k  and  z e r o s  e l s e w h e r e ) .  
I n  t h e  s e c o n d  c a s e  
f ( x )  = min ( . l L , x ;  , 
i = l , .  . . . n  
i i 
where  v  = e - n e  , 1 = l ,  . . . ,  n. 
The l m p l l c a t l o n s  o f  t n l s  d l s t l n c t l o n  a r e  n o t  e a r t n - s h a k l n g ,  
~ u t  t n e y  n a y  l e a d  t o  d l s t l n c t  s e q u e n c e s ;  t h l s  1s r e l a t e d  t o  t h e  
question: wnen t h e r e  1s rnore t h a n  o n e  s u b g r a d l e n t ,  wh l ch  o n e  1s 
c h o s e n ?  T h l s  d e p e n d s  o n  t h e  e x a c t  way s u b p r o b l e m s  a r e  f o r m u l a t e d  
and  s o l v e d .  
The o p t i m a l  se t  i s  P = (cie : r r e a l } ;  n o t i c e  t h a t  
( a f ( x )  , e )  = 0 ,  VXER" and  t h u s  w i t h  e i t h e r  t h e  r e l a x a t i o n  method 
m m 
o r  s u b g r a d i e n t  o p t i m i z a t i o n  ( x O , e )  = ( x q , e )  = ( X  , e )  , where x  , 
t h e  p o i n t  t o  which t h e  s e q u e n c e  c o n v e r g e s  ( i f  it  d o e s  c o n v e r g e )  
is  g i v e n  by: 
To s i m p l i f y  t h e  n o t a t i o n ,  w e  w i l l  assume t h a t  (x"  , e )  = 0 ,  
* 
and t h u s  " t h e "  o p t i m a l  p o i n t  is  x  = 0 .  The whole  s e q u e n c e  t a k e s  
p l a c e  i n  t h e  ( n - 1 ) - d i m e n s i o n a l  s u b s p a c e  S = IXER" : ( e , x )  = 0); 
and  t h u s  t h e  problem ( 5 . 1 )  o r  ( 5 . 2 )  i s  e f f e c t i v e l y  a  p rob lem i n  
(n- 1  ) d imens ions .  
I f  x  E S t h e n  f  ( x )  = -n inax xi  i and t h u s  
i = l ,  ..., n  
I t  i s  p o s s i b l e  t o  check t h a t :  
i 1 .  The e x t r e m e  p o i n t s  o f  a f ( 0 )  a r e  v  , i = 1 ,  ..., n  
2. ( v i , v J )  = -n i f  1 # j 
lvi12 = n ( n - 1 )  
i 3 .  T h e  s o l u t i o n  o f  t h e  n-1 e q u a t i o n s  ( v  , x )  = 0 ,  
r  = 1 . 2 ,  j - 1  , j + l  , . . . , n  s u c h  t h a t  xES is  g i v e n  by v J .  
Proof * 
p = = l n f  i n £  - ( u , x  ( x )  -x )  
x* uE; l f (x )  , u l  / x * ( x ) - x l  
The c o s i n e  f u n c t i o n  i s  q u a s i c o n c a v e  (on  t h e  domain where i t  
1s positive), and t n u s  t h e  l n n e r  infimum i s  a t t a i n e d  a t  ex t r eme  
p o l n t s  o f  a f  ( x )  . But f o r  e v e r y  x ,  e v e r y  e x t r e m e  p o i n t  of  af ( x )  
h a s  norm n  (n- 1  ) . 
Thus I 
n  max x .  
! ? 3 
= i n £  
i z l  I.= 1 
: 1 x .  = 0 ,  t x- = 1 p  
- 
( t h e  i n f  max i s  a t t a i n e d  f o r  ( x i  = '1 n- 1 X .  = - V n ,  
- 1 V n  (n-1)  
1 # i ) ,  i = 1 ,  ..., n )  Q . E . D .  
5. The rnlnlrnum 3 o r  : 1s a t t a l n e d  f o r  
x = i v J  + K e ,  V :  > 0 ,  V K ,  j = l  , . . . ,  n . 
t h e  bound on t n e  r l q h t  1s t l g h t  ~t x = - . v '  + Ke , V i  . 0 ,  
K ,  1 = 1 , . . . ,  n and on t h e  l e f t  l f  x  = i v -  + K e ,  V J  . 0 ,  
VK, ] = I  , . . . ,  a. 
Thus cne r a t e  o f  convergence ,  a s   roved I n  ( 7 3  f o r  t h e  r e l a x a t i o n  
method i s  , and t h e  s u s t a i n a b l e  r a t e  o f  conver-  
in-1) 
qence  [ 7 ]  , i 2 l  I f o r  s u b g r a d i e n t  o p t i r n l z a t i o n  i s  z ( p )  = 
This  is  n o t  ve ry  good. A b e t t e r  t h e o r y  certainly e x i s t s .  
we w i l l  t r y  co show c h a t  i sp rovement s  i n  t h e  t h e o r y  can  
p r o b a b l y  be made by u s l n g  t h e  comparison w i t h  t h e  S.G.R. t e c h -  
n i q u e ,  p r o v l d e d  t h a t  a l l  s u b g r a d i e n t s  ( e x c e p t  o n e )  a r e  used  
i n  a  c y c l i c a l  o r d e r .  What w e  w i l l  do h e r e  i s  t o  e x h i b i t  a  se- 
H quence  g e n e r a t e d  by t h e  r e l a x a t i o n  method ( 2 . 2 )  a p p l i e d  t o  An 
which i s  c y c l i c a l ,  and t h e n  i n d i c a t e  t h a t  t h i s  s e q u e n c e  is s t a b l e .  
L e t  t h e  i n i t i a l  p o i n t  be :  
Note t h a t  x: > x i  > . . . > x  0 
11-1 > x: 
n  
and t h a t  1 x i  = ( x O , e )  = 0 . ( W e  assume p # 1 ) .  
k= 1 
A t  t h e  f i r s t  i t e r a t i o n ,  t h e  s u b g r a d i e n t  v1 = e - n e l  i s  c h o s e n ,  
and t h e  second  i t e r a t e  w i l l  be :  
1 .  
x  1s s i m p l y  pxO w i t h  a  s h i f t  o f  one  down o f  a l l  component 
i n d i c e s ,  e x c e p t  t h e  n - t h ,  (which  r ema ins  l a s t ) ,  and t h e  1 - s t  
which becomes t h e  ( n - 1 ) - s t .  C o n d i t i o n  ( 5 . 3 )  s i m p l y  e x p r e s s e s  
the f a c t  t h a t  t h e  fo rmula  is c o n s i s t e n t  and t h a t  t h e  sequence  
w i l l  r e p e a t  i t s e l f  ( ( 5 . 3 )  is a n  e q u a t i o n  between p and a )  . 
where  pnn = 1 
P i , i - l  = f o r  i = 2 ,  ..., n-1 
P i ,  j = 0 o t h e r w i s e ,  
and  a l s o  
x(k+n- l  - p n - l p n - l x ( k )  = o n - l x ( k ) .  
The s u b g r a d i e n t s  a r e  u s e d  i n  t h e  c y c l i c a l  s e q u e n c e  
1 2  n-1 1  2  n- 1  
v  , v  ,..., v  , v  , v  ,..., v  ,... 
I t  c a n  be  c h e c k e d  t h a t :  
k  = 0,  ..., n-2 
w e e  = 1 xk - x  > 0 V i  = 1 , . . . ,n-1 ( 5 . 5 )  
n l n  
. The v e c t o r  (ii;, i = l , .  . . , n -1 )  is  a n  e l g e n v e c t o r  o f  t h e  
S . O . R .  o p e r a t o r  R = ( I - o f , ) - '  ( ( 1 - a )  I + U ~ )  where  ? is t h e  
1  Cramnian  c o n s t r u c t e d  on ( v  , . . . , vn - '  i /  d x .  
The o p e r a t o r  R o f  t h e  S.O. R. method h a s  a  c h a r a c t e r i s t i c  
e q u a t l o n  ( l n  v a r i a b l e  w )  which  i s :  
o r  d e t  
4 + a - 1  
-01 (n -  1 ) . . . 
- a o / ( n - 1 )  d + a - l  . . .  
= 0 
which can be computed a s  
T h i s  polynomial  can be r e l a t e d  t o  ( 5 . 3 )  which i s  o b t a i n e d  
n- 1 by l e t t i n g  p =W and t a k i n g  t h e  ( n - 1 ) - t h  ( r e a l ,  p o s i t i v e )  r o o t  
o f  ( 5 . 6 ) :  
Every r o o t  0 o f  (5 .7 )  g i v e s  r i s e  t o  a  r o o t  of (5 .6 )  g i v e n  by 
n- 1 
w=p . I f  (5 .7 )  has  (n-1) d i s t i n c t  r o o t s  p i ,  such t h a t  
n- 1 
w . = p i  a r e  d i s t i n c t ,  t h e n  w i t  i = l ,  ..., n-1 a r e  t h e  (n-1) r o o t s  
o f  ( 5 . 6 ) .  
I t  is n o t  t o o  s u r p r i s i n g  t h a t  ( 5 . 3 )  i s  i d e n t i c a l  t o  (5 .7 )  . 
I n  o r d e r  t h a t  t h e  sequence of p o i n t s  g i v e n  by (5 .2)  , ( 5 . 3 )  , (5 .4 )  
be  o b s e r v a b l e  i n  p r a c t i c e ,  t h e  s t a b i l i t y  o f  t h a t  sequence must 
be proved. S t a b i l i t y  f o l l o w s  i f  two c o n d i t i o n s  a r e  met: 
+ Condition 5.1 The l a r g e s t  modulus r o o t  of ( 5 . 6 ) ,  s a y  w , must be 
r e a l ,  p o s i t i v e ,  unique and l a r g e r  i n  modulus t h a n  a l l  o t h e r  r o o t s  
of ( 5 . 6 )  ( t h e  same s t a t e m e n t  h o l d s  m u t a t i s  mutandis  f o r  D +  
+ (n-' ) i f  a l l  r o o t s  o f  ( 5 . 7 )  a r e  d i s t i n c t )  : t h e  v e c t o r  fiO = ( w  ) 
given  by (5 .5 )  i s  t h e  e i g e n v e c t o r  o f  t h e  o p e r a t o r  R correspond-  
+ Ing  t o  w . 
Condition 5.2  For a  neighbourhood o f  fio ( g i v e n  by 5 .5 )  , one needs  
t h a t  t h e  same c y c l i c  u s e  o f  s u b g r a d i e n t s  a s  g i v e n  by (5 .21 ,  ( 5 . 3 )  
and ( 5 . 4 )  be p rese rved  f o r  a l l  i t e r a t i o n s .  A s k e t c h  of t h e  long  
and u n e v e n t f u l  proof fo l lows  ( i f  one assumes a l l  e i g e n v a l u e s  t o  
be d i s t i n c t  s o  t h a t  a  f u l l  s e t  of e i g e n v e c t o r s  e x i s t s )  : l e t  
= i0 + E O ,  where fio i s  given  by ( 5 . 5 )  and E" i s  a  l i n e a r  combina- 
t i o n  o f  t h e  e i g e n v e c t o r s  o f  R ( e x c l u d i n g  f iO) ; t h e  e q u a t i o n s  ex- 
p r e s s i n g  t h a t  a t  i t e r a t i o n  k + l  (n-1 ) (where 0 5 k  5 n-1 ) , t h e  sub- 
g r a d i e n t  t o  be used i s  v k ,  a r e  l i n e a r  i n e q u a l i t i e s  i n  t e rms  of 
7 
variables which are the com2onents (poss~bly complex) of E In 
terms of the nondominating eigenvectors of R and are such that 
the coefficients of the variables are proportional to the L-th 
power of the corresponding eigenvalues (multiplied by constants 
which depend only on k and R), while the constant term is pro- 
portional ( w + ) '  (times constant which depend on k and R). Every 
one of these inequalities for every k=0, ..., n-1, k=Ol...,m, each 
of which contains zero, contains a neighbourhood of zero. Thus, 
if E~ belongs to some neighbourhood of zero, the indices are 
used in the cyclical order 1,2,. . . ,n-1,l , 2 , .  . . ,n-1 . . . . 
A proof of this second condition for stability would become 
interesting if some useful characterization of these neighbour- 
hoods of attraction into a given cyclical order could be given. 
H We will now move to experimentation on All. The number 1 1  
was chosen because the routlne (Jenkins-Traub) we had available 
to us broke down for n rather small on the polynomials glven 
by ( 5 . 6 )  or (5.7). 
Figure 2 .  Roots of (5.7) and experimental ratss of convergence 
ti of the relaxation method applled to A , ,  . 
For n = l l ,  F i g u r e  2  shows t h e  modulus o f  t h e  r o o t s  o f  ( 5 . 7 )  f o r  
O E  [ 1 , 2 ] .  I t  was checked t h a t  t h e  10-th power o f  t h e s e  r o o t s  
a r e  t h e  r o o t s  o f  (5 .6 )  because t h e y  a r e  d i s t i n c t  ( e x c e p t  a t  
i s o l a t e d  p o i n t s ,  where,  by c o n t i n u i t y ,  it does  n o t  matter) ,  and 
i n  f a c t  ( 5 . 6 )  was s o l v e d  and it confi rmed t h i s  ( n o t e :  t h e  rou- 
t i n e  w e  used  b roke  down on ( 5 . 6 )  f o r  v a l u e s  o f  a  above 1 . 7 ) .  
The r o o t s  o f  ( 5 . 7 )  a r e  shown h e r e  because  t h e y  r e p r e s e n t  what 
has  been c a l l e d  t h e  r a t e  o f  convergence o f  t h e  r e l a x a t i o n  
method (2 .2)  , w h i l e  t h e  r o o t s  o f  (5 .6)  r e p r e s e n t  the r a t e  o f  
convergence o f  c y c l e s  (n-1 i t e r a t i o n s )  o f  t h e  S.O. R. method; 
comparisons  w i t h  exper iments  r e p o r t e d  i n  o t h e r  works can  b e  
made. 
I t  t h u s  f o l l o w s  t h a t  w e  have shown t h a t  f o r  a E [ I ,  1.431 
t h e  r a t e  o f  convergence o f  t h e  r e l a x a t i o n  o f  ( 2 . 2 )  a p p l i e d  t o  
H 
A l l ,  a s  f u n c t i o n  o f  a ,  and f o r  a  set o f  i n i t i a l  p o i n t s  o f  d i -  
mension 11, i s  given  by t h e  graph o f  t h e  l a r g e s t  r o o t .  
A s i m i l a r  g raph  cou ld  be  drawn f o r  any v a l u e  o f  n.  Exper i -  
ments and t h e  t h e o r y  o f  polynomials  show t h a t  ( f o r  UE( 1 , 2 )  ) : 
1. ( 5 . 7 )  h a s  e i t h e r  two, one  doub le ,  o r  no p o s i t i v e  r e a l  
r o o t s .  
2. (5 .7 )  h a s  one n e g a t i v e  r o o t  i f  n  is even. 
3 .  The complex r o o t s  o f  (5 .7)  g e t  t o  be ex t remely  c l o s e  i n  
modulus b u t  n o t  i d e n t i c a l  ( e x c e p t ,  o f  c o u r s e ,  f o r  t h e  
c o n j u g a t e  p a i r s ) ,  a s  o i n c r e a s e s  from 1  t o  2 ,  w h i l e  t h e  
n e g a t i v e  r o o t  ( f o r  n  even)  i s  always l e s s  i n  modulus 
t h a n  t h e  complex r o o t s ,  b u t  comes ve ry  c l o s e  i n  modulus 
when o  goes  from 1 t o  2. 
4.  The two complex r o o t s  which o r i g i n a t e  from t h e  p o s i t i v e  
r e a l  r o o t s ,  when o  i n c r e a s e s ,  remain, i n  modulus, 
s i g n i f i c a n t l y  l e s s  t h a n  t h e  o t h e r  complex r o o t s .  
5 .  The l a r g e s t  modulus r o o t  of ( 5 . 7 )  has  a  modulus g r e a t e r  
t h a n  o r  e q u a l  t o  (a-  1 ) l ' (n- l )  ( t h i s  is c l a s s i c a l  i n  t h e  
S. 0.  R. t h e o r y )  . 
I t  s h o u l d  be  no ted  t h a t  i f  o  < 1 ,  t h e n  R i s  a  p o s i t i v e  
m a t r i x ,  and t h u s  t h e  e x i s t e n c e  o f  a  dominat ing p o s i t i v e  r e a l  
r o o t  fo l lows  from t h e  Perron ( F r o e b i n i u s )  theorem. 
Experiments t o  v e r l f y  a l l  of t!lis w e r e  made ,  a n d  t h e  o b -  
s e r v e d  r a c e  o f  c o n v e r g e n c e  a s  a  f u n c t l o n  o f  TI i s  p l o t t e d  
i 7 ~ g u r e  2 ) .  F o r  .J E [ I ,  1 .431 t h e  experiments c o n f i r m  t h e  t h e o r y  
q u i t e  e x a c t l y  ( i f  j E ( 0 , l )  t h e  same would  b e  t r u e ) .  What e x p e r l -  
m e n t s  a l s o  i n d i c a t e  i s  t h a t ,  a f t e r  a  few i n i t i a l  i t e r a t i o n s ,  n-1 
s u b g r a d i e n t s  a r e  u s e d  l n  a  c y c l e  ( o f  o r d e r  n-1)  ; o f  c o u r s e  any 
(n -1)  s u b g r a d i e n t s  c o u l d  b e  u s e d  i n  any c y c l e  o f  o r d e r  n-1.  I n  
t h l s  p r o b l e m ,  c y c l i n g  s e e m s  t o  b e  a n  attracting b e h a v i o u r  f o r  
a l l  s t a r t i n g  p o i n t s  ( i f  J 1 1 . 4 3 ) ,  i n  t h a t  c y c l i n g  o c c u r s  a f t e r  
some i t e r a t i o n s .  
Note t h a t  t h e  r a t e  o f  c o n v e r g e n c e  o b t a i n e d  f o r  a = l . u 3  i s  
a b o u t  . 9 3 ,  w h i l e  t h e  r a t e  g i v e n  by p r e v i o u s  t h e o r i e s  ( f o r  o = i  ) 
is = . 9 9 5 ;  a n d  t h u s  t h e  t h e o r y  o f  a c c e l e r a t i o n  i s  a  10 
s l j n i f i c a n t  Improvement .  
W e  s h u u l d  m e n c l o n  t h a t  t h l j  e x a m p l e  1s v e r y  particular: t 7 e  
m a t r l x  R d e p e n d s ,  I n  g e n e r a l ,  o n  t h e  se t  o f  s u b g r a d l e n t s  u s e u  l n  
a  c y c l e ,  a n d  o n  t h e  o r d e r l n g  o f  t h e  c y c l e ;  b u t  l n  t h l s  c a s e ,  
b e c a u s e  o f  t h e  f a c t  t h a t  i v l ,  v l ) = C o n s t a n t  l f  I.#], R d o e s  n o t  
c h a n g e .  I t  would  l m p l y  t h a t ,  i n  g e n e r a l ,  a  w h o l e  f a m l l y  o f  
m a t r l c e s  R ( a n d  o f  polynomials) would  n e e d  t o  b e  s t u d l e d ;  a n d  
o f  c o u r s e  t h a t  t h e  l d e a  o f  02 r a t e  o f  c o n v e r g e n c e  disappears 
( t n e r e  m l g h t  b e  m a n y ) .  F l g u r e  2  a l s o  c l e a r l y  shows  t h a t  l f  
-E ( : . J 3 ,  2 )  , t n e  r a t e  o f  c o n v e r g e n c e  1s q u l t e  different f rom t n e  
m o d u l u s  o f  t h e  e l g e n v a l u e s  o f  R ( ~ n  f a c t ,  t h e  c o n c e p t  o f  r a t e  o f  
c o n v e r g e n c e  l n  t h l s  c a s e  n a s  n o t  b e e n  e x a c t l y  defined). 
The w h o l e  se t  o f  n  s u b g r a d l e n t s  1s u s e d  l n  a  n o n c y c l i c a l  
way, w l t h  n o  r e c o g n i z a b l e  p a t t e r n .  I t  a l s o  means t h a t  t h e  t h e o r y  
o f  l l n e a r  o p e r a t o r s  d o e s  n o t  seem t o  p r o v l d e  a n y  i n s l q h t s  a b o u t  
c o n v e r g e n c e  t h e o r y  ( o f  c o u r s e  c o n v e r g e n c e  t a k e s  p l a c e  a t  a  r a t e  
o f  a t  most (/ 1 - 0  ( 2 - 1 )  p2,' b u t  t h l s  i s  a  r a t e  whrch  i g n o r e s  t h e  
interactions b e t w e e n  successive i t e r a t e s ) .  I t  a l s o  shows  t n a t  
i n  t h i s  c a s e ,  when n o n c y c i l n g  b e h a v i o u r  o c c u r s ,  a n  e x t r a  a c c e l -  
e r a t l o n  ( b e y o n d  t h e  a c c e l e r a t i o n  3 l v e n  by t h e  S .  0. R. t h e o r y )  
t a k e s  p l a c e .  A t  t h l s  p o l n t  i t  i s  q u l t e  u n c l e a r  how t n l s  c o u l d  
b e  s t u d i e d  t h e o r e t i c a l l y .  
3. Almost a l l  t h a t  was s a i d  i n  t h e  p r e v i o u s  s e c t i o n  c a n  be  
i n t e r p r e t e d  i n  t e r m s  o f  t h e  s o l u t i o n  o f  t h e  s y s t e m  o f  l i n e a r  
n  
n  
e q u a l i t i e s  (v4.,x) =O, i - 1 , .  . . ,n-1 wnere x € S = { e R  : 1 x.=O}.  I t  
j=1 J 
shows t h a t  f o r  v a l u e s  o f  a below t h e  o p t i m a l  r e l a x a t i o n  param- 
eter  (1.43), c h o o s i n g  i n d i c e s  a c c o r d i n g  t o  t h e  maximum r e s i d u e  
g i v e s  rise t o  t h e  same r a t e  o f  conve rgence  a s  a  c y c l i c  c h o i c e  
o f  i n d i c e s .  
B e f o r e  e n d i n g  t h i s  s e c t i o n ,  w e  would l i k e  t o  emphas ize  t h a t  
w e  have  d e a l t  w i t h  o n l y  a  few examples ,  and  t h a t  n o t  a l l  t h a t  
h a s  been  o b s e r v e d  c a n  be e x t e n d e d  v e r b a t i m .  A  g e n e r a l  t h e o r y  
migh t  n o t  b e  u n a t t a i n a b l e  b u t  it seems t o  b e  e x c e e d i n g l y  complex.  
6 .  SUBGRADIENT OPTIMIZATION 
* 
I n  most  o p t i m i z a t i o n  problems t h e  o p t i m a l  v a l u e  o f  f  i s  
n o t  ~ n o w n ,  and  t h u s  t h e  r e l a x a t i o n  method ( 2 . 2 )  is  n o t  implemen- 
t a b l e .  P a r t  o f  t h e  i n t e r e s t  i n  it comes f rom t h e  f a c t  t h a t  t h e  
two t h e o r i e s  on  r a t e s  o f  conve rgence  ( s u b g r a d i e n t  o p t i m i z a t i o n  
and  r e l a x a t i o n  method) a p p e a r  t o  b e  r e l a t e d .  Bounds on  t h e  r a t e s  
o f  conve rgence  o f  t h e  two methods were shown t o  b e  i d e n t i c a l ,  
unde r  some c o n d i t i o n s ,  i n  [ E l ;  t h o s e  bounds d i d  n o t  a c c o u n t  f o r  
any a c c e l e r a t i o n  p r o p e r t i e s .  
No t h e o r y  h a s  y e t  been d e v e l o p e d  which  would show t h e  a c c e l -  
e r a t i o n  o f  s u b g r a d i e n t  o p t i m i z a t i o n .  So back t o  e x p e r i m e n t a t i o n  
H 
on  t h e  example o f  s e c t i o n  ( 5 . 2 )  (A, ) . 
Note t h a t  i n  t h e  sequence  o f  i t e r a t e s  g i v e n  by ( 5 . 3 ) ,  it is  
e a s y  t o  see t h a t  / x  ( k + l )  - x ( k )  o o k ,  and  t h u s  t h a t  i f  
one  s t a r t e d  s u b g r a d i e n t  o p t i m i z a t i o n  from t h e  p o i n t  x ( O )  w i t h  
- V 
A - =  a and o and p r e l a t e d  by ( 5 . 3 1 ,  t h e n  s u b g r a d i e n t  
, V n - l )  
optimization c o u l d  t h e o r e t i c a l l y  g e n e r a t e  t h e  same s e q u e n c e  o f  
p o i n t s  ( 5 . 4 )  a s  t h e  r e l a x a t i o n  method. T h i s  d i d  n o t  happen i n  
p r a c t i c e ,  b e c a u s e  r o u n d i n g  e r r o r s  made t h e  sequence  u n s t a b l e  
What was o b s e r v e d  i n  p r a c t i c e  i s  t h a t  t h e  s u s t a i n a b l e  r a t e  
o f  conve rgence  o f  s u b g r a d i e n t  o p t i m i z a t i o n  was a r o u n d  . 9 2 ,  even  
t h o u g h  t h e  s e q u e n c e  o f  i t e r a t e s  u s e d  a l l  n  s u b g r a d i e n t s  i n  a  
p a t t e r n  w i t h  no d i s c e r n a b l e  regularity. With  s u b g r a d i e n t  o p t i -  
m i z a t i o n  r a t e s  o f  c o n v e r g e n c e  be tween  . 9 2  a n d  .9 were  some t lmes  
a c h i e v e d ,  b u t  it r e q u i r e d  t h a t  A ?  b e  c h o s e n  v e r y  c a r e f u l l y ,  a s  
c o n v e r g e n c e  f a i l e d  f o r  h l g h  v a l u e s  o f  X o  a s  w e l l  a s  f o r  low 
v a l u e s  o f  X . T h l s  examp le  ( a s  w e l l  a s  TR 4 8 )  c l e a r l y  indicates 
a  relationship be tween  t h e  r a t e s  o f  c o n v e r g e n c e  o f  s u b g r a d i e n t  
o p t i m i z a t i o n  a n d  o f  t h e  r e l a x a t i o n  n e t h o d ;  a n d  t h u s  t h a t  some 
fo rm  o f  a c c e l e r a t l o n  o c c u r s  i n  s u b g r a d i e n t  o p t i m i z a t i o n .  
7 .  CONCLUSIONS, CONZECTURES AND AREAS OF FUTURE RESEARCH 
S u b g r a d i e n t  o p t i m i z a t i o n  h a s  worked  w e l l  i n  p r a c t i c e  o n  
q u l t e  a  few p r o b l e m s  g e n e r a t e d  f r o m  c o m b i n a t o r i a l  p r o b l e m s .  W e  
t h i n k  t h a t  a  c o m p l e t e  e x p l a n a t i o n  o f  t h l s  p r a c t i c a l  e f f e c t i v e -  
n e s s  w i l l  r e q u i r e  f o u r  p a r t s .  
?err 2 
The t h e o r y  o f  a c c e l e r a t l o n  o f  t h e  c l a s s i c a l  S.O.R. t h e o r y  
e x t e n d s ,  somet lmes ,  t o  t h e  relaxation method f o r  i n e q u a l l t l e s  and  
a l s o  t o  s u b g r a d r e n t  o p t l m l z a t l o n .  T h l s  1s essentially wha t  h a s  
b e e n  done  I n  t h l s  p a p e r ,  t n r o u q h  a m l x t u r e  o f  t h e o r y ,  examp le s  
and  experiments. A g e n e r a l  t h e o r y  would  n e e d  t o  add  a  few 
l a y e r s  o f  complexity t o  t h e  S . O . R .  t h e o r y  \ ~ n  c a s e s  whe re  ~t 1s 
n o t  v e r y  c o m p l e t e ,  l . e . ,  where  r n a t r ~ c e s  a r e  p o s l t l v e  d e r r n l t c ) ,  
a n d ,  ~ f  t h e  b e h a v l o u r  1s n o n c y c l ~ c a l ,  t h e n  t h e  S.O.R. t h e o r y  
d o e s  n o t  seem t o  h e l p .  
?urr I 
F o r  some c l a s s e s  o f  c o m b l n a t o r l a l  p rob l ems  t h e r e  a r e  u n l -  
v e r s a 1  bounds  o n  , a n d  ;. For I n s t a n c e ,  we c o n ~ e c t u r e  t h a t  f o r  
1 
any  a s s l g n m e n t  p r o b l e m ,  u = ~ = -  
n- 1 ' 
T n l s  c o n j e c t u r e  L S  a nit m l s l e a d l n g :  t h e  v a l u e s  o f  t n e  
c o n d ~ t l o n  numbers c l o s e  t o  t h e  o p t l m a l  s e t  ( v -  a n d  j c i  c o u l d  be  
mucn a b o v e  l /  in -1)  . I n  t n l s  p a p e r  we showed t h a t  - ,  3, p c  o r  
Q a r e  n o t  v e r y  a c c u r a t e  l n d l c a t o r s  o f  t h e  r a t e  o f  c o n v e r g e n c e ;  
H 
s o  w e  w l l l  a l s o  c o n ] e c t u r e  t h a t  t h e  a s s l g n m e n t  p r o b l e m  An ( f o r  
wh lcn  - = ;  = l / ( n - 1 ) )  w l l l  g l v e  t h e  l o w e s t  r a t e  o f  c o n v e r g e n c e  
C C 
f o r  both t h e  r e l a x a t i o n  method and s ubg r ad i en t  o p t i m i z a t i o n ,  i f  
t h e  a c c e l e r a t i o n  phenomenon is  t aken  i n t o  account .  
P a r t  3 
To every problem one could a s s o c i a t e  a r a t e  of convergence 
ach i evab l e  by subgrad ien t  op t im iza t i on .  And t h u s  w e  could  make 
p r o b a b i l i s t i c  s t a t emen t s  f o r  t h e  r a t e s  of convergence of sub- 
g r a d i e n t  op t im iza t i on  i f  t h e  d a t a  of a problem v a r i e s  accord ing  
t o  c e r t a i n  p r o b a b i l i t y  d i s t r i b u t i o n s .  
In  f a c t  every experiment wi th  subg r ad i en t  op t im iza t i on  
could  be viewed a s  a s imu la t i on  experiment  designed t o  e s t i m a t e  
t h e  p r o b a b i l i t y  d i s t r i b u t i o n  of t h e  convergence r a t e s .  One 
should p o i n t  o u t ,  t h a t  t h e  experiments  r epo r t ed  i n  t h e  publ i shed  
l i t e r a t u r e  a r e  a very b i a se d  sample as it is  a p r a c t i c e  (some- 
t i m e s  un fo r tuna t e )  no t  t o  r e p o r t  f a i l e d  experiments .  
H For i n s t a n c e ,  problem AU8 was s t u d i e d  a s  a few assignment  
problems of t h i s  s i z e  have been s t u d i e d  by Held, Wolfe and 
Crowder [ 1 2 ] .  I n  [ 7 ] ,  it was shown t h a t  f o r  A  4 8  (an assignment  
problem s t u d i e d  a l s o  i n  1121) t h e  b e s t  r a t e  o f  convergence was 
H 
. 8 5 .  For Au8 ,  t h e  r o o t s  of (5 .7 )  were s t u d i e d ,  even though t h e  
r o u t i n e s  f o r  so lv ing  polynomials broke down. W e  found, by us ing  
~ o u c h 6 ' s  theorem (of  t h e  theory  o f  complex v a r i a b l e s )  t h a t  t h e  
minimum va lue  o f  D ,  s u b j e c t  t o  t h e  c o n d i t i o n s  t h a t  it be t h e  
s t r i c t l y  dominating r e a l  p o s i t i v e  r o o t  o f  ( 5 . 7 ) ,  was around 
.9926 f o r  a va lue  of 0 around 1.693. ( ~ o u c h & ' s  theorem was used 
t o  show t h a t  a l l  r o o t s  of ( 5 . 7 ) ,  excep t  .9926, a r e  i n  a complex 
c i r c l e  / z (  2 .9926-E) .  Comparing .9926 t o  . 8 5  seems t o  i n d i c a t e  
t h a t  "random" assignment  problems w i l l  g ive  rise t o  r a t e s  o f  
convergence which a r e  reasonably good, on t h e  average .  
Other c l a s s e s  o f  combina tor ia l  problems should be s t u d i e d ;  
i n  f a c t  an assignment problem was chosen h e r e ,  because it i s  
reasonably  easy  t o  s t udy ,  and we should a t  l e a s t  say t h a t  it 
would be q u i t e  absurd t o  s o l v e  assignment  problems by using 
subgrad ien t  op t im iza t i on .  
W e  w i l l  a l s o  c o n j e c t u r e  t h a t  t h e  h a r d e s t  p r o b l e m s  f rom t h e  
p o l n t  o f  v l e w  o f  s u b g r a d i e n t  o p t i m i z a t i o n  n o t  o n l y  n a v e  low 
probability, b u t  a l s o  a r e  t h e  e a s i e s t  f r o m  a  c o m b i n a t o r i a l  p o i n t  
o f  v i e w .  
F o r  r n s t a n c e ,  A t  i s  t r i v i a l ,  a n d  i t  is  h a r d  f r o m  t h e  p o i n t  
o f  v i e w  o f  s u b g r a d i e n t  e s t i m a t i o n .  I t  s h o u l d  b e  p o s s i b l e  t o  
r e l a t e  u c  a n d  t o  t h e  n a t u r e  o f  t h e  s o l u t i o n  t o  t h e  p r i m a l  
a s s i g n m e n t  p r o b l e m .  
I t  a l s o  i n d i c a t e s  why s u b g r a d i e n t  o p t i m i z a t i o n  w o r k s  quite 
w e l l  w i t h i n  a  b r a n c h  a n d  bound f r a m e w o r k  [ l o ] :  s u b g r a d i e n t  
o p t i m i z a t i o n  s e e m s  t o  work b e t t e r  when t h e  c o m b i n a t o r i a l  n a t u r e  
o f  t h e  p r o b l e m  i s  h a r d .  
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NUMERICAL EXPERIMENTS I N  
NONSMOOTH OPTIMIZATION 
C l a u d e  L e ma rgc ha l  
INRIA. F r a n c e  
1 . INTRODUCTION 
The a i m  o f  t h i s  p a p e r  i s  t o  show t h e  b e h a v i o r  o f  v a r l o u s  
m e t ho ds  f o r  nonsmooth o p t i m i z a t i o n ,  a p p l i e d  t o  v a r i o u s  p r o b l e m s .  
I n  S e c t i o n  2 we p r e s e n t  t h e  m e t h o d s ,  I n  S e c t i o n  3 t h e  p r o b l e m s  
a n d  t h e  r e s u l t s .  I n  S e c t i o n  4 we draw some c o n c l u s i o n s .  
N o t a t i o n .  The f u n c t i o n  t o  b e  m i n i m i z e d  ( w i t h o u t  c o n s t r a i n t s )  is 
f  ( x )  , x  E R~ a n d  we d e n o t e  by ( .  , . ) ( r e s p .  1 j ) t h e  s c a l a r  
p r o d u c t  ( r e s p .  t h e  norm) i n  R ~ .  The s e q u e n c e  o f  i t e r a t e s  g e n e r -  
a t e d  by  a n  a l g o r i t h m  is x  1 ' " "  xn a n d  g l ,  ..., gn d e n o t e  t h e  
s u b g r a d i e n t s  t h a t  it u s e s ;  o b j e c t i v e  v a l u e s  and  s u b g r a d i e n t s  
a r e  computed  s i m u l t a n e o u s l y  a t  e a c h  e x e c u t i o n  o f  a  s u b p r o g r a m ,  
c h a r a c t e r i s t i c  o f  e a c h  p ro b l em,  b u t  t h e  same f o r  e a c h  a l g o r i t h m .  
when no  c o n f u s i o n  is  p o s s i b l e ,  we w i l l  d e n o t e  by  x t h e  c u r r e n t  
i t e r a t e  xn ,  a n d  by x+ t h e  f o r t h c o m i n j  i t e r a t e  x * + ~ ;  t h e  same 
n o t a t i o n  9 and  g+  w i l l  h o l d  f o r  t h e  s u b g r a d l e n t s ;  i w i l l  i n d e x  
i t e r a t i o n s  p e r f o r m e d  b e f o r e  t h e  c u r r e n t  o n e .  The d i r e c t i o n  moved 
f r o m xn w i l l  b e  d o r  d n ,  a n d  t h e  s t e p s i z e  a  o r  a n .  
2.  THE MZTHODS 
The f i r s t  two me t no a s  a r e  h e u r i s ~ l c ,  i n  t h a t  t h e y  a r e  
s u p p o s e d  t o  be  a p p l i c a b l e  o n l y  t o  differentiable o b j e c t i v e  
functions. 
- 6 1 -  
2.1 BFGS. In this method the direction is d = -Hg and the next 
iterate is 
where H is the N x N quasi-Newton matrix computed by the 
Broyden-Fletcher-Goldfarb-Shanno formula (Powell 1975). One 
has HI = I, the identity matrix and setting y = 9, ' 9 
where 3 denotes the transpose. 
The stepsize a is computed as follows: 
One starts from an initial guess a > 0. We take the one 
suggested by Fletcher (Wolfe 1975) : a = 2 (fn - fn-l) / (q, d) , 
i-e., the stepsize that would minimize f along d, if f were 
quadratic, and if its corresponding decrease were equal to the 
decrease obtained at the previous iteration. 
One tests if the stepslze meets a certain stopping 
criterion, namely, lf 
1 + d m (9, d , and 
i 
1 f+ : f + m2a(g. d) , i 
where 0 mZ m, 1 are preassigned coefficients (in fact 
n1 = 0.7, m2 = 0.1). 
If a is not convenient, one performs a series of adjust- 
ments until an a is found that satisfies (1). Noting that, 
at a point x = x + adn, (g(xn + adn)dn) is the derivative with 
respect to a of the one dimensional function f (x + ad,), 
(1) means that the objective has sufficiently decreased, and 
the derivative sufficiently increased, relative to the initial 
slope (9,. dn) = (9, d). 
The way the adjustments are made LS rather standard and not 
significant enough to be described here. Suffice it to say 
that it is a safeguarded cubic interpolation. 
These characteristics make BFGS equivalent to the subroutine 
VA13A of the Harwell Library. In nonsmooth optimlzatlon, such 
a method is heur~stic. In particular dn may be uphill. There- 
fore, the only possible stopplng criterion is the case of failure: 
the algorithm is run until any positive a satisfying (1) cannot 
be found. This event means that xn is (very close to) a kink. 
However, it is likely to occur only when xn is close to a 
minimum, thanks to the fact that the line search is by no means 
an attempt to minimize f along dn. This intuitive statement 
1s supported by numerical validation, which makes quasi-Newton 
methods, well-known and easy to program, reasonable "faute de 
mieux" for nonsmooth optimization. 
1.2 SHOR. The second method is Shor's (1971) dilation of the 
space along the difference of two successive qradients. Here 
d rs again of the form -Hg and 
The matrix H is a product of orthogonal affinities aicnq 
q l  - gi-, . We refer to (Shor and Shabashova 1972) fcr the 
complete statement of the algorithm. 
In thls method there is no llne-search, the stepslze 1s 
computed off-line as a geometric sequence: 
where the parameters a, and q have to be tuned. Gnfortunately 
we do not know any method t3 do it properly, so, ln the present 
study, we nad to do ~t emp~rically by running the aiqorithm with 
several values of a, and q--for each problem--and taking the 
comblnatlon that gives apparently the best results. Of course, 
thls 1s possible only when the optimal solution is known. There- 
rore, we cannot really speak of an implementable algorithm. 
However, a s  w i t h  2 . 1 ,  n u m e r i c a l  e v i d e n c e  w i l l  d e m o n s t r a t e  
e x c e l l e n t  b e h a v i o r  o f  t h i s  method. 
The n e x t  methods a r e  a l l  based  o n  t h e  u s e  o f  s - s u b g r a d i e n t s .  
2 . 3  EPSDES. I n  t h i s  method, which c o u l d  b e  c a l l e d  method o f  
E - d e s c e n t  (Lemargchal 1 9 7 4 ) ,  t h e  d i r e c t i o n  is  computed by 
o r t h o g o n a l  p r o j e c t i o n  o f  t h e  o r i g i n  o n t o  a  set o f  s u b g r a d i e n t s ,  
and t h e  l i n e - s e a r c h  is an  approx ima te  one-dimensional  minimi- 
z a t i o n .  
N I f  G = ( g l ,  ..., gk}  is a  f i n i t e  se t  i n  R , w e  d e n o t e  by 
NrG t h e  un ique  s o l u t i o n  o f  
I n  EPSDES, a number s > 0 is managed a l o n g  t h e  i t e r a t i o n s .  
I t  i s  normal ly  k e p t  f i x e d ,  and i t  is d i v i d e d  by 1 0  when it is  
r e c o g n i z e d  t h a t  xn  ( a p p r o x i m a t e l y )  min imizes  f  w i t h i n  E .  
An i t e r a t i o n  c o n s i s t s  o f  f i n d i n g  a  d i r e c t i o n  o f  € - d e s c e n t  
d n ,  i . e . ,  s u c h  t h a t  t h e r e  e x i s t s  a  > 0 s a t i s f y i n g  
and t h e n  xn is  updated t o  xn+, s u c h  t h a t  a  d e c r e a s e  o f  E is  
o b t a i n e d .  
C o n s t r u c t i n g  such  a d i r e c t i o n  i s  i t s e l f  a s u b a l g o r i t h m ,  
made of a series of  l i n e - s e a r c h e s  a l o n g  t r i a l  d i r e c t i o n s  
1 k d n ,  . - . ,  d n  u n t i l  t h e  p r o p e r  d e c r e a s e  i s  o b t a i n e d .  A t  x n ,  
hav ing  g e n e r a t e d  g1  ,, - .  . , gn k (one  s t a r t s  w i t h  g n  1 = g n ,  s u b g r a d i e n t  
a t  x  ) one computes 
n  
k  Then a  l i n e - s e a r c h  i s  performed a l o n g  d n  
. i f  a  d e c r e a s e  by E i s  o b t a i n e d ,  t h e n  t h e  i t e r a t i o n  i s  
f i n i s h e d ,  
k+l  . 
. i f  n o t ,  a  new g  1s o b t a i n e d ,  t h a t  i s  a p p r o x i m a t e l y  a  
n  
s u b g r a d i e n t  a t  t h e  minimum of f  a l o n g  d  k  k + l .  n ;  gn  1s added 
k+ 1 t o  G and a  new d i r e c t i o n  d n  i s  computed.  
O f  c o u r s e ,  t h e  l l n e - s e a r c h  1 s  p o s s l b l e  o n l y  l f  sk # 0.  
n  
Hence, a  convergence  pa ramete r  n ,. 0 1s used and t h e  t e s t  
is checked.  I f  i t  i s  met ,  one  h a s  t h e  approximate o p t i m a l i t y  
c o n d i t i o n  
( t h i s  i s  t r u e  o n l y  i s  f  i s  convex;  i n  t h e  nonconvex c a s e ,  t h e  
method 1s h e u r i s t i c ) .  
We r e f e r  t o  (Lemargchal 1970) f o r  an a c c u r a t e  s t a t e m e n t  
o f  t h e  a l g o r i t h m .  We c o n s i d e r  it r a t h e r  s p e c i a l .  I t  s t r o n g l y  
r e l i e s  upon c o n v e x i t y  and a p p e a r s  a s  e x t r e m e l y  heavy.  Only a  
c o a r s e  exper imen ta l  v e r s i o n  h a s  been programmed, and numer ica l  
r e s u l t s  w i l l  show t h a t ,  a l t h o u g h  i t  1s very  reliable, t h e  
convergence  1s l ~ s u a l l y  v e r y  .;low. 
2 . 4  CHAINE.  T h l s  method 1s essentially t h a t  of (Lemarechal  
1 9 7 5 ) ,  b u t  w ~ t h  a l l n e - s e a r c h  based o n  (Wolfe 1 9 7 5 ) .  T h ~ s  l ~ n e -  
s e a r c h  1s r a t h e r  fundamenta l  because  ~t 1s a d l r e c t  e x t e n s l o ?  
of  1 . 1 ,  and i s  l d e n t l c a l  f o r  2 . 4 ,  2 . 3 ,  and 2 . 6 .  T h e r e f o r e  we 
expose  i t  f r r s t .  The o n l y  d i f f e r e n c e  w i t h  ( i i o l f e  1975) i s  t h e  
t e s t  f o r  n u l l  s t e p .  
~t xn a r e  g i v e n  t h e  d i r e c t i o n  dn  and t h e  two c o e f f i c i e n t s  
m l  = 0 .2 ,  m 2  = 0 .1 .  Also  a  t o l e r a n c e  E '  > 0' i s  g i v e n  and one  
h a s  on hand a  number p  < 0  t h a t  e s t i m a t e s  f '  ( x n ;  d n ) ( n o r m a l l y  
p  = f '  (x,, d,) = (dn ,  gn)  ) . The aim o f  t h e  l i n e - s e a r c h  i s  t o  
p roduce  a  p o i n t  y  = x + adn and a  s u b g r a d i e n t  g  a t  t h i s  p o i n t  n  
s u c h  t h a t :  
and e i t h e r  
I n  c a s e s  ( 3 )  , ( 4 )  a  normal d e s c e n t  s t e p  is made from xn t o  
x n+ l  = y  = xn + adn .  I t  is a  s e r i o u s  s t e p  (compare w i t h  ( 1 ) ) .  
I f  xn i s  ( v e r y  c l o s e  t o )  a  k i n k ,  it may happen t h a t  
m2p < f '  (x,, d n )  and t h e n  (4) i s  i m p o s s i b l e  t o  o b t a i n .  Then a  
( s u f f i c i e n t l y  s m a l l )  s t e p s i z e  i s  found s a t i s f y i n g  (31, ( 5 )  : 
x ~ + ~  i s  t a k e n  a s  xn ,  o n l y  t h e  new g r a d i e n t  i s  used f o r  t h e  
fo r thcoming  i t e r a t i o n .  I t  i s  a  n u l l  s t e p .  
A s  f o r  t h e  d i r e c t i o n ,  it is d  = - N r G ,  where G = {g , ,  . . . , 
'n 
and i s  r e i n i t i a l i z e d  when a  c e r t a i n  test  i s  met ,  namely 
The convergence  pa ramete r  i i s  managed t h r o u g h o u t  t h e  a l g o r i t h m .  
When t h e  d i r e c t i o n  is computed,  t h e  p a r a m e t e r s  f o r  t h e  l i n e -  
s e a r c h  a r e  p  = - idn  * and i *  = 0.1  E.  The set G is  r e i n t i a l -  
i z e d  on two more o c c a s i o n s :  
-when 1 d  1 5 rl ( s e e  ( 2 )  ) . Then E is a l s o  d i v i d e d  by 10 ,  
'when t h e  number o f  s u b g r a d i e n t s  t o  b e  s t o r e d  e x c e e d s  a  
p r e a s s i g n e d  l i m i t ;  t h i s  p r e v e n t s t h e  a l g o r i t h m  f rom n e e d i n g  
a n  i n f i n i t e  amount o f  s t o r a g e .  
Note  t h a t  t h i s  a l g o r i t h m  i s  a p p a r e n t l y  s l m i l a r  t o  2 . 3 .  
However, t h e r e  a r e  two c h a r a c t e r i s t i c s  t h a t  make r t  fundamen- 
t a l l y  d i f f e r e n t :  
. t h e  t e s t  f o r  d e s c e n t ,  
- t h e  t e s t  f o r  r e i n i t i a l i z i n g  G ,  
( i n  2 . 3 ,  G i s  r e i n i t i a l i z e d  e v e r y  t i m e  a  d e s c e n t  i s  made) . 
2 . 5  DYNEPS. T h i s  a l g o r i t h m  was f i r s t  p r e s e n t e d  i n  ( L e m a r 6 c h a l  
1 9 7 6 ) .  S e e  a l s o  (Lemargcha l  1 9 7 9 ) .  I t s  l i n e - s e a r c h  i s  
i d e n t i c a l  t o  t h a t  o f  2.11, and  a c o n v e r g e n c e  p a r a m e t e r  E is  
a l s o  managed.  The  d i r e c t i o n  i s  computed  i n  a s l i g h t l y  d i f f e r e n t  
way t h a n  2 . 3  a n d  2 . 4 .  
C a l l  y i  t h e  p o i n t  a t  which  t h e  s u b g r a d i e n t  g i  h a s  b e e n  
computed  ( o b s e r v e  t h a t  y i  = x i  i f  t h e  s t e p  a i - l  was a s e r i o u s  
o n e ;  f o r  e a c h  n u l l  s t e p ,  y i  = + a i - l d i - l  # x i ;  f o r  i = 1  
y ,  = x l ) .  Then a t  e a c h  i t e r a t i o n  d e f r n e  t h e  numbers l q ,  
i = 1 ,  ..., n  a s  f o l l o w s :  
1  l1  = 0 a n d ,  f o r  n  = 1 ,  . . . ,  
n+ 1 ' 0  i f  a  1s a  s e r i o u s  s t e p  , 
= 1 I n+  1 i (  f  ( x n )  - f ( y n + , )  + a n i g n + , ,  d n ) (  i f  it 1s a  n u l l  
s t e p .  
F o r  e a c h  s e r i o u s  i t e r a t i o n  n ,  u p d a t e  a 5 0  
( n o t e  t h a t  t h i s  f o r m u l a  would  l e a v e  I ? u n c h a n g e d  l f  it were  a p p l i e d  
a t  a n u l l  i t e r a t i o n ) .  T h e s e  f o r m u l a e  a l l o w  t o  d e f h e  Q~ r e c u r -  
s l v e l y  a t  e a c h  i t e r a t i o n .  T h e r e  i s  a t  l e a s t  o n e  i f o r  wh ich  
n  
1 .  = 0 ( i t  i s  t h e  i n d e x  o f  t h e  l a s t  s e r i o u s  i t e r a t i o n  p e r f o r m e d  
b e f o r e  t h e  p r e s e n t  o n e )  a n d  a: y 5 '  (see ( 5 )  ) . 
If the absolute values were neglected, one would have 
which is the error made at xn when f is linearized at xi. In 
the convex case, these absolute values do not play any part. 
Then the direction finding problem is now sn = NrG(E) 
where 
More precisely, the algorithm is as follows: 
x l ,  g 1  E a f(xl) are given, together with the tolerances 
E > 0, n > 0, and the coefficients m, = 0.2, m2 = 0.1. Set 
- 
= +-, n = 1 ,  a = 0 Choose some E in [2,F] .
Steu 1. Solve 
and let s = liigi be the solution. Also call u - > 0 the multi- 
plier of the last constraint. 
Step 2. If (si. > n then set dn = -s and go to Step 3. Other- 
wise if E : f. then stop. Otherwise take E = rnax(5, 0 . 1 ~ )  and 
go to Step 1 .  
Step 3. Apply the line-search of 2.4 with p = - [ dn / + uil 
and E '  = 0.1~. 
Obtain y = x + andn and gn+, E a f (y) . 
n 
In cases (3), (4) go to Step 4. In case (3), (5) go to 
Step 5. 
S t e p  4. ( s e r i o u s  i t e r a t i o n ) .  S e t  x ~ + ~  = y ,  a = 0.  Change  
n+ 1  
t h e  , x i ' s  i = 1 , .  . . , n; c h o o s e  a  new = E [ g , F ] .  S e t  n  = n  + 1  
a n d  g o  t o  S t e p  1 .  
S t e p  5. ( n u l l  ~ t e r a t i o n )  . S e t  x ~ + ~  = x n ;  compute  2 
n + l f  Set 
n  = n  + 1  and  g o  t o  S t e p  1 .  
T h i s  a l g o r i t h m  is  n o t  t o t a l l y  d e f i n e d  b e c a u s e  t h e  c h o i c e  
o f  c a t  S t e p  U i s  somewhat a r b i t r a r y .  W e  h a v e  s t u d i e d  s e v e r a l  
p o s s i b i l i t i e s  f o r  t h i s  c h o i c e :  
E i s  n o t  changed  i n  S t e p  U ( t h u s  t h e  o n l y  o c c a s i o n  a t  j6) 
w hich  E is changed  i s  i n  S t e p  2 ,  when it i s  d i v i d e d  by  1 0 )  , 
E +  = A f  w her e  .lf > 0  i s  t h e  d e c r e a s e  o f  f  o b t a i n e d  d u r i n g  
t h e  l a s t  s e r i o u s  i t e r a t i o n  , ( 9 )  
< +  = k [ f  ( x n )  - min £ 1  wh e re  k i s  a  f i x e d  number i n  ] 0 ,  11 
( t h i s  l a s t  r u l e  s u p p o s e d  t h a t  t h e  o p t i m a l  c o s t  min f  i s  
known; we h a v e  t e s t e d  k  = 0.1 , k = 0 . 5  a n d  k  = 1  ) . ( 1  0 )  
2 . 6  BEEPS. F i n a l l y  we h a v e  t e s t e d  a r o u g h  v e r s i o n  o f  t h e  
a l g o r i t h m  p r e s e n t e d  i n  ( ~ e m a r 6 c h a l  1 9 7 8 ) .  As I n  2 . 1 ,  a  q u a s i -  
Newton m a t r i x  H i s  u p d a t e d  a t  e a c h  s e r i o u s  i t e r a t i o n ,  by t h e  
BFGS f o r m u l a .  Then d  = - H s  wh e re  s = 1; 9 ,  is  t h e  s o l u t i o n  o f  i 1 
i 1 min - 1 ( t i i q i ,  ~ 1 ~ ~ 9 ~ )  + i i i a i  
2 ! 
A s  f o r  t h e  l i n e - s e a r z n ,  it i s  t h e  same a s  i n  2 . 4  e x c e p t  
1  
t h a t ,  I n s t e a d  o f  ( 5 )  , t h e  t e s t  f o r  n u l l  s t e p  i s  a  l-o . 
3. THE TESTS 
We now p resen t  app l i ca t ion  of  t hese  algori thms t o  t h e  test 
problems of  (Lemargchal and Mi f f l i n  eds. 1979). Since each 
a lgor i thm i s  appl ied  t o  each test-problem, t h e  s tudy is  compar- 
a t i v e .  However, t he  r e s u l t s  should n o t  be considered a s  r e l i a b l e  
enough t o  al low f o r  accura te  comparative conclusions.  The 
reason is t h a t  the algori thms t e s t e d  here  a r e  experimental ,  on ly  
CHAINE being a polished product.  Thus ou r  p re sen ta t ion  is more 
an i l l u s t r a t i o n  o f  t h e  behavior of  var ious  methods, than a 
normative ana lys i s  of t h e i r  r e spec t ive  performances. Only very 
l a r g e  d i f f e rences  ( i n  speed of convergence f o r  example) a r e  
conclusive.  
The speed of a method is cha rac t e r i zed  by two numbers: 
. number of l ine-searchers  ( i . e .  number of t i m e s  a d i r e c t i o n  
i s  computed), 
. number of  computations of funct ion-gradient .  
We th ink  t h a t  t h e  second one is  probably t h e  most s i g n i f i c a n t ,  
s ince  nonsmooth opt imiza t ion  seems normally devoted t o  problems i n  
which function-gradient  a r e  expensive t o  compute. 
We now review t h e  problems and g ive  t h e  r e s u l t s .  
3.1 MAXQUAD. In  t h i s  problem, x E and f i s  t h e  maximum of 
f i v e  convex quadra t ics :  
See Lemargchal and Mi f f l i n  eds. 1979) f o r  t h e  d e f i n i t i o n  of Ak 
and bk. 
Table 1 d i sp lays  the r e s u l t s  f o r  methods 2 .1  t o  2 .6 .  Each 
l i n e  of t he  t a b l e  corresponds t o  an i t e r a t i o n  ( l ine-search)  and 
g ives ,  f o r  each method, t h e  cumulative number of times function- 
g rad ien t  have computed, and t h e  cu r ren t  value of t h e  ob jec t ive  
function.  
The parameters of 2 .2  a r e  a t  = 10 ,  q = 0.95. For method 
2.5, t h e  r u l e  f o r  E a t  Step 4 i s  ( 9 ) .  Other r u l e s  f o r  t h e  same 
method a r e  exh ib i t ed  i n  Table 2 ,  which reads  a s  Table 1. 
Table 1.- E l h Y m I N )  
Cumpdr.3~ l v c  tc .sLs  
w m w - m m m m e  
m m m w m m o o - - - - - -  
e a m - m N m m m J < < < e < . Y <  
N ~ N - ~ a w m a a m m m a m m m m a m  
. . . . . . . . . . . . . . . . . . . .  
wNONf.-Y?lOI I I I I I I I I  I l l 1  I  I  I  
fi n a m -  m  - 
fi 9 
m e m ~ ~ m ~ ~ m m c m m  
m N m C O m m Q O C O O - - -  
m m Q e m - Y N M P l F 7 m < - z ' < < < < J  
m f i N a O O N f i f i Q m m m a ~ m m m m a m a  
. . . . . . . . . . . . . . . . . . . . . .  
w N U J w a P 7 N - - O I  I  I  I I l l  I I I I I  I 1  I  I I 1  
3 . 2  SHELL. An exam ple  3f e x a c t  p e n a l t y  is  g i v e n  w i t h  t h e  s e c o n d  
p r ob l em  o f  C o l v i l l e ,  w he r e  a l l  t h e  constraints a r e  e l i m i n a t e d  by 
a n  L l ,  p e n a l t y .  S e e  ( Lem are c h a l  a n d  M i f f l i n  e d s .  1 9 7 9 )  f o r  t h e  
p r e c i s e  definition o f  t h e  p r o b l e m .  
Method 2 . 2  u s e s  t h e  p a r a m e t e r s  a l  = 1 0 ,  q = 0 . 9 7 .  
I t  t u r n s  o u t  t h a t ,  f o r  t h e  p r e s e n t  p r o b l e m ,  m o s t  m e th o d s  
f a l l  t o  c o n v e r g e  t o  t h e  s o l u t l o n  ( t h l s  b a d  b e h a v l o r  1s a p p a r e n t l y  
d u e  t o  n o n c o n v e x l t y ) .  T h e r e f o r e ,  l t  1s meaningless t o  compare  
s p e e d s  o f  c o n v e r g e n c e ,  s o  w e  r a t h e r  compare  r o b u s t n e s s  by recording, 
f o r  e a c h  method ,  t h e  b e s t  o b l e c t l v e  v a l u e  o b t a l n e d  when t h e  inethod 
s t o p s .  I n  o r d e r  t o  h a v e  more l l l u s t r a t l v e  r e s u l t s ,  w e  h a v e  made 
two serles o f  experiments, w h e r e ,  I n  t h e  s e c o n d  s e r l e s ,  function- 
g r a d l e n t  a r e  computed  I n  d o u b l e  p r e c l s l o n .  
T a b l e  3 s how s ,  f o r  e a c h  e x p e r i m e n t ,  t h e  number o f  l i n e -  
s e a r c h e s ,  t h e  number o f  c o m p u t a t i o n s  o f  f u n c t i o n - g r a d i e n t ,  a n d  
t h e  f i n a l  o b j e c t i v e  v a l u e .  E x c e p t  f o r  method  2 . 2 ,  t h e  b e h a v i o r  
1s v e r y  bad  and  d o u b l e  p r e c i s i o n  d o e s  n o t  s u b s t a n t i a l l y  im p ro v e  
t h e  s l t u a t l o n .  
I t  would b e  frustrating t o  l l m l t  t h l s  l l l u s t r a t l o n  o f  ;, 
p e n a l t y  w l t h  s u c h  n e q a t l v e  r e s d l t s ,  i O  T a b l e  4 (which r e a d s  a s  
T a b l e  1 )  shows t h e  same i l n d  o f  e x F e r l m e n t s  on t h e  f l r s t  p ro b l e m  
o f  C o l v l l l e  ( S h e l l  p r l r n a l , .  
3 . 3  EQUIL. T h l s  r s  a  set o f  3 e x a m p l e s  o f  c o m p u t a t i o n  o f  eco- 
nomlc e q u l l l b r l a .  I n  t e r m s  o f  nonsmooth o p t i r n l z a t l o n  t h e y  c a n  
be  w r l t t e n  
N 
' mrn n a x  f k \ x !  
k= l 
w n e r e  N = 5, 3 and  1 0  respectively ( a n d ,  a s  u s u a l ,  x  E RN) . 
S e e  ~ S e m a r e c h a l  and  Y l f f l i n  scs. 1 9 7 9 )  f o r  t h e  d e f l n l t l o n  o f  f. . 
The f ~ n c t l o n s  f k  a r e  d e f ~ n e d  o n l y  f o r  x  . 0 a n d  t e n d  t o  + m  15 
a  coordinate o f  x  t e n d s  t o  3 .  T h e r e f o r e  we e x t e n d  e a c h  f k  ~y 
Table 3 .  - SHELL DUAL Comparative tests 
I 
nb. nb. final 
iter. obj. obj.va1. 
38 104 84 .3  
365  365 32 .4  
747 3001 32.5 
193 787 38.2 
92 329 3 3 . 9  
6 9  306 34.4 
105 376 33 .6  
73 271 37.2 
103 404 33.2 
42 161  3 4 . 4  
113  370 34 .1  
9 34 1648 
DOURLE precision 
B F G S  
S H O R  
EPSDES 
CHAINE 
( 6 )  
( 7 )  
D ( 8 )  
!J ( 9 )  
0 . 1  S 
0 . 5  
1 
BFEPS 
nb. nb. final 
iter. obj. obj.va1. 
4 3 137 65.7 
1 9 9  1 9 9  3 2 . 6  
9 8 0  3562 32 .7  
244 979 39 .6  
63  224 36.5 
1 1  1 463 34 .1  
56  246 34 .1  
8 5  337 33 .8  
5 6  187 36 .7  
8 6  307 34 .7  
78 251 35 .1  
38 112 49 .7  
STKPLE precision 

+m o u t s i d e  t h e  f e a s i b l e  domain. Furthermore,  w e  do n o t  r e a l l y  
c o n s i d e r  f k  b u t  r a t h e r  i t s  r e s t r i c t i o n  t o  t h e  manifold l x .  = 1 I 
( t h e  g r a d i e n t  of such a  r e s t r i c t e d  f u n c t i o n  i s  t h e  p r o j e c t i o n  
of  t h e  o r i g i n a l  g r a d i e n t  on to  t h e  subspace l g .  = 0--see (Lemargchal 
l 
and d i f f l i n  e d s .  1 9 7 9 ) ) .  A s  a r e s u l t  t h e  minimax problem i s  
uncons t ra ined  and methods 2.1-2.6 a r e  a p p l i e d  a s  they  s t a n d .  
1 For  method 2 . 2 ,  t h e  paramenters  a r e  a l  = and q = 0.95. 
I n  a d d i t i o n  t o  2 . 5 ,  we have t e s t e d  a v a r i a n t ,  which we c a l l  
ECONEW, s i m i l a r  t o  DYNEPS e x c e p t  t h a t  t h e  s e t  G ( E )  is  l a r g e r :  
t o  t h e  v e c t o r s  g l ,  ..., gn  t h a t  a r e  s u b g r a d i e n t s  of f  a t  y, ,..., yn, 
one appends t h e  v e c t o r s  
g,+k = Ofk ( x n )  , w i t h  t h e  c o e f f i c i e n t s  
Th is  makes dn s i m i l a r  t o  t h e  d i r e c t i o n  of t h e  Newton method, 
when a p p l i e d  t o  t h e  minimax problem ( 1 1 ) .  I t  s o  happens t h a t  
( 1  1 )  is a Haar problem s o  t h a t  t h e  .Newton method has  a  super -  
l i n e a r  r z t e  of  convergence (and s o  should have ECONEW). 
Tab le  5 shows t h e  r e s u l t ,  f o r  the 3 ~ r o b l e m s .  For each 
method it d i s p l a y s  t h e  number of  l i n e - s e a r c h e s ,  of computat ions  
of f u n c t i o n - g r a d i e n t ,  and t h e  f i n a l  v a l u e  of t h e  max-function f .  
F i g u r e  1 i l l u s t r a t e s  t h e  r e l a t i v e  behav ior  of  DYNEPS and ECONEW 
on t h e  t h i r d  problem (N = l o ) ,  w i t h  E i n  S t e p  4 given  by ( 6 ) .  
I t  e x h i b i t s  t h e  b e t t e r  asympto t ic  behav ior  of  ECONEW. 
3.4 TR4a. Th is  is  t h e  d u a l  of a  t r a n s p o r t a t i o n  problem i n  R 4 8 
and t h e  f u n c t i o n  t o  be minimized is 
I t  i s  a p iecewise  l i n e a r  f u n c t i o n ,  w i t h  a  very  l a r g e  number 
of  l i n e a r  p i e c e s .  The optimum v a l u e  i s  -638565 b u t ,  working i n  
s i n g l e  p r e c i s i o n ,  one should be s a t i s f i e d  w i t h  o b j e c t i v e  v a l u e s  
around -638500. 
B F C S  
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nb. nb. flnal 
' e .  i t )  obj.va1. 
-- 
Table 5.- EQUIL Comparative t e s t s  
nb. qb. flnal 
~ t e r .  obj. ob].val. 
i 
5 / ) 
Figure 1 .- EQUIL 10x5 
DYNEPS & ECONEW 
E constant (6)  
Oblective value as a 
function of number of 
function-gradient evaluations 
........-. ECONEW 
,, ,,, , D Y N E P S  
5 i 11 7 0 50 n b .  
For method 2.2, the parameters are al = 1000, q = 0.985. 
Table 6 (which reads as Table 3) shows the results, and demon- 
strates the excellent behavior of method 2.2. Method 2.3 was 
so slow that we could not consider that it converged in a reason- 
able amount of CPU time. 
3.5 HILBERT. Finally, for curiosity, we have tested these 
algorithms on an 111-conditioned quadratic function: 
1 5 0 f(x) = T ( ~ ,  AX) - (b, X) , x E R , 
where A is the Hllbert matrix ail = , and b is such that l+] - 
the solution 1s (1, . . . , 1 )  . 
From properties of Hilbert matrices (reasonable norm but 
small coercivlty constant) it is easy to ~dentlf:~ the optimal 
cost, but impossible to obtain the optimal solution up to a 
reasonable preclslon. Therefore we measure the quallty of a 
solutlon x, not by its cost f(x), but by its deviation from the 
5-0 2 
optimum: 2 ( x .  - 1) . 
l 1  
Slnce the oblective functlon is differentiable, we have 
tested--in additlon to algorithms of i2--two versions of the 
conjugate gradient method, namely the subroutines VA08A and 
VA14A of the Harwell library. 
Table 7 shows, for each method, the number of llne searches, 
of computatlons of function-qradlent, and the final devlatlon 
from the optimal soluclon. A note ( ' )  indicates that the method 
has stopped through roundoff errors in the line-search; other- 
wise the stopplng crlterlon has normally worked. 
It has been practically lmposslble to implement method 2.2 
because, In thls example, we could not really know whlch crlterlon 
tc use for ad]usclng parameters a, and p. 
The resuits are qenerally modest !the contrary would have 
been a Sla surprise) but lt 1s astonlsnlng to see that the most 
preclse algorithm for estimatlna the optimal solutlon is 2.3, 
whereas thls algorl~hm is devlsed to estimate the optlmal cost. 

T a ~ l e  7 . -  HILBERT Comparative tests 
B E G S  
VA08A 
VA14A 
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nb. nb. final 
iter. obj. obj .val. 
8 16 .098 ( I )  
5 15 . I 00  ( I )  
8 2 0 .099 ( ' )  
100 100 ,139 
70 276 .004 
16 3 5 .013 
15 3 8 .OlO ( I )  
15 35 .054 ( ' )  
15 3 1 .018 
13 32 ,078 ( I )  
20 3 8 .013 
11 29 .091 ( I )  
14 3 1 ,034 ( I )  
1 1  21 .018 
4 .  CONCLUSION 
The aim of this paper was first to demonstrate the validity 
of some recently proposed algorithms for nonsmooth optimization. 
We think that the variety of experiments (although they are purely 
academic) shows that these algorithms do behave consistently, 
even if their convergence is not always very fast. Failures 
have been recorded only in one instance (Shell dual) but some 
improvements of E-subgradient methods are under study to better 
cope with nonconvexity, and more satisfactory results have already 
been obtained. . 
We have also exhibited the fact that it can be good prac: 
tice to use a quasi-Newton method in nonsmooth optimization 
The convergence is rather rapid, and often a reasonably good 
approximation of the optimum is found; this, in our opinion, 
is essentially due to the fact that inaccurate line-searches 
are made. Of course, there is no theoretical possibility to 
prove convergence to the right point (in fact counterexamples 
exist) neither are there any means to assess the results. 
In terms of rapidity of convergence, Shor's dilatation of 
the space along the difference of two successive gradients is 
an excellent method. However, it must be recalled that the 
question of stepsize is not yet solved, and this prevents the 
method from being really implementable. 
Finally it is rather amusing to compare the results on 
problems 3.4 and 3.5. Since 3 . 4  is piecewise linear, one should 
expect better results with methods 2 . 4  to 2 . 5  (which are based 
on piecewise linear approximations). On the other hand, problem 
3 . 5  being quadratic, it is with methods 2 . 1  and 2 . 2  (which are 
based on quadratic approximations) that better results should 
be expected. Table 6 and 7 show that it is the contrary that 
happens, and this raises the question: is there a well-defined 
frontier between quadratic and piecewise linear functions, or 
more generally, between smooth and nonsmooth functions? 
tWPENDIX: E x p e r i m e n t s  w i t h  t h e  e l l i p s o i d  a l g o r i t h m .  
Because  a n  e x c e p t i o n a l  attention h a s  b e e n  r e c e n t l y  g i v e n  t o  
S h o r ' s  method o f  d i l a t i o n  o f  t h e  s p a c e  a l o n g  t h e  g r a d i e n t  ( t h e  
s o - c a l l e d  e l l i p s o i d  a lgo r i t . hm,  p o p u l a r i z e d  by Khachy i an )  w e  n a v e  
a l s o  programmed t h i s  method ,  a s  d e s c r i b e d  i n :  
N . Z .  S h o r  : C u t - o f f  method  w i t h  s p a c e  e x t e n s i o n  i n  
convex  programming p r o b l e m s ,  Cybernetics 1 
( 1  977 )  94-96. 
I n  t h i s  method ,  a  p a r a m e t e r  R mus t  b e  g i v e n ,  w h i c h  e s t i m a t e s  
t h e  d i s t a n c e  f rom t h e  i n i t i a l  i t e r a t e  x l  t o  t h e  o p t i m a l  s o l u t i o n  
x * .  Because  x* is known i n  e a c h  o f  t h e  p r e s e n t  e x a m p l e s ,  w e  j u s t  
set R = I x l  - x*l . 
T a b l e  a shows t h e  r e s u l t s  by t h i s  me thod ,  w i t h  t h e  7  test- 
p r o b l e m s  described i n  S e c t i o n  3 .  
T a b l e  8.  E x p e r i m e n t s  w i t h  t h e  e l l i p s o i d  a l g o r i t h m .  
- - 
Number o f  calculations F i n a l  v a l u e  o f  
o f  f u n c t i o n - g r a d i e n t  o b j e c t i v e  f u n c t i o n  
MAXQUAD 1383  -.a1114 ( 1 )  
SHELL DUAL U399 3 2 . 3 5 ( 2 )  
EQUIL 5 X 3 160 0 . 0 3  
EQUIL d X 5 398 0 . 0 3  
EQUIL 10 X 5 714 0 . 0 9  
HILBERT 2 4 1  0 . 0 0 3  ( 4 )  
( 1 )  V a l u e  a f t e r  5 5 0  c a l c u l a t i o n s  : - . a 2  
( 2 )  V a l u e  a f t e r  1000 c a l u l a t i o n s  : 83 
( 3 )  S t a r t s  d i v e r g i n g  a f t e r  t h a t  i t e r a t i o n  
2  ( 4 )  F i n a l  v a l u e  o f  / x  - x * l  . 
n  
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We consider the problem of minimizing a locally Lipschitz 
continuous function f on R". We give a modification of an al- 
gorithm due to Lemarechal [ 2 ]  and show convergence to a station- 
ary point of f if f also satisfies a weak "senismoothness" [ 3 , 4 ]  
hypothesis that is most likely satisfied by continuous functions 
arising in practical problems. The method combines a general- 
ized cutting plane idea with quadratic approximation of a La- 
grangian. Even for the case of a convex f, as considered in [2], 
this version differs from the original method, because of its 
rules for line search termination and the associated updating of 
the search direction finding subproblem. More specifically, our 
version does not require a user-specifled uniform lower bound on 
the line search stepsizes. 
A point ~ER" is stationary if 0 ~ a f  ( 2 )  where 2f is the gen- 
eralized gradient [I] of f, i.e., af(x) is the convex hull of 
all limits of sequences of the form iVf (xk) : (xkj + x and f is 
This material is based upon work supported by the National 
Sclence Foundation under Grant No. MCS 78-06716. 
differentiable at each xk}. Important properties of the mapping 
af(-) are uppersemicontinuity and local boundedness. If f is 
convex (concave), af equals the subdifferential (superdifferen- 
1 tial) of f or if f is continuously differentiable (C ) af equals 
the (ordinary) gradient (Vf}. It is possible to determine af or 
at least to give one element of af(x) at each x for many other 
functions f such as those that are pieced together from C '  func- 
tions (for example, via maximization and/or minimization opera- 
tions occurring in decomposition, relaxation, duality and/or 
exact penalty approaches to solving optimization problems). 
In order to implement the algorithm we suppose that we have 
a subroutine that can evaluate a function g(x)~af (x) for each 
XER". Of course, we are especially interested in the case where 
g is discontinuous at stationary points of f. Associated with f 
(and g) let a : R"XR" - R+ be a nonnegative-valued function 
satisfying 
- - 
a(x,y) - 0  if x - x  and y + x ,  
- 
a(z,y) -u(x,y) - 0  if X + X ,  z +'.X and y + y ,  
( l a )  
(lb) 
and 
a(x,y) is intended to be an indication of how mucn g(y)Eaf(y) 
deviates from being a yeneralized gradient at x. If f is con- 
vex we take 
which measures the deviation from linearity of f between y and 
x. For a nonconvex f a possibility is to take a(x,y) to be some 
"distance" between x and y, in whrch case property (lc) follows 
from the uppersemicontinuity of af. 
2. THE ALGORITHM 
Given a  p o s i t i v e  i n t e g e r  k ,  n - v e c t o r s  x k ,  g ( x k ) ,  y .  and 
q ( y i )  f o r  i = 1 , 2 , .  . . , k  and a  p o s i t i v e  d e f i n i t e  nxn m a t r i x  Ak 
n+ 1 
s o l v e  f o r  ( d , v )  = ( d k , v k )  EP. t h e  kth q u a d r a t i c  programming sub- 
problem: 
minimize  1/2<d,Jikd> + v  
s u b j e c t  t o  < g ( x k )  , d >  > v  
-a ( x k ,  yi)  + < g  ( y i )  , d >  2 v  f o r  i = 1 , 2 , .  . . , k .  
I f  Vk = 3 s t o p .  
Othe rwise  (vk < 0  and dk # 0 )  pe r fo rm a  l i n e  s e a r c h  from xk 
a l o n g  dk t o  f i n d  ( i f  p o s s i b l e )  two ( p o s s i b l y  t h e  same) s t e p s i z e s  
tL 2 0  and tR > 0 and two c o r r e s p o n d i n g  p o i n t s ,  xL=xk + t  d L k  and 
+ t R d k ,  such t h a t  y  =x 
and 
wnere mL and mR a r e  f i x e d  p a r a m e t e r s  s a t i s f y i n g  0  < mL < mR c 1 .  
If t h e  l i n e  s e a r c h  1s s u c c e s s f u l  r e p e a t  t h e  above p r o c e d u r e  w i t h  
t h e  k+ l  subproblem d e f i n e d  by s e t t i n g  
Xk+l = XL and Y k + l  = Y R '  
replacing i n  t h e  subproblem constraints 
g ( x k )  by g ( x L )  and x ( x k , y l )  by ~ ( X ~ I Y , )  
f o r  i = 1 , 2  ,..., k ,  
appendrng t h e  c o n s t r a i n t  
- 3 ( x k + l  tYk+l)  + ' g ( y k + l )  t d >  2 vt 
and r e p l a c i n g  q( by a p o s i t i v e  d e f i n i t e  m a t r i x  % + l '  
3. REMARKS ON THE ALGORITHM 
For t h e  s t a r t i n g  p o i n t  x l  w e  may set y l = x l .  I f  t h i s  i s  t h e  
c a s e  t h e  a ( x l ,  y l )  = 0  and g  ( x  ) = g  ( y  ) s o  t h a t  t h e  two s t a r t i n g  1  1  
c o n s t r a i n t s  a r e  t h e  same. I n  g e n e r a l  it may be t h e  c a s e  t h a t  
xkPyi f o r  some i ~ {  1 , 2 , .  . . , k}. I n  t h i s  c a s e  t h e  f i r s t  c o n s t r a i n t  
may h e  d i s r e g a r d e d  d u r i n g  subproblem s o l u t i o n ,  b e c a u s e  it i s  
i n c l u d e d  among t h e  o t h e r  c o n s t r a i n t s .  
Elsewhere  w e  w i l l  r e p o r t  o n  how t o  e x t e n d  t h e  n u m e r i c a l l y  
s t a b l e  c o n s t r a i n e d  l e a s t  s q u a r e s  a l g o r i t h m  i n  [ 5 1  f o r  s o l v i n g  
more g e n e r a l  q u a d r a t i c p r o g r a m m l n g  problems.  T h i s  w i l l  r e s u l t  
i n  a  r e l i a b l e  method f o r  s o l v i n g  t h e  d u a l  of  t h e  subproblem 
g i v e n  h e r e .  
The s c a l a r  vk can be i n t e r p r e t e d  as a n  approx imat ion  t o  t h e  
d i r e c t i o n a l  d e r i v a t i v e  o f  f  a t  xk i n  t h e  d i r e c t i o n  d k .  By con- 
vex q u a d r a t i c  programming d u a l i t y  t h e o r y ,  a s  i n  [ 2 ] ,  
and 
where i . > 0  f o r  i = O ,  1 , .  . . , k  a r e  d u a l  v a r i a b l e s  ( m u l t i p l i e r s )  l k  - 
a s s o c i a t e d  w i t h  t h e  kth subproblem such  t h a t  
1 x . .  = 1 .  
i=o '1 
By t h e  f i rs t  subproblem c o n s t r a i n t ,  t h e  Cauchy-Schwarz i n e q u a l -  
i t y ,  ( 3 a ) ,  t h e  n o n n e g a t i v i t y  o f  X i k  and a and t h e  p o s i t i v e  
definiteness of  q( we have 
Therefore if vk # 0 then vk c 0 and dk # 0 and, hence, the line 
search may be initiated. 
Let yk > 0 be the smallest eigenvalue of Ak. Then from ( 4 )  
and we have the following: 
knmz 1. If vk = 0 then xk is stationary. 
L o o f .  If vk = 0 then, from ( S ) ,  dk = O and, by (3), 
and 
The nonnegativity of X .  and a and (6a) imply that a(xk,yi) = 0 lk 
for each i such that X . > 0. Thus, by property (lc) , g (yi) is 
l k 
an element of the convex set 3f(xk) for each i such that 
iik > 0 .  Now, stationarity of x, follows from (6b) and (3c). 
Relative to vk and dk the line search termination crite- 
rion (2a) guarantees sufficient function value decrease, while 
(2b) along with the definition of a provides sufficient (approx- 
Lrnate) directional derivative increase. More specifically, 
because mR .: 1, (2b) causes (dk,vk) to be infeasible ln sub- 
problem k+l. If £ 1s weak11 uppersemlsmooth (see Appendix) 
then, because of (la) and the parameter inequality mL < rnR, a 
slmple search procedure, suzh as In [31, can be designed to find 
tL and tR or to generate an increasing sequence it2) such that 
(f(xk+tzdk) + - m .  In order to deal effectively with regions on 
which f is smooth it is recommended that mL < 1 / 2 -  
Note that due to nondifferentiability of f it is possible 
that t =0, so xk+,=xk and the first constraint is not changed. L 
But i n  t h i s  c a s e ,  s i n c e  tR > 0 ,  Y ~ + ~  # x k + , ,  50 t h e  appended 
c o n s t r a i n t  i s  c l e a r l y  d i f f e r e n t  from t h e  f i r s t  c o n s t r a i n t  and 
i t s  i n c l u s i o n  improves  o u r  approx ima te  knowledge o f  a f ( x k ) .  I n  
f a c t ,  t h i s  d i f f e r e n c e  h o l d s  i n  g e n e r a l  when tL # tR and t h i s  is  
what d e t e c t s  and d e a l s  w i t h  d i s c o n t i n u i t i e s  o f  g .  
W e  do n o t  d i s c u s s  t h e  i m p o r t a n t  q u e s t i o n  o f  u p d a t i n g  % 
h e r e .  W e  c o n j e c t u r e  t h a t  % s h o u l d  b e  chosen  t o  converge  t o  t h e  
Hess ian  o f  some Lagrang ian  a s s o c i a t e d  w i t h  t h e  l i m i t i n g  o p t i m a l  
m u l t i p l i e r s  o f  t h e  subproblems.  T h i s  i s  t h e  s u b j e c t  o f  ongo ing  
r e s e a r c h  where we a r e  d e v e l o p i n g  tests t o  i d e n t i f y  i t e r a t i o n  
i n d i c e s  k where we may s i m u l t a n e o u s l y  make a v a r i a b l e  metric 
upda te  o f  % and r e d u c e  o r  a g g r e g a t e  t h e  c o n s t r a i n t  bund le .  
4 .  CONVERGENCE 
I n  t h i s  s e c t i o n  we e s t a b l i s h  t h r e e  lemmas t h a t  p rove  
p a r t  ( a )  o f  t h e  f o l l o w i n g  convergence  theorem. P a r t  ( b )  f o l l o w s  
from p a r t  ( a ) ,  because  a s t a t i o n a r y  p o i n t  f o r  a semiconvex func-  
t i o n  (see Appendix) i s  a min imiz ing  p o i n t  141 and b e c a u s e  e v e r y  
accumula t ion  p o i n t  o f  (xk}  h a s  t h e  same f - v a l u e  due  t o  t h e  mono- 
t o n i c i t y  o f  ( f  (xk) ) .  
Theorem. Suppose ( x k i r  ( y k ]  and ( % I  a r e  u n i f o r m l y  bounded w i t h  
(+! u n i f o r m l y  p o s i t i v e  d e f i n i t e .  Then 
( a )  a t  l e a s t  one  o f  t h e  accumula t ion  p o i n t s  o f  i x k l  i s  
s t a t i o n a r y  and 
( b )  i f  f i s  semiconvex on R n ,  e v e r y  a c c u m u l a t i o n  p o i n t  o f  
(xk1  min imizes  f .  
flernarr.. I f  ( x  : f ( x )  2 f ( x l  ) } is bounded t h e n  txk}  is  bounded 
and iykj c a n  be made bounded by c h o o s i n g  an  a d d i t i o n a l  p a r a m e t e r  
3 > 0 and imposing t h e  a d d i t i o n a l  l i n e  s e a r c h  r e q u i r e m e n t  t h a t  
For  weakly uppersemismooth f u n c t i o n s  it i s  p o s s i b l e  t o  s i m u l t a -  
n e o u s l y  s a t i s f y  ( 2 )  and ( 7 )  a f t e r  a f i n i t e  number o f  l i n e  s e a r c h  
s t e p s .  
Cons ide r  t h e  following assumpt ion  t h a t  i s  t r i v i a l l y  s a t i s -  
f i e d  i f  t h e  m a t r i x  sequence { A  } is  un i fo rmly  p o s i t i v e  d e f i n i t e :  k  
I f  {dk! h a s  no z e r o  a c c u m u l a t i o n  p o i n t  t h e n  
( 8 )  
{ y k l  h a s  no z e r o  a c c u m u l a t i o n  p o i n t .  
iemm 2. Suppose ( a )  h o l d s  and  { x k }  and { y k l  a r e  u n i f o r m l y  bounded. 
Then { d  1 h a s  a t  l e a s t  o n e  z e r o  a c c u m u l a t i o n  p o i n t .  k  
Prwof. Suppose f o r  pu rposes  o f  a  p roof  by c o n t r a d i c t i o n  t h a t  t h e r e  
e x i s t s  a  p o s i t i v e  number 6 such  t h a t  
i d k 1  1 d ; 0 f o r  a l l  k. 
Tncn, by i 8 ) ,  t h e r e  e x i s t s  a  p o s i t i v e  number y  such  t h a t  
y k )  y 0 f o r  a l l  k 
a n d ,  by ( 5 )  
Thus,  s l n c e  i x  1  1s assumed bounded and a £ ( . )  i s  l o c a l l y  bounded, k  
! g  ( x k )  ! a n d ,  hence ,  { vk i and id. a r e  bounded. L e t  and 2 be 
K 
accumulation p o i n t s  o f  ( v  i and { d k j ,  respectively. Then, k  
by ( 9 )  
; - y , j 2  < 0 .  
BY 12a) and ( 9 ) .  
f  (xL) - f ( x k )  _L mLtLvk I -mLtL.v5 d k ~  
o r ,  s i n c e  X : < + ~ = X  =x +t d  L  k  L k '  
f  ( x ~ + ~  ) - f  ( x k )  2 - m L y l  I xk+l  -xk j . 
For  any p > k + l ,  ( 1 1 )  and t h e  t r i a n g l e  i n e q u a l i t y  imply  
A s  f  i s  c o n t i n u o u s  and ix. 1 is assumed bounded,  t h e  monotone 
K 
n o n i n c r e a s i n g  s e q u e n c e  ( f ( x k ) }  is bounded f rom below a n d ,  hence ,  
These  f a c t s  t o g e t h e r  w i t h  p r o p e r t y  ( l b )  a n d  t h e  assumed bounded- 
n e s s  o f  { y k }  lmply  t h a t  
A l s o ,  f o r  any p 2 k+l  w e  h a v e ,  by t h e  pth subprob lem f e a s i -  
b i l l t y ,  t h a t  
and ,  by ( 2 b )  w i t h  X = = X ~ + ~  and  t h a t  
S u b t r a c t i n g  t h e  l a t t e r  f rom t h e  fo rmer  i n e q u a l i t y  g i v e s  
Now choose  p and k  i n  K, a s  i n f i n i t e  set o f  i n t e g e r s  where 
I d k l k E K + a  and { v k l k E K + ; ,  SO t h a t  from ( 1 2 ) ,  ( 1 3 )  and t h e  
boundedness  o f  ( g ( ~ ~ + ~ ) }  w e  have 
Since ma < 1, this implies that ; , 0, which contradicts (1 0) 
and completes the proof. 
L s m  3. Suppose that K is such that !dkjkU( + 0, 
'Akdk'ka + O 
and {<g(xk),dk>lkEK + 0. Then {vk!ka + 0, 
and 
where the Aik 2 0 satisfy (3). 
Proof. The conclusions follow from the hypotheses (4) , (3a) 
and (3b). 
L e m  4. In addition to the hypotheses of Lemma 3, suppose that 
- ( x ~ J ~ ~ ~  and iykJkEK are uniformly bounded and let x be any 
accumulation {xkikEK . 
Then x is stationary. 
.173of. AS in the proof of Thm. 5.2 in [ 3  ] , depending on the 
local boundedness and uppersemicontinuity of a £  and the proper- 
ties of convex combinations, Lemma 3 implies the existence of a 
posltive integer m 2 n+l, an infinite subset JCK and convergent 
subsequences 
i i { (xk#g(xk)) jka - i x t g O ) ~ ~ n  (;) , ( (ykpg (yk) ) ikEJ 
+ (yl,gi)~~' x 
for 1=1,2, ..., m and I V '  1 
k,kEJ+)b 
2 0 for l=O,l , . . . ,  m 
such that 
and for i=1,2, ..., m 
Now, stationarity of x follows from property (Ic) as in the 
proof of Lemma 1. 
5. EXTENSION TO CONSTRAINED PROBLEMS 
Finally, we remark that using ideas in [ 3 ] ,  the algorithm 
can be extended to become a feasible point method for dealing 
with constrained optimization problems involving semismooth 
functions. 
6. APPENDIX 
A function f : Rn +R is weakly uppersemismooth [ 31  at 
X E R ~  if 
(a) f is Lipschitz continuous on a ball about X. 
(b) for each d€Rn and for any sequences (tk}CR+ and 
(gk1cRn such that (tkl 4 0 and gkEaf (x+tkd) it follows 
that lim inf <gk,d> 2 lim sup [f(x+td) - f ( x )  ]/t 
k+m t+O 
It can be shown that the right-hand side of the above inequality 
is in fact equal to 
the directional derivative of f at x in the direction d. 
The class of weakly uppersemismooth functions strictly 
contains the class of semismooth [ 4 ]  functions. This latter 
class is closed under composition and contains convex, concave, 
C' and many other locally Lipschitz functions such as ones that 
result from piecing together C' functions. 
A function f : R" -r R is semiconvex [ 4 ]  at XER" if 
(a) f is Lipschitz continuous on a ball about x; 
and for each ~ER", f' (x' d) exists and satisfies 
(b) f' (x;d)= max[<g,d> : gEaf (x) i 
(c) f '  (x:d) 5 0  implies f (x+d) I f (x). 
An example of a nondifferentiable nonconvex function that 
is both semismooth and semiconvex is log (l+/xl) for ~€2. 
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SUBGRADIE1.IT METHOD FOR MINIMIZING WEAKLY CONVEX 
FUNCTIONS AND E-SUBGWIENT METHODS OF CONVEX 
OPTIMIZATION 
Z.A. Nurminski 
International Institute for Applied Systems Analysis 
Laxenburg, Austria 
Optimization methods are very important in systems analysis. 
Not all systems analysis problems are optimization problems, of 
course, but in any systems problem optimization methods are im- 
porcant and useful tools. The power of these methods and their 
ability to handle different problems makes it possible to analyze 
and construct very complicated systems. Economic planning, for 
Instance, would be greatly limited without the use of linear 
programming (LP)  techniques. 
However, linear programming is not the only method of opti- 
mizatlon. Problems including factors such as uncertainty, only 
partial knowledge of the system, and conflicting goals require 
more sophisticated methods for their solution--methods such as 
nondifferentiable optimization. 
This paper considers the common situation which arises when 
tne outcomes of particular decisions cannot be estimated without 
solving a difficult auxiliary problem. The solucion of this aux- 
iliary probiem can be very time-consuming and may limit the 
analysis of different decisions in the original problem. Thls 
paper develops methods of optimal decision making which avoid 
the direct comparison of 2ecisions and which use only information 
which is readily accessible from a computational point of view. 
2 .  THE PROBLEM 
T h i s  p a p e r  d e a l s  wi th  t h e  f i n i t e - d i m e n s i o n a l  u n c o n d i t i o n a l  
extremum problem 
min f  ( x )  
X E E "  
where t h e  o b j e c t i v e  f u n c t i o n  has  no con t inuous  d e r i v a t i v e s  w i t h  
r e s p e c t  t o  t h e  v a r i a b l e  x =  (x, ,..., x,). Var ious  methods were 
d i s c u s s e d  and sugges ted  i n  r e l e v a n t  l i t e r a t u r e  t o  s o l v e  problem 
( 1 )  w i t h  many t y p e s  o f  n o n - d i f f e r e n t i a b l e  o b j e c t i v e  f u n c t i o n s .  
The b i b l i o g r a p h y  p u b l i s h e d  i n  [ I ]  g i v e s  a  f a i r l y  good n o t i o n  o f  
t h e s e  works.  I t  should b e  emphasized t h a t  t h e  n o n d i f f e r e n t i -  
a ~ i i i t y  of t h e  o b j e c t i v e  f u n c t i o n  i n  problem ( 1 )  i s ,  a s  a  r u l e ,  
due t o  complex i ty  of t h e  f u n c t i o n ' s  s t r u c t u r e .  A r e p r e s e n t a t i v e  
example i s  minimax problems where t h e  o b j e c t i v e  f u n c t i o n  f ( x )  
i s  a  r e s u l t  of maximizat ion o f  some f u n c t i o n  g ( x , y )  w i t h  r e s p e c t  
t o  v a r i a b l e s  y: 
f ( x )  = max ~ ( X I Y )  
YE Y 
I n  t h i s  c a s e  even a  s imple  computat ion o f  t h e  v a l u e  of f  
a t  some f i x e d  p o i n t  may be q u i t e  a  time-consuming t a s k  which 
r e q u i r e s ,  s t r i c t l y  speak ing ,  an  i n f i n i t e  number o f  o p e r a t i o n s .  
With t h i s  i n  mind, it seems t o  be  i n t e r e s t i n g  from t h e  s t and-  
p o i n t  o f  t h e o r y  and p r a c t i c e  t o  i n v e s t i g a t e  t h e  f e a s i b i l i t y  o f  
s o l u t i o n  o f  problem ( 1 )  w i t h  a n  approximate  computat ion o f  t h e  
f u n c t i o n  f ( x )  and o f  i t s  s u b g r a d i e n t s  ( i f  t h e  l a t t e r  a r e  d e t e r -  
mined f o r  a  g iven  t y p e  o f  n o n d i f f e r e n t i a b i l i t y ) .  To t h e  b e s t  o f  
o u r  u n d e r s t a n d i n g ,  E - s u b g r a d i e n t s  o f  f u n c t i o n s  o f  t h e  form ( 2 ) ,  
i n t r o d u c e d  by R.T. R o c k a f e l l a r  [ 2 ] ,  a r e  q u i t e  c o n v e n i e n t  f o r  
c o n s t r u c t i n g  numer ica l  methods,  and s o  we o f f e r  h e r e  some 
r e s u l t s  g e n e r a l i z i n g  e f f o r t s  i n  t h i s  d i r e c t i o n  [3-51. 
3 .  WEAKLY CONVEX FUUCTIONS 
The d i s c u s s i o n  o f  a  c l a s s  o f  t h e  n o n - d i f f e r e n t i a b l e  func-  
t i o n s  b r o a d e r  t h a n  t h e  convex f u n c t i o n s  e n a b l e s  u s  t o  g a i n  sub- 
s t a n t i a l l y  i n  g e n e r a l i t y  a t  t h e  expense  o f  a  minor i n c r e a s e  i n  
complex i ty .  P r o p e r t i e s  o f  t h e  c l a s s  which w i l l  b e  t r e a t e d  
a r e  d e s c r i b e d  by t h e  f o l l o w i n g  d e f i n i t i o n  [6]: 
D e f i n i t i o n  The c o n t i n u o u s  f u n c t i o n  f ( x )  i s  c a l l e d  t h e  
weakly convex f u n c t i o n  i f  f o r  e a c h  x  t h e r e  e x i s t s  a t  l e a s t  one 
v e c t o r  g  such t h a t  
f o r  a l l  y ,  and t h e  r e s i d u a l  t e rm r ( x , y )  s a t i s f i e s  t h e  c o n d i t i o n  
o f  uni form s m a l l n e s s  w i t h  r e s p e c t  t o  llx-yll i n  each  compact sub- 
n  
s e t  o f  E , i . e . ,  i n  any compact set  K C E "  f o r  any E > 0  t h e r e  
e x i s t s  b k  > 0  such  t h a t  f o r  Ox - y  ll 2 Sk, x ,  y  E K 
N o t l c e  t h a t  n o  c o n s t r a i n t s  a r e  imposed on the  s i g n  o f  t h e  
r e s i d u a l  t e rm r ( x , y ) .  Fur the rmore ,  s t r e n g t h e n i n g  ( 3 )  i t  L S  pos- 
s i b l e  t o  add t o  r ( x , y )  any e x p r e s s i o n  o f  t h e  form @ (llx - yll , 
where 
$ i t )  2 0  , m t - ' - 0  f o r  t -  + O  
The t e r n  weakly convex f u n c t i o n s  is  s u g g e s t e d  by ana logy  
t o  t h e  s t r o n g l y  convex functions s t u d i e d  by B . T .  Polyak [ 7 ] .  
W e  w i l l  c a l l  t h e  v e c t o r  g ,  s a t i s f y i n g  ( 3 ) ,  t h e  s u b g r a d i e n t  
o f  t h e  f u n c t l o n  f i x )  and w i l l  d e n o t e  3 s e t  of s u b g r a d i e n t s  a t  
t h e  p o i n t  x by 3f ( x )  . 
We w i l l  now d e s c r i b e  some s i m p l e  p r o p e r t i e s  o f  weakly 
convex f u n c t i o n s  and o f  t h e i r  s u b q r a d i e n t s .  
Lemma 1 .  Nith r e s p e c t  t o  x ,  a f ( x ) i s  a c o n v e x ,  c l o s e d ,  bounded 
and upper semicont inuous m u l t i v a l u e d  mapping. 
The proof o f  t h e s e  p r o p e r t i e s  p r e s e n t s  no s p e c i a l  problems.  
Lemma 2. Let  f ( x , a )  b e  con t inuous  w i t h  r e s p e c t  t o  a  and 
weakly convex w i t h  r e s p e c t  t o  x  f o r  e a c h  a  b e l o n g i n g  t o  t h e  
compact t o p o l o g i c a l  space  A.  T h a t  i s ,  
f o r  a l l  y ,  and h e r e  r a ( x , y )  s a t i s f i e s  t h e  c o n d i t i o n  o f  uniform 
s m a l l n e s s  u n i f o r m a l l y  w i t h  r e s p e c t  t o  a E A .  Then 
f c x )  = max f ( x , a )  
a €  A 
i s  a  weakly convex f u n c t i o n .  
The proof  i s  r a t h e r  s i m p l e .  
Le t  
A(x)  = ( a  : f  (.x,al = f ( x )  1 
Then, c o n s i d e r i n g  ( 4 )  f o r  a  e A ( x )  , w e  o b t a i n  
f ( y )  - f ( x )  2 f ( y , a )  - f ( x , a )  2 
> ( g a , y - x )  + r a ( x , y )  2 
- 




- r ( x , y )  = sup i r a ( x t y )  I 
a E A  
I t  i s  e a s i l y  seen  t h a t  ; ( x , y )  s a t i s f i e s  n e c e s s a r y  c o n d i t i o n s  of 
uniform s m a l l n e s s  and t h e  lemma i s  proved.  
The proof  o f  L e m a  2 h e l p s  i n  u n d e r s t a n d i n g  t h e  p r o c e d u r e  o f  
c a l c u l a t i o n  o f  s u b g r a d i e n t s  o f  t h e  weakly  convex f u n c t i o n s .  
S p e c i f i c a l l y ,  f o r  f u n c t i o n s  o f  t h e  form ( 5 )  t h e  v e c t o r  
E G ( x )  , a  E A ( x )  is t h e  s u b g r a d i e n t  o f  t h e  f u n c t i o n  f  ( x )  a t  ga a  
t h e  p o i n t  x .  I t  f o l l o w s  from Lemma 1 t h a t  an a r b i t r a r y  v e c t o r  
is  a l s o  t h e  s u b g r a d i e n t .  
The f i n d i n g  o f  even one  e l e m e n t  o f  t h e  set  G ( x )  may b e  a  
n o n - t r i v i a l  problem a n d ,  i g n o r i n g  e f f o r t s  s p e n t  t o  c a l c u l a t e  f o r  
t h e  f i x e d  a t h e  s u b g r a d i e n t  g a €  a f a ( x ) ,  it c a n  be  s a i d  t h a t  prob-  
l e m s  o f  comput ing  f ( x )  and o f  i t s  s u b g r a d i e n t  g  E af ( x )  a r e  e q u a l  
I n  c o m p l e x i t y .  
I n  e s t a b l i s h i n g  n e c e s s a r y  extremum c o n d i t i o n s  f o r  weakly 
convex f u n c t i o n s  o f  g r e a t  i m p o r t a n c e  i s  t h e  e x i s t e n c e  o f  d i r e c -  
t i o n a l  d e r i v a t i v e s  and a  fo rmula  f o r  t h e i r  c o m p u t a t i o n  i n  t e r m s  
o f  s u b g r a d i e n t s .  
Lemma 3 .  The weakly  convex f u n c t i o n  f ( x )  i s  d i r e c t i o n a l l y  
d i i f e r e n t i a b l e  and 
P r o o f .  L e t  
> ( h )  = f  ( x  + h e )  - f (x) 
I t  is e a s i l y  s e e n  t h a t  q ( h )  a s  a  f u n c t i o n  o f  h  i s  weakly  
convex.  Denote t h e  se t  of  s u b g r a d i e n t s  o f  m(h) by  3Q ( h ) .  Assume 
t h e  c o n t r a r y  o f  what t h e  lemma a s s e r t s :  
- 
a  = l i m  9(h) < - 
- - L i m  D(h) = a 
h-+ 0 h  h-- + 0 h  
and l e t  { T ~ }  = T and {ak}  = a be. sequences of values of h  such 
t h a t  
Furthermore, w e  have: 
where 
$ q k i G  r k  O ( r  4 . 3  k k .  f o r  k-m, r k++O 
Without l o s s  of gene ra l i t y  i t  may be assumed t h a t  
Dividing ( 6 )  by rk  and passing t o  t h e  l i m i t  f o r  k -.- we 
ob ta in  
BY v i r t u e  of  Lemma 1 gT E a b ( 0 )  , t he re fo re  
Dividing ( 7 )  by ok and passing t o  t h e  l i m i t  when k-.m we 
have a con t r ad ic t ion  t h a t  proves the  d i f f e r e n t i a b i l i t y  i n  any 
d i r e c t i o n .  By v i r t u e  of the weak convexity of  f it is easy t o  
ob ta in  
> max ( g , e )  
- 
3 e  g 5 a f  
Now l e t  
and  
Then 
The d i v i s i o n  o f  t h e  above  i n e q u a l i t y  Sy tk and  t h e  p a s s  t o  t h e  
l i m i t  when k-.  = y i e l d :  
af  ( x )  
-< ( g , e )  5 max ( g , a )  
- 
ae g ~ a f  
and t h u s  t h e  p roo f  is  comple t ed .  
Lemma 3 i m p l i e s  t h a t  t h e  n e c e s s a r y  c o n d i t i o n  f o r  t h e  p o i n t  
be  e x t r e m a l  is  
0 C i f  ( x * )  ( 8 )  
however ,  u n l i k e  t h e  c a s e  w i t h  t h e  cor.vex f u n c t i o n ,  t h i s  c o n d i t i o n  
i s  i n s u f f i c i e n t .  
L o c a l  p r o p e r t i e s  o f  t h e  weak ly  convex f u n c t i o n s  d o  n o t  
d i f f e r  f rom t h o s e  of  t h e  convex f u n c t i o n s  b u t  t h e i r  g l o b a l  p ro -  
~ e r t i e s  a r e  r a d i c a l l y  d i s s i m i l a r .  S p e c i f i c a l l y ,  t h e  weak ly  con-  
vex  f u n c t i o n s  l a c k  t h e  s a l i e n t  f e a t u r e  o f  s u b g r a d i e n t s  t h a t  
e n a b l e s  u s  t o  p r o v e  t h e  c o n v e r g e n c e  o f  s u b g r a d i e n t  method,  i . e . ,  
t h e  p o s i t i v i t y  of  s c a l a r  p r o d u c t  o f  a n  a r b i t r a r y  s u b g r a d i e n t  a t  
some p o i n t  x i n  t h e  d i r e c t i o n  f rom t h e  extremum p o i n t  x*:  
f o r  an a r b i t r a r y  q~ i f  
T h l s  and t h e  f a c t  t h a t  a  s h i f t  ir. t h e  d i r e c t i o n  o f  t h e  
a n t l g r a d i e c t  d o e s  n o t  a s s u r e  a  d e c r e a s e  i n  v a l u e  o f  a  f u n c t i o n  
being op t imized  both f o r  t h e  weakly convex and convex f u n c t i o n s ,  
compl ica te  t a n g i b l y  t h e  proof o f  t h e  subg rad i en t  method convergence. 
D i f f i c u l t i e s  t h a t  p r e sen t  themselves  i n  p rov ing  t h e  conver- 
gence of  non-relaxat ion a lgor i thms  a r e  o f  common knowledge. How- 
e v e r ,  i n  a number o f  c a s e s  they  pay, opening new p o s s i b i l i t i e s .  
I n  t h e  fo l lowing  chap t e r  w e  w i l l  d e s c r i b e  c e r t a i n  c r i t e r i a  of 
convergence of i t e r a t i v e  a lgo r i t hms  which made it p o s s i b l e  t o  
prove convergence o f  a n m b e r  o f  a lgor i thms  whose behaviour  i s  
s u b s t a n t i a l l y  non-monotonic. 
4 .  CONVERGENCE OF ITEEATIVE METHODS OF NON-LINEAR PROGRAMMING 
General  c o n d i t i o n s  o f  convergence of  i t e r a t i v e  procedures  
r e ce ived  a t t e n t i o n  of a l o t  of  r e s ea r che r s .  The most fundamental 
r e s u l t s  appear  t o  belong t o  W . I .  Zangwill  who suggested necessary  
and s u f f i c i e n t  cond i t i ons  of  convergence of  i t e r a t i v e  methods o f  
t h e  mathematical programming [ 7 ] .  However, t h e  convergence theo-  
rems de r i ved  by W . I .  Zangwill  do n o t  exhaus t  i n v e s t i g a t i o n s  con- 
duc ted  i n  t h i s  f i e l d ,  and many au tho r s  formulated o t h e r  cond i t i ons  
t h a t  c h a r a c t e r i z e  convergence of  i t e r a t i v e  procedures .  I n  s p i t e  
of  t h e  f a c t  t h a t  t h e  l a t e r  approaches a r e  less g e n e r a l  and 
u n i v e r s a l  they  proved t o  be more h e l p f u l  i n  i n v e s t i g a t i o n s  o f  
s p e c i f i c  a lgor i thms .  Take (7-91 a s  an example. I t  should be 
emphasized t h a t  i n  t h e  major i ty  o f  c a s e s  t h e s e  works d e a l  wi th  
convergence of  a lgor i thms  whose o b j e c t i v e  func t i on  dec r ea se s  
monotonical ly  a s  a p roce s s  goes and, t h e r e f o r e ,  they  a r e  no t  
a p p l i c a b l e ,  i n  p r i n c i p l e ,  t o  t h e  ca se  i n  hand. These and o t h e r  
reasons  se rved  a s  t h e  s t a r t i n g  p o i n t  i n  t h e  e l a b o r a t i o n  o f  condi-  
t i o n s  o f  convergence of  i t e r a t i v e  procedures  w i th  weakened proper-  
t i e s  of  a monotonous v a r i a t i o n  o f  t h e  o b j e c t i v e  func t i on  i n  t h e  
p rog re s s  of t h e  s o l u t i o n  of  an extremum problem. The approach 
s e t  f o r t h  below i s  based on a u t h o r ' s  paper  [ 1 2 ] .  
W e  w i l l  cons ide r  an a lgo r i t hm of  t h e  mathematical  programming 
a s  a c e r t a i n  r u l e  of  c o n s t r u c t i o n  of  a sequence (xS1 of  p o i n t s  o f  
an n - dimens iona l  Euc l idean  space  E". C o n d i t i o n s  o f  convergence 
of t b s  sequence w i l l  be fo rmula ted  i n  terms o f  p r o p e r t i e s  o f  
t h i s  sequence and o f  a c e r t a i n  s u b s e t  X* of  t h e  space  E" which 
we w i l l  c a l l  t h e  s o l u t i o n  s e t .  The a l g o r i t h m  w i l l  b e  thought  
of a s  t h e  convergen t  a l g o r i t h m  i f  each  l i m i t  p o i n t  o f  a sequence 
g e n e r a t e d  by it belongs t o  t h e  set x*. 
The b a s i c  convergence theorem i s  fo rmula ted  a s  f o l l o w s :  
Theorem 1.  L e t  t h e  sequence {xSl  and t h e  set X* be such t h a t  
Al)  I f  xSk - x*  E X* then  
A 2 )  There  e x i s t s  a compact s e t  K such t h a t  
k - A 3 )  If x -+ x '  ;= X* , then  t h e r e  e x i s t s  E~ > 0 such t h a t  f o r  
t k 
a l l  E ( E and any k '  s t h e r e  e x i s t s  a p o i n t  x , tk > Sk 0 
such t h a t  
!7e w i l l  assume 
tk  = n i n  t :  IIX' - xSkl  > E 
t > Sk 
A 4 )  There  e x i s t s  a con t inuous  f u n c t i o n  W(x) such t h a t  
f o r  a r b i t r a r y  sequences  I s k : ,  ( t k j  satisfying c o n d i t i o n  
A 3 .  
AS) The func t i on  W assumes on X* an everywhere incomplete  set 
of  va lues .  
Then a l l  l i m i t  p o i n t s  of t h e  sequence {xS1 belong t o  
t h e  set X . 
Thi s  theorem is proved i n  [ 1 2  ] . A v e r s i o n  o f  cond i t i ons  
g iven  t h e r e  v a r i e s  t o  some e x t e n t  from t h a t  g iven  above; however, 
p roo f s  o f  bo th  theorems a r e  p r a c t i c a l l y  s i m i l a r .  An a s s e r t i o n  
weaker than  Theorem 1 is a l s o  o f  i n t e r e s t .  
Theorem 2 .  Under t h e  c o n d i t i o n s  of Theorem 1 A1-A4 t h e r e  
e x i s t s  a l i m i t  p o i n t  of  t h e  sequence {xS} which be longs  t o  t h e  s e t  
x*. The proof o f  t h i s  theorem employs t h e  same arguments a s  
t h ose  of t h e  proof o f  Theorem 1 .  
5 .  MINIMIZATION OF WEAKLY CONVEX FUNCTIONS 
I n  t h i s  s e c t i o n  w e  s h a l l  s t udy  convergence of t h e  r e c u r r e n t  
procedure 
f o r  f i n d i n g  t h e  uncondi t iona l  n~inimum of t h e  weakly convex func- 
t i o n  f .  I n  t h e  above r e l a t i o n  ps > 0 a r e  s t e p  m u l t i p l i e r s ,  
gS E a f ( x S )  i s  t h e  subg rad i en t  o f  t h e  o b j e c t i v e  f u n c t i o n  f a t  t h e  
p o i n t  xS. Requirements p laced  upon t h e  sequence o f  s t e p  mu l t i -  
p l i e r s  w i l l  be s t i p u l a t e d  i n  what fo l lows .  
To prove convergence of  procedure (10)  r e q u i r e s  an a u x i l i a r y  
geomet r ica l  lemma. In  a s i m p l i f i e d  form such lemma was f i r s t  
proved i n  [ 6 ]  . 
Lemma 4. Let D be a convex compact s e t  which does no t  
con t a in  a z e ro  and l e t  1 ~ ~ 1  be an a r b i t r a r y  s e t  o f  v e c t o r s  from 
D .  By means of a sequence of  numbers on such t h a t  
n  l e t  u s  form a  sequence  o f  v e c t o r s  { z  1 a s  f o l l o w s :  
0 0 
z  = y  
Denote  by { n k )  a  s equence  o f  i n d e x e s  s u c h  t h a t  
Then f o r  some -< > 0 such  a  sequence  e x i s t s  and 
n  P r o o f .  I t  i s  o b v i o u s  t h a t  t z  1 C D .  S i n c e  0 ZD, t h e n  
c o n s t a n t s  d and A e x i s t  s u c h  t h a t  
n  
L e t  u s  c o n s l d e r  now t h e  changes  i n  t h e  l e n g t h  o f  v e c t o r s  z : 
n+l 2 n+ 1 n 2  Uz I = i z n  + o n ( y  - z  ) I  = znl12 + 
I f  f o r  a l l  n  
n n+l  1 - 2  ( z , y  
t h e n  
n+l 2  < 
z n I 2  + ud2u; - 6 2 on YZ u - 
S i n c e  a n  + 0, t h e n  f o r  s u f f i c i e n t l y  l a r g e  n  
Summing t h e  above i n e q u a l i t y  w i t h  r e s p e c t  t o  n from N  t o  N c M -  1 
we o b t a i n  
The p a s s  t o  t h e  l i m i t  when M +  m l e a d s  t o  a  c o n t r a d i c t i o n  t o  
t h e  s u p p o s i t i o n  ( 1 1 ) .  I t  f o l l o w s  t h a t  t h e r e  e x i s t s  a sequence 
( n k l  such  t h a t  
F u r t h e r ,  from (12)  it fo l lows  f o r  s u f f i c i e n t l y  l a r g e  k t h a t  
Hence 
which completes  t h e  p roof .  
The main r e s u l t  which w i l l  be prcved h e r e  l a t e r  is  t h e  
p r o p o s i t i o n  a b o u t  convergence o f  p rocedure  ( 1 0 )  . A t  f i r s t  t h e  
s o l u t i o n  s e t  w i l l  be d e f i n e d  u s i n g  t h e  n e c e s s a r y  extremum 
c o n d i t i o n s :  
The f o l l o w i n g  theorem i s  v a l i d :  
Theorem 3 .  L e t  
and t h e  sequence  { x S }  d e f i n e d  by (10) be  bounded. Then a l l  l i m i t  
p o i n t s  o f  t h i s  sequence  be long  t o  t h e  s e t  x * .  
P r o o f .  I n  p r o v i n g  t h i s  theorem we s h a l l  employ t h e  g e n e r a l  
c o n d i t i o n s  o f  convergence  d e s c r i b e d  i n  S e c t i o n  3 .  
The o b j e c t i v e  f u n c t i o n  f(x) i s  chosen a s  W(x) and it  is  
d e m o n s t r a t e d  t h a t  c o n d i t i o n s  A1-A4 w i l l  be a l s o  s a t i s f i e d .  For  
s i m p l i c i t y ,  we w i l l  assume t h a t  c o n d i t i o n  A5 i s  s a t i s f i e d .  
I t  i s  o b v i o u s ,  t h a t  t h e  s a t i s f a c t i o n  o f  c o n d i t i o n s  A1 , A 2  
f o l l o w s  d i r e c t l y  from t h e  a s sumpt ions  o f  t h e  p r o o f .  
L e t  {xnkI  be  a  convergen t  subsequence  and 
l i m  xnk = x *  2 X* 
k + m  
I n  t h i s  c a s e  0 Z G ( x l )  and by v i r t u e  o f  G(x) b e i n g  upper  semi- 
c o n t i n u o u s  it  is p o s s i b l e  t o  choose  s o  s m a l l  & > 0 t h a t  
T h i s  i s  a l s o  t r u e  f o r  t h e  E - s u b g r a d i e n t s .  I t  1s always  p o s s i b l e  
t o  choose  s o  s m a l l  E , &  > 0 t h a t  
Then, if condition A3 is not satisfied, for k's large enough 
and by virtue of separation theorems there exists a vector e 
such that 
The above inequality implies because of our assum~tions an 
s 
unlimited growth of the inner product (x ,e). This implication 
obviously contradicts the assumption and, therefore, proves 
that condition A 3  is satisfied. 
Let for some small i > 0 
% = rnin n : \xm - .Ckl > i 
m l n  k 
Requirements placed on E will be refined later. 
We meet the dominant difficulty at the following step of 
the proof; an estimation of andecrease in the objective function 
s 
when passing from the polnt x k. As the directions - g are, 
generally speaking, not the directions of decrease in the function 
f(x) the problem of estimation of the function decrease is fairly 
difficult and rather unwieldy in view of the large number of com- 
putatlon. 
Let  us f i x  a  s u f f i c i a n t l y  l a r g e  k and examine a  d i f f e r e n c e  
m n  
f i x )  - f i x n k )  2 ( g m , x m - x n k i  + - r i x k , x m l , m > n k  
E s t i m a t e  w i t h  g r e a t e r  p r e c i s i o n  t h e  addend on  t h e  r i g h t  
s i d e  of t h i s  i n e q u a l i t y .  
m V e c t o r s  zk c a n  be  o b t a i n e d  by means o f  t h e  r e c u r r e n t  
formula:  
w l t h  t h e  l n i t i a l  c o n d i t i o n  
and c o e f f i c i e n t s  IJ!~' e q u a l  t o  
I t  i s  e a s i l y  s e e n  t h a t  0 5 g:k) 5 1 
Then by v i r t u e  o f  Lemma 4 t h e r e  e x i s t s  a sequence 
k ( s i t  i = 1 , 2 , .  . . , I  of  indexes  such  t h a t  
and h e r e  
k Choose from t h e  sequence h i ,  i =  1 ,  . . . ,  1 a maximum i n d e x  whose 
k 
v a l u e  does  n o t  exceed  t h e  i n d e x  mk and d e n o t e  it  by v .  : 
1 
From t h e  i n e q u a l i t y  (Lemma 4 )  
sk - 1  
" ( k )  < c 
k s -  
S'S . 
1 
it  f o l l o w s  t h a t  f o r  s u f f i c i e n t l y  l a r g e  k ' s  
whicn i m p l i e s  t h a t  
The above i n e q u a l i t y  may be  p u t  i n  a n o t h e r  form: 
where q = 1 - p  < 1 
Summing up it is  p o s s i b l e  t o  s a y  t h a t  we have c o n s t r u c t e d  
.,: 
a s  a  r e s u l t  t h e  p o i n t  x  such  t h a t  
" 1 
I f  i n  a  s i m i l a r  r e a s o n i n g  t h e  p o i n t  x  1s considered a s  t h e  
i n l t i a l  o n e ,  t h a n  it  i s  p o s s i b l e  t o  show t h e  e x i s t e n c e  of  a  p o i n t  
k 
J "  
x s u c h  t h a t  
k k 
"1 " 2  





Let us f i x  an a r b i t r a r y  smal l  T > 0 and r e p e a t  t h i s  p rocess  
a  r equ i r ed  number of t imes i n  o rde r  t o  c o n s t r u c t  a  sequence of  
k 
V .  
p o i n t s  {x  l, i = 1 $ 2 , .  . . , M I  such t h a t  f o r  each i i n e q u a l i t i e s  
s i m i l a r  t o  C13)- Cl4) be s a t i s f i e d :  
and qm 2 T . I t  obviously s u f f i c e s  t o  r epea t  t h e  above reason- 
i ngs  no more than M = [ l o g  T I  + 1 t imes .  Summing (1 5) wi th  
r e spec t  t o  i from zero t o  M - 1 we o b t a i n  (assuming u = nk and 
k denot ing  b M = t k  1 :  
Addend i n  t h e  r i g h t  p a r t  of t he  i n e q u a l i t y  is eva lua t ed  
a s  fo l lows:  
M sup 1 r l x . y )  = n ;,ixnki 
- 
n 
For t h e  k ' s  t h a t  a r e  l a r g e  enough Px - x '  - < E t h e r e f o r e  
w h e r e  6 ( L )  - 0 f o r  ,- 0 
F i n a l l y  we ob t a in :  
+ E 6  ( E )  . 
w h e r e  - may b e  assumed t o  b e  so small t h a t  
I n  doing so  we obta in :  
Furthermore, 
S u b s t i t u t i n g  t h i s  es t imate  i n t o  (16 )  w e  o b t a i n :  
I t  may be always assumed t h a t  
hence 
Passing t o  t h e  l i m i t  when k-, we obta in :  
- "'k n 
l i m  W(x ) < lim w (X k] 
k + m  k' m 
which is  what it was requi red  t o  prove. 
A s  a r e s u l t  t he  convergence of algori thm ( 1 0 )  is a 
consequence of tile s a t i s f a c t i o n  of cond i t i ons  At-A5 of Theorem 1 .  
6. CONVEX CASE 
For  t h e  problem o f  convex m i n i m i z a t i o n  some r e s u l t s  c a n  be  
o b t a i n e d  d e s c r i b i n g  t h e  b e h a v i o r  o f  p r o c e s s  ( 1 0 )  i n  t h e  
c a s e  when E = 6 = c o n s t .  
S 
Theorem 4 .  L e t  t h e  o b j e c t i v e  f u n c t i o n  f ( x )  b e  convex 
Then,  ~f t h e  sequence  (xS1 is bounded,  t h e r e  e x i s t s  o n l y  one  
c o n v e r g e n t  subsecuence  ( x  
k-+ao 
and  
f ( 2 )  5 min £ ( X I  + E 
XEE 
P r o o f .  The p roof  w i l l  b e  b a s e d  on t h e  same fo rma l i sm as i n  
Theorem 3 .  L e t  
n X* = ( x *  : f ( x * )  = min f ( x ) ,  X E E  1 
and 
Denote  
W(x) = min Ux- x*i12 
X*  E X* 
I n  o u r  c a s e  t h e  r o l e  of  a set o f  s o l u t i o n s  w i l l  be played 
by X: . L e t  us v e r i f y  whether  c o n d i t i o n s  A1-A4 from S e c t i o n  2 
can  be  s a t i s f i e d .  I t  i s  obvious ,  t h a t  o n  no account  c o n d i t i o n  
AS can  be  s a t i s f i e d  i n  t h i s  c a s e  and,  t h e r e f o r e ,  it i s  p o s s i b l e  
t o  prove o n l y  a  weakened convergence o f  Drocess (10) i n  t h e  
s p i r i t  o f  Theorem 2. 
C o n d i t i o n s  Al, A2 a r e  obv ious ly  s a t i s f i e d  i n  assumptions of  
t h i s  theorem: v e r i f y  whether  c o n d i t i o n  A3 is s a t i s f i e d .  L e t  
t h e r e  be some subsequence: 
t h a t  is,  
f(xl) > min f(x) + E 
x E E ~  
Assume the c o n t r a r y  t o  c o n d i t i o n  A 3 ,  that i s ,  
Then f o r  an a r b i t r a r y  6 > 0 f o r  a  s u f f i c i e n t l y  l a r g e  k 
for s nk . Choose 6 > 0 i n  such a  way that t h e  set 
does n o t  i n t e r s e c t  w i t h  t h e  s e t  X*E : U,.& ( x '  ) 71 XE = $. Then i n  
s u p p o s i t i o n s  of t h e  proof f o r  an a r b i t a r y  x * E X *  and s > n k: 
I l l X s  - x*l12 + CO: - 2 0 g ( q s 1 ~ s  - x * )  
- 
s i n c e  
t h e n  
whence w e  have  f o r  s  > n  k 
S u b s t i t u t i n g  t h e  above  i n e q u a l i t y  i n t o  (17) w e  o b t a i n  
or f o r  s u f f i c i e n t l y  l a r g e  k 
w ( x S + ' )  " ( x S )  - Y i i s  
Summing (18) w i t h  r e s u e c t  to s  f rom nk t o  m-1 we o b t a i n :  
P a s s i n g  i n  t h e  above  i n e q u a l i t y  t o  t h e  l i m i t  when m - a  we 
have  a c o n t r a d i c t i o n  t o  t h e  boundedness  o f  t h e  c o n t i n u o u s  func -  
t i o n  W(x) on U u 5 ( x ' ) .  The o b t a i n e d  c o n t r a d i c t i o n  p r o v e s  t h e  
f a c t  t h a t  c o n d i t i o n  A 3  1s s a t i s f i e d .  L e t  
F o r  k's t h a t  a r e  l a r g e  enough 
t h e r e f o r e  t h e  e s t i m a t e  o f  ( 1 9 )  i s  a l s o  v a l i d  f o r  m = m k  
However, 
By means o f  t h e  above e s t i m a t e  we f i n a l l y  o b t a i n :  
and p a s s i n g  t o  the l i m i t  when k + - 
which ,  by v i r t u e  o f  Theorem 2 ,  p r o v e s  o u r  p r o p o s i t i o n .  
I n  a l l  p r o b a b i l i t y  t h e  assert!-on o f  t h i s  theorem c a n n o t  b e  
s t r e n g t h e n e d  u n l e s s  a d d i t i o n a l  h ~ o t h e s e s  c o n c e r n i n g  t h e  c h o i c e  
of v e c t o r s  gS from a p p r o p r i a t e  sets G (xS)  of  E - s u b g r a d i e n t s  
E 
a r e  i n v o l v e d .  
I t  is a l s o  o f  i n t e r e s t  t o  e s t i m a t e  a  d e v i a t i o n  o f  t h e  l i m i t  
p o i n t s  cf t h e  sequence  {xs) f rom t k e  set  of  s o l u t i o n s  X: . 
I f  we d e n o t e  
d  = s u p  i n f  Ax*-xzn 
x;€x: x*fX* 
t h e n  f rom g e o m e t r i c a l  c o n s i d e r a t i o n s  it i s  e a s i l v  shown t h a t  a l l  
l i m i t  p o i n t s  of t h e  sequence  (xs! o c c u r  i n  t h e  s e t  
where S  i s  a  u n i t  b a l l  and t h e  a d d i t i o n  is meant i n  Minkovsky 's  
s e n s e .  
7 .  A P P E N D I X  L J D  GEIiEiiALIZATIONS 
An e s s e n t i a l  f e a t u r e  t h a t  d i s t i n g u i s h e s  t h e  r e s u l t  of  
Theorem 3 a s  compared t o  t h a t  o b t a i n e d  e a r l i e r  i n  [ l  31 i s ,  a s  
a p p l i e d  t o  minimax problems o f  t h e  t y p e  
rnin max f ( x , y )  
x  !' 
t h e  p o s s i b i l i t y  t o  r l d  o n e s e l f  o f  t h e  check o f  e x a c t n e s s  o f  
t h e  s o l u t i o n  of an  a u x i l i a r y  problem of  f i n d i n g  t h e  i n t e r n a l  
maximum: 
P ( x )  = max f ( x ,  y )  
7 
T h i s  e n a b l e s  us  t o  j u s t i f y  t h e  a p p l i c a t i o n  o f  Arrow-Gurwitz '  
method 
I n  t h e  s o l u t i o n  o f  problem ( 2 0 )  on t h e  S a s l s  of b r o a d e r  assump- 
t l o n s  than  common assumptions of  s t r l c t  c o n v e x i t y - c o n c a v i t y  o r  
s i m l l a r  o n e s .  Under some o f  them c o n c e r n i n g  t h e  r e l a t l o n  between 
s t e p  multipliers l t  proves  t o  be p o s s i b l e  t o  c o n s l d e r  l t e r a t l v e  
r e l a t i o n  ( 2 )  a s  t h e  E - s u b g r a d l e n t  method o f  m i n i m i z a t i o n  o f  t h e  
func t ion  @ ( x )  . Convergence of method (21 ) - (22 )  i s  he re  an 
imp l i ca t ion  of Theorem 3. Resu l t s  ob ta ined  i n  this f i e l d  a r e  
descr ibed  i n  more d e t a i l  i n  [141. Of g r e a t  p r a c t i c a l  i n t e r e s t  
i s  a l s o  t h e  development of methods f o r  r e g u l a t i n g  s t e p  m u l t i p l i e r s  
i n  procedure ( 1 0 ) .  Bas i ca l ly ,  Theorem 3  a s s e r t s  t h a t  t h e  
E - subgrad ien t  methods converge under t h e  same assumptions a s  
t h e  subgradien t  methods. I n  a l l  p r o b a b i l i t y ,  t h e  i d e a s  t h a t  
u n d e r l i e  t h e  subgradien t  methods a r e  app l i cab l e  t o  t h e  E -sub-  
g rad i en t  methods when t h e i r  s t e p  m u l t i p l i e r s  a r e  r egu la t ed ,  and 
furthermore,  t h e  computational e f f e c t  is a l s o  t h e  same. 
A non-formal requirement he re  c o n s i s t s  i n  g iv ing  up t h e  
exac t  computation of  t h e  o b j e c t i v e  func t ion  a s  s t a t e d  e a r l i e r  
i n  t h e  i n t r o d u c t i o n  t o  t h i s  paper. For i n s t ance ,  t h e  general-  
i z a t i o n  on t h e  c a s e  of E - subgrad ien t  method of  s t e p  r e g u l a t i o n  
[ 1 1 ] presen t s  no d i f f i c u l t i e s .  
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1 . INTRODUCTION 
function E : R" - R  ~s said to be l ocaSC3 : I p . i c ; l i t z i z n  ~f for 
each Y.ER" there is a neighborhood X of x such that, for some !% :I', 
I f ( X " ) - f ( ~ ' )  ; i x " - x ' I  for all x'EX, x " E X  ( 1 . 1 )  
Examples include continuously differentiable functions, convex 
functions, concave functions, saddle functions and any linear 
comb~nation or pointvise maximum of a finite collection of such 
functions. 
Cllrke (1975 and 1 9 R O ) ,  has shown that when E 1s locally 
L~~schltzlan, the generalized dlrectlonal derlvatlve 
f (XI+ tv) - f (x') fa ( x : v )  = lln sup 
:.: ' - X t 
t . o  
1s for each x a finlte, iu~linear (i.e., convex and ccsitivel:~ 
homogeneous) funct~on of 7 .  From this it follows by classical 
convex analysls that the set 
I1 1 , . 3f (x) = ' . y  iln y - t i  fo ( x ; . i )  f o r  all v 5 'i ', I . 3 i  
- 
is nonempty, convex, compact, and satisfies 
f0 (x;v) = max {yev / y E af(x) I f o r a l l v ~ ~ " .  (1.4) 
The elements of af(x) are what Clarke calledngeneralized gradients" 
of f at x, but we shall call them subgradients. As Clarke has 
shown, they are the usual subqradients of convex analysis when f 
is convex or concave (or for that matter when f is a saddle func- 
tion). When f is continuously differentiable, af(x) reduces to 
the singleton [Vf (x) 1 . 
In subgradient optimization, interest centers on methods for 
minimizing f that are based on being able to generate for each x 
at least one (but not necessarily every) yEaf(x), or perhaps just 
an approximation of such a vector y. One of the main hopes is 
that by generating a number of subqradients at various points in 
some neighborhood of x, the behavior of f around x can roughly be 
assessed. In the case of a convex function f this is not just 
wishful thinking, and a number of algorithms, especially those of 
bundle type (e.g., Lemarechal 1975 and Wolfe 1975) rely on such an 
approach. In the nonconvex case, however, there is the possibility, 
without further assumptions on f than local Lipschitz continuity, 
that the multifunction af : x+af(x) may be rather bizarrely disas- 
sociated from f. An example given at the end of this section has 
f locally Lipschltzian, yet such that there exist many other locally 
Lipschitzian functions g, not merely differing from f by an addit- 
ive constant, for which ag(x) = af(x) for all x.  Subgradients alone 
cannot discriminate between the properties of these different func- 
tions and therefore cannot be effective in determining their local 
minima. 
Besides the need for conditions that imply a close connection 
between the behavior of f and the nature of af, it is essential 
to ensure that a £  has adequate continuity properties for the con- 
struction of "approximaten subgradients and in order to prove the 
convergence of various algorithms involving subgradients. The key 
seems to lie in postulating the existence of the ordinary direction- 
al derivatives 
and  some s o r t  o f  relationship be tween  them and  2f. X i f f l i n  ( 1977a  
a n d  1 9 7 7 b ) ,  mos t  n o t a b l y  h a s  worked i n  t h i s  d i r e c t i o n .  
I n  t h e  p r e s e n t  a r t i c l e  we s t u d y  t h e  r e l a t i o n s h i p  be tween  f '  
and  jf  f o r  s e v e r a l  s p e c i a l  c l a s s e s  o f  l o c a l l y  L i p s c h i t z i a n  f u n c -  
t i o n s  t h a t  s u g g e s t  t h e m s e l v e s  a s  p a r t ~ c u l a r l y  amenab l e  t o  comput-  
a t i o n .  F i r s t  w e  g l v e  some new r e s u l t s  a b o u t  c o n t i n u i t y  p r o p e r t l e s  
o f  f '  when f  b e l o n g s  t o  t h e  r a t h e r  l a r g e  c l a s s  o f  f u n c t i o n s  t h a t  
a r e  " s u b d i f f e r e n t i a l l y  r e g u l a r " .  Next  w e  p a s s  t o  f u n c t i o n s  f  t h a t  
a r e  L S ~ J ~ P - C ~  f o r  some k ,  1 ~k - < m ,  i n  t h e  f o l l o w i n g  s e n s e :  f o r  e a c h  
point x E R" t h e r e  i s  f o r  some open  n e i g h b o r h o o d  X of a  r e p r e s -  
e n t a t i o n  
f  ( x )  = rnax F ( x , s )  f o r  a l l  X E X ,  
sES 
whe re  S i s  a  compac t  t o p o l o g i c a l  s p a c e  a n d  F : X  x S - R  is a f u n c -  
t l o n  wh ich  h a s  p a r t l a 1  d e r i v a t i v e s  up  t o  o r d e r  k w i t h  r e s p e c t  t o  
x and  wh ich  a l o n g  w l t h  a l l  t h e s e  d e r i v a t i v e s  i s  c o n t i n u o u s  n o t  
l u s t  I n  x ,  b u t  j o i n t l y  i n  ( x , s )  E X  * S. We r e v i e w  t h e  s t r o n g  r e -  
1 .  
i u l t s  o b t a i n e d  by  S p i n g a r n  ( f o r t h c o m i n g )  f o r  lower-C t u n c t l o n s ,  
whlch  g r e a t l y  illuminate t h e  p r o p e r t l e s  t r e a t e d  by  M i f f l i n  ( 1977b)  , 
and  w e  g o  on  t o  show t h a t  f o r  k . 2 t h e  c l a s s e s  o f  l ower - ck  f u n c t i o n s  
- 
a l l  c o i n c i d e  and  h a v e  a  s l m p l e  c h a r a c t e r i z a t i o n .  
B e f o r e  p r o c e e d i n g  w i t h  t h i s ,  l e t  u s  r e v i e w  some o f  t h e  e x i s -  
t e n c e  p r o p e r t i e s  of  f '  and  continuity p r o p e r t i e s  o f  !f t h a t  a r e  
p o s s e s s e d  by a n y  l o c a l l y  L i p s c h l t z i a n  f u n c t l o n .  T h l s  w i l l  b e  u s e -  
€21 p a r t l y  f o r  backg round  b u t  a l s o  t o  p r o v i d e  c o n t r a s t  be tween  
s u c h  p r o p e r t i e s ,  wh ich  a r e  a o t  a d e q u a t e  f o r  p u r p o s e s  o f  s u b g r a d i e n t  
q p t l m i z a t i o n ,  and  t h e  r e f i n e m e n t s  o f  them t h a t  w i l l  b e  f e a t u r e d  
l a t e r .  
L o c a l  L l p s c h l t z  continuity of a  f u n c t l o n  f  : R"- R l m p l l e s  by  
a classical t h e o r e m  o f  Xademacher ( s e e  S t e l n  ' 9 7 0 )  t h a t  f o r  a l m o s t  
? v e r y  x ER", 7 f  1s d : f f e r e r . t l a b l e  a t  x ,  and  m o r e o v e r  t 3 a t  t h e  g r a d -  
, e n t  n a p p l n g  7f, on  t h e  s e t  where  1*- ~ ~ 1 s t ~ ~  1s l ~ c a i l (  bounded .  
Given any x E  Rn, a point where f may or not happen to be differ- 
entiable, there will in particular be in every neighborhood of x 
a dense set of points x' where £(XI) exists, and for any sequence 
of such points converging to x, the corresponding sequence of 
gradients will be bounded and have cluster points, each of which 
is, of course, the limit of some convergent subsequence. Clarke 
demonstrated in Clarke (1975) that 3f(x) is the convex hull of all 
such possible limits: 
afcx) = co (lim f(xl) Ixl-.x, f differentiable at x' 1 .  (1-7) 
Two immediate consequences (also derivable straight from properties 
of fo (x;v) without use of Rademacher's theorem) are first that af 
is localiy bounded: for every x one has that 
U af(xl) is bounded for some neighborhood X of x, 
x'Ex (1.8) 
and second that af is upper semicontinuous in the strong sense: 
for any E > 0 there is a 6 > 0 such that 
af(xl)caf(x)+~Bwhenever 1x1-x16 , 
where 
B = closed unit Euclidean ball = {xi 1x1 < 1 . 
- 
(1.10) 
The case where ?f(x) consists of a single vector y is the 
one where £ is strictly differentiable at x with 7f(x) =y, which 
by definition means 
1 im f(xl+tv) -£(XI) = y-v for all VER" . (1.11) 
x'-x t 
t t.0 
This is pointed out in Clarke (1975). From (1.7) it is clear 
that this property occurs if and only if x belongs to the domain 
of Vf, and Vf is continuous at x relative to its domain. 
We c o n c l u d e  t h i s  i n i z r o d u c t i o n  w i t h  a n  i l l u s t r a t i o n  o f  t h e  
a b y s m a l  e x t e n t  t o  whlch  ? f  c o u l d  i n  g e n e r a l ,  w i t h o u t  a s s u m p t i o n s  
beyond l o c a l  L i p s c h i t z  c o n t i n u i t y ,  f a i l  t o  a g r e e  w i t h  7 f  o n  t h e  
domain o f  Sf and  t h e r e b y  l o s e  c o n t a c t  w i t h  t h e  l o c a l  p r o p e r t i e s  
o f  f .  
C o u n t e r e x a m p l e  
T h e r e  is a  L i p s c h i t z i a n  f u n c t i o n  f  : R"+R s u c h  t h a t  
n 
a f c x )  = [ - 1 , 11  f o r  a l l  X E R "  . 
To c o n s t r u c t  f ,  s t a r t  w i t h  a  m e a s u r a b l e  s u b s e t  A o f  R s u c h  t h a t  
f o r  e v e r y  nonempty open  i n t e r v a l  I C R ,  b o t h  m e s [ A n I l  > 0 anci 
mes[A \ I] '. 0 . ( S uch  sets d o  e x i s t  a n d  a r e  d e s c r i b e d  i n  m o s t  t e x t s  
on  Leljesgue m e a s u r e .  ) D e f i n e  h  : R + R by 
i t  ( 1 i f  t E A  , h ( t )  = 1 . - ( T )  d ( ~ )  , where  i ( t )  = 1 - 1  i f  t € A  . 
' 0 
S i n c e  11511== 1 , h  i s  L i p s c h i t z i a n  o n  R w i t h  L i p s c h i t z  c o n s t a n t  
i = 1 .  Hence h l i t ) e x l s t s  f o r  a l m o s t  e v e r y  t ,  a n d  I h 1 ( t ) ' : l .  
I n  f a c t  h ' =  + a l m o s t  e v e r y w h e r e ,  f r o m  wh ic h  i t  f o l l o w s  by t h e  
c h o i c e  o f  A t h a t  t h e  s e t s  i t  ! k l 1 ( t !  = 1 ! a n d  !t h l ( t )  = - 1  : a r e  b o t h  
d e n s e  i n  R. Now l e t  
m 
f  ( x )  = ; h ( x i )  f o r  x  = ( x l ,  ..., x n )  . 
i= 1 
Then E IS L i p s c h i t z i a n  on  xn w i t h  g r a d i e n t  
e x ~ s t i n q  i f  and  o n l y  i f  h ' ( x . i  e x i s t s  f o r  i =  1 ,  ..., n .  T h e r e f o r e  
7f ( x )  € [ - I ,  1 1 "  whenever  7f  ( x )  e x i s t s ,  a n d  f o r  e a c h  o f  t h e  c o r n e r  
p o l n t s  e of  [ - l , l l n  t h e  set  i x i 7 f i x )  = e i  i s  d e n s e  i n  R". Formula  
( 1  . 7 )  i m p l i e s  t h e n  t h a t  ( 1 . 1 2 )  h o l d s .  
Note  t h a t  e v e r y  t r a n s l a t e  g ( x )  = f  ( x  - a )  h a s  39 3f, b e c a u s e  
:f is c o n s t a n t ,  a n d  y e t  q  - f  may b e  f a r  f rom c o n s t a n t .  
2. SUBDIFFERENTIALLY REGULAR FUNCTIONS 
A locally Lipschitzian function f : R"+ R is subdi fferentiahty 
regutar if for every x €Rn and v € Rn the ordinary directional de- 
rivative (1.5) exists and coincides with the generalized one in 
(1 -2) : 
fl(x;v) = fO(x;v) for all x,v. 
Tnen in particular f' (x;v) is a finite, subadditive function of 
v; this property in itself has been termed the quasidifferen- 
tiabitity of f at x by Pshenichnyi (1971). 
THEOREM 1. (Clarke 1975) . If f is convez or tower-C k 
on Rn for some k, 1, then f is not only tocatty Lipschitzian 
but aubdifferentiatty regular. 
Clarke did not study lower-Ck functions as such but proved 
in Clarke (1975) a general theorem about the subgradients of "max 
functions" represented as in (1.6) with F(x,s) not necessarily 
differentiable in x. His theorem says in the case of lower-C k 
functions that 
where 
I(x) = arg max F(x,s). . 
S E S  
It follows from this, (1.4),and the definition of subdifferential 
regularity, that 
for lower-C1 functions,a well known fact proved earlier by 
Danskin (1 967) . 
The reader should bear in mind, however, that Theorem 1 says 
considerably more in the case of lower-ck functions than just this. 
BY a s s e r t i n q  t h e  e q u a l i t y  of  f '  and  f a ,  i t  i m p l i e s  p o w e r f u l  t h i n g s  
a b o u t  t h e  s e m i c o n t i n u i t y  o f  f '  and  s t r i c t  d i f f e r e n t i a b i l i t y  o f  f .  
W e  u n d e r l i n e  t h i s  w i t h  t h e  new r e s u l t  wh ich  f o l l o w s .  
THEOREM 2 .  For a function f  : R n - + R ,  the following are 
equivalent: 
(a) f  is :ocally Lipschitzian and subdifferentiaZZy 
regular; 
i b )  f '  ( x ; v )  exists finitely for all x,v,  cznd is upper 
semicontinuous in x. 
Proof. 
a )  - b  . T h i s  is  t h e  e a s y  i m p l i c a t i o n ;  s i n c e  f  ' =  f a  
u n d e r  s u b d i f f e r e n t i a l  r e g u l a r i t y ,  we need  o n l y  a p p l y  ( 1 . 4 )  a n d  
( 1 . 3 ) .  
( b )  - ( a ) .  Fo r  any x '  a n d  v  t h e  f u n c t i o n  Q ( t )  = f  ( x '  + t v )  
h a s  b o t h  l e f t  and  r i g h t  d e r i v a t i v e s  a t  e v e r y  t by v i r t u e  o f  (b): 
-4oreover ,  t h e  u p p e r  s e m l c o n t i n u l t y  I n  (b) l m p l l e s  t h a t  f o r  any  
f i x e d  x  and  v  t h e r e  1s a  convex neighborhood X of  x and a c o n s t a n t  
i . O  s u c h  t h a t  
- 
£ ' ( X I +  t v :  V )  < A and - £ ' ( X I - +  t v ;  v )  1 - A  when x'+ t v E X  
- ( 2 . 5 )  
S i n c e  Q h a s  r i g h t  and  l e f t  d e r i v a t i v e s  eve rywhere  and t h e s e  a r e  
l o c a l l y  bounded,  l t  is  t h e  i n t e g r a l  o f  t h e s e  derivatives ( c f .  
Saks  ( 1 9 . 3 7 ) )  : 
From t h i s  and  ( 2 . 5 ~  l t  f s i l o w s  t n a t  
'Thus t h e  l o c a l  L i p s c h i t z  p r o p e r t y  ( 1 . 1 )  h o l d s  a s  l o n g  a s  x u -  x '  
1 s  some m u l t i p l e  o f  a f i x e d  v .  To c o m p l e t e  t h e  a r g u m e n t ,  con-  
s i d e r  n o t  j u s t  one  v b u t  a b a s i s  v,, ... , v n  f o r  R". 
Each x  E  R" h a s  convex neighborhoods Xi  and c o n s t a n t s  X i  2 0  such 
t h a t  
I f ( x ' +  t v . )  I -f ( x ' )  ( ( lit when x ' E  X i ,  x ' +  t v .  I E Xi (2 .6 )  
Then t h e r e  is  a  s t i l l  s m a l l e r  neighborhood X of  x  and a  c o n s t a n t  
a 2 0  such  t h a t  f o r  X ' E X  and xnEX one h a s  
w i t h  x '  and x ' +  t l v l  E X1 , X I +  t l v l  and ( X I +  t v l )  + t v 2  E X 2  , and 
s o  f o r t h ,  and 
Then by ( 2 . 6 )  
! f ( x " ,  - £ ( X I )  < I £ ( x ' + t l v l ) - f ( x ' ) l  + I f ( x 1 + t v 1 + t v 2 )  - f ( x l + t v  ) I  t . . .  
- 1 
I n  o t h e r  words, f  s a t i s f i e s  t h e  L i p s c h i t z  c o n d i t i o n  ( 1 . 1 )  w i t h  
X = ( X I  +...  + X n ) a  . Thus f  is l o c a l l y  L i p s c h i t z i a n .  
W e  argue  n e x t  t h a t  f '  ( x  ; v )  2 f  ' ( x  ; v )  f o r  a l l  x , v  by ( 1 . 2 ) ,  
and t h e r e f o r e  v i a  ( 1 . 7 )  t h a t  
f o ( x  ; v )  = l i m  sup f ' ( x l  ; v )  . 
X ' +  X 
The " l im sup" i n  ( 2 . 7 )  i s  j u s t  f '  ( x '  ;v) under  ( b )  , s o  w e  conc lude  
t h a t  f' ( x ; v )  = f o ( x ; v )  . Thus ( b )  does  imply ( a ) ,  and t h e  proof of 
Theorem 2  is complete .  
COROLLARY 1. Suppose f is locally Lipscniszian (2nd 
subdifferentiaLLy regular on R" and let D be the set of ali 
points where f happens to be differentiable. Then at each 
XED, f is in fact strictly differentiable. Furthermore, 
the gradient mapping is continuous relative to D. 
COROLLARY 2. If f is Locally Lipschitzian and subdif- 
n ferentially regular on R , then af is actuaLLy single-oaLued 
n 
at almost every x E R  . 
These corollaries are immediate from the facts about differ- 
entiabillty of f that were cited in $1 in connection with formula 
(1.7). The properties they assert have long been known for convex 
functions but have not heretofore been pointed out as properties 
of all lower-ck functions. They hold for such functions by virtue 
of Theorem 1. 
COROLLARY 3. Suppose f is LocaLLy Lipscnitzian and sub- 
n diffsrentialLy rsguLar on R . If g is another locaLZy Lip- 
schitzion functi~n on R" such that ag = a£, then g = f + const. 
Proof. BY corollary 2, 39 is single-valued almost every- 
where. Recalling that g is strictly differentiable wherever 
ag is single-valued, we see that at almost every x ER" the 
function h = g - f  is strlctly differentiable with Vh(x) = 
79(x) -Vf (x) = 0.  Since h is locally Llpschltzian, the fact 
that Vh(x) = 0 for almost all x implies h is a constant func- 
tion. 
COROLLARY 4 .  S n p p o s e  f C 3  iocallg SCpscnitzian and sub- 
n I'<jferentCa!ly regular on R . ?hen J^3r avery concfnuousiy 
diJ3rentiabLe nappzng {:R-.R", the function Q(t) = f (:(t)) 
has rignt and ierivatives OC(t) ~ n d  Q:(t) avar?where, 
2nd tnese sazi;fj 
Ql(t) = lim sup Q;(T) = lim sup Q ~ ( T )  , 
7-t T+t 
Proof. The function Q is itself locally Lipschitzian 
and subdifferentiably regular (cf. Clarke 1980). Apply 
Theorem 2 to Q, noting that Q;(t) = Q1(t;l) = ~'(t;l) and 
Ql(t) = -Q1(t;-1) = -~"(t;-1), and hence also aQ(t) = 
[Q: (t) , Q; (t) 1 . The reason Q; ( T) and QL ( T ) can appear inter- 
changeably in (2.8) is that by specialization of (1.7) to 
Q, as well as the characterizations of Q; and 0: just men- 
tioned, one has 
Q;(T) = lim sup Q' (T') , Q ~ ( T )  = lim inf Q' (T') , 
T'+T T'+T 
where the limits in this case are over the values T' where 
Q'(T') exists. 
The multifunction af : R" ZR" is said to be monotone if 
(x'- x") (yl- yn) 2 0  whenever y'g af (XI), y n ~  a f(xl') (3.1) 
This is an important property of long standing in nonlinear ana- 
iysis, and we shall deal with it in $4. In this section our aim 
is to review results of Spingarn (forthcoming) on two generaliz- 
ations of monotonicity and their connection with subdifferentially 
regular functions and lower-c1 functions. The generalized prop- 
erties are as follows: af is submonotone if 
and it is s t r i c t l y  submonotone if 
lim inf (x"- x') (yo'- y') 2 0 , vx , 
x'+x 1x"- XI 1 
x"+ x 
Y'E afcxt) 
yo*€ af cxl*) 
To s t a t e  t h e  r e s u l t s ,  w e  a d o p t  S p i n g a r n ' s  n o t a t i o n :  
Thus  a f ( x I v  i s  a  c e r t a i n  f a c e  o f  t h e  c o m p a c t  c o n v e x  se t  3 f ( x ) ,  
t h e  o n e  c o n s i s t i n g  o f  a l l  t h e  p o i n t s  y  a t  wh ic h  v  i s  a  normal  
v e c t o r .  L e t  u s  a l s o  r e c a l l  t h e  n o t i o n  o f  semi smoo thnes s  o f  f 
i n t r o d u c e d  by Mif f  l i n  ( 1977)  : t h i s  means t h a t  
w heneve r  x l+  x  , v l +  v  , t . 4 0 , yj -c  y  , w i t h  
1 
y 3 € a f ( x 1 + t . v 3 ) ,  t h e n o n e h a s y . v = f l ( x ; v )  , ( 3 . 5 )  
3 
THEOREM 3 ( S p i n g a r n  ( f o r t h c o m i n g )  ) . The ,fo L I O W ~ Q ~  
p r o p e r t i e s  o f  a  LocaL Ly L i p s c h i t z i a n  f u n c t i o n  f:Rn-c R a r e  
2 q u i v a L e n t :  
( a )  f i s  b o t h  a u b d i f f z r s n t i a l t y  r e g u  t a r  and s emi smoo th ;  
( b i  a f  i s  submonotone;  
i c !  a f  < s  d i r e c t i o n a l l y  upper  s e m i c o n t i n u o u s  i n  c h z  
s z n s e  :hat  f o r  e v e r y  x E R", v E R" nnd E > 0 ,  t h e r e  
i s  n 6 > 0 such  : n a t  
a f ( x + t v l )  c 3 f ( ~ ) ~ + . ; B  when i v ' - v :  < 6 and  O < t <  5 .  
( 3 . 6 1  
THEOREM 4 ( S p i n g a r n  ( forthcoming) ) . T;le  :'o, L ~ d i n ?  
2 r o p e r t i s s  o f  a l o c a l l y  L i p s c h i t z z a n  : u n c t i o n  £:R"+A a r e  
~ q u i v a l e n t :  
1 i a i  f  i s  l ower  C ; 
I c i  a f  is s t r i c t  Ly d i r e c t i o n c  L iy dpper  a e m - : z o ~ t i ~ x o u s  
i n  : h e  ; enso  that j g r  e a e r y  x E R n ,  V E R ~  2nd E > 3 ,  
t ; ~ e r e  i s  a 3 > 0 t h a t  
(yn-y')*v'> - - E  when Ix8-xl c 6 ,  Iv8-vl c 6 , O c t c d ,  
y'~af(x') and y n ~ a f ( x B + t v l ) .  
(3.7) 
Spingarn has further given a number of valuable counter- 
examples in his forthcoming paper. These demonstrate that 
af submonotone f af strictly submonotone , (3.8) 
1 f subdifferentially regular r( f lower-C , (3.9) 
f quasidifferentiable and semismooth r( f subdiffer- 
entially regular. (3.10) 
Comparing Theorems 3 and 4, we see that lower-C I functions 
have distinctly sharper properties than the ones of quasidiffer- 
entiability and semismoothness on which Mifflin, for instance, 
based his minimization algorithm (1977a). In perhaps the majority 
of applications of subgradient optimization the functions are ac- 
m 
tually lower-c', or even lower-C . This suggests the possibility 
of developing improved algorithms which take advantage of the 
sharper properties. With this goal in mind, we explore in the 
next section what additional characteristics are enjoyed by lower- 
k C functions for k > 1 .  
The properties of lower-ck functions for k 2 2 turn out, 
rather surprisingly, to be in close correspondence with properties 
of convex functions It is crucial, therefore, that we first take 
a look at the latter. We will have an opportunity at the same 
time to verify that convex functions are special examples of 
m 
lower-C functions. The reader may have thought of this as obvi- 
ous, because a convex function can be represented as a maximum of 
affine (linear-plus-a-constant) functions, which certainly are C-. 
The catch is, however, that a representation must be constructed 
in terms of affine functions which depend continuously on a para- 
meter s ranging over a compact set, if the definition of lower-cm 
is to be satisfied. 
We make use now of the concept of monotonicity of af defined 
at the beginning of 5 3 .  
THEOREM 5. For a  l o c a l l y  L i p s c h i t z i a n  f t t n c t i o n  ~:R"-.R, 
t h e  f o l z o w i n g  p r o p e r t i e s  a r e  e q u i v a l e n t :  
( 5 )  a f  i s  montone ; 
I c )  f o r  sach  ~ E R "  t h e r e  i s  a  ne ighborhood  X o f  
and a  r e p r e s e n t a t i o n  o f  f a s  i n  (1.6) w i t h  S a  
compact  t o p o l o g i c a l  s p a c e ,  F (x, s) a f f i n e  in x 
and c o n t i n u o u s  i n  s . 
P r o o f .  [a) - (c) . In terms of the conjugate f* of the 
convex function f, we have the formula 
f (x) = max {y. x -f*(y) 1 for all x , 
YE R" 
where the maximum is attained at y if and only if y E 3f (x) 
(see Rockafellar 1970, $ 2 3 ) .  Any x has a compact neighborhood 
X on which 2f is bounded. The set 
is then compact, and we have as a special case of (4.1) 
f[x) = max iy-x-dl . 
(y,a) E S  
This is a representation of the desired type with s = (y,3), 
F(x,s) = y-x - 3 . 
(c) (a). The representations in [c) imply cer- 
tainly that f is convex relative to some neighborhood of each 
point. Thus for any fixed x and v the function Q (t) = f (x + tv) 
has left and right derivatives QI and Q; whlch are nondecreasing 
in some neighborhood of each t. These derivatives are then non- 
decreaslnq relative to t~ (--,a), and it follows from this that 
Q is a convex function on ( - - , - I  (cf. Rockafellar 1 9 7 0 ,  524) 
Since this is true for every x and v, we are able to conclude 
that f itself is convex. 
( a )  - (b) . i'his is well-known (cf. Rockafellar 
1 9 7 0 ,  $24). 
b a .  A direct argument could be given, but 
we may as well take advantage of Theorem 3. Monotonicity of 
af trivially implies submonotonicity, so we know from Theorem 
3 that f is subdifferentially regular. Fixing any x and v, 
we have by the monotonicity of af that 
((x +tnv) - (x+tlv)) . (y"- y l )  ) 0 when 
This impl-es 
i n f  yll. V ' -sup [-y'"v1, SUP y l . v  < 
- 
af c x  + t l v )  Y ~ E  af ( X  + t l -v) y v m z  Sf [x  + t " V  ) 
or equivalently (by 1.4) and subdifferential regularity) 
f' (X + tlv;v) 2 -f (X + tl'v;-V) when t'2 t" . (4.2) 
Since also 
-f' (XI;-v) f' (xl;v) for all x7,v, 
by the swlinearity of f' ( x '  ; - )  , (4.2) tells us that the func- 
tion Q(t) = f(x +tv) has left and right derivatives which are 
everywhere nondecreasinq In t €  (-a, -;.  Again as in the arqu- 
rnent that (c) implies (a), we conclude from this fact that f 
is convex on R". 
COROLLARY 5 .  Ever? convet function f:Rn+R is in par- 
ticular lower-cm . 
P r o o f .  I n  t h e  r e p r e s e n t a t i o n  i n  ( c )  we m u s t  h a v e  F  ( x , s )  = 
a ( s ) . x - n ( s )  f o r  c e r t a i n  a ( s )  E R "  a n d  -r(s) E R  t h a t  depend  con -  
t i n u o u s l y  o n  x .  T h i s  i s  t h e  o n l y  way t h a t  F ( x , s )  c a n  b e  a f f i n e  
i n  x  a n d  c o n t i n u o u s  i n  s.  Then ,  o f  c o u r s e ,  F ( x , s )  h a s  p a r t i a l  
d e r i v a t i v e s  o f  a l l  o r d e r s  w i t h  r e s p e c t  t o  x ,  a n d  t h e s e  a r e  a l l  
c o n t i n u o u s  i n  ( x , s ) .  13 
L e t  u s  now d e f i n e  two n o t i o n s  p a r a l l e l  t o  S p i n g a r n ' s  subrnon- 
o t o n i c i t y  a n d  s t r i c t  s u b m o n o t o n i c i t y :  a f  is h y p o m o n o t o n e  i f  
( X I -  x ) .  ( y t -  y )  > -- f o r  a l l  x  a n d  y  E af  ( x )  l i m  i n f  
x l + x  X I - X I  2 ( 4 . 3 )  
y l E a f  ( X I  ) 
a n d  s t r i c t l y  h y p o m o n o t o n e  i f  
( x V -  X I )  ( y " -  y e )  > -m f o r  a l l  x  . l i m  i n £  
X ' + X  i X l l -  x  1 12 
x"+ x 
Y ' E  a f c x l )  
y " ~  a f  cxw)  
C l e a r l y  hypomonotone ~ m p l i e s  submonotone ,  and  s t r i c t l y  hypomono- 
t o n e  u n p l i e s  s t r i c t l y  submono tone .  We have l ~ t t l e  t o  53'1 h e r e  
a b o u t  h y p o n o n o t o n i c l t y  i t s e i f ,  b u t  t h e  i r n p o r t s n c e  of s t r l c t  hypo- 
m o n o t o n l c i t y  is d e m o n s t r a t e d  by t h e  f o l l o w i n g  r e s u l t .  
THEOREM 6 .  For I l o c a L i y  L i p s c h i t z i a n  ' . rnc;3n f  o n  Rn, 
t h e  f o l Z o w i n g  p r o p e r t i e s  a r e  e c u i v a Z e n t :  
( 3 ,  "r e v e r y  ;; E R "  t h e r e  i s  J n o n o s -  ? e I g ; 1 3 ? r ~ o o d  X
7 j  X 3n ~ n i c n  f h a s  J r e p r e s e n t a t i o n  
f = g - h o n  i( u C t h  g c o n v e x ,  h  7 u a d r a t i c  =o,lverc. ( 4 . 5 )  
i d !  F O P  e v e r y  ;; € R n  t h e r e  i s  a . r e i g h b o r i . o o d  :< o f  
a n d  a r e p r e s a n t a r l o n  3f f  a s  i n  ( 1 . 6 )  u i - k  S .z 
eompac:  ~ o p o : ~ ~ d n a l  s p a c e ,  F ( x , s )  q x a d r g z < l  i n  
x a n d  : o n - i n s o u s  <n  s .  
Proof. 
(a) -(c). Choose any and consider on some neighborhood X 
of x a representation (1.6) of f as in the definition of f 
2 being lower-C : F(x,s) has second partial derivatives in x, and 
these are C O ~ ~ ~ ~ U O U S  with respect to (x,S). Shrink x if 
necessary so that it becomes a compact convex neighborhood of x. 
2 The Hessian matrix O x  F(x,s) depends continuously on (x,s) 
ranging over a compact set X x S, so we have 
min 2 v Ox F(x,s)v > -m . 
(x,s) EXXS 
Ivl = 1 
Denote this minimum by -0 and let 
Then 
for all (x, S) E X  x S when I v 1 = 1 and hence also in fact for all 
v E R ~ ,  because both sides of (4.7) are homogeneous of degree 2 
with respect to v. Thus v 2  G(x,s) is a positive semidefinite 
X 
matrix for each (x,s) E X  x S, and G(x,s) is therefore a convex 
function of x E X  for each sES. The function 
g(x) = max G(x,s) 
SES 
is accordingly convex, and we have from (4.6) and (1.6) that 
2 (4.5) holds for this and h (x) = ( 3 / 2 )  x( . 
c * dl. Given a representation as in (c) , we can translate 
it into one as in (d) simply by plugging in a representation of 
g of the type described in Theorem 5(c). 
(d) -(a). Any representation of type (d) is a special case 
of the kind of representation in the definition of f being lower- 
2 m C (in fact lower-C ) ;  if a quadratic function of x depends 
continuously on s, so must all its coefficients in any expansion 
as a polynomial of degree 2. 
(c) - (b) . Starting from (4.5) we argue that 2f (x) = 
2g (x) - 3h(x) (cf. Clarke 1 9 8 0 ,  s3, and Rockafellar 1 9 7 9 ,  p.345) , 
where 29 happens to be monotone (Theorem 5) and 3h is actually 
a linear transformation: y E af (x) if and only if y = Ax, where 
A 1s symmetric and positive semidefinite. For y'E af (x') , y " ~ a f  (x") , 
we have y'+ Ax'€ ag(x') and yn+ Ax"€ 3g(xn), so from the monoton- 
icity of ag it follows that 
Choosing p > 0 large enough that 
v.Av < j v (  
- 
for all v ER" 
we obtain from (4.8) tnat 
(X"-X').lyl'-yl) > P x l @ - x ' ~  
- 
when X'E X, x"EX, 
y'E 3f (x'), (4.9) 
y"E 3f (x") . 
Certainly (ii.4) holds then for x = x, and s ~ n c e  x was an arbl- 
n trary polnt of R we conclude that ?f 1s hypomonotone. 
b - ( 1  . We are assuming ( 4 . 4 )  , so for any x we know ;Je 
can find a convex neighborhood X of x and a o > 0 such that (4.9) 
holds. Let g (x) = f (x) + ( 0 / 2 )  1x1 2 ,  so that 39 = 3f + oI i c f .  Clarke 
1980, 5 3 ,  and Rockafellar 1 9 7 9 ,  p. 345). Then by (4.9) r ;9 is 
monotone on X, and ~t follows that g is convex on X (cf. Theorem 5; 
n tne argument in Theorem j is in terms of functions on all of R , 
but it 1s easily relativlzed to convex subsets of R"). Thus (4.5) 
holds for this g and h(x) = ( ; / 2 )  !xi . 
2 COROLLARY 6. If a function f:Rn+R is lower-C , it 
m 
is actually lower-C . Thus for 2 c k I -  the classes of 
lower-ck functions all coincide. 
Proof. As noted in the proof that (d) - (a) , any re- 
presentation of the kind in (d) actually fits the defini- 
tion of f being lower-C* . 
2 COROLLARY 7. Let £:R"+R be lower-C . Then at almovt 
everv ~ € 3 " ~  f ia twice-differentiable in the sense that 
there is a quadratic function q for which one has 
Proof. This is a classical property of convex func- 
tions (cf. Alexandroff 1939), and it carries over to gener- 
al lower-c2 functions via the representation in (c). 
Counterexample 
Since the lower-ck functions are all the same for k 2 2, it 
might be wondered if the lower-C' functions are really any dif- 
ferent either. But here is an example of a lower-c1 function 
that is not lower-c2. Let f (x) = - (x l3l2 on R. Then f is of 
class cl, hence in particular a lower-c2, and there would exist by 
characterization (d) in Theorem 6 numbers a, B,y, such that 
f(x) - > a + 0 x + y x 2  forallxnear0, 
with equality when x = 0 . 
2 Then a = f (0) = 0 and - ( x  13/? > Bx + yx , from which it follows on 
- 
dividing by 1x1 and taking the limits x + 0 and x + 0 that B 10. 
Thus -7 would have to be such that - )x l3I2 > y 1 xI2 for all x suf- 
- 
ficiently near 0, and this is impossible. Therefore f is not 
lower-c2 . 
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1 .  INTRODUCTION 
The aim of this paper 1s to highlight the importance of the 
theory of nondifferentiable optimization and of equations with 
nondlfferentiable operators in a modern branch of control theory - 
the theory of h i e r a r c n i c a l  c o n t r o l  s y s  t e r n s .  
The hierarchical approach usually applied to large-scale 
declsion problems 1s based on the partial decentralization of 
the decision-making process. The typical decision problem in- 
volves an object and a decision maker. In the classical (cen- 
tralized) approach the decision maker observes the object and 
chooses the decision variables according to cert3in preferencps. 
Each such operation is connected with the solution of an optimi- 
zation problem. In practice, however, we often have to deal with 
large-scale objects which are systems composed of several lnter- 
connected subsystems. In this situation the centralized approach, 
though mathematically correct, has several drawbacks due to the 
need for large-scale informatlon processing, data transmission, 
etc. Therefore we aim at organlzinq the decision-making process 
in such a way that the decision variables related to a definite 
subsystem are chosen on the basis of informatlon relevant for 
thls subsystem. Thus, a decision maker is assoc~ated with each 
subsystem and takes part in the decision-making process: each of 
them observes his own subsystem and chooses his decision variables 
by solving an optimization subproblem related to this subsystem. 
It is clear that a simple decentralization of this type cannot be 
considered effective if there are interactions between the sub- 
systems, and for this reason a supreme decision maker (called the 
coordinator) is introduced. The aim of the coordinator is to in- 
fluence the lesser decision makers so as to make their decisions 
consistent with the global objective. This is achieved through 
the introduction (by the coordinator) of certain parameters (co- 
ordination variables) into the lower-level problems and the modi- 
fication of the set of preferences (i.e., objectives and/or con- 
straints) used by the other decision makers. It should be stressed 
that the coordinator has no direct access to the system and that 
he may not override the decisions of the other decision makers. 
It is also assumed that he receives aggregated information about 
the effect of his decisions. The decision-making structure out- 
lined above, which comprises the coordinator and several lower- 
order decision makers, is called the hierarchical control system. 
At this point it should be said that the above approach does 
not necessarily lead to strictly optimal decisions, and this is 
the main reason why it is difficult to convince a mathematician 
of the value of hierarchical control systems. The advantages of 
the hierarchical approach lie beyond the mathematics and are con- 
nected with adaptability, information privacy, data transmission 
and other preferences which cannot be formalized and which, obvi- 
ously, will not be discussed in this paper (see, however, refs. 
2 , 4 ,  and 7 ) .  However, once a definite hierarchical structure has 
been chosen, interesting and well-defined mathematical problems 
arise. These problems are connected with the coordinator's task, 
which is to optimize the performance of the whole system by the 
appropriate choice of values for the coordination variables. From 
the outline given above it will be evident to experts in optimiza- 
tion that the function coordination variables + performance will 
be a nonsmooth function, even if the infimal problems involve 
differentiable functions. This is the main reason for including 
this paper in a volume concerned with nondifferentiable optimization. 
In the following analysis we shall assume that the subsystems 
belng controlled are described by the followinq equations: 
where i is an index representing a particular subsystem, yi denotes 
the output influencing other subsystems, ci denotes the local de- 
cision variables (control), u. denotes the input originating from 
1 
other subsystems, and zi denotes disturbances. W e  assume that 
YiE YiCYi, CiECiCCi, U .  E U .  cyi, Z i E  Z i ,  fi: 
" 1 1  Ci x Ui x zi + Yi, 
U. are finlte dimensional spaces. The interconnections and Yi, Ci, -1
between the subsystems are described by the following equations: 
where the H . .  are linear operators (usually given by 0-1 matrices). 
1 3  
For brevity we use the following notation: y = ( y l ,  ...,y N ) ,  
N N N ?i 
2 = X 2.. Using :his nctation we can ,write equations ( l . l i ,  1 1 . 2 1  
L Z 1  
-9 the compact form 
,where f: C .: U x 2 - Y ,  H: Y -+ U ,  H, : 7 -+ U . It 1s ass~rnea that 
- - - -1 
for any 2 E C and z G ;: cne set of equat Lons ( 1 . 3 )  , (1.4) defines 
.~nique interactions u (c , z j ~ U ,  u (c , z )  = ( u ,  (c, z )  , . . . ,ux ( c ,  z) l . 
Xe assume that there 1s a perfornance lndex qlc,z) defined 
for tne system, 
qlc,z) = ' q i c .  , U l , Z  ) 




where gi : CixUix Zi+R . Here Ji represents the dimensionality 
of this vector constraint. 
In the next two parts of the paper we shall describe two ex- 
amples of the hierarchical approach to the problem of finding the 
value 6 which minimizes the function (1.5) subject to (1.3) , (1 -41, 
and (1.6). These examples represent the two main ideas on which 
hierarchical systems are based - the primal approach, which involves 
a two-stage minimization, and the dual approach, which uses coordi- 
nation variables (prices) to represent interactions. 
However, before proceeding to these problems we should explain 
the notation used in the following sections. If @ : Rn + R' then 
2 Vb (x) and V O (x) denote the gradient and the hessian, respectively. 
If $ : Rn + Rm, @ (x) = (01 (x) , . . . ,@,(XI ) then V@ (x) denotes the matrix 
with columns Vbi (x) (i = I,. . . ,m) , and Ox (x) denotes the derivative, 
considered to be a linear operator. For a linear operator (matrix) 
A we use A* to denote the operator (matrix) conjugate to A. Finally, 
a function @ : Rn + Rm is described as convex if all functions $i 
(i = 1, ..., m) are convex. 
2. THE PRIMAL APPROACH 
2.1 The decentralized control system 
In this section we assume that the disturbance z = (zl, ..., zN) 
which influences the system is a random variable. We also assume 
that it is possibletorneasure z. The optimal decisionrule is then simple: 
observe z and choose the value of c which minimizes q (c,z) (defined 
by (1.5)) subject to the constraints (1.31, (1.41, and (1.6). How- 
ever, this approachnay notbe satisfactory for some particularreason 
and so we are going to develop a decision rule z+c, which can be 
split into N rules of the form zi+ci. To achieve this we shall 
adopt the prtrnaZ a p p r o a c h  derived from large-scale optimization 
theory (see, for example, ref.5), and analyzed in the context of 
control ln refs. 2-4. Let us assume that the desired values of 
interactions y = (y, ,...,y N), u = Hy = (u,, . . . ,  uN) are fixed. 
Under this assumption we formulate N independent problems for 
l o c a l  d e c i s i o n  m a i a r s  as follows: (DMi) o b s e r v e  z. and c h o o s a  
1 
t h e  u a l u e  ci w h i c h  s o l 2 e s  f h e  p r o b l e m  
min qi (ci,ui,zi) 
subject to 
and 
Note that ui and yl are fixed parameters for D M i  Let C.(u.,yi,zl) 1 1  
denote the feasible set for DMi, defined by (2.1) and (2.2), and 
let ci(ui,yi,zi) be the solution of DMi. 
N 
Let ~ ( o , y , z l  = x C. (ui,yi,zl), c(u,y,zt = ( G I  (u1,y,,z1t , . . . ,  
i=1 
cx ( u ~ , ~ ' ? ~ , z ~ ) ) .  :.Je define the set 
vhere P denotes the probability. We assume that Yo # d ,  and that 
for any y€YO, u = Hy and for almost all z with respect to measure 
2 ,  the local problems DMi have solutions. Thus, for any y€Y 0 ' 
the set of problems DM. ( iE 1 1 7 ) )  defines a mapping z  - c ( H ~ ,  y  z )  , 
1 
composed of local rnapplnqs zi-ci(Hiy,yi,zi). Thus, any y€Y0 
deflnes a i e c s r , z r 8 ~ : ~ z e d  c , ? n t r ' , ?  . :2-- -zn!  of the type we were trying 
to achleve. It remalns only to make the performance of this con- 
trol system as good as possible by appropriate adjustaent of the 
deslred values of lnteractlons y (and u = Hy). This is the - 0 -  
. . ? r s z ? a t i s ~  : a s k  and xe shall focus our attention on this problem. 
LC t 3 : Y g  Z + R ' be defined by 
s I y , z )  = q(cIHy,-/,z) , z ) )  
and let 
where E denotes the mathematical expectation. The coordination 
task is to solve the following optimization problem: 
which, when written explicitly, takes the form 
N E I ~ E  min q i ( ~ i f H i ~ I ~ i f ~ i )  
YEY~ ciECi (HiYrYi,Zi) 
This is a large-scale two-stage stochastic programming problem [ I ]  
(see also the paper by Yu. M. Ermoliev in this volume). The so- 
lution of problems of this type presents certain serious difficulties. 
Firstly, in order to obtain the value of O at a given point y it is 
necessary to compute the integral O (y = (y, z) P (dz) . The ana- 
lytical calculation of this integral is impossible (except in some 
trivial cases). In addition, the numerical computation of the inte- 
gral appears to be difficult and time-consuming. Secondly, even in 
very simple cases, the function y +  $(y,z) is nonsmooth because its 
values are obtained from the optimization problems dependent on the 
parameter y. Thus the function O is generally nondifferentiable. 
Thirdly, the feasible set Yo is defined indirectly and so it is 
difficult to verify whether a given y belongs to Yo. 
With a view to the above-mentioned difficulties we have de- 
veloped a special algorithm which is able to tackle problem (2.7). 
This algorithm is based on the stochastic subgradient method due 
to Yu. M. Ermoliev and others. 
2.2 Properties of the coordination problem 
In this section we shall investigate the essential character- 
istics of problem (2.6). We shall make the following assumptions. 
1 .  There exists an open bounded set LCYO such that the solution 
of the problem (2.6) belongs to 1. 
2 .  The set c ( ~ i l , ~ , Z )  i s  bounded .  
3 .  The f u n c t i o n s  ( c , u )  + f  ( c , u , z )  , ( c , u )  + g ( c , u , z ) ,  ( c , u )  + q ( c , u , z )  
a r e  c o n t i n u o u s l y  d i f f e r e n t i a b l e  f o r  a l m o s t  a l l  z  a n d  a l l  - 9 ,  
u  = Hy, c  = c ( u , y , z ) ,  a n d  t h e  d e r i v a t i v e s  a r e  u n i f o r m l y  bounded .  
4 .  The f u n c t i o n s  z  + ( f  ( c  , u , z )  , q  ( c  , u , z )  , q  ( c  , u , z )  ) a r e  i n t e g r a b l e .  
5 .  F o r  a l m o s t  a l l  z  and  a l l  yES2 t h e  s o l u t i o n s  o f  t h e  p r o b l e m s  DMi 
s a t i s f y  n e c e s s a r y  o p t i m a l i t y  c o n d i t i o n s .  I t  i s  p o s s i b l e  t o  
c h o o s e  Lag range  m u l t i p l i e r s  u n i f o r m l y  bounded  o n  i ! x  Z .  
6 .  One o f  t h e  f o l l o w i n g  c o n d i t i o n s  is s a t i s f i e d :  
(at The f u n c t i o n s  ( c .  , u i )  + f i  ( c i  
1 , u i  , z i )  a r e  l i n e a r  a n d  t h e  
f u n c t i o n s  ( c i u i )  -+ g i  ( c i  , u i ,  z i )  , ( c i  , u i )  + q i  (ci , u .  , z i )  a r e  
convex  f o r  a l m o s t  a l l  z .  
. 
(b) The f u n c t i o n  y  + c ( H y  ,y , z )  is u n i f o r m l y  L i p s c h i t z  con -  
t i n u o u s  o n  R f o r  zEZ.  
F o r  b r e v i t y  w e  u s e  t h e  e x p r e s s i o n s  " a l m o s t  a l l "  a n d  " i n t e g r a b l e "  
f o r  "P -a lmos t  a l l "  a n d  " P - i n t e g r a b l e "  a n d  w e  w r i t e  " 2 "  i n s t e a d  o f  
" Z \ Z o ,  where  Z O  i s  a  set  o f  n u l l  m e a s u r e " .  
We s h a l l  now p r o v e  t h a t  t h e  f u n c t i o n  3 i s  w e a k l y  c o n v e x  a n d  
we s h a l l  d e v e l o p  f o r m u l a e  f o r  t h e  c a l c u l a t i o n  o f  i t s  subgradients 
( s e e  r e f .  8 a n d  t h e  p a p e r  b y  E . A .  Nurminsk i  i n  t h i s  volume f o r  de- 
f i n i t i o n s  o f  a weak ly  convex  f u n c t i o n  a n d  a  s u b g r a d i e n t ) .  
Ldrnrna I .  The f u n c t i o n  y  + 9 ( y , z )  1s weak ly  convex  o n  2 f o r  a l m o s t  
a l l  z .  
P r o o f .  L e t  u s  d e f i n e  t h e  Lag range  f u n c t i o n  f o r  DMi:  
We d e n o t e  by i i ( u i , y i , z i ) ,  u i ( u i , Y i r Z i ) ,  SnY m u l t i p l i e r s  c o r r e -  
s p o n d i n g  t o  t h e  s o l u t l o n  o f  D M i .  L e t  
A 
b e  t h e  g l o b a l  L a g r a n q e  f u n c t i o n  and  l e t  1 ( u ,  y ,  z) = ( 1 ( u l  , y l  , z l  ) , 
. . . r 3 ~ N ( ~ N , y N , z N ) )  and  ; ( u , ~ , z )  = ( u ,  ( u l  , y ,  , z , ) ,  . . . ,wN ' ( U N t Y N , Z N )  ) . 
Then for any yEn, u = Hy, and for almost all z the following equality 
holds: 
Let ~ E R  and ; = H?. For brevity we use the notation: 
We then have 
By virtue of condition 3 the function (c,u,y) +L(c,u,y,z,X,u) is 
continuously differentiable for almost all z. Thus 
- - -  
where the residual term rL is small with respect to /((c,u,y) - 
(c,u,y) 1 1  . Note that it follows from the necessary optimality 
conditions for DMi that VCL(c,u,yIz,X,u) = 0. Next 
If condition 6a holds then the function (c,u,y) +L(c,u,y,z,X,u) 
is convex and r > 0. On the other hand, if condition 6b holds then L- 
rL 1s small with respect to 1 1  j - y 1 1 .  In both cases, for almost 
all z 
$(?,z) - ~J(Y,z) < ~ r  ? - Y >  + rZ(YIy), (2.10) 
where 
€, = H*VULic,~,y,Z,X,p) + '7 L(c,u,y,z,X,u), Y (2.11) 
and the residual term rZ (yey) satisfies the condition of uniform 
smallness with respect to 11; - y / \  on compact subsets of 2. Final- 
ly, the function y+@(y,z) is continuous for almost all z. Con- 
sequently, taking into account (2.10) and (2.11), it is weakly 
convex, and the lemma has been proved. 
C o r o l l a r y .  For any yER and for almost all z the vector defined 
by (2.11) is a subgradient of the function y + g(y,z) at the point y. 
L e m m a  2. The function Q is weakly convex on Q. For any ~ € 9  the 
vector 
with c = c(~y,y,z), u = Hy, X = ;(Hy,y,z), u = i ( ~ ~ , y , z )  is a sub- 
gradient of @ at the point y, i.e., dEaQ (y) . 
P r o o f .  Observe that by virtue of assumptions 3 and 4 the function 
z + 9 ( y , z )  is integrable. Hence the function @ is well-defined and 
continuous on R .  
Now let us consider the inequalities ( 2 . 8 1 ,  (2.9), and (2.10). 
In practice, by virtue of condition 5 we can always assume that the 
,. 
functions z + X (u,y,z), z - il (u,y ,z) , z + e(u,y,z) are measurable (this is 
true if we choose solutions and multipliers according to a certain 
ordering rule, e.g., solut~ons and multipliers of minimum norm, if 
they are not unique). Thus the functions z - 7 c L ( ~ ( ~ , y , ~ ) , ~ , y r ~ ,  
i(u.y.zl, ;(u,y.z)), z+ouL(c(u,y,z)l u,y,z, ilu,y,z), ;(u.y,z)). 
and z - 7  L(;(U,Y,Z), U,Y,Z, Z(U,Y,Z), ;(U,Y,Z)) are integrable. 
Y 
The integrability of these gradients follows from assumptions 3 
and 4 and the finite dimensionality of the c-,u- and y-spaces. 
Consequently the vector d is well-defined by (2.12) . If condition 
6a holds, then rZ(y,y) = 0 and the proposition of the lemma follows 
immediately from (2.10). If condition 6b holds, then it follows 
from the above considerations that the functron z +rL(c(Hy,yrz). 
A - -  
Hy ,y ,c (Hy, y, z )  , H?,~,z, I (Hy ,y ,z) , ; (HY, , z )  I is integrable, and 
- - -  - -  - 
the function (y,;) + rL16(~y,yrz), HY,Y, ~(Hyvyrz) , HyrYr X(Hyry,z), 
j (Hy ,y ,z) ) is uniformly small with respect to 1 1  f-y ( [  for zEZ. 
Hence the function rz (y,y) in (2.10) is integrable and ~{r, (Yry) 1
is small with respect to / (  y-y ( 1  . The proposition of the lemma 
follows from (2.10) . 
2.3 The algorithm 
In this section we shall assume that the set satisfying con- 
0 dition 1 is known and that there is a point y ER such that @(y) , 0 Q(y + y for all y€yO\R and for some y > 0. 
Let n i ( i ~ C m l )  be binary random variables associated with 
the problems DMi such that pi = P{ni = 1 1  , 0. Let n = (nlr...,nN). 
We shall now develop a two-level stochastic algorithm for the 
solution of problem (2.6). The algorithm operates in conjunction 
k 
with two random number generators, which produce sequences (n 1 
k 
and {z f from a series of mutually independent observations overn 
and z. Based on these results, the algorithm constructs a random 
k 
sequence {y 1 ,  which is supposed to converge to the solution of 
problem (2.6). The k-th iteration of the algorithm consists of 
the following operations: 
k k 1 .  Draw a value nk = (nl,. . independent of the previous 
draws nJlzJ(j < k). 
k k  2 .  For a given yk determine the parameters yi.ui = Hiyk for the 
problems DMi. 
k k 3 .  Draw a value zk = (zit .. . . zN) , independent of all nJ ( j 5 k) . 
zJ(j <k). 
k 4 .  Solve those problems DMi for which ni = 1 ,  and define 
k - k k k  
Ci = c. hi' yi, Zi) ' 1 
k - k k k  X. = i. (U 
1 it Yip Zi), 
k - k k k  
ui = ui(ui, yip Zi), 
k k k  k k k k  
1 = ~uiqi(ci, u , z k  + V fi (ci, u , zi) ii k k k k  1 1  1 + Vu,gi(ci' u. , Zi) Pi. 1 1 1
5 .  Compute t h e  v e c t o r s  
6 .  Compute 
I Y o  , o t h e r w i s e ,  
0  k  
where  s k  0 ,  a n d  ok d e p e n d s  o n l y  o n  ( Y  , - .  . , Y  ) - 
Yheorem I .  L e t  t h e  p r o b a b i l i t y  t h a t  t h e  f o l l o w i n g  c o n d i t i o n s  a r e  
s a t i s f i e d  be 1 :  
A d d i t i o n a l l y ,  l e t  
Then a l l  a c c u m u l a t i o n  p o l n t s  o f  t h e  s e q u e n c e  { y k i  a r e  s t a t i o n a r y  
( l . e . ,  b e l o n q  t o  t h e  set  Y *  = ( y E R  : OEa* ( y )  1 )  w i t h  p r o b a b l l l t y  1 ,  
k 
a n d  t h e  s e q u e n c e  ( 4  ( y  ) 1 c o n v e r g e s .  
Proof. Obse rve  t h a t  
w i t h  c k  = 6 ( i i y  k k k  .^ k k k  , y  , z  1 ,  uk = H ~ ~ , x ~  = . ( F I y k r y k , z k ) ,  u k  = b (Hy , y  , z  ) . 
Thus ,  by v i r t u e  o f  Lemma 2 ,  
k Convergence of the sequence {y 1 satisfying (2.13) - (2.15) to the 
set Y* follows from results obtained by Nurminski and Ermoliev 
(see ref.8 and ref. 1 ,  Chapter IV, Theorem 5). 
The above theorem is of great practical importance in computa- 
k k tion. Observe that for a given sequence of draws { z  1, {a 1 the 
k k 
algorithm generates a path {y (w) 1 for the stochastic process {y 1 
(W denotes the event corresponding to one run of the algorithm). 
It follows from Theorem 1 that almost all of the paths taken by 
this process converge to the set Y*. Therefore, for any practical 
purposes, one can consider only a single trajectory of the process 
k y ? It is worth noting that neither the values nor the subgra- 
k dients of are necessary to generate the path {y (w) 1. 
Finally, let us discuss briefly the role played by the binary 
k 
variable n . If nk = (1,. . . ,I ) for all k 2 0, then we have to solve 
all lower-level problems at each iteration of the algorithm. This 
can be costly if we are dealing with a large problem involving many 
subproblems DMi. The random variable n has therefore been intro- 
duced in order to overcome this difficulty. At the k-th iteration 
k 
of the algorithm we solve only those problems DMi for which ni = 1. 
k In particular, if a always has only one nonzero component then only 
one subproblem is solved at each iteration of the algorithm. 
2.4 The penalty method 
It was assumed in the previous section that the set R which 
satisfies condition 1 is known. This assumption seems to be rather 
restrictive and we shall try to avoid the need to invoke it. A 
serious difficulty arises at this point; we cannot guarantee that 
all points yk belong to the set Yo. In order to overcome this 
difficulty we shall introduce artificial variables into the prob- 
lems DMi and formulate modified lower-level problems as follows: 
- 
(DMi) observe  zi and choose ciIvi,wi,ai which s o l v e  t h e  problem 
subject to 
The v a r i a b l e s  vi,wi a r e  t h e  a r t i f i c i a l  v a r i a b l e s ,  and t h e  c o n s t a n t  
R > 0 i s  a p e n a l t y  c o e f f i c i e n t .  
Le t  ERi ( u i , y i , z i ) ,  C R i ( ~ i , ~ i , ~ i ) ,  G . and R 1 
--- 
be t h e  s o l u t i o n s  o f  DMi- A s  b e f o r e ,  l e t  E R ( u r y r z )  = 
Z ( u , y , z )  = ( E  R l , . . . ,  6,). L e t  
where 
and l e t  
L e t  u s  c o n s i d e r  t h e  problem 
min S R ( y )  . ( 2 . 1 9 )  
We assume t h a t  w e  know an  open bounded set  6 such t h a t  f o r  R s u f -  
- 
f i c l e n t l y  l a r g e  t h e  s o l u t i o n  o f  (2 .19)  b e l o n g s  t o  2 .  W e  a l s o  
assume t h a t  c o n d i t i o n s  2-6 from S e c t i o n  2.2 are s a t i s f i e d  f o r  DMi 
w ~ t h  R r e p l a c e d  by Q and 2 r e p l a c e d  by E R .  Note t h a t  w e  no l o n g e r  
assume t h a t  f icyO. 
Using a  method s i m i l a r  t o  t h a t  employed i n  S e c t i o n  2 .2 ,  it 
- 
may be shown t h a t  t h e  f u n c t i o n  a R  i s  weakly convex on 6. More- 
o v e r ,  we can  s o l v e  t h e  problem (2.19) u s i n g  a  modi f i ed  v e r s i o n  
of t h e  a l g o r i t h m  d e s c r i b e d  i n  S e c t i o n  2.3; a t  each  i t e r a t i o n  o f  
t h e  a l g o r i t h m  w e  s o l v e  t h e  problems D % ~  i n s t e a d  o f  DMi, and w e  
u s e  m u l t i p l i e r s  cor responding  t o  (2.16 and (2.17) i n s t e a d  o f  
m u l t i p l i e r s  cor responding  t o  (2.1 and ( 2 . 2 ) .  T h i s  a l g o r i t h m  
k 
w i l l  g e n e r a t e  a  sequence { y  1 whichconvergeswithprobabilityone 
t o t h e  set of  s t a t i o n a r y p o i n t s o f  problem ( 2 . 1 9 ) .  However, even 
f o r  a v e r y  l a r g e  p e n a l t y  c o e f f i c i e n t  R t h e  s o l u t i o n s  o f  (2 .19)  
a r e  n o t  n e c e s s a r i l y  t h e  s o l u t i o n s  o f  ( 2 . 6 ) ,  a l t h o u g h  t h e  e x a c t  
p e n a l t y  approach is used.  T h i s  i s  due t o  t h e  s t o c h a s t i c  n a t u r e  
of t h e  problem; t h e  o p e r a t i o n  o f  a v e r a g i n g  may smooth o u t  t h e  
p e n a l t y  f u n c t i o n .  Thus w e  have t o  s t u d y  t h e  r e l a t i o n s  between 
t h e  s o l u t i o n s  o f  (2 .6 )  and t h e  s o l u t i o n s  o f  (2 .19)  . Let  be 
a  s o l u t i o n  o f  ( 2 . 6 )  and l e t  yRcR be a  s o l u t i o n  o f  ( 2 . 1 9 )  f o r  a  
s u f f i c i e n t l y  l a r g e  v a l u e  o f  R.  
Lemma 3. L e t  t h e  f u n c t i o n s  ( c i , z i )  + qi ( c i , u i , z i )  be un i fo rmly  
bounded from below f o r  U E H ~ .  Then f o r  s u f f i c i e n t l y  l a r g e  v a l u e s  o f  R 
Proof. Note t h a t  iR(Y) 5 4  ( y )  f o r  Y & n ~ O .  ~ h u s  
On t h e  o t h e r  hand 
> R E ~ I S ~ ( H ? ~ , ~ ~ , Z )  1 ,  + c o n s t .  
- (2 .22)  
The i n e q u a l i t y  (2 .20)  f o l l o w s  from (2.21)  and (2 .221 ,  and t h e  
lemma h a s  been proved.  
Corollary. For any E > 0 
Now let us consider the sequence { y S ~  such that yS = - YR, ' 
R s - C m .  
Theorem 2.  Any accumulation point of the sequence iyS} is a solu- 
tion of problem (2.6 ) . 
S S s Proof. Let us = ~y', c (2) = t (u ,y , z )  = (c:(z), . .  . ,ci(z)), 
R s 
S 
oS(z) = 5 (uS,yS,z) = (a:(z) ,..., aN(z)). 
s 
Let y* be a limit point of the sequence {yS!. Obviously, we 
can always assume that yS +y*. We shall prove that for almost all 
z the sequence toS (2) i converges. It is easy to verify that the 
point cT(zi) is a solution of the problem 
S S s 
min [qi(ciru. ,z.) + Rs T .  (c. ,ui,yi,Zi) I ,  
1 1  1 1  
where 
s s 
and ~ ~ ( c q ( z . 1  ,ui,yi,zi) = uS(zi). Thus, for any k - > 0 
k k k k q .  (ci (ti) ,ui,zi) + Rkoi (zi) qi(c;(zi) ,ui,zil + 
k k k 
+ R ~ T ~  (c: (zi) ,ui,yi,zi) 5 qi (c: (zi) ,Ui,zi) + 
k k s s 
+ ~ ~ " s i z ~ )  + R, ( T ~  (c;(zi) ,ui,y. ,zi) - T~(c:(~~) , U .  ,yi,zi)). 
Hence 
where x:lk lzi) + 0 as s ,k + =. This groperty follows from the con- 
s s 
vergence of the sequences !ui(zi)?, lyi(zi)! and the continuity of 
the function (ui,yi) +Ti(ci,Ui,yi,Zi). It follows from the last in- 
equality that the sequence {uS(z)) converges with probability one. 
Consequently, from Lemma 3, lim us (z) = 0 for almost all z. Let 
C* (2) be any accumulation point of the sequence {cS (2) 1 .  Then 
Thus y*€yO. On the other hand 
Consequently = O(y*), and the theorem has been proved. 
The above theorem shows that use of the penalty method with a 
sufficiently large penalty coefficient yields good approximations 
to the solution of problem (2.6). Thus we have overcome the last 
of the three difficulties mentioned at the end of Section 2.1. 
3. THE DUAL APPROACH 
3.1 The interaction balance method with feedback 
In this section we shall describe a variant of the dual method 
for large-scale optimization problems. For simplicity, we assume 
that z in ( 1 .3 ) is constant and that the performance index ( 1 . 5 )  
and constraints (1.6) do not depend on z. Thus we have to solve 
the following optimization problem: 
subject to 
u - H f(c,u,z) = 0, 
If the exact value of the parameter z is known and the functions 
involved are sufficiently regular, then the solution of the above 
problem can be found by well-known large-scale optimization tech- 
niques (see, for example, ref. 5). However, in some control and 
large-scale optimization problems we encounter situations in which 
these techniques are not applicable. In control problems we do 
not usually know the exact values of the parameters z; we can only 
observe the behavior of the controlled system. In some large-scale 
optimization problems we cannot handle the constraints (3.11, even 
though we know z, because the functions (c,u) + f (c,u, z) are non- 
differentiable. In both cases we have to content ourselves with 
an approximate solution which must, however, satisfy the constraints 
(3.1) and (3.2). In this section we develop a hierarchical method 
which generates suboptimal solutions of this type. The method is 
based on the i n t e r a c t i o n  b a l a n c e  p r i n c i p l e  suggested in ref. 2 and 
analyzed in refs. 6,9, and 10. 
Let us introduce a coordination variable (price) p such that 
p = (pl,. . ,pN), and let us specify the problems to be solved 
by the local decision-making units associated with the subsystems as 
follows: 
min Li (ci ,ui ,p) (3.3) 
subject to 
where 
We assume that the functions mi are continuously differentiable 
approximations of the functions (ci ,ui) + fi (ci,u. ,z. ) . Let c (p) = 
1 1  
= ( E l  (p) , . . . ,EN(p) ) and E (p) = (El (p) , . . . ,GN(p) ) be the solutions 
of problem (3.3). When the control is applied to the real 
system described by (3.1 ) it produces interactions u (; (p) , z) . 
The c o o r d i n a t i o n  t a s k  is to find price @(z) such that 
This principle is an extension of the dual method of optimization 
to the class of problems considered in this section. Indeed, ob- 
serve that if $ (c ,ui) : fi (ci,ui,z) then the function i i 
is the Lagrange function for the original problem. Note also that 
- 
condition (3.5) is equivalent to the condition u (p) = Hf ( c  (p) ,u (p) ,z) , 
which is the optimality condition in the dual method of optimization 
[5,71. However, if @i(ci,ui) # fi (cilui,zi) then the solution given 
by (3.5) is not necessarily optimal, although it still satisfies con- 
straints (3.1) and (3.2). Some bounds on the loss of optimality have 
been derived in ref. 6, but it is still difficult to convince a mathe- 
matician of the validity of the above approach since it is motivated 
by preferences which cannot be formalized. However, once the coordi- 
nation problem (3.5) has been formulated, we are faced with a well- 
defined mathematical problem: find a method for the solution of equa- 
tion (3.5). This is not a trivial matter since the functions p + c (p) , 
p + ; (p) and c + u (c, z ) are generally nondif f erentiable. 
In the next section we shall investigate in detail the proper- 
ties of the function p - (; (p) ,; ) . In Section 3.3, we shall con- 
struct an iterative algorithm based on the properties of this func- 
tion which can be used to solve equation (3.5). However, before 
proceeding to these problems we shall introduce some useful nota- 
tion and make a number of assumptions. 
1 .  For any cEC the equation u = H@(c,u) defines a 
unique solution uo(c). The linear operator 
I-H@U(c,u) is nonsingular for ~ E C .  
We introduce the following notation: x = (c,u) , XEX, Q(x) = 
N 
= 1 qi(cilui), F(x) = u - H@(c,u), D(x) = u - uo(c), 
i= 1 
D, (x,z) = u - u (c,~). Using this notation we can write the Zower- 
level problems in the form 
min [L(x,p) = Q(x) + <PI F(x)>l (3.6) 
subject to 
The coordination problem (3.5) takes the form 
where.x(p) = ;(p)) is the solution of (3.6). 
Let p0 be the solution of the equation F ( x  ( p )  ) = 0, and let 
- 0 
xO = x(p 1 .  This solution may easily be obtained by the classical 
0 dual method. Let O Ox be neighborhoods of p ,xO which satisfy 
P ' 
the relation ;(R )CRx. We then make the following assumptions: 
P 
2. The functions Q,F, and g are twice differentiable 
on R and the function g is convex. X 
3. There exists a constant v ,O such that V2 L(x,p) 1 v I  
2 XX for xERx, pEf2 (i.e., the operator Vxx(L(x,p) - vI) is 
P 
positive semidefinite). 
3.2 Properties of lower-level solutions 
In order to investigate the properties of the function p + x (p) , 
we have to study the effects of the scalar inequality constraints 




We assume that for ~ € 2  
ptX 
= x(p), the linear operator r (p,x) is X 
nonsingular. Under this assumption there exist unique Lagrange 
multipliers IA ( p ) ~ ~ J  which correspond to the constraints in prob- 
2 lem (3.6). We define the operator W(p) = Vxx(L(;(P) ,p) + 
+ <Q (p) ,g ( x  ) > )  . Obviously, from assumptions 2 and 3, W(p) 2 
vI for pE2 . 
- P 
1 2  1 2 
Let p , P E R ?  and let p(t) = (1-t)p + t p . We shall in- 
vestigate the behavior of the function t - ; (p (t) ) for tE [O, 1 I . 
Since the set Io(p(t)) may change as t ranges between 0 and 1, 
this function may be nondifferentiable. 
Lemma 4 .  If the set I. (p (t) ) is constant in a neighborhood 
of the point to€ (0,l) then the function t + x (p (t) ) is differ- 
entiable at to, and 
where 
, if IO (p) = 0 
(3.9) l-'z (rXw-' Tl1-l rXw-' , otherwise. 
For brevity we have written W(p) as W and Tx(p,x (p) as rx. 
Moreover, for any p€Q B(p) = B* (p) and 
P' 
(N(A) and R ( A )  denote the null space and the range of the operator 
A ,  respectively ) . 
Proof. The propositions of the lemma follow immediately from the 
necessary optimality conditions for problem (3.6) and the assumption 
- 
that the operator Tx (p ,x (p) ) is nonsingular . 
Observe that the function t+B(p(t)) is in general discon- 
tinuous and so the function t + dx (p (t) /dt is also discontinuous. 
However, if the set Io(p(t)) changes a countable number of times 
as t ranges between 0 and 1, then the functions t +G(p(t) 1 ,  
t + D (X (p (t) ) ) are absolutely continuous and 
This condition does not seem to be very restrictive in practice 
and we shall impose it on our problem. 
Since we may assume that D, (x,z) = D (x) , equation (3.12) gives 
2 1 
a good approximation to the difference D, (G (p ,z) - D, (x (p ,z) . 
Thus it seems reasonable to construct an algorithm for the solu- 
tion of (3.7) based on equation (3.12) , in a way similar to that 
used i n  r e f .  12.  However, t h i s  l e a d s  t o  a  number o f  problems.  I f  
0  p  is c l o s e  t o  p0 t h e n  Dx (; (p l  ) and Fx (; ( p l  I a r e  c l o s e  t o  Dx ( x  I and 
0  F x ( x  ) ,  r e s p e c t i v e l y , b u t n o  s t a t e m e n t  o f t h i s  t y p e c a n b e m a d e  a b o u t  
t h e  o p e r a t o r  B ( p )  . Moreover, it seems u n r e a s o n a b l e  t o  compute B  ( p )  , 
s i n c e  t h i s  i n v o l v e s  many time-consuming o p e r a t i o n s .  I n  t h e  n e x t  
s e c t i o n  we s h a l l  deve lop  an a l g o r i t h m  f o r  t h e  s o l u t i o n  of  ( 3 . 7 )  
which does  n o t  r e q u i r e  t h e  computa t iod  o f  B ( p ) ;  t h i s  i s  due t o  t h e  
p r o p e r t i e s  (3 .10)  and (3 .11)  of  t h e  o p e r a t o r  B ( p ) .  
3 .3  The a l g o r i t h m  
Le t  E > 0  and l e t  A be a  s e l f c o n j u g a t e  p o s i t i v e l y  d e f i n e d  
o p e r a t o r  such  t h a t  A : X + X ,  m I 5 A 2 M A I .  We d e f i n e  o p e r a t o r s  
0  '0- - A - 1 Do = Dx(x 1 ,  Fo = F X ( x  ) ,  and E = (DOA F:) . L e t  u s  c o n s i d e r  
t h e  a l g o r i t h m  
I t  i s  e a s y  t o  v e r i f y  t h a t  t h e  m a t r i x  E i s  w e l l - d e f i n e d ,  s i n c e  it  
f o l l o w s  from assumpt ion  1 t h a t  N ( D o  ) = N ( F O )  . W e  s h a l l  p rove  t h a t  
k  k t 1  t h e  mapping p  + p  h a s  a  f i x e d  p o i n t  i n  a  neighborhood of  p0 and 
t h a t  t h e  a l g o r i t h m  ( 3 . 1 3 )  converges  t o  t h i s  f i x e d  p o i n t .  To do  t h i s  
we must make t h e  f o l l o w i n g  i m p o r t a n t  a s sumpt ion .  
4 .  There  e x i s t s  5 > 0 such t h a t  f o r  PER and v € R ( F ~ * )  
P  
t h e  i n e q u a l i t y  d ( v , R ( r ; ( p , x ( p )  1 ) )  2 6 I v  1 is 
s a t i s f i e d ,  where d(v ,M) d e n o t e s  t h e  d i s t a n c e  b e t -  
ween t h e  p o i n t  v  and t h e  s e t  M. 
W e  now i n t r o d u c e  a  new norm I /  1 )  i n  U, d e r i v e d  from t h e  
s c a l a r  p r o d u c t  
S i n c e  !v(F:) = iO} t h e n  t h e  norm ' I  ' I O  i s  w e l l  d e f i n e d .  
Lemma 5 .  L e t  V ( p )  = p  + E ~ ( x ( p )  . Let  1 1  W(p) ( 1  5 Mu f o r  pen 
P '  
F i n a l l y ,  l e t  t h e  i n e q u a l i t y  
1 2  1 2  h o l d  f o r  a n y  p  , p  Enp.  Then f o r  a n y  p  , p  E R  
P  
where  
2 Proof. L e t  p ( t )  = ( I - t ) p l  + t p . 
L e t  S  = R (F;) and l e t  Ps d e n o t e  t h e  p r o j e c t i o n  on  S .  W e  de- 
f i n e  l i n e a r  o p e r a t i o n s  As: S + S ,  B s ( p ) :  S + S ,  Fs: S - c U ,  Ds: S  + U  a s  
- - 
f o l l o w s :  A~ = P , A I ~ ,  ~ ~ ( p )  = P ~ B ( P )  i s ,  F~ = ~~l~~ D~ = Is. 
Next we d e f i n e  
I t  f o l l o w s  from ( 3 . 1 0 )  t h a t  f o r  any  XES 
- 1  - 1  - 1  
where s = x  - r;(rxw ) rxW x .  For  b r e v i t y  we have  w r i t t e n  
W ( p ( t ) )  a s  W ,  and  T x ( p ( t ) ,  x ( p ( t ) ) )  a s  r x .  Hence,  from ( 3 . 1 1 )  and  
a s s u m p t i o n  4 ,  we have  
? 
Thus 
f o r  XES. 
2 1  L e t  ; = ( I - E E  D O R  F;) ( p  -p ) .  S i n c e  N ( D O )  = N(FO)  i s ,  t h e n  
E  = D A F = F A D Thus 
-167- 
2 2 1  2 1  2 1 - 1 2 1 ivIo = <p - p  , p -p >O - 2~ < p - p  , (F;)-'A~ R ~;(p -p + 
2 -1 -1 2 1 -1 -1 2 1  
+ E <(F:) AS R F;(p - p  1 ,  (F:) AS R Fo ( p - p  )>0 . (3.18) 
We shall now estimate the components of (3.18). It follows from 
the definition of <.  and from (3.17) that 
Next, we obtain from (3.1 1 ) the inequality 
Finally, it follows from the definition of the norm . : I O  that 
Using the above three estimates, we obtain from (3.18) the in- 
equality 
where a ( € )  is defined by (3.16). 
It is now easy to prove the inequality (3.15). It follows 
from (3.12) that 
Next, by virtue of (3.131, 
The inequality (3.15) follows from (3.19) and (3.201, and the 
lemma has been proved. 
Now let us define the operation 
6(x,z) = D,(x,z) - D(x) = uo(c) - u (c,z) . 
Theorom 3. Let the assumptions of Lemma 5 be satisfied. Let also 
for p ' wP2€i2p. Next, let 
0 1 1  ED, (X ,z) ( I O  ( r l  . (3.22) 
We define the following constants: 5 = ( ~ - U ( E )  ) / E ,  b = ( I E / ~ ~ ,  
h = b ~ n ,  r ( 6  - bi - [ (5 - bi12 - 2h] 1/2) / b ~ .  Let the follow- 
ing conditions be satisfied: 
Then equation (3.7) has a unique solution G(z) in K(pO;r) and the 
k 
sequence {p 1 generated by ( 3.1 3 ) converges to ( z ) . 
Proof. We define the operation V,(p) = p + E  ED,(;(^) ,z) . 
It follows from Lemma 5 and (3.21) that 
1 2  1 
for any p ,p ER We define the function $: R' -c R , P' 
1 )It) = 2 E  bL t2 + (DIE) + ~ b i )  t + E n  . 
1 2  1 1 0  1t follows from (3.25) that for p ,p ER and t 2 7(11~ -p 1 1 0  + 
P 
+ 1 p2- pO 1 0) the following inequality holds: 
N e x t ,  
1 v , ( p 0 )  - Po / I O  5 EI I  = $ ( O )  . 
k  I n  a d d i t i o n  t o  t h e  sequence  {p 1 w e  s h a l l  c o n s i d e r  t h e  sequence  
{ t k }  d e f i n e d  by t h e  fo rmula  tk+l = $ ( t k ) ,  to = 0 .  I t  i s  e v i d e n t  
t h a t  tk f r ,  s i n c e  r i s  t h e  s m a l l e r  of t h e  two r o o t s  of t h e  equa-  
t i o n  $ ( t )  = t .  We a r e  g o i n g  t o  p rove  t h a t  ( t k }  i s  t h e  m a j o r i z i n g  
k k +  1 
sequence f o r  t h e  sequence  (p 1 ,  i - e . ,  t h a t  i p  
- P k ! ! O ~ t k + l  -tk. 
I t  f o l l o w s  from ( 3 . 2 7 )  t h a t  
L e t  us  suppose  t h a t  
f o r  1  5 1 5 k. L e t  p ( r )  = ( l - ~ ) p ~ "  + r p k ,  and l e t  
0  = r O  5 T~ .. . ' T ~  = 1 .  It  f o l l o w s  from ( 3 . 2 6 )  t h a t  
where 
Approachlna  t h e  l i m i t  a s  N +-, w e  f i n d  t h a t  s u p  ; r i + l  - T .  ' + 0  and 1 
w e  o b t a i n  t h e  i n e q u a l i t y  
k+ l  k Thus, w e  have proved by i nduc t i on  t h a t  Ilp 
-p ( t o  5 tk+,--tk 
k f o r  a l l  k 2 0 ,  and hence t h a t  t h e  sequence {p  I conve r ges  t o  t h e  
s b l u t i o n  + ~ ( p O ; r )  o f  equa t i on  ( 3 .7 )  . I n  o r d e r  t o  prove t h a t  t h i s  
s o l u t i o n  is unique,  l e t  us  assume t h a t  V,(p) = 6 f o r  some k K ( p O : r ) .  
0  
Let Eo = 1 1 ;  - p 1 1  and tk+l = $ ( tk) .  Adopting a  method s i m i l a r  
k t o  t h a t  used above, it i s  p o s s i b l e  t o  prove t h a t  1 1  p - p ( 1  2 f k  - tk. 
But 1Fm tk = 1Lm tk = r ,  and hence 6 5 .  F i n a l l y ,  l e t  u s  no t e  
t h a t  i n  a  s i m i l a r  f a sh ion  it can be proved t h a t  t h e  s o l u t i o n  p i s  
unique i n  ~ ( p ' ; ; ) ,  where ; = ( 5 - b i  + [ ( 5 - b i I 2  - 2 h ~ ' ' ~ ) / b ~  is t h e  
g r e a t e r  of t h e  r o o t s  of t h e  equa t i on  $ ( t )  = t.  Moreover, i f  t h e  
a l g o r i t hm (3.13)  is i n i t i a l i z e d  wi th  ~ O E  i n t  K ( p O ; r )  it gene r a t e s  
-k 
a  sequence {p  ? which converges t o  p. Thus t h e  theorem has  been 
proved. 
To sum up, we have so lved  equa t i on  (3 .7)  which i nvo lve s  non- 
d i f f e r e n t i a b l e  f u n c t i o n s  p  + x ( p )  and x  + D, ( x , z ) ,  u s ing  a  Newton- 
l i k e  a lgor i thm ( 3 . 1 3 ) .  The a lgo r i t hm e x p l o i t e d  a  number of s p e c i a l  
f e a t u r e s  of t h e  problem under c o n s i d e r a t i o n ,  t h e  most important  o f  
which were: D,(x,z) = D(x) ( cond i t i ons  (3.21)  and (3.23)  1 ,  B ( D o )  = 
= N ( G o )  (assumption 1 )  and B > 0 on S (Lemma 4 and ( 3 . 1 7 ) ) .  I t  is  
worth no t i ng  t h a t  i f  w e  r e p l a c e  (3.23)  by a s t r i c t  i n e q u a l i t y  then  
t h e  ope ra t i on  V, has  c o n t r a c t i o n  mapping p r o p e r t i e s  i n  K ( p O ; r ) .  
This  f e a t u r e  is  important  f o r  c o n t r o l  problems i n  which z is  a  time- 
vary ing  parameter ,  because it is then  p o s s i b l e  t o  t r a c e  t h e  moving 
s o l u t i o n  p ( z ( t )  of  t h e  nons t a t i ona r y  equa t ion  D,(;(p) ,z ( t )  = 0 
(see r e f .  11 1 .  
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1. INTRODUCTION 
Rapid development and intensive research into nondifferen- 
tiable optimization techniques (Balinski and Wolfe, 1975) has 
resulted recently in algorithms that are closely related or even 
equivalent in the differentiable case to known and effective 
techniques of differentiable optimization. A very interesting 
quasi-Newton technique for nondifferentiable optimization was 
proposed and partly investigated in Lemarkchal (1978). To 
understand fully possible weak and strong points of quasi-Newton 
methods in nondifferentiable optimization, a more exhaustive 
study of various relations between nondifferentiable and differ- 
entiable problems is needed. Because of the large variety of 
nondifferentiable problems, this goal cannot be achieved in a 
short paper. However, some theoretical insight can be obtained 
by analyzing the most simple type of nondifferentiable problems: 
minimize f (x) ; f (x) = max f (x) 
XEX iEI 
n 
where X is a convex set with nonempty interior in R (possibly 
X =  R"), I is a countable set of indexes (possibly finite). It 
is assumed that f is bounded from below on X and that maxiGI fi(x) 
-173- 
for each x E X is attained at a finite subset A(x) = A C I; 
fi:Itn - are twice-differentiable functions. It is not neces- 
sarily assumed that the Haar condition is satisfied, that is, if 
9 E Arg rnin&axiEIfi (x) , then for any subset C A(f) , the 
matrix composed of f (52) for i E has its maximal rank. If ix 
this condition is satisfied, then 52 is uniquely determined by 
fix(f), i E A(9) only, and some efficient algorithms for solving 
the problem (1) are known (Madsen and Schjaer-Jacobsen, 1977); 
however, this condition is rarely satisfied in practical problems. 
Other conditions of second-order type resulting in the unique- 
ness of 52 are further assumed to hold, together with conditions 
implying the uniqueness of baricentric coordinates in subdiffer- 
ential sets. 
The functions fi might be assumed convex or not; this prob- 
lem is discussed in detail later. The assumptions of countabil- 
ity of I and finiteness of A could actually be relaxed, although 
this generalization is beyond the scope of this paper. If the 
functions fi are not differentiable, it is often possible to re- 
formulate the problem (1) by enlarging the set I in such a way 
that the modified functions fi are differentiable. It would seem, 
therefore, that the class of nondifferentiable problems con- 
sidered could be extended to cover almost all problems encoun- 
tered in practice. However, still more assumptions are needed 
for a theoretical investigation: that the activity set A(x) = A 
can be determined explicitly for each x E X and that the sub- 
differential af(x) of f at x can also be fully determined: 
* 
where fix(x) are the gradients of functions f. at x (written as 
1 
column vectors, nence the transposition sign * )  . This assump- 
tion is not always satisfied in practical problems of nondiffer- 
entiable optimization and can even be considered as contradictory 
to the very nature of nondifferentiable optimization techniques, 
where one of the main problems is to estimate the subdifferential 
af(x) without knowing its full description. On the other hand, 
in order to obtain a better theoretical insight, it is useful to 
proceed in two stages: first, investigate the implications that 
A = A(x) and af(x) are known explicitly, then try to relax this 
assumption and check for which theoretical properties this 
assumption is crucial. 
Under the assumption that A = A(x) and af (x) are known ex- 
plicitly, problem ( 1 )  is equivalent to a constrained differenti- 
able optimization problem which can be studied by introducing a 
normal or an augmented Lagrangian function, depending on convex- 
ity assumptions. In this way, the relation of nondifferentiable 
techniques for solving problem ( 1 )  to known techniques of dif- 
ferentiable optimization can be investigated, sufficient con- 
ditions of optimality can be studied and some strong (super- 
linear or even quadratic) convergence properties of a special 
variant of nondifferentiable quasi-Newton techniques can be 
deduced. These strong results substantiate the introduction of 
a special class of nondifferentiable optimization problems with explicit- 
l y  known subdifferentials, which are in fact equivalent to differen- 
tiable problems and can be solved efficiently by appropriate 
techniques--provided the number of elements In the activity set, 
IA(x)~, is not too large to make the explicit definition of the 
subdifferential computationally cumbersome. 
If A = A(x) and af (x) are not known explicitly, or their ex- 
pliclt definition is computationally cumbersome, then only some 
subqradients g E 3f(x) can be computed without specifying fix(x) 
and the baricentric coordinates X.. This constitutes the opposite 
class of nondifferentiable optimization pmblems with Implicit subdifferen- 
tials. In this class, it is very difficult to construct a quasi- 
Newton method that would converge superlinearly since the sub- 
gradient g cannoc be used to obtain a sufficiently accurate 
approximation of a Hessian matrix that would result in strong 
convergence properties; in fact, such a construction seems to be 
impossible. However, many algorithms with sublinear or linear 
convergence are known for the case of implicit subdifferentials 
and these algorithms are in fact more practically efficient for 
problems in which the explicit definition of the subdifferentla1 
is computationally cumbersome. 
2. A BASIC LEMMA 
One of the fundamental problems in nondifferentiable opti- 
mization is as follows. Given the set af (x) or an approximation 
G thereof, expressed by convex combinations of a set of vectors 
n 
gi E R for i E A and by some accuracy parameters a > 0, i E A i - 
(where A = A(x) , gi = fix (x) , a - 0 if the set af (x) = G is given i - 
explicitly), check whether 0 E G, and if not, find the vector 
3 E G of minimal norm, subject to accuracy corrections if a. > 0. 1 
When using quasi-Newton methods of nondifferentiable optimization, 
the norm in which 6 is minimized must be chosen accordinq to some 
2 
other properties of the problem. Therefore, denote flgUti-, =
tg , H-lg>, where H-':R" + Rn is a given positive definite matrix. 
The basic problem can be stated as follows: 
1 2  
minimize (711gl + 1 xiyi) : 
H i a  
The following lemma is actually only an extension of the 
results given in Lemarechal (1978), but, since it is fundamental 
for the investigation of relations between nondifferentiable 
optimization methods and equivalent Lagrangian function approaches, 
it is presented here in detail. 
L s m  1. The problem (3) is equivalent to the following dual 
problem 
where 1 1 ~ 1 1  = , HZ>. The equivalence is to be understood in H 
the sense that, if 9 ,  y are solutions to the problem (3) with 
Lagrange m u l t i p l i e r s  x f o r  t h e  c o n s t r a i n t  g*- liaYigi = 0  and 
A 
- 
xO f o r  t h e  c o n s t r a i n t  1. - 1 = 0 ,  t h e n  TO, I a r e  s o l u t i o n s  
o f  problem ( 4 )  w i t h  Lagrange m u l t i p l i e r s  Pi f o r  c o n s t r a i n t s  
- - 
< g .  , X >  - xO - a .  < 0  w i t h ? =  - ~ - ' 5 ,  = - 1 8 1 ~  - 
1 - 
a . y .  < 0 .  
1  H-1 Z ~ E A  1  1 - 
The f o l l o w i n g  e q u i v a l e n c e s  a l s o  h o l a :  
- 
X O  = 0  i f  any o f  2 .  1 = 0  ; 
- 
g e n e r a l l y ,  -; > I?.II* 0  and -$ O*- H -  IiEAaivi 2 0.  Moreover,  t h e  
s o l u t i o n s  ';iO , z, 4 o f  t h e  problems ( 3 )  , ( 4 )  a r e  u n i q u e ,  whereas  
9 is  un ique  i f  v e c t o r s  hi = ( -1  , g i )  E R"+' a r e  l i n e a r l y  indepen-  
d e n t  f o r  i E  A, and ,  g e n e r a l l y ,  g E ?, where G is a  compact con- 
vex s e t .  Even i f  9 is  n o t  un ique ,  it minimizes  liEAai7i o v e r  
ji E y = ( y  : yi 2 0  , l iayi  = 1 , Tiayigi = 41. I f  A g i s  A u n i q u e ,  
t h e n ,  f o r  any p o s i t i v e  d e f i n i t e  H-1 ,  t h e  s o l u t i o n s  xo,  x, 6 ,  ? 
depend L i p s c h i t z - c o n t i n u o u s l y  on t h e  d a t a  g i ,  a i .  
h o f .  Both problems a r e  convex. Cons ide r  f i r s t  t h e  q u e s t i o n  o f  
t h e  u n i q u e n e s s  o f  t h e i r  s o l u t i o n .  Problem ( 3 )  c l e a r l y  h a s  a  
un ique  s o l u t i o n  9 i n  q and ,  i f  h .  a r e  l i n e a r l y  i n d e p e n d e n t  f o r  
1  
i E A ,  a  un ique  s o l u t i o n  9 i n  y .  Observe  t h a t  t h e  l i n e a r  depen- 
n+ 1 dence  o f  t h e  v e c t o r s  hi = ( -  1 ,  g i )  E R , t h a t  i s ,  t h e  e x i s t e n c e  
of  l i  # 0 such  t h a t  IiG181ihi = 0 ,  is e q u i v a l e n t  t o  t h e  e x i s t e n c e  
o f  i i  f 0 s u c h  t h a t  I i E I x i  = 0 ,  1 .  = -1. . I . ,  and a . q .  = -1. . a . g . ,  
I lfl 1  3 3 lfl 1  1  
whlch,  i n  t u r n ,  is e q u i v a l e n t  t o  t h e  e x i s t e n c e  o f  A i  = - ( . l i / 2 . ) ,  
1 
A .  = 1 ,  and 9 .  = 7 .  1 . g .  I f  hi a r e  l i n e a r l y  i n d e p e n d e n t ,  L i f j  1  1 l f 1 ' 1 1 '  
such a  s i t u a t i o n  c a n n o t  o c c u r  and a n  a r b i t r a r y  g .  j E I ,  c a n n o t  
I '  
be a  convex combina t ion  o f  o t h e r  q: t h i s  i m p l i e s  t h e  u n i q u e n e s s  
1' 
of  b a r i c e n t r i c  c o o r d i n a t e s  pi .  I f  hi  a r e  l i n e a r l y  dependen t ,  
choose  a  minimal s u b s e t  ji C A such t h a t  q = liExpigi, Iiayi = 1 ,  
pi ) 0,  and pu t  7i = 0 f o r  i g A. I f  t h e  choice  of A is n o t  
unique, d e f i n e  such a  7 f o r  each x; d e f i n e  a  s e t  ? a s  t h e  convex 
h u l l  of  a l l  such 9. Since  a l l  y  E ? r e s u l t  i n  t h e  same 4,  t h e  
s e t  of  op t imal  9 i s  def ined  by ? = Arq minygliaaiyi; f i s  a 
compact and c lo sed  s e t .  Problem ( 4 )  has a  unique s o l u t i o n  
,. A A A A 
- - - 1 2  2 1 '  2  - - (x,.,,x!, s i n c z  xO1 + $Ix1IIH,= xO2,+ $ 1 ~ ~ 1 1 ~  + p l i e s  xOlA=  xO2 i f  
,. A 
- - - 
x1 = x2; i f  z1 f X2,  t hen  xo = 0xOl + (1-0)XO2, x = 6xl + ( l - 0 ) x 2  
f o r  0  € ( 0 ;  1) would y i e l d  a s m a l ~ e r  va lue  of  ZO + $131 i. 
Consider  now problem ( 3 )  and d e f i n e  t h e  Lagrangian func t i on :  
S ince  t h e  e q u a l i t y  c o n s t r a i n t s  i n  ( 3 )  a r e  a f f i n e ,  each s o l u t i o n  
(!,$) of (3)  t oge the r  w i th  t h e  corresponding Lagrange m u l t i p l i e r s  
- - ( x , x o )  a r e  s add l e  p o i n t s  of t h e  func t i on  ( 5 )  under t h e  a d d i t i o n a l  
A A 
c o n s t r a i n t  y .  > O .  Hence, i f  2 ,  go denote  s e t s  of p o s s i b l e  La- 
1 - - A 
grange m l l l t i p l i e r s  x, xo f o r  (? ,e )  E ? x (61,  then:  
2 x Xo x ? x ( 4 )  = Arg min max L (x ,XOty , g )  
= Arg max min L ( z , G , y , g )  
( Z . Z , ) € R ~ + ~  ylO,g€~n 
where Arg rnin max is t h e  s e t  of p o i n t s  r e s u l t i n g  i n  rnin max, e t c .  
Compute t h e  value g t h a t  minimizes L f o r  a  given x, - 
- 
X 0 '  Y; 
Clea r ly ,  = @ ( x )  = -Hx; t h i s  imp l i e s  t h a t  $ = -H"Q and 2 = I;} 
i s  unique. Moreover, a f t e r  easy cornputatlon 
I = - 2 - 2  1 2  
and a t  t h e  s a d d l e  p o i n t ,  -$xl A x(! ; ylG"'H-l + Ii,aiji;2since 
1 1 3 1 ~  = ~ $ 1 ~  t h i s i m p l i e s  z0 = -1Ipl - 
H' 1 H A ,. - liari?i. Hence xo is  
a l s o  un ique ,  X,, = {To].  Obvious ly ,  x  = 0 - 4 = 0 and eo = 0  - 
- 
X ' O ,  4 = 0 .  
- 
The f u n c t i o n  1: i n  ( 7 )  is t h e  Lagrangian f u n c t i o n  f o r  prob- 
l e m  ( 4 ) .  Observe t h a t  problem ( 4 )  s a t i s f i e s  t h e  S l a t e r  c o n d i t i o n ,  
- 
s i n c e  x, = 0 ,  xO, > 0  a r e  a d m i s s i b l e  f o r  t h e  problem and  < g i , x l >  - 
- 
xO1 - 1. < 0  f o r  a l l  i € A. Moreover,  i t  i s  w e l l  known t h a t  
1 
,. 
- A A 
- 
Arg min max L ( y , x o , x )  = (yo  } x {"I x P , 
( , ) R y10 
,. 
where xo, x a r e  unique s o l u t i o n s  of ( 4 )  and ? is t h e  s e t  of 
c o r r e s p o n d i n g  Lagrange m u l t i p l i e r s .  But r e l a t i o n  ( 7 )  i m p l i e s  
t h a t  : 
< 'iO * ? = Arg min - - m a  x n + l  L ( ~ , Z o t Y t < ( ~ ) )  
y,O ( x , x O ) € R  
- 
- - 
rnin n+l  L ( y , x 0 , x )  = ' {Go) ? = Arg max - - 
yz0 (x ,xo)ER 
\ - 
Hence ? = Y.  If Y = i y l ,  t h e  L i p s c h i t z - c o n t i n u i t y  o f  2,  xo, y ,  
and a .  r e s u l t s  from g e n e r a l  p r o p e r t i e s  o f  s o l u t i o n s  of  
s e t s  o f  e q u a t i o n s  and i n e q u a l i t i e s - - ( s e e  Szymanowski, 1977 and 
X i e r z b i c k l ,  1978) .  Moreover, s i n c e  xo is  t h e  s o l u t i o n  o f  ( 4 )  , 
- 
- 
x = O  _a - xO 1- - a .  i E  A ,  and xo = -min. 
,. 1' lEA'zi; i f  any o f  xi = 0,  
- - 
t h e n  x = 0  x  = 0. Converse ly ,  x  = 
,. o IiEAzipi = - m i " .  2 .  = 
- 1EA 1 
4 = o * x = o .  
A large part of the above lemma is given in Lemarkchal (1978), 
A A 
however, without the full interpretation of zO, h s  Lagrange 
multipliers for (3) and without the uniqueness or Lipschitz- 
continuity arguments. It is also observed in Lemargchal (1978) 
that problem (3) is easier to solve computationally than ( U ) ;  in 
fact, the equation 4 = liEAPiqi defines 4 explicitly, and is 
treated as a constraint in the lemma only in order to provide an 
A 
interpretation for z. There exist very efficient algorithms for 
solving (3) in 9 and 4, if ai = 0 (see Wolfe, 1976 and 
Hohenbalken, 1978); these algorithms can also be adapted to the 
A A 
- 
case when ai > 0. Once 9 and 4 are defined, x and xo are 
easily computed. 
Lemma 1 also allows a straightforward generalization for 
problems with infinite and innumerable variables and constraints 
in Hilbert spaces; but this generalization is beyond the scope 
of this paper. 
3. NONDIFFERENTIABLE OPTIMIZATION WITH EXPLICIT SUBDIFFERENTIALS 
3.1 Fundamentals 
If the activity set A(x) and the subdifferential 3 f  (x) are 
given explicitly at each x E X, then the nondifferentiable prob- 
lem ( 1 )  is equivalent to the following differentiable one: 
minimize x 
(xo ,x) EXo I) ' 
with the activity set A(x) defined equivalently by 
PO (x) = max fi (x) } . 
iEI 
If the functions f. are convex, then problem (9) is convex 
and clearly satisfies the Slater condition with any x, E X and 
xO1 > go (xl ) . Thus, the normal Lagrange function: 
has a saddle point (?,20,g) at a solution (kO,k) of problem (9) 
with a corresponding Lagrange multiplier 9 ,  whereas 2 is a solu- 
tlon of (1 ) and jtO = f (2) = minx= maxiEI f (x) is the minimal 
value of f. It is assumed further that P is a unique solution 
to (9) and an internal point of X. 
If the number 1 1 1  of constraints in (9) is large, then a 
purely dual method for solving (9) by assuming arbitrary y = 
{yijiEI,yi 2 0 and then minimizing the Lagrangian function (11) 
is clearly not efficient. But a primal-dual method for solving 
(9), which consists of determining the activity set A(x) or an 
approximation A thereof and eliminating inactive constraints by 
setting yi = 0 for i E I\A, might be quite efficient; it is 
shown further that one of these primal-dual methods is probably 
the most efficient algorithm for nondifferentiable optimization, 
if / ~ ( 2 )  / is not too large. 
Suppose yi 2 0 for i E A are chosen in such a way that 
7 .  y. = 1. Then Lx (y,xo,x) = 0 and 
-1- 1 0 
- g E  3f(x) . (12) 
(if A = A(x)) 
Thus, if only A = A(2) and Pi 2 0, i E A ( ? ) ,  liEA(2)?i = 1 
9 .  f . (2) = g = 0 were known, then solving the such that Iia(g) 1 
equivalent problems ( I ) ,  (9) would also be equivalent to mini- 
mizing the function: 
However, not only are the optimal values Pi not known, but 
the activity set A(x) also changes, often in arbitrary neighbor- 
hoods of 9.  Also, the strong activity set 
might change in any neighborhood of (y,x). These difficulties 
are not uniquely related to nondifferentiable problems; they are 
also known in constrained differentiable problems. A typical 
way of resolving them (see, e.g., Wierzbicki, 1978) is to con- 
struct approximations A of A(x) and S of SA(y) such that yi = 0 
for i & A, yi > 0 for i E Sf and 
and that, for (y,x) in some neighborhood of (9,B) : 
A detailed way of constructing such an approximation is 
discussed in Section 4. Here note only that a measure of the 
distance from (?,8) to (y,x) is useful when constructing such 
approximations. Define 
where 
Here Lyi is not precisely the derivative of L in yi, but measures 
the violation of Kuhn-Tucker necessary conditions for optimality 
" 
of (9,P)--if A(?) C A and Lx 7 0, Lyi = 0 for i E A, w = 0, and 
9, 9 are unique, then clearly y = and x = 2 .  A lemma on the 
estimation of Y(y - 9 , x  - P)! by w is given in Section 4. 
3.2 Quadratic Approximations 
Consider now an approximation of the subdifferential af(x) 
by the set G: 
and assume that 0 = Iiaqifix(x) E G. Although G is only an 
approximation, the relation 0 E G might imply x = 2 provided 
- 
that riEAqi (GO (x) - f. (x) ) = 0, since then Lx = 0, L = 0, and 
w = 0. This leads to a problem analogous to ( 3 ) :  Y i 
1 2  
minimize (2UgUa-, + 1 aiyi) ; a = f0(x) - fi(x) ; 
(yrg)€YG i a  
where H-' is a positive definite matrix, not chosen as yet. But, 
due to Lemma 1 , ( 1 8a) is equivalent to : 
(lab) 
- - - - 
Xo = ( (zo.?) E Itn" : fix (x) x -x0 - x0 (x) + fi (x) 2 0 I i E A) 
and the choice of H-' or H is now clear: (18b) is a well-known 
quadratic approximation problem for the Lagrangian function (ll), 
(see, e.g., Szymanowski, 1977 and Wierzbicki, 1978) and the opti- 
mal choice of the matrix H is to approximate the Hessian of the 
Lagrangian function (11) as closely as possible, 
either by direct computation of second-order derivatives (a 
Newton-type method) or, for example, by variable metric techniques 
based on the data liESyifix (x) for (y,~) close to ( 9 , 8 )  and S 
close to SA(9). 
Another useful interpretation of problem ( 19a) results from 
its relation to the distance w. Observe that the norm used in 
(16.1 might be arbitrary and. after a slight redefinition of i y ,  
the following specific expression for w can be used: 1 
However, this coincides precisely with the minimized func- 
tion in (18a) and can be interpreted as follows: given a point 
(y ,x) and the set A, w or (:) can be determined from (1 9b) . By A A 
- - 
solving (18a) in y, new y, x, xo and 
2 are found. Clearly, (w) 2 ( 3 )  . On the other hand, ( G )  can 
also be interpreted as an upper bound for a new (w) 2, obtained 
after x is changed to x + x and y is changed to 9 (here y does 
not denote the optimal Lagrange multiplier for the original prob- 
lem, but only for its approximation (18b))--see Section 4. An- 
other interpretation of Po and (Pi is that both approximate the 
- 
gain f ( x )  - f (x + x) of the objective function f--xo is a 
linear approximation of this gain and (0) a quadratic one. 
Clearly, the linear approximation is more optimistic than the 
quadratic one, but, because of convexity, the linear approxima- 
tion can also give an estimation of the distance f(x) - f(2) 
from above, thus being more useful for some algorithmic purposes; 
- 
moreover, -xo also gives an estimation from above for the new 
( w ) ~ ,  obtained after changing x to x + $ and y to 9 .  All these 
properties are discussed in more detail in Section 4 ;  the above 
discussion only justifies the role of quadratic approximations 
in nondifferentiable optimization. 
3.3 Sufficient and Necessary Conditions of Optimality 
The basic necessary condition of 2ptimality for nondifferen- 
tlable problems 
is known to hold under various assumptions related to the 
definition of the subdifferential if(x)--see Clarke (1975), 
>ilfflrn (1977) , Nurminskr (1973) . In particular, if the func- 
tions fi in the problem (1) are continuously differentiable, then 
the function f is weakly convex--see Nurminski (1973)--and 
the necessary condition (20) holds with af(2) defined by (2). 
If the functions fi are convex, then the condition (20) is also 
sufficient. However, even if the functions fi are convex, the 
condition (20a) does not necessarily specify 8 uniquely. To 
obtain uniqueness, we must either assume strong convexity of fi, 
or use the Haar condition. The Haar condition is sufficient for 
a unique solution of (20) even in the nonconvex case, but the 
requirements of the Haar condition are rather strong. In order 
to weaken these requirements, second-order approximations for 
nondifferentiable problems might be used. 
The next three subsections present a more detailed discus- 
sion of the above-mentioned conditions. First, a geometric in- 
terpretation of the first-order conditions--the condition (20) 
and the Haar condition--is given, with an indication of possible 
generalizations of these conditions. Second, a second-order 
uniqueness condition for convex problems is derived in a natural 
way from the normal Lagrangian function. Third, second-order 
sufficient and necessary conditions for the optimality of a solu- 
tion P of the problem ( 1 )  in the nonconvex case are derived from 
augmented Lagrangian functions. 
3.4 First-Order Conditions 
The condition (20) can be interpreted geometrically if we 
consider vectors hi E Rn+'. of the form: 
hi = (-l,fiX(x)) for i E A ( x )  ; 
hi = (-l,fix(?)) for i E A(8) 
We shall also use the following notation: 
eo = (-I,O) E R"+' 
where 0 denotes the zero element in Rn. Taking into account (2) , 
it immediately follows that the necessary condition (20) can be 
written equivalently as 
The condition (21c) can also be used in infinite-dimensional 
spaces. In fact, if f : E + R1 is a subdifferentiable function 
defined on a linear topological space El and its subdifferential 
af(x) C E* is defined, where E* is the dual space to E, then we 
can define -K* = (h E R' x E* : h = a (-1 ,g) , g E af (x) , 3 2 0 1 ,  
n 
and eo E -K is equivalent to 0 E a£(!?). Note also that the 
n 
polar cone to -K , defined by = (k E R' * E : <h,k> 2 0 for 
all h E - R * } ,  is a conical approximation of the epigraph of the 
function f at 2 .  The particular sense of this approximation 
depends, clearly, on the type of definition of the subdifferen- 
tial we use; however, it is not the goal of this paper to pursue 
possible generalizations in detail (see Xierzbicki, 1972, for a 
discussion of similar ideas in nondifferentiable dynamic opti- 
n 
mization). If E = Rn and -K is given by (21c), then K is the 
tangent cone to the epigraph of f (x) = maxiEIfi (x) at 9 .  The 
geometric interpretation of the first-order necessary condition 
(21c) is given in Figure 1: any element of the tangent cone 
must have a nonpositive scalar product with the downward pointing 
vector eo. 
7m interpretation and generalization of the first-order 
Haar sufficient condition is given in the following lemma. 
L z m  2. The Haar sufficient condition for a point 2 satisfying 
(20) to be a unique (local in nonconvex case) solution of the 
problem ( 1 ) --usually formulated as the requirement that matrices 
F- have maximal rank for all subsets of A ( 2 ) ,  where F- is a A A 
matrix composed of vectors fix(?) for 1 E x--can be equivalently 
F i g u r e  1 .  A geometric i n t e r p r e t a t i o n  o f  t h e  f i r s t - o r d e r  n e c e s s a r y  
c o n d i t i o n  ( 2  1c) . 
s t a t e d  i n  t h e  f o l l o w i n g  form: 
A 
e  E -;* ds !h E -K : < h , k >  < 0 f o r  a l l  k E K ,  k  # 01 0 
- 
Before  p rov ing  t h e  lemma, o b s e r v e  t h a t  K is d e f i n e d  a s  t h e  
q u a s i - i n t e r i o r  o f  t h e  cone K , p o l a r  t o  t h e  c o n i c a l  approx imat ion  
2 o f  t h e  e p i g r a p h  of  f .  T h i s  s u g g e s t s  t h a t  ( 2 2 )  might  be used  
a s  a  g e n e r a l i z a t i o n  of  t h e  Haar c o n d i t i o n  i n  a  l i n e a r  t o p o l o g i c a l  
s p a c e .  However, t h i s  c o n j e c t u r e  i s  n o t  proven h e r e ;  we l i m i t  t h e  
lemma t o  t h e  e q u i v a l e n c e  o f  (22)  and t h e  Haar c o n d i t i o n  i n  R". 
Observe t h a t  i n  such  a  c a s e  t h e  q u a s i - i n t e r i o r  is s imply  t h e  
* 
i n t e r i o r  of  K . 
looof. Note t h a t  t h e  Haar c o n d i t i o n  i m p l i e s  n e c e s s a r i l y  t h a t  
t h e r e  are a t  l e a s t  n  + 1 e lements  o f  A ( 2 ) .  Suppose t h a t  t h e r e  
a r e  less t h a n  t h i s ,  no more t h a n  n. According t o  (20)  t h e r e  
e x i s t  nonzero  ii such  t h a t  r i a ( % )  i. f lx . ( 2 )  = 0  and t h u s  a l l  t h e  
v e c t o r s  f i x ( 2 )  f o r  i E A(2)  a r e  a lways  l i n e a r l y  dependen t ;  b u t  i f  
no more t h a n  n  v e c t o r s  of  n  e l e m e n t s  e a c h  a r e  l i n e a r l y  dependen t ,  
w e  c a n n o t  form m a t r i c e s  o f  f u l l  rank from a l l  c o l l e c t i o n s  o f  
t h e s e  v e c t o r s .  Thus,  t h e r e  must be  a t  l e a s t  n  + 1 v e c t o r s  f i x ( P )  
f o r  i E A ( ? ) ,  and each  c o l l e c t i o n  o f ,  s a y ,  n  o f  them must be  
l i n e a r l y  independen t .  T h i s  i m p l i e s  i n  t u r n  t h a t  a t  l e a s t  n  + 1 
b a r i c e n t r i c  c o o r d i n a t e s  A ;  must be p o s i t i v e ,  s i n c e ,  i f  ( ~ ( 2 )  I = 
n  + 1 ,  t h e n  f o r  e a c h  j weAhave ( , + f i x  ( 2 )  = - 2 .  f ( 2 )  # 0  
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and l i  2 0  which i m p l i e s  h i  > 0 .  But i f  a t  l e a s t  n  + 1 b a r i -  
c e n t r i c  c o o r d i n a t e s  a r e  p o s i t i v e ,  t h e n  eo  = ( - 1 , O )  is i n  t h e  
A * 
' i n t e r i o r  o f  t h e  cone K = cone (-1,  f ix  ( 2 )  ) . Converse ly ,  i f  eo  
A * 
is i n  t h e  i n t e r i o r  o f  K , t h e n  a t  l e a s t  n  + 1 o f  v e c t o r s  f i x ( 2 )  
sum up t o  z e r o  w i t h  c o e f f i c i e n t s  g r e a t e r  t h a n  z e r o ,  and e a c h  
c o l l e c t i o n  of n  o r  l e s s  of t h e s e  v e c t o r s  i s  l i n e a r l y  independen t .  
The g e o m e t r i c a l  i n t e r p r e t a t i o n  o f  t h i s  r e f o r m u l a t e d  Haar 
c o n d i t ~ o n  is a l s o  g i v e n  i n  F i g u r e  1 .  However, we s e e  from 
Lemma 2  t h a t  t h e  Haar c o n d i t i o n  is  v e r y  r e s t r i c t i v e :  a t  l e a s t  
n  + 1 f u n c t i o n s  f i ( x )  must be a c t i v e  a t  R and ,  on t h e  b a s i s  o f  
t h e  i m p l i c i t  f unc t i on  theorem, we can determine 9 uniquely from 
t h e  s e t  of  n equat ions  f i ( x )  = f j  (x )  I f o r  any f i x e d  j  E A (9)  
and f o r  n  chosen i E A(P) ,  i # j. However, t h e r e  a r e  o f t e n  c a s e s  
A * 
when I A ( 9 )  I 2 n; then  t h e  cone K does no t  have an i n t e r i o r ,  t h e  
Haar cond i t i on  cannot  be s a t i s f i e d ,  and x must be  determined on 
t h e  b a s i s  of ou r  a d d i t i o n a l  information-- this  t ime us ing  second- 
o r d e r  cond i t i ons .  
3.5 Second-Order Uniqueness Condit ion f o r  t h e  Convex Case 
I f  a l l  t h e  func t i ons  f i  and t h u s  t h e  func t i on  f a r e  convex, 
then  t h e  s t r o n g  l o c a l  convexi ty o f  t h e  func t i on  f  a t  2 s u f f i c e s  
f o r  t h e  uniqueness o f  9. However, t h e  func t i on  f  is no t  d i f f e r -  
e n t i a b l e  and w e  cannot  u se  t h e  c l a s s i c a l  d e f i n i t i o n  of  s t r o n g  
convexi ty  v i a  second-order d e r i v a t i v e s .  On t h e  o t h e r  hand, w e  
could use  t h e  Lagrangian func t i on  (11)  f o r  t h e  equ iva l en t  prob- 
l e m  ( 9 )  t o  c h a r a c t e r i z e  t h e  s t r o n g  convexi ty  o f  t h e  problem ( 1 ) .  
h m n  3. I f ,  a t  a  s o l u t i o n  9 of t h e  problem ( 1 )  s a t i s f y i n g  (20)  
wi th  a f ( 2 )  de f ined  by ( 2 ) ,  t h e  fo l lowing  mat r ix  
i s  p o s i t i v e  d e f i n i t e ,  where Qi = xi a r e  de f ined  (no t  n e c e s s a r i l y  
uniquely)  by t h e  b a r i c e n t r i c  coo rd ina t e s  o f  0  i n  a f ( P ) ,  then  2 
i s  a l o c a l l y  unique s o l u t i o n  of  ( 1 ) .  I f ,  a d d i t i o n a l l y ,  t h e  
func t i ons  f i  a r e  convex, then 2 i s  t h e  g l o b a l l y  unique s o l u t i o n .  
A 
Moreover, i f  t h e  v e c t o r s  hi = ( - 1 ,  fix (2)  ) f o r  a l l  i E A (2 )  a r e  
l i n e a r l y  independent ,  then  t h e  b a r i c e n t r i c  coo rd ina t e s  Pi a r e  
a l s o  de f ined  uniquely.  
Proof. I t  is known t h a t  i f  a  Lagrangian func t i on  has  a  l o c a l  o r  
g loba l  minimum i n  pr imal  v a r i a b l e s  whi le  t h e  dua l  v a r i a b l e s  
s a t i s f y  t h e  Kuhn-Tucker cond i t i ons ,  then  t h i s  minimum is a l s o  a  
l o c a l  o r  g l o b a l  s o l u t i o n  t o  t h e  pr imal  problem. But t h e  p o s i t i v e  
d e f i n i t e n e s s  o f  L (P,kO,!k)  s u f f i c e s  f o r  a  l o c a l  o r ,  i n  t h e  con- 
X X  
vex c a s e ,  g l o b a l  minimum o f  t h e  Lagrangian f u n c t i o n  ( 1 1 )  i n  x. 
I n  xO,  t h e  c o n d i t i o n  liEA(%) 9 .  = 1 g u a r a n t e e s  a  nonunique minimum; 
however,  xo i s  o n l y  an  a u x i l i a r y  v a r i a b l e .  A s  f o r  t h e  Kuhn-Tucker 
c o n d i t i o n s ,  t h e y  a r e  s a t i s f i e d  by t h e  d e f i n i t i o n  o f  A(:), t h e  
d e f i n i t i o n  o f  t h e  b a r l c e n t r i c  c o o r d i n a t e s  and by t h e  condi-  i 
t i o n  ( 2 3 )  s i n c e  pi = 0  f o r  i A ( k ) ,  Pi 2 0  f o r  i E ~ ( k ) ,  
l i E A ( P ) P i ( f i ( P )  - k O )  = l i E I Q i ( f i ( P )  - Po)  = 0 ,  and L x ( 9 , ~ o l ~ )  = 
9 .  = 0. The un iqueness  o f  ZiEA(St)gi f ix(f )  ' '1 L ~ O  = 
- I iEA(R) 1 
b a r i c e n t r i c  c o o r d i n a t e s  y .  i f  h .  a r e  l i n e a r l y  independen t  h a s  
been e s t a b l i s h e d  i n  t h e  proof  o f  Lemma 1 .  
Observe t h a t  t h e  r equ i rement  t h a t  t h e  v e c t o r  ( - l , f i x ( k ) )  = 
hi  i s  l i n e a r l y  independen t  is much l e s s  r e s t r i c t i v e  t h a n  t h e  
Haar c o n d i t i o n ;  t h i s  r equ i rement  c a n  a l s o  be  s a t i s f i e d  i f  
( A  ( 2 )  ( < n  + 1 .  On t h e  o t h e r  hand,  t h e  r e q u i r e m e n t  t h a t  
Lxx (QIPO,k)  i s  p o s i t i v e  d e f i n i t e  i s  r a t h e r  r e s t r i c t i v e  and n o t  
r e a l l y  n e c e s s a r y :  it would s u f f i c e  f o r  t h i s  Hess ian  m a t r i x  t o  
be p o s i t i v e  d e f i n i t e  o n l y  i n  t h e  subspace  t a n g e n t  t o  s t r o n g l y  
a c t i v e  c o n s t r a i n t s .  T h i s ,  however, i s  r e l a t e d  t o  t h e  more 
g e n e r a l  form o f  s u f f i c i e n t  c o n d i t i o n s  f o r  nonconvex problems. 
3 . 6  Second-Order S u f f i c i e n t  and S e c e s s a r y  conditions f o r  
t h e  Nonconvex Case 
I f  t h e  f u n c t i o n s  f i  a r e  n o t  even l o c a l l y  convex,  t h e n  t h e  
normal Lagrang ian  f u n c t i o n  ( 1  1 )  f o r  t h e  e q u i v a l e n t  problem ( 9 )  
might  have no s a d d l e - p o i n t s ,  b u t  o n l y  an  i n f l e x i o n  p o i n t  i n  x  
a t  a  s o l u t i o n  9. of  t h e  problems ( I ) ,  ( 9 ) .  However, an  augmented 
Lagrangian f u n c t i o n  might  have a  s a d d l e - p o i n t .  
Xn augmented Lagrangian f u n c t i o n  f o r  t h e  problem ( 9 )  h a s  
t h e  form 
where the operation (.) + is defined by (z)+ = max (0 ,z) and 
p , 0 is a penalty coefficient; it can be shown that with p = 0 
the function (24) reduces to the normal Lagrangian function ( 1 1 ) . 
The sufficient conditions for an augmented Lagrangian function 
of type (24) to have a saddle-point, resulting in the optimality 
of 2, were given by Rockafellar (1974, 1976). However, for the 
purpose of this paper, these results must be slightly modified, 
since the augmented Lagrangian (24) need not necessarily have a 
minimum in the auxiliary variable xo. 
L e m  4 .  If 9 = arg minx= A (9, p, Po, x) with PO = max fi (9) , iEI 
p z 0, and 9 = arg max A(y,p,Po,P), then 9 is an optimal 
yE~l ' 1  
solution of the problems (1 ) , (9) , that is, maxiEI fi (x) ' 20 
for all x E X. 
h o f .  Since 11 is a differentiable function of its arguments, 
the unrestricted maximization in y implies that (fi(x) - xo + 
Yi ) = - Yi for all i E I, which can happen if and only if (see P +  P 
also Wierzbicki and Kurcyusz (1977) for possible generalizations 
of this equivalence) Pi 2 0, fi (2) = do for i E A (2) and pi = 0, 
fi(2) < do for i & A(P). Thus, yi are Lagrange multipliers for 
the problem (9) . If we require, additionally, that tf (9, p ,Po , P I  = 
Y i 1 + P IiEI (fi (x) - Xo - T)+  = 1 - 0 IiaiP)yi = 0, then yi can 
also be interpreted as baricentric coordinates; however, we do 
not need to state in the lemma that So minimizes A. Since we 
assume that 2 does minimize A, we obtain after obvious trans- 
formations : 
Suppose now that the thesis of the lemma is not true and there 
exists an x E X such that fi(x) < 20 for all i E I. However, 
this would imply that 
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Pi Pi ( f i ( x )  - xO + p)+ < - P f o r  a l l  i E I 
which would c o n t r a d i c t  ( 2 5 a ) .  Thus t h e  t h e s i s  is t r u e .  
A c t u a l l y ,  Lemma 4 c a n  b e  p roven  under  much more g e n e r a l  
a s s u m p t i o n s .  Without  chang ing  t h e  p r o o f ,  X migh t  b e  any set-- 
s a y ,  i n  l i n e a r  t o p o l o g i c a l  s p a c e .  The c o u n t a b i l i t y  and f i n i t e -  
n e s s  o f  I i s  a l s o  n o t  e s s e n t i a l :  I might  b e  g e n e r a l i z e d  t o  re- 
p r e s e n t ,  f o r  example ,  any  s u b s e t  o f  a  H i l b e r t  s p a c e ,  a s  i n  
W i e r z b i c k i  and Kurcyusz ( 1 9 7 7 ) .  
The way i n  which Lemma 4  is  proven s u g g e s t s  t h e  f o l l o w i n g  
e q u i v a l e n t  s t a t e m e n t  o f  t h e  f i r s t - o r d e r  n e c e s s a r y  c o n d i t i o n  ( 2 0 )  
f o r  t h e  o p t i m a l i t y  o f  s o l u t i o n s  o f  problems ( I ) ,  ( 9 )  : 
Semm 5. I f  2 i s  a n  o p t i m a l  s o l u t i o n  o f  problems ( I ) ,  ( 9 ) ,  t h e n  
t h e r e  e x i s t  9 .  2 0 ,  pi = 0  f o r  i ~ ( 9 )  = E i  E I : f i ( 9 )  = f  ( 9 )  = 
1 
maxjEI f j ( p ) l  s u c h  t h a t  9  and p a r e  s t a t i o n a r y  p o i n t s  o f  
A ( y ,  ~ , ~ ~ , x )  w i t h  G O = maxiEI f i  ( 9 )  and a n  a r b i t r a r y  p > 0. More- 
o v e r ,  9 i s  a  g l o b a l  maximal p o i n t  o f  11. I f ,  a d d i t i o n a l l y ,  
l ia(p) Pi = 1 ,  t h e n  k0 i s  a  g l o b a l  minimal p o i n t  o f  ,A .  
Proof. I f  x  i s  a n  o p t i m a l  s o l u t i o n  o f  ( 1 )  , ( 9 )  , t h e n  it s a t i s -  
f i e s  ( 2 0 )  w i t h  3f ( 2 )  d e f i n e d  by ( 2 ) .  However, t h e  s c a l i n g  o f  Pi 
might  be a r b i t r a r i l y  changed i n  ( 2 U ) ,  s i n c e  P i s  a n  a r b i t r a r y  
p o s i t i v e  number; hence  w e  need n o t  r e q u i r e  t h a t  1 y .  = 1 .  i a ( B )  1 
I t  was shown i n  t h e  p roof  o f  Lemma 4 t h a t  y i  2 0 ,  f i ( 9 )  
= 80  
f o r  i E A(.'?) and ?i = 0 ,  f i  ( 2 )  < R O  f o r  i E ~ ( 9 )  a r e  e q u i v a l e n t  
t o  a s t a t i o n a r y  p o i n t  o f  A i n  y ;  it i s  a l s o  a  g l o b a l l y  maximal 
p o i n t ,  s i n c e  .A i s  a  concave f u n c t i o n  o f  y ,  see W i e r z b i c k i  and 
Kurcyusz ( 1 9 7 7 ) .  The c o n d i t i o n  0  E  af ( 9 )  o r  liEA(R)Pifix(?.) = 0  
is  e q u i v a l e n t  t o  t h e  s t a t e m e n t  t h a t  9  i s - a  s t a t i o n a r y  p o i n t  o f  
i;i 
s i n c e  i I x ( 9 , s , j i 0 , k )  = a I i E I ( f i ( P )  - Q0 + -) D + f .  LX ( 9 )  = 7 ' i & ( x )  9 . f .  1 LX (2)  
9 .  = 1 ,  t h e n  a l s o  2l (9 ,  D , P  , 2 )  = 0 ;  s i n c e  A i s  = 0 -  If r i a ( R )  1 Xo 0  
convex i n  x,,, t h i s  i m p l i e s  t h a t  R O  i s  a  g l o b a l  minimal  p o i n t .  
The conclusions of Lemmas 4 and 5 might be summarized as 
follows: although an optimal solution x of problems ( 1 ) , (9) is 
a stationary point of the augmented Lagrangian function (24), 
the corresponding multipliers Pi maximize this function (without 
any constraints--the nonnegativeness of pi results from this 
maximization) and, if 9. are interpreted as baricentric coordinates 1 
through appropriate scaling, Po also minimizes this function; 
we are not generally certain that 8 minimizes this function. If 
it does, this is also a sufficient condition for optimality. 
From Lemma 4, a sufficient condition for a local solution 
of a nonconvex problem of the type (1) can be derived: 
Theorem 1. Suppose that at a given 8 E int X there exist Pi 2 0, 
9.f. (8) = 0, where A(P) = Pi = 0 for i d ~ ( 8 )  , such that IiEA(S) lx 
{i E I : fi (8) = f (8) = max f. (9) 1.  If, for some p > 0, the 
1EI  7 
following matrix is positive definite: 
where S (9) = {i E A (P) : pi > 0) and fIx ( 2 )  denotes the gradient 
of f; in column form, then 2 is a local solution of problems (1 ) , 
I 
(9). WithPO=max. 1€I fi(8), if IiEA(~)Pi= 1 ,  thenpand (P0,8) 
correspond to a saddle-point of the function (26) . 
Proof. Consider the function 
I t  h a s  been proven i n  W i e r z b i c k i  (1978)  t h a t  t h i s  f u n c t i o n  i s  a  
l o c a l  q u a d r a t i c  approx ima t ion  from below o f  t h e  f u n c t i o n  ( 2 4 ) ,  
t h a t  is ,  t h e r e  e x i s t s  a  neighborhood U ( 9 , P 0 , k )  o f  ( 9 , d o , k )  s u c h  
t h a t  
S 
A ( Y ~ P ~ X ~ ~ X )  ' A ( Y , P , X ~ , X )  f o r  a l l  ( y , x o , x )  E u ( p , P O , ? )  
where t h e  i n e q u a l i t y  c a n  be r e p l a c e d  by e q u a l i t y  i f  A ( ? )  = S ( 9 ) .  
sere 9 , d 0 , k  d e n o t e  a  s t a t i o n a r y  p o i n t  o f  t h e  f u n c t i o n  ( 2 4 ) .  
I f  we choose  Po = max. f i ( P )  t h e n ,  under  t h e  a s sumpt ions  o f  LEI 
t h e  theorem,  9 and P  i n d e e d  c o r r e s p o n d  t o  a  s t a t i o n a r y  p o i n t ,  
w h i l e  9 i s  a  g l o b a l  maximum po in t - - see  t h e  p roof  o f  Lemma 5. 
However, we d o  n o t  n e c e s s a r i l y  r e q u i r e  t h a t  Pi a r e  s c a l e d  t o  
liEA(8) P i  = 1 ,  and 20 is n o t  n e c e s s a r i l y  a  s t a t i o n a r y  p o i n t :  due  
t o  t h e  p a r t i c u l a r  form o f  ( 2 4 ) ,  ( 2 7 a ) ,  t h e  i n e q u a l i t y  (27b)  a l s o  
h o l d s  f o r  a n  a r b i t r a r i l y  f i x e d  PO. 
While e v a l u a t i n g  t h e  Hess ian  m a t r i x  o f  1' i n  x  a t  9.  o ,PO ,P, 
we o b t a i n  A:x a s  g i v e n  i n  ( 2 6 ) .  I f  it  i s  p o s i t i v e  d e f i n i t e ,  
t h e n  ; L ~  h a s  a  u n i q u e  l o c a l  minimum i n  x a t  8 ,  w i t h  y ,  s , 2 , ,  f i x e d  
S  ( i t  i s  e a s y  t o  check t h a t  2  i s  a l s o  a  s t a t i o n a r y  p o i n t  o f  11 ) .  
With f i x e d  9 , ? , j i 0  t h e  i n e q u a l i t y  (27b)  i m p l i e s  t h a t  t h e  f u n c t i o n  
,I a l s o  h a s  a  un ique  l o c a l  minimum i n  x a t  2 .  Hence, Lemma 4  c a n  
be a p p l i e d  w i t h  X r e p l a c e d  by a  neighborhood o f  8 ,  and we c o n c l u d e  
t h a t  8  1s a  l o c a l l y  o p t i m a l  s o l u t i o n  o f  problems ( 1 ) , ( 9 )  . 
Observe  t h a t  t h e  un iqueness  o f  t h e  minimum o f  i n  x w i t h  f i x e d  
y  = 9 d o e s  n o t  n e c e s s a r i l y  imply t h e  un iqueness  o f  x a s  a  s o l u -  
t i o n  o f  problems ( 1 ) , ( 9 )  . I f  we s c a l e  pi t o  pi = 1 ,  
t h e n  Lemma 5 i m p l i e s  t h a t  9 and ( P O , ? )  r e p r e s e n t  a  s a d d l e - p o i n t  
o f  1. Even i n  t h i s  c a s e ,  p i  might  be nonunique i f  S  (9 )  # A ( 2 )  , 
o r  i f  t h e  v e c t o r s  :I.  = ( -1  , f i x ( 8 ) )  f o r  i E A ( ? )  a r e  l i n e a r l y  
dependen t .  
Theorem 1 is in fact only a slight modification and adapta- 
tion to the particular problem (1) of the results given by 
Rockafellar (1974, 1976); similarly, his results on the second- 
order necessary conditions of optimality can be adapted to obtain: 
Theorem 2. If 2 is an optimal solution for problems (11, (9) 
satisfying (20) with af (2) given by ( 2 1 ,  then, for any o > 0, 
the following matrix 
is positive semidefinite. 
*of. Following Rockafellar (1974, 1976) we conclude that for 
the optimality of 2 it is necessary that the following Hessian 
matrix 
- 
De positive semidefinite, where x = (xo,x), hi = (-1 , fix(8)) and 
A 
xow compute a quadratic form c (XO ,:) , !AGx (xO, x) > to obtain 
T h i s  e x p r e s s i o n  must be  n o ~ e g a t i v e  f o r  a l l  (Go ,?), i n  p a r t i c u l a r  
- 
if " = 0 ;  b u t  i f  xo  = 0 ,  t h e n  
Thus, t h e  p o s i t i v e  s e m i d e f i n i t e n e s s  o f  AA is n e c e s s a r y .  
XX 
Theorem 2 a l s o  h a s  t h e  f o l l o w i n g  i n t e r p r e t a t i o n .  As shown i n  
Wierzbicki ( 1  970) , t h e  f u n c t i o n :  
is an upper  bound f o r  t h e  f u n c t i o n  ( 2 4 )  i n  a neighborhood 
u c q , a 0 , n )  of  ( p , a 0 , ~ )  : 
A A ( Y , J , x ~ , x )  A ( y , o , x )  f o r  a l l  ( y , x o , x )  E u ( y , S 0 , 2 )  
(30b)  
A Thus,  t h e  npper-bound f u n c t i o n  (1 n u s c  s a t i s f y  t h e  second-o rde r  
n e c e s s a r y  c o n d i t i o n  f o r  a minimum i n  x a t  2 i f  2 i s  o p t i m a l .  
4. A QUASI-NEWT014 METHOD FOR NOIiDIFFERENTIABLE 
OPTIMIZATION WITH EXPLICIT SUBDIFFERENTIALS 
The possibility of constructing quadratic approximations 
to Lagrangian functions for the problems (1 ) , (9) , in both the 
convex and nonconvex cases, justifies the analysis of quasi- 
Newton methods for nondifferentiable optimization. A specific 
algorithm of this class, based on a corresponding algorithm for 
differentiable optimization described in Wierzbicki (1978), is 
presented in this section. For the sake of clarity, only the 
convex case is described in detail, although subsection 4.7 
implies the possibility of extending this algorithm to the non- 
convex case. 
4.1 Estimation of the Distance from the Optimal Solution 
Most algorithms of nonlinear or nondifferentiable optimiza- 
tion produce a sequence (xk,yk1 of approximations of the primal 
k k  
and dual solution (d,g). Some measure of the distance of (x ,y ) 
from (9,g) is explicitly or implicitly used. Here, we shall use 
k -k k -k the variable wk = I (Lx,L fi with L: = jiWkyrfi(x ) and L = 
k k k Yk Y i yi(fi(x ) - 20 (X ) ) , Po (X ) = maxiGI fi(xk)--see equations (16a, 
b)--for this purpose. This is justified by the following lemma. 
L e m  6 (Wierzbicki, 1978). Suppose 2 is an optimal solution of 
problem (9) with convex functions fi. Let 2 E int X I  and let 9 
be the corresponding vector of Lagrange multipliers, with 
jiEIpi = 1. Suppose that the vectors Ai = (-1, fix (9) ) are linear- 
ly independent for i E A(2) --hence y is unique--and let the 
matrix L = 9.f. (9) be positive definite--hence, 9 is 
^xx liss(p) 1 ixx 
unique. Then there exists a neighborhood U(Q,2) and a constant 
o > 0 such that 
11 (yk - 9 , xk - 2) 11 - < t, wk for all (yk,xk) E ~ ( ~ , j i )  
where wk is defined as in the preceding paragraph, with an 
k 
arbitrarily chosen norm, and with Ak > A(x ) .  
In p a r t i c u l a r ,  we can use t h e  norm given i n  equat ion  (19b) 
t o  o b t a i n  wk corresponding t o  t h e  minimal func t ion  i n  (18a)  . 
4 . 2  Approximations of A c t i v i t y  S e t s  
k k  Consider now t h e  s i t u a t i o n  when (y  , x  ) a r e  given elements 
k  k m  
of  a  sequence (y  , x  l o .  Denote by t h e  upper index k  a l l  va lues  
k  k  
of  func t ions  eva lua ted  a t  (yk,xk)  with f o  (x  ) = xo,  e t c .  Denote 
by Ak t h e  approximation of  t h e  s e t  A(2) a s  eva lua ted  a t  (yk ,xk )  
and by sk t h e  approximation of  t h e  s e t  S ( 9 ) .  I f  (yk ,xk)  converges 
t o  ( 9 , 8 )  and wk converges t o  zero ,  then  t h e  fol lowing formulae 
k k  f o r  A , S can be used: 
where P > 0  i s  a  chosen cons t an t ,  depending on t h e  s c a l i n g  of  
k  k  t h e  problem; ( c l e a r l y  yi E LO , 1 1  but  £ (x ) = xk can have a r b i -  
k  k0 t r a r y  s c a l i n g ) ,  and where n f  > 0 ,  q k  0 and q ,  n k  converge t o  
Y Y 
zero but  more slowly than wk. For example, formulae of  t h e  
fol lowing type  may be used: 
k  
q f  = < f ( w k - l ) i  ; n k  Y = min (0 .01  , c Y ( w k - l ) * )  
( 3 2 ~ )  
where S f ,  Sy a r e  chosen cons tan ts :  aga in ,  t h e  b e s t  choice  of 
t he se  cons t an t s  depends on t h e  s c a l i n g  of t h e  problem, t h a t  is ,  
on L ipsch i t z  cons t an t s  f o r  func t ions  f ,  o r  on t h e  norms of 
k  g rad i en t s  fix. But t h e  assumption t h a t  ' i f ,  n k  converge t o  zero  Y 
more slowly than wk impl ies  t h e  d e s i r e d  r e s u l t  sk = S ( g ) ,  Ak = 
A ( R )  f o r  s u f f i c i e n t l y  small  wk even i f  t h e  Lipschi tz  cons t an t s  
a r e  no t  known e x p l i c i t l y .  This  fol lows from t h e  fol lowing lemma: 
Lemrn 7 (Wierzb ick i ,  1978) .  Suppose R i s  a unique s o l u t i o n  o f  
problem (9) and t h e  cor responding  unique Lagrange m u l t i p l i e r .  
k k  Le t  t h e  sets A(B) ,  S ( P )  be d e f i n e d  by ( l o ) ,  (14)  and A , S by 
k k (32c,  b )  w i t h  Urnk- (w /qf) = l?-(w / q y )  = 0 ,  where wk i s  
d e f i n e d  by (16a,  b ) .  Then t h e r e  e x i s t s  a number 5 > 0 such t h a t  
f o r  a l l  (yk,xk)  E U ( 9 , 8 )  = ( ( y k , ~ k )  : wk < G}. 
However, t h e  above r e s u l t s  a r e  v a l i d  independent ly  of  t h e  
k 
norm used when d e f i n i n g  w . I f  t h e  norm (19bl is used and 
approximates  wk from above, a more u s e f u l  e x p r e s s i o n  t h a n  (32c)  
can be ob ta ined .  Suppose t h e  range  o f  f ,  denoted by Rf, can be 
e s t i m a t e d .  Then, a f t e r  some h e u r i s t i c  r e a s o n i n g ,  assuming t h a t  
a t h e  i n i t i a l  I x0 ( = Rf, 0 q f  = 1 0 - ~ R f  and q0 = and e x p e c t i n g  
Lk y 
t h e  f i n a l  accuracy  t o  be r e l a t e d  t o  lxo 1 of  t h e  o r d e r  1 0 - ~ ~ f ,  
t h e  fo l lowing  e x p r e s s i o n s :  
s a t i s f y  t h e  assumptions and r e s u l t  i n  n: = lo-%£, q k  = i f  
Y 
= 1 0 - ( ~ f .  Th is  means t h a t  a f u n c t i o n  f i  such t h a t  
£ ( P I  - f i ( f )  l ~ - ~ R f  might s t i l l  be inc luded  i n  t h e  probably 
a c t i v e  s e t  and a Lagrange m u l t i p l i e r  w i t h  9 < lo-' might be 
k excluded from t h e  s t r o n g l y  a c t i v e  s e t  S . However, t h i s  can be 
c o n s i d e r e d  a s  an a c c e p t a b l e  r i s k - - p a r t i c u l a r l y  s i n c e  it w i l l  be  
shown l a t e r  t h a t  t h e  e x a c t  e s t i m a t i o n  of  a c t i v i t y  ( 3 3 )  does n o t  
i n f l u e n c e  t h e  s imple  convergence of  a l g o r i t h m s  and is needed 
o n l y  when e s t a b l i s h i n g  s u p e r l i n e a r  o r  q u a d r a t i c  convergence. 
4.3 A Quadratic Approximation Algorithm for Nondifferentiable 
Optimization With Explicit Subdifferentials 
The algorithm minimizes a function f(x) = maxiEI fi(x) for 
x E R", where a minimal point 2 is supposed to exist (a modifica- 
tion for the case x E X where X is a compact convex set is pos- 
sible but not described here). The functions fi are assumed to 
be convex and twice-differentiable. It is also assumed that the 
k k k k k k 
values f(x ) = f , fi(x ) = fit fix(x ) = fix can be computed 
for i in any subset of I. The algorithm is based on quadratic 
approximations ( 18a, b) to the Lagrangian function ( 1 1 ) . Sub- 
routines for a variable metric approximation of the Hessian 
matrix of this function (discussed in Section 4.5) and for a 
directional search (described, for example, in Appendix 1) are 
assumed to be available. 
Step 0. Choose parameters x1 - initial guess of the solu- 
tion, supplied by the user; Rf - estimated range of the function 
values, supplied by the user; cff - final accuracy of function 
values, supplied by the user (suggested cf = 1 o - ~ R ~ )  ; y E (0 ; 1 ) 
- desired rate of convergence of gradient values (suggested 
-( = 0.1 ) ; ma E (0 ; 0.5), % E (0.5 ; 1 ) - linear search parameters 
(suggested ma = 0.3, % = 0.7) ; H ' - initial approximation of the 
1 
= Rf, yi = -  Hessian (suggested HI = I). Set xo , i E ~ , k = l .  1 I ;  
Step 1. k k Compute of, q k  from (32). Compute fk and f for 
k k l k  i E I and determine the sets A and S (32a, b), saving only f, 
k k k for i € A . Compute fK and oi = fk - fi for i E A . Set-yFL= 
k 1X k 0 for i A , rescale proportionally the remaining yi to obtain 
7 = 1 Compute wk (19b). If (w*)~ < 1tk-l < cff, stop. 
- i a k  Yi k If k > 1 ,  update H . 
k Step 2. Solve the problem (18a) to obtain 9 , tjk, compute 
2k 2k 
x , x0 from Lemma 1 and i?* from ( l9c) . 
k -k Ilk- 1 4 t e p  - l e t  T = 1) i = xk + If x o  1 ~ 1 ~ ~  I 1 Rf 
and w 2 vw 1s not satisfied, compute zk = f(xk). 1f either 
k^ Ak- 1 
< y 4 Rf and wk 2 yw k- 1 , set x k+l - ;kt yk+l , ?kt or Ix0l I y/x0 I - 
k: = k + 1, and go to Step 1. 
Step 4. Perform a linear search for rk such that: 
(or any other rk' resulting in f(xk + rk'$k) < i(xk + ,*Ck), 
where T~ satisfies (34b), see Appendix 1). Set xk+' = xk + T ~ $ ~ ~  
k+ 1 
- yk + ~ ~ ( 9 ~  - yk), k: = k + 1, and go to Step 1. Y  
Comments. Observe that all f: for i E I must be evaluated 
k 
when computing f . It is best to combine this with the deter- 
k k  k k 
mination of sets A , S , saving only fi for i E A . But it is 
not known whether rk = 1 will be accepted when checking condi- 
4c tion (34a). Therefore, if Ix,, is already small enough and 
decreases and the desired convergence rate Y for wk is attained, 
rk = 1 is accepted without checking. In fact, wk is computed 
only for this purpose--and to double-check the stopping test. 
k Other redundant information, such as the sets sk, the values 4 , 
,. k 
w , or even the rescaled values yt, need not be computed if the 
computation of wk were deemed unnecessary. However, this in- 
formation is valuable in analyzing the algorithm and in possible 
debugging. 
A full analysis of the simple convergence of the algorithm 
is omitted here, since the proof of the following theorem can be 
easily derived from results given in Lemarhchal (1978), 
Szymanowski (1977), or Wierzbicki (1978). It is only necessary 
Lk to note that (wk) * < I$:-' 1 will eventually be satisfied if /xu 1 
k k- 1 
converges to zero (see Section 4.4) , and that w ( YW implies 
4c 
convergence if Ix I is small enough and decreases. The double- 0 
check in Step 3 is also redundant, since the linear convergence 
of 1 1  alone implies convergence of the algorithm in the con- 
vex case; but the algorithm is also designed to be used in cases 
of only local convexity. 
Theorem 3. Suppose 2 is the unique minimizing point of f (x) = 
maxieI fi(x), where fi are twice-differentiable functions, and 
let the vectors hi = ( -  1 , fix ( 2  ) E R"+' be linearly independent 
for i E A(B) = {i E I : f (2) = f (2) 1 .  This implies that the 
corresponding Lagrange multiplier vector 9, 9. > 0 for i E A(2), 
1 - 
Pi = 0 for i A(?.) and 1. Pi I 1, is also unique. Let 
- ixx - [i,(P,9ifixx(B) be positive definite. Let U(2) be a 
neighborhood of point 2 such that the (not necessarily convex) 
function f has no generalized subdifferentials containing zero 
other than at point x = 2; if f is convex, let U(2) = fin. Let 
the matrices H~ be uniformly positive definite. Then, for any 
x1 E U (2) , the sequence (yk,xk) generated by the above algorithm 
with E~~ = 0 converges to the point (P,?). 
To prove the theorem, combine the results given, for example, 
in Lemarkchal (1975) and Wierzbicki (1978). 
4.4 Properties of Quadratic Approximations to 
Laqrange Functions 
lWo basic properties of quadratic approximation problems 
(18a, b) are iiilportant for the superlinear or quadratic con- 
vergence of the above algorithm: 
L e m  8. Let the assumptions of Theorem 3 and Lemma 3 hold. 
Then there exists a neighborhood U (Q,R) of (P,?) and a number 
13 > 0 such that, for any (yk,xk) E U(9,2), problems (18a) (18b) 
-k k k -k have solutions with x , = y + y satisfying the following 
inequality: 
where wk is defined as in (16a, b) with any norm, for example, 
the norm ( 19b) . 
For a general proof of the lemma, see, e.g., Wierzbicki 
(7978) ; when using the norm (19b) for wk the proof becomes quite 
straightforward. 
L e m  9. L e t  t h e  assumptions  o f  Theorem 3  and Lemma 3  ho ld .  
k+l  - Suppose t h e  s o l u t i o n s  o f  ~ r o b l e m s  ( l a d )  * ( l a b )  d e f i n e  x  - 
xk + gk, ykcl = yk + pk. Then wkcl  d e f i n e d  a s  i n  (16a ,  b )  
w i t h  any norm s a t i s f i e s  t h e  f o l l o w i n g  i n e q u a l i t y  a t  t h e  p o i n t  
( Y  k+l  , x k + l )  
k  k  k f .  ( x  ) and o ( z )  d e n o t e s  a  f u n c t i o n  w i t h  t h e  where IXX = riUkyi IXX 
p r o p e r t y  t h a t  lmI1 ,,, +(, o(z)/l lzIl  = 0.  
For  a  g e n e r a l  proof  o f  t h e  lemma, s e e ,  e . g . ,  Szyrnanowski 
(1977) and Wierzb ick i  (1978) ; a g a i n ,  t h e  p roof  c a n  be  s i m p l i f i e d  
k+ 1 by c o n s i d e r i n g  t h e  p a r t i c u l a r  norm (19b)  f o r  w . 
f u r t h e r  c o n c l u s i o n s  can  be drawn from a  more d e t a i l e d  
a n a l y s i s  o f  Lemmas 1 ,  a ,  9  u s i n g  t h e  s p e c i f i c  norm (19b)  f o r  w. 
For example,  t h e  g e n e r a l  r e l a t i o n  (36)  c a n  be t r ans formed  t o :  
which i n d i c a t e s  t h a t ,  f o r  ( y k , x k )  i n  a  neighborhood o f  ( 9 , 9 )  and 
k  Lk f o r  t h e  norm o f  ( H k  - Lxx)x s m a l l  enough when compared t o  t h e  
kLk 
norm of  H x  , t h e  i n e q u a l i t y  (w  k + l )  -Lk h o l d s .  More g e n e r a l l y ,  
x;k Lemma 9  i n d i c a t e s  t h a t  t h e  norm of ( H E  - xx)?k i s  r e s p o n s i b l e  
f o r  t h e  speed o f  convergence o f  q u a d r a t i c  approx imat ion  a l g o r i t h m s .  
4 . 5  P r o p e r t i e s  o f  V a r i a b l e  M e t r i c  Approximations 
A v a r i a b l e  m e t r i c  Hk shou ld  approximate  t h e  Hessian m a t r i x  
S i n c e  A(x)  changes i n  every  neighborhood o f  9 ,  it i s  n e c e s s a r y  
k  t o  d e f i n e  s e t s  A w i t h  t h e  p r o p e r t y  = A(P)  even i f  e v a l u a t e d  
a t  ( y k , x k )  i n  a  neighborhood o f  ( P , P )  . I f  t h e  f o l l o w i n g  ( n a t r i x -  
va lued)  f u n c t i o n  i s  def ined :  
t h e n  t h i s  f u n c t i o n  i s  cont inuous  i n  ( q k , x k )  and ix ( 9 . 2 )  = ixx; 
-k 
moreover, it  can  be shown t h a t  Lxx can  be used i n  Lemma 9 in -  
k  
s t e a d  of Lxx. I t  i s  t h i s  m a t r i x  i k x  t h a t  can  be approximated by 
a v a r i a b l e  metric t echn ique .  
A t y p i c a l  v a r i a b l e  m e t r i c  approximat ion of  t h e  ( n  * n)  
k  
m a t r i x  t X  is  based on a  set of  d a t a  { s J  , r1 1 j=k-N+, such t h a t :  
where o ( - )  is a f u n c t i o n  converging t o  z e r o  f a s t e r  t h a n  t h e  norm 
of  i t s  arguments.  The number o f  d a t a  v a r i e s ;  c l e a r l y  N 2 n is  
r e q u i r e d  f o r  a  s e n s i b l e  approximat ion.  The d a t a  s J ,  rJ r e l a t e d  
t o  t h e  f u n c t i o n  ixx can be d e f i n e d  by 
Observe t h a t  r J  # - $-' = r1 Aj ( ] - I ) *  ..j-1 + IIEAky f ix  ; i f  - g 
were used i n s t e a d  of r J ,  t h e  requ i rements  (38b)  c o u l d  n o t  be  
s a t i s f i e d ,  s i n c e  t h e  d i f f e r e n c e  between them converges  t o  z e r o  
A .  
only  a s  f a s t  a s  7'. The m a t r i x  H~ approximat ing itx i s  now con- 
s t r u c t e d  i n  a way t h a t  g u a r a n t e e s  t h a t :  
under va r i ous  a d d i t i o n a l  assumptions.  I n  t h e  most widely used 
rank-two v a r i a b l e  metric procedures ,  an i n c r e a s i n g l y  a c c u r a t e  
d i r e c t i o n a l  s ea r ch  r e s u l t i n g  i n  a lmost  con juga te  subsequent  
d i r e c t i o n s  of s ea r ch  is  needed t o  guaran tee  (39b) .  I f  a  rank- 
one v a r i a b l e  metric procedure is  used,  r e l a t i o n s  (39a,  b )  a r e  
independent of  t h e  s t e p - s i z e  c o e f f i c i e n t s  and of  t h e  choice  of 
d i r e c t i o n s ;  on t h e  o t h e r  hand, a  rank-one v a r i a b l e  metric approx- 
imat ion  Hk may no t  be p o s i t i v e  d e f i n i t e  even i f  itx a r e  p o s i t i v e  
d e f i n i t e .  However, t h e r e  a r e  s p e c i a l  v a r i a n t s  of  t h e  rank-one 
v a r i a b l e  metric t h a t  guaran tee  t h a t  Hk w i l l  be p o s i t i v e  d e f i n i t e  
(Kreglewski,  1977) . 
n I f  N 2 n and t h e  d a t a  ( s J  span R , t h en  it can be 
shown (Kreglewski,  1977) t h a t  t h e  r e l a t i o n s  (38b) and (39a,  b )  
imply t oge the r  t h a t  
. A .  
I f  s3 = ,'-I, =hen t h e  e s t ima t e  (40)  t o g e t h e r  w i th  (36)  from 
Lemma 9 r e s u l t s  i n  t h e  s u p e r l i n e a r  convergence of  a  q u a d r a t i c  
approximation method (see next  s e c t i o n ) .  Note, however, t h a t  
e s t i ma t e  (40)  does no t  imply (a l though  it is impl ied  by) 
-k k 
limk+O I L x x  - H 1 = 0; on ly  r a t h e r  s p e c i a l  t ypes  of  v a r i a b l e  
me t r i c  procedures  approximate i n  t h e  norm. This  is  
X X  
why t h e  q u a d r a t i c  convergence of a quasi-dewton method can be 
-k 
ob t a ined  i n  p r a c t i c e  only when tik = Lxx i s  computed e x p l i c i t l y .  
4.6 Supe r l i nea r  and Quad ra t i c  Convergence o f  Q u a d r a t i c  
Approximation Methods 
Lemmas 8  and 9 ,  t o g e t h e r  w i t h  t h e  p r o p e r t i e s  of  v a r i a b l e  
k  
me t r i c  H , r e s u l t  i n  t h e  fo l lowing  theorem: 
Theorem 4. Let the assumptions of Theorem 3 and Lemma 7 hold. 
Then, for any desired convergence rate y E (0;1), there exists a 
number 5. = S(y) > 0 and a neighborhood U(Q,P) of (P,k) such that, 
k ^k if (y"xk) E U(Q,i) and Il(ik - H )x 1 2  cwk, then wkfl c yw k 
XX 
and 1 F:" 1 c y 1 1  and the algorithm from Section 4.3 converges 0 
at the desired rate. If 
then the algorithm converges superlinearly, lim (wkf '/wk) = 0. 
'k k+- If Lxx = H* and the second-order derivatives f i x  ) , i E A ( P )  , 
are Lipschitz-continuous, then the algorithm converges quadrati- 
cally, limK+= sup (wk+1/(wk)2) = a c +=. 
The proof of the theorem is quite standard--see, for example, 
the proof of Theorem 1 in Wierzbicki (1978) --and is omitted here. 
It is worth noting that practical experience with quadratic 
approximation methods shows that they are the most efficient 
algorithms for constrained differentiable optimization 
(Szymanowski, 1977). A similar performance might be expected 
from the algorithm given in Section 4.3, since it is only an 
adaptation of quadratic approximation methods to the special 
class of nondifferentiable problems. Moreover, the author's 
attention was recently drawn to a paper (Iwladsen and Schjaer- 
Jacobsen, 1977) describing an algorithm similar in nature--though 
different in many details and in the theoretical justification-- 
to that of Section 4.3, for the same class of problems; the 
results of numerical tests given by Madsen and Schjaer-Jacobsen 
confirm that the algorithm given in Section 4.3 should be very 
efficient in practice. 
4.7 Nonconvex Nondifferentiable Optimization With 
Explicitly Given Subdifferentials 
Following the results given in Section 3.7, it is possible 
to derive a quadratic approximation algorithm extending the al- 
gorithm from Section 4.3 to even the locally nonconvex case. 
The algorithm uses the sets sk (defined redundantly in algorithm 
4.3) in order to determine convexifying terms for the quadratic 
approximation problem (lab), which now takes the form: 
minimize 1 -k k-k ( 2  + 2 <X , H x > + p 1 (qfk zk - -k iESk 2 ix X ~ )  
(2; , 
or, equivalently: 
minimize (;:(I + p 1 k 1 k k 2  kai) + T ~ / S  1 (x0) 
(24 , irk) 4 i s  
k k  
where Fk is a matrix composed of elements fk for i E S , a .  = 
k k  1X  1 fk - fi, IS 1 is the nurnber of elements in sk, and 
k It is interesting to note that, if sk = A and all con- 
straints are active for a solution of (411, the problem is fully 
equivalent to a dual problem as in Lemma 1; in all other cases 
the dual problem for (41) is more complicated, but might lead to 
interesting results. A quadratic approximation algorithm re- 
quires a variable metric approximation either of the matrix 
k k  FIk Iiakyifixx, Or of the matrix Eik + OF**F~; the latter is 
positive definite, if the second-order sufficient condition of 
optimality is satisfied. Under this assumption, the superlinear 
convergence of the algorithm can also be proved for the noncon- 
vex case by a modification of results given in Wierzbicki (1 978) . 
4 . 8  Nondifferentiable Optimization With Implicitly 
Given Subdifferentials 
A large number of algorithms has been proposed for the more 
general class of nondifferentiable optimization problems in which 
af(x) are not given explicitly and it is possible to compute only 
function values £ ( x )  and subgradients g E a £  (x) without any more 
specific knowledge of their baricentric coordinates (see, e.g., 
Mifflin, 1977). This is largely because such problems arise 
quite often in large-scale optimization algorithms, as well as 
in many other cases. However, in most such problems some addi- 
tional knowledge of baricentric coordinates, etc., is implied by 
the specific nature of the problem; ignoring this information is 
a simplification resulting in more straightforward, but less 
effective, algorithms. 
The first quasi-Newton algorithm of this type, based in 
fact on results closely related to Lemma 1, was given with con- 
vergence proofs by Lemarkchal (1975). However, Lemarhchal did 
not specify what the matrix Hk should approximate; it was re- 
quired only that Hk should be uniformly positive definite, which 
is sufficient for simple convergence. The results given in 
previous sections of this paper make it clear that H~ should 
approximate (in the sense described in Section 3.6) either the 
k k  Hessian liEAkYifixx or, in the nonconvex case, the augmented 
Hessian of type (30) . 
But the results of previous sections also show that such an 
approximation is actually impossible if no additional knowledge 
of the baricentric coordinates is assumed. The use of consecu- 
k tive gk E 2f (x ) gives no second-order information, if gk = 
k f k  where ii might be arbitrary, not even converging lia(xk) 1 ix 
to the optimal baricentric coordinates Pi (if they are unique) 
if xk converges to 2 .  The use of the elements fjk closest to zero 
as a convex combination of previous gj, j = O,l, ..., k gives more 
k information, at least if 4 converges to zero, because then some 
corresponding baricentric coordinates should converge to Pi; but 
k later 4 yield averaged information related to many previous xJ, 
j = 0,7, ..., k, and it is difficult to extract from these the 
current information related to xk that is necessary for a variable 
metric approximation. 
The above remarks do not prove that it is impossible to 
construct a superlinearly convergent algorithm for nondifferen- 
tiable optimization with subdifferentials given only implicitly; 
however, they do show that some stronger assumptions, either re- 
lated to the choice of subgradients or to the basic nature of 
the problem, are necessary. For example, if the Haar condition 
is satisfied, then even a linear approximation algorithm could 
be superlinearly convergent. However, it is clear that the prob- 
lem of obtaining superlinearly convergent algorithms in cases of 
nondifferentiable optimization with implicitly given subdifferen- 
tials requires further study. 
4.9 Other Extensions and Research Directions 
Some of the results given in this paper, for example, 
Lemmas 1 and 2, can be generalized for problems with infinite or 
innumerable constraints. The continuous minimax problem 
minimize max f (x,z) 
x€x zEZ 
can be approached in this way, and, in the convex case, should 
not present great difficulties; the nonconvex case is, however, 
essentially more complex, since only a partial generalization of 
the augmented Lagrangian theory to infinite-dimensional spaces 
is now available--see Wierzbicki and Kurcyusz (1977). 
APPENDIX 1 
An Efficient Line-Search Method for Nonsmooth Optimization 
It is assumed that, at a given point xk, a search direction 
Lk k 
x and a linear estimation of the difference f (xk + ?k) - f (x  ) 
Lk Lk 
x0 < 0 are given. Function values fri = f (xk + rix ) are com- 
puted in order to find ff = min fri and rf = arg minri fTi, 
ri 
where ri are elements of a specially generated sequence. The 
sequence {ri} starts with ro = 1 (or, optionally, with the value 
accepted for rf in a previous run of the line-search algorithm). 
The sequence {ri} ends with a value r = r which satisfies two 
g i 
conditions: 
where 0 < ma < m, < 1 ;  s u g g e s t e d  v a l u e s  f o r  ma and m, a r e  ma = 
0 .3 ,  mb = 0.7.  To g e n e r a t e  t h e  sequence ,  an expansion o r  con- 
t r a c t i o n  r a t i o  r is  a l s o  used;  s u g g e s t e d  v a l u e  r = 10. 
The a l g o r i t h m  is  as fo l lows :  
(i)  Compute f , .  . I f  f ,  < f f ,  s e t  r f :  = r i ,  f f :  = f  . I f  
1 ' i 1 
f T ,  s a t i s f i e s  ( a )  and ( b )  , s t o p .  
1 
(ii) I f  f. does  n o t  s a t i s f y  ( a ) ,  s e t  = T . .  I f  ui = 0  ! i 1 i + l  
+ = I .  I £  u i  = + I ,  s e t  = 2 .  o r  'ul = - 1 ,  s e t  u . 
(ill, I f  f -  does  n o t  s a t i s f y  ( b ) ,  s e t  rmin: = T , .  I f  di = 0  ! i 
o r  ill = +I, s e t  o i + l :  = + I .  o i  = -1 ,  s e t  o  i + l  = 2.  
i +  1 i +  1 ( i v )  i f  , W  = I ,  s e t  ? i l l :  = rd T ~ .  1f ui" = 2 ,  s e t  
T .  1+1 ' - = (T T )A 
max min . S e t i :  = i + l ,  g o t o  ( i ) .  
Comment: d i + l  = 2 1 means t h a t  T ~ + ~  s h o u l d  be i n c r e a s e d  o r  de- 
c r e a s e d  by a  f a c t o r  of  r.  J i+l  = 2 means t h a t  bo th  a  lower 
bound T~~~ and an upper bound T~~~ f o r  ;f have a l r e a d y  been 
found and t h c y  shou ld  be t i g h t e n e d  by computing T ~ + ~  a s  t h e i r  
g e o m e t r i c a l  mean. The l a s t  v a l u e  T of T . ,  whlch s a t i s f i e s  (a) 9  
and (b) , o f t e n  g i v e s  u s e f u l  ~ n f o r m a t l o n .  I f  some e x t e r n a l  
bounds lmit  t h e  v a l u e  of :i, t h e  a i g o r ~ t h m  must be modif ied 
a c c o r d i n g l y .  
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