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Abst rac t - -S imu la t ion  response optimization is an important problem often encountered in be- 
havior investigation of systems that are so complicated that the performance can only be evaluated 
by using simulation. This paper modifies the alternating variable method used in deterministic op- 
timization to suit the stochastic environment in simulation response optimization. The main idea 
underlying the proposed method is to conduct several replications at each trial point to obtain reli- 
able estimate of the theoretical response. In particular, the number of replications i  not fixed but 
is set to a variable automatically adjusted on the basis of the distance between the two successive 
trial points. To avoid misjudging the real different between two points due to the stochastic nature, 
a t-test instead of a simple comparison of the mean responses i performed. Empirical results from 
a stochastic Watson function with nine variables, a queueing problem, and an inventory problem 
indicate that this method is able to find the optimal solutions in a statistical sense, and the varying 
replications has demonstrated to be able to alleviate the computational burden in the whole optimiza- 
tion procedure. Moreover, this method is robust with respect o the parameter used in determining 
the varying replications conducted at each trial point. (~) 2004 Elsevier Ltd. All rights reserved. 
Keywords - -S tochast i c  optimization, Nonlinear programming, Simulation. 
1. INTRODUCTION 
Computer simulation has been demonstrated to be a very powerful decision-making tool for 
evaluating complicated systems, such as queueing systems and inventory systems. Under the 
objective of minimizing some performance measures called responses, uch as the operating cost, 
the determination of controllable variables is discussed for attempting to find the best design of 
the systems. A common characteristic of this type of systems is the involvement of stochastic 
conditions that are uncontrollable. In fact, optimization i  a stochastic environment has become 
an important branch of operations research (OR). 
In general, simulation response optimization problems can be mathematically formulated as 
follows: 
minimize F(x) = E[f(x, w)], (1) 
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where E[f(x, w)] is the expected response and f(x, w) is a performance measure valuated at x, 
a vector of decision variables, and w, a vector of uncontrollable random conditions. Note that 
F(x) is not known explicitly, that is there is no analytical expression for F(x), consequently, it 
is impossible to calculate the gradient of the objective function. This random phenomenon un- 
dermines the effectiveness of the gradient-based optimization methods, and makes the stochastic 
optimization problems different from that of the deterministic optimization. 
Several solution methods for simulation response optimization have been proposed [1-5]. The 
methods include the stochastic approximation technique [6-9], the Nelder-Mead simplex me- 
thod [10], the quasi-Newton method [11,12], the sample path optimization [13-15], the response 
surface methodology [16-18], the simultaneous perturbation algorithm [19,20], the simulated 
annealing [21], and the genetic algorithm [22,23]. Following the classification i  deterministic op- 
timization, existing solution methods can be classified as two classes: the gradient-based methods 
and the direct search methods. The gradient-based methods essentially use the approximated 
gradient of the response surface to derive a search direction that can make improvement by mov- 
ing an approximate distance from the current rial point. Different ways for generating the search 
direction result in different methods. Since f(x, w) is stochastic in nature, the exact gradient is 
not available or is very difficult to estimate. Moreover, f(x, w) may be indifferentiable in some 
cases or may have discontinuous derivatives which can cause difficulties using gradient-based 
methods [24]. Random variations in the simulation response and in corresponding estimates of 
the derivates thus limit the applicability of the gradient-based methods. 
Direct search methods, on the other hand, do not require derivatives to generate search di- 
rections. Only simple comparisons of the function values are conducted to locate the minimal 
point. One of the direct search methods is the Hooke-Jeeves' alternating variable method [25]. 
In deterministic environment, since the alternating variable method is a quite simple heuristic 
method, it has been applied in all areas of engineering practically [26]. Theoretically, the method 
possesses local and global convergence as well as descent property [27-30]. These theoretical 
properties make it favorable to some of the heuristic methods, such as the genetic algorithm and 
simulated annealing. Practically, its search strategy is quite simple, the calculations are simple, 
and the storage requirements are smaller than that of the Nelder-Mead simplex method [26]. It 
is also easy to implement and quick to debug. Moreover, since the time-consuming processes 
of simulation used in approximating the gradient and line search are avoided, this method is 
expected to be more efficient han the Nelder-Mead simplex method and the stochastic approx- 
imation methods. Hence, it is worthwhile to investigate the performance of the Hooke-Jeeves' 
alternating variable method under stochastic environment. 
The rest of this paper is organized as follows. First, the Hooke-Jeeves' alternating variable 
method for deterministic optimization problems is described. Then, the proposed alternating 
variable method with varying replication is described. To demonstrate he validity of the proposed 
method, three examples are solved. Finally, a comparison of the results with those solved from 
other methods. 
2. DETERMINIST IC  ALTERNATING VARIABLE METHOD 
Consider an unconstrained optimization problem of the following form: 
minimize f(x),  x C R ~. (2) 
Many solution methods  exist, among which the ,Hooke-Jeeves' alternating variable method is 
quite simple and has been applied in all areas of engineering practically [26]. This method  is 
motivated from incorporating the history of the previous iterations into the generation of a new 
search direction. Basically, two types of search are performed: exploratory search and pattern 
search. The  exploratory search moves  of a one-variable-at-a-time kind to examine the local 
behavior of the function and attempts to determine a new search direction; and the pattern 
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search uses some heuristic rules to regulate the step size of the direction generated from the 
exploratory search. 
An exploratory search is performed around a trial point x (k) termed a base point by changing 
one xl k) with a prespecified step size Ax (k) in each coordinate direction. If the function value does 
decrease, i.e., f(x~ k) + Ax~ k)) < f(x~k)), the step is considered to be a "success." Otherwise, the 
step size is replaced by a step in the opposite direction --Ax~ k), and test whether the step succeeds 
or fails. When all n coordinates have been investigated, the exploratory search is completed. The 
resulting point is set as a new base point x (k+l). 
A pattern search consists of a single step from the new base point x (k+l) along the direction 
(k+2) 
(x (k+l) - x(k)). Specifically, a new pattern search point Xtm p is calculated as 
x(k+2) = x(k+l) ( ) tmp -~ x(k+l) -- x(k) "= 2x(k+l )  - -  x(k)" 
Note that the pattern search may not result in an improvement; it is regarded as a temporary 
_(k+2) 
base point for a new exploratory search. If the new exploratory search succeeds, then :~tmp is 
_(k+2) accepted as a new base point x (k+2) and a new pattern search is performed. Otherwise, Xtm p 
is discarded and the procedure returns to the previous base point x (k+l) and a new exploratory 
search with a different step size is performed. The whole process combined exploratory searches 
with pattern searches is repeated until the optimal solution is found. Specifically, the Hooke- 
Jeeves' alternating variable method is stated as follows. 
STEP 1. Choose an initial step size Ax (°) and a point x (°) as the initial base point. Set k=0. 
STEP 2. Perform exploratory searches from x (k) in sequence in each coordinate direction. If 
f(x~ k) + Ax (k)) < f(x~k)), the trial is termed a success; let x~ k) = _(k) x i + Ax (k), and go to 
Step 3. If, however, f(x~ k) + Ax (k)) > f(x~k)), the trial is deemed a failure. In this case, if 
f(x~ k)-  Ax (k)) < f(x~k)), let x~+ ) = xl k ) -  Ax (k), and go to Step 3; if f(xl k) -  Ax (k)) _> f(x~k)), 
let ~(k) = x(k) and go to Step 3. ~i-~- 1 i ' 
(k) 
STEP 3. If i < n, let i = i + 1, and go to Step 2. Otherwise, go to Step 4 if f(x,~+l ) < f(x(k)), 
and go to Step 5 _>/(x(k)). 
STEP 4. Let x (k+l) ~(k) and let x (k+2) = x (k+l) + (x (k+l) - X(k)). Set k = k+l ,  let i=1, and = ~n+ 1 ' 
go to Step 2. 
STEP 5. If I[f(x (k+l)) --f(X(k))]/f(x(k))l < Sl, or If(x (k+l)) --f(x(k))l < sl if If(x(k))[ < sl, 
and I(x~ k÷l )  - x~k))/x~k) I < g2, o r  ]x~ kd-1) -- xlk) I < ~2 if ]x~k) I < g2, for  i : 1,2,. . .  ,n, then a 
minimal point is found, and the algorithm is terminated. Otherwise, replace Ax (k) by Ax(k)/2. 
Let x (k+l) = x (k). Set k = k÷l ,  let i=1, and go to Step 2. 
Steps 2 and 3 above describe the exploratory search, and Step 4 describes the pattern search. 
The Hooke-Jeeves' alternating variable method has enjoyed wide applications in all areas of 
engineering since its procedure is quite simple and its implementation is easy. 
3. ALTERNATING VARIABLE  METHOD 
WITH VARYING REPL ICAT IONS 
The alternating variable method has a sound theoretical basis and has yielded promising em- 
pirical results for solving unconstrained optimization problems in deterministic environments 
[26-30]. For optimization problems in simulation the objective function f(x, w) is a stochastic 
function of deterministic decision variables. If we apply the sheer alternating variable method 
to solve without modifications, several intractable problems may arise. First, inadequate x- 
ploratory searches may be derived due to the stochastic nature of the problem. Secondly, the 
convergence check procedure may terminate at inappropriate points. In other words, such an 
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approach may take many simulation runs and much time only to produce a wrong answer. To 
solve the optimization problems in simulation effectively and efficiently, the stochastic behavior 
of the simulation system has to be considered. To cope with these difficulties, the traditional 
Hooke-Jeeves' alternating variable method has to be modified. 
3.1. Vary ing Repl icat ions 
Most serious problem is that a single experiment at the trial point x (k) may have a response 
f (x  (k) , w) that is very different from the expected response F(x(k)), more replications at x (k) are 
necessary. Law and Kelton [16] suggest that at least three to five replications should be conducted 
at any experimental point in simulation studies. Therefore, in this study p replications i used 
for estimating the mean response F(x(k)): 
P 
E : (x w) 
R(x< k)) = ~:1 (3) 
P 
Unless p approaches infinity, even if f (x  (k), w) is replaced by R(x(k)), it does not mean that 
R(x (k)) > R(x (k+l)) implies #(k) > #(k+l), where #(k) denotes the theoretical response at x (k). 
Thus, an exact comparison between the responses R(x (k)) and R(x (k+l)) does not make too much 
sense. Consequently, any process that involves a comparison of the response values has to be 
modified. It is expected that more replications would result in an average response of better 
quality. Nevertheless, more replications imply longer execution time. Therefore, a suitable p 
must be selected with care. Usually, for points further away from the optimal point the response 
surface is relatively flat, and a smaller p is enough. As the trial point gets closer to the optimum 
the curvature of the response surface becomes harp, and a larger p is likely to produce stimates 
that are more reliable. Hence, in this paper, rather than fixing p at a constant value, it is set to a 
variable value p(k) = m/llAx(k)II, where Ax (k) = x (k+l) --x (k), I1" II is the vector norm, and m is 
a parameter. When II Ax(k)II is large, a relative flat surface is encountered, hence, the large value 
of IIAx(k)II is used for p(k). On the contrary, when ]lAx(k)ll is small, a relatively sharp surface 
has encountered, therefore, the small value of IIAx(k)ll is used. To avoid extreme cases, p(k) is 
limited to the range of five and 30. That is, p(k) is set to 5 or 30 when m/llAx(k)II is smaller 
than five or larger than 30, respectively. 
3.2. Exploratory Search 
Exploratory searches in Steps 2 and 3 of the alternating variable method are considered to be 
the major portion of the computational effort [26]. As preceding stated, a simple comparison be- 
tween the responses R(x (k)) and .R(x (k+l)) may misjudge the success or the failure in exploratory 
searches which seriously affects the effectiveness and efficiency of the proposed method. There- 
fore, rather than a simple comparison, a statistical test of the mean responses i performed to 
decide whether the exploratory search succeeds or not. The following hypothesis tested via the 
two-sample pooled student -test: 
H0 : ~t (k+l) ~_~ ]-t (k), 
//1 : #(k+l) < it(k). 
Since x (k) and x (k+l) are usually very close when x (°) is not far from the optimal point x*, 
2 2 respectively, denote the assumption that ak ~rk+ 1 seems appropriate, where 02 and 2 = O'kq_ 1 , 
population variances. The significant level is set to 5%. If the hypothesis i  rejected, then the 
exploratory search succeeds. Otherwise, the exploratory search fails, and test a trial point in 
an opposite direction. This modification saves a lot of computational effort on searching for a 
probably descent direction. 
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3.3. Convergence Check 
Basically, the stopping rules for derivative-free methods used in deterministic optimization 
are that the relative function value changes and relative location movement are insignificant 
as stated in Step 5 of the deterministic alternating variable method. However, in stochastic 
optimization, since f is stochastic in nature, I[R(x(k+l)) - R(x(k))]/R(x(k))] < ~ does not assure 
that I(# (k+l) -#(k))/#(k) I < E. That is, it is clearly inappropriate that to test convergence in
stochastic environment based on response values. Therefore, the Student t-test similar to that 
used in exploratory searches is employed to determine whether the procedure should terminate 
or not. 
4. EMPIR ICAL  WORK 
With modifications described in Section 3, the proposed method is expected to be able to 
solve the simulation response optimization problems. How does this method perform when it is 
modified to suit stochastic environment needs empirical results to support. Finding a real world 
complex problem to test the proposed method is rather difficult, because analytical solutions for 
justification do not exist for real world systems. Therefore, artificial simulation response functions 
designed by simulation scholars are usually adopted instead. In this paper, following Barton and 
Ivey [i0], Andradott ir  [9], and Fu  and Healy  [31], three test problems of different types are 
selected for illustration. As  the preceding section mentioned, p(k) replications are conducted at 
the trial point x (k), where  p(k) is set as m/IIAx(k)ll. In this study, m = 3, 5, I0, and 30 are 
investigated, and  p(k) is set as a multiple of five: 
5, if p(k) c (0, 5], 
10, ifp(k) E (5,10], 
p(k) = 15, if p(k) C (10, 15], 
20, i fp  (k) E (15,20], 
25, i fp  (k) E (20,25], 
30, if p(k) E (25, OO). 
(4) 
Initially, for k = 0, p(k) is set as 5. The batch-means procedure of Law and Carson [32] is 
followed for each simulation run. A computer program coded in Fortran is executes on a 586 PC 
133 MHz under DOS 6.2 with double precision. 
4.1. Watson  Funct ion 
In Barton and Ivey [10], eighteen test problems collected by Mor4 et al. [33] are executed, of 
which only the results from the Watson function are reported. Therefore, in this paper only this 
test problem is solved for comparisons. The Watson function incorporated with a stochastic term 
is as follows: 
~=1 j=2 \29)  - xj \29]  j 
+ (x2-x - 1)2+ 
(5) 
where w follows the standard normal distribution truncated to the range of three standard evia- 
tions. The starting point is x (°) = [0, 0, ... , 0] and the optimal response value F* = 1.3998E-6. 
The performance measure adopted by Barton and Ivey [10] is lOgl0(R* - F*), where R* is the 
response value at the converged point. Since R* could be smaller than F* in stochastic envi- 
ronment, in this study the performance measure is modified to log10 JR* - F*t, in that smaller 
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values are preferred. Of the eleven modified methods investigated by Barton and Ivey [10], the 
RS+S9 method is the most recommended. Therefore, the proposed alternating variable method 
with varying replications is compared with the RS+S9 method. 
Following Barton and Ivey [10], the proposed method is also repeated ten optimization runs for 
comparisons. Although, the exact values of the performance measure are not reported in their 
article, they can be read from their Figure 9 accurately. Table 1 shows the performance measures 
of the two methods. The averages in the second last row of Table 1 indicate that the alternating 
variable method outperforms the RS+S9 method for all m values. Note that these four averages 
are very small and they are close. This indicates that the setting of p(k) -- m/llAx(k)]] is workable, 
and the proposed alternating variable method with varying replications p(}) -- m/llAx(k)]l is 
robust with respect o the values of m. 
Table 1. Performance measures on the 
Optimization 
Run 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Nelder-Mead 
RS-}-S9 
--0.025 
--0.400 
--0.525 
--0.575 
--0.700 
--0.775 
--0.850 
- 1.025 
-1.025 
--1.250 
m- -3  
-0.266 
-0.485 
-0.594 
-0.621 
-0.789 
-0.884 
-0.923 
-1.196 
-1.673 
-1.820 
Watson function for two methods. 
Alternating Variable Method 
m----5 m= 10 
-0.292 
-0.446 
-0.568 
-0.697 
-0.801 
--0.834 
--0.934 
--1.193 
--1.772 
--1.813 
--0.240 
--0.433 
--0.552 
--0.687 
--0.791 
--0.823 
--0.920 
--1.277 
--1.800 
--1.835 
m=30 
--0.226 
-0.456 
--0.576 
-0.686 
--0.806 
--0.820 
--0.889 
--1.154 
--1.777 
--1.842 
Average -0.715 -9.251" -9.358* -9.350* -9.232* 
FUN 334.7 385.0 361.2 358.2 
• better than KS+S9 
To examine the efficiency of solution methods, the average number of function evaluations from 
the ten-optimization runs is also listed in the last row of Table 1, which is denoted as "FUN." 
For m=3,  5, 10, and 30, the values of FUN are 334.7, 385.0, 361.2, and 358.2, respectively. Note 
that they are close, indicating that larger m may not require heavier computation burden. Since 
the number of function evaluations in the Nelder-Mead method is not reported, we are not able 
to compare the efficiency of the two methods. 
4.2. Queue ing  Prob lem 
One major area of applications in simulation is queueing problems [16]. Andradottir  [9] uses 
one-variable and two-variable M/M/1  queueing problems to illustrate that the scaled stochastic 
approximation algorithm outperforms the classical stochastic approximation algorithm. These 
two problems are similar to that studied by Suri and Leung [34], L 'Ecuyer et al. [6], Andradot- 
tir [9], and Kao et al. [12]. Since the one-variable problem is relatively easy, the two-variable 
problem is used to illustrate the performance of the alternating variable method. The two- 
parameter problem used in this paper is as follows: 
1 1 10 
min F(81,82) = + + - -  + L (81) 2r L (82) (6) 
0<01,02<1 ~ E (81×85) ' 
where L(-) denotes the mean number of customers in an M/M/1  queueing system with arrival 
rate 1, 81, and 82 are the mean service times which are to be determined. The analytical solution 
is readily obtainable from queueing theory [35] as 8~ -- 8~ -- 0.787 with the optimal response 
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F(0~,0~) = 26.083. Following Andradottir [9], the initial point is selected as (0~ °), 0~ °)) = 
(0.5, 0.5). To construct confidence intervals for the mean response and the converged point, ten 
independent optimization runs are performed for each m. Table 2 shows the numerical results. 
All confidence intervals constructed at90% level contain the theoretical value of 26.083. All of the 
mean responses are very close to the theoretical value, even for the worse case of m = 3, the bias 
is only 0.022 (=26.105-26.083) in an absolute scale and 0.084% (=100%x [26.105-26.083]/26.083) 
in a relative scale; and the half-widths are very narrow. This indicates that, for the queueing 
problem, the alternating variable method proposed in this paper is very reliable and insensitive 
to the parameter m used in the varying replications. 
Table 2. Numerical results of the queueing problem from ten optimization runs. 
N R* I 01 I 02 MSE 
Alternative Variable Method 
m----3 
m-~5 
m= 10 
m=30 
375,000 
403,400 
387,800 
414,000 
426.1054-0.044 
26.090 4- 0.050 
26.095 ± 0.042 
26.0914-0.023 
0.791 ± 0.0064 
0.790 ± 0.0058 
0.789 ~ 0.0036 
0.791 ± 0.0066 
0.7834-0.0057 0.00003766 
0.782±0.0059 0.00003821 
0.783 4- 0.0067 0.00003656 
0.7844-0.0055 0.00003398 
Stochastic Approximation Method 
Scaled 10,000,000 0.780 ~= 0.0129 0.787 -4- 0.00282 0.00010090 
Classical 10,000,000 0.990 4- 0 0.696 4- 0.274 0.07183478 
For comparing with the results of Andradottir [9] that only the converged points are reported, 
confidence intervals for converged points 01 and 02 are Mso constructed in Table 2. Note that 
the type of simulation used in this study is the sequential procedure while the one used in 
Andradottir [9] is fixed-sample-size procedure. The values of N in Table 2 are the total number 
of service completions in the whole ten optimization runs. A useful measure of the goodness of 
an estimate is the mean-squared rror (MSE), which is defined as the sum of the squared bias 
and the variance. In this example, there are two variables; therefore, the sum of the MSEs of 01 
and 02 are calculated for different methods as shown in the last column of Table 2. As expected, 
in the alternating variable method, all MSEs are very small and close to each other, and they 
are smaller than that in the scaled stochastic approximation method and the classical stochastic 
approximation method. Even for the worse case of m = 5, the MSE is only 0.00003821, which is 
much smaller than that of the scaled stochastic approximation method and the classical stochastic 
approximation method, that is, 0.00010090 and 0.07183478, respectively; in terms of the sample 
size, N = 403,400 is also much smaller than that of N = 10,000,000 in these two stochastic 
approximation methods. This indicates that the alternating variable method proposed in this 
paper is much more efficient and effective than these two stochastic approximation methods. 
4.3. Inventory Problem 
Another type of problems frequently encountered in stochastic optimization is the inventory 
problem that concerns the time and quantity of material for replenishment [16]. ~ and Healy [31] 
compare the performances of the retrospective approaches and the gradient-based algorithms for 
the optimization of a periodic review (s,S) inventory problems. When the inventory position falls 
below s, an order is placed to bring the inventory position up to S. Full backlogging of orders is 
assumed and order lead times are taken to be zero. Let Xi denote the inventory level in period i. 
The cost incurred in period i is as follows: 
f(s, S, Xi)=I{x,<s}[K+c(S-Xi)]+h.max{O, Xi}+q.max{O,-X~}, (7) 
where I{.} is the indicator function of the set {.} and K is the setup cost per order, c is the 
ordering cost per unit, h is the holding cost per unit per period, and q is the shortage cost 
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per unit per period. Fu and Healy [31] consider eight cases in that  demands are assumed to 
follow independent exponential distribution with rate A and c = h = 1. In this paper, that case 
(A, K, q) = (0.005, 10000, 10) is selected arbitrarily. According to Hadley and Whitin [36], the 
long-run average cost is as follows: 
F(s, S)= Elf(s, S, Xi)] 
{10000 + Is - 200 + 0.0025 (S 2 - s2)] + 2200e -°'°°Ss } 
= 200 + 
[1 + 0 .005(s  - s)] 
(8) 
The objective is to minimize F(s, S). Hadley and Whit in [36] have derived a formula for 
calculating the optimal solution analytically, which gives (s*, S*) -- (0, 2000), F* = 2200. 
Following Fu and Healy [31], (s(°), S (°)) -- (100, 200) is selected as the initial point and for 
each m sixteen optimization runs are conducted to construct he confidence intervals for the mean 
responses. The batch-means procedure of Law and Kelton [16] embedded with the alternating 
variable method of this paper is performed. The results of the alternating variable method and 
Fu and Healy's hybrid algorithm are listed in Table 3, in that Np denotes the number of periods. 
As a result, all of the mean responses of the alternating variable method are very close to the 
theoretical value 2200, and the largest bias is rather small, viz., 0.376 (= 2200.376 - 2200) in an 
absolute scale and 0.0171% (= 100% × [2200.376 - 2200]/2200) in a relative scale. Note that for 
all these four cases not only are very accurate, in terms of the biasness, but also are very precise, 
in terms of variance. 
Table 3. Numerical results of the inventory problem from 16 optimization runs. 
I N, I R. 
Alternative Variable Method 
m = 3 16,400 2200.366 4- 0.065 
m ---- 5 15,888 2200.376 4- 0.059 
m ---- 10 16,040 2200.160 4- 0.075 
m ---- 30 16,640 2200.273 4- 0.066 
Fu and Healy's Hybrid Algorithm 
I 100'000 I 221x 
In the study of Fu and Healy [31], the solutions are presented in significant digits. The average 
cost calculated from 100,000 periods is 221x. In average sense, the bias is 15 (-- 2215 - 2200) in 
an absolute scale and 0.68% (-- 100% x [2215 - 2200]/2200) in relative sense. Obviously, these 
results are less accurate than that of the alternating variable method proposed in this paper. 
Moreover, regarding the number of periods Np, as the results shown in the second column of 
Table 3, all of the Np are much smaller than that of Fu and Healy's hybrid algorithm. This 
indicates that the proposed method is much more efficient han Fu and Healy's hybrid algorithm. 
5. CONCLUSION 
Simulation response optimization has wide applications in many fields. In this paper, the con- 
ventional alternating variable method widely used for engineering applications in deterministic 
optimization is modified to suit stochastic environments. To  suit stochastic environments, the 
judgment  of success or failure in exploratory searches and termination of the whole optimiza- 
tion procedure are determined by statistical tests rather than simple compar ison of the average 
responses of two consecutive stages. In particular, the number  of replications conducted at dif- 
ferent trial points is not fixed but is a variable determined by the distance between the two 
successive trial points, say p(k) = m/llAx(})ll. The closeness of the converged solutions to the 
optimal solutions from experiments with three examples indicates that the alternating variable 
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method devised in this paper is able to solve the optimization problems in simulation success- 
fully. Moreover, the quality of solutions is insensitive to the setting values of m, and the varying 
replication p(k) is able to alleviate the computat ional  burden in the whole opt imizat ion procedure. 
Compared with other studies, the proposed alternating variable method with modifications i
more effective and efficient. In the stochastic Watson function, for all m the proposed method 
is more effective than the Nelder-Mead simplex method modified by Barton and Ivey [10]. In 
the queueing problem, for all m the method of this paper outperforms the Andradott i r 's  caled 
stochastic approximation method [9]. In the inventory problem, for all m the proposed method 
is much better than the Fu and Healy's hybrid method [31]. 
To conclude, the alternating variable method proposed in this paper is an ideal solution method 
for optimization problems in simulation. In particular, the setting of the number of replications 
at each trial point as a varying value p(k) = m/[]Ax(k)[[ is appropriate,  indicating the devised 
method is robust with respective to the value of the parameter m. 
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