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1. INTRODUCTION 
Many techniques are used for solving large sparse linear systems. Some of the most popular 
methods for solving the more difficult problems combine direct and iterative algorithms to yield 
efficient multistage procedures. Although each stage is standard, the manner in which stages 
are combined is often novel. Both multigrid and preconditioned conjugate gradients fall into 
this class of numerical methods. A promising algorithm was described in [ 161 with supportive 
numerical studies. This was cyclic application of model-problem ADI iteration followed by a 
conjugate gradient iteration on the deviation of the model-problem from the actual problem. 
This description was taken from an earlier paper[ 151, which was the first published account of 
the method now known as preconditioned conjugate gradients. Several other preconditioners 
are now in use, including Fast Poisson Solvers (FPS)[1,3,4,5], Incomplete Choleski (IC) 
decomposition[ 1 l] and Chebyshev extrapolation[ 101. Some new generalizations of ADI iteration 
which enhance its applicability as a preconditioner will be described in this paper. 
3. THE ADI MODEL PROBLEM 
In the mid- 195Os, Peaceman and Rachford introduced[ 121 an alternating-direction-implicit 
(ADI) iteration for solving elliptic systems arising from 5-point discretization of boundary- 
value problems governed by the differential equation -div[D(x,y)gradu(x,y)] = f(x,y). They 
also considered application to the time-dependent heat diffusion equation, and although results 
described here apply to parabolic as well as elliptic problems this discussion is confined to 
elliptic systems. The real, symmetric, positive-definite coefficient matrix A is split into H and 
V where H is the discretization of the x-derivatives and V of the y-derivatives. The two-step 
iteration, 
(H + w,l)u,_,:, = -(V - Wjl)U,_, + b 
(V + wil)u, = -(H - w,l)u,_ ,,> + b 
(1) 
for j = 1, 2. . , t and u0 prescribed, is now known as Peaceman-Rachford iteration. 
A rigorous theoretical analysis of convergence and methods for computing optimum w, are 
known for the “model-problem” where H and V commute. In a series of papers published in 
the sixties, Chebyshev minimax theory was applied to establish existence and uniqueness of 
optimum parameters as a function of the eigenvalue spectra of H and V[ 14-171. A convenient 
algorithm was devised for computing optimum parameters for the special case of? = 2”. Jordan 
demonstrated[ 151 how optimum parameters could be found for any I in terms of elliptic functions 
and gave simple formulas which yield values quite close to optimum. 
Two significant generalizations of the Peaceman-Rachford iteration were introduced during 
the sixties. First. it was noted that one could replace M;I by w,F in eqns (l), where F is a 
diagonal matrix. The model-problem condition is then that HF-‘V - VF-‘H = 0. This is 
equivalent to a renormalization of H and V in eqns 1. A model-problem is obtained with variable 
mesh increments and D(x,y) = 1 when the difference equations are derived by the box- 
integration method and matrix F has as its elements the mesh-box areas. This is true in both 
Cartesian and cylindrical coordinates[ 16. pp. 2 19-2221. 
The second significant generalization was choice of a different value for the iteration 
parameter in the two sweeps. In the seminal work by Peaceman. Rachford and Douglas, it was 
noted that this can lead to divergence while convergence is assured with eqns (1). The crucial 
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point is that the two parameters for each double-sweep are related in a special way. This 
generalization yields optimum parameters as a function of the distinct spectral intervals of H 
and V (or of HF-’ and VF-’ when the parameters are multiplied by F). This is sometimes a 
great improvement over parameters based on a single interval encompassing both spectra. 
Indeed, H and V may be singular or even have negative eigenvalues as long as A is positive 
definite. The analysis and examples were first given in [ 151 and may now be found in many 
texts. 
Model problems are not often encountered in practice. Nevertheless, model-problem ADI 
served an important function as a preconditioner for compound iteration. Other preconditioners 
such as Fast-Poisson-Solvers (FPS)[ 1,3,4,5] and Incomplete-Choleski decomposition (IC)[ 1 I ] 
are more widely used than ADI. This is perhaps a reasonable consequence of studies in which 
it was demonstrated[3,4] that FPS is more efficient than ADI. Although IC is currently quite 
popular, this method has the disadvantage of not facilitating good a-priori estimates for eigen- 
value bounds for the system to which conjugate gradients is applied. Accurate estimates are 
easily determined for both AD1 and FPS. The existence of such good estimates may be quite 
valuable. For example, one may replace the conjugate gradient iteration by Chebyshev extrap- 
olation, thereby eliminating computation of two inner products each iteration. Disappointing 
rates of convergence were observed[ 161 in the first studies of problems with sharp discontinuities 
in the diffusion coefficients. Two aspects of the model-problem for both AD1 and FPS restrict 
the class of problems for which these are effective preconditioners. The p-condition number 
of the conjugate-gradient iteration on deviation from model conditions is bounded by the ratio 
of maximum to minimum value of the diffusion coefficient over the region of concern. (This 
theorem was proved by D’Yakonov in the first published account of compound iteration with 
an AD1 preconditioner[‘l]. D’Yakonov used a constant extrapolation each cycle rather than the 
more efficient conjugate gradient or Chebyshev extrapolation algorithms introduced subse- 
quently.) The number of conjugate gradient iterations, each of which includes an AD1 cycle, 
required to yield a prescribed accuracy varies as the square root of this condition number. 
Studies in [16] demonstrated this effect with problems for which this ratio varied up to 1000. 
A second deficiency is that there is no good model-problem for the nine-point discretization 
encountered in finite element application with bilinear basis functions over rectangular elements. 
Both of these deficiencies are eliminated with generalizations of the Peaceman-Rachford equa- 
tions. 
An early attempt to improve the efficiency of compound iteration was made by Concus and 
Golub in [5]. The differential equation was “scaled and shifted” to yield a system closer to 
the model Poisson equation. Their scaling is comparable to the previously mentioned use of a 
diagonal matrix F as a multiplier of the iteration parameter. We are more concerned here with 
constructing a more general model problem for the system being solved. 
Schatz (personal communication and [ 131) has recently developed techniques for construct- 
ing optimal model problems for FPS. A key point is that any Poisson-type equation with 
separable coefficients may be solved with FPS. One has the additional work of constructing 
the eigensolutions for a tridiagonal matrix in each direction before the first iteration. This same 
model-problem is applicable with a generalized form of AD1 iteration. However, with ADI 
one has only the preliminary computation of eigenvalue bounds for the two tridiagonal matrices. 
This is a much easier task. 
Significant gains in efficiency are possible through use of the Schatz generalized model- 
problem with either FPS or ADI. An example will be given. The analysis is rigorous so that 
numerical support studies are not essential for this development. Numerical studies will, of 
course, eventually be conducted. 
There is another reason for reviewing AD1 as a preconditioner. This scheme is particularly 
well suited for vector or array computation. A problem with I columns and J rows in its grid 
may be solved with vectors of lengths I and J. Many problems of current interest have sufficiently 
high values for I and J for this to utilize vector and array capabilities efficiently. 
3. A GENERALIZED AD1 MODEL PROBLEM 
The eigenfunctions of the diffusion equation are separable when the diffusion coefficient 
is a separable function of .r and y. It has been known for many years that an AD1 model problem 
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can be constructed when D(x,y) = D(x)D(_v)[ 19],[18] 535-544. Surprisingly, this more gen- 
eral form of the model problem has never been used as a preconditioner for compound iteration. 
The elements for the F-matrix for this generalization will now be described for the five-point 
difference equations derived by the box-integration method. 
Let the increments at point (i,j) be N, (N is for north) between rows j and j + 1 and E, 
(E is for east) between columns i and i + 1. Let the diffusion coefficient in the quadrant 
northeast of (i,j) be D,D,. Then the diagonal element of F at node (i.j) is f,, = f,f,, where 
f, = (D,E, + D,_,E,_,)/2, and 
f, = (D,N, + D,_,N,_,)i?. 
(2) 
Consider the diffusion equation with equal spacing and variation of the diffusion coefficient, 
D, indicated schematically as follows: 
9 25 1 
16 100 1600. 
1 4 36 
A model problem with D = 1. would yield p = 1600. The generalized model problem with 
D(x) = 6.931 28.88 23.10 (left to right) 
D(y) = 0.465 12.645 0.237 (bottom to top) 
yields D(x,y)/D(x)D(_v) of 
5.48 3.65 0.183 
0.183 0.274 5.48 
0.310 0.298 0.237 
with p = 30. The number of conjugate gradient iterations is thus reduced by 
approximately d( 1600/30), which is equal to 7.3. This is a considerable gain. 
a factor of 
Schatz[ 131 describes methods for constructing model problems for a more general class of 
problems of the type that arise in finite element application with nonrectangular grids. He refers 
to algorithms described in [6]. A variant of these methods which seems to work quite nicely 
for constructing ADI model problems for rectangular grids is the following. 
Start with D, = 1 .O and compute for each j a first estimate of 
D, = (max D,,lmin D,,)“?. 
I 
Next, update D, for each i according to 
Then, update D, by 
D, = [max (D,,/D,)lmin (D,,/D,)]“‘. 
I i 
(3) 
D, = [max (D,,lD,)lmin (D,,iD,)]“‘. (4) 
I I 
Cycle through eqns (3) and (4) until the values do not change appreciably. Convergence is 
quite rapid and high accuracy is not required. Two iterations sufficed for the example given 
above. 
This technique may also be applied to the more general diffusion equation with an additional 
diagonal removal matrix. The removal term A(x,y) is approximated by a model-problem term 
of D(x)D(y)[A(x) + A(y)]. The A(x) component is included as a part of H and the A(y) term 
as a part of V. In [ 191, Young and Wheeler only considered use of a constant K in place of 
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A(x) + A(y) since they always treated the full removal term implicitly (with H during the first 
sweep and with V during the second sweep). 
4. A NINE-POINT AD1 MODEL PROBLEM 
An entirely different generalization is needed for the nine-point equations obtained by 
finite-element discretization. In this generalization, the iteration parameters are multiplied by 
tridiagonal rather than diagonal F-matrices. (This is a very interesting generalization. Twenty- 
five years ago, I recognized the possibility of a tridiagonal F but failed to see how such a 
conditioning could be introduced. The same F cannot be used during both sweeps since one 
sweep involves row-ordered and the other column-ordered tridiagonal systems. I could find no 
rationale for choosing row and column tridiagonal multipliers for the iteration parameters. Only 
now, on looking for a nine-point model problem, have I discovered how to make use of this 
possibility.) 
Consider the two-step AD1 iteration defined by 
(LF’ + w,FF’)u,_,,~ = -(L’F - w,FF’)u,_, + s, (5) 
(L’F + w;FF’)u, = -(LF’ - w:FF’)u,_,:? + s. 
This iteration is consistent with solution of the linear system 
(LF’ + L’F)u = s. (6) 
If the primed matrices commute with the unprimed matrices, then this is a model-problem with 
convergence rate governed by the eigenvalue bounds of matrices LG and L’G’, where G and 
G’ are the inverses of F and F’, respectively. The iteration is simplified if one defines the 
half-sweep variable 
“,- 112 = Ff~x-,,2 
and the full-sweep variable 
“S = Fu,, (7) 
One may then start with the estimate v,) = Fuo and iterate with the equations 
(L + ~,F)v,_,,~ = -(L’ - w,F’)v,_, + s, (8) 
(L’ + w:F’)v,, = -(L - w:F)v,_,,z + s 
for s = 1, 2. . . , t. Then u, = Gv,. The nine-point model-problem is then obtained with 
the matrices: 
L, = tridiagonal{-D,_,lE,_,, (D,_.,lE,_, + D,lE,), - DJE,}; 
L = diag{L,} is row-ordered block-diagonal. 
L,’ = tridiagonal{-D,_,iN,_,, (D,_,lN,_, + D,lN,), - D,lN,>; 
L’ = diag{L,f} IS column-ordered block-diagonal. 
F, = tridiagonal{D,_,E,-,, 2(D,-,E,_, + D;E,). D,E,}i6: 
F = diag{F,} is row-ordered block-diagonal. 
F,’ = tridiagonal{D,-,N,_,, 2(D,-,N,_, + D,N,), D,N,ll6; 
F’ = diag{F,’ } is column-ordered block-diagonal. 
(9) 
It is seen that successive iterates in eqns (8) are readily computed. The first sweep requires 
solution of a tridiagonal system for each row and the second sweep requires solution of a 
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tridiagonal system for each column. There is a slight increase in arithmetic over the five-point 
equations in that there is a tridiagonal component multiplying the iteration parameter rather 
than a diagonal component. It is seen that the primed and unprimed matrices commute so that 
this is indeed a model problem. 
Note that eqns (5) are not suitable for iteration since the iteration parameter multiplies a 
product of row- and column-ordered tridiagonal matrices. The method is practicable only after 
transformation to eqns (8). The fact that such a model problem exists should not be surprising, 
for after all the eigenfunctions of the boundary-value problem from which the equations are 
derived are separable and the AD1 model-problem depends on separability of the eigenvectors 
of the discrete problem. The fact that this was not recognized sooner is more surprising. 
It is not implied by this analysis that AD1 is better than FPS or IC as a preconditioner. The 
point is that one should not discard AD1 on the grounds that there is no nine-point model 
problem. One may find that different methods are more efficient on different classes of problems. 
This generalization provides the numerical analyst with another tool, for better or for worse. 
In comparing relative efficiency of FPS or IC with ADI, one should bear in mind that in 
this application one need not solve the model-problem to high accuracy each outer iteration. 
Some of the reported computation time advantage of FPS over AD1 is lost when one relaxes 
the AD1 convergence criterion. Studies reported in [ 161 indicated that the total number of AD1 
iterations was minimized for an error reduction of order magnitude 0.1, and this can often be 
achieved with relatively few AD1 iterations per cycle. A re-evaluation of AD1 as a precondi- 
tioner, especially with the advent of array and vector computers, seems worthwhile at this 
time. 
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