Abstract. A configuration space of intervals in R 1 with partially summable labels is constructed. It is a kind of an extension of the configuration space with partially summable labels constructed by the second author and at the same time a generalization of the configuration space of intervals with labels in a based space constructed by the first author. An approximation theorem of the preceding configuration space is generalized to our case. When partially summable labels are given by a partial abelian monoid M, we prove that it is weakly homotopy equivalent to the space of based loops on the classifying space of M under some assumptions.
Introduction
We consider a configuration space of intervals in R, in which two intervals are pasted when meeting endpoints have opposite properties, that is, one is open and the other is closed, and a half-open interval annihilates when its length approaches zero. These transformations of intervals are called cutting-pasting and creation-annihilation, respectively. If we attach labels on these intervals to consider a configuration space of intervals in R with labels in some based space X, then we obtain a space which is weakly homotopy equivalent to ΩΣX, the space of based loops in the reduced suspension of X [3] . In this paper, we consider a configuration space of intervals with labels in a partial abelian monoid M. We can use partial sum to define a sort of interaction of intervals. So our configuration space has as its topology one which reflects this interaction as well as transformations come from cutting-pasting and creation-annihilation mentioned above. The purpose of this paper is to construct such a space and show that there exists a weak homotopy equivalence analogous to [3] .
When we regard a based space X as a topological partial abelian monoid by a trivial sum, then the reduced suspension construction is naturally extended to the classifying space construction BM of general topological partial abelian monoid M [4] .
We can state our theorem as
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Theorem 1. Let M be a partial abelian monoid whose elements are self insummable. Then the configuration space I M of intervals in R with labels in M is weakly homotopy equivalent to ΩBM.
To prove the weak equivalence, we construct a thickening I M of I M and maps I M ← I M → ΩBM, which induce isomorphisms on homotopy groups. Here, a partial abelian monoid M is said to be self insummable if the diagonal subspace ∆ ⊂ M ×M consists only of insummable pairs.
We work in the category of compactly generated weak Hausdorff spaces and base points are assumed to be non-degenerate. . We denote µ(a, b) = a + b. By associativity, summable n-tuples in M n is determined, so we denote the subset of summable n-tuples by M n . Successive sum on this summable n-tuples are also denoted by µ : M n → M.
Partial abelian monoid is also called partial commutative monoid. Abelian partial monoid defined in [6] is the same concept in philosophy, but it is more general than the partial abelian monoid given above.
2.2.
A product of partial abelian monoids. For a topological space Y, let mul(Y ) = n≥0 SP n Y. It can be considered as the free abelian monoid generated by Y + = Y ∪ {0} with an appropriate topology, or equivalently, as SP ∞ Y + , an inifinite symmetric product introduced in [1] . In this paper, however, we often treat an element of mul(Y ) as a finite multiseta finite "set" with repeated elements [7] . The notions such as cardinality, submultiset or union of multisets are defined so as to respect multiplicities of elements. We denote by {{x 1 , . . . , x n }} to mean the multiset consisting of elements x 1 , . . . , x n where each element is repeated a number of times equal to its multiplicity. The union of multisets α and β is denoted by α β. Thus if α = {{a 1 , . . . , a r }} and β = {{b 1 , . . . , b s }} then α β = {{a 1 , . . . , a r , b 1 , . . . , b s }}. To give an element of mul(Y ) is equivalent to giving a map σ : S → Y, where S is a finite set. In this form, a submultiset of σ can be given as a restriction map σ|T : T → Y to a subset T of S. If M is a partial abelian monoid and σ = {{m 1 , . . . , m r }} ∈ mul(M ), we say that σ is summable if (m 1 , . . . , m r ), in any order, is a summable ntuple. Otherwise, we say that σ is insummable. On the other hand, we say that σ is pairwise insummable if, for any subset T ⊂ S of cardinality two, σ|T is insummable.
Let M and N be partial abelian monoids. We denote by p 1 : M ×N → M and p 2 : M × N → N the projections from M × N to its first and second factor respectively. Let σ ∈ mul(M × N ) and σ : S → M × N be its representation as a map. Consider the following property for σ : for any subset T of S, if one of p i • (σ|T ) is pairwise insummable then the other is summable. We denote by T M,N the subspace of mul(M × N ) consisting of σ with this property.
Let ∼ be the least equivalence relation on T M,N which satisfies the following three conditions:
(R1) If m 1 or n 1 is zero then
Let T k be the subspace of T M,N of elements of cardinality less than or equal to k. Then the relation ∼ on T M,N induces a relation on T k . Then we denote by M ⊗ N the union k≥0 (T k / ∼) of quotient spaces. Let π ⊗ : T M,N → M ⊗ N be the natural map. Two elements [α], [β] in M ⊗ N are summable if we can choose their representatives α, β in T M,N so that their sum α β taken in mul(M × N ) is contained in T M,N . Thus, M ⊗ N is a partial abelian monoid in a natural way. The product of partial abelian monoids defined above covers a diverse examples.
Examples 1.
A based space X can be regarded as a trivial partial abelian monoid by setting X 2 = X ∨ X and µ : X ∨ X → X the folding map. Then X ⊗ M is the configuration space of finite points in X with labels in M such that only summable labels occur simultaneously.
(1) For two based spaces X, X , their product X ⊗ X coincides with their smash product X ∧ X . (2) Viewing S 1 as a based space, we get S 1 ⊗ M = BM the classifying space defined in [4] . In particular, if M is a monoid this coincides with the McCord model of the classifying space [2] . (3) Let X be a compact based space and M = Gr := Gr n (R ∞ ) be the infinite Grassmannian with a partial sum defined only for two vector spaces which are perpendicular to each other. Then X ⊗ Gr = F (X) coincides with the configuration space stated in [5] . This configuration space realizes connective K-homology. In [9] , a similar construction is given, but it is enriched by an operad to make twisting on K-theory, thus larger than X ⊗ Gr. We denote by Fin(Y ) the set of finite subsets of a space Y and give it a topology by
where ∆ n ⊂ Y n is the fat diagonal. We regard Fin(Y ) as a partial abelian monoid by disjoint union of sets. We can realize configuration spaces in which non-summable labels can occur simultaneously, by using Fin(Y ).
is the configuration space of finite points in R n with labels in
is the configuration space of finite points in Y with labels in M defined in [6] . Note that in [6] , the notion of abelian partial monoid is more general concept than our notion of partial abelian monoid. Among examples in an extreme case, when M or N is a monoid, we have: (6) X ⊗ N = SP ∞ X, the infinite symmetric product on a based space X introduced in [1] . (7) For abelian groups A, B, their product A ⊗ B defined here is the usual tensor product of modules.
3. Configuration space of intervals 3.1. Configuration space of intervals without labels. Let H be the half-plane in R 2 given by H = {(u, v) ∈ R 2 | u ≤ v} and P = {±1} be the set of "parities" considered as a space with discrete topology. To any point (u, v; p, q) in the direct product H × P 2 with u < v, we assign an interval
in R, where the symbol "< p " denotes the inequality "≤" if p = +1 and "<" if p = −1. If u = v, it is not an interval anymore, but we allow it only if p = q and call it a degenerate interval. Let
and we identify the element of I with the interval assigned to it. Let u L and u R denote the first and second projections I → R and p L and p R denote the third and fourth projections I → P Under the identification stated above, u L (J) or u R (J) is the coordinate of the left or right endpoint of J, respectively, while p L (J) or p R (J) is the "parity" of the left or right endpoint, respectively. For any two elements J 1 , J 2 ∈ I, we denote
, respectively. Let L r be the subspace of I r given by
Then L r is the configuration space of r bounded intervals in R such that endpoints of the same parity do not collide, with an additional limiting points of creation and annihilation provided by degenerate intervals. Later, these additional points are identified with the empty configuration. Meanwhile, if endpoints of two distinct intervals, one open and the other closed, collide then two meeting intervals are pasted and the configuration of these two intervals is identified with the configuration of one interval. To establish these identifications, let ∼ be the least equivalence relation on 0≤r≤s L r which satisfies the following two relations :
). Let I s be the quotient space of 0≤r≤s L r by this equivalence relation: I s := ( 0≤r≤s L r )/ ∼ . Then let I = ∪ s≥0 I s and give it the union topology. The image of L 0 is a single point and denoted by ∅, which is treated as the base point of I . Let L r be the subspace of L r given by
As a set there is a one to one correspondence between I and r≥0 L r . We call an element in L r corresponding to an element ξ of I the reduced representative of ξ. Let π I → I denote the composite I → I 1 → I.
3.2.
Configuration space of intervals with partially summable labels. Let U = (a, b) be an open interval in R. We consider two special types of elements in mul(I × M ).
(E1) e = {{(J, n)}} with one of the following :
where n is a non-zero element in M for both cases. We call such e an elementary configuration in U . In both cases, n ∈ M is denoted by n(e).
Let {{(J 1 , m 1 ), . . . , (J r , m r )}} be a representative of ξ ∈ mul(I × M ). Let i 1 , . . . , i λ be the set of subscripts i such that
An element ξ ∈ T I,M is said to be admissible if for any t ∈ R there exists an open interval U = (a, b) which contains t such that ξ| U is represented by e 1+ . . .+e r for some elementary configurations e 1 , . . . , e r in U such that (n(e 1 ), . . . , n(e r )) ∈ M r . In this case, such a representative e 1+ . . .+e r is called an admissible sum of elementary configurations. If, moreover, there exist ε > 0 and an interval U can be taken as U = (t − ε, t + ε) for all t, then we say that ξ is ε-admissible. It is clear that ε-admissible elements are ε -admissible if ε < ε. Let V = (a, b) be and open interval with b − a > ε. We say that an ε-admissible element ξ is supported by V if ξ| (a+ε/2,b−ε/2) = ξ. If V ⊂ V then ε-admissible elements supprted by V are supported by V . Let W, W (ε), and W (ε, V ) be the subspace of T I,M which consists of admissible elements, ε-admissible elements, and ε-admissble elements supported by V , respectively. Let I M be the image in I ⊗ M of W under the natural map π ⊗ • π mul . Let also I M (ε) and I M (ε, V ) be the image in I ⊗ M of W (ε) and W (ε, V ), respectively , under π ⊗ • π mul . Then we alter the topology of I M by the weak topology of the union
Thus, we have defined a configuration space of intervals with partially summable labels.
3.3.
Thickening, Moore type variant and the total space. We define
and give it the topology as a subspace of I M × R 2 .
If s = ε, I M (ε, ε) consists of one point, the element ∅ in I M which represents the empty configuration. As a base point of I M , we take (∅, 1, 1). Proposition 1. The projection p : I M → I M onto the first component is a weak homotopy equivalence.
Proof. Let f : S n → I M be a map which represents an element α ∈ π n (I M ). The image of f is a compact (Hausdorff) subspace of I M , since S n is compact and all our spaces are weak Hausdorff and compactly generated [2] . Then we can find ε > 0 and s > 0 such that I M (ε, s) contains the image of f ( weak Hausdorff case of Lemma 9.3 in [8] ). But we have a homotopy equivalence I M (ε, s) = I M (ε, s)×{ε}×{s} → I M . Composing this inclusion, we get a map f : S n → I M which maps to α under p * . This proves that
, which is zero. Let H : S n × I → I M be a homotopy between g and * . Then by the compactness, we can assume that the image of H is contained in I M (ε, s) for some ε and s. It is similar to the previous case, to show that there exists a map H : S n × I → I M . H gives a null homotopy of some map f : S n → I M , which is homotopic to f.
We proceed to define E M . For any J = (u, v; p, q) in I, we define its "mirror image" J µ as J µ = (−v, −u; −q, −p). This defines an involution µ on I, which induces an involution µ : I M → I M . The space of fixed points E M = I µ M can be considered as the space of intervals in [0, ∞) such that 0 ∈ R works as a "vanishing point" [6] . For s > 0, let E M (ε, s) be the space
We define
and give it the relative topology. If s = ε, E M (ε, ε) contains only one point, the element ∅ in E M which represents the empty configuration. As a base point of E M , we take (∅, 1, 1).
For each i, h t (J i ) is at least a degenerate interval since our reparesentative is µ-invariant. It is easy to see that H t defines a contraction of E M .
As an analogy to the space of little cubes and the space of disks, I M and E M are natural constructions, but we can use simpler alternatives. For any s > 0 and ε > 0, using a scaling map R → R given by x → x/ε, we have a homeomorphism ϕ[ε, s] :
From now on, we denote by I M to mean I M (1) and by E M to mean E M (1). It is useful to denote
We fix s ≥ 0 until the final step of the definition of α. We are going to define a map α : I M → Ω BM in the following steps: Let U t = (t − 1, t + 1) and V t = (t − 1/2, t + 1/2).
(1) We can define a map ω(J) :
Let G denote the image of W s under ω t . (2) We can define a kind of partial sum µ :
We denote its image by G .
(4) Take the quotient
intersection of the domain of definition and we can take the union of them to get an element in Ω s T S 1 ,M . Thus we get a map
We can take quotient on the source to define a map α(ε, s) :
Take a union for thickening of the source and take the corresponding union of the target gives us a continuous map α :
Continuity of the maps are clear except for the map µ in (2), whose proof is given in §4.4.
A map
For any J = (u, v, p, q) ∈ K, let Ω(J) : R → S 1 be a map defined as follows:
The correspondence J → ω(J) gives us map ω : K → Map(R 1 , S 1 ). We are now going to define a map ω : 
We can define ω : W s → mul(Map(V t , S 1 )×M ) by the following diagram: This map is essentially the one defined in [3] for the case of the space of intervals with labels in a trivial partial abelian monoid. Let G denote the image of ω .
For any element ξ ∈ W s , ξ t = ξ| Ut is of the form
where e i is an elementary configuration of type (E1) for each 1 ≤ i ≤ r and f j is that of type (E2) for each 1 ≤ j ≤ s. Let e i = {{(J i , m i )}} and f j = {{(K j , n j ), (K j , n j )}} so that each J i is one of (F0)∼ (F3) and each
, where t − 1 < w < t + 1, (F2) J = (w, t + 1) or J = [w, t + 1), where t − 1 < e < t + 1,
where
Lemma 1. Any element of G is of the form
where ϕ i = ω (J i ) is an image of an element of type (E1) and ψ j = ω (K j ), ψ j = ω (K j ) constitute a pair of an image of an element of type (E2). This representation is unique up to order.
Proof. Let {{m 1 , . . . , m r }} {{n 1 , n 1 }} · · · {{n s , n s }} be an element of mul(M ) such that (m 1 , . . . , m r , n 1 , . . . , n s ) ∈ M r+s and (n i , n i ) ∈ M 2 . Then this representation is unique.
It is non-trivial that µ is continuous.
Proposition 3.
If M satisfies the separation condition, then
is continuous.
A proof of this proposition is given in §4.4.
4.3.
Final steps. G maps into Map(V t , T S 1 ,M ) under the sequence of natural maps
We can see that G is mapped to a subspace G contained in Map(V t , T S 1 ,M ). Thus µ • ω followed by this sequence gives a map
Next, we take the quotient T S 1 ,M → S 1 ⊗M = BM, then maps altogether gives us a map α t :
coincide on their intersection of the domain of definition and we can take the union of them to get an element in Ω s BM. Thus we get a map
But this map factors through the natural quotient map W s → ( I M ) s as the following diagram,
Finally, we let s move and Take a union for thickening of the source and take the corresponding union of the target gives us a continuous map α : I M → Ω BM.
Proof of the continuity of µ.
Proof. Let G = p −1 (G) be the inverse image of G under the quotient map
and let G n = G∩{(Map(V t , S 1 )×M ) + } n . Let G(r, s, t) ⊂ G n be the subspace which consists of elements of the form ((ϕ 1 , m 1 ) , . . . , (ϕ r , m r ), (ψ 1 , n 1 ), (ψ 1 , n 1 ), . . . , (ψ s , n s ), (ψ s , n s ), * , . . . , * )),
where (m 1 , . . . , m r , n 1 , . . . , n s ) ∈ M r+s and * denotes the disjointly adjoined base point of (Map(V t , S 1 )×M ) + and there are n−r−2s of them in number.
By lemma 1, ϕ i is an image of elementary configuration of type (E1) for each i = 1, . . . , r and (ψ j , ψ j ) is an image of elementary configuration of type (E2) for each j = 1, . . . , s. Then
σG(r, s, t),
where σ runs through all the permutations of n components. It can be decomposed into the topological sum of its non-degenerate part
σG(r, s, 0)
and its degenerate part
σG(r, s, t).
We can then define a map
on G(r, s, t) and then extend it by permutation to G n . Notice that µ n is well defined by lemma 1. If µ : G → n≥0 {(Map(V t , S 1 ) × M ) + } n denotes the map which coincides with µ n on the G n , then µ covers µ constituting the following diagram :
We show that µ is continuous. To do this, it suffices to show that µ n is continuous on the non-degenerate part N G n .
Suppose that we are given a point
satisfies (m 1 , . . . , m r , n 1 , . . . , n s ) ∈ M r+s . Then we can form a neighborhood W of x in Map(V t , S 1 ) r+2s which is contained entirely in E(r, s, 0). We finish the proof by pointing out that any point of N G n have a neighborhood of the form σW and it is easy to see that µ n is continuous on σW.
4.5.
Maps related to E M . For any element ξ of E M , we can find a representative of the form
which satisfies the following conditions:
. . , r. We can also take such a representative in a reduced form. Then from S 0 we construct a new multiset
We call the element S 0 S + ∈ mul(I × M ) a representative of the positive part of ξ.
Let P X denote the space of Moore paths on X;
A map β : E M → P BM is defined by using α ε (−s,s) . A map p : E M → BM is defined by the composite p : E M → P BM → BM, where P BM → BM is the evaluation at 0. The above proposition is concluded by Lemmas 2 and 4 with the DoldThom criterion. Recall from §2 that BM = S 1 ⊗ M has a natural filtration
Proof. We define a map ϕ : p −1 V → I M by taking the positive part and attach a "cap" on the left. The cap consists of left-open intervals of length 1, which is contained in (0, 2). To state the constructiion precisely, let
as follows. Let (ξ, s) ∈ (p −1 V ) s and S 0 S + be a representative of the positive part of ξ. Among all the intervals occurring in this representation, we collect ones which have u L (J) ≤ 1/2. There should be exactly j of such intervals in number, so we may assume that they constitute a multiset {{ (J 1 , m 1 ) , . . . , (J j , m j )}}.
Then the "cap" of S 0 S + is the multiset
where τ 2 denotes the translation by 2. Now ϕ :
. Thus we have defined a map
We define a map ψ : V × I M → p −1 V by inserting "the standard lift of the V -component" to the I M -component. The standard lift is of v ∈ V is an element of ( E M ) 2 which maps to v under p, whose positive part consists of right closed intervals. To state its construction precisely, we define a map
where p i = −t i /|t i | if t i = 0 and p i is any of ±1 if t i = 0. Then "the standard lift" of v is the multiset
Then we define ψ s (v, ξ) to be the element of (p
. Now, we define a homotopy H :
We are going to do this by considering 2 ∈ R as a vanishing point of the configuration. For this purpose, let h t : R → R (0 ≤ t ≤ 1) be the homotopy defined by
Then we define a homotopy
For each i, h t (J i ) is at least a degenerate interval by our construction. It is easy to see that H t defines a homotopy H :
Next, using the same homotopy h t : R → R (0 ≤ t ≤ 1), we define a homotopy
For each i, h t (J i ) is at least a degenerate interval by our construction.
It is easy to see that H t defines a homotopy
Before proceeding, we investigate a topological property of p −1 z for z ∈ BM. The following notation is useful. Let E(v, p, m) denote the elementary configuration of type E1 given by {{(J, m)}} with
and let F (v, p, m) denote the elementary configuration of type E2 given by
put e(t, m) = E((1 − t)/2, t/|t|, m)| and f (t, n) = F (t/2, −t/|t|, n). Furthermore, for any m ∈ M, let Z(m 0 ) denote a finite sum of configurations of the form E(u k , p k , c k )| (−1,1) with 1/2 ≤ |u| ≤ 1 and k c k = m 0 .
For any z ∈ BM, we have a unique representation
For any m ∈ M, let P (m) denote the set of partition of m into a sum of two elements in M. More precisely,
Let α = ((a 1 , b 1 ) , . . . , (a s , b s )) ∈ P (m 1 ) × · · · × P (m s ), and F α denote the subspace of E M which consists of ξ ∈ E M such that ξ| (−1,1) has a representative of the form
1 ≤ |u j | < 2 for each j. where 0 < |t i | < 1 for each i and 1 ≤ |u j | < 2 for each j. Then F α is contained in p −1 z. Similarly, let H α denote the subspace of F α which consists of ξ for which ξ| (−3,3) has a representative of the form (1), but now with an extra condition that q = 0 and f (t, b) are altered by f (t, b) and Z 0 (m 0 ) is of a special form as follows:
and Z 0 (m 0 ) = {{((−3, 3), m 0 )}}. Notice that F α is not path-connected in general, but F α and F β can not be connected by a continuous path in p −1 z whenever α = β. The same statement is true for H α .
Lemma 3. H α is a deformation retract of F α .
Proof. To construct a retraction r : F α → H α , we consider maps σ :
we extend σ and τ by σ(v) = −σ(−v) and τ (v) = −τ (−v) for negative v.
For any element of ξ ∈ F, ξ| (−1,1) has a representative of the form
In the following argument, we use the fact that since b j is self-insummable, it is distinct from any n j . If ϕ : U → V is a function with gradient greater or equal to 1 defined on an open interval U ⊂ R with values in another interval V ⊂ R, and if h = {{J i , m i }} ∈ mul(I × M ) is a multiset in which each J i = (u i , v i , p i , q i ) corresponds to an interval contained in U, then by ϕ * h, we mean a multiset {{J i , m i }}, where
Then we put
This defines a deformation retraction r : F → H.
Lemma 4.
There exists an open set O ⊂ F l BM which contains F l−1 BM and homotopies h t : O → O and
is a weak homotopy equivalence for all z ∈ O.
Proof.
Step 1 Construction of h t and H t . Let U be the subspace of (S 1 × M ) l which consists of elements
such that there exists at least one i with |t i | > 1/2. Then let U be the subspace of F j BM which consists of elements which is represented by elements in U .
We define a homotopy
Next, we construct a homotopy
Let U, U , V, and V be the image of (p −1 O) s under the map C (−1,1) , C (−5/2,5/2) , C (−∞,−3/4)∪(3/4,∞) and C (−∞,−3/2)∪(3/2,∞) respectively. Then H t is constructed in three steps : (i) we construct a homotopy H 1 t : U → U , (ii) a homotopy H 2 t : V → V , and (iii) we check that H 1 t |U ∩ V = H 2 t |U ∩ V and define H t = H 1 t ∪ H 2 t . For (i), any element (ξ, s) ∈ U can be represented by a sum of elementary configurations such that We define H t (e i ) = E(λ t (u i ), p i , m i ) and H t (f j ) = F (ν t (v j ), q j , n j ). Then we define H t (ξ) to be an element of E M (1, 5/2) represented by H t (e 1 ) · · · H t (e r ) H t (f 1 ) · · · H t (f s ). and define H t (ξ) for ξ in V similarly. Then put H 2 t (ξ, s) = (H t (ξ), 4s − 3/2). (iii) is obvious from the construction, so that we have a homotopy
It is also clear that H t covers h t .
Step 2 Homotopy inverse.
To complete the proof, we need to show that H 1 : p −1 z → p −1 h 1 (z) is a weak homotopy equivalence. By renumbering t 1 , . . . , t s , we may assume that |t i | ≥ 1/2 for i ≤ s 0 and |t i | ≤ 1/2 otherwise, for some s 0 . Then h 1 z = 0 ⊗ m 0 + h 1 (t s 0 +1 ) ⊗ m s 0 +1 + · · · + h 1 (t s ) ⊗ m s . Let α = ((a s 0 +1 , b s 0 +1 ), . . . , (a s , b s ) ) ∈ P (m s 0 +1 ) × · · · × P (m s ).
By Lemma 3, we have a deformation retraction r : F α → H α . We construct a map g : H α → F α such that g • r is a homotopy inverse of H 1 . Given an element of H α , we want to recover the information of F α by using the data given by α.
For this, we insert "the standard lift of z of type α" defined by the multiset
e(t i , a i ) then it is easy to see that g • r is a homotopy inverse to H 1 |F α .
Proof of Theorem 1. In the following diagram,
lower horizontal line is the path-loop fibration and vertical map on the right is identity map and vertical map in the middle is a weak homotopy equivalence, since it is a map between weakly-contractible spaces, hence so is the vertical map on the left.
