Bias-corrected AIC for selecting variables in multinomial logistic regression models  by Yanagihara, Hirokazu et al.
Linear Algebra and its Applications 436 (2012) 4329–4341
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Bias-corrected AIC for selecting variables in multinomial
logistic regression models<
Hirokazu Yanagihara a,∗,1, Ken-ichi Kamob, Shinpei Imori a, Kenichi Satohc,2
a
Department of Mathematics, Graduate School of Science, Hiroshima University, 1-3-1 Kagamiyama, Higashi-Hiroshima 739-8626, Japan
b
Department of Liberal Arts and Sciences, Sapporo Medical University, South 1, West 17, Chuo-ku, Sapporo 060-8543, Japan
c
Department of Environmetrics and Biometrics, Research Institute for Radiation Biology and Medicine, Hiroshima University,
1-2-3 Kasumi, Minami-ku, Hiroshima 734-8553, Japan
A R T I C L E I N F O A B S T R A C T
Article history:
Received 22 January 2012
Accepted 25 January 2012
Available online 24 February 2012
Submitted by R.A. Brualdi
AMS classification:
62H12
62J12
Keywords:
AIC
Bias correction
Multinomial logistic model
MLE
Partial differential operator
Variable selection
In this paper, we consider the bias correction of Akaike’s informat-
ion criterion (AIC) for selecting variables in multinomial logistic
regression models. For simplifying a formula of the bias-corrected
AIC,we calculate the bias of the AIC to a risk function through the ex-
pectations of partial derivatives of the negative log-likelihood func-
tion. As a result, we can express the bias correction term of the
bias-correctedAICwith only threematrices consisting of the second,
third, and fourth derivatives of the negative log-likelihood function.
By conducting numerical studies, we verify that the proposed bias-
corrected AIC performs better than the crude AIC.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
A multinomial logistic regression model is a regression model that generalizes a logistic regres-
sion by allowing more than two discrete response variables. When categories are unordered, the
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multinomial logistic model is one strategy often used. The multinomial logistic regression model
has been introduced in many textbooks for applied statistical analysis (see e.g. [1, Chapter 8.1]), and
even now it is widely used in biometrics, econometrics, psychometrics, sociometrics, and many other
fields of applications for the prediction of probabilities of different possible outcomes of categorically
distributed response variables by a set of explanatory variables (e.g. [2–4]). In addition, the multino-
mial logistic regressionmodel can be easily fitted to observed data by using the “vglm" function in “R"
[5] that is a free software environment for statistical computing and graphics. Since we would like to
specify the factors affecting the probabilities of response variables in the regression analysis, searching
for the optimal subset of explanatory variables is important.
Akaike’s information criterion (AIC) proposed by Akaike [6,7] is widely used for selecting the
best model among the candidate models (for details of statistical model selection, see e.g. [8–10]).
The model having the smallest AIC among the candidate models is regarded as the best model. In the
multinomial logistic regressionmodel, the subset of explanatory variables in the bestmodel is the best
subset. However, the AIC may perform poorly; that is, a model having too many parameters tends to
be chosen as the best model when the sample size is small or the number of unknown parameters is
large. Such a problem is often resolved by using a bias-corrected AIC (see e.g. [8, Chapter 2.4]). The AIC
is an estimator of the risk function consisting of predictive Kullback–Leibler (K–L) information [11],
which measures the discrepancy between the true model and the candidate model. The order of the
bias of the AIC is O(n−1) when the candidate model includes the true model, where n is the sample
size. Although the AIC is an asymptotic unbiased estimator of the risk function, it has a nonnegligible
bias to the risk function when the sample size is small or the number of unknown parameters is large.
A bias-corrected AIC called CAIC in this paper improves the bias of AIC toO(n−2) under the assumption
that the candidate model includes the true model.
The CAIC in the logistic regression models was obtained by Yanagihara et al. [12]. But the CAIC in
multinomial regressionmodels has not been derived yet, although themultinomial logistic regression
model is widely used in many application fields. The CAIC can be obtained by removing the bias of the
AIC to the risk function from the AIC with the use of a consistent estimator of the bias. The bias of the
AIC to the risk function is then evaluated by moments of the maximum likelihood estimator (MLE)
of unknown parameters. Since such moments are represented by the moments of response variables,
calculating the moments of response variables is essential for evaluating the bias of the AIC in the or-
dinary bias correctionmethod, which is used in [12,13], etc. However, in the case of multiple response
variables, calculations and expressions of the moments of the MLE mediated by the moments of re-
sponse variables become complicated. Hence, without directly calculating the moments of response
variables, we derive the moments of the MLE by using expectations of the partial derivatives of the
negative log-likelihood function. This different approach from the ordinary bias correction method
leads to a simple expression of the bias correction term of the CAIC. In fact, the bias correction term of
our CAIC is represented by only three matrices consisting of the second, third, and fourth derivatives
of the negative log-likelihood function.
The present paper is organized as follows. In Section 2, we give a stochastic expansion of the MLE.
In Section 3, the CAIC in multinomial logistic regression models is proposed. In Section 4, we verify
that the proposed CAIC has better performance than the AIC by conducting numerical experiments. In
Section 5, we conclude our discussion. Technical details are provided in Appendix.
2. Stochastic expansion of MLE
Suppose that the data consists of a sequence {yi, xi}, where y1, . . . , ym are r-dimensional inde-
pendent unordered discrete random vectors, and x1, . . . , xm are k-dimensional vectors of known
constants. Let β = (β1, . . . , βkr)′ be a kr-dimensional unknown regression coefficient vector that is
partitioned asβ = (β ′1, . . . ,β ′r)′, whereβ j is a k-dimensional vector denoted byβ j = (β(j−1)k+1, . . .,
βjk)
′. In the multinomial logistic regression model, we assume that (yi0, y′i)′ = (yi0, yi1, . . . , yir)′ is
distributed according to the multinomial distribution with the number of events ni (ni = ∑rj=0 yij ,
n = ∑mi=1 ni) and the cell probability vector (pi0(β), pi(β)′)′, given by
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pi0(β) = 1
1 +∑rj=1 exp(x′iβ j)
pi(β) = (pi1(β), . . . , pir(β))′
=
(
exp(x′iβ1)
1 +∑rj=1 exp(x′iβ j) , . . . ,
exp(x′iβr)
1 +∑rj=1 exp(x′iβ j)
)′
.
(1)
TheMLE of β is obtained bymaximizing the log-likelihood function. In this paper, we assume that the
maximum exists, i.e., that the supremum does not occur at the boundary. By omitting the constant
term, the log-likelihood function of the multinomial logistic regression model in (1) is expressed as
(β) =
m∑
i=1
⎧⎨
⎩(yi ⊗ xi)′β − ni log
⎛
⎝1 + r∑
j=1
exp(x′iβ j)
⎞
⎠
⎫⎬
⎭ .
Hence, the MLE of β is given by
βˆ = arg max
β
(β).
To evaluate a bias of the AIC to the risk function, a stochastic expansion of βˆ is needed. The purpose
of this section is to obtain the stochastic expansion βˆ up to the order n−3/2. Two cases serve as a
framework for asymptotic approximations:
Case (i): nj ’s are fixed, andm → ∞,
Case (ii):m is fixed, nj → ∞ and ρ−1j = n/nj = O(1) for each j.
Although we only consider Case (i) in this paper, our formula can also be applied to Case (ii).
Suppose that x1, . . . , xm are members of an admissible compact set F , i.e., x1, . . . , xm ∈ F . To
expand the MLE, we consider the following regularity assumptions (see e.g. [14]):
C.1 : β ∈ B, where B is a convex and open set inRk ,
C.2 : (Ir ⊗ xi)′β ∈ 0, i = 1, 2, . . . , for all β ∈ B, where 0 is the interior of the convex natural
parameter space  ⊂ Rr ,
C.3 : ∃m0 s.t. X ′X has the full rank form  m0, where X = (x1, . . . , xm)′.
Condition C.1 guarantees the uniqueness of the MLE if it exists. Condition C.2 is necessary to obtain
the multinomial logistic regression model for all β . Condition C.3 ensures that
∑m
i=1 nii(β)⊗ xix′i is
positive definite for all β ∈ B,m  m0, where
i(β) = diag (pi(β)) − pi(β)pi(β)′. (2)
Moreover, we prepare the following additional conditions to assure weak consistency and asymptotic
normality of βˆ , which can be derived by slightly modifying the results in [14]:
C.4 : sequence {xi} lies in F with (Ir ⊗ x)′β ∈ 0, for all β ∈ B,
C.5 : lim infm→∞ λ(
∑m
i=1 nii(β) ⊗ xix′i/n) > 0, where λ(A) indicates the smallest eigenvalue of
symmetric matrix A.
According to Corollary 1 in [14], βˆ has weak consistency and asymptotic normality under these condi-
tions. Furthermore, fromCondition C.5,
∑m
i=1 nii(β)⊗xix′i = O(n) is satisfied. Under the assumption
that all conditions are satisfied, βˆ can be formally expanded as follows:
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βˆ = β + 1√
n
b1 + 1
n
b2 + 1
n
√
n
b3 + Op(n−2), (3)
where b1, b2, and b3 are kr-dimensional random vectors. The purpose of this section is achieved by
specifying b1, b2, and b3.
Since the log-likelihood function (β) is amaximumatβ = βˆ , the first derivative of (β) becomes
0kr at β = βˆ , i.e.,
∂(β)
∂β
∣∣∣∣∣
β=βˆ
=
m∑
i=1
{
(yi ⊗ xi) − ni(pi(βˆ) ⊗ xi)
}
= 0kr, (4)
where0kr is akr-dimensional vectorof zeros. ToexpandEq. (4),weprepare the following threematrices
consisting of the second, third, and fourth derivatives of −(β)/n:
G2(β) = −1
n
∂2(β)
∂β∂β ′
, G3(β) = −1
n
(
∂
∂β ′
⊗ ∂
2
∂β∂β ′
)
(β),
G4(β) = −1
n
(
∂2
∂β∂β ′
⊗ ∂
2
∂β∂β ′
)
(β).
The result of the first derivative of (β) in (4) implies the following explicit forms of G2(β), G3(β),
and G4(β) (details of the derivations are given in Appendix A):
G2(β) =
m∑
i=1
ρi
{
∂pi(β)
∂β ′
}
⊗ xi =
m∑
i=1
ρi
(
i(β) ⊗ xix′i
)
, (5)
G3(β) =
m∑
i=1
ρi
{(
∂
∂β ′
⊗ ∂
∂β ′
)
pi(β)
}
⊗ xi
=
m∑
i=1
ρi
{
3,i(β) ⊗ xix′i
}
,
(6)
G4(β) =
m∑
i=1
ρi
{(
∂2
∂β∂β ′
⊗ ∂
∂β ′
)
pi(β)
}
⊗ xi
=
m∑
i=1
ρi
{
4,i(β) ⊗ xix′i
}
,
(7)
where3,i(β) and4,i(β) are kr × (kr)2 and (kr)2 × (kr)2 matrices, respectively, which are defined
by
3,i(β) =
r∑
a=1
pia(β)e
′
a ⊗ x′i ⊗ qi,a(β)qi,a(β)′ − pi(β)′ ⊗ x′i ⊗ i(β),
4,i(β) =
r∑
a=1
pia(β)qi,a(β)qi,a(β)
′ ⊗ xix′i ⊗ (qi,a(β)qi,a(β)′ − pi(β)pi(β)′)
− i(β) ⊗ xix′i ⊗ (i(β) − pi(β)pi(β)′)
−
r∑
a,b
pia(β)pib(β)qi,a(β)qi,b(β)
′ ⊗ xix′i ⊗ (eae′b + ebe′a).
(8)
H. Yanagihara et al. / Linear Algebra and its Applications 436 (2012) 4329–4341 4333
Here, ej is an r-dimensional jth coordinateunit vectorwhose jth element is 1 andothers are0,qi,a(β) =
ea − pi(β), and the notation∑ra1,...,aj means∑ra1=1 · · ·∑raj=1.
Applying a Taylor expansion around βˆ = β to Eq. (4) yields
1
n
m∑
i=1
{(yi − nipi(β)) ⊗ xi} = G2(β)(βˆ − β) + 1
2
G3(β)
{
(βˆ − β) ⊗ (βˆ − β)
}
+1
6
{
Ikr ⊗ (βˆ − β)′
}
G4(β)
{
(βˆ − β) ⊗ (βˆ − β)
}
+Op(n−2). (9)
Notice that the order of the left-hand side of Eq. (9) isOp(n
−1/2). By comparing theOp(n−1/2),Op(n−1),
and Op(n
−3/2) terms after substituting (3) into (9), b1, b2, and b3 in (3) are specified as
b1 = 1√
n
G2(β)
−1 m∑
i=1
{(yi − nipi(β)) ⊗ xi},
b2 = −1
2
G2(β)
−1G3(β)(b1 ⊗ b1),
b3 = −1
2
G2(β)
−1
{
G3(β)(b1 ⊗ b2 + b2 ⊗ b1) +1
3
(Ikr ⊗ b′1)G4(β)(b1 ⊗ b1)
}
.
(10)
We use the stochastic expansion of βˆ with b1, b2, and b3 to evaluate the bias of the AIC to the risk
function. The stochastic expansion is regarded as a special case of the general stochastic expansion of
MLE, e.g., in [15].
3. Main result
Let L(β) be a loss function defined by
L(β) = E[−2(β)]
= −2
m∑
i=1
ni
⎧⎨
⎩(p∗i ⊗ xi)′β − log
⎛
⎝1 + r∑
j=1
exp(x′iβ j)
⎞
⎠
⎫⎬
⎭ , (11)
where p∗i is the cell probability vector of the true model. Then, the risk function consisting of the
predictive K–L information is given by
R = E[L(βˆ)]. (12)
In this section, we propose a CAIC that improves the bias of the AIC to O(n−2) under the assumption
that the candidate model includes the true model. Notice that the crude AIC is defined by
AIC = −2(βˆ) + 2kr. (13)
Thus, it is sufficient to derive the bias of −2(βˆ) to R for evaluating the bias of the AIC. Also notice
that p∗i = pi(β) holds when the candidate model includes the true model. Then, the bias of −2(βˆ)
to R under the assumption that the candidate model includes the true model is expanded as
B = R − E[−2(βˆ)]
= 2
m∑
i=1
E
[
{(yi − nipi(β)) ⊗ xi}′ βˆ
]
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= 2√nE
[
b′1G2(β)βˆ
]
= 2
{√
nE[b′1G2(β)β] + E[b′1G2(β)b1]
+ 1√
n
E[b′1G2(β)b2] +
1
n
E[b′1G2(β)b3]
}
+ O(n−2),
(14)
wherematricesG2(β),G3(β), andG4(β) are givenby (5), (6), and (7), respectively, and kr-dimensional
randomvectorsb1,b2, andb3 are given by (10). Inmany cases of practical interest, amoment of statistic
can be expanded as a power series in n−1 (see e.g. [16, p. 46]). Hence, the order of the remainder
term of (14) is shown by O(n−2), not O(n−3/2). Indeed, an n−3/2 term of the stochastic expansion of∑m
i=1 {(yi − nipi(β)) ⊗ xi}′ βˆ in the bias can be expressed as a fifth-order polynomial of elements
of b1. Since b1 has an asymptotic normality, the expectation of an odd-order polynomial of elements
of b1 becomes O(n
−1/2). Given this fact, the order of the remainder term of the expansion in (14) is
O(n−2).
From elementary linear algebra and the definition of b2 in (10), b
′
1G2(β)b2 in (14) is expressed by
the function of b1 as
b′1G2(β)b2 = −
1
2
b′1G3(β)(b1 ⊗ b1) = −
1
2
tr{G3(β)(b1 ⊗ b1b′1)}. (15)
Since the derivative is invariant to changes in the order of differentiation, we have
b′1G3(β)(b1 ⊗ b2) = b′1G3(β)(b2 ⊗ b1) = b′2G3(β)(b1 ⊗ b1) = (b1 ⊗ b1)′G3(β)′b2.
It follows from the above equations and the definition of b2 in (10) that
b′1G3(β)(b1 ⊗ b2 + b2 ⊗ b1) = 2(b1 ⊗ b1)′G3(β)′b2
= −(b1 ⊗ b1)′G3(β)′G2(β)−1G3(β)(b1 ⊗ b1)
= −tr
{
G3(β)
′G2(β)−1G3(β)(b1b′1 ⊗ b1b′1)
}
.
Thus, from the above result and the definition of b3 in (10), b
′
1G2(β)b3 in (14) is expressed by the
function of b1 as
b′1G2b3 = −
1
2
b′1G3(β)(b1 ⊗ b2 + b2 ⊗ b1) −
1
6
b′1(Ikr ⊗ b′1)G4(β)(b1 ⊗ b1)
= 1
2
tr
{
G3(β)
′G2(β)−1G3(β)(b1b′1 ⊗ b1b′1)
}
− 1
6
tr{G4(β)(b1b′1 ⊗ b1b′1)}. (16)
Hence, Eqs. (15) and (16) indicate that the expansion of B in (14) can be calculated until the fourth
moment of b1.
Since b1 consists of a centralized yi, we can directly calculate the expectations in (14) by centralized
moments of y1, . . . , ym. Then, all combinations of multivariate moments of yi − nipi(β) are needed
until the fourth-order. However, it is troublesome to calculate the third- and fourth-ordermultivariate
moments of yi − nipi(β), because we have to consider all combinations of the multivariate moments.
For simplicity, the relations between the moments of b1 and the expectations of the derivatives of−(β) with respect to β are used instead of calculating the multivariate moments of yi − nipi(β). It
is easy to obtain E[b1] = 0kr because E[yi] = nipi(β). From the result of the first derivative of (β)
in (4) and the definition of b1 in (10), we can see that
∂
∂β
(β) = √nG2(β)b1.
Notice that E[∂(β)/∂β] = 0kr holds andG2(β),G3(β), andG4(β) are constantmatrices. By applying
general formulas of expectations (B.6) in Appendix B to the case of themultinomial logistic regression
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model, the following equations are obtained:
nG2(β) = nG2(β)E[b1b′1]G2(β),
nG3(β) = n
√
nG2(β)E[b′1 ⊗ b1b′1](G2(β) ⊗ G2(β)),
nG4(β) = n2(G2(β) ⊗ G2(β))E[b1b′1 ⊗ b1b′1](G2(β) ⊗ G2(β))
− n2
{
(Ik2r2 + Kkr)(G2(β) ⊗ G2(β)) + vec(G2(β))vec(G2(β))′
}
,
where vec(A) is an operator to transform a matrix to a vector by stacking the first to the last column
of A, i.e., vec(A) = (a′1, . . . , a′m)′ when A = (a1, . . . , am) (see e.g. [17, Chapter 16.2]), and Km is the
m2 ×m2 vec-permutation matrix such that vec(B) = Kmvec(B′)when B is anm×mmatrix (see e.g.
[17, Chapter 16.3]). These results lead us to the simple expression of moments of b1 as
E[b1b′1] = G2(β)−1, (17)
E[b′1 ⊗ b1b′1] =
1√
n
G2(β)
−1G3(β)(G2(β)−1 ⊗ G2(β)−1), (18)
E[b1b′1 ⊗ b1b′1] = (Ik2r2 + Kkr)(G2(β)−1 ⊗ G2(β)−1)
+ vec(G2(β)−1)vec(G2(β)−1)′ + O(n−1).
(19)
The result in (17) implies that
E[b′1G2(β)b1] = E[{G2(β)b1b′1}] = tr{G2(β)G2(β)−1} = kr. (20)
Similarly, from (15) and (18), we have
E[b′1G2(β)b2] = −
1
2
E[tr{G3(β)′(b′1 ⊗ b1b′1)}]
= − 1
2
√
n
tr
{
G3(β)
′G2(β)−1G3(β)(G2(β)−1 ⊗ G2(β)−1)
}
. (21)
Notice that G3(β)Kkr = G3(β) holds because the derivative is invariant to changes in the order of
differentiation. By using this fact and Eq. (19), the expectation of the first part in (16) is given by
E
[
tr
{
G3(β)
′G2(β)−1G3(β)(b1b′1 ⊗ b1b′1)
}]
= tr
{
G3(β)
′G2(β)−1G3(β)(Ik2r2 + Kkr)(G2(β)−1 ⊗ G2(β)−1)
}
+ vec(G2(β)−1)′G3(β)′G2(β)−1G3(β)vec(G2(β)−1) + O(n−1)
= 2tr
{
G3(β)
′G2(β)−1G3(β)(G2(β)−1 ⊗ G2(β)−1)
}
+ vec(G2(β)−1)′G3(β)′G2(β)−1G3(β)vec(G2(β)−1) + O(n−1).
(22)
Moreover, since the derivative is invariant to changes in the order of differentiation, we can see that
G4(β)Kkr = G4(β) and
tr
{
G4(β)(G2(β)
−1 ⊗ G2(β)−1)
}
= vec(G2(β)−1)′G4(β)vec(G2(β)−1).
By using the above relations and Eq. (19), the expectation of the second part in (16) is given by
E
[
tr{G4(β)(b1b′1 ⊗ b1b′1)}
]
= tr{G4(β)(Ik2r2 + Kkr)(G2(β)−1 ⊗ G2(β)−1)}
+ vec(G2(β)−1)G4(β)vec(G2(β)−1) + O(n−1)
= 3tr{G4(β)(G2(β)−1 ⊗ G2(β)−1)} + O(n−1). (23)
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Hence, from Eqs. (16), (22), and (23), we can see that
E
[
b′1G2b3
]
= tr
{
G3(β)
′G2(β)−1G3(β)(G2(β)−1 ⊗ G2(β)−1)
}
+ 1
2
vec(G2(β)
−1)′G3(β)′G2(β)−1G3(β)vec(G2(β)−1)
− 1
2
tr
{
G4(β)(G2(β)
−1 ⊗ G2(β)−1)
}
+ O(n−1).
(24)
Consequently, by substituting E[b′1G2(β)β] = 0, and Eqs. (20), (21), and (24) into (14), the bias of
−2(βˆ) to R is expanded as
B = 2kr + 1
n
{α1(β) + α2(β) − α3(β)} + O(n−2),
where coefficients α1(β), α2(β), and α3(β) are given by
α1(β) = tr
{
G3(β)
′G2(β)−1G3(β)(G2(β)−1 ⊗ G2(β)−1)
}
,
α2(β) = vec(G2(β)−1)′G3(β)′G2(β)−1G3(β)vec(G2(β)−1),
α3(β) = tr
{
G4(β)(G2(β)
−1 ⊗ G2(β)−1)
}
.
(25)
The CAIC can then be defined by adding an estimated B to −2(βˆ), i.e.,
CAIC = −2(βˆ) + 2kr + 1
n
{
α1(βˆ) + α2(βˆ) − α3(βˆ)
}
. (26)
The CAIC improves the bias of the AIC to O(n−2), although the order of the bias of the AIC is O(n−1),
i.e., the following equations are satisfied:
R − E[AIC] = O(n−1), R − E[CAIC] = O(n−2),
where R is the risk function given by (12).
4. Numerical studies
In this section, we conduct numerical studies to show that the CAIC in (26) works better than the
crude AIC in (13). To compare the performances of the AIC and the CAIC, the following two properties
are considered:
(I) the selection probability: the frequency of the model chosen by minimizing the information
criterion.
(II) the prediction error of the best model (PEB): the risk function of the best model chosen by the
information criterion, which is defined by
PEB = E[L(βˆB)],
where L(β) is the loss function given by (11) and βˆB is the MLE of β under the best model.
These two propertieswere evaluated by aMonte Carlo simulationwith 10,000 iterations. The informa-
tion criterion with the higher selection probability of the true model and the smaller prediction error
of the best model is regarded as a high-performance model selector. In the basic concept of the AIC, a
good model selection method is one that chooses the best model so that the prediction is improved.
Hence, PEB is a more important property than the selection probability.
We prepared eight candidatemodelsM1, . . . ,M8, withm = 20 and 50, ni = 5 (i = 1, . . . ,m) and
r = 2.Anm×8matrixof explanatoryvariablesX = (x1, . . . , xm)′wasconstructedas follows. Thefirst
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Table 1
Selection probability of the model and the prediction error of the best model.
Case m Criterion Selection probability PEB
M1 M2 M3 M4 M5 M6 M7 M8
1 20 AIC 1.81 0.29 74.84 11.41 4.95 2.88 2.20 1.62 210.06
CAIC 3.19 0.66 79.92 10.01 3.58 1.38 0.88 0.38 207.84
50 AIC 0.01 0.00 79.15 11.16 4.77 2.21 1.56 1.14 511.32
CAIC 0.01 0.00 81.25 10.71 4.27 1.88 1.17 0.71 511.04
2 20 AIC 77.22 10.92 4.86 2.69 1.56 1.11 0.77 0.87 202.42
CAIC 82.63 10.06 3.81 2.07 0.76 0.38 0.19 0.10 200.41
50 AIC 79.21 10.89 4.48 2.20 1.24 1.04 0.55 0.39 494.89
CAIC 80.99 10.58 4.10 1.91 1.01 0.70 0.44 0.27 494.63
Note: The selection probability of the true model is marked in bold.
column of X is 1m, where 1m is anm-dimensional vector of ones, and the remaining seven columns of
X were generated randomly from the binomial distribution B(1, 0.5). Simulation data were generated
from the multinomial distribution with the true cell probability consisting of β∗ = (β∗′1 ,β2∗
′
)′. In
this simulation study, we prepared two β∗, as follows:
Case1 : β∗1 = (0, 0.2,−1.0, 0, 0, 0, 0, 0)′, β∗2 = (−0.1,−0.4, 1.2, 0, 0, 0, 0, 0)′,
Case2 : β∗1 = (−0.5, 0, 0, 0, 0, 0, 0, 0)′, β∗2 = (0.7, 0, 0, 0, 0, 0, 0, 0)′.
The matrix of explanatory variables inMj consists of the first j columns of X (j = 1, . . . , 8). Thus, the
true model in Case 1 isM3, and the true model in Case 2 isM1.
Table 1 shows the two properties (I) and (II). In the table, the selection probability of the truemodel
is marked in bold. From this table, we can see that the selection probabilities and the prediction errors
of the CAIC were improved in comparison with those of the AIC in all situations. We simulated several
other models and obtained similar results.
5. Conclusion and discussion
In this paper, we proposed the CAIC for selecting variables in the multinomial logistic regression
models. The proposed CAIC improves the bias of the AIC to O(n−2), although the order of the bias of
the AIC is O(n−1). By using relations between the moments of b1 and expectations of the derivatives
of −(β) instead of directly calculating the moments of yi to evaluate the moments of b1, a simple
expression of the CAIC is developed. Indeed, the bias correction term of the proposed CAIC is repre-
sented by only three matrices G2(βˆ), G3(βˆ), and G4(βˆ), which consist of the second, third, and fourth
derivatives of −(β). Even though expressions of G2(βˆ), G3(βˆ), and G4(βˆ) are not simple, we can
derive the bias correction term of the CAIC from linear functions of G2(βˆ)
−1, G3(βˆ), and G4(βˆ). This
is a desirable character of the CAIC.
In all situations of the simulation study, the CAIC improved the crude AIC in the sense of making
a high selection probability of the true model and a small prediction error of the best model chosen
by the information criterion. However, the improvements were smaller when the sample size was
large. This is natural because the CAIC is proposed so that the bias of the AIC is corrected when the
sample size is small. Needless to say, the AIC and the CAIC are asymptotical equivalents. Hence, the
difference between two criteria becomes small when the sample size is increased. The sample sizes
of our simulation were 100 and 250. Nevertheless, a clear difference exists in the performances of the
CAIC and the AIC. This difference indicates that the CAIC is valuable even when the sample size is not
so small. Consequently, we recommend using the CAIC instead of the AIC for selecting multinomial
logistic regression models.
The simple expression of the proposed CAIC is based on the property that the second derivatives
of −(β) do not depend on response variables. A generalized linear model (GLM) with a natural link
and a known dispersion parameter, e.g., a logistic regressionmodel or a Poisson regressionmodel, will
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have this property. Then, we can simply express the bias-corrected AIC just like the proposed CAIC
in (26) in the same way presented in Section 3. Namely, the bias-corrected AIC with constant second
derivatives of the negative log-likelihood function may be stated by
CAIC = AIC + γ1(θˆ) + γ2(θˆ) − γ3(θˆ),
where θˆ is the MLE of unknown parameter θ , and coefficients γ1(θ), γ2(θ), and γ3(θ) are given by
γ1(θ) = tr
{
C(θ)′H(θ)−1C(θ)(H(θ)−1 ⊗ H(θ)−1)
}
,
γ2(θ) = vec(H(θ)−1)′C(θ)′H(θ)−1C(θ)vec(H(θ)−1),
γ3(θ) = tr
{
Q (θ)(H(θ)−1 ⊗ H(θ)−1)
}
.
Here,H(θ), C(θ), andQ (θ) arematrices consisting of the second, third, and fourth derivatives, respec-
tively, of the negative log-likelihood function and are defined by (B.4) in Appendix B.
Before concluding this section, we consider a log-likelihood ratio statistic for testing for the null
hypothesis H0 : β = β0. It is known that a log-likelihood ratio statistic for testing the null hypothesis
H0 is T = 2{(βˆ) − (β0)}. By comparing Eq. (25) with the general formula of the Bartlett factor of a
log-likelihood ratio statistic (see e.g. [15]), we find that the first term in the asymptotic expansion of
the bias of AIC consists of the similar coefficients in a Bartlett factor of T . This is because the bias of
AIC and the Bartlett factor of T are partially formed from 2E[(βˆ)]. However, B = 2E[(βˆ)] + R and
E[T] = 2E[(βˆ)]−2E[(β0)] are clear different because R is not equal to−2E[(β0)]. Although both
are different, we will obtain an asymptotic expansion of E[T] in the same way in Section 3. Then, the
Bartlett factor of T may be expressed by the linear functions of G2(βˆ)
−1, G3(βˆ) and G4(βˆ) as in the
bias correction term of CAIC.
Appendix A. Explicit forms of G2(β), G3(β), AND G4(β)
In this subsection, for simplicity, we write i(β), pi(β), and pij(β) as i, pi, and pij , respectively.
Notice that
∂pi
∂β ′j
= pij (ej − pi) x′i, (j = 1, . . . , r),
where ej is the jth coordinate unit vector, which is used in Eq. (8). This result and Eq. (2) imply that
∂pi
∂β ′
=
(
pi1 (e1 − pi) x′i, . . . , pir (er − pi) x′i
)
= i ⊗ x′i.
Substituting the above result into the definition of G2(β) yields Eq. (5). Furthermore, from the defini-
tions of G3(β) and G4(β), we can see that 3,i(β) and 4,i(β) in (6) and (7), respectively, satisfy
3,i(β) = ∂
∂β ′
⊗ i, 4,i(β) = ∂
2
∂β∂β ′
⊗ i.
Notice that the (a, b)th element of i is piaδab − piapib, where δab is the Kronecker delta, i.e., δaa = 1
and δab = 0 for a = b. This equation leads us to other expressions of3,i(β) and4,i(β), as follows:
3,i(β) =
r∑
a,b
∂
∂β ′
(piaδab − piapib) ⊗ eae′b,
4,i(β) =
r∑
a,b
∂2
∂β∂β ′
(piaδab − piapib) ⊗ eae′b.
(A.1)
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Derivatives of pia are calculated as
∂pia
∂β
= pia(ea − pi) ⊗ xi,
∂2pia
∂β∂β ′
= pia(ea − pi)(ea − pi)′ ⊗ xixi − piai ⊗ xix′i
= pia
{
(ea − pi)(ea − pi)′ − i
}
⊗ xixi,
∂2piapib
∂β∂β ′
= pib ∂
2pia
∂β∂β ′
+ ∂pib
∂β
∂pia
∂β ′
+ ∂pia
∂β
∂pib
∂β ′
+ pia ∂
2pib
∂β∂β ′
= piapib
{
(ea + eb − 2pi)(ea + eb − 2pi)′ − 2i
}
⊗ xix′i.
By substituting the above derivatives into (A.1), we have
3,i(β) =
r∑
a,b
(
δabpiaq
′
i,a − piapibq′i,a − piapibq′i,b
)
⊗ x′i ⊗ eae′b
=
r∑
a,b
pia
{
(δab − pib)q′i,a − pibq′i,b
}
⊗ x′i ⊗ eae′b
=
r∑
a=1
pia(ea ⊗ xi)′ ⊗ qi,aq′i,a − (pi ⊗ xi)′ ⊗ i
and
4,i(β) =
r∑
a,b
pia
(
δab
(
qi,aq
′
i,a − i
)
− pib
{
(qi,a + qi,b)(qi,a + qi,b)′ − 2i
} )
⊗ xix′i ⊗ eae′b
=
r∑
a=1
piaqi,aq
′
i,a ⊗ xix′i ⊗ (qi,aq′i,a − pip′i) − i ⊗ xix′i ⊗ (i − pip′i)
−
r∑
a,b
piapibqi,aq
′
i,b ⊗ xix′i ⊗ (eae′b + ebe′a),
where qi,a = ea − pi. The above two equations indicate that explicit forms of G3(β) and G4(β) are
given in (6) and (7), respectively.
Appendix B. Expectations of derivatives of the negative log-likelihood function
In this subsection, we derive general formulas of the expectations of derivatives of the negative log-
likelihood function. Let f (u|θ) be a joint probability density function of u specified by q-dimensional
parameter vector θ , and L(θ) be a negative log-likelihood function defined by L(θ) = − log f (u|θ).
Suppose that
f˙a1···aj =
∂ j
∂θa1 · · · ∂θaj
f (u|θ), L˙a1···aj =
∂ j
∂θa1 · · · ∂θaj
L(θ).
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By carrying out tedious calculations, we have
L˙a = − f˙a
f
, L˙ab = L˙aL˙b − f˙ab
f
,
L˙abc = −L˙aL˙bL˙c +
∑
[3]
L˙aL˙bc − f˙abc
f
,
L˙abcd = L˙aL˙bL˙c L˙d −
∑
[6]
L˙aL˙bL˙cd +
∑
[3]
L˙abL˙cd +
∑
[4]
L˙aL˙bcd − f˙abcd
f
,
(B.1)
wherewe simplify f (u|θ) as f , and∑[j] is the summation of a total of j terms of different combinations,
e.g.,
∑
[3] L˙abL˙cd = L˙abL˙cd + L˙ac L˙bd + L˙adL˙bc . It follows from ∫ fdu = 1 that
E
[
f˙a1···aj
f
]
=
∫
f˙a1···aj
f
fdu
=
∫
∂ j
∂θa1 · · · ∂θaj
fdu = ∂
j
∂θa1 · · · ∂θaj
∫
fdu = 0.
(B.2)
The above equation can be satisfied when u is continuous. Even when u is discrete, we can obtain the
same result by replacing the integration with a summation. Eqs. (B.1) and (B.2) imply that
E[L˙a] = 0, E[L˙ab] = E[L˙aL˙b],
E[L˙abc] = −E[L˙aL˙bL˙c] +
∑
[3]
E[L˙aL˙bc],
E[L˙abcd] = E[L˙aL˙bL˙c L˙d] −
∑
[6]
E[L˙aL˙bL˙cd] +
∑
[3]
E[L˙abL˙cd] +
∑
[4]
E[L˙aL˙bcd].
(B.3)
Let us consider a vector of the first derivatives, and matrices of the second, third, and fourth deriv-
atives, which are defined as
g(θ) = − ∂
∂θ
(θ), H(θ) = − ∂
2
∂θ∂θ ′
(θ),
C(θ) = −
(
∂
∂θ ′
⊗ ∂
2
∂θ∂θ ′
)
(θ), Q (θ) = −
(
∂2
∂θ∂θ ′
⊗ ∂
2
∂θ∂θ ′
)
(θ).
(B.4)
From the expectations in (B.3), we obtain E[H(θ)], E[C(θ)], and E[Q (θ)] as
E[H(θ)] = E[g(θ)g(θ)′],
E[C(θ)] = −E[g(θ)′ ⊗ g(θ)g(θ)′] + E[g(θ)′ ⊗ H(θ)]
+ E[H(θ) ⊗ g(θ)′] + E[g(θ)vec(H(θ))′],
E[Q (θ)] = E[g(θ)g(θ)′ ⊗ g(θ)g(θ)′]
− (Iq2 + Kq)E[g(θ)g(θ)′ ⊗ H(θ)](Iq2 + Kq)
− E[vec(g(θ)g(θ)′)vec(H(θ))′]
− E[vec(H(θ))vec(g(θ)g(θ)′)′]
+ (Iq2 + Kq)E[{H(θ) ⊗ H(θ)}]
+ E[vec(H(θ))vec(H(θ))′]
+ E[{g(θ) ⊗ C(θ)}](Iq2 + Kq)
+ (Iq2 + Kq)E[{g(θ)′ ⊗ C(θ)′}].
(B.5)
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Recall that E[g(θ)] = 0q holds. Furthermore, we note that C(θ) and Q (θ) are constant when H(θ) is
constant. Hence, when H(θ) is constant, H(θ), C(θ), and Q (θ) become simpler, as follows:
H(θ) = E[g(θ)g(θ)′],
C(θ) = −E[g(θ)′ ⊗ g(θ)g(θ)′], (B.6)
Q (θ) = E[g(θ)g(θ)′ ⊗ g(θ)g(θ)′] − (Iq2 + Kq){H(θ) ⊗ H(θ)} − vec(H(θ))vec(H(θ))′.
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