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P A probability measure
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xiii
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ni
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All integrals are taken with respect of Lebesgue measure unless stated.
Thermodynamic Functions
xi Spatial point for particle i
qi Generalised coordinate for particle i
pi Conjugate momentum for particle i
D The dimension of the space
N The number of particles in finite particle system
Φ The function Φ : RD → R, the symmetric translation invariant
pair potential in xi
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pair potential in qi
U The potential energy (usually the sum of pair potentials but
can be more general)
H({qi, pi}) The Hamiltonian of the system
Λ V The finite volume of space, used as a subscript to denote
finite versions of thermodynamic variables
fi,j The Mayer f -function, defined by fi,j := exp(−βΦ(xi − xj))− 1
P The pressure
β = 1kT Inverse temperature
k Boltzmann’s constant
T Temperature
ρ Density
z = eβµ Fugacity or activity
µ The chemical potential
ZN Canonical Ensemble Partition Function
Ξ(z) Grand Canonical Ensemble Partition Function
xiv
h Parameter carrying dimensions of action, used to make partition
functions non-dimensional
λ Thermal wavelength
(
βh2
2pim
)D
2
v The reduced volume VN
fβ(ρ) Thermodynamic free energy
fβ,Λ(N) Finite volume free energy
Combinatorial Notation
G[N ] The collection of simple graphs (no loops or repeated edges) on
vertex set [N ] for N ∈ N
G[V ] The collection of simple graphs (no loops or repeated edges) on
vertex set V
g A particular graph
E(g) The edge set of the graph g
e(g) The cardinality of the edge set of the graph g
V (g) The vertex set of the graph g
C[N ] The collection of connected graphs on vertex set [N ] for N ∈ N
C[V ] The collection of connected graphs on vertex set V
B For two-connected graph versions
a For trees
A For rooted trees
E or SET The set species
P The power set species
S and PER The permutation species
FW (z) The exponential generating series for species F with weight W
Bk The number of blocks of size k in a graph
B≥k The number of blocks of size at least k in a graph
L The species of linear orderings
F The species of forests
d(i) The degree of vertex i
d1(i) The graph distance from the vertex labelled i to the vertex labelled 1
g \ S For a graph g = (V (g), E(g)) and set S, denotes the graph with vertex
set V (g) \ S and edge set E(g) \ S(2)
Par[S] The collection of partitions of the set S
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Polymer Notation
γ Polymer
P A countably infinite collection of polymers
K The polymer collection for the subset gas
F A finite collection of polymers
Φ(γ) or zγ Complex polymer activity
Ψ(γ) Positive real polymer activity
Z(L,Φ) Polymer partition function on L ⊂ P and Φ the polymer activity
V (γi, γj) Polymer pair potential
ι Incompatibility relation
Cluster and Virial Expansion Notation
WN (1, · · · , N) The Mayer function, with arguments being variables
with indices corresponding to the given labels
UN (1, · · · , N) The (connected) Ursell function, with arguments being the
variables corresponding to the given labels
VN (1, · · · , N) The (two-connected) Husimi function, with arguments being the
variables corresponding to the given labels
ln The number of connected graphs on n vertices
wn The number of two-connected graphs on n vertices
RVir The radius of convergence of the virial expansion
RMay The radius of convergence of the Mayer or cluster expansion
bl The cluster coefficient for the expansion βP =
∞∑
l=1
blz
l
βi The (i+ 1)th irreducible integral, the integral of Vi+1
cn The virial coefficient for the expansion βP =
∞∑
n=1
cnρ
n
J An index set for particle type in the multispecies expansions
b(n) The multispecies cluster coefficients βP =
∑
n∈NJ0
b(n)zn
c(n) The multispecies virial coefficients βP =
∑
n∈NJ0
c(n)ρn
In the finite volume case, we usually indicate the volume variable Λ as a subscript.
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Matroid Notation
M A matroid
m A multiplicative function
N = (M,m) An arithmetic matroid
E or E(M) The ground set of a matroid
rk The rank function
I(M) The collection of independent sets
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Abstract
The interpretation of cluster and virial expansions as weighted exponential
generating functions of connected and two-connected graphs respectively was given
by Mayer in the 1940s. Combinatorial approaches, either through the tree graph
identities, introduced by Brydges, Battle and Federbush, or the fixed point equations
of Kotecky´-Preiss, generalised by Ferna´ndez-Procacci, have led to results pertaining
to the convergence of these series, notably in the case of the cluster expansion.
Recent interest in these expansions has been stimulated by the connection to Joyal’s
combinatorial species of structure, presented both in the work of Leroux and his
collaborators and Faris. Virial expansions have also gained renewed interest through
the Canonical Ensemble methods of Pulvirenti and Tsagkarogiannis, through which
the convergence conditions of Lebowitz and Penrose are obtained.
This thesis obtains combinatorial interpretations of the cancellations in the
virial expansions for the one-particle hardcore gas and the Tonks gas. Improved
bounds are obtained for the virial expansion, through an original approach, de-
pending on cluster coefficient bounds. Separate bounds are also found by using the
cluster coefficient bounds of Poghosyan and Ueltschi. Furthermore, a generalisation
to multispecies expansions, through Lagrange-Good inversion, is given, providing
Kotecky´-Preiss type conditions of convergence for the multispecies virial expansion.
The tree-graph expansions are analysed in the context of these results and
are used to understand the key structure necessary to replicate such bounds for
virial expansions.
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Introduction
A central question of statistical mechanics is the calculation of the thermodynamic
properties of a given fluid starting from the forces between the molecules, that is
obtaining a macroscopic description of a system from the microscopic description
of particles. One wishes to obtain the macroscopic description from a quantum
mechanical or classical description of the system, which is dependent on the inter-
molecular forces. Two tools useful in doing so at high temperature and low density
regimes are the cluster and virial expansions.
Virial and cluster expansions arise from considering the definition of pressure
in the Grand Canonical ensemble. Pressure may be written in terms of an activity
coefficient z = eβµ, where β is the inverse temperature and µ the chemical poten-
tial. This is expanded as a power series, which is known as the cluster expansion.
Alternatively, we may take density ρ as the parameter for the system and obtain an
expansion for pressure in terms of density, which is known as the virial expansion.
The two expansions indicate the relationship between pressure and two macroscopic
variables of the system: the chemical potential µ; and the density ρ, for which the
coefficients are understood in terms of the microscopic nature via the pair poten-
tial. This thesis focuses upon obtaining a clearer understanding of cluster and virial
expansions, both combinatorially and in terms of improved bounds.
The original contribution provided by this thesis comprises of three main
parts. The first is an improved bound on virial coefficients and the radius of con-
vergence of the virial expansion following from the development of a general ap-
proach to using cluster expansion bounds in the virial expansion. New bounds are
also obtained from the alternative cluster expansion bounds achieved by Poghosyan
and Ueltschi [PoUe09], through the modification made by Procacci [Pro07] to the
tree graph expansions of Brydges and Federbush [BrFe78]. The two models of the
one-particle hardcore gas and the Tonks gas are described and a combinatorial in-
terpretation provided for the cancellation of the coefficients in the corresponding
virial expansions, answering the challenge posed in the paper of Ducharme Labelle
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and Leroux [DLL07]. It is anticipated that this understanding should lead to im-
proved bounds. The final key original contribution is the extension of the cluster
and virial expansions to the multispecies case. The originality of the extension
is in the approach using combinatorial species and Lagrange-Good inversion with
Kotecky´-Preiss style techniques to obtain bounds on virial coefficients.
Chapter I introduces the concept of cluster expansions, specifically the Mayer
expansion and how the coefficients of these expansions are understood as weighted
connected graphs. The second part of the chapter focuses upon different poly-
mer models as instructive examples. These are the subset gas of Gruber and Kunz
[GK71] and the abstract polymer model introduced by Kotecky´ and Preiss [KoPr86].
The chapter explains the collection of fixed point equations, which provides criteria
for the convergence of the cluster expansion for abstract polymer models. This is
developed from those given by Kotecky´ Preiss [KoPr86] to Dobrushin [Dob96] and
finally into the paper of Ferna´ndez and Procacci [FePr07]. The separate direction of
Gruber and Kunz following Kirkwood Salsburg equations [KiSa53] has been unified
with this fixed point approach and this is explained towards the end of the chap-
ter. Furthermore, explicit coefficient bounds developed in the work of Groeneveld
and found in [McCoy10] are also conveyed, indicating the tight result for positive
potentials. Further approaches to cluster expansion bounds are indicated in later
chapters.
Chapter II introduces the virial expansion and interprets the approximation
provided by the van der Waals Maxwell theory of the equation of state. The chapter
gives Mayer’s proof that the virial coefficients are weighted two-connected graphs,
as found in [McCoy10] highlighting the importance of the irreducible integrals. Us-
ing the Kirkwood Salsburg equation and the algebraic approach of Ruelle [Rue69],
a simple bound is presented. The connections to the cluster expansion are made
explicit here. The final topic is the Canonical Ensemble calculations made by Pul-
virenti and Tsagkarogiannis [PT12], which achieve bounds on the virial expansion
and re-derive the weighted two-connected graph identity for the virial coefficients.
Chapter III presents two simple statistical mechanical examples: the one-
particle hardcore gas; and the Tonks gas or one dimensional continuum hardcore
gas. The cluster and virial expansions of these two models can be easily derived
without the machinery of combinatorics. The key point is to compare what is
achieved through simple derivations with what is achieved through Mayer’s theorems
[MMay40] relating the coefficients to weighted graphs. This leads us to the four
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combinatorial identities: ∑
g∈C[n]
(−1)e(g) = (−1)n−1(n− 2)! (0.0.1)
∑
g∈B[n]
(−1)e(g) = −(n− 2)! (0.0.2)
∑
g∈C[n]
(−1)e(g) Vol(Πg) = (−1)n−1nn−1 (0.0.3)
∑
g∈B[n]
(−1)e(g) Vol(Πg) = −n(n− 2)! (0.0.4)
where Πg is the polytope defined by:
Πg := {(x)[2,n] ∈ Rn−1| |xi − xj | < 1∀{i, j} ∈ E(g)} (0.0.5)
where x1 = 0.
The identities have been explained in the connected graph case by Bernardi
[Ber08] and these identities appear in the paper of Ducharme Labelle and Leroux
[DLL07]. This chapter explains the connected graph case and then proceeds to
explain the case for two-connected graphs found in [Tate14]. It is anticipated that
this understanding will prove useful in developing general bounds for weighted two-
connected graph sums. Another key point is that, for the cluster expansion with
repulsive interactions, the Tonks gas and the one-particle hardcore gas represent
two extremes on the values of the cluster coefficients.
Chapter IV gives an overview of current abstract bounds for the coefficients
and radius of convergence of the virial expansion. It involves key bounds from
Groeneveld for positive potentials and an improvement and generalisation of the
bounds provided by Lebowitz and Penrose [LePen64], which appear in the paper
[Tate13]. The bounds of Morais and Procacci [MoPr13] are also indicated and
the links between the various bounds are made explicit. Comparisons are made
between the bounds and a general derivation of virial expansion bounds from cluster
coefficient bounds is given. As an application, the bounds appearing in the paper
of Poghosyan and Ueltschi [PoUe09], which are inspired by the work of Procacci
[Pro07], are used in this general derivation to obtain a new alternative formulation
of a virial coefficient bound. This chapter ends by looking forward to directions
that can be taken to improve our understanding of the virial expansion, which are
described in later chapters.
Chapter V follows the work of Faris [Far10,Far11], Joyal [Joy81] and Bergeron
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Labelle and Leroux [BLL98]. It provides an introduction to the theory of combina-
torial species of structure, setting the context of it as a functor from the category of
finite sets with bijections to itself. In this chapter, the development of the subject is
motivated through the application to cluster and virial expansions. This theory is
further developed in Chapter VI, which presents more advanced topics specifically
important for statistical mechanics. The key topics are the dissymmetry theorem
and Lagrange inversion, which are important for the tree-like relationships, present
between connected and two-connected graphs.
Chapter VII indicates the graph-tree identities first applied and understood
in the papers by Brydges Battle Federbush and Kennedy [BaFe84, Bat84, BrFe78,
Bry84,BrKe87]. This is in parallel to the Penrose construction [Pen67], which allows
for the weighted sum over connected graphs to be expressed in terms of trees with
a modified weight in order to effectively deal with the cancellations. The chapter
concludes by considering the final generalisation to matroids by Faris [Far12a]. This
is also shown in the context of the q-state Potts model by Sokal [Sok05]. The key
notions of internally and externally active edges, which generalise the Penrose con-
struction, are anticipated to provide more efficient methods of dealing with the virial
expansion coefficients. The key idea is that the combinatorics of certain expressions
can be simplified by reducing the objects considered to a smaller set, but where a
price is paid in terms of the weights in an analytic sense. It indicates a setting for
Chapter III in how it may generalise the involution relying on what may be called
active edges. The understanding of the internally active edges is not present yet.
Chapter VIII develops the overall idea of Groeneveld [Gro67] that we are
able to make such estimates for different types of graphs, such as through the notion
of minimal two-connected graphs. It is explained that this provides difficulties in
enumeration and actually finding a partition analogous to that of Penrose. The
Ree-Hoover expansion is explained in the context of Chapter III.
Chapter IX gives the generalisation found in the collaborative paper with
Jansen Tsagkarogiannis and Ueltschi [JTTU14] to multispecies cluster and virial
expansions. The history of this expansion, through the work of Fuchs [Fuc42] and
Mayer [May39, HaMa38] is explained, as are the difficulties of the generalisation
of the van der Waals Equation of State [LeRo64]. The useful combinatorial tool
for this is the Lagrange-Good inversion [Good60, Good65], which generalises the
Lagrange and the Lagrange Bu¨rmann inversion formulæ, which are presented in
Chapter VI. A discussion of the approaches to proving this and its wider applications
and connections is indicated. We obtain bounds on the fugacity parameters, which
allow for the inversion of the multi-species cluster expansion into the multi-species
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virial expansion. The bounds are then shown to hold in the case of a rigid polymer
system. Problems arise in the case when the polymers are not assumed to be rigid
and this is discussed. The application follows the paper of [PoUe09]. The context
of the multispecies dissymmetry theorem for coloured objects is also explained to
allow for an interpretation of the virial coefficients in particular cases. Furthermore,
an analytical context of this inversion is indicated as extending an inverse function
theorem for Fre´chet differentiable functions in many variables.
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Chapter I
Cluster Expansions
This chapter presents the background to the theory of cluster expansions and the
historical development of the subject. The term, cluster, emphasises the fact that the
coefficients depend upon weighted connected graphs. The imagery expected to be
aroused by the term cluster is the notion of groups of particles close in space that only
interact in small clusters. There are notable links to combinatorics and probability
theory. In particular aspects of the structure of this theory can be appreciated from
the point of view of combinatorial species of structure, as presented in Chapter V.
The cluster expansion was realised in the 1940’s by Mayer in [MMay40].
Mayer provided a method of perturbing the grand canonical partition function as
an expansion in the fugacity parameter through the use of Mayer graphs. Although
the grand canonical partition function is analytic for the cases studied in this thesis,
most thermodynamic functions rely on taking the logarithm of this, which causes
issues of analyticity at the zeroes of the partition function. This interpretation is
found in [Sok01, FePr08] among other papers. These expansions are possible for
high-temperature approximations or low density approximations. The interactions,
which appear within the coefficients of the expansion are also assumed to obey
certain properties, which often means making them small.
Mayer first used the clever idea to transform the product of the exponential
of pairwise interactions into the sum of graphs with edge weights
fi,j = exp (−βU(qi − qj))− 1 (I.0.1)
The work of Mayer establishes, in what is known as Mayer’s first theorem,
the connection of the coefficients of the fugacity expansion for pressure and weighted
connected graphs. Mayer’s method can be found in [MMay40] and a review of this
is found in the book by McCoy [McCoy10].
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The importance of cluster expansions within statistical mechanics, relies on
the fact that we obtain analytic expansions of pressure and density, providing the
fugacity, z, lies within the radius of convergence of the cluster expansion. Find-
ing the radius of convergence, gives bounds on regions where the thermodynamic
variables cannot undergo a phase transition, if we understand phase transitions as
corresponding to points of non-analyticity of the thermodynamic variables.
This approach, however, was not developed much further until the 1960s,
when Groeneveld in [Gro62] produced further results on the radius of convergence.
Penrose achieved independent bounds on the radius of convergence of cluster ex-
pansions, through the Kirkwood Salsburg equations in [Pen63a]. Ruelle developed
an algebraic approach to cluster expansions complementing the use and interpre-
tation of Kirkwood Salsburg equations and the Mayer and Montroll equations in
his book, [Rue69]. The main ideas on this topic are found in the earlier paper of
Ruelle [Rue64].
The subset gas model as a polymer system was used by Gruber and Kunz
in the paper [GK71] to obtain estimates on the radius of convergence of cluster and
virial expansions. Kotecky´ and Preiss then presented a method of understanding the
convergence of cluster expansions for (abstract) polymer models without needing to
resort to using Kirkwood Salsburg equations or tree-estimation methods in [KoPr86].
Kotecky´ Preiss-like conditions have been applied in further work concerning the con-
vergence of cluster expansions to understand it applied to various different models.
The most notable paper with a comprehensive interpretation of how Kotecky´ Preiss
like conditions may be applied to different models in statistical mechanics is the pa-
per by Poghosyan and Ueltschi [PoUe09]. Furthermore, the results of this paper were
instructive in the paper on multispecies expansions [JTTU14], which is discussed in
Chapter IX. Dobrushin in [Dob96] and Ferna´ndez and Procacci in [FePr07] detail
how to weaken this condition, in order to obtain better bounds, but with the same
style as Kotecky´ Preiss, by presenting the bounds as a fixed point equation.
The inductive approach by Dobrushin is further refined in the paper by
Miracle-Sole´ [Mir00] and has been unified with the approach taken by Gruber and
Kunz in using Kirkwood Salsburg equations in the paper by Bissacot Ferna´ndez and
Procacci [BFP10]. They indicate how the approach obtains the improved Ferna´ndez-
Procacci bound found in [FePr07].
The bounds given in the specific case of positive (repulsive) potentials by
Groeneveld [Gro62] are the best possible without further information. This is high-
lighted by two simple, yet instructively important examples: that of the single par-
ticle hard core gas and the Tonks gas, as are presented in Chapter III. If we want
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better bounds than those achieved by Groeneveld, then we would need to make
further assumptions about the potential. The actual expressions give also interest-
ing combinatorial identities, when we make the link to weighted connected graphs.
Bernardi, in [Ber08], gives combinatorial proofs of the two identities we obtain from
these models. It is anticipated that these will help understand the cancellations in
more general models better.
Furthermore, cluster expansions have been applied to other contexts out-
side of statistical mechanics. The methods of cluster expansions are applicable in
probability, through resolvent expansions [AbRi94]. They also make an important
appearance in conformal quantum field theory and the loop vertex expansion of
Rivasseau and Wang [RiWa10a, RiWa10b]. Many of the key ideas of such expan-
sions are found and used in various aspects of quantum field theory in attempting
to make sense of renormalisation. Furthermore, an extension of the method by
Ferna´ndez and Procacci is presented in the paper by Temmel [Tem12]. Cluster ex-
pansions are also relevant for chromatic polynomials [FePr08] and the Lovasz local
lemma [BFPS11]. In this chapter, however, the important techniques and concepts
of cluster expansions are presented with the key purpose of improving the under-
standing and bounds used for the virial expansion.
I.1 The Partition Function
This section presents background material to statistical mechanics. The material
is not novel and is found in references [Fey72, Hill56, LiPi80, LLP84, MMay40, Mc-
Coy10]. The presentation is made so that it leads naturally towards the notion of
cluster expansions in the subsequent sections.
In statistical mechanics, a fundamental object is the Hamiltonian H({pi, qi}),
which depends on the collection of generalised coordinates qi and conjugate momenta
pi of the particles. The partition function arises from summing/integrating over the
whole phase space of the system, with an appropriate weight. This gives the relative
probabilities of finding a system in a given state. The summation over all possible
states with a fixed number, N , of particles is called the canonical partition function,
written ZN . For a D-dimensional system, the partition function is:
ZN =
1
N !hDN
∫
V N
∫
RN
exp(−βHN ({pi, qi})dNpdNq (I.1.1)
The h factor is necessary to make the quantity dimensionless. It carries the dimen-
sion of the action.
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The Hamiltonian can usually be decomposed into the ideal part, involving
only the momenta, and the interacting part:
HN ({pi, qi}) =
N∑
i=1
p2i
2m
+ U({qi}) (I.1.2)
The partition function gives the total weight of the system. If we divide the weight
of a point in phase space by the partition function we obtain a probability density.
If we drop the assumption of a fixed number of particles and control particle
number through the chemical potential µ, we have the grand canonical partition
function. This is formed by taking the sum over all N -particle canonical parti-
tion functions, weighted by zN . This free movement between the two ensembles is
justified in certain cases by the notion of ‘equivalence of ensembles’.
Ξ(z) =
∞∑
N=0
ZNz
N
(I.1.3)
The chemical potential in the Grand Canonical Ensemble gives a control over
particle number and density, making states with a larger number of particles less or
more likely, depending on the value of µ. We can give each quantity in the total phase
space of an unrestrained number of particles the weight in (I.1.1) corresponding to
fixed pi, qi and N and divide by the grand canonical partition function, (I.1.3), in
order to get a probability distribution. This is known as the Gibbs Distribution. The
Gibbs distribution is a useful starting point for defining thermodynamic quantities
as expectations with respect to this measure. For example, we can compute the
expected number of particles:
〈N〉 =
∞∑
N=0
NZNz
N
Ξ(z)
=
z ∂∂zΞ(z)
Ξ(z)
= z
∂
∂z
ln Ξ(z) = kT
(
∂ ln Ξ(z)
∂µ
)
β
(I.1.4)
I.1.1 The Ideal Gas
In the ideal gas case, where the interaction potential U({qi}) in (I.1.2) is set to zero,
we have
HN ({pi, qi}) =
N∑
i=1
p2i
2m
(I.1.5)
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For the Canonical Ensemble, we integrate the momenta as Gaussian variables and
realise that the spatial integrals give the volume of the space, to obtain:
Z idealN =
1
N !
(
2mpi
βh2
)DN
2
V N (I.1.6)
Defining the thermal wavelength λ by:
λ =
(
βh2
2mpi
)D
2
(I.1.7)
We can also calculate the grand canonical partition function:
Ξ(z) =
∞∑
N=0
1
N !
zN
λN
V N = exp
( z
λ
V
)
(I.1.8)
The thermodynamic pressure is defined by: βP = lim
V→∞
ln(Ξ)
V
. In this case:
βP =
z
λ
(I.1.9)
In the Canonical Ensemble we have the definition for pressure:
P = −
(
∂A
∂V
)
T
(I.1.10)
where A is the Helmholtz free energy, defined by:
A = − 1
β
lnZN (I.1.11)
Hence we have:
lnZN = N ln
((
2mpi
βh2
)D
2
V
)
(I.1.12)
From (I.1.10) and (I.1.11), we have the expression for pressure:
βP =
∂
∂V
lnZN
=
∂
∂V
(
N ln
((
2mpi
βh2
)D
2
V
))
=
N
V
(I.1.13)
Letting ρ = NV , the density, we have: βP = ρ. Alternatively, we have the ideal gas
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law:
V P = NkT (I.1.14)
I.2 Fugacity Expansions of the Pressure - Mayer’s First
Theorem
Mayer’s first theorem is found in [MMay40]. This section gives an alternative deriva-
tion of the theorem.
The ideal gas case is not completely realistic for most gases seen in nature. In
order to create a more realistic model, we include the interaction potential U({qi})
Assumption 1 (Assumptions on the Interactions). We assume that interactions are
only pairwise, symmetric in the two variables and translation and rotation invariant.
The interaction can then be written in the form:
U({qi}) =
∑
i<j
U(qi − qj) (I.2.1)
This assumption may be justified by the fact that in the gas phase, it is
unlikely that many particles will all be close to each other to interact, since the den-
sity is sufficiently small. Pairwise interactions will therefore be rare and interactions
involving many more particles will be even more rare. These occur so infrequently
that we may assume them to be negligible for this first approximation of a model of
the gas. We thus justify focusing on only pairwise interactions, by assuming many
body interactions to be negligible. We can now write the grand canonical partition
function as:
Ξ(z) =
∞∑
N=0
zN
N !λN
∫
V
dq1 · · ·
∫
V
dqN exp
−β ∑
1≤i<j≤N
U(qi − qj)
 (I.2.2)
From the definition βP = lim
V→∞
ln(Ξ)
V
and (I.2.2), we realise we need to un-
derstand the logarithm of a rather complicated function. However, Mayer [MMay40]
introduced a useful transformation, which allows us to understand the function
exp
−β ∑
1≤i<j≤N
U(qi − qj)

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as a sum over graphs, by rewriting exp(−βU(qi− qj)) = 1 + fi,j . We recognise that:
exp
−β ∑
1≤i<j≤N
U(qi − qj)
 = ∏
1≤i<j≤N
exp(−βU(qi − qj)) =
∏
1≤i<j≤N
(1 + fi,j)
(I.2.3)
We expand the RHS of (I.2.3) to get:∏
1≤i<j≤N
(1 + fi,j) = 1 +
∑
1≤i<j≤N
fi,j +
∑∑
fi,jfk,l + · · · (I.2.4)
More precisely we can see that for each unordered pair {i, j} it either appears in one
of the terms on the RHS of (I.2.4) or it doesn’t (i.e. we choose 1 from the appropriate
factor). It must be that this is the sum over all possible choices of subsets of [n](2).
The unordered pairs are interpreted as (undirected) edges in a graph with vertex set
[n]. Hence our sum on the RHS can be viewed as the sum over all possible graphs
with any number of edges. We have the interpretation:∏
1≤i<j≤N
(1 + fi,j) =
∑
G∈G[N ]
∏
{i,j}∈E(G)
fi,j (I.2.5)
where the product over the empty set is 1.
The fugacity expansion for the grand canonical partition function is thus:
Ξ(z) =
∞∑
N=0
zN
N !λN
∫
V
dq1 · · ·
∫
V
dqN
∑
g∈G[N ]
∏
{i,j}∈E(g)
fi,j (I.2.6)
We wish to express (I.2.6) as an exponential, so that the logarithm of (I.2.6)
can be easily recognised.
Definition (Connected Graphs and Connected Components). A connected subgraph
c = (V ′, E′) of a graph g has vertex set V ′ ⊂ V (g) and an edge set E′ ⊂ E(g), which
consist of all edges in E(g) such that both endpoints are in V ′. It also has the
property that you can go from any vertex to another by following a path along the
edges included in the subgraph. A connected component is a maximal such subgraph.
The formulation of Mayer’s First Theorem is:
Theorem I.2.1 (Mayer’s First Theorem). For a model satisfying the above assump-
tions, one may write the (finite volume) pressure function as:
βPV =
1
V
∞∑
N=1
zN
N !λN
∑
g∈C[N ]
∏
i∈V (g)
∫
V
dqi
 ∏
{i,j}∈E(g)
fi,j (I.2.7)
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Discursive Derivation of Mayer’s First Theorem
We realise that for any graph G ∈ G[n], we can partition the set [n] into sub-
sets of vertices representing connected components. This provides a decomposition
of the graph into connected components. We recognise that for our graph func-
tions, the functions ‘multiply’ over the edges in the graph and thus over connected
components or ‘clusters’.
Considering a term involving connected components C1 and C2, there are no
fi,j terms in the corresponding product, where i ∈ C1 and j ∈ C2 and vice versa as
the two components are disconnected. Thus we realise that this graph function is
just the product of the two graph functions corresponding to components C1 and C2.
We can thus write the sum over G[N ] as first a sum over partitions Γ = {γ1, · · · , γk}
of [N ], which represent the connected components of the graph, and then over
products of the sums of connected graphs in each C[γi].
We define the graph weight w:
w(g) =
∏
{i,j}∈E(g)
fi,j (I.2.8)
So that: ∑
g∈G[n]
w(g) =
∑
Γ={γ1,··· ,γk}
Γ∈Par[n]
k∏
i=1
∑
c∈C[γi]
w(c) (I.2.9)
We define the integrated graph weight W as:
W (g) :=
∏
i∈V (g)
∫
V
dqi
w(g) (I.2.10)
We have the same relations (I.2.9) for W (g) as for w(g), since we just need to
interchange finite sums with intergrals and realise that the integrals factor for the
product.
The graph functions W (g) are independent of the particular labels given and
so we can use just the size of the sets in the partition.
The number of partitions of a set of size N into sets of size {Ni}ki=1 is the
multinomial coefficient:
(
N
N1···Nk
)
= N !
k∏
i=1
(Ni!)
. Hence, we can sum over {Ni}ki=1 satis-
fying
k∑
i−1
Ni = N , providing we include the multinomial coefficients.
We also note that it is possible to write the sets {Ni}ki=1 as a sequence,
(Ni)
k
i=1 and remember to divide by k! to get the appropriate correspondences, since
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sequences can be permuted.
We obtain:
1
N !
∑
g∈G[N ]
W (g) =
N∑
k=1
1
k!
∑
(Ni)
k
i=1
k∑
i=1
Ni=N
k∏
i=1
 1
Ni!
∑
c∈C[Ni]
W (c)
 (I.2.11)
Summing both sides of (I.2.11) over N , from 0 upwards, with a factor z
N
λN
for each
N , we obtain the expression:
Ξ(z) = 1 +
∞∑
N=1
N∑
k=1
1
k!
∑
(Ni)
k
i=1
k∑
i=1
Ni=N
k∏
i=1
 zNi
Ni!λNi
∑
c∈C[Ni]
W (c)
 (I.2.12)
We notice that we may interchange the sums over N and k as:
∞∑
N=1
N∑
k=1
=
∞∑
k=1
∞∑
N=k
(I.2.13)
and realise that the sum over sequences is just a product of sums with the restraint,
k∑
i=1
Ni = N , which can be removed upon taking the sum over N , giving infinite
upper limits to the sums on the Ni.
This gives us:
Ξ(z) = 1 +
∞∑
k=1
1
k!
k∏
i=1
 ∞∑
Ni=1
zNi
Ni!λNi
∑
c∈C[Ni]
W (c)
 (I.2.14)
Defining the generating series:
A(z) =
∞∑
N=1
zN
N !λN
∑
c∈C[N ]
W (c) (I.2.15)
allows us to rewrite (I.2.14) as:
Ξ(z) = 1 +
∞∑
k=1
1
k!
(A(z))k = exp(A(z)) (I.2.16)
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This gives us an expression for the (finite-volume) pressure:
βPV =
A(z)
V
(I.2.17)
and so we have that it is the sum over weighted connected graphs or clusters, giving
a cluster expansion.
Remark 1 (Volume Dependence). We note here that in the infinite volume limit the
function A(z) is proportional to the volume V . This is due to the weight function
W (g) being proportional to the volume, when we take the thermodynamic limit.
We see from (I.2.10) that we have integrals over each coordinate in volume. The
interactions contained in w(g) are all symmetric pair potentials depending only on
the relative distances between the two coordinates. This means one of the coordinates
is redundant and so the respective integral contributes a volume factor. In the finite
volume case, this is not true due to the effect at the boundary of the region. If
we consider the integrand w(g) and we integrate all of the variables excepting one,
in finite volume, this will depend on the location of the final coordinate that hasn’t
been integrated over. The pair potentials depend only on the distance from this
point and so the location is important when one needs to consider the fact that
the other particles cannot be outside of the box. This results in boundary effects
and can be rectified by considering periodic boundary conditions, where the box is
understood as a torus. These effects disappear in the infinite volume limit, giving
the proportionality to volume.
The theory of combinatorial species of structure (Chapter V )and the Mo¨bius
inversion formulæ provide further machinery to understand this relationship and
the generalisations of the concept of connected components. The interpretation of
connected components as combinatorial species can be found in Section VI.1. There
is also a neat derivation of Mayer’s First Theorem in [Kot06].
Remark 2. In Mayer’s original proof of the cluster expansion, a functional relation
between simple (loopless with no multiple edges) graphs and connected graphs is
obtained, which can be written as a differential equation. This identity is related
to a combinatorial identity, found in (V.4.5). It is that a (simple) graph (with the
‘special’ or ghost vertex N+1) may be viewed as the partition of the vertices into the
connected component containing this special point and any possible (simple) graph
on the rest of the vertices. The differential equation here may be interpreted as
functional equations in combinatorics. The equation is: G′ = C′ ? G.
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I.3 Polymer Models I - The Subset Gas a` la Gruber
Kunz
In [GK71], Gruber and Kunz give a physical polymer model, which has been termed
the subset gas in [BFP10]. This is to emphasise this as a distinct model from the
polymer model used in successive sections. The content of this section is adapted
from [GK71].
The motivation, first of all, to study these physical polymer models in partic-
ular, is linked to the fact that any general classical lattice system can be reduced to
a system of polymers on the same lattice. This is called the ‘Association Problem’,
which can be found in [Rue69]. The physical polymer model is also easy to intro-
duce and offers an insightful introduction to the abstract polymer models of the next
section. Furthermore, Bissacot, Ferna´ndez and Procacci [BFP10], indicate a precise
connection between the approach of Gruber and Kunz and that of Dobrushin.
We consider the polymer models in the context of the cluster expansion.
In particular, we study different conditions for cluster expansion convergence and
compare these, indicating possible ways forward to achieving tighter conditions and
a better understanding of their nature.
The approach of Gruber and Kunz, involving Kirkwood Salsburg equations,
was not widely used for some time. Most practitioners of cluster expansions focused
firstly on showing that cancellations in the cluster expansion yield a majorising
expansion in terms of tree diagrams. The bounds were then achieved by inductively
summing over leaves in the tree expansion. This approach is explored in Chapter
VII. The main component of the work of Gruber and Kunz is the algebraic approach,
which already appeared in some of the earlier work of Ruelle [Rue63, Rue64]. The
papers of Ferna´ndez and Procacci [FePr07] re-invoked interest in this work due to
the improved bounds they achieved, which improved those of Kotecky´ and Preiss
and Dobrushin and bore similarity to those of Gruber and Kunz. They have also
been adapted into applications in the work by Poghosyan and Ueltschi [PoUe09]
and to an interacting case by Procacci [Pro07].
I.3.1 The Set Up of the Model
We have a finite set Λ consisting of N(Λ) ‘sites’. Usually Λ is a subset of Zν or an
appropriate lattice, exhibiting the required symmetries of the model. Polymers γ
correspond to subsets of Λ. A polymer of size n is interpreted as a collection of n
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particles placed at sites xi ∈ γ for i ∈ [n]. A collection of polymers must satisfy:
Λ = ∪ki=1γi with γi 6= ∅ and γi ∩ γj = ∅ if i 6= j (I.3.1)
The state of the system is defined by a probability measure PΛ({γ1, · · · , γn}) on the
configuration space. This measure is characterised by the positive bounded function
Ψ(γ) defined on subsets γ ⊂ Λ and it is interpreted as the activity of polymer γ.
The (finite) collection of polymers is denoted K = {L ⊂ Λ|L finite }. Analogously
to the general definitions, we have:
PΛ({γ1, · · · , γk}) = Ξ−1Λ
k∏
i=1
Ψ(γi) (I.3.2)
where:
ΞΛ =
∑
(γi)∈Par[Λ]
∏
i
Ψ(γi) (I.3.3)
We can then define pressure by:
βPΛ =
1
N(Λ)
ln ΞΛ (I.3.4)
We also define correlation functions:
ρΛ(γ1, · · · , γp) =

0 if γi ∩ γj 6= ∅ for some i 6= j
Ξ−1Λ
p∏
i=1
Ψ(γi)
∑
(γα)∈Par[Λ\∪γi]
∏
Ψ(γα) otherwise
(I.3.5)
The basic properties of the correlation functions are:
•
0 ≤ ρΛ(γ1, · · · , γp) ≤ 1 (I.3.6)
•
ρΛ(X) = Ψ(X)
∂
∂Ψ(X)
lnPΛ =
1
β
∂
∂µ(X)
ln ΞΛ (I.3.7)
where βµ(X) = ln Ψ(X). The µ(x) can be interpreted as a chemical potential for
the set X as in Section I.1
I.3.2 The Algebraic Approach to the Kirkwood Salsburg Equations
The algebraic approach of Ruelle [Rue69] is used to understand the development of
Kirkwood Salsburg equations in the context of correlation functions. This allows us
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to obtain bounds on the radius of convergence of the corresponding expansion. This
can also be found in earlier papers of Ruelle, such as [Rue63] and [Rue64]. This is
also used by Poghosyan and Ueltschi in the paper [PoUe09], where it is developed in
conjunction with tree expansion bounds. The algebraic approach is also interpreted
and generalised in the context of combinatorial species of structure in Section VI.7.
There are other integral equations that may be found in the literature such as the
Mayer Montroll equations [MMon41, May47], which are not covered here. The set
up is as follows:
We have a complex vector space, VΛ, of bounded complex functions Φ(X)
defined on subsets X ⊂ Λ. We may view this as a commutative algebra with unit
element 1 for the ?-product, defined by:
∀Φ1,Φ2 ∈ VΛ (Φ1 ? Φ2)(X) =
∑
Y⊂X
Φ1(Y )Φ2(X \ Y ) (I.3.8)
with the unit element defined by:
1(X) :=
1 if X = ∅0 if X 6= ∅ (I.3.9)
Remark 3. The formulation of the algebraic approach in this section differs from
that of Ruelle [Rue69], in that the functions are defined on subsets rather than
subsequences. This is due to the fact that the model we are working on is defined
readily on subsets of some finite set, rather than sequences of points in R3. It follows
mainly the approach taken my Ueltschi and Poghosyan.
We emphasise here that we are generalising to the case of complex valued
polymer activities in order to use the context of Banach spaces in a later section.
The physical model requires positive bounded polymer activities in order to have
probabilities and to make sense physically.
Definition (Disjoint Union Notation). Throughout this section additive notation
on sets is used to indicate a disjoint union.
The mapping:
Γ : V +Λ = {Φ|Φ ∈ VΛ and Φ(∅) = 0} → 1 + V +Λ (I.3.10)
13
called the ?-exponential, is defined by:
ΓΦ = 1 +
∞∑
n=1
1
n!
Φ?n (I.3.11)
(ΓΦ)(X) =
∑
X=
∑
Xi
∏
i
Φ(Xi) (I.3.12)
Define the differentiation operation, for any subset X ⊂ Λ, by:
(DXΦ)(Y ) := Φ(X + Y )δ∅,X∩Y (I.3.13)
The derivative has the following relations:
Dx(Φ1 ? Φ2)(Y ) = ((DxΦ1 ? Φ2)(Y ) + (Φ1 ? DxΦ2)(Y ))δ∅,{x}∩Y (I.3.14)
(DxΓΦ)(Y ) = (DxΦ ? ΓΦ)(Y )δ∅,{x}∩Y (I.3.15)
(DXΓΦ)(Y ) =
∑
X=
q∑
i=1
X1
(DX1Φ ? · · · ? DXqΦ ? ΓΦ)(Y )δ∅,X∩Y (I.3.16)
Define:
(λNΦ)(X) = λN(X)Φ(X) ∀λ ∈ C (I.3.17)
Then, we have Γ(λNΦ) = λNΓΦ.
For the generalisation of the subset gas to a complex polymer function Φ, we
may rewrite the following:
Taking Φ(∅) = 0, the partition function may be written as ΞΛ = (ΓΦ)(Λ).
In terms of this algebraic notation, the correlation functions (I.3.5) may be
expressed as:
ρΛ(γ1, · · · γn) =
n∏
i=1
Φ(γi)
(ΓΦ)(Λ \
n∑
i=1
γi)
(ΓΦ)(Λ)
for γi ∩ γj = ∅ (I.3.18)
The reduced correlation functions, may be written as:
ρ¯Λ(X) =
(ΓΦ)(Λ \X)
(ΓΦ)(Λ)
(I.3.19)
where reduced correlation functions are defined by the following relation:
ρΛ(γ1, · · · γn) =
n∏
i=1
Φ(γi)ρ¯Λ(
∑
i
γi) (I.3.20)
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We have the sum rules: ∑
γ3x
ρΛ(γ) = 1 (I.3.21)
∞∑
n=1
nρ
(n)
Λ =
1
N(Λ)
∑
X⊂Λ
N(X)ρΛ(X) = 1 (I.3.22)
These relations convey the fact that each site is occupied by one and only one
particle. If we use equation (I.3.16), we obtain the relation:
(ΓΦ)(Z + Y ) = (DY ΓΦ)(Z)
= (ΓΦ)(Y )(ΓΦ)(Z) +
∑
Y=
∑
Yi
∑
S⊂Z
S 6=∅
(DY1Φ ? · · · ? DYqΦ)(S)(ΓΦ)(Z \ S)
(I.3.23)
If we assume (ΓΦ)(Λ) 6= 0 and rewrite Z = Λ \ X with Y ⊂ X ⊂ Λ, we can then
recast equation (I.3.23) (after dividing by (ΓΦ)(Λ)) as:
ρ¯Λ(X \Y ) = (ΓΦ)(Y )ρ¯Λ(X)+
∑
Y=
∑
Yi
∑
S⊂Λ\X
S 6=∅
(DY1Φ? · · ·?DYpΦ)(S)ρ¯Λ(X+S) (I.3.24)
The correlation functions therefore satisfy ∀X and Y ⊂ X :
(ΓΦ)(Y )ρΛ(X) = χΛ(X)ρ¯Λ(X \Y )−
∑
Y=
q∑
i=1
Yi
∑
S1···Sq
∪Si=S 6=∅Si∩Sj=∅
q∏
i=1
Φ(Yi+Si)ρ¯Λ(X+S)
(I.3.25)
We have the following lemma, which reduces the number of equations we need to
consider:
Lemma I.3.1. If ρ¯Λ satisfies equation (I.3.25) ∀Y ⊂ X such that N(Y ) ≤ n, then
it satisfies (I.3.25) ∀Y such that N(Y ) = n+ 1.
Corollary I.3.2. The following set of equations is equivalent to the full set (I.3.25):
Φ(x1)ρ¯Λ(X) = χΛ(X)ρ¯Λ(X \ {x1})−
∑
S 6=∅
S⊂Λ\X
Φ(x1 + S)ρ¯Λ(X + S) (I.3.26)
for any x1 ∈ X.
This corollary gives precisely the Kirkwood Salsburg equations. Having an
analytic solution to these equations provides us with an analytic equation for the
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pressure introduced earlier.
In the homogeneous case, where the polymer function may be written as
Φ(X) = zN(X), we can see the connection to the classical gas cluster expansion.
Finding the domain of convergence for the pressure is therefore connected to finding
the domain of z ∈ C for which a solution to the (homogeneous) Kirkwood Salsburg
equation exists.
I.3.3 The Banach Space for the Kirkwood Salsburg Equations
We wish to apply this theory towards finding bounds on the cluster coefficients and
understanding the analytic properties of the pressure function. This presentation
of the Banach space setting for the Kirkwood Salsburg equation is influenced by
the presentation in [Rue69]. In order to understand the set of z ∈ C for which
the Kirkwood Salsburg equations have a unique solution, we must understand the
setting of the equation in terms of an operator in a (complex) Banach Space. This
version of the Banach Space is also the natural setting for Chapter IX.
We define Bξ as the complex Banach space of complex functions f on non-
empty finite subsets of Zν , with the norm:
‖f‖ξ = sup
X
|f(X)|
ξN(X)
(I.3.27)
where ξ is positive.
For non-negative activity:
ρ¯Λ(X) ≤ 1∏
Φ(xi)
(I.3.28)
For finite Λ and nonnegative activity Φ, ρ¯Λ ∈ Bξ and satisfies ‖ρ¯Λ‖ξ ≤ 1 if ξΦ(X) ≥ 1
∀X.
Definition (Kirkwood Salsburg Operator). We define the Kirkwood Salsburg oper-
ator Kξ for f ∈ Bξ:
(Kξf)(x1) = − 1
Φ(x1)
∑
S 6=∅
x1 /∈S
Φ(x1 + S)f(x1 + S)
(Kξf)(X) =
1
Φ(x1)
f(X \ x1)− ∑
S 6=∅
S∩X=∅
Φ(x1 + S)f(X + S)
 N(X) ≥ 2 (I.3.29)
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Definition (The set ∆(ξ)). We let ∆(ξ) be the set of complex activities Φ such
that:
‖Φ‖ξ,∞ = sup
x
∑
X3x
|Φ(X)|ξN(X) <∞ (I.3.30)
and
|Φ(x)| > sup
x
1
ξ
1 +∑
x/∈S
S 6=∅
|Φ(x+ S)|ξN(x+S)
 = R(ξ) (I.3.31)
Lemma I.3.3, below, indicates the characterisation of the domain of conver-
gence for activity expansions.
Lemma I.3.3. For any activity Φ such that
∑
X3x ξ
N(X)|Φ(X)| < ∞ for some ξ
and such that min
X
|Φ(X)| 6= 0, the operator KΦ is a bounded operator on Bξ and its
norm satisfies:
‖KΦ‖ξ ≤ max 1|Φ(x)|
1
ξ
1 +∑
x/∈S
S 6=∅
|Φ(x+ S)|ξN(x+S)
 (I.3.32)
The operator KΦ defined on the Banach space Bξ is norm-analytic in Φ for
Φ ∈ ∆(ξ). In this domain ‖KΦ‖ξ < 1.
Theorem I.3.4 (Gruber and Kunz). For any Φ ∈ ∆(ξ):
I) For any finite volume Λ, the Kirkwood Salsburg equation:
ρ¯Λ = χΛα+ χΛKΦρ¯Λ (I.3.33)
has a unique solution in Bξ obtained by iteration. The solution is norm analytic
function of Φ in ∆(ξ), satisfying:
‖ρ¯Λ‖ ≤
1−max
x
1
|Φ(x)|ξ
1 + ∑
S 6=∅x/∈S
|Φ(x+ S)|ξN(S)+1
 (I.3.34)
II) For any finite volume ΞΛ[Φ] 6= 0 and the solutions of the Kirkwood Salsburg
equation coincide with the definitions of the correlation functions.
III) The infinite volume equation:
ρ¯ = α+KΦρ (I.3.35)
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has a unique solution in Bξ, which is analytic in ∆(ξ). If the activity is
invariant under a subgroup T of translations then ρ¯ is too.
IV) If the activity is invariant under a certain subgroup T of translations such that
the quotient group Zν/T is finite, or if the activity has finite range, then there
exists positive decreasing function ε(λ) such that:
lim
λ→∞
ε(λ) = 0 (I.3.36)
and
|ρ¯Λ(X)− ρ¯(X)| ≤ ξN(X)ε(λ) (I.3.37)
where λ is the minimum distance from X to the boundary of Λ.
V) If the activity is invariant under a subgroup T of translations, such that Zν is
finite, then:
ρ¯(X) = lim
Λ→∞
N(Zν/T )
N(Λ)
∑
τinT
ρ¯Λ(τX) (I.3.38)
where Λ → ∞ in the sense of van Hove. The convergence is uniform with
respect to Φ(X) on every compact subset contained in ∆(ξ)
Theorem I.3.5. The solutions ρ¯Λ and ρ¯ of the Kirkwood and Salsburg equation are
analytic functions of the monomer activity Φ(x) in the domain:
|Φ(x)| > max
x
1
ξ0
1 +∑
S 6=∅
x/∈S
|Φ(x+ S)|ξN(S)+10
 = R(ξ0) (I.3.39)
where ξ0 is the value of ξ at which R(ξ) attains its minimum.
If the activity is translation invariant ξ0 is the solution of:
1 =
∑
0/∈S
(N(S)− 1)|Φ(S)|ξN(S)0 (I.3.40)
In the case where we let Φ(x) = z ∀x ∈ Zν , then we are in the translation
invariant case and have the following relation:
lim
Λ→∞
1
N(Λ)
∑
x
ρ¯Λ(x) = ρ¯
(1) =
ρ(1)
z
(I.3.41)
the convergence is uniform with respect to z on every compact subset in the exterior
of the circle of radius R(ξ0).
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We obtain the following Mayer series for pressure and density:
βp = ln z +
∞∑
n=1
bnz
−n
(I.3.42)
ρ(1) = 1 +
∞∑
n=1
nbnz
−n
(I.3.43)
They have radius of convergence at least R(ξ0)
−1 in z−1.
I.4 Polymer Models II - The Abstract Polymer Model
The paper of Kotecky´ and Preiss [KoPr86] indicated a movement away from un-
derstanding the cluster expansion convergence in terms of the coefficients. It gave
abstract conditions to ensure the convergence of the series. This approach is in-
formally called ‘cluster expansions without expansions’, which emphasises the tech-
nique of finding a condition for convergence, which makes no explicit reference to
the coefficients or how the expansion appears. Further notable refinements of the
Kotecky´ and Preiss bounds have been made by Dobrushin in [Dob96] and Ferna´ndez
and Procacci in [FePr07]. Greater generalisation and interpretation of the Kotecky´
and Preiss conditions in various models of statistical mechanics alongside the use
of further inequalities in the context of cluster expansion are used in the paper
by Poghosyan and Ueltschi [PoUe09]. Furthermore, the conditions have been re-
cast in terms of rooted tree fixed point equations and interpreted in this sense by
Faris [Far10] and this is presented in Section VI.5.
In this section, the main idea behind the Kotecky´ and Preiss condition is
presented as well as a remark upon the proof and directions for refinement. These
have been achieved by the work of Dobrushin and Ferna´ndez and Procacci. This is
given in Subsection I.4.2 and Section I.5.
I.4.1 Notation
The abstract polymer model consists of:
i) A countable set P, whose elements are called polymers.
ii) A reflexive and symmetric relation ι ⊂ P × P, where we call γ1, γ2 ∈ P
incompatible if (γ1, γ2) ∈ ι and compatible if (γ1, γ2) /∈ ι.
We write γ1ιγ2 to denote an incompatible pair of polymers.
We denote for a subset L ⊂ P:
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i) B(L) to be the family of finite subsets of L
ii) D(L) to be the subsets γ ⊂ L consisting of mutually compatible polymers
iii) D0(L) to be the finite subsets γ ⊂ L consisting of mutually compatible poly-
mers
We write B = B(P), D = D(P), and D0 = D0(P).
For C ∈ B:
i) |C| = number of polymers in C.
ii) Cιγ whenever ∃γ′ ∈ C such that γ′ιγ
iii) C is called a cluster if it is not decomposable into two (disjoint) non empty
subsets C = C1 ∪C2, such that for all pairs γ1 ∈ C1 and γ2 ∈ C2, (γ1, γ2) ∈ ι.
We define a decay rate d : P→ [0,∞). For every C ∈ B, we define:
d(C) =
∑
γ∈C
d(γ) (I.4.1)
For our statistical weights we have a polymer functional: Φ : P → C. For every
∂ ∈ D0:
Φ(∂) =
∏
γ∈∂
Φ(γ) (I.4.2)
Under the proviso that Φ(∅) = 1
The partition function Z(L,Φ) for all finite L ⊂ P is:
Z(L,Φ) =
∑
γ∈D(L)
Φ(γ) (I.4.3)
To indicate the generality of the abstract polymer model, two main examples
of an application to classical gas systems are given:
Example (Graph Weight Application). We observe the relationship with the clas-
sical gas here. If we define our countable set P to be [n](2) for the possible edges on
our graph G and take the diagonal subset of P×P as our ι, we achieve:
Z([n](2),Φ) =
∑
γ∈D([n](2))
Φ(γ) =
∑
g∈G[n]
Φ(g) (I.4.4)
So we see that Φ(g) should correspond to our graph weights and hence the Kotecky´
and Preiss Criterion applies to this example.
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Example (Rewriting the Classical Gas Partition Function as a Polymer Partition
Function [Pro07]). In the classical gas, we have the potential function Φ(xi − xj)
and the Boltzmann factor:
e
−β ∑
1≤i<j≤N
Φ(xi−xj)
=
∑
{R1,··· ,Rs}∈Par[N ]
s∏
i=1
ξ(Ri) (I.4.5)
where Par[N ] denotes the set of partitions on the set [N ] and we define ξ by:
ξ(R) :=

1 if |R| = 1∑
g∈C[R]
∏
{i,j}∈E(g)
(e−βΦ(xi−xj) − 1) if |R| ≥ 2 (I.4.6)
We then define:
ζ|R| =
∫
Λ
· · ·
∫
Λ
∏
i∈R
dxi
V
ξ(R) (I.4.7)
which is independent of the labels in the set. We thus can write the canonical par-
tition function as a polymer partition function:
ZN (Λ, β) =
∑
n≥0
∑
(R)[n] |Ri⊂[N ]
|Ri|≥2 Ri∩Rj=∅
ζ|R1| · · · ζ|Rn| (I.4.8)
So the polymer set is the set of subsets of [N ] and two polymers are incompatible if
they have non-empty intersection. The polymer weights are defined by the above.
In order to remain on the same branch of the logarithm of Z for all small
complex valued activities we need to make the following definition:
Definition. We say that a topological space X is contractible if the identity map
on X is null-homotopic, i.e. if it is homotopic to a constant map.
Let M be a contractible set of complex-valued polymer functionals. We
assume that Z(L,Φ) 6= 0 ∀Φ ∈M. We may then uniquely define logZ(L,Φ) as the
continuous branch of the logarithm for which:
logZ(L,Φ = 0) = 0 (I.4.9)
Note that Z(L,Φ = 0) = 1 ∀L ∈ B.
Theorem I.4.1 (Kotecky´-Preiss Criterion). If we have functions: a : P → [0,∞);
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d : P→ [0,∞); and Φ : P→ C, such that:∑
γ′|γ′ιγ
ea(γ
′)+d(γ′)|Φ(γ′)| ≤ a(γ) (I.4.10)
for each γ ∈ P. Then Z(L,Φ) 6= 0 for each finite L ⊂ P and there exists a unique
function ΦT : B → C such that:
logZ(L,Φ) =
∑
C|C⊂L
ΦT (C) (I.4.11)
for every L ∈ B. Moreover the function ΦT is given by the formula:
ΦT (C) =
∑
B|B⊂C
(−1)|C|−|B| logZ(B,Φ) (I.4.12)
The estimate: ∑
C∈B
Cιγ
|ΦT (C)|ea(C) ≤ a(γ) (I.4.13)
holds true for every γ ∈ P and ΦT (C) = 0 whenever C is not a cluster.
Remark 4. The idea of finding the ΦT is related to the notion of Mo¨bius inversion
on a partially ordered set. This is covered in greater detail in Chapter VII. Further-
more there are various interpretations of the form of this condition, as a fixed point
equation, which are conveyed within Section VI.5
The key place to look for improvements in such a bound is the overcounting
that is used during the proof for the occurence of certain polymers incompatible
with γ. This is addressed in the work of Ferna´ndez and Procacci [FePr07].
I.4.2 Dobrushin’s Criterion
A further refinement of the Kotecky´ Preiss criterion was made by Dobrushin in
[Dob96]. He uses different notation to what has become standard in order to reduce
confusion between the abstract polymer model and the physical idea of polymers as
chains of particles, defined as subsets of the position space as done by Gruber and
Kunz. In Dobrushin’s notation the abstract polymers are called animals, clusters
are herds and the (modified) d-function is interpreted as the ‘might’ of an animal.
Furthermore, Dobrushin uses an underlying graph to determine the incompatibility
relation, where two polymers are attached by an edge if they are incompatible. The
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incompatibility relation, however, neglects self-edges. In this section, the incom-
patibility relation is understood to be the same as the previous section, except we
are neglecting the diagonal. Dobrushin’s paper also emphasises the use of a ‘posi-
tive’ polymer function/weight-function to find dominating values for the radii of the
polydisc for convergence. This is instrumental in many of the proofs, including in
the work of Ferna´ndez Procacci [FePr07]. The underlying polymer set in this case
is finite and is represented by the notation F
Theorem I.4.2 (Dobrushin’s Criterion). Fix a positive weight function Φ0 = Φ0(γ).
For any polymer γ ∈ F:
1− Φ0(γ) exp
∑
γ′∈F
γ′ιγ
Φ0(γ
′)b(γ′)
 ≥ exp (−Φ0(γ)b(γ)) (I.4.14)
implies that
Φ0(γ) exp
∑
γ′∈F
γ′ιγ
Φ0(γ
′)b(γ′)
 < 1 (I.4.15)
Let W0 be the set of all weight functions Φ = Φ(γ) γ ∈ F such that |Φ(γ)| ≤
Φ0(γ) ∀γ ∈ F.
For a finite set L ⊂ F , the partition function Z(L; Φ) 6= 0 and for any finite
B ⊂ L: ∣∣∣∣ln ∣∣∣∣Z(L; Φ)Z(B; Φ)
∣∣∣∣∣∣∣∣ ≤ ∑
γ∈L\B
Φ0(γ)b(γ) (I.4.16)
Remark 5 (Connection to Kotecky´ Preiss Criterion). In the above notation, the
Kotecky´ Preiss criterion may be written as:
exp
∑
γ′∈F
γ′ιγ
Φ0(γ
′)b(γ′) + Φ0(γ)b(γ)
 ≤ b(γ) (I.4.17)
To put this precisely in the same form as in the previous section, we need to replace
b(γ) with exp(a(γ)) and take the logarithm of both sides:∑
γ′∈F
γ′ιγ
Φ0(γ
′)ea(γ
′) + Φ0(γ)e
a(γ) ≤ a(γ) (I.4.18)
In order to make a direct comparison between the two conditions, it is easiest to
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consider the Kotecky´ Preiss criterion in the form of (I.4.17), which we rewrite as:
Φ0(γ) exp
∑
γ′∈F
γ′ιγ
Φ0(γ
′)b(γ′)
 ≤ b(γ)Φ0(γ) exp (−Φ0(γ)b(γ)) (I.4.19)
Dobrushin’s criterion (I.4.14) may, in order to be more readily contrasted, be recast
as:
Φ0(γ) exp
∑
γ′∈F
γ′ιγ
Φ0(γ
′)b(γ′)
 ≤ 1− exp (−Φ0(γ)b(γ)) (I.4.20)
If we let x represent Φ0(γ)b(γ), then comparing the strength of the inequalities
amounts to comparing xe−x and 1 − e−x for positive x. The function g(x) :=
1− e−x − xe−x is positive for positive x, since g(0) = 1 and ddxg(x) = xe−x > 0 for
positive x and so it is increasing. The Dobrushin criterion therefore gives a larger
radius of convergence than the Kotecky´-Preiss condition.
The proof of Dobrushin’s criterion is inductive on the number of polymers.
One can compute the ratio of the partition functions for a set polymers F and a
subset F′ ⊂ F. One proceeds by removing a single polymer γ ∈ F \ F′. Letting
F˜ = F \ {γ}, then invoking the induction for the ratio of the partition functions for
F˜ and F′ and using the Dobrushin condition to bound the final ratio of partition
functions for F and F˜. This inductive approach is explicitly reorganised in the
connections to the Kirkwood-Salsburg equations. The presentation of this proof
has been further refined by the work of Miracle-Sole´ in [Mir00] and Bovier and
Zahradn´ık in [BoZa00].
I.5 Ferna´ndez and Procacci Bounds
In the paper [FePr07], Ferna´ndez and Procacci present a new bound for cluster
expansion on polymers. They give an in depth understanding of the nature of the
Kotecky´ Preiss criterion and indicate where improvements can come in the case of
hard-core interactions. Refinements are made by removing some of the excess terms
used in the Kotecky´ Preiss bound. Further extensions and ideas are also presented
in [BFP10]. The ideas in these papers can be used for both finite and countable
sets, but we restrict our attention to finite sets of polymers F.
The model is a graph g = (F, E), which is called the interaction graph.
Incompatibility is defined through the graph by γ incompatible with γ′ if {γ, γ′} ∈ E.
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This is denoted by writing γιγ′. The edge set contains all edges from a vertex to
itself, giving that ι is reflexive and symmetric. We have also a family of activities:
z = {zγ}γ∈F ∈ CF, replacing the polymer function Φ, in order to ease notation. The
probability distribution is:
WF({γ1, · · · , γn}) = 1
ΞF(z)
zγ1 · · · zγn
∏
j<k
1{{γj ,γk}/∈E} (I.5.1)
with:
ΞF(z) =
∞∑
n=0
∑
(γ1,··· ,γn)∈Fn
zγ1 · · · zγn
∏
i<j
1{{γj ,γi}/∈E} (I.5.2)
The logarithm and ΦT are defined analogously to the previous section. We have the
following formula for ΦT ( coming from Cammarota [Cam82]):
ΦT (γ1, · · · , γn) =

1 if n = 1∑
G∈G{γ1,··· ,γn}
(−1)|E(G)| if n ≥ 2 and G{γ1,··· ,γn} connected
0 if n ≥ 2 and G{γ1,··· ,γn} not connected
(I.5.3)
The ΦT are called Ursell functions and G{γ1,··· ,γn} is the graph with vertex set [n]
and edge set {{i, j}|γiιγj 0 ≤ i, j ≤ n}.
The new criterion involves considering the modified partition function: ΞΓ(γ0)
which is the partition function associated with restricting our attention to polymer
functions on Γ(γ0) = {γ ∈ F|γιγ0}. We make the more general definition that, for
any finite family of polymers X:
Γ(X) := {γ ∈ F|∃γ′ ∈ X such that γιγ′} (I.5.4)
This is called the neighbourhood of X.
We define the correlators in this theory as:
φF(z; γ1, · · · , γp) =
zγ1 · · · zγp ∏
1≤i<j≤p
1{(γi,γj)/∈E}
 ΞF\Γ(∪pi=1γi)(z)
ΞF(z)
(I.5.5)
The reduced correlators are:
φ˜F(z;X) :=
ΞF\X(z)
ΞF(z)
(I.5.6)
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The Mayer series is defined as:
log ΞF(z) =
∞∑
i=1
1
n!
∑
(γ1,··· ,γn)∈Fn
φT (γ1, · · · γn)zγ1 · · · zγn (I.5.7)
We emphasise that we have the alternating sign property (proved in Section I.7):
|φT (γ1, · · · , γn)| = (−1)n−1φT (γ1, · · · γn) (I.5.8)
Definition (Auxiliary Series). Two related series for the logarithm of the partition
function are:
ΘFγ(z) : = log ΞF(z)− log ΞF\{γ}(z)
=
∞∑
n=1
1
n!
∑
(γ1,··· ,γn)∈Fn
∃i such that γi=γ
φT (γ1, · · · γn)zγ1 · · · zγn (I.5.9)
ΠFγ(z) : =
∂
∂zγ
log ΞF(z) (I.5.10)
The series (I.5.9) is related to the induction method used in Dobrushin’s proof and
the series (I.5.10) is called the pinned function.
Definition (Positive Term Series). For a collection of positive numbers {ηγ}γ∈F ,
we define the positive term series:
|Θ|Fγ(η) : =
∞∑
n=1
1
n!
∑
(γ1,··· ,γn)∈Fn
∃i such that γi=γ
|φT (γ1, · · · , γn)|ηγ1 · · · ηγn (I.5.11)
|Π|Fγ(η) : =
∞∑
n=0
1
n!
∑
(γ1,···γn)∈Fn
|φT (γ, γ1, · · · , γn)|ηγ1 · · · ηγn (I.5.12)
We dominate the auxiliary series term by term by the positive term series
when |zγ | ≤ ηγ . Convergence of the positive series thus implies absolute and uniform
convergence for the auxiliary series in the polydisc:
Dη := {z| |zγ | ≤ ηγ} (I.5.13)
Theorem I.5.1 (Ferna´ndez and Procacci Criterion). If, for η ∈ [0,∞)F, there
exists ν ∈ [0,∞)F such that
ηγ0ΞΓ(γ0)(ν) ≤ νγ0 (I.5.14)
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for all γ0 ∈ F, then the series |Θ|Fγ0(η) and |Π|Fγ0(η) are convergent and satisfy:
|Π|Fγ0(η) ≤ ΞΓ(γ0)(ν) (I.5.15)
|Θ|Fγ0(η) ≤ − ln(1− ηγ0)ΞΓ(γ0)(ν)−νγ0 (I.5.16)
Remark 6. We note that ΞΓ(γ0)(η) ≤
∏
γιγ0
(1 + ηγ)
The ways in which this is an improvement, comes from two alterations:
i) There are no monomials in ΞΓ(γ0) involving triangle diagrams in G
ii) Only monomial containing ηγ0 is ηγ0.
We can write our partition function as: ΞΓ(γ0)(η) = ηγ0 + ΞΓ?(γ0)(η), where
Γ?(γ0) = Γ(γ0) \ {γ0}.
Corollary I.5.2 (Improved Dobrushin). If, for some η ∈ [0,∞)F, there exists
ν ∈ [0,∞)F such that
ηγ0
νγ0 + ∏
γιγ0
γ 6=γ0
(1 + νγ)
 ≤ νγ0 (I.5.17)
for all γ0 ∈ F, then |Θ|Fγ0(η) and |Π|Fγ0(η) are convergent and satisfy:
|Π|Fγ0(η) ≤
∏
γ˜∈Γ(γ0)
(1 + νγ˜) (I.5.18)
|Θ|Fγ0(η) ≤ ln(1 + νγ0) (I.5.19)
The three different criteria can be compared through the realisation that all
of them are of the form:
ηγ0ϕγ0(µ) ≤ µγ0 (I.5.20)
where the particular form of ϕ is determined by the criterion:
ϕγ0(µ) =

exp
(∑
γιγ0
µγ
)
Kotecky´-Preiss∏
γιγ0
(1 + µγ) Dobrushin
µγ0 +
∏
γιγ0
γ 6=γ0
(1 + µγ) Improved Dobrushin
ΞΓ(γ0)(µ) Ferna´ndez-Procacci
(I.5.21)
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Remark 7 (Comments on the Comparison of these bounds). The Ferna´ndez-
Procacci condition appears to be optimal from the point of view of including all
of the information present in the incidence graph we are given. We use all of the
information available to us from the particular vertex we are considering and its
neighbours. Dobrushin’s condition satisfies a simpler interpretation and is only de-
pendent on what the neighbours of the chosen vertex are and it independent of how
these vertices are connected to one another.
In the example in Figure I.1, where γ0 is the point about which we are under-
standing the function ϕ, in the improved Dobrushin case, we think of the partition
function corresponding to the star graph in the figure, whereas the Ferna´ndez and
Procacci bound uses the actual graph. For triangle free graphs this is the same.
γ 0 γ 0
γ 1 γ 1γ 2 γ 2
γ 3 γ 4 γ 3
γ 5
γ 4
γ 5
Improved 
Dobrushin 
Approximation
Exact 
Fernández-Procacci 
Condition
Figure I.1: The Incompatibility graph and Dobrushin’s approximation
The proof of the Ferna´ndez-Procacci condition relies on the following:
Theorem I.5.3 (Ferna´ndez-Procacci Condition as Fixed Point Equation). For fixed
η ∈ [0,∞)F, we define a map Tη : [0,∞)F → [0,∞]F, defined by:
Tη(µ) := ηϕ(µ) (I.5.22)
If we assume ∃µ ∈ [0,∞)F satisfying:
Tη(µ) ≤ µ (I.5.23)
Then:
i) ∃η? ∈ [0,∞)F such that Tnη (η) ↑ η? and Tη(η?) = η?
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ii) For each n ∈ N:
ηΠ ≤ η? ≤ Tn+1η (µ) ≤ Tnη (µ) ≤ µ (I.5.24)
for all of the above choices of ϕ. The map Tη is monotonicity preserving and
satisfies:
η ≤ Tη(η) ≤ Tη(µ) ≤ µ (I.5.25)
The key point to this is the tree interpretation and the idea of a fixed point.
This tree interpretation is used in Chapter VII.
I.5.1 The Connection between Inductive Bounds and Kirkwood
Salsburg Equations a` la Gruber and Kunz
In the paper [BFP10], Bissacot, Ferna´ndez and Procacci present a useful interpre-
tation of how the two different approaches of Dobrushin [Dob96] and Gruber and
Kunz [GK71] are related. This section presents this connection. In this section,
the collection of polymers K := P[Λ], where Λ ⊂ Zn for some n. Subscripts of the
thermodynamic functions are written in terms of the subset Λ over which they are
defined.
To make the connection to Section I.3, we have to understand how the ab-
stract polymer conditions may be specialised to the subset gas. In this case the
convergence criteria involve factorised weights of the form:
νγ =
∏
x∈γ
ξx =: ξ
γ
(I.5.26)
for a family ξ = {ξx}x∈Λ, where we use the notation of Section I.3. Often it is
convenient to write eax = ξx in this context. This is used in the two theorems
below. Translating the two theorems into this context gives:
Theorem I.5.4 (Dobrushin’s Criterion for the Subset Gas). Let a > 0 and η =
{ηγ}γ∈K be collections of nonnegative numbers such that:
sup
x∈Λ
∑
γ∈K
x∈γ
ηγe
a|γ| < ea − 1 (I.5.27)
Then the function |Θ|Λ′x (η) is analytic on the polydisc Dη and satisfies:
|Θ|Λ′x (η) ≤
1
ea
1 + sup
x∈Λ
∑
γ∈K
x∈γ
ηγe
|γ|
 (I.5.28)
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for all finite Λ′ ⊂ Λ and x ∈ Λ′.
Theorem I.5.5 (Ferna´ndez and Procacci Criterion for the Subset Gas). Let a =
{ax}x∈Λ and η = {ηx}x∈Λ be collections of nonegative numbers such that:
∑
γ∈K
x∈γ
ηγe
∑
y∈γ
ay ≤ eax − 1 (I.5.29)
Then the function |Θ|Λ′x (η) is analytic on the polydisc Dη and satisfies:
|Θ|Λ′x (η) ≤ ax (I.5.30)
for all finite Λ′ ⊂ Λ and x ∈ Λ′
How Theorem I.5.1 implies Theorem I.5.5. As described above, the connection needs
to be made that:
νγ = e
∑
x∈γ
ax
(I.5.31)
We write the Ferna´ndez and Procacci function as:
ϕFPγ (ν) = 1 +
|γ|∑
n=1
1
n!
∑
(γ1,···γn)∈Kn
n∏
i=1
ηγie
∑
y∈γi
ay ∏
1≤i<j≤n
1{γi∩γj=∅}
n∏
i=1
1{γi∩γ 6=∅} (I.5.32)
A necessary condition for the indicator function to be satisfied is to have a particular
xi ∈ γ to be associated with each γi. These xi should be distinct. This does not
avoid the problems of whether they intersect outside of γ, however and so would
give an upper bound for this positive function. We therefore have the inequality:
ϕFPγ (ν) ≤ 1 +
|γ|∑
n=1
1
n!
∑
(x1,··· ,xn)∈γn
xi 6=xj for i 6=j
n∏
i=1
∑
γ∈K
xi∈γ
ηγe
∑
y∈γ
ay
 (I.5.33)
If we apply the hypothesis (I.5.29), then we obtain:
ϕFPγ (ν) ≤ 1 +
‖γ‖∑
n=1
∑
(x)[n]⊂γ
n∏
i=1
(eaxi − 1) (I.5.34)
=
∏
x∈γ
((eax − 1) + 1) = e
∑
x∈γ
ax
(I.5.35)
This therefore gives us that ηγϕ
FP
γ (ν) ≤ ηγe
∑
x∈γ
ax
= νγ and so the Ferna´ndez and
30
Procacci condition (I.5.14) holds. We thus have (I.5.15): |Π|Λ′x (η) ≤ ϕFP{x} ≤ eax .
Using the fact that in the subset gas model, |Π|Λ{x}(z) = exp(|Θ|Λ{x}(z)), we obtain
the desired result.
Remark 8 (The connection between the method of Gruber and Kunz and the
approach of Dobrushin). They key connection between the approach of Gruber and
Kunz through the Kirkwood Salsburg equations and the inductive approach and Do-
brushin, is that of the site-addition identity:
ΞY ∪{x}(z) = ΞY (z) +
∑
S⊂Y
|S|≥0
z{x}∪SΞY \S(z) (I.5.36)
In the case of abstract polymers this is generalised to a polymer-addition identity:
ΞZ∪γ0(z) = ΞZ(z) + zγ0ΞZ\Γ?(γ0)(z) (I.5.37)
This is the essential ingredient of Dobrushin’s proof.
I.5.2 Using Dobrushin’s Induction Method for the Subset Gas
We indicate in this section how the inductive technique used by Dobrushin [Dob96],
with refinements from Miracle-Sole´ [Mir00] may be applied to the subset gas to give
the Ferna´ndez and Procacci condition (Theorem I.5.5).
Proposition I.5.6 (Modified Ferna´ndez and Procacci). Let a = {ax}x∈Λ and η =
{ηγ}γ∈P be collections of nonnegative numbers such that:
∑
γ∈K
x∈γ
ηγe
∑
y∈γ
ay ≤ eax − 1 (I.5.38)
then:
ΞΛ′\{x}(−η)
ΞΛ′(−η) ≤ e
ax
(I.5.39)
for any finite Λ′ ⊂ Λ and any x ∈ Λ′.
This is proved using (I.5.36) and the reformulation of Dobrushin above.
In Section I.3.3, the Banach space is defined in terms of the parameter ξ. If
all ξx are the same in (I.5.26), then there is a straightforward correspondence. We
could of course generalise to defining the Banach space as depending on ξ = {ξx}x∈Λ
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rather than just a single parameter, giving the norm as:
‖f‖ξ := sup
X∈K
|f(X)|
ξX
(I.5.40)
In this notation, we may rewrite (I.3.31) as:
‖Kz‖ξ ≤ sup
x∈Λ
1
ξx
1 + sup
x∈Λ
∑
γ∈K
x∈γ
|zγ |ξγ
 (I.5.41)
and use this to give a condition on z to have ‖Kz‖ξ < 1, to allow the inversion of
the Kirkwood Salsburg equation.
If we change the variables so that ξx = e
a, making all variables the same, we
obtain the Dobrushin condition (I.5.27):
1
ea
1 + sup
x∈Λ
∑
γ∈K
x∈γ
ηγe
|γ|a
 < 1 (I.5.42)
Hence in this case the two conditions are equivalent and so the inductive approaches
can be seen in both examples.
I.6 Interacting Polymer Model
In [Pro07], Procacci gives a polymer model with pairwise interactions. This is related
to the model presented in the work of Suhov and Mazel [MaSu91]. The polymer set
F is finite. The potential energy function is:
U(γ1, · · · , γn) =
∑
1≤i<j≤n
V (γi, γj) (I.6.1)
where V takes values in R ∪ {∞}. In this case the measure is of the form:
P(γ1, · · · , γn) = 1
ΞF
zγ1 · · · zγne
− ∑
1≤i<j≤n
V (γi,γj)
(I.6.2)
The interaction may encode an incompatibility condition: If (γ, γ′) ∈ F× F is such
that V (γ, γ′) = ∞, then we write γιγ′ and say the two polymers are incompatible.
In the abstract polymer model setting, the stability condition is:
Assumption 2 (Stability for Polymer Model). There exists a function B(γ) ≥ 0
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such that: ∑
1≤i<j≤n
V (γi, γj) ≥ −
n∑
i=1
B(γi) (I.6.3)
for all n and all (γ1, · · · , γn) ∈ Fn
If we have stability, then ΞF converges and
ΞF ≤ 1 +
∑
n≥1
1
n!
∑
γ∈F
zγe
B(γ)
n ≤ exp
∑
γ∈F
zγe
B(γ)
 ≤ |P|max
γ∈F
exp
(
zγe
B(γ)
)
(I.6.4)
which means that ΞF is analytic on C|F|.
In considering the Mayer expansion for the pressure, we can define a function
ΦT , by Mo¨bius inversion, so that:
ln ΞF (z) =
∞∑
n=1
1
n!
∑
(γ1,··· ,γn)∈Fn
ΦT (γ1, · · · , γn)zγ1 · · · zγn (I.6.5)
where we can define:
ΦT (γ1, · · · , γn) =

1 if n = 1∑
g∈C[n]
∏
{i,j}∈E(g)
(
e−V (γi,γj) − 1) if n ≥ 2 (I.6.6)
In order to consider the convergence of this expansion, we define a positive term
sequence:
| ln ΞF|(η) =
∞∑
n=1
1
n!
∑
(γ1,··· ,γn)∈Fn
|ΦT (γ1, · · · , γn)|ηγ1 · · · ηγn (I.6.7)
We have that: | ln ΞF(z)| ≤ | ln ΞF|(η) and so if the latter series converges for a given
η, then the former series converges in the polydisc {|zγ | ≤ ηγ}γ∈F.
We define the pinned sum:
Πγ0F (η) =
∞∑
n=0
1
n!
∑
(γ1,··· ,γn)∈Fn
|ΦT (γ0, γ1, · · · , γn)|ηγ1 · · · ηγn (I.6.8)
and we have the inequality:
| ln ΞF|(η) ≤ |F| sup
γ0∈F
ηγ0Π
γ0
F (η) (I.6.9)
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Theorem I.6.1 (Procacci - Kotecky´ Preiss condition for interacting polymers). Let
µ : F → [0,∞) γ 7→ µγ be a non-negative valued function and assume that for each
γ ∈ F, ∃ηγ ∈ [0,∞) such that:
ηγe
B(γ) ≤ µγe
− ∑˜
γ∈F
F (γ,γ˜)µγ˜
(I.6.10)
where
F (γi, γj) :=
|e−V (γi,γj) − 1| = 1 if (γi, γj) ∈ E|V (γi, γj)| otherwise (I.6.11)
then Πγ0(η) converges and satisfies:
ηγ0Πγ0(η) ≤ µγ0 (I.6.12)
Remark 9. The key point of this theorem is that the hardcore abstract polymer model
may have the Kotecky´ Preiss condition generalised to the interacting case. What is
problematic here is that in the purely hardcore case this condition reduces to Kotecky´
Preiss rather than an improved Dobrushin or Ferna´ndez Procacci criterion.
I.7 Non-negative Potentials
I.7.1 The Theorems
If we restrict our attention to non-negative potentials U(q) ≥ 0 ∀q, the cluster expan-
sion becomes simplified somewhat. Groeneveld [Gro62, Gro67] gives tight bounds
for the cluster coefficients and a proof that the signs of the cluster coefficients bl
alternate.
Theorem I.7.1 (Alternating sign of bl). For non-negative potentials U(q) ≥ 0, we
have that the cluster coefficients bl alternate in sign, more precisely, (−1)l+1bl ≥ 0.
Remark 10 (Non-Physicality of the Radius of Convergence). The fact that the
cluster expansion has alternating signs for non-negative potentials determines that
the point of non-analyticity closest to the origin for the pressure function in terms of
fugacity must lie on the negative real axis. This makes it easier to apply particular
techniques in searching for the radius of convergence of the series. It also implies
that the point at which the cluster expansion is no longer valid need not be a phase
transition, since the corresponding fugacity value will be ‘unphysical’.
Theorem I.7.2 (Groeneveld’s Bounds on Cluster Coefficients for Non-negative Po-
tentials). For purely repulsive pair potentials in a classical gas, we have the following
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bounds on the cluster coefficients.
|2b2|l−1
l
≤ |bl| ≤ |2b2|
l−1ll−2
l!
(I.7.1)
Corollary I.7.3 (Groeneveld’s Bounds on the Radius of Convergence for the Cluster
Expansion for Non-negative potentials). The above upper and lower bounds for the
coefficients in the cluster expansion, provide us with upper and lower bounds on
the radius of convergence of the cluster expansion. We have, using the Cauchy
Hadamard theorem:
RU = lim
l→∞
(|bLl |)−
1
l = lim
l→∞
(
(2|b2|)l−1
l
)− 1
l
=
1
2|b2| (I.7.2)
RL = lim
l→∞
(|bUl |)−
1
l =
1
2|b2| liml→∞
(
l!
ll−2
) 1
l
=
1
2e|b2| (I.7.3)
These bounds are Groeneveld’s bounds in [Gro62]. These bounds are tight,
in that there are two examples of positive potentials, where the coefficients are
precisely the upper and lower bounds. These are found in Chapter III.
The proof of both theorems comes from a combinatorial identity expressed in
terms of Mayer-weighted generating functions of particular types of graphs. What is
presented below is an adaptation of what is found in the book of McCoy [McCoy10]
I.7.2 The Combinatorial Identity
First some key graph definitions are given to understand the key structures.
Definition (Articulation Point). An articulation point in a connected graph g is a
vertex v ∈ V (g) such that when we remove it and all the edges incident to it, our
graph becomes disconnected.
Definition (Ursell Functions). The Ursell function of k positions Uk(1, · · · , k),
maps U : R3k → R and is defined as:
Uk(1, · · · .k) :=
∑
g∈C[k]
∏
e∈E(g)
fe (I.7.4)
Definition (D-graphs). Define D[k] as the collection of connected graphs where 1
is not an articulation point. The related function Dk(1, · · · , k), D : R3k → R is
defined by:
Dk(1, · · · , k) :=
∑
g∈D[k]
∏
e∈E(g)
fe (I.7.5)
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We can write Dl−1(1; 2, · · · , l) in terms of Ul−1(2, · · · l) with factors corre-
sponding to connections from 1, since any graph in D[l] has all vertices in [2, l]
connected, when 1 is not present. We therefore have to understand adding in all
possibilities of a non empty set of edges from 1. This amounts to for each edge
deciding whether to add it or not, giving a (1 + f1,j)-factor and then removing the
possibility of adding none by taking away 1. This is independent of whether the
potential is non-negative.
Dl−1(1; 2, · · · , l) =
 l∏
j=2
(1 + f1,j)− 1
Ul−1(2, · · · , l) (I.7.6)
=
exp
−β l∑
j=2
u(q1 − qj)
− 1
Ul−1(2, · · · , l) (I.7.7)
We also have the recursion relation:
Ul(1, · · · , l) =Dl−1(1; 2, · · · , l)U1(1) +
∑
3≤j≤l
Dl−2(1, 2, · · · , jˆ, · · · , l)U2(1, j)
+
∑
3≤j1<j2≤l
Dl−3(1; , 2, · · · , jˆ1, · · · , jˆ2, · · · l)U3(1, j1, j2)
+ · · ·+D1(1; 2)Ul(1, 3, · · · , l) (I.7.8)
This is explained in Section II.2.
Remark 11 (The Combinatorial Structure). The combinatorial structure used here
is that of the identity B′(C•) = P+×C, which is explained in Chapter V. On the left
hand side of the identity, we identify a particular point, in this case, that labelled 1.
The right hand side considers the collection of connected graphs formed by remov-
ing the special point and then attaching them to this point, so that each connected
component has at least one connection.
I.7.3 The Alternating Sign Property
For a nonnegative potential we have:
0 ≤ fi,j + 1 = exp (−βu(qi − qj)) ≤ 1 (I.7.9)
and therefore:
l∏
j=2
(1 + f1,j)− 1 ≤ 0 (I.7.10)
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Hence Dl and Ul have opposite signs, from (I.7.7).
Proof of Alternating sign Property. We prove the alternating sign property by in-
duction. For the base case, we note that:
U1(1) = 1 > 0 (I.7.11)
U2(1, 2) = f1,2 ≤ 0 (I.7.12)
D1(1; 2) = f1,2 ≤ 0 (I.7.13)
Take the induction hypothesis: for an integer L, we have for l ≤ L− 1:
(−1)l−1Ul(1, · · · , l) ≥ 0 (I.7.14)
(−1)lDl(1; 2, · · · , l) ≥ 0 (I.7.15)
Therefore the sign of DL−kUk is (−1)L−1 and so from (I.7.8), the sign of UL is
(−1)L−1 and thus the sign of DL is (−1)L and hence the induction hypothesis holds
for L. The sign of bk(V ) is the same as the Ursell function Uk(1, · · · , k), hence we
have:
0 ≤ (−1)k−1bk(V ) ≤ (−1)k−1bk (I.7.16)
Remark 12. We note here that with graph-tree equations we can actually derive this
result easily for nonnegative potentials. Since trees have a fixed number of edges and
each edge has a negative weight we immediately get that the sign of bl is (−1)l−1, but
this involves understanding how weights have to be altered to create the graph-tree
identity.
I.7.4 Upper and Lower Bounds
Using the notation:
f(1; 2, · · · , l) =
l∏
j=2
(1 + f1,j)− 1 (I.7.17)
(I.7.7) can be written as:
Dl(1; 2, · · · , l + 1) = f(1; 2, · · · , l + 1)Ul(2, · · · , l + 1) (I.7.18)
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We note that:
l∏
k=2
(1 + f1,k) = (1 + f1,l)
l−1∏
k=2
(1 + f1,k) = f1,l
l−1∏
k=2
(1 + f1,k) +
l−1∏
k=2
(1 + fi,k) (I.7.19)
Therefore by induction:
l∏
k=2
(1 + f1,k) =
l∑
k=3
f1,k
k−1∏
j=2
(1 + f1,j) + (1 + f1,2) (I.7.20)
And thus we have the equation:
f(1; 2, · · · , l) = f1,2 +
l∑
k=3
f1,k
k−1∏
j=2
(1 + f1,j) (I.7.21)
Take absolute value of this expression and use the triangle inequality to obtain:
|f(1; 2, · · · , l)| ≤ |f1,2|+
l∑
k=3
|f1,k|
k−1∏
j=2
|1 + f1,j | (I.7.22)
For nonnegative potentials |1 + fi,j | ≤ 1, and so we obtain the bounds:
|f1,2| ≤ |f(1; 2, · · · , l)| ≤
l∑
k=2
|f1,k| (I.7.23)
If we integrate (I.7.18) over the coordinates q2, · · · ql+1, we achieve:
|l!dl| =
∣∣∣∣∫ f(1; 2, · · · , l + 1)Ul(2, · · · , l + 1) dDq2 · · · dDql+1∣∣∣∣ (I.7.24)
=
∫
|f(1; 2, · · · , l + 1)||Ul(2, · · · , l + 1)| dDq2 · · · dDql+1 (I.7.25)
The equality is from the signs we have for Ul and Dl. Using the bounds on
|f(1; 2, · · · , l + 1)|, from (I.7.23), we obtain:∫
|f1,2||Ul(2, · · · , l + 1)|dDq2 · · · dDql+1 ≤ |l!dl| (I.7.26)
|l!dl| ≤
∫ l+1∑
k=2
|f1,k||Ul(2, · · · , l + 1)|dDq2 · · · dDql+1 (I.7.27)
Our functions depend only on the differences between the q variables they contain
and so the integrals are independent of one of the integration variables. [See Remark
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1 in Section I.2] The functions f1,k and Ul(2, · · · , l + 1) have only the point k in
common and so we can separate the two integrals, by neglecting the k integral for
U . We also note that in the upper bound the integrals do not depend on the label
and so we can replace the sum by l|f1,2|. We then get the expression:∫
|f1,2|dDq2
∫
|ul(2, · · · , l + 1)| dDq3 · · · dDql+1 ≤ |l!dl| (I.7.28)
|l!dl| ≤
∫
l|f1,2|dDq2
∫
|Ul(2, · · · , l + 1)|dDq3 · · · dNql+1 (I.7.29)
We can use definitions for bl to obtain bounds for |dl|:
2|b2||bl| ≤ |dl| ≤ 2|b2|l|bl| (I.7.30)
We can rewrite (I.7.8) in terms of modulus signs:
l(l − 1)|bl| =
l−1∑
k=1
k|bk|(l − k)|dl−k| (I.7.31)
We relabel for l ≥ 1:
l|bl| = al−1 (I.7.32)
to get:
lal =
l−1∑
m=0
am(l −m)|dl−m| (I.7.33)
Since everything is positive upper bounds and lower bounds for am can be achieved
by substituting the upper and lower bounds for tl respectively. We define the quan-
tities aUl and a
L
l as the solutions of the recursion relations:
laU,Ll =
l−1∑
m=0
aU,Lm (l −m)dU,Ll−m (I.7.34)
with initial condition
aL1 = a
U
1 = a1 = 2|b2| = B (I.7.35)
We have the upper and lower d-values, defined as:
dLl = B
aLl−1
l
(I.7.36)
dUl = Ba
U
l−1 (I.7.37)
39
We need to prove that these really do give the upper and lower bounds we claim
they do. We prove this by induction. The base case for l = 1 is certainly true since
they are all equal. So assume:
aLl ≤ al ≤ aUl (I.7.38)
for k ≤ l − 1 and thus use the recurrence relations so that:
lal =
l−1∑
m=0
am(l −m)|tl−m| ≤
l−1∑
m=0
aUm(l −m)dUl−m = laUl (I.7.39)
and
lal =
l−1∑
m=0
am(l −m)|tl−m| ≥
l−1∑
m=o
aLm(l −m)dLl−m = laLl (I.7.40)
and hence it is true for all l by induction.
I.7.5 Functional and Differential Equations for Upper and Lower
bounds
We define the generating functions:
AU,L(z) =
∞∑
l=0
aU,Ll z
l
(I.7.41)
DU,L(z) =
∞∑
l=0
dU,Ll z
l
(I.7.42)
We have from the recurrence relations (I.7.34) that:
AU,L(z) = exp(DU,L(z)) (I.7.43)
We want to use the definitions for dU,Ll from the equations (I.7.36) and (I.7.37) in
equation (I.7.42) to find a second relation to give a functional/differential equation
for the AU,L(z).
For the upper bound we substitute dU for aU , using (I.7.37), in (I.7.42) to
obtain:
DU (z) = BzAU (z) (I.7.44)
For the lower bound we substitute dL for aL, using (I.7.36), into (I.7.42) to first
obtain:
DL(z) =
∞∑
l=1
zl
B
l
aLl−1 (I.7.45)
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which gives us the differential equation:
∂DL(z)
∂z
= BAL(z) (I.7.46)
I.7.6 The Lower Bound
From (I.7.43) we can calculate:
∂AL(z)
∂z
= AL(z)
∂DL(z)
∂z
(I.7.47)
If we use (I.7.46) to substitute for the derivative of DL, we get the differential
equation:
∂AL(z)
∂z
= B(AL(z))2 (I.7.48)
If we use the initial condition AL(0) = 1, we obtain the equation:
AL(z) =
1
1−Bz (I.7.49)
Remark 13. AL(z) is the generating series of permutations with weight Bn.
We find that aLl = B
l (since it is a geometric series) and so by definition:
|bLl | =
|Bl−1|
l
(I.7.50)
Using the alternating signs property, we have the lower bound:
1
l
≤ bl|2b2|l−1 (I.7.51)
I.7.7 The Upper Bound
If we substitute (I.7.44) into (I.7.43), we obtain the functional equation:
AU (z) = exp(BzAU (z)) (I.7.52)
We can take the logarithm to obtain:
z =
lnAU (z)
BAU (z)
(I.7.53)
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We can obtain the desired coeffcients aUl by taking the contour integral:
aUl =
1
2pii
∫
C
dz
AU (z)
zl+1
(I.7.54)
From our functional relation, we find that:
dz = (1− lnAU ) dA
U
B(AU )2
(I.7.55)
If we set AU = eξ, we have:
z =
ξ
Beξ
(I.7.56)
dz =
1− ξ
Beξ
dξ (I.7.57)
The closed contour C enclosing 0 in the z-plane will map to a closed contour C ′
enclosing 0 in the ξ-plane. Thus we find:
aUl =
1
2pii
Bl
∫
C′
dξ
1− ξ
ξl+1
eξ(l+1) (I.7.58)
This can be computed to give:
aUl =
Bl(l + 1)l−1
l!
(I.7.59)
Therefore with alternating sign property, we obtain the upper bound:
bl
|2b2|l−1 ≤
ll−2
l!
(I.7.60)
The final bounds for the coefficients are:
|2b2|l−1
l
≤ |bl| ≤ |2b2|
l−1ll−2
l!
(I.7.61)
I.8 Models and Context of Cluster Expansion
In [PoUe09], Poghosyan and Ueltschi give a general background to cluster expansions
and the models in Statistical Mechanics they apply to. The general abstract setting
is that of a set X with the structure of an abstract measure space: (X,X , µ), with
µ a complex measure. We have two complex measurable symmetric functions on
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X× X: ζ and u, which are related by:
ζ(x, y) = e−u(x,y) − 1 (I.8.1)
We allow the real part of u to take the value ∞, in which case ζ(x, y) = −1. u(x, y)
represents the interaction between a particle at x and a particle at y and u(x, y) =∞
indicates a hard core repulsion.
This is a further generalisation of the abstract polymer model, where the
complex measurable symmetric function u replaces the relation. X replaces the set
of polymers P and µ is the analogue of the weights for the polymer function. This
set up and the bounds attained from this are useful in Chapter IV in obtaining
alternative bounds on the virial expansion coefficients and in Chapter IX, when
considering the context in which the analysis of the Lagrange inversion may be
applied.
For these abstract models we have the partition function defined by:
Z =
∑
n≥0
1
n!
∫
dµ(x1) · · ·
∫
dµ(xn) exp
− ∑
1≤i<j≤n
u(xi, xj)
 (I.8.2)
which we can write in terms of the ζ’s:
Z =
∑
n≥0
1
n!
∫
dµ(x1) · · ·
∫
dµ(xn)
∏
1≤i<j≤n
(1 + ζ(xi, xj)) (I.8.3)
Assumption 3 (Stability). In this general abstract setting the relevance of the d-
function from the Kotecky´-Preiss condition is related to the notion of stability for
our potentials. We assume the existence of a non-negative function b on X such that
for all n and almost all x1, · · · , xn ∈ X:
∏
1≤i<j≤n
|1 + ζ(xi, xj)| ≤
n∏
i=1
eb(xi) (I.8.4)
Which means a lower bound for <u:
∑
1≤i<j≤n
<(u(xi, xj)) ≥ −
n∑
i=1
b(xi) (I.8.5)
Assumption 4 (Kotecky´ and Preiss Criterion). The generalisation of the Kotecky´-
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Preiss condition (I.4.10) to the abstract setting is thus:∫
d|µ|(y) |ζ(x, y)|ea(y)+2b(y) ≤ a(x) (I.8.6)
where |µ| denotes the total variation of the measure µ.
If we define the modified potential:
u¯(x, y) =
u(x, y) if <(u(x, y)) 6=∞1 if <(u(x, y)) =∞ (I.8.7)
Assumption 5 (Procacci’s Variation of Kotecky´ and Preiss Criterion). In [Pro07]
a slightly different version of the Kotecky´ and Preiss criterion is given as: There
exists a non-negative function a on X auch that for almost all x ∈ X:∫
d|µ|(y) |u¯(x, y)|ea(y)+b(y) ≤ a(x) (I.8.8)
The corresponding connected function or Ursell Function for this model is:
φ(x1, · · · , xn) =

1 if n = 1
1
n!
∑
g∈C[n]
∏
{i,j}∈E(g)
ζ(xi, xj) if n ≥ 2 (I.8.9)
The cluster expansion Theorem for a general abstract model is:
Theorem I.8.1 (Cluster Expansions). Assuming I.8.4 and I.8.6 or I.8.4 and I.8.8,
and that
∫
d|µ|(y) ea(y)+2b(y) <∞, then we have:
Z = exp
∑
n≥1
∫
dµ(x1) · · · dµ(xn)φ(x1, · · · , xn)
 (I.8.10)
The term in the exponential converges absolutely. Furthermore, for almost all x1 ∈
X, we have the following estimate:
∑
n≥2
n
∫
d|µ|(x2) · · ·
∫
d|µ|(xn) |φ(x1, · · · , xn)| ≤ (ea(x1) − 1)e2b(x1) (I.8.11)
The modified bounds from the Procacci condition [Pro07] are used in Section
IV.6 to achieve improvements on virial expansion bounds.
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Conclusions & Open Questions
Groeneveld has provided optimal bounds for the cluster expansion for positive po-
tentials as:
|2b2|l−1
l
≤ bl ≤ |2b2|
l−1ll−2
l!
(I.8.12)
Extensions have been given towards potentials assuming only stability. The key
approach in this case is to take Poghosyan and Ueltschi’s [PoUe09] formulation of
the Kotecky´ Preiss condition, combining the Tree-Graph identity of Brydges Battle
Federbush and Kennedy [BaFe84,Bry84,BrFe78,BrKe87] (covered in Chapter VII)
into an alternative bound, which is comparable to Procacci [Pro07].
The results of this chapter offer a useful starting point to studying bounds
for the virial expansion covered in the following chapters. Furthermore, other tech-
niques of cluster expansions are explored and adapted towards the virial expansions.
The tree interpretations of the methods of bounding cluster expansions in this chap-
ter provide suitable bounds, but it would be helpful to see the coefficients resolved
for further particular models and a clear connection between all of the different ap-
proaches which is instigated by this chapter. Furthermore, recent work by Leroux
and collaborators [BLL98,DLL07,Ler04] and Faris [Far08,Far10] has indicated the
connection of Joyal’s [Joy81] Combinatorial Species of Structure to statistical Me-
chanics. These connections are introduced in Chapters V and VI and in particular
extended throughout this thesis.
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Chapter II
The Virial Expansion
This chapter is a background review of various approaches taken to understand
the convergence and coefficients of the virial expansion. The van der Waals Equa-
tion of State was the first approximation for a virial expansion. The chapter cov-
ers Mayer’s proof of the connection between virial coefficients and weighted two-
connected graphs. This is called Mayer’s second theorem. The method of Lagrange
inversion on the cluster expansion to achieve virial expansion bounds through the
Kirkwood Salsburg equations is presented to motivate Chapter IV. This chapter
presents also the approach of Pulvirenti and Tsagkarogiannis [PT12] through the
Canonical Ensemble, which avoids the unphysical singularity present in the cluster
expansion.
The word ‘virial’ comes from the Latin for vital force or energy. It is a term
coined by the German Mathematical Physicist, Rudolf Julius Emmanuel Clausius
(1822-1888). It was used to describe how the average kinetic and potential ener-
gies are related to the total system energy and internuclear forces. The idea of
a virial expansion is that external properties of a system - the pressure and den-
sity - are related to each other through the internal forces - the pair potential. The
virial expansion was introduced in 1885 by Thiessen [Thi85] and developed by Heike
Kamerlingh-Onnes in his papers [Kam01] and [Kam02]. The virial expansion is for
low densities and generally high temperatures.
The cluster expansion is an expansion in activity z = eβµ, where µ is the
chemical potential. If we wish to use density ρ as our order parameter instead,
then we must use the Legendre transform. Density, ρ, is the conjugate variable to
chemical potential, µ, in this sense. The Legendre transform from chemical potential
to density, transforms the pressure function into a free energy function.
The van der Waals Equation of State was proposed by Johannes Diderik
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van der Waals in 1873, but suffers from certain problems at the liquid-gas phase
transition. James Clerk-Maxwell in 1875 proposed an equal areas rule to the curve
we obtain from the van der Waals Equation of State. This modification to the van
der Waals virial expansion corrects the issue of pressure increasing as volume in-
creases. The equal areas rule adds a straight line to this graph with equal area above
it and below it in the original graph. This is equivalent to taking an appropriate
convex envelope of the pressure function. The ideas are present in the short set of
notes [Des13].
The first main systematic study of the virial expansion comes from Mayer
[MMay40], in which an expansion is derived for the coefficients in terms of weighted
two-connected graphs. The main assumption is that the potential can be written
as a sum of two-body potentials. These ideas were inspired and are related to
the cluster integrals of the previous chapter. One finds that the cluster integrals
can be expressed as products and sums of what are called irreducible integrals,
which are precisely the integrals corresponding to two-connected graphs in the Mayer
expansion of the previous section. The method of obtaining such expressions is
compared with an approach involving the use of Joyal’s combinatorial species of
structure [Joy81]. The techniques of combinatorial species of structure, which are
discussed in the Chapter V, make the somewhat cumbersome calculations made
by Mayer a lot neater and more powerful, in the sense that they have a greater
generality under which they can be interpreted.
Often in the literature, to understand the convergence of cluster and virial
expansions, ‘pinned sums’ or (reduced) correlation functions are introduced and we
have fugacity series for these. The use of introducing the correlation functions,
which are of greater generality than the density, is that we can get integral equation
relations between the correlation functions. These may be viewed as fixed point
equations in a suitable Banach Space. This is the approach of Kirkwood and Sals-
burg equations [KiSa53] and the further generalisations [LePer63]. The application
of these to understanding the virial expansion is twofold: firstly, we directly get
suitable bounds on density and fugacity, which can be used in an inversion relation-
ship for pressure in terms of density; secondly, they also provide access to important
inequalities explained in [LePer63]. Similar inequalities are found in the papers
by Penrose [Pen63b] and Lieb [Lieb63]. They offer bounds on the radius of conver-
gence of both the cluster and virial expansion and are particularly useful for positive
potentials, although there is a simple generalisation to stable potentials.
Using the Canonical Ensemble, rather than the Grand Canonical Ensemble,
avoids the cluster expansion as an intermediate stage. The cluster expansion inver-
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sion often results in having to consider unphysical restrictions. For inversion one is
required to remain in a domain of analyticity for βP (z) for z ∈ C. We note that
for positive potentials the point of non analyticity occurs at negative real z, which
is unphysical as this is the exponential of the real parameters β and µ. Canonical
Ensemble calculations are made for the free energy, in which density is the order
parameter of the model. This was undertaken by Pulvirenti and Tsagkarogian-
nis [PT12] and then further developed by Morais and Procacci [MoPr13]. These
also involve understanding the relationship of Canonical Ensemble representations
with Polymer Models, for which there have been many good results as detailed in
Chapter I.
Most of the ideas in this chapter can also be understood from the point
of view of combinatorial species of structure. Many of the relationships can be
succinctly described by such tools and some derivations are more illuminating and
straightforward in that context. The application of these combinatorial species of
structure is remarked upon throughout this chapter, but Chapter V contains all of
the details of these relationships and an understanding of this theory.
II.1 The van der Waals Equation of State
In this section the van der Waals equation of state is presented and interpreted with
reference to [MMay40,Hill56].
The first equation of state discovered experimentally is the ideal gas law:
V P = NkT (II.1.1)
This is derived in Section I.1.1. The early history of virial expansions focused on
making reasonable approximations, which can be tuned to experiments.
The van der Waals equation of state is a semi-empirical equation of state. It is
derived rigorously in the paper [LePen66]. The ideal gas law is a good approximation
for sparse gases, or gases at high temperatures, so that intermolecular forces are
unimportant. However, in the situation where a real gas is compressed so that
intermolecular forces become important, we need to find a reasonable approximation.
The van der Waals equation of state provides this approximation for the pressure-
volume relationship, even close to the condensed phase. The success of the van der
Waals equation of state comes from its ability to be accurate up to second order
in the density and that for relatively small densities the higher order terms are
irrelevant. The van der Waals equation is:
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(
P +
N2a
V 2
)
(V −Nb) = NkT (II.1.2)
The b corresponds to the volume exclusion effect of the particles. This is the simple
approximation that particles can’t occupy the same space. It corresponds to a
repulsive close range interaction in the potential. If we consider the dimensions of
b, we realise, since V is in the same bracket it must somehow be proportional to a
volume. There are N particles so it corresponds to the excluded volume per particle.
This gives the perturbation in ρ on the RHS of the ideal gas law (II.1.1).
In considering the perturbation in pressure, caused by the interactions, we
realise that there are approximately N2 pairwise interactions and we write a to be
the integral over the potential: ∫
U(x)d3x (II.1.3)
In order to have an expression with the correct dimensions for pressure here, we are
required to divide by V 2. The dimensions of a, interpreted as the integral of the
potential are ML5T−2 and the dimensions of pressure are ML−1T−2 so we have
a discrepancy of L6 which is accounted for by the division by the squared volume
term.
We may expand equation (II.1.2) to put it in the form:
PV +
N2a
V
− PNb− N
3ab
V 2
= NkT (II.1.4)
and rearrange to get:
βP (1− bρ) = ρ− aβρ2 + abβρ3 (II.1.5)
where ρ = NV .
If we divide by (1 − bρ) on both sides we achieve something resembling a
virial expansion:
βP = ρ(1− aβρ(1− bρ))
∞∑
k=0
bkρk (II.1.6)
This has first term ρ, as the ideal gas law, as we would expect. The second
term is (b−aβ)ρ2, which we will proceed to illuminate. This van der Waals Equation
can therefore give the exact behaviour of systems up to the second order and this
is to what it owes its success for low density systems. The other terms are given as
bk−1ρk. This geometric expression for the virial coefficients reflects the geometric
bounds that are often found for virial coefficients. Many bounds achieved for the
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virial expansion, involve the coefficients being bounded in the form:
|ck| ≤ f(β)G(β)k−1 (II.1.7)
In this sense the power of the van der Waals equations relies on the fact that we can
achieve (relatively) good bounds on coefficients in a geometric manner. We will see
that the relationship is somewhat more complicated than G(β) representing purely
the excluded volume effects of the interaction, but nevertheless, it provides a useful
starting point to understanding the convergence of such an expansion.
The second virial coefficient is −12β1, where β1 =
∞∫
0
f(r)4pir2 dr. If we cast
it in the form:
β1 = 4pi
∞∫
0
r2(e−βU(r) − 1)dr (II.1.8)
We see that the linear relationship in temperature as βa − b would require that a
first order expansion of the exponential in the integral suffices for some region i.e.
that |U(r)| is small (|U(r)| << 1β ) and for a temperature independent term for a
region where U(r) is large and positive (U(r) >> 1β ). The integral over values in
between these two cases should be minimal, so that it can be neglected.
In the first case, we would estimate
e−βU(r) ≈ 1− βU(r) (II.1.9)
This gives (in three dimensions):
a ≈ 2pi
∫
R1
r2U(r)dr (II.1.10)
where R1 is the region of validity of the first case. In the second case, the approxi-
mation is:
e−βU(r) ≈ 0 (II.1.11)
This then gives:
b ≈ 2pi
∫
R2
r2dr (II.1.12)
for R2 the region of validity of the second case.
50
II.1.1 Issues with the van der Waals Equation and the Law of Cor-
responding States
If we multiply both sides of the van der Waals Equation (II.1.2) by V
2
N3
, we get the
expression: (
V 2
N2
P + a
)(
V
N
− b
)
=
V 2
N2
kT (II.1.13)
For v = VN the reduced volume, we have the polynomial:
(v2P + a)(v − b) = v2kT (II.1.14)
We divide through by P (
v2 +
a
P
)
(v − b) = v2kT
P
(II.1.15)
and obtain the cubic equation in volume:
v3 −
(
kT
P
+ b
)
v2 +
a
P
v − ab
P
= 0 (II.1.16)
we can rearrange this to get an expression for P :
P =
kTv2 − av + ab
v3 − bv2 (II.1.17)
We see that at infinite reduced volume (v = ∞), P = 0 and the value of P in-
creases as v decreases down to b, when P =∞. If we calculate the reduced volume
derivative, at fixed temperature T , we get:(
∂P
∂v
)
T
= −kTv
4 − 2v3 + 4abv2 + 2ab2v
(v3 − bv2)2 (II.1.18)
For large temperature, this is asymptotic to:
−kTv4
(v3 − bv2)2 (II.1.19)
which is negative and so for high enough temperatures pressure is monotonic in
reduced volume. However, the cubic polynomial, may have turning points for lower
temperature. The critical point of this behaviour is when the maxima and minima
are at the same vc, which happens at the critical temperature Tc for strictly decreas-
ing pressure, and the corresponding pressure is Pc. At such a point our equation
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(II.1.16) is cast in the form:
(v − vc)3 = 0
v3 − 3vcv2 + 3v2cv − v3c = 0 (II.1.20)
Comparing the coefficients from (II.1.16), we get:
3vc =
kTc
Pc
+ b (II.1.21)
3v2c =
a
Pc
(II.1.22)
v3c =
ab
Pc
(II.1.23)
taking (II.1.23) / (II.1.22), we get:
b =
vc
3
(II.1.24)
substituting this into (II.1.21), we get:
8
3
vc =
kTc
Pc
(II.1.25)
We note that the experimental value of vcPckTc is around 0.3 and the value obtained
using the van der Waals Equation of State is 38 , which are rather close. If we sub-
stitute for a and b from equations (II.1.22) and (II.1.24), respectively into equation
(II.1.16), we obtain: (
v2P + 3Pcv
2
c
) (
v − vc
3
)
= v2kT (II.1.26)
we manipulate this equation using the relationship (II.1.25) to get:((
v
vc
)2( P
Pc
)
+ 3
)(
v
vc
− 1
3
)
=
(
v
vc
)2 kT
vcPc
P
Pc
=
8 TTc
3 vvc − 1
− 3(
v
vc
)2 (II.1.27)
Some plots of isotherms for various values of TTc are displayed in Figures II.1 and
II.2
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Figure II.1: Plots for isotherms of equation (II.1.27)
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Figure II.2: Plots for isotherms of equation (II.1.27)
We can see very clearly in Figure II.2 that we have regions where the pressure
increases with increasing reduced volume. This makes very little physical sense and
it is where Maxwell’s idea of altering such graphs to add a straight line between
two points of equal value of PPc , where the area below and above are equal to mark
the effects of a liquid-gas phase co-existence. The tricritical point of the system is
evident in Figure II.1, where we can clearly see the point of inflection at P = Pc
and v = vc.
The paper [LePen66] makes rigorous and generalises the derivation of a van
der Waals equation of state given by van Kampen in [Kam64]. This uses cell approx-
imations and Kac potentials. There are also exact results given on Lennard-Jones
potentials in the papers [Jon24,LeDe37].
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II.2 Mayer’s Second Theorem
This section is based on derivations attributed to Groeneveld and Mayer in the book
by McCoy [McCoy10] and the work of Mayer and Mayer [MMay40]. The comments
made throughout have been informed by the work of Pulvirenti and Tsagkarogian-
nis [PT12] and the paper by Vasil’ev and Radzhabov [VaRa75]. Connections to
combinatorics are informed by the work of Leroux [Ler04] and Faris [Far10,Far11].
In Chapter I, the relationship between connected graphs and the cluster
expansion was derived and a similar relationship can be derived for the virial coeffi-
cients, but the type of graphs in this case is two connected graphs. Two-connected
graphs are also called two-vertex connected graphs and star graphs in the litera-
ture. These are distinct from one particle irreducible graphs, which are two-edge
connected graphs. The main idea is that when we are calculating the terms in the
cluster expansion and we take the infinite volume limit, the integral over one of the
variables becomes redundant, due to the translational symmetry of the potential.
This provides us with a way of factorising the integrals we have in terms of those
which are termed ‘irreducible’.
The motivating example is one of the integrals we get in the third cluster
coefficient:∫
R3
dq1
∫
R3
dq2
∫
R3
dq3 f1,2f1,3 =
∫
R3
dq1
(∫
R3
f1,2dq2
)(∫
R3
f1,3dq3
)
(II.2.1)
We change our variables in the appropriate way -since the f1,2 is assumed to depend
only on |q1 − q2| - to get an independent integral, which will give us the volume
term, and two factorised integrals for γ = |q1 − q2| and µ = |q1 − q3|. If we define:
β1 := 2pi
∞∫
0
f(q)dq (II.2.2)
then this term contributes β21 , after dividing by the volume term.
If we instead consider the integral:
β2 :=
∫
R3
dq1
∫
R3
dq2
∫
R3
dq3 (f1,2f1,3f2,3) (II.2.3)
we see that such a factorisation is not possible, since there is no splitting of the
f -functions into two where they have only one point in common. Such an integral
is called irreducible.
We denote the irreducible integral of order i+1 as βi. We can then write our
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cluster integrals in terms of such factors. The remarkable consequence of introducing
such integrals is that they provide precisely the coefficients of the virial expansion.
Theorem II.2.1 (Mayer’s Second Theorem). In the infinite volume limit of the
classical gas model described above, we have the following virial expansion:
βP (ρ) = ρ−
∞∑
k=1
k
(k + 1)!
βkρ
k+1
(II.2.4)
where the βk are the irreducible integrals of order k + 1.
In order to prove this theorem, we need to understand how to obtain these
factorisations in terms of properties of the graphs we use to represent the functions.
The main idea is that it is precisely what are known as ‘articulation points’ about
which we can take such a factorisation.
Definition. An articulation point on a connected graph G is a vertex such that its
removal (and the removal of all adjacent edges) renders the graph disconnected.
The Articulation 
Point
Block 1
Block 2
Figure II.3: A simple graph with one
articulation point
A
1
A
2
Figure II.4: How we separate the re-
maining vertices
A helpful interpretation of articulation points in this section is to think of
them as the vertex at which we can attach blocks. In Figure II.3, we see that we have
two smaller connected graphs which are ‘glued’ at the marked articulation point.
This is related to the factorisation property, since the only points we can make such
a factorisation of integrals of products of the fi,j is at articulation points.
When an articulation point, a, is removed our vertex set is naturally split
into (at least) two parts (corresponding to connected subgraphs). Let us call one
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individual part A1 and the remaining vertices A2. If we write B1 = A1 ∪ {a} and
B2 = A2 ∪ {a} and we notice that all edges in our original graph g have endpoints
either both in B1 or both in B2 and no edges with one endpoint in A1 and the other
in A2. This is shown in an example in Figure II.4.
If we write
fg,S :=
∏
e∈E(g)∩S(2)
fe (II.2.5)
We can then write:∏
i∈[n]
(∫
R3
dqi
)
fg,[n] =
∫
R3
dqa
∏
i∈A1
(∫
R3
dqi
)
fg,B1
∏
i∈A2
(∫
R3
dqi
)
fg,B2 (II.2.6)
We thus see that this integral is factorised into the product of the two integrals,
since they are both independent of the single coordinate a. Of course this can
be repeated at all articulation points and if we have multiple sets Ai from the
splitting of the graph into connected components upon removal of a, then we have
the integral factorising into that many products. Furthermore, it is only at these
articulation points we can make such a factorisation, or else we will have edges
between the components and the integral would not factorise. This, thus, motivates
the investigation of articulation points and two-connected graphs (those without
articulation points) in order to understand the virial expansion.
Mayer’s Second Theorem is approached in three stages, where various weighted
graph functions are introduced and their functional relations to each other are con-
veyed, in order to have the interpretation of the virial coefficients.
II.2.1 Part One: D-graphs
We first define the Ursell functions, which represent the cluster coefficients:
Definition (Ursell Functions). The Ursell function of k positions Uk(1, · · · , k),
maps U : R3k → R and is defined as:
Uk(1, · · · .k) :=
∑
g∈C[k]
∏
e∈E(g)
fe (II.2.7)
We want to understand the connection between the irreducible diagrams
and the cluster diagrams we have defined above. The first step in doing so, is to
consider graphs which have some relation to both. The type of graph to consider is
the D-graph defined below:
Definition (D-graphs). Define D[k] as the collection of connected graphs where 1
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is not an articulation point. The related function Dk(1, · · · , k), D : R3k → R is
defined by:
Dk(1, · · · , k) :=
∑
g∈D[k]
∏
e∈E(g)
fe (II.2.8)
A graph in D[k] can be interpreted as having 1 as a special ’ghost’ vertex,
which is internal to a two-connected component inside the overall graph. Each
vertex in the two-connected component, may itself be an articulation point, with its
own connected graph emanating from this point, or it may just be another internal
vertex. In either case each of the connected graphs (taking the connected graph of
one vertex, if it is an internal vertex) can be viewed as one rooted at the point in the
block. Two-connected components are called ‘blocks’ and are maximal subgraphs
of the main graph which are two-connected, i.e. without an articulation point. The
situation of D-graphs is illustrated in Figure II.5. The combinatorial interpretation
of this is as a B′(C•)-structure, which is explained in Chapter V.
1
2-connected component containing 1 – 
where 1 (the ghost vertex) is not an 
articulation point in this graph
Figure II.5: An Example of a D-graph
We rewrite the sum over all connected graphs on l vertices, according to how
1 can be an articulation point. The recursion involves the natural splitting of the
vertices into two sets, upon the removal of the vertex labelled 1 in the graph. The
vertices that remain connected to 2 and thus each other when 1 is removed, are
understood to be in the D-graph. The disjoint set of points that are separated from
those in the D-graph, with the removal of the vertex labelled 1 are included in a
separate connected graph involving the vertex 1. This can be expressed in terms of
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the graph functions:
Ul(1, · · · , l) = Dl−1(1; 2, · · · , l)U1(1) +
∑
3≤j≤l
Dl−2(1, 2, · · · , jˆ, · · · , l)U2(1, j)+∑
3≤j1<j2≤l
Tl−3(1; , 2, · · · , jˆ1, · · · , jˆ2, · · · l)U3(1, j1, j2) + · · ·
+D1(1; 2)Ul(1, 3, · · · , l) (II.2.9)
The term involving Uk has k − 1 variables chosen from {3, · · · , l} and hence there
are
(
l−2
k−1
)
such terms.
We define the integrated quantity:
dl =
1
l!
∫
Dl(1; 2, · · · , l + 1)dq2 · · · dql+1 (II.2.10)
where the integrals are over the whole space.
Remark 14. We note that it is necessary that the integrals are over the whole space
and not just a finite region, in order to obtain the factorisation property, explained
in the beginning of this section. Indeed, from Canonical Ensemble calculations in
the paper by Pulvirenti and Tsagkarogiannis [PT12], they find that there are extra
terms present in the virial expansion when we have only finite volume forms.We
must integrate over the whole space so the exact position of the point 1 is irrelevant.
In the paper, for finite volume, they need to make the assumption of translation
invariance of the potential. It is also important to remark that this is if we desire
the the relationship with two-connected graphs to be expressed exactly in the way
presented here.
We use the definitions of bk and integrate both sides of (II.2.9), noting that
we have the factorisation property over 1, since it is an articulation point in each
case, except the first term, for which there is no splitting. We thus obtain the
expression:
l!bl =
l−1∑
k=1
k!bk(l − k)!dl−k
(
l − 2
k − 1
)
(II.2.11)
hence
l(l − 1)bl =
l−1∑
k=1
kbk(l − k)dl−k (II.2.12)
multiply both sides by zl−1 and sum from two to infinity.
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Notice for the LHS
∞∑
l=1
zl−1l(l − 1)bl = z ∂
∂z
1
z
∞∑
l=1
lzlbl = z
∂
∂z
ρ(z)
z
(II.2.13)
and we interchange the orders of summation on the RHS and introduce the gener-
ating function:
D(z) =
∞∑
n=1
dnz
n
(II.2.14)
to find that
∞∑
l=1
zl−1
l−1∑
k=1
kbk(l − k)dl−k =
∞∑
k=1
kbkz
k
∞∑
l−k=1
zl−k−1(l − k)dl−k
= ρ(z)
∂
∂z
D(z) (II.2.15)
putting this together we get:
z
∂
∂z
(
ρ(z)
z
)
= ρ(z)
∂
∂z
D(z) (II.2.16)
This can be solved, using initial conditions D(0) = 0 and lim
z→0
ρ(z)
z
= 1, we find
that:
ρ(z) = zeD(z) (II.2.17)
Remark 15. In chapter V, we derive the combinatorial relation:
C• = X ? E ◦ B′(C•) (II.2.18)
which corresponds precisely to this explicit relationship between the density and the
D-function. Since C• corresponds to density and as remarked earlier B′(C•) corre-
sponds to D graphs. The composition with E corresponds to taking an exponential
and is the idea of partitioning a set into ‘substructures’ and the extra X is the ‘rooted
point’.
II.2.2 Part Two: Y-graphs
Definition (The Graphs Y
(s)
l ({α}s; 1, 2, · · · , l)). We define the function Y (s)l ({α}s; 1, 2, · · · , l)
as the sum over all Mayer weights for graphs on l+s points with the following prop-
erties:
i) No path connects any pair of points in the set {α}s
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ii) the diagram becomes connected if all points {α} are connected by lines.
The Y -graphs are related to the correlation functions and the recursion rela-
tions we gain here should be compared with the general integral equations for corre-
lation functions in Section II.3. There are subtle differences as these are constructed
only in the sense of being products of connected graphs with a corresponding ‘ghost
vertex’ in the set represented by α. They are somewhat simpler than correlation
functions but nevertheless the way in which they are treated is quite similar due to
this collection of ‘ghost vertices’. The points inside of the correlation function are
related to the points which are declared ghost vertices in {α}.
There is a recursion relation which expresses the graphs Y
(s+1)
l in terms of
graphs in Y
(s)
l−k+1 and Uk for k = 1, · · · , l + 1. This is obtained by adding the point
1′ to the set of s points in {α}, where this new added point is connected to k− 1 of
the points 1, 2, · · · , l. Therefore:
Y
(s+1)
l ({1′, {α}s}s+1; 1, 2, · · · , l) = Y (s)l ({α}s; 1, · · · , l)U1(1′)
+
∑
1≤j≤l
Y
(s)
l−1({α}s; 1, · · · , jˆ, · · · , l)U2(1′, j)
+
∑
1≤j1<j2≤l
Y
(s)
l−2({α}s; 1, · · · , jˆ1, · · · , jˆ2, · · · , l)U2(1′, j1, j2)
+ · · ·+ Y (s)0 ({α}s; )Ul+1(1′, 1, · · · , l) (II.2.19)
The sum including Uk has k − 1 points freely chosen from l possible points and so
the number of terms in the sum is:
(
l
k−1
)
.
We now define:
y
(s)
l =
1
l!
∫
Y
(s)
l ({α}s; 1, · · · , l) dDq1 · · · dDql (II.2.20)
The integrals are over the whole space and not a finite volume V . We integrate
our recursion over the whole space. The functions Y
(s)
l−k and Uk+1 have no points
in common and so the integral of the product factorises into the product of the
integrals. Using the definitions of y
(s)
l and bl, we find:
l!y
(s+1)
l =
l+1∑
k=1
k!bk(l − k + 1)!y(s)l−k+1
l!
(k − 1)!(l − k + 1)! (II.2.21)
hence:
y
(s+1)
l =
l+1∑
k=1
kbky
(s)
l−k+1 (II.2.22)
60
We define the generating function:
Y (s)(z) =
∞∑
l=0
y
(s)
l z
l
(II.2.23)
We multiply the left hand side of (II.2.22) by zl and sum over l, to obtain:
Y (s+1)(z) = ρ(z)
Y (s)(z)
z
(II.2.24)
We also note that:
Y
(l)
l ({1′}1; 1, · · · , l) = Ul+1(1′, 1 · · · , l) (II.2.25)
Integrating over all coordinates, we get:
y
(1)
l = (l + 1)bl+1 (II.2.26)
and hence we get the relationship between the two generating functions as:
Y (1)(z) =
ρ(z)
z
(II.2.27)
We solve the recursion relation by induction to get:
Y (s)(z) =
(
ρ(z)
z
)s
(II.2.28)
Remark 16. In terms of combinatorial species, covered in Chapter V we can in-
terpret the Y (s)-structure as being the composition of Xs - the species which for any
set of size s gives all permutations on the set as the structure, but for sets of any
other size gives the empty set - with C′ , which are connected graphs with a ghost
vertex. We understand {α}s as representing a set of ghost vertices, from which we
can freely choose a ‘ghost’ for each subset of the graph we get by considering con-
nected components of the final graph. Furthermore, the relationship in the recursion
can be expressed as: Xs+1 ◦C′ = C′ ?Xs ◦C′, which is somewhat trivial. We identify
the operation of composition by Xs as multiplying a species by itself s times. The
species C′ is readily identified as relating to the expression ρ(z)z to give the result in
a transparent way.
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II.2.3 Part Three: Irreducible Diagrams
The term irreducible diagram is synonymous with a two-connected graph. Of course,
now we have developed our knowledge of graphs which relate to splitting connected
graphs in various ways, we would now like to understand and see where the irre-
ducible diagrams come in.
Definition (The Irreducible Diagrams (Husimi Functions): Vl(1, · · · , l)). Two con-
nected graphs, which are indicated by B, have a corresponding function formed from
the Mayer weights. These functions are called Husimi functions.
The Husimi function, denoted Vl(1, · · · , l), is a function V : R3l → R defined
by:
Vl(1, · · · , l) :=
∑
g∈B[l]
∏
e∈E(g)
fe (II.2.29)
We construct a recursion relation between Dl(1
′; 1, · · · , l) in terms of Vl+1−k
and Y
(l−k)
k for k = 0, · · · , l − 1. We do this by considering 1′ as a special point
and dividing the graphs into the graphs that are two-connected to 1′ and the rest,
where the points which are two-connected to 1′, are connected to the rest of the
points through at least one articulation point. We count in terms of the number
of such points that are connected to 1′ through articulation points. If we recall
Figure II.5, we see that each point in the two-connected component (except 1′), can
be understood as belonging to the set α for Y , since we have separate connected
graphs emanating from each point. The internal structure is obviously that of an
irreducible graph, by definition. Thus we find:
Dl(1
′; 1, · · · , l) = Vl+1(1′, 1, · · · , l)Y (l)0 ({1, · · · , l}l, )
+
∑
1≤j≤l
Vl(1
′, 1, · · · , jˆ, · · · , l)Y (l−1)1 ({1, · · · , jˆ, · · · , l}l−1; j)
+
∑
1≤j1<j2≤l
Vl−1(1′, 1, · · · , jˆ1, · · · , jˆ2, · · · , l)Y (l−2)2 ({1, · · · , jˆ1, · · · , jˆ2, · · · , l}l−2; j1, j2)
+ · · ·+
∑
1≤j≤l
V2(1
′, j)Y (1)l−1({j}1; 1, · · · , jˆ, · · · , l) (II.2.30)
For the term in the sum containing Y
(j)
l−j the j points in the set α are freely cho-
sen from l possible points and so contributes
(
l
j
)
terms. We now integrate over
q1, · · · , ql in (II.2.30) with q1′ fixed. We use the fact that the integral of the product
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Vl−kY
(l−k−1)
k+1 factorises and is independent of q1′ , to find:
l!dl =
l∑
j=1
βj(l − j)!y(j)l−j
l!
j!(l − j)! (II.2.31)
and thus:
dl =
l∑
j=1
βj
j!
y
(j)
l−j (II.2.32)
Then multiply (II.2.32) by zl and sum from one to infinity to get:
D(z) =
∞∑
j=1
zj
βj
j!
Y (j)(z) (II.2.33)
We use our expression for Y (j)(z) from (II.2.28) to get the expression:
D(z) =
∞∑
j=1
ρj
βj
j!
(II.2.34)
We then use the result (II.2.17) ( ρ exp(−D(z)) = z) to obtain the expansion:
z(ρ) = ρ exp
− ∞∑
j=1
βj
j!
ρj
 (II.2.35)
We use this inversion formula to obtain an expression for p to give a virial expansion.
We know that:
∂
∂z
(βp(z)) =
ρ(z)
z
(II.2.36)
and hence we have:
∂
∂ρ
(βp(ρ)) =
∂z
∂ρ
∂
∂z
(βp(z)) =
∂z
∂ρ
ρ
z
=
∂ ln z
∂ ln ρ
(II.2.37)
We then use (II.2.35) to obtain an expression for ln z in terms of ρ:
ln z = ln ρ−
∞∑
k=1
βk
k!
ρk (II.2.38)
Hence we find:
∂ ln z
∂ ln ρ
= 1− ∂ρ
∂ ln ρ
∂
∂ρ
( ∞∑
k=1
βk
k!
ρk
)
= 1−
∞∑
k=1
k
βk
k!
ρk (II.2.39)
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We integrate this expression to get the virial expansion:
βp(ρ) = ρ−
∞∑
k=1
k
(k + 1)!
βkρ
k+1
(II.2.40)
We thus have that the virial coefficients are represented by the irreducible
integrals we found at the beginning of this section. Although the path to such
a solution has been somewhat convoluted. In Chapter V, a more direct route of
understanding the different coefficients is presented, through the language of com-
binatorial species of structure.
The method relies firstly on understanding a relationship between density
expansions and the expansion of D-graphs. This follows from considering rooted
connected graphs as being made from the different possibilities of graphs, where
we split the graph into two-connected components from the root vertex 1. We
then understand how the individual D-graphs and be split into the two-connected
graph containing the root 1 and the other connected graphs emanating from the
articulation points of this privileged two-connected graph in the original graph.
This gives us our product of Husimi functions and the function corresponding to Y -
graphs. The rest relies on understanding where particular coefficients and definitions
of the thermodynamic functions come into play.
II.3 The Approach of Kirkwood and Salsburg and other
Integral Equations
The approach shared by Ruelle in [Rue69] and Gruber and Kunz in [GK71] in
obtaining an estimate on correlation functions in order to understand the conver-
gence of the virial expansion is through Kirkwood Salsburg equations, which were
first introduced in [KiSa53]. Ruelle obtains important bounds on the correlation
functions from these integral equations and uses these to understand the virial ex-
pansion through a Cauchy integral representation of the coefficients. There is also
one other important set of integral equations, which is used to obtain bounds on
correlation functions. these are called the Mayer Montroll equations and can be
found in [MMon41]. Furthermore, Lebowitz and Percus derived general integral
equations, which interpolate between these two sets of equations in [LePer63].
This section presents a simple bound on the radius of convergence for the
virial expansion, obtained by Ruelle [Rue69], in order to motivate the approach of
Chapter IV.
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Assume the potential U can be expressed as a sum over pair potentials Φ.
U(x)n =
∑
1≤i<j≤n
Φ(xi − xj) (II.3.1)
ψ(x)n = exp (−βU(x)n) (II.3.2)
Using this notation, we write the grand canonical partition function as:
ΞΛ(z, β) =
∞∑
n=0
zn
n!
∫
Λn
dx1 · · · dxn ψ(x)n (II.3.3)
Definition. We define the m-point correlation function ρΛ(x)m as the probability
density (with respect to Lebesgue measure) of finding m different particles at locations
x1 · · ·xm ∈ Λ. We have:
ρΛ(x)m = ΞΛ(z, β)
−1
∞∑
n=1
zm+n
n!
∫
Λn
dxm+1 · · · dxm+n ψ(x)m+n (II.3.4)
We denote by ρ(x)m the thermodynamic limit (as Λ→ RD in the sense of van Hove)
of ρΛ(x)m.
We require the stability condition. That is: there exists B ≥ 0, such that ∀n
and x1 · · ·xn ∈ RD
U(x)n =
∑
1≤i<j≤n
Φ(xi − xj) ≥ −Bn (II.3.5)
We also assume that our potential is regular or tempered, that is:
C(β) =
∫
|e−βΦ(x) − 1|dDx < +∞ (II.3.6)
for some β > 0 and therefore for all β > 0.
II.3.1 The Kirkwood Salsburg Equations
The Kirkwood Salsburg equations are introduced in the context of the subset gas
in Section I.3. They arise from the consideration of correlation functions with a
different number of particles and how we may ‘integrate out’ some of the particles
to obtain a relation. The algebra of such equations is general and is used by Ruelle
[Rue69] and Poghosyan and Ueltschi [PoUe09] in the context of a classical gas in
particular. This section indicates the specialisation of the general Kirkwood Salsburg
equations to the case of a classical gas.
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Remark 17 (The Algebraic Approach of Ruelle). In this section, we use the alge-
braic approach of Ruelle [Rue69], where φ = (φ(x)n)n∈N is a sequence of complex
valued functions. The arguments of the functions are now sequences in R3. This is
to fit the classical gas case that is considered here.
For a product of characteristic functions, we write χΛ(x)n =
n∏
i=1
χΛ(xi). The
m-point correlation function may be rewritten in the convenient form:
ρΛ(x)m = ΞΛ(z, β)
−1
∞∑
n=0
zm+n
n!
∫
dD(x)[m+1,m+n] χΛ(x)m+nψ(x)m+n (II.3.7)
We use the notation for interactions involving particle j:
W j(x)m =
∑
i 6=j
Φ(xi − xj) (II.3.8)
Ψj(x)m = exp
(−βW j(x)m) (II.3.9)
and (x)′m−1 = (x2, · · · ,xm).
We define the (Kirkwood Salsburg) kernel:
K(x1, (y)n) =
n∏
j=1
(exp (−βΦ(yj − x1))− 1) (II.3.10)
So that the Kirkwood Salsburg equations can be written in the form:
ρΛ(x1) = χΛ(x1)z
(
1 +
∞∑
n=1
1
n!
∫
dD(y)nK(x1, (y)n)ρΛ(y)n
)
(II.3.11)
ρΛ(x)m = χΛ(x)mzΨ
1(x)m
(
ρΛ(x)
′
m−1 +
∞∑
n=1
1
n!
∫
dD(y)nK(x1, (y)n)ρΛ((x)
′
m−1, (y)n)
)
(II.3.12)
II.3.2 Banach Spaces
We wish to understand these inductive relations as operations in a Banach space so
that we can understand fixed point theorems and obtain an estimate on the norms
of the Kirkwood Salsburg operator. We define the Banach Space Bξ with the norm:
‖φ‖ξ = sup
n≥1
(
ξ−n sup
(x)n∈RnD
|φ(x)n|
)
(II.3.13)
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The Banach Space is the set of sequences for which this norm is finite. From stability
and the equations for ρΛ(x)n (II.3.7) we have (by bounding ψ(x)m+n ≤ eβB(m+n)
and evaluating the integral as the volume multiplied by this maximum):
0 ≤ ρΛ(x)n ≤ ΞΛ(z, β)−1 exp
(
zV (Λ)eβB
)
(zeβB)n (II.3.14)
So ρΛ ∈ Eξ if ξ ≥ zeβB. We then can rewrite the Kirkwood Salsburg equations as
an equation for ρΛ ∈ Eξ.
We define the linear operator χΛ on Eξ by:
χΛφ := (χΛ(x)nφ(x)n)n≥1 (II.3.15)
We then define K by:
(Kφ)(x1) =
∞∑
n=1
1
n!
∫
d(y)nK(x1, (y)n)φ(y)n (II.3.16)
(Kφ)(x)m = Ψ
1(x)m ×
(
φ(x)′m−1 +
∞∑
n=1
1
n!
∫
d(y)nK(x1, (y)n)φ((x)
′
m−1, (y)n)
)
(II.3.17)
We have |(Kφ)(x)m| ≤ ‖φ‖ξ exp (ξC(β)) (e2βBξ)m−1 and hence K maps Eξ into
Ee2βBξ. We therefore can write the Kirkwood Salsburg equation as an equation in
E := ∪ξ>0Eξ:
ρΛ = zχΛα+ zχΛKρΛ (II.3.18)
where α is defined by:
α(x1) = 1
α(x)n = 0 for n ≥ 2 (II.3.19)
We would like an equation to hold within a single Eξ.
We know that
m∑
i=1
W i(x)m = 2U(x)m ≥ −2mB.
This implies that for each (x)m ∈ RmD we can choose a j such that W j(x)m ≥ −2B.
We construct the operator Π on Eξ, which for each (x)m, replaces φ(x)m by φ(xi1 , · · ·xim),
where the permutation pi : (1, · · · ,m) → (i1, · · · , im) is chosen so that W i1(x)m ≥
−2B. Since ρΛ(x)m is symmetric in its arguments, we may use instead the equations:
ρΛ = zχΛα+ zχΛΠKρΛ (II.3.20)
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Then we have the inequality:
|(ΠKφ)(x)m| ≤ ‖φ‖ξe2βB exp (ξC(β)) ξm−1 (II.3.21)
so that ΠK maps Eξ into itself with operator norm:
‖ΠK‖ξ = sup
‖φ‖ξ=1
‖ΠKφ‖ξ ≤ e2βBξ−1 exp (ξC(β)) (II.3.22)
If we consider the equation ρ = zα + zΠKρ, then we see that the kernels of the
equations have norms smaller than |z|e2βBξ−1 exp (ξC(β)) and therefore equations
(II.3.23) and (II.3.24) have a unique solution in Eξ as soon as |z| < e−2βB−1C(β)−1,
where we have taken ξ = C(β)−1.
ρΛ = (1− zχΛΠK)−1 zχΛα (II.3.23)
ρ = (1− zΠK)−1 zα (II.3.24)
II.3.3 Brief Notes on how we can take the Thermodynamic limit
For Φ a stable regular pair potential and z a complex number satisfying |z| <
e−2βB−1C(β)−1. The grand canonical partition function has no zero in this range of
z. If we define the correlation functions ρΛ(x)n as above for z in this region, then we
have infinite volume correlation functions ρ(x)n and a positive decreasing function
, such that:
lim
λ→∞
(λ) = 0 (II.3.25)
‖ρΛ(x)n − ρ(x)n‖ ≤ ξn(λ) (II.3.26)
where λ is the minimum distance of x1, · · · , xn to the boundary of Λ.
Theorem II.3.1 (The Thermodynamic Limit). If Λ→∞ in the sense of van Hove,
then the following limits exist:
lim
Λ→∞
β−1V (Λ)−1 log(ΞΛ(z, β)) =: P (II.3.27)
lim
Λ→∞
z
d
dz
V (Λ)−1 log ΞΛ(z, β) =: ρ (II.3.28)
II.3.4 The Relationship to the virial Expansion
We have the virial expansion:
βP =
∞∑
n=1
cnρ
n
(II.3.29)
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and wish to gain bounds on the coefficients cn. In order to do so, we use a Cauchy
integral representation of the cn:
cn =
1
2pii
∮
C
dz
nzρn−1
(II.3.30)
Providing that C is a circle of radius less than e−2βB−1C(β)−1 about the origin in
the complex z-plane. The above formula is fully derived in Section IV.2.
We use the operator norms from the Kirkwood Salsburg equations in order
to achieve a bound on |ρ− z|:
|ρ− z| ≤ ξ‖ρ− zα‖ξ
≤ |z|
∞∑
l=1
|z|l‖ΠK‖lξ
=
|z|2‖ΠK‖ξ
1− |z|‖ΠK‖ξ
≤ |z|
2
e−2βB−1C(β)−1 − |z| (II.3.31)
and hence, via the reverse triangle inequality, we have a lower bound on |ρ|:
|ρ| ≥ |z| − |z|
2
e−2βB−1C(β)−1 − |z| (II.3.32)
We need to maximise the right hand side of this inequality in terms of |z|, but still
within the circle C. This maximum occurs at:
|z| = e−2βB−1C(β)−1
(
1− 1√
2
)
(II.3.33)
giving us:
|ρ| ≥ (3− 2
√
2)e−2βB−1C(β)−1 (II.3.34)
If we use this in the integral for cn, then we achieve the bound:
|cn| ≤ 1
n
(
e2βB+1C(β)
1
(3− 2√2)
)n−1
(II.3.35)
This gives the radius of convergence of the virial expansion (RVir) as:
RVir ≥ e−2βB−1C(β)−1(3− 2
√
2) (II.3.36)
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II.4 Canonical Ensemble Calculations
The work by Pulvirenti and Tsagkarogiannis [PT12], gives a different point of view
in understanding the virial expansion. They start from the Canonical Ensemble
and then take the thermodynamic limit. The advantage of this method is that it
avoids the need to invert power series in order to obtain a virial expansion from
the cluster expansion. It also appears to be a much more natural approach, since
we already have everything written in terms of the number of particles and volume,
whose ratio is the density. There is no fugacity parameter in this approach and so
no need to take an indirect route. They obtain Kotecky´ Preiss conditions on the
convergence of the expansion and understand the relationship of what they obtain
to what is obtained by the work of Mayer. Morais and Procacci [MoPr13] develop
these ideas further and introduce bounds on the virial coefficients. They adopt the
approach of an abstract polymer gas as in Section I.4 and use the tree-graph identity
of Penrose [Pen67], to obtain improved coefficient bounds and the same bound on
the radius of convergence as explained in subsection IV.5.1. They indicate that the
canonical expansion method is just as effective as the inversion method and the
bounds on coefficients indicate the possibility of improvements in this direction.
II.4.1 The Model
In the Canonical Ensemble, we have a configuration of N particles in a box Λ,
interacting via a stable and tempered pair potential Φ : RD → R. The boundary
conditions are assumed to be periodic, that is we can understand the ‘periodic’
potential Φper(qi, qj), by splitting RD into boxes of size Λ and adding all of the
interactions. In the case of Λ being a box of side length L, we obtain:
Φper(qi, qj) :=
∑
n∈ZD
Φ(qi − qj + nL) (II.4.1)
Stability is that ∃B ≥ 0, such that for all N and all q1, · · · , qN :∑
1≤i<j≤N
Φ(qi − qj) ≥ −BN (II.4.2)
Temperedness is that we assume the integral:
C(β) :=
∫
RD
|e−βΦ(q) − 1|dDq (II.4.3)
is convergent for some β > 0, and hence ∀β > 0.
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The canonical partition function of this system is:
ZN :=
1
N !
∫
ΛN
d(q)Ne
−βHΛ(q)
(II.4.4)
where
HΛ(q) :=
∑
1≤i<j≤N
Φper(qi, qj) (II.4.5)
Given a ρ > 0 (the density), we define the thermodynamic free energy as:
fβ(ρ) := lim
|Λ|,N→∞ , N|Λ|→ρ
fβ,Λ(N) (II.4.6)
where
fβ,Λ(N) := − 1
β|Λ| lnZN (II.4.7)
The main result of the paper is:
Theorem II.4.1 (Convergence and Interpretation of the Free Energy Expansion
- [PT12]). For ρC(β)e2βB+α+1 < 1, where α is a constant related to the Kotecky´
Preiss condition used, we have
1
|Λ| lnZN = ln
|Λ|N
N !
+
N
|Λ|
∑
n≥1
FN,Λ(n) (II.4.8)
where the coefficients FN,Λ(n), n ≥ 1, satisfy:
|FN,Λ(n)| ≤ Ce−cn (II.4.9)
For constants C and c > 0, which are independent of N and Λ.
We can interpret these coefficients as follows:
FN,Λ(n) =
1
n+ 1
PN,|Λ|(n)Bβ,Λ(n) (II.4.10)
defined by:
PN,|Λ|(n) :=
(N − 1) · · · (N − n)
|Λ|n (II.4.11)
Bβ,Λ(n) :=
|Λ|n
n!
∑
{V1,··· ,Vn}∈[N ]n
φT (V1, · · · , Vn)ζΛ(V1) · · · ζΛ(Vn) (II.4.12)
where the φ and ζ are explained in the context of a polymer model below.
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These have thermodynamic limits:
lim
N,|Λ|→∞ , N|Λ|=ρ
PN,|Λ|(n) = ρn and lim
Λ→∞
Bβ,Λ(n) = βn (II.4.13)
for all n ≥ 1, where βn are the irreducible coefficients of Mayer:
βn :=
1
n!
∑
g∈B[n+1]
supp g3{1}
∫
(RD)n
∏
{i,j}∈E(g)
(e−βΦ(qi−qj) − 1)d(q)′n+1 q1 = 0 (II.4.14)
The approach is first to divide the canonical partition function into the ideal
and the interacting parts:
ZN = Z
ideal
N Z
int
N (II.4.15)
where:
Z idealN :=
|Λ|N
N !
and Z intN :=
∫
ΛN
dq1
|Λ| · · ·
dqN
|Λ| e
−βHΛ(q)
(II.4.16)
Of course Z idealN gives us the first term easily and we have to concentrate on the
interaction part. The first stage is to use the idea by Mayer to write the interaction
part of the partition function as a sum over graphs with edge-weights the Mayer
f -functions [MMay40]:
e−βHΛ(q) =
∏
1≤i<j≤N
(1 + fi,j) =
∑
g∈G[N ]
∏
{i,j}∈E(g)
fi,j (II.4.17)
The next stage is to use this formulation to draw a parallel with abstract
polymer models. What is required to draw such a connection is an incompatibility
relation, which is conveyed in the paper of Procacci [Pro07].
The support of a graph, denoted supp g, is the set of its vertices. We call a
graph connected if there exists a path from each vertex in the graph to any other.
We define the incompatibility relation as follows: g and g′ are incompatible if supp
g ∩ supp g′ 6= ∅. They are compatible if they have empty intersection. This obeys
symmetry trivially and is reflexive unless our graph is the empty graph, but we
will not allow for these in the formulation (the empty graph is not connected).
We call the cardinality of supp g, |g|. Any graph g ∈ G[N ] is equivalent to the
pairwise compatible (non-ordered) collection of its connected components: i.e. g =
{g1, · · · , gk} for some k. So we write the canonical partition function as that of a
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weighted polymer:
Z intN :=
∑
{g1,···gk}∼
k∏
i=1
ζ˜Λ(gi) =
∑
{V1,··· ,Vk}∼
k∏
i=1
ζΛ(Vi) (II.4.18)
where the weights are defined as:
ζΛ(V ) :=
∑
g∈C[V ]
ζ˜Λ(g), ζ˜Λ(g) :=
∫
Λ|g|
∏
i∈supp g
dqi
|Λ|
∏
{i,j}∈E(g)
fi,j (II.4.19)
where the empty product is defined to be 1. The expression for the logarithm of
this function is:
lnZN =
∞∑
n=0
1
n!
∑
(V1,··· ,Vn)∈[N ]n
φT (V1, · · · , Vn)ζΛ(V1) · · · ζΛ(Vn) (II.4.20)
where:
φT (V1, · · · , Vn) =

1 if n = 1∑
g∈C[n]
g⊂G(V1,··· ,Vn)
(−1)|Eg | if n ≥ 2 (II.4.21)
where G(V1, · · ·Vn) is the graph on vertex set [n] with edge set EG(V1,··· ,Vn) =
{{i, j} ⊂ [n]|Vi ∩ Vj 6= ∅} We know that lnZN can be written as an absolutely
convergent power series for all complex activities ζΛ(V ), as soon as:
sup
i∈[N ]
∑
V⊂[N ]|i∈V
|V |≥2
|ζΛ(V )|ea|V | ≤ ea − 1 (II.4.22)
This is analogous to the Kotecky´ Preiss condition in Section I.4. The activity ζΛ(V )
depends only on |V | and so we rewrite the condition in the convenient form:
N∑
m=2
eamCρm ≤ ea − 1 (II.4.23)
where
Cρm = |ζm|
(
N − 1
m− 1
)
(II.4.24)
We can identify the relationship between ζm and the cluster coefficients bm, by:
ζm =
bm(βΛ)m!
V m−1
(II.4.25)
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and so the cluster expansion bounds above give us the suitable bound on the radius
of convergence.
The inspiration of the Kotecky´ Preiss like condition is from the paper by
Bovier and Zahradn´ık [BoZa00], which gives a simple inductive proof of Dobrushin’s
criterion.
Define:
L = L(δ) := sup
x∈(0,δ)
(− ln(1− x)
x
)
=
− ln(1− δ)
δ
(II.4.26)
for δ small.
Theorem II.4.2 (Bovier-Zahradn´ık Condition). Suppose there exist two non-negative
functions a, c : Γ→ R and ∀γ ∈ Γ
|w(γ)|ea(γ) ≤ δ (II.4.27)
For some small δ > 0.
Assume also for any polymer γ′:
∑
γγ′
|w(γ)|ea(γ)+c(γ) ≤ 1
L
a(γ′) (II.4.28)
Then we have the following bound:
∑
I|I(γ′)≥1
|cIW I |e
∑
γ∈suppI
I(γ)c(γ)
≤ L|w(γ′)|ea(γ′)+c(γ′) (II.4.29)
The Bovier-Zahradn´ık condition is applied to the relevant polymer model.
We have that
FN,Λ(n) :=
1
n+ 1
∑
I| supp I31
|I|=n+1
CIζ
I
Λ (II.4.30)
where |I| := |∪V ∈ supp IV | ≤ ‖I‖. The Bovier Zahradn´ık bound then gives us that
FN,Λ(n) is uniformly bounded for all N,Λ as well as absolutely summable over n.
The bound gives us:
|FN,Λ(n)| ≤ e
−cn
n+ 1
∑
I| supp I31
|I|=n+1
∣∣CIζIΛ∣∣ ecn ≤ e−cnLeα (II.4.31)
The paper obtains the two-connected graph expression for the coefficients FΛ,N (n)
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in the thermodynamic limit. This relies on the block-factorisation property of the
weights ζΛ(V ), when understood as depending on a graph g ∈ C[n]. The key point
is that the product structure mentioned in the paper gives that no mixed terms
appear. For connected graphs the block factorisation property gives that only terms
with two-connected graphs contribute.
II.5 Conclusions & Open Questions
This chapter has introduced Mayer’s theory of virial expansions and given the clas-
sical approach of Kirkwood Salsburg equations and the inversion of cluster expan-
sions. In Chapter IV, improvements of this approach are given, yet it is still unclear
whether this is an optimal approach, since, especially in the positive potential case,
one is strongly dependent on the unphysical singularity of the cluster expansion on
the negative real axis.
The other key approach indicated is that of working in the Canonical En-
semble instead of using the inversion. The paper of Pulvirenti and Tsagkarogian-
nis [PT12] indicates that we may derive all of the classical results of two-connected
graphs and similar bounds through this approach. The further paper by Morais and
Procacci [MoPr13] captures the bounds of Lebowitz and Penrose [LePen64]. This
is also emphasised in Chapter IV. The paper indicates the possibility of improv-
ing such bounds and it is still an open question to make improved bounds via the
Canonical Ensemble.
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Chapter III
A Graphical Involution Solving
the Puzzle of Mayer’s Virial
Expansion
The main content of this chapter is to give a direct proof for four identities arising
from Mayer’s theory of cluster and virial expansions for the one particle hard core gas
and the continuum hard core gas or Tonks gas. This is to identify the combinatorial
cancellations. The main relationships are:∑
g∈C[n]
(−1)e(g) = (−1)n−1(n− 1)! (III.0.1)
∑
g∈B[n]
(−1)e(g) = −(n− 2)! (III.0.2)
for the one particle hard core gas, where e(g) denotes the number of edges in the
graph g.
Let the polytope corresponding to the graph g be defined as:
Πg := {(x)[2,N ] ∈ RN−1| |xi − xj | < 1 ∀{i, j} ∈ E(g)} (III.0.3)
with x1 = 0. We have: ∑
g∈C[n]
(−1)e(g) Vol(Πg) = (−1)n−1nn−1 (III.0.4)
∑
g∈B[n]
(−1)e(g) Vol(Πg) = −n(n− 2)! (III.0.5)
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for the Tonks gas. The explanation in this form for the connected identities is given
by Bernardi [Ber08] and the two-connected case is original work. The explanation by
Bernardi involves indicating that (III.0.1) can be resolved in terms of enumerating
increasing trees and (III.0.4) can be resolved in terms of enumerating rooted trees.
The work of Mayer [MMay40] introduced an important connection between
the subjects in the form of representing coefficients of the important expansions
of statistical mechanics - the partition function, the cluster expansion and the
virial expansion - in terms of weighted graphs of a particular type - simple graphs,
connected graphs and two-connected graphs respectively. Most recently, the com-
binatorial species of structure framework introduced by Joyal [Joy81], has been
applied to statistical mechanics through the work of Ducharme, Labelle and Ler-
oux [DLL07, Ler04], Kaouche and Leroux [KaLe08] and Faris [Far10], in order to
give an interpretation to these important connections. Useful developments of the
subject of combinatorial species of structure can be found in the book by Bergeron
Labelle and Leroux [BLL98] and Flajolet and Sedgewick [FlSe09]. Such connections
between the two subjects provide mutual exchanges. The main exchange that this
chapter focuses upon are the combinatorial identities indicated in the paper [DLL07]
afforded to us by using the combinatorial connection with two simplistic statistical
mechanical models, namely the hardcore one-particle gas and the hardcore contin-
uum gas.
The chapter is organised so that, in Section III.1, the two models of the one
particle hard core gas and the Tonks gas are explained alongside what Mayer’s the-
orems give in these cases. The bc-tree used in the proof is also introduced in Section
III.2 and the explanation of polytopes and their decomposition into simplicies, at-
tributed to Lass is indicated in Section III.3, which is instrumental to the proof in
the Tonks gas case. A short discussion of the proof by Bernardi [Ber08] is given in
Section III.4. Section III.5 presents the the combinatorial structures which describe
the particular coefficients and gives a discussion on the meaning of the results. Sec-
tions III.6 and III.7 give the proofs of the one particle hard core and the Tonks gas
case respectively. Section III.9 ends with what is hoped to be future directions and
context of these combinatorial interpretations and ideas of future work.
III.1 The Two Models from Statistical Mechanics
Recall the graph weights from Section I.2:
w(g) =
∏
{i,j}∈E(g)
fi,j (III.1.1)
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W (g) :=
∏
i∈V (g)
∫
V
dqi
w(g) (III.1.2)
which are equations (I.2.8) and (I.2.10), respectively. The pressure function can be
written in terms of connected graphs:
βP = CW (z) =
∞∑
n=1
zn
n!
∑
g∈C[n]
W (g) (III.1.3)
This is the content of Mayer’s First Theorem [MMay40]. The density ρ is:
ρ = z
∂
∂z
βP = C•W (z) (III.1.4)
where C• denotes a rooted connected graph. From Mayer’s Second Theorem [MMay40]
found in Section II.2 or by the Dissymmetry Theorem [DLL07], we are able to obtain
a series expansion for pressure in terms of density, in which the coefficients are, up
to a prefactor, the W -weighted two-connected graphs.
βP = ρ−
∞∑
n=2
(n− 1)ρn
n!
∑
g∈B[n]
W (g) (III.1.5)
III.1.1 One Particle Hard Core Gas
The potential for a one-particle hard core gas is:
Φ1PHG(qi, qj) =∞ (III.1.6)
so that exp(−βΦ1PHG(qi, qj)) = 0 and f(qi, qj) = −1. The grand canonical partition
function is
Ξ(z) = 1 + z (III.1.7)
The statistical mechanical relationships give pressure and density as:
βP = log(1 + z) (III.1.8)
ρ =
z
1 + z
(III.1.9)
We may invert (III.1.9), to obtain:
z =
ρ
1− ρ (III.1.10)
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and substitute for z in (III.1.8), to obtain:
βP = − log(1− ρ) (III.1.11)
The two series expansions derived from statistical mechanics are:
βP =
∞∑
n=1
(−1)n−1zn
n
(III.1.12)
βP =
∞∑
n=1
ρn
n
(III.1.13)
If we compare these two power series with (III.1.3) and (III.1.5) respectively, using
the graph weight W (g) = (−1)e(g), we obtain:∑
g∈C[n]
(−1)e(g) = (−1)n−1(n− 1)! (III.1.14)
∑
g∈B[n]
(−1)e(g) = −(n− 2)! (III.1.15)
We emphasise here that we hit the lower bound given by Groeneveld in
Section I.7.1. We have that |bn| = 1n and noting that |2b2| = 1, we have the lower
bound for the cluster coefficients for positive potentials given by Groeneveld.
III.1.2 Continuum Hard Core Gas - Tonks Gas
For a continuum hard core gas in one dimension with diameter 1, the potential is:
ΦTG(qi, qj) =
∞ if |qi − qj | < 10 otherwise (III.1.16)
The exponential and Mayer f -functions are:
exp(−βΦTG(qi, qj)) =
0 if |qi − qj | < 11 otherwise (III.1.17)
f(qi, qj) =
−1 if |qi − qj | < 10 otherwise (III.1.18)
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We therefore have the graph weight:
w(g) = (−1)e(g)
∫
Rn−1
∏
(i,j)∈Eg
χ(|xi − xj | < 1) dx2 · · · dxn (III.1.19)
where x1 = 0 and χ is the indicator function.
In [DLL07], this is interpreted as the volume of a convex polytope Πg in
Rn−1, defined in (III.0.3).
Hence the graph weight may be written as:
W (g) = (−1)e(g) Vol(Πg) (III.1.20)
We may derive the cluster and virial expansions for the Tonks gas in the
general case where we have a hard core radius of rh,c and then specialise to the
case where rh,c = 1. The easiest way to make computations is via the Canonical
Ensemble. For ease of notation, we write exp(−βΦTG(qi, qj)) = ei,j . We enclose our
rods in the space [0, L] to obtain finite integrals and the canonical partition function
is:
ZN =
L− rhc
2∫
rhc
2
dq1 · · ·
L− rhc
2∫
rhc
2
dqN
N−1∏
i=1
ei,i+1 (III.1.21)
=
L+
rhc
2
−Nrhc∫
rhc
2
dq1
L+
rhc
2
−Nrhc+rhc∫
q1+rhc
dq2 · · ·
L+
rhc
2
−Nrhc+(N−1)rhc∫
qN−1+rhc
dqN (III.1.22)
We make the change of variables: ωk = qk −
(
k + 12
)
rhc:, to get
ZN =
L−Nrhc∫
0
dω1
L−Nrhc∫
ω1
dω2 · · ·
L−Nrhc∫
ωN−1
dωN (III.1.23)
=
L−Nrhc∫
0
dω1 · · ·
L−Nrhc∫
ωk−1
dωk
(L−Nrhc − ωk)N−k
N − k)! =
L−Nrhc∫
0
dω1
(L−Nrhc − ω1)N−1
(N − 1)!
(III.1.24)
So:
ZN =
(L−Nrhc)N
N !
(III.1.25)
In the Canonical Ensemble, then we may derive the equation of state, by using the
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relation:
βP =
∂
∂L
(lnZN ) =
N
L−Nrhc =
ρ
1− ρrhc (III.1.26)
taking NL = ρ.
We use the relationship ρ = z ddzβP and (III.1.26), to obtain a differential
equation for βP = χ in terms of z:
χ =
z dχdz
1− z dχdz rhc
χ = z
dχ
dz
(1 + rhcχ)∫
dz
z
=
∫
1
χ
+ rhcdχ
ln z = lnχ+ rhcχ
rhcz = rhcχe
rhcχ
(III.1.27)
We make contact here with the Lambert W -function, which is defined as the inverse
of the mapping z 7→ zez. This inverse has many branch cuts, but we take the 0-
branch cut, which is real. We may then use the Lambert W -function in (III.1.27),
to obtain the expression for pressure:
βP =
1
rh c
W (rh cz) (III.1.28)
More details are given about the Lambert W -function in Section IV.4. The
key point here is that the radius of convergence for W (rh cz) as a power series in z,
is 1rh ce and |2b2| is simply rh c. We therefore obtain the lower bound on the radius
of convergence for positive potentials detailed by Groeneveld, given in Section I.7.1.
If we now specialise to rhc = 1, we have the expressions:
βP = W (z) =
∞∑
n=1
(−1)nnn−1zn
n!
(III.1.29)
βP =
ρ
1− ρ =
∞∑
n=1
ρn (III.1.30)
If we compare these to the results of Mayer’s First and Second Theorems
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(III.1.3) and (III.1.5), we obtain the combinatorial relationships:∑
g∈C[n]
(−1)e(g) Vol(Πg) = (−1)n−1nn−1 (III.1.31)
∑
g∈B[n]
(−1)e(g) Vol(Πg) = −n(n− 2)! (III.1.32)
III.2 The Block Cutpoint Tree
This section briefly introduces the notion of the block cutpoint tree used in the
proof.
• An articulation point in a connected graph is a vertex, which when it and its
incident edges are removed, renders the graph disconnected. A synonym that
is frequently used is a cutpoint.
• A two-connected graph is a connected graph without articulation points.
• A block is a maximal two-connected subgraph of a connected graph. Maximal
in terms of edges and vertices it includes.
The block cutpoint tree (bc-tree) associated to a connected graph g is a (bipartite)
graph where the vertices represent the articulation points and the blocks in a con-
nected graph. An edge, between an articulation point and a block, is present in this
graph, when an articulation point is contained in a block. It is a tree, since if there
were a cycle in this graph then the cycle itself would have been a block. An example
of a block cutpoint tree is shown in Figure III.1.
Definition (The Centre of a Tree). To define the centre of a tree formally, we define
first the eccentricity ε(v) of a vertex v as the minimal graph distance of v to a leaf.
The centre of a tree is the collection of vertices at which the maximum eccentricity
is attained. This can either be two neighbouring vertices or a single vertex. In the
former case, we often call the edge between the vertices the centre of the tree.
Remark 18 (An Algorithmic Interpretation of the Centre of the Tree). One can
apply the function f : a → a, which for any given tree, removes all leaves and the
edges corresponding to the leaves. Formally, we can write this as:
f : (V (τ), E(τ)) 7→ (V (τ) \ L,E(τ) \ (L× V (τ))) (III.2.1)
where L := {i ∈ V (τ)|deg(i) = 1}, the collection of leaves.
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Block-cutpoint DiagramOriginal Graph
Figure III.1: An example of a bc-tree
The Centre
Figure III.2: The associated
digraph
Repeated application of f , gives a sequence of trees, (fn(τ))n∈N0 which be-
comes constant either when we have a single vertex or the empty graph. In the
case of the single vertex, this is the centre of the tree. For the empty graph, the
penultimate step will have been two vertices and an edge and this edge or the pair of
vertices is defined as the centre.
A bc-tree is bipartite with all leaves in one set (the blocks). It therefore has
a unique centre, since the eccentricity of the articulation points will be odd and
the eccentricity of the blocks will be even so two neighbours cannot have the same
maximum eccentricity.
Lemma III.2.1 (Simple bc-tree Identity). For any connected graph, we have the
identity: ∑
i∈I
(ki − 1) = n− 1 (III.2.2)
where I is the label set for the blocks ki indicates the number of vertices in a block
and n is the total number of vertices in the connected graph.
Proof. The key idea is to indicate what vertex we omit inside each block on the left
hand side of (III.2.2). The digraph explained below gives an (essentially) unique
prescription of the missing vertex in each block and in which block an articulation
point is counted.
In the bc-tree, we can give all edges the direction away from the central
vertex, as can be seen in Figure III.2. In this digraph, we have two types of directed
edge (B, a) and (a,B), where a indicates an articulation point and B a block. The
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arrow points from the first entry to the second entry. Since there is a unique path
from the centre to every other vertex, every vertex has precisely one edge in which
they are the second entry.
There are two key cases:
i) The centre is an articulation point
For a block, B, the unique vertex we neglect on the left hand side of (III.2.2)
is the articulation point, a, where (a,B) is the directed edge in the digraph.
Every articulation point, α, except the centre appears in an edge (β, α), for
which it is the second entry, meaning it is enumerated in the left hand side
of (III.2.2) in precisely one block. The central articulation point is the only
neglected vertex, which gives the right hand side of (III.2.2).
ii) The centre is a block
In this case every block, except the centre, can be given the prescription as
for the first case. For the central block, we can choose precisely one of its
neighbours to neglect. All articulation points in this case have an edge in
which they are the second entry and so are counted, excepting the articulation
point identified by the central block. Therefore, we have (III.2.2).
III.3 Polytopes and Simplices
In [DLL07] there is a decomposition of the polytope Πg into simplices, which is
used in the proof given in [Ber08]. Bernardi in [Ber08] gives an explanation of this
procedure. This section explains this procedure.
Consider (x)[2,n] ∈ Rn−1 and let hi be the integer part of xi and 0 ≤ wi < 1
be the fractional part such that hi + wi = xi. Let σ : [2, n] → [2, n] be a bijection.
We may define the simplex pi(h, σ), by the set of x with integer part h and whose
fractional parts satisfy: wσ(2) < wσ(3) < · · · < wσ(n). This simplex has volume
1
(n−1)! .
The condition |xi − xj | < 1 is equivalent to hi − hj ∈ {0, sign(wj − wi)}.
We therefore have that pi(h, σ) ⊂ Πg if and only if for all (i, j) ∈ g, we have that
hi − hj ∈ {0, sign(σ−1(j)− σ−1(i))} with h1 = 0 and σ(1) = 1.
Lemma III.3.1. For any graph g ∈ G[n], the value (n−1)! Vol(Πg) counts the pairs
h ∈ Zn−1 and σ ∈ Sn−1 such that pi(h, σ) is a subpolytope of Πg.
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We may rearrange the sums over connected or two-connected graphs of the
graph weights by first casting the sum as a sum over the pairs (h, σ) and sym-
metrising the weight over isomorphic graphs. The symmetrisation procedure can
be understood by considering a permutation σ of [2, n] and defining for any vec-
tor h = (h2, · · · , hn) ∈ Zn−1, σ(h) = (hσ(2), · · · , hσ(n)). For any graph g with
labels in [n], the graph σ(g) is the graph, with the same vertex set and satisfies
(σ(i), σ(j)) ∈ E(σ(g)) ⇐⇒ (i, j) ∈ E(g).
Observe that pi(h, σ) ⊂ Πg if and only if pi(σ−1(h), Id) ⊂ Πσ(g) for any
permutation σ of [2, n]. We can see this equivalence, by rewriting w = σ−1(h) and
h = σ(g) to see that the latter statement can be cast as pi(w, Id) ⊆ Πh. This means
in terms of the entries in vector w that ∀(k, l) ∈ E(h) wk − wl ∈ {0, sign(l − k)}.
Since (i, j) ∈ E(g) ⇐⇒ (σ(i), σ(j)) ∈ E(h), we may rewrite this as: ∀(i, j) ∈ E(g)
wσ(i) −wσ(j) ∈ {0, sign(σ(j)− σ(i))}. We make the identification that hi = wσ(i) to
see that we get precisely the statement that pi(h, σ) ⊆ Πg.
We let H denote either C or B and then we rewrite:∑
h∈Zn−1 g∈H[n]
pi(h,σ)⊂Πg
(−1)e(g) =
∑
h∈Zn−1 g∈H[n]
pi(σ−1(h),Id)⊂Πσ(g)
(−1)e(g)
=
∑
h∈Zn−1 g∈H[n]
pi(h,Id)⊂Πg
(−1)e(σ−1(g))
=
∑
h∈Zn−1 g∈H[n]
pi(h,Id)⊂Πg
(−1)e(g) (III.3.1)
We may therefore, understand the weight as:
∑
g∈H[n]
w(g) =
∑
g∈H[n]
(−1)e(g) Vol(Πg) = 1
(n− 1)!
∑
h∈Zn−1σ∈Sn−1
such that pi(h,σ)⊂Πg
(−1)e(g)
=
∑
h∈Zn−1 g∈H[n]
pi(h,Id)⊂Πg
(−1)e(g) (III.3.2)
We define the centroid of the vector h, by h¯ = (h¯1, · · · , h¯n), where h¯i = hi + i−1n .
We define Gh as the graph on [n] where the edges are all pairs (i, j) such that
|h¯i − h¯j | < 1. We define Hh[n] := {g ∈ H[n]|E(g) ∩ E(Gh) = E(g)} where H can
be replaced by C or B.
The final sum indicates that we need to count pairs h and g such that
pi(h, Id) ⊂ Πg. That is that the centroid h¯ ∈ Πg, since h¯ is in the interior of
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pi(h, Id). This can be recast as: for h¯ ∈ Πg, we require that:
∀(i, j) ∈ E(g) |h¯i − h¯j | < 1 (III.3.3)
We can, therefore, rewrite our sum as:∑
h∈Zn−1
∑
g∈Hh
(−1)e(g) (III.3.4)
we can thus consider the total sum as first a sum over the subset of graphs Hh for
each h and add the results. This leads to considering separate Ψh : Bh → Bh which
are involutions and finding their fixed points.
III.4 Bernardi’s Interpretation
The main idea to see how the cancellations work is to construct an involution on
the set of connected graphs, which changes the number of edges by at most one.
This gives a pairing of most connected graphs to leave the unpaired graphs as being
the only contribution to the sum. This has a connection to matroids, graph tree
inequalities and the Penrose identity, which is explained in Chapter VII. The key
idea is that this construction has generalisations, which make for useful applications
to the cluster expansion. This is to motivate understanding the same perspective
for two-connected graphs, as providing insight into virial coefficients.
The lexicographic order on edges in a graph is defined by:
(i, j) < (k, l) if
 min{i, j} < min{k, l}or min{i, j} = min{k, l} and max{i, j} < max{k, l} (III.4.1)
Given a graph g = (V,E), we define the graph g>e = (V,E>e), where e ∈ V (2) and
E>e = E ∩ {y ∈ V (2)|y > e}. We call an edge (i, j) g-active, if there exists a path
from i to j in g>(i,j). We let e?g be the greatest g-active edge, if there is one. This
notion of being an active edge is connected to the active edges of matroids explained
in the paper by Sokal [Sok05]. This is interpreted in Chapter VII.
Define the mapping Ψ : C → C by:
Ψ(g) =
g if there is no g-active edgeg ⊕ e?g if we have a g-active edge (III.4.2)
The operation ⊕ means to add the edge if it is not present and remove it if it is.
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What is left over after those which add or lose an edge cancel? We understand
if Ψ(g) 6= g, then (−1)e(g) + (−1)e(Ψ(g)) = 0 and the contribution of these two cancel
out. We need to now understand what the fixed graphs are for this involution. The
answer is precisely the set of increasing trees.
Definition (Increasing Tree). An increasing tree is a labelled tree, where if we
consider any path from the vertex labelled 1 to any other vertex, the labels form an
increasing sequence.
Proposition III.4.1 (Fixed Graphs of the Involution). The graphs fixed by the
involution Ψ are precisely increasing trees.
Proof. Firstly we show that if g is an increasing tree, then no edge is g-active.
Since g has no cycles, no edge in g is g-active. Consider e = (i, j) /∈ E(g)
and let k be the nearest common ancestor of i and j. Let e′ = (k, l) be an edge
containing k on the path in g from i to j. Since g is an increasing tree, k ≤ min{i, j}
and l ≤ max{i, j}, so that e′ < e, so e is not g-active.
To show a graph that has no g-active edge must be an increasing tree.
g must be a tree, since if g had a cycle, the minimal edge in the cycle is
g-active. If we have a sequence of labels 1 = i1 < i2 < · · · < ir > ir+1 on a path in
g, starting from vertex i1 = 1, then the edge (ir−1, ir+1) is g-active. Hence the tree
must be increasing.
Increasing trees on [n] are in bijection with permutations on [2, n]. This can
be seen through the following mapping from increasing trees to bijections. Take 1 as
the root of the tree and for each subtree in the forest formed by removing 1, create a
cycle for the permutation. At each stage the parent goes to the oldest sibling. If we
are at a leaf, we retrace the steps we made until we come to a branching point (the
closest ancestor with multiple children). In this case we take the next largest child
and continue like this, when nothing is left we are sent to the root of this subtree.
To see that this is a bijection, we first indicate how to create such a graph
from the data of the permutation. Given σ ∈ S[2,n], we create the tree as follows:
Taking each cycle in turn, we start at the smallest element in the cycle. We
attach this element, r, to 1. We take σ(r) and attach it to r. In general, after we
have placed a, we place σ(a) in the following way:
• If a < σ(a), then σ(a) is attached to a as its parent.
• If a > σ(a), then σ(a) is attached to the first direct ancestor of a, which is
< σ(a).
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• σ(a) = a is not possible, since it would just be a single root attached to 1
Hence every permutation may be interpreted as an increasing tree. The mapping is
injective, since somewhere on the tree one vertex will have a different largest child
and thus correspond to a permutation sending it somewhere else.
In Figure III.3, we see two examples of this relationship.
(2534) (246)(37598)
1 1
2 2 3
3 4
4
5 5
6
7
98
Figure III.3: Two Examples of Increasing Trees and their corresponding Permuta-
tions
Hence the number of increasing trees is (n−1)! and they have weight (−1)n−1,
since each tree as n − 1 edges. This gives precisely the required (−1)n−1(n − 1)!
term.
III.5 The Fixed Graphs for the Two-Connected Case
This section presents the combinatorial identities as theorems and gives an expla-
nation of the fixed graphs, which is my original result.
Theorem III.5.1 (Combinatorial Identity from the one-particle hard-core model).
We have the combinatorial identity:∑
g∈B[n]
(−1)e(g) = −(n− 2)! (III.5.1)
The proof of this identity is given through a different involution Ψ, which
effectively pairs graphs differing by only one edge, leaving some small collection of
graphs fixed, which give the (n− 2)! factor. The involution Ψ is defined in Section
III.6.
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The fixed graphs are described inductively: take the base graph as the single
edge between two points with labels 1 and 2. Given a fixed graph on n vertices, we
shift its labels by 1 (i 7→ i+ 1) and add a vertex with label 1. We add from this new
vertex an edge to the vertex now labelled 2 and another edge to any of the n − 1
remaining vertices.
These fixed graphs all have 2n − 3 edges, giving the −1 factor and if an
denotes the number of them, we have the recursion: an = (n− 2)an−1, which gives
the (n− 2)!, taking a2 = 1.
The fixed graphs for n = 3, 4 are shown in Figure III.4.
21
4
2
3
11
32
34
n=3
n=4
Figure III.4: The Fixed Points for Ψ for n = 3, 4
Theorem III.5.2 (Combinatorial Identity from the continuum hardcore gas). We
have the combinatorial identity:∑
g∈B[n]
(−1)e(g)Vol(Πg) = −n(n− 2)! (III.5.2)
This theorem is given an alternative proof through a collection of involutions
(Ψh)h∈Zn−1 . The index h is related to the partition of the polytopes into areas of
equal volume attributed to Lass in [Ber08, DLL07]. The meaning of h is explained
in Section III.3.
The fixed points of these involutions occur only when h is of the form
(0, · · · , 0,−1, · · · ,−1), meaning that any edge is possible. There are precisely n
possibilities of these sequences, which corresponds to the n positions of the last
zero. The particular h provides a bijection σ : [n] → [n] on which the fixed graphs
correspond to an increasing tree (given by the order σ(i) < σ(j) if and only if i < j)
on the labels {σ(1), · · · , σ(n− 1)}. This is paired with every edge from σ(n) to the
vertices {σ(1), · · · , σ(n− 1)}.
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The number of these increasing trees on n−1 vertices is (n−2)! and hence we
obtain the factor n(n−2)!. We notice that these graphs are on n−2+n−1 = 2n−3
edges, which provides the minus sign. An example of a fixed graph is given in Figure
III.5.
σ(1)
σ(6)
σ(3)
σ(5)
σ(7)
σ(4)
σ(2)
Figure III.5: Example of Fixed Graph for Ψh on 7 vertices with the bijection σ
Remark 19 (Connection to Bernardi’s Interpretation). It is worth noting that the
increasing tree idea present in [Ber08] also appears as an important idea in the fixed
points of this involution.
Remark 20 (Alternative Version of Theorem III.5.1). The understanding of the
fixed points of the involution Ψ0 provides us with an alternative method of prov-
ing Theorem III.5.1. We can see that the fixed points may also correspond to the
collection of increasing trees on [n − 1] with vertex n having an edge to all other
vertices.
Remark 21 (Complications for two-connected graphs). The two-connected case is
necessarily more complicated than the connected case. First of all, minimal two-
connected graphs do not all have the same number of edges for a fixed number of
vertices, although trees (minimal connected graphs) do. Simply removing edges ap-
propriately down to a minimal graph cannot provide a combinatorial understanding
as there will still be sign differences to take care of. When we derive the virial ex-
pansion for the two models, we find that the virial coefficients all have the same sign.
This is present in the combinatorial understanding, since the sign of the (−1)2n−3
factor, which appears since the edge-weights are negative, is independent of n.
Remark 22 (Why to expect 2n − 3 as an important number of edges). It can
be shown that any two-connected graph on n vertices with greater than or equal to
2n− 3 edges, necessarily has a chord. The chord can be removed, keeping the graph
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two-connected, which indicates that a graph with this number of edges cannot be
minimally two-connected. It is also possible to construct a graph with n vertices and
2n−4 edges that is minimally two-connected, as shown in Figure III.6. The number
of edges being 2n− 3 marks some transition in the possibility of being minimal.
Any two-connected graph on n vertices with ≥ 2n− 3 edges has a chord. This is done
by induction on the number of vertices n.
The cases n = 2, 3 are vacuous and one can see from the examples in Figure
III.7 that this holds when n = 4.
Let d1 be the degree of the vertex labelled 1. If we remove the vertex 1 and
its incident edges, then the graph remains connected and can be decomposed into
its bc-tree. Each block with l vertices in the tree has to have ≤ 2l− 4 edges or else
we have a smaller graph which has a chord by induction. We note here that blocks
of size two or three need to be treated separately. We let li denote the size of the
ith block not of size two or three and B2 and B3 denote the number of blocks of
size two and three respectively. We know the relationship:∑
i
(li − 1) +B2 + 2B3 = n− 2 (III.5.3)
The total number of edges in the graph must then not exceed:∑
i
2(li − 1)− 2B≥4 +B2 + 3B3 ≤ 2n− 4−B2 −B3 − 2B≥4 (III.5.4)
where b≥4 indicates the number of blocks with more than four vertices. We know
that the number of edges must be greater than 2n − 3 − d1 and so we obtain the
inequality:
d1 ≥ 1 +B2 +B3 + 2B≥4 ≥ 1 + total number of blocks (III.5.5)
By the pigeonhole principle, 1 must meet a block at two vertices, call these α and
β. If we have two blocks then we have a third neighbour of 1, call this γ.
If all three are in the same block then we can find a path α → β → γ and
thus the edge (1, β) is a chord. Otherwise γ is in another block. Let A be the
articulation point of the block containing α and β closest to γ. We have a path
from A to γ outside of this block since it is a connected graph. We are also able to
construct a path α → β → A since they are all in one block. Concatenating these
paths gives again a path α→ β → γ from which we determine (1, β) is a chord.
If we have only one block and two neighbours of one, we may use induc-
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tion, since the graph without 1 is therefore two-connected and satisfies the same
inequality, since we have taken away two edges.
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Figure III.6: A graph with 2n − 4
edges and n vertices which is mini-
mally two-connected
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Figure III.7: The chords in graphs of
n = 4 vertices, excluding the complete
graph
III.6 The Hardcore One Particle Gas - Proof of Theo-
rem III.5.1
The key idea, which is present in the paper by Bernardi [Ber08], is that a graph
involution involving removing/adding edges means that the combinatorial factor
comes from precisely the number of fixed graphs of the involution. This section
describes the involution and proves it does what is required.
In analogy with Bernardi’s externally active edges in graphs, we make some
definitions here to describe the required involution.
Definition (2-active edges). We call an edge e 2-active for a graph g, if the end-
points of e are contained in a cycle comprising of edges f > e in g. If a graph g has
a 2-active edge, then we define εg to be the maximal such edge.
For graphs without a 2-active edge, we make a further definition.
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Definition (2?-active edges). We call an edge, e, 2?-active for a graph g, if the end
points of e lie in a cycle in g without the edge e.
For a graph g with no 2-active edges, we define A?(g) as the collection of all
2?-active edges in g.
We use the notation S<e := {s ∈ S|s < e}.
Definition (Lower active edges). We call an edge e lower active for a graph g, if
it is 2?-active and satisfies:
A?(g)<e = A?(g ⊕ e)<e (III.6.1)
Definition (Upper active edges). We call an edge e upper active for a graph g, if
it is 2?-active and for all f ∈ A?(g)<e, we have:
A?((g ⊕ e)⊕ f)<f 6= A?(g ⊕ e)<f (III.6.2)
Definition (Middle active edges). We call an edge e middle active for a graph g if
it is both upper and lower active. If it exists, we call the least middle active edge
for a graph g, ε?g.
The involution Ψ : B → B is described as follows:
i) For a graph g with a 2-active edge, we map g 7→ g ⊕ εg.
ii) For a graph g without a 2-active edge, but with a middle active edge, we map
g 7→ g ⊕ ε?g.
iii) The remaining graphs are left fixed.
In order to prove that this mapping Ψ does what we require, we break things
down into separate lemmata:
• Firstly we show that Ψ is a mapping B → B
• We show Ψ is indeed an involution and thus a bijection
• We indicate no graph on n vertices with strictly greater than 2n−3 edges can
be fixed
• We indicate no graph on n vertices with strictly less than 2n− 3 edges can be
fixed
• We find the subset of graphs on n vertices with 2n− 3 edges which are fixed
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Lemma III.6.1. The image of the mapping Ψ : B → G is contained within B.
Proof. The mapping Ψ can add an edge, remove an edge or leave the graph fixed.
If the graph is left fixed, then trivially we get a two-connected graph.
If an edge is added to a two-connected graph, then it remains two-connected.
If an edge e = (i, j) is removed from the graph G, the definition of the mapping Ψ
ensures that there is a cycle in G \ (i, j) containing i and j.
G \ (i, j) has a cycle including i and j and so they must be in the same block. If we
have another block in the graph, then adding the edge (i, j) back in cannot reduce
the number of blocks, since it is internal to a block and this would imply G is not
two-connected. Therefore, G \ (i, j) has to be two-connected.
Lemma III.6.2. The mapping Ψ is an involution and thus bijective.
Proof. For 2-active edges, the addition or removal of the largest 2-active edge εg
cannot change its status as 2-active, since this depends on larger edges contained in
the graph, which are unchanged. Furthermore, it cannot create any larger 2-active
edges as these depend on larger edges, which are common between the graphs.
For middle active edges, we note that the upper active condition prevents
any smaller edges becoming lower active and so the least middle active edge retains
this property under the map Ψ.
Lemma III.6.3. No graph on n vertices and strictly greater than 2n − 3 edges is
fixed.
Proof. It is sufficient to prove that we always have a 2-active edge. In this case, we
can always find the greatest such edge and this would give the involution.
This is proved by induction on the number of vertices n, for n ≥ 4.
For n = 4, the only such graph we have is the complete graph, which certainly
has the 2-active edge (1, 2), illustrated in Figure III.8.
For general n, by induction, assume it is true for all l such that 4 ≤ l < n.
Removing the vertex labelled 1 from such a graph, we obtain a connected
graph with a corresponding bc-tree. Each of the blocks in this subgraph has (strictly)
less than n vertices. If this graph were to not have a 2-active edge, we consider that
each block must separately not have a 2-active edge. Because induction starts at
n = 4, the blocks may be the single edge graph (on two vertices) or the triangle
graph (on three vertices), otherwise, the induction hypothesis holds and we have
≤ 2ki − 3 edges for every block of size ki ≥ 4.
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We now indicate how the restrictions on block sizes enforces a 2-active edge
to exist with an endpoint at 1.
Counting the vertices in this subgraph, we have:∑
blocks of size≥4
(ki − 1) + 1 = n− 1−B2 − 2B3 (III.6.3)
as described in subsection III.2.
If we now count the edges in this subgraph, we have:
e(G) ≤
∑
blocks of size≥4
(2ki − 3) +B2 + 3B3
= 2
∑
blocks of size≥4
(ki − 1)−B≥4 +B2 +B3
= 2(n− 2−B2 − 2B3)−B≥4 +B2 + 3B3
= 2(n− 2)− number of blocks (III.6.4)
We may also count the total number of edges in this subgraph as ≥ 2n − 2 − d1,
where d1 is the degree of vertex 1. We thus achieve the inequality:
d1 ≥ number of blocks + 2 (III.6.5)
We know that the number of blocks ≥ 1 and so d1 ≥ 3. By pigeonhole principle,
one block has at least two edges from 1. Furthermore, either two blocks have two
edges or one block has three.
If a block has three edges from 1, then let α be the label of the minimal such
vertex. We prove now that (1, α) is 2-active.
Let α < β < γ be the labels of these three vertices. We indicate the existence
of a path β → α→ γ inside this block.
Since we are in a two-connected graph, we have two disjoint paths between
any pair of vertices. We may follow a path β → α until it first coincides with any
of the two disjoint paths α → γ we then follow this first path to α and then the
disjoint path from α→ γ. This gives a path (with no repeated edges). We may add
the two edges (1, β) and (1, γ) to this to obtain the required cycle. All edges in this
cycle are larger than (1, α), since if they involve 1, then the other endpoint is larger
(either β or γ), or both endpoints of the edge are larger than 1.
If we have two neighbours of 1 in block B and another two in a disjoint block
C, we let α be the smallest label of these four and β its partner and γ and δ the
labels of the other pair. In the bc-tree there is a single path from B to C. Let AB
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and AC be the articulation points adjacent to B and C respectively in the path. By
above, we can construct paths: β → α → AB inside B; AB → AC outside of the
blocks; and AC → γ in block C. We can therefore add the edges (1, β) and (1, γ)
and we have the required cycle. This then means that (1, α) is 2-active.
1
23
41
23
4
The Important Cycle
Figure III.8: The Cycle Found in the Graph K4
Remark 23 (Two connected implies two vertex disjoint paths). If we do not have
the possibility of two disjoint paths between two distinct points, then we have a
vertex that must be contained in all paths from these two disjoint vertices. This
vertex when removed would then disconnect the two endpoints from each other, this
would contradict the graph being two-connected.
Corollary III.6.4. If d1 ≥ number of blocks +2, then we have a 2-active edge and
the graph is not fixed.
Lemma III.6.5. If d1 ≤ number of blocks, then the graph g has either a 2-active
edge or a middle active edge.
Proof. As a simple inequality, we know that the number of blocks in a graph is
always bounded above by n − 1, where n is the number of vertices in the graph.
Since n − 2 ≥ number of blocks ≥ d1, we therefore have a vertex to which 1 is not
connected to.
If we have a vertex not in the neighbourhood of 1, which is in a block which is
not a leaf block or it is an articulation point between two leaf blocks in the bc-tree,
then the smallest such edge is lower active, since adding this edge will not make
any further smaller edges a chord. If this edge is not upper active, meaning that
if it were added, then there is a smaller edge to remove, which does not change
the status of any smaller edge being a chord, then this edge is lower active for the
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original graph. The smallest of such edges is also upper active and hence middle
active as required.
If all the vertices contained in every block that is not a leaf are neighbours of
1, there is a vertex in a leaf block that is not a neighbour of 1. We may remove the
smallest edge (1, j) in one of the internal blocks unless we have a smaller vertex that
is not neighbour of 1. This must appear in a leaf block. In this leaf block we have
a neighbour of 1, or else the graph with 1 would not be two-connected. If we have
a vertex with smaller label than this neighbour of 1, ν, in the leaf vertex, call it ζ,
then the edge (1, ζ) may be added, since we may find a cycle 1→ ν → ζ → η → 1,
where η is the neighbour of 1 in the closest block to ζ and is necessarily larger than
ζ or else we would not have such an example.
If all vertices in leaf blocks are larger than the corresponding neighbour of
1 in the block, then none of these edges could be added and removing the smallest
edge is fine.
Corollary III.6.6. In the block decomposition of a graph g without 1, we require
the following equality or else we have a 2-active or middle active edge:
d1 = 1 + number of blocks (III.6.6)
Lemma III.6.7. In the block decomposition of the graph without 1, we may only
have one block.
Proof. From Corollary III.6.6, we have the equality d1 = 1+ number of blocks.
We suppose for contradiction that d1 ≥ 3, which is equivalent to assuming
we have at least two blocks. We have one block containing two neighbours of 1
and a neighbouring block containing one. We call these vertices α β and γ and
the corresponding articulation point A. From the proof of Lemma III.6.3, we can
construct in the first block the path α → β → A and then in the second block
A → γ, thus giving that β is a chord. We therefore have at least one present edge
(1, l) ∈ G with endpoints in a cycle, not including the edge. We call the smallest
such l, j.
This edge is lower active, since no smaller chords are added or removed. If
the edge is upper active as well, then the graph is not fixed. We now suppose it is not
upper active, then there is some i < j such that (1, i) can be added to G \ {(1, j)}.
Firstly, if (1, i) is in a cycle excluding smaller edges, then it is 2-active and
the graph is not fixed.
We know that the only edges involving 1 which therefore may not be removed
as a chord are those found on their own in leaf blocks. We note that i is necessarily
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smaller than any other neighbour of 1 and that if two leaf blocks are adjacent then
that is the whole graph and we would have two neighbours of 1 in one of these
blocks, so we may exclude such a possibility, therefore (1, i) has to have all its cycles
including at least one of these leaf-block vertices and one such vertex µ has to appear
in all of them. This means that there is an articulation point, in the graph with 1
removed, between i and the neighbours of 1, excluding µ. Hence, i must be in the
same block as µ.
If µ < i, then, as before, we can create a path i → µ → A → the closest
vertex attached to 1. This would mean that we cannot add 1 − i in the first case
and so removing 1− j is fine.
If µ > i, then, since we are assuming no two leaf blocks are adjacent, we have
an adjacent block, via articulation point A, with a vertex l > i, which is a neighbour
of 1. The cycle 1→ µ→ i→ A→ l→ 1 is thus made up of larger edges than (1, i)
and it could be added in the first place.
Hence a fixed graph cannot have more than one block in the bc-tree without
1 and 1 must have degree two.
Lemma III.6.8. No graph with n vertices and strictly less than 2n − 3 edges is
fixed.
Proof. To prove this result, we indicate that we must always have a 2-active or
middle active edge in our graph.
We prove this by induction on n. We initiate at n = 4 and we have only
cycles. All these cycles have an edge to add via Ψ, as indicated by the dashed line
in Figure III.9. Consider a given two-connected graph on n vertices and ≤ 2n − 4
edges. If we remove 1 and its incident edges, then we are left with a connected graph
on the rest of the labels.
We know from Lemma III.6.7, that we have one block and two edges. If we
do not have edge (1, 2), then it is 2-active and so we assume we have (1, 2) and one
other edge (1, j). Since we have only two edges from 1, this block has less than
2(n− 1)− 3 edges on n− 1 vertices and we may apply the inductive hypothesis to
obtain a 2-active edge or a middle active edge for the block. In the former case, it is
easy to see that if an edge is 2-active for a subgraph, then it is for the whole graph.
We note that a lower active edge in this block retains its lower active property as all
edges with 1 as an endpoint are 2?-active, except the two that are present and this
is independent of what edges we have in the block. For the upper active condition,
we have to check, whether adding an edge from 1 would retain the collection of 2?-
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active edges. We realise, independent of edges in the block, adding any edge from
1 would make (1, 2) 2?-active and hence we retain the condition for the edge being
upper active if the smaller edge is taken to be an edge with endpoint 1.
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Figure III.9: The Four Examples on k = 4 Vertices with Additional Edge
Lemma III.6.9. The fixed points of Ψ on n vertices with 2n − 3 edges are as
described in Theorem III.5.1.
Proof. We know from Lemma III.6.7 for a graph to have no 2-active or middle active
edge, we have one block with two edges from 1. As explained in the proof of Lemma
III.6.8, we must have (1, 2) as an edge and an additional edge. If the block is not
of the form prescribed, then by induction, argued as in Lemma III.6.8, we have a
2-active or middle active edge for the whole graph. Hence the only possibilities for
fixed graphs are those of the prescribed form.
We must now indicate that all graphs of the prescribed form are fixed. We
know that such a graph has no chord e that is within a cycle containing edges f > e.
Any cycle involving the vertices a and b with a < b must contain either an edge
(α, β) with min{α, β} < a or (a, a+ 1), since the edges from a either go to a smaller
vertex, to a+ 1 or to precisely one other larger vertex. Therefore we always have a
smaller edge, since if b > a + 1 then either of the two cases will do. If b = a + 1,
then we couldn’t use the edge (a, a+ 1) if it were to be a chord and we would have
a smaller edge.
We have a chord to remove, but for such a chord there is always a smaller
chord to add if we remove it. Say (α, β) is a chord we are wanting to remove with
α < β. α is only a neighbour of two vertices with a larger label. The cycle involving
α and β but not the edge (α, β), must therefore contain a vertex smaller than α as
a neighbour of α. Call this vertex γ. This vertex can have β as its other neighbour,
in which case, we have a path β → α in this cycle involving a distinct vertex δ,
which is not a neighbour of γ and so (γ, δ) < (α, β) and is a chord in a cycle and
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may be added. If γ and β are not neighbours, then they are in a cycle with each
other and the chord (γ, β) < (α, β) and so could have been added. This means that
we are unable to remove the chord (α, β) as we would have the opportunity to add
a smaller chord and hence this graph is fixed.
III.7 The Tonks Gas - Proof of Theorem III.5.2
We define an involution Ψh for each h ∈ Zn−1 on the set of two connected graphs,
which are compatible with the vector h, Bh. In order to do this we must define some
order on the edges, which emphasises the compatibility with h. The order depends
on h¯ in the sense that we first order edges by the value of |h¯i− h¯j |, which we call the
edge length, and then order within these subsets by the lexicographic order on pairs
(h¯i, h¯j). The important thing is that for a graph on n vertices, we can understand
that this relates to a bijection σ : [n] → [n] in which σ(i) indicates the label of the
ith smallest entry in h¯. We note also that edges with |h¯i − h¯j | > 1 are forbidden in
this set up. The terms larger and smaller used in this section refer to this order on
the edges.
Now that the order has been defined, we must indicate what the involution
does. This is analogous to the previous case and the fact it is an involution on
two-connected graphs follows in the same way. The involution Ψh does precisely
as Ψ, excepting that we have to consider a different order on the edges. The order
defines what edges are 2-active, lower upper and middle active for a graph g and we
perform the same operation.
In order to prove this result we are required to prove:
• The image of Bh under Ψh is contained in Bh.
• Ψh is an involution
• No graphs on n vertices with strictly greater than 2n− 3 edges are fixed
• No graphs on n vertices with strictly less than 2n− 3 edges are fixed
• Those graphs on n vertices and 2n−3 edges that are fixed are of the prescribed
type
The first two requirements follow straightforwardly as in the previous case.
The first is just a restriction, noting that no forbidden edges are ever added when
using Ψh. The rules are the same as in the previous case, but with different orderings
and so it is an involution.
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Lemma III.7.1. No graph on n vertices with strictly greater than 2n − 3 edges is
fixed.
Proof. We proceed by induction on n. We prove that g has a 2-active edge.
Consider the minimal edge in the above ordering. Either this edge is absent,
in which case it is 2-active, since the endpoints will be in a cycle, and we are done,
or else it is present. If it is present and its endpoints are in a cycle without the
edge (i.e. it is a chord), then it is 2-active and we are done. Therefore, we assume
that the minimal edge is present and not a chord. If we remove this edge, we have
a connected graph with at least two blocks, since if the two endpoints were in the
same block, then we would have a cycle including them both. Each block of size l
must have ≤ 2l−3 edges, or else we can use induction and find a 2-active edge. The
total number of edges in this graph is ≥ 2n − 3, since we have removed one edge,
and if we count these block by block, we achieve:
2n− 3 ≤
∑
i∈I
(2ki − 3)
= 2
∑
i∈I
(ki − 1)− number of blocks
= 2n− 2− number of blocks (III.7.1)
Therefore, 1 ≥ number of blocks, which gives us a contradiction. Hence we have an
edge to add/remove.
Lemma III.7.2. The only possible fixed graphs under the above involution are those
on 2n − 3 edges where σ(n) is attached to all other vertices and on the subset of
vertices {σ(1), · · · , σ(n − 1)} we have an increasing tree, where the vertex order is
defined by σ(i) < σ(j) if and only if i < j. We call the class of graphs BT - graphs.
The proof also covers the unproved case that no graph on n vertices with < 2n − 3
edges can be fixed by Ψ.
Proof. We proceed by induction. For the induction assumption, we have that the
only graphs fixed under Ψ are those of the form BT . For any 4 ≤ k < n. The
initiation at 4 can be seen in the appendix, Section III.8.
[i] The case when e(g) = 2n− 3
If we consider the minimal edge of a graph g on 2n − 3 vertices and call
it (σ(i), σ(j)). As before, we require that this edge is present in the graph and
not a chord, or else it is 2-active. This means that the graph without this edge,
h = g \ {(σ(i), σ(j))}, cannot be two-connected. It must be connected as neither i
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nor j can be articulation points. Hence we are left with a connected graph with at
least two blocks.
Each of the blocks, formed by removing this edge, must have 2l − 3 edges,
where l is the number of vertices in the block. If it did not, then we have 2-active
or middle active edges from the subgraphs by following the process for blocks with
number of edges not equal to 2l − 3. This is by the induction assumption.
Let us have blocks of sizes (ki)i∈I , where I is an index set for the blocks,
then we know that
∑
i∈I(ki − 1) = n − 1 and we may add the edges in this graph
H in two ways: firstly, by the edges in the blocks:∑
i∈I
(2ki − 3) = 2
∑
i∈I
(ki − 1)− |I| = 2n− 2− number of blocks (III.7.2)
and secondly, from knowing we have just removed an edge from a graph with 2n−3
edges, we must have 2n− 4 edges. This gives that the number of blocks is two.
These two smaller blocks by induction must be of the form given by BT ,
otherwise we can add or remove edges inside the blocks. We want to consider the
single articulation point in this connected graph. We wish to first prove that this
articulation point is necessarily σ(n).
If we suppose for contradiction that the articulation point in the graph is
some a 6= σ(n). We let max1 and max2 be the maximum vertices in the two blocks.
We then know by induction that each of these must be connected to all vertices in
their respective blocks. At least in one of the two blocks a 6= maxi. Consider the
minimal edge adjacent to a, which is necessarily in one of the two blocks. If the
minimal edge (a, µ1) is in the first block and a 6= max1, then we may consider the
cycle: max2 → a→ max1 → µ1−˜→σ(i)→ σ(j)→ max2. → represents a direct edge
and −˜→ indicates following a path in the increasing tree in the block. If a = max1,
then we do not need the edge a→ max1 and can replace it with just a single vertex.
Thus we have an edge that may be removed or indeed an even smaller edge
that can be removed. If we remove this edge, we need to indicate that no smaller
edge can be added. We know we cannot add an edge between the two blocks as this
would make (σ(i), σ(j)) removable. A smaller edge then has to involve two vertices
in a single block.
Hence, we have a removable edge and so the graph is not fixed. The articu-
lation point must therefore be σ(n). We therefore require that σ(n) is attached to
everything. This implies that we cannot have any impossible edges in our graph.
We note that requiring the graph to not have any impossible edges is equivalent to
saying that h has to be of the form (0, · · · , 0,−1, · · · ,−1) and so the smallest edge
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is necessarily (σ(1), σ(2)), the first two points to be −1, or if only the final entry
is −1 it would be n and 1 respectively. If all entries are 0, then σ is the identity.
We have that σ(n) has all other vertices in its neighbourhood and that there are
increasing trees from σ(1) and σ(2). If we just add an edge between σ(1) and σ(2)
then we still have an increasing tree on the whole graph and hence the fixed graph
has to be of this form.
[ii] The case e(g) < 2n− 3
We consider removing the minimal edge (σ(i), σ(j)) of the graph G and
understand the block-cutpoint decomposition of this graph, which must have at
least two blocks. The blocks all have less vertices than the whole graph and so must
satisfy the induction assumption - that is be of form BT and in particular for a block
with l vertices have 2l−3 edges. If we count the number of edges through the blocks
and through the inequality, we obtain:
e(g) =
∑
i∈I
(2ki − 3) = 2(n− 1)− number of blocks
≤ 2n− 5
In particular, we have that there are at least three blocks. We therefore know that
there are a pair of blocks who do not have the articulation point as σ(n). In this case,
we may repeat the proof as above, using that we have a path from the articulation
points that are not in common between the two blocks to σ(i) and σ(j) instead of
the immediate connection (σ(i), σ(j). The only difference is whether we may add a
smaller edge between two blocks. We cannot add such an edge as the only cycle it
can be a chord in involves this minimal edge that we removed. Therefore, because
priority is given to edges e appearing as chords in cycles with edges f > e, then the
edge described would be able to be added or at least the maximal such possibility
in the block.
[iii] Graphs of the form BT are fixed
If a graph is of the form described by BT , then we need to indicate that it
is fixed. The only possible edges to add are between non-adjacent vertices in the
increasing tree. If we try to add such an edge, then the edges in the increasing tree,
which are smaller and are required to form the cycle, mean that it cannot be a chord
in a cycle with larger edges. The only edges that may be removed are between σ(n)
and another vertex. We note that |h¯σ(i)− h¯σ(j)| = |i−j|n and so the edges are ordered
by the differences of the vertex labels. We note that σ(n− 1) must be a leaf in this
tree and so the edge (σ(n), σ(n − 1)) cannot be removed in any case. Therefore,
the length of the removable edge is at least 2n . We need to indicate that there is a
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missing edge with a smaller length. If two consecutive labels are not neighbours in
the tree then we are done, since they have edge length of 1n , otherwise the increasing
tree is linear and we can add (σ(1), σ(3)) if we remove any edge from σ(n), since it
appears earlier in the lexicographic order.
III.8 The Examples for n = 4
Below are given the tables explaining which graphs are fixed for n = 4 for different
compatible h-values, which are listed beside the graphs. The tables indicate what
edges are added/removed according to the rules in Section III.7 and the letters
indicate the pairings of the (G,h) pairs through the involution Ψh.
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III.9 Outlook and Conclusions
The cancellations in two simple models of the virial expansion can be understood
combinatorially, by understanding the involutions given in this paper. It would be
helpful to understand how the particular graphs, which are fixed points, can help to
give an understanding of better bounds for the virial expansion. The parallel that
is useful to draw here is that for the cluster expansion, we have the increasing and
rooted trees as the combinatorial objects representing the two cases above. It has
been shown by Groeneveld [Gro62] that these examples provide the extreme cases
for positive potentials and an adaptation is available for stable potentials.
Much work has been done on the expansions or graph-tree identities in this
case in the paper by Bernardi [Ber08] and its references to matroids in the q-state
Potts Model [Sok05]. Edges in graphs can be viewed as externally active and these
are the edges that are able to be identified in particular factors. The combinatorial
part of the argument then relies on counting trees. This has already been understood
as the Penrose partition [Pen67]. Is it then possible that we can use internally
and externally active edges to find a similar conclusion for positive potentials with
these increasing trees and the special vertex adjacent to everything? This should
certainly be the next stage of investigation and the the importance of a combinatorial
understanding of these coefficients. The issues are that the matroids do not easily
generalise into the set of two-connected graphs. It indicates the necessity of having
to generalise the key elements of the structure present in the paper to be able to
capture two-connected graphs. This is explored further in Chapter VII
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Chapter IV
Virial Expansion Bounds
This chapter presents bounds on the virial expansion coefficients and the radius
of convergence. The simple bound found by Ruelle in [Rue69] is useful and gives
the main idea of using complex analysis to obtain bounds. Section IV.1 gives the
bounds made by Groeneveld described in [McCoy10], which are the strongest known
for positive potentials. The other sections in this chapter are adapted from the paper
[Tate13] and they explain a refinement of the Lebowitz Penrose [LePen64] bound and
provide comparisons of current bounds. Furthermore, the cluster expansion bounds
provided by Procacci [Pro07] and Poghosyan and Ueltschi [PoUe09] are used in this
situation to provide slightly different bounds. The material is presented in a general
framework, which allows it to be specialised to other cluster expansion bounds.
This chapter also concludes the situation for the virial expansions, indicating
areas in which to look for further improvements of bounds, which are featured in
the subsequent chapters.
IV.1 Groeneveld’s Bounds
In [McCoy10], McCoy presents Groeneveld’s result for positive potentials as:
|ck| ≤ 1
k
ak−1(|2b2|)k (IV.1.1)
where ck is the kth virial coefficient and b2 is the second Mayer coefficient in the
cluster expansion. The expression for ak is:
ak =
1
2pii
∮
C
dξ
ξk+1
eξ(1 + eξ)k−1 (IV.1.2)
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If we wish to achieve a bound on |ak|, then we can evaluate the integral expression
along a contour comprising of a circle of radius R and then minimise the function
of R we obtain. Evaluating the contour integral we obtain:
|ak| ≤ 1
Rk
eR(1 + eR)k−1 (IV.1.3)
We seek to minimise the function:
f(R) =
1
Rk
eR(1 + eR)k−1 (IV.1.4)
Taking the derivative we obtain:
f ′(R) =
(1 + eR)k−2eR
Rk+1
(−k(1 + eR) +R(1 + eR) +R(k − 1)eR) (IV.1.5)
The prefactor is always (strictly) positive, so to find a turning point, we need to
find a zero of the second factor, which gives the equation:
(R− 1)eR = 1− R
k
(IV.1.6)
for large k the minimum occurs close to the point where (R− 1)eR = 1, so we take
this value uniformly and get:
|ak| ≤ 1
rk
1
R− 1
(
1 +
1
R− 1
)k−1
=
1
R
1
(R− 1)k (IV.1.7)
Letting c0 = R− 1, we then obtain:
|ak| ≤ 1
1 + c0
1
(c0)k
(IV.1.8)
where c0e
c0+1 = 1, alternatively in the notation of Lambert W-functions c0 =
W (e−1) Hence we have the bound:
|ck| ≤ 1
k
W (e−1)
1 +W (e−1)
( |2b2|
W (e−1)
)k
(IV.1.9)
Giving the radius of convergence of the virial expansion being:
Rvir ≥ W (e
−1)
|2b2| (IV.1.10)
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IV.2 Virial Expansion Bounds from Cluster Expansion
Bounds
Starting with the grand canonical partition function from equation (I.1.3):
Ξ(z) =
∞∑
N=0
ZNz
N
(IV.2.1)
With the configuration integral:
ZN =
1
N !
∫
Rd
e
−β ∑
1≤i<j≤N
Φ(xi−xj)
ddx (IV.2.2)
We obtain the cluster expansion for pressure as:
βP =
∑
n≥1
bnz
n
(IV.2.3)
Using the formula ρ = z ∂∂z (βP ), we have the following corresponding fugacity ex-
pansion for density:
ρ =
∑
n≥1
nbnz
n
(IV.2.4)
We see that the power series expansion for ρ has a zero constant term and non zero
z term, where we are assuming that b1 6= 0 and usually we set it to 1. This means
that it is possible to invert the ρ − z relationship, in order to obtain an expansion
for z(ρ). This can be substituted into (IV.2.3) in order to get a power series for P
in terms of ρ:
βP =
∑
n≥1
cnρ
n
(IV.2.5)
Lagrange inversion techniques are the usual approach to obtaining the coeffi-
cients and this has a nice representation as a contour integral. If we want to compute
the coefficient cn, we can take the contour integral (around 0) of
∂βP
∂ρ divided by
nρn. This gives us the formula:
cn =
1
2pii
∮
C
∂βP
∂ρ
nρn
dρ (IV.2.6)
We can manipulate this equation to get it in terms of the z-variable, since we know
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about the cluster expansion already.
cn =
1
2pii
∮
C′
∂βP
∂z
nρn
dz
=
1
2npii
∮
C′
z ∂βP∂z
zρn
dz
=
1
2npii
∮
C′
dz
zρn−1
(IV.2.7)
This (implicit) relationship between the virial and the cluster coefficients is our
starting point. The idea is that we can bound such an integral quite easily when we
consider bounds on |ρ|, when we write it in terms of the fugacity z as in (IV.2.4).
The contour C ′ is the image of the contour C, under the mapping from
ρ space to z space. The contours are taken so that C ′ lies within the radius of
convergence for the cluster expansion.
This method is what is used by Ruelle [Rue69] and Lebowitz and Penrose
[LePen64]. The technique detailed in those papers can be generalised and slightly
improved, using the Lambert W-function.
IV.3 Main Results
The results of this chapter are in the model of the classical gas, as explained above,
with the assumptions for the cluster expansion being:
Assumption 6 (Potential). The N -particle interaction potential: UN (x1, · · · , xN )
may be written as the sum of pair-potentials:
UN (x1, · · · , xN ) =
∑
1≤i<j≤N
Φ(xi, xj) (IV.3.1)
Furthermore, we assume that the pair potentials Φ(xi, xj) are central, that is, they
only depend on the distance from xi to xj.
Assumption 7 (Stability). The potential energy is assumed to be stable, that is,
there is a B > 0, such that for every N and (x1, · · · , xN ) ∈ RNd, we have:
UN (x1, · · · , xN ) =
∑
1≤i<j≤N
Φ(xi, xj) ≥ −BN (IV.3.2)
where d is the dimension of our system.
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Definition (C(β) and R(β) - ‘temperedness’). We have two main functions of β,
which play an important roˆle in the cluster expansion bounds:
C(β) :=
∫
Rd
∣∣∣e−βΦ(0,x) − 1∣∣∣ddx (IV.3.3)
R(β) :=
|B|rd + β ∫
|y|>r
|Φ(0, y)|ddy
 (IV.3.4)
If the expression (IV.3.3) is finite then the potential Φ is called ‘tempered’, which
we assume for bounds involving C(β)
The r in (IV.3.4) represents the radius of the hard-core interaction. |B| is
the surface area of a d-dimensional sphere.
We write RVir for the radius of convergence of the virial expansion.
Definition (Lambert W-function). We denote by W (z), the Lambert W-function
with domain R+ := {x ∈ R|x ≥ 0} and range R+. It is the solution to:
W (z)eW (z) = z (IV.3.5)
Theorem IV.3.1 (General Virial Bounds). Assuming cluster coefficient bounds of
the form:
|nbn| ≤ an
n−1
n!
bn (IV.3.6)
where a and b are non-negative functions of inverse temperature β, we have the
virial coefficient bounds:
|cn| ≤ β
−1
n
a−1 W
(
eab
1+ab
)
(
W
(
eab
1+ab
)
− 1
)2

n−1
(IV.3.7)
which gives the lower bound on the radius of convergence as:
RVir ≥ a
(
W
(
eab
1+ab
)
− 1
)2
W
(
eab
1+ab
) (IV.3.8)
If we apply this general theorem, which is derived in Section IV.4, to two
specific bounds we have for cluster expansions, we achieve:
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Corollary IV.3.2 (Improved Lebowitz-Penrose). The cluster expansion bounds:
|nbn| ≤ n
n−1
n!
e2βB(n−1)C(β)n−1 (IV.3.9)
give the bound for virial coefficients:
|cn| ≤ β
−1
n
C(β)e4βB W
(
e
1+e2βB
)
(
W
(
e
1+e2βB
)
− 1
)2

n−1
(IV.3.10)
and the bound for the radius of convergence:
RVir ≥ C(β)−1e−4βB
(
W
(
e
1+e2βB
)
− 1
)2
W
(
e
1+e2βB
) (IV.3.11)
This is shown in Section IV.5
For purely hard-core interactions B = 0 and the radius of convergence satis-
fies:
RVir ≥ C(β)−1
(
W
(
e
2
)− 1)2
W
(
e
2
) (IV.3.12)
This is precisely the same as what is obtained by Lebowitz-Penrose.
Corollary IV.3.3 (Alternative Bounds). For cluster expansion bounds:
|nbn| ≤ n
n−1
n!
R(β)n−1enβB (IV.3.13)
we have the bound for virial coefficients as:
|cn| ≤ β
−1
n
R(β)n−1
 W
(
eβB+1
1+eβB
)
(
W
(
eβB+1
1+eβB
)
− 1
)2

n−1
(IV.3.14)
Thus giving the radius of convergence as:
RVir ≥ R(β)−1
(
W
(
eβB+1
1+eβB
)
− 1
)2
W
(
eβB+1
1+eβB
) (IV.3.15)
Remark 24. The bounds for the cluster coefficients used in Corollary IV.3.2 are
obtained in [Rue69] and [LePen64]. The bounds for the cluster coefficients used in
Corollary IV.3.3 are obtained in [PoUe09].
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Having a new separate bound is only a good idea, if it is an improvement
in certain cases. In Section IV.5.3 we understand how the two different bounds
compare and conclude:
Proposition IV.3.4 (Comparison of Bounds). The bound in Corollary IV.3.3 is
better than that in Corollary IV.3.2, precisely when
1.6R(β) < C(β) (IV.3.16)
This is likely to happen at low temperatures (large β) and for potentials with
a hard core and attractive tail. The attractive element of the potential is important,
since the improvements are made corresponding to the stability parameter B.
IV.4 General Derivation
We wish to obtain bounds on virial coefficients using those which come from cluster
coefficients, in order to gain an estimate of the lower bound for the radius of con-
vergence of the virial series. This method loosely follows the method used by Ruelle
in [Rue69] and that of Lebowitz and Penrose in [LePen64]. Our starting point is
the cluster expansion bound, which is given in the form:
|nbn| ≤ an
n−1
n!
bn (IV.4.1)
Where a and b are positive functions of inverse temperature β, defined by the par-
ticular bound we use.
We start from the identity (IV.2.7) for the virial coefficients:
cn =
1
2pii
∮
C
dz
nzρn−1
(IV.4.2)
In order to get an upper bound on |cn|, we need to bound |ρ| from below. To do
this we use the bound:
|ρ− z| ≤
∞∑
n=2
|nbn||z|n (IV.4.3)
We can then substitute in for the upper bounds we have on the cluster coefficients:
|ρ− z| ≤ a
∞∑
n=2
nn−1
n!
(b|z|)n (IV.4.4)
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We define a function: f(x) :=
∞∑
n=1
nn−1
n! x
n and write (IV.4.4) conveniently as:
|ρ− z| ≤ a(f(b|z|)− b|z|) (IV.4.5)
We then use the reverse triangle inequality to obtain:
|ρ| ≥ |z|(1 + ab)− af(b|z|) (IV.4.6)
Let b|z| = se−s and observe that, from the assumed generic bound on the cluster
expansion, b|z| ≤ e−1 in order for
∞∑
n=1
nbnz
n to converge. se−s is an increasing
function on (0, 1) and takes values in (0, e−1) as required. We then have the bound
in terms of s:
|ρ| ≥ b−1se−s(1 + ab)− af(se−s) (IV.4.7)
We have chosen the function se−s since it is the inverse function of f . This can be
understood from Lagrange inversion (Remark 26) and is a result in [CJK97] . We
thus have the expression:
|ρ| ≥ b−1se−s(1 + ab)− as (IV.4.8)
We thus seek to maximise the right hand side to get the best possible bound. We
notice that in the range s ∈ (0, 1) we have a zero at s = 0 and another when
b−1e−s(1 + ab)− a = 0 i.e. when es = 1 + 1ab , so at s = ln
(
1 + 1ab
)
. It is positive for
s ∈ (0, ln (1 + 1ab)). We seek the value of s to maximise this function in this range.
Remark 25. This approach to estimating a lower bound for the radius of conver-
gence for the virial expansion, takes a value of |z| some distance away from its
maximal value for convergent cluster expansions.We expect density to increase with
fugacity and so the maximal density for which the cluster expansions remain con-
vergent appears to be greater than that for the virial expansion. This is not true in
general and is a weakness of this approach.
If we define:
r(s) := s(e−s(1 + ab)b−1 − a) (IV.4.9)
and take the derivative to search for an extremum in this range.
r′(s) = (e−s(1 + ab)b−1 − a)− se−s(1 + ab)b−1 (IV.4.10)
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if we find when r′(s) = 0 in (IV.4.10), then we solve:
(1− s)e−s = ab
1 + ab
(IV.4.11)
Substituting γ = 1− s, we get the equation for γ:
γeγ =
eab
1 + ab
(IV.4.12)
The Lambert W -function, as is explained in [CJK97], is the inverse of γeγ and
so we can write (IV.4.9) in terms of γ and substitute γ for W (µ), where µ := eab1+ab .
For further applications of the Lambert W-function, the paper of Caillol [Cai03]
contains good examples. We thus get:
r˜(γ) = (1− γ)(eγ 1 + ab
eb
− a)
= a(eγ
1 + ab
eab
− γeγ 1 + ab
eab
− 1 + γ)
= a(
1
γ
− 2 + γ)
= a
(W (µ)− 1)2
W (µ)
(IV.4.13)
Where we use (IV.4.12) to cancel: γeγ 1+abeab = 1 and e
γ 1+ab
eab =
1
γ .
We evaluate the integral (IV.4.2) along the contour described by the circle
|z| =constant, where the constant is determined by the manipulations above. This
leaves us with the integral
|cn| ≤ 1
2npi
∮
C
dz
|z||ρ|n−1 (IV.4.14)
This gives us bounds on the coefficients cn as:
|cn| ≤ 1
n
(
a−1
W (µ)
(W (µ)− 1)2
)n−1
(IV.4.15)
This gives us the radius of convergence of the virial expansion, satisfying:
Rvir ≥ a(W (µ)− 1)
2
W (µ)
(IV.4.16)
Remark 26 (Lagrange Inversion - Simple Example). To find the inverse of the
function se−s as a power series, we can use the one-dimensional Lagrange inversion
form from [MSV06]. We want to find a power series of s in terms of y = se−s, which
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amounts to finding the inverse. We write the equation in the convenient form:
s = yes (IV.4.17)
The function φ on which we wish to perform Lagrange inversion (see Section IX.3)
is φ(s) = es and the formula for the nth coefficient in the desired power series is:
[yn]s =
1
n
[sn−1]ens
=
1
n
nn−1
(n− 1)! =
nn−1
n!
(IV.4.18)
The power series we obtain is s =
∑
n≥1
nn−1
n! y
n as required.
Remark 27 (The Lambert W-function). The inverse of the function ses is many
valued, but has only one real branch for positive s, which is what we use. Its power
series around 0 is −f(−s), where f is defined as above. Of course this only gives
us an inverse for |s| < e−1. The real branch of the inverse, however is well defined
for positive s and so it is fine to use it here.
IV.5 Relationship of the General Derivation to Previ-
ous Bounds
We have the bound on cluster expansions from [Rue69] as:
|nbn| ≤ n
n−1
n!
e2βB(n−2)C(β)n−1 (IV.5.1)
Where, the parameter C(β) <∞ defines a tempered potential:
C(β) =
∫
RD
∣∣∣e−βΦ(x) − 1∣∣∣dDx (IV.5.2)
A stable potential is also assumed. That is our potential can be written as the
sum of pair potentials and there exists a B > 0, such that for any n ∈ N and any
x1, · · ·xn ∈ RD, we have that:∑
i 6=j
Φ(xi − xj) ≥ −Bn (IV.5.3)
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This corresponds to setting my parameters in the previous section to:
a = C(β)−1e−4βB (IV.5.4)
b = e2βBC(β) (IV.5.5)
ab = e−2βB (IV.5.6)
µ =
eab
1 + ab
=
e
1 + e2βB
(IV.5.7)
This gives:
|cn| ≤ 1
n
C(β)e4βB W
(
e
1+e2βB
)
(W
(
e
1+e2βB
)
− 1)2
n−1 (IV.5.8)
and the radius of convergence satisfying:
RVir ≥ C(β)−1e−4βB
(W
(
e
1+e2βB
)
− 1)2
W
(
e
1+e2βB
) (IV.5.9)
IV.5.1 Morais-Procacci Bound
In the recent paper [MoPr13], Morais and Procacci obtain a bound for the virial
coefficients via the Canonical Ensemble, in the form of a polymer expansion. The
cluster expansion bounds are:
|nbn| ≤ n
n−1
n!
e2βB(n−2)C(β)−1 (IV.5.10)
Presented here is an alternative derivation of the Morais Procacci bounds using the
method outlined in Section IV.4.
The values a = C(β)−1e−4βB; b = e2βBCβ; and thus ab = e−2βB are substi-
tuted into (IV.4.9), so that we get:
r(s) = s(e−s(1 + e−2βB)C(β)−1e−2βB − C(β)−1e−4βB) (IV.5.11)
If we let u = e2βB, then our equation becomes:
r(s) = C(β)−1
1
u
s
(
e−s
(
1 +
1
u
)
− 1
u
)
(IV.5.12)
We reiterate the remark that s ∈ (0, ln(1 + u)) so that we change variables (mono-
tonically) to s = ln(1 + u(1− e−α)), so that:
117
r˜(α) =
1
C(β)u
(
ln(1 + u(1− e−α))
(
u+ 1
u(1 + u(1− e−α)) −
1
u
))
(IV.5.13)
=
1
C(β)u
ln(1 + u(1− e−α)
eα(1 + u(1− e−α) (IV.5.14)
This then gives us the bound for |ρ| as:
|ρ| ≥ C(β)−1 max
α∈(0,∞)
ln(1 + u(1− e−α))
ueα(1 + u(1− e−α)) (IV.5.15)
If we then follow the same argument before, we get the bounds for the virial
coefficients as:
|cn| ≤ 1
n
C(β)n−1(F(u))−(n−1) (IV.5.16)
where F(u) = maxa∈(0,∞) ln(1+u(1−e
−α))
ueα(1+u(1−e−α)) .
However, using techniques involving Canonical Ensemble calculations for
free energy and its relationship as the Legendre transform of pressure, they obtain
slightly better bounds on the virial coefficients, although still under the assumption
that |ρ| ≤ ρ∗, where ρ∗ is the radius of convergence in (IV.5.9). The improved
estimates for the coefficients seem to imply that there may be a way of extending
the radius of convergence, at least for temperatures for which the bound on the
coefficient is an improvement. They obtain bounds on the coefficient of ρk+1 in the
free energy as: (
1
k + 1
+ (eα
∗
β − 1)eα∗βk
)
e2βB(k−1)
(k + 1)k
k!
C(β)k (IV.5.17)
This leads to the (better) asymptotic bound for the virial coefficients as:
K
(
e2βBC(β)
0.24026
)k
(IV.5.18)
where K is a constant.
IV.5.2 Lebowitz-Penrose
We again use the same bounds on the cluster expansion and follow the method
outlined in [LePen64] and starting with (IV.5.12), we arrange our expression r(s)
into the form:
r(s) =
C(β)−1
1 + u
s
u2
(
(1 + u)2e−s − (1 + u)) (IV.5.19)
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We use the identity: 1+u
u2
= (1+u)
2
u2
− 1+uu , to rewrite it as:
r(s) =
C(β)−1
1 + u
(
s
1 + u
u
− s2 (1 + u)
2
u2
(
1− e−s
s
))
(IV.5.20)
We make the change of variables v = s1+uu and define g(w) :=
1−e−w
w and obtain:
rˆ(s) =
C(β)−1
1 + u
(v − v2g
(
uv
1 + u
)
) (IV.5.21)
We note that g′(w) = we
−w−(1−e−w)
w2
= (w+1)e
−w−1
w2
If we use the inequality ew ≥ 1 + w, then 1 ≥ (1 + w)e−w and so 0 ≥
(1+w)e−w−1 and hence g is decreasing. We note that u ∈ (1,∞) and so uu+1 ∈ (12 , 1).
Since g is decreasing, we get maximum value at g(v2 ), which would give a minimum
value for the expression in brackets which gives a bound uniform in u. This is the
extra approximation in the derivation of the virial coefficient bounds, which is not
made in the general derivation. This is equivalent to realising that the g function is
dominated by its contribution at u−1, that is when β = 0, so at high temperatures.
We then seek to maximise: f(v) = v − v2g(12v). Upon differentiation we
obtain:
f ′(v) = 1− 2vg(1
2
v)− 1
2
v2g′(
1
2
v)
= 1− 2v
(
1− e− 12v
1
2v
)
− 1
2
v2
(
(12v + 1)e
− 1
2
v − 1
1
4v
2
)
= 1− 4(1− e− 12v)− 2(1
2
v + 1)e−
1
2
v + 2
= −1 + 2e− 12v − ve− 12v (IV.5.22)
When we set this to zero we obtain:
1 = (2− v)e− 12v (IV.5.23)
changing parameters to δ = 1− 12v, we have:
e
2
= δeδ (IV.5.24)
and so using the Lambert W-function again we get:
δ = W
(e
2
)
(IV.5.25)
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In our original expression:
f˜(δ) = 2− 2δ − (2− 2δ)2g(1− δ)
= 2(1− δ)− 4(1− δ)2
(
1− eδ−1
1− δ
)
= (1− δ)(2− 4(1− eδe−1))
= 2(−1 + δ + 1
δ
− 1)
= 2
(W ( e2)− 1)2
W ( e2)
(IV.5.26)
This therefore gives us the bound
|ρ| ≥ 2C(β)
−1
1 + u
W ( e2)− 1)2
W ( e2)
(IV.5.27)
Leading to the coefficient bound of:
|cn| ≤ 1
n
C(β)n−1(1 + e2βB)n−1
(
W ( e2)
2(W ( e2)− 1)2
)n−1
(IV.5.28)
and the lower bound on the radius of convergence as:
R ≥ C(β)−1 1
1 + e2βB
2
(W ( e2)− 1)2
W ( e2)
(IV.5.29)
IV.5.3 Comparison of the Bounds
If we define:
r1 := e
−4βB (W
(
e
1+e2βB
)
− 1)2
W
(
e
1+e2βB
) (IV.5.30)
r2 :=
1
1 + e2βB
2
(W ( e2)− 1)2
W ( e2)
(IV.5.31)
In order to concentrate on the factor over which the two bounds (IV.5.29) and
(IV.5.9) differ, we need only concentrate on r1 and r2 above. In Figure IV.1, we see
that the optimised bound shows a slight improvement over the Lebowitz-Penrose
bound. Furthermore, considering the quotient r1r2 in Figure IV.2, we see that the
optimised bound is 1.25 times better for the low temperature limit, whereas at high
temperatures the two bounds are approximately the same. This is explained by
emphasising that the approximation in the g function is its exact value at β = 0 or
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high temperature.
Lebowitz-Penrose
Optimised Bound
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Figure IV.1: Comparison of the Lebowitz Penrose Bound (r1) (IV.5.30) with My
Optimised Bound (r2) (IV.5.31)
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Figure IV.2: Quotient of the Optimised Bound (r1) (IV.5.30) and Lebowitz Penrose
Bound (r2) (IV.5.31)
IV.6 Further Bounds obtainable from the General Deriva-
tion
There are alternative cluster coefficient bounds relating to tree-graph identities
found in [BrFe78,Bry84,Pro07,PoUe09]. The bounds are given by:
|nbn| ≤ n
n−1
n!
R(β)n−1enβB (IV.6.1)
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where
R(β) =
|B|rD + β ∫
|y|>r
|Φ(y)|dDy
 (IV.6.2)
where |B| denotes the surface area of the D-dimensional sphere.
In this case our parameters are: a = R(β)−1; b = R(β)eβB; ab = eβB; and
µ = e
βB+1
1+eβB
.
The general bound for |ρ| is (from (IV.4.13)):
|ρ| ≤ R(β)−1 (W (
eβB+1
1+eβB
)− 1)2
W ( e
βB+1
1+eβB
)
(IV.6.3)
Which gives the bound on the coefficients as:
|cn| ≤ 1
n
R(β)n−1
 W
(
eβB+1
1+eβB
)
(W
(
eβB+1
1+eβB
)
− 1)2
n−1 (IV.6.4)
and the lower bound on the radius of convergence is:
RVir ≥ R(β)−1
(W
(
eβB+1
1+eβB
)
− 1)2
W
(
eβB+1
1+eβB
) (IV.6.5)
IV.6.1 Comparison of the separate bound
This approach would be better for potentials where ζR(β) < C(β), for some ζ
representing the quotient of the coefficients f1f2 , where:
f1 := e
−4βB
(
W
(
e
1+e2βB
)
− 1
)2
W
(
e
1+e2βB
) (IV.6.6)
f2 :=
(
W
(
eβB+1
1+eβB
)
− 1
)2
W
(
eβB+1
1+eβB
) (IV.6.7)
f2 is actually somewhat smaller than f1 and so (IV.6.5) would only be an improve-
ment if the R(β) factor compensates. For any potential with a hard core, this
modified version is somewhat essential. Even without the hardcore, the use of the
integral of β|Φ(y)| rather than |e−βΦ(t)−1| is better for negative potentials. It is also
interesting to note that these coefficients have the same high and low temperature
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limits.
The comparison between my optimised bound of the Lebowitz-Penrose type
(f1) and the bound achieved from these different cluster coefficient bounds based
on tree graph identities (f2) is shown in Figure IV.3. This gives us that as soon as
1.6R(β) < C(β) this other version of bounds is better. This is due to the fact that
C(β)
R(β)
> 1.6 >
f1
f2
(IV.6.8)
and so
f2R(β)
−1 > f1C(β)−1 (IV.6.9)
We also note that R(β) should be a better bound, for large β or small tem-
perature, since it is linear in β, whereas C(β) is exponential in β and that this ζ(β)
could be understood better to explore the comparison of these two bounds. It also
only depends on the potential Φ through the stability parameter B.
0.2 0.4 0.6 0.8 1.0
e- 2 ΒB
1.1
1.2
1.3
1.4
1.5
f1
f2
Figure IV.3: Quotient f1f2 (IV.6.8) of the My Improved Penrose-Lebowitz Bound (f1)
(IV.6.6) over the New Bound (f2) (IV.6.7)
IV.7 Current Problems and Issues
The first main problem with the virial expansion is that the integrals are hard
to compute analytically. Very few computations have been made analytically and
virial coefficients up to tenth order have been computed numerically for hard disc
models in [ClMc06, ClMc05, Lyb05, RH64a, RH67]. The main thrust behind these
calculations is through the Ree-Hoover expansion, which is described in Section
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VIII.3. This simplifies the terms needed to be calculated in the virial expansion and
in the hard disk case, the number of graphs needing to be considered is reduced
significantly. Furthermore, estimation of the virial coefficients is somewhat difficult.
We realise that the number of two-connected graphs on n-points is greater than
2(
n
2)−n, since we can start with the cycle on n points and add (or not) any other
edge to this cycle and it will be two-connected. We know that power series of the
form: ∞∑
n=2
2n
2
n!
ρn (IV.7.1)
have zero radius of convergence. We must control the cancellations in the weights
we use for the two-connected graphs and find a way to organise the calculation of
the coefficients to best take advantage of this fact. This idea is used in Chapter
VIII for two-connected graphs and also in Chapter VII for connected graphs. The
Penrose construction gives us an idea on how these cancellations can work in the
case of connected graphs to give us tree-graph inequalities and an effective way
of understanding appropriate cancellations. Furthermore, understanding the link
between connected and two-connected graphs more precisely, may be able to give
us a tree expression for the virial coefficients. Trees have the nice property that
the number of trees on n points is nn−2, which when divided by the n! on the
denominator gives a non-zero radius of convergence.
Another line of approach is that of Ree and Hoover, which was taken up by
McCoy and Clisby, where we try to find a way of reducing the number of graphs
that need to be considered. The involutions mentioned in the previous chapter also
indicate a method of how we can explore cancellations of different weights and see
how terms cancel in the expansion to either ease computations or make it analytically
tractable.
In the paper by Jansen [Jan12], the virial series is understood at low temper-
atures and in the absence of a polyatomic transition is shown to be convergent with
asymptotic RVir ∼ e−βB, which is better than the results we have which give an
extra factor 2 in the exponential. A further line of investigation is whether the series
expansion need no longer be valid, but the pressure or free energy function could
still be analytically continuable. A challenge would be to understand the nature of
this function and how the analytically continue the virial expansion to the positive
density region in this case.
The current status is that we have bounds in specific cases and some general
bounds. For some models we have exact results.
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Chapter V
An Introduction to
Combinatorial Species of
Structure
This chapter is an introduction to the theory of species of structure, providing the
key background from category theory and generating functions and their transfor-
mations. The discussion is motivated by examples from the previous chapters.
The first paper to really put the ideas of combinatorial species of structure
on a firm footing in category theory, and to emphasise the connections between
various forms of generating functions and combinatorial structures, particularly in
the context of various operations, is the paper by Joyal [Joy81]. The ideas are
certainly already somewhat present in the work by Bender and Goldman [BeGo71],
as well as Bourbaki [Bou68]. Also the notion of Polya’s Hauptsatz is present in
the notion of cycle-index series. Joyal’s paper exposes some of the powerful aspects
of the theory in determining the Cayley formula for the number of trees and a
version of the Lagrange inversion formula. It is in this paper that we first truly get
a rigorous notion of what a labelled structure is: a functor from the category of
finite sets with bijections to itself. Furthermore, it gives a good qualification of an
unlabelled structure from the labelled structures via an equivalence relation. This is
a notable foundational advance in the subject which overhauled the lack of precision
concerning labelled structures.
Much work has been done on the subject, including natural extensions to
virtual species and related combinatorial and algebraic operations and ideas. Two
notable works are the book by Bergeron, Labelle and Leroux [BLL98], which con-
tains many valuable references on the development of the subject and the book by
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Flajolet and Sedgewick [FlSe09]. The important realisation of the inherent links
between combinatorial species of structure and the cluster expansion and more gen-
erally in the context of statistical mechanics, via the use use of generating functions,
appears to have been solidified in the late twentieth and early twenty-first centuries.
The papers of Leroux [Ler04] and Faris [Far10] give a very clear idea of this link be-
tween the two subjects. Indeed Faris describes this theory of combinatorial species
of structure as providing a metaphorical Rosetta Stone, from which we can trans-
late between the combinatorial language into both versions of the cluster expansion,
either in the particle picture or in the polymer model, via the use of generating func-
tions. It is conveyed that the rewards of this approach don’t just happen between
combinatorics and the two versions separately, but rather it helps to unify the two
different versions of the cluster expansion.
Of course the notion of combinatorics and in particular graph theory within
the understanding of cluster expansions and in more general perturbation expansions
was already realised by Mayer [MMay40]. The dimension that the formulation of
combinatorial species of structure adds to statistical mechanics, comes partly from
the general results such as the dissymmetry theorem and Lagrange inversion in
simplifying and focusing the understanding of the relationships between cluster and
virial expansions.
The language of combinatorial species of structure offers an essential frame-
work in which to understand the main features of the cluster and virial expansions.
It removes a lot of the focus on particular types of functions as were described in
Chapter II and instead ensures that the important relations are clear and without
any of the additional analytic descriptions, used in Chapter II. It is a simplification
through generalisation of the key ideas behind the cluster expansion.
It is anticipated that, in the advent of this more unified approach, the com-
binatorial relationships can aid our interpretation and understanding of the various
coefficients. This should be done in such a way that we can obtain bounds on the
important expansions represented by particular species of structure. Indeed, the
work of Faris [Far10] has made a great initiation of this idea, by providing how fixed
point equations can be developed separately through the framework of species of
structure. These give rise to the common conditions that are used and developed
for obtaining bounds on cluster expansions.
Indeed, one can continue with this explicit interpretation of what the main
theorems in cluster expansions represent and mean in terms of combinatorial species
of structure. Most of the ideas are pretty strong for cluster expansions and con-
nected graphs. It is anticipated that these relationships can provide inspiration for
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relationships for virial coefficients and two-connected graphs.
V.1 Definition of Combinatorial Species
V.1.1 Some Category Theory
The use of category theory to give a clear definition for algebraic structures is
presented to introduce the combinatorial species of structure. Introductory books
used for this section on category theory are [Sim11, Mac98]. The definitions for
combinatorial species of structure can be found in [Joy81, BLL98, FlSe09]. This
section aims to provide motivation and diagrams to emphasise the key points of
these definitions and their application.
The main thrust of the work by Joyal [Joy81], is to give a precise definition
of a labelled structure, through a definition as a functor between the category of
finite sets with bijections and itself.
Definition. A Category C consists of:
1. A class Ob(C) whose elements are called objects
2. A class hom(C) whose elements are called morphisms. Each morphism has
a source object a and target object b. The set of morphisms from a to b is
denoted hom(a, b)
3. A binary operation ◦, called the composition of morphisms. For any three
objects a, b and c, we have:
◦ : hom(a, b)× hom(b, c)→ hom(a, c) (V.1.1)
We write the composition f ◦ g or fg. This has to satisfy the two properties:
(a) Associativity: If f : a → b, g : b → c and h : c → d, then h ◦ (g ◦ f) =
(h ◦ g) ◦ f
(b) Identity: For every object x, there exists a morphism Ix : x → x called
the identity morphism, such that for each f : a→ b, f ◦ Ia = Ib ◦ f = f
Categories also contain the natural idea of a functor: a structure preserving
map between categories.
Definition. A (covariant) functor from a category C to a category D written
F : C → D, consists of:
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1. For each object x in C an object F (x) in D
2. For each morphism f : x→ y in C a morphism F (f) : F (x)→ F (y) in D
such that the following two properties hold:
1. For every object x in C, F (Idx) = IdF (x)
2. For all morphisms f : x→ y and g : y → z, F (g ◦ f) = F (g) ◦ F (f)
V.1.2 The Definitions
Progress on enumerating particular structures on finite sets has been approached by
many methods. Some of these methods are:
1. through relations between already enumerated structures
2. through implicit functional equations
3. through recursive relationships - building a structure from other structures on
smaller sets
4. through the use of the inclusion-exclusion principle and Mo¨bius formulæ
The idea to write an exponential generating function, with coefficients being the
number of such structures on a set of size n, was developed to allow for the techniques
of asymptotic analysis to be used to understand asymptotic enumeration. This is
given a thorough exposition in the book by Flajolet and Sedgewick [FlSe09].
The key power of combinatorial species of structure is to relate combinato-
rial operations to operations on (exponential) power series. Furthermore, generating
functions are a natural concept in probability, where the coefficients represent mo-
ments of a random variable. The links between probability and combinatorics are
strengthened by this relationship.
A combinatorial species of structure is a functor from the category of finite
sets with bijections to itself, as described below:
Definition. A species of structures is a rule F , which
i) Produces for each finite set U a finite set F [U ]
ii) Produces for each bijection σ : U → V a bijection F [σ] : F [U ]→ F [V ]
The functions F [σ] are required to satisfy the following functorial properties:
i) For all bijections σ : U → V and τ : V →W , We have: F [τ ◦σ] = F [τ ] ◦F [σ]
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ii) For the identity map IdU : U → U , we have F [IdU ] = IdF [U ]
An element s ∈ F [U ] is called an F -structure on U .
Example (Examples of Species of Structure). Five main non-graphical examples of
species of structure used in this thesis are:
1. The SET species E, where for every finite set U we have the set of species of
structures is {U}.
2. The PER species S, where for each finite set we have the structures S|U |- the
set of all permutations on U .
3. Species of structure X. For any finite set U , we get {U} if |U | = 1 and ∅
otherwise.
4. The Species EN - the indicator species of sets of size N . We have EN [U ] = {U}
if |U | = N and ∅ otherwise.
5. The power set or subset species P, gives for U all subsets of U .
The most useful generating function for statistical mechanics is the exponen-
tial generating function:
Definition. The exponential generating series of a species of structure F is the
formal power series:
F (x) =
∞∑
n=0
fn
xn
n!
(V.1.2)
where fn = |F [n]|, the number of (labelled) F -structures on a set of n points.
Example (Exponential Generating Series for our Examples). For our examples
above, the exponential generating series are:
1. For SET E, we have that |E [n]| = 1 ∀n, so E(x) =
∞∑
n=0
xn
n! = exp(x)
2. For PER S, we have |S[n]| = n! ∀n, so S(x) =
∞∑
n=0
xn = 11−x
3. For X, we have |X[1]| = 1 and |X[n]| = 0 for n 6= 1, so X(x) = x
4. For EN , we have |EN [N ]| = 1 and |EN [n]| = 0 for n 6= N , so EN (x) = xNN !
5. For P, we have |P[n]| = 2n and so P (x) =
∞∑
n=0
2n
n! x
n = exp(2x)
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There are two other important related generating functions for species of
structure.
If we have unlabelled species of structure, then we don’t have to divide
by the n! for permuting labels and we use the ordinary generating function. The
isomorphism type of a species of structure is an equivalence relation on F [n] with
s ∼ t if ∃pi : [n]→ [n] such that F [pi](s) = t (V.1.3)
Definition (The Isomorphism Type Generating Series). The isomorphism type gen-
erating series of a species of structure F is the formal power series:
F˜ (x) =
∞∑
n=1
f˜nx
n
(V.1.4)
where f˜n is the number of isomorphism types (equivalence classes) of F -structures
on [n].
A further generating series which contains a lot more information about our
species of structure is the cycle index series ZF . For a general permutation σ, its
cycle type is the sequence (σ1, σ2, · · · ), where σk is the number of cycles of length k
in the decomposition of σ into disjoint cycles. We define the quantities:
Fix σ := {u ∈ U |σ(u) = u} and fix σ = |Fix σ| (V.1.5)
Definition (Cycle Index Series). The cycle index series of a species of structure F
is the formal power series in infinitely many variables:
ZF (x1, x2, · · · ) =
∑
n≥0
1
n!
(∑
σ∈Sn
fix F [σ]xσ11 x
σ2
2 · · ·
)
(V.1.6)
This is related to Polya’s Hauptsatz, which is applied to Husimi trees and
enumerating connected graphs in terms of two-connected graphs in the work of Ford
and Uhlenbeck [FoUh56a,FNU56,FoUh56b,FoUh57].
Definition. Let F and G be two species of structure. An equipotence α : F → G is
a family of bijections αU : F [U ]→ G[U ], for each finite set U .
If there exists an equipotence between two species F and G, then the two
species are called equipotent, which we write as F ≡ G.
Remark 28. We note that F (x) = G(x) is equivalent to F ≡ G
The idea of combinatorial equality is somewhat more restrictive:
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Definition. An isomorphism of F to G is a family of bijections αU : F [U ]→ G[U ],
which obeys the naturality condition:
For any F -structure s ∈ F [U ] and σ : U → V bijection, one must have
σ ◦ αU (s) = αV (σ ◦ s) (V.1.7)
That is the following diagram commutes:
F [U ]
F [V ]
G[U ]
G[V ]
αU
F [σ]
αV
G[σ]
The two species are then said to be isomorphic and one writes F ' G
Isomorphic species have the same cycle index series and isomorphism type
generating series. Equipotent species don’t necessarily share the same series.
V.2 Operations on Species of Structure
V.2.1 Addition
As a simple motivating example, we have the splitting of graphs into connected and
disconnected graphs, so we would want to be able to have the natural expression:
G = C + Gd (V.2.1)
The idea of ‘summing’ two species of structure is quite natural. We may, for example
have two different types of graph such as cycles and complete graphs and then we
wish to understand the species comprised of both of these. In some sense this idea
of summing species of structure is like aggregating different species into a whole
species. We wish to understand a whole group of structures, by summing out the
individual details of the smaller structures. Let F and G be two species of structure:
Definition. The sum of F and G, denoted F +G,is defined as follows:
An F + G -structure on a finite set U is either an F -structure on U or
(exclusive) a G structure on U .
In other words, for any finite set U , we have that (F +G)[U ] = F [U ]+G[U ],
where the + indicates the disjoint union operation.
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The transport along the bijection σ : U → V is carried out by defining for
any (F +G)-structure s on U :
(F +G)[σ](s) =
F [σ](s) if s ∈ F [U ]G[σ](s) if s ∈ G[U ] (V.2.2)
Remark 29. Note that under this definition (F + G)(x) = F (x) + G(x), since
|(F + G)[n]| = |F [n]| + |G[n]|. A natural extension to the sum of two species of
structure is to be able to sum an arbitrary collection of species. The case when we
can do this is given precisely by what is defined by the word ‘summable’.
Definition (Summable Collection of Species of Structure). A family (Fi)i∈I of
species of structure is said to be summable, if for any finite set U , Fi[U ] = ∅,
except for a finite number of indices i ∈ I. The sum of a summable family (Fi)i∈I
is the species
∑
i∈I
Fi defined by:
(∑
i∈I
Fi
)
[U ] =
∑
i∈I
Fi[U ]× {i} (V.2.3)(∑
i∈I
Fi
)
[σ](s, j) = (Fj [σ](s), j) (V.2.4)
where the second line gives the transport under the bijection σ : U → V and
(s, j) ∈
(∑
i∈I
Fi
)
[U ] (V.2.5)
Figure V.1 emphasises that if our F and G-structures overlap (in this case
with the 4-cycle), then the F + G-structure contains this structure twice. The
vertices in this example are coloured differently to emphasise the fact that we treat
the summed structures as different if they come from different initial species.
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F-structures G-structures
(F+G)-structures
Figure V.1: The sum of two species of structure
V.2.2 Multiplication
Multiplication is a natural operation of power series. The ‘star’ product, which
is used in the Mathematical Physics literature to indicate products of graphs, but
where, in the integral expression corresponding to the graph, we need to add an
appropriate ‘symmetry factor’. For example, in [Ste65], Stell introduces the factors
in order to get the ‘combinatorics’ of multiplication correct. This comes from the
problem of labelled structures, where the ability to relabel a structure, but not
change it, gives particular issues. For example in Figure V.2, we see that we can
swap the labels 2 and 3 without changing the actual labelled tree. This means the
graph would obtain a symmetry factor of 12 , whereas individual edges have symmetry
factor 1 and so they don’t multiply correctly.
1
2
1
2 33
=
Figure V.2: Two Equal Simple Trees
The notion of combinatorial species of structure and its multiplication oper-
ations bypasses such issues as the whole set up is there to automatically deal with
the symmetry factors. The natural way to deal with such an issue is to set labels
for each structure you start with, which is equivalent to partitioning the label set
U into two sets U1 ∪ U2 = U U1 ∩ U2 = ∅ and construct the separate species on the
subsets.
Let F and G be two species of structure:
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Definition. The product species F ?G called the product of F and G, is defined as
follows: an (F ? G)-structure on U is an ordered pair s = (f, g), where:
i) f is an F -structure on a subset U1 ⊂ U
ii) g is a G-structure on a subset U2 ⊂ U
iii) (U1, U2) is a decomposition of U i.e. U = U1 ∪ U2 and U1 ∩ U2 = ∅.
In other words, for any finite set U :
(F ? G)[U ] =
∑
(U1,U2)
F [U1]×G[U2] (V.2.6)
The sum being taken over all pairs (U1, U2) forming a decomposition of U .
The transport along a bijection σ : U → V is carried out by setting, for
each (F ? G)-structure s = (f, g) on U , (F ? G)[σ](s) = (F [σ1](f), G[σ2](g)), where
σi = σ|Ui, the restriction of σ on Ui, i = 1, 2.
We note that:
(F ? G)(x) =
∞∑
n=1
n∑
m=1
xn
n!
(
n
m
)
fmgn−m =
∞∑
n=1
n∑
m=1
xn
m!(n−m)!fmgn−m (V.2.7)
We also have:
F (x)G(x) =
∞∑
m=1
xm
m!
fm
∞∑
k=1
xk
k!
gk
=
∞∑
n=1
n∑
m=1
xn
m!(n−m)!fmgn−m
= (F ? G)(x) (V.2.8)
In Figure V.3, we see how to multiply cycles with complete graphs. It shows
one of the structures we may obtain on a vertex set of size 10.
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F-structure 
eg cycles G-structure eg 
complete graphs
FG-structure – 
partition the points F-structure 
on this 
subset G-structure on 
this subset
Figure V.3: The Product of Two Species of Structure
The idea of multiplication can be extended many times to understand prod-
ucts of the form Kk, where K is a generic species of structure. This would involve
making a partition of the original label set in k subsets (a k-partition) and having
separate K-structures on each, where it is important to note that we have an ‘or-
der’ to the partition, due to our definition of product. If we wish to neglect what
order our K-structures are in then we need to divide by k!. This is revisited in
Section VI.2 on Lagrange inversion. The key idea is that the partitions obtained
from multiplication are necessarily ordered, since we have to include the case where
the structures are different. However, if we want to understand separate identical
structures, we need to divide by the factorial.
In order to generalise the splitting into two sets, we take appropriate powers
of the species of structure, by repeating the multiplication operation. If all possibil-
ities of partitioning a set is required, then one needs to sum the series of products
over factorials. A technical point is we need to make sure that K[∅] = ∅ in order
to do this sum or else we can take the ∅ in our partition, which we do not want
(for convergence). If we want any partition, where each set in the partition has an
A-structure, then we need the species:
∞∑
k=0
Kk
k!
= exp(K) (V.2.9)
We know that the exponential generating function of SET E species is exp(x) and
so this looks like a composition. This leads us onto defining a notion of composi-
tion/substitution.
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V.2.3 Substitution
Composition of generating functions is a very natural operation and the combinato-
rial analogue is to see the external species as providing a global structure between
smaller components, having the structure of the internal species.
A simple motivating example is the ability to understand permutations from
disjoint cycles. The universal structure is to leave things as they are (the are no
connections between disjoint cycles - this corresponds to what is known as the SET
species) and the local internal structures are cycles. If we follow this idea, we get:
PER = SET ◦ CY C (V.2.10)
More formally this conveys the idea of partitioning our set of labels. The structure
between partition classes is the ‘global’ structure and the structure inside each set
in the partition is the ‘internal’ structure. If we wish to only obtain the partition
and have no ‘connections’ between different partition classes, then we use the SET
species. One further example of this idea is in the notion of graphs and connected
graphs. We can see, similar to splitting a permutation into disjoint cycles, that a
graph can be understood as its collection of connected components. We thus have
the relationship:
G = SET ◦ C (V.2.11)
We now make these ideas more precise:
Let F and G be two species of structure, such that G[∅] = ∅:
Definition. The species (F ◦G), also denoted F (G) is called the (partitional) com-
posite of G in F . It is defined as follows: an (F ◦G)-structure on a finite set U is
a triplet (φ, pi, γ), where:
i) pi is a partition of U
ii) φ is an F -structure on the set of classes of pi
iii) γ = (γP )P∈pi, where for each class P of pi we have γP is a G-structure on P .
In other words for any finite set U , one has:
(F ◦G)[U ] =
∑
pipartition of U
F (pi)×
∏
P∈pi
G[P ] (V.2.12)
The disjoint sum being taken over the set of partitions pi of U .
The transport along a bijection σ : U → V is carried out by setting, for any
(F ◦G)-structure s = (pi, φ, (γP )P∈pi) on U , (F ◦G)[σ](s) = (p¯i, ψ¯, (γ¯P¯ )P¯∈p¯i, where:
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i) p¯i is the partition of V obtained by transport along σ of the partition pi
ii) for each P¯ = σ(P ) ∈ p¯i, the structure γ¯P¯ is obtained from the structure γP by
G -transport along σ|P
iii) The structure φ¯ is obtained from F -transport along the bijection σ¯ induced on
pi by σ.
We can summarise this by saying an (F ◦ G)-structure is an F -assembly of G-
structures.
We note that:
(F ◦G)(x) =
∞∑
n=0
xn
n!
n∑
m=0
fm
m!
∑
(pi1,··· ,pim)
pii⊂[n] and ∪mi=1pii=[n]
and pii∩pij=∅ for i 6=j
n∏
i=1
g|pii| (V.2.13)
=
∞∑
n=0
xn
n!
n∑
m=0
fm
m!
∑
(k1,··· ,km)
m∑
i=1
ki=n
n!
m∏
i=1
gki
ki!
=
∞∑
m=0
fm
m!
∞∑
n=m
m∏
i=1
 ∞∑
ki=1
gkix
ki
ki!
1 m∑
i=1
ki=n
=
∞∑
m=0
fm
m!
(G(x))m
= F (G(x)) (V.2.14)
The first 1m! comes from taking the partition as a sequence rather than a set for
conveniences of computation. Hence we have the corresponding identity for gener-
ating functions. We note that this is just a simple generalisation of the derivation of
the pressure coefficients representing connected graphs as in (I.2.16) and that now
it has been shown in generality for labelled structures with exponential generating
functions, the result can easily be applied to many other related structure to obtain
exponential generating functions and their relationships.
In Figure V.4, we see an illustration of and F (G)-structure. The F -structure
is conveyed between the partition sets and the G structures are within the sets.
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F(G)-structure
External 
F-structure
Internal 
G-structures
Partition 
all 
points
Figure V.4: The composition of two species of structure
V.2.4 The Derivative Structure
We now have a rich algebraic structure to our combinatorial species reflecting the
structure of cluster expansions. There are two important relations which are left on
labelled structures. In combinatorics, we often have recursive relationships on the
number of structures and it is therefore useful to have a method of ‘shifting’ the
sequence (kn), where kn denotes the number of structures on n elements of species
K. This shifting is related to formal differentiation of power series. Furthermore,
we may also like to have ‘rooted’ structures , where a label is distinguished from the
others. The main motivation for including a root comes from the structure of trees.
In Computer Science, tree structures often have a root or starting point at the top
of the tree or in genealogy a ‘single’ ancestry from which everyone can trace back
their history. This notion of a root is very natural and is related to the derivative
of a power series.
Definition. The species F ′ is called the derivative of the species F and is defined
as follows:
An F ′-structure on U is an F -structure on U+ = U ∪ ?, where ? = ?U is
an element chosen outside of U . In other words, for any finite set U , one sets
F ′[U ] = F [U+], where U+ = U + ?. The transport along a bijection σ : U → V
is carried out by setting, for any F ′-structure s on U , F ′[σ](s) = F [σ+](s), where
σ+ : U+?→ V +? is the canonical extension of σ obtained by setting: σ+(u) = σ(u)
for u ∈ U and σ+(?) = ?.
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Remark 30. We note that
F ′(x) =
∞∑
n=0
xn
n!
fn+1 =
d
dx
F (x) (V.2.15)
Figure V.5 displays a structure on the labelled set plus an extra ‘ghost’
vertex, which carries the ‘ghost’ label rather than a label from the defining set.
F’=structure
Ghost vertex
Original 
vertex set
Figure V.5: The Derivative of Species
of Structure
Pointed F-structure
The root
Figure V.6: A Pointed Species of
Structure
V.2.5 Rooted or Pointed Structures
Definition. The pointed species F • is defined as follows: An F •-structure on U is
a pair s = (f, u), where:
i) f is an F -structure on U
ii) u is a distinguished point in U
The pair (f, u) is called a pointed F -structure (pointed at the distinguished element
u). In other words for any finite set U , F •[U ] = F [U ]× U .
The transport along the bijection σ : U → V , is carried out by setting
F •[σ](s) = (F [σ](f), σ(u)), for any F •-structure s = (f, u) on U .
Remark 31. We note that the pointed species of structure corresponds to the Euler
derivative of the generating function.
F •(x) =
∞∑
n=1
n
xn
n!
fn = x
d
dx
F (x) (V.2.16)
Figure V.6 illustrates how a point in the set is chosen to be the ‘root’, but
otherwise we just have the original structure.
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V.2.6 Cartesian Product of Species
A natural operation on sets is to take the Cartesian product of two sets. If we do
this with species then we have:
Definition. The Cartesian Product of two species of structure F and G, denoted
F × G, on the finite set U , is the collection of structures (f, g), where f is an
F -structure on U and g is a G-structure on U .
The action on the exponential generating functions doesn’t have a nice rela-
tion, other than:
F ×G(x) =
∞∑
n=0
fngn
n!
xn (V.2.17)
This is the Hadamard Product, but it isn’t a natural operation.
V.2.7 Functorial Composite
As a functor between categories we can understand the corresponding functorial
composition of two species of structure. A notable expression in terms of the func-
torial composition is we can express the collection of graphs as:
G = PP(2) (V.2.18)
This is that a graph is a subset (represented by the structure P - the set of all
subsets or ‘power set’) of edges, which is the collection of two-subsets of our original
finite set U , which is given by P(2).
Definition (Functorial Composite). The functorial composite of two species of
structure F and G, is denoted FG and defined by:
FG[U ] = F [G[U ]] - i.e. it is all the possible F -structures on the collection
of G-structures.
The transport is simply the composition of transports: (FG)[σ] = F [G[σ]].
The corresponding exponential generating function is:
(FG)(x) =
∞∑
n=0
fgn
xn
n!
(V.2.19)
In the algebra of functorial composition, the neutral element is the ‘pointed set’
species E•.
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That is: FE• = E•F = F . This is because the species E• takes any finite
set U and gives E•[U ] = U , by identifying each pointed set by the element it is
pointed at.
V.3 Weighted Species
In many applications of the theory of species of structure, we may want different
weightings for our objects that are not simply unity. For example in probabilistic
contexts, we may want to represent the value of a structure as its probability of
occurring. If we have the set K[n], we may want to put a uniform weight on each
object and so need to change the 1n! to
1
kn
. We may also want to use parameters
to represent particular features of the objects. In statistical mechanics, as we have
seen in Chapter I, Mayer’s weight for graphs is:
w(g) :=
∏
{i,j}∈E(g)
fi,j (V.3.1)
or the integral of this quantity W (g).
Adding weights thus provides the ability to extend the previous notions be-
yond those to do with counting. Care must be taken that the weights act as we
would like over the operations we consider.
Definition. For a ring A, an A-weighted set is a pair (A,w), where A is a set and
w : A→ A is a function. which associates a weight w(α) ∈ A to each α ∈ A
Definition. The inventory of a weighted set (A,w) is defined as:
|A|w =
∑
α∈A
w(α) (V.3.2)
Definition. Let (A,w) and (B, v) be A-weighted sets. A morphism of A-weighted
sets f : (A,w) → (B, v) is a function f : A → B, compatible with the weights, that
is to say w = v ◦ f . Moreover, if f is a bijection, f is called an isomorphism of
weighted sets and we write (A,w) ' (B, v).
Definition. Let (A,w) and (B, v) be A-weighted sets. Define:
i) The sum (A,w)+(B, v) as the A-weighted set (A+B,µ), where µ is the weight
function defined by:
µ(x) =
w(x) if x ∈ Av(x) if x ∈ B (V.3.3)
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ii) The product (A,w) × (B, v) as the A-weighted set (A × B, ρ), where A × B
denotes the Cartesian product of sets A and B and ρ is the weight function
defined by: ρ(x, y) = w(x)v(y).
Definition (Weighted Species). Let A be a ring of formal power series or of poly-
nomials over a ring K ⊂ C. An A-weighted species is a rule F , which:
i) produces for each finite set U , a finite or summable A-weighted set (F [U ], wU ).
ii) produces, for each bijection σ : U → V , a morphism F [σ] : (F [U ], wU ) →
(F [V ], wV )
Furthermore the functions F [σ] must satisfy the following functoriality properties:
i) If σ : U → V and τ : V →W are bijections, then F [τ ◦ σ] = F [τ ] ◦ F [σ]
ii) For each set U , if IdU denotes the identity bijection of U , then F [IdU ] = IdF [U ]
Definition. Let F = Fw be an A-weighted species of structure. The exponential
generating series of F is the exponential power series Fw(x) with coefficients in A,
defined by:
Fw(x) =
∑
n≥0
|Fw[n]|x
n
n!
(V.3.4)
where |Fw[n]| is the inventory of the set of F -structures on [n].
Below is a helpful table summarising how weights are affected by particular
combinatorial operations described thus far:
Table V.1: Weights for Operations on Species of Structures
Species Structure Weight
Fw +Gv s w(s) if s ∈ F [U ]
v(s) if s ∈ G[U ]
FwGv s = (f, g) w(f)v(g)
Fw ◦Gv s = (pi, f, (γp)p∈pi) w(f)
∏
p∈pi
v(γp)
F ′w s w(s)
F •w s = (f, u) w(f)
Thus to extend species isomorphisms to weighted isomorphisms, one requires
the weights to behave in the way indicated in the above table.
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V.4 Graph Theory
The key examples of combinatorial species of structure relevant for cluster and virial
expansions are graphical species. The key structures, we have seen are simple graphs
G, connected graphs C, two-connected graphs B and trees a. The combinatorial rela-
tionships we can find between these structures can also be applied to the generating
functions, which have an interpretation in statistical mechanics.
In Section I.2, we obtain pressure as the sum over weighted connected graphs
using the combinatorial relation:
G = E ◦ C (V.4.1)
We can now understand this more readily from the above theory, firstly by realising
it as a combinatorial identity, since a graph is a partition of its vertex set with a
connected graph on each set in its partition and then by realising the necessary
requirement of the graph weights. Here it is that they factorise over connected com-
ponents. This is readily understood from the integrand, where there are no functions
depending on a coordinate in one component and a coordinate in another and so
they must factorise into the integrals over each connected component separately.
In Section I.7, we have D-functions and their relationship with the connected
functions, which can be succinctly written as:
B′(C•) = P+ × C (V.4.2)
To understand this relationship, we realise that a B′(C•)-structure imposes
the condition that the ghost vertex, in the derivative of the B-structure, is not an
articulation point. If we remove the ghost point from the graph on the left hand
side we still have a connected graph on the non-ghost points. On the right hand
side this connected graph structure is represented by C. We may have any non-
empty subset of the vertex set attached to the ghost vertex, which is indicated by
the P+-structure, which selects a non-empty subset. It is a Cartesian product as
we have both a P+ and a C-structure on the whole set. If we wish to give both
sides Mayer edge weights, where the ghost vertex is represented by label 1 and the
other vertices are in the label set [2, n], then we make the connection that D-graphs
are precisely the B′(C•)-graphs, with the D function corresponding precisely to the
Mayer-weighted graph, identifying 1 as the ghost vertex. The weight function for
connected graphs is precisely the Ursell function U , which is necessarily on vertex
set [2, n], as identified above. The Mayer edge weights for the non empty connection
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from vertex 1 to the set [2, n] is of the form:
n∏
j=2
(1 + f1,j)− 1 (V.4.3)
The first term indicates all of the possibilities of a subset of edges between 1 and
[2, n] and the second term removes the possibility of no edges. We thus obtain the
identity:
Dn(x)n =
 n∏
j=2
(1 + f1,j)− 1
Un−1(x)′n (V.4.4)
We can understand a graph with a ghost vertex - the species G′- as consisting
of a partition of the underlying set into that which is connected to the ghost vertex
and that which is not. The set of points connected to the ghost vertex has, by
definition, a C′-structure and the rest of the vertices have a generic G-structure.
This leaves us with the combinatorial equation:
G′ = (C′ ? G) (V.4.5)
We understand simple graphs in terms of their connected components and
see that the relationship is G = E ◦ C, since we get just the partitions with this
composition.
Mayer’s Second Theorem is put into this combinatorial framework in Section
VI.3, where the dissymmetry theorem is introduced.
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Chapter VI
Applications of Combinatorial
Species of Structure
As more sophisticated requests of the theory of combinatorial species of structure
were made in order to provide explanations and generalisations of algebraic iden-
tities of power series such as Lagrange inversion, the theory extended its scope of
ideas and thus the range of applications. The extensions presented in this chapter
provide consistent combinatorial explanations and understanding for a greater range
of algebraic operations, which are present in the manipulations of cluster and virial
expansions.
The theorems and key concepts in this section come from Bergeron Labelle
and Leroux [BLL98]. Further details have been added to give further explanations
of proofs and concepts.
VI.1 Virtual Species
The combinatorial calculus developed so far for species of structure has a very
important gap. The issue is in the absence of a convenient combinatorial operation
of subtraction. This problem is resolved by introducing a concept of virtual species.
The introduction of such species has many consequences. The most important to
us are:
1. We obtain a combinatorial meaning for the multiplicative inverse 1F for any
species such that |F [∅]| = 1.
2. We obtain a combinatorial meaning for the inverse of substitution G(−1) for
suitable species G
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3. This provides a method of realising connected components for a wide class of
species of structure
Definition. Let F be a (weighted) species. A species G is said to be a subspecies of
F (written G ⊂ F ) if it satisfies the following two conditions:
i) for any finite set U , G[U ] ⊂ F [U ] and, in the weighted case, the weighting on
G[U ] is induced from that of F [U ]
ii) for any σ : U → V , G[σ] = F [σ|G[U ]].
By analogy with how Z is constructed from N, we give the following definition:
Definition. A Virtual Species is an element of the quotient set:
Virt = (Spe× Spe)/ ∼ (VI.1.1)
where the equivalence relation ∼ is defined by:
(F,G) ∼ (H,K) ⇐⇒ F +K ' G+H (VI.1.2)
where ' denotes species isomorphism (not equipotence).
One then writes:
F −G = class of (F,G) according to ∼ (VI.1.3)
to denote any virtual species. The pair (F,G) is called a representative of F −G.
Remark 32. The set of virtual species is a commutative ring under addition and
multiplication.
We note also that (F −G)(x) = F (x)−G(x).
Definition. Two species of structure F and G are said to be unrelated if the only
subspecies of F which is isomorphic to a subspecies of G is the empty species. A
virtual species Φ is said to be written in reduced form Φ = Φ+ − Φ− if the species
Φ+ and Φ− are unrelated.
In the paper by Stell [Ste65], we see that the intent to invert a relationship
between the connected and two-connected graphs relies on taking a logarithm. The
desire is to invert the exponential function and composition of functions in combina-
torics. To do so on the level of species of structure adds power to the generalisability
of such a method. Furthermore, from the power series expansion of ln(1 + A), we
see the necessity of introducing these virtual species, since terms have minus signs.
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Example (Compositional Inverse of the Set Species E). In order to understand a
virtual species F such that F ◦ E = 1, we define E+ = E − 1 and set:
E−1 = (1 + E+)−1 =
∞∑
k=0
(−1)k(E+)k (VI.1.4)
It can be shown that:
(E−1)+ = 1 + (E+)2 + (E+)4 + · · · (VI.1.5)
(E−1)− = (E+) + (E+)3 + · · · (VI.1.6)
Thus an E−1-structure is an ordered partition (ballot) either with an even number
of classes (positive part) or odd number of classes (the negative part).
We define the species E+ as:
E+[U ] =
{U} if U 6= ∅∅ if U = ∅ (VI.1.7)
From the fact that multiplication of like species enforces an order on the underlying
set ( explained in Section V.2.2), we see that Ek+ is precisely an ordered k-partition,
since we are not allowed empty sets. The interpretation of composing with log is
that we make an ordered partition with sign (−1)k, where k is the number of sets
in the partition.
Example (Combinatorial Logarithm). The notion of connected components of a
species of structure is a very useful concept but it can often be hard to find what the
‘connected components’ are and to invert the relationship. A species of structure F ,
which can be written in the form:
F = E ◦G (VI.1.8)
where G(0) = 0, admits the notion of connected components The connected compo-
nents are enumerated by the species G, which is denoted: G = F c. The main result
is:
Proposition VI.1.1. Let F be a species of structures satisfying the condition
F (0) = 1. Then there exists a unique virtual species Γ satisfying the combinato-
rial equation:
F = E(Γ) (VI.1.9)
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Using the E(−1)+ defined in (VI.1.4), we can define Γ = E(−1)+ ◦ F+, where
F+ = F − 1.
VI.1.1 General Combinatorial Inverses
The canonical decomposition of a species F is the series:
F = F0 + F1 + F2 + · · · (VI.1.10)
where Fk is the structure which for sets U with |U | = k, we get Fk[U ] = F [U ], but
for V with |V | 6= k, Fk[V ] = ∅.
Proposition VI.1.2. Let Ψ be a virtual species of structure with canonical decom-
position of the form:
Ψ = X + Ψ2 + Ψ3 + · · · (VI.1.11)
i.e. a species where Ψ0 = 0 and Ψ1 = X. Then there exists a unique virtual species
Ψ(−1) such that
Ψ(−1) ◦Ψ = Ψ ◦Ψ(−1) = X (VI.1.12)
The proof is found in [BLL98]. The key element is that the inverse may be
given by:
Ψ(−1) =
∑
k≥0
(−1)k∆kΨ(X) (VI.1.13)
where we define the linear operator ∆Ψ : Virt→ Virt, by the formula:
∆Ψ(Φ) = Φ ◦Ψ− Φ (VI.1.14)
The importance of inversion allows important connections to be made be-
tween particular structures. This is useful in Chapter VII.
VI.2 Lagrange Inversion
Lagrange inversion provides an algebraic method to invert (formal) power series. It
has been generalised to the Lagrange-Good inversion, which is conveyed in Chapter
IX. Combinatorics aims to provide bijective proofs. In the theory of combinatorial
species of structure we wish to have an interpretation of Lagrange inversion. This
has been shown in [BLL98,GL95].
In order to identify the zn coefficient of an analytic function f(z), we use
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Cauchy’s residue theorem and calculate the contour integral:
1
2pii
∮
C
f(z)
zn+1
dz (VI.2.1)
where C is a contour containing the origin.
The main ingredient to prove the Lagrange inversion formula in complex
analysis is the change of variable formula:
Resf(x)dx = Resf(w(t))w′(t)dt (VI.2.2)
where w is an invertible change of variables and f is a meromorphic function.
Theorem VI.2.1 (Lagrange Inversion). For any function R, satisfying R(0) = 0
and R′(0) 6= 0 and two variables x and t, related through R by the equation:
t(x) = xR(t(x)), (VI.2.3)
we have, for any power series g(x) in x, the following identification of coefficients:
[xn]g(x) =
1
n
[tn−1]g′(t)R(t)n (VI.2.4)
where g′(t) = ddtg(x(t)).
Proof Based on Contour Integrals. Let u(t) := tR(t) , then we may make the change
of variables x = u(t) inside the evaluation of the contour integral:
[xn]g(x) = Res
g(x)
xn+1
dx (VI.2.5)
= Resg(t)
u′(t)
u(t)n+1
dt = Res
(
g′(t)
nu(t)n
−
(
g(t)
nu(t)n
)′)
dt (VI.2.6)
= Res
g′(t)
nu(t)n
dt =
1
n
Res
g′(t)R(t)n
tn
dt (VI.2.7)
=
1
n
[tn−1]g′(t)R(t)n (VI.2.8)
The total derivative term in (VI.2.6) disappears, because it is analytic and
so cannot contribute any residue.
The set of power series f ∈ C[[x]] such that f(0) = 0 6= f ′(0) constitutes a
group under the operation of substitution. Using the Lagrange inversion formula,
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one can write explicitly the coefficients of the inverse formal power series f−1(x) of
f(x) as follows:
f−1(x) =
∑
n≥1
(
d
dt
)n−1 ( 1
f(t)
)n∣∣∣∣
t=0
xn
n!
(VI.2.9)
If we denote by A(x) the inverse of f(x) for substitution and set:
R(x) =
x
f(x)
∈ C[[x]] (VI.2.10)
The series A(x) is determined by the functional equation:
A(x) = xR(A(x)) (VI.2.11)
More generally, for any power series F (x), if
F (A(x)) =
∑
n≥0
bn
xn
n!
(VI.2.12)
then we have b0 = F (0) and for any n ≥ 1
bn =
(
d
dt
)n−1
F ′(t)(R(t))n
∣∣∣∣∣
t=0
(VI.2.13)
The aim is to generalise this relationship for R, a species of structure. We explicitly
construct the species AR of R-enriched rooted trees, which is the solution to the
functional equation:
AR = X ? R(AR) (VI.2.14)
Definition. An R-enriched rooted tree on a finite set U is the sequence (α, (Rα(u))u∈U ),
where:
i) α is an arbitrary rooted tree on U
ii) Rα(u) is an R-structure on the fibre of the vertex u ∈ U , in this rooted tree.
Definition. The fibre of a vertex u is the set α−1(u) of immediate predecessors of
u, when all edges of the rooted tree are oriented towards the root. The indegree of
u, denoted by d−(u), is, by definition, the cardinality of its fibre: d−(u) = |α−1(u)|.
Remark 33. Note that we need to be in the case R[∅] 6= ∅.
One method, which is not recommended, is to compute the coefficients re-
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cursively from the functional form:
AR(x) = xR(AR(x)) (VI.2.15)
of course a0 = 0 and a1 = r0, when we define the generating functions as:
R(x) :=
∞∑
n=0
rn
xn
n!
AR(x) :=
∞∑
n=1
an
xn
n!
(VI.2.16)
The recursion is:
an+1 =
∑
k1+···+kj=n
j≥0
(n+ 1)!
j!k1! · · · kj !rjak1 · · · akj (VI.2.17)
We would like to have more transparent expression, which is easier to use. Let us
first consider the species Rλ, for λ ∈ N:
Rλ(x) = (R(x))λ :=
∞∑
n=0
rn(λ)
xn
n!
(VI.2.18)
We know that Rλ+µ = RλRµ and this gives the binomial identity:
rn(λ+ µ) =
n∑
k=1
(
n
k
)
rk(λ)rn−k(µ) (VI.2.19)
The sequence (rn(λ))n≥0 is called the binomial type sequence.
We have seen in Section V.2.2 that, for λ ∈ N, an Rλ-structure is an or-
dered λ-partition of a set, with an R-structure on each set in the partition. This
corresponds to a function f : U → [λ], such that on each fibre f−1(k), we have an
R-structure.
Proposition VI.2.2 (Relationship of an to rn(λ)). The number an of R-enriched
rooted trees on a set of n elements is given by:
an = rn−1(n) (VI.2.20)
For any k ≥ 0, the number a{k}n of forests of k R-enriched rooted trees on a set of n
elements is given by:
a{k}n =
k
n
(
n
k
)
rn−k(n) (VI.2.21)
Definition (Endofunctions). We understand the species of Endofunctions on a fi-
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nite set U as being the set of γ ⊂ U × U , where for each x ∈ U , we have a unique
y ∈ U such that (x, y) ∈ γ. The digraph we create from this is called the functional
digraph or Sagittal Graph of the Endofunction ψ.
The transport of End[σ] : End[U ] → End[V ] for the bijection σ : U → V is
End [σ](ψ) = σ ◦ ψ ◦ σ−1 ∀ψ ∈ End[U ].
In Figure VI.1, we have the sagittal graph for the endomorphism on [11].
The arrows indicate where the endofunction takes the number. For example, the
arrow from 2 to 1 indicates ψ(2) = 1.
11
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Figure VI.1: The Sagittal Graph of an
Endomorphism
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Figure VI.2: The Sagittal Graph as
an Assembly of Rooted Trees, with
a Permutation Structure between the
Rooted Trees
Definition (Vertebrate Species). The vertebrate species v = a••, is the doubly-
rooted tree species. The roots can be at the same vertex. It comprises of a tree and
an identification of two (not necessarily distinct) vertices.
An example that indicates the distinction between equipotence and iso-
morphism of species of structure
We indicate here the equipotence of vertebrate species and Endomorphisms, provid-
ing an alternative proof of Cayley’s formula for the number of trees
The first stage is to understand the species isomorphism
v = L+(A) (VI.2.22)
where L+ is the species of non empty linear orderings. For this identification, we
need to make use of the vertebral column.
Definition (Vertebral Column). Between any two vertices in a tree we have a unique
path. In the vertebrate species the unique path between the two roots is called the
vertebral column.
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The vertices in the vertebral column can be understood as the roots of trees
emanating from this identified path. The path is a non-empty linear ordering on
the roots of the trees. This gives (VI.2.22).
There is an equipotence L+ ≡ S+, since the number of linear orderings of n
items is the same as the number of permutations, n!. We therefore have v ≡ S+(A).
This is not a species isomorphism as cycle structure captures isomorphism classes
of permutations but all linear orderings are isomorphic.
To make the connection with endomorphisms, realise that for the sagittal
graph of an endomorphism, we can consider the cycles as the permutation from the
outer S+-structure. We see that emanating from these cycles we have rooted trees,
where we identify the roots of the trees with the vertices involved in the cycles.
This gives us that v ≡ End+ and so the number of doubly-rooted trees or
vertebrates is nn (number of functions f : [n] → [n]) and as a corollary the Cayley
formula that the number of trees on n vertices is nn−2. We can see how this works
on our example in Figure VI.2.
Definition (R-enriched endofunctions). An R-enriched partial endofunction on a
set U , consists of a subset V ⊂ U and a function f : V → U of which each fibre
f−1(u) u ∈ U is given an R-structure. When V = U the function f : U → U is
called an R-enriched endofunction.
We let EndR and End
P
R denote the species of R-enriched endofunctions and
partial endofunctions respectively.
Lemma VI.2.3 (Endomorphism Isomorphisms). Let R be a species of structure
and U a finite set, with V ⊂ U a fixed subset. Let k = |V | and n = |U |. The number
of R-enriched partial endofunctions with domain V is equal to rk(n) = |Rn[k]| and
we have the two combinatorial isomorphisms:
EndPR = E(AR) ? EndR (VI.2.23)
EndR = S(X ? R′(AR)) (VI.2.24)
We give here a more detailed explanation of the proof found in [BLL98].
Proof. Consider repeatedly applying the partial endofunction f : V → U . This
decomposes V into the two disjoint subsets, described by:
i) x ∈ V such that for some k ∈ N fk(x) /∈ V .
ii) W := {y ∈ V such that for all l ∈ N f l(y) ∈ V }.
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If we restrict f to W , then f |W is an endofunction on W . Thus we have the splitting
into the product of EndR and the structure, we have on the complement. On the
set U \W , we have R-enriched rooted trees, where the roots are the set U \V . This
is illustrated in Figure VI.3.
U \ V
An End
R
 structure
Rooted 
R-trees
Figure VI.3: How a Partial EndR-
structure is Built Up
An R’(A
R
) -structure
Figure VI.4: Building an Endomor-
phism from Q-structures
For the second relation, we must first understand the species Q := X ? R′(AR).
We have a special vertex indicated by the X-species. The AR-structures are
R-enriched rooted trees. We understand the outer R′-structure as incoming arrows
from the roots of all the subtrees, plus an extra arrow coming from the derivative.
The vertex at which these arrows point is the vertex identified by X. In Figure VI.4,
we have marked an individual structure in the sagittal graph of an endomorphism
so we can see how they are built up.
The outer permutation S-structure gives the cycle structure between the X
vertices, indicating where the extra R-arrow comes from in each case.
Remark 34. One can imagine the Q-structures in the language of Feynman dia-
grams as possessing a single ‘external leg’. The cycle structure then prescribes how
the legs are connected between vertices.
This leads us to the combinatorial version of Lagrange inversion:
Theorem VI.2.4 (Combinatorial Version of Lagrange Inversion). Let R and F be
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two combinatorial species of structure. ∀n ≥ 0, we have the following bijections:
[i] A•R[n] →˜ (X ? Rn)[n] (VI.2.25)
[ii] F (AR)•[n] →˜ (F • ? Rn)[n] (VI.2.26)
[iii] (F (AR) ? EndR)[n] →˜ (F ? Rn)[n] (VI.2.27)
The majority of the proof can be found in [BLL98].
Proof of Theorem VI.2.4. First note that [i] follows from [ii], by setting F = X. We
will prove [iii] first and then [ii].
For [iii], if we consider an (F (AR) ? EndR)-structure on the set U = [n] and
denote by W the set of roots of the R-enriched rooted trees of the F -assembly. We
decompose this whole structure as an F -structure on W with an R-enriched function
with domain U \W and codomain U . Since |U | = n, this last structure may be
identified with an Rn-structure on V = U \W , which gives an overall (F ? Rn)-
structure on U . This is shown in Figure VI.5. This is because for each vertex in U ,
we have a pre-image in V . Considering the pre-images results in a partition of V
with some additional empty subsets for vertices that are not in the image. We have
a separate R-structure on each of these subsets, including the empty sets, which
gives the bijection with an Rn-structure on this subset.
For [ii], We consider a series of bijections from the F (AR)•-structure.
First of all, separate from the F -assembly the whole rooted tree correspond-
ing to the distinguished point (coming from the overall rooting with the •).
Separate the subtree rooted at this special point and join this subtree to the
initial F -assembly.
We have now a rooted F -structure on this assembly and similarly to the
last proof, we can understand the rest of the structure as being an R-enriched
endofunction. This transformation is displayed in Figure VI.6.
We can now transform these general theorems for species of structure into
the classical Lagrange inversion formulæ. We start with the two functions:
R(x) :=
∑
n≥0
rn
xn
n!
F (x) :=
∑
n≥0
fn
xn
n!
(VI.2.28)
If AR is the species of R-enriched rooted trees with generating function:
A(x) :=
∑
n≥0
an
xn
n!
(VI.2.29)
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F-structure
The R-enriched 
Endomorphism
Assembly of R-enriched 
rooted trees
W
Figure VI.5: Diagram Corresponding
to Species in Theorem VI.2.4 [iii]
F-structure RootedF-structure
The Root
Figure VI.6: Diagram Corresponding
to Species in Theorem VI.2.4 [ii]
and the relationship A(x) = xR(A(x)) and we write:
F (A(x)) :=
∑
n≥0
bn
xn
n!
(VI.2.30)
F (A(x)) exp(xR′(A(x))) :=
∑
n≥0
cn
xn
n!
(VI.2.31)
then the three equations from our version of the Lagrange Inversion formula give
us:
nan = |(X ? Rn)[n]| = n|Rn[n− 1]| (VI.2.32)
nbn = |(F • ? Rn)[n]| (VI.2.33)
cn = |(F ? Rn)[n]| (VI.2.34)
We know that:
|G[n]| = n![xn]G(x) = d
n
dtn
G(t)
∣∣∣∣
t=0
(VI.2.35)
Using the definition:
Rn(x) :=
∑
k≥0
rk(n)
xk
k!
(VI.2.36)
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we have:
an = rn−1[n] (VI.2.37)
bn =
n∑
k=1
k
n
(
n
k
)
fkrn−k(n) (VI.2.38)
cn =
n∑
k=0
(
n
k
)
fkrn−k(n) (VI.2.39)
This method of Lagrange inversion and its extension to coloured species helps us
obtain an idea on the coefficients of the virial expansion, since we have
ρ(z) = z
d
dz
βP (ρ(z)) (VI.2.40)
if we want to write pressure in terms of density. We have the two ‘known’ series
expansions:
F (z) = βP (z) and R(z) =
1
d
dzβP (z)
(VI.2.41)
We define A(ρ) as the unknown inversion z(ρ) and we want to calculate F (z(ρ)) =
βP (z(ρ)), which will give us the power series expansion
βP (ρ) =
∞∑
n=1
bn
ρn
n!
(VI.2.42)
We can find bn from the known coefficients by:
bn =
n∑
k=1
k
n
(
n
k
)
fkrn−k(n) (VI.2.43)
This gives us a method of finding the virial coefficients from the cluster coefficients
fk and some operation on the cluster coefficients rn−k(n).
VI.3 Dissymmetry Theorems
VI.3.1 Statement of the Theorems
For the virial expansion, it has been shown that the coefficients are the sum over
weighted two-connected graphs. for example in [MMay40] and in Section II.2. This
fact can be perceived as a consequence of the dissymmetry theorem. The addi-
tional information the dissymmetry theorem gives us over Lagrange inversion is an
interpretation of the coefficients rather than just a relationship.
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Theorem VI.3.1 (The Dissymmetry Theorem). For the species of connected graphs
C and the species of two-connected graphs B, we have the following relationship:
C + C• ? B′(C•) = C• + B(C•) (VI.3.1)
Using the dissymmetry theorem to quickly obtain the virial expansion coef-
ficients has not been done in the literature and appears to be the simplest and most
powerful way to achieve the virial expansion.
This statement is true as an isomorphism of species of structure and is also
true if we give the graphs weights, which factorise over blocks in our graph. The
virial expansion we get from this theorem is:
βP (ρ) + ρ
∞∑
n=2
n
bn
n!
ρn−1 = ρ+
∞∑
n=2
bn
n!
ρn (VI.3.2)
Which is manipulated into the form:
βP (ρ) = ρ−
∞∑
n=2
(n− 1)bn
n!
ρn (VI.3.3)
where
bn =
∑
g∈B[n]
w(g) (VI.3.4)
Where w is our weight. In the literature, the notation βn :=
bn+1
n! is often used. In
this case our virial expansion becomes:
βP (ρ) = ρ−
∑
n≥1
n
n+ 1
βnρ
n+1
(VI.3.5)
VI.3.2 Understanding Dissymmetry Theorems
In order to understand the connected graph dissymmetry theorem, it is important to
understand the general principle behind dissymmetry theorems. In a dissymmetry
theorem, we have a species F , which has a special characterising equation of the
form:
F = X ?R(F) (VI.3.6)
where R is the relevant species of structure for this characterising relationship. This
is again the idea of an R-enriched rooted tree.
Theorem VI.3.2 (Recursive Relationship for rooted connected graphs). We have
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the following relationship between connected and two-connected graphs:
C• = X ? E(B′(C•)) (VI.3.7)
A simple example of this type of relationship is:
Theorem VI.3.3 (Recursive Relationship for rooted Trees). We have the recursive
relationship for trees:
a• = X ? E(a•) (VI.3.8)
Proof of Theorem VI.3.3. Consider a rooted tree and look at its root. Consider the
neighbours of the root. The removal of the root of the tree leaves a forest comprised
of disjoint trees (see Figure VI.7), each of which we can perceive as being rooted by
the corresponding neighbour of the root. Thus, a rooted tree can be deconstructed
as: the root separately (which gives the X); and the decomposition of the rest of the
graph into the component trees, each of which are rooted at the unique neighbour
of the root, since we have only one path from each neighbour of the root to the
other (i.e. through the root) they are all disconnected. This is presented by the
E(a•)-structure. We get the partition from E and the operation of composition and
we get each rooted subtree from the a•.
The 
Main 
Root
Separate trees, 
each with their 
own sub-root
Figure VI.7: The Structure of a Rooted Tree in Theorem VI.3.3
The recursion relation for connected graphs can also be used to obtain the
virial expansion, this can be found in the paper of Leroux [Ler04]. We have the
expression of pressure in terms of weighted connected graphs as:
βP = Cw(z) =
z∫
0
C′w(t)dt =
z∫
0
ρ(t)
t
dt (VI.3.9)
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The relationship in Theorem VI.3.2 tells us that t(r) = r exp(−B′w(r)). This means
we can change our integration variable to r through this relationship. The change
of variables is of the form:
dt =
(
exp(−B′w(r))− r exp(−B′w(r))B′′w(r)
)
dr (VI.3.10)
This gives the expression:
βP =
ρ∫
0
1− rB′′w(r)dr = ρ−
ρ∫
0
rB′′w(r)dr
= ρ−
ρ∫
0
∑
n≥1
nBn+1
rn
n!
dr
= ρ−
∑
n≥2
(n− 1)Bn ρ
n
n!
(VI.3.11)
In order to understand the recursive relationship for rooted connected graphs,
we first have to understand the structure of connected graphs in terms of two-
connected graphs. This has been shown as the bc-tree in Section III.2.
Proof of Theorem VI.3.2. First we give a mapping from a X?E(B′(C•))-structure to
a rooted connected graph. We then indicate that this mapping is indeed a bijection.
Consider a X ? E(B′(C•))-structure. The multiplication by the species X
indicates the root of the connected graph. The E structure partitions the non-
rooted elements into subsets. Each of these subsets has a B′(C•)-structure. On each
subset, we identify the B′(C•)-structure with the graph comprising of a central B′-
structure between a ghost vertex and the rooted vertices of the C•-structures. The
ghost vertices for each subset are all identified with the root vertex to construct the
final connected graph, rooted at this vertex.
We need to indicate why this is a bijection and to that end we convey how
each rooted connected graph can be realised as one of these structures, uniquely.
The main idea is that a given point is in a given number of blocks. Each of these
blocks and the rest of the graph connected to the particular block is in one of the
subsets generated by E - this is conveyed as the unbroken sets in Figure VI.9. We get
the block structure from the B′ structure (conveyed by the graph with the light grey
circles being the ‘ghost’ vertices and those inside squares as the other vertices) and
the rest of the graph which is connected to each vertex in the block is encoded in the
C•-structure (these are the subgraphs circled with dashed lines in Figure VI.9). So
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we have a unique splitting of our rooted connected graph into a structure recognised
by the left hand side.
Figure VI.8: An Example of a Rooted
Connected Graph
Figure VI.9: How the Graph Splits
into the species in Theorem VI.3.2
VI.3.3 Heuristics of the Dissymmetry Theorem
The overarching concept of the dissymmetry theorems is the Dissimilarity Char-
acteristic Theorem found in [HaPa73]. This is connected to tree graphs having a
well defined centre as indicated below. The first Dissymmetry Theorem is known as
Otter’s formula and is given below:
Theorem VI.3.4 (Dissymmetry Theorem for Trees). Let a− represent the species
of trees rooted at an edge and a•−◦ represent the species of trees rooted at an oriented
edge. Then we have the relationship:
a + a•−◦ = a• + a− (VI.3.12)
Definition. The eccentricity of a vertex v in a tree T is: ε(v) = max{d(v, w)|w ∈
V (T )} The radius of a tree is: radius(T ) = min{ε(v)|v ∈ V (T )} The centre of a
tree is: {v ∈ V (T )|ε(v) = radius(V )}.
Definition. The bc-centre is the centre of the block-cutpoint tree as shown in Figure
VI.10.
Remark 35. A priori the centre of a tree may be a set of cardinality strictly greater
than 1. We are working with a special class of trees for bc-trees, which are bipartite
and importantly have all their leaves in a single set. This is sufficient to get a unique
centre.
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The idea is that the vertex w for which the eccentricity of a vertex is attained
is necessarily a leaf. If not then we always have a neighbour away from the original
vertex which allows us to increase eccentricity by 1. So any articulation point has
odd eccentricity and any block has even eccentricity and so the centre can contain
only vertices from one of the two sets in the bipartite graph. The centre cannot
contain two points of distance at least two from each other and hence can only be
a singleton, so the bc-centre is well defined as a single point. An example of the
bc-centre is shown in Figure VI.10.
A
A
α α
B
B
C C
D
D
E
E
F
F
G G
β
β
γ γ
δ δ
ε ε
Block-cutpoint DiagramOriginal Graph
The bc-centre
The bc-centre
Figure VI.10: An Example of the bc-centre of a Connected Graph
We understand equation (VI.3.1) by perceiving the left hand side as the sum
of a graph rooted at the bc-centre of a connected graph (C) with the graphs rooted
outside of the centre (in bijection with C• × B′(C•)). The right hand side can be
viewed as graphs pointed at a vertex (C•) or at a block (B(C•)).
VI.3.4 Proof of the Dissymmetry Theorem
We repeat the dissymmetry theorem equation here for ease of following the proof.
The relationship between connected graphs C and two-connected graphs B called
the dissymmetry theorem can be written as:
C + C• ? B′(C•) = C• + B(C•) (VI.3.13)
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First Proof of VI.3.1. We realise that the right hand side of (VI.3.13) can be under-
stood as a connected graph rooted at a vertex, C•, or rooted at a block in B(C•). The
latter statement can be seen by relating the composite structure to the connected
graph with the outer B-structure as the rooted block. The rooted connected graphs
emanate from each vertex of this block and the vertices in the identified block are
the roots of the inner rooted connected graph structures.
We now have to show that the left hand side can be understood as connected
graphs rooted at either a vertex or a block.
Consider the species:
C• ? B′(C•) (VI.3.14)
First of all, we understand how this can be understood in terms of a connected
graph. We have individual rooted connected graphs, which are connected together
by the outer two-connected graph structure. The outer two-connected structure
is understood to be between the roots of the corresponding connected graphs and
the ghost vertex is identified with the root of the rooted connected structure it is
multiplied by. We see that this gives a connected graph where a block (the outer
two-connected graph) and a vertex (the root of the rooted connected graph structure
that multiplies the B′(C•)-structure.)
Therefore, this is a connected graph rooted at a pair (B, v), where B is a
block and v is a vertex. There are two cases:
i) The vertex is internal to a block, that is, it appears in only one block. In this
case the block label in the pair is redundant and this can simply be mapped
to the C•-structure rooted at this vertex.
ii) The vertex is an articulation point, which necessarily appears in multiple
blocks. In this case we may consider the digraph corresponding to the bc-
tree, where every edge is oriented away from the centre. This can be found in
Chapter III. In this case, since any vertex has precisely one incoming vertex,
excepting the centre, then for each edge we may uniquely associate the vertex
it points towards in this oriented version. Therefore, we map the correspond-
ing graph to the block or vertex rooted connected graph corresponding to the
vertex the edge points at in the bc-tree. We realise that every vertex in the
bc-tree is covered by this except for the centre. The centre precisely provides
us with the missing object to root at.
The individual connected graph on the left hand side can thus be canonically inter-
preted as being rooted at the bc-centre of the connected graph.
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We therefore have a bijection between the two sides of (VI.3.13), which is
independent of the labelling of the graph and thus a combinatorial isomorphism.
Remark 36. A more ‘constructive’ proof looking at how the connected graphs relate
to each of the structures in an enumerative way is given in the next subsection. This
was done before being aware of the power given to the above interpretation and has
similarities.
VI.3.5 A More Direct Approach
Firstly, there are two lemmas on the species involved in the relationship:
Lemma VI.3.5. For a given graph c the number of ways of giving it a B(C•)-
structure is nB(c) = the number of blocks in the graph c.
Proof. Firstly, consider the B(C•)-structure and how it corresponds to a connected
graph. We have first a partition and on each set in the partition a C•-structure,
which is a connected graph where one vertex is identified. It is natural to consider
the B-structure between the sets in the sets as picking the ‘pointed’ vertex in each
set in order to make a B-subgraph.
Claim. Every ‘pointed vertex’ is either an articulation point in the graph or in a
singleton set in the partition and thus internal to the block created by the B-structure.
If the point is in a set of cardinality strictly greater than one, then the removal
of the pointed vertex would mean that the rest of the points in the set would be
disconnected from any point not in this set. We cannot have the whole set as a valid
partition as we do not have a two-connected graph on a single point, hence it will
always be an articulation point.
This therefore means that the overall B-structure must point at a particular
block in the graph c. Hence the number of ways of creating a graph with a B(C•)-
structure is precisely nB(c).
Lemma VI.3.6. For a given graph c, the number of ways of giving it a C• ?B′(C•)-
structure is v(c)+
∑
A
(BA−1), where v(c) is the number of vertices in c and BA is the
number of blocks an articulation point appears in. The sum is over all articulation
points in c.
Proof. As in the previous proof we have a structure for each block, but within each
block we can point at one of the subsets. It makes sense to perceive that the pointed
vertex overall is the pointed vertex within the pointed set. Every point that isn’t
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an articulation point will get pointed precisely once as it will appear in a singleton
set when the block is chosen as the pointed block. Then when we consider the
articulation point we realise that it can be pointed precisely the number of times it
appears in a block. Thus we achieve the given formula.
Alternative Proof of VI.3.1. This is shown by partitioning the set of each species of
structure according to connected graphs. From VI.3.5 we have nB(c) such graphs
from the B(C•) term. We have v(c) from the C• term. We have 1 from the C term.
From VI.3.6 we have v(c) +
∑
A
(BA − 1) from the C• ?B′(C•) term. Thus we are left
to show that:
nB(c)− 1 =
∑
A
(BA − 1) (VI.3.15)
This comes from considering the block-cutpoint tree. Starting from a block leaf and
taking all the articulation points connected to this (just one) in the first layer and
when counting BA − 1 we leave out this leaf block and get all blocks distance two
away from the leaf. We then consider the articulation points distance three away
from the leaf. We count the BA − 1 by ignoring the blocks distance two away and
continue doing this. We don’t run into any problems since all leaves are blocks and
it is a tree so acyclic. We only miss out the initial block and so we get the required
result.
VI.4 Coloured Species
A generalisation of labelled species is coloured species. Instead of having a set as the
basis for the structure, we have a coloured set. Although the objects in the theory of
species of structure already have labels, we may want to group them under particular
types. Faris in [Far10], gives the application of a colour denoting particle location
in a statistical mechanical application. However, in Chapter IX, it is also used to
denote the type of particle, that is whether, for example, it is a carbon dioxide or
oxygen molecule in a mixture of gases. The name ‘coloured’ for this concept arises
from the subject of graph colourings.
Definition (Coloured Species of Structure). For the underlying set U , we have a
fixed palette of colours Q and a function a : U → Q, which gives a colour to each
member of the underlying set. The main change is to what the isomorphisms are
for a coloured species of structure.
For two coloured sets U and V , with respective colourings a : U → Q and
b : V → Q, a bijection φ : U → V is an isomorphism if it preserves the colours, that
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is: b ◦ φ = a.
For the Kotecky´-Preiss condition, this notion is used with the special case of
graphs with edge weights:
w(Ei,j) = t(a(i), a(j)) (VI.4.1)
where a is the colour-function determining the location of the labelled particle and
t is the appropriate Mayer function, which depends on the location of the two
particles.
Often with coloured sets, all that matters is how many labels have a particular
colour and this motivates the use of multi-indices:
Definition (Multi-indices). A multi-index is a function N : Q → N0, giving each
colour a non-negative integer value, which corresponds to the number of the given
colour we have.
There are two important pieces of notation used with the multi-index:
Order n = |N | =
∑
p∈P
N(p) and Factorial N ! =
∏
p∈P
N(p)! (VI.4.2)
The number of coloured sets corresponding to a given multi-index is the multinomial
coefficient: n!N ! .
With coloured species of structure there are two forms of composition:
The scalar composition is just the same as the composition of species. This
is when the outer structure F in F ◦G does not depend on the palette of colours Q.
For ‘coloured composition’, we can have the outer F -structure depending
on a palette Q of colours and we have a collection of Gq-structures, indexed by
q ∈ Q, so that on our set U , we have a partition into subsets V1, · · ·Vn, each with
a corresponding Gqi-structure on Vi. The outer F -structure will be an F -structure
on the coloured set a : [n]→ Q where i 7→ qi. This idea is very important with the
multispecies expansions in Chapter IX.
VI.5 Combinatorial Interpretation of the Kotecky´-Preiss
Criterion
We recall the Kotecky´-Preiss Criterion for convergence of cluster expansions (from
Section I.4, Theorem I.4.1):
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If, for a polymer set P, with incompatibility relation ι, we have the inequality:∑
γ′|γ′ιγ
ea(γ
′)+d(γ′) ∣∣Φ(γ′)∣∣ ≤ a(γ) (VI.5.1)
where a, d : P→ R are positive functions and Φ : Γ→ C is the polymer functional,
then we have the following inequality:∑
C∈B
Cιγ
∣∣ΦT (C)∣∣ ea(C) ≤ a(γ) (VI.5.2)
where B denotes the family of finite subsets of Γ and we write Cιγ if ∃γ′ ∈ C such
that γ′ιγ. We have the relationship for ΦT :
ΦT (C) =
∑
B|B⊂C
(−1)|C|−|B| logZ(B,Φ) (VI.5.3)
where:
Z(B,Φ) :=
′∑
A⊂P
∏
γ∈A
Φ(γ) (VI.5.4)
where the sum is over all subsets where the polymers are mutually compatible.
To make the connection with coloured graphs which have the edge weight
t(p, q), we state here how the terms correspond to those that are used in the fixed
point ideas.
The relationship to coloured structures, is that Γ represents the ‘colour’ set
and a polymer γ is a colour. The edge weight t(p, q) is such that:
t(p, q) =
−1 if p ι q0 otherwise (VI.5.5)
The function d is included in the Kotecky´-Preiss condition to deal with a normalisa-
tion that is required when our set of polymers is large, but doesn’t feature in Faris’
interpretation of this.
Let a•p be the species of rooted trees with root of colour p. We let Xp be the
one-point coloured set indicator species for the designated colour p , with weight 1.
We let Eˆp = E ◦ E ′2,p be the edges to coloured set indicator species that assigns to a
coloured set a the product
∏
j
t(p, a(j)). The fixed point rooted tree equation can be
cast in the form (a generalisation of the notion of rooted R-enriched tree structure
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covered in Section VI.2):
a•p = Xp ? (Eˆp ◦ a•) (VI.5.6)
This gives us an exponential generating function of the form:
a•p(w) = wp exp
(∑
q
t(p, q)a•q(w)
)
(VI.5.7)
If we set a•p = zp, we have the fixed point equation:
zp = wp exp
(∑
q
t(p, q)zq
)
(VI.5.8)
We have an equation in the form φ(z) = z. It has a unique formal power series
solution in which z is expressed as a formal power series in w. Furthermore, the
solution is given by iteration starting with 0. This follows in the way described for
R-enriched trees in Section VI.2.
We let z(0) = 0 and define the sequence z(k) inductively by z(k+1) = φ(z(k)).
Then for k ≥ 1, the term z(k) gives the contribution of all trees of depth ≤ k − 1.
Furthermore z(k) converges to z in the sense that each coefficient in the power series
of z is achieved at some k. To see this, consider a tree on n points. Then the depth
of the tree is at most n− 1. If k ≥ n, the term z(k) contains the contribution of all
trees of depth at most n− 1 and so includes the contribution of this particular tree.
For k ≥ n the term z(k) contains all contributions of trees on n veritces.
We take t(p, q) ≥ 0 and wp ≥ 0.
Theorem VI.5.1 (Kotecky´-Preiss Condition in Combinatorics). Consider the tree
exponential generating function with colour pair weight factors t(p, q) ≥ 0, and take
the variables wp ≥ 0. Suppose the Kotecky´-Preiss condition is satisfied, that is there
exists a finite vector x ≥ 0 such that
wp exp
(∑
q
|t(p, q)|xq
)
≤ xp (VI.5.9)
Then the power series expansion of a•p(w) converges for the given w and has absolute
value bounded by xp.
Remark 37 (Knaster-Tarski Fixed Point Theorem). The natural setting for such
a theorem is on a complete lattice L. This is a partially ordered set for which each
subset has an infimum and a supremum. We have a function φ : L → L, which
is increasing in the sense that x′ ≤ x′′ implies φ(x′) ≤ φ(x′′). The Knaster-Tarski
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Theorem (see [Tar55]) says that an increasing function φ from a complete lattice to
itself always has a fixed point. In fact it has a least fixed point z = inf{y|φ(y) ≤ y}.
The corresponding lattice fo this case is the set of positive vectors indexed
by colour L = [0,+∞]P .
The proof of this is relatively straightforward. We define the set:
S := {y | φ(y) ≤ y} (VI.5.10)
Since L is a complete lattice, we have inf S, call it z. For any y ∈ S, z ≤ y and since
φ is increasing φ(z) ≤ φ(y) ≤ y and so φ(z) is a lower bound for S. z is the greatest
lower bound and so φ(z) ≤ z. φ is increasing and so φ(φ(z)) ≤ φ(z), which means
φ(z) ∈ S, so φ(z) ≤ z and hence φ(z) = z.
We can solve the fixed point equation by iteration, starting with the least
element of L. If we denote by u(k) the kth iterate. If u(k−1) ≤ u(k), then by the fact
φ is increasing φ(u(k−1)) ≤ φ(u(k)) and so u(k) ≤ u(k+1). We know u(1) = φ(u(0)) ≥
u(0), since u(0) is least element and so we have the base case and hence that u(k) is
an increasing sequence by induction. We note that u(k) ≤ z, the fixed point and so
if we let z′ = supk u(k), then z′ ≤ z, but we have monotone convergence property,
which means u(k) converges and that z′ = φ(z′) and so z′ = z, since z is the least
fixed point.
Theorem VI.5.2 (Cluster Expansion Convergence from Kotecky´-Preiss). Consider
the equilibrium gas system with interactions −1 ≤ t(p, q) ≤ 0 and activities wp
satisfying |wp| ≤ w?p. Suppose there are finite xp ≥ 0 such that the Kotecky´-Preiss
condition
w?p exp
(∑
q
|t(p, q)|xq
)
≤ xp (VI.5.11)
is satisfied, so that the corresponding rooted tree series a•p(w?)(defined with weights
0 ≤ |t(p, q)| ≤ 1) converges to a value bounded by xp. Then the series C•p(w) for the
expected number of particles at a site p converges absolutely for |w| ≤ w?, and its
value satisfies:
|C•p(w)| ≤ xp < +∞ (VI.5.12)
If we consider only the pinned connected function or derivative of the con-
nected function and make the change of variables: xp = w
?
pe
ap , we have an alterna-
tive version.
Theorem VI.5.3 (Cluster Expansion for pinned connected functions). Consider
the equilibrium gas system with interactions −1 ≤ t(p, q) ≤ 0 and activities wp,
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satisfying |wp| ≤ w?p. Suppose there are finite ap ≥ 0, such that the Kotecky´ -Preiss
condition ∑
q
|t(p, q)|w?qeaq ≤ ap (VI.5.13)
is satisfied. Then the pinned connected function series ∂C(w)∂wp converges absolutely,
and its value satisfies: ∣∣∣∣∂C(w)∂wp
∣∣∣∣ ≤ eap < +∞ (VI.5.14)
To stress the link with the original Kotecky´-Preiss condition, if we make the
substitutions/translations in the condition (VI.5.13):
|t(p, q)| =
1 if pιq0 otherwise p = γ q = γ′ ap = a(p) = a(γ) and wq = |Φ(γ′)|
(VI.5.15)
we get the condition: ∑
γ′|γ′ιγ
|Φ(γ′)|ea(γ′) ≤ a(γ) (VI.5.16)
which is precisely the Kotecky´-Preiss conditions if we neglect the d-function, present
for normalisation.
The link between these two is to observe if we substitute w?pe
ap for xp in
(VI.5.11), then we get:
w?p exp
(∑
q
|t(p, q)|w?peaq
)
≤ w?peap (VI.5.17)
We can cancel the w?ps and take logarithms, since ln is an increasing function, and
get: ∑
q
|t(p, q)|w?qeaq ≤ ap (VI.5.18)
which is (VI.5.13). We know this gives us conclusion (VI.5.12) and for pinned graphs
we have to manipulate:
|wp|
∣∣∣∣∂C(w)∂wp
∣∣∣∣ ≤ w?peap (VI.5.19)
since |wp| ≤ w?p, we have a stronger condition for the derived connected function
than the rooted connected function.
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VI.6 Cluster Expansion Convergence via Tree Fixed Point
Suppose there are finite xp ≥ 0 so that the Kotecky´-Preiss condition:
wp exp
(∑
q
|t(p, q)|xq
)
≤ xq (VI.6.1)
holds. Then the sum C•p(w) converges absolutely and in fact:
0 ≤ C•p(w) ≤ −C•p(−w) ≤ xp <∞ (VI.6.2)
In the paper by Ueltschi [Uel04], an inductive approach is taken towards
obtaining bounds similar to those of Kotecky´-Preiss. The inductive bound relies on
the observation that when we remove a vertex from a connected graph, we split the
graph into connected components with each component having at least one edge
to the removed point. The way to express such an induction in the language of
combinatorial structures is through the combinatorial identity:
C•p = Xp ? (E ◦ (Pp+ × C)) (VI.6.3)
where C•p is a connected graph rooted at a point of colour p, Xp is the
one-point indicator species of colour p and Pp+ is the species which for every finite
set takes the collection of non-empty subsets and assigns an edge weight to each
edge from p to a vertex in the subset. We understand this formula from observing
that Xp represents the root and the E-structure is the splitting into the connected
components obtained when removing the root. On each of the connected components
we have both Pp+ and C-structures, which is why the Hadamard product is used.
We have the choice of a non empty subset to be the vertices connected directly to
the root and the connected graph structure on all of the vertices in each connected
component.
To understand how this translates into generating series we have to build it
up: The main difficulty is with the Pp+ × C-structure. First of all the generating
function for Pp+ is:
P p+(w) =
∑
N≥0
1
N !
(
(1 + tp)
N − 1)wN (VI.6.4)
If we write:
C(w) =
∑
N≥0
cN
wN
N !
(VI.6.5)
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then, from the action of the Cartesian product on generating functions, we have:
(P p+ × C)(w) =
∑
N≥0
cN
wN
N !
(
(1 + tp)
N − 1) = C((1 + tp)w)− C(w) (VI.6.6)
We thus see we have the fixed point relation:
C•p(w) = wp exp(C((1 + tp)w)− C(w))
= wp exp
∑
q
t(p, q)
1∫
0
C•q ((1 + stp)w)ds
 (VI.6.7)
The important assumption made in the paper [Uel04] is that |1+ t(p, q)| ≤ 1.
In this case the function is simplified to put everything into an extended Kotecky´-
Preiss condition, since the integral on the right hand side can be bounded above by
|C•q (w)| and we have an inequality for this positive quantity, which gives us precisely
the fact that the function
wp exp
∑
q
t(p, q)
1∫
0
C•q ((1 + stp)w)ds
 (VI.6.8)
is bounded in modulus by the tree function we have earlier.
VI.7 The Algebraic Approach of Ruelle
In introducing the Kirkwood Salsburg equation in Section I.3, we used the algebraic
approach of Ruelle in [Rue69]. The key operations in this algebraic approach mirror
those which are used in combinatorial species of structure. In this section, we em-
phasise how this relationship holds more precisely and a combinatorial interpretation
of this.
The focus is on sequences: ψ = (ψ(x)n)n≥0, which can be viewed as coeffi-
cients of the generating function:
Ψ(z) =
∞∑
n=0
ψ(x)n
n!
zn (VI.7.1)
and thus interpreted as weighted species of structure. The notation used in the book
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is 〈χΛ,ψ〉(z) for the generating function, which corresponds to integrated weights:
〈χΛ,ψ〉(z) :=
∞∑
n=0
zn
n!
n∏
i=1
(∫
χΛ(xi)dxi
)
ψ(x)n (VI.7.2)
The exponential function, denoted Γ is introduced, which is just the same as compo-
sition with the SET species E and is understood in the way described at the end of
section V.2.2. The derivative has some added information and is written DX , where
X is a set of points. The X gives precise colours or labels for the ‘ghost vertices’ in
this case.
We have the Boltzmann factors:
ψ(x)n :=
∏
1≤i<j≤n
(1 + (exp(−βΦ(xi − xj))− 1)) (VI.7.3)
which correspond to simple graphs with weight function:
w(g) =
∏
{i,j}∈E(g)
(exp(−βΦ(xi − xj))− 1) (VI.7.4)
There is an alternative notation used in the paper by Poghosyan and Ueltschi
[PoUe09]. We let ζi,j = exp(βΦ(xi − xj)) − 1 and use the set I to represent the
collection of coordinates (xi)i∈I and we write:
Ψ[I] :=
∑
G∈G[I]
∏
{i,j}∈G
ζi,j (VI.7.5)
Ψ?(−1)[I] =
1∑
G∈G[I]
∏
{i,j}∈G
ζ?i,j
(VI.7.6)
There are also the Ursell functions φ, defined by ψ = Γφ,(which indicates
their interpretation as connected graph function), where:
φ(x)n =
∑
g∈C[n]
∏
{i,j}∈E(g)
(exp(−βΦ(xi − xi))− 1) (VI.7.7)
The grand canonical partition function and the pressure are thus written as:
Ξ(Λ, z, β) = 〈χΛ,ψ〉(z) (VI.7.8)
βV (Λ)P (Λ, z, β) = 〈χΛ,φ〉(z) (VI.7.9)
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We have the series:
ψzΛ(X) := Ξ
−1〈χΛ, DXψ〉(z) (VI.7.10)
=
1
G[x]G[X + x] (VI.7.11)
where the last line is an abuse of notation. The small x indicates we have integrals
over the various variables we can have in the sequence, whereas the large X denotes
the ‘external points’. We also define the sequence:
φ˜X := ψ
−1 ? DXψ (VI.7.12)
The inverse is with respect to the star multiplication. For the single point version
this simplifies somewhat to:
φ˜(x1) = ψ
−1 ? (Dx1Γφ) = ψ
−1 ? Dx1φ ?ψ = Dx1ψ (VI.7.13)
In general, we have:
ψzΛ(X) = Ξ
−1〈χΛ,ψ ? (ψ−1 ? DXψ)〉(z)
= Ξ−1〈χλ,ψ〉(z)× 〈χλ,ψ−1 ? DXψ〉(z)
= 〈χΛ, φ˜X〉(z) (VI.7.14)
We may interpret the sequence φ˜X as:
φ˜X =
(G[X + (x)n]
G[X]
)
n≥0
(VI.7.15)
In order to capture the inductive nature of the Kirkwood-Salsburg equations,
Poghosyan and Ueltschi, within this algebraic approach, define the function (for
I ∩ J = ∅:
g(I, J) := (Ψ?(−1) ? DIΨ)[J ] (VI.7.16)
This satisfies the inductive relation:
g(I, J) = (
∏
i∈I′
(1 + ζi,τ(I)))
∑
K⊂J
(
∏
i∈K
ζi,τ(I))g(I
′ ∪K,J \K) (VI.7.17)
for i 6= ∅ and where τ(I) is a specified element of I and I ′ = I \ {τ(I)}. We have
the boundary condition g(∅, J) = δ∅,J
We may view g as a function g : P[n](2)′ → C, where the domain is under-
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stood as the set of all ordered pairs of subsets of [n], with the restriction that the
two sets have empty intersection. If we call such a structure G˜, then we can view g
as a weight on the species of structure G˜.
In order to interpret the species G˜ in more detail, we look at how it is built
up. We can imagine partitioning the collection of objects in G˜ with representatives
of the form (∅, S). The representative (∅, S) corresponds to all the elements of G˜
which are written, for any subset K ⊂ S, (K,S \K). This means that we have the
identity:
G˜ = P ◦ E• (VI.7.18)
where P is the species corresponding to subsets and E is the set species.
The interpretations and inductive approach becomes most useful when we
are dealing with edge-multiplicative weights. This is the key idea in the bounds
being effective and having the corresponding identity. Edge multiplicativity means
that we have the identity:
w(D{i}G[J ]) =
∑
K⊂J
∏
j∈K
ζi,j
w(G[J ]) (VI.7.19)
This motivates us to make the definition of wi(S) for S ∈ P[J ] as
∏
j∈S ζi,j , so that
we may write the edge-multiplicativity rule as:
w(D{i}G[J ]) = wi(P[J ])w(G[J ]) (VI.7.20)
We may also write for the inductive relationship (VI.7.17):
w(G?(−1) ? DIG[J ]) =
∑
K⊂J
w(G?(−1)[J \K])wi(P[I ′ ∪K])w(G[I ′ ∪K]) (VI.7.21)
We may also make a connection here with the Kirkwood Salsburg equations,
which in this notation may be written as:
φ˜I [J ] = exp(−βW τ(I)(I ′))
∑
S⊂J
K(I ′, S)φ˜I′∪S(Y \ S) (VI.7.22)
This prefactor is precisely wτ(I)(P[I ′]). We wish now to understand the Kirkwood-
Salsburg kernel as a species of structure. Recall that the Kirkwood Salsburg kernel
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is defined by:
K((x)m, (y)n) =
n∏
j=1
(
m∏
i=1
exp(−βΦ(yi − xj))− 1
)
=
n∏
j=1
(
m∏
i=1
(1 + ζi,j)− 1
)
(VI.7.23)
This can be interpreted as the collection of graphs where for each element of (y)n
we have at least one element of (x)m connecting to it. This corresponds to the
non-empty subset species P+[(x)m] for each yj .
Conclusions & Open Questions
The theory of combinatorial species of structure allows one to simply understand the
whole structure of many of the elements of statistical mechanics and in particular
the virial and cluster expansions. The ability to cast the relationships in the form
given by the combinatorial species of structure, allows for an ease of understanding
where the coefficients come from without the need for arduous derivations related to
looking for simple connections between different coefficients. The techniques used in
this chapter inform further uses of the disymmetry theorem and Lagrange inversion
in the multispecies case in Chapter IX. Furthermore, the connections between the
two functions and the interpretations as tree fixed point equations are indicated in
Chapter VII.
Questions that are still left open are the degree to which combinatorial con-
nections can be made and how these can assist with providing bounds for expansions
or whether it provides insights to related expansions in mathematical physics in gen-
eral.
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Chapter VII
Graph-Tree Identities and
Inequalities
The original contribution made by this chapter is to indicate the interpretations
of the graph-tree identities in light of Chapter III and to provide interpretations
of the literature presented in this chapter for two-connected graphs. Furthermore,
in Section VII.2, the focus is on using these interpretations to gain an identity,
interpretation and bound for the case of two-connected graphs.
Graph-tree inequalities and identities and their application to statistical me-
chanics originate from the work of Brydges Battle and Federbush [Bat84, BaFe84,
BrFe78]. In Section I.2, through Mayer’s First Theorem, we have that the clus-
ter expansion can be interpreted as the exponential generating series of weighted
connected graphs:
βP =
∑
n≥1
zn
n!
∑
g∈C[n]
w(g) (VII.0.1)
A na¨ıve approach for understanding the convergence of this series is to make the
uniform upper bound for g ∈ C[n]:
|w(g)| ≤ sup
h∈C[n]
|w(h)| = An (VII.0.2)
This leads to considering convergence of the series:
∑
n≥1
|z|n
n!
lnAn (VII.0.3)
where ln is the number of connected graphs on n vertices. From Flajolet and
Sedgewick [FlSe09], we see that ln
2n
2/2
→ 1. This can be seen from the fact that
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we can provide a lower bound on the number of connected graphs, by considering
starting from a tree and then realising that we may add or not any missing edge
from this tree. This gives a lower bound of 2(
n
2)−(n−1) = 2(
n−1
2 ). We have the upper
bound from the total number of graphs as 2(
n
2). Hence the ratio tends to 1. We note
that An is at best geometric in n and so we will have zero radius of convergence
through this approach.
Furthermore, for two-connected graphs, we realise we may obtain a similar
lower bound, by realising that we can start with an n-cycle on all the vertices and
add or not any of the remaining edges, giving a lower bound of 2(
n
2)−n = 2(
n−1
2 )−1.
Hence we obtain the same ratio in the limit and have the same problems as for
connected graphs.
However, there are some important observations to make about the weight
functions for connected graphs. The signs of the weights w(g) (for positive po-
tentials) alternate in the number of edges of the graph g. We therefore need to
understand how cancellations may occur due to the alternating signs.
The key approach for connected graphs is to find a majorising tree expansion.
In particular for the Tonks gas and the one particle hard core gas, we have seen
in Chapter III, through the work of Bernardi [Ber08], that we precisely obtain
contributions from certain classes of trees.
Graph-tree identities [AbRi94,Bat84,BrFe78,Bry84,Pen67] provide the iden-
tity: ∑
g∈C[n]
w(g) =
∑
t∈a[n]
w˜(t) (VII.0.4)
where w˜ are appropriately modified weights.
We then may proceed by using the triangle inequality:∣∣∣∣∣∣
∑
t∈a[n]
w˜(t)
∣∣∣∣∣∣ ≤ tnUn (VII.0.5)
where Un is a uniform bound on |w˜(g)| for g ∈ a[n]. This form of rewriting series
of connected graphs in terms of trees is also useful in the subject of renormalisation
in quantum field theory. It is most notably a key part of loop vertex expansions
[RiWa10a,RiWa10b].
The idea of Brydges and Federbush’s tree graph identity [BrFe78] is to re-
peatedly use the fundamental theorem of calculus with an interpolating version of
the potential in the exponential: exp(−βU). The interpolating parameters (si)
introduced play the roˆle of separating the first i particles from the rest, thereby
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splitting the exponential according to the interactions. This approach is considered
in Section VII.1 and is hoped can be reproduced for two-connected graph functions.
However, the terms become a lot more complicated in this case.
Further improvements of the exposition of graph-tree identities and the es-
timates were also made by Battle and Federbush [Bat84, BaFe84]. In the paper
by Abdesselam and Rivasseau [AbRi94], a further more symmetric identity is pro-
duced, which relies on combinatorial arguments and not the inductive approach
from the method of Brydges and Federbush. The symmetry of the identity provides
a conceptual aesthetic to this theory, making the combinatorics clear and explicit.
There are also connections of these expansions to Kruskal’s algorithm, where one
desires to find a graph tree identity respecting the stability condition of the poten-
tial. These are found in the notes of Helmuth [Hel14] and the paper of Rivasseau
and Tanasa [RiTa14]. A key point is that there is a connection between the Penrose
construction and these graph-tree identities.
In Section VII.3, the construction of Penrose [Pen67] is presented. The
presentation of this construction is taken from the paper of Ferna´ndez and Pro-
cacci [FePr07]. It is connected to the matroid concepts presented later in the chap-
ter. In this case, the possibility of many different related constructions is conveyed
and the modified weights are obtained. Of further importance are the connections
to Bernardi’s involutions [Ber08], given in Chapter III. This approach is particu-
larly useful for positive potentials and has been generalised to stable potentials.
The paper of Poghosyan and Ueltschi [PoUe09] makes use of this and the paper by
Procacci [Pro07] in order to obtain cluster expansion bounds in various contexts.
This is the motivation for Chapter VIII and is used in connection with expressions
of the virial coefficients in terms of the cluster coefficients to obtain a tree bound
for the virial coefficients.
The cluster expansion bounds of Ferna´ndez and Procacci in Theorem I.5.3,
can be understood in terms of tree operators. This has been refined and generalised
in the work of Temmel [Tem12]. The key connection here is the fact that the alter-
native methods of achieving cluster expansion bounds through fixed point equations
also rely on tree type estimations.
The notion of a tree-graph identity has also been generalised to that of an
analogous identity for matroids in the paper by Faris [Far12a]. There are also key
connections to the q-state Potts model [Sok05]. The key ideas of the approaches
to the tree graph identities generalise nicely in the framework of matroids and can
be understood on this level. The advantage of this more general framework is
that it provides useful connections to the proofs of Chapter III. The combinatorial
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understanding of the graphs in the form of matroids is closely linked to methods
of achieving bounds on cluster coefficients and provides insight on an adaptation
to understand bounds on virial coefficients. This generalisation is presented in
Section VII.4. Matroids however are not the right structure to use for two-connected
graphs since they require a basis, where all the sets are the same size, but minimal
two-connected graphs all have different numbers of edges. The target is to have a
partially ordered set with some more structure that is sufficient to have the concepts
of internally and externally active edges as in the work of Sokal [Sok05].
VII.1 Tree Graph Identities and the Fundamental The-
orem of Calculus
VII.1.1 The Brydges-Federbush Formula
The tree-graph identities arising from the paper of [BrFe78] have connections to more
general contexts in which one can create a cluster expansion. The ideas are present
in the paper on the Hamilton-Jacobi Equation [BrKe87] and a version of the identity
is used in Quantum lattice systems [KoRe96], phase cell cluster expansions [BaFe82,
BaFe83] and loop vertex expansions of renormalisation [RiWa10a,RiWa10b].
This is also applied in the paper by Brydges and Imbrie [BrIm03], where tree
identities are used to perform dimensional reduction from a branched polymer model
to a hard core gas, with the dimension reduced by two. This comes from recognising
the trees in the cluster expansion of the logarithm of the partition function for the
hardcore gas and realising that branched polymers correspond to such trees.
This section indicates this formula and how it is proved and emphasises key
links to the rest of the thesis.
The notation Φi,j := Φ(xi− xj) is used to denote the pair potential between
particles i and j.
The application of the fundamental theorem of calculus used in [BrFe78] is:
exp(f(1)) = exp(f(0)) +
1∫
0
ds f ′(s) exp(f(s)) (VII.1.1)
This is applied repeatedly in order to obtain tree estimates for connected
graph sums.
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We recall the Mayer series (Section I.2) for pressure in terms of activity:
βP =
∞∑
n=1
bnz
n
(VII.1.2)
In this section, for a translation and rotation invariant potential Ψ, we make the
following assumptions:
Assumption 8 (Stability). That ∃B ≥ 0 such that ∀n and ∀(x1, · · · , xn) ∈ (RD)n,
we have: ∑
1≤i<j≤n
Φ(xi − xj) ≥ −Bn (VII.1.3)
Assumption 9 (Integrability).
‖Φ‖1 =
∫
|Φ(x)| d3x <∞ (VII.1.4)
Remark 38 (Temperedness). This is a modified version of temperedness found in
Section II.3 and is precisely the form used by Procacci [Pro07] and Poghosyan and
Ueltschi [PoUe09], who use this version of the graph-tree identity. This formulation
of temperedness arises from the fact that the potential is brought outside of the
exponential through the repeated use of the fundamental theorem of calculus.
The technique is straightforward and relies on interpolating or separating the
particles with indeterminates si for i ∈ [n]. The jth indeterminate, sj , separates
the first j particles from the remaining particles. The technique focuses on the
partition function integrals Z
(n)
Λ for n particles. Once we have the technique for
these functions it generalises nicely to the connected functions. We start with the
three-particle partition function:
Z
(3)
Λ =
1
3!
∫
Λ3
exp(−β(Φ1,2 + Φ1,3 + Φ2,3)) dx1 dx2 dx3 (VII.1.5)
The function f(1) in this example is −β(Φ1,2 + Φ1,3 + Φ2,3). We want to
separate the first particle from the rest, so our interpolating indeterminate s1 is
multiplied by the terms containing 1. That is:
f(s1) = −β(s1(Φ1,2 + Φ1,3) + Φ2,3) (VII.1.6)
This gives:
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exp(−β(Φ1,2 + Φ1,3 + Φ2,3)) = exp(−βΦ2,3) +
1∫
0
ds1 (−β)(Φ1,2 + Φ1,3)
× exp(−β(s1(Φ1,2 + Φ1,3) + Φ2,3))
(VII.1.7)
These functions are integrated over the whole space and so interchanging the
labels 2 and 3 in the second term, we obtain:
2
1∫
0
ds1(−β)Φ1,2 exp(−β(s1(Φ1,2 + Φ1,3) + Φ2,3)) (VII.1.8)
We now use s2 to separate the third particle from the first two, so that
equation (VII.1.8) becomes:
2
1∫
0
ds1 (−β)Φ1,2 exp(−βs1Φ1,2) + 2
1∫
0
ds1
1∫
0
ds2 (−β)2Φ1,2
× (Φ2,3 + s1Φ1,3) exp(−βW (s1, s2))
(VII.1.9)
where,
W (s1, s2) = (s1Φ1,2 + s1s2Φ1,3 + s2Φ2,3) (VII.1.10)
For the first term in (VII.1.7), we perform the same interpolation to obtain:
1 + (−β)
1∫
0
ds2 Φ2,3 exp(s2Φ2,3) (VII.1.11)
We replace s2 with s1 and Φ2,3 by Φ1,2, to obtain the symmetric equation:
Z
(3)
Λ =
1
3!
(1 + 3
1∫
0
ds1 Φ1,2 exp(−βs1Φ1,2)+
2
1∫
0
ds1
1∫
0
ds2 (−β)2Φ1,2(s1Φ1,3 + Φ2,3) exp(−βW (s1, s2))
(VII.1.12)
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We define the connected function bΛn as the sum over weighted connected graphs:
KΛn =
1
n!
∫
Λn
∑
g∈C[n]
∏
{i,j}∈E(g)
(exp(−βΦi,j)− 1) dx1 · · · dxn (VII.1.13)
In order to generalise this, the interpolating function W inside of the expo-
nential in each term needs to be defined. To the set [l] of l particles, l > 1, we
associate σl−1 a sequence of parameters (s1, · · · sl−1) and a potential, W [l](σl−1),
defined by an inductive process:
W
[l]
0 = V
[l]
(VII.1.14)
W
[l]
i = (1− si)W [l],[i]i−1 + siW [l]i−1, i = 1, · · · , l − 1 (VII.1.15)
W
[l]
l−1 = W
[l](σl−1) (VII.1.16)
Where
V [l] =
∑
y∈[l](2)
Φy and W
X,X′ = WX
′
+WX\X
′
We start with the unaffected potential (VII.1.14) and then at step i, separate the
pair potentials according to whether they connected the first i particles to the rest
or not. If they do they are multiplied by si as is indicated in (VII.1.15). We must
repeat this l − 1 times where we obtain the final expression (VII.1.16).
We realise that:
W [l](σl−1) =
∑
1≤i<j≤l
si · si+1 · · · sj−1Φi,j (VII.1.17)
In the process of separating the particles, we have a choice upon separating the ith
particle, which of the terms Φj,i for j < i, we bring down from the exponential in
each term. We represent this choice by a function η : [2, l] → [l − 1], satisfying
η(i) < i. The term Φ(η(i), i) appears in the term corresponding to the given η. We
represent this function as a tree graph, where i is connected to η(i), as is displayed
in Figure VII.1. We certainly have a tree, since we have l−1 edges and the graph is
connected. From each vertex i > 1, there is an edge to a strictly smaller vertex. We
may follow such edges down until we get to 1. Every vertex is therefore connected
to 1 so the graph is connected. All connected graphs on [l] with l− 1 edges are tree
graphs.
Define the measure:
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∫
dσl−1 =
1∫
0
ds1 · · ·
1∫
0
dsl−1 (VII.1.18)
Introduce the tree function f depending on the graph η and the interpolation
variables σl−1, by:
f(η, σl−1) =
l∏
i=2
si−1si−2 · · · sη(i) for l > 2
f(η, σ1) = 1 (VII.1.19)
The empty product is understood to be 1. The connected version, bΛn , is written as:
bΛn =
∑
η
ξΛn (η) (VII.1.20)
The sum is over all η satisfying η(i) < i, which is viewed as a subset of trees. In
particular it is the collection of rooted increasing trees. The expression for a given
η is:
ξΛn (η) =
(−β)n−1
l
∫
dσn−1
∫
Λ
dx(n) f(η, σn−1) exp(−βW (n)(σn−1))
n∏
i=2
Φi,η(i)
(VII.1.21)
3 3
1
2
1
2
η(2)=1 η(3)=1η(2)=1 η(3)=2
Figure VII.1: Two Trees Corresponding to the Different η Functions for l = 3
To achieve the bounds in determining the radius of convergence of the cluster
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expansion, we need to bound the individual terms ξΛn (η)
Proposition VII.1.1 (Brydges-Federbush). We have the following estimate on the
integral over the s-parameters in (VII.1.21):
∑
η
∫
dσn−1 f(η, σn−1) ≤ exp(n− 1) (VII.1.22)
Proof. This is shown by first noting that the left hand side of (VII.1.22) is less than
or equal to:
1∫
0
ds1 · · ·
1∫
0
dsn−1
∑
η
f(η, σn−1) exp
(
n−1∑
i=1
sn−1sn−2 · · · si
)
(VII.1.23)
In order to see the exp(n− 1) factor, consider first the largest label n in the
increasing tree η, which is necessarily a leaf. sn−1 appears as an overall factor in
the exponent and in each tree. Each of the accompanying factors in the exponent
indicates the different ways in which this leaf can be added to the tree without n,
with the smallest subscript of s appearing in the individual product indicating the
vertex it is attached to and thus it appears as a factor in the sum over increasing
trees. When the integral is performed over sn−1, this factor corresponding to adding
the vertex n is removed from the integrand and we obtain:
1∫
0
ds1 · · ·
1∫
0
dsn−2
∑
η
f(η, σn−2) exp
(
1 +
n−2∑
i=1
sn−2 · · · si
)
(VII.1.24)
where the sum is now over increasing trees on n− 1 vertices. We obtain a factor of
exp(1) from each successive integral.
Proposition VII.1.2 (Brydges-Federbush). The total sum over the tree contribu-
tions gives the estimate for the connected functions as:
|cΛn | ≤ βn−1(‖Φ‖1)n−1 exp(nβB)
exp(n− 1)
n
|Λ| (VII.1.25)
Proof. We have the stability bound (VII.1.3) and the fact that W (n)(σn−1) is a
convex combination of the individual pair potential summands, where at each stage
in (VII.1.15), we see that the first term is bounded below by (1−si)×−B(n−i)−Bi =
−Bn(1 − si) and the second term is inductively bounded below by −siBn so that
we have at each stage W
[n]
i ≥ −Bn, which gives a uniform upper bound exp(βBn)
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in (VII.1.21). We are now left to bound the integral:∫
Λl
dx(n)
n∏
i=2
∣∣Φi,η(i)∣∣ (VII.1.26)
We may make the change of variables wi = xi − xη(i) for 2 ≤ i ≤ n and w1 = x1.
We therefore achieve the upper bound of ‖v‖n−11 |Λ| for the integrals. Putting these
together gives the bound (VII.1.25).
This bound on the cluster coefficients, leads to the bound on the radius of
convergence of the cluster expansion RMay as:
RMay ≥ 1
βe‖Φ‖1 exp(−βB) (VII.1.27)
This different bound is used in the paper [Tate13] to formulate different bounds for
the virial expansion, as is indicated in Section IV.6.
It is useful to emphasise the connection here to the paper of Bernardi [Ber08].
The edges are given a partial order in the case of this fundamental theorem of
calculus approach. We see that since si ∈ [0, 1] that the prefactor of an edge Φi,j
has as many s-factors as the distance |i − j|. If we write edges uniquely as (a, b)
with a < b, we see that this corresponds to a partial order: (i, j) 4 (k, l) if and only
if i ≤ k and l ≤ j. That is edges are ordered according to the size of their prefactors
when they can be easily compared. What is useful to understand further is how this
partial order on edges can help create fundamental theorem of calculus type results
for the partially ordered set of connected graphs.
VII.1.2 Combinatorial Graph-Tree Expansion
The fundamental theorem of calculus identities given by Brydges and Federbush are
further generalised into a neat symmetric formula by Abdesselam and Rivasseau
in [AbRi94].
Definition (Unordered Forests and Trees). A graph F = {l1, · · · , lτ} containing no
loops is called a u-forest, or unordered forest. A tree T is a connected u-forest.
Definition (Clusters). The supports of the disconnected trees making up a u-forest
F are called connected components or clusters. These include isolated points.
Theorem VII.1.3 (Brydges-Kennedy Graph-Tree Identity). For indeterminates
(ul)l∈[n](2), labelled by edges in [n]
(2), which can be substituted for by elements of a
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commutative Banach algebra B, we have the following identity:
exp
 ∑
l∈[n](2)
ul
 = ∑
F={l1,··· ,lτ}
u-forest
 τ∏
ν=1
1∫
0
dhlν
( τ∏
ν=1
ulν
)
exp
 ∑
l∈[n](2)
hFl (h)ul

(VII.1.28)
where we sum over all possible values of τ , including τ = 0 corresponding to the
empty forest and contributing 1. The function hF{ij}(h) = inf{hl|l ∈ LF{ij}}, where
LF{ij} is the unique path in the forest F connecting i to j. If no such path exists,
then hF{ij}(h) = 0.
To understand how it relates to graphs, it is instructive to cast this in the
form corresponding to Mayer’s approach of replacing exp(ul) with (1 + fl). This
transforms the LHS of (VII.1.28) into
∑
E⊂[n](2)
∏
l∈E
fl, which we can cast in the familiar
form:
∑
g∈G[n]
∏
{ij}∈E(g)
f{ij}.
When we use Mo¨bius inversion on this expression, we find that the corresponding
identity for the sum over connected graphs involves trees instead of u-forests. This
formula captures a symmetric version of using Penrose’s construction.
VII.2 Applying Bounds to the Two-Connected Case
In order to create a tree expansion for two-connected graphs, one method is to look
at how the virial coefficients can be written in terms of cluster coefficients through
Lagrange inversion. The key idea will then be to see how substituting the tree
expansion for the cluster coefficients leads to a modified tree expansion for virial
coefficients. The key idea is how the combinatorial factors for the particular terms
can be interpreted.
The easy way is to to see cluster coefficients written in terms of the virial
coefficients. This was first understood in the work of Mayer [MMay40]. A key
idea in obtaining the expression of connected graphs in terms of two-connected
graphs was the concept of a Husimi graph. It is taken for a definition that Husimi
graphs are precisely those connected graphs whose blocks are all complete graphs.
The number of such graphs was understood in the papers of Ford and Uhlenbeck
[FoUh56a, FNU56, FoUh56b], where the graphs were categorised by the number of
blocks of a certain size that were present. This was also emphasised in the paper of
Leroux [Ler04]:
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bn =
n∑
k=1
∑
{ni}ni=2
k∑
i=2
(i−1)ni=n−1
Hu(n2, n3, · · · )
∞∏
i=2
(βi−1)ni (VII.2.1)
Where:
Hu(n2, n3, · · · ) = (n− 1)!n
∑
nj−1∏
i≥2
(i− 1)!nini! (VII.2.2)
These relations could be inverted by hand, but an easier method is to use
Lagrange inversion through a Cauchy integral representation, as was used in Chapter
IV. This is given by:
cn =
β
2npii
∮
dz
zρn−1
(VII.2.3)
We can consider the fugacity expansion for density and write it as:
ρ = z(1 +A(z)) (VII.2.4)
where:
A(z) =
∞∑
n=2
nbnz
n−1
(VII.2.5)
If we substitute this into (VII.2.3), we get:
cn =
1
2npii
∮
dz
zn(1 +A(z))n−1
=
1
2npii
∮
dz
zn
∞∑
k=0
(
n+ k − 2
k
)
(−1)kA(z)k (VII.2.6)
The equation (VII.2.6) can be expressed as identifying the zn−1 coefficient of the
expansion in terms of A(z). We note that since A(z) has lowest term z, we only
need to consider terms up to k = n− 1 and we can omit the 0 from the sum as this
is a constant term.
We thus obtain:
cn = [z
n−1]
1
n
n−1∑
k=1
(
n+ k − 2
k
)
(−1)kA(z)k
=
1
n
n−1∑
k=1
(
n+ k − 2
k
)
(−1)k
∑
(li)ki=1
k∏
i=1
(li + 1)bli+1 (VII.2.7)
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where the sum is over (li)
k
i=1 satisfying
k∑
i=1
li = n− 1.
We can recast the final sum in (VII.2.7) in terms of mi := number of lj+1 = i.
The number of such sequences with a given collection of {mi} is
(
k
m2···mn−1
)
. Thus
we get the expression:
cn =
1
n
n−1∑
k=1
(
n+ k − 2
k
)
(−1)kk!
∑
(mi)
n−1
i=1
n−1∏
i=2
(ibi)
mi
mi!
(VII.2.8)
where the sum is over sequences (mi)
n−1
i=1 , satisfying:
n−1∑
i=2
(i− 1)mi = n− 1 and
n−1∑
i=1
mi = k (VII.2.9)
Recall βn−1 = −n−1n! cn and so we achieve the relationship for the two-
connected graphs βn:
βn−1 = −n− 1
n
n∑
k=1
(
n+ k − 1
k
)
(−1)k k!
n!
∑
(mi)ni=2
n∏
i=2
(ibi)
mi
mi!
(VII.2.10)
We may then write each bn in terms of its tree version. If we do this, we
have to then understand how the combinatorics can give a useful labelling of the
trees in the products and how they relate to the full trees. The key problem is that
the exponential and the f(η, σn−1) functions will not match up and there won’t be
any straightforward cancellations. Instead we will achieve a usual tree expansions
but with some awkward factors.
Given a single term in the expansion (VII.2.10), we see it is formed from a
product of bi. From each bi factor we obtain a possible increasing tree. We want to
see how to understand the product of these increasing trees on certain label sets in
terms of an increasing tree on a different label set. To this end we understand the
distribution of the labels amongst the trees in the product. Given a collection of
these trees, we determine the distribution of labels amongst the vertices, firstly, by
ordering the connected graph components. This deals with the k!n∏
i=2
mi!
factor. If we
write the ordered connected graph sizes as i1, i2, · · · ik, then the labels 1, · · · i1 are
given to the first tree with the same order as the tree has. The second tree is given
the labels i1, · · · , i1 + i2 − 1. The picture is that each subsequent increasing tree is
given the following labels so that its root is the largest label of the previous tree.
We can therefore make an identification in each term with an increasing
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tree. The f -factors depend only upon the progeny of each vertex,which is included
entirely within one factor. Therefore, the f -factor will be the same for all of these
trees. The factors in the exponential, will differ depending on how we have split the
graph. This still needs to be understood more fully or whether it can be cast in a
nice way through some of the more symmetric procedures explained later.
VII.2.1 Alternative Graph Tree Identities and the Hardcore Case
The alternative presentations of the tree graph identity are particularly useful in
certain circumstances. These can be found in [Pro07] and the key connection is
with the presentation of the matroid version of these identities in Section VII.4.
Lemma VII.2.1 (Probability Measure of Tree Integrals- [Pro07, BaFe84]). The
integral over trees forms a probability measure, that is, for all tree graphs τ :
n−1∏
j=1
 1∫
0
dtj
 ∑
(X1···Xn−1)τ
tb1−11 · · · tbn−1−1n−1 = 1 (VII.2.11)
Theorem VII.2.2 (Alternative Presentation of the Tree Graph Identity). The tree
graph identity may be written, for a potential Φi,j as:
∑
g∈C[N ]
∏
{i,j}∈E(g)
(
e−Φi,j − 1) = ∑
τ∈a[N ]
∏
{i,j}∈E(τ)
(−Φi,j)
n−1∏
j=1
 1∫
0
dtj

∑
(X1,··· ,Xn−1)τ
n−1∏
j=1
t
bj−1
j exp(W ((X)[n−1], t[n−1])
(VII.2.12)
X[n−1] = (X1, · · · , Xn−1) is a sequence of increasing subsets of [N ], such that
X1 = {1} and Xi ⊂ Xi+1 with |xi| = i. A sequence (X1, · · ·Xn−1) is compatible
with τ , written (X1, · · ·Xn−1)τ , if for all i, Xi contains i − 1 edges of τ . The edge
{j, k} is said to cross Xi if k ∈ Xi but j /∈ Xi for some i. bi = the number of edges
of τ , which cross Xi and the W -function is defined as:
W ((X)[n−1], (t)[n−1]) =
∑
1≤j<k≤n
t1({j, k}) · · · tn−1({j, k})Φj,k (VII.2.13)
where
ti({j, k}) =
ti ∈ [0, 1] if {j.k} crosses Xi1 otherwise (VII.2.14)
Generalised stability is defined by:
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Definition (Generalised Stability). The collection (Φi,j)1≤i<j≤N satisfies the gen-
eralised stability property, if for any subset S ⊂ [N ], we have constants (Φi,i)i∈[N ],
which satisfy: ∑
i∈S
Φi,i +
∑
{i,j}∈S(2)
Φi,j ≥ 0 (VII.2.15)
Generalised stability then implies that the interpolating function satisfies:
W ((X)[n−1], t[n−1]) ≥ −
n∑
i=1
Φi,i (VII.2.16)
If we have a uniform upper bound for the Vi,i, say B, then we have the usual
form of stability and obtain the following inequalities:
Lemma VII.2.3 (Tree-Graph Inequalities). For a stable potential Φ, with no hard
core interactions, we have the following inequality:∣∣∣∣∣∣
∑
g∈C[N ]
∏
{i,j}∈E(g)
(
e−Φi,j − 1)
∣∣∣∣∣∣ ≤ enB
∑
τ∈a[N ]
∏
{i,j}∈E(τ)
|Φi,j | (VII.2.17)
For repulsive potentials with a hardcore, we may write the inequality as:∣∣∣∣∣∣
∑
g∈C[N ]
∏
{i,j}∈E(g)
(
e−Φi,j − 1)
∣∣∣∣∣∣ ≤
∑
τ∈a[N ]
∏
{i,j}∈E(τ)
∣∣e−Φi,j − 1∣∣ (VII.2.18)
The modification described by Procacci [Pro07] is for polymer systems but
it is possible to make the transition to continuous systems [PoUe09]. We emphasise
that this is for a finite polymer set F.
The interacting partition function is:
ΞF(z) = 1 +
∑
n≥1
1
n!
∑
(γ1,··· ,γn)∈Fn
zγ1 · · · zγne
− ∑
1≤i<j≤n
V (γi,γj)
(VII.2.19)
From which we achieve the standard cluster expansion:
log ΞF(z) =
∞∑
n=1
1
n!
∑
(γ1,··· ,γn)∈Fn
φT (γ1, · · · , γn)zγ1 · · · zγn (VII.2.20)
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where:
φT (γ1, · · · , γn) :=

1 ifn = 1∑
g∈C[n]
∏
{i,j}∈E(g)
(
e−V (γi,γj) − 1) for n ≥ 2 (VII.2.21)
In order for the partition function to be analytic, we require stability:
Definition (Polymer Stability). A polymer interaction V is called stable if for any
fixed n ∈ N and (γ1, · · · , γn(∈ Fn ∃B(γi) ≥ 0, such that for any subset X ⊆ [n], we
have: ∑
{i,j}⊂X
V (γi, γj) ≥ −
∑
i∈X
B(γi) (VII.2.22)
The key theorem is:
Theorem VII.2.4 (Procacci [Pro07]). For the cluster coefficients defined above,
with a stable interaction, we have the following inequality:
∣∣φT (γ1, · · · , γn)∣∣ ≤ e n∑i=1B(γi) ∑
τ∈a[n]
∏
{i,j}∈E(τ)
F (γi, γj) (VII.2.23)
where
F (γi, γj) :=

∣∣e−V (γi,γj) − 1∣∣ if γiιγj
|V (γi, γj)| otherwise
(VII.2.24)
In order to prove this, it is necessary to go through modified potentials to take
care of the hardcore interactions. We note also that this may be generalised to
continuous systems, by realising that we may define the incompatibility condition
as corresponding to two particles being closer than the hardcore radius to each
other. The algebra inside of the sum goes through for the potentials depending on
position points and then must be integrated after. This interpretation is given after
the derivation.
For a given H ∈ R+, we have the modified potential (for polymers):
VH(γi, γj) =
H if γiιγjV (γi, γj) otherwise (VII.2.25)
For large enough H, the stability property of VH is inherited from that of V .
Lemma VII.2.5 (Proccaci). For any fixed n ∈ N and (γ1, · · · , γn) ∈ Fn ∃H0 such
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that ∀H ≥ H0 and ∀X ⊂ [n]:∑
{i,j}⊂X
VH(γi, γj) ≥ −
∑
i∈X
B(γi) (VII.2.26)
We may then apply the tree formula to the potential VH .∑
g∈C[n]
∏
{i,j}∈E(g)
(
e−VH(γi,γj) − 1
)
=
∑
τ∈a[n]
∏
{i,j}∈E(τ)
(−VH(γi, γj)∫
dµτ ((t)[n−1], (X)[n−1]) e−KH((X)[n−1],(t)[n−1])
(VII.2.27)
where KH((X)[n−1], (t)[n−1]) :=
∑
1≤i<j≤n
t1({i, j}) · · · tn−1({i, j})VH(γi, γj).
For fixed τ = ([n], E(τ)) ∈ a[n] and (γ1, · · · , γn) ∈ Fn, we define:
wτN (γ1, · · · , γn) :=
∏
{i,j}∈E(τ)
(VH(γi, γj)
∫
dµτ ((t)[n−1], (X)[n−1]) e−KH((X)[n−1],(T )[n−1]))
(VII.2.28)
Define the set:
EH(g) := {{i, j} ∈ E(g)| γiιγj} (VII.2.29)
This provides a partition of the edge set E(g) into the disjoint union of EH(g) and
E(g) \ EH(g).
We also define a new modified potential:
U(1−ε)H(γi, γj) =
(1− ε)H if γiιγj0 otherwise (VII.2.30)
We may rewrite the factor in the exponent of (VII.2.28) as:
KH((X)[n−1], (t)[n−1]) = KU(1−ε)H ((X)[n−1], (t)[n−1]) +KVεH ((X)[n−1], (t)[n−1])
(VII.2.31)
We then observe lower bounds for these exponents, which will provide upper bounds
in a tree-graph inequality. Firstly, the stability of V provides:
KVεH ((X)[n−1], (t)[n−1]) ≥
n∑
i=1
B(γi) (VII.2.32)
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We also have the bound for the other potential:
KU(1−ε)H ((X)[n−1], (t)[n−1]) ≥
∑
1≤i<j≤n
t1({i, j}) · · · tn−1({i, j})vτi,j−
∣∣E(τ) \ EH(τ)∣∣ η
(VII.2.33)
where
vτi,j =

(1− ε)H for{i, j} ∈ EH(τ)
η for {i, j} ∈ E(τ) \ EH(τ)
0 otherwise
(VII.2.34)
We thus obtain the upper bound on wτH :
wτH(γ1, · · · , γn) ≤ e
n∑
i=1
B(γi)+η|E(τ)\EH(τ)|
 ∏
{i,j}∈E(τ)\EH(τ)
|V (γi, γj)|
(1
η
)|E(τ)\EH(τ)|
×
(
1
1− ε
)|EH(τ)| ∏
{i,j}∈E(τ)
vτi,j
(∫
dµτ ((t)[n−1], (X)[n−1]) e
− ∑
1≤i<j≤n
t1···tn−1vτi,j
)
(VII.2.35)
The next stage is to apply the tree-graph identity again to vτi,j
∏
{i,j}∈E(τ)
vτi,j
(∫
dµτ ((t)[n−1], (X)[n−1]) e
− ∑
1≤i<j≤n
t1···tn−1vτi,j
)
=
∣∣e−η − 1∣∣|E(τ)\EH(τ)| ∏
{i,j}∈EH(τ)
∣∣∣e−U(1−ε)H(γi,γj) − 1∣∣∣ (VII.2.36)
Noting that eη|E(τ)\EH(τ)| |e−η − 1||E(τ)\EH(τ)| = |eη − 1||E(τ)\EH(τ)| and tak-
ing η ↓ 0 and ε ↓ 0, we achieve:
wτH(γ1, · · · , γn) ≤ e
n∑
i=1
B(γi) ∏
{i,j}∈EH(τ)
∣∣∣e−V (γi,γj) − 1∣∣∣ ∏
{i,j}∈E(τ)\EH(τ)
|V (γi, γj)|
(VII.2.37)
which is the desired result as we take the limit as H ↑ ∞.
For the continuous case, given the hardcore radius as rhc, we obtain the
following factor for each pair {i, j}:(
1|xi−xj |<rh.c. + |Φi,j |1|xi−xj |≥rh.c.
)
(VII.2.38)
This corresponds to recognising that the above goes through as it is if we consider
the polymers as being points in space and do the above for fixed points, before
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taking the integrals over space.
VII.3 The Penrose Construction: Partitionality of Con-
nected Graphs
The following presentation of the notion of a partition scheme can be found in
[FePr07]. Given a graph G = (V,E), let CG denote the set of all connected spanning
subgraphs of G and aG the family of trees in CG. Define a partial order of CG
by bond inclusion: G ≤ G˜ ⇐⇒ E(G) ⊂ E(G˜). For G ≤ H, we define the set
[G,H] = {K|G ≤ K ≤ H} The Penrose construction partitions the set of connected
graphs into subsets of the form [T,R(T )], where R : aG → CG. Many different
constructions can be used to achieve an R. Penrose gave one explicit example
in [Pen67].
Definition (Partition Scheme). A partition scheme for a family CG of connected
graphs is any map R : aG → CG τ 7→ R(τ), such that:
i) E(R(τ)) ⊃ E(τ) and
ii) CG is the disjoint union of the sets [τ,R(τ)] for τ ∈ aG.
The Penrose scheme is as follows:
Fix an enumeration v0 · · · vn for the vertices of G and for each τ ∈ aG (which
we view as a tree rooted at v0). For any vertex vi of τ , let d(i) be the tree distance
of the vertex vi to v0 and let vi′ be the predecessor of vi i.e. d(i
′) = d(i) − 1 and
{vi′ , vi} ∈ E(τ). We associate to τ , the graph RPen(τ) found by adding (only once)
to τ all edges {vi, vj} ∈ E(τ) such that either:
P1 d(i) = d(j) edges between vertices at same generation
P2 d(j) = d(i)− 1 and i′ < j edges between vertices one generation away
For a partition scheme R, denote by aR := {τ ∈ aG|R(τ) = τ} the set of R-trees.
In particular, aRPen is the set of Penrose trees. We have the following proposition:
Proposition VII.3.1 (Alternating Connected Graph Sum).∑
g∈CG
(−1)|E(g)| = (−1)|V |−1|aR| (VII.3.1)
for any partition scheme R.
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Proof. For any numbers (xe)e∈E , we have :∑
g∈CG
∏
e∈E(G)
xe =
∑
τ∈aG
∏
e∈E(τ)
xe
∑
F⊂E(R(τ))\E(τ)
∏
e∈F
xe
=
∑
τ∈aG
∏
e∈E(τ)
xe
∏
e∈E(R(τ))\E(τ)
(1 + xe) (VII.3.2)
and for any tree |E(τ)| = |V | − 1.
In models where we only have soft repulsion, only |1 +xe| ≤ 1 is guaranteed.
This then gives the bound:∣∣∣∣∣∣
∑
G∈CG
∏
e∈E(G)
xe
∣∣∣∣∣∣ ≤
∑
τ∈aG
∏
e∈E(τ)
|xe| ≤ |aG| (VII.3.3)
It is necessary to remark here that the identity (VII.3.1) is analogous to
that obtained in Chapter III through the paper of Bernardi [Ber08] and noticed
by Ducharme Labelle and Leroux [DLL07] for G = Kn, the complete graph on n
vertices. Indeed, the Penrose construction should allow one to create an involution
like [Ber08] in order to find the appropriate combinatorial factor (n − 1)! from the
trees which are fixed under the Penrose map RPen.
We see that considering the tree as being rooted at v0, we are required to
have precisely one vertex in a generation. This necessarily gives a linear tree. If
we identify v0 with the vertex labelled 1, then we know that the position of vertex
1 is decided already and we have to determine the positions of i ∈ [2, n], which
are defined uniquely by their distance from 1, which corresponds to a bijection,
f : [2, n]→ [n− 1], giving the (n− 1)! factor.
The connection between Partitions and Involutions as in Chapter III
We let dg1(i) denote the graph distance from the vertex labelled 1 to the
vertex labelled i.
Definition (Penrose Active Edges). An edge {i, j} is called Penrose active for g if,
either:
i) dg1(i) = d
g
1(j) or
ii) dg1(i) = d
g
1(j) + 1 and ∃i′ < j such that {i, i′} ∈ E(g) with dg1(i′) = gg1(j).
We let e?Pen,g be the greatest Penrose active edge for g in lexicographic order.
The mapping Ψ : g 7→ g ⊕ e?Pen,g is an involution on connected graphs.
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We can also go the other way and find a Bernardi construction to deliver an
appropriate partition. The map R : TG → CG, which adds to τ all externally active
edges for the given tree graph τ is the appropriate partition scheme.
Recall that an edge {i, j} is externally active by Bernardi if there is a path
from i to j in the graph, using edges all larger than {i, j} in the lexicographic
order. When we have a connected graph, we remove the largest present externally
active edge each time, since each connected graph that is not a tree will have a
present externally active edge. This gives a unique tree for each connected graph
as there is only ever one edge to remove at each stage. We also note that each
edge that has been removed retains its status as being externally active, due to the
fact that no larger edge is removed at any subsequent stage and so the collection of
the externally active edges at the final stage corresponds directly with the possible
connected graphs to make from it.The graph is therefore able to be attained the
other way.
A more general partitioning construction is possible for matroids. This is
presented in section VII.4. We see that Bernardi gives a special case of this, but
that the Penrose construction cannot be realised as part of this.
VII.4 Extension to Matroids
A generalisation of the conditions we have for our connected graphs to generate the
tree identities comes from the concept of matroids. The connection is presented in
the work of Faris [Far12a] and offers a framework in which one can view the main
concepts and understand the scope of the approach. This section begins with the
basic definition of matroids and then indicates how the tree-graph identitiy can be
applied in this case through the analogue of the fundamental theorem of calculus
of a matroid. The motivation is that this should be further generalised to partially
ordered sets in order to provide an idea for two-connected graphs.
VII.4.1 Definitions
A matroid is the generalisation of the notion of linear independence of a vector
space. The definitions below capture the main algebraic aspects of this notion
of linear independence and they can be generalised as a structure in many other
contexts. The key application to be considered here is the application to graphs,
the so-called graphic matroids.
Definition. A matroid M on E is given by a subset I ⊆ P(E). An element of I
is called an independent set.
197
The independent sets obey the following axioms:
1. ∅ ∈ I (non empty)
2. If X ∈ I and X ′ ⊂ X then X ′ ∈ I (downward closed)
3. If X ∈ I and Y ∈ I and |X| < |Y |, then there exists l ∈ Y \X with X∪{l} ∈ I
(augmentation property)
Given a matroid M, we denote the ground set by E(M) and the collection of
independent sets by I(M). For a graphic matroid, where the ground set is the
collection of edges, forests are the independent sets. These obey the three axioms of
independent sets. Certainly the graph with no edges is considered a forest (we have
no cycles). If we consider the subgraph of any forest, we get a forest (downward
closed). The trickier property to understand is the augmentation property. If we
consider two forests, one with less edges than the other, we must choose an edge
from the larger forest to place in the smaller forest that retains the acyclic property.
This is always possible by realising that the number of connected components in
the larger forest is smaller than the number of connected components in the smaller
forest. We therefore have an edge in the larger forest that would connect two
connected components in the smaller forest. This edge will therefore not create a
cycle.
Definition. A maximal independent set X ∈ I(M) is called a basis. The set of
bases is denoted B(M).
For a graph g, the matroid structure consists of all possible subgraphs. The
basis of this matroid is comprised of forests, which have the same connected com-
ponent decomposition as g.
Definition. The rank of a matroid M, rk(M) is the cardinality of a basis element.
All bases have the same cardinality and so the rank is well defined. A matroid
can be defined by its set of bases, since X ∈ I(M) if and only if X ⊆ Y , for some
Y ∈ B(M).
Definition. Y is a spanning set for the matroid, if there exists a basis element
X ∈ B(M) such that Y ⊇ X.
Definition (Restricted Matroid and Rank). Given a matroid, M, consider X ⊆
E(M). There is a matroid M|X , which is the restriction of M to X. It has ground
set X and I(M|X) = {Y ∈ I(M)|Y ⊆ X}.
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For X ⊆ E(M), the rank of X, rk(X) is the rank of the matroid M|X or
alternatively the cardinality of the largest independent subset of X.
We note that rk(X) = |X| if and only if X is independent, so the rank
function completely determines the matroid.
Definition (Loops and Loopless Matroids). A set X is dependent if it is not inde-
pendent. A loop is an element l such that {l} is dependent. A loopless matroid is
one where all one element subsets are independent.
Definition. Suppose X is an independent set, so its rank rk(X) = |X|. Span(X)
consists of all l ∈ E such that X ∪ {l} also has rank rk(X).
Lemma VII.4.1. Let X be an independent set. Suppose that l is in the span of
X. Then the collection of sets Z ⊆ X such that l is in the span of Z has a least
element. This element is denoted by S(l,X).
Remark 39. The set S(l,X) is characterised by the property that, for Z ⊆ X, we
have S(l,X) ⊆ Z if and only if l is in the span of Z.
VII.4.2 Statement of the Fundamental Theorem of Calculus on
Matroids
The fundamental theorem of calculus can be extended from that for graphs to the
more general matroids. An important point to consider is what sort of structure on
a partially ordered set will allow for a generalisation of this fundamental theorem of
calculus. Given variables (sl)l∈E and for a given X ∈ I, the corresponding variables
(ul)l∈X , we define sX(u)l for l in E analogously to (VII.1.3):
1. If l ∈ Span(X), then sX(u)l = mine∈S(l,X) ue
2. If l /∈ Span(X), then sX(u)l = 0
Remark 40 (Loops). If l is a loop, then for every X, we have l ∈ Span(X) and so
S(l,X) = ∅. sX(u)l = 1 in this case. For X = ∅ Span(∅) is the set of loops and so
s∅(u)l = 1 if l is a loop and 0 otherwise.
Theorem VII.4.2 (Fundamental Theorem of Calculus on Matroids). Consider a
matroid M with ground set E and with a collection I ⊆ P(E) of independent sets,
Let f be a smooth function of variables sl for l ∈ E. Then
f(1) =
∑
X∈I
∫
[0,1]X
(∏
l∈X
∂
∂sl
f
)
(sX(u))
∏
l∈X
dul (VII.4.1)
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We can recognise the relationship with the forest formula of Brydges Kennedy,
Abdesselam and Rivasseau, (VII.1.28), by using the interpretation of the graphic
matroid. We obtain the forest formula by setting f((ue)e∈E) = exp(
∑
e∈E
ueΦe).
To make the connection to statistical mechanics, consider the case of product
functions, which are of the form:
fX(s) =
∏
l∈X
fl(sl) (VII.4.2)
We take the variables sl ∈ [0, 1] and call fl normalised if fl(0) = 1.
f may also be expressed in distributive law form:
fX(s) =
∏
l∈X
(1 + sltl) (VII.4.3)
The Y ⊆ X partial derivative is
(∏
l∈Y
∂
∂sl
)
fX(s) =
∏
l∈Y
tlfX\Y (s). If we have −1 ≤
tl ≤ 0, then 0 ≤ 1 + sltl ≤ 1 and 0 ≤ fX\Y (s) ≤ 1.
In exponential form, we may write our function as:
fX(s) =
∏
l∈X
exp(−slvl) (VII.4.4)
We obtain for the Y ⊆ X partial derivative:(∏
l∈Y
∂
∂sl
)
fX(s) =
∏
l∈Y
(−vl)fX(s) (VII.4.5)
If vl ≥ 0, then 0 ≤ exp(−slvl) ≤ 1 and hence 0 ≤ fX(s) ≤ 1.
The distributive law form reflects the Mayer f function approach to clus-
ter and virial expansions, whereas using the exponential straight away echoes the
approach of Abdesselam and Rivasseau [AbRi94].
In extending bounds from positive potentials to more general potentials, it is
necessary to use stability in the case of connected graphs, to bound the extra edge
factors in trees. A generalisation of this also exists for matroids.
Definition (Flats). For X ⊆ E(M) arbitrary subset. Span(X), written cl(X) the
closure of X is the greatest set Y such that X ⊆ Y and rk(X) = rk(Y ). A subset F
is flat if Span(F ) = F . This is the same as saying that F is maximal with respect to
having rank rk(F ). The collection of flats F(M) determines uniquely the matroid
M. Considering the set F(M) \ {E(M)}, we can say that a set is non-spanning if
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and only if it is a subset of a set in this collection.
For the graphic matroid, a flat is a graph all of whose connected components
are complete graphs.
Theorem VII.4.3 (Stability for Matroids). For a matroid M with ground set
E(M), if ∃c ≥ 0 constant such that for each flat Y ⊂ E(M), the interaction
satisfies: ∑
l∈Y
Φl ≥ −c (VII.4.6)
then for an independent set I, with fixed variables (ul)l∈I , the interpolated interaction
satisfies the bound: ∑
l∈E
sI(u)lΦl ≥ −c (VII.4.7)
Lemma VII.4.4. I independent set in a matroid M, Y =Span(I), fix variables
(ul)l∈I , and let 0 ≤ τ ≤ 1. Y (τ) = {l ∈ E|sI(u)l ≥ τ} is a subset of Y and is a flat.
Lemma VII.4.5. I ∈ I(M) and Y =Span(I) and fix (ul)l∈I , then for each 0 ≤
τ ≤ 1, there is a flat Y (τ) ⊆ Y such that:
∑
l∈E
sI(u)lΦl =
1∫
0
∑
l∈Y (τ)
Φldτ (VII.4.8)
Theorem VII.4.6 (Fundamental Theorem of Calculus for Spanning Set). For every
normalised product function∑
S∈S(M)
∏
l∈S
(fl(1)− 1) =
∑
B∈B(M)
KB(fE(M)) (VII.4.9)
where we define, for I an independent set and I ⊂ Span(T ) ⊂ X:
KI(fX) :=
∫
[0,1]I
(∏
l∈I
∂
∂sl
fX
)
(sI(u))
∏
l∈I
dul (VII.4.10)
and note that KI(fX) = KI(fSpan(I)), where f is a normalised product functions.
That is fl(0) = 1 ∀l ∈ E.
The above theorem is proved using the poset structure of the collection of
flats with inclusion as the order: (F ,⊂). One obtains the Mo¨bius inverse of the
function φ(X) := fX(1) in two different ways. The first way emulates the method
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of Mayer f functions, where one writes:
fX(1) =
∑
S⊂X
∏
l∈S
(fl(1)− 1) (VII.4.11)
and through using the fundamental theorem of calculus. By uniqueness of Mo¨bius
inverse, one equates the two inverses achieved through the two methods.
Applying the theorem in the case of distributive law functions, one has:
Corollary VII.4.7. Given the collection of variables (tl)l∈E, satisfying −1 ≤ tl ≤ 0,
we have: ∣∣∣∣∣∣
∑
S∈S(M)
∏
l∈S
tl
∣∣∣∣∣∣ ≤
∑
B∈B(M)
∏
l∈B
|tl| (VII.4.12)
Realising the connection to the graphic matroid, through the fact that span-
ning sets are all connected graphs and the basis elements are trees. This gives the
Penrose inequality.
We may also apply the theorem to the exponential functions to obtain:
Corollary VII.4.8. For a matroid M and ∀l ∈ E, we fix numbers Φl, such that
∃c ≥ 0 constant such that for every flat F of M , there is a stability bound ∑
l∈F
Φl ≥
−c, then: ∣∣∣∣∣∣
∑
S∈S(M)
∏
l∈S
(e−Φl − 1)
∣∣∣∣∣∣ ≤ ec
∑
B∈B(M)
∏
l∈B
|Φl| (VII.4.13)
In this case, we obtain the Brydges and Federbush Graph Tree inequality for
the graphic matroid.
VII.4.3 Internally and Externally Active Edges
In Sokal’s paper [Sok05], there is a very helpful generalisation of the Penrose parti-
tion to matroids.
For R ⊆ S ⊆ E, we define [R,S] = {A|R ⊆ A ⊆ S}. We call [R,S] a
molecule if we may express S as a disjoint union S = R ∪ F ∪ T , such that for
each A ∈ [R,S] rk(A) =rk(R) + |A ∩ F |. We note that [R,S] a molecule implies
that [R′, S′] ⊆ [R,S] is a molecule.This concept is a generalisation of the Penrose
partition.
Definition (Dual of a Matroid). The dual of a matroid is defined on the same
ground set, but has a dual rank function rk?, defined by:
rk?(A) := |A| − rk(E) + rk(E \A) (VII.4.14)
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Let B be the set of bases for E. The dual basis set is then B? = {E\B|B ∈ B}.
We fix a total order on E in the following.
Definition (Externally Active). Let B ∈ B. An element e ∈ E \ B is externally
active on B if e is dependent on the list of elements of B larger than it. We let
E(B) be the set of externally active elements with cardinality e(B), which is called
the external activity of B.
Definition (Internally Active). An element e ∈ B is internally active on B, if in
the dual matroid e is externally active on the complement Bc = E \ B ∈ B?. We
denote by I(B) = E?(Bc) the set of internally active elements with cardinality i(B),
which is called the internal activity of B.
Proposition VII.4.9. 2E can be written as the disjoint union:
2E =
⊔
B∈B
[B \ I(B), B ∪ E(B)] (VII.4.15)
for each B ∈ B [B \ I(B), B ∪ E(B)] is a molecule with F = I(B) and T = E(B).
For the case of the graphical matroid, we recall that the bases are the col-
lection of trees. If we use the lexicographical order on the edges, then an edge is
externally active for a tree τ in this sense, if and only if it is externally active in
the sense of Bernardi [Ber08]. This is due to the fact that all independent sets are
forests and so a set of edges is dependent if it creates a cycle. We emphasise that
for connected graphs, internally active edges play no role, since trees are minimally
connected graphs.
We note that the Penrose construction does not fit in the construction given
above. In Figure VII.2, we see that we would add the dashed edge in each case. In
order to do this, we cannot have a consistent ordering on the edges {2, 3}, {2.4} and
{3, 4}.
1 1 1
43
324243
2
Figure VII.2: Three Graphs to Indicate that the Penrose Construction is Different
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The key conclusion of these observations is that we are able to modify these
constructions towards two-connected graphs, where the notion of internally active
will be important.
VII.5 Extensions to the Tree-Graph Inequalities: Kruskal’s
Algorithm and Edge Ordering
Related ideas to extending and improving the tree graph identities can be found in
the work of Helmuth [Hel14] and Rivasseau and Tanasa [RiTa14]. The key idea is to
fully understand how to use a tree-graph identity that respects particular features
of the potential to ensure the expansion converges.
The first key idea is to totally order the edges. This has already been used
to define the concept of externally and internally active edges. In the interpretation
of these two papers, the ordering allows Kruskal’s algorithm to run and choose a
spanning tree. To symmetrise over the orderings, a variable si,j is introduced for
each edge {i, j}. If we integrate each of these variables over the interval [0, 1], we see
that we may divide [0, 1](
n
2) into simplices, where a total order on the variables is
defined. The application of Kruskal’s algorithm within each of these sectors gives the
Brydges-Kennedy-Abdesselam-Rivasseau Tree-Graph identity. In [RiTa14], these
sectors of the integral are identified with Hepp sectors.
The concept of splitting the graph contribution amongst its various spanning
trees is generalised in [RiTa14] as rewriting amplitudes as:
S =
∑
g∈G[n]
Ag =
∑
g∈G[n]
∑
τ∈a[n] τ≤g
w(g, τ)Ag =
∑
τ∈a[n]
Aτ (VII.5.1)
where Aτ =
∑
g≥τ w(g, τ)Ag. This w(g, τ) gives how the contribution of g is split
between the various different spanning subtrees τ . The formal definitions are as
follows:
Definition (Probability Measure on Trees). A probability measure on trees is a set
of positive weights w(g, τ) for any labelled connected graph g and any tree τ ≤ g,
such that: ∑
τ≤g
w(g, τ) = 1 (VII.5.2)
It is called rational if w(g, τ) ∈ Q ∀g and τ .
It is called symmetric if w(g, τ) = w(σ(g), σ(τ)) for all permutations σ on the label
set.
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In order to achieve convergence of the rearranged series, the definition of
constructive weights is introduced:
Definition (Constructive Weights). A probability measure on trees is called con-
structive, if we have a τ -dependent probability measure (Ωτ ,Στ , µτ ) and a (τ, u)-
dependent real positive symmetric matrix Xτi(l),j(l)(u) for every u ∈ Ωτ , such that
the weights can be written as:
w(g, τ) =
∫
Ωτ
dµτ (u)
∏
l∈E(τ)
Xτi(l),j(l)(u) (VII.5.3)
where i(l) and j(l) denote the two endpoints of the edge l. The diagonal entries in
the matrix are all 1.
A special case of constructive tree weights is that of the Brydges-Kennedy-
Abdesselam-Rivasseau Graph-Tree identity, where the matrix picks the smallest
edge on the route in the tree between the endpoints.
VII.6 Conclusions & Open Questions
Tree graph identities and inequalities are fundamental tools in understanding the
cluster expansion. They provide a useful way to resum such series and are also found
in other contexts [RiWa10a, RiWa10b]. Furthermore, they are an effective way of
dealing with cancellations in the cluster expansion. A key idea, which is featured
in [BrMa14], is the fact that the tree identity provides a useful majorant for the
cluster expansion. These are also linked to the combinatorics found for the two
extreme cases for positive potentials of the Tonks gas and the one-particle hardcore
gas as explained by Bernardi [Ber08].
The concept of matroids, brought to the attention of cluster expansions,
through Faris [Far12a], but also used in the work of Sokal [Sok05] for Potts models,
provides the key generalisation of the tree graph identities to more general struc-
tures. The key idea is in an effective reorganisation of series expansions, so that
cancellations are dealt with effectively. It is the first step in providing further gen-
eralisation, such as that required for two-connected graphs.
Unfortunately, two-connected graphs do not form a natural matroid structure
in order to apply these more generalised techniques to and the attempt to understand
the two-connected graphs in terms of trees, requires a more in depth understanding
of the modified tree weights. The combinatorial factors need to be udnerstood
better, or interpreted in a more practical way. Furthermore, the combinatorial
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explanation provided in Chapter III needs to be developed into a useful way of
understanding the cancellations, as has been done for connected graphs.
The key to understanding and developing these ideas further, will be to
fully see how far this fundamental theorem of calculus can be generalised and what
features a poset will require. A generalisation to a wider class of posets would be
interesting and useful for the virial expansion if it may include the poset of two-
connected graphs.
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Chapter VIII
Estimation Methods, Minimal
two-connected Graphs and
Graph Partitions
In [Gro67], Groeneveld gives some ideas about how to move forward from our knowl-
edge of the upper and lower bounds in Section I.7. The main idea comes from the
success of the past attempts to obtain good estimates of the expansions afforded
to us by Mayer, from the derivations made in Chapters I and II. The configura-
tion integrals are represented by graphs of different types in each case. However,
the configuration integrals are hard to compute and the evaluation of these inte-
grals has only been done in a limited number of special cases. The problem is then
moved to creating a reasonable approximation method for the given integrals based
on those integrals we can compute. The approach of Lieb [Lieb63], Lebowitz and
Percus [LePer63] and Penrose [Pen63b], rely on estimating remainders from taking a
truncated series, whereas Groeneveld indicates that the better approach is to create
an estimation method to give a consistent set of upper and lower bounds. This chap-
ter aims to follow these ideas of Groeneveld, presented in Section VIII.1, through
various estimation schemes and obtain such a scheme for two-connected graphs.
The approach of this chapter is to understand an analogue of trees for two-
connected graphs. We find that flower graphs, which are defined in Section VIII.2,
are the appropriate idea for minimal two-connected graphs. Howevever, the parti-
tioning doesn’t work in the same way. Furthermore, the number of such graphs is
too large to allow us to bound a resummation in terms of such graphs.
Some approximation schemes have already been given such as through the
Percus Yevick equations [PeYe58, Ste63] and their relationship with series-parallel
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graphs. There is also the Born-Green-Yvon treatment [BoGr49] and the approach
through Mayer Montroll equations [MMon41], which are used as appropriate ap-
proximations. The papers of van Leeuwen, Groeneveld and de Boer [LGB59,BLG64]
explain the connections of these virial equations of state and the errors made in the
approximations.
Furthermore, the Ree Hoover expansion, first introduced in [RH64b], reduces
the number of graphs needed to be integrated and is applied to the case of the hard-
core gas with success in estimating virial coefficients up to the tenth order through
Monte Carlo simulations in the work of McCoy and Clisby [ClMc06,ClMc05]. The
involution defined in Chapter III also indicates some aspect on the combinatorics of
this expansion. This is shown in Section VIII.3.
VIII.1 Groeneveld’s Formulation of Graphical Approx-
imations
The key idea is that, in the various thermodynamic expansions, we have graphs of
a specific type describing the configuration integral. The types of graphs can be
classified by their minimal connection number d, and we denote the set of all such
graphs by Γd. An estimation method, involves taking a simplified version of the
graph and understanding the coefficients given by these graphs and what sort of
error we have made in the simplification.
Groeneveld, in [Gro67], conveyed this method of approximation through a
table, which indicates the various models in statistical mechanics and the relevant
type of graph with the appropriate approximations made.
Table VIII.1: Classification of Models in Statistical Mechanics
d Γd Σd Expansion Theory
Parameter
0 Simple Graphs Empty Graphs z
1 Connected Graphs Cayley Trees z 1st Mayer Theorem
2 Two-connected Graphs ? ρ 2nd Mayer Theorem
3 Triply Connected Graphs ? Series Parallel Graphs
(HNC Theory)
For d = 0, Λ = Σ0 is the ideal gas law; for d = 1, Λ = Σ1 gives the
Cayley tree approximation; and the two methods for d = 2 are Λ = ΛPY the Percus
Yevick approximation and Λ = ΛSP, the series parallel or hypernetted chain (HNC)
approximation.
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The general method of approximation of the corresponding theory comprises of:
• A method of simplification of graphs G ∈ Γ i.e. a mapping for each graph G
to an integrable simplification H
• Some form of estimation of the edges we do not integrate over through the
Mean Value Theorem of integral calculus
The integrands can be formulated as the product of f -functions fi,j and h-functions
hi,j = 1 + fi,j , which is the main idea used in the expansions of Ree Hoover for the
virial expansion.
Formally we define an f − h expansion scheme (d,Λ, ξ, η) as consisting of:
• The degree d of the expansions
• ξ - a partition of the Mayer graphs of the corresponding Mayer expansion,
giving the f − h expansion
• A collection of skeleton graphs Λ ⊂ Γd? d? ≤ d- which involve only f -lines -
these are the graphs we compute numerically and (d?,Λ) is called the approx-
imation method
• η is the simplifying mapping from Γd to Λ
VIII.2 Flower Graphs
There is a characterisation of minimal two-connected graphs given by Plummer
[Plu68], which is:
Theorem VIII.2.1 (Plummer’s Theorem). Let G be a two-connected graph, then
G is minimally two-connected, if and only if, either:
i) G is a cycle
ii) If S denotes the set of vertices of degree two in G, then there are at least two
components of G\S and each component of G\S is a tree and if C is any cycle
in G and T is any component of G \ S, then the graph (V (C)∩ V (T ), E(C)∩
E(T )) is empty or connected.
This section proposes an alternative characterisation of minimal two-connected
graphs, which are tractable to enumeration and understanding whether it is possible
to obtain an analogue to the Penrose tree construction.
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VIII.2.1 Definitions
Definition. A labelled two-connected graph g is called a flower graph if we can
construct it in the following (inductive) manner:
We start with a vertex set V = [N ]
We start with an initial cycle containing 1. Let S be the set containing the
points in the cycle. We can continue inductively by repeatedly applying the next two
steps until S = V
i) Consider the element s = min(V \ S) and construct a chain containing this
element and with endpoints in S and all other elements outside of S.
ii) Now redefine S as S∪C, where C is the set of all elements in the newly formed
chain.
Remark 41. We note that step i) is always possible, since our graph is two-
connected, we have two distinct paths from one point to another and so two distinct
paths from 1 to the new element to be added. These two paths will include some
edges outside of S, because they are distinct (have no edges in common), this gives
us our chain.
First of all we would like to understand a way of partitioning the two-
connected graphs according to these minimal ‘flower’ graphs. We formulate the
validity of the partition as the following theorem:
Theorem VIII.2.2 (The validity of a partition corresponding to flower graphs).
Every two-connected graph has a unique flower graph associated to it.
In order to prove this we first understand that we always have a cycle con-
taining 1 and then define which cycle we will take and make sure the subsequent
steps on how we build up our flower graph from a given two-connected graph is
unique.
The validity of a partition corresponding to flower graphs. If 1 is connected to only
one other vertex then removing this vertex would disconnect 1 from the rest of the
graph and so either 1 has at least two neighbours or the graph is just K2, which
is the flower graph on two points. If the vertex labelled 1 and its incident edges
are removed the graphs is still connected. There is then a path between the two
neighbours of 1 and adding in the edges to 1 gives a cycle containing 1. We then
choose the shortest cycle and, from the set of shortest cycles, the one with the
smallest sum of the labels of vertices in the cycle. This gives a unique first cycle
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We now have a set S, which is just the members of the cycle. Then we
consider s = min(V \ S), where V is the vertex set of the graph. Since the graph is
two-connected we have two disjoint paths from s to the set S and so joining these
two paths together we have a chain starting and ending at S and going through s.
We add the shortest chain and that with least total sum and making sure that if
there is a choice, the lowest element in S connects to the lowest endpoint in the
chain. We now redefine S = S ∪C, where C is the set of points in the chain. Since
our set increases in cardinality by at least one each time, eventually S = V , since V
is finite.
VIII.2.2 The Partition
In the example of the Penrose construction in Section VII.3, it is possible to define
a partition of connected graphs with respect to trees. It also has the additional
property that we can obtain a maximal connected graph from a given labelled tree.
The partition is then that we associate to a tree all graphs with any number of the
additional edges present in the maximal graph. The advantage of this is that each
additional edge e has the weight 1 + fe, which can be bounded by 1 for positive
potentials and thus not contribute.
The issue with this flower graph construction is that we cannot achieve a
maximal two-connected graph in all cases. When we have a collection of possible
edges to add to our flower graph, we haven’t got the possibility of taking the extra
edge or not as some sets of edges when taken together will give a different flower
graph when we run the procedure described in Section VIII.2.1. In Figure VIII.1,
we have a minimal two-connected graph denoted by the undashed lines. Adding
any of the two dashed lines we have a two-connected graph which will reduce to
the minimal graph through the procedure in Section VIII.2.1. However, the graph
displayed in Figure VIII.2 is what the graph with both dashed lines will reduce to
using the method in Section VIII.2.1.
The above construction still defines a partition since achieving the minimal
flower graph is unique, but there is no straightforward way of characterising what
the partition sets are like which would allow us to obtain an estimate on the error
of approximating these graphs by flower graphs. This makes it inherently more
difficult to define the ‘estimation factor’.
VIII.2.3 Enumeration
Let Fn denote the number of flower graphs on n vertices.
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Figure VIII.1: Flower graph coun-
terexample with two (dashed) edges
that may be added individually but
not together
2
1
6
5
43
Figure VIII.2: The minimal 2-
connected graph we get if both edges
are added in Figure VIII.1
If we have a flower graph on n vertices and we let l1 be the length of the
first cycle and li be the number of elements added on the ith successive chain, then
we can enumerate flower graphs by the number of chains/cycles we have. The first
cycle has to have at least three elements for it to be a cycle. This means we have at
most n − 2 chains. We also have the restriction that
k∑
i=1
li = n. For the first cycle
we have to pick the l1 − 1 vertices (other than 1) for the first cycle from the n− 1
vertices. Once the labels are chosen we can arrange them in any order in the cycle,
but we have symmetry from reversing the order of the cycle about 1 and so we get
a factor of 12(l1 − 1)!. We have the smallest vertex not in the cycle for the second
chain, so we must choose the remaining l2 − 1 from n− l1 − 1. We can permute the
elements in the chain as we like and we need to choose two distinct points in the
cycle for endpoints of the chain, giving the factor
(
l1
2
)
l2!. The further terms follow
inductively.
Fn ≤
n−1∑
k=1
∑
l1≥3
∑
l2,··· ,lk≥1
(
n− 1
l1 − 1
)(
n− l1 − 1
l2 − 1
)
· · ·
(
n− l1 − · · · − lk−1 − 1
lk − 1
)
1
2
(l1 − 1)!
(
l1
2
)
l2!
(
l1 + l2
2
)
l3! · · ·
(
l1 + · · ·+ lk−1
2
)
lk! (VIII.2.1)
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Fn ≤
n−2∑
k=1
∑
l1≥3
∑
l2,··· ,lk≥1
(n− 1)!
(l1 − 1)!(n− l1)!
(n− l1 − 1)!
(l2 − 1)!(n− l1 − l2)! · · ·
n− l1 − · · · − (lk−1 − 1)!
(lk − 1)!(n− l1 − · · · − lk)!
1
2
(l1 − 1)!l2! · · · lk! l1(l1 − 1)
2
(l1 + l2)(l1 + l2 − 1)
2
· · ·
(l1 + · · ·+ lk−1)(l1 + · · ·+ lk−1 − 1)!
2
(VIII.2.2)
We use (l1 + · · · l2)2 instead of (l1 + · · · + ls)(l1 + · · · + ls − 1) since it is an upper
bound and gives a simpler expression.
Fn ≤
n−1∑
k=1
2−k
∑
l1≥3
∑
l2,··· ,lk≥1
(n− 1)! 1
n− l1 · · ·
1
n− l1 − · · · − lk l2 · · · lk
l21(l1 + l2)
2 · · · (l1 + · · ·+ lk−1)2 (VIII.2.3)
Fn ≤ (n− 1)!
n−2∑
k=1
2−k
∑
l1+···+lk=n
l2 · · · lkl21(l1 + l2)2 · · · (l1 + · · ·+ lk−1)2
(n− l1) · · · (n− l1 − · · · lk−1) (VIII.2.4)
We make the change of variables ts = l1 + · · · + ls and tk = n and we have strict
inequalities between the tis, since each li ≥ 1. We make the standard integral
approximation for large n:
∑
1<t1<t2<···<tk−1<n
t21t
2
2 · · · t2k−1
(n− t1) · · · (n− tk−1)(t2 − t1) · · · (n− tk−1)
= n2(k−1)
∑
0<
t1
n
<···< tk−1
n
<1
(
t1
n
)2 · · ·( tk−1n )2(
1− t1n
) · · ·(1− tk−1n )
(
t2 − t1
n
)
· · ·
(
1− tk−1
n
)
' n2(k−1)
∫
0<x1<···<xk−1<1
x21 · · ·x2k−1
(1− x1) · · · (1− xk−1)(x2 − x1) · · · (1− xk−1)dx1 · · · dxk−1
(VIII.2.5)
1− 1
n∫
0
dx1 · · · dxk−1
(1− x1) · · · (1− xk−1) =
1
(k − 1)!
 1−
1
n∫
0
dx
1− x

k−1
=
(ln(n))k−1
(k − 1)! (VIII.2.6)
We can bound the numerator of (VIII.2.5), by bounding the product of square terms
by n−(2k−1) (n−1)!
2
(n−k)!2 . This arises from substituting the largest values possible for the
xi, and the difference terms by
(
n−k−1
n
)k−1
, since this is the highest any difference
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between two consecutive terms can be. This leaves us with:
Fn ≤ 1
2
((n− 1)!)3
n−2∑
k=1
(
ln(n)
2n
)k−1
(k − 1)!((n− k)!)2 (VIII.2.7)
ignoring the (n − k)! in the denominator, the sum is bounded by an exponential,
since each term is positive, and so we have
Fn ≤ 1
2
((n− 1)!)3n 12n (VIII.2.8)
This makes the modulus of the terms in the generating series we want to understand
the convergence of:
an =
1
2
n− 1
n
((n− 1)!)2n 12n (VIII.2.9)
This has zero radius of convergence. It makes it necessary to consider better ap-
proximations if it is convergent.
VIII.2.4 Enumeration Problems
There is an alternative viewpoint about enumerating the flower graphs. The idea
is that we can partition our set of vertices into the cycles or chains with the first
cycle being labelled 1 and the subsequent chains being labelled in ascending order
of the least element inside of them. Then we can connect the sets in the partition
according to where the endpoints of the chains join to the main body of the graph.
For example, the set labelled 2 has to have both ends joined to 1; the set 3 can
have both to 1, both to 2 or one to both. We can understand the number of such
structures by thinking inductively. When we add the (n+ 1)th set in our partition
we can join it twice to any previous set or to any unordered pair of the previous n
sets. This gives us n+ n(n−1)2 possibilities, giving the inductive formula:
Pn+1 =
(
n+
n(n− 1)
2
)
Pn =
n(n+ 1)
2
Pn (VIII.2.10)
This then leads to:
Pn =
n!(n− 1)!
2n
(VIII.2.11)
since P1 = 1. The exponential generating function:
P (x) =
∞∑
n=1
Pn
n!
xn (VIII.2.12)
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then has zero radius of convergence. Since the P structure gives an overall structure
for the flower graphs, it implies that the flower graph exponential generating function
is divergent.
Remark 42. It isn’t entirely clear what the relationship between F and P is, since
we have to make restrictions on the partitions in that the first set must have cardi-
nality at least three. Also we need to understand the substructure, that is how the
structure works on the chains and cycles. The problem arises from the fact that
the set with 1 in it has to be different to the others. It may be a point to consider
whether just giving the set with 1 in it the same structure as the rest would actu-
ally give smaller numbers for each term in the exponential generating series, thus
meaning we can consider this structure to give zero radius of convergence for flower
structures.
VIII.3 The Ree-Hoover Expansion
The Ree-Hoover expansion was introduced in the paper [RH64b] and has been suc-
cessfully applied in order to obtain either analytically or computationally virial
coefficients up to the tenth order for purely hardcore interactions [RH67, RH64a,
ClMc06, ClMc05] in various dimensions. Furthermore, it has also been used to ex-
plore analytic properties of the virial expansion in [ClMc04]. A key advantage of the
approach is the simplicity in the set up. It also reflects a lot of the combinatorial
cancellations, which are indicated in Chapter III.
Recall the edge weight used in the Mayer expansion:
fi,j = e
−βΦ(xi−xj) − 1 (VIII.3.1)
The reformulation of the virial expansion in [RH64b], introduces the tilde function,
through the important relationship:
1 = ˜fi,j − fi,j (VIII.3.2)
This is equivalent to:
˜fi,j := e
−βΦ(xi−xj)
(VIII.3.3)
For each missing edge in a two-connected graph, the factor 1 = ˜fi,j − fi,j
is introduced, to develop new graphs, which include a dashed line to denote the
f˜ -edges.
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The virial expansion can be cast as:
βP = ρ+
∞∑
k=2
ckρ
k
(VIII.3.4)
where
ck :=
(k − 1)
k!
∫
Vk(x1, · · · ,xk) dDx1 · · · dDxk−1 (VIII.3.5)
where the Husimi function Vk is the sum of all labelled two-connected Mayer graphs
with k points. The standard approach is to group all labelled graphs according to
their isomorphism type and define:
i) Si[n] - the integral of an unlabelled graph of (isomorphism) type i and n points
ii) σi[n] - the number of labellings of a graph of type i with n points
This provides us with the interpretation:
cn = −n− 1
n!
∑
i
σi[n]Si[n] (VIII.3.6)
All graphs when the replacement 1 = ˜fi,j − fi,j is made are complete, with
edges being either dashed ˜fi,j edges or regular fi,j edges. The contribution of the
diagram whose regular edges are the edges found in Si[n], is denoted S˜i[n]. The star
content of a diagram τi[n] is the combinatorial factor that is created from the fact
that for every two-connected subgraph, we can form S˜i[n], by adding the appropriate
f˜ and f -edges. Hence, we end up with the expansion:
cn = −n− 1
n!
∑
i
τi[n]σi[n]S˜i[n] (VIII.3.7)
The rule for counting the star content is:
count the number of labelled two-connected graphs, which can be formed by
successively removing an even number of edges from the Ree-Hoover diagram and
subtract from this the number of labelled two-connected diagrams that are formed
from removing an odd number of edges from the Ree-Hoover diagram. The resulting
number is precisely τi[n].
For the ten two-connected graphs on four vertices, the Ree-Hoover expansion
reduces to four graphs, where the complete graph has star content −2. We note here
that three of the graphs which are cancelled can be understood as maximal labelled
graphs with h-vectors (−1, 0,−1), (−1,−1, 2) and (1, 0, 0) in terms of the set up in
Chapter III. This also follows through for the general case as noted below.
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Figure VIII.3: The Contributing Diagrams for the Ree Hoover Expansion at n = 4
We use the notation SC(G) to denote the star content of a specific graph G
and Bi(G) to denote the collection of two-connected graphs formed by removing i
edges from G. We can then write the star content of a graph G as:
SC(G) =
|E|∑
i=1
(−1)i|Bi(G)| (VIII.3.8)
We make the simple observations that |B0(G)| = 1 if and only if G is two-connected
and |Bi(G)| = 0 ∀i > 0 if and only if G is minimally two-connected.
We may interpret Bi as a mapping from sets of graphs to sets of graphs,
where we define the extension:
Bi({G1, · · · , Gn}) :=
n⋃
j=1
Bi(Gj) (VIII.3.9)
In this case it is clear that Bi ◦ Bj = Bi+j . We also have the recursive formula for
the size of the sets:
|Bi+1(G)| = 1
i+ 1
∑
G′∈B1(G)
|Bi(G′)| (VIII.3.10)
There is also a useful connection to Chapter III, regarding how to calculate
the star content. We notice that for h-values, as given in Section III.3, which contain
elements different from 0 or −1 or are non-decreasing sequence, the maximal labelled
graph corresponding to such a h-vector will have zero star content as it is shown
that the alternating sum of these graphs all cancel. This works for labelled graphs
and can then be interpreted as reducing the number of graphs for a particular
isomorphism type. Furthermore, it indicates that the star content of a complete
graph is necessarily −(n− 2)!.
The main application of the Ree-Hoover expansion is to obtain virial co-
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efficients for hard-core models in D-dimensions. The advantage the Ree-Hoover
expansion plays is that some graphs are eliminated via having zero star content and
other graphs can be eliminated due to geometrical considerations, when the collec-
tion of fi,j and ˜fi,j-functions is incompatible for a particular diagram. The tilde
functions enforce the two labels to be of distance greater than 1 apart, whereas the
Mayer functions enforce the two labels to be less than 1 apart.
For graphs with the same tilde graph, but different number of vertices, we
have the relationship for star content:
τi[n] = (−1)(
n
2)−(m2 )τj [m]
(n− 1)!
(m− 2)! (VIII.3.11)
Indeed, if we consider a Ree-Hoover graph and remove a vertex, then, we see
that for the subgraph to have the same tilde subgraph, we must remove a vertex
which has f -edges to each other vertex. Each contributing term in the sum for
n− 1 appears in the sum for n, but with the possibility of at least two edges being
added from the ‘removable’ point to the graph. This will give the alternating sum
of factors
(
n−1
k
)
(−1)n−1−k for 2 ≤ k ≤ n− 1. Of course the full sum is zero and so
this truncated version is (−1)n + (−1)n−1(n− 1) = (−1)n−1(n− 2).
τi[n] = (−1)n−1(n− 2)τj [n− 1] (VIII.3.12)
If we let m be the least number such that we have a Ree-Hoover graph with
the same f˜ -subgraph, then we can formulate the virial coefficients as:
Bn = − 1
n
∑
i
(−1)(n2)−(m2 ) τj [m]σi[n]S˜i[n]
(m− 1)! (VIII.3.13)
Note also that σi[n] =
(
n
p
)
σj [m], where p is the number of vertices connected by f˜
in the corresponding f˜ -graph. We can therefore, when given an f˜ -graphs, sum over
n, the factor:
(−1)(n2)S˜i[n](n− 1)!
(n− p)! (VIII.3.14)
and have an overall n-independent factor:
τj [m](−1)1−(
m
2 )
(m− 2)!p! (VIII.3.15)
Thus the summation can be separated into the separate sums for different
tilde graphs. This approach does not seem to have been taken in the literature.
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Conclusions & Open Questions
In order to find a way to estimate the virial coefficients, this section has explored
the avenue of using minimal two-connected graphs in order to emulate the Penrose
tree-construction to achieve bounds. The literature has given particular starting
points such as using the original equations governing the thermodynamic properties
and making approximations here then interpreting them graphically, in the hope
that one may understand the final expansion through the iterative procedure. The
problems lie in the graphs which are discluded and require particular questions
detailed in the papers [Ste63,LGB59].
The key route would be to allow accuracy to be retained as much as possible
in evaluating the coefficients. This is reflected in the success of the Ree-Hoover
reformulation of the virial equation of state, which uses a clever trick of setting
1 = ˜fi,j−fi,j in order to reduce the number of graphs considered and to furthermore
obtains graphs which can easily be neglected in the case of hardcore gases. The work
done in Chapter III can be used to understand the cancellation of certain coefficients
as this reformulation relies upon elements of the Tonks gas.
This chapter has also presented the issues around using the minimal two-
connected graphs and obtaining suitable partitions. Partitions of the form of Pen-
rose, where we are able to express everything in terms of a minimal and maximal
graph are not possible in this case. The number of these minimal graphs also ap-
pears to be divergent and so making the approximation would not be as profitable
as in the case of connected graphs. Further cancellations must appear somewhere
else in the virial expansion and computing these should focus rather on the ideas
of Chapter III. Ree-Hoover is noted not to deal with every cancellation in the virial
expansion and it would be helpful to devise a method for doing this.
Further open questions of interest about the virial expansion include whether
it is possible to find negative ck for hard discs and spheres, which would have
consequences for the interpretation for the point at which the virial expansion fails
to converge. It would be beneficial to compute the fraction of Ree-Hoover diagrams
that vanish identically for large k. An analytic expression for ck for k ≥ 5 has not
yet been attained. Improved accurate reformulations may aid in doing so, or else
we can improve approximations.
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Chapter IX
Multispecies Virial Expansion
A further development to the work already presented in this thesis is to understand
the generalisation to many different types of particle. The result of this is to have
different fugacity parameters (zi)i∈I and densities (ρi)i∈I , where I represents a label
set for the particle type. The work presented in this chapter was mostly done in
collaboration with Jansen Tsagkarogiannis and Ueltschi and is found in the paper
[JTTU14].
The motivation for considering the multispecies generalisation is that they
are a very natural object as mixtures in Chemistry. They also arise as effective
models, when considering certain phenomena related to the order-disorder transition
in alloys [Fuc42]. Furthermore, the notions of a multicomponent system appear in
the treatment of a monatomic gas as a mixture of droplets (groups of particles
close in space) [Hill56]. These droplets may comprise of arbitrarily many droplets
and occur with arbitrary size, which motivates the need for an arbitrary number of
species.
Simultaneous to the study of monatomic gases, detailed in Chapters I and II,
there was a serious investigation of multi-component systems, which can, for exam-
ple, be found in [May39] for the case of a two-component system and later in [Fuc42]
for a mixture with an arbitrary (but finite) number of different components. Al-
though briefly mentioned already in [Fuc42], the complete study of the convergence
of the activity expansion comes later in [BaLe64] for mixtures of finitely many com-
ponents. Further background material can be found in [May37, MA37, HaMa38,
BoFu38,KaUh38].
The generalisation of virial expansions and approximate equations of state
from the monatomic gases to mixtures has important intrinsic difficulties. In the
paper [HeLe70], the van der Waals equation for binary mixtures of hard spheres
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comes in different versions, distinguished by different ‘mixing rules’ for obtaining
effective parameters of the mixture. Such problems are also noted in [LeRo64]
for the Percus-Yevick and virial equations of state. Section IX.1.presents how a
na¨ıve generalisation of the van der Waals equation of state encounters particular
difficulties.
In [Fuc42], it is indicated that even solving the case for binary mixtures
gives no indication on how to deduce results for more than two components. In
particular, the reduction of the cluster integrals to the irreducible cluster integrals
is not clear even in this case. The approach of this paper and the context of the other
background papers is presented in Section IX.2. This gives the key ideas that are
useful when considering the case of infinitely many particle types. Furthermore, this
section indicates the various applications found for a multispecies virial expansion.
From finitely many particle types, it would be interesting to generalise to
infinitely many types of particles. A useful result would be an estimate on the
domain of convergence.
Section IX.4 presents the virial expansion for countably many types of parti-
cle, addressing the result for convergence. The existence of a pressure function that
depends on countably many fugacity parameters is assumed. The pressure function
yields countably many densities (that are also functions of fugacities) and the goal
is to write the pressure as function of densities. In the case of one parameter, this
can be done using Lagrange inversion [LePen64,Rue69].
The analytic method of Lagrange inversion is also a standard tool in com-
binatorics [BLL98]. In the case of multicomponent systems, the key ingredient is
Good’s generalisation of the Lagrange inversion to several variables [Good60]. The
Lagrange-Good inversion has attracted attention in a variety of contexts [Abd03a,
Bru83, Ges87, EhMe94]. Faris has recently noticed its relevance for the virial ex-
pansion [Far12b]. Our main focus is on the convergence of the expansion. This is
covered in Section IX.3. The main result is the existence of a non-trivial domain
of convergence for the expansion of the pressure as function of densities. A novel
feature is to use Lagrange-Good for proving convergence.
The work of Mayer [MMay40] initiated the connection between cluster and
virial expansions with connected (Section I.2) and two-connected graphs (Section
II.2) respectively. Section IX.5 deals with a gas of classical particles with two-body
interactions. There are many species of particles. Under some given assumptions,
the virial coefficients are given in terms of two-connected graphs (irreducible cluster
integrals). This is done through the dissymmetry theorem for coloured weighted
graphs. This result holds whenever the weights satisfy a block factorisation property.
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Early derivations for systems with one, two, or finitely many components can be
found in [BoFu38, May39, Fuc42]. This connection has been further developed in
the work of Leroux and collaborators [DLL07], leading to modern proofs for the
expression of virial coefficients. This was generalised by Faris to the case of many
species [Far12b]. This chapter formulates sufficient conditions on the interactions
that guarantee the convergence of the virial expansion.
The results have relevance beyond statistical mechanics. Indeed, the main re-
sult can be formulated as an inverse function theorem for functions between Banach
spaces that are not necessarily Fre´chet-differentiable (Section IX.7). In addition,
the result can be applied in the original context of the Lagrange-Good inversion
formula: Good motivated his work by stochastic branching processes and com-
binatorics of coloured trees [Good60, Good65]. Recursive properties of trees lead
to functional equations between generating functions. When combined with the
inversion formula they yield expressions of probabilities or tree cardinalities as con-
tour integrals; Good explicitly computed some of those integrals. The result yields
bounds for cardinalities without having to compute the integrals, which is useful
when explicit computations prove too complicated.
In Section IX.6, a mixture of rigid molecules is considered. Using the results
on the convergence of the cluster expansion given in [Uel04, PoUe09], the mixture
is shown to meet the conditions of Section IX.4. It is also important to emphasise
that generalising this to more complicated systems provided inherent difficulties to
bound particular integrals of complex valued functions along a contour.
IX.1 A Generalisation of the van der Waals Equation
of State
In [HeLe70], it is emphasised that it is difficult to measure experimentally the in-
teraction of unlike molecules in order to obtain an equation of state for a mixture.
Instead a notion of the depth of the interaction between unlike particles is introduced
and is denoted by ε1,2. The key issue is that the behaviour of a virial expansion
through the van der Waals equation is sensitive to small changes in this parameter.
The principle of corresponding states is frequently used to describe such mixtures,
by considering an average interaction. The key problem that is presented is there is
a possibility of many different mixing rules to obtain the ρ1ρ2 coefficient depending
on how the interaction is determined. However, in the work of Jansen and Tsagkaro-
giannis [JaTs13], a positive result is given for the many species Tonks gas, where the
virial expansion is precisely the natural generalisation of the van der Waals equation
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of state.
The na¨ıve generalisation to multispecies for the van der Waals equation of
state is:(
P +
N21a11 + 2N1N2a12 +N
2
2a22
V 2
)
(V − b1N1 − b2N2 +O(Nρ)) = (N1 +N2)kT
(IX.1.1)
The first term corresponds to the weak potential/high-temperature effect of the
potentials between either particles of the same type or particles of two different
types. The N1N2 is the number of pairwise interactions. The idea of a volume
exclusion effect or the use of hardcore conditions is less transparent in this situation.
The volume exclusion effect is difficult to manage or understand and we consider a
linear approximation to this, since, as we will see, any effect of higher order would
not effect the second virial coefficient on which we now focus. We rearrange (IX.1.1)
to obtain:
(P + ρ21a11 + 2ρ1ρ2a12 + ρ
2
2a22)(1− b1ρ1 − b2ρ2 +O(ρ2)) = (ρ1 + ρ2)kT (IX.1.2)
We can then make the appropriate algebraic manipulations:
βP = (ρ1 + ρ2)(1 + b1ρ1 + b2ρ2 +O(ρ2)) = βρ21a11 − 2βρ1ρ2a12 − βρ22a22
βP = ρ1 + ρ2 + ρ
2
1(b1 − βa11) + ρ22(b2 − βa22) + ρ1ρ2(b1 + b2 − 2βa12)O(ρ3) (IX.1.3)
We can draw the same comparison for the multispecies van der Waals as was
made for the single species in Section II.1, since the only difference is the different
potentials we may integrate over. This derivation indicates that the hardcore condi-
tions for type 1 and type 2 would have to sum to give that of the interaction between
1 and 2, but this will not always be true. We can consider the case of having the
two types being protons and electrons, which repel like particles at short range, but
are attractive for unlike particles. The van der Waals equation of state thus does
not have a straightforward universal application to mixtures.
IX.2 Background Material for Multi-species Thermo-
dynamics
They key background material to the multi-species generalisation presented in this
chapter is the work of Fuchs [Fuc42], in which Mayer’s formulation of the cluster
and virial expansions is extended to finitely many species case. Indeed, to obtain
the interpretation of two-connected graphs for the virial expansion, the concept
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of an incomplete irreducible cluster is introduced, where the irreducible cluster is
incomplete due to the fact that one articulation point is left out and this has a
particular type, which marks the ‘type’ of the irreducible cluster. This is analogous
to the method of proof for the dissymmetry theorem presented in Section IX.5,
in which an articulation point is left out that is closest to the bc-centre of the
tree, which is the canonical approach in combinatorial species. Fuchs leaves an
arbitrary articulation point undetermined and then continues from there. A step
by step interpretation of the combinatorics of forming connected graphs from these
irreducible components is given, which reflects the Lagrange-Good inversion given
in Section IX.3:
l1b(l) =
∑
(µi(ν))
∣∣∣∣∣∣δi,j − 1lj
∑
(ν)
(νi − δi,j)µj(ν)
∣∣∣∣∣∣
A
A∏
i=1
∏
(ν)
(liνiB(ν))
µi(ν)
µi(ν)!
(IX.2.1)
where b(l) are the cluster coefficients and B(ν) are the virial coefficients.
The vector l denotes the coefficient of
A∏
i=1
zlii =: z
l
(IX.2.2)
in the cluster expansion and similarly for B(ν) in the virial expansion for ρ. A is the
number of species. The modulus indicates taking the determinant of the matrix with
the defined (i, j)-entries. The summation is over all collections of integers µi(ν) ≥ 0
such that:
A∑
j=1
∑
ν
(νi − δi,j)µj(ν) =
li if i 6= 1li − 1 if i = 1 (IX.2.3)
The above is also written in terms of generating functions through integral
representations of the appropriate coefficients and the formula may also be obtained
via contour integrals of complex analysis.
Another key issue that is emphasised in this paper is the notion of associ-
ated radii of convergence, first introduced by Borel [Bor01], for multidimensional
expansions. Constants K1 · · ·KA−1 are introduced and the ratios of the Ni-number
of particles of species i are modified in order to give the largest limit of
(
Qτ (N)
A−1∏
i=1
KNii
) 1
N
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as
A∑
i=1
Ni = N → ∞. This is denoted λ(K). Qτ (N) is the canonical partition
function and the coefficient of zN in the cluster expansion. The set of associated
radii of convergence are XiKi = XA =
1
λ(K) . These replace the single radius of
convergence in the case of one dimension.
The paper of Lebowitz and Rowlinson [LeRo64] generalises the Percus-Yevick
equation and focuses on the case of the hard sphere. The paper of Baert and
Lebowitz [BaLe64] generalises the cluster expansion bounds of Groeneveld and Pen-
rose to the (finite) multispecies expansion, giving the requirement:
A∑
i=1
|zi| ≤ (exp (1 + 2βB)Cm(β))−1 (IX.2.4)
where Cm(β) is the maximal temperedness:
Cm(β) = max
(i,j)
∫
|exp(−βΦi,j(r))− 1| dr (IX.2.5)
with Φi,j(r) the pair potential between a particle of species i and j.
B is the universal stability bound, such that for any s ∈ N, collection of
particle types, denoted by c : [s]→ [A] and locations (xi)i∈[s], we have:∑
1≤i<j≤s
Φc(i),c(j)(|xi − xj |) ≥ −sB (IX.2.6)
Furthermore, multispecies has been a useful tool in the study of Anyon mod-
els by Isakov Mashkevich and Ouvry [Isa94, IMO95, IsMa97], in which a similar
derivation of virial coefficients is made to low order and through algebraic relation-
ships.
IX.3 Lagrange-Good Inversion
The history of Lagrange inversion and attempts to extend it to many dimensions
includes many different techniques and approaches. It is a very rich subject, which
is full of various connections within Mathematics.
The first main proof of a general finite dimensional Lagrange inversion is
given by Good [Good60,Good65], when considering the probability generating func-
tion of the sizes of generations in a tree consisting of C distinct species or colours.
The theorem of Good is given below:
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Theorem IX.3.1 (Lagrange-Good Inversion). Let
z = ζ ∧ f(z) (IX.3.1)
each component of the vectors indicating a separate equation and the ∧ operation
meaning to multiply vectors componentwise. Let Ψ(z, ζ) be a meromorphic function
in a neighbourhood of z = ζ = 0. Then:
[ζm]Ψ(z(ζ), ζ) = [zm]
(
Ψ(z, ζ(z))f(z)m
∣∣∣∣δi,j − zifi(z) ∂fi(z)∂zj
∣∣∣∣
i,j∈[C]
)
(IX.3.2)
There is another useful paper of Merlini Sprugnoli and Verri [MSV06], which
indicates applications of the Lagrange inversion formula and other interpretations of
Lagrange inversion, including computing generating functions of sequences; perform-
ing coefficient extraction of a formal power series; comparing combinatorial sums;
and performing inversion of identities. Their formulation for the one-dimensional
case is stated below due to the simplicity of applying it.
Theorem IX.3.2 (Merlini Sprugnoli Verri formulation of Lagrange inversion). Let
w = w(t) be defined implicitly by w = tϕ(w), where ϕ(t) is a formal power series
with ϕ(0) 6= 0, then we have:
[tn]w(t)k =
k
n
[tn−k]ϕ(t)n (IX.3.3)
This is often called the Bu¨rmann inversion formula.
In combinatorics there is also the interpretation of formal power series as
matrices and as Riordan arrays. A Riordan array comes from a pair of formal
power series (d(t), h(t)), where d(0) 6= 0 and h(0)−0 with h′(0) 6= 0. This generates
a lower triangular array dn,k := [t
n]d(t)h(t)k. If (fn)n∈N is a sequence of numbers
corresponding to the generating function f(t), we have:
n∑
k=0
dn,kfk = [t
n]d(t)f(h(t)) (IX.3.4)
A species interpretation is also given for the multispecies Lagrange inversion,
which extends that presented in Section VI.2, in [GL95] for finitely many species
and also in [EhMe94] for an arbitrary but countable number of species. The key
feature is the definition of composition in coloured species case and its relationship
with plethysm and the umbral calculus.
Another perspective is given by Abdesselam in [Abd03a], giving an inter-
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pretation through complex bosonic field theory, involving transformation of fields:
φ¯ → φ¯ and φ → V (φ) = φ − xg(φ). Another paper [Abd03b] links this consistent
interpretation with the related Jacobian conjecture.
An operator interpretation of achieving Lagrange inversion is presented in
[Kra88], giving orthogonality relations through properties of sequences (fk)k∈Z and
(f˜k)k∈Z with (fk, f˜n) = δn,k with the inner product defined by:
[z0]
(
fk(z)
(
zf ′(z)
fn+1(z)
))
= δn,k (IX.3.5)
In [EhMe94], the infinite version of Lagrange-Good inversion is given as:
Theorem IX.3.3 (Infinitely Variated Good’s Inversion Formula). Let f(x) be a
summable collection of formal power series and let G(x) be a collection of formal
power series, such that for all i ∈ N
fi(x) = xi(Gi ◦ f(x)) (IX.3.6)
Let J = {i ∈ N|ni 6= 0} and assume n ≥ k Then we have that:
[xn]
∏
i∈N
fi(x)
ki = [xn−k]
∣∣∣∣δi,jGi(x)ni − xj ∂Gi(X)∂xj Gi(x)ni−1
∣∣∣∣
i,j∈J
(IX.3.7)
This formula can be recast in a version amenable to the context for virial
and cluster expansions. The key relationship is:
ρi = zi × ∂P
∂zi
(IX.3.8)
The thermodynamic variables are related to the functions in (IX.3.6) by making the
identifications:
fi = zi xi = ρi and Gi =
1
∂P
∂zi
We may recast (IX.3.7) by substituting ρi for xi and zi for fi on the left hand side,
but zi for xi and of course
1
∂P
∂zi
for Gi on the right hand side. This leads to the
corollary:
Corollary IX.3.4 (Thermodynamic version of Good’s Inversion Formula). For
activity parameters zi, pressure P and densities ρi, we have the following inversion
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formula:
[ρn]zk = [zn−k]
∣∣∣∣∣∣δi,j
(
1
∂P
∂zi
)ni
− zj ∂
∂zj
(
1
∂P
∂zi
)(
1
∂P
∂zi
)ni−1∣∣∣∣∣∣
i,j∈N
(IX.3.9)
IX.4 General virial expansions
The paper [JTTU14] gives conditions for the convergence of the virial expansion,
dependent on conditions on mutlispecies cluster expansion coefficients. It also indi-
cates, in the context of [PoUe09], the example of rigid polymers as an application of
these bounds. It draws upon connections with the coloured dissymmetry theorem
and requirements for the multispecies virial coefficients to be written in terms of
weighted coloured two-connected graphs analogous to the one species case.
IX.4.1 Setting & results
Let z = (z1, z2, . . . ) denote a sequence of complex numbers, where zi is interpreted
as the fugacity of species i. Consider the formal series
p(z) =
∑
n
b(n)zn, (IX.4.1)
where the sum is over all multi-indices n = (n1, n2, . . . ), ni ∈ N, with finitely-many
non-zero entries and
∑
i∈N zi ≥ 1. We assume that for all i ∈ N, the coefficient
b(0, . . . , 1, 0, . . .) of zi in p(z) is non-zero; this is the only condition needed to apply
Lagrange inversion. In Section IX.6, we make the additional assumption that the
coefficients are normalised to b(0, . . . , 1, 0, . . .) = 1, as is the case in most applications
in statistical mechanics.
p(z) is the pressure of the system with many species. A physically relevant
quantity is the density ρi of the species i, whose definition is
ρi(z) = zi
∂p
∂zi
(z). (IX.4.2)
We do not suppose yet that the series for p(z) is convergent, and the equation above
should be understood in the sense of formal series. To be precise, ρi(z) is the formal
series with coefficients nib(n).
The virial coefficients c(n) are given by:
p(z) =
∑
n
c(n)ρ(z)n. (IX.4.3)
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The coefficients c(n) are well-defined in the sense of formal series. Observe that
[zk]ρ(z)n 6= 0 only if n ≤ k, i.e., if ni ≤ ki for all i. Then (ρ(z)n)n is a “summable
family” of formal series in the sense of Def. 2.2 in [EhMe94], and the coefficients of
zk in (IX.4.3) satisfy
b(k) = [zk]
∑
n
c(n)ρ(z)n =
∑
n≤k
c(n)[zk]ρ(z)n, (IX.4.4)
the latter sum being finite. Then Eq. (IX.4.4) can be inverted recursively, and
c(k1, . . . , k`, 0, . . . ) can be expressed in terms of b(n) and c(n1, . . . , n`, 0, . . . ) with
ni ≤ ki, i = 1, . . . , `− 1, and n` < k`.
The goal is to control the convergence of the virial expansion, assuming
convergence of the series p(z). In the following, the statement “| log f(z)| ≤ a”
means that there is a A(z) ∈ C such that f(z) = exp(A(z)) and |A(z)| ≤ a, i.e.,
the precise choice of the branch of the logarithm is irrelevant.
Theorem IX.4.1. Assume that there exist 0 < ri < Ri and ai ≥ 0, i = 1, 2, . . . ,
such that
• p(z) converges absolutely in the polydisc D = {z ∈ CN | ∀i ∈ N : |zi| < Ri}.
•
∣∣∣log ∂p
∂zi
(z)
∣∣∣ < ai for all i ≥ 1 and all z ∈ D.
•
∑
i≥1
√
ri
Ri
<∞ and
∑
i≥1
ria
2
i
Ri
<∞.
Then there exists a constant C < ∞ (which depends on the ri, Ri, ai, but not on
n) such that
|c(n)| ≤ C sup
z∈D
|p(z)|
∏
i≥1
( eai
ri
)ni
. (IX.4.5)
The estimate for c(n) guarantees convergence of the series
∑
n c(n)ρ
n for
all ρ in a polydisc
D′ =
{
ρ ∈ CN | ∀i ∈ N : |ρi| < ri e−ai ,
∑
i∈N
|ρi| e
ai
ri
<∞
}
. (IX.4.6)
We can also address the following question: Consider the functions zi(ρ)
obtained by inverting (IX.4.2); for given ρ ∈ D′, does z(ρ) belong to D, so that
p(z(ρ)) is given by an absolutely convergent series? The following result provides a
partial answer, as it guarantees convergence when ρ belongs to a smaller domain.
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Theorem IX.4.2. Under the same assumptions as in Theorem IX.4.1, we have
∣∣∣[ρn]z(ρ)k
ρk
∣∣∣ < C∏
i≥1
eai(ni+ki)
rnii
.
The constant C is the same as in Theorem IX.4.1, and the proof is similar.
It can be found at the end of Section IX.4.2.
Let i ∈ N and choose k = (kj) = (δi,j) in Theorem IX.4.2. We get that for
all ρ ∈ D′,
|zi(ρ)| ≤ C|ρi| eai
∏
j≥1
(
1− e
aj |ρj |
rj
)−1
, (IX.4.7)
so that z(ρ) ∈ D for ρ small enough. The inequality (IX.4.7) is the analogue of the
bound |ρk(z)| ≤ |zk| exp(ak), valid for z ∈ D under the assumptions of Theorem
IX.4.1.
IX.4.2 Lagrange-Good inversion & bounds of virial coefficients
The Lagrange-Good inversion formula IX.3.9 gives explicit expressions for c(n) and
[ρn]zk, which can then be estimated. It gives the algebraic relationship between
the coefficients of the related power series and the intention is to use this to come
up with an analytic understanding in terms of bounds.
Let N be the largest index i such that ni 6= 0, and consider the N×N matrix
M(z) =
(
δij +
zi
∂2p
∂zi∂zj
∂p
∂zi
)
1≤i,j≤N
. (IX.4.8)
We use Eq. (4.5) of [Ges87] to get
[ρn]Φ(z(ρ)) = [zn]Φ(z)
1( ∂p
∂z
)n detM(z). (IX.4.9)
Here, we used the notation
( ∂p
∂z
)n
=
∏
i
( ∂p
∂zi
)ni . We employ the formula above
with Φ(z) = p(z) and Φ(z) = zk/ρ(z)k. In [Ges87], the formula has been proved
for finitely many species; a proof for infinitely many species is given in [EhMe94]
(Theorem 4). Note, however, that we can apply the finitely many species version in
our context because we only need it for n with finitely many non-zero entries.
In order to estimate the coefficients of the right side, we use Cauchy’s formula
and get upper bounds on the various terms. We start with the determinant in
(IX.4.9).
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Lemma IX.4.3. Under the assumptions of Theorem IX.4.1, there exists a constant
C <∞ such that for all z with |zi| = ri, and all N , we have
|detM(z)| ≤ C.
Proof. We start by expanding detM(z) in terms of determinants of minors. We
denote by S[N ] and S[J ] denoting the set of permutations on [N ] and on J ⊂ [N ],
respectively. The expansion is:
detM(z) =
∑
σ∈S[N ]
sgn(σ)
N∏
i=1
(
δi,σ(i) +
zi
∂2p
∂zi∂zσ(i)
∂p
∂zi
)
=
∑
σ∈S[N ]
sgn(σ)
∑
J⊂[N ]
∏
i∈Jc
δi,σ(i)
∏
i∈J
zi
∂2p
∂zi∂zσ(i)
∂p
∂zi
=
∑
J⊂[N ]
∑
σ∈S[J ]
sgn(σ)
∏
i∈J
zi
∂2p
∂zi∂zσ(i)
∂p
∂zi
=
∑
J⊂[N ]
∣∣∣∣zi ∂
2p
∂zi∂zj
∂p
∂zi
∣∣∣∣
i,j∈J
,
(IX.4.10)
where the summand corresponding to J = ∅ is by definition equal to 1. Let ui be
non-zero numbers to be determined later. We use the identity detM = detDMD−1
with D the diagonal matrix with entries u−1i
∂p
∂zi
in the diagonal, and we get
detM(z) =
∑
J⊂[N ]
∣∣∣∣ziujui ∂∂zi log ∂p∂zj
∣∣∣∣
i,j∈J
. (IX.4.11)
From Hadamard’s inequality, we get the upper bound
| detM(z)| ≤
∑
J⊂[N ]
∏
i∈J
(∑
j∈J
|zi|2
u2j
u2i
∣∣∣ ∂
∂zi
log
∂p
∂zj
∣∣∣2)1/2. (IX.4.12)
By Cauchy’s formula, choosing the contour around zi with radius Ri− ri, and using
the bound on the logarithm of ∂p∂zj , we get
∣∣∣ ∂
∂zi
log
∂p
∂zj
(z)
∣∣∣ = ∣∣∣∣ 12pii
∮ log ∂p∂zj (zˆ(i), w)
(w − zi)2 dw
∣∣∣∣ ≤ ajRi − ri , (IX.4.13)
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where zˆ(i) is the vector z without the zi term. Then
| detM(z)| ≤
∑
J⊂[N ]
∏
i∈J
[
ri
ui(Ri − ri)
(∑
j∈J
u2ja
2
j
)1/2]
≤
N∏
i=1
[
1 +
ri
ui(Ri − ri)
(∑
j≥1
u2ja
2
j
)1/2]
≤ exp
[∑
i≥1
ri
ui(Ri − ri)
(∑
j≥1
u2ja
2
j
)1/2]
.
(IX.4.14)
Choosing uj =
√
rj/Rj , the expression above is finite by the assumptions of the
lemma.
Proof of Theorem IX.4.1. We use the Lagrange-Good inversion (IX.4.9) and Cauchy’s
formula and we write
c(n) =
( N∏
i=1
1
2pii
∮
dzi
zni+1i
)
p(z)
1( ∂p
∂z (z)
)n detM(z), (IX.4.15)
with the contours being circles of radii ri around the origin. It follows from the
assumptions that
∣∣ ∂p
∂zi
∣∣ > e−ai for all i and all z ∈ D. Theorem IX.4.1 then follows
from Lemma IX.4.3.
Proof of Theorem IX.4.2. We use Eq. (IX.4.9) with Φ(z) = zk/ρ(z)k. We then
repeat the proof of Theorem IX.4.1 without the term p(z). This yields the bound
∣∣∣[ρn]z(ρ)k
ρk
∣∣∣ = ∣∣∣[zn] zk
ρ(z)k
1( ∂p
∂z
)n detM(z)∣∣∣
=
∣∣∣[zn] 1( ∂p
∂z
)n+k detM(z)∣∣∣
< C
∏
i≥1
eai(ni+ki)
rnii
.
(IX.4.16)
IX.5 Connected and two-connected graphs
We now make a further assumption on the series p(z) introduced in (IX.4.1): it is
given by the (weighted) exponential generating function of coloured graphs. This
choice is motivated by applications to statistical mechanics, which are discussed in
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Section IX.6. If the weights satisfy a certain block factorisation property, the virial
coefficients c(n) can be expressed using two-connected graphs.
A coloured graph is a pair (g,k) where g is a graph and and k is a function
V (g) → N that assigns the colour ki ∈ N to each i ∈ V (g). Coloured connected
graphs are pairs (g,k) with g a connected graph, coloured two-connected graphs
are pairs (g,k) with g a two-connected graph. The results of this section can be
formulated in the general framework of labelled coloured combinatorial species (
[MeNa93], [EhMe94]). Here they are presented in a self-contained way.
Let w(g,k) be a weight function on coloured graphs. We assume that it
is invariant under relabellings that preserve the colour: let σ : V → V be a bi-
jection with the property that kσ(i) = ki for all i ∈ V , and gσ the graph with
vertices V (gσ) = V (g) and edges E(gσ) =
{{σ(i), σ(j)} : {i, j} ∈ E(g)}, then
w(gσ,k) = w(g,k). The weighted exponential generating function for connected
graphs is defined by
Cw(z) =
∑
n≥1
1
n!
∑
k=(k1,...,kn)
zk1 . . . zkn
∑
g∈C[n]
w(g,k)
=
∑
n
zn
n!
∑
g∈C[n]
w(g).
(IX.5.1)
In the second line the sum is over multi-indices n with finitely many entries, and C[n]
denotes the set of coloured graphs g = (g,k[n]) with vertices 1, 2, . . . , |n| and k[n] the
colouring such that the first n1 vertices have colour 1, the vertices n1 +1, . . . , n1 +n2
have colour 2, etc. We shall refer to k[n] as the canonical colouring. The second
expression for C(z) is more elegant but the first expression turns out to be more
practical. These formulæ should still be understood as formal series.
We suppose that w(g,k) factorises with respect to the block decomposition
of g. Recall that an articulation point of g is a vertex i ∈ V such that the sub-
graph g \{i} is disconnected. (A two-connected graph is a connected graph without
articulation point.)
Theorem IX.5.1. Assume that p(z) = Cw(z) as above, that the weight function
w(g,k) satisfies w(g,k) = 1 when g has size n = 1, and
w(g,k) =
m∏
i=1
w(gi,k
∣∣
V (gi)
)
when g has size n ≥ 2, where {g1, . . . , gm} is the block decomposition of g and k
∣∣
V (gi)
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Articulation 
points
Block 1
Block 2
Block 3
Figure IX.1: The block decomposition of a connected graph.
is the restriction of the colouring k : V (g)→ N to V (gi). Then
p(z) =
∑
k≥1
ρk(z)−
∑
n: |n|≥2
(|n| − 1)ρ(z)n
n!
∑
g∈B[n]
w(g)
where B[n] consists of the two-connected coloured graphs g = (g,k[n]) with canonical
colouring k[n] and vertex set V (g) = {1, 2, . . . , |n|}.
The proof is given at the end of this section. It uses the dissymmetry theorem
of combinatorial structures, following [BLL98].
If k ∈ N denotes a colour, a k-rooted graph is a triplet (g,k, i) where g is a
graph with finite vertex set V (g), k ∈ NV (g), i ∈ V (g), with the property that the
root i has colour ki = k. The weighted exponential generating function of k-rooted
connected graphs is
C•kw (z) =
∑
n≥1
1
n!
∑
k=(k1,...,kn)
zk1 . . . zkn
∣∣{i : ki = k}∣∣ ∑
g∈C[n]
w(g,k)
=
∑
n
nk
zn
n!
∑
g∈C[n]
w(g)
= zk
∂C
∂zk
(z).
(IX.5.2)
Let C, C•k be the sets of connected (resp. k-rooted connected) coloured
graphs with vertex set of the form [n], n ∈ N, and set and C• := ∪k∈NC•k. The
associated exponential generating function is C•(z) =
∑
k∈NC
•k(z). We define
B, B• and their exponential generating functions B(z), B•(z) in a similar way,
replacing “connected” with “two-connected”.
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Next, we describe the composition of connected and two-connected graphs.
The set B({C•k}k∈N) consists of coloured two-connected graphs whose vertices con-
tain a rooted connected graph with the appropriate colour for the root. More
precisely, an element g ∈ B({C•k}k∈N) of size n is a triple γ = (k, γ, (γi)i∈V(γ))
consisting of
• A colour assignment k ∈ Nn.
• A two-connected graph γ with vertex set V (γ) ⊂ [n], |V (γ)| ≥ 2.
• A family (γi)i∈V (γ) of connected graphs γi such that i ∈ V (γi), and the vertex
sets form a partition [n] = ∪i∈V (γ)V (γi). Note that (γi,k|V (γi), i) is a ki-rooted
coloured connected graph.
With each γ we associate the connected graph g = g(γ) with vertices 1, . . . , n
and edge set E(γ) ∪ (∪i∈V (γ)E(γi)). We assign to the composite structure γ the
weight w(g(γ),k) of the underlying connected coloured graph. We also introduce
B•({C•k}k∈N), which is as above but with the additional choice of a root in V (γ).
Lemma IX.5.2. Under the assumptions of Theorem IX.5.1, the weighted exponen-
tial generating functions of B({C•k}k∈N) and B•({C•k}k∈N) satisfy
B({C•k(z)}k∈N) =
∑
γ∈B({C•k}k∈N)
1
n!
zk1 . . . zknw(g,k),
B•({C•k(z)}k∈N) =
∑
γ∈B•({C•k}k∈N)
1
n!
zk1 . . . zknw(g,k).
Here, n = n(g) is the size of g, k = k(g) is the colour assignment of the vertices
[n] and g = g(γ) is the induced connected graph on the set of vertices [n].
The proofs are tedious but immediate: one sums over all components of g,
and uses the multinomial theorem so that the elements of the partition become
independent. This is possible because of the factorisation property of the weights,
w(g(γ),k) = w(γ,k|V (γ))×
∏
i∈V (γ)
w(γi,k|V (γi)). (IX.5.3)
For a proof in the context of labelled coloured combinatorial species (but without
weights), see [MeNa93] and [EhMe94].
Next, we state the dissymmetry theorem for coloured graphs.
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Theorem IX.5.3. We have
C + B•({C•k}k∈N) = C• + B({C•k}k∈N)
in the sense that there is a size and weight preserving bijection between C+B•({C•k}k∈N)
and C• + B({C•k}k∈N).
Proof. There are two mappings φ : C+B•({C•k}k∈N)→ C and ψ : C•+B({C•k}k∈N)→
C, which associate to each graph in each of the sets above a unique connected graph.
The idea is to informally ‘forget’ the extra structure afforded to us by the composite
structures.
These two mappings are conveniently described in terms of their preimages
(the structures corresponding to the same connected graph):
The preimage of g under φ consists of the union of:
• The set containing the graph itself, g ∈ C.
• The set of composite structures (k, γ, (γi)i∈V (γ), r) ∈ B•({C•k}k∈N) where γ is
one of the blocks g1, . . . , gm of g, r ∈ V (γ), and (γi) are uniquely determined
by g and the choice of γ.
The preimage of g under ψ consists of the union of:
• The set of ordered pairs (g, i)i∈[n] ∈ C•, where the second entry indicates a
root.
• The set of composite structures (k, γ, (γi)i∈V (γ)), where γ is one of the blocks
g1, . . . , gm of g and (γi) are uniquely determined by g and the choice of γ, as
described above.
It is sufficient to prove that for every g = (g,k) ∈ C, the preimages φ−1({g})
and ψ−1({g}) have the same cardinality.
Let g = (g,k) ∈ C. If g has size one, then φ−1({g}) = {g} ⊂ C and
ψ−1({g}) = {(g,k, 1)} ⊂ C•, and both preimages have cardinality 1. If g has size
n ≥ 2, let {g1, . . . , gm} be the block decomposition of g.
The preimage under φ has cardinality
1 +
m∑
i=1
|V (gi)|. (IX.5.4)
The sum gives the possible roots for each block considered in turn.
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The preimage under ψ has cardinality
n+m. (IX.5.5)
The first “n” corresponds to the number of ways to choose the root when the preim-
age is in C•, and m is the number of composite structures γ ∈ B•({C•k}k∈N) with
g(γ) = g.
There remains to show that the block decomposition of every g ∈ C[n] satisfies
1 +
m∑
i=1
|V (gi)| = n+m, (IX.5.6)
or equivalently
m∑
i=1
(|V (gi)| − 1) = n− 1. (IX.5.7)
This can be seen by induction. This clearly holds when m = 1 and V(g1) = [n] (this
corresponds to g being two-connected). Now suppose that g ∈ C[n] has m blocks of
size n1, . . . , nm. Consider the bipartite graph t whose vertex set consists of the blocks
g1, . . . , gm and articulation points a1, . . . , a` of g, and edges {{gi, aj} : aj ∈ gi}. The
graph t is known [BLL98] to be a tree and called the block cut-point tree of g. Let
v ∈ V(t) be a leaf of t. Then v is a vertex belonging to exactly one edge and must
be a block v = gi containing exactly one articulation point a of g.
Thus there is a block containing precisely one articulation point of g, and
without loss of generality we take this to be the mth block. We remove from g all
edges of the block gm and all vertices of gm, except the articulation point a. We
now have a graph with m − 1 blocks and so we have ∑m−1i=1 (ni − 1) = n − nm by
induction. Therefore,
m∑
i=1
(ni − 1) = n− nm + nm − 1 = n− 1. (IX.5.8)
Proof of Theorem IX.5.1. Lemma IX.5.2 and the dissymmetry theorem imply that
the exponential generating functions satisfy
C(z) +B•({C•k(z)}k∈N) = C•(z) +B({C•k(z)}k∈N). (IX.5.9)
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To directly compare with Theorem IX.5.1, we write this as:
C(z) = C•(z) +B({C•k(z)}k∈N)−B•({C•k(z)}k∈N). (IX.5.10)
We have p(z) = C(z) and ρk(z) = C
•k(z), and the theorem follows.
We conclude this section with two remarks. The first remark is that under
the assumptions of Theorem IX.5.1, we also have a formula for the expansion of the
chemical potential log zk in terms of the density,
log zk = log ρk(z)− ∂B
∂ρk
(
ρ(z)
)
, B(ρ) =
∑
n: |n|≥2
ρn
n!
∑
g∈B[n]
w(g). (IX.5.11)
This follows from the relation
ρk(z) = C
•k(z) = zk exp
( ∂B
∂ρk
(
ρ(z)
))
(IX.5.12)
[Far10]; ∂kB is the generating function for two-connected graphs whose root is a
“ghost” of colour k.
The second remark is that Theorem IX.5.1 is not limited to connected and
two-connected graphs, but holds for pairs of combinatorial structures with a similar
composition structure – as Leroux puts it, for “various tree-like structures” [Ler04].
A well-known example is the dissymmetry theorem for trees [BLL98], which can be
adapted to coloured trees with colour-dependent weights and constraints. This is
interesting because Good’s original motivation for his multi-variable version of the
Lagrange inversion came from branching processes in probability and combinatorics
of trees [Good60,Good65]. Further notes on the dissymmetry theorem are found in
Section VI.3.
IX.6 Classical gas of rigid molecules
The context of the application to a classical gas of rigid molecules is along the lines
of the paper [PoUe09]. There is a key issue here in not being able to achieve the
necessary uniform lower bounds for the logarithm of the possibly complex-valued
functions, which could give continuous internal degrees of freedom. The term rigid
indicates that the pair potential between two particles is independent of further
degrees of freedom than particle type, such as particle orientation or spin.
We now describe a physical system that fits the theory of Sections IX.4 and
IX.5. It consists of a gas of molecules that are assumed to be rigid. Let Λ ⊂ Rd be
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the domain, which we take as a cube in Rd with periodic boundary conditions. We
let V denote its volume. A molecule is represented by
X = (k, x, φ), (IX.6.1)
where k ∈ N denotes the species, x ∈ Λ denotes the position, and φ ∈ Φ := Sd−1 =
{φ ∈ Rd | ‖φ‖ = 1} denotes the orientation. Interactions are given by a function
U(X1, X2) that takes values in R ∪ {+∞}. Let
ζ(X1, X2) = e
−U(X1,X2) − 1. (IX.6.2)
We take periodic boundary conditions, i.e., we assume that if Λ = [0, L]d, and
y − y′ ∈ LZd, then U((x, k, φ), (y, `, ψ)) = U((x, k, φ), (y′, `, ψ)). We make three
assumptions on the interactions. The first one is about symmetries, the second one
is the stability condition that ensures the existence of the thermodynamic limit, and
the last one implies that we consider a regime of low density or high temperatures.
Assumption 10. The potential function U satisfies
• Symmetry: U(X1, X2) = U(X2, X1).
• Translation invariance: If X + a denotes the molecule translated by a ∈ Λ,
i.e., with position x+ a, then U(X1 + a,X2 + a) = U(X1, X2).
• Rotation invariance: If RX denotes the molecule rotated by the orthogonal
matrix R, i.e., with orientation Rφ, then U(RX1, RX2) = U(X1, X2).
The partition function of the system is
ZΛ(z) =
∑
n≥0
1
n!
∑
k∈Nn
zk1 . . . zkn
∫
Λn
dx1 . . . dxn
∫
Φn
dφ1 . . . dφn exp
{
−
∑
1≤i<j≤n
U(Xi, Xj)
}
.
(IX.6.3)
The term n = 0 is understood to be equal to 1, and dφ is the unique rotationally
invariant measure on Φ with
∫
Φ dφ = 1.
Given a graph g ∈ C[n], we define the weight function wΛ(g,k) to be
wΛ(g,k) =
1
V
∫
Λn
dx1 . . . dxn
∫
Φn
dφ1 . . . dφn
∏
{i,j}∈E(g)
ζ(Xi, Xj), (IX.6.4)
where
ζ(Xi, Xj) = e
−U(Xi,Xj) − 1. (IX.6.5)
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The empty product is set to be equal to 1, so that graphs of size 1 have
weight V −1
∫
Λ dx
∫
Φ dφ = 1. By a standard cluster expansion, or by the exponential
formula of combinatorial structures, we have
ZΛ(z) = exp
{
V
∑
n≥1
1
n!
∑
k∈Nn
zk1 . . . zkn
∑
g∈Cn
wΛ(g,k)
}
. (IX.6.6)
The partition function is related to the finite-volume pressure by ZΛ = e
V pΛ . We
then define
pΛ(z) = C(z), (IX.6.7)
where C(z) is the exponential generating function of connected graphs given in
(IX.5.1) with the weights wΛ(g,k) in (IX.6.4). The goal is to show that the assump-
tions of Theorem IX.4.1 hold true uniformly in the volume V .
Lemma IX.6.1. Under Assumption 10, the weight function of (IX.6.4) satisfies
the block factorisation
wΛ(g,k) =
m∏
i=1
wΛ(gi,k).
It is not too hard to check that factorisation holds when the graph is cut at
any articulation point, and the lemma follows. It should be stressed that Lemma
IX.6.1 fails when the molecules are not assumed to be rigid. We emphasise here that
the dissymmetry theorem always holds, but it is a case of the weights working out
correctly. For graphs which block-factorise we have the nice interpretation given in
this section, otherwise some ideas on the weight modification required are presented
in section IX.8. Next, the stability condition.
Assumption 11. There exists a nonnegative constant b such that for all n and all
X1, . . . , Xn, we have
∏
1≤i<j≤n
∣∣1 + ζ(Xi, Xj)∣∣ ≤ n∏
i=1
ebki . (IX.6.8)
In addition, we also assume that for all X and Y of species k and `, we have
∣∣1 + ζ(X,Y )∣∣ ≤ ebmin(k,`) . (IX.6.9)
The next and last assumption is the “Kotecky´-Preiss criterion” that guaran-
tees that the interactions and the weights are small.
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Assumption 12. There exist positive numbers R1, R2, . . . and a constant a such
that for all X = (k, x, φ),
∑
k′∈N
Rk′ e
(a+3b)k′
∫
Rd
dx′
∫
Φ
dφ′|ζ(X,X ′)| ≤ ak, (IX.6.10)
where b is given in Assumption 11. In addition, we also assume that∑
k′∈N
Rk′ e
(a+3b)k′ <∞. (IX.6.11)
Theorem IX.6.2. Let pΛ(z) = C(z) and suppose that Assumptions 10–12 hold
true. Then
(a) pΛ(z) converges absolutely in the polydisc D = {z ∈ CN : |zi| < Ri ∀i ∈ N}.
(b)
∣∣∣log ∂pΛ
∂zk
(z)
∣∣∣ < ak for all z ∈ D and all k ∈ N.
The main consequence of this theorem is that Theorem IX.4.1 applies, hence
the existence of a domain of densities with absolute convergence of the virial expan-
sion.
Proof. The setting of [PoUe09] applies directly here. The measure space of “poly-
mers” (X, µ) in [PoUe09] is presently given by X = N × Λ × Φ with µ the measure
such that ∫
X
f(X)dµ(X) =
∑
k∈N
zk
∫
Λ
dx
∫
Φ
dφf(k, x, φ) (IX.6.12)
for arbitrary integrable function f on X.
The conditions of [PoUe09] are fulfilled — our Assumption 12 being slightly
stronger with 3b instead of 2b, but it will be needed in the proof of (b). From
Theorem 2.1 in [PoUe09] we have that for every X1 = (k1, x1, φ1), and every z ∈ D,∑
n≥2
1
(n− 1)!
∑
k2,...,kn∈N
|zk2 | . . . |zkn |
∫
Rd
dx2 . . .
∫
Rd
dxn∫
Φ
dφ2 . . .
∫
Φ
dφn
∣∣∣ ∑
g∈C[n]
∏
{i,j}∈E(g)
ζ(Xi, Xj)
∣∣∣ ≤ ( eak1 − 1) e2bk1 . (IX.6.13)
In particular, the Taylor series of the pressure pΛ(z) is absolutely convergent in D,
uniformly in Λ.
For (b) we need to control the logarithm of the derivative of pΛ. It is not
entirely straightforward as we need both lower and upper bounds for ∂∂zk pΛ. We
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have
∂pΛ
∂zk
=
1
V
∂
∂zk
logZΛ(z) =
1
V
1
ZΛ(z)
∂ZΛ
∂zk
(z). (IX.6.14)
From the definition (IX.6.3) of the partition function, we get
∂ZΛ
∂zk
(z) = V
∑
n≥1
1
(n− 1)!
∑
k2,...,kn≥1
zk1 . . . zkn
∫
Λn−1
dx2 . . . dxn
∫
Φn−1
dφ2 . . . dφn
exp
{
−
n∑
j=2
U(X,Xj)−
∑
2≤i<j≤n
U(Xi, Xj)
}
. (IX.6.15)
We set X = (k, 0, 0). The formula holds because of translation and rotation invari-
ance, and because
∫
dφ1 = 1. We observe that
∂ZΛ
∂zk
is a partition function where
each molecule Xj gets the extra factor e
−U(X,Xj) . We can again perform a cluster
expansion or use the exponential formula of combinatorial structures. It is indeed
convergent thanks to (IX.6.9). We get
∂ZΛ
∂zk
(z) = V exp
{∑
n≥1
1
n!
∑
k1,...,kn∈N
zk1 . . . zkn
∫
Λn
dx1 . . . dxn
∫
Φn
dφ1 . . . dφn
n∏
j=1
e−U(X,Xj)
∑
g∈C[n]
∏
{i,j}∈E(g)
ζ(Xi, Xj)
}
. (IX.6.16)
This allows us to combine it with the cluster expansion of ZΛ in (IX.6.14) and we
get
∂pΛ
∂zk
(z) = exp
{∑
n≥1
1
n!
∑
k1,...,kn∈N
zk1 . . . zkn
∫
Λn
dx1 . . . dxn
∫
Φn
dφ1 . . . dφn
( n∏
j=1
(
1 + ζ(X,Xj)
)− 1) ∑
g∈C[n]
∏
{i,j}∈E(g)
ζ(Xi, Xj)
}
. (IX.6.17)
Next we use the identity
n∏
j=1
(
1 + ζ(X,Xj)
)−1 = [n−1∏
j=1
(
1 + ζ(X,Xj)
)−1](1 + ζ(X,Xn))+ ζ(X,Xn). (IX.6.18)
It allows to prove by induction that
∣∣∣ n∏
j=1
(
1 + ζ(X,Xj)
)− 1∣∣∣ ≤ eb∑nj=1 kj n∑
j=1
|ζ(X,Xj)|. (IX.6.19)
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The integrand of (IX.6.17) is then less than
∑
k1∈N
|zk1 | ebk1
∫
Λ
dx1
∫
Φ
dφ1|ζ(X,X1)|
(
1 +
∑
n≥2
1
(n− 1)!
∑
k2,...,kn∈N
|z2 . . . zn| eb
∑n
i=2 ki
∫
Λn−1
dx2 . . . dxn
∫
Φn−1
dφ2 . . . dφn
∣∣∣ ∑
g∈C[n]
∏
{i,j}∈E(g)
ζ(Xi, Xj)
∣∣∣)
≤
∑
k1∈N
|zk1 | e(a+3b)k1
∫
Λ
dx1
∫
Φ
dφ1|ζ(X,X1)|
≤ ak.
(IX.6.20)
We bounded the parenthesis by e(a+2b)k1 using (IX.6.13). The last inequality follows
from Assumption 12.
IX.7 The point of view of the inverse function theorem
The formulation of Theorem IX.4.1 is geared towards the virial expansion in statis-
tical mechanics. The theorem in itself is, however, purely analytic. In this section
we rephrase it as a type of inverse function theorem and discuss its relation to
traditional inverse function theorems.
Let
(
Fk(w)
)
k∈N be a family of power series in the complex variables wj
(j ∈ N) such that Fk(0) 6= 0, for all k ∈ N. The goal is to invert the system of
equations uk = wkFk(w). On the level of formal power series, the inversion is always
possible: there is a unique family of power series Gk(u), k ∈ N, such that the inverse
is given by wk(u) = ukGk(u), i.e., for all k ∈ N, we have wk(u)Fk(w(u)) = uk, as
an identity of formal power series.
Theorem IX.7.1. Assume that there exist 0 < ri < Ri and ai ≥ 0, i = 1, 2, . . . ,
such that
• The series Fk(w), k ∈ N, converge absolutely in the polydisc D = {w ∈ CN |
∀i ∈ N : |wi| < Ri}.
• | logFi(w)| < ai for all i ≥ 1 and all w ∈ D.
•
∑
i≥1
√
ri
Ri
<∞ and
∑
i≥1
ria
2
i
Ri
<∞.
Then there exists a constant C < ∞ (which depends on the ri, Ri, ai, but not on
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n) such that for all k ∈ N,
∣∣[un]Gk(u)∣∣ ≤ C eak ∏
i≥1
( eai
ri
)ni
.
The proof is similar to the proofs of Theorems IX.4.1 and IX.4.2 and it is
omitted. In order to better understand the analytic structure of the theorem, it is
convenient to introduce Banach spaces of complex sequences. To simplify matters,
suppose that the first two assumptions of the theorem hold with ak = ak, where
a > 0 is some k-independent constant, and Rk = exp(−ak). Situations of this type
occur in the context of cluster expansions. Choose rk := k
−4 exp(−ak). Define the
weighted `1-norms ‖w‖p,q :=
∑
k∈N k
p exp(qak)|wk|. Let us define
Bp,q(ε) := {w ∈ CN : ‖w‖p,q < ε}. (IX.7.1)
Fix ε ∈ (0, 1) small enough so that Cε/(1− ε) < 1 and set cε := (1− ε)−1 exp(−ε).
As a consequence of Theorem IX.7.1 we get the well-defined functions
f : B0,1(1)→ B0,0(1) g : B4,2(ε)→ B4,1
(
Cε/(1− ε)) ⊂ B0,1(1)
w 7→ (wkFk(w))k∈N u 7→ (ukGk(u))k∈N. (IX.7.2)
Then for every u ∈ B4,2(ε), we have
f
(
g(u)
)
= u. (IX.7.3)
It is instructive to compare this with traditional inverse function theorems:
suppose that f , considered as map from the Banach space with norm ‖ · ‖4,1 to the
space with norm ‖ · ‖4,2, was Fre´chet-differentiable with invertible derivative in a
neighbourhood of the origin. Then we would get the existence of open neighbour-
hoods of the origin such that f is a bijection between these neighbourhoods [Zei95].
Our result yields a weaker conclusion: we have a bijection between B4,2(ε) and
g(B4,2(ε)), but in general the latter set needs not be open with respect to ‖ · ‖4,1.
The reason is that Theorem IX.7.1 operates under conditions that are weaker than
those of the inverse function theorem: for infinitely many variables, the existence of
continuous partial derivatives ∂f/∂wk does not imply that f is Fre´chet-differentiable
— we do not know whether the Jacobi matrix (∂f`/∂wk) represents a bounded op-
erator. Our condition exp(−ak) ≤ |fk(w)/wk| ≤ exp(ak) replaces the traditional
condition that the derivative and its inverse are bounded operators between Banach
spaces.
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IX.8 The Dissymmetry Theorem without Block Fac-
torisation
Since the dissymmetry theorem works on the level of structures, relating connected
graphs to two-connected graphs, it is possible to consider whether we may under-
stand it applying to cases where block-factorisation is not possible. Indeed, the
key problem that is faced when there is no possibility of block-factorisation is what
weights should be used for the two-connected graphs in the composition of struc-
tures. In this chapter, we have seen the generalisation to an arbitrary but countable
number of colours to decorate the species. This resolves to decorating the graphs
with colours to represent different species. The question is whether we can gener-
alise this to continuous labels and achieve functionals to indicate the weights of the
various structures in this example.
The set up is to have the activity dependent on position z(xi). In this case,
we have a generating functional for the pressure expansion:
βP =
∞∑
n=1
1
n!
∑
g∈C[n]
1
|Λ|
∏
i∈V (g)
(∈z(xi) dxi)
∏
{j,k}∈E(g)
fjk (IX.8.1)
In this case, we may obtain a position dependent density as a functional
derivative of pressure:
ρ(x) := z(x)
δ
δz(x)
βP (IX.8.2)
The key idea is then to observe pressure as the generating functional of
connected graphs and density as the rooted version. The Dissymmetry Theorem
may then be integrated over the continuous label set for the position dependence in
density, in analogy with the coloured species, where the label set is discrete. This
leads to making the following conjecture.
Conjecture IX.8.1 (Functional Version of the Dissymmetry Theorem). If density
is understood as the spatial distribution ρ(x) for x ∈ RD as above and Vk(1, · · · , k)
is the Husimi function, then we have the following expansion of pressure in terms
of density:
βP =
∫
RD
ρ(x) dDx−
∑
n≥2
n− 1
n!
∫
RD
· · ·
∫
RD
Vn(1, · · · , n)
n∏
i=1
ρ(xi) d
Dxi (IX.8.3)
The intention here is to indicate that this may be a possibility and it is
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something to look into further with the details of models which break the block-
multiplicativity proeprty that is required for the simpler explanation.
IX.9 Conclusions & Open Questions
It is possible to use Lagrange-Good inversion to understand the analytic properties
for multispecies inversion. The tools of Analysis are not so readily available in this
context. This algebraic combinatorial identity is therefore a valuable alternative.
Furthermore, the interpretation of the Lagrange-Good inversion used here is helpful
in many further contexts such as in renewal processes as is indicated in [JaTs13].
There are key issues that still need to be addressed about how to extend
the conditions required to more complex models rather than only rigid polymers.
Indeed, it is necessary to try and understand how continuous internal degrees of
freedom effects the ability to bound the pressure logarith from below.
The dissymmetry theorem may also be generalised in this context, giving
block multiplicativity of the weight function as a sufficient condition to achieve it.
It is still unclear what happens in a case where this is not possible and can provide
a useful avenue of further research.
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Chapter X
Conclusions & Open Questions
The thesis gives an improvement of the bounds available for the virial coefficients
and consequently the radius of convergence of the virial expansion. The bounds are
presented as:
|cn| ≤ 1
n
C(β)e4βB W
(
e
1+e2βB
)
(
W
(
e
1+e2βB
)
− 1
)2

n−1
(X.0.1)
where cn are the virial coefficients and W is the Lambert W -function. They give as
a consequence the lower bound on the radius of convergence of the virial expansion
Rvir:
Rvir ≥ C(β)−1e−4βB
(
W
(
e
1+e2βB
)
− 1
)2
W
(
e
1+e2βB
) (X.0.2)
A further bound is also made possible through the alternative tree bounds given by
Procacci [Pro07] and Poghosyan Ueltschi [PoUe09], coming from the work of Brydges
and Federbush [BrFe78]. This involves the modified notion of temperedness R(β)
and gives coefficient bounds:
|cn| ≤ 1
n
R(β)n−1
 W
(
eβB+1
1+eβB
)
(
W
(
eβB+1
1+eβB
)
− 1
)2

n−1
(X.0.3)
and a lower bound on the radius of convergence:
Rvir ≥ R(β)−1
(
W
(
eβB+1
1+eβB
)
− 1
)2
W
(
eβB+1
1+eβB
) (X.0.4)
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It is still left open to consider models for which the latter condition is advantageous
over the former.
In addition to improved bounds and original bounds for the virial expansion
an original proof is given for the two identities:∑
g∈B[n]
(−1)e(g) = −(n− 2)! (X.0.5)
∑
g∈B[n]
(−1)e(g) Vol(Πg) = −n(n− 2)! (X.0.6)
where the polytope Πg is defined as:
Πg := {(x)[2,n] ∈ Rn−1| |xi − xj | < 1 ∀{i, j} ∈ E(g) x1 = 0} (X.0.7)
This involves interpreting the coefficients on the right hand side of these equations
as a combinatorial object fixed by an involution on the two-connected graphs. The
interpretation involves and increasing tree on [n − 1] with the vertex n adjacent
to every other vertex in the former case and all cases of cyclic relabellings (that is
a map i 7→ i + k(modn)) of these graphs in the latter case, with each relabelling
considered distinct.
The graph tree expansions have deep connections to this type of involution
as presented in the paper by Bernardi [Ber08]. The extensions of Penrose partition-
ality to matroids in Sokal’s work on the arithmetic Tutte polynomial, introducing
the notion of internally and externally active edges, as an effective way to gather
cancellations in the partition functions is hoped to be able to be extended to two-
connected graphs. There are some inherent difficulties here such as the fact that
two-connected graphs do not have minimal graphs of the same size and the minimal
graphs appear to diverge. Furthermore, a partition cannot occur in the simple way
in which it does for connected graphs. An open question is to still see if the com-
binatorial understanding of the two simple statistical models presented in Chapter
III can have an impact in formulating a method to achieving such an expansion.
Finally, multispecies virial expansions are made possible through Lagrange
Good inversion. Conditions are formulated for the convergence of the virial ex-
pansion, based upon the behaviour of the cluster coefficients in this case. The
Dissymmetry Theorem allows one to interpret the virial coefficients as coloured
two-connected graphs in the case of block-multiplicative weight functions. Further-
more, it is applicable to a model of rigid polymers. However, there are difficulties
in extending this to particles with continuous internal degrees of freedom.
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Open questions from the multispecies consideration are whether there are
further models to apply the analysis to and whether there is any possibility of un-
derstanding the requirements of the two-connected graph interpretation. There are
also questions on the placement of this idea within Analysis, in that there is an
‘inverse function theorem’ for functions which need not be Fre´chet differentiable.
Furthermore, the concept of Lagrange Good inversion provides a wide scope of ap-
plications and interpretations within the literature. It would be useful to understand
the connections between these.
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