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Abstract 
One of the main challenges in concentrating solar power (CSP) applications is to provide better 
control systems that are capable of absorbing fluctuations in the sun’s direct normal irradiance 
(DNI). In this work, a heat exchanger coupled variable aperture mechanism is designed and tested 
in a laboratory. To perform indoor testing, a new 10 kWe xenon arc high flux solar simulator 
(HFSS) was fully characterized, providing maximum peak flux density and total power of 6.99 
MWm-2 and 3.49 kW at the focal plane. Characterization was performed through an indirect heat 
flux mapping technique that used a single Lambertian target, as opposed to the use of two in 
literature. This saves cost and time and eliminates misalignment errors that can lead to a decrease 
in the peak flux density by around 6.8% or more. Additionally, a new method suitable for wider 
flux distributions was presented, demonstrating promising results. Then, the HFSS was numerically 
modeled in-house using two approaches: Monte Carlo ray tracing (MCRT) and inverse ray tracing 
methods. The MCRT method provided results with high accuracy, showing that the xenon arc can 
be properly modeled using a composite shape of a hemisphere attached to a cylinder. For the inverse 
ray tracing, it was shown that an intensity first-order interpolation unnecessary complicates the 
problem and that a zeroth-order interpolation significantly reduces the computational time and error 
values. Additionally, a new approach of eliminating intensity values that cannot be traced back to 
the reflector was proposed, which provided promising results. Following that, the setup of a cavity-
type solar receiver was presented and numerically modeled using the validated MCRT model. Upon 
experimentally validating the model, it was shown that around 60% of the input power was lost 
through radiation from the receiver’s cavity, which led to the introduction of the optimum aperture 
size at which the receiver’s temperature would peak. It was shown that this optimum size depends 
on the HFSS’s power level, meaning that the receiver can be continuously optimized at varying 
sun’s DNI levels to obtain maximum temperatures if necessary, which might be possible to achieve 
using a variable aperture. Then, the design of the variable aperture mechanism to be coupled to the 
receiver was presented. The mechanism consisted of eight blades that moved in a translational type 
of motion to approximate a circular variable aperture, where only four of these blades were water-
cooled by coupling them to a heat exchanger. It was experimentally demonstrated that with this 
arrangement, an average of 54% of the intercepted energy can be captured. Additionally, it was 
shown that intercepted radiation by the aperture mechanism was completely lost from the receiver’s 
system. Hence, the behavior of obtaining peak temperatures by varying the aperture size was not 
observed by using the aperture mechanism. Therefore, if it is desired to maximize the temperature 
 iii 
inside a receiver rather than just regulate it, the aperture mechanism should be integrated more 
effectively into the receiver’s design. Finally, the variable aperture mechanism was used to regulate 
the temperature within the solar receiver, which was successfully implemented using a model 
predictive control (MPC) and PID controllers. Both controllers performed satisfactory, keeping the 
average temperature overshoots and values within ± 3 °C of desired set points. However, the MPC 
system’s response was slightly superior than that of the PID, where its temperature overshoots and 
values remained within a tighter tolerance. Furthermore, it was shown that the variable aperture 
can mitigate the effect of severe passing clouds or decrease the heating up time by fully closing. 
Additionally, experimental simulations based on real sun’s DNI data demonstrated the aperture 
mechanism’s superior capabilities in compensating for fluctuating DNI levels and maintaining the 
desired average temperature. To conclude, the variable aperture mechanism provided a simpler, 
easier, more accurate, and more energy efficient method of temperature control when compared to 
other methods in literature.    
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Chapter 1 
Introduction 
1.1. Background Information 
Current energy conversion methods on Earth adversely affect the environment and lead to 
global warming. In the United States only, an average of 426 million metric tons of carbon dioxide 
(CO2) was emitted per month during the year of 2017. This emission was primarily from 
nonrenewable energy sources including petroleum, coal, and natural gas, where these sources were 
78.8% of the primary energy conversion processes [1]. If this issue is left unresolved, the 
atmospheric concentration of CO2 can cause a significant impact on the climate and economy. 
Therefore, there is an increasing interest in incorporating the use of clean and renewable energy 
sources in energy conversion processes, such as solar, hydro-electric, bio-fuels, wind, and geo-
thermal sources of energy. The focus on renewable energy, especially solar energy with particular 
research on fuel and commodity production, started to increase within the past decade. 
In addition to reducing emissions of greenhouse gases, another major pressing need is to meet 
the expanding global energy demand. This is not only due to an increase in the population size, but 
is also due to an increase in the energy usage per capita [2]. Although solar energy is very promising 
to meet considerable amount of this demand, it is very intermittent and diffuse. Approximately 
75,000 Terawatts of solar power from the sun reaches the Earth’s surface [3]. Therefore, it is 
essential to develop new technologies to efficiently capture and store intermitted solar energy to 
achieve self-sustained energy economy. An example of a successful technology to capture solar 
energy is the implementation of photovoltaic (PV) panels for the direct generation of electricity. 
However, a large portion of the world’s energy demand, especially at the industrial level, requires 
direct use of thermal energy. This is in addition to the efficiency challenges and high costs that can 
increase due to relatively long-term storage of electricity. Therefore, alternative uses of solar energy 
via concentrating solar power (CSP) applications and technologies offer promising pathways for 
industrial use of solar energy in processes in addition to power generation [4]. 
A large portion of the solar energy sector consists of CSP plants, where solar thermal energy 
is used for power generation. These plants implement the use of reflecting mirrors (curved/flat) or 
heliostats that are coupled with sun tracking systems in order to focus the solar radiation from the 
sun onto a point or line. Thus, the solar energy is no longer diffuse. There are four main types of 
CSP technologies: linear Fresnel, parabolic trough, parabolic dish, and central receiver systems, 
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with the parabolic trough being the most commonly used technology on the commercial level. 
Central receivers and parabolic dishes stand out with their capability to reach very high 
temperatures and accommodate solar thermochemical production of fuels and commodities, which 
would not be possible by other solar energy conversion systems that are limited to electricity 
generation. Three of the four main types of CSP technologies are illustrated in Figure 1-1. The 
capability of central receiver systems in achieving relatively higher operating temperatures results 
in higher thermodynamics efficiencies [3], and better efficiencies at elevated temperatures, which 
also allows for their implementation in thermochemical processes in addition to direct electricity 
generation [5]. Therefore, the main focus of this research work revolves around the applications of 
central receivers. 
 
Figure 1-1: Schematic illustration of three main types of CSP technologies: parabolic trough, parabolic dish, and 
central receiver 
CSP applications, namely point receivers (parabolic dish and central receiver), can be further 
subcategorized into two main systems: solar thermal and solar thermochemical [6]. In a solar 
thermal system, a working fluid is used to absorb the concentrated direct normal irradiance (DNI) 
from the sun for thermal utilization and/or storage. Therefore, there are no chemical processes 
taking place inside the receiver. Flow rate of the working fluid can be easily manipulated to obtain 
a specific operating/outlet temperature within a solar receiver. However, in a solar thermochemical 
system, where chemical processes take place, the manipulation of the feedstock flow rate would 
change the flow dynamics and residence time, which might yield undesired effects on the chemical 
conversion and process dynamics. Such changes might result in low yields that would require more 
complicated separation and recycling methods [6]. Having said that, the focus of this thesis is to 
offer an alternative approach to flow rate manipulation for solar thermochemical processes.  
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CSP central receiver facilities can be either in the form of a solar plant, as depicted in Figure 
1-1, or in the form of a solar furnace. A solar furnace consists of three main components, namely 
being a collector system tracking the sun – heliostat(s), a Venetian-blind shutter, and a static 
parabolic reflector to focus the concentrated power to the reflector’s focal point where the receiver 
is placed. The shutter is used as a mean of controlling the amount of solar radiation that actually 
passes to the parabolic reflector and thus the receiver. This type of facilities is mainly used for 
technology and design testing in addition to material treatment applications. In all facilities, the 
most common type of solar central receivers is a cavity-type receiver, which is a receiver with an 
aperture that aims for maximizing irradiation captured, while minimizing re-radiation lost within 
its cavity [7]. Therefore, the compromise between the captured solar energy and the radiation 
emission losses leads to an optimum aperture size and an optimum use of available incident flux. 
Production of fuels (usually referred to as solar fuels) through solar energy has always been a 
promising field of study, where the solar fuels form long-term storable and transportable energy 
carriers [8,9]. These processes usually work by producing solar fuels and chemical commodities 
that are traditionally obtained through the combustion of fossil fuels to provide the required high 
temperature process heat. Example fuel and commodity productions from these processes include 
the production of hydrogen (H2), syngas, and/or carbon [10–15], zinc (Zn) [16–18], and other 
products, such as lime [19]. Through the use of solar thermochemical processes, the carbon 
footprint is greatly reduced, where the solar alternatives involve relatively mild temperatures that 
have potential solar to fuel efficiencies exceeding 50% [20]. One of the application examples is the 
production of Zn from zinc oxide (ZnO) to be used as an energy source or commodity, where the 
Zn can be later oxidized to provide electricity or H2 whenever necessary [18]. This provides a way 
of chemically storing the intercepted solar energy. However, most of the research interests are being 
targeted towards more sustainable and efficient hydrogen production methods. Currently, steam 
reforming of methane (CH4) to produce H2 is used, however at the expense of burning some of the 
CH4 to provide the sufficient thermal energy for the endothermic process, which in return produces 
CO2. A very promising alternative is the solar thermal decomposition (cracking) of CH4, where 
both hydrogen and carbon particles are produced without any CO2 emissions. A review of solar 
thermochemical processes for the production of hydrogen and syngas can be found in [21]. 
One of the main challenges in CSP applications, as discussed in [21], is to provide better control 
systems that are capable of absorbing changes and fluctuations in weather conditions. These 
changes mainly include fluctuations in the sun’s DNI due to passing clouds or seasonal changes, in 
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addition to variations in the surrounding temperature and wind speed, which create difficulties in 
the regulation of a solar receiver’s temperature. This in addition to the limitation on flow rate 
control for solar thermochemical applications is the driving force for developing more innovative 
and practical control systems and methodologies that would better help in mitigating the effects of 
weather conditions. 
In order to tackle the fluctuation of the sun’s DNI level, control systems should convert the 
sun’s DNI level into an ideal one, as depicted in Figure 1-2. The DNI plots for an ideal day in 
addition to sunny and slightly cloudy days based on DNI data obtained from NREL [22] on 
December 15th and 12th, respectively, are shown in Figure 1-2. This shows the severity of the 
unideal conditions under which solar receivers operate, making it a challenge to accommodate for 
such variations.  
 
Figure 1-2: Direct normal irradiance plots for an ideal day, sunny day, and cloudy day 
Unlike solar thermal applications which can relatively better accommodate for an increase or 
decrease in incident solar radiation, solar thermochemical applications usually need to be 
maintained at a specific operating temperature per Gibbs. Based on the nature of the process, there 
usually exists an optimum temperature at which the system and/or conversion efficiencies peak, or 
sometimes a compromise between two competing phenomena is made. Therefore, illustrating the 
need to closely monitor and regulate the operating temperature of a solar receiver around its desired 
temperature. In the upcoming section of this thesis, different solar thermochemical applications 
will be reviewed to elaborate this technical issue. 
Introduction 
5 
The first application to be discussed is the two-step splitting thermochemical cycles for CO2 
and water (H2O) through the use of ceria as a dense membrane, as studied in [23]. Through their 
work of maximizing the energy conversion efficiency, it was shown in [23] that the energy 
efficiency of the system increases with temperature up to a certain peak point, where it then starts 
to decrease with temperature as a result of the increasing radiation losses. For example, in one of 
the system configurations they studied, the observed efficiency at 1600 K was approximately 26%, 
which then peaked to 43.8% at 1800 K, and then started to decrease to approximately 37% at 2100 
K. In another similar study in [24] for a two-step redox cycle with heat recovery, an optimum 
operating temperature is also identified for the reduction of metal oxide based on two behaviors 
that compete as the temperature increases. These two phenomena are the increasing radiation losses 
from the receiver’s cavity and the decreasing heat loss as a result of imperfect solid phase heat 
recovery [24].  
One of the growing fields of applications in solar energy is syngas production through CH4 
reforming with CO2, since it has a syngas production theoretical ratio of one [14]. Syngas can be 
used for several applications, such as to produce electricity. It can also be used as a commodity in 
industrial applications, converted to liquid fuels, or upgraded to gasoline [24]. The dry reforming 
of CH4 over SmCoO3 perovskite catalyst was studied in [14]. It was shown that the conversion 
efficiency of CH4 and CO2 peak or start to level off at a temperature of 850 °C, after which further 
increase in temperature causes no improvements in the reaction kinetics. Therefore, from an 
efficient utilization of energy point of view, an increase in operating temperature beyond this point 
is not desirable. Finally, in a different study on CH4 decarbonisation, a temperature of 
approximately 1000 °C is observed at which the H2 production no longer increases with increasing 
temperature [25]. 
Another application example is the non-catalytic cracking of ethane, as studied in [26]. It was 
shown that the operating temperature can have a significant effect on the performance of the system. 
As the temperature increases, the conversion efficiency and yield also increase while the selectivity 
of ethylene decreases. Thus, the optimum operating temperature is chosen based on a tradeoff 
between the yield and selectivity.  
The final application to be discussed is a two-step solar thermochemical 100 kW pilot plant 
that was presented in [27] for water splitting in a solar tower. The plant consists of a two-chamber 
reactor that allows for the process to run in a quasi-continuous mode, by alternating the 
temperatures of the two chambers and maintaining them at 800 °C (for the water splitting step) and 
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1200 °C (for the regeneration step). Through this alternation and at the higher temperature cycle, 
the temperature of the redox material must not exceed 1250 °C to avoid its degradation or 
deactivation. Therefore, accurate control methods should be implemented to avoid the failure of 
the system. 
As discussed previously, the operation and performance of a solar thermochemical receiver can 
be highly affected by changes in its operating temperature due to the amount of the sun’s DNI level 
and its intermittent behavior. These changes usually decrease the processes’ efficiencies and create 
several complications in the operation of solar reactors, such as unnecessary shutdowns or 
difficulties downstream of the reactor in the purification and separation processes. In addition, 
temperature regulation is also required to avoid the deterioration of receivers due to excessive 
thermal stresses and gradients [3]. Therefore, great focus should be dedicated towards creating 
better and more reliable control systems and methods. 
1.2. Research Scope 
The main objective of this research work is to develop and experimentally test a control system 
that is capable of regulating the operating temperature of a solar receiver. The control system should 
be simpler to control, easier to implement, and more energy efficient than current available control 
systems found in literature. In addition, the control system should be able to withstand relatively 
long times of operation and high thermal stresses with smooth operation and minimal maintenance. 
Since the control system is targeted for solar thermochemical applications, the control system 
should not solely depend on the manipulation of the feedstock flow rate or any similar control 
approach that will significantly change the flow characteristics. Having said that, the best approach 
to regulate the operating temperature of a solar receiver will be through the direct control of the 
incoming solar radiation. This method of control can be obtained using a variable aperture 
mechanism, where its performance will be evaluated through this thesis. 
To be able to perform experimental testing in a laboratory scale setup, generally a high flux 
solar simulator (HFSS) is used. A HFSS allows mimicking the distribution of the sun’s 
concentrated solar radiation that is normally obtained in CSP applications. Through the 
manipulation of the current supplied to the HFSS, it can also be used to experimentally simulate 
any variations in the sun’s DNI. Hence, allowing for the experimental testing of the proposed 
control system under real-life scenarios. In order to effectively design the control system, 
understand any of the system’s behaviors or responses, and propose any design changes, numerical 
models are created, validated, and used throughout this research work. 
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1.3. Thesis Outline 
This research work is divided up into five main chapters. Each chapter covers a single main 
idea that aids in obtaining the final objective. Through the work performed in different chapters, 
some changes and recommendations are proposed to the current methodologies entailed in each. 
Since every chapter revolves around significantly different fundamentals, an introduction section 
is accompanied with each chapter to provide the necessary background information and relevant 
literature survey. With that being said, the thesis outline is as listed below. 
 Chapter 2: In this chapter, the description and experimental setup of the HFSS is 
thoroughly presented. To be able to quantify the output power of the HFSS and identify its 
radiative capability, it has been experimentally characterized using an indirect flux 
mapping technique. With such a technique, all the relevant characteristics of the HFSS are 
easily obtained, where such information can be used in the evaluation of this research work 
and any future ones. 
 Chapter 3: In this chapter, the only two known methods of numerically characterizing and 
modeling a HFSS are presented. One is a well-established forward method, while the other 
one is an inverse method undergoing further research improvements in the field. Both 
methods are used to numerically model the HFSS, where the two models have been 
rigorously validated. The output of the models provides an indicator of the HFSS’s 
performance and input parameters for energy balance equations and efficiency calculations 
throughout this research work. 
 Chapter 4: In this chapter, a cavity-type solar receiver system is thoroughly presented, 
which is specifically designed for this research work. The results from Chapter 3 are used 
to numerically model the system, where the model has been validated using experimentally 
obtained results. With the use of the numerical model, several phenomena are tested, such 
as the optimum aperture size, which leads to proposing a variable aperture mechanism. 
 Chapter 5: In this chapter, the design of a variable aperture mechanism is presented and 
discussed in details. The aperture mechanism has been coupled with a heat exchanger to 
allow for its smooth operation under high thermal flux levels and to also recover some of 
the solar power it blocks as the aperture varies. The results from Chapter 4 are used to 
numerically model the variable aperture coupled system, where once again the model has 
been validated using experimentally obtained results. 
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 Chapter 6: In this chapter, the variable aperture mechanism is used to control the average 
temperature within the solar receiver. Using the validated numerical model from Chapter 
5, two control methods are developed and optimized for the aperture control. Experimental 
implementation and testing of the two control methods are performed, where results are 
shown for tracking and maintaining a required set point in addition to rejecting disturbances 
due to variations in the sun’s DNI based on actual DNI data. In addition, two other control 
strategies that comprise the manipulation of the feedstock flow rate are also investigated. 
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Chapter 21 
Experimental Characterization of Solar Simulator 
In Chapter 2, HFSS configurations, utilizations, and their methods of characterization will be 
reviewed. The new HFSS setup at HFGL is presented along with the setup developed to 
characterize the solar simulator. The characterization was done by implementing an indirect heat 
flux mapping technique and a single Lambertian target, as opposed to the use of two Lambertian 
targets in literature. A methodology section is included to illustrate and describe how raw data to 
characterize the HFSS is captured and converted into meaningful results. A new promising 
approach, the merging method, is also presented for the characterization of HFSSs that have 
relatively wide heat flux distributions at the focal plane. Finally, results obtained from 
characterizing the HFSS setup at HFGL are presented and discussed, where Chapter 2 then ends 
with conclusions. 
2.1. Introduction 
2.1.1. High Flux Solar Simulators 
Experimental testing of solar receivers or reactors for thermal and thermochemical applications 
requires a controllable source of high flux radiation mimicking the intensity of solar spectrum at 
different wavelengths. High flux radiation simulators comprise one or more lamps, each equipped 
with a truncated ellipsoidal reflector, to focus the rays to a common focal point where the radiation 
flux is concentrated [28,29]. Xenon arc is the most commonly used lamp type in high flux 
simulators, followed by both metal halide and argon lamps [30,31]. Xenon and metal halide lamps 
exhibit radiation peaks in the wavelength range of 800-1000 nm, while argon lamps have peaks in 
the 700-1000 nm range. These peaks represent the most notable deviation of each lamp from the 
sun’s direct normal irradiance spectrum [28]. In addition, argon lamps have low energy emission 
in the visible light range, which is why argon lamps are considered to be the worst lamp type of the 
aforementioned types in mimicking the sun’s DNI spectrum [28].  
HFSS are characterized based on the type of lamp and the electrical power input versus the 
peak flux delivered. Literature shows that the highest power consuming single-source solar 
                                                     
1 A large portion of this chapter created the paper by M. Abuseada, C. Ophoff, and N. Ozalp, titled “Characterization of 
a new 10 kWe high flux solar simulator via indirect radiation mapping technique”, published in ASME J. Sol. Energy 
Eng. 141 (2019) 1-14. 
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simulator is a single argon lamp of 200 kWe, which is capable of delivering lower to moderate 
power densities of around 5 MWm-2 [30]. On the other hand, metal halide lamps deliver the lowest 
power densities with less than 2 MWm-2 at power consumptions of less than 50 kWe. As for the 
xenon lamps, there is a broad range of power requirements and densities with the possibility of 
reaching the highest peak fluxes of more than 15 MWm-2 [30]. An overview of several different 
HFSS types is shown in Table 2-1. 
Table 2-1: Comparison of high flux solar simulators, their performance metrics, and flux characterization methods 
Institute Lamp Type 
No. of 
Lamps 
Peak Flux 
(kWm-2) 
Electric/Radiative 
Power (kWe/kW) 
Characterization 
Technique 
ETH [32] 
15 kWe 
Xenon 
10 11,000 150 / 50 
CCD + Kendall 
radiometer 
Bucknell 
University 
[33] 
2.5 kWe 
Metal Halide 
4 1140 10 / 3.5 Camera + calorimeter 
KTH [34] 7 kWe Xenon 12 6360 84 / 20.3 Thermopile flux sensor 
GIT [35] 6 kWe Xenon 7 6834 42 / 6.1 CCD + calorimeter 
ANU/EPFL 
[36] 
2.5 kWe 
Xenon 
18 21,700 45 / 7.5 
CCD + Vatell TG1000-0 
flux transducer 
CIO [37] 
2.5 kWe 
Xenon 
7 194/lamp 17.5 / - 
CCD + Gardon-Schmidt-
Boelter heat flux sensor 
KU Leuven 
[38] 
7 kWe Xenon 1 3158 7 / 0.9 
CMOS + Vatell TG1000-0 
flux transducer 
Berkeley 
[39] 
20 kWe 
Xenon 
1 16,000 20 / 3 
Model 1000-0 
Thermogage 
IMDEA 
[40] 
6 kWe Xenon 7 3600 42 / 14 
CCD + Vatell TG1000-0 
flux transducer 
DLR [41] 7 kWe Xenon 149 > 11,000 
1043 / 280 or 
2x220 
- 
 
Although most HFSSs use several lamps to achieve radiation concentrations and temperatures 
that are of most interest to researchers, there has been some work on smaller scale reactors using 
single-lamp setups that provide up to 10 kWe input power. For example, a single-lamp setup can 
be created from an off-the-shelf cinema projector as described in [38] and [42], where a 7 kWe 
xenon arc lamp in a projector was tested, just similar to that done in [43]. Single-lamp simulators 
can be used with solar reactors to characterize several applications, such as the kinetics of metal 
oxides reduction [44] and thermochemical water-splitting using ferrite [45]. There are also single-
Experimental Characterization of Solar Simulator 
11 
lamp simulators with considerably higher input powers. For example, a single xenon arc solar 
simulator at Berkeley laboratory was using a 20 or 30 kWe lamp [39]. 
There are many multi-lamp simulator designs operating in the 40-50 kWe range, which is an 
optimal size for laboratory-scale reactors [36,43–45]. For example, an array of seven xenon arc 
lamps is used in both [40] and [46], and very similar HFSSs rated approximately 40 kWe were also 
developed at Georgia Institute of Technology (GIT) [35], University of Florida [47], Swinburne 
University [31], and Instituto Madrileño De Estudios Avanzados (IMDEA) [40], whereas 18 lamps 
are used in [36] and ten 15 kWe are used at the Swiss Federal Institute of Technology Zurich 
(Eidgenössische Technische Hochschule Zürich – ETH) [32]. The German Aerospace Center 
(DLR) recently created “the world’s largest artificial sun” called Synlight, which consists of 149 
xenon arc lamps [41]. The system is capable of producing 280 kW or two 220 kW for processes 
using two simultaneously heated chambers in three separate radiation chambers.  
In some solar thermal applications, it may be of interest to create a uniform flux as opposed to 
a highly focused flux. For example, flat plate solar collectors, such as PV panels, should be tested 
under uniform flux resembling the natural solar irradiance because a concentrating unit is not 
necessarily used for flat plate collectors. As an example, a recent design used a virtual imaging 
approach to create a very uniform radiation flux [48], where four halogen lamps were used along 
with an internally reflective container to translate the point source of light from the lamps into a 
uniform flux. It was evaluated by a two-dimensional (2D) array of thermocouples placed on the 
surface of the prototype solar collector. However, it should be noted that there are several 
differences between solar simulators used for solar thermal applications and solar simulators used 
for photovoltaic research. Solar simulators used in photovoltaic research do not mimic the sun’s 
concentrated radiation spectrum. Furthermore, because the performance of a PV panel is affected 
by the sun’s angle relative to the normal angle of the panel and the change in air mass between the 
solar source and the panel throughout the day, PV solar simulators must be able to simulate these 
effects [49]. These assist to accurately characterize the expected performance of different cells for 
different parts of the world and for different types of installation, such as tracking, non-tracking, 
and rooftop installations [50]. The American Society of Testing and Materials (ASTM) as well as 
the International Electrotechnical Commission (IEC) classify solar simulators according to three 
criteria: spectral match, spatial non-uniformity of irradiance, and temporal stability [49].  
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2.1.2. Experimental Characterization of HFSS 
With the use of any HFSS, it is vital to accurately map and characterize the radiative flux from 
the simulator at the focal plane. It does not only provide an indicator of the performance of the 
HFSS, but it also provides the input parameters for the energy balance equations and basis for 
efficiency calculations [51]. Therefore, an accurate flux mapping system is required. The current 
methods to flux mapping can be categorized into two main types: direct and indirect methods. 
Direct methods implement the use of a heat flux sensor to directly measure and map the flux 
distribution at the focal plane, such as the direct use of a thermogage in [39] or a thermopile flux 
sensor in [34]. Although direct methods are slightly more accurate than indirect methods, they are 
much more time consuming and less efficient. Hence, the preferred flux mapping methods in 
literature are the indirect ones due to their ability to quickly measure the flux distribution at an 
acceptable accuracy, which allows for efficiently aligning and optimizing HFSSs. Indirect flux 
mapping techniques incorporate the use of a grayscale camera, Lambertian (diffusely reflecting) 
target, and heat flux gauge (HFG) for the calibration of the grayscale values [32,33,35–37]. Most 
previous flux characterizations use two Lambertian targets: the HFG is embedded in one target, 
while the second is used for image capturing [42,52]. A new flux mapping system described in [53] 
also implements the use of two targets, where a smaller Lambertian target would move in front of 
the HFG to allow for capturing grayscale values at that location. However, the use of two targets 
might give rise to an additional error, which can be of a significant value depending on the amount 
of misalignment occurring when using two targets. Therefore, the use of a single target will 
eliminate this error, and hence deem the characterization to be of a higher accuracy.  
In this chapter, heat flux characterization of a new 10 kWe single-source HFSS is performed 
using an indirect radiation mapping method. The CMOS camera is first calibrated using a HFG, 
where the correlation obtained is presented and used to align and optimize the HFSS. The power 
of the source is varied by changing the current supplied to the simulator to determine the heat flux 
maps at several power levels, which can be used to mimic the sun’s DNI throughout a full day. A 
sensitivity analysis is performed to inspect the impact of number of captured images on the 
accuracy and consistency of the experimental results. In addition to the quantification of the HFSS’s 
transient response upon startup, temporal instability, and radial non-uniformity, a new method is 
proposed to identify flux distributions on larger areas within the focal plane.  
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2.2. Methodology 
The first step in characterizing a solar simulator is to have a method that can accurately measure 
the radiant heat flux output. A HFG can be used to measure the flux distribution directly using a 
direct mapping technique or will allow the correlation of grayscale values from a camera to 
characterize the simulator using an indirect mapping method. HFGs provide a voltage output in the 
scale of millivolts which needs to be calibrated to obtain flux density values in kWm-2. Calibration 
of a HFG can be either performed in-house as explained in [50] and [54], or the calibration provided 
by the manufacturer can be used. An important consideration is the relative size of the HFG sensor 
to the spot size of the measured flux density distribution. In this study the active gauge area has a 
diameter of 1.016 mm, which is an order of magnitude smaller than the observed spot size and can 
therefore be considered suitable for this experimental measurement campaign. 
For an indirect mapping method, the heat flux density values obtained using a HFG should be 
correlated to grayscale values obtained from a Charged Coupled Device (CCD) camera or 
Complementary Metal Oxide Semiconductor (CMOS) camera. A Lambertian target is placed at the 
plane of interest to capture the flux density distribution using the grayscale values of the camera. 
An accurate positioning of the target is required to get the most precise focal point and flux density 
distribution. When the camera is placed coaxially with the target as in [36], the images can be 
captured and processed with no additional post-processing. However, most experimental setups do 
not allow coaxial image capturing due to direct exposure to the light beam. Hence, the camera is 
often placed with an angle to the target, i.e. observer’s angle, which requires post-processing via a 
geometric transformation to get the undistorted image of the target as shown in Figure 2-1. This is 
performed through rectifying and scaling the image using a projective transformation method, 
where images in raw format are recommended and the image should not be saturated. Through this 
spatial transformation method, straight lines and quadrilaterals keep their geometries. The method 
of transforming from point 𝑃′(𝑥′, 𝑦′) to point 𝑃(𝑥, 𝑦) is defined through Eqns. (2-1) to (2-3), and 
visualized in Figure 2-1, where the transformation matrix 𝐓𝐅 is also defined. 
𝑥 =
𝐶11𝑥′ + 𝐶21𝑦′ + 𝐶31
𝐶13𝑥′ + 𝐶23𝑦′ + 𝐶33
 (2-1) 
 
𝑦 =
𝐶12𝑥′ + 𝐶22𝑦′ + 𝐶32
𝐶13𝑥′ + 𝐶23𝑦′ + 𝐶33
 (2-2) 
 
𝐓𝐅 = [
𝐶11 𝐶12 𝐶13
𝐶21 𝐶22 𝐶23
𝐶31 𝐶32 𝐶33
] (2-3) 
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Figure 2-1: Rectification of the transformed grayscale captured image for indirect characterization 
The transformation matrix shown in Eqn. (2-3) has nine coefficients that need to be solved to 
successfully complete the projective transformation. Although 𝐓𝐅 has nine coefficients, it only has 
8 degrees of freedom since 𝐶33 is an arbitrary scale coefficient and it can be set to one. Hence, there 
are only eight coefficients to solve for using four sets of points. The coefficients in 𝐓𝐅 depends on 
the exact position of the camera, and therefore it can significantly differ from one experimental 
setup to the other. Transformation matrix given in Eqn. (2-4) is being used throughout the 
characterization of the HFSS in this chapter.  
𝐓𝐅 = [
0.4991 −0.0138 −6.8904 × 10−5
−0.0265 0.7841 −3.0045 × 10−6
459 144 1
] (2-4) 
To determine the optimum number of images to be captured by the camera, a statistical measure 
based on the root mean square error (RMSE) is implemented. The parameters tested are the total 
power on a 10 x 10 cm2 target and maximum deviation at any point from the allegedly real value 
based on a total of 300 captured images.  
Concentrated solar radiation especially from a single reflector is very uniform and symmetric 
in its distribution. To be able to mimic the behavior of concentrated solar radiation, it is crucial to 
define an index that expresses the level of symmetry in the distribution obtained from the solar 
simulator. Therefore, a radial non-uniformity (RNU) index has been implemented here, which is 
very similar to the spatial uniformity index, but is taken across annular areas centered at the focal 
point. This expresses the percentage deviation of the obtained flux density from a symmetrical 
circular distribution. The RNU is defined as shown in Eqn. (2-5), where 𝑞𝑚𝑎𝑥
′′  and 𝑞𝑚𝑖𝑛
′′  are the 
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maximum and minimum values of heat flux density at a given time and radius from the target’s 
center.  
𝑅𝑁𝑈(𝑟) =
𝑞𝑚𝑎𝑥
′′ (𝑟, 𝑡) − 𝑞𝑚𝑖𝑛
′′ (𝑟, 𝑡)
𝑞𝑚𝑎𝑥′′ (𝑟, 𝑡) + 𝑞𝑚𝑖𝑛
′′ (𝑟, 𝑡)
× 100 (2-5) 
The temporal instability is a characteristic for classification of solar simulators and it quantifies 
the relative change of irradiance over time for a specified time period. According to ASTM E927 
and IEC 60904-9, solar simulators can be classified into three classes based on their temporal 
instability values: class A for values up to 2%, class B for 5%, and class C for 10% [55,56]. The 
temporal instability is calculated analogously to the RNU as shown in Eqn. (2-6), where 𝑞𝑚𝑎𝑥
′′  and 
𝑞𝑚𝑖𝑛
′′  are the maximum and minimum values of heat flux density at a given position throughout a 
time period. 
𝑇𝐼(𝑟) =
𝑞𝑚𝑎𝑥
′′ (𝑟) − 𝑞𝑚𝑖𝑛
′′ (𝑟)
𝑞𝑚𝑎𝑥′′ (𝑟) + 𝑞𝑚𝑖𝑛
′′ (𝑟)
× 100 (2-6) 
While most of the previous flux characterization studies implemented the use of two 
Lambertian targets, where the HFG would be embedded in one while the second target would serve 
for image capturing [42,52], the present study demonstrates characterization of the solar simulator 
using one target. This eliminates misalignment errors that would otherwise occur when 
interchanging targets. The single target used in the present work covers a square area of 35 x 35 
cm2 and comprises a hole at the center to house the heat flux gauge as illustrated in Figure 2-1. As 
a result, the continuous reflective area on the target only allows to map the heat flux density on a 
maximum target size of 16.6 x 16.6 cm2. 
Extension of the current work led to a new method to increase the focal area size on which the 
flux density can be measured, referred to as the merging method. The target was displaced 3 cm 
from its center in both vertical and horizontal directions within the focal plane, as illustrated in 
Figure 2-2. This yields flux maps for five different target positions: center, upper right, upper left, 
lower left, and lower right. The flux data obtained was merged through post-processing into one 
larger data matrix. Flux density values of overlapping areas were averaged while values inside the 
heat gauge area, shown as dashed circles in Figure 2-2, were omitted using logical operations. The 
maximum dimensions of the final flux map are determined by the displacements of the target. In 
this study, the dimensions were set to 35 x 35 cm2. 
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Figure 2-2: Configuration of the Lambertian target and individual flux maps for the merging method for indirect 
characterization 
2.3. Experimental Setup and Components 
The experimental setup consists of a lamp house with an installed 10 kWe xenon arc, a heat 
flux gauge, 35 x 35 cm2 Lambertian target, CMOS camera with optical filters, XYZ slider assembly 
with a motion controller, and a data acquisition system. The setup is depicted in Figure 2-3 (a), 
whereas a photo of the experimental setup is shown in Figure 2-3 (b). 
 
Figure 2-3: (a) Schematic illustration of the overall experimental setup, and (b) photo of the experimental setup 
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2.3.1. High Flux Solar Simulator 
The solar simulator is manufactured by Strong Lighting (La Vista, NE) and is shown in Figure 
2-4. It consists of an ellipsoidal reflector with truncated diameters of 9.1 cm and 39 cm in addition 
to two focal points at 7.5 cm and 82.5 cm from the vertex. The simulator comes equipped with 
intake blowers and an exhaust fan to ventilate the lamp house’s interior and prevent the bulb from 
overheating. A power switch is used to control the power supplied to the lamp by controlling the 
current supplied within the range of 80 to 200 A. Since the nominal current for the 10 kWe xenon 
bulb provided by Superior Quartz (Bethlehem, PA) is 200 A, the preferred range of controlling the 
bulb is within 160 to 200 A or as low as 80% of the nominal current to avoid instabilities within 
the arc and to preserve the condition of the bulb [57]. However, the supply current can be adjusted 
as low as 50% given that it does not continuously run at low current values. Therefore, the current 
supplied to the xenon bulb for its experimental characterization is varied from 120 to 200 A with 
increments of 5 A. 
 
Figure 2-4: Overview of the high flux solar simulator and its components 
2.3.2. Heat Flux Mapping Setup 
The HFG used in experiments is provided by Vatell (Christiansburg, VA) model number 
TG1000-0, which can measure flux densities that are up to approximately 7.5 MWm-2 without 
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damaging the sensor or losing its calibration. The gauge has a sensor coated with colloidal graphite 
that has an emissivity of 0.82. The output voltage of the HFG lies within the range of 0 to 15 mV 
with an accuracy of ± 3%. The gauge was calibrated by the company, where it had a linear 
relationship with a sensor scale factor for absorbed radiant heat flux of 492.59 kWm-2/mV for the 
aforementioned voltage output range. Exceeding this range will produce a non-linear output and 
therefore, the calibration will no longer be valid. It should be noted that the calibration done by the 
manufacturer may lead to overestimating the flux density values by up to 30% of the real values 
due to a mismatch between the radiation spectrum used for calibration and that used in solar 
applications [52]. In [52], the use of a third order polynomial relating the output voltage to heat 
flux density was recommended, whereas other researchers have used linear relationships through 
in-house calibrations, or verified the use of the calibration provided by Vatell [36,54,58,59]. A 
comparison of the calibration provided by Vatell and of that performed in-house by CIEMAT 
shows that both values agree with an error of 3.6%, which lies within the uncertainties of both 
calibration coefficients making the sensor scale factor provided by Vatell accurate enough to claim 
reliable [54]. 
A 35 x 35 cm2 water-cooled Lambertian target provided by Haueter Engineering GmbH 
(Rombach, Switzerland) was used to diffusely reflect the incident flux from the simulator at any 
plane of interest. The target has an aluminum body coated with alumina at the front side, a 2.54 cm 
opening in the center to house the heat gauge, two water inlets at the top, and two water outlets at 
the bottom as shown in Figure 2-5. In order to control the position of the target accurately to 
determine the focal point and to precisely measure the flux density distribution, the assembly was 
mounted onto an XYZ slider configuration provided by Newmark Systems (Rancho Santa 
Margarita, CA). The XYZ slider is driven through a motion controller with a very high resolution 
of 0.08 microns that is capable of up to a maximum linear travel of 0.2 m, 0.3 m, and 0.5 m for the 
x, y, and z axes. With such a high resolution, the movement of the target assembly is very accurate 
and it enables high repeatability of measurements, granting precise testing of some parameters such 
as the inverse ray tracing of the radiative flux from the bulb, which will be covered in Chapter 3. 
To ensure consistency of measurements, the temperature of the inlet water, outlet water, and across 
the target’s body was monitored using type-K thermocouple probes for the inlet and outlets in 
addition to four bolt-on thermocouples mounted at the back of the target via an arrangement shown 
in Figure 2-5. 
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Figure 2-5: Configuration of the Lambertian target with K-type thermocouples to monitor its cooling 
Once the Lambertian target is placed at the theoretical focal point, i.e. 82.5 cm from the 
reflector vertex, the next step is to calibrate the CMOS camera. The camera used in present study 
is model BlueCOUGAR X104fg provided by Matrix Vision (Oppenweiler, Germany) which has 
resolution of 1936 x 1216 pixels and pixel size of 5.86 µm x 5.86 µm. The camera is equipped with 
a lens that has two neutral density filters of absorptive 1% transmission and absorptive 0.01% 
transmission in order to protect the camera’s sensors from damage due to exposure to high flux and 
also ensure the image is not saturated. The choice of equipped neutral density filters was based on 
obtaining the most stable grayscale measurements while ensuring that the image is not saturated, 
where combinations of filters of absorptive 6.25%, 1%, and 0.01% transmission were evaluated. 
Use of neutral density filters significantly reduces the possibility of white “hot pixels” formation 
due to damages resulting in an increased leakage of current, which could cause major distortions 
to the captured grayscale images [60].  
Once the camera is set, the HFG is used to measure the heat flux at the focal point and at 
uniaxial distances across the focal plane along the positive and negative horizontal and vertical 
directions. The CMOS camera is then used to capture the raw grayscale images of the heat flux 
density distribution on the target, where the gain and exposure time of the camera needs to be 
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adjusted. This in turn affects the amplification of the analog-to-digital conversion of signals to 
ensure that the peak grayscale value is approximately 75% of the full-scale value of 255. This is 
done to achieve maximum accuracy for the measurements while avoiding the saturation of captured 
images. Once images are captured, they are processed to obtain grayscale values with respect to 
position across the focal plane. Grayscale values can then be correlated to heat flux density values, 
using a linear fit based on the least squares method. A linear fit is chosen for the correlation of the 
grayscale values based on the experimental results obtained, linear response of the CMOS camera 
with respect to light intensity, surface properties of the Lambertian target, and finally the previous 
work of other researchers in the field [36,40,42], where it is clear that there is a linear relationship 
between the grayscale and heat flux density values.  
A data acquisition system using LabVIEW and hardware from National Instruments (NI) was 
implemented to have real-time data monitor and collection. The system consisted of cRIO 9030 to 
connect up to four modules in addition to NI-9214 temperature input module which can connect up 
to 16 sensors and has a minimum voltage increment of 9.3 µV. The temperature input module has 
resolution of 24 bits, and voltage measurement range of ± 78.125 mV. This makes it much superior 
for heat flux measurements than the analog input module NI-9215 which has resolution of 16 bits 
and voltage measurement range of ± 10 V. Initially, the data acquisition system was used to achieve 
two main purposes: to monitor temperatures within the Lambertian target to ensure uniform 
cooling, and to measure heat flux density values using the HFG. For all experimental runs, the solar 
simulator was operated for 15 to 30 minutes at start-up before acquiring measurements due to the 
transient nature of the xenon arc and solar simulators. As shown in [52], and shown later in the 
results section of this chapter, solar simulators exhibit a well-defined “long-term temporal 
behavior”, where the heat flux density distribution from the lamp increases upon ignition as time 
progresses. In [52], the initial irradiance obtained right after ignition was around 750 kWm-2, which 
increased to around 925 kWm-2 within an hour approximately, exhibiting a nonlinear behavior that 
levels off in about 15 minutes. Moreover, the transient behavior of the lamp in [36] was also 
determined to reach a steady state, where intensity variations were less than 5%, after 10 minutes 
of data collection.  
The bulb was optically aligned in order to identify the highest peak flux density, power, and 
uniformity by adjusting its position in three axes. Using the correlation between grayscale and 
irradiance values already established, it was straightforward to observe and quantify the effect of 
any changes made during alignment. This is an advantage of indirect heat flux mapping methods 
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over direct heat flux mapping methods, where it would take much longer to completely quantify 
such effects and properly align the bulb.  
2.4. Results and Discussion 
2.4.1. Calibration of Grayscale Values 
The HFG was used to measure the heat flux density distribution at the focal plane starting from 
the origin at zero and reaching to a maximum radius of 65 mm. This was performed for the positive 
and negative horizontal and vertical axes along the focal plane, where the HFG was moved in a 
uniaxial manner to get the distribution along both axes. Starting from the origin, the HFG was 
moved up to 15 mm with increments of 0.5 mm, then from 15-30 mm with increments of 1 mm, 
and finally from 30-65 mm with increments of 5 mm. This ensured that the heat flux data collected 
covers the entire range of the distribution emitted by the bulb. The CMOS camera was then used 
to capture raw grayscale images that were then processed and correlated to heat flux values at the 
same location.  
The correlation of the measured heat flux density and corresponding grayscale values is shown 
in Figure 2-6. The calibration equation was determined to be 𝑞′′ = 31.562 𝐺𝑆 ± 66 kWm-2, not 
taking into account the calibration standard’s uncertainty (HFG) of 3% and at a 95% confidence 
interval, where 𝑞′′ is the flux density in kWm-2 and 𝐺𝑆 is the grayscale value. This correlation was 
obtained after optimizing the alignment of the bulb towards higher peak flux densities. Correlations 
prior to the alignment of the bulb would result in the CMOS camera reaching its saturation point, 
i.e. the increasing heat flux values would result in pixels reaching their saturation level yielding a 
full white color. The final correlation, as shown in Figure 2-6, should be valid for values 
approximately up to 8 MWm-2, and therefore, the peak flux density obtained and stated later in this 
section is about 88% of the saturation point. Upon completion of the calibration, measurements 
taken using the HFG were plotted with those measured using the CMOS camera at different radial 
positions, which can be seen in Figure 2-7. The average percentage error of this verification was 
found to be 2.9% with a standard deviation of 3.2%, where the deviation between both plots 
decreased as the flux density values increased, since the effect of the camera’s grayscale resolution 
became much lower. This shows a strong agreement between the values obtained using both 
methods. 
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Figure 2-6: Correlation of measured heat flux density and corresponding grayscale values with error bars presenting 
uncertainty of each measurement 
 
Figure 2-7: Verification of the grayscale calibration of the CMOS camera for indirect characterization 
2.4.2. Optical Alignment of bulb 
Optical alignment of the bulb was done in several steps, starting the optimization from an initial 
peak flux density of approximately 3.60 MWm-2. One of these steps included adjusting the optical 
position of the bulb along the focal axis. Asymmetry was not studied here and therefore radial 
displacement of the bulb was not considered. The focal positioning was adjusted by turning a focal 
threaded knob that moves the bulb closer to or further away from the reflector vertex. Each full 
rotation (360°) of this knob provides a focal displacement of approximately 1.6 mm (sixteenth of 
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an inch). The zero reference (0 mm) is the position of the bulb after initial placement inside the 
simulator and based on the manual alignment guidelines of the solar simulator’s manufacturer. 
Focal position of the bulb was adjusted in increments of 45° or 90°. Alignment of the bulb can be 
optimized with respect to maximum power or maximum flux at the focal plane. In this study, 
maximum achievable flux value is aimed for, to provide an optimum flux distribution for the 
applications undergone in this research (i.e. solar cavity receiver). Once an optimum adjustment 
was chosen, the optical alignment of the bulb proceeded to a different step by adjusting another 
parameter. Figure 2-8 shows one of the intermediate steps for adjusting the focal position of the 
bulb. The trends in this plot are comparable with the observations made in [61], especially the trend 
for total power agrees very well with those observations. Although it has not been shown in this 
study, it is assumed that displacement of the bulb in the opposite direction would yield the same 
bell shape as in [61]. The optimum adjustment was determined to be a focal displacement of 1.8 
mm based on the highest obtained peak flux density. The peak flux density increased from a value 
of approximately 3.85 MWm-2 to 4.20 MWm-2. Upon the final optimization, the peak flux density 
increased to 6.99 MWm-2 while the total power increased to 3.49 kW. 
 
Figure 2-8: Variation of the measured peak flux density and total power for different focal alignments of the bulb 
2.4.3. Heat Flux Distribution 
The heat flux distribution of the solar simulator was first performed for the maximum supply 
current of 200 A. A two-dimensional color map on a 10 x 10 cm2 target is shown in Figure 2-9, 
which represents the heat flux distribution on the area of interest to this research project that extends 
to a radial distance of approximately 5 cm from the center. The flux distribution can closely be 
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described by a Lorentzian distribution having a peak flux density of 6.99 ± 0.22 MWm-2 (95%) and 
a total power on a 10 x 10 cm2 target of 3.49 ± 0.11 kW. Thus, the solar simulator has an electrical-
to-radiative power efficiency of 35% based on the intercepted power on a 10 x 10 cm2 target. The 
half width defines the radial distance from the center of the flux distribution at which the irradiance 
drops to half its peak value and was determined to be 6.25 mm. The half power defines the radial 
distance at which half of the power is contained and was determined to be 18 mm. Variation of the 
local flux density, average flux density, and the cumulative power with respect to the radial distance 
is shown in Figure 2-10. The average irradiance on a circular target with a radius of 5 cm was 
determined as 422 kWm-2, which results in maximum blackbody stagnation temperature of around 
1650 K.  
 
Figure 2-9: Two-dimensional view of the measured flux map on a 10 x 10 cm2 target area, and at a HFSS input current 
of 200 A, where centered concentric circles are shown having radii of 0.25, 0.5, 0.75, 1, 2, and 4 cm 
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Figure 2-10: Local flux density, average flux density, and cumulative power as a function of radial distance from the 
target center at a HFSS input current of 200 A 
2.4.4. Time Response of High Flux Solar Simulator 
Temporal measurements were made to assess the output time response of the solar simulator. 
From the data, conclusions can be drawn on the warm-up time that would be required to reach 
steady operating conditions. The time response is quantified through observation of the flux density 
and total power on a 10 x 10 cm2 target area. Flux density is measured at two different locations: 
one being the center of the distribution while the other one being at 5 mm below this center point. 
For these measurements, the results are taken from the correlated images obtained by the CMOS 
camera. Thus, this eliminates the temporal behavior of the heat gauge sensor. All three parameters 
are normalized with respect to their steady values 60 minutes after startup. The measurements are 
shown in Figure 2-11 and depict comparable results reported in [52]. The critical time period is 
during the first five minutes after startup where all three values reach approximately 95% of their 
final values. More steady behavior is observed after 10 minutes, where the normalized values 
fluctuate between 96 - 98% of their steady-state values. From this, it can be concluded that a warm-
up time of 10 – 15 minutes is sufficient to reach steady operating conditions. 
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Figure 2-11: Startup time response of the HFSS at an input current of 200 A showing three parameters normalized 
with respect to their values 60 minutes after startup with error bars presenting standard deviation of each data point 
2.4.5. Adjustment of Current and Power 
The current supplied to the xenon arc bulb was varied in the range of 120 to 200 A, with 
increments of 5 A, to characterize the solar simulator at different power levels. Through the control 
of current supplied, the power received on a target or test object of interest can be varied as desired, 
which should enable mimicking the sun’s DNI throughout the day. The peak flux and total power 
on a 10 x 10 cm2 target with respect to the supplied current are shown in Figure 2-12 (a). Linear 
regressions were then performed for each variable with their respective equations and R2 values 
shown, to provide a method of modeling these two parameters and adjusting the current supplied 
as necessary. In addition, Figure 2-12 (b) shows the relationship between the peak flux density and 
power, where almost a perfectly linear relationship exists between these two values based on its R2 
value. This, in addition to analyzing the obtained flux distributions at different currents, as shown 
in Figure 2-13 as a function of radial position, demonstrates that varying the current supplied to the 
bulb does not affect the overall heat flux distribution. It rather influences the distribution in a linear 
and uniform manner.  
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Figure 2-12: (a) Peak flux density and total power as a function of electrical input current to the HFSS with error bars 
presenting standard deviation on y-axes and uncertainty on x-axis, and (b) Linear correlation between measured peak 
flux density and total power with error bars presenting standard deviation 
 
Figure 2-13: Two-dimensional plot of the heat flux distributions obtained at supply current values ranging from 120-
200 A with increments of 10 A  
2.4.6. Effect of the Number of Images Captured 
The number of images captured by the CMOS can affect the results of the experimental 
determination of heat flux distribution. To determine a minimum threshold for the number of 
images to be captured, a sensitivity analysis was performed by comparing the RMSE values of the 
total power, peak flux, and maximum deviation at any point with respect to the number of images 
captured. This sensitivity analysis was performed for two different currents of 120 and 200 A to 
determine whether the threshold for the captured images is affected by instabilities in the arc due 
to lower current values. Both of the analyses performed are shown in Figure 2-14, where the peak 
flux results were omitted to better visualize the results since they had a similar trend as that shown 
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by the maximum deviation. As can be seen in Figure 2-14, the RMSE values for the two different 
parameters exhibit an inversely proportional behavior, which levels off as the number of images 
increases. Based on that, it can be concluded that the threshold for the number of images captured 
is around the 30 images mark for a current value of 200 A and 25 for a current of 120 A, where the 
reduction in the RMSE becomes insignificant thereafter. This threshold mark is slightly lower than 
the values of images captured in literature, where the number of images captured is around 30-40 
images [36,42]. However, as expected, when the number of captured images increases, the RMSE 
values become slightly lower. Therefore, 100 images were captured and processed for 
characterizing the heat flux distribution, since time constraint was not a factor to overcome the 
additional capturing and processing time, which takes approximately three extra minutes.  
 
Figure 2-14: Sensitivity analysis on the number of captured images based on RMSE values at (a) 200 A, and (b) 120 A 
with error bars presenting standard deviation 
As the current supplied to the bulb decreases from 200 A to 120 A, the xenon arc is expected 
to become more unstable especially below the 80% level of the nominal current of the bulb [62]. 
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In efforts to numerically examine any effects due to the expected instabilities within the arc at lower 
supply current values, the RMSE values are compared for the two different current values. The 
RMSE values at a single captured image for total power and maximum deviation were 0.38 and 
1.35% for 200 A as compared to 0.13 and 0.50% for 120 A. Based on the RMSE values at the two 
different current values, no direct effect was noticed due to the instabilities of the xenon arc on the 
parameters investigated, but rather it was noticed that the HFSS’s output seemed to be more stable 
at lower current values. This observation also seems to agree with the results shown in Figure 2-12 
(a), where the standard deviation of the values seen were significantly lower at lower current values. 
This could potentially mean that the xenon arc shows no instabilities at current values as low as 
60% of its nominal value. 
2.4.7. Determination of the Temporal Instability  
The temporal instability of the heat flux obtained at the focal plane was then calculated using 
Eqn. (2-6) throughout a time span of 6 minutes. Temporal instability values were averaged out with 
respect to radial distance from the target’s center to smooth out the relationship between the 
temporal instability and radial position. This relationship is plotted and shown in Figure 2-15. It 
can also be noticed that the temporal instability in addition to the measurement uncertainty would 
certainly deem the HFSS to be considered as running at steady operating conditions after 10 
minutes based on the results shown in Figure 2-11. The temporal instability seemed to increase at 
distances further away from the center within the heat flux distribution obtained. Since the temporal 
instability values were all below 2% for circular areas with radii up to 50 mm, the solar simulator 
can be classified as class A for photovoltaic testing as identified by ASTM and IEC.  
 
Figure 2-15: Averaged temporal instability of the HFSS for given radial positions at an input current of 200 A 
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2.4.8. Determination of the Radial Non-Uniformity 
The RNU was calculated in a similar manner to the temporal instability using Eqn. (2-5) to 
represent the relationship between the non-uniformity and radial distance from the center. This is 
shown in Figure 2-16, where it can be seen that the RNU increases with an increasing radial distance 
up to approximately 8 mm since the flux density distribution’s gradient is highest at those locations. 
Therefore, any slight misalignment in the HFSS will show amplified RNU values. As the radial 
distance continues to increase, measurement uncertainties and the resolution of the camera have a 
much more significant effect on fluctuating the results, which in return causes an increasing trend 
in RNU. Based on the values obtained across the total area of 10 x 10 cm2 target, the radial 
uniformity of the flux distribution is satisfactory within the first 40 mm approximately, where RNU 
values lie within 10%, but becomes significantly less uniform further away from the center.  
 
Figure 2-16: Radial non-uniformity of the HFSS as a function of radial position and at an input current of 200 A 
The RNU can be attributed to manufacturing imperfections within critical components, mainly 
the ellipsoidal reflector. These imperfections are usually to be expected in most solar simulators. 
However, for this simulator, the adjustment mechanism of the bulb also played a significant role in 
the increased RNU. The mechanism for the bulb’s horizontal and vertical positions did not allow 
for a precise motion of the bulb since it was manually moved by hand and held in place by two 
thumb screws. In addition, the mechanism did not allow motion in explicitly one axis, which made 
the optimization of the simulator, and hence the observation of a more radial uniform distribution 
much harder. 
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2.4.9. Uncertainty of the Measurements 
There are several experimental sources of error that were examined to ensure that the data is 
reliable and any conclusions stated based on the experimental results are valid. The first source of 
error can be attributed to the equipment used in measuring the heat flux values directly in order to 
correlate the grayscale to heat flux density values. The HFG has an accuracy of ± 3%, which creates 
a maximum uncertainty of ± 210 kWm-2 for the peak flux density. Another source of error is the 
resolution of the CMOS camera, which has a grayscale range up to 255. Based on this grayscale 
range and the flux correlation factor, the uncertainty from the CMOS camera is ± 15.78 kWm-2. In 
addition, the data acquisition system used has an uncertainty of ± 4.7 µV, which corresponds to an 
uncertainty of ± 2.315 kWm-2. These uncertainty values were used to calculate a single weighted 
uncertainty value for the linear regression of the grayscale values that was used for acquiring 
experimental results. Using the aforementioned uncertainty values, in addition to any uncertainty 
that arises due to the process unsteadiness, the uncertainty of all measurements can be calculated 
using the method defined by the American National Standard Institute (ANSI) [63]. In accordance 
to this, the uncertainty in the determined peak flux is ± 220 kWm-2 with 95% confidence.  
2.4.10. Image Merging Process 
The resulting full flux map obtained by merging five overlapping flux measurements through 
the merging method is shown in Figure 2-17 (a), while a contour map on a 10 x 10 cm2 target is 
shown in Figure 2-17(b). The peak flux density of the obtained distribution was found to be 6.95 
MWm-2. This differs by approximately 0.6% from the heat flux density obtained with the regular 
mapping method. Similarly, the total power incident on a 10 x 10 cm2 area was determined as 3.73 
kW which corresponds to a deviation of 6.5%. Per this method, the CMOS camera was re-
positioned in order to fit the whole Lambertian target area inside the image frame rather than just a 
quarter (Figure 2-1). The observed deviation between the two methods is due to additional 
uncertainties that occur when considering a larger target size, where the resolution of the grayscale 
images is significantly affected. The resolution was computed by quantifying the amount of pixels 
representing the observed area in mm2 in the untransformed image. The resolution was calculated 
as 8 px/mm2 for the captured images of the merging method. For the regular mapping method, the 
resolution was calculated as 36 px/mm2. This clearly indicates superior accuracy of the regular 
method and explains the slightly higher deviation on the total flux between both methods. However, 
this is to be expected when indirectly characterizing a larger target area. 
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It can be seen in Figure 2-17 (a) that the flux density was quantified up to a radius of 10 cm. 
Beyond this radius, processing of the grayscale images did not yield any flux density values. The 
reason for this is that the calibration of the grayscale values and the corresponding heat flux as 
depicted in Figure 2-6 is constrained by the 8-bit grayscale integer value. In other words, the range 
of obtainable flux density values up to approximately 8000 kWm-2 correlates to the range of 256 
grayscale values. As aforementioned for the calibration, the applied correlation should account for 
saturation once higher flux values would be observed. This then leads to unclear distinction of the 
grayscale values close to 0 (black) in the tail of the flux distribution where values fluctuate between 
0 and 1. 
 
Figure 2-17: (a) Three-dimensional flux distribution on a 30 x 30 cm2 target area obtained through merging of five flux 
maps, and at a HFSS input current of 200 A. (b) Two-dimensional view of the measured flux map on a 10 x 10 cm2 
target area obtained using the merging method, and at a HFSS input current of 200 A, where centered concentric 
circles are shown having radii of 0.25, 0.5, 0.75, 1, 2, and 4 cm. 
Figure 2-18 depicts the flux density, both local and average, and the cumulative power of the 
merged flux map. The cumulative power at a radius of 5 cm equals to 3.55 kW which differs by 
approximately 0.24 kW from the values obtained with the regular heat flux mapping method 
(Figure 2-10). The total cumulative power for the obtained values within the radius of 10 cm was 
found to be 4.40 kW. Based on these results, it can be implied that the portion of significant incident 
radiative power at the focal plane falls within the circular area with 10 cm radius, and thus 
encompasses an area larger than the area of interest (approximately 5 cm in radius). In addition, the 
merging method seems to be a promising approach for the characterization of wider flux 
distributions, e.g. parabolic concentrators. 
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Figure 2-18: Local flux density, average flux density, and cumulative power as a function of radial distance from the 
target center at a HFSS input current of 200 A obtained using the merging method 
2.5. Conclusions 
In this chapter, an indirect heat flux mapping of a new 10 kWe HFSS for solar thermal and 
thermochemical applications is presented. The method implemented for the characterization 
comprises the calibration of a CMOS camera with heat gauge data obtained, which classifies the 
method as an indirect one. Compared to most other methods, this method uses only one Lambertian 
target. This removes misalignment errors, which would otherwise occur when interchanging the 
targets or covering the HFG with a smaller Lambertian target to obtain the grayscale values at that 
location. Furthermore, this method would also save an additional cost and time. The heat flux maps 
obtained at maximum power provided a peak flux density of 6.99 MWm-2 with a total power of 
3.49 kW incident on a 10 x 10 cm2 target. Variation of the power supply current showed to have 
no effect on the overall heat flux distribution other than a linear and uniform increase or decrease 
of the flux. The results of a sensitivity analysis on the number of images captured by the CMOS 
camera concluded that the threshold for stable and repeatable data was 30 images. The new method, 
namely the merging method, presented would enable acquiring incident flux data on larger target 
sizes. Although the resolution of the raw grayscale images obtained through this method was 
significantly lower than the original method, the resulting peak flux density deviated just by 0.6% 
while the total power on the same target size of 10 x 10 cm2 differed by 6.5%. The method was 
predicted to be favorable for wider flux distributions in the field of concentrated solar power.  
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Chapter 32,3 
Numerical Characterization of Solar Simulator 
In Chapter 3, the numerical characterization of solar simulators is presented. Through the 
experimental mapping technique presented earlier in Chapter 2, or any of the other techniques 
implemented by other researchers as seen in literature, important directional information is lost. 
There are two methods that can be used to restore the lost directional information: a forward method 
based on the Monte Carlo Ray Tracing, which is the most commonly practiced approach in 
literature, and an inverse ray tracing method. Both of these methods are described and presented 
here in details. The experimental setup developed at HFGL is reviewed and experimental data 
relevant to this chapter is presented. The results obtained from both methods are then presented and 
compared, where Chapter 3 then ends with conclusions.  
3.1. Introduction 
HFSSs provide indoor experimental testing of solar thermal reactors and receivers for power, 
fuel, and commodity production. HFSSs are a stable and controllable source of high flux radiation, 
allowing for reproducible laboratory results and experimental testing under varying conditions. In 
the last decade, several HFSSs have been designed and built, most of which use xenon arc lamps 
as their radiative source [30], as covered previously in Chapter 2. With the use of any HFSS, it is 
vital to accurately map and characterize the radiative flux from the simulator at the focal plane and 
any other plane of interest. This is not just to determine the performance of the HFSS, but to also 
identify the input parameters for the energy balance equations and basis for efficiency calculations 
[51]. Through an accurate numerical model, receiver designs can be optimized in advance to ensure 
that the highest optical efficiency is achieved. Therefore, an accurate numerical characterization 
method of the HFSS is required for rigorous research results. 
Through the flux characterization of a HFSS, all directional information of the flux distribution 
at the focal plane is lost. In the case of an indirect mapping method as that presented earlier in 
Chapter 2, this is due to the diffuse reflection characteristic of the Lambertian target. Therefore, the 
                                                     
2 A small portion of this chapter contributed to paper by M. Abuseada, N. Ozalp, and C. Ophoff, titled “Numerical and 
experimental investigation of heat transfer in a solar receiver with a variable aperture”, published in Int. J. Heat Mass 
Transfer. 128 (2019) 125-135. 
3 A portion of this chapter was accepted for publication by the ASME as M. Abuseada, N. Ozalp, titled “Intensity 
distribution from a single-bulb solar simulator identification through inverse ray tracing”, to appear in the proceedings 
of the ASME 13th International Conference of Energy Sustainability, Paper No: ES2019-3860. 
Numerical Characterization of Solar Simulator 
35 
obtained flux maps at the focal plane or any other plane of reference can provide no estimation of 
the flux distribution on an arbitrary surface, such as a solar reactor. Hence, a method to restore the 
lost directional information should be developed.  
The most common approaches in literature to numerically characterize HFSSs either use ray 
tracing in-house developed codes based on the Monte Carlo Ray Tracing (MCRT) method, as 
previously performed by the author in [64], or commercial software such as TracePro [65], VEGAS 
[66], or CUtrace [67]. These are used to simulate the intensity distribution based on the HFSS 
geometries and obtained flux maps. Despite their wide usage and popularity, these approaches rely 
on ideal geometries, and fail to predict intensity distributions due to non-ideal conditions such as 
surface imperfections. Therefore, an experimental approach is necessary to restore the directional 
information as first described in [68]. The methodology implements the use of flux maps at 
different optical planes to achieve the intensity distribution at the focal plane. By having the heat 
flux distribution known and the intensity unknown, this creates an inverse radiation problem. 
In this chapter, the numerical characterization of the HFSS is presented and performed using 
the two aforementioned methods: the well-established forward MCRT, and the inverse ray tracing 
methods. The intensity distribution of the HFSS is determined at the focal plane. This is performed 
through the use of 13 experimentally obtained heat flux maps at the focal plane and optical planes 
further away from the HFSS. The forward MCRT method is implemented first by developing an 
in-house MCRT code to provide a reference solution to the inverse ray tracing methodology under 
investigation because it is a well-defined problem. A volumetric isotropic shape is proposed to 
accurately model the 10 kWe xenon arc of the HFSS for use in this study and further ones. Then, 
the challenging inverse problem is attempted following the methodology described in [68] and [69] 
with few modifications and proposed changes. Several different solution strategies are examined 
to determine the most accurate method. To validate the solution method, the in-house MCRT code 
is used to model the xenon arc and provide heat flux maps at different optical planes similar to that 
obtained experimentally to provide a basis for the evaluation of performance of the different 
strategies. By comparing the obtained solutions to the reference solution from the MCRT code, the 
method of choice is determined based on relative percentage error values and then used to solve 
the inverse problem using the 13 experimentally obtained heat flux maps through the indirect flux 
mapping technique. 
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3.1.1. Forward Monte Carlo Ray Tracing 
The Monte Carlo (MC) method is a classification for a broad and diverse group of methods 
that rely on appropriate statistical sampling techniques to solve mathematical problems of interest. 
Its use in radiation heat transfer has been common, where the method has been used in various 
problems such as nanoscale radiation, large-scale tomography, and surface radiation with or 
without participating media [70]. Due to the reason that only few analytical, closed-form solutions 
exist in radiation problems and that radiation heat transfer occurs through discrete energy bundles 
(photons) that travel along straight paths, the MC method becomes of great importance and is well 
suited for thermal radiation problems. Therefore, the MC method applied to thermal radiation 
involves tracing energy bundles from their emission to their absorption points, taking into account 
any intermediate interactions with surfaces or participating media [71]. Hence, the method is named 
MCRT.  
Since the MCRT method relies heavily on statistical representations and approaches, random 
numbers and probability density functions play an important role. In a best case scenario, true 
random numbers can be obtained by acquiring noise through some sensor connected to the 
computer or by having a stored externally-determined set of real random numbers [72]. However, 
throughout a MCRT simulation, random numbers in the order of millions need to be generated or 
drawn quickly. This makes using a set of true random numbers being very impractical, which leads 
to the need of generating random numbers by the computer itself. These randomly generated 
numbers are referred to as pseudorandom numbers, and are predetermined values that seem to be 
random (meets all random numbers criteria), but are not truly random. Their use in the MCRT 
method is a valid and common alternative, given that care is taken in evaluating the randomness of 
these numbers based on the number generator of choice [73]. Throughout the scope of this thesis 
research, pseudorandom generator functions developed by MATLAB have been used. 
The MCRT method functions by dividing a radiation source or surface into a large number of 
rays (energy bundles) that have equal powers, where rays are emerged in a stochastic manner 
through the use of random numbers. Each single ray is then traced from its point of emission to its 
final point, where reflections and interactions with intermediate surfaces of an enclosure are 
accounted for, and the loss of the ray from the system of interest is a possibility. Once the final 
destination of the ray has been determined, its history is terminated and a new ray is emerged and 
traced. Hence, the MCRT method provides the distribution of rays from the emitting surface to all 
surfaces within an enclosure, and so it incorporates the use of a so-called distribution (or exchange) 
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factor, 𝐷𝑖𝑗. This factor represents the ratio of absorbed radiation by surface 𝑗 to that emitted by 
surface 𝑖, due to direct radiation and all possible reflections [71]. A general review of the MC 
method and its implementation in radiative heat transfer can be found in [74], while a more recent 
review of the method’s advancement and relevance to CSP application can be found in [75]. Further 
information and details are discussed later in the Methodology section. 
3.1.2. Inverse Ray Tracing 
A common engineering problem in heat transfer is that the result is given, whether it is a desired 
or an experimentally measured one, and the set of conditions that achieves this result needs to be 
obtained. These kind of problems are classified as inverse problems. Despite their significance and 
importance, inverse problems and their results are not covered extensively in literature as compared 
to forward or direct problems [76]. The need for an inverse solution strategy here and/or in many 
engineering applications in heat transfer is due to the fact that experimental observations of heat 
flux or temperature cannot be obtained at the desired physical location. The quantities of interest at 
the desired location need to be found using experimental measurements obtained at an accessible 
location instead. However, radiative inverse problems are usually complicated since the results are 
affected by all radiant sources in a given system. Therefore, special approaches and optimization 
techniques should be implemented to obtain useful results. Inverse design problems, solution 
approaches, and optimization techniques are reviewed in [76–78]. 
Unlike forward radiation problems that are well-posed and have unique solutions, inverse 
problems are usually ill-posed [79]. For an ill-conditioned inverse problem, multiple solutions can 
be obtained, where many are either physically unrealistic or significantly oscillate in space and/or 
time. Hence, they usually suffer from three main issues: no solutions may exactly match the data 
(solution existence), exact solutions may not be unique (solution uniqueness), and solution 
processes are unstable to small perturbations or noise (instability) [80]. These issues are much more 
prominent as the number of solution unknowns becomes larger relative to the number of 
measurements known, which represents the number of equations that describe the given problem. 
Therefore, there is a need to apply additional solution constraints and criteria that will provide both 
stable and unique solutions for inverse problems once discretized. Hence, changing the ill-
conditioned system of equations (SoEs) or operations to well-conditioned, and creating a parameter 
estimation problem. 
The process of changing an ill-conditioned to a well-conditioned SoEs is generally performed 
through the use of regularization techniques, irrelevant to the solution method of choice [78]. There 
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are two main solution methods for inverse problems: direct and iterative methods. Direct methods 
include the singular value decomposition (SVD), where regularization techniques can be 
implemented for the solution process, such as the truncated SVD (TSVD) and Tikhonov 
regularization of zeroth or higher orders. Iterative methods include Kaczmarz’s algorithm, gradient 
descent method, and the conjugate gradient least squares (CGLS) method, where regularization 
techniques include Tikhonov regularization and a constraint on the number of iterations attempted 
by the solver. Iterative methods are preferred over direct ones for large problems, due to their ability 
to perform better with sparse matrices and not generate auxiliary matrices that are more dense than 
the original mapping operator in the SoEs [80]. 
3.2. Experimental Setup and Procedure 
The HFSS consists of a lamp house that securely holds a 10 kWe xenon arc, and is equipped 
with intake and exhaust fans to properly ventilate the interior of the lamp house. The xenon arc is 
placed at the first focal point of an ellipsoidal reflector with its two focal points (f1 and f2) at 7.5 
and 90 cm from the vertex of the ellipsoid. The truncated reflector has starting and ending diameters 
of 9.1 and 39 cm that represent 𝑑𝑡𝑟1 and 𝑑𝑡𝑟2. The HFSS is also equipped with a power supply that 
enables the control of its output power by varying the current supply within the range of 80-200 A.  
The HFSS was characterized using an indirect heat flux mapping technique that incorporated 
the use of a HFG, water cooled Lambertian target, CMOS grayscale camera with optical filters, 
three-axis (XYZ) slider assembly with a dedicated motion controller, and cRIO system for data 
acquisition. The 35 x 35 cm2 Lambertian target was used to diffusely reflect radiation incident from 
the HFSS at the focal plane and any other planes of interest. It also had a center opening to allow 
for mounting the HFG, for direct measurements, while protecting the setup and structure from the 
HFSS’s high flux radiation. The XYZ slider was used to mount the Lambertian target and control 
its position within the three axes with a maximum linear displacement of 0.5 m to indirectly obtain 
the flux distribution at any plane of interest. The CMOS grayscale camera was used to capture raw 
images of the Lambertian target and correlate the captured grayscale values to heat flux 
measurements. The experimental setup used and its main components are shown in Figure 3-1, 
while further information on the HFSS or the experimental setup and equipment are covered 
previously in Chapter 2. 
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Figure 3-1: Experimental setup and components (a) schematic illustration, and (b) photo 
To begin with indirectly characterizing the HFSS, the HFG was mounted at the center of the 
Lambertian target and used to directly map the range of flux density values at the focal plane 
through the use of the XYZ slider, while noting down their respective positions. The CMOS camera 
then captured grayscale images of the Lambertian target that was moved within the focal plane to 
get a continuous diffuse surface area of 16.6 x 16.6 cm2. The grayscale values were then correlated 
to flux density values, which showed a linear relationship, as shown in Chapter 2. Once the 
calibration was complete, the CMOS camera was used to optically align the bulb for its optimum 
position. Then, the heat flux distribution was obtained at the focal plane as well as 12 other planes 
in the positive z-direction (away from the HFSS) at z-positions of 0-4.8 cm with increments of 0.4 
cm. The experimentally measured flux maps obtained on a 10 x 10 cm2 portion of the target and at 
the maximum supply current value at the focal plane as well as at z = 1.6 cm are shown in Figure 
3-2. As can be seen, both flux maps show a symmetrical distribution around the center, which 
shows that the bulb was properly positioned at the reflector’s first focal point. The peak flux density 
and total power values on the target at the focal plane was determined to be approximately 7000 
kWm-2 and 3.49 kW, which dropped to approximately 5300 kWm-2 and 3.40 kW at z = 1.6 cm. In 
addition, Figure 3-3 shows the flux density distribution with respect to radial position from the 
center at seven different optical planes that span the range of experimental measurements. Further 
information on the characteristics of the HFSS and its heat flux distribution at the focal plane can 
be found in Chapter 2. 
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Figure 3-2: Experimentally measured heat flux distribution on a 10 x 10 cm2 target area and a HFSS supply current of 
200 A (a) at the focal plane, and (b) at z = 1.6 cm. Centered concentric circles are shown having radii of 0.25, 0.5, 
0.75, 1, 2, and 4 cm. 
 
Figure 3-3: Heat flux distribution with respect to radial position at different optical planes 
3.3. Methodology 
As previously mentioned, the HFSS can be numerically characterized using two techniques. 
The first technique is based on the forward MCRT method and its implementation for the HFSS 
system, where an in-house code based on this method has been developed by the author and used. 
The in-house code has been previously tested on a 7 kWe HFSS at KU Leuven, Belgium, in [64], 
where the developed code showed a great agreement with the obtained experimental results. The 
desired outcome of this method is to obtain the shape of the xenon arc that matches well with the 
experimental observations, abiding to any relevant physical laws and manufacturer specifications. 
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Once the shape of the arc is found, it can then be used in implementing the MCRT method in 
determining the heat flux on any arbitrary shape, as discussed later in Chapter 4. The second 
technique is to solve the ray tracing inverse problem as defined by the governing equations of the 
system. The outcome of this method is to determine the intensity distribution of the HFSS at the 
focal plane and restore the lost direction information from the experimental result. The obtained 
solution can then be easily used to determine the flux distribution on any shape of interest. 
Through the MCRT in-house code, heat flux maps at several optical planes can be generated, 
where the code keeps track of the directions of all rays. This allows for calculating the intensity 
distribution at the focal plane to be used as a reference solution. Afterwards, the obtained flux maps 
can be used by the inverse ray tracing method for validation of the inverse methodology. Once 
validated, the algorithm can then be used on the experimental results to obtained the intensity 
distribution, which can also be used as a verification of both solutions. The methodology of both 
methods is discussed in further details in the upcoming sections of the thesis. 
3.3.1. Forward Monte Carlo Ray Tracing 
The MCRT method utilizes stochastic sampling to obtain and model independent variables 
based on statistical models that are derived from relevant physical laws. Therefore, the method 
depends heavily on probability density functions (PDFs) and the implementation of random 
numbers. These functions are used to stochastically determine properties of an emerged ray, such 
as points, directions, and wavelengths of emission, reemission, and/or reflection, in addition to 
results of events in participating media or when a surface intersection occurs. As aforementioned, 
the MCRT method uses the PDFs to stochastically emerge a ray from a surface or volumetric 
radiation source, tracking the history of the ray as it interacts with participating media and system 
surfaces. The final result of the method can either be the distribution factor 𝐷𝑖𝑗 or the resulting 
power distribution, depending on whether surface and other relevant properties are assumed to be 
constant or are functions of temperature.  
Since the methodology of the MCRT method can significantly differ depending on the 
assumptions and treatments considered, it is vital to begin the methodology section by first 
describing the assumptions of the model. Then, only the relevant equations and formulations will 
be covered based on the assumptions followed. The general relations of the MCRT method for 
radiative heat transfer presented in this section were obtained from [70,71,73]. Further discussion 
on the methodology of the MCRT method is done in Chapter 4, where the MCRT model has a 
larger scope of action.  
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Assumptions. The objective of the MCRT model throughout the scope of this research is to 
determine the power distribution from the primary radiative source (HFSS) and any surfaces within 
the system (to be considered in Chapter 4). Therefore, any information about the phase of the light 
wave is not considered, where only the energy of the wave is tracked. Since the MCRT method 
depends on stochastic approaches, rays’ events follow the Markov chain, where new events are 
completely independent of all prior ones. The reflection property of the ellipsoidal reflector is 
independent of temperature and radiation wavelength, and so can be considered to be a gray surface 
with a constant reflectivity. The surrounding air is treated as a non-participating medium since it is 
clean and free of any dust particles. Finally, the setup and surrounding surfaces are treated as non-
participating, so their re-radiation effects (if any) are neglected. Based on the objective of the 
MCRT model and the significance of neglected parameters’ effects, the above assumptions are 
valid for the scope of this research. 
Fundamentals of MCRT. The variables governing the action of a ray, such as direction of 
emission, are independent of each other. For example, in a spherical coordinate system, the zenith 
and azimuth angles defining the direction of the ray are independent. Therefore, a PDF, 𝑝, can be 
formulated for a random variable, 𝛾, based on a frequency function, 𝐹, that describes the 
distribution of the variable obtained from certain properties. The PDF is just a normalized version 
of 𝐹 as shown in Eqn. (3-1).
 𝑝(𝛾) =
𝐹(𝛾)
∫ 𝐹(𝛾) d𝛾
∞
−∞
 (3-1) 
Based on Eqn. (3-1), a cumulative PDF, 𝑃, can then be constructed by integrating 𝑝 up to a certain 
limit. The cumulative PDF then represents the probability that 𝛾 would occur within the range of 
integration. Since 𝑃(∞) = 1 and 0 ≤ 𝑃(𝛾) ≤ 1, the cumulative PDF can be equated to a random 
number, ℜ, as shown in Eqn. (3-2). 
𝑃(𝛾) = ∫ 𝑝(𝛾) d𝛾
𝛾
−∞
= ℜ𝛾 (3-2) 
Through Eqn. (3-2), variables governing the motion of the ray can be determined, as will be 
presented later in the upcoming sections of the thesis. 
Surface Descriptions and Ray Tracing. The surfaces considered in the current MCRT model 
are the ellipsoidal reflector and the target placed at the focal plane, which is where the global origin 
of the coordinate system is taken. A detailed schematic of the system is shown in Figure 3-4, where 
the Cartesian coordinate system is the primary coordinate system used. 
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Figure 3-4: Schematic of MCRT system for characterizing the HFSS 
As shown in Figure 3-4, both the ellipsoidal reflector and the target are placed centered around 
the z-axis. Hence, both surfaces can be assumed to be symmetric. Nevertheless, the model of the 
system cannot be treated to be two-dimensional, as the three-dimensional characteristic would be 
required for the full MCRT method coupling the heat transfer model as illustrated later in Chapter 
4. With that being said, let’s proceed by first defining the reflector surface based on the 
nomenclature defined in Figure 3-4. The surface of the reflector is described as in Eqn. (3-3). 
(𝑧 + 𝐶3)
2
𝐶1
2 +
𝑦2
𝐶2
2 +
𝑥2
𝐶2
2 − 1 = 0     for   𝐶4 ≤ 𝑧 ≤ 𝐶5 (3-3) 
where the geometric constants 𝐶3 = (𝑓2 − 𝑓1)/2, 𝐶1 = 𝐶3 + 𝑓1, 𝐶2 = √𝐶1
2 − 𝐶3
2, and 𝐶4 or 5 = −𝐶3 −
√𝐶1
2(1 − 𝑑𝑡𝑟1 or 2
2 /4𝐶2
2). 
Next is the square target placed at the focal plane to intercept radiation from the HFSS and 
identify the obtained heat flux. The square target has the dimension of 20 cm, and its surface is 
described as in Eqn. (3-4). 
𝑧 = 0     for  − 0.1 ≤ 𝑥 ≤ 0.1   and  − 0.1 ≤ 𝑦 ≤ 0.1 (3-4) 
Having the surfaces of interest defined, several characteristics can then be presented, which 
allow for tracking the rays in the MCRT model. Despite the fact that the geometric configuration 
of the shapes in the current MCRT model are relatively simple, a systematic way of describing 
surfaces is much more powerful. Hence, description of surface characteristics in vector form is the 
most logical approach. The first characteristic that would be very useful is the surface normal. Let’s 
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assume that any surface can be described through its geometric representation in Cartesian 
coordinates as a function, as shown in Eqn. (3-5). 
𝑆 = 𝑆(𝑥, 𝑦, 𝑧) = 0 (3-5) 
The unit normal vector, ?̂?, of surface 𝑆 is then calculated using Eqn. (3-6). 
?̂? =
∇𝑆
|∇𝑆|
=
𝜕𝑆
𝜕𝑥 𝑖̂ +
𝜕𝑆
𝜕𝑦 𝑗̂ +
𝜕𝑆
𝜕𝑧 ?̂?
√(
𝜕𝑆
𝜕𝑥)
2
+ (
𝜕𝑆
𝜕𝑥)
2
+ (
𝜕𝑆
𝜕𝑥)
2
 (3-6) 
Once the unit normal vector is defined, two additional unit tangential vectors describing the surface 
at any point need to be defined. A good approach to choosing the tangential vectors is by having 
them perpendicular to each other and to the normal vector, following the right-handed coordinate 
system. Therefore, the two tangential vectors, ?̂?𝟏 and ?̂?𝟐, are calculated using Eqn. (3-7). 
?̂?𝟏 ∙ ?̂? = 0     and     ?̂?𝟐 = ?̂? × ?̂?𝟏 (3-7) 
Having the normal and two tangential vectors defined, a unit vector representing the direction of a 
ray, being emitted or reflected, can be determined through the geometric directional angles. The 
direction unit vector, ?̂?, is calculated using Eqn. (3-8). 
?̂? = cos 𝜃 ?̂? + sin 𝜃 cos 𝜙 ?̂?𝟏 + sin 𝜃 sin 𝜙 ?̂?𝟐 = 𝑢𝑥  𝑖̂ + 𝑢𝑦 𝑗̂ + 𝑢𝑧 ?̂? (3-8) 
Then, the vector representing the path, ?̂?, of the ray can be determined based on the direction unit 
vector and the starting position, 𝐎?̂?, as shown in Eqn. (3-9) and demonstrated in Figure 3-5. 
?̂? = 𝐎?̂? + 𝑠?̂? = (𝑂𝑃𝑥 + 𝑠𝑢𝑥) 𝑖̂ + (𝑂𝑃𝑦 + 𝑠𝑢𝑦) 𝑗̂ + (𝑂𝑃𝑦 + 𝑠𝑢𝑦) ?̂? (3-9) 
where 𝑠 is an arbitrary length parameter that is greater than zero and represents the distance 
traveled, which is to be calculated in order to find the exact path of the ray. With this, all the 
necessary formulations for tracing a ray has been covered and the MCRT algorithm can be 
introduced.  
 
Figure 3-5: Schematic of a ray tracing for the MCRT model 
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The MCRT algorithm implemented to model the HFSS is illustrated in the form of a flowchart 
as shown in Figure 3-6. Explanation of the model is discussed in details, where the algorithm is 
divided into seven sections following the labeling indicated in Figure 3-6. 
 
Figure 3-6: Flowchart illustrating the MCRT algorithm used to numerically characterize the HFSS 
Initializing the Simulation - MCRT (a). The first step of the MCRT is to equally divide the 
emitting source into a large number of rays, 𝑁𝑟𝑎𝑦𝑠, and to initialize the counters, 𝑁𝑖 and 𝑁𝑖𝑗, by 
equating them to zero. The aforementioned counters represent the current count of rays emitted by 
the source and that intersected the target’s 𝑖’th and 𝑗’th element at the focal plane in the x and y 
directions. The total number of rays to be used depends on the computational time and accuracy 
required. A value of at least 10,000 multiplied by the number of surfaces in the analysis is generally 
recommended [71]. However, a convergence analysis should always be performed to ensure that 
the results converge to an acceptable accuracy. The value of 𝑁𝑟𝑎𝑦𝑠 will be presented later in the 
Results and Discussion section, with the corresponding convergence plot.  
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In addition to initializing the counters, system properties also need to be defined, including 
dimensions, electrical power of the xenon arc, electrical conversion efficiency of the HFSS, and 
surface properties such as reflectivity and imperfections. The electrical power of the bulb is 10 kWe 
for an input current of 200 A, while its electrical efficiency was assumed to be 0.5, based on 
efficiency values normally used in literature for similar setups [52,68,69]. The reflectivity of the 
reflector and its surface imperfection were assumed in a similar manner, while ensuring that the 
assumed values provided results that are in an acceptable agreement with the obtained experimental 
results. The assumed values for these properties will be covered in the upcoming sections. 
Determining Emission Location of Ray – MCRT (b). Determining the location of emission 
of a ray depends on the assumed shape of the xenon arc. The arc has been previously modeled in 
literature as a cylindrical volume, which is mainly based on manufacturer’s specifications [52,81]. 
However, it was illustrated that the arc cannot be accurately defined and modeled by a single 
emitting shape, whether it is a sphere or a cylinder. A concentric multilayer model of the arc that 
incorporates both of the previously stated geometries is capable of capturing the complex 
characteristics of the arc [82]. Therefore, based on the results shown in [82], a combination of a 
hemisphere and a cylinder with different dimensions attached to each other was previously used by 
the author in [64] to model a 7 kWe HFSS. The results obtained using this arrangement matched 
very well with the obtained experimental data, as was thoroughly validated in [64]. Therefore, the 
same arrangement was extended and used to model the current 10 kWe HFSS, with the dimensions 
of the two shapes in addition to the power distributed among them being different. 
In this study, the xenon arc is assumed to be a hemisphere that is centered at the first focal point 
and attached to a cylinder. The initial dimensions of the shape were based on the manufacturer’s 
specifications for the dimension of the arc and its luminance intensity distribution. Then, the final 
dimensions were tuned while keeping the arc length relatively the same to properly fit the 
experimental heat flux distribution obtained across the focal plane as well as other optical planes 
captured. In addition, the power distribution across the two shapes was the major parameter to be 
modified in order to provide the best agreement with the experimental distribution and peak flux 
as well as the total power values. After tuning, the bulb is modeled as an isotropic volumetric source 
which consists of a hemisphere of 1 mm radius that is attached to a cylinder of 1 mm in radius and 
10 mm in length with a power ratio between the two shapes of 0.23:0.77, respectively. 
Since the xenon arc is assumed to be an isotropic volumetric shape, the ray would have an 
equal chance of being emitted from a location across the volume. Considering the cylindrical shape 
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of the arc first, the location of emission is best determined in cylindrical coordinates. This location 
is governed through Eqns. (3-10) – (3-12). 
ℜ𝑟 =
∫ ∫ ∫ 𝜀𝜎𝑇4
𝑟
𝑟𝑚𝑖𝑛
𝑟 d𝑟
𝑧𝑚𝑎𝑥
𝑧𝑚𝑖𝑛 
d𝑧
2𝜋
0
d𝜙
∫ ∫ ∫ 𝜀𝜎𝑇4
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
𝑟 d𝑟
𝑧𝑚𝑎𝑥
𝑧𝑚𝑖𝑛 
d𝑧
2𝜋
0
d𝜙
=
𝑟2 − 𝑟𝑚𝑖𝑛
2
𝑟𝑚𝑎𝑥2 − 𝑟𝑚𝑖𝑛
2  (3-10) 
ℜ𝜙 =
∫ ∫ ∫ 𝜀𝜎𝑇4
𝜙
0
d𝜙 𝑟 d𝑟
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
d𝑧
𝑧𝑚𝑎𝑥
𝑧𝑚𝑖𝑛
∫ ∫ ∫ 𝜀𝜎𝑇4
2𝜋
0
d𝜙 𝑟 d𝑟
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
d𝑧
𝑧𝑚𝑎𝑥
𝑧𝑚𝑖𝑛
=
𝜙
2𝜋
 (3-11) 
ℜ𝑧 =
∫ ∫ ∫ 𝜀𝜎𝑇4
𝑧
𝑧𝑚𝑖𝑛
d𝑧 𝑟 d𝑟
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛 
2𝜋
0
d𝜙
∫ ∫ ∫ 𝜀𝜎𝑇4
𝑧𝑚𝑎𝑥
𝑧𝑚𝑖𝑛
d𝑧 𝑟 d𝑟
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛 
2𝜋
0
d𝜙
=
𝑧 − 𝑧𝑚𝑖𝑛
𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛
 (3-12) 
Where 𝑟𝑚𝑖𝑛 is zero (but shown for completeness and future reference), 𝑟𝑚𝑎𝑥 is the outer radius of 
the cylinder, and 𝑧𝑚𝑎𝑥 and 𝑧𝑚𝑖𝑛 represent the length of the cylinder. Eqns. (3-10) – (3-12) can then 
be rearranged to determine the location of emission in the three dimensional coordinate system 
(𝑟, 𝜙, 𝑧), where the corresponding position in Cartesian coordinates can then be obtained.  
Now considering the spherical shape of the arc, the location of emission is best determined in 
spherical coordinates. This location is governed through Eqns. (3-13) – (3-15). 
ℜ𝑟 =
∫ ∫ ∫ 𝜀𝜎𝑇4
𝑟
0
𝑟2 d𝑟
𝜋
0 
sin 𝜃 d𝜃
2𝜋
0
d𝜙
∫ ∫ ∫ 𝜀𝜎𝑇4
𝑟𝑚𝑎𝑥
0
𝑟2 d𝑟
𝜋
0 
sin 𝜃 d𝜃
2𝜋
0
d𝜙
=
𝑟3
𝑟𝑚𝑎𝑥3
 (3-13) 
ℜ𝜃 =
∫ ∫ ∫ 𝜀𝜎𝑇4
𝜃
0
sin 𝜃 d𝜃 𝑟2 d𝑟
𝑟𝑚𝑎𝑥
0
d𝜙
2𝜋
0
∫ ∫ ∫ 𝜀𝜎𝑇4
𝜋
0
sin 𝜃 d𝜃 𝑟2 d𝑟
𝑟𝑚𝑎𝑥
0
d𝜙
2𝜋
0
=
1 − cos 𝜃
2
 (3-14) 
ℜ𝜙 =
∫ ∫ ∫ 𝜀𝜎𝑇4
𝜙
0
d𝜙 𝑟2 d𝑟 sin 𝜃 d𝜃
𝑟𝑚𝑎𝑥
0 
𝜋
0
∫ ∫ ∫ 𝜀𝜎𝑇4
2𝜋
0
d𝜙 𝑟2 d𝑟 sin 𝜃 d𝜃
𝑟𝑚𝑎𝑥
0 
𝜋
0
=
𝜙
2𝜋
 (3-15) 
Where 𝑟𝑚𝑖𝑛 is eliminated for clarity and 𝑟𝑚𝑎𝑥 is the outer radius of the sphere. Eqns. (3-13) – (3-15) 
can then be used in a similar manner as presented for Eqns. (3-10) – (3-12). 
Determining Emission Direction of Ray – MCRT (c). The direction of emission from a gray 
isotropic volume is best determined in spherical coordinates. This is performed using the previously 
obtained relationships presented in Eqns. (3-14) and (3-15), for the zenith and azimuth angles. Once 
the angles of emission are obtained, the direction unit vector in Cartesian coordinates can be easily 
found and the path of the ray is determined using Eqn. (3-9) along with the emission location 
determined in step (b). When evaluating 𝜃, it is important to ensure that its value lies within the 
luminance intensity distribution provided by the manufacturer. For this, the rejection method was 
applied to 𝜃 to remain within the minimum and maximum values identified by the manufacturer, 
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which correspond to values of 40° and 160°. Any 𝜃 values that do not lie within this range are 
rejected. 
Determining Intersection with and Reflection from Reflector – MCRT (d). The previously 
determined path of the ray will be used along with the equation of the ellipsoidal surface (or any 
surface of interest) to obtain an analytical expression of the length parameter 𝑠 in Eqn. (3-9). This 
is done by substituting Eqn. (3-9) into the equation of the surface, Eqn. (3-3), to obtain Eqn. (3-16). 
(𝑂𝑃𝑥 + 𝑠𝑢𝑥)
2
𝐶2
2 +
(𝑂𝑃𝑦 + 𝑠𝑢𝑦)
2
𝐶2
2 +
(𝑂𝑃𝑧 + 𝑠𝑢𝑧 + 𝐶3)
2
𝐶1
2 − 1 = 0 
(3-16) 
Expanding Eqn. (3-16) and collecting the 𝑠 terms together gives Eqn. (3-17), which is a quadratic 
equation to be solved in order to determine the distance parameter. 
𝑠2(𝑢𝑥
2/𝐶2
2 + 𝑢𝑦
2/𝐶2
2 + 𝑢𝑧
2/𝐶1
2) + 𝑠(2𝑂𝑃𝑥𝑢𝑥/𝐶2
2 + 2𝑂𝑃𝑦𝑢𝑦/𝐶2
2 + 2𝑂𝑃𝑧𝑢𝑧/𝐶1
2 + 2𝑢𝑧𝐶3/𝐶1
2)
+ (𝑂𝑃𝑥
2/𝐶2
2 + 𝑂𝑃𝑦
2/𝐶2
2 + 𝑂𝑃𝑧
2/𝐶1
2 + 2𝑂𝑃𝑧𝐶3/𝐶1
2 + 𝐶3
2/𝐶1
2 − 1) = 0 
(3-17) 
If a real positive value of 𝑠 can be determined, then the ray intersects the ellipsoid. The determined 
𝑠 value will be substituted back in Eqn. (3-9) to obtain the exact location of intersection with the 
ellipsoid. If the z-coordinate of the intersection location lies within 𝐶4 and 𝐶5, then the ray intersects 
the reflector. If neither of the solutions of 𝑠 are real positive values or the z-coordinate does not lie 
within the truncated range, then the ray does not intersect with the reflector and is deemed lost, 
where its history is terminated and the ray counter is incremented by one. 
If the ray intersects the ellipsoidal reflector, it can either be reflected or absorbed. To determine 
if reflection occurs, a random number, ℜ𝜚, is generated and compared to the reflectivity of the 
surface, 𝜚. The value of 𝜚 for the ellipsoidal reflector is assumed to be 0.9. If ℜ𝜚 ≤ 𝜚, the ray is 
deemed to be reflected, and the analysis proceeds to step (e). Otherwise, the ray is lost, its history 
is terminated, and the ray counter is incremented by one. 
Determining Reflection Direction from Reflector – MCRT (e). Determining the reflection 
direction from a reflector is different than determining the direction of emission of a ray or that 
reflected diffusely, as will be covered in Chapter 4. For the ellipsoidal reflector, the law of reflection 
is implemented. The reflected direction, ?̂?𝐫, of an ideal surface is shown in Eqn. (3-18). 
?̂?𝐫 = ?̂?𝐢𝐧 − 2?̂?(?̂?𝐢𝐧 ∙ ?̂?) (3-18) 
Since the law of reflection assumes that surfaces are ideal, the law must be modified to 
accurately represent real surfaces. This is performed through the introduction of a specular error in 
the form of a deviating zenith angle, 𝜃𝑠𝑒 [52]. This angle is illustrated in Figure 3-7, where the real 
(modified) surface normal, ?̂?′, is calculated based on Eqn. (3-8). Since a deviating zenith angle is 
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introduced, an azimuth angle, 𝜙𝑠𝑒, needs to accompany it to fully define the real normal as shown 
in Eqn. (3-19). 
?̂?′ = cos 𝜃𝑠𝑒 ?̂? + sin 𝜃𝑠𝑒 cos 𝜙𝑠𝑒 ?̂?𝟏 + sin 𝜃𝑠𝑒 sin 𝜙𝑠𝑒 ?̂?𝟐 (3-19) 
where values of 𝜃𝑠𝑒 have a Gaussian distribution with a mean value of zero and a standard deviation 
of 5 mrad, while values of 𝜙𝑠𝑒 have a uniform distribution calculated using Eqn. (3-15). Once the 
real normal is obtained using Eqn. (3-19), the direction of the ray can be calculated by substituting 
the real normal back in Eqn. (3-18).  
 
Figure 3-7: Illustrative diagram of specular error in real reflective surfaces 
Determining Intersection with Target – MCRT (f). Determining the intersection with the 
target at the focal plane is performed in a similar manner as that described earlier for the ellipsoidal 
reflector. However, since the target has a much simpler geometry (is a vertical plane), the length 
parameter 𝑠 can be easily determined by equating the z-component of Eqn. (3-9) with the z-position 
of the target (z = 0). Using 𝑠, the exact location of intersection is obtained and it is then determined 
if the ray intersects the range of the target, and at which discretized element it intersects. Since the 
target is really just an imaginary surface, it is assumed to be a blackbody. Therefore, if the ray 
intersects the target, it is always absorbed, the counters 𝑁𝑖 and 𝑁𝑖𝑗 are incremented by one, and the 
history of the ray is terminated.  
Looping and Terminating the Algorithm – MCRT (g). Once the history of a ray has been 
terminated and it has been deemed as absorbed or lost, the algorithm moves to the next ray. The 
algorithm shown in Figure 3-6 will terminate once the number of emitted rays reaches the desired 
number of rays to be emitted. Another approach is to terminate the algorithm once the maximum 
percentage change (tolerance) reaches a desired value. Both of these approaches are satisfactory 
when care is taken to evaluate the convergence of the power distribution along the target. Once the 
algorithm has been terminated, the heat flux distribution is obtained by multiplying 𝑁𝑖𝑗 by the 
power of each ray, ?̇?𝑟𝑎𝑦, and then dividing by the area of each discrete element of the target. 
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It should finally be noted that the MCRT in-house code is capable of computing the intensity 
distribution at the focal plane. This is achieved by keeping track of 𝜃 and 𝜙 as a ray intersects a 
specific element on the target. The values of 𝜃 and 𝜙 can be recorded in their raw form, or divided 
up into further discrete elements in both angular directions and recorded through the use of 
counters. Since the number of rays emitted is in the order of millions, the second approach is 
followed for lower memory usage. 
3.3.2. Inverse Ray Tracing 
Inverse Problem Formulation. By having the heat flux distribution obtained at different 
optical planes, the flux maps can be used in an attempt to restore the lost directional information. 
The method investigated here follows the method that was first described in [68] for a general three-
dimensional case. A schematic illustration of an incoming ray from the HFSS that passes through 
the focal plane at 𝑧0 and other parallel planes in the z-direction is shown in Figure 3-8. Once a ray 
originates from the HFSS and passes through and beyond the focal plane, it travels through air that 
can be safely assumed to be a non-participating medium. Therefore, the intensity, 𝐼, remains 
constant in a straight path along any direction. With the intensity at the focal plane being 𝐼0, which 
is constant along a straight path in a given 𝜃 and 𝜙, the intensity at any plane can be projected and 
traced back to 𝐼0. Following the coordinate notation illustrated in Figure 3-8, the intensity can be 
written as shown in Eqn. (3-20). 
𝐼(𝑥, 𝑦, 𝑧, 𝜃, 𝜙) = 𝐼0(𝑥0, 𝑦0, 𝜃, 𝜙) = 𝐼0(𝑥 + 𝑧 cos 𝜙 tan 𝜃 , 𝑦 + 𝑧 sin 𝜙 tan 𝜃 , 𝜃, 𝜙) (3-20) 
 
Figure 3-8: Schematic illustration of ray from HFSS passing through optical planes 
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The flux density, 𝑞′′, at any position and plane can then be obtained by integrating the radiative 
intensity over the hemisphere, as shown in Eqn. (3-21). 
𝑞′′(𝑥, 𝑦, 𝑧) = ∫ ∫ 𝐼(𝑥, 𝑦, 𝑧, 𝜃, 𝜙)
𝜋/2 
𝜃=0
2𝜋
𝜙=0
cos 𝜃 sin 𝜃 d𝜃 d𝜙 (3-21) 
By substituting the expression obtained in Eqn. (3-20) into Eqn. (3-21), the flux density expressed 
in terms of 𝐼0 only can be written as Eqn. (3-22). 
𝑞′′(𝑥, 𝑦, 𝑧) = ∫ ∫ 𝐼0(𝑥 + 𝑧 cos 𝜙 tan 𝜃 , 𝑦 +  𝑧 sin 𝜙 tan 𝜃 , 𝜃, 𝜙)
𝜋/2 
𝜃=0
2𝜋
𝜙=0
cos 𝜃 sin 𝜃 d𝜃 d𝜙 (3-22) 
Eqn. (3-22) then needs to be solved by discretizing the system at hand. A square target at any 
given plane of side length of 𝐿 will be discretized into 𝑁𝑥 and 𝑁𝑦 elements with ∆𝑥 and ∆𝑦 
increments in the x and y planar directions (within a plane). The intensity and flux density will then 
be a function of these planar coordinates in addition to the optical position, which is discretized 
into 𝑁𝑧 elements with ∆𝑧 increment in the z direction (across captured planes). The intensity at any 
position is then further discretized into 𝑁𝜃 and 𝑁𝜙 elements with ∆𝜃 and ∆𝜙 increments in the 
zenith and azimuth directions. The radiative flux density at any location can then be represented as 
in Eqn. (3-23). The intensity can also be discretized in a similar manner in terms of 𝑖, 𝑗, 𝑘, 𝑚, and 
𝑛, representing the position coordinates and the zenith and azimuth angles. 
𝑞′′(𝑥, 𝑦, 𝑧) = 𝑞𝑖,𝑗,𝑘
′′ = 𝑞′′(𝑥𝑟𝑒𝑓 + 𝑖 ∆𝑥, 𝑦𝑟𝑒𝑓 + 𝑗 ∆𝑦, 𝑧𝑟𝑒𝑓 + 𝑘 ∆𝑧) (3-23) 
Since the planar coordinates will now be regarded as discrete points 𝑖𝑗𝑘, tracing back the 
intensity in a given direction to the plane of reference (focal plane) will provide continuous 
coordinates 𝑥0 and 𝑦0 as defined in Eqn. (3-20). Therefore, an interpolation scheme will be required 
to obtain a value for 𝐼𝑖,𝑗,𝑘,𝑚,𝑛. The interpolation scheme can be of zeroth-order (rounding to the 
nearest position) or of first-order as previously used in [68] and [69], where the intensity value at 
the focal plane will be linearly interpolated from its four neighboring discrete points. In the case of 
a zeroth-order interpolation, Eqn. (3-22) will be discretized as shown in Eqns. (3-24) and (3-25), 
where 𝑖 ̂and 𝑗̂ represent the nearest point at 𝑧0. 
𝑞𝑖,𝑗,𝑘
′′ = ∑  [𝐼0,?̂?,?̂?,𝑚,𝑛]
𝑁𝜃,𝑁𝜙
𝑚,𝑛=1
 cos 𝜃𝑚 sin 𝜃𝑚 ∆𝜃 ∆𝜙 (3-24) 
and  
𝑖̂ = round (
𝑥0−𝑥𝑟𝑒𝑓
∆𝑥
)     and     𝑗̂ = round (
𝑦0−𝑦𝑟𝑒𝑓
∆𝑦
) (3-25) 
Numerical Characterization of Solar Simulator 
52 
However, in the case of a linear interpolation, the four neighboring intensity values will be linearly 
distributed according to two weighing factors, 𝑊𝑥 and 𝑊𝑦, in the x and y directions. This is shown 
in Eqns. (3-26)-(3-28), where 𝑥?̂? ≤ 𝑥0 ≤ 𝑥?̂?+1 and 𝑦?̂? ≤ 𝑦0 ≤ 𝑦?̂?+1. 
𝑞𝑖,𝑗,𝑘
′′ = ∑ [
𝑊𝑥  𝑊𝑦 𝐼0,?̂?+1,?̂?+1,𝑚,𝑛 + (1 − 𝑊𝑥)𝑊𝑦 𝐼0,?̂?,?̂?+1,𝑚,𝑛
+𝑊𝑥(1 − 𝑊𝑦) 𝐼0,?̂?+1,?̂?,𝑚,𝑛
+(1 − 𝑊𝑥)(1 − 𝑊𝑦) 𝐼0,?̂?,?̂?,𝑚,𝑛
]
𝑁𝜃,𝑁𝜙
𝑚,𝑛=1
cos 𝜃𝑚 sin 𝜃𝑚 ∆𝜃 ∆𝜙 (3-26) 
and  
𝑖̂ = floor (
𝑥0−𝑥𝑟𝑒𝑓
∆𝑥
)        and        𝑗̂ = floor (
𝑦0−𝑦𝑟𝑒𝑓
∆𝑦
) (3-27) 
and  
𝑊𝑥 =
𝑥0−𝑥?̂?
∆𝑥
        and        𝑊𝑦 =
𝑦0−𝑦?̂?
∆𝑦
 (3-28) 
Depending on the interpolation scheme of choice, Eqn. (3-24) or (3-26) can be represented as 
a linear SoEs of the form 𝐐 = 𝐀 𝐈𝟎, where 𝐐 represents the measured/known collection of radiative 
flux densities at the discrete planar positions, 𝐀 represents the linear operator that maps 𝐈𝟎 to 𝐐, 
and 𝐈𝟎 represents the intensity at the focal plane. Thus, 𝐐 is a column vector of size 𝑀 = 𝑁𝑥  𝑁𝑦 𝑁𝑧, 
𝐈𝟎 is a column vector of size 𝑁 = 𝑁𝑥  𝑁𝑦 𝑁𝜃  𝑁𝜙, while 𝐀 is of size 𝑀 × 𝑁. 
Inverse Problem Solution Strategy. The linear SoEs formulated earlier is a discrete ill-posed 
type of problem. The challenge here rises due to the nature of the problem, where the problem is 
usually an underdetermined one, and the number of predictors is of equal or larger order of 
magnitude than the number of measured samples; it would be impractical to capture optical planes 
of a greater order of magnitude than that of solid angle combinations. For such problems, the SoEs 
need to be regularized to provide a useful solution rather than overfitting the measured samples. 
Regularization techniques include Tikhonov regularization, where the zeroth-order regularization 
is commonly implemented to decrease the norm of 𝐈𝟎 to obtain a solution that has sufficient 
complexity to adequately fit the measurements, and with the least noise amplification [80]. The 
first or second order of Tikhonov regularization can also be implemented to obtain a solution with 
a bias towards a flat or smooth solution, respectively. Other solution methods implement solution 
constraints such as non-negative, equality, and inequality constraints. In the case of implementing 
one of the aforementioned constraints, regularizing the SoEs might not be of great importance, as 
was studied in [83].  
The problem formulated in Eqns. (3-26)-(3-28) was previously studied and solved in [69] for 
three test cases and a case based on experimental measurements obtained from EPFL’s HFSS 
introduced in Chapter 2, while implementing a zeroth-order Tikhonov regularization and different 
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unconstrained solvers. The test cases were with reference intensities of (a) uniform distribution, (b) 
Gaussian distribution, and (c) uniform angular distribution. The model performed satisfactory for 
the test cases but unsatisfactory for the experimental one. This can be attributed to two main 
reasons: the number of targets used for the test cases was much greater, and the gradient of the 
intensity distribution for the experimental case was larger. In addition, it was concluded that the 
center “black spot” in the intensity distribution due to the truncated reflector was not resolved in 
the inverse solution of the experimental case [69]. 
When regularizing a SoEs, a roughening matrix, 𝐋, and a regularization parameter 𝛼 are used. 
The regularized SoEs is then formulated as in Eqn. (3-29). 
[
𝐐
𝟎
] = [
𝐀
𝛼𝑇 𝑝 𝐋𝐓 𝐩
] 𝐈𝟎 (3-29) 
where the subscript 𝑇 denotes the order of the Tikhonov regularization and 𝑝 denotes the specific 
parameter that is to be regularized (𝑥, 𝑦, 𝜃, 𝜙). In the case of implementing the zeroth-order 
regularization, the roughening matrix will be referred to as 𝐋𝟎. The roughening matrix 𝐋𝟎 is defined 
as an identity matrix, 𝐋𝟏 𝐩 as a finite difference approximation of the first-order derivative, and 𝐋𝟐 𝐩 
as the second order derivative approximation of 𝐀 in the parameter’s direction. The linear SoEs can 
then be stated as a minimization problem as given by Eqn. (3-30), where ‖ ‖2 represents the 
Euclidean norm. 
min (‖𝐀𝐈𝟎 − 𝐐‖2
2 + 𝛼𝑇 𝑝
2 ‖𝐋𝐓 𝐩𝐈𝟎‖2
2
) (3-30) 
In the case of using a nonnegative least squares (NNLS) solver, such as that defined by Lawson 
and Hanson in [84], Eqn. (3-30) can then be restated as Eqn. (3-31). 
min (‖𝐀𝐈𝟎 − 𝐐‖2
2 + 𝛼𝑇 𝑝
2 ‖𝐋𝐓 𝐩𝐈𝟎‖2
2
)  
subject to 𝐈𝟎 ≥ 𝟎  
(3-31) 
When solving a discrete ill-posed problem even under regularization and a nonnegative 
inequality constraint, solutions may still arise that do not reflect the actual system at hand, 
especially when having a relatively low 𝑁𝑧 value. Such solutions include intensity values at the 
solution plane and solid angles that do not trace back to the reflector, such as the “black spot” region 
previously discussed. In an attempt to eliminate these solutions and improve the accuracy of the 
obtained solution, the in-house code developed also traced back the points in the solution plane, 
depending on the discrete points and angles chosen, to determine whether they can be traced back 
to the ellipsoidal reflector. The reflector is defined as in Eqn. (3-3) previously introduced. 
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This inverse tracing portion of the code then generates matrix 𝐀𝐞𝐪 that is sparse and contains 
only ones at the locations corresponding to 𝐼0,𝑖,𝑗,𝑚,𝑛 that do not trace back to the reflector. Then by 
implementing an equality constraint, the linear SoEs then become more well-defined, and Eqn. 
(3-31) can be restated as Eqn. (3-32).  
min (‖𝐀𝐈𝟎 − 𝐐‖2
2 + 𝛼𝑇 𝑝
2 ‖𝐋𝐓 𝐩𝐈𝟎‖2
2
)  
subject to 𝐈𝟎 ≥ 𝟎 and 𝐀𝐞𝐪𝐈𝟎 = 𝟎 
(3-32) 
Due to the complexity of coding constrained least squares solvers with respect to other 
unconstrained ones, MATLAB’s built-in function lsqlin was used to solve Eqns. (3-31) and (3-32). 
The solution algorithm used is “Interior-Point” algorithm since it supports sparse matrices. The 
algorithm is an iterative solver based on the interior-reflective Newton method described in [85]. It 
is important to note that the built-in function does not have a regularizing effect on its own as part 
of its solution strategy [86]. However, in the case of minimizing constrained objective functions, 
the solver implements the use of Lagrange multipliers in order to ensure that the local minima are 
within the set constraints. In an attempt to very this, the direct SVD method as described in [80] 
and used in [69] to solve an unconstrained SoEs was used here to solve the current unconstrained 
SoEs, where the results obtained were comparable to that obtained using lsqlin.  
To obtain a solution for the intensity at the focal plane for validating the methodology, the in-
house developed MCRT code was used to model the HFSS’s distribution at different optical planes. 
The code was used to generate the heat flux distribution at the planes of interest, which represent 
the planes that were experimentally captured. In addition, the code also kept track of the direction 
of all the rays, as previously mentioned, which allows for calculating the intensity distribution at 
any position on the focal plane to be used as a reference solution to that of the experimental data 
and to provide a validation case for the solution methodology implemented. 
3.4. Results and Discussion 
3.4.1. Validation and Results: Forward Monte Carlo Ray Tracing 
The first step of validating the model is to ensure that the number of rays emitted during the 
MCRT simulation is of a satisfactory magnitude and provides an acceptable accuracy. This initial 
step is of great importance in MCRT methods since convergence issues play a significant role. For 
this, the relative change of the heat flux value of each element is monitored to ensure that the 
maximum relative change in any of the flux values is less than 1%. A maximum value of 1% 
actually provides heat flux values at a relatively high accuracy and repeatability, since discrete 
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elements with high relative changes are those far away from the center of the target. Therefore, 
their heat flux values are relatively low, leading to 1% tolerances for these elements being very 
reasonable. A tolerance value less than 1% leads to a significant increase in the required 
computational time.  
Throughout the entire simulation, the heat flux values were continuously calculated and 
updated after each iteration of the algorithm. Once the simulation ends, the normalized heat flux 
values are calculated based on the final flux values obtained. Therefore, illustrating the progression 
of the power distribution at each position, which ultimately should converge smoothly to unity. 
Figure 3-9 shows the normalized heat flux values w.r.t. the number of rays emitted from the xenon 
arc for the (a) spherical and (b) cylindrical volumetric sources. The value of 𝑁𝑟𝑎𝑦𝑠 used for the 
entire source is 1x109 rays, which is the total number of rays for both sources combined. The 
aforementioned 𝑁𝑟𝑎𝑦𝑠 value might seem significantly large, but it was required due to using a fine 
mesh on the target placed at the focal plane to obtain an accurate representation of the heat flux 
distribution and its high gradients. The discrete element size used was a square element with side 
lengths of 0.25 mm. 
 
Figure 3-9: Convergence of normalized flux values on target’s center from (a) Spherical, and (b) Cylindrical sources 
Figure 3-9 shows the successful convergence of the heat flux values for four different elements 
on the target, having different radii of 0, 1.5, 3, and 5 cm from the center of the target. As can be 
seen in Figure 3-9, the elements closer to the center of the target (at 0 and 1.5 cm radius) converged 
much faster than those further away. As discussed previously, the closer elements have values with 
higher flux magnitudes, and so are the ones of most importance and effect on the accuracy of the 
simulation. With that being said, a value of 1x109 rays for 𝑁𝑟𝑎𝑦𝑠 has been deemed accurate enough 
for any MCRT simulation of the xenon arc at a target with discrete square element size of 0.25 mm. 
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The heat flux distribution obtained from the MCRT simulation at the focal plane and input 
current of 200 A is shown in Figure 3-10 (a). In addition, the peak flux and total power values on 
a 10 x 10 cm2 target across the different experimentally obtained optical planes are shown in Figure 
3-10 (b) and (c). As can be seen from Figure 3-10, the model of the xenon arc properly exhibits the 
same behavior as that experimentally measured in terms of heat flux distribution, power, density, 
and their rate of change across different optical positions. The major difference between the 
modeled and experimental flux distribution, shown earlier in Figure 3-2 (a), is that the modeled one 
is completely symmetric as opposed to the presence of slightly unsymmetrical behaviors in the 
experimental one, which is to be expected. This will be discussed further in the upcoming section 
of the thesis.  
The modeled heat flux distribution at the focal plane can closely be described by a Lorentzian 
distribution, as was previously mentioned in Chapter 2. The modeled distribution at an input current 
of 200 A has a peak flux density of 6.985 MWm-2 and a total power on a 10 x 10 cm2 target of 
3.531 kW, as opposed to 6.99 MWm-2 and 3.49 kW for the experimentally obtained flux 
distribution. This leads to percentage errors of 0.07 and 1.17% for both the peak flux and total 
power values. In addition, the half width of the modeled distribution is 6.25 mm and its half power 
is 18.25 mm as opposed to the previously calculated experimental values of 6.25 and 18 mm. 
Readers are referred to Chapter 2 for more details on the experimental heat flux distribution and its 
characteristics. 
Based on the aforementioned discussion of the flux’s modeled and experimental characteristics 
in addition to the results shown in Figure 3-10, the source’s proposed and used shape combination 
can be used to accurately model the xenon arc and its heat flux distribution at different optical 
planes. In addition, it will be used to obtain the intensity distribution as a reference solution to that 
obtained experimentally using the inverse ray tracing later in this section.  
So far, the validation has been only performed for the maximum input power at the focal plane 
as well as the 12 other planes that were obtained experimentally. In order to compare the xenon arc 
model further, a two-dimensional heat flux distribution along the center of the target is plotted and 
shown in Figure 3-11. This is plotted for the maximum input current value of 200 A, an intermediate 
value of 160 A, and the minimum characterized value of 120 A. Since the heat flux distribution is 
taken along the center of the target, Figure 3-11 also shows a comparison of the maximum heat 
flux obtained from the model verses that experimentally measured. 
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Figure 3-10: (a) Modeled heat flux map at focal plane, and comparison between experimentally measured and modeled 
maps for (b) peak flux and (c) total power on a 10 x 10 cm2 target 
 
Figure 3-11: Two-dimensional heat flux distribution at focal plane and target center for 3 different current values 
Comparing the experimental and modeled heat flux distributions in Figure 3-10 (a) and Figure 
3-11, it can be noticed that the experimental distribution is not quite as symmetric as expected, or 
as the modeled distribution. The experimental contour is slightly distorted and deformed, which is 
a behavior often reported for the characterization of solar simulators in previous studies [35,42,82]. 
There are several potential reasons for this slightly distorted shape, which include: the angled 
position of the CMOS camera, minor alignment errors or shape distortions within the ellipsoidal 
reflector and solar simulator, and asymmetries in the arc.  
In evaluating the total electrical power available at the xenon arc, and hence the power of each 
ray emitted by the MCRT simulation, the relationship obtained previously in Chapter 2 for the peak 
flux values w.r.t. the input current is used. The relationship of the peak flux values was used rather 
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than the total power since it provides higher accuracies. This is due to the fact that it does not 
incorporate the portion of the target with relatively low flux values, where the percentage 
uncertainty in these measurements is significantly higher than that of the peak flux due to the 
grayscale correlation and resolution of the CMOS camera. This gives Eqn. (3-33) that is to be used 
for determining the available electrical power at the xenon arc, ?̇?𝑎𝑟𝑐, in Watts, with an input current 
of 200 A representing the rated power of 10 kWe for the bulb. 
?̇?𝑎𝑟𝑐 =
45.039 𝐴𝑚𝑝 − 2128.1
6879.7
× 104 (3-33) 
From Figure 3-11, the maximum heat flux ranges from 6.985 to 3.315 MWm-2 for the model, 
while the total power intercepted at the focal plane ranges from 3.531 to 1.680 kW for an input 
current that ranges from 200 to 120 A. In comparison with the experimentally obtained values, 
these range from 6.99 to 3.31 MWm-2 and from 3.49 to 1.49 kW, respectively. The largest relative 
error is at the lowest input current value of 120 A, where the total power on a 10 x 10 cm2 target is 
off by approximately 12%. This can be attributed to the significantly higher percentage 
uncertainties in the heat flux values, which are amplified when converted into power values. 
Therefore, the MCRT model can now be claimed to be validated and accurate for use, resulting in 
the radiation source being well-simulated. 
3.4.2. Validation and Results: Inverse Ray Tracing 
For the validation case of the inverse ray tracing method, 13 flux maps were obtained through 
the MCRT code at the same optical planes as those obtained experimentally. These maps were then 
used for solving the linear SoEs identified earlier in the Methodology section, and the solution for 
the intensity at the focal plane found was compared to that obtained from the MCRT code. 
It was noticed that attempting to solve the SoEs presented by Eqn. (3-29) using 13 targets and 
unconstrained least squares in-house solvers with or without regularization did not provide useful 
results using both interpolation schemes. The intensity distribution obtained did not match the 
reference solution and in most cases had negative intensity values. This was mostly the case with 
using different kinds of roughening matrices and values of regularization parameters, where the 
solution obtained had at least one negative value. The only condition for which negative values 
were eliminated was by using relatively large values of 𝛼𝑇 𝑝, where the solution suffered from great 
residual norms and errors. Roughening matrices used were of zeroth, first, and/or second order, in 
order to impose some system characteristics, such as symmetry or flatness (𝐋𝟏 𝐩), smoothness 
(𝐋𝟐 𝐩), or reduced magnitudes for more stable solutions (𝐋𝟎). The problem solved for is presented 
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in Eqn. (3-30), where the unconstrained solvers used included SVD and TSVD for direct methods, 
and gradient decent and CGLS for iterative methods. The algorithms followed are as explained in 
[80] and/or used in [69]. Hence, this created the motivation for moving to constrained least squares 
solvers, where they provided relatively better results. 
Six different solution methods, based on constrained inequality and/or equality solvers were 
investigated. Information about the solvers and their performance are stated in Table 3-1, while 
Figure 3-12 shows the averaged intensity values in all 𝜙 directions (although they are not uniform) 
with respect to radial position on target placed at the focal plane for different 𝜃 values. The 
reference case represents the intensity obtained from the MCRT code, where a good solution is 
expected to match it. 
Cases 1-6 represent the solution obtained for different solution methods using heat flux maps 
obtained from the MCRT code. For cases 1-3, linear first-order interpolation was used, where case 
1 had no regularization applied and used a nonnegative solver, case 2 had regularization applied in 
the 𝑥, 𝑦, and 𝜙 to impose a bias towards a solution that is symmetric in nature (per expected from 
the centered reflector) and used a nonnegative solver, and case 3 had the same regularization as 
case 2 (with different parameter values) and used the equality and inequality solvers stated by the 
minimization problem in Eqn. (3-32). Cases 1-3 were duplicated for cases 4-6, but while using a 
zeroth-order interpolation scheme. The regularization parameters for each of the cases, when 
applicable, were determined using the discrepancy or the L-curve criteria. If the parameter values 
are of different magnitudes, the discrepancy criterion was favored over the L-curve, since it 
provided better relative error values and a distribution that better matched the reference case.  
Table 3-1: Summary of solution methods, details, and calculated relative error values for the inverse ray tracing method 
Solver 
No. 
Interpolation 
Scheme 
Regularization 
(Parameter values are x10-6) 
𝑵𝒙 × 𝑵𝒚 × 𝑵𝒛
× 𝑵𝜽 × 𝑵𝝓 
𝑰𝟎,𝐦𝐚𝐱 
(MWm-2/sr) 
Relative 
Error (%) 
Ref - - 11x11x( )x8x8 32.9 - 
1 First None 11x11x13x8x8 68.3 90.9 
2 First 𝛼0 = 3, 𝛼1𝑥, 𝛼1𝑦 = 60, 𝛼1𝜙 = 40 11x11x13x8x8 30.7 69.3 
3 First 𝛼0 = 1, 𝛼1𝑥, 𝛼1𝑦 = 60, 𝛼1𝜙 = 40 11x11x13x8x8 38.2 51.0 
4 Zeroth None 11x11x13x8x8 40.9 82.6 
5 Zeroth 𝛼0 = 0.4, 𝛼1𝑥, 𝛼1𝑦, 𝛼1𝜙 = 15 11x11x13x8x8 32.0 52.2 
6 Zeroth 𝛼0 = 0.4, 𝛼1𝑥, 𝛼1𝑦, 𝛼1𝜙 = 15 11x11x13x8x8 33.4 30.4 
Exp Zeroth 𝛼0 = 1.5, 𝛼1𝑥, 𝛼1𝑦, 𝛼1𝜙 = 15 21x21x13x8x8 28.7 - 
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Figure 3-12: Average intensity values along the x and y directions and in all azimuth angular directions with respect to 
radius from the center of the target placed at the focal plane with 𝑁𝑥 = 𝑁𝑦 = 11 for (a) reference case, (b) case 1, (c) 
case 3, (d) case 4, (e) case 5, and (f) case 6. 
By comparing cases 1 and 4, it can be noticed that there is a drop in the relative error value 
when changing from a first to zeroth-order interpolation scheme. The solution further shows much 
closer trends to that of the reference case. The first-order interpolation presented by Eqns. (3-26)-
(3-28) seemed to cause an unnecessary complication to the SoEs and led to solutions that have 
higher error values. Also, a zeroth-order methodology was noticed to require much less 
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regularization, based on the regularizing parameter values, since it did not favor solutions that are 
unsymmetrical (in accordance with the coaxially placed bulb and reflector) or have relatively high 
intensity values as much as the first-order interpolation. Furthermore, a first-order interpolation 
solver required approximately five times more computational time in formulating and solving the 
linear SoEs. Using a Dell XPS 15 with an Intel core i7-7700 HQ CPU @ 2.80 GHz, 4 cores, 8 
logical processors, and 8 GB of RAM, the computational times required to construct and solve 
cases 1-6 were 71, 121, 25, 11, 19, and 5 seconds, respectively.  
Moving from case 1 to 2, there was a significant drop in 𝐼0,max and the percentage error due to 
regularizing the SoEs. However, this came at the expense of having a greater residual norm, which 
is to be expected and fine since it is not desired to over fit the heat flux measurements. The average 
error of case 2 is 69.3%, which decreased even further to 51.0% after implementing the equality 
constraints based on Eqn. (3-32) as previously described. 𝐀𝐞𝐪 equated some of the intensity values 
in the SoEs to zero, and hence eliminated the need to solve for some of the predictors and better 
stabilized the solution. This is in addition to the lower computational time as previously mentioned. 
For cases 4-6, it can be noticed that changing to zeroth-order interpolation further improved the 
results. Moreover, by comparing Figure 3-12 (e) and (f), it can be clearly seen how the equality 
constraint based on 𝐀𝐞𝐪 helped in avoiding incorrect intensity solutions further away from the 
center of the target. For instance, the intensity at 𝜃 = 2.9° and 𝑟 = 5 cm significantly dropped as a 
result, leading to a more accurate solution. Therefore, the solution method of choice is solver 6. 
Once the solver of choice has been determined to be of an acceptable accuracy, it was used to 
solve for 𝐈𝟎 using the experimentally obtained heat flux maps. The intensity solution is shown in 
Figure 3-13, while the parameters used for its solver are defined in Table 3-1. It should be noted 
that a relatively higher 𝛼0 was used in the experimental case as a result of any noises within the 
obtained experimental flux maps. Therefore, further stabilizing the solution. Based on Figure 3-13, 
the obtained solution shows a similar trend to that of the test case’s reference solution with the 
exception of 𝜃 = 2.9°. Any differences can be attributed to noises within the experimental 
measurements in addition to differences between the modeled and real system. 
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Figure 3-13: Solution of averaged intensity values with respect to radial position for the experimental case 
3.5. Conclusions 
In this chapter, the numerical characterization and modeling of a HFSS was presented using 
two different approaches. The first approach was based on the MCRT method, which is a well-
established and well-defined forward analysis. Using an in-house developed MCRT code, the 
xenon arc was successfully modeled for its heat flux distribution at different optical planes and 
input powers to the HFSS. The results obtained from the model presented great agreement with the 
experimental ones, resulting in percentage errors of 0.07 and 1.17% for both the peak flux and total 
power values at the focal plane. As was shown previously in this chapter, all the relative errors 
between the experimental and modeled results remained within a very reasonable range, with the 
only exception being the total power at low current values due to the significant increase of 
percentage uncertainty within the experimental measurements. Based on the results presented in 
this chapter, the proposed shape to use for modeling a 10 kWe xenon arc is a hemisphere with a 
radius of 1 mm centered at the focal plane that is attached to a cylinder of 1 mm in radius and 10 
mm in length with a power ratio between the two shapes of 0.23:0.77. Therefore, this model of the 
xenon arc will be used in upcoming chapters or work to simulate the effect of the HFSS on any 
system of interest. 
In addition, a second approach of experimentally determining the intensity distribution at the 
focal plane, or any other plane of interest, was presented. This was referred to as the inverse ray 
tracing method, where the formulation of the inverse problem was presented in details. This 
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approach is not a well-established one and it defines a highly ill-posed problem due to the nature 
of the system and high gradients in the intensity distribution from the HFSS. Two intensity 
interpolation schemes were examined, where it was shown that a first-order interpolation 
unnecessary complicates the problem, rather than providing a more accurate estimation of intensity 
values with respect to the zeroth-order interpolation. The percentage error reduced from 90.9% to 
82.6% when changing the interpolation scheme from a first to zeroth-order. Based on the 
demonstrated superiority of results of the zeroth-order interpolation scheme and the significantly 
reduced computational time (five times reduction), it is thus recommended to use such scheme, 
which can further allow for larger resolution (higher 𝑁𝑥, 𝑁𝑦, 𝑁𝜃, and 𝑁𝜙 values) for the solution at 
the plane of interest. Once the intensity solution is obtained, the first-order interpolation can be 
used to determine the heat flux distribution at any plane or shape of interest. 
In addition, a new approach of constraining the formulated SoEs with an equality constraint 
that works by eliminating some of the intensity values that cannot be traced back to the ellipsoidal 
reflector is proposed. This equality constraint reduces the number of predictors to be solved for and 
eliminates the rise of unreasonable results. Therefore, it can be used as a technique to change the 
ill-conditioned problem to a well-conditioned one without depending heavily on Tikhonov 
regularization methods. The equality constrained linear SoEs using the new promising approach 
provided intensity values at the focal plane with a reduced percentage error based on the reference 
intensity obtained from the MCRT code. The percentage error reduced from 69.3% to 51.0% in the 
first-order interpolation scheme and from 52.2% to 30.4% for the zeroth-order, when implementing 
the equality constrained solver. Hence, the new approach seems to be a promising one for the 
reconstruction of lost directional information for HFSSs. It is finally worth noting that this method 
of eliminating the intensity values that cannot be traced back to the reflector does not necessarily 
have to be done using an equality constraint. A possible different approach is to eliminate these 
intensity values and their effects from the SoEs to avoid the use of an equality constraint.  
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Chapter 44 
Heat Transfer Analysis of Solar Receiver 
In Chapter 4, the experimental setup at HFGL, which consists of a solar receiver in addition to 
other auxiliary components, will be introduced and the components’ designs will be presented. The 
solar receiver, being the main component of the setup, is covered in details with further focus on 
any design progress and modifications. Following that, the heat transfer model of the solar receiver 
is presented. The in-house developed code of the model couples the previously introduced optical 
analysis performed through MCRT method (Chapter 3) with a two-dimensional heat transfer 
analysis based on the finite volume method. Experimental characterization of the solar receiver was 
performed, where its results are presented and used for the validation of the numerical model. Once 
the model is validated, it can be used to simulate different test scenarios, such as design alterations, 
scaling up of the solar energy source, and/or control strategies to regulate the temperature within 
the solar receiver (which will be the scope of Chapter 6).  
4.1. Introduction 
As previously mentioned in Chapter 1, central receivers are gaining great attention due to their 
good efficiencies at elevated temperatures, which allows for their implementation in processes in 
addition to direct electricity generation. These processes are referred to as solar thermochemical 
processes, and they usually work by producing storable solar fuels and chemicals that are 
traditionally obtained through the combustion of fossil fuels to provide the required high 
temperature process heat. These processes include the production of hydrogen, syngas, and/or 
carbon [10–13], zinc [16,17], and other products, such as lime [19]. Through the use of solar 
thermochemical processes, the carbon footprint is greatly reduced, where the solar alternatives 
involve relatively mild temperatures that have potential solar to fuel efficiencies exceeding 50% 
[20]. A common type of solar central receivers is a cavity-type receiver, which is a receiver with 
an aperture that aims for maximizing irradiation captured, while minimizing re-radiation lost within 
its cavity. Therefore, this type of receivers has an optimum aperture size that results from a 
compromise between the captured radiation energy from the solar source and the radiation emission 
lost from the receiver’s cavity. Thus, the optimum aperture size depends on several factors, most 
                                                     
4 A portion of this chapter contributed to publication by M. Abuseada, N. Ozalp, and C. Ophoff, titled “Numerical 
and experimental investigation of heat transfer in a solar receiver with a variable aperture”, published in Int. J. Heat Mass 
Transfer. 128 (2019) 125-135. 
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importantly being the cavity’s temperature, as was shown in [7], and the power distribution from 
the solar source.  
There are several notable solar reactor designs in literature that are designed for different 
processes. The reactors can work through the direct irradiation and heating of the reactants, as is 
mostly the case, or through indirect heating as in [19,20]. The optimum aperture size of the reactor 
is pre-determined through analyses and simulations at the expected/nominal operating conditions, 
and the aperture is then remained fixed for all operating conditions. With all designs, whenever 
applicable, the reactor’s cavity is sealed using a quartz window at the aperture to provide direct 
heating of the reactants inside the reactor. quartz is usually the material of choice due to its desirable 
optical characteristics in the solar irradiance’s wavelength spectrum and its ability to withstand 
very high temperatures [87]. A comprehensive review of different solar reactors developed at PSI 
can be found in [19]. 
For a solar reactor system, the development of dynamic models of the system and their 
validation is necessary for several applications. First, the developed model can be used as a tool for 
designing solar reactors and optimizing their operating conditions, as in [88]. It can also be used to 
determine the optimum reactor’s aperture for any given operating conditions, as previously 
mentioned and illustrated in [7]. Furthermore, the model can be used to assess the different forms 
of heat transfer and hence the overall process efficiency, as in [12,89]. Finally, the model can be 
used to simulate the transient and steady state responses and simulations of the system. This can be 
used for offline system identification and control applications to maintain semi-constant 
temperatures within the solar reactor, which include model predictive controllers and offline tuning 
of controllers, as in [90–92]. The use of an accurate validated model of the process can significantly 
save great time and costs associated with tuning controllers for solar reactors. 
To be able to accurately model the solar reactor system, several analyses need to be coupled in 
order to obtain a full representation of the process’s behavior. These include an optical analysis for 
the radiative heat transfer and input power from the HFSS, heat transfer analysis for the flow of 
energy within the reactor’s walls and components, and a fluid dynamics analysis to monitor the 
feedstock’s behavior and its effect on the convection heat transfer. In the case of reacting flows, 
additional equations and analyses are implemented to further govern the process at hand.  
For the optical analysis within the solar receiver’s cavity, two of the available approaches are 
the Radiosity Net Exchange (RNE) and the MCRT methods [70,71,73]. However, the MCRT is the 
most commonly used method to simulate thermal radiation in solar applications due to its capability 
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of incorporating probabilistic density functions and other surface properties that the RNE method 
cannot accommodate for [16,88,93]. In addition, it has been previously shown that the MCRT 
method is superior to the RNE method and provides more accurate representation of the 
temperature distribution, especially where two surfaces meet at perpendicular angles in a receiver 
[94]. Therefore, the use of MCRT technique has been extended beyond the scope of simulating the 
HFSS in Chapter 3 to model the heat transfer due to radiation emission from the receiver’s cavity. 
In this chapter, the complete experimental setup at HFGL will be presented. This includes the 
solar receiver, which is the main component of the setup, in addition to other auxiliary components 
and connections, such as an exhaust cleaning mechanism and a heat exchanger. The design of the 
solar receiver will be presented in details, while only brief details on its auxiliary components will 
be presented for completeness since they are out of the scope of this research work. Following that, 
the heat transfer model of the solar receiver will be presented, starting with the optical analysis 
performed using the MCRT method and its extension work to model the radiation emission as well 
as reflection within the receiver’s cavity. The optical analysis is then coupled to a two-dimensional 
heat transfer analysis based on the finite volume method to effectively model the temperature 
distribution within the receiver. The finite volume method was the approach of choice over other 
approaches due to its capability of strictly abiding to all conservation laws [95]. These two analyses 
are usually coupled together when an in-depth study of radiative heat transfer is necessary [96]. For 
the validation of the model, an experimental characterization of the solar receiver was performed, 
presented, and used to validate the numerical model. Once the model is validated, it can then be 
used to simulate different test scenarios, such as design changes, scaling up of the solar energy 
source, and control strategies to maintain semi-constant temperatures within the solar receiver. 
4.2. Experimental Setup and Procedure 
4.2.1. Experimental Setup 
Solar Receiver. The cavity-type solar receiver designed consists of five main components as 
follows: a cylindrical body, back plate, front flange, and two additional plates at the front. The two 
additional plates hold the quartz window, which ultimately seals the solar receiver. The front 
flange’s purpose is to serve as a protection shield from any spilled irradiation (portion of radiation 
from the HFSS not falling within the fixed aperture’s size) and as a mean of connection of other 
components, such as the quartz front and back plates, receiver’s insulation outer shell, and a 
variable aperture (covered in Chapter 5). The five components come together to form the cavity of 
the receiver, which is made of stainless steel 316 and can safely withstand operating temperatures 
Heat Transfer Analysis of Solar Receiver  
67 
up to approximately 1000 °C. An overview of the receiver being mounted in front of the HFSS is 
shown in Figure 4-1, while the dimensions and materials of its components are in Table 4-1.  
 
Figure 4-1:Illustration of solar receiver and connections before insulation 
Table 4-1: Components of solar receiver, their materials, and dimensions 
Component Material Dimensions (cm) 
Main Cylinder Stainless Steel 316 𝑑𝑐,𝑖𝑛 = 10.2, 𝑡𝑐 = 1.52, 𝐿𝑐 = 29.3 
Back Plate Stainless Steel 316 𝑑𝑏𝑝 = 13.2, 𝑡𝑏𝑝 = 1.52 
Front Flange Stainless Steel 316 𝑑𝑓𝑓,𝑖𝑛 = 10.2, 𝑑𝑓𝑓,𝑜𝑢𝑡 = 42.7, 𝑡𝑓𝑓 = 0.64 
Quartz Plates Stainless Steel 316 𝑑𝑞𝑝,𝑖𝑛 = 8.89, 𝑑𝑞𝑝,𝑜𝑢𝑡  = 19.7, 𝑡𝑞𝑝 = 1.27 
Window Fused Quartz 𝑑𝑤 = 10.2, 𝑡𝑤 = 0.74 
Insulation Calcium-Magnesium-Silicate Wool 𝑡𝑖𝑛𝑠 ≈ 12.2 
Shell Cover Aluminum 6061 𝑑𝑠𝑐,𝑖𝑛 = 37.6, 𝑡𝑠𝑐 = 0.25, 𝐿𝑠𝑐 = 42.3 
 
The configuration of the solar receiver and dimensions of its components were partially based 
on the findings in [97] to improve the temperature uniformity within the receiver’s cavity and 
improve its optical efficiency. Solar power distributions at the focal plane of cavity-type receivers 
are highly concentrated with steep gradients due to the parabolic or ellipsoidal reflectors. This 
creates “hotspots” within the cavity of the receiver, which are regions with significantly higher 
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temperatures. The presence of hotspots inside a solar receiver can severely affect its performance 
by reducing its overall performance and create a safety hazard due to thermal stresses and 
deformations [98]. Therefore, the solar receiver has been designed to reduce the temperature non-
uniformity and any hotspots formation within its cavity. Reducing the temperature non-uniformity 
within the receiver has been approached by: (1) decreasing its aperture’s diameter, (2) increasing 
the overall length of its cavity, and (3) reversing its fluid flow direction, so that the fluid flows in a 
similar manner to a counter flow heat exchanger rather than a parallel flow one. The overall design 
of the receiver will be covered in the upcoming sections of the thesis.  
The solar receiver has four tangential inlet ports at the rear side for the entry of the main 
feedstock flow into the receiver with diameters of 0.48 cm. The tangential inlet ports are 
circumferentially distributed with equal angles of 90° in order to create a vortex-like flow and 
enhance convective heat transfer, similar to that implemented in [99] and studied in [100]. An 
illustration is shown in Figure 4-2, where the fluid flow is expected to follow a helical path as it 
progresses from the rear inlet to the front outlet. The exit port of the receiver (not visible in Figure 
4-2) is located at the front side of the cavity and is equipped with an exhaust cleaning mechanism 
for experiments involving carbon particles flow (outside the scope of this research work), which is 
the reason for having the exit port being off-center. The receiver also has four additional inlet 
tangential ports at the front side with diameters of 0.23 cm, which are directed towards the quartz 
window. The purpose of these additional ports is to cool down the window and maintain it in a 
clean condition in experiments involving carbon particles flow. All the inlet ports are sealed 
through welding the connection fittings to the main cylindrical component of the solar receiver. 
 
Figure 4-2: Cross-sectional view of the solar receiver illustrating the vortex flow 
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Furthermore, the receiver’s cylinder and back plate are threaded to allow for the connection of 
10 thermocouple probes around the cavity of the receiver and two additional probes at the back 
plate. The 10 thermocouple probes are located at the different locations within the cavity, which 
will be referred to as the front, middle, and back positions corresponding to their locations relative 
to the receiver’s aperture. At the front, there are only two probes at the top side with an angular 
spacing of 90° due to the presence of the exhaust cleaning mechanism. At the middle and back 
positions, four thermocouple probes are equally distributed around the cavity with the same relative 
angular positions and an angular spacing of 90°. Measurements from these thermocouples provide 
a better estimate of the temperature distribution at each axial position in addition to providing a 
measure of temperature symmetry within the solar receiver. At the back plate, one thermocouple is 
located at the center of the plate, while the other is located vertically above the first thermocouple. 
This provides a better estimate of the power distribution from the HFSS at the back plate to better 
validate the numerical model. All thermocouple probes are shielded within stainless steel 316 tubes 
in order to extend their connections further away from the receiver’s body for safe operation. 
Moreover, the receiver has two additional through holes at the middle-top side of its cavity. 
These holes serve as means to connect a pressure gauge with a relief valve in addition to a carbon 
feeder for experiments that involve carbon particles injection. The receiver’s cavity also has three 
threaded connections at the lower side to allow for the connection of support threaded rods as shown 
previously in Figure 4-1. The rods serve as a mean to connect the receiver to the main aluminum 
structure using a flat plate and a set of nuts. In this arrangement, the solar receiver can be easily 
aligned in the x-direction by moving the flat plate, in the y-direction by screwing or unscrewing 
the support nuts (above and below the flat plate), and in the z-direction by moving the aluminum 
extrude supports. Thus, allowing for an easy and accurate alignment of the solar receiver to coincide 
with the pre-determined focal point through experimental characterization. A color coded model of 
the solar receiver, its main components, and connections is shown in Figure 4-3.  
In order to achieve high temperatures within the solar receiver, it has to be properly insulated 
with a relatively thick layer of insulating material. As shown in Figure 4-3, the receiver has an 
external aluminum 6061 shell that is bolted to the front flange. The external shell serves as a mean 
to house the insulating material, which is Calcium-Magnesium-Silicate wool (commercially known 
as Superwool plus blanket) that was obtained from Morgan Thermal Ceramics. The external shell 
is divided up into five parts: four sections around the cylindrical cavity of the receiver and a back 
plate as shown in Figure 4-4. The external shell was divided into parts to allow for the connections 
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that extend beyond the shell’s radial distance, where all the parts then come together to elegantly 
enclose the insulating material. The dimensions of the external shell are previously presented in 
Table 4-1. Based on its dimensions, the insulation thickness is determined to be approximately 12.2 
cm around the cavity and 11.5 cm around the back plate. Starting from the insulation blanket, pieces 
and parts had to be cut in the right sizes to fill in the void spaces between the receiver and external 
shell. The process of applying the insulating layer to the solar receiver and its progress is shown in 
Figure 4-4. With that, the experimental setup of the solar receiver is complete. 
 
Figure 4-3: Color coded model of the solar receiver and its components 
 
Figure 4-4:Progress of insulation layer around the solar receiver 
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Auxiliaries and Setup. Other components and auxiliaries of the complete setup include: a 
carbon feeder, exhaust cleaning mechanism, double-pipe counter flow heat exchanger with 
connections to a chiller, and a particle filter. All components are supported through an aluminum 
extrude structure as shown in Figure 4-5. The carbon feeder, exhaust cleaning mechanism, and 
particle filter are required for carbon particles injection experimentation. These auxiliaries are 
outside the scope of this research work, but are briefly mentioned for completeness. The carbon 
feeder is a volumetric feeder model 170-MI-5-AA/2 from Acrison Inc, and the exhaust cleaning 
mechanism involves a revolver of the exhaust tube and a scraper to clean any deposited carbon 
particles in the tube and ensure continuous and safe operation. The double-pipe heat exchanger has 
an outer diameter of approximately 5.1 cm, while an inner diameter of 2.5 cm. The heat exchanger 
is connected to an air-cooled recirculating chiller (ThermoFlex 900 from Thermo Scientific) in a 
counter flow arrangement with a cooling capacity up to 900 W. The heat exchanger ensures that 
the outlet gas temperature is within an acceptable limit of 50 °C under all operating conditions. 
 
Figure 4-5: Overview of experimental setup and components at HFGL 
Data Acquisition and Instrumentation. A data acquisition and control system using 
LabVIEW and hardware from NI was implemented to have real-time data collection and control. 
The system consisted of cRIO 9030 that can connect up to four modules, where all four slots were 
used. The first module, following Figure 4-6, is NI 9375, which is a digital input/output module 
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that has 16 channels for each. This module is used for motor control applications, such as 
controlling a variable aperture, which will be the focus of Chapter 5. The second and third modules 
are both NI 9214, which are temperature input modules that can allow connecting up to 16 
thermocouples or sensors. The final module is NI 9215, which is a voltage input module with four 
channels to allow acquisition of additional measurements, such as those from a water flow meter. 
The data acquisition station is shown in Figure 4-6 with all the instrumentation and sensors being 
connected. 
In addition, flow controllers are used to control the volumetric flow rates of both the feedstock 
and window line. The flow controllers are red-y smart series obtained from Voegtlin that can 
control the flow rate within the range of 0-30 LPM with an accuracy of 1% full scale. The 
connection to and from the flow controllers is established through a Modbus communication 
directly to the dedicated PC of the setup. Furthermore, type K thermocouple probes were used to 
monitor the temperature distribution within the solar receiver, as previously discussed and 
illustrated in Figure 4-3, in addition to an extra location at the exit pipe from the receiver (shown 
in Figure 4-5). These were obtained from Omega, model number M12KIN-1/8-U-6-B, and they are 
Inconel 600 type K thermocouple probes with 1/8” diameters and ½ NPT mounting threads that 
allow them to be easily connected to the setup. The thermocouple probes have a temperature range 
up to 1250 °C and tolerance of 2.2 °C or 0.75%, whichever is greater. Finally, type K bolt-on 
thermocouples were also used to monitor the temperature distribution around the shell of the 
reactor, as shown in Figure 4-7, to ensure that the insulation layer is performing satisfactory and 
for additional validation of the numerical model.  
 
Figure 4-6: Data acquisition and control station 
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Complete Solar Receiver’s Setup. The complete working setup of the solar receiver is shown 
in Figure 4-7. Flow connections were securely tightened and ensured to be leak free. 
Communication with all sensors was established and the data acquisition file was created in 
LabVIEW. The final step was to insulate the exhaust, including both the cleaning mechanism and 
outlet pipe, in order to minimize heat losses from the exhaust flow to the surrounding up to the 
point where the temperature measurement of the exit flow is taken. The insulation layer created 
around the exhaust is approximately 7 cm. Both the insulation layer and the variable aperture mount 
(further discussed in Chapter 5) are shown in Figure 4-7. 
 
Figure 4-7: Complete working setup of the solar receiver 
4.2.2. Experimental Procedure 
The solar receiver is properly aligned at the second focal point of the HFSS’s ellipsoidal 
reflector. The center of the receiver’s front quartz plate coincides with the focal point so that the 
solar power into the receiver is maximized. To characterize the solar receiver, transient experiments 
under different operating conditions were performed to determine the transient and steady state 
responses of the temperature distribution within the receiver. As would be expected, it would take 
many hours for the temperatures within the receiver to stop increasing and ultimately reach a steady 
state. Therefore, the steady state from now on will be accepted as the point in time where the 
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temperature gradients’ average value drops to approximately 0.05 °C/min. Therefore, remaining 
consistent throughout all experiments for different operating and/or starting conditions. The steady 
state requirement is achieved approximately after 6.5 hours when starting the experiment from 
room temperature.  
Experiments on the solar receiver were performed to characterize its response to different 
power levels (input current to the HFSS) and feedstock flow rates. The feedstock fluid of choice 
was nitrogen in order to minimize deterioration of the receiver through the oxidation of its surfaces. 
Experiments were performed at three different current values starting with the maximum safe 
operating current. Per initial simulations and experimentation, this current value was determined to 
be 160 A, since it was the input current at which a maximum temperature of approximately 1000 
°C was observed. Based on that, the three current values of choice were 160, 150, and 140 A since 
it is not desired to operate the HFSS for prolonged periods of time at any lower current values. For 
the feedstock’s flow, experiments were done at four different flow rates of 2.5, 5, 7.5, and 10 LPM.  
4.3. Numerical Modeling Methodology 
4.3.1. Optical Analysis: MCRT method 
The MCRT method has been previously covered in a great depth in Chapter 3 covering its 
fundamentals, ray tracing methodology, and the algorithm of the method to model the HFSS. 
Therefore, the information that will be presented here is only to complement those presented 
previously. In addition, two types of rays will be defined within the MCRT algorithm to distinguish 
between the sources contributing to radiation heat transfer, as commonly performed in literature. 
These are the primary rays, which represent the rays from the solar source (HFSS in this case), and 
the secondary rays, which represent the rays that are emitted by the receiver’s cavity [16,65,99].  
Assumptions. Since the optical analysis now involves a larger scope, it is best to start by 
extending the assumptions that the analysis considers. First, all the surfaces surrounding the solar 
receiver, such as the aluminum structure, are treated as non-participating. Hence, their re-radiation 
effects (if any) are neglected. Also, all surfaces are assumed to be diffuse gray (surface properties 
are independent of direction and wavelength), and have constant surface properties that are 
independent of temperature. Furthermore, the feedstock fluid flow, being nitrogen, is treated as a 
non-participating medium (completely transparent). Finally, the quartz window is assumed to have 
a refractive index of one, and hence, not affecting the direction of any incoming rays. While keeping 
these assumptions in mind, the description of the optical analysis shall proceed.  
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Surface Descriptions. The solar receiver consists of only two types of simple geometries: its 
different components can be described as a cylinder and/or a cylindrical flat plate. Therefore, the 
surface descriptions are relatively easy. The dimensions of each component where previously 
summarized in Table 4-1. In the case of the main cylinder of the receiver, quartz front and back 
plates, and front flange, the surfaces can be described as in Eqn. (4-1).
 𝑥2 + 𝑦2 − 𝑟𝑖𝑛
2 = 0     for     𝑧𝑚𝑖𝑛 < 𝑧 ≤ 𝑧𝑚𝑎𝑥  (4-1) 
where 𝑧𝑚𝑖𝑛 and 𝑧𝑚𝑎𝑥 represent the starting and ending positions. However, in the case of the quartz 
window, quartz front plate, front flange, and back plate, the surfaces can be described as in Eqn. 
(4-2).  
𝑟𝑖𝑛 ≤ √𝑥2 + 𝑦2 < 𝑟𝑜𝑢𝑡      for     𝑧 = z position (4-2) 
where 𝑟𝑖𝑛 = 0 for the back plate and 𝑧 = 0 for the quartz front plate. 
MCRT Algorithm. The subscript 𝑖 in 𝑁𝑖𝑗 can be dropped and substituted by “prim” for the 
primary rays, while the subscripts 𝑖 and 𝑗 now correspond to surface indices rather than x and y 
coordinates as in Chapter 3. The general MCRT algorithm for quantifying the primary and 
secondary rays is shown in Figure 4-8. The methodology for the primary rays approaching the solar 
receiver was extensively covered in Chapter 3. Here, the first step would be to determine if and 
where does intersection occur. For that, the surface equations will be used in a manner similar to 
that performed in Eqn. (3-17) to obtain equations that represent the distance travelled by a ray up 
until the intersection point. For intersection to occur, the determined value for the distance 
parameter, 𝑠, will need to be a positive real number. In the cases where multiple intersections are 
determined, the intersection with the lowest value of 𝑠 is chosen. Then, whether a ray is absorbed 
or reflected by the solar receiver will depend on the surface properties, and will be determined 
probabilistically in a similar manner as in Chapter 3. In the case of an opaque surface (all surfaces 
except the quartz window), 𝜚 = 1 − 𝛼, where 𝛼 = 𝜀 as per Kirchoff’s law for diffuse gray surfaces. 
If the ray is absorbed, the counter corresponding to the surface is incremented by one and the ray’s 
history is terminated, where the algorithm moves to the next ray. If the ray is reflected, the reflection 
direction will have to be determined. 
To determine the reflection direction from a receiver’s surface, it is first assumed that reflection 
occurs in a diffusive manner, rather than a specular one as for the ellipsoidal reflector. For a diffuse 
reflection, Eqn. (4-3) is used to evaluate the direction of the ray. 
(𝜃, 𝜙) = (sin−1 √ℜ𝜃 , 2𝜋ℜ𝜙) (4-3) 
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Once the direction is obtained, the algorithm will proceed until the ray is determined to be absorbed 
by a surface, or lost from the solar receiver. The power distribution of the primary rays will be 
computed once 𝑁𝑟𝑎𝑦𝑠 rays have been emitted from the HFSS. With this, the section of the primary 
rays is complete, where the power at each surface element can then be easily obtained. 
 
Figure 4-8: Flowchart illustration of the general MCRT algorithm used to model the solar receiver 
For the secondary rays, a total number of 𝑖𝑡𝑜𝑡𝑎𝑙 discrete surface elements are defined. For each 
element, a total number of 𝑁𝑟𝑎𝑦𝑠 rays are emitted to obtain the power distribution from surface 𝑖 to 
surfaces 𝑗. The location of emission is determined similarly to that described in Chapter 3, by 
modifying Eqns. (3-10)-(3-12) to obtain Eqns. (4-4) and (4-5) for a cylindrical or flat plate section, 
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respectively. Then, the direction of surface emission is determined through Eqns. (4-3) and (3-8), 
and the algorithm proceeds as normal to emit all rays for all surfaces involved, while incrementing 
the corresponding counters. 
(𝑟, 𝜙, 𝑧) = (𝑟𝑖𝑛 , 2𝜋ℜ𝜙, (𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛)ℜ𝑧 + 𝑧𝑚𝑖𝑛) (4-4) 
(𝑟, 𝜙, 𝑧) = (√ℜ𝑟(𝑟𝑚𝑎𝑥2 − 𝑟𝑚𝑖𝑛
2 ) + 𝑟𝑚𝑖𝑛
2 , 2𝜋ℜ𝜙 , 𝑧) (4-5) 
The last step would be to compute the distribution factor, 𝐷𝑖𝑗, that represents the ratio of radiation 
emitted by surface 𝑖 that is absorbed by 𝑗 due to direct radiation and all possible reflections, where 
𝑖 = 𝑗 is a possibility. The distribution factor simply becomes 𝐷𝑖𝑗 = 𝑁𝑖𝑗/𝑁𝑟𝑎𝑦𝑠 and the optical 
analysis is now concluded. 
4.3.2. Heat Transfer Analysis 
The heat transfer analysis of the solar receiver is performed using the finite volume method, 
which couples the MCRT method and its results. All system components under consideration are 
centered around the z-axis and have geometries and properties that are symmetric (except the 
exhaust and insulation layer). Therefore, the system can be treated as a two-dimensional one in the 
solid phase without sacrificing much of the accuracy of the model. This leads to the cylindrical 
coordinate system being the coordinate system of choice for the heat transfer analysis. Before 
proceeding any further, all assumptions of the model shall be covered.  
First, the system will be assumed to be two-dimensional in the solid phase and one-dimensional 
in the fluid phase. Based on this, the system will be discretized in the form of annular elements 
throughout the solid phase having dimensions of ∆𝑧 and ∆𝑟, and disk-shaped elements throughout 
the fluid phase. This form of discretization along with the coordinate system of choice are shown 
in Figure 4-9. In addition, it is assumed that the fluid enters from the feedstock inlet ports to the 
receiver right by the back plate, and then progresses throughout the cavity until the quartz window. 
Finally, the room temperature surrounding the solar receiver is assumed to remain constant at 25 
°C. The room temperature is maintained through an air conditioner (not blowing around the solar 
receiver) and is constantly monitored through a bolt-on thermocouple right next to the receiver’s 
shell, which never exceeds 32 °C within eight hours of operation. This makes the final assumption 
valid enough to be considered.  
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Figure 4-9:Mesh of the solar receiver system for the heat transfer analysis 
For the solid phase, conservation of energy is used in order to determine the governing equation 
for each volumetric element, which describes the transient heat transfer of the entire model. Each 
group of elements has a different governing equation depending on its location within the receiver. 
The element’s location will determine the direction and forms of heat transfer that the element 
undergoes. For example, the first layer within the cavity of the receiver will involve conduction, 
convection, and radiation heat transfer. Also, the power from the HFSS will be intercepted by this 
layer, and so it should be accounted for. On the other hand, interior (middle) elements only have 
conduction heat transfer, while exterior (outer) elements around the receiver have conduction, 
convection, and minor radiation heat transfer. The governing equation for the general case is shown 
in Eqn. (4-6), where heat transfer due to conduction and convection is assumed to be entering the 
control volume.  
𝑚𝑐𝑝
𝑑𝑇
𝑑𝑡
= ?̇?𝑖𝑛
𝑐𝑜𝑛𝑑 + ?̇?𝑖𝑛
𝑐𝑜𝑛𝑣 + ?̇?𝑟𝑎𝑑,𝑝𝑟𝑖𝑚 + ?̇?𝑟𝑎𝑑,𝑠𝑒𝑐 − ?̇?𝑟𝑎𝑑,𝑒𝑚𝑖𝑡  (4-6) 
Each component shown in Eqn. (4-6) must be defined to accurately represent the heat transfer 
occurring. The term 𝑑𝑇/𝑑𝑡 is represented as (𝑇𝑡+1 − 𝑇𝑡)/∆𝑡, where the superscripts represent the 
temperature at a specific discrete time period and ∆𝑡 represents the time increment when solving 
for the temperature distribution’s transient response. For the conduction heat transfer, the use of 
the harmonic mean for the thermal conductivity is implemented rather than the arithmetic mean, 
since it provides a better representation at an interface between two different materials [95]. When 
solving for the system’s response and discretizing the governing equations further in the time 
domain, the fully implicit scheme is implemented due to its higher accuracy, as suggested in [95]. 
The fully implicit scheme assumes that temperature values are equal to their final values throughout 
the entire discrete time period.  
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The most critical location with the most heat transfer occurring is the first layer within the 
cavity walls. Therefore, the derivation analysis will only be shown for the group of elements that 
lie within the horizontal cylinder portion of the cavity. Starting from Eqn. (4-6), the different terms 
of the equation for the discrete volumetric elements within the cylindrical cavity portion are shown 
in Eqns. (4-7)-(4-11). The discrete elements are presented by 𝑖 and 𝑗 based on their relative location 
within the solar receiver. For clarity and to avoid confusion, the subscripts 𝑖 and 𝑗 for the MCRT 
optical analysis will be substituted by 𝑚 and 𝑛. Indices in the optical analysis represent the 
corresponding surface element rather than its location. Hence, being different from the subscripts 𝑖 
and 𝑗 used in the heat transfer analysis. 
?̇?𝑖𝑛,𝑖,𝑗
𝑐𝑜𝑛𝑑 =
(2𝑘𝑖−1,𝑗𝑘𝑖,𝑗)(2𝜋𝑟𝑚,𝑗∆𝑟)
(𝑘𝑖−1,𝑗 + 𝑘𝑖,𝑗)∆𝑧
(𝑇𝑖−1,𝑗 − 𝑇𝑖,𝑗) +
(2𝑘𝑖+1,𝑗𝑘𝑖,𝑗)(2𝜋𝑟𝑚,𝑗∆𝑟)
(𝑘𝑖+1,𝑗 + 𝑘𝑖,𝑗)∆𝑧
(𝑇𝑖+1,𝑗 − 𝑇𝑖,𝑗)
+
(2𝑘𝑖,𝑗+1𝑘𝑖,𝑗)(2𝜋𝑟𝑗+1∆𝑧)
(𝑘𝑖,𝑗+1 + 𝑘𝑖,𝑗)∆𝑟
(𝑇𝑖,𝑗+1 − 𝑇𝑖,𝑗) 
(4-7) 
?̇?𝑖𝑛,𝑖,𝑗
𝑐𝑜𝑛𝑣 = ℎ(2𝜋𝑟𝑗∆𝑧)(𝑇𝑖,𝑗−1 − 𝑇𝑖,𝑗) (4-8) 
?̇?𝑛
𝑟𝑎𝑑,𝑝𝑟𝑖𝑚 = 𝑁𝑝𝑟𝑖𝑚,𝑛?̇?𝑟𝑎𝑦 =
𝑁𝑝𝑟𝑖𝑚,𝑛
𝑁𝑟𝑎𝑦𝑠
?̇?𝑎𝑟𝑐𝜂𝐻𝐹𝑆𝑆 (4-9) 
?̇?𝑛 or 𝑖,𝑗
𝑟𝑎𝑑,𝑒𝑚𝑖𝑡 = 𝜀𝑖,𝑗(2𝜋𝑟𝑗∆𝑧)𝜎𝑇𝑖,𝑗
4  (4-10) 
?̇?𝑛
𝑟𝑎𝑑,𝑠𝑒𝑐 = ∑ 𝐷𝑚,𝑛?̇?𝑚
𝑟𝑎𝑑,𝑒𝑚𝑖𝑡
𝑚𝑡𝑜𝑡𝑎𝑙
𝑚=1
 (4-11) 
In Eqns. (4-7)-(4-11), ?̇?𝑎𝑟𝑐 has been already defined in (3-33), 𝜂𝐻𝐹𝑆𝑆 represents the conversion 
efficiency of the HFSS, 𝑟𝑗 = 𝑟𝑐,𝑖𝑛, 𝑟𝑚 = 𝑟𝑐,𝑖𝑛 + ∆𝑟/2, and 𝑟𝑗+1 = 𝑟𝑐,𝑖𝑛 + ∆𝑟. With that being said, 
the mass term in Eqn. (4-6) becomes 𝑚 = 𝜌𝑉 = 𝜌(2𝜋𝑟𝑚∆𝑟)∆𝑧. Just in a similar manner as 
presented earlier for the first horizontal layer within the cavity, several equations are obtained 
representing the heat transfer into different volumetric elements at the boundary surfaces of the 
receiver. At the outer boundary, the receiver system encounters heat losses in the form of 
convection and radiation losses, where the ambient temperature is maintained at 25 °C per 
assumptions stated earlier.  
For the fluid phase, the mass conservation states that mass entering is the same as that leaving 
the control volume, which is equal to ?̇?. Therefore, based on conservation of energy for an element 
in the fluid phase, energy due to fluid flowing in as well as that of convection heat transfer must 
equal to that of the fluid flowing out. With that mentioned and by applying the upwind scheme, the 
equation for the temperature at each location within the fluid phase is simplified and presented in 
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Eqn. (4-12), where 𝐴 = 2𝜋𝑟𝑖𝑛∆𝑧. By now, all equations representing the heat transfer are obtained 
and solved numerically to provide the temperature within the receiver for both the transient and 
steady states.  
𝑇𝑖,𝑗 =
ℎ𝐴
?̇?𝑐𝑝 + ℎ𝐴
𝑇𝑖,𝑗+1 +
?̇?𝑐𝑝
?̇?𝑐𝑝 + ℎ𝐴
𝑇𝑖+1,𝑗 (4-12) 
4.4. Results and Discussion 
4.4.1. Validation: Numerical Model 
Optical Analysis Validation. The first step in validating the numerical model is to start by 
ensuring that the optical analysis once again converges successfully and provides results that are 
repetitive, just similar to that performed in Chapter 3. The number of rays required for convergence 
depends heavily on the size of the discretized elements; when the elements are larger in size, 𝑁𝑟𝑎𝑦𝑠 
decreases significantly. Throughout this chapter, the solar receiver is discretized into a fine mesh 
with 462 x 213 elements in the axial and radial directions. The successful convergence of the optical 
analysis is demonstrated in Figure 4-10, where the (a) normalized power values of primary rays, 
and (b) normalized distribution factors of secondary rays are plotted w.r.t. the number of rays 
emitted from the (a) HFSS, and (b) each surface element. 
 
Figure 4-10: Convergence of MCRT analysis for different solar receiver’s components for (a) normalized power values 
of primary rays, and (b) normalized distribution factor values of secondary rays 
As shown, all values converge smoothly to unity, with the surface elements with lower power 
values (quartz plates) in Figure 4-10 (a) taking longer to converge. This behavior is per expectation, 
as previously discussed in Chapter 3, which results in the convergence of the quartz plates being 
less important than that of the cavity or back plate. In addition, Figure 4-10 shows the significant 
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decrease in the value of 𝑁𝑟𝑎𝑦𝑠 when moving from the simulation of primary rays to that of the 
secondary rays. The value of 𝑁𝑟𝑎𝑦𝑠 required for the primary rays is 20 times more than that of the 
secondary rays. This is can be attributed to the nature of the power distribution coming from the 
HFSS, which have relatively higher gradients and loses a significant portion of power outside the 
receiver’s inner surfaces. With that being said, values of 2 x 107 and 1 x 106 for 𝑁𝑟𝑎𝑦𝑠 have been 
deemed accurate enough for primary and secondary rays simulations with the aforementioned 
discretization size. 
HFSS Power Distribution. Once the successful convergence of the MCRT simulation is 
determined, the distribution of power inside the solar receiver can be inspected. Figure 4-11 
demonstrates the input heat flux distribution along the surfaces of the solar receiver due to primary 
rays from the HFSS at an input current of 200 A. The MCRT simulation shows that the region with 
high flux inside the cavity is the back plate, as expected. This behavior is common in cavity-type 
solar receivers, where hotspots exist inside the cavity leading to non-uniform temperature 
distributions. With the results simulated in Figure 4-11, it can be expected that the back plate will 
be the hotspot region. However, inspecting the entire flux distribution, the region with the highest 
flux is the front quartz plate that is positioned at the focal plane, where the highest determined flux 
is approximately 160 kW/m2. This value correlates very well with the experimental heat flux 
measured value at a radius of 4.45 cm in Figure 2-10, where the experimental value is 146 kW/m2. 
The difference between the two values is due to additional input flux at the inner cylindrical portion 
of the corner element. Despite the fact that the front quartz plate has the highest flux region, it is 
not expected to have relatively high temperatures, due to its position within the system that subjects 
it to great thermal losses. The lowest heat flux region is also shown in Figure 4-11. 
 
Figure 4-11: Primary rays' heat flux distribution on solar receiver 
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Material Properties. With the initial validation of the MCRT simulation portion of the 
numerical model, the heat transfer model will now be validated. As a starting point, the properties 
of all the materials of the receiver’s setup need to be defined. The properties were initially evaluated 
from appropriate sources and then tweaked to better represent the response of the experimental 
results and hence the actual model. The material properties used in the numerical model, whether 
assumed to be constant or as a function of temperature in Kelvin, are summarized in Table 4-2. 
Properties were assumed to remain constant, unless sufficient data is available to determine the 
properties as a function of time and the changing properties have a significant impact on the 
response of the model.  
Table 4-2: Material properties used in the numerical model. Temperature, 𝑇, is in Kelvin. 
Material 𝝆 (kg/m3) 𝒄𝒑 (J/kg.K) 𝒌 (W/m.K) Optical Ref 
Stainless Steel 8238 
-1.78e-4 𝑇2 + 
4.16e-1 𝑇 + 3.62 
1.55e-2 𝑇 + 8.92 𝜀 = 0.6 [101] 
Quartz 2203 700 1.3 𝜏 = 0.95, 𝛼 = 2.7 m-1 [87] 
Insulation  160𝐶𝜌 1050 
(1.61e-7 𝑇2 – 4.56e-5 
𝑇 + 2.65e-2) + 𝐶𝑘 
- [102] 
Aluminum 2770 875 237 𝜀 = 0.8 [101] 
Nitrogen 1.056 1042 2.75e-2 - [101] 
 
In the properties summarized in Table 4-2, only three were modified to closely resemble the 
overall response of the system. These were the stainless steel’s emissivity, insulation’s density, and 
insulation’s conductivity. The emissivity of stainless steel can significantly vary depending on the 
surface condition, and so it was chosen as a parameter to be tweaked. Its value can have major 
effects on the overall temperature distribution inside the solar receiver. For instance, the highest 
temperature’s value and location can change with different emissivity values. Therefore, the final 
value of choice, being 𝜀 = 0.6, was the closest in resembling the temperature distribution inside the 
receiver.  
The two other tweaked parameters were the insulation’s properties. This mainly arose due to 
the fact that the insulation shell is not completely filled with Superwool Plus blanket, affecting the 
overall thermal conductivity, and that the insulating material was significantly compressed inside 
the outer shell, affecting the overall density. Therefore, the insulation’s thermal conductivity was 
modified by adding a constant 𝐶𝑘 to the values provided by the manufacturer in order to obtain 
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temperatures at the outer shell layer that are close enough to that monitored experimentally. In 
addition, the insulation’s density was modified by multiplying the density provided by the 
manufacturer by a constant 𝐶𝜌 in order to obtain a transient response that closely resembles the 
transient response of the system. Hence, compensating for the actual system’s setup discrepancies 
from that evaluated by the manufacturer. The final values of 𝐶𝑘 and 𝐶𝜌 were determine to be 0.3 
W/m.K and 2.  
Heat Transfer Analysis Validation. The heat transfer analysis discretizes the solar receiver 
into a fine mesh of 462 x 213 elements that span the entire system. Results from the numerical 
model were obtained for the transient temperature response of the system up to 6.5 hours, which is 
the point in time deemed as the steady state. Figure 4-12 shows the transient response of both the 
experimental and numerical results at five different locations and for four operating conditions. The 
five locations represent the average temperature values across the front, middle, and back sections 
of the receiver, in addition to the two positions at the back plate. The four operating conditions span 
the range of experimental measurements, where the feedstock flow rate and input current values 
were (a) 7.5 LPM and 160 A, (b) 7.5 LPM and 150 A, (c) 10 LPM and 160 A, and 10 LPM and 
140 A.  
As can be seen in Figure 4-12, the numerical model accurately represents the temperature 
distribution within the actual system. It exhibits the same non-uniform distribution across the back 
plate with the peak temperature being at its center. The average error value for the steady state 
temperatures shown in Figure 4-12 is 0.3% with a maximum relative error of 1.1%. However, the 
transient temperature errors at the beginning of the experimental runs are significantly large 
especially at the front and middle sections of the receiver’s cavity. The maximum relative error 
recorded is approximately 65%, which occurs at the front section of the cavity.  
The large initial errors between the experimental and numerical results can be attributed to 
three factors. The first one, which is believed to be the most dominant, is due to the transient nature 
of the HFSS, as illustrated and quantified earlier in Figure 2-11. The HFSS starts at approximately 
75% of its steady state power and takes approximately 10 minutes to reach the 95% mark. It then 
reaches its optimal steady state within the first 20 minutes. This transient behavior has not been 
incorporated in the numerical model, since further identification of the transient behavior was not 
performed and it does not play a critical role in the system’s overall response. However, based on 
the discrepancies between the numerical and experimental results, the transient behavior seems to 
be dominant in the directions and regions that intersect the front portion of the solar receiver. Hence, 
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leading to significantly higher modeled temperatures at the front regions. The second factor is due 
to the additional components attached to the front of the receiver that are not well modeled, such 
as the exhaust cleaning mechanism. These components can significantly affect the heat transfer 
occurring at the front region, which again was not modeled for. The third and final factor is due to 
the assumption of treating the fluid flow as one-dimensional. This assumption could have been a 
significant drive for the heat transfer from the backward sections of the receiver to the front ones, 
leading to higher transient temperature predictions.  
 
Figure 4-12: Solar receiver’s temperature transient response of experimental and numerical results at five different 
locations and for different feedstock flow rate and input current operating conditions of (a) 7.5 LPM & 160 A, (b) 7.5 
LPM & 150 A, (c) 10 LPM & 160 A, and (d) 10 LPM & 140 A. 
4.4.2. Numerical Results 
Heat Transfer and Power Losses. The heat transfer modes significantly change as the 
temperature within the solar receiver increases. To evaluate the accuracy of the model further and 
inspect different modes of heat transfer, the system’s losses were evaluated at each time step. The 
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losses evaluated by the model are split into three modes: radiation losses inside and outside of the 
receiver’s cavity (?̇?𝑅𝑎𝑑), convection losses outside of the receiver’s cavity to the surrounding 
(?̇?𝐶𝑜𝑛𝑣), and convection heat transfer to the feedstock flow (?̇?𝐹𝑙𝑜𝑤). These losses are evaluated 
based on the Eqn. (4-13), summation of ?̇?𝑜𝑢𝑡,𝑖,𝑗
𝑐𝑜𝑛𝑣  for the outer elements subject to 𝑇∞, and 
?̇?𝑐𝑝∆𝑇𝐹𝑙𝑜𝑤, respectively, where ∆𝑇𝐹𝑙𝑜𝑤 represents the temperature difference between the 
feedstock inlet and outlet. 
?̇?𝑅𝑎𝑑 = ∑ ?̇?𝑛
𝑟𝑎𝑑,𝑒𝑚𝑖𝑡 − ?̇?𝑛
𝑟𝑎𝑑,𝑠𝑒𝑐
𝑛𝑡𝑜𝑡𝑎𝑙
𝑛=1
 (4-13) 
The power input to the receiver, ?̇?𝐼𝑛, is just the summation over ?̇?𝑛
𝑟𝑎𝑑,𝑝𝑟𝑖𝑚
 and the power consumed 
in bringing up the cavity to its temperature, ?̇?𝑆𝑦𝑠𝑡𝑒𝑚, is just the difference between ?̇?𝐼𝑛 and the sum 
of the three thermal loss modes, denoted as ?̇?𝐿𝑜𝑠𝑠. Figure 4-13 shows the simulation results of the 
(a) receiver’s steady state temperature contour map, and (b) different modes of heat transfer through 
the transient response of the system operating under a feedstock flow rate and input current of 7.5 
LPM and 160 A. 
 
Figure 4-13: (a) Steady state temperature contour map, and (b) Modes of heat transfer though the transient response of 
the receiver to a feedstock flow rate of 7.5 LPM and input current of 160 A 
From the results in Figure 4-13 (b), several observations can be made. First, the system reaches 
an approximate steady state after 6.5 hours of operation as previously assumed by the steady state 
criterion, since the value of ?̇?𝑆𝑦𝑠𝑡𝑒𝑚 drops from 2740 to 26 W. In addition, the numerical model is 
energy conservative, as ?̇?𝐿𝑜𝑠𝑠 approaches and never exceeds ?̇?𝐼𝑛 for any additional simulation time. 
Furthermore, it can be clearly seen that after approximately 2 hours of operation, where the system 
reaches an average temperature of approximately 700 °C, radiation losses start to dominate the 
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convection losses. At the approximate steady state, 60% of the input energy is lost through 
radiation, 36% is lost through convection, and only 4% is transferred to the feedstock flow. 
Therefore, attempts to increase the overall temperature inside the solar receiver should focus on 
reductions of the radiation losses. 
In addition, the steady state temperature contour map of the solar receiver is shown in Figure 
4-13 (a). It is clear from the contour map that there is a significant hotspot region around the back 
plate. The temperature non-uniformity within the receiver is approximately 37%, which represents 
the relative difference between the highest (𝑇𝑏𝑝2) and lowest (≈ 𝑇𝑓) temperatures with respect to 
the highest one in °C. Higher temperature non-uniformities within the cavity lead to lower receiver 
efficiencies since radiation losses are amplified at the hotspots, which results in higher overall 
radiation losses.  
Grid Independence Test. The effect of the chosen mesh size on the results of the heat transfer 
model was investigated by conducting simulations for three different mesh sizes: (a) fine mesh with 
462 x 213 elements, (b) medium mesh with 231 x 107 elements, and (c) coarse mesh with 154 x 71 
elements, in the axial and radial directions, respectively. The steady state response of the system 
was compared amongst the three different mesh sizes to determine the appropriate mesh size to use 
based on the compromise between accuracy and computational time. Figure 4-14 shows the 
temperature distribution along the receiver’s cylindrical cavity for an input current of 160 A and 
flow rate of 7.5 LPM for the three aforementioned mesh sizes.  
 
Figure 4-14:Temperature distribution along receiver’s cylindrical cavity for an input current of 160 A and flow rate of 
7.5 LPM, using three different mesh sizes of 462×213 elements (fine mesh), 231×107 elements (medium mesh), and 
154×71 elements (course mesh) 
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Based on the temperature distribution results shown in Figure 4-14, it is clear that the course 
mesh had significantly different temperature values than that of the medium and fine meshes. 
However, it was still able to demonstrate the same trend in the temperature distribution, but with 
slightly lower temperature values by around 25 °C. The difference between the temperature 
distribution of the medium and fine meshes is very insignificant. It can be seen that towards to front 
region of the cavity that both mesh sizes provided identical results. They then start to diverge 
slightly at the rear end. Nevertheless, the difference can still be treated as insignificant. However, 
the fine mesh was the final chosen size for the heat transfer model, in an attempt to capture more 
of the heat transfer dynamics for different conditions in the upcoming sections and in Chapter 5. 
Solar Receiver Characterization. In order to characterize the response of the solar receiver, 
its steady states were evaluated by varying the input current (HFSS’s power level) and the 
feedstock’s flow rate. The average temperature inside the receiver’s cavity, 𝑇𝑎𝑣𝑔, is then evaluated 
at each operating conditions. 𝑇𝑎𝑣𝑔 represents the average temperature value of the four different 
thermocouple locations: 𝑇𝑓, 𝑇𝑚, 𝑇𝑏, and average of 𝑇𝑏𝑝1 and 𝑇𝑏𝑝2. The average temperature values 
w.r.t. different operating flow rate and power level conditions are shown in Figure 4-15 (a) as a 
contour map plot, while the corresponding steady state radiation losses as a percentage of the power 
input are shown in Figure 4-15 (b).  
 
Figure 4-15:Numerical steady state (a) average temperatures and (b) radiation losses, for different operating flow rate 
and power level conditions 
As can be seen in Figure 4-15, the average temperatures range between approximately 500 to 
1100 °C, where their corresponding radiation losses range between 40 to 70%. The portion of 
radiation losses is more dependent on the feedstock’s flow rate than the average temperature inside 
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the solar receiver based on the gradients demonstrated by the contour plots. With such 
characterization of the receiver, the approximate average temperature and portion of radiation 
losses can be determined at any point during the day, where the DNI and thus power level is 
varying. The data in Figure 4-15 can represent the conditions where radiation losses are too high, 
that it might be more effective to implement a variable aperture to help mitigate the radiation losses. 
Therefore, even reaching higher average temperature values. 
To further validate the numerical model for the varying conditions and results shown in Figure 
4-15, the average temperature values were compared to the experimentally obtained temperature 
values. The experimental runs had four flow rate and three power level values ranging from 2.5-10 
LPM and 140-160 A. Both the experimental and numerical average temperature values are 
summarized in Table 4-3. In addition, Table 4-3 also summarizes the experimental temperature 
non-uniformity and numerical radiation losses for the different experimental operating conditions.  
Table 4-3: Experimental and numerical steady state average temperatures, experimental temperature non-uniformity, 
and numerical radiation losses for different operating conditions 
Flow Rate 
(LPM) 
Power Level 
(A) 
Exp. 𝑻𝒂𝒗𝒈 
(°C) 
Model 𝑻𝒂𝒗𝒈 
(°C) 
Temperature Non-
Uniformity (%) 
?̇?𝑹𝒂𝒅 (%) 
2.5 140, 150, 160 771, 808, 860 766, 808, 858 39.1, 37.4, 37.7 57.2, 59.3, 61.3 
5 140, 150, 160 760, 795, 850 757, 799, 848 38.8, 37.1, 37.9 56.2, 58.3, 60.3 
7.5 140, 150, 160 744, 788, 837 741, 789, 838 38.5, 37.9, 37.2 55.2, 57.3, 59.3 
10 140, 150, 160 731, 767, 823 730, 778, 827 37.8, 36.3, 37.3 54.2, 56.3, 58.3 
 
Based on the results summarized in Table 4-3, it can be clearly seen that the model describes 
the variation of 𝑇𝑎𝑣𝑔 well. The average error in the average temperature predictions is 
approximately 0.4%. The one-dimensional assumption for the fluid flow seems to be an acceptable 
one in terms of the effect of the flow on the receiver’s wall temperature, since the numerical model 
provided values of acceptable accuracies and was representative of the system at different flow rate 
conditions. Any significant difference between the experimental and numerical results can be 
attributed to slight changes in the output power of the HFSS, such as a decrease in its output power 
over time or slight differences in the input current values. In addition, it can be seen in Table 4-3 
that there is a small trend for decreasing the temperature non-uniformity due to increases in both 
the flow rate and power level conditions. Increasing the flow rate helps in reducing the temperature 
non-uniformity by transferring heat from the back side of the receiver to its front side, while 
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increasing the power level increases the temperature of the receiver, which increases the radiation 
heat transfer from the back side to the front side. Therefore, obtaining a slightly lower temperature 
non-uniformity within the receiver’s cavity. 
Optimum Aperture. A major parameter of design and performance optimization of the solar 
receiver is its fixed aperture. The size of aperture can have a significant effect on the temperature 
distribution inside the receiver’s cavity in addition to its highest achievable temperature values. 
There will be a point where the radiation losses from within the cavity start dominating over the 
amounts of solar radiation entering the system, depending on the power level, where blocking some 
of the input energy saves relatively more of the radiation losses. The recovered radiation emission 
within the cavity will be referred to as ?̇?𝑅𝑒𝑐, and it can be easily quantified through evaluating the 
sum over Eqn. (4-11). 
In an attempt to determine the optimum aperture size of this solar receiver’s design, all its 
dimensions were kept constant with the exception of the quartz plates’ inner diameter, defined 
earlier as 𝑑𝑞𝑝,𝑖𝑛. This will solely test the effect of the aperture on the temperature inside the cavity 
due to different aperture sizes, with no modifications to the receiver’s cavity. For this, the value of 
𝑑𝑞𝑝,𝑖𝑛 was varied between its highest possible value of 𝑑𝑐,𝑖𝑛 to a value of 4 cm. An optimum 
aperture size lower than 4 cm in diameter is not expected to exist when using the HFSS. The 
primary rays and secondary rays were re-evaluated using the optical analysis, which is then coupled 
to the heat transfer analysis to re-evaluate the temperature distribution at each diameter value. As 
the initial investigation of the aperture’s effect, the numerical model was used to simulate the 
temperature distribution at a flow rate of 7.5 LPM and power level of 160 A. Figure 4-16 shows 
the maximum temperature, average temperature, and radiation power recovered values for the solar 
receiver at different aperture diameters.  
Based on the results shown in Figure 4-16, the average and maximum temperature values are 
predicted to reach their peak values at certain diameter sizes. Given the conditions of the simulation 
in Figure 4-16, the optimum aperture sizes were determined to be 8.2 and 7.6 cm for the maximum 
and average temperatures. These optimum aperture sizes did not coincide, since the temperature 
distribution within the receiver’s cavity changes with different aperture sizes. Therefore, it is not a 
proportional change across the cavity, as is shown later in Figure 4-17. In addition, the obtained 
optimum aperture sizes do not coincide with the aperture size for the peak of ?̇?𝑅𝑎𝑑, with a value of 
7.4 cm, since the aperture blocks some power as a result of its reduced size, which in turn does not 
compensate for the additional radiation recovered within the receiver’s cavity at that lower aperture 
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size. Although the increase in the average temperature observed in Figure 4-16 is only 29 °C, which 
is not very significant, this effect can be much more significant in optimizing other receiver designs. 
To better observe the temperature distribution change within the cavity, the individual 
thermocouple temperatures at the five different positions with respect to the aperture’s diameter 
are shown in Figure 4-17 (a), while the temperature non-uniformity relationship is shown in Figure 
4-17 (b).  
 
Figure 4-16: Average and maximum temperature values within the solar receiver for different aperture sizes at a flow 
rate of 7.5 LPM and power level of 160 A 
 
Figure 4-17: (a) Temperature values at different locations, and (b) temperature non-uniformity within the solar 
receiver for different aperture sizes at a flow rate of 7.5 LPM and power level of 160 A 
As shown in Figure 4-17, the temperature distribution within the solar receiver changes as a 
result of the different aperture sizes investigated. Therefore, the temperature profile at each 
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individual thermocouple position might have its own unique aperture size at which it peaks. With 
the data shown in Figure 4-17 (a), 𝑇𝑏, 𝑇𝑏𝑝1, and 𝑇𝑏𝑝2 peak at an aperture size of 8.2 cm, while 𝑇𝑚 
peaks at 8 cm and 𝑇𝑓 peaks at 6.8 cm. Hence, depending on the objective of optimizing the aperture 
size (obtain highest maximum or average temperature), the optimum size is expected to be 
different. In addition, Figure 4-17 (b) shows the variation in the temperature non-uniformity based 
on having different aperture sizes. As a result of decreasing the aperture size from 10.2 to 4 cm, the 
non-uniformity dropped from 40.8 to 29.4%. However, it can be seen the at an aperture size of 
around 6.6 cm, the decrease in the non-uniformity starts to be insignificant. The non-uniformity 
values at the proposed optimum aperture sizes of 8.2 and 7.6 cm are 34.3 and 32.5%. Therefore, 
optimizing the aperture size does not just provide higher temperature values, but it also significantly 
improves the temperature distribution within the receiver’s cavity.  
As previously mentioned, the optimum aperture size is expected to vary with respect to the 
characteristics of the power source, such as its distribution and power, at any given time. This 
behavior is one of the reasons behind proposing a variable aperture, which will be introduced in 
Chapter 5. Therefore, in an attempt to quantify such a variation, the aperture size was varied w.r.t. 
different power levels from the HFSS, to once again predict the optimum aperture sizes at different 
operating conditions. Figure 4-18 shows the variation of the average and maximum temperature 
values within the solar receiver for different aperture sizes at a flow rate of 7.5 LPM and two power 
levels of (a) 200, and (b) 120 A. 
 
Figure 4-18: Average and maximum temperature values within the solar receiver for different aperture sizes at a flow 
rate of 7.5 LPM and power level of (a) 200 A, and (b) 120 A 
As can be seen from Figure 4-18, the optimum aperture size is a function of the power level 
from the HFSS, which is representative to variation of the sun’s DNI. At power values of 200 and 
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120 A, the optimum aperture sizes were 7.8 and 8.6 cm based on the maximum temperature, and 
were 7.2 and 8.0 cm based on the average temperature. The same simulations were replicated for 
180 and 140 A, which showed optimum aperture sizes of 8.0 and 8.4, based on the maximum 
temperature, and 7.4 and 7.8 cm, based on the average temperature. As can be concluded, the 
optimum aperture sizes for both the maximum and average temperatures decrease as the power 
level from the HFSS increases. Therefore, with a varying DNI, the solar receiver can be 
continuously optimized at any given time, based on predictive models, by varying the aperture size 
of the receiver accordingly in order to obtain maximum process efficiencies.  
4.5. Conclusions 
In this chapter, the experimental setup at HFGL and its components’ designs consisting of the 
solar receiver and its auxiliary components were presented. The optical analysis previously 
presented in Chapter 3 was extended to model the radiation power distribution within the solar 
receiver’s components. Results showed a high flux region at the back plate of the receiver’s cavity, 
which can lead to hotspot regions developing at the rear side of the receiver. The results obtained 
from the optical analysis, namely the primary and secondary rays, were then coupled to a heat 
transfer model to simulate the solar receiver’s response to different operating conditions, such as 
input power levels and feedstock flow rates. Upon tuning few of the model’s material properties, 
the average error value of the steady state temperatures within the receiver was 0.3%, with a 
maximum relative error of 1.1%. However, numerical transient temperature values were 
significantly higher than the experimental one, which was concluded to be due to the HFSS’s output 
power transient behavior previously characterized in Chapter 2. It was then concluded that this 
transient behavior is significantly dominant at the directions that intersect the front and middle 
sections of the receiver’s cavity. 
Upon the validation of the numerical model, the different modes of heat transfer within the 
solar receiver were studied. It was shown that the majority of the input power is lost through 
radiation, where it comprised approximately 60% of the losses that occurred at a power level of 
160 A. The solar receiver’s steady states were then characterized for different flow rates and power 
levels within the range of 0 to 30 LPM and 100 to 200 A. The simulated average temperatures range 
between approximately 500 to 1100 °C, where their corresponding radiation losses range between 
40 to 70%. Thus, showing the significant contribution of the radiation losses to the overall 
temperature state of the receiver. This led to the discussion on the optimum aperture size, where it 
was shown that the current receiver design can be further optimized by reducing its fixed aperture 
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size. The aperture diameter was varied from 4 cm to the maximum size of 10.2 cm without changing 
the size of the cavity itself. Through this, the maximum and average temperatures were plotted with 
respect to the different aperture sizes and for different condition, where the temperatures were seen 
to peak at a certain aperture size. For a feedstock flow rate of 7.5 LPM and power level of 160 A, 
the optimum aperture size was 8.2 and 7.6 cm based on maximizing the maximum and average 
temperatures. It was then finally shown that as the power level from the HFSS is increased (or 
decreased), the optimum aperture size becomes smaller (or larger). Therefore, leading to the 
proposal of being able to continuously optimize the performance of the solar receiver at varying 
sun’s DNI. This might be possible to achieve using a variable aperture mechanism, which will be 
introduced in Chapter 5.  
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Chapter 5 
Variable Aperture Coupled Solar Receiver 
In Chapter 5, a variable aperture mechanism is introduced and its design is presented. The 
purpose of the variable aperture is to be coupled to the solar receiver, previously presented in 
Chapter 4, in order to control the amount of power entering the cavity or that leaving it through re-
radiation losses. The solar energy from the sun cannot be controlled. Therefore, the variable 
aperture provides a mean of controlling the temperature of the receiver or possibly maximizing it 
through the behavior illustrated in Chapter 4. Further focus on control is the scope of Chapter 6. 
Since the variable aperture controls the temperature by blocking a portion of the incoming energy, 
it is designed with a heat exchanger in an attempt to recover that energy. In this chapter, the 
response of the system is characterized experimentally and numerically using the in-house 
developed numerical model. Experiments were performed to characterize the solar receiver’s 
system with the variable aperture, while being air-cooled (natural convection) or water-cooled 
through the heat exchanger. The numerical model is extended by simulating the variable aperture’s 
effect on the primary and secondary radiation rays, where the model is once again validated through 
the experimental results. By having a validated numerical model, different test scenarios can be 
simulated, such as design alterations, scaling up of the solar energy source, and/or control strategies 
to regulate the temperature within the solar receiver. 
5.1. Introduction 
Variable aperture concepts are being developed and implemented in a great number of fields 
for different purposes. Fields of applications include medicine, such as in radiotherapy [103] and 
radiosurgery [104], optics, such as in optical attenuation [105] and focus regulation [106] , and 
others, such as in irrigation [107]. For example, in [106], the diaphragm’s aperture of a liquid lens 
is changed to change the shape of two immiscible liquids, which in turn results in tuning the focal 
length of the lens. However, in radiotherapy applications, a variable aperture is usually 
implemented to be able to focus and shape the radiation beam, such as that of a micro-CT scanner, 
to get high resolution images of small animals or deliver controllable therapeutic doses. 
A variable aperture mechanism consists of a number of blades, normally not less than four, that 
move together in order to vary the opening of the mechanism in a desired manner. The motion of 
the blades can either be achieved through the rotation or translation of the blades. In general, there 
is no preference for a specific type of motion unless connections exist to or from the blades, such 
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as water cooling connections. In this case, translational motion is preferred since it is easier to 
accommodate for the blades’ motion. In addition to their type of motion, the blades can either be 
aligned to move over one another (overlap), as in [106], or slide across one another, as in [108]. 
Mechanisms that have their blades overlap usually allow for more compact designs. The number 
and shape of the blades depends significantly on the desired shape of the varying aperture. In most 
applications, it is usually more desirable to have a circular aperture over a polygonal shaped one, 
which is more difficult to achieve.  
For circular apertures, the edge of the blades need to be curved in order to provide the curvature 
required for a circular opening or at least to properly approximate one. The most convenient curved 
edge for blades would be an arc, which means that the mechanism will only allow for a perfect 
circular opening at the radius of the arc. The aperture then becomes less representative of a circle 
away from that radius. Furthermore, circular variable aperture mechanisms in literature tend to have 
a closer approximation of a circular aperture as the number of blades increases, as it would be 
expected and studied in [105]. Therefore, designing circular variable apertures becomes a 
challenging task since a perfect circle will only be achieved with a relatively large number of 
blades, which is not desirable. As the number of blades increases, the mechanism becomes larger 
in size and weight and more difficult to control and maintain. Hence, a compromise needs to be 
done between the level of circular approximation and the thickness or size requirements.  
Theoretical studies and numerical investigations have shown that a cavity-type solar receiver 
has an optimum aperture size at which solar irradiance is maximized while re-radiation losses from 
its cavity are minimized. As previously mentioned in Chapter 4, this optimum aperture depends on 
many factors, most importantly being the operating temperature of the reactor and power 
distribution input at the receiver’s aperture. Due to the transient nature of the sun’s DNI, the 
optimum aperture is expected to vary throughout the day. Therefore, a variable aperture coupled 
solar receiver seems to be a promising approach to continuously optimize the aperture size. The 
aperture will need to be adjusted in a manner so that the additional recovered re-radiation losses 
from the cavity by closing the aperture to a certain size is in surplus of the incident power blocked. 
This will allow for higher efficiencies and operating temperatures to be achieved within the solar 
receiver. Previous variable aperture mechanisms coupled to solar receivers in different forms and 
control methods can be found in [109–111]. 
In addition to the variable aperture’s application of maximizing the operating temperature 
within a solar receiver by changing to its optimum aperture size, the variable aperture mechanism 
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can be also used as a mean of controlling the temperature within a receiver. The type of application 
will depend on the chemical process involved and its efficiency’s variation with respect to the 
receiver’s temperature. In applications that require semi-constant operating conditions, the variable 
aperture mechanism can be used to directly affect the power distribution inside the receiver, and 
hence its operating temperature. This method of control can be superior to other methods currently 
being implemented, such as heliostats and Venetian-blind shutters control [109]. Further work on 
the subject of maintaining semi-constant temperatures through the variable aperture control will be 
the focus of Chapter 6. 
In this chapter, the design of a variable aperture mechanism for a solar receiver is presented. 
The mechanism consists of eight blades that move in a translational type of motion to approximate 
a circular variable aperture. The solar receiver’s setup with the variable aperture mechanism will 
also be presented. Since the mechanism will intercept a significant amount of power from the HFSS 
when fully opened or varying its aperture’s size, the blades are designed with a heat exchanger in 
an attempt to transform the intercepted power into useful energy. Therefore, the mechanism has 
four primary water-cooled blades and four secondary air-cooled blades. Once the experimental 
setup and design has been presented, the response of the system is characterized experimentally. 
Experiments were performed to characterize the solar receiver’s system with the variable aperture, 
while being entirely air-cooled and partially water-cooled through the heat exchanger in the four 
primary blades. For the water-cooled experiments, the amount of energy captured by the heat 
exchanger was quantified for different aperture sizes. The numerical model is then extended, 
beyond the scope of Chapter 4, by simulating the variable aperture’s effect on the primary and 
secondary radiation rays, where the extended model is once again validated through the 
experimental results. Once the model has been validated, it is used to characterize the response of 
the receiver to different operating conditions and propose some design alterations.  
5.2. Experimental Setup 
5.2.1. Design of Variable Aperture 
The variable aperture mechanism was designed to have several characteristics of interest in its 
application for cavity-type solar receivers. The overall design functional requirements to be met by 
the variable aperture are listed below. The mechanism needs to: 
 closely resemble the iris of an eye by having a circular aperture. A circular aperture is 
preferred over a polygonal one, since the heat flux distribution incident on a solar receiver 
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from a parabolic/ellipsoidal reflector is circular in nature and has significantly high 
gradients. Therefore, a non-circular aperture will severely affect the power distribution 
inside the receiver, leading to a more non-uniform temperature distribution across its 
cavity. In addition, it will not be capable of resembling an optimum aperture size at 
different operating conditions, since the variable aperture will be blocking relatively higher 
solar power in some sections, while relatively lower in other sections as it changes its size. 
 have a simple translational motion of the blades without any change to their orientation. 
This would allow for easy connections to be established from and to the blades, such as 
water connections, without any tangling or jamming issues. 
 accommodate for a heat exchanger. This would allow for recovering a portion of the energy 
intercepted by the variable aperture mechanism in an attempt to increase the overall process 
efficiency of the solar reactor. The energy can be recovered as heat stored in a working 
fluid. In the case of the experimental work here, water will be used as the working fluid. 
 be able to withstand significantly high thermal flux levels and thermal stresses, in addition 
to having a relatively good thermal conductivity. The variable aperture mechanism will be 
subjected to high thermal flux levels with high gradients and different operating conditions 
throughout a day. Therefore, it needs to be able to withstand these conditions for a 
prolonged period of operation. The mechanism’s material also needs to be a good thermal 
conductor to be able to transmit energy efficiently to the working fluid in the heat 
exchanger. 
 have a maximum aperture size similar to the fixed size of solar receiver. This would allow 
for a more flexible operation of the receiver, where the aperture can be changed up to the 
designed fixed aperture at the designed operating conditions.  
 be compact in size and thickness. This would allow for easier integration with the solar 
receiver system and lower disturbance to the heat flux distribution at the aperture size of 
the receiver’s fixed aperture. 
With the overall design functional requirements defined earlier, the design of the variable aperture 
mechanism shall now be presented. The fabricated and fully assembled mechanism at the maximum 
aperture size is shown in Figure 5-1 for its front and rear views.  
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Figure 5-1: Illustration of the variable aperture, in real view, for a maximum opening size of 8.75 cm in diameter 
As can be seen in Figure 5-1, the blades of the variable aperture mechanism have curved edges. 
Unlike some other mechanisms’ blades that have straight edges, the blades presented here need to 
be curved in order to better approximate a circular aperture. With that being said, the blades are 
designed to provide a perfectly circular aperture when fully opened, by having their edges curved 
with arcs of that dimension. In addition, the variable aperture mechanism consists of eight blades 
in total. This number was based on a compromise between the level of circular aperture 
resemblance and the overall thickness of the mechanism. With eight blades in total, the 
mechanism’s variable aperture can approximate a circular aperture well, without significantly 
increasing the mechanism’s thickness. The overall thickness of the entire mechanism is 
approximately 4.0 cm. 
As illustrated in Figure 5-1, the eight blades are divided into two groups: primary and secondary 
blades. The primary and secondary blades alternate, creating a fully circular aperture. The primary 
blades are coupled with a heat exchanger by designing channels that flow through them and cover 
most of their surface areas for a more efficient energy recovery system. The primary blades are 
split into two parts, lower and upper plates, that are clamped (bolted) together to form the primary 
blade and house the flow channels. The two parts of the primary blade and its water cooling 
channels are shown in Figure 5-2, where the support holes that connect the primary blade to the 
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mechanism are also shown. As for the secondary blades, they have much thinner diameters and do 
not have water cooling channels. Therefore, they are referred to as “air-cooled”. The secondary 
blades are not water-cooled, since coupling them to a heat exchanger would significantly increase 
the overall thickness of the mechanism. In addition, the secondary blades only cover up a relatively 
small surface area of the overall mechanism when fully opened, and are completely shadowed at 
smaller aperture sizes, as shown in Figure 5-3. Therefore, the energy intercepted by the secondary 
blades is not very significant. Finally, both the primary and secondary blades’ edges are designed 
like two-step stairs that allow the blades to overlap at smaller diameters for a more compact design 
(Figure 5-3). The total thickness of the primary blade is approximately 1.25 cm, while the 
secondary blade is just 0.45 cm in thickness.  
 
Figure 5-2: Cross-sectional view of the fabricated primary blade, showing the water cooling channel 
5.2.2. Motion of Variable Aperture 
The motion of the variable aperture mechanism’s blades was designed to be in a translational 
manner. This helps in avoiding any tangling or jamming issues between the water connections of 
the primary blades. The translational motion of the blades was achieved using mounting/guiding 
plate in addition to a guiding gear, as shown in Figure 5-1. The thickness values of these two 
components are 0.45 and 0.85 cm, respectively. The function of the mounting/guiding plate is to 
attach the mechanism to the solar receiver, while constraining the blades in a single axial motion. 
Moreover, it supports the bushings from the guiding gear, so that the gear rotates in a constrained 
circular motion as desired. It finally connects and supports all the blades (primary and secondary), 
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and keeps them within their desired levels and positions. Therefore, the mounting/guiding plate is 
not allowed to rotate. On the other hand, the guiding gear is the component that forces all the blades 
to translate in a synchronized motion. By rotating the guiding gear, through a driving chain, the arc 
paths within the gear, best shown in Figure 5-4, force the blades to follow the paths of the arcs, 
while still adhering to the constrained path set by the mounting/guiding plate. Hence, obtaining a 
translational motion that allows to control the aperture’s size of the mechanism. Figure 5-3 shows 
the front and rear views of the fabricated variable aperture mechanism at three different opening 
diameters of 6, 4, and 2 cm. As can be seen, the variable aperture closely resembles a circular 
aperture at its different sizes. However, this resemblance decreases with decreasing diameters, as 
can be seen in Figure 5-3. 
 
Figure 5-3: Front and rear views of fabricated variable aperture at opening diameters of 6, 4, and 2 cm 
To be able to control the variable aperture’s size, the governing relationship between the 
rotation of the guiding gear to the motion of the blades need to be obtained. This will in turn provide 
a relationship for the number of motor steps or rotation required to obtain any desired aperture size. 
The schematics of the guiding gear and mount/guiding plate of the variable aperture mechanism 
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are shown in Figure 5-4, where 𝑂 represents the origin, 𝑐 represents the center of the arc, and 𝑥𝑓 
represent a point with a fixed x-coordinate. From Figure 5-4, the variation of the radius or diameter 
of the variable aperture can be obtained analytically based on the equation of the paths that govern 
its motion.  
 
Figure 5-4: Schematics of the guiding gear and the mount/guiding plate of the variable aperture mechanism, where all 
measurements are in cm 
Only one of the arc paths shown in Figure 5-4 will be considered, since the other paths have 
the same exact pattern. By considering the path within the guiding gear with its dimensions shown 
in Figure 5-4, the analytical position of the blade’s support can be obtained by starting with the 
equation of a circle presented in Eqn. (5-1).  
(𝑥 − 𝑥𝑐)
2 + (𝑦 − 𝑦𝑐)
2 = 𝑅𝑐𝑖𝑟𝑐𝑙𝑒
2  (5-1) 
where 𝑅𝑐𝑖𝑟𝑐𝑙𝑒 = 8.26 cm, 𝑥 = 𝑥𝑓 = –1.10 cm, and the initial values of 𝑥𝑐 and 𝑦𝑐 are 3.99 and 3.16 
cm, as shown in Figure 5-4 and while taking the center of the aperture as the origin. In addition, 𝑦 
is the vertical position of the arc path, where it is related to the blade’s curved edge through 𝑦 = 𝑟 
+ 5.21, with 𝑟 being the radius of the aperture. With the initial values of 𝑥𝑐 and 𝑦𝑐, the initial polar 
angle 𝛽 that the path creates with the x-axis when the aperture is fully opened is 38.3°. When the 
guiding gear rotates, the values of 𝑥𝑐 and 𝑦𝑐 change and are functions of the polar angle 𝜃, as shown 
in Eqn. (5-2), where 𝑅𝑐 = √3.992 + 3.162 = 5.09 cm. 
𝑥𝑐 = 𝑅𝑐 cos(𝜃 + 𝛽)      𝑎𝑛𝑑     𝑦𝑐 = 𝑅𝑐 sin(𝜃 + 𝛽) (5-2) 
Substituting Eqn. (5-2) into Eqn. (5-1) and solving for 𝑟 gives Eqn. (5-3).  
𝑟 = 5.09√−0.43 cos(𝛽𝜃) + sin2(𝛽𝜃) + 1.58 + 5.09 sin(𝛽𝜃) − 5.21 (5-3) 
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where 𝛽𝜃 = (𝜋𝜃 + 120.4)/𝜋°. Eqn. (5-3) then provides the relationship between the radius of the 
aperture when varying the angle of rotation of the guiding gear by 𝜃°, starting from the fully opened 
position. As can be seen in Figure 5-4, the guiding gear will need to rotate clockwise to start closing 
the aperture. Hence, 𝜃 will have negative values. By only considering the magnitude of angular 
rotation, its relationship w.r.t. the aperture’s diameter can be plotted as shown in Figure 5-5.  
 
Figure 5-5: Relationship of variable aperture mechanism’s opening diameter to the rotation angle of the guiding gear 
In order to obtain a simpler expression to be implemented in the control algorithm of the 
variable aperture, the analytical relationship of the aperture’s radius w.r.t. the angle of rotation is 
best-fitted with a third order polynomial equation. The best-fit polynomial plot and equation are 
shown in Figure 5-5 and Eqn. (5-4). This shows that there is no significant harm in treating the 
relationship as a third order polynomial. Therefore, Eqn. (5-4) will be used from now on to control 
the variable aperture, where 𝜃 and 𝑑 are in degrees and cm. For a quick verification of the analytical 
solution, values of the angular rotation for different aperture sizes were also obtained from the CAD 
model of the mechanism. These values correlate well with the analytical solution provided by Eqn. 
(5-3), as shown in Figure 5-5. 
𝜃 = −0.01𝑑3 + 0.1957𝑑2 − 5.5449𝑑 + 40.874 (5-4) 
5.2.3. Auxiliary Components 
The auxiliary components of the variable aperture mechanism consist of a stepper motor, 
gearbox, motor mount, bearing, and gear. The complete setup is shown in Figure 5-6. The stepper 
motor, SureStep DC integrated stepper motor and drive (model number STP-MTRD-17038E), has 
a NEMA 17 frame size, maximum holding torque of 0.48 N∙m, rotor inertia of 0.082 kg∙cm2, 
adjustable steps per revolution of 200 to 25,000 steps, and finally an external encoder. The stepper 
motor has been adjusted for 200 steps per revolution. In addition, the stepper motor has been 
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attached to a gear box, SureGear precision planetary gearbox (model number PGCN17-505M), that 
has a 50:1 gear ratio and allows for a nominal output torque of 16 N∙m. The final component is the 
motor gear, that has a gear ratio of 3:1 with respect to the guiding gear of the variable aperture 
mechanism. With that being said, the stepper motor will need to perform 30,000 steps for a 
complete rotation (360°) of the guiding gear and approximately 2500 steps to move from a fully 
opened aperture to a fully closed aperture of 2 cm. Figure 5-6 also shows the motor’s air cooling 
line, which is required for a safe continuous operation around the solar receiver’s elevated 
temperatures. 
 
Figure 5-6: Auxiliary components for the variable aperture mechanism 
5.2.4. Air-Cooled Variable Aperture Setup 
The air-cooled variable aperture experimental setup is shown in Figure 5-7, demonstrating the 
different components and their assembly with respect to the solar receiver. Experiments without 
the use of the coupled heat exchanger were performed at different aperture sizes to test the effect 
of water-cooling the variable aperture on the temperature distribution within the receiver. Not 
having the blades water-cooled could potentially provide higher cavity re-radiation savings (shown 
in Figure 5-7a) and radiation emission into the receiver in addition to lower conduction losses. 
During the air-cooled experiments, all the cooling channels were completely free of water.  
5.2.5. Water-Cooled Variable Aperture Setup 
The air-cooled variable aperture setup was not allowed to run for more than few days in order 
to avoid the deterioration of the mechanism due to prolonged exposure to high thermal fluxes. 
Therefore, after characterizing the solar receiver’s steady states with an air-cooled variable 
aperture, the rest of the experimental work was conducted using a water-cooled one. The 
experimental setup of the water-cooled variable aperture is shown in Figure 5-8. The primary blades 
are connected together and to the water supply inlet and outlet lines, through the use of stainless 
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steel flexible tubing, as shown in Figure 5-8. The stainless steel tubing is capable of withstanding 
the heat flux that it is exposed to at smaller aperture sizes.  
 
Figure 5-7: Air-cooled variable aperture experimental setup (a) after an experimental run, showing cavity re-
radiation, and (b) during an experimental run 
 
Figure 5-8: Water-cooled variable aperture experimental setup 
In order to be able to quantify the amount of energy captured by the heat exchanger, type K 
thermocouple probes are connected to the water supply inlet and outlet lines as shown in Figure 
5-8. The water flow rate is always kept below 1.0 L/min (usually around 0.4 L/min) to be able to 
measure a higher temperature difference, and hence decrease the uncertainty within the results due 
to the thermocouple probes. The water flow rate is being measured and monitored using a model 
S-111 flow meter provided by McMillan Company, which has a flow range from 0.1-1.0 L/min 
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with an accuracy of 1%. Connections are established between the cRIO and the flow meter to allow 
for continuous data acquisition. 
5.3. Methodology and Procedure 
The numerical model created earlier in Chapter 4 is modified in order to include the variable 
aperture mechanism. The variable aperture is assumed to be circular at all sizes and hence can be 
treated as a surface given by Eqn. (5-5), for different aperture radii of 𝑟𝑎𝑝. 
√𝑥2 + 𝑦2 < 𝑟𝑎𝑝     for     𝑧 = −0.04 (front side) or − 0.02 (rear side) (5-5) 
Eqn. (5-5) can then be used in the optical analysis to determine the variable aperture’s effect on the 
primary and secondary rays of the solar receiver. This is the only mode at which the variable 
aperture is included in the model, since its temperature distribution is assumed to be insignificant 
and hence not included in the heat transfer model. Therefore, any radiation intercepted by the 
mechanism is assumed to be lost and the mechanism does not have any radiation emissions to the 
receiver.  
In characterizing the effect of the variable aperture mechanism, steady state temperature values 
within the receiver are obtained in the same manner as in Chapter 4, keeping the same steady state 
criteria. The useful power captured/recovered from the mechanism can be easily obtained through 
Eqn. (5-6) for any moment in time during experiments.  
?̇?𝑐𝑎𝑝 = ?̇?𝑐𝑝∆𝑇 = ?̇?𝑐𝑝(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)/60 (5-6) 
where ?̇? represents the water flow rate in L/min, 𝑇𝑜𝑢𝑡 and 𝑇𝑖𝑛 represent the thermocouple recorded 
temperatures, and 𝑐𝑝 is assumed to be constant with a value of 4187 J/kg∙K. The useful power 
captured can provide a basis for efficiency calculations w.r.t. the amount of power actually 
intercepted by the variable aperture mechanism. The power intercepted by the mechanism can be 
easily obtained from the primary rays’ optical analysis (at 𝑧 = –0.04) and can be verified by the 
experimental intercepted power at the focal plane using the results in Figure 2-9 and Figure 2-10. 
Once the intercepted power w.r.t. different aperture sizes has been obtained, a polynomial function 
can be fitted to the data to provide a mean of evaluating the power intercepted at any given period 
of time throughout an experiment. The relationship and fourth order best-fit polynomial equation 
are shown in Figure 5-9. 
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Figure 5-9: Relationship of power intercepted by variable aperture mechanism to its diameter 
5.4. Results and Discussion 
5.4.1. Air-Cooled vs. Water-Cooled Variable Aperture 
The first part within the results section is to investigate the effect of water cooling the variable 
aperture and whether it has any effect on the temperature distribution inside the solar receiver. For 
this, the steady state temperature values across the receiver were obtained experimentally for 
different aperture sizes (ranging from 2 to 8.75 cm), while the variable aperture mechanism is air-
cooled and water-cooled. The rest of the experimental conditions were kept relatively the same 
throughout, including the duration of experiment and starting temperatures, where the feedstock 
flow rate and power level were maintained at 7.5 LPM and 160 A. The experimental temperature 
values at different positions within the receiver are shown in Figure 5-10 w.r.t. the aperture’s 
diameter for the two cooling methods. For the air-cooled experiments, the minimum aperture was 
only set to 4 cm in diameter to avoid the deterioration of the mechanism due to high radiation flux 
levels at lower sizes.  
Based on the results shown in Figure 5-10, the steady state temperatures were not affected by 
water cooling the variable aperture mechanism. The two sets of temperatures at different positions 
and while air cooling or water cooling the mechanism were nearly identical at smaller aperture 
sizes and were slightly higher for the air-cooled experiments at larger aperture sizes. However, the 
maximum difference between the two sets of temperatures was approximately 4 °C or 0.45%. This 
difference is insignificant and can be attributed to changes in the uncontrolled variables, such as 
the decrease in xenon arc’s output power over its operating hours.  
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Figure 5-10: Steady state temperature distribution for air-cooled and water-cooled variable aperture at different 
diameters for a feedstock flow rate of 7.5 LPM and power level of 160 A 
Furthermore, the addition of the variable aperture mechanism created a significant drop in 
temperatures within the solar receiver, with its front side having the most significant decrease. The 
steady state temperatures at 𝑇𝑏𝑝2, 𝑇𝑏𝑝1, 𝑇𝑏, 𝑇𝑚, and 𝑇𝑓 for the experiment without the aperture 
mechanism and at a feedstock flow rate and power level of 7.5 LPM and 160 A (Figure 4-12a) were 
984, 954, 926, 835, and 618 °C, while they were 956, 927, 898, 807, and 557 °C for experiments 
with the mechanism having a maximum aperture diameter size of 8.75 cm. This shows a drop of 
approximately 28 °C at all thermocouple positions, with the exception of the front thermocouple 
that had a drop of 61 °C, which is more than double. This is due to the reason that adding the 
variable aperture mechanism to the solar receiver intercepts the power from the HFSS that was 
previously intercepted by the front quartz plate and receiver’s front section. Therefore, much lower 
powers are being absorbed by the front portion of the receiver, hence decreasing its temperature 
value the most. This behavior in addition to the thickness of the variable aperture, which intercepts 
slightly more power, results in a decrease in temperature values across the rest of the receiver. Such 
behaviors led to an increase of temperature non-uniformity, where it increased from 37.2% to 
41.9% with the variable aperture fully opened at 8.75, and to 45.5% with the variable aperture fully 
closed at 2 cm. The general trend shows an increase in temperature non-uniformity as the variable 
aperture mechanism closes. 
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5.4.2. Numerical Model Validation 
Based on the results discussed earlier, the power intercepted by the variable aperture 
mechanism seemed to not be transferred to the front side of the receiver. Therefore, the previously 
stated assumption of not including the mechanism in the heat transfer analysis, but rather only in 
the optical analysis, is now justified. With this assumption, the numerical model was updated using 
the new results from the optical analysis, where the steady state temperature values at different 
positions were obtained. Figure 5-11 shows a comparison between the experimental (water-cooled) 
and numerical steady state temperature values at different positions for aperture diameters ranging 
from 2 to 8.75 cm, while maintaining feedstock flow rate and power level at 7.5 LPM and 160 A. 
 
Figure 5-11: Temperature distribution comparison between numerical model and water-cooled experimental results 
with the variable aperture at different diameters for a feedstock flow rate of 7.5 LPM and power level of 160 A 
As can be seen in Figure 5-11, the model comprising the variable aperture mechanism and its 
assumptions provides a satisfactory representation of the experimentally obtained results. The 
model simulates the system more accurately at larger aperture sizes, where lower temperature 
relative errors are observed between the numerical and experimental results. The model seems to 
diverge a little bit from the experimental results at the rear side of the receiver and for diameter 
sizes of 3 to 6 cm, where the model then seems to converge again for diameter sizes of 3 cm and 
below. This is due to the assumption of treating the variable aperture as a single surface at the 
higher location of the primary blades, whereas in reality, the secondary blades and second step of 
the primary blades are at a position further away from the HFSS. Thus, this creates the biggest 
errors in the region of 3 to 6 cm since the variable aperture’s effect becomes much more significant 
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for aperture sizes of 6 cm and below. The errors then decrease in the region of 3 cm and below 
because the higher steps of the primary blades become the only visible portion of the mechanism, 
which coincides with the assumption implemented by the model. In addition, the model slightly 
overestimates some of the temperatures at all positions, with the exception of the front 
thermocouple position. This is due to the assumption already implemented, where the variable 
aperture was not considered in the heat transfer analysis. The model’s maximum relative 
temperature error at the front position within the receiver is approximately 8.5%, which also 
represents the maximum error across all locations. The rest of the relative error values are 
approximately 4% and below. Therefore, this validates the numerical model of the variable aperture 
coupled solar receiver.  
Based on both the experimental and numerical results shown in Figure 5-11, it is clear that the 
variable aperture mechanism did not provide a peak in temperature values due to variation of the 
mechanism’s aperture size. The results previously shown in Figure 4-16 – Figure 4-18 illustrated 
that the temperatures within the solar receiver are expected to peak at a certain fixed aperture size 
that is different from the designed one. However, in the case shown in Figure 5-11, the power 
intercepted by the mechanism does not get transferred to the receiver and gets lost from the system. 
Hence, this no longer allows for a smaller aperture size to be an optimum one (within a variable 
aperture size range from 2 to 8.75 cm), since the additional cavity re-radiation losses saved by a 
smaller aperture size (which are partially lost from the system too) does not compensate for 
sacrificing nearly all of the additional intercepted radiation. Therefore, the designed variable 
aperture mechanism failed in depicting a similar behavior to that expected from a fixed aperture. 
Further investigation of the mechanism’s design and improvements are covered later. 
Finally, the results shown in Figure 5-11 demonstrates a non-linear relationship between the 
receiver’s temperature and the variable aperture size, as expected due to the heat flux distribution 
from the HFSS. This creates a further challenge in controlling the variable aperture to regulate the 
temperature within the solar receiver or maintain it at a certain set point with the existence of 
disturbances due to the sun’s transient variations. Further work on control is done in Chapter 6. 
5.4.3. Power Captured by Variable Aperture Mechanism 
With a heat exchanger coupled variable aperture mechanism, power intercepted by the 
mechanism can be captured and converted into useful power. In the case presented here, power 
captured is used to increase the temperature of water flowing through the heat exchanger, and so 
the water temperature difference between its inlet and outlet will be used as basis for efficiency 
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calculations. The captured power is calculated using Eqn. (5-6), as previously described, for 
different water flow rate values that range between 0.1 and 1.0 L/min at each different aperture 
size. The average captured power at each size is then calculated and the standard deviation of the 
experimental data was used to represent the uncertainty in the results. Figure 5-12 shows both the 
intercepted and average captured experimental power values, which were used to calculate the 
efficiency of the mechanism in capturing the intercepted power. 
 
Figure 5-12: Intercepted and captured power by the variable aperture mechanism at a power level of 160 A for 
different aperture sizes, with error bars representing the standard deviation of results 
As can be seen in Figure 5-12, the efficiency of the variable aperture mechanism remains 
relatively constant for different diameter sizes, with the uncertainty bars overlapping. Based on the 
uncertainty bars shown, it can be concluded that a flow rate within 0.1 and 1.0 L/min provides 
relatively the same efficiencies and captured powers. The efficiency of the mechanism was 
approximated to be 0.54, which is slightly less than the assumed emissivity value for stainless steel 
(Chapter 4). Therefore, an assumed value of 0.6-0.8 should be reasonable. At a power level value 
of 160 A, a fully opened aperture (8.75 cm) intercepts 594 W with an efficiency of 0.54, while a 
fully closed aperture (2 cm) intercepts 2093 W with an efficiency of 0.56.  
5.4.4. Characterization of the Variable Aperture Coupled Solar Receiver 
To further characterize the effect of the variable aperture mechanism, the model was used to 
simulate the variable aperture coupled solar receiver for different operating conditions. Figure 5-13 
shows a contour map of the steady state (a) maximum temperature, and (b) average temperature 
values for varying power levels from the HFSS within the range of 100-200 A and for varying 
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aperture diameters within the range of 2-8.75 cm for a fixed feedstock flow rate of 7.5 LPM. As 
expected, the maximum temperature always occurs at 𝑇𝑏𝑝2.  
 
Figure 5-13: Steady state (a) maximum temperature, and (b) average temperature contours w.r.t. power level and 
variable aperture's diameter at flow rate of 7.5 LPM 
Based on the results shown in Figure 5-13, several observations can be made. First, at a power 
level of 200 A, the maximum temperature ranged from 752 to 1180 °C, where the maximum 
temperature always increased as the aperture’s diameter increased. Therefore, an optimum aperture 
size was still unobserved at the higher power levels and thus operating temperatures. This is once 
again due to the reason that the amount of additional cavity re-radiation losses saved and reflected 
back into the system by smaller aperture sizes does not yet compensate for the irradiance blocked 
and not transferred to the receiver. For the average temperature, it ranged from 563 to 970 °C at 
200 A without observing any peak in its values as well. Furthermore, from Figure 5-13, it can be 
noticed that the gradient of decrease in temperature as the variable aperture closes is less for the 
maximum temperature than the average temperature. As the variable aperture closes, it starts 
blocking mostly the radiation intercepted by the front section of the receiver’s cavity, causing a 
more significant drop in the front section than the rear one. This in turn further increases the 
temperature non-uniformity within the cavity, as was previously discussed. Finally, at a power level 
of 100 A, the maximum temperature ranged from 334 to 572 °C, while the average temperature 
ranged from 245 to 463 °C. 
5.4.5. Future Design Recommendations and Improvements 
Two design changes were investigated for the variable aperture, which are expected to improve 
its performance, to determine the amount of enhancement caused by each of the modifications. The 
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first change was in the emissivity of the variable aperture blades, where it has been changed from 
a value of 0.6 to a value of 0.2. Hence, having a higher reflectivity value and recovering more of 
the cavity re-radiation losses. This change could have been achieved on the experimental setup by 
having a finer surface finish on the aperture blades and not allowing the variable aperture to run 
dry (without water cooling) to minimize the oxidation and deterioration of the blades’ surfaces. The 
second change was in the thickness of the variable aperture mechanism, where its thickness has 
been changed from a value of 4 to 2 cm. Hence, intercepting less of the solar power irradiated by 
the HFSS and allowing for higher temperatures to be achieved within the solar receiver. This could 
have been achieved on the actual design by decreasing the amount of clearance between the blades 
in addition to the wall thicknesses, which were slightly over-designed. These two design 
modifications should make the variable aperture mechanism exhibit a closer behavior to that 
obtained by varying the fixed aperture and possibly observe an optimum aperture size where the 
average temperature would peak, as that demonstrated in Chapter 4. Having said that, Figure 5-14 
shows the average temperature within the solar receiver w.r.t the aperture’s diameter for the current 
aperture mechanism in addition to two aperture mechanisms with the proposed modifications. 
 
Figure 5-14: Receiver’s average temperature w.r.t. aperture’s diameter for different aperture mechanism modifications  
Based on the results shown in Figure 5-14, it can be seen that the average temperature within 
the solar receiver slightly increased for each of the proposed modifications. However, this increase 
in temperature is insignificant, where the average temperature increased by a maximum of 3.8 °C 
upon decreasing the emissivity at an aperture diameter of 4.9 cm and increased by a maximum of 
7.2 °C upon decreasing the mechanism’s thickness at an aperture diameter of 8.75 cm. The average 
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temperature profile of both proposed improvements converges as the aperture’s diameter decreases 
in size, since the change in emissivity has a more prominent effect as the aperture closes, but is also 
directly related to the temperature inside the receiver’s cavity. Hence, the difference peaks at an 
aperture diameter of 4.9 cm, where a compromise between both effects is achieved. On the other 
hand, the temperature increase due to the reduction in thickness decreases directly with decreasing 
diameter, since the amount of power saved by this improvement decreases in magnitude. 
Despite the fact that slight temperature peaks were observed in Figure 5-14 for both proposed 
improvements, the behavior exhibited by varying the fixed aperture size in Chapter 4 was not yet 
observed. The temperatures peak at 8 cm by 0.9 °C (relative to a fully opened aperture) for the 
reduced emissivity and at 8.3 cm by 0.6 °C for the reduced thickness, which is insignificant. The 
major issue that still remains is that the power intercepted by the variable aperture mechanism does 
not get transferred to the system, which is the assumption of the numerical model that provided an 
accurate representation of the experimental data. As long as this issue remains, the observation of 
temperature peaks at optimum aperture sizes will be difficult. Therefore, further work should be 
focused on integrating the variable aperture mechanism into the solar receiver’s design more 
effectively, and thus allowing for the intercepted radiation to be transferred to the system more 
efficiently. If the objective of the variable aperture is to observe or achieve the highest possible 
temperature rather than controlling the temperature, this in turn means that the variable aperture 
mechanism shall not be water-cooled. 
5.5. Conclusions 
In this chapter, the variable aperture coupled solar receiver system was presented by describing 
the design and motion of the aperture mechanism in addition to the system auxiliaries and overall 
setup. The variable aperture introduced consists of eight blades that move in a translational type of 
motion to approximate a circular variable aperture, with the mechanism’s total thickness being 4 
cm. Four of these blades are water-cooled by coupling them to a heat exchanger, while the rest of 
the blades are just air-cooled. It has been shown that the relationship between the aperture’s opening 
diameter and rotation of its guiding gear can be well represented through a third order polynomial, 
which is then used to regulate the variable aperture.  
Then, the transient response of the system was characterized experimentally by running the 
aperture mechanism air-cooled and water-cooled, to obtain steady state temperatures within the 
receiver’s cavity. The results showed that water cooling the variable aperture had no effect on the 
average temperatures at different aperture diameters, where the temperatures were nearly identical 
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at smaller aperture sizes and slightly higher for the air-cooled experiments at larger aperture sizes. 
However, the temperature differences between the two sets of experiments were insignificant, 
where the maximum difference was approximately 4 °C or 0.45%. Therefore, also leading to the 
conclusion that the intercepted radiation by the aperture mechanism is completely lost from the 
receiver’s system. This was also the assumption implemented into the numerical model, which 
resulted in a good agreement with the experimental results by having relative temperature errors of 
approximately 4% and below. Hence, validating the numerical model of the new system. Since the 
intercepted power by the aperture mechanism was not transferred to the receiver’s system, the 
behavior of obtaining peak temperatures by varying the aperture size was not observed by using 
the aperture mechanism. This is due to the reason that the additional cavity re-radiation losses saved 
by a smaller aperture size does not compensate for sacrificing nearly all of the additional intercepted 
radiation. Finally, the power captured by the variable aperture through its heat exchanger was 
experimentally measured at different aperture diameters based on the water flow rate and outlet-to-
inlet temperature difference. The results showed that an average of 54% of the intercepted energy 
was captured by the heat exchanger.  
The numerical model was finally used to simulate different test scenarios. First, it was used to 
characterize the full response of the variable aperture coupled solar receiver at different power 
levels and aperture diameters. Through this, it was demonstrated that an optimum aperture size, 
where the average temperature would peak, failed to exist even at higher power levels. In addition, 
it was shown that the relationship between the aperture’s diameter and average temperature was a 
highly nonlinear one, which might cause additional challenges in effectively controlling the 
aperture for temperature regulation in Chapter 6. Additionally, the numerical model was used to 
simulate two proposed design changes that were expected to allow the aperture mechanism to 
exhibit a closer behavior to that obtained by varying the fixed aperture. These changes were to 
reduce the variable aperture’s emissivity and thickness, where it was shown that both proposed 
changes led to a slight increase in the average temperature within the receiver. Despite the fact that 
slight temperature peaks were also observed for both of the proposed improvements, the behavior 
exhibited by varying the fixed aperture size was not yet observed. Therefore, if it is desired to 
maximize the temperature inside a receiver’s cavity rather than just regulating it, further work 
should be focused on integrating the aperture mechanism more effectively into the solar receiver’s 
design. Thus, allowing for the intercepted radiation to be transferred to the system more efficiently.  
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Chapter 6 
Control of Transient Variations in Solar Receiver 
In Chapter 6, the variable aperture mechanism, previously introduced in Chapter 5, is used to 
regulate the average temperature inside the solar receiver. The temperature inside the receiver can 
be controlled to follow a certain set point or to be maintained at a constant value with the existence 
of external uncontrolled disturbances or variations. To control the variable aperture mechanism, 
two different control methodologies were implemented. The first method is a simple PID controller, 
while the second is a model predictive controller that is based on the in-house developed model 
previously presented and validated in Chapter 5. Once the variable aperture control was tested, 
other control strategies, namely feedstock flow rate control and multi-input single-output 
(MISO)/hybrid control, were also investigated, where Chapter 6 then ends with some concluding 
remarks.  
6.1. Introduction 
The transient nature of the sun’s DNI received by the Earth’s surface creates a challenge for 
the operation of solar reactors. The fluctuation in the irradiance can cause major variations in the 
solar reactor’s temperature, which in turn might significantly affect its performance. This would be 
more apparent in processes that require semi-constant temperatures within the reactor’s cavity for 
maximized efficiency, or that have certain temperature limitations. In addition, care should be taken 
to avoid excessive thermal loads and gradients to avoid the reactor’s deterioration. All solar reactors 
in literature are designed for a theoretical optimum aperture, based on the anticipated working 
conditions, which is then fixed in size for all operating conditions. The temperature regulation 
methods found in literature involve the control of (1) the reactants’ flow rate(s) [91,112,113], (2) a 
shutter [114,115], (3) the heliostat field [6,116,117], or (4) an electric heater [118], to compensate 
for the fluctuating irradiance.  
In solar power systems, unlike conventional power generation systems, the main energy source 
cannot be manipulated and used as the main control variable to regulate operating temperatures of 
solar receivers. Hence, the variation in the sun’s DNI need to be compensated for to achieve 
optimum and steady operating conditions. In addition, solar processes have nonlinear dynamics 
that arise due to the fourth power temperature term and other nonlinear process behaviors, such as 
a shutter [114] or a variable aperture (as shown in Chapter 5). Therefore, temperature control within 
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solar receivers normally becomes a challenge, creating a high interest in developing more efficient 
methods and approaches to compensate for the intermittency of the sun’s irradiation. 
One of the most straightforward regulation methods is the reactants’ flow rate(s) control. In 
[112], the inlet reactants’ mass flow rate was controlled to regulate the temperature inside a solar 
reactor and obtain an exhaust with constant product composition for the steam gasification of 
petcoke and carbothermal reduction of steam. The regulation was achieved through a linear 
feedback controller using a linear quadratic Gaussian with loop transfer recovery. Based on their 
presented results, the controlled system exhibited a superior performance in comparison to the 
uncontrolled one for the reactor’s conversion efficiency and product composition. Therefore, this 
illustrates the importance of controlling temperatures within solar reactors. In [91], a similar 
approach for control was implemented, where a model predictive controller (MPC) was used for 
regulating the temperature of a carbon steam gasification reactor. A MIMO control system was 
implemented by manipulating the reactants’ flow rates to regulate the reactor’s temperature and 
concentrations of CO and CO2 in the exhaust lines. Their simulation results showed that a MPC 
system can respond to changes in solar irradiation in a better way than a conventional control 
strategy. The studies in [91] and [3] demonstrate the superiority of MPC systems over conventional 
fixed PID controllers that cannot handle the sun’s intermittency very well. This is due to the reason 
that PID controllers normally tend to be detuned with low gains, giving them sluggish responses, 
in order to avoid high oscillations that may arise due to changes in the process or system dynamics 
[3]. Therefore, MPCs are usually the control systems of choice for solar energy applications.  
Despite the promising simulation results of reactants’ flow rate control methods, there are 
several applications where flow control methods should be avoided, such as water-splitting cycles. 
Varying the feedstock flow rate disturbs the flow pattern inside the reactor, which may lead to 
reduced heat transfer rates, and it also changes the production rate and residence time, which often 
cause severe losses in the conversion efficiencies. Such changes in the conversion efficiency 
provides low yields, which will require challenging separation and recirculation methods for any 
unreacted flow [6]. Hence, significantly decreasing the overall efficiency of the system. In addition, 
varying the reactants’ flow rate generally has limited impact and control on the reactor’s 
temperature under significant fluctuations in the solar irradiance. Therefore, control methods that 
have minimal effects on the fluid flow should be implemented, such as methods that regulate the 
solar power input to the reactor or that preheat the entering reactants. 
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There is some work in literature on regulating the solar flux density input either through the 
use of a shutter or by controlling the heliostat field. The shutter control is usually implemented for 
solar furnaces, which are mainly used for technology and design testing in addition to material 
treatment applications. In [115], a feedback linearization generalized predictive control (GPC) 
method was proposed to automate the control of the shutter for material treatment applications, 
while a MPC with integral action was proposed in [114] for the same main purpose. On the other 
hand, the automated control of the heliostat field has been extensively studied for a two-step cycling 
solar hydrogen production plant using a PI [6], PI and feedforward [117], and gain-scheduling [116] 
controllers. The plant consists of two reactors that run in parallel for a quasi-continuous production 
of hydrogen, where two temperature set points are required to be alternated and maintained. The 
water-splitting temperature maintained is 800 °C, while the regeneration temperature is 1200 °C. 
The regeneration temperature should be effectively monitored and controlled to not exceed 1250 
°C, as the redox material will deactivate at higher temperatures. Although the results in [6,116,117] 
show promising outcomes, the method of heliostat control is a very challenging one since the 
controller has to determine the number and locations of heliostats to be focused or unfocused, which 
highly depends on the irradiance and time of the day [116]. Therefore, significant errors may arise 
throughout a day, leading to a substantial decrease in the controller’s anticipated performance. 
A different promising approach to regulating the temperature inside a solar receiver and 
compensating for the solar irradiance intermittency is the implementation of a variable aperture 
mechanism (as previously introduced in Chapter 5). The variable aperture mechanism will be 
capable of regulating the temperature within the solar receiver in applications where the feedstock 
flow rate control would fail in doing so. Just like the iris of a human eye, the mechanism would 
enlarge the aperture when the solar irradiance is low and reduce it when the irradiance is high. 
Therefore, compensating for the sun’s intermittent behavior easily and without disturbing the flow 
pattern within the receiver. This type of control is much simpler and less costly than manipulating 
the entire field of heliostats. In the previous years, several variable aperture mechanisms were 
developed by the author and his team with different designs that aim at making this mechanism 
much more sustainable and effective [109,110,119].  
In Chapter 6, two controllers were implemented and tested for the variable aperture mechanism 
to be able to effectively compensate for DNI fluctuations. The first one was a PID controller, where 
it has been tested and tuned numerically using the model of the system prior to its implementation. 
The second controller was a MPC system, where the solar receiver system was simplified and 
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treated as an ARX model. The parameters of the ARX model were identified using a recursive least 
square method with a forgetting factor applied to data obtained from the validated numerical model. 
Then, the MPC controller was tuned, once again through the use of the numerical model. The two 
controller types were extensively experimentally tested for tracking and maintaining set points in 
addition to rejecting disturbances through the simulation of actual sun’s DNI data. Then, another 
variable aperture control consideration and two other control strategies were investigated, namely 
PID feedstock flow rate control and PID MISO control that can manipulate the variable aperture 
and feedstock flow rate. 
6.2. Methodology 
6.2.1. PID Controller 
The first variable aperture control method investigated and implemented is a conventional PID 
controller, since it is simple to implement and is the most commonly used method of control in 
industry. Although the use of PID controllers are usually satisfactory, their implementation in the 
solar energy applications usually requires them to be slightly detuned to avoid high oscillations that 
may arise due to changing dynamics, as previously discussed. Therefore, the PID controller will 
only be used as a starting step and basis of comparison with a MPC system.  
The discrete time form of the PID controller that is used to determine a control action is shown 
in Eqn. (6-1). 
∆𝑢(𝑡𝑘) = (𝐾𝑃 +
𝐾𝑃∆𝑡
𝜏𝐼
+
𝐾𝑃𝜏𝐷
∆𝑡
) 𝑒(𝑡𝑘) + (−𝐾𝑃 −
2𝐾𝑃𝜏𝐷
∆𝑡
) 𝑒(𝑡𝑘−1) +
𝐾𝑃𝜏𝐷
∆𝑡
𝑒(𝑡𝑘−2) (6-1) 
where ∆𝑢(𝑡𝑘) is the control action, 𝐾𝑃, 𝜏𝐼, and 𝜏𝐷 are the PID controller tuning parameters, ∆𝑡 is 
the sampling time interval, and 𝑒(𝑡𝑘) is the error between the desired output and its set point at the 
sampling time 𝑘. The control action ∆𝑢(𝑡𝑘) is taken to be the change in the variable aperture in cm, 
while the desired output is taken as the average temperature within the receiver’s cavity, as 
previously defined in Chapter 4. With that already defined, it is now time to discuss system and 
stability constraints which are shown in Eqn. (6-2). 
𝑢𝑚𝑖𝑛 ≤ 𝑢 ≤ 𝑢𝑚𝑎𝑥      and     |∆𝑢| ≥ |∆𝑢𝑚𝑖𝑛| (6-2) 
where 𝑢𝑚𝑖𝑛 and 𝑢𝑚𝑎𝑥 represent the minimum and maximum possible aperture sizes of 2 and 8.75 
cm, 𝑢 represents the aperture size control signal in cm calculated through 𝑢(𝑡𝑘) = 𝑢(𝑡𝑘−1) +
∆𝑢(𝑡𝑘), and ∆𝑢𝑚𝑖𝑛 is taken to be 0.1 cm. The additional constraint on the control action is 
implemented to obtain a less intensive aperture control, which should decrease the work load on 
the aperture mechanism and its auxiliaries in addition to allowing the system to reach a more stable 
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steady state of action. Having said that, the control action and then the control signal are externally 
adjusted to remain within the constraints in Eqn. (6-2). Therefore, ∆𝑢 is neglected if its value is 
less than ∆𝑢𝑚𝑖𝑛 and 𝑢 is saturated to remain within the minimum and maximum limits.  
The numerical model created and validated in Chapter 5 was used to tune the PID controller 
parameters and test the controller performance prior to its implementation in the solar receiver 
system. The parameters were tuned following the Ziegler-Nichols open loop approach, first 
described in [120], as this approach provides a quick response to load disturbances. However, the 
good disturbance rejection behavior comes at the expense of oscillatory transient responses to 
changes in the set point [121], which is not expected to be an issue here due to the already present 
transient response in the energy source (solar simulator or sun). The tuning method requires 
analyzing the step response of the system to calculate its static gain, process rate, and dead time. 
Since the system is highly nonlinear, the control tuning was performed for different aperture sizes 
ranging from 2 to 8.75 cm, and aperture steps ranging from 1 to 2 cm, where the final tuned 
parameters were averaged. In the tuning process, the power level input from the HFSS and 
feedstock flow rate were fixed at values of 160 A and 7.5 LPM. Having said that, the final obtained 
parameters for 𝐾𝑃, 𝜏𝐼, and 𝜏𝐷 using the numerical model were 0.4 cm/°C, 200 s, and 50 s. 
6.2.2. MPC Controller 
MPC methods have several advantages over other control methods, such as: (1) their concepts 
are very intuitive, (2) they can be easily extended to MIMO systems and deal with difficult 
multivariable control problems, (3) they make use of system models to optimize controller 
performance and handle challenging dynamics, (4) they can compensate for dead times, and (5) 
they can explicitly incorporate system constraints in their control actions. These are some of the 
advantages that make MPC systems widely used in solar energy applications [3,122,123]. The 
general methodology for a GPC system was obtained from [124,125]. 
MPCs make use of system models to predict future outputs over a prediction horizon, 𝑁𝑝, by 
taking into account different control actions that change over a control horizon, 𝑁𝑢. After the 
sampling interval 𝑁𝑢, the control signal remains unchanged. The system model uses known (past) 
input (control signal) and output values in addition to future control signals to optimize the response 
of the controller by determining a set of future control signals that would keep the process output 
as close as desired to the reference trajectory. In determining the set of future control actions, 
system constraints can also be explicitly treated using an iterative optimization method. After that, 
only the first control action is sent to the process, while the rest of the 𝑁𝑢 – 1 actions are rejected, 
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which is a property of MPCs referred to as a receding horizon approach. The procedure is then 
repeated at the next sampling time. Figure 6-1 shows a schematic representation of a MPC system. 
In this study, a GPC system has been designed and implemented. 
 
Figure 6-1:Schematic representation of a MPC system components and methodology 
Since a MPC uses a model of the system to optimize the actions of a controller, an accurate 
model describing the system at hand is the key element in its algorithm. Therefore, substantial 
efforts should be focused on obtaining an accurate system model. A nonlinear plant, such as the 
solar receiver system, generally admits a locally-linearized model when its regulation is considered 
around a particular set point. The linearized model is described by a polynomial of the form shown 
in Eqn. (6-3), which is referred to as an autoregressive moving average with exogenous inputs 
(ARMAX) model. 
𝐴(𝑞−1) 𝑦(𝑘) = 𝑞−𝑡𝑑 𝐵(𝑞−1) 𝑢(𝑘 − 1) + 𝐶(𝑞−1) ?́?(𝑘) (6-3) 
where 𝑢(𝑘) and 𝑦(𝑘) represent the control/input (aperture diameter in cm) and output (average 
temperature in °C) series, 𝑞−1 is the backward shift operator, ?́?(𝑘) is a white noise representing the 
system disturbances, and 𝑡𝑑 is the system dead time. For the solar receiver system presented here, 
the dead time is taken to be zero, and the 𝐶 polynomial can be chosen to be one for simplicity, 
where the model of the noise becomes 1/𝐴 and is then coupled to the model dynamics. This 
simplifies Eqn. (6-3) to Eqn. (6-4), which is referred to as an ARX model. 
𝐴(𝑞−1) 𝑦(𝑘) = 𝐵(𝑞−1) 𝑢(𝑘 − 1) + ?́?(𝑘) (6-4) 
where the polynomials 𝐴 and 𝐵 are presented in Eqns. (6-5) and (6-6). 
𝐴(𝑞−1) = 1 + 𝑎1𝑞
−1 + 𝑎2𝑞
−2 + ⋯ + 𝑎𝑛𝑎𝑞
−𝑛𝑎 (6-5) 
𝐵(𝑞−1) = 𝑏0 + 𝑏1𝑞
−1 + 𝑏2𝑞
−2 + ⋯ + 𝑏𝑛𝑏𝑞
−𝑛𝑏 (6-6) 
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With the ARX model defined in Eqn. (6-4), the model parameters 𝑎𝑖 and 𝑏𝑖 need to be identified 
to represent the polynomials 𝐴 and 𝐵 that best describe the solar receiver system, given defined 
polynomial order values of 𝑛𝑎 and 𝑛𝑏. The system identification can be performed directly using 
experimental measurements. However, this will be an expensive and a time consuming process, 
where the system maybe be required to run for prolonged time periods to accurately identify the 
polynomial coefficients. Therefore, the numerical model created and validated for the solar receiver 
system was used to identify the coefficients offline in addition to testing and optimizing the 
performance of the MPC system. For this, the numerical model was used to simulate the response 
of the system to a pseudorandom generated aperture input signal that changes every hour for a total 
duration of 100 hours, where the power level from the HFSS and feedstock flow rate were 
maintained constant at 160 A and 7.5 LPM. The system identification then began to take place after 
approximately 4 hours of operation, to ensure that the system is being accurately defined after the 
initial heating up phase. Figure 6-2 shows the (a) pseudorandom generated control input signal, and 
(b) simulated output temperature of the solar receiver system. 
 
Figure 6-2: (a) Generated pseudorandom input signal, and (b) simulated output for solar receiver system identification 
The system identification was performed using a recursive least square (RLS) method with a 
forgetting factor as illustrated and explained in [126]. By having the input 𝑢(𝑘) and output 𝑦(𝑘) of 
the ARX model already defined numerically, as shown in Figure 6-2, the identification shall now 
proceed. The order of the polynomials 𝑛𝑎 and 𝑛𝑏 were taken to be 3, which seemed to provide a 
satisfactory fit of the numerical results. Having said that, the estimated output, ?̂?(𝑘), of the ARX 
model is defined as in Eqn. (6-7). 
?̂?(𝑘) = 𝜑𝑇(𝑘)?̂?(𝑘 − 1) (6-7) 
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where 𝜑 represents the column vector of past (known) input and output values, as defined in Eqn. 
(6-8), and 𝜃 represents the estimation of model parameters 𝑎𝑖 and 𝑏𝑖, as defined in Eqn. (6-9) and 
calculated through Eqn. (6-10).  
𝜑𝑇(𝑘) = [𝑦(𝑘 − 1), 𝑦(𝑘 − 2), 𝑦(𝑘 − 3), 𝑢(𝑘), 𝑢(𝑘 − 1), 𝑢(𝑘 − 2), 𝑢(𝑘 − 3)] (6-8) 
?̂?𝑇(𝑘) = [𝑎1, 𝑎2, 𝑎3, 𝑏0, 𝑏1, 𝑏2, 𝑏3] (6-9) 
?̂?(𝑘) = ?̂?(𝑘 − 1) +
𝑃(𝑘 − 1)𝜑(𝑘)
𝜆(𝑘) + 𝜑𝑇(𝑘)𝑃(𝑘 − 1)𝜑(𝑘)
(𝑦(𝑘) − ?̂?(𝑘)) (6-10) 
where 𝑃 represents the covariance of estimation errors, as defined in Eqn. (6-11), and 𝜆 represents 
the forgetting factor, which is evaluated using Eqn. (6-12). 
𝑃(𝑘) =
1
𝜆(𝑘)
[𝑃(𝑘 − 1) −
𝑃(𝑘 − 1)𝜑(𝑘)𝜑𝑇(𝑘)𝑃(𝑘 − 1)
𝜆 + 𝜑𝑇(𝑘)𝑃(𝑘 − 1)𝜑(𝑘)
] (6-11) 
𝜆(𝑘) = max [(1 −
𝑦(𝑘) − ?̂?(𝑘)
1 + (𝑦(𝑘) − ?̂?(𝑘))
2) , (𝜆𝑚𝑖𝑛)] (6-12) 
where 𝜆𝑚𝑖𝑛 is set to 0.95. The forgetting factor determines the importance of older predictions in 
determining the model parameters. Therefore, the lower this factor is, the faster the older prediction 
errors will be neglected. A value of 0.95 for 𝜆𝑚𝑖𝑛 allows for some corrections to be made by the 
recursive identifier due to the receiver system still being in the heating up phase. The estimated 
model parameters along the 100 hours of simulation are shown in Figure 6-3 (a), while the model 
predicted output in comparison to the simulated output is shown in Figure 6-3 (b). 
 
Figure 6-3: (a) ARX model’s estimated parameters and (b) predicted output, based on the 10-step ahead prediction, in 
comparison with the simulated one  
As shown in Figure 6-3 (a), the model parameters successfully converged to their final values 
not too long through the identification process. The obtained values for 𝑎1 to 𝑎3 were -1.6380, 
0.3056, and 0.3325, while the obtained values for 𝑏0 to 𝑏3 were 0.5636, -0.5257, -0.0919, and 
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0.0556. Using these identified parameters, the ARX model predicts the output of the solar receiver 
system accurately, based on the 10-step ahead prediction shown in Figure 6-3 (b). It should also be 
noted that the final identified model parameters did not significantly change whether a forgetting 
factor was implemented or not (setting 𝜆 to 1.0). 
Having the model of the system identified, it is then used to optimize the control action of the 
system by following the GPC algorithm, which aims at minimizing the multistage cost function 𝐽 
defined in Eqn. (6-13). 
𝐽(𝑁𝑝, 𝑁𝑢) = ∑[?̂?(𝑘 + 𝑗 | 𝑘) − 𝑤(𝑘 + 𝑗)]
2
𝑁𝑝
𝑗=1
+ ∑ 𝜔(𝑗)[∆𝑢(𝑘 + 𝑗 − 1| 𝑘)]2
𝑁𝑢
𝑗=1
 (6-13) 
where ?̂?(𝑘 + 𝑗 | 𝑘) is the 𝑗-step ahead system output prediction at time interval 𝑘, 𝑤(𝑘 + 𝑗) is the 
future reference trajectory (or set point), and 𝜔(𝑗) is a weighing factor that controls the 
aggressiveness of the controller in following the reference trajectory, which is treated here as a 
constant. The weighing factor 𝜔 represents the penalty of the control action on the cost function, 
meaning that a lower weighing factor will provide a more aggressive controller that aims at keeping 
the exact output’s set point. Hence, 𝜔 can be used as a design parameter. The system constraints 
already defined earlier in Eqn. (6-2) still remain for the MPC system, where they are enforced 
externally and separately from the cost function in a manner similar to that performed for the PID 
controller. With that being said and through implementing a linear time invariant ARX model, the 
optimization problem in Eqn. (6-13) can be easily and rapidly solved, reducing the computational 
load on the MPC.  
In a manner similar to tuning the PID controller, the numerical model of the system was used 
to simulate the implementation of the GPC and obtain the best combination of 𝑁𝑝, 𝑁𝑢, and 𝜔 
values. Since the rate of change of the system output is relatively slow, a relatively high value for 
𝑁𝑝 is not required. Therefore, the value of 𝑁𝑝 was only taken to be 10 in order to reduce the level 
of mismatch between the predicted model and actual system outputs during experimentation. 
Following that, different combinations of 𝑁𝑢 and 𝜔 were tested using the numerical model, where 
it was noticed that a value greater than 4 for 𝑁𝑢 did not lead to a significant improvement in the 
GPC’s performance. In addition, the lower the value for 𝑁𝑢, the less the amount of computation 
that needs to be performed by the optimizer. Therefore, the value of 𝑁𝑢 was set to 4, where the 
corresponding optimal 𝜔 value was determined to be 15. The optimal 𝜔 value was obtained based 
on a compromise between the set point errors and amount of changes in the variable aperture size. 
As shown in [91], a MPC system can show instabilities when the 𝜔 value is relatively low and the 
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controller is away from its nominal operating region, showing oscillatory behaviors. This was 
avoided by tuning the MPC with a more conservative 𝜔 value, as was performed here, to obtain a 
more robust MPC system that can operate away from its nominal operating region. 
6.2.3. Simulating Actual Sun’s DNI Measurements 
In addition to testing the two control approaches for set point tracking and system disturbances, 
it is vital to test their performance under a more realistic scenario that is based on actual sun’s DNI 
measurements. For this, actual DNI measurements were obtained from the National Renewable 
Energy Laboratory (NREL) database, where data is available for any day year-round and is updated 
every ten minutes [22]. Once the data is obtained, the HFSS can be used to simulate the actual day 
by changing the supplied current through the use of a correlation equation. As previously discussed 
in Chapter 4, the relationship between the current supply and peak flux (obtained in Chapter 2) is 
used to regulate the power of the HFSS, since it provides a higher accuracy over the total power 
relationship. This relationship is shown in Eqn. (6-14). 
𝑞𝑝𝑒𝑎𝑘
′′ = 45.039 𝐴𝑚𝑝 − 2128.1 (6-14) 
where 𝑞𝑝𝑒𝑎𝑘
′′  is the peak flux at the focal plane in kWm-2 and 𝐴𝑚𝑝 is the supply current to the HFSS 
in A. Based on Eqn. (6-14), the maximum DNI expected (1050 Wm-2) was correlated to the 
maximum peak flux of the HFSS (at supply current of 200 A), which was then implemented into 
Eqn. (6-14) to obtain Eqn. (6-15). The current value calculated through Eqn. (6-15) is then rounded 
to the nearest integer. This then provides an accurate way of simulating the actual obtained DNI in 
the laboratory for experimentation by changing the current supplied to the HFSS accordingly.  
𝐴𝑚𝑝 = 0.1455 𝐷𝑁𝐼 + 47.25 (6-15) 
6.3. Results and Discussion 
6.3.1. Variable Aperture Control Simulation 
Before implementing the two proposed controllers on the experimental setup, their 
performance was first tested using the in-house developed numerical model. The average 
temperature set point was changed within the range of 600 to 750 °C, in 50 or 100 °C increments, 
while maintaining the power level and feedstock flow rate at 160 A and 7.5 LPM, as shown in 
Figure 6-4 for the (a) PID, and (b) MPC controllers. This demonstrates the satisfactory performance 
of both control systems in tracking the desired set point temperatures with relatively fast response 
and high stability. 
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Figure 6-4: Control simulations for set point tracking at a power level of 160 A and flow rate of 7.5 LPM, showing set 
point and average temperatures with the variable aperture response using (a) PID, and (b) MPC controllers 
Figure 6-4 shows that the PID and MPC controllers have similar responses to changes in the 
set point. The optimum aperture size for each set point temperature using both controllers is 
determined relatively fast, where then the aperture changes at a very slow rate to maintain the 
desired temperature. However, in the process of determining the optimum aperture size, the rate of 
aperture change using the MPC controller is higher than the one using the PID controller due to the 
highly nonlinear behavior of the average temperature w.r.t. the aperture size. The PID controller 
does not take into account that aperture changes within the range from 8 to 8.75 cm is very small 
(steady state temperature difference of 3.1 °C) and is small within the range from 7 to 8.75 cm 
(temperature difference of 14 °C). This behavior is accounted for better using the MPC system. 
Therefore, this leads to the PID controller having significantly larger overshoots when compared 
to the MPC system. This is more noticeable when tracking higher set points (heating up), where 
the variable aperture is controlled starting from the fully opened position. Having said that, the 
overshoots for the set point temperatures shown in Figure 6-4 are 3.8, 2.9, 2.3, -0.6, and 2.4 °C 
using the PID controller, while they are 1.7, 1.1, 0.9, -0.3, and 1.2 °C using the MPC system. This, 
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in addition to the similar stable aperture response of both controllers, clearly show the superior 
performance of the MPC system. Nevertheless, both control methods are now ready to be 
implemented in the experimental setup.  
6.3.2. PID Experimental Variable Aperture Control 
Tracking Set Point. The performance of the PID controller was experimentally tested for set 
point tracking, similar to that previously simulated in Figure 6-4 (a). The set point temperature was 
changed within the range of 600 to 750 °C, while maintaining the power level and feedstock flow 
rate at 160 A and 7.5 LPM. The responses of the system’s temperature and variable aperture are 
shown in Figure 6-5 (a). In addition, during the experimental run, real-time data was obtained for 
the amount of power captured by the heat exchanger of the variable aperture mechanism, based on 
the water temperature difference and flow rate data, as was described in Chapter 5. Although the 
power captured by the cooling water is not being turned into useful energy here, the data of power 
captured can provide an estimate for the amount of power that can be made available for a 
secondary process or used to preheat the entering feedstock. Thus, trying to increase the overall 
efficiency of the solar system. The data of power intercepted and captured by the variable aperture 
mechanism is show in Figure 6-5 (b), where the power intercepted by the aperture is determined 
based on its size and the HFSS’s power level, as described in Chapter 5. It should finally be noted 
that in all experiments performed in this chapter, the cooling water flow rate was maintained 
constant throughout each run within the range of 0.2 to 0.8 L/min.  
As shown in Figure 6-5 (a), the PID controller was able to well-regulate the variable aperture 
to track the temperature set point within the range from 600 to 750 °C, under steady operating 
conditions. The overshoots for the set point temperatures shown in Figure 6-5 (a) are 5.2, 4.0, 3.0, 
-1.3, and 3.1 °C. When comparing these values to the previously obtained ones through simulations, 
it can be seen that the experimental overshoots are slightly higher, while still following the same 
trend as the numerically determined overshoots. The higher experimental overshoots have led the 
aperture response to experience some fluctuations prior to settling at the correct aperture sizes. The 
magnitude of these fluctuations seems to be greater when the system is heating up and when the set 
point is relatively low (directly related to the magnitude of overshoot), as shown in Figure 6-5 (a). 
This is due to the fact that when the regulation of the aperture starts, it is relatively further away 
from its optimum aperture size, in addition to the greater rate of change of the average temperature 
at lower set points. However, the PID controller performance is considered to be satisfactory, where 
the average temperature was maintained within ± 1.5 °C from its set point, with the exception of 
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the overshoots, and while maintaining a stable aperture control. Based on the results shown in 
Figure 6-5 (b), the variable aperture intercepted an average power of 926 W, out of which 500 W 
was captured by the heat exchanger throughout the time period of 7.25 hr. This gives an efficiency 
of approximately 54% for the heat exchanger. 
 
Figure 6-5: Experimental testing for set point tracking using PID controller at a power level of 160 A and feedstock 
flow rate of 7.5 LPM, showing (a) set point and average temperatures with the variable aperture response, and (b) 
power intercepted by the aperture and captured by its heat exchanger 
Maintaining Set Point. To further evaluate the performance of the PID controller, the long-
term response of the variable aperture in maintaining a set point was tested. This was performed at 
a different power level than that shown in Figure 6-5 to also observe the performance of the 
controller under a different operating condition. The results shown in Figure 6-6 demonstrate the 
response of the variable aperture to maintaining a set point temperature of 700 °C, while operating 
under a power level and feedstock flow rate of 170 A and 7.5 LPM. The results show an overshoot 
of 4.4 °C, which is greater in comparison to the overshoot of 4.0 °C shown in Figure 6-5 that was 
obtained at 700 °C. This is due to the higher temperature rate of change when operating at a power 
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level of 170 A. However, the variable aperture response demonstrated a more stable behavior, 
where the magnitude of the aperture fluctuation was significantly less than that shown in Figure 
6-5 (a). In addition, following the overshoot in the average temperature, the PID controller was able 
to maintain the set point of 700 °C within ± 1.4 °C for a period of 1.12 hr, as demonstrated in Figure 
6-6.  
 
Figure 6-6: Experimental testing for maintaining set point using PID controller at a power level of 170 A and feedstock 
flow rate of 7.5 LPM, showing set point and average temperatures with the variable aperture response 
Rejecting Disturbances. Once the PID controller demonstrated a good performance to 
tracking and maintaining desired set point temperatures, it was then necessary to test its 
performance under a more realistic scenario that is based on actual sun’s DNI measurements. For 
this, actual DNI measurements were obtained from NREL [22], where the selected day was aimed 
to be in December or January to have a relatively short duration of sunshine and allow for 
mimicking the sun’s DNI using the HFSS. The day chosen for experimentation was a relatively 
“sunny day”, where passing clouds and sunshine disturbances were minimal. This corresponded to 
data gathered from the sun’s DNI on December 15th, 2018. To be able to simulate that day using 
the HFSS, Eqn. (6-15) was used to correlate the DNI measurements to input current values, where 
then the current was allowed to change based on DNI increments of 50 or 100 W/m2. With that 
being said, the actual and simulated DNI plots are shown in Figure 6-7 (a). 
Control of Transient Variations in Solar Receiver  
129 
 
Figure 6-7: Experimental testing for disturbance rejection using PID controller for actual day simulation at a 
feedstock flow rate of 7.5 LPM, showing (a) actual and simulated DNI for December 15th, 2018, (b) set point and 
average temperatures with the variable aperture response, and (c) power intercepted and captured by the aperture 
As can be observed in Figure 6-7 (b), the PID controller was able to maintain the set point 
temperature of 750 °C successfully throughout the entire day with changes in the DNI level, while 
the feedstock flow rate was maintained at 7.5 LPM. Thus, showing the ability of the PID controller 
in rejecting any disturbances caused throughout the day. Based on the results in Figure 6-7 (b), the 
first overshoot in temperature is 4.6 °C, after which the average temperature remained within ± 1.5 
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°C up until the point where the DNI level significantly dropped below 800 Wm-2, where the set 
point errors increased to ± 3 °C. Following another decrease in the DNI level to 600 Wm-2, the 
system was no longer able to achieve the desired set point temperature due to insufficient solar 
input provided by the HFSS. Throughout this period of time, the variable aperture response was 
very stable, where the mechanism was adapting to the optimum aperture size for each DNI level 
with no fluctuations. Finally, for a quick overview of the system’s response, the average 
temperature of the system remained within ± 5 °C for 5.36 hr, within ± 2 °C for 5.13 hr, and within 
± 1 °C for 4.92 hr. In addition, based on the results shown in Figure 6-7 (c), the variable aperture 
intercepted an average power of 1261 W throughout the day, out of which 720 W was captured by 
the heat exchanger. This gives an efficiency of approximately 57%. 
6.3.3. MPC Experimental Variable Aperture Control 
A MPC system instead of a PID controller was implemented on the experimental setup to 
further investigate a different control approach in tracking and maintaining a desired set point in 
addition to rejecting solar disturbances. Based on the numerical results shown in Figure 6-4, a MPC 
system illustrated a more superior response than a PID controller. For comparison purposes, almost 
the same set of experiments were duplicated using a MPC system as those performed using a PID 
controller. 
Tracking Set Point. The performance of the MPC system was experimentally tested for set 
point tracking, similar to that performed in Figure 6-5 with the same temperature set points, power 
level, and feedstock flow rate. The responses of the system’s temperature and variable aperture are 
shown in Figure 6-8 (a), while the data of powers intercepted and captured by the variable aperture 
mechanism is shown in Figure 6-8 (b). Based on the results shown, the MPC system was again able 
to control the average temperature of the receiver well, with a slightly more enhanced and stable 
response in comparison to that of the PID controller. The overshoots for the set point temperatures 
shown in Figure 6-8 (a) are 2.6, 2.0, 1.5, -0.5, and 1.6 °C, which are approximately half the 
overshoot values obtained using a PID controller, shown in Figure 6-5 (a). This difference in 
overshoots is due to the superior ability of the ARX model in accommodating for the non-linear 
behavior of the variable aperture and predicting the future response of the system.  
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Figure 6-8: Experimental testing for set point tracking using MPC controller at a power level of 160 A and feedstock 
flow rate of 7.5 LPM, showing (a) set point and average temperatures with the variable aperture response, and (b) 
power intercepted by the aperture and captured by its heat exchanger 
By comparing the response of the variable aperture for both control methods, it can be well-
observed that the aperture’s response is significantly more stable using a MPC system. The 
fluctuations previously present using a PID controller are eliminated or mitigated, with the 
exception of the last set point at 750 °C. In comparison to the PID controller, the average 
temperature was maintained within ± 0.6 °C (instead of ± 1.5 °C) from its set point, with the 
exception of the overshoots. However, the MPC aperture’s response can sometimes be slightly less 
stable (or more aggressive) than that of the PID while the aperture size changes, as can be noticed 
by its response at 5.4 hr. At that time instant, the variable aperture seemed to have reached its 
optimum aperture size, but then decreased and increased in size back again around its optimum 
aperture size. Such a behavior was not observed using a PID controller. Finally, based on the results 
shown in Figure 6-8 (b), the variable aperture intercepted an average power of 870 W as opposed 
to 926 W. Definitely this significant difference can be partially attributed to 
uncontrolled/unmonitored experimental conditions. However, it again demonstrates the superior 
performance of the MPC system in making better use of the available energy and not blocking any 
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unnecessary solar energy. For completeness, the variable aperture captured an average of 510 W 
throughout the time period of 7.25 hr, which gives an efficiency of approximately 59% for the heat 
exchanger.  
Maintaining Set Point. In evaluating the performance of the MPC system further, the system 
was allowed more time in maintaining two different set point temperatures of 650 °C and 675 °C, 
as shown in Figure 6-9. This was performed at a power level and feedstock flow rate of 160 A and 
7.5 LPM. The results in Figure 6-9 show an overshoot of 2.4 °C at 650 °C and an overshoot of 1.3 
°C at 675 °C. However, the result of the second overshoot does not quite follow the trend of the 
overshoot previously observed based on the results in Figure 6-8, since the overshoot experienced 
here at 675 °C is significantly lower than that experienced earlier at 700 or 750 °C. Nevertheless, 
the variable aperture response was relatively stable and reached its steady state while maintaining 
the set point closely. Following the overshoot in the average temperature, the MPC system was 
able to maintain the set point of 675 °C within ± 0.3 °C for a period of 0.41 hr, as demonstrated in 
Figure 6-9. 
 
Figure 6-9: Experimental testing for maintaining set point using MPC controller at a power level of 160 A and 
feedstock flow rate of 7.5 LPM, showing set point and average temperatures with the variable aperture response 
Rejecting Disturbances. Once the MPC system demonstrated a good performance in tracking 
and maintaining desired set point temperatures, it was then necessary to test its performance using 
actual sun’s DNI measurements. For this, the same data used in Figure 6-7 and shown in Figure 
6-10 (a), corresponding to data gathered from the sun’s DNI on December 15th, 2018, was used to 
further test the response of the MPC system. This was performed while maintaining a feedstock 
flow rate of 7.5 LPM. 
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Figure 6-10: Experimental testing for disturbance rejection using MPC controller for actual day simulation at a 
feedstock flow rate of 7.5 LPM, showing (a) actual and simulated DNI for December 15th, 2018, (b) set point and 
average temperatures with the variable aperture response, and (c) power intercepted and captured by the aperture 
Based on the results shown in Figure 6-10 (b), the MPC system was able to reject disturbances 
due to changes in the DNI level and maintain the desired temperature set point of 750 °C throughout 
the entire day with minimal variation. In comparison to the results obtained using a PID controller, 
the first overshoot in temperature is 2.2 °C (as opposed to 4.6 °C), after which the average 
temperature remained within ± 0.5 °C (as opposed to ± 1.5 °C) up until the point where the DNI 
level dropped below 800 Wm-2. At a DNI level of 700 Wm-2, the set point errors increased to ± 1.5 
°C (as opposed to ± 3 °C). Following another decrease in the DNI level to 600 Wm-2, the system 
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was no longer able to maintain the set point temperature, similar to the response of the PID 
controller. Although the MPC system was able to maintain the set point temperature in a superior 
manner, this came at the expense of having a less stable (more aggressive) variable aperture control. 
As can be seen in Figure 6-10 (b), the aperture response experienced some fluctuations as the DNI 
level was decreasing especially around 850 Wm-2. However, the overall stability and robustness of 
the controller was still maintained. Finally, for a quick overview of the system’s response, the 
average temperature of the system remained within ± 5 °C for 5.35 hr, within ± 2 °C for 5.28 hr, 
and within ± 1 °C for 5.10 hr. These values once again demonstrate the superior response of the 
MPC system, where the values obtained for maintaining the average temperature within 1 and 2 °C 
using the PID controller were significantly lower. For completeness, based on the results shown in 
Figure 6-10 (c), the variable aperture intercepted an average power of 1196 W, out of which 702 
W was captured throughout the day. This gives an efficiency of approximately 59%.  
6.3.4. Other Control Consideration 
Passing clouds can severely affect the amount of sun’s DNI that reaches the Earth’s surface. In 
some cases, the DNI level can drop to an approximate value of zero, which can last for minutes or 
even hours based on the DNI data from NREL reviewed in [22]. In most of these cases, the DNI 
level throughout the day is already heavily disturbed and fluctuating. However, in other cases as 
that shown in Figure 6-11 for December 2nd, 2018, the sudden drop in DNI can occur during a 
sunny day. Through this sudden drop, all the temperature control techniques discussed previously 
will fail in rejecting this severe disturbance and continuing to maintain the set point temperature, 
with the exception of an electric heater control as in [118].  
 
Figure 6-11:Actual sun’s DNI obtained from NREL for December 2nd, 2018 
Since radiation is the most dominant type of thermal loss during the sudden drop in Figure 
6-11, the variable aperture can be used to mitigate these losses. This will have to be performed in 
a manner that contradicts the action of any of the previously implemented variable aperture 
controllers. During the sudden drop in the DNI level, the variable aperture will fully open as a result 
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of the control action calculated and sent from the MPC or PID controllers. However, this will 
increase the radiation losses experienced by the system and lead to a larger disturbance in the 
average temperature. Therefore, a better approach is to override the action sent from the controller 
in such severe cloud passing cases and fully close the aperture to reduce the amount of re-radiation 
losses experienced by the system. This approach will be referred to as the “control override” 
approach. The proposed approach was first tested numerically, where it has shown superior results 
to that obtained by simply letting the controllers determine the variable aperture action. Therefore, 
the control override approach was then tested experimentally to determine if such a superior 
behavior can still be observed. For this, the behavior in Figure 6-11 was simulated using the HFSS 
by turning it off for a period of 10 minutes (reducing the DNI to zero) and then turning it back on 
again. During this experimental testing, the power level and feedstock flow rate were maintained 
at 160 A and 7.5 LPM, while the initial and set point temperatures were fixed at approximately 750 
°C. Figure 6-12 (a) shows the variation of the average temperature when the aperture is fully closed 
(control override) and when fully opened w.r.t. the power level, while Figure 6-12 (b) shows the 
power captured for both approaches w.r.t. the aperture diameter. 
 
Figure 6-12: Experimental testing of the “control override” approach showing (a) average temperature variation 
w.r.t. power level, and (b) power captured w.r.t. aperture diameter 
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As shown in Figure 6-12 (a), the decrease in the average temperature over the span of 10 
minutes is less when the control override approach is implemented and the variable aperture is fully 
closed. The difference in temperature between the opened and closed apertures is approximately 
2.8 °C, which is not significant and may be attributed to sources of error. However, the data shown 
in Figure 6-12 (b) also support the behavior demonstrated in Figure 6-12 (a), where the aperture 
mechanism continues to recover a slightly higher amount of power by approximately 21 W 
throughout the period at which the power level is zero. Therefore, this illustrates the superior 
behavior of the control override approach in mitigating the disturbance caused by a severe drop in 
the DNI level by decreasing the re-radiation losses. Although the difference in the average 
temperatures is small (2.8 °C), this difference might eventually become significantly larger when 
the DNI drop extends to a longer duration or when the reactor’s set point is higher than 750 °C. In 
addition, in applications where an electric heater is used to compensate for changes in the DNI, 
implementing a variable aperture and the control override approach should in turn result in lower 
power consumptions by the heater when operating under severe DNI drop conditions. Finally, as 
discussed in [112], the insulation of a reactor’s aperture throughout night time, which can be easily 
achieved through the use of a variable aperture mechanism, may decrease the time required for 
heating up the reactor in the morning. Therefore, increasing the overall efficiency of the solar 
reactor system in all applications.  
The control override approach illustrated above was simply implemented using an if statement 
that evaluates the DNI or power level with respect to a minimum constant (set as 10 A). If the 
power level drops below this minimum value, the control signal will immediately be overridden, 
where the variable aperture will be fully closed until the power level increases again, at which the 
variable aperture will fully open. The loop of the control override works at a much faster rate than 
the normal control loop, since there is no computational time required and the variable aperture 
needs to respond very quickly under these disturbances to make best use of its superior behavior 
illustrated above. This explains the slight delay in the aperture’s response seen in Figure 6-12 (b) 
when the variable aperture was allowed to be fully opened. Having said that, the present way at 
which the system knows about the current power level is recorded manually into the DAQ and 
control LabVIEW VI. Using a more advanced method, the power level could have been recorded 
by the system using the HFG, after having it fixed in an illuminating position away from the solar 
receiver and calibrated. Thus, simulating a method that is more likely to be implemented in a real-
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life application. However, testing this method in the laboratory will make it susceptible to errors as 
a result of the moving aperture or personnel due to the confined laboratory space. 
6.3.5. Other Control Strategies 
After the thorough investigation of using the variable aperture to compensate for transient 
variations in solar energy using a MPC and PID controllers, other control strategies will now be 
considered. Although the use of a variable aperture mechanism is mainly targeted for applications 
for which the flow rate cannot be manipulated (or manipulated at a minimal level), regulation of 
the receiver’s average temperature will be investigated using two additional control strategies: 
regulating the average temperature using a PID feedstock flow rate controller in addition to a hybrid 
PID MISO controller that can manipulate both the feedstock flow rate and variable aperture. These 
two control strategies are investigated in the following sections. 
PID Experimental Feedstock Flow Rate Control. A PID controller was developed to 
regulate the average temperature inside the solar receiver by manipulating the feedstock flow rate. 
Analogous to the aperture control, flow rate control signals are constrained within an operating 
range, which is between 2.5 LPM (lowest acceptable flow rate) and 30 LPM (highest possible flow 
rate from the flow controller). Control signals outside this range are treated as previously described 
for the PID aperture controller. However, there is no constraint on the control action ∆𝑢 of the flow 
rate. The controller’s parameters were identified using the numerical model in the same approach 
described previously for the variable aperture controller. Having said that, the final tuned controller 
parameters for 𝐾𝑃, 𝜏𝐼, and 𝜏𝐷 were -5 LPM/°C, 250 s, and 62.5 s. Then, the PID flow controller 
was implemented on the experimental setup and its performance was tested for tracking different 
desired set point temperatures. For that, an experimental test was performed to examine the 
response of the system in tracking temperature set points in the range from 700 to 800 °C, while 
operating under a power level of 160 A. The system’s response is shown in Figure 6-13. It is 
important to note that during feedstock flow rate control testing, the variable aperture remained 
attached to the solar receiver while being maintained at a fully opened position.  
As can be seen in Figure 6-13, the average temperature within the solar receiver can only be 
regulated within the range from 700 to 800 °C. At 700 °C, the flow required to maintain the set 
point is around 29 LPM, which is very close to saturation, as can be concluded from the second set 
point of 700 °C. The first set point of 700 °C shows a significantly lower flow rate (approximately 
23 LPM) since the solar receiver was still undergoing transient heating. If left for sufficient time, 
the flow rate would have gradually increased to coincide with that obtained at the second set point 
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of 700 °C. On the other hand, the flow required to maintain a set point of 800 °C is approximately 
6 LPM, which is again close to the lower limit of the feedstock flow rate. This shows the limited 
ability of regulating the temperature within the solar receiver based on a non-participating gas flow, 
as expected. Nevertheless, feedstock flow rate control provided a more superior response in 
tracking a desired set point within its range of control, where the overshoots obtained for each of 
the set points shown in Figure 6-13 were 0.8, 0.6, 0.4, 0.2, 0.2, -0.3, -0.2, and 0.4 °C. These 
overshoots are significantly lower than that obtained using variable aperture control. As a final 
note, through comparison of the variable aperture and flow rate control responses, it can be seen 
that the variable aperture is able to track a change to a lower set point significantly faster, while the 
flow rate control is able to track a change to a higher set point significantly faster. This is due to 
the blocking ability of the variable aperture, where it can directly manipulate the solar power into 
the solar receiver to achieve a faster temperature drop in comparison to flow rate control. 
 
Figure 6-13: Experimental testing for tracking set point using PID feedstock flow rate controller at a power level of 
160 A, showing set point and average temperatures with the flow rate response 
PID Experimental MISO (Hybrid) Control of Aperture and Flow Rate. After the variable 
aperture and feedstock flow rate controllers demonstrated good responses, the implementation of a 
PID MISO (hybrid) controller was investigated. The PID MISO controller functions just as two 
separate independent PID controllers, where one manipulates the variable aperture while the other 
manipulates the feedstock flow rate. Although the two control methods could significantly affect 
the performance of one another, it has been tested numerically that the already tuned and tested 
PID parameters for the two control methods provide satisfactory results for the PID MISO 
controller under different operating conditions. The MISO controller then follows a set of rules to 
determine the appropriate PID controller to take action.  
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The rules followed by the PID MISO controller revolve around a single objective, which is to 
achieve the highest possible feedstock flow rate for a given set point temperature and power level. 
Therefore, the feedstock flow rate controller will always be considered as the controller of choice 
(primary controller) until it reaches its maximum limit and is no longer able to maintain a given set 
point, where the control action is switched to the variable aperture controller. Having said that, 
when the average temperature exceeds the set point by a certain value of 𝑇𝑡𝑜𝑙,𝑓𝑙𝑜𝑤 (𝑒 < −𝑇𝑡𝑜𝑙,𝑓𝑙𝑜𝑤), 
the flow controller is deemed to be incapable of maintaining the set point, and the control action 
changes from flow rate to variable aperture controller. When this switch occurs, the feedstock flow 
rate is set to its maximum and the control action will stay reserved for the variable aperture, until 
it is deemed to be incapable of maintaining the set point or providing a faster set point tracking. 
This is determined to be the case when the average temperature drops below the set point in excess 
of 𝑇𝑡𝑜𝑙,𝑎𝑝 (𝑒 > 𝑇𝑡𝑜𝑙,𝑎𝑝), where the control action changes from variable aperture to flow rate 
controller. In a similar manner, the variable aperture is set to its maximum size and the control 
action will stay reserved for the feedstock flow rate, until it is once again deemed to be incapable 
of maintaining the set point. The above is achieved by implementing a simple if statement. 
With the technique described above for determining the method of control action, the MISO 
controller can track a certain set point in a significantly faster manner than that previously achieved 
using any of the two individual PID controllers. When the system tries to reach significantly higher 
temperature values, the error value is positive which means that the flow rate controller is in action. 
This results in the system operating under a flow rate and aperture size of 2.5 LPM and 8.75 cm, 
which provides the fastest rate of temperature increase possible. On the other hand, when the system 
tries to reach significantly lower temperature values, the error value is negative, meaning that the 
variable aperture controller will be in action. This results in the system operating under a flow rate 
and aperture size of 30 LPM and 2 cm, which once again provides the fastest rate of temperature 
decrease possible. However, there is a drawback with such a control scheme. The system might 
remain trapped within the tolerance values of 𝑇𝑡𝑜𝑙,𝑓𝑙𝑜𝑤 and 𝑇𝑡𝑜𝑙,𝑎𝑝, where a certain PID controller 
is no longer able to reduce the set point error magnitude to zero but yet the MISO controller does 
not recognize its incapability to do so, leading to a set point offset error. In practice, the conditions 
under which a set point offset error can occur may not be observed, just as it did not occur through 
this experimental campaign. Nevertheless, it is important to keep this trapping region to minimum, 
without causing the MISO controller to falsely deem a PID controller as incapable and change the 
control action method. Therefore, and based on the overshoot values obtained earlier for the 
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variable aperture and flow rate PID controllers, the values of 𝑇𝑡𝑜𝑙,𝑓𝑙𝑜𝑤 and 𝑇𝑡𝑜𝑙,𝑎𝑝 were set to 1.0 
and 2.5 °C, with the value of 𝑇𝑡𝑜𝑙,𝑎𝑝 being more conservative to avoid an unnecessary abrupt change 
in the variable aperture under different operating conditions (like severe fluctuations in the power 
level).  
Once the MISO controller was numerically tested under different operating conditions, it was 
then implemented on the experimental setup to further test its performance. The MISO controller 
was first tested for set point tracking, similar to that performed in Figure 6-5 and Figure 6-8, with 
the same temperature set points and power level. The responses of the system’s temperature, 
variable aperture, and feedstock flow rate are shown in Figure 6-14. Based on the results shown, 
the MISO controller was able to well-regulate the average temperature within the receiver with 
stable responses for the variable aperture and flow rate. The overshoots for the set point 
temperatures shown in Figure 6-14 are 3.4, 0.8, 0.3, -1.6, and 0.4 °C. In comparison with the PID 
variable aperture controller in Figure 6-5, the first overshoot obtained here is significantly lower, 
even though there is a delayed response of the variable aperture as the MISO controller switches to 
aperture control. This is due to having a much higher feedstock flow rate that results in a slower 
rate of temperature increase. Similarly, the forth overshoot is greater in magnitude due to the 
resulting faster rate of temperature drop. The other three overshoots are significantly lower, since 
they are within the range regulated through the PID flow rate controller. Finally, it is worth noting 
that temperature tracking performed through the use of the MISO controller was much faster than 
that of the PID variable aperture controller shown in Figure 6-5.  
 
Figure 6-14: Experimental testing for tracking set point using PID MISO controller at a power level of 160 A, showing 
set point and average temperatures with the flow rate and variable aperture responses 
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With the results already demonstrated in Figure 6-14, the MISO controller can be deemed 
reliable in tracking a set point and hence accommodating for solar disturbances. In the upcoming 
sections, the focus will be on investigating the response of the system through the use of the MISO 
controller under severe fluctuations in the solar power supplied to the receiver. Through this, the 
response of the controller can be further examined, in addition to the variable aperture’s capabilities 
in compensating for solar transient variations, which is the major focus of this research work. 
As a way of simulating significant fluctuations in the DNI level experienced during a moderate 
cloudy day, the power level from the HFSS was varied within the range from 140 to 185 A, while 
the set point temperature was set to 700 °C. The changes in the power level investigated were of 
mild (5-15 A), moderate (16-25 A), or severe (26-40 A) forms. Figure 6-15 (a) shows the responses 
of the system’s temperature, variable aperture, and flow rate, while Figure 6-15 (b) shows the power 
level in addition to the powers intercepted and captured by the variable aperture mechanism. As 
can be seen in Figure 6-15, the solar receiver system was able to maintain the average temperature 
at its set point despite all forms of power level changes. Throughout the entire experiment, the 
average temperature remained within ± 3 °C, with the exception of times when severe changes 
were applied to the power level. These occurred at power level changes from 150 to 180 A and 185 
to 145 A, where the average temperature deviated a bit more from its set point, but still remained 
within ± 5 °C. Therefore, the tested MISO controller demonstrated a stable and effective approach 
to rejecting even severe changes in the DNI level. In addition to temperature control, the variable 
aperture mechanism intercepted an average of 874 W throughout the entire experiment, out of 
which 447 W was captured, based on the results shown in Figure 6-15 (b). This gives an efficiency 
of approximately 51%.  
The final level of testing consisted of simulating the DNI level of a cloudy day, where passing 
clouds significantly affect sunshine, leading to major fluctuations in the amount of irradiance 
intercepted by the Earth’s surface. The simulated day corresponded to data gathered by NREL for 
the sun’s DNI on December 12th, 2018 [22]. Once again, the simulated day was chosen to be in 
December to have a relatively short period of sunshine. The DNI level was simulated in a manner 
similar to that performed for the sunny day, where the current was allowed to change based on DNI 
increments that were multiples of 50 W/m2. With that being said, the actual and simulated DNI 
plots are shown in Figure 6-16 (a). In addition, the responses of the MISO system’s temperature, 
variable aperture, and flow rate under fluctuations in DNI for a set point temperature of 650 °C are 
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shown in Figure 6-16 (b), while the intercepted and captured powers by the aperture mechanism 
are shown in Figure 6-16 (c).  
 
Figure 6-15: Experimental testing for maintaining set point using PID MISO controller at fluctuating power levels, 
showing (a) set point and average temperatures with the variable aperture and flow rate responses, and (b) power level 
in addition to power intercepted and captured by the aperture 
Based on the results shown in Figure 6-16, the variable aperture coupled solar receiver was 
able to compensate for major fluctuations in DNI during a cloudy day and maintain the average 
temperature within a satisfactory margin of error. Average temperature values remained within ± 5 
°C, except at time of 12:52, where the overshoot increased to 6.5 °C as a result of a severe sudden 
increase in the DNI level from 700 to 900 Wm-2. With the exception of that overshoot, the MISO 
controller demonstrated a stable, smooth, and effective approach in determining the appropriate 
control action type and avoiding sharp changes in the variable aperture. For a quick numerical 
overview of the system’s response, the average temperature was maintained within ± 5 °C for 6.38 
hr, ± 3 °C for 5.90 hr, and ± 1 °C for 3.86 hr. For completeness, based on the results shown in 
Figure 6-16 (c), the variable aperture intercepted an average power of 954 W, out of which 495 W 
was captured throughout the day. This gives an efficiency of 52%. 
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Figure 6-16: Experimental testing for disturbance rejection using PID MISO controller for actual day simulation, 
showing (a) actual and simulated DNI for December 12th, 2018, (b) set point and average temperatures with the 
variable aperture and flow rate responses, and (c) power intercepted and captured by the aperture 
6.4. Conclusions 
In this chapter, the variable aperture mechanism was used to regulate the average temperature 
within the solar receiver. Two different controllers were successfully implemented and tested on 
the experimental setup. The first control method was based on a simple PID controller, while the 
second was based on a MPC system. For the MPC, the receiver system was treated as an ARX 
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model, where a RLS method with a forgetting factor was used to identify the system using the 
numerical model. Upon numerically tuning and testing the two controllers, they were successfully 
implemented and tested on the experimental setup for tracking and maintaining different 
temperature set points that range from 600 to 750 °C. Additionally, sun’s DNI measurements from 
a sunny day were used to experimentally test the performance of both controllers in maintaining a 
set point temperature within the solar receiver under mild variations in the DNI level. Based on the 
results shown, both controllers performed satisfactory, where their temperature overshoots and 
values remained within ± 3 °C from the set point. However, the MPC system’s response was 
slightly superior than that of the PID, where its overshoots were significantly lower and its 
temperature values were maintained at a tighter tolerance within the set point. This was due to the 
superior ability of the ARX model in accommodating for the highly non-linear behavior of the 
variable aperture and predicting the future response of the system. 
In addition to the high performance of the variable aperture in regulating the temperature within 
the solar receiver, two additional desirable characteristics were experimentally demonstrated. First, 
it was shown that the aperture mechanism was able to capture approximately 54% of the power it 
intercepts while it controls the receiver’s temperature. This power can be made available to a 
secondary process coupled to the solar receiver or it can be used to preheat the feedstock in order 
to obtain better process efficiencies. Such behavior, in addition to the simpler dynamics and method 
of control, make a variable aperture mechanism much superior than its counterparts (heliostat field 
or shutter control). Additionally, it was shown that in severe passing cloud cases where the DNI 
level drops to an approximate zero, the aperture mechanism can help reduce the temperature drop 
in the system by fully closing its aperture (control override) and hence reducing the re-radiation 
losses from receiver’s cavity. After 10 minutes of power absence and starting at a temperature of 
750 °C, the system with the variable aperture closed was at an average temperature of 2.8 °C higher 
than that with the aperture fully opened. This difference is expected to be much more significant at 
higher operating temperatures. The second behavior discussed can be used to mitigate the effect of 
severe passing clouds or to decrease the heating up time required for a solar reactor in the following 
morning. Therefore, making the system more efficient.  
Finally, two additional control strategies were implemented and experimentally tested as a 
mean of observing their performance. The first one was a PID feedstock flow rate controller, while 
the second one was a PID MISO controller that can manipulate both the feedstock flow rate and 
variable aperture based on their respective separate PID controllers. The MISO controller follows 
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a set of rules that allows it to determine the appropriate controller to take action to efficiently 
regulate the temperature within the solar receiver. The results of both control strategies were 
satisfactory. However, with the feedstock flow rate control, the range of average temperature within 
which the receiver can be regulated is slightly limited due to the presence of a non-participating 
flow. The PID flow rate controller can only regulate the average temperature between 700 to 825 
°C, while the PID aperture and MISO controllers can regulate the temperature between 500 to 800 
°C and 425 to 825 °C. The MISO controller also demonstrated a much faster set point tracking 
response when compared to each of the independent PID controllers. Finally, a cloudy day was 
tested for using the MISO controller, where the variable aperture once again demonstrated its 
superior capabilities in compensating for heavily fluctuating DNI levels and allowing the controller 
to maintain the average temperature within ± 5 °C of its set point throughout the entire day. 
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Chapter 7 
Summary and Conclusions 
One of the main challenges in CSP applications is to provide better control systems that are 
capable of absorbing changes and fluctuations in weather conditions. The operation and 
performance of a solar thermochemical receiver can be highly affected by changes in its operating 
temperature due to the intermittent behavior of the sun’s DNI. These changes usually decrease the 
processes’ efficiencies and create several complications in the operation of solar reactors, such as 
difficulties downstream of the reactor in the purification and separation processes. In addition, 
temperature regulation is also required to avoid deterioration of receivers due to excessive thermal 
stresses. Therefore, better and more reliable control systems and methods should be developed. 
To perform experimental testing in a laboratory setup, a new 10 kWe HFSS was presented and 
characterized in Chapter 2. This was performed using an indirect heat flux mapping technique that 
used a single Lambertian target, as opposed to the use of two targets in literature. This saves cost 
and time and eliminates misalignment errors that would otherwise occur. A slight misalignment of 
4 mm, as an example, can decrease the peak flux density by around 6.8%. Upon characterizing the 
HFSS at the focal plane, the peak flux density and total power incident on a 10 x 10 cm2 target were 
determined to be 6.99 MWm-2 and 3.49 kW for the maximum current supply of 200 A, while being 
3.31 MWm-2 and 1.39 kW for the minimum current of 120 A. Hence, allowing for a great variation 
in power to mimic fluctuations in the sun’s DNI. It was concluded that variation of the current 
supply had no effect on the overall flux distribution, but rather a linear increase or decrease in the 
flux values. Other characterized parameters for the HFSS include its transient time response, 
temporal instability, and radial non-uniformity. Finally, a new method, merging method, that is 
promising for wider flux distributions in the CSP field was presented to enable acquiring flux data 
on larger target sizes. Results of this method deviated by just 0.6% and 6.5% for the peak flux and 
total power, which was mainly due to the lower resolution as a result of the larger target size.  
Then, the HFSS was numerically characterized and modeled in Chapter 3 using two different 
approaches, based on experimental data captured at the focal plane and 12 other planes. The first 
approach was the forward MCRT method, where the in-house developed model provided results 
that were in great agreement with the experimental ones, resulting in percentage errors of 0.07 and 
1.17% for both the peak flux and total power at the focal plane. It was concluded that a composite 
shape of a hemisphere with a radius of 1 mm that is attached to a cylinder of 1 mm in radius and 
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10 mm in length with a power ratio between the two shapes of 0.23:0.77 can accurately model the 
10 kWe xenon arc. The second approach was an inverse ray tracing method, which is a highly ill-
posed problem and is undergoing further research improvements. It was concluded that an intensity 
first-order interpolation scheme unnecessary complicated the problem, where a zeroth-order 
interpolation has been proposed. With a zeroth-order interpolation, the computational time and 
error values reduced significantly. Furthermore, a new approach of constraining the formulated 
SoEs with an equality constraint that eliminates intensity values that cannot be traced back to the 
reflector was proposed. This approach seems promising, as the error values and computational time 
further reduced significantly to a final error value of 30.4%. Although this value is still large, it is 
significantly lower than that obtained in literature for a HFSS using the inverse ray tracing method.  
Following that, the setup of the cavity-type solar receiver was thoroughly presented in Chapter 
4. Through the use of the validated MCRT model, a numerical model of the receiver was developed 
and validated based on experimental results, where the average error value of the steady state 
temperatures within the receiver was 0.3%. Based on differences between the modelled and 
experimental transient responses, it was concluded that the HFSS’s transient time response was 
dominant at directions that intersected the front and middle cavity sections. Then, the numerical 
model was used to quantify system losses, where around 60% of the power at steady state was lost 
through radiation. This led to the discussion on the optimum aperture size at which the receiver’s 
temperature would peak. It was numerically shown that this optimum size depends on the power 
level supplied by the HFSS, where the size decreases as the power increases. This led to the 
proposal of being able to continuously optimize the receiver at varying sun’s DNI levels to obtain 
maximum temperatures if necessary, which might be possible to achieve using a variable aperture. 
Then, the design and motion of the variable aperture mechanism was presented in Chapter 5, 
where it was then coupled to the solar receiver. The aperture mechanism consisted of eight blades 
that moved in a translational type of motion to approximate a circular variable aperture, with a total 
thickness of 4 cm. Four of these blades were water-cooled by coupling them to a heat exchanger, 
while the rest of the blades were just air-cooled. It was experimentally demonstrated that with this 
arrangement, an average of 54% of the intercepted energy can be captured by the heat exchanger. 
Then, the numerical model was extended by implementing the variable aperture, where once again 
the model was validated using experimental data. It was shown that water cooling the variable 
aperture had no effect on the average temperatures at different aperture diameters. Therefore, 
leading to the conclusion that intercepted radiation by the aperture mechanism was completely lost 
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from the receiver’s system. Hence, the behavior of obtaining peak temperatures by varying the 
aperture size was not observed by using the aperture mechanism. Therefore, if it is desired to 
maximize the temperature inside a receiver’s cavity rather than just regulate it, further work should 
be focused on integrating the aperture mechanism more effectively into the solar receiver’s design. 
Finally, the variable aperture mechanism was used to regulate the temperature within the solar 
receiver in Chapter 6. The aperture control was successfully implemented using a MPC and PID 
controllers, where both controllers performed satisfactory, keeping the average temperature 
overshoots and values within ± 3 °C of desired set points. However, the MPC system’s response 
was slightly superior than that of the PID, where its temperature overshoots and values remained 
within a tighter tolerance. In addition, it was shown that the aperture mechanism was able to capture 
approximately 54% of intercepted power while controlling the receiver’s temperature. 
Furthermore, it was shown that the variable aperture can mitigate the effect of severe passing clouds 
or decrease the heating up time by fully closing. Finally, two additional control strategies were 
implemented and experimentally tested as a mean of observing their performance. The first one 
was a PID feedstock flow rate controller, while the second one was a PID MISO controller that can 
manipulate both the feedstock flow rate and variable aperture. The limited performance of 
feedstock flow rate manipulation was shown, where it was only able to regulate the temperature 
between 700 to 825 °C as opposed to 425 to 825 °C using the MISO controller. Finally, a cloudy 
day was tested for using the MISO controller, where the variable aperture once again demonstrated 
its superior capabilities in compensating for heavily fluctuating DNI levels and maintaining the 
average temperature within ± 5 °C of its set point. To conclude, the conditions of the aperture 
mechanism before and after experimentation are shown in Figure 7-1.  
 
Figure 7-1: Photo of the variable aperture mechanism at the end of the experimental campaign 
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Based on the aforementioned information, the variable aperture meets the requirements of this 
research work, as described in Chapter 1. This is summarized in the following list, where the 
proposed control system, when compared to other control methods in literature, provides: 
 Simpler method of control: The variable aperture, being relatively small in size, is regulated 
using a single motor and is directly attached to the solar receiver. This is much simpler than 
controlling a field of large heliostats or a gigantic shutter. 
 Easier method of control: The dynamics presented by regulating the variable aperture are 
much less sophisticated than those presented by regulating the heliostat field. 
 More accurate method of control: The average temperature of the solar receiver can be 
maintained within a tighter tolerance using the variable aperture when compared to results 
in literature. 
 More energy efficient method of control: The variable aperture mechanism has a lower 
power consumption when compared to other control methods in literature. Additionally, 
the coupled heat exchanger is capable of capturing approximately 54% of the intercepted 
power, which can be made available to a secondary process.  
In addition, the control system demonstrated its capability of withstanding relatively long times of 
operation and high thermal stresses. The variable aperture mechanism shown in Figure 7-1 (b) 
experienced hundreds of hours of operation, including some entirely air-cooled experiments. 
Nevertheless, the mechanism operated smoothly and with minimal maintenance.  
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