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1  | INTRODUC TION
Terrestrial Laser Scanning (TLS) has seen a surge of new applications 
in forestry and ecology over recent years (Disney et al., 2018; Malhi 
et al., 2018). These include the accurate estimation of above- ground 
biomass (Calders et al., 2015; Gonzalez de Tanago et al., 2018; 
Momo Takoudjou et al., 2018; Raumonen et al., 2013), 3D vegetation 
density (Grau, Durrieu, Fournier, Gastellu- Etchegorry, & Yin, 2017), 
canopy profiles (Cuni- Sanchez et al., 2016), leaf area index and angle 
distribution (Zhao et al., 2015), tree structural parameters (Côté, 
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Abstract
1. Leaf and wood separation is a key step to allow a new range of estimates from 
Terrestrial LiDAR data, such as quantifying above-ground biomass, leaf and wood 
area and their 3D spatial distributions. We present a new method to separate leaf 
and wood from single tree point clouds automatically. Our approach combines 
unsupervised classification of geometric features and shortest path analysis.
2. The automated separation algorithm and its intermediate steps are presented and 
validated. Validation consisted of using a testing framework with synthetic point 
clouds, simulated using ray-tracing and 3D tree models and 10 field scanned tree 
point clouds. To evaluate results we calculated accuracy, kappa coefficient and 
F-score.
3. Validation using simulated data resulted in an overall accuracy of 0.83, ranging 
from 0.71 to 0.94. Per tree average accuracy from synthetic data ranged from 0.77 
to 0.89. Field data results presented and overall average accuracy of 0.89. Analysis 
of each step showed accuracy ranging from 0.75 to 0.98. F-scores from both simu-
lated and field data were similar, with scores from leaf usually higher than for wood.
4. Our separation method showed results similar to others in literature, albeit from a 
completely automated workflow. Analysis of each separation step suggests that 
the addition of path analysis improved the robustness of our algorithm. Accuracy 
can be improved with per tree parameter optimization. The library containing our 
separation script can be easily installed and applied to single tree point cloud. 
Average processing times are below 10 min for each tree.
K E Y W O R D S
3D point clouds, field data, LiDAR, material separation, simulated data, terrestrial LiDAR, 
testing framework
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Fournier, Frazer, & Olaf Niemann, 2012; Côté, Widlowski, Fournier, 
& Verstraete, 2009) and even forest inventories (Liang et al., 2016).
Terrestrial laser scanners are active remote sensing instruments 
able to accurately generate a 3D point cloud of the surroundings 
by emitting laser pulses and reading their return signal. Distance is 
calculated by how long each pulse takes to travel from the scanner 
to a target and back (Jupp & Lovell, 2007). Using the distance infor-
mation coupled with azimuth and zenith angles of emitted pulse, the 
scanner is able to generate 3D coordinates of each laser hit. Along 
with point coordinates, TLS scanners are able to measure the inten-
sity of each return and some are even capable of recording the com-
plete waveform of a set of pulses in multiple returns configuration.
Although many TLS ecological methodologies presented promis-
ing results, separating the mixture of materials in a point cloud, that 
is wood and leaf, remains one of the main challenges for the accuracy 
and reliability of these estimates (Ma et al., 2016; Woodgate et al., 
2016; Zhu et al., 2018). In addition, if wood and leaf can be sepa-
rated from single- wavelength LiDAR (which represents all current 
commercial TLS systems) it would open up many ecological applica-
tions for TLS data, particularly those to do with radiation transfer, 
gas exchange and net primary production partitioning of different 
materials. A robust separation method also offers the possibility of 
being applicable retrospectively to data collected in the past.
Côté et al. (2012) note that the presence of different materials 
makes a tree or forest point cloud extremely complex. Occlusion 
caused by the density of structures, such as different trees or even 
branches and leaves in the same tree, only increases the complexity 
of a TLS point cloud. Therefore, distinguishing between wood and 
leaf components is imperative to describe the tree structure accu-
rately and to derive properties relating to the separate leaf or wood 
characteristics (Côté et al., 2012). According to Grau et al. (2017), 
when using indirect TLS methods, that is using the point cloud in a 
volumetric sense instead of pointwise information, the mixture of 
materials must also be considered. The authors state that prelimi-
nary classification of materials could help in correcting laser returns 
intensity in a volume by accounting for the proportions of each ma-
terial present. The presence of woody material in the canopy, if not 
accounted for, can lead to overestimation in indirect methods to 
calculate leaf area index (Chen, 1996; Woodgate et al., 2016). This 
is supported by Hosoi, Nakai, and Omasa (2013), who stated that 
derivation of Leaf Area Density is affected by the separation of leaf 
and wood material in a point cloud.
Therefore, the successful separation of materials in a forest/
tree point cloud has the potential to improve derivation of ecological 
variables from TLS point clouds. An additional challenge facing any 
attempt to separate wood and leaf is how to validate the results. 
True validation would require very detailed destructive sampling of 
scanned trees. As this is very rarely, if ever, possible or even desir-
able, published methods have relied on more qualitative or indirect 
comparisons. These include manual identification of wood and leaf 
points, purely visual inspection or comparisons with other indirect 
estimates, for example from gap fraction, or optical methods. Here, 
we propose a method to overcome this validation challenge using 
simulated point clouds, and 3D model simulations for which all prop-
erties are known/specified a priori.
1.1 | Current approaches to leaf- wood separation
Several approaches have been proposed to separate materials in a TLS 
point cloud. However, these methodologies are restricted in terms of 
their generality and/or rely heavily on user input. Such limitations 
hamper the potential of processing large number of trees. Separation 
methodologies in TLS data can be grouped based on their main ap-
proach: those using geometry (location and proximity of points), those 
using the intensity of returned points, or a mixture of both.
Béland, Widlowski, Fournier, Côté, and Verstraete (2011) and 
Béland, Baldocchi, Widlowski, Fournier, and Verstraete (2014) used 
the intensity of returns to separate leaf and wood points. This was 
an initial attempt to deal with the mixture of materials, albeit not as a 
dedicated method. Tao et al. (2015) presented a geometrical method 
to separate materials from a point cloud and compared it to a sim-
ple intensity threshold method. Their results indicated that the geo-
metric method has a clear advantage. Also, the authors state that an 
intensity- based approach is, so far, not suitable for dense canopies 
as partial hits can generate misleading intensity values. Validation for 
this method used both simulated and field data. Although the use of 
simulated data is apparently promising, it is not clear how the authors 
obtained the reference classes to validate field data.
Another example of geometry- based separation is presented in 
Ma et al. (2016), which calculates a set of features for each point 
in the cloud and classifies them using Gaussian Mixture Models 
(GMM). This differs from Tao et al. (2015) as the local arrangement 
of points around each point is considered. As this method uses su-
pervised classification, it can be trained to any tree structural arche-
types and scan configurations. This approach is similarly applied in 
Zhu et al. (2018), albeit using a larger set of features and an adaptive 
neighbourhood search that aims to make this method more robust 
than that presented by Ma et al. (2016).
Using the intensity approach, Strahler et al. (2008), Douglas et al. 
(2012) and Danson et al. (2014), proposed new equipment config-
urations, with two lasers of different wavelengths (Douglas et al., 
2015), that would greatly improve the ability to separate wood and 
leaf points (Danson, Sasse, & Schofield, 2018; Hancock, Gaulton, 
& Danson, 2017; Li, Schaefer, Strahler, Schaaf, & Jupp, 2018; Li, 
Strahler, et al., 2018). Different materials present different reflec-
tance, and exploiting the contrast between wavebands would assist 
the identification of such materials. Although this idea could revo-
lutionize how separation is performed, some technical issues pre-
vent its adoption, such as the laser alignment. Another issue is that 
a dense canopy can increase the occurrence of mixed returns (Tao 
et al., 2015) and these can be confused with underlying spectral 
reflectance variations (Nevalainen et al., 2014). Also, the use of re-
flectance information requires more careful calibration of the LiDAR 
instruments, which is a challenge in itself (Calders et al., 2017).
It is also possible to use a combination of geometric and radiomet-
ric features, as presented in Zhu et al. (2018), which has the advantage 
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of increasing degrees of freedom in a classification without overfitting 
the data. Also, features calculated from different variables, for exam-
ple point coordinates versus return intensity, may help to improve the 
separation robustness. When comparing results of current separation 
methodologies, geometry- based approaches obtained accuracies 
higher than those of intensity- based methods.
From results in the bibliography the use of geometric features 
yielded the best results. Ma et al. (2016) obtained overall accuracy for 
single trees of around 91%. Using similar approach, Zhu et al. (2018) 
obtained accuracies from 48% to 80% using only geometric features 
and, when combining geometric and radiometric features, overall ac-
curacies improved to 80%–90%. Validations presented in these papers 
consisted primarily of visual inspection, that is manual identification 
of classified objects. Consequently, these results are hard to replicate 
and may contain bias. Furthermore, this reliance on manual assess-
ment makes comparisons between methods and authors difficult.
Intensity- only approaches presented lower accuracies compared 
to geometric methods, with agreement coefficient (Cohen's κ) from 
0.01 to 0.66 (accuracies from 18% to 78%) in Zhu et al. (2018) and κ 
of 0.71–73 in Tao et al. (2015). Table 1 shows a summary of separa-
tion methods found in the literature.
Even though new developments in multispectral equipment 
might improve intensity- based accuracies, the fact that this will not 
be applicable to existent data makes the case even further in favour 
of data- independent methods, such as geometric feature separation. 
Current geometry- based methods are dependent on user input to 
train classifiers (Ma et al., 2016; Zhu et al., 2018), which might slow 
down processing of large collections of trees. Also, validation of such 
methods relied upon comparison against visually identified classes 
and in some cases used data of a quality unlikely to be met in most 
practical applications, for example relatively small trees, isolated 
crowns and small presence of occlusion (Tao et al., 2015). Therefore, 
it is still unclear how such methods would perform in less- than- 
optimal conditions such as dense, tall tropical forests with significant 
understory and overlapping crowns. We take the geometric classi-
fication approach one step further using a mixture of approaches 
containing pointwise and path analysis classifications. Moreover, we 
present this in an automated framework developed to allow for sim-
pler, faster prototyping of separation methods, while still ensuring 
robustness over different tree species, sensor configurations and 
data quality.
Here we present an open- source Python library that seeks to 
offer automated, easy to use and flexible separation from TLS point 
clouds. Our method builds on the approaches of Ma et al. (2016), 
with extra features from Wang et al. (2015), and extends their ap-
proach by including automated voting scheme and class selection, 
path classification and post- processing filters.
2  | MATERIAL S AND METHODS
TLSeparation (Vicari, 2017b), was developed as an open- source 
Python library to perform leaf/wood classification from TLS data. 
The package includes classification, filtering and automated separa-
tion algorithms. It is designed be used as a flexible library to help 
develop custom separation workflows or, through already devel-
oped automated scripts, as a separation tool in its own right. Here 
we will present major components of this library and the validation 
performed to test an example of the automated separation script 
called generic_tree.
2.1 | Classification
The separation algorithm proposed here uses geometric features 
and structural analysis to classify individual tree point clouds into 
different materials. Four different algorithms are used, two based on 
pointwise geometric features and two based on so- called shortest 
path (SP) detection. Both pointwise algorithms are based on geomet-
ric features calculated in Ma et al. (2016) and Wang et al. (2015) but 
with improvements regarding classification and class labelling. As 
far are we are aware, our path detection algorithms, which consider 
the arrangement of points from a tree as a connected topological 
network, are an innovative approach to detect wood points. Using 
different classification methods ensures robustness over variations 
of tree structures and point cloud quality, making the approach as 
general as possible.
2.1.1 | Pointwise classification
Classification based on geometric features assume that different 
materials within the point cloud present different spatial arrange-
ments, for example leaf points tend to be organized in small, planar 
TABLE  1 Summary of methods proposed in literature for material separation from Terrestrial Laser Scanning tree data
Reference Separation approach Validation dataset Validation method Validation results
Tao et al. (2015) G 1S; 2T Visual and quantitative Kappa coefficient from 
0.79 to 0.89
Ma et al. (2016) G 4F Quantitative vs. manual 
classification
Overall accuracy of 95.45%
Zhu et al. (2018). G, R, G+R 10F Quantitative vs. manual 
classification
Geometric: 77.6%; 
Radiometric: 45.8%; 
Combination: 84.4%
Note. ‘G’ represents geometric features; ‘R’ represents radiometric features; ‘S’ represents simulated tree data; ‘T’ represents single tree data from field 
scans; and ‘F’ represents forest plot data from field scans.
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clusters; wood/branch materials tend to be organized in more linear 
features. As eigenvalues can express data variability over orthogo-
nally projected axes, they can be used as a base for quantitative met-
rics of the spatial arrangement of points.
Features are calculated here similar to Ma et al. (2016) but with ad-
ditional features proposed by Wang et al. (2015). The geometry of each 
point is defined by calculating the eigenvalues of 3D coordinates using 
local subsets of points around it. The features listed in Table 2 are cal-
culated using the normalized eigenvalues. Figure 1 shows an example 
of differences in geometric features for the same point cloud and indi-
cates the potential for detecting different materials. These features are 
used to generate distribution models using GMM, which, when cou-
pled with Expectation/Maximization (EM) algorithms, are classified into 
a predefined number of classes. Using EM in our classification means 
there is no need to perform manual training of the separation classes. 
This algorithm will randomly initiate a predefined number of GMMs, 
each one representing a class, and then start an iterative process that 
tries to find the set of parameters that maximize the log probability of 
the observed data (Do & Batzoglou, 2008). The EM will stop iterating 
when each point has been assigned to its most likely class.
Part of the separation process relies on accurately identifying 
each class. Here, two approaches are proposed to label the out-
put from GMM classification as leaf or wood. The first selection 
compares the centre coordinates of each class in the feature space 
against absolute thresholds to determine which final class they be-
long to. These thresholds were selected for being in the boundary 
regions of GMMs representing different materials, which were gen-
erated from geometric features of a set of tree point clouds (see, e.g. 
for a single feature in Figure 4 below). The second approach calcu-
lates the distance between the centre coordinates of each class in 
the parameter space to the central coordinates of predefined ref-
erence classes. Each original GMM class, which can be predefined 
by the user, is then assigned the label of its closet reference class. 
The latter approach is similar to training the data using a default 
set of classes. However, a two- stage process, initially using an un-
bounded classification and then selecting classes, helps avoid bias 
in the classification.
Pointwise features are a direct function of neighbourhood sizes 
used. Using different neighbourhood sizes for the same point cloud 
can help capture changes in scale of tree structure, for example 
a large branch and a small branch would have similar geometric 
features in different scales. Therefore, a voting scheme is applied to 
the second pointwise classification (reference- based), allowing the 
use of different neighbourhood sizes in the same classification step. 
For each point, its most frequent class is selected as the final class.
2.1.2 | Path detection
By assuming the tree is a network, in which each structure is con-
nected to another leading from the base/root to the leaves, it is pos-
sible to apply a SP analysis to detect paths with high frequency of 
occurrence, for example trunk and larger branches (Figure 2a).
The detection starts with the conversion of the point cloud into 
a network graph, in which every point is represented by a node and 
connections between pairs of neighbouring points are represented by 
edges. Distance between points is used as edge weights. Once the graph 
is created, an SP analysis is performed from all nodes to the base node 
(lowest point in the point cloud). The path information is used in two 
approaches: retracing each node a given number of steps towards the 
base; and detecting nodes with high frequency of paths passing through.
Path retracing eliminates points on the extremities, where most 
of the leaf points tend to be located (Figure 2). A gap filling process 
is performed after the retracing. Local sets of remaining points are 
selected around each point detected by retracing. Points with a 
shorter path distance than the central (already detected) point of 
the local subset are masked as also detected. This process happens 
iteratively until no remaining points can be set as detected.
Path frequency detection assumes that nodes that are part of 
the trunk and larger branches will have a higher frequency of paths 
passing through them. A list containing all nodes that are part of 
each point's path to the base of the tree is created in the SP analysis. 
The number of times that each node is detected in these path lists 
is calculated and, because the frequency range escalates quickly 
with the number of points, the logarithm of path frequencies is 
used. Nodes with path frequency larger than half of the maximum 
log frequency are classified as wood. This threshold was chosen 
for generating results with overall highest accuracy over a range of 
trees tested, keeping the rate of false positives below 16% (i.e., leaf 
points classified as wood). Isolated nodes detected as wood are re-
moved by checking the number of other nodes inside a fixed radius. 
For each node selected as wood, another fixed radius neighbour-
hood search is performed and all points inside this radius are also 
set as wood. Both these radii, 3 and 2 times the average distance 
between points in the cloud, were set to filter out points that are 
likely from leaf material and then to select neighbouring points that 
have a high probability of being also wood. The choices of radii were 
based on how the points for each material tends to be arranged 
close together.
Because of a fixed radius search across the whole point cloud, the 
frequency path detection is better suited to detect finer branching 
structures, whereas the retracing detection works better for stem 
and larger branches and thus both approaches are complementary 
(Figure 2b). Also, information about tree structure is robust to issues 
in point cloud quality, for example low density of points (Figure 3).
TABLE  2 Geometric features used in the pointwise classification
Feature Equation Reference
1 λ2 Ma et al. (2016)
2 λ0 − λ1 Ma et al. (2016)
3 λ1 − λ2 Ma et al. (2016)
4 (λ1 − λ2)/λ1 Wang et al. (2015)
5 ∑2
n=0
λi× log(λi) Wang et al. (2015)
6 (λ0 − λ1)/λ0 Wang et al. (2015)
Note. Note that the λ0 is the largest eigenvalue and λ2 the smallest.
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F IGURE  1 Example of geometric 
features calculated for a single tree 
(tree_2, height = 38.41 m; more details 
in section ‘Field data’ below). Numbers 
indicate index of geometric features 
as presented in Table 2. A fixed 
neighbourhood size of 50 points was used 
to calculate the features
F IGURE  2 Example of shortest path 
(SP) distance (a) and SP detection results 
(b) for a graph generated from a tropical 
Terrestrial Laser Scanning point cloud 
(nouraguesH20_108 – details in ‘Field 
data’)
F IGURE  3 Example of wood points 
classified by retracing path detection from 
a single point cloud (nouraguesH20_108 – 
details in ‘Field data’) downsampled using 
three different distances
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2.2 | Filtering
We developed four filters: majority filter, feature filter, cluster 
filter and path filter. These filters aim to improve separation ac-
curacy especially on low- quality point clouds, with the presence 
of occlusion and noise in the upper portion of the canopy. The 
application of the filters is optional and modular, which means 
they can be applied in any combination desired in a separation 
workflow.
2.2.1 | Majority filter
Majority filter removes misclassified points by comparing each 
point against its neighbours’ classes. The filter selects a subset 
of points around each point in the tree cloud and calculates class 
frequencies; each point is then assigned its most frequent sur-
rounding class. Some options are available to fine tune this pro-
cess, such as limiting which classes to change and the size of the 
neighbourhood.
2.2.2 | Feature filter
This filter is based on a simple threshold applied to the geometric 
feature 5 (Table 2). The same steps and neighbourhood param-
eters as in the pointwise classification are used, but it is only ap-
plied to points classified as wood. Points with feature value larger 
than −0.9 are kept. This threshold represents the boundary be-
tween elongated shapes and planar shapes in the features space 
and was selected by comparing values across points from differ-
ent classes. Figure 4 shows multiple pairs of Gaussian models fit-
ted to feature 5 for a number of tree point clouds (details in ‘Field 
data’).
2.2.3 | Cluster filter
The cluster filter uses DBSCAN (Ester, Kriegel, Sander, & Xu, 1996) to 
cluster a wood- classified point cloud. The only parameter for this fil-
ter is the maximum distance between points that are part of the same 
cluster. For our automated algorithm this distance was set as the mean 
distance of three closest neighbours from each point in the cloud. The 
ratios of three eigenvalues are calculated for each cluster using the 
same approach as in the geometric features. Clusters with ratio of first 
eigenvalue larger than 0.75 are kept. This means that only clusters with 
predominant projected dimension at least three times as large as the 
second and third projected dimensions, that is linear shape, are classi-
fied as wood.
2.2.4 | Path filter
Path filtering uses the same algorithm as in the retracing path detec-
tion but applied only on wood points, with a smaller number of steps 
to retrace. In this case, points in the extremities of a wood point 
cloud are set as leaf points.
2.3 | Automated separation algorithm
Figure 5 shows an overview of our separation script. This algo-
rithm was validated with a combination of approaches using point 
clouds from four synthetic tree models and 10 scanned trees (see 
‘Validation’). Figure 5 shows how our classification algorithms are 
used in parallel, requiring four inputs: the tree point cloud to sepa-
rate; a list containing one or more values for k nearest neighbours 
(default is [40, 50, 80, 100, 120]); the number of steps to retrace in 
the Path retrace classification (default is 40); and the voxel size used 
in both path classification steps (default is 0.05 m).
Filtering is applied after each classification step to avoid 
accumulating misclassified points. Because the spatial arrange-
ment of wood points is consistent over different levels of point 
cloud quality (e.g. Figure 3), this separation workflow focuses 
on detecting as many wood points as possible and assumes that 
remaining points are from leaves. GMM classifications were per-
formed twice, the first time applied on the entire point cloud, 
and then applied again to points initially classified as leaf. This 
second iteration aims to improve detection of linear structures, 
for example larger branches, that had features similar to initial 
leaf classes. A majority filter is included in each classification 
step. After results from the second GMM classification are fil-
tered, they are merged with wood points from the first GMM 
and path detection steps. This is the approach we suggest to au-
tomatically separate single tree point clouds, which was selected 
because its combination of methods have shown to be the most 
robust among preliminary tests.
2.4 | Validation
Validation of the separation algorithm combined two sets of direct 
comparisons: using simulated point clouds, within the LiDAR Testing 
Framework LiDARtf (Vicari, 2017a), and manually classified randomly 
F IGURE  4 Example of multiple Gaussian models fitted to 
feature 5 calculated for a number of tree point clouds (more details 
in ‘Field data’). Red line represents the selected feature threshold 
for Feature filter
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sampled points from point clouds measured from real trees. Access 
of datasets used in the validation is presented in ‘Data sources’.
The major advantage of using model trees and simulated point 
clouds in this way is that all components of the system, from end- 
to- end are known. As a result this is a true ‘validation’ of the re-
sulting separation, albeit with the caveat that these are synthetic 
trees. Validation of separation methods on real TLS data will always 
be very limited except in (the very few if any) cases where compre-
hensive destructive sampling is carried out.
2.4.1 | Testing framework
LiDARtf was used to test the separation algorithm. Datasets were 
simulated from four 3D tree models used extensively to bench-
mark radiative transfer models as part of phase IV of the Radiative 
Transfer Model Intercomparison exercise (Widlowski et al., 2015), 
as show in Table 3. Foliage material in these models is defined by a 
single leaf replicated throughout the tree crowns. Leaf models have 
distinct shapes for each tree and different sizes (see Widlowski et al., 
2015 for more details), which might impact the simulated scans ca-
pability of resolving finer leaf shapes.
A Monte- Carlo ray tracing library, librat (Disney, Lewis, & Saich, 
2006; Lewis, 1999; Widlowski et al., 2015), was used to simulate 120 
TLS ‘scans’ for each tree. Scans were simulated using configurations 
based on fieldwork campaigns (see e.g. Calders et al., 2015; Wilkes 
et al., 2017), with the scanner positioned 1.5 m from the ground 
and in a grid pattern around each tree, with spacing of 5 m between 
each scan location. Combinations of simulated clouds were merged 
to generate datasets. This process used pseudo- random sampling to 
select and merge between 1 and 10 unique clouds from the set of 
120 simulations. In total 50 combinations were generated for each 
tree (e.g. available in the Supporting Information).
2.4.2 | Field data
A second validation was performed using real point clouds from 10 
trees covering different species, locations and LiDAR scan settings 
(Table 4). Examples of these clouds are shown in the Supporting 
Information. A RIEGL VZ- 400 was used for scanning all trees. This 
scanner has a wavelength of 1,550 nm, beam divergence of 0.35 mrad 
and measuring range of about 600 m (RIEGL Laser Measurement 
Systems GmbH). For each tree, 200 points were pseudo- randomly 
F IGURE  5 Example of main steps used 
in the automated separation algorithm 
generic_tree present in TLSeparation. 
GMM: Gaussian Mixture Model
Species Identifier (RAMI- IV) Height (m) DBH (m)
Single leaf 
area (cm2)
Acer platenoides ACPL 15.37 0.115 139.6
Almus glutinosa ALGL3 25.76 0.28 23.4
Betula pendula BEPE2 25.49 0.175 20.7
Tilio cordata TICO2 11.27 0.09 52.5
Note. RAMI- IV: phase IV of the Radiative Transfer Model Intercomparison.
TABLE  3 Characteristics of tree 
models used to validate our separation 
method (Widlowski et al., 2015)
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selected and manually classified as wood or leaf. Separation was then 
carried out using the algorithm generic_tree, presented in Figure 4.
We performed two sets of tests: running once for each tree using 
default input parameters; and running 10 times for each tree using 
pseudo- randomly chosen parameters values. In the first set of tests 
results were recorded at each major step of the separation. For the 
second group of tests, parameters values were pseudo- randomly se-
lected for each test and each tree. The pool of possible parameter 
values is shown in Table 5. As the voting separation requires more 
than one value for number of neighbours (knn), and following the 
default option, five different knn values were selected for each test.
2.4.3 | Performance assessment
Three metrics were used to assess the performance of the separation: 
accuracy, Cohen's κ and F- score. These metrics were applied to all tests. 
All metrics are calculated from elements of confusion matrices (Table 6), 
which contain correct and incorrect separation results for both classes.
Tw is the number of points correctly classified as wood, Fw the num-
ber of points incorrectly classified as wood, Tl the number of points 
correctly classified as leaf and Fl the number of points incorrectly clas-
sified as leaf, that is true/false positive wood and leaf respectively. 
Accuracy, as used in Tao et al. (2015), is defined by Equation (1):
F- score (Equation 4) uses the terms precision (p) and recall (r) 
(Equations 2 and 3), based on Sokolova, Japkowicz, and Szpakowicz 
(2006) but presented as in Tao et al. (2015). However, because F- 
score is based on true positives, this metric was calculated twice to 
cover both classes.
Cohen's κ coefficient (Equation 6) uses proportionate agreement 
(po), which has the same definition as accuracy (Equation 1), and 
probability of random agreement (pe) (Equation 5). The term N in 
Equation (5) represents the sum of all elements in a confusion matrix, 
that is total number of points.
3  | RESULTS
3.1 | Simulated data
Validation metrics using simulated data are presented in Table 7. 
Average per tree separation accuracy ranged from 0.77 to 0.89. 
Overall accuracy had an average of 0.83 and standard deviation of 
0.06. Figure 6 presents accuracy per tree calculated for all 50 tests. 
TICO2 and ACPL presented the highest accuracy, 0.89. These trees 
also had the best results for leaf classification, 0.92 and 0.93, for ACPL 
and TICO2 respectively. Results from ALGL3 presented the lowest 
(1)accuracy=
Tw+Tl
Tw+Fw+Tl+Fl
.
(2)p=
Tw
Tw+Fw
×
Tl
Tl+Fl
(3)r=
Tw
Tw+Fl
×
Tl
Tl+Fw
(4)F =
2 × r × p
r + p
(5)pe=
(Tw+Fl)× (Tw+Fw)
N
+
(Fw+Tl)× (Fl+Tl)
N
(6)k =
po − pe
1 − pe
.
TABLE  4 Validation data description
Point cloud Scan location Tree height (m) Number of points Angular resolution (°) Scanning pattern
1 Alice Holt (UK) 19.58 474,712 0.06 Circle around the tree
2 Alice Holt (UK) 22.23 1,944,116 0.06 Circle around the tree
3 Alice Holt (UK) 19.9 802,004 0.06 Circle around the tree
4 Caxiuanã (BR) 36.26 1,119,184 0.04 20 m grid
5 Caxiuanã (BR) 28.64 229,121 0.04 20 m grid
6 Nouragues (FG) 37.26 422,834 0.04 10 m grid
7 Nouragues (FG) 46.49 919,658 0.04 10 m grid
8 London (UK) 23.37 4,023,751 0.04 Circle around the tree
9 Ankasa Forest Reserve (GH) 34.18 499,890 0.04 10 m grid
10 Ankasa Forest Reserve (GH) 38.41 414,382 0.04 10 m grid
Note. Grid scan pattern means a uniform grid with 10 m or 20 m spacing between consecutive scans.
UK: United Kingdom; BR: Brazil; FG: French Guyana; GH: Ghana.
TABLE  5 Set of separation input parameter values used in 
pseudo- random selection for validation tests
Parameter Possible values
Number of neighbours 
(knn)
10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 
110, 120, 130, 140, 150, 160, 170, 180, 
190, 200, 210, 220, 230, 240, 250
Voxel size (m) 0.03, 0.05, 0.07, 0.09, 0.11, 0.13, 0.15
Steps to retrace 30, 40, 50, 60, 70, 80, 90, 100
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overall accuracy and largest variance. F- scores for wood points are 
mostly lower than those for leaf class. The only exception in this case 
occurred in tests using BEPE2. Kappa presented the same pattern as 
accuracy, with a clear difference between ACPL/TICO2 and ALGL3/
BEPE2. An analysis of all kappa components confirms that separations 
for ALGL3 and BEPE2, both with lower kappa, had a much higher fre-
quency of false wood points than false leaf points, up to averages of 
0.11 and 0.18 for BEPE2 and ALGL3 respectively (Figure 7).
When stacking all resulting wood and leaf clouds for each sim-
ulated tree, we see that the majority of points are successfully de-
tected even in cases of lower accuracy, such as for BEPE2 (Figure 8).
Results from simulated clouds were also superficially assessed 
in terms of point cloud quality. Figure 9 shows that even for low- 
quality clouds (i.e. average distance between neighbouring points 
of 5.6 cm) the algorithm still produced results with accuracy above 
0.8. Visually, the same pattern as Figure 8 is seen in Figure 9, in 
which larger wood structures were successfully separated and 
most false positives happen in points from smaller branches and 
leaves.
3.2 | Field data
Metrics for the TLS data are similar to results from simulated data 
(Table 8), albeit with higher variability. In general, accuracies from 
field data are higher than for simulated, with averages of 0.89 and 
0.83 respectively. Results in Figure 10 also demonstrate that most 
of the wood structure is also detected correctly.
Average accuracy from intermediary steps is above 0.74. Steps 
based on absolute threshold separation obtained the worst over-
all results. Path retrace and reference voting separation gener-
ated clouds with highest average accuracy, but differed slightly in 
regards to success in wood detection. The step- by- step analysis 
(Table 9) accentuated the diverging pattern in F- scores already 
seen in Tables 7 and 8, with wood detection presenting much 
lower scores.
Figure 11 shows accuracy from tests using pseudo- randomly 
selected parameters. In most cases, average accuracy of each tree 
was close to results using default parameters (red marker). Tree_13 
presented highest overall accuracy and was the only tree with all 
values from the pseudo- random test better than default parameters. 
The largest accuracy variation, with a range of 0.13, was obtained for 
alice_2, which was also the only tree with the most accurate results 
when using default parameters.
4  | DISCUSSION
We validated the separation in two distinct ways: (a) using a generic 
testing framework with simulated TLS data, (b) using measured TLS 
data, where accuracy is assessed through random sampling and 
manual classification of points. The use of simulated data (a) over-
comes limitations of field data (b) where a fiduciary or reference 
truth is not known a priori.
4.1 | Simulated data
We tested our algorithm on 200 point clouds generated through 
random combinations of TLS simulations from four tree models 
(Table 3). Accuracies shown in Table 7 are comparable to results 
TABLE  6 Confusion matrix used in pointwise assessment of 
separation results
Class
Recognized
As wood (Cw) As leaf (Cl)
Wood (W) Tw Fl
Leaf (L) Fw Tl
Tree name
Accuracy F- wood F- leaf κ
M SD M SD M SD M SD
ACPL 0.89 0.03 0.84 0.07 0.92 0.02 0.76 0.09
ALGL3 0.77 0.04 0.70 0.03 0.81 0.05 0.52 0.06
BEPE2 0.79 0.03 0.81 0.03 0.76 0.03 0.57 0.05
TICO2 0.89 0.02 0.79 0.05 0.93 0.01 0.72 0.05
TABLE  7 Overall mean and standard 
deviation (SD) for each tree from 
validation using simulated data
F IGURE  6 Box whisker showing separation accuracy for 
simulated trees (50 tests for each tree). The box dimensions show 
the quartiles for 25%–75% of accuracy, the red line represents 
median accuracy and the whiskers show minimum and maximum 
accuracy
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in the literature of separation for simulated data (Tao et al., 
2015).
F- scores suggest that, in three of the four cases, an accurate wood 
classification is harder to achieve than for leaf material. Also, lower 
kappa indicates that misclassification in both classes affects sepa-
ration accuracy. Visual inspection of results (Figures 8 and 9) shows 
that most of the wood structure was successfully classified, despite 
wood points showing lower F- scores. Kappa components (Figure 7) 
shows similar results of misclassified leaf (false leaf) points across all 
trees, but a much higher rate of false wood points for trees with lower 
accuracy/kappa. Comparison between individual leaf area (Table 3) 
and false wood counts (Figure 7) suggests that smaller leaves might 
impact the resulting arrangement of points making them more diffi-
cult to be separated. In the case of our simulated dataset, both trees 
with smaller leaves were also the tallest, which might have increased 
the difficulty to separate wood and leaf points even further due to 
larger laser footprints. Different neighbourhood sizes should be stud-
ied as a potential adjustment to overcome such difficulties. This is 
something that is difficult to do with real data, and so may be more 
practical using the simulated point cloud approach we use above.
Figure 9 suggests that although point density can also be an 
obstacle to leaf- wood separation, our method is robust enough to 
overcome it in many cases.
Results from simulated datasets demonstrate the potential of 
using our separation algorithm. Further per- tree parameter optimiza-
tion still needs to be assessed more fully but can potentially improve 
results. A thorough parameter selection can be performed using a 
testing framework, such as LiDARtf. Using simulated data as we have 
done here has the considerable advantage of being entirely repro-
ducible and provides the means to further optimize processing and 
allow comparison between different leaf- wood separation methods.
4.2 | Field data
We tested our separation algorithm on 10 point clouds from real 
trees, scanned in several locations in different continents and forest 
types. Accuracies for separation using default parameters are within 
10% to those presented by Ma et al. (2016) and Zhu et al. (2018), 
albeit operating in a completely automated setting.
Similar to results from simulated data, around 90% of the wood 
structure was detected correctly (Figure 10). However, the slightly 
poorer scan quality in field conditions might have increased the di-
vergence between leaf and wood point arrangements, helping to 
reduce the occurrence of false positives and negatives. The best 
performance using default parameters values was obtained with a 
tropical tree (nouraguesH20_10), which are usually difficult to scan 
in high quality due to occlusion and canopy heights.
Results from intermediary steps show that path detection and 
geometric feature classification using a voting scheme obtained the 
highest average accuracy. Although such results might suggest that 
a simplification of our algorithm is possible by removing absolute 
threshold separation, such approach has shown to be capable of de-
tecting smaller branches (see, e.g. Supporting Information). In this 
sense, absolute threshold classifications are used to add redundancy 
to our automated separation algorithm. Positive results from path 
detection approaches (Table 9 and Figures 2 and 3) indicates that 
their inclusion is valuable to ensure robustness over different tree 
types and scan quality. Therefore, we suggest that the algorithm 
presented in this paper is suitable as it is and recommended for au-
tomated leaf/wood separation of single tree point clouds.
Tests using pseudo- randomly selected parameters indicates that 
although default parameters are capable of obtaining results with 
accuracy above 0.8, a per tree parameter optimization can achieve 
higher accuracy. This suggests that it is possible to process the same 
tree using a range of values for each parameter in order to obtain the 
best results. Also, as suggested by results shown in Figure 8, pro-
cessing the same tree several times and accumulating the resulting 
points is another way of using a voting scheme that might yield sep-
arated clouds with even higher accuracy.
F IGURE  7 Components of confusion matrix used to calculate 
kappa for each test using simulated cloud (50 tests for each tree)
F IGURE  8 Total number of points accumulated for all 50 
simulated BEPE2 clouds used in the validation dataset
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F IGURE  9 Point density impact on 
separation accuracy from two sets of 
ACPL simulated point clouds. Left: results 
from high point density (average distance 
between neighbouring points of 1.2 cm); 
Right: results from low point density 
(average distance between neighbouring 
points of 5.6 cm)
Tree index Tree name Accuracy F- score wood F- score leaf κ
1 alice 1 0.90 0.74 0.94 0.68
2 alice 2 0.90 0.69 0.94 0.63
3 alice 3 0.86 0.69 0.90 0.60
4 caxiuanaA117 0.89 0.67 0.93 0.60
5 caxiuanaA21 0.85 0.64 0.91 0.55
6 nouraguesH20 108 0.93 0.82 0.95 0.77
7 nouraguesH20 13 0.89 0.69 0.93 0.63
8 pan 33 0.88 0.58 0.89 0.48
9 tree 13 0.90 0.86 0.92 0.78
10 tree 2 0.91 0.89 0.92 0.81
TABLE  8 Validation summary for 
Terrestrial Laser Scanning field data
F IGURE  10 Example of separated 
point clouds of a tree from temperate 
forest (a – Alice Holt, UK) and tropical 
forest (b – Nouragues, FG). a1 and b1 
represent the coloured results of the 
separation, in which wood points are 
shown in brown and leaf points in green. 
a2 and b2 represent only the separated 
wood points
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Results show that our algorithm can separate field data with 
accuracy above 90%, even in less than optimal circumstances and 
without requiring any manual intervention or prior knowledge 
about the dataset. Even in cases with lower accuracy, separation 
results should not have negative impact on further processing as 
more than 85% of wood and leaf structure was successfully classi-
fied. Separation of wood and leaf in TLS point clouds is a key step 
in the estimation of either wood or leaf properties alone. Here, we 
provide tools that will hopefully enable other researchers to ad-
dress this aspect.
Validation using simulated data suggests that data quality has an 
impact in the separation accuracy and this effect is also true for field 
data. Some important sources of uncertainty related to data quality, 
such as co- registration accuracy and occlusion levels, were not ad-
dressed in this paper. So far, to the best of our knowledge, there is no 
tool available for simulating co- registration accuracy and occlusion 
and it is very difficult to precisely quantify them on a tree level basis 
from field data. Some scanners characteristics such as beam diver-
gence, ranging accuracy, spectral sensitivity, wavelength decom-
position and angular step resolution also play a role in point cloud 
quality. Although validation data were obtained using a RIEGL VZ- 
400 (and simulating this instrument's characteristics), our method 
does not depend on a specific scanner and we expect similar results 
from other instruments with similar capabilities. Results presented 
in this paper suggest that the redundancy present in our automated 
method is capable to separate leaf and wood materials, as long as 
point clouds present a reasonable quality (e.g. no large portions oc-
cluded, point density large enough to resolve different structures 
and sub centimetre co- registration accuracy). Therefore, for best re-
sults we suggest the use of high resolution TLS instruments and the 
application of optimal field scanning protocols and co- registration 
methodology such as presented in Wilkes et al. (2017).
Processing times recorded while separating field data showed 
that it takes around 60 s for every 100,000 points to run a single 
tree point cloud (recorded timings in Supporting Information). Also, 
recorded times indicate that processing time scales linearly with 
number of points.
4.3 | Separation library
Results presented here demonstrate the possible applications of 
our automated separation algorithm, available in the TLSeparation 
library. Further studies are suggested to better understand how 
point cloud quality relates to separation accuracy. Testing a range of 
parameters over the same dataset has shown potential in improving 
accuracy with per tree parameter optimization. Further tests should 
also give insight into how to best automate the optimization of a set 
of parameters. This approach requires a consistent analysis and a 
standardized testing framework, such as LiDARtf. Our framework is, 
so far and to the best of our knowledge, the only approach to vali-
date a separation method completely and without user classification 
bias, or to compare between different methods.
The library presented here is open- source and available to be 
installed and used out- of- the- box. Our library is hosted by Python 
Package Index and its installation process is automated. Such ease 
of use should improve further processing of larger numbers of TLS 
datasets for a larger audience. All tests presented here are from a 
single automated algorithm, however, the possibility of easily adapt-
ing or creating new algorithms should also be useful when high levels 
of accuracy are required for a particular dataset.
Although only the separation of point clouds from individual 
broadleaf trees was addressed in this paper, most of the tools al-
ready implemented in this library are applicable to plot- wide data 
and needleleaf trees. For example a plot- wide separation could use 
the same algorithm presented here for individual trees (generic_tree) 
without steps based on path classification. Given the differences of 
leaf and needle point arrangement, needleleaf trees were not in-
cluded in this study as they require a change in scanning protocol 
(to better resolve needles) or separation approach. Preliminary tests 
suggest that it is possible to separate materials from needleleaf trees 
TABLE  9 Validation summary for each step of the automated 
separation using Terrestrial Laser Scanning field data
Step Accuracy F- wood F- leaf κ
Path frequency 0.84 0.51 0.90 0.43
Path retrace 0.89 0.62 0.93 0.56
Threshold 
Separation 1
0.75 0.31 0.84 0.22
Reference vote 
separation
0.89 0.68 0.93 0.62
Threshold 
Separation 2
0.77 0.23 0.86 0.14
Threshold 
Separation 3
0.74 0.12 0.84 0.06
Final separation 0.88 0.69 0.92 0.61
F IGURE  11 Box whisker showing accuracy for tests using 
pseudo- randomly selected parameters from Table 5 applied to 
measured Terrestrial Laser Scanning field data. Red markers 
represent accuracy obtained using default input parameters. The 
box dimensions show the quartiles for 25%–75% of accuracy, the 
centre horizontal line represents median accuracy and the whiskers 
show minimum and maximum accuracy values
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using the methods in TLSeparation, but it would require a differ-
ent automated workflow to achieve similar accuracies as the ones 
showed in this paper. New algorithms specifically aimed for needle-
leaf trees and plot- wide data are under development and will be 
added to TLSeparation in future update cycles.
TLSeparation was developed as a base library to support devel-
opment and extension of TLS separation methodologies. It is our 
hope that the TLS/ecology community can take advantage of this 
library to create workflows that are optimized for specific use cases 
and then share it with other potential users. Along with a standard 
testing framework, such as LiDARtf, this library should help to im-
prove material separation and the understanding about its impacts 
on TLS estimates of canopy properties.
5  | CONCLUSIONS
In this study, we demonstrate the use of an open- source automated 
separation procedure to classify leaf and wood materials from point 
clouds of individual trees. Results from our method were similar to 
other results found in the literature. This is not surprising in that 
our approach builds on and extends previous work. The major dif-
ference is that our approach is completely automated, unlike other 
methods. This makes it potentially more suitable for applications in-
volving more than a few trees. Direct comparison of different meth-
ods has been impractical or even impossible previously due to lack 
of standardized datasets with reference values. We present a test-
ing framework designed for a complete and reproducible validation. 
Inclusion of a path detection approach to better separate materials 
in lower quality data is shown to be an improvement over previ-
ous approaches. Similar accuracy values are obtained across valida-
tion examples using quite different measured TLS configurations 
and tree types. This suggests that our combination of different ap-
proaches is robust and transferable without requiring any changes 
to our algorithm or user input. Impact of leaf and wood separation 
on subsequent TLS methods is still unknown and we recommend 
future studies to address this important aspect of TLS estimates. 
The automated script is part of a leaf/wood separation software 
package, which can be easily modified and/or extended to fit spe-
cific requirements. The use of this library by the scientific commu-
nity could generate better, more specific, separation workflows and 
adequate means to compare and validate them.
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