We study a class of fibred systems with good distortion properties (GibbsMarkov maps), including Folklore maps as well as multidimensional continued fraction algorithms like Jacobi-Perron. Using an elementary coupling scheme based on regularity we give an easy proof of an exponential uniform convergence (or "Kuzmin type") theorem for the iterates of the transfer operator. This approach is then shown to be equivalent to the cone contraction method.
Introduction
Perhaps the first instance of a question related to the transfer operator of a dynamical system is to be found in Gauss' letter [Ga] to Laplace, in which (interpreted in modern terms) he announced the invariant density for the continued fraction transformation, claimed that the latter was mixing, and asked for the speed of convergence to the invariant measure. Gauss classified the question on continued fractions he was interested in as one belonging to probability theory, thus anticipating the viewpoint ergodic theory takes today. Kuzmin [Ku] was the first to (partially) answer Gauss' question by giving (stretched exponential) bounds on the rate of convergence, and shortly after that Lévy [Le] showed that convergence is in fact exponentially fast.
In the context of metric number theory and multidimensional continued fractions, results of this type are still referred to as Kuzmin type theorems. Like in the case of one-dimensional systems, techniques of spectral theory can be used to prove exponential convergence, see e.g. [Me] , [Br] , [Aa] , [Be] and [S3] for versions which apply to the multidimensional Jacobi-Perron algorithm. Still there is some persistent interest in more elementary arguments, and a convergence theorem derived by Kuzmin's original approach has only recently been published in [S2] , resulting in stretched exponential bounds on the rate, while no easy proof of exponential convergence for this type of systems seems to be available. The purpose of the present note is to point out that it is well possible to prove exponential uniform convergence by a slight variant of Kuzmin's approach which can be interpreted as a simple and completely elementary coupling scheme.
Basically the idea for coupling densities is to start inside some convenient family of (e.g. smooth) initial densities, to transport mass by iterating the transfer operator, and to remove suitable multiples of the invariant density on the way in a manner which allows us to control the mass that remains. The proportion of mass that can be coupled at each step depends on the smoothness of the remaining density compared to its total mass. Therefore, employing such a scheme based on control of the derivative alone (as in Kuzmin's original method), one encounters a problem as the remaining mass decreases, which is one way to understand why that approach does not lead to an exponential convergence result. Below we follow the same coupling idea, a priori basing it on control of the regularity of densities, i.e. the smoothness of their normalized versions, which enables us to show that indeed some fixed proportion of mass can be coupled at each step, thus proving exponential convergence. Finally we discuss the intimate relation of this coupling approach to the cone method (cf. [Ba] , [Liv] ).
Framework and statement of the result
Throughout (X, d) will be a compact metric space with Borel σ-field B, and λ is some (reference) probability measure on B. We shall simply write λ(u) for X u dλ. 
In this case we define the regularity of u on [PY] or [Zw] (but does not precisely agree with it). 
Given such a system (X, T, ξ), we let ξ n denote the family of cylinders of rank n, that is, the nonempty sets of the form
is the member of ξ containing x. The fundamental partition ξ respectively the system (X, T, ξ) are said to be Markov if T Z ∩ Z = ∅ implies Z ⊆ T Z whenever Z, Z ∈ ξ. In this case there is an image partition β (i.e. a coarsest partition with respect to which each T Z, Z ∈ ξ is measurable) which is refined by ξ. We shall consider Markov systems (X, T, ξ) which satisfy the finite image condition, i.e.
In this case the image partition β is finite, too. Moreover, the transition structure of the system should be aperiodic on β in the sense that
Also, the systems will have a uniformly expanding iterate, i.e. there are N ≥ 1 and
Finally, to obtain enough control of distortion, we will suppose that (X, T, ξ) satisfies the following abstract version of the folklore "Adler's condition" requiring that the ω Z have β-admissible versions for which
Remark 3 a) Standard calculations show that (U) and (A) together imply
which is (equivalent to) the Gibbs property of [Aa] . Consequently, (X, T, ξ) also satisfies Rényi's condition: There is some C R ≥ 1 such that for all n ≥ 1 and Z ∈ ξ n we have sup We are interested in the transfer (Perron-Frobenius or dual) operator P of T with respect to λ, which is characterized by
Its nth power P n is the transfer operator of T n and has an explicit representation as
The asymptotic behaviour of the powers P n of the transfer operator is of central interest for the finer ergodic and probabilistic properties of the system. We are going to give an elementary proof of the following exponential uniform convergence theorem for admissible initial densities.
Theorem 1 (Exponential convergence to the invariant density) Let (X, T, ξ) be a Markov map satisfying (F), (AP), (U), and (A). Then T has a unique invariant probability density, which has a β-admissible version h > 0, and there are constants q ∈ (0, 1) and H, K ∈ (0, ∞) such that for any u > 0 admissible on X we have
Examples
We give a few examples illustrating the scope of the result. Example 3 (The m-dimensional Jacobi-Perron algorithm) We refer to [S1] , [S3] , or [Br] for some basic information on this multidimensional continued fraction algorithm which satisfies all the assumptions of our theorem. The result thus applies without difficulties, providing us with an elementary proof of an exponential "Kuzmin theorem" for the Jacobi-Perron algorithm.
Example 2 (Hölder continuous derivatives) Our setup is flexible enough to include interval maps violating the classical Adler condition but satisfying a related Hölder condition: Assume that instead of (A) the system (X, T, ξ) only satisfies
Example 4 (Finite-range systems. The class studied in [Be] ) The piecewise invertible systems (X, T, ξ) considered in [S2] and [Be] [Ke] or [Zw] . Let (X, T, ξ) be a fibered system satisfying the assumptions of [Be] .
Then this is a nonsingular piecewise invertible system in our sense, satisfying (FRS). Conditions (A) and (F') there imply (U), and in the presence of the Renyi property (R) (condition (C) there), (A) is equivalent to condition (E) of [Be]. Furthermore, condition (D) there implies (AP), see the remark on p.559 of [S2]. Therefore Theorem 1 applies to the C.M.E. of (X, T, ξ) (and so does the spectral theory of Gibbs-Markov maps as developed in [Aa]). The exponential convergence result immediately carries over to the original system which is a bounded-to-one factor of its extension.

Proof of the theorem
Throughout this section (X, T, ξ) denotes some fixed Markov system satisfying (F), (AP), (U), and (A). We begin with some convenient simplifications: Since
, n ≥ 1, we can choose n 0 ≥ 1 in such a way that ρ(T n0 )(1 + A(T n0 )) < 1 and so that it also satisfies the aperiodicity property λ(B 0 ∩ T −n 0 B 1 ) > 0 for B i ∈ β. Assume that the theorem is proved for T n 0 . If n = kn 0 + l, 0 ≤ l < n 0 , then
since P is positive and P l 1 ≤ (1 + A ∞ )/ min B∈β λ(B) for any l ≥ 1. Therefore we may assume w.l.o.g. that
The first important observation is a Doeblin-Fortet type inequality for β-regularity under the action of the transfer operator (compare [PY] ).
Lemma 1 (Regularity and the transfer operator) Let u be β-admissible, then so is Pu, and
Existence of a β-admissible invariant density. Let u be any admissible probability density with
The usual Arzela-Ascoli argument (on each cl(B), B ∈ β, cf. Remark 2 b), then diagonalizing) provides us with a β-admissible invariant probability density h with R β (h) ≤ A 0 . By (AP), h > 0 on X.
Exponential convergence. Our proof of exponential convergence carries out the coupling idea sketched in the introduction. At each iteration step we are going to remove a certain proportion p ∈ (0, 1) of mass from a β-admissible function u by subtracting the appropriate multiple of v = h. For β-admissible function v and p > 0 we define the coupling operator p,v by
The key to succesful coupling is the following information about the behaviour of regularity under this operation:
Lemma 2 (Regularity and the coupling operator) Let u, v be β-admissible and assume that 0 < κ −1 ≤ λ B (u)/λ(u) ≤ κ for each B ∈ β, and that the same estimate holds for v. Let p > 0 be so small that
Proof. Fix any B ∈ β. For x, y ∈ B we find (recalling Remark 2 a))
and
which gives the asserted bound.
To apply this estimate we shall need some control of the κ appearing there, i.e. of the mass fluctuations between the members of β. This is what the next observation provides us with.
Lemma 3 (Balance of mass between the atoms of β) For any r > 0 there is some κ(r) > 1 such that for any β-admissible u with R β (u) ≤ r and any B ∈ β,
For arbitrary B 1 ∈ β we therefore have (recalling Remark 2 a) and Lemma 1),
We can now verify that the coupling scheme advertised above works, thus completing the proof of the theorem. Assume that u =: u 0 is admissible on X, λ(u) > 0, and suppose for the moment that R β (u) ≤ r 0 := 2A 0 . We are going to show that there is some p ∈ (0, 1) such that inductively defining
gives a sequence (u n ) of β-admissible positive functions on X with
for all k ≥ 1. If this is the case, we have
n λ(u), and (using Lemma 3 and Remark 2 a) ) sup u n ≤ (1 + r 0 )κ λ( u n ), we see that
implying the assertion of the theorem. To establish our claim, take κ := κ(r 0 ) as in Lemma 3 and choose p ∈ (0, 1) so small that
Assume then that (4) holds for k = n − 1. By (the second estimate of) Lemma 1, u n is β-admissible
Therefore, by the first estimate in Lemma 1 and our choice of p,
. This provides us with n 1 ≥ 1 so large that u 0 := P n 1 u satisfies R β (u 0 ) ≤ r 0 , and the previous argument applies.
Remark 4 (Probabilistic coupling) Up to this point we have been using the term coupling synonymously for our procedure of removing overlapping portions of mass. To see how this is related to the probabilistic concept of coupling random variables, recall that the latter simply means to choose a joint distribution of the variables, compare [BL] or [Lin] . The random variables to be coupled here are the random elements X n := T n X 0 and Y n := T n Y 0 , n ≥ 0, of the space X, where X 0 and Y 0 are distributed according to the probability densities h and u on (X, B, λ) . The decomposition of the density of X n obtained in our proof, P n u = u n +(1−(1−p) n ) h, immediately gives rise to a coupling of X n and Y n on the product space: Take the common part of P n u and P n h = h and place it on the diagonal D ⊆ X 2 to obtain a singular measure 
Reformulation in terms of cones
We review the core of the above argument in more abstract terms, showing that it is equivalent to the cone method (cf. [Ba] , [Liv] ). Let C be a proper convex cone in the real linear space V , i.e. C ⊆ V \ {0} with p C ⊆ C for any p > 0, and u + v ∈ C whenever u, v ∈ C. Assume that R : C → (0, ∞) satisfies R(pu) = R(u) for any p > 0 and u ∈ C, as well as R(u + v) ≤ max(R(u), R(v)) for u, v ∈ C. Then, for any r > 0, C r := {u ∈ C : R(u) ≤ r} defines a convex cone in C. In the framework of the preceding section, we took R := R β and C := {u β-admissible on X :
Suppose that L : C → C is a linear operator (corresponding to the transfer operator P) satisfying a Doeblin-Fortet type inequality with respect to R, i.e. n λ(u), n ≥ 1. This is the coupling scheme used above (with the special choice v := h). In the situation of the previous section, (6) follows from Lemmas 3 and 2, which ensure that P(C r ) ⊆ {u ∈ C : κ(r 0 ) −1 ≤ λ B (u)/λ(u) ≤ κ(r 0 ) for all B ∈ β}, and that for any r > 0, u, v ∈ P(C r ), and p > 0 sufficiently small, R( u − p v) ≤ R(u) + d r (p), with lim p→0 d r (p) = 0.
R(Lu
The crucial condition (6) is equivalent to requiring that L(C r ) ⊆ C γr should be a bounded subset of C r equipped with the Hilbert pseudo-metric Θ r (u, v) := − log(ϑ r (u, v)/ϑ r (v, u)), u, v ∈ C r , and its consequence p,v (L(C r )) ⊆ C r which makes the coupling procedure possible means that L strictly contracts Θ r , which is usually seen via Birkhoff's inequality (cf. [Ba] or [Liv] ).
