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1 Einleitung
Gegenstand dieser Arbeit ist ein Change-Point-Problem. Es werden in zeitlicher Reihenfolge un-
abhängige Daten X1, . . . , Xn, n ∈ N, beobachtet. Von diesen wird angenommen, dass für ein
unbekanntes θ = (θ1, . . . , θq) ∈ Rq mit 0 = θ0 < θ1 < · · · < θq < θq+1 = 1 die Beobachtungen
X[nθi]+1, . . . , X[nθi+1] einer Verteilung νi für 0 ≤ i ≤ q entstammen.
X1, . . . , X[nθ1]︸ ︷︷ ︸
ν0
, . . . , X[nθi]+1, . . . , X[nθi+1]︸ ︷︷ ︸
νi
, . . . , X[nθq ]+1, . . . , Xn︸ ︷︷ ︸
νq
Der interessierende Parameter ist der so genannte Change-Point θ. Der Name drückt aus, dass in
der Folge von unabhängigen Daten die Verteilungen nach den Zeitpunkten [nθi] ∈ N für 1 ≤ i ≤ q
von νi zu νi+1 wechseln. Ferner gibt die Differenz θi+1 − θi an, wie groß der Anteil der nach νi
verteilten Daten in der Gesamtstichprobe ist. In dieser Arbeit wird der Fall von q ∈ N tatsächlichen
Wechsel der Verteilungen betrachtet. Es wird vorausgesetzt, dass q bekannt ist.
Definition des Change-Point-Modells und des Change-Point-Schätzer. Nun wird das
Change-Point-Modell präzise formuliert. Es bildet den mathematischen Rahmen für die gesamte
Arbeit. Gegeben sei ein Dreiecksschema von zeilenweise unabhängigen Zufallsvariablen über einem
Wahrscheinlichkeitsraum (Ω,A, P ) mit Werten in einem messbaren Raum (X,F).
X1,1
X1,2 X2,2
...
X1,n X2,n . . . Xn,n
...
Die Betrachtung von doppelt indizierten Zufallselementen ist notwendig, um asymptotische Aus-
sagen formulieren zu können. Die Anzahl der Verteilungswechsel q ∈ N wird als bekannt voraus-
gesetzt. Wir definieren folgende Teilmenge H des Rq.
H := {t ∈ Rq| 0 < t1 < · · · < tq < 1} .
Es existiere ein Vektor θ = (θ1, . . . , θq) ∈ H sowie Folgen von Maßen (νi,n)n∈N für 0 ≤ i ≤ q, so
dass
P ◦X−1j,n = νi,n für [nθi] < j ≤ [nθi+1], 0 ≤ i ≤ q mit θ0 = 0, θq+1 = 1.
Neben dem unbekannten Change-Point θ = (θ1, . . . , θq) werden auch die Verteilungen νi,n, n ∈ N
und 0 ≤ i ≤ q, als nicht bekannt vorausgesetzt. Es handelt sich somit um ein nichtparametrisches
Modell, da keine parametrischen Annahmen über die Verteilungen νi,n, n ∈ N und 0 ≤ i ≤ q,
gemacht werden. Die unabhängigen Beobachtungen X1, . . . , Xn entsprechen somit der n-ten Zei-
le des Dreiecksschema. Eine zentrale Aufgabe besteht in der Schätzung des mehrdimensionalen
Change-Points θ.
Zur Motivation des Schätzers betrachten wir kurz zwei Beispiele. Ein klassischer Ansatz im Fall
von q = 1, das heißt, es liegt genau ein Verteilungswechsel vor, zur Schätzung des Zeitpunktes des
Wechsels [nθ] für ein festes n ∈ N bei reellwertigen Zufallsgrößen besteht in der Betrachtung von
Differenzen von arithmetischen Mittel. Wir bezeichnen
Xk,m :=
1
m− k
m∑
j=k+1
Xj,n.
3
0 n[nθ]
[nt]
Unter der Annahme, dass sich ν0,n und ν1,n im Erwartungswert unterscheiden, ist folgender
Schätzer sinnvoll:
θ̂n = argmax
t∈{ kn |k=1,...,n−1}
∣∣X0,[nt] −X [nt],n
∣∣ .
Um diesen Ansatz auf mehrere Change-Points zu erweitern, beachte man folgende Darstellung.
X0,[nt] −X [nt],n =
1
[nt]
[nt]∑
i=1
Xi,n − 1
n− [nt]
n∑
j=[nt]+1
Xj,n =
1
[nt]
1
n− [nt]
[nt]∑
i=1
n∑
j=[nt]+1
Xi,n −Xj,n.
Im zweiten Beispiel seien εj für j ∈ N reellwertige zentrierte i.i.d. Zufallsgrößen und (δn)n∈N ⊂ R.
Xj,n :=



εj 1 ≤ j ≤ [nθ1]
εj + δn [nθ1] < j ≤ [nθ2]
εj [nθ2] < j ≤ n.
Dann könnte man folgenden Schätzer betrachten.
(
θ̂1,n, θ̂2,n
)
:= argmax
(s,t)∈{ ( kn , ln )|k,l∈N mit 0<k<l<n}
∣∣(X0,[ns] −X [ns],[nt]
)
+
(
X [nt],n −X [ns],[nt]
)∣∣ .
0 n[nθ1] [nθ2]
[ns] [nt]
Auch hier lässt sich eine Darstellung als Mehrfachsumme finden.
X0,[ns] − 2X [ns],[nt] + X [nt],n =
1
[ns]
1
[nt]− [ns]
1
n− [nt]
[ns]∑
i=1
[nt]∑
j=[ns]+1
n∑
k=[nt]+1
Xi,n − 2Xj,n + Xk,n.
Eine Verallgemeinerung von arithmetischen Mittel stellen U-Statistiken dar. Zur Schätzung des
Change-Points betrachten wir Maximalstellen von gewichteten U-Statistiken. Im Fall von q Ver-
teilungswechseln betrachten wir (q + 1)-Stichproben-U-Statistiken in Abhängigkeit von einem so
genannten Kern h vom Grade m = (m0, . . . , mq). Dabei sei mi ∈ N0 und m :=
∑q
i=0 mi > 0.
Der Kern h : Xm → R sei eine Fm-B (R)-messbare Funktion, die jeweils in den mi Koordinaten
symmetrisch ist. Des Weiteren wird von der Kernfunktion h gefordert, dass sie bezüglich aller hier
auftretenden Maße integrierbar sei. Das heißt, zu einem gegebenen p ∈ R mit 1 ≤ p < ∞ soll
folgend definierte Größe Mp ∈ R existieren.
Mp := sup
n∈N
max
k∈Nq+10Pq
i=0 ki=m
∫
Xm
|h (x1, . . . , xm)|p
q∏
i=0
(Pi−1l=0 kl)+ki∏
j=(Pi−1l=0 kl)+1
νi,n (dxj) < ∞.
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Da M1 < ∞, existieren für k ∈ Nq+10 mit
∑q
i=0 ki = m folgende Integrale der Kernfunktion h.
µk,n :=
∫
Xm
h (x1, . . . , xm)
q∏
i=0
Pi−1
l=0 kl+ki∏
j=
Pi−1
l=0 kl+1
νi,n (dxj) .
Das heißt, ki entspricht der Anzahl der Koordinaten der Kernfunktion h die nach νi,n integriert
werden. Um asymptotische Aussagen machen zu können, setzen wir noch die Existenz folgender
Grenzwerte für alle k ∈ Nq+10 mit
∑q
i=0 ki = m voraus.
µk := lim
n→∞
κn µk,n.
Dabei sei (κn)n∈N ⊂ R> eine passend gewählte Folge und R> die Menge der positiven reellen
Zahlen. Des Weiteren hängen die hier betrachteten U-Statistiken von einem reellen Vektor
t ∈ Hm,n ab, wobei
Hm,n := {t ∈ H|mi ≤ [nti+1]− [nti] für 0 ≤ i ≤ q mit t0 = 0, tq+1 = 1} .
Die i-te Stichprobe entspricht den Zufallsvariablen X[nti]+1,n, . . . , X[nti+1],n. Für ein n ∈ N und
t ∈ Hm,n definiere einen Vektor n (t) ∈ Nq+10 durch
n (t) := ([nt1], [nt2]− [nt1], . . . , [nti+1]− [nti], . . . , [ntq]− [ntq−1], n− [ntq]) .
Wir definieren für ein n ∈ N und t ∈ Hm,n eine (q + 1)-Stichproben-U-Statistik Un(t) (h) durch
Un(t) (h) :=
q∏
i=0
(
[nti+1]− [nti]
mi
)−1 ∑
1≤j01<···<j0m0≤[nt1]
. . .
∑
[nti]≤ji1<···<jimi≤[nti+1]
. . .
∑
[ntq ]+1≤jq1<···<jqmq≤n
h
(
Xj01 ,n, . . . , Xj0m0 ,n
, . . . , Xjq1 ,n, . . . , Xj
q
mq ,n
)
.
Diese Statistik wird mit einer Funktion w : Rq → R gewichtet. Gewichtsfunktionen werden ein-
geführt, um Randprobleme, das heißt, wenn der Abstand zwischen zwei Change-Points sehr klein
ist, zu lösen. Die Funktion w sollte eine auf H beschränkte, in θ differenzierbare Funktion mit
gewissen Monotonieeigenschaften sein. In dieser Arbeit werden wir w der Einfachheit halber wie
folgt definieren. Für ein α ∈ Rq+1 mit 12 < αi ≤ 1, 0 ≤ i ≤ q setze
w (t) :=
{ ∏q
i=0 (ti+1 − ti)αi t ∈ H
0 sonst,
wobei t0 = 0 und tq+1 = 1 sei. Man beachte, für 0 < αi ≤ 12 erhält man ähnliche Resultate mit
schlechteren Konvergenzraten. Aus Übersichtlichkeitsgründen beschränken wir uns auf 12 < αi ≤ 1.
Es bezeichne [nt]n :=
(
[nt1]
n , . . . ,
[ntq]
n
)
. Damit wird eine Folge von stochastischen Prozessen (ρn)n∈N
mit ρn = {ρn (t) : t ∈ Rq} definiert durch
ρn (t) :=
{
κn w
(
[nt]
n
)
Un(t) (h) t ∈ Hm,n
0 sonst.
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Für n ∈ N werde die folgende Klasse von Schätzern für den Change-Point θ eingeführt. Dieser sei
eine Maximalstelle des Prozesses ρn im Bereich
Gn :=
{(
k1
n
, . . . ,
kq
n
)
∈ Hm,n
∣∣∣∣ ki ∈ N0, 1 ≤ i ≤ q
}
.
Der Schätzer θ̂n ist definiert durch
θ̂n := argmax (|ρn (t)| , t ∈ Gn) .
Besitzt der Prozess ρn auf der endlichen Menge Gn mehrere Maximalstellen, so könnte man per
Konvention die Stelle mit den kleinsten ersten Koordinaten wählen. Natürlich sind auch andere
Konventionen möglich. Es wird vorausgesetzt, dass θ̂n messbar ist.
Der Schätzer θ̂n ist von der gewählten Kernfunktion abhängig, θ̂n = θ̂n (h). Der Einfluss der
Verteilungen νi,n wird auf Integrale der Kernfunktion h zurückgeführt. An den messbaren Raum
(X, F) werden keine Voraussetzungen gemacht. Die Güte des Schätzers hängt von der Wahl des
Kerns h und dessen Integrationsordnung p ab.
Gliederung. Zunächst werden die Ergebnisse der Arbeit vorgestellt. Anschließend werden diese
in die Literatur eingeordnet.
Im zweiten Kapitel werden einige Grundlagen zusammengestellt. Es werden einige Bezeichnungen
eingeführt und wesentliche Martingalungleichungen angegeben. Des Weiteren beschäftigen wir
uns mit Mehrstichproben-U-Statistiken, mit dem mehrdimensionalen Skorokhodraum sowie mit
Stetigkeitssätzen des Argmax-Funktionals.
Das dritte Kapitel enthält die allgemeinen Untersuchungen des Schätzers. Dabei werden eini-
ge Eigenschaften der Prozessfolge (ρn)n∈N hergeleitet. Das erste Ziel ist dabei der Beweis der
Konsistenz des Schätzers. Anschließend beweisen wir stochastische Beschränktheit für den Fehler∥∥∥nθ̂n − [nθ]
∥∥∥. Schließlich zeigen wir, dass sich der Fehlervektor nθ̂n− [nθ] als Maximalstelle eines
zu einer Linearkombination von Irrfahrten äquivalenten Prozesses charakterisieren lässt.
Die festen Alternativen werden im vierten Kapitel untersucht. Hier betrachten wir das Problem
unter der Bedingung, dass die Verteilungen nicht von n abhängen. Dabei werden die Bedingungen
für Konsistenz und stochastischen Beschränktheit konkretisiert. Des Weiteren steht die Vertei-
lungskonvergenz des ganzzahligen Fehlervektors nθ̂n − [nθ] im Mittelpunkt.
Der zweite Fall, die lokalen Alternativen, werden im fünften Kapitel betrachtet. Dabei setzen wir
voraus, dass sich die zugrundeliegenden Verteilungen in einem gewissen Sinne annähern, wenn n
gegen unendlich strebt. Schließlich zeigen wir Konvergenz in Verteilung des skalierten Fehlervektors
gegen die Maximalstelle eines Gaussprozesses.
Wesentliche Resultate Die grundlegende Idee besteht darin, den Change-Point θ als Maximal-
stelle einer deterministischen Funktion zu charakterisieren. Aufgrund der Wahl der Folge (κn)n∈N
existiert für alle t ∈ Rq punktweise der Grenzwert für n →∞ der Folge der Mittelwertfunktionen
des Prozesses ρn. Definiere die deterministische Funktion ρ : Rq → R durch
ρ (t) := lim
n→∞
Eρn (t) .
Wir fordern, dass θ die eindeutige Maximalstelle der Funktion |ρ| sein soll. In Abhängigkeit von der
Integrationsordnung p und der Konvergenzordnung der Folge (κn)n∈N erhält man die Konsistenz
des Schätzers. Dazu definiere für q ∈ N0, n ∈ N und p ∈ [1,∞)
an (p, q) :=



n−(p−1)+(2−p)q 1 ≤ p < 2
n−1 (lnn)q p = 2
n−
1
2 p 2 < p < ∞
und a (p) :=
{
p− 1 1 ≤ p ≤ 2
1
2p 2 < p < ∞.
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1.1 Theorem. Es existiere ein p ∈ [1,∞) mit Mp < ∞ und θ sei eindeutige Maximalstelle von
der Funktion |ρ|. Dann folgt:
θ̂n
n→∞−−−−→ θ
{
P-stochastisch, wenn limn→∞ κpnan (p, q) = 0
P-f.s., wenn
∑∞
n=1 κ
p
nan (p, q) < ∞.
Unter strengeren Voraussetzungen können wir stochastische Beschränktheit für den Fehler∥∥∥nθ̂n − [nθ]
∥∥∥ zeigen. Wir setzen voraus, dass die Funktion |ρ| an der Stelle θ eine lokale ”Spitze”
besitzt. Wir sagen, es gelte die Eigenschaft (P ), wenn ein beliebig kleines δ > 0 sowie eine positive
Konstante L = L (δ) existieren, so dass entweder
(P+) : ρ (θ)− ρ (t) ≥ L ‖t− θ‖ ∀t ∈ Bδ (θ)
oder
(P−) : ρ (t)− ρ (θ) ≥ L ‖t− θ‖ ∀t ∈ Bδ (θ)
erfüllt ist. Bδ (θ) sei die offene Kugel um θ mit Radius δ. Die Eigenschaft (P+) der Funktion ρ
steht für eine Spitze, peak, nach oben im Punkt θ und (P−) für eine Spitze nach unten. Unter
dieser Voraussetzung kann man nun die stochastische Beschränktheit mit Martingalmethoden
zeigen. Mithilfe der Chowschen Ungleichung und Momentenungleichungen für U-Statistiken lässt
sich eine Tailabschätzung für den Fehler
∥∥∥nθ̂n − [nθ]
∥∥∥ beweisen. Daraus folgt dann folgendes
Theorem.
1.2 Theorem. Es sei θ eindeutige Maximalstelle der Funktion |ρ| und es gelte die Eigenschaft
(P ). Des Weiteren existiere ein p ∈ [1,∞) mit Mp < ∞ und eine Folge (bn)n∈N ⊂ R>. Wenn gilt
lim
n→∞
κpnan (p, q) = 0 und lim
n→∞
κpnb
a(p)
n < C1
für eine Konstante C1 > 0, dann folgt
bn
(
nθ̂n − [nθ]
)
= OP (1) .
Die weiteren Untersuchungen beschäftigen sich mit der Verteilungskonvergenz des skalierten Feh-
lervektors bn
(
nθ̂n − [nθ]
)
. Dabei sei (bn)n∈N ⊂ R> mit nbn
n→∞−−−−→∞. Damit wird eine Folge von
stochastischen Prozessen (Zn)n∈N mit Zn = {Zn (t) , t ∈ Rq} definiert durch
Zn (t) :=



nbn
(
ρn
(
[nθ]+[b−1n t]
n
)
− ρn (θ)
)
[nθ]+[b−1n t]
n ∈ Hm,n
−17 sonst.
Zn ist ein bezüglich ρn normaliesierter reskalierter Prozess, der von der Kernfunktion h abhängt,
Zn (t) = Zn (h, t) bzw. Zn = Zn (h, ·). Viele Objekte in dieser Arbeit wie zum Beispiel der
Prozess ρn, der Schätzer θ̂n oder die Funktion ρ sind von der Kernfunktion h abhängig. Wenn
nichts anderes angegeben ist, dann betrachten wir diese Objekte mit der Kernfunktion h. Es sei
arg (Zn (h, ·)) die Maximalstellenmenge des Prozesses Zn (h, ·). Unter bestimmten Voraussetzun-
gen gilt bn
(
nθ̂n − [nθ]
)
∈ arg (Zn (h, ·)) für schließlich alle n ∈ N P-f.s.
1.3 Satz. Es existiere ein p ∈ [1,∞) mit Mp < ∞ und limn→∞ κpnan (p, q) = 0. Dann gilt
(1) − inf
t∈H
ρ (t) < ρ (θ) =⇒ lim
n→∞
P
(
bn
(
nθ̂n − [nθ]
)
/∈ arg (Zn ( h , ·))
)
= 0
(2) − sup
t∈H
ρ (t) > ρ (θ) =⇒ lim
n→∞
P
(
bn
(
nθ̂n − [nθ]
)
/∈ arg (Zn (−h, ·))
)
= 0.
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Zur Untersuchung asymptotischer Eigenschaften von bn
(
nθ̂n − [nθ]
)
ist es sinnvoll, sich mit den
Maximalstellenmengen des Prozesses Zn zu beschäftigen. Die Idee ist zu zeigen, dass Zn für n →∞
in einem gewissen funktionalen Sinne konvergiert und dass sich diese Konvergenz auf die Maxi-
malstellen überträgt. Letzteres wird durch diverse Stetigkeitssätze für das Argmax-Funktional
garantiert.
Der Prozess Zn erweist sich asymptotisch äquivalent zu einer Linearkombination von eindimensio-
nalen Irrfahrten mit Drift. Wir definieren folgende stochastische Prozesse Zi,n = {Zi,n (t) , t ∈ R}
für 1 ≤ i ≤ q durch
Zi,n (t) := bnκn


−[b−1n t]∑
j=1
mi
θi+1−θi Ri,n
(
X[nθi]−j,n
)− mi−1θi−θi−1 Ri−1,n
(
X[nθi]−j,n
) −bn ([nθi]− [nθi−1]) < t < 0
−
[b−1n t]∑
j=1
mi
θi+1−θi Ri,n
(
X[nθi]+j,n
)− mi−1θi−θi−1 Ri−1,n
(
X[nθi]+j,n
)
0 ≤ t < bn ([nθi+1]− [nθi])
−17 sonst.
Hierbei sind Ri,n : X → R für 0 ≤ i ≤ q spezielle Funktionen, die im Zusammenhang mit den
Hajekprojektionen von U-Statistiken auftreten.
Für ein festes 1 ≤ i ≤ q, n ∈ N und t ∈ R ist Zi,n (t) eine Summe über i.i.d. Zufallsvariablen und
somit Zi,n eine zweiseitige Irrfahrt. Für alle festen d ∈ N existiert ein n0 = n0 (d), so dass für alle
n ≥ n0 die auf [−d, d] eingeschränkten Prozesse Z1,n, ..., Zq,n unabhängig sind.
Die Grenzfunktion φ der Folge der Mittelwertfunktionen des Prozesses (EZn)n∈N ergibt sich aus
Richtungsableitungen der Funktion ρ im Punkt θ. Wir definieren die deterministische Funktion
φ : Rq → R durch
φ (t) :=
q∑
i=1
|ti| ∂sgn(ti) ei ρ (θ) .
Man kann zeigen, dass für alle festen d ∈ N und gleichmäßig in t ∈ [−d, d]q
Zn (t) = φ (t) + w (θ)
q∑
i=1
Zi,n (ti)− EZi,n (ti) + oP (1) .
In unterschiedlichen Situationen erhält man unterschiedliche Grenzprozesse für die Folgen
(Zi,n)n∈N. Dabei unterscheiden wir im Wesentlichen zwischen zwei Situationen. Bei den festen
Alternativen betrachten wir das Problem unter der Bedingung, dass die Verteilungen nicht von n
abhängen. Bei den lokalen Alternativen nähern sich die zugrundeliegenden Verteilungen in einem
gewissen Sinne an, wenn n gegen unendlich strebt.
Feste Alternativen. Hier setzen wir voraus, dass die Verteilungen nicht von n abhängen,
νi,n = νi für alle n ∈ N und 0 ≤ i ≤ q. Daraus folgt, dass die Integrale µk,n bzgl. der Kernfunktion
h ebenfalls nicht von n ∈ N abhängen. Daher können wir die Folge (κn)n∈N konstant Eins wählen
und erhalten aus Theorem 1.1 folgenden Spezialfall:
1.4 Folgerung. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞ und θ sei eindeutige Maximal-
stelle von der Funktion |ρ|. Dann folgt
θ̂n
n→∞−−−−→ θ
{
P-stochastisch, falls 1 + qq+1 < p < ∞
P-f.s., falls 2 < p < ∞.
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Ebenfalls wählen wir die Folge (bn)n∈N als konstant Eins. Dann erhalten wir für den ganzzahligen
Fehlervektor nθ̂n − [nθ] stochastische Beschränktheit.
1.5 Folgerung. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞ und es gelte die Eigenschaft (P ).
Ferner sei θ die eindeutige Maximalstelle von |ρ|, dann folgt
nθ̂n − [nθ] = OP (1) .
Der Grenzprozess Z der Folge der Prozesse (Zn)n∈N erweist sich als Linearkombination von ein-
dimensionalen unabhängigen Irrfahrten mit Drift. Es seien ξi,j unabhängige Zufallselemente über
(Ω, A, P ) mit ξi,j ∼ νi für 0 ≤ i ≤ q und j ∈ Z. Damit definiere folgende stochastische Prozesse
Zi = {Zi (l) , l ∈ Z} für 1 ≤ i ≤ q durch
Zi (l) :=



0∑
j=l+1
mi
θi+1−θi Ri (ξi−1,j)−
mi−1
θi−θi−1 Ri−1 (ξi−1,j) l < 0
−
l∑
j=1
mi
θi+1−θi Ri (ξi,j)−
mi−1
θi−θi−1 Ri−1 (ξi,j) l ≥ 0
Hierbei sind Ri : X → R für 0 ≤ i ≤ q spezielle Funktionen, die im Zusammenhang mit den
Hajekprojektionen von U-Statistiken auftreten. Der Prozess Z = {Z (k) : k = (k1, . . . , kq) ∈ Zq}
wird definiert durch
Z (k) := φ (k) + w (θ)
q∑
i=1
Zi (ki)− EZi (ki) .
Es sei arg (Z) bzw. arg (−Z) die Maximal- bzw. die Minimalstellenmenge von Z. Aufgrund der
Definition der Driftfunktion φ folgt aus der Eigenschaft (P+), dass arg (Z) 6= ∅. Aus (P−)
folgt arg (−Z) 6= ∅. Existieren mehrere Maximal- bzw. Minimalstellen von Z erhalten wir eine
Grenzwertaussage für die Folge der Maximalstellenmengen (arg (Zn))n∈N der Folge der Prozesses
(Zn)n∈N.
1.6 Theorem. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞ und es gelte die Eigenschaft (P ).
Ferner sei θ die eindeutige Maximalstelle von |ρ|. Dann folgt
(1) (P+) =⇒ lim sup
n→∞
P (arg (Zn ( h , ·)) ∩ F 6= ∅) ≤ P (arg ( Z ) ∩ F 6= ∅) ∀F ⊂ Zq
(2) (P−) =⇒ lim sup
n→∞
P (arg (Zn (−h, ·)) ∩ F 6= ∅) ≤ P (arg (−Z) ∩ F 6= ∅) ∀F ⊂ Zq.
Falls der Prozess Z eine eindeutige Maximal- bzw. Minimalstelle besitzt, erhalten wir Verteilungs-
konvergenz.
1.7 Theorem. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞ und es gelte die Eigenschaft (P ).
Ferner sei θ die eindeutige Maximalstelle von |ρ|. Dann folgt
(1) (P+) und arg ( Z ) =
{
τ+f
}
P-f.s. =⇒ nθ̂n − [nθ] L−−−−→
n→∞
τ+f in Z
q
(2) (P−) und arg (−Z) =
{
τ−f
}
P-f.s. =⇒ nθ̂n − [nθ] L−−−−→
n→∞
τ−f in Z
q.
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Lokale Alternativen. Nun betrachten wir Folgen von Maßen (νi,n)n∈N mit
P ◦X−1j,n = νi,n für [nθi] < j ≤ [nθi+1] und 0 ≤ i ≤ q.
Hierbei besitzen die Verteilungen die Eigenschaft, dass sie für n → ∞ aufeinander zulaufen,
νi,n Ã ν. Bei beschränkten Kernfunktionen h kann man an schwache Konvergenz der Maße
denken. Damit der Verteilungswechsel noch erkannt werden kann, dürfen die Unterschiede der
Verteilungen nicht zu schnell verschwinden. Diese Eigenschaft der Folgen von Maße νi,n wird
mithilfe von speziellen Integralen der Kernfunktion h charakterisiert. Dazu definiere für n ∈ N
λn :=
∣∣∣∣∣∣
∫
Xm
h (x0,1, ..., xq,m0)
q∏
i=0
mi∏
j=1
νi,n (dxi,j)
∣∣∣∣∣∣
.
Man beachte, wenn ν0,n = · · · = νq,n und h gewisse Antisymmetrien besitzt, dann folgt λn = 0.
Somit ist es sinnvoll, die Konvergenzbedingung (C) für das aufeinander zulaufen der Verteilungen
mithilfe der Folge (λn)n∈N zu definieren.
Konvergenzbedingung (C):
(λn)n∈N ⊂ R>
limn→∞ λn = 0
limn→∞
√
nλn = ∞
limn→∞ λ−1n µk,n existiert für alle k ∈ Nq+10 mit
∑q
i=0 ki = m.
Die vorletzte Bedingung stellt sicher, dass sich die Verteilungen nicht zu schnell annähern. Wir
wählen
κn := λ−1n , bn := λ
2
n.
Aus der letzten Bedingung von (C) folgt dann die Existenz der µk. Damit erhalten wir Konsistenz
und stochastische Beschränktheit des skalierten Fehlervektors nλ2n
(
θ̂n − θ
)
für p > 2.
1.8 Folgerung. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C). Ferner sei θ die
eindeutige Maximalstelle von |ρ|. Dann folgt
θ̂n
n→∞−−−−→ θ P-stochastisch.
1.9 Folgerung. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C) und (P ). Ferner sei θ
die eindeutige Maximalstelle von |ρ|. Dann folgt
nλ2n
(
θ̂n − θ
)
= OP (1) .
Als Grenzprozess Y der Folge der Prozesse (Zn)n∈N erhält man eine Linearkombination von un-
abhängigen zweiseitigen Brownschen Bewegungen mit Drift. Es seien Wi, W̃i für 1 ≤ i ≤ q
unabhängige Brownsche Bewegungen und definiere damit folgende stochastische
Prozesse Yi = {Yi (s) , s ∈ R} für 1 ≤ i ≤ q durch
Yi (s) :=
{
σi,−W̃i (−s) s < 0
σi,+Wi ( s ) s ≥ 0.
Hierbei ergeben sich σi,− und σi,+ als Grenzwerte spezieller Integrale. Die Existenz der σi,− und
σi,+ wird durch eine zusätzliche Bedingung, die so genannte Stabilitätsbedingung (S), sicherge-
stellt. Die Bedingung (S) fordert, dass gewisse Streuungen nicht zu sehr variieren. Ist die Kern-
funktion h beschränkt und konvergieren für 0 ≤ i ≤ q die Folgen von Maßen (νi,n) schwach gegen
ein Maß ν, dann ist (S) zum Beispiel erfüllt.
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Ähnlich zum Prozess Z definieren wir den Prozess Y = {Y (t) : t ∈ Rq} durch
Y (t) := φ (t) + w (θ)
q∑
i=1
Yi (ti) .
Aufgrund der Definition der Driftfunktion φ folgt aus der Eigenschaft (P ) die Existenz von Extrem-
stellen des Prozesses Y . Die Eindeutigkeit der Extremstelle folgt mithilfe eines Satzes von Lifshits
(1982). Damit ergibt sich durch die Anwendung eines Stetigkeitssatzes für das Argmax-Funktional
Verteilungskonvergenz für die Folge
(
nλ2n
(
θ̂n − θ
))
n∈N
.
1.10 Theorem. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C), (P ) und (S). Dann
gilt:
(1) Aus (P+) folgt die Existenz einer P.-f.s. eindeutigen Maximalstelle τ+l von Y mit
nλ2n
(
θ̂n − θ
)
L−−−−→
n→∞
τ+l in R
q.
(2) Aus (P−) folgt die Existenz einer P.-f.s. eindeutigen Minimalstelle τ−l von Y mit
nλ2n
(
θ̂n − θ
)
L−−−−→
n→∞
τ−l in R
q.
Einordnung. Die beiden motivierenden Beispiele sind in unserer Klasse von Schätzern enthal-
ten. Im ersten Fall ist q = 1, m = (1, 1) und h (x, y) = x − y. Beim zweiten Fall ist q = 2,
m = (1, 1, 1) und h (x, y, z) = x − 2y + z. Dieses Beispiel wird jeweils am Ende des vierten und
fünften Kapitels etwas näher betrachtet.
Der Fall q = 1 und m = (1, 1) wurde von Ferger (1994, 1995, 2001) untersucht. Der hier betrachtete
Schätzer ist eine Verallgemeinerung in mehrfacher Hinsicht. Einerseits haben wir hier mehrere
Verteilungswechsel untersucht. Ferner betrachten wir U -Statistiken mit beliebigem Grad. In Ferger
(1995, 2001) wurde die Peakeigenschaft noch auf der gesamten Menge H = (0, 1) vorausgesetzt.
Der Fall q = 1 und m = (2, 2) mit der Kernfunktion h (x1, x2, y1, y2) = g (x1, x2)−g (y1, y2) wurde
von mir im Rahmen meiner Diplomarbeit behandelt, Döring (2004).
Orasch (2004) untersuchte Tests zum Vorliegen von mehrdimensionalen Change-Points. Er be-
trachtete den Fall mi = 1, 0 ≤ i ≤ q mit der Kernfunktion h (x0, . . . , xq) =
∑q−1
i=0
∑q
j=i+1 g (xi, xj),
wobei g : X2 → R eine messbare, symmetrische oder antisymmetrische Funktion sei.
Die Untersuchung von Change-Point-Problemen mithilfe von U-Statistiken geht auf Csörgö und
Horvath zurück. Vergleiche zum Beispiel Csörgö und Horvath (1993), Kapitel 2.4.
Inzwischen gibt es eine Vielzahl von Arbeiten zu Change-Point-Problemen. Einen Überblick findet
man zum Beispiel bei Antoch, Huskova und Jaruskova (1999). Ferner sei auf die Bücher von
Brodsky und Darkhovsky (1993, 2000) verwiesen.
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2 Grundlagen
In diesem Kapitel werden einige Grundlagen bereitgestellt. Dies sind größtenteils in der Literatur
bekannte Aussagen. Es werden Mehrstichproben-U-Statistiken definiert und einige Eigenschaften
gezeigt. Des Weiteren beschäftigen wir uns mit dem mehrdimensionalen Skorokhodraum. Ferner
interessieren wir uns für Stetigkeitssätze des Argmax-Funktionals. Zunächst werden einige Be-
zeichnungen eingeführt und anschließend zwei Martingalungleichungen angegeben.
Bezeichnungen. Es seien N bzw. N0 die natürlichen Zahlen ohne und mit der Null. Mit R bzw.
R> werden die reellen Zahlen bzw. die positiven reellen Zahlen bezeichnet. Durch (an)n∈N ⊂ R
werden reellwertige Folgen dargestellt. Vektoren werden fett dargestellt. Zum Beispiel sei
n = (n1, . . . , nq) ∈ Nq. Des Weiteren bedeutet
k ≤ n ⇐⇒ ki ≤ ni für 1 ≤ i ≤ q
k < n ⇐⇒ k ≤ n und es existiert ein i aus 1 ≤ i ≤ q mit ki < ni.
0 := (0, . . . , 0) und 1 := (1, . . . , 1) sei der Nullvektor bzw. der Einsvektor. Der i-te Einheitsvektor
werde mit ei bezeichnet. Für ein s ∈ R bzw. ein t ∈ Rq sei die Gaussklammer
[s] := max (k ∈ Z, k ≤ s) , [t] := ([t1] , . . . , [tq]) .
Wenn nichts weiter gesagt wird, dann gelten folgende Konventionen.
∑
i∈∅
ai = 0
∏
i∈∅
ai = 1
(
n
k
)
= 0 für n < k oder n < n− k.
Bzw. gelte für Multinomialkoeffizienten
(
n
k1, . . . , kl
)
=
n!∏l
i=1 ki!
= 0 wenn n < ki für ein 1 ≤ i ≤ l.
Es sei F ⊂ Rq und f : F → R. Für ein v ∈ Rq mit v 6= 0 und t ∈ F sei die Richtungsableitung
von f in t definiert, wenn folgender Grenzwert existiert.
∂vf (t) := lim
λ>0
λ→0
f
(
t + λ v‖v‖
)
− f (t)
λ
.
Es seien (Yn)n∈N und (Xn)n∈N Folgen von Zufallselementen über (Ω,A, P ) mit Werten in normier-
ten Räumen.
Xn = oP (Yn) :⇔ ∀δ > 0 : P (‖Xn‖ > δ ‖Yn‖) n→∞−−−−→ 0
Xn = OP (Yn) :⇔ ∀ε > 0 ∃δ ∈ (0,∞) sowie n0 ∈ N so dass ∀n ≥ n0 : P (‖Xn‖ > δ ‖Yn‖) ≤ ε .
Martingalungleichungen.
2.1 Satz (Chowsche Ungleichung). Sei (Sn)n∈N ein Sub-Martingal bzgl. der isotonen Folge von
σ-Algebren (Fn)n∈N. Dann gilt für alle ε > 0 und am+1 ≥ am+2 ≥ · · · ≥ an > 0, m < n ∈ N
εP
({
max
m+1≤i≤n
aiSi ≥ ε
})
≤
n−1∑
i=m+1
(ai − ai+1)ES+i + anES+n .
Beweis: siehe Gänssler und Stute (1977), Satz 6.6.1., S. 229.
2.2 Satz (Doobsche Ungleichung). Sei (Sn)n∈N ein Sub-Martingal bzgl. der isotonen Folge von
σ-Algebren (Fn)n∈N. Dann gilt für alle m < n ∈ N und ε > 0
εP
({
max
m≤i≤n
Si ≥ ε
})
≤ E |Sn| .
Beweis: siehe Gänssler und Stute (1977), Satz 6.6.7., S. 230.
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2.1 Mehrstichproben-U-Statistiken
U-Statistiken sind gut bekannt, vergleiche zum Beispiel Koroljuk und Borovskich (1994) oder Lee
(1990). In der Literatur wird meistens der Einstichprobenfall betrachtet. Der Mehrstichprobenfall
wird oft nur kurz mit der Bemerkung ”funktioniert analog zum Einstichprobenfall” behandelt. Im
folgenden werden einige Eigenschaften zusammengestellt. Zu Aussagen die nicht in Koroljuk und
Borovskich (1994) bzw. Lee (1990) direkt auftauchen, habe ich die Beweise mit angegeben.
Die im folgenden benutzten Bezeichnungen beziehen sich nur auf diesen Abschnitt. Es seien n ∈ Nq0,
n =
q∑
i=1
ni und ξi1, . . . , ξ
i
ni für 1 ≤ i ≤ q unabhängige Zufallsvariablen über (Ω, A, P) mit Werten in
einem messbaren Raum (X,F). Dabei besitzen ξik die Verteilung νi für alle 1 ≤ k ≤ ni. Des Weiteren
sei m ∈ Nq0 mit 0 < m ≤ n und es sei m :=
q∑
i=1
mi. Dann sei h : Xm → R eine Fm-B (R)-messbare
Funktion, die jeweils in den mi Variablen symmetrisch ist. Das heißt, für alle Permutationen πi
der jeweils mi Koordinaten und für alle x =
(
x11, . . . , x
1
m1 , . . . , x
q
1, . . . , x
q
mq
)
∈ Xm gilt
h
(
x11, . . . , x
1
m1 , . . . , x
q
1, . . . , x
q
mq
)
= h
(
x1π1(1), . . . , x
1
π1(m1)
, . . . , xqπq(1), . . . , x
q
πq(mq)
)
.
Des Weiteren wird von der Funktion h wird gefordert, dass sie p-fach integrierbar ist. Das heißt,
es existiert ein p ∈ R mit 1 ≤ p < ∞ und eine Konstante M̃p ∈ R mit
M̃p :=
∫
Xm
∣∣∣h
(
y11 , . . . , y
1
m1 , . . . , y
q
1, . . . , y
q
mq
)∣∣∣
p
q∏
i=1
mi∏
j=1
νi
(
dyij
)
< ∞.
2.3 Definition. Unter der q-Stichproben-U-Statistik Un (h) mit der so genannten Kernfunktion
h vom Grad m versteht man folgendes Funktional
Un (h) :=
q∏
i=1
(
ni
mi
)−1 ∑
1≤i11<...<i1m1≤n1
...
∑
1≤iq1<...<iqmq≤nq
h
(
ξ1i11
, ..., ξ1i1m1
, ..., ξq
iq1
, ..., ξq
iqmq
)
.
Mit δx werde das Diracmaß im Punktes x bezeichnet.
2.4 Definition. Für einen Vektor d ∈ Nq0 mit 0 ≤ d ≤ m und d :=
q∑
i=1
di sei hd : Xd → R die zu
h assoziierte Funktion definiert durch
hd
(
x11, . . . , x
1
d1 , . . . , x
q
1, . . . , x
q
dq
)
:=
∫
Xm
h
(
y11 , . . . , y
1
m1 , . . . , y
q
1, . . . , y
q
mq
) q∏
i=1
di∏
j=1
(
δxij
(
dyij
)− νi
(
dyij
)) mi∏
j=di+1
νi
(
dyij
)
.
2.5 Bemerkung. Es sei M1 < ∞. Dann gilt
hd ist Xd −B (R)−messbar,
hd ist jeweils in den di Variablen symmetrisch,
h0 = Eh
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)
.
2.6 Lemma. Es existiere ein p ∈ [1,∞) mit M̃p < ∞. Dann sind die Funktionen hd p-fach
Integrierbar und es existiert eine positive Konstante C > 0 für die gilt
E
∣∣∣hd
(
ξ11 , . . . , ξ
1
d1 , . . . , ξ
q
1 , . . . , ξ
q
dq
)∣∣∣
p
≤ CM̃p.
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Beweis:
E
∣∣∣hd
(
ξ11 , . . . , ξ
1
d1 , . . . , ξ
q
1 , . . . , ξ
q
dq
)∣∣∣
p
=
∫
Xd
|hd (x)|p
q∏
i=1
di∏
j=1
νi
(
dxij
)
=
∫
Xd
∣∣∣∣∣∣
∫
Xm
h (y)
q∏
i=1


di∏
j=1
(
δxij
(
dyij
)− νi
(
dyij
)) mi∏
j=di+1
νi
(
dyij
)


∣∣∣∣∣∣
p
q∏
i=1
di∏
j=1
νi
(
dxij
)
Fubini=
∫
Xd
∣∣∣∣∣∣
∫
Xm−d
∫
Xd
h (y)


q∏
i=1
di∏
j=1
δxij
(
dyij
)− νi
(
dyij
)




q∏
i=1
mi∏
j=di+1
νi
(
dyij
)


∣∣∣∣∣∣
p
q∏
i=1
di∏
j=1
νi
(
dxij
)
=
∫
Xd
∣∣∣∣E
∫
Xd
h
(
y11 , . . . , y
1
d1 , ξ
1
d1+1 . . . , ξ
1
m1 , . . . , y
q
1, . . . , y
q
dq
, ξqdq+1 . . . , ξ
q
mq
)
q∏
i=1
di∏
j=1
δxij
(
dyij
)− νi
(
dyij
)
∣∣∣∣∣∣
p
q∏
i=1
di∏
j=1
νi
(
dxij
)
Jensen≤
∫
Xd
E
∣∣∣∣
∫
Xd
h
(
y11 , . . . , y
1
d1 , ξ
1
d1+1 . . . , ξ
1
m1 , . . . , y
q
1, . . . , y
q
dq
, ξqdq+1 . . . , ξ
q
mq
)
q∏
i=1
di∏
j=1
δxij
(
dyij
)− νi
(
dyij
)
∣∣∣∣∣∣
p
q∏
i=1
di∏
j=1
νi
(
dxij
)
=
∫
Xd
∫
Xm−d
∣∣∣∣∣∣
∫
Xd
h (y)
q∏
i=1
di∏
j=1
δxij
(
dyij
)− νi
(
dyij
)
∣∣∣∣∣∣
p 

q∏
i=1
mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=1
νi
(
dxij
)


B.7=
∫
Xd
∫
Xm−d
∣∣∣∣∣∣
∫
Xd
h (y)
q∏
i=1


di∑
k=0
∑
1≤l1<···<lk≤di
(−1)di−k
k∏
j=1
δxilj
(
dyilj
) ∏
j∈{1,...,di}/{l1,...,lk}
νi
(
dyij
)


∣∣∣∣∣∣
p 

q∏
i=1
mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=1
νi
(
dxij
)


=
∫
Xd
∫
Xm−d
∣∣∣∣∣∣∣
∫
Xd
h (y)
d1∑
k1=0
∑
1≤l11<···<l1k1≤d1
· · ·
dq∑
kq=0
∑
1≤lq1<···<lqkq≤dq
q∏
i=1
(−1)di−ki
ki∏
j=1
δxi
li
j
(
dyilij
) ∏
j∈{1,...di}/{li1,...,liki}
νi
(
dyij
)
∣∣∣∣∣∣∣
p 

q∏
i=1
mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=1
νi
(
dxij
)


≤ (d1 + 1)p
d1∑
k1=0
(
d1
k1
)p ∑
1≤l11<···<l1k1≤d1
. . . (dq + 1)
p
dq∑
kq=0
(
dq
kq
)p ∑
1≤lq1<···<lqkq≤dq
∫
Xd
∫
Xm−d
∣∣∣∣∣∣∣
∫
Xd
h (y)
q∏
i=1

(−1)di−ki
ki∏
j=1
δxi
li
j
(
dyilij
) ∏
j∈{1,...di}/{li1,...,liki}
νi
(
dyij
)


∣∣∣∣∣∣∣
p


q∏
i=1
mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=1
νi
(
dxij
)


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= (d1 + 1)
p
d1∑
k1=0
(
d1
k1
)p ∑
1≤l11<···<l1k1≤d1
. . . (dq + 1)
p
dq∑
kq=0
(
dq
kq
)p ∑
1≤lq1<···<lqkq≤dq
∫
Xd
∫
Xm−d
∣∣∣∣
∫
Xd−k
h
(
y11 , . . . , x
1
l11
, . . . , x1l1k1
, . . . , y1m1 , . . . , y
q
1, . . . , x
q
lq1
, . . . , xq
lqkq
, . . . , yqmq
)
q∏
i=1
(−1)di−ki
∏
j∈{1,...,di}/{li1,...,liki}
νi
(
dyij
)
∣∣∣∣∣∣∣
p 

q∏
i=1
mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=1
νi
(
dxij
)


Jensen≤ (d1 + 1)p
d1∑
k1=0
(
d1
k1
)p ∑
1≤l11<···<l1k1≤d1
. . . (dq + 1)
p
dq∑
kq=0
(
dq
kq
)p ∑
1≤lq1<···<lqkq≤dq
∫
Xd
∫
Xm−d
∫
Xd−k
∣∣∣∣∣h
(
y11 , . . . , x
1
l11
, . . . , x1l1k1
, . . . , y1m1 , . . . , y
q
1, . . . , x
q
lq1
, . . . , xq
lqkq
, . . . , yqmq
) q∏
i=1
(−1)di−ki
∣∣∣∣∣
p


q∏
i=1
∏
j∈{1,...,di}/{li1,...,liki}
νi
(
dyij
)




q∏
i=1
mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=1
νi
(
dxij
)


= (d1 + 1)
p
d1∑
k1=0
(
d1
k1
)p ∑
1≤l11<···<l1k1≤d1
. . . (dq + 1)
p
dq∑
kq=0
(
dq
kq
)p ∑
1≤lq1<···<lqkq≤dq∫
Xd
∫
Xm−d
∫
Xd−k
∣∣∣∣h
(
y11 , . . . , x
1
l11
, . . . , x1l1k1
, . . . , y1m1 , . . . , y
q
1, . . . , x
q
lq1
, . . . , xq
lqkq
, . . . , yqmq
)∣∣∣∣
p


q∏
i=1
∏
j∈{1,...,di}/{li1,...,liki}
νi
(
dyij
)




q∏
i=1
mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=1
νi
(
dxij
)


Fubini= (d1 + 1)
p
d1∑
k1=0
(
d1
k1
)p ∑
1≤l11<···<l1k1≤d1
. . . (dq + 1)
p
dq∑
kq=0
(
dq
kq
)p ∑
1≤lq1<···<lqkq≤dq∫
Xm−d
∫
Xd−k
∫
Xd
∣∣∣∣h
(
y11 , . . . , x
1
l11
, . . . , x1l1k1
, . . . , y1m1 , . . . , y
q
1, . . . , x
q
lq1
, . . . , xq
lqkq
, . . . , yqmq
)∣∣∣∣
p


q∏
i=1
di∏
j=1
νi
(
dxij
)




q∏
i=1
∏
j∈{1,...,di}/{li1,...,liki}
νi
(
dyij
)




q∏
i=1
mi∏
j=di+1
νi
(
dyij
)


= (d1 + 1)
p
d1∑
k1=0
(
d1
k1
)p ∑
1≤l11<···<l1k1≤d1
. . . (dq + 1)
p
dq∑
kq=0
(
dq
kq
)p ∑
1≤lq1<···<lqkq≤dq∫
Xm−d
∫
Xd−k
∫
Xk
∣∣∣∣h
(
y11 , . . . , x
1
l11
, . . . , x1l1k1
, . . . , y1m1 , . . . , y
q
1, . . . , x
q
lq1
, . . . , xq
lqkq
, . . . , yqmq
)∣∣∣∣
p


q∏
i=1
ki∏
j=1
νi
(
dxi
ljj
)




q∏
i=1
∏
j∈{1,...,di}/{li1,...,liki}
νi
(
dyij
)




q∏
i=1
mi∏
j=di+1
νi
(
dyij
)


≤ (d1 + 1)p
d1∑
k1=0
(
d1
k1
)p ∑
1≤l11<···<l1k1≤d1
. . . (dr + 1)
p
dr∑
kr=0
(
dr
kr
)p ∑
1≤lr1<···<lrkr≤dr
M̃p
≤ CM̃p.
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2.7 Definition. Eine Funktion h : Xm → R, die Fm-B (R)-messbar und integrierbar ist,
heißt d-degeneriert bezüglich (ν1, . . . , νq), wobei d ∈ Nq0 und d ≤ m ist, wenn gilt
hc
(
ξ11 , . . . , ξ
1
c1 , . . . , ξ
q
1 , . . . , ξ
q
cq
)
= 0 P-f.s., für alle c ∈ Nq0 mit 0 ≤ c < d,
hd
(
ξ11 , . . . , ξ
1
d1 , . . . , ξ
q
1 , . . . , ξ
q
dq
)
6= 0 P-f.s..
Eine U-Statistik heißt d-degeneriert, wenn ihr Kern d-degeneriert ist.
Die Funktionen hd sind d-degenerierte Kerne.
2.8 Lemma. Es sei M1 < ∞. Des Weiteren sei c ∈ Nq0 mit c < d und es sei c :=
q∑
i=1
ci. Dann
gilt für alle festen Vektoren x ∈ Xc
Ehd
(
x11, . . . , x
1
c1 , ξ
1
c1+1, . . . , ξ
1
d1 , . . . , x
q
1, . . . , x
q
cq , ξ
q
cq+1
, . . . , ξqdq
)
= 0 .
Beweis: Vergleiche Lee (1990), Theorem 2, Seite 28.. Aus c < d folgt die Existenz eines i0 mit
ci0 < di0 . Und damit folgt für ein beliebiges x ∈ Xc
Ehd
(
x11, . . . , x
1
c1 , ξ
1
c1+1, . . . , ξ
1
d1 , . . . , x
q
1, . . . , x
q
cr , ξ
q
cr+1
, . . . , ξqdq
)
=
∫
Xd−c
hd
(
x11, . . . , x
1
d1 , . . . , x
q
1, . . . , x
q
dq
) q∏
i=1
di∏
j=ci+1
νi
(
dxij
)
=
∫
Xd−c


∫
Xm
h (y)
q∏
i=1
di∏
j=1
(
δxij
(
dyij
)− νi
(
dyij
)) mi∏
j=di+1
νi
(
dyij
)


q∏
i=1
di∏
j=ci+1
νi
(
dxij
)
Fubini=
∫
Xd−c−1
∫
Xm−1
∫
X2
h (y)
(
δ
x
i0
di0
(
dyi0di0
)
− νi0
(
dyi0di0
))
νi0
(
dxi0di0
)


q∏
i=1
di∏
j=1︸ ︷︷ ︸
(i,j)6=(i0,di0)
(
δxij
(
dyij
)− νi
(
dyij
)) mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=ci+1︸ ︷︷ ︸
(i,j)6=(i0,di0)
νi
(
dxij
)


=
∫
Xd−c−1
∫
Xm−1
∫
X
(
h
(
y11 , . . . , x
i0
di0
, . . . , yqmq
)
−
∫
X
h (y) νi0
(
dyi0di0
))
νi0
(
dxi0di0
)


q∏
i=1
di∏
j=1︸ ︷︷ ︸
(i,j)6=(i0,di0)
(
δxij
(
dyij
)− νi
(
dyij
)) mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=ci+1︸ ︷︷ ︸
(i,j)6=(i0,di0)
νi
(
dxij
)


=
∫
Xd−c−1
∫
Xm−1
(∫
X
h
(
y11 , . . . , x
i0
di0
, . . . , yqmq
)
νi0
(
dxi0di0
)
−
∫
X
h (y) νi0
(
dyi0di0
))


q∏
i=1
di∏
j=1︸ ︷︷ ︸
(i,j)6=(i0,di0)
(
δxij
(
dyij
)− νi
(
dyij
)) mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=ci+1︸ ︷︷ ︸
(i,j)6=(i0,di0)
νi
(
dxij
)


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=
∫
Xd−c−1
∫
Xm−1
0


q∏
i=1
di∏
j=1︸ ︷︷ ︸
(i,j)6=(i0,di0)
(
δxij
(
dyij
)− νi
(
dyij
)) mi∏
j=di+1
νi
(
dyij
)




q∏
i=1
di∏
j=ci+1︸ ︷︷ ︸
(i,j)6=(i0,di0)
νi
(
dxij
)


= 0 .
2.9 Bemerkung. Es sei M1 < ∞. Dann gilt insbesondere
• Ehd
(
ξ11 , . . . , ξ
1
d1
, . . . , ξq1 , . . . , ξ
q
dq
)
= 0.
• (hd)c
(
ξ11 , . . . , ξ
1
c1 , . . . , ξ
q
1 , . . . , ξ
q
cq
)
= 0 P-f.s. für alle c ∈ Nq0 mit 0 ≤ c < d.
• (hd)d = hd .
Man kann wieder U-Statistiken mit den degenerierten Kernfuntionen hd bilden. Damit existiert
eine Darstellung der U-Statistik als Summe von degenerierten U-Statistiken, die so genannte
Hoeffding-Zerlegung.
2.10 Lemma (Hoeffding-Zerlegung). Es sei M1 < ∞. Dann gilt
Un (h) = EUn (h) +
m1∑
d1=0
· · ·
mq∑
dq=0︸ ︷︷ ︸
d 6=0
(
m1
d1
)
. . .
(
mq
dq
)
Un (hd)
Beweis: siehe Lee (1990), Theorem 3, S. 40.
Zunächst sei an zwei Eigenschaften der bedingten Erwartung erinnert.
2.11 Satz (Streichen unabhängiger Anteile). Es sei X eine integrierbare Zufallsvariable und F1,F2
Sub-σ-Algebra von A, derart das σ (σ (X) ∪ F1) unabhängig von F2 sind. Dann folgt
E (X|σ (F1 ∪ F2)) = E (X|F1) .
Beweis: siehe Gänssler und Stute (1977), Übung 5.2.2., S. 203.
2.12 Satz. Y : (Ω,A) → (Ω′′, A′′) und Z : (Ω,A) → (Ω′, A′) seien messbar und unabhängig,
T : Ω′′ × Ω′ → R , A′′ ⊗ A′ −B -messbar und T (Y, Z) integrierbar. Dann gilt
E (T (Y, Z) |Z = x) = ET (Y, x) für PZ-fast alle x ∈ Ω′ .
Beweis: siehe Gänssler und Stute (1977), Satz 5.3.22, S. 199.
Martingaleigenschaften für Mehrstichproben-U-Statistiken. Einstichproben-U-Statistiken
besitzen folgende Martingaleigenschaften.
2.13 Lemma. Es sei M1 < ∞. Dann gilt im Fall q = 1 für alle 1 ≤ d1 ≤ m1
((
k
d1
)
Uk (hd1) , σ
({
ξ1j
∣∣ 1 ≤ j ≤ k})
)
d1≤k<∞
ist ein Martingal,
(Un1−k (h) , σ ({Un̄1 (h)|n1 − k ≤ n̄1 ≤ n1}))0≤k≤n1−m1 ist ein Martingal.
Beweis: siehe Lee (1990), Theorem 1 und 2, S. 118
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2.14 Bemerkung. Es sei M1 < ∞. Dann gilt insbesondere
(Un1−k (hd1) , σ ({Un̄1 (hd1)|n1 − k ≤ n̄1 ≤ n1}))0≤k≤n1−d1 ist ein Martingal.
Auch Mehrstichproben-U-Statistiken besitzen Martingaleigenschaften. Im speziellen werden hier
Martingale betrachtet, die nach K ⊆ Nq0 indiziert sind. Im Gegensatz zu Christofides und Serfling
(1990) verwenden wir hier keine Ordnungsstatistiken.
2.15 Definition. Es sei {Xn,n ∈ K} eine Familie von Zufallselementen über (Ω, A, P ) und
{Fn,n ∈ K} eine Familie von Teil-σ-Algebren von A, für die gilt
Fl ⊆ Fn für alle l,n ∈ K mit l ≤ n
Xn ist Fn messbar und integrierbar für alle n ∈ K
E (Xn|Fl) = Xl für alle l,n ∈ K mit l ≤ n.
Dann sagen wir (Xn, Fn)n∈K ist ein Martingal.
Analog zum Einstichprobenfall gilt für die degenerierten U-Statistiken folgende Martingalstruktur.
2.16 Lemma. Es sei M1 < ∞. Des Weiteren sei ∅ 6= I ⊆ {1, . . . , q} und für i /∈ I sei ki ∈ N mit
di ≤ ki < ∞ gegeben. Definiere für
k ∈ K :=
{
k̄ ∈ N|I|0
∣∣∣ di ≤ k̄i < ∞, i ∈ I
}
Fk := σ
({
ξij
∣∣ 1 ≤ i ≤ q, 1 ≤ j ≤ ki
})
Sk :=
∏
i∈I
(
ki
di
)
Uk̃ (hd) ,
wobei k̃ ∈ Nq0 mit k̃i = ki sei. Dann gilt (Sk,Fk)k∈K ist ein Martingal.
Beweis: Der Beweis funktioniert analog zum Einstichprobenfall. Vergleiche Lee (1990), Theorem
1, S. 118 bzw. ausführlicher Antoni (2004), Lemma 1.6, S.15.
Es sei k, l ∈ K mit k ≤ l. Dann gilt
Fk = σ
({
ξij
∣∣ 1 ≤ i ≤ q, 1 ≤ j ≤ ki
}) ⊆ σ ({ξij
∣∣ 1 ≤ i ≤ q, 1 ≤ j ≤ li
})
= Fl.
Aus der Messbarkeit von h folgt die Messbarkeit von hd. Zusammen mit der Messbarkeit der ξij
folgt, dass Sk bzgl. Fk messbar ist. Aus M1 < ∞ folgt die Integrierbarkeit von h, somit von hd
und auch von Sk.
Um E (Sl|Fk) = Sk für alle k, l ∈ K mit k ≤ l zu beweisen, zeigen wir für alle l ∈ I die
Gültigkeit von E (Sk+el |Fk) = Sk. Es sei also l ∈ I beliebig. Wir betrachten eine beliebige Teil-
menge
{
ji1, . . . , j
i
di
}
von {1, . . . , ki} für 1 ≤ i ≤ q, i 6= l und
{
jl1, . . . , j
l
dl−1
}
von {1, . . . , kl}. Es
sei ξJ =
(
ξj11 , . . . , ξj
q
dq
)
ein d− 1-dimensionaler Zuvallsvektor mit Verteilung PξJ . Dann folgt mit
dem Faktorisierungssatz für bedingte Erwartungen 2.12 sowie der Degeneriertheit der Funktion
hd, dass für PξJ -f.s. alle x ∈ Xd−1 gilt
E
(
hd
(
ξj11 , . . . , . . . , ξ
l
jl1
, . . . , ξljldl
, ξljlkl+1
. . . . . . , ξjqdq
)∣∣∣∣ ξJ = x
)
= E
(
hd
(
ξJ, ξljlkl+1
)∣∣∣∣ ξJ = x
)
2.12= Ehd
(
x, ξljlkl+1
)
2.8
= 0 .
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Damit gilt
E (Sk+el |Fk) = E


(
kl + 1
dl
) ∏
i∈I\{l}
(
ki
di
)
Uk̃+el (hd)
∣∣∣∣∣∣
Fk


= E


∑ ∑
1≤jl1<···<jldl≤kl+1
hd
(
. . . , ξljl1
, . . . , ξljldl
, . . .
)
∣∣∣∣∣∣∣
Fk


= E


∑ ∑
1≤jl1<···<jldl≤kl
hd
(
. . . , ξljl1
, . . . , ξljldl
, . . .
)
+
∑ ∑
1≤jl1<···<jldl−1≤kl
hd
(
. . . , ξljl1
, . . . , ξljldl−1
, ξljlkl+1
, . . .
)
∣∣∣∣∣∣∣
Fk


= E
(
Sk +
∑
J
hd
(
ξJ, ξljlkl+1
)∣∣∣∣∣ Fk
)
= E (Sk|Fk) +
∑
J
E
(
hd
(
ξJ, ξljlkl+1
)∣∣∣∣ Fk
)
= Sk +
∑
J
E
(
hd
(
ξJ, ξljlkl+1
)∣∣∣∣
{
ξij
∣∣ 1 ≤ i ≤ q, 1 ≤ j ≤ ki
})
2.11= Sk +
∑
J
E
(
hd
(
ξJ, ξljlkl+1
)∣∣∣∣ ξJ
)
= Sk P -f.s..
Analog zum Einstichprobenfall gilt eine ”inverse” Martingaleigenschaft.
2.17 Lemma. Es sei M1 < ∞. Definiere für k ∈ L :=
{
k̄ ∈ Nq0
∣∣0 ≤ k̄ ≤ n−m}
Gk := σ ({Un̄ (h)|n− k ≤ n̄ ≤ n})
Tk := Un−k (h) .
Dann gilt (Tk, Gk)k∈L ist ein Martingal.
Beweis: Der Beweis funktioniert analog zum Einstichprobenfall. Vergleiche Lee (1990), Theorem
2, S. 118 bzw. ausführlicher Antoni (2004), Lemma 1.7, S.17.
Es sei k, l ∈ L mit k ≤ l. Daraus folgt n− k ≥ n− l und somit gilt
Gk = σ ({Un̄ (h)|n− k ≤ n̄ ≤ n}) ⊆ σ ({Un̄ (h)|n− l ≤ n̄ ≤ n}) = Gl .
Tk = Un−k (h) ist Gk messbar für alle k ∈ L, da Gk unter anderem von Un−k (h) erzeugt wird.
Aus M1 < ∞ folgt die Integrierbarkeit von h und somit auch von Un−k (h).
Es bleibt, für k, l ∈ L mit k ≤ l
E (Tl|Gk) = Tk
zu zeigen. Der Beweis wird analog zu Antoni (2004), Lemma 1.7, geführt. Zunächst zeigen wir,
dass für jede Teilmenge
{
ji1, . . . , j
i
mi
}
von {1, . . . , ni − ki} für 1 ≤ i ≤ q
E
(
h
(
ξ1j11
, . . . , ξ1j1m1
, . . . , ξq
jq1
, . . . , ξq
jqmq
)∣∣∣ Gk
)
= E
(
h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)∣∣∣ Gk
)
.
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Dies ist äquivalent zu
∫
G
h
(
ξ1j11
, . . . , ξ1j1m1
, . . . , ξq
jq1
, . . . , ξq
jqmq
)
dP =
∫
G
h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)
dP ∀G ∈ Gk .
Es genügt, die Gleichheit der Integrale auf einem durchschnittsstabilen Erzeuger E von Gk zu
zeigen. Dazu betrachte folgende Darstellung der σ-Algebra Gk,
Gk = σ
(
n⋃
n̄=n−k
Un̄ (h)
−1 (B)
)
= σ (E) ,wobei
E :=
{
n⋂
n̄=n−k
{Un̄ (h) ∈ Bn̄}
∣∣∣∣∣ n̄ ∈ N
q
0 ,Bn̄ ∈ B
}
.
Diese Darstellung gilt, da zu jedem G ∈
n⋃
n̄=n−k
Un̄ (h)
−1 (B) existiert ein n̄ ∈ Nq0 mit n−k ≤ n̄ ≤ n
und ein B ∈ B mit G = {Un̄ (h) ∈ B}. Somit gilt G ∈ σ (E). Sei jetzt G ∈ E . Dann existieren
Mengen Bn̄ ∈ B, so dass G =
n⋂
n̄=n−k
{Un̄ (h) ∈ Bn̄}. Da aber {Un̄ (h) ∈ Bn̄} ∈
n⋃
n̄=n−k
Un̄ (h)
−1 (B)
für alle n̄ und Gk Durchschnittsstabil ist, folgt G ∈ Gk. Und somit gilt die obige Gleichung. E ist
Durchschnittsstabil, da für alle G1, G2 ∈ E gilt
G1 ∩G2 =
{
n⋂
n̄=n−k
{Un̄ (h) ∈ Bn̄}
}⋂ { n⋂
n̄=n−k
{Un̄ (h) ∈ B′n̄}
}
=
n⋂
n̄=n−k
{Un̄ (h) ∈ Bn̄ ∩B′n̄} ∈ E .
Aus der Symmetrie der Kernfunktion h folgt, dass Un̄ (h) für alle n̄ ∈ Nq0 mit n − k ≤ n̄ ≤ n
invariant bzgl. jeder Permutation πi von ni − ki Koordinaten der ξi1, . . . , ξini−ki für alle 1 ≤ i ≤ q
sind. Das heißt, für jede Teilmenge
{
ji1, . . . , j
i
mi
}
von {1, . . . , ni − ki} für 1 ≤ i ≤ q gilt
Un̄ (h) = Un̄
(
ξ11 , . . . , ξ
1
ñ1 , . . . , ξ
q
1 , . . . , ξ
q
ñq
)
= Un̄
(
ξ1j11
, . . . , ξ1j1m1
, ξ1r11
, . . . , ξ1r1n1−k1−m1
, ξ1n1−k1+1, . . . , ξ
1
ñ1 , . . . ,
ξq
jq1
, . . . , ξq
jqmq
, ξq
rq1
, . . . , ξq
rqnq−kq−mq
, ξqnq−kq+1, . . . , ξ
q
ñq
)
,
wobei
{
ri1, . . . , r
i
ni−ki−mi
}
= {1, . . . , ni − ki} \
{
ji1, . . . , j
i
mi
}
.
Definiere die n-dimensionalen Zufallsvektoren ξ1 und ξJ durch
ξ1i,l := ξ
i
l
ξJi,l :=



ξi
jil
1 ≤ l ≤ mi
ξi
ril−mi
mi + 1 < l ≤ ni − ki
ξil ni − ki < l ≤ ni 1 ≤ i ≤ q, 1 ≤ l ≤ ni.
Aus der identischen Verteilung innerhalb einer Stichprobe folgt, dass
(
ξiji1
, . . . , ξijimi
, ξiri1
, . . . , ξirini−ki−mi
, ξini−ki+1, . . . , ξ
i
ni
)
L=
(
ξi1, . . . , ξ
i
ni
)
,
und somit gilt ξ1 L= ξJ.
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Damit erhalten wir für alle G ∈ E , wobei G die Darstellung G =
n⋂
n̄=n−k
{Un̄ (h) ∈ Bn̄} besitzt,
dass
∫
G
h
(
ξ1j11
, . . . , ξ1j1m1
, . . . , ξq
jq1
, . . . , ξq
jqmq
)
dP
=
∫
Ω
1( nT
n̄=n−k
{Un̄(h)∈Bn̄}
)h
(
ξ1j11
, . . . , ξ1j1m1
, . . . , ξq
jq1
, . . . , ξq
jqmq
)
dP
=
∫
Ω
g
(
ξJ
)
dP , wobei g : Xn → R eine integrierbare Abbildung ist.
=
∫
Xn
g (x) PξJ (dx)
=
∫
Xn
g (x) Pξ1 (dx)
=
∫
Ω
g
(
ξ1
)
dP
=
∫
Ω
1( nT
n̄=n−k
{Un̄(h)∈Bn̄}
)h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)
dP
=
∫
G
h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)
dP .
Somit gilt für alle k ∈ L
E
(
h
(
ξ1j11
, . . . , ξ1j1m1
, . . . , ξq
jq1
, . . . , ξq
jqmq
)∣∣∣ Gk
)
= E
(
h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)∣∣∣ Gk
)
.
Es folgt
Tk = E (Tk|Gk) = E (Un−k (h)|Gk)
= E
(
q∏
i=1
(
ni − ki
mi
)−1 ∑
h
(
ξ1j11
, . . . , ξ1j1m1
, . . . , ξq
jq1
, . . . , ξq
jqmq
)∣∣∣∣∣ Gk
)
=
q∏
i=1
(
ni − ki
mi
)−1 ∑
E
(
h
(
ξ1j11
, . . . , ξ1j1m1
, . . . , ξq
jq1
, . . . , ξq
jqmq
)∣∣∣ Gk
)
=
q∏
i=1
(
ni − ki
mi
)−1 ∑
E
(
h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)∣∣∣ Gk
)
= E
(
h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)∣∣∣ Gk
)
.
Letztendlich folgt für k, l ∈ L mit k ≤ l, dass
E (Tl|Gk) = E
(
E
(
h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)∣∣∣ Gl
)∣∣∣ Gk
)
= E
(
h
(
ξ11 , . . . , ξ
1
m1 , . . . , ξ
q
1 , . . . , ξ
q
mq
)∣∣∣ Gk
)
= Tk.
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2.18 Bemerkung. Es sei M1 < ∞. Definiere für beliebiges 0 < d ≤ m und k ∈ L̃ :={
k̄ ∈ Nq0
∣∣0 ≤ k̄ ≤ n− d}
G̃k := σ ({Un̄ (hd)|n− k ≤ n̄ ≤ n})
T̃k := Un−k (hd) .
Dann gilt
(
T̃k, G̃k
)
k∈L̃
ist ein Martingal.
2.19 Lemma. Mit den Bezeichnungen und Voraussetzungen der vorangegangenen Lemmata folgt
für beliebiges 1 ≤ i ≤ q, dass
(
Sk+(k−ki)ei ,Fk+(k−ki)ei
)
di≤k<∞ für k ∈ K,(
Tk+(k−ki)ei , Gk+(k−ki)ei
)
0≤k≤ni−mi für k ∈ L,(
T̃k+(k−ki)ei , G̃k+(k−ki)ei
)
0≤k≤ni−di
für k ∈ L̃
eindimensionale zeitdiskrete Martingale sind.
Somit sind für diese Martingale Maximalungleichungen wie die von Doob 2.2 oder Chow 2.1
anwendbar.
Momentenungleichung für Mehrstichproben-U-Statistiken.
2.20 Lemma. Es existiere ein p ∈ [1,∞) mit M̃p < ∞. Dann existiert eine von p abhängende
Konstante Cp > 0 für die gilt
E |Un (hd)|p ≤ CpE
∣∣∣hd
(
ξ11 , . . . , ξ
q
dq
)∣∣∣
p
(
q∏
i=1
ndii
)−a(p)
,
wobei a (p) wie folgt definiert ist,
a (p) :=
{
p− 1 1 ≤ p ≤ 2
1
2p 2 < p < ∞.
Beweis: Der Beweis wird durch Vollständige Induktion über q geführt. Dabei wird eine Momente-
nungleichung für gewöhnliche U-Statistiken benutzt. Aus Antoni (2004), Satz 2.1 Seite 29, folgt
folgende Ungleichung.
Sei Un eine d-degenerierte U-Statistik vom Grad m mit Kern h und es existiere ein p ∈ [1,∞) mit
M̃p < ∞. Dann existiert eine positive von p abhängende Konstante Cp, so dass gilt
E |Un − EUn|p ≤ CpE |h (X1, . . . , Xm)|p n−da(p).
Im folgenden sei Cp > 0 eine positive generische von p abhängende Konstante. Es sei q = 1.
Dann ist Un1 (hd1) eine d1-degenerierte zentrierte U-Statistik, erfüllt also die Voraussetzungen
der obigen Ungleichung, und es gilt
E |Un1 (hd1)|p ≤ CpE
∣∣hd1
(
ξ11 , . . . , ξ
1
d1
)∣∣p n−d1a(p)1 .
Daraus ergibt sich der Induktionsanfang. Es gelte nun die Behauptung für q − 1. Dann betrachte
für festen Vektor x ∈ Xnq die Funktion gx : Xd−dq → R definiert durch
gx
(
y11 , . . . , y
q−1
dq−1
)
:=
(
nq
dq
)−1 ∑
1≤j1<···<jdq≤nq
hd
(
y11 , . . . , y
q−1
dq−1 , xj1 , . . . , xjdq
)
.
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Für alle festen x ∈ Xnq ist gx ein Kern vom Grad d̄ = (d1, . . . , dq−1), der d̄-degeneriert bezüglich
der Maße (ν1, . . . , νq−1) ist. Denn es sei c ∈ Nq−10 mit 0 ≤ c < d̄. Dann gilt für die zum Kern gx
assoziierte Funktion gx,c
gx,c
(
ξ11 , . . . , ξ
q−1
cq−1
)
=
∫
Xd−dq
gx
(
y11 , . . . , y
q−1
dq−1
) q−1∏
i=1
ci∏
j=1
(
δξij
(
dyij
)− νi
(
dyij
)) di∏
j=ci+1
νi
(
dyij
)
=
∫
Xd−dq
(
nq
dq
)−1 ∑
1≤j1<···<jdq≤nq
hd
(
y11 , . . . , y
q−1
dq−1 , xj1 , . . . , xjdq
) q−1∏
i=1
ci∏
j=1
(
δξij
(
dyij
)− νi
(
dyij
)) di∏
j=ci+1
νi
(
dyij
)
=
(
nq
dq
)−1 ∑
1≤j1<···<jdq≤nq
∫
Xd−dq
hd
(
y11 , . . . , y
q−1
dq−1 , xj1 , . . . , xjdq
) q−1∏
i=1
ci∏
j=1
(
δξij
(
dyij
)− νi
(
dyij
)) di∏
j=ci+1
νi
(
dyij
)
=
(
nq
dq
)−1 ∑
1≤j1<···<jdq≤nq
(hd)(c1,...,cq−1,dq)
(
ξ11 , . . . , ξ
q−1
cq−1 , xj1 , . . . , xjdq
)
= 0 P-f.s., da hd d-degeneriert ist.
gx,d̄
(
ξ11 , . . . , ξ
q−1
d̄q−1
)
analog
=
(
nq
dq
)−1 ∑
1≤j1<···<jdq≤nq
(hd)(d1,...,dq−1,dq)
(
ξ11 , . . . , ξ
q−1
dq−1 , xj1 , . . . , xjdq
)
=
(
nq
dq
)−1 ∑
1≤j1<···<jdq≤nq
hd
(
ξ11 , . . . , ξ
q−1
dq−1 , xj1 , . . . , xjdq
)
6= 0 P-f.s., da hd d-degeneriert ist.
Somit ist die Induktionsvoraussetzung auf die (q − 1)-Stichproben-U-Statistik Un̄ (gx), wobei n̄ =
(n1, . . . , nq−1), mit dem d̄-degenerierten Kern gx anwendbar. Und es gilt für alle festen x ∈ Xnq
E |Un̄ (gx)|p ≤ CpE
∣∣∣gx
(
ξ11 , . . . , ξ
q−1
dq−1
)∣∣∣
p
(
q−1∏
i=1
ndii
)−a(p)
. (2.1)
Nun betrachte für festen Vektor y ∈ Xd−dq die Abbildung g̃y : Xdq → R definiert durch
g̃y
(
x1, . . . , xdq
)
:= hd
(
y11 , . . . , y
q−1
dq−1 , x1, . . . , xdq
)
.
Es gilt für alle y ∈ Xd−dq und alle x ∈ Xnq , dass
gx (y) =
(
nq
dq
)−1 ∑
1≤j1<···<jdq≤nq
hd
(
y11 , . . . , y
q−1
dq−1 , xj1 , . . . , xjdq
)
=
(
nq
dq
)−1 ∑
1≤j1<···<jdq≤nq
g̃y
(
xj1 , . . . , xjdq
)
(2.2)
= Unq (g̃y,x) .
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g̃y ist dq-degeneriert bezüglich νq. Denn es sei 0 ≤ cq < dq. Dann gilt für die zum Kern g̃y
assoziierte Funktion g̃y,cq
g̃y,cq
(
ξq1 , . . . , ξ
q
cq
)
=
∫
Xdq
g̃y
(
x1, . . . , xdq
) cq∏
j=1
(
δξqj (dxj)− νq (dxj)
) dq∏
j=cq+1
νq (dxj)
=
∫
Xdq
hd
(
y11 , . . . , y
q−1
dq−1 , x1, . . . , xdq
) cq∏
j=1
(
δξqj (dxj)− νq (dxj)
) dq∏
j=cq+1
νq (dxj)
= (hd)(d1,...,dq−1,cq)
(
y11 , . . . , y
q−1
dq−1 , ξ
q
1 , . . . , ξ
q
cq
)
= 0 P-f.s., da hd d-degeneriert ist.
g̃y,dq
(
ξq1 , . . . , ξ
q
dq
)
analog
= (hd)(d1,...,dq−1,dq)
(
y11 , . . . , y
q−1
dq−1 , ξ
q
1 , . . . , ξ
q
dq
)
= hd
(
y11 , . . . , y
q−1
dq−1 , ξ
q
1 , . . . , ξ
q
dq
)
6= 0 P-f.s., da hd d-degeneriert ist.
Somit ist der Induktionsanfang auf die Ein-Stichproben-U-Statistik Unq (g̃y) mit dem dq-degenerierten
Kern g̃y anwendbar. Und es gilt für alle festen y ∈ Xd−dq
E
∣∣Unq (g̃y)
∣∣p ≤ CpE
∣∣∣g̃y
(
ξq1 , . . . , ξ
q
dq
)∣∣∣
p
n−dqa(p)q . (2.3)
Zusammengefasst erhalten wir
E |Un (hd)|p = E
∣∣∣Un
(
hd, ξ
1
1 , . . . , ξ
q
nq
)∣∣∣
p
=
∫
Xn
∣∣∣Un
(
hd, x
1
1, . . . , x
q
nq
)∣∣∣
p
q∏
i=1
ni∏
j=1
νi
(
dxij
)
Fubini=
∫
Xnq
E
∣∣∣Un
(
hd, ξ
1
1 , . . . , ξ
q−1
nq−1 , x
q
1, . . . , x
q
nq
)∣∣∣
p
nq∏
j=1
νq
(
dxqj
)
=
∫
Xnq
E
∣∣∣Un̄
(
gx, ξ
1
1 , . . . , ξ
q−1
nq−1
)∣∣∣
p
nq∏
j=1
νq
(
dxqj
)
(2.1)
≤
∫
Xnq
CpE
∣∣∣gx
(
ξ11 , . . . , ξ
q−1
dq−1
)∣∣∣
p
(
q−1∏
i=1
ndii
)−a(p) nq∏
j=1
νq
(
dxqj
)
Fubini= Cp
∫
Xnq+d−dq
|gx (y)|p
q−1∏
i=1
di∏
j=1
νi
(
dyij
) nq∏
j=1
νq
(
dxqj
)
(
q−1∏
i=1
ndii
)−a(p)
(2.2)
= Cp
∫
Xnq+d−dq
∣∣Unq (g̃y,x)
∣∣p
q−1∏
i=1
di∏
j=1
νi
(
dyij
) nq∏
j=1
νq
(
dxqj
)
(
q−1∏
i=1
ndii
)−a(p)
Fubini= Cp
∫
Xd−dq
E
∣∣∣Unq
(
g̃y, ξ
q
1 , . . . , ξ
q
nq
)∣∣∣
p
q−1∏
i=1
di∏
j=1
νi
(
dyij
)
(
q−1∏
i=1
ndii
)−a(p)
(2.3)
≤ Cp
∫
Xd−dq
E
∣∣∣g̃y
(
ξq1 , . . . , ξ
q
dq
)∣∣∣
p
n−dqa(p)q
q−1∏
i=1
di∏
j=1
νi
(
dyij
)
(
q∏
i=1
ndii
)−a(p)
Fubini= CpE
∣∣∣hd
(
ξ11 , . . . , ξ
q
dq
)∣∣∣
p
(
q∏
i=1
ndii
)−a(p)
.
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2.2 Der mehrdimensionale Skorokhodraum
Es seien a ∈ Rq und b ∈ Rq mit a < b. Des Weiteren betrachten wir den Raum D [a,b], welcher
eine Verallgemeinerung des Raumes D ([0, 1]q) im Sinne von Neuhaus (1971) ist. Der Raum D [a,b]
ist eine kanonische Erweiterung des Raumes D [0, 1]. Das heißt, der Fall q = 1 entspricht dem
klassischen Raum der rechtsseitig stetigen Funktionen, bei denen die linksseitigen Grenzwerte
existieren. Das q-dimensionale Analogon wird mithilfe der so genannten Quadrantengrenzwerte
definiert. Für t0 ∈ [a,b] und I = {i1, . . . , iq̃} ⊆ {1, . . . , q} definiere
QI (t0) :=
{
t ∈ [a,b]| tij < t0,ij j ∈ I, tij ≥ t0,ij j ∈ {1, . . . , q} \ I
}
.
Der Raum D [a,b] ist die Menge aller Funktionen x : [a,b] → R, so dass für alle Elemente I der
Potenzmenge von {1, . . . , q}, alle t0 ∈ [a,b] und alle Folgen (tn)n∈N ⊆ QI (t0) mit tn
n→∞−−−−→ t0
die folgenden Grenzwerte existieren.
x (t0 + 0I) := lim
n→∞
x (tn) und x (t0) = x (t0 + 0∅) .
Analog zum Eindimensionalen gilt C [a,b] ⊂ D [a,b] ⊂ l∞ [a,b]. Vollkommen analog definiert
man den Raum D (Rq), für den ebenfalls offensichtlich gilt C (Rq) ⊂ D (Rq). Wir betrachten den
Raum D [a,b] mit der Skorokhod-Metrik sq. Es sei
Λ := {λ = (λ1, . . . , λq)|λi : [ai, bi] → [ai, bi] homöomorph mit λi (ai) = ai und λi (bi) = bi} .
Für ein t ∈ [a,b] bezeichne λ (t) = (λ1 (t1) , . . . , λq (tq)).
2.21 Satz. Eine Folge (xn)n∈N ⊂ D [a,b] konvergiert gegen ein x ∈ D [a,b] bzgl. der Skorokhod-
Metrik sq, xn
n→∞−−−−→sq x , genau dann wenn eine Folge (λn)n∈N ⊂ Λ existiert, so dass gilt
sup
t∈[a,b]
|xn (λn (t))− x (t)| n→∞−−−−→ 0, sup
t∈[a,b]
‖λn (t)− t‖ n→∞−−−−→ 0.
Beweis: siehe Neuhaus (1971) , (2.3) und (2.4), S. 1289.
Analog zum Eindimensionalen sind die Projektionen πt : D [a,b] → R mit πt (x) = x (t) für ein
t ∈ [a,b] bzgl. der von der Metrik sq erzeugten Borel σ-Algebra messbar, vergleiche Neuhaus
(1971), Seite 1290 nach Theorem 2.1. Ein Grund für die Benutzung der Metrik sq ist, dass diese
Messbarkeitseigenschaft nicht für die von der Supremumsnorm erzeugte Borel σ-Algebra gilt. Für
eine beliebige Teilmenge F ⊂ [a,b] sei gF : D [a,b] → R die Abbildung definiert durch
gF (x) := sup
t∈F
x (t) .
Diese Abbildung spielt bei den Stetigkeitssätzen für das Argmax-Funktional eine Rolle. Die Abbil-
dung gF ist stetig auf l∞ [a,b] versehen mit der Supremumsmetrik. In Jacod und Shiryaev (2000)
wird für ein beliebiges c ≥ 0 und alle in c stetigen Funktionen x ∈ D [0,∞) die s1-Stetigkeit der
Abbildung g[0,c] in x gezeigt.
2.22 Lemma. Es gilt
(1) gF ist B (D [a,b] , sq)−B (R) -messbar.
(2) C [a,b] ist eine Teilmenge der sq-Stetigkeitsmenge von gF .
Beweis: Zu (1). Für alle x ∈ D [a,b] und alle t0 ∈ [a,b] existieren die Quadrantengrenzwerte
x (t0 + 0I). Somit gilt
gF (x) = sup
t∈F
x (t) = sup
t∈F∩Qd
x (t) .
Aus der Abzählbarkeit von Qd und der Messbarkeit der Projektionen folgt der erste Teil.
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Zu (2) betrachte ein beliebiges x ∈ C [a,b] und (xn)n∈N ⊂ D [a,b] mit xn
n→∞−−−−→sq x. Mit Satz
2.21 existiert eine Folge (λn)n∈N ⊂ Λ mit
(∗) sup
t∈[a,b]
|xn (λn (t))− x (t)| n→∞−−−−→ 0, sup
t∈[a,b]
‖λn (t)− t‖ n→∞−−−−→ 0.
Es gilt
|gF (xn)− gF (x)| =
∣∣∣∣sup
t∈F
xn (t)− sup
t∈F
x (t)
∣∣∣∣
B.3≤ sup
t∈F
|xn (t)− x (t)|
≤ sup
t∈[a,b]
|xn (t)− x (t)|
≤ sup
t∈[a,b]
∣∣xn (t)− x
(
λ−1n (t)
)∣∣ + sup
t∈[a,b]
∣∣x (λ−1n (t)
)− x (t)∣∣ .
Da λn ein Homöomorphismus auf [a,b] ist, folgt
sup
t∈[a,b]
∣∣xn (t)− x
(
λ−1n (t)
)∣∣ = sup
t∈[a,b]
|xn (λn (t))− x (t)|
sup
t∈[a,b]
∣∣x (λ−1n (t)
)− x (t)∣∣ = sup
t∈[a,b]
|x (t)− x (λn (t))| .
Da x stetig und [a,b] eine Kompakte Menge ist, folgt die gleichmäßige Stetigkeit von x auf [a,b].
Somit folgt aus (∗)
|gF (xn)− gF (x)| ≤ sup
t∈[a,b]
∣∣xn (t)− x
(
λ−1n (t)
)∣∣ + sup
t∈[a,b]
∣∣x (λ−1n (t)
)− x (t)
∣∣
= sup
t∈[a,b]
|xn (λn (t))− x (t)|+ sup
t∈[a,b]
|x (t)− x (λn (t))| n→∞−−−−→ 0.
Des Weiteren betrachten wir Linearkombinationen von Funktionen in D [a,b]. Man beachte, dass
analog zum Eindimensionalen die Addition zweier Funktionen nicht stetig bzgl. der Skorokhodto-
pologieen ist. (S, d)q bezeichne die Produkttopologie bzgl. eines ein beliebigen metrischen Raumes
(S, d).
2.23 Lemma. Es seien α, β ∈ R beliebig und Tα,β : (D [a,b])2 → D [a,b]. Dabei sei
Tα,β (x1, x2) : [a,b] → R definiert durch
Tα,β (x1, x2) (t) := αx1 (t) + βx2 (t) .
Dann gilt,
(1) T ist nicht (D [a,b] , sq)
2 - (D [a,b] , sq) -stetig.
(2) D [a,b]× C [a,b] ∪ C [a,b]×D [a,b] liegt in der
(D [a,b] , sq)
2 - (D [a,b] , sq) -Stetigkeitsmenge von T .
Beweis: Vergleiche zum Beispiel Jacod und Shiryaev (2000) Abschnitt VI, 1.22 bzw. 1.23 auf der
Seite 329. Dort wird der Eindimensionale Fall bewiesen. Diese Beweise lassen auf beliebiges q ∈ N
übertragen.
Später haben wir es mit Zufallselementen, im Raum D ([−d, d]q) zu tun. Diese erweisen sich als
Linearkombination von unabhängigen Zufallselementen in D [−d, d].
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2.24 Lemma. Es sei d ∈ N beliebig und S : (D [−d, d])q → D ([−d, d]q). Dabei sei
S (x1, . . . , xq) : [−d, d]q → R definiert durch
S (x1, . . . , xq) (t) :=
q∑
i=1
xi (ti) .
Dann gilt, S ist (D [−d, d] , s1)q-(D ([−d, d]q) , sq)-stetig.
Beweis: Es sei (xn)n∈N ⊂ (D [−d, d])q und x ∈ (D [−d, d])q, wobei xn gegen x in der Produkt-
topologie konvergiert. Die Produkttopologie entspricht der koordinatenweise Konvergenz. Somit
konvergieren die Folgen xi,n
n→∞−−−−→s1 xi für 1 ≤ i ≤ q. Mit Satz 2.21 existieren für 1 ≤ i ≤ q
Folgen (λi,n)n∈N von Homöomorphismen auf [−d, d] mit
sup
t∈[−d,d]
|xi,n (λi,n (t))− xi (t)| n→∞−−−−→ 0, sup
t∈[−d,d]
|λi,n (t)− t| n→∞−−−−→ 0.
Daraus folgt supt∈[−d,d]q ‖λn (t)− t‖ n→∞−−−−→ 0 mit λn = (λ1,n, . . . , λq,n). Des Weiteren gilt
sup
t∈[−d,d]q
|S ◦ xn (λn (t))− S ◦ x (t)| = sup
t∈[−d,d]q
∣∣∣∣∣
q∑
i=1
xi,n (λi,n (ti))−
q∑
i=1
xi (ti)
∣∣∣∣∣
≤ sup
t∈[−d,d]q
q∑
i=1
|xi,n (λi,n (ti))− xi (ti)|
≤
q∑
i=1
sup
−d≤t≤d
|xi,n (λi,n (t))− xi (t)| n→∞−−−−→ 0.
Mit Satz 2.21 folgt die Behauptung.
Aufgrund des letzten Lemmas genügt es uns, die Verteilungskonvergenz für Zufallselemente auf
D [a, b] zu charakterisieren, wobei a ∈ R, b ∈ R und a < b ist.
2.25 Satz. Xn, n ∈ N und X seien Zufallselemente definiert auf einem gemeinsamen Wahr-
scheinlichkeitsraum (Ω, A, P ) mit Werten in D [a, b] versehen mit der Skorokhodmetrik s1. Des
Weiteren gelte
(i) (Xn (t1) , . . . , Xn (tk))
L−−−−→
n→∞
(X (t1) , . . . , X (tk)) für alle endlichen Teilmengen {t1, . . . , tk} ⊆ [a, b].
(ii) (Xn)n∈N ist straff.
Dann gilt Xn
L−−−−→
n→∞
X in D[a, b].
Beweis: siehe Billingsley (1968), Theorem 15.1, S. 124.
2.26 Definition (Stetigkeitsmodul). Es sei f : [a, b] → R, dann definiere den Stetigkeitsmodul w
für ein δ > 0
w (f, δ) := sup
s,t∈[a,b]
|s−t|<δ
|f (s)− f (t)| .
2.27 Satz. Xn, n ∈ N und X seien Zufallselemente definiert auf einem gemeinsamen Wahr-
scheinlichkeitsraum (Ω, A, P ) mit Werten in D [a, b] versehen mit der Skorokhodmetrik s1. Des
Weiteren gelte
(i) Zu jedem η > 0 existiert ein δ > 0, so dass P (|Xn (a)| > δ) ≤ η gilt.
(ii)
Zu jedem η > 0 und ε > 0 existiert ein 0 < δ < 1 und ein n0, so dass für alle n ≥ n0
P (w (Xn, δ) > ε) ≤ η gilt.
Dann gilt (Xn)n∈N ist straff.
27
Beweis: siehe Billingsley (1968), Theorem 15.5, S. 127.
2.28 Satz. X sei ein Zufallselement definiert auf einem Wahrscheinlichkeitsraum (Ω,A, P ) mit
Werten in D [a, b] versehen mit der Skorokhodmetrik s1. Dann gilt für jede Zerlegung
a = t0 < t1 < · · · < tr = b mit ti − ti−1 ≥ δ für 2 ≤ i ≤ r − 1 dass
P (w (X, δ) > 3ε) ≤
r∑
i=1
P
(
sup
ti−1≤s≤ti
|X (s)−X (ti−1)| > ε
)
.
Beweis: In Billingsley (1968), Korollar zu Theorem 8.3, S. 56, wird der Satz für C[a, b] bewiesen.
Im Falle von D[a, b] geht der Beweis analog.
Eine allgemeine Theorie zur Verteilungskonvergenz von Zufallselementen auf metrischen Räumen
findet man zum Beispiel bei Billingsley (1968). Konvergenzkriterien für Zufallselemente auf dem
Raum (D [a,b] , sq) findet man bei Neuhaus (1971) bzw. bei Bickel und Wichura (1971). Kon-
vergenzkriterien für Zufallselemente im l∞ versehen mit der Supremumsmetrik findet man unter
anderen bei van der Vaart und Wellner (1996).
2.3 Stetigkeitssätze für das Argmax-Funktional
Allgemein gilt für stetige Abbildungen das Continuous Mapping Theorem (CMT).
2.29 Satz (CMT). Es seien (S, d) und (S′, d′) metrische Räume, sowie Xn, n ∈ N, und X
Zufallselemente definiert auf einem gemeinsamen Wahrscheinlichkeitsraum (Ω,A, P ) mit Werten
in S. Es sei h : S → S′ eine B (S) − B (S′)-messbare Abbildung mit P (h unstetig in X) = 0.
Dann gilt:
Xn
L−−−−→
n→∞
X =⇒ h (Xn) L−−−−→
n→∞
h (X) .
Beweis: siehe Gänssler und Stute (1977), folgt aus Satz 8.4.16., S. 345.
Es seien M und Mn, n ∈ N stochastische Prozesse über (Ω,A, P ) mit Pfaden in D (Rq). Des Wei-
teren konvergiere Mn Ã M für n →∞ in einem gewissen funktionalen Sinne. In diesem Abschnitt
beschäftigen wir uns mit der Übertragung der Konvergenz auf die Maximalstellen. Das Folgende
ist eine Zusammenstellung aus der Vorlesung ”Stochastische Prozesse mit Strukturbrüchen” gele-
sen von Ferger (2005) und eines unveröffentlichten Manuskripts von Ferger (2006). Wir definieren
für ein x ∈ D (Rq) die Menge der Maximalstellen arg(x) und Supremalstellen Arg(x) durch
arg (x) :=
{
t ∈ Rq : x (t) = sup
s∈Rq
x (s)
}
Arg (x) :=
{
t ∈ Rq : max
I⊆{1,...,q}
x (t + 0I) = sup
s∈Rq
x (s)
}
.
Besitzt der Grenzprozess eine eindeutige Maximalstelle, dann überträgt sich die f.s.-Konvergenz.
2.30 Satz. Seien M und Mn, n ∈ N stochastische Prozesse über (Ω, A, P ), für die jeweils P-f.s.
gilt:
(1) (Mn)n∈N ⊆ D (Rq)
(2) τn ∈ Arg (Mn) für alle n ∈ N
(3) M ∈ D (Rq)
(4) Arg (M) = arg (M) = {τ}
(5) zu jedem ε > 0 existiert max
t∈Rq
{M (t) : ‖t− τ‖ ≥ ε}
(6) sup
t∈Rq
|Mn (t)−M (t)| n→∞−−−−→ 0 in R.
Dann folgt τn
n→∞−−−−→ τ P-f.s. in Rq.
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Beweis: In Ferger (2005) wurde der Fall q = 1 behandelt. Der Beweis lässt sich auf q ≥ 1 übert-
ragen. Dazu sei
Ω0 := {ω ∈ Ω : (1) , . . . , (6) erfüllt.} =⇒ P (Ω0) = 1.
Es sei ω ∈ Ω0 und ε > 0 beliebig. Aus (5) folgt die Existenz eines t0 = t0 (ε) mit ‖t0 − τ‖ ≥ ε.
Insbesondere ist t0 6= τ und mit (4) folgt M (τ) > M (t0). Mit (6) existiert ein n0 = n0 (t0) =
n0 (ε), so dass für alle n ≥ n0 gilt
sup
t∈Rq
|Mn (t)−M (t)| ≤ 13 (M (τ)−M (t0)) .
Es sei n ≥ n0 und t ∈ Rq mit ‖t− τ‖ > ε, dann folgt
(7) M (τ)−Mn (τ) ≤ 13 (M (τ)−M (t0)) ,
(8) Mn (t)−M (t) ≤ 13 (M (τ)−M (t0)) .
Und es gilt
(9) Mn (τ)
(7)
≥ M (τ)− 1
3
(M (τ)−M (t0))
(8)
≥ M (τ)− 1
3
(M (τ)−M (t0)) + Mn (t)−M (t)− 13 (M (τ)−M (t0))
Def. von t0
> M (τ)− 1
3
(M (τ)−M (t0)) + Mn (t)−M (t0)− 13 (M (τ)−M (t0))
= Mn (t) +
1
3
(M (τ)−M (t0)) .
Mit (4) folgt M (τ) > M (t0) und es gilt Mn (τ) > Mn (t). Des Weiteren sei (tk)k∈N ⊆ QI (t) für
eine beliebiges I ⊆ {1, . . . , q} mit tk k→∞−−−−→ t. Dann existiert ein k0, so dass für alle k ≥ k0 gilt
‖t− tk‖ ≤ ‖t− τ‖ − ε2 .
Somit folgt
‖tk − τ‖ ≥ ‖t− τ‖ − ‖tk − t‖ ≥ ‖t− τ‖ − ‖t− τ‖ − ε2 =
‖t− τ‖
2
+
ε
2
> ε.
Somit gilt für alle n ≥ n0 und für alle t ∈ Rq mit ‖t− τ‖ > ε:
Mn (τ) = lim
k→∞
Mn (τ)
(9)
≥ lim
k→∞
Mn (tk) +
1
3
(M (τ)−M (t0))
= Mn (t + 0I) +
1
3
(M (τ)−M (t0))
> Mn (t + 0I) .
Angenommen es existiert ein n ≥ n0 mit ‖τn − τ‖ > ε, dann folgt
Mn (τ) > max
I⊆{1,...,q}
Mn (τn + 0I) .
Dies ist ein Widerspruch zur Voraussetzung (2), τn ∈ Arg (Mn). Somit existiert für beliebiges ε > 0
ein n0 mit ‖τn − τ‖ ≤ ε. Das heißt, Ω0 ⊂
{
w ∈ Ω : τn n→∞−−−−→ τ
}
, und es folgt die Behauptung
wegen
P
(
τn
n→∞−−−−→ τ
)
≥ P (Ω0) = 1.
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Für ein d ∈ N und x ∈ D (Rq) bezeichnen wir mit x(d) die auf [−d, d]q eingeschränkte Funktion,
also ist x(d) ∈ D ([−d, d]q).
2.31 Satz. Seien M und Mn, n ∈ N stochastische Prozesse über (Ω, A, P ) mit
(1) (Mn)n∈N ⊆ D (Rq) P-f.s.
(2) τn ∈ arg (Mn) P-f.s. und A−B (Rq) -messbar für alle n ∈ N.
(3) τn = OP (1)
(4) M ∈ C (Rq) P-f.s.
(5) arg (M) = {τ} P-f.s.
(6) M (d)n
L−−−−→
n→∞
M (d) in (D ([−d, d]q) , sq) für alle d ∈ N.
Dann gilt τn
L−−−−→
n→∞
τ in Rq.
Beweis: Der Beweis wird ähnlich zu Ferger (2006) geführt. Ohne Einschränkung gelten (1), (4)-(6)
und τn ∈ arg (Mn) für alle ω ∈ Ω. Es sei F eine beliebige abgeschlossene Teilmenge von Rq. Dann
folgt für alle d ∈ N
{τn ∈ F} ⊆ {τn ∈ F ∩ [−d, d]q} ∪ {τn /∈ [−d, d]q} .
Des Weiteren gilt
{τn ∈ F ∩ [−d, d]q} ⊆
{
sup
t∈F∩[−d,d]q
Mn (t) ≥ sup
t∈(Rq\F )∩[−d,d]q
Mn (t)
}
.
Denn aus ′′ <′′ folgte
Mn (τn) ≤ sup
t∈F∩[−d,d]q
Mn (t) < sup
t∈(Rq\F )∩[−d,d]q
Mn (t) ≤ sup
t∈Rq
Mn (t)
(2)
= Mn (τn) .
Wir betrachten für eine festes F und d ∈ N folgende Funktionen
g1 : D [a,b] → R g1 (x) := sup
t∈F∩[−d,d]q
x (t)
g2 : D [a,b] → R g2 (x) := sup
t∈(Rq\F )∩[−d,d]q
x (t) .
Mit Lemma 2.22 folgt die B (D [a,b] , sq)−B (R)-Messbarkeit der Funktionen g1 und g2. Ebenfalls
folgt mit Lemma 2.22 sowie aus der Voraussetzung (4), dass die Pfade von M in der
sq-Stetigkeitsmenge der Funktionen g1 und g2 liegen. Mit Lemma 2.23 folgt, dass die Pfade von
M in der sq-Stetigkeitsmenge der Funktion g1−g2 liegen. Mit dem Stetigkeitsatz 2.29 angewendet
auf g1 − g2 folgt somit aus der Voraussetzung (6)
g1
(
M (d)n
)
− g2
(
M (d)n
)
L−−−−→
n→∞
g1
(
M (d)
)
− g2
(
M (d)
)
in R.
Mit der Voraussetzung (2) gilt {ω ∈ Ω : τn ∈ F ∩ [−d, d]q} ∈ A. Aus den Voraussetzungen (4) und
(5) sowie der Abzählbarkeit von Qq folgt die A−B (Rq)-Messbarkeit von τ . Mit dem Portmanteau
Theorem, vergleiche zum Beispiel Gänssler und Stute (1977), Satz 8.4.9., S. 342., folgt, da [0,∞)
abgeschlossenen:
lim sup
n→∞
P (τn ∈ F ∩ [−d, d]q)
≤ lim sup
n→∞
P
(
sup
t∈F∩[−d,d]q
Mn (t) ≥ sup
t∈(Rq\F )∩[−d,d]q
Mn (t)
)
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= lim sup
n→∞
P
(
sup
t∈F∩[−d,d]q
Mn (t)− sup
t∈(Rq\F )∩[−d,d]q
Mn (t) ∈ [0,∞)
)
≤ P
(
sup
t∈F∩[−d,d]q
M (t)− sup
t∈(Rq\F )∩[−d,d]q
M (t) ∈ [0,∞)
)
= P
(
sup
t∈F∩[−d,d]q
M (t) ≥ sup
t∈(Rq\F )∩[−d,d]q
M (t)
)
≤ P
(
sup
t∈F∩[−d,d]q
M (t) ≥ sup
t∈(Rq\F )∩[−d,d]q
M (t) , τ ∈ [−d, d]q
)
+ P (τ /∈ [−d, d]q) .
Da F Abgeschlossen ist, folgt die Kompaktheit der Menge F ∩ [−d, d]q. Aus der Stetigkeit von
M , Voraussetzung (4), existiert somit ein τ̃ ∈ F ∩ [−d, d]q mit M (τ̃) = supt∈F∩[−d,d]q M (t). Aus
τ ∈ [−d, d]q und supt∈F∩[−d,d]q M (t) ≥ supt∈(Rq\F )∩[−d,d]q M (t) folgt
M (τ) = sup
t∈Rq
M (t) = sup
t∈[−d,d]q
M (t) = sup
t∈F∩[−d,d]q
M (t) = M (τ̃) .
Aus (5) folgt dann
{
sup
t∈F∩[−d,d]q
M (t) ≥ sup
t∈(Rq\F )∩[−d,d]q
M (t) , τ ∈ [−d, d]q
}
⊆ {τ ∈ F ∩ [−d, d]q} ⊆ {τ ∈ F} .
Des Weiteren gilt
⋂
d∈N {ω ∈ Ω : τ (ω) /∈ [−d, d]q} = ∅. Und es folgt mit der σ-Stetigkeit von P
lim sup
n→∞
P (τn ∈ F ) = lim
d→∞
lim sup
n→∞
P (τn ∈ F )
≤ lim
d→∞
lim sup
n→∞
P (τn ∈ F ∩ [−d, d]q) + lim
d→∞
lim sup
n→∞
P (τn /∈ [−d, d]q)
(3)
= lim
d→∞
lim sup
n→∞
P (τn ∈ F ∩ [−d, d]q)
≤ lim
d→∞
P (τ ∈ F ) + P (τ /∈ [−d, d]q) = P (τ ∈ F ) .
Da dies für beliebige abgeschlossene Mengen F ⊂ Rq gilt, folgt mit dem Portmanteau Theorem
die Behauptung.
In Ferger (2005) wurde der Fall q = 1 behandelt, siehe auch Ferger (2004). Ersetzt man die
Bedingung (6) durch
(6′) M (d)n
L−−−−→
n→∞
M (d) in (l∞ ([−d, d]q) , dq) für alle d ∈ N,
wobei dq die Supremumsmetrik sei, dann erhält man den Stetigkeitssatz für das Argmax-Funktional
von van der Vaart und Wellner (1996), siehe Theorem 3.2.2 auf Seite 286. Der folgende Satz ist
das Gegenstück zu Satz 2.31 für Prozesse mit Indexmenge Zq. Man beachte, dass hier sogar eine
Grenzwertaussage für die Maximalstellenmengen hergeleitet wird. Überdies kann auf die Eindeu-
tigkeitsvoraussetzung (5) in 2.31 verzichtet werden.
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2.32 Satz. Seien M und Mn, n ∈ N stochastische Prozesse über (Ω, A, P ) mit
(1) (Mn)n∈N ⊆ {x : Zq → R} P-f.s.
(2) ∅ 6= Γn ⊆ Arg (Mn) P-f.s. für alle n ∈ N.
(3) lim
d→∞
lim sup
n→∞
P (Γn * [−d, d]q) = 0
(4) M ∈ {x : Zq → R} P-f.s.
(5) ∅ 6= Γ = Arg (M) P-f.s.
(6) M (d)n
L−−−−→
n→∞
M (d) in R(2d+1)
q
für alle d ∈ N.
Dann gilt lim supn→∞ P (Γn ∩ F 6= ∅) ≤ P (Γ ∩ F 6= ∅) ∀F ⊂ Zq.
Beweis: siehe Ferger (2006).
Man beachte, dass in der Voraussetzung (6) des letzten Satzes 2.32 nur ”einfache” Verteilungs-
konvergenz im euklidischen Raum vorausgesetzt wird. Besitzt der Grenzprozess eine eindeutige
Maximalstelle, dann folgt aus dem letzten Satz 2.32 mit dem Portmanteau Theorem Verteilungs-
konvergenz für jede Maximalstellenfolge. Als Grenzprozess erhalten wir bei den lokalen Alternati-
ven einen Gaußprozess. Unter bestimmten Voraussetzungen besitzen diese Prozesse eine eindeutige
Maximalstelle.
2.33 Satz (Lifshits). Es sei M =
{
M (t) : t ∈ Rd} ein stetiger Gaußprozess mit
EM (t)
‖t‖→∞−−−−−→ −∞
E (M (s)−M (t))2 6= 0 ∀ s 6= t ∈ Rd.
Dann besitzt der Prozess M eine eindeutige Maximalstelle P-f.s..
Beweis: Folgt mithilfe eines Satzes von Lifshits (1982), oder vergleiche Theorem 1.1 auf Seite 72
in Ferger (1999).
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3 Change-Point-Schätzung mit U-Statistiken
Kommen wir nun zurück zum Change-Point Problem. Wir befinden uns in der Situation, wie in
Abschnitt 1 beschrieben. Der Schätzer θ̂n für den Change-Point θ wurde definiert durch
θ̂n = argmax (|ρn (t)| , t ∈ Gn) .
Dabei ist ρn definiert durch
ρn (t) =
{
κnw
(
[nt]
n
)
Un(t) (h) t ∈ Hm,n
0 sonst.
Ferner war für ein n ∈ N und t ∈ Hm,n die (q + 1)-Stichproben-U-Statistik Un(t) (h) mit Kern-
funktion h vom Grad m = (m0, . . . ,mq) definiert durch
Un(t) (h) :=
q∏
i=0
(
[nti+1]− [nti]
mi
)−1 ∑
1≤j01<···<j0m0≤[nt1]
. . .
∑
[nti]≤ji1<···<jimi≤[nti+1]
. . .
∑
[ntq ]+1≤jq1<···<jqmq≤n
h
(
Xj01 ,n, . . . , Xj0m0 ,n
, . . . , Xjq1 ,n, . . . , Xj
q
mq ,n
)
.
Ziel dieses Abschnitts ist die Untersuchung der Folge von Prozessen (ρn)n∈N. Da ρn (t) = ρn
(
[nt]
n
)
für alle t ∈ Rq und alle n ∈ N gilt, folgt (ρn)n∈N ⊆ D (Rq). Des Weiteren nimmt der Prozess ρn
für festes n ∈ N nur endlich viele Werte an. Somit haben wir keine Messbarkeitsprobleme.
Die (q + 1)-Stichproben-U-Statistiken Un(t) (h) hat nicht nur i.i.d. Stichproben. Sie lässt sich al-
lerdings als Summe über (2q + 1)-Stichproben-U-Statistiken mit i.i.d. Stichproben schreiben. In
Abhängigkeit der Lage von t zu θ ergeben sich verschieden Zerlegungen.
Für z = (z0, . . . , zq) ∈
{
Nq+10 |
∑q
i=0 zi = q
}
setze z′0 = 0 und z
′
i :=
∑i−1
j=0 zi. Damit definiere
folgende Teilmengen Hθz ⊂ H durch
Hθz :=
{
t ∈ H| ti ≤ θz′i+1 < · · · < θz′i+zi < ti+1 0 ≤ i ≤ q
}
.
Das heißt zi bzw. z′i entspricht der Anzahl der Change-Points im Intervall [ti, ti+1) bzw. im Intervall
[0, ti). Somit lässt sich die Menge H in (q + 1)! disjunkte Teilmengen zerlegen.
-
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0
s
tθ1 θ2 1
θ1
θ2
1
¡¡
¡¡
¡¡
¡¡
¡¡
Hθ0,0,2 H
θ
0,1,1 H
θ
0,2,0
Hθ1,0,1 H
θ
1,1,0
Hθ2,0,0
Hθ0,0,2
0 θ1 θ2 1s t
Hθ0,1,1
0 θ1 θ2 1s t
Hθ0,2,0
0 θ1 θ2 1s t
Hθ1,0,1
0 θ1 θ2 1s t
Hθ1,1,0
0 θ1 θ2 1s t
Hθ2,0,0
0 θ1 θ2 1s t
Abbildung 1: Im Fall q = 2 wird das offene Dreieck {0 < s < t < 1} ⊂ R2 in 6 Teilmengen zerlegt.
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Aufgrund der Übersichtlichkeit werden wir uns meistens auf den Fall q = 2 beschränken. Die Be-
trachtungen gehen für allgemeines q analog. Es gelte für Multinomialkoeffizienten die Konvention
(
n
k1, . . . , kl
)
=
n!∏l
i=1 ki!
= 0 wenn n < ki für ein 1 ≤ i ≤ l.
Für 0 < θ1 < s < t ≤ θ2 < 1 und hinreichend grosses n lässt sich Un(s,t) (h) auch schreiben als
Un(s,t) (h) =
(
[ns]
m0
)−1([nt]− [ns]
m1
)−1(
n− [nt]
m2
)−1 ∑
1≤j0,1<···<j0,m0≤[ns]∑
[ns]+1≤j1,1<···<j1,m1≤[nt]
∑
[nt]+1≤j2,1<···<j2,m2≤n
h
(
Xj0,1,n, . . . , Xj2,m2 ,n
)
=
(
[ns]
m0
)−1([nt]− [ns]
m1
)−1(
n− [nt]
m2
)−1
m0∑
u=0
1m0−u≤[ns]−[nθ1]
∑
1≤j0,1<···<j0,u≤[nθ1]
∑
[nθ1]+1≤j0,u+1<···<j0,m0≤[ns]
∑
[ns]+1≤j1,1<···<j1,m1≤[nt]
m2∑
v=0
1v≤[nθ2]−[nt]
∑
[nt]+1≤j2,1<···<j2,v≤[nθ2]
∑
[nθ2]+1≤j2,v+1<···<j2,m2≤n
h
(
Xj0,1,n, . . . , Xj2,m2 ,n
)
=
m0∑
u=0
1m0−u≤[ns]−[nθ1]
m2∑
v=0
1v≤[nθ2]−[nt]
(
[nθ1]
u
)(
[ns]−[nθ1]
m0−u
)
(
[ns]
m0
)
(
[nθ2]−[nt]
v
)(
n−[nθ2]
m2−v
)
(
n−[nt]
m2
)
(
[nθ1]
u
)−1([ns]− [nθ1]
m0 − u
)−1([nt]− [ns]
m1
)−1([nθ2]− [nt]
v
)−1(
n− [nθ2]
m2 − v
)−1
∑
1≤j0,1<···<j0,u≤[nθ1]
∑
[nθ1]+1≤j0,u+1<···<j0,m0≤[ns]
∑
[ns]+1≤j1,1<···<j1,m1≤[nt]∑
[nt]+1≤j2,1<···<j2,v≤[nθ2]
∑
[nθ2]+1≤j2,v+1<···<j2,m2≤n
h
(
Xj0,1,n, . . . , Xj2,m2 ,n
)
=
m0∑
u=0
m2∑
v=0
(
[nθ1]
u
)(
[ns]−[nθ1]
m0−u
)
(
[ns]
m0
)
(
[nθ2]−[nt]
v
)(
n−[nθ2]
m2−v
)
(
n−[nt]
m2
) Un(θ1,s,t,θ2) (h) . (3.1)
Dabei ist Un(θ1,s,t,θ2) (h) eine 5-Stichproben U-Statistik mit Kernfunktion h vom
Grad (u,m0 − u,m1, v, m2 − v), deren Stichproben jeweils i.i.d. sind. Im allgemeinen Fall lässt
sich für Un(t) (h) jeweils auf den Mengen Hθz eine solche Darstellung finden. Diese tauchen später
in den Beweisen auf.
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3.1 Lemma. Es sei M1 < ∞ und q = 2. Dann gilt für (s, t) ∈ H(m0,m1,m2),n
EUn(s,t) (h) =



m2∑
u=0
m2−u∑
v=0
([nθ1]−[nt]u )([nθ2]−[nθ1]v )( n−[nθ2]m2−u−v)
(n−[nt]m2 )
µ(m0+m1+u,v,m2−u−v),n
0 < s < t ≤ θ1 < θ2 < 1
m1∑
u=0
m2∑
v=0
([nθ1]−[ns]u )([nt]−[nθ1]m1−u )
([nt]−[ns]m1 )
([nθ2]−[nt]v )(n−[nθ2]m2−v )
(n−[nt]m2 )
µ(m0+u,m1−u+v,m2−v),n
0 < s ≤ θ1 < t ≤ θ2 < 1
m1∑
u=0
m1−u∑
v=0
([nθ1]−[ns]u )([nθ2]−[nθ1]v )([nt]−[nθ2]m1−u−v )
([nt]−[ns]m1 )
µ(m0+u,v,m1−u−v+m2),n
0 < s ≤ θ1 < θ2 < t ≤ 1
m0∑
u=0
m2∑
v=0
([nθ1]u )([ns]−[nθ1]m0−u )
([ns]m0 )
([nθ2]−[nt]v )(n−[nθ2]m2−v )
(n−[nt]m2 )
µ(u,m0−u+m1+v,m2−v),n
0 < θ1 < s < t ≤ θ2 ≤ 1
m0∑
u=0
m1∑
v=0
([nθ1]u )([ns]−[nθ1]m0−u )
([ns]m0 )
([nθ2]−[ns]v )([nt]−[nθ2]m1−v )
([nt]−[ns]m1 )
µ(u,m0−u+v,m1−v+m2),n
0 < θ1 < s ≤ θ2 ≤ t ≤ 1
m0∑
u=0
m0−u∑
v=0
([nθ1]u )([nθ2]−[nθ1]v )([ns]−[nθ2]m1−u−v )
([ns]m0 )
µ(u,v,m0−u−v+m1+m2),n
0 < θ1 < θ2 < s < t ≤ 1.
Beweis: Wir führen den Beweis beispielhaft am Spezialfall 0 < θ1 < s < t < θ2 < 1. Für die
anderen Situationen geht es analog. Es gilt
EUn(s,t) (h)
(3.1)
=
m0∑
u=0
m2∑
v=0
(
[nθ1]
u
)(
[ns]−[nθ1]
m0−u
)
(
[ns]
m0
)
(
[nθ2]−[nt]
v
)(
n−[nθ2]
m2−v
)
(
n−[nt]
m2
) EUn(θ1,s,t,θ2) (h) .
Weiter gilt für festes u und v
EUn(θ1,s,t,θ2) (h) =
(
[nθ1]
u
)−1([ns]− [nθ1]
m0 − u
)−1([nt]− [ns]
m1
)−1([nθ2]− [nt]
v
)−1(
n− [nθ2]
m2 − v
)−1
∑
1≤j0,1<···<j0,u≤[nθ1]
∑
[nθ1]+1≤j0,u+1<···<j0,m0≤[ns]
∑
[ns]+1≤j1,1<···<j1,m1≤[nt]∑
[nt]+1≤j2,1<···<j2,v≤[nθ2]
∑
[nθ2]+1≤j2,v+1<···<j2,m2≤n
Eh
(
Xj0,1,n, . . . , Xj2,m2 ,n
)
=
(
[nθ1]
u
)−1([ns]− [nθ1]
m0 − u
)−1([nt]− [ns]
m1
)−1([nθ2]− [nt]
v
)−1(
n− [nθ2]
m2 − v
)−1
∑
1≤j0,1<···<j0,u≤[nθ1]
∑
[nθ1]+1≤j0,u+1<···<j0,m0≤[ns]
∑
[ns]+1≤j1,1<···<j1,m1≤[nt]∑
[nt]+1≤j2,1<···<j2,v≤[nθ2]
∑
[nθ2]+1≤j2,v+1<···<j2,m2≤n
µ(u,m0−u,m1,v,m2−v),n
= µ(u,m0−u,m1,v,m2−v),n.
Eine explizite Darstellung von EUn(t) (h) für beliebiges q ∈ N findet man im Anhang A.
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3.1 Konsistenz
Für ε > 0 werde betrachtet
∆n (ε) := P
(
sup
t∈Rq
|ρn (t)− Eρn (t)| > ε
)
.
Nun bestimmen wir in Abhängigkeit von einem festen n ∈ N eine obere Schranke für ∆n (ε). Dazu
sei für q ∈ N0, n ∈ N und p ∈ [1,∞)
an (p, q) :=



n−(p−1)+(2−p)q 1 ≤ p < 2
n−1 (lnn)q p = 2
n−
1
2 p 2 < p < ∞
und a (p) :=
{
p− 1 1 ≤ p ≤ 2
1
2p 2 < p < ∞.
Man beachte, dass für q < q′ gilt
n−a(p) = an (p, 0) ≤ an (p, q) ≤ an (p, q′) .
3.2 Lemma. Es sei ε > 0 und es existiere ein p ∈ [1,∞) mit Mp < ∞. Dann existiert eine von
p abhängende Konstante C > 0 und ein n0 ∈ N, so dass für alle n ≥ n0 gilt
∆n (ε) ≤ CMpε−pκpn an (p, q) .
Beweis: Der Beweis wird für den Spezialfall q = 2 geführt. Des Weiteren sei m ≥ 1. Sind einige
mi = 0, so vereinfacht sich der Beweis. Im folgenden sei C > 0 eine positive generische von p
abhängende Konstante.
ρn und Eρn sind Treppenfunktionen mit den gleichen Sprungstellen, da die Abhängigkeit von t
nur durch [nt] gegeben ist.
∆n (ε) = P
(
sup
(s,t)∈R2
|ρn (s, t)− Eρn (s, t)| > ε
)
= P
(
max
0≤k<l≤n
∣∣∣∣ρn
(
k
n
,
l
n
)
− Eρn
(
k
n
,
l
n
)∣∣∣∣ > ε
)
≤ P
(
max
0≤k<l≤[nθ1]
∣∣∣∣ρn
(
k
n
,
l
n
)
− Eρn
(
k
n
,
l
n
)∣∣∣∣ > Cε
)
+ P
(
max
0≤k≤[nθ1]<l≤[nθ2]
∣∣∣∣ρn
(
k
n
,
l
n
)
− Eρn
(
k
n
,
l
n
)∣∣∣∣ > Cε
)
+ P
(
max
0≤k≤[nθ1]<[nθ2]<l≤n
∣∣∣∣ρn
(
k
n
,
l
n
)
− Eρn
(
k
n
,
l
n
)∣∣∣∣ > Cε
)
+ P
(
max
[nθ1]<k<l≤[nθ2]
∣∣∣∣ρn
(
k
n
,
l
n
)
− Eρn
(
k
n
,
l
n
)∣∣∣∣ > Cε
)
+ P
(
max
[nθ1]<k≤[nθ2]<l≤n
∣∣∣∣ρn
(
k
n
,
l
n
)
− Eρn
(
k
n
,
l
n
)∣∣∣∣ > Cε
)
+ P
(
max
[nθ2]<k<l≤n
∣∣∣∣ρn
(
k
n
,
l
n
)
− Eρn
(
k
n
,
l
n
)∣∣∣∣ > Cε
)
=:
6∑
i=1
Pi.
Nun wollen wir die Technik Beispielhaft am Fall P4 vorführen. Hierbei wird die 3-Stichproben-U-
Statistik Un(s,t) (h) in eine 5-Stichproben U-Statistik mit i.i.d. Stichproben zerlegt.
Für [nθ1] < k < l ≤ [nθ2] und
(
k
n ,
l
n
) ∈ Hm,n gilt
Un( kn , ln ) (h)
(3.1)
=
m0∑
u=0
m2∑
v=0
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
) Un(θ1, kn , ln ,θ2) (h) .
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Dabei ist Un(θ1, kn , ln ,θ2) (h) eine 5-Stichproben-U-Statistik mit Kernfunktion h vom
Grad (u,m0 − u,m1, v, m2 − v). Auf diese wenden wir die Hoeffding Zerlegung an.
Un(θ1, kn , ln ,θ2) (h)− EUn(θ1, kn , ln ,θ2) (h)
2.10=
u∑
d1=0
m0−u∑
d2=0
m1∑
d3=0
v∑
d4=0
m2−v∑
d5=0︸ ︷︷ ︸
d1+d2+d3+d4+d5>0
(
u
d1
)(
m0 − u
d2
)(
m1
d3
)(
v
d4
)(
m2 − v
d5
)
Un(θ1, kn , ln ,θ2) (hd)
=
∑
d∈B
(
u
d1
)(
m0 − u
d2
)(
m1
d3
)(
v
d4
)(
m2 − v
d5
)
Un(θ1, kn , ln ,θ2) (hd) ,
wobei die Menge B = B (u, v) für ein festes u und v definiert sei durch
B :=
{
d ∈ N50
∣∣ d1 ≤ u, d2 ≤ m0 − u, d3 ≤ m1, d4 ≤ v, d5 ≤ m2 − v,
5∑
i=1
di > 0
}
.
Das heißt Un(θ1, kn , ln ,θ2) (hd) ist eine d-degenerierte 5-Stichproben U-Statistik mit Kernfunktion
hd vom Grad d. Nun wird P4 damit zerlegt. Dazu wähle n so groß, dass m0 ≤ [nθ1] und
m2 ≤ n− [nθ2] gilt.
Dann folgt
P4 = P
(
max
[nθ1]<k<l≤[nθ2]
∣∣∣∣ρn
(
k
n
,
l
n
)
− Eρn
(
k
n
,
l
n
)∣∣∣∣ > Cε
)
= P
(
max
[nθ1]<k<l≤[nθ2]
κnw
(
k
n
,
l
n
)
1m1≤l−k
∣∣∣Un( kn , ln ) (h)− EUn( kn , ln ) (h)
∣∣∣ > Cε
)
= P
(
max
[nθ1]<k<l≤[nθ2]
w
(
k
n
,
l
n
) ∣∣∣∣∣
m0∑
u=0
m2∑
v=0
1m1≤l−k
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
(
Un(θ1, kn , ln ,θ2) (h)− EUn(θ1, kn , ln ,θ2) (h)
)∣∣∣∣∣ > Cκ
−1
n ε
)
≤ P
(
m0∑
u=0
m2∑
v=0
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
w
(
k
n
,
l
n
)
1m1≤l−k
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (h)− EUn(θ1, kn , ln ,θ2) (h)
∣∣∣ > Cκ−1n ε
)
2.10≤ P
(
m0∑
u=0
m2∑
v=0
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
w
(
k
n
,
l
n
)
1m1≤l−k
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣∣∣
∑
d∈B
(
u
d1
)(
m0 − u
d2
)(
m1
d3
)(
v
d4
)(
m2 − v
d5
)
Un(θ1, kn , ln ,θ2) (hd)
∣∣∣∣∣ > Cκ
−1
n ε
)
B.5≤
m0∑
u=0
m2∑
v=0
∑
d∈B
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−kw
(
k
n
,
l
n
)
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
.
Für unterschiedliche d ∈ B werden die entsprechenden Summen abgeschätzt.
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Wir betrachten für ein festes u und v folgende Zerlegung der Menge B.
B = {d ∈ B| d2 = 0, d3 = 0, d4 = 0}
∪ {d ∈ B| d2 > 0, d3 = 0, d4 = 0}
∪ {d ∈ B| d2 = 0, d3 > 0, d4 = 0}
∪ {d ∈ B| d2 = 0, d3 = 0, d4 > 0}
∪ {d ∈ B| d2 > 0, d3 > 0, d4 = 0} (3.2)
∪ {d ∈ B| d2 > 0, d3 = 0, d4 > 0}
∪ {d ∈ B| d2 = 0, d3 > 0, d4 > 0}
∪ {d ∈ B| d2 > 0, d3 > 0, d4 > 0} =:
8⋃
i=1
Bi.
Es gilt
P4 ≤
m0∑
u=0
m2∑
v=0
∑
d∈B
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−kw
(
k
n
,
l
n
)
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
=
m0∑
u=0
m2∑
v=0
8∑
i=1
∑
d∈Bi
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−kw
(
k
n
,
l
n
)
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
=:
m2∑
u=0
m2−u∑
v=0
8∑
i=1
P4,i.
Zur Abschätzung der P4,i werden die Maximalungleichungen von Doob 2.2 bzw. von Chow 2.1
benutzt. Des Weiteren wird die Markovungleichung, vergleiche zum Beispiel Gänssler und Stute
(1977), Lemma 1.18.1., S. 97, und eine Momentenungleichung für d-degenerierte U-Statistiken
2.20 verwendet.
Für d ∈ B1 = {d ∈ B| d2 = 0, d3 = 0, d4 = 0} hängt die U-Statistik Un(θ1, kn , ln ,θ2) (hd) nicht von
k und l ab. Somit gilt
P4,1 =
∑
d∈B1
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−kw
(
k
n
,
l
n
) ([nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
≤
∑
d∈B1
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−k
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
=
∑
d∈B1
P
(∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
für beliebige k, l mit [nθ1] + m0 − u ≤ k < l ≤ [nθ2]− v
=
∑
d∈B1
P
(∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣
p
> Cκ−pn ε
p
)
Markov≤
∑
d∈B1
Cε−pκpnE
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣
p
(3.3)
2.20≤
∑
d∈B1
Cε−pκpnE |hd|p
(
[nθ1]d1 (k − [nθ1])d2 (l − k)d3 ([nθ2]− l)d4 (n− [nθ2])d5
)−a(p)
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2.6≤ CMpε−pκpn
∑
d∈B1
(
[nθ1]d1 (k − [nθ1])d2 (l − k)d3 ([nθ2]− l)d4 (n− [nθ2])d5
)−a(p)
Def. B1≤ CMpε−pκpn
∑
d∈B1
n−a(p) , da d2 = d3 = d4 = 0 und 1 ≤ d1 + d5
≤ CMpε−pκpnn−a(p).
Es sei d ∈ B2 = {d ∈ B| d2 > 0, d3 = d4 = 0}. Aus d2 ≤ m0 − u und [nθ1] ≤ k folgt
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
) ≤ Cn−d2
(
k − [nθ1]
d2
)
.
Des Weiteren hängt Un(θ1, kn , ln ,θ2) (hd) nicht von l ab und es folgt
P4,2 =
∑
d∈B2
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−kw
(
k
n
,
l
n
) ([nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
≤
∑
d∈B2
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−k
∣∣∣∣n−d2
(
k − [nθ1]
d2
)
Un(θ1, kn , ln ,θ2) (hd)
∣∣∣∣ > Cκ−1n ε
)
l=[nθ2]−v=
∑
d∈B2
P
(
max
[nθ1]+m0−u≤k≤[nθ2]−v−m1
∣∣∣∣n−d2
(
k − [nθ1]
d2
)
Un(θ1, kn ,θ2− vn ,θ2) (hd)
∣∣∣∣ > Cκ−1n ε
)
=
∑
d∈B2
P
(
max
[nθ1]+m0−u≤k≤[nθ2]−v−m1
∣∣∣∣
(
k − [nθ1]
d2
)
Un(θ1, kn ,θ2− vn ,θ2) (hd)
∣∣∣∣
p
> Cnd2pκ−pn ε
p
)
.
Mit Lemma 2.19 folgt das
(
k′
d2
)
Un(θ1,θ1+ k′n ,θ2− vn ,θ2) (hd) für m0 − u ≤ k
′ ≤ [nθ2]− [nθ1]− v −m1
ein Martingal ist. Mit der Doobschen Ungleichung 2.2 folgt
P4,2 ≤
∑
d∈B2
P
(
max
[nθ1]+m0−u≤k≤[nθ2]−v−m1
∣∣∣∣
(
k − [nθ1]
d2
)
Un(θ1, kn ,θ2− vn ,θ2) (hd)
∣∣∣∣
p
> Cnd2pκ−pn ε
p
)
Doob≤
∑
d∈B2
Cε−pκpnn
−d2pE
∣∣∣∣
(
[nθ2]− [nθ1]− v −m1
d2
)
U
n(θ1,θ2− v−m1n ,θ2− vn ,θ2) (hd)
∣∣∣∣
p
≤ Cε−pκpn
∑
d∈B2
E
∣∣∣Un(θ1,θ2− v−m1n ,θ2− vn ,θ2) (hd)
∣∣∣
p
(3.4)
2.20≤ Cε−pκpn
∑
d∈B2
E |hd|p
(
[nθ1]d1 ([nθ2]− [nθ1]− v −m1)d2 md31 vd4 (n− [nθ2])d5
)−a(p)
2.6≤ CMpε−pκpn
∑
d∈B2
(
[nθ1]d1 ([nθ2]− [nθ1]− v −m1)d2 md31 vd4 (n− [nθ2])d5
)−a(p)
Def. B2≤ CMpε−pκpn
∑
d∈B2
([nθ2]− [nθ1]− v −m1)−a(p)
≤ CMpε−pκpnn−a(p).
Für d ∈ B3 = {d ∈ B| d2 = d4 = 0, d3 > 0} gilt, dass Un(θ1, kn , ln ,θ2) (hd) nur von der Differenz
l − k abhängt. Des Weiteren gilt für die Gewichtsfunktion w für 0 < s < t < 1
w (s, t) = sα0 (t− s)α1 (1− t)α2 ≤ (t− s)α1 .
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Es folgt
P4,3 =
∑
d∈B3
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−kw
(
k
n
,
l
n
) ([nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
≤
∑
d∈B3
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−k
(
l − k
n
)α1 ∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
l′=l−k=
∑
d∈B3
P
(
max
[nθ1]+m0−u≤k<l′+k≤[nθ2]−v
1m1≤l′
(
l′
n
)α1 ∣∣∣∣Un“θ1, kn , k+l′n ,θ2
” (hd)
∣∣∣∣ > Cκ−1n ε
)
k=[nθ1]+m0−u=
∑
d∈B3
P
(
max
m1≤l′≤[nθ2]−[nθ1]−m0+u−v
(
l′
n
)α1
(3.5)
∣∣∣∣Un“θ1,θ1+ m0−un ,θ1+ m0−u+l′n ,θ2
” (hd)
∣∣∣∣ > Cκ−1n ε
)
=
∑
d∈B3
P
(
max
m1≤k≤g
kα1p(
k
d3
)
∣∣∣∣
(
k
d3
)
Uk
∣∣∣∣
p
> Cκ−pn ε
pnα1p
)
.
Wobei bei der letzten Gleichung
k := l′
g := [nθ2]− [nθ1]−m0 + u− v
Uk := Un(θ1,θ1+ m0−un ,θ1+
m0−u+k
n ,θ2)
(hd)
gesetzt wurde. Man beachte, dass für hinreichend große n positive Konstanten C1 und C2 mit
C1n < g < C2n existieren. Mit Lemma 2.19 folgt das
(
k
d3
)
Uk für m1 ≤ k ≤ g ein Martingal ist.
Des Weiteren folgt aus α1 ≤ 1 ≤ d3 dass kα1( kd3)
monoton fallend in k ist. Somit kann die
Chowschen Ungleichung 2.1 auf das Submartingal
∣∣∣
(
k
d3
)
Uk
∣∣∣
p
mit der Folge k
α1p
( kd3)
p angewendet wer-
den. Damit gilt
P4,3 ≤
∑
d∈B3
P
(
max
m1≤k≤g
kα1p(
k
d3
)
∣∣∣∣
(
k
d3
)
Uk
∣∣∣∣
p
> Cκ−pn ε
pnα1p
)
Chow≤
∑
d∈B3
Cε−pκpnn
−α1p
(
g−1∑
k=m1
(
kα1p(
k
d3
)p −
(k + 1)α1p(
k+1
d3
)p
)
E
∣∣∣∣
(
k
d3
)
Uk
∣∣∣∣
p
+
gα1p(
g
d3
)p E
∣∣∣∣
(
g
d3
)
Ug
∣∣∣∣
p
)
B.1≤ Cε−pκpnn−α1p
∑
d∈B3
(
g−1∑
k=m1
p
kα1p(
k
d3
)p
(
1− α1
k
+
d3−1∑
i=1
1
k − d3 + i
)
E
∣∣∣∣
(
k
d3
)
Uk
∣∣∣∣
p
+
gα1p(
g
d3
)p E
∣∣∣∣
(
g
d3
)
Ug
∣∣∣∣
p
)
≤ Cε−pκpnn−α1p
∑
d∈B3
(
g−1∑
k=m1
kα1p−1
(
1− α1 +
d3−1∑
i=1
k
k − d3 + i
)
E |Uk|p + gα1pE |Ug|p
)
.
Des Weiteren ist f (x) :=
∑d3−1
i=1
x
x−d3+i monoton fallend da
f ′ (x) =
d3−1∑
i=1
x− d3 + i− x
(x− d3 + i)2
= −
d3−1∑
i=1
d3 − i
(x− d3 + i)2
< 0,
und es folgt
(
1− α1 +
d3−1∑
i=1
k
k − d3 + i
)
≤
(
1− α1 +
d3−1∑
i=1
m1
m1 − d3 + i
)
≤ C.
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Ähnlich zu P4,1 folgt
E |Uk|p = E
∣∣∣Un(θ1,θ1+ m0−un ,θ1+ m0−u+kn ,θ2) (hd)
∣∣∣
p
2.20≤ CE |hd|p
(
[nθ1]d1 (m0 − u)d2 kd3 ([nθ2]− [nθ1]−m0 + u− k)d4 (n− [nθ2])d5
)−a(p)
2.6≤ CMp
(
[nθ1]d1 (m0 − u)d2 kd3 ([nθ2]− [nθ1]−m0 + u− k)d4 (n− [nθ2])d5
)−a(p)
Def. B3≤ CMpk−a(p).
Somit gilt
P4,3 ≤ Cε−pκpnn−α1p
∑
d∈B3
(
g−1∑
k=m1
kα1p−1
(
1− α1 +
d3−1∑
i=1
k
k − d3 + i
)
E |Uk|p + gα1pE |Ug|p
)
≤ Cε−pκpnn−α1p
∑
d∈B3
(
g−1∑
k=m1
kα1p−1E |Uk|p + gα1pE |Ug|p
)
≤ CMpε−pκpnn−α1p
(
g−1∑
k=m1
kα1p−1−a(p) + gα1p−a(p)
)
.
Aus 12 < α1 ≤ 1 folgt
− (α1p− 1− a (p)) =
{ − (α1p− 1− (p− 1)) = (1− α1) p
− (α1p− 1− 12p
)
= − (α1 − 12
)
p + 1
}
< 1
1 ≤ p ≤ 2
2 < p < ∞.
Und man erhält mit Lemma B.6
P4,3 ≤ CMpε−pκpnn−α1p
(
g−1∑
k=m1
kα1p−1−a(p) + gα1p−a(p)
)
B.6≤ CMpε−pκpnn−α1p
(
(g − 1)α1p−1−a(p)+1 + gα1p−a(p)
)
≤ CMpε−pκpnn−a(p).
Es sei d ∈ B4 = {d ∈ B| d2 = d3 = 0, d4 > 0}. Aus d4 ≤ v und l ≤ [nθ2] folgt
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
) ≤ Cn−d4
(
[nθ2]− l
d4
)
.
Des Weiteren hängt Un(θ1, kn , ln ,θ2) (hd) nicht von k ab und für l
′ = [nθ1]− l folgt mit Lemma 2.19
das
(
l′
d3
)
U
n(θ1,θ1+ m0−un ,θ2− l
′
n ,θ2) (hd) für v ≤ l
′ ≤ [nθ2] − [nθ1] −m0 + u −m1 ein Martingal ist.
Mit der Doobschen Ungleichung 2.2 folgt analog zur Abschätzung von P4,2
P4,4 ≤ CMpε−pκpnn−a(p). (3.6)
Es sei d ∈ B5 = {d ∈ B| d2 > 0, d3 > 0, d4 = 0}. Es gilt für beliebige Mengen Ai,j mit i, j ∈ Z
und Ai,j = ∅ für j − i < m1
⋃
[nθ1]+m0−u≤k<l≤[nθ2]−v
Ak,l
l′=l−k=
g⋃
l′=m1
[nθ2]−v−l′⋃
k=[nθ1]+m0−u
Ak,k+l′
k′=k−[nθ1]=
g⋃
l′=m1
[nθ2]−[nθ1]−v−l′⋃
k′=m0−u
A[nθ1]+k′,[nθ1]+k′+l′
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Es folgt
P4,5 =
∑
d∈B5
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−kw
(
k
n
,
l
n
) ([nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
≤
∑
d∈B5
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−k
∣∣∣∣
(
k − [nθ1]
d2
)
Un(θ1, kn , ln ,θ2) (hd)
∣∣∣∣ > Cnd2κ−1n ε
)
=
∑
d∈B5
P
(
max
m1≤l′<g
max
m0−u≤k′<[nθ2]−[nθ1]−v−l′
∣∣∣∣
(
k′
d2
)
U
n
“
θ1,θ1+
k′
n ,θ1+
k′+l′
n ,θ2
” (hd)
∣∣∣∣ > Cnd2κ−1n ε
)
≤
∑
d∈B5
g∑
l′=m1
P
(
max
m0−u≤k′<[nθ2]−[nθ1]−v−l′
∣∣∣∣
(
k′
d2
)
U
n
“
θ1,θ1+
k′
n ,θ1+
k′+l′
n ,θ2
” (hd)
∣∣∣∣ > Cnd2κ−1n ε
)
.
Ähnlich folgt aufgrund der Definition von B5 dass
E
∣∣∣∣Un“θ1,θ1+ k′n ,θ1+ k′+l′n ,θ2
” (hd)
∣∣∣∣
p
≤ CMp (k′l′)−a(p) .
und somit folgt analog zur Abschätzung von P4,3
P4,5 ≤
∑
d∈B5
g∑
l′=m1
P
(
max
m0−u≤k′<[nθ2]−[nθ1]−v−l′
∣∣∣∣
(
k′
d2
)
U([nθ1],[nθ1]+k′,[nθ1]+k′+l′,[nθ2]) (hd)
∣∣∣∣ > Cnd2κ−1n ε
)
Analog P4,3≤
g∑
l′=m1
CMpε
−pκpn ([nθ2]− [nθ1]− v − l′)−a(p) l′−a(p)
B.6≤ CMpε−pκpn



(g −m1)−(2p−3) 1 < p < 2
(g −m1)−1 ln (g −m1) p = 2
(g −m1)−
1
2 p 2 < p < ∞
≤ CMpε−pκpnan (p, 1) .
Ähnlich zur Abschätzung von P4,5 folgt
P4,6 ≤ CMpε−pκpnan (p, 1)
P4,7 ≤ CMpε−pκpnan (p, 1) .
Für d ∈ B8 = {d ∈ B| d2 > 0, d3 > 0, d4 > 0} lässt sich kein Martingal finden. Somit erhält man
mit der Markovungleichung eine schwächere Abschätzung. Es gilt
P4,8 =
∑
d∈B8
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1m1≤l−kw
(
k
n
,
l
n
) ([nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cκ−1n ε
)
≤
∑
d∈B8
[nθ2]−m1−v∑
k=[nθ1]+m0−u
[nθ2]−v∑
l=m1+k
P
(∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣
p
> Cκ−pn ε
p
)
Markov≤
∑
d∈B8
[nθ2]−m1−v∑
k=[nθ1]+m0−u
[nθ2]−v∑
l=m1+k
Cε−pκpnE
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣
p
2.20≤ Cε−pκpn
∑
d∈B8
[nθ2]−m1−v∑
k=[nθ1]+m0−u
[nθ2]−v∑
l=m1+k
E |hd|p
(
[nθ1]
d1 (k − [nθ1])d2 (l − k)d3 ([nθ2]− l)d4 (n− [nθ2])d5
)−a(p)
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2.6≤ Cε−pκpn
∑
d∈B8
[nθ2]−m1−v∑
k=[nθ1]+m0−u
[nθ2]−v∑
l=m1+k
Mp
(
[nθ1]
d1 (k − [nθ1])d2 (l − k)d3 ([nθ2]− l)d4 (n− [nθ2])d5
)−a(p)
Def. B8≤ CMpε−pκpn
∑
d∈B8
[nθ2]−m1−v∑
k=[nθ1]+m0−u
[nθ2]−v∑
l=m1+k
((k − [nθ1]) (l − k) ([nθ2]− l))−a(p) (3.7)
≤ CMpε−pκpn
[nθ2]−m1−v∑
k=[nθ1]+m0−u
(k − [nθ1])−a(p)
[nθ2]−v∑
l=m1+k
((l − k) ([nθ2]− l))−a(p)
B.6≤ CMpε−pκpn
[nθ2]−m1−v∑
k=[nθ1]+m0−u



(k − [nθ1])−(p−1) ([nθ2]− v −m1 − k)−(2p−3) 1 ≤ p < 2
(k − [nθ1])−1 ([nθ2]− v −m1 − k)−1 ln ([[nθ2]− v −m1 − k) p = 2
(k − [nθ1])−
1
2 p ([[nθ2]− v −m1 − k)−
1
2 p 2 < p < ∞
B.6≤ CMpε−pκpn



(g −m1)−(3p−5) 1 ≤ p < 2
(ln (g −m1))2 (g −m1)−1 p = 2
(g −m1)−
1
2 p 2 < p < ∞
≤ CMpε−pκpnan (p, 2) .
Bei vorliegen von q Change-Points würde man das Lemma B.6 q-mal anwenden. Und man erhält
dann als obere Schranke CMpε−pκpnan (p, q). Zusammengefasst erhält man
P4 ≤
m2∑
u=0
m2−u∑
v=0
8∑
i=1
P4,i ≤ CMpε−pκpnan (p, 2) .
P1, ..., P6 lassen sich in ähnlicher Form abschätzen und damit folgt die Behauptung.
Für die (q + 1)-Stichproben-U-Statistiken Un(t) (h) erhält man eine zum Lemma 3.2 ähnliche
Abschätzung. Für einen Vektor β ∈ Rq+1 definiere die Menge
Hβ := {t ∈ Rq|βi ≤ ti+1 − ti für 0 ≤ i ≤ q, t0 = 0, tq+1 = 1} .
3.3 Lemma. Es sei ε > 0 und es existiere ein p ∈ [1,∞) mit Mp < ∞. Des Weiteren sei β ∈ Rq+1
mit βi > 0, 0 ≤ i ≤ q. Dann existiert eine Konstante C > 0 und ein n0 ∈ N, so dass für alle
n ≥ n0 gilt
P
(
sup
t∈Hβ
∣∣Un(t) (h)− EUn(t) (h)
∣∣ > ε
)
≤ CMpε−pan (p, q) .
Beweis: Es gilt nun
P
(
sup
(s,t)∈Hβ
∣∣Un(s,t) (h)− EUn(s,t) (h)
∣∣ > ε
)
= P
(
max
0≤k<l≤n
1[nβ0]≤k 1[nβ1]≤l−k 1[nβ2]≤n−l
∣∣∣Un( kn , ln ) (h)− EUn( kn , ln ) (h)
∣∣∣ > ε
)
.
Anstelle von Gleichung (3.5) aus dem Beweis von Lemma 3.2 erhält man nun für P4,3 =
∑
d∈B3
P
(
max
[nθ1]+m0−u≤k<l≤[nθ2]−v
1[nβ1]≤l−k
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > Cε
)
≤
∑
d∈B3
P
(
max
[nβ1]≤l′≤g
∣∣∣∣Un“θ1,θ1+ m0−un ,θ1+ m0−u+l′n ,θ2
” (hd)
∣∣∣∣
p
> Cεp
)
.
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Mit Lemma 2.19 folgt das U
n
“
θ1,θ1+
m0−u
n ,θ1+
m0−u+g−l̃
n ,θ2
” für 0 ≤ l̃ ≤ g − [nβ1] ein Martingal ist.
Damit gilt
P4,3 ≤
∑
d∈B3
P
(
max
[nβ1]≤l′≤g
∣∣∣∣Un“θ1,θ1+ m0−un ,θ1+ m0−u+l′n ,θ2
” (hd)
∣∣∣∣
p
> Cεp
)
Doob≤
∑
d∈B3
Cε−pE
∣∣∣∣Un“θ1,θ1+ m0−un ,θ1+ m0−u+l′n ,θ2
”
∣∣∣∣
p
2.20≤ Cε−p
∑
d∈B3
E |hd|p
(
[nθ1]
d1 (m0 − u)d2 [nβ1]d3 (g + v + [nβ1])d4 (n− [nθ2])d5
)−a(p)
2.6≤ Cε−p
∑
d∈B3
Mp
(
[nθ1]
d1 (m0 − u)d2 [nβ1]d3 (g + v + [nβ1])d4 (n− [nθ2])d5
)−a(p)
Def. B3≤ CMpε−p
∑
d∈B3
[nβ1]
−a(p) (3.8)
≤ CMpε−pn−a(p).
Ähnliche Abschätzungen erhält man für die restlichen Terme bzw. geht der Beweis analog zum
Lemma 3.2.
Als nächstes betrachten wir die Grenzfunktion der Folge der Mittelwertfunktionen des Prozesses
ρn.
Wir definieren im Fall q = 2 die deterministische Funktion r : R2 → R durch
r (s, t) :=



m2∑
u=0
m2−u∑
v=0
(
m2
u,v,m2−u−v
) (θ1−t)u(θ2−θ1)v(1−θ2)m2−u−v
(1−t)m2 µm0+m1+u,v,m2−u−v
0 ≤ s ≤ t ≤ θ1 < θ2 < 1
m1∑
u=0
m2∑
v=0
(
m1
u
) (θ1−s)u(t−θ1)m1−u
(t−s)m1
(
m2
v
) (θ2−t)v(1−θ2)m2−v
(1−t)m2 µm0+u,m1−u+v,m2−v
0 ≤ s ≤ θ1 ≤ t ≤ θ2 < 1
m1∑
u=0
m1−u∑
v=0
(
m1
u,v,m1−u−v
) (θ1−s)u(θ2−θ1)v(t−θ2)m1−u−v
(t−s)m1 µm0+u,v,m1−u−v+m2
0 ≤ s ≤ θ1 < θ2 ≤ t ≤ 1
m0∑
u=0
m2∑
v=0
(
m0
u
) θu1 (s−θ1)m0−u
sm0
(
m2
v
) (θ2−t)v(1−θ2)m2−v
(1−t)m2 µu,m0−u+m1+v,m2−v
0 < θ1 ≤ s ≤ t ≤ θ2 ≤ 1
m0∑
u=0
m1∑
v=0
(
m0
u
) θu1 (s−θ1)m0−u
sm0
(
m1
v
) (θ2−s)v(t−θ2)m1−v
(t−s)m1 µu,m0−u+v,m1−v+m2
0 < θ1 ≤ s ≤ θ2 ≤ t ≤ 1
m0∑
u=0
m0−u∑
v=0
(
m0
u,v,m0−u−v
) θu1 (θ2−θ1)v(s−θ2)m0−u−v
sm0 µu,v,m0−u−v+m1+m2
0 < θ1 < θ2 ≤ s ≤ t ≤ 1
0 sonst.
(3.9)
Eine explizite Darstellung für ein beliebiges q ∈ N der Funktion r : Rq → R ist im Anhang A
angegeben.
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3.4 Bemerkung. Es sei M1 < ∞. Dann gilt
(1) r ist stetig auf H.
(2) r (θ1, . . . , θq) = µm.
(3) r ist beschränkt.
(4) r ist differenzierbar auf dem Inneren jeder Teilmenge Hθz .
(5) Es existieren alle Richtungsableitungen von r im Punkt θ.
Beweis: Zur Stetigkeit (1) betrachte im Fall q = 2 zum Beispiel θ1 ≤ s. Dann gilt
lim
t→θ2
t>θ2
r (s, t)
= lim
t→θ2
m0∑
u=0
m1∑
v=0
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
(
m1
v
)
(θ2 − s)v (t− θ2)m1−v
(t− s)m1 µu,m0−u+v,m1−v+m2
=
m0∑
u=0
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
µu,m0−u+m1,m2 ,
und
lim
t→θ2
t<θ2
r (s, t)
= lim
t→θ2
m0∑
u=0
m2∑
v=0
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
(
m2
v
)
(θ2 − t)v (1− θ2)m2−v
(1− t)m2 µu,m0−u+m1+v,m2−v
=
m0∑
u=0
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
µu,m0−u+m1,m2 .
Ähnliches kann man für die anderen Fälle zeigen. Die Behauptungen (2)-(5) folgen aus der Defi-
nition der Funktion r.
Nun definieren wir die Funktion ρ : Rq → R als das Produkt aus r und w.
ρ (t) := w (t) r (t) .
3.5 Bemerkung. Es sei M1 < ∞. Dann gilt
(1) ρ ist stetig und beschränkt.
(2) ρ (t) = 0 für t /∈ H.
(3) ρ ist differenzierbar auf dem Inneren jeder Teilmenge Hθz .
(4) Es existieren alle Richtungsableitungen von ρ im Punkt θ.
Die Richtungsableitungen spielen später bei der Driftfunktion des Grenzprozesses der Folge (Zn)n∈N
eine Rolle. Dazu definiere für 1 ≤ i ≤ q folgende Vektoren mi+,mi− ∈ Nq+10 durch
mi+ := (m0, . . . ,mi−2, mi−1 − 1,mi + 1,mi+1, . . . , mq)
mi− := (m0, . . . ,mi−2, mi−1 + 1,mi − 1,mi+1, . . . , mq) .
Durch Nachrechnen erhält man folgende Ableitungen.
3.6 Lemma. Es sei M1 < ∞. Dann gilt für 1 ≤ i ≤ q und alle n ∈ N
∂eiρ (θ) =
(
αi−1
θi − θi−1 −
αi
θi+1 − θi
)
w (θ)µm + w (θ)
mi−1
θi − θi−1
(
µmi+ − µm
)
∂−eiρ (θ) = −
(
αi−1
θi − θi−1 −
αi
θi+1 − θi
)
w (θ) µm + w (θ)
mi
θi+1 − θi
(
µmi− − µm
)
.
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Beweis: Es gilt für t ∈ H
w (t) =
q∏
j=0
(tj+1 − tj)αj
∂
∂ti
w = w (t)
(
αi−1
ti − ti−1 −
αi
ti+1 − ti
)
∂eiw (θ) = −∂−eiw (θ) = w (θ)
(
αi−1
θi − θi−1 −
αi
θi+1 − θi
)
.
Des Weiteren zeigen wir es für r beispielhaft am Fall q = 2, i = 1. Für 0 < θ1 < s < t ≤ θ2 < 1
gilt
r (s, θ2) =
m0∑
u=0
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
µu,m0−u+m1,m2 .
Und es folgt
∂e1r (θ) =
∂
∂s
|θ1+ r (s, θ2)
=
∂
∂s
|θ1
m0∑
u=0
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
µu,m0−u+m1,m2
=
∂
∂s
|θ1
θm01
sm0
µm0,m1,m2 +
∂
∂s
|θ1
m0−1∑
u=0
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
µu,m0−u+m1,m2
= −m0 θ
m0
1
sm0+1
µm0,m1,m2
+
m0−1∑
u=0
(
m0
u
)
θu1 µu,m0−u+m1,m2
(m0 − u) (s− θ1)m0−u−1 sm0 − (s− θ1)m0−u m0sm0−1
s2m0
|s=θ1
= −m0 θ
m0
1
sm0+1
µm0,m1,m2
+
m0−1∑
u=0
(
m0
u
)
θu1 µu,m0−u+m1,m2
(m0 − u) (s− θ1)m0−u−1 s− (s− θ1)m0−u m1
sm0+1
|s=θ1
= −m0 1
θ1
µm0,m1,m2 + m0µm0−1,1+m1,m2
1
θ1
=
m0
θ1 − θ0
(
µm1+ − µm
)
.
Für ∂−e1 gilt
∂−e1r (θ) = −
∂
∂s
|θ1− r (s, θ2)
= − ∂
∂s
|θ1
m1∑
u=0
(
m1
u
)
(θ1 − s)u (θ2 − θ1)m1−u
(θ2 − s)m1 µm0+u,m1−u,m2
= − ∂
∂s
|θ1
(θ2 − θ1)m1
(θ2 − s)m1 µm −
∂
∂s
|θ1
m1∑
u=1
(
m1
u
)
(θ1 − s)u (θ2 − θ1)m1−u
(θ2 − s)m1 µm0+u,m1−u,m2
= −m1 1
θ2 − θ1 µm + m1
1
θ2 − θ1 µm0+1,m1−1,m2
=
m1
θ2 − θ1
(
µm1− − µm
)
.
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Für die anderen Fälle geht es analog. Man erhält für 1 ≤ i ≤ q
∂eiρ (θ) = (∂eiw (θ)) r (θ) + w (θ) ∂eir (θ)
=
(
αi−1
θi − θi−1 −
αi
θi+1 − θi
)
w (θ)µm + w (θ)
m0
θ1 − θ0
(
µm1+ − µm
)
.
Und es gilt
∂−eiρ (θ) = (−∂eiw (θ)) r (θ) + w (θ) ∂−eir (θ)
= −
(
αi−1
θi − θi−1 −
αi
θi+1 − θi
)
w (θ) µm + w (θ)
m1
θ2 − θ1
(
µm1− − µm
)
.
Wir können zeigen, dass die Folge der Prozesse (ρn)n∈N gegen die Funktion ρ konvergiert. Dazu
zeigen wir als Nächstes, dass die Folge der Mittelwertfunktionen gleichmäßig konvergiert.
3.7 Lemma. Es sei M1 < ∞, dann gilt
lim
n→∞
sup
t∈Hm,n
∣∣κnEUn(t) (h)− r (t)
∣∣ = 0.
Beweis: Die Menge H lässt sich in endlich viele Menge Hθz zerlegen. Es genügt somit, für alle
Hθz ⊂ H
lim
n→∞
sup
t∈Hθz∩Hm,n
∣∣κnEUn(t) (h)− r (t)
∣∣ = 0
zu zeigen. Wir betrachten wieder Beispielhaft den Fall q = 2 und 0 < θ1 < s < t < θ2 < 1. Dann
bleibt zu zeigen
lim
n→∞
sup
θ1<s<t<θ2
∣∣κnEUn(s,t) (h)− r (s, t)
∣∣
= lim
n→∞
sup
θ1<s<t<θ2
∣∣∣∣∣κn
m0∑
u=0
m2∑
v=0
(
[nθ1]
u
)(
[ns]−[nθ1]
m0−u
)
(
[ns]
m0
)
(
[nθ2]−[nt]
v
)(
n−[nθ2]
m2−v
)
(
n−[nt]
m2
) µ(u,m0−u+m1+v,m2−v),n
−
m0∑
u=0
m2∑
v=0
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
(
m2
v
)
(θ2 − t)v (1− θ2)m2−v
(1− t)m2 µu,m0−u+m1+v,m2−v
∣∣∣∣∣
≤ lim
n→∞
sup
θ1<s<t<θ2
m0∑
u=0
m2∑
v=0
∣∣∣∣∣
(
[nθ1]
u
)(
[ns]−[nθ1]
m0−u
)
(
[ns]
m0
)
(
[nθ2]−[nt]
v
)(
n−[nθ2]
m2−v
)
(
n−[nt]
m2
)
−
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
(
m2
v
)
(θ2 − t)v (1− θ2)m2−v
(1− t)m2
∣∣∣∣∣
∣∣κnµ(u,m0−u+m1+v,m2−v),n
∣∣
+
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
(
m2
v
)
(θ2 − t)v (1− θ2)m2−v
(1− t)m2
∣∣κnµ(u,m0−u+m1+v,m2−v),n − µu,m0−u+m1+v,m2−v
∣∣
≤ lim
n→∞
sup
θ1<s<t<θ2
m0∑
u=0
m2∑
v=0
∣∣∣∣∣
(
[nθ1]
u
)(
[ns]−[nθ1]
m0−u
)
(
[ns]
m0
)
(
[nθ2]−[nt]
v
)(
n−[nθ2]
m2−v
)
(
n−[nt]
m2
)
−
(
m0
u
)
θu1 (s− θ1)m0−u
sm0
(
m2
v
)
(θ2 − t)v (1− θ2)m2−v
(1− t)m2
∣∣∣∣∣ 2 maxk∈Nq+10 , Pqi=0 ki=m
|µk|
+ lim
n→∞
∣∣κnµ(u,m0−u+m1+v,m2−v),n − µu,m0−u+m1+v,m2−v
∣∣
= 0.
Die letzte Gleichung folgt aus der Dreiecksungleichung sowie mit Lemma B.2.
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3.8 Lemma. Es sei M1 < ∞, dann gilt
lim
n→∞
sup
t∈Rq
|Eρn (t)− ρ (t)| = 0.
Beweis: Folgt aus Lemma 3.7 und der Tatsache dass w unabhängig von n, beschränkt, Lipschitz-
stetig und Null für t /∈ H ist. Zu t ∈ H \Hm,n existiert ein 0 ≤ i ≤ q mit [nti+1] − [nti] < mi.
Und es folgt
w (t) =
q∏
j=0
(tj+1 − tj)αj ≤ (ti+1 − ti)αi ≤
(
1 + [nti+1]− [nti]
n
)αi
<
(
mi + 1
n
)αi
<
(
m + 1
n
) 1
2
Somit gilt
lim
n→∞
sup
t∈Rq
|Eρn (t)− ρ (t)| = lim
n→∞
sup
t∈H
|Eρn (t)− ρ (t)|
≤ lim
n→∞
sup
t∈H\Hm,n
|Eρn (t)− ρ (t)|+ sup
t∈Hm,n
|Eρn (t)− ρ (t)|
= lim
n→∞
sup
t∈H\Hm,n
|w (t) r (t)|+ sup
t∈Hm,n
∣∣∣∣κnw
(
[nt]
n
)
EUn(t) (h)− w (t) r (t)
∣∣∣∣
≤ lim
n→∞
sup
t∈H\Hm,n
(
m + 1
n
) 1
2
|r (t)|+ sup
t∈Hm,n
∣∣∣∣w
(
[nt]
n
) (
κnEUn(t) (h)− r (t)
)∣∣∣∣ +
∣∣∣∣
(
w
(
[nt]
n
)
− w (t)
)
r (t)
∣∣∣∣
r und w Beschränkt≤ lim
n→∞
C1n
− 12 + C2 sup
t∈Hm,n
∣∣κnEUn(t) (h)− r (t)
∣∣ + C3
∣∣∣∣w
(
[nt]
n
)
− w (t)
∣∣∣∣
w Lipschitz
≤ lim
n→∞
C1n
− 12 + C2 sup
t∈Hm,n
∣∣κnEUn(t) (h)− r (t)
∣∣ + C3C4
∥∥∥∥
[nt]
n
− t
∥∥∥∥
≤ lim
n→∞
C1n
− 12 + C2 sup
t∈Hm,n
∣∣κnEUn(t) (h)− r (t)
∣∣ + C3C4 1
n
3.7= 0.
In Abhängigkeit von der Integrationsordnung p und den Eigenschaften der Folge (κn)n∈N konver-
giert die Folge der Prozesse (ρn)n∈N gleichmäßig gegen die Funktion ρ stochastisch bzw. P -f.s..
3.9 Satz. Es existiere ein p ∈ [1,∞) mit Mp < ∞, dann gilt
sup
t∈Rq
|ρn (t)− ρ (t)| n→∞−−−−→ 0
{
P-stochastisch, wenn limn→∞ κpnan (p, q) = 0
P-f.s., wenn
∑∞
n=1 κ
p
nan (p, q) < ∞.
Beweis: Aus Lemma 3.8 folgt, dass zu einem beliebigen ε > 0 ein n0 existiert, so dass für alle
n ≥ n0 gilt
sup
t∈Rq
|Eρn (t)− ρ (t)| < ε2 .
Und es folgt
lim
n→∞
P
(
sup
t∈Rq
|ρn (t)− ρ (t)| > ε
)
≤ lim
n→∞
P
(
sup
t∈Rq
|ρn (t)− Eρn (t)|+ sup
t∈Rq
|Eρn (t)− ρ (t)| > ε
)
≤ lim
n→∞
P
(
sup
t∈Rq
|ρn (t)− Eρn (t)|+ ε2 > ε
)
= lim
n→∞
∆n
( ε
2
)
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3.2≤ lim
n→∞
CMp
( ε
2
)−p
κpn an (p, q)
= 0.
Somit ist der erste Teil bewiesen. Der zweite Teil folgt ebenfalls mit Lemma 3.2 und dem ersten
Borel-Cantelli-Lemma, vergleiche zum Beispiel Gänssler und Stute (1977), Bemerkung 1.16.7., S.
85.
Mithilfe des Stetigkeitssatzes für das Argmax-Funktional bzgl. f.s.-Konvergenz 2.30 erhalten wir
die Konsistenz des Schätzers.
1.1 Theorem. Es existiere ein p ∈ [1,∞) mit Mp < ∞ und es sei arg (|ρ|) = {θ}. Dann folgt
θ̂n
n→∞−−−−→ θ
{
P-stochastisch, wenn limn→∞ κpnan (p, q) = 0
P-f.s., wenn
∑∞
n=1 κ
p
nan (p, q) < ∞.
Beweis: Wir möchten Satz 2.30 auf die Folge (|ρn|)n∈N mit der Funktion |ρ| anwenden. Somit sind
die Voraussetzungen (1) bis (6) zu prüfen.
Da ρn (t) = ρn
(
[nt]
n
)
für alle t ∈ Rq und alle n ∈ N gilt, folgt (ρn)n∈N ⊆ D (Rq). Also gilt (1).
Aus der Definition des Schätzers folgt θ̂n ∈ arg (|ρn|) ⊂ Arg (|ρn|) ist. Somit gilt (2).
In 3.5 wurde die Stetigkeit der Funktion ρ bemerkt. Damit ist auch |ρ| stetig und es gilt
|ρ| ∈ D (Rq). Dass heisst, es ist (3) erfüllt.
Des Weiteren gilt nach Voraussetzung arg (|ρ|) = {θ}. Da die Funktion |ρ| stetig und Null auf
Rq \H ist, folgt (4).
Da {t ∈ cl (H) mit ‖t− θ‖ ≥ ε} eine kompakte Menge ist, folgt die Existenz für ein beliebiges
ε > 0 von
max {|ρ (t)| : t ∈ Rq mit ‖t− θ‖ ≥ ε} = max {|ρ (t)| : t ∈ cl (H) mit ‖t− θ‖ ≥ ε} .
Also gilt (5).
Mit Lemma 3.9 folgt
sup
t∈Rq
|ρn (t)− ρ (t)| n→∞−−−−→ 0
{
P-stochastisch, wenn limn→∞ κpnan (p, q) = 0
P-f.s., wenn
∑∞
n=1 κ
p
nan (p, q) < ∞
und somit gilt wegen der Dreiecksungleichung
sup
t∈Rq
| |ρn (t)| − |ρ (t)| | n→∞−−−−→ 0
{
P-stochastisch, wenn limn→∞ κpnan (p, q) = 0
P-f.s., wenn
∑∞
n=1 κ
p
nan (p, q) < ∞.
Somit sind die Voraussetzungen von Satz 2.30 für
∑∞
n=1 κ
p
nan (p, q) < ∞ erfüllt und es folgt die
Behauptung. Die stochastische Konvergenz folgt mithilfe eines Teilfolgenkriteriums. Dazu wähle
man eine beliebige Teilfolge
{
θ̂n′
}
n′∈N
von
{
θ̂n
}
n∈N
. Aus der stochastischen Konvergenz von der
Folge
fn := sup
t∈Rq
| |ρn (t)| − |ρ (t)| |
gegen 0, folgt die Existenz einer Teilfolge {fn′′}n′′∈N von {fn′}n′∈N, welche P-f.s. gegen 0 konver-
giert. Aus dem ersten Teil folgt somit die P-f.s Konvergenz der Teilteilfolge
{
θ̂n′′
}
n′′∈N
gegen θ.
Und somit gilt die Behauptung.
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3.2 Stochastische Beschränktheit
Ziel dieses Abschnitts ist der Beweis von Theorem 1.2. Im folgenden erweist es sich als hilfreich,
handhabbarere Schätzer mit ähnlichem asymptotischem Verhalten zu untersuchen. Dazu definiere
den Schätzer θ̂
+
n durch
θ̂
+
n := argmax (ρn (t) , t ∈ Gn) .
Durch die Einführung des Schätzer θ̂
+
n vereinfacht sich später im Beweis von Lemma 3.15 der
technische Aufwand.
3.10 Lemma. Es sei M1 < ∞ und es gelte − inft∈H ρ (t) < ρ (θ), dann existiert für schließlich
alle n ∈ N ein ε0 > 0 mit
P
(
θ̂n 6= θ̂
+
n
)
≤ 2∆n (ε0) .
Beweis: Da Gn eine endliche Menge ist folgt
∣∣∣∣ mint∈Gn Eρn (t)− mint∈Gn ρ (t)
∣∣∣∣ =
∣∣∣∣−maxt∈Gn −Eρn (t)−
(
−max
t∈Gn
−ρ (t)
)∣∣∣∣
=
∣∣∣∣ sup
t∈Gn
−ρ (t)− sup
t∈Gn
−Eρn (t)
∣∣∣∣
B.3≤ sup
t∈Gn
|−ρ (t)− (−Eρn (t))|
≤ sup
t∈Rq
|Eρn (t)− ρ (t)| n→∞−−−−→ 0 gemäß Lemma 3.8.
Des Weiteren existiert ein t0 = (t0,1, . . . , t0,q) ∈ cl (H) mit ρ (t0) = inft∈H ρ (t). Im folgenden
konstruieren wir eine Folge (tn)n∈N mit tn = (tn,1, . . . , tn,q) ∈ Gn und limn→∞ tn = t0.
Für festes n ∈ N setze tn,0 = 0 und definiere rekursiv für 0 ≤ i ≤ q − 1
tn,i+1 :=



tn,i + min , wenn [nt0,i+1] < mi + [ntn,i]
[nt0,i+1]
n , wenn mi + [ntn,i] ≤ [nt0,i+1] ≤ n−
∑q
j=i+1 mj
n−Pqj=i+1 mj
n , wenn n−
∑q
j=i+1 mj < [nt0,i+1].
Für n ∈ N und 0 ≤ i ≤ q folgt dann offensichtlich [ntn,i+1]− [ntn,i] ≥ mi und somit tn ∈ Gn. Die
Konvergenz erhält man durch Induktion bzgl. der Koordinaten. Es sei t0 ∈ cl (H). Für 0 ≤ i ≤ q
gilt dann t0,i+1 − t0,i ≥ 0. Wenn t0,1 = 0 ist, dann folgt limn→∞ tn,1 = limn→∞ m0n = 0 = t0,1.
Wenn 0 < t0,1 < 1 ist, existiert ein n0, so dass für alle n ≥ n0 folgt m0 ≤ [nt0,1] ≤ n−
∑q
j=1 mj .
Somit folgt ebenfalls limn→∞ tn,1 = t0,1. Für t0,1 = 1 folgt
lim
n→∞
tn,1 = lim
n→∞
n−∑qj=0 mj
n
= 1 = t0,1.
Damit gilt limn→∞ tn,1 = t0,1 und somit folgt der Induktionsanfang. Den Induktionsschritt erhält
man ähnlich zum Induktionsanfang. Es gelte also limn→∞ tn,i = t0,i für ein 1 ≤ i ≤ q − 1. Dann
folgt
lim
n→∞
tn,i+1 = lim
n→∞
tn,i +
mi
n
= t0,i = t0,i+1 , wenn t0,i+1 = t0,i.
lim
n→∞
tn,i+1 = lim
n→∞
n−∑qj=i+1 mj
n
= 1 = t0,i+1 , wenn t0,i+1 = 1.
Falls t0,i < t0,i+1 < 1 ist, existiert ein n0, so dass für alle n ≥ n0 folgt
mi + [ntn,i] ≤ mi + 1 + [nt0,i] ≤ [nt0,i+1] ≤ n−
q∑
j=i+1
mj .
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Somit folgt ebenfalls limn→∞ tn,i+1 = limn→∞
[nt0,i+1]
n = t0,i+1.
Damit gilt limn→∞ tn = t0 und mit der Stetigkeit der Funktion ρ folgt
∣∣∣∣ mint∈Gn ρ (t)− inft∈H ρ (t)
∣∣∣∣ = mint∈Gn ρ (t)− inft∈H ρ (t) = mint∈Gn ρ (t)− ρ (t0) ≤ ρ (tn)− ρ (t0)
n→∞−−−−→ 0.
Es folgt
∣∣∣∣ mint∈Gn Eρn (t)− inft∈cl(H) ρ (t)
∣∣∣∣ ≤
∣∣∣∣ mint∈Gn Eρn (t)− mint∈Gn ρ (t)
∣∣∣∣ +
∣∣∣∣ mint∈Gn ρ (t)− inft∈cl(H) ρ (t)
∣∣∣∣
n→∞−−−−→ 0.
Für ε0 := 14
(
ρ (θ) + inft∈cl(H) ρ (t)
)
gilt nach Voraussetzung, dass ε0 > 0 ist und es folgt
lim
n→∞
(
Eρn (θ) + min
t∈Gn
Eρn (t)
)
= lim
n→∞
Eρn (θ) + lim
n→∞
min
t∈Gn
Eρn (t)
3.7= ρ (θ) + inf
t∈cl(H)
ρ (t) = 4ε0.
Für schließlich alle n ∈ N gilt
Eρn (θ) + min
t∈Gn
Eρn (t) ≥ 2ε0.
Mit Lemma B.4 folgt
P
(
θ̂n 6= θ̂
+
n
)
= P (argmax (|ρn (t)| , t ∈ Gn) 6= argmax (ρn (t) , t ∈ Gn))
≤ P (arg (|ρn|) 6= arg (ρn))
B.4≤ P
(
− inf
t∈Gn
ρn (t) ≥ max
t∈Gn
ρn (t)
)
≤ P
(
− inf
t∈Gn
ρn (t) ≥ ρn (θ)
)
= P
(
− min
t∈Gn
ρn (t) ≥ ρn (θ)
)
= P
(
− min
t∈Gn
ρn (t) ≥ ρn (θ) , |ρn (θ)− Eρn (θ)| ≤ ε0
)
+ P
(
− min
t∈Gn
ρn (t) ≥ ρn (θ) , |ρn (θ)− Eρn (θ)| > ε0
)
≤ P
(
− min
t∈Gn
(ρn (t)− Eρn (t) + Eρn (t)) ≥ ρn (θ) , |ρn (θ)− Eρn (θ)| ≤ ε0
)
+ P (|ρn (θ)− Eρn (θ)| > ε0)
≤ P
(
− min
t∈Gn
(ρn (t)− Eρn (t))− min
t∈Gn
Eρn (t) ≥ ρn (θ) , |ρn (θ)− Eρn (θ)| ≤ ε0
)
+ ∆n (ε0)
≤ P
(
max
t∈Gn
− (ρn (t)− Eρn (t)) ≥ ρn (θ) + min
t∈Gn
Eρn (t) , ρn (θ) ≥ Eρn (θ)− ε0
)
+ ∆n (ε0)
≤ P
(
max
t∈Gn
|ρn (t)− Eρn (t)| ≥ Eρn (θ)− ε0 + min
t∈Gn
Eρn (t)
)
+ ∆n (ε0)
≤ P
(
max
t∈Gn
|ρn (t)− Eρn (t)| ≥ ε0
)
+ ∆n (ε0)
≤ 2∆n (ε0) .
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Um stochastische Beschränktheit zu zeigen, setzen wir voraus, dass |ρ| an der Stelle θ eine lokale
”Spitze” besitzt. Wir sagen es gelte die Eigenschaft (P ), wenn ein beliebig kleines δ > 0 sowie eine
positive Konstante L = L (δ) existieren, so dass entweder
(P+) : ρ (θ)− ρ (t) ≥ L ‖t− θ‖ ∀t ∈ Bδ (θ)
oder
(P−) : ρ (t)− ρ (θ) ≥ L ‖t− θ‖ ∀t ∈ Bδ (θ)
erfüllt ist. Bδ (θ) sei die offene Kugel um θ mit Radius δ. Die Eigenschaft (P+) steht für eine
Spitze nach oben im Punkt θ der Funktion ρ und (P−) für eine Spitze nach unten. Zunächst
werden einige Folgerungen bzgl. der Peakeigenschaft (P ) hergeleitet.
Die Eigenschaft (P ) kann mittels Richtungsableitungen charakterisiert werden. Zu beachten sei
dabei, dass die Funktion ρ im Punkt θ nicht differenzierbar ist, aber alle Richtungsableitungen
existieren.
3.11 Lemma. Es sei M1 < ∞. Dann gilt
(P+) ⇐⇒ max
1≤i≤q
{∂eiρ (θ) , ∂−eiρ (θ)} < 0.
Beweis: Aus (P+) folgt für alle t ∈ Bδ (θ) \ {θ},
dass ρ (θ)−ρ (t) > 0 ist. Somit sind alle Richtungsableitungen negativ und es folgt die Hinrichtung.
Für die Rückrichtung setze
L := −1
2
max
1≤i≤q
{∂eiρ (θ) , ∂−eiρ (θ)} .
Nach Voraussetzung gilt L > 0. Für ein beliebiges v ∈ Rq mit ‖v‖ = 1 gilt
(1) ∂vρ (θ) =
∑
i: vi>0
vi ∂eiρ (θ)−
∑
i: vi<0
vi ∂−eiρ (θ)
=
∑
i: vi>0
|vi| ∂eiρ (θ) +
∑
i: vi<0
|vi| ∂−eiρ (θ)
≤ −2L
∑
i: vi 6=0
|vi|
≤ −2L.
Aus der Existenz der Richtungsableitungen von ρ im Punkt θ folgt, dass zu einen beliebigen
1 ≤ i ≤ q ein δi > 0 und δ−i > 0 existiert, so dass für alle λ < δi bzw. λ < δ−i gilt
(2)
∣∣∣∣∣∣
ρ
(
θ + λ
∑i−1
j=1 vjej + λ |vi| ei
)
− ρ
(
θ + λ
∑i−1
j=1 vjej
)
λ
− |vi| ∂eiρ (θ)
∣∣∣∣∣∣
<
L
q
∣∣∣∣∣∣
ρ
(
θ + λ
∑i−1
j=1 vjej + λ |vi| (−ei)
)
− ρ
(
θ + λ
∑i−1
j=1 vjej
)
λ
− |vi| ∂−eiρ (θ)
∣∣∣∣∣∣
<
L
q
Damit definiere
δ := min
1≤i≤q
{δi, δ−i} .
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Für t ∈ Bδ (θ) setze λ := ‖t− θ‖ und es folgt
ρ (θ)− ρ (t)
‖t− θ‖ = −
ρ (θ + (t− θ))− ρ (θ)
‖t− θ‖ = −
ρ
(
θ + λ t−θ‖t−θ‖
)
− ρ (θ)
λ
(1)
≥ −
ρ
(
θ + λ t−θ‖t−θ‖
)
− ρ (θ)
λ
+ ∂ t−θ
‖t−θ‖
ρ (θ) + 2L
= 2L−
∑
i: ti>θi

ρ
(
θ + λ
∑i
j=1
tj−θj
‖t−θ‖ej
)
− ρ
(
θ + λ
∑i−1
j=1
tj−θj
‖t−θ‖ej
)
λ
− |ti − θi|‖t− θ‖∂eiρ (θ)


−
∑
i: ti<θi

ρ
(
θ + λ
∑i
j=1
tj−θj
‖t−θ‖ej
)
− ρ
(
θ + λ
∑i−1
j=1
tj−θj
‖t−θ‖ej
)
λ
− |ti − θi|‖t− θ‖∂−eiρ (θ)


≥ 2L−
∑
i: ti>θi
∣∣∣∣∣∣
ρ
(
θ + λ
∑i
j=1
tj−θj
‖t−θ‖ej
)
− ρ
(
θ + λ
∑i−1
j=1
tj−θj
‖t−θ‖ej
)
λ
− |ti − θi|‖t− θ‖∂eiρ (θ)
∣∣∣∣∣∣
−
∑
i: ti<θi
∣∣∣∣∣∣
ρ
(
θ + λ
∑i
j=1
tj−θj
‖t−θ‖ej
)
− ρ
(
θ + λ
∑i−1
j=1
tj−θj
‖t−θ‖ej
)
λ
− |ti − θi|‖t− θ‖∂−eiρ (θ)
∣∣∣∣∣∣
(2)
≥ 2L−
∑
i: ti 6=θi
L
q
≥ L.
Somit existiert ein δ > 0 und eine positive Konstante L > 0, so dass die Eigenschaft (P+) gilt.
3.12 Lemma. Es sei M1 < ∞, arg (|ρ|) = {θ} und es gelte (P+). Dann folgt
− inf
t∈H
ρ (t) < ρ (θ) und arg (ρ) = {θ} .
Beweis: Aus (P+) für die Funktion ρ folgt die Existenz eines beliebig kleinen δ > 0 und einer
positiven Konstante L = L (δ), so dass gilt
ρ (θ)− ρ (t) ≥ L ‖t− θ‖ ∀t ∈ Bδ (θ) .
Es folgt, dass ρ (θ) > 0 ist. Denn sonst gilt für t ∈ Bδ (θ) \ {θ}
|ρ (θ)| = −ρ (θ) ≤ −L ‖t− θ‖ − ρ (t) < −ρ (t) ≤ |ρ (t)| .
Dies ist ein Widerspruch dazu, dass θ Maximalstelle von |ρ| ist. Somit gilt für t 6= θ
ρ (t) ≤ |ρ (t)| < |ρ (θ)| = ρ (θ) .
Aufgrund der Stetigkeit der Funktion ρ existiert ein ε > 0, so dass ρ (t) > 0 für alle t ∈ Bε (θ).
Und es folgt
− inf
t∈H
ρ (t) = sup
t∈H
−ρ (t) ≤ sup
t∈Rq\Bε
|ρ (t)| < ρ (θ) .
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Viele Objekte in dieser Arbeit wie zum Beispiel der Prozess ρn, der Schätzer θ̂n oder die Funktion
ρ sind von der Kernfunktion h abhängig. ρn = ρn (h, ·), θ̂n = θ̂n (h) oder ρ = ρ (h, ·). Wenn nichts
anderes angegeben ist, dann betrachten wir diese Objekte mit der Kernfunktion h.
3.13 Lemma. Es sei M1 < ∞. Dann gilt
ρn (h, ·) = −ρn (−h, ·)
ρ (h, ·) = −ρ (−h, ·)
θ̂n (h) = θ̂n (−h) .
Beweis: Für t /∈ Hm,n gilt
ρn (h, t) = 0 = −0 = −ρn (−h, t) .
Und für t ∈ Hm,n gilt
ρn (h, t) = κnw
(
[nt]
n
)
Un(t) (h)
= κnw
(
[nt]
n
) q∏
i=0
(
[nti+1]− [nti]
mi
)−1 ∑
1≤j01<···<j0m0≤[nt1]
. . .
∑
[ntq ]+1≤jq1<···<jqmq≤n
h
(
Xj01 ,n, . . . , Xj0m0 ,n
, . . . , Xjq1 ,n, . . . , Xj
q
mq ,n
)
= −κnw
(
[nt]
n
) q∏
i=0
(
[nti+1]− [nti]
mi
)−1 ∑
1≤j01<···<j0m0≤[nt1]
. . .
∑
[ntq ]+1≤jq1<···<jqmq≤n
− h
(
Xj01 ,n, . . . , Xj0m0 ,n
, . . . , Xjq1 ,n, . . . , Xj
q
mq ,n
)
= −κnw
(
[nt]
n
)
Un(t) (−h)
= −ρn (−h, t) .
Mit Lemma 3.8 folgt
ρ (h, t) = lim
n→∞
Eρn (h, t) = lim
n→∞
E− ρn (−h, t) = −ρ (−h, t) .
θ̂n (h) = argmax (| ρn ( h, t)| , t ∈ Gn)
= argmax (|−ρn (−h, t)| , t ∈ Gn)
= argmax (| ρn (−h, t)| , t ∈ Gn) = θ̂n (−h) .
3.14 Lemma. Ist M1 < ∞, dann gilt
(P−) für ρ (h, ·) ⇐⇒ (P+) für ρ (−h, ·) .
Beweis:
(P−) für ρ (h, ·) ⇐⇒ ρ (h, t) − ρ (h, θ) ≥ L ‖t− θ‖ ∀t ∈ Bδ (θ)
3.13⇐⇒ ρ (−h, θ)− ρ (−h, t) ≥ L ‖t− θ‖ ∀t ∈ Bδ (θ) ⇐⇒ (P+) für ρ (−h, ·) .
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Aufgrund des letzten Lemmas genügt es, ohne Einschränkung Aussagen für (P+) zu zeigen.
Mit Martingalmethoden lässt sich eine Tailabschätzung für nθ̂
+
n − [nθ] beweisen. Die Abschätzun-
gen ähneln denen vom Beweis von Lemma 3.2.
3.15 Lemma. Es existiere ein p ∈ [1,∞) mit Mp < ∞ und es gelte (P+). Dann existiert eine
positive Konstante C, so dass für alle x > 0 und schließlich alle n ∈ N gilt
P
(
x <
∥∥∥nθ̂+n − [nθ]
∥∥∥ < nδ
)
≤ CMpL−pκpn
(
x−a(p) + an (p, q)
)
.
Beweis: Ohne Einschränkung können wir annehmen, dass für δ aus der Eigenschaft (P+) gilt
δ < min
0≤i≤q
θi+1 − θi
3
.
Ferner können wir ohne Einschränkung die Maximumsnorm auf Rq wählen. Somit gilt für alle
t ∈ Bδ (θ) und 0 ≤ i ≤ q
ti+1 − ti > θi+1 − δ − (θi + δ) = (θi+1 − θi − 2δ) > δ.
Des Weiteren definiere
Gn,x,δ := {k ∈ Nq0 : x < ‖k− [nθ]‖ < nδ} .
Damit existiert ein n0 ∈ N, so dass für alle n ≥ n0, für alle k ∈ Gn,x,δ und für 0 ≤ i ≤ q gilt
mi < nδ < ki+1 − ki. (3.10)
Das heißt, mit δ := (δ, . . . , δ) ∈ Rq+1 ist kn ∈ Hδ. Aus x <
∥∥∥nθ̂+n − [nθ]
∥∥∥ < nδ und θ̂+n ∈ Gn
folgt, dass nθ̂
+
n ∈ Gn,x,δ ist. Aus maxk∈Gn,x,δ ρn
(
k
n
)
< ρn (θ) folgt ρn
(
θ̂
+
n
)
< ρn (θ). Dies ist ein
Widerspruch zur Definition von θ̂
+
n = argmax (ρn (t) , t ∈ Gn). Daraus folgt
{
x <
∥∥∥nθ̂+n − [nθ]
∥∥∥ < nδ
}
⊆
{
max
k∈Gn,x,δ
ρn
(
k
n
)
≥ ρn (θ)
}
.
Im folgenden schreiben wir für Un(t) (h) auch Un(t). Man betrachte nun folgende Differenz
ρn
(
k
n
)
− ρn (θ) = κnw
(
k
n
)
Un( kn ) − κnw
(
[nθ]
n
)
Un(θ)
= κn
(
w
(
k
n
)
Un( kn ) − w
(
k
n
)
EUn( kn ) − w
(
[nθ]
n
) (
Un( kn ) − EUn( kn )
)
−w
(
[nθ]
n
)
Un(θ) + w
(
k
n
)
EUn( kn ) + w
(
[nθ]
n
) (
Un( kn ) − EUn( kn )
))
= κn
((
w
(
k
n
)
− w
(
[nθ]
n
)) (
Un( kn ) − EUn( kn )
)
+ w
(
k
n
)
EUn( kn ) − w
(
[nθ]
n
)
EUn(θ)
−w
(
[nθ]
n
)
Un(θ) + w
(
[nθ]
n
) (
Un( kn ) − EUn( kn )
)
+ w
(
[nθ]
n
)
EUn(θ)
)
= κn
(
w
(
k
n
)
− w
(
[nθ]
n
)) (
Un( kn ) − EUn( kn )
)
+ κnw
(
[nθ]
n
) (
Un( kn ) − EUn( kn ) − Un(θ) + EUn(θ)
)
−
(
κnw
(
[nθ]
n
)
EUn(θ) − κnw
(
k
n
)
EUn( kn )
)
= Sn1 (k) + Sn2 (k)− δn (k) mit
Sn1 (k) := κn
(
w
(
k
n
)
− w
(
[nθ]
n
))(
Un( kn ) − EUn( kn )
)
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Sn2 (k) := κnw
(
[nθ]
n
) (
Un( kn ) − EUn( kn ) − Un(θ) + EUn(θ)
)
δn (k) := Eρn (θ)− Eρn
(
k
n
)
.
Aus (P+) für die Funktion ρ folgt die Existenz eines beliebig kleinen δ > 0 und einer positiven
Konstante L = L (δ), so dass gilt
ρ (θ)− ρ (t) ≥ L ‖t− θ‖ ∀t ∈ Bδ (θ) .
Damit gilt für alle t ∈ Bδ (θ)
Eρn (θ)− Eρn (t) = (Eρn (θ)− Eρn (t)) n‖[nt]− [nθ]‖
‖[nt]− [nθ]‖
n
=: an
‖[nt]− [nθ]‖
n
,
und es folgt
lim
n→∞
an = lim
n→∞
(Eρn (θ)− Eρn (t)) n‖[nt]− [nθ]‖
3.8=
ρ (θ)− ρ (t)
‖t− θ‖
(P+)
≥ L.
Damit existiert ein n1, so dass für alle n ≥ max {n0, n1} sowie für alle t ∈ Bδ (θ) gilt
δn ([nt]) = Eρn (θ)− Eρn (t) = an ‖[nt]− [nθ]‖
n
>
1
2
L
‖[nt]− [nθ]‖
n
.
Und es folgt
P
(
x <
∥∥∥nθ̂+n − [nθ]
∥∥∥ < nδ
)
≤ P
(
max
k∈Gn,x,δ
ρn
(
k
n
)
≥ ρn (θ)
)
= P
(
max
k∈Gn,x,δ
(
ρn
(
k
n
)
− ρn (θ)
)
≥ 0
)
= P
(
max
k∈Gn,x,δ
(Sn1 (k) + Sn2 (k)− δn (k)) ≥ 0
)
.
Für diese Umformungen ist die Einführung des Schätzers θ̂
+
n hilfreich. Würde man die letzten
Umformungen mit dem Schätzer θ̂n durchführen, erhält man
P
(
x <
∥∥∥nθ̂n − [nθ]
∥∥∥ < nδ
)
≤ P
(
max
k∈Gn,x,δ
∣∣∣∣ρn
(
k
n
)∣∣∣∣ ≥ |ρn (θ)|
)
.
P
(
x <
∥∥∥nθ̂+n − [nθ]
∥∥∥ < nδ
)
≤ P
(
max
k∈Gn,x,δ
(Sn1 (k) + Sn2 (k)− δn (k)) ≥ 0
)
≤ P
(
max
k∈Gn,x,δ
(
Sn1 (k) + Sn2 (k)− L‖k− [nθ]‖2n
)
> 0
)
≤ P
(
max
k∈Gn,x,δ
(
|Sn1 (k) + Sn2 (k)| − L‖k− [nθ]‖2n
)
> 0
)
= P
(
max
k∈Gn,x,δ
(
1
‖k− [nθ]‖ |Sn1 (k) + Sn2 (k)| −
L
2n
)
> 0
)
= P
(
max
k∈Gn,x,δ
1
‖k− [nθ]‖ |Sn1 (k) + Sn2 (k)| >
L
2n
)
B.5≤ P
(
max
k∈Gn,x,δ
n
‖k− [nθ]‖ |Sn1 (k)| > CLn
)
+ P
(
max
k∈Gn,x,δ
n
‖k− [nθ]‖ |Sn2 (k)| > CL
)
=: P̃n + P̄n.
Hierbei sei C wieder eine generische positive Konstante.
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Aus der Lipschitzeigenschaft der Funktion w und mit Lemma 3.3 ergibt sich für P̃n
P̃n = P
(
max
k∈Gn,x,δ
n
‖k− [nθ]‖ |Sn1 (k)| > CL
)
= P
(
max
k∈Gn,x,δ
n
‖k− [nθ]‖
∣∣∣∣κn
(
w
(
k
n
)
− w
(
[nθ]
n
))(
Un( kn ) − EUn( kn )
)∣∣∣∣ > CL
)
w Lipschitz
≤ P
(
max
k∈Gn,x,δ
n
‖k− [nθ]‖
‖k− [nθ]‖
n
∣∣∣Un( kn ) − EUn( kn )
∣∣∣ > CLκ−1n
)
= P
(
max
k∈Gn,x,δ
∣∣∣Un( kn ) − EUn( kn )
∣∣∣ > CLκ−1n
)
(3.10)
≤ P
(
sup
t∈Hδ
∣∣Un(t) (h)− EUn(t) (h)
∣∣ > CLκ−1n
)
3.3≤ CMpL−pκpnan (p, q) .
Weiter wird nun P̄n betrachtet. Aus Gründen der Übersichtlichkeit beschränken wir uns hier auf
den Fall q = 2. Als Norm wählen wir die Maximumsnorm.
P̄n = P
(
max
k∈Gn,x,δ
n
‖k− [nθ]‖ |Sn2 (k)| > CL
)
≤ P

 max
x<|k−[nθ1]|<nδ
|k−[nθ1]|≥|l−[nθ2]|
n
|k − [nθ1]| |Sn2 (k, l)| > CL

 + P

 max
x<|l−[nθ2]|<nδ
|k−[nθ1]|≤|l−[nθ2]|
n
|l − [nθ2]| |Sn2 (k, l)| > CL


=: Pn + P̆n
Für |k − [nθ1]| ≥ |[nθ2]− l| ergibt sich
Pn = P

 max
x<|k−[nθ1]|<nδ
|k−[nθ1]|≥|l−[nθ2]|
n
|k − [nθ1]| |Sn2 (k, l)| > CL


≤ P

 max
[nθ1]−nδ<k<[nθ1]−x
[nθ2]<l<[nθ2]+[nθ1]−k
n
[nθ1]− k |Sn2 (k, l)| > CL


+ P

 max
[nθ1]−nδ<k<[nθ1]−x
[nθ2]−([nθ1]−k)<l≤[nθ2]
n
[nθ1]− k |Sn2 (k, l)| > CL


+ P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]<l<[nθ2]+k−[nθ1]
n
k − [nθ1] |Sn2 (k, l)| > CL


+ P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1] |Sn2 (k, l)| > CL


=: Pn1 + Pn2 + Pn3 + Pn4.
Im folgenden werden wir die Technik beispielhaft an Pn4 vorführen.
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Analog zu (3.1) gilt für [nθ1] < k < l < [nθ2]
U(k,l−k,n−l) (h) =
m0∑
u=0
m2∑
v=0
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
) Un(θ1, kn , ln ,θ2)
(
h̄
)
U([nθ1],[nθ1]−[nθ2],n−[nθ2]) (h) =
m1∑
u′=0
m1−u∑
v′=0
(
k−[nθ1]
u′
)(
l−k
v′
)(
[nθ2]−l
m1−u′−v′
)
(
[nθ2]−[nθ1]
m1
) Un(θ1, kn , ln ,θ2)
(
h̃
)
. (3.11)
Dabei sind Un(θ1, kn , ln ,θ2)
(
h̄
)
und Un(θ1, kn , ln ,θ2)
(
h̃
)
jeweils 5-Stichproben U-Statistiken mit i.i.d.-
Stichproben und Kernfunktion h vom Grad (u, m0 − u,m1, v, m2 − v)
bzw. (m0, u′, v′,m1 − u′ − v′, m2 − v′). Für Un(θ1, kn , ln ,θ2) (h) schreiben wir manchmal auch kurz
U.... Es folgt
Pn4 = P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1] |Sn2 (k, l)| > CL


= P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
∣∣∣∣κnw
(
[nθ1]
n
,
[nθ2]
n
) (
U(k,l−k,n−l) (h)− EU(k,l−k,n−l) (h)
−U([nθ1],[nθ1]−[nθ2],n−[nθ2]) (h) + EU([nθ1],[nθ1]−[nθ2],n−[nθ2]) (h)
)∣∣ > CL)
≤ P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
∣∣U(k,l−k,n−l) (h)− EU(k,l−k,n−l) (h)
−U([nθ1],[nθ1]−[nθ2],n−[nθ2]) (h) + EU([nθ1],[nθ1]−[nθ2],n−[nθ2]) (h)
∣∣ > CLκ−1n
)
≤ P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
∣∣∣∣∣
m0∑
u=0
m2∑
v=0
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
(
Un(θ1, kn , ln ,θ2)
(
h̄
)− EU...
)
−
m1∑
u′=0
m1−u∑
v′=0
(
k−[nθ1]
u′
)(
l−k
v′
)(
[nθ2]−l
m1−u′−v′
)
(
[nθ2]−[nθ1]
m1
)
(
Un(θ1, kn , ln ,θ2)
(
h̃
)
− Un(θ1, kn , ln ,θ2)
(
h̃
))∣∣∣∣∣ > CLκ
−1
n
)
B.5≤
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0)
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
) |U... − EU...| > CLκ−1n


+ P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
∣∣∣∣∣
(
[nθ1]
m0
)
(
k
m0
)
(
n−[nθ2]
m2
)
(
n−l
m2
) −
(
l−k
m1
)
(
[nθ2]−[nθ1]
m1
)
∣∣∣∣∣ |U... − EU...| > CLκ
−1
n


+
m1∑
u′=0
m1−u∑
v′=0︸ ︷︷ ︸
(u′,v′)6=(0,m1)
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
k−[nθ1]
u′
)(
l−k
v′
)(
[nθ2]−l
m1−u′−v′
)
(
[nθ2]−[nθ1]
m1
) |U... − EU...| > CLκ−1n


=:
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v) 6=(m0,0)
Pn4 (u, v) + P̀n4 +
m1∑
u′=0
m1−u∑
v′=0︸ ︷︷ ︸
(u′,v′)6=(0,m1)
P ′n4 (u
′, v′) .
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Wir betrachten wieder für ein festes u und v die Menge B = B (u, v).
B =
{
d ∈ N50
∣∣ d1 ≤ u, d2 ≤ m0 − u, d3 ≤ m1, d4 ≤ v, d5 ≤ m2 − v,
5∑
i=1
di > 0
}
.
Analog zum Beweis von Lemma 3.2 folgt mit der Zerlegung (3.2)
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0)
Pn4 (u, v) =
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v) 6=(m0,0)
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2)
(
h̄
)− EUn(θ1, kn , ln ,θ2)
(
h̄
)∣∣∣ > CLκ−1n
)
≤
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0)
8∑
i=1
∑
d∈Bi
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
=:
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v) 6=(m0,0)
8∑
i=1
Pn4,i.
Aus k − [nθ1] ≥ [nθ2]− l > 0 und (u, v) 6= (m0, 0) folgt
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
) ≤ C.
Für d ∈ B1 = {d ∈ B| d2 = 0, d3 = 0, d4 = 0} hängt die U-Statistik Un(θ1, kn , ln ,θ2) (hd) nicht von
k und l ab. Des Weiteren gelte die Konvention
(
n
k
)
= 0 für n < k. Analog zur Abschätzung von
P4,1 im Beweis 3.2 folgt
Pn4,1 =
∑
d∈B1
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
≤
∑
d∈B1
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]−v
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n


=
∑
d∈B1
P
(∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
für beliebige k, l mit [nθ1] + m0 − u ≤ k < l ≤ [nθ2]− v
(3.3)
≤ CMpL−pκpnκpnn−a(p).
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Es sei d ∈ B2 = {d ∈ B| d2 > 0, d3 = d4 = 0}.
Pn4,2 =
∑
d∈B2
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
≤
∑
d∈B2
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−nδ<l≤[nθ2]−v
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n


=
∑
d∈B2
P
(
max
[nθ1]+x<k<[nθ1]+nδ
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣
p
> CLpκ−pn
)
für ein beliebiges l mit [nθ2]− nδ < l ≤ [nθ2]− v. Mit Lemma 2.19 folgt, dass
Un(θ1,θ1+δ− k′n , ln ,θ2) (hd) für 1 ≤ k
′ ≤ [nδ]−[x]−1 ein Martingal ist. Mit der Doobschen Ungleichung
2.2 folgt
Pn4,2 ≤
∑
d∈B2
P
(
max
[nθ1]+x<k<[nθ1]+nδ
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣
p
> CLpκ−pn
)
Doob≤
∑
d∈B2
CL−pκpnE
∣∣∣Un(θ1,θ1+ [x]+1n , ln ,θ2) (hd)
∣∣∣
p
2.20≤ CL−pκpn
∑
d∈B2
E |hd|p
(
[nθ1]d1 ([x] + 1)
d2 (l − [x]− 1)d3 ([nθ2]− l)d4 (n− [nθ2])d5
)−a(p)
2.6≤ CMpL−pκpn
∑
d∈B2
(
[nθ1]d1 ([x] + 1)
d2 (l − [x]− 1)d3 ([nθ2]− l)d4 (n− [nθ2])d5
)−a(p)
Def. B2≤ CMpL−pκpn ([x] + 1)−a(p)
≤ CMpL−pκpnx−a(p).
Es ist 0 < x < [x] + 1, und da −p + 1 ≤ 0 für 1 ≤ p ≤ 2 bzw. −p2 < 0 für 2 < p < ∞ ist, gilt
([x] + 1)−p+1 ≤ x−p+1 1 ≤ p ≤ 2
([x] + 1)−
p
2 ≤ x− p2 2 < p < ∞.
Somit folgt die letzte Ungleichung.
Es sei d ∈ B3 = {d ∈ B| d2 = d4 = 0, d3 > 0}. Dann hängt Un(θ1, kn , ln ,θ2) (hd) nur von der Diffe-
renz l − k ab. Da l − k > nδ gilt, folgt Analog zur Abschätzung von P4,3 im Beweis
von Lemma 3.3
Pn4,3
(3.8)
≤ CMpL−pκpnn−a(p).
Es sei d ∈ B4 = {d ∈ B| d2 = d3 = 0, d4 > 0}. Für 0 ≤ u < m0 und [nθ1] < k folgt
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
) ≤ C.
Somit folgt analog zur Abschätzung von P4,4 im Beweis von Lemma 3.2
Pn4,4
(3.6)
≤ CMpL−pκpnn−a(p) 0 ≤ u < m0.
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Für u = m0 hängt Un(θ1, kn , ln ,θ2) (hd) nicht von k ab, und es gilt
Pn4,4 =
∑
d∈B4
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
[nθ1]
m0
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n


≤
∑
d∈B4
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−nδ<l≤[nθ2]−v
n−v+1
(
[nθ2]−l
v
)
k − [nθ1]
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n


k=[nθ1]+[x]+1=
∑
d∈B4
P
(
max
[nθ2]−nδ<l≤[nθ2]−v
n−v+1
(
[nθ2]−l
v
)
[x] + 1
∣∣∣Un(θ1,θ1+ [x]+1n , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
≤
∑
d∈B4
P
(
max
[nθ2]−nδ<l≤[nθ2]−[x]−1
n−v+1
(
[nθ2]−l
v
)
[x] + 1
∣∣∣Un(θ1,θ1+ [x]+1n , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
+
∑
d∈B4
P
(
max
[nθ2]−[x]−1≤l≤[nθ2]−v
n−v+1
(
[nθ2]−l
v
)
[x] + 1
∣∣∣Un(θ1,θ1+ [x]+1n , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
.
Mit Lemma 2.19 folgt, dass U
n(θ1,θ1+ [x]+1n , ln ,θ2)
(hd) für [nθ2] − [nδ] ≤ l ≤ [nθ2] − [x] − 1 ein
Martingal ist. Da 0 < v und [x] + 1 ≤ [nθ2]− l gilt
n−v+1
(
[nθ2]−l
v
)
[x] + 1
≤ Cn−v+1 ([x] + 1)−1 ([nθ2]− l)v ≤ C
(
[nθ2]− l
n
)v−1
≤ C
und es folgt
∑
d∈B4
P
(
max
[nθ2]−nδ<l≤[nθ2]−[x]−1
n−v+1
(
[nθ2]−l
v
)
[x] + 1
∣∣∣Un(θ1,θ1+ [x]+1n , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
≤
∑
d∈B4
P
(
max
[nθ2]−nδ<l≤[nθ2]−[x]−1
∣∣∣Un(θ1,θ1+ [x]+1n , ln ,θ2) (hd)
∣∣∣
p
> CLpκ−pn
)
Doob≤
∑
d∈B4
CL−pκpnE
∣∣∣Un(θ1,θ1+ [x]+1n ,θ2− [x]+1n ,θ2) (hd)
∣∣∣
Def. B4≤ CMpL−pκpn ([x] + 1)−a(p)
≤ CMpL−pκpnx−a(p).
Ebenfalls mit Lemma 2.19 folgt, dass
(
l′
d4
)
U
n(θ1,θ1+ [x]+1n ,θ2− l
′
n ,θ2)
(hd) für v ≤ l′ ≤ [x] + 1 ein
Martingal ist. Da 0 < d4 ≤ v und [nθ2]− l ≤ [x] + 1 gilt
n−v+1
(
[nθ2]−l
v
)
[x] + 1
≤ Cn−v+1 ([x] + 1)−1 ([nθ2]− l)v−d4
(
[nθ2]− l
d4
)
≤ Cn−v+1 ([x] + 1)v−d4−1
(
[nθ2]− l
d4
)
≤ C ([x] + 1)−d4
(
[nθ2]− l
d4
)
.
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Es folgt
∑
d∈B4
P
(
max
[nθ2]−[x]−1≤l≤[nθ2]−v
n−v+1
(
[nθ2]−l
v
)
[x] + 1
∣∣∣Un(θ1,θ1+ [x]+1n , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
≤
∑
d∈B4
P
(
max
[nθ2]−[x]−1≤l≤[nθ2]−v
([x] + 1)−d4p
∣∣∣∣
(
[nθ2]− l
d4
)
U
n(θ1,θ1+ [x]+1n , ln ,θ2)
(hd)
∣∣∣∣
p
> CLpκ−pn
)
Doob≤
∑
d∈B4
CL−pκpn ([x] + 1)
−d4p
∣∣∣∣
(
[x] + l
d4
)
U
n(θ1,θ1+ [x]+1n ,θ2− x+1n ,θ2)
(hd)
∣∣∣∣
p
Def. B4≤ CMpL−pκpnx−a(p).
Zusammengefasst erhält man
Pn4,4 ≤ CMpL−pκpn
(
n−a(p) + x−a(p)
)
.
Es sei d ∈ B5 = {d ∈ B| d2 > 0, d3 > 0, d4 = 0}.
Pn4,5 =
∑
d∈B5
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
≤ Pn4,5 =
∑
d∈B5
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−nδ<l≤[nθ2]−v
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n


l′:=l−k=
∑
d∈B5
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−nδ−k<l′≤[nθ2]−v−k
∣∣∣∣Un“θ1, kn , k+l′n ,θ2
” (hd)
∣∣∣∣
p
> CLpκ−pn

 (3.12)
≤
∑
d∈B5
[nθ1]+[nδ]∑
k=[nθ1]+[x]+1
P
(
max
[nθ2]−nδ−k<l′≤[nθ2]−v−k
∣∣∣∣Un“θ1, kn , k+l′n ,θ2
” (hd)
∣∣∣∣
p
> CLpκ−pn
)
.
Für festes k folgt mit Lemma 2.19, dass U
n
“
θ1,
k
n ,θ2− v+l̃n ,θ2
” (hd) für k ≤ l̃ ≤ [nδ]− v ein Martingal
ist. Es gilt
Pn4,5 ≤
∑
d∈B5
[nθ1]+[nδ]∑
k=[nθ1]+[x]+1
P
(
max
[nθ2]−nδ−k<l′≤[nθ2]−v−k
∣∣∣∣Un“θ1, kn , k+l′n ,θ2
” (hd)
∣∣∣∣
p
> CLpκ−pn
)
Doob≤
∑
d∈B5
[nθ1]+[nδ]∑
k=[nθ1]+[x]+1
CL−pκpnE
∣∣∣Un(θ1, kn ,θ2−δ,θ2) (hd)
∣∣∣
p
Def. B5≤ CMpL−pκpn
[nθ1]+[nδ]∑
k=[nθ1]+[x]+1
((k − [nθ1]) ([nθ2]− nδ − k))−a(p)
B.6≤ CMpL−pκpn



([nδ]− [x]− 1)−(2p−3) 1 ≤ p < 2
([nδ]− [x]− 1)−1 ln ([nδ]− [x]− 1) p = 2
([nδ]− [x]− 1)− 12 p 2 < p < ∞
≤ CMpL−pκpnan (p, 1) .
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Analog folgt
Pn4,6 ≤ CMpL−pκpnan (p, 1)
Pn4,7 ≤ CMpL−pκpnan (p, 1) .
Für d ∈ B8 = {d ∈ B| d2 > 0, d3 > 0, d4 > 0} lässt sich kein Martingal finden. Somit erhält man
mit der Markovungleichung eine schwächere Abschätzung. Analog zur Abschätzung von P4,8 im
Beweis von Lemma 3.2 folgt
Pn4,8 =
∑
d∈B8
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
(
[nθ1]
u
)(
k−[nθ1]
m0−u
)
(
k
m0
)
(
[nθ2]−l
v
)(
n−[nθ2]
m2−v
)
(
n−l
m2
)
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n
)
≤
∑
d∈B8
[nθ1]−[nδ]∑
k=[nθ1]+[x]+1
[nθ2]−v∑
l=[nθ2]−[nδ]
P
(∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣
p
> CLpκ−pn
)
(3.7)
≤ CMpL−pκpnan (p, 2) .
Bei vorliegen von q Change-Points erhält man CMpL−pκpnan (p, q) als obere Schranke. Zusammen-
gefasst erhält man
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v) 6=(m0,0)
Pn4 (u, v) ≤ CMpL−pκpn
(
an (p, 2) + x−a(p)
)
.
Auf ähnliche Art kann man P ′n4 (ũ, ṽ) abschätzen.
m1∑
u′=0
m1−u∑
v′=0︸ ︷︷ ︸
(u′,v′) 6=(0,m1)
P ′n4 (u
′, v′) ≤ CMpL−pκpn
(
an (p, 2) + x−a(p)
)
.
Bleibt noch P̀n4 zu untersuchen. Dazu definiere für u, o,mu,mo ∈ N eine Funktion fmu,mou,o : R→ R
fmu,mou,o (y) :=
1
mu!
mu∏
i=1
(y − u−mu + i) 1
mo!
mo∏
j=1
(o− y −mo + j)
fmu,mou,o (y)
′ = fmu,mou,o (y)


mu∑
i=1
1
y − u−mu + i −
mo∑
j=1
1
o− y −mo + j

 .
Und für 0 ≤ y ≤ n gilt
fmu,mou,o (y) ≤ Cnmu+mo .
Damit gilt für [nθ1] < k < l ≤ [nθ2] und nδ < l − k
n1−m0−m1−m2
k − [nθ1]
∣∣∣∣
(
[nθ1]
m0
)(
[nθ2]− [nθ1]
m1
)(
n− [nθ2]
m2
)
−
(
k
m0
)(
l − k
m1
)(
n− l
m2
)∣∣∣∣
≤ n
1−m0−m1−m2
k − [nθ1]
((
[nθ1]
m0
) ∣∣∣fm1,m2[nθ1],n ([nθ2])− f
m1,m2
[nθ1],n
(l)
∣∣∣ +
∣∣∣fm0,m10,l ([nθ1])− fm0,m10,l (k)
∣∣∣
(
n− l
m2
))
≤ C

n1−m1−m2
∣∣∣fm1,m2[nθ1],n ([nθ2])− f
m1,m2
[nθ1],n
(l)
∣∣∣
|[nθ2]− l| + n
1−m0−m1
∣∣∣fm0,m10,l ([nθ1])− fm0,m10,l (k)
∣∣∣
|k − [nθ1]|


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MWS≤ C
(
n1−m1−m2
∣∣∣fm1,m2[nθ1],n (y)
′
∣∣∣ + n1−m0−m1
∣∣∣fm0,m10,l (z)′
∣∣∣
)
für l ≤ y ≤ [nθ2][nθ1] ≤ z ≤ k (3.13)
≤ C
(∣∣∣∣∣
m1∑
i=1
n
y − [nθ1]−m1 + i
∣∣∣∣∣ +
∣∣∣∣∣
m2∑
i=1
n
n− y −m2 + i
∣∣∣∣∣ +
∣∣∣∣∣
m0∑
i=1
n
z −m0 + i
∣∣∣∣∣ +
∣∣∣∣∣
m1∑
i=1
n
l − z −m1 + i
∣∣∣∣∣
)
≤ C
(∣∣∣∣∣
m1∑
i=1
n
l − [nθ1]−m1 + i
∣∣∣∣∣ +
∣∣∣∣∣
m2∑
i=1
n
n− [nθ2]−m2 + i
∣∣∣∣∣ +
∣∣∣∣∣
m0∑
i=1
n
[nθ1]−m0 + i
∣∣∣∣∣ +
∣∣∣∣∣
m1∑
i=1
n
l − k −m1 + i
∣∣∣∣∣
)
≤ C.
Und es folgt
P̀n4 = P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n
k − [nθ1]
∣∣∣∣∣
(
[nθ1]
m0
)
(
k
m0
)
(
n−[nθ2]
m2
)
(
n−l
m2
) −
(
l−k
m1
)
(
[nθ2]−[nθ1]
m1
)
∣∣∣∣∣
∣∣∣Un(θ1, kn , ln ,θ2) (h)− EUn(θ1, kn , ln ,θ2) (h)
∣∣∣ > CLκ−1n
)
≤ P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−(k−[nθ1])<l≤[nθ2]
n1−m0−m1−m2
k − [nθ1]
∣∣∣∣
(
[nθ1]
m0
)(
[nθ2]− [nθ1]
m1
)(
n− [nθ2]
m2
)
−
(
k
m0
)(
l − k
m1
)(
n− l
m2
)∣∣∣∣
∣∣∣Un(θ1, kn , ln ,θ2) (h)− EUn(θ1, kn , ln ,θ2) (h)
∣∣∣ > CLκ−1n
)
≤ P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−nδ<l≤[nθ2]
∣∣∣Un(θ1, kn , ln ,θ2) (h)− EUn(θ1, kn , ln ,θ2) (h)
∣∣∣ > CLκ−1n

 (3.14)
Hoeffding
≤ P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−nδ<l≤[nθ2]
∣∣∣∣∣∣
∑
d∈B(m0,0)
Un(θ1, kn , ln ,θ2) (hd)
∣∣∣∣∣∣
> CLκ−1n


B.5≤
∑
d∈B(m0,0)
P

 max
[nθ1]+x<k<[nθ1]+nδ
[nθ2]−nδ<l≤[nθ2]
∣∣∣Un(θ1, kn , ln ,θ2) (hd)
∣∣∣ > CLκ−1n

 .
Wobei
B (m0, 0) =
{
d ∈ N50
∣∣ d1 ≤ m0, d2 = 0, d3 ≤ m1, d4 = 0, d5 ≤ m2,
5∑
i=1
di > 0
}
.
Dabei ist Un(θ1, kn , ln ,θ2) (hd) eine d-degenerierte U-Statistik, die nur von der Differenz l−k abhängt.
Wenn d3 = 0 folgt analog zur Abschätzung von Pn4,1 bzw. P4,1 im Beweis von Lemma 3.2
P̀n4
(3.3)
≤ CMpL−pκpnn−a(p).
Da l − k > nδ folgt für d3 > 0 analog zur Abschätzung von Pn4,3 bzw. P4,3 im Beweis von
Lemma 3.3
P̀n4
(3.8)
≤ CMpL−pκpnn−a(p).
Zusammengefasst erhält man
Pn4 ≤
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0)
Pn4 (u, v) + P̀n4 +
m1∑
u′=0
m1−u∑
v′=0︸ ︷︷ ︸
(u′,v′)6=(0,m1)
P ′n4 (u
′, v′) ≤ CMpL−pκpn
(
an (p, 2) + x−a(p)
)
.
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Auf ähnliche Art lassen sich auch Pn1, Pn2 und Pn3 abschätzen. Es folgt
Pn ≤ Pn1 + Pn2 + Pn3 + Pn4 ≤ CMpL−pκpn
(
an (p, 2) + x−a(p)
)
.
Analog gilt
P̆n ≤ CMpL−pκpn
(
an (p, 2) + x−a(p)
)
.
Letztendlich erhält man
P
(
x <
∥∥∥nθ̂+n − [nθ]
∥∥∥ < nδ
)
≤ P̃n + Pn + P̆n ≤ CMpL−pκpn
(
an (p, 2) + x−a(p)
)
.
Für beliebiges q ∈ N ergibt sich
P
(
x <
∥∥∥nθ̂+n − [nθ]
∥∥∥ < nδ
)
≤ CMpL−pκpn
(
an (p, q) + x−a(p)
)
.
Es sei (bn)n∈N ⊂ R>. Unter bestimmten Voraussetzungen können wir stochastische Beschränktheit
für die Folge
(
bn
(
nθ̂
+
n − [nθ]
))
n∈N
zeigen.
3.16 Lemma. Es sei arg (ρ) = {θ} und es gelte die Eigenschaft (P+). Des Weiteren existiere
ein p ∈ [1,∞) mit Mp < ∞ und eine Folge (bn)n∈N ⊂ R>. Wenn gilt
lim
n→∞
κpnan (p, q) = 0 und lim
n→∞
κpnb
a(p)
n < C1
für eine Konstante C1 > 0, dann folgt
bn
(
nθ̂
+
n − [nθ]
)
= OP (1) .
Beweis: Analog zu Theorem 1.1 folgt
θ̂
+
n
n→∞−−−−→ θ P-stochastisch.
Und es gilt
lim
x→∞
lim sup
n→∞
P
(
x <
∥∥∥bn
(
nθ̂
+
n − [nθ]
)∥∥∥
)
= lim
x→∞
lim sup
n→∞
P
(
xb−1n <
∥∥∥nθ̂+n − [nθ]
∥∥∥ < nδ
)
+ P
(
nδ ≤
∥∥∥nθ̂+n − [nθ]
∥∥∥
)
3.15≤ lim
x→∞
lim sup
n→∞
CMpL
−pκpn
((
xb−1n
)−a(p)
+ an (p, q)
)
+ P
(
nδ ≤
∥∥∥nθ̂+n − nθ + nθ − [nθ]
∥∥∥
)
B.5≤ lim
x→∞
lim sup
n→∞
CMpL
−pκpn
((
xb−1n
)−a(p)
+ an (p, q)
)
+ P
(
1
2
nδ ≤
∥∥∥nθ̂+n − nθ
∥∥∥
)
+ P
(
1
2
nδ ≤ ‖nθ − [nθ]‖
)
≤ lim
x→∞
lim sup
n→∞
CMpL
−p
(
x−a(p)κpnb
a(p)
n + κ
p
nan (p, q)
)
+ P
(
1
2
δ ≤
∥∥∥θ̂+n − θ
∥∥∥
)
+ P
(
1
2
nδ ≤ 1
)
≤ lim
x→∞
CMpL
−px−a(p)C1
= 0.
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Zur Anwendung der Stetigkeitssätze für das Argmax-Funktional 2.31 bzw. 2.32 benötigen wir nur
das letzte Lemma. Unter diesen Voraussetzungen können wir nun auch Theorem 1.2 beweisen.
1.2 Theorem. Es sei arg (|ρ|) = {θ} und es gelte die Eigenschaft (P ). Des Weiteren existiere
ein p ∈ [1,∞) mit Mp < ∞ und eine Folge (bn)n∈N ⊂ R>. Wenn gilt
lim
n→∞
κpnan (p, q) = 0 und lim
n→∞
κpnb
a(p)
n < C1
für eine Konstante C1 > 0, dann folgt
bn
(
nθ̂n − [nθ]
)
= OP (1) .
Beweis: (P ) ist entweder (P+) oder (P−). Es wird zunächst der Fall (P+) gezeigt. Der Fall (P−)
folgt dann daraus bei Benutzung der Kernfunktion −h.
Mit Lemma 3.12 sind die Voraussetzungen des Lemmas 3.10 erfüllt und es folgt
lim
x→∞
lim sup
n→∞
P
(
x <
∥∥∥bn
(
nθ̂n − [nθ]
)∥∥∥
)
= lim
x→∞
lim sup
n→∞
P
(
x <
∥∥∥bn
(
nθ̂n − [nθ]
)∥∥∥ , θ̂n = θ̂
+
n
)
+ P
(
x <
∥∥∥bn
(
nθ̂n − [nθ]
)∥∥∥ , θ̂n 6= θ̂
+
n
)
≤ lim
x→∞
lim sup
n→∞
P
(
x <
∥∥∥bn
(
nθ̂
+
n − [nθ]
)∥∥∥
)
+ P
(
θ̂n 6= θ̂
+
n
)
3.16= 0 + lim sup
n→∞
P
(
θ̂n 6= θ̂
+
n
)
3.10≤ lim sup
n→∞
2∆n (ε0)
3.2≤ lim sup
n→∞
CpMpε
−p
0 κ
p
nan (p, q)
= 0.
Somit ist die Behauptung im Falle P (+) bewiesen.
Für (P−) folgt die Aussage mit dem ersten Teil bei Benutzung der Kernfunktion −h. Denn aus
der Eigenschaft (P−) für die Funktion ρ (h) folgt mit Lemma 3.14 die Eigenschaft (P+) für die
Funktion ρ (−h). Da |ρ (−h)| = |ρ (h)|, ist θ auch die eindeutige Maximalstelle von |ρ (−h)|. Somit
folgt aus dem ersten Teil dieses Beweises bn
(
nθ̂n (−h)− [nθ]
)
= OP (1). Mit Lemma 3.13 gilt
θ̂n (−h) = θ̂n (h) und es folgt die Behauptung.
3.3 Der reskalierte Prozess
Die Grundidee zur Untersuchung der Verteilungskonvergenz besteht in der Charakterisierung von
bn
(
nθ̂
+
n − [nθ]
)
als Maximalstelle eines bzgl. des Prozesses ρn normalisierten reskalierten Prozes-
ses. Mithilfe von Stetigkeitsätzen für das Argmax-Funktional wollen wir Aussagen über das Grenz-
verhalten der Folge
(
bn
(
nθ̂
+
n − [nθ]
))
n∈N
treffen. Dazu betrachten wir eine Folge (bn)n∈N ⊂ R>
mit nbn
n→∞−−−−→∞. Des Weiteren sei
Hm,n (bn) :=
{
t ∈ Rq : [nθ] +
[
b−1n t
]
n
∈ Hm,n
}
.
Damit definiere eine Folge von stochastischen Prozessen (Zn)n∈N mit Zn = {Zn (t) , t ∈ Rq} durch
Zn (t) :=



nbn
(
ρn
(
[nθ]+[b−1n t]
n
)
− ρn (θ)
)
t ∈ Hm,n (bn)
−17 sonst.
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3.17 Lemma. Es gilt bn
(
nθ̂
+
n − [nθ]
)
∈ arg (Zn).
Beweis: Da θ̂
+
n = argmax (ρn (t) , t ∈ Gn) und Gn ⊂ Hm,n folgt
[nθ] +
[
b−1n bn
(
nθ̂
+
n − [nθ]
)]
n
= θ̂
+
n ∈ Hm,n.
Des Weiteren ist [nθ]n ∈ Gn und es folgt für t /∈ Hm,n (bn)
Zn
(
bn
(
nθ̂
+
n − [nθ]
))
= nbn
(
ρn
(
θ̂
+
n
)
− ρn (θ)
)
≥ nbn
(
ρn
(
[nθ]
n
)
− ρn (θ)
)
= 0 > Zn (t) .
Für t ∈ Hm,n (bn) gilt auch [nθ]+[b
−1
n t]
n ∈ Gn. Aufgrund der Definition von θ̂
+
n folgt
Zn
(
bn
(
nθ̂
+
n − [nθ]
))
= nbn
(
ρn
(
θ̂
+
n
)
− ρn (θ)
)
≥ nbn
(
ρn
(
[nθ] +
[
b−1n t
]
n
)
− ρn (θ)
)
= Zn (t) .
Und somit gilt Zn
(
bn
(
nθ̂
+
n − [nθ]
))
≥ Zn (t) für alle t ∈ Rq.
Zur asymptotischen Untersuchung des Fehlervektors bn
(
nθ̂n − [nθ]
)
ist es sinnvoll, sich mit den
Maximalstellenmengen des Prozesses Zn zu beschäftigen. Der Prozess Zn und somit auch die
Maximalstellenmengen hängen von der Kernfunktion h ab.
1.3 Satz. Es existiere ein p ∈ [1,∞) mit Mp < ∞ und limn→∞ κpnan (p, q) = 0. Dann gilt
(1) − inf
t∈H
ρ (t) < ρ (θ) =⇒ lim
n→∞
P
(
bn
(
nθ̂n − [nθ]
)
/∈ arg (Zn ( h , ·))
)
= 0
(2) − sup
t∈H
ρ (t) > ρ (θ) =⇒ lim
n→∞
P
(
bn
(
nθ̂n − [nθ]
)
/∈ arg (Zn (−h, ·))
)
= 0.
Beweis: Die Aussage (1) gilt, da
lim
n→∞
P
(
bn
(
nθ̂n − [nθ]
)
/∈ arg (Zn)
)
= lim
n→∞
P
(
bn
(
nθ̂n − [nθ]
)
/∈ arg (Zn) , θ̂n = θ̂
+
n
)
+ P
(
bn
(
nθ̂n − [nθ]
)
/∈ arg (Zn) , θ̂n 6= θ̂
+
n
)
≤ lim
n→∞
P
(
bn
(
nθ̂
+
n − [nθ]
)
/∈ arg (Zn)
)
+ P
(
θ̂n 6= θ̂
+
n
)
3.17= lim
n→∞
P
(
θ̂n 6= θ̂
+
n
)
3.10≤ lim
n→∞
2∆n (ε0)
3.2≤ lim
n→∞
CMpε
−p
0 an (p, q)
= 0.
Der zweite Teil folgt aus (1) bei Verwendung der Kernfunktion −h. Aus − supt∈H ρ (h, t) > ρ (h,θ)
folgt
− inf
t∈H
ρ (−h, t) 3.13= − inf
t∈H
−ρ (h, t) = sup
t∈H
ρ (h, t) < −ρ (h, θ) 3.13= ρ (−h,θ) .
Und man erhält
lim
n→∞
P
(
bn
(
nθ̂n (h)− [nθ]
)
/∈ arg (Zn (−h, ·))
)
3.13= lim
n→∞
P
(
bn
(
nθ̂n (−h)− [nθ]
)
/∈ arg (Zn (−h, ·))
)
(1)
= 0.
67
Man beachte, dass sich der Prozess Zn auch schreiben lässt als
Zn (t) = nbn
(
ρn
(
[nθ] +
[
b−1n t
]
n
)
− ρn (θ)
)
= nbn

κnw
(
[nθ] +
[
b−1n t
]
n
)
U
n
 
[nθ]+[b−1n t]
n
! (h)− κnw
(
[nθ]
n
)
Un(θ) (h)


= nbnκn
(
w
(
[nθ] +
[
b−1n t
]
n
)
− w
(
[nθ]
n
))
U
n
 
[nθ]+[b−1n t]
n
! (h)
+ nbnκnw
(
[nθ]
n
)

U
n
 
[nθ]+[b−1n t]
n
! (h)− Un(θ) (h)


=: w
(
[nθ]
n
) (
Z̃n (t)− EZ̃n (t)
)
+ Rn (t)
mit
Z̃n (t) :=



nbnκn

U
n
 
[nθ]+[b−1n t]
n
! (h)− Un(θ) (h)

 t ∈ Hm,n (bn)
−17 sonst.
Rn (t) :=



nbnκn
(
w
(
[nθ]+[b−1n t]
n
)
− w
(
[nθ]
n
))
U
n
 
[nθ]+[b−1n t]
n
! (h) + w
(
[nθ]
n
)
EZ̃n (t) t ∈ Hm,n (bn)
−17 sonst.
Ferner gilt offensichtlich EZn (t) = ERn (t). Als nächstes wollen wir zeigen, dass der Prozess Zn
stochastisch asymptotisch äquivalent zu einer Linearkombination von eindimensionalen Irrfahrten
mit Drift ist.
3.18 Lemma. Es sei ε > 0 und es existiere ein p ∈ [1,∞) mit Mp < ∞. Dann existiert für alle
d ∈ N eine von p abhängende Konstante C > 0 und ein n0 ∈ N, so dass für alle n > n0 gilt
P
(
sup
t∈[−d,d]q
|Rn (t)− ERn (t)| > ε
)
≤ CMpε−pκpn dp an (p, q) .
Beweis: Definiere β := min0≤i≤q
θi+1−θi
3 . Da nbn
n→∞−−−−→ ∞ geht, existiert für festes d > 0 ein
n0 ∈ N, so dass für alle n ≥ n0 gilt
d
nbn
+
2 + max0≤i≤q mi
n
≤ β.
Daraus folgt für alle n > n0, 0 ≤ i ≤ q, −d ≤ s ≤ d und −d ≤ t ≤ d
[nθi+1] +
[
b−1n t
]− ([nθi] +
[
b−1n s
])
> nθi+1 + b−1n t− nθi + b−1n s− 4
= n (θi+1 − θi) + b−1n (t− s)− 4
≥ 3nβ − 2b−1n d− 4
> nβ + 2
(
b−1n d + 2
)− 2b−1n d− 4 > [nβ] ≥ mi.
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Daraus folgt mit β = (β, . . . , β) ∈ Rq+1 für t ∈ [−d, d]q und n > n0,
dass
[nθ]+[b−1n t]
n t ∈ Hβ ⊂ Hm,n. Somit können wir uns wieder auf eine Umgebung von θ be-
schränken. Aus der Lipschitzstetigkeit der Funktion w sowie Lemma 3.3 folgt
P
(
sup
t∈[−d,d]q
|Rn (t)− ERn (t)| > ε
)
= P

 sup
t∈[−d,d]q
∣∣∣∣∣∣∣
nbnκn
(
w
(
[nθ] +
[
b−1n t
]
n
)
− w
(
[nθ]
n
))

U
n
 
[nθ]+[b−1n t]
n
! (h)− EU
n
 
[nθ]+[b−1n t]
n
! (h)


∣∣∣∣∣∣∣
> ε


≤ P

 sup
t∈[−d,d]q
Cnbnκn
∥∥∥∥∥
[
b−1n t
]
n
∥∥∥∥∥
∣∣∣∣∣∣∣
U
n
 
[nθ]+[b−1n t]
n
! (h)− EU
n
 
[nθ]+[b−1n t]
n
! (h)
∣∣∣∣∣∣∣
> ε


≤ P

 sup
t∈[−d,d]q
Cnbnκn
b−1n d
n
∣∣∣∣∣∣∣
U
n
 
[nθ]+[b−1n t]
n
! (h)− EU
n
 
[nθ]+[b−1n t]
n
! (h)
∣∣∣∣∣∣∣
> ε


= P

 sup
t∈[−d,d]q
∣∣∣∣∣∣∣
U
n
 
[nθ]+[b−1n t]
n
! (h)− EU
n
 
[nθ]+[b−1n t]
n
! (h)
∣∣∣∣∣∣∣
> Cεd−1κ−1n


≤ P
(
sup
t∈Hβ
∣∣Un(t) − EUn(t)
∣∣ > Cεd−1κ−1n
)
3.3≤ CMpε−pdp κpn an (p, q) .
Die Grenzfunktion der Folge der Mittelwertfunktionen des Prozesses (Zn)n∈N ergibt sich aus
Richtungsableitungen der Funktion ρ im Punkt θ. Wir definieren die deterministische Funktion
φ : Rq → R durch
φ (t) :=
q∑
i=1
|ti| ∂sgn(ti) ei ρ (θ) .
3.19 Lemma. Es sei M1 < ∞. Des Weiteren gelte sup−d≤s≤d
∣∣bn
[
b−1n s
]− s
∣∣ n→∞−−−−→ 0 für alle
d ∈ N. Dann gilt für alle d ∈ N, dass
sup
t∈[−d,d]q
|EZn (t)− φ (t)| n→∞−−−−→ 0.
Beweis: Wir betrachten wieder den Spezialfall q = 2. Für beliebiges q ∈ N geht der Beweis analog.
sup
−d≤s≤d
−d≤t≤d
|EZn (s, t)− φ (s, t)| = sup
−d≤s≤d
−d≤t≤d
∣∣EZn (s, t)− |s| ∂sgn(s) e1 ρ (θ)− |t| ∂sgn(t) e2 ρ (θ)
∣∣
≤ sup
−d≤s≤0
0≤t≤d
|EZn (s, t) + s∂−e1 ρ (θ)− t∂e2 ρ (θ)|+ sup
−d≤s≤0
−d≤t≤0
|EZn (s, t) + s∂−e1 ρ (θ) + t∂−e2 ρ (θ)|
+ sup
0≤s≤d
0≤t≤d
|EZn (s, t)− s∂e1 ρ (θ)− t∂e2 ρ (θ)|+ sup
0≤s≤d
−d≤t≤0
|EZn (s, t)− s∂e1 ρ (θ) + t∂−e2 ρ (θ)|
=: A1 + A2 + A3 + A4.
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Wir zeigen dies beispielhaft für A4. Mit dem n0 = n0 (d) aus dem Beweis von Lemma 3.18 gilt für
0 ≤ k ≤ d, −d ≤ l ≤ 0 und n > n0
E
(
ρn
(
[nθ1] + k
n
,
[nθ2] + l
n
)
− ρn (θ)
)
= κnw
(
[nθ1] + k
n
,
[nθ2] + l
n
)
EUn(θ1+ kn ,θ2+ ln ) (h)− κnw
(
[nθ1]
n
,
[nθ2]
n
)
EUn(θ1,θ2) (h)
= κnw
(
[nθ1] + k
n
,
[nθ2] + l
n
) (
EUn(θ1+ kn ,θ2+ ln ) (h)− EUn(θ1,θ2) (h)
)
+ κn
(
w
(
[nθ1] + k
n
,
[nθ2] + l
n
)
− w
(
[nθ1]
n
,
[nθ2]
n
))
EUn(θ1,θ2) (h)
3.1= κnw
(
[nθ1] + k
n
,
[nθ2] + l
n
) ( m0∑
u=0
m2∑
v=0
(
[nθ1]
u
)(
k
m0−u
)
(
[nθ1]+k
m0
)
(−l
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]−l
m2
) µ(u,m0−u+m1+v,m2−v),n − µ(m0,m1,m2),n
)
+ κn
(
w
(
[nθ1] + k
n
,
[nθ2] + l
n
)
− w
(
[nθ1]
n
,
[nθ2]
n
))
µ(m0,m1,m2),n
= κnk w
(
[nθ1] + k
n
,
[nθ2] + l
n
) ( [nθ1]
m0−1
)
(
[nθ1]+k
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−l
m2
) µ(m0−1,m1+1,m2),n
+ κnl w
(
[nθ1] + k
n
,
[nθ2] + l
n
) ([nθ1]
m0
)
(
[nθ1]+k
m0
)
(
n−[nθ2]
m2−1
)
(
n−[nθ2]−l
m2
) µ(m0,m1+1,m2−1),n
+ κnw
(
[nθ1] + k
n
,
[nθ2] + l
n
) ( ([nθ1]
m0
)
(
[nθ1]+k
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−l
m2
) − 1
)
µ(m0,m1,m2),n
+ κn
(
w
(
[nθ1] + k
n
,
[nθ2] + l
n
)
− w
(
[nθ1]
n
,
[nθ2] + l
n
))
µ(m0,m1,m2),n
+ κn
(
w
(
[nθ1]
n
,
[nθ2] + l
n
)
− w
(
[nθ1]
n
,
[nθ2]
n
))
µ(m0,m1,m2),n
+ κnw
(
[nθ1] + k
n
,
[nθ2] + l
n
) m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
(
[nθ1]
u
)(
k
m0−u
)
(
[nθ1]+k
m0
)
(−l
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]−l
m2
) µ(u,m0−u+m1+v,m2−v),n
=:
6∑
i=1
A4,1,n (k, l) .
s∂e1 ρ (θ)− t∂−e2 ρ (θ)
= s (r (θ) ∂e1 w (θ) + w (θ) ∂e1 ρ (θ))− t (r (θ) ∂−e2 w (θ) + w (θ) ∂−e2 ρ (θ))
3.6= s
(
∂
∂x
|θ1 w (x, θ2)µ(m0,m1,m2) + w (θ1, θ2)
m0
θ1
(
µ(m0−1,m1+1,m2) − µ(m0,m1,m2)
))
+ t
(
∂
∂x
|θ2 w (θ1, x)µ(m0,m1,m2) − w (θ1, θ2)
m2
1− θ2
(
µ(m0,m1+1,m2−1) − µ(m0,m1,m2)
))
= sw (θ1, θ2)
m0
θ1
µ(m0−1,m1+1,m2) − tw (θ1, θ2)
m2
1− θ2 µ(m0,m1+1,m2−1)
+ w (θ1, θ2)
(
s
m0
θ1
+ t
m2
1− θ2
)
µ(m0,m1,m2) + s
∂
∂x
|θ1 w (x, θ2) µ(m0,m1,m2) + t
∂
∂x
|θ2 w (θ1, x)µ(m0,m1,m2)
=:
5∑
i=1
B4,i
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A4 = sup
0≤s≤d
−d≤t≤0
|EZn (s, t)− s∂e1 ρ (θ) + t∂−e2 ρ (θ)|
= sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣Enbn
(
ρn
(
[nθ1] +
[
b−1n s
]
n
,
[nθ1] +
[
b−1n t
]
n
)
− ρn (θ)
)
− s∂e1 ρ (θ) + t∂−e2 ρ (θ)
∣∣∣∣∣
= sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
6∑
i=1
A4,1,n
([
b−1n s
]
,
[
b−1n t
])−
5∑
i=1
Bi
∣∣∣∣∣
≤
5∑
i=1
sup
0≤s≤d
−d≤t≤0
∣∣nbnA4,i,n
([
b−1n s
]
,
[
b−1n t
])−B4,i
∣∣ + sup
0≤s≤d
−d≤t≤0
∣∣nbnA4,6,n
([
b−1n s
]
,
[
b−1n t
])∣∣
:=
6∑
i=1
A4,i.
Da µk = limn→∞ κnµk,n, folgt die Beschränktheit der Folge (κnµk,n)n∈N für alle k ∈ N30 mit
k0 + k1 + k2 = m0 + m1 + m2. Des Weiteren gilt für alle 0 ≤ s ≤ d und −d ≤ t ≤ 0
max
{[
b−1n s
]
,− [b−1n t
]} ≤ [b−1n d
] ≤ b−1n d.
Es folgt mit der Beschränktheit der Funktion w
A4,6 = sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbnκnw
(
[nθ1] +
[
b−1n s
]
n
,
[nθ2]−
[
b−1n t
]
n
)
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
(
[nθ1]
u
)([b−1n s]
m0−u
)
(
[nθ1]+[b−1n s]
m0
)
(−[b−1n t]
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]−[b−1n t]
m2
) µ(u,m0−u+m1+v,m2−v),n
∣∣∣∣∣∣∣∣∣∣
≤ Cnbn sup
0≤s≤d
−d≤t≤0
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v) 6=(m0,0),(m0−1,0),(m0,1)
(
[nθ1]
u
)([b−1n s]
m0−u
)
(
[nθ1]+[b−1n s]
m0
)
(−[b−1n t]
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]−[b−1n t]
m2
)
≤ Cnbn sup
0≤s≤d
−d≤t≤0
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v) 6=(m0,0),(m0−1,0),(m0,1)
(
[nθ1]
u
)([b−1n d]
m0−u
)
(
[nθ1]
m0
)
([b−1n d]
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]
m2
)
≤ Cnbn
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
[
b−1n d
]m0−u+v
nm0−u+v
≤ Cnbn
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
dm0−u+v
(bnn)
m0−u+v
≤ Cnbn
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
d2
(bnn)
2 da 2 ≤ m0 − u + v und bnn
n→∞−−−−→∞
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≤ Cd2 (bnn)−1 n→∞−−−−→ 0.
Zunächst betrachten wir für
[
b−1n s
]
> 0
sup
0≤s≤d
−d≤t≤0
1{[b−1n s]>0}
∣∣∣∣∣∣
n
(
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−[b−1n t]
m2
) −
m0
θ1
∣∣∣∣∣∣
(3.15)
≤ sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
n
(
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−[b−1n t]
m2
) −
n
(
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
)
∣∣∣∣∣∣
+ 1{[b−1n s]>0}
∣∣∣∣∣∣
n
(
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
) −
m0
θ1
∣∣∣∣∣∣
≤ sup
0≤s≤d
−d≤t≤0
n
(
[nθ1]
m0−1
)(
n−[nθ2]
m2
)
(
[nθ1]+[b−1n s]
m0
)
∣∣∣∣∣∣
1
(
n−[nθ2]−[b−1n t]
m2
) −
1(
n−[nθ2]
m2
)
∣∣∣∣∣∣
+ 1{[b−1n s]>0}n
(
[nθ1]
m0 − 1
) ∣∣∣∣∣∣
1
(
[nθ1]+[b−1n s]
m0
) −
1
n
(
[nθ1]
m0−1
)
(
[nθ1]
m0
)
(
[nθ1]
m0
) m0
θ1
∣∣∣∣∣∣
≤ sup
0≤s≤d
−d≤t≤0
nm2
∣∣∣∣∣∣
1
(
n−[nθ2]−[b−1n t]
m2
) −
1(
n−[nθ2]
m2
)
∣∣∣∣∣∣
+ 1{[b−1n s]>0}n
m0
∣∣∣∣∣∣
1
(
[nθ1]+[b−1n s]
m0
) −
1(
[nθ1]
m0
) [nθ1]−m0 + 1
nθ1
∣∣∣∣∣∣
= sup
0≤s≤d
−d≤t≤0
nm2

 1(
n−[nθ2]
m2
) − 1(
n−[nθ2]−[b−1n t]
m2
)

 + nm0

 1(
[nθ1]
m0
) − 1(
[nθ1]+[b−1n s]
m0
)


= nm2

 1(
n−[nθ2]
m2
) − 1(
n−[nθ2]+[b−1n d]
m2
)

 + nm0

 1(
[nθ1]
m0
) − 1(
[nθ1]+[b−1n d]
m0
)


B.1≤ nm2 1(
n−[nθ2]
m2
)
[
b−1n d
]
n− [nθ2]−m2 + n
m0
1(
[nθ1]
m0
)
[
b−1n d
]
[nθ1]−m0
≤ C 2d
nbn
.
Damit folgt
A4,1 = sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
nbnκn
[
b−1n s
]
w
(
[nθ1] +
[
b−1n s
]
n
,
[nθ2]−
[
b−1n t
]
n
) (
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−[b−1n t]
m2
)
µ(m0−1,m1+1,m2),n − sw (θ1, θ2)
m0
θ1
µ(m0−1,m1+1,m2)
∣∣∣∣
≤ sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
n
(
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−[b−1n t]
m2
) −
m0
θ1
∣∣∣∣∣∣
∣∣∣∣∣w
(
[nθ1] +
[
b−1n s
]
n
, . . .
)
κnµ(... ),nbn
[
b−1n s
]
∣∣∣∣∣
+
∣∣∣∣∣w
(
[nθ1] +
[
b−1n s
]
n
,
[nθ2]−
[
b−1n t
]
n
)
− w (θ1, θ2)
∣∣∣∣∣
∣∣∣∣
m0
θ1
κnµ(m0−1,m1+1,m2),nbn
[
b−1n s
]∣∣∣∣
+
∣∣κnµ(m0−1,m1+1,m2),n − µ(m0−1,m1+1,m2)
∣∣
∣∣∣∣
m0
θ1
w (θ1, θ2) bn
[
b−1n s
]∣∣∣∣
+
∣∣bn
[
b−1n s
]− s
∣∣
∣∣∣∣
m0
θ1
w (θ1, θ2)µ(m0−1,m1+1,m2)
∣∣∣∣
≤ sup
0≤s≤d
−d≤t≤0
C1
∣∣∣∣∣∣
n
(
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−[b−1n t]
m2
) −
m0
θ1
∣∣∣∣∣∣
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+ C2
∣∣∣∣∣w
(
[nθ1] +
[
b−1n s
]
n
,
[nθ2]−
[
b−1n t
]
n
)
− w (θ1, θ2)
∣∣∣∣∣
+ C3
∣∣κnµ(m0−1,m1+1,m2),n − µ(m0−1,m1+1,m2)
∣∣ + C4
∣∣bn
[
b−1n s
]− s
∣∣
w Lipschitz
≤ sup
0≤s≤d
−d≤t≤0
C1
∣∣∣∣∣∣
n
(
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−[b−1n t]
m2
) −
m0
θ1
∣∣∣∣∣∣
+ C2
∥∥∥∥∥
(
[nθ1] +
[
b−1n s
]
n
− θ1,
[nθ2]−
[
b−1n t
]
n
− θ2
)∥∥∥∥∥
+ C3
∣∣κnµ(m0−1,m1+1,m2),n − µ(m0−1,m1+1,m2)
∣∣ + C4
∣∣bn
[
b−1n s
]− s
∣∣
≤ sup
0≤s≤d
−d≤t≤0
C1
∣∣∣∣∣∣
n
(
[nθ1]
m0−1
)
(
[nθ1]+[b−1n s]
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]−[b−1n t]
m2
) −
m0
θ1
∣∣∣∣∣∣
+ C2
2d
bnn
+ C3
∣∣κnµ(m0−1,m1+1,m2),n − µ(m0−1,m1+1,m2)
∣∣ + C4
∣∣bn
[
b−1n s
]− s∣∣
(3.15)
≤ C1 2d
nbn
+ C2
2d
bnn
+ C3
∣∣κnµ(m0−1,m1+1,m2),n − µ(m0−1,m1+1,m2)
∣∣ + sup
0≤s≤d
C4
∣∣bn
[
b−1n s
]− s∣∣ .
Für
[
b−1n s
]
= 0 kann man C1 = C2 = C3 = 0 setzen und damit ist die Ungleichung (3.15)
anwendbar. Somit gilt A4,2
n→∞−−−−→ 0 und analog folgt A4,2 n→∞−−−−→ 0 und A4,3 n→∞−−−−→ 0.
Mit ähnlichen Methoden lassen sich A4,4 und A4,5 abschätzen. Es gilt zum Beispiel für A4,4
A4,4 ≤ sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbnκn
(
w
(
[nθ1] +
[
b−1n s
]
n
,
[nθ2]−
[
b−1n t
]
n
)
− w
(
[nθ1]
n
,
[nθ2]−
[
b−1n t
]
n
))
µ(m0,m1,m2),n − s
∂
∂x
|θ1 w (x, θ2) µm0,m1,m2
∣∣∣∣
≤ sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣∣∣
w
(
[nθ1]+[b−1n s]
n ,
[nθ2]−[b−1n t]
n
)
− w
(
[nθ1]
n ,
[nθ2]−[b−1n t]
n
)
s
bnn
− ∂
∂x
|θ1 w (x, θ2)
∣∣∣∣∣∣∣∣
∣∣sκnµ(m0,m1,m2),n
∣∣
+
∣∣κnµ(m0,m1,m2),n − µm0,m1,m2
∣∣
∣∣∣∣s
∂
∂x
|θ1 w (x, θ2)
∣∣∣∣
n→∞−−−−→ 0.
Man erhält A4
n→∞−−−−→ 0. Für A1, A2 und A3 geht es analog.
Der Prozess Z̃n erweist sich stochastisch asymptotisch äquivalent zu einer Linearkombination
von eindimensionalen Irrfahrten. Dazu definiere für 0 ≤ i ≤ q und n ∈ N folgende messbare
Abbildungen Ri,n : X → R durch
Ri,n (x) :=
∫
Xm−1
h
(
y0,1, . . . , yi−1,mi−1 , x, yi,2, . . . , yq,mq
) q∏
l=0
ml∏
j=1︸ ︷︷ ︸
(l,j) 6=(i,1)
νl,n (dyl,j) .
Damit definiere folgende stochastische Prozesse Zi,n = {Zi,n (t) , t ∈ R} für 1 ≤ i ≤ q durch
Zi,n (t) := bnκn


−[b−1n t]∑
j=1
mi
θi+1−θi Ri,n
(
X[nθi]−j,n
)− mi−1θi−θi−1 Ri−1,n
(
X[nθi]−j,n
) −bn ([nθi]− [nθi−1]) < t < 0
−
[b−1n t]∑
j=1
mi
θi+1−θi Ri,n
(
X[nθi]+j,n
)− mi−1θi−θi−1 Ri−1,n
(
X[nθi]+j,n
)
0 ≤ t < bn ([nθi+1]− [nθi])
−17 sonst.
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Für ein festes 1 ≤ i ≤ q, n ∈ N und t ∈ R ist Zi,n (t) eine Summe über i.i.d. Zufallsvariablen
und Zi,n eine zweiseitige Irrfahrt. Für ein d ∈ N und x ∈ D (Rq) bezeichnen wir mit x(d) die auf
[−d, d]q eingeschränkte Funktion, also ist x(d) ∈ D ([−d, d]q).
3.20 Bemerkung. Zu jedem d ∈ N existiert ein n0, so dass für alle n > n0
{
Z
(d)
i,n
∣∣∣ 1 ≤ i ≤ q
}
eine Menge von q unabhängigen Zufallselementen ist.
Beweis: Die Prozesse Z(d)i,n hängen von den Zufallsvariablen Xj,n mit
[nθi] +
[−b−1n d
] ≤ j ≤ [nθi] +
[
b−1n d
]
ab. Mit dem n0 = n0 (d) aus dem Beweis von Lemma 3.18
folgt für alle n > n0, 0 ≤ i ≤ q
[nθi] +
[
b−1n d
]
< [nθi+1] +
[−b−1n d
]
.
Aus der Unabhängigkeit der Xj,n für 1 ≤ j ≤ n folgt die Behauptung.
Des Weiteren definiere für n ∈ N folgende stochastische Prozesse Z̄n =
{
Z̄n (t) , t ∈ Rq
}
durch
Z̄n (t) := φ (t) + w (θ)
q∑
i=1
Zi,n (ti)− EZi,n (ti) .
Als nächstes zeigen wir für alle d ∈ N, dass Z(d)n − Z̄(d)n = oP (1) im Sinne von
lim
n→∞
P
(
sup
t∈[−d,d]q
∣∣∣Z(d)n (t)− Z̄(d)n (t)
∣∣∣ > ε
)
= 0 für alle ε > 0.
3.21 Lemma. Es sei ε > 0 und es existiere ein p ∈ [1,∞) mit Mp < ∞. Dann existiert für alle
d ∈ N eine von p abhängende Konstante C > 0 und ein n0 ∈ N, so dass für alle n > n0 gilt
P
(
sup
t∈[−d,d]q
∣∣∣Z̃n (t)− EZ̃n (t)−
q∑
i=1
Zi,n (ti)− EZi,n (ti)
∣∣∣∣∣ > ε
)
≤ CMpε−pd2pκpn
(
n−a(p) + (bnn)
−p
a[b−1n d] (p, q)
)
.
Beweis: Es folgen wieder Abschätzungen, die denen aus dem Beweis von Lemma 3.2 bzw. Lemma
3.15 ähneln, sich nicht übertragen lassen. Wir betrachten wieder den Spezialfall q = 2.
P

 sup
−d≤s≤d
−d≤t≤d
∣∣∣Z̃n (s, t)− EZ̃n (s, t)− (Z1,n (s)− EZ1,n (s) + Z2,n (t)− EZ2,n (t))
∣∣∣ > ε


= P

 sup
−d≤s≤0
0<t≤d
∣∣∣Z̃n (s, t)− EZ̃n (s, t)− (Z1,n (s)− EZ1,n (s) + Z2,n (t)− EZ2,n (t))
∣∣∣ > ε


+ P

 sup
−d≤s≤0
−d≤t≤0
∣∣∣Z̃n (s, t)− EZ̃n (s, t)− (Z1,n (s)− EZ1,n (s) + Z2,n (t)− EZ2,n (t))
∣∣∣ > ε


+ P

 sup
0<s≤d
0<t≤d
∣∣∣Z̃n (s, t)− EZ̃n (s, t)− (Z1,n (s)− EZ1,n (s) + Z2,n (t)− EZ2,n (t))
∣∣∣ > ε


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+ P

 sup
0<s≤d
−d≤t≤0
∣∣∣Z̃n (s, t)− EZ̃n (s, t)− (Z1,n (s)− EZ1,n (s) + Z2,n (t)− EZ2,n (t))
∣∣∣ > ε


=: Qn1 + Qn2 + Qn3 + Qn4.
Am Beispiel von Qn4 wird die Technik hier vorgestellt. Setze n0 wie im Beweis von Lemma 3.18.
Dann gilt für t ∈ [−d, d]q und n > n0, dass θ + b−1n t ∈ Hβ. Für 0 ≤ s ≤ d und −d ≤ t ≤ 0 gilt
mit ks =
[
b−1n s
]
und lt = −
[
b−1n t
]
Z1,n (s) = −bnκn
ks∑
j=1
m1
θ2 − θ1 R1,n
(
X[nθ1]+j,n
)− m0
θ1
R0,n
(
X[nθ1]+j,n
)
Z2,n (−t) = bnκn
lt∑
j=1
m2
1− θ2 R2,n
(
X[nθ2]−j,n
)− m1
θ2 − θ1 R1,n
(
X[nθ2]−j,n
)
.
Des Weiteren gilt θ + b−1n t ∈ Hβ ⊂ Hm,n und analog der Zerlegung (3.11) folgt
Z̃n (s, t)− EZ̃n (s, t)
= nbnκn
(
U
n(θ1+ ksn ,θ2− ltn ) (h)− Un(θ1,θ2) (h)− EUn(θ1+ ksn ,θ2− ltn ) (h) + EUn(θ1,θ2) (h)
)
= bnκn
(
m0∑
u=0
m2∑
v=0
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
)
(
U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2)
(
h̄
)− EU
n(θ1,θ1+ ksn ,θ2− ltn ,θ2)
(
h̄
))
+
m1∑
u′=0
m1−u∑
v′=0
(
ks
u′
)(
[nθ2]−lt−([nθ1]+ks)
v′
)(
lt
m1−u′−v′
)
(
[nθ2]−[nθ1]
m1
)
(
U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2)
(
h̃
)
− EU
n(θ1,θ1+ ksn ,θ2− ltn ,θ2)
(
h̃
)))
.
Dabei sind U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2)
(
h̄
)
und U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2)
(
h̃
)
jeweils 5-Stichproben U-Statistiken
mit i.i.d.-Stichproben und Kernfunktion h vom
Grad (u,m0 − u,m1, v,m2 − v) bzw. (m0, u′, v′,m1 − u′ − v′,m2 − v′). Des Weiteren schreiben
wir manchmal auch kurz
Ū (h) := U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2) (h)− EUn(θ1,θ1+ ksn ,θ2− ltn ,θ2) (h) .
Im folgenden sei C eine positive generische Konstante.
Qn4 = P

 sup
0≤s≤d
−d≤t≤0
∣∣∣Z̃n (s, t)− EZ̃n (s, t)− (Z1,n (s)− EZ1,n (s) + Z2,n (t)− EZ2,n (t))
∣∣∣ > ε


B.5≤ P


sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣∣∣∣∣
nbn
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) Ū
(
h̄
)
∣∣∣∣∣∣∣∣∣∣
> Cεκ−1n


+ P


sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣∣∣∣∣
nbn
m1∑
u′=0
m1−u∑
v′=0︸ ︷︷ ︸
(u′,v′)6=(0,m1),(1,m1−1),(0,m1−1)
(
ks
u′
)(
[nθ2]−lt−[nθ1]−ks
v′
)(
lt
m1−u′−v′
)
(
[nθ2]−[nθ1]
m1
) Ū
(
h̃
)
∣∣∣∣∣∣∣∣∣∣
> Cεκ−1n


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+ P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
( (
[nθ1]
m0
)
(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
) −
(
[nθ2]−lt−[nθ1]−ks
m1
)
(
[nθ2]−[nθ1]
m1
)
)
Ū (h)
∣∣∣∣∣ > Cεκ
−1
n


+ P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
nbn
(
[nθ1]
m0−1
)
ks(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
) Ū
(
h̄
)− bn
ks∑
j=1
m0
θ1
(
R0,n
(
X[nθ1]+j,n
)− E . . . )
∣∣∣∣∣∣
> Cεκ−1n


+ P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
nbn
(
[nθ1]
m0
)
(
[nθ1]+ks
m0
)
lt
(
n−[nθ2]
m2−1
)
(
n−[nθ2]+lt
m2
) Ū
(
h̄
)− bn
lt∑
j=1
m2
1− θ2
(
R2,n
(
X[nθ1]−j,n
)− E . . . )
∣∣∣∣∣∣
> Cεκ−1n


+ P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
nbn
ks
(
[nθ2]−l−[nθ1]−ks
m1−1
)
(
[nθ2]−[nθ1]
m1
) Ū
(
h̃
)
− bn
ks∑
j=1
m1
θ2 − θ1
(
R1,n
(
X[nθ1]+j,n
)− E . . . )
∣∣∣∣∣∣
> Cεκ−1n


+ P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
nbn
(
[nθ2]−lt−[nθ1]−ks
m1−1
)
lt(
[nθ2]−[nθ1]
m1
) Ū
(
h̃
)
− bn
lt∑
j=1
m1
θ2 − θ1
(
R1,n
(
X[nθ1]−j,n
)− E . . . )
∣∣∣∣∣∣
> Cεκ−1n


=:
7∑
i=1
Q̃n4,i.
Wir betrachten wieder für ein festes u und v die Menge B = B (u, v).
B =
{
d ∈ N50
∣∣ d1 ≤ u, d2 ≤ m0 − u, d3 ≤ m1, d4 ≤ v, d5 ≤ m2 − v,
5∑
i=1
di > 0
}
.
Analog zum Beweis von Lemma 3.2 folgt mit der Zerlegung (3.2)
Q̃n4,1 = P


sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣∣∣∣∣
nbn
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) Ū
(
h̄
)
∣∣∣∣∣∣∣∣∣∣
> Cεκ−1n


Hoeffding
≤ P


sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣∣∣∣∣
nbn
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
)
∑
d∈B
U (hd)
∣∣∣∣∣∣∣∣∣∣
> Cεκ−1n


B.5≤
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
∑
d∈B
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) U (hd)
∣∣∣∣∣ > Cεκ
−1
n


=
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
8∑
i=1
∑
d∈Bi
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) U (hd)
∣∣∣∣∣ > Cεκ
−1
n


=:
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v) 6=(m0,0),(m0−1,0),(m0,1)
8∑
i=1
Qn4,i.
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Aus (u, v) 6= (m0, 0) , (m0 − 1, 0) , (m0, 1) folgt 2 ≤ m0−u+v. Da bnn n→∞−−−−→∞, gilt für 0 ≤ s ≤ d
und −d ≤ t ≤ 0
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) ≤ C
(
ks
n
)m0−u ( lt
n
)v
≤ C
(
[b−1n d]
n
)m0−u+v
≤ C
(
d
bnn
)2
.
Für d ∈ B1 = {d ∈ B| d2 = 0, d3 = 0, d4 = 0} hängt die U-Statistik Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
nicht von s und t ab. Analog zur Abschätzung (3.3) im Beweis von Lemma 3.2 folgt
Qn4,1 =
∑
d∈B1
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣ > Cεκ
−1
n


≤
∑
d∈B1
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
d
bnn
)2
U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣ > Cεκ
−1
n


=
∑
d∈B1
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣ > Cεκ−1n
bnn
d2


≤ CMpε−pd2pκpn (bnn)−p n−a(p).
Für d ∈ B2 = {d ∈ B| d2 > 0, d3 = d4 = 0} hängt die U-Statistik Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd) nicht
von lt ab. Analog zur Abschätzung (3.4) im Beweis von Lemma 3.2 folgt
Qn4,2 =
∑
d∈B2
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣ > Cεκ
−1
n


≤
∑
d∈B2
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
d
bnn
)m0−u−d2+v
n−d2
(
ks
d2
)
U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣ > Cεκ
−1
n


für ein beliebiges l ∈ N mit [nθ2]− [b−1n d] ≤ l ≤ [nθ2] gilt
=
∑
d∈B2
P
(
sup
0≤s≤d
∣∣∣∣∣nbn
(
d
bnn
)m0−u−d2+v
n−d2
(
ks
d2
)
Un(θ1,θ1+ ksn ,θ2− ln ,θ2) (hd)
∣∣∣∣∣
p
> Cεpκ−pn
)
Doob≤
∑
d∈B2
Cε−pκpnE
∣∣∣∣∣∣∣
nbn
(
d
bnn
)m0−u−d2+v
n−d2
([
b−1n d
]
d2
)
U
n
 
θ1,θ1+
[b−1n d]
n ,θ2− ln ,θ2
! (hd)
∣∣∣∣∣∣∣
p
≤
∑
d∈B2
Cε−pκpnd
2p (bnn)
−p E
∣∣∣∣∣∣∣
U
n
 
θ1,θ1+
[b−1n d]
n ,θ2− ln ,θ2
! (hd)
∣∣∣∣∣∣∣
p
2.20≤
∑
d∈B2
Cε−pκpnd
2p (bnn)
−p E |hd|p
(
[nθ1]d1
[
b−1n d
]d2 ([nθ2]− l − [nθ1]−
[
b−1n d
])d3
ld4 (n− [nθ2])d5
)−a(p)
Def. B2≤ CMpε−pd2pκpn (bnn)−p
[
b−1n d
]−a(p)
.
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Es sei d ∈ B3 = {d ∈ B| d2 = d4 = 0, d3 > 0}. Dann hängt Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd) nur von der
Differenz lt−ks ab. Aus der Definition von n0 = n0 (d) folgt lt−ks > nβ. Analog zur Abschätzung
von P4,3 im Beweis von Lemma 3.3 folgt
Qn4,3
(3.8)
≤ CMpε−pd2pκpn (bnn)−p n−a(p).
Für d ∈ B4 = {d ∈ B| d2 = d3 = 0, d4 > 0} hängt die U-Statistik Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd) nicht
von ks ab. Analog zur Abschätzung Qn4,2 folgt
Qn4,4 =
∑
d∈B4
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣ > Cεκ
−1
n


≤
∑
d∈B4
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
d
bnn
)m0−u+v−d4
n−d4
(
lt
d4
)
U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣ > Cεκ
−1
n


≤ CMpε−pd2pκpn (bnn)−p
[
b−1n d
]−a(p)
.
Es sei d ∈ B5 = {d ∈ B| d2 > 0, d3 > 0, d4 = 0}. Analog zur Abschätzung (3.12) im Beweis von
Lemma 3.15 folgt
Qn4,5 =
∑
d∈B5
P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
[nθ1]
u
)(
ks
m0−u
)
(
[nθ1]+ks
m0
)
(
lt
v
)(
n−[nθ2]
m2−v
)
(
n−[nθ2]+lt
m2
) Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣ > Cεκ
−1
n


≤ CMpε−pd2pκpn (bnn)−p a[b−1n d] (p, 1) .
Analog gilt
Qn4,6 ≤ CMpε−pd2pκpn (bnn)−p a[b−1n d] (p, 1)
Qn4,7 ≤ CMpε−pd2pκpn (bnn)−p a[b−1n d] (p, 1) .
Für d ∈ B8 = {d ∈ B| d2 > 0, d3 > 0, d4 > 0} lässt sich kein Martingal finden. Somit erhält man
mit der Markovungleichung eine schwächere Abschätzung. Analog zur Abschätzung von P4,8 im
Beweis von Lemma 3.2 folgt
Qn4,8
(3.7)
≤ CMpε−pd2pκpn (bnn)−p a[b−1n d] (p, 2) .
Für ein beliebiges q ∈ N erhält man als oberer Schranke CMpε−pd2pκpn (bnn)−p a[b−1n d] (p, q). Zu-
sammengefasst erhält man
Q̃n4,1 ≤
m0∑
u=0
m2∑
v=0︸ ︷︷ ︸
(u,v)6=(m0,0),(m0−1,0),(m0,1)
8∑
i=1
Qn4,i (3.16)
≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) +
[
b−1n d
]−a(p)
+ a[b−1n d] (p, 1) + a[b−1n d] (p, 2)
)
≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) + a[b−1n d] (p, 2)
)
.
Ähnlich folgt
Q̃n4,2 ≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) + a[b−1n d] (p, 2)
)
.
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Analog zur Abschätzung 3.14 von P̀n4 folgt
Q̃n4,3 = P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
( (
[nθ1]
m0
)
(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
) −
(
[nθ2]−lt−[nθ1]−ks
m1
)
(
[nθ2]−[nθ1]
m1
)
)
Ū (h)
∣∣∣∣∣ > Cεκ
−1
n


(3.13)
≤ P

 sup
0≤s≤d
−d≤t≤0
nbn
max {ks, lt}
n
∣∣Ū (h)
∣∣ > Cεκ−1n


≤ P

 sup
0≤s≤d
−d≤t≤0
nbn
b−1n d
n
∣∣Ū (h)∣∣ > Cεκ−1n


= P

 sup
0≤s≤d
−d≤t≤0
∣∣∣Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (h)− EUn(θ1,θ1+ ksn ,θ2− ltn ,θ2) (h)
∣∣∣ > Cεκ−1n d−1


≤ CMpε−pdpκpnn−a(p).
Für u = m0 − 1 und v = 0 ergibt sich für die Menge B = B (m0 − 1, 0)
B (m0 − 1, 0) =
{
d ∈ N50
∣∣ d1 ≤ m0 − 1, d2 ≤ 1, d3 ≤ m1, d4 = 0, d5 ≤ m2,
5∑
i=1
di > 0
}
.
Es gilt
Q̃n4,4 = P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
nbn
(
[nθ1]
m0−1
)
ks(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
) Ū
(
h̄
)− bn
ks∑
j=1
m0
θ1
(
R0,n
(
X[nθ1]+j,n
)− E . . . )
∣∣∣∣∣∣
> Cεκ−1n


2.10= P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
nbn
(
[nθ1]
m0−1
)
ks(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
)
∑
d∈B(m0−1,0)
(
m0 − 1
d1
)(
1
d2
)(
m1
d3
)(
0
d4
)(
m2
d5
)
Ū (hd)
−bn
ks∑
j=1
m0
θ1
(
R0,n
(
X[nθ1]+j,n
)− ER0,n
(
X[nθ1]+j,n
))
∣∣∣∣∣∣
> Cεκ−1n


≤ P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
nbn
(
[nθ1]
m0−1
)
ks(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
)
∑
d∈B(m0−1,0)\{e2}
U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣∣
> Cεκ−1n


+ P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
[nθ1]
m0−1
)
ks(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
)Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (he2)
−bn
ks∑
j=1
m0
θ1
(
R0,n
(
X[nθ1]+j,n
)− ER0,n
(
X[nθ1]+j,n
))
∣∣∣∣∣∣
> Cεκ−1n


:= Q̃n4,4,1 + Q̃n4,4,2.
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Für d ∈ B (m0 − 1, 0) \ {e2} gilt 1 ≤ d1 + d3 + d5. Es folgt analog zur Abschätzung (3.16) von
Q̃n4,1
Q̃n4,4,1 = P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
n
(
[nθ1]
m0−1
)
k
(
[nθ1]+k
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+l
m2
)
∑
d∈B(m0−1,0)\{e2}
U
n(θ1,θ1+ ksn ,θ2− ltn ,θ2) (hd)
∣∣∣∣∣∣
> Cεκ−1n


≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) + a[b−1n d] (p, 2)
)
.
Aufgrund der Definition von he2 und R0,n gilt für 1 ≤ j < [nθ2]− [nθ1]
R0,n
(
X[nθ1]+j,n
)− ER0,n
(
X[nθ1]+j,n
)
=
∫
Xm−1
h
(
X[nθ1]+j,n, y0,2, . . . , y2,m2
) m0∏
j0=2
ν0 (dy0,j0)
m1∏
j1=1
ν1 (dy1,j1)
m2∏
j2=1
ν2 (dy2,j2)
− E
∫
Xm
h
(
X[nθ1]+j,n, y0,2, . . . , y2,m2
) m0∏
j0=2
ν0 (dy0,j0)
m1∏
j1=1
ν1 (dy1,j1)
m2∏
j2=1
ν2 (dy2,j2)
Symmetrie
=
∫
Xm−1
h
(
y0,1, . . . , y0,m0−1, X[nθ1]+j,n, y1,1, . . . , y2,m2
) m0−1∏
j0=1
ν0 (dy0,j0)
m1∏
j1=1
ν1 (dy1,j1)
m2∏
j2=1
ν2 (dy2,j2)
− E
∫
Xm
h
(
y0,1, . . . , y0,m0−1, X[nθ1]+j,n, y1,1, . . . , y2,m2
) m0−1∏
j0=1
ν0 (dy0,j0)
m1∏
j1=1
ν1 (dy1,j1)
m2∏
j2=1
ν2 (dy2,j2)
=
∫
Xm
h (y0,1, . . . , y0,m0 , y1,1, . . . , y1,m1 , y2,1, . . . , y2,m2)
m0−1∏
j0=1
ν0 (dy0,j0)
(
δX[nθ1]+j,n (dy0,m0)− ν1 (dy0,m0)
) m1∏
j1=1
ν1 (dy1,j1)
m2∏
j2=1
ν2 (dy2,j2)
=
∫
Xm
h (y1,1, . . . , y1,m0−1, y2,1, y3,1, . . . , y3,m1 , y5,1, . . . , y5,m1)
(
δX[nθ1]+j,n (dy2,1)− ν1 (dy2,1)
) m0−1∏
j1=1
ν0 (dy1,j1)
m1∏
j3=1
ν1 (dy3,j3)
m2∏
j5=1
ν2 (dy5,j5)
= h(0,1,0,0,0)
(
X[nθ1]+j,n
)
.
Man beachte, das hier die Kernfunktion h vom Grad (m0 − 1, 1,m1, 0,m2) betrachtet wird. Die-
se Gleichung zeigt den Zusammenhang der Funktionen Ri,n mit den Hajekprojektionen von U-
Statistiken. Analog zur Abschätzung von A4,2 im Beweis von Lemma 3.18 und zur Abschätzung
von Qn4,1 folgt
Q̃n4,4,2 = P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣nbn
(
[nθ1]
m0−1
)
ks(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
)Un(θ1,θ1+ ksn ,θ2− ltn ,θ2) (he2)
−bn
ks∑
j=1
m0
θ1
(
R0,n
(
X[nθ1]+j,n
)− E . . . )
∣∣∣∣∣∣
> Cεκ−1n


= P

 sup
0≤s≤d
−d≤t≤0
∣∣∣∣∣∣
bn
(
n
(
[nθ1]
m0−1
)
(
[nθ1]+ks
m0
)
(
n−[nθ2]
m2
)
(
n−[nθ2]+lt
m2
) − m0
θ1
)
ks∑
j=1
he2
(
X[nθ1]+j,n
)
∣∣∣∣∣∣
> Cεκ−1n


(3.15)
≤ P

 sup
0≤s≤d
bn
2d
nbn
∣∣∣∣∣∣
ks∑
j=1
he2
(
X[nθ1]+j,n
)
∣∣∣∣∣∣
> Cεκ−1n


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Doob≤ Cε−pκpn
(
d
n
)p
E
∣∣∣∣∣∣
[b−1n d]∑
j=1
he2
(
X[nθ1]+j,n
)
∣∣∣∣∣∣
p
≤ CMpε−pκpn
(
d
n
)p [
b−1n d
]p−a(p)
≤ CMpε−pd2pκpn (bnn)−p
[
b−1n d
]−a(p)
.
Und man erhält
Q̃n4,4 ≤ Q̃n4,4,1 + Q̃n4,4,2
≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) + a[b−1n d] (p, 2) +
[
b−1n d
]−a(p))
≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) + a[b−1n d] (p, 2)
)
.
Analog zur Abschätzung Qn4,4 folgt
Q̃n4,5 ≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) + a[b−1n d] (p, 2)
)
Q̃n4,6 ≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) + a[b−1n d] (p, 2)
)
Q̃n4,7 ≤ CMpε−pd2pκpn (bnn)−p
(
n−a(p) + a[b−1n d] (p, 2)
)
.
Zusammengefasst ergibt sich
Qn4 ≤
7∑
i=1
Q̃n4,i
≤ CMpε−pκpn
(
d2p (bnn)
−p
(
n−a(p) + a[b−1n d] (p, 2)
)
+ dpn−a(p)
)
≤ CMpε−pd2pκpn
(
n−a(p) + (bnn)
−p
a[b−1n d] (p, 2)
)
.
Die Abschätzungen für Qn1, Qn2 und Qn3 gehen analog.
3.22 Lemma. Es sei ε > 0 und es existiere ein p ∈ [1,∞) mit Mp < ∞. Dann existiert für alle
d ∈ N eine von p abhängende Konstante C > 0 und ein n0 ∈ N, so dass für alle n > n0 gilt
P
(
sup
t∈[−d,d]q
∣∣Zn (t)− EZn (t)− Z̄n (t) + EZ̄n (t)
∣∣ > ε
)
≤ CMpε−pd2pκpn
(
an (p, q) + (bnn)
−p
a[b−1n d] (p, q) + n
−pba(p)n
)
Beweis: Zunächst schauen wir uns den Supremumsabstand von Zi,n und EZi,n an. Es sei n ≥ n0
mit dem n0 aus dem Beweis von Lemma 3.18. Dann betrachten wir für 1 ≤ i ≤ q und[−b−1n d
] ≤ j ≤ [b−1n d
]
folgende Zufallsgrößen
gi,j,n :=
mi
θi+1 − θi
(
Ri,n
(
X[nθi]+j,n
)− ERi,n
(
X[nθi]+j,n
))
− mi−1
θi − θi−1
(
Ri−1,n
(
X[nθi]+j,n
)− ERi−1,n
(
X[nθi]+j,n
))
.
Für ein festes 1 ≤ i ≤ q sind die Zufallsgrößen gi,j,n für 1 ≤ j ≤ d bzw. −d ≤ j ≤ −1 jeweils i.i.d..
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Es gilt für 1 ≤ i ≤ q und 0 < j ≤ [nθi+1]− [nθi] mit der Jensenungleichung
E
∣∣Ri,n
(
X[nθi]+j,n
)∣∣p = E
∣∣∣∣∣∣∣∣∣∣∣
∫
Xm−1
h
(
y0,1, . . . , yi−1,mi−1 , X[nθi]+j,n, yi,2, . . . , yq,mq
) q∏
l=0
ml∏
j=1︸ ︷︷ ︸
(l,j) 6=(i,1)
νl,n (dyl,j)
∣∣∣∣∣∣∣∣∣∣∣
p
=
∫
X
∣∣∣∣∣∣∣∣∣∣∣
∫
Xm−1
h
(
y0,1, . . . , yi−1,mi−1 , x, yi,2, . . . , yq,mq
) q∏
l=0
ml∏
j=1︸ ︷︷ ︸
(l,j)6=(i,1)
νl,n (dyl,j)
∣∣∣∣∣∣∣∣∣∣∣
p
νi,n (dx)
Jensen≤
∫
X
∫
Xm−1
∣∣h (y0,1, . . . , yi−1,mi−1 , x, yi,2, . . . , yq,mq
)∣∣p
q∏
l=0
ml∏
j=1︸ ︷︷ ︸
(l,j)6=(i,1)
νl,n (dyl,j) νi,n (dx)
≤ Mp.
Analog folgt für 1 ≤ i ≤ q, k ∈ {i− 1, i, i + 1} und [nθi−i]− [nθi] < j < [nθi+1]− [nθi]
E
∣∣Rk,n
(
X[nθi]+j,n
)∣∣p ≤ Mp∣∣ERk,n
(
X[nθi]+j,n
)∣∣p ≤ Mp.
Und man erhält für 1 ≤ i ≤ q und −d ≤ j ≤ d
E |gi,j,n|p = E
∣∣∣∣
mi
θi+1 − θi
(
Ri,n
(
X[nθi]+j,n
)− ERi,n
(
X[nθi]+j,n
))
− mi−1
θi − θi−1
(
Ri−1,n
(
X[nθi]+j,n
)− ERi−1,n
(
X[nθi]+j,n
))∣∣∣∣
p
≤ 4p
(
E
∣∣∣∣
mi
θi+1 − θi Ri,n
(
X[nθi]+j,n
)∣∣∣∣
p
+
∣∣∣∣
mi
θi+1 − θi ERi,n
(
X[nθi]+j,n
)∣∣∣∣
p
+
∣∣∣∣
mi−1
θi − θi−1 Ri−1,n
(
X[nθi]+j,n
)∣∣∣∣
p
+
∣∣∣∣
mi−1
θi − θi−1 ERi−1,n
(
X[nθi]+j,n
)∣∣∣∣
p)
≤ 4pMp
(
2
(
mi
θi+1 − θi
)p
+ 2
(
mi−1
θi − θi−1
)p)
(3.17)
≤ CMp.
Im folgenden sei C eine positive generische Konstante. Es gilt für beliebiges ε > 0 und für schließlich
alle n ∈ N
P
(
sup
t∈[−d,d]q
∣∣∣∣∣
q∑
i=1
Zi,n (ti)− EZi,n (ti)
∣∣∣∣∣ > Cε
)
≤ P
(
sup
t∈[−d,d]q
q∑
i=1
|Zi,n (ti)− EZi,n (ti)| > Cε
)
= P
(
q∑
i=1
sup
−d≤ti≤d
|Zi,n (ti)− EZi,n (ti)| > Cε
)
B.5≤
q∑
i=1
P
(
sup
−d≤ti≤d
|Zi,n (ti)− EZi,n (ti)| > Cε
)
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≤
q∑
i=1
P
(
sup
−d≤ti≤0
|Zi,n (ti)− EZi,n (ti)| > Cε
)
+ P
(
sup
0≤ti≤d
|Zi,n (ti)− EZi,n (ti)| > Cε
)
=
q∑
i=1
P
(
max
1≤ki≤[b−1n d]
|Zi,n (−bnki)− EZi,n (−bnki)| > Cε
)
+ P
(
max
1≤ki≤[b−1n d]
|Zi,n (bnki)− EZi,n (bnki)| > Cε
)
≤
q∑
i=1
[b−1n d]∑
ki=1
P (|Zi,n (−bnki)− EZi,n (−bnki)| > Cε) + P (|Zi,n (bnki)− EZi,n (bnki)| > Cε)
Markov≤
q∑
i=1
[b−1n d]∑
ki=1
Cε−p (E |Zi,n (−bnki)− EZi,n (−bnki)|p + |Zi,n (bnki)− EZi,n (bnki)|p)
= Cε−p
q∑
i=1
[b−1n d]∑
ki=1
E
∣∣∣∣∣∣
−bnκn
ki∑
j=1
mi
θi+1 − θi Ri,n
(
X[nθi]+j,n
)− mi−1
θi − θi−1 Ri−1,n
(
X[nθi]+j,n
)− EZi,n (ki)
∣∣∣∣∣∣
p
+ E
∣∣∣∣∣∣
bnκn
ki∑
j=1
mi
θi+1 − θi Ri,n
(
X[nθi]−j,n
)− mi−1
θi − θi−1 Ri−1,n
(
X[nθi]−j,n
)− EZi,n (ki)
∣∣∣∣∣∣
p
= Cε−pbpnκ
p
n
q∑
i=1
[b−1n d]∑
ki=1
E
∣∣∣∣∣∣
ki∑
j=1
gi,j,n
∣∣∣∣∣∣
p
+ E
∣∣∣∣∣∣
ki∑
j=1
gi,−j,n
∣∣∣∣∣∣
p
= Cε−pbpnκ
p
n
q∑
i=1
[b−1n d]∑
ki=1
kpi

E
∣∣∣∣∣∣
1
ki
ki∑
j=1
gi,j,n
∣∣∣∣∣∣
p
+ E
∣∣∣∣∣∣
1
ki
ki∑
j=1
gi,−j,n
∣∣∣∣∣∣
p

2.20≤ Cε−pbpnκpn
q∑
i=1
[b−1n d]∑
ki=1
k
p−a(p)
i (E |gi,1,n|p + E |gi,−1,n|p)
≤ CMpε−pbpnκpn
q∑
i=1
[b−1n d]∑
ki=1
k
p−a(p)
i
≤ CMpε−pbpnκpn
q∑
i=1
[b−1n d]∑
ki=1
[
b−1n d
]p−a(p)
≤ CMpε−pba(p)n κpnd1+p−a(p).
Man erhält für beliebiges ε > 0 und schließlich alle n ∈ N
P
(
sup
t∈[−d,d]q
∣∣Zn (t)− EZn (t)− Z̄n (t) + EZ̄n (t)
∣∣ > ε
)
= P
(
sup
t∈[−d,d]q
∣∣∣∣∣w
(
[nθ]
n
) (
Z̃n (t)− EZ̃n (t)
)
+ Rn (t)− EZn (t)− w (θ)
q∑
i=1
Zi,n (ti)− EZi,n (ti)
∣∣∣∣∣ > ε
)
B.5≤ P
(
sup
t∈[−d,d]q
∣∣∣∣∣w
(
[nθ]
n
) (
Z̃n (t)− EZ̃n (t)−
q∑
i=1
Zi,n (ti)− EZi,n (ti)
)∣∣∣∣∣ > Cε
)
+ P
(
sup
t∈[−d,d]q
∣∣∣∣∣
(
w
(
[nθ]
n
)
− w (θ)
) q∑
i=1
Zi,n (ti)− EZi,n (ti)
∣∣∣∣∣ > Cε
)
+ P
(
sup
t∈[−d,d]q
|Rn (t)− EZn (t)| > Cε
)
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w Lipschitz
≤ P
(
sup
t∈[−d,d]q
∣∣∣∣∣Z̃n (t)− EZ̃n (t)−
q∑
i=1
Zi,n (ti)− EZi,n (ti)
∣∣∣∣∣ > Cε
)
+ P
(
sup
t∈[−d,d]q
∣∣∣∣
(
[nθ]
n
− θ
)∣∣∣∣
∣∣∣∣∣
q∑
i=1
Zi,n (ti)− EZi,n (ti)
∣∣∣∣∣ > Cε
)
+ P
(
sup
t∈[−d,d]q
|Rn (t)− ERn (t)| > Cε
)
≤ P
(
sup
t∈[−d,d]q
∣∣∣∣∣Z̃n (t)− EZ̃n (t)−
q∑
i=1
Zi,n (ti)− EZi,n (ti)
∣∣∣∣∣ > Cε
)
+ P
(
sup
t∈[−d,d]q
∣∣∣∣∣
q∑
i=1
Zi,n (ti)− EZi,n (ti)
∣∣∣∣∣ > Cεn
)
+ P
(
sup
t∈[−d,d]q
|Rn (t)− ERn (t)| > Cε
)
3.21, 3.18
≤ CMpε−pκpn
(
d2p
(
n−a(p) + (bnn)
−p
a[b−1n d] (p, q)
)
+ n−pba(p)n d
1+p−a(p) + dp an (p, q)
)
≤ CMpε−pd2pκpn
(
an (p, q) + (bnn)
−p
a[b−1n d] (p, q) + n
−pba(p)n
)
.
Für alle d ∈ N gilt
sup
t∈[−d,d]q
∣∣EZn (t)− EZ̄n (t)
∣∣ = sup
k∈[−d,d]q
|EZn (t)− φ (t)| 3.19−−−−→
n→∞
0.
In Abhängigkeit von der Integrationsordnung p sowie der Konvergenzordnung der Folgen (κn)n∈N
und (bn)n∈N folgt Z
(d)
n − Z̄(d)n = oP (1) für alle d ∈ N im Sinne von
lim
n→∞
P
(
sup
t∈[−d,d]q
∣∣∣Z(d)n (t)− Z̄(d)n (t)
∣∣∣ > ε
)
= 0 für alle ε > 0.
Der uns interessierende Fehlervektor bn
(
nθ̂n − [nθ]
)
ist stochastisch asymptotisch äquivalent zu
einer Maximalstelle des Prozesses Zn, vergleiche Lemma 3.10 und 3.17. Für den Prozess Zn gilt
für alle festen d ∈ N und gleichmäßig in t ∈ [−d, d]q
Zn (t) = w
(
[nθ]
n
) (
Z̃n (t)− EZ̃n (t)
)
︸ ︷︷ ︸
Lemma 3.21
+ Rn (t)− ERn (t)︸ ︷︷ ︸
Lemma 3.18
+ ERn (t)︸ ︷︷ ︸
Lemma 3.19
= w (θ)
(
q∑
i=1
Zi,n (ti)− EZi,n (ti) + oP (1)
)
+ oP (1) + φ + o (1) .
Um Stetigkeitssätze für das Argmax-Funktional anwenden zu können, genügt uns die Verteilungs-
konvergenz der auf kompakten Mengen eingeschränkten Prozesse Z(d)n . Diese sind stochastisch
asymptotisch äquivalent zu einer Linearkombination von unabhängigen Prozessen.
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4 Feste Alternativen
Ziel des Abschnitts sind die Beweise der Theoreme 1.6 und 1.7. Hier betrachten wir das asym-
ptotische Verhalten des Schätzers unter der Bedingung, dass die Verteilungen νi,n nicht von n
abhängen.
Es sei also X1,1, . . . , Xn,n ein Dreiecksschema von zeilenweise unabhängigen Zufallsvariablen über
einem Wahrscheinlichkeitsraum (Ω, A, P ) mit Werten in einem messbaren Raum (X,F). Die Anzahl
der Verteilungswechsel q ∈ N sei bekannt. Das heißt, es existiere ein Vektor
θ ∈ H := {t ∈ Rq| 0 < t1 < · · · < tq < 1} ,
sowie Maße νi für 0 ≤ i ≤ q, so dass
P ◦X−1j,n = νi für [nθi] < j ≤ [nθi+1], 0 ≤ i ≤ q mit θ0 = 0, θq+1 = 1.
Daraus folgt, dass die Integrale µk,n bzgl. der Kernfunktion h ebenfalls nicht von n ∈ N abhängen.
Somit können wir κn = 1 für alle n ∈ N wählen.
1.4 Folgerung. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞ und es sei arg (|ρ|) = {θ}. Dann
folgt
θ̂n
n→∞−−−−→ θ
{
P-stochastisch, falls 1 + qq+1 < p < ∞
P-f.s., falls 2 < p < ∞.
Beweis: Folgt aus Theorem 1.1. Es bleibt, noch limn→∞ an (p, q) = 0 für 1 + qq+1 < p < ∞ und∑∞
n=1 an (p, q) < ∞ für 2 < p < ∞ zu zeigen. Für 1 + qq+1 < p < 2 gilt
− (p− 1) + q (2− p) < −
(
1 +
q
q + 1
− 1
)
+ q
(
2− 1− q
q + 1
)
=
−q + q (q + 1)− q2
q + 1
= 0.
Und es folgt
lim
n→∞
κpnan (p, q) = lim
n→∞
{
n−(p−1)+q(2−p) 1 + qq+1 < p < 2
n−
1
2 p 2 < p < ∞
}
= 0.
Für p = 2 gilt
lim
n→∞
κ2nan (2, q) = lim
n→∞
(ln n)q
n
L’Hospital
= 0.
Die P-f.s.-Konvergenz folgt für 2 < p < ∞, da dann ein δ ∈ R mit 1 < δ ≤ p2 existiert.
∞∑
n=1
an (p, q) =
∞∑
n=1
n−
1
2 p ≤
∞∑
n=1
n−δ < ∞.
Ähnlich folgt aus Theorem 1.2 stochastische Beschränktheit für den ganzzahligen Fehlervektor
nθ̂n − [nθ].
1.5 Folgerung. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞ und es gelte die Eigenschaft (P ).
Ferner sei arg (|ρ|) = {θ}, dann folgt
nθ̂n − [nθ] = OP (1) .
Beweis: Folgt aus Theorem 1.2 mit konstanter Folge bn = 1 für alle n ∈ N. Analog zum Beweis
der Folgerung 1.4 gilt limn→∞ κpnan (p, q) = 0 für 1 +
q
q+1 < p < ∞. Aus bn = κn = 1 folgt
limn→∞ κpnb
a(p)
n = 1 und somit liefert Theorem 1.2 die Behauptung.
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Das nächste Ziel ist, die Konvergenz von der Folge der Prozesse Zn gegen einen Prozess Z zu
zeigen. Dieser erweist sich als Linearkombination von eindimensionalen unabhängigen Irrfahrten
mit Drift. Für den Prozess Zn = {Zn (t) , t ∈ Rq} erhalten wir
Zn (t) =



nbn
(
ρn
(
[nθ]+[b−1n t]
n
)
− ρn (θ)
)
t ∈ Hm,n (1)
−17 sonst.
=
{
n
(
ρn
(
[nθ]+[t]
n
)
− ρn (θ)
)
Hm,n (1)
−17 sonst.
= Zn (k) für k = [t] ∈ Zq.
Da nθ̂n − [nθ] ebenfalls in Zq liegt, können wir uns im folgenden auf die Menge Zq beschränken.
Wir definieren für 1 ≤ i ≤ q die folgenden Prozesse
Żn := {Zn (k) ,k ∈ Zq} , Żi,n := {Zi,n (l) , l ∈ Z} .
Für 1 ≤ i ≤ q und l ∈ Z erhalten wir
Zi,n (l) =


−l∑
j=1
mi
θi+1−θi Ri,n
(
X[nθi]−j,n
)− mi−1θi−θi−1 Ri−1,n
(
X[nθi]−j,n
) − ([nθi]− [nθi−1]) < l < 0
−
l∑
j=1
mi
θi+1−θi Ri,n
(
X[nθi]+j,n
)− mi−1θi−θi−1 Ri−1,n
(
X[nθi]+j,n
)
0 ≤ l < [nθi+1]− [nθi]
−17 sonst.
Ferner hängen die Funktionen Ri,n nicht von n ∈ N ab. Wir definieren für 0 ≤ i ≤ q folgende
messbare Abbildungen Ri : X → R durch
Ri (x) :=
∫
Xm−1
h
(
y0,1, . . . , yi−1,mi−1 , x, yi,2, . . . , yq,mq
) q∏
l=0
ml∏
j=1︸ ︷︷ ︸
(l,j) 6=(i,1)
νl (dyl,j) .
Damit gilt Ri,n = Ri für alle n ∈ N. Des Weiteren seien ξi,j unabhängige Zufallselemente über
(Ω, A, P ) mit ξi,j ∼ νi für 0 ≤ i ≤ q und j ∈ Z. In Analogie zu den Prozessen Zi,n definieren wir
die Prozesse Zi = {Zi (l) , l ∈ Z} für 1 ≤ i ≤ q durch
Zi (l) :=



−l∑
j=1
mi
θi+1−θi Ri (ξi−1,−j)−
mi−1
θi−θi−1 Ri−1 (ξi−1,−j) l < 0
0 l = 0
−
l∑
j=1
mi
θi+1−θi Ri (ξi,j)−
mi−1
θi−θi−1 Ri−1 (ξi,j) l ≥ 0.
Für ein festes 1 ≤ i ≤ q und festes l ∈ Z ist Zi (l) eine Summe über i.i.d. Zufallsvariablen und Zi
eine zweiseitige Irrfahrt. Des Weiteren ist
{Zi| 1 ≤ i ≤ q} eine Menge von q unabhängigen Zufallselementen.
Es sei d ∈ N beliebig. Mit dem n0 = n0 (d) aus dem Beweis von Lemma 3.18 folgt für alle n > n0
und 1 ≤ i ≤ q, dass
Ż
(d)
i,n
L= Z(d)i .
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Der Prozess Z = {Z (k) : k ∈ Zq} wird definiert durch
Z (k) := φ (k) + w (θ)
q∑
i=1
Zi (ki)− EZi (ki) .
Der Prozess Z und somit auch die Maximalstellenmenge von Z hängen von der Kernfunktion h
ab, Z = Z (h, ·).
4.1 Lemma. Es sei M1 < ∞. Dann gilt arg (−Z (h, ·)) = arg (Z (−h, ·)).
Beweis: Es gilt für 0 ≤ i ≤ q und alle x ∈ X
Ri (h, x) =
∫
Xm−1
h
(
y0,1, . . . , yi−1,mi−1 , x, yi,2, . . . , yq,mq
) q∏
l=0
ml∏
j=1︸ ︷︷ ︸
(l,j)6=(i,1)
νl (dyl,j)
= −
∫
Xm−1
−h (y0,1, . . . , yi−1,mi−1 , x, yi,2, . . . , yq,mq
) q∏
l=0
ml∏
j=1︸ ︷︷ ︸
(l,j)6=(i,1)
νl (dyl,j) = −Ri (−h, x) .
Es folgt für 1 ≤ i ≤ q und l ∈ Z
Zi (h, l) =



−l∑
j=1
mi
θi+1−θi Ri (h, ξi−1,−j)−
mi−1
θi−θi−1 Ri−1 (h, ξi−1,−j) l < 0
0 l = 0
−
l∑
j=1
mi
θi+1−θi Ri (h, ξi,j)−
mi−1
θi−θi−1 Ri−1 (h, ξi,j) l ≥ 0
=



−
−l∑
j=1
mi
θi+1−θi Ri (−h, ξi−1,−j)−
mi−1
θi−θi−1 Ri−1 (−h, ξi−1,−j) l < 0
0 l = 0
l∑
j=1
mi
θi+1−θi Ri (−h, ξi,j)−
mi−1
θi−θi−1 Ri−1 (−h, ξi,j) l ≥ 0



= −Zi (−h, l) .
Somit gilt für k ∈ Zq
Z (h,k) = φ (h,k) + w (θ)
q∑
i=1
Zi (h, ki)− EZi (h, ki)
=
q∑
i=1
|ki| ∂sgn(ki) ei ρ (h,θ) + w (θ)
q∑
i=1
−Zi (−h, ki)− E− Zi (−h, ki)
3.13=
q∑
i=1
|ki| ∂sgn(ki) ei − ρ (−h,θ)− w (θ)
q∑
i=1
Zi (−h, ki)− EZi (−h, ki)
= −φ (−h,k)− w (θ)
q∑
i=1
Zi (−h, ki)− EZi (−h, ki) = −Z (−h,k) .
Und man erhält
arg (Z (−h, ·)) =
{
k ∈ Zq|max
l∈Zq
Z (−h, l) = Z (−h,k)
}
=
{
k ∈ Zq|max
l∈Zq
−Z (h, l) = −Z (h,k)
}
= arg (−Z (h, ·)) .
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Insbesondere ist arg (−Z) die Minimalstellenmenge des Prozesses Z.
4.2 Lemma. Es sei M1 < ∞ und es gelte (P+). Dann folgt arg (Z) 6= ∅ P-f.s.
Beweis: Der Prozess Z lässt sich Schreiben als
Z (k) =
q∑
i=1
|ki| ∂sgn(ki) ei ρ (θ) + w (θ) (Zi (ki)− EZi (ki)) =:
q∑
i=1
|ki|∑
j=1
Yi,j .
Für eine festes 1 ≤ i ≤ q sind die Yi,j für j ∈ N i.i.d.-Zufallsvariablen mit EYi,j = ∂sgn(ki) ei ρ (θ).
Mit einer Charakterisierung der Eigenschaft (P+) sowie dem starken Gesetz der großen Zahlen
folgt für 1 ≤ i ≤ q
(P+) für ρ 3.11=⇒ EYi,j < 0 =⇒
|ki|∑
j=1
Yi,j
|ki|→∞−−−−−→
P−f.s.
−∞ =⇒ Z (k) ‖k‖→∞−−−−−→
P−f.s.
−∞ =⇒ arg (Z) 6= ∅ P-f.s.
Um den Satz 2.32 anzuwenden, benötigen wir Ż(d)n
L−−−−→
n→∞
Z(d) für alle d ∈ N.
4.3 Lemma. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞. Dann gilt für alle d ∈ N
Ż(d)n
n→∞−−−−→ Z(d)
{
P-stochastisch, falls 1 + qq+1 < p < ∞
P-f.s., falls 2 < p < ∞.
Beweis: Mit dem n0 = n0 (d) aus dem Beweis von Lemma 3.18 folgt für alle n > n0 und 1 ≤ i ≤ q,
dass
Ż
(d)
i,n
L= Z(d)i .
Daraus folgt für alle n > n0 und alle k ∈ [−d, d]q
{Z (k) : k ∈ [−d, d]q} =
{
φ (k) + w (θ)
q∑
i=1
Zi (ki)− EZi (ki) : k ∈ [−d, d]q
}
L=
{
φ (k) + w (θ)
q∑
i=1
Zi,n (ki)− EZi,n (ki) : k ∈ [−d, d]q
}
=
{
Z̄n (k) : k ∈ [−d, d]q
}
.
Man erhält für beliebiges ε > 0 und schließlich alle n ∈ N
P
(
max
k∈[−d,d]q
∣∣∣Żn (k)− EŻn (k)− Z (k) + EZ (k)
∣∣∣ > ε
)
= P
(
max
k∈[−d,d]q
∣∣Zn (k)− EZn (k)− Z̄ (k) + EZ̄ (k)
∣∣ > ε
)
≤ P
(
sup
t∈[−d,d]q
∣∣Zn (t)− EZn (t)− Z̄ (t) + EZ̄ (t)
∣∣ > ε
)
3.22≤ CMpε−pd2pκpn
(
an (p, q) + (bnn)
−p [
b−1n d
]−aq(p) + n−pba(p)n
)
≤ CMpε−pd2p an (p, q) .
Des Weiteren gilt für alle d ∈ N, dass sup−d≤k≤d
∣∣bn
[
b−1n k
]− k
∣∣ = 0, da wir uns auf das Gitter
Zq eingeschränkt haben. Somit ist Lemma 3.19 anwendbar und es folgt
max
k∈[−d,d]q
∣∣∣EŻn (k)− EZ (k)
∣∣∣ ≤ sup
t∈[−d,d]q
|EZn (t)− φ (t)| 3.19−−−−→
n→∞
0.
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Analog zum Beweis der Folgerung 1.4 gilt limn→∞ an (p, q) = 0 für 1 + qq+1 < p < ∞ und∑∞
n=1 an (p, q) < ∞ für 2 < p < ∞. Analog zum Beweis von Satz 3.9 folgt damit
max
k∈[−d,d]q
∣∣∣Żn (k)− EŻn (k)− Z (k) + EZ (k)
∣∣∣ n→∞−−−−→ 0
{
P-stochastisch 1 + qq+1 < p < ∞
P-f.s. 2 < p < ∞.
Und somit folgt die Behauptung.
Nun sind wir in der Lage, die Theoreme 1.6 und 1.7 zu bewiesen.
1.6 Theorem. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞ und es gelte die Eigenschaft (P ).
Ferner sei arg (|ρ|) = {θ}. Dann folgt
(1) (P+) =⇒ lim sup
n→∞
P (arg (Zn ( h , ·)) ∩ F 6= ∅) ≤ P (arg ( Z ) ∩ F 6= ∅) ∀F ⊂ Zq
(2) (P−) =⇒ lim sup
n→∞
P (arg (Zn (−h, ·)) ∩ F 6= ∅) ≤ P (arg (−Z) ∩ F 6= ∅) ∀F ⊂ Zq.
Beweis: Wir betrachten zunächst den Fall (P+). Die Aussage folgt dann aus Lemma 2.32 ange-
wendet auf die Folge von Prozessen
(
Żn
)
n∈N
mit der Maximalstellenmengenfolge
(
arg
(
Żn
))
n∈N
.
Somit sind, die Voraussetzungen (1) bis (6) des Satzes zu prüfen.
Aus der Definition von Żn folgt (1).
Da nθ̂
+
n − [nθ] ∈ Zq folgt mit der konstanten Folge bn = 1 aus Lemma 3.17, dass arg
(
Żn
)
6= ∅
ist, also gilt (2).
Analog zum Beweis der Folgerung 1.4 gilt limn→∞ an (p, q) = 0. Mit Lemma 3.12 folgt die An-
wendbarkeit von Lemma 3.16 mit der konstanten Folge bn = 1 für alle n ∈ N. Und es folgt (3),
da
lim
d→∞
lim sup
n→∞
P
(
arg
(
Żn
)
* [−d, d]q
) 3.17≤ lim
d→∞
lim sup
n→∞
P
(
nθ̂
+
n − [nθ] /∈ [−d, d]q
)
3.16= 0.
Aus der Definition von Z folgt (4).
Aus Lemma 4.2 folgt arg (Z) 6= ∅. Somit gilt (5).
Da aus der stochastischen Konvergenz auch Verteilungskonvergenz folgt, gilt mit Lemma 4.3
Ż(d)n
L−−−−→
n→∞
Z(d) in R(2d+1)
q ∀d ∈ N.
Somit sind die Voraussetzungen von Satz 2.32 erfüllt und es folgt für alle F ⊂ Zq
lim sup
n→∞
P (arg (Zn) ∩ F 6= ∅) = lim sup
n→∞
P
(
arg
(
Żn
)
∩ F 6= ∅
) 2.32≤ P (arg (Z) ∩ F 6= ∅) .
Im Fall (P−) folgt die Aussage mit dem ersten Teil bei Benutzung der Kernfunktion −h. Da
|ρ (h, ·)| = |ρ (−h, ·)| ist θ auch die eindeutige Maximalstelle von |ρ (−h, ·)|. Aus (P−) für ρ (h, ·)
folgt mit Lemma 3.14 die Eigenschaft (P+) für ρ (−h, ·). Und somit gilt für alle F ⊂ Zq
lim sup
n→∞
P (arg (Zn (−h, ·)) ∩ F 6= ∅) = lim sup
n→∞
P
(
arg
(
Żn (−h, ·)
)
∩ F 6= ∅
)
(1)
≤ P (arg (Z (−h, ·)) ∩ F 6= ∅) 4.1= P (arg (−Z (h, ·)) ∩ F 6= ∅) .
Im Fall dass der Prozess Z eine eindeutige Maximal- bzw. Minimalstelle besitzt, erhalten wir sogar
Verteilungskonvergenz.
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1.7 Theorem. Es existiere ein p ∈
(
1 + qq+1 ,∞
)
mit Mp < ∞ und es gelte die Eigenschaft (P ).
Ferner sei θ die eindeutige Maximalstelle von |ρ|. Dann folgt
(1) (P+) und arg ( Z ) =
{
τ+f
}
P-f.s. =⇒ nθ̂n − [nθ] L−−−−→
n→∞
τ+f in Z
q
(2) (P−) und arg (−Z) =
{
τ−f
}
P-f.s. =⇒ nθ̂n − [nθ] L−−−−→
n→∞
τ−f in Z
q.
Beweis: Dies folgt aus dem Theorem 1.6 mit dem Portmanteau Theorem. Wir betrachten zunächst
den Fall (P+). Analog zum Beweis der Folgerung 1.4 gilt limn→∞ an (p, q) = 0. Aus (P+) folgt mit
Lemma 3.12 − inft∈H ρ (t) < ρ (θ). Somit ist Satz 1.3 mit der konstanten Folge bn = 1 anwendbar.
Und es gilt für alle F ⊂ Zq
lim sup
n→∞
P
(
nθ̂n − [nθ] ∈ F
)
= lim sup
n→∞
P
(
nθ̂n − [nθ] ∈ F ∩ arg (Zn)
)
+ P
(
nθ̂n − [nθ] ∈ F \ arg (Zn)
)
≤ lim sup
n→∞
P (arg (Zn) ∩ F 6= ∅) + P
(
nθ̂n − [nθ] /∈ arg (Zn)
)
1.6,1.3
≤ P (arg (Z) ∩ F 6= ∅)
= P
(
τ+f ∈ F
)
.
Mit dem Portmanteau Theorem folgt (1). Im Fall (P−) folgt die Behauptung mit dem ersten
Teil bei Benutzung der Kernfunktion −h. Da |ρ (h, ·)| = |ρ (−h, ·)| ist θ auch die eindeutige
Maximalstelle von |ρ (−h, ·)|. Aus (P−) für ρ (h, ·) folgt mit Lemma 3.14 die Eigenschaft (P+) für
ρ (−h, ·). Des Weiteren gilt
arg (Z (−h, ·)) 4.1= arg (−Z (h, ·)) =
{
τ−f
}
.
Es gilt für alle F ⊂ Zq mit dem Portmanteau Theorem
lim sup
n→∞
P
(
nθ̂n (h)− [nθ] ∈ F
)
3.13= lim sup
n→∞
P
(
nθ̂n (−h)− [nθ] ∈ F
) Portmanteau,(1)
≤ P
(
τ−f ∈ F
)
.
Der folgende Satz zeigt, dass der Prozess Z in recht allgemeinen Situationen P-f.s. eine eindeutige
Maximalstelle besitzt.
4.4 Satz. Es sei M1 < ∞ und es gelte (P+). Ferner seien Ri (ξi,1) für 0 ≤ i ≤ q stetige
Zufallsgrößen. Dann besitzt der Prozess Z eine eindeutige Maximalstelle P-f.s.
Beweis: Da Ri (ξi,1) für 0 ≤ i ≤ q stetige Zufallsgrößen sind, ist Z (k) ebenfalls eine stetige
Zufallsgröße für alle k ∈ Zq. Somit gilt
P (Z besitzt eine eindeutige Maximalstelle)
= 1− P ({arg (Z) = ∅} ∪ {Z besitzt mindestens zwei Maximalstellen})
≥ 1− P (arg (Z) = ∅)− P (Z besitzt mindestens zwei Maximalstellen)
4.2= 1− P (Z besitzt mindestens zwei Maximalstellen τ und σ)
≥ 1− P (Z (τ) = Z (σ))
= 1− P

 ⋃
k 6=l∈Zq
{τ = k, σ = l, Z (k) = Z (l)}


≥ 1−
∑
k 6=l∈Zq
P (τ = k, σ = l, Z (k) = Z (l))
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≥ 1−
∑
k 6=l∈Zq
P (Z (k)− Z (l) = 0)
= 1.
Die letzte Gleichheit gilt, da auch Z (k)− Z (l) eine stetige Zufallsgröße ist.
Zum Abschluss dieses Kapitels betrachten wir das zweite Beispiel aus Abschnitt 1. Es seien εj für
j ∈ N reellwertige zentrierte i.i.d Zufallsgrößen und δ ∈ R.
Xj,n :=



εj 1 ≤ j ≤ [nθ1]
εj + δ [nθ1] < j ≤ [nθ2]
εj [nθ2] < j ≤ n.
Des Weiteren fordern wir, dass ε1 mindestens p-fach integrierbar ist mit p > 53 . Wir wählen
m = (1, 1, 1) und h (x, y, z) = x − 2y + z. Der Einfachheit halber setzen wir voraus, dass ein
bekanntes β > 0 existiert, mit θi−θi−1 > β für i ∈ {1, 2, 3}. Somit können wir die Gewichtsfunktion
konstant Eins wählen. Als Schätzer erhalten wir dann
(
θ̂1,n, θ̂2,n
)
:= argmax
(s,t)∈{ ( kn , ln )|k,l∈N mit nβ<min{k,l−k,n−l}}
∣∣(X0,[ns] −X [ns],[nt]
)
+
(
X [nt],n −X [ns],[nt]
)∣∣ .
Für die Integrale der Kernfunktion erhalten wir durch Nachrechnen
µ1,1,1 = 2δ
−µ2,1,0 = −µ0,1,2 = µ1,2,0 = µ0,2,1 = δ
µ3,0,0 = µ0,3,0 = µ0,0,3 = µ2,0,1 = µ1,0,2 = 0.
Und somit ergibt sich durch Nachrechnen folgendes für die Funktion ρ, vergleiche (3.9).
ρ (s, t) := δ



− θ2−θ11−t 0 ≤ s ≤ t ≤ θ1 < θ2 < 1
t−θ1
t−s +
t−θ1
t−s
1−θ2
1−t − θ1−st−s θ2−t1−t 0 ≤ s ≤ θ1 ≤ t ≤ θ2 < 1
2 θ2−θ1t−s 0 ≤ s ≤ θ1 < θ2 ≤ t ≤ 1
1−θ2
1−t +
θ1
s 0 < θ1 ≤ s ≤ t ≤ θ2 ≤ 1
− s−θ1s t−θ2t−s + θ2−st−s + θ1s θ2−st−s 0 < θ1 ≤ s ≤ θ2 ≤ t ≤ 1
− θ2−θ1s 0 < θ1 < θ2 ≤ s ≤ t ≤ 1
0 sonst.
Da insbesondere jeder einzelne Bruch in der obigen Darstellung betragsmäßig echt kleiner Eins
ist, folgt für alle (s, t) ∈ H \ {(θ1, θ2)}
ρ (θ1, θ2) = 2δ
{
> ρ (s, t) , falls δ > 0
< ρ (s, t) , falls δ < 0.
Des Weiteren folgt mit Lemma 3.6 oder durch Nachrechnen
∂e1ρ (θ) = −
δ
θ1
∂e2ρ (θ) = −2
δ
θ2 − θ1
∂−e1ρ (θ) = −2
δ
θ2 − θ1 ∂−e2ρ (θ) = −
δ
1− θ2 .
Zusammen mit Lemma 3.11 folgt:
δ > 0 =⇒ (P+) und arg ( ρ ) = {(θ1, θ2)} ,
δ < 0 =⇒ (P−) und arg (−ρ) = {(θ1, θ2)} .
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Für die Funktion R0 ergibt sich
R0 (x) =
∫
X2
h (x, y, z) ν1 (dy) ν2 (dz) =
∫
X2
x− 2y + z Pε1+δ (dy)Pε1 (dz) = x− 2δ.
Ähnlich erhält man
R1 (x) = −2x und R2 (x) = x− 2δ.
Des Weiteren seien ξi,j für i ∈ {0, 1, 2} und j ∈ Z zentrierte i.i.d. Zufallsvariablen mit ξi,j L= ε1.
Somit ergibt sich für den Prozess Z
Z (k, l) =



2δ
θ2−θ1 k +
δ
1−θ2 l −
−k∑
j=1
(
2
θ2−θ1 +
1
θ1
)
ξ0,−j +
−l∑
j=1
(
2
θ2−θ1 +
1
1−θ2
)
ξ1,−j k < 0, l < 0
2δ
θ2−θ1 k − 2δθ2−θ1 l −
−k∑
j=1
(
2
θ2−θ1 +
1
θ1
)
ξ0,−j −
l∑
j=1
(
2
θ2−θ1 +
1
1−θ2
)
ξ2,j k < 0, l ≥ 0
− δθ1 k + δ1−θ2 l +
k∑
j=1
(
2
θ2−θ1 +
1
θ1
)
ξ1,j +
−l∑
j=1
(
2
θ2−θ1 +
1
1−θ2
)
ξ1,−j k ≥ 0, l < 0
− δθ1 k − 2δθ2−θ1 l +
k∑
j=1
(
2
θ2−θ1 +
1
θ1
)
ξ1,j −
l∑
j=1
(
2
θ2−θ1 +
1
1−θ2
)
ξ2,j k ≥ 0, l ≥ 0.
Es gilt für beliebige Funktionen f, g : R→ R
arg
(s,t)∈R2
(f (s) + g (t)) =
{
(s, t) ∈ R2 : s ∈ arg f und t ∈ arg g} (4.1)
Für die Maximalstellen des Prozesses Z folgt
argZ = arg
(k,l)∈Z2

1k≥0

− δ
θ1
k +
k∑
j=1
(
2
θ2 − θ1 +
1
θ1
)
ξ1,j


+1k<0

 2δ
θ2 − θ1 k −
−k∑
j=1
(
2
θ2 − θ1 +
1
θ1
)
ξ0,−j


+1l≥0

− 2δ
θ2 − θ1 l −
l∑
j=1
(
2
θ2 − θ1 +
1
1− θ2
)
ξ2,j


+1l<0

 δ
1− θ2 l +
−l∑
j=1
(
2
θ2 − θ1 +
1
1− θ2
)
ξ1,−j




(4.1)
=


(k0, l0) ∈ Z
2 : k0 ∈ arg
k∈Z

1k≥0

− δ
θ1
k +
k∑
j=1
(
2
θ2 − θ1 +
1
θ1
)
ξ1,j


+1k<0

 2δ
θ2 − θ1 k −
−k∑
j=1
(
2
θ2 − θ1 +
1
θ1
)
ξ0,−j



 und
l0 ∈ arg
l∈Z

1l≥0

− 2δ
θ2 − θ1 l −
l∑
j=1
(
2
θ2 − θ1 +
1
1− θ2
)
ξ2,j


+1l<0

 δ
1− θ2 l +
−l∑
j=1
(
2
θ2 − θ1 +
1
1− θ2
)
ξ1,−j







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=


(k0, l0) ∈ Z
2 : k0 ∈ arg
k∈Z

1k≥0

−θ2 − θ1
θ2 + θ1
δk +
k∑
j=1
ξ1,j

 + 1k<0

 2θ1
θ2 + θ1
δk −
−k∑
j=1
ξ0,−j



 ,
l0 ∈ arg
l∈Z

1l≥0

− 2 (1− θ2)
1− θ2 + 1− θ1 δl −
l∑
j=1
ξ2,j

 + 1l<0

 θ2 − θ1
1− θ2 + 1− θ1 δl +
−l∑
j=1
ξ1,−j






 .
Ist ε1 eine stetig Zufallsgrösse, dann folgt mit Satz 4.4, dass der Prozess Z eine P-f.s. eindeutige
Maximalstelle besitzt. Wenn wir voraussetzen, dass δ > 0 ist und
arg
k∈Z

1k<0

 2θ1
θ2 + θ1
δk −
−k∑
j=1
ξ0,−j

 + 1k≥0

−θ2 − θ1
θ2 + θ1
δk +
k∑
j=1
ξ1,j



 =
{
τ+f,1
}
arg
l∈Z

1l<0

 θ2 − θ1
1− θ2 + 1− θ1 δl +
−l∑
j=1
ξ1,−j

 + 1l≥0

− 2 (1− θ2)
1− θ2 + 1− θ1 δl −
l∑
j=1
ξ2,j



 =
{
τ+f,2
}
,
dann folgt
(
nθ̂1,n − [nθ1], nθ̂2,n − [nθ2]
)
L−−−−→
n→∞
(
τ+f,1, τ
+
f,2
)
in Z2.
Wenn δ < 0 ist und der Prozess Z eine eindeutige Minimalstelle
(
τ−f,1, τ
−
f,2
)
P-f.s. besitzt, dann
folgt
(
nθ̂1,n − [nθ1], nθ̂2,n − [nθ2]
)
L−−−−→
n→∞
(
τ−f,1, τ
−
f,2
)
in Z2.
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5 Lokale Alternativen
Auch unter den lokalen Alternativen sei die Anzahl der Verteilungswechsel q ∈ N bekannt. Hier
betrachten wir für 0 ≤ i ≤ q Folgen von Maßen (νi,n)n∈N mit der Eigenschaft, dass diese für
n → ∞ aufeinander zulaufen, νi,n Ã ν. Für festes n ∈ N betrachten wir als Schätzer für den
unbekannten Change-Point θ ∈ H weiterhin Maximalstellen einer gewichteten (q + 1)-Stichproben
U-Statistik mit Kernfunktion h vom Grad m.
θ̂n := argmax (|ρn (t)| , t ∈ Gn) .
Damit der Schätzer die Verteilungswechsel noch erkennen kann, dürfen die Unterschiede der Ver-
teilungen nicht zu schnell verschwinden. Diese Eigenschaft der Folgen von Maßen νi,n wird mit
Hilfe von speziellen Integralen der Kernfunktion h charakterisiert. Dazu definiere für n ∈ N
λn :=
∣∣∣∣∣∣
∫
Xm
h (x0,1, ..., xq,m0)
q∏
i=0
mi∏
j=1
νi,n (dxi,j)
∣∣∣∣∣∣
.
Da M1 < ∞, existieren für n ∈ N die Integrale λn. Des Weiteren wählen wir κn := λ−1n und
fordern für alle k ∈ Nq+10 mit
∑q
i=0 ki = m die Existenz folgender Grenzwerte.
µk := lim
n→∞
µk,n
λn
.
Es gilt dann zum Beispiel
µm = lim
n→∞
µm,n
λn
= lim
n→∞
µm,n
|µm,n| ∈ {−1, 1} .
Man beachte, wenn ν0,n = · · · = νq,n und h gewisse Antisymmetrien besitzt, dann folgt λn = 0.
Somit ist es sinnvoll die Konvergenzbedingung (C) für das aufeinander zulaufen der Verteilungen
mit Hilfe der Folge (λn)n∈N zu definieren.
Konvergenzbedingung (C):
(λn)n∈N ⊂ R>
limn→∞ λn = 0
limn→∞
√
nλn = ∞
limn→∞ λ−1n µk,n existiert für alle k ∈ Nq+10 mit
∑q
i=0 ki = m.
Die vorletzte Bedingung stellt sicher, dass sich die Verteilungen nicht zu schnell annähern. Aus
der letzten Bedingung folgt die Existenz der µk. Bei beschränkten Kernfunktionen h kann man an
schwache Konvergenz der Maße denken.
Des Weiteren wird gefordert, dass gewisse Streuungen nicht zu sehr variieren. Dazu betrachten
wir die Zufallsveriablen gi,0,n und gi,1,n aus dem Beweis von Lemma 3.22. Es gelte die Stabilitäts-
bedingung (S), wenn für 1 ≤ i ≤ q positive Zahlen σi,+, σi,− ∈ R> existieren, für die gilt
σ2i,+ := lim
n→∞
Var gi,1,n und σ2i,− := lim
n→∞
Var gi,0,n.
Ist die Kernfunktion h beschränkt und konvergieren für 0 ≤ i ≤ q die Folgen von Maßen (νi,n)n∈N
schwach gegen ein Maß ν, dann ist (S) zum Beispiel erfüllt.
Für p > 2 ergibt sich die Konsistenz des Schätzers.
1.8 Folgerung. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C). Ferner sei
arg (|ρ|) = {θ}. Dann folgt
θ̂n
n→∞−−−−→ θ P-stochastisch.
94
Beweis: Folgt aus Theorem 1.1. Denn es gilt für 2 < p < ∞
lim
n→∞
κpnan (p, q) = lim
n→∞
λ−pn n
− 12 p lim
n→∞
(
λ2nn
)− 12 p (C)= 0.
Ähnlich folgt aus Theorem 1.2 stochastische Beschränktheit für den skalierten
Fehlervektor nλ2n
(
θ̂n − θ
)
.
1.9 Folgerung. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C) und (P ). Ferner sei
arg (|ρ|) = {θ}. Dann folgt
nλ2n
(
θ̂n − θ
)
= OP (1) .
Beweis: Folgt aus Theorem 1.2 mit der Folge bn = λ2n für n ∈ N. Analog zum Beweis der Folgerung
1.8 gilt limn→∞ κpnan (p, q) = 0. Ferner gilt limn→∞ κpnb
a(p)
n = limn→∞ λ−pn
(
λ2n
)− 12 p = 1. Und es
folgt
lim
x→∞
lim sup
n→∞
P
(
x <
∥∥∥nλ2n
(
θ̂n − θ
)∥∥∥
)
= lim
x→∞
lim sup
n→∞
P
(
x <
∥∥∥λ2n
(
nθ̂n − [nθ] + [nθ]− nθ
)∥∥∥
)
B.5≤ lim
x→∞
lim sup
n→∞
P
(
1
2
x <
∥∥∥λ2n
(
nθ̂n − [nθ]
)∥∥∥
)
+ P
(
1
2
x <
∥∥λ2n ([nθ]− nθ)
∥∥
)
1.2= lim
x→∞
lim sup
n→∞
P
(
1
2
x < λ2n ‖[nθ]− nθ‖
)
≤ lim
x→∞
lim sup
n→∞
P
(
1
2
x < λ2n
)
(C)
= 0.
Als Grenzprozess Y der Folge der Prozesse (Zn)n∈N erhält man eine Linearkombination von un-
abhängigen zweiseitigen Brownschen Bewegungen mit Drift. Es seien Wi, W̃i für 1 ≤ i ≤ q
unabhängige Brownsche Bewegungen und definiere damit folgende stochastische Prozesse
Yi = {Yi (s) , s ∈ R} für 1 ≤ i ≤ q durch
Yi (s) :=
{
σi,−W̃i (−s) s < 0
σi,+Wi ( s ) s ≥ 0.
Ähnlich zum Prozess Z definieren wir den Prozess Y = {Y (t) : t ∈ Rq} durch
Y (t) := φ (t) + w (θ)
q∑
i=1
Yi (ti) .
5.1 Lemma. Es sei M1 < ∞ und es gelte (P+) und (S). Dann besitzt der Prozess Y eine
eindeutige Maximalstelle P.-f.s..
Beweis: Wir wollen Lemma 2.33 anwenden. Aufgrund der Definition von Y folgt, dass Y ein
stetiger Gaußprozess ist. Mit Lemma 3.11 folgt
EY (t) = φ (t) =
q∑
i=1
|ti| ∂sgn(ti) ei ρ (θ)
‖t‖→∞−−−−−→ −∞.
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Da Yi und Yj für i 6= j unabhängige zweiseitige Brownsche Bewegungen sind, gilt für s, t ∈ Rq
EY (s)Y (t) = E
(
φ (s) + w (θ)
q∑
i=1
Yi (si)
)(
φ (t) + w (θ)
q∑
i=1
Yi (ti)
)
= E

φ (s)φ (t) + φ (s)w (θ)
q∑
i=1
Yi (ti) + φ (t)w (θ)
q∑
i=1
Yi (si) + w2 (θ)
q∑
i=1
q∑
j=1
Yi (si) Yj (tj)


= φ (s)φ (t) + w2 (θ)
q∑
i=1
EYi (si)Yi (ti) .
Und es folgt
E (Y (s)− Y (t))2 = E (Y 2 (s)− 2Y (s)Y (t) + Y 2 (t))
= φ2 (s) + w2 (θ)
q∑
i=1
EY 2i (si)− 2
(
φ (s)φ (t) + w2 (θ)
q∑
i=1
EYi (si) Yi (ti)
)
+ φ2 (t) + w2 (θ)
q∑
i=1
EY 2i (ti)
= (φ (s)− φ (t))2 + w2 (θ)
q∑
i=1
E (Yi (si)− Yi (ti))2 .
Weiter betrachten wir si ≥ 0 und ti ≥ 0. Dann gilt
E (Yi (si)− Yi (ti))2
= E (σi,+Wi (si)− σi,+Wi (ti))2
= σ2i,+E (Wi (si)−Wi (ti))2
= σ2i,+
(
EW 2i (si)− 2EWi (si) Wi (ti) + EW 2i (ti)
)
= σ2i,+ (si − 2min {si, ti}+ ti) .
Da Wi und W̃i unabhängig, folgt für si ≥ 0 und ti < 0
E (Yi (si)− Yi (ti))2
= E
(
σi,+Wi (si)− σi,−W̃i (−ti)
)2
= σ2i,+EW
2
i (si)− 2σi,+σi,−EWi (si) W̃i (−ti) + σ2i,−EW̃ 2i (−ti)
= σ2i,+si − σ2i,−ti.
Insgesamt erhält man
E (Yi (si)− Yi (ti))2 =



σ2i,+ (si − 2min {si, ti}+ ti) si ≥ 0, ti ≥ 0
σ2i,+si − σ2i,−ti si ≥ 0, ti < 0
σ2i,− (−si − 2min {−si,−ti} − ti) si < 0, ti < 0.
Aus der Bedingung (S) folgt σi,+ > 0 und σi,− > 0. Aus E (Y (s)− Y (t))2 = 0 folgt, dass
(φ (s)− φ (t))2 = 0 und E (Yi (si)− Yi (ti))2 = 0 für 1 ≤ i ≤ q. Daraus folgt si = ti für alle
1 ≤ i ≤ q. Somit gilt für alle s 6= t, dass E (Y (s)− Y (t))2 6= 0. Damit sind die Voraussetzungen
von Lemma 2.33 erfüllt und es folgt die Behauptung.
Für den Prozess Zn = {Zn (t) , t ∈ Rq} mit der Folge bn = λ2n erhalten wir
Zn (t) =



nλ2n
(
ρn
(
[nθ]+[λ−2n t]
n
)
− ρn (θ)
)
[nθ]+[λ−2n t]
n ∈ Hm,n
−17 sonst.
96
Des Weiteren ergibt sich für 1 ≤ i ≤ q
Zi,n (t) := λn


−[λ−2n t]∑
j=1
mi
θi+1−θi Ri,n
(
X[nθi]−j,n
)− mi−1θi−θi−1 Ri−1,n
(
X[nθi]−j,n
) −λ2n ([nθi]− [nθi−1]) < t < 0
−
[λ−2n t]∑
j=1
mi
θi+1−θi Ri,n
(
X[nθi]+j,n
)− mi−1θi−θi−1 Ri−1,n
(
X[nθi]+j,n
)
0 ≤ t < λ2n ([nθi+1]− [nθi])
−17 sonst.
Um Verteilungskonvergenz der Folge der Prozesse (Zi,n)n∈N zu erhalten, zeigen wir Straffheit und
die Konvergenz der endlichdimensionalen Verteilungen. Die Prozesse Zi,n ähneln dem Partialsum-
menprozess. Allerdings hängen die Zufallsvariablen Ri,n
(
X[nθi]+j,n
)
über die summiert wird, noch
von n ∈ N ab. Somit lässt sich der Satz von Donsker nicht anwenden.
5.2 Lemma. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C). Dann gilt für 1 ≤ i ≤ q
und für alle festen d ∈ N, dass die Folge
(
Z
(d)
i,n − EZ(d)i,n
)
n∈N
straff bzgl. des Skorokhodraumes
(D [−d, d] , s1) ist.
Beweis: Die Aussage wird mit Satz 2.27 gezeigt. Dazu sind zwei Voraussetzungen zu zeigen. Zur
Bedingung (i) aus dem Satz 2.27 sei η > 0. Zu den Zufallsgrößen gi,−1,n aus dem Beweis von
Lemma 3.22 existiert eine Konstante C > 0 mit
|gi,−1,n|p
(3.17)
≤ CMp.
Mit dem gewählten δ :=
(
CMpd
1
2 pη−1
) 1
p
> 0 folgt
P
(∣∣∣Z(d)i,n (−d)− EZ(d)i,n (−d)
∣∣∣ > δ
)
= P


∣∣∣∣∣∣∣
λn
[λ−2n d]∑
j=1
mi
θi+1 − θi Ri,n
(
X[nθi]−j,n
)− mi−1
θi − θi−1 Ri−1,n
(
X[nθi]−j,n
)− EZi,n (−d)
∣∣∣∣∣∣∣
> δ


= P


∣∣∣∣∣∣∣
[λ−2n d]∑
j=1
gi,−j,n
∣∣∣∣∣∣∣
> δλ−1n


Markov≤ δ−pλpn
∣∣∣∣∣∣∣
[λ−2n d]∑
j=1
gi,−j,n
∣∣∣∣∣∣∣
p
= δ−pλpn
[
λ−2n d
]p
∣∣∣∣∣∣∣
[
λ−2n d
]−1 [
λ−2n d]∑
j=1
gi,−j,n
∣∣∣∣∣∣∣
p
2.20≤ δ−pλpn
[
λ−2n d
]p |gi,−1,n|p
[
λ−2n d
]− 12 p
3.17≤ CMpd 12 pδ−p
= η.
Mit Satz 2.28 wird (ii) gezeigt. Damit genügt es zu zeigen, dass zu jedem η > 0 und ε > 0 existiert
ein 0 < δ < 1, ein n0 ∈ N sowie eine Zerlegung −d = t0 < t1 < · · · < tr = d mit tu − tu−1 ≥ δ für
2 ≤ u ≤ r − 1, so dass für alle n ≥ n0 gilt
r∑
u=1
P
(
sup
tu−1≤s≤tu
∣∣∣Z(d)i,n (s)− EZ(d)i,n (s)− Z(d)i,n (tu−1) + EZ(d)i,n (tu−1)
∣∣∣ > ε
)
≤ η.
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Für ein festes 1 ≤ i ≤ q sind die Zufallsgrößen gi,j,n für 1 ≤ j ≤ d bzw. −d ≤ j ≤ −1 jeweils i.i.d.
und zentriert. Damit folgt für 1 ≤ k < l ≤ d, dass 1l−k
∑l
j=k+1 gi,j,n eine degenerierte U-Statistik
mit Martingaleigenschaften ist. Für tu−1 ≥ 0 gilt
P
(
sup
tu−1≤s≤tu
∣∣∣Z(d)i,n (s)− EZ(d)i,n (s)− Z(d)i,n (tu−1) + EZ(d)i,n (tu−1)
∣∣∣ > ε
)
= P

 sup
tu−1≤s≤tu
∣∣∣∣∣∣∣
−λn
[λ−2n s]∑
j=1
mi
θi+1 − θi Ri,n
(
X[nθi]+j,n
)− mi−1
θi − θi−1 Ri−1,n
(
X[nθi]+j,n
)− EZ(d)i,n (s)
+λn
[λ−2n tu−1]∑
j=1
mi
θi+1 − θi Ri,n
(
X[nθi]+j,n
)− mi−1
θi − θi−1 Ri−1,n
(
X[nθi]+j,n
)
+ EZ(d)i,n (tu−1)
∣∣∣∣∣∣∣
> ε


= P

 sup
tu−1≤s≤tu
∣∣∣∣∣∣∣
[λ−2n s]∑
j=[λ−2n tu−1]+1
gi,j,n
∣∣∣∣∣∣∣
> ελ−1n


Doob≤ Cε−pλpnE
∣∣∣∣∣∣∣
[λ−2n tu]∑
j=[λ−2n tu−1]+1
gi,j,n
∣∣∣∣∣∣∣
p
2.20≤ Cε−pλpnE |gi,1,n|p
([
λ−2n tu
]− [λ−2n tu−1
]) 1
2 p
3.17≤ CMpε−pλpn
(
λ−2n tu − λ−2n tu−1 + 1
) 1
2 p
≤ CMpε−p (tu − tu−1)
1
2 p da λn
n→∞−−−−→ 0.
Analog gilt für tu ≤ 0
P
(
sup
tu−1≤s≤tu
|Zi,n (s)− EZi,n (s)− Zi,n (tu−1) + EZi,n (tu−1)| > ε
)
≤ CMpε−p (tu − tu−1)
1
2 p .
Aus p > 2 folgt 12 − p > 0. Zu einem beliebigen ε > 0 und η > 0 wähle 0 < δ < 1 mit
δ <
(
(3ε)p η
2dCMp
) 1
1
2−p
r := 2
[
dδ−1
]
tu :=
(
u− 1
2
r
)
δ 1 ≤ u ≤ r − 1.
Damit gilt
tr − tr−1 = d−
(
r − 1− 1
2
r
)
δ = δ + d− 1
2
rδ = δ + d− [dδ−1]δ ≤ δ
tu − tu−1 =
(
u− 1
2
r
)
δ −
(
u− 1− 1
2
r
)
δ = δ für 2 ≤ u ≤ r − 1
t1 − t0 =
(
1− 1
2
r
)
δ − (−d) ≤ δ.
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Und es folgt
P
(
w
(
Z
(d)
i,n − EZ(d)i,n , δ
)
> ε
)
2.28≤
r∑
u=1
P
(
sup
tu−1≤s≤tu
∣∣∣Z(d)i,n (s)− EZ(d)i,n (s)− Z(d)i,n (tu−1) + EZ(d)i,n (tu−1)
∣∣∣ > 3ε
)
≤
r∑
u=1
CMp (3ε)
−p (tu − tu−1)
1
2 p
≤
r∑
u=1
CMp (3ε)
−p
δ
1
2 p
≤ 2 [dδ−1] CMp (3ε)−p δ 12 p
≤ 2dCMp (3ε)−p δ 12 p−1
< η.
Somit sind die Voraussetzungen von Satz 2.27 erfüllt und es folgt die Behauptung.
5.3 Lemma. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C) und (S). Dann gilt für
1 ≤ i ≤ q, für alle festen d ∈ N und für alle endlichen Teilmengen {t1, . . . , tk} ⊂ [−d, d]
(Zi,n (t1)− EZi,n (t1) , . . . , Zi,n (tk)− EZi,n (tk)) L−−−−→
n→∞
(Yi (t1) , . . . , Yi (tk)) .
Beweis: Es seien {t1, . . . , tk} ⊂ [−d, d]. Durch Umordnung können wir ohne Einschränkung an-
nehmen, dass
t1 < t2 < · · · < tl < 0 ≤ tl+1 < · · · < tk.
Aus der Definition der Prozesse Zi,n folgt für alle (a1, . . . , ak) ∈ Rk, dass
∑l
u=1 au (Zi,n (tu)− EZi,n (tu))
und
∑k
u=l+1 au (Zi,n (tu)− EZi,n (tu)) unabhängige Zufallsvariablen sind. Mit dem Cramer-Wold-
Device, vergleiche zum Beispiel Gänssler und Stute (1977), Satz 8.7.6, Seite 357, gilt die Behaup-
tung, wenn für alle (a1, . . . , ak) ∈ Rk folgt
l∑
u=1
au (Zi,n (tu)− EZi,n (tu)) L−−−−→
n→∞
l∑
u=1
auYi (tu)
k∑
u=l+1
au (Zi,n (tu)− EZi,n (tu)) L−−−−→
n→∞
k∑
u=l+1
auYi (tu) .
Wir zeigen die Konvergenz für die zweite Summe. Für die erste Summe geht der Beweis analog. Auf-
grund der Definition des Prozesses Yi bzw. der Brownschen Bewegung folgt, dass
∑k
u=l+1 auYi (tu)
Normalverteilt ist. Mit der Version des zentralen Grenzwertsatzes für Zufallsvariablen wird die
Aussage bewiesen. Mit n0 = n0 (d) aus dem Beweis von Lemma 3.18 folgt für alle n > n0 und
0 ≤ t ≤ d
Zi,n (t) = −λn
[λ−2n t]∑
j=1
mi
θi+1 − θi Ri,n
(
X[nθi]+j,n
)− mi−1
θi − θi−1 Ri−1,n
(
X[nθi]+j,n
)
.
Da λ2nn
n→∞−−−−→∞ geht, existiert ein n1 ∈ N, so dass für alle n > max {n0, n1} folgt[
λ−2n t
] ≤ dλ2nnn ≤ n. Mit den Zufallsgrößen gi,j,n aus dem Beweis von Lemma 3.22 definieren wir
für 1 ≤ i ≤ q, n ∈ N, 1 ≤ j ≤ n und l + 1 ≤ u ≤ k folgende Zufallsgrößen.
ηi,n,j (tu) :=
{ −auλngi,j,n 1 ≤ j ≤
[
λ−2n tu
]
0
[
λ−2n tu
]
< j ≤ n.
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Damit gilt
k∑
u=l+1
au (Zi,n (tu)− EZi,n (tu)) =
k∑
u=l+1
−auλn
[λ−2n tu]∑
j=1
gi,j,n =
n∑
j=1
k∑
u=l+1
ηi,n,j (tu) =:
n∑
j=1
ζj,n.
Die (ζj,n)1≤j≤n,n∈N bilden ein zweifach indiziertes Schema von zentrierten und zeilenweise un-
abhängigen Zufallselementen. Wenn für ein ε > 0 gilt
(Ljapunoff-Bedingung)
n∑
j=1
E |ζj,n|2+ε n→∞−−−−→ 0
und
(Normierungsbedingung)
n∑
j=1
E ζ2j,n
n→∞−−−−→ V ar
(
k∑
u=l+1
auYi (tu)
)
,
dann folgt mit dem zentralen Grenzwertsatz die Behauptung. Da 2 < p < ∞ ist ε = p− 2 positiv.
Es folgt
n∑
j=1
E |ζj,n|2+ε =
n∑
j=1
E
∣∣∣∣∣
k∑
u=l+1
ηi,n,j (tu)
∣∣∣∣∣
p
Hölder≤
n∑
j=1
kp
k∑
u=l+1
E |ηi,n,j (tu)|p
= kp
k∑
u=l+1
[λ−2n tu]∑
j=1
E |auλngi,j,n|p
3.17≤ kp
k∑
u=l+1
[λ−2n tu]∑
j=1
CMpλ
p
na
p
u
≤ CMpkp
k∑
u=l+1
λpna
p
u[λ
−2
n tu]
≤ CMpkp
k∑
u=l+1
dλp−2n max
l+1≤u≤k
apu ≤ C̃λεn.
Da λn
n→∞−−−−→ 0 gilt, folgt die Gültigkeit der Ljapunoff-Bedingung. Nun zeigen wir die Normie-
rungsbedingung. Für alle t ∈ R gilt EYi (t) = 0. Es folgt
V ar
(
k∑
u=l+1
auYi (tu)
)
= E
(
k∑
u=l+1
auYi (tu)
)2
=
k∑
u=l+1
k∑
v=l+1
auavE (Yi (tu) Yi (tv))
=
k∑
u=l+1
k∑
v=l+1
auavE (σi,+Wi (tu)σi,+Wi (tv))
= σ2i,+
k∑
u=l+1
k∑
v=l+1
auavE (Wi (tu)Wi (tv))
= σ2i,+
k∑
u=l+1
k∑
v=l+1
auav min {tu, tv} .
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n∑
j=1
Eζ2j,n =
n∑
j=1
E
(
k∑
u=l+1
ηi,n,j (tu)
)2
=
n∑
j=1
k∑
u=l+1
k∑
v=l+1
E (ηi,n,j (tu) ηi,n,j (tv))
=
k∑
u=l+1
k∑
v=l+1
min{[λ−2n tu],[λ−2n tv]}∑
j=1
E (ηi,n,j (tu) ηi,n,j (tv))
=
k∑
u=l+1
k∑
v=l+1
min{[λ−2n tu],[λ−2n tv]}∑
j=1
E (−auλngi,j,n (−av) λngi,j,n)
=
k∑
u=l+1
k∑
v=l+1
auavλ
2
n
min{[λ−2n tu],[λ−2n tv]}∑
j=1
Eg2i,j,n
=
k∑
u=l+1
k∑
v=l+1
auavλ
2
n
min{[λ−2n tu],[λ−2n tv]}∑
j=1
Eg2i,1,n
= Eg2i,1,n
k∑
u=l+1
k∑
v=l+1
auavλ
2
n min
{[
λ−2n tu
]
,
[
λ−2n tv
]}
.
Weiter gilt
∣∣∣∣∣∣
n∑
j=1
Eζ2j,n − V ar
(
k∑
u=l+1
auYi (tu)
)∣∣∣∣∣∣
=
∣∣∣∣∣Eg
2
i,1,n
k∑
u=l+1
k∑
v=l+1
auavλ
2
n min
{[
λ−2n tu
]
,
[
λ−2n tv
]}− σ2i,+
k∑
u=l+1
k∑
v=l+1
auav min {tu, tv}
∣∣∣∣∣
≤
∣∣∣∣∣Eg
2
i,1,n
k∑
u=l+1
k∑
v=l+1
auav
(
λ2n min
{[
λ−2n tu
]
,
[
λ−2n tv
]}−min {tu, tv}
)
∣∣∣∣∣
+
∣∣∣∣∣
(
Eg2i,1,n − σ2i,+
) k∑
u=l+1
k∑
v=l+1
auav min {tu, tv}
∣∣∣∣∣
3.17≤ CMp
∣∣∣∣∣
k∑
u=l+1
k∑
v=l+1
auav
(
λ2n min
{[
λ−2n tu
]
,
[
λ−2n tv
]}−min {tu, tv}
)
∣∣∣∣∣ + C̃
∣∣(Eg2i,1,n − σ2i,+
)∣∣
≤ CMp
∣∣∣∣∣
k∑
u=l+1
k∑
v=l+1
auavλ
2
n
∣∣min {[λ−2n tu
]
,
[
λ−2n tv
]}− λ−2n min {tu, tv}
∣∣
∣∣∣∣∣ + C̃
∣∣(Eg2i,1,n − σ2i,+
)∣∣
≤ CMp
∣∣∣∣∣
k∑
u=l+1
k∑
v=l+1
auavλ
2
n
∣∣∣∣∣ + C̃
∣∣(Eg2i,1,n − σ2i,+
)∣∣
≤ CC̃Mpλ2n + C̃
∣∣(Eg2i,1,n − σ2i,+
)∣∣
= CC̃Mpλ2n + C̃
∣∣(Var gi,1,n − σ2i,+
)∣∣ , da gi,1,n zentriert
n→∞−−−−→ 0 wegen (C) und (S) .
Somit ist die Normierungsbedingung erfüllt und es folgt mit dem zentralen Grenzwertsatz die
Behauptung.
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Um Lemma 2.31 anzuwenden, benötigen wir Z(d)n
L−−−−→
n→∞
Y (d) im Skorokhodraum für alle d ∈ N.
5.4 Lemma. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C) und (S). Dann gilt für
alle d ∈ N
Z(d)n
L−−−−→
n→∞
Y (d) in (D ([−d, d]q) , sq) .
Beweis: Mit n0 = n0 (d) aus dem Beweis von Lemma 3.18 folgt für alle n > n0 und für beliebiges
ε > 0
P
(
sup
t∈[−d,d]q
∣∣Zn (t)− EZn (t)− Z̄ (t) + EZ̄ (t)
∣∣ > ε
)
3.22≤ CMpε−pd2pκpn
(
an (p, q) + (bnn)
−p [
b−1n d
]−aq(p) + n−pba(p)n
)
= CMpε−pd2pλ−pn
(
n−
1
2 p +
(
λ2nn
)−p [
λ−2n d
]− 12 p + n−pλ
1
2 p
n
)
≤ CMpε−pd2p
(
λ2nn
)− 12 p n→∞−−−−→
(C)
0.
Des Weiteren gilt für alle d ∈ N, dass
sup
−d≤t≤d
∣∣bn
[
b−1n t
]− t
∣∣ = sup
−d≤t≤d
∣∣λ2n
[
λ−2n t
]− t
∣∣ = sup
−d≤t≤d
λ2n
∣∣[λ−2n t
]− λ−2n t
∣∣ ≤ λ2n n→∞−−−−→
(C)
0.
Somit ist Lemma 3.19 anwendbar und es folgt
sup
t∈[−d,d]q
∣∣EZn (t)− EZ̄n (t)
∣∣ = sup
t∈[−d,d]q
|EZn (t)− φ (t)| 3.19−−−−→
n→∞
0.
Analog zum Beweis der Folgerung 1.8 gilt limn→∞ κpnan (p, q) = 0. Analog zum Beweis von Lemma
3.9 folgt
sup
t∈[−d,d]q
∣∣∣Z(d)n (t)− Z̄(d)n (t)
∣∣∣ n→∞−−−−→ 0 P-stochastisch.
Mit den Lemmata 5.2 und 5.3 sind die Voraussetzungen von Lemma 2.25 erfüllt. Damit folgt für
1 ≤ i ≤ q und alle d ∈ N
Z
(d)
i,n − EZ(d)i,n L−−−−→n→∞ Y
(d)
i in (D [−d, d] , s1) .
Mit Bemerkung 3.20 sind für n > n0 die Prozesse Z
(d)
i,n − EZ(d)i,n für 1 ≤ i ≤ q unabhängig. Nach
Konstruktion sind die Prozesse Y (d)i ebenfalls für 1 ≤ i ≤ q unabhängig. Und es folgt
(
Z
(d)
1,n − EZ(d)1,n, . . . , Z(d)q,n − EZ(d)q,n
)
L−−−−→
n→∞
(
Y
(d)
1 , . . . , Y
(d)
q
)
in (D [−d, d] , s1)q .
Des Weiteren betrachten wir die Abbildungen S : (D [−d, d])q → D ([−d, d]q) und
Tα,β : (D ([−d, d]q))2 → D ([−d, d]q) für beliebiges α, β ∈ R. Dabei sei
S (x1, . . . , xq) : [−d, d]q → R S (x1, . . . , xq) (t) :=
q∑
i=1
xi (ti)
Tα,β (y1, y2) : [−d, d]q → R Tα,β (y1, y2) (t) := αy1 (t) + βy2 (t) .
Mit Lemma 2.24 folgt, dass S stetig ist. Mit dem Stetigkeitssatz 2.29 folgt
S
(
Z
(d)
1,n − EZ(d)1,n, . . . , Z(d)q,n − EZ(d)q,n
)
L−−−−→
n→∞
S
(
Y
(d)
1 , . . . , Y
(d)
q
)
in (D ([−d, d]q) , sq) .
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Die Funktion φ und die Zahl w (θ) sind deterministisch und unabhängig von n. Aus der Stetigkeit
der Funktion φ, folgt mit Lemma 2.23 die Stetigkeit von T1,w(θ). Mit einer weiteren Anwendung
des Stetigkeitssatzes 2.29 folgt
Z(d)n = Z̄
(d)
n + oP (1)
= φ(d) + w (θ)
q∑
i=1
Z
(d)
i,n − EZ(d)i,n + oP (1)
= φ(d) + w (θ) S
(
Z
(d)
1,n − EZ(d)1,n, . . . , Z(d)q,n − EZ(d)q,n
)
+ oP (1)
= T1,w(θ)
(
φ(d), S
(
Z
(d)
1,n − EZ(d)1,n, . . . , Z(d)q,n − EZ(d)q,n
))
+ oP (1)
L−−−−→
n→∞
T1,w(θ)
(
φ(d), S
(
Y
(d)
1 , . . . , Y
(d)
q
))
= φ(d) + w (θ) S
(
Y
(d)
1 , . . . , Y
(d)
q
)
= φ(d) + w (θ)
q∑
i=1
Y
(d)
i
= Y (d) in (D ([−d, d]q) , sq) .
1.10 Theorem. Es existiere ein p ∈ (2,∞) mit Mp < ∞ und es gelte (C), (P ) und (S). Ferner
sei arg (|ρ|) = {θ}. Dann gilt:
(1) (P+) =⇒ arg ( Y ) = {τ+l
}
P.-f.s. und nλ2n
(
θ̂n − θ
)
L−−−−→
n→∞
τ+l in R
q.
(2) (P−) =⇒ arg (−Y ) = {τ−l
}
P.-f.s. und nλ2n
(
θ̂n − θ
)
L−−−−→
n→∞
τ−l in R
q.
Beweis: Der Beweis ist ähnlich zu denen von Theorem 1.6 und 1.7. Wir betrachten zunächst den
Fall (P+). Aus Lemma 5.1 folgt die Existenz einer P.-f.s. eindeutigen Maximalstelle τ+l von Y .
Die zweite Aussage folgt dann mit Lemma 2.31 angewendet auf die Folge von Prozessen (Zn)n∈N.
Somit sind die Voraussetzungen (1) bis (6) zu zeigen.
Aus der Definition der Prozesse Zn folgt (1).
Als Folge (τn)n∈N wählen wir
(
λ2n
(
nθ̂
+
n − [nθ]
))
n∈N
. Aufgrund der Definition des Schätzers ist τn
messbar. Mit bn = λ2n folgt aus dem Lemma 3.17 für alle n ∈ N, dass λ2n
(
nθ̂
+
n − [nθ]
)
∈ arg (Zn).
Somit ist auch (2) erfüllt.
Analog zum Beweis der Folgerung 1.8 gilt limn→∞ κpnan (p, q) = 0. Mit Lemma 3.12 folgt die
Anwendbarkeit von Lemma 3.16 und es gilt λ2n
(
nθ̂
+
n − [nθ]
)
= OP (1) also (3).
Da die Brownsche Bewegung stetige Pfade besitzt, folgt Y ∈ C (Rq) P-f.s. und es gilt (4).
Mit dem ersten Teil folgt arg (Y ) =
{
τ+l
}
P.-f.s. und somit gilt (5).
Mit Lemma 5.4 folgt für alle d ∈ N
Z(d)n
L−−−−→
n→∞
Y (d) in (D ([−d, d]q) , sq) .
Somit sind die Voraussetzungen von Lemma 2.31 erfüllt und es folgt
λ2n
(
nθ̂
+
n − [nθ]
)
L−−−−→
n→∞
τ+l in R
q.
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Mit Lemma 3.12 sind die Voraussetzungen von Lemma 3.10 erfüllt und es gilt für alle ε > 0
lim
n→∞
P
(∥∥∥λ2n
(
nθ̂
+
n − [nθ]
)
− nλ2n
(
θ̂n − θ
)∥∥∥ > ε
)
≤ lim
n→∞
P
(∥∥∥θ̂+n − θ̂n
∥∥∥ > ε
(
λ2nn
)−1)
+ P
(‖nθ − [nθ]‖ > ελ−2n
)
≤ lim
n→∞
P
(
θ̂n 6= θ̂
+
n
)
+ P
(
ελ−2n < 1
)
3.10≤ lim
n→∞
2∆n (ε0) + P
(
ελ−2n < 1
)
3.2≤ lim
n→∞
2CMpε
−p
0 λ
−p
n n
− 12 p + P
(
ελ−2n < 1
)
(C)
= 0.
Mit dem Satz von Cramer, vergleiche zum Beispiel Gänssler und Stute (1977), Satz 1.12.10., S. 68,
folgt die Aussage (1). Im Fall (P−) folgt die Behauptung mit dem ersten Teil bei Benutzung der
Kernfunktion −h. Aus (P−) für ρ (h, ·) folgt mit Lemma 3.14 die Eigenschaft (P+) für ρ (−h, ·).
Mit Lemma 5.1 folgt die Existenz einer P.-f.s. eindeutigen Maximalstelle τ−l von Y (−h, ·). Aus
dem ersten Teil folgt
nλ2n
(
θ̂n (h)− θ
)
3.13= nλ2n
(
θ̂n (−h)− θ
)
L−−−−→
n→∞
τ−l
Des Weiteren gilt
Y (−h, t) = φ (−h, t) + w (θ)
q∑
i=1
Yi (ti)
=
q∑
i=1
|ti| ∂sgn(ti) eiρ (−h,θ) + w (θ)
q∑
i=1
{
σi,−W̃i (−ti) ti < 0
σi,+Wi ( ti ) ti ≥ 0
3.13=
q∑
i=1
|ti| ∂sgn(ti) ei − ρ (h, θ) + w (θ)
q∑
i=1
{
σi,−W̃i (−ti) ti < 0
σi,+Wi ( ti ) ti ≥ 0
L= −
q∑
i=1
|ti| ∂sgn(ti) eiρ (h,θ)− w (θ)
q∑
i=1
{
σi,−W̃i (−ti) ti < 0
σi,+Wi ( ti ) ti ≥ 0
= −φ (h, t)− w (θ)
q∑
i=1
Yi (ti)
= −Y (h, t) .
Und man erhält Y
(
h, τ−l
)
= −Y (−h, τ−l
)
< −Y (−h, t) = Y (h, t) für alle t ∈ Rq \ {τ−l
}
. Damit
ist τ−l auch die P.-f.s. eindeutige Minimalstelle von Y (h, ·) und es gilt die Behauptung.
Auch hier möchten wir das Ergebnis am zweiten Beispiel aus Abschnitt 1 kurz demonstrieren. Es
seien εj für j ∈ N reellwertige zentrierte i.i.d Zufallsgrößen und (δn)n∈N ⊂ R.
Xj,n :=



εj 1 ≤ j ≤ [nθ1]
εj + δn [nθ1] < j ≤ [nθ2]
εj [nθ2] < j ≤ n.
Des Weiteren fordern wir, dass ε1 mindestens p-fach integrierbar mit p > 2 ist und bezeichnen mit
σ2 die Varianz von ε1. Wir wählen wieder m = (1, 1, 1) und h (x, y, z) = x−2y+z. Der Einfachheit
halber setzen wir voraus, dass ein bekanntes β > 0 existiert, mit θi − θi−1 > β für i ∈ {1, 2, 3}.
Somit können wir die Gewichtsfunktion konstant Eins wählen. Als Schätzer erhalten wir dann(
θ̂1,n, θ̂2,n
)
:= argmax
(s,t)∈{ ( kn , ln )|k,l∈N mit nβ<min{k,l−k,n−l}}
∣∣(X0,[ns] −X [ns],[nt]
)
+
(
X [nt],n −X [ns],[nt]
)∣∣ .
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Für die Folge (δn)n∈N gelte
(|δn|)n∈N ⊂ R>, limn→∞ δn = 0, limn→∞
√
n |δn| = ∞.
Wir erhalten durch eine einfache Rechnung λn = 2 |δn|. Die Existenz der Integrale µk folgt hierbei,
wenn wir annehmen, dass ein n0 mit δn < 0 für alle n ≥ n0 oder δn > 0 für alle n ≥ n0 existiert.
Wenn δn > 0 für alle n ≥ n0 gilt, dann folgt
µ1,1,1 = 1
−µ2,1,0 = −µ0,1,2 = µ1,2,0 = µ0,2,1 = 12
µ3,0,0 = µ0,3,0 = µ0,0,3 = µ2,0,1 = µ1,0,2 = 0.
Und es ergibt sich für die Funktion ρ, vergleiche mit (3.9).
ρ (s, t) :=
1
2



− θ2−θ11−t 0 ≤ s ≤ t ≤ θ1 < θ2 < 1
t−θ1
t−s +
t−θ1
t−s
1−θ2
1−t − θ1−st−s θ2−t1−t 0 ≤ s ≤ θ1 ≤ t ≤ θ2 < 1
2 θ2−θ1t−s 0 ≤ s ≤ θ1 < θ2 ≤ t ≤ 1
1−θ2
1−t +
θ1
s 0 < θ1 ≤ s ≤ t ≤ θ2 ≤ 1
− s−θ1s t−θ2t−s + θ2−st−s + θ1s θ2−st−s 0 < θ1 ≤ s ≤ θ2 ≤ t ≤ 1
− θ2−θ1s 0 < θ1 < θ2 ≤ s ≤ t ≤ 1
0 sonst.
Da insbesondere jeder einzelne Bruch in der obigen Darstellung betragsmäßig echt kleiner Eins
ist, folgt für alle (s, t) ∈ H \ {(θ1, θ2)}
ρ (θ1, θ2) = 1 > ρ (s, t) .
Des Weiteren folgt mit Lemma 3.6 oder durch Nachrechnen
∂e1ρ (θ) = −
1
2θ1
∂e2ρ (θ) = −
1
θ2 − θ1
∂−e1ρ (θ) = −
1
θ2 − θ1 ∂−e2ρ (θ) = −
1
2 (1− θ2) .
Zusammen mit Lemma 3.11 folgt:
δn > 0 für schließlich alle n ∈ N =⇒ (P+) und arg ( ρ ) = {(θ1, θ2)} .
Für die Funktionen Ri,n ergibt sich
R0,n (x) = x− 2δn, R1,n (x) = −2x, R2,n (x) = x− 2δn.
Zur Gültigkeit der Stabilitätsbedingung (S) betrachte zum Beispiel
σ21,+ := lim
n→∞
E
(
g1,n
(
X[nθ2]
))2
= lim
n→∞
E
(
1
θ2 − θ1
(
R1,n
(
X[nθ2],n
)− ER1,n
(
X[nθ2],n
))− 1
θ1
(
R0,n
(
X[nθ2],n
)− ER0,n
(
X[nθ2],n
)))2
= lim
n→∞
E
(
1
θ2 − θ1
(−2X[nθ2],n − 2EX[nθ2],n
)− 1
θ1
(
X[nθ2],n − 2δn − E
(
X[nθ2],n − 2δn
)))2
= lim
n→∞
E
(
− 2
θ2 − θ1 ε[nθ2] −
1
θ1
ε[nθ2]
)2
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=
(
2
θ2 − θ1 +
1
θ1
)2
lim
n→∞
Eε2[nθ2]
=
(
2
θ2 − θ1 +
1
θ1
)2
σ2.
Ähnlich folgt
σ21,− =
(
2
θ2 − θ1 +
1
θ1
)2
σ2, σ22,+ = σ
2
2,− =
(
2
θ2 − θ1 +
1
1− θ2
)2
σ2.
Somit ergibt sich für den Prozess Y
Y (s, t) =



1
θ2−θ1 s +
1
2(1−θ2) t +
(
2
θ2−θ1 +
1
θ1
)
σW̃1 (−s) +
(
2
θ2−θ1 +
1
1−θ2
)
σW̃2 (−t) s < 0, t < 0
1
θ2−θ1 s− 1θ2−θ1 t +
(
2
θ2−θ1 +
1
θ1
)
σW̃1 (−s) +
(
2
θ2−θ1 +
1
1−θ2
)
σW2 ( t ) s < 0, t ≥ 0
− 12θ1 s + 12(1−θ2) t +
(
2
θ2−θ1 +
1
θ1
)
σW1 ( s ) +
(
2
θ2−θ1 +
1
1−θ2
)
σW̃2 (−t) s ≥ 0, t < 0
− 12θ1 s− 1θ2−θ1 t +
(
2
θ2−θ1 +
1
θ1
)
σW1 ( s ) +
(
2
θ2−θ1 +
1
1−θ2
)
σW2 ( t ) s ≥ 0, t ≥ 0.
Des Weiteren gilt, dass der Prozess Y eine eindeutige Maximalstelle
(
τ+l,1, τ
+
l,2
)
P-f.s. besitzt.
Aufgrund der Gleichung (4.1) gilt
{
τ+l,1
}
= arg
s∈R
(
1s<0
(
1
θ2 − θ1 s +
(
2
θ2 − θ1 +
1
θ1
)
σW̃1 (−s)
)
+1s≥0
(
− 1
2θ1
s +
(
2
θ2 − θ1 +
1
θ1
)
σW1 ( s )
))
= arg
s∈R
(
1s<0
(
σ−1
θ1
θ2 + θ1
s + W̃1 (−s)
)
+ 1s≥0
(
−σ−1 θ2 − θ1
2 (θ2 + θ1)
s + W1 ( s )
))
.
Bzw. gilt
{
τ+l,2
}
= arg
t∈R
(
1t<0
(
σ−1
θ2 − θ1
2 (1− θ2 + 1− θ1) t + W̃2 (−t)
)
+ 1t≥0
(
−σ−1 1− θ2
1− θ2 + 1− θ1 t + W2 ( t )
))
.
Das heißt, wenn wir annehmen, dass ein n0 mit δn > 0 für alle n ≥ n0 existiert, dann folgt
(
4δ2nn
(
θ̂1,n − θ1
)
, 4δ2nn
(
θ̂2,n − θ2
))
L−−−−→
n→∞
(
τ+l,1, τ
+
l,2
)
in R2.
Und wenn wir annehmen, dass ein n0 mit δn < 0 für alle n ≥ n0 existiert, dann folgt die Eigen-
schaft (P−) und arg ( −ρ ) = {(θ1, θ2)}. Des Weiteren folgt, dass der Prozess Y eine eindeutige
Minimalstelle
(
τ−l,1, τ
−
l,2
)
besitzt. Wir erhalten
(
4δ2nn
(
θ̂1,n − θ1
)
, 4δ2nn
(
θ̂2,n − θ2
))
L−−−−→
n→∞
(
τ−l,1, τ
−
l,2
)
in R2.
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A Mittelwertfunktionen
In diesem Abschnitt möchten wir für ein allgemeines q ∈ N eine Darstellung der Mittelwertfunktion
EUn(·) (h) und der Funktion r angeben. Für q = 2 siehe Lemma 3.1. Es sei an die Zerlegung der
Menge H in (q + 1)! disjunkte Teilmengen erinnert. Für z = (z0, . . . , zq) ∈
{
Nq+10 |
∑q
i=0 zi = q
}
setze z′0 = 0 und z
′
i :=
∑i−1
j=0 zi. Damit definiere folgende Teilmengen H
θ
z ⊂ H durch
Hθz :=
{
t ∈ H| ti ≤ θz′i+1 < · · · < θz′i+zi < ti+1 0 ≤ i ≤ q
}
.
Das heißt zi bzw. z′i entspricht der Anzahl der Change-Points im Intervall [ti, ti+1) bzw. im In-
tervall [0, ti). Die (q + 1)-Stichproben-U-Statistiken Un(t) (h) lässt sich als Summe über (2q + 1)-
Stichproben-U-Statistiken mit i.i.d. Stichproben schreiben. Für q = 2 und (s, t) ∈ Hθ1,θ21,0,1 siehe
(3.1). Damit gilt für ein allgemeines q ∈ N und für t ∈ Hθz :
EUn(t) (h) =
∑


q∏
i=0
([nθz′
i
+1]−[nti]
ki,0
) (∏zi−1
j=1
([nθz′
i
+j+1]−[nθz′
i
+j ]
ki,j
)) ([nti+1]−[nθz′
i
+zi
]
ki,zi
)
(
[nti+1]−[nti]
mi
)

µl,n,
wobei über alle Vektoren k =
(
k0,0, . . . , k0,z0 , . . . , kq,0, . . . , kq,zq
) ∈ N
Pq
i=0(zi+1)
0 mit
zi∑
j=0
ki,j = mi
für alle 0 ≤ i ≤ q summiert wird. Der Vektor l = l (k) ∈ Nq+10 sei dabei für 0 ≤ i′ ≤ q definiert
durch
li′ :=
{
ki−1,zi−1 + ki,0 , wenn i
′ = z′i für ein 0 ≤ i ≤ q
ki,j , wenn i′ = z′i + j für ein 0 ≤ i ≤ q und 0 < j < zi.
Für die deterministische Funktion r ergibt sich für t ∈ cl (Hθz
)
:
r (t) =
∑


q∏
i=0
(
mi
ki,0, . . . , ki,q
)−1
(
θz′i+1 − ti
)ki,0
(
zi−1∏
j=1
(
θz′i+j+1 − θz′i+j
)ki,j
)
(
ti+1 − θz′i+zi
)ki,zi
(ti+1 − ti)mi


µl,
wobei ebenfalls über alle Vektoren k =
(
k0,0, . . . , k0,z0 , . . . , kq,0, . . . , kq,zq
) ∈ N
Pq
i=0(zi+1)
0 mit
zi∑
j=0
ki,j = mi für alle 0 ≤ i ≤ q summiert wird.
B Technische Hilfssätze
B.1 Lemma. Es seien p, α ∈ R und d, k, l ∈ N mit p > 0 und 0 ≤ α ≤ 1 ≤ d ≤ k. Dann gilt
kαp(
k
d
)p −
(k + l)αp(
k+1
d
)p ≤ pl
kαp(
k
d
)p
(
1− α
k
+
d−1∑
i=1
1
k − d + i
)
.
Beweis: Ist x > d, so gilt für die Funktion
f (x) :=
(
d!xα
d∏
i=1
(x− d + i)
)p
f ′ (x) := pf (x)
(
α
x
−
d∑
i=1
1
x− d + i
)
= −pf (x)
(
1− α
x
+
d−1∑
i=1
1
x− d + i
)
< 0
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f ′′ (x) := f (x)

p2
(
1− α
x
+
d−1∑
i=1
1
x− d + i
)2
+ p
(
1− α
x2
+
d−1∑
i=1
1
(x− d + i)2
)
 > 0.
Daraus folgt, dass die Funktionen f und |f ′| monoton fallend sind. Zusammen mit dem Mittel-
wertsatz folgt
kαp(
k
d
)p −
(k + l)αp(
k+l
d
)p = l
f (k)− f (k + 1)
l
Monotonie f
= l
|f (k)− f (k + 1)|
|k − (k + l)|
MWS≤ l |f ′ (x)| für ein spezielles x mit k < x < k + 1
Monotonie f ′
≤ −lf ′ (k)
= pl
kαp(
k
d
)p
(
1− α
k
+
d−1∑
i=1
1
k − d + i
)
.
B.2 Lemma. Für k ∈ N existiert eine positive von n unabhängige Konstante C mit
sup
0≤t≤1
∣∣∣∣n−k
(
[nt]
k
)
− t
k
k!
∣∣∣∣ ≤
C
n
.
Beweis: Der Beweis wird durch Induktion über k geführt und es sei [nt] > k.
Induktionsanfang:
sup
0≤t≤1
∣∣∣∣n−0
(
[nt]
0
)
− t
0
0!
∣∣∣∣ = 0 k = 0
sup
0≤t≤1
∣∣∣∣n−1
(
[nt]
1
)
− t
1
1!
∣∣∣∣ = sup
0≤t≤1
∣∣∣∣
[nt]− nt
n
∣∣∣∣ ≤
1
n
k = 1.
Induktionsbehauptung: Für k gilt
sup
0≤t≤1
∣∣∣∣n−k
(
[nt]
k
)
− t
k
k!
∣∣∣∣ ≤
C
n
.
Induktionsschritt:
sup
0≤t≤1
∣∣∣∣n−(k+1)
(
[nt]
k + 1
)
− t
k+1
(k + 1)!
∣∣∣∣
= sup
0≤t≤1
∣∣∣∣n−(k+1)
[nt] . . . ([nt]− k)
(k + 1)!
− t
k + 1
tk
k!
∣∣∣∣
= sup
0≤t≤1
∣∣∣∣
[nt]− k
n (k + 1)
n−k
(
[nt]
k
)
− t
k + 1
tk
k!
∣∣∣∣
= sup
0≤t≤1
∣∣∣∣
[nt]− k
n (k + 1)
n−k
(
[nt]
k
)
− [nt]− k
n (k + 1)
tk
k!
+
[nt]− k
n (k + 1)
tk
k!
− t
k + 1
tk
k!
∣∣∣∣
≤ sup
0≤t≤1
∣∣∣∣
[nt]− k
n (k + 1)
(
n−k
(
[nt]
k
)
− t
k
k!
)∣∣∣∣ + sup
0≤t≤1
∣∣∣∣
(
[nt]− k
n (k + 1)
− t
k + 1
)
tk
k!
∣∣∣∣
≤ sup
0≤t≤1
∣∣∣∣n−k
(
[nt]
k
)
− t
k
k!
∣∣∣∣ + sup
0≤t≤1
∣∣∣∣
[nt]− k − nt
n (k + 1)
tk
k!
∣∣∣∣
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≤ C
n
+ sup
0≤t≤1
∣∣∣∣
1
n
tk
k!
∣∣∣∣
=
C + 1k!
n
.
B.3 Lemma. Es sei M ⊂ Rq sowie f und g beschränkte Funktionen von M in R. Dann gilt
∣∣∣∣sup
t∈M
f (t)− sup
t∈M
g (t)
∣∣∣∣ ≤ sup
t∈M
|f (t)− g (t)| .
Beweis: Aufgrund der Beschränktheit der Funktionen existieren die Suprema. Wegen der Symme-
trie der Beträge sei ohne Einschränkung supt∈M f (t) ≥ sups∈M g (s), dann folgt
∣∣∣∣sup
t∈M
f (t)− sup
s∈M
g (t)
∣∣∣∣ = sup
t∈M
f (t)− sup
s∈M
g (s) ≤ sup
t∈M
f (t)− g (t) ≤ sup
t∈M
|f (t)− g (t)| .
B.4 Lemma. Sei T ⊂ Rq und f : T → R eine Funktion mit mindestens einer Maximalstelle und
es soll für ein t0 ∈ T gelten, dass − inft∈T f (t) < f (t0). Dann ist die Menge der Maximalstellen
von f gleich der von |f |.
Beweis: In Ferger (1995), Lemma 5.3, S. 83. wurde der Fall T ⊂ R gezeigt. Dieser Beweis lässt
sich direkt auf T ⊂ Rq übertragen.
B.5 Lemma. Für die Zufallsgrößen X1, . . . , Xn sowie für ε > 0 gilt:
{
n∑
i=1
Xi > ε
}
⊂
n⋃
i=1
{
Xi >
ε
n
}
.
B.6 Lemma. Es seien k, m, n, u ∈ N mit k + u ≤ n−m und C̃ eine Konstante mit u + m ≤ C̃.
Dann existiert eine Konstante C > 0 für die gilt
n−m∑
l=k+u
(l − k)−a (n− l)−b ≤ C



(n−m− k − u)−a−b+1 a < 1, b < 1
ln (n−m− k − u) a = 0, b = 1 oder a = 1, b = 0
(n−m− k − u)−1 ln (n−m− k − u) a = b = 1
(n−m− k − u)−min{a,b} a > 1 oder b > 1.
Beweis: Setze für a + b > 0
f (x) := (x− k)−a (n− x)−b
M :=
bk + an
a + b
.
Damit gilt
f ′ (x) = f (x)
( −a
x− k +
b
n− x
) 

< 0 k + u ≤ x < M
= 0 x = M
> 0 M < x ≤ n−m.
Im folgenden sei C eine positive generische Konstante. Aus der Monotonie von f folgt
n−m∑
l=k+u
(l − k)−a (n− l)−b ≤ C
(
f (k + u) +
∫ [M ]
k+u
f (x) dx +
∫ n−m
[M ]
f (x) dx + f (n−m)
)
.
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Für a > 1 folgt −a + 1 < 0 und es gilt mit der Hölderungleichung
∫ [M ]
k+u
f (x) dx =
∫ [M ]
k+u
(x− k)−a (n− x)−b dx
Hölder≤
∥∥∥(x− k)−a
∥∥∥
L1[k+u,[M ]]
∥∥∥(n− x)−b
∥∥∥
L∞[k+u,[M ]]
=
(∫ [M ]
k+u
(x− k)−a dx
)
sup
k+u≤x≤[M ]
∣∣∣(n− x)−b
∣∣∣
=
(
|[M ]k+u
1
−a + 1 (x− k)
−a+1
)
(n− [M ])−b
=
1
−a + 1
(
([M ]− k)−a+1 − u−a+1
)
(n− [M ])−b
≤ −1−a + 1u
−a+1 (n− [M ])−b
≤ C
(
n− bk + an
a + b
)−b
≤ C
(
b (n− k)
a + b
)−b
≤ C (n− k)−b .
Analog folgt für b > 1, dass −b + 1 < 0 und es gilt
∫ n−m
[M ]
f (x) dx =
∫ n−m
[M ]
(x− k)−a (n− x)−b dx
Hölder≤
∥∥∥(x− k)−a
∥∥∥
L∞[[M ],n−m]
∥∥∥(n− x)−b
∥∥∥
L1[[M ],n−m]
= ([M ]− k)−a −1−b + 1
(
m−b+1 − (n− [M ])−b+1
)
≤ ([M ]− k)−a −1−b + 1m
−b+1
≤ C (n− k)−a .
Insgesamt erhält man für a > 1 und b > 1
n−m∑
l=k+u
(l − k)−a (n− l)−b ≤ C
(
f (k + u) +
∫ [M ]
k+u
f (x) dx +
∫ n−m
[M ]
f (x) dx + f (n−m)
)
≤ C
(
u−a (n− k − u)−b + (n− k)−b + (n− k)−a + (n−m− k)−a m−b
)
≤ C (n−m− k − u)−min{a,b} .
Aus u+m ≤ C̃ folgt die Existenz einer positiven Konstanten C, so dass für alle k +u ≤ l ≤ n−m
gilt
(l − k) ≤ C (n−m− k − u)
(n− l) ≤ C (n−m− k − u) .
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Es sei nun a > 1 und b ≤ 1. Dann existiert ein b̃ mit 1 < b̃ < a und es folgt
n−m∑
l=k+u
(l − k)−a (n− l)−b =
n−m∑
l=k+u
(l − k)−a (n− l)−b̃ (n− l)b̃−b
≤ C (n−m− k − u)b̃−b
n−m∑
l=k+u
(l − k)−a (n− l)−b̃
≤ C (n−m− k − u)b̃−b (n−m− k − u)−min{a,b̃}
= C (n−m− k − u)−b .
Analog folgt für a ≤ 1 und b > 1
n−m∑
l=k+u
(l − k)−a (n− l)−b ≤ C (n−m− k − u)−a .
Und man erhält für a > 1 oder b > 1 die Behauptung. Für 0 < a < 1 und 0 < b < 1 folgt ähnlich
∫ [M ]
k+u
f (x) dx ≤ 1−a + 1
(
([M ]− k)−a+1 − u−a+1
)
(n− [M ])−b
≤ 1−a + 1 ([M ]− k)
−a+1 (n− [M ])−b ≤ C (n− k)−a−b+1
∫ n−m
[M ]
f (x) dx ≤ ([M ]− k)−a −1−b + 1
(
m−b+1 − (n− [M ])−b+1
)
≤ ([M ]− k)−a 1−b + 1 (n− [M ])
−b+1 ≤ C (n− k)−a−b+1 .
Und man erhält für 0 < a < 1 und 0 < b < 1
n−m∑
l=k+u
(l − k)−a (n− l)−b ≤ C
(
f (k + u) +
∫ [M ]
k+u
f (x) dx +
∫ n−m
[M ]
f (x) dx + f (n−m)
)
≤ C
(
u−a (n− k − u)−b + (n− k)−a−b+1 + (n− k)−a−b+1 + (n−m− k)−a m−b
)
≤ C (n−m− k − u)−a−b+1 .
Es sei nun a < 1 und b < 1. Dann existieren ein ã und b̃ mit max{a, 0} < ã < 1
und max{b, 0} < b̃ < 1. Insgesamt erhält man nun für a < 1 und b < 1
n−m∑
l=k+u
(l − k)−a (n− l)−b =
n−m∑
l=k+u
(l − k)−ã (n− l)−b̃ (l − k)ã−a (n− l)b̃−b
≤ (n−m− k − u)ã−a+b̃−b
n−m∑
l=k+u
(l − k)−ã (n− l)−b̃
≤ C (n−m− k − u)ã−a+b̃−b (n−m− k − u)−ã−b̃+1
= C (n−m− k − u)−a−b+1 .
Es sei a = 1 und b = 0.
n−m∑
l=k+u
1
l − k ≤
1
u
+
∫ n−m
k+u
1
x− kdx
=
1
u
+ ln (l − k) |n−mk+u
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=
1
u
+ ln
(
n−m− k
u
)
≤ C ln (n−m− k − u) .
Analog gilt für a = 0 und b = 1
n−m∑
l=k+u
1
n− l ≤ C ln (n−m− k − u) .
Wenn a = b = 1, dann gilt
∫ [M ]
k+u
f (x) dx =
∫ [M ]
k+u
(x− k)−1 (n− x)−1 dx
= |[M ]k+u
1
n− k ln
x− k
n− x
=
1
n− k
(
ln
[M ]− k
n− [M ] − ln
u
n− k − u
)
=
1
n− k ln
[M ]− k
n− [M ]
n− k − u
u
≤ C 1
n− k ln (n− k − u)
≤ C 1
n− k − u ln (n− k − u)∫ n−m
[M ]
f (x) dx ≤ C 1
n− k −m ln (n− k −m)
und es folgt
n−m∑
l=k+u
(l − k)−1 (n− l)−1 ≤ C 1
n−m− k − u ln (n−m− k − u) .
B.7 Lemma. Für reelle Zahlen ai, bi mit 1 ≤ i ≤ n gilt:
n∏
i=1
(ai + bi) =
n∑
k=1
∑
1≤l1<···<lk≤n
k∏
j=1
alj
∏
j∈{1,...,n}/{l1,...,lk}
bj +
n∏
i=1
bi.
Beweis: Induktion über n. Es sei n = 1. Dann gilt
a1 + b1 =
1∑
k=1
∑
1≤l1<···<lk≤1
k∏
j=1
alj
∏
j∈{1,...,1}/{l1,...,lk}
bj + b1.
Es gelte nun die Induktionsvoraussetzung für n− 1.
n−1∏
i=1
(ai + bi) =
n−1∑
k=1
∑
1≤l1<···<lk≤n−1
k∏
j=1
alj
∏
j∈{1,...,n−1}/{l1,...,lk}
bj +
n−1∏
i=1
bi.
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Und es folgt
n∏
i=1
(ai + bi) = (an + bn)
n−1∏
i=1
(ai + bi)
= (an + bn)


n−1∑
k=1
∑
1≤l1<···<lk≤n−1
k∏
j=1
alj
∏
j∈{1,...,n−1}/{l1,...,lk}
bj +
n−1∏
i=1
bi


=


n−1∑
k=1
∑
1≤l1<···<lk≤n−1
an
k∏
j=1
alj
∏
j∈{1,...,n−1}/{l1,...,lk}
bj

 + an
n−1∏
i=1
bi
+


n−1∑
k=1
∑
1≤l1<···<lk≤n−1
bn
k∏
j=1
alj
∏
j∈{1,...,n−1}/{l1,...,lk}
bj

 +
n∏
i=1
bi
k̃=k+1=


n∑
k̃=2
∑
1≤l1<···<lk̃−1≤n−1
an
k̃−1∏
j=1
alj
∏
j∈{1,...,n−1}/{l1,...,lk̃−1}
bj

 + an
n−1∏
i=1
bi
+


n−1∑
k=1
∑
1≤l1<···<lk≤n−1
bn
k∏
j=1
alj
∏
j∈{1,...,n−1}/{l1,...,lk}
bj

 +
n∏
i=1
bi
=


n−1∑
k=2

 ∑
1≤l1<···<lk−1≤n−1
an
k−1∏
j=1
alj
∏
j∈{1,...,n−1}/{l1,...,lk−1}
bj


+

 ∑
1≤l1<···<lk≤n−1
bn
k∏
j=1
alj
∏
j∈{1,...,n−1}/{l1,...,lk}
bj




+ an
n−1∏
j=1
aj + an
n−1∏
i=1
bj + bn
n−1∑
l1=1
al1
n−1∏
j=1 ,j 6=l1
bj +
n∏
i=1
bi
=
n−1∑
k=2

 ∑
1≤l1<···<lk−1≤n−1,lk=n
k∏
j=1
alj
∏
j∈{1,...,n}/{l1,...,lk}
bj

 +

 ∑
1≤l1<···<lk≤n−1
k∏
j=1
alj
∏
j∈{1,...,n}/{l1,...,lk}
bj


+
n∏
j=1
aj +
n∑
l1=1
al1
n∏
j=1 ,j 6=l1
bj +
n∏
i=1
bi
=


n−1∑
k=2
∑
1≤l1<···<lk≤n
k∏
j=1
alj
∏
j∈{1,...,n}/{l1,...,lk}
bj

 +
n∏
j=1
aj +
n∑
l1=1
al1
n∏
j=1 ,j 6=l1
bj +
n∏
i=1
bi
=
n∑
k=1
∑
1≤l1<···<lk≤n
k∏
j=1
alj
∏
j∈{1,...,n}/{l1,...,lk}
bj +
n∏
i=1
bi.
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116
