Let E'(a, b) denote the number of terms in the expansion for a/b. As above, it is easy to see that E(a, b) = E'(a, b). For more information about the Pierce series, see [7, 8, 11, 13, 14] . The results in Section 3 were announced previously in [12] .
For more information about Engel's series, see [1, 2, 3, 4, 9, 13 ].
2. Upper bounds.
We recall the proof from [11] Now it is well known (see [5] ) that d(m) = 0(m) for all E &#x3E; 0, so j d(b + r) = O(b'). Similarly, there can be at most o(b~ ~'~ ) subscripts j &#x3E; i + 1 such that 2b~ ~~ . We conclude that there are O(b~ ~'~+f ) subscripts j in the range i + 1 j n, and hence n -i = o(b~ ~~+f ).
Adding our estimates for i and n -i, we conclude that E(a, b) = n = . 0 3. Lower bounds for P(a, b) and Q(b). In this section we prove some lower bounds for P(a, b) and Q(b). In [11] , it was proved that infinitely often. Actually, a very simple argument gives a better result:
There exists a constant c &#x3E; 0 such that P(a, b) &#x3E; c log b infinitely often.
Proo f.
Let a = n and b = lcm (1, 2, 3 , ... , n) - 1. Then it is easy to see that so P(a, b) = n. However, where ~(x) _ Epk5x logp and we have used an estimate from [10] . This proves the theorem with c = (1.03883)-l. D 
REMARK.
It is trivial to find a similar lower bound for Engel's series, as E(2" -1, 2') = n.
We now prove a result on the average complexity of the algorithm (1). 
Q(b)
= Q(log log b).
Proof.
Let Tb(j) be the total number of times that j appears as a term in the Pierce expansions of 1/6, 2/b, ... , (b -1)lb, 1 College.
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