The work presents an attainment of risk-value based cooperative solutions for management control of linear stochastic multi-agent systems with distributed observation collections with the following complexities: (1) closed-loop performance robustness ensured by a risk-value model for tradeoffs between performance values and risks and (2) risk-averse decisions and cooperative control policies via local information patterns.
INTRODUCTION
Uncertainty is one of the main features of complex and intelligent decision-making. Thus, adaptation to changing and uncertain environments is probably one of the most important tasks for management control of multi-agent systems to enable judicious agents to assess performance risk and uncertainty with high confidence for the team on the basis of their interactions with uncertain environments. In many socioeconomic situations, the manager of an information-gathering department assigns his data-collecting group of people to perform such tasks as collect data, conduct polls, or research statistics so that an accurate forecast regarding future trends of the entire organization or agency can be carried out. The real-world situation described and many other financial systems represent typical problems in which the impact assessment of uncertainty caused by exogenous disturbances on the internally oriented process is important. There are numerous contributions to designing controls and decisions for large-scale systems for which Sandell (1978) and references therein have surveyed considerable progress made from the conceptual and system-theoretic viewpoints.
With respect to the subject of performance robustness, most developed work has only focused on the first-order assessment of performance variations through statistical averaging of performance measures of interest.
However, this shortcoming also implies the need to address other higher-order aspects of performance uncertainties that do not appear at all in much of published research such as variance, skewness, flatness, etc. Nevertheless, it may be true that some performance with negative skewness appear riskier than performance with positive skewness when expectation and variance are held constant. If skewness does indeed play an essential role in determining the perception of risk, then the range of applicability of the present theory for stochastic control should be restricted, e.g., to symmetric or equally skewed performance measures. The research investigated in the present paper is a further step in this direction together with a distributed observation collection, building on the author's recent progress Pham (2007) and Pham (2008) in developing a robust state estimation paradigm for multi-agent systems which is geared for parallel data disseminations. Driven by the author's belief that the way forward necessitates finding a flexible data collection to adequately gain more tolerance on possible failures occurring at any agents of a multi-agent system. The centralized estimation problem considered in Pham (2008) is relatively error-prone. A loss of measurement could lead to catastrophic consequences. Through the distributed information patterns, a failure in communications, in any part of measurement transmissions, will only possibly degrade the overall performance of the multi-agent system due to inability for coordination/cooperation among the agents. The main novelty in the present paper is to place particular emphases on: (i) new methods of analysis for performance risks and values and (ii) risk-averse decision making under uncertainty for a class of uncertain linear multi-agent systems. The assumptions made here are: a) the dynamics of multi-agent interactions are linear; b) local observations available are linear combinations of interaction state variables; c) local observations are further corrupted by stationary Wiener noise processes; and d) distributed agents act as multiple cooperative controllers trying to affect the time-varying dynamics of organizations using local information.
Research contributions from the present work are organized as follows. Sections 2 and 3 contain some characterizations of performance uncertainty and risk subject to underlying stochastic disturbances as applied to the problem of structuring and measuring performance variations. Here, performance risks are interpreted as worries and fears about certain undesirable characteristics of performance distributions and thus are proposed to manage through a finite set of selective weights. This custom set of design freedoms representing particular uncertainty aversions of cooperative decision makers is hence different from the ones with aversion to risk captured in risk-sensitive op-timal control Jacobson (1973) and Whittle (1990) ; just to name a few. Section 4 is devoted to the problem statements in the problem of cooperative decision optimization with risk aversion. Section 5 presents a complete development of risk-averse control decisions with output feedback coordination in the regard of different measures of performance risks and values for the class of stochastic multi-agent systems. Conclusions are also in Section 6.
PROBLEM FORMULATION
In this section, some basic definitions, notation, assumptions and the circumstantial setting for a class of linear stochastic multi-agent systems with N cooperative agents, identified as u 1 , . . . , u N are considered. Assume that both initial time and initial system state, i.e.,
n are fixed. The stochastic environment characterized by a process noise w(t) w(t, ω) :
p is denoted by an p-dimensional stationary Wiener process with {F t } t≥0 being its natural filtration on a complete filtered probability space
for cooperative agent r is denoted by a subset of the Hilbert space of R mr -valued square integrable processes on [t 0 , t f ] that are adapted to the σ-field F t generated by w(t), respectively. With x 0 ∈ R n and admissible u r (·) ∈ U r , there are tradeoffs among the closeness of the current states from those of desired interactions and the size of the judicious decisive actions. Cooperative agents have to carefully balance the two metrics to achieve the globally internalized goals. Mathematically stated, there exists a finite-horizon integral-quadratic form (IQF) performance measure J :
where the interactive states of the multi-agent system
x T (τ )x(τ )dτ < ∞ and are governed by the stochastic differential equation For greater mathematical tractability, it is assumed the coordinated state estimator to have an observer structure so that it yields an unbiased estimation in the sense that E{x(t)} = E{x(t)} for all t ≥ t 0 . Therefore, the expected value of the estimation error,x(t) x(t) −x(t) is then acquired as zero for all t ≥ t 0 . With distributed decision inputs u r (t) and local observations z r (t), the state estimator for multi-agent coordination is therefore chosen to have the same order of the system to be controlled
is the conditional mean using all the information from N agents. The state error covariance
In furtherance of regulating the agent behaviors, it is necessary and sufficient to know the statistical information contained in the probabilistic distribution of x(t) which is being conditioned on the accumulated observation Z t . It is then observed that the random process (2) is linear and Gaussian. Therefore, the essential information revealed by all the accumulated observations is summarized by the conditional meanx(t) and covariance P (t). As can be seen from (5), P (t) can be locally precomputed prior to any observations made and any decision policies applied once the structure of the multi-agent system and all a priori secondorder statistics of the driving noise processes are specified. Hence, it is concluded that the conditional meanx(t) is the sufficient statistical information which should be taken into account when forming distributed decision policies. Specifically, distributed decision laws assume functions of time t and coordinated state estimatesx(t):
where the distributed gains K r ∈ C([t 0 , t f ]; R mr×n ) will be defined in appropriate senses. In view of distributed decision laws (6), the model of interaction (2) is rewritten
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and performance measure (1) of chi-squared type follows (8) where the aggregate coefficients in (7)- (8) are defined by
and the aggregate noise w a is the (p + n)-dimensional stationary Wiener process with correlation of increments
PERFORMANCE-INFORMATION ANALYSIS
Performance-information analysis affects the consequence factor for any agent at two levels. First, it specifies some robustness attributes such as mean, variance, skewness, etc. of performance measure to be looked at and thus determines important elements in the consequence of control decisions at agent r. Second, performance risk analysis implies the existence of risk modeling and measures for a certain perception of performance values and risks. As a basic analytical construct, it is important to recognize that, within the view of the linear-quadratic structure (7) and (8), the performance measure (8) for agent r is clearly a chi-squared random variable. Hence, the degrees of uncertainty of (8) must be assessed via a complete set of higher-order performance statistics beyond the statistical averaging. The essence of information about the states of performance uncertainty regards as a source of information flow that will affect agent perceptions of the interaction process and environments.
More specifically, the result that follows provides an effective capability of forecasting performance uncertainty and riskiness from the standpoint of higher-order characteristics pertaining to probabilistic performance distributions with respect to all sample-path realizations from the underlying stochastic environment. It hence facilitates the concept of performance risks and values which is subsequently expressible as a finite linear combination of performance-measure statistics (a.k.a. cumulants for short) as explicitly concerned in the statistical control theory and its optimization problems. 
where unique and bounded cumulant solutions
and the terminal conditions
Proof. Detailed discussions on the representation of performance-measure statistics and the boundedness for the unique cumulant solutions are in Pham (2007) and references therein.
PROBLEM STATEMENTS
To formulate in precise terms for the optimization problem under consideration, it is important to note that all the performance-measure statistics are the functions of timebackward evolutions and do not depend on intermediate values x(·), except at x(t 0 ) = x 0 . Henceforth, the timebackward trajectories (10)- (12) are then considered as the new dynamics with the associated state variables H a (α, i) and D a (α, i), not the traditional system states x(t).
Next, the cumulant-generating variables H a (α, i) and matrix G a (α)W a G T a (α) are partitioned in accordance with the division of x a (t), e.g., H a (α, i)
For notational simplicity, it is necessary to have the following mappings for the right members of (10)-(12)
with the rules of action
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under transparent definitions F F 1 × · · · × F 3k and G G 1 × · · · × G k and with the terminal-value conditions
Note that the solutions of the equations (13)- (14) depend on the admissible decision feedback gains K. In the sequel and elsewhere, when this dependence is needed to be clear, then the notations H(α, K) and D(α, K) should be used to denote the solution trajectories of the dynamics (13)- (14) with the N -tuple decision feedback gain K.
Thus far, only the decision strategies (6) are generated by decision policies on the basis of information about the current conditional probability distribution for the (15) where additional parametric design freedom μ i mutually chosen by cooperative agents represent preferential weights on simultaneous higher-order characteristics, e.g., mean, variance, skewness, flatness, etc., of the probabilistic performance distribution of the multi-agent system.
Next the method of dynamic programming is employed to obtain necessary conditions for the existence of an explicit, closed-form solution of the class of cooperative multiagent systems. In view of the performance index with risk aversion (15), any candidate value function associated with (15) shall only be a function of supporting variables for higher-order performance-measure statistics but does not depend on the traditional states x.
In conformity with the rigorous formulation of dynamic programming, the developments that follow are important. Let the terminal time t f and states (H f , D f ) be given. Then the other end condition involved the initial time t 0 and state pair (H 0 , D 0 ) are specified by a target set requirement. Definition 3. Target Set. 
R mN ×n ) with values K(·) ∈ K for which the risk-value aware performance index (15) is finite. Then, trajectory solutions to equations (13)- (14) with μ 1 > 0 are fixed. Then, the finite-horizon outputfeedback control optimization in the statistical optimal control is given by min
subject to the dynamical equations (13)- (14) 
Note that the existence of a solution to the optimization problem hinges on the existence of solutions to the equations (13)- (14) on [t 0 , t f ]. At this time, no explicit conditions imposed on non-negative values of μ 1 through μ k are known that will ensure the existence of solutions on [t 0 , t f ] to the equations (13)- (14). However, the first coefficient μ 1 is further required to be positive for the statistical control problem well-posed.
To embed the aforementioned optimization into a larger optimal decision and control problem, the terminal time and
Thus, the value function for this optimization problem is now depending on terminal condition parameterizations.
It is conventional to let V(ε, Y, Z) = ∞ whenK ε,Y,Z;μ is empty. To avoid notational problem, the dependence of trajectory solutions on K is suppressed. To construct functions W(ε, Y, Z)-the candidates for the value function, there is a need of the concept of a reachable set. Definition 7. Reachable Set. Let the reachable setQ be defined as follows
The definition says thatQ contains a set of points (ε, Y, Z) from which it is possible to reach the target setM with some trajectory pairs corresponding to the N -tuple decision gain. Theorem 8. Hamilton-Jacobi-Bellman (HJB) Equation.
Let (ε, Y, Z) be any interior point of the reachable setQ at which the scalar-valued function V(ε, Y, Z) is differentiable. If there are optimal feedback laws K * inK ε,Y,Z;μ , the partial differential equation of dynamic programming
is therefore satisfied and vec(·) the vectorizing operator of enclosed entities. Theorem 9. Verification Theorem. Fix k ∈ N and let W(ε, Y, Z) be a continuously differentiable solution of the HJB equation (16) which satisfies the boundary condition and
and let H, D be the corresponding solutions of the equations of motion (13)- (14).
Then, W(α, H(α), D(α)) is a non-increasing function of α.
If K * is the N -tuple decision feedback gain inK t f ,H f ,D f ;μ defined on [t 0 , t f ] with the corresponding solutions, H * and D * of (13)- (14) such that for α (18) then the N -tuple feedback gain K * is optimal and where V(ε, Y, Z) is the value function.
Proof. Interested readers are now referred to the work by the author which is available via the URL link of http://etd.nd.edu/ETD-db/theses/available/etd-04152004-121926/unrestricted/PhamKD052004.pdf
COOPERATIVE RISK-AVERSE STRATEGIES
Recall that the optimization problem being considered herein is in Mayer form which can be solved by an adaptation of the Mayer form verification theorem of dynamic programming as presented in Fleming (1975 (20) is differentiable, and time-varying parametric functions
Proof. Due to the space limitation, the proof is therefore referred to the work by the author available at the URL link of http://etd.nd.edu/ETD-db/theses/available/etd-04152004-121926/unrestricted/PhamKD052004.pdf
At the boundary condition (17), it is desirable to have
By matching boundary condition (22), it yields that E l (t 0 ) = 0 and T l (t 0 ) = 0 for 1 ≤ l ≤ k. Next, it is necessary to verify this candidate value function satisfies (18) along the corresponding trajectories produced by the N -tuple feedback gain K resulting from the minimization in the HJB equation (16) 
Since the third term in the bracket (23) only contains the corresponding admissible N -tuple feedback gain K, differentiation of the expression in (23) with respect to the admissible N -tuple feedback gain K therefore yields the necessary conditions for an extremum of (15) 
where the normalized weightingsμ s μ l /μ 1 with μ 1 > 0. Replacing the decision feedback gains (24) in the expression of the bracket (23) and having {Y s } k s=1 evaluated on solution trajectories of the equations (13)- (14) yield
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The remaining task is to choose time-dependent functions E i (ε) and T i (ε) such that the sufficient condition (18) in the verification theorem is satisfied. With the decision feedback gains (24) applied along the solution trajectories of the time-backward equations (13)- (14), one obtains
Remarks. Note that the cooperative controls generated by decision policies u * r (t) for r = 1, . . . , N not only depend on the basis of informationx(t) for interaction states but also rely on the exact prediction of higher-order characteristics for performance uncertainty, e.g., mean, variance, skewness, etc. The need for the control decision laws to take into account accurate estimations of performance uncertainty is one form of interaction between two interdependent functions of a decision strategy: i) anticipation of performance uncertainty and ii) proactive decisions for mitigating performance riskiness. This form of interaction between these two decision strategy functions gives rise to what are now termed as performance probing and performance cautioning and thus are explicitly concerned in optimal statistical control problems.
CONCLUSIONS
A new cooperative solution concept proposed herein is aimed at analytically addressing performance robustness, which is widely recognized as the pressing need in management control of stochastic multi-agent systems with potential applications in integrated situational awareness and socioeconomic problems. In the most basic framework of performance-information analysis, a performanceinformation system transmits messages about higher-order characteristics of performance uncertainty to cooperative agents for use in future adaption of risk-averse decisions. The messages of performance-measure statistics transmitted are then influenced by the attributes of the interactive decision setting. Performance-measure statistics are now expected to work not only as feedback information for future risk-averse decisions, but also as an influence mechanism for cooperative agents' behaviors.
