This paper proposes a novel hybrid approach for learning Bayesian networks from incomplete data in the presence of missing values, which combines an evolutionary algorithm with the traditional Expectation-Maximization (EM) algorithm. The new algorithm can overcome the problem of getting stuck in sub-optimal solutions which occurs in most existing learning algorithms. The experimental results on the data sets generated from several benchmark networks illustrate that the new algorithm has better performance than some state-of-the-art algorithms. We also apply the approach to a data set of direct marketing and compare the performance of the discovered Bayesian networks obtained by the new algorithm with the networks generated by other methods. In the comparison, the Bayesian networks learned by the new algorithm outperform other networks.
Introduction
Learning Bayesian networks from incomplete data sets, which contain records with missing values or hidden variables, is a difficult problem in real-world applications. Many researchers have been working on parameter learning and structure learning from incomplete data. For the former, many algorithms can be used, such as Gibbs sampling, EM [1] , and Bound-and-Collapse (BC) method [2] . For structure learning from incomplete data, the main issues are how to define a suitable scoring metric and how to search for Bayesian networks efficiently and effectively. Concerning the score evaluation, some researchers proposed to calculate the expected values of the statistics to approximate the scores of candidate networks. Friedman proposed a Bayesian Structural Expectation-Maximization (SEM) algorithm which alternates between the parameter optimization process and the model search process [3] . The score of a Bayesian network is maximized by means of the maximization of the expected score. However, the search strategies adopted in most existing SEM algorithms may not be effective and may make the algorithms find sub-optimal solutions.
In this paper, we propose a new hybrid evolutionary algorithm that uses EM [4] to handle incomplete data sets with missing values. Instead of using the expected values of statistics as in most existing SEM algorithms, our algorithm applies a data completing procedure to complete the data set and thus decomposable scoring metrics can be used to evaluate the networks. We demonstrate that our algorithm outperforms a state-of-the-art SEM algorithm and an algorithm that employs Bound-and-Collapse method.
The rest of this paper is organized as follows. In Section 2, we will present the backgrounds of Bayesian networks. In Section 3, our new algorithm for incomplete data, HEAm, will be described in detail. A number of experiments have been conducted and the results will be discussed in Sections 4 and 5. We will conclude the paper in the last section.
Background
A Bayesian network, G, has a directed acyclic graph (DAG) structure. Each node in the graph corresponds to a discrete random variable in the domain. An edge, Y → X, on the graph, describes a parent and child relation in which Y is the parent and X is the child. All parents of X constitute the parent set of X which is denoted by Π X . In addition to the graph, each node has a conditional probability table (CPT) specifying the probability of each possible state of the node given each possible combination of states of its parents. If a node contains no parent, the table gives the marginal probabilities of the node.
Let U be the set of variables in the domain, U = {X 1 ,. . . ,X n }, the joint probability distribution of U can be expressed as P (X 1 , . . . , X n ) = i P (X i |Π Xi ).
We use X i = k to specify that the i-th node takes the kth possible state in its value domain, Π Xi = j to represent Π Xi being instantiated to the j-th combinational state, and N ijk to represent the counts of X i = k and Π Xi = j appearing simultaneously in the data. The conditional probability p(X i = k|Π Xi = j), also denoted as parameter θ ijk , can be calculated from complete data by
HEAm for Incomplete Data
HEA is proposed by Wong and Leung for learning Bayesian networks from complete data [5] . It employs the results of Conditional Independence (CI)-tests to refine the search space and adopts an evolutionary algorithm to search for good network structures. Each individual in the population represents a candidate network. Besides, it has a cutoff value α which is also subject to be evolved. At the beginning, for every pair of nodes (X,Y), the highest p-value returned by the lower order CI-tests is stored in a matrix P v . If α is larger than the p-value, the nodes X and Y cannot have a direct edge between them. By changing the α values dynamically, the search space of each individual can be modified and each individual conducts its search in a different search space. Four mutation operators are used in HEA. They add, delete, move, or reverse edges in the network structure either through a stochastic method or based on some knowledge. A novel merge operator is suggested to reuse previous search results. A candidate network G is evaluated by using the MDL scoring metric [6] , which is defined as M DL(G)= Xi∈U M DL(X i , Π Xi ).
Although HEA outperforms some existing approaches, it cannot deal with incomplete data. A novel algorithm called HEAm is developed that applies EM to deal with missing values and uses HEA to search for Bayesian networks effectively and efficiently. In HEAm, there are two special kinds of generations ( Fig. 1 ). SEM generation refers to one generation in the SEM framework (step 12 of Fig. 1 ) while HEA iteration refers to the iteration in HEA search process (step 12(g) of Fig. 1 ).
Firstly, the data set is separated and stored into two parts in the data preprocess phase. The set of records having missing values is marked as H and the set of records without missing values is marked as O. Order-0 and order-1 CI tests are then conducted on O and the results are stored.
In the SEM phase, for each individual, we randomly generate an α value and check it with the stored CI-test results to refine the search space of this individual. A DAG structure is randomly generated from the refined search space for this individual. Thus, the initial population is generated. The current best network with the best score, denoted as G best , is selected from the population, after the initial net-works are evaluated on O. HEAm will then be executed for a number of SEM generations until the stopping criteria are satisfied. Within each SEM generation, EM will be conducted first to find the current best parameters for G best (step 12(a) of Fig. 1 ). The missing values in H will be completed according to G best and its parameters (step 12(c) of Fig. 1 ). Combining the newly completed result of H with O, we get a new complete data set O . Then, HEA search process will be executed on O to find a better network to replace G best . The SEM process will iterate until the maximum number of SEM generations is reached or the value of the log-likelihood of G best doesn't change for M AX uc SEM generations. The log-likelihood value of G best can be calculated by i,j,k [E(N ijk )log(θ ijk )]. Finally, the best network will be returned. Some techniques are detailed in the following subsections.
The EM Procedure in HEAm
EM is employed to estimate parameters of the current best network G best . It contains two steps: the E-step and the M-step.
Before execution, we have to provide a network for EM procedure. In order to facilitate the converge of EM procedure, we choose the current best network G best as the input network. The initial parameter values of G best are computed on data O * . When EM procedure is executed for the first time, O * is O. In other situations, O * is the new complete data O .
In the E-step, the expected values of statistics of unobserved data (often called sufficient statistics) are estimated using probabilistic inference based on the input G best and its parameter assignments. For each node X i and record l * , we can calculate the expected value of N ijk using the equation:
Let l represents the set of all other observed nodes in l * . When both X i and Π Xi are observed in l * , the expected value can be counted directly which is either 0 or 1. Otherwise, p(X i = k, Π Xi = j|l * ) = p(X i = k, Π Xi = j|l), and it can be calculated using any Bayesian inference algorithm. Since the data set is preprocessed, we just need to run the E-step on H.
Then, in the M-step, the parameters θ ijk are updated by
is the sum of the sufficient statistics calculated on H in the E-step and the statistics calculated on O which are evaluated and stored at the beginning.
The two steps will iterate until they stop. The iteration of EM will terminate when either the value of the loglikelihood doesn't change in two successive iterations, or the maximum number of iterations is reached. • Initialize the α value randomly.
• Refine the search space by checking the α value against the Pv value.
• Inside the reduced search space, create a DAG randomly.
10. Each DAG in the population is evaluated using the MDL metric on current complete data O. 11. Pick up the network with the lowest MDL score from P op(t) as G best .
12. While t SEM is less than the maximum number of SEM generations or tuc is less than MAXuc, (a) Execute EM procedure.
(b) If the log-likelihood of G best doesn't change, increment tuc by 1;
else set tuc to 0.
(c) Complete missing data in H using G best and its parameters, and get updated complete data O .
(d) Execute order-0 and order-1 CI-tests on O , and store the highest p-value in Pv.
(e) For each individual G i in the population P op(t)
• Evaluate G i using the MDL metric on O .
(f) Set t HEA , the HEA iteration count in each SEM generation, to 0.
(g) While t HEA is less than the maximum number of HEA iterations in each SEM generation , • execute HEA search phase.
• increment t HEA and t by 1, respectively.
(h) Pick up the individual that has the lowest MDL score on O to update G best .
(i) increment t SEM and t by 1, respectively.
13. Return the individual that has the lowest MDL score in any HEA iteration of the last SEM generation as the output of the algorithm. 
Data Completing Procedure
One of the main problems in learning Bayesian networks from incomplete data is that the node-decomposable scoring metric cannot be used directly. In order to utilize HEA in our algorithm, we complete the missing data after each execution of EM procedure.
We apply a roulette wheel selection method to complete the missing data. Suppose node X i is unobserved in current record, and {p 1 , p 2 ,...,p k } are the probabilities of its k states appearing under current observed data in the same record. A random decimal r between 0 and 1 is generated, and then the m-th state will be chosen if
Experiments
We compare the performance of HEAm with LibB [7] and Bayesware Discoverer [8] on 6 data sets with different sizes and missing percentages. Firstly, we randomly sample two original data sets from the well-known benchmark networks including the ALARM and the ASIA networks, with no missing values. Table 1 depicts the original networks used to generate the original data sets, the sizes of the data sets and the numbers of nodes. Then, the 6 incomplete data sets used in our experiments are generated from the corresponding original data sets with missing values introduced randomly. In Table 2 , the two figures in parentheses below each data set name are respectively the percentage of missing values and the number of missing values which is equal to size * nodes * missing percentage. LibB is developed by Friedman and Elidan to learn Bayesian networks from data in the presence of missing values and hidden variables [7] . By default, LibB applies the BDe scoring metric, the junction tree inference algorithm, and the greedy hill climbing search method. Some other search methods are also implemented in LibB. For each data set, different configurations of the parameter settings are tried, and then LibB is executed with the most appropriate configuration on the data set.
Bayesware Discoverer is a software for the Windows environment that builds Bayesian networks from data [8] . It applies a deterministic Bound-and-Collapse method to determine the pattern of missing data [2] .
For HEAm, the maximum number of iterations in EM is 10, the maximum number of HEA iterations in each SEM generation is 100, the maximum number of SEM generations is 50, the population size is 50, tournament size is 7, and M AX uc is set to 10.
Since HEAm and LibB are stochastic algorithms, we execute them for 40 times on each data set to get their average performance. Bayesware Discoverer is executed once on each data set because it is deterministic. All of the experiments are conducted on the same PC with a Pentium (R) IV 2.4GHz processor and 512 MB memory running on Windows XP operating system.
We evaluate the performance of the algorithms using four measures: 1) ASD -the average structural difference, i.e., number of edges added, reserved and omitted, between the final solution and the original network; 2) AESD -the average structural difference between the equivalence class of the final solution with that of the original network. Two Bayesian networks are equivalent if and only if they have the same skeletons and the same v-structures [9] ; and 3) AET -the average execution time of each trial in seconds. Table 2 provides a summary of the performance comparison among different algorithms on each incomplete data set. Since HEAm and LibB are executed for 40 times for each data set, the figures are the average and the standard deviations of 40 trials. From ASD and AESD, it can be observed that HEAm can always find better network structures than LibB and Bayesware Discoverer. The differences are significant at 0.05 level using the Mann-Whitney test.
Application in a Real-world Problem
In this section, we compare the performance of different learning algorithms on a real-life direct marketing data set. It contains records of customers of a specialty catalog company, which mails catalogs to good customers on a regular basis. In this data set, there are 5,740 active respondents and 14,260 non-respondents. The response rate is 28.7%. Each customer is described by 361 attributes. We selected nine attributes, which are relevant to the prediction, out of the 361 attributes. A 10-fold cross-validation approach is adopted for performance estimation. The missing value percentages on the training and testing sets are 1%, 5%, and 10%. To compare the performance of different response models, we use decile analysis which estimates the enhancement of the response rate for ranking at different depth-of-file. Essentially, the descending sorted ranking list is equally divided into 10 deciles. Customers in the first decile are the top ranked customers that are most likely to give response.
In Table 3 , the cumulative lifts of the networks learned by different methods for different data sets are summarized. Cumulative Lift is calculated by dividing the cumulative percentage of active respondents by the respondence rate. This measure evaluates how good the Bayesian network is for a given depth-of-file over a random approach. Numbers in the parentheses are the standard deviations. For each data set, the highest cumulative lift in each decile is highlighted in bold. The superscript + represents that the cumulative lifts of the networks evolved by HEAm for the corresponding data set are significant higher at 0.05 level than those of the networks obtained by the corresponding method, while the superscript − represents the cumulative lifts of the networks obtained by HEAm are significant lower at 0.05 level than those of the networks generated by the corresponding method. Table 3 shows that the networks generated by HEAm always have the highest cumulative lifts in the first two deciles. For the data sets with 1% and 5% missing values, the cumulative lifts of the networks evolved by HEAm are significantly higher than those of the networks obtained by the other two methods in the first two deciles. For the data set with 10% missing values, the networks learned by HEAm significantly outperform the networks obtained by LibB in the first decile.
Conclusion
In this paper, we have described a new hybrid evolutionary algorithm called HEAm that applies EM and a data completing procedure to learn Bayesian networks from incomplete data. HEAm has been tested on a number of data sets generated from two benchmark networks. We have compared HEAm with LibB and Bayesware Discoverer. It has been found that HEAm can learn better networks from incomplete data sets.
We have applied HEAm on a real-world data set of direct marketing and compare the performance of the networks obtained by HEAm and those generated by other methods. The experimental results demonstrate that HEAm outperforms other methods in the presence of missing values.
