Abstract. We consider a piecewise continuous, piecewise monotone interval map and a piecewise constant weight. With these data we associate a weighted kneading matrix which generalizes the Milnor-Thurston matrix. We show that the determinant of this matrix is related to a natural weighted zeta function.
Introduction
Let f be a continuous map from a compact interval, say 0; 1], to itself. \Counting" the periodic orbits of f is a basic dynamical problem. A natural assumption is that f is piecewise strictly monotone with a nite number N of monotonicity intervals a i?1 ; a i ] where 0 = a 0 < a 1 < a 2 < : : : < a N?1 < a N = 1.
Suppose that each iterate f n can have at most one xed point in each monotonicity interval (this happens for instance when f is piecewise expanding); then it is natural to de ne the zeta function (t) = exp X n 1 t n n #fx : f n x = xg which simply counts periodic points a la Artin-Mazur. For more general situations we shall use (see below) a \reduced" zeta function similar to the one introduced by Milnor and Thurston 1988] (this article was widely circulated as a preprint in the late`70s). The main result of Milnor and Thurston relates the zeta function to the determinant of a nite kneading matrix (an invariant of the map de ned by Milnor and Thurston in the same paper). Using this relation, they are able to show that (t) is meromorphic in the unit disc and that the rst pole occurs at e ?s where s is the topological entropy of f.
More recently, weighted zeta functions for piecewise monotone interval maps have attracted interest. Here, a weight g : 0; 1] ! C is given, which is supposed either 1991 Mathematics Subject Classi cation. 58F20 58F03.
Typeset by A M S-T E X constant on each (a i?1 ; a i ), or of bounded variation on 0; 1] (see e.g. Hofbauer-Keller 1984] , Baladi-Keller 1990] ; for more general g see Keller- Nowicki 1992], Ruelle 1992] and expanding, and when g = 1= log jf 0 j, the second pole corresponds to a rate of mixing (in this case the rst pole occurs at t = 1, and the corresponding eigenfunction of the transfer operator gives rise to an absolutely continuous invariant measure for f). The introduction of weights is also useful when studying the unweighted zeta functions of semi-ows obtained by suspending interval maps under non necessarily constant return times.
In this article, we introduce weighted kneading matrices and determinants and extend Milnor and Thurston's main result to the case of weighted zeta functions of the type of g (t). (See Section 1 for precise de nitions and results.) The weight g is supposed to be constant on each interval (a i?1 ; a i ) (the case of a weight of bounded variation, where a countable matrix is needed, will be treated in a further work). We also generalise the setting in that we only require the map f to be continuous on the intervals (a i?1 ; a i ).
(The piecewise continuous setting is useful for example in the study of the Lorenz attractor. See e.g. Williams 1979 ] and Rand 1978] for a de nition of kneading series in this case.) We do not need each a i to be a turning point, i.e., f can be monotone in a neighbourhood of some of the a i . Finally, our proof, while based on the homotopy argument used by Milnor and Thurston, is somewhat simpler due to the fact that f is allowed to be discontinuous at the a i (and we can use more elementary transversality arguments). \Fredholm" matrices analogous to the kneading matrix have been introduced by Mori ,1991 . He considers weights which are either locally constant or of bounded variation and uses a renewal equation to relate the determinant of the Fredholm matrix to the corresponding transfer operator and zeta function. However, the relationship with the Milnor-Thurston theory is not made explicit, and the method of proof is completely di erent from ours.
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For each xed choice of a 0 ; : : : ; a N and 1 ; : : : ; N we shall prove Theorem 1.1 by a \homotopy argument" very similar to the one used by Milnor and Thurston 1988, x11 ]. This means that we check the theorem for some particular choice of f and we then compare the changes in 1= and for a suitable one-parameter family of f's, showing that they are both multiplied by the same factor at each bifurcation (see the crucial Lemma 2.4).
Proofs
Let N 1, a 0 ; : : : ; a N 2 R (with a 0 < a 1 < : : : < a N ) and 1 ; : : : ; N 2 f?1; +1g be We now start again the above process with a new element~ 0 of~ (being careful to leavef 0 unchanged). Since the cardinality of the sets ,~ , : : : , is uniformly bounded, after a nite number of steps the family (f ) is replaced by (g ) with the following properties:
(a) g 2 P We rst discuss the easy proof of the formulas for the zeta function. If j 6 = i, (mod I M+1 ) is locally constant at f (Lemma 2.2), hence g = h .
Let j = i. If = +, the orbit (a i +; f(a i +); : : : ; f p?1 (a i +)) for f turns into an attracting period p orbit for g, absent for h (see the gure). If = ? the attracting orbit corresponding to (a i ?; f(a i ?); : : : ; f p?1 (a i ?)) occurs for h and is absent for g. In both cases, the orbit is of type (2) 
