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Abstract
The studies in the field of cavity Quantum Electrodynamics (cavity-QED)
during the last century [1] has allowed us to obtain a coherent interaction
(Rabi oscillations) between the light and matter, reaching the regime known
as strong coupling.
There is a plethora of experimental platforms in order to study the light-
matter interaction; from nano-mechanical oscillators [2] to systems of artificial
atoms composed of Josephson junctions. The latter setups have allowed the
construction of the first quantum computer by Google in 2019 [3].
In this work, we have focused on a two-level system constituted by an
organic molecule [4]. This system has a characteristic feature: its vibrational
modes. Thus, we have studied an organic molecule with a vibrational mode
embedded in an electromagnetic cavity.
First, we study the energy spectrum of the system (chapter 2) and the
ultratrong effects found in it. In other words, the effect of the terms of the
Rabi Hamiltonian [5] which do not conserve the number of excitations. In
order to do that we use several techniques such as the Polaron transforma-
tion and the perturbation theory; or numerical techniques such us the exact
diagonalization.
Then, we continue with the study of the dynamics of the system (chapter
3). Thus, we modelize the energy losses using the formalism of the master
equation [6]. In this formalism, we study the Rabi oscillations and the decay
of the system and their dependence with the coupling with the vibrational
mode. Furthermore, we analyze the spectrum of the Lindbladian in order to
obtain the most relevant transitions of the dynamics.
Next, we calculate the noise spectrum [7] of the system (chapter 4) which,
as we show, also presents some ultrastrong effects. At the end, we consider
the molecule placed in a waveguide (chapter 5) and study the bound states [8]
which appear around the emitter.

Resumen
El estudio en el campo de la electrodinámica cuántica de cavidad (cavity Quan-
tum Electrodynamics (QED)) durante el último siglo [1] ha permitido la in-
teracción coherente (oscilaciones Rabi) de la luz con la materia, alcanzándose
aśı, el régimen conocido como acoplamiento fuerte o strong coupling.
Existen multitud de plataformas experimentales para el estudio de la in-
teracción luz-materia; desde osciladores nano-mecánicos (nano-mechanical os-
cillators) [2] a sistemas de átomos artificiales formados a partir de uniones
Josephson. Estos últimos sistemas han permitido la construcción del primer
ordenador cuántico por Google en 2019 [3].
En este trabajo, nos hemos centrado en un sistema de dos niveles con-
stitúıdo por una molécula orgánica [4]. Un sistema como este, presenta una
caracteŕıstica diferenciadora, los modos de vibración. Estos son parametriza-
dos a través del denominado como factor de Huang-Rhys [9] (1950). Aśı, hemos
estudiado una molécula (sistema de dos niveles) con un modo de vibración,
embebida en una cavidad electromagnética. En primer lugar, estudiamos el
espectro de enerǵıas del sistema (caṕıtulo 2) y los efectos ultrastrong en el
mismo. Es decir, el efecto en el sistema de los términos que no conservan el
número de excitaciones en el modelo de Rabi [5]. Para ello, usamos técni-
cas tales como la transformación de Polarón y la teoŕıa de perturbaciones; o
técnicas numéricas como la diagonalización exacta.
Seguidamente, continuamos estudiando la dinámica del sistema (caṕıtulo
3). Aśı, modelizamos las pérdidas energéticas usando el formalismo de la
ecuación maestra [6]. Con ello, estudiamos la dependencia de la frecuencia
Rabi del sistema y el decaimiento con el acoplo de la molécula con su modo
de vibración. Además, analizamos el espectro del Lindbladiano para obtener
las transiciones más relevantes en la dinámica.
A continuación, calculamos el espectro de ruido (noise spectrum) [7] del
sistema (caṕıtulo 4), estudiando de nuevo los efectos ultrastrong en el mismo.
Por último, insertamos nuestro sistema en una gúıa de ondas (caṕıtulo 5) y





The interaction between the light and matter has been intensively studied
during the last century. Here, our interest is the study of the interaction of
molecules with light and the influence of vibrations in their energy spectrum
and their dynamics. This is an important question that we are going to answer
through this thesis. But, how did this story begin?
1.1 Cavity Quantum Electrodynamics, How does matter
interact with light?
The emission of a photon by an excited atom (or a molecule) in free space
is an irreversible process known as spontaneous emission. The photon prop-
agates away and the atom does not reabsorb it. One reason for that is the
value of the light-matter interaction strength: It is proportional to the fine
structure constant1 α = 1/137, whose smallness makes it possible to treat
this phenomenon perturbatively [10]. Thus, at first sight, we cannot obtain
coherent light-matter interactions. In other words, it is hard to obtain a peri-
odic energy exchange between light and matter. So, how could we get such a
coherent interaction?
The solution is to confine the light in a “photon box” in a similar fashion as
Einstein and Bohr thought in one of their Gedanken-Experiments [11]. In our
case, this “photon box” consists of a cavity whose walls are highly reflecting
mirrors. So, the photons will “bounce” against the walls over and over again,
enabling the atom to reabsorb the photons. Thus, we will obtain the desired
periodic coupling.
1Remember: α = e2/(4πε0~c), where e is the elementary charge, c the speed of light in
vacuum, ~ = h/2π the reduced Planck constant and ε0 is the electric permittivity of vacuum.
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However, this is a long story which did not start from this stage. First, the
light-matter interaction was studied by Rabi [5, 12] in 1936, using a semiclassi-
cal model. He described the simplest case, the interaction between a classical
light mode of frequency ωc and a dipole. The Rabi model is the main model
in the field in order to describe the light-matter interaction. Its quantum ver-
sion [13] has been used in a large number of systems from quantum optics to
solid-state platforms. This field is known as cavity Quantum Electrodynamics
(cavity QED). It studies the interaction between a two-level system and an
electromagnetic mode of an optical or microwave cavity.
Afterwards, in the context of magnetic resonance, Purcell [14] showed in
1946 that the spontaneous emission rate of a quantum system could be en-
hanced by its environment. This enhancement occurs when we embed the







where λ is the light wavelength within the cavity, V the cavity mode volume
and Q the quality factor which is related to the cavity losses. So, we can
engineer our environment in order to enhance the spontaneous emission. For
instance, modifying the volume or the quality factor of our cavity reducing the
losses.
Then, in 1963, Jaynes and Cummings developed a simplified model of
the semiclasical Rabi model, the Jaynes-Cummings model [15] which neglects
some rapid oscillating terms whose average is negligible when the light-matter
interaction is weak. This is the Rotating Wave Approximation which we will
see in detail in the following sections.
Afterwards, in the decade of 1970’s, many groups were interested in Ryd-
berg atoms for their Cavity Quantum Electrodynamics experiments. In these
atoms one of the electrons is excited to a state of very high principal quantum
number. The usual example are excited valence electrons of the alkali atoms
[16].
In particular, some of these atoms have states whose classical limit is de-
scribed by an electron in a circular orbit. These are the circular Rydberg
atoms. They have very attractive properties such as: (i) they act as a “two-
level” atoms, (ii) the dipole moments of the allowed trasitions are large, which
enable high light-matter couplings, and (iii) they have states with long life-
times [17].
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Using Rydberg atoms in a cavity made of copper mirrors in 1983, Goy,
Haroche et al. [18] showed the Purcell effect in the context of microwave
cavities. They showed that the spontaneous emission of Rydberg atoms was
enhanced when they crossed a resonant cavity with a high Q, as we can see in
the figure 1.1.
Figure 1.1: Cavity-enhanced spontaneous emission signals. The dotted lines are off-
resonant cavity and the continuous lines the resonant cavity. The different letters (a,
b and c) correspond to different cases. The figure was obtained from [18], see that
reference for more details.
However, the coherent dynamic behaviour was still to be observed. This
periodic exchange of energy between light and matter had been predicted
before in the context of the Jaynes-Cummings model by Eberly et al. [19]
in 1980. They predicted an oscillations with a frequency known as vacumm
Rabi frequency. This regime is known as the strong coupling regime. But, in
order to reach it, we need to confine the photon for a sufficiently long time by
reducing the losses of the cavity [16].
Thus, the objective was to increase the quality factor Q and reach the Holy
Grail, the strong coupling, using the words of the Nobel laureate Haroche [1].
Nevertherless, it was Meschede et al. [20] who achieved this “holy cup” in
1985, Munich. The key was to replace the open cavities by a closed cylinder.
Thus, they increased the lifetime of the photons several orders of magnitude.
But, they could not yet directly observe the Rabi oscillations.
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Moreover, this closed cavity had some problems. The Rydberg atoms had
to pass through small metallic holes which produced stray electrical fields
when the atoms crossed. This perturbed the sensitive Rydberg atoms. The
solution was to come back to the open cavities avoiding these“annoying holes”.
In 1996, using superconducting copper mirrors with sputtered Niobium in an
open cavity, Haroche et al. [21] reached the strong coupling regime. In the
same year, using another type of experiment, Wineland et al. [22] also reached
the strong coupling regime. Haroche and Wineland were awarded with the
Nobel prize in 2012 by these contributions in the field of Cavitiy Quantum
Electrodynamics.
On the one hand, the Haroche’s experiment in the Ecole Normale Supérieure
(ENS) in Paris, consisted of trapping photons in a cavity with highly reflecting
mirrors. They used a beam of excited Rydberg atoms to study their dynamics,
see figure 1.2a. Thus, they obtained the Rabi oscillations in the probability
to find the Rydberg atoms in the ground state, see figure 1.2b.
(a)
(b)
Figure 1.2: (a) Schematic figure of the Haroche’s et al. [21] experiment where they
reached the strong coupling regime. Figure obtained from Haroche’s Nobel Lecture
[1]. (b) Rabi oscillations, probability to find the Rydberg atom in the ground state
versus time. Figure obtained from Haroche’s et al. article [21]
On the other hand, the Wineland’s experiment in the National Institute of
Standards and Technology (NIST) in Boulder, consisted of trapping Beryllium
ions with a configuration of fields produced by electrodes. They also used
laser beams to detect and manipulate photons and study the dynamics of
the system, see figure 1.3a. Thus, they obtained the Rabi oscillations in the
ground state probability of the ions, see figure 1.3b.
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(a)
(b)
Figure 1.3: (a) Schematic figure of the Wineland’s et al. [22] experiment where they
reached the strong coupling regime. Figure obtained from Haroche’s Nobel Lecture
[1]. (b) Rabi oscillations, probability to find the Berylium ions in the ground state
versus time. Figure obtained from Wineland’s et al. article [22]
Here, we have just reviewed the main milestones of cavity Quantum Elec-
trodynamics field history. A very good and more detailed review of the topic
can be found in Haroche’s Nobel Lecture [1] or in the reviews by Forn-Diaz
and Frisk [23, 10]. The next section 1.2 is devoted to present the main models
used in the field.
1.2 Light-matter interaction models
In this section, we describe the main models used in cavity QED. First, we are
going to start with the Rabi and Jaynes-Cummings models. We just provide
a brief glance of them; their first principles derivation can be consulted in the
appendices A and B. The Hamiltonian2 of the Rabi model is:
ĤRabi = ~∆σ̂+σ̂− + ~ωcâ†â+ ~gσ̂x(â† + â) (1.2)
where â† and â are bosonic creation annihilation operators [â, â†] = 1, ωc is
the cavity frequency, and the Pauli matrices σ̂+ and σ̂− create and annihilate
an exciton of energy ∆ respectively. Finally, the last term (Ĥint), represents
the light-matter coupling whose strength is measured by the parameter g.
Recalling that σ̂x = σ̂
+ + σ̂−, we can rewrite the last term or interaction
Hamiltonian:
Ĥint = g(σ̂
+ + σ̂−)(â† + â) = g(σ̂−â† + σ+â) + g(σ̂+â† + σ̂−â)︸ ︷︷ ︸
conterrotating terms
(1.3)
2Hereafter, we will take ~ = 1 in order to simplify the expressions.
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The first terms of (1.3) conserve the number of excitations (N̂ext = σ̂
+σ̂−+
â†â) as they are compose of one operator that creates one excitation (electron
excitation or photon) and one that anihilates the other one. On the contrary,
the last two terms (known as counterrotating terms) either create or destroy
two excitations at the same time.
Up to 2004 [24, 23] the experiments had a very small light-matter coupling
g [see figure 1.10], when compared with a characteristic energy of the system
such as the cavity frequency ωc (g/ωc  1). In this case, the counterrotating
terms can be neglected leading to what is known as the Rotating Wave Ap-
proximation (RWA). In order to justify this approximation, we are going to
change to the Interaction picture an take as the exactly solvable part Ĥ0 of
the Rabi Hamiltonian (1.2):
Ĥ0 = ωcâ
†â+ ∆σ̂+σ̂− (1.4)
So, in the Interaction picture, a state reads:
|ψ(t)〉 = exp[−iĤ0] |ψ(I)(t)〉 (1.5)
Besides, we know the form Schrödinger equation in the Schrödinger picture.











int = exp[iĤ0]Ĥint exp[−iĤ0] (1.7)
So, it can be easily shown [cf. [25]] that the Interaction picture version of the




−â†ei(ωc−∆)t + σ̂+âe−i(ωc−∆)t + σ̂−âei(ωc+∆)t + σ̂+â†e−i(ωc+∆)t)
(1.8)
As we have just noticed the Schrödinger equation (1.6) is a first order dif-
ferential equation in time. Hence, the time integration will bring us factors
proportional to ∝ g/(ωc−∆) in some terms and proportional to ∝ g/(ωc+ ∆)
in other terms. When g ≪ ωc, ∆ and ωc ∼ ∆, we will get that g/(ωc+∆) ≪
g/(ωc−∆). Therefore, we can neglect the rapidly oscillating terms (the coun-
terrotating terms σ̂−â and σ̂+â†), see [25] for more details. This approxima-
tion is known as Rotating Wave Approximation . Thus, coming back to
Schrödinger picture, we have:
Ĥint ≈ g(σ̂−â† + σ̂+â) (1.9)
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The model, (1.2) with the interaction term approximated by Ĥint in (1.9), is
known as Jaynes-Paul-Cummings (JC) the model [15] (1963):
ĤJC = ~∆σ̂+σ̂− + ~ωcâ†â+ ~g(σ̂−â† + σ+â) (1.10)
Both Rabi (1.2) and the Jaynes-Cummings models represent the interaction
of a two-level atom or molecule coupled to single electromagnetic field mode.
Then, in section 1.6, we will add energy losses using the master equation
formalism. See figure 1.4 for a schematic view.
Figure 1.4: Cavity with a two-level system with an energy splitting ∆, a cavity
frequency ωc and a light-matter coupling g. There are tow main losses channels, the
photon leakage through the mirrors γphot and the matter losses γmatt.
Due to the fact that the Jaynes-Cummings Hamiltonian (1.10) conserves
the number of excitations N̂ext, its energy spectrum is well known. This di-
agonalization is done in subspaces with a fixed number of excitations. Its




(τ±n |↑ n− 1〉+ |↓ n〉) ε±n = nωc + τ±ng
√
n (1.11)









, δ = ∆− ωc (1.12)
Thus, we have classified the states by their number of total excitations. How-
ever, this does not happen with the Rabi model (1.2). It only conserves the
parity operator P̂ = exp (iπN̂ext). This allows us to classify the spectrum in
3States formed by the mixing of light and matter excitations.
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states with positive and negative parity. Fortunately, an analytical solution
was found in 2011 [13]. However, this solution is quite complicated. It requires
to solve transcedental equations. In any case, we can also obtain numerically
the eigenstates and eigenenergies of the Rabi model (1.2) using diagonaliza-
tion in a truncated (but sufficiently large) Fock space of excitations. Figure 1.5
shows the comparison between the energy spectrum of the Jaynes-Cummings
(1.10) and the Rabi model (1.2) as a function of the light-matter coupling g
at the resonant condition ∆ = ωc:
Figure 1.5: Energy spectrum of the Rabi model (1.2) (continuous lines) and of the
Jaynes-Cummings model (1.10) (dotted lines) versus the normalized light-matter cou-
pling g/ωc. We have set the resonance condition ∆ = ωc.
In the figure 1.5, we can see that, for g/ωc  1, the energies of Rabi
(1.2) and Jaynes-Cummings (1.10) models are virtually equal. Confirming
the validity of the Rotating Wave Approximation (RWA) in this regime.
There are two generalizations to the Rabi (1.2) and Jaynes-Cummings
(1.10) Hamiltonians when many molecules couple to light. The first one is
the Dicke model [26] (1954), a generalization of the Rabi model (1.2). Its















† + â) (1.13)
where σ̂+j and σ̂
−
j are the Pauli matrices which create an exciton in the j-
molecule. This model describes the light-matter coupling of N two-level
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molecules or atoms in a cavity of frequency ωc. Again, as the Rabi model
(1.2), it has counterrotating terms. When we perform the Rotating Wave Ap-
proximation over the Dicke model, we obtain the Tavis-Cummings model [28]
(1968). It is the equivalent of the Jaynes-Cummings model (1.10), but with











† + σ̂+j â) (1.14)
We can see an schematic view of these models in figure 1.6.
Figure 1.6: Cavity with a N two-level systems with an energy splitting ∆, a cavity
frequency ωc, a light-matter coupling g, a leakage rate through the mirrors γphot and
the exciton decay rate γmatt.
For completeness of this section, we have added at the end of the document
some appendices, the quantization of the electromagnetic field can be found
appendix A. Then, we explore how to modelize the light-matter coupling and
we get the Rabi Hamiltonian (1.2) [cf. appendix B]. There are many books
[29, 30, 31, 32, 33] where these developments are developed in a more com-
prehensire way. Here, as main references, we mainly use the book by Schleich
[25], chapters 10, 14 and 15, the book by Nolting [34] and Zueco’s review [24].
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1.3 Light-matter Coupling Regimes
In this section, we are going to explore the different types of regimes in Cavity
Quantum Electrodynamics. First, we are going to see the difference between
weak and strong coupling regimes (see Zuecos’ review [24] for a detailed ex-
planation which we have followed here). Imagine that your atom is in the
excited state, |ψ(0)〉 = |↑, 0phot〉 and it is embedded in a cavity at resonance
with the atom (δ = ωc − ∆ = 0). Thus, using the Jaynes-Cummings model
(see equations [1.10-1.11]), we can calculate the evolution of our state |ψ(t)〉
and the probability P↑ to find the atom in an excited state as a function of
time:
P↑ = Trc[|↑〉 〈↑| |ψ(t)〉 〈ψ(t)|] = cos(2gt) (1.15)
These are the so called Rabi oscillations: the coherent exchange of energy
between light and matter. However, as we said in our historical introduction,
Rabi ocillations are not easy to see. The reason is that systems have losses,
coming from two main channels: The photon leakage through the mirrors
of the cavity (the radiative losses γphot) and the decay of the atom to other
channels apart from the cavity photons (the non-radiative losses γmatt). We
can include the losses through the master equation formalism which we will
see in the section 1.6. A simplied master equation for this system is:







where ρ is the density matrix of the system. Solving this equation we obtain




g2 − (γmatt + γphot)2/4 t) (1.17)
So, in order to resolve coherent exhange of light and matter: g2 − (γmatt +
γphot)
2/4 > 0. Therefore, it has to be fullfilled the condition g > (γmatt +
γphot)/2. This is known as the strong coupling regime. In other words, it is
the regime where the losses are small enough to allow a coherent dynamics.
On the contrary, we are in the weak coupling regime (an overdamped regime).
After Haroche’s and Wineland’s experiments [21, 22, 35], the strong cou-
pling was reached for a single atom in microwave [20] and optical [36] cavities.
Furthermore, it was reached by systems whose two-level systems are “artificial
atoms”, such us quantum dots [37] or superconducting circuits [38].
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We have just compared the coupling strength g with the dissipation rates
of the system, giving rise to the weak and strong coupling. Hereafter, we
are going to compare it with a characteristic energy of the system such as
cavity or photon frequency ωc. We call this parameter η ≡ g/ωc. Its value
can be estimated [23] using typical values of common experimental setups as
Fabry-Perot cavities:








where ~d is the transition dipole moment, ~E the electric field, c the speed of
light, e the electron charge, α the fine-structure constant and Vm the cavity
mode volume. The typical value of the mode volume in a Fabry-Perot optical
cavity [39] is Vm ∼ 10−15 m3. It is also typical to use an alkali element, such
as Cesium or Rubidium, that have dipole moments of the order of |~d| ∼ 10−29
Cm. Hence, for a cavity with ωc = 351.7 THz (resonant with a Cesium atom),
we get a value of g/ωc ∼ 10−7. Therefore, the counter-rotating terms can be
safely neglected and thus be within the domain of Jaynes-Cummings (1.10)
model, using the already mentioned RWA.
Henceforward, the efforts were focussed on raising this parameter η in
order to study the physics of the Rabi model (1.2). This regime, where we
have to take into account the counterrotating terms, is known as Ultrastrong
Coupling4. These terms hybridize states with different number of excitations.
An accepted rule of thumb is that Ultrastrong coupling effects require η > 0.1.
Although this is not a well defined boundary. In figure 1.5, we saw the effect of
the Ultrastrong coupling in the deviation between the eigenvalues of the RWA
(1.10) and those of the quantum Rabi model (1.2). We highlight some aspects
to take into account in the Ultrastrong coupling regime:
 Ground state properties: When the relative coupling g/ωc  0.1, we are
in the domain of the Jaynes-Cummings model (1.10). The ground state
of the system in that regime is the vacuum. In other words, there is not
any photon in the cavity and the atom is in its ground state. Nonethe-
less, in the Ultrastrong coupling, the picture changes dramatically. The
ground state of the system populates with both atomic and photonic
excitations [40, 41].
These ground state photons are strongly bound to the atom [42]. So,
these are considered as “virtual photons” [10]. They cannot be detected
with a photoabsorver inside the cavity. Although, there are some alter-
native proposals in order to detect them [10, 43, 44].
4We recommend the reviews [23, 10] to inquire as to the topic
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 Diamagnetic term: We have to notice that even the Rabi model (1.2)
is a simplified model of the light-matter interaction. As we can see in
detail in appendix B, the light-matter coupling is introduced through
the minimal coupling substitution:
p̂ −→ p̂+ Â (1.19)
where Â is the magnetic vector potential operator proportional to ∝
(â+â†) and p̂ the momentum. We perform this substitution in the kinetic
Hamiltonian Hkin = p̂
2/2µ, where µ is the reduced mass of the system
proton-electron, which it is the simplest atom. So, using the minimal
coupling substitution, we get a term proportional to ∝ p̂Â which we will
give us the light-matter interaction of the Rabi model g(σ̂++σ̂−)(â†+â).
Besides of this term, we obtain another term proportional to Â2 ∝ g2(â+
â†)2. This is known as the diamagnetic term, which give us quadratic
terms such as g2â†â. So being of order g2, it is usually neglected in
the context of Jaynes-Cummings regime. However, this term has to be
taken into account in the Ultrastrong regime and it is unavoidable in the
Deep-strong coupling regime, where g/ωc > 1.
Due to its importance in the Ultrastrong and Deep-strong regimes, we
will include this term in our model using a Bogoliubov transformation at
the expense of renormalizing the photon frequency ωc →
√
ω2c + 4ωcD
(where D is a measure of the diamagnetic term) [10, 45].
There are many other Ultrastrong effects. For instance, the thermally emit-
ted photons are emitted bunched (in groups of photons) in a cavity; and the
atomic emission is anti-bunched (each photon is emitted one by one). However,
in the Ultrastrong coupling regime, it is the other way round. The thermally
emitted photons are emitted anti-bunched in a cavity; and the atomic emission
is bunched. [46, 47].
In order to reach the Ultrastrong coupling regime, there are many strategies
to enhance η. For instance, it can be increased by coupling N dipoles to the
same cavity mode (the Dicke model predicts an effective g proportional to
∝
√
N). Furthermore, we can increase the value of the dipole moment (for
example the Rydberg atoms have a very large value of ~d) or we can reduce the
volume of our cavities.
The Ultrastrong coupling was reached in 2005 using intersubband polari-
tons [48]. Next, a microwave cavity embedded in a quantum well reached
Ultrastrong coupling [49] in 2009. They got a value of η = 0.11. Then using
superconducting circuits as“artificial atoms”also reached Ultrastrong coupling
in 2010 [50]. They obtained values of η = 0.10− 0.12.
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We stress that the Ultrastrong coupling regime is not a strong coupling
one with greater g. On the one hand, in the strong coupling, we are in a
situation where the energy losses are much smaller than the coupling g, and
the Rabi oscillations can be resolved. On the other hand, the Ultrastrong
coupling compares the coupling g with the cavity frequency ωc. Thus, we can
be in the Ultrastrong coupling and the weak coupling at the same time, the
weak Ultrastrong coupling regime, see figure 1.7.
Figure 1.7: Scheme of the main regimes of Cavity Quantum Electrodynamics. The
red region marks where the Rabi oscillations occur, the strong coupling region (SC
and USC). The blue region marks where the system is overdamped and there are
not Rabi oscillations. The weak Ultrastrong coupling (WUSC) and the Ultrastrong
coupling (USC) mark the regions where the counterrotating terms are relevant. The
parameter α is a proportionality constant of the matter losses γmatter. Figure obtained
from [51].
Inside the Ultrastrong coupling regime, we distinguish two regions: a pertu-
bative region (0.1 . g/ωc . 0.3) and a nonperturbative one (0.3 . g/ωc . 1)
[52], depending on whether the counterrotating terms can be treated as a per-
turbation or not. When g/ωc > 1 the system is said to be in the Deep strong
coupling regime. This regime is characterised by high-order-perturbative pro-
cesses. It was theoretically predicted in 2010 by Casanova et al. [53] and
experimentally explored in 2017 by Bayer et al. [54], reaching the record with
η = 1.43. However, in general, these limits between regimes are sharply de-
fined, see for example the figure 1.8 for a schematic view of these regimes for
the energy spectrum of Rabi model (1.2) as a function of g/ωc, (see [52, 23]
for more details).
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Figure 1.8: Classification of the different regimes of the Rabi model (1.2). The pa-
rameters ω and g0 correspond to ωc and g. The green area belongs to the perturbative
Ultrastrong coupling (pUSC), the yellow to the transition area nonperturbative Deep-
strong coupling (Deep SC); and the red area to the perturbative Deep strong coupling.
Figure obtained from [52].
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1.4 Experimental setups
Until now, we have seen the origin of cavity QED and its main models and
regimes (Weak, Strong, Ultrastrong etc.). Now, we will discuss the plethora of
realizations of the Cavity Quantum Electrodynamics. Then, we will center our
attention in the study of the coupling between a molecule and a cavity mode
and the vibrations (phonons). So, the most important experimental setups
are:
 Superconducting circuits: In this experimental realization (called circuit
Quantum Electrodynamics). The atoms have been substituted by super-
conducting circuits with Josephson junctions. These have an energy level
structure similar to the natural atoms, playing the role of two-level sys-
tems. Thus, they are usually called “artificial atoms”. They are coupled
to photons in resonators composed by an inductance and a capacitance.
This coupling between the artificial atom and the resonator can also be
modelized by the Jaynes-Cummings (1.10) or the Rabi (1.2) Hamilto-
nians. See figure 1.9 for a schematical representation of these systems,
and [23] for a review of circuit Quantum Electrodynamics.
These systems were used firstly in 2004 [55]. Wallraff et al. used a
superconducting coplanar waveguide and a charge qubit as an “atom”.
They reached the strong coupling regime with a coupling of g/ωc ∼ 10−3
(clearly, not in the Ultrastong coupling regime yet).
Figure 1.9: A scheme of a realization of circuit QED (the qubit, in red, is not in
scale). Figure obtained from [24].
The Ultrastrong coupling regime was achieved in 2010, in the Walter
Meissner Institute, by Niemczyk et al. [50]. They obtained a coupling
of g/ωc ≈ 0.1. Besides, Ultrastrong coupling was also reached the same
year in Delf by Forn-Diaz et al. [56] using an LC-resonator. Eventually,
Deep-Strong coupling was reached in 2017 by Yoshihara et al. [57].
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Thanks to the lithographic methods, these circuits are a great candi-
date for quantum information applications. Thus, they have been used
in quantum information processing such as the engineering of quantum
gates. In this way; in 2019, in Google labs, John Martinis’ group [3]
were able to build an quantum computer of 53-qubits. They generated
a quantum state of 53-qubits and measured the bit distribution.
 Organic molecules: Recently, organic molecules has been considered as
candidates for two-level systems in cavity Quantum Electrodynamics.
These systems consist of thin films of organic molecules with enormous
dipole moments sandwiched between metallics mirrors. Thanks to those
large dipole moments, these systems are able to achieve Ultrastrong cou-
pling regime, with couplings in the order of η ∼ 0.3 [4].
There have also been experimental realizations with a small number of
organic molecules in cavities [58], even reaching the single molecule limit
in the case of plasmonic cavities [59, 60].
Moreover, when a bunch of these molecules is set in an extended cavitiy,
it has been reported that their chemical reaction rates [61], the exciton
transport [62, 63] or the electronic conductivity [64] are modified.
It is also easy to think that these molecules present peculiarities associ-
ated to their manifold of vibrational excitations. In this thesis, we are
going to study the coupling of a molecule to light and the Ultrastrong
coupling effects. So, we will take into account these vibrations in our
model. This will be done in section 1.5, where we introduce the Holstein
model. This model describes an organic molecule with intramolecular
vibrations. To this we will add the quantum Rabi model (1.2) which
give us the light-matter interaction.
Organic molecules have also been also considered as two-level systems
in 1D waveguides in the optical [65] and microwave [66] regimes, with
interesting applications in the field of quantum information.
 Optomechanics: This field consists of nano-mechanical oscillators cou-
pled to atomic systems or electromagnetic field resonators [2, 67]. These
systems have recently also achieved the Ultrastrong coupling regime,
reaching a coupling of η ∼ 0.3, using a setup of a plasmonic cavity
coupled to the vibrational degrees of freedom of individual molecules
[68].
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Benz et al. [68] showed that single molecules can be trapped inside
the gap of a plasmonic nanoassembly. There, the light is localized in a
volume below 1 nm3, known as a “picocavity”. Thanks to that, it was
obtained an great enhancement of the light-matter coupling between the
picocavity and vibrations of individual molecular bonds.
Figure 1.10: Evolution of the coupling g/ωc for different experimental setups. Figure
obtained from the data of [23].
 Other systems: We have already introduced the experiments with Ryd-
berg atoms in microwave cavities of Haroche et al. [21] or the ion trap
experiments of Wineland et al. [22] above. But, there are many other
setups which we have not mentioned yet. We can also highlight: the
optical cavities studies [69], the Microcavity exciton polaritons [4, 70],
Magnons in microwave cavities [71, 72], Quantum Dots [73, 74], NV-
centers in diamond [75] among others. The plethora of different realiza-
tions is immense. The figure 1.10 shows how the different setups have
been enhancing the light-matter coupling g/ωc, reaching the Ultrastrong
coupling in the last years.
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1.5 Vibrations and Holstein model
The goal of this work is the study of the light-matter interaction of a molecule
with light in an electromagnetic cavity. We will consider the molecule as a
two-level system with an energy splitting ∆. However, even considering the
simplest case of diatomic molecules, these systems are more complex than just
two energy levels. They have energy replicas separated by a frequency ωv,
each one of them with a differet number of vibrational quanta. Vibrations can
be modelised using a harmonic oscillator:
H = ∆σ̂+σ̂− + ωv b̂
†b̂ (1.20)
where b̂† y b̂ are the bosonic operators ([b̂, b̂†] = 1) which create a phonon of
frequency ωv. Besides, the molecules have rotational degrees of freedom. For
simplicity, we will not take them into account in this work.
However, this is not the end of the story. Consider the simplest molecule,
a diatomic molecule. The equilibrium distance between its two atoms Rg is
given by a potential energy surface Ug(r), where r is the relative distance
between atoms. When the molecule is electronically excited (for example, by
absorbing a photon) the equilibrium distance Re change and it is given by
a new potential energy surface Ue(r). This new potential energy surface is
displaced with respect to the previous one with an extra energy ∆ (usually
the new equilibrium distance is bigger than the previous one Re > Rg) [76].
It is also considered that this electronic transition takes place on a time
scale which is faster than the relative motion of the nuclei. Thus, we can
consider the nuclei as being static during the process of electronic excitation.
This is known as Franck-Condon principle. It implies that the transition is
“vertical” as we can see in the figure 1.11. This principle is very similar to the
Born-Oppenheimer approximation which exploits the great difference between
the mass of the nucleus and the electrons.
Each potential energy surface has a set of discrete vibrational replicas and
photon absorption will happen if the photon energy ~ω coincides with the
energy difference between the initial and final energy levels. Furthermore, it
has to have an overlap between the initial |χi〉 and final |χf 〉 vibrational wave
functions, see figure 1.11. These overlaps 〈χf |χi〉 are known as Franck-Condon
factors.
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Figure 1.11: Potential energy surfaces of the ground state Ug(r) and the excited state
Ue(g) versus the relative distance of the atoms of a diatomic molecule. Different
vertical transitions are shown (Fanck-Condon principle). The transition strength
is determined by the Franck-Condon factors, the overlaps of the vibrational wave
functions.
How can we include this effect to the Hamiltonian? In the case of a di-
atomic molecule in its ground state, including vibrations is easy. We consider
a molecule with two atoms A and B interacting through a harmonic oscillator


















where pA, mA and pB, mB are the momentum and mass of each atom. We have
performed the certer-of-mass transformation where µ = mAmB/(mA + mB)
is the the reduced mass, M = mA +mB; and pR and p are the momentum of
the center of mass and the momentum of the relative motion.
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Thus, neglecting the center-of-mass kinetic energy p2R/2M ; changing the















where b̂ (b̂†) annihilates (creates) a phonon. We obtain quantum harmonic
oscillator of frequency ωv:
H = ~ωv b̂†b̂ (1.23)
where we have neglected the constant term. Now, in the case of a molecule
electronically excited , we have to include an energy ∆ and a shift λ
√
2~/µωv
in the equilibrium position in the potential:








Again, changing variables to operators and using (1.22), we obtain:
H = ∆ + ~ωv b̂†b̂+ ~ωvλ(b̂† + b̂) (1.25)
where we have neglected the constant terms. Thus, we have obtained a quan-
tum harmonic oscillator with a displacement λ. So, putting all these ideas
together, the Hamiltonian which we will use to model the intramolecular vi-
brations is (in units of ~):
HHolstein = ∆σ̂
+σ̂− + ωv b̂
†b̂+ ωvλσ̂
+σ̂−(b̂† + b̂+ λ) (1.26)
By including the operator σ̂+σ̂−, the shift in the potential is only consid-
ered when the molecule is in its excited state, see figure 1.11. The last term
(ωvλ
2σ̂+σ̂−) is justified below. This Hamiltonian is known as the Holstein
Hamiltonian. The name comes from Holstein [77, 78] (1959) who suggested
to include intramolecular vibrations (or optical phonons) in the context of
charge-carrier transport in organic molecular crystals.
The squared of the parameter λ is known as the Huang-Rhys factor [9]
(1950) and quantifies the strength of vibronic coupling. This parameters gov-
erns the relative shift of the two nuclear potentials [79]. From a classical
perspective, λ produces a shift in the nuclear potential minimum. In the
quantum counterpart, λ produces a displaced harmonic oscillator only when
the molecule is excited.
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The Holstein Hamiltonian (1.26) can be diagonalized using the Polaron
transformation. This is a general method to treat a Hamiltonian with a linear
coupling [80]. It consists of applying a unitary transformation, the displace-
ment operator:
U = exp (ξ(b̂† − b̂)) (1.27)
when U is applied over an bosonic operator b̂, it gives a displaced one:
U †b̂U = b̂+ ξ (1.28)
In our case, we have to apply the unitary transformation:
U = exp (ξσ̂+σ̂−(b̂† − b̂)) (1.29)




† + ξσ̂+σ̂−)(b̂+ ξσ̂+σ̂−)
+ ωvλσ̂
+σ̂−(b̂† + b̂+ 2ξσ̂+σ̂− + λ)
(1.31)
Finally, setting ξ = −λ, we get:
U †HHolsteinU = ∆σ̂
+σ̂− + ωv b̂
†b̂ (1.32)
Besides, we can justify the additional term in (1.26) without it the extra term
−ωvλ2σ̂+σ̂− would have implied negative energies for a high enough λ and the
renormalization of the term ∆σ̂+σ̂−.
Therefore, the eigenvalues and eigenvectors of the Holstein Hamiltonian
(1.26) are |ψ↑n〉 = |↑, ñphon〉, ε↑n = ∆ + ωvñphon and |ψ↓n〉 = |↓, ñphon〉,
ε↓n = ωvñphon, where ↑↓ indicate the excited/ground state of the molecule
and ñphon the number of phonons after the Polaron transformation, this is,
the number of “displaced phonons”. The natural basis, in which (1.26) can be
represented, is {|↑, nphon〉 , |↓, nphon〉}, and, the basis which diagonalize it is
{|↑, ñphon〉 , |↓, ñphon〉}. Both basis are related via a Polaron transformation:
{|↑, ñphon〉 , |↓, ñphon〉} = {exp (−λ(b̂† − b̂)) |↑, nphon〉 , |↓, nphon〉} (1.33)
Notice that the number of displaced phonons in the case of the ground state
coincides with the number of non-displaced phonons i.e. |↓, ñphon〉 = |↓, nphon〉.
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As we have already said, the electronic transitions are weighted by the
Franck-Condon factors which are the overlap between the vibrational wave
functions involved in the transition i.e.:
Dnñ ≡ 〈n|ñ〉 = 〈n|D(−λ)|n〉 (1.34)
where D(−λ) = exp [−λ(b̂† − b̂)] is the displacement operator. This overlap
(1.34) can be analytically calculated, see Tobias Brandes’ notes [80] or ap-
pendix E for more details.
The interaction of a set of molecules with a cavity mode has been deeply
studied in the last years. Many recent works [81, 79, 82, 45, 83, 84, 85, 86, 87]
have used a combination of the Tavis-Cummings model (used to describe many
molecules coupled to a electromagnetic mode cf. section 1.2) and the Holstein
model (1.26). This model is known as Holstein-Tavis-Cummings. In our case,
we want to include the ultrastrong effects and study a single molecule in a
cavity. For this, we will use a model which combines the Rabi model (1.2) and
the Holstein model (1.26). We call it the Holstein-Quantum-Rabi model5. In
other words:
H = ωcâ
†â+ ∆σ̂+σ̂− + g(σ̂+ + σ̂−)(â† + â) + ωv(b̂
†b̂+ λσ̂+σ̂−(b̂† + b̂+ λ))︸ ︷︷ ︸
Phonon mode
(1.35)
The study of its energy spectrum and the Ultrastrong effects will be the topic
of the next chapter. To summarize, we have obtained a model to describe
the intramolecular vibrations. More information about this topic is provided
by the excellent papers [80, 76, 88, 89] . Futhermore, we have already seen a
brief introduction to the topic of cavity QED [cf. section 1.1], and, we have
studied the main models and regimes used and studied in the field [cf. sections
1.2-1.3].
5This model without the counterrotating terms will be named as Holstein-Jaynes-
Cummings model.
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1.6 Dissipation and Master equation
As we are going to study the influence of energy dissipation in the system,
and before we dip into the Holstein-Quantum-Rabi model (1.35) in the next
chapter, we present the master equation formalism in this section. This is one
of the most important approaches to the study of the dynamics of an open
quantum system.
Here, we are mainly going to use the Breuer-Petruccione’s book [6] and
Rivas’ notes [90] for this section. However, there are many other excellent
references, see e.g. [24, 76, 91].
The time evolution of a closed system is governed by the Schrödinger equa-
tion, for the pure states |ψ〉, and the Liouvillian - von Neumann equation, when
we have a mixed state described by a density matrix ρ. But, when we want
to study a quantum system, we rarely have a completely isolated system.
In the most of the times, there is a coupling with its surroundings. How-
ever, it is not practical to take into account all the degrees of freedom of
the environment, and normally, we are only interested in doing calculations
resticting ourselfs to the system of interest, a “corner of the Universe” [24].
Thus, it would be great to have a differential equation, equivalent to the
von Neumann equation, which gives us the evolution of our system: a quantum
master equation. In other words, we need a linear dynamical map E(t,t0) which
connects the state of the system ρS(t0) at some initial time to the state in
another time t:
E(t,t0) : ρS(t0) −→ ρS(t) (1.36)
We will impose that this dynamical map will not depend on the state of the
system ρS(t0) at initial time t0. In other words, we will impose that it will be a
Universal dynamical map. Thus, we will need that the coupling of the system
and the environment will be weak. Then, the initial state of the system will be
a tensor product of the states of the system and the environment, neglecting
the correlations ρcorr [cf. [90]]:
ρ(t) = ρS(t)⊗ ρB(t) + ρcorr ≈ ρS(t)⊗ ρB(t) (1.37)
The objective of this section is to obtain the master equation which governs
the dynamics of the reduced density matrix ρS(t) in the presence of energy
dissipation. In order to do that we are going to consider that our system S is
embedded or surrounded by a reservoir or bath B which S is going to dissipate
and exchange energy with it.
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First, we are going to start with the full Hamiltonian H of the composite
system S +B:
H = HS +HB + εHI (1.38)
where HS is the Hamiltonian of our system, the Holstein-Quantum-Rabi model
(1.35), HB the reservoir Hamiltonian, HI the interaction Hamiltonian between
the system S and the environment B and ε gives us the strength of that
interaction. In order to take into account the dissipation of light, matter and
























where ĉk, d̂k and q̂k are the bosonic creation/annihilation operators of the
photon, matter and phonon reservoir respectively; and ω
(n)
k is the normal
mode frequency of each reservoir. The system and environment are coupled





















where gk, hk and fk are the system-reservoir coupling constants. Thus, we
are considering three main sources of energy dissipation. The first term of
the equation (1.39) represents the bath on which the cavity losses photons,
for example because the mirrors of the cavity are not perfect reflectors, see
the losses γphot in figure 1.4. The second term of (1.39) takes into account all
other electromagnetic modes different from the cavity electromagnetic mode
which the atom also couples. They contribute to the exciton decay, see the
losses γmatt in figure 1.4. Finally, we have also added that the vibrations can
dissipate to other modes, different from the coupling to our two-level system
(see our model (1.35)). Here, we have supposed the same sort of coupling
between the system and the environment for each dissipation channel.
Onece HS , HB and HI are defined, the master equation can be found [cf.
[6, 90] for more details of the following discussion]. This is better derived in
the interaction picture. Therefore, the evolution of the total density matrix6
ρ̃(t) of the system S +B is governed by the von Neumann equation:
d
dt
ρ̃(t) = −iε[HI(t), ρ̃(t)] (1.41)
6Where the tilde indicates the Interaction Picture, in other words: ρ̃(t) = exp(i(HS +
HB)t)ρ(t) exp(−i(HS +HB)t).
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where we have used an arbitrary interaction Hamiltonian HI which can depend
on time in general. The formal solution of the last equation (1.41) is:
ρ̃(t) = ρ̃(0)− iε
∫ t
0
ds [HI , ρ̃(s)] (1.42)
Inserting this equation into (1.41) and taking the trace over environment (no-






ds trB([HI(t), [HI(s), ρ̃(s)]]) (1.43)
Here, we have assumed that trB([HI(t), ρ̃(0)]) = 0. We will derive the master
equation up to second order in the coupling system-environment, which is an
excellent approximation in the situations discussed here. This will allow us to
make several simplifications. Since the integrand in (1.43) is already of second
order in the system-environment coupling we can write:
ρ̃(t) ≈ ρ̃S(t)⊗ ρ̃B (1.44)
where ρ̃B is the reduced density matrix of the environment B in the Interaction





where β = 1/kBT , the inverse of temperature T . Thus, we are assuming that
the environment is a large system, whose state is unaffected by coupling to
the system S. So, we substitute equation (1.44) into (1.43).
We can simplify equation (1.43) even more if the time relaxation scale τR
(over which the state of the reduced density matrix ρS varies appreciably) is
large compared to the time scale τB (over which the reservoir decays). This
condition, τR  τB, justifies the approximation known as Markov approxima-
tion. This approximation consists in substituting the integrand ρ̃S(s) by the
reduced density matrix ρ̃S(t) at the present time t. So, the system is memo-
ryless of its past states. Also, we perform a change of the time variable s by






ds trB([HI(t), [HI(t− s), ρ̃S(t)⊗ ρB]]) (1.46)
Now, we are going to write the interaction Hamiltonian HI in the Schrödinger




Âα ⊗ B̂α (1.47)
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where Âα and B̂α are unitary operators
7 of the system and the environment,
respectively (the same mathematical form proposed for HI in the equation
(1.40)). Assuming that the spectrum of HS is discrete, with eigenvectors |ε〉




|ε〉 〈ε| Âα |ε′〉 〈ε′| (1.48)
where ω = ε′ − ε are the energy differences. Besides, using the completeness
relation 1 =
∑





where we have decomposed the operators Âα in terms of every transition as-
sociated with the energy spectrum of HS . Changing to the interaction picture





where B̂α(t) = e
iHBtB̂αe
−iHBt. Substituting (1.50) into the equation (1.46),





























ds eiωs 〈B̂†α(s)B̂β(0)〉 (1.52)
Futher progress can be made using the secular approximation. For that, we
denote by τS the typical time scale of the intrinsic evolution of the system S,
defined typically by τS ∼ |ω′ − ω|−1, when ω′ 6= ω. Thus, if τS is much bigger
than the relaxation time scale τR of the open system, we can neglect the terms
ω′ 6= ω because these terms oscillate rapidly during the time τR over which
ρS changes appreciably. This is the Rotating Wave Approximation which we
7Â†α = Âα and B̂
†
α = B̂α
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have seen in section 1.2. Explicitly, we can perform this approximation by
changing to the formal solution of equation (1.51):
















−Â†α(ω′)Âβ(ω)ρ̃S(u)) + h. c.
(1.53)
and (i) making a change of variables v = ε2u, and (ii) imposing the limit of


















αβ (ω) are the Fourier transforms of the reservoir correlation functions
[see equation (C.7)]. Now, we are going to define the real and imaginary parts








γαβ(ω) + iSαβ(ω) (1.55)
where Sαβ(ω) is the imaginary part and γαβ(ω) the real part. So, with these




ρS(t) = −i[HS + ε2HLS , ρS(t)] +D(ρS(t)) (1.56)









is known as the Lamb-Shift Hamiltonian. Equation (1.56) is known as the
Lindblad Markovian master equation, and was given by Linbland in 1976 [92].
It is also easy to show that [6, 90]:
[HS , Â
†
α(ω)Âβ(ω)] = 0 (1.58)
and using (1.58) it can be shown that the Lamb-Shift Hamiltonian commutes
with the system Hamiltonian [HS , HLS ] = 0. This HLS simply renormalizes
some coefficients in HS . In the following, we will always work with the renor-
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where we have introduced the anticonmutator {Â, B̂} = ÂB̂ + B̂Â. As we
can see in the appendix C.2, the matrix γαβ is a diagonal matrix in our case.
















where we have assumed an Ohmic spectral density function γkβ = γkωδkβ,
where γk is a dimensionless parameter which accounts for the intensity of the
dissipation into matter, light or phonon reservoirs (γmatt, γphot and γphon) and:
ξk(ω) =
{
1 + n̄k(ω) for ω > 0
n̄k(ω) for ω < 0
(1.61)
where n̄k(ω) is the mean number of bosons in the thermal state ρth [see equa-





In other words, n̄k(ω) gives the expected number of particles satisfying the
Bose-Einstein statistics. In this thesis, we are going to study the case of zero
temperature T = 0. Thus, finally, the master equation which we are going to
use in the numerical calulations is:
d
dt
ρS(t) ≈ −i[HS , ρS(t)] +D(ρS(t)) (1.63)
















where Â1 = â
†+ â, Â2 = σ̂
+ + σ̂−, and Â3 = b̂
†+ b̂, are the coupling operators
of light, matter and phonon with their respective reservoirs [see HI equation
(1.40)]. In conclusion, we have our model and the master equation to account
for the energy losses in our system. Therefore, we have all the main tools to
study the Holstein-Quantum-Rabi model (1.35) in the following chapters.
Chapter 2
The model and its energy
spectrum
In this chapter we discuss the energy spectrum of the Holstein-Quantum-Rabi
model (1.35) [see an schematic vision of this model in the figure 2.1].
2.1 The model and its spectrum
As we have said in the last chapter, our model (1.35) is a combination of the
Rabi model (1.2) and the Holstein model (1.26). Nonetheless, we are going
to repeat two main aspects of the Holstein-Quantum-Rabi Hamiltonian: (i)
The Holstein exciton-phonon interaction takes into account that the molecule
vibrates differently on the ground and the excited states. This is characterised
by the Huang-Rhys factor λ2 [76], as we have seen in the section 1.5. (ii) The
Quantum Rabi model contains the counterrotating terms HCR = g(σ̂
+â† +
σ̂−â) where parameter g sets the exciton-photon interaction strength.
As, we have already said in section 1.3 generally that reaching the Ul-
trastrong coupling regime in the Quantum Rabi model requires g & 0.1∆
[10, 23, 49, 50]. However, we will show in this thesis that this condition is
modified in Molecular-Cavity Quantum Electrodynamics, due to the addi-
tional vibrational mode of our molecule.
Though, the main motivation of the Holstein-Quantum-Rabi Hamiltonian
(1.35) is the interaction of a molecule with an electromagnetic mode inside
of a cavity, we stress that it could more generally apply to other cases where
our two-level system can be coupled to both a photon and to another bosonic
degree of freedom. This is a situation that could be achieved in, for instance,
circuit-Quantum Electrodynamics [93].
30 Chapter 2. The model and its energy spectrum
Figure 2.1: Schematic representation of the energy scales in the problem of a molecule
inside a cavity.
Hereafter, we are going to study the energy spectrum of our model as a
function of the matter-phonon coupling λ. The model is defined by a large
number of parameters. The study of the model in all circunstances is out-
side the scape of this thesis. Instead, we take characteristic values for some
parameters:
 We consider the cavity to be at resonance with the zero-phonon excitonic
transition (ωc = ∆). We denominate this condition as nominal or bare
resonance .
 We fix ∆ to have typical values for J-aggregates of organic molecules
such as π−conjugated oligo-mers (oligoacenes, olithiophes): ∆ ' 2 eV
[83].
 In these organic molecules, typical vibrational frequencies are ωv =
0.15− 0.2 eV [83, 94, 79].
 The light-matter coupling g ranges from g = 0.05 to & 0.5 eV , taking
representative values of ultrasmall plasmonic cavities or other systems
[83, 60, 59].
 Finally, we will present results in a wide range of Huang-Rhys factors
(λ2). For example, π−conjugated oligomers have values from λ = 0
to 0.81 [95]. In the case of J−aggregates, with ωv = 0.17 eV , λ ' 1
[83, 94, 79]. Following the practice of other studies [96, 86] we will
extend our analysis to even larger values of λ.
Parameters Non-normalized (ωc 6= 1) Normalized (ωc = 1)
ωc = ∆ 2 eV 1
g 0.05− 0.5 eV 0.025− 0.25
ωv 0.15− 0.2 eV 0.075− 0.1
Table 2.1: Characteristic values of the parameters for organic molecules and their
normalized ones, see [83, 94, 79, 60, 59].
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In what follows, we normalize all energies with respect to ωc (which is
this the unit of energy). In the table 2.1, we have introduced the typical
values of the parameters of (1.35) and their normalized equivalent ones. In
this thesis, we will choose the following normalized parameters: ∆ = ωc = 1
(bare resonance), g = 0.05, ωv = 0.1 and values from λ = 0 to λ ∼ 3.5, to
study the energy spectrum of the Holstein-Quantum-Rabi model (1.35).
First, we perform a numerical study of the energy spectrum of (1.35).
Using exact diagonalization1, we can plot the eigenenergies for the chosen
parameters versus the phonon-matter coupling λ = 0.0 − 2.5, see figure 2.2.
Thus, we distinguish two types of eigenenergies or subspaces [cf. figure 2.2]:
(i) The ones represented in red correspond to a ladder of energy levels which
are multiples of the intramolecular vibration frequency ωv = 0.1. (ii) The ones
represented in black are a set of energy levels, which reminds us the energy
spectrum of the typical Rabi model (1.2), see figures 1.5 and 1.8. Notice
however that in figures 1.5 and 1.8 the spectrum was represented versus light-
matter coupling g, while here it is shown as a function of λ!
Before we qualitatively describe the energy spectrum in detail, we present
a different (but equivalent) representation of the Hamiltonian (1.35). In (1.35)
the Hamiltonian is represented in the basis {|↓, nphot, n〉 , |↑, nphot, n〉}, where
nphot is the number of photons, |↓〉 , |↑〉 are the ground and excited states of
the molecule, and n the number of vibrations.
Figure 2.2: At bare resonance , the Lowest eigenenergies as a function of the Huang-
Rhys factor. Red lines correspond to the vibrational ladder of the photon-exciton
ground-state, while black lines correspond to 1 excitation light-matter (polariton)
subspace. Parameters: ωc = ∆ = 1, ωv = 0.1 and g = 0.05.
1All the numerical calculations will be done with QuTip, a tool based on Python, spe-
cialised on Quantum optics calculations.
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This basis is the eigenstate basis in the case of λ = g = 0. However, we
can go into a representation where vibrations in the electronic ground state are
expressed in the original base {n}, while the vibrations in the exciton subspace
are expressed in their own eigenfunctions: the displaced oscillators {ñ}. This




P = exp (−λσ̂
+σ̂−(b̂† − b̂)) (2.1)















where D(λ) is the displacement operator:
D(λ) = eλ(b̂
†−b̂) (2.3)
Therefore, in this representation, the vibrations “dress” the exciton-photon
coupling through the Franck-Condon factors: 〈n|D(λ)|m̃〉 = 〈n|eλ(b̂†−b̂)|m̃〉
[80]. Using the picture HP we can better understand the energy spectrum
shown in figure 2.2. For that we take two approximations. First, we trun-
cate the Hilbert space to the first three levels of the quantum-Rabi model
(1.2). Second, we take the RWA. Therefore, we consider the ground state
(|↓, 0phot〉) and the two polaritons (|P±〉 = 2−1/2(|↓, 1phot〉+ |↑, 0phot〉)) of the
Jaynes-Cummings (JC) model (1.10). Thus, we can approximately describe
the ladder, En (red curves, figure 2.2) as the phonon replicas of the Jaynes-
Cummings ground state. In other words:
|En〉 ≈ |↓ 0phot nphon〉 , En = nphonωv (2.4)
On the other side, the Rabi-like spectrum (black curves, figure 2.2) can be ap-
proximately described at λ = 0, where the “displaced vibrations” |m̃〉 are equal
to the “ground state vibrations” |m〉, as the phonon replicas of the Jaynes-
Cummings polaritons:
|P (m)± 〉 ≈ |P±〉 ⊗ |m〉 = 2−1/2{|↓, 1phot〉 ± |↑, 0phot〉} ⊗ |m〉 (2.5)
We denote the first subspace as the ground state subspace and the second one
as the polariton subspace (or first and second excited state subspace). So far,
this has been a qualitative description. In the next section, we are going to
justify it analytically and we will obtain the first ultrastrong effects.
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2.1.1 Analytical approach (effective model)
As g  ωc,∆, we can perform the Rotating Wave Approximation in the Rabi
light-matter coupling in equation (1.35) of the Holstein-Quantum-Rabi model
(HQR) gσ̂+σ̂−(â† + â) ≈ g(â†σ̂− + âσ̂+). Obatining the Hamiltonian which




Thus, the ground state and exciton-photon polaritons of the Jaynes-Cummings
(JC) model and their energies are:
|εJC〉 = |↓ 0phot〉 , εJC = 0 (2.7)
|P (n)± 〉 =
1√
τ2±n + 1
(τ±n |↑ n− 1〉+ |↓ n〉) ε±n = nωc + τ±ng
√
n (2.8)








, δ = ∆− ωc (2.9)
We can project our Hamiltonian HP (2.2) on the Jaynes-Cummings polaritons
|P (1)± 〉 (n = 1) and on the ground state |εJC〉. Notice that the Hamiltonian
(2.2) has been obtained after applying the Polaron transformation U
(0)
P =
exp (−λσ̂+σ̂−(b̂† − b̂)) over the initial model (1.35). So, we must apply the
same transformation over our eigenstates |ε̃JC〉 = U (0)P
†





|P (1)± 〉 before the projection. Thus, we obtain:
|ε̃JC〉 = U (0)P
†
|εJC〉 = |↓ 0phot〉 (2.10)
|P̃ (1)± 〉 =
1√
τ2±1 + 1
(τ±1D(λ) |↑ 0phot〉+ |↓ 1phot〉) (2.11)
where D(λ) = eλ(b̂
†−b̂) is the displacement operator. Now, we project our
Hamiltonian (2.2) over the Hilbert space spanned by transformed ground state
(2.10) and the polaritons (2.11). Notably, the ground and polariton subspaces
decouple into an effective Hamiltonians for the ground state subspace and an-
other one for the polariton subspace.
The Hamiltonian and the energies of the electronic ground state subspace
are:
H0 ≈ ωv b̂†b̂ −→ En ≈ nphonωv, where: nphon = 0, 1, 2, ... (2.12)
This explains the set of states represented by the red curves in figure 2.2.
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From the projection of the model (2.2) over the polariton subspace {|P̃ (1)+ 〉 ,













(b̂† + b̂+ λ)
)
(2.13)
where the parameters λ± and Λ are:





Λ = 〈P̃ (1)∓ |σ̂+σ̂−|P̃
(1)






At bare resonance (δ = 0), we can simplify the Hamiltonian (2.13) using
another Polaron transformation U
(1)





P + ωv b̂
†b̂+ ĝ(λ)(σ̂+P + σ̂
−
P )(b̂
† + b̂) + ε (2.15)
where σ̂P operators work in the two-level subspace spanned by the exciton-
photon polaritons of the JC, ∆̂ = 2g, ĝ = λωv/2 and ε = ωc + ωvλ
2/4 − g
is an energy shift of all energies of this subspace. Thus, we have obtained an
effective Rabi Hamiltonian (2.15) which governs the polaritonic subspace [cf.
figure 2.2, black lines].
We stress that the name effective Rabi refers to the fact that the Hamil-
tonian is a Rabi -like model. However, we have done a RWA and this model
comes from a Jaynes-Cummings-like model [recall the HQJC model (2.6)]. In
the following sections, we will see the effect of the counterrotating terms. To
sum up, in order to obtain this effective Rabi model (2.15) we have projected
the HQR model into the subspace of the lowest polaritons of the Jaynes-
Cummings model [cf. equation (2.8), with n = 1] and we have applied the
polaron transformation U
(1)
P = exp (−λ(b̂† − b̂)/2). The validity of this model
respect to the Holstein-Quantum-Rabi Hamiltonian (1.35) (or (2.2)) can be
seen in figure 2.3.
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Figure 2.3: At bare resonance , comparison between the Holstein-Quantum-Rabi
(1.35) energy spectrum [black lines, cf. Hamiltonian (1.35) or (2.2)] and the effec-
tive Rabi model for the polariton subspace energy spectrum [dotted blue lines, cf.
Hamiltonian (2.15)]. Parameters: ∆ = ωc = 1, g = 0.05 and ωv = 0.1.
Therefore, the spectrum of the effective Rabi model (2.15) for the polariton
subspace is quite close to that obtained with the full Holstein-Quantum-Rabi
(HQR) model (1.35). It thus can be already anticipated that the dynamics
in the polaritonics subspace will mimic the Cavity Quantum Electrodynamics
dynamics of a Rabi model (1.2), where the exciton-photon polaritons (2.8)
will play the role of a two-level system and the phonons the role of the cavity
photons (we will treat this point in more detail later on).
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2.2 Parity of energy spectrum
However, there is a qualitative difference between the exact diagonalization
of the Holstein-Quantum-Rabi (1.35) (or (2.2)) and the effective Rabi model
(2.15) in the polariton subspace. In the full model (1.35) energy levels anticross
[see inset of the figure 2.3], while they cross in the effective Rabi model (2.15).
We can explain this fact invoking the concept of parity. It is represented
by an operator P̂ = exp (iπN̂), where N̂ gives us the number of excitations of
our eigenstate. Thus, for an even number of excitations the parity is +1 and
for an odd number −1. Notice that the parity depends on the representation
of our model. For example, in the case of HJC , the Jaynes-Cummings (1.10)
or HRabi, the Rabi (1.2) models, the number of excitations is N̂ = σ̂
+σ̂−+ â†â.
In both models [HJC , P̂ ] = [HRabi, P̂ ] = 0, the parity is conserved and we have
crossings of the energy levels. In this thesis, using the representation of Heff,
the effective model (2.15), we define the parity operator P̂ as follows:




where N̂ is the operator the number of excitations in the representation of
the effective Rabi model (2.15). The operators σ̂±P are defined as: σ̂
±
P =
|P̃ (1)± 〉 〈P̃
(1)
∓ |. Thus, σ̂+P σ̂
−
P is the number operator in the two-level system
spanned by the JC polaritons. So, the parity operator can be rewritten as:
P̂ = −σ̂zeiπb̂
†b̂ (2.17)
where σ̂z is the z-Pauli matrix (working in the polariton two-level representa-
tion). Formally, the effective Rabi model (2.15) is a Rabi model. So, it can be
shown that [Heff, P̂ ] = 0. Firstly, it is trivial to see that:
[∆̂σ+P σ
−
P + ωv b̂
†b̂, P̂ ] = 0 (2.18)
Notice that [σ̂+P σ̂
−
P , σ̂z] = 0. Thus, we only have to show that the polariton-
phonon coupling term (third term of (2.15)) commutes with the parity oper-




† + b̂), σ̂ze
iπb̂†b̂] = 0 (2.19)
After some algebra, applying some general commutator properties and [σ̂+P +










†b̂(b̂† + b̂)) = 0 (2.20)
We know b̂eiπb̂
†b̂ |n〉 = eiπnb̂ |n〉. Thus, we find trivialy that:
eiπb̂
†b̂b̂ |n〉 = e−iπeiπnb̂ = −b̂eiπb̂†b̂ |n〉 (2.21)
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Therefore, [Heff, P̂ ] = 0 and the effective Rabi model (2.15) conserves the
parity of our eigenvectors. Thus, we can assign to each eigenstate2 a value of
the parity. This can be done calculating their energy at λ = 0. For instance
the first four eigenvectors of the effective model at λ = 0 [cf. figure 2.4] with
their respective parity are:
|ε0〉 = |P (1)− , 0phon〉 ε0 = ε = 0.95 〈P̂ 〉 = exp (iπ × 0) = +1
|ε1〉 = |P (1)− , 1phon〉 ε1 = ωv + ε = 1.05 〈P̂ 〉 = exp (iπ) = −1
|ε2〉 = |P (1)+ , 0phon〉 ε2 = 2g + ε = 1.05 〈P̂ 〉 = exp (iπ) = −1
|ε3〉 = |P (1)− , 2phon〉 ε3 = 2ωv + ε = 1.15 〈P̂ 〉 = exp (i2π) = +1
(2.22)
Therefore, the states |ε2〉 and |ε3〉, belong to different subspaces ∀λ and we
expect a crossing of these energy levels [cf. green and yellow curves, figure
2.4a]. We have to notice that in figure 2.3 we chose 2g = ωv (g = 0.05 and
ωv = 0.1). In this case, the pairs of eigenstates |εn〉 and |εn+1〉 with n = 1, 3,
5 ... are degenerate at λ = 0, see figure 2.4a. So, in order to be able to assign
a label to each eigenstate [cf. (2.22)], we can change the phonon frequency to
ωv = 0.075, which removes the degeneracy at λ = 0, see figure 2.4b.
We can see in figure 2.5 that the parity (2.16) of the effective Rabi model
(2.15) is conserved [dotted lines, figure 2.3]. Since the value of parity jumps,
we have a crossing of the energy levels. However, this does not happen in
the case of the full model Holstein-Quantum-Rabi (1.35) (or (2.2)). In general
the HQR model does not conserve the parity in the representation of Heff.
The value of the parity does not jump because we have an anticrossing of
eigenstates [continuous curves, figure 2.3]. As we have done a RWA to get
the effective Rabi model (2.15), the counterrotaing terms of the light-matter
Rabi are responsible for the non-conservation of the parity (2.16) [cf. figure
2.5] and the presence of anticrossings in the energy spectrum of the full model
HQR [cf. figure 2.3]. Besides, we can observe another Ultrastrong effect in
the parity when λ & 2, see figure 2.5a. We are going to see in the next two
sections two different strategies3 to perturbatively treat these counterrotating
terms present in the HQR Hamiltonian (1.35).
2In the polariton subspace.
3Although, both are two second order corrections of perturbation theory.
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(a)
(b)
Figure 2.4: At bare resonance , first energies of polariton subspace obtained using
exact diagonalization, as a function of λ. The continuous lines have been obtained
using the Holstein-Quantum-Rabi Hamiltonian (1.35) (or (2.2)) and the dotted ones
using the effective Rabi Hamiltonian (2.15) (a) ωv = 0.1 (b) ωv = 0.075. The rest of
the parameters: g = 0.05, ωc = ∆ = 1.
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(a)
(b)
Figure 2.5: At bare resonance : (a) The expected value of the parity operator 〈P̂ 〉.
The continuous lines have been obtained using the Holstein-Quantum-Rabi Hamilto-
nian (1.35) (or (2.2)) and the dotted ones using the effective Rabi Hamiltonian (2.15).
We have used the same color for its corresponding energy levels [cf. figure 2.4]. (b)
Zoom of the crossing/anticrossing region. Parameters: ∆ = ωc = 1, g = 0.05 and
ωv = 0.1.
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2.3 Bloch-Siegert correction
In this section, we are going to treat the light-matter couterrotating terms of
our model (2.2)4 using perturbation theory (see for instance, Cohen-Tannoudji’s
book [97]). The perturbation theory will give us a correction over the ener-
gies of the model without the counterrotating terms (RWA). This correction is
known as Bloch-Siegert correction. Thus, we will understand better the ultra-
strong effects produced by these terms. For convinience, we rewrite the model
(2.2):
H = ωcâ
†â+ ∆σ̂+σ̂− + ωv b̂
†b̂︸ ︷︷ ︸
H0
+ g(D(λ)â†σ̂− +D†(λ)âσ̂+)︸ ︷︷ ︸
HR
+ g(D(λ)â†σ̂+ +D†(λ)âσ̂−)︸ ︷︷ ︸
HCR
(2.23)
Now, we are going to restrict our basis size, in order to simplify our prob-
lem. The chosen basis is {|↑ 0phot ñphon〉 , |↓ 1phot 0phon〉}. These states are








where the effective light-matter coupling geff depends on the Franck-Condon
factors geff = gDñ0(λ), in the case of ñ = 0, D0̃0(λ) = e
−λ2/2. These Franck-
Condon factors can easily be calculated, see Brandes’ notes [80]. We have
included some of them; and the formula to calculate them in the appendix E
[cf. equations (E.1) and (E.2)].
Using the chosen basis ({|↑ 0phot ñphon〉 , |↓ 1phot 0phon〉}), we also project
the counterrotating terms HCR on it. With these things in mind, we apply
perturbation theory in this subspace until second order, where the counterro-
tating terms HCR are the perturbation. Thus, we obtain that the Hamiltonian
H0 +HR after the perturbation correction is:
H0 +HR =
(
∆ + ωvñ geff
geff ωc − δBS
)
(2.25)







ωc + ∆ + m̃ωv
≈ 2g
2
ωc + ∆ + λ2ωv
(2.26)
4We can do the same with the model (1.35). They are equivalent models under an unitary
transformation.
2.3. Bloch-Siegert correction 41
We have taken m̃ ≈ λ2 in the denominator where the function |Dm̃0(λ)|2 has
approximately its maximum. We justify the approximation in the appendix
E.2 [cf. also the inset of figure 2.6]. Therefore, an effect of the counterrotating
terms is the reduction of the effective cavity frequency ωc−δBS . Besides, light-
matter coupling is renormalized through the Franck-Condon factors between
the states which the light-matter coupling involves. This new light-matter
coupling between the basis states is the geff.
Figure 2.6: At bare resonance , comparison between the effective light-matter cou-
pling geff = ge
−λ2/2 and the Bloch-Siegert correction δBS . Inset: Exact δBS versus its
approximation, see equation (2.26). Parameters: ∆ = ωc = 1, g = 0.05 and ωv = 0.1.
As a consequence, even though nominally the system is at bare resonance
ωc = ∆, the dressing provided by HCR brings the system out of resonance
ωc − δBS 6= ∆. As we will see in the next chapter, this will have consequences
on the system dynamics. The Bloch-Siegert correction (2.26) is thus a measure
of the relevance of the counterrotating terms. Thus, when λ & 2 the Bloch-
Siegert correction |δBS | and the geff are comparable [cf. figure 2.6]. This will
be the regime where we get Ultrastrong effects in the dynamics, as we will
describe in the next chapter. Furthermore, these effects can also be observed
in the energy spectrum [through the presence of anticrossings, see figure 2.3]
and the parity as well [see change in parity for λ & 2, cf. figure 2.5].
In order to show that these effects come from the counterrotating terms,
we are going to put the HQR model at resonance, by modifying the value of
the bare cavity frequency ωc. Considering the Bloch-Siegert shift (in the case
ñphon = 0), the resonant condition occurs when:
∆ = ωc − δBS = ωc −
2g2
ωc + ∆ + λ2ωv
(2.27)
We denote this new resonance dondition (2.27) as dressed resonance .
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Thus, the value of ωc which keeps the system at resonance is approximately:
ωc =
√
∆2 + 2g2 + ωvλ2∆ + (ωvλ2/2)2 − ωvλ2/2 (2.28)
At dressed resonance , we can recalculate the energy spectrum of HQR and
we recover the crossings using (2.28), see figure 2.7 (black lines). Thus, our
hypothesis is that the anticrossing dissapears when the system is at dressed
resonance. Similarly in the dressed resonant condition, we also see that we
recover the “jumps” in the parity (when the crossings occur in the energy
spectrum) and cancel the change of the parity for λ & 2, see figure 2.8 (con-
tinuous lines). In this figure, we have recalculated the parity (2.16) of the
eigenstates of the HQR model at dressed resonance [cf. equation (2.27)].
Although, in general, the HRQ does not conserve the parity in the represen-
tation of the effective Rabi model (2.15), we have obtained that this model
conserve it at dressed resonance.
Figure 2.7: Comparison between the Holstein-Quantum-Rabi energy spectrum at
dressed resonance [black lines, cf. Hamiltonian (1.35) (or (2.2))] and the effec-
tive Rabi energy spectrum at bare resonance [dotted blue lines, cf. Hamiltonian
(2.15)] in the polariton subspace. Parameters: ∆ = 1, g = 0.05 and ωv = 0.1. Here,
we have changed the cavity frequency ωc to (2.28) in order to cancel the Ultrastrong
effects.
On the other side, the shift −δBS produced in the photon energy ωc is not
the only effect of the counterrotating terms over the energies of the system.
These terms also produce an energy shift −δBS/2 in the vibrartional frequency
ωv of the ground state subspace {|↓ 0photmphon〉}. We can find a more detailed
calculation of these perturbative corrections including the ground state sub-
space in the appendix F. Here and in the next chapter, we have not included
this shift over the ground state subspace because it is not relevant in the energy
spectrum of the polariton subspace and in the dynamics of the system (chapter
3). However, we will take this shift into account in the chapter 4.
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In summary, in this section we have seen that the couterrotaing terms pro-
duce a Bloch-Siegert correction of the cavity frecuency ωc (using second order
perturbation theory) and anticrossings in the energy spectrum when we are at
nominal or bare resonance and we have not calculated the good resonant
condition using the Bloch-Siegert correction yet. At dressed resonance , the
HQR reduces drastically the gaps of the anticrossings obtainig crossings (at
least at first sight) and conserves the parity (2.16) in the representation of the
effective Rabi Hamiltonian (2.15).
(a)
(b)
Figure 2.8: (a) The expected value of the parity operator 〈P̂ 〉 (2.16) in the effec-
tive Rabi model representation. The continuous lines have been obtained using the
Holstein-Quantum-Rabi Hamiltonian at dressed resonance (1.35) (or (2.2)) and the
dotted ones using the effective Rabi Hamiltonian at bare resonance (2.15). We have
used the same color code for its corresponding energy levels [cf. figure 2.4]. (b) Zoom
of the crossing/anticrossing region. Parameters: ∆ = 1, g = 0.05 and ωv = 0.1.
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2.4 Shrieffer-Wolff transformation (SW)
In this new section, we are going to improve our effective Rabi model (2.15) in
order to get the anticrossings present at bare resonance in the HQR model.
For this, we consider aditional terms in the effective Rabi Hamiltonian that
arise from the counterrotating terms in the Holstein-Quantum-Rabi Hamilto-
nian. Again, we will use second order perturbation theory, but here we will
correct the Hamiltonian instead of the energies.
In order to improve the effective Rabi model (2.15) we are going to start













(b̂† + b̂+ λ)
)
As we saw in the section 2.1, this model was obtained projecting the Holstein-
Quantum-Rabi model on the subspace of the two first polaritons5 of the
Jaynes-Cummings model (1.10) {|P (1)+ 〉 , |P
(1)
− 〉} (this projection can be done
over the Hamiltonians (1.35) or (2.2), both are equivalents). In other words,
we neglected the light-matter counterrotating terms and obtained the Jaynes-
Cummings model on the basis {|P (1)+ 〉 , |P
(1)
− 〉} plus the Holstein model (1.26).
The effect of applying the counterrotating terms (â†σ̂+ + âσ̂−) over the
basis of the polaritons {|P (1)+ 〉 , |P
(1)
− 〉} of one excitation (a photon or a matter
excitation), is to create or destroy 2 excitations. Thus, the counterrotating
terms enlarge the basis to the polaritons of three excitations {|P (3)+ 〉 , |P
(3)
− 〉}.
In this section, we will apply a perturvative technique over the Rabi model
(1.2) to include the effect of the counterrotating terms in the basis {|P (1)+ 〉 ,
|P (1)− 〉} and then add the Holstein Hamiltonian (1.26) in this basis. Thus, we
will get an alternative version of (2.13), but taking into account the counter-
rotating terms. So, in the basis {|P (1)+ 〉 , |P
(1)
− 〉 , |P
(3)
+ 〉 , |P
(3)
− 〉}, the Rabi
Hamiltonian has the form of:











whereH0 is the Jaynes-Cummings Hamiltonian (1.10) (the unperturbed Hamil-
tonian), HA and HB the Jaynes-Cummings Hamiltonians in the subspaces
{|P (1)+ 〉 , |P
(1)
− 〉} and {|P
(3)
+ 〉 , |P
(3)
− 〉} respectively, and the perturbation V =
â†σ̂+ + âσ̂− comprises the counterrotating terms which connect the subspaces
of one and three excitations. The operators v are the projections of V on each
subspace.
5Recall equations (2.8) and (2.9).
2.4. Shrieffer-Wolff transformation (SW) 45
The perturvative technique which will apply over (2.29) is know as Schrieffer-
Wolff (SW) canonical transformation (see the Cini’s book [98]). This is a
unitary transformation eS which diagonalizes (2.29):






So, the first objective is to obtain H̃A, the Jaynes-Cummings model with the
perturbative corrections in the basis {|P (1)+ 〉 , |P
(1)
− 〉}. Firstly, we can rewrite
H̃ using the Baker-Campbell-Haussdorf formula:
H̃ = eS(H0+gV )e






[S, [S, V ]]+· · ·
(2.31)
So, we need to find an operator S which diagonalizes H̃. For this, we suppose
that S = gS1 + g
2S2 + · · · . Replacing this into (2.31), neglecting the orders
g3 and superior, and imposing S2 = 0, we obtain:
H̃ ≈ H0 + gV + g[S1, H0] +
g2
2
[S1, [S1, H0]] (2.32)
Now, imposing that [S1, H0] = −V , we get:





[S1, V ] (2.34)







We find that (2.34) is a block diagonal matrix. There are not any mixture
matrix elements between the subspaces {|P (1)+ 〉 , |P
(1)
− 〉} and {|P
(3)
+ 〉 , |P
(3)
− 〉}.
Thus, in the subspace {|P (1)+ 〉 , |P
(1)




















where n and m run over the basis {|P (1)+ 〉 , |P
(1)
− 〉} and ν over {|P
(3)
+ 〉 , |P
(3)
− 〉}.
Besides, Vν,n = 〈P (3)ν |V |P (1)n 〉 with ν = ±, n = ±, and; E(A)n = {ε+,1, ε−,1}
and E
(B)
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where:
α± = 〈P (1)± |Hint|P
(1)





The analytical expressions of (2.38) can be found in the appendix D. Thus,
gathering the Jaynes-Cummings, the Shrieffer-Wolff correction Hint and the
Holstein Hamiltonian (1.26) in the basis {|P (1)+ 〉 , |P
(1)
− 〉}, we arrive to an al-






















that is Hamiltonian (2.13) plus the SW correction (2.37). Recall that the
parameters λ± and Λ are defined in (2.9).
The next step is to get an improved version of the model (2.15) including
the SW correction. So, as we did when deriving (2.13) we will apply the
Polaron transformation U
(1)





















































This model simplifies at bare resonance (δ = 0), obtaining an improved
version of the effective Rabi model (2.15), the effective Shrieffer-Wolff model:
HSW = (∆̂ + (α+ −α−))σ̂+P σ̂
−
P + ωv b̂
†b̂+ ĝ(σ̂+P + σ̂
−
P )(b̂
† + b̂) + Λ̃σ̂x + ε−α−
(2.41)
where, ∆̂ = 2g, ĝ = ωvλ/2 and ε = ωc + ωvλ
2/4 − g. As in effective Rabi
model (2.15), we have projected the HQR model over the first two polaritons
of the JC and applied the polaron transformation U
(1)
P . But, we have added
a second order perturbation correction (2.37). Thus, the SW transformation
gives us:
 A change in the splitting between the polaritons |P (1)± 〉:
∆̂→ ∆̂ + (α+ − α−).
 A change in the energy shift of all levels: ε→ ε− α−.
 An additional term Λ̃σ̂x that does not conserves parity (2.16).
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Therefore, the new term ∝ σ̂x which emerges from the counterrotating
terms is the reason because the effective SW model (2.41) does not preserve
the parity (2.16). This term breaks the parity symmetry in a Rabi -like model,
cf. [13]. Physically, it can be undertood as an spontaneous transition in the
two-level system formed by the first two JC polaritons. A transition which
is not mediated by the phonons [cf. [13] for more details]. Thus, at bare
resonance , we can check this by plotting the energy spectrum of the new
effective SW model (2.41) versus the HQR model (1.35) (or (2.2)). The result
shown in figure 2.9, obtaining the anticrossings in the effective SW model
eigenenergies (blue curves) characteristic fo the HQR model at bare resonance.
Figure 2.9: At bare resonance , comparison between the Holstein-Quantum-Rabi
energy spectrum [black lines, cf. equation (1.35) (or (2.2))] and the effective SW
energy spectrum (dotted blue lines, see equation (2.41)). Parameters: ωc = ∆ = 1,
g = 0.05 and ωv = 0.1.
Again, we can also compare the expected value of the parity (2.16) 〈P̂ 〉 for
each eigenvalue. Thus, at bare resonance , comparing the new effective SW
model (2.41) versus the HQR model (1.35); we do not have “jumps” [recall
figure 2.5] in the parity (2.16), since we have antincrossings in the energy
spectrum and the parity (2.16) is not conserved. We can see these results in
the figure 2.10.
In short, projecting HQR over the JC polaritons and after a polaron trans-
formation U
(1)
P , we have added a second order perturbation (2.37) correction.
While the counterrotating terms produce a shift in the cavity frequency [Bloch-
Siegert, cf. section 2.3] in the representation of the basis {|↑ 0phot ñphon〉 ,
|↓ 1phot 0phon〉}, here, we have a new term ∝ σ̂x which breaks the parity
symmetry in the representation of the effective Rabi model (2.15) at bare
resonance . Again, a second order perturbative correction given by the coun-
terrotating terms is the responsible of the anticrossings in the energy spectrum.
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(a)
(b)
Figure 2.10: At bare resonance : (a) The expected value of the parity operator 〈P̂ 〉
(2.16). We have used the same color for its corresponding energy levels [cf. figure 2.4].
The continuous lines have been obtained using Holstein-Quantum-Rabi Hamiltonian
(1.35) (or (2.2)) and the dotted ones using the effective SW Hamiltonian (2.41). (b)
Zoom of the crossing/anticrossing region. Parameters: ωc = ∆ = 1, g = 0.05 and
ωv = 0.1.
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2.5 Analytical approximations of eigenvalues and eigen-
vectors
In this section, we use a third approach. We use a Polaron-like transformation




(σ̂z + 1) + ωv b̂
†b̂+ ĝσ̂x(b̂
† + b̂) + ε̃
The objective of this section is to obtain analytical expression for the eigenvec-
tors and eigenvalues of the polariton sector. The Polaron-like transformation
which we use for that task is:
U
(2)
P = exp (σ̂xα(b̂
† − b̂)) (2.42)
Here, α is a variational parameter. It is convenient to make the change σ̂x →
σ̂z. So, under this change of basis, we propose the following ansatz for the
ground state of our effective Rabi model (2.15):
|gs〉 = eσ̂zα(b̂†−b̂) |0phon〉 (θ |−〉+ β |+〉) (2.43)
where |±〉 are eigenstates of σ̂z (σ̂z |±〉 = ± |±〉). Now, we are going to calcu-
late the energy of our proposed ansatz and minimize it with regard to α:






P |0〉 |ψs〉 (2.44)





Supposing α ∈ R, we obtain the energy analytical expression for the ground








2 + ε (2.46)
where ∆̂ = 2g, ĝ = λωv/2 and ε = ωc +ωvλ
2/4− g. Minimizing εgs, we obtain
the following value of α:
α = − ĝ
∆̃ + ωv
(2.47)
where ∆̃ = ∆̂e−2α
2
. So, in order to get ∆̃, we have to solve numerically the
following transcendental equation:
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Thus, the equations (2.47-2.48) give us the value of the variational parameter
α. Now, we are going to apply the Polaron transformation (2.42) after the





(σ̂x + 1) + ωv b̂
†b̂+ ĝσ̂z(b̂
† + b̂) + ε̃ (2.49)
where we have already applied the change of basis σ̂x ↔ σ̂z in the latter




approximating the displacement operators for their linear terms D(±2α) =
exp[±2α(b̂† − b̂)] ≈ e−2α2(1 ± 2α(b̂† − b̂)) [cf. Appendix H for more details],
we finally obtain an effective Jaynes-Cummings model:
HeffJC = ωv b̂
†b̂+ ∆̃σ̂+P σ̂
−
P + g̃eff (b̂σ̂
+
P + b̂













+ ωc, g̃eff = −2∆̃α (2.51)
In the new effective Hamiltonian (2.50) the traditional role in the matter is
now played by the one-excitation light-matter polaritons6 {|P (1)+ 〉 , |P
(1)
− 〉}; and
the role of photons is played by the phonons. Thus, we can diagonalize it and
analytically obtain the first energy level of our spectrum:






(δ− |P (1)+ 0phon〉+ |P
(1)
− 1phon〉), ε1 = β− + ε̃ (2.53)
|ε2〉 = 1√
δ2++1
(δ+ |P (1)+ 0phon〉+ |P
(1)











6Recall that we have to apply the two Polaron transformations (U
(0)
P =
exp (−λσ̂+σ̂−(b̂† − b̂)) and U (2)P = exp (σ̂xα(b̂
† − b̂))) over the polaritons (2.8).
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At bare resonance, if we now compare these analytical expressions (2.52-
2.54) with the exact diagonalization of the Holstein-Quantum-Rabi model
(1.35) (or (2.2)) and with the effective Shrieffer-Wolff model (2.41), we obtain
a good agreement. A representative case is shown in figure 2.11. Although,
the quantitative agreement with the exact results provided by this polaron ap-
proach is worse than the one provided by the effective Shrieffer-Wolff model
[cf. section 2.4], the polaron approach is simpler and provide semianalytical
expressions (2.52-2.54).
Figure 2.11: At bare resonance , comparison between the analytical expressions
for the energy spectrum (2.52-2.54) (blue dashed lines), the exact diagonalization of
the Holstein-Quantum-Rabi model (1.35) (or (2.2)) (continuous black curves) and the
Shrieffer-Wolff effective model (2.41) (dotted red curves). Parameters: ∆ = ωc = 1.0,
g = 0.05 and ωv.
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2.6 Conclusions
Let us sum up the main results of this chapter. In section 2.1, we first started
from the Holstein-Quantum-Rabi (HQR) model (1.35). Projecting HQR over
the two first JC polaritons and applying the polaron transformation U
(0)
P =






P + ωv b̂
†b̂+ ĝ(σ̂+P + σ̂
−
P )(b̂
† + b̂) + ε
Although, this model reproduces very well the energy spectrum of the polariton
sector, this Rabi-like Hamiltonian commutes with the parity (2.16) operator.
Thus, the effective Rabi model conserves the parity and has crossings in the
energy spectrum at bare resonance (∆ = ωc). However, the HQR does not
commute with the parity (2.16) and has anticrossings.
In section 2.3, we included the counterrotating terms using perturbation
theory, finding an energy shift: the Bloch-Siegert correction. The counter-
rotaing terms are responsible of the anticrossings in the energy spectrum at
bare resonance . They produce a shift in the cavity frequency ωc leading the
system out-of-resonance.
In general the HQR does not conserves the parity. However, at dressed
resonance (∆ = ωc − δBS), we have dicovered that HQR model conserves
the parity (2.16) in the representation of the effective Rabi model (2.15).
In section 2.4, we used the Shrieffer-Wolff transformation in order to im-
prove our effective Rabi model (2.15). We have added a second order per-
turbative correction in the representation of the effective Rabi model (2.15).
Thus, the effect of the couterrotating terms is mainly codified in a σ̂x-term:
HSW = (∆̂ + (α+ −α−))σ̂+P σ̂
−
P + ωv b̂
†b̂+ ĝ(σ̂+P + σ̂
−
P )(b̂
† + b̂) + Λ̃σ̂x + ε−α−
This extra σ̂x-term added to the effective Rabi Hamiltonian takes into account
the counterrrotating terms in this representation. Thus, at bare resonance ,
this new Hamiltonian HSW no longer commutes with the parity (2.16) and has
anticrossings as HQR model in the polariton sector.
Finally, in the section 2.5, we have obtained a semianalytical expression
for the energy spectrum in the polariton sector. Here, we have departed from




† − b̂)), where α is a variational parameter which minimizes the
ground state ansatz (2.43) in the polariton sector [the black curves in figure
2.2]. After this we obtain an effective Jaynes-Cummings model:
HeffJC = ωv b̂
†b̂+ ∆̃σ̂+P σ̂
−
P + g̃eff (b̂σ̂
+
P + b̂
†σ̂−P ) + ε̃−
∆̃
2
Thus, we obtain analytical expression for eigenvalues and eigenvectors of the
polariton subspace. These are polaritons composed by a mixture between the
JC light-matter polaritons (2.8) and the phonon excitations.
Chapter 3
The dynamics
In the last chapter, we have already seen the main effective models and analyt-
ical expressions for the energy spectrum. We have also seen some ultrastrong
effects such as the spectrum anticrossings (bare resonance) or the change of
the resonance condition (dressed resonance). Here, we discuss the dynamics of
the Holstein-Quantum-Rabi model (1.35). We are going to divide the chapter
in two parts.
In the first part, we will analyse the Rabi oscillations versus the matter-
phonon coupling λ and its Ultrastrong effects [cf. sections 3.1 and 3.2]. In the
second part of the chapter [cf. section 3.3], we will analyse the influence of the
energy losses in the dynamics.
3.1 Main Rabi frequency and ultrastrong effects
To study the Rabi oscillations, we are going to use the same parameters used
in the last chapter: g = 0.05, ∆ = ωc = 1 (bare resonance), ωv = 0.1 and
λ ∈ [0, 3]. Besides, we are going to start with one photon in the optical
cavity: |ψ(t = 0)〉 = |↓ 1phot 0phon〉.
Using exact diagonalization1 with the Holstein-Quantum-Rabi (1.35), we
calculate the expected value of the number of photons 〈â†â〉 (t) and the number
of excitons 〈σ̂+σ̂−〉 (t) versus time for several values of λ, see figure 3.1. Since
g/ωc = 0.05. In principle, we can do the Rotating Wave Approximation and






P + ωv b̂
†b̂+ ĝ(σ̂+P + σ̂
−
P )(b̂
† + b̂) + ε, where: ĝ = λωv/2
1All the numerical calculations will be done with QuTip, a tool based on Python, spe-
cialised on Quantum mechanics calculations.
54 Chapter 3. The dynamics
(a)
(b)
Figure 3.1: At bare resonance : (a) Rabi oscillations for 〈σ̂+σ̂−〉 (t) (b) Rabi os-
cillations for 〈â†â〉 (t). We have summed a constant [see legend] for each value of λ
in order to visualize each case independently. Parameters: g = 0.05, ∆ = ωc = 1,
ωv = 0.1, λ = 0.0−3.0 and |ψ(t = 0)〉 = |↓ 1phot 0phon〉; the time is in units of 2π/2g.
Recall that the effective Rabi model (2.15) was obtained restricting to
the polaritons |P (1)± 〉 of the Jaynes-Cummings model (1.10), [cf. section 2.1].
Besides, our initial state is |ψ(t = 0)〉 = |↓ 1phot 0phon〉. So, we expect that
the dynamics is restricted to the one excitation subspace, see 2.2 (black lines),
and explained by (2.15).
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Furthermore, this effective Rabi model (2.15) is a resonant Rabi model
since ∆̂ = 2g = ωv for the case g = 0.05 and ωv = 0.1. So, we would expect
complete Rabi oscillations i.e. an oscillation from 0 to 1. In fact, we obtain
a good match between Rabi oscilations of the exact calculation of the HQR
model and the effective Rabi model (2.15) for λ < 2 [cf. figure 3.2]. However,
this does not occur for λ & 2. Thus, we are going to focus on two aspects of
the dynamics in this section: The dependence with λ of the main frequency
of the Rabi oscillations and the incomplete Rabi oscillations for λ & 2.
Figure 3.2: At bare resonance , Rabi oscillations for 〈â†â〉 (t) versus effective Rabi
model (2.15), black curves. Parameters: g = 0.05, ∆ = ωc = 1, ωv = 0.1, λ = 0.0−3.0
and |ψ(t = 0)〉 = |↓ 1phot 0phon〉.
An educated guess is that the dynamics is dominated by the first states of
the spectrum. In section 2.5, we have obtained an analytical approximation for
the first three energy levels (2.52-2.54). These energy levels are proportional
to the light-matter Jaynes-Cummings polaritons |P (1)± 〉 of one photon and
the states of zero and one phonons |0phon〉, |1phon〉. Besides, our initial state
is a cavity photon and zero phonons and matter excitations, |ψ(t = 0)〉 =
|↓ 1phot 0phon〉. Thus, the main Rabi frequency ΩR depends on λ as the energy
difference of the lowest energy levels of the polariton subspace. In other words,
the energy difference between the eigenstates |ε0〉 ∝ |P (1)− , 0phon〉 (2.52) and
|ε1〉 ∝ |P (1)+ , 0phon〉 , |P
(1)
− , 1phon〉 (2.53). Then, the main Rabi frequency is





4g2e−4α2(λ)(1 + 16α2(λ)) + ωv(ωv − 4ge−2α2(λ))
2
(3.1)
where the value of α can be computed solving the transcendental equation
(2.48). The comparison between (3.1) and the main frequency in the exact
calculation [cf. figure 3.1] is drawn in figure 3.3. Apparently, we obtain a good
agreement between the analytical and numerical approach in figure 3.3a. How-
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ever, if we focus on the small Rabi frequencies by plotting the same quantities
in logarithm scale [cf. figure 3.3b], we clearly see that there is a disagreement
when λ & 2.
(a)
(b)
Figure 3.3: At bare resonance : (a) Main Rabi frequency versus the coupling λ.
Analytical expression (3.1) (orange line) and the main frequency obtained using the
Fast Fourier transform (blue dots) of the Rabi oscillations obtained in figure 3.1. We
use the same parameters. (b) The same but in logarithm scale.
How can we explain this disagreement between the analytical and numer-
ical calculus for λ & 2? [cf. figure 3.3b] In the last chapter, we have seen
that the Bloch-Siegert correction δBS is relevant when λ & 2 [cf. figure 2.6] at
bare resonance. This second order correction is an effect of the couterrotating
terms which changes the value of the cavity frequency [cf. section 2.3]. Thus,
the system is really out-of-resonance when the bare values are ωc = ∆.
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Then, we can think that the disagreement of the figure 3.3b is an Ultra-
strong effect. Since, we have to remember that the validity of the equations
(2.52-2.54) is subjected to the bare resonance condition δ = ∆ − ωc = 0; and
this condition is violated when the Bloch-Siegert correction carries the system
to out-of-resonance (∆ 6= ωc− δBS , recall section 2.3). Besides, this correction
and the effective light-matter coupling has a comparable value geff ∼ δBS for
λ & 2, see figure 3.4. Finally, the counterrotating terms are the origin of the
incomplete Rabi oscillations. This incompleteness is the manifestation that
our system is out-of-resonance. In figure 3.4, we have also plotted the differ-
ence between the maximum Pmax and the minimum Pmin of the oscillations
(blue line). So, when Pmax − Pmin = 1, we have complete oscillations and
when Pmax − Pmin < 1 we have incomplete ones. Thus, when λ & 2 and the
counterrotating terms are relevant, we find Pmax − Pmin  1.
Figure 3.4: At bare resonance (using the parameter of figure 3.1): Left axis, com-
parison between the effective light-matter effective coupling and the Bloch-Siegert
correction |δBS | versus λ. Right axis, difference between the minimum and maximum
of the Rabi oscillations versus λ. The inset corresponds to the Rabi oscillations of
the expect number of photons 〈â†â〉 (t) for three different values of λ. The incomplete
Rabi oscillations are apparent.
We can check these effects changing the value of the cavity frequency ωc
imposing the dressed resonance condition (∆ = ωc − δBS(λ)) and using
the equation (2.28). Thus, we have a new value of ωc > 1 for each value of
λ. Recalculating the time evolution of the system and the expected values
〈â†â〉 (t) and 〈σ̂+σ̂−〉 (t), we obtain complete Rabi oscillations, see figure 3.5.
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(a)
(b)
Figure 3.5: At dressed resonance : (a) Rabi oscillations of 〈σ̂+σ̂−〉 (t) (b) Rabi
oscillations of 〈â†â〉 (t). We have summed a constant [see legend] for each value of
λ in order to visualize each case independently. Parameters: g = 0.05, ∆ = 1,
∆ = ωc − δBS(λ, ωc), ωv = 0.1, λ = 0.0− 3.0 and |ψ(t = 0)〉 = |↓ 1phot 0phon〉.
At dressed resonance , we can also recalculate the main Rabi frequency
of the HQR model obtained in figure 3.5 using Fast Fourier transform and
compare it with the analytical value obtained by the equation (3.1). We obtain
a good agreement between them and correct the value of the frequency for
λ & 2, see figure 3.6. Therefore, we have checked that these effects clearly are
Ultrastrong effects.
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(a)
(b)
Figure 3.6: At dressed resonance : (a) Main Rabi frequency versus λ. The analytical
expression (3.1) (orange curve) and the main Rabi frequency of Fast Fourier transform
(blue dots), see figure 3.1 (b) Same plot but in logarithm scale. Parameters: g = 0.05,
∆ = 1, ∆ = ωc − δBS , ωv = 0.1, λ = 0− 3 and |ψ(t = 0)〉 = |↓ 1phot0phon〉.
These effects do not fulfil the rule of thumb g/ωc > 0.1 where we would
expect Ultrastrong effects. The reason is that the effective light-matter cou-
pling2 geff is “dressed” [cf. section 2.3]. This renormalization of the light-
matter coupling depends on the overlaps between the phonon states, i.e. the
Frack-Condon factors. As the effective light-matter coupling depends on the
coupling λ: geff = ge
−λ2/2. This dependence enables that geff(λ) ∼ δBS for
λ & 2 [cf. figure 3.4]. In other words, the effective light-matter couplign geff is
comparable to the pertubation theory correction (δBS).
2Coupling between the main states involved in the Rabi oscillations |↑ 0phot0̃phon〉 and
|↓ 1phot0phon〉.
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3.2 Rabi frequencies
In the last section, we have just seen some Ultrastrong effects and an analytical
expression for the main Rabi frequency. However, the problem is more com-
plex. In figure 3.5, it is shown that for intermediate values of 0.0 . λ . 1.5,
there are many frequencies involved. At bare resonance, we plot the normalized
weight of each Rabi frequency ΩR for each value of λ using the Fast Fourier
transform, see figure 3.7.
(a)
(b)
Figure 3.7: At bare resonance : (a) Colour plot of the Rabi frequencies weights versus
λ. The weights are normalized. (b) The same plot, but in logarithm scale. Parameters:
g = 0.05, ∆ = ωc = 1, ωv = 0.1, λ = 0.0− 3.0 and |ψ(t = 0)〉 = |↓ 1phot 0phon〉.
3.2. Rabi frequencies 61
3.2.1 Numerical analysis
There are two or three Rabi frequences which take a relevant role in the dy-
namics, see figure 3.7a. In order to see the origin of these oscillations, we
express3 〈σ̂+σ̂−〉 (t) in terms of the eigenvalues and eigenvectors of our system








pnm exp [−i(εm − εn)t] (3.3)
where pnm = c
∗
ncm 〈εn|σ̂+σ̂−|εm〉. In particular, as a first approximation, we
can limit ourselfs to the polariton subspace [cf. black energy levels of figure
2.2], if we neglect the light-matter counterrotating terms. Then, we would
expect that the frequencies, given by the exponential of (3.3), correspond to
the energy differences between eigenstates of the polariton subspace. Thus,
we obtain that the two main frequencies are the energy differences ε1 − ε0
and ε2 − ε0 involving the first three eigenstates where ε0, ε1, ... are now the
eigenergies of the polariton subspace, see figure 3.8a.
Two cases are studied: (i) ωv = 2g (ωv = 0.1) and (ii) ωv 6= 2g (ωv =
0.075). In figure 3.8 it is checked that the different Rabi frequencies correspond
to the energy differences of the polariton eigenstates. We have to notice that
in the case ωv = 0.075 (figure 3.8b) there is a gap between the two main
frequencies (ε1− ε0 and ε2− ε0). This is due to the fact that when λ = 0, ε1 <
ε2 [cf. the equations (2.22), |P (1)± 〉 are approximately the Jaynes-Cummings
polaritons of 1 photon]. Qualitatively, in the case ωv 6= 2g, we observe that
the main frequency is ε2 − ε0 for λ . 1.0. Then, for larger values of λ, this
frequency disappears and is substituted by the frequency ε1 − ε0. However,
in the case 2g = ωv, these two frequencies (ε1 − ε0 and ε2 − ε0) have similar
relevance, but it is the frequency ε2 − ε0 which disappears for large values of
the coupling λ, see figure 3.8.
3We can do the same for 〈â†â〉 (t)
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(a)
(b)
Figure 3.8: At bare resonance : (a) Colour plot of the Rabi frequencies weights
versus λ in the case of 2g = ωv (ωv = 0.1). The weights are normalized. The lines
are the energy differences between the energies of the eigenstates of the polariton
subspace [cf. black energy levels of figure 2.2]. (b) The same plot, but in the case
of 2g 6= ωv (ωv = 0.075). Parameters: g = 0.05, ∆ = ωc = 1, λ = 0.0 − 3.0 and
|ψ(t = 0)〉 = |↓ 1phot 0phon〉.
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3.2.2 Analytical analysis
In this section, we are going to obtain analytical approximations for the weights
pnm, see equation (3.3). We are going to do three different approximations to
the problem. The first approximation is to use the effective Rabi model (2.15)
obtained in the last chapter and neglect4 their counterrotaing terms:
H ≈ ∆̂σ̂+P σ̂
−
P + ωv b̂
†b̂+ ĝ(σ̂+P b̂+ σ̂
−
P b̂
†) + ε (3.4)
where ∆̂ = 2g, ĝ = λωv/2 y ε = ωc + ωvλ
2/4 − g. Under the representation
of the Hamiltonian (3.4), the initial state (|ψ(0)〉 = |↓ 1phot 0phon〉) and the













P , and |P
(n)
± 〉 the Jaynes-Cummings polaritons (2.8) in
the case of one photon n = 1 and bare resonance δ = ∆ − ωc = 0. We can
compare the energy spectrum of the model (2.15) with the simplified model
(3.4). As we can see in figure 3.9, the energy level of each model has a very
similar behaviour for λ . 1.
Figure 3.9: At bare resonance , comparison of the effective Rabi model (2.15) with
the counterrotating terms (blue lines) and without the counterrotating terms (black
dotted lines (3.4)). Parameters: g = 0.05, ∆ = ωc = 1 and ωv = 0.075.
So, we can diagonalize the Hamiltonian (3.4) and obtain analytical expres-
sions for the weights p10 and p20. In order to do that we calculate 〈σ̂+σ̂−〉 (t)






[2p10 cos ((ε1 − ε0)t) + 2p20 cos ((ε2 − ε0)t)] (3.6)
4Do not cofuse it with the effective JC model (2.50). This is a different model.
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where the weights p10 and p20 corresponding to the frequencies ε1 − ε0 and


















, δ̂ = ∆̂− ωv = 2g − ωv (3.8)
The second approach consists on diagonalizing the effective Jaynes-Cummings
model (2.50) in order to obtain the weights of p10 and p20. We have to remem-




†−b) and the approximation D(−2α) = e−2α(b†−b) = e−2|α|2e−2αb†e2αb ≈
e−2|α|
2
(1 − 2α(b† − b)). Thus, we have to modify the initial condition (3.5)
taking into account the Polaron transformations:
|ψ̃(0)〉 = D(λ/2 + α)√
2
(|P (1)+ 〉 − |P
(1)
− 〉)⊗ |0phon〉 (3.9)
So, after some algebra using this modified initial condition (3.9) and the eigen-
vectors and eigenenergies (2.52-2.54), we can obtain the new analytical ex-
pressions for p10 and p20. In the end, we only have to do the replacements










where the analytical expression of δ±,n is much more complicated than τ±,0
and it requires to solve a transcendental equation. It can be found in the
appendix I.1. In this appendix, we also discuss some other weights of other
frequencies [cf. appendix I.2]. Finally, the third approach consist on obtaining
the weights p10 and p20 numerically from the effective Rabi model (2.15).
At bare resonance , we compare the three different approaches with the
numerical calculus of the weights p10 and p20 using the HQR model (1.35)
[cf. figure 3.10, continuous curves5]. Thus, we obtain that the best approach
corresponds to the effective Rabi model (2.15) (dashed curves) while the ana-
lytical expressions (3.10) of the effective Jaynes-Cummings model (2.50) give
us more qualitative information.
5The crossing between the weights of the frequencies ε2 − ε0 and ε3 − ε0 are due to the
anticrossing of the energies ε2 and ε3 in the spectrum [cf. figure 2.2]. Recall, we are at bare
resonance
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(a)
(b)
Figure 3.10: At bare resonance : Analytical weights (3.7) (dashed-dotted curves);
numerical weights (continuous curves) from Holstein-Quantum-Rabi (1.35); numeri-
cal weights (dashed curves) from effective Rabi (2.15) and numerical weights (dot-
ted curves) from effective Jaynes-Cummings (2.50) of p20 (red curve) and p10 (black
curve); (a) 2g = ωv (b) 2g 6= ωv (ωv = 0.075). Parameters: g = 0.05, ∆ = 1, ωc = ∆
and |ψ(0)〉 = |↓ 1phot0phon〉.
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Figure 3.11: At dressed resonance (of the HQR model): Analytical weights (3.7)
(dashed-dotted); numerical weights (continuous) from HQR (1.35); numerical weights
(dashed) from (2.15) and analytical weights (dotted) from (2.50) of p20 (red curve)
and p10 (black curve). Parameters: g = 0.05, ∆ = 1, ∆ = ωc − δBS and ωv = 0.075.
Finally, we have to mention that the decrease of the weight p10 for λ & 2,
see figure 3.10, it is due to the loss of the bare resonance condition δ = ∆−
ωc = 0, due to the Bloch-Siegert correction. We can check this recalculating
the weights p10 and p20 of the HQR model, but at dressed resonance (∆ = ωc−
δBS(λ)), see figure 3.11. Thus, the Holstein-Quantum-Rabi (1.35) (continuous
curves) and the effective Rabi (2.15) (dashed curves) weights, numerically
obtained, are almost equal. At dressed resonance , we recover the crossings
instead of anticrossings and the weight p10 increases for λ & 2.
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3.3 Dynamics - Energy losses
To warm up let us discuss matter losses in the Holstein model eq. (1.26). Con-
sidering only matter losses with a initial state ρ(t = 0) = |↑ 0̃phon〉 〈↑ 0̃phon|
and neglecting the transitions |↓ nphon〉 → |↑ k̃phon〉 and |↓ kphon〉 → |↑ ñphon〉
in our master equation, see appendix J.1.1 for details. We find:








where ωñm = (∆ + ñωv) −mωv and Γñ→k = | 〈k|ñ〉 |2 = |Dkñ(−λ)|2 are the
weights of the transitions |↑ ñphon〉 → |↓ kphon〉. The Dm̃n(α) = 〈m̃|n〉 =
〈m|eα(b̂−b̂)|n〉 are Franck-Condon factors [cf. appendix E] which renormalize
as a function of λ the transitions. Thus, the exponential decay given by the




ωñmΓñ→m(λ) when: ñ = 0 (3.12)
This factor is a sum over all the transitions, which fulfill ωñm > 0, weighted
by the Franck-Condon factors Γñ→m. This equation (3.12) gives a very good
match with the numerical calculus, see figure see figure J.1 of appendix J.1.1.
Furthermore, it can be shown that limωv→0+ γñ(λ, ωv) = 1 [cf. appendix J.1.2].
In other words, the renormalization disappears for a continuum of frequencies
of vibration.
Once, we have understood the case of the Holstein model (1.26). We
are going to study the case of small matter losses in the Holstein-Quantum-
Rabi model (1.35). Using as parameters: ωv = 0.1, ∆ = ωc = 1.0 (bare
resonance), λ = 0.0 − 4.0, g = 0.05 and an initial state of one photon in
the cavity ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|, we numerically compute6
〈â†â〉 (t) in the case of γmatter = 0.0 (black curves) and with a few losses
γmatter = 1.0× 10−4 (γphot = γphon = 0 in both cases), see figure 3.12.
6We can do the same with matter excitations 〈σ̂+σ̂−〉 (t)
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Figure 3.12: At bare resonance , time evolution of the expected value of the number
photons 〈â†â〉 (t), the black curves are without energy losses, the other colours with
γmatter = 1.0 × 10−4. Parameters: ωv = 0.1, ∆ = ωc = 1.0, g = 0.05, λ = 0.0 − 3.0
and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
Calculating the quotient between the Rabi oscillations with and without
losses [cf. figure J.4 of the appendix J.2.1], we numerically obtain the decay
of the Rabi oscillations, fitting the decay to an exponential. We notice that
this decay coincides with the one obtained by a Holstein model (1.26) with an
initial state |ψ(t = 0)〉 = |↑ 0̃phon〉, see figure 3.13 to compare the analytical
versus numerical. The only difference is a factor 1/2. Thus, the exponential










Qualitatively, the system only losses energy when the molecule is in the exited
electronic state. At that time, we have found that the system has the same
exponential decay (3.13) as it would have within the Holstein model (1.26).
However, we have a series of Rabi oscillations and in average the molecule is
excited only half of the time. As the only loss channel is the matter one, this
would explain the factor 1/2 in equation (3.13).
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(a)
(b)
Figure 3.13: Analytical decay (3.13) versus numerical one as a function of λ in
logarithmic scale. Parameters: ωv = 0.1, g = 0.05, ∆ = 1.0 and ρ(t = 0) =
|↓ 1phot 0phon〉 〈↓ 1phot 0phon|. (a) bare resonance (ωc = ∆), (b) dressed res-
onance (∆ = ωc − δBS).
Using the analytical decay (3.13), we obtain a good match with the numer-
ical decay for λ < 2.5, see figure 3.13a (bare resonance). Nevertheless, there is
a discrepancy for λ > 2.5. We have seen that this region is where the system
is out-of-resonance due to the courterrotating terms. At dressed resonance
(∆ = ωc−δBS), [cf. section 2.3, equation (2.28)] , we recover the simple decay
dependence given by (3.13), see figure 3.13b.
Let us analyze the Lindblad spectrum in order to see the transitions which
play a role in the dynamics. Vectorizing the Lindbladian, we can get its left-
eigenvectors ρ
(j)
l and right-eigenvectors ρ
(j)
r with an eigenvalue λ(j). Thus, the












where: pj = 〈ρ(j)l |ρ(0)〉Tr[ρ
(j)
r Ô]
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Consider the dynamics for Ô = 〈â†â〉, using as parameters ωv = 0.1,
g = 0.05 (2g = ωv), λ = 1.0, ∆ = 1, ∆ = ωc − δBS(λ) (dressed resonance),
γmatter = 1.0× 10−3 and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|, we obtain
the most relevant eigenvectors classified by their weight pj , see table 3.1.
j pj/
∑
j |pj | λ(j)
1 2.21× 10−1 −4.71× 10−4
2 1.92× 10−1 −4.25× 10−4
3 1.65× 10−1 −4.48× 10−4 + 5.14× 10−2i
3∗ 1.65× 10−1 −4.48× 10−4 − 5.14× 10−2i
Table 3.1: The most relevant Lindblad eigenvectors in the dynamics of 〈a†a〉 (t).
Parameters: ωv = 0.1, g = 0.05 (2g = ωv), λ = 1.0, ∆ = 1, ∆ = ωc − δBS(λ)
(dressed resonance) and |ψ(t = 0)〉 = |↓ 1phot 0phon〉.
There are two eigenvectors (1 and 2) which are the responsible for the
long term decay of the number of photons. Besides, we have a pair of complex
conjugate eigenvectors (3 and 3∗) responsible of the most relevant Rabi fre-
quency. These have a real part of the same order as the eigenvectors 1 and 2.
Thus, the Rabi oscillations disappear at the same rate. These four Lindblad
eigenstates capture the dynamics of our system. In figure (3.14), we compare
the dynamics of only four eigenstates (black) with the total Lindblad spectrum
(red).
Figure 3.14: Time evolution of the expected value of the number of photons 〈â†â〉 (t),
complete time evolution (red curve) and time evolution with the four Lindblad eigen-
vectors of the table 3.1 (black curve). Parameters: γmatter = 1.0 × 10−3, ωv = 0.1,
g = 0.05 (2g = ωv), λ = 1.0, ∆ = 1, ∆ = ωc − δBS(λ) (dressed resonance) and
ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
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Which transitions between states are mediated by these Lindblad eigen-
states? In order to do that task, we compute the weight pj for the projectors
7
|εn〉 〈εn| and |↓ 0photmphon〉 〈↓ 0photmphon|. Thus, one of the biggest contribu-
tion comes from the Lindblad eigenstate 1. We obtain a weight pj > 0 for the
projector |ε0〉 〈ε0| (i.e. losses population in that states), while the projectors
|↓ 0photmphon〉 〈↓ 0photmphon| have weights pj < 0, gainning population. An
equivalent reasoning can be done with the Lindblad eigenvector 2 [cf. table
J.2, appendix J.2.2]. Thus, we obtain several transitions between de polariton
and ground state subspaces, cf. figure 3.15.
Figure 3.15: Transitions between basis states mediated by the Lindblad eigenstates 1
and 2.
These transitions explain the increase in the number of phonons8 〈b̂†b̂〉 (t)
in the dynamics, see figure J.7 and table J.3. We also compute the weights pj of
other basis states in order to obtain the transitions mediated by the Lindblad
eigenstates 3 and 3∗ responsible of the Rabi oscillations. In particular, we find
that these eigenstates exchange energy between these states [red highlighted,
cf. figure 3.16]:
|↑ 0phot 0̃〉 (pj = −2.07× 10−1)
|↑ 0phot 1̃〉 (pj = −6.61× 10−2)
|↓ 1phot 1〉 (pj = −5.38× 10−2)
←→ 3
3∗
←→ |↓ 1phot 0〉
(pj = 1.98× 10−1)
7The states |εn〉 are the eigenstates of the HQR in the polariton subspace
8Number of phonons in the representation of the Hamiltonian (2.2) after applying the
Polaron transformation U
(0)
P (2.1) which diagonalizes the Holstein Hamiltonian (1.26).
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Figure 3.16: Transitions between basis states mediated by the Lindblad eigenstates 3
and 3∗.
To sum up, the matter losses are responsible of the decay of the number of
photons due to transitions between the polariton {|εn〉} and the ground state
subspaces {|↓ 0phot nphon〉} (see transitions of Lindblad eigenstates 1 and 2).
Besides, it produces the decay of the Rabi oscillations given by 3 and 3∗.
Using the same parameters, we study the dynamics with photon losses
γphot = 10
−4 and γmatter = γphot = 0. We obtain the decay for different λ
′s
calculating the quotient between the dynamics with and without photon losses
[cf. figures J.9 of appendix J.3 for details]. Then, we have plotted this quotient
in logarithmic scale and we get a straight line characteristic of an exponential
decay, see figure 3.17. Thus, we have obtained that the exponential decay
γ(λ) of 〈â†â〉 (t) corresponds to γ ≈ γphot/2, as we can see in figure 3.17.
So, there is no renormalization of the decay with the coupling λ. The only
renormalization corresponds to the same factor 1/2 which we obtained when
we considered only matter losses. Therefore, we conclude that the exponential
decay of 〈â†â〉 (t) and 〈σ̂+σ̂−〉 (t) including both matter and photon losses




(γphot + γmatterγ0̃(λ)) (3.15)
where γ0̃(λ) is (3.12).
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Figure 3.17: Quotient between the 〈a†a〉 (t) with and without photon losses. The
black dashed is the exponential ∝ exp[−γmattt/2]. Parameters: γphot = 10−4, ωv =
0.1, g = 0.05, ∆ = 1, ∆ = ωc − δBS(λ) (dressed resonance) and ρ(t = 0) =
|↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
We also study the effect of the phonon losses in the system. Keeping the
system at dressed resonance (∆ = ωc−δBS(λ)), we impose the energy losses
γphot = γmatter = 0 and γphon = 5 × 10−2 to study the phonon losses in the
dynamics. The other parameters: ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|,
ωv = 0.1, g = 0.05 and λ = 1.0. We have chosen these losses because they
present interesting features in the dynamics.
On the one hand, if we calculate the Lindblad eigenstates of the number
of photons 〈â†â〉 (t), we find three important ones [cf. table J.4 of appendix
J.4.1 for details]. The stationary eigenstate 1 with λ(j) ≈ 0 and two complex
conjugate 2 and 2∗ with λ(j) = −1.52× 10−3± 5.14× 10−2i responsible of the
Rabi oscillations. On the other hand, if we obtain the Lindblad eigenstates
for the number of phonons 〈b̂†b̂〉 (t) (in the representation of the Hamiltonian
(2.2)), we get two eigenstates 1 and 3 with λ(j) < 0 responsible of the decay
of the number of phonons. Also, we obtain two complex conjugate Lindblad
eigenvectors 2 and 2∗ responsible of the oscillation in the number of phonons.
See the figure J.12, the tables J.4-J.5 and the appedix J.4.1 for more details.
Again, we obtain the transitions mediated by the Lindblad eigenstates 1
and 3, see figure 3.18. In other words the effect of the phonon losses over the
system is to decay the system to the ground state of the polariton subspace
|ε0〉. We can check this plotting the stationary number of photons, phonons
and matter excitations obtained numerically versus the same excitations of
the |ε0〉 for several values of λ, see figures J.12-J.13 of appendix J.4.1 for more
details.
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Figure 3.18: Transitions between basis states mediated by the Lindblad eigenstates 1
and 3.
Hereafter, we study the dynamics with the combination of the matter and
phonon losses γmatter = 10
−3, γphon = 5 × 10−2 with γmatter  γphon. An
interesting case with two decay regimes as we can see in the expected value of
the 〈â†â〉 (t), see figure 3.19. The other parameters used are the same as in the
previous case. In other cases, such as γmatter ∼ γphon or γmatter  γphon, we
do not appreciate relevant changes in the dynamics with respect to the case
of the figure 3.14 (if we add photon losses, they only change the long term
decay).
First, we analyze the most important Lindblad eigenstates for the time
evolution of the 〈â†â〉 (t), see table J.7 of appendix J.4.2 for details. We find
an eigenstate 1 with an eigenvalue λ(j) = −4.71 × 10−4 responsible of the
decay in the long term dynamics and a pair of complex conjugate 2 and 2∗
with λ(j) = −1.97 × 10−3 ± 5.14 × 10−4i responsible of the Rabi oscillations.
Besides, the decay of 2 and 2∗ (real part of λ(j)) is bigger and they produce
the fading of the Rabi oscillations in the short term dynamics. We have also
checked that these three Lindblad eigenstates reproduce all the dynamics, see
figure 3.19, black curve.
We get the transitions mediated by the Lindblad eigenvector 1 calculat-
ing the weights pj of the Lindblad spectrum for the expected values of some
projectors. In particular, the eigenstates |εn〉 〈εn| of the polariton subspace
and the states |↓ 0photnphon〉 〈↓ 0photnphon|. Also, we have found two impor-
tant Lindblad eigenstates 2 and 3 for the projectors |εn〉 〈εn| and |↓ 0photnphon〉
〈↓ 0photnphon|, see table J.8 of appendix J.4.2 for more details. Thus, we found
transtions between the polariton and ground state subpaces mediated by these
Lindblad eigenstates, see figure 3.20.
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Figure 3.19: Time evolution of 〈â†â〉 (t), the complete time evolution (red curve) and
the time evolution with the three Lindblad eigenvectors, cf. (3.14) (black curve).
Parameters: γphon = 5 × 10−2, γphot = 0, γmatter = 10−3, λ = 1, ωv = 0.1, g =
0.05 (2g = ωv) , ∆ = 1, ∆ = ωc − δBS(λ) (dressed resonance) and ρ(t = 0) =
|↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
Figure 3.20: Transitions between basis states mediated by the Lindblad eigenstates
1, 2 and 3.
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We can understand better the dynamics, if we plot the time evolution of
〈|εn〉 〈εn|〉 (t), n = 0, 1, 2 and 3, see figure 3.22. We have distinguished three
cases: (a) only matter losses (dotted curves), in this case the all the eigenstates
suffer a decay, (b) only phonon losses (dashed curves), here the eigenstates |εn〉
with n > 0 suffer a decay which populates the ground state |ε0〉 and (c) the case
which combines the matter and phonon losses (continuous curves). In this last
case, we can see a competition between the phonon and matter losses. First,
as γmatter  γphon, the excited eigenstates |εn〉 with n > 0 rapidly decay and
populate the ground state of the polariton sector, see the peak in the curve
of |ε0〉. Then, for long term dynamics, the matter losses dominate and all the
eigenstates decay.
Thus, the phonon losses are responsible to decay the system from the
eigenstates |εn〉 with n > 0 to the ground state |ε0〉. Also, they produce an
increase in the real part of the eigenvalues λ(j) of the Lindblad eigenstates
2 and 2∗ producing the extinction of the Rabi oscillations. These Lindblad
eigenstates are only responsible of the Rabi oscillations [cf. appendix J.4.2,
figures J.16 for more details] and produce an exchange of energy between the
states:
|↑ 0phot0̃〉 (pj = −1.85× 10−1)
|↑ 0phot1̃〉 (pj = −4.94× 10−2)




(pj = 1.63× 10−1)
Figure 3.21: Transitions between basis states mediated by the Lindblad eigenstates 2
and 2∗.
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Figure 3.22: Time evolution of the projectors over the eigenstates of the polari-
ton subspace 〈|εn〉 〈εn|〉, with n = 0, 1, 2 and 3. Three cases: γmatter = 10−3,
γphon = 5.0 × 10−2 (continuous curves), γmatter = 10−3, γphon = 0 (dotted curves)
and γmatter = 0, γphon = 5.0 × 10−2 (dashed curves). Parameters: γphot = 0,
ωv = 0.1, g = 0.05 (2g = ωv) , ∆ = 1, ∆ = ωc − δBS(λ) (dressed resonance)
and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
In summary, we have found that the decay produced by γmatter is renor-
malized by the Franck-Condon factors (cf. equation 3.13). Also, it produces
transitions from the subspace |εn〉 to the |↓ 0photnphon〉. Then the photon
losses produce an exponential decay ≈ γphot/2. Finally, the phonon losses
do not produce a change in the long term decay of 〈â†â〉 (t) (or 〈σ̂+σ̂−〉 (t)).
They extinguish Rabi oscillations (weak coupling) and decay the system to
the ground state |ε0〉 of the polariton subspace.
So, in the case of γmatter  γphot, γphon, the matter-phonon coupling λ is
resposible for modifying the conditions of strong coupling. Since, the decay is
modified with λ [cf. equation 3.13]. Thus, we can obtain the critical matter
losses γc for which a bigger value is weak coupling regime and a smaller one
the strong coupling regime:
ΩR(λ)
γmatterγ0̃(λ)/2




where ΩR(λ) = ε1 − ε0 is the main Rabi frequency (3.1). In figure 3.23,
we have plotted the boundary between weak and strong coupling, analytical
versus numerical. Thus, as the coupling λ increase, smaller losses are required
to reach the strong coupling regime.
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Figure 3.23: γc(λ) the red area corresponds to strong coupling and the grey one
to the weak coupling regime. The blue curve corresponds to the numerical calculus
and the red dash line to the analytical expression (3.16). Parameters: ωv = 0.1,
g = 0.05 (2g = ωv), λ = 1.0, ∆ = 1, ∆ = ωc − δBS(λ) (dressed resonance),
γphot = γphon = 0, and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
Chapter 4
Noise Spectrum
In the last chapters, we have studied the energy spectrum and the dynamics
of the Holstein-Quantum-Rabi model. In this chapter, we will study its noise
spectrum S(ω).
4.1 Linear Response theory and S(ω)
Our system of interest is described by a Hamiltonian H0. The system is
proven through an external perturbation or driving, εf(t)Â. Thus, the total
Hamiltonian is:
H = H0 + εf(t)Â (4.1)
The objective of this chapter is the study of the noise spectrum S(ω). This is
the Fourier transform of the correlation function SBA(t) of an operator B̂ and
an external driving Â:
SBA(t) = 〈B̂(t)Â〉 − 〈B̂〉 〈Â〉 (4.2)






Besides the two point correlation SBA(t) will be computed under the assump-
tion that the perturbation is small enough (ε  1), so linear response theory
can be used (see, for example, chapter 3 of [7]). The full dynamics including
both dissipation and decoherence is splitted in two terms:
ρ̇(t) = L0ρ(t) + εf(t)L1ρ(t) (4.4)
where L0 is the Lindbladian superoperator [cf. equations 1.63 and 1.64]:
L0[ · ] = −i[H0, · ] +D[ · ] (4.5)










k(ω)Âk(ω), · }) and the
linear superoperator L1 is the perturbation:
L1[ · ] = −i[Â, · ] (4.6)
80 Chapter 4. Noise Spectrum
We write the solution as:
ρ = ρ0 + ερ1(t) (4.7)
with ρ̇0 = 0 and L0ρ0 = 0 (stationary solution without driving). Discarding
o(ε2) terms:






This formalism is particularly useful for calculating observable variations.
Consider any observable B̂ [cf. equation (4.7)]:
∆B(t) = 〈B̂〉ρ(t) − 〈B̂〉0 = εTr[Bρ1(t)] (4.10)







Defining the response function RBA(t):
RBA(t) = θ(t)Tr[B̂e
tL0L1ρ0] (4.12)





Therefore, the response ∆B(t) of the system is the convolution of the response
function RBA(t) and the perturbation f(t). If the perturbation is a delta
function f(t) = δ(t− t0), we obtain:
∆B(t) = εRBA(t− t0) (4.14)
Thus, we can interpret the response function εRBA as the Green function of
the problem. In other words, it is the value of the response at time t when the
system is excited at time t0. Using the Fourier transform of (4.13), we obtain
that:
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The Fourier transform of the response function χBA(ω) is known as the gener-
alized susceptibility. However, our objective is to calculate the noise spectrum






where1 β = 1/kBT . Here, we restrict to the case of zero temperature T = 0:
S(ω) = 2Im(χBA(ω)) (4.19)
In order to calculate χBA(ω), we are going to suppose that the perturbation
L1 has been acting since t = −∞ and then it is disconnected at t = 0. Thus,
we have that fr(t) ≡ f(t) = θ(−t). Substituting it into the equation (4.13),




where ∆Br(t) is the response when f(t) = θ(−t). Using the equations (4.20),

















Using equation (4.8) and neglecting the second order terms in ε2, ρ1(0) reads:
L0ρ1(0) = −L1ρ0 → ρ1(0) = −L−10 L1ρ0 (4.22)
In the L0 basis, we have L1ρ0 =
∑
α aαρ












with −iωα and ρ(α) respectively the L0-eigenvalues and L0-eigenvectors. As















1Where kB is the Blotzman constant and T the temperature.
2Where |ρ〉 is the “vectorized” density matrix ρ.
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4.2 Holstein-Quantum-Rabi
Let’s apply this general theory to the main model discussed in this thesis, the
HQR model, equation (1.35). We are going to calculate the noise spectrum
S(ω). In particular, the Fourier transform of the correlation function an op-
erator B̂ = â+ â† porportional to the electric field with the system submitted
to a perturbation or external driving of the same type i.e. Â = â + â†. We
calculate this quantity S(ω) due to its interest in the experimental research
(cf. [99] for more details).
4.2.1 Ultrastrong effects in the noise spectrum
First, we are going to calculate numerically the noise spectrum S(ω) versus the
matter-phonon coupling λ and both matter and light losses γmatter and γphot
respectively (we will assume good cavities, with γphon = 0). S(ω) will give us
the transitions from the eigenstates |εn〉 of the HQR (1.35) in the polariton
subspace to the eigenstates |En〉 ≈ |↓ 0photnphon〉 of the ground state subspace,
see figure 4.1.
Figure 4.1: Scheme of the energy spectrum of the HQR model (1.35) versus the
coupling λ. The black energy levels (|εn〉) are the energy levels of the polariton
subspace of the Rabi model and the red ones (|En〉 = |↓ 0photnphon〉) the subspace of
the ground state of the Rabi model (|gs〉Rabi ≈ |↓ 0phot〉). The vertical blue arrows
indicate the transitions |εn〉 → |E0〉.
The Lindblad eigenvalues λ(α) = −iωα have an imaginary part Im(λ(α)) re-
sponsible of the oscillations and a real part Re(λ(α)) responsible of the decay of
the expected values of the observables, recall the equation (3.14). So, Im(λ(α))
fixes the position of the peaks and Re(λ(α)) the width of the peaks of S(ω), see
the last equation (4.25). Using as parameters λ = 0.25, ∆ = ωc = 1.0 (bare
resonance), γphon = 0.0, ωv = 0.1 and ρ0 = |↓ 0phot0phon〉 〈↓ 0phot0phon|, we
have calculated the noise spectrum S(ω) for the HQR model, see figure 4.2.
We can see that the different allowed transitions cannot be resolved when the
energy losses increase the width of the peaks.
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Figure 4.2: Noise spectrum for different values of energy losses: γmatter = γphot =
2.5 × 10−4 (blue) and γmatter = γphot = 2.5 × 10−2 (orange). The vertical lines
indicate the transitions between the polariton and ground state subspaces of the
energy spectrum |εn〉 → |E0〉. Parameters: ∆ = ωc = 1.0 (bare resonance), λ =
0.25, γphon = 0.0, ωv = 0.1 and ρ0 = |↓ 0phot0phon〉 〈↓ 0phot0phon|.
We are going to study the effect of the counterrotating terms on the noise
spectrum S(ω). Thus, we can compare the noise spectrum S(ω) of the HQR
model [cf. eq. (1.35)] with the same model after the RWA the Holstein-
Quantum-Jaynes-Cummings (HQJC), the Hamiltonian HHJC , recall equation
(2.6).
Figure 4.3: Noise spectrum S(ω) comparison between the HQR (bare reso-
nance ,black curve) [cf. eq. (1.35)], the HQJC (bare resonance , red curve) [cf.
eq. (2.6)] and the Dressed HQJC (dashed blue) [cf. eq. (4.26)]. Parameters:
∆ = 1.0, λ = 3.0, γmatter = γphot = 2.5 × 10−4, γphon = 0.0, ωv = 0.1 and
ρ0 = |↓ 0phot0phon〉 〈↓ 0phot0phon|.
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On the one hand, we do not appreciate changes until λ & 2 where the
bare resonance condition ωc = ∆ = 1 is violated. For example, the case of
λ = 3.0 and γmatter = γphot = 2.5×10−4 changes the position of the peaks and
their height, see black and red curves of the figure 4.3. These peaks correspond
to the transitions |ε0〉 → |↓ 0phot0phon〉 and |ε1〉 → |↓ 0phot0phon〉.
On the other hand, we can study the case of higher losses, γmatter = γphot =
2.5× 10−2. In this case, the two peaks obtained in figure 4.3 coalesce into one
peak. At bare resonance , the difference between the HQR and HQJC lies
in the form of the peak. The HQR model (black curve) gives an asymmetrical
peak while is computed with the HQJC model (red curve) is symmetric, see
figures 4.4a and 4.4b for the cases λ = 3.0 and 3.5. This change of the form is
only appreciated for high values of the coupling λ & 2.
(a)
(b)
Figure 4.4: Noise spectrum S(ω) comparison between the HQR (bare resonance ,
black curve) [cf. eq. (1.35)], the HQJC (bare resonance , red curve) [cf. eq. (2.6)]
and the Dressed HQJC (dashed blue) [cf. eq. (4.26)] (a) λ = 3.0 (b) λ = 3.5.
Parameters: ∆ = 1.0, γmatter = γphot = 2.5 × 10−2, γphon = 0.0, ωv = 0.1 and
ρ0 = |↓ 0phot0phon〉 〈↓ 0phot0phon|.
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We know that the position of the peaks depend on the energy differences
between the polariton and ground state subspaces of the HQR energyspec-
trum [cf. figure 4.1]. Besides, as we have already anticipated in section 2.3,
the counterrotating terms also produce a Bloch-Siegert shift in the phonon
frequency (ωv− δBS/2) in the gound state subspace {|↓ 0phot mphon〉} [cf. ap-
pendix F for more details]. Therefore, we also have to take into account this
shift.
Thus, we can dress Holstein-Quantum-Jaynes-Cummings in order to in-
clude these shifts in the energies produced by the counterrotating terms. In
this way, we can obtain a Jaynes-Cummings-like model, equivalent to HQR
model at bare resonance, which can describe the noise spectrum. In oder to
do that task we have to take into account:
 First, we add a shift3 δBS/2 to ∆ and ωc. In other words:
– ∆→ ∆ + δBS(ωc, λ)/2 ≡ ∆̃
– ωc → ωc + δBS(ωc, λ)/2 ≡ ω̃c
This simulates the shift −δBS/2 over the ground state subspace
{|↓ 0phot mphon〉}.
 Second, in order to simulate that the system is out-of-resonance ∆−ωc =
−δBS(ωc, λ), we add to ω̃c the shift −δBS(ω̃c, ∆̃, λ): ω̃c − δBS(ω̃c, ∆̃, λ).
This procedure is necessary for each value of λ.
Thus, our dressed Hamiltonian is:
HdressHJC =(ω̃c − δBS(ω̃c, ∆̃, λ))â†â+ ∆̃σ̂+σ̂− + g(â†σ̂− + âσ̂+)
+ ωv(b̂
†b̂+ λσ̂+σ̂−(b̂† + b̂+ λ))
(4.26)
We call this model the Dressed Holstein-Quantum-Jaynes-Cummings
model (Dressed HQJC). Thus, with a renormalized parameters, we have ob-
tained a Jaynes-Cummings-like model which replicates not only the dynamics,
but also the noise spectrum S(ω) of the HQR model, see blue dashed curves
of figures 4.3 and 4.4.
In short, recall that the effective Rabi model (2.15) is the HQJC model in
the polariton sector. Therefore, the Dressed HQJC is equivalent to include the
Bloch-Siegert shift in the effective Rabi model in oder to simulate the effect of
the counterrotating terms.
3We impose mphon = 0 and study the case of bare resonance ωc = ∆ = 1.
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Afterwards, we study the case of λ = 3.0 for different values of the energy
losses γmatter and γphot, see figure 4.5. The continuous curves are the HQR
model and the black dashed curve the HQJC model for γmatter = γphot =
2.5 × 10−2. Comparing this last case (γmatter = γphot = 2.5 × 10−2), we see
the form asymmetry of the curve. Moreover, we can see how the two original
peaks coalesce each other when we increase the energy losses, as we expected.
Finally, in the inset of the figure 4.5, we have plotted the quotient PM/Pm
between the value of the biggest PM and the second biggest peak Pm for the
case of low energy losses (γmatter = γphot = 2.5× 10−4) versus the coupling λ.
Thus, when PM/Pm = 1 the two peaks have the same height, in other case not.
At bare resonance, we have compared the HQR (blue curve) and the HQJC
(orange curve). As we expected, the case of the HQJC is almost symmetrical
(PM/Pm ≈ 1) and the case of the HQR not (PM/Pm > 1). In particular,
this is especially clear for the cases with λ > 2, as we have already seen in
figure 4.2. Thus, the counterrotating terms are responsible of the change in
the height and position of the peaks for small losses and the asymmetry of the
peaks from for high losses.
Figure 4.5: At bare resonance , noise spectrum S(ω) of the HQR model [cf. eq.
(1.35)] for different values of the energy losses γmatter = γphot. The black dashed
curve corresponds to γmatter = γphot = 2.5×10−2 for the HQJC [cf. eq. (2.6)]. Inset:
the quotient of the two biggest peaks of S(ω) versus the coupling λ for the HQR
and the HQJC (γmatter = γphot = 2.5 × 10−4). Parameters: ωc = ∆ = 1, g = 0.05,
ωv = 0.1, λ = 3.0, γphon = 0.0 and ρ0 = |↓ 0phot0phon〉 〈↓ 0phot0phon|.
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4.2.2 Analytical approach
We can also obtain some extra information calculating approximatelly the
noise spectrum S(ω). In order to do that task, we will follow the method
of calculation exposed in the section 4.1 and use some extra approximations.
Thus, we will restrict the calculus to the first three energy levels of the po-
larition subspace (|ε0〉, |ε1〉 and |ε2〉, see figure 4.1, black curves) and the first
energy level of the ground state subspace (|E0〉, see figure 4.1, red curves).
Taking into account all these considerations, we arrive to the following expres-





2ω| 〈εj |(â† + â)|E0〉 |2γj
(ω − ωj)2 + (ωjγj)2
+
2ω| 〈εj |(â† + â)|E0〉 |2γj
(ω + ωj)2 + (ωjγj)2
)
(4.27)
where ωj = εj−E0 are the energy differences of the transitions (imaginary part
of Lindblad eigenvalues) and γj are the energy losses (real part of Lindblad




(γmatt| 〈εj |(σ̂+ + σ̂−)|E0〉 |2 + γphot| 〈εj |(â† + â)|E0〉 |2) (4.28)
So, as we can see in figure 4.6, the analytical expression (4.27) gives us a good
approximation of the noise spectrum S(ω) at a qualitative level. Futhermore,
we can define two new analytical expressions (4.29) and (4.31). First, we






2ω| 〈εj |(â† + â)|E0〉 |2γ
(ω − ωj)2 + (ωjγ)2
+
2ω| 〈εj |(â† + â)|E0〉 |2γ






(γmatt + γphot) (4.30)
Furthermore, removing all the Franck-Condon renormalization a simple for-






(ω − ωj)2 + (ωjγ)2
+
2ωγ
(ω + ωj)2 + (ωjγ)2
)
(4.31)
Comparing these expressions (4.29-4.31) with the original one (4.27), we can
understand both peak width and height. On the one hand, in the case of low
energy losses (γmatter = γphot = 2.5×10−4, see figure 4.7), the renormalization
of losses γj due to the Franck-Condon factors [cf. equation (4.28)], absent
S(1)(ω), give us the difference in the peak width. Then, removing all the
Franck-Condon renormalization, as in S(0)(ω), it leads to symmetric peaks.
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(a)
(b)
Figure 4.6: At bare resonance , noise spectrum S(ω) for different values of λ (a)
numerical case and (b) analytical case using the equation (4.27). Parameters: ∆ =
ωc = 1.0, ωv = 0.1, λ = 0.0 − 3.5, γmatter = γphot = 2.5 × 10−2, γphon = 0.0 and
ρ0 = |↓ 0phot0phon〉 〈↓ 0phot0phon|.
On the other hand, in the case of high losses (γmatter = γphot = 2.5×10−2,
see figure 4.8), we see that, the Franck-Condon factors are responsible for the
asymmetries of both form and height of the peaks in the noise spectrum S(ω).
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Figure 4.7: At bare resonance , analytical calculus of the noise spectrum S(ω)
for λ = 3.0, we distinguish 3 equations (4.27), (4.29) and (4.31). Parameters:
∆ = ωc = 1.0, ωv = 0.1, γmatter = γphot = 2.5 × 10−4, γphon = 0.0 and
ρ0 = |↓ 0phot0phon〉 〈↓ 0phot0phon|.
Figure 4.8: At bare resonance , analytical calculus of the noise spectrum S(ω)
for λ = 3.0, we distinguish 3 equations (4.27), (4.29) and (4.31). Parameters:
∆ = ωc = 1.0, ωv = 0.1, γmatter = γphot = 2.5 × 10−2, γphon = 0.0 and




We have already studied the energy spectrum, the dynamics of the system and
the noise spectrum S(ω) of a molecule placed in a cavity. In this last chapter,
we are going to study a different setup. We will couple the molecule to a
waveguide. The aim will be to study the influence of the matter-vibrational
coupling in the localized states formed in the waveguide setup.
5.1 Introduction
The recent advances in atom nanophotonics integration [37, 100, 101] have in-
creased the interest in this field in the last years. The typical system consists of
an emitter, for instance an atom, coupled to the modes of an electromagnetic
field of a photonic media such as photonic crystals, quantum dots, nanophop-
tonic waveguides or other photonic nanostructures. Thus, the interaction of
a quantum system with discrete energy levels with these photonic media with
bounded dispersion relations ω(k) produces the appearance of localized states.
These states, known as bound states, consist on a localized photon cloud sur-
rounding the emitter [102].
All these developments have inspired many theoretical studies of long-range
atom interaction [8, 103, 104], the scattering of photons with the emitter [105]
or the study of the emitter spontaneous decay in waveguide-QED [106]. Here,
we are going to coupled a molecule (two-level system) to the central site of
a chain of bosonic sites coupled with each other to first neighbours (tight-
binding model), see figure 5.1. This models a set of coupled cavities (either
because they are the real photonic system to consider, or because we study a
discretized waveguide). As we have said, we will consider that the molecule
has a vibrational mode and we will study the influence of the matter-phonon
coupling λ in the bound states of the system.
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Figure 5.1: Schematic figure of a discretized waveguide where a two-level system is
coupled to the central site. J is the coupling between the waveguide sites to first
neighbours (tight-binding, cosine dispersion relation ω(k)) and g the light-matter cou-
pling.
We are going to divide this chapter in two main sections. The first one
[section 5.2] will deal with the coupling a two-level system to the central site,
using a Jaynes-Cummings coupling. In the second one [section 5.3], we will
add the Holstein coupling to a phonon mode, as we did with the Rabi model
(1.2) in the previous chapters. We will not take into account the influence
of the counterrotating terms, as in this extended setup the molecule-photon
coupling is usually small.
5.2 Jaynes-Cumming model
As we have already said, we are going to study in this section the energy
spectrum of a two-level system (with excitation energy ∆) coupled to a series
of 2N + 1 electromagnetic cavities (from the n = −N to the n = N), coupled
with a nearest neighbour coupling J . The coupling between the photons in
the central cavity (n = 0) and the two-level system will be as in the Jaynes-
















However, before we study the coupled system, let us consider the isolated
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where we are going to assume aN+1 = a−N (periodic boudary conditions). We

























n = (2N + 1)δkk′ (5.4)













So, the eigenstates of this system are the photons with momentum k, |ψk〉 =
|0...1k...0〉 ≡ |1k〉. The discretization imposes momentums from k = −2πN2N+1 to
k = 2πN2N+1 . Besides, their eigenenergies are circumscribed to the energy band
between ωc − 2J and ωc + 2J . These are known as propagating states.
Now, we consider the molecule-waveguide system (5.1) case. Changing














We can express their one-particle sector eigenstates in the basis {|↑ 0k〉 ,
|↓ 1k〉}, where |↑↓〉 means the excited or ground state of the two-level sys-
tem. In this basis, any eigenstate of energy En in the one-particle sector can
be expressed as:
|ψn〉 = ce |↑ 0k〉+
N∑
k=−N
ck |↓ 1k〉 (5.8)










1Its can be shown using the geometric series:
∑n−1
k=0 ar
k = a(1− rn)/(1− r)
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We are going to calculate the eigenstates of the system in the one-particle
sector [cf. equation (5.8)]. Besides, applying the definition of eigenstate,












Identifying the terms, we find:




ck = Ence (5.12)
So, using the equation (5.11) and neglecting the term ∝ g̃  1, we can obtain
an expression for cos (k):
cos (k) ≈ 1
2J
[ωc − En] (5.13)
Thus using the last equation, we find two types of solutions:
 Propagating states: Eigenstates with a real momentum asociated or in
other words | cos (k)| 6 1. Then, we obtain eigenstates with an oscilla-
tory occupation [cf. equation (5.9)] and with energies within the energy
band between ωc − 2J and ωc + 2J .
 Evanescence states: Eigenstates whose associated momentum is complex
or | cos (k)| > 1, with energies outside the energy band. Thus, they are
characterized by an exponential decay in the waveguide occupation [cf.
equation (5.9)]. These states are also known as bound states. States
which are localized in a specific region (in our case around the the central
site (n = 0) in the chain of electromagnetic cavities [cf. figure 5.3]).
Using this criteria, we can give a momentum k to each propagating state,
see figure 5.2 (where exact diagonalization has been done for a representative
system with J = 1, ωc = 3.05, ∆ = 0.7 and 2N + 1 = 241 sites). Besides, we
have obtained a bound state with energy E ≈ 0.6980 [cf. figure 5.2, red line].
Figure 5.3 compares occupation 〈ψn|â†mâm|ψn〉 in the cavity m for a eigenstate
|ψn〉 for the bound state En ≈ 0.6980 with a propagating state En ≈ 1.0670.
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Figure 5.2: Propagating eigenstates (blue dots) of the Hamiltonian (5.1), classified
by their momentum k. The red line indicate the energy of the Bound state of the
system. Parameters: J = 1, g = 0.05, ωc = 3.05 and ∆ = 0.7.
Now, we are going to obtain an analytical expression for the bound state
















So, we need to compute the discrete sum (known as self-energy). For this,












En − ωc + 2J cos(k)





(y − y+)(y − y−)
(5.16)
where:
y± = γ ±
√
γ2 − 1 with: γ = ωc − En
2J
(5.17)
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(a)
(b)
Figure 5.3: Occupation 〈ψn|â†mâm|ψn〉 of the m cavity for (a) the Bound state of
energy En ≈ 0.6980 and (b) a propagating eigenstate of energy En ≈ 1.0670. Param-
eters: J = 1, g = 0.05, ωc = 3.05 and ∆ = 0.7.
After change of variables, the integral becomes to an integral in the complex
plane of the unit circle centered in the origin. Imposing En to be below the
energy band (En < ωc − 2J) implies γ > 1. Thus, the y± roots are real
numbers. Clearly y+ > 1, so in this case the pole outside the unit circle. But,
is y− inside or outside the unit circle?
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The answer is that y− is inside the unit circle, since defining the function
f(γ) = γ −
√
γ2 − 1, we have:
f ′(γ) = 1− γ√
γ2 − 1
< 0 ∀γ > 1 (5.18)
In other words, f(γ) is a decreasing function and its maximum is when γ = 1.
In this case f(1) = 1 and we conclude that y− < 1, ∀γ > 1. If we had found an
bound state above the energy band (En > ωc + 2J), using the same reasoning,
we would have found that y+ would have been inside and y− outside. We can
solve the integral using the residues theorem (if we have En < ωc−2J we have
a “−” and if En > ωc + 2J we have a “+” in the integral (5.19)):∮
dy
(y − y+)(y − y−)































We can solve (5.21) numerically and obtain the energy of the bound state. For
the parameters used in figure 5.2, we obtain En ≈ 0.6980 which is virtually the
same as the value obatined with exact diagonalization. Now, we are going to
obtain an approximate analytical expression for the energy of the bound state
below the energy band (En < ωc− 2J). We are very close to the inferior limit
of the energy band (ωc − 2J). Thus, using a Taylor expansion:
ω(k) = ωc − 2J cos(k) ≈ ωc − 2J + Jk2 (5.22)




(ωc − 2J)− En
J
(5.23)




















En − ωc + 2J − Jk2



















(ωc − 2J)− En
where we have taken into account α ≈ 0 because we are close to the energy





ωc − 2J − En
(5.24)
In this approximation, we have considered that the term ∝ g2 is much smaller
than ∆ and have treated it as a perturbation. Equation (5.24) can be solved
self-consistently. However, as En ≈ ∆, we can obtain a good approximation






ωc − 2J −∆
(5.25)
With this last equation (5.25) we obtain En ≈ 0.6979 for the parameters
used in the figure 5.2 which is very similar to the value obtained using exact
diagonalization En ≈ 0.6980.
5.3 Holstein-Quantum-Jaynes-Cummings model
The objective of this last section will be the study of the bound states which
appear when the discrete quantum system is a vibrating molecule. We treat
this system with the Holstein-Quantum-Jaynes-Cummings Hamiltonian in the

















†b̂+ λσ̂+σ̂−(b̂† + b̂+ λ))
(5.26)
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However, before we study the full Hamiltonian, we focus on the simplified case










+) + ωv b̂
†b̂ (5.28)
In this section as representative parameters, we will take: J = 1 as energy
unit, ωc = 3.05 (this ensure that the energy band has positive values of the
energy) and 2N + 1 = 81 sites in the chain. The other parameters are the
typical used in the last chapters: ∆ = 1.0, ωv = 0.1 and g = 0.05. The
dimension of the phonon subspace will be Nphon = 20.
Thus, when we calculate (exact diagonalization) the bound states of the
model (5.28), we get 20 bound states which come from each subspace with 0,
1, 2, ..., 19 phonons. This is reasonable because for λ = 0 the phonon Hilbert
subspace is uncoupled from the matter and light subspaces. In other words,
we obtain a bound state of energy E0 and then a series of phonon replicas with
energies:
En = E0 + nωv (5.29)
Besides, we obtain a corresponding phonon replicas of the energy bands of
propagating photons.
Therefore, in the case of λ 6= 0, the question that we should answer is:
Are still these bound states localized states for λ 6= 0? In order to answer this
question it is convenient to apply a Polaron transformation as we did in the























where D(λ) = eλ(b̂
†−b̂). Thus, using the basis {|↑ 0k 0̃〉 , |↑ 0k 1̃〉 , ..., |↓ 1k 0〉 ,










cnk |↓ 1k n〉 (5.31)
Thus, we are going to consider the three lowest bound states at λ = 0: |ψ0〉,
E0 = 0.995; |ψ1〉, E1 = 1.095 and |ψ2〉, E2 = 1.195. We will study the
depedence with λ of their weights in the basis states of the one-particle sector
(| 〈ψm| ↑ 0k ñ〉 |2 and | 〈ψm| ↓ 1k n〉 |2) [cf. equation (5.31)].
100 Chapter 5. Bound States
First, the eigenstate |ψ0〉 has weight in the state |↓ 1k0phon〉 for λ  1.
Then, for λ ≥ 1, we obtain a mixture of the states {|↓ 1k0phon〉 , |↓ 1k1phon〉 , ...},
see figure 5.4b. But the main characteristic is that the eigenstate |ψ0〉 has
most of the weight in the state |↑ 0k0̃phon〉 and zero in the states |↑ 0kñphon〉
for ñphon > 0, see figure 5.4a.
(a)
(b)
Figure 5.4: Weights of the eigenstate |ψ0〉 of energy E0 = 0.995 (at λ = 0) (a)
| 〈ψ0| ↑ 0k ñ〉 |2 and (b)
∑
k | 〈ψ0| ↓ 1k n〉 |2 as a function of λ. Parameters: ωv = 0.1,
J = 1, ωc = 3.05, ∆ = 1, g = 0.05, Nphon = 20 and 2N + 1 = 81.
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Second, the eigenstate |ψ1〉 has weight in the state |↓ 1k1phon〉 for λ  1.
Then, for λ ≥ 1, we obtain a mixture of the states {|↓ 1k0phon〉 , |↓ 1k1phon〉 , ...},
cf. figure 5.5b. As well, the main characteristic is that the eigenstate |ψ1〉 has
most of the weight in the state |↑ 0k1̃phon〉 and zero in the states |↑ 0kñphon〉
for ñphon > 0, cf. figure 5.5a.
(a)
(b)
Figure 5.5: Weights of the eigenstate |ψ1〉 of energy E1 = 1.095 (at λ = 0) (a)
| 〈ψ1| ↑ 0k ñ〉 |2 and (b)
∑
k | 〈ψ1| ↓ 1k n〉 |2 as a function of λ. Parameters: ωv = 0.1,
J = 1, ωc = 3.05, ∆ = 1, g = 0.05, Nphon = 20 and 2N + 1 = 81.
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Third, the eigenstate |ψ2〉 has weight in the state |↓ 1k2phon〉 for λ  1.
Then, for λ ≥ 1, we obtain a mixture of the states {|↓ 1k0phon〉 , |↓ 1k1phon〉 , ...},
see figure 5.6b. And again its main characteristic is that the eigenstate |ψ2〉 has
almost all the weight in the state |↑ 0k2̃phon〉 and zero in the states |↑ 0kñphon〉
for ñphon > 0, see figure 5.6a.
(a)
(b)
Figure 5.6: Weights of the eigenstate |ψ2〉 of energy E0 = 1.195 (at λ = 0) (a)
| 〈ψ2| ↑ 0k ñ〉 |2 and (b)
∑
k | 〈ψ2| ↓ 1k n〉 |2 as a function of λ. Parameters: ωv = 0.1,
J = 1, ωc = 3.05, ∆ = 1, g = 0.05, Nphon = 20 and 2N + 1 = 81.
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Thus, the eigenstates |ψ0〉, |ψ1〉 and |ψ2〉 have a weight in the basis states
|↑ 0k0̃phon〉,|↑ 0k1̃phon〉 and |↑ 0k2̃phon〉 respectively and a mixture of {|↓ 0k0phon〉 ,
|↓ 0k1phon〉 , ...}. So, we can use the following hypothesis for the m-bound state
of m phonons (at least with m phonons at λ = 0):





cnk |↓ 1k n〉 (5.32)
We will use this state (5.32) to get the criterion for distinguishing a bound
state from a propagating one. First of all, we apply the definition of eigenstate
H |ψm〉 = Em |ψm〉:
H |ψm〉 = (∆ +mωv)ce |↑ 0k m̃〉+
∑
n,k





|↓ 1k m̃〉+ g̃D(λ)
∑
n,k
cnk |↑ 0k n〉+ ωv
∑
n,k
cnkn |↓ 1k n〉
Using the closure relation 1 = |↑ m̃phon〉 〈↑ m̃phon|+
∑
n |↓ nphon〉 〈↓ nphon|:




and substituting the last expressions we have:
H |ψm〉 =
(
























cnk |↓ 1k n〉
) (5.33)
Indentifing the terms we have:











As we did in the last section 5.2, we obtain the following equation of cos(k)










[ωc + nωv − Em] (5.36)
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Thus using (5.36), we calculate the value of cos(k) for each value of the number
of phonons n with an associated weight |cnk |2, for a particular eigenstate |ψm〉,
Em. We distinguish:
 Localized weights: |cnk |2 for | cos(k)| > 1. In other words, a complex
momentum.
 Propagating weights: |cnk |2 with a real momentum k, (| cos(k)| 6 1).
So, we have: (1) Localized weight: Pmloc =
∑
n |cnk |2 for complex k’s and (2)
a propagating weight: Pmprop =
∑
n |cnk |2 for real k’s. Thus, we can define the







Once we have a criteria to distinguish between a localized and a propagating
state, we can plot the localized weights Pm for different values of λ. In figure
5.7, we have plotted the twenty bound states replicas found in the case of λ = 0.
We have labeled2 them by their number of phonons at λ = 0. Thus, with the
exception of the bound state of the smallest energy, the other bound states loose
their localize character for large values of λ. The phonon replicas of the bound
state with energy E0 have energies ωc+∆−2J < En < ωc+∆−2J+m ωv =∞.
They hybridize with the popagating modes lossing their localized character at
λ = 0.
Figure 5.7: Localization weights fractions Pm of the twenty phonon bound states
replicas found at λ = 0. The brakets of the legend indicate the energy of the bound
state at λ = 0. Parameters: ωv = 0.1, J = 1, ωc = 3.05, ∆ = 1, g = 0.05, Nphon = 20
and 2N + 1 = 81.
2The bracket of the legend of figure 5.7 indicate the energy of the bound state at λ = 0
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Thus, we can plot the photon occupation in the chain of the bound state
of energy E1 ≈ 1.095 (the bound state of one phonon at λ = 0) for different
values of λ, see figure 5.8. For λ = 0 is clearly a localized state around the
central site n = 0, but it becomes a propagating state for λ > 0.
Figure 5.8: Photon occupation of the chain of the state with the second smallest
energy (at λ = 0, E1 ≈ 1.095) for several values of λ. We can see its delocalization
for λ > 0. Parameters: ωv = 0.1, J = 1, ωc = 3.05, ∆ = 1, g = 0.05, Nphon = 20 and
2N + 1 = 81.
Now, we are going to obtain analytically the energies for the eigenstates
which are bound states at λ = 0. In order to do that, first, we obtain an
expression of cnk from the equation (5.35) and substitute it in the equation
(5.34) obtaining:[






Em − (ωvn+ ω(k))
)]
ce = 0 (5.38)
So, solving numerically the following expression 5.39, we can obtain the dif-
ferent bound states:






Em − (ωvn+ ω(k))
)
= 0 (5.39)
Besides, we can simplify the last expression and calculate the sum over k of
the self-energy term, changing the discrete sum to an integral and doing a














Em − ωc − nωv + 2J cos (k)





(z − z+)(z − z−)
(5.40)




γ2n(Em)− 1 γn(Em) =
Em − (ωc + nωv)
2J
(5.41)
As we did in section 5.2, we have done a change of variables z = eik. We will
consider two cases: First, if our energy Em fulfils |γn| > 1 and using the same
reasonings of the last section. It can be easily shown that z+ > 1 (outside the
unit circle) and 0 < z− < 1 (inside the unit circle). Thus, the integral is equal
to the residue 2πiRes(z−):
2πiRes(z−) = 2πi lim
z→z−
(z−z−)f(z) where: f(z) =
1


















Second , if |γn| < 1, we have:
z± = −γn(Em)± i
√
1− γ2n(Em) ≡ reiα (5.44)
So, the poles z± are no longer real numbers. If we calculate their modulus r
and their argument α, we obtain:






Therefore, our poles are two complex numbers, complex conjugate over the
unit circle centered at the origin of coordinates. However, this is a delicate
case. For example, if we study the case of E1 ≈ 1.09 [cf. figure 5.10a], we have
two cases: |γn| > 1 for n ≤ 1 and |γn| < 1 for n = 0. In the first case, the
discrete sum Sn converges for n ≤ 1 and matches with the integral (5.43), see
figure 5.9a for the case n = 1. But, in the second case, the sum Sn does not
converge for n = 0, see figure 5.9b. So, we use the integral (5.43) for |γn| > 1
and the discrete sum Sn for |γn| < 1, since it cannot be calculated using the
integral method. Thus, we have to solve numerically the next equation in
order to obtain the energies of the states Em which are bound at λ = 0:
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(a)
(b)
Figure 5.9: (a) Sum Sn versus the number of sites 2N + 1 for n = 1 and m = 1. (b)
The same case with n = 0. Parameters: ωv = 0.1, J = 1, ωv = 0.1, ωc = 3.05, ∆ = 1,
g = 0.05, Nphon = 20 and 2N + 1 = 81.
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We can see the comparison between the numerical result using equation
(5.46) and the exact diagonalization method for the first three bound states
En (bound at λ = 0) in the figure 5.10b:
(a)
(b)
Figure 5.10: (a) Bound state energies E0, E1 and E2 with 0, 1 and 2 phonons as a
function of λ. (b) Bound state energies E0, E1 − ωv and E2 − 2ωv with 0, 1 and 2
phonons as a function of λ. The coloured lines correspond to the exact diagonalization
calculus and the black dashed lines the numerical result obtain from equation (5.46).
Parameters: ωv = 0.1, J = 1, ωv = 0.1, ωc = 3.05, ∆ = 1, g = 0.05, Nphon = 20 and
2N + 1 = 81.
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The physical reason because we need to use the discrete sum instead the
integral result is the longitude of the chain of cavities. We could use the
integral result in the case of the poles over the integration path. However, it
gives us the result of the self-energy for an infinitely long chain. As, we are
using moderate long chains and we want to compare the exact diagonalization
result with the “analytical” one, we have to use the discrete sum. The way to
simulate an infinitely long chain would be to put some absorption at the limits
of the chains. Thus, we would avoid the reflexion of the propagating photons
and the formation of stationary waves.
In a nutshell, we have obtained the behaviour of the bound states of the
system as a function of the matter-phonon coupling λ. Only the bound state
of minimum energy keeps its localized behaviour. The rest of the bound states
that would appear at λ = 0 become propagating states for λ > 0, see figure 5.8.
Furthermore, we have obtained an approximate expression for these eigenstates




Throughout this thesis, we have studied some aspects of the field of the molec-
ular cavity QED. In particular, the influence of the matter-phonon coupling λ
and the ultrastrong effects of a system formed by a molecule embedded in a
electromagnetic cavity. Thus, we have covered the state of the art in the field
of cavity QED and the main techniques in the chapter 1. Then, we have stud-
ied the energy spectrum of the Holstein-Quantum-Rabi (HQR) model (1.35) in
the chapter 2. Continuing with the study of the dynamics of the system: the
Rabi oscillations, considering different channels for energy loss, in the chapter
3. Afterwards, in chapter 4, we have calculated the noise spectrum and study
what effect the counterrotating terms have on it. Finally, we have studied the
bound states that appear when we embed a molecule in a waveguide [cf. chap-
ter 5]. In the following sections, we sum up the main results and conclusions
obtained throughout these chapters.
6.1 Energy spectrum
In the chapter 2, we studied the energy spectrum of the HQR model (1.35).
Thus, we distinguished two subspaces for low energies. One formed by the
phonon replicas of the ground state of the light-matter Rabi model (1.2)
(red curves, the ground state subspace) and the other the phonon replicas of
the eigenstates that come from the light-matter polaritons of the Rabi model
(black curves, the polariton subspace), recall figure 2.2.
At bare resonance (ωc = ∆ = 1), we also obtained an effective Rabi
model (2.15) which reproduces very well the energy spectrum of the HQR
model [cf. figure 2.3] in the polariton sector. In this effective model, the light-
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matter Jaynes-Cummings polaritons1 and the phonons take the role as matter
excitations and photons respectively. But, we obtained some differences with
respect to the HQR model (1.35). The full HQR model does not conserve
the parity (2.16) while the effective Rabi model does (2.15). Thus, the effec-
tive Rabi model (2.15) presents crossings instead of the proper HQR (1.35)
anticrossigns in the energy spectrum at bare resonance .
These spectrum anticrossings are due to the counterrotating terms. Al-
though, we are at bare resonance (∆ = ωc) the counterrotating terms pro-
duce a shift −δBS [cf. (2.26)] in the photon energy ωc at second order of per-
turbation theory in the HQR model. This takes the system out-of-resonance
when the effective2 light-matter coupling is of the same order as the correction
δBS (when λ & 2). Knowing the value of this shift allow us to calculate the
corrected resonance condition, the dressed resonance (∆ = ωc − δBS). In
general, the HQR model has anticrossings in the energy spectrum and does
not conserve the parity in the representation of the effective Rabi model. How-
ever, we have found that the parity is conserved and we have crossings3 when
the HQR model is at dressed resonance [cf. figures 2.7 and 2.8b]. In order
to do that we change the value of ωc to fulfill the new resonance condition:
∆ = ωc − δBS(ωc,∆, ωv, λ).
On the other hand, at bare resonance , we improved our effective Rabi
model (2.15) in order to include the anticrossings and the non-conservation of
parity (2.16) observed in the HQR model at bare resonance (∆ = ωc). In order
to do that task, we used again perturbation theory to second order. Using the
Shrieffer-Wolff transformation [cf. equation (2.41)], we added an extra term
∝ σx to our effective Rabi Hamiltonian (2.15). Thus, this new effective model
(2.41) includes the anticrossings in the spectrum and does not conserves the
parity as the HQR does at bare resonance, see figures 2.9 and 2.10.
Finally, we obtained approximate analytical expressions (2.52-2.54) for the
energy levels of the polariton sector of the HQR model (1.35). In order to do
that we obtained a third model that could be diagonalized. This is the effective
Jaynes-Cummings Hamiltonian (2.50), obtained after a Polaron transforma-
tion a other approximations.
1Mixed states of light and matter excitations
2The light matter coupling geff = g 〈ñ|D(λ)|0〉 weighted by the Franck-Condon factors.
3at least at first sight
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6.2 Dynamics
In the next chapter 3, we focused on the dynamics of the system when we
have one photon in the cavity at t = 0 and the system is at bare resonance
∆ = ωc. First, we studied the Rabi oscillations of the number of photons
4
〈â†â〉 as a function of the coupling λ without considering energy losses. We
obtained that the main Rabi frequency ΩR comes from the exchange of energy
between the two lowest energy levels in the polariton subspace |ε0〉 and |ε1〉.
In other words, it is in this polariton subspace where the dynamics take
place where no energy losses are present. Thus, we have an approximate
analytical function of the Rabi frequency ΩR = ε1 − ε0 as a function of λ
[cf. equation (3.1)]. However, the system is out-of-resonance5 for λ & 2
and the analytical expression does not work, recall figure 3.3. As well, the
Rabi oscillations are no longer complete, see figure 3.4. These are ultrastrong
effects which disappear when the HQR is at dressed resonance using the
Bloch-Siegert correction (2.26) obtained in chapter 2. Thus, we have obtained
ulstrastrong effects in spite of the fact that g  0.1∆. The reason is that the
effective couplings geff (λ) between states are of the same order of magnitude of
the Bloch-Siegert correction δBS for λ > 2 due to the Franck-Condon factors,
see figure 2.6.
Besides, there is more than one Rabi frequency for intermediate couplings
λ = 0.0 − 1.5, see figure 3.7. These frequencies come from the energy ex-
changes between the energy levels of the polariton subspace. We also obtain
some approximate expressions for the weights of the different frequencies as
a function of λ. These analytical expressions only give us the qualitative be-
haviour of the Rabi frequencies as we saw in figure 3.10. Thus, we found that
two frequencies, ε1 − ε0 and ε2 − ε0, take an important role in the dynamics,
see figure 3.8.
The second part of the chapter 3 is devoted to energy losses in the dynamics
using the master equation formalism. We have considered all three channels of
losses: the photon leakage γphot, the exciton decay γmatt and the phonon decay
γphon. The conclusions of this section have been done with the HQR model at
dressed resonace because the dynamics is simplified in that condition.
Thus, we find the photon losses produce an exponential decay∝ exp (−tγphot/2)
in the excitations 〈â†â〉 (t) and 〈σ̂+σ̂−〉 (t) with an additional factor 1/2 in the
exponent, see figure 3.17. This factor 1/2 comes from the fact that we have
Rabi oscillations and, in average, we have a photon in the cavity the half of
4The same for matter excitations, 〈σ̂+σ̂−〉.
5Recall the Bloch-Siegert shift δBS produced by the counterrotaitng terms when the HQR
model is at bare resonance (ωc = ∆).
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the time and the molecule exited the other half of the time. However, the
exciton decay depends on λ and is renormalized by the Franck-Condon fac-
tors | 〈m|ñ〉 |2 between the phonon states of the ground and excited states of
matter [cf. figure 3.13]. Thus, due to the exciton decay γmatt, the number
of photon 〈â†â〉 (t) and matter excitations 〈σ̂+σ̂−〉 (t) decay as in the case of
the Holstein model with an initial state |ψ(t = 0)〉 = |↑ 0̃phon〉 but with an
additional factor 1/2, see equation (3.13).
Then, in oder to get the transitions in the dynamics, we studied the Lind-
blad eigenspectrum. We found that the exciton decay γmatt is responsible of
the transitions |ε0〉, |ε1〉 → |↓ 0photnphon〉 between the polariton and the ground
state subspace.
Afterwards, we focus on the role of the phonon energy losses γphon in
the dynamics. We also study the Lindblad eigenspectrum. These losses are
responsible for the decay the system to the ground state of the polariton
subspace: |ε0〉 [cf. figure 3.22]. Thus, when γphon > γmatt, γphot, we obtain
another effect of the phonon losses. They extinguish the Rabi oscillations in
the long term dynamics, see figure 3.19. In this case, we found that the system
first decays to the eigenstate |ε0〉, from where, it decays to the ground state
subspace |↓ 0photnphon〉 in the long term dynamics.
Finally, we have to notice that the effective decay produced by the mat-
ter losses γmatt depends on λ. Thus, the condition, to reach strong coupling
regime, changes with λ when the matter losses dominate (γmatt  γphot γphon).
We have found that reaching the strong coupling regime requires a less lossy
system when vibrations are considered, and that this condition becomes more
stringent with increasing λ [cf. figure 3.23].
6.3 Noise spectrum and bound states
In chapter 4, we study the ultrastrong effects of the noise spectrum S(ω) of
the HQR model for the case of γmatt, γphot  γphon. The peaks of the noise
spectrum give us the transitions between the polariton and the ground state
subspace, see figure 4.1. At bare resonance , we obtained some ultrastrong
effects: In the case of small energy losses, the position of the peaks is shifted
since the counterrotating terms produce a shift in the energy spectrum [cf. fig-
ure 4.3], recall the Bloch-Siegert correction (2.26). Besides, the counterrotating
terms produce an asymmetry in the noise spectrum of the two most important
peaks, (see the inset of figure 4.5, where we compare the peak heights with
and without the counterrotating terms). In the case of large energy losses,
the counterrotating terms produce a change in the peak form, see figure 4.4.
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However, we can only appreciate these effects for values of λ > 2, and when
the system is out-of-resonance due to ultrastrong effects.
Furthermore, we obtained an approximate analytical expression for the
noise spectrum S(ω), see equation (4.27), showing that at a qualitative level
that the Franck-Condon factors are responsible for these ultrastrong effects.
We have not studied in detail the energy losses in the noise spectrum or the
role of the phonon channel of losses (aspects which can be explored in future
work).
Finally, we embedded our system to the central site of a waveguide, see
equation (5.26). In chapter 5, we studied the bound states which appear and
their dependence with the matter-phonon coupling λ. We obtained an approx-
imate expression for the bound states of the system, see equation (5.32). These
states are bound at λ = 0. In other words, they are localized surrounding the
emisor (two-level system) forming a “photon cloud”. However, these states
(with the exception of the lowest energy state) lose their localized character
for λ > 0, see figure 5.7. These “bound states” hybridize with the propagating
states of other energy bands losing their localized character. Also, we obtained
the equation (5.46) which its numerical solutions give us the dependence with




A lo largo de esta tesis hemos estudiado varios aspectos del campo conocido
como Electrodinámica Cuántica de cavidades con moléculas o en inglés molec-
ular cavity QED. En particular, la influencia del acoplo materia-vibración λ
y de los efectos ultrastorng de una molécula dentro de una cavidad electro-
magnética. Aśı, cubrimos el estado del arte del campo de la Electrodinámica
Cuántica de cavidades en el caṕıtulo 1. Después, estudiamos el espectro de
enerǵıas del modelo Holstein-Quantum-Rabi (HQR) (1.35) en el caṕıtulo 2.
Continuamos con el estudio de la dinámica del sistema: las oscilaciones Rabi
y las pérdidas de enerǵıa en el caṕıtulo 3. Tras ello, en el caṕıtulo 4, calculamos
el espectro de ruido (noise spectrum) y estudiamos algunos efectos ultrastrong
presentes en él. Finalmente, estudiamos los estados ligados o bound states que
aparecen cuando insertamos una molécula en una gúıa de ondas [cf. caṕıtulo
5]. En las siguientes secciones vamos a resumir los principales resultados y
conclusiones obtenidos a lo largo de todos estos caṕıtulos.
7.1 Espectro de enerǵıas
En el caṕıtulo 2, estudiamos el espectro de enerǵıas del modelo HQR (1.35).
Aśı, distinguimos dos subespacios en el rango de bajas enerǵıas. El primero
está formado por las réplicas de fonones del estado fundamental del modelo de
Rabi luz-materia (1.2) (curvas rojas, el subespacio del estado fundamental).
El segundo son los autoestados formados por las réplicas de fonones de los
polaritones luz-materia del modelo de Rabi (curvas negras, el subespacio de
los polaritones), véase figura 2.2.
Además de esto, en el caso de resonancia desnuda (bare resonance),
obtuvimos un modelo de Rabi efectivo (2.15) el cuál reproduce muy bien el
espectro de enerǵıas del modelo HQR en el subespacio de los polaritones [véase
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figura 2.3]. En este modelo efectivo los polaritones1 luz-materia del Jaynes-
Cummings y los fonones toman respectivamente el papel que las excitaciones
de materia y los fotones tienen en el modelo de Rabi (1.2). Sin embargo,
obtenemos algunas diferencias con respecto al modelo HQR (1.35). El modelo
HQR no conserva la paridad (2.16) mientras que el modelo Rabi efectivo (2.15)
si que lo hace. Aśı, el modelo Rabi efectivo (2.15) tiene cruces en el espectro
en vez de los anticruces propios del espectro de enerǵıas del modelo HQR en
resonancia desnuda .
Estos anticruces del espectro son debidos a los términos contrarrotantes.
Aunque estemos en resonancia desnuda (∆ = ωc), los términos contrar-
rotantes producen un “shift” −δBS [cf. (2.26)] en la enerǵıa del fotón ωc a
segundo orden de teoŕıa de perturbaciones del model HQR. Esto lleva al sis-
tema a estar fuera de resonancia cuando el acoplamiento efectivo2 luz-materia
es del mismo orden que la corrección δBS (cuando λ & 2). Conociendo el valor
de este“shift”nos permite calcular correctamente la condición de resonancia, la
resonancia vestida (dressed resonance) ∆ = ωc − δBS . En general, el mod-
elo HQR tiene anticruces en el espectro de enerǵıas y no conserva la paridad
en la representación del modelo Rabi efectivo. Sin embargo, hemos encontrado
que la paridad se conserva y tenemos cruces de niveles de enerǵıa cuando el
modelo HQR está en resonancia vestida [cf. figuras 2.7 y 2.8b]. Para ello
cambiamos el valor de la frecuencia de los fotones ωc para que satisfaciese la
nueva condición de resonancia: ∆ = ωc − δBS(ωc,∆, ωv, λ).
Por otro lado, en resonancia desnuda , mejoramos nuestro modelo efec-
tivo Rabi (2.15) para que incluyese tanto los anticruces como la no conservación
de la paridad (2.16) observada en el modelo HQR en resonancia desnuda
(∆ = ωc). Para ello volvimos a usar teoŕıa de perturbaciones a segundo orden.
Usando la transformación de Shrieffer-Wolff [cf. ecuación (2.41)], añadimos
un término extra ∝ σx a nuestor modelo efectivo Rabi (2.15). Aśı, este nuevo
modelo efectivo (2.41) incluye los anticruces del espectro de enerǵıas y no con-
serva la paridad. Tal y como ocurŕıa con el modelo HQR en resonancia
desnuda , véanse figuras 2.9 y 2.10.
Finalmente, obtuvimos expresiones anaĺıticas aproximadas (2.52-2.54) para
los niveles de enerǵıa del subespacio de los polaritonesdel modelo HQR model
(1.35). Para ello obtuvimos un tercer modelo que pod́ıa ser diagonalizado. Este
es el Hamiltoniando del modelo efectivo Jaynes-Cummings (2.50), obtenido
tras una transfomación de Polarón y varias aproximaciones.
1Estados formados por la mezcla de excitaciones de luz y de materia.
2Acoplamiento luz-materia geff = g 〈ñ|D(λ)|0〉 pesado por los factores Franck-Condon.
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7.2 La dinámica
En el caṕıtulo 3, nos centramos en la dinámica del sistema con un estado
inicial con un fotón en la cavidad y el sistema en resonancia desnuda ,
∆ = ωc. En primer lugar, estudiamos las oscilaciones Rabi en el número de
fotones3 〈â†â〉 en función del acoplo λ y sin considerar pérdidas de enerǵıa
por el momento. Aśı, obtuvimos que la frecuencia Rabi más importante ΩR
proviene del intercambio de enerǵıa entre los dos autoestados de menor enerǵıa
del subespacio de los polaritones, es decir |ε0〉 y |ε1〉.
En otras palabras, es en este subespacio donde la dinámica tiene lugar,
cuando las pérdidas energéticas con el ambiente no están presentes. Aśı, ten-
emos una función anaĺıtica aproximada para la frecuencia Rabi ΩR = ε1 − ε0
en función del acoplo λ, [cf. ecuación (3.1)]. Sin embargo, recordemos que el
sistema no está en resonancia4 cuando λ & 2. Obteniendo que esta expresión
anaĺıtica ya no funciona, [véase la figura 3.3]. Aśı mismo, las oscilaciones
Rabi no son completas, figura 3.4. Todos estos son efectos ultrastrong que
desaparecen cuando estamos en condiciones de resonancia vestida , usando
la corrección Bloch-Siegert obtenida en el caṕıtulo 2. Aśı, estamos obteniendo
efectos ulstrastrong a pesar de que g  0.1∆. La razón es que los acoplos
efectivos geff (λ) se hacen del orden de la corrección Bloch-Siegert δBS cuando
λ > 2; debido a los factores Franck-Condon, véase la figura 2.6.
Además, observamos que aparecen más de una frecuencia Rabi en el caso
de acoplos materia-vibraciones de valores intermedios λ = 0.0 − 1.5, véase la
figura 3.7. Estas frecuencias provienen de los intercambios de enerǵıa entre
los autoestados del subespacio de los polaritones. También obtuvimos algunas
expresiones anaĺıticas aproximadas de cómo cambia el peso de las diferentes
frecuencias Rabi con el acoplo λ. Estas expresiones anaĺıticas sólo nos dan la
dependencia de estos pesos a un nivel cualitativo. Como vimos en la figura
3.10 [cf. figura 3.10]. Aśı, encontramos dos frecuencias, ε1−ε0 y ε2−ε0, toman
un papel relevante en la dinámica, véase la figura 3.8.
La segunda parte del caṕıtulo 3 está dedicada a las pérdidas energéticas
en la dinámica, usando el formalismo de la ecuación maestra. Hemos consid-
erado tres canales de pérdidas: las pérdidas de fotones γphot, las pérdidas de
excitaciones de materia (exciton decay) γmatt y el decaimiento en los fonones
γphon. Las conclusiones de esta sección se han hecho con el modelo HQR en
resonancia vestida debido a que presenta una dinámica más sencilla.
3Obtuvimos idénticos resultados en el caso de las excitaciones de materia 〈σ̂+σ̂−〉.
4Recuérdese que el shift Bloch-Siegert δBS producido por los términos contrarrotantes
cuando el modelo HQR está en resonancia desnuda (ωc = ∆).
120 Chapter 7. Conclusiones
Primeramente, encontramos que las pérdidas de fotones producen un de-
caimiento exponencial proporcional a ∝ exp (−tγphot/2) en los valores esper-
ados del número de fotones 〈â†â〉 (t) y de excitaciones de materia 〈σ̂+σ̂−〉 (t)
con un factor adicional 1/2 en el exponente, véase la figura 3.17. Este factor
1/2 proviene del hecho de que tenemos oscilaciones Rabi y, en promedio, ten-
emos un fotón en la cavidad la mitad del tiempo y la molécula excitada la otra
mitad del tiempo. Por otro lado, el decaimiento producido por las pérdidas
de materia (exciton decay) depende del acoplo λ y está renormalizado por los
factores de Franck-Condon | 〈m|ñ〉 |2 entre estados de fonones con la materia
excitada y en el estado fundamental [véase la figura 3.13]. Aśı el número de
fotones 〈â†â〉 (t) y de excitaciones de materia 〈σ̂+σ̂−〉 (t) decaen de manera
equivalente a como lo haŕıan en el modelo de Holstein con un estado inicial
|ψ(t = 0)〉 = |↑ 0̃phon〉 pero con un factor adicional 1/2, véase ecuación (3.13).
Luego, para analizar las transiciones entre estados que se producen en
la dinámica, analizamos el espectro del Lindbladiano. Encontramos que las
pérdidas en la materia γmatt son responsables de las transiciones |ε0〉, |ε1〉 →
|↓ 0photnphon〉 entre los subespacios del estado fundamental y los polaritones.
Tras ello, nos centramos en el papel que tienen las pérdidas en el canal
de fonones γphon en la dinámica. Estudiando también el espectro del Lind-
bladiano. Estas pérdidas son las responsables del decaimiento al estado fun-
damental del subespacio de los polaritones: |ε0〉 [véase figura 3.22]. Cuando
γphon > γmatt, γphot, obtenemos otro efecto de las pérdidas de fonones: ex-
tinguen las oscilaciones Rabi en la dinámica a largo plazo, véase la figura 3.19.
Aśı, encontramos que si γphon > γmatt, γphot primero las perdidas γphon decaen
el sistema al autoestado |ε0〉 y luego el resto de pérdidas lo hacen decaer al
subespacio del fundamental |↓ 0photnphon〉.
Finalmente, debido a que el decaimiento producido por las pérdidas de
materia γmatt depende de λ. También depende la condición para alcanzar el
régimen de strong coupling cuando las pérdidas de materia son las dominantes
(γmatt  γphot γphon). Obteniendo que para alcanzar el régimen de strong
coupling se requiere un sistema con menores pérdidas cuando las vibraciones
son consideradas y, aśı, la condición de strong coupling se vuelve más exigente
[cf. figura 3.23].
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7.3 Espectro de ruido y estados ligados
En el caṕıtulo 4, estudiamos los efectos ultrastrong en el espectro de ruido
del sistema en el caso de γmatt, γphot  γphon. Aśı, los picos del espectro
de ruido nos dan las transiciones entre estados del subespacio de los polari-
tones y del fundamental, véase la figura 4.1. En condiciones de resonancia
desnuda , obtuvimos algunos efectos ultrastrong : En el caso de pérdidas de
enerǵıa pequeñas, la posición de los picos es desplazada debido a que los tér-
minos contrarrotantes producen un “shift” en el espectro de enerǵıas [véase
la figura 4.3], recuérdese la corrección Bloch-Siegert (2.26). Además, los tér-
minos contrarrotantes producen una asimetŕıa en la altura de los dos picos
más importantes (véase el inset de la figura 4.5 donde comparamos la altura
de los picos teniendo en cuenta o no los términos contrarrotantes). Por otro
lado, en el caso de pérdidas de enerǵıa grandes, los términos contrarrotantes
producen un cambio en la forma del pico, véase la figura 4.4. Sin embargo,
sólo podemos apreciar estos efectos a valores de λ > 2, y cuando el sistema no
está en resonancia debido a efectos ultrastrong.
Además, conseguimos una expresión anaĺıtica aproximada para el espectro
de ruido S(ω), véase la ecuación (4.27), mostrando a nivel cualitativo que
los factores Franck-Condon son responsables de estos efectos ultrastrong. No
hemos podido estudiar la dependencia en detalle del espectro de ruido con las
pérdidas del sistema ni el papel que juegan las pérdidas de fonones γphon en
ella. Estos aspectos pueden ser explorados en trabajos futuros.
Finalmente, embebimos nuestro sistema en el sitio centran de una gúıa de
ondas, véase el Hamiltoniano (5.26). En el caṕıtulo 5, estudiamos los estados
ligados o bound states que aparecen en torno al emisor y su dependencia con el
acoplo materia-vibraciones λ. Obteniendo una expresión aproximada para los
estados ligados del sistema, véase la ecuación (5.32). Estos son estados ligados
a λ = 0. En otras apalabras, están localizados en torno al emisor (sistema de
dos niveles) formando una “nube de fotones”. Sin embargo, estos estados (con
la excepción del estado de menor enerǵıa) pierden este carácter localizado
cuando λ > 0, véase la figura 5.7. Estos “bound states” se hibridizan con
los estados propagantes de otras bandas de enerǵıa perdiendo aśı su carácter
localizado. También, obtuvimos la ecuación (5.46) cuya resolución numérica







A.1 Electromagnetic Field Quantization
In this section, we are going to quantize the electromagnetic classical theory,
following the book of Schleich [25].
Let us write down Maxwell’s equations:
~∇ · ~B = 0 (A.1)
~∇× ~E = −∂ ~B∂t (A.2)
~∇ · ~E = ρεo (A.3)





with c = 1/
√
εoµo is the light velocity, εo the electric permitivity, µo the
magnetic magnetic permeability in the vacuum; and the magnetic flux density
~B, electric field ~E, the charge density ρ and the current ~j are functions of
position ~r and time t.
The electromagnetic field can be described using a scalar potential Φ and
a magnetic vector potential ~A:
~E = −~∇Φ− ∂ ~A∂t (A.5)
~B = ~∇× ~A (A.6)
where the scalar potential Φ and the magnetic vector potential ~A are functions
of ~r and t. Thus, expressing the Maxwell’s equations in terms of the potentials
leave us only two equations (A.3) and (A.4).
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Besides, the equations of ~E and ~B (equations (A.5) and (A.6)) are invariant
under a gauge transformation:
~A′ ≡ ~A+ ~∇Λ (A.7)
Φ′ ≡ Φ− ∂Λ
∂t
(A.8)
where Λ(~r, t) is an arbitrary function of ~r and t. Thus, we obtain the same
magnetic and electric fields with different scalar and vector potentials. So, we
have an additional degree of freedom when we work with the potentials Φ(~r, t)
and ~A(~r, t). Therefore, we can select the potentials in order to simplify the
Maxwell’s equations(A.3) and (A.4). For convenience, we are going to choose
the Coulomb Gauge which imposes that:
~∇ · ~A = 0 (A.9)
Thus, invoking the Coulomb Gauge and the potentials (equations (A.5) and (













−~∇(~∇Φ) = ρεo (A.11)
In our case, we are going to quantize the electromagnetic field without charges






In order to solve the wave equation (A.12), we are going to use separation of
variables. Thus, the vector potential ~A can be written as the product of an
arbitrary function of time q(t), an arbitrary vector function ~v(~r) of position ~r
and a constant Υ which we will select latter:
~A = Υq(t)~v(~r) (A.13)
Using separation of variables, we arrive to the Helmholtz equation for ~v(~r) and
the equation of an harmonic oscillator for q(t):
~∇2~v(~r) + ~k2~v(~r) = 0 (A.14)
q̈(t) + Ω2q(t) = 0 (A.15)
where the frequency Ω = c|~k| and ~k is the wave vector determined by the
boundary conditions, which has units of (length)−2. Besides, the Coulomb
Gauge has to be fulfilled in every point of space. Thus, the Coulomb gauge
implies that ~∇ · ~v(~r) = 0, or in other words, the field only has transversal
components.
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The specific boundary conditions of our problem also imply a discretiza-
tion in the wave vector ~k. For example in a box with conducting walls, this
discretization comes from the specific geometry of our resonator or cavity.
Therefore, there is a discrete set of mode functions ~vl(~r) where l is an integer
(c.f. [25] for more details). We also impose an orthonormality condition over
this mode functions ~vl(~r): ∫
d3~r ~vl(~r)~vl′(~r) = δll′ (A.16)
where δll′ is the Kronecker delta. This relation connects the normalization
constant N of ~v(~r) with the cavity volume V and brings an additional numer-
ical factor. This factor can be “absorved” with the volume V in a new variable






Thus, if the resonator geometry allows to get the modes ~vl(~r), the magnetic







where the constant Υ takes the form of 1/
√
εoVl for convenience and ql(t) are
the equivalent mode functions for the time dependent function q(t).
In order to quantize the electromagnetic field, we need its Hamiltonian.
















where the relation between the magnetic flux density ~B and the magnetic field
is ~H = 1µ0
~B. Recalling the relations1:






















1Inside the resonator there is no charge (ρ = 0) or current (~j = 0), so, Poisson equation
implies: Φ = 0.
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where the energy of the system is the sum of the energies of each mode which













(al − a∗l ) (A.22)







~Ωl(a∗l al + ala∗l ) (A.23)
Up to here, we have used a classical approach. Quantization is performed by
(i) changing the classical variables into quantum operators:
al −→ âl a∗l −→ â
†
l













(âl − â†l ) (A.24)
and (ii) imposing the commutation relations:



















































(~∇× ~ul(~r))(âl(t) + â†l (t)) (A.30)
In conclusion, starting from the Mawell’s equations, we have obtained the
quantum Hamiltonian of the electromagnetic field in vacuum (ρ = 0 and ~j =
0). In the appendix B, we can see how to get the matter-light coupling in a
quantum framework and the Rabi Hamiltonian (1.2).
Appendix B
Light-Matter coupling and Rabi
model
In this appendix we couple matter to light and present the derivation of the
Rabi Hamiltonian form first principles.
First, we are going to see how to express the coupling between an atom
(a proton and an electron) and the electromagnetic field. In other words, a
Hamiltonian which gives us the interaction between light and matter (In this
appendix we will follow the book of Nolting [34], Schleigh [25] and Zueco’s [24]
as main references). As a first step, it is well known that the dynamics of a
free particle of mass m is given by the Dirac equation, a relativistic version of




ψ = HDψ (B.1)
where the Hamiltonian HD is:
HD = c α̂ · ~p+ β̂ mc2 (B.2)
where the wave function ψ = (ψ1, ψ2, ψ3, ψ4)
T is a four-component spinor and












where ~σ = (σx, σy, σz) are the Pauli matrices. Now, we can add the coupling
with the electromagnetic field using the “minimal coupling” method. This is
the standard method in which a particle of mass m and charge e is coupled
to a field described by a vector magnetic field ~A(~r, t) and a scalar potential
Φ(~r, t). This procedure consists of changing the canonical momentum ~p for
the momentum ~p− e ~A and adding the potential V (~r) = eΦ(~r, t) to the Hamil-
tonian:
HD = c α̂ · (~p− e ~A) + β̂ mc2 + eΦ (B.4)
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This last Hamiltonian gives us the dynamics of a relativistic particle of mass
m coupled to the electromagnetic field. However, we are interested in the
non-relativistic limit v  c. In this limit, it can be shown (c.f. Nolting [34])




(~p− e ~A)2 + eΦ− e
2m
~σ · ~∇× ~A (B.5)
We will consider a spinless neutral atom. So, the term proportional to ∝
~∇× ~A ∝ ~B can be neglected. The atom will consist simply of a proton of mass
mp and an electron of mass me coupled to the electromagnetic field using (B.5).
Thus (c.f. [25]), we can change to the coordinate system of the center of mass













where M = mp +me is the total mass, ~P and ~R the momentum and position
of the center of mass, µ = memp/(mp + me) the reduced mass, ~p = µ~̇r is the
relative momentum and ~r = ~rp−~re relative position between the electron and
the proton. We have also added the Coulomb potential V (~r) which depends
on the relative distance |~r|. Besides, we have used the dipole approximation
which ensures that the vector potential ~A only depends on the center-of-mass
coordinate, see [25].
It is convenient to work in the Coulomb gauge (~∇ · ~A = 0). Then, the
momentum and magnetic vector operators commute [~̂p, ~A(~̂r, t)] = 0. Thus, we










~A2( ~̂R, t) + Ĥ (B.7)
















+ V (~r) (B.9)
where V (~r) is the Coulomb potential. This Hamiltonian (B.7) contains many
energy levels of the atom (Ĥatom) and a quantized electromagnetic field with
many modes of radiation. We are going to simplify this model to allow only
two levels in our atom and a single mode of radiation. Moreover, we will
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neglect the center-of-mass motion and the zero point energy in the free field
Hamiltonian Ĥ. In this scheme, the model is:






~A2( ~̂R, t) (B.10)
Let us know consider the situation where only two atomic levels are at res-
onance with the field. These two atomic eigenstates are one particular ex-
cited state |↑〉 (with energy E↑ = ~ω↑) and the ground state |↓〉 (with energy
E↓ = ~ω↓, where E↑ > E↓). So, we can write Ĥatom as:
Ĥatom = E↑ |↑〉 〈↑|+ E↓ |↓〉 〈↓| = ~∆ σ̂+σ̂− + ~ω↓ (B.11)
where ~∆ = ~(ω↑ − ω↓), it is the atomic transition energy. Neglecting the
constant term, which corresponds just to a shift in the zero of energy, we
finally obtain:
Ĥatom = ~∆σ̂+σ̂− (B.12)
Here, we have used the Pauli spin matrices which create or annihilate an
excitation in the atom respectively:











where the used basis order is {|↑〉 , |↓〉}.
Now, it is the turn of the interaction Hamiltonian Ĥ ~A·~p:
Ĥ ~A·~p = −
e
µ
~A( ~̂R, t)~̂p (B.14)
First, we have to express our momentum operator ~̂p in terms of the two-state
basis {|↑〉 , |↓〉}. Thus, we can relate the momentum operator ~̂p with the
position operator ~̂r via [107]1:
~̂p = µ
˙̂
~r = − i~
µ
[~̂r, Ĥatom] (B.15)
So, given two arbitrary eigenstates of Ĥatom, we have the matrix element:
〈n|~̂p|m〉 = − iµ
~
(Em − En) 〈n|~̂r|m〉 (B.16)
where n, m =↑, ↓. Next, we have to evaluate the matrix elements 〈n|~̂r|m〉. In
order to do that, we are going to use the eigenvectors of the position operator
~̂r |~r〉 = ~r |~r〉 and its closure relation:∫
d3~r |~r〉 〈~r| = 1 (B.17)
1See chapter 20, section 20.5 of [107].
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Thus, in terms of ψn(~r) = 〈~r|n〉 the diagonal terms are:
〈n|~̂r|n〉 =
∫
d3~r|ψn(~r)|2~r = 0 (B.18)
due to the different parity of |ψn(~r)|2 (an even function of ~r) and ~r. However
the off-diagonal terms are finite:






where we have identified that the integral is proportional to the transition
dipole moment ~d. Therefore, in the two-level basis, the momentum operator




(~dσ̂+ − ~d∗σ̂−) (B.20)
We also have to remember the equation (A.28) of the magnetic vector potential





~u( ~̂R)(â(t) + â†(t)) (B.21)
where Vm is the mode volume (related to the cavity volume) and ωc the cavity
frequency. So, gathering the equations (B.20) and (B.21) in the interaction
Hamiltonian Ĥ ~A·~p (B.14):




(~u( ~̂R) · ~dσ̂+ − ~u( ~̂R)~d∗σ̂−)(â(t) + â†(t)) (B.22)
Notice that ~u( ~̂R) · ~d is a complex number:
~u( ~̂R) · ~d = |~u( ~̂R) · ~d|eiφ (B.23)
when we choose the phase value φ = π/2, we find:
Ĥ ~A·~p = ~g(R̂)(σ̂
+ + σ̂−)(â(t) + â†(t)) (B.24)
where we have defined the light-matter coupling as:





|~u( ~̂R) · ~d| (B.25)
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~A2( ~̂R, t) (B.26)
This term is proportional to g2 and usually it can be neglected. If it were
needed to include it in the description, we can always include its effects through
a Bogoliubov transformation [10, 45] of the photon degrees of freedom (notice
the H ~A2 does not involve matter operators), plus a renormalization of the
parameters in the Hamiltonian. So, here we do not explicitely treat this term,
and finally obtain the Quantum Rabi Hamiltonian (1.2) [5, 12]:
ĤRabi = ωcâ†â+ ∆σ̂+σ̂− + g( ~̂R)(σ̂+ + σ̂−)(â† + â) (B.27)
where we have taken ~ = 1. The Jaynes-Paul-Cummings Hamiltonian [15]
(1963) is obtained when the counterrotating terms σ̂+â† + σ̂−â are neglected:





In this section, we are going to work within Rotating Wave Approximation.
Also called secular approximation. We are going to follow the arguments given
by Rivas’ and Huelga’s notes [90].
We start with equation (1.53), which describes the time evolution of the
density matrix:
















−Â†α(ω′)Âβ(ω)ρ̃S(u)) + h. c.
(C.1)
Now, we can make a change of variables v = ε2u, obtaining:
ρ̃S(τ/ε














−Â†α(ω′)Âβ(ω)ρ̃S(v/ε2)) + h. c.
(C.2)
where τ = ε2t. In this stage, we have to take the limit of weak coupling ε→ 0:
















−Â†α(ω′)Âβ(ω)ρ̃S(v)) + h. c.
(C.3)











2 ≡ ρ̃S(τ) (C.4)
Here, we have to use a mathematical result known as Riemann-Lebesgue
lemma:





eixtf(t)dt = 0 (C.5)
If we can use the above lemma, we can neglect the terms with different fre-
quencies ω 6= ω′ and obtain the equation (1.54) if we change to the differential













α(ω)− Â†α(ω)Âβ(ω)ρ̃S(t)) + h. c.
(C.6)
where the terms Γ
(∞)







ds eiωs 〈B̂†α(s)B̂β(0)〉 (C.7)
However, this is not so simple. We still have to ensure that the last integral
(C.7) is convergent. In order to guarantee this we have to consider that the
environmentB has a continuous energy spectrum, and again, use the Riemann-
Lebesgue lemma.
But the matter is even subtler since the Fourier transform has to be well
defined. In general thi is the case, and we assume that our system satisfy this
condition. A detailed analysis of the conditions can be found in Rivas’ and
Huelga’s notes [90], c.f. sections 6.2.2 and 6.2.3.
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C.2 Calculation of matrix elements γαβ(ω)
In this appendix, we are going to calculate the matrix elements γαβ(ω), which
are proportional to the real part of the equation (1.55) for our particular
case. We can also rewrite the elements γαβ(ω) using the decomposition of
the environment operators B̂k into their interaction picture eigenoperators





















dω′δ(ω − ω′) trB{B̂†α(ω′)B̂β(0)ρth}
= 2πε2 trB{B̂†α(ω)B̂β(0)ρth}
(C.8)
where ω ∈ (−a, a), δ(ω− ω′)is the Dirac delta function, and we have assumed
(1.45) that the environment is in thermal equilibrium, ρB = ρth. In order to





















k + q̂k)︸ ︷︷ ︸
B̂2
(C.9)
from where we identify the reservoir operators B̂k. Next, we assume that the
environment has a continuous spectrum. So, first, we have to change to the
continuous (C.9). Then, we can change variables from the wavevector k to the
frequency ω(k) and calculate γαβ(ω). We are going to focus in the environment


















































dω g(ω)(ĉ†ω + ĉω)
(C.10)
where, we have assumed that the dispersion relation ω = ω(k) starts at ω = 0
and presents a maximum frequency (ωmax).
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As an example of the calculation the matrix element, we show the proce-













B̂1(ω) = g(ω)ĉω if: ω > 0
B̂1(ω) = g(ω)ĉ
†
ω if: ω < 0
(C.13)










dω′g(ω′)(〈ĉω ĉω′〉+ 〈ĉω ĉ†ω′〉)
(C.14)
where we have to notice that:
〈ĉ†ω′ ĉω〉 = δ(ω − ω
′)n̄phot(ω) (C.15)
where n̄phot(ω) is the mean number of bosons in the thermal state ρth (see
equation (1.45)) in the photon reservoir (i.e. the expected number of particles





Therefore, we for the case ω > 0:
ε2γ11(ω) = 2π ε
2g2(ω)(1 + n̄phot(ω)) = 2π ε
2Jphot(ω)(1 + n̄phot(ω)) (C.17)
where Jphot(ω) = g
2(ω) is the spectral density of the “light environment”,
which takes into account the spectral strength of the coupling.
C.2. Calculation of matrix elements γαβ(ω) 139
Equivalently, for ω < 0:
ε2γ11(ω) = 2π ε
2Jphot(ω)n̄phot(ω) (C.18)
With respect to the non-diagonal elements, the commutator relations:
[ĉω, d̂ω′ ] = [ĉω, q̂ω′ ] = [q̂ω, d̂ω′ ] = 0
[ĉω, d̂
†
ω′ ] = [ĉω, q̂
†
ω′ ] = [q̂ω, d̂
†
ω′ ] = 0
(C.19)
imply that all off-diagonal elements are zero. So, in our case, the dissipator
















where k = matt, phot, phon, according to whether we refer to the the matter,
light or phonon bath. Also, we have defined:
ξk(ω) =
{
1 + n̄k(ω), for ω > 0
n̄k(ω), for ω < 0
(C.21)
This is ageneral expression. In what follows we assume that the bath is char-
acterized by an Ohmnic spectral density function, in other words Jk(ω) ∝ ω.
















where γk accounts the intensity of the dissipation into the matter, light or






Hamiltonian in the Polariton
sector
In this appendix, we give the analytical expressions of the correction Hint









After performing a Shrieffer-Wolff transformation, we obtain:
α± = 〈P (1)± |Hint|P
(1)


















Λ̃ = 〈P (1)− |Hint|P
(1)






































We can easily obtain these Franck-Condon factors using the notes of Brandes
[80]. The D(λ) = eλ(b
†−b) is the displacement operator and the formulas which













(−1)n−m(α∗)n−me−|α|2/2Ln−mm (|α|2) n > m
(E.2)
where Lmn are the associated Laguerre polynomials. Here, we have included






















(6− 6λ2 + λ4)
〈3|D(λ)|3〉 e−λ2/2 16(6− 18λ
2 + 9λ4 − λ6)
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E.1 Properties Transition rates Γñm
In this section, we are going to demostrate the properties (J.11) and (J.12).

























Γñm(λ) < 1 (E.4)
In figure E.2, we have plotted the values of the rates Γñm for several values of
λ. We can see that Γñm < 1 (except in the case of λ = 0) and the condition
mωv < ωvñ+ ∆ is a straight line above which the sum (E.4) does not include
any term Γñm. In figure E.2, we have included two conditions (ωv = 0.02
(green line) and ωv = 0.1 (red line)) in order to see that this sum is smaller
than one. We have also plotted the sum
∑
m<ñ+∆/ωv
Γñm(λ) as a function of
ñ for several values of λ and ωv = 0.1, see figure E.1.
Figure E.1: Plot of the sum
∑
m<ñ+∆/ωv
Γñm(λ) as a function of ñ for several values
of λ, for the case ωv = 0.1.
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(a) (b)
(c) (d)
Figure E.2: Γñm(λ) for several values of λ; (a) λ = 0.0, (b) λ = 0.5, (c) λ = 2.0 and
(d) λ = 3.0. The dashed lines represent the condition m = ñ+ ∆/ωv (the green line
is for ωv = 0.02 while the red one is for ωv = 0.1).
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E.2 Appoximation in the Bloch-Siegert correction







ωc + ∆ + m̃ωv
≈ 2g
2
ωc + ∆ + λ2ωv
(E.5)




|Dm̃0(λ)|2 = 1 (E.6)











where, using the equation (E.1):
f(m̃) =
1
ωc + ∆ + m̃ωv




If we plot the function g(m̃, λ) in a colour map, see figure E.3, we obtain
that the maximum of the colour map (black dashed line) is around m̃ ∼ λ2
(magenta curve). For m̃ 6= λ2 the function g(m̃ 6= λ2, λ) ∼ 0. So, we can
replace the “function” f(m̃) for the value at f(m̃ = λ2). Then, we can use the
property (E.6) and obtain finally (E.5). Figure E.4 represents the exact value
versus the approximation showing that (E.5) is a very good approximation.
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Figure E.3: Colour map of the function g(m̃, λ), the black dashed curve is the maxi-
mum of the colour map and the magenta curve is λ2. Parameters: ωv = 0.1, ωc = 1.0
and ∆ = 1.0.
Figure E.4: Continuous line exact equation (E.5), dashed line approximate equation




In this appendix, we are going to apply perturbation theory over the Hamil-
tonian of the Holstein-Quantum-Rabi model (2.2)1:
H̃ = ωcâ†â+ ∆σ̂+σ̂− + ωv b̂†b̂︸ ︷︷ ︸
H0
+ g(D(λ)â†σ̂− +D†(λ)âσ̂+)︸ ︷︷ ︸
HR
+ g(D(λ)â†σ̂+ +D†(λ)âσ̂−)︸ ︷︷ ︸
HCR
(F.1)
with D(λ) = eλ(b̂
†−b̂), in other words, we have:
H = H0 +HR +HCR = H0 +HR + gV (F.2)
where the counterrotating terms V are the perturbation with g  1. We
are going to correct the energies of H0, as we did in section 2.3, and we will
treat the non-counterrotating terms HR exactly. However, we will expand
our basis to {|↓ 0phot mphon〉 , |↑ 0phot ñphon〉 , |↓ 1phot mphon〉}. Again, the
perturbation is defined as:
V = D(λ)â†σ̂+ +D†(λ)âσ̂− (F.3)
Thus, we define the eigenstates and eigenenergies of H0 + gV as:
(H0 + gV ) |n〉 = En |n〉 (F.4)
and the eigenstates and eigenvalues of H0
H0 |n(0)〉 = E(0)n |n(0)〉 (F.5)
1We can do the same with the model (1.35). They are equivalent models under a unitary
transformation.
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where:
{|1(0)〉 , |2(0)〉 , |3(0)〉 , ...} = {..., |↓ mphot nphon〉 , ..., |↑ mphot ñphon〉 ...}
(F.6)







2E(2)n + . . . (F.7)
and the eigenstates are:
|n〉 = |n(0)〉+ g |n(1)〉+ g2 |n(2)〉+ . . . (F.8)
Using as basis {|↓ 0phot mphon〉 , |↑ 0phot ñphon〉 , |↓ 1phot mphon〉} we have:
(H0 +HR) |↓ 0phot mphon〉 = ωvmphon |↓ 0phot mphon〉
(H0 +HR) |↑ 0phot ñphon〉 = (∆ + ñphonωv) |↑ 0phot ñphon〉
+ gD(λ) |↓ 1phot ñphon〉
(H0 +HR) |↓ 1phot mphon〉 = (ωc +mphonωv) |↓ 1phot mphon〉
+ gD†(λ) |↑ 0phot mphon〉
(F.9)
Therefore, in this basis (the eigenstates of H0) H0 +HR is:
H0 +HR =
(mphonωv 0 0
0 ∆ + ñωv gD
†
ñm(λ)
0 gDmñ(λ) ωc +mphonωv
)
(F.10)
where Dñm(λ) is the Franck-Condon factor. We are going to use perturbation
theory in order to give a correction in the energies ωvmphon, ∆ + ωvñ and
ωc + ωvmphon. Thus, we can include the effect of the counterrotating terms
for g  1. First, we notice that the first order correction is zero:
E(1)n = 〈n(0)|V |n(0)〉 = 0 (F.11)
since:
V |↑ 0phot ñphon〉 = 0 (F.12)
V |↓ 1phot mphon〉 =
√
2D(λ) |↑ 2phot mphon〉 (F.13)
V |↓ 0phot mphon〉 = D(λ) |↑ 1phot mphon〉 (F.14)
So, we have to pass to the second order, we begin with the sate |↑ 0phot ñ〉:∑
k
| 〈k(0)|V | ↑ 0phot ñ〉 |2
(∆ + ñωv)− Ek
= 0 (F.15)
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For the third basis state |↓ 1phot mphon〉, we obtain:
∑
k
| 〈k(0)|V | ↓ 1phot mphon〉 |2




| 〈↑ 2phot ñ|
√
2D(λ)| ↑ 2phot mphon〉 |2





ωc + ∆ + (ñ−mphon)ωv
and, finally, for the first basis state |↓ 0phot mphon〉, we have:
∑
k





| 〈↑ 1phot ñ|D(λ)| ↑ 1phot mphon〉 |2





ωc + ∆ + (ñ−mphon)ωv
where, the Bloch-Siegert correction is:





ωc + ∆ + (ñ−mphon)ωv
(F.16)
Therefore, the Hamiltonian H0 + HR with the second order counterrotating
terms correction is:
H0 +HR =
(mphonωv − δBS/2 0 0
0 ∆ + ñωv gD
†
ñm(λ)
0 gDmñ(λ) ωc +mphonωv − δBS
)
(F.17)
In order to correct the energies of the counterrotating terms, we will focus
correction of the state with zero phonons. Thus, we will impose mphon = 0:











ωc + ∆ + ñωv
(F.18)




In this appendix, we are going to obtain the ground state energy (2.46) and
justify the condition (2.45).




(σ̂z + 1) + ωv b̂
†b̂+ ĝσ̂x(b̂
† + b̂) + ε (G.1)








(σ̂x + 1) + ωv b̂
†b̂+ ĝσ̂z(b̂
† + b̂) + ε (G.2)
We propose as ground state:
|gs〉 = U (2)P |0phon〉 |ψS〉 = U
(2)
P |0phon〉 (θ |−〉+β |+〉) |θ|
2 + |β|2 = 1 (G.3)
where |±〉 are eigenstates of σ̂z (σ̂z |±〉 = ± |±〉) y U (2)P = eσ̂zα(b̂
†−b̂), where
α, β, θ ∈ C. We are going to calculate the energy of |gs〉 and minimize with
regard to α supposing that α ∈ R:






P |0phon〉 |ψS〉 (G.4)
G.1 Term containing σ̂x:
The contribution to (G.4) of the term in Heff containing σ̂x = |+〉 〈−|+|−〉 〈+|:
∆̂
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where only the terms m = 0 and n = 0 are different of zero. Thus, the













∗+α)2/2(β∗θ + θ∗β) (G.5)
G.2 Term containing b̂†b̂:
Now, we are going to calculate the contribution to the energy of the term b̂†b̂
in (G.2):
ωv(θ






P |0phon〉 (θ |−〉+ β |+〉)
= ωv 〈0phon|(|θ|2eα
∗(b̂†−b̂)b̂†b̂ e−α(b̂
†−b̂) + |β|2e−α∗(b̂†−b̂)b̂†b̂ eα(b̂†−b̂))|0phon〉

































〈0phon| b̂l b̂†b̂ (b̂†)m |0phon〉 = · · ·
Using the commutation relation [b̂, b̂†] = 1, we obtain:
b̂(b̂†)m = m(b̂†)m−1 + (b̂†)mb̂ (G.6)
b̂lb̂† = lb̂l−1 + b̂†b̂l (G.7)
So, using these last relations, we arrive to:
〈0phon|e−α
∗(b̂†−b̂)b̂†b̂ eα(b̂





Finally, the contribution to the energy from the term b̂†b̂ is (remember |θ|2 +
|β|2 = 1):
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G.3 Term containing σ̂z(b̂
† + b̂):
In this subsection, we are going to calculate contribution to the energy of the
term HB = σ̂z(b̂
† + b̂) of (G.2):
〈HB〉 = hatg(θ∗ 〈−|+β∗ 〈+|) 〈0phon|e−α
∗σ̂z(b̂†−b̂) σ̂z(b̂







|0phon〉 (θ |−〉+β |+〉)
(G.10)
If this commutator [Q, U
(2)
P ] = 2αU
(2)









Using the latter relation, we arrive to:
〈HB〉 = 〈0phon|
[
|θ|2e−(α−α∗)(b̂†+b̂)(2α− (b̂† + b̂)) + |β|2e(α−α∗)(b̂†+b̂)(2α+ (b̂† + b̂))
]
|0phon〉














b̂m|1phon〉 = (α− α∗)e−(α
∗−α)2/2
(c) 〈0phon|e(α−α





Finally, using the latter equation, we obtain:
〈HB〉 = ĝ 〈ψS | 〈0phon|U †P gσ̂z(b̂
† + b̂) U
(2)
P |0phon〉 |ψS〉 = ĝe
−(α−α∗)2/2(α+ α∗)
(G.12)
G.4 Ground state energy calculation:













The minimization with respect to β and θ is easy as εgs is minimized when
β∗θ + θ∗β is a minimum. The solution is β = 1/
√
2, θ = −1/
√
2. Notice
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that 〈ψS |σ̂x|ψS〉 = β∗θ + θ∗β, so the minimum occurs for an eigenstate with








(1− e−α2/2) + 2αĝ + ωv α2 + ε̃ (G.14)
The firsrt derivative of εgs(α) vanishes for:
α = − ĝ
∆̂e−2α2 + ωv
(G.15)
and, as the second derivative is bigger than zero ∀α, α will be the value which
minimize (G.14). Thus, we have justified the equation (2.46)
G.5 Demonstration of the relation (G.11)
In this section, we are going to show the relation (G.11). In general, this
relation is valid for three arbitrary operators P, Q y A:
If: [P,A] = 0 and [Q,A] = P −→ [Q, eA] = PeA (G.16)
We are going to show the latter theorem:











Ak] = · · ·
Now, using [P,A] = 0 and [Q,A] = P , we have to notice that:
AkQ = Ak−1(QA− P ) = Ak−1QA−Ak−1P =
= Ak−2(QA− P )A−Ak−1P =
= Ak−2QA2 − 2Ak−1P =
k times︷︸︸︷
· · ·
· · · = QAk − kAk−1P
continuing with [Q, eA]:
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In our case, Q, P and A are:
Q = σ̂z(b̂
† + b̂) (G.17)
P = 2α (G.18)
A = ασ̂z(b̂
† − b̂) (G.19)
Since, they fulfil [P,A] = 0 and [Q,A] = P ; we have shown that the theorem





In order to obtain the effective Jaynes-Cummings model (2.50), we are going




(σ̂z + 1) + ωv b̂
†b̂+ ĝσ̂x(b̂
† + b̂) + ε
where:
∆̂ = 2g ĝ =
ωvλ
2



















(σ̂x + 1) + ωv b̂
†b̂+ ĝσ̂z(b̂
† + b̂) + ε̃
We now apply the polaron transformation U
(2)
P = e
ασ̂z(b̂†−b̂) and defining that








†−b̂)(|↑〉 〈↓|+ |↓〉 〈↑|)eασ̂z(b̂†−b̂) =
= e−2α(b̂
†−b̂)σ̂+ + e2α(b̂
†−b̂)σ̂− ≈ e−2α2((1− 2α(b̂† − b̂))σ̂+ + (1 + 2α(b̂† − b̂))σ̂−)
where we have approximated the displacement operators to their linear terms.
Taking the last relation into account, we are going to apply the polaron trans-














((1− 2α(b̂† − b̂))σ̂+ + (1 + 2α(b̂† − b̂))σ̂−)
+ωv(b̂
† + ασ̂z)(b̂+ ασ̂z) + ĝσ̂z(b̂
† + b̂+ 2ασ̂z) + ε̃ =
∆̃
2
σ̂x + ωv b̂
†b̂
−∆̃α(σ̂+ − σ̂−)(b̂† − b̂) + (ωvα+ ĝ)σ̂z(b̂† + b̂) + ωvα2 + 2αĝ +
∆̂
2
+ ε̃ = · · ·





†b̂−∆̃α(σ̂+−σ̂−)(b̂†−b̂)−∆̃ασ̂z(b̂†+b̂)+ωvα2 + 2αĝ +
∆̂
2




where we have defined a new constant ε̃:
ε̃ = ωvα
2 + 2αĝ +
∆̂
2
+ ε = ωvα










where ∆̂ = 2g:
ε̃ = ωvα









(σ̂x + 1) + ωv b̂
†b̂− ∆̃α(σ̂+ − σ̂−)(b̂† − b̂)− ∆̃ασ̂z(b̂† + b̂) + ε̃−
∆̃
2
Now, we go back to the original basis (σ̂x ↔ σ̂z), and rearrange the terms of
the latter equations. But, before, we have to notice that σ̂+ and σ̂− after the
change of basis are:
σ̂+ −→ 1
2
(σ̂z − iσ̂y) (H.4)
σ̂− −→ 1
2
(σ̂z + iσ̂y) (H.5)
Therefore the term σ̂+ − σ̂− after the change of basis is:
σ̂+ − σ̂− −→ −iσ̂y = −(σ̂+P − σ̂
−
P ) (H.6)








(σ̂z + 1) + ωv b̂
†b̂+ ∆̃α(σ̂+P − σ̂
−
P )(b̂













† + σ̂−P b̂)− ∆̃α(σ̂
−
P b̂
† + σ̂+P b̂)−
−(((((
(((∆̃α(σ̂+P b̂
† + σ̂−P b̂)− ∆̃α(σ̂
−
P b̂
† + σ̂+P b̂) + ε̃−
∆̃
2
1Notice that we are sum and substrate the constant ∆̃/2.
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P + ωv b̂
†b̂− 2∆̃α(σ̂−P b̂




We have to do the approximations presented in this appendix in order to obtain
a good effective Jaynes-Cummings model. Because, if we directly neglect the
counterrotaing terms of the effective Rabi model (2.15), we obtain a very bad
approximation [cf. red dotted curves, figure H.1].
Figure H.1: At bare resonance , comparison of the energy spectrum of the polariton
sector between the HQR model (black curves), the effective Jaynes-Cummings model
(2.50) (blue dahed curves) and the direct RWA over the effective Rabi model (2.15)




I.1 Main weights p10 and p20






























α = − ĝ
2ge−2|α|2 + ωv
(I.5)
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I.2 Other frequencies
As we have said in section 3.2.2, we can diagonalize the effective Jaynes-
Cummings model (2.50) and obtain more than the first three energies, cf.
table I.1.
Energies Eigenstates (n = 1, 2, ...)
ε0 |P0〉 = |0 0phon〉
ε2n−1 |P2n−1〉 = 1√
δ2−,n+1
(




ε2n |P2n〉 = 1√
δ2+,n+1
(




Table I.1: Eigenenergies and eigenstates of the model (2.50).
With this we can compute the Fourier spectrum of the time evolution of
our system. First, we calculate the weight of our initial state (3.9) in each
eigenstate:
p0 ≡ 〈P0|ψ̃(0)〉 = −
1√
2
D00̃(λ/2 + α) (I.6)
p2n−1 ≡ 〈P2n−1|ψ̃(0)〉 =
1√
2(δ2−,n−1 + 1)
(δ−,n−1Dn−1 0̃(λ/2 + α)
−Dn0̃(λ/2 + α))
(I.7)
p2n ≡ 〈P2n|ψ̃(0)〉 =
1√
2(δ2+,n−1 + 1)
(δ+,n−1Dn−1 0̃(λ/2 + α)−Dn0̃(λ/2 + α))
(I.8)
where n = 1, 2, ... and Dm̃n(α) are Franck-Condon factors [cf. appendix E].
Thus, the time evolution of the wave function is:
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With these ingredients, we can calculate the expected value of 〈σx/2〉 (t)
in order to obtain the weights of the different frequencies:












where ∆εn,m = εn − εm. The analytical weights pnm of (I.9) only give us a



































p2n+4p2n+2 cos ((ε2n+4 − ε2n+2)t)
]
(I.10)
We could do the same calculation but with the approximate model (3.4).
In that case, we only have to substitute λ/2 + α → λ/2 and δ±,n → τ±,n.
So, we have obtained many spectral weights pnm of the different frequencies






In figure I.1, we plot the weight p31 for three cases: (1) The black line cor-
responds to the analytical expression obtained from1 (I.10), (2) the red and
blue lines are the weight obtained numerically with the effective Rabi model
(2.15); and (3) the green and yellow lines are the weight obtained numerically
with the HQR model (1.35).
1Expression obtained from the effective Jaynes-Cummings model (2.50).
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In the second and third case, we have also plotted the weight p21 due
to the crossing and anticrossing of the eigenstates of the polariton subspace
|ε3〉 and |ε2〉. As we can see in the figure I.1, the analytical expression (black
curve) only gives us a qualitative behaviour. Finally, we have also repeated the
calculus at dressed resonance , ∆ = ωc− δBS (by considering the “dressing”
of the cavity energy due to the Bloch-Siegert term, see section 2.3). In that
case, the peaks of the green and yellow curves disappear because we now have
a crossing instead of an anticrossing in the HQR model, see figure I.2.
(a)
(b)
Figure I.1: At bare resonance , analytical weights (black curves) from effective
Jaynes-Cummings (2.50 ); numerical weights (red and blue curves) from effective Rabi
(2.15)) and numerical weights (yellow and green curves) from Holstein-Quantum-Rabi
(1.35) (a) case 2g = ωv (b) case 2g 6= ωv (ωv = 0.075). The other parameters are
g = 0.05, ∆ = 1, ωc = ∆ and |ψ(0)〉 = |↓ 1phot 0phon〉.
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(a)
(b)
Figure I.2: At dressed resonance , analytical weights (black curves) from effective
Jaynes-Cummings (2.50 ); numerical weights (red and blue curves) from effective Rabi
(2.15)) and numerical weights (yellow and green curves) from Holstein-Quantum-Rabi
(1.35)(a) case 2g = ωv (b) case 2g 6= ωv (ωv = 0.075). The other parameters are
g = 0.05, ∆ = 1, ωc = ∆ + δBS and |ψ(0)〉 = |↓ 1phot 0phon〉.
However, there are some frequency combinations that they do not appear
in the equation (I.9), such as the frequencies εn−ε0 with n > 2. The reason for
that it is that in order to obtain the effective Jaynes-Cummings model (3.4),
we have approximate D(−2α) = e−2α(b†−b) = e−2|α|2e−2αb†e2αb ≈ e−2|α|2(1 −
2α(b† − b)) to order α. If had approximated to α2 order, we would have
obtained:
H = ∆̃σ+p σ
−
p + Ωb
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If we treat the term V of the new Hamiltonian (I.12) as a perturbation, we can
notice that the b̂’s quadratic terms would generate frequencies such as ε5− ε0.
In order to obtain other terms, we should add to the Hamiltonian (I.12) terms




J.1.1 Decay due to losses in the electronic sector
In this appendix, we are going to obtain an approximate analytical expression
for the decay of the electronic (matter) excitations in the Holstein model
(1.26):
H = ∆σ̂+σ̂− + ωv(b̂
†b̂+ λσ̂+σ̂−(b̂† + b̂+ λ))
As we saw in section 1.5, we can easily diagonalize it using a Polaron trans-
formation U = exp(−λσ̂+σ̂−(b̂† − b̂)):
U †HU = ∆σ̂+σ̂− + ωv b̂
†b̂
So, the basis, where the Holstein model (1.26) is diagonal, is {|↓ nphon〉 , |↑ ñphon〉}.
We are going to calculate the expected value of matter excitations 〈σ̂+σ̂−〉 (t)
when we have energy losses in the matter sector.
We consider an initial state ρ(t = 0) = |↑ 0̃phon〉 〈↑ 0̃phon|, and use the
master equation formalism [cf. section 1.6]:
dρ(t)
dt










where γmatter is a parameter that quantifies the decay of electronic excitations
and Â(ω) =
∑
ε′−ε=ω |ε〉 〈ε| Â |ε′〉 〈ε′| is the spectral decomposition of the cou-
pling operator Â = σ̂+ + σ̂− between the system and the bath [cf. section
1.6].
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+ |k̃〉 〈m| +
∑
∆+(m̃−k)ωv=ω
Dkm̃(−λ)σ̂− |k〉 〈m̃| (J.2)
whereDm̃n(α) are the Franck-Condon factors [cf. appendix E]. The calculation
of 〈σ̂+σ̂−〉 (t) is done via:




where ρ↑ñ↑ñ = 〈↑ ñphon|ρ(t)| ↑ ñphon〉 are the diagonal elements of the den-
sity matrix ρ in the basis {|↓ nphon〉 , |↑ ñphon〉}. So we need to obtain the



















where Γñk = | 〈k|ñ〉 |2 = |Dkñ(−λ)|2. The first equation (J.4) describes the
change in ρ↑ñ↑ñ as a function of time. The first term expresses the increase of
ρ↑ñ↑ñ due to a transition from a state |↓ kphon〉 to the excited state |↑ ñphon〉.
This transition takes place if the energy of the first state E = kωv is bigger
than the second one E = ∆ + ñωv. This transition is weighted by the overlap
between the vibrational states which take part in the transition i.e. the Franck-
Condon factors Γñk. Thus, we can adopt the notation: Γkñ ≡ Γk→ñ.
On the other hand, the second term expresses the decrease of ρ↑ñ↑ñ due
to each transition from the state |↑ ñphon〉 to states of the electronic ground
state manifold |↓ kphon〉 of smaller energy than E = ∆ + ñωv. Thus, we can
adopt the notation: Γñk ≡ Γñ→k.
We can interpret the equation (J.5) in the same manner. The first term
describes the increase in ρ↓n↓n due to transitions : |↑ k̃phon〉 → |↓ nphon〉 and
the second term describes the decrease due to the transitions |↓ nphon〉 →
|↑ k̃phon〉. As, our initial state is |ψ(t = 0)〉 = |↑ 0̃phon〉, we are going to
neglect the transitions |↓ nphon〉 → |↑ k̃phon〉 and |↓ kphon〉 → |↑ ñphon〉 the
equations (J.4) and (J.5), respectively, as these transitions would require a
supply of additional energy.
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ω Γk̃→n ρ↑k̃↑k̃ (J.7)
After some algebra, we arrive to an analytical expression for the number of
matter excitations the equation (3.11), shown in section 3.3:








where ωñm = (∆ + ñωv) − mωv. Using the values ∆ = 1, ωv = 0.1 and
|ψ(t = 0)〉 = |↑ 0̃phon〉, we can compare the numerical calculation with the
analytical expression (J.8), see figure J.1. Thus we obtain a very good result
which captures the most important exponential involved in the decay.
Figure J.1: Time evolution of the matter excitations 〈σ̂+σ̂−〉 (t) in the Holstein model
(1.26) for several values of matter-phonon coupling λ. Parameters: γmatter = 2.5 ×
10−3, ωv = 0.1, ∆ = 1 and ρ(t = 0) = |↑ 0̃phon〉 〈↑ 0̃phon|.
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J.1.2 Dependence of the decay with ωv
As we have shown in the previous section, the matter losses γmatter are renor-




ωñmΓñ→m when: ñ = 0 (J.9)
This factor is a sum over all the transitions, which fulfill ωñm > 0, weighted
by the Franck-Condon factors Γñ→m. It can also be shown easily that the
renormalization (J.9) disappears when we have a continuum of phonons i.e.


































We can also plot γ0̃(λ) for several values of ωv and numerically check that
γñ(λ)→ 1, see figure J.2.
Figure J.2: γ0̃(λ) versus λ for several values of ωv.
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Demostration of (J.12)













L < 1 convergent series
L > 1 divergent series











= . . .
For m > ñ, and using the definition of Γñm:



















































= 0 < 1
So, using the D’Alambert criteria, the series converges to a finit value if λ 6= 0.
In the case of λ = 0 it can easily checked that the sum gives 0, therefore, it
converges. In conclusion, we have justified the result (J.12) when ωv → 0+.
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J.2 Holstein-Quantum-Rabi model
In this section, we are going to study how the energy losses in the electronic
channel chages the dynamics of the system. We will study how we obtain
numerically the decay in subsection J.2.1 and the Lindblad eigenspectrum
and the transitions in the subsection J.2.2.
J.2.1 Decay of excitations with losses in the electronic sector
In this section, at bare resonance, we are going to see the simulations to obtain
the dependence of the decay with λ in the case of γmatter = 1.0 × 10−4 and
γphot = γphon = 0. The other parameters are: ωv = 0.1, ∆ = ωc = 1.0,
g = 0.05, λ = 0.0 − 3.0 and ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|. Thus, we
calculate 〈â†â〉 (t) and 〈σ̂+σ̂−〉 (t) for different values of λ, see figure J.3
(a)
(b)
Figure J.3: At bare resonance , (a) 〈â†â〉 (t) and (b) 〈σ̂+σ̂−〉 (t), the black curves are
without energy losses, the other colours with γmatter = 1.0×10−4. Parameters: ωv =
0.1, ∆ = ωc = 1.0, g = 0.05, λ = 0− 3 and ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|.
J.2. Holstein-Quantum-Rabi model 175
In order to analyze these results, we have calculated the quotient between
the time evolution of 〈â†â〉 (t) with and without matter losses. This quantity




Figure J.4: At bare resonance , quotient between the expected value of photons
with and without energy losses 〈â†â〉 (t). The dashed lines are analytical exponentials
∝ exp[−γt] with a decay γ (3.13) (a) λ = 0.0 − 2.0 (b) λ = 2.5 − 4.0. Parameters:
ωv = 0.1, ∆ = ωc = 1.0, g = 0.05 and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
Thus, we find a discrepancy between numerical and analytical decay for
λ > 2, see figure J.4b. But, this discrepancy is due to the renormalization
of the cavity photon energy ωc due to the Bloch-Siegert effect. At dressed
resonance , when this renormalization is taken into account by correcting
the resonance condition ∆ = ωc − δBS , we obtain a good agreement between
the simulations and the analytical solution, see figure J.5. Thus, using these
simulations, we obtain the figures of the dependence 3.13 of the decay versus
λ.
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(a)
(b)
Figure J.5: At dressed resonance , quotient between the expected value of photons
with and without energy losses 〈â†â〉 (t). The dashed lines are analytical exponentials
∝ exp[−γt] with a decay γ (3.13) (a) λ = 0.0 − 2.0 (b) λ = 2.5 − 4.0. Parameters:
ωv = 0.1, ∆ = 1.0 ωc = ∆ + δBS (Bloch-Siegert correction, cf. section 2.3), g = 0.05
and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
J.2.2 Lindblad Spectrum
In this section, we show the most important Lindblad eigenvector of several












At dressed resonance , using as parameters ωv = 0.1, g = 0.05 (2g = ωv),
λ = 1.0, ∆ = 1, ∆ = ωv − δBS(λ), γmatter = 1.0 × 10−3 and ρ(t = 0) =
|↓ 1phot 0phon〉 〈↓ 1phot 0phon|, we can obtain the most relevant eigenvectors
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of the 〈a†a〉 (t), see table J.1. In these tables we will use a short label to




j |pj | λ(j)
1 2.21× 10−1 −4.71× 10−4
2 1.92× 10−1 −4.25× 10−4
3 1.65× 10−1 −4.48× 10−4 + 5.14× 10−2i
3∗ 1.65× 10−1 −4.48× 10−4 − 5.14× 10−2i
Table J.1: At dressed resonance , the most relevant Lindblad eigenvectors in the
dynamics of 〈a†a〉 (t). Parameters: ωv = 0.1, g = 0.05, λ = 1.0, ∆ = 1, ∆ = ωc− δBS
and ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|. The weights pj are normalized.
We can also obtain the Lindblad eigenspectrum for the projectors |ε0〉 〈ε0|
and |ε1〉 〈ε1|:
〈|ε0〉 〈ε0|〉 (t) 〈|ε1〉 〈ε1|〉 (t)
j pj/
∑
j |pj | λ(j) j pj/
∑
j |pj | λ(j)
1 ∼ 1.00 −4.71× 10−4 2 ∼ 1.00 −4.25× 10−4
2 1.15× 10−7 −4.25× 10−4 4.03× 10−8 −4.11× 10−4
−2.10× 10−8 −5.02× 10−4 −6.20× 10−11 −4.81× 10−4
Table J.2: At dressed resonance , λ = 1, γmatter = 10
−3, γphon = 0.0 y Nphon = 10
We also obtain the Lindblad spectrum of the projectors |↓ 0photnphon〉 of
the ground state subspace obtaining weights pj < 0 for the eigenstates 1 and
2. Thus, comparing with the table J.2, the Lindblad eigenvectors 1 and 2 are
responsible of the transitions [cf. figure J.6]:
|ε0〉 −→ 1 −→ |↓ 0phot n〉 , ∀n > 0
|ε1〉 −→ 2 −→ |↓ 0phot n〉 , ∀n > 0
We can also obtain the most relevant Lindblad eigenstates of the the number
of the phonons 〈b̂†b̂〉 in the representation of the Hamiltonian (2.2) (which
diagonalizes the Holstein Hamiltonian (1.26)), see table J.3.
j pj/
∑
j |pj | λ(j)
4.86× 10−1 ∼ 0
2 −2.71× 10−1 −4.25× 10−4
1 −1.07× 10−1 −4.71× 10−4
Table J.3: At dressed resonance , Lindblad spectrum of 〈b̃†b̃〉 (t) in the representa-
tion of the Hamiltonian. Parameters: γmatter = 10
−3, γphon = γphot = 0.0, λ = 1,
ωv = 0.1, g = 0.05, ∆ = 1, ∆ = ωc− δBS and ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|.
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Figure J.6: Transitions between basis states mediated by the Lindblad eigenstates 3
and 3∗.
Figure J.7: At dressed resonance , 〈b†b〉 (t) in the representation of the Hamilto-
nian (2.2) for several values of λ, we have used here a higher value of phonon losses
(γmatter = 2.5× 10−3) to see the increasing of phonons easily. Parameters: ωv = 0.1,
g = 0.05 (2g = ωv), ∆ = 1, ∆ = ωc−δBS and ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|.
The transitions |ε0〉 , |ε1〉 → |↓ 0phot nphon〉 [cf. figure J.6] given by 1 and
2 and the table J.3 explain the increase in the number of phonons 〈b†b〉 (t),
see figure J.7. Therefore, the Lindblad eigenvectors 1 and 2 are responsible
of the decay in the number of photons 〈a†a〉 (t), the transitions |ε0〉 , |ε1〉 →
|↓ 0phot nphon〉 and the increase of the number of phonons.
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Calculating the Lindblad spectrum of several states of the basis we find
that de Lindblad eigenstates 3 and 3∗, responsible of the Rabi oscillations of
〈â†â〉 (t), cause the following transitions:
|↑ 0phot 0̃〉 (pj = −2.07× 10−1)
|↑ 0phot 1̃〉 (pj = −6.61× 10−2)
|↓ 1phot 1〉 (pj = −5.38× 10−2)
←→ 3
3∗
←→ |↓ 1phot 0〉
(pj = 1.98× 10−1)
Figure J.8: Transitions between basis states mediated by the Lindblad eigenstates 3
and 3∗.
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J.3 Photon Losses
In this section, we are going to study the photon losses in the system at
dressed resonance . Since, it does not exist a perfect cavity. Some pho-
tons can scape and the mirrors are not perfectly reflecting and some can be
absorved. Here, we do the same simulations plotted in figure J.3, but with
photon energy losses γphot = 10
−4 and γmatter = γphon = 0, see figure J.9. The
other parameters: ωv = 0.1, g = 0.05, λ = 0.0− 3.0, ∆ = 1, ∆ = ωc− δBS and
ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|.
(a)
(b)
Figure J.9: At dressed resonance : (a) 〈a†a〉 (t) and (b) 〈σ̂+σ̂−〉 (t) with photon
losses (γphot = 10
−4) and without losses (black curves). Parameters: ωv = 0.1, g =
0.05, λ = 0.0− 3.0, ∆ = 1, ∆ = ωc− δBS and ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|.
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J.4 Phonon Losses
Now, it is the turn of the phonon energy losses. Again, the system is not
perfect and it is posible that some phonons decay maybe to a solid matrix.
We are going to consider two scenarios: (i) only the phonon losses (section
J.4.1) and (ii) a combitaion of the electronic (matter) decay and phonon losses
(section J.4.2).
J.4.1 Only Phonon Losses
In this section, we are going to study the Lindblad spectrum in the case γphon =
5 × 10−2, γphot = γmatter = 0 for several expected values 〈Ô〉 (t) at dressed
resonance . The other parameters used are: λ = 1, ωv = 0.1, g = 0.05
(2g = ωv) , ∆ = 1, ∆ = ωc−δBS and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
First, we can obtain the most important Lindblad eigenvectors of the 〈a†a〉 (t),
λ(j) classified by their weight pj , see table J.4.
j pj/
∑
j |pj | λ(j)
1 4.63× 10−1 ∼ 0
2 1.65× 10−1 −1.52× 10−3 − 5.14× 10−2i
2∗ 1.65× 10−1 −1.52× 10−3 + 5.14× 10−2i
Table J.4: At dressed resonance , Lindblad eigenvectors classified by their normal-
ized weight pj/
∑
j |pj | of the number of photons 〈a†a〉 (t), λ(j) are the Lindblad eigen-
values. Parameters: γphon = 5× 10−2, γphot = γmatter = 0, λ = 1, ωv = 0.1, g = 0.05
(2g = ωv) , ∆ = 1, ∆ = ωc − δBS and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
Thus, we find a stationary eigenstate 1 for the number of photons and a
pair of complex conjugate eigenstates 2 and 2∗ responsible of the Rabi oscil-
lations in the number of photons. If we calculate the Lindblad spectrum for
several states of the basis, we find that these pairs of Lindblad eigenstates are
responsible of the transitions:
|↑ 0phot 0̃〉 (pj = −1.84× 10−1)
|↑ 0phot 1̃〉 (pj = −4.89× 10−2)
|↓ 1phot 1〉 (pj = −3.74× 10−2)
←→ 2
2∗
←→ |↓ 1phot 0〉
(pj = 1.62× 10−1)
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Figure J.10: Transitions between basis states mediated by the Lindblad eigenstates 2
and 2∗.
We can also obtain the Lindblad eigenstates of the number of phonons
〈b̂†b̂〉 (t) in the representation of the Hamiltonian (2.2) after applying the Po-
laron transformation U
(0)
P (2.1) which diagonalizes the Holstein Hamiltonian
(1.26). See the table J.5.
j pj/
∑
j |pj | λ(j)
1 1.70× 10−1 −2.31× 10−3
2 −1.40× 10−1 −2.68× 10−3 − 9.44× 10−2i
2∗ −1.40× 10−1 −2.68× 10−3 + 9.44× 10−2i
3 1.14× 10−1 −3.04× 10−3
Table J.5: At dressed resonance , Lindblad eigenvectors classified by their normal-
ized weight pj/
∑
j |pj | of the number of phonons 〈b̂†b̂〉 (t) (in the representation of the
Hamiltonian (2.2)), λ(j) are the Lindblad eigenvalues. Parameters: γphon = 5× 10−2,
γphot = γmatter = 0, λ = 1, ωv = 0.1, g = 0.05 (2g = ωv) , ∆ = 1, ∆ = ωc − δBS and
ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
We find a pair of eigenstates 1 and 3 responsible of the decay in the number
of phonons. Also, a pair of complex conjugate eigenstates 2 and 2∗ responsible
of the Rabi oscillations.
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〈|ε0〉 〈ε0|〉 (t) 〈|ε1〉 〈ε1|〉 (t)
j pj/
∑
j |pj | λ(j) j pj/
∑
j |pj | λ(j)
1 6.16× 10−1 ∼ 0.00 3 5.08× 10−1 −3.04× 10−3
3 −2.36× 10−1 −3.04× 10−3 −1.28× 10−1 −7.92× 10−3
1 −9.68× 10−2 −2.31× 10−3 −9.60× 10−2 −1.58× 10−2
2.27× 10−2 −7.92× 10−3 1 8.35× 10−2 −2.31× 10−3
Table J.6: At dressed resonance , Lindblad eigenvectors classified by their normal-
ized weight pj/
∑
j |pj | of the ground 〈|ε0〉 〈ε0|〉 (t) and first excited state 〈|ε1〉 〈ε1|〉 (t)
of the polariton subspace, where λ(j) are the Lindblad eigenvalues. Parameters:
γphon = 5 × 10−2, γphot = γmatter = 0, λ = 1, ωv = 0.1, g = 0.05 (2g = ωv) ,
∆ = 1, ∆ = ωc − δBS and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
Besides, we calculate the Lindblad spectrum for the projectors of the eigen-
states |εn〉 of the polariton subspace. In table J.6, we show the most important
Lindblad eigenstates for the cases n = 0, 1. Thus, we find that the Lindblad
eigenstates 1 and 3 are responsible for the decay to the eigenstate |ε0〉:
|ε1〉 −→ 3 −→ |ε0〉
|ε3〉 , |ε2〉 , |ε1〉 −→ 1 −→ |ε0〉
Figure J.11: Transitions between basis states mediated by the Lindblad eigenstates 1
and 3.
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We can check that the system decays to the ground state of the polariton
subspace |ε0〉 plotting the number of phonons in the long term dynamics and
compare it with the number of phonons of the eigenstate |ε0〉, see figure J.12b.
(a)
(b)
Figure J.12: At dressed resonance : (a) 〈b̂†b̂〉 (t) (in the representation of displaced
phonons used in the Hamiltonian (2.2) for ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|)
versus time; (b) Blue points represent the number of phonons when t → ∞, the
black curve the number of phonons 〈ε0|b̂†b̂|ε0〉 of the ground state |ε0〉 of the polariton
subspace versus λ. Parameters: γphon = 5 × 10−2, γphot = γmatter = 0, λ = 1,
ωv = 0.1, g = 0.05 (2g = ωv) , ∆ = 1, ∆ = ωc − δBS .
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Furthermore, we can check that in the long term the system relaxes to the
number of photons and matter excitations associated to having the ground
state of the polariton subspace |ε0〉, see figures J.13c and J.13d.
(a) (b)
(c) (d)
Figure J.13: At dressed resonance : (a) and (b) number of matter excitations
〈σ̂+σ̂−〉 (t) and number of photons 〈â†â〉 versus time; (b) and (c) Blue points repre-
sent the number of photons/matter excitations when t→∞, the black curve the pho-
tons/matter excitations 〈ε0|â†â|ε0〉 / 〈ε0|σ̂+σ̂−|ε0〉 of the ground state |ε0〉 of the po-
lariton subspace. Parameters: γphon = 5×10−2, γphot = γmatter = 0, λ = 1, ωv = 0.1,
g = 0.05 (2g = ωv) , ∆ = 1, ∆ = ωc−δBS and ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|.
J.4.2 Calculation when losses occur both in the phonon and electronic
sectors
In this section, we are going to study the Lindblad spectrum in the case γphon =
5 × 10−2, γmatter = 10−3 and γphot = 0 for several expected values 〈Ô〉 (t)
again at dressed resonance . The other parameters are: λ = 1, ωv = 0.1,
g = 0.05 (2g = ωv) , ∆ = 1, ∆ = ωc − δBS . The initial condition is ρ(t =
0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|. First, we can obtain the most important
Lindblad eigenvectors of 〈a†a〉 (t), λ(j) classified by their weight pj , see table
J.7.
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j pj/
∑
j |pj | λ(j)
1 4.63× 10−1 −4.71× 10−4
2 1.64× 10−1 −1.97× 10−3 + 5.14× 10−4i
2∗ 1.64× 10−1 −1.97× 10−3 − 5.14× 10−4i
Table J.7: At dressed resonance , Lindblad eigenvectors classified by their normal-
ized weight pj/
∑
j |pj | of the number of photons 〈a†a〉 (t), where λ(j) are the Lind-
blad eigenvalues. Parameters: γphon = 5 × 10−2, γphot = 0, γmatter = 10−3, λ = 1,
ωv = 0.1, g = 0.05, ∆ = 1, ∆ = ωc− δBS and ρ(t = 0) = |↓ 1phot0phon〉 〈↓ 1phot0phon|.
Then, we have obtained a Lindblad eigenvector 1 which produce the long
term decay of the number of photons and a pair of complex conjugate eigen-
states 2 and 2∗ responsible of the Rabi oscillations and their decay. Also, we
can obtain the Lindblad spectrum for the projectors of the eigenstates |ε0〉 and
|ε1〉 of the polariton subspace, see table J.8.
〈|ε0〉 〈ε0|〉 (t) 〈|ε1〉 〈ε1|〉 (t)
j pj/
∑
j |pj | λ(j) j pj/
∑
j |pj | λ(j)
1 6.17× 10−1 −4.71× 10−4 2 5.15× 10−1 −3.47× 10−3
2 −2.33× 10−1 −3.47× 10−3 −1.28× 10−1 −8.33× 10−3
3 −1.02× 10−1 −2.82× 10−3 3 9.86× 10−2 −2.82× 10−3
Table J.8: Lindblad eigenvectors classified by their normalized weight pj/
∑
j |pj | of
the ground 〈|ε0〉 〈ε0|〉 (t) and first excited state 〈|ε1〉 〈ε1|〉 (t) of the polariton subspace,
where λ(j) are the Lindblad eigenvalues. Parameters: γphon = 5 × 10−2, γphot = 0
γmatter = 10
−3, λ = 1, ωv = 0.1, g = 0.05 (2g = ωv) , ∆ = 1, ∆ = ωc − δBS and
ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
We can obtain similar tables, but for the projectors over the states |↓ 0photnpon〉
of the ground state subspace. Thus, the Lindblad eigenstate 1 is responsible
of the following transitions:
|ε0〉 |↓ 0phot nphon〉 , nphon > 0 −→ 1 −→ |↓ 0phot 0phon〉
If we see the table J.8, we find two important eigenstates 2 and 3. These
are responsible of the transitions:
|ε1〉 |↓ 0phot n〉 , n > 0 −→ 2, 3 −→ |ε0〉 |↓ 0phot 0〉
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Figure J.14: Transitions between basis states mediated by the Lindblad eigenstates
1, 2 and 3.
If we obtain weights pj of the Lindblad spectrum for several states of
the basis, we find that the complex conjugate Lindblad eigenstates 2 and 2∗
produce these transitions:
|↑ 0phot 0̃〉 (pj = −1.85× 10−1)
|↑ 0phot 1̃〉 (pj = −4.94× 10−2)
|↓ 1phot 1〉 (pj = −3.87× 10−2)
←→ 2
2∗
←→ |↓ 1phot 0〉
(pj = 1.63× 10−1)
Figure J.15: Transitions between basis states mediated by the Lindblad eigenstates 2
and 2∗.
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The eigenstates 2 and 2∗ are only responsible of the Rabi oscillation and
their decay. In fact, we can obtain the dynamics of the number of photons
〈â†â〉 (t) with only these two eigenstates. Thus, we obtain Rabi oscillations




Figure J.16: At dressed resonance , time evolution of the expected number of
(a) photons and (b) matter excitations with the initial condition ρ(t = 0) =
|↓ 1phot 0phon〉 〈↓ 1phot 0phon|. The black curve represents the time evolution with
all the Lindblad eigenvectors, the blue one the time evolution limited to the Lind-
blad eigenvectors 2 and 2∗, see table J.7. Parameters: γphon = 5 × 10−2, γphot = 0
γmatter = 10
−3, λ = 1, ωv = 0.1, g = 0.05 (2g = ωv) , ∆ = 1, ∆ = ωc − δBS .
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In figure J.17, we have plotted the dynamics of 〈σ̂+σ̂−〉 (t) with matter
losses and the comparison between the cases with (red) and without (black)
phonon losses. Thus, we can see that the effect of the phonon losses in the
number of matter excitations is the extintion of the Rabi oscillations:
(a)
(b)
Figure J.17: At dressed resonance , (a) Time evolution of the mater excitations
〈σ̂+σ̂−〉 (t), the red curve case with phonon and matter losses (γmatter = 10−3,
γphon = 5.0 × 10−2); the black curve case with only matter losses (γmatter = 10−3,
γphon = 0) (b) The same case but in logarithmic scale. Parameters: λ = 1,
γphot = 0, ωv = 0.1, g = 0.05 (2g = ωv) , ∆ = 1, ∆ = ωc − δBS and
ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.
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We have seen the effect of the matter and phonon losses for the case ωv =
2g = 0.1. In figure J.18, we can qualitatively see that they have the same




Figure J.18: At dressed resonance , time evolution of the number of photons
〈â†â〉 (t), the red curve case with phonon and matter losses (γmatter = 10−3,
γphon = 5.0 × 10−2); the black curve case with only matter losses (γmatter = 10−3,
γphon = 0, (a) and (b) are the cases with 2g < ωv, ωv = 0.125; (c) and (d) the
cases with 2g > ωv, ωv = 0.075. Parameters: λ = 1, γphot = 0, g = 0.05 , ∆ = 1,
∆ = ωc − δBS and ρ(t = 0) = |↓ 1phot 0phon〉 〈↓ 1phot 0phon|.)
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Quiero empezar a agradecer en primer lugar a mi familia. A mis padres
y mi hermano Carlos por haber estado ah́ı conmigo apoyándome y soportán-
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sino todos los buenos momentos que he pasado con vosotros. Quiero acor-
darme especialmente de Paula, Rodrigo, Patricia, Diego, Cristina, Esteban,
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[104] T Shi, Y-H Wu, A González-Tudela, and J I Cirac. Effective many-body
hamiltonians of qubit-photon bound states. New Journal of Physics,
20(10):105005, oct 2018.
[105] E. Sanchez-Burillo, D. Zueco, J. J. Garcia-Ripoll, and L. Martin-Moreno.
Scattering in the ultrastrong regime: Nonlinear optics with one photon.
Phys. Rev. Lett., 113:263604, Dec 2014.
[106] E. Sánchez-Burillo, D. Zueco, L. Mart́ın-Moreno, and J. J. Garćıa-Ripoll.
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