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There is a natural relationship between Jones polynomials and quantum computation. We use
this relationship to show that the complexity of evaluating relative-error approximations of Jones
polynomials can be used to bound the classical complexity of approximately simulating random
quantum computations. We prove that random quantum computations cannot be classically sim-
ulated up to a constant total variation distance, under the assumption that (1) the Polynomial
Hierarchy does not collapse and (2) the average-case complexity of relative-error approximations of
the Jones polynomial matches the worst-case complexity over a constant fraction of random links.
Our results provide a straightforward relationship between the approximation of Jones polynomials
and the complexity of random quantum computations.
I. INTRODUCTION
The complexity of quantum computation is completely
determined by the complexity of quantum circuit am-
plitudes. These amplitudes can encode the solution
to computationally hard problems, such as Jones poly-
nomials [1], Tutte polynomials [2], and matrix perma-
nents [3, 4]. Unfortunately, quantum mechanics does not
provide us with a method for directly measuring these
amplitudes or their corresponding probabilities. We must
instead infer approximations to them via repeated com-
putations.
There is often a significant difference between the com-
plexity of an exact evaluation of a function and an ap-
proximation to it. For example, in the case of the fer-
romagnetic Ising model, an exact evaluation of its parti-
tion function is #P-hard. However, a relative-error ap-
proximation can be achieved with a classical computer in
polynomial time [5]. Another interesting example is the
Jones polynomial. Exactly computing the Jones poly-
nomial is #P-hard [6]. However, unlike the ferromag-
netic Ising model, the Jones polynomial retains this com-
plexity for relative-error approximations [7]. It is known
that, for the same class of Jones polynomials, computing
additive-error approximations is BQP-hard [8]. There-
fore, it seems unlikely that quantum computers can pro-
duce relative-error approximations of Jones polynomials
in polynomial time.
We show that the complexity of evaluating relative-
error approximations of Jones polynomials can be used
to bound the classical complexity of approximately sim-
ulating random quantum computations. Under the as-
sumption that (1) the Polynomial Hierarchy (PH) does
not collapse [9] and (2) the average-case complexity
of relative-error approximations of the Jones polyno-
∗ mail@ryanmann.org; http://www.ryanmann.org
mial matches the worst-case complexity over a con-
stant fraction of random links (Conjecture 1), we prove
that random quantum computations cannot be classi-
cally simulated up to a constant total variation dis-
tance (Theorem 10). This argument follows as a nat-
ural extension to those given for Instantaneous Quan-
tum Polynomial-time (IQP) circuits [10, 11] and for other
classes of random quantum circuits [12], when combined
with results on approximate designs [13, 14]. Our results
provide a straightforward relationship between the ap-
proximation of Jones polynomials and the complexity of
random quantum computations.
Many quantum circuit classes can be associated with
functions that are #P-hard to evaluate up to a relative
error. This feature has been used to construct arguments
in favour of a separation between the power of classical
and quantum computation (for a review on this topic
see Ref. [15] and Ref. [16]). While we do not believe
that quantum computers can exactly evaluate such func-
tions, they play a vital role in defining the complexity
of sampling from the output probability distribution of
quantum circuits. Terhal and DiVincenzo [17] first used
this feature to bound the capability of classical comput-
ers to simulate constant-depth quantum computations.
This was later extended to the problem of sampling from
linear optical networks [18] and IQP circuits [10].
Aaronson and Arkhipov [18] proved an important re-
lationship between the complexity of approximate sam-
pling and the average-case complexity of relative-error
approximations to counting problems. They showed that
the complexity of evaluating relative-error approxima-
tions to matrix permanents can be used to bound the
classical complexity of sampling from random linear op-
tical networks up to a constant total variation distance
— a notion of approximation that is realistic for quan-
tum computation. They conjecture that (1) the average-
case complexity of the permanent of Gaussian matrices
is #P-hard and (2) the permanent of Gaussian matrices
satisfies a certain anti-concentration bound. Assuming
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2that these conjectures are true, they show that the ex-
istence of an efficient classical algorithm which can ap-
proximately sample from these networks would imply the
collapse of the Polynomial Hierarchy [18]. A similar re-
sult was proven for IQP circuits [11] — extending this
argument to the quantum circuit model under a different
average-case complexity conjecture, where the equivalent
anti-concentration conjecture could be proven.
These sampling problems are not just a good candidate
for proving a separation between classical and quantum
computation, but also for providing experimental bench-
marks [12, 16]. This has motivated the study of many
other sampling problems. Each of these conjecture the
equivalence of the average-case and worst-case complex-
ity of relative-error approximations of a given function.
These include: (1) the permanent of Gaussian matri-
ces [18], (2) the gap of degree-three polynomials over
F2 [11, 19], (3) output probabilities of conjugated Clifford
circuits [20], and (4) complex-temperature Ising model
partition functions over dense [11], sparse [21], and three-
dimensional models [12, 22, 23].
These average-case complexity conjectures are each as-
sociated with a class of quantum circuits. These quan-
tum circuits are not thought to be universal for quantum
computation, with the exception of the three-dimensional
Ising model case, but nonetheless become universal un-
der post-selection. Understanding the distinctions be-
tween these conjectures is essential for understanding the
relationship between these classes of quantum circuits.
However, resolving such conjectures would require non-
relativising techniques [24]. We therefore expect this to
be a hard open problem.
We consider the problem of sampling from random
quantum computations that are distributed according to
an approximate unitary (t ≥ 2)-design. We observe that
these approximate unitary designs produce output prob-
ability distributions that satisfy an anti-concentration
bound. This bound is used to prove that if there ex-
ists an efficient classical algorithm which can sample
from these distributions up to a constant total vari-
ation distance, then Stockmeyer’s Counting Theorem
(Theorem 12) can be used to produce relative-error ap-
proximations to a constant fraction of their output prob-
abilities (Theorem 2). This same observation has been
used to establish arguments for the complexity of ran-
dom quantum circuits [12, 23] and conjugated Clifford
circuits [20].
We define a natural model of random links via the
braid group. A random braid is generated by apply-
ing generators of the braid group uniformly at random.
A random link is then the plat closure of a random
braid. We show that the output probability amplitudes
of random quantum computations are proportional to
the Jones polynomial of a random link. Furthermore,
we show that in the kth path model representation with
k = 5 or k ≥ 7, random braids on 2n strands of
length Ω[n(n+ log(1/))] form an -approximate unitary
2-design (Corollary 9). This leads us to conjecture that it
is #P-hard to approximate the Jones polynomial, up to
a relative error, on at least a constant fraction of random
links (Conjecture 1). This provides a natural conjecture
for bounding the classical complexity of simulating ran-
dom quantum computations.
This paper is structured as follows. In Section II, we
provide an introduction to random quantum computa-
tions and approximate unitary designs. We then state
our result on the classical simulation of random quan-
tum computations. In Section III, we briefly introduce
the theory of knots, braids, and the Jones polynomial.
We review the relationship between Jones polynomials
and quantum computing in Section IV. In Section V, we
relate the complexity of random quantum computations
to the complexity of approximating the Jones polynomial
of random links. Finally, we conclude in Section VI with
some remarks and open problems.
II. RANDOM QUANTUM COMPUTATIONS
A random quantum computation is the action of (1)
preparing an initial state, (2) applying a randomly chosen
unitary matrix, and (3) measuring in the computational
basis. This is equivalent to sampling from a probability
distribution DU , where U is a randomly chosen unitary
matrix.
Definition 1 (DU ). For a d × d unitary matrix U , we
define DU to be the probability distribution over integers
x ∈ [d], given by
Pr[x] := |〈x|U |0〉|2 .
It is natural to consider unitary matrices drawn from
the uniform distribution. The uniform distribution over
the unitary group U(d) is defined by the Haar measure,
which is the unique translation-invariant measure on the
group. Unfortunately, random unitary matrices drawn
from the Haar measure cannot be implemented efficiently
by a quantum computer as they typically require an ex-
ponential number of gates [25].
For our purposes, it is important that the random
quantum computations can be implemented efficiently.
We achieve this by weakening the requirement that the
unitary matrices are drawn from the Haar measure. In-
stead, we require only that the unitary matrices are
drawn from a distribution that is close to the Haar mea-
sure.
A unitary t-design is a distribution over a finite set
of unitary matrices which imitates the properties of the
Haar measure up to the tth moment. For convenience, let
Hom(t,t)(U(d)) be the set of polynomials homogeneous of
degree t in the matrix elements of U and homogeneous
of degree t in the matrix elements of U∗.
Definition 2 (Unitary t-design [26]). A distribu-
tion D = {pi, Ui} over unitary matrices in dimen-
sion d is a unitary t-design if, for any polynomial
3f ∈ Hom(t,t)(U(d)),∑
Ui∈D
pif(Ui) =
∫
U(d)
f(U)dU.
Definition 3 (-approximate unitary t-design). A distri-
bution D = {pi, Ui} over unitary matrices in dimension
d is an -approximate unitary t-design if, for any polyno-
mial f ∈ Hom(t,t)(U(d)),
(1− )
∫
U(d)
f(U)dU ≤
∑
Ui∈D
pif(Ui) ≤ (1 + )
∫
U(d)
f(U)dU.
Brandao, Harrow, and Horodecki [14] showed that
G-local random quantum circuits acting on n qudits com-
posed of polynomially many gates form an approximate
unitary poly(n)-design. Here, G = {gi}mi=1 is a univer-
sal set of gates containing inverses with each gi ∈ U(d2)
composed of algebraic entries.
Definition 4 (G-local random quantum circuit). At
each time step, two indices, i and j, are chosen uniformly
at random from [m] and [n − 1], respectively. The gate
gi is then applied to the two neighbouring qudits j and
j + 1.
Theorem 1 (Brandao, Harrow, and Horodecki [14]). Fix
d ≥ 2. Let G = {gi}mi=1 be a universal set gates contain-
ing inverses with each gi ∈ U(d2) composed of algebraic
entries. There exists a constant λ = λ(G) > 0 such that
G-local random quantum circuits of length
λn dlogd(4t)e2 t5t3.1/ log(d) [nt log (d) + log(1/)]
form an -approximate unitary t-design.
We shall, therefore, restrict our attention to random
quantum computations where the unitary matrices are
drawn from an -approximate unitary (t ≥ 2)-design. We
are interested in a classical simulation of random quan-
tum computations, for which we have the following result:
Theorem 2. Let U be a d×d unitary matrix distributed
according to an -approximate unitary (t ≥ 2)-design and
let DU be its corresponding probability distribution. Sup-
pose that there is a classical polynomial-time algorithm
C, which, for any U , samples from a probability distri-
bution D′, such that ||D′ −DU ||1 ≤ µ. Then, for any
γ such that 0 < γ < 1− , there is an FBPPNPC algo-
rithm which approximates |〈0|U |0〉|2 up to a relative er-
ror 4µ(1+)
2
γ(1−−γ)2 + o(1) on at least a
(1−−γ)2
4(1+) fraction of
matrices.
We prove Theorem 2 and several supporting lemmas
in Appendix A. Theorem 2 tells us that, if there exists
an efficient classical algorithm which can approximately
sample from any random quantum computation, then,
there is an FBPPNP algorithm which can approximate
|〈0|U |0〉|2 up to a relative error for a fraction of matri-
ces U . Suppose that this algorithm solves a #P-hard
problem, then, by Toda’s Theorem [27], the Polynomial
Hierarchy collapses to its third level.
Theorem 3 (Toda [27]).
PH ⊆ P#P.
In Section V, we show that |〈0|U |0〉|2 is proportional
to the Jones polynomial of a random link, which is known
to be #P-hard to approximate up to a relative error in
the worst case [7]. We conjecture that this remains true
in the average case.
III. KNOTS, BRAIDS, AND THE JONES
POLYNOMIAL
We now briefly introduce the theory of knots, braids,
and the Jones polynomial.
Definition 5 (Knot). A knot K is subset of points in
R3 that is homeomorphic to a circle.
Informally, a knot is a tangled strand of string with the
open ends closed to form a loop. Much like the everyday
knots that we use when we tie our shoelaces, ties, and so
on — mathematical knots are exactly that, except that
the open ends are fused together.
The most simple knot you can think of is the unknot,
also called the trivial knot, which is a closed loop without
a knot (Fig. 1a). Other examples of knots include the
trefoil knot (Fig. 1b), and the figure eight knot (Fig. 1c).
(a) The unknot.
(b) The trefoil
knot.
(c) The figure
eight knot.
FIG. 1: Examples of basic knots.
We have seen how a knot is an embedding of a circle
in R3. We can now generalise this idea by considering an
embedding of multiple circles in R3.
Definition 6 (Link). A link L is a finite disjoint union
of knots L =
⋃
iKi. Each knot Ki in the union is called
a component of the link.
Definition 7 (Oriented link). An oriented link is a link
in which each component is assigned an orientation.
We can now see that a knot is a link of only one com-
ponent. The generalisation of the unknot to a link on
n components is called the unlink, which is a collection
of n unknots that are not interlinked. An example of a
4slightly more interesting link is the Borromean rings link
(Fig. 2), which has the property that removing any single
component of the link gives the two component unlink.
FIG. 2: The Borromean rings link.
A important problem in knot theory is the link recog-
nition problem — given two links are they the same? To
answer this, we must first ask, what does it mean for two
links to be the same?
Definition 8 (Link equivalence). Two links L1 and
L2 are said to be equivalent if there exists a
orientation-preserving homeomorphism f : R3 → R3 so
that f(L1) = L2.
Essentially, two links are equivalent if they can be de-
formed into one another. We can prove that two links are
equivalent by producing a set of instructions that will
deform one link into the other. However, proving that
two links are not equivalent is much more difficult, as we
would need to prove that no set of instructions exist.
Link invariants are an important concept in knot the-
ory as they allow us to study the link recognition prob-
lem.
Definition 9 (Link invariant). A link invariant is a func-
tion from the set of links to some other set, such that the
output of the function depends only on the equivalence
class of the link.
Definition 10 (Jones polynomial [28]). The Jones poly-
nomial VL(ω) is a link invariant, which assigns to each
oriented link a Laurent polynomial in the variable ω1/2.
The Jones polynomial is characterised by the skein re-
lation and the normalisation that the Jones polynomial
of the unknot V©(ω) = 1.
Definition 11 (Skein relation). Given three links L−,
L0, and L+ that are identical, except for a local region
where they differ according to Fig. 3, then the following
skein relation holds
(ω1/2 − ω−1/2)VL0(ω) = ω−1VL+(ω)− ωVL−(ω).
The skein relation is sufficient for a recursive computa-
tion of the Jones polynomial of a link. It follows that the
Jones polynomial of a link can be computed in time ex-
ponential in the number of crossings. A classic result of
Jaeger, Vertigan, and Welsh [6] states that exactly com-
puting the Jones polynomial VL(ω) of a link is #P-hard
except when ω is one of a few special points. Bordewich
FIG. 3: Diagrams for the skein relation.
et al. [29] showed that it is BQP-hard to approximate
the Jones polynomial up to an additive error. Kuper-
berg [7] proved that it remains #P-hard to approximate
the Jones polynomial up to a relative error.
Theorem 4 (Jaeger, Vertigan, and Welsh [6]). Evaluat-
ing the Jones polynomial VL(ω) of a link is #P-hard ex-
cept when ω = ± exp(2pii/k) with k ∈ {1, 2, 3, 4, 6} when
it can be evaluated in polynomial time.
We now introduce the theory of braids, which provides
us with a convenient way to represent any link.
Definition 12 (Braid). Let
A = {(x, 0, 0) | x ∈ Z+, x ≤ n },
B = { (x, 0, 1) | x ∈ Z+, x ≤ n }.
Then, an n-strand braid is a collection of non-intersecting
smooth paths in R3 connecting the points in A to the
points in B.
Informally, a braid is a collection of strands of string
that may cross over and under each other, and must al-
ways move from left to right. An example of a braid is
given in Fig. 4.
FIG. 4: An example of a braid on 4 strands.
The set of all braids on n strands form an infinite group
Bn, generated by the n − 1 generators {σi} and their
inverses {σ−1i }. The generator σi crosses the ith strand
over the (i + 1)th strand and its inverse σ−1i crosses the
ith strand under the (i+ 1)th strand.
Definition 13 (Braid group). The braid group on n
strands Bn is the group given by the Artin presentation〈
{σi}ni=1
∣∣∣∣σiσi+1σi =σi+1σiσi+1 for 1 ≤ i ≤ n− 2σiσj =σjσi for |i− j| ≥ 2
〉
.
Each braid can be described by a braid word.
5Definition 14 (Braid word). A braid word is word on
the set of generators {σi} and their inverses {σ−1i }. The
length of a braid word is the number of characters in the
word.
We can connect the endpoints of any braid in a number
of ways to form a link. For a braid with an even number
of strands a natural way to do this is by the plat closure.
Definition 15 (Plat closure). The plat closure of a
2n-strand braid b ∈ B2n is the link formed by connecting
pairs of adjacent strands on the left and the right of the
braid. The link that is formed by the plat closure of the
braid is often denoted bpl.
Alexander [30] showed that we can generate all possible
links this way. We can, therefore, describe any link as the
closure of a braid given by its braid word.
Theorem 5 (Alexander [30]). Every link can be repre-
sented by the closure of some braid.
IV. THE JONES POLYNOMIAL AND
QUANTUM COMPUTING
Freedman, Kitaev, and Wang [31] established a quan-
tum algorithm for additively approximating the Jones
polynomial at any principle root of unity in polynomial
time. This algorithm was later formalised by Aharonov,
Jones, and Landau [1]. Freedman, Larsen, and Wang [32]
proved that when ω = exp(2pii/k) is a principle non-
lattice root of unity, i.e. k = 5 or k ≥ 7, the problem
of additively approximating the Jones polynomial is uni-
versal for quantum computation. Aharonov and Arad [8]
extended this result to values of k that grow polynomially
with the number of strands and crossings.
Theorem 6 (Aharonov and Arad [8]). Let ω be a prin-
ciple non-lattice root of unity, and let b ∈ B2n be a braid.
Then, the problem of additively approximating the Jones
polynomial Vbpl(ω) to within the same accuracy as the
Aharonov-Jones-Landau algorithm [1] is BQP-hard.
The Aharonov-Jones-Landau algorithm is based on the
path model representation of the braid group [28, 33],
which is unitary when ω = exp(2pii/k) is a principle root
of unity. For an integer k, the kth path model represen-
tation of the braid group B2n is defined on the vector
space spanned by walks of length 2n, on a k − 1 vertex
path graph Gk, which start and finish on the first vertex.
To calculate the dimension of this vector space it is
sufficient to count the number of walks of length 2n on
the graph Gk. From a combinatorial perspective, the
walks on the graph Gk can be seen as Dyck paths of
length 2n, which never go above a height k− 2. It is well
known that the number of Dyck paths of length 2n is the
nth Catalan number, which provides an upperbound for
the dimension of the vector space.
Definition 16 (Catalan number). The nth Catalan
number is defined by
Cn :=
1
(n+ 1)
(
2n
n
)
.
Claim 7. For n ≥ 1,
Cn < 4
n.
Proof. The claim follows directly from Stirling’s approx-
imation for factorials. 
In this representation, each braid b ∈ B2n is mapped
to a unitary matrix ρk(b) composed of algebraic entries.
These unitary matrices have the property that the ex-
pectation value 〈0| ρk(b) |0〉 is proportional, up to an
efficiently computable factor, to the Jones polynomial
Vbpl(ω) of the plat closure of b. Aharonov, Jones, and
Landau [1] showed that such representations can be im-
plemented efficiently on a quantum computer.
In their construction, the unitary representation of
each generator ρk(σ
±
i ) of the braid group B2n acts on
a subspace of the Hilbert space of qudits. The Solovay-
Kitaev theorem [34] guarantees that these unitary ma-
trices can be implemented efficiently. An entire braid
b ∈ B2n is implemented efficiently by applying the corre-
sponding unitary matrix of each generator in the order
of the braid word of b.
V. RANDOM QUANTUM COMPUTATIONS
AND RANDOM LINKS
We now relate random quantum computations and the
Jones polynomial of random links. We define a random
link to be the plat closure of a random braid.
Definition 17 (Random braid). A random braid on 2n
strands is generated by uniformly at random choosing
generators from the set {σ±i }2n−1i=1 .
Definition 18 (Random link). A random link is gener-
ated by the plat closure of a random braid.
In the kth path model representation the generators
of the braid group {σ±i } are mapped to unitary matri-
ces {ρk(σ±i )}. In this representation, a random braid is
equivalent to a product of random matrices chosen uni-
formly at random from the set {ρk(σ±i )}. Since each
ρk(σ
±
i ) acts on a subspace of the Hilbert space of qudits,
a random braid is equivalent to a G-local random quan-
tum circuit, with the number of strands proportional to
the number of qudits. When k = 5 or k ≥ 7 these gates
are universal for quantum computation.
Theorem 8. In the kth path model representation with
k = 5 or k ≥ 7, there exists a constant λ > 0, such that
random braids on 2n strands of length
λn dlog2(4t)e2 t5t3.1/ log(2) [t log (Cn) + log(1/)] ,
form an -approximate unitary t-design.
6Proof. The proof follows from combining Theorem 1 with
the fact that the dimension of the vector space in the path
model representation is bounded from above by the nth
Catalan number and that the local dimension is bounded
from below by 2. 
Corollary 9. In the kth path model representation with
k = 5 or k ≥ 7, there exists a constant λ > 0, such that
random braids on 2n strands of length
λn [n+ log(1/)] ,
form an -approximate unitary 2-design.
Proof. The proof follows from setting t = 2 in Theorem 8
and from the upperbound for the nth Catalan number
found in Claim 7. 
We now relate the classical simulation of random quan-
tum computations and the complexity of approximating
the Jones polynomial of random links.
Theorem 10. Fix 0 <  < 1. Let k = 5 or k ≥ 7 be
an integer, and ω = exp(2pii/k) its corresponding root
of unity. Let b ∈ B2n be a random braid on 2n strands
of length Ω [n(n+ log(1/))]. Let ρk(b) be the k
th path
model representation of b, and let Dρk(b) be its corre-
sponding probability distribution. Suppose that there is
a classical polynomial-time algorithm C, which, for any
b, samples from a probability distribution D′, such that∣∣∣∣D′ −Dρ(b)∣∣∣∣1 ≤ µ and assume that Conjecture 1 holds.
Then, there is a BPPNP algorithm for solving any prob-
lem in P#P and by Toda’s Theorem the Polynomial Hi-
erarchy collapses to its third level.
Proof. The proof follows from combining Theorem 2,
Corollary 9, and Toda’s Theorem (Theorem 3). 
Conjecture 1. In the notation of Theorem 10. For
some 0 < γ < 1− , it is #P-hard to approximate
the Jones polynomial Vbpl(ω) up to a relative error
4µ(1+)2
γ(1−−γ)2 + o(1) on at least a
(1−−γ)2
4(1+) fraction of ran-
dom braids.
Conjecture 1 is based on the average-case complexity
of relative-error approximations of Jones polynomials. It
is known that it is #P-hard to approximate the Jones
polynomial up to a relative error in the worst case [7].
Therefore, Conjecture 1 states that this worst-case hard-
ness result can be extended to an average-case hardness
result.
Assuming that Conjecture 1 holds and the Polynomial
Hierarchy does not collapse, Theorem 10 tells us that
there is no efficient classical algorithm which can sam-
ple from any random quantum computation. This im-
plies that random quantum computations can not be ef-
ficiently simulated by a classical computer.
It is worth noting that the 5th path model representa-
tion is equivalent to the Fibonacci representation of the
braid group [35]. Therefore, our results extend to the
random braiding of Fibonacci anyons.
VI. CONCLUSION & OUTLOOK
We have provided strong evidence that simulating
random quantum computations is intractable for clas-
sical computers. Specifically, we have shown that if
Conjecture 1 holds and the Polynomial Hierarchy does
not collapse, then there is no efficient classical algorithm
which can approximately sample from the output prob-
ability distribution of random quantum computations.
There are a number of natural problems that remain
to be solved. The most obvious of which is to re-
solve Conjecture 1. Unfortunately, we are unaware of
any proof techniques which are capable of extending the
worst-case hardness result to an average-case hardness
result. Moreover, the results of Aaronson and Chen [24]
imply that any proof of this conjecture would require
non-relativising techniques.
Another natural problem is whether Corollary 9 can
be strengthened to random braids of a shorter length.
In Theorem 10, the length of a random braid is deter-
mined by the requirement that in the path model repre-
sentation it is distributed according to an -approximate
unitary 2-design. Therefore, any improvement to this
bound yields a stronger version of Theorem 10. It is an
open problem whether this bound can be improved.
It would also be interesting to adapt our results to
other functions, such as Tutte polynomials [2], Turaev-
Viro invariants [36], and matrix permanents [4]. These
functions are all known to be #P-hard to compute in
the worst case and BQP-hard to approximate up to an
additive error.
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Appendix A: Proof of Theorem 2
We now prove Theorem 2, which is restated below for
convenience. Our proof requires several lemmas which
we prove in the remainder of the section.
Theorem 2. Let U be a d×d unitary matrix distributed
according to an -approximate unitary (t ≥ 2)-design and
let DU be its corresponding probability distribution. Sup-
pose that there is a classical polynomial-time algorithm
C, which, for any U , samples from a probability distri-
bution D′, such that ||D′ −DU ||1 ≤ µ. Then, for any
7γ such that 0 < γ < 1− , there is an FBPPNPC algo-
rithm which approximates |〈0|U |0〉|2 up to a relative er-
ror 4µ(1+)
2
γ(1−−γ)2 + o(1) on at least a
(1−−γ)2
4(1+) fraction of
matrices.
Proof. Lemma 11 tells us that, for any 0 < δ < 1, there is
an FBPPNP
C
algorithm, which approximates |〈x|U |0〉|2,
up to an additive error
O
[
(1 + o(1))
µ(1 + )
δd
+
|〈x|U |0〉|2
poly(n)
]
,
with probability at least 1 − δ over the choice of
U . Combining this with Lemma 13 and setting
δ = (1−−γ)
2
4(1+) , it follows that there is an FBPP
NPC al-
gorithm, which approximates |〈0|U |0〉|2 up to a relative
error 4µ(1+)
2
γ(1−−γ)2 + o(1) on at least a
(1−−γ)2
4(1+) fraction of
matrices U . 
We now prove Lemma 11, which relates the simulation
of random quantum computations to approximating in-
dividual output probabilities. Our proof closely follows
that of Lemma 4 from Ref. [11].
Lemma 11. Let U be a d× d unitary matrix distributed
according to an -approximate unitary (t ≥ 1)-design and
let DU be its corresponding probability distribution. Sup-
pose that there is a classical polynomial-time algorithm
C, which, for any U , samples from a probability distribu-
tion D′, such that ||D′ −DU ||1 ≤ µ. Then, for any δ such
that 0 < δ < 1, there is an FBPPNP
C
algorithm, which
approximates |〈0|U |0〉|2, up to an additive error
O
[
(1 + o(1))
µ(1 + )
δd
+
|〈0|U |0〉|2
poly(n)
]
,
with probability at least 1− δ over the choice of U .
Proof. Define
QU := |〈0|U |0〉|2 , TU := Pr[C outputs 0 on input U ].
For any U , we can use Stockmeyer’s Counting Theorem
(Theorem 12) to obtain a relative-error approximation to
TU in FBPP
NPC ,
|TU − T ′U | ≤
TU
poly(n)
.
Then,
|QU − TU ′| ≤ |QU − TU |+ |TU − T ′U |
≤ |QU − TU |+ TU
poly(n)
≤ |QU − TU |+ (QU + |QU − TU |)
poly(n)
= |QU − TU |
(
1 +
1
poly(n)
)
+
QU
poly(n)
.
As C approximates DU up to an l1 error µ, it follows from
Markov’s inequality and the approximate design condi-
tion (Lemma 15) that, for any 0 < δ < 1,
Pr
U
[
|QU − TU | ≥ µ(1 + )
δd
]
≤ δ.
Therefore,
|QU − T ′U | ≤
µ(1 + )
δd
(
1 +
1
poly(n)
)
+
QU
poly(n)
,
with probability at least 1− δ over the choice of U . 
The proof of Lemma 11 requires a classic result of
Stockmeyer [37], which allows us to approximately count
in the Polynomial Hierarchy.
Theorem 12 (Stockmeyer’s Counting Theorem [37]).
Let f : {0, 1}n → {0, 1} be a function, and let
F =
∑
x∈{0,1}n f(x). Then there exists an FBPP
NPf
algorithm, which outputs a value α, such that
|α− F | < Ω
[
F
poly(n)
]
.
We now prove that unitary matrices distributed ac-
cording to an -approximate unitary (t ≥ 2)-design sat-
isfy the anti-concentration bounds claimed in Theorem 2.
This was proven independently by Hangleiter et al. [23].
Lemma 13. Let U be a d× d unitary matrix distributed
according to an -approximate unitary (t ≥ 2)-design,
then, for any unit vectors |α〉, |β〉 and a constant
0 ≤ γ ≤ 1− , the following holds
Pr
U
[
|〈α|U |β〉|2 > γ
d
]
≥ (1− − γ)
2
2(1 + )
.
Proof. The Paley-Zygmund inequality (Lemma 14) tells
us that
Pr
Z
[
Z >
γ
d
]
≥
(
1− γ
dE[Z]
)2 E[Z]2
E [Z2]
,
for any 0 ≤ γ ≤ dE[Z]. Setting Z = |〈α|U |β〉|2, it fol-
lows from the approximate design condition (Lemma 15),
that
Pr
U
[
Z >
γ
d
]
≥1
2
(
1− γ
(1− )
)2
(1− )2
(1 + )
(d+ 1)
d
≥1
2
(
1− γ
1− 
)2
(1− )2
1 + 
=
(1− − γ)2
2(1 + )
,
for any 0 ≤ γ ≤ 1− . 
8The proof of Lemma 13 combines the Paley-Zygmund
inequality and the approximate design condition. The
Paley-Zygmund inequality bounds the probability that a
non-negative random variable is small in terms of its first
and second moment.
Lemma 14 (Paley-Zygmund inequality). If Z ≥ 0 is a
random variable with finite variance, and if 0 ≤ θ ≤ 1,
then
Pr
Z
[Z > θE[Z]] ≥ (1− θ)2E[Z]
2
E[Z2]
.
We are interested in bounding the probability that the
random variable Z = |〈α|U |β〉|2 is small. In the case
of an exact unitary (t ≥ 2)-design the first and second
moments of Z match those of the Haar measure. For
an -approximate (t ≥ 2)-design the approximate design
condition bounds the distance of the first and second mo-
ments of Z from those of the Haar measure.
Lemma 15 (Approximate design condition [38]). If U
is a d × d unitary matrix distributed according to an
-approximate unitary t-design, then, for any unit vec-
tors |α〉, |β〉 and an integer k ≤ t,
(1− )(
k+d−1
d−1
) ≤ E [|〈α|U |β〉|2k] ≤ (1 + )(
k+d−1
d−1
) .
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