A zero-entropy system is said to be loosely Bernoulli if it can be induced from an irrational rotation of the circle. We provide a criterion for zero-entropy systems to be loosely Bernoulli that is compatible with mixing. Using these criteria, we show the existence of smooth mixing zero-entropy loosely Bernoulli transformations whose cartesian product with themselves is loosely Bernoulli.
Introduction
One of the main goals of ergodic theory is to describe invariants and models which classify broad classes of systems with respect to certain equivalence relations. Some of these relations, such as metric isomorphism, may prove too restrictive, whereas some others, such as orbit equivalence, may prove too flexible (recall that by Dye's Theorem [2] any two ergodic measure preserving transformations on non-atomic spaces are orbit-equivalent). Kakutani equivalence, initially introduced by Kakutani in [15] , can be thought of as an intermediate notion of classification. Two ergodic measure preserving transformations pX, T q and pY, Sq are said to be Kakutani equivalent if there exist positive measure sets A Ă X, B Ă Y such that the induced maps T A , S B are metrically isomorphic.
Particularly important in the theory of Kakutani is the equivalence class of irrational circle rotations. This class was initially considered by Katok [18] under the name of standard or loosely Kronecker transformations, and independently introduced by Feldman [7] , who coined the term loosely Bernoulli (LB) to denote the ergodic automorphisms that are: Kakutani-equivalent to an irrational circle rotation in the zero entropy case, or to a Bernoulli shift in the positive entropy case.
Most of the existing criteria for loose-Bernoullicity rely on the presence of particular periodic approximations for the underlying transformation (a remarkable exception to this is the horocycle flow [23] ). Unfortunately, these approximations do not easily coexist with mixing and some of these criteria directly forbid it (see for example [16, Proposition 3.5] ). Furthermore, the coexistence of mixing with certain periodic approximations, such as rank one transformations, becomes even more difficult in the smooth setting (see [3] ).
In this work we aim to provide criteria, compatible with mixing, to guarantee the loose-Bernoullicity of a zero-entropy system and of its cartesian product with itself. Our criteria will be based on localized periodic approximations inspired by [4] . We then show that these criteria are verified by a class of infinitely differentiable zero-entropy mixing transformations in T 3 . These systems are obtained by modifying the class of mixing transformations introduced in [6].
Periodic approximations
Approximation of measure preserving systems by periodic transformations was first proposed in the forties by Halmos [12] who provided a general framework for this theory and used it to prove the genericity of several ergodic properties. Halmos [13] successfully applied his method to prove that the set of weak mixing transformations is a G δ dense set in the space of measure preserving automorphisms endowed with the weak topology. Shortly after, and by similar methods, Rokhlin [25] proved that the set of mixing transformations is of the first category under the same weak topology.
Two decades later, the theory of periodic approximations regained strength after the works of Katok and Stepin, [17] , [19] , [20] , [26] . These works laid out the bases of the so called method of approximations and introduced a different point of view on periodic approximations which, in contrast to Halmos' approach, allowed the study of individual automorphisms by approximation. Katok [18] provided periodic approximation criteria for standardicity. He proved that a system with good cyclic approximations must be standard and that the existence of excellent linked approximations of type (h, h + 1) for a given transformation guarantee the standardicity of its cartesian product with itself. For definitions and proofs of these statements we refer the interested reader to [18] , [16] .
Cartesian products
Several notions related to periodic approximations, such as rank one, finite rank, local rank one and very weakly Bernoulli, are known to imply loose-Bernoullicity (see [9] , [22] ). All of these properties, which attempt to capture precise aspects of the long time behaviour of measure preserving transformations, provide important tools for classification and illustrate the richness of existing phenomena in abstract ergodic theory.
Given a measure preserving automorphism satisfying any of the ergodic properties mentioned above, it is not necessarily true that its cartesian product with itself verifies the same property. In fact, Ornstein, Rudolph and Weiss [22] constructed a rank one transformation whose product with itself is not LB. Ratner showed that any non trivial transformation T in the horocycle flow is LB [23] but its cartesian product TˆT is not LB [24] .
Examples of weak mixing, LB, zero-entropy transformations with LB cartesian product with themselves were first proposed by Katok (a detailed account of his construction can be found in [10] ). Katok's example was later modified by Gerber [10] who showed the existence of a zero-entropy LB transformation which is mixing of all orders and whose cartesian product with itself is LB. More recently, Gerber and Kunde [11] provided examples of smooth LB transformations whose cartesian product with themselves is LB. The loose-Bernoullicity of their examples relies on a slight modification of the aforementioned loose-Bernoullicity criterion proved by Katok [18] , namely, the existence of excellent linked approximations of type ph, h`1q. As in Katok's case, their criterion also guarantees that the transformation is weak mixing but not mixing (see [11, Proposition 4.1] for the exact statement of the criterion).
Plan of the work
This work is organized as follows. In Section 2, we introduce the notations and basic objects we use along the paper. Proposition 2.2 is an adaption of the loose-Bernoullicity criterion (Proposition 2.1) proven by Janvresse and de la Rue in [14] .
In Section 3, we combine Proposition 2.2 and the existence of an appropriate sequence of Rokhlin towers to prove a loose-Bernoullicity criterion for ergodic zero-entropy processes (Item 3 in Proposition 3.2). We stress the fact that although the measures of the towers in the criterion verify certain nonsummability condition, their measures are not necessarily bounded from below. As a direct consequence of Proposition 3.2 we deduce, in Theorem 3.3, a similar loose-Bernoullicity criterion for ergodic zero-entropy transformations. We then adapt these criteria to obtain analogous results for the cartesian product of weak mixing zero entropy transformations with themselves (Proposition 3.5 and Theorem 3.6).
Finally, in Section 4, we prove the existence of a family of smooth, mixing, zero-entropy, loosely Bernoulli diffeomorphisms of T 3 whose cartesian product with themselves is loosely Bernoulli (Theorem 4.3). The Appendix contains technical tools used in the construction of these transformations.
Preliminaries
Throughout this work pX, µ, Eq will denote a Lebesgue measure space and T will denote a zero-entropy measure preserving automorphism on X. If there is no risk of confusion we will denote pX, µ, Eq simply by X.
Partitions and P-names.
We denote by P f pXq the set of finite measurable partitions of X. We consider a partition P P P f pXq to be a collection of disjoint sets P " tP 1 , . . . , P m u with a fixed ordering of its elements and whose union is X. Given A P E the induced partition on A is defined as
Given two partitions P " tP 1 , . . . , P m u, Q " tQ 1 , . . . , Q l u of X we define its cartesian product PˆQ as the finite partition of XˆX given by PˆQ " tP iˆQj | 1 ď i ď m, 1 ď j ď lu and ordered lexicographically. We say that P refines Q if for every P P P there exists Q P Q such that P Ă Q. We denote this relation by P ď Q. Whenever l " m we denote
Given P P P f pXq the pair pT, Pq is called a process. For x P X we define its P-name as the unique vector x P P Z m satisfying for all i P Z
where x P i denotes the i-th coordinate of x P . Recall that whenever P is a generating partition of E, i.e. E is the smallest T invariant σ-algebra containing P, the system pX, T q is equivalent (in a measure theoretic sense) to the shift over the space of P-names of X. Given n P N we define the P-n-name associated to x as the n-tuple x P,n " px P i q 0ďiăn . For a partition with exactly m elements, the P-n-names are naturally a subset of the space of words of length n over the finite alphabet t1, 2, . . . , mu which we denote by W n m . The length of a word w is denoted by |w|. The concatenation of two words v, w is denoted by v¨w. To simplify the notation we denote the concatenation of k words v 1 , v 2 , . . . , v k by ś k i"1 v i . We denote the Hamming distance in the space of n-words by
and the modified Hamming distance or f distance by
where l is the maximum natural number for which there exist sequences
obeying v is " w js for s " 1, . . . , l. Given x, y P X we denote d P n px, yq " d n px P,n , y P,n q, f P n px, yq " f n px P,n , y P,n q.
For any W P E denote f P n pW q " sup
x,yPW f P n px, yq.
Loose-Bernoullicity
Since we will only consider zero-entropy transformations we provide a simplified definition of loose-Bernoullicity for this particular case. For a more general definition we refer the reader to [7] or [22] . In the following, we will refer to a zero-entropy measure preserving transformation pX, µ, E, T q equipped with a finite measurable partition P P P f pXq as a zero-entropy process which, as an abuse of notation, we denote simply by pT, Pq.
A zero-entropy process pT, Pq is called loosely Bernoulli (LB) if for any ǫ ą 0 there exists n 0 P N such that for all n ą n 0 there exists x P X obeying
A zero-entropy automorphism T is said to be loosely Bernoulli (LB) if the associated process pT, Pq is LB for some generating partition P or, equivalently, if there exists a refining sequence of finite measurable partitions pP n q nPN Ă P f pXq obeying P n Ñ E such that pT, P n q is LB for all n P N. Recall that P n Ñ E means that for any A P E there exists a sequence pA n q nPN Ă E such that A n is P n -measurable and µpA n ∆Aq Ñ 0. Let us point out that a transformation is LB if and only if for any finite measurable partition P the process pT, Pq is LB. For proofs of this facts and a detailed account of LB transformations see [22] .
The following criterion for loose-Bernoullicity was proved by Janvresse and de la Rue in [14] . Proposition 2.1. Let pT, Pq be a zero-entropy process. Suppose that for all ǫ ą 0 and for µˆµ-a.e. px, yq P XˆX there exists lpx, yq P N such that f P lpx,yq px, yq ă ǫ, then the process pT, Pq is loosely Bernoulli.
The P pP, α, δ, nq property
Given α, δ P r0, 1q and n P N we say that the transformation T verifies property P pP, α, δ, nq or, equivalently, that the process pT, Pq verifies property P pα, δ, nq if there exists W P E obeying µpW q ą 1´δ, f P n pW q ă 1´α.
With these notations, a process pT, Pq is loosely Bernoulli if and only if for every ǫ ą 0 there exists n 0 P N such that for all n ą n 0 the process verifies property P pǫ, ǫ, nq. Proposition 2.1 implies the following criterion for loose-Bernoullicity.
Proposition 2.2. Let pT, Pq be a zero-entropy process. Suppose there exist sequences δ n OE 0, α n Õ 1, pm n q nPN Ă N such that pT, Pq verifies P pα n , δ n , m n q for all n P N. Then the process pT, Pq is loosely Bernoulli.
Proof. By hypothesis, for all n P N there exists W n P E such that µpW n q ą 1´δ n , f P mn pW n q ă 1´α n .
Define E :" lim sup nPN pW nˆWn q "
Clearly pµˆµqpEq " 1. Suppose ǫ ą 0 and let n 0 P N satisfy 1´α n0 ă ǫ. Given px, yq P E there exists n ą n 0 such that px, yq P W nˆWn . Therefore f P mn px, yq ă 1´α n ă ǫ.
By Proposition 2.1 the process pT, Pq is loosely Bernoulli.
Rokhlin towers
Given F P E and h P N we say that the collection T " T pF, hq " tF, T F,¨¨¨T h´1 u is a Rokhlin tower of height h if the sets F, T F, . . . , T h´1 F are pairwise disjoint. The sets T i F are called levels of the tower. The first and last elements of the collection are known as base and roof of the tower. The union of all levels is called the support of the tower. By an abuse of notation T will denote the support of the tower and also the tower itself. The measure of the support is called the size of the tower. We denote by T pXq the set of Rokhlin towers of X. Given T P T pXq we denote its height by h T and its size by µ T .
As we shall see, Rokhlin towers can be used to easily match coordinates between two given P-names. Given two words v, w, not necessarily having the same length, and a natural number l, we say we can match at least l coordinates of v and w if there exist sequences
obeying v is " w js for s " 1, . . . , l.
Whenever |v| " n " |w| this is equivalent to say that f n pv, wq ď n´l n . To illustrate how to use Rokhlin towers to match two P-n-names associated to different points, let pT, Pq be a process, T pF, hq be a Rokhlin tower and consider the finite measurable partition Q P P f pXq given by
Notice that
x, y P F ùñ x Q,h " y Q,h .
Thus, for any x, y P X, finding iterates
for which T i l x, T j l y P F , means we can match at least hL coordinates of x Q,n and y Q,n . Such iterates can be easily found whenever the system possesses some recurrence property. For ergodic systems the relation between P-n-names and Q-n-names, for sufficiently large values of n (see Lemma 2.3), is determined by how well the tower T approximates the restricted partition P| T . Given a partition P " tP 1 , . . . , P m u P P f pXq and a Rokhlin tower T P T pXq we say that T is δ-monochromatic with respect to P if
where the infimum is taken over all the partitions of the support of the tower with exactly m sets and whose elements are unions of levels of the tower. If ∆pT , Pq " 0, we say that the tower is monochromatic with respect to P. Let us point out that this is equivalent to T ď P| T .
Notice that the infimum in the definition of ∆ is always attained but not necessarily unique. We can provide an explicit expression of a minimizing partition, and thus of ∆pT , Pq, as follows. Given a tower T " T pF, hq and a partition P " tP 1 , . . . , P m u define for all 0 ă k ă h
If there is no risk of confusion we denote I T P pkq simply by Ipkq. Let
The set D T P is called the difference set of T and P. By construction
Notice that for all
By applying the pointwise ergodic Theorem to D T P we obtain the following. Lemma 2.3. Let pT, Pq be an ergodic process. Suppose T P T pXq and denote
Given δ ą 0 there exists n 0 P N and W P E with µpW q ą 1´δ such that
for all n ą n 0 and for all x, y P W.
Proof. If ∆pT , Pq " 0 then T ď P| T which yields to d P n px, yq " d Q n px, yq for all n P N and all x, y P X. Otherwise, assume ∆pT , Pq ą 0. Denote by D T P the difference set defined of T and P as defined in (1). By ergodicity, there exists n 0 P N so that the measure of the set W of points in X satisfying
for all n ą n 0 , has measure at least 1´δ. Hence, for all n ą n 0 and all x, y P W
3 Loose-Bernoullicity criteria
Main Proposition
The following result is at the core of this work. It embodies the idea of using Rokhlin towers to improve existent bounds on the f distance associated to a given finite measurable partition. More precisely, given an ergodic process pT, Pq, a natural number n and a positive measure set W P E, the presence of a sufficiently high, large and monochromatic Rokhlin tower implies the existence of a set W`, whose measure can be taken as close to one as desired, such that
for sufficiently large m. Proposition 3.1 provides precise estimates on f m pW`q.
Recall that for any W P E we denote f P n pW q " sup
x,yPW f P n px, yq and that a process pT, Pq is said to verify property P pα, δ, nq if there exists W P E such that
The following proof is inspired on Ferenczi's argument in [8, Proposition 1].
Proposition 3.1. Let pT, Pq be an ergodic process verifying P pα, δ, N q for some α ě 0, δ ą 0 and N P N. Suppose there exists a Rokhlin tower T P T pXq obeying
Then for any δ`ą 0 there exists N`P N such that the process pT, Pq verifies
Proof. Fix 0 ă c ă 1. Let
and let us denote its size by µ c . Let N 0 sufficiently large so that the set W 0 of points in X satisfying
has measure at least 1´δ2 . Denote by W 1 the set given by property P pα, δ, N q.
We will suppose WLOG that δ`ă 4δ ă 1 10 . Let N`sufficiently large so that
and the set W of points in X satisfying for all n ą N2
4h n, has measure at least 1´δ`. Both N 0 and N`are well defined by the pointwise ergodic Theorem. Fix x, y P W, n ě N`and denote v " x P,n , w " y P,n . To prove the result it suffices to show f n pv, wq ă 1´α`.
For an appropriate choice of c depending only on α (see equation (3)) the Proposition will follow from the following Claims.
Using the recurrence of x and y to T c one can prove the following:
There exists a natural number L and splittings v " v 1¨¨¨¨¨v2L`1 , w " w 1¨¨¨¨¨w2L`1 such that:
Using the recurrence of x and y to the set W 1 given by P pα, δ, N q and the fact that most of the odd blocks will be sufficiently big (condition (1) in Claim 1) and have comparable size (condition (4) in Claim 1) one can prove the following: Before proving Claims 1 and 2 let us who how they imply the result. Let
By Lemma 2.3 we can suppose WLOG that d P n px, yq ă d Q n px, yq`3∆pT , Pq. Since any two points in the floor set F of the tower define the same Q-h-name and by conditions (2), (3) in Claim 1 we have
Thus we can match at least hL´3∆pT , Pqn coordinates of the even blocks associated to the splittings of v, w. Therefore, by Claims 1 and 2 we can match at least
0 coordinates of v and w. Hence
Therefore for
the result follows. In fact, with this definition of c and by (1) in Claim 1 hL n´1´α´1`c 2¯¯ě
Proof of the Claim 1. Let m " p1´2δqn and denote l " P 3µT 4h m T . By properties (1), (3) in the definition of W there exist sequences 0 ă t 1 ă¨¨¨ă t l ď m and 0 ă t 1 1 ă¨¨¨ă t 1 l ď n obeying:
• ř l k"1 pt 1 k´t k q ă δ`n. Thus for any 1 ď k ď l and by definition of W 0 and N 0
Hence there exists 0 ď j ď N 0 such that
Let L :" P 3cµT 4 l T . By definition of t k , t 1 k and by (4) there exist natural numbers
Let us assume by simplicity that i 1 , j 1 ą 0. Then we can use the index sequences in (5) to split v, w as a concatenation of non empty words
Proof of the Claim 2. Notice that any n-word w admits a unique decomposition of the form
where each σ i satisfies one of the following:
By definition of W 1 for all 0 ď k ď L we can match at least αR k coordinates of the blocks pv 2k`1 , w 2k`1 q. By definition of W at most 2δn of the first n iterates of x and y do not belong to W 1 . Recall that the sum of the lengths of the odd blocks associated to each splitting is equal to n´Lh. Hence
LB criterion for ergodic zero-entropy transformations
In this section we combine Propositions 2.2 and 3.1 to provide a new loose-Bernoullicity criterion for ergodic zero-entropy processes (Item 3 of Proposition 3.2) which relies only on the existence of an appropriate sequence of Rokhlin towers. As a direct consequence, we obtain a loose-Bernoullicity criterion for ergodic zero-entropy transformations (Theorem 3.3).
By iterating Proposition 3.1 we will show the following.
Proposition 3.2. Let pT, Pq be an ergodic zero-entropy process, L P N Y t`8u and T " tT n u 1ďnăL be a collection of Rokhlin towers. Suppose T n is δ n´1monochromatic with respect to P for all 1 ď n ă L where
Then there exist natural numbers N n pT, P, T 1 , . . . , T n q for 0 ď n ă L such that for any 1 ď l ď L satisfying h Tn ą N n´1 for all 1 ď n ă l, the following holds:
1. There exist pm n q 0ďnăl Ă N such that pT, Pq verifies P pα n , δ n , m n q for all 0 ď n ă l.
2. If l ă`8 and there exists a Rokhlin tower T , δ T -monochromatic with respect to P where
then the process pT, Pq verifies P pα l´1`δT , δ T , m l q for some m l P N.
3. If l "`8 and`8 ÿ
then the process pT, Pq is loosely Bernoulli.
Proof. By the pointwise ergodic Theorem there exists m 0 depending only on T and P so that property P pα 0 , δ 0 , m 0 q is verified. In fact, given P P P with positive measure it suffices to take m 0 sufficiently large so that the set of points x in X for which at least one of the iterates T i x with 0 ď i ă m 0 belongs to P has measure bigger than 1´δ 0 . Let
We will define recursively sequences of natural numbers m n , N n " Q 2mn δn U as follows. Let 1 ď n ă L and suppose m 0 , . . . , m n´1 (and thus N 0 , . . . , N n´1 ) have been defined. If h Tn ă N n´1
we define N k " N n´1 , m k " m n´1 for all n ď l ă L and the recursive process ends. Otherwise, if h Tn ě N n´1
we can apply Proposition 3.1 with α " α n´1 , δ " δ n , N " N n´1 , T " T n , δ`" δ n and define m n " N`pα n´1 , δ n´1 , N n´1 , T n , δ n q.
Notice that in this case, for α " α n´1 , δ " δ n´1 and T " T n in equation (2) α`ě α n´1`µ 2 Tn p1´α n´1 q 2ˆ1 10´9 100˙" α n and thus property P pα n , δ n , m n q is satisfied. By induction, there exist sequences of natural numbers pN n q 0ďnăL and pm n q 0ďnăL for which the first assertion holds. The second assertion now follows from Proposition 3.1. Finally, if l "`8 it follows from (6) that α n Õ 1 and δ n OE 0. Therefore, the process pT, Pq is loosely Bernoulli by Proposition 2.2.
By applying item 3 in Proposition 3.2 to a sequence of refining measurable partitions we immediately obtain the following loose-Bernoullicity criterion. Theorem 3.3. Let pX, T q be an ergodic zero-entropy transformation and let tP n u nPN Ă P f pXq be a sequence of refining partitions satisfying P n Ñ E. Suppose there exists a collection of Rokhlin towers T " tT n u ně1 Ă T pXq obeying:
There exist natural numbers M n pT, P 1 , . . . , P n , T 1 , . . . , T n q such that if
holds for all n ě 1, then the transformation T is loosely Bernoulli.
Remark: M n in the previous Theorem can be taken as
with N i as defined in Proposition 3.2.
Let us point out that the hypotheses of Theorem 3.3 are always satisfied by local rank one systems and thus Theorem 3.3 can be seen as a generalization, in the zero-entropy case, of Ferenczi's result in [8, Proposition 1] , which shows that ergodic local rank one transformations are loosely Bernoulli.
Recall that a system pX, T q is said to have local rank one if there exists a ą 0 such that for every finite measurable partition P P P f pXq and for every ǫ ą 0 there exists a Rokhlin tower T P T pXq, with µ T ą a, and a measurable partition of the support of the tower Q, obeying T ď Q, such that
In a few words, local rank one property guarantees that any finite measurable partition can be arbitrarily well approximated by towers whose size is bounded from below by a fixed positive constant.
We stress the fact that the size of the towers in Theorem 3.3 is not necessarily bounded from below.
LB criterion for the cartesian product
In this section we adapt Proposition 3.2 and Theorem 3.3 to obtain similar loose-Bernoullicity criteria, compatible with mixing, for the cartesian product of ergodic zero-entropy processes (Item 3 in Proposition 3.5) and transformations (Theorem 3.6).
Notice that any pair of Rokhlin towers T˘" T pF˘, h˘q induces a tower T " T pF`ˆF´, maxth`, h´uq for the cartesian product TˆT whose size is given by
The height of this product tower can be increased, at the cost of slightly shrinking the base, if some almost periodicity holds for the initial towers, that is, if most of their roof's image is contained in their base. To illustrate this let us suppose for a moment that
Then if h`, h´are relatively prime T pF`ˆF´, h`h´q is a well defined Rokhlin tower of size µ T`µT´. Clearly, if the system is mixing equation (7) cannot hold unless F˘" X. Nevertheless, this argument can be adapted provided the precision of the towers T˘is sufficiently small. Recall that the precision of a Rokhlin tower T pF, hq, which we denote by ρ T , is given by
The following Lemma gives explicit relations between the towers T˘and its cartesian product. 
for some 0 ă c ă 1, then there exists F Ă F`ˆF´such that T pF, h`h´q P T pXˆX, TˆT q is a well-defined Rokhlin tower of size µ T ą c 2 µ`µ´satisfying dpT , P`ˆP´q ď dpT`, P`qµ T´`d pT´, P´qµ T`.
Proof. Let
E˘" h¯´1 č k"1 T´k h˘p F˘q.
By (8) µpE˘q ą cµh˘.
Let F " E`ˆE´. Notice that for any 0 ă i ă h`hF X pTˆT q i pF q ‰ H implies h˘| i.
Since h`, h´are relatively prime this shows that T pF, h`h´q is a well defined Rokhlin tower. The estimate on the size of this tower follows trivially from (9). Denote P˘" tP1 , . . . , PN u and let " tξ1 , . . . , ξN u be partitions of T˘such that T˘ď ξ˘, dpT˘, P˘q " dpξ˘, P˘q.
Denote P " P`ˆP´. Notice that T " T pTˆT, F, h`h´q Ă T`ˆT´and since ξ`ˆξ´is a partition of T`ˆT´then ξ " pξ`ˆξ´q| T is a well defined partition of T . Furthermore for all 1 ď n ă L. Further assume that Tn`1 are δ n -monochromatic with respect to P for all 1 ď n ă L where α 0 " 0, α n`1 " α n`δn , δ n "ˆµ Tǹ`1 µ Tń`1 2˙2ˆ1´α n 10˙2 .
Then there exist natural numbers N n pT, P, T1 , . . . , Tn q for 0 ď n ă L such that for any 1 ď l ď L satisfying h Tǹ h Tń ą N n´1 for all 1 ď n ă l (10)
the following holds:
1. There exist pm n q 0ďnăl Ă N such that the process pTˆT, PˆPq verifies P pα n , δ n , m n q for all 0 ď n ă l.
2. If l ă`8 and there exist Rokhlin towers T˘, δ T -monochromatic with respect to P where δ T "´µ T`µT2¯2ˆ1´αl´1 10˙2 obeying h T`hT´ą N l then the process pTˆT, PˆPq verifies P pα l´1`δT , δ T , m l q for some m l P N.
3. If l "`8 and`8 ÿ n"1´µ
Tǹ`1 µ Tń`1¯2 "`8,
then the process pTˆT, PˆPq is loosely Bernoulli.
In the previous Proposition we assume the system to be weak mixing, instead of ergodic, just to guarantee that its cartesian product is ergodic. Proposition 3.5 immediately implies the following. (iv) Tn`1 is δȋ ,n´i -monochromatic with respect to P i for all 0 ď i ď n`1, where α i,0 " 0, α i,n`1 " α i,n`δi,n ,
There exist natural numbers M n pT, P 1 , . . . , P n , T1 , . . . , Tn q such that if
holds for all n ě 1, then the transformation TˆT is loosely Bernoulli.
with N i as defined in Proposition 3.5.
A similar criterion for loose-Bernoullicity of the cartesian product of a measure preserving transformation with itself was proven by Katok and Stepin in [21] assuming the existence of excellent approximations of type pn, n`1q. Precise definitions and a proof of this criterion can be found in [16, Section 3.2] . We stress the fact that transformations within the hypotheses of Katok and Stepin's criterion cannot be mixing (see [16] ). Also, for a given finite partition P, systems with excellent approximations of type pn, n`1q admit couples of arbitrarily high towers whose heights differ by 1, whose size is bounded from below and which approximate P arbitrarily well. Therefore, we can apply Theorem 3.6 to recover Katok and Stepin's criterion.
Smooth mixing transformations with LB cartesian product
In this section we will apply the loose-Bernoullicity criterion in Theorem 3.6 to show the existence of zero-entropy smooth mixing loosely Bernoulli transformations on T 3 whose cartesian product with themselves is loosely Bernoulli. These systems will be obtained as the limits of the recursive procedure described in Section 4.3 and which we summarize in Lemma 4.7.
The transformations we consider are time one maps of continuous special flows over minimal translations of T 2 . As we shall see in the following, these maps can be naturally identified with continuous homeomorphisms of T 3 and they possess a natural invariant ergodic measure. Under some additional assumptions these maps will be actually mixing with respect to this measure. Furthermore, by Abramov's [1] entropy formula (12) these maps will have zero entropy.
Special Flows
Given a measure preserving transformation pX, µ, E, T q and an integrable function ϕ : X Ñ p0,`8q denote by " T,ϕ the equivalence relation on XˆR given by px, s`ϕpxqq " T,ϕ pT pxq, sq .
The special flow over T with roof function ϕ which we denote Ψ t T,ϕ : X ϕ Ñ X ϕ , where X ϕ " XˆR{ "T,ϕ , is defined as the identification by " T,ϕ of the action pt, x, sq Þ Ñ px, s`tq.
Using the Birkhoff sums of ϕ with respect to T and noticing that The special flow Ψ t T,ϕ preserves the normalized product measure
where λ denotes the Lebesgue measure on R. We recall Abramov's [1] entropy formula Given r P N Y t`8u let C r pT 2 q denote the space of strictly positive C r functions on T 2 endowed with the C r topology. We denote C 0 pT 2 q simply by C`pT 2 q. To simplify the notations, for ω P R 2 fixed we denote
for every ϕ P C`pT 2 q. By (12) h λω,ϕ pT ω,ϕ q " 0.
Notice that for ϕ, ψ P C`pT 2 q the transformations T ω,ϕ , T ω,ψ are not necessarily defined on the same space. To be able to compare these two mappings we first normalize them as follows. Let ω " pΩ, Ω 1 q P R 2 . For every ϕ P C`pT 2 q let Φ ω,ϕ :
It is easy to show that Φ ω,ϕ is a well defined homeomorphism. Define
Thus pG ω,ϕ , µ ω,ϕ q is a well defined measure preserving homeomorphism of T 3 for any ϕ P C`pT 2 q. Furthermore, the transformation Φ ω,ϕ (and therefore G ω,ϕ and µ ω,ϕ ) is as regular as the roof function ϕ.
Mixing criterion
Given ω " pΩ, Ω 1 q P R 2 such that p1, ωq is non-resonant we denote by q n , q 1 n the first return times of Ω and Ω 1 respectively. Recall that given α P p0, 1q irrational and by setting q 0 " 1 the first return times of α can be defined recursively for all n P N by q n`1 " min tk P N˚|~kα~ă~q n α~u ,
where~¨~denotes the distance to the closest integer. We extend the definition of~¨~to vectors in R d by~x~"
For α P R let us denote tαu " α´tαu. 
If for every n P N sufficiently large there exist two sets I n , I 1 n , each one being equal to the circle minus two intervals whose lengths converge to zero, and if
• For any y P T, any x such that tq n xu P I n , and any m P re 2qn {2, 2e 2q 1 n s, we have |B x S m ϕpx, yq| ě m e qn q n n
• For any x P T, any y such that tq n yu P I 1 n , and any m P re 2qn {2, 2e 2qn`1 s, we have 
Construction
In the following we fix a vector ω " pΩ, Ω 1 q P R 2 such that p1, ωq is non-resonant and denote by q n , q 1 n the first return times of Ω and Ω 1 respectively. We further assume that (14) holds. Let
Denote by ϕ 0 : T 2 Ñ R the real analytic function given by
where X n pxq " e´q n cosp2πq n xq, Y n pyq " e´q 1 n cosp2πq 1 n yq.
Applying the mixing criterion in Proposition 4.1 one can prove the following (see [6, Theorem 1] ).
Proposition 4.2. For any trigonometric polynomial P : T 2 Ñ R such that ϕ 0`P is strictly positive
Our goal is to prove the following. ϕpθqdθ " 1 * such that for every ϕ P S the transformation pG ω,ϕ , µ ω,ϕ q given by (13) is mixing and its cartesian product with itself pG ω,ϕˆGω,ϕ , µ ω,ϕˆµω,ϕ q is loosely Bernoulli.
Let us give an outline of the proof. We prove Theorem 4.3 by showing that for any trigonometric polynomial P of zero average such that ϕ 0`P is strictly positive the following holds: For all r P N and all ǫ ą 0 there exist an increasing sequence of natural numbers m n and a sequence of trigonometric polynomials P mn : T Ñ R of zero average and degree at most q mn obeying
for which, redefining ϕ 0 as
where X k is equal to P mn if k " m n for some n ě 1 or to X k otherwise, ψ " ϕ 0`P is a well defined function in C 8 pT 2 q such that pG ω,ψ , µ ω,ψ q is mixing and its cartesian product pG ω,ψˆGω,ψ , µ ω,ψˆµω,ψ q is loosely Bernoulli. Notice that up to take m 1 sufficiently large we can suppose WLOG that
The sequences tm n u ně1 and tP mn u ně1 are defined recursively with respect to a sequence of refining partitions P n Ñ E set beforehand. We define m n , P mn by guaranteeing (Proposition 4.6), at each step, the existence of Rokhlin towers T pG ω,ψn , Fn , hn q within the hypotheses of Lemma 3.4 for the processes pG ω,ψn , P i q, for i " 0, . . . , n, where ψ n " ϕ 0`P`n ÿ k"1 pP m k pxq´X m k pxqq.
The towers T pG ω,ψn , Fn , hn q will be sufficiently monochromatic with respect to the partitions P 0 , . . . , P n , and of size " pn`1q´1 4 . By ensuring that ψ n`1 is sufficiently close to ψ n at each step, we can also guarantee that T pG ω,ψm , Fn , hn q are well defined Rokhlin towers for all m ě n.
By carefully choosing the sequence thn u ně1 , we can guarantee that for all 1 ď n ď m the process pG ω,ψm , P n q and the towers tT pG ω,ψm , Fȋ , hȋ qu 1ďiďn verify (10) with l " n´1. Taking ψ " lim nÑ`8 ψ n , the loose-Bernoullicity of pG ω,ψˆGω,ψ , µ ω,ψˆµω,ψ q will follow from Theorem 3.6. By Proposition 4.1, the transformation pG ω,ψ , µ ω,ψ q will be mixing.
A precise statement of the recursive procedure described above is given in Lemma 4.7.
Proof of Theorem 4.3
Let us start by noticing that, under some particular conditions on P, the property P pP, α, δ, nq is open in the space of transformations tpG ω,ϕ , µ ω,ϕ qu ϕPC`pT 2 q Ă HompT 3 q endowed with the C 0 topology. Proof. Let us assume δ ă 1 otherwise the result is trivial. Let ϕ P C`pT 2 q such that pG ω,ϕ , µ ω,ϕ q verifies P pP, α, δ, nq and denote by W 0 the set associated to this property. Since we consider T 3 endowed with the Borel σ-algebra we can suppose WLOG, up to slightly reduce the measure of W 0 , that W 0 is a compact set. Furthermore, we can assume that all the iterates of points in W 0 belong to open sets of the partition since those who do not verify this condition form a set of zero Lebesgue measure (recall that µ ω,ϕ is equivalent to the Lebesgue measure on T 3 ). By continuity there exists ǫ ą 0 such that for any ψ P C`pT 2 q obeying }ψ´ϕ} C 0 ă ǫ we have µ ω,ψ pW q ą 1´δ and for all x P W the P-n-names associated to x with respect to pG ω,ϕ , µ ω,ϕ q and pG ω,ψ , µ ω,ψ q coincide. Therefore pG ω,ψ , µ ω,ψ q verifies P pP, α, δ, nq.
Let us introduce the family of polynomials to be used in the recursive procedure described in Section 4.3. The class we define here is a slight modification of the one considered in [4, Proposition 3.5] by Fayad.
Proposition 4.5. Let r P N and 0 ă µ ă 1 4 . For all n P N sufficiently large there exists q n e´q n 2 ď η n ď 3q n e´q n 4 and a trigonometric polynomial P µ,n of zero average and degree at most q n`1 satisfying the following:
3. |P µ,n pxq¯η n | ď e 3qn {4 qn`1 for |tq n xu´1 2˘1 4 | ă 3µ, 4.¯P 1 µ,n pxq ě q 2 n e qn for |tq n xu´1 2˘1 4 | ą 4µ.
Furthermore, for any increasing sequence tm n u nPN Ă N and any decreasing sequence µ n OE 0 such that ψ " ϕ 0`P``8 ÿ n"1 pP µn,mn pxq´X mn pxqq is a well defined function in C 8 pT 2 q the transformation pG ω,ψ , µ ω,ψ q is mixing.
The proof of this Proposition is completely analogous to that of Proposition 3.5 and Theorem 3.1 in [4] so we defer it to the Appendix. Using the family of polynomials just defined we will prove the following. Proof. Let m P N and define
Thus we can express ϕ in the statement as ϕ " 1`P`L m`Hm`Pµ,m .
Take m sufficiently large so that degpP q ď q m´2 , q r m e´q m ă ǫ,
2µ qm ) and define
with η m as defined in Lemma 4.5. We claim that for m sufficiently large T˘" T pF˘, h˘q are well defined Rokhlin towers for the map pG ω,ϕ , µ ω,ϕ q satisfying the desired conditions. We will prove this only for F´as the proof for F`is analogous.
First, notice that h´ą N by our initial hypothesis on m. Suppose by contradiction that there exists 0 ă k ă h´for which T k pF´q X F´‰ H. Then there exist px, y, zq P F´such that for n " πpk, x, y, zq
Let 0 ă c ă 1 such that ϕ`P ą c. Notice that n ď hc´1 and take m sufficiently large so that hc´1 ă q m`1 . As x`nΩ P I´theñ nω~ď 4µ q m which implies n ą q m´1 . Since n ď ha´1 ă q m`1 it follows that n " lq m for some l P N. By definition of η m if follows that l ă e qm for m sufficiently large.
Claim. For all x P I´, y P T, and 0 ă l ă e qm |S Rω lqm ϕpx, yq´lq m`l q m η m | ă 1 e 2qm (19) for m sufficiently large.
Proof of the Claim. We decompose ϕ as in (17) and calculate each Birkhoff sum separately. Since P and L m are polynomials of degree less than q m´1 , and q m respectively, by Corollary 5.2 there exist a positive constant C 0 such that
for sufficiently large m. Thus by condition 3 of Lemma 4.5
Notice that }H m } C 0 ď 2e´q 1 m for m sufficiently large. Let x P I´, y P T and 0 ă l ă e qm . Then
for sufficiently large m.
By (18) and the previous Claim
Since k ď η´1 m´2 the LHS of the previous equation yields to
Thus, by applying the previous inequality in the LHS of (20) it follows that k ą lq m´1
for m sufficiently large. But the RHS of (20) implies k ă lq m for m sufficiently large, which is a contradiction since k is a natural number. Therefore T´" T pF´, h´q is a well defined Rokhlin tower for pG ω,ϕ , µ ω,ϕ q.
Let px, y, zq P F´. Taking l " pη m q m q´1 in (19) we obtaiňˇˇh´´S U " tP | P P P,P ‰ Hu Y tU u where U is an open set of µ ϕ0`P -measure less than β 2 and let a be the Lebesgue number of this cover. The existence of such cover follows directly from the hypotheses on P. We claim that for m sufficiently large the diameter of every level of the towers T´is smaller than a. By (19) Since µ ω,P`ϕ0 pU q ă β 2 we have µ ω,ϕ pU q ă β for m sufficiently large. We now have all the tools to prove Theorem 4.3.
Proof of Theorem 4.3. Let ϕ P C 8 pT 2 q with average equal to one, r P N and ǫ ą 0. We will define ψ P C 8 pT 2 q with average equal to one such that
pG ω,ψ , µ ω,ψ q is mixing and pG ω,ψˆGω,ψ , µ ω,ψˆµω,ψ q is Loosely Bernoulli. We will obtain ψ as the limit of a recursive procedure. By Proposition 4.2 there exists a trigonometric polynomial P 0 with zero average such that ψ 0 " ϕ 0`P0 P C Mix and }ϕ´ψ 0 } C r ă ǫ 2 .
We define a sequence pP n q nPN of refining partitions as follows. For all n P N, P n is the partition of T 3 into 2 3n open cubes of the form i 2 n , i`1 2 n˘ˆ`j 2 n , j`1 2 n˘ˆ`k 2 n , k`1 2 n˘, for some i, j, k P N, together with a zero Lebesgue measure set given by the union of the boundaries of the cubes. The order of the elements of each partition is not relevant. Clearly P n Ñ BpT 3 q. Let µ n " pn`1q´1 4 and define
for all n P N. Propositions 4.4, 4.5, 4.6 imply the following.
Lemma 4.7. There exist closed sets tFn u ně1 Ă E, sequences thn u ně1 Ă N, tN n,k u n,kPN Ă N, tm n u ně1 Ă N, tǫ n u nPN Ă R`with m n increasing and ǫ n decreasing, such that for all 0 ď k ă l ď n, denoting
with P µ l ,m l as in Proposition 4.5, and ψ n px, yq " ϕ 0 px, yq`P 0 px, yq`P 1 pxq`¨¨¨`P n pxq, the following holds:
1. ψ n P C Mix .
2. }P n } C r`n ď ǫ n´1 ď 1 2 n . 3. hǹ " hń`2, and hǹ hń ą N k,n´k .
For all ψ P C Mix obeying
}ψ´ψ n } C 0 ď ǫ n , Tl " T pG ω,ψ , Fl , hl q are well defined Rokhlin towers, δ l -monochromatic with respect to P k obeying
Moreover, pG ω,ψ , P k q and T " tT i u kďiăn verify the hypotheses of Proposition 3.5. For 0 ď i ď n´k, the numbers N i pG ω,ψ , P k , Tk , . . . , Tk`i´1q given by Proposition 3.5 can be taken as N k,i .
Let us assume that the Lemma has been proven and let ψ " lim nÑ8 ψ n , which is a well defined C 8 function obeying
We can suppose WLOG that ψ P C 8 pT 2 q. By Proposition 4.5, ψ P C Mix and thus pG ω,ψ , µ ω,ψ q is mixing. By (4) in the Lemma, the transformation G ω,ψ and the collection tTn u ně1 verify the hypotheses of Theorem 3.6. Furthermore, by (3) and (4) in the Lemma and by the Remark in Theorem 3.6 it follows that pG ω,ψˆGω,ψ , µ ω,ψˆµω,ψ q is loosely Bernoulli.
Proof Lemma 4.7. We prove the Lemma by induction. Define ǫ 0 " ǫ 4 , N 0,0 " 0 and let n ě 1. Suppose N k,i has been defined for all 0 ď k ă n, 0 ď i ă n´k and that the other sequences in the statement have been defined up to their pn´1q-th term. For all 0 ď k ď n define N k,n´k " N n´k pG ω,ψn´1 , P k , T pG ω,ψn´1 , Fk , hk q, . . . , T pG ω,ψn´1 , Fn´1, hn´1qq
with N n´k as in Proposition 3.5. Applying Proposition 4.6 with
there exists m n P N such that for P n " P µn,mn´Xmn ψ n " ψ n´1`Pn P C 8 pT 2 q, }P n } C r`n ă ǫ n´1 , and the system pG ω,ψn , µ ω,ψn q admits Rokhlin towers T˘" T pG ω,ψn , Fn , hn q, δ n -monochromatic with respect to P n , with closed floor sets such that hǹ " hń`2 ą N, µ T˘ą µ n , ρ T˘ă µ n 2phǹ q 2 .
By Proposition 4.2, ψ n satisfies the first assertion. By construction the second and third assertion also hold for P n and hn respectively. Thus, it remains to define ǫ n such that the fourth assertion holds. Let 0 ď k ă l ď n. Since
it follows from (4) in the Lemma that N k,n´k " N n´k pG ω,ψn , P k , T pG ω,ψn , Fk , hk q, . . . , T pG ω,ψn , Fn´1, hn´1qq.
By (4) in the Lemma, if k ă n´1 the transformation pG ω,ψn , P k q and the collection T " tT pG ω,ψn , Fȋ , hȋ qu kďiăn verify the hypotheses of Proposition 3.5. By construction, if k " n´1 then pG ω,ψn , P n´1 q and T " tT pG ω,ψn , Fn , hn qu verify the hypotheses of Proposition 3.5. By Proposition 4.4 and by continuity, there exist 0 ă ǫ n ď ǫ 2 n`2 such that the conclusions in (4) hold for any ψ P C Mix satisfying }ψ´ψ n } ď ǫ n .
This completes the proof.
Appendix
Lemma 5.1. Let ω P R d such that p1, ωq is non-resonant. Given a trigonometric polynomial P : T d Ñ R with zero average and of degree n ě 1 there exists a trigonometric polynomial Q of degree n such that
where R ω : T d Ñ T d denotes the toral translation of rotation vector ω. In particular, the Birkhoff sums of P with respect to R ω obey
for all m ě 1. Furthermore, there exists a constant Cpd, rq such that
Proof. Consider the Fourier expansion of P P pθq " ÿ |k|1ďn p k e 2πik¨θ and define Qpθq " ÿ |k|1ďn p k e 2πik¨θ´1 e 2πik¨θ .
Then Q satisfies (21) . Equation (22) is a direct consequence of (21) . Recall that given r P N there exists a constant Cpd, rq such that for any f P C 8 pT d , Rq with Fourier coefficients f k we have Since |e 2πik¨θ´1 | ě 2 sinpπ~k¨ω~q ě~k¨ωt he bound for the C r norm of Q now follows from (23) .
Remark: For ω P RzQ with return times pq n q nPN q n ď max 0ă|k|1ăqn~k ω~´1 "~q n´1 α~´1 ď 2q n .
Corollary 5.2. Let ω P R d such that p1, ωq is non-resonant. Given r P N there exists a constant Cpd, rq such that for any trigonometric polynomial P : T d Ñ R with zero average and for all m ě 1
0ă|k|1ădegpP q~x ω, ky~´1
In particular, if d " 1, ω P RzQ with return times pq n q nPN and degpP q ă q m0 then › › ›S Rω qm´1 P
for all m ě 1.
The construction in Proposition 4.5 is analogous of the polynomials families defined in [4, Proposition 3.5] and in [5, Proposition 4] . The proof of the last part of Proposition 4.5 is completely analogous to the proofs of [4, Theorem 3.1] and [5, Theorem 3] which rely on the mixing criterion in Proposition 4.1. We will briefly sketch the proofs here. For more details we refer the interested reader to [6] , [4] , [5] . Fix q n e´q n 2 ď η n ď 3q n e´q n 4 such that 1 ηn P 2q n N (which is always possible for n sufficiently large) and define ξ n pxq " 4q n η n 1´4µ r ξ n pxq.
Let K : R Ñ R be an even, positive, smooth bump function obeying SupppKq Ă p´1, 1q, ż R Kpxqdx " 1.
Define K n pxq " n 2 q n Kpn 2 q n q. Clearly
SupppK n q Ăˆ´1 n 2 q n , 1 n 2 q n˙, ż R K n pxqdx " 1.
Let
X " K n˚ξn and notice that X is a well defined 1 qn periodic odd function. Define P µ,n as the truncation of the Fourier series of X " K n˚ξn to degree q n`1´1 , namely P µ,n pxq " qn`1´1 ÿ ) .
Notice that the sets I Y I 1 and J Y J 1 correspond to the points satisfying the inequalities in assertions (3) and (4) respectively. We have X| I " η n , X| I 1 "´η n , X 1 | J " 4q n η n 1´4µ , X 1 | J 1 "´4 q n η n 1´4µ .
In particularˇˇX 1 | JYJ 1ˇě 2q 2 n e´q n . By definition of X }X} C r ď η n pn 2 q n q r`1 }K} C r ď n 2r`1 q r`2 n e´q n }K} C r ď e´4 qn{5 for sufficiently large n. Furthermore for n sufficiently large. Therefore conditions (2)-(4) are verified by P µ,n for n sufficiently large. It remains to show that the limit function belongs to C Mix . We do this by applying the mixing criterion in Proposition 4.1. We check only the first part of Proposition 4.1 as the second part is verified exactly as in [6] , [4] , [5] . We can express ψ as ψpx, yq " 1`P px, yq``8 ÿ n"1 P n pxq`e´q 1 n cosp2πq 1 n yq where P n pxq is either equal to e´q n cosp2πq n xq or to some polynomial P µn,qn , of degree less than q n`1 , given by Proposition 4.5 for some µ n ą 1 n . Define I n " x P Tˇˇtq n xu`1 2˘1 4 ą r n ( where r n " " 5µ if P n " P µn,qn , n´1
otherwise.
Let m P re 2qn {2, 2e 2q 1 n s and suppose degpP q ă q n´1 . Decompose ψ " 1`L n`Pn`Hn in terms of order less or equal than q n´1 , of degree q n , and of order bigger or equal than q n`1 respectively. By Corollary 5.2 applied to L n there exists a positive constant C such that }B x S m pψ´P n q} T 2 ď Cq n`2 e´q 1 n ď m q n for sufficiently large n. If P n " e´q n cosp2πq n xq it follows from [6] that |B x S m P n pxq| ě 16 mq n ne qn ,
for all x P I n . If P n " P µn,qn , for all x P I n and all 0 ď l ď 2e q 1 ň tq n px`lΩqu`1 2˘1 4ˇˇˇˇą 5µ´l q m`1 ą 4µ
for sufficiently large n. Thus by condition (4) 
