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Abstract
In this note, we present a Massera type theorem for the existence of almost automorphic solutions
of periodic linear evolution equations of the form x′(t)=A(t)x(t)+f (t), where A(t) is unbounded
linear operator depending on t periodically and generates a τ -periodic evolutionary process, f is
almost automorphic. The main results are stated in terms of the almost automorphy of solutions and
their Carleman spectra.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In this note, we consider inhomogeneous linear evolution equations of the form
dx(t)
dt
= A(t)x(t)+ f (t), t ∈ R, x(t) ∈ X, (1)
where X is a Banach space, A(·) is a τ -periodic (unbounded) linear operator-valued func-
tion and f is an X-valued almost automorphic function. We are concerned with the problem
* Corresponding author.
E-mail addresses: liujh@jmu.edu (J. Liu), gnguerek@jewel.morgan.edu (G. N’Guérékata),
nguyenvm@jmu.edu (Nguyen van Minh).0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.05.046
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ture of spectrum as f provided that Eq. (1) has a bounded solution on the positive half line.
This problem was first considered by J. Massera in his landmark paper [18]. A classical
result of Massera in this paper says that if f is τ -periodic, then a necessary and sufficient
condition for this equation to have a τ -periodic solution is that it has a bounded solution
on the positive half line. (Actually, the existence of a bounded solution on the positive
half line is equivalent to the existence of a bounded solution on the whole line.) Recently,
there has been an increasing interest in extending this classical result to various classes
of functions. We refer the reader the papers [2,3,6,7,9,10,12,13,15–17,19–21,30] and the
recent monograph [11] for more complete references to the problem. We notice that in [21]
an extension of the classical result of Massera was made for almost periodic mild solutions
of the evolution equations. In a recent paper [9] Hino and Murakami proved an analog
(but not an extension) of Massera theorem for almost automorphic solutions of abstract
functional differential equations. The interest in almost automorphic solutions has recently
gained its resurgence after the appearance of the monograph [22] (see, e.g., [4,9,23–29]).
In this note, we will make an attempt to give an extension of the Massera Theorem
to almost automorphic, compact almost automorphic solutions of evolution equations. Our
idea of proving the main results is to use the reduction method (see [20, 22, Chapter 3]) and
decomposition technique (see [11,20,21]). The main results of this note are Theorems 3.1,
3.4, and 4.2.
2. Preliminaries
2.1. Spectral theory of functions
In this note Sp(u) denotes the Carleman spectrum of a function u ∈ L∞(R,X), which
consists of all ξ ∈ R such that the Carleman–Fourier transform of u, defined by
uˆ(λ) :=


∞∫
0
e−λtu(t) dt (Reλ > 0),
−
∞∫
0
eλtu(−t) dt (Reλ < 0),
has no holomorphic extension to any neighborhood of iξ (see [1]). Below we list some
properties of the spectra of functions which we will need in the sequel.
Proposition 2.1. Let u,un, v ∈ BC(R,X) such that limn→∞ ‖un − u‖ = 0, and ψ ∈ S.
Then
(i) Sp(u) is closed,
(ii) Sp(u+ v) ⊂ Sp(u)∪ Sp(v),
(iii) Sp(ψ ∗ u) ⊂ Sp(u)∩ supp ψ˜ ,
(iv) Sp(u−ψ ∗ u) ⊂ Sp(u)∩ supp(1 − ψ˜),
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(vi) If Sp(u)∩ supp ψ˜ = ∅ then ψ ∗ u = 0,
(vii) If Sp(un) ⊂ Λ, ∀n, then Sp(u) ⊂ Λ¯,
(viii) If u is uniformly continuous and Sp(u) is countable, and X does not contain any
subspace which is isomorphic to the space of numerical sequences c0, then u is
almost periodic,
(ix) If u is uniformly continuous and Sp(u) is discrete, then u is almost periodic,
(x) If Sp(u) is finite, then u is a trigonometric polynomial.
Proof. We refer the reader to [1] and [14, Chapter 6] for the proofs. 
2.2. Almost periodic and almost automorphic functions
Definition 2.2. A function f ∈ C(R,X) is said to be almost automorphic if for any se-
quence of real numbers (s′n), there exists a subsequence (sn) such that
lim
m→∞ limn→∞f (t + sn − sm) = f (t) for any t ∈ R. (2)
The limit in (2) means that
g(t) = lim
n→∞f (t + ss) (3)
is well-defined for each t ∈ R and
f (t) = lim
n→∞g(t − sn) for each t ∈ R. (4)
Remark 2.3. Because of point-wise convergence, the function g is measurable but not
necessarily continuous. It is also clear from the definition above that constant functions
and continuous almost periodic functions are almost automorphic.
If the limit in (3) is uniform on any compact subset K ⊂ R, we say that f is compact
almost automorphic.
Theorem 2.4. Assume that f , f1, and f2 are almost automorphic and λ is any scalar, then
the following hold true:
(i) λf and f1 + f2 are almost automorphic,
(ii) fτ (t) := f (t + τ ), t ∈ R is almost automorphic,
(iii) f¯ (t) := f (−t), t ∈ R is almost automorphic,
(iv) the range Rf of f is precompact, so f is bounded.
Proof. See [22, Theorems 2.1.3 and 2.1.4] for proofs. 
Theorem 2.5. If {fn} is a sequence of almost automorphic X-valued functions such that
fn → f uniformly on R, then f is almost automorphic.
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Remark 2.6. If we equip AA(X), the space of almost automorphic functions with the sup
norm
‖f ‖∞ = sup
t∈R
∥∥f (t)∥∥,
then it turns out to be a Banach space. If we denote KAA(X), the space of compact almost
automorphic X-valued functions, then we have
AP(X) ⊂ KAA(X) ⊂ AA(X) ⊂ BC(R,X).
Theorem 2.7. If f ∈ AA(X) and its derivative f ′ exists and is uniformly continuous on R,
then f ′ ∈ AA(X).
Proof. See [22, Theorem 2.4.1] for a detailed proof. 
Theorem 2.8. Let us define F :R → X by F(t) = ∫ t0 f (s) ds where f ∈ AA(X). Then
F ∈ AA(X) iff RF = {F(t) | t ∈ R} is precompact.
In the sequel we need the following lemma.
Lemma 2.9. Let f ∈ AA(X) (f ∈ KAA(X), respectively) and let φ ∈L1(R) whose Fourier
transform has compact support. Then φ∗f := g ∈ AA(X) (g ∈ KAA(X), respectively) and
Sp(g) ⊂ Sp(f )∩ supp(φ˜).
Proof. By definition we have to prove that if τk is any sequence of real numbers, then one
can pick up a subsequence τkl such that the sequence g(t + τkl ) is convergent to a function
h(t) point-wise on R and h(t + τkl ) converges to g(t) point-wise on R. In fact, by the
assumption, we can choose a subsequence τkl such that f (t − τkl ) is point-wise convergent
to j (t) as l → ∞ and liml→∞ j (t + τkl ) = f (t), point-wise. Therefore, by the Lebesgue’s
Dominated Convergence Theorem, we have
lim
l→∞g(s + τkl ) = u(s) := liml→∞
∞∫
−∞
φ(s − t)f (t + τkl ) dt
= lim
l→∞−
∞∫
−∞
φ(t)f (s − t − τkl ) dt = −
∞∫
−∞
φ(t)j (s − t) dt,
and
lim
l→∞u(s + τkl ) = liml→∞−
∞∫
−∞
φ(t)j (s − t − τkl ) dt =
∞∫
−∞
φ(s − t)j (t + τkl ) dt
=
∞∫
φ(s − t)f (t) dt = g(s).
−∞
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The spectral inclusion follows from Proposition 2.1. 
Lemma 2.10. Let Λ be a closed subset of R such that η + 2πn ∈ Λ whenever η ∈ Λ and
n ∈ Z. Let f ∈ L∞Λ (R,X), and let T :R → L(X) be strongly continuous and 1-periodic.
Then g : s → T (s)f (s) is contained in L∞Λ (R,X).
Proof. By Fejér Theorem, there is a sequence of 1-periodic trigonometric polynomials
Tn(t) with values in L(X) such that Tn(s)x → T (s)x uniformly in s for every x ∈ X. By
the assumption, it is easy to see that the Carleman spectrum of the function s → Tn(s)x
is contained in Λ. Next, if ξ /∈ Λ, we will show that ξ /∈ Sp(g). In fact, letting gn(s) =
Tn(s)f (s), for Re > 0 we have
gˆ(λ) =
∞∫
0
e−λtT (t)f (t) dt = lim
n→∞
∞∫
0
e−λtTn(t)f (t) dt = lim
n→∞ gˆn(λ).
Let ρ0 /∈ Λ. Since Λ is closed, there is a positive constant r < dist(ρ0,Λ). As in the
proof of [1, Lemma 4.6.6, p. 295], we can prove that since∥∥gˆn(λ)∥∥ 2‖f ‖ supt∈R+ ‖T (t)‖|Reλ| , ∀λ ∈ B¯r (iρ0) (5)
for sufficiently large nN , one has∥∥gˆn(λ)∥∥ 4‖f ‖ supt∈R+ ‖T (t)‖3r , ∀λ ∈ B¯r (iρ0), nN. (6)
Now applying Vitali Theorem to the sequence of complex functions {gˆn} we see that gˆn is
convergent uniformly on Br(iρ0) to gˆ. This yields that gˆ is holomorphic on Br(iρ0), that
is ρ0 is a regular point with respect to gˆ and ρ0 /∈ Sp(g). We have shown that Sp(g) ⊂ Λ;
that completes the proof of the lemma. 
Let X be a Banach space and let Σ , Λ be closed subsets of the unit circle Γ of the
complex plane and the real line R, respectively. We denote by M and N the subsets of
BC(R,X) consisting of all function f such that ei Sp(f ) ⊂ Σ and Sp(f ) ⊂ Λ, respectively.
Below we list some properties of the function spacesM and N which we will need in the
sequel.
Proposition 2.11. Under the above notations the following assertions hold:
(i) M and N are closed translation invariant subspaces of BC(R,X);
(ii) M contains every X-valued function f of the form f (t) = eiλ·a, with a ∈ X and
λ ∈ R such that eiλ ∈Σ ;
(iii) N contains every X-valued function f of the form f (t) = eiλ·a, with a ∈ X and
λ ∈ Λ;
(iv) If U(t, s) is a 1-periodic strongly continuous evolutionary process on X satisfying the
estimate
‖U(t, s‖Ke−α(t−s), ∀t  s, (7)
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by
g(t) :=
t∫
−∞
U(t, ξ)f (ξ) dξ, t ∈ R,
is inM whenever f ∈M;
(v) If T (t) is a strongly continuous semigroup of linear bounded operators on X satisfying
the estimate
‖T (t}‖Ke−αt , ∀t ∈ R, (8)
where K,α are some positive constants independent of t , then the function h defined
by
h(t) :=
t∫
−∞
T (t − ξ)f (ξ) dξ, t ∈ R,
is in N whenever f ∈N .
Proof. For (i)–(iii), the proofs are straightforward.
For (iv) and (v), we refer the reader to [22,29] for the proofs of the almost automorphy
of the functions g and h. We will now show that g ∈M and h ∈N . In fact,
g(t) = lim
n→+∞
t∫
t−n
U(t, s)f (s) ds = lim
n→+∞
n∫
0
U(t, t − η)f (t − η) dη,
uniformly in t ∈ R. Therefore, letting gn(t) =
∫ n
0 U(t, t − η)f (t − η) dη, for Reλ > 0, we
have
gˆn(λ) =
∞∫
0
eiλt
( n∫
0
U(t, t − η)f (t − η) dη
)
dt
=
n∫
0
( ∞∫
0
eiλtU(t, t − η)f (t − η) dt
)
dη =
n∫
0
uˆη(λ) dη,
where uη(t) := U(t, t − η)f (t − η). Similarly, we obtain the formula for Reλ < 0. By
Lemma 2.10, uˆη(λ) is regular at any point iξ with ξ ∈ Λ, so it is easily seen that gˆn(λ)
has a holomorphic extension around any points of the form iξ with ξ ∈ Λ. Using the
same argument as in the proof of Lemma 2.10 with respect to g and gn, we can show that
Sp(g) ⊂ Λ, that is g ∈M.
If U(t, s) is induced by a semigroup (T (t))t0, by a similar argument we can show that
g ∈N . 
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3.1. Almost automorphy of bounded solutions
In this section we assume that X is of finite dimension. We start this section with the
following theorem.
Theorem 3.1. Let f be an almost automorphic function. Then, every bounded solution on
the whole real line of Eq. (1) is almost automorphic.
Proof. First, we note that by Floquet Theory of periodic ordinary differential equations
and by Proposition 2.11, without loss of generality we may assume that A is independent
of t .
Next we will show that the problem can be reduced to the one-dimensional case. In fact,
if A is independent of t , by a change of variable if necessary, we may assume that A is of
Jordan normal form. In this direction we can go further with assumption that A has only
one Jordan box. That is, we have to prove the theorem for equations of the form

x˙1(t)
x˙2(t)
...
x˙n(t)

=


λ 1 0 . . . 0
0 λ 1 . . . 0
. . . . . . . . . . . .
0 0 0 . . . λ

+


f1(t)
f2(t)
...
fn(t)

 .
Let us consider the last equation involving xn(t). We have
x˙n(t) = λxn(t)+ fn(t), t ∈ R, x(t) ∈ Cn.
If Reλ = 0, then we can easily check that either
y(t) =
t∫
−∞
eλ(t−ξ)f (ξ) dξ (Reλ < 0) or
z(t) =
∞∫
t
eλ(t−ξ)f (ξ) dξ (Reλ > 0)
is a unique bounded solution of Eq. (1). Moreover, by Proposition 2.11 in both cases, y(t)
and z(t) are in AA(X). Hence, xn is in AA(X).
If Reλ = 0, then λ = iη for η ∈ R. By assumption, there is a constant c such that the
function
xn(t) := ceiηt +
t∫
0
eiη(t−ξ)f (ξ) dξ,
is bounded on R. This yields the boundedness of
∫ t
0 e
−iηξ f (ξ) dξ on R. Hence,∫ t
e−iηξ f (ξ) dξ is in AA(X). Finally, this yields that xn is in AA(X).0
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repeating the above argument we can show that xn−1 is also in AA(X). Continuing this
process, we can show that all xk(·) are in AA(X). The proof is completed. 
Remark 3.2. In [5] the case of almost periodic functions was considered with quite dif-
ferent method. Note that using the spectral theory of functions this result can be extended
to the infinite dimensional case with assumption that f is uniformly continuous (see, e.g.,
[1,14]). However, almost automorphic functions may not be uniformly continuous (see,
e.g., [22]). We refer the reader to the recent paper [4] for more information on how this
obstacle requires a refinement of the techniques.
We have the following lemma.
Lemma 3.3. Let f ∈ AA(X) and let Eq. (1) have a bounded solution on the positive half
line. Then it has a bounded solution on the whole real line.
Proof. The lemma can be easily proved using the method used for the proof of the above
theorem. The details are left to the reader. 
For simplicity below we always assume that the matrix A(t) as well as the periodic
transforms have period τ = 1.
Theorem 3.4. Let f ∈ AA(X). Then, Eq. (1) has a solution w in AA(X) with ei Sp(w) ⊂
ei Sp(f ), if and only if it has a bounded solution on the positive half line. Moreover, if A(t)
is independent of t , then w can be found so that Sp(w) ⊂ Sp(f ).
Proof. First, we observe that the existence of a bounded solution on a positive half line
implies the existence of a bounded solution in the whole line (see, e.g., [19]). Next, note
that if f is uniformly continuous, then the theorem follows immediately from the decom-
position theorem in [21] (see also [11, Chapter 3]). A modification of this method can be
made as follows: First, by a Floquet transform y(t) = Q(t)x(t) we transform the original
periodic equation into an autonomous equation
dy(t)
dt
= By(t) + g(t), (9)
where g(t) = Q(t)f (t). Thus, by Proposition 2.11, g ∈ AA(X) and ei Sp(g) ⊂ ei Sp(f ).
Then as in [21], we see that there exists a continuous function ψ which belongs to the
Schwartz space of all C∞-functions on R with each of its derivatives decaying faster than
any polynomial such that its Fourier transform ψ˜ has σi(A) \ Sp(g) as its support (which
is finite). Let x(t) be a bounded solution of Eq. (1) on the real line. Consider the function
w := (1 − ψ) ∗ u, where u := Q(t)x(t). Taking the Carleman transform of both sides of
Eq. (9), we can see that Sp(u) ⊂ σi(A) ∪ Sp(g), and so Sp(w) ⊂ Sp(g). Obviously, since
ψ ∗ g = g, we have
dw(t) = Aw(t) +ψ ∗ g(t) = Aw(t)+ g(t).
dt
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supp(ψ˜) is finite, the function ψ ∗ u must be a trigonometric polynomial with exponents
lying in σi(A) \ Sp(g). Hence, ψ ∗ u ∈ AA(X), and so w ∈ AA(X). 
Remark 3.5. The above theorem extends a classical result by Massera in [18]. For related
results concerned with almost periodic solutions, see [11,19,21].
4. Periodic evolution equations with compact monodromy operators
In this section we will extend results in the previous section to the case of periodic
evolution equations. Let us consider periodic linear evolution equations of the form
u(t)
dt
= A(t)u(t)+ f (t), (10)
where we assume that the homogeneous equation generates an 1-periodic evolutionary
process (U(t, s))ts , that is a two-parameter family of linear operators satisfying the fol-
lowing conditions:
(i) U(t, t) = I for all t ∈ R,
(ii) U(t, s)U(s, r) = U(t, r) for all t  s  r ,
(iii) the map (t, s) →U(t, s)x is continuous for every fixed x ∈ X,
(iv) U(t + 1, s + 1) = U(t, s) for all t  s,
(v) ‖U(t, s)‖ <New(t−s) for some positive N,w independent of t  s.
Recall that a mild solution u on the real line of Eq. (10) is a continuous function such that
u(t) = U(t, s)u(s)+
t∫
s
U(t, ξ)f (ξ) dξ, ∀t  s; t, s ∈ R. (11)
4.1. Partial Floquet representation of a periodic evolutionary process
Below we recall that for the periodic evolutionary processes with compact monodromy
operator there exist always a partial Floquet representation (see, e.g., [8, pp. 190–198]).
We will denote P := U(1,0) that is called the monodromy operator associated with the
1-process (U(t, s))ts . As is well known (see [8, pp. 190-198]), σ(U(t, t − l) \ {0} =
σ(P ) \ {0}, that is σ(U(t, t − 1)) is independent of t . Let us denote by
σ1 =
{
λ ∈ σ(P ): |λ| 1}.
Thus, σ1 is finite. Put
E1(t) =
∫
R
(
λ,U(t)
)
dλ,γ
596 J. Liu et al. / J. Math. Anal. Appl. 299 (2004) 587–599where γ is a positively oriented contour disjoint from σ(P (t)) (which, excluding the
point 0, is independent of t), enclosing σ1 and excluding σ2 := σ(P ) \ σ1. Then E1(t)
is a projection. Setting ImE1(t) := X1(t), we have U(s0)|X1(s0) = eτC , where
C := 1
2πiτ
∫
γ
(
λ−U(s0)|X1(s0)
)−1 logλdλ.
Also
E1(t)U(t, s) = U(t, s)E1(s), ∀t  s.
Define for t  s0.
P(t) := U(t, s0)|X1(s0)e−C(t−s0).
Then P(t + τ ) = P(t). Moreover, setting u1(t) := E1(t)u(t), u2(t) = E2(t)u(t), where
E2(t) = I −E1(t) and u(t) is a mild solution, we have the equation

u1(t) = P(t)eτCP−1(s)u1(s)+E1(t)
t∫
s
U(t, ξ)f (ξ) dξ,
u2(t) = E2(t)U(t, s)u2(s) +E2(t)
t∫
s
U(t, ξ)f (ξ) dξ, ∀t  s.
(12)
Moreover, there are positive constants M,w such that∥∥E2(t)U(t, s)E2(s)∥∥Me−(t−s)w, ∀t  s. (13)
Hence by the transformation
Q(t) = P−1(t)E1(t) +E2(t) (14)
with property that (t, x) → Q(t)x is continuous, 1-periodic in t and supt ‖Q(t)‖ < ∞,
from the above system of equations we have the following:

v˙1(t) = Cv1(t)+ F1(t),
v2(t) = V (t, s)v2(s) +
t∫
s
V (t, ξ)F2(ξ) dξ, ∀t  s, (15)
where V (t, s) = E2(t)U(t, s)E2(s), v(t) = Q(t)u(t) = v1(t) + v2(t), v1(t) ∈ X1(s0),
v2(t) ∈ X2(t) = Im(I −E1(t)), F1(t) = P−1E1(t), F2(t) = E2(t)f (t). Hence, by the ax-
ioms of Condition H (see [11]), the functions F1,F2 are in AA(X). Observe that in the first
equation, C may be considered as a matrix. Therefore, the equation for v1 is an equation
in the finite-dimensional space.
Lemma 4.1. Under the above assumptions and notations, the second equation determining
v2 in Eq. (15) has a unique solution v2 given by
v2(t) =
t∫
−∞
V (t, s)F2(s) ds, t ∈ R. (16)
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I (t) :=
t∫
−∞
V (t, ξ)F2(ξ) dξ
is absolutely convergent for every fixed t ∈ R and it is uniformly convergent with respect
to t ∈ R. 
An extension of Theorem 3.4 to the general case of (10) is the following theorem.
Theorem 4.2. Let the monodromy operator P be compact, and let f ∈ AA(X). Then,
Eq. (10) has a mild solution w ∈M with ei Sp(w) ⊂ ei Sp(f ) provided that it has a bounded
mild solution u on the positive half line R+.
Proof. The problem can be reduced to the finite dimensional case by using a partial Flo-
quet representation. By a partial Floquet representation, there exists a strongly continuous
τ -periodic family of bounded linear operators Q(t) such that the change of variables
y(t) = Q(t)x(t) transforms Eq. (10) into the following decoupled equation:

u˙(t) = Au(t)+ f1(t),
v(t) = V (t, s)v(s) +
t∫
s
V (t, ξ)f2(ξ) dξ, ∀t  s; t, s ∈ R, (17)
where A is a matrix and (V (t, s))ts is a τ -periodic exponentially stable evolutionary
process in a Banach space Y, and f1(t), f2(t) are almost automorphic. The existence of a
bounded solution on the positive half line yields the existence of a bounded solution on the
whole line because of the finite dimension of the first equation and the exponential stability
of the second equation. Also, the exponential stability of the second equation yields the
existence of a unique almost automorphic solution w2 on R with ei Sp(w2) ⊂ ei Sp(f2) ⊂
ei Sp(f ) by Proposition 2.11. On the other hand, by Theorem 3.1, the first equation has an
almost automorphic solution w1 with ei Sp(w1) ⊂ ei Sp(f1) ⊂ ei Sp(f ). Finally we have an
almost automorphic solution w = (w1,w2) with ei Sp(w) ⊂ ei Sp(f ). This finishes the proof
of the theorem. 
5. Concluding remarks
In concluding this paper we have the following remarks. The main results of this paper
is an extension of the classical result of Massera to almost automorphic solutions of pe-
riodic evolution equations. A particular step in our proofs is to show that every bounded
solution of an evolution equation on the whole line is almost automorphic. This fact has
been known for years. However, its proof is quite complicated. The simple proof of this
result we present in this paper is based on an idea of G. N’Guerekata in his book [22] of
reducing the problem to the one-dimensional case in which one can easily prove the as-
sertion by using the explicit expression of solutions. It may be noted that using the same
598 J. Liu et al. / J. Math. Anal. Appl. 299 (2004) 587–599arguments the results obtained in this paper can be straightforward extended to compact al-
most automorphic solutions. If the function f is almost periodic, it is known that if the part
of spectrum of the monodromy operator on the unit circle is countable and the phase space
X does not contain the space of numerical sequences c0, then every bounded uniformly
continuous mild solution on R is almost automorphic (see, e.g., [1,14] and the references
therein). Therefore, it is natural to raise the following open question.
Problem 1. Let f be almost automorphic, the part of spectrum of the monodromy operator
P in Eq. (10) (that is not necessarily compact) is countable, and let the phase space X not
contain c0. Then, every bounded uniformly continuous mild solution of (10) is almost
automorphic.
In [9], the almost automorphy of any bounded mild solution of the abstract functional
differential equation
d
dt
u(t) = Au(t)+L(t)ut + f (t), t ∈ R, (18)
where A generates a compact semigroup, L(t) is a bounded linear operator from a function
space X with several axioms to X, periodic and strongly continuous in t, f is almost au-
tomorphic, ut is defined in a standard way by the formula ut (θ) = u(t + θ), θ ∈ (−∞,0],
has been proved.
Problem 2. Does Theorem 4.2 hold true for abstract functional differential equations of
the form (18)?
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