Fractional (Lévy-type) operators are known to be spatially nonlocal. This becomes an issue if confronted with a priori imposed exterior Dirichlet boundary data. We address spectral properties of the prototype example of the Cauchy operator (−∆) 1/2 in the interval D = (−1, 1) ⊂ R, with a focus on functional shapes of lowest eigenfunctions and their fall-off at the boundaries of D. New high accuracy formulas are deduced for approximate eigenfunctions. We analyze how their shape reproduction fidelity is correlated with the evaluation finesse of the corresponding eigenvalues.
Fractional (Lévy-type) operators are known to be spatially nonlocal. This becomes an issue if confronted with a priori imposed exterior Dirichlet boundary data. We address spectral properties of the prototype example of the Cauchy operator (−∆) 1/2 in the interval D = (−1, 1) ⊂ R, with a focus on functional shapes of lowest eigenfunctions and their fall-off at the boundaries of D. New high accuracy formulas are deduced for approximate eigenfunctions. We analyze how their shape reproduction fidelity is correlated with the evaluation finesse of the corresponding eigenvalues.
I. FRACTIONAL LAPLACIANS: R VERSUS D ⊂ R.
The Fourier integral
is commonly interpreted as a definition of a fractional derivative of the µ-th order for µ ∈ (0, 2). The notation −(−∆) µ/2 = −|∆| µ/2 refers to a fractional Laplacian of order µ/2 (restricted to dimension one i.e. to R) and two versions of a fractional dynamics (dimensional constants being scaled away): semigroup exp(−t|∆| µ/2 ) f and unitary exp(−it|∆| µ/2 ) f , [1] - [5] . Heref stands for a Fourier transform of f ∈ L 2 (R) and g(k) = |k| µf (k) is presumed to be L 2 (R)-integrable. Apart from the unperturbed (free) case, the Fourier (multiplier) representation of the fractional dynamics has proved useful if an infinite or periodic support is admitted for functions in the domain, [2] . For the simplest quadratic (∼ x 2 ) perturbation of the fractional Laplacian (the fractional oscillator problem), a complete analytic solution has been found in the specialized Cauchy oscillator case [6, 7] , by resorting to Fourier space methods.
For more complicated perturbations, and likewise for a deceivingly simple problem of the fractional Laplacian in a bounded (spatial) domain, standard Fourier techniques seem to be of a doubtful or limited use, [2] . A fully-fledged spatially nonlocal definition of the fractional Laplacian appears to be better suited to handle such problems, [8] - [15] . See e.g. also [16] for a construction of Cauchy semigroups which arise from various perturbations of the Cauchy operator by bounded or locally bounded positive functions (i.e. external potentials).
A. |∆| µ/2 on R.
The fractional Laplacian −|∆| µ/2 , µ ∈ (0, 2) is a pseudo-differential (integral) operator and its action on a function from the L 2 (R) domain is defined as follows:
where ν µ (dx) stands for the Lévy measure. This definition is commonly simplified by employing the Cauchy principal value of the involved integral (evaluated relative to the singular points of integrands)
Here, the Lévy measure dν µ has been made explicit and we point out a change of the integration variable y → z + x. The Fourier representation of the the integral formula (2) takes the form 
The integral over dy, presuming its existence (which is not the case for µ = 1) can be directly evaluated 
Since Eq. (3) is undoubtedly valid for all µ ∈ (0, 1) ∪ (1, 2), we can substitute back an outcome of (4) and employ an identity Γ(1+µ)Γ(−µ) = −π/ sin(πµ) (remember that the function Γ(−µ) has simple poles at 0, −1, −2). Accordingly, two potentially divergent entries compensate each other and the limit µ → 1 is now legitimate. Thus |∆| µ/2 f (x) = 1 √ 2π ∞ −∞ |k| µf (k)e −ıkx dk for all µ ∈ (0, 2), and |k| µ is a Fourier multiplier of |∆| µ/2 on R, as anticipated, see [5] and [17] . The fractional Laplacian |∆| µ/2 extends to a self-adjoint operator in L 2 (R) and induces a strongly continuous contraction semigroup exp(−t|∆| µ/2 ) whose Fourier multiplier equals exp(−t|k| µ ).
B. Interlude: −∆ in D ⊂ R.
The Hamiltonian-type expression H = −∆ + V , with V (x) = 0 for x ∈ D = (−1, 1) ⊂ R, is an encoding of the Laplacian with the the Dirichlet boundary conditions (so-called zero exterior condition on R \ D) imposed on L 2 (R) functions f (x) in the domain of H: f (x) = 0 for |x| ≥ 1. The problem is that so defined operator H, if restricted to a domain containing solely functions f ∈ L 2 (R) with a support in D, is not a self-adjoint operator in L 2 (R) (to this end we need to admit C ∞ 0 (R) as a proper domain). We recall that C ∞ 0 (R) comprises infinitely differentiable functions that are compactly supported in R. The notation C ∞ 0 (D) refers to a definite choice of the support to be D ⊂ R. The differential operator −∆ when acting in
The problem of self-adjoint extensions in this case is a classic, c.f. [18] . One of them, with a domain D(H) = {AC 2 [−1, 1], f (−1) = 0 = f (1)} corresponds to a standard (quantum mechanical) infinite well problem; the AC 2 notation refers to an absolute continuity of f which gives meaning to the second derivative of f (of relevance at the boundary points of D).
The spectral solution gives rise to the L 2 (D) orthonormal eigenbasis, composed of real functions f n (x), n = 1, 2, ... such that f (x) = 0 for |x| ≥ 1. More explicitly: f n (x) = cos(nπx/2) for n odd and sin(nπx/2) for n even, while respective eigenvalues read
, in the domain of the infinite well Hamiltonian, may be represented as f (x) = ∞ n=1 c n f n (x), e.g. in the form of (trigonometric) Fourier series. At this point it is useful to mention that, quite independently of the self-adjointness issue, in L 2 (D) we have two inequivalent ways of making the Fourier analysis. If R\D is neglected and L 2 (D) is considered on its own (without any reference to L 2 (R)), then we can employ the previously mentioned Fourier series (e.g. the infinite well trigonometric eigenbasis).
We shall pay more attention to the alternative approach. Namely, if
. In fact, for any f ∈ C ∞ 0 (R) its Fourier transformf is an entire function (analytic on the whole complex plane). It does not vanish anywhere in R, except at infinity. Iff would vanish on R \ D, then necessarily it would be vanishing on D as well.
Since f is infinitely differentiable it follows thatf goes to zero along the real axis faster than the inverse of any polynomial. These properties hold true irrespective of the choice of the compact supporting interval
Under the infinite well conditions, |k| 2 still retains some of the Fourier multiplier (of −∆) features. This view is supported by an approximation of the infinite well problem by a sequence of deepening finite wells, [18] . The convergence can be quantified in the L 2 (R) norm. Useful examples worked out in [19, 20] , at the first glance, indicate an undoubtful relevance of k and k 2 multipliers. However, an the emergence of technical problems becomes conspicuous, if the multiplier property is to be elevated to eigenfunctions which are not C ∞ 0 (D). In fact, for the infinite well eigenfunctions
One should be aware that the existence of mean values of Fourier multipliers does not mean that we can execute an inverse Fourier transform of e.g. the function g(k) = |k| 2f and retrieve −∆f (x) as an image-function in L 2 (D). Actually, the inverse Fourier transform does not exist in this case, unless we adopt a weaker definition [17] . We note that −∆ D f (x), at the boundaries ±1 of D, needs to be interpreted as a generalized function (distribution), and has a meaning only if smoothed out by a suitable test function. Incidentally, the eigenfunctions f n appear to play such a smoothing role, while evaluating mean values.
The previously indicated jeopardies related to the Fourier multiplier definition (in case of µ = 2) surely extend to fractional Laplacians. Therefore, in the presence of spatial restrictions upon domains of nonlocal operators, we choose to investigate their properties directly in configuration space with no recourse to Fourier transforms (and multipliers).
The action of the Cauchy operator on C ∞ 0 (R) functions (differentiable, with continuous derivatives of all orders and compactly supported) is given by a specialized version of Eq. (2):
and clearly has a Fourier representation with the multiplier |k|f (k). We note in passing that so defined (−∆) 
to D is interpreted as the Cauchy operator with the zero (Dirichlet) exterior condition on R\D and is known to extend to a self-adjoint operator in L 2 (D), [8] . The passage from C Let us consider the D versus R\D interplay in more detail, by considering the action of |∆| 1/2 on these C ∞ 0 (R) functions which are actually supported in D. The major problem we wish to address is an explicit spatial form of the eigenvalue problem for |∆|
+ is an eigenvalue and f ∈ L 2 (D). No closed analytic solutions are here available and various approximate methods were invented to optimize approximations of "true" eigenvalues and shapes of respective "true" eigenfunctions, [8] - [15] .
Each known to date approximate eigenfunction ψ(x), [8, 11, 15] , by construction belongs to the domain of |∆| 
This problem is typically bypassed in the mathematical literature, where one considers the spectral problem of finding an eigenfunction (or its optimal approximation) in a weaker form. This (somewhat relaxed) approach to the spectral problem stems from the adopted definition of the action of [21, 22] . Let us tentatively consider the action of |∆| 1/2 on C ∞ 0 (R) functions ψ(x), supported in D = (−1, 1). Accordingly, for all x ∈ (−1, 1) we have:
The integral in (6) should be understood as the Cauchy principal value evaluated with respect to 0, according to
. Let us change the integration variable y = t − x in Eq. (6). We have:
where the R \ D and D contributions are now clearly isolated. The Cauchy principal value of the integral in Eq. (7) is no longer evaluated with respect to 0, but with respect to x. The integral expression in Eq. (7) which is now restricted to t ∈ (−1, 1) while x ∈ (−1, 1) by definition, is a special (Cauchy) case of so-called regional fractional Laplacian for D, [12] [13] [14] .
II. TRIAL ANALYTIC FORMS OF APPROXIMATE EIGENFUNCTIONS.
A. The ground state function.
In the present paper, we shall employ Eq. (6) as the definition of the Cauchy operator in action on functions ψ ∈ D(D), in the spatially restricted domain D = (−1, 1). We no longer require ψ to belong to C ∞ 0 (D), we need however ψ(x) to be infinitely differentiable in D and identically vanish for |x| ≥ 1. Let us address the eigenvalue problem A D ψ(x) = Eψ(x), whose approximate solution will be sought for subsequently. (6) is a sum of the geometric series 1) . Therefore it seems natural to assume that a solution ψ(x) of A D ψ(x) = Eψ(x) might be represented in the form of the power series
The term
c n x n as well, with a proviso that ψ(x) needs to be identically 0 at the boundaries ±1 of D. Thus we allow
The ground state is an even concave function, [9, 10] , therefore we actually expect that ψ(x) = ∞ n=0 c 2n x 2n . Since ψ(±1) = 0, there holds c 0 + c 2 + . . . = 0. Inserting ψ to the eigenvalue formula and keeping x ∈ (−1, 1) we get
presuming that the integral (Cauchy principal value) and series summation can be interchanged, next setting x = 0, we arrive at the series expansion which defines the ground state eigenvalue E, given ψ(x):
With c 0 = 0, we have
The series converge, which follows (via the D'Alembert criterion) from the convergence of By independent arguments, we know that the ground state function should be close (loosely speaking) to the cos(x) while away from the boundaries of D and (1 − x 2 ) 1/2 in the close vicinity of the boundaries, [2, 8, 15] . Let us consider the trial approximation of ground state function, given in an analytic form:
where the coefficient α has been adjusted to differ slightly from π 2 − π 8 , known to be the leading term in the asymptotic eigenvalue formula for the infinite Cauchy well, [8] :
In the recent paper [15] we have introduced an algorithm for evaluating approximate eigenfunctions of finite Cauchy wells of arbitrary depth. The idea was to implement as close approximation of the infinite well spectral properties in terms of those for very deep finite wells. In Fig. 1 we have depicted approximate ground state functions for finite wells of depths V 0 = 5000, 10000, 20000, an approximate ground state for the infinite Cauchy well proposed in Ref. [8] and our approximate formula ψ(x) of Eq. (11) for the infinite well.
In the left panel, curves for V 0 = 5000, 10000, 20000 and that for ψ(x) are graphically indistinguishable in the adopted scales, while the proposal of [8] is conspicuously different. In the right panel a vicinity of the maximum has been enlarged and the proposal of [8] , in the adopted scale, is out of frame.
Let us expand the approximate ground state ψ of Eq. (11) 
Although ψ(x) is not a "true" eigenfunction but an approximation of the ground state, by employing merely first 10 expansion coefficients in the series expansion Eq. (10), we obtain the very rough outcome E = 1.15318. The ground state eigenvalues have been approximated by other (more accurate) methods and, up to four decimal digits we have e.g.: 1.1577 according to [8] , 1.1573 according to [15] .
We point out that a convergence of the series (10) is very slow. To get more accurate approximation of the eigenvalue associated with the approximate ground state ψ(x) (11) we need to account for much larger number of expansion coefficients c 2n .
B. Analysis of ADψ(x).
At the moment we are not that much interested in producing high accuracy approximate formulas (this issue will be addressed subsequently in the present paper). The analytic expression Eq. (11) for ψ(x) is extremely useful for another purpose.
Namely, we can make explicit the action od A D upon functions with definite geometric shapes and analyze not only how much A D ψ(x) deviates from ψ(x) and ultimately from E ψ(x) (with a properly adjusted value E), but also the boundary behavior of those functions. See e.g. [12, 13] for some hints in this connection.
Given ψ(x) = C (1 − x 2 ) cos(αx), |x| ≤ 1, we would like to know whether the Dirichlet boundary data (e.g. vanishing of a function for |x| ≥ 1) are respected by A D ψ(x). To this end let us consider
where we have expanded cos α(x + z) into power series whose coefficients are denoted γ 2n , (γ 0 = 1). First few coefficients are given explicitly,
We integrate each term of the series separately. The integral corresponding to γ 0 = 1 can be rewritten as follows (see e.g. [23] )
where p = 1/ cos(αx), q = −2x/(1 − x 2 ) cos(αx), r = −1/(1 − x 2 ) cos(αx). We evaluate the integral in the sense of its Cauchy principal value (see e.g. [23] ), temporarily skipping the factor ψ(x)/π:
We note that the first term in the above (after restoring ψ/π) cancels its negative in the defining expression (6) for A D ψ(x). Subsequent integrals can be evaluated analogously, but with ψ(x) fully incorporated in the integrated expressions. We merely disregard (but keep in mind) an omnipresent coefficient C/π and denote a = 1 − x 2 , b = −2x, c = −1. With this proviso other integrals follow:
Accordingly, after reintroducing the factor C/π we arrive at the polynomial expansion of
where coefficients γ 2n for 0 ≤ n ≤ 4 have been explicitly identified before while w 2n (x) are polynomials of degree 2n, like e.g. The series expansion of cos(αx) converges very fast for x ∈ [−1, 1]. Accordingly, by accounting for only first few expansion terms we get quite good approximation of A D ψ. In Fig. 2 , we have depicted both ψ(x) = C (1 − x 2 )cos(αx) (a dotted line) and the resultant A D ψ (solid line).
Since in Ref. [15] we have numerically identified an approximate ground state eigenvalue to be close to E = 1.156 (eventually correctable to E = 1.1573, [15] ), let us employ the latter value instead of less accurate E = 1.15318 obtained in a rough reasoning presented before. Then, we can point-wise compare ψ(x) against A D ψ(x) by depicting a curve |A D ψ(x) − Eψ(x)|, x ∈ D, see e.g. Fig. 3 .
The deviation of A D ψ(x) form E ψ(x) appears to be rather small and effectively concentrates in the vicinity of the boundaries x = ±1. Since we have lim
130753, x ∈ D which is the best point-wise estimate ever obtained in the literature on the (shape) subject, compare e.g. [11] (Lemma 1, formulas 8.9 and 8.10) and [8] . We emphasize that the behavior of |A D ψ(x) − Eψ| is fairly robust with respect to the specific choice of E. The dominant contribution comes to the upper bound comes form the behavior of A D ψ(x) at the boundaries od D.
The shape of the approximate ground state, as proposed in [8, 11] , while away from the boundaries (i.e. around x = 0) is significantly different from our present finding and from the numerically-deduced behavior of eigenfunctions in finite but deep Cauchy wells, [15] . We note that in the definition (11) we can in principle vary α. Taking a supremum of |A D ψ(x) − Eψ(x)|(α) over x ∈ D as a criterion for how close A D ψ is to Eψ, we realize that the optimal α choice would be α = 1501π/4096, see e.g. at the location of the minimum in Fig. 4 .
To see better how the choice of α may affect the shape of A D ψ(x) and |A D ψ(x) − Eψ(x)|, we display the behavior of these functions comparatively for α = 1443π/4096 and α = 1501π/4096. We note that for α = 1501π/4096 we have |A D ψ(x) − Eψ(x)| < 0.06 which is much better point-wise estimate than previously obtained 0.13 (for α = 1443π/4096). The price paid is slightly worse fitting away form the ±1 boundaries.
C. First excited state.
The ground state function, previously denoted ψ(x), in fact should be labeled by n = 1, hence denoted ψ 1 (x). To avoid notational confusion, the first excited state (n = 2) will be denoted ψ 2 (x).
We introduce a trial analytic approximation of a "true" first excited state in the form:
where
and C = 1.99693 is a normalization constant. The minus sign is basically irrelevant, but is introduced for graphical comparison purposes. The parameter β fitting comes from our data for deep but finite Cauchy wells, [15] . In Fig.  6 we display various approximate formulas for the "true" excited eigenfunction, comparing our analytic guess with approximate curves proposed in [8] and [15] . 
D. Analysis of AD ψ2(x).
Main arguments follow these of Section II.A and II.B. The first excited function ψ 2 (x) is odd, hence its power
2n+1 contains only odd-labeled coefficients c n . Like in section IIA, we deduce the
Since we know explicitly the numerical values of coefficients c 2 , let us list few of them 
and next insert them directly to the expansion (26), while disregarding the remainder of the series. An approximate eigenvalue reads E 2 = 2.72874, to be compared (even though the result is very rough) with the deep finite Cauchy well prediction E 2 = 2.7534 of Ref. [15] (eventually correctable by 0.0013 to E 2 = 2.7547) and E 2 = 2.7547 of Ref. [8] . The series (26) converge slowly, therefore much larger number of coefficients c n need to be accounted for, to make reliable the numerical value for E 2 .
To deduce A D ψ 2 (x), let us first analyze the integral
alone, see e.g. (6) for comparison. For clarity, in the power series expansion
we enlist few γ 2n+1 in their explicit numerical form:
The Cauchy principal value can be evaluated for each expansion term of sin(βx) cos(βx) separately. Accordingly, for the first term we have
and
where (here unspecified) u(x, ǫ) approaches 0 if ε → 0, for all x ∈ D.
The first term in (31), if multiplied by −Cγ 1 /π, cancels its negative in the expansion of 2ψ 2 (x)/π(1 − x 2 ). Because of
the first expansion term has an ultimate form −Cγ 1 w 1 (x), where w 1 (x) = 2x. In connection with (33) we point out that troublesome (divergent) 2/ε entries (related to the Cauchy principal value evaluation) are cancelled by their negatives coming from the principal value procedure of the form (5) 
An ultimate form of
where the coefficients γ 2n+1 , n = 0, 1, . . . have been introduced before (while expanding sin(βx) cos(βx)) and first few polynomials w 2n+1 have the form:
The convergence of (34) is much worse than that encountered in connection with the ground state function. Therefore a number of polynomials employed in the approximation of ψ 2 must be relatively large to make that approximation reliable. In Fig. 7 , we compare A D ψ 2 (x) with ψ 2 (x), for an approximation restricted to first 15 series expansion terms only.
Like in case of the ground state function, we ask for an affinity of A D ψ 2 (x) with E 2 ψ 2 (x), where we adopt the value E 2 = 2.75. In Fig. 8 the affinity function |A D ψ 2 (x) − E 2 ψ 2 (x)| is depicted and found to be bounded point-wise by 0.1462 which is much better estimate than any ever obtained, [8, 11] .
In the definition of an approximate function ψ 2 (x) we have still some flexibility allowed with respect to the choice of the parameter β. In Fig. 9 , sup |A D ψ 2 (x) − E 2 ψ 2 (x)| is depicted as a function of β in the vicinity of β = 1760π/4096. A minimum is achieved for β = 1762π/4096 and sets the upper bound 0.1344.
In principle, we can provide analytic approximations for (consecutive) higher excited state functions. However, our discussion of Section II should be considered merely as a warm-up, a preparatory step to address more serious goals.
Let us note that all ultimate formulas have involved the polynomial expansions. Interestingly, we could not associate them with any members of a hypergeometric family or other orthogonal polynomials in D = (−1, 1) ). We shall follow this polynomial expansion strategy in the next section to get most accurate to date approximations of eigenvalues and eigenfunctions in the infinite Cauchy well problem.
We shall impose one more demand, deliberately absent in the existing literature on approximate Cauchy well eigenfunctions. We need that actually not only ψ(x) is to vanish identically for |x| ≥ 1, but A D ψ(x) as well, to become in all respects as close as possible to E ψ(x), where E stands for an approximate eigenvalue.
III. POLYNOMIAL EXPANSIONS OF EIGENFUNCTIONS IN THE INFINITE CAUCHY WELL:
PUSHING AHEAD APPROXIMATION FINESSE.
A. Ground state function addressed anew.
We wish to solve the eigenvalue problem A D ψ(x) = Eψ(x), with the Cauchy operator A D in D, defined in Section II. This means that in the serch for approximate solutions, an approximation accuracy can be made arbitrarily fine, with the growth of the degree of the truncated polynomial expansion of the sought for eigenfunction. Functions in the domain of A D are restricted by the exterior Dirichlet condition ψ(x) = 0, |x| 1, but we impose the very same restriction upon the resultant
We take Eq. (6) as a working definition of A D and proceed with its integral part, here denoted
Let us consider the action of B D upon functions ψ(x) = x 2n √ 1 − x 2 . We get:
Accordingly we have
where c 2n are expansion coefficients of the Taylor series for √ 1 − x 2 . Namely, we have
which allows to rewrite
Then ground state function is even, hence we can expect its power series expansion in the form:
where our major task is to deduce the expansion coefficients α 2n . Coming back to the definition (6), of A D , we realize that
. The second term of this expression, upon employing the trial ψ(x), as in Eq. (41) In view of this, the action of A D upon the ground state candidate-function ψ(x) of (44) greatly simplifies. Ultimately, the eigenvalue problem A D ψ(x) = Eψ(x) takes the form:
which can be re-ordered as follows
This system of equations (from which the coefficients α 2n are to follow for all n) looks hopelessly discouraging, if we are interested in a fully-fledged solution of the eigenvalue problem. However, things simplify if we look for approximate solutions, readily accessible upon a truncation of otherwise infinite series. By definition we know that any solution ψ(x) is defined in the domainD = [−1, 1] and obeys the boundary condition ψ(±1) = 0. We extend this restriction to A D ψ(x) and demand
In what follows we shall assume that α 0 = 1. This choice is possible, in view of the presumed normalization (we have C involved). Each considered truncated series approximating ψ(x) will be l 2 (D) normalized, this operation being encoded in a multiplicative constant C.
Example 1: Let us exemplify our procedure by truncating the series after the polynomial of degree 2. We have 
It is clear, that the procedure can be continued indefinitely by increasing the polynomial degree at the series truncation "point". An approximation accuracy grows with the polynomial degree. The polynomial degree growth increases the number of linear equations to solve.
Let (a k,n ) denote a matrix with elements
We recall that
If
The last identity in (50) comes from our demand (47), here adopted to A D w 2n √ 1 − x 2 = 0 at x = ±1.
- . The approximating polynomial of degree 2n is indicated by w2n(x). We report first few values of coefficients α 2k for each 2n-th case, together with an approximate eigenvalue E and the normalization coefficient C. For comparison we report the ground state eigenvalue reported in Ref. [11] , E= 1.157773883697 (based on a diagonalization of the 900 × 900-matrix). Our ultimate result actually is E = 1.1577764.
The system (50) can be solved for various series truncation choices, up to the 2n = 500 polynomial degree. All computations have been carried out by employing the routines of Wolfram Mathematica, which appear to be dedicated to solving even very large linear systems of equations.
Remark: One needs to be aware that (50), as a system of n + 1 equations, has more than one solution. We select an optimal approximation of the ground state function by selecting a solution with then least value of E. The same system of equations produces solutions that approximate higher (excited) even eigenfunctions. There appear also complex solutions which we discard as physically irrelevant.
Our findings are gathered in Table I , where we report explicit values for first few expansion coefficients α 2n of approximating polynomials, the approximate eigenvalue E and related normalization constant C. Symbols w 2n refer to approximating polynomials of degree 2n. The computed eigenvalues definitely drop down with the growth of the polynomial degree 2n, with a visible stabilization tendency. In our opinion, our result is much sharper than that 
, 4 -V0 = 500 finite well ground state of [15] .
reported in Ref. [11] , see also [8] . Numerical values of the coefficients α 2n grow as well with 2n growth, with a clear stabilization tendency.
In Table II we make explicit the functional form of the polynomial w 500 . All coefficients α 2n are reproduced as well. At the moment that provides the best available approximation of the ground state function in the infinite Cauchy well problem.
Since we are interested in fine details of the eigenfunction shape, it is instructive to display the behavior of the major eigenfunction building blocks, i.e. the polynomials w 2n (x), in the vicinity of the boundaries of D. In Fig.  6 , we admit x from the exterior ofD, i.e. |x| > 1. We compare the near-the-boundaries behavior of polynomials of degrees 2, 4, 6, 10, 20, 30, 50, 70, 100, 150, 200, 500, with a function cos (1443πx/4096) (colored gold) appearing in the definition of the trial ground state function (11) (c.f. Section II). That clearly explains deficiencies of the cosine factor in the adopted definition and obvious virtues of the present polynomial expansion method. We note that the polynomial degree growth, is accompanied by a steeper decent of the representative curves at the boundaries.
At this point it is also instructive to have a comparison of the boundary behavior of the approximate ground state function proposed in the literature so far. We note that ψ(x) of Ref. [8] , at the boundaries, is fapp (for all practical purposes) identical with our ψ(x) ∼ Cw 500 (x) √ 1 − x 2 . As before, we can analyze a deviation of A D ψ(x) from E ψ(x) in terms of |A D ψ(x) − Eψ(x)|, x ∈D. Results are depicted in Fig. 7 . Note that for the polynomial of degree 2n = 500 we get an upper bound |A D ψ(x) − Eψ(x)| < 0.01. We note that with the growth of the polynomial degree, the near-the-boundary maximum of |A D ψ(x) − Eψ(x)| decreases.
B. Other even eigenfunctions
The system (50) of equations has been dedicated to obtain even eigenfunctions. As mentioned before it has infinitely many solutions, both real and complex-valued. Each real solution is interpreted as an approximation of a certain eigenfunction. Since for each resolved polynomial of degree 2n, we can jointly compute approximate eigenfunctions and the corresponding eigenvalues, there appears a natural ordering with respect to increasing E-values which we enumerate by consecutive odd numbers 2k, with k = 1 corresponding to the ground state. That allows for a systematic selection of higher rank even eigenfunctions. We keep intact the notation w 2n (x) for an approximating polynomial of degree 2n, although one should keep in mind that for each consecutive E 2k+1 , we deal we the corresponding 2k + 1-th polynomial (and appropriate 2k + 1-th set of expansion coefficients). The previous Table II data refer to the ground state solution ψ 1 (x) only. The coefficients tables for other polynomials area available upon request. . Numbers refer to: 1 -ψ3 ∼ Cw500(x) √ 1 − x 2 , 2 -ψ3(x) according to [8] , 3 -finite V0 = 500 Cauchy well ground state, [15] . Left panel: enlargement of the vicinity of the minimum. Right panel -enlargement of the vicinity of x = 1.
In the notation of Section III.A, the odd eigenfunctions case i can be handled by invoking: i.e.
where c 2n are Taylor series coefficients for √ 1 − x 2 . We are interested in odd eigenfunctions and seek them in the form:
As in the case of even functions, we look for solutions of the eigenvalue problem A D ψ(x) = E ψ(x), so arriving at (2k)!(2n + 2 − 2k)
Additionally, we impose our boundary condition
The procedure adopted to find polynomial approximations of eigenfunctions and eigenvalues in the even case, can be extended to the odd case as well. Let b k,n = (2n + 2 − 2k)c k = (2k)!(2n + 2 − 2k) (1 − 2k)(k!) 2 4 k , n k, , numbers refer to: 1 -polynomial of degree 501, 2 -ψ4(x) according to [8] , 3 -finite Cauchy well V0 = 500 outcome, [15] . Left panel -minimum enlargememnt. Right panel -right boundary enlargement.
The linear system of equations from which all β 2n+1 and E are to be inferred has the form (we set β 1 = 1) 
Like in case of (50), the present system of equations has infinitely many solutions, real and complex-valued for each fixed n. As before, in the set of real solutions, an ordering relation is set by referring to an increasing order of computed eigenvalues E 2k k ≥ 1. Skipping unnecessary repetitions of previous arguments, we display our findings concerning ψ 2 (x) and ψ 4 (x), together with estimates for |A D ψ(x) − E ψ(x)|. A comparison is made with previously reported results on the shape of corresponding approximate eigenfunctions. It appears that our method provides most accurate to date data for both approximate eigenfunctions and eigenvalues and provides the sharpest to date point-wise estimates for |A D ψ(x) − Eψ(x)|.
For completeness, in Table III we report first five computed eigenvalues ordered against the approximating polyno- In the present paper we were largely motivated by: (i) on the one hand -successes in the approximate evaluation of eigenfunctions and eigenvalues for the infinite Cauchy well problem [8, 11, 15] , (ii) various drawbacks in the physicsmotivated procedures to solve that eigenvalue problem, summarized in [1, 15] . It has been often mentioned that the "true" eigenfunctions show a striking similarity to trigonometric sine or cosine functions (identified as eigenfunctions of the standard Laplacian in the interval) when away from the boundaries of D, while their fall-off towards zero at the boundaries should be similar to √ 1 − x 2 . Our trial function considerations of Section II proved that the trigonometric connection is somewhat deceiving, since the square root of a trigonometric function has been involved. In Section III we have resolved the away-from-the-boundary behavior by means of truncated polynomial expansions, that bear no obvious similarity, neither to trigonometric functions nor to their square roots. Things became more complicated and subtle, since the polynomial shapes actually dictate minute details of the eigenfunctions fall-off to 0 at the boundaries. In this connection, we point out the peculiar fall-off of approximating polynomials around ±1, as depicted in Fig. 6 .
