Single cell RNA sequencing (scRNA-seq) can be used to characterize variation in gene 2 expression levels at high resolution. However, the sources of experimental noise in scRNA-seq 3
Introduction 13
Single-cell genomic technologies can be used to study the regulation of gene expression 14 at unprecedented resolution [1, 2] . Using single-cell gene expression data, we can begin to 15 effectively characterize and classify individual cell types and cell states, develop a better 16 understanding of gene regulatory threshold effects in response to treatments or stress, and 17 address a large number of outstanding questions that pertain to the regulation of noise and 18 robustness of gene expression programs. Indeed, single cell gene expression data have already 19 been used to study and provide unique insight into a wide range of research topics, including 20 differentiation and tissue development [3] [4] [5] , the innate immune response [6, 7] , and 21 pharmacogenomics [8, 9] . 22
Yet, there are a number of outstanding challenges that arose in parallel with the 23 application of single cell technology [10] . A fundamental difficulty, for instance, is the presence 24 of inevitable technical variability introduced during sample processing steps, including but not 25 limited to the conditions of mRNA capture from a single cell, amplification bias, sequencing 26 depth, and variation in pipetting accuracy. These (and other sources of error) may not be unique 27 to single cell technologies, but in the context of studies where each sample corresponds to a 28 single cell, and is thus processed as a single unrepeatable batch, these technical considerations 29 make the analysis of biological variability across single cells particularly challenging. 30 with the presence of ERCC spike-in controls [10] . To our knowledge, to date, no study has been 62 purposely conducted to assess the technical variability across batches on the C1 platform. 63
To address this gap, we collected scRNA-seq data from induced pluripotent stem cell 64 (iPSC) lines of three Yoruba individuals (abbreviation: YRI) using C1 microfluidic plates. 65
Specifically, we performed three independent C1 collections per each individual to disentangle 66 batch effects from the biological covariate of interest, which, in this case, is the difference 67 between individuals. Both ERCC spike-in controls and UMIs were included in our sample 68 processing. With these data, we were able to elucidate technical variability both within and 69 between C1 batches and thus provide a deep characterization of cell-to-cell variation in gene 70 expression levels across individuals. 71
Results

72
Study design and quality control 73
We collected single cell RNA-seq (scRNA-seq) data from three YRI iPSC lines using the 74 Fluidigm C1 microfluidic system followed by sequencing. We added ERCC spike-in controls to 75 each sample, and used 5-bp random sequence UMIs to allow for the direct quantification of 76 mRNA molecule numbers. For each of the YRI lines, we performed three independent C1 77 collections; each replicate was accompanied by processing of a matching bulk sample using the 78 same reagents. This study design ( Figure 1A and Table S1A ) allows us to estimate error and 79 variability associated with the technical processing of the samples, independently from the 80 biological variation across single cells of different individuals. We were also able to estimate 81 how well scRNA-seq data can recapitulate the RNA-seq results from population bulk samples. 82
In what follows, we describe data as originating from different samples when we refer to 83 data from distinct wells of each C1 collection. Generally, each sample corresponds to a single 84 cell. In turn, we describe data as originating from different replicates when we refer to all 85 samples from a given C1 collection, and from different individuals when we refer to data from all 86 samples and replicates of a given genetically distinct iPSC line. 87
We obtained an average of 6.3 +/-2.1 million sequencing reads per sample (range 0.4-88 11.2 million reads). We processed the sequencing reads using a standard alignment approach 89 (see Methods) and performed multiple quality control analyses. As a first step, we estimated the 90 proportion of ERCC spike-in reads from each sample. We found that, across samples, 91 sequencing reads from practically all samples of the second replicate of individual NA19098 92 included unusually high ERCC content compared to all other samples and replicates (Figure 93 S1A and S1B). We concluded that a pipetting error led to excess ERCC content in this replicate 94 and we excluded the data from all samples of this replicate in subsequent analyses. With the 95 exception of the excluded samples, data from all other replicates seem to have similar global 96 properties (using general metrics; Figure 1C -E and Figure S1C-F). 97
We next examined the assumption that data from each sample correspond to data from a 98 single cell. After the cell sorting was complete, but before the processing of the samples, we 99 performed visual inspection of the C1 microfluidic plates. Based on that visual inspection, we 100 flagged 21 samples that did not contain any cell, and 54 samples that contained more than one 101 cell (across all batches). Visual inspection of the C1 microfluidic plate is an important quality 102 control step, but it is not infallible. We therefore filtered data from the remaining samples based 103 on the number of total mapped reads, the percentage of unmapped reads, the percentage of 104 ERCC spike-in reads, and the number of genes detected ( Figure 1B -E). We chose data-driven 105 inclusion cutoffs for each metric, based on the 95th percentile of the respective distributions for 106 the 21 libraries that were amplified from samples that did not include a cell based on visual 107 inspection (Figure S1C-F). Using this approach, we identified and removed data from 15 108 additional samples that were classified as originating from a single cell based on visual 109 inspection, but whose data were more consistent with a multiple-cell origin based on the number 110 of total molecules, the concentration of cDNA amplicons, and the read-to-molecule conversion 111 efficiency (defined as the number of total molecules divided by the number of total reads; Figure  112 S2). At the conclusion of these quality control analyses and exclusion steps, we retained data 113 from 564 high quality samples, which correspond, with reasonable confidence, to 564 single 114 cells, across eight replicates from three individuals (Table S2) . 115
Our final quality check focused on the different properties of sequencing read and 116 molecule count data. We considered data from the 564 high quality samples and compared 117 gene specific counts of sequencing read and molecules. We found that while gene-specific 118 reads and molecule counts are exceptionally highly correlated when we considered the ERCC 119 spike-in data (r = 0.99; Figure 1F ), these counts are somewhat less correlated when data from 120 the endogenous genes are considered (r = 0.92). Moreover, the gene-specific read and 121 molecule counts correlation is noticeably lower for genes that are expressed at lower levels 122 ( Figure 1F ). These observations concur with previous studies [12, 20] as they underscore the 123 importance of using UMIs in single cell gene expression studies. 124 (C-E) To assess the quality of the scRNA-seq data, the capture efficiency of cells and the faithfulness of mRNA fraction amplification were determined based on the proportion of unmapped reads, the number of detected genes, the numbers of total mapped reads, and the proportion of ERCC spike-in reads across cells. The dash lines indicate the cutoffs summarized in panel (B). The three colors represent the three individuals (NA19098 in red, NA19101 in green, and NA19239 in blue), and the numbers indicate the cell numbers observed in each capture site on C1 plate. (F) Scatterplots in log scale showing the mean read counts and the mean molecule counts of each endogenous gene (grey) and ERCC spike-ins (blue) from the 564 high quality single cell samples before removal of genes with low expression. (G) mRNA capture efficiency shown as observed molecule count versus number of molecules added to each sample, only including the 48 ERCC spike-in controls remaining after removal of genes with low abundance. Each red dot represents the mean +/-SEM of an ERCC spike-in across the 564 high quality single cell samples.
We proceeded by investigating the effect of sequencing depth and the number of single 126 cells collected on multiple properties of the data. To this end, we repeatedly subsampled single 127 cells and sequencing reads to assess the correlation of the single cell gene expression 128 estimates to the bulk samples, the number of genes detected, and the correlation of the cell-to-129 cell gene expression variance estimates between the reduced subsampled data and the full 130 single cell gene expression data set ( Figure 2 ). We observed quickly diminishing improvement 131 in all three properties with increasing sequencing depth and the number of sampled cells, 132 especially for highly expressed genes. For example, a per cell sequencing depth of 1.5 million 133 reads (which corresponds to ~50,000 molecules) from each of 75 single cells was sufficient for 134 effectively quantifying even the lower 50% of expressed genes. At this level of subsampling for 135 individual NA19239, we were able to detect a mean of 6068 genes out of 6097 genes expressed 136 in the bulk samples (the bottom 50%; Figure 2B ); the estimated single cell expression levels of 137 these genes (summed across all cells) correlated with the bulk sample gene expression levels 138 with a mean Pearson coefficient of 0.8 (Figure 2A) , and the estimated cell-to-cell variation in 139 gene expression levels was correlated with the variation estimated from the full data set with a 140 mean Pearson coefficient of 0.95 ( Figure 2C ). 141
Figure 2. The effect of sequencing depth and cell number on single cell UMI estimates.
Sequencing reads from the entire data set were subsampled to the indicated sequencing depth and cell number, and subsequently converted to molecules using the UMIs. Each point represents the mean +/-SEM of 10 random draws of the indicated cell number. The left panel displays the results for 6,097 (50% of detected) genes with lower expression levels and the right panel the results for 6,097 genes with higher expression levels. (A) Pearson correlation of aggregated gene expression level estimates from single cells compared to the bulk sequencing samples. (B) Total number of genes detected with at least one molecule in at least one of the single cells. (C) Pearson correlation of cell-to-cell gene expression variance estimates from subsets of single cells compared to the full single cell data set.
Batch effects associated with UMI-based single cell data 143
In the context of the C1 platform, typical study designs make use of a single C1 plate 144 (batch/replicate) per biological condition. In that case, it is impossible to distinguish between 145 biological and technical effects associated with the independent capturing and sequencing of 146 each C1 replicate. We designed our study with multiple technical replicates per biological 147 condition (individual) in order to directly and explicitly estimate the batch effect associated with 148 independent C1 preparations ( Figure 1A ). 149
As a first step in exploring batch effects, we examined the gene expression profiles 150 across all single cells that passed our quality checks (as reported above) using raw molecule 151 counts (without standardization). Using principal component analysis (PCA) for visualization, we 152 observed -as expected -that the major source of variation in data from single cells is the 153 individual origin of the sample ( Figure 4A ). Specifically, we found that the proportion of variance 154 due to individual was larger (median: 8%) than variance due to C1 batch (median: 4%; Kruskal-155 Wallis test; P < 0.001, Figure S3A ; see Methods for details of the variance component analysis). 156
Yet, variation due to C1 batch is also substantial -data from single cell samples within a batch 157 are more correlated than that from single cells from the same individual but different batches 158 (Kruskal-Wallis test; P < 0.001). 159 Could we account for the observed batch effects using the ERCC spike-in controls? In 160 theory, if the total ERCC molecule-counts are affected only by technical variability, the spike-ins 161 could be used to correct for batch effects even in a study design that entirely confounds 162 biological samples with C1 preparations. To examine this, we first considered the relationship 163 between total ERCC molecule-counts and total endogenous molecule-counts per sample. If only 164 technical variability affects ERCC molecule-counts, we expect the technical variation in the 165 spike-ins (namely, variation between C1 batches) to be consistent, regardless of the individual 166 assignment. Indeed, we observed that total ERCC molecule-counts are significantly different 167 between C1 batches (F-test; P < 0.001). However, total ERCC molecule-counts are also quite 168 different across individuals, when variation between batches is taken into account (LRT; P = 169 0.08; Figure 3A ). This observation suggests that both technical and biological variation affect 170 total ERCC molecule-counts. In addition, while we observed a positive relationship between 171 total ERCC molecule-counts and total endogenous molecule-counts per sample, this correlation 172 pattern differed across C1 batches and across individuals (F-test; P < 0.001; Figure 3B ). 173
To more carefully examine the technical and biological variation of ERCC spike-in 174 controls, we assessed the ERCC per-gene expression profile. We observed that the ERCC 175 gene expression data from samples of the same batch were more correlated than data from 176 samples across batches (Kruskal-Wallis test; Chi-squared P < 0.001). However, the proportion 177 of variance explained by the individual was significantly larger than the variance due to C1 batch 178 (median: 9% vs. 5%, Chi-squared test; P < 0.001, Figure S3B ), lending further support to the 179 notion that biological variation affects the ERCC spike in data. Based on these analyses, we 180 concluded that ERCC spike-in controls cannot be used to effectively account for the batch effect 181 associated with independent C1 preparations. 182
We explored potential reasons for the observed batch effects, and in particular, the 183 difference in ERCC counts across batches and individuals. We focused on the read-to-molecule 184 conversion rates, i.e. the rates at which sequencing reads are converted to molecule counts 185 based on the UMI sequences. We defined read-to-molecule conversion efficiency as the total 186 molecule-counts divided by the total reads-counts in each sample, considering separately the 187 reads/molecules that correspond to endogenous genes or ERCC spike-ins ( Figure 3C and 3D). 188
We observed a significant batch effect in the read-to-molecule conversion efficiency of both 189 ERCC (F-test; P < 0.05) and endogenous genes (F-test; P < 0.001) across C1 replicates from 190 the same individual. Moreover, the difference in read-to-molecule conversion efficiency across 191 the three individuals was significant not only for endogenous genes (LRT; P < 0.01, Figure 3C ) 192 but also in the ERCC spike-ins (LRT; P < 0.01, Figure 3D ). We reason that the difference in 193 read to molecule conversion efficiency across C1 preparations may contribute to the observed 194 batch effect in this platform. 195 Data from different C1 replicates is plotted in different shapes. (C and D) Violin plots of the reads to molecule conversion efficiency (total molecule-counts divided by total read-counts per single cells) by C1 replicate. The endogenous genes and the ERCC spike-ins are shown separately in (C) and (D), respectively. There is significant difference across individuals of both endogenous genes (P < 0.001) and ERCC spike-ins (P < 0.05). The differences across C1 replicates per individual of endogenous genes and ERCC spike-ins were also evaluated (both P < 0.01).
Measuring regulatory noise in single-cell gene expression data 197
Our analysis indicated that there is a considerable batch effect in the single cell gene 198 expression data collected from the C1 platform. We thus sought an approach that would 199 account for the batch effect and allow us to study biological properties of the single-cell 200 molecule count-based estimates of gene expression levels, albeit in a small sample of just three 201 individuals. As a first step, we adjusted the raw molecule counts by using a Poisson 202 approximation to account for the random use of identical UMI sequences in molecules from 203 highly expressed genes (this was previously termed a correction for the UMI 'collision 204 probability' [17]). We then excluded data from genes whose inferred molecule count exceeded 205 1,024 (the theoretical number of UMI sequences) -this step resulted in the exclusion of data 206 from 6 mitochondrial genes. 207
We next incorporated a standardization step by computing log transformed counts-per-208 million (cpm) to remove the effect of different sequencing depths, as is the common practice for 209 the analysis of bulk RNA-seq data ( Figure 4A and 4B). We used a Poisson generalized linear 210 model to normalize the endogenous molecule log 2 cpm values by the observed molecule counts 211 of ERCC spike-ins across samples. While we do not expect this step to account for the batch 212 effect (as discussed above), we reasoned that the spike-ins allow us to account for a subset of 213 technical differences between samples, for example, those that arise from differences in RNA 214 concentration ( Figure 4C ). 215
Finally, to account for the technical batch effect, we modeled between-sample 216 correlations in gene expression within C1 replicates (see Methods). Our approach is similar in 217 principle to limma, which was initially developed for adjusting within-replicate correlations in 218 microarray data [24] . We assume that samples within each C1 replicate share a component of 219 technical variation, which is independent of biological variation across individuals. We fit a linear 220 mixed model for each gene, which includes a fixed effect for individual and a random effect for 221 batch. The batch effect is specific to each C1 replicate, and is independent of biological variation 222 across individuals. We use this approach to estimate and remove the batch effect associated 223 with different C1 preparations ( Figure 4D ). 224 To investigate the effects of gene dropouts (the lack of molecule representation of an 237 expressed gene [6,11]) on our estimates of gene expression noise, we considered the 238 association between the proportion of cells in which a given gene is undetected (namely, the 239 gene-specific dropout rate), the average gene expression level, and estimates of gene 240 expression noise. Across all genes, the median gene-specific dropout was 22 percent. We 241 found significant individual differences (LRT; P < 10 -5 ) in gene-specific dropout rates between 242 individuals in more than 10% (1,214 of 13,058) of expressed endogenous genes. As expected, 243 the expression levels, and the estimated variation in expression levels across cells, are both 244 associated with gene-specific dropout rates ( Figure S4A and S4B, respectively). However, 245 importantly, adjusted CVs are not associated with dropout rates (Spearman's correlation = 0.04; 246 Figure S4C ), indicating that adjusted CV measurements are not confounded by the dynamic 247 range of single-cell gene expression levels. 248 We thus estimated mean expression levels and regulatory noise (using adjusted CV) for 250 each gene, by either including ( Figure 5A ) or excluding ( Figure 5B ) samples in which the gene 251 was not detected/expressed. We first focused on general trends in the data. We ranked genes 252 in each individual by their mean expression level as well as by their estimated level of variation 253 across single cells. When we considered samples in which a gene was expressed, we found 254 that 887 of the 1,000 most highly expressed genes in each individual are common to all three 255 individuals ( Figure 5C ). In contrast, only 103 of the 1,000 most highly variable (noisy) genes in 256 each individual were common to all three individuals ( Figure 5D ). We found similar results when 257 we considered data from all single cells, regardless of whether the gene was detected as 258 expressed ( Figure 5E and 5F) . 259
Next, we identified genes whose estimated regulatory noise (based on the adjusted CV) 260 is significantly different between individuals. For the purpose of this analysis, we only included 261 data from cells in which the gene was detected as expressed. Based on permutations ( Figure  262 S5), we classified the estimates of regulatory noise of 560 genes as significantly different across 263 individuals (empirical P < .0001, Figure S6 for examples; Table S3 for gene list). These 560 264 genes are enriched for genes involved in protein translation, protein disassembly, and various 265 biosynthetic processes (Table S4 ). Interestingly, among the genes whose regulatory noise 266 estimates differ between individuals, we found two pluripotency genes, KLF4 and DPPA2 267 ( Figure S6 ; Figure S7 ). 268
Discussion
269
Study design and sample size for scRNA-seq 270
Our nested study design allowed us to explicitly estimate technical batch effects 271 associated with single cell sample processing on the C1 platform. We found previously 272 unreported technical sources of variation associated with the C1 sample processing and the use 273 of UMIs, including the property of batch-specific read-to-molecule conversion efficiency. As we 274 used a well-replicated nested study design, we were able to model, estimate, and account for 275 the batch while maintaining individual differences in gene expression levels. We believe that our 276 observations indicate that future studies should avoid confounding C1 batch and individual 277 source of single cell samples. Instead, we recommend a balanced study design consisting of 278 multiple individuals within a C1 plate and multiple C1 replicates (for example, Figure S8A ). The 279 origin of each cell can then be identified using the RNA sequencing data. Indeed, using a 280 method originally developed for detecting sample swaps in DNA sequencing experiments [27], 281
we were able to correctly identify the correct YRI individual of origin for all the single cells from 282 the current experiment by comparing the polymorphisms identified using the RNA-seq reads to 283 the known genotypes for all 120 YRI individuals of the International HapMap Project [28] (Figure  284 S8B). The mixed-individual-plate is an attractive study design because it allows one to account 285 for the batch effect without the requirement to explicitly spend additional resources on purely 286 technical replication (because the total number of cells assayed from each individual can be 287 equal to a design in which one individual is being processed in using a single C1 plate). 288
We also addressed additional study design properties with respect to the desired number 289 of single cells and the desired depth of sequencing ( Figure 2 ). Similar assessments have been 290 previously performed for single cell sequencing with the C1 platform without the use of UMIs 291 [21, 29] , but no previous study has investigated the effects of these parameters for single cells 292 studies using UMIs. We focused on recapitulating the gene expression levels observed in bulk 293 sequencing experiments, detecting as many genes as possible, and accurately measuring the 294 cell-to-cell variation in gene expression levels. We recommend sequencing at least 75 high 295 quality cells per biological condition with a minimum of 1.5 million raw reads per cell to obtain 296 optimal performance of these three metrics. 297
The limitations of the ERCC spike-in controls 298
The ERCC spike-in controls have been used in previous scRNA-seq studies to identify 299 low quality single cell samples, infer the absolute total number of molecules per cell, and model 300 the technical variability across cells [11, 12, 14, 15] . In our experience, the ERCC controls are not 301 particularly well-suited for any one of these tasks, much less all three. With respect to identifying 302 low quality samples, we indeed observed that samples with no visible cell had a higher 303 percentage of reads mapping to the ERCC controls, as expected. However, there was no clear 304 difference between low and high quality samples in the percentage of ERCC reads or 305 molecules, and thus any arbitrarily chosen cutoff would be associated with considerable error 306 ( Figure 1E ). With respect to inferring the absolute total number of molecules per cell, we 307 observed that the biological covariate of interest (difference between the three YRI individuals), 308 rather than batch, explained a large proportion of the variance in the ERCC counts ( Figure S3 ), 309 and furthermore that the ERCC controls were also affected by the individual-specific effect on 310 the read-to-molecule conversion rate ( Figure 3D ERCC controls have shorter polyA tails and are overall shorter than mammalian mRNAs. For 320 these reasons, we caution against the reliance of ERCC controls in scRNA-seq studies and 321 highlight that an alternative set of controls that more faithfully mimics mammalian mRNAs and 322 provides more detectable spike-in genes is desired. Our recommendation is to include total RNA 323 from a distant species, for example using RNA from Drosophila melanogaster in studies of 324 single cells from humans. 325
Outlook 326
Single cell experiments are ideally suited to study gene regulatory noise and robustness 327 [32, 33] . Yet, in order to study the biological noise in gene expression levels, it is imperative that 328 one should be able to effectively estimate and account for the technical noise in single cell gene 329 expression data. Our results indicate that previous single cells gene expression studies may not 330 have been able to distinguish between the technical and the biological components of variation, 331 because single cell samples from each biological condition were processed on a single C1 332 batch. When technical noise is properly accounted for, even in this small pilot study, our findings Matrigel-coated tissue culture plates with daily media feeding at 37 °C with 5% (vol/vol) CO2. 340
For standard maintenance, cells were split every 3-4 days using cell release solution (0.5 mM 341 EDTA and NaCl in PBS) at the confluence of roughly 80%. For the single cell suspension, 342 iPSCs were individualized by Accutase Cell Detachment Solution (BD) for 5-7 minutes at 37 °C 343 and washed twice with E8 media immediately before each experiment. Cell viability and cell 344 counts were then measured by the Automated Cell Counter (Bio-Rad) to generate resuspension 345 densities of 2.5 X 105 cells/mL in E8 medium for C1 cell capture. 346
Single cell capture and library preparation 347
Single cell loading and capture were performed following the Fluidigm protocol (PN 100- (Table S1A) . A bulk sample, a 40 ߤ l aliquot of 365 ~10,000 cells, was collected in parallel with each C1 chip using the same reaction mixes 366 following the C1 protocol (PN 100-7168, Appendix A). 367
For sequencing library preparation, tagmentation and isolation of 5' fragments were 368 performed according to the UMI protocol [20] . Instead of using commercially available Tn5 369 transposase, Tn5 protein stock was freshly purified in house using the IMPACT system (pTXB1, 370 NEB) following the protocol previously described [37] . The activity of Tn5 was tested and shown 371 to be comparable with the EZ-Tn5-Transposase (Epicentre). Importantly, all the libraries in this 372 study were generated using the same batch of Tn5 protein purification. For each of the bulk 373 samples, two libraries were generated using two different indices in order to get sufficient 374 material for sequencing. All 18 bulk libraries were then pooled and labeled as the "bulk" for 375 sequencing. 376
Illumina high-throughput sequencing 377
The scRNA-seq libraries generated from the 96 single cell samples of each C1 chip were 378 pooled and then sequenced in three lanes on an Illumina HiSeq 2500 instrument using the PCR 379 primer (C1-P1-PCR-2: Bio-GAATGATACGGCGACCACCGAT) as the read 1 primer and the 380 Tn5 adapter (C1-Tn5-U: PHO-CTGTCTCTTATACACATCTGACGC) as the index read primer 381
following the UMI protocol [20] . 382
The master mixes, one mix with all the bulk samples and nine mixes corresponding to the 383 three replicates for the three individuals, were sequenced across four flowcells using a design 384 aimed to minimize the introduction of technical batch effects (Table S1B ). Single-end 100 bp 385 reads were generated along with 8-bp index reads corresponding to the cell-specific barcodes. 386
We did not observe any obvious technical effects due to sequencing lane or flow cell that 387 confounded the inter-individual and inter-replicate comparisons. 388
Read mapping 389
To assess read quality, we ran FastQC 390 (http://www.bioinformatics.babraham.ac.uk/projects/fastqc) and observed a decrease in base quality 391 at the 3' end of the reads. Thus we removed low quality bases from the 3' end using sickle with 392 default settings [38] . To handle the UMI sequences at the 5' end of each read, we used umitools 393
[39] to find all reads with a UMI of the pattern NNNNNGGG (reads without UMIs were 394 discarded). We then mapped reads to human genome hg19 (only including chromosomes 1-22, 395 X, and Y, plus the ERCC sequences) with Subjunc [40], discarding non-uniquely mapped reads 396 (option -u). To obtain gene-level counts, we assigned reads to protein-coding genes (Ensembl 397 GRCh37 release 82) and the ERCC spike-in genes using featureCounts [41] . Because the UMI 398 protocol maintains strand information, we required that reads map to a gene in the correct 399 orientation (featureCounts flag -s 1). 400
In addition to read counts, we utilized the UMI information to obtain molecule counts for 401 the single cell samples. We did not count molecules for the bulk samples because this would 402 violate the assumptions of the UMI protocol, as bulk samples contain far too many unique 403 molecules for the 1,024 UMIs to properly tag them all. First, we combined all reads for a given 404 single cell using samtools [42] . Next, we converted read counts to molecule counts using UMI-405 tools [43] . UMI-tools counts the number of UMIs at each read start position. Furthermore, it 406 accounts for sequencing errors in the UMIs introduced during the PCR amplification or 407 sequencing steps using a "directional adjacency" method. Briefly, all UMIs at a given read start 408 position are connected in a network using an edit distance of one base pair. However, edges 409 between nodes (the UMIs) are only formed if the nodes have less than a 2x difference in reads. 410
The node with the highest number of reads is counted as a unique molecule, and then it and all 411 connected nodes are removed from the network. This is repeated until all nodes have been 412 counted or removed. 413
Filtering cells and genes 414
We performed multiple quality control analyses to detect and remove data from low 415 quality cells. In an initial analysis investigating the percentage of reads mapping to the ERCC 416 spike-in controls, we observed that replicate 2 of individual NA19098 was a clear outlier ( Figure  417 S1A-B). It appeared that too much ERCC spike-in mix was added to this batch, which violated 418 the assumption that the same amount of ERCC molecules was added to each cell. Thus, we 419 removed this batch from all of our analyses. 420
Next, we kept data from high quality single cells that passed the following criteria: 421 We chose the above criteria based on the distribution of these metrics in the empty wells 427 (the cutoff is the 95th percentile, Figure S1D -F). In addition, we observed that some wells 428 classified as containing only one cell were clustered with multi-cell wells when plotting 1) the 429 number of gene molecules versus the concentration of the samples (Figure S2A-B) , and 2) the 430 read to molecule conversion efficiency (total molecule number divided by total read number) of 431 endogenous genes versus that of ERCC ( Figure S2C-D) . We therefore established filtering 432 criteria for these misidentified single-cell wells using linear discriminant analysis (LDA). 433
Specifically, LDA was performed to classify wells into empty, one-cell, and two-cell using the 434 discriminant functions of 1) sample concentration and the number of gene molecules ( Figure  435 S2A-B) and 2) endogenous and ERCC gene read to molecule conversion efficiency ( Figure  436 S2C-D). After filtering, we maintained 564 high quality single cells (NA19098: 142, NA19101: 437 201, NA19239: 221). 438
The quality control analyses were performed using all protein-coding genes (Ensembl 439
GRCh37 release 82) with at least one observed read. Using the high quality single cells, we 440 further removed genes with low expression levels for downstream analyses. We removed all 441 genes with a mean log 2 cpm less than 2, which did not affect the relative differences in the 442 proportion of genes detected across batches ( Figure S9) . We also removed genes with 443 molecule counts larger than 1,024 for the correction of collision probability. In the end we kept 444 13,058 endogenous genes and 48 ERCC spike-in genes. 445
Calculate the input molecule quantities of ERCC spiked-ins 446
According to the information provided by Fluidigm, each of the 96 capture chamber 447 received 13.5 nl of lysis buffer, which contain 1:50,000 Ambion® ERCC Spike-In Mix1 (Life 448 Technologies) in our setup. Therefore, our estimation of the total spiked-in molecule number 449 was 16,831 per sample. Since the relative concentrations of the ERCC genes were provided by 450 the manufacturer, we were able to calculate the molecule number of each ERCC gene added to 451 each sample. We observed that the levels of ERCC spike-ins strongly correlated with the input 452 quantities (r = 0.9914, Figure 1G ). The capture efficiency, defined as the fraction of total input 453 molecules being successfully detected in each high quality cell, had an average of 6.1%. 454
Subsampling 455
We simulated different sequencing depths by randomly subsampling reads and 456 processing the subsampled data through the same pipeline described above to obtain the 457 number of molecules per gene for each single cell. To assess the impact of sequencing depth 458 and number of single cells, we calculated the following three statistics: Each data point in Figure 2 represents the mean +/-the standard error of the mean 469 (SEM) of 10 random subsamples of cells. We split the genes by expression level into two 470 groups (6,097 genes each) to highlight that most of the improvement with increased sequencing 471 depth and number of cells was driven by the estimates of the lower half of expressed genes. 472
The data shown is for individual NA19239, but the results were consistent for individuals 473 NA19098 and NA19101. Only high quality single cells (Table S2) were included in this analysis. 474
A framework for testing individual and batch effects 475
Individual effect and batch effect between the single cell samples were evaluated in a 476 series of analyses that examine the potential sources of technical variation on gene expression 477 measurements. These analyses took into consideration that in our study design, sources of 478 variation between single cell samples naturally fall into a hierarchy of individuals and C1 479 batches. In these sample-level analyses, the variation introduced at both the individual-level and 480 the batch-level was modeled in a nested framework that allows random noise between C1 481 batches within individuals. Specifically, for each cell sample in individual 
Estimating variance components for per-gene expression levels 498
To assess the relative contributions of individual and technical variation, we analyzed 499 per-gene expression profiles and computed variance component estimates for the effects of 500 individual and C1 batch ( Figure S3 ). The goal here was to quantify the proportion of cell-to-cell 501 variance due to individual (biological) effect and to C1 batch (technical) at the per-gene level. 502
Note that the goal here was different from that of the previous section, where we simply tested 503 for the existence of individual and batch effects at the sample level by rejecting the null 504 hypothesis of no such effects. In contrast, here we fit a linear mixed model per gene where the 505 dependent variable was the gene expression level (log 2 counts per million) and the independent 506 variables were individual and batch, both modeled as random effects. 507
The variance parameters of individual effect and batch effect were estimated using a 508 maximum penalized likelihood approach [44], which can effectively avoid the common issue of 509 zero variance estimates due to small sample sizes (there were three individuals and eight 510 batches). We used the blmer function in the R package blme and set the penalty function to be 511 the logarithm of a gamma density with shape parameter = 2 and rate parameter tending to zero. 512
The estimated variance components were used to compute the sum of squared 513 deviations for individual and batch effects. The proportion of variance due to each effect is equal 514 to the relative contribution of the sum of squared deviations for each effect compared to the total 515 sum of squared deviations per gene. Finally, we compared the estimated proportions of 516 variance due to the individual effect and the batch effect, across genes, using a non-parametric 517 one-way analysis of variance (Kruskal-Wallis rank sum test). 518
Normalization 519
We transformed the single cell molecule counts in multiple steps (Figure 4) . First, we 520 corrected for the collision probability using a method similar to that developed by Grün et al. 521 [12]. Essentially we corrected for the fact that we did not observe all the molecules originally in 522 the cell. The main difference between our approach and that of Grün et al. [12] was that we 523 applied the correction at the level of gene counts and not individual molecule counts. Second, 524
we standardized the molecule counts to log 2 counts per million (cpm). This standardization was 525 performed using only the endogenous gene molecules and not the ERCC molecules. Third, we 526 corrected for cell-to-cell technical noise using the ERCC spike-in controls. For each single cell, 527
we fit a Poisson generalized linear model (GLM) with the log 2 expected ERCC molecule counts 528 as the independent variable, and the observed ERCC molecule counts as the dependent 529 variable, using the standard log link function. Next we used the slope and intercept of the 530 Poisson GLM regression line to transform the log 2 cpm for the endogenous genes in that cell. 531 This is analogous to the standard curves used for qPCR measurements, but taking into account 532 that lower concentration ERCC genes will have higher variance from Poisson sampling. Fourth, 533
we removed technical noise between the eight batches (three replicates each for NA19101 and 534 NA19239 and two replicates for NA19098). We fit a linear mixed model with a fixed effect for 535 individual and a random effect for the eight batches and removed the variation captured by the 536 random effect (see the next section for a detailed explanation). 537
For the bulk samples, we used read counts even though the reads contained UMIs. 538
Because these samples contained RNA molecules from ~10,000 cells, we could not assume 539 that the 1,024 UMIs were sufficient for tagging such a large number of molecules. We 540 standardized the read counts to log 2 cpm. 541
Removal of technical batch effects 542
Our last normalization step adjusted the transformed log 2 gene expression levels for cell-543 to-cell correlation within each C1 plate. The algorithm mimics a method that was initially 544 developed for adjusting within-replicate correlation in microarray data [24] . We assumed that for 545 each gene S10D-E). 581
Identification of genes associated with inter-individual differences in regulatory noise 582
To identify differential noise genes across individuals, we computed median absolute 583 deviation (MAD) -a robust and distribution-free dissimilarity measure for gene ݃ : 584
Large values of
‫ܯ‬ ‫ܣ‬ ‫ܦ‬
suggest a large deviation from the median of the adjusted CV 585 values. We identified genes with significant inter-individual differences using a permutation-586 based approach. Specifically, for each gene, we computed empirical P-values based on 587 300,000 permutations. In each permutation, the sample of origin labels were shuffled between 588 cells. Because the number of permutations in our analysis was smaller than the maximum 589 possible number of permutations, we computed the empirical P-values as ା ଵ ା ଵ , where b is the 590 number of permuted MAD values greater than the observed MAD value, and m is the number of 591 permutations. Adding 1 to b avoided an empirical P-value of zero [49] . 592
Gene enrichment analysis 593
We used ConsensusPATHDB [50] to identify GO terms that are over-represented for 594 genes whose variation in single cell expression levels were significantly difference between 595
individuals. 596
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