Abstract
Introduction
In recent years, autonomous underwater vehicle (AUV) has become a research topic in ocean robotics because of the commercial and military potential and the technological challenge in developing them [1] [2] [3] . However, owing to non-linearity and the unpredictable operating environment of the AUV, many factors must be taken into consideration during the design of the AUV control system. On the other hand, the performance of sensors, especially optical and acoustical sensors can be seriously degraded by the high frequency oscillating movement. In order to improve the AUV performance and strengthen robustness, adaptability and autonomy, it is essential that the motion control system be provided with the abili ty of learning and selfadaptation. A lot of control method has been applied, such as sliding mode control, fuzzy logic control and so on [4] [5] .
Neural network has been applied to the AUV owing to their abilities of learning and parallel signal processing. Yuh proposed a neural network controller which adopts the desired velocity to train the network and adjusts the network without any pre -knowledge on the AUV [6] . L. Peng also developed a neural network controller which introduces a reference model to calculate the desired acceleration and to get the desired velocity [7] . T. Fujii proposed a selforganizing neural-net-controller which uses an identification network to get general knowledge of the plant [8] . However, owing to the limitation of the state se nsors such as DVL, the acquisition of the sample data and the network training speed become one bottleneck of the motion controller.
In this paper, a novel motion controller based on parallel neural network is presented for the AUVs. The controller system includes four networks. Two of the networks act as control networks, while the others act as identification networks. With the cooperation of the networks, an on-line learning method is performed even though the state sensors work improperly.
The objective of this paper is to show the feasibility and the superiority of the motion controller based on parallel neural network. Section II describes the control scheme of the motion controller based on parallel neural network system. In Section III, the AUV model is presented and the application of the AUV motion control system is described in detail. Figure 1 shows the structure of the proposed motion controller system. The system includes three parts, real-time control part, parallel self-learning part and desired state programming part. Four networks are included in the motion controller system, two identification networks and two control networks. In order to get the dynamic information, the two identification networks adopt the recurrent structure shown in Figure 2 , while the two control networks have the structure shown in Figure 3 . In Fig. 1 , the inputs to the real-time control network are the differences between the reference signals () rt and the state variables. The input to the real-time identification network is output of the real-time control network () ut , which is also the plant input. The desired output of the real-time identification network is the state variables. On the other hand, the input to the self-learning control network is the differences between the reference signals () rk and the state variables, which is calculated by the self-learning identification network. The desired output of the control network is the result calculated by the desired state programming part.
Motion controller system
Dealing with the identification and control networks, the processing of the ith neuron of the nth layer is given by [7] 11 ()
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 is the output signal of neuron i in the previous layer n-1 and n ij w is the synaptic weight of neuron i in layer n that is fed from neuron j in layer n-1. n i b is the bias applied to the neuron i in layer n, and () v  is a hyperbolic tangent function which is given by Figure 2 . Structure of the identification network Figure 3 . Structure of the control network
In order to get good control result, it is necessary to change the weights so as to get the ability to control by learning process. The identification network and the control network are treated as a six layer network shown in Figure 4 . 
wp  is the value of weight changing in the pth step.  is the momentum constant,  is the learning-rate parameter.
Let the ith neuron in the first hidden layer and the ith neuron in the second hidden layer to be
H separately, and the ith neuron in the first input layer and second input layer to be
In In ，and the ith neuron in the first output layer to be i u .
3. Application to the AUV
Identification
The performance of the controller is investigated through the 4-degree of freedom (DOF) control on the simulation platform which is established based on the hydrodynamic tank test on the ZS-IV AUV which is developed by Harbin Engineering University, China.
According to the maneuverability equations given by [10] : 
m is the mass of the vehicle, and G x is the distance between the center of buoyancy and gravity. The others are hydrodynamic coefficients acquired from the tank tests. vis F is the hydrodynamic force which is the function of velocity and t F is the thrust. Ignoring the coupling effect of the plant, we know the acceleration is the function of the thrust and the velocity. So we use the identification network to identify the plant. The teaching data is acquired by measuring indicial response of the plant. The identification network uses three layers. The input layer includes 10 neurons, two of which are the velocity v and the thrust u . The others are the loop back of hidden layer. 8 neurons are adopted in hidden layer. Output is the acceleration a . The evaluation function is given by
Four dimensions have been identified through the process discussed above. Figure 5 shows the identification results of the heave motion from the indicial response test.
The training method presented above is performed off-line. The real-time identification network will be trained on-line too, to get better identification result whose weight will be passed to the self-learning network to train the control network.
Desired state programming
It is often argued that the BP net learns too slowly to be suitable for real -time control and online learning. This is true in a sense that the overall error convergence is slow and if a batch learning method is used, local minimum often encountered. So we designed a desired state programming module to make the output error maintain at a low level to keep our control system to be stable.
In the underwater vehicle control system, we use the programming module to get the desired acceleration. The desired acceleration is designed as: max  a Pa (12) Where max a is the maximal acceleration of the vehicle, and P is defined as 
Where 1 k , 2 k are the parameters which will be decided. In the module, e is defined as: Where i stand for , , ,
x y z  , and i s is the difference between the destination and the current position, max i s is a predefined maximum distance which is decided basing on the AUV ability.
Motion control for the AUV
We adopt the desired acceleration as sample to train the control network online. The control network includes three layers, which includes two neurons, eight neurons, one neuron separately. The inputs are "pulling distance" and the current velocity. The output is the force acting on the AUV. By using the algorithm discussed in Section II, we can train the self-learning control network online. Here, the inputs are calculated by the self-leaning identification network. So, even if the sensors data can't be acquired in requested time, the self-leaning control network can be trained properly.
The whole process can be summarized as follows: firstly, the identification network is trained offline to get some pre-knowledge of the plant. Then, online training may begin. Using the desired acceleration and the trained self-learning identification network, the self-learning control network will be trained. When the timer counts over, the self-learning network passes its weight to the real-time control network. Then the thrust will be calculated through the real -time network. The process will go on until the sensor data has been received. Then the real-time identification network will be trained and its weights will be passed to the self -learning network to update it. In this way , we can improve the train speed and even the sensor data can 't be received right on time, using the identification network the controller will still be possible to control the plant properly.
Simulation Experiment Demonstration
To verify the validity of the technique, a large number of simulation tests based on ZS-IV AUV [11] have been performed. 
Conclusion
In this paper, a novel motion controller based on parallel neural network is presented for the AUV, which can improve the training speed of the neural network. The feasibility of the motion controller system is demonstrated by its application to the 4 -DOF motion control for ZS-IV AUV on the simulation platform. The results of the controllers with different networks are compared to show the advantages of the proposed motion controller. It can be concluded that parallel neural network can be used for the establishment of highly reliable and robust control systems for the AUV.
