Abstract In this work, we applied the differential transform method, by presenting and proving some theorems, to solve the nonlinear integro-differential equation with proportional delays. This technique provides a sequence of functions which converges to the exact solution of the problem. In order to show the power and the robustness of the method and to illustrate the pertinent features of related theorems, some examples are presented.
Introduction
Delay integro-differential equations (DIDEs) are often used to model of some problems with aftereffect in mechanics and the related scientific fields. Many typical examples such as stress-strain states of materials, motion of rigid bodies, aeroauto-elasticity problems and models of polymer crystallization can be found in Kolmanovskii and Myshkis's [1] monograph and the references there in.
In this paper, we consider the following nonlinear integrodifferential equations with proportional delay [2] [3] [4] [5] [6] [7] [8] [9] 
(q m s)), is the kernel function, u 2 R is an unknown function, f, K, are given functions with appropriate domains of definition, p i , q j , r [ (0, 1), for i = 0, 1, …, n, j = 0, 1, …, m, and m \ n.
In recent years, the differential transform method (DTM) has been developed for solving ordinary and partial differential equations. It is a semi-numerical/analytic technique that formalizes the Taylor series in a totally different manner. It was first introduced by Zhou [10] in a study about electrical circuits. The DTM obtains an analytical solution in the form of a polynomial. It is different from the traditional high-order Taylor series method, which requires symbolic competition of the necessary derivatives of the data functions. The Taylor series method is computationally taken long time for large orders. With this method, it is possible to obtain highly accurate results or exact solutions for differential equations. The differential transform is an iterative procedure for obtaining analytic Taylor series solutions of differential equations. DTM has been successfully applied to solve many nonlinear problems arising in engineering, physics, mechanics, biology, etc. Abazari et al. [11] are also employed DTM on some PDEs and their coupled version in and applied it to solve the second-order IVP and BVP of Matrix Differential Models [12] .
Recently, Abazari et al., [13] employed RDTM to study the partial differential equation with proportional delay, and [14] applied RDTM on simulation of generalized Hirota-Satsuma coupled KdV equation. The purpose of this research is to employ DTM, mentioned in [13] , to apply for Eq. (1).
Differential transform method
An arbitrary function u(t) can be expanded in Taylor series about a point t = t 0 as
If U(k) is defined as
where k = 0, 1, …, ?, then Eq. (2) is reduced to
The U(k), defined in Eq. (4), is called the differential transform of function u(t). The following theorems that can be deduced from Eqs. (3) and (4) are given below.
Theorem 1 Assume that W(k), U(k) and V(k) are the differential transforms of the functions w(t), u(t) and v(t), respectively, then In this section, we extend the one-dimensional transform method for approximating the Eq. (1). First, using the concept of differential transform method, we formulate the following Lemma.
Lemma 1 Assume that W(k) and U(k) are the differential transforms of the functions w(t) and u(t), respectively, and q, r, 
hence by (3)
where
hence, by (3), and for k = 1, 2, …, N we have
and therefore, the proof is completed. h
By Lemma 1, we easily obtain the following Theorems.
Theorem 2 Assume that W(k), U 1 (k) and U 2 (k) are the differential transforms of the functions w(t), u 1 (t) and u 2 (t), respectively, and
Uð'ÞV 1 ðsÞ
Proof (2-a) From the Lemma 1, and Leibnitz formula, we get
dt kÀ' u 2 ðtÞ;
then, from Eq. (3), we get
where k ¼ 0; 1; . . .; 1: (2-b) Similar to previous parts, we get
hence by Eq. (3), and for k ¼ 1; 2; . . .; N; we obtain
(2-c) Let yðtÞ ¼ R rt 0 v 1 ðq 1 sÞv 2 ðq 2 sÞds; then from previous parts, we get 
then by Eq. (3), for k ¼ 1; 2; . . .; N we obtained
and therefore, the proof completed. h Theorem 3 Assume that W(k), U 1 (k) and U 2 (k) are the differential transforms of the functions w(t), u 1 (t) and u 2 (t), respectively, and q 1 ; q 1 2 ð0; 1Þ; then Proof (3-a) From the Lemma 1, and Leibnitz formula, we get
dt kÀ'þm u 2 ðtÞ;
then from Eq. (3), we obtained
(3-b) Similar to previous parts, we get 
dt kÀ' yðtÞ wheret ¼ pt; and
ðkÀ'ÀsþmÀ1Þ!V 2 ðkÀ'ÀsþmÀ1Þ:
Uð'þkÞ
and therefore, the proof completed. h
Numerical examples
In this section, we give the following prototype examples to clarify the accuracy of the presented method. These examples are chosen such that there exist exact solutions for them.
Example 1 In the first example, consider the following nonlinear first-order integro-differential equation with proportional delay
Using differential transform method, the differential transform version of Eq. (5), for k ¼ 1; 2; . . .; N will be
Uð'ÞUðsÞUðkÀ'ÀsÀ1Þ ¼ 0; ð6Þ and the differential transform version of initial conditions u(0) = u 0 (0) = 1 will be
where U(k) is the differential transform of u(t). Using Eq. (6), by taking N = 5, the following system is obtained: 
Solving the above system and using the inverse transformation rule (3), we get the following series solution
Note that when N [ 5 by solving the obtained system, we get the following series solution
The closed form of above series solution is u(t) = e t , which is the exact solution of Eq. (5). Table 1 shows the numerical results of this example.
Example 2 In this example, consider the following nonlinear second-order integro-differential equation with proportional delay
subject to initial condition u(0) = 1, and u 0 (0) = -1.
From Theorem (2) and Theorem (3), the differential transformed version of Eq. (9) is
where U(k) is the differential transform of u(t), and the transformed version of initial conditions u(0) = 0 and u 0 (0) = 1 are
Using Eqs. (10), and (11), and by taking N = 4, the following system for k = 1, 2, 3, 4 is obtained: 
