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GENERAL INTRODUCTION 
Gerniplasm 
Germplasm is defined as the plant genetic resources or the raw materials required 
by plant breeders for the development of new, and superior crop varieties. Most of the 
plants on which the United States agriculture depends upon were introduced from other 
countries and were adapted to North America condition. There are large gaps in the 
germplasm base and ex setae collection for some crops, particularly with respect to 
to wild crop relatives and primitive varieties. These rich sources of variation may 
contain genes for disease and insect resistance and other agronomically desirable traits. 
In many regions of the world, these sources of diversity are rapidly being depleted, 
displaced, or abandoned. Once the sources are lost, particular genes or gene complexes 
may also become extinct. The need for this diversity becomes apparent when the 
genetic vulnerability of present American monoculture against the constant battle to 
breed resistance against plant pathogens and pests. Since virtually most of the major 
economically important crop (except for sunflower) are not native to the U.S., it is 
critical that genetic variability be continually introduced to U.S. and world agriculture. 
(Wilson et al., 1985). 
NPGS and! Plant Introduction Stations 
The U.S. Government recognized the need for a continuing search for additional 
crops early in its history. In 1891, U.S. overseas consuls were urged to send useful 
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plants back to the United States. From this foundation, the essential elements of what 
is known as the National Plant Germplasm System (NPGS) developed. In the late 
1940's, four regional Plant Introduction Stations were established and these founded the 
foundations of the NPGS. In addition to these four regional Plant Introduction Stations, 
ten major clonal repositories, the National Seed Storage Laboratory (NSSL), the Plant 
germplasm Services Laboratory and hundreds of federal, state and private companies 
cooperate in the management of U. S. plant genetic resources. The goal of the NPGS 
is to preserve plant genetic diversity and provide, on a continuing, long term basis, the 
genes needed to improve the productivity of crops and minimize their vulnerability to 
biological and environmental stresses. 
Minimizing crop losses through control of major stresses is generally far more 
difficult and costly than increasing a crop's genetic diversity. Therefore, a NPGS 
objective is to broaden a crop's genetic diversity throughout its production areas by 
having that production come from an array of varieties, all productive, but each 
different from the others in its range of tolerance to one or more potential stresses. 
Collection and introduction of new germplasm is the first step towards the achievement 
of this goal. 
Information management 
While collection and maintenance of germplasm are major interests for the NPGS, 
adequate evaluation of germplasm resources and dissemination of such information on 
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the accessions to users (Poehlman, 1983). The NPGS now maintains more than 
400,000 accessions (samples) of germplasm as seed or vegetatively propagated stocks. 
New accessions are added to the NPGS at a rate of 7,000 to 15,000 per year. The need 
for the additional accessions is paralleled by the availability of information about the 
accession for the system's users. The importance of the documenting germplasm has 
been discussed by several researchers in USA and other parts of the world (Chang, 
1985). The system's immense size creates a challenge and the need of intelligent 
information management system. A computerized retrieval service for rice germplasm 
is used at the International Rice Research Institute, Philippines (Chang, 1984). 
Computer-based databases to manage germplasm resources have been implemented in 
several germplasm resources centers across the world including at CIAT, Cali, 
Colombia where a computerized information retrieval service is being used for 
Phaseolus (Wood and Schoonhaven, 1989). 
The National Plant Germplasm System, which also coordinates the federal, state and 
private activities, uses a computer-based data management system, the "Germplasm 
Resources Information Network (GRIN)" for all agricultural and horticultural crops 
including Phaseolus. Zea Mays L., and Solanum. 
Corn germplasm 
The North Central Regional Plant Introduction Station located in Ames, Iowa curates 
the active collections of Maize (Zea), This collection now includes more than 10,(XX) 
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accessions. During the regeneration of com germplasm, various morphological 
descriptors i.e. maximum length and width of the ear com, number of kemel rows 
kemel, kemel width, kernel thickness, kernel color, cob color etc. (Figure 1) are 
measured, evaluated, and recorded on an information sheet. 
The morphological descriptors of com (maize) germplasm recorded in the 
information sheet are too cumbersome to be retrieved and disseminated to other users. 
Error in measurement process may occur because of inconsistency in describing the 
qualitative attributes such as color and variability among the curators in measurement 
techniques. Currently, the curators capture and store the images of ear corn (maize) 
and store those in the form of photographic slides for future references. This technique 
is not ideal for a long term storage and reference because slide's color fades away 
slowly with the age. Thus, the stored slides may not provide correct color information 
about the ear of com. 
Potential of computer vision technology 
Computer vision technology and other artificial intelligence technologies show 
potential to remove some of the limitations of the characterization process described 
above. For example, computer vision technology has been proved to be very accurate 
and consistent in measuring dimensions like length, width, area and describing 
qualitative properties like color, texture. 
The advantages of gray level computer vision technology for performing quality 
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control and grading of varieties of agricultural products have been demonstrated 
repeatedly. Gunn (1977) classified seeds by a computer program that read data from 
manually coded data sheets. He suggested techniques for direct input of data from 
computer scanned imagery for fast data reading. Schatzki et al. (1983) used x-ray 
imaging together with a shape processing algorithm to detect agricultural contraband 
in passenger baggage. Ahmed (1984) developed an automatic orienter for ear corn 
(maize ear) using a linear-photodiode-array camera and a microprocessor. Draper and 
Travis (1984) discriminated between crop seeds and some of their more common conta­
minants using seed's area, perimeter, length, width, shape factor, and aspect ratio. 
Serfage et al. (1987) used a machine vision system to classify diploid and tetraploid rye 
grass seeds. The grey level imaging systems have been used in other applications 
including seed measuring processes (Cooper et al., 1986), com quality determination 
(Gunasekharan et al., 1988) and detection of stress cracks in com kernels 
(Gunasekharan et al., 1989). 
Color is an important property of biological and agricultural products. Color 
variations plays a major role in quality evaluation and disease detection. Similarly, 
color description of ear coms (maize ears) and the exposed cobs are part of the 
germplasm characterization process. Color computer vision technology may be more 
valuable than the gray level technology for many applications in biological and 
agricultural disciplines. 
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Several researchers have recently applied color imaging technology for different 
biological and agricultural applications. Miller and Delwiche (1989) used a color 
imaging system to detect defects in peaches. Wigger et al. (1988) applied the color 
imaging technology to classify fungal damaged soybeans. Slaughter et al. (1989) 
utilized a color based vision system for the robotic harvesting of oranges. Misra & 
Shyy (1990) analyzed the color information of soybeans with a PC-based color vision 
system and combined other derived features to evaluate soybean quality. 
The present study focuses on the application of color computer vision technology 
to automate the characterization process of com germplasm. 
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Figure 1. Flow chart showing the characterization process of com germplasm 
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EXPLANATION OF DISSERTATION FORMAT 
This dissertation consists of four sections. All of them are written in the format 
required for publication in the "Transactions of American Society of Agricultural 
Engineers" and the "Computers and Electronics in Agriculture." The first section is 
named "Development of a color vision system for characterization of corn germplasm" 
and describes the component selection, configuration, and development of a color vision 
system for color image acquisition of ears of com. The second section, "Background 
segmentation and dimensional measurement of color image of ears of com" covers the 
necessary segmentation algorithm development to segment the background of the image 
from the object. This section also includes subsequent image analysis processes to 
detect the boundary, and to determine the maximum length and width of the images of 
ears of com. The third section of the dissertation "Shape classification of images of 
ears of com," primarily focuses on two different algorithms and a heuristic based 
approache to classify any given image of ear of com into one of the predefined shape 
classes. The fourth and the concluding section "Color classification of images of ears 
of com for germplasm characterization" deals with the analysis of the color information 
of the image and the development of a heuristic based technique to classify any image 
of ear of com into one of the predefined color groups. 
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"General introduction" at the beginning of the dissertation provides a general 
overview of the research work. At the end of the four sections, "General summary" 
section briefly summarizes the research work. The references quoted in "General 
introduction" and "General summary" can be found in the "reference" section which 
is appended after "General summary". 
There are two appendices to the dissertation to provide supplementary information. 
Appendix A describes the algorithm development process for calculating seven invariant 
moments of the boundary of the images used for shape classification. Appendix B 
contains the images of the eighty randomly selected ears of corn used in the study as 
the test images. 
Information from the first three sections has been presented at the International and 
regional meetings of American Society of Agricultural Engineers. Manuscripts are 
under preparation or have been submitted for publications in the Transactions of 
American Society of Agricultural Engineers or the Computers and Electronics in 
Agriculture. 
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SECTION I. DEVELOPMENT OF A COLOR COMPUTER VISION SYSTEM 
FOR CHARACTERIZATION OF CORN GERMPLASM 
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Development of a Color Computer Vision System 
for Characterization of Corn Germplasm 
Surai^an Panigrahi, Mai^jit K. Misra and Y. Shyy 
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ABSTRACT 
A color computer vision system was developed for characterization of com 
germplasm. A lighting chamber was designed and fabricated to provide uniform 
lighting for acquisition of images of ears of com. Selection of the components of the 
system and the configuration procedure are described in this section. The calibration 
of each component and the entire system to acquire quality images are also described. 
The vision system has the capability to acquire color images in RGB (Red, Green, and 
Blue) or HSI (Hue, Saturation and Intensity) color coordinate. The system can provide 
a maximum resolution of 480 rows x 512 columns x 8 bits per pixel. 
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INTRODUCTION 
A computer vision system basically consists of 1) a sensor or a camera 2) a host 
computer 3) an illumination source 4) a digitizer or a frame grabber 5) a video 
display monitor and 6) auxiliary peripherals (storage units, printers). Figure 1 shows 
the general configuration of a computer vision system. Depending upon the mode of 
representation of the object information, computer vision systems are basically of three 
types. They are 1) binary 2) gray level and 3) color systems. 
The binary vision system represents the object information in either black or white. 
This is the simplest form of computer vision system and has limited applications in 
industries for applications such as acceptance or rejection processes. The gray level 
vision system, on the other hand, represents the object information in T gray levels 
depending on the quantization levels (n bits) of the digitizer or frame grabber. For 
example, if the quantization level (n) of the digitizer is equal to 8 bits, then the vision 
system uses (2® =) 256 gray levels to represent the object information. Gray levels 0 
and 255 generally represent black and white respectively. The gray level vision 
systems are available with quantization levels of 5, 7, or 8 bits, and are thus capable 
of having 32, 128, or 256 different levels of representations of the objects. Though a 
human vision system can distinguish only 64 different gray levels (Jain, 1989), 256 
gray level vision systems have been used mostly in various applications. 
The applications of the gray level vision system in quality control and grading of 
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agricultural products have grown considerably in recent years. Sarkar and Wolfe 
(1985) used gray level intensity gradients and syntactic pattern recognition techniques 
to determine the orientation of tomatoes. Boundary chain coding was used to quantify 
the shape, and the perimeter measurements were used to quantify the size. An 
interference filter was employed, and gray level averaging for four windows located 
within the image of a tomato was used to quantify the color of the tomato. 
Gunesekharan et al. (1987) used a gray level thresholding technique to evaluate corn 
kernel quality factors such as the presence of mold, pericarp damage, and ratios of 
vitreous to floury endosperm. They also used high pass filtering, gray level 
thresholding and image dilation to highlight stress cracks in the corn image. Byer et 
al. (1987) used gray level thresholding to separate oyster meat from its background. 
Equations were derived relating pixel counts to the projected area, weight, and volume 
of the oyster meat. Other applications of the gray level vision systems include finding 
contaminants in baby food, removing stones from the peanuts, identification of nursery 
plants. 
Pseudo coloring is a technique used in the gray level vision system to color some 
specific gray level of the image with any desired color during the display for better 
enhancement and visual discrimination. To use this technique in a gray level vision 
system, the video display monitor should be a color display terminal. The pseudo 
coloring technique has been reported to be used mostly in the remote sensing 
application (James, 1985). 
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Gray level vision systems are incapable of expressing color attributes in the 
acquired gray level images, although color is an important attribute of biological and 
agricultural products, and has a high correlation with several quality control factors. 
Researchers have used color filters at different wavelengths and have correlated the 
image information to describe the color attributes of the object (Sarkar et al., 1985; 
James, 1988). But this process of describing color information has its own limitations. 
For example, if the object has multiple color attributes, then the analysis of the object 
based on color attributes will be time consuming and difficult to implement in real time. 
Pseudo coloring or filtering in a gray level vision system are incapable of 
expressing time color attributes of agricultural and biological products. On the other 
hand, a color computer vision system represents the object information in a way similar 
to the information perceived about the object by the human visual system. Color 
computer vision expresses the color information in terms of color coordinates. The 
color vision systems available today generally use only two types of color coordinates. 
They are 1) RGB or Red, Green, and Blue coordinates 2) HSI. The color vision 
system acquires the image of the object and stores the object information in these 
coordinates independently. The digitizer of the vision system contains three 
independent buffers to contain the object information corresponding to each independent 
coordinate. Depending on the quantization level (n) of the digitizer, the maximum 
levels of information that can be stored in each buffer is limited to 2°. So for an 8-bit 
frame grabber, each buffer can contain up to 256 levels of information in it and the 
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vision system as a whole can provide a maximum of 2'*® = 16,777,216 levels of color 
information. The color image displayed by the color vision system is then the result 
of the combined information contained in the three buffers. 
The basic difference between a gray level and color vision system is in the function 
of some of the components such as camera, digitizer, and the display monitor. The 
camera of the color vision system needs to be a color camera. The digitizer of the 
color vision system has to be a color digitizer and the display monitor should be 
capable of displaying color information. The use of color in image is not only more 
pleasing, but also enables us to receive more visual information (Ballard and Brown, 
1982). While we perceive a few dozen gray levels, we have the ability to distinguish 
between thousands of colors (Jain, 1989). 
Color image processing has not been widely researched, but with advances in video 
technology and the declining price of electronic hardware, applications using color 
image processing are on the rise and can be cost-effective. Color image processing 
provides many benefits and opportunities for the analysis of biological and agricultural 
products. Wigger et al. (1988) used RGB color image processing to classify fungal 
based soybeans. Harrel (1988) used color image processing to distinguish between 
oranges on a tree and the background level. 
A. Background information 
Four regional Plant Introduction Stations, ten major clonal repositories, the National 
Seed Storage Laboratory (NSSL), and hundreds of federal, state, and private companies 
cooperate in the management of U.S. plant genetic resources. The Plant Introduction 
Station established in 1946, serves as the focal point of the National Plant Germplasm 
system. These plant introduction stations and recently established clonal repositories 
are responsible for the collection, maintenance, evaluation, and cataloging of 
germplasm materials with NSSL providing long term base collection preservation. 
These plant genetic resources are utilized by scientists and groups involved with 
research, teaching, and extension. 
The North Central Regional Plant Introduction Station at Ames, (USDA), collects 
different varieties of com grown in and outside the USA. These samples are 
characterized in terms of their physical properties for genetic purity information. 
During the characterization process, various morphological descriptors i.e. maximum 
length, maximum width of ear com, number of rows of kernels, kernel width, kernel 
thickness, color of kernel, color of the cob etc. are measured, evaluated, and recorded 
on an information sheet. 
Introduction of error in the measurement process may occur because of the 
variability among operator's performance and the lack of consistency in describing the 
qualitative attributes such as color. The information about the morphological 
descriptors recorded in the information sheet becomes cumbersome to be retrieved and 
disseminated to other users. Again, the curators capture still images of ears of com 
and store those in the form of a slide for future reference. The color information of 
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the slide fades away slowly with time. 
The application of color computer vision technology in the characterization of corn 
germplasm has several advantages. They are: 1) The characterization process will be 
more accurate and consistent. For example, the computer vision system is more 
consistent in description or classification of qualitative attributes such as color. 2) The 
information management, retrieval and storage process will be more efficient and faster. 
3) The color image can be accurately reconstructed at any time form the digitized 
information. 
B. Objective 
The overall goal of this research is to automate the characterization process of corn 
germplasm with a color computer vision system. The specific objective of this section 
are to 
• select the appropriate components and configure them for image acquisition and 
analysis of corn germplasm. 
• design and fabricate the proper lighting chamber for acquisition of the images. 
• calibrate each component to obtain optimum images of ears of corn 
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SELECTION OF THE COMPONENTS OF COLOR VISION SYSTEM 
A. Color 
The committee on Colorimetry of the Optical Society of America defines color as 
"the characteristics of light other than spatial and temporal in homogenities; light being 
that aspect of radiant energy of which a human observer is aware of through the visual 
observations" (IBS Lighting Handbook, 1981). 
In other words, it is the basic description of light in terms of amounts of radiant 
power at the different wavelengths of visually effective spectra, which for most 
practical purposes ranges from 380 nm to 700 nm. Figure 2 illustrates the 
electromagnetic spectrum and the portion visible to the human eye, i.e, the narrow band 
of wavelength from 380 - 700 nm. 
A.i. Color specification CIE (Commission International all de 1' Eclairare) uses 
the spectral primary system R, G, B to define any color by combinations of three 
colors, red, blue, or green (which is the light generated by a monochromatic light 
source at 700 nm, 546.1 nm, or 435.8 nm respectively). 
The chromaticities r, g, b of RGB color coordinates are expressed by the following 
relations: 
r = R/R+G+B (1) 
g = G/R+G+B (2) 
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b = B/R+G+B (3) 
The RGB primaries are used to produce an equilateral triangular color map (Figure 
3). The triangle, with the three primary colors as its vertices, maps out the largest 
range of reproducible colors in the visible spectrum. 
The HSI (Hue, Saturation, and Intensity) is another common way of representing 
or coding the color. The basic terms in this system are defined below: 
Hue; The attribute of color perception by means of which an object is judged to 
be red, yellow, green, blue, purple or other colors. 
Intensity: The attribute of the color perception by means of which an object is 
judged to reflect more or less light than another object. 
Saturation: The attribute of color perception that expresses the degree of departure 
from the gray of the same lightness. All grays have zero saturation. 
Figure 4 shows the color representation scheme of the HSI system. 
In 1976, the CIE uniform chromaticity scale was developed, which took into 
account the non linearity of human color perception based on noticeable difference. 
The 1976 chromaticity diagram (Figure 4) provides an excellent plot of color in terms 
of hue and saturation though its creation is based mainly on combinations of the visual-
spectrum RGB primary colors. Pure hues, for example, can be selected by moving 
equidistantly around the perimeter of the 1976 chromaticity diagram. Each point on the 
diagram's perimeter represents a pure (100% saturation) hue. The saturation of a 
chosen hue can be decreased by moving away from the pure-hue perimeter of the 
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diagram toward its center to the point where red, green, and blue mix equally into 
white. Each step toward the diagram's center represents a decrease in the saturation. 
Human beings rely on a third factor in their judgement of color: intensity or the relative 
brightness of the color. In the chromaticity diagram, intensity is not shown, since it 
is represented by an axis in the third-dimension running perpendicularly through the 
point of complete denaturation (white). 
The following empirical relationships between RGB and HSI color representation 
make it possible to interchange between these color coordinates. 
I (Intensity) = (R+ G + B)/3 (4) 
S (saturation ) = 1 - [3 min (R, G, B)/I] (5) 
H (hue ) = arc Cos ( 1/2* [(R-G) + (R-B)]/sqrt [(R-G) 
**2 +(R-B)(G-B)]) 
If B > G , then Hue = 2* pi - hue (6) 
A.ii. Selection of color coordinate In this research, the advantages and 
limitations of the RGB and HSI systems were taken into account in selecting the 
components of the vision system. Following is a general comparison between these 
color coordinates. 
RGB color coordinate RGB color space is very common in television, 
color cameras, and color monitors because it is easy to build upon the standard for 
monochrome broadcast, RS-170. Color cameras and televisions use the same 
monochrome broadcast principle in triplicate, with separate signals for red, green, and 
blue information from which millions of colors can be represented. In the television 
industry, the RGB signals are encoded into luminance (Y) and chrominance (I and Q) 
to minimize bandwidth for facilitating the broadcast. The dominance of RGB cameras 
and monitors naturally has been extended to computer graphics because RGB is a good 
color space for generating and displaying images. 
But according to Baxes (1984), the same RGB technology that is used with such 
success in television monitors, cameras, and computer graphics had a crippling effect 
on the development of color image processing. RGB is fine for grabbing the image, 
storing, and displaying it. But processing the image in RGB space is computationally 
intensive and the algorithmic implementation is complex (Travis, 1988). 
Moreover, RGB color space is a poor way to represent images based on the human 
visual system because humans do not think of color in terms of combinations of red, 
green, and blue. For an example, it would be difficult to look at a yellow object and 
specify the percentages of red, green, and blue light that combine to form the color of 
the object. As RGB color space does not offer an intuitive way to think about color, 
making decisions on how to alter the images to simulate human vision during 
processing is difficult. 
To determine the color or to deal with other image data, the processing of RGB 
images takes three times as long as monochromic images. Although computationally 
intensive, RGB processing mimics human color perception so poorly that some 
operations leave objectionable color articrafts and can not be implemented on RGB 
images at all. Again, separate values for red, green, and blue colors have little 
significance independently. For example, examination of the red information of the 
RGB image of the yellow object does not help in any meaningful way in determining 
the object's color. 
HSI color coordinate The understanding and manipulating color images 
in Hue, Saturation, and Intensity (the HSI) system color space is easier, less 
complicated, and much faster than RGB because HSI values model the way we perceive 
color. As an example, think of some pure green paint in a container. The color green 
itself is Hue. Because the green is not diluted with any white, it is said to be highly 
saturated. If white color is added slowly to the paint in the container, the color of the 
paint changes from green to light green and becomes white when the green is 
completely desaturated. Intensity is a color neutral value describing the relative 
brightness or darkness. The intensity of the paint can be altered by dimming the lights 
in the room. As the light dims, intensity decreases, and the bright green appears darker 
until it fades out to black. 
HSI values are easier to understand and manipulate because unlike RGB values, 
individual values of H, S, and I contain information that is meaningful for human color 
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perception and thus can be analyzed independently. It is also faster and algorithm 
development is less complicated. 
Relative comparison In a computer vision system, separate frame 
buffers hold the R, G, and B signals. But these buffers are highly correlated. They 
should be looked at together while processing RGB images. But Hue, Intensity, and 
Saturation modes are more amenable to more efficient processing because the HSI 
frame buffers comprising the color images are not correlated with each other. 
It is shown in Figure 6 that to change the object from yellow to blue, the RGB 
values of the yellow object (42, 143, 31) have to be changed to the RGB values of (31, 
31, 225) respectively. But in the HSI mode, just by changing the value of the hue from 
60 to 240, the yellow object can be seen as blue. 
Based on the above comparisons. Hue, Saturation and Intensity color coordinates 
were chosen to be used for this present study. 
B. Frame grabber 
Two frame grabbers were evaluated in this research in terms of speed, resolution, 
real time image capturing capability, compatibility with the PC - AT computer, and the 
cost. They are: 1) AT&T'S Targa - 16 which is primarily a RGB system and 2) Data 
Translation (DT 2871) which can be set up as either an HSI or a RGB system. The DT 
2871 board along with the DT 2869 Video encoder/decoder and DT 2858 auxiliary 
frame processor were selected for this research for the reasons stated below^. 
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- DT 2871' incorporates DT-Connect interface to provide a high speed 
flexible data path without using the host computer and CPU slowdown thus 
circumventing PC bottleneck. 
- It provides additional inputs to accommodate non standard signals. 
- It features a 32 bit floating point or a 16 bit integer arithmetic operation and 
can perform special effects, transforms, and mathematical algorithm implementations. 
- It provides a sync timer to synchronize the frame grabber board's timing to 
a VCR'S signal and enables the VCR to be used as a source for an image storage 
device. Storage in a VCR is a more convenient means to reduce the problem of a large 
memory requirement for the color image. 
- Less information is lost in the NTSC signal. 
- The on-board frame store memory and LUT (look up table) provides 
increased speed in the execution of different processing operations. 
'Trade names are mentioned in this paper solely for the purposes of providing specific 
information. Mention of a trade name, proprietary product, or specific equipment or 
company does not constitute a guarantee or warranty by Iowa State University and does 
not imply approval of the named product or the exclusion of other products that may 
be suitable. 
% is conceivable that some of the comparisons may not be true for the newer systems 
as modifications and improvements are continually introduced. 
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- It incorporates a 10 Mhz real time RGB/HSI converter enabling it to work 
either in an HSI or a RGB mode. 
- The interfacing of the auxiliary frame processor with the frame grabber can 
reduce the execution time for image processing operations. 
C. Illumination 
Illumination is an important factor in a color vision system. The first essential 
requirement for accurate color judgement is constancy in illumination. The color 
quality of the lighting affects accuracy of color matching or color recognition. The 
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provision of correct conditions for accurate color matching involves more than just 
choosing the right type of illumination source. It is also essential to provide the correct 
illumination. 
For electrical lighting to illuminate an object so that its color is recognizable and 
reasonably accurate, the spectral power of the light in all parts needs to approximate 
the day-light spectrum. If the spectrum of the incident light is discontinuous, there will 
be distortion or even absence of color perception. Also, if the spectrum of the light 
source does not contain certain energy in a particular waveband, both the color-
appearance and the color rendering properties are affected and with them the accuracy 
of our color perception is also affected. 
The color appearance of a light source may be described as cool, intermediate or 
warm. Cool colors are far from the blue end of the spectrum and warm colors are far 
from then red end of the spectrum. The color appearance is the color we perceive a 
light-source to be when we look directly at it or when examining a white object in its 
light. Color rendering is the property of light from a source to reveal colors of 
objects. 
A color rendering index of a light source measures the degree of color shift 
objects undergo when illuminated by the light source as compared to the color shift of 
the same object when illuminated by another light source (Chartered Institution of 
Building Services, IBS Code for Interior Lighting, 1977 edition). Color temperature 
is the absolute temperature of a black body radiator having a chromaticity equal to that 
of the light source. It is expressed by degree K. 
The color reduction is another property to be considered for selection of the 
illumination source. If we place a small grey colored paper on a bright red background 
and illuminate it well, most observers will opine that the object is green. If we place 
the grey sample on a green background, most observers will opine that the object is 
pinkish. The results are due to the eye tending to "see" the complimentary color to 
which it is adapted, viz, an "after image effect" is superimposed on the grey sample 
and the illusion of it being colored is created. If the background of the visual task is 
so strongly colored it will bring about a degree of adaption to that color. For this 
reason, care has to be taken to restrain the strength of colors in the decor to avoid 
degrading the color quality of the light reaching them. Attempts to avoid color 
reduction by providing an all white environment may result in the viewers suffering 
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from the "after image effect" and this can produce a most uncomfortable sensation, and 
in some cases verging on visual hallucination. 
D. Selection of the light source 
The first essential factor in accurate color judgement is constancy in illumination. 
The color quality of the lighting affects the accuracy of color matching or the color 
recognition process. So the provision of correct conditions for accurate color matching 
involves more than just choosing the right type of illumination source. It is also 
essential to provide correct illumination. 
Before the selection of the lighting source, investigations were made to find out the 
limitations and the applicability of light sources for the present system. It was found 
that tungsten-halogen and fluorescent are two potential light sources for the present 
system. Two tungsten-halogen (QCL 150, 120 v) lamps were finally selected as a 
suitable light source over fluorescent for the following reasons: 
A tungsten halogen lamp 
* has a constant light output throughout the life period 
* has a color temperature that does not change with time 
* has a life of 2000 hours 
* produces a spectrum close to the daylight spectrum 
* has been used in color photography 
* has a color appearance warm, yellow 
29 
* has a color rendering of-B's- good 
R's - medium 
Y's - bright 
* has a color temperature 2800 - 3100 K 
* has a Ra - color rendering index of 100 
(Ra in the ranpe of 85 - 100 is very good and suitable for color matching^ 
The fluorescent light, though available in daylight spectrum has 
* a variable color temperature with time 
* a color rendering index of < 85 
Again, the color of the light from the fluorescent light source has two components; 
1) that from the phosphor coating on the lamp and 2) that from the mercury arc 
discharged within the lamp. Each of the components reacts independently to 
temperature changes. With time, the color shift is towards blue green due to the 
change in color temperature. 
E. Illumination chamber 
A preliminary test was conducted to find out the effect of side lighting, front 
lighting, and back lighting for getting an optimum image (least shadow) for the ear 
com. In this experiment, the image from the video camera was displayed on the 
display monitor after being seen by the color camera. It was found that a combination 
of side lighting and back lighting could produce an optimum image. The study also 
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provided necessary information to choose the appropriate lens and the distance of the 
camera from the object (ear com). 
With the lighting configuration ascertained, a cylindrical lighting chamber of 
diameter of 0.62 meter and length of 0.52 meter was built of galvanized iron. The 
outside of the chamber was painted black and the inside of the chamber was painted 
with white latex flat paint to decrease the specular reflection and to increase the 
diffused reflection inside the chamber. The light source was mounted inside the 
chamber (Figure 7). The light source holder consists of two, 0.019 meter (3/4") 
diameter aluminum pipes cantilevered to a 0.0254 meter x 0.0254 meter (1" X 1") 
angle iron base. The cantilevered light holder was extended into the chamber. 
Provisions were made so that the light holders can rotate about their own axes in a 
counter clockwise or clockwise direction, and move up and down. The light holder was 
also painted with white latex flat paint. The light sources were designed to be fixed to 
any suitable positions on the light holder and were equipped with spring clamps with 
non-slip rubber grips to facilitate the rotation of the light source along and around the 
axis of the light holder. The object platform consisted of a rectangular frame of 
aluminum angle of 0.019 meter x 0.019 meter x 0.02 meter (3/4" X 3/4" X 2 cm) and 
was painted white (Figure 8). 
Figure 9 shows the photograph of the illumination chamber developed for the vision 
system. 
F. Selection of camera 
The resolution, the output mode of the camera, sensitivity, and resolutions were 
important factors to be considered for selection of the camera. Generally color cameras 
output either in the RGB or in the composite (NTSC) mode. The input mode of the 
digitizer and the resolution of the frame grabber were also considered so that output of 
the camera can be matched with the input of the digitizer. 
A JVC (TK 870U) color camera with the option of both RGB and NTSC outputs 
was chosen to be used for this vision system. This camera has a 510 x 492 resolution 
and sensitivity of 200 lux. 
The interfacing configuration of the camera to the frame grabber and from the 
frame grabber to the display monitor is shown in Figure 10. The sync signal output 
of the camera was 0.3 V p-p (75 ohms). So a 75 ohm resistor was installed on the sync 
connection between the camera and the digitizer (Figure 10) so that the sync signal can 
be properly matched. 
G. Selection of the lens 
The size of the lens for this system was determined in the following manner: 
From the camera manual, the width and height of the image was found to measure 
8.8 mm and 6.6 mm (respectively (Figure 11). The object (an ear of com) width was 
assumed as 0.2286 meter (9"). 
The object distance from the lens of the camera (U) was taken as 0.04826 meter 
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(19") 
Let the image distance from the lens to the image be V 
Referring to Figure 11, 
magnification (M) = X / X' = 9 "/ 8.8 mm = 26.89 (7) 
Again, M = U/V or V = U / M or 1/V = M / U (8) 
From the law of optics, we know that 
1/f = 1/U + 1/V (9) 
where 
f = focal length of the lens 
U = the object distance from the lens 
V = the image distance from the lens 
Putting the corresponding values in equation (9) we get 
1/f = 1/19 + 26.89/19 = 0.018 meter (18mm) 
Hence, the 16 mm lens was selected. 
G.i. Verification of lens size The relationship between focal length and object 
size is defined by the following formula: 
W = 8.8 X L /f (10) 
where 
W = horizontal dimension of the object 
L = the object distance in mm 
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f = focal length of the lens in mm 
Putting the values in equation (10) we get 
W = 8.8 X 482.6 /16 = 2.6543 meter (10.45") 
Because W(10.45") is greater than the assumed object width (X), the selection of 
a 16 mm. lens was justified. 
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CONFIGURATION 
The video camera was installed on a telescopic stand above the lighting chamber. 
The video camera was connected to the frame grabber installed in the host computer 
through 75 ohm coaxial cable as RS-232 peripherals of the computer. A Zenith PC-
AT 386 was used as the host computer for this vision system. A separate extended 
memory board (Concentration) was installed to provide an additional 2 MB of memory 
to facilitate the real time image processing and analysis requirement of the vision 
system. A SONY color video monitor (PVM 1341) with the capability of accepting 
either RGB or NTSC input was used as the display monitor. The frame grabber was 
connected to the display monitor in RGB output-input mode (Figure 10). A laser 
printer was also connected as a RS-232 peripheral to the host computer to obtain the 
hard copy of the digitized images. An interference filter (Archer-llOV) was installed 
in the main electric supply to reduce electrical noise in the system. 
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CALIBRATION 
A. Display monitor calibration 
The display monitor should be calibrated properly so that the color of the output 
image displayed on the monitor should be as close to the color of the input image as 
possible. This was accomplished in the following manner; 
The standard color bar chart used in the TV broadcasting industry was copied to 
a video cassette. The video signal of the color bar from VCR (video cassette recorder) 
was fed directly to the display monitor. The displayed image (output) was compared 
with another hard print color bar chart obtained from commercial sources (SONY 
Corporation). Then proper adjustments were made on the display monitor to match 
each color in the displayed image with the hard print. It may be noted that at this 
point, the loss in information about the quality of color due to the components of the 
VCR, wire, and monitor is compensated by calibration. 
B. Camera calibration 
A white paper was placed inside the lighting chamber on the object platform and 
an ear of com was placed on it. The image was displayed on the monitor. The light 
intensity was adjusted to see little glare effect on the image. The object was removed 
and the white paper was left on the object platform. The camera was white balanced. 
The output of the camera was simultaneously branched into a NTSC vectroscope, 
a video display monitor and a waveform monitor. The accuracy of the white balance 
was visually confirmed by the display of the waveform monitor. 
The white background was removed and the color bar chart was placed on the image 
platform. The output was displayed on a vectroscope. The readings on the vectroscope 
screen indicated that the red, green, and blue colors were in their respective positions 
(Figure 12). So it was concluded that the color camera was functioning properly. The 
phase angular displacement of the subcarrier of the display monitor of the NTSC 
vectroscope was 20 degrees. This value became the reference for color calibration for 
this particular system. 
Then the color bar chart was removed and an ear of com was placed on the white 
background. The light source positions were adjusted so that shadows were minimized. 
The waveform monitor was also used to determine the suitability of various 
backgrounds and configurations of the light sources to obtain optimum images. Note 
the distinct separation between the image and the black background on the waveform 
monitor in Figure 13. Contrast to that is an example shown in Figure 14 where the 
image is partially embedded in the white background. Hence the black background was 
used as the background for acquisition of the images of ears of com. 
C, Frame grabber calibration 
The frame grabber or the digitizer digitizes the analog image information from the 
camera with the help of an A/D converter. Sometimes these A/D converters do not 
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function properly and thus introduce error in the digital output. So a calibration was 
performed to check for the error in the digitization process. 
The frame grabber calibration was made in two different input conditions. They 
are 1) RGB input and 2) NTSC input. For the RGB input condition, the frame grabber 
DT 2871 was used to directly accept the RGB image information from the camera. For 
the NTSC input condition, the image information (NTSC) was fed to a video encoder 
and decoder (DT 2869) to convert the NTSC signals to RGB signals. The converted 
RGB signals were then fed to the frame grabber (DT 2871) for digitization. 
C.i. Calibration with RGB input The camera was turned on with the cap on 
the lens and the scene was digitized. The pixel values were compared in each of the 
R, G, B or H, S, I buffers. Figure 15 shows the comparison of the percentage of the 
total number of pixels with zero values in red, green, and blue buffers. Further the 
average pixel value in each buffer was found to be zero. It was concluded that the 
frame grabber with the current camera and interfacing configuration is functioning 
satisfactorily for the RGB input condition for a total dark condition. 
Then the scene was changed to black by removing the lens cap and the scene was 
digitized. The average pixel value for each of the buffers was found to be 4. It was 
concluded that a shift in the average value pixel has taken place in each of the buffers 
by a value of 4. 
For color calibration, the scene was changed to red, green, and blue respectively 
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with a 96% single color chart obtained from commercial sources (Halo Color 
Consultant). The scene was digitized and the average pixel values of each buffer were 
examined. Table 1 compares the average pixel values of the three (red, green, and 
blue) buffers for three different scenes. The average pixel values in the respective 
buffer corresponding to the scene (eg. red buffer corresponds to the red scene) was 
244-254. The average pixel value of the other two buffers was 4. These findings 
showed that there was an average gain of 4 in the pixel values of the buffers while 
operating in the RGB input mode with the color scenes. 
The residual gain in each buffer by an additional shift of 4 can be corrected by 
subtracting 4 from each of the pixel values in each of the buffers after the image is 
acquired. This process was implemented for red, blue, and green scene images. Then 
the distribution of the pixels in each of the buffers corresponding to the scene was 
analyzed. The pixel values were found to be in the range of 242-252 in each of the 
corresponding buffers. Again it was found that 17-19% of the total pixels are below 
the value of 250. It was concluded that this may be due to the spatial non-uniformity 
in the digitization process. 
Then the scene was partitioned into three windows as shown in Figure 16. The 
windows were chosen so that any of the windows can accommodate the widest com 
available for the study. The pixel distribution in each of the windows for the three 
scene images were conducted and the results are shown in Figures 17 through 19. 
Window 2 had better uniformity in the pixel values than the other two windows and 
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was chosen as the best region for the acquisition of the image. 
As a further verification, the scene then was changed to white chart and the pixel 
distributions were studied in the three windows. It was also found that 98.8% of the 
total pixels in the window 2 region are within the desirable pixel range for the scene 
(Figure 20). This finding also reinforced choosing the window 2 region for acquiring 
the image without any significant losses in the information. 
C.ii. Calibration with NTSC input In this case, the information from the 
camera was passed to the video decoder-encoder (DT 2869) in the form of composite 
video information. DT 2869 converted the composite video information to 
corresponding R, G, and B information which was sent to the frame grabber. 
The calibration of the frame grabber was conducted in the same manner as 
described for RGB input. The average pixel values in each of the buffers ranged from 
38 to 62 for a total dark scene. The variation among the pixels was large in each of 
the buffers. This finding implied that the conversion process of the composite 
information to the RGB information may not be occurring as desired. Data Translation 
company was contacted but was unable to reduce the error due to some technical 
difficulties. 
So, for the present study the color vision system was calibrated to accept the image 
information in the RGB input mode. The image of the ear of corn was acquired in the 
window 2 region. Figure 21 shows the photograph of a digitized image of an ear of 
com obtained through the calibrated color computer vision system shown in figure 22. 
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CONCLUSIONS 
The following conclusions were derived from this study 
• The HSI (Hue, Saturation, Intensity) color coordinate system was found to be 
an appropriate color coordinate for acquisition of the color images of the ears of com. 
• Tungsten-Halogen lighting source was found more suitable than the fluorescent 
source based on color temperature, color appearance, color rendering index, and energy 
spectrum. 
• A cylindrical illumination chamber with Tungsten Halogen lighting source and 
provision for diffused lighting condition produced optimum images of ears of com. 
• Calibration of each component (camera, frame grabber, display monitor) 
minimized the error and produced optimum images of ears of com. 
• A NTSC vectroscope and a waveform monitor facilitated the selection of 
proper background and the calibration of color camera. 
• Error in the acquired image was minimized by choosing an appropriate window 
region of the image buffer. 
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Figure 6. Comparison of color perception between RGB and HSI color space 
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Figure 9. Lighting chamber for computer vision system 
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Figure 11. The selection process of the camera lens for the vision system 
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Figure 12. NTSC vectroscope used for calibrating the camera 
Figure 13. Image display on waveform monitor with white background 
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Figure 14. Image display on waveform monitor with black background 
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Table 1. Pixel distribution in three buffers (r, g, and b) under 
red, green and blue scene 
Scene Average Pixel Values in Buffer 
Red Green Blue 
Red 254 4 4 
Green 4 254 4 
Blue 4 4 254 
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SECTION n. BACKGROUND SEGMENTATION AND DIMENSIONAL 
MEASUREMENT OF COLOR IMAGE OF EARS OF CORN 
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Background Segmentation and Dimensional Measurement of 
Color Images of Ears of Corn 
S. Panigrahi, M. K. Misra, C. Bern, and S. Marley 
68 
ABSTRACT 
An automatic threshold technique was developed to segment the background from 
the image of ear of com. The technique involved modifying using a probability theory. 
The modified Ostu's could segment the image from background satisfactorily for all 
eighty images of ears of corn included in the study. These images also included the 
images where the cobs were exposed. 
The boundary of the background-segmented image of ear com was detected using 
a Laplacian operator. Software was developed to find the maximum length, the 
maximum width and successive widths along the longitudinal axis of the ear corn 
images. The computer vision system could measure the dimensional features with high 
accuracies. 
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INTRODUCTION 
Segmentation is one of the early processing steps in image analysis and 
understanding process. In the digital image processing, background segmentation is 
defined as the process of discriminating the object from its background. Sometimes, 
segmentation is also called object isolation. Though the task of image segmentation 
hardly has a counterpart in human visual experience, it is a nontrivial task in digital 
image analysis. 
Thresholding is a particularly useful approach for the discrimination of the object 
from the background. It assumes that the object is placed on a contrasting background. 
While using a threshold rule, the gray level value of each pixel is compared with a 
threshold "t". All the pixels that are less than or equal to the threshold "t" are assigned 
to the background region, and all the pixels greater than the threshold value "t" are 
assigned to the object pixels. After isolating the background from the object, the 
background information is usually deleted. 
The selection of the optimal threshold is an important and difficult task in image 
analysis. The selection of an optimal threshold is generally based on the histogramming 
technique. In the histogramming technique, the frequencies of the occurrence of all the 
gray levels in the image are calculated and are plotted against the gray levels of the 
image. For an image with a good contrast between the background and the object, the 
histogram generally becomes a bimodal histogram. The task of selecting an optimal 
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threshold is choosing a gray level value between the modals or hills so that the 
particular threshold segments the object from the background as correctly as possible. 
Otherwise, error is introduced in subsequent image analysis for dimensional 
measurements (length, perimeter and area) of the object. 
Generally two types of techniques are used for selecting the optimal threshold. 
They are 1) automatic selection technique and 2) Manual selection technique. In the 
automatic selection technique, mathematical and statistical based methodologies are used 
to choose a threshold, and it is independent of the help of the operator's interaction. 
In the manual technique, the operator visually examines the histogram and by trial and 
error chooses the threshold that works reasonably well for segmenting the object from 
the background. 
There have been numerous examples in the literature where manual techniques have 
been used to choose a threshold. A few of the relevant examples are cited here. 
Naugle et al. (1989) used manual threshold selection technique to separate the grapevine 
cordon from the canvas background. Berlage et al. (1987), in their research on the 
identification of diploid and tetraploid ryegrass seed using machine vision, used manual 
threshold selection techniques for segmenting the rubber background from the seed and 
used a single threshold value globally for all the images. Manual selection of the 
threshold by examining the gray level histogram of the image has been reported by 
Gunasekharan et al. (1989) for segmenting soybean and com kernel images in order to 
evaluate damage. Rehkugler et al. (1989) selected the threshold manually for binarizing 
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the image of a bruised apple surface. The threshold value was optimized by first 
evaluating a few bruised fruits and correlating the bruises with visual measurements. 
Similar approaches were also adopted by Lawerence et al. (1988) to determine a range 
of threshold values (86-90) for segmenting a com kernel from its background and 
determining the area of the com kemel. 
Though the manual threshold selection technique has been used by many rese­
archers, it has some limitations. The chosen threshold holds good for the particular 
lighting conditions and the physical properties of the object. The chosen threshold will 
not hold good if the lighting condition changes or if any change in the physical 
property, such as reflectivity, occurs. Research (Jain, 1989) has shown that it is 
difficult to maintain the same lighting conditions for a long time in any computer vision 
system set up. So any change in the lighting condition warrants reselection of the 
threshold. Again, biological objects can vary in their physical properties. For 
example, an ear of com without any exposed cob will have a different reflectivity than 
the same com with the exposed cob. So a manually selected threshold good for some 
ears of com will not hold good for others. 
On the other hand, the automatic thresholding technique takes care of the changes 
in the histogram information (lighting information and the changes in the physical 
property) during the selection of the threshold. As it is not fixed beforehand and is not 
global for all the images, the automatic thresholding is not subjected to the limitations 
of the manual thresholding technique. 
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Tsai (1985) proposed a method to automatically select a threshold based on the 
moment preserving principle. Boukharouba et al. (1985) applied the intrinsic properties 
of the distribution function of an image to select the threshold for segmentation. 
Another new method for automatically thresholding the gray level picture was proposed 
by Kapur et al. (1985). This method was based on the entropy of the histogram. 
Kittler et al. (1985) discussed the automatic threshold selection method based on simple 
image statistics which can be computed without histogramming the gray level values of 
the image. Abutaleb (1989) presented the idea of using two-dimensional entropy for 
automatic thresholding of gray level pictures. 
Objective 
The objectives of this study were to develop 
• a suitable automatic threshold selection technique for segmenting the background 
from the image of ears of com 
• software to extract the dimensions (maximum length, maximum width, and 
successive widths along the longitudinal axis of ears of com) and to correlate them with 
mechanical measurements. 
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THEORY 
Sahoo et al. (1988) evaluated the performances of several automatic thresholding 
methods using criterion functions such as uniformity measures and shape measures. 
The evaluation was based on real world images. As per their findings, Otsu's method 
of automatic global thresholding ranked number 1 based on uniformity measures for all 
the test images. This method also ranked number 1,3, and 4 respectively based on 
shape measures for the three different test images included in the study. Based on this 
finding, Otsu's method of automatic thresholding was a starting point for the 
background segmentation of the images of ears of com. 
(Otsu's method) (Otsu, 1979) 
This method is based on discriminant analysis and does not require any prior 
information of threshold. At first, a histogram of the image is computed. 
The normalized gray level histogram is then described by 
Pi = nj / N , Pi > 0 and Ei=, pj = 1 (1) 
where, L represents the gray levels and n^ represents the number of pixels at 
any gray level "i". The total number of pixels is given by N = n. 
The pixels of the image are partitioned into two classes; background (B) and object 
(O), by a threshold value "TH". The background (B) denotes pixels with values [1 .... 
TH] and the object (O) denotes pixels with values [TH+1 L]. 
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The probabilities of class variance and the class means levels can be expressed as 
Wo = Pr(B) = w(TH) 
(2) 
Wi = Pr(0) = 1 - w(TH) 
(3) 
IMo = ETHi=, iPr(B) = /x(TH)/w(TH) 
(4) 
= SLi=TH+i iPr(O) = Mt - m(TH) /(l-w(TH)) 
(5) 
where, 
w(TH) =Si=i Pi 
(6) 
/i(TH) = Ei=, ipi 
(7) 
w(TH) and ^(TH) are the zeroth and the first order cumulative moments of the 
histogram up to "TH" level and the total mean level of the image is given by 
— ^=1 ipi 
(8) 
The class variances (for the background and the object) are then given by 
(^0^ = ^=1 (i-fhf P/wo 
(9) 
= Si=TH+i Pi/Wi 
(10) 
Denoting <xj^, as the with-in class variance, between class variances and the 
total variances respectively, an optimal threshold "TH" is selected based on the 
following discriminant measures. 
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V = (^n /  (T t ,  Vi  =  /  f fwS Vi  = 
where, 
V = WqW, (/il - /Xo)^ 
o-T^ = Si=i (1 - Mt Pi 
fw^ = Wo + Wi*;: 
(11) 
(12) 
(13) 
(14) 
It can be noted that and are function of threshold level "TH" but is 
independent of "TH". It is also noted that is based on the second order statistics 
(class variances), while is based on the first order statistics (class means). 
Therefore, tj is the simplest measure with respect threshold "TH" and thus 17 was chosen 
as the criterion measure to evaluate the goodness of the threshold "TH". 
An optimal threshold "TH" that maximizes 17 or equivalently maximizes 0-02 is 
selected by the following manner: 
TH = max ^^^(TH) 
1<=TH <=L 
(15) 
where, 
(Tb^CTH) = K w(TH) - /i(TH)]2 /{ w(TH) [l-w(TH)]} 
(16) 
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EXPERIMENTAL PROCEDURE 
The color images of ears of com were acquired with a JVC' color camera (model 
TK810U) and digitized by a Data Translation frame grabber (DT-2871) in HSI (hue, 
saturation, and intensity) color coordinates (Panigrahi et al. 1989). Each coordinate had 
a resolution of 480 (row) X 512 (column) and 256 different levels of information. The 
intensity buffer of the image was used to extract all the dimensional features. The hue 
and saturation buffers were archived to extract color information from the image. 
A smoothing operation was performed on the acquired color image of the ear com 
with the mask as shown in Figure 1. The histogram analysis was conducted on the 
intensity buffer and the optimum threshold was determined by using the above Otsu's 
algorithm. The image was then segmented using the following relation: 
f(x,y) = 
0 if f(x,y) < TH 
f(x,y) otherwise 
(14) 
' Mention of trade names is solely for the purpose of providing specific information and 
does not constitute endorsement by Iowa State University over others of a similar nature 
not mentioned in this report. 
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where, 
f(x,y) represents pixel value of the image (x,y) 
and 
0 < = X < 480, 0 < = y < 512 
Preliminary tests using Otsu's algorithm indicated that the background segmentation 
was satisfactory for ears of com without any exposed cob. However, the algorithm 
could not segment the background properly for ears of com with the exposed cobs. 
Therefore, Otsu's algorithm was modified in the following manner: 
Modified Otsu's algorithm 
Step 1: Let "TH" be the threshold chosen by Otsu's algorithm. Find the gray level 
(V_TH) such that 
BK_PK < = V_TH < = TH (17) 
and Probability(V_TH) is minimum (18) 
where, 
BK PK is the gray level corresponding to the peak of the background modal of the 
histogram of the image. 
Step 2: Let P limit be the right limit gray level for the background modal of the 
histogram. If V_TH < TH then 
PJimit = V_TH (19) 
else 
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P limit = TH (20) 
Step 3: Find the mean gray level (BK MEAN) in the region (0... PJimit). Find 
the standard deviation (BK STD) of the gray level in this region. 
Step 4: Find the gray level (N TH) lying just on the bottom of the mode (hill) 
representing the background by the relation: 
(* all the measurements of normally distributed frequency distribution that 
are bell shaped fall within + or - of 3 * standard deviation of mean 
(McClare, 1983)*) 
Step 5: If PJimit < = N_TH then 
Else 
Begin 
i. find the cumulative probability distribution in the region of (N_TH +1, .. 
PJimit) 
ii. The modified threshold (MD_TH) = the gray level at which the 
cumulative probability > = 0.400^ (23) 
N_TH = Round(BK_MEAN + 3 * BK_STD) (21) 
the modified threshold (MD_TH) = V_TH (22) 
End. 
^ The value 0.400 was determined experimentally on different test images. 
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Computer codes for the algorithms were written in Pascal (Microsoft) using the 
library subroutines (Aurora), an image processing subroutine library available from 
Data Translation Inc., MA. 
A discrete Laplacian edge detector (Figure 2) was applied to the intensity buffer of 
the background segmented image to outline the object (ear of com). A boundary of the 
background segmented image is shown in Figure 3(c). A program was written to find 
the top and bottom point of the image using the raster scan method. The boundary 
coordinates of the left and right portion of the image were also found by raster scan 
fashion and the difference between left and right boundary coordinates yielded the width 
of the image in the corresponding row. A minimum area enclosing rectangle was 
superimposed on the segmented image to obtain the maximum length and the maximum 
width of the image. 
The horizontal scale factors were calculated by using three rectangular objects of 
known widths. These objects were imaged and the pixels for the width measurement 
were counted. The average number of pixels per millimeter was used as the horizontal 
scale factor. The vertical scale factor was obtained in a similar manner using the 
known length of the three rectangular objects and determining the average number of 
pixels per millimeter of length. 
The maximum length and maximum width measurements obtained form computer 
vision were compared with manual measurements by a digital slide caliper. Although 
successive widths are not used as morphological descriptors for characterization of com 
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germplasm, this study was extended to measure the successive widths of images at very 
5 mm. interval along the longitudinal axes of the image. The corresponding successive 
widths were measured manually by a digital slide caliper and were then compared with 
the computer vision measurements. 
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RESULTS AND DISCUSSIONS 
Threshold selection for background segmentation 
Figure 4 through 9 show the comparison of background segmentation by Otsu's and 
modified Otsu's method for selected ears of com. Figure 4a, 4b and 4c show the 
digitized image of an ear of com where the cob is not exposed as well as the 
corresponding background segmented image by Otsu's method and modified Otsu's 
method respectively. Figure 4d shows the histogram of the intensity buffer of the 
image. Otsu's algorithm selected 58 as the threshold to segment the image. Any pixel 
value below 58 was considered to belong to the background region and any pixel value 
equal or above 58 was considered as the object region. Visual examination of the 
segmented image and the original digitized image showed that the segmentation was 
satisfactory. Figure 5 and 6 showed similar patterns where both the methods worked 
satisfactorily. 
Figure 7 through 9 shows the comparison of background segmentation by using 
Otsu's method and the modified Otsu's method for ears of com where the cobs have 
been exposed. Figure 7a, 7b and 7c shows the digitized image as well as the 
background segmented image by Otsu's method and modified Otsu's method resp­
ectively. Figure 7d shows the histogram of the intensity buffer of the image. The 
modified Otsu's method selected a threshold value of 56 compared to the threshold 
value of 79 chosen by Otsu's method. Examination of the segmented images (Figure 
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7b and 7c) revealed that the segmentation by Otsu's method was not satisfactory and 
the exposed cob region was found to be missing in the segmented image (Figure 7b). 
On the other hand, the exposed cob region was present in the segmented image (Figure 
7c) and thus it showed that the segmentation by modified Otsu's method was 
satisfactory. Similar observations showing the satisfactory performances of modified 
Otsu's method were also observed in Figures 8 and 9. The modified Otsu's method 
was also applied to other randomly selected eighty images of ears of com. These 
eighty images were of different colors, sizes and had different levels of variation in the 
exposed cob. It was found that in all cases, the algorithm successfully segmented the 
the background from the object. 
Dimension measurement 
Maximum length Figure 10 shows the comparison of the hand-measured maxi­
mum with that measured by computer vision for twelve ears of com. A linear 
relationship in the form of Y = 1.0024 X - 0.2937 was found between the hand and 
computer measurements with a high correlation coefficient of 0.999. 
In the ideal case of 100% accuracy, the measurements by computer would be exactly 
the same as the hand measurements. In that case, a line drawn through the 
corresponding points representing a line of 100% accuracy will have no intercept and 
a slope of one. This line was found to coincide with the line of regression (Figure 10). 
A statistical Student't' test was also performed on the mean difference between the 
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hand and computer measurements. There was no significant difference at 99% 
confidence interval between the hand and computer measured values (Table 1). The 
average value of the difference between the computer and hand measurements was 
found to be 0.055 mm with a standard deviation of 0.290. 
Maximum widths A linear relationship of Y = 0.98624 X + 0.40622 with a 
high correlation coefficient of 0.998 was found between the hand measured and 
computer vision determined maximum widths (Figure 11). 
The line of 100 % accuracy was found to be very close to the regression line 
(Figure 12). From the statistical 't' test (Table 1), it was found that there was no 
significant difference at 98% confidence interval between the hand and computer vision 
measured maximum widths of ears of com. The average difference between the hand 
and computer measured values was 0.134 mm with a standard deviation of 0.148. 
Successive widths A correlation coefficient of 0.985 with a linear relation of 
Y = 1.0311 X - 0.6934 was found between the hand and computer measured 
successive widths (Figure 12). The statistical analysis (Table 1) showed that there was 
no significant difference at 98% confidence interval between them. The average 
difference between the computer and hand measured successive widths was 0.410 mm 
with standard deviation of 0.831. 
Although there was no significant difference between the computer and hand 
measurements, the correlation coefficient for successive measurements were not as high 
as those for maximum lengths and maximum width measurements. This can be expia-
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ined by the fact that some of the ears of com have irregular shapes. A typical example 
of an irregular shaped ear of com is shown in Figure 13. In the hand measurement 
process, precise measurements of successive widths at small intervals (5mm.) was 
subjective and difficult. 
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CONCLUSIONS 
The following conclusions were derived from this study 
• Otsu's automatic threshold selection technique was modified for background 
segmentation of ear com images. 
• The modified Otsu's automatic threshold selection technique successfully 
segmented the background of eighty images of ears of com included in the study. 
• Measurements of maximum length, maximum widths and the successive widths 
of images of ears of com were highly accurate. 
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Figure 1. Mask for a 3 x 3 smoothing operator 
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Figure 2. Mask for a 3 x 3 discrete Laplacian operator 
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Figure 3. (a). The digitized image of an ear of com (b) the background segmented 
image using modified Ostu threshold (c) boundary detection using 
Laplacian operator 
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Figure 4. (a) The digitized image of an ear of com (b) the segmented image using 
Ostu's threshold (c) the segmented image using modified Ostu's threshold 
11 
Otsu threshold 58 
Modified threshold 39 
100 130 
Or»y 
(d) the histogram of the intensity image showing threshold values of two methods 
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Figure 5. (a) The digitized image of an ear of com (b) the segmented image using 
Ostu's threshold (c) the segmented image using modified Ostu's threshold 
Otsu threshold 61 
Modified threshold 39 
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O'ay i#v#im 
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(d) the histogram of the intensity image showing threshold values of two methods 
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Figure 6. (a) The digitized image of an ear of com (b) the segmented image using 
Ostu's threshold (c) the segmented image using modified Ostu's threshold 
Otsu threshold 69 
Modified threshold 42 
(d) the histogram of the intensity image showing threshold values of two methods 
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Figure 7. (a) The digitized image of an ear of com (b) the segmented image using 
Ostu's threshold (c) the segmented image using modified Ostu's threshold 
Otsu threshold I'J 
Modified threshold 56 
0 25 50 75 lOq 1« ISO 173 200 225 250 
(d) the histogram of the intensity image showing threshold values of two methods 
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Figure 8. (a) The digitized image of an ear of com (b) the segmented image using 
Ostu's threshold (c) the segmented image using modified Ostu's threshold 
Otsu threshold 135 
Modified threshold 
119 
79 100 123 190 
O-ay 
(d) the histogram of the intensity image showing threshold values of two methods 
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Figure 9. (a) The digitized image of an ear of com (b) the segmented image using 
Ostu's threshold (c) the segmented image using modified Ostu's threshold 
M " 
Otsu threshold 73 
Modified threshold 32 
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(d) the histogram of the intensity image showing threshold values of two methods 
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Figure 10. Comparison of computer vision measured maximum lengths of randomly 
seletced twelve ears of com with those measured by hand. 
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Figure 11. Comparison of computer vision measured maximum widths of randomly 
seletced twelve ears of com with those measured by hand. 
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Figure 11. Comparison of computer vision measured successive widths of randomly 
seletced twelve ears of com with those measured by hand. 
Figure 13. The digitized image of an irregular shaped ear of com 
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Table 1. Statistical Student 't' test for dimensional measurements of images of ears of com 
measured by computer vision system 
Measurement process 
Maximum length t = 3.63 for 11 d.f. > 3.25 
not significnat 
Accept Hq at 99 % confidence interval 
Maximum width t = 2.99 for 11 d.f > 2.718 
not significant 
Accept Hq at 98 % confidence interval 
Succ. widths t = 2.636 for 175 d.f > 2.326 
not significant 
Accept Hq at 98 % confidence interval 
Null hypothesis: Hg mean of the difference of measurements = 0 
Alternate hypthesis : H, mean of the difference of measuremets = 0. 
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SECTION m. SHAPE CLASSIFICATION OF IMAGES OF EARS OF CORN 
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Shape Classification of Images of Ears of Corn 
Suranjan Panigrahi, Manjit K. Misra and Stephen Willson 
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ABSTRACT 
A study was conducted to classify any given image of ear of corn into one of the 
four possible shape classes as defined by the International Board for Plant Genetic 
Resources. Three approaches were investigated: 1) Fractal-based approach 2) Moment 
invariant approach and 3) Heuristic based approach. 
In the fractal approach, empirical relationships were developed for two fractal based 
features, i.e. fractal-shape-factor, and fractal-perimeter to extract shape feature 
information. These two fractal based features were used with fractal dimension and 
aspect ratio to describe the shape features of the images of ears of com. In the moment 
invariant approach, seven higher order moment invariant were computed to represent 
the shape features of the images of ears of com. 
In the heuristic approach, knowledge based rules were developed and incorporated 
in the image analysis software. The knowledge based heuristic approach provided the 
best accuracy of 96% in shape classification of randomly selected eighty ears of com. 
This approach also was found to take least time (5.2 sees.) for shape classification. 
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INTRODUCTION 
Shape is a primal property of three dimensional objects and often used in quality 
grading operations. Webster defines shape as "that quality of an [object] which depends 
on the relative position of all points composing its outline or external surface". This 
definition emphasizes the fact that we are aware of shapes through outlines and surfaces 
of objects, both of which may be visually perceived. 
Shape recognition is doubtless one of the most effective capabilities of the 
mammalian visual system. Human beings seems to have a large portion of their brains 
devoted to the single task of shape recognition. This important activity is largely 
"wired in" at a level below our conscious introspection. One of the major challenges 
in a computer vision system is to represent shapes or describe shapes analogous to a 
human vision system. 
Several factors contribute to the complexities of the shape recognition task for a 
computer vision system. Representations of natural or biological shapes by a computer 
vision system are incredibly complex and can be made "explicitly" only with a large 
number of parameters. Computations of these parameters also can be highly sophi­
sticated and time consuming. It is not clear what features of shapes are important for 
shape description and can be used to ease the burden of computation or to increase the 
accuracy of shape description. 
It has been more difficult to describe shapes in a computer vision system as 
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efficiently as the human vision system does, because no generally accepted single 
representation scheme is available for computer classification of all shapes. Though 
several algorithms exist, each has its limitation and advantages. The most crucial issue 
is that the algorithm or representation scheme good for one application is not good for 
other. So the development of a shape classification algorithm or shape representation 
scheme for specific application with reasonable accuracy is itself a research topic 
(Ballard & Brown, 1988). 
Moment invariant technique (Dudani, 1977), Fourier descriptors (Persson, and Fu, 
1976), medial axis transformations and B-spline method (Jain, 1989) has been 
successfully used for describing various shapes, but are computationally intensive and 
expensive. Danielson (1978) proposed a new method of describing shape by a shape 
factor, based on the distance between a pixel and its nearest border point. Kilinger 
(1971) suggested another method based on the length of the chords intersecting the 
object in different directions. Pavlidis (1980) surveyed various algorithms used by 
various researchers in describing the shape features of images. Ballard (1981) used a 
generalized Hough transform technique to detect arbitrarily shaped images. Bribiesca 
(1981) deduced a procedure to measure the differences in shape by using a shape 
number. Velon (1986), through a comparative study of global shape measures 
(area/perimeter^, bending energy, aspect ratio, etc.), concluded that a combination of 
features gives a greater percentage of shape discrimination capability than using a single 
feature. Wojcik (1987) approached the problem of describing image features in terms 
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of the rough set based on set theory. 
The analysis and characterization of shape for biological objects is a classic problem 
in pattern recognition. Sarkar and Wolfe (1984) used the chaincode method to derive 
the boundary and the minimum curvature of the chaincoded boundary was used to 
describe the shape. Wright et al. (1985) described the shape of a sweet potato from ten 
equally incremented slices along the length by generating 36 radii measurements for 
each slice. Young et al. (1974) developed an analysis technique for describing 
biological shapes based on the concept of bending energy. 
The shape recognition or classification process of the computer vision system 
consists of basically two processes: 1) feature extraction and 2) classification and 
recognition (Figure 1). In the feature extraction process, suitable feature or set of 
features are extracted from the boundary of the image. The classification is based on 
the extracted features and is governed by a set of rules called "classification rules". 
Researchers have used various types of classification rules for various image analysis 
and pattern recognition problems. Some of them are Baye's rule, parallelepiped 
classification algorithms, minimum-distance to means, and maximum likelihood 
classification rules (Jenson, 1986). Li et al. (1990) have used a classification rule based 
on Baye's classifier for the hinge line detection of oysters. Advani et al. (1975) used 
a distance weighted K-neighborhood method as a classification rule to identify aircrafts. 
However, there is no standard way to select the appropriate classification rule for a 
particular application. The use of any classification rule for any application is totally 
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case specific. 
The germplasm is used by researchers, scientists, engineers for different 
applications. For example; the plant breeders use the germplasm resources to create 
new hybrid variety of com. The North Central Plant Introduction Station in Ames 
responsible for acquiring, maintaining and characterizing germplasm for ears of com. 
Currently, there are more than 8,000 accessions of com germplasm in this station. 
During the characterization process, different physical properties such as maximum 
length, width, shape classes are measured for each accession. During the shape 
classification process, the curator visually matched the shape of any ear of com 
(accession) with that of any template (Fig. 2) and describe the shape by the code of the 
closely matching template. Recently, Intemational Board for Plant Genetic Resources 
(IBPGR) devised a global standard of defining the shapes of ears of com. They are: 1) 
round, 2) conical, 3) cylindrical, and 4) cylindrical-conical. The curators have also 
adopted this standard. Now, the curators visually classify the shape of any ear of com 
into one of the IBPGR defined shape classes. 
Objective 
The objective of this study was to 
• develop algorithms to describe shapes of ear com images 
• classify the images of ears of com into one of the shape class as per the standard 
developed by the Intemational Board for Plant Genetic Resources. 
I l l  
METHODOLOGY 
Image acquisition and boundary extraction 
The color images of ears of com were acquired (Panigrahi, and Misra, 1989) with 
a JVC' color camera (model TK810U) and digitized by a Data Translation frame 
grabber (DT-2871) in HSI (Hue, Saturation, and Intensity) color coordinates. Each 
coordinate had a resolution of 480 (row) X 512 (column) with a maximum capability 
of having 256 levels of information. The intensity buffer of the image was used to 
extract all the shape features. The hue and saturation buffers were archived to extract 
color information from the image. 
The background of each image was removed with an automatic thresholding 
technique (Panigrahi and Misra, 1989). A 3 X 3 discrete Laplacian operator was 
applied to the background-removed image in Figure 3(a) to detect and outline the edge 
of the image shown in Figure 3(b). The outer boundary of the outlined image was 
extracted with an 8-directional chain code in a counter clockwise direction (Panigrahi 
and Misra, 1990). The extracted outer boundary was one pixel thick and closed (Figure 
3 00). 
' Trade names are mentioned in this paper for the purpose of providing specific 
information. Mentioning a trade name, proprietary product, or specific equipment or 
company does not constitute a guarantee or warranty by Iowa state University and does 
not imply approval of the named product or exclusion of other products that may be 
suitable. 
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Shape Classification 
The flow chart for the shape classification process for any ear com image is 
presented in Figure 4. Two features, e.g. dimensional ratio and circularity were used 
to discriminate the round shape from the non-round shapes. Dimensional ratio was 
defined as the ratio of maximum length to the maximum width. Circularity was defined 
as the ratio of (4*pi*area) to the square of perimeter. The maximum length and 
maximum width were determined from the chaincode method using the relations 
described by Freeman (1961). The linear perimeter (LP) of the image was measured 
from the chain code of the boundary of the image using the relation 
LP = n^ + tto * 1.414 (1) 
where n, and n^ are the numbers of even and odd chain links in the boundary of chain 
code respectively. The area of the image was defined as the area bounded by the 
extracted boundary of the image. The area was calculated from the chaincode 
according to integration rules (Freeman, 1961). 
Round shapes of ear com are of rare occurrence and were not available at the time 
of study. Therefore, in consultation with the curators of the North Plant Introduction 
Station in Ames, different circles were drawn as the representatives of round shapes. 
The threshold values for the above mentioned two features were determined to separate 
round shape from non-round shape ear com (Figure 4). Given any image of ear of 
com, it was first tested for round shape. If the image was not classified as the round 
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shape, then it was tested for other three non-round shapes. 
Three different approaches were used to describe and classify the images of ears 
of com into one of the three nonround shapes as described by IBPGR. The three 
approaches were: A) Fractal based approach, B) Moment Invariant approach, and C) 
Heuristic based approach. 
A. Fractal Based Approach 
Recently, the concept of fractals and the introduction of fractal geometry by 
Mandelbrot (1983) has provided a new approach for making precise models of many 
objects including fern, clouds, and galaxies. Fractal geometry has also been applied 
in different application areas such as describing natural scenes (Pentland, 1984), 
surface irregularities (Avnir, 1984), and signal processing (Berry, 1979). Liao et al. 
(1988) used two dimensional Fast Fourier transforms to compute the fractal-Hausdorff 
dimensions for characterizing the surface defects of images of fruits. Keller et al. 
(1989) applied the concept of fractal dimension and of lacunarity to describe and 
segment the texture of images. 
A.l. Theory of fractal dimension 
A Fractal is defined as a set for which the Hausdroff-Besicovitch dimension strictly 
exceeds the topological dimension (Mandelbrot, 1983). In practice, a more easily 
calculated quantity called the fractal dimension is utilized in place of the Hausdorff-
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Besicovitch dimension. The definition of fractal dimension used in this paper is as 
follows: 
Let X be a complete metric space { X == R, or R^}. Suppose A is a compact, 
nonempty subset of X, For each e > 0, let Nj(A) denote the smallest number of closed 
balls of radius e> 0 needed to cover A. If 
D = limg_^o[ln N,(A)/ln(l/e)], 
(2) 
then D is called the fractal dimension of A. 
The basic idea behind the definition of fractal dimension is that a set A has 
fractal dimension D if 
Nc(A) = C e ° for some positive constant C , or 
(3) 
N,(A) = C(l/e)° , or 
In N,(A) = In C + D ln( l/s). 
(4) 
As e decreases to zero, 1/e and ln(l/g) tends to infinity. Equation (4) can then be 
derived from equation (2) by taking limits. 
It is inconvenient to program a computer to utilize balls of radius e and compute 
Nj(A). Instead, the following theorem permitted to utilize square boxes of side e 
arranged in a checkerboard fashion. It is much easier to compute N(A,e), which is the 
minimum number of boxes needed to cover the set A, rather than Ng(A). 
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A.2. Box counting theorem (Bamsley. 1988^ 
Suppose that R" is covered by a checkerboard of just-touching square boxes of side 
e and suppose A is a compact nonempty subset of R™ Let N(A,6) be the minimum 
number of boxes needed to cover the set A. 
then A has fractal dimension D. 
Moreover, 
0 < = D < = m. (6) 
When boxes are utilized rather than balls, equation (3) then takes the new form 
In N(A,£) = In C + D In (1/e) 
(7) 
Utilizing equation (5), the following algorithm was formed to compute the fractal 
dimension of a compact subset A of the plane: 
1. choose a square grid of size s > 0; 
2. count N(A,e), the minimum number of boxes of side s needed to cover A; 
3. repeat steps 1-2 for several values of e; 
4. plot data points In N(A,e) (on the vertical axis) versus ln(l/e) 
(on the horizontal axis); 
5. if a straight line fits the data points satisfactorily, accept the slope of the line 
D as the fractal dimension of A. 
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A.3. Determination of fractal dimension of images of ears of corn 
The extracted boundary as shown in Figure 3(c) was modelled as set A, which 
belonged to (R^) in Euclidean space. Because the extracted boundary is totally closed 
and bounded, it was represented as a compact, nonempty subset of R^. According to 
equation (6), the fractal dimension D exists for set A (extracted boundary of the com 
image) and satisfies 0 < = D < = 2. Each image was scanned, from left to right, and 
from top to bottom boundaries of the images to find N(A,g), the least number of 
squares of side e needed to cover the whole boundary. The process was repeated for 
£ values of 4, 6, 8, 10 and 12 pixels. A straight line was fitted between In N(A,e) and 
ln(l/fi). If the coefficient of regression the line was high, then the slope of the line-fit 
was the fractal dimension of the image of the com. 
A.4. Preliminary study 
A preliminary study was conducted on eighteen randomly selected ears of com. 
The images of these ears of com were digitized and their boudaries were extracted as 
described earlier. Figure 5 shows the boundaries of eighteen images of ears of com 
along with their fractal dimensions. For all images, (the coefficient of regression 
of the line between In N(A,e) and ln(l/e)) ranged form 0.993 to 0.999, This high 
coefficient of determination indicated that the computed fractal dimensions were 
accurate and reliable. Figure 6 shows a typical plot of In N(A,e) and ln(l/e) to 
compute the fractal dimension for image of ear of com (note the high R^) value of 
0.998). The maximum difference in the computed fractal dimensions of any image was 
determined to be + 0.004 or - 0.004. The fractal dimensions of the eighteen ears of 
com varied from 1.027 to 1.194. However, the fractal dimension of an ear of corn at 
times was very close to the fractal dimension for another ear of corn (see CI and C4 
in Figure 5). It was felt that classifying shapes will not be accurate by using fractal 
dimension alone. Therefore, additional features based on fractal dimension were 
developed. 
A.5. Determination of Additional Features 
Three additional descriptive features were determined in addition to the fractal 
dimension. They are : 1) aspect ratio 2) fractal perimeter, and 3) fractal shape factor. 
The Aspect ratio was calculated using the following expression: 
aspect ratio — maximum length/maximum width (8) 
From the definition of Hausdorff dimension (Bamsley, 1988), an empirical relation 
was developed for another fractal-based feature called Fractal perimeter. Fractal 
perimeter is the estimated D-dimensional measure of the boundary having the fractal 
dimension D. As discussed earlier, the boundary of the shape was chain coded with 
a combination of odd numbered and even numbered links. From equation (1), it can 
be observed that the odd and even numbered links have multiplication coefficients of 
1.414, and 1 respectively. This information, in addition to the concept of the ausdorff 
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fractal perimeter = + ii„*(1.414)" (9) 
fractal perimeter = n, + n„*(1.414)° (10) 
where n, and n^ are the numbers of even numbered and odd numbered links in the 
boundary chaincode of the image, respectively. 
Another dimensionless fractal-based feature, called the "fractal-shape factor" was 
derived from the fractal perimeter and area. From equation (9), it can be observed that 
the fractal perimeter has the dimension D (where D is the fractal dimension) and also 
it can be seen that the feature "area" has a dimension of 2. 
These properties were used to describe the relation of fractal-shape factor as 
follows: 
fractal-shape factor = (area''^)/[(Frac. perim.)"^^] (11) 
A.6. Training set construction 
The first step in the classification process was to construct a training set for 
various shape groups using the images of ears of com with known shape class. With 
the help of the curator of the Plant Introduction Station in Ames, five ears of com from 
each shape group were chosen to constitute the training sample for the corresponding 
shape group. Figure 7, 8 and 9 show the images of the training set used in this study. 
With the four features for each ear of com, the training sample vector for each shape 
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group consisted of 20 feature elements. 
A.7. Development of classification rules 
The average Euclidean distance and the absolute average distance were attempted as the 
classification rules. It was found that the features with the large values dominated the 
decision of the classifier and the effect of features with small values were negligible. 
For example, the fractal-perimeter of sample 1 of the cylinder training set was large 
(789.76) compared to the fractal-shape-factor (0.155). (Table 1). To remove the 
dominant effect of the large valued feature, the feature vector was normalized so that 
all four features will have zero means and unit variance. The following relation was 
used for normalization of the features. 
Ni = (u; - MN) / STD , for all i = 1 ... k 
(12) 
where k = number of the features in the feature vector U 
Ui = the ith feature of the feature vector H 
MN = the mean of k features of the feature vector U 
STD = the standard deviation of k features of the 
feature vector U 
Ni = the ith normalized feature of the feature vector U 
Table 2 shows normalized features of one conical and one cylindrical training set 
sample. It was found that after the normalization, the separability of the features 
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among the training set was reduced than before. This type of condition is called by the 
researcher as "the undesirable normalization" (Jain, 1990). 
Since the normalization did not produce the desired effect, two classification 
techniques i.e. average Euclidean distance and average absolute distance were modified 
as follows to be used as classification rules: 
1. Modified average Euclidean distance Given the feature vector H, the 
modified average euclidean distance was calculated by 
dy = I/N sqrtZn=,'^ [(Uj - for all features i = 1, 2, .. k 
and shapes j = 1,2 and 3 (13) 
n = number of samples (1... N) in the training set for shape j 
Sinj = ith feature value of nth sample in the training set of shape j 
For all j, the minimum of dy was calculated for each feature, i. The feature vector 
U was classified into shape j for which the occurrence of the minimum of djj is 
maximum. 
2. Modified absolute average distance Given the feature vector U, the 
modified absolute average distance was calculated by 
Ay = 1/N ABS(Ui - Sjnj) for each feature i = 1, 2, ... k 
and shape j = 1, 2 and 3 (14) 
(Other notations are same as in equation 13^ 
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For all j, the minimum of Ay was calculated for all i. The feature vector H was 
classified into shape j for which the occurrence of the minimum of djj is maximum. 
The boundaries of images of eighty randomly selected ears of com of different 
shapes were extracted, and the feature vector U for each shape was constructed using 
the four extracted features (fractal dimension, fractal perimeter, fractal shape factor, 
and aspect ratio) as mentioned above. The shape classification process is shown in 
Figure 10. These features were tested against the sample features of the training set 
for different shapes using the classification rules as described above, and the feature 
vector n representing the shape of the boundary was classified into one of the possible 
shapes (cylinder, cone, and cylindrical-cone). The performance of each classification 
technique was determined by comparing the shape class determined by the classification 
rule against its original shape. The original shape of each of the eighty ears of com 
was predetermined in consultation with the curator of the Plant Introduction Station, lA. 
B. Moment Invariant Method 
B.l. Theory 
Given a two dimensional continuous function f(x,y), the moment of order p+q is 
defined by the relation 
nipq = f 1 xP y"" f(x,y) dx dy 
-00-00 
for p,q = 0, 1, 2 (15) 
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Uniqueness theorem (Papoulis, 1968) states that if f(x,y) is piecewise continuous 
and has nonzero values only in a finite part of X-Y plane, then moments of all orders 
exist and the moment sequence mp, is uniquely determined by f(x,y) and conversely, 
mpq uniquely determines f(x,y). 
The central moments can be expressed as 
Upq = M (X-# (y-y)*" f(x,y) dx dy 
-00^ (16) 
where x = m,o/moo and y = mo/moo 
(17) 
For a digital image, equation (16) can be written as 
Up, = E E (x - x)"" (y - jO" f(x,y) 
(18) 
where f(x,y) represents the pixel value of the image. 
The central moments of order 3 or less can be expressed as 
Uoo ~ nrioo 
(19) 
U,i = m„ - y m.o 
(20) 
U,o = 0 
(21) 
Uoi = 0 
(22) 
U20 = ni2o - X mio 
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(23) 
Uo2 = nTo2 - X rrioi 
(24) 
U30 = mjo - 3x ni2o + 2 x^mio 
(25) 
U12 = mi2 - 2y m„ - X nio2 + 2y^ iriio 
(26) 
U21 = 012, - 2x m,, - y m20 + 2 f mo, 
(27) 
Uo3 = mo3 - 3y mo2 + 2y^ moi 
(28) 
The normalized central moments, denoted by Npq, can be expressed as 
Npq = Upq / Uoo' 
(29) 
where, r = [1/2 (p+q)] + 1 
and p+q = 2, 3, 4, — 
These normalized central moments are invariant to size changes as well as 
translation. 
A set of seven invariant moments of order 3 can be derived from centralized central 
moments as follows: 
01 = N20 + No2 
(30) 
02 = (N20 - No2)2 + 4 Nn' 
(31) 
03 = (N30 - 3 N.z)' + (3 N2, - N03)' 
(32) 
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04 = (N3o 4- Nn)' + (Nz, + 
(33) 
05 = (N30 - 3N,2) (N30 + N.2) [(N30 + N,2)2 -
3(N2. + No3)2] + (3N2, - No3)(N;, + N03) 
[3(N3O + N,a)2 - (N2, + NO3)^] 
(34) 
06 = (N20 -N02) [(N30 + N.2): - (N2, + N03)'] + 
4N„ (N30 + N,2) (N2, + NO)) 
(35) 
07 = (3N2, - N03) [(N30 + N,2)^ - 3(N2, + N03)'] + 
(3N,2 - N3o)(N2, +N03) [3(N30 + N,2)' - (N21 + N03)]' 
(36) 
These moments have been shown to be invariant to translation, rotation, and scale 
changes by Hu (1962). 
The theory of moments has been used for shape recognition and identification 
process. Alt (1962) used moment invariant technique to recognize letters and numerals 
of a particular printed fonts. Hall et al. (1975) used spatial moments as one of the 
selected features in the categorization of opacities in medical chest X-rays. Dudani et 
al. (1975) applied moment invariant technique to identify aircrafts. Wang et al. (1978) 
used the invariant moment as a similarity measure to match radar images with optical 
images. Goshtashy (1985) used normalized invariant moments for template matching 
of rotated images. Two second order moment invariant were used as two shape 
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features for Oyster hinge line detection (Li et al. 1990). 
B.2. Algorithm implementation and procedure 
The moments for a digital boundary can be calculated by using the equation (18). 
But the direct implementation of equation (18) is very time consuming. Zakaria et. al 
(1988) devised a fast algorithm to compute higher order moments. He showed that, 
this method known as "delta method", is 35 times faster than the conventional method. 
Wilf et al. (1985) presented another method of computing higher order moments from 
the chain-links of a chain coded boundary. 
In this study, at first both the methods were considered as the potential method for 
computing higher order moments. Though the basic concept for calculation of moment 
was same for both the methods, the algorithmic implementation techniques were not the 
same. Before implementing either of these two method into a software program, a 
comparison of time complexity analysis was conducted for both methods. Table 3 
shows the comparison of the two methods for calculation of moments only because both 
the algorithms use the same procedure for subsequently calculating normalized central 
moments and invariant moments. 
From Table 3, it was found that for an image of 480 rows and 160 columns, the 
multiplication and the addition requirement for chain-link algorithm is 6.8 times and 3.9 
times more than that for delta algorithm. This comparison proved that for an image of 
480 rows and 160 columns, delta algorithm is at least (6,8 4- 3.9/2 = 8.75) 8 times 
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faster than the chain-link algorithm and is definitely faster for a 480 X 512 image. The 
delta algorithm was implemented in this present study (Appendix A). A program was 
written in Microsoft PASCAL to implement the algorithm. The equations 16-36 were 
used to calculate central moments and seven invariant moments. The seven invariant 
moments constituted the seven features to represent the shape of the images of the ears 
of com. 
B.3. Classification rules 
In this approach, two classification rules were used: 1) distance weighted k nearest 
neighborhood 2) sum of the distance of k nearest neighborhood. These two methods 
are described below. 
1. Distance weighted k nearest neighborhood! Let Pj be the feature vector 
associated with any training set of any shape j. When an unknown pattern or feature 
P'is to be classified, the K nearest neighbors of P'(according to a suitable metric) are 
found among the given samples constituting the training set. Let these K nearest 
neighbors of P' are denoted as 
Pjwm' for w = I, 2, ... k and moment m = 1 .... 7. (37) 
The neighbors are ordered so that Pj,' is the nearest and Pj^' is the farthest 
neighbors for any m. Also let the corresponding distances of these neighbors from the 
unknown pattern P' be given by dj^m, w = 1, 2, .. k. A weight Wj„ attributed to the 
wth nearest neighbor can be defined as 
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(djk - djw )/(djk - dji) , for dj^ = dj, and any m 
1 , for djw = dji and any m 
(38) 
Wj = Sn=i ' Wjm for all three shapes j = 1 .. 3 (39) 
The distance weighted k nearest neighborhood rule then assigns the unknown 
pattern P' to the class j for which occurrence Wj is maximum. 
2. Sum of distance of k nearest neighborhood rule This classification rule 
is similar to the distance weighted k nearest neighborhood rule. However, instead of 
finding the weight among the distances of k nearest neighbor of unknown feature P', 
the sum of the distances (SDjJ of k nearest neighborhood is found where: 
for nearest neighbor w = 1, 2 k and 
three shapes j = 1,2, and 3 and moments m = 1., 7 
Then the classification rule assigns the unknown feature P' to any class j for which 
the occurrences of SDj„ is minimum. 
SDjm - S djw (40) 
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B.4. Training set and classification 
The training set for the classification process consisted of five samples of ears com 
chosen from each shape class as discussed in the previous section. The images of the 
training sets for three shapes are shown in Figure 7, 8, and 9 respectively. Table 4 
shows the seven invariant moments of training sets. 
The moment invariant procedure for shape classification was tested for eighty 
randomly selected ears of com. The images of the ears of com were digitized and the 
seven invariant moments were extracted from the boundary of each image. The 
invariant moments of any given ear com constituted the feature vector P". The feature 
vector was tested against the features of training set using two different classification 
processes to classify the shape into one of the shape classes (Figure 11). In each 
classification technique, the value of K was taken as four (see equation 37 and 40). In 
other words, for any moment feature, out of 5 training samples available for any shape, 
4 nearest neighbors were used in the classification process. 
C. Knowledge Based Heuristic Approach 
Accurate shape description of biological or natural objects may not be always 
feasible with totally mathematical based algorithms. To deal with the complexities of 
the problem, various researchers have used the knowledge based heuristic approach 
(Ballard & Brown, 1988). In the knowledge based heuristic approach of shape 
recognition, the shape recognition process of the particular object by a human vision 
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system is analyzed and the knowledge of the process is derived. The acquisition of 
knowledge is performed in consultation with several human experts. 
From the acquired knowledge, procedural steps are derived to describe the whole 
recognition and classification process of the particular object. From the procedural 
steps, the key parameters are identified and procedural rules are constructed to form 
a knowledge base for the shape recognition process of the particular object. The 
knowledge base is incorporated in the image analysis program to perform the shape 
recognition and classification process. The knowledge base is tested and necessary 
modification in the knowledge based rules are made in consultation with the experts. 
C.l. Procedure 
The curators of the North Plant Introduction Station in Ames, Iowa were chosen 
to be the human experts for the system. The author served as the knowledge engineer 
and worked with the experts to acquire the required knowledge used by the experts in 
the shape classification processes. Procedural steps for the shape classification as used 
by the experts were developed. From the procedural steps, the key features were 
identified and several knowledge based rules were developed. These rules were 
incorporated in the image classification program to perform the shape classification. 
The objective of the heuristic based system was to classify any given unknown 
shape of ear com into one of the three non-round shape classes, i.e. cylindrical, conical 
and cylindrical-conical. 
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The image acquisition and boundary extraction procedure has already been 
described in this section earlier. After the boundary of the ear com was extracted, the 
top 1 cm and the bottom 1 cm width information of the image was discarded because 
the curators don not take these regions into consideration for shape classification. The 
width information of the rest of the boundary was averaged over a window of 0.5 cm. 
and was stored. Five width features Ml, M2, ... M5 (Figure 12) were extracted from 
the average width information. The heuristic based locations for extracting these width 
information are shown in Figure 12. 
The five widths were treated as the initial attributes to the heuristic classification 
system. Other attributes based on these width features and their hierarchy for the 
system are shown in Figure 13. The decision tree for the knowledge based heuristic 
classification system to determine top_shape and bot_shape attributes is shown in Figure 
14. The decision tree to determine the final shape form, top_shape or bot_shape, is 
shown in Figure 15. The heuristic classification system follows the forward chaining 
strategy. The rules for the classification systems consists of IF-THEN rules and all the 
rules use only the logical AND connectives. Table 5 describes the heuristic rules used 
in the development of the heuristic classification system. 
The numerical threshold values for the attributes were determined using training set 
of ears of com. The attributes top_shape and bot_shape, which can have the value 
either cone or cylinder, together provided the final shape which represents the inference 
or conclusion of the shape classification system. 
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Eighty randomly selected ears of com of different sizes and shapes were then used 
to test the knowledge based shape classification system. The shapes of these ears of 
com were determined by two experts. The performance of the system was evaluated 
by comparing the shape class determined by the computer with the shape class 
determined by the experts. 
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RESULTS AND DISCUSSION 
The images of eighty randomly selected ears of com are shown in Appendix B. The 
fractal based features (fractal dimension, fractal perimeter, and fractal-shape-factor) and 
aspect ratio for these ears of com are shown in Table 6. The original shapes of the 
images of the ears of corns and the shape class as assigned by two classification mles 
(1. average Euclidean distance classifier, and 2. Absolute distance classifier) are also 
shown in Table 6. It was found that fractal based approach with the average Euclidean 
distance classifier classified 48 ears of com into their respective shape classes correctly 
and thus provided an accuracy of 60% in shape classification. On the other hand, the 
accuracy in the shape classification was 57% with absolute distance classifier. 
The average distance classifier showed a classification accuracy of 86% for 
cylindrical ears of com i.e. classified 43 ears of com correctly into their shape class 
of "cylinder" out of 50 cylindrical ears of com present in the test sample of 80. The 
absolute distance classifier had an accuracy of 84% for classifying the cylindrical 
shapes of ear com only. Both classifiers could not attain high accuracies in classifying 
the cylindrical-conical shaped ears of com. The accuracies obtained by both classifiers 
for classifying the conical ears of com was 58%. 
Table 7 shows the seven moment invariant features of eighty randomly selected ears 
of com. The comparison of their original shapes with the shape class as assigned by 
two classification rules (1. distance weighted K nearest NN, and 2. sum of distance of 
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K NN) are also shown in Table 7. The highest overall accuracy obtained in the shape 
classification in the moment invariant approach was 63% using distance K NN 
classification rule. The sum of distance K NN classification rule yielded 59% 
accuracy. 
The distance weighted K NN classification rule could classify cylindrical shapes of 
ears of com with 92% accuracy. The sum of distance classification rule, on the other 
hand, correctly classified 45 ears of com as cylindrical, showing an accuracy of 90%. 
The distance weighted K NN rule provided more accuracies than that provided by the 
sum of distance of K NN classification rules for cylindrical shapes. However, the 
distance weighted K NN approach could not classify the cylindrical-conical shapes ears 
of com with high accuracies. The highest accuracy obtained was only 30%. Similarly, 
the highest accuracies obtained for classification of conical shapes was 58%. 
The heuristic width features Ml, M2, M3, M4 and M5 for each of the ears of com 
as well as the shape class determined by the heuristic approach and by human experts 
are presented in Table 8. The overall accuracy in shape classification for eighty ears 
of com was 96%, i.e. the algorithm could classify 77 ears of com correctly into their 
respective shape classes. 
Figure 16 (a), (b), and (c) shows the picture of the three ears of com misclassified 
by the heuristic based classification system. On consultation with the experts, it was 
found that the shapes of the ears of corn in Figure 16(a), and 16(b) were abnormal and 
generally did not occur. These types of the shapes of ears of com are generally 
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rejected and are not taken into consideration for germplasm characterization. The ear 
com image shown in Figure 16(c), was classified as conical by the human experts but 
heuristic classification system classified them as cyl-conical. 
Table 9 compares the overall accuracies in shape classification obtained by the three 
different approaches. Computer time required for each of the shape classification 
approach is shown in Table 10. It was found that the fractal based approach consumed 
the most time of all the approaches did. The moment invariant approach consumed 
30% more time than that consumed by the heuristic approach. The heuristic approach 
took an average of 5.2 sees for shape classification and was the fastest. Because of the 
nature of the algorithms, it was obvious that the fractal based approach and the moment 
invariant approach took more time for shape classification. It may be noted that the 
moment based approach used a faster algorithm than the conventional time consuming 
algorithm. 
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CONCLUSIONS 
The following conclusions were derived from this study 
• The fractal based approach, the moment invariant approach and the heuristic 
approach could classify shapes of ears of com with 60%, 63% and 96% accuracies 
respectively. 
• The heuristic approach was also found to be the most time efficient in comparison 
to the other two shape classification approaches. 
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Figure 1. A generalized schema of shape classification process 
Code for Earshape 
V T 9  3 
-tx 
o 
Figure 2. Five sample templates used in Plant Introduction Station, Ames to code different shapes of ear com. 
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Figure 3. (a) The digitized image of an ear of com. (b) the background 
removed image (c) the extracted boundary of the image 
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C L T Y  •  C I R C U L A R I T Y  
IF CLTY >- 0.96 NO 
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Figure 4. Flow chart for shape determination of ear com 
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Figure 5. Boundaries of eighteen different ears of com 
and their fractal dimensions 
Fractal dimension: 1.027 Y • 1.027 X + 7.057 
R square : 0.998 
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1.7 -1.6 -1.5 -1.4 -1.3 -1.2 2 -1.9 -1 
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Figure 6. Determination of fractal dimension of the boundary of a typical ear of com. The slope 
of the regresion line is equal to the fiactal dimension 
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Figure 7. Five images of ears of com used as training set for conical shapes 
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Figure 8. pive images of ears of com used as training set for cylindrical shapes 
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Figure 9. Five images of ears of com used as training set for cylindrical-conical shapes 
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Figure 10. Shape classification of ear com images using 
fractal based approach 
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Figure 11. Shape classification process of ear com images using 
moment invariant approach 
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Figure 12. Width feature extraction locations on the image 
of ear com 
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Figure 13. Shape classification hierarchy 
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Figure 14. Decision tree for shape determination of non-round 
ear com from width features 
FINAL SHAPE CONICAL CYL-CONICAL CYLINDRICAL 
TOP-SHAPE BOT-SHAPE 
1 - CONICAL 
2-CYLINDRICAL 
Figure 15. Decision tree for shape determination of 
non-round ear corns 
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Figure 16. The images of three ears of com misclassified by the 
heuristic shape classification process 
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Table 1. Aspect ratio and other fractal features for training set of three shapes 
Sample 1 SampleZ Sample 3 Sample 4 Sample 5 
Cylinder 
Fractal 
Dimension 
Fractal 
Perimeter 
0.968 
Fractal 
Shape Factor 0.155 
Aspect Ratio 3.941 
0.885 0.927 1.111 0.981 
789.76 839.46 829.82 784.98 1084.17 
0.075 0.110 0.374 0.142 
4.125 4.134 3.840 5.776 
Conical 
Fractal 
Dimension 
Fractal 
Perimeter 
1.028 
Fractal 
Shape Factor 0.227 
Aspect Ratio 3.461 
Cylindrical-Conical 
Fractal 
Dimension 
Fractal 
Perimeter 
1.005 
1.052 
0.236 
4.987 
0.951 0.967 0.981 
880.07 903.11 760.13 797.40 1005.00 
0.967 
0.130 
3.912 
0.145 0.350 
3.790 4.069 
1.080 1.105 0.992 
1082.30 896.28 864.06 714.63 573.09 
Fractal 
Shape Factor 0.171 0.149 0.296 
Aspect Ratio 5.05 4.121 4.365 
0.361 0.205 
3.144 2.611 
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Table 2. An example of undesirable normalization 
cylinder 
unnormal-
ized 
Cylinder Conical Conical 
normal- unnormal- normal­
ized ized ized 
Fractal 
Dimension 0.968 -0.579 1.028 -0.578 
Fractal 
Perimeter 789.76 1.732 880.07 1.732 
Fractal 
Shape 
Factor 0.155 -0.582 0.227 -0.581 
Aspect Ratio 3.941 -0.571 3.461 -0.572 
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Table 3. Comparison of time complexities of two methods for calculation of moment 
invariant 
Method No. of additions No. of Multiplications 
Chain Link 31 per link 64 per link 
Delta 21 per row 25 per row 
Chain Link 39680 per image* 81920 per image 
Delta 10008 per image 12000 per image 
* The image in this case generally consists of 480 rows x 160 
columns. 
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Table 4. Seven invarinat moments for training sets for three non-round shapes of ears 
of com 
Sample 1 Sample 2 sample 3 Sample 4 sample 5 
CYL 
Moment 1 0.94251 1.06318 0.99153 1.10075 0.6849 
Moment 2 2.07706 2.37686 2.19629 2.4706 1.48266 
Moment 3 7.26697 7.28227 8.9284 10.83 8.52423 
Moment 4 7.82161 7.94453 9.49856 11.581 8.83323 
Moment 5 15.3697 15.5595 18.712 22.7959 17.512 
Moment 6 8.89825 9.1449 10.5968 12.8642 9.57556 
Moment 7 17.806 18.4207 23.7051 24.7825 21.7194 
CONE 
Moment 1 1.08184 0.74554 1.02627 0.97809 0.95623 
Moment 2 2.43793 1.62159 2.2877 2.17661 2.11375 
Moment 3 6.46806 5.67924 6.17767 5.59851 6.52405 
Moment 4 7.18832 6.04275 6.71118 6.35238 7.0433 
Moment 5 14.0168 11.9037 13.1556 12.4281 13.8273 
Moment 6 8.41047 6.83561 7.8551 7.44287 8.10376 
Moment 7 17.6071 18.776 18.5895 16.2001 17.502 
CYL-CONE 
Moment 1 0.95705 1.19178 0.80825 1.00143 1.41149 
Moment 2 2.11314 2.73468 1.76572 2.22165 3.40622 
Moment 3 6.62174 6.32338 6.64491 7.18186 8.05162 
Moment 4 7.13785 7.05383 7.04582 7.76091 9.40563 
Moment 5 14.0182 13.7424 13.8914 15.2324 18.154 
Moment 6 8.20188 8.42144 7.93219 8.87308 11.1659 
Moment 7 17.3907 18.6818 17.7321 19.2481 19.7589 
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Table 5. IF-THEN rules for developing the heuristic shape classification 
system 
RULE 001 : IF (M2-M1) IS LESS THAN 8 
THEN 
TOP_SHP_QTR IS CYLINDER 
RULE 002 : IF (M2-M1) IS GREATER THAN OR EQUAL TO 8 
THEN 
TOP SHP QTR IS CONE 
RULE 003 : IF (M3-M2) IS LESS THAN 8 
THEN 
BOT_SHP_QTR IS CYLINDER 
RULE 004 : IF (M3-M2) IS GREATER THAN OR EQUAL TO 8 
THEN 
BOT_SHP_QTR IS CONE 
RULE 005 ; IF (TOP_SHP_QTR IS CYILNDER) AND 
( (M2-M4) IS GREATER THAN OR EQUAL TO 11) 
THEN 
TOP_SHAPE IS CONE 
RULE 006 : IF (TOP_SHP_QTR IS CYLINDER) AND 
( (M2-M4) IS LESS THAN OR EQUAL TO CONE) 
THEN 
TOP_SHAPE IS CONE 
RULE 007 : IF (TOP_SHAPE_QTR IS CONE) 
THEN 
TOP_SHAPE IS CONE 
RULE 008 ; IF (BOT_SHP_QTR IS CYLINDER) AND 
( (M5 -M2) IS GREATER THAN OR EQUAL TO 10) 
THEN 
BOT_SHAPE IS CYLINDER 
RULE 009 : IF (BOT_SHP_QTR IS CYLINDER) AND 
( (M2 IS GREATER THAN M5) 
THEN 
BOT SHAPE IS CYLINDER 
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Table 5. (con.) 
RULE 010 ; IF (BOT_SHP_QTR IS CYLINDER) AND 
( (M5-M2) IS LESS THAN OR EQUAL TO 10 ) 
THEN 
BOT_SHAPE IS CYLINDER 
RULE Oil : IF (BOT_SHP_QTR IS CONE) AND 
( (M5-M2) IS LESS THAN 8) 
THEN 
BOT_SHAPE IS CYLINDER 
RULE 012 ; IF (BOT_SHP_QTR IS CONE) AND 
( ( M5-M2) IS GREATER THAN OR EQUAL TO 8) 
THEN 
BOT_SHAPE IS CONE 
RULE 013 : IF ( TOP_SHAPE IS CONE) AND 
( BOT_SHAPE IS CONE) 
THEN 
SHAPE IS CONICAL 
RULE 014 : IF ( TOP_SHAPE IS CONE) AND 
( BOT_SHAPE IS CYLINDER) 
THEN 
SHAPE IS CYLINDRICAL-CONICAL 
RULE 015: IF ( TOP_SHAPE IS CYLINDER) AND 
( BOT_SHAPE IS CYLINDER) 
THEN 
SHAPE IS CYLINDER 
Table 6. Shape features of eighty ears of com and comparison of their shapes with shapes by fractal based approach 
Fractal Shape by Fractal based Approach 
Image Fractal Fractal Shape Aspect Original Avg. Ecd. Abs. Ecd. 
No. Dimension Perimeter Factor Ratio Shape distance distance 
1 1.213 798.539 0.6191 3.892 cyl-cone cone cone 
2 0.9931 809.55 0.1730 3.727 cone cone cone 
3 0.972 8332-47 0-1531 3.215 cyl cyl cyl 
4 0.93137 482.20 0-1489 2-080 cyl cyl cyl 
5 1.1578 993-33 0-421 5.519 cyl cyl-cone cyl-cone 
6 1.1405 556-019 0-456 2.716 cyl-cone cone cone 
7 1.1778 912-3 0.4576 5.038 cyl cyl cyl 
8 0-7920 700-147 0.3804 3.120 cyl cyl cyl 
9 1.0329 908-86 0.2110 4-86 cone cone cone 
10 0.908 890-601 0.09 4.62 cyl-cone cone cone 
11 0-7350 789-419 0.184 3.395 cyl cyl cyl 
12 1.12384 930.139 0.379 3.950 cyl cyl cyl 
13 1.023 762.023 0.389 3-982 cyl cyl cyl 
14 1.190 999.01 0.482 4.54 cyl cyl-cone cone 
15 1.152 858-392 0.323 3.962 cyl cyl cyl 
16 1.089 782.35 0.221 3.29 cyl cyl cyl 
17 1.113 889.28 0.482 4.39 cyl cyl cyl 
18 1.098 810.35 0.512 3.98 cyl cyl cyl 
Table 6. (con.) 
Fractal 
Image Fractal Fractal Shape Aspect 
No. Dimension Perimeter Factor Ratio 
19 1.108 738.23 0.389 3.26 
20 1.1121 828.23 0.412 3.23 
21 0.899 656.34 0.321 2.82 
22 1.009 638.24 0.3198 2.99 
23 1.182 837.96 0.484 4.499 
24 1.119 792.89 0.462 3.97 
25 1.003 821.58 0.392 3.868 
26 1.118 819.29 0.465 3.92 
27 0.998 792.32 0.293 3.76 
28 1.119 899.25 0.483 4.92 
29 1.125 767.98 0.395 3.97 
30 0.875 585.39 0.296 2.29 
31 1.212 982.89 0.482 4.232 
32 1.093 803.23 0.398 3.87 
33 1.201 796.30 0.420 4.129 
34 1.198 862.90 0.325 3.798 
35 1.113 835.96 0.486 3.22 
36 1.189 892.06 0.390 3.46 
Shape by fractal based approach 
Original Avg. Ecd. Abs. Ecd. 
Shape distance distance 
cyl cyl cyl 
cyl cyl cyl 
cyl-cone cone cone 
cyl cyl cyl 
cyl cyl cyl 
cyl cyl cyl 
cyl-cone cone cone 
cyl cyl cyl 
cone cone cone 
cyl cyl cyl 
cyl-cone cone cone 
cyl-cone cyl cone 
cyl cyl cyl 
cyl cone cyl-cone 
cone cyl cyl-cone 
cyl cyl cyl 
cyl-cone cone cone 
cyl-cone cone cone 
Table 6. (con.) 
Fractal 
Image Fractal Fractal Shape Aspect 
No. Dimension Perimeter Factor Ratio 
37 0.989 689.21 0.209 3.16 
38 1.009 722.80 0.312 3.716 
39 1.190 896.21 0.462 4.169 
40 1.081 672.91 0.289 3.112 
41 1.120 689.23 0.312 4.125 
42 1.189 926.79 0.487 5.260 
43 1.162 892.17 0.492 5.002 
44 1.129 903.71 0.472 4.923 
45 1.086 829.15 0.391 4.715 
46 1.192 899.99 0.562 4.96 
47 1.149 792.58 0.497 4.82 
48 1.118 786.26 0.469 3.96 
49 0.872 592.03 0.296 2.90 
50 1.116 781.29 0.312 3.28 
51 1.196 929.70 0.492 4,96 
52 1.160 902.80 0.480 3.97 
53 1.157 982.19 0.512 4.12 
54 1.183 992.82 0.476 4,26 
Shape by fractal based approach 
Original Avg. Ecd. Abs. Ecd. 
Shape distance distance 
cyl cyl cone 
cyl-cone cone cone 
cyl-cone cone cone 
cyl cyl cyl 
cyl-cone cone cone 
cone cyl-cone cyl-cone 
cyl cone cone 
cyl cone cone 
cyl cyl cyl 
cone cyl-cone cyl-cone 
cyl-cone cyl-cone cyl-cone 
cone cone cyl-cone 
cyl cyl cyl 
cyl cyl cyl 
cyl cone cone 
cyl cone cone 
cyl-cone cone cone 
cyl cyl cyl 
Table 6. (con.) 
Fractal 
Image Fractal Fractal Shape Aspect 
No. Dimension Perimeter Factor Ratio 
55 1.098 882.36 0.391 H H 
56 1.118 992.10 0.496 4.92 
57 1.221 1001.29 0.492 5.215 
58 1.009 852.39 0.398 4.02 
59 1.110 881.52 0.482 4.86 
60 1.123 890.72 0.490 4.89 
61 1.161 938.90 0.489 4.96 
62 1.125 922.26 0.482 3.99 
63 1.130 919.92 0.476 4.11 
64 0.992 812.19 0.431 3.13 
65 1.129 900.29 0.472 4.22 
66 1.142 912.42 0.461 4.37 
67 1.258 933.28 0.472 4.59 
68 1.196 898.97 0.481 4.92 
69 1.146 898.29 0.475 4.88 
70 1.226 956.62 0.521 5.19 
71 1.152 879.29 0.392 4.62 
72 1.142 822.35 0.410 4.69 
Shape by Moment Inv. Approach 
Original Avg. Ecd. Abs. Ecd. 
Shape distance distance 
cyl cyl cyl 
cyl cyl-cone cyl-cone 
cyl cyl-cone cyl-cone 
cyl cone cone 
cyl cyl cyl 
cyl cyl cyl 
cyl-cone cone cyl-cone 
cyl-cone cone cone 
cyl-cone cyl cyl 
cyl-cone cone cone 
cyl cyl cyl 
cyl cyl cyl 
cyl-cone cyl-cone cyl-cone 
cyl-cone cone cone 
cyl cyl cyl 
cyl cyl cyl 
cyl cyl cyl 
cyl cyl cyl 
Table 6. (con.) 
Fractal Shape by frctal based approach 
Image Fractal Fractal Shape Aspect Original Avg. Ecd. Abs. Bed. 
No. Dimension Perimeter Factor Ratio Shape distance distance 
73 1.182 972.90 0.482 5.01 cyl-cone cyl-cone cyl-cone 
74 1.170 998.92 0.523 5.35 cyl cyl cyl 
75 1.110 892.83 0.460 4.71 cyl cyl cyl 
76 1.162 902.79 0.496 4.81 cyl cyl cyl 
77 1.196 987.10 0.521 5.23 cyl cyl cyl 
78 1.143 892.12 0.519 4-92 cyl-cone cyl cyl 
79 1.187 921.90 0.472 4.87 cyl-cone cyl-cone cyl-cone 
80 1.124 868.36 0.460 3.99 cyl cone cone 
Table 7. Seven moment invariants for eighty randomly selected ears of com and comparison of their shapes with shape class 
assigned by two classification techniques of moment invariant apparoach 
Sum of 
Img. 
No. MTl MT2 MT3 MT4 MT5 MT6 MT7 
Original 
Shape 
Dist. 
KNN 
Dist. 
KNN 
1 0.962 2.115 6.702 7.132 14.116 8.301 17.23 cyl-cone cyl-cone cyl-cone 
2 0.972 2.192 5.612 6.330 12.490 7.456 16.200 cone cone cone 
3 1.079 2.370 7.292 7.939 15.612 9.129 18.390 cyl cyl cyl 
4 0.941 2.069 7.259 7.792 15.412 8.823 17.625 cyl cyl cyl 
5 1.119 2.512 10.810 11.579 22.701 12.862 24.792 cyl cyl cyl 
6 0.682 1.501 5.592 6.039 11.882 6.825 18.772 cyl-cone cyl-cone cyl-cone 
7 1.064 2.352 7.292 7.942 15.552 9.621 18.229 cyl cyl cyl 
8 0.686 1.492 8.522 8.900 17.499 9.570 21.792 cyl cyl cyl 
9 1.069 2.001 7.289 8.001 15.581 9.152 18.511 cone cyl cyl 
10 0.949 2.006 6.822 7.90 14.112 8.920 17.462 cyl-cone cone cone 
11 0.710 1.456 8.514 8.823 17.200 21.57 21.719 cyl cyl cyl 
12 1.078 2.392 7.326 7.942 15.216 9.119 18.200 cyl cyl cyl 
13 8.991 2.193 8.890 9.498 16.133 10.592 23.705 cyl cyl cyl 
Table 7. (con.) 
Img. 
No. MTl MT2 MT3 MT4 MT5 
14 1.100 2.570 10.83 11.590 22.791 
15 0.720 1.492 8.601 8.833 17.812 
16 0.721 1.482 8.600 8.839 17.612 
17 1.109 2.482 10.840 11.589 22.842 
18 1.053 2.392 7.323 8.396 15.416 
19 1.054 2.412 7.296 8.129 15.311 
20 1.112 2.473 7.636 8.293 15.429 
21 0.952 2.112 6.589 7.113 13.912 
22 0.942 2.081 7.322 7.853 15.392 
23 0.992 2.197 8.921 9.399 18.692 
24 1.972 2.391 7.301 7.932 15.561 
25 1.023 2.312 6.203 6.723 13.161 
26 1.072 2.301 7.326 7.992 16.002 
Sum of 
Original Dist. Dist. 
MT6 MT7 Shape KNN KNN 
12.942 24.920 cy cyl cyl 
10.100 21.719 cyl cyl cyl 
9.572 21.720 cyl cyl cyl 
12.890 24.821 cyl cyl cyl 
9.069 18.221 cyl cyl cyl 
9.124 18.019 cyl cyl cyl 
9.469 18.223 cyl cyl cyl 
8.1002 17.401 cyl-cone cone cone 
8.896 17.802 cyl cyl cyl 
10.598 23.686 cyl cyl cyl 
9.145 18.421 cyl cyl cyl 
7.861 18.662 cyl-cone cone cone 
9.200 18.992 cyl cone cone 
Table 7. (con.) 
Img. 
No. MTl MT2 MT3 MT4 MT5 
27 1-012 2.300 6.229 7.012 15.006 
28 1.111 2.502 10.921 11.620 22.812 
29 1.120 2.459 6.512 7.229 14.029 
30 0.949 2.092 6.4920 7.038 13.901 
31 1.131 2.512 10.931 11.612 22.861 
32 1.059 2.402 7.326 7.952 15.603 
33 1.029 2.313 6.179 6.808 13.157 
34 1.113 2.471 10.856 11.601 22.796 
35 1.192 2.743 6.368 7.129 13.841 
36 1.209 3.409 8.125 9.396 18.231 
37 0.704 1.474 8.512 8.846 17.525 
38 1.091 2.436 6.502 7.189 14.025 
39 1.029 2.346 6.179 7.023 13.157 
MT6 MT7 
Original Dist. 
Shape KNN 
Sum of 
Dist. 
KNN 
7. 929 
00 H
 692 
13. 001 27. 780 
8. 502 17. 602 
8. 104 17. 619 
H
 
to
 
872 24. 901 
9. 129 18. 397 
7. 856 18. 592 
12. 873 24. 783 
8. 444 18. 697 
H
 
H
 256 19. 857 
9. 585 21. 609 
8. 412 17. 608 
7. 856 19. 260 
cone cyl-cone 
cyl cyl 
cyl-cone cone 
cyl-cone cone 
cyl cyl 
cyl cyl 
cone cone 
cyl cyl 
cyl-cone cyl-cone 
cyl-cone cyl-cone 
cyl cyl 
cyl-cone cone 
cyl-cone cone 
cyl-cone 
cyl 
cone 
cone 
cyl 
cyl 
cone 
cyl 
cyl-cone 
cyl-cone 
cyl 
cone 
cone 
Table 7. (con.) 
Img. 
No. MTl MT2 MT3 MT4 MT5 
40 0.936 2.082 7.308 7.829 15.423 
41 0.989 2.187 5.622 6.402 12.456 
42 1.091 2.481 6.471 7.196 14.032 
43 1.072 2.448 6.491 7.189 15.610 
44 1.096 2.449 7.362 7.502 15.023 
45 0.982 2.192 5.606 6.396 12.434 
46 1.019 2.386 10.792 11.488 20.661 
47 0.9961 2.162 5.523 6.313 12.396 
48 1.073 2.426 6.445 7.198 14.006 
49 0.900 2.006 7.116 7.903 15.112 
50 1.066 2.408 7.309 7.945 15.562 
51 1.122 2.754 6.330 7.068 13.742 
52 1.100 2.480 10.599 11.556 21.932 
MT6 MT7 
Original Dist. 
Shape KNN 
Sum of 
Dist. 
KNN 
8.921 17.902 cyl cyl cyl 
7.459 16.421 cyl-cone cone cone 
8.420 17.608 cone cone cone 
9.162 18.393 cyl cyl cyl 
8.429 18.461 cyl cone cone 
7.458 16.201 cyl cone cone 
12.863 19.246 cone cyl-cone cyl-cone 
7.509 17.008 cyl-cone cone cone 
8.412 17.599 cone cone cone 
8.992 17.902 cyl cyl cyl 
9.145 18.430 cyl cyl cyl 
8.421 18.499 cyl cyl-cone cyl-cone 
11.790 23.705 cyl cyl cyl 
Table 7. (con.) 
Img. 
No. MTl MT2 MT3 MT4 MT5 
53 1.092 2.505 6.508 7.192 14.326 
54 1.118 2.501 11.029 11.881 22-865 
55 1.118 2.226 6-644 7.096 13.499 
56 1-091 2.473 6.520 7.198 14.260 
57 1.101 2.296 5.602 7.112 13-803 
58 1.044 2.438 6.187 6.790 14.006 
59 1.106 2-497 10.920 11-592 22.860 
60 1.196 2-199 6.509 7.056 14.111 
61 0.971 2-108 7.267 7.900 15.306 
62 1.072 2.444 6.999 8.002 15.602 
63 1.066 2.113 7.303 7.823 15.609 
64 1.072 2.469 6.426 7.182 14.560 
65 0.960 2-082 7.276 7.823 15-390 
Sum of 
Original Dist. Dist. 
MT6 MT7 Shape KNN KNN 
8-427 17.607 cyl-•cone cone cone 
13-703 22.780 cyl cyl cyl-cone 
8-870 19-681 cyl cyl-cone cyl-cone 
8.420 18.722 cyl cone cone 
8.192 17.498 cyl cone cone 
7-856 18.596 cyl cone cone 
12.902 23.808 cyl cyl cyl 
9.006 19.212 cyl cyl-cone cyl-cone 
8.902 17.902 cyl--cone cone cone 
9-154 17-902 cyl--cone cone cone 
9-159 18-436 cyl--cone cone cone 
8.417 18-220 cyl--cone cone cone 
8.902 18-906 cyl cyl cyl 
Table 7. (con.) 
Img. 
No. MTl MT2 MT3 MT4 MT5 
66 1.073 2.386 7.332 7.950 15.562 
67 1.052 2.282 7.316 8.111 15.602 
68 1.048 2.201 6.996 7.602 16.001 
69 1.071 2.462 6.456 7-288 14.029 
70 1.113 2.420 10.911 11.602 22.806 
71 1.391 3.396 8.115 9.392 18.256 
72 1.081 2.411 7.327 7.988 16.549 
73 1.068 2.444 7.320 7.956 16.595 
74 1.170 2.683 6.353 7.069 13.829 
75 1.072 2.288 7.302 8,002 16.009 
76 1.088 2.466 7.303 8.006 16.113 
77 1.113 2.769 6.452 7.066 14.119 
78 0.992 2.823 7.228 8.115 15.231 
MT6 MT7 
Original Dist. 
Shape KNN 
Sum of 
Dist. 
KNN 
9. 152 18. 420 
9. 152 18. 770 
10. 153 17. 962 
8. 104 18. 269 
13. 903 24. 802 
11. 170 19. 856 
9. 159 19. 232 
10. 502 20. 223 
8. 450 18. 690 
9. 159 18, 437 
9. 149 18. 437 
8. 434 18. 788 
9. 346 19. 280 
cyl cyl 
cyl-cone cyl 
cyl-cone cyl 
cyl cone 
cyl cyl 
cyl cyl 
cyl cyl 
cyl-cone cyl 
cyl cyl 
cyl cyl 
cyl cyl 
cyl cyl 
cyl-cone cone 
cyl 
cyl 
cyl 
cyl 
cyl 
cyl-cone 
cyl-cone 
cyl 
cyl-cone 
cyl 
cyl 
cyl 
cone 
Table 7. (con.) 
MTl MT2 MT3 MT4 MT5 
79 1.072 2.512 7.442 8.113 16.215 
80 1.219 3.402 7.515 7.942 16.332 
Sum of 
Original Dist. Dist. 
MT6 MT7 Shape KNN KNN 
9.257 19.223 cone cone cone 
10.119 20.312 cyl cyl-cone cyl-cone 
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Table 10. Width features of randomly selected eighty ears of com and the comparison of 
their shapes those as determined by heuristic program 
Image 
No. Ml 
Width 
M2 
Features 
M3 M4 M5 
Shape by 
Heuristic 
Original 
Shaoe 
1 86 95 100 78 97 cyl-con cyl-con 
2 72 80 88 63 93 cone cone 
3 83 83 80 83 79 cyl cyl 
4 90 93 87 86 78 cyl cyl 
5 72 76 79 66 80 cyl cyl 
6 71 81 87 62 83 cyl-cone cyl-cone 
7 67 71 72 64 75 cyl cyl 
8 87 94 98 84 96 cyl cyl 
9 64 72 80 59 86 cone cone 
10 74 83 88 67 89 cyl-cone cyl-cone 
11 68 71 73 72 74 cyl cyl 
12 93 92 97 81 94 cyl cyl 
13 72 76 77 71 73 cyl cyl 
14 72 81 83 71 72 cyl-cone cyl-cone 
15 94 92 92 89 97 cyl cyl 
16 72 76 76 65 74 cyl cyl 
17 101 106 105 95 98 cyl cyl 
18 79 84 87 72 83 cyl cyl 
19 92 93 93 86 70 cyl cyl 
20 82 84 92 80 91 cyl cyl 
21 55 66 70 50 69 cyl-cone cyl-cone 
22 57 58 61 54 58 cyl cyl 
23 79 85 89 76 85 cyl cyl 
24 102 106 107 98 104 cyl cyl 
25 77 86 88 68 84 cyl-cone cyl-cone 
26 97 100 97 91 87 cyl cyl 
27 86 94 107 80 111 cone cone 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
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Width Features Shape by 
Heuristic 
Original 
Shape Ml M2 M3 M4 M5 
106 111 111 104 104 cyl cyl 
76 88 95 65 93 cyl-cone cyl-cone 
81 92 93 74 89 cyl-con cyl-con 
90 96 98 87 99 cyl cyl 
94 97 95 80 90 cyl cyl 
81 88 95 74 99 cone cone 
70 75 73 76 79 cyl cyl 
67 75 79 61 80 cyl-cone cyl-cone 
83 85 93 79 92 cyl-cone cyl-cone 
57 61 64 56 60 cyl cyl 
70 78 81 63 80 cyl-cone cly-cone 
95 103 105 92 103 cyl-cone cyl-cone 
70 70 75 66 71 cyl cyl 
58 71 78 50 79 cyl-cone cyl-cone 
90 100 111 86 115 cone cone 
105 108 104 100 100 cyl cyl 
80 87 93 76 92 cyl cyl 
56 81 81 53 78 cyl cyl 
87 96 106 82 109 cone cone 
64 74 78 58 75 cyl-cone cyl-cone 
66 80 88 58 88 cone cyl-cone 
43 46 46 42 43 cyl cyl 
85 86 90 82 90 cyl cyl 
82 87 90 78 89 cyl cyl 
84 90 89 79 84 cyl cyl 
71 79 85 66 88 cyl-cone cyl-cone 
77 77 77 74 60 cyl cyl 
76 82 84 71 82 cyl cyl 
93 96 96 92 95 cyl cyl 
78 84 87 73 90 cyl cyl 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
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Width Features Shape by Original 
Ml M2 M3 M4 M5 Heuristic Shape 
77 81 82 72 84 cyl cyl 
82 89 94 75 93 cyl cyl 
84 88 98 81 92 cyl cyl 
75 86 90 67 88 cyl-cone cyl-cone 
70 80 83 66 83 cyl-cone cyl-cone 
73 91 98 59 98 cyl-cone cyl-cone 
70 78 82 67 81 cyl-cone cyl-cone 
87 90 88 85 83 cyl cyl 
84 85 88 80 87 cyl cyl 
83 90 93 77 93 cyl-cone cyl-cone 
78 84 87 71 87 cyl-cone cyl-cone 
87 95 98 81 99 cyl-cone cyl-cone 
80 81 83 78 83 cyl cyl 
71 74 78 66 78 cyl cyl 
86 89 89 85 80 cyl cyl 
70 79 82 61 86 cyl-cone cyl-cone 
59 63 65 58 68 cyl cyl 
57 66 75 54 79 cone cone 
77 79 81 76 83 cyl cyl 
57 58 56 59 55 cyl cyl 
60 66 69 62 73 cyl cyl 
63 72 79 67 83 cyl-cone cyl-cone 
68 68 70 66 70 cyl cyl 
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Table 9. Performances of various approaches in shape classification of ears of com 
APPROACH ACCURACY % 
FRACTAL BASED 
i. average Euclidean 
distance classifier 60 
ii. average of absolute 
distance classifier 57 
MOMENT INVARIANT 
i. distance weighted k nearest 
neighbour classifier 63 
ii. sum of the distance of k nearest 
neighbor classifier 59 
HEURISTIC 96 
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Table 10. Time required for execution of various shape classification programs 
APPROACHES TIME REQUIRED 
IN SECS 
1. FRACTAL BASED APPROACH 
i. calculation fractal dimension 
ii. other features 
ii. classification process 
2. MOMENT INVARIANT APPROACH 
i. calculation of invariant moments 
ii. classification process 
12.5 sees 
0.06 sees 
0.14 sees 
12.7secs 
6.2 sees 
0.36 sees 
6.56secs 
3. HEURISTIC APPROACH 5.2 sees, 
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SECTION IV. COLOR CLASSIFICATION OF IMAGES OF EARS 
OF CORN FOR GERMPLASM CHARACTERIZATION 
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Color Classification of Images of Ear of Corn 
for Germplasm Characterization 
Suratyan Panigrahi and Mai\jit K. Misra 
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ABSTRACT 
A program was developed to classify digitized images of ears of com into one of 
the seven color groups, i.e. red, yellow, light orange, orange, dark brown, white, and 
light brown. The color information of the image was extracted from the hue and 
saturation values of the object (ear com). A heuristic based color classification system 
was developed to use the extracted color information of the image as its input, and 
classified the image into one of the seven color groups. The overall accuracy of the 
classification of the along was found to be 99%, i.e. 79 out of 80 ears of com were 
classified correctly into their color groups. 
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INTRODUCTION 
Color is often used to describe and classify natural objects including agricultural 
and biological products. Researchers have realized the importance of this property and 
have incorporated it in a number of computer vision processes including grading of 
fruits and vegetables, description of natural scenes, classification of satellite images, 
and for quality control purposes. 
A survey of the literature shows the adoption of different techniques by researchers 
to extract or to use color information for various applications. Konishi et al. (1984) 
used a separate RGB optical filter and a black and white video camera to extract color 
information from a scene with color marked wires. Solinsky (1985) used the 
chrominance information in a three dimensional scene for edge detection, reducing the 
computational complexity associated with the edge detection thereby reducing using 
gray scale information. A black and white video camera and separate optical filters 
were used to obtain RGB color images of the scene, 
Yoshimoto and Torige (1983) developed a high speed color information processing 
system for robot task control. The color of an object was specified rather than the 
shape of the object, thus greatly reducing the complexity of computation and making 
the real time control of a robotic manipulator feasible. A composite video camera with 
RGB video encoder was used to record color information. Three simple comparators 
were used to classify the color of each element in the image into one of eight colors. 
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i.e. black, blue, cyan, green, magneta, red, white, and yellow. The system was 
capable of processing an image to locate a colored object in 50 ms which was 
considered fast enough for real time manipulator control. Wolfe and Sarkar (1985) 
used the color information to discriminate ripe and non-ripe tomatoes. They used a 
gray scale imaging system and an interference filter centered at 530 nm with a 
bandwidth of 100 nm to extract the required color information. 
A true color imaging system can provide more color information than a gray scale 
imaging system with color filters, and can help in describing the color description 
process more accurately. In color image processing, the color information can be 
represented by different color coordinates. The most common color coordinates used 
in the color image processing system are RGB (red, green, and blue) and HSI (hue, 
saturation, and intensity). In addition to these coordinates, depending upon the 
application, the color features can be transformed to other color coordinates. Nevatia 
(1976) adopted the Huckel operator for color edge detection. He stated that the result 
obtained using Intensity (I) and normalized colors (r = R/I) and g = G/I) was better 
than that obtained using R, G, and B. Ohlander (1975) extracted color information 
from nine different color coordinates R (Red), G (Green), B (Blue), Y (luminanace), 
I and Q (Chrominance), H (Hue), S (Saturation), I (Intensity) for color image 
segmentation. He reported that H was the most useful and that Y, I, and Q were rarely 
used. 
Slaughter (1987) investigated the color feature as a means of providing real-time 
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guidance information for the control of a robotic orange harvester. This approach of 
locating the fruit by its color rather than its shape and gray level reduced the 
complexity of the problem and increased the feasibility of a real-time implementation 
process. He used hue and saturation information from the color image to segment the 
orange from the background. 
Miller and Delwiche (1989) used a color imaging system to detect the defects of 
a peach. Wigger et al. (1988) applied the color imaging technology to classify fungal 
infested soybeans. They represented the color image of the soybeans in RGB color 
coordinates, and derived secondary color based features from R, G, and B values of the 
color image for classification. Shyy and Misra (1989) reported using the color feature 
as one of the measures of quality of soybean seed. From the digitized color image of 
soybeans expressed in the RGB color coordinate, they computed two features such as 
1) average green value and 2) average ratio of green and blue values. These color 
based features were correlated to express one of the measures of the quality of the 
soybean seed. 
Varghese et al. (1991) used a color imaging system to automatically inspect Golden 
Delicious apples based on color, shape, size, and surface defects. Based on the hue 
information of a digitized apple image, they could discriminate apples for color with 
an accuracy of 100%. 
The color feature of a mushroom was characterized by the amount of deviation 
from white using a monochrome imaging system (Heinemann et al., 1991) and the 
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extracted feature was used as one of the criteria to grade mushrooms. 
Color is also an important feature for characterizing the germplasm of ear com. 
This property is used by plant breeders to breed a new hybrid of com. The North 
Central Plant Introduction Station collects different varieties of ear com from different 
parts of the world. These ears of com are characterized by their shape, length, width, 
color of kemels, and color of the cob. Based on the color information of the kemel of 
the ears of com, the accessions are classified into seven different types of color groups 
as defined by Intemational Board for Plant Genetic Resources. These color groups are 
red, yellow, light orange, orange, dark brown, white and light brown. 
Objective 
The objective of this study was to develop suitable algorithm and software and to 
classify the images of ears of com into one of the seven color groups as defined by the 
Intemational Board for Plant Genetic Resources. 
185 
EXPERIMENTAL PROCEDURE 
The color images of ears of com were acquired with a PC based color imaging 
system configured with a JVC color camera (TK810U) and a color frame grabber 
(DT2871) (Panigrahi and Misra, 1989). The images were captured in the HSI (Hue, 
Saturation, and Intensity) mode at a resolution of 480 rows x 512 columns x 8 bits/pixel 
(Panigrahi and Misra, 1989). To determine the color information of the object region, 
it was necessary to isolate the color information of the background region from the 
color image. 
The image in the intensity buffer was smoothed using a 3 x 3 low pass filter 
(Panigrahi and Misra, 1989). The weight of each kernel of the low pass filter mask 
was 1. The image in the hue and saturation buffer was kept unchanged. A threshold 
value to discriminate the background region from the object region in the intensity 
buffer was selected using the modified Otsu's algorithm (Panigrahi and Misra, 1990). 
The locations of the background pixels were noted in the intensity buffer based on the 
selected threshold. The locations of the background region were mapped to the hue and 
saturation buffer. The hue and saturation values for only the object region was used 
in all subsequent color information analysis. 
Development of color groups 
In this system, color information about the object was represented by a maximum 
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of 256 levels in the hue and saturation buffers. The different levels of hue information 
in the hue buffer however do not represent 256 different colors as perceived by human 
vision. Instead, visually perceived, each color group is represented by a range of hue 
values. At the time of the study, no literature was available for defining different 
ranges of hue values to evaluate different color groups. So an experiment was 
conducted to find out the numeric ranges of hue values to define various color groups. 
Numeric ranges of hue for various color groups A computer program was 
developed to determine the numeric range of hue values for defining various color 
groups. The program created 256 non-overlapping and contiguous windows and 
displayed them on the computer screen as an image. Each window had a dimension of 
60 rows and 16 columns (Figure 1). The intensity and saturation values for all the 
windows were 255 with the hue values ranging from 0 to 255. The 1st window and the 
256th window, for example, had a hue value of 0 and 255 respectively. The hue values 
of other windows increased linearly from left to right and top to bottom (Figure 1). 
Based on the closeness of the visual color perception, ten different color groups and 
their respective numeric ranges of hues were determined (Table 1). 
Numeric ranges of saturation for various color groups In the saturation 
buffer, the lightness or brightness of any color is represented by 255 different levels of 
saturation values. A value of 0 represents the lightest and 255 represents the brightest 
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saturation levels. Although the system has the capability of 255 different levels of 
representation of any color, it is not possible to distinguish all of them by visual 
perception. Again, at the time of the study, no literature was available to define the 
numeric ranges of saturation values for different distinct visually perceived color groups 
for any particular color. So a computer program similar to one described for hue levels 
was developed to find the number of visually different color groups, and thus to 
determine the numeric range of the saturation levels for each of the color groups. 
The computer program created 256 windows each with 480 rows x 2 columns and 
displayed them on the computer screen as an image. These 256 windows were 
contiguous and non-overlapping. The intensity values for each window was 255. The 
hue value was kept constant for all the windows to represent any particular color group 
and the saturation values ranged from 0 to 255. For example, the saturation level of 
the 1st window was 0 and that of the 256th window was 255. The saturation levels of 
the windows increased linearly from left to right (Figure 2). 
The hue values were changed sequentially to represent different color groups. 
Based on the closeness of the observations of visual color perception, it was found that 
for each of the ten different color groups (Table 1), there are 3 color groups based on 
saturation levels. They are: 1) low-bright 2) medium-bright and 3) high-bright. For 
each color group, the numerical range of saturation values were as shown in Table 2. 
188 
Extraction of color information 
The color information of the segmented object region was computed from the hue 
and saturation buffer and was expressed as the hue and saturation color group as 
discussed above. The flow chart for the whole process for color grouping for the ear 
com images is shown in Figure 3. 
The color grouping process based on the color information of kernels did not take 
into account the color information of the exposed cob. So, provisions were made to 
include user interaction in defining the exposed cob region by a user defined window. 
The software computed the average color information of the defined window region and 
assigned the computed color information as the color of the exposed cob. If the ear 
com image had an exposed cob, the color information of the kemel was determined by 
subtracting the average cob color information from the computed color information of 
the segmented object (com). The color information of the kemels was then expressed 
in terms of the above defined color groups. 
Classification of ear com into color groups 
The hue and saturation values of the kemels of the ear com image were the input 
to a heuristic based color classification system. 
The curators of the Plant Introduction Station, Ames were chosen as the experts for 
this system. The primary author served as the knowledge engineer and worked with 
the experts to acquire the required knowledge, derive procedural steps, and construct 
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heuristic rules. Selected ears of com of seven different types of color groups were 
digitized. The hue and saturation distributions of each color group were determined. 
From these hue and saturation distributions and acquired heuristic, several IF-THEN 
rules with logical AND and OR (Table 3) were constructed for the color grouping 
system. These rules were incorporated in the image analysis program to perform color 
classification of the ear com images. The attributes used in the color classification 
system and their descriptions are shown in Table 4. The decision tree for the grouping 
system is shown in Figure 4. The color classification system follows a TOP-DOWN-
APPROACH and utilizes a forward chaining strategy to reach inference. The inference 
or conclusion of the system can choose one of the possible seven color groups (Figure 
4). 
A knowledge based heuristic program was developed for classifying the ear com 
image into various color groups. The knowledge based heuristic program was tested 
on eighty randomly selected ears of com. These ears of com were of different color 
groups. The original color group of these ears of com were predetermined by experts. 
The performance of the algorithm was evaluated by comparing the color group assigned 
by the color grouping system with the original color. 
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RESULTS AND DISCUSSION 
Comparisons between the original color groups and the color group assigned by the 
computer imaging system are shown in Table 5. The overall accuracy of the color 
classification program was 99%, i.e. the algorithm could classify 79 ears of com 
correctly into their respective color groups. 
Figure 5 shows the digitized image a typical red ear of com. There were 4 red 
ears of com among the eighty ears of com used for the study. The color classification 
program correctly classified them all. The classification accuracy for orange ears of 
com was also 100% i.e. the classification program correctly classified all 13 orange 
ears of com. A typical example of an orange ear of com is shown in Figure 6. All 
the 4 light orange ears of com (Figure 7) were also correctly classified. 
A typical example of yellow ear of com is shown in Figure 8. An accuracy of 
100% was obtained for classification of yellow corns i.e. the classification program 
correctly classified all 44 yellow ears of com included in the study. 
Figure 9 shows a typical example of an ear of com where the genetical information 
influences the color group of the ear of com. Although the color appears yellow, the 
plant breeders classify it as white form the germplasm characterization point of view. 
The program correctly classified all 13 white ears of com. There were two light brown 
ears of com included in the study. The program was able to correctly classify only one 
of two and the other was misclassified as red (Figure 10 and 11). 
The color classification algorithm took an average of 1.1 seconds for each color 
classification with a range of 0.9 to 1.4 seconds. This time included the background 
color segmentation, finding the hue and saturation distribution, and color classification. 
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CONCLUSIONS 
The following conclusions were derived from this study 
• Ten different color groups were derived based on their hue values. The numeric 
ranges of the hue values for each color group was defined. 
• Each color group was subdivided into low, medium and high brightness groups 
based on the saturation values. The numeric range of the saturation values for each 
subgroup was defined. 
• A knowledge based heuristic prograhi was developed for color classification of 
ear com images. The program provided an accuracy of 99% i.e. it correctly classified 
79 images (out of 80) into their respective color groups. 
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Figure 5. Digitized image of an ear of com classified as red 
by the computer vision system 
Figure 6. Digitized image of an ear of com classified as 
orange by the computer vision system 

Figure 7. Digitized image of an ear of com classified as light orange 
by the computer vision system 
Figure 8. Digitized image of an ear of com classified as 
yellow by the computer vision system 
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Figure 9. Digitized image of an ear of com classified as 
white by the computer vision system 

Figure 10. Digitized image of an ear of com classified as 
light brown by the computer vision system 

Figure 11. Digitized image of an ear of com misclassified as 
red by the computer vision system 
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Table 1. Visually perceived color groups based on their hue values and their numeric 
ranges 
Color Range of hue values 
group low range high range 
Red 0 5 
247 255 
Orange 6 22 
Yellow 23 52 
Green-yellow 53 64 
Green 65 93 
Blue-green 94 157 
Blue 158 175 
Violet 176 191 
Purple 192 236 
Red Purple 237 247 
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Table 2. Color groups based on brightness/lightness levels for each color and their 
numeric ranges based on saturation levels 
Ranges of color groups based on satuartion levels 
Color Low bright Med bright High bright 
Red 0 — 40 41 — 140 141 — 255 
Orange 0 - 80 81 - 168 169 - 255 
Yellow 0 - 88 89 - 168 169 - 255 
Green Yellow 0 - 80 81 - 136 137 - 255 
Green 0 - 80 81 - 168 169 - 255 
Blue green 0 - 73 74 - 152 153 - 255 
Blue 0 - 80 81 - 144 145 - 255 
Violet 0 - 80 81 - 144 145 - 255 
Purple 0 - 80 81 - 144 145 - 255 
Red Purple 0 - 80 81 - 144 145 - 255 
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Table 3. Descriptions of IF-THEN rules used in the color classifcation system program 
RULE 01 : IF ((CLR2 + CLR 3) > = 95) AND (CLR3 IS POSITIVE) 
THEN CLR MAY BE L.ORANGE OR ORANGE OR L>BROWN OR 
WHITE OR YELLOW 
RULE 02: IF (CLR2 > = 90) AND ( H_SAT2 > M_SAT2) 
THEN CLR IS ORANGE 
RULE 03: IF (CLR2 > = 55) AND ( CLR2 < 80) 
AND ( M_SAT2 > H_SAT2) 
THEN CLR IS L. BROWN 
RULE 04 : IF (CLR3 > = 60) AND ( CLR3 < 90) 
AND ( H_SAT3 > M_SAT3) 
THEN CLR IS WHITE 
RULE 05 : IF [((CLR2 > 40 AND (CLR2 < 80)) OR 
(CLR3 > 40)] AND 
[(H_SAT3 > M_SAT3) OR (H_SAT2 > M_SAT2)] 
THEN CLR IS YELLOW 
RULE 06 : IF (CLRl + CLR2 > = 90) AND ( CLRl > 10) 
THEN CLR MAY BE RED OR DEEP BROWN 
RULE 07 : IF [(CLR2 > 55 AND CLR 2 < SO)] AND 
[(M_SAT2 > H_SAT2) OR (H_SAT1 > M_SAT1) 
THEN CLR IS RED 
RULE 08: IF (CLRl > = 80) AND (H_SAT1 > M_SAT1) 
THEN CLR IS RED 
RULE 09 : IF (CLR2 > =80) AND 
[(H_SAT2 > = M_SAT2) OR (H_SAT3 > = M_SAT3) 
THEN CLR IS DEEP BROWN 
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Table 4. Description of the attributes used in development of heuristic rules for 
classification of color group of ear com image 
Attributes Description 
CLRl 
CLR2 
CLR3 
H_SAT1 
M_SAT1 
H_SAT2 
M SAT2 
RED COLOR 
ORANGE COLOR 
YELLOW COLOR 
HIGH BRIGHTNESS OF RED 
COLOR 
MEDIUM BRIGHTNESS OF RED 
COLOR 
HIGH BRIGHTNESS OF ORANGE 
COLOR 
MEDIUM BRIGHTNESS OF 
ORANGE COLOR 
H SAT 3 
M SAT 3 
HIGH BRIGHTNESS OF YELLOW 
COLOR 
MEDIUM BRIGHTNESS OF 
YELLOW COLOR 
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Table 5. Comparison of original color groups with the color group determined by the 
computer vision system for eighty different color images of ears of corn 
Image No. Original Color Color group as 
group by computer 
1 Orange Orange 
2 Yellow Yellow 
3 Orange Orange 
4 Yellow Yellow 
5 Yellow Yellow 
6 Orange Orange 
7 Yellow Yellow 
8 Yellow Yellow 
9 Orange Orange 
10 Orange Orange 
11 Yellow Yellow 
12 Red Red 
13 Yellow Yellow 
14 Yellow Yellow 
15 Yellow Yellow 
16 Yellow Yellow 
17 Yellow Yellow 
18 L. Orange L. Orange 
19 Red Red 
20 Yellow Yellow 
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Table 5. (Con.) 
Image No. Original Color Color group as 
group by computer 
21 Yellow Yellow 
22 Red Red 
23 Yellow Yellow 
24 Yellow Yellow 
25 L. Orange L. Orange 
26 Yellow Yellow 
27 Orange Orange 
28 Yellow Yellow 
29 Orange Orange 
30 Yellow Yellow 
31 L. brown Red 
32 Orange Orange 
33 Orange Orange 
34 Orange Orange 
35 Yellow Yellow 
36 Orange Orange 
37 Yellow Yellow 
38 Yellow Yellow 
39 Yellow Yellow 
40 Yellow Yellow 
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Table 5. (Con.) 
Image No. Original Color Color group as 
group by computer 
41 Yellow Yellow 
42 Red Red 
43 White White 
44 Orange Orange 
45 Orange Orange 
46 Yellow Yellow 
47 Yellow Yellow 
48 Yellow Yellow 
49 Orange Orange 
50 Yellow Yellow 
51 Yellow Yellow 
52 L.Orange L.Orange 
53 Yellow Yellow 
54 Yellow Yellow 
55 White White 
56 Yellow Yellow 
57 Yellow Yellow 
58 Yellow Yellow 
60 White Whitw 
61 Yellow Yellow 
62 Yellow Yellow 
s  5 .  
naç 
"63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
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Original Color 
group 
Color group as 
by computer 
Yellow 
Yellow 
Yellow 
White 
Orange 
Yellow 
L. Orange 
Yellow 
Yellow 
Orange 
Orange 
White 
White 
Yellow 
L. Brown 
White 
Orange 
Yellow 
Yellow 
Yellow 
Yellow 
White 
Orange 
Yellow 
L. Orange 
Yellow 
Yellow 
Orange 
Orange 
White 
White 
Yellow 
L. Brown 
White 
Orange 
Yellow 
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GENERAL SUMMARY 
A color computer vision system was developed at Iowa State University, Ames, lA 
for automating the morphological characterization of com germplasm. The system 
consisted of a JVC color camera (model TK8170U), a Zenith PC-AT (host computer), 
a color frame grabber (DT2871), a video display monitor (SONY,PVM-1341), a color 
video decoder and encoder (DT2869), and a specially designed lighting chamber. The 
components of the system were selected or developed and interfaced to configure the 
whole system. The maximum resolution provided by the system was 512 pixels 
(columns) x 480 pixels (rows). Each pixel had a maximum quantization level of 8 bits, 
or in other words, each pixel can have 256 different levels of information. Images 
were acquired in a red, green, and blue (RGB) or hue, saturation, and intensity (HSI) 
mode. The system had the capability of capturing 30 images per second in real-time 
basis. 
The lighting chamber was specially designed and developed for the image 
acquisition of ears of com. The chamber consisted of a 60 cm. diameter cylindrical 
enclosure made of aluminum. The inside of the chamber was painted flat white to 
reduce specular reflection and to increase diffused reflection for uniform distribution 
of light. Uniform distribution of light is vital to reduce shadows and to increase the 
clarity of the image. A preliminary study was conducted to select the proper light 
source and suitable background for the acquisition of the color images of ears of com. 
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Two tungsten-halogen lamps were selected as the light source and a black background 
was chosen for image acquisition purposes. Sufficient flexibility was provided in the 
design of the lighting chamber so that the light source could be configured in many 
different positions suitable for providing uniform lighting during the image acquisition 
process. A study was conducted to calibrate each of the components and also the whole 
vision system to ensure the proper functioning of the system components and the 
acquisition of quality images. 
Different algorithms and software were developed to process and analyze the 
acquired color images to evaluate morphological descriptors as described below: 
Background segmentation The background of the acquired image did not give 
any useful information to characterize the com germplasm and yet required computer 
memory. So one of the image processing operations was to remove or segment the 
background of the object from the image. 
First, a smoothing operation was performed by software to reduce any redundant 
noise that may be present in the image. Otsu's method of automatic global thresholding 
technique was modified to select an optimum threshold to segment the background from 
the image. The threshold selection technique used the histogram information of the 
intensity buffer of the image, and was based on probability theory and linear 
discriminant function to optimally minimize the errors in discriminating the background 
from the image. This modified automatic threshold selection technique worked 
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satisfactorily in segmenting the background of color images of ears of com. 
Dimensional measurements Software were developed to detect and extract the 
edge of the image. An algorithm was implemented to determine the maximum length, 
maximum width and the successive widths of the image. A statistical t-test indicated 
that the computer measurement process was highly accurate. The correlation between 
the computer vision measurement and actual measurement was found to exceed 99.0%. 
Shape classification Three different approaches were used to classify the shape 
of any given ear of com into one of the four shape classes i.e. 1) round, 2) cylinder, 
3) cone, and 4) cylindrical-conical as defined by the International Board for Plant 
Genetic Resources. The three different approaches were: 1) the fractal based approach, 
2) the moment invariant approach and 3) the heuristic based approach. 
The fractal based approach applied the concept of fractal geometry and represented 
the shape features of ear com by fractal-based features which were: 1) fractal 
dimension, 2) fractal perimeter, and 3) fractal shape-factor. Algorithms were developed 
to classify the shape based on these shape features. 
In the moment invariant approach, seven higher order invariant moments were 
calculated for the boundary of the ear com image. Using suitable pattern recognition 
or classification techniques, and based on these calculated seven invariant moments, the 
images were classified into their respective shape classes. 
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The heuristic approach relied on the general heuristics, or rule of thumbs, used by 
the curators for shape classification purposes. These rules were derived from the 
information acquired from the curators, and a heuristic based expert system was 
developed. The expert system was incorporated with the image analysis softwfire to 
perform shape classification processes and was tested on eighty randomly selected ears 
of com. The heuristic based approach provided 96% accuracy in the shape 
classification and was the most accurate shape classification method compared to the 
other two. 
Color classification A rule based expert system was developed to classify any 
given image of an ear of com into various color classes based on the kernel's color. 
Hue and saturation buffers were analyzed to get the color information from the image. 
This information was fed as input to the color classification expert system to determine 
the color group of the ear com. The software was tested on 80 randomly selected ears 
of com and an accuracy of 99% was obtained. 
This program also provided the user with the option of determining the average 
color of the cob if a portion of the cob was exposed. 
The followings are the conclusions derived from this research: 
• The HSI (Hue, Saturation, Intensity) color coordinate system was found to be 
an appropriate color coordinate for acquisition of the color images of the ears of com. 
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• Tungsten-Halogen lighting source was found more suitable than the fluorescent 
source based on color temperature, color appearance, color rendering index, and energy 
spectrum. 
• A cylindrical illumination chamber with Tungsten Halogen lighting source and 
provision for diffused lighting condition produced optimum images of ears of com. 
• Calibration of each component (camera, frame grabber, display monitor) 
minimized the error and produced optimum images of ears of com. 
• Error in the acquired image was minimized by choosing an appropriate window 
region of the image buffer. 
• Otsu's automatic threshold selection technique was modified for background 
segmentation of ear com images. The modified Otsu's automatic threshold selection 
technique successfully segmented the background of eighty images of ears of com 
included in the study. 
• Computer measurements of maximum length, maximum widths and the 
successive widths of images of ears of com were highly accurate. 
• The fractal based approach, the moment invariant approach and the heuristic 
approach could classify shapes of ears of com with 60%, 63% and 96% accuracies 
respectively. The heuristic approach was also found to be the most time efficient in 
comparison to the other two shape classification methods. 
• Ten different color groups and their numeric ranges in terms of hue levels were 
derived from 256 different hue levels. For each color group, three different subgroups 
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and their numeric ranges were determined to represent the lightness or brightness of the 
color. 
• The developed knowledge based heuristic program for color classification 
program provided an accuracy of 99% i.e. could correctly classify 79 images (out of 
80) into their respective color groups. 
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SUGGESTIONS FOR FUTURE STUDY 
Based on this study, the followings are recommended for future study: 
1. A study may be directed in evaluating the combination of moment invariant and 
other fractal based features in the shape classification of ear com images. 
2. The technique of using 80% of the boundary in the heuristic approach can be 
adopted with fractal based and moment invariant approach. This may increase the 
accuracy of shape classification in the fractal based and moment invariant approach. 
3. Investigation may be conducted to find a suitable technique to segment the exposed 
cob from the kernels. 
4. A device may be designed for positioning the ear com to get three dimensional 
information from two dimensional images. 
5. Finally, it is recommended that an image integrated database for selected images of 
ears of com stored in the NCR Plant Introduction Station in Ames can be of immense 
value to the germplasm community. 
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APPENDIX - A 
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ALGORITHM FOR CALCULATION OF MOMENTS: 
Xj : the column value of the boundary pixel on row i 
Using eq.(l) for the moment, considering the intensity of all pixels inside and 
on the boundary be 1, the eq.(l) for a digital image can be written as 
From eq.(A) the higher order of moments can be derived as follows: 
m(x) ;  — s  s d — d 
m,o.i = E E Y. a 
m2o.i = S S X° = Yi^ + Yi^ + . Ô Y^ 
mjo.i = E E Y^ X° = Yj^ + Y^ + .... + .. = 3 Y? 
moi.i = E E Y° X = Xi + (X, + 1) + ... 4- (X, t g -1) 
= dXj + ( 0+ 1+2 + 3 + 4 + + Ô-1) 
= ax, + (3^ - 8)/2 
d :  the number of chained pixels in row 
Yj : the row value of the boundary pixel in row i 
m,q = E E Y" X" f(X,Y) 
= E E YP X" (A) 
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m„.i = E E Y X = Y, X' + Yi (Xi + 1) + + 
.... + Yi (Xi + 9 - 1) 
= Y; [Xi + (Xi + 1) + (Xi + 2) + + (Xi + 3-1)] 
= Yi  [8Xi  +  (d^  -d) /2]  
— Yi moi i 
m2,,i = E E Y^ X = Yi^ Xi + Yi2 (Xi + 1) + ... 
... + Yi2(Xi+ô-l) 
= Yi^[aXi  +  (3^  -d)  /2] 
= Yi' mo,,i 
mo2,i = E E Y° X2 = Xi' + (Xi + 1)' + (Xi + 2)' + 
+ + (Xi + a - 1)' 
By grouping the terms and factoring out Xi, this becomes 
= a Xi' + 2 (0+ 1 + 2 + 3 + + a -1 )Xi 
+  ( 0 + 1 + 4  +  9  +  +  ( 3 - 1 ) : )  
Now using the polynomial thereom, 
= a Xi' + (a' - a) Xi + E n' 
= a Xi' + (a' - a) Xi + aV3 - a'/2 + a/6 
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m,2,i = E E Y = Yi Xi^ + Yi(Xi + 1)^ + Yj % + I f  
+ (Xi + a -1)2 
= Yi(same term as nioa) 
Yi(mo2,i) 
mo3,i = E E Y» Xi = Xi -I- (Xi + 1)' + (Xi + I f  4-
4- + (Xi + a -1)3 
= Xi' + Xi' + 3Xi2 -I- 3Xi + 1 + Xi' + 3.2.Xi^ 
+ 3.2\Xi -H 1.2' 4- -h Xi + 3(a-l)Xi2 + 3(3-1)^ X' 
+ (a -1)' 
= a. X i  +  3.(0 4 - 1 4 - 2  +  4 + + a -1) Xi^ + 
3(0 + 1 + 4 + 9 + + (a - I f  )Xi 
+ (0 + 1 + 8 + 27 + + (a-1)') 
Using Polynomial theorem, 
= a Xi + 3(a^ -a)/2Xi^ + 3[a'/3 - dVi - a/6]Xi 
+  E E n '  
= aXi3 + 3 Xi2(a2 -a)/2 + 3.[a'/3 - dVi - a/6]Xi 
+ aV4 - a'/2 + a/4 
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APPENDIX - B 
Digitized images of eighty randomly selected ears of com used in the study 
Figure 1. Digitized images of eighty randomly selected ears of com 
used in this study 
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