We consider, for every positive integer a, probability distributions on subsets of vertices of a graph with the property that every vertex belongs to the random set sampled from this distribution with probability at most 1/a. Among other results, we prove that for every positive integer a and every planar graph G, there exists such a probability distribution with the additional property that deleting the random set creates a graph with component-size at most (∆(G) − 1) a+O( √ a) , or a graph with treedepth at most O(a 3 log 2 (a)). We also provide nearlymatching lower bounds.
For ε > 0, we say that a probability distribution on the subsets of vertices of a graph G is ε-thin if for each vertex v, the probability that v belongs to a set sampled from this distribution is at most ε. For example, we commonly use the following (1/a)-thin probability distribution. Suppose that sets X 1 , . . . , X a ⊆ V (G) are pairwise disjoint, and that t of these sets are empty. We give to each non-empty set X i the probability 1/a and to the empty set the probability t/a. All other sets are given probability 0. We call this distribution the uniform distribution on {X 1 , . . . , X a }.
Let f be a graph parameter, that is, a function assigning to every graph a non-negative real number such that isomorphic graphs are assigned the same value. We will generally consider parameters that are monotone (satisfying that f (H) ≤ f (G) whenever H is a subgraph of G), or at least hereditary (satisfying f (H) ≤ f (G) whenever H is an induced subgraph of G). For example, if tw is the function that to every graph assigns its treewidth, then G tw↓3a−3 is the set of vertex sets whose complement induces a subgraph of treewidth at most 3a − 3.
Let r : N → R + 0 be a non-decreasing function. A graph G is fractionally f -fragile at rate r if for every positive integer a, there exists a (1/a)-thin probability distribution on G f ↓r(a) . Of course, every graph is fractionally ffragile at rate given by the constant function r(a) := f (G); so the notion is more interesting for graph classes. We say that a class of graphs is fractionally f -fragile at rate r if each graph from the class is, and we say that the class is fractionally f -fragile if it is fractionally f -fragile at some rate. Coming back to the introductory example, the class of planar graphs is known to be fractionally tw-fragile at rate r(a) := 3a − 3; see Corollary 10 below for details.
Graphs from a fractionally f -fragile classes can be viewed as being close to graphs for which the parameter f is bounded, and this proximity can be useful when reasoning about their structural and quantitative properties. There are also natural links to the theory classes of bounded expansion [4] . Furthermore, as we already mentioned in the introduction, the notion has algorithmic applications, especially in the design of approximation algorithms. A standard example is that of the independence number, which is hard to approximate within a polynomial factor [2] in general, but can be determined in linear time over any class of graphs with bounded treewidth. Consequently, there exists a polynomial-time approximation scheme for the independence number over any class of graphs that is fractionally tw-fragile (assuming one can efficiently sample from the probability distribution guaranteed by the definition).
Fractional fragility is also related to generalizations of the (fractional) chromatic number. An (f, b)-coloring of a graph G is an assignment ϕ of colors to the vertices such that f (G[ϕ −1 (c)]) ≤ b for every color c, that is, such that each color class belongs to G f ≤b . We can now define χ f,b (G) as the least number of colors in an (f, b)-coloring of G. For a class of graphs G, we naturally define χ f (G) as the smallest integer s such that for some positive integer b, all graphs G ∈ G satisfy χ f,b (G) ≤ s. For example, let ⋆(G) be the maximum of the orders of the components of the graph G. Then χ ⋆,1 (G) is just the ordinary chromatic number of G, while in general, the parameter χ ⋆,b (G) has been studied as the clustered chromatic number [15] .
Similarly to the way the fractional chromatic number is derived from the ordinary chromatic number [14] , we can also derive the fractional variant of this generalization. Note that unlike the ordinary fractional chromatic number case, this can indeed be a proper infimum: as b increases, the fractional (f, b)-coloring may need fewer colors, converging to but never reaching χ ′ f (G). This motivates the following definition that captures the rate of the convergence. For a real number c and a function r : N → R + 0 , we say that a class of graphs G is fractionally f -colorable by c colors at rate r if for every integer a ≥ 1, every graph G ∈ G satisfies χ ′ f,r(a) (G) ≤ c + 1/a. As we will see below (Lemma 1), fractional f -fragility is equivalent to fractional f -colorability by 1 color, at a matching rate.
The previous treatment of fractional fragility [4] was mostly qualitative. In this paper, we focus on the quantitative aspect: the rate of fractional fragility for various parameters and graph classes. Note that the rate is important in the applications, as it determines, e.g., the multiplicative constants in the complexity of the approximation algorithms.
In Section 2, we consider the parameter ⋆, the maximum component size. By Lemma 4, only classes of graphs with bounded maximum degree can be fractionally ⋆-fragile. In Theorem 13, we prove that the rate on any class of graphs containing at least all subcubic trees is at least exponential. Conversely, we show that graphs of bounded treewidth (Corollary 19) and planar graphs (Theorem 20) with fixed maximum degree nearly match this lower bound.
In Section 3, we turn our attention to another graph parameter, treedepth. This parameter naturally generalizes the component size, but fractional tdfragility does not require bounded maximum degree. In this setting, we obtain polynomial bounds on the rate for graphs of bounded treewidth (Theorem 28), outerplanar graphs (Theorem 30), and planar graphs (Corollary 32), as well as matching or nearly-matching lower bounds (Theorems 23 and 26).
Preliminaries
In this section, we show some basic properties of the fractional f -fragility, and present several auxiliary results we need in the rest of the paper.
Basic properties of fractional fragility
The relationship between fractional f -colorability and fractional f -fragility is given by the following lemma. be defined by setting r ′ (a) := r(a + 1) for every a ∈ N. Let f be a graph parameter whose value is at most r(1) on the empty graph. A class G of graphs is fractionally f -fragile at rate r if and only if it is fractionally fcolorable by 1 color at rate r ′ .
Proof. Suppose first that G is fractionally f -fragile at rate r. Hence, for any positive integer a and any graph G ∈ G, there exists a -thin probability distribution on G f ↓r(a+1) . Recall that a subset of V (G) belongs to G f ↓r(a) if and only if its complement belongs to
and thus κ is a fractional (f, r ′ (a))-coloring of G using |κ| = a+1 a = 1 + 1/a colors. Since this holds for every positive integer a and for all graphs in G, the class G is f -colorable by 1 color at rate r ′ . Conversely, suppose that G is f -colorable by 1 color at rate r ′ . Consider a positive integer a and a graph G ∈ G. Note that setting Pr(V (G)) := 1 and Pr(X) := 0 for all X V (G) gives a 1-thin probability distribution on G f ↓r (1) , since r(1) ≥ f (G − V (G)). Hence, we can assume that a ≥ 2. Then there exists a fractional (f, r ′ (a − 1))-coloring κ with |κ| ≤ 1 +
, from which one can obtain a (1/a)-thin probability distribution on G f ↓r(a) by setting Pr(X) :
. This shows that G is fractionally f -fragile at rate r.
Let us note the following necessary condition for fractional f -fragility. We say that a graph G is f -breakable at rate r if for every positive integer a, there exists a set X ∈ G f ↓r(a) of size at most |V (G)|/a. The next observation readily follows from the definitions by using the linearity of expectation.
Observation 2. If a graph G is fractionally f -fragile at rate r, then it is also f -breakable at rate r.
A seminal result on ⋆-breakability dates back to the work of Lipton and Tarjan [9] ; they proved it in the special case of planar graphs, however, they proof directly generalizes to any class with sufficiently small balanced separators. A separation in a graph G is a pair (A, B) We should also note the following property, already observed in an earlier work [4] .
Lemma 4.
Suppose that f is a monotone graph parameter that is unbounded on stars. Then every fractionally f -fragile class of graphs has bounded maximum degree.
Proof. Suppose that a class G of graphs is fractionally f -fragile at rate r. Since f is unbounded on stars, there exist an integer k such that f (K 1,k ) > r (3) . We show that all graphs in G have maximum degree at most 3k − 3. Suppose, on the contrary, that a graph G ∈ G contains a vertex v of degree at least 3k − 2. Choose a set X ∈ G f ↓r(3) at random from a (1/3)-thin probability distribution. Consider the random variable R : 
As f is monotone, we deduce that
A linear programming dual formulation of fragility leads to the following observation. For an assignment w : V (G) → R 
Proof. Choose a set X ∈ G f ↓r(a) at random from a (1/a)-thin probability distribution. By the linearity of expectation, E[w(X)] ≤ w(V (G))/a, and thus there exists X ∈ G f ↓r(a) such that w(X) ≤ w(V (G))/a; i.e., there exists X ⊆ V (G) such that w(X) ≤ w(V (G))/a and f (G − X) ≤ r(a).
Chordal graphs
Due to the following well-known observation, when considering graphs of bounded treewidth, it is often convenient to work in the setting of chordal graphs, that is, graphs not containing any induced cycles other than triangles. Each chordal graph G has an elimination ordering: an ordering of the vertices of G such that the neighbors of each vertex that precede it in the ordering induce a clique. By Observation 6, in an elimination ordering of G, each vertex is preceded by at most tw(G) of its neighbors. Moreover, for every induced path P in G, the last vertex of V (P ) according to the elimination ordering must be an end-vertex of P . In particular, this implies the following property. Proof. Let x and y be distinct vertices belonging to K (and thus x = v = y, since both x and y are at the same distance from v) and suppose for a contradiction that xy ∈ E(G). Since H is connected, there exists a path between x and y in G with all internal vertices in H; let Q be a shortest such path. It follows that Q is an induced path. Let z be the last vertex of Q in the elimination ordering of G. Since Q is an induced path and the neighbors of z in Q form a clique, we conclude that z is one of the ends of Q, say z = y by symmetry of the roles played by x and y. Let u be the neighbor of y in Q; since xy ∈ E(G), we have u ∈ V (H). Since the distance from v to y is i and the distance to u is greater than i, there exists a shortest path P from v to u passing through y. But both v and u precede y in the elimination ordering, and thus the last vertex of P in the elimination ordering is neither of the ends of P . This is a contradiction, since P is an induced path.
Planar graphs and treewidth
As we have mentioned in the introduction, planar graphs are fractionally tw-fragile. This is a well-known consequence of the fact that the treewidth of planar graphs is at most linear in their radius, which follows from ideas of Robertson and Seymour [12] and Baker [1] . The version we use, together with a short proof, can be found in a work by Eppstein [5, Lemma 4] .
Theorem 9. Every planar graph of radius at most d has treewidth at most 3d.
The fractional tw-fragility now follows by a standard layering argument [1, 6] , which we restate in our notation.
Corollary 10. The class of planar graphs is fractionally tw-fragile at rate
Proof. Let G be a planar graph, without loss of generality connected, and let a be a positive integer, at least 2 since the statement is trivial for a = 1. Let v be an arbitrary vertex of G and for every non-negative integer i, let L i be the set of vertices of G at distance exactly i from v.
There is some integer j such that C contains only vertices at distance between i + ja + 1 and i + ja + a − 1 from v. Let G ′ be the graph obtained from G by deleting all vertices at distance at least i + ja + a from v and by contracting all vertices at distance at most max(i + ja, 0) from v to a single vertex x. Clearly, G ′ is a minor of G, and thus G ′ is planar. Moreover, every vertex of G ′ is at distance at most a − 1 from x and C ⊆ G ′ . Consequently, tw(C) ≤ tw(G ′ ) ≤ 3a − 3 by Theorem 9. Since this is the case for every component of G − X i , we have tw(G − X i ) ≤ 3a − 3, and thus X i ∈ G tw↓3a−3 . Since the uniform distribution on {X 0 , . . . , X a−1 } is (1/a)-thin, planar graphs are fractionally tw-fragile at rate r(a) = 3a − 3.
Pilipczuk and Siebertz [11] demonstrated another relationship between planar graphs and graphs of bounded treewidth. Given a partition P of vertices of a graph G, let G/P be the graph obtained from G by contracting each part of P to a single vertex and suppressing the arising loops and parallel edges. A path P in a graph G is geodesic if for every x, y ∈ V (P ), the distance between x and y in G is the same as their distance in P . Pilipczuk and Siebertz [11] proved that every planar graph G admits a partition P of its vertices such that G/P has treewidth at most 8 and each part of P induces a geodesic path in G. We need a variation on this result, which follows from a result proved by Dujmović et al. [3, Theorem 16 ] by using a breadth-first search tree for their tree T 0 . We say that a partition P of vertices of G is trigeodesic if every part of P induces in G a connected subgraph whose vertex set is covered by at most three geodesic paths of G. The aforementioned theorem yields the following (the last part uses the fact that G/P is a minor of G and thus planar, and hence ω(G/P) ≤ 4).
Theorem 11. For every plane triangulation G, there exists a trigeodesic partition P of vertices of G such that G/P is chordal. In particular, G/P
has treewidth at most 3.
Maximum component size
Recall that ⋆(G) is the maximum of the orders of the components of the graph G. The parameter χ ⋆,b has been intensively studied under the name clustered chromatic number [15] , and is among the most natural relaxations of the chromatic number. Clustered coloring specializes to the usual notion of vertex coloring, in the sense that χ ⋆,1 (G) = χ(G).
In the special case of planar graphs, clustered chromatic number is in general no better than ordinary chromatic number: for every integer b, there exists a planar graph G b such that χ ⋆,b (G b ) = 4. These graphs G b necessarily have unbounded maximum degree: Esperet and Joret [7] proved that for every ∆, there exists b such that every planar graph G of maximum degree at most ∆ satisfies χ ⋆,b (G) ≤ 3. Moreover, the Hex lemma implies that this bound cannot be improved. The situation is different in the fractional setting due to Lemma 1, since planar graphs of bounded maximum degree are fractionally ⋆-fragile (the assumption of bounded maximum degree is necessary by Lemma 4) . In fact, Dvořák [4] proved fractional ⋆-fragility in much greater generality, for all classes of bounded maximum degree with strongly sublinear separators.
Theorem 12 (Dvořák [4] Let us remark that the argument used to prove Theorem 12 gives a very bad bound on the rate r, especially compared to the polynomial ⋆-breakability bound from Theorem 3. As shown by Lipton and Tarjan [8] , planar graphs have balanced s-separators for s(n) = 3 √ n, and thus they are ⋆-breakable at rate O(a 2 ). Considering Observation 2, it is natural to ask whether (subject to a bound on the maximum degree) planar graphs are also fractionally ⋆-fragile at quadratic rate O(a 2 ). As our first result, we show that this is not the case, even for much more restricted graph classes. 
· a, and note that a ′ ≥ 3 4 a ≥ 3 because d ≥ 3a − 1 and a ≥ 4. Since the left side of the above inequality is a weighted average of the values r(v) for v ∈ X ′ , there exists v ∈ X ′ such that r(v) ≥ a ′ , and thus w(C v ) ≥ a ′ w(v). For each non-negative integer i, let n i be the number of vertices in C v whose depth is by i larger than the depth of v, so that w(
Subject to this inequality and to the constraints n i ≤ (∆ − 1)
i for every i, the value |C v | = i≥0 n i is minimized when n i = (∆ − 1) i for i ∈ {0, . . . , m − 1} and n i = 0 for i ≥ m + 1 where m = ⌊a ′ ⌋ ≥ 3 (as can be seen by a standard weight-shifting argument). It follows that Conversely, many interesting graph classes, including planar graphs, nearly match the lower bound provided by Theorem 13. We start by an argument for graphs with bounded treewidth. We use the following well-known fact [13, (2.6) ]. 
|Z|.
Iterating this splitting procedure, we obtain the following generalization.
Lemma 15. Let k, s and p be positive integers such that s ≥ 12k. If G is a graph of treewidth less than k and W a subset of vertices of G of order at most ps, then there exists a set C ⊆ V (G) and non-empty sets
Proof. We inductively define A i and C i for i ∈ {0, . . . , t − 1}. Let A 0 := {V (G)} and
. If no such element X exists, the procedure stops and we set t := i + 1, C := C i and {A 1 , . . . , A t } := A i . Assuming the construction stops, it is clear the conditions (ii), (iii) and (iv) hold. Since |C i+1 \ C i | ≤ k for i ∈ {0, . . . , t − 2}, it suffices to argue that the construction stops with t < 6p. Without loss of generality, we can assume that the construction does not stop in the first step, i.e., that |W | > s.
On the other hand,
and thus
By induction, we conclude that for i ∈ {0, . . . , t − 1}, we have
Combining the inequalities, we obtain (i + 1)/3 < (p + i/6), and hence i < 6p − 2. Consequently, the construction stops with t < 6p. 
Proof. Apply Lemma 15 and replace C by C \W if necessary, so that C ∩W = ∅.
. . , t}, and remove from the list E 1 , . . . , E t the empty sets. Finally, if a vertex v ∈ C has neighbors in E i and only in E i for some i ∈ {1, . . . , t}, then we can replace C by C \ {v} and E i by E i ∪ {v}.
A tree partition (T, β) of a graph G consists of a tree T and a function β that to each vertex of T assigns a subset of vertices of G, such that Equivalently, the graph obtained from G by contracting each set β(x) for x ∈ V (T ) to a single vertex (and removing loops and multiple edges) is a subgraph of T . In a rooted tree partition, the tree T is additionally rooted. For a subtree S ⊆ T , let β(S) := v∈V (S) β(v). For every integer a, the depth-a order of the rooted tree partition is the maximum of |β(S)| over all subtrees S of T of depth at most a − 2. We use the following simple observation. 1/a)-thin) , we conclude that G is fractionally ⋆-fragile at rate r.
For example, if ∆ ≥ 3 and T is a tree of maximum degree at most ∆, then we can root T and define β(v) := {v} for every v ∈ V (T ), thereby obtaining a rooted tree partition of T of depth-a order O ((∆ − 1) a−2 ). It thus follows from Lemma 17 that trees of maximum degree at most ∆ are fractionally ⋆-fragile at rate O ((∆ − 1) a−2 ), essentially matching the bound from Theorem 13.
We now construct good tree partitions for graphs of bounded treewidth and maximum degree.
Lemma 18. Let a, b, k and ∆ be positive integers with ∆ ≥ 3 and a ≥ b. If G is a connected graph with treewidth less than k and maximum degree at most ∆, then G admits a rooted tree partition (T, β) of depth-a order at most
Proof. Let s := 12k. We construct the tree partition starting from the root and adding children as described below. 
as required.
We now combine Lemmas 17 and 18, choosing b = Θ( √ a) in the latter.
Corollary 19. Let k and ∆ be positive integers with ∆ ≥ 3. The class of graphs of treewidth less than k and maximum degree at most ∆ is fractionally
The result can be extended to planar graphs using their fractional tw-fragility; that is, by combining Corollaries 10 and 19.
Theorem 20. For every integer ∆ ≥ 3, the class of planar graphs with maximum degree at most ∆ is fractionally ⋆-fragile at rate r(a)
Proof. Let G be a planar graph of maximum degree at most ∆. Consider an integer a > 256, let a ′ := ⌈2 √ a ⌉, let a ′′ := a+1 and note that 1/a ′ +1/a ′′ < 1/a. Choose X ∈ G tw↓3a ′ −3 at random from the (1/a ′ )-thin probability distribution given by Corollary 10. Then G − X is a planar graph of treewidth less than 3a ′ − 2 and maximum degree at most ∆.
′′ )-thin probability distribution given by Corollary 19, and let
. Consequently, choosing Z in this way gives a probability distribution on
Treedepth
By Lemma 4, we cannot hope to extend the results on fractional ⋆-fragility to any class with unbounded maximum degree. The natural parameter to consider in graphs with unbounded maximum degree is the treedepth [10] : firstly, stars have treedepth at most 2, and secondly, a connected graph of maximum degree at most ∆ and treedepth at most d has at most ∆ d vertices, thus giving us about as good a relationship to ⋆ as one may hope for in the case where the maximum degree is bounded from above. The treedepth td(G) of a graph G is the minimum integer d for which there exists a rooted tree T of depth at most d − 1 with vertex set V (G) such that every edge of G joins a vertex to one of its ancestors or descendants in T .
Given Corollary 19 and the relationship between ⋆ and td outlined above, one could perhaps hope that graphs of bounded treewidth are fractionally td-fragile at a linear rate. However, this is not the case. For the simplicity of presentation, we only give the counterargument for the case of graphs of treewidth two, but it can be naturally generalized to show that the class of all graphs of treewidth at most t cannot be fractionally td-fragile at rate better than Ω(a t ). • s ∈ µ(h);
• for each edge uv ∈ E(H), there exists an edge of G with one end in µ (u) and the other end in µ(v).
The sets µ(v) are called the bags of the minor.
Lemma 21. Let d and p be non-negative integers and let S be a subtree of B d with root s such that t d (V (S)) ≥ (2p + 1)t d (s). Then S contains a minor of B p rooted in s.
Proof. We prove the statement by induction on the non-negative integer p. The case p = 0 being trivial, suppose that p ≥ 1. For x ∈ V (S), let S x be the subtree of S induced by x and all its descendants. We can assume that t d (V (S x )) < (2p + 1)t d (x) for every x ∈ V (S) \ {s}, as otherwise we can consider S x instead of S and combine the obtained minor with the path from x to s in S. In particular, for a child
Consequently, s has another child x 2 in S and
. By the induction hypothesis, each of S x 1 and S x 2 contains a minor of B p−1 rooted in x 1 and x 2 , respectively, which combine with s to form a minor of B p rooted in s.
Next, let us lift this result to T d (B d ). For a non-negative integer p, let us define q(p) := 10
√ p + 1. Let us remark that the function q is chosen so that
Lemma 22. Let d and p be non-negative integers such that
d ≥ q(p) − 1, let G := T d (B d ) and w := (t d ) d ,
let s be a vertex of G and let S be a connected induced subgraph of G contained in the jug of s and containing s. If w(V (S)) ≥ q(p)w(s), then S contains a minor of B p rooted in s.
Proof. We prove the statement by induction on the non-negative integer p. The case p = 0 being trivial, suppose that p ≥ 1. For x ∈ V (S), let S x be the intersection of S with the jug of x. We can assume that w(V (S x )) < q(p)w(x), as otherwise we can consider S x instead of S, find the required minor in S x , and combine it with a path from s to x. Let T be the subgraph of G induced by the neighbors of s in the jug of s (note that T is a copy of B d ), and let N be the set of neighbors of s in G that belong to S. Notice that N ⊆ V (T ) since S is contained in the jug of s by assumptions. We have
Let B consist of the vertices
and hence
Let r be the root of T and set X := (V (T ) \ N) ∪ {r}. By (1) and the
For x ∈ X, let T x be the subtree of the forest T [N ∪ {x}] induced by x and its descendants, and set a(
By (2) and (3), we have
Since the left side of (4) is a weighted average of the values a(x) for x ∈ X, there exists
w(x) and no leaf of T 
Proof. Consider two integers a and d such that
Note that G is planar and has treewidth at most two. Let X be a subset of V (G) such that w(X) ≤ w(V (G))/a. Let r be the handle of G and let
w(V (G)). For x ∈ X ′ , let J x be the jug of x and let S x be the component
and thus there exists
w(x). Set p := ⌊a 2 /400− 1⌋, so p is a non-negative integer. Because 10
, we deduce from Lemma 22 that S x contains a minor of T p .
Note that T p has treedepth p + 1, that deleting a vertex decreases the treedepth by at most one, and that treedepth is minor-monotone [10] .
Since this holds for every set X with w(X) ≤ w(V (G))/a, Lemma 5 implies that r(a) ≥ p = Ω(a 2 ).
Outerplanar graphs are planar and have treewidth two; however, the graphs T d (T d ) are not outerplanar if d ≥ 2. As we will see below, outerplanar graphs are actually fractionally td-fragile at a subquadratic rate. Nevertheless, even for outerplanar graphs the rate is not linear, as we now show. Let us start by showing that T d (P n ) has substantial treedepth, where P n is the n-vertex path.
Lemma 24. Let d ≥ 0, a ≥ 1 and n ≥ 2 a be integers. The graph T d (P n ) has treedepth at least ad + 1.
Proof. We prove the statement by induction on the non-negative integer d. The case d = 0 is trivial, and we thus assume that d ≥ 1. Set G := T d (P n ), let v be the handle of G, and let Q be the n-vertex path induced by the neighbors of v. For a subpath Q ′ of Q, we define J Q ′ to be the union of the vertex sets of every jug the handle of which is contained in Q ′ . Suppose that R is a rooted tree witnessing the treedepth of T d (P n ). By finite induction we build a path u 0 . . . u a in R starting at the root u 0 of R and a decreasing sequence Q 0 ⊃ Q 1 ⊃ · · · ⊃ Q a of subpaths of Q such that the following invariants hold for each i ∈ {0, . . . , a}. ∈ J Q i , we can choose u i as the unique child of u i−1 in R such that the subtree of R rooted at u i contains all vertices of J Q i , so that (iii) is satisfied. This concludes the construction.
Now let x ∈ V (Q a ), let J x be the jug of x and let R x be the subtree of R rooted at u a . We know by (iii) that V (J x ) ⊆ V (R x ). Because J x is isomorphic to T d−1 (P n ), the induction hypothesis implies that R x has depth at least a(d − 1). Since u a has depth a in R, it follows that R has depth at least ad. Consequently, the treedepth of T d (P n ) is at least ad + 1.
We now give an argument analogous to that of Lemma 22. For the d- Proof. We prove the statement by induction on the non-negative integer p. The case p = 0 being trivial, we suppose that p ≥ 1. For x ∈ V (S), let S x be the intersection of S with the jug of x. We can assume that w(V (S x )) < (4b + 2p + 2)w(x), as otherwise we can consider S x instead of S, find the required minor in S x , and combine it with a path from s to x.
Let P be the subgraph of G induced by the neighbors of s in the jug of s. Let B consist of the vertices x in N such that w(V (S x )) < (4b + 2p)w(x). Since
we have
Set X := (V (P ) \ N) ∪ {v 1 }. By (5), we have
Given v i , v j ∈ V (P ), the vertex v j is to the right of v i if j > i. For x ∈ X, let P x be the subpath of P [N ∪{x}] induced by x and the vertices to the right of x. Observe that (V (P x )) x∈X is a partition of V (P ). Consequently, setting a(x) := (w(V (P x )) − w(V (P x ) ∩ B))/w(x), we deduce from (6) and (7) that
Since the left side of (8) Ω(a log a) .
Proof. Consider two integer a and d
Let r be the handle of G and let
w(V (G)). For x ∈ X ′ , let J x be the jug of x and let S x be the component of
w(X ′ ). Set c := ⌊(a − 4)/12⌋. We deduce from Lemma 25 that S x contains a minor of T c (P c ).
As this holds for every set X with w(X) ≤ w(V (G))/a, Lemma 5 implies that r(a) ≥ c⌊log 2 c⌋ = Ω(a log a).
Next, we will give a general upper bound for graphs with bounded treewidth. To this end, we need the following property of treedepth. H, H 1 , . . . , H t be induced subgraphs of a graph G such that
Lemma 27. Let
Proof. Let T, T 1 , . . . , T t be rooted trees respectively witnessing the treedepths of H, H 1 − V (H), . . . , H t − V (H). For i ∈ {1, . . . , t}, since H ∩ H i is a clique, all its vertices are contained in a root-leaf path of T ; let ℓ i be the leaf of such a path. Taking T ∪ T 1 ∪ · · · ∪ T t and, for i ∈ {1, . . . , t}, adding an edge from the root of T i to ℓ i , we obtain a tree witnessing that the treedepth of G is at most td(H) + max{td(
We are now ready to give the following upper bound on the rate of td-fragility for graphs with bounded treewidth.
Theorem 28. For every non-negative integer t, the class of graphs with treewidth at most t is fractionally td-fragile at rate r(a) = 2 t(t+1)/2+1 a t .
Proof. We proceed by induction on the non-negative integer t. Graphs of treewidth 0 have no edges, and thus they have treedepth 1. Hence, suppose that t ≥ 1. Let a be a positive integer and let G be a graph of treewidth at most t, which we can assume to be connected and chordal by Observation 6 without loss of generality. Let us fix an elimination ordering of G, and let v be the first vertex in this ordering. , define H C to be the subgraph of G induced by the union of V (C) and the subset of vertices of H with a neighbor (in G) that belongs to V (C). Lemma 8 ensures that H ∩H C is a clique, and Lemma 27 that the treedepth of H ∪ C H C is at most td(H) + 2 t(t+1)/2 a t−1 . Therefore, the conclusion follows by finite induction on j ∈ {1, . . . , 2a − 1}.
As we mentioned before, the bound provided by Theorem 28 can be improved for the special case of outerplanar graphs. Firstly, we note that the following holds. Proof. If H is not a path, it either is a cycle or contains a vertex of degree at least three. Contracting K to a single vertex, and considering it along with H, we obtain either K 4 or K 2,3 as a minor of G, contradicting the assumption that G is outerplanar.
We can now modify the argument used to demonstrate Theorem 28. We use the fact that a path with n vertices has treedepth ⌈log 2 (n + 1)⌉, see [10] .
Theorem 30. The class of outerplanar graphs is fractionally td-fragile at rate r(a) = 2a(1 + ⌈log 2 a⌉).
Proof. Let a be a positive integer. Let G be an outerplanar graph, which without loss of generality can be assumed to be connected. By triangulating the inner faces, we can assume that G is chordal. Let Combining Theorem 28 with Corollary 10 yields that planar graphs are fractionally td-fragile at rate a O(a) . A much better bound can be obtained using Theorem 11. To this end, let us introduce another variation on Theorem 28.
Theorem 31. The class of planar chordal graphs is fractionally td-fragile at rate r(a) = 8a 2 (2 + ⌈log 2 a⌉).
is trigeodesic, if follows that |P | < 12a for every P ∈ P. Consequently, we can turn the tree T witnessing the treedepth of G As we mentioned before, the planar graphs T d (T d (P d ) ) cannot be fractionally td-fragile at rate better than Ω(a 2 log a). We leave open the question of what is the correct rate for planar graphs (between the bounds of Ω(a 2 log a) and O(a 3 log a) we obtained).
