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Eigenvalue problems for variational inequalities on a closed convex cone C in 
a real Banach space V, of the form (g’(v) - W(v), w - v> > 0 for all w in C, 
are considered with the normalization g(v) = r, where g and h are real-valued C’ 
functions on V. Theorems are proved on the existence of solutions A(r) and 
v(r), and on their dependence upon the normalization constant r > 0. In partic- 
ular, the relation, as r ---, 0, of X(r), v(r) to solutions of the analogous problem 
withg”(0) and h”(0) in place of g’ and h’, is discussed. The theorems are applied 
to elliptic inequalities for Euler-Lagrange operators corresponding to multiple 
integral functionals on closed subspaces of Sobolev spaces, and to the inequality 
arising from the von Karman equations for the buckling of a thin elastic plate 
which is constrained to buckle in only one direction. 
Let I’ be a real Banach space, C a closed convex subset of V, and A and B 
maps from C to the dual space V*. We consider the problem, to find an element 
v E C such that, for some h E Iw, 
(Av--Bv,w-v)>O (all w E C), 
where (z, U) denotes the value of z E I’* on IL E V. Such “variational inequalities” 
arise, as is well-known, in the description of physical systems which are subjected 
to one-sided, or inequality, constraints, as well as the classical two-sided ones. 
In case C = V, the present problem reduces to the standard variational eigen- 
value problem 
(Av, w) = h(Bv, w) (all w E V), 
corresponding to the case in which all boundary conditions and other constraints 
are expressed by equalities. 
We give results under the following basic restrictions: A = g’ and B = h’ 
are the Frechet derivatives of Cl functions g and h on V, and C is a closed convex 
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cone in 1’ with vertex 0. Then, under reasonable assumptions, z’ E C will be a 
solution of the inequality provided that 
h(v) = sup(h(u): u E C and g(u) = r}, 
where Y is a real constant (cf. Lemma 3.2 below). The restriction that C be a cone 
is met often enough in practice to be interesting, and makes it feasible, in case g 
grows steadily along rays, to parametrize the competing set C n g-l(v), for any 
Y > 0, by the fixed set F = C n unit sphere. Then we can discuss simul- 
taneously the existence of a maximizing solution v = V(Y) for each fixed normali- 
zation T, and the behavior of such solutions as Y changes. 
Our main abstract result (Theorem 1) asserts that the maximum value of ii is 
continuous in Y, that at least one maximizing solution V(Y) exists for each Y > 0, 
and that, for Y in a compact interval, the family of all such solutions is compact in 
V. From the last assertion it is immediate that Y ++ V(Y) is a continuous path in C 
over any r-interval in which V(Y) is unique for each Y (though such uniqueness is 
not to be expected in general, as one can see from simple examples with V = R2). 
The assumptions are that V is separable and reflexive, g’ is bounded and satisfies 
a certain condition of strong monotonicity type (Condition (S+), cf. Definition 
1.2), h’ is compact, g is coercive, and g’, h, and h’ have certain positivity 
properties. Under suitably strengthened assumptions, we further show (Theorem 
2) that, as Y - 0, the maximum-realizing eigenvector V(Y) approaches 0 tangen- 
tially to the ray through some solution of the analogous problem in which g’ and 
h’ are replaced by the linear maps g”(0) and h”(0). The results for Y - 0 are most 
naturally stated in terms of h(v)/g(v), and so we prefer to use this quotient 
instead of h(v) throughout our treatment, a change which has no significant 
effect on the facts when g(v) = Y is held fixed. We give one further abstract 
result (Theorem 3), which applies to a somewhat special form of g and h, for 
which the assumptions, when true, are correspondingly easier to verify. These 
three theorems, together with the necessary definitions, are stated in Section 1. 
The existence assertion of Theorem 1, in case C = V, reduces essentially to 
[6, Theorem 14, p. 361. The general existence results of Do [9] (cf. also [l, 7, 8]), 
for eigenvectors of variational inequalities involving subgradients of convex 
functions on a Hilbert space, intersect the present theory in a particular case of 
Theorem 3. Our results on the behavior of solutions when the normalization Y 
is changed, and in particular when Y + 0, are new; but in form the conclusions 
are just those of a previous work by the author [ 121 on the Lusternik-Schnirelman 
theory of variational eigenvalue equalities. 
In Section 2, we apply the abstract results to some problems involving non- 
linear elliptic differential operators arising as Euler-Lagrange expressions for 
multiple integral functionals on Sobolev spaces (Theorems 4 and 5). We also 
consider the von Karman equations for the buckling of a thin elastic plate. As 
shown by Do [8] along the lines set out in [lo], the weak formulation of these 
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equations due to Berger [2] allows a modification to variational inequality form, in 
case the plate is constrained to buckle in only one direction. Our result (Theorem 
6) recovers the existence theorem of Do for the case of a clamped plate, and gives 
new information about behavior under change of normalization. This result could 
no doubt be extended to cover the more general two-sided boundary conditions 
treated in [3], though the details of this have not been checked. The problems in 
[9] with one-sided boundary conditions cannot be brought under the present 
theory, however, because they involve functional constraints which are more 
delicate than just restricting the candidates to lie in a cone. 
In the course of their formulation, the theorems of Section 2 are deduced from 
those of Section 1. The proofs of Theorems 1,2, and 3 are given in Sections 3,4, 
and 5, respectively. We prove existence by amalgamating two separate Galerkin 
approximation arguments given by Browder, one for variational inequalities 
without eigenvalues [6, p. 221, and one for variational eigenvalue equalities 
[6, p. 361. To obtain the continuity of the maximum function, we need slightly 
more positivity on g’ than would suffice for the existence proof; but apart from 
this, the conditions which enter the stability proofs, including the case Y + 0, are 
precisely those already needed for existence. This state of affairs was previously 
encountered in [12], where similar stability assertions for eigenvalue equalities 
were deduced from assumptions originally designed [6, p. 461 to yield the Palais- 
Smale condition (C), which is central to the existence proofs there. The present 
methods are basically the same as those of [12], with the following simplifications: 
the absence of minimax considerations allows us to do without the machinery of 
locally trivial fibrations, and the boundedness of h on level sets of g reduces the 
notion of h-equicontinuity of h with respect to the radial trivialization of g (cf. 
[12, p. 2181) to a notion of ordinary equicontinuity of the family of restrictions of 
h to rays. 
It should be noted that, by similar methods applied to inf(g/h) and by some 
shift in positivity from g’ to h and h’, we can prove results parallel to the ones 
proved here, but with the normalization h(o) = Y instead of g(v) = Y. 
1. RESULTS FOR THE ABSTRACT PROBLEM 
Let g and h be real-valued Cl functions on a real Banach space V, and let 
C # (0) be a closed convex cone in V with vertex 0. 
DEFINITION 1.1. An element v E C is an ezgenvector for the variational 
inequality associated tog’ and h’ on C provided that, for some X E R, 
<g’(v) - A@(v), w - v> > 0 (all wEC); (1.1) 
and the collection of all such v is denoted by K. 
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Remark. The eigenvalue h is almost determined by u E K, in the following 
sense: by setting w = 2v and w = i v successively in (l.l), one finds that 
h = h(v) must be given by 
h(v) = <d(V)> v)l<h’(v), V>> 
provided that (h’(v), v) # 0. This condition will be satisfied by all the v E K 
encountered below. 
We recall that an operator T: V + V* is called bounded (respectively, compact) 
on C provided that T maps each bounded subset of C to a bounded (respectively, 
precompact) subset of V*; and T is called completely continuous on C provided 
that for each sequence {vi} in C with vi + v weakly, TV, --f TV strongly in V*. 
The following condition of monotonicity type was introduced in the context of 
variational inequalities by Browder (cf. [6, p. 221). 
DEFINITION 1.2. An operator T: V-t V* is said to satisfy condition (S+) on 
C provided that, if {vi} is a sequence in C with vi -+ v weakly and 
then vi + v strongly. 
lim sup (Tvi , vi - v) < 0, (1.2) 
The role of the following positivity condition in the existence theory of varia- 
tional eigenvalue problems was established by Browder in [6]; the name comes 
from [12]. 
DEFINITION 1.3. A Cl real-valued function k on V is called radial on W C V 
provided that k is positive on W, and for each Y > 0 and each p > 0 there exists 
d > 0 such that 
(k’(v), v> 3 d if VEW, k(v) >Y, and llvll dp. (1.3) 
For functions k on V, we shall make frequent use of the notation 
C(k) = {v E C : k(v) > O}. 
THEOREM 1. Let V be a separable rejfexive real Banach space, let C # (0) 
be a closed convex cone in V with vertex 0, and let g and h be real-valued Cl functions 
on V. Assume further: 
( 1) g’ is bounded and satisfies condition (S +) on C, and h’ is compact on C; 
(2) &)+~4IvII-+*~ v E c; 
(3) g is radial on C(g), and h is radial on C(h) n C(g); 
(4) For each T ~g(C(g)), C(h) meetsg-l(r). 
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Then the following conclusions hold: 
(a) The function TV defined for each r > 0 by 
4~) = suPVWd+ v E C n g-34) 
is finite, positive, and continuous on (0, 00); 
(b) For each r > 0, the set 
K,(r) = {V E K n g-l(r) : h(v)/g(v) = p(r)) 
is not empty, andfor each v E K,,(Y) the corresponding eigenvalue isgiven by h(v) = 
<g’W> WW4, v>; 
(c) For each r > 0, if (ri} and (wi} are sequences such that r( + Y and 
vui E KJr,), then there exist a subsequence {v,ci)} and an element v E K,(r) such that 
wici) ---f o strongly and A(u,(~,) --f h(v). 
In case C = I’, inequality (1.1) becomes the variational eigenvalue equality 
<g’(v), w) = h(h’(v), w) (all w E V). 
For this case, the existence conclusion (b) of Theorem 1 has been proved [6, 
Theorem 14, p. 361 under marginally weaker positivity assumptions. 
DEFINITION 1.4. A Cl real-valued function K on I’ is called quadratic at 0 
provided that K(O) = 0, K’(0) = 0, and the Frechet derivative k”(0) exists and is 
symmetric from V to V*, i.e., 
(K”(0) 0, w) = (k”(0) w, v) (all o,wuV); 
and in this case the function k,, is defined by 
k,,(v) = $(k”(O) o, V) (all v E V). 
It is immediate from the symmetry of k”(0) that k, is Cl (actually Cm), with 
k,’ = k”(0). Thus if g and h are both quadratic at 0, the variational inequality for 
v E c, 
(g”(0) 57 - Ah”(O) v, w - v) 2 0 (all w E C), (1.4) 
is of the same form as (l.l), with g, and h,, in place of g and h. Our next result 
deals with the relation of K to the analogous collection 
K, = {V E C : (1.4) holds for some X E R}. 
As before, we expect the eigenvalue corresponding to v E K, to be given by 
W9 = g&%(4 = <go+4 Who’W> v>, 
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where the latter equality comes from g,’ = g”(0) and A,,’ = h”(O). The homo- 
geneity of these maps of course implies that K, contains the ray through any 
z, E K, , and that A, is constant on any ray. 
THEOREM 2. In Theorem 1, let g and h be quadratic at 0, and replace assumption 
(4) bY 
(4’) For some c0 > 0 and all v E V, g,,(v) > c, 11 v /j2; and for some v E C, 
h,(v) > 0. 
Then conclusions (a)-(c) of Theorem 1 hold, and in addition: 
(a,,) p extends to a positive continuous function on [0, CD) by 
1-40) = supVoW/& : v E C n &X)1; 
(bs) The set KU(O) is not empty, where 
Jw9 = Iv E 4 n d(1): 4l@Y&) = P(W, 
and for each v E K,(O), the corresponding eigenvalue is given by h(v) = l/p(O); 
(co) If 0 < ri ---f 0 and vi E KU(rj), then 11 vi II-+ 0, h(vi) + l/p(O), and there 
exist a subsequence {v~(~)) and an element v E K,(O) such that Q.)/IJ witi) jl+ v/l] v 11. 
Remark. Theorem 2 applies in practice only in the case when V is a Hilbert 
space, for it follows from (4’) that (v, w) = (g”(0) v, w) defines an inner product 
on V, whose associated norm (2g,#/a is equivalent to the given norm jl * 11. 
THEOREM 3. Let V be a separable real Hilbert space, and let C # (0) be a closed 
convex cone in V with vertex 0. For v E V, de&e 
g(v) = (P9 v> + a <LV> v> +&J>, 
44 = <q> v> + 9 <Mv, v> + h,(v), 
where p and q are in V*, L and M are symmetric bounded linear mups from V to V*, 
andg, and h, are real-valued Cl functions on V such that g,(O) = h,(O) = 0, and 
g,‘(v) and h,‘(v) are of order o(ll v 11) as v + 0. Assume further: 
(i) (p,v) 30 ij vEC; 
(ii) For some c,, > 0 and all v E V, (Lv, v) 3 2c, /I v II2 ; 
(iii) g,’ is compact on C, and (gl’(v), v) 3 0 ifv E C; 
(iv) <q, v> 2 0 ;f v E C, with equality if also (Mv, v> < 0; 
(v) M is compact on V, and (Mv, v) > 0 for some v E C; 
(vi) h,’ is completely continuous on C, (h,‘(v), v> > 0 if v E C, and 
(h,‘(v), v) 3 2h,(v) ifaZso (Mv, v) < 0. 
VARIATIONAL INEQUALITIES 339 
Then conclusions (a)-(c) of Theorem 1 apply to the set K of sobtions of (1.1) 
with 
g’(fJ> = p + L-v + glw, h’(a) = q + Mv + h,‘(w). 
If in particular p = q = 0, then the further conclusions (a&co) of Theorem 2 
apply to the set K, of solutions of (1.4), with 
g”(0) = L, h”(0) = M. 
The existence part of Theorem 3, with L = derivative of 4 11 . 1j2, M positive, 
q = 0, and h, = 0, has been stated [8, ThCoreme 6, p. 471 and proved [7, 
Theo&me 1.7, p. 61 by Do. 
2. APPLICATION TO NONLINEAR ELLIPTIC PROBLEMS 
We shall apply the foregoing theorems to some problems involving nonlinear 
partial differential operators of Euler-Lagrange form. We use the standard 
notations (cf. [6, pp. 1; 341 or [12, p. 2571); and in particular, Sz will be a bounded 
open set in IFP, k >, 0 an integer, sk the number of n-multi-indices 01= (01~ ,. .. , a,) 
having 1 a j = C 01~ < k, & = (.$,)1,1<~ a vector in IX+, and t*(v) = (Daw)larl(k 
for a real distribution er on Q. We consider functionals of the form 
~(4 =s, G(x, LW(X>) dx, WI 
W = J’, H(x, Em&W) dx, (2.2) 
where m 3 1 and G: Sz x R *m -+ R and H: B x I+-1 -+ IR and their partial 
derivatives G, = aG/&$ and H, = aHI&& satisfy the following conditions. 
Conditions I. Q is a bounded Sobolev domain; G and G,(I LX 1 < m) are 
measurable in x for each &,, E I+ and continuous in &,, for almost all x E Q, 
and the following inequalities hold for some p > 1, c > 0, c,, > 0, and all 
XESZ, &&Eiw: 
I G(x, EmI < c 
[ 
1 + C I Ee I* , 
ImP 1 (2.3) 
G&, &,Jl < c 1 + C I 6~ Ip-l , 1 (2.4) IBlSrn 
C G&, Em) t, 2 co c 1 4, 1’ - c, (2.5) 
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where in (2.6), 5, = (S,)l,i=, ; and Hand H, satisfy the same conditions down to 
(2.4), with m replaced by m - 1. 
It is shown in [6, proof of Lemma 7, p. 351 that under Conditions I, g and h 
defined in (2.1) and (2.2) are Ci functions on the Sobolev space Wnr*p(!G), with 
g’ and h’ given by 
(g’(4, w> = C i G(*, 5&N Daw, (2.7) 
IUIGP R 
and that g’ is bounded and satisfies (S+) and h ’ is completely continuous, hence 
compact, on Wm~“(sZ). In fact these results hold under weaker inequalities than 
(2.3)-(2.5), since larger growth in the lower-order derivatives can be accommo- 
dated by use of the Sobolev inequalities. We refer to [6] for details; cf. also 
[12, p. 2611. 
Fixing a closed subspace V of Wmvp(s2) which contains Cam(Q), and choosing 
any closed convex cone C # (0) in V with vertex 0, we can write (1.1) as the 
inequality 
a(w, w - w) - hb(w, w - w) > 0 (all w E C), (2.9) 
where a and b are the Dirichlet forms defined by the right-hand sides of (2.7) 
and (2.8). Thus we obtain the following concrete version of Theorem 1. 
THEOREM 4. Assume Conditions I, and assume that (2)-(4) of Theorem 1 hold 
for g and h dejned in (2.1) and (2.2). 
Then conclusions (a)-(c) of Theorem 1 hold for the inequality (2.9). 
In case C = V, the existence part of Theorem 4 is comparable to [6, Theorem 
16, p. 361. We note the omision, in the cited place, of a hypothesis that is used 
in the proof: namely, in Browder’s notation, the boundedness of M,( f) = f -l(c), 
which corresponds to our assumption (2). 
Further restrictions on G and H sufficient to allow the application of Theorem 
2 will involve the second partial derivatives GaB and H,, , where, e.g., 
Conditions II. Conditions I hold with p = 2; G(x, 0) = G,(x, 0) = 0 
(x E Qn, I 01 I < m); Go exists, is bounded, and satisfies Ga, = GE0 (I 01 1, 
1 j3 1 < m); and the following inequality holds for 1 a: I < m, x E Q, and k, E Pm: 
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where c(t)/t -+ 0 as 0 < t---f 0; and H satisfies the same conditions, with m 
replaced by m - 1. 
Under Conditions II, g and h are Cl on IPQ(Q) as before, and are quadratic at 
0, with g”(0) and h”(O) given by 
<g”(O) fJ7 w> = G,, D”v DBw, (2.11) 
(h”(O) 21, w) = 
I I ,2 
Ha0 Dav Dew. (2.12) 
cc. ,m 
Indeed, the right-hand sides of (2.11) and (2.12) define symmetric bounded 
bilinear forms (Lw, w} and (Mw, w) on I’; and, e.g., the estimate 
l(g’(tu) - Ltu, w)\ < c(t) * const * (1 w 11 
follows from (2.10), uniformly over u E IPJ’(Q) with /I u jlm,l, = 1, from which 
(2.11) is immediate in view of the assumption c(t) = o(t) as t ---f 0. Again (2.10) 
can be relaxed in the usual way; we refer to [12, Lemma 4.2, p. 2591 for details. 
Fixing V and C as before, we obtain from (1.4) as the “linearized” version of 
(2.9) for small solutions, the inequality 
%(% w - a) - hb,(v, w - 7J) > 0 (all w E C), (2.13) 
where a, and b, are the bilinear forms defined by the right-hand sides of (2.11) 
and (2.12). Thus we obtain the following concrete version of Theorem 2. 
THEOREM 5. Assume Conditions II, assume (2) and (3) of Theorem 1, and 
assume (4’) of Theorem 2, for g and h defined in (2.1) and (2.2). 
Then conclusions (a)-(c) of Theorem 1 and (aO)-(co) of Theorem 2 hold for the 
inequaZities (2.9) and (2.13). 
By further restricting the form of G as in [12, Theorem 4.5, p. 2641, we could 
write down a concrete version of Theorem 3 in this context. Leaving the details 
of this aside, we turn to an application of Theorem 3 in the theory of buckling 
of a thin elastic plate which rests on a rigid support. We follow the expositions of 
Berger [2, pp. 689-6981 and of Do [8]. 
With the plate supported throughout a bounded domain Q in the xy-plane and 
clamped on X!, assumed sufficiently regular, the equilibrium displacement 
V(X, y), stress function incrementf (x, y), and reactive pressure P,(x, y) exerted by 
the support, satisfy (cf. [8, p. 45, 2, p. 6911): 
in Q : 
v 3 0, Pl 2 0, VP1 = 0, (2.14) 
w + k, VI = 0, (2.15) 
L% - [f, VI - XF, , VI = p + p, , (2.16) 
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on &?: 
n = z’, = eyy = f = fs zzz fu zzz 0, (2.17) 
where A2 is the biharmonic operator, the bracket is 
[v, 4 = z’zzwy~ + ~‘YVW,, - 2%??%! , (2.18) 
and v andfare in C*(Q) n C’(a). Th e g iven data are the initial stress distribution 
F,, caused by prior stressing and boundary forces applied in the plane of Sz, a 
real parameter A measuring the magnitude of the initial stress, and the applied 
normal pressure P, assumed to act downward, i.e., P < 0 in Q. 
To formulate the problem without reference to the unknowns f and PI , we use 
the Green’s operator r = A-2 with boundary conditions (2.17) to solve (2.15) for 
f, substitute the result in (2.16), transpose P, and multiply by w - v where 
w > 0 satisfies (2.17), use (2.14) to get Pl(w - a) = Plw >, 0 in Q, and integrate 
over Q to get 
s (-P + A2a + [r[v, ~11, w] - A[F, , v])(w - v) > 0. (2.19) R 
Conversely, if v 3 0 satisfies (2.17), and satisfies (2.19) for all w > 0 satisfying 
(2.17), then taking PI to be the contents of the first parentheses in (2.19), one 
finds that r Plv = 0, so l Plw 3 0 for all test w 3 0, so PI satisfies (2.14); 
and with f defined to be -F[v, v], (2.15)-(2.17) hold by definition. Thus we may 
take (2.19) as our “classical” point of departure. 
In formulating a weak version of (2.19) to which Theorem 3 will apply, we 
continue to follow [2, 81, but we prefer to maintain the distinction between a 
Hilbert space and its dual. Let V be the closure of Corn(Q) in W2*2(Q). Then Vis a 
separable Hilbert space with respect to the inner product 
the dual space V* is W-2~2(Q), and the pairing (z, w> of z E V* and w E V 
extends the Ls-pairing, i.e., 
<% w> = I,- (2 ELy2), w E V); 
and A2 on C,“(Q) has an extension AZ: V --+ V* such that (A20, w) = (q w)~, so 
that the correspondingly extended inverse map r is precisely the Riesz represen- 
tation isometry: V* -+ V. The form [v, w] of (2.18) is symmetric bilinear in v, 
w; and from the identity 
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it follows that, for ZI, w, u E C,,“(Q), 
I(h 4, u>l < const . II u /Iv II w IL II 24 k4 . 
Since V imbeds in kV4(Lr) by Sobolev, ([v, w], u) extends to a bounded trilinear 
form on V, and o, w w [v, w] defines a symmetric map from V x V into V*. 
Moreover, since V + kV4(LI) is compact, the last map is compact linear in each 
variable separately, and the maps o t-+ [v, V] and v H T(v), where 
are completely continuous from V to V*, with 11 T(v)lIV. = O(ii w 11;) as v --f 0. 
Assume P ELM and F, E V, define p E V* to be integration against -P, 
define L and M: V--f V* by L = A2 and M = [F,, , .I, and set 
c = (cl E v: V(X) > 0 a.e. in Q}. 
Then, interpreted weakly, inequality (2.19) asks for ‘u E C such that 
(p-t-Lv+T(o)--Mv,w-v)>O (all w E C). (2.20) 
On the other hand, defining a function g, on V by 
we use the chain rule for Frechet derivatives, the relation (I%, u)~ = (z, U) for 
z E V*, and the symmetry of r, to compute 
But ([v, w], U} = ([v, u], w) because of the identity 
LO> WI = h/v”L - 2(%,W)w + (%,W),, 
for smooth functions, so we obtain 
(gl’(q, w> = (h rb> 41, w> = <W), 4 
for all w and w in V, i.e., T = g,‘. Thus (2.20) is of the form (1. l), whereg and h 
are in turn of the form in Theorem 3, with q = 0 and h, = 0. A review of the 
discussion above shows that, of the assumptions in Theorem 3, we lack only the 
positivity part of(v). Thus: 
THEOREM 6. Assume that P ELM, P < 0 012 l2, F, E V, and ([F, , v], v) > 0 
f3r some non-negative v E V. 
Then conclusions (a)-(c) of Th eorem 1 holdfor the weak version (2.20) of (2.19). 
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We note that conclusions (aa)- of Theorem 2 do not apply in this case, since 
in generalp f 0. Indeed, if P(X) < 0 f or all x E fi, then Do states [8, Theo&me 
7, p. 471 and proves [7, Theo&me 1.9, p. 61 that X(v,)+ f “o, if V~ E K 
and jj vi ~/+ 0. 
If a solution v E C of (2.20) happens to lie in C4(J2) n Cl(Q), then the classical 
form (2.19) follows by integration by parts, and with (2.19) come the original 
(2.14)-(2.17), as we have seen. Do asserts [8,p.48] that if PELT, allp > 1, and 
Fa E W3*2(52>, then results in [5] show that any solution v of (2.20) is in W4*~(sZ) 
for allp > 1, and hence ‘u E C3so(Q) with a certain 01. It would be interesting to 
know whether the desired (and stronger) regularity v E C4(Q) holds for solutions 
of (2.20). 
It would also be interesting to gain any information on the physically appealing 
conjecture that the solution in K n g-r(r) is unique, or at least locally unique, 
for fixed Y. 
3. PROOF OF THEOREM 1 
LEMMA 3.1. Let k be Cl on V, with (k’(v), v) > 0 for v E C(k). For a given 
unit vector u E C, assume k(pu) > 0 for some p > 0, and set 
p. = inf{p : p > 0 and k(pu) > 0}, 
7 - sup{k(pzl): p > O}. co
Then the function p ++ r = k(pu) has a derivative 
dr/dp = (k’(pu), u) > 0 (P > PO) (3-l) 
and carries (p,, , co) onto (0, r,). 
Proof. The ray {pu : p > 0} is contained in C, and by assumption, drldp = 
(k’(pu), u) is positive wherever r = k(pu) is positive. Hence both Y and dr/dp 
are positive for all p > p. , and hence r0 = k(p,,u) is non-negative. If p,, = 0, then 
r0 > 0 would make 0 E C(K), contradicting the assumption that (K’(v), v) > 0 
on C(k); while if p,, > 0, then Y,, > 0 would make k(pu) > 0 for p slightly 
smaller than p. , contradicting the definition of p. . Hence r, = 0, and r increases 
from 0 as p increases from p0 . Q.E.D. 
Proof of Part (a) of Theorem 1. 
By assumptions (2) and (3), Lemma 3.1 applies with k = g and any u E F, 
where 
F = {u E C : // u 11 = I}, 
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to show that g takes each r > 0 as a value, precisely once on each ray in C. In 
particular, for each Y > 0, C n g-l(r) is a nonempty set, which moreover is 
bounded in view of (2). But as can be seen by integrating along rays, h 
inherits from h’ the property, implied by (l), of boundedness on bounded 
subsets of C; and so h is bounded on C n g-l(r). Thus p(r) in conclusion (a) is a 
well-defined real number. Since, by (4), h is positive somewhere on C n g-l(r), 
we have altogether 0 < P(T) < co, for each r > 0. 
To prove the continuity of CL, we first transform the defining expression for 
p(r). As noted above, the points of C n g-l(r) for fixed r > 0 are in one-to-one 
correspondence with the rays in C, and hence with the points in F. To make the 
latter correspondence explicit, given z1 E C(g), we set 
and given r > 0 and u E F, we recover v as 
v = pu, P = k(r), (3.2) 
where i, is the inverse of the function p t-+g(pu) as in Lemma 3.1. Thus, if we 
put h,(r) = h(w) where v is given by (3.2) we have, for each r > 0, 
p(r) = sup{h,(r)/r : u EF}. (3.3) 
Now to prove the continuity of p at r, it suffices [4, Exercise 8c, p. 3231 to show 
that the family of functions {h U : u E F} is equicontinuous at r. 
To this end, we observe from (3.1) and (3.2) that the derivative of h, at r is 
and hence, by multiplying top and bottom by p, we have h,‘(r) = h(o)-l, where TJ 
is given by (3.2). Fix Y = Y, > 0, let 0 < rl < r0 < r2 , and consider 
w = (v E c : r-1 < g(v) < Yz}. 
By assumption (2), W is bounded in I’, and hence (h’(n), V) is bounded for 
w E W. Further, by (3), inequality (1.3) applies. with K = g, so (g’(v), o} is 
bounded above 0 for er E W. Hence 1 X(0)-l ] * b 1s ounded by some constant M for 
w E W. Since h,‘(r) = h(o)-l, it follows that, over the interval y1 < I < r2 , 
the family {h U : II EF} admits M as a common Lipschitz constant, and so is 
(uniformly) equicontinuous. Q.E.D. 
The following result [8, Lemme 5, p. 471 intervenes in the proof of (b), and 
accounts for the use of the term “variational” in reference to inequality (1.1). 
The proof comes from [7, p. 51. 
580/26/4-3 
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LEMMA 3.2. Let V,, be a real Banach space, let C, be a closed convex cone in V,, , 
and let k and 1 be real-valued Cl functions on V, . Let v E C,, and Y = k(v). Assume 
that (k’(v), v) > 0 and (Z’(v), v) > 0, and that l(v) > l(w) for all w in 
Co n k-l(r). Then 
(k’(v) - M’(v), w - v) > 0 (all w E C,), (3.4) 
where h = (k’(v), 0)/(1’(v), v). 
Proof. With the given v E C’s, fix any w E C, and define an affine map 
j: R2 + V, by 
j(s, t) = v + s(w - v) + tv. 
Since the points (1, 0), (0, -l), and (0, 1) are carried by j into the convex set 
C, , the same is true for all points (s, t) near (0,O) having s > 0. 
Set 01 = k 0 j and p = 2 0 j. Then 01(0,0) = r, /I(O, 0) = Z(v), and 
(grad a)(@ 0) = (W(v), w - v>, <k’(v), v>), 
(grad B>(O, 0) = (<l’(v), w - v>, <W, w>). 
Since (k’(v), a) > 0 is assumed, the set CL-‘(~) near (0, 0) consists of the graph 
(s, +(s)) of a Cl function 4, with 4(O) = 0 and 4’(O) = -(k’(o), w - v)/(k’(v), v). 
Thus j-r(C, n k-l(r)) contains all (s, d(s)) with small s 3 0; and /3(0, 0) > 
,9(s, 4(s)) for such s follows by assumption. Hence 
0 2 W/4 Bh C(s))1 s=o 
= V(v), w - w> + V(v), v> 9’(O). 
Multiplying this inequality by the negative number -(k’(w), o)/(Z’(w), w), 
we obtain (3.4). Q.E.D. 
Proof of Part (b) of Theorem 1. 
Fix r > 0. As we have seen in the proof of conclusion (a), there is a point 
w, E C n g--l(~) with h(w,) > 0. Since V is separable, we can complete w, to 
a sequence {We} which is dense in C n g-l(r). For each i > 1, let Vi denote the 
linear hull of {We : j < i}, and set 
Ci = C n Vi , C,(r) = C, n g-l(r). 
Then each Ci is a closed convex cone in V, with vertex 0, {Ci} is nondecreasing 
with vi Ci dense in C and (Ji C,(r) d ense in C n g-‘(r), and w1 belongs to 
every Ci . 
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For each i, let & : Vi -+ V be the inclusion, and set gi = g 0 & , hi = h 0 y$ , 
so that gi and hi are Cl on Vi , with 
(g:(w), W>d = (g’(O), w>, <hi’(er>9 wo>i = <h’(v)9 w>, (3.5) 
for all v, w E Vi , where (*, *)i denotes the pairing between Vi* and Vi . Since Vi 
has finite dimension and Ci n g-l(r) = Ci( I is closed and, by assumption (2), ) 
bounded, there exists an element vi E C,(r) such that h,(o,)/g,(v,) = pi(y), where 
/4(y) = s”P~hi(w)l~i(o) : w E ci(r)>* (3.6) 
Now g(wi) = r > 0 and h(aJ > h(w,) > 0. By (2) the sequence {wi} is bounded 
in V, and so by the radiality assumption (3), (g’(v,), wi) and (hi’(oi), oi) are 
bounded below by some d > 0. Applying Lemma 3.2 with V,, = Vi , C,, = Ci , 
K = g, , and I = hi, and bearing in mind relations (3.5), we obtain from (3.4) 
the inequality 
(g’(q) - X(q) h’(q), w - Vi) 2 0 (all w E Ci). 
Hence Lemma 3.3 below applies (with K = g, I = h, and I = 1) to give a 
subsequence, again denoted by {vi}, which converges strongly to some v E K. 
By continuity, g(n) = limg(ni) = r and h(v)/g(v) = lim h(vi)/g(oi) = lim pi(r), 
where P*(Y) is defined in (3.6). But since the union of the C,(r) is dense in 
C n g-l(r), we have lim &Y) = P(Y). Thus v E K n g-l(r) and h(o)/g(v) = p(y), 
i.e., ZI E K,,(Y); and the remark after Definition 1.1 completes the proof of (b). 
Q.E.D. 
In the proof just concluded, an appeal was made to the following lemma, which 
we shall state in sufficient generality for later use. Its proof is adapted from 
[6, p. 24, pp. 38-391. 
LEMMA 3.3. Let V be a rejlexive real Banach space, let C be a closed convex set 
in V, and let k and 1 be real-valued Cl functions on V such that k’ is bounded and 
satisfies (S +) on C, and I’ is compact on C. 
Let {vi} be a bounded sequence in C, with (Z’(q), vi) >, d > 0, and let {Ci} be a 
nondecreasing sequence of subsets of C with ui Ci dense in C. Assume that, for each 
~>Oandp>O,thereexistsI=I(~,p)suchthati3Iandw~C~withIIwI/~p 
imply 
(k’(q) - h(q) Z’(q), vi - w) < E, (3.7) 
where h(w) = (k’(n), +/Q’(w), v). 
Then Some subsequence of {7Ji> converges trongly to some v E C satisfying 
(K’(v) - X(v) I’(o), v - w) < 0 (a/Z w E C). (3.8) 
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Proof. Since {vi} is bounded, we can choose successive subsequences, using 
the compactness of 1’ and the reflexivity of V, to arrive at a subsequence, again 
denoted by {vi>, such that Z’(vJ converges strongly in V* and vi converges 
weakly to some v E V. Note that C is weakly closed, so v E C. Further, since K’ is 
bounded on C and (Z’(v& vi) 2 d > 0, h(vi) and 11 6, IIr,* , 6, = k’(vi) - 
X(Vi) 2’(vi), are bounded by some constant M. 
We claim that relation (1.2) holds, with T = K’. To see this, fix E > 0. By 
the assumption on {C,}, we can find w in some Cj such that 11 w - v I/ < E/M. Set 
p = I/ w I/, and let i -+ co in the identity 
(kyv,), vi - v) = (6, ) vi - w} + (Si ) w - v) + h(VJ(l’(Vi), vi - v). 
The first term on the right-hand side is < E, by assumption (3.7), as soon as i 
exceeds bothj and I(E, p); the second term is always < M * (c/M); and the third 
term approaches 0 since A(vi) is bounded, Z’(v,) converges strongly, and vi - 
v -+ 0 weakly. Hence 
lim sup (k’(vi), vi - v) < 2~ 
for arbitrary E > 0, which implies (1.2) as claimed. 
Since K’ satisfies (S+) on C, the subsequence now called {vi} converges 
strongly to v. Passing to the limit in (3.7) along this subsequence, and using the 
continuity of k’ and 1’ together with the uniform bound (Z’(Vi), Vi) 3 d, we 
obtain 
(k’(v) - X(v) Z’(v), v - w) < E 
for each w in each Cj , hence in C. Since E > 0 is arbitrary, (3.8) follows. Q.E.D. 
Proof of Part (c) of Theorem 1. 
By hypothesis, (vi> is a sequence with ri = g(v,) --+ r > 0, so we can assume 
that all the ri lie in some interval [rl , r.J, rl > 0; and then it follows from (2) 
that (vi} is bounded. Also by hypothesis in (c), h(vi) = rip(ri), and by the 
continuity of p proved in (a), this converges to rip > 0. Thus we can assume 
that h(q) > r3 > 0, and then it follows from (3) that (h’(v& vi) 2 d for some 
d > 0. Finally the hypothesis in (c) that vi E K gives, via (l.l), inequality (3.7) 
in Lemma 3.3 with k = g, 1 = h, Ci = C, and I = 1. Then Lemma 3.3 applies to 
give a subsequence {via,} converging strongly to some v E K. Continuity of g 
and h shows that g(v) = Y and h(v)/g(v) = p(r), so v E K,(r); and continuity of g’ 
and h’ gives X(vio)) -+X(v). Q.E.D. 
Remark. All the conclusions of Theorem 1 except the last statement of (c) 
remain true if the assumption that g and h are Cl is relaxed to continuity of g 
and h, existence of g’(v) and h’(v) as Gateaux derivatives at each v E C, and 
continuity of g’ and h’ from two-dimensional affine subspaces of C to V* with 
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its weak topology. Indeed, these assumptions suffice for all the arguments, 
except the proof that the strong limit w in Lemma 3.3 satisfies (3.8), and the proof 
that X(qu)) -+ h(o) at the end of (c). There is no reason for the latter statement 
to be true unless g’ and h’ are continuous; but the conclusion that w E K in the 
proofs of both (b) and (c) follows under the weaker assumptions, by further 
appeals to Lemma 3.2 with I’,, = I’, C, = C, K = g, and 1 = h. 
4. PROOF OF THEOREM 2 
LEMMA 4.1. Let k be Cl on V and quadratic at 0. The-n, with k,(v) = 
$ (h”(0) w, w): 
(4 44 = k&4 + 4 w II”> m II w II + 0; 
(b) W) = k”(O) w + o(II TV II) as ll4I+O; 
(c) h,’ = K”(0). 
Proof. Since K’(O) = 0, (b) is the definition of K”(0). Since K(O) = 0, (a) 
follows from (b) by integration along rays. Assertion (c) follows f-ram the 
symmetry of K”(O), as noted after Definition (1.4). Q.E.D. 
Proof of Conclusions (a)-(c). 
The assumptions of Theorem 2, which include those of Theorem 1 down to 
(3), imply (4) as well. Indeed, by (4’), there is a unit vector u E C with h,(u) > 0. 
It follows by Lemma 4.1(a) with K = h that h(pu) > 0 for all small p > 0, and 
then by Lemma 3.1 with K = h that h(pu) > 0 for all p > 0. Hence C(h) 
contains the ray {pu : p > 0}, and by Lemma 3.1 with K = g, this ray meets 
g-l(r) for every Y > 0. Thus (4) is verified, and the conclusions of Theorem 1 
hold under the assumptions of Theorem 2. Q.E.D. 
LEMMA 4.2. Under the assumptions of Theorem 2, the functions g, and h, 
satisfy the assumptions of Theorem 1. 
Proof. By Lemma 4.1 (c), g,’ = g”(0) and h,’ = h”(O), so that g,’ and h,’ are 
bounded linear maps from V to V*, satisfying 
<khw 0) = %%(4, &‘(~), w> = %,W (4.1) 
Let wi + w weakly and 
lim sup(g,‘(wJ, wi - a) G 0. 
It follows immediately that 
lim sup<g,‘(w,) - g;(o), wi - V) G 0, 
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and because g,’ is linear, the last relation implies, via (4.1), that lim sup 
g&vi - n) < 0, and hence, by assumption (4’), that vi + a strongly. Thus g,’ 
is bounded and satisfies (S+-) on V’; and since ha’ = h”(O) inherits compactness 
from h’ [ 13, Theorem 4.7, p. 5 11, assumption (1) for g, and h, is verified. Assump- 
tion (2) for g, is immediate from (4’). By (4.1) above, go and h, are radial on 
C(g,) = C\(O) and C(h,), respectively, while by (4’), ha is positive on some ray 
{pzl : p > 0) in C. Thus g, and h, satisfy (3) and (4). Q.E.D. 
LEMMA 4.3. Under the assumptions of Theorem 2, for any d > 0 there exists 
6 > 0 such that, if 0 < g(v) .< 6, then 
k?(v) = II v Il”ko(4 + 09 h(v) = II v l12&,(4 + 4, (4.2) 
where u = v/l’ v I), and 1 5 /, / 7 1 < d. In particular, 
&Y(v) 2 (9 co II v 112, (4.3) 
for g(v) suficiently small, where co is the constant in (4’). 
Proof. Without loss of generality, we can take d < (4) co . By Lemma 4.1 (a), 
there exists p. = PO(d) > 0 such that 
I g(v) -go@>/ < d I/ ~1 /I’, I h(v) - ho(v)I -=c d II v 12, 
and hence relations (4.2) hold, for each v with 0 < I] v /I < p. . Choose 8 = po2 d. 
It will suffice to show that 0 < g(v) < 6 implies /I v j] < p. . 
If II v j/ > p. , then Lemma 3.1 with k = g and u = v/II v // shows that g(v) > 
g(vo), where v. = pou. But (1 v. I/ = p. , so relations (4.2) hold >or v. ; and since 
go(u) >, co by (4’), we arrive at 
g(v) > g(v,,) >, p&o - d) 3 po2 d = 6. 
Thus 0 < g(v) < 6 implies I/ V/I < p. and hence (4.2). Inequality (4.3) 
follows from the case d = (3) co . Q.E.D. 
Proof of Part (ao) of Theorem 2. 
By Lemma 4.2, Theorem 1 applies to go and ho , and conclusion (a) with 
r = 1 asserts in particular that ~(0) is finite and positive. By the two-homogeneity 
of g,, and ho , we can rewrite ~(0) as 
CL(O) = suP{ho(u)lgo(u) : u EF1, 
where as before, F denotes the set of unit vectors in C. Recalling relation (3.3) 
VARIATIONAL INEQUALITIES 351 
from the proof of (a) in Section 3, and defining f,, on [0, co) for each u in F by 
f&) = W)lr 
= ho(u)lgoW 
we have, for each r 3 0, 
(r > 0)s 
(r = O), 
p(r) = sup{f,(r): u E F}. 
As before, to prove the continuity of p at 0, it will suffice to show that {fu : 
u E F} is equicontinuous at 0. 
To do this, fix E > 0. Define d = d(t) > 0 by 
d = (4) n-WC0 , ~~~~(11 g” O)/1 + II WUl)-lL (4.5) 
where c, comes from assumption (4’). Define 6 = 6(d) > 0 as in Lemma 4.3. 
Fix any u E F, and consider any r with 0 < r < 6. With v = pu and p = i&j 
as in (3.2), we have r = g(v) and h,(r) = h(v). Then (4.4) and (4.2) give 
I f&) - fu(O)l = I 44/&J) - M4/&)l 
ho@) + 77 ho(u) 
= go(u) + E -Em * 
Using g,,(u) > co from (4’) and / [ I, 1 7 1 < d from (4.2) we dominate the last 
item by 
‘G311 g”W + II V)ll) 4 
which is < E, by (4.5). Thus for any u EF, j fu(r) - fu(0)\ < E as soon as 0 < 
r < 6, with 6 > 0 independent of u, and the desired equicontinuity is proved. 
Q.E.D. 
Proof of Part (b,) of Theorem 2. 
By Lemma 4.2, Theorem 1 applies tog, and h, , and conclusion (b) with Y = 1 
shows that K,,(O) is not void. The equality b(v) = l/p(O) is immediate from (4.1) 
and the fact that g,(v)/h,(v) = l/p(O) for v E K,(O). Q.E.D. 
Proof of Part (c,,) of Theorem 2. 
Let {vi} be a sequence with vi E K,,(r,) and 0 < ri + 0. Since ri = g(v,), 
Lemma 4.3 gives ri > (4) c,, II vi \I2 eventually, and in particular (I vi (I -+ 0. 
Moreover, since h(q)/g(vJ = ~(TJ converges to ~(0) > 0 by (a,,) just proved, 
we can choose c1 with 0 < c1 < ,u(O) and obtain 
h(vi) > W(VJ > Cl(B) CO II Vi II2 (large i) 
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Applying Lemma 4.3 again, with d = ($) c,c,, , we obtain from the last inequality 
and (4.2) the relation h,(uJ > d, for large i, where ui = vi//l vi 11. Then (4.1) 
gives 
<hgl(uJ, Ui> 3 2d > 0 (4.6) 
for all sufficiently large i. 
We shall apply Lemma 3.3, with Iz = g, , I = h, , vi = ui , and Ci = C. By 
Lemma 4.2 and inequality (4.6), we lack only the assumption involving (3.7). To 
verify this assumption fix E > 0 and p > 0. For any given w E C with I( w 11 < p, 
set wi = 1) z+ 11 w for each i, and note that wi E C. Then the defining equality 
(1.1) for vi E Kgives 
(g’(q) - h(q) h’(v,), vi - Wi) < 0 
Dividing this by )/ ai /12, we obtain 
(all i). 
(II vi II-‘k’(Vi> - Vv,) h’(%)l, *i - wo> d 0, (4.7) 
for all i. By (b) and (c) of Lemma 4.1, we haveg’(vJ/ll vi 11 = ga’(ui) + o(1) and a 
similar relation involving h, where o( 1) ---f 0 in V* as i -+ co; and so 
h(vi) = [<gO’(%), > + o(l)l/[<hO’(ui), %> + o(1)l 
= @4) + o(l), 
(4.8) 
where now o(1) --+ 0 in R as i + co, and (4.8) follows on account of (4.6). 
Inserting these limiting relations into (4.7), and noting that )I ui - w 11 is bounded 
by 1 + p, we obtain 
<gO’(%) - 44%) hO’(ui)r 4 - w> G e 
for all i exceeding some I = I(E, p). Thus Lemma 3.3 applies as claimed, to give 
a subsequence {uio,> converging strongly to some u E C satisfying (3.8), which 
in the present case, in view of Lemma 4.1 (c), is just the defining inequality 
(1.4) for 21 E&. 
Now h,(u)/g,(u) is, by Lemma 4.1 (a), the limit of h(oJ/g(vJ, i.e., ~(0) as we 
have seen; and by (4.8), h(v,(,,) also converges to h(u). Setting v = u/g0(u)1/2 and 
recalling the invariance of h,/g,, , h, , and K,, under stretching, we have v E K,(O), 
v/II a (I = u = lim vio)/jl a,~~) I),and h,(v) = As(u) = lim h(v,~~,). Since the whole 
argument applies to any subsequence of the originally given sequence (vi}, and 
since the possibly distinct subsequential imits u E K, all have the same value for 
h,,(u), namely p(O)-l, it follows that the original sequence h(v,) converges to 
AOY- Q.E.D. 
Remark. The conclusions (as)-(cc,) of Theorem 2 remain true if, in the 
assumption that g and h are quadratic at 0, the existence of g”(0) and K’(O) as 
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Frechet derivatives of g’ and h’ at 0 is relaxed to their existence as Frechet 
derivatives with respect to the cone C [ll, p. 981. It must still be assumed that 
g”(0) and h”(0) are symmetric bounded linear maps from V to V*; and in general 
the compactness of h”(O) will have to be assumed in addition, since it follows 
from compactness of h’ only in case C is a reproducing cone, i.e., C - C = Y 
[ll, Theorem 3.2, p. 102; also p. 991. The weakened assumption amounts to 
relation (b) of Lemma 4.1 (with k = g, 1 = h), and its consequence (a), only for 
11 v I[ + 0, v E C. But the restriction to v E C is met in all our applications of 
Lemmas 4.1 (a) and 4.1 (b) in the above proofs, and the only other use made of 
the Frechet differentiability of g’ or h’ at 0 was in the compactness assertion 
already mentioned. 
These observations remain applicable if the sense in which g’ and h’ : C -+ V* 
are derivatives is also weakened, as in the Remark at the end of Section 3. 
5. PROOF OF THEOREM 3 
By the definitions of g and h and the preliminary assumptions on their con- 
stituents, we have 
g’(v) = P +Lv + ‘k%Yv); g(0) = 0, g’(O) = P, g”(0) = L; 
h’(v) = q + Mv + h,‘(v); h(O) = 0, h’(O) = 4, h”(0) = M. 
Thus g and h are Cl on V, and are quadratic at 0 precisely in case p = q = 0. 
Since in this case, assumptions (ii) and (v) of Theorem 3 immediately give 
assumption (4’) of Theorem 2, it will suffice to deduce assumptions (l)-(4) of 
Theorem 1 from the present assumptions (+0-i). 
verijcation of Assumption (1) of Theorem 1. 
By the compactness of g,‘, M, and h,’ assumed in (iii) and (v) and implied 
by (vi), g’ is bounded and h’ is compact, on C. To see that g’ satisfies (Sf) on 
C, let (vi} be a sequence in C with vi + v weakly and 
lim sup (g’(vJ, vi - v) < 0, (5.1) 
and assume, contrary to what is desired, that vt does not converge strongly to v. 
By thinning the sequence, we can suppose that [ 1 v, - v 11 > E for some E > 0; and 
since g,’ is compact, we can assume by further thinning that gr’(vJ converges 
strongly in V*. Then (gr’(v,), vi - w) converges to 0, as of course do 
(p, vi - a) and (Lv, vi - v}. Subtracting these three convergences from (5.1), 
we obtain 
lim sup(Lvi -Lo, vi - v) < 0. 
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But since L is linear and satisfies (ii), the left-hand side of the last relation is at 
least c& > 0. This contradiction shows that the original vi must converge 
strongly to v, and g’ satisfies (S+) on C. Q.E.D. 
Verzjkation of Assumption (2) of Theorem 1. 
Since g,(O) = 0, integration along rays together with the assumption in (iii) 
that (g’(v), v) 3 0 shows that gi(v) 3 0 on C. But also (p, v) > 0 on C, by 
(i), and hence, for v E C, g(v) >- (+)(Lv, v), which grows as 11 v /12, by (ii). In 
particular, g(v) ---f co as JJ v 11 -+ Co, v E C. Q.E.D. 
Verification of Assumption (3) of Theorem 1. 
By the argument just given, g(v) > 0 for all v E C, v # 0, i.e., C(g) = C\(O). 
To see that g is radial on C\{O), fix p > 0 and consider W = (v E C : 
0 < 11 v // < p}. Since g,’ is, by (iii), bounded on W, and is of order o(ii v 11) as 
v --f 0, it follows by integration along rays that g,(v)/11 v /I2 is bounded on W, say 
by ci > 0. Then with ca = ci + 11 L 11 + I, we have, for all v E W, 
gW G <P, v> + cg II v II2 < 2% max{( P, v>, II v II”>. 
But by the inequalities in (i)-(iii), for v E C, 
(g’Cv), v> 3 ($3 V> t- 2ca /I V jj2 3 2c, max{( p, v), // v IIs}, 
where we have assumed, as we may, that 0 < 2c, < 1. Hence (g’(v), v) > 
(cO/c.J g(w) on W, from which the desired radiality condition is immediate. 
Suppose now that, contrary to what is wanted, h is not radial on C(h). Then for 
some r > 0 and p > 0, there is a sequence {z+} in C with h(vJ > r, /I vi /) ,( p, and 
lim sup(h’(oJ, oi) < 0. 
By thinning we can assume vi converges weakly to some v E C. By (v) and (vi), h’ 
is completely continuous (and hence compact) on C, and so by [13, Theorem 
8.2, p. 761 h is weakly continuous on C. Thus (h’(o), a) = lim(h’(o,), vi) < 0 
and h(v) > Y. Since the terms in (h’(v), v) other than (Mv, v) are non-negative 
by (iv) and (vi), we have (Mv, o) < 0; and then the extra provisions in (iv) and 
(vi) give (q, v) = 0 and (h,‘(v), v> > 2h,(v). Th ese two relations transform the 
inequality 0 > (h’(v), v) into 
0 k <Mv> u  + <h,‘(v), u>
2 <Mv, > + 2h,(v) =2474, 
contradicting h(v) > Y > 0. Thus h is radial on C(h), and (3) is verified. Q.E.D. 
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Verijcation of Assumption (4) of Theorem 1. 
Integrating along rays, we infer from (vi) that h,(v) > 0 on C. Since also 
(4, w) > 0 by (iv), it follows that h(v) 3 (*)(M w w on C, where the last item , ) 
is, by (v), positive somewhere in C and hence on at least a whole ray {pu : p > O}. 
Thus C(h) contains a ray, while by g(0) = 0 and (2), g takes every value Y > 0 on 
each ray. Thus C(h) meets g-l(r) for each Y > 0. Q.E.D. 
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