We consider plus-operators in Krein spaces and generated operator linear fractional relations of the following form:
Introduction
Since that time the invariant subspace problem has become one of the central problems in the theory of spaces with indefinite metric (see [6] ), and the spaces of the class axiomatized by M. G. Krein have been called Krein spaces.
During World War II, one of the burning problems was the firing accuracy of the new rocket weapon called "Katyusha".
In 1943, S. L. Sobolev showed how to control the firing accuracy by using an eigenvector with a special eigenvalue of a linear operator A that is self-adjoint with respect to an indefinite metric and whose canonical expansion contains a single negative square (Sobolev's paper was published in an administrative military journal and appeared in the public press only in 1960 [1] ). In 1944, L. S. Pontryagin [2] generalized Sobolev's result as follows: he proved that, for an operator A that is selfadjoint with respect to an indefinite metric and has a finite number of negative squares, there exists a
Factorizations of different types are considered for operators in Krein spaces. The fundamental paper [7] deals with the so-called "J-polar decomposition of operators" which is an analog and a natural generalization of the usual polar decomposition of operators in Hilbert spaces.
Another type of decompositions is the factorization of operators of the form ( 
1)
A UB  or  -dimensional invariant subspace such that the spectrum of the restriction to this subspace satisfies a special condition.
CU 
 where B is an upper triangular operator, C is a lower block triangular operator, and U and are J-unitary operators.
In 1950, M. G. Krein successfully used a fixed point principle to prove the equivalence between the existence of a specific invariant subspace of an operator A and the fact that a linear-fractional mapping F A has a fixed point; he also obtained several new results in this field.
It follows from the results presented below that each strict plus-operator (the definition is given below) admits factorization (1) . We show that this is not the case for factorization (2) . In 1959-1960, R. S. Phillips published several papers [3] [4] [5] , where he showed how to solve some systems of differential equations by using extensions of invariant subspaces of several operator families.
We also assume that A = BU is factorization (2), 1 fore, we have and 0 0 a Aa   . But a significant generalization of the factorization theory (to arbitrary linear operators) opens new ways for studying the relations. Let us consider several results.
(By Lin we denote the linear span of a set, and by , its closure). Lin C  Factorizations (1) and (2) are rather useful tools for studying both the operators in spaces with indefinite metric and the so-called linear-fractional relations of operator balls. Several results contained in the present paper have not yet been published; the others were published recently and are practically unknown. But, to make our presentation clear and consistent, we begin with one of the classical schemes.
The most of them were obtained for bistrict plus-operators in [15] .
Let us introduce the definitions and notation used in the present paper.
For more details, see [6] .
Basic Results
Let be the open unit ball of the space   
, and , and
Since the mappings satisfy the "chain rule" 
A A A
A , factorizations (1) and (2) lead to the decomposition of the linear-fractional mapping A into an automorphism U of the ball and a linear-fractional mapping
fixing the origin or into an affine linearfractional mapping and an automorphism .
C U
These facts have interesting applications. As an example, we mention the well-known problem, namely, the problem of the geometric and topological properties of some operator sets (see, for example, [8] [9] [10] [11] [12] [13] [14] ).
The further development of this theory led to the problem of describing the structure of operator sets also in the case where is a multivalued generating function. 
, and determines a linear-fractional relation (l.f.r.)
, then becomes a linear fractional mapping defined earlier.
There does not exist any direct generalization of the mapping factorization theory to the case of linear-fractional relations. The point is that, even for very simple generating operators, the basic ("chain") equality may not hold in the case of relations.
Example. Let , where ,
e is an orthonormal basis;
se e   ; and
On the other hand, we have .
Let be a Krein space: 
is given by the formula
A set S is said to be nondegenerate if , where
we denote the sets of all nonnegative and all nonpositive vectors, respectively:
This is equivalent to the condition , where . 1 2 If A is a bistrict operator, then
and J-bi-expansive if both operators V and are Jexpansive.
Each strict plus-operator is collinear to a J-expansive operator, and each bistrict plus-operator is collinear to a J-bi-expansive operator.
Each plus-operator A determines a linear-fractional relation on the ball
An operator V is said to be focusing if there is a constant such that
An operator U is said to be J-unitary if and
Each J-unitary operator V is determined by the following three parameters:
and operators 1 and unitary in and H , respectively, by the relation
Theorem 1. Let . Then the following assertions are equivalent:
1) 11 11 
K is strictly contractive, as follows from (c). The operator V (and hence the operator V ) is J-unitary (straightforward calculated). We set and obtain
, where 1 1 and the J-unitary operator takes uniformly positive lineals to uniformly positive ones, which implies that the lineal is uniformly positive, and hence assertion 1) follows.
It is natural to compare the statements of Theorem 1 with the following proposition.
Theorem 2. The plus-operator A is exactly bistrict if
, that is, 0 is a regular point of A , , 1 On the other hand, for some , the inequality Namely, we use the method of operator factorization in indefinite spaces that genetically originates from T. Ya.
Azizov's work [15] . This method allows us to prove that, for any strict plus-operator A satisfying the condition 11 12 is a definite operator: D ≥ 0 or D ≤ 0, the set A is convex and compact in the weak operator topology (w.o.t.). 11 12
To prove this, we need some auxiliary assertions concerning the case of a strict plus-operator A with an arbitrary operator D.
Lemma 3. Let A be a strict plus operator, and let
, where 1 is a strict plus operator. Because of ([6], Proposition 2.4.14), the subspace 1 is uniformly negative. The end of the proof follows from the relation
Now we prove that, in the case of an arbitrary strict plus-operator A, the lineal contains a "sufficiently large" positive lineal. If
is a strict plus-operator, which implies that the subspace 1 is positive and . Now we assume that .
We have the following theorem. To prove this theorem, it suffices to prove the following assertion.  . On the other hand, using Lemma 3, it is easy to prove that
Hence 1 is the maximum positive subspace, and this is a contradiction. Further, we shall need the following proposition, which can also be proved by using Lemma 3.
Proposition. If A is a strict plus-operator, then 
