We consider problems of quantifying and monitoring accuracy and precision of measurement in mass spectrometry, particularly in contexts where there is unavoidable day-to-day/period-to-period changes in instrument sensitivity. First we consider the issue of estimating instrument sensitivity based on data from a typical calibration study.
Calibration: Precision of Estimated Device Sensitivities and Estimation of Variance Components
In the calibration of a mass spectrometer, several (say m ) specimens of a pure gas of interest are first analyzed. Measured for each are a pressure ( 
A second and more refined possibility for estimating S µ (and assessing the precision of estimation through either a standard error or confidence limits) and estimating the standard deviations δ σ and σ is via use of a (linear) mixed effects routine like that in R (or Splus). The R function lme will produce likelihood-based estimates and standard errors of estimation for this problem.
A third possibility for estimating S µ (and assessing the precision of the estimation) and estimating δ σ and σ is via a Bayes analysis implemented in software like WinBUGS. Diffuse/large-variance priors should produce inferences not wildly different from those produced by using more common likelihood-based methods.
There are also other methods of inference in the one-way random effects model (besides the simple method-of-moments, likelihood-based, and Bayes methods mentioned above A more refined analysis of these data based on the random effects model can be done using standard "linear mixed effects" routines that rely on likelihood (and "REML")
methods. An example output from the R package follows. sens<-c(31.3,31.0,29.4,29.2,29.0,28.8,28.8,27.7,27.7,27.8,28.2,28.4, + 28.7,29.7,30.8,30.1,29.9,32.5,32.2,31.9,30.2,30.2,29.5,30.8,30.5,28.4, + 28.5,28.8,28.8,30.6,31.0,31.7,29.8,29.6,29.0,28.8,29.6,28.9,28.3,28.3, + 28.3,29.2,29.7,31 .1) day<-c(1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2, + 3,3,3,3,3,3,3,3,3,3,3,3,3) > DAY<-as.factor(day) > DAY [1] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 [39] 3 3 3 3 3 3 Levels: 1 2 3 > sensmixed<-lme(sens~1,random=~1|DAY) > summary ( These inferences are, not surprisingly, consistent with the story told by the simple estimates. In particular, it seems the day-to-day variation in sensitivity is not ignorable.
A Bayes analysis of the data of Table 1 can be accomplished using WinBUGS. A summary of a sample WinBUGS session follows. list(sens=c(31.3,31.0,29.4,29.2,29.0,28.8,28.8,27.7,27.7,27.8,28.2,28.4,28.7,29.7,30.8,3 0.1,29.9,32.5,32.2,31.9,30.2,30.2,29.5,30.8,30.5,28.4,28.5,28.8,28.8,30.6,31.0,31.7,29.8 ,29.6,29.0,28.8,29.6,28.9,28.3,28.3,28.3,29.2,29.7,31 .1),ind=c(1,1,1,1,1,1,1,1,1,1,1,1,1,1 ,1,1,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3) The Bayes analysis is in substantial agreement with all that has gone before (though is perhaps somewhat less optimistic about the precision with which S µ has been determined than are the other analyses). In particular, there is evidence of substantial day-to-day variation in device sensitivity in the reported posterior mean and median for "sigmadelta."
Assessing Precision in the Determination of an Unknown
When one or more (say, n ) specimens of a new mixture of gases are analyzed, values of pressure, temperature, and integrated current are obtained. That is, one is presented with new data vectors ( ) , ,
the previous section, we use no asterisks on these symbols. These are measurements not on a pure gas, but on samples of a mixture of gases.) Let
and in the obvious way, let q stand for the sample mean of these values. Then for Ŝ µ some estimate of instrument sensitivity, an estimated mole fraction of the gas of interest is
An important question is "How may one state a precision for X ?"
Stating a precision for an estimate like (2.1) requires that one make explicit one's assumptions about how Ŝ and q µ are related probabilistically. We proceed to do that for two possible scenarios, the first where Ŝ and q µ are based on measurements collected on a single day, and the second where the estimate of device sensitivity is based on data from days different from the day on which the n values 1 2 , , , n… are observed. After making the modeling explicit, we offer two types of assessments of the precision of (2.1), namely 1. in terms of standard errors based on simple "delta method"/propagation of error/Taylor linearizations and the output of the estimation methods discussed in Section 1, and 2. in terms of Bayes posterior distributions based on the probability modeling.
Modeling Measurement Response for a Mixture of Gases
We continue with the one way random effects model for individual sample sensitivities introduced in Section 1. There is then the question of how to model "responses" i q for a gas mixture with a fraction f of the gas of interest, on a day 0 t when device sensitivity is 
Simple Standard Errors of Estimation of a Mole Fraction
The well-known "propagation of error"/"delta method" approximation says that for independent random variables , , and U W Z and a differentiable function g ,
Var g , ,
where the partial derivatives are evaluated at ( ) 
and so a reasonable standard error for (2.3) is 
So assuming that (multiple day) calibration data has been processed (for example as in 
SEŜ Eˆq
Comparison of (2.5) and (2.6) shows that the second standard error is inflated over the first by the addition under the square root of a squared coefficient of variation of the daily device sensitivities. This accounts for the fact that the unknown is analyzed on a day different from those on which the calibration takes place.
To illustrate the foregoing, consider the 6 n = measured Argon mole ratio values in Table 2 . These were obtained from a single mixture of gases on a single day, and we will assume that (consistent with the calculations in Section 1) an Argon sensitivity of .0024 .
Bayesian Assessment of Precision of Estimation of a Mole Fraction
The modeling assumptions adopted in this discussion provide a complete statistical model for the calibration data list (sens=c(31.3,31.0,29.4,29.2,29.0,28.8,28.8,27.7,27.7,27.8,28.2,28.4,28.7,29.7,30.8,30.1,29. 9,32.5,32.2,31.9,30.2,30.2,29.5,30.8,30.5,28.4,28.5,28.8,28.8,30.6,31.0,31.7,29.8,29.6,29.0,28. 8,29.6,28.9,28.3,28.3,28.3,29.2,29.7,31 .1),ind=c(1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,2,2,2,2,2,2,2 ,2,2,2,2,2,2, 3,3,3,3,3,3,3,3,3,3,3,3,3),q=c(287.7,287.7,284.9,305.5,305.5,302. 
Ongoing Measurement Process Monitoring
It is important to monitor the performance of any measurement system to assure that it continues to function as expected over time. Elementary statistical quality control techniques applied to the measurement process are helpful in this regard. In the particular context of monitoring the performance of a mass spectrometer, we assume that samples of a fixed gas mixture (potentially a pure gas, but not necessarily so) are analyzed at regular time intervals, say t m specimens at period t , giving rise to ratios
or, equivalently, should the same fixed sensitivity value S µ be used for calculation at each period, the measured mole fractions
In light of the day-to-day variation seen in even the calibration data of 
And for sake of illustration, suppose that a sample size of new 6 m = will be used in ongoing process monitoring. (On a day when device performance is to be checked, 6
pure Argon specimens will be run and corresponding sensitivities new
Then following from equations (3.1) are control limits ( ) for the sample standard deviation calculated from 6 Argon sensitivities computed on any single day.
As a second example, consider the estimated mole fractions of Methane in a fixed gas mixture, collected on 6 I = different days recorded in Table 3 . (Once again, one would like to have on the order of 20 days' worth of data to estimate parameters and set up control charts for ongoing measurement process monitoring, but these will suffice to illustrate the concepts and calculations.) .3900
.3940 We proceed to use these as if they were process parameters and compute control limits for the sample mean and standard deviation of new 6 m = new estimated Methane mole fractions for this fixed gas mixture made on some future day.
First, following from equations (3.1) are control limits ( for the sample standard deviation calculated from 6 Methane mole fractions computed on any single day.
