The coupled quantum dynamics of excitonic and vibrational degrees of freedom is investigated for high-dimensional models of the Fenna-Matthews-Olson (FMO) complex. This includes a seven and an eight-site model with 518 and 592 harmonic vibrational modes, respectively. The coupling between local electronic transitions and vibrations is described within the Huang-Rhys model using parameters that are obtained by discretization of an experimental spectral density. Different pathways of excitation energy flow are analyzed in terms of the reduced one-exciton density matrix, focussing on the role of vibrational and vibronic excitation. Distinct features due to both competing time scales of vibrational and exciton motion and vibronically-assisted transfer are observed. The question of the effect of initial state preparation is addressed by comparing the case of an instantaneous Franck-Condon excitation at a single site with that of a laser field excitation.
DOFs (the bath) [7] . Alternatively, a dual-bath approach has been proposed. Here, a few selected primary vibrational modes are taken as part of the system, which coupled to the remaining bath modes in a Caldeira-Leggett fashion [28] [29] [30] [31] . This provides useful, whenever nonperturbative and non-Markovian effects are important for a few modes only and the remaining bath can be treated in Markov approximation. A combination of this approach with an exact treatment of the bath has been presented in Refs. [20, 21] , but its computational demand requires to approximate the dynamics of the relevant system. There are two reasons why the latter approach is nevertheless of great interest. First, working with the reduced density operator of the relevant system all explicit information of the bath dynamics is lost, i.e. by construction the interaction is only reflected in system observables such as spectra. Given the prominent role of specific vibrations for the dynamics of light-harvesting proteins this is, of course, a drawback as far as the direct interpretation is concerned. Second, in system-bath approaches the bath is commonly treated at the level of fluctuations with respect to the thermal equilibrium state, which is assumed to be maintained during the dynamics. This socalled linear response limit requires that the bath forms a dense manifold of states, which interacts weakly and essentially uniformly with the system [32] . Hence, linear response falls short in describing situations where, e.g., certain bath modes interact rather specifically with the relevant system, e.g., due to resonance effects. Besides the above mentioned dual bath approaches, which rely on some ad hoc separation of bath modes, there are systematic attempts to tackle the issue of non-equilibrium bath dynamics. For instance, the time-dependent projection operator technique provides a rigorous derivation of coupled equations for non-equilibrium system and bath density operators [33, 34] , although the resulting nonlinear equations have not been tackled in the present context.
With the development of the highly efficient multiconfiguration time-dependent Hartree wave packet method [35] [36] [37] [38] and in particular its multi-layer extension (ML-MCTDH) [39] [40] [41] , it became possible to approach the continuous limit by discretization of the bath spectral density using thousands of DOFs [42] [43] [44] [45] . The combination with imaginary time propagation of the Boltzmann operator using either stochastic thermal wave functions [46] [47] [48] or Monte Carlo importance sampling [49] even allows for inclusion of finite temperature effects. As a consequence, ML-MCTDH outperformed the original MCTDH density matrix formulation [50] , which found only a few applications (see, e.g., Ref. [51, 52] ).
It should be noted that ML-MCTDH can be understood as being a low-rank tensor decomposition scheme (for a review, see [53] ). It shares this formal background with the time-dependent density matrix renormalization group approach [54] , which has been applied to exciton dynamics of dimer systems in the limit of strong coupling to vibrations [9, 54] . Key to that method is a combination with a mapping of the coupled bath modes onto a one-dimensional chain of effective modes with nearest neighbor couplings. This is bound, however, to a linear system-bath coupling, a restriction, which does not exist for the ML-MCTDH method.
Recently, we have applied ML-MCTDH to the problem of the coupled exciton-vibrational dynamics in a model of the FMO complex [55] . Thereby, we have restricted ourselves to the description of three sites only, each being coupled to 150 vibrational DOFs. Coupling parameters (Huang-Rhys factors) and frequencies of the modes were obtained by discretization of an experimental spectral density [56] up to 300 cm −1 . The dynamics was followed after instantaneous Franck-Condon excitation of the first site. It turned out that under these conditions, in particular, modes in the range between 160 and 300 cm −1 are responsible for the subpicosecond decay of excitonic populations and coherences. Effects of vibronic resonanceassisted exciton transfer have been observed for modes around 180 cm −1 . Further, there has been an appreciable vibrational excitation in the electronic ground states of those sites that are not electronically excited.
In the present contribution, the study of Ref. [55] is extended in several respects. First, full seven and eight sites models of the FMO complex are considered. Besides numerical feasibility, we will focus on the question to what extent alternative pathways from the initially excited to the sink site are taken. Second, the issue of correlation is addressed. In the three-site model the Hartree approximation badly failed in reproducing the full ML-MCDTH dynamics [55] . Here, we inspect the performance of this approximation in the light of the different excitonic pathways of the full model. Third, the effect of explicit excitation with a laser field on the exciton-vibrational dynamics is investigated.
The paper is organized as follows: In Section II the model Hamiltonian is defined and a brief introduction into the ML-MCTDH method is provided. Section III starts with the field-free dynamics of the seven-and eightsite models. Next the effect of preparation by a laser field with finite duration is addressed. The paper is summarized in Section IV.
II. THEORETICAL METHODS

A. Exciton-Vibrational Hamiltonian
The Frenkel exciton Hamiltonian describes an aggregate with N agg sites (site index m), each site having the excitation energy E m , and different sites being coupled by the Coulomb interaction J mn [17] H ex = Nagg m,n=1
Local electronic states are restricted to the ground |g m and excited states |e m , i.e. the Frenkel zero-and oneexciton states are given by |0 = m |g m and |m = |e m n =m |g n , respectively. For the present simulations, we will use the eight-site FMO Hamiltonian reported by Moix et al. which is given here for completeness (in units of cm −1 , off-set is 12195 cm −1 ) [57] : 
It is a combination of site energies obtained from quantum chemical/electrostatic calculations [58] and Coulomb couplings described within the dipole-dipole approximation [57] . The labeling of the sites follows the structure of the Hamiltonian matrix, e.g., site m = 3 is the energetically lowest site, which is connected to the cytoplasmic membrane containing the reaction center complex, and site m = 8 is the highest in energy and believed to act as a linker between the baseplate and the FMO complex. Diagonalization of this matrix yields the one-exciton eigenstates |α = m c m (α)|m , whose energies and decompositions into the local states |m are shown in Fig. 1 .
The local vibrations at site m are described in harmonic approximation by the set of dimensionless normal mode coordinates {Q m,ξ } with frequencies {ω m,ξ }, i.e. the vibrational Hamiltonian reads EVC is accounted for within the linearly shifted oscillator (Huang-Rhys) model, i.e.
The coupling of a particular mode to the electronic transition is characterized by the Huang-Rhys factor S m,ξ . The initial excitation by an external laser field is realized within the dipole-approximation (for the MCTDH implementation, see Ref. [59] )
Since we are only interested in the difference between instantaneous and finite field excitation without aiming at a comparison with experiment, the effect of different orientations of the chromophore with respect to the field polarization is neglected. For the laser field we will assume a Gaussian envelope
Here, E 0 is the field amplitude, Ω is the carrier frequency, τ is the full pulse width at half maximum (FWHM), and t 0 is the pulse center. Vibrational excitation in the electronic ground and excited state will be called vibrational and vibronic excitation, respectively. The energy of the vibrational excitation at site m can be obtained from the expectation value of the Hamiltonian operator
(7) Note that this expression gives the vibrational energy irrespective which site of the aggregate is electronically excited. The vibronic energy at site m is defined by the Hamiltonian
Frequencies and Huang-Rhys factors can be obtained from the spectral density, J m (ω), of the monomeric BChl a molecule [17] 
where A is a constant that will be used to adjust the total HR factor for site m for a finite discretization according to
There are several simulations of the spectral density, taking into account the protein and solvent environment [60] [61] [62] [63] . Since the reported results differ considerably we will use the experimentally determined spectral density of Wendling et al. [56] shown in Fig. 2 . It has been obtained from lowtemperature site-selected fluorescence, measured for the energetically lowest pigment of the complex. The total HR factor was determined as S tot = 0.42. Note that the experimental spectral density covers the range up to about 350 cm −1 only. Since excitonic transition frequencies between strongly coupled pigments are essentially located in the range up to 300 cm −1 the neglect of higher frequency modes is justified.
In the present model we will use the original spectral density from Ref. [56] and discretize it into 74 modes within the interval [2 : 300] cm −1 . The amplitudes of the individual HR factors have been adjusted homogeneously via the constant A such as to preserve S tot = 0.42 upon summation. Notice that in our previous work [55] a discretization into 150 modes had been used. Both discretizations formally yield recurrence times, T rec = 2π/∆ω, that are well beyond the time scale considered here (1 ps). In fact test calculations using the previous three-site model gave no noticeable difference in the population dynamics.
Notice that there are alternative ways to treat the experimental spectral density. For instance, it could be separated into a structureless phonon wing plus a part, which takes into account the discernible broadened peaks, e.g., in the spirit of a multi-mode Brownian oscillator model (see also Ref. [64] where the structured part of the spectral density is described by a single effective discrete vibration at 180 cm −1 ). Still another choice would be a fit of the total spectral density, e.g., to a superposition of simple Drude-Lorentz functions [26] . The present treatment avoids such decompositions and treats the whole spectral density on the same footing. 
B. Quantum Dynamics
The time-dependent Schrödinger equation will be solved employing the ML-MCTDH method (for a review, see Ref. [38] ). The state vector is expanded into the local exciton basis according to
The nuclear coordinates are comprised into the D = N agg × N vib dimensional vector Q. Here, N vib is the number of modes per site, which is assumed to be siteindependent. The nuclear wave function is expanded into MCTDH form
(11) Here, the C (κ) j1,...,j D (t) are the time-dependent expansion coefficients weighting the contributions of the different Hartree products, which are composed of n j k single particle functions (SPFs), φ (α) j k (Q k ; t), for the kth degree of freedom in state κ. For the zero-exciton state (κ = 0) the nuclear wave function can be written in terms of a single Hartree product since by construction there are no correlations in the exciton ground state.
In ML-MCTDH the SPFs themselves describe multidimensional coordinates that are expanded into MCTDH form [39] [40] [41] . This yields a nested set of expansions that can be represented by so-called ML-MCTDH trees [40] . The particular choice of this tree strongly influences the required numerical effort [7, 41] ; for applications to coupled electron-vibrational dynamics, see also Refs. [65, 66] . In the following simulations we use a grouping according to the magnitude of the HR factor as detailed in the Supplementary Material [67] , see also Ref. [55] .
Wave packet propagations have been performed using the Heidelberg program package [68] . Temperature effects due to the thermal population of vibrational states in the electronic ground state are not included. In the field-free cases the initial conditions has been a vertical Franck-Condon transition at site m = 1 (seven-site model) or at site m = 8 (eight-site model) and the propagation time was 1 ps. Convergence of the ML-MCTDH setup has been monitored by means of the grid size, the precision of the integrator, and the natural orbital populations [36] . The largest population of the least occupied natural orbital was typically ∼ 10 −4 . The quantum dynamics will be characterized by means of the one-exciton density matrix
Since this expression implies tracing out the vibrational DOFs, ρ mn (t) is actually a reduced density matrix for the exciton subsystem. In order to quantify the contribution of different density matrix elements, their averages with respect to the considered time interval (T = 1 ps) will be considered [69] 
III. RESULTS
A. Field-free Dynamics
Seven-Site Model
In Fig. 3 , results for the dynamics of the seven-site FMO model after initial instantaneous excitation of site m = 1 are given. First, let us focus on the exciton populations, ρ mm (t), shown in the lower right panel. Apparently, there is a coherent population exchange between the initially occupied site m = 1 and site m = 2. The population oscillation has a period of about 150 fs, which is slightly different from the bare electronic case (160 fs) due to EVC. The decay of the populations of these two sites is accompanied by an increase of the population of site m = 3, i.e. the site which is connected to the reaction center. Notice that there is almost no oscillation of ρ 33 , due to the large energy gap; cf. Fig. 1 . Compared to the previous three-site model [55] there are small differences in the population dynamics (cf. (7) and (8), respectively. In the left part the spectral density is shown, cf. Fig. 2 . The color key for the site populations is given in Fig. 4 . expresses the fact that there is an additional pathway, which involves site m = 4 as the doorway to the terminal site m = 3. This yields a slight increase of the population of sites m = 3 after 1 ps, i.e. it enhances the efficiency of energy transfer through the complex. Concerning the distribution of energy into modes of vibrational and vibronic excitations in Fig. 3 , there is only a small difference between the full and the reduced model. Vibrational excitation dominates at sites m = 1 and 2 for those modes whose oscillation period is faster than the inter-site coupling (i.e. with frequencies above 160 cm −1 ). This dynamical effect can be attributed to the competition between transfer and wave packet motion out of the initial Franck-Condon window (see, Ref. [55] ). At site m = 3 vibronic excitation of modes around 190 cm −1 is observed, which gives indication for vibronically enhanced exciton transfer (compare the energy gap between sites m = 2 and 3 in Fig. 1) .
A global view on vibrational and vibronic excitation can be obtained from the site-resolved expectation values defined in Eqs. (7) and (8), respectively. The results are given in Fig. 4 . Here, we notice that vibronic excitations are restricted almost exclusively to sites m = 1 − 3, whereas vibrational excitations are observed, apart from small contributions at sites m = 3 and 4, mostly for sites m = 1 and 2. Within the above-mentioned dynamical picture, only the long-lasting coherent population oscil- lations between these two sites generate an appreciable vibrational excitation. The analysis of the exciton density matrix facilitates a quantification of inter-site coherences. In Fig. 5a the time-averaged density matrix according to Eq. (12) is shown for the full seven-site model (the time-dependence of selected coherences can be found in Fig. S5 in the Suppl. Mat. [67] ). As expected coherences and population for sites m = 1 and 2 are sizable, thus demonstrating the coherent nature of the population oscillations. In addition, the average population of site 3, ρ 33 , is rather large (cf. Fig. 3) . Further, there is noticeable amplitude at site m = 4, i.e. for ρ 44 , but also for the coherences ρ 43 , ρ 42 , and ρ 32 . Interestingly, site m = 7 is connected via coherences to sites m = 1, 2, and 4. This is not apparent from the pure electronic level scheme in Fig. 1 . Indeed, EVC substantially influences the exciton density matrix as can be seen by comparing panels (a) and (b) of Fig. 5 . the latter shows the time-averaged density matrix for a bare electronic model, which does not give any appreciable transfer to site m = 3 (see also Ref. [55] ). Based on these results, one might argue that EVC dynamics imprints specific exciton transfer pathways onto the model. Finally, we focus on a limiting case of the multidimensional wave packet expansion, Eq. (11), which could lead to a drastic reduction of the computational effort, i.e. the Hartree approximation. In Ref. [55] we had shown, for the three-site model, that the Hartree approximation for the nuclear wave packet of a given exciton state, does not provide a reliable description. However, in the seven-site model most of the dynamics takes place in sites m = 1−3, i.e. one might argue that correlations beyond the Hartree approximation are important for theses sites only. As a test, we used a setup where only sites m = 1 − 3 are described by an MCTDH ansatz, whereas for the other sites a single Hartree product is used (MCTDH/Hartree). In Fig. 6 , the respective population dynamics is shown. Overall the MCTDH/Hartree model provides a fairly reasonable description of the dynamics of sites m = 1 and 2, but gives a lower final population of site m = 3 (0.5).
The distribution of vibrational and vibronic energy expectation values is also rather similar to the full MCTDH case (see, Fig. S3 in the Suppl. Mat. [67] ). The smaller value of the final site m = 3 population can be traced to the erroneous behavior of the dynamics at sites m = 4−7. Here, one finds a pronounced population oscillation between sites m = 4 and 7, which reflects the fact that the Hartree ansatz does not provide sufficient flexibility for the wave packet to suppress electronic oscillations in (7) and (8), respectively. In the left part the spectral density is shown, cf. Fig. 2 . The color key for the site populations is given in Fig. 4 .
favor of vibrational energy redistribution. This conclusion is supported by the calculated time-averaged density matrix in Fig. 5c . Compared to the full MCTDH case in panel (a), the magnitude of the off-diagonal elements, like ρ 71 , ρ 72 , and ρ 74 , is too large.
Eight-Site Model
The coherent oscillations of the site populations seen in Fig. 3 are specific to the preparation of the system at site m = 1. Moix et al. [57] have discussed an eight-site model, which is likely to be realized in the FMO trimer. Specifically, they have observed that initial preparation of the site m = 8 does not lead to any population oscillations. This finding has been attributed to the large energy gap between site m = 8 and the strongest coupled site m = 1, compare Eq. (2) and Fig. 1 . In the following we discuss the dynamics of the eight-site model from the perspective of EVC. First, we compared the full eight-site model with a reduced one, which includes the major pathway 8 → 1 → 2 → 3 (8123). Similar to the case of the seven-site model the contribution of the pathway that involves site m = 4 is rather small and the vibrational and vibronic distributions do not differ much between the eight-site model and its reduced form (see, Figs. S4 in Suppl. Mat. [67] ). Therefore, we discuss only the reduced eight-site model (8123) in the following.
In Fig. 7 , the population dynamics and the moderesolved vibrational and vibronic energies are given; cf. Fig. 3 . From the population dynamics, we notice that indeed there are only small periodic modulations of the population of sites m = 8 and m = 1. There is no coherent population exchange between sites m = 1 and m = 2. The pattern of vibronic excitations does not look much different if compared to the seven-site model. Since this excitation is a consequence of vibronically-assisted transfer this is no surprise since the gap between the exciton eigenstates dominated by the sites m = 8 and m = 1 is about 150 cm −1 . Interestingly, the vibrational excitation in the electronic ground state of site m = 8 differs from that of the initial site in the seven-site simulation. In the present case, the extent of excitation resembles the spectral density, i.e. low-frequency modes are substantially excited. In view of the dynamical picture discussed above, this is a consequence of the now much longer time scale for transfer as compared to the vibrational period. Notice that modes below 20 cm −1 are still not apprecia- (7) and (8), respectively. bly excited.
An overview of the total vibrational and vibronic excitation at the different sites is given in Fig. 8 . Similar to the case of the seven-site model, Fig. 4 , there is almost no vibrational excitation at site m = 3, whereas vibronic excitation decreases at the initial site m = 8 and increases at the final site m = 3. Finally, we show the time-averaged reduced exciton density matrix in Fig. 9 . Similar to the case of the seven-site model, there are coherences between site m = 1−3. Coherences between site m = 8, however, are only established with sites m = 1 and 2.
B. Field-Driven Dynamics
In order to address the effect of initial state preparation, exemplary calculations, explicitly including the radiation-matter interaction, Eq. (5), have been performed for the seven-site model. Here, we do not aim at a comparison with experiment. Instead, the focus is on the difference between instantaneous excitation of a local state and the field preparation of a one-exciton eigenstate. Inspecting Fig. 1 , one notices that site m = 1 has the largest amplitude for the one-exciton eigenstate around 400 cm −1 . However, this eigenstate has also a contribution from site m = 2. Since the contributions of all other sites are negligible, this situation is well-suited for the present purpose. Thus, we will compare the results of Figs. 3-5 with those obtained by explicit excitation of the eigenstate around 400 cm −1 . To simplify the discussion the summation in Eq. (5) is restricted to m = 1, 2. Notice that Fig. 1 gives the bare exciton eigenstates only, i.e. for the full Hamiltonian the field will excite an exciton-vibrational wave packet. The field parameters have been chosen such as to give a total excited state population of about 10% without noticeable contributions of stimulated emission. The pulse is resonant to the bare exciton energy and its spectrum is sufficiently broad (FWHM 89 cm −1 ) to excite vibronic wave packets at the two sites.
Results of the simulations are shown in Fig. 10 . In the lower right panel we give the amplitude of the field envelope together with the site populations. Comparison with Fig. 3 reveals that the population dynamics at sites m = 1 and 2 is rather different. Needless to say that this is not an unexpected result. More interesting is the observation that the population dynamics at the other sites does no differ that much. In other words, under the present excitation conditions, for the population of the site m = 3, which is attached to the reaction center, it does not really matter whether the system is excited via an ultrashort pulse or by feeding population into site m = 1. The time-dependence of coherences between the sites in the case of field-driven dynamics shows a less oscillatory behaviour as compared with the instantaneous excitation (see Fig. S5 of the Suppl. Mat. [67] ).
The similarity between field-free and field-excitation simulations is even more striking for the vibronic and vibrational excitations (compare Figs. 3 and 10) . Indeed, the main difference is a time shift of the excitation due to the finite preparation time of the initial excitation at sites m = 1 and 2. (7) and (8), respectively. In the left part the spectral density is shown, cf. Fig. 2 . The color key for the site populations is given in Fig. 4 .
IV. CONCLUSIONS
In summary, we have investigated the quantum dynamics of coupled excitonic and vibrational DOFs using the ML-MCTDH method for solving high-dimensional Schrödinger equations. Thereby, we have extended our previous three-site model [55] and demonstrated that the consideration of the seven-and eight-site FMO models is indeed computationally feasible. Within these models it was possible to quantify the relative contribution of the major and minor excitation energy transfer pathways. The minor role played by the pathway involving site m = 4 enabled us to use a hybrid MCTDH/Hartree approach without much deterioration of the resulting final populations.
The dynamics has been analyzed in terms of the reduced one-exciton density matrix, averaged with respect to the considered time interval. It turned out that in this quantity the effect of EVC on the transfer is reflected in the suppression or enhancement of certain matrix elements as compared to the bare excitonic case. An analysis of the vibrational and vibronic dynamics established that two mechanisms are operative. First, a competition between vibrational motion after Franck-Condon excitation and exciton transfer, which triggers ground state vibrational dynamics in specific spectral ranges. Second, vibronically-assisted exciton transfer, which yields excitation of a narrow range of vibrational modes in the electronically excited states.
Further, we addressed the issue of initial state preparation. Comparing instantaneous excitations of site m = 1 and m = 8 in the seven-and eight-site model, respectively, the scenarios of coherent population oscillations (m = 1) and quasi-monotonous population decay (m = 8) have been observed. Finite field excitation has been studied for the seven-site model. Here, it turned out that although there are no coherent oscillations between the populations at sites m = 1 and 2, the dynamics at the trapping site is rather similar to the case of a sudden excitation at site m = 1. Moreover, the vibronic and vibrational dynamics is not much affected by the type excitation for the cases studied.
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