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The increasing impact of algorithmic decisions on people’s lives compels us to scrutinize their fairness and,
in particular, the disparate impacts that ostensibly-color-blind algorithms can have on different groups.
Examples include credit decisioning, hiring, advertising, criminal justice, personalized medicine, and targeted
policymaking, where in some cases legislative or regulatory frameworks for fairness exist and define specific
protected classes. In this paper we study a fundamental challenge to assessing disparate impacts in practice:
protected class membership is often not observed in the data. This is particularly a problem in lending
and healthcare. We consider the use of an auxiliary dataset, such as the US census, to construct models
that predict the protected class from proxy variables, such as surname and geolocation. We show that
even with such data, a variety of common disparity measures are generally unidentifiable, providing a new
perspective on the documented biases of popular proxy-based methods. We provide exact characterizations
of the tightest-possible set of all possible true disparities that are consistent with the data (and possibly any
assumptions). We further provide optimization-based algorithms for computing and visualizing these sets
and statistical tools to assess sampling uncertainty. Together, these enable reliable and robust assessments
of disparities – an important tool when disparity assessment can have far-reaching policy implications. We
demonstrate this in two case studies with real data: mortgage lending and personalized medicine dosing.
Key words : Disparate Impact and Algorithmic Bias; Partial Identification; Proxy Variables; Fractional
Optimization; Bayesian Improved Surname Geocoding
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1. Introduction
The spread of prescriptive analytics and algorithmic decision-making has given rise to urgent ethical
and legal imperatives to avoid discrimination and guarantee fairness with respect to protected
classes. In advertising, prescriptive algorithms target for maximal impact and revenue (Goldfarb
and Tucker 2011, Iyer et al. 2005), but recent studies found gender-based discrimination in who
receives ads for STEM careers (Lambrecht and Tucker 2019) and other worrying disparities (Datta
et al. 2015, Sweeney 2013). In hiring, algorithms help employers efficiently screen applicants (Miller
2015), but in some cases this can have unintended biases, e.g., against women and minorities (Dastin
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2018). In criminal justice, algorithmic recidivism scores allow judges to assess risk (Monahan and
Skeem 2016), while recent studies have revealed systematic race-based disparities in error rates
(Angwin et al. 2016, Chouldechova 2017). In healthcare, algorithms that allocate resources like
care management have been shown to exhibit racial biases (Obermeyer and Mullainathan 2019)
and personalized medicine algorithms can offer disparate benefits to different groups (Goodman
et al. 2018, Rajkomar et al. 2018). In lending, prescriptive algorithms optimize credit decisions
using predicted default risks and their induced disparities are regulated by law (Comptroller of
the Currency 2010), leading to legal cases against discriminatory lending (Consumer Financial
Protection Bureau 2013).
For regulated decisions, there are two major legal theories of discrimination:
• Disparate treatment (Zimmer 1996): informally, intentionally treating an individual differently
on the basis of membership in a protected class; and
• Disparate impact (Rutherglen 1987): informally, adversely affecting members of one protected
class more than another even if by an ostensibly neutral policy.
Thus, even prescriptive algorithms that do not take race, gender, or other sensitive attributes as
an input may often satisfy equal treatment but may still induce disparate impact (Kleinberg et al.
2017). Indeed, many of the disparities found above take the form of unintended disparate impact
of ostensibly class-blind prescriptive algorithms. While our contextual discussion focuses on U.S.
discrimination law and regulation, our methodology is a general one for assessing disparities with
respect to protected class and may apply in many legal and regulatory contexts.1
In consequential decision-making contexts such as hiring or lending, assessing disparities is
paramount for monitoring the potential harms of decision systems. Assessing disparities induced
by a prescriptive algorithm involves evaluating the differences in the distributions of decision out-
comes received by different groups, either marginally or conditional on some additional ground
truth. We define precisely the disparity metrics of interest in Section 2.1 and discuss related work
in Section 3. While what size of disparity counts as unacceptable depends on the appropriate legal,
ethical, and regulatory context, in any case, they must first be measured.
In this paper, we study a fundamental challenge to assessing the disparity induced by prescriptive
algorithms in practice:
protected class membership is often not observed in the data.
There may be many reasons for this missingness in practice, both legal, operational, and behav-
ioral. In the US financial service industry, lenders are not permitted to collect race and ethnicity
1 In the U.S., the Fair Housing Act (FHA) and Equal Credit Opportunity Act (ECOA) codify as protected attributes:
age, race/ethnicity, disability, exercised rights under CCPA, familial status (household composition), gender identity,
marital status (single or married), national origin, race, recipient of public assistance, religion, and/or sex.
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information on applicants for non-mortgage products2 such as credit cards, auto loans, and student
loans. This considerably hinders auditing fairness for non-mortgage loans, both by internal com-
pliance officers and by regulators (Zhang 2016). Similarly, health plans and health care delivery
entities lack race and ethnicity data on most of their enrollees and patients, as a consequence of high
data-collection costs and people’s reluctance to reveal their race information for fear of potential
discrimination (Weissman and Hasnain-Wynia 2011). This data collection challenge makes moni-
toring of racial and ethnic differences in care impractical and impedes the progress of healthcare
equity reforms (Gaffney and McCormick 2017).
To address this challenge, some methods heuristically use observed proxies to predict and impute
unobserved protected class labels. The most (in)famous example is the Bayesian Improved Sur-
name Geocoding (BISG) method. BISG estimates conditional race membership probabilities given
surname and geolocation (e.g., census tract, ZIP code, or county) using data from the US decennial
census, and then imputes the race labels based on the estimated probabilities. Since its invention
(Elliott et al. 2008, 2009), the BISG method has been widely used in assessing racial disparities
in health care (e.g., Brown et al. 2016, Fremont et al. 2005, Nerenz et al. 2009, Weissman and
Hasnain-Wynia 2011), as well in the US financial industry, where the Consumer Financial Protec-
tion Bureau (CFPB) used BISG to support analysis leading to a $98-million settlement against
Ally Bank for harming minority borrowers for auto loans (Consumer Financial Protection Bureau
2013, 2014).
The validity of using proxies for the unobserved protected class for disparity assessment remains
controversial, and relevant research is still limited. Although advanced proxy methods like BISG
outperform previous proxy methods, further research shows that it leads to biased disparity assess-
ment (Baines and Courchane 2014, Zhang 2016). In particular, Chen et al. (2019) analyzed the
underlying mechanism for the statistical bias of BISG’s assessments due to the joint dependence
among lending outcome, geolocation, and race. However, a systematic understanding of the precise
limitations of using proxy methods in disparity assessment in general, and possible remedies to the
potential statistical biases, is still lacking.3 Filling in this gap is an important and urgent need,
especially given the wide use of proxy methods and the significant managerial and policy impacts
of disparity assessment in the settings where they are used, which motivates our current work.
Practical implications. In this paper, we demonstrate that it is generally impossible to identify
impact disparities when only proxy information is available for protected class, and we instead study
2 The US Home Mortgage Disclosure Act (HMDA) authorizes lenders to collect such information for mortgage appli-
cants and co-applicants.
3 For clarity, we emphasize to the reader the difference between an algorithm’s “bias” with respect to protected groups,
e.g., as quantified by disparate impact, and the statistical bias of assessments of such disparities. In this paper, “bias”
only ever refers to the latter statistical bias and “disparities” to systematic differences in algorithmic outputs.
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how to precisely and reliably characterize the range of all possible disparities that are consistent
with all available data, known as the partial identification set. Since disparities are unidentifiable,
any single point estimate thereof is fundamentally spurious, and any conclusion drawn from it is
vulnerable to criticism. This is a grave and real concern in lending, healthcare, and other applica-
tions where disparate impact assessments can have far-reaching policy implications. In contrast, by
conducting inference on the partial identification set from data, our proposed methods can support
credible, principled conclusions about disparities. In particular, these quantify the fundamental
ambiguity in disparities and the value of more informative proxies or assumptions, especially if our
partial identification sets are large; or, if the sets are small, they provide a statistical test certifying
the presence of disparities independent of further untestable assumptions.
1.1. Contributions
In this paper, we study the basic statistical identification limits for assessing disparities when
protected class labels are unobserved and provide new optimization-based algorithms for computing
the partial-identification bounds on said disparities, which can enable robust and reliable auditing
of the disparate impact of prescriptive algorithms.
We highlight our primary contributions below:
Problem formulation. To facilitate a principled analysis of (partial) identifiability, we formulate
disparity assessment with proxies as a data combination problem with two datasets:
– a primary dataset with the decision outcomes, (potentially) true outcomes, and proxy vari-
ables, but where the protected class labels are missing ; and
– an auxiliary dataset with proxy variables and protected class labels, but without outcomes.
Identification Conditions. We prove tight necessary and sufficient conditions for the unidentifia-
bility of disparity measures in this setting. In the absence of these (unrealistically strong)
conditions, disparities are necessarily unidentifiable from the two datasets. That is, the partial
identification set of all disparity measure values consistent with the data-generating processes
of the two datasets is not a singleton.
Characterizing and Computing the Partial Identification Set. We exactly characterize the partial
identification sets of a variety of disparity measures under data combination, that is, the
smallest set containing all possible values that disparity measures may simultaneously take
while still agreeing with the data. Our characterization is sharp in that it is equal to this set
rather than merely containing it. We provide closed-form formulations of partial identification
sets for binary comparisons. And, we provide optimization algorithms to compute partial
identification sets when we incorporate additional mild smoothness assumptions that reduce
ambiguity or when we consider simultaneous comparisons across more than two protected
classes. In the latter case, we compute the support function of the partial identification set.
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Primary dataset
Zs Zg · · · Yˆ Y
Surname ZIP code Approval Non-default
Jones 94122 · · · Y N... ... ... ...
Auxiliary dataset
Zs Zg White · · · API
Surname ZIP code % %
Jones 94122 47% · · · 31%... ... ... ...
Figure 1 Illustration of the two observed datasets for assessing lending disparity with unobserved race labels.
Estimation and Inference. We study the additional sampling uncertainty of our proposals when
given finite observations from each dataset. Specifically, we prove consistency guarantees when
one plugs in estimates of probability and conditional probability models. To enable inference,
i.e., constructing confidence intervals on top of the estimated partial identification intervals,
we propose a approach based on debiased machine learning that is invariant to the estimation
of certain conditional probability models.
Robust Auditing. Together, these tools facilitate robust and reliable fairness auditing. Since the sets
we describe are sharp in that they are the tightest-possible characterization of disparity given
the data, their size generally captures the amount of ambiguity that remains in evaluating
disparity when the protected class is unobserved and only proxies are available. When the
observed data is very informative about the disparity measures, the set tends to be small and
may still lead to meaningful conclusions regarding the sign and magnitudes of disparity, despite
unidentifiability. In contrast, when the observed data is insufficient, the set tends to be large
and gives a valuable warning about the risk of drawing conclusions from the fundamentally
limited observed data.
Empirical Analysis. We apply our approach in two real case studies: evaluating the racial dispari-
ties (1) in mortgage lending decisions and (2) in personalized Warfarin dosing. We demonstrate
how adding extra assumptions may decrease the size of partial identification sets of disparity
measures, and illustrate how stronger proxies – either for race or for outcomes – can lead to
smaller partial identification sets and more informative conclusions on disparities.
2. Problem Setup
We mainly consider four types of relevant variables:
Decision outcome, Yˆ ∈ {0,1}, is the prescription by either human decision makers or machine
learning algorithms. For example, Yˆ = 1 represents approval of a loan application, which is
often based on some prediction of default risk. We call Yˆ = 1 the positive decision, even if is
not favorable in terms of utility (e.g., high medicine dosage in Section 8.2).
True outcome, Y ∈ {0,1}, is a target variable that justifies an optimal decision. Yˆ is often based
on imperfect predictions of Y . In the lending example (Section 8.1), we denote Y = 1 for loan
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applicants who would not default on loan payment if the loan application were approved. Y
is not known to decision makers at the time of decision making.
Protected attribute, A∈A, is a categorical variable (e.g., race or gender). Our convention is to let
A= a be a group understood to be generally advantaged and A= b disadvantaged.
Proxy variables, Z ∈Z, are a set of additional observed covariates. In proxy methods, these are
used to predict A. In the BISG example (Section 8.1), Z stands for surname and geolocation.
The proxy variables can be categorical, continuous, or mixed.
In this paper, we mainly focus on binary outcomes (true outcome and decision outcome), but our
results can be straightforwardly extended to multi-leveled outcomes.
We formulate the problem of using proxy methods from a data combination perspective. Specif-
ically, we assume we have two datasets: the main dataset with observations of (Yˆ , Y,Z), and the
auxiliary dataset with observations of (A,Z). Figure 1 is an illustration of these two datasets in
the example of BISG proxy method (Section 8.1).
Assumption 1. The primary and auxiliary datasets both consist of i.i.d. (independent and iden-
tically distribution) draws, each from the respective marginalization of a common joint distribution.
Therefore, the information from observing these two separate datasets can be characterized by
P(Yˆ , Y,Z) and P(A,Z) respectively, each being a marginalization of a common larger joint distri-
bution P(A, Yˆ ,Y,Z).4 However, we cannot simply join these two datasets directly for many possible
reasons. For example, no unique identifier for individuals (e.g., social security number) exists in
both datasets. Thus we cannot learn the combined joint distribution P(A, Yˆ ,Y,Z) from these two
separate, unconnected datasets.
2.1. Disparity measures
In this paper, we focus on assessing the disparity in the decision Yˆ with respect to the protected
attribute A, as well as possibly with respect to true outcome labels Y . We illustrate our method
with widely-used disparity measures that are a measure of class-conditional classification error,
and, if we were given observations of true class labels, they could be computed from a 2× 2× |A|
within-class confusion matrix of the decision and true outcome.
Specifically, we consider the following disparities:
Demographic Disparity : δDD(a, b) = P(Yˆ = 1 |A= a)−P(Yˆ = 1 |A= b).
True Positive Rate Disparity : δTPRD(a, b) = P(Yˆ = 1 |A= a,Y = 1)−P(Yˆ = 1 |A= b,Y = 1).
4 Assumption 1 can be relaxed by assuming instead that the distribution Pa of the auxiliary observations (A,Z)
satisfies Pa(A= α | Z) = P(A= α | Z), with an arbitrary distribution Pa(Z) of proxy variables. This relaxation does
not change any of our results in Sections 4 to 6, but it does change our estimators in Section 7, where we would need
to account for this distributional shift in Z across the datasets. We omit this straightforward extension for brevity.
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True Negative Rate Disparity : δTNRD(a, b) = P(Yˆ = 0 |A= a,Y = 0)−P(Yˆ = 0 |A= b,Y = 0).
Positive Predictive Value Disparity : δPPVD(a, b) = P(Y = 1 |A= a, Yˆ = 1)−P(Y = 1 |A= b, Yˆ = 1).
Negative Predictive Value Disparity : δNPVD(a, b) = P(Y = 0 |A= a, Yˆ = 0)−P(Y = 0 |A= b, Yˆ = 0).
To illustrate, we interpret these disparity measures using the running example of making lending
decisions. DD measures the disparity in within-class average loan approval rate.5 TPRD (respec-
tively, TNRD) measures the disparity in the proportions of people who correctly get approved
(respectively, rejected) in loan applications between two classes, given their true non-default or
default outcome. Compared to DD, TPRD and TNRD only measure the disparity that is unmedi-
ated by existing base disparities in true outcome Y and is considered more relevant for classification
settings when concerned with disparities in allocation of a positive outcome in view of qualifying
characteristics such as creditworthiness (Hardt et al. 2016). Such disparities can be interpreted
as “disparate opportunity” to equally-qualified individuals from different groups. PPVD (respec-
tively, NPVD) measures the disparity in the proportions of approved applicants who pay back their
loan (respectively, rejected applicants who default) between two classes. Such disparities can be
interpreted as “disparate benefit of the doubt” in an individual having the positive label.
We will present our results in terms of DD, TPRD, and TNRD. Indeed, by swapping the roles
of Y and Yˆ in TPRD and TNRD, all our results can straightforwardly be extended to PPVD
and NPVD, respectively. Similarly, disparities based on false negative rate and false positive rate
simply differ with TPRD and TNRD by a minus sign, i.e., are given by swapping a and b.
To streamline the presentation, we typically use α, z, yˆ, y as generic values of the random
variables A, Z, Yˆ , Y , respectively. We also use a and b as additional generic values for A, where a
is generally understood to be a majority or advantaged class label. We further define the outcome
probabilities for protected class α as µ(α) := P(Yˆ = 1 |A= α) and µyˆy(α) := P(Yˆ = yˆ |A= α,Y =
y), so that δDD(a, b) = µ(a)−µ(b), δTPRD(a, b) = µ11(a)−µ11(b), and δTNRD(a, b) = µ00(a)−µ00(b).
Throughout this paper, we use E to denote expectation with respect to the target distribution P.
3. Related Literature
Proxy methods. The validity of proxy methods for disparity assessment depends not only on
the statistical estimation of, for example, P(A = α | Z = z), but also the specific procedure with
which this is combined with other information. While BISG has been shown to outperform previ-
ous proxies (surname-only and geolocation-only analysis), these evaluations (Consumer Financial
Protection Bureau 2014, Dembosky et al. 2019, Imai and Khanna 2016) focus on classification
accuracy, which is never perfect, and do not consider impact on downstream disparity assessment,
5 Strictly speaking, demographic disparity is not based on classification “error” but it can be also computed from the
within-class confusion matrices.
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mostly because this is usually unknowable. In contrast, Baines and Courchane (2014), Zhang (2016)
assessed disparity on a mortgage dataset, and found that using imputed race tends to overestimate
the true disparity. Chen et al. (2019) provided a full analysis of this bias and developed sufficient
conditions to determine its direction and found that disparity estimation methods using imputed
race are very sensitive to arbitrary tuning parameters such as imputation threshold. As we show
in Section 4, disparity is generally unidentifiable from proxies when protected class is unobserved;
consequently, all previous point estimators are generally biased unless very strong assumptions are
satisfied.
Algorithmic Fairness. In this paper, we consider auditing two measures of fairness that have
received considerable attention in the fair machine learning community: demographic (dis)parity
and classification (dis)parity, which we outlined in Section 2.1. Many other “fairness metrics” have
been proposed to facilitate risk assessment for algorithmic decision making in different contexts
(Narayanan 2018, Verma and Rubin 2018); for more comprehensive discussion, we refer to Barocas
et al. (2018). We emphasize that we focus on auditing, not adjusting, disparity measures. Whether
observed disparities warrant adjustments depends on the legal, ethical, and regulatory context.6
Partial Identification and Data Combination. There is an extensive literature on partial identi-
fication of unidentifiable parameters (e.g., Beresteanu et al. 2011, Manski 2003). There are many
reasons parameters may be unidentifiable, including confounding (e.g., Kallus et al. 2019, Kallus
and Zhou 2018), missingness (e.g., Manski 2005), and multiple equilibria (e.g., Ciliberto and Tamer
2009). One prominent example is data combination, also termed the “ecological inference prob-
lem,” where joint distributions must be reconstructed from observation of marginal distributions
(Freedman 1999, Jiang et al. 2018, Schuessler 1999, Wakefield 2004). One key tool for studying
this problem is the Fre´chet-Hoeffding inequalities, which give sharp bounds on joint cumulative
distributions and super-additive expectations given marginals (Cambanis et al. 1976, Fan et al.
2014, Ridder and Moffitt 2007). Such tools are also used in risk analysis in finance to assess risk
without knowledge of copulas (Ru¨schendorf 2013). In contrast to much of the above work, we focus
on assessing nonlinear functionals of partially identified distributions, namely, true positive and
negative rates, as well as on leveraging conditional information to integrate marginal information
across proxy-value levels with possible smoothness constraints.
6 For example, as fairness criteria, both demographic and classification parity have been criticized for their infra-
marginality, i.e., they average over individual risk far from the decision boundary (Corbett-Davies and Goel 2018).
However, inframarginality may be unavoidable when outcomes are binary. There may be no true individual “risk,”
only the stratified frequencies of binary outcomes (default or recidivation) over strata defined by predictive features,
which are in turn chosen by the decision maker.
Kallus, Mao, Zhou: Fairness Using Data Combination 9
4. Unidentifiability of Disparity Measures Under Data Combination
In this section we study the fundamental limits of the two separate datasets to identify – i.e., pin-
point – the disparity measures of interest. We first introduce the concept of identification (Lewbel
2018). We call a quantity of interest (either finite-dimensional or infinite-dimensional) identifiable
if it can be uniquely determined by (i.e., is a function of) the probability distribution function of
the data. Conversely, it is unidentifiable if multiple different values of this quantity all simultane-
ously agree with the distribution of observed data. This is motivated by the fact that, in the i.i.d.
setting, the distribution of the data (equivalently, the distribution of any single data point) is the
most we can hope to learn from any amount of observations, even infinitely many.
The disparity measures of interest in Section 2 are all functions of the full joint distribution
P(A, Yˆ ,Y,Z) and are clearly identifiable if we observed the full data (A, Yˆ ,Y,Z). We will show
in Section 4.1 that disparity measures are generally unidentifiable from two separate datasets,
since the corresponding marginal distributions P(Yˆ , Y,Z) and P(A,Z) are insufficient to uniquely
determine the full joint distribution and, in particular, the disparity measures.
Analyzing the identifiability of disparity measures is crucial since unidentifiability implies that
learning disparities based on the observed data alone is fundamentally ambiguous: it is impossible,
even with an infinite amount of observed data, to pin down the exact values of the disparity mea-
sures. Consequently any point estimate is in some sense spurious: biased and potentially sensitive
to ad-hoc modeling specifications (D’Amour 2019). In this case, generally one must be very cautious
about drawing any substantive conclusions based on point estimates of disparity measures.
Since identifiability and partial identification sets are properties of distributions (i.e., are popu-
lation quantities), we focus for the time being on the consequences of fully knowing the marginals
P(Yˆ , Y,Z) and P(A,Z), which can be learned from the two datasets given sufficient data. This
captures the identification uncertainty involved in disparity assessments using data combination.
We revisit the assumption of full knowledge of marginals in Section 7, where we discuss how the
partial identification sets can be estimated from the data itself and how to construct confidence
intervals on these. This captures the sampling uncertainty involved in only having finite datasets.
4.1. Unidentifiability of Disparities
Since the disparity measures are functions of the full joint distribution P(A, Yˆ ,Y,Z), to prove
the unidentifiability of the disparity measures, we show that there generally exist multiple valid
full joint distributions that give rise to different disparities but at the same time agree with the
marginal joint distributions P(Yˆ , Y,Z) and P(A,Z), which characterize the primary dataset and
the auxiliary dataset, respectively. To formalize the validity of full joint distributions, we introduce
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A= a A= b
Yˆ = 0 P(A= a, Yˆ = 0 |Z = z) P(A= b, Yˆ = 0 |Z = z) P(Yˆ = 0 |Z = z)
Yˆ = 1 P(A= a, Yˆ = 1 |Z = z) P(A= b, Yˆ = 1 |Z = z) P(Yˆ = 1 |Z = z)
P(A= a |Z = z) P(A= b |Z = z) 1
Figure 2 Unidentifiability of joint distributions given marginal distributions. The gray region denotes unknown
joint probabilities. Row and column sums are known. Even with binary protected class and outcome, this leaves
one degree of freedom in the unknowns, unless one of the marginals is degenerate.
the coupling of two marginal distributions (Villani 2008). Because outcomes and protected classes
are discrete, we focus on couplings of discrete distributions.7
Definition 1 (Coupling Sets). Given two discrete probability spaces (S, σ) and (T , τ) (i.e.,
σ(s)≥ 0, τ(t)≥ 0,∑s∈S σ(s) = 1,∑t∈T τ(t) = 1), a distribution pi over S ×T is a coupling of (σ, τ)
if the marginal distributions of pi coincide with σ, τ . The set of all possible couplings is denoted by
Π(σ, τ) =
{
pi ∈RS×T :
∑
t∈T
pi(s, t) = σ(s),
∑
s∈S
pi(s, t) = τ(t), 0≤ pi(s, t)≤ 1, ∀s∈ S, t∈ T
}
. (1)
Definition 1 gives the set of all possible valid joint distributions that agree with given marginals.
It states that any joint distribution is valid as long as it satisfies the Law of Total Probability
with respect to the fixed marginals. The classical Frec´het-Hoeffding inequality provides bounds on
the possible values of these joint distributions with knowledge of the fixed marginals (Cambanis
et al. 1976, Fan et al. 2014, Ridder and Moffitt 2007): this characterization informs our discussion
of the size of partial identification sets in Section 4.2 and our derivation of closed-form partial
identification sets in Section 5.
Proposition 1 (Fre´chet-Hoeffding). The coupling set is equivalently given by
Π(σ, τ) =
{
pi ∈RS×T : ∑t∈T pi(s, t) = σ(s), ∑s∈S pi(s, t) = τ(t),
max{σ(s) + τ(t)− 1,0} ≤ pi(s, t)≤min{σ(s), τ(t)}, ∀s∈ S, t∈ T
}
. (2)
We let PD denote the set of all valid full joint distributions of (Yˆ , Y,A,Z) that agree with the
marginal distributions P(Yˆ , Y,Z) and P(A,Z), as characterized by this definition of couplings:
PD =
{
P′ : P′(Z) = P(Z), P′(Yˆ , Y,A |Z)∈Π
(
P(Yˆ , Y |Z),P(A |Z)
)}
(3)
The set PD generally contains multiple elements, since the joint dependence structure can be
arbitrary so long as the marginals are compatible (characterized by either Eq. (1) or Eq. (2)).
7 Proxies can still be continuous, which we will leverage when we impose extra smoothness assumptions in Section 6.1.
Kallus, Mao, Zhou: Fairness Using Data Combination 11
We illustrate this for Π(P(A | Z),P(Yˆ | Z)) in Fig. 2. With binary protected class and outcomes,
marginal information provides only three independent constraints on four unknowns, so that the
joint distribution cannot be uniquely determined. This also extends to Π(P(A |Z),P(Yˆ , Y |Z)).
We next show that in addition to the full joint distribution, the disparities, which are differences
of nonlinear functionals of the full joint distribution, in particular cannot be uniquely identified.
Proposition 2. Let A= {a, b}. Let any marginal distributions P(Yˆ , Y,Z), P(A,Z) be given.
(i) If there exists a set of z’s with positive probability such that 0 < P(Yˆ = yˆ | Z = z) < 1 and
0< P(A= α | Z = z)< 1 for yˆ ∈ {0,1} and α ∈ A, then δDD(a, b) is unidentifiable without further
conditions. That is, there exist two different joint distributions of (A, Yˆ ,Y,Z) that agree with these
marginals but give rise to different values of δDD(a, b).
(ii) If there exists a set of z’s with positive probability such that 0 < P(Yˆ = yˆ, Y = y | Z = z) < 1
and 0< P(A= α |Z = z)< 1 for yˆ, y ∈ {0,1} and α ∈A, then both δTPRD(a, b) and δTNRD(a, b) are
unidentifiable without further conditions.
Proposition 2 shows that as long as the proxies Z cannot perfectly predict the protected class A
or outcomes Yˆ , Y , then DD, TPRD, TNRD are unidentifiable from the observed data informa-
tion alone. This holds for any given pair of marginal distributions. We can also prove the same
conclusion for PPVD, NPVD by exchanging Yˆ and Y . To prove Proposition 2 we show that we
can always construct different feasible couplings of the given marginals, i.e., different feasible ele-
ments in PD, that lead to different values of the disparities. Since disparities are differences of
nonlinear functionals of the coupling, we need to construct the couplings very carefully to achieve
unambiguously different disparity values. See Appendix B.1 for the proof.
4.2. Partial Identification Set of Disparities
In the last section we showed that DD, TPRD, and TNRD (and symmetrically also PPVD and
NPVD) are generally not identifiable from the two separate datasets. Next, we will characterize
exactly how identifiable or unidentifiable they are by characterizing the partial identification set
of all disparity values that agree with the observed data, and possibly additional assumptions that
reflect prior knowledge.
Each disparity measure in Section 2.1 can be viewed as a function of the true distribution of
(Yˆ , Y,A,Z), so we generically denote it as δ(a, b;P). The partial identification set of this disparity
measure of interest given observed data information (encoded by PD defined in Eq. (3)) and extra
assumptions (encoded by PA)8 is defined as follows:
∆(PD ∩PA) = {δ(a, b;P′) : P′ ∈PD ∩PA} . (4)
8 If no extra assumption is imposed, then PA is the set of all joint distributions, so that PD ∩PA =PD.
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We will add subscripts such as DD or TPRD to indicate the set for a particular disparity measure.
The partial identification set in Eq. (4) is the smallest set containing all possible values of the
disparity measures that agree with both the observed data and possibly extra assumptions. Each
disparity value in this set is given by one valid full joint distribution that is compatible with the
observed data and extra assumptions, and any disparity value outside this set is ruled out by either
the observed data or the assumptions. A natural question is when are these smallest possible sets
also actually small. We next discuss different scenarios where the sets can be small or large.
Informative Proxies. If the proxies are very predictive, then the observed data alone may be
informative enough to sufficiently pin down the the disparity measures. At the extreme, if proxies
are perfectly predictive of either the outcomes or the protected class, then the partial identification
sets collapse into singletons, i.e., the disparity measures are uniquely identified from the observed
data. We formalize this in the following proposition.
Proposition 3. Given marginal distributions P(Yˆ , Y,Z), P(A,Z), if assumptions of Proposi-
tion 2(ii) are not satisfied, i.e., for almost all z, either P(Yˆ = yˆ, Y = y | Z = z) ∈ {0,1} for yˆ, y ∈
{0,1}, or P(A = α | Z = z) ∈ {0,1} for α ∈ A, then PD is a singleton, and hence ∆(PD) for any
disparity measure in Section 2 is also a singleton.
Proof. According to the Fre´chet-Hoeffding inequality in Proposition 1, any valid full joint dis-
tribution agreeing with the observed data, i.e., an element P′ ∈PD, has to satisfy that
P′(A= α, Yˆ = yˆ, Y = y |Z)≤min{P(Yˆ = yˆ, Y = y |Z),P(A= α |Z)}, (5)
P′(A= α, Yˆ = yˆ, Y = y |Z)≥max{P(Yˆ = yˆ, Y = y |Z) +P(A= α |Z)− 1,0}. (6)
Under the stated assumptions, the right-hand sides of Eqs. (5) and (6) are equal. Thus, the full
joint distribution is uniquely determined by the marginals and PD is a singleton. 
This shows that the conditions of Proposition 2 are the tight necessary and sufficient conditions
for identifiability from marginals alone. If proxies are not perfect but are very predictive, either of
protected class, of outcomes, or of both, then the endpoints of Fre´chet-Hoeffding inequality (i.e.,
right-hand sides of Eqs. (5) and (6)) are not exactly equal but they are still close. Consequently,
the partial identification sets will be small. This is the case we observe in Section 8.2 when using
very informative genetic proxies for race.
Strong Assumptions on the Joint Distributions. For the case of DD, Chen et al. (2019) discussed
a conditional independence assumption that admits an unbiased proxy-based estimator. Actually,
this assumption is sufficient for the identifiability of disparities more generally.
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Proposition 4. If we assume that Y, Yˆ ⊥ A |Z, i.e.,
PA =
{
P′ : P′(Yˆ = yˆ, Y = y,A= α |Z = z) = P′(Yˆ = yˆ, Y = y |Z = z)P′(A= α |Z = z),∀α, yˆ, y, z
}
,
then PD ∩PA is a singleton, and hence ∆(PD ∩PA) for any disparity measure is also a singleton.
Proof. Any P′ ∈ PD ∩ PA satisfies for z ∈ Z, yˆ, y ∈ {0,1}, α ∈ A, P′(Yˆ = yˆ, Y = y,A = α | Z =
z) = P(Yˆ = yˆ, Y = y | Z = z)P(A= α | Z = z). Since this is uniquely determined by the marginals,
PD ∩PA contains only a single element. 
Although the conditional independence assumption is indeed very informative, it may be too
unrealistic in practice. Indeed, the proxies Z that can be observed on both datasets are usually
low-dimensional (e.g., surname and geolocation), so they are unlikely to capture all dependence
between the outcomes and the protected class. Therefore, although imposing strong assumptions
like this may help identification, it can also result in misleading conclusions, considering that these
assumptions are often wrong in reality.
Un- or weakly informative proxies and no or weak assumptions. If the observed datasets alone
are not highly informative, and we are not willing to impose overly stringent assumptions on the
unknown joint distribution, we generally end up with partial identification sets with nontrivial
size. For example, in Section 8.1, we find that using geolocation and income as proxies result in
quite large partial identification sets in a lending example. Imposing additional mild smoothness
assumptions (Section 6.1) narrowed down the set based on income proxies only slightly. In this case,
the size of partial identification sets exactly captures the ambiguity in learning disparity measures
based on the observed data and imposed assumptions. Large sets are not meaningless: they serve
as an important warning about drawing any conclusions from highly flawed data. And, even large
sets may be informative of the presence of disparities when they are well-separated from zero.
5. Closed-form Partial Identification Sets of Disparities for Binary
Protected Class Attribute
In this section, we show that the partial identification set in Equation (4) has closed-form solu-
tions when we consider a binary protected class (i.e., A= {a, b}) without imposing any additional
assumption (i.e., PA does not impose any constraint and PD ∩PA =PD).
We first reformulate the partial identification set in Eq. (4) for different disparity measures in
terms of weighted representations that are more amenable to analysis. For any functions wα(yˆ, z)
and w˜α(yˆ, y, z), we define, respectively,
µ(α;w) :=
E
[
wα(Yˆ ,Z) Yˆ
]
P(A= α)
, (7)
µyˆy(α; w˜) :=
E
[
w˜α(Yˆ , Y,Z)I(Y = y)I(Yˆ = yˆ)
]
E
[
w˜α(Yˆ , Y,Z)I(Y = y)I(Yˆ = yˆ) + w˜α(Yˆ , Y,Z)I(Y = y)I(Yˆ 6= yˆ)
] , (8)
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Furthermore define w∗α(yˆ, z), w˜
∗
α(yˆ, y, z) as the conditional probabilities of protected class given out-
comes and proxies:
w∗α(yˆ, z) := P(A= α | Yˆ = yˆ,Z = z), w˜∗α(yˆ, y, z) := P(A= α | Yˆ = yˆ, Y = y,Z = z),
such that DD, TPRD, TNRD satisfy δDD(a, b) = µ(a;w
∗) − µ(b;w∗), δTPRD(a, b) = µ11(a; w˜∗) −
µ11(b; w˜
∗), and δTNRD(a, b) = µ00(a; w˜∗)−µ00(b; w˜∗), respectively.
These weighted representations conveniently separate the identifiable and unidentifiable parts
of the disparities. Indeed, for any fixed functions w, w˜, both µ(α;w) and µyˆy(α; w˜) are identifiable
from just the marginal distribution P(Yˆ , Y,Z) since every term is just an expectation over this
distribution. On the other hand, w∗, w˜∗, which depend upon the unidentifiable full joint distribution
P(A, Yˆ ,Y,Z), are themselves unidentifiable and therefore render the disparities, which depend upon
them, unidentifiable. Although the true w∗, w˜∗ are unidentifiable, we can construct the set of all
possible values of these unknown conditional probabilities that agree with the observed data. For
any set P of joint distributions, define:
W(P) =
{
w :wα(yˆ, z) = P′(A= α | Yˆ = yˆ,Z = z), ∀yˆ, y, z, P′ ∈P
}
(9)
W˜(P) =
{
w˜ : w˜α(yˆ, y, z) = P′(A= α | Yˆ = yˆ, Y = y,Z = z), ∀yˆ, y, z, P′ ∈P
}
(10)
Then, we can characterize the partial identification sets of disparities simply by these sets of
conditional probabilities:
Proposition 5. For any set P of joint distributions on (A, Yˆ ,Y,Z), we have ∆DD(P) =
{µ(a;w)−µ(b;w) : w ∈W(P)}, ∆TPRD(P) =
{
µ11(a; w˜)−µ11(b; w˜) : w˜ ∈ W˜(P)
}
, and
∆TNRD(P) =
{
µ00(a; w˜)−µ00(b; w˜) : w˜ ∈ W˜(P)
}
.
In particular, Proposition 5 holds for PD. In the following proposition, we give explicit formulae
for W(PD), W˜(PD) in terms of the Law of Total Probability (LTP) constraints as in Definition 1.
Proposition 6. Given marginals P(A |Z), P(Yˆ , Y,Z), we have
W(PD) =
{
w :
∑
yˆ∈{0,1}wα(yˆ, z)P(Yˆ = yˆ |Z = z) = P(A= α |Z = z),∑
α∈Awα(yˆ, z) = 1,0≤wα(yˆ, z)≤ 1, for any α,z, yˆ
}
W˜(PD) =
{
w˜ :
∑
yˆ,y∈{0,1} w˜α(yˆ, y, z)P(Yˆ = yˆ, Y = y |Z = z) = P(A= α |Z = z),∑
α∈A w˜α(yˆ, y, z) = 1,0≤ w˜α(yˆ, y, z)≤ 1, for any α,z, yˆ, y
}
.
Based on Propositions 5 and 6, we can show that the partial identification sets of DD, TPRD,
TNRD for binary protected class without imposing extra assumptions actually have closed-form
solutions.
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Proposition 7 (Closed-form set for DD). Let
wLα(yˆ, z) = max
{
0, 1 + P(A=α|Z=z)−1P(Yˆ=yˆ|Z=z)
}
, wUα (yˆ, z) = min
{
1,
P(A= α |Z = z)
P(Yˆ = yˆ |Z = z)
}
,
Then
∆DD(PD) = [µ(a;wL)−µ(b;wU), µ(a;wU)−µ(b;wL)]. (11)
Proof. Notice that [P(Yˆ = yˆ | Z = z)wLα(yˆ, z), P(Yˆ = yˆ | Z = z)wUα (yˆ, z)] are exactly the end-
points of the Fre´chet-Hoeffding inequalities in Eq. (2) for the coupling set Π(P(Yˆ |Z = z),P(A |Z =
z)). According to Propositions 1 and 6, the set W(PD) has the following equivalent formulation:
W(PD) =
{
w :
∑
yˆ∈{0,1}wα(yˆ, z)P(Yˆ = yˆ |Z = z) = P(A= α |Z = z),∑
α∈Awα(yˆ, z) = 1,w
L
α(yˆ, z)≤wα(yˆ, z)≤wUα (yˆ, z), for any α,z, yˆ
}
. (12)
Notice W(PD) is compact and connected in L∞ and that the function µ(α,w) is continuous in w
for α= a, b. Thus, by Proposition 6, the partial identification set is an interval:
∆DD(PD) =
[
min
w∈W(PD)
µ(a,w)−µ(b,w), max
w∈W(PD)
µ(a,w)−µ(b,w)
]
We derive the lower bound as an example, and the upper bound can be derived analogously.
According to Eq. (7),
µ(a,w)−µ(b,w) = E
[
wa(Yˆ ,Z) Yˆ
]
P(A= a)
− E
[
wb(Yˆ ,Z) Yˆ
]
P(A= b)
. (13)
Since µ(a,w)− µ(b,w) is increasing in wa and decreasing in wb, minw∈W(PD)(µ(a,w)− µ(b,w))≥
minw∈W(PD) µ(a,w)−maxw∈W(PD) µ(b,w) = µ(a;wL)−µ(b;wU). Moreover, it is easy to verify that
w† = (wLa ,w
U
b ) satisfies the law of total probability constraints and is feasible in PD. 
The partial identification set given in Proposition 7 concretely illustrates the general unidentifia-
bility of demographic disparity under data combination: any element within the interval in Eq. (11)
is a valid disparity value that agrees with the observed data information. In the unrealistically
ideal case, if the proxy variables Z are perfectly predictive of either Yˆ or A, then we can verify
that wL =wU , and the two interval endpoints in Equation (11) are equal.
Proposition 8 (Closed-form sets of TPRD, TNRD). Let
µ′yˆy(α; w˜, w˜
′) :=
E
[
w˜α(Yˆ , Y,Z)I(Y = y)I(Yˆ = yˆ)
]
E
[
w˜α(Yˆ , Y,Z)I(Y = y)I(Yˆ = yˆ)
]
+E
[
w˜′α(Yˆ , Y,Z)I(Y = y)I(Yˆ 6= yˆ)
] ,
w˜Lα(yˆ, y, z) = max
{
0, 1 +
P(A= α |Z = z)− 1
P(Yˆ = yˆ, Y = y |Z = z)
}
,
w˜Uα (yˆ, y, z) = min
{
1,
P(A= α |Z = z)
P(Yˆ = yˆ, Y = y |Z = z)
}
.
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Then
∆TPRD(PD) = [µ′11(a; w˜L, w˜U)−µ′11(b; w˜U , w˜L), µ′11(a; w˜U , w˜L)−µ′11(b; w˜L, w˜U)], (14)
∆TNRD(PD) = [µ′00(a; w˜L, w˜U)−µ′00(b; w˜U , w˜L), µ′00(a; w˜U , w˜L)−µ′00(b; w˜L, w˜U)]. (15)
Proposition 8 can be proved by following similar procedures in the proof of Proposition 7. We again
leverage a reformulation of W˜(PD) in terms of Fre´chet-Hoeffding inequalities with w˜L and w˜U as
extremal weights. Then µ′yˆy(α; w˜, w˜
′) is continuous in (w˜, w˜′) and it is increasing in w˜ but decreasing
in w˜′,9 which would imply that the interval endpoints in Equations (14) and (15) indeed bracket the
partial identification sets. It remains to verify that the extremal weights are simultaneously feasible
in W˜(PD) so that the interval endpoints are attained. See Appendix B.4 for details. Again, when
the proxy variables Z can predict either (Yˆ , Y ) or A perfectly, we can easily verify that w˜L = w˜U ,
so the intervals in Equations (14) and (15) also collapse into singletons, but this is unrealistic.
6. Extensions for General Partial Identification Sets
In this section, we discuss general partial identification sets, allowing additional structural assump-
tions, such as smoothness restrictions, and accommodating multiple-level protected class.
6.1. Additional Smoothness Assumptions
We first introduce smoothness restrictions to illustrate possible additional structural knowledge
that can be used to restrict the partial identification sets. One might expect that, for two similar
values z, z′, the two true joint distributions P(A,Y |Z = z),P(A,Y |Z = z′) are also similar (some
limited amount of similarity is already implied by the Law of Total Probability when the given
marginals are themselves smooth). There is no way to verify this from the separate datasets only,
but such an assumption may be defensible based on domain knowledge and can help narrow down
the possible values disparities may take. We therefore further consider partial identification sets of
disparities when we impose the following additional assumptions:
P(A= α | Y = y,Z = z)−P(A= α | Y = y,Z = z′)≤ d(z, z′) ∀α,y, z, z′ (16)
P(A= α | Yˆ = yˆ, Y = y,Z = z)−P(A= α | Yˆ = yˆ, Y = y,Z = z′)≤ d(z, z′) ∀α, yˆ, y, z, z′ (17)
where d(z, z′) is a given metric. In particular, we encode the implicit Lipschitz constant by scaling
the metric d itself. We can then let PLip be the set of all joints that satisfy Eqs. (16) and (17).
9 µ′yˆy differs with µyˆy in Eq. (8) only in the two separate arguments w˜ and w˜
′ to explicitly characterize the monotonicity
in two different directions, a property crucial for deriving the closed-form sets.
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Eqs. (16) and (17) imply that the weight constraints W(PD ∩ PLip) and W˜(PD ∩ PLip) corre-
sponding to the Lipschitz assumption take the following forms respectively:
W(PD ∩PLip) =W(PD)∩WLip, where WLip := {w :wα(yˆ, z)−wα(yˆ, z′)| ≤ d(z, z′) ∀z, z′, yˆ} ;
W˜(PD ∩PLip) = W˜(PD)∩W˜Lip, where W˜Lip := {w˜ : w˜α(yˆ, y, z)− w˜α(yˆ, y, z′)| ≤ d(z, z′) ∀z, z′, yˆ, y} .
Leveraging Proposition 5, we can translate this to the partial identification sets for DD, TPRD,
and TNRD when we assume Eqs. (16) and (17). In particular, Proposition 6 and the above provide
an explicit form for these sets. To actually compute their endpoints we now need to solve an
optimization problem. For generality, we consider this optimization problem in the context of a
multiple-level protected class attribute, which we study next.
6.2. Multiple-level Protected Class Attribute
We now consider the most general case and study the partial identification set of all simultaneously
achievable disparities for multiple groups, potentially imposing additional assumptions such as
smoothness. Specifically, letting A0 := A \ {a} and δ(a, b;P) be any of the disparities defined in
Section 2.1, we consider the multivariate partial identification of all pairwise disparities:
∆(PD ∩PA) = {(δ(a, b;P′))b∈A0 : P′ ∈PD ∩PA} ⊂R|A|−1. (18)
Note that for any b, b′, δ(b, b′;P′) = δ(a, b′;P′)− δ(a, b;P′) so that the above set characterizes all
simultaneously achievable pairwise disparities, regardless of the choice of a. We can also extend the
above general approach to linear combinations of multiple disparity measures at the same time.
Next, we note that with W(P),W˜(P) as defined in Eqs. (9) and (10), we have the following
generalization of Proposition 5:
Proposition 9. For any set P of joint distributions on (A, Yˆ ,Y,Z), we have ∆DD(P) =
{(µ(a;w)−µ(b;w))b∈A0 : w ∈W(P)}, ∆TPRD(P) =
{
(µ11(a; w˜)−µ11(b; w˜))b∈A0 : w˜ ∈ W˜(P)
}
, and
∆TNRD(P) =
{
(µ00(a; w˜)−µ00(b; w˜))b∈A0 : w˜ ∈ W˜(P)
}
.
Since these sets are multivariate, they have more than just two “endpoints.” In
particular, we characterize these sets by computing their support functions. Given
a set Θ ⊆ Rd, its support function is given by hΘ(ρ) = supθ∈Θ ρ>θ. Not only does
the support function provide the maximal and minimal contrasts achieved over
a set, it also exactly characterizes its convex hull (Rockafellar 2015). That is,
Conv (Θ) := {∑mj=1 λjθj :m∈N, θj ∈Θ, λj ≥ 0,∑mj=1 λj = 1}= {θ : ρ>θ≤ hΘ(ρ), ∀ρ s.t. ‖ρ‖= 1}.10
In the following, we characterize the support functions. In Section 7.2, we discuss their computation
and estimation from data and how to use this to visualize the partial identification set.
10 Note that ∆DD(P) is convex as long asW(P) is convex, since µ(α,w) is affine in w; bothW(PD) andW(PD)∩WLip
are convex. On the other hand, ∆TPRD(P),∆TNRD(P) are generally not convex in the non-binary setting and taking
their convex hull provides the smallest convex outer approximation to them.
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Demographic Disparity. We first consider the simpler case of demographic disparity.
Proposition 10. Let PA be given. Then
h∆DD(PD∩PA)(ρ) = max
w∈W(PD)∩W(PA)
∑
b∈A0
ρb
(
E[wa(Yˆ ,Z)Yˆ ]
P(A= a)
− E[wb(Yˆ ,Z)Yˆ ]
P(A= b)
)
.
Proposition 10 follows immediately from Proposition 9 and Eq. (13). When either PA imposes no
restrictions or PA = PLip, the above gives an infinite linear program since both the law of total
probability constraint W(PD) and the Lipschitz constraint WLip are linear in w.
Classification Disparity. We next consider the case of classification disparities. For a concise
and clear exposition, we focus on the case of TPRD. Note that ∆TPRD(PD ∩ PA) is generally a
nonconvex set. The case of TNRD can be symmetrically handled.
Proposition 11. Let PA be given. Then
h∆TPRD(PD∩PA)(ρ) = maxt∈RA:t≥1 φ(ρ; t), (19)
φ(ρ; t) = max
u˜
∑
b∈A0 ρb
(
E[u˜a(Yˆ , Y,Z)Y Yˆ ]−E[u˜b(Yˆ , Y,Z)Y Yˆ ]
)
s.t. E[u˜α(Yˆ , Y,Z)Y ] = 1, ∀α∈A,∑
α∈A
u˜α(yˆ,y,z)
tα
= 1, ∀yˆ ∈ {0,1}, y ∈ {0,1}, z ∈Z,∑
yˆ,y∈{0,1} u˜α(yˆ, y, z)P(Yˆ = yˆ, Y = y |Z = z) = P(A= α |Z = z)tα, ∀α∈A, z ∈Z,
u˜α(yˆ, y, z)≥ 0, ∀α∈A, yˆ ∈ {0,1}, y ∈ {0,1}, z ∈Z,
(u˜α/tα)α∈A ∈ W˜(PA).
Proposition 11 follows by applying a Charnes-Cooper transformation (Charnes and Cooper 1962)
within each class to our characterization of the partial identification set in Proposition 9 to deal with
the linear-fractional terms in Eq. (8). See Appendix B.5 for the detailed proof. While Equation (28)
is generally a non-convex optimization problem, the inner problem φ(ρ, t) is a linear program
whenever W˜(PA) is the product of polyhedra over α∈A, such as W˜(PA) = W˜Lip.
7. Implementation, Estimation, and Inference
In this section, we discuss how to implement our approach in practice in order to go from actual data
to assessments of disparities. Specifically, in previous sections, we characterized the partial identifi-
cation sets for disparity measures in terms of the two population distributions P(A,Z), P(Yˆ , Y,Z):
these sets are deterministic population objects that reflect the intrinsic ambiguity of disparities
given only marginal information. In practice, we are given data rather than marginal distributions.
The question we address in this section is how to estimate the partial identification sets from data.
Kallus, Mao, Zhou: Fairness Using Data Combination 19
We further discuss the consistency of our estimates and inferential procedures for constructing
confidence intervals that characterize the additional uncertainty due to finite-sample variability.
In this section, instead of assuming access to the population-level marginal distributions, we
assume we are given finite-sample datasets. Let npri and naux denote the sample size of the primary
and auxiliary datasets, respectively. Our combined dataset is
{(Yˆi, Yi,Zi)nprii=1 , (Ai,Zi)ni=npri+1}, with total sample size n= npri +naux,
where the first npri units form the primary dataset and the latter naux units form the auxiliary
dataset. We suppose the data satisfies Assumption 1 and that observations in these two datasets
are independent. We assume that as n grows to infinity, the proportion of the primary dataset
rn = npri/n converges to a limiting proportion r, i.e., rn→ r. Since the primary data are typically
more expensive to acquire than the auxiliary data, we focus on the setting where the primary
dataset is asymptotically of comparable or smaller size, i.e., 0≤ r < 1.11
According to Sections 5 and 6, the partial identification sets of disparity measures involve the
conditional probabilities of the protected class A and the outcomes Yˆ , Y given proxies Z. We denote
these conditional probabilities by the following shorthand notations:
ηaux(α,z) := P(A= α |Z = z), ηpri(yˆ, z) := P(Yˆ = yˆ |Z = z), η˜pri(yˆ, y, z) := P(Yˆ = yˆ, Y = y |Z = z).
Along with P(Z), these specify the marginals P(A,Z), P(Yˆ , Y,Z). In practice, these conditional
probabilities are usually unknown and need to be estimated from the primary and auxiliary
datasets, respectively. Since ηaux, ηpri, η˜pri are discrete regression functions with features Z (or,
probabilistic classification models), they can each be learned using supervised learning on each
of the datasets. For example, in Section 8, we use logistic and multinomial logistic regression.
Other options include random forests or neural networks. Since we are primarily interested in esti-
mating the partial identification sets rather than these conditional probabilities, we refer to these
conditional probabilities as nuisance parameters, and estimators for them as nuisance estimators.
7.1. Estimation and Inference for the Case of Binary Protected Class Using
Debiased Machine Learning
In Propositions 7 and 8, we prove that the partial identification sets of DD, TPRD, TNRD for
binary protected class are intervals with closed-form endpoints. Therefore, estimating these two
endpoints is enough to characterize the whole partial identification set. For simplicity, we only
present the estimation and inference for the partial identification set of DD. The results for TPRD
and TNRD are analogous but require more involved notation so we defer them to Appendix A.2.
11 If instead the auxiliary dataset is of smaller size, then we can focus on estimators that converge at rate of O(
√
naux).
For example, in Eqs. (25) and (26) of Theorem 1, we can use scaling factor of
√
naux instead of
√
npri to get similar
asymptotic normality result. These two different scaling factors are asymptotically equivalent when naux  npri, but
may differ when r= 0 or r= 1. For brevity, we only allow the first. The latter can be handled symmetrically.
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Reformulation of the estimand. According to Proposition 7, estimating the partial identifica-
tion sets of demographic disparity only requires estimating the bounds µ(a;wL)− µ(b;wU) and
µ(a;wU)−µ(b;wL). In the following lemma, we consider a reformulation of µ(α;wL) and µ(α;wU)
that will be useful for constructing estimators for them.
Lemma 1. For µ(α, ·) given in Eq. (7), and wL and wU given in Proposition 6,
µ(α,wL) = 1
pα
{
E [λLα(Z;η)] +E [ξLα (A,Z;η)] +E
[
γLα (Yˆ ,Z;η)
]}
, (20)
µ(α,wU) = 1
pα
{
E [λUα (Z;η)] +E [ξUα (A,Z;η)] +E
[
γUα (Yˆ ,Z;η)
]}
, (21)
where pα := P(A= α), η= (ηpri, ηaux), and
λLα(z;η) = I
L
α (z) (ηpri(1, z) + ηaux(α,z)− 1) , ξLα (A,z;η) := ILα (z)(I(A= α)− ηaux(α,z)),
γLα (Yˆ , z;η) := I
L
α (z)(Yˆ − ηpri(1, z)), with ILα (z) := I (ηpri(1, z) + ηaux(α,z)− 1≥ 0) ,
λUα (z;η) = I
U
α (z) (ηpri(1, z)− ηaux(α,z)) + ηaux(α,z), ξUα (A,z;η) := (1− IUα (z))(I(A= α)− ηaux(α,z)),
γUα (Yˆ , z;η) := I
U
α (z)(Yˆ − ηpri(1, z)), with IUα (z) := I (ηpri(1, z)− ηaux(α,z)≤ 0) .
It is straightforward to verify that E
[
ξLα (A,Z;η) + γ
L
α (Yˆ ,Z;η)
]
=E
[
ξUα (A,Z;η) + γ
U
α (Yˆ ,Z;η)
]
=
0, so they are not necessary for characterizing µ(α,wL) and µ(α,wU). However, incorporating these
augmentation terms is very useful for estimation: when we use estimated values of the nuisance
parameters η instead of the unknown true values, these augmentation terms effectively debias the
final partial identification bound estimators so that estimation errors of η only have negligible
effect. In fact, by leveraging a cross-fitting strategy (Chernozhukov et al. 2018) to estimate η, we
can prove that our final bound estimators are asymptotically equivalent to the infeasible estimators
that we get by plugging in the true η into Eqs. (20) and (21) and taking empirical averages
(Theorem 1 below). In Appendix A.1, we illustrate that estimators without these augmentation
terms generally have intractable asymptotic distributions. Similar debiasing approaches based on
extra augmentation terms have been also used in causal inference and missing data literature (e.g.,
Chernozhukov et al. 2018, Scharfstein et al. 1999).
The estimator. Our estimator for the partial identification set is given in Algorithm 1. Our
estimates for µˆ(α,wL) and µˆ(α,wU) are based on Eqs. (20) and (21) and a cross-fitting strategy:
the nuisance estimator ηˆ−k is only applied to data in the kth fold, i.e., data not used to train ηˆ−k.
This prevents the nuisance estimators from overfitting to the data where they are evaluated.
Inference. We next prove that the estimated endpoints in Eq. (24) are asymptotically normal
with closed-form asymptotic variance. This allows us to construct confidence intervals. It also shows
that we are largely invariant to how one fits η and that no conditions except for a slow convergence
rate are needed, which is appealing when one uses machine learning methods for this task.
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Algorithm 1 Estimation of ∆DD(PD) for binary-valued protected class attribute
1: Input: number of folds K, nuisance estimation procedures
2: Randomly partition the two datasets into K disjoint even folds: Ipri = {1, . . . , npri}= I1,pri∪· · ·∪
IK,pri, ||Ik,pri| −npri/K| ≤ 1, Iaux = {npri +1, . . . , n}= I1,aux∪· · ·∪IK,aux, ||Ik,aux| −naux/K| ≤ 1.
3: Set Ik = Ik,pri ∪ Ik,aux and let Eˆk, Eˆk,pri, Eˆk,aux be the sample average over the kth fold
in the combined, primary, and auxiliary datasets, respectively. For example, EˆkλLα(Z;η) =
1
|Ik|
∑
i∈Ik λ
L
α(Zi;η).
4: Set pˆα =
1
K
∑K
k=1 Eˆk,aux [I(A= α)].
5: for k= 1, . . . ,K do:
6: Train ηˆ−kpri on {(Yˆi,Zi) : i∈ Ipri \ Ik,pri}.
7: Train ηˆ−kaux on {(Ai,Zi) : i∈ Iaux \ Ik,aux}.
8: Set ηˆ−k = (ηˆ−kpri , ηˆ
−k
aux).
9: for α∈A do: compute
µˆ(α,wL) = 1
pˆαK
∑K
k=1
{
Eˆk [λLα(Z; ηˆ−k)] + Eˆk,aux [ξLα (A,Z; ηˆ−k)] + Eˆk,pri
[
γLα (Yˆ ,Z; ηˆ
−k)
]}
, (22)
µˆ(α,wU) = 1
pˆαK
∑K
k=1
{
Eˆk [λUα (Z; ηˆ−k)] + Eˆk,aux [ξUα (A,Z; ηˆ−k)] + Eˆk,pri
[
γUα (Yˆ ,Z; ηˆ
−k)
]}
. (23)
10: Return the estimated partial identification set
∆ˆDD(PD) =
[
µˆ(a,wL)− µˆ(b,wU), µˆ(a,wU)− µˆ(b,wL)] . (24)
Theorem 1. Suppose that the nuisance estimators converge at the following rate:∣∣ηˆ−kpri (1,Z)− ηpri(1,Z)∣∣=Op(κnpri,Yˆ ), ∣∣ηˆ−kaux(α,Z)− ηaux(α,Z)∣∣=Op(κnaux,A), α= a, b, k= 1, . . . ,K.
Assume the following conditions: for α= a, b,
(i) pα > 0;
(ii) there exist positive constants m1,m2, c1, c2 such that for α∈A and any p≥ 0,
P (0≤ |ηpri(1,Z) + ηaux(α,Z)− 1| ≤ p)≤ c1pm1 , P (0≤ |ηpri(1,Z)− ηaux(α,Z)| ≤ p)≤ c2pm2 ;
(iii) max{κnaux,A, κnpri,Yˆ }= o(n
−1/(2+2m1)
pri ), max{κnaux,A, κnpri,Yˆ }= o(n
−1/(2+2m2)
pri );
(iv) |r− rn|κnpri,Yˆ = o(n
−1/2
pri ), |r− rn|κnaux,A = o(n−1/2pri ).
Then, as n→∞, the lower bound and upper bound estimators for demographic disparity with binary
protected class are asymptotically normal:
√
npri
{(
µˆ(a,wL)− µˆ(b,wU))− (µ(a,wL)−µ(b,wU))} d→N (0, VL) (25)
√
npri
{(
µˆ(a,wU)− µˆ(b,wL))− (µ(a,wU)−µ(b,wL))} d→N (0, VU) (26)
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where VL = rE
[
λLa (Z;η)/pa−λUb (Z;η)/pb−
(
µ(a,wL)−µ(b,wU))]2
+E
[
γLa (Yˆ ,Z;η)/pa− γUb (Yˆ ,Z;η)/pb
]2
+
r
1− rE
[
ξLa (A,Z;η)/pa− ξUb (A,Z;η)/pb
]2
,
VU = rE
[
λUa (Z;η)/pa−λLb (Z;η)/pb−
(
µ(a,wU)−µ(b,wL))]2
+E
[
γUa (Yˆ ,Z;η)/pa− γLb (Yˆ ,Z;η)/pb
]2
+
r
1− rE
[
ξUa (A,Z;η)/pa− ξLb (A,Z;η)/pb
]2
.
Condition (i) is needed for the problem to be well-defined: both classes need to be present to
compare them. Condition (ii) is a margin condition (Audibert et al. 2007) that characterizes the
probability mass near the non-differentiable boundary. In particular, for p = 0, it implies that
ηpri(1,Z) + ηaux(α,Z)− 1 6= 0 and ηpri(1,Z)− ηaux(α,Z) 6= 0 almost surely, which is trivially sat-
isfied if Z includes continuous variables. This ensures that even though wL and wU depend on
non-smooth max and min operators respectively, µ(α,wL) and µ(α,wU) are still smooth function-
als of the conditional probabilities η. Otherwise, statistical inference for non-smooth functionals
is a notoriously difficult nonregular problem, and it is well-known that no estimator with well-
behaved asymptotic distribution exits in this case (e.g., Hirano and Porter 2012, Laber et al. 2014).
Similar regularity conditions also appear in other partial identification literature to circumvent
non-smoothness (e.g., Bonvini and Kennedy 2019, Kennedy et al. 2018). Conditions (iii) requires
that our nuisance estimators are consistent but only requires a slow, non-parametric rate, i.e.,
slower than n
−1/2
pri . For example, if m1,m2 ≥ 1, then conditions (iii) is satisfied if κnaux,A = op(n−1/4pri )
and κnaux,Yˆ = op(n
−1/4
pri ). This slow rate together with no other assumptions on our nuisance estima-
tors means that the theorem holds even when we use flexible machine learning models to estimate
nuisances (e.g., random forest, gradient boosting tree, neural networks with many neurons relative
to npri, etc.). Lastly, Condition (iv) requires that the observed ratio of primary to auxiliary data, rn,
is sufficiently similar to the asymptotic ratio. It is trivially satisfied if rn = r or rn− r=O(n−1/2pri ),
such as would be the case if npri ∼Binomial(n, r).
In the proof (Appendix B.6), we show that the asymptotic distributions in Eqs. (25) and (26) are
actually the same as distributions of the infeasible oracle estimators where we use the true values
of nuisances, η. In other words, using the estimated value ηˆ instead of the unknown true value η
does not inflate the variance of our estimates. This is possible mainly because of the augmented
formulation we derive in Eqs. (25) and (26) (see Appendix A.1).
The closed-form asymptotic variances in Theorem 1 suggest the following variance estimators:
VˆL =
rn
K
∑K
k=1 Eˆk [λLa (Z; ηˆ−k)/pˆa−λUb (Z; ηˆ−k)/pˆb− (µˆ(a,wL)− µˆ(b,wU))]
2
(27)
+ 1
K
∑K
k=1 Eˆk,pri
[
γLa (Yˆ ,Z; ηˆ
−k)/pˆa− γUb (Yˆ ,Z; ηˆ−k)/pˆb
]2
+ rn
1−rn
1
K
∑K
k=1 Eˆk,aux [ξLa (A,Z; ηˆ−k)/pˆa− ξUb (A,Z; ηˆ−k)/pˆb]
2
,
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and VˆU is similarly defined by swapping L and U everywhere above.
We further prove in the following theorem that the asymptotic variance estimators above are
consistent, and they can be used to construct confidence intervals for the partial identification sets.
Theorem 2. Under the assumptions of Theorem 1, VˆL, VˆU are consistent: as npri→∞,
VˆL
p→ VL, VˆU p→ VU .
Therefore, we can construct the following (1−β)× 100% confidence interval
CI = [µˆ(a,wL)− µˆ(b,wU)−Φ−1(1−β/2)Vˆ 1/2L /n1/2pri , µˆ(a,wU)− µˆ(b,wL) + Φ−1(1−β/2)Vˆ 1/2U /n1/2pri ]
where Φ−1 is the quantile function of standard normal distribution. This confidence interval asymp-
totically covers the partial identification set of DD with probability at least 1−β:
lim inf
npri→∞
P (∆DD(PD)⊆CI)≥ 1−β.
In Section 8 (Figs. 4 and 7), we illustrate how to use these confidence intervals to test whether
a given disparity value (or a range) is compatible with the observed data information and thus
belongs to the corresponding partial identification set.
Note that the confidence interval above is conservative in that its asymptotic coverage may
exceed 1−β. In Appendix A.4, we present a calibrated confidence interval with asymptotic coverage
exactly 1−β, albeit having a more complicated form.
7.2. General Partial Identification Sets
We next discuss finite-sample estimation of general partial identification sets given in Section 6.
That is, we discuss how we obtain a representation of the partially identified sets ∆(PD ∩ PA)
when we consider a multiple-level protected class attribute, impose smoothness restrictions in PA,
or both. We propose an estimator for the support function using a linear program and prove it is
statistically consistent.12 We then describe how to use these support function estimates to visualize
Conv(∆(PD ∩ PA)). For this section, we employ a simpler plug-in estimator based on nuisance
estimators constructed on the whole primary and auxiliary datasets, respectively.
12 Unlike the case in Section 7.1, statistical inference (confidence intervals) for general multivariate sets character-
ized by estimated support functions is an active research area (Molinari et al. 2019) and generally computationally
burdensome, so we leave it for further research and focus on the consistency of our support function estimates.
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Algorithm 2 Estimation of Conv(∆) from support function estimates
1: Input: Support function estimator hˆ∆(ρ), contrast sample size Nρ
2: Sample contrast vectors, ρ1, . . . , ρNρ , uniformly from the (|A|− 1)-dimensional unit sphere.
3: for j = 1, . . . ,Nρ do:
4: Solve hˆ∆(ρj), record the maximizer δˆj ∈∆ such that hˆ∆(ρj) = δˆTj ρj.
5: Return ∆ˆinner = Conv({δ1, . . . , δNρ}), ∆ˆouter = {δ ∈RA0 : δ>ρj 6 hˆ∆(ρj) ∀j = 1, . . . ,Nρ}.
Demographic Disparity. We first introduce the support function estimator for the case of demo-
graphic disparity, h∆DD(PD∩PA)(ρ). The estimator applies for the case of multiple-leveled protected
attributes with any linearly-representable additional constraints W(PA), such as none or WLip.
Given nuisance estimators ηˆaux, ηˆpri and letting Eˆp denote computing sample averages over the
primary dataset, we define our estimator as the following linear program:
hˆ∆DD(PD∩PA)(ρ) = maxw
∑
b∈A0
ρb
(
Eˆp[wa(Yˆ ,Z)Yˆ ]
Eˆp[ηˆaux(a,Z)]
− Eˆp[wb(Yˆ ,Z)Yˆ ]
Eˆp[ηˆaux(b,Z)]
)
s.t. 0≤wα(yˆ, z)≤ 1, ∀α∈A, yˆ ∈ {0,1}, y ∈ {0,1}, z ∈ {Zi}ni=1∑
yˆ∈{0,1}wα(yˆ, z)ηˆpri(yˆ, z) = ηˆaux(α,z),
∑
α∈Awα(yˆ, z) = 1, w ∈W(PA).
We next show that the estimator is consistent.
Theorem 3. Assume that:
(i) supyˆ∈{0,1},z∈Z |ηˆpri(yˆ, z)− ηpri(yˆ, z)|= op(1) and supα∈A,z∈Z |ηˆaux(α,z)− ηaux(α,z)|= op(1),
(ii) Z has finite support, i.e., |Z| is finite.
Then, for any ρ,
hˆ∆DD(PD∩PA)(ρ)−h∆DD(PD∩PA)(ρ)
p−→ 0.
Proving Theorem 3 uses a stability analysis due to Robinson (1975) to bound the deviation of a
linear program under stochastic perturbations to coefficients of the constraint matrix that arise
from the estimation errors of the nuisance functions ηˆaux(α,z), ηˆpri(yˆ, z). In Proposition 12 of the
Appendix, we discuss how to additionally obtain the asymptotic distribution of hˆ∆DD(PD∩PA), under
the assumption of unique primal and dual solutions.
Classification disparity. We next handle the general case for TPRD (TNRD is handled sym-
metrically). Estimating the support function of ∆TPRD introduces additional challenges since the
optimization problem that defines it is generally nonconvex (see Proposition 11). We instead lever-
age the fact that it is the maximum of linear programs if W˜(PA) is linearly representable.
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The estimator for the support function, which computes the sample-level subproblem φˆ(ρ; t) for
a collection of values of t, T ⊆R|A|, and the nuisance estimators ˆ˜ηpri(yˆ, y, z), ηˆaux(α,z) is:
hˆ∆TPRD(PD∩PA)(ρ;T ) = maxt∈T φˆ(ρ; t), (28)
φˆ(ρ; t) = max
u˜
∑
b∈A0 ρb
(
Eˆp[u˜a(Yˆ , Y,Z)Y Yˆ ]− Eˆp[u˜b(Yˆ , Y,Z)Y Yˆ ]
)
s.t. ∀α, yˆ, y, z ∈ {Zi}ni=1, Eˆp[u˜α(Yˆ , Y,Z)Y ] = 1, (u˜α/tα)α∈A ∈ W˜(PA),∑
yˆ,y∈{0,1} u˜α(yˆ, y, z)ˆ˜ηpri(yˆ, y, z) = tαηˆaux(α,z),
∑
α∈A
u˜α(yˆ,y,z)
tα
= 1, (29)
u˜α(yˆ, y, z)≥ 0. (30)
In the following theorem, we show that the proposed support function estimator is point-wise
consistent if Z has only finitely many values and the nuisance estimators are uniformly consistent.
Theorem 4. Assume that:
(i) supyˆ∈{0,1},y∈{0,1}z∈Z
∣∣∣ˆ˜ηpri(yˆ, y, z)− η˜pri(yˆ, y, z)∣∣∣ p→ 0 and supα∈A,z∈Z |ηˆaux(α,z)− ηaux(α,z)| p→ 0.
(ii) There exists a positive constant ν such that P(A= α,Y = 1)≥ ν, ∀α∈A.
(iii) Let T −1 be an npri-covering of T −10 := {τ ∈R|A| :
∑
α∈A τα = Eˆp [Y ] ; ν ≤ τα ≤ 1, α ∈A}, i.e.,
minτ ′∈T −1 ‖τ − τ ′‖1 ≤ npri for any τ ∈ T −10 . Let T be the componentwise inverse of T −1.
(iv) Z has finite support, i.e., |Z| is finite.
(v) npri→ 0 as npri→∞.
Then, for any ρ,
hˆ∆TPRD(PD∩PA)(ρ;T )−h∆TPRD(PD∩PA)(ρ)
p→ 0
The proof of Theorem 4 is similar to that of Theorem 3 but also shows that the optimization
problem is stable under approximation errors from the discretization, T . Condition (ii) ensures
that we may restrict attention to a compact range for t. Condition (v) ensures consistency as we
consider a sequence of finer t-grids.
Estimating and visualizing the partial identification set. The procedures above estimate the sup-
port function of the partial identification set. It remains to actually estimate the partial identifi-
cation set itself. Given a support function estimator, Algorithm 2 provides a procedure to obtain
inner and outer approximations to the set (up to vanishing estimation errors in the support func-
tion) by sampling the contrast directions, ρ. These inner and outer approximations are polyhedra
given explicitly either as the convex hull of a given set of points or as the intersection of halfspaces,
respectively. As the number of contrasts sampled increases, the sets become closer. Either set can
be visualized using standard tools for plotting convex hulls and polyhedra. We recommend to use
the outer approximation since (up to vanishing estimation errors in the support function) it is
guaranteed to contain the true partial identification set, and this is the set we use in Section 8.
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8. Case Studies
In the subsequent sections we consider applying our results and methods in two different case
studies: mortgage credit decisioning and personalized Warfarin dosing.
8.1. Mortgage Credit Decisioning
We consider assessing demographic disparity – the simplest measure (see Sections 2.1 and 3 for
others) that is relevant for the context of mortgage credit decisioning (Chen et al. 2019, Zhang
2016): here, it measures the discrepancy in marginal approval rates between different racial groups.
For groups, we consider White, Black, and Asian and Pacific Islander (API).
Dataset, Proxy Variables, and Nuisance Estimation. We demonstrate the partial identification
set of demographic disparity using the public HMDA (Home Mortgage Disclosure Act) data set
for US mortgage market. This dataset contains self-reported race labels, and it has been used in
the literature to evaluate proxy methods for race (Baines and Courchane 2014, Chen et al. 2019,
Zhang 2016).13 However, this dataset is anonymized and does not include surname information, so
we could not evaluate the popular BISG method exactly; it also does not contain default outcomes,
so we only study demographic disparity.
We use a random 0.1% subsample containing 14903 loan application records for White, Black,
and API applicants with annual income no more than $100K during 2011-2012 as the primary
dataset, and the full sample of all records in this population as the auxiliary dataset. This mimics
the fact that in BISG the primary dataset typically only contains information of a subset of units
in the auxiliary data (decennial census data). We denote Yˆ = 1 if a loan application was approved
or originated, and Yˆ = 0 if it was denied.
We consider three different set of proxy variables for race: only geolocation (county), only annual
income, and both geolocation and annual income. The distribution of race/ethnicity by these
proxies can both be estimated from public records. U.S. census Summary File I (US Census Bureau
2010) contains race distributions for different geolocation levels, and the Annual Population Survey
(United States Census Bureau 2018) contains race distributions for different income brackets.
We estimate the conditional probabilities of race and decision outcome directly on the auxiliary
dataset. When only geolocation is used as the proxy variable, we use the within-county race pro-
portions and average loan acceptance rate to estimate the conditional probabilities of race and loan
acceptance respectively. When only income is used as the proxy variable, we fit a logistic regression
to estimate the conditional probability of loan acceptance, and a multinomial logistic regression to
13 The dataset can be downloaded from https://www.consumerfinance.gov/data-research/hmda/explore. This
dataset includes mortgage loan application records in the U.S., which include self-reported race/ethnicity, loan orig-
ination outcome, geolocation (state, county, and census tract), annual income, loan amount, among other variables.
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Figure 3 Histograms of conditional probabilities of outcomes (upper row) and race (lower row) for different
choices of proxies in the HMDA dataset, along with the resulting entropy.
estimate the conditional probabilities of races. When both income and geolocation are used, we fit
the logistic and multinomial logistic regressions with respect to income within each county.
Recall that the size of the partial identification set depends on the informativeness of the proxies
about both protected class and outcomes (Section 4.2). In Fig. 3, we show the histograms of the
conditional probabilities for each race and, separately, for the positive outcome. We also report the
(negative) entropy, which summarizes how predictive the proxies are. For example, the entropy
for race probabilities is E[
∑
α∈A P(A= α |Z) logP(A= α |Z)]/|A|. Smaller entropy means that the
race probabilities are more concentrated toward 0 or 1, which indicates more predictive proxies.
We find that, in terms of outcome, all proxies are equally uninformative (the entropy without using
any proxy is around 0.5). In terms of protected class, we find geolocation more informative than
income and that combining them adds very little.
Binary comparisons. Figure 4 demonstrates estimates of closed-form bounds of demographic
disparities of one race versus the rest14 without any extra assumptions (Proposition 7), and also
the associated confidence intervals. By recognizing that in case studies like the BISG proxy, the
auxiliary dataset typically describes the whole population (e.g., the whole US population in decen-
nial census data), we use an alternative estimator and confidence interval in Appendix A.5 that
assumes the true conditional race probabilities (but not the conditional outcome probabilities) are
14 For example, the White-vs-Rest disparity is the demographic disparity of a as White and b as either API or Black.
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Figure 4 Partial identification bounds of demographic disparity (Proposition 7) for different proxy variables in
the HMDA dataset. Solid bars represent the estimates of the bounds, and dashed bars indicate 95% confidence
intervals. The true value based on self-reported race is shown as a red asterisk.
Figure 5 The outer approximation of partial identification set for demographic disparity in loan approval rates
in the HMDA dataset as determined by different proxies. Positive values correspond to disparity in favor of White.
The true demographic disparity is shown as a red star.
exactly known from the auxiliary dataset. This figure also shows the true demographic disparity
computed based on the self-reported race using the full data directly. We can observe that overall
all estimated partial identification intervals are fairly wide, and all of them correctly contain the
ground truth demographic disparity. Moreover, the finite-sample uncertainty of these estimates is
quite small, and the confidence intervals show that at a 5% significance level, we cannot reject zero
as a valid disparity value according to the observed data information.
Multiple-level protected class and extra smoothness assumption. Figure 5 shows the estimated
partial identification sets of the demographic disparities of White versus each other group. The
sets are computed by the support function approach described in Section 7.2. For the income-
only proxy, we show the partial identification sets both without the smoothness constraint and
with the smoothness constraint, where the Lipschitz constant is set as the minimal one such that
the constraint set W(PD)∩W(PA) is still feasible.15 Smoothness constraints are implemented by
15 Restricting the conditional joint distribution to be any smoother can in fact be refuted from the data via infeasibility.
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Figure 6 Histograms of conditional probabilities of outcomes (upper row) and race (lower row) for different
choices of proxies in the warfarin dataset, along with the resulting entropy.
enforcing the constraint of Eq. (16) on the weight function, while the pairwise distance d(z, z′) can
be computed efficiently for all observed values of the proxy variables. The figure shows that using
income as the only proxy, without additional smoothness constraints, seems quite weak in terms
of identifying the demographic disparity. Income-only proxy without smoothness results in the
largest partial identification set, and using income on top of geolocation barely shrinks the partial
identification set relative to the set from using only the geolocation proxy. Adding the smoothness
constraint indeed shrinks the partial identification set of income-only proxy, and, given we are
willing to assume smoothness, it shows that the White group either has a higher approval rate
than the Black group or about roughly the same. However, the magnitude of a positive White-vs-
Black disparity, and the direction of White-vs-API disparity still remains very ambiguous. These
observations are very likely to be valid not only for this sample but also for the whole population,
given the small finite-sample uncertainty shown in Fig. 4.
Overall the large size of all partial identification sets reflects the tremendous ambiguity in assess-
ing lending disparities based on proxy variables like geolocation and income. Thus it is nearly
impossible to draw reliable conclusions about demographic disparity only according to the observed
data. This conclusion is roughly in line with previous analyses of BISG (Chen et al. 2019), but
provides a precise meaning to these limits.
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8.2. Personalized Warfarin Dosing
Background. Warfarin is the most commonly used oral anticoagulant agent worldwide (Consor-
tium 2009). Finding appropriate warfarin dosage is very challenging and important, since it can
vary drastically among patients and incorrect dose can possibly lead to serious adverse outcomes.
This challenge attracts considerable interest in designing personalized warfarin dosage algorithms,
including linear regression (Consortium 2009), LASSO (Bastani and Bayati 2015), and decision
trees (Kallus 2017). However, it was shown that the personalized dosing algorithms may show
disparate performance for different ethnic groups (see, e.g., Appendix 9 in Consortium 2009).
Dataset, Proxy Variables, and Nuisance Estimation. We use the PharmGKB dataset16 of 5700
patients treated with warfarin. The data for each patient includes demographics (sex, ethnicity,
age, weight, height, and smoker), reason for treatment (e.g., atrial fibrillation), current medica-
tions, co-morbidities (e.g., diabetes), genetic factors (presence of genotype variants of CYP2C9 and
VKORC1). All of these variables are categorical, and we treat missing value of each variable as
a separate value. Moreover, this dataset contains the true patient-specific optimal warfarin doses
determined by physicians’ adjustment over a few weeks. We focus on the subsample of 4891 White,
Black, and Asian patients whose optimal warfarin doses are not missing. We dichotomize the opti-
mal doses into high dosage (more than 35mg/week, denoted Y = 1), and low dosage (less than
35mg/week, denoted Y = 0). To develop a personalized dosage algorithm, we follow Consortium
(2009) and fit a linear regression to predict the optimal dosage based on all other variables, and
recommend high dosage if the predicted optimal dosage is more than 35mg/week (Yˆ = 1) and
recommend low dosage (Yˆ = 0) otherwise.
We randomly split the dataset into two halves with one half as the primary dataset and the
other as the auxiliary dataset, so that the independence of two datasets assumed in Section 7 is
satisfied. Our goal is to evaluate the partial identification sets for true positive rate disparities of
this personalized dosage algorithm. Positive disparities indicate that the personalized algorithm
has higher chance to correctly recommend high dosage to one group than to another group.
We consider three sets of discrete proxy variables: only genetic factors, only current medications,
and both genetic factors and current medications. Among the proxy variables, the genetic factors
are particularly strong candidates since they are found to be highly predictive for the optimal war-
farin dosage (Consortium 2009). At the same time, genotype variants of CYP2C9 and VKORC1 are
known to also be highly correlated with race. For example, Consortium (2009) even recommended
imputing missing values of the genotypes based on race labels.
The conditional probabilities of race, optimal dosage indicator Y , and recommended dosage
indicator Yˆ given these proxy variables can be easily estimated by corresponding sample averages
16 The dataset can be downloaded from https://www.pharmgkb.org/downloads.
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Figure 7 Partial identification bounds of demographic disparity (Proposition 8) for different proxy variables in
the warfarin dosing. Solid bars represent the estimates of the bounds, and dashed bars indicate 95% confidence
intervals. The true value based on self-reported race is shown as a red asterisk.
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Figure 8 The outer approximation of partial identification set for TPRD in warfarin dosing as determined by
different proxies. The true disparity is shown as a red star.
within each level of the proxy variables. In Fig. 6 we display the histograms of the estimated
conditional probabilities for both race and outcomes, for each proxy. For outcomes, we show prob-
abilities of all four combinations of true outcome and decision outcome. For race, we separate the
probabilities by label. We note that current medications and genetic factors together form a highly
informative proxy, both for race and for outcomes.
Binary comparisons. Figure 7 shows the estimates of closed-form bounds of TPRD for one race
versus the rest without any extra assumptions. The bound estimators for TPRD and associated
confidence intervals are similar to those for DD in Section 7.1 (see Appendix A.2 for details). We
first observe that using genetic factor proxies, whether in combination with current medication or
not, provides clear evidence that the TPR disparity between Asian and other races is negative, in
disfavor of Asians. Although the directions of the Black-vs-Rest TPRD and White-vs-TPRD are
unclear when using either genetic factor proxies or current medication proxies alone, combining
these two set of proxies considerably narrows the bounds of these two disparities, and the Black-
vs-Rest TPRD is positive at a 95% confidence level.
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Multiple-level protected class. Figure 8 shows the estimated partial identification sets of TPRD
for White versus another group. The sets are computed by the support function approach described
in Section 7.2. We observe that using genetic factor proxies provides clear evidence that the TPRD
between White and Asian is positive in favor of White. Further adding medication proxies provides
a very clear sense of the significant magnitude of the TPRD between White and Asian, not just its
direction. However, in all cases, both the direction and magnitude of the disparity between White
and Black is unclear.
Overall our observations are consistent with the different quality of the proxies: while the genetic
proxy is stronger than the medicine proxy, combining the proxies adds additional information that
tightens the partially identified set. Studying the partially identified plots allows a practitioner to
assess the value of additional information and, in some cases, the direction of disparities.
9. Conclusion
Assessing the fairness of algorithmic decisions is a fundamentally difficult task: it is now well-
understood that even when algorithms do not take sensitive information as an input they can still
be biased in various worrisome ways, but what counts as “unfair” can be very context-dependent.
But any such adjudication and scrutiny must start from understanding how different groups are
disparately impacted by such decisions. For example, disparate impact has been codified in US law
and regulation as evidentiary basis for closer review and even sanction. We here studied a further
complication: membership in protected groups is usually not even recorded in the data, requiring
the use of auxiliary data where such labels are present. This limitation hinders both fair lending
and healthcare reforms and it is important to address it.
We formulated this problem from the perspective of data combination and studied the funda-
mental limits of identification. This provided a new perspective on the commonplace usage of proxy
models and a way to assess what can and cannot be learned from the data. The tools we devel-
oped allow one to compute exactly the tightest-possible bounds on disparity that could possibly be
learned from the data. We believe this is an invaluable tool given that disparate impact assessments
can have far-reaching policy implications.
Beyond the specific tools we presented here, we also hope our work will inspire other researchers
to consider fundamental statistical ambiguities in the measurement of fairness, beyond just the
ambiguities between the different definitions. Given the sensitivity of such matters, truly under-
standing the limits of what cannot actually be measured, and what on the other hand can be
said with certainty, is critical for any reliable assessment of the fairness of any decision-making
algorithm.
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Online Appendix:
Assessing the Fairness of Algorithmic Decisions with
Unobserved Protected Class Using Data Combination
Appendix A: Inference for Partial Identification Sets with Binary Protected Class
A.1. Failure of Naive Plug-in Estimator
In Eqs. (20) and (21), we leverage extra augmentation terms E [ξLα (A,Z;η)] + E
[
γLα (Yˆ ,Z;η)
]
and
E [ξUα (A,Z;η)]+E
[
γUα (Yˆ ,Z;η)
]
to ensure that the resulting bound estimators based on estimated values of η
have desirable asymptotic distribution. Now we demonstrate the problem of not adding these augmentation
terms by using the estimation of µ(α,wL) as an example.
Consider the following estimator that only uses E [λLα(Z;η)]:
µˆ(α,wL) =
1
pˆαK
K∑
k=1
Eˆk
[
λLα(Z; ηˆ
−k)
]
=
1
pˆαK
K∑
k=1
Eˆk
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1
)]
.
Note that
√
npri
(
µˆ(α,wL)−µ(α,wL))
=
1
pαK
K∑
k=1
{
Eˆk
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1
)]
−E [I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)]
}
+ op(1)
=
1
pα
√
npri
{
Eˆ [I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)]
−E [I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)]
}
+ op(1) (31)
+
1
pαK
K∑
k=1
√
npri
{
Eˆk
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1
)]
− Eˆk [I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)]
}
. (32)
Here the main term (31) is asymptotically normal according to Central Limit Theorem and Slutsky’s theorem,
and the asymptotic distribution of µˆ(α,wL) also depends on the remainder term (32). This remainder term
can be decomposed as follows:
(32) =
1
pαK
K∑
k=1
√
npri
{
Eˆk
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
)
× (ηˆ−kpri(1,Z)− ηpri(1,Z) + ηˆ−kaux(α,Z)− ηaux(α,Z)) ]} (33)
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− 1
pαK
K∑
k=1
√
npri
{
Eˆk
[ (
I
(
ηˆ−k1 (Z) + ηˆ
−k
α (Z)− 1≥ 0
)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0))
× (ηpri(1,Z) + ηaux(α,Z)− 1)
]}
. (34)
By following the proof of Theorem 1, we can show that (34) is op(1), and prove that under the conditions in
Theorem 1,
(33) =
1
pαK
K∑
k=1
√
npE
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
)
× (ηˆ−kpri(1,Z)− ηpri(1,Z) + ηˆ−kaux(α,Z)− ηaux(α,Z)) | ηˆ−k]+ op(1)
However, as npri→∞, the display above diverges if ηˆ−kpri and ηˆ−kaux, are nonparametric estimators with con-
vergence rates slower than n−1/2pri . Consequently, the convergence rate of estimator µˆ(α,w
L) is also slower
than n−1/2pri . Moreover, even if strong parametric assumption is true such that ηˆ
−k
pri , ηˆ
−k
aux, indeed converge to
true values at rate O(n−1/2pri ), the asymptotic distribution of (33) is generally intractable if Z is continuous.
In Section 7.1, we solve this problem by using extra augmentation terms. With these augmentation terms,
the errors of estimating η have only negligible impact on the downstream estimators for µ(α,wL), µ(α,wU),
so that only the main term (31) involving true η matters. In particular, the asymptotic distributions of the
final estimators are the same as those that use the true η directly. Consequently, the final estimators still
converge at rate of n−1/2pri , and they have well-beahved asymptotic distributions.
A.2. Classification Disparity with Binary Protected Class
In this section, we present the estimator and confidence interval for the closed-form partial identification sets
of TPRD and TNRD given in Proposition 8.
Note that the partial identification lower bound and upper bound both involve
µ′yˆy(α; w˜, w˜
′) =
wα(yˆ, y)
wα(yˆ, y) +w
′
α(1− yˆ, y)
,
where wα(yˆ, y) =E
[
w˜α(Yˆ , Y,Z)I(Y = y)I(Yˆ = yˆ)
]
and w′α(yˆ, y) =E
[
w˜′(Yˆ , Y,Z)I(Y = y)I(Yˆ = yˆ)
]
with w˜ and
w˜′ equal either w˜L or w˜U defined in Proposition 8.
To estimate wLα(yˆ, y) = E
[
w˜Lα(Yˆ , Y,Z)I(Y = y)I(Yˆ = yˆ)
]
and wUα (yˆ, y) = E
[
w˜Uα (Yˆ , Y,Z)I(Y = y)I(Yˆ = yˆ)
]
,
we first consider the following reformulation:
wLα(yˆ, y) =E
[
λ˜Lα,yˆy(Z; η˜)
]
+E
[
ξ˜Lα,yˆy(A,Z; η˜)
]
+E
[
γ˜Lα,yˆy(Yˆ , Y,Z; η˜)
]
, (35)
wUα (yˆ, y) =E
[
λ˜Uα,yˆy(Z; η˜)
]
+E
[
ξ˜Uα,yˆy(A,Z; η˜)
]
+E
[
γ˜Uα,yˆy(Yˆ , Y,Z; η˜)
]
, (36)
where η˜= (ηaux, η˜pri), and
λ˜Lα,yˆy(z;η) = I
L
α,yˆy(z) (η˜pri(yˆ, y, z) + ηaux(α, z)− 1) , ξ˜Lα,yˆy(A,z;η) := ILα,yˆy(z)(I(A= α)− ηaux(α, z)),
γ˜Lα,yˆy(Yˆ , Y, z;η) := I
L
α,yˆy(z)(I(Yˆ = yˆ, Y = y)− η˜pri(yˆ, y, z)), with ILα,yˆy(z) := I (η˜pri(yˆ, y, z) + ηaux(α, z)− 1≥ 0) ,
λ˜Uα,yˆy(z;η) = I
U
α,yˆy(z) (η˜pri(yˆ, y, z)− ηaux(α, z)) + ηaux(α, z), ξ˜Uα,yˆy(A,z;η) := (1− IUα,yˆy(z))(I(A= α)− ηaux(α, z)),
γ˜Uα,yˆy(Yˆ , Y, z;η) := I
U
α,yˆy(z)(I(Yˆ = yˆ, Y = y)− η˜pri(yˆ, y, z)), with IUα,yˆy(z) := I (η˜pri(yˆ, y, z)− ηaux(α, z)≤ 0) .
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Based on Eqs. (35) and (36), we propose the following estimators for wLα(yˆ, y) and w
U
α (yˆ, y) respectively.
wˆ
L
α(yˆ, y) =
1
K
K∑
k=1
{
Eˆk
[
λ˜Lα,yˆy(Z; ˆ˜η
−k)
]
+ Eˆk,aux
[
ξ˜Lα,yˆy(A,Z; ˆ˜η
−k)
]
+ Eˆk,pri
[
γ˜Lα,yˆy(Yˆ , Y,Z; ˆ˜η
−k)
]}
,
wˆ
U
α (yˆ, y) =
1
K
K∑
k=1
{
Eˆk
[
λ˜Uα,yˆy(Z; ˆ˜η
−k)
]
+ Eˆk,aux
[
ξ˜Uα,yˆy(A,Z; ˆ˜η
−k)
]
+ Eˆk,pri
[
γ˜Uα,yˆy(Yˆ , Y,Z; ˆ˜η
−k)
]}
,
where ˆ˜η−k = (ηˆ−kaux, ˆ˜η
−k
pri) for k = 1, . . . ,K are cross-fitting nuisance estimators analogous to ηˆ
−k = (ηˆ−kaux, ηˆ
−k
pri)
in Algorithm 1. The resulting plug-in estimators for the partial identification sets are
∆ˆTPRD(W˜LTP) = [µˆ′11(a; w˜L, w˜U)− µˆ′11(b; w˜U , w˜L), µˆ′11(a; w˜U , w˜L)− µˆ′11(b; w˜L, w˜U)], (37)
∆ˆTNRD(W˜LTP) = [µˆ′00(a; w˜L, w˜U)− µˆ′00(b; w˜U , w˜L), µˆ′00(a; w˜U , w˜L)− µˆ′00(b; w˜L, w˜U)], (38)
where
µˆ′yˆy(α; w˜
L, w˜U) =
wˆ
L
α(yˆ, y)
wˆ
L
α(yˆ, y) + wˆ
U
α (1− yˆ, y)
, µˆ′yˆy(α; w˜
U , w˜L) =
wˆ
U
α (yˆ, y)
wˆ
U
α (yˆ, y) + wˆ
L
α(1− yˆ, y)
.
In the following theorem, we show that bound estimators in Eqs. (37) and (38) are asymptotically normal
with closed-form asymptotic variance.
Theorem 5. Suppose that the nuisance estimators converge at the following rate: for k= 1, . . . ,K, yˆ, y ∈
{0,1}, and α= a, b,∣∣∣ˆ˜η−kpri(yˆ, y,Z)− η˜pri(yˆ, y,Z)∣∣∣=Op(κnpri,Yˆ Y ), ∣∣ηˆ−kaux(α,Z)− ηaux(α,Z)∣∣=Op(κnaux,A).
Assume the following conditions: for α= a, b and yˆ, y ∈ {0,1}
(i) wα(yˆ, y)> 0;
(ii) there exists positive constants m1,m2, c1, c2 such that for any p≥ 0,
P (0≤ |η˜pri(yˆ, y,Z) + ηaux(α,Z)− 1| ≤ p)≤ c1pm1 , P (0≤ |η˜pri(yˆ, y,Z)− ηaux(α,Z)| ≤ p)≤ c2pm2 ;
(iii) max{κnaux,A, κnpri,Yˆ Y }= o(n
−1/(2+2m1)
pri ), max{κnaux,A, κnpri,Yˆ Y }= o(n
−1/(2+2m2)
pri );
(iv) |r− rn|κnpri,Yˆ Y = o(n−1/2pri ), |r− rn|κnaux,A = o(n−1/2pri ).
Then the upper bound and lower bound estimators µˆ′yˆy(a, w˜
L, w˜U) − µˆ′yˆy(b, w˜U , w˜L) and µˆ′yˆy(a, w˜U , w˜L) −
µˆ′yˆy(b, w˜
L, w˜U) satisfy that as npri→∞,
√
npri
[
µˆ′yˆy(a, w˜
L, w˜U)− µˆ′yˆy(b, w˜U , w˜L)−
(
µ′yˆy(a, w˜
L, w˜U)−µ′yˆy(b, w˜U , w˜L
)] d→N (0, V˜L(yˆ, y)),
√
npri
[
µˆ′yˆy(a, w˜
U , w˜L)− µˆ′yˆy(b, w˜L, w˜U)−
(
µ′yˆy(a, w˜
U , w˜L)−µ′yˆy(b, w˜L, w˜U)
)] d→N (0, V˜U(yˆ, y)),
where
V˜L(yˆ, y) = rE
{[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜La,yˆy(Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; η˜)
]
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; η˜)
]}2
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+E
{
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜Ua,1−yˆ,y(Yˆ , Y,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Lb,1−yˆ,y(Yˆ , Y,Z; η˜)
]}2
+
r
1− rE
{
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,yˆy(A,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜Ua,1−yˆ,y(A,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,yˆy(A,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Lb,1−yˆ,y(A,Z; η˜)
]}2
.
V˜U(yˆ, y) = rE
{[
µ′1−yˆ,y(a; w˜
L, w˜U)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
λ˜Ua,yˆy(Z; η˜)−
µ′yˆy(a; w˜
U , w˜L)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
λ˜La,1−yˆ,y(Z; η˜)
]
−
[
µ′1−yˆ,y(b; w˜
U , w˜L)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
λ˜Lb,yˆy(Z; η˜)−
µ′yˆy(b; w˜
L, w˜U)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
λ˜Ub,1−yˆ,y(Z; η˜)
]}2
+E
{
µ′1−yˆ,y(a; w˜
L, w˜U)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
γ˜Ua,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(a; w˜
U , w˜L)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
γ˜La,1−yˆ,y(Yˆ , Y,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
U , w˜L)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
γ˜Lb,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(b; w˜
L, w˜U)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
γ˜Ub,1−yˆ,y(Yˆ , Y,Z; η˜)
]}2
+
r
1− rE
{
µ′1−yˆ,y(a; w˜
L, w˜U)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
ξ˜Ua,yˆy(A,Z; η˜)−
µ′yˆy(a; w˜
U , w˜L)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
ξ˜La,1−yˆ,y(A,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
U , w˜L)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
ξ˜Lb,yˆy(A,Z; η˜)−
µ′yˆy(b; w˜
L, w˜U)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
ξ˜Ub,1−yˆ,y(A,Z; η˜)
]}2
.
Moreover, the closed-form asymptotic variances in Theorem 5 suggest the following plug-in variance esti-
mators:
ˆ˜VL(yˆ, y) =
rn
K
K∑
k=1
Eˆk
{[
µˆ′1−yˆ,y(a; w˜
U , w˜L)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
λ˜La,yˆy(Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
L, w˜U)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; ˆ˜η
−k)
]
−
[
µˆ′1−yˆ,y(b; w˜
L, w˜U)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; ˆ˜η
−k)− µˆ
′
yˆy(b; w˜
U , w˜L)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; ˆ˜η
−k)
]}2
+
1
K
K∑
k=1
Eˆk,pri
{
µˆ′1−yˆ,y(a; w˜
U , w˜L)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
γ˜La,yˆy(Yˆ , Y,Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
L, w˜U)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
γ˜Ua,1−yˆ,y(Yˆ , Y,Z; ˆ˜η
−k)
−
[
µˆ′1−yˆ,y(b; w˜
L, w˜U)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
γ˜Ub,yˆy(Yˆ , Y,Z; ˆ˜η
−k)− µˆ
′
yˆy(b; w˜
U , w˜L)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
γ˜Lb,1−yˆ,y(Yˆ , Y,Z; ˆ˜η
−k)
]}2
+
rn
(1− rn)K
K∑
k=1
Eˆk,aux
{
µˆ′1−yˆ,y(a; w˜
U , w˜L)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
ξ˜La,yˆy(A,Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
L, w˜U)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
ξ˜Ua,1−yˆ,y(A,Z; ˆ˜η
−k)
−
[
µˆ′1−yˆ,y(b; w˜
L, w˜U)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
ξ˜Ub,yˆy(A,Z; ˆ˜η
−k)− µˆ
′
yˆy(b; w˜
U , w˜L)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
ξ˜Lb,1−yˆ,y(A,Z; ˆ˜η
−k)
]}2
,
(39)
and estimator ˆ˜VU can be obtained by switching L and U above.
We can show that these variance estimators are also consistent, and they can be used to construct confi-
dence intervals for the partial identification sets of TPRD and TNRD.
Corollary 1. Under the assumptions in Theorem 5, the asymptotic variance estimators are consistent:
for yˆ, y ∈ {0,1}, as npri→∞,
ˆ˜VL(yˆ, y)
d→ V˜L(yˆ, y), ˆ˜VU(yˆ, y) d→ V˜U(yˆ, y).
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We can construct the corresponding (1−β)× 100% confidence interval:
CI(yˆ, y) =
[
µˆ′yˆy(a, w˜
L, w˜U)− µˆ′yˆy(b, w˜U , w˜L)−Φ−1(1−β/2) ˆ˜VL
1/2
(yˆ, y)/n1/2pri ,
µˆ′yˆy(a, w˜
U , w˜L)− µˆ′yˆy(b, w˜L, w˜U) + Φ−1(1−β/2) ˆ˜VU
1/2
(yˆ, y)/n1/2pri
]
,
where Φ−1 is the quantile function of standard normal distribution. This confidence interval satisfies the
following:
lim inf
npri→∞
P (∆TPRD(WLTP)⊆CI(1,1))≥ 1−β, lim inf
npri→∞
P (∆TNRD(WLTP)⊆CI(0,0))≥ 1−β.
Analogous results also hold for PPVD and NPVD by exchanging the role of Yˆ and Y .
A.3. Asymptotic Guarantee without Cross-fitting
In Section 7.1 and Appendix A.2, we derive the asymptotic distribution of bound estimators based on
cross-fitting. This technique enforces independence between nuisance estimators and the data at which these
nuisance estimators are evaluated. This enables us to show that the impact of nuisance estimation on the
final asymptotic distribution is negligible, under only high-level rate conditions on the nuisance estimators.
In particular, in step II in the proof of Theorem 1, we decompose the error of proposed partial identification
bound estimators in Section 7.1 into error terms R1 ∼R7. With the cross-fitting technique, these terms can
be bounded by Markov inequality. Let us take R4−R5 as an example:
R4−R5 = (1− rn)Eˆk,aux
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kpri(1,Z)− ηpri(1,Z)
)]
− rn(1− r)
r
Eˆk,pri
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kpri(1,Z)− ηpri(1,Z)
)]
We can show that conditionally on data not in the kth fold (so that ηˆ−kpri and ηˆ
−k
aux can be viewed as fixed), the
expectation of R4−R5 is op(n−1/2pri ) and the expectation of (R4−R5)2 is op(1) under high-level convergence
rate conditions for the nuisance estimators ηˆ−kpri and ηˆ
−k
aux given in Theorem 1. Then by Markov inequality and
Lemma 2, we can show that R4−R5 = op(n−1/2pri ) unconditionally. Analogously, we can bound other terms in
R1 ∼R7 and prove that
∑7
j=1Rj = op(n−1/2pri ). This means that using cross-fitting nuisance estimators rather
than the true values of nuisance parameters do not affect the final asymptotic distribution of estimators given
in Section 7.1. Importantly, with cross-fitting, we can prove this without restricting the nuisance estimators
beyond assuming the high-level convergence rate conditions in Theorem 1.
In contrast, if we do not use cross-fitting, and instead we plug into Eqs. (20) and (21) the same nuisance
estimator ηˆ = (ηˆaux, ηˆpri) trained on all data, then we can still decompose the error of resulting partial
identification bound estimators into similar error terms, but we have to bound each error term in a different
way. For example, the counterpart of R4−R5 without cross-fitting is now
R4(ηˆ)−R5(ηˆ) = (1− rn)Eˆa [I (ηˆpri(1,Z) + ηˆaux(α,Z)− 1≥ 0) (ηˆpri(1,Z)− ηpri(1,Z))]
− rn(1− r)
r
Eˆp [I (ηˆpri(1,Z) + ηˆaux(α,Z)− 1≥ 0) (ηˆpri(1,Z)− ηpri(1,Z))] .
Here the nuisance estimator ηˆ can depend on the data where it is evaluated in an arbitrary way, so our
previous analysis does no longer applies, and instead we need to use more involved empirical process emthods
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(Van der Vaart 2000, Chap 19). Suppose that the nuisance estimator ηˆ is picked from a function class T
(either parametric class or nonparametric class). The empirical process approach requires us to prove the
following uniform convergence:
sup
ηˆ∈T
|R4(ηˆ)−R5(ηˆ)|= op(n−1/2pri ). (40)
Besides similar convergence rate conditions given in Theorem 1, (40) typically requires T to be a Donsker
class, i.e., a sufficiently simple function class whose metric entropy or bracketing entropy has limited growth
rate (Van der Vaart 2000, Chap 19). For example, Donsker condition is satisfied for nuisance estimators based
on smooth parametric class (e.g., the logistic regression used in Section 8.1), finite-dimensional vector space
(e.g., the sample frequency estimator for proxies with finitely many discrete levels in Sections 8.1 and 8.2),
and more generally the VC class (Van der Vaart 2000, Chap 19). For these function classes, we should be
able to verify (40) and analogously bound all other error terms. As a result, the conclusion in Theorem 1
(and similarly Theorem 5) also holds for estimators without cross-fitting, if we additionally assume Donsker
condition in nuisance estimation. Since our nuisance estimators in Sections 8.1 and 8.2 are all simple enough
to satisfy the Donsker condition, we do not need cross-fitting when estimating the closed-form bounds in
Sections 8.1 and 8.2.
Therefore, when not using cross-fitting, we need to assume the extra Donsker condition that modern
machine learning estimators often violate. Also, rigorously establishing (40) and bounding other error terms
also involves complicated chaining arguments like those in Athey and Wager (2017). For the sake of both
generality and simplicity, we focus on estimators based on cross-fitting in this paper.
A.4. Calibrated Confidence Interval
In Theorem 1 (and Theorem 5), we prove that the estimators for upper bound and lower bound of DD (and
TPRD or TNRD) are asymptotically normal separately. By leveraging Bonferroni adjustment and consistent
variance estimators, we then construct conservative confidence intervals whose asymptotic coverage proba-
bility is no less than the confidence level (Theorem 2 and Corollary 1). In this section, we also incorporate the
covariance between the upper bound and lower bound estimators to construct calibrated confidence interval
whose asymptotic covarage probability is exactly the confidence level.
In the following corollary, we first strengthen Theorem 1 by showing that asymptotically the bound
estimators for DD are actually jointly normal with closed-form covariance.
Corollary 2. Under the assumptions in Theorem 1,
√
np
[
µˆ(a,wL)− µˆ(b,wU)− (µ(a,wL)−µ(b,wU))
µˆ(a,wU)− µˆ(b,wL)− (µ(a,wU)−µ(b,wL))
]
d→N
([
0
0
]
,
[
VL CVLU
CVLU VU
])
,
where VL, VU are given in Theorem 1, and
CVLU = rE
{[
λLa (Z;η)/pa−λUb (Z;η)/pb−
(
µ(a,wL)−µ(b,wU))]
× [λLa (Z;η)/pa−λUb (Z;η)/pb− (µ(a,wL)−µ(b,wU))]}
+
r
1− rE
{[
ξLa (A,Z;η)/pa− ξUb (A,Z;η)/pb
] [
ξUa (A,Z;η)/pa− ξLb (A,Z;η)/pb
]}
+E
{[
γLa (A,Z;η)/pa− γUb (A,Z;η)/pb
] [
γUa (A,Z;η)/pa− γLb (A,Z;η)/pb
]}
.
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As we show in Theorem 2, the variances VL, VU can be consistently estimated by the plug-in estimators
VˆL, VˆU in Eq. (27). Analogously, the covariance term can be consistently estimated by the following plug-in
estimator:
CˆVLU =
rn
K
K∑
k=1
Eˆk
{[
λLa (Z; ηˆ
−k)/pˆa−λUb (Z; ηˆ−k)/pˆb−
(
µˆ(a,wL)− µˆ(b,wU))]
× [λUa (Z; ηˆ−k)/pˆa−λLb (Z; ηˆ−k)/pˆb− (µˆ(a,wU)− µˆ(b,wL))]}
+
rn
(1− rn)K
K∑
k=1
Eˆk,aux
{[
ξLa (A,Z; ηˆ
−k)/pˆa− ξUb (A,Z; ηˆ−k)/pˆb
] [
ξUa (A,Z; ηˆ
−k)/pˆa− ξLb (A,Z; ηˆ−k)/pˆb
]}
+
1
K
K∑
k=1
Eˆk,pri
{[
γLa (Yˆ ,Z; ηˆ
−k)/pˆa− γUb (Yˆ ,Z; ηˆ−k)/pˆb
][
γUa (Yˆ ,Z; ηˆ
−k)/pˆa− γLb (Yˆ ,Z; ηˆ−k)/pˆb
]}
.
In the following corollary, we give the calibrated confidence interval for the partial identification set of
DD, and prove that it is asymptotically valid.
Corollary 3. Consider the following (1−β)× 100% confidence interval
CI ′ =
[
µˆ(a,wL)− µˆ(b,wU) + det(Vˆ
1/2) + VˆL− CˆVLU√
VˆL + VˆU + 2 det(Vˆ 1/2)
Φ−1(
√
1−β)
n1/2pri
,
µˆ(a,wU)− µˆ(b,wL) + det(Vˆ
1/2) + VˆU − CˆVLU√
VˆL + VˆU + 2 det(Vˆ 1/2)
Φ−1(
√
1−β)
n1/2pri
]
where Φ−1 is the quantile function for standard normal distribution, and
Vˆ =
[
VˆL CˆVLU
CˆVLU VˆU
]
.
Under the assumptions in Theorem 1,
P(∆DD(PD)⊆CI ′)→ 1−β, as npri→∞.
We can also prove a similar conclusions for TPRD and TNRD in the following two corollaries.
Corollary 4. Under the assumptions in Theorem 5,
√
np
[
µˆ′yˆy(a, w˜
L, w˜U)− µˆ′yˆy(b, w˜U , w˜L)−
(
µ′yˆy(a, w˜
L, w˜U)−µ′yˆy(b, w˜U , w˜L)
)
µˆ′yˆy(a, w˜
U , w˜L)− µˆ′yˆy(b, w˜L, w˜U)−
(
µ′yˆy(a, w˜
U , w˜L)−µ′yˆy(b, w˜L, w˜U)
)]
d→N
([
0
0
]
,
[
V˜L(yˆ, y) C˜VLU(yˆ, y)
C˜VLU(yˆ, y) V˜U(yˆ, y)
])
,
where V˜L(yˆ, y) and V˜U(yˆ, y) are given in Theorem 5, and
C˜VLU(yˆ, y)
= rE
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜La,yˆy(Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; η˜)
− µ
′
1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; η˜) +
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; η˜)
]
×
[
µ′1−yˆ,y(a; w˜
L, w˜U)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
λ˜Ua,yˆy(Z; η˜)−
µ′yˆy(a; w˜
U , w˜L)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
λ˜La,1−yˆ,y(Z; η˜)
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− µ
′
1−yˆ,y(b; w˜
U , w˜L)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
λ˜Lb,yˆy(Z; η˜) +
µ′yˆy(b; w˜
L, w˜U)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
λ˜Ub,1−yˆ,y(Z; η˜)
]
+E
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜Ua,1−yˆ,y(Yˆ , Y,Z; η˜)
− µ
′
1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,yˆy(Yˆ , Y,Z; η˜) +
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Lb,1−yˆ,y(Yˆ , Y,Z; η˜)
]
×
[
µ′1−yˆ,y(a; w˜
L, w˜U)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
γ˜Ua,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(a; w˜
U , w˜L)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
γ˜La,1−yˆ,y(Yˆ , Y,Z; η˜)
− µ
′
1−yˆ,y(b; w˜
U , w˜L)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
γ˜Lb,yˆy(Yˆ , Y,Z; η˜) +
µ′yˆy(b; w˜
L, w˜U)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
γ˜Ub,1−yˆ,y(Yˆ , Y,Z; η˜)
]
+
r
(1− r)E
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,yˆy(A,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜Ua,1−yˆ,y(A,Z; η˜)
− µ
′
1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,yˆy(A,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Lb,1−yˆ,y(A,Z; η˜)
]
×
[
µ′1−yˆ,y(a; w˜
L, w˜U)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
ξ˜Ua,yˆy(A,Z; η˜)−
µ′yˆy(a; w˜
U , w˜L)
wUa (yˆ, y) +w
L
a (1− yˆ, y)
ξ˜La,1−yˆ,y(A,Z; η˜)
− µ
′
1−yˆ,y(b; w˜
U , w˜L)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
ξ˜Lb,yˆy(A,Z; η˜)−
µ′yˆy(b; w˜
L, w˜U)
wLb (yˆ, y) +w
U
b (1− yˆ, y)
ξ˜Ub,1−yˆ,y(A,Z; η˜)
]
.
Corollary 5. Consider the following (1−β)× 100% confidence interval
CI ′(yˆ, y) =
[
µˆ′yˆy(a, w˜
L, w˜U)− µˆ′yˆy(b, w˜U , w˜L)−
det( ˆ˜V 1/2(yˆ, y)) + ˆ˜VL(yˆ, y)− ˆ˜CVLU(yˆ, y)√
ˆ˜VL(yˆ, y) +
ˆ˜VU(yˆ, y) + 2 det(
ˆ˜V 1/2(yˆ, y))
Φ−1(
√
1−β)
n1/2pri
,
µˆ′yˆy(a, w˜
U , w˜L)− µˆ′yˆy(b, w˜L, w˜U) +
det( ˆ˜V 1/2(yˆ, y)) + ˆ˜VU(yˆ, y)− ˆ˜CVLU(yˆ, y)√
ˆ˜VL(yˆ, y) +
ˆ˜VU(yˆ, y) + 2 det(
ˆ˜V 1/2(yˆ, y))
Φ−1(
√
1−β)
n1/2pri
]
,
where Φ−1 is the quantile function for standard normal distribution, and
ˆ˜V (yˆ, y) =
[
ˆ˜VL(yˆ, y)
ˆ˜CVLU(yˆ, y)
ˆ˜CVLU(yˆ, y)
ˆ˜VU(yˆ, y)
]
with ˆ˜VL(yˆ, y),
ˆ˜VU(yˆ, y) are given in Eq. (39) and
ˆ˜CVLU(yˆ, y)
=
rn
K
K∑
k=1
Eˆk
[
µˆ′1−yˆ,y(a; w˜
U , w˜L)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
λ˜La,yˆy(Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
L, w˜U)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; ˆ˜η
−k)
− µˆ
′
1−yˆ,y(b; w˜
L, w˜U)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; ˆ˜η
−k) +
µˆ′yˆy(b; w˜
U , w˜L)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; ˆ˜η
−k)
]
×
[
µˆ′1−yˆ,y(a; w˜
L, w˜U)
wˆ
U
a (yˆ, y) + wˆ
L
a (1− yˆ, y)
λ˜Ua,yˆy(Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
U , w˜L)
wˆ
U
a (yˆ, y) + wˆ
L
a (1− yˆ, y)
λ˜La,1−yˆ,y(Z; ˆ˜η
−k)
− µˆ
′
1−yˆ,y(b; w˜
U , w˜L)
wˆ
L
b (yˆ, y) + wˆ
U
b (1− yˆ, y)
λ˜Lb,yˆy(Z; ˆ˜η
−k) +
µˆ′yˆy(b; w˜
L, w˜U)
wˆ
L
b (yˆ, y) + wˆ
U
b (1− yˆ, y)
λ˜Ub,1−yˆ,y(Z; ˆ˜η
−k)
]
+
1
K
K∑
k=1
Eˆk,pri
[
µˆ′1−yˆ,y(a; w˜
U , w˜L)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
γ˜La,yˆy(Yˆ , Y,Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
L, w˜U)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
γ˜Ua,1−yˆ,y(Yˆ , Y,Z; ˆ˜η
−k)
− µˆ
′
1−yˆ,y(b; w˜
L, w˜U)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
γ˜Ub,yˆy(Yˆ , Y,Z; ˆ˜η
−k) +
µˆ′yˆy(b; w˜
U , w˜L)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
γ˜Lb,1−yˆ,y(Yˆ , Y,Z; ˆ˜η
−k)
]
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×
[
µˆ′1−yˆ,y(a; w˜
L, w˜U)
wˆ
U
a (yˆ, y) + wˆ
L
a (1− yˆ, y)
γ˜Ua,yˆy(Yˆ , Y,Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
U , w˜L)
wˆ
U
a (yˆ, y) + wˆ
L
a (1− yˆ, y)
γ˜La,1−yˆ,y(Yˆ , Y,Z; ˆ˜η
−k)
− µˆ
′
1−yˆ,y(b; w˜
U , w˜L)
wˆ
L
b (yˆ, y) + wˆ
U
b (1− yˆ, y)
γ˜Lb,yˆy(Yˆ , Y,Z; ˆ˜η
−k) +
µˆ′yˆy(b; w˜
L, w˜U)
wˆ
L
b (yˆ, y) + wˆ
U
b (1− yˆ, y)
γ˜Ub,1−yˆ,y(Yˆ , Y,Z; ˆ˜η
−k)
]
+
rn
(1− rn)K
K∑
k=1
Eˆk,aux
[
µˆ′1−yˆ,y(a; w˜
U , w˜L)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
ξ˜La,yˆy(A,Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
L, w˜U)
wˆ
L
a (yˆ, y) + wˆ
U
a (1− yˆ, y)
ξ˜Ua,1−yˆ,y(A,Z; ˆ˜η
−k)
− µˆ
′
1−yˆ,y(b; w˜
L, w˜U)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
ξ˜Ub,yˆy(A,Z; ˆ˜η
−k)− µˆ
′
yˆy(b; w˜
U , w˜L)
wˆ
U
b (yˆ, y) + wˆ
L
b (1− yˆ, y)
ξ˜Lb,1−yˆ,y(A,Z; ˆ˜η
−k)
]
×
[
µˆ′1−yˆ,y(a; w˜
L, w˜U)
wˆ
U
a (yˆ, y) + wˆ
L
a (1− yˆ, y)
ξ˜Ua,yˆy(A,Z; ˆ˜η
−k)− µˆ
′
yˆy(a; w˜
U , w˜L)
wˆ
U
a (yˆ, y) + wˆ
L
a (1− yˆ, y)
ξ˜La,1−yˆ,y(A,Z; ˆ˜η
−k)
− µˆ
′
1−yˆ,y(b; w˜
U , w˜L)
wˆ
L
b (yˆ, y) + wˆ
U
b (1− yˆ, y)
ξ˜Lb,yˆy(A,Z; ˆ˜η
−k)− µˆ
′
yˆy(b; w˜
L, w˜U)
wˆ
L
b (yˆ, y) + wˆ
U
b (1− yˆ, y)
ξ˜Ub,1−yˆ,y(A,Z; ˆ˜η
−k)
]
.
Under the assumptions in Theorem 5, as npri→∞,
P(∆TPRD(PD)⊆CI ′(1,1))→ 1−β, P(∆TNRD(PD)⊆CI ′(0,0))→ 1−β.
A.5. Inference with Known Conditional Probabilities of Protected Class
All previous estimation and inference results assume two independent datasets. However, this assumption
excludes datasets that possibly share some overlapping units. For example, the decennial census data in BISG
characterize the whole population, and thus should also include units in the primary dataset. To model this
situation, we assume that the decennial census data reveal the population distribution and do not have any
finite-sample variability. In other words, we assume that the population conditional probability of protected
class (race) given proxies (geolocation and surname) can be viewed as known. The problem of combining
datasets with general and unknown overlapping structure is beyond the scope of this paper.
To formalize this working assumption, we suppose that we only observe individual-level data in the primary
dataset {(Yˆi, Yi,Zi)}nprii=1 , and we additionally know ηaux(α, z) = P(A= α |Z = z) for α= a, b and z ∈Z (e.g.,
from the decennial census data).
We then construct the following estimator for demographic disparity:
µˆ(α,wL) =
Eˆp
[
I (ηˆpri(1,Z) + ηaux(α,Z)− 1≥ 0)
(
Yˆ + ηaux(α,Z)− 1
)]
Eˆp [ηaux(α,Z)]
,
µˆ(α,wU) =
Eˆp
[
I (ηˆpri(1,Z)− ηaux(α,Z)≤ 0)
(
Yˆ − ηaux(α,Z)
)
+ ηaux(α,Z)
]
Eˆp [ηaux(α,Z)]
,
where ηˆpri is an estimator for ηpri based on the entire primary dataset, and Eˆp is the sample average operator
on the primary dataset.
The corresponding partial identification set estimator is again[
µˆ(a,wL)− µˆ(b,wU), µˆ(a,wU)− µˆ(b,wL)] .
We derive the asymptotic distribution of the upper bound and lower bound estimators in the following
theorem.
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Theorem 6. Assume the following conditions:
1. |ηˆpri(1,Z)− ηpri(1,Z)|=Op(κnpri,Yˆ );
2. pα > 0 for α∈A;
3. there exists positive constants m1,m2, c1, c2 such that for any p≥ 0,
P (0≤ |ηpri(1,Z) + ηaux(α,Z)− 1| ≤ p)≤ c1pm1 , P (0≤ |ηpri(1,Z)− ηaux(α,Z)| ≤ p)≤ c2pm2 ;
4. max{κnaux,A, κnpri,Yˆ Y }= o(n
−1/(2+2m1)
pri ), max{κnaux,A, κnpri,Yˆ Y }= o(n
−1/(2+2m2)
pri ).
Then as npri→∞, the lower bound and upper bound estimators for demographic disparity with binary pro-
tected class are asymptotically normal:
√
npri
[(
µˆ(a,wL)− µˆ(b,wU))− (µ(a,wL)−µ(b,wU))] d→N (0, VL)
√
npri
[(
µˆ(a,wU)− µˆ(b,wL))− (µ(a,wU)−µ(b,wL))] d→N (0, VU)
where
VL =E
[
I (ηpri(1,Z) + ηaux(a,Z)− 1≥ 0)
(
Yˆ + ηaux(a,Z)− 1
)
/E [ηaux(a,Z)]
−
[
I (ηpri(1,Z)− ηaux(b,Z)≤ 0)
(
Yˆ − ηaux(b,Z)
)
+ ηaux(b,Z)
]
/E [ηaux(b,Z)]−
(
µ(a,wL)−µ(b,wU))]2.
VU =E
[[
I (ηpri(1,Z)− ηaux(a,Z)≤ 0)
(
Yˆ − ηaux(a,Z)
)
+ ηα(Z)
]
/E [ηaux(a,Z)]
− I (ηpri(1,Z) + ηaux(b,Z)− 1≥ 0)
(
Yˆ + ηaux(b,Z)− 1
)
/E [ηaux(b,Z)]−
(
µ(a,wU)−µ(b,wL))]2.
The closed-form variances in Theorem 6 suggest the following plug-in variance estimators:
VˆL =E
[
I (ηˆpri(1,Z) + ηaux(a,Z)− 1≥ 0)
(
Yˆ + ηaux(a,Z)− 1
)
/Eˆp [ηaux(a,Z)]
−
[
I (ηˆpri(1,Z)− ηaux(b,Z)≤ 0)
(
Yˆ − ηaux(b,Z)
)
+ ηaux(b,Z)
]
/Eˆp [ηaux(b,Z)]−
(
µ(a,wL)−µ(b,wU))]2.
VˆU =E
[[
I (ηˆpri(1,Z)− ηaux(a,Z)≤ 0)
(
Yˆ − ηaux(a,Z)
)
+ ηα(Z)
]
/Eˆp [ηaux(a,Z)]
− I (ηˆpri(1,Z) + ηaux(b,Z)− 1≥ 0)
(
Yˆ + ηaux(b,Z)− 1
)
/Eˆp [ηaux(b,Z)]−
(
µ(a,wU)−µ(b,wL))]2.
We can analogously prove that these variance estimators are consistent under the conditions in Theorem 6,
and they can be used to construct confidence intervals shown in Theorem 2.
Appendix B: Omitted Proofs
B.1. Proof of Proposition 2
Proof. For binary protected group, for yˆ, y ∈ {0,1}
P(A= b, Yˆ = yˆ |Z = z) = P(Yˆ = yˆ |Z = z)−P(A= a, Yˆ = yˆ |Z = z) (41)
P(A= b, Yˆ = yˆ, Y = y |Z = z) = P(Yˆ = yˆ, Y = y |Z = z)−P(A= a, Yˆ = yˆ, Y = y |Z = z) (42)
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Demographic disparity. We first illustrate the unidentifiability of demographic disparity. Eq. (41)implies
that we can reformulate the demographic disparity as follows:
δDD(a, b) =
∫
P(A= a, Yˆ = 1 |Z = z)dP(z)
P(A= a)
−
∫
P(A= b, Yˆ = 1 |Z = z)dP(z)
P(A= b)
=
∫
P(A= a, Yˆ = 1 |Z = z)dP(z)
P(A= a)
−
∫ (
P(Yˆ = 1 |Z = z)−P(A= b, Yˆ = 1 |Z = z))dP(z)
P(A= b)
=
(
1
P(A= a)
+
1
P(A= b)
)∫
P(A= a, Yˆ = 1 |Z = z)dP(z)− P(Yˆ = 1)
P(A= b)
. (43)
This formulation means that δDD(a, b) is a bijective map of
∫
P(A= a, Yˆ = 1 |Z = z)dP(z). We will construct
two valid distributions P˜1 and P˜2 such that
∫
P˜1(A= a, Yˆ = 1 |Z = z)dP(z) 6=
∫
P˜2(A= a, Yˆ = 1 |Z = z)dP(z).
As a result, δDD(a, b) induced by these two distributions are different.
Given the asserted assumption in Proposition 2(i), without loss of generality, we can assume that there
exists a set Z0 with P(Z ∈ Z0)> 0 such that for z ∈ Z0, 0< P(A= a | Z = z)< 1 and 0< P(Yˆ = 1 | z)< 1.
Under this condition, the Fre´chet Hoeffding inequality endpoints for P(A= a, Yˆ = yˆ |Z = z) satisfy that for
any z ∈Z0,
max
{
P(A= a |Z = z) +P(Yˆ = 1 |Z = z)− 1,0
}
<min
{
P(A= a |Z = z),P(Yˆ = 1 |Z = z)
}
(44)
It is straightforward to verify that
P(A= a |Z = z)P(Yˆ = 1 |Z = z)<min
{
P(A= a |Z = z),P(Yˆ = 1 |Z = z)
}
,
P(A= a |Z = z)P(Yˆ = 1 |Z = z)>max
{
P(A= a |Z = z) +P(Yˆ = 1 |Z = z)− 1,0
}
.
Assuming Zc0 6= ∅: for z ∈Zc0, either P(A= a |Z = z) ∈ {0,1} or P(Yˆ = 1 |Z = z) ∈ {0,1}. In particular, if at
least one of them is 0, then
max
{
P(A= a |Z = z) +P(Yˆ = 1 |Z = z)− 1,0
}
= min
{
P(A= a |Z = z),P(Yˆ = 1 |Z = z)
}
=P(A= a |Z = z)P(Yˆ = 1 |Z = z) = 0.
If both of them are 1, we can also verify that
max
{
P(A= a |Z = z) +P(Yˆ = 1 |Z = z)− 1,0
}
= min
{
P(A= a |Z = z),P(Yˆ = 1 |Z = z)
}
=P(A= a |Z = z)P(Yˆ = 1 |Z = z).
All of these show that P˜1 that satisfies conditional independence is always a valid full joint distribution that
agrees with the given marginals. Namely, P˜1 satisfies that for any z ∈Z,
P˜1(A= a, Yˆ = 1 |Z = z) = P(A= a |Z = z)P(Yˆ = 1 |Z = z).
Moreover, there exists a constant  > 0 and a subset Z˜0 ⊆Z0 such that P(Z ∈ Z˜0)> 0 and for any z ∈ Z˜0
min
{
P(A= a |Z = z),P(Yˆ = 1 |Z = z)
}
−P(A= a |Z = z)P(Yˆ = 1 |Z = z)> . (45)
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This is trivially true if |Z0| is finite. If |Z0| is infinite, and this is not true, then for any constant ′ > 0 and
any subset Z ′0 ⊆Z0 with positive measure, for any z ∈Z ′0, we must have
0<min
{
P(A= a |Z = z),P(Yˆ = 1 |Z = z)
}
−P(A= a |Z = z)P(Yˆ = 1 |Z = z)≤ ′.
We can simply take Z ′0 =Z0, and send ′→ 0, then the inequality above shows clear contradiction. Therefore,
Eq. (45) has to be true for a certain constant  > 0 and a subset Z˜0 ⊆Z0 such that P(Z ∈ Z˜0)> 0.
For this  > 0, we can also find a valid joint distribution P˜2 that is comptaible with the given marginals
and satisfies the following condition: for α∈A, yˆ ∈ {0,1},
P˜2(A= α, Yˆ = yˆ |Z = z) = P˜1(A= α, Yˆ = yˆ |Z = z) for z ∈ Z˜c0,
P˜2(A= a, Yˆ = 1 |Z = z) = P˜1(A= a, Yˆ = 1 |Z = z) +  for z ∈ Z˜0,
as long as we choose other components P˜1(A= b, Yˆ = 1 | Z = z), P˜1(A= b, Yˆ = 0 | Z = z), P˜1(A= a, Yˆ = 0 |
Z = z) accordingly to satisfy the law of total probability.
Obviously∫
P˜2(A= a, Yˆ = 1 |Z = z)dP(z) =
∫
Z˜0
P˜2(A= a, Yˆ = 1 |Z = z)dP(z) +
∫
Z˜c0
P˜2(A= a, Yˆ = 1 |Z = z)dP(z)
=
∫
Z˜0
P˜1(A= a, Yˆ = 1 |Z = z)dP(z) +
∫
Z˜c0
P˜1(A= a, Yˆ = 1 |Z = z)dP(z) + 
>
∫
P˜1(A= a, Yˆ = 1 |Z = z)dP(z).
True positive rate disparity. Now we prove the unidentifiability for true positive rate disparity, and
the conclusion for true negative rate disparity can be proved analogously. We start with a reformulation of
δTPRD(a, b):
δTPRD(a, b) =
∫
P(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z)∫
P(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z) + ∫ P(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z)
−
∫
P(A= b, Yˆ = 1, Y = 1 |Z = z)dP(z)∫
P(A= b, Yˆ = 1, Y = 1 |Z = z)dP(z) + ∫ P(A= b, Yˆ = 0, Y = 1 |Z = z)dP(z)
=
∫
P(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z)∫
P(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z) + ∫ P(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z)
− P(Yˆ = 1, Y = 1)−
∫
P(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z)
P(Y = 1)− ∫ P(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z)− ∫ P(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z) ,
Here δTPRD(a, b) depends on both
∫
P(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z) and ∫ P(A= a, Yˆ = 1, Y = 1 |Z =
z)dP(z). However, if we can fix
∫
P(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z) + ∫ P(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z)
while varying
∫
P(A = a, Yˆ = 1, Y = 1 | Z = z)dP(z), then δTPRD(a, b) is also a bijective map of
∫
P(A =
a, Yˆ = 1, Y = 1 |Z = z)dP(z). We will construct two valid distributions P˜1 and P˜2 such that∫
P˜1(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z) +
∫
P˜1(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z)
=
∫
P˜2(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z) +
∫
P˜2(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z),
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and ∫
P˜1(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z) 6=
∫
P˜2(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z).
As a result, TPRD δTPRD(a, b) induced by the two distributions are different.
Given the asserted assumption in Proposition 2(ii), without loss of generality, we assume that there exists
a set Z0 with P(Z ∈ Z0)> 0 such that for z ∈ Z0, 0< P(A= α | Z = z)< 1 and 0< P(Yˆ = yˆ, Y = y | z)< 1
for α ∈A and yˆ, y ∈ {0,1}. Under this condition, for z ∈ Z0, the Fre´chet Hoeffding inequality endpoints for
P(A= α, Yˆ = yˆ, Y = y |Z = z) satisfy that
max
{
P(A= α |Z = z) +P(Yˆ = yˆ, Y = y |Z = z)− 1,0
}
<min
{
P(A= α |Z = z),P(Yˆ = yˆ, Y = y |Z = z)
}
.
(46)
We denote U(α, yˆ, y, z) = max{P(A = α | Z = z),P(Yˆ = yˆ, Y = y | Z = z)} and L(α, yˆ, y, z) = min{P(A = α |
Z = z)+P(Yˆ = yˆ, Y = y |Z = z)−1,0}. Similar to the proof for demographic disparity, we can also construct
P˜1 to be the distribution that satisfies conditional independence: α∈A, yˆ, y ∈ {0,1}, z ∈Z,
P˜1(A= α, Yˆ = yˆ, Y = y |Z = z) = P(A= α |Z = z)P(Yˆ = yˆ, Y = y |Z = z).
Analogously, we can also find a positive constant  > 0 and a subset Z˜0 ⊆Z0 such that for z ∈ Z˜0,
U(a,1,1, z)−P(A= a |Z = z)P(Yˆ = 1, Y = 1 |Z = z)> ,
P(A= a |Z = z)P(Yˆ = 0, Y = 1 |Z = z)−L(a,0,1, z)> .
Then we can construct a valid joint distribution P˜2 that satisfies
P˜2(A= α, Yˆ = yˆ, Y = y |Z = z) = P˜1(A= α, Yˆ = yˆ, Y = y |Z = z), for z ∈ Z˜0,
P˜2(A= a, Yˆ = 1, Y = 1 |Z = z) = P(A= a |Z = z)P(Yˆ = 1, Y = 1 |Z = z) + , for z ∈ Z˜c0
P˜2(A= a, Yˆ = 0, Y = 1 |Z = z) = P(A= a |Z = z)P(Yˆ = 0, Y = 1 |Z = z)− , for z ∈ Z˜c0.
as long as we choose other components appropriately to satisfy the law of total probability.
As a result, ∫
z∈Z
P˜1(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z)−
∫
z∈Z
P˜2(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z)
=
∫
z∈Z˜0
(
P˜1(A= a, Yˆ = 1, Y = 1 |Z = z)− P˜2(A= a, Yˆ = 1, Y = 1 |Z = z)
)
dP(z)< 0
and ∫
z∈Z
P˜1(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z) +
∫
z∈Z
P˜1(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z)
=
∫
z∈Z
P˜2(A= a, Yˆ = 1, Y = 1 |Z = z)dP(z) +
∫
z∈Z
P˜2(A= a, Yˆ = 0, Y = 1 |Z = z)dP(z)

B.2. Proof of Proposition 5
Proof for Proposition 5. Obviously Eqs. (7) and (8) are always identical to P′(Yˆ = 1 |A= α) and P′(Yˆ =
yˆ | Y = y,A = α) for P′ that corresponds to the given w and w˜. Moreover, each w and w˜ in W(P) and
W˜(P) one-to-one maps to one distribution P′ in P. Therefore, the sets given in Proposition 5 are exactly the
corresponding partial identification sets defined in Eq. (4) with PD ∩PA replaced by a generic distribution
set P. 
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B.3. Proof of Proposition 6
Proof. We prove the conclusion for W as an example. We can analogously prove the conclusion for
W˜(PD).
According to Eq. (9),
W(PD) =
{
w :wα(yˆ, z) = P′(A= α | Yˆ = yˆ,Z = z),∀yˆ, y, z,P′ ∈PD
}
.
By the definition of PD given in Eq. (3) according to the characterization Eq. (1), P′(A= α, Yˆ = yˆ | Z = z)
has to satisfy the following law of total probability condition:∑
α∈A
P′(A= α, Yˆ = yˆ |Z = z) = P(Yˆ = yˆ |Z = z)∑
yˆ∈{0,1}
P′(A= α, Yˆ = yˆ |Z = z) = P(A= α |Z = z)
0≤ P′(A= α, Yˆ = yˆ |Z = z)≤ P′(Yˆ = yˆ |Z = z).
By plugging in P′(A= α, Yˆ = yˆ |Z = z) =wα(yˆ, z)P(Yˆ = yˆ |Z = z), we get that
W(PD) =
{
w :
∑
yˆ∈{0,1}wα(yˆ, z)P(Yˆ = yˆ |Z = z) = P(A= α |Z = z),∑
α∈Awα(yˆ, z) = 1,0≤wα(yˆ, z)≤ 1, for any α, z, yˆ
}
.

B.4. Proof of Proposition 8
Proof. In this proof, we use the notation p(α | z) = P(A= α | Z = z) for α= a, b, and p(yˆ, y | z) = P(Yˆ =
yˆ, Y = y | Z = z). We prove the partial identification set for δTPRD = µ11(a; w˜∗) − µ11(b; w˜∗) and partial
identification set for δTNRD = µ00(a; w˜
∗)−µ00(b; w˜∗) can be proved analogously.
Step I: Reformulation of the constraint set and interval form of the partial identification set.
Notice that [P(Yˆ = yˆ, Y = y |Z = z)wLα(yˆ, y, z), P(Yˆ = yˆ, Y = y |Z = z)wUα (yˆ, y, z)] are exactly the endpoints
of the Fre´chet-Hoeffding inequalities in Eq. (2) corresponding to the coupling set Π(P(Yˆ , Y | Z = z),P(A |
Z = z)). According to Proposition 1, the set W˜(PD) has the following equivalent formulation:
W˜(PD) =
{
w˜ :
∑
yˆ,y∈{0,1} w˜α(yˆ, y, z)P(Yˆ = yˆ, Y = y |Z = z) = P(A= α |Z = z),∑
α∈A w˜α(yˆ, y, z) = 1, w˜
L
α(yˆ, y, z)≤ w˜α(yˆ, y, z)≤ w˜Uα (yˆ, y, z), for any α, z, yˆ, y
}
Note W˜(PD) is compact and connected in L∞, and the functional µ11(a; w˜)− µ11(b; w˜) is continuous in w
for α= a, b. Thus, by Proposition 5, the partial identification set of TPRD is the following interval:
∆TPRD(PD) =
[
min
w˜∈W˜(PD)
µ11(a, w˜)−µ11(b, w˜), max
w˜∈W˜(PD)
µ11(a, w˜)−µ11(b, w˜)
]
.
In the rest of this proof, we derive the upper bound maxw˜∈W˜(PD) µ11(a, w˜)−µ11(b, w˜) and the lower bound
can be derived analogously.
Step II: monotonicity of µ11 and an upper bound of µ11(a, w˜)−µ11(b, w˜). According to Equation (8),
µ11 is given as follows
µ11(α; w˜) =
E
[
w˜α(yˆ= 1, y= 1,Z)I(Y = 1)I(Yˆ = 1)
]
E
[
w˜α(yˆ= 1, y= 1,Z)I(Y = 1)I(Yˆ = 1)
]
+E
[
w˜α(yˆ= 0, y= 1,Z)I(Y = 1)I(Yˆ = 0)
] .
Kallus, Mao, Zhou: Fairness Using Data Combination 51
Obviously µ11(α; w˜) is increasing in w˜α(yˆ = 1, y = 1,Z) but decreasing in w˜α(yˆ = 0, y = 1,Z). Thus for any
w˜ ∈ W˜FH,
µ11(a, w˜)−µ11(b, w˜)≤ µ′11(a; w˜U , w˜L)−µ′11(b; w˜L, w˜U).
where µ′11 is the function given in Proposition 8:
µ′11(α; w˜, w˜
′) :=
E
[
w˜α(yˆ= 1, y= 1,Z)I(Y = 1)I(Yˆ = 1)
]
E
[
w˜α(yˆ= 1, y= 1,Z)I(Y = 1)I(Yˆ = 1)
]
+E
[
w˜′α(yˆ= 0, y= 1,Z)I(Y = 1)I(Yˆ = 0)
] .
Compared to µ11(α; w˜), µ
′
11(α; w˜, w˜
′) separates w˜α(yˆ = 1, y = 1,Z) and w˜′α(yˆ = 0, y = 1,Z), given that
µ′11(α; w˜, w˜
′) is monotonic in these two components with opposite directions so different functions for these
two components are needed to characterize the maximum or minimum of µ′11.
Step III: the upper bound can be attained. Now we prove that the upper bound µ′11(a; w˜
U , w˜L)−
µ′11(b; w˜
L, w˜U) can be attained by an element in W˜(PD) which we generically denote as w˜:
w˜a(1,1, z) = w˜
U
a (1,1, z), w˜a(0,1, z) = w˜
L
a (0,1, z), (47)
w˜b(1,1, z) = w˜
L
b (1,1, z), w˜b(0,1, z) = w˜
U
b (0,1, z), (48)
But other components, i.e., w˜α(1,0, z) and w˜α(0,0, z) for α = a, b are left unspecified. Now we prove that
we can always find some appropriate values for these unspecified components, such that w˜ ∈ W˜(PD), i.e., w˜
satisfies the following law of total probability constraints: for yˆ, y ∈ {0,1}, z ∈Z, α∈A
w˜a(yˆ, y, z) + w˜b(yˆ, y, z) = 1 (49)∑
yˆ,y∈{0,1}
w˜α(yˆ, y, z)P(Yˆ = yˆ, Y = y |Z = z) = P(A= α |Z = z) (50)
0≤ w˜α(yˆ, y, z)≤ 1 (51)
We first notice that that w˜α(yˆ,1, z) for α= a, b and yˆ ∈ {0,1} given in (47) and (48) satisfy (49) for yˆ ∈ {0,1}
and y= 1. We can then guarantee that (49) also holds for yˆ ∈ {0,1} and y= 0 by setting
w˜b(1,0, z) = 1− w˜a(1,0, z), w˜b(0,0, z) = 1− w˜a(0,0, z).
Furthermore, if we can specify 0≤ w˜a(1,0, z), w˜a(0,0, z)≤ 1 such that (50) is satisfied for α= a, then (50) for
α= b is automatically satisfied according to (49) for yˆ, y ∈ {0,1}. Thefore, all we need is to find appropriate
0≤ w˜a(1,0, z), w˜a(0,0, z)≤ 1 to accommodate (50). In the following part, we enumerate all possible cases to
show that we can always do this.
Without loss of generality, we first assume that p(a | z)≥ 1
2
. Otherwise, p(b | z)≥ 1
2
, and we can choose to
work with w˜b(1,0, z), w˜b(0,0, z) instead. Note that given p(a | z)≥ 12 ≥ 1− p(a | z),
(
w˜La (yˆ, y, z), w˜
U
a (yˆ, y, z)
)
=

(
1 + p(a|z)−1
p(yˆ,y|z) ,
p(a|z)
p(yˆ,y,z)
)
p(yˆ, y | z)> p(a | z)(
1 + p(a|z)−1
p(yˆ,y|z) ,1
)
1− p(a | z)< p(yˆ, y | z)≤ p(a | z)(
0,1
)
p(yˆ, y | z)≤ 1− p(a | z)
(52)
(
w˜Ub (yˆ, y, z), w˜
L
b (yˆ, y, z)
)
=

(
p(b|z)
p(yˆ,y|z) ,1 +
p(b|z)−1
p(yˆ,y|z)
)
p(yˆ, y | z)> 1− p(b | z)(
p(b|z)
p(yˆ,y|z) ,0
)
p(b | z)< p(yˆ, y | z)≤ 1− p(b | z)(
1,0
)
p(yˆ, y | z)≤ p(b | z)
. (53)
Note that each case in the two equations above is exactly matched, since p(a | z) + p(b | z) = 1.
We consider all possible cases:
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• Case I: p(yˆ= 1, y= 1 | z)> p(a | z) = 1−p(b | z). In this case, p(yˆ= 0, y= 1 | z)≤ 1−p(yˆ= 1, y= 1 | z)≤
1− p(a | z) = p(b | z). Thus
w˜a(1,1, z) = w˜
U
a (1,1, z) =
p(a | z)
p(yˆ= 1, y= 1 | z) , w˜a(0,1, z) = w˜
L
a (0,1, z) = 0,
w˜b(1,1, z) = w˜
L
b (1,1, z) = 1 +
p(b | z)− 1
p(yˆ= 1, y= 1 | z) , w˜b(0,1, z) = w˜
U
b (0,1, z) = 1,
Then we can set w˜a(1,0, z) = w˜a(0,0, z) = 0, which obviously satisfy (50) for α= a.
• Case II: p(yˆ = 1, y = 1 | z)≤ p(a | z) = 1− p(b | z) and P(yˆ = 0, y = 1 | z)> 1− p(a | z) = p(b | z). In this
case,
w˜a(1,1, z) = w˜
L
a (1,1, z) = 1, w˜a(0,1, z) = w˜
L
a (0,1, z) = 1 +
p(a | z)− 1
p(yˆ= 0, y= 1 | z) ,
w˜b(1,1, z) = w˜
L
b (1,1, z) = 0, w˜b(0,1, z) = w˜
U
b (0,1, z) =
p(b | z)
p(yˆ= 0, y= 1 | z) ,
Then we can set w˜a(1,0, z) = w˜a(0,0, z) = 1 to satisfy (50) for α= a:∑
yˆ,y∈{0,1}
w˜a(yˆ, y, z)P(Yˆ = yˆ, Y = y |Z = z) = p(yˆ= 1, y= 1 | z) + p(yˆ= 1, y= 0 | z) + p(yˆ= 0, y= 0 | z)
+ p(yˆ= 0, y= 1 | z) + p(a | z)− 1
= p(a | z)
• Case III: p(yˆ = 1, y = 1 | z)≤ p(a | z), P(yˆ = 0, y = 1 | z)≤ 1− p(a | z) = p(b | z)< p(a | z) = 1− p(b | z),
and there exists yˆ ∈ {0,1} such that p(yˆ, y= 0 | z)> p(a | z). Without loss of generality, we assume that
p(yˆ= 1, y= 0 | z)> p(a | z). In this case, p(yˆ= 1, y= 1 | z)≤ 1−p(yˆ= 1, y= 0 | z)< 1−p(a | z)< p(a | z),
thus
w˜a(1,1, z) = w˜
L
a (1,1, z) = 1, w˜a(0,1, z) = w˜
L
a (0,1, z) = 0,
w˜b(1,1, z) = w˜
L
b (1,1, z) = 0, w˜b(0,1, z) = w˜
U
b (0,1, z) = 1,
We set
w˜a(1,0, z) =
p(a | z)− p(yˆ= 1, y= 1 | z)
p(yˆ= 1, y= 0 | z) , w˜a(0,0, z) = 0.
Since p(yˆ= 1, y= 1 | z)≤ p(a | z), we know that w˜a(1,0, z)> 0. Plus,
w˜a(1,0, z) =
p(a | z)− p(yˆ= 1, y= 1 | z)
p(yˆ= 1, y= 0 | z) <
p(a | z)
p(yˆ= 1, y= 0 | z) < 1.
Furthermore, (50) for α= a is satisfied:∑
yˆ,y∈{0,1}
w˜a(yˆ, y, z)P(Yˆ = yˆ, Y = y |Z = z) = p(yˆ= 1, y= 1 | z) + 0 + 0 + p(a | z)− p(yˆ= 1, y= 1 | z) = p(a | z)
• Case IV: p(yˆ = 1, y = 1 | z) ≤ p(a | z), P(yˆ = 0, y = 1 | z) ≤ 1 − p(a | z) < p(a | z) and p(yˆ = 1, y = 0 |
z), p(yˆ = 0, y = 0 | z)≤ p(a | z). In this case, p(yˆ = 1, y = 1 | z) + p(yˆ = 1, y = 0 | z) + p(yˆ = 0, y = 0 | z) =
1−P(yˆ= 0, y= 1 | z)≥ p(a | z). As in Case III, we still have
w˜a(1,1, z) = w˜
L
a (1,1, z) = 1, w˜a(0,1, z) = w˜
L
a (0,1, z) = 0,
w˜b(1,1, z) = w˜
L
b (1,1, z) = 0, w˜b(0,1, z) = w˜
U
b (0,1, z) = 1,
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In order to guarantee (50) for α= a, we need w˜a(1,0, z) and w˜a(0,0, z) to satisfy
w˜a(1,0, z)p(yˆ= 1, y= 0 | z) + w˜a(0,0, z)p(yˆ= 0, y= 0 | z) = p(a | z)− p(yˆ= 1, y= 1 | z). (54)
Since w˜a(1,0, z) and w˜a(0,0, z) can take any values within [0,1], we can find 0≤ w˜a(1,0, z), w˜a(0,0, z)≤
1 to satisfy (54), as long as
0≤ p(a | z)− p(yˆ= 1, y= 1 | z)≤ p(yˆ= 1, y= 0 | z) + p(yˆ= 0, y= 0 | z).
This is satisfied automatically, since p(yˆ = 1, y = 1 | z)≤ p(a | z) and p(yˆ = 1, y = 1 | z) + p(yˆ = 1, y = 0 |
z) + p(yˆ= 0, y= 0 | z)≥ p(a | z).
By exhaustively enumerating the four cases above, we prove that there is always an element w˜ in W˜(PD)
that can attain the upper bound µ′11(b; w˜
U , w˜L)−µ′11(b; w˜L, w˜U). Therefore,
max
w˜∈W˜(PD)
µ11(a, w˜)−µ11(b, w˜) = µ′11(a; w˜U , w˜L)−µ′11(b; w˜L, w˜U).
Similarly, we can prove that
max
w˜∈W˜(PD)
µ11(a, w˜)−µ11(b, w˜) = µ′11(a; w˜L, w˜U)−µ′11(b; w˜U , w˜L).

B.5. Proof of Proposition 11
Proof. We begin by observing that, using Eq. (8),
h∆TPRD(PD∩PA)(ρ) = sup
w˜∈W˜(PD∩PA)
∑
b∈A0
ρb
E
[
w˜a(Yˆ , Y,Z)Y Yˆ
]
E
[
w˜a(Yˆ , Y,Z)Y
] − E
[
w˜b(Yˆ , Y,Z)Y Yˆ
]
E
[
w˜b(Yˆ , Y,Z)Y
]
 .
We next proceed to make a change of variables. Specifically, for each α ∈A, we apply the transformation
of Charnes and Cooper (1962). Let
tα =
1
E
[
w˜a(Yˆ , Y,Z)Y
] ,
u˜α(yˆ, y, z) = tαw˜α(yˆ, y, z).
Therefore we obtain the reformulation:
h∆TPRD(W˜)(ρ) = maxu˜,t,w˜
∑
b∈A0
ρb
(
E
[
u˜a(Yˆ , Y,Z)Y Yˆ
]
−E
[
u˜b(Yˆ , Y,Z)Y Yˆ
])
s.t. E
[
u˜α(Yˆ , Y,Z)Y
]
= 1, u˜α(yˆ, y, z) = tαw˜α(yˆ, y, z), ∀α∈A,
w˜ ∈ W˜(PD ∩PA).
Here the first two constraints E
[
u˜α(Yˆ , Y,Z)Y
]
= 1 and u˜α(yˆ, y, z) = tαw˜α(yˆ, y, z) directly follow from the def-
inition of Charnes-Cooper transformation. The change of variables implies wα = uα/tα so that (uα/tα)α∈A ∈
W˜(PA). Applying the change of variables for w˜ ∈ W˜(PD) yields the following:∑
α∈A
u˜α(yˆ, y, z)
tα
= 1, u˜α(yˆ, y, z)≥ 0,∑
yˆ,y∈{0,1}
u˜α(yˆ, y, z)P(Yˆ = yˆ, Y = y |Z = z) = P(A= α |Z = z)tα.

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B.6. Proof for Theorem 1, Theorem 2
In the proof of Theorem 1, we will repeatedly use Lemma 2 to bound errors for the cross-fitting estimators.
Lemma 2 (Lemma 6.1 in Chernozhukov et al. (2018)). Let {Xm} and {Ym} be two sequences of
random variables. If |Xm|= Op(Am) conditionally on Ym, namely, that for any lm→∞, P(|Xm|> lmAm |
Ym)→ 0, then |Xm|=Op(Am) unconditionally as well. If |Xm|= op(Am) conditionally on Ym, namely, that
for any ε > 0, P(|Xm|> εAm | Ym)→ 0 as m→∞, then |Xm|= op(Am) unconditionally as well.
Proof for Lemma 1. It is easy to verify that
E
[
ξLα (A,Z;η) + γ
L
α (Yˆ ,Z;η)
]
=E
[
ξUα (A,Z;η) + γ
U
α (Yˆ ,Z;η)
]
= 0,
so we only need to prove
µ(α,wL) =E
[
λLα(Z;η)
]
, µ(α,wU) =E
[
λLα(Z;η)
]
.
According to Eq. (13),
µ(α,wL) =
E
[
wLα(Yˆ ,Z)Yˆ
]
P(A= α)
=
E
[
wLα(1,Z)P(Yˆ = 1 |Z)
]
P(A= α)
=
E
[
wLα(1,Z)ηpri(1,Z)
]
P(A= α)
µ(α,wU) =
E
[
wUα (Yˆ ,Z)Yˆ
]
P(A= α)
=
E
[
wUα (Yˆ ,Z)P(Yˆ = 1 |Z)
]
P(A= α)
=
E
[
wUα (Yˆ ,Z)ηpri(1,Z)
]
P(A= α)
.
The conclusion follows from
wLα(1, z) = max
{
0, 1 +
P(A= α |Z = z)− 1
P(Yˆ = 1 |Z = z)
}
= I [ηpri(1, z) + ηaux(α, z)− 1≥ 0] ηpri(1, z) + ηaux(α, z)− 1
ηpri(1, z)
and
wUα (1, z) = min
{
1,
P(A= α |Z = z)
P(Yˆ = 1 |Z = z)
}
= I(ηpri(1, z)− ηaux(α, z)≤ 0) + (1− I(ηpri(1, z)− ηaux(α, z)≤ 0))ηaux(α, z)
ηpri(1, z)
=
ηaux(α, z)
ηpri(1, z)
+ I(ηpri(1, z)− ηaux(α, z)≤ 0)ηpri(1, z)− ηaux(α, z)
ηpri(1, z)
.

Proof for Theorem 1. We denote Ek as the expectation operator conditional on the data not in the
kth fold. For example, EkλLα(Z; ηˆ−k) only marginalizes out the randomness in Z with ηˆ−k viewed as fixed.
We also use Eˆ, Eˆp, Eˆa to represent the empirical average operators for the combined dataset, the primary
dataset and the auxiliary dataset respectively. For example, EˆλLα(Z;η) = 1n
∑n
i=1 λ
L
α(Zi;η), EˆpλLα(Z;η) =
1
npri
∑
i∈Ip λ
L
α(Zi;η), EˆaλLα(Z;η) = 1naux
∑
i∈Ia λ
L
α(Zi;η).
First, note that given pα > 0, by strong law of large number, pˆα > 0 almost surely for sufficiently large n.
So 1
pˆα
in the estimators are well defined. Moreover, by law of large number, we also have that 1
pˆα
=
1+op(1)
pα
=
1
pα
+ op(1).
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Step I: decompose the errors. We decompose the error of µˆ(α,wL) for α= a, b.
√
npri
[
µˆ(α,wL)−µ(α,wL)]
=
√
npri
pˆα
{
Eˆ
[
λLα(Z;η)
]
+ Eˆa
[
ξLα (A,Z;η)
]
+ Eˆp
[
γLα (Yˆ ,Z;η)
]}
−√npµ(α,wL) (55)
+
√
npri
pˆα
1
K
K∑
k=1
{
(
1− rn
1− r − 1)
(
Eˆk,aux
[
ξLα (A,Z;η)
]− Eˆk,aux [ξLα (A,Z; ηˆ−k)])
+ (
rn
r
− 1)
(
Eˆk,pri
[
γLα (Yˆ ,Z;η)
]
− Eˆk,pri
[
γLα (Yˆ ,Z; ηˆ
−k)
])}
(56)
+
√
npri
pˆα
{
1
K
K∑
k=1
(
Eˆk
[
λLα(Z; ηˆ
−k)
]− Eˆk [λLα(Z;η)])+ 1K
K∑
k=1
rn
r
(
Eˆk,pri
[
γLα (Yˆ ,Z; ηˆ
−k)
]
− Eˆk,pri
[
γLα (Yˆ ,Z;η)
])
(57)
+
1
K
K∑
k=1
1− rn
1− r
(
Eˆk,aux
[
ξLα (A,Z; ηˆ
−k)
]− Eˆk,aux [ξLα (A,Z;η)])} (58)
Step II: bound Eq. (57) and Eq. (58). It is straightforward to verify that(
Eˆk
[
λLα(Z; ηˆ
−k)
]− Eˆk [λLα(Z;η)])+ rnr
(
Eˆk,pri
[
γLα (Yˆ ,Z; ηˆ
−k)
]
− Eˆk,pri
[
γLα (Yˆ ,Z;η)
])
+
1− rn
1− r
(
Eˆk,aux
[
ξLα (A,Z; ηˆ
−k)
]− Eˆk,aux [ξLα (A,Z;η)])
= Eˆk
{[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)] [ηpri(1,Z) + ηaux(α,Z)− 1]}︸ ︷︷ ︸
R1
+
1− rn
1− r Eˆk,aux
{[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)] [(I(A= α)− ηaux(α,Z))]}︸ ︷︷ ︸
R2
+
rn
r
Eˆk,pri
{[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)] [Yˆ − ηpri(1,Z)]}︸ ︷︷ ︸
R3
+ (1− rn)Eˆk,aux
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kpri(1,Z)− ηpri(1,Z)
)]︸ ︷︷ ︸
R4
− rn(1− r)
r
Eˆk,pri
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kpri(1,Z)− ηpri(1,Z)
)]
︸ ︷︷ ︸
R5
+ rnEˆk,pri
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kaux(α,Z)− ηaux(α,Z)
)]︸ ︷︷ ︸
R6
− r(1− rn)
1− r Eˆk,aux
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kaux(α,Z)− ηaux(α,Z)
)]
︸ ︷︷ ︸
R7
.
Now we bound R1 ∼R7 respectively. Here R1 to R3 can be bounded analogously. We take R1 as an example.
We bound the expectation of this term by using the trick from Bonvini and Kennedy (2019), van der Laan
and Luedtke (2014): for two quantities c, c′, I(c′ ≥ 0)− I(c≥ 0) is nonzero only when c and c′ have different
signs, which in turn implies that |c|= |c′− c|− |c′| ≤ |c′− c|. This means that |I(c′ ≥ 0)− I(c≥ 0)||c| ≤ I(|c| ≤
|c′− c|)|c′− c|. It follows that
Ek
{ ∣∣I (ηˆ−kpri(1,Z) + ηˆ−kaux(α,Z)− 1≥ 0)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)∣∣ |ηpri(1,Z) + ηaux(α,Z)− 1|}
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≤Ek
{
I
(|ηpri(1,Z) + ηaux(α,Z)− 1| ≤ ∣∣ηˆ−kpri(1,Z)− ηpri(1,Z)∣∣+ ∣∣ηˆ−kaux(α,Z)− ηaux(α,Z)∣∣)
× [∣∣ηˆ−kpri(1,Z)− ηpri(1,Z)∣∣+ ∣∣ηˆ−kaux(α,Z)− ηaux(α,Z)∣∣]}
≤P (|ηpri(1,Z) + ηaux(α,Z)− 1| ≤ ∣∣ηˆ−kpri(1,Z)− ηpri(1,Z)∣∣+ ∣∣ηˆ−kaux(α,Z)− ηaux(α,Z)∣∣)
× (‖ηˆ−kpri(1,Z)− ηpri(1,Z)‖+ ‖ηˆ−kaux(α,Z)− ηaux(α,Z)‖)=R′.
Also, we can bound the corresponding second order moment:
Ek
{∣∣I (ηˆ−kpri(1,Z) + ηˆ−kaux(α,Z)− 1≥ 0)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)∣∣2 |ηpri(1,Z) + ηaux(α,Z)− 1|2}
≤ P (|ηpri(1,Z) + ηaux(α,Z)− 1| ≤ ∣∣ηˆ−kpri(1,Z)− ηpri(1,Z)∣∣+ ∣∣ηˆ−kaux(α,Z)− ηaux(α,Z)∣∣)
=Op({κnpri,Yˆ +κnaux,A}m1) = op(1).
Thus by Markov inequality, we know that conditionally on data not in the kth fold,
R1 = op(n−1/2) +O(R′)
Moreover, under our assumptions,
R′ =Op
(
(κnaux,A +κnpri,Yˆ )
m1+1
)
=Op
(
max{κm1+1naux,A, κm1+1npri,Yˆ }
)
= op(n
−1/2
pri ).
Thus by Lemma 2, R1 = o(n−1/2pri + n−1/2) = o(n−1/2pri ). Similarly, we can verify that conditionally on data
not in the kth fold, the expectation of R2 and R3 are both 0 and the second order moments are op(1) as
well. Thus we can analogously prove that R2 = o(n−1/2) = o(n−1/2pri ) and R3 = o(n−1/2) = o(n−1/2pri ) by Markov
inequality and Lemma 2.
Next we bound R4−R5. Note that
|E [R4−R5]|= r− rn
r
E
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) ∣∣ηˆ−kpri(1,Z)− ηpri(1,Z)∣∣]≤ r− rnr Op(κnpri,Yˆ ) = op(n−1/2pri ),
E [R4]2 ≤ (1− rn)
2
naux
Op(κ
2
npri,Yˆ
) = op(n
−1
aux), E [R5]2 ≤
(1− r)2r2n
r2npri
Op(κ
2
npri,Yˆ
) = op(n
−1
pri).
By Markov inequality and Lemma 2, again R4−R5 = op(n−1/2pri + n−1/2aux ) = op(n−1/2pri ). Similarly, R6−R7 =
op(n
−1/2
pri +n
−1/2
aux ) = op(n
−1/2
pri )
Step III: bound Eq. (56) Note that
(
1− rn
1− r − 1)
(
Eˆk,aux
[
ξLα (A,Z;η)
]− Eˆk,aux [ξLα (A,Z; ηˆ−k)])
=
r− rn
1− r Eˆk,aux
{[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)] [(I(A= α)− ηaux(α,Z))]}
− r− rn
1− r Eˆk,aux
[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(α,Z)− 1≥ 0
) (
ηˆ−kaux(α,Z)− ηaux(α,Z)
)]
= op(n
−1/2
p ),
where the last equality follows from the bound of R2 and R6−R7. Similarly, we can bound the other term
in Eq. (56) so that Eq. (56) is op(n
−1/2
p ).
Step IV: asymptotic distribution. Step I to Step III implies that
√
npri
[
µˆ(α,wL)−µ(α,wL)] (59)
=
√
npri
pα
{
Eˆ
[
λLα(Z;η)
]
+ Eˆa
[
ξLα (A,Z;η)
]
+ Eˆp
[
γLα (Yˆ ,Z;η)
]}
−√npriµ(α,wL) + op(1)
=
√
npri
pα
{
Eˆ
[
λLα(Z;η)
]−E [λLα(Z;η)]+ Eˆa [ξLα (A,Z;η)]+ Eˆp [γLα (Yˆ ,Z;η)]}+ op(1). (60)
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Analogously, we can follow step I to decompose
√
na(µˆ(α,w
U)− µ(α,wU)) into similar terms. And we can
similarly prove that
(
1− rn
1− r − 1)
(
Eˆk,aux
[
ξUα (A,Z;η)
]− Eˆk,aux [ξUα (A,Z; ηˆ−k)])
+ (
rn
r
− 1)
(
Eˆk,pri
[
γUα (Yˆ ,Z;η)
]
− Eˆk,pri
[
γUα (Yˆ ,Z; ηˆ
−k)
])
= op(n
−1/2
p ),
and(
Eˆk
[
λUα (Z; ηˆ
−k)
]− Eˆk [λUα (Z;η)])+ rnr
(
Eˆk,pri
[
γUα (Yˆ ,Z; ηˆ
−k)
]
− Eˆk,pri
[
γUα (Yˆ ,Z;η)
])
+
1− rn
1− r
(
Eˆk,aux
[
ξUα (A,Z; ηˆ
−k)
]− Eˆk,aux [ξUα (A,Z;η)])
=Eˆk
{[
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(α,Z)≤ 0
)− I (ηpri(1,Z)− ηaux(α,Z)≤ 0)] [ηpri(1,Z)− ηaux(α,Z)]}
−1− rn
1− r Eˆk,aux
{[
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(α,Z)≤ 0
)− I (ηpri(1,Z)− ηaux(α,Z)≤ 0)] [(I(A= α)− ηaux(α,Z))]}
+
rn
r
Eˆk,pri
{[
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(α,Z)≤ 0
)− I (ηpri(1,Z)− ηaux(α,Z)≤ 0)] [Yˆ − ηpri(1,Z)]}
+(1− rn)Eˆk,aux
[
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(α,Z)≤ 0
) (
ηˆ−kpri(1,Z)− ηpri(1,Z)
)]
−rn(1− r)
r
Eˆk,pri
[
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(α,Z)≤ 0
) (
ηˆ−kpri(1,Z)− ηpri(1,Z)
)]
+rnEˆk,pri
[
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(α,Z)> 0
) (
ηˆ−kaux(α,Z)− ηaux(α,Z)
)]
−r(1− rn)
1− r Eˆk,aux
[
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(α,Z)> 0
) (
ηˆ−kaux(α,Z)− ηaux(α,Z)
)]
= op(n
−1/2
pri ).
Therefore,
√
npri
[
µˆ(α,wU)−µ(α,wU)] (61)
=
√
npri
pα
{
Eˆ
[
λUα (Z;η)
]
+ Eˆa
[
ξUα (A,Z;η)
]
+ Eˆp
[
γUα (Yˆ ,Z;η)
]}
−√npriµ(α,wU) + op(1)
=
√
npri
pα
{
Eˆ
[
λUα (Z;η)
]−E [λUα (Z;η)]+ Eˆa [ξUα (A,Z;η)]+ Eˆp [γUα (Yˆ ,Z;η)]}+ op(1). (62)
Equations (60) and (62) imply that the lower bound estimator µˆ(a,wL) − µˆ(b,wU) has the following
representation:
√
npri
[
µˆ(a,wL)− µˆ(b,wU)− (µ(a,wL)−µ(b,wU))]
=
√
npri
pa
{
Eˆ
[
λLa (Z;η)
]−E [λLa (Z;η)]+ Eˆa [ξLa (A,Z;η)]+ Eˆp [γLa (Yˆ ,Z;η)]}
−
√
npri
pb
{
Eˆ
[
λUb (Z;η)
]−E [λUb (Z;η)]+ Eˆa [ξUb (A,Z;η)]+ Eˆp [γUb (Yˆ ,Z;η)]}+ op(1).
In other words, the proposed estimator µˆ(a,wL) − µˆ(b,wU) is asymptotically equivalent to the infeasible
estimator that plugs in the true value η directly. It follows from this representation that
√
npri
[
µˆ(a,wL)− µˆ(b,wU)− (µ(a,wL)−µ(b,wU))]
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=
√
npri
pa
{
(1− rn)Eˆa
[
λLa (Z;η)−E
[
λLa (Z;η)
]]
+ rnEˆp
[
λLa (Z;η)−E
[
λLa (Z;η)
]]
+Eˆa
[
ξLa (A,Z;η)
]
+ Eˆp
[
γLa (Yˆ ,Z;η)
]}
−
√
npri
pb
{
(1− rn)Eˆa
[
λUb (Z;η)−E
[
λUb (Z;η)
]]
+rnEˆp
[
λUb (Z;η)−E
[
λUb (Z;η)
]]
+ Eˆa
[
ξUb (A,Z;η)
]
+ Eˆp
[
γUb (Yˆ ,Z;η)
]}
+ op(1)
=
√
npriEˆa
{
(1− rn)
[
λLa (Z;η)/pa−λUb (Z;η)/pb−
(
µ(a,wL)−µ(b,wU))]+ ξLa (A,Z;η)/pa− ξUb (A,Z;η)/pb}
+
√
npriEˆp
{
rn
[
λLa (Z;η)/pa−λUb (Z;η)/pb−
(
µ(a,wL)−µ(b,wU))]+ γLa (Yˆ ,Z;η)/pa− γUb (Yˆ ,Z;η)/pb}+ op(1)
=
√
npriEˆa
{
(1− r) [λLa (Z;η)/pa−λUb (Z;η)/pb− (µ(a,wL)−µ(b,wU))]+ ξLa (A,Z;η)/pa− ξUb (A,Z;η)/pb}
+
√
npriEˆp
{
r
[
λLa (Z;η)/pa−λUb (Z;η)/pb−
(
µ(a,wL)−µ(b,wU))]+ γLa (Yˆ ,Z;η)/pa− γUb (Yˆ ,Z;η)/pb}+ op(1).
By law of large number,
√
npri
[
µˆ(a,wL)− µˆ(b,wU)− (µ(a,wL)−µ(b,wU))]→N (0, VL),
where
VL =E
{
r
[
λLa (Z;η)/pa−λUb (Z;η)/pb−
(
µ(a,wL)−µ(b,wU))]+ γLa (Yˆ ,Z;η)/pa− γUb (Yˆ ,Z;η)/pb}2
+
r
1− rE
{
(1− r) [λLa (Z;η)/pa−λUb (Z;η)/pb− (µ(a,wL)−µ(b,wU))]+ ξLa (A,Z;η)/pa− ξUb (A,Z;η)/pb}2
= rE
[
λLa (Z;η)/pa−λUb (Z;η)/pb−
(
µ(a,wL)−µ(b,wU))]2
+E
[
γLa (Yˆ ,Z;η)/pa− γUb (Yˆ ,Z;η)/pb
]2
+
r
1− rE
[
ξLa (A,Z;η)/pa− ξUb (A,Z;η)/pb
]2
.
Similarly, we can prove that the asymptotic distribution for the upper bound estimator µˆ(a,wU)− µˆ(b,wL)
is the following:
√
npri
[
µˆ(a,wU)− µˆ(b,wL)− (µ(a,wU)−µ(b,wL))]→N (0, VL),
where
VU = rE
[
λUa (Z;η)/pa−λLb (Z;η)/pb−
(
µ(a,wU)−µ(b,wL))]2
+E
[
γUa (Yˆ ,Z;η)/pa− γLb (Yˆ ,Z;η)/pb
]2
+
r
1− rE
[
ξUa (A,Z;η)/pa− ξLb (A,Z;η)/pb
]2
.

Proof for Theorem 2. We prove the consistency of VˆL as an example. The consistency of VˆU can be proved
analogously. We define an infeasible estimator V˜L that uses the unknown nuisance parameters η and the
unknown true lower bound µ(a,wL)−µ(b,wU) directly:
V˜L = rnEˆ
[
λLa (Z;η)/pˆa−λUb (Z;η)/pˆb−
(
µ(a,wL)−µ(b,wU))]2
+ Eˆp
[
γLa (Yˆ ,Z;η)/pˆa− γUb (Yˆ ,Z;η)/pˆb
]2
+
rn
1− rn Eˆa
[
ξLa (A,Z;η)/pˆa− ξUb (A,Z;η)/pˆb
]2
.
By strong law of large number, pˆa, pˆb are both positive almost surely for large enough n, so that V˜L is well-
defined. Moreover, pˆa
p→ pa, pˆb p→ pb, and we can prove by law of large number and Slutsky’s theorem that as
npri→∞, V˜L p→ VL. We now bound the difference between VˆL and V˜L.
VˆL− V˜L = rn
K
K∑
k=1
Eˆk
{[
λLa (Z; ηˆ
−k)/pˆa−λUb (Z; ηˆ−k)/pˆb−
(
µˆ(a,wL)− µˆ(b,wU))]2
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− [λLa (Z;η)/pˆa−λUb (Z;η)/pˆb− (µ(a,wL)−µ(b,wU))]2} (63)
+
1
K
K∑
k=1
Eˆk,pri
{[
γLa (Yˆ ,Z; ηˆ
−k)/pˆa− γUb (Yˆ ,Z; ηˆ−k)/pˆb
]2
−
[
γLa (Yˆ ,Z;η)/pˆa− γUb (Yˆ ,Z;η)/pˆb
]2}
(64)
+
rn
1− rn
1
K
K∑
k=1
Eˆk,aux
{[
ξLa (A,Z; ηˆ
−k)/pˆa− ξUb (A,Z; ηˆ−k)/pˆb
]2− [ξLa (A,Z;η)/pˆa− ξUb (A,Z;η)/pˆb]2}.
(65)
We need to prove that each term above in VˆL − V˜L converges to 0 given the assumptions in Theorem 1
and the conclusion in Theorem 1 that |µˆ(a,wL)− µˆ(b,wU)−µ(a,wL)−µ(b,wU)|=Op(n−1/2pri ). We prove the
second term for example, and all other terms can be bounded analogously.
Eˆk,pri
{[
γLa (Yˆ ,Z; ηˆ
−k)/pˆa− γUb (Yˆ ,Z; ηˆ−k)/pˆb
]2
−
[
γLa (Yˆ ,Z;η)/pˆa− γUb (Yˆ ,Z;η)/pˆb
]2}
=
1
pˆ2a
Eˆk,pri
{[(
γLa (Yˆ ,Z; ηˆ
−k)
)2
−
(
γLa (Yˆ ,Z;η)
)2]}
+
1
pˆ2b
Eˆk,pri
{[(
γUb (Yˆ ,Z; ηˆ
−k)
)2
−
(
γUb (Yˆ ,Z;η)
)2]}
− 2
pˆapˆb
Eˆk,pri
{
γLa (Yˆ ,Z; ηˆ
−k)γUb (Yˆ ,Z; ηˆ
−k)− γLa (Yˆ ,Z;η)γUb (Yˆ ,Z;η)
}
.
Here
Eˆk,pri
{[(
γLa (Yˆ ,Z; ηˆ
−k)
)2
−
(
γLa (Yˆ ,Z;η)
)2]}
= Eˆk,pri
{[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(a,Z)− 1≥ 0
)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)] [Yˆ − ηpri(1,Z)]2}︸ ︷︷ ︸
R8
+ Eˆk,pri
{
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(a,Z)− 1≥ 0
)[(
Yˆ − ηˆ−kpri(1,Z)
)2
−
(
Yˆ − ηpri(1,Z)
)2]}
︸ ︷︷ ︸
R9
.
We can follow step II in the proof of Theorem 1 to show that R8 = op(n−1/2pri ) = op(1), and we can also prove
R9 = op(κnpri,Yˆ +n−1/2pri ) = op(1) by using Markov inequality and the fact that∣∣∣∣Ek{I (ηˆ−kpri(1,Z) + ηˆ−kaux(a,Z)− 1≥ 0)[(Yˆ − ηˆ−kpri(1,Z))2−(Yˆ − ηpri(1,Z))2]}∣∣∣∣
=
∣∣∣∣Ek{I (ηˆ−kpri(1,Z) + ηˆ−kaux(a,Z)− 1≥ 0)[(Yˆ − ηˆ−kpri(1,Z) + Yˆ − ηpri(1,Z))(ηˆ−kpri(1,Z)− ηpri(1,Z))]}∣∣∣∣
=Op(κnpri,Yˆ ).
Therefore, 1
pˆ2a
Eˆk,pri
{[(
γLa (Yˆ ,Z; ηˆ
−k)
)2
−
(
γLa (Yˆ ,Z;η)
)2]}
= op(1). Similarly we can prove that
1
pˆ2
b
Eˆk,pri
{[(
γUb (Yˆ ,Z; ηˆ
−k)
)2
−
(
γUb (Yˆ ,Z;η)
)2]}
= op(1). Moreover,
Eˆk,pri
{
γLa (Yˆ ,Z; ηˆ
−k)γUb (Yˆ ,Z; ηˆ
−k)− γLa (Yˆ ,Z;η)γUb (Yˆ ,Z;η)
}
=Eˆk,pri
{
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(a,Z)− 1≥ 0
)
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(b,Z)≤ 0
)[(
Yˆ − ηˆ−kpri(1,Z)
)2
−
(
Yˆ − ηpri(1,Z)
)2]}
(66)
+Eˆk,pri
{
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(a,Z)− 1≥ 0
) [
I
(
ηˆ−kpri(1,Z)− ηˆ−kaux(b,Z)≤ 0
)− I (ηpri(1,Z)− ηaux(b,Z)≤ 0)]
60 Kallus, Mao, Zhou: Fairness Using Data Combination
×
(
Yˆ − ηpri(1,Z)
)2}
(67)
+Eˆk,pri
{[
I
(
ηˆ−kpri(1,Z) + ηˆ
−k
aux(a,Z)− 1≥ 0
)− I (ηpri(1,Z) + ηaux(a,Z)− 1≥ 0)]
× I (ηpri(1,Z)− ηaux(b,Z)≤ 0)
(
Yˆ − ηpri(1,Z)
)2}
(68)
We can use Markov inequality to prove that all these terms are op(1) by noting that
|(66)|=Op(κnpri,Yˆ ) = op(1),
|(67)| ≤ 4P (0< |ηpri(1,Z)− ηaux(b,Z)| ≤ ∣∣ηˆ−kpri(1,Z)− ηpri(1,Z)∣∣+ ∣∣ηˆ−kaux(b,Z)− ηaux(b,Z)∣∣)
=Op((κnpri,1 +κnaux,1)
m2) = op(1),
|(68)| ≤ 4P (0< |ηpri(1,Z) + ηaux(b,Z)− 1| ≤ ∣∣ηˆ−kpri(1,Z)− ηpri(1,Z)∣∣+ ∣∣ηˆ−kaux(b,Z)− ηaux(b,Z)∣∣)
=Op((κnpri,1 +κnaux,1)
m1) = op(1).
Therefore,
Eˆk,pri
{[
γLa (Yˆ ,Z; ηˆ
−k)/pˆa− γUb (Yˆ ,Z; ηˆ−k)/pˆb
]2
−
[
γLa (Yˆ ,Z;η)/pˆa− γUb (Yˆ ,Z;η)/pˆb
]2}
= op(1).
Similarly, we can prove other Eqs. (66) and (68) are both op(1). As a result,
VˆL−VL = VˆL− V˜L + V˜L−VL p→ 0.
Analogously we can prove that VˆU −VU p→ 0.
To prove the confidence interval, note that by Slutsky’s theorem,
√
npriVˆ
−1/2
L
{(
µˆ(a,wL)− µˆ(b,wU))− (µ(a,wL)−µ(b,wU))} d→N (0,1),
√
npriVˆ
−1/2
U
{(
µˆ(a,wU)− µˆ(b,wL))− (µ(a,wU)−µ(b,wL))} d→N (0,1).
Thus
P
(√
npriVˆ
−1/2
L
{(
µˆ(a,wL)− µˆ(b,wU))− (µ(a,wL)−µ(b,wU))}>Φ−1(1−β/2),
or
√
npriVˆ
−1/2
U
{(
µˆ(a,wU)− µˆ(b,wL))− (µ(a,wU)−µ(b,wL))}<−Φ−1(1−β/2))
≤ P
(√
npriVˆ
−1/2
L
{(
µˆ(a,wL)− µˆ(b,wU))− (µ(a,wL)−µ(b,wU))}>Φ−1(1−β/2))
+P
(√
npriVˆ
−1/2
U
{(
µˆ(a,wU)− µˆ(b,wL))− (µ(a,wU)−µ(b,wL))}<−Φ−1(1−β/2))→ β.
This means that as npri→∞, with probability at least 1−β,(
µ(a,wL)−µ(b,wU))≥ (µˆ(a,wL)− µˆ(b,wU))−Φ−1(1−β/2)Vˆ 1/2U /√npri,(
µ(a,wU)−µ(b,wL))≤ (µˆ(a,wU)− µˆ(b,wL))+ Φ−1(1−β/2)Vˆ 1/2U /√npri.

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B.7. Proof of Theorems 3 and 4
Proof of Theorem 4.
We first show consistency for ∆TPRD; the proof of Theorem 3 is similar. A key property we use throughout
is partial minimization, where φˆ(ρ; t) and φ(ρ; t) denote solutions to the optimal or sample subproblem for
a fixed value of t, optimizing only over u, e.g. such that:
hˆ∆TPRD(PD∩PA)(ρ) = max
t
φˆ(ρ; t)
Proof outline: Lemmas 3 and 4 bound the approximation errors of:
φ(ρ, t)− φˆ(ρ, t) perturbations under sample vs. population probabilities,
φˆ(ρ, t)− φˆ(ρ, t+ ) and error from a generic  discretization error for t,
with respect to the approximation error of ηˆaux(α, z), ˆ˜ηpri(yˆ, y, z), ηˆpri(yˆ, z) or 
′, respectively. The proof
follows by triangle inequality on the above approximation errors and taking a union bound over the dis-
cretization. The approximation error bounds of Lemmas 3 and 4 follow by a metric regularity result which
studies perturbations in the coefficient matrix of the linear program.
Lemma 3. Under the conditions of Theorem 4,
φˆ(ρ; t)→ φ(ρ; t)
The next lemma provides a similar result, considering only perturbations to t. We consider the proposed
algorithm which conducts a grid search over an -net of 1
tα
. By Item (ii), this is correspondingly a ν−1
covering of tα since
1
tα
is Lipschitz on the bounded domain. Let hˆ∆TPRD(W˜)(ρ; t) be the parametrized linear
program with a given vector t.
Lemma 4. Under the conditions of Theorem 4, for any  > 0,∣∣∣φˆ(ρ; t)− φˆ(ρ; t+ )∣∣∣≤ 2|A|(4 + 4|Z|)2(ν−1)
Proof of Theorem 4 Let T −1 be an npri -covering of T −10 := {t∈R|A| :
∑
α∈A τα = Eˆp [Y ] ; ν ≤ tα ≤ 1, α∈
A}, i.e., minτ ′∈T−1 ‖τ − τ ′‖1 ≤ npri ∀τ ∈ T −10 . Let T be the componentwise inverse of T −1. Without loss of
generality, if some t is infeasible, φ(ρ; t) =−∞.
Combining the approximation error results of Lemmas 3 and 4 with the triangle inequality yields the
result. Let [u∗α, t
∗] be the optimal decision variables achieving the population-optimal value φ(ρ). Let tˆ∗ be
the `1 projection of t
∗ onto T , e.g. tˆ∗ ∈ arg min
t∈T
‖t− t∗‖; since T −1 was a uniformly covering grid, we have
that
∥∥tˆ∗− t∗∥∥
1
≤ ν−1npri by construction. Then,∣∣∣φˆ(ρ; tˆ∗)−φ(ρ)∣∣∣
≤
∣∣∣φˆ(ρ; tˆ∗)− φˆ(ρ; t∗)∣∣∣+ ∣∣∣φˆ(ρ, t∗)−φ(ρ, t∗)∣∣∣
= 2|A|(4 + |Z|)2(ν−2npri) + (4 + |Z|)2 ‖∆‖ ,
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by the triangle inequality, where ‖∆‖ (defined explicitly in the proofs of Lemmas 3 and 4) is linear in the
approximation errors of the nuisance estimates and therefore is op(1). By Lemma 3, ‖∆‖ p−→ 0. Finally, to
justify restricting the range of t, note that w˜∗α(yˆ, y, z) = P(A= α | Yˆ = yˆ, Y = y,Z = z) such that
E
[
w˜∗a(Yˆ , Y,Z)Y
]
=E[E[P(A= α | Yˆ , Y,Z)I[Y = 1] | Yˆ ,Z]]
=E[E[P(A= α | Yˆ , Y = 1,Z)I[Y = 1] | Yˆ ,Z]]
=E[E[P(A= α | Yˆ , Y = 1,Z)P(Y = 1 | Yˆ ,Z)]
=E[E[P(A= α,Y = 1 | Yˆ ,Z)] = P(A= α,Y = 1).

Proofs of approximation error lemmas. Before proving Lemmas 3 and 4, we introduce the main
stability analysis result which results in the perturbation guarantees.
The main stability analysis result we use is Theorem 1 of Robinson (1975). The result applies to the
general case of a system of linear equalities and inequalities. The main idea is to study metric regularity
properties of the linear program’s homogenization.
Preliminaries. We first state some of the original notation of Robinson (1975) for a self-contained state-
ment of the main result that we apply to obtain consistency.
We first consider the general setting where A is a continuous linear operator from X into R which are
real Banach spaces. For this section describing preliminaries, we will redefine the use of A to discuss generic
optimization problem in standard form.
We represent generically the optimization problem under study (φTPRD(W˜)(ρ; t), φˆTPRD(W˜)(ρ; t)), where
C ⊆X is a convenience set to represent unperturbed constraints,
unperturbed Ax≤ b, ∀x∈C,
perturbed A′x≤ b′, ∀x∈C.
Note that if the perturbation were only to b′, and not also to the coefficient matrix A, then perturbation
analysis would follow from standard linear programming sensitivity analysis (Bertsimas and Tsitsiklis 1997).
The result studies the stability region of the solution set F , which implies that for each x0 ∈ F , for some
positive number β, and for any continuous linear operator A′ : X 7→R and any b′ ∈R, the distance from x0
to the solution set of the perturbed system A′x≤ b′ is bounded by βr(x0) for some constant β:
r(x) ..= d(b′−A′x) ..= ‖b′−A′x‖ .
Therefore, r(x) is the residual vector of the system. To introduce the homogenized system, we introduce the
auxiliary variable ξ which homogenizes the constraints b, and define the closed convex cone with
P ⊂X ×R ..= {(x, ξ)∈R : ξ > 0, ξ−1x∈C}.
The homogenized system is:
Q(
[
x
ξ
]
) =

[
A −b
][x
ξ
]
+K,
[
x ξ
]>
∈ P
∞, x 6∈ P
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The new homogenized system summarizes feasibility of x for the original linear program:
x∈C satisfies Ax≤ b, ∀x∈C ⇐⇒ 0∈Q(
[
x
ξ
]
)
We next introduce the set-valued inverse corresponding to a generic set-valued multi-function between two
linear spaces T , of which linear operators such as Q are a special case. If T carries X into R, with X,R
normed linear spaces, then the inverse of T is T−1, which is defined for y ∈R by
T−1y ..= {x | y ∈ Tx}.
T is closed if gph(T ) ..= {(x, y) | y ∈ Tx} is closed on the product space X ×R. The norm of T is operator
norm with respect to a given vector norm (we will use the `2 norm).
We assume the existence of a Slater point ofW so as in (Robinson 1975, Theorem 3), elementary operations
can be taken to ensure that regularity conditions for the stability theorem hold; we continue the analysis
under this assumption.
In addition to Q, we introduce the perturbation linear operator
∆
([
x
ξ
])
= (A′−A)x− (b′− b)ξ.
We state useful properties from Robinson (1975):
‖∆‖ ≤ ‖A′−A‖+ ‖b′− b‖ (69)
r(x)≤ ‖∆‖max{1,‖x‖} (70)
Finally, having introduced the homogenized system Q and the perturbation ∆, we state the required
theorem: Q′ =Q+ ∆ is the perturbed augmented system. Define the distance d(a,B) = infb∈B ‖a− b‖.
Theorem 7 (Linear system stability (Theorem 1, Robinson (1975))). Assume that a Slater
point exists for W. If F ′ denotes the solution set of x such that 0 ∈ Q′(
[
x
ξ
]
), then for any x ∈ C with
‖Q′−1‖ r(x)< 1 we have
d (x,F ′)5
[ ‖Q′−1‖r(x)
1−‖Q′−1‖ r(x)
]
(1 + ‖x‖) (71)

Proof of Lemma 3 First, we transform the objective into the constraint system by the standard epigraph
transformation by introducing the new objective and constraint
max Φ, Φ≤
∑
b∈A0
ρb
(
En[u˜a(Yˆ , Y,Z)Y Yˆ ]−En[u˜b(Yˆ , Y,Z)Y Yˆ ]
)
Let C denote for this proof the set of unperturbed constraints, where W˜ ′α(PA) denotes the homogenized
version of the bounds constraints corresponding to W˜α(PA) (e.g. those that enforce the law of total probability
on u˜a(yˆ, y, z) and other model restrictions, which we assume are linearly representable), with variables x=[
uα(yˆ, y, z) Φ
]>
.
C =

∑
α∈A
u˜α(yˆ,y,z)
tα
− ξ = 0 ∀yˆ ∈ {0,1}, y ∈ {0,1}, z ∈Z,
u˜α(yˆ, y, z)≥ 0 ∀α∈A, yˆ ∈ {0,1}, y ∈ {0,1}, z ∈Z,[
uα/tα
ξ
]
∈ W˜ ′α ∀α∈A.

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Then, Q′ is the coefficient matrix of the perturbed system:
Eˆp[u˜α(Yˆ , Y,Z)Y ]− ξ = 0 ∀α∈A, (72)∑
yˆ,y∈{0,1}
u˜α(yˆ, y, z)Pˆp(Yˆ = yˆ, Y = y |Z = z)− Pˆa(A= α |Z = z)tαξ = 0 ∀α∈A, z ∈Z (73)∑
b∈A0
ρb(Eˆp[u˜a(Yˆ , Y,Z)Y Yˆ ]− Eˆp[u˜b(Yˆ , Y,Z)Y Yˆ ])≥Φ
and the perturbation matrix ∆ is the coefficient matrix of:
(Eˆp−E)[u˜α(Yˆ , Y,Z)Y ] = 0∑
yˆ,y∈{0,1} u˜α(yˆ, y, z)(Pˆp−P)(Yˆ = yˆ, Y = y |Z = z)− (Pˆa−P)(A= α |Z = z)tαξ = 0 ∀α∈A, z ∈Z∑
b∈A0 ρb(Eˆp−E)[u˜a(Yˆ , Y,Z)Y Yˆ ]− (Eˆp−E)[u˜b(Yˆ , Y,Z)Y Yˆ ]
We next show a bound on ‖∆‖. Under the operator norm corresponding to the `2 vector norm, apply the
triangle inequality, and observe that for ∆∈Rm×n, that ‖∆‖2 ≤
√
m‖∆‖∞, and that ‖∆‖∞ is the maximum
absolute row sum of the matrix. In this setting m= |Y||Yˆ||Z|+ |A|+ 1, and therefore using the bound of
Equation (69):
‖∆‖ ≤ (
√
|Y||Yˆ||Z|+ |A|+ 1)max
{∥∥∥P(Yˆ , Y,Z)− Pˆp(Yˆ , Y,Z)∥∥∥
1
, (74)
sup
z∈Z,α∈A
{
∑
yˆ,y∈{0,1}
∣∣∣ˆ˜ηpri(yˆ, y, z)− ηpri(yˆ, y, z)∣∣∣+ tα∑
α∈A
|ηˆaux(α, z)− ηaux(α, z)|}
}
(75)
In the above, we also leverage homogeneity of the support function and assume we evaluate with ‖ρ‖= 1.
Bounding ‖Q′−1‖:
Next we bound ∥∥Q′−1∥∥= sup
‖y‖=1
{x | y ∈Q′x}= sup
‖y‖=1
{∥∥∥∥xξ
∥∥∥∥ | y ∈Q′ [xξ
]}
.
Note that when Z is finite-dimensional, by the triangle inequality, ‖x‖ ≤ ‖Φ‖+ ‖uα‖ ≤ 2 + 4|Z|. We bound
‖Q′−1‖ as follows: conceptually, we bound the furthest perturbation to b which achieves a norm-1 feasibility
relaxation in terms of the residuals (e.g. distance from 0) of the linear operator Q′.∥∥Q′−1∥∥ (a)≤ sup
‖y‖=1
{ξ : A′x− b′ξ = y}+ ‖x‖
≤ sup{|ξ| : ‖b′(ξ− 1)‖= 1}+ ‖x‖
= sup{‖b′‖−1 + 1: ‖b′(ξ− 1)‖= 1}+ ‖x‖
(b)
≤ 4 + 4|Z| (76)
where (a) follows since Q′ is a system of equalities and by the triangle inequality on
∥∥∥∥xξ
∥∥∥∥, and (b) follows
by the bound ‖b′‖2 ≥ ‖b′‖∞ ≥max{1, supz∈Z,α∈A tαP(A= α |Z = z)}.
Putting bounds on ‖Q′−1‖ and ‖∆‖ together to apply Theorem 7. Finally, with these bounds on
the problem quantities, we apply Theorem 7. By Asn. ((i)) of Theorem 3, there exists n large enough such
that 1−‖Q′−1‖ r(x)≥ 1
2
. Applying Cauchy-Schwarz with respect to the `2 norm since Φ is a subvector of x,
applying triangle inequality, and combining the bounds from Eqs. (75) and (76), we obtain the final bound
sup
x : 0∈Q((x,ξ))
inf
x′∈F ′
‖Φ−Φ′‖ ≤ sup
x : 0∈Q((x,ξ))
d (x,F ′)≤ (4 + 4|Z|)2
√
4|Z|+ |A|+ 1‖∆‖
Note that applying Eq. (75), and under Asn. ((i)) (consistency) which ensures that ‖∆‖→p 0, this implies
that supx : 0∈Q((x,ξ)) infx′∈F ′ ‖Φ−Φ′‖→p 0. 
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Proof of Lemma 4 We apply similar analysis as in the proof of Lemma 3, except we only consider per-
turbations in t, and so redefine C,Q accordingly. Redefine the set of unperturbed constraints, C as:
C ..=

u˜α(yˆ, y, z)≥ 0 ∀α∈A, yˆ ∈ {0,1}, y ∈ {0,1}, z ∈Z,
En[u˜α(Yˆ , Y,Z)Y ]− ξ = 0 ∀α∈A,∑
b∈A0 ρb(En[u˜a(Yˆ , Y,Z)Y Yˆ ]−En[u˜b(Yˆ , Y,Z)Y Yˆ ])≥Φ

Then, ∆ is the coefficient matrix of the perturbation matrix, where we consider -perturbations in t:∑
α∈A
u˜α(yˆ, y, z)(
1
tα + α
− 1
tα
)− ξ = 0 ∀yˆ ∈ {0,1}, y ∈ {0,1}, z ∈Z,∑
yˆ,y∈{0,1}
u˜α(yˆ, y, z)Pn(Yˆ = yˆ, Y = y |Z = z)−Pn(A= α |Z = z)(α)ξ = 0 ∀α∈A, z ∈Z
and Q′ is the coefficient matrix of the perturbed system, defined analogously as previously.
Since by Asn. ((ii)) of the theorem, 1
t
is Lipschitz on a bounded domain t∈ [1, ν−1]|A|:
‖∆‖ ≤ (
√
|Y||Yˆ||Z|+ 1) max
{∑
α∈A
∣∣∣∣ 1tα + α − 1tα
∣∣∣∣ , 
}
≤ |A|(
√
|Y||Yˆ||Z|+ 1)ν−1
Bounds on ‖Q′−1‖ follow as in the proof of Lemma 3:∥∥Q′−1∥∥≤ sup
‖y‖=1
{ξ : A′x− b′ξ = y}+ ‖x‖ ≤ sup{|ξ| : ‖b′(ξ− 1)‖= 1}+ ‖x‖
‖b′‖2 ≥ ‖b′‖∞ ≥max{1, sup
z∈Z,α∈A
tαP(A= α |Z = z)} ≥ 1
Therefore, applying Theorem 7, we obtain the bound,
d (x,F ′)≤ 2|A|(4 + 4|Z|)5/2(ν−1) (77)
The result follows as in the proof of Lemma 3:
sup
x : 0∈Q((x,ξ))
inf
x′∈F ′
‖Φ−Φ′‖ ≤ sup
x : 0∈Q((x,ξ))
d (x,F ′)≤ 2|A|(4 + 4|Z|)5/2(ν−1)

Proof of Theorem 3 The sample program for demographic disparity is:
hˆ∆DD(PD∩PA)(ρ) = max
{∑
b∈A0
ρb
(
Eˆp[wa(Yˆ ,Z)Yˆ ]
Eˆp[ηˆaux(a,Z)]
− Eˆp[wb(Yˆ ,Z)Yˆ ]
Eˆp[ηˆaux(b,Z)]
)
: w ∈ Wˆ
}
, (78)
Wˆ =
w :
∑
yˆ∈{0,1}wα(yˆ, z)ηˆpri(yˆ, z) = ηˆaux(α, z),
∑
α∈Awα(yˆ, z) = 1,
0≤wα(yˆ, z)≤ 1, ∀α, yˆ, y, z ∈ {Zi}ni=1
w ∈W(PA)
 , (79)
We define the analogous sets of unperturbed constraints, C,
C =

∑
α∈Awα(yˆ, z) = 1,
0≤wα(yˆ, z)≤ 1, ∀α, yˆ, y, z ∈ {Zi}ni=1
w ∈W(PA)

Then ∆ is the coefficient matrix of the following perturbation system:∑
yˆ∈{0,1}
wα(yˆ, z)(Pˆp−P)(Yˆ = yˆ |Z = z)− (Pˆa−P)(A= α |Z = z)ξ = 0 ∀α∈A, z ∈Z
∑
b∈A0
ρb
(
Eˆp[wa(Yˆ ,Z)Yˆ ]
Eˆp[ηˆaux(a,Z)]
− E[wa(Yˆ ,Z)Yˆ ]
E[ηˆaux(a,Z)]
−
(
Eˆp[wb(Yˆ ,Z)Yˆ ]
Eˆp[ηˆaux(b,Z)]
− E[wb(Yˆ ,Z)Yˆ ]
E[ηˆaux(b,Z)]
))
−Φ≥ 0
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and Q′ is the coefficient matrix of the perturbed system Q′ is the coefficient matrix of the perturbed system:∑
yˆ,y∈{0,1}
wα(yˆ, z)Pˆp(Yˆ = yˆ |Z = z)− Pˆa(A= α |Z = z)ξ = 0 ∀α∈A, z ∈Z
∑
b∈A0
ρb
(
Eˆp[wa(Yˆ ,Z)Yˆ ]
Eˆp[ηˆaux(a,Z)]
− Eˆp[wb(Yˆ ,Z)Yˆ ]
Eˆp[ηˆaux(b,Z)]
)
−Φ≥ 0
By a similar argument as in the proof of Lemma 3,
‖∆‖ ≤ (
√
|Yˆ||Z|+ |A|+ 1) max
{
max
α∈A
∥∥∥∥∥ P(Yˆ ,Z)E[ηˆaux(α,Z)] − Pˆp(Yˆ ,Z)Eˆp[ηˆaux(α,Z)]
∥∥∥∥∥
1
,
sup
z∈Z,α∈A
{
∑
yˆ∈{0,1}
|ηˆpri(yˆ, z)− ηpri(yˆ, z)|+ tα |ηˆaux(α, z)− ηaux(α, z)|}
}
We bound ‖Q′‖ = sup‖y‖=1{x | y ∈ Q′x} = sup‖y‖=1
{∥∥∥∥xξ
∥∥∥∥ | y ∈Q′ [xξ
]}
. analogously as in the proof of
Lemma 3. By Equation (76), ‖Q′−1‖ ≤ sup{‖b′‖−1 + 1: ‖b′(ξ− 1)‖= 1}+ ‖x‖. Again, we obtain the bound
‖b′‖2 ≥ ‖b′‖∞ ≥max{1, supz∈Z,α∈A P(A= α | Z = z)} ≥ 1, which implies that ‖Q′−1‖ ≤ 2 + ‖x‖, so that we
obtain the bound:
sup
x : 0∈Q((x,ξ))
inf
x′∈F ′
‖Φ−Φ′‖ ≤ sup
x : 0∈Q((x,ξ))
d (x,F ′)≤ (4 + 2|Z|)2
√
2|Z|+ |A|+ 1‖∆‖
Note that by Slutsky’s theorem and Asn. ((i)), ‖∆‖ p→ 0.
B.8. Inference via linear program formulation for demographic disparity.
We establish asymptotic normality of linear program estimates for DD if the primal and dual LP solution is
unique, the estimation of Pˆaux(A |Z) is asymptotically normal, and |Z| is finite, e.g. Z has finite support. 17.
While the result requires additional conditions on Pˆaux(A |Z), it provides conditions for asymptotic normality
of the bounds estimators (e.g. uniqueness) which can justify the use of a bootstrap estimate in practice.
Notationally, in this section, we suppress dependence of h on ∆DD(PD∩PA) for brevity. The population optimal
support function is h(ρ).
We first introduce an auxiliary estimator: define hˆpri(ρ) as the sample-optimal estimator, taking empirical
expectations with respect to the primary dataset, but with an oracle estimate P(A |Z).
hˆpri(ρ) ..= max
w
∑
b∈A0
ρb
(
Eˆpri
[
wa(Yˆ ,Z)Yˆ
]
Pˆpri(A= a)
− Eˆpri
[
wb(Yˆ ,Z)Yˆ
]
Pˆpri(A= b)
)
Eˆpri[wα(Yˆ ,Z)I[Z = z]] = P(A= α |Z = z)Pˆpri(Z = z),∀α, z, (80)∑
α∈A
wα(yˆ, z) = 1,wα(yˆ, z)≥ 0,∀α, z, yˆ
We also introduce the notation hˆpri,aux(ρ) for the sample program that is solved with the estimated ηˆα(Z),
which differs by replacing with the right hand side of Eq. (80) with Epri[ηˆaux(α,Z)I[Z = z]]. Note that to
facilitate interpretation as a stochastic program, hˆpri,aux(ρ), hˆpri(ρ) are stated with reformulations of the law
17 Without loss of generality, we can make the solution unique by regularizing ‖wα(y0, z)‖2 since it does not appear
in the numerator; while uniqueness of the dual solution is empirically checkable from the data by solving the linear
program formulation again for solutions of equal value of maximal `1 norm distance.
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of total probability constraint as expectations. We restate hˆpri(ρ) generically in the stochastic optimization
framework in order to apply Theorem 5.11 of Shapiro et al. (2014) which discusses asymptotic normality
of constrained programs, via the Lagrangian dual. We denote ξ as the random vector ξ = [Yˆ ,Z]. Note that
the formulation of Equation (80) can be cast into standard form without loss of generality by homogenizing
the system (introducing an auxiliary variable) and enforcing stochastic equality constraints as duplicated
inequality constraints. Therefore, we introduce x =
[
w
v
]
and the additional equality v = 1. The standard
form for stochastic optimization is as follows
hˆpri(ρ) = min
w,x
{fˆ(x) : gˆα|z(x) = 0, α∈A, z ∈Z; w ∈W(PA), v= 1} (81)
where fˆ(x), gˆα|z(x) are the sample average analogues of the respective inte-
grands F (x, ξ),Gα|z(x, ξ). For example, F (x, ξ) =
∑
b∈A0 ρb
(
wa(Yˆ ,Z)Yˆ
Pˆpri(A=a)
− wb(Yˆ ,Z)YˆPˆpri(A=b)
)
, and
Gα|z(x, ξ) =wα(Yˆ ,Z)I[Z = z]−P(A= α |Z = z)Pˆpri(Z = z)v.
Let Y (w) and Y LTPα|z (w), i= 1, . . . , p denote zero-mean normally distributed random variables with the same
covariance structure as F (x, ξ) and Gα|z(x, ξ), α∈A, z ∈Z, respectively (since v= 1). Binding, non-stochastic
constraints, such as binding constraints (nonzero Lagrange multipliers) associated with w ∈ W(PA), have
degenerate distributional limits and do not contribute to the asymptotic variance. We then show that under
certain regularity conditions, the value of the sample problem hˆpri,aux(ρ) is asymptotically normal.
Proposition 12 (Inference for demographic disparity linear program estimates.). Under the
following conditions:
1.
npri
naux+npri
→ r (Fixed limiting proportion of auxiliary and primary dataset.)
2. Asymptotic normality of P(A = α | Z = z): n− 12aux (Pˆaux(A = α | Z = z) − P(A = α | Z = z)) D−→
Yα|z, where Yα|z ∼N(0, Vα|z).
3. Uniqueness of the dual solution λ.
4. |Z| is finite, e.g. Z has finite support.
The sample estimator converges as:
npri
1
2 (hˆpri,aux(ρ)−h(ρ)) D−→ Y (w∗) +
∑
α∈A,z∈Z
λα|z(Y
LTP
α,z (w
∗) +Yα,z)
Proof of Proposition 12 The result follows by the estimation error decomposition,
n
− 1
2
pri (hˆpri,aux(ρ)−h(ρ)) = n−
1
2
pri (hˆpri(ρ)−h(ρ)) +n−
1
2
pri (hˆpri,aux(ρ)− hˆpri(ρ)),
showing each of the above terms converges in distribution, and using that the empirical processes are com-
puted on different datasets (e.g. are independent).
Convergence of n
− 12
pri (hˆpri(ρ)) − h(ρ)) when P(A | Z) is known: We first state the main theorem,
Theorem 5.11 of Shapiro et al. (2014), that we use to obtain asymptotic normality with the sample stochastic
program.
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Theorem 8 (Theorem 5.11 of Shapiro et al. (2014)). Suppose that: the sample is iid, the problem
is convex, the set of optimal solutions S is nonempty and bounded, f(w), gi(w), i = 1, . . . , p are finite on a
neighborhood of S, the Slater condition for the true problem holds. For the integrands F,Gi, assume that
second moments are finite, and that F,Gi are Lipschitz continuous with respect to w. Then n
1
2
pri(hˆpri(ρ)−
h(ρ))
D−→ infw∈S supλ∈Λ[Y (w)+
∑p
i=1 λkYi(w)]. If S = {x},Λ = {λ} are singletons, then n
1
2
pri(hˆpri(ρ)−h(ρ)) D−→
N(0, σ2) where σ2 ..= Var
[
F (x, ξ) +
∑p
i=1 λiGi(x, ξ)
]
.
A direct application of Theorem 8 to the form of Equation (81) yields that
n
1
2
pri(hˆpri(ρ)−h(ρ)) D−→ inf
W∈S
sup
λ∈Λ
[Y (w) +
p∑
i=1
λkY
LTP
α|z (w)] (82)
with limiting variance
Var
[
w∗(Yˆ ,Z)I[Yˆ = yˆ] +
∑
α∈A,z∈Z
λα,z(P(A= α,Z = z)−E[w∗α(Yˆ ,Z)I[Z = z]])
]
The sample-optimal value hˆpri(W) is asymptotically normal if the solution is unique.
Convergence of n
− 12
pri (hˆpri,aux(ρ) − hˆpri(ρ)). Since the error from nuisance estimation is a right-hand
side perturbation to a linear program, standard sensitivity analysis tools from linear programming admit
a first-order expansion of the optimal linear program value with respect to the approximation error. By
(Bertsimas and Tsitsiklis 1997, Theorem 5.2), and in particular under Asn. (3) of this proposition:
n
− 1
2
pri (hˆpri,aux(ρ)− hˆpri(ρ)) = n−
1
2
pri
∑
α,z
λα,z(Pˆaux(A= α |Z = z)−P(A= α |Z = z)).
Asn. (3) grants that the linear program solution is unique. Then, the sensitivity analysis result which shows
that the subgradient of the value function (e.g. a piecewise linear function) is given by optimal dual mulitpliers
implies that the dual multipliers are indeed a gradient of the value function evaluated at hˆpri,aux. Asn. (2)
required asymptotic normality of ηˆaux− ηaux such that the approximation error, as a linear combination of
the residual terms, satisfies:∑
α∈A,z∈Z
λα,z(Pˆaux(A= α |Z = z)−P(A= α |Z = z)) D−→
∑
α∈A,z∈Z
λα,zYα,z.
Lastly, since Pˆaux(A= α |Z = z)−P(A= α |Z = z) is an independent empirical process: it is evaluated with
respect to a different dataset, so that the sum of two random variables converging in distribution to normal
random variables converges to the sum of their limits. 
B.9. Proof for Theorem 5 and Corollary 1
Proof for Theorem 5. We can verify that
√
npri(µˆ
′
yˆy(α, w˜
L, w˜U)−µ′yˆy(α, w˜L, w˜U))
=
µ′1−yˆ,y(α; w˜
U , w˜L)
wˆ
L
α(yˆ, y) + wˆ
U
α (1− yˆ, y)
√
npri
(
wˆ
L
α(yˆ, y)−wLα(yˆ, y)
)
− µ
′
yˆy(α; w˜
L, w˜U)
wˆ
L
α(yˆ, y) + wˆ
U
α (1− yˆ, y)
√
npri
(
wˆ
U
α (1− yˆ, y)−wUα (1− yˆ, y)
)
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By following the proof of Theorem 1, we can prove analogously that under conditions (i)-(iv),
√
npri
(
wˆ
L
α(yˆ, y)−wLα(yˆ, y)
)
=
√
npri
{
Eˆ
[
λ˜Lα,yˆy(Z; η˜)−wLα(yˆ, y)
]
+ Eˆa
[
ξ˜Lα,yˆy(A,Z; η˜)
]
+ Eˆp
[
γ˜Lα,yˆy(Yˆ , Y,Z; η˜)
]}
+ op(1),
√
npri
(
wˆ
U
α (1− yˆ, y)−wUα (1− yˆ, y)
)
=
√
npri
{
Eˆ
[
λ˜Uα,1−yˆ,y(Z; η˜)−wUα (1− yˆ, y)
]
+ Eˆa
[
ξ˜Uα,1−yˆ,y(A,Z; η˜)
]
+ Eˆp
[
γ˜Uα,1−yˆ,y(Yˆ , Y,Z; η˜)
]}
+ op(1).
This means that
√
npri(µˆ
′
yˆy(α, w˜
L, w˜U)−µ′yˆy(α, w˜L, w˜U))
=
µ′1−yˆ,y(α; w˜
U , w˜L)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
√
npri
{
Eˆ
[
λ˜Lα,yˆy(Z; η˜)−wLα(yˆ, y)
]
+ Eˆa
[
ξ˜Lα,yˆy(A,Z; η˜)
]
+ Eˆp
[
γ˜Lα,yˆy(Yˆ , Y,Z; η˜)
]}
− µ
′
yˆy(α; w˜
L, w˜U)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
√
npri
{
Eˆ
[
λ˜Uα,1−yˆ,y(Z; η˜)−wUα (1− yˆ, y)
]
+ Eˆa
[
ξ˜Uα,1−yˆ,y(A,Z; η˜)
]
+ Eˆp
[
γ˜Uα,1−yˆ,y(Yˆ , Y,Z; η˜)
]}
+ op(1).
It follows that
√
npri(µˆ
′
yˆy(α, w˜
L, w˜U)−µ′yˆy(α, w˜L, w˜U))
=
√
npriEˆp
{
rn
[
µ′1−yˆ,y(α; w˜
U , w˜L)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
λ˜Lα,yˆy(Z; η˜)−
µ′yˆy(α; w˜
L, w˜U)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
λ˜Uα,1−yˆ,y(Z; η˜)
]}
+
√
npriEˆp
{
µ′1−yˆ,y(α; w˜
U , w˜L)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
γ˜Lα,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(α; w˜
L, w˜U)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
γ˜Lα,1−yˆ,y(Yˆ , Y,Z; η˜)
}
+
√
npriEˆa
{
(1− rn)
[
µ′1−yˆ,y(α; w˜
U , w˜L)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
λ˜Lα,yˆy(Z; η˜)−
µ′yˆy(α; w˜
L, w˜U)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
λ˜Uα,1−yˆ,y(Z; η˜)
]}
+
√
npriEˆa
{
µ′1−yˆ,y(α; w˜
U , w˜L)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
ξ˜Lα,yˆy(A,Z; η˜)−
µ′yˆy(α; w˜
L, w˜U)
wLα(yˆ, y) +w
U
α (1− yˆ, y)
ξ˜Lα,1−yˆ,y(A,Z; η˜)
}
+ op(1).
Similarly
√
npri(µˆ
′
yˆy(α, w˜
U , w˜L)−µ′yˆy(α, w˜U , w˜L))
=
√
npriEˆp
{
rn
[
µ′1−yˆ,y(α; w˜
L, w˜U)
wUα (yˆ, y) +w
L
α(1− yˆ, y)
λ˜Uα,yˆy(Z; η˜)−
µ′yˆy(α; w˜
U , w˜L)
wUα (yˆ, y) +w
L
α(1− yˆ, y)
λ˜Lα,1−yˆ,y(Z; η˜)
]}
+
√
npriEˆp
{
µ′1−yˆ,y(α; w˜
L, w˜U)
wUα (yˆ, y) +w
L
α(1− yˆ, y)
γ˜Uα,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(α; w˜
U , w˜L)
wUα (yˆ, y) +w
L
α(1− yˆ, y)
γ˜Uα,1−yˆ,y(Yˆ , Y,Z; η˜)
}
+
√
npriEˆa
{
(1− rn)
[
µ′1−yˆ,y(α; w˜
L, w˜U)
wUα (yˆ, y) +w
L
α(1− yˆ, y)
λ˜Uα,yˆy(Z; η˜)−
µ′yˆy(α; w˜
U , w˜L)
wUα (yˆ, y) +w
L
α(1− yˆ, y)
λ˜Lα,1−yˆ,y(Z; η˜)
]}
+
√
npriEˆa
{
µ′1−yˆ,y(α; w˜
L, w˜U)
wUα (yˆ, y) +w
L
α(1− yˆ, y)
ξ˜Uα,yˆy(A,Z; η˜)−
µ′yˆy(α; w˜
U , w˜L)
wUα (yˆ, y) +w
L
α(1− yˆ, y)
ξ˜Uα,1−yˆ,y(A,Z; η˜)
}
+ op(1).
Therefore, the lower bound estimator µˆ′yˆy(a, w˜
L, w˜U)− µˆ′yˆy(b, w˜U , w˜L) satisfies the following:
√
npri
[
µˆ′yˆy(a, w˜
L, w˜U)− µˆ′yˆy(b, w˜U , w˜L)−
(
µ′yˆy(a, w˜
L, w˜U)−µ′yˆy(b, w˜U , w˜L
)]
=
√
npriEˆp
{
rn
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜La,yˆy(Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; η˜)
]
− rn
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; η˜)
]}
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+
√
npriEˆp
{
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,1−yˆ,y(Yˆ , Y,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,1−yˆ,y(Yˆ , Y,Z; η˜)
]}
+
√
npriEˆa
{
(1− rn)
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜La,yˆy(Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; η˜)
]
− (1− rn)
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; η˜)
]}
+
√
npriEˆa
{
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,yˆy(A,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,1−yˆ,y(A,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,yˆy(A,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,1−yˆ,y(A,Z; η˜)
]}
+ op(1).
By Central Limit Theorem,
√
npri
[
µˆ′yˆy(a, w˜
L, w˜U)− µˆ′yˆy(b, w˜U , w˜L)−
(
µ′yˆy(a, w˜
L, w˜U)−µ′yˆy(b, w˜U , w˜L
)] d→N (0, V˜L)
where
V˜L = rE
{[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜La,yˆy(Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; η˜)
]
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; η˜)
]}2
+E
{
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,1−yˆ,y(Yˆ , Y,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,1−yˆ,y(Yˆ , Y,Z; η˜)
]}2
+
r
1− rE
{
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,yˆy(A,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,1−yˆ,y(A,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,yˆy(A,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,1−yˆ,y(A,Z; η˜)
]}2
.
Similarly, we can prove that the upper bound estimator µˆ′yˆy(a, w˜
U , w˜L)− µˆ′yˆy(b, w˜L, w˜U) satisfies that
√
npri
[
µˆ′yˆy(a, w˜
U , w˜L)− µˆ′yˆy(b, w˜L, w˜U)−
(
µ′yˆy(a, w˜
U , w˜L)−µ′yˆy(b, w˜L, w˜U)
)] d→N (0, V˜U)
where
V˜U = rE
{[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; η˜)
]
−
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜La,yˆy(Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; η˜)
]}2
+E
{
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,1−yˆ,y(Yˆ , Y,Z; η˜)
−
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,1−yˆ,y(Yˆ , Y,Z; η˜)
]}2
+
r
1− rE
{
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,yˆy(A,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,1−yˆ,y(A,Z; η˜)
−
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,yˆy(A,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,1−yˆ,y(A,Z; η˜)
]}2
.

Proof for Corollary 1 We can prove this corollary by following procedures in the proof of Theorem 2.

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B.10. Proof for Theorem 6
Proof for Theorem 6.
√
npri(µˆ(α,w
L)−µ(α,wL))
=
1
E [ηaux(α,Z)]
√
npri
(
Eˆp
[
I (ηˆpri(1,Z) + ηaux(α,Z)− 1≥ 0)
(
Yˆ + ηaux(α,Z)− 1
)]
−E [I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)]
)
+ op(1)
=
1
E [ηaux(α,Z)]
√
npri
(
Eˆp
[
I (ηˆpri(1,Z) + ηaux(α,Z)− 1≥ 0)
(
Yˆ + ηaux(α,Z)− 1
)
− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)
])
+ op(1)
+
1
E [ηaux(α,Z)]
√
npri
(
Eˆp [I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)]
−E [I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)]
)
.
Note that
√
npri
(
Eˆp
[
I (ηˆpri(1,Z) + ηaux(α,Z)− 1≥ 0)
(
Yˆ + ηaux(α,Z)− 1
)
− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (ηpri(1,Z) + ηaux(α,Z)− 1)
])
=
√
npri
(
Eˆp [(I (ηˆpri(1,Z) + ηaux(α,Z)− 1≥ 0)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)) (ηpri(1,Z) + ηaux(α,Z)− 1)]
)
+
√
npri
(
Eˆp
[
(I (ηˆpri(1,Z) + ηaux(α,Z)− 1≥ 0)− I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0))
(
Yˆ − ηpri(1,Z)
)])
+
√
npriEˆp
[
I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)
(
Yˆ − ηpri(1,Z)
)]
=
√
npriEˆp
[
I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)
(
Yˆ − ηpri(1,Z)
)]
+ op(1),
where the last equation can be verified by following the step II in the proof of Theorem 1 and the conditions
2 to 4 in Theorem 6.
Therefore,
√
npri(µˆ(α,w
L)−µ(α,wL))
=
√
npriEˆp
[
I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0) (η1(Z) + ηaux(α,Z)− 1)/E [ηaux(α,Z)]−µ(α,wL)
]
+
√
npEˆp
[
I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)
(
Yˆ − ηpri(1,Z)
)
/E [ηaux(α,Z)]
]
+ op(1)
=
√
npriEˆp
[
I (ηpri(1,Z) + ηaux(α,Z)− 1≥ 0)
(
Yˆ + ηaux(α,Z)− 1
)
/E [ηaux(α,Z)]−µ(α,wL)
]
.
Similarly, we can prove that
√
npri(µˆ(α,w
U)−µ(α,wU))
=
√
npriEˆp
[
[I (ηpri(1,Z)− ηaux(α,Z)≤ 0) (ηpri(1,Z)− ηaux(α,Z)) + ηaux(α,Z)]/E [ηaux(α,Z)]−µ(α,wU)
]
+
√
npEˆp
[
I (ηpri(1,Z)− ηaux(α,Z)≤ 0)
(
Yˆ − ηpri(1,Z)
)
/E [ηaux(α,Z)]
]
+ op(1)
=
√
npriEˆp
[[
I (ηpri(1,Z)− ηaux(α,Z)≤ 0)
(
Yˆ − ηaux(α,Z)
)
+ ηaux(α,Z)
]
/E [ηaux(α,Z)]−µ(α,wU)
]
+ op(1).
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Therefore,
√
npri
[
µˆ(α,wL)− µˆ(α,wU)− (µ(α,wL)−µ(α,wU))]
=
√
npriEˆp
[
I (ηpri(1,Z) + ηaux(a,Z)− 1≥ 0)
(
Yˆ + ηaux(a,Z)− 1
)
/E [ηaux(a,Z)]
−
[
I (ηpri(1,Z)− ηaux(b,Z)≤ 0)
(
Yˆ − ηaux(b,Z)
)
+ ηaux(b,Z)
]
/E [ηaux(b,Z)]−
(
µ(a,wL)−µ(b,wU))]+ op(1)
→N (0, VL),
where
VL =E
[
I (ηpri(1,Z) + ηaux(a,Z)− 1≥ 0)
(
Yˆ + ηaux(a,Z)− 1
)
/E [ηaux(a,Z)]
−
[
I (ηpri(1,Z)− ηaux(b,Z)≤ 0)
(
Yˆ − ηaux(b,Z)
)
+ ηaux(b,Z)
]
/E [ηaux(b,Z)]−
(
µ(a,wL)−µ(b,wU))]2.
Similarly,
√
npri
[
µˆ(α,wU)− µˆ(α,wL)− (µ(α,wU)−µ(α,wL))]
=
√
npriEˆp
[[
I (ηpri(1,Z)− ηaux(a,Z)≤ 0)
(
Yˆ − ηaux(a,Z)
)
+ ηaux(a,Z)
]
/E [ηaux(a,Z)]
− I (ηpri(1,Z) + ηaux(b,Z)− 1≥ 0)
(
Yˆ + ηaux(b,Z)− 1
)
/E [ηaux(b,Z)]−
(
µ(a,wU)−µ(b,wL))]
+op(1)→N (0, VU),
where
VU =E
[[
I (ηpri(1,Z)− ηaux(a,Z)≤ 0)
(
Yˆ − ηaux(a,Z)
)
+ ηaux(a,Z)
]
/E [ηaux(a,Z)]
− I (ηpri(1,Z) + ηaux(b,Z)− 1≥ 0)
(
Yˆ + ηaux(b,Z)− 1
)
/E [ηaux(b,Z)]−
(
µ(a,wU)−µ(b,wL))]2.

B.11. Proof for Appendix A.4
Proof for Corollary 2 According to the proof of Theorem 1,
√
npri
[
µˆ(a,wL)− µˆ(b,wU)− (µ(a,wL)−µ(b,wU))]
=
√
npriEˆa
{
(1− r) [λLa (Z;η)/pa−λUb (Z;η)/pb− (µ(a,wL)−µ(b,wU))]+ ξLa (A,Z;η)/pa− ξUb (A,Z;η)/pb}
+
√
npriEˆp
{
r
[
λLa (Z;η)/pa−λUb (Z;η)/pb−
(
µ(a,wL)−µ(b,wU))]+ γLa (Yˆ ,Z;η)/pa− γUb (Yˆ ,Z;η)/pb}+ op(1),
√
npri
[
µˆ(a,wU)− µˆ(b,wL)− (µ(a,wU)−µ(b,wL))]
=
√
npriEˆa
{
(1− r) [λUa (Z;η)/pa−λLb (Z;η)/pb− (µ(a,wU)−µ(b,wL))]+ ξUa (A,Z;η)/pa− ξLb (A,Z;η)/pb}
+
√
npriEˆp
{
r
[
λUa (Z;η)/pa−λLb (Z;η)/pb−
(
µ(a,wU)−µ(b,wL))]+ γUa (Yˆ ,Z;η)/pa− γLb (Yˆ ,Z;η)/pb}+ op(1).
The conclusion then follows directly from central limit theorem. 
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Proof for Corollary 3. Theorem 2 proves that VˆL
p→ VL and VˆU p→ VU , and we can analogously prove that
CˆVLU
p→CVLU . By Corollary 2 and Slutsky’s theorem,
√
np
[
VˆL CˆVLU
CˆVLU VˆU
]−1/2 [
µˆ(a,wL)− µˆ(b,wU)− (µ(a,wL)−µ(b,wU))
µˆ(a,wU)− µˆ(b,wL)− (µ(a,wU)−µ(b,wL))
]
d→N
([
0
0
]
,
[
1 0
0 1
])
.
We introduce the following shorthand notations:[
xˆ−x
yˆ− y
]
=
[
µˆ(a,wL)− µˆ(b,wU)− (µ(a,wL)−µ(b,wU))
µˆ(a,wU)− µˆ(b,wL)− (µ(a,wU)−µ(b,wL))
]
.
and [
p q
q r
]
:=
[
VˆL CˆVLU
CˆVLU VˆU
]−1/2
=
1
s
√
VˆL + VˆU + 2s
[
VˆU + s −CˆVLU
−CˆVLU VˆL + s
]
where s= det(Vˆ 1/2), and p, r > 0. Note that
pr− q2 = (VˆU + s)(VˆL + s)− CˆV
2
LU
s2(VˆL + VˆU + 2s)
=
2s2 + s(VˆL + VˆU)
s2(VˆL + VˆU + 2s)
=
1
s
> 0.
√
np
[
p q
q r
][
xˆ−x
yˆ− y
]
=
√
np
[
p(xˆ−x) + q(yˆ− y)
q(xˆ−x) + r(yˆ− y)
]
d→N
([
0
0
]
,
[
1 0
0 1
])
,
Thus asymptotically p(xˆ−x) + q(yˆ−y) and q(xˆ−x) + r(yˆ−y) are both asymptotically normal and they are
asymptotically independent. This means that for t=
√
1−β,
P
(
p(xˆ−x) + q(yˆ− y)≤Φ−1(t)/n1/2pri , q(xˆ−x) + r(yˆ− y)≥−Φ−1(t)/n1/2pri
)
→ t2 = 1−β
Note that
p(xˆ−x) + q(yˆ− y)≤Φ−1(t)/n1/2pri (83)
q(xˆ−x) + r(yˆ− y)≥−Φ−1(t)/n1/2pri . (84)
Eqs. (83) and (84) imply that
pq(xˆ−x) + q2(yˆ− y)≤ qΦ
−1(t)
n1/2pri
pq(xˆ−x) + pr(yˆ− y)≥−pΦ
−1(t)
n1/2pri
which in turn implies that
(pr− q2)(yˆ− y)≥−(q+ p)Φ
−1(t)
n1/2pri
=⇒ y≤ yˆ+ q+ p
pr− q2
Φ−1(t)
n1/2pri
=⇒ µ(a,wU)−µ(b,wL)≤ µˆ(a,wU)− µˆ(b,wL) + q+ p
pr− q2
Φ−1(t)
n1/2pri
.
Eqs. (83) and (84) also imply that
pr(xˆ−x) + qr(yˆ− y)≤ rΦ
−1(t)
n1/2pri
q2(xˆ−x) + qr(yˆ− y)≥−qΦ
−1(t)
n1/2pri
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which in turn implies that
(pr− q2)(xˆ−x)≤ (r+ q)Φ
−1(t)
n1/2pri
=⇒ x≥ xˆ− q+ r
pr− q2
Φ−1(t)
n1/2pri
=⇒ µ(a,wL)−µ(b,wU)≥ µˆ(a,wL)− µˆ(b,wU)− r+ q
pr− q2
Φ−1(t)
n1/2pri
.
Note that
q+ r
pr− q2 =
s+ VˆL− CˆVLU√
VˆL + VˆU + 2s
,
q+ p
pr− q2 =
s+ VˆU − CˆVLU√
VˆL + VˆU + 2s
.
Thus the following confidence interval achives (1−β) coverage asymptotically:[
µˆ(a,wL)− µˆ(b,wU)− det(Vˆ
1/2) + VˆL− CˆVLU√
VˆL + VˆU + 2 det(Vˆ 1/2)
Φ−1(t)
n1/2pri
,
µˆ(a,wU)− µˆ(b,wL) + det(Vˆ
1/2) + VˆU − CˆVLU√
VˆL + VˆU + 2 det(Vˆ 1/2)
Φ−1(t)
n1/2pri
]
.

Proof for Corollary 4 According to the proof of Theorem 5,
√
npri
[
µˆ′yˆy(a, w˜
L, w˜U)− µˆ′yˆy(b, w˜U , w˜L)−
(
µ′yˆy(a, w˜
L, w˜U)−µ′yˆy(b, w˜U , w˜L
)]
=
√
npriEˆp
{
rn
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜La,yˆy(Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; η˜)
]
− rn
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; η˜)
]}
+
√
npriEˆp
{
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
γ˜La,1−yˆ,y(Yˆ , Y,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,yˆy(Yˆ , Y,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
γ˜Ub,1−yˆ,y(Yˆ , Y,Z; η˜)
]}
+
√
npriEˆa
{
(1− rn)
[
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜La,yˆy(Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
λ˜Ua,1−yˆ,y(Z; η˜)
]
− (1− rn)
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Ub,yˆy(Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
λ˜Lb,1−yˆ,y(Z; η˜)
]}
+
√
npriEˆa
{
µ′1−yˆ,y(a; w˜
U , w˜L)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,yˆy(A,Z; η˜)−
µ′yˆy(a; w˜
L, w˜U)
wLa (yˆ, y) +w
U
a (1− yˆ, y)
ξ˜La,1−yˆ,y(A,Z; η˜)
−
[
µ′1−yˆ,y(b; w˜
L, w˜U)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,yˆy(A,Z; η˜)−
µ′yˆy(b; w˜
U , w˜L)
wUb (yˆ, y) +w
L
b (1− yˆ, y)
ξ˜Ub,1−yˆ,y(A,Z; η˜)
]}
+ op(1),
and symmetrically the decomposition of
√
npri
[
µˆ′yˆy(a, w˜
U , w˜L)− µˆ′yˆy(b, w˜L, w˜U)−
(
µ′yˆy(a, w˜
U , w˜L)−µ′yˆy(b, w˜L, w˜U
)]
can be obtained by switching L and U .
The conclusion then follows from central limit theorem. 
Proof for Corollary 5. By following the proof of Theorem 2, we can analogously prove that ˆ˜VL
p→ V˜L,
ˆ˜VU
p→ V˜U , and ˆ˜CVLU(yˆ, y) p→ C˜VLU(yˆ, y). The confidence interval result directly follows from the proof of
Corollary 3. 
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Appendix C: Supplementary Information for BISG
Literature on BISG and Other Proxy Methods. Fremont et al. (2005) provide a comprehensive review
on methods that use only geolocation or surname to impute unobserved race information and comment on
their relative strengths for different groups in a US context. As surname and geolocation proxies complement
each other, hybrid approaches like BISG were proposed to combine both (Elliott et al. 2008, 2009) and
extended to further include first name (Voicu 2018). In terms of the accuracy of race imputation, BISG has
been shown to outperform surname-only and geolocation-only analysis in many datasets, including medicare
administration data (Dembosky et al. 2019), mortgage data (Consumer Financial Protection Bureau 2014),
and voter registration records (Imai and Khanna 2016).
Background on BISG. The original BISG proxy method (Consumer Financial Protection Bureau 2014)
uses an individual’s surname Zs and residence geolocation Zg (census tract, ZIP code, county, etc.) as proxy
variables, and estimates the conditional probability of race labels, P(A= α |Zs,Zg) from the auxiliary dataset
(e.g. decennial census data). Specifically, BISG uses a na¨ıve Bayes classifier (Friedman et al. 2001, §6.6.3): it
assumes surname and geolocation are independent given race and uses Bayes’s law to combine two separate
estimates of the conditional probability of races labels given surname and geolocation, i.e., P(A= α |Zs) and
P(A= α |Zg) respectively. P(A= α |Zs) is typically estimated from a census surname list that includes the
fraction of different races for surnames occurring at least 100 times (Comenetz 2016). And, P(A = α | Zg)
is typically estimated from census Summary File I (US Census Bureau 2010). See Baines and Courchane
(2014) for more implicit assumptions in constructing the BISG proxy probabilities besides the naive bayes
assumption.
