In the article, two general approaches to analysis of large sparse networks are presented: fragment searching and matrix multiplication. These two approaches are applied to analysis of large genealogies. Genealogies can be represented as graphs in different ways: as Ore graphs, p-graphs, or bipartite p-graphs. We show that p-graphs are more suitable for searching for relinking patterns, whereas Ore graphs are better for computing kinship relations using matrix multiplication. Algorithms described in this article are implemented in the program Pajek.
Introduction
People collect genealogical data for several different reasons or purposes:
• Researchers in history, sociology, and anthropology (Hamberger, Houseman, Daillant, White, & Barry, 2005; White, Batagelj, & Mrvar, 1999) use genealogies to compare different cultures. In these researches, they consider kinship as a fundamental social relation.
• Individuals collect records about their families or about people living in a longer period on a selected territory, for example:
• Mormon genealogy (MyFamily.com, 2004) • Genealogy of the Sķofja Loka District (Hawlina, 2004) • Genealogy of American presidents (Tompsett, 1993) • There exist special genealogies where the relation is "nonbiological":
• Students and their Ph.D. thesis advisors (Theoretical Computer Science Genealogy; Johnson & Parberry, 1993) • Genealogies of gods of antiquity (Hawlina, 2004) .
Many programs for data entry and maintenance of genealogical records can be found on the market (GIM, Brother's Keeper, Family Tree Maker, etc.) , but only few analyses can be done using done using these programs. This was the reason to expand the program Pajek (Batagelj & Mrvar, 2006; White et al., 1999) with some procedures for the analysis and visualization of large genealogies. Pajek is a general program for the analysis and visualization of large networks. It is free for noncommercial use. GEDCOM (Family History Department, 1996 ) is a standard for storing and exchanging genealogical data which is used to interchange and combine data from different programs which were used for entering the data. The lines in Table 1 are extracted from the GED-COM file of European royal families (Royal Genealogies, 1992) .
GEDCOM Standard
From data represented in the described way, we can generate several networks, as explained in the following section. 
Ore-graph
In an Ore graph of genealogy, every person (INDI tag in the GEDCOM file) is represented by a vertex, and they are linked with relations: Marriage relation is represented by is a spouse of (FAMS or FAM ϩHUSBϩWIFE), represented with edges; and relation is represented by is a parent of (FAMC or FAM ϩ CHIL), represented by arcs pointing from each of the parents to their children-partitioned into the relations is a mother of (red dotted) and is a father of (blue solid) (see Figure 1 ).
p-graph
In a p-graph, vertices represent individuals (INDI not in FAM ϩHUSBϩWIFE) or couples (FAM ϩ HUSBϩWIFE). In case that person is not married, she or he is represented by p-graphs are usually also used for visual representation of genealogies. Because they are acyclic graphs, the vertices can be assigned to levels. Special algorithms for drawing genealogies are included in Pajek. As an example, part of the Bouchard genealogy (Beauregard, 1995) and its most relinked part are presented in Figures 3 and 4 .
Bipartite p-graph
A bipartite p-graph has two kinds of vertices-vertices representing couples (rectangles) and vertices representing individuals (circles for women and triangles for men)-therefore, each married person is involved in two kinds of vertices (or even more if he or 4 Social Science Computer Review
Figure 2 p-Graph
she is involved in multiple marriages). Arcs, again, point from children to their parents (see Figure 5 ).
Genealogies Are Sparse Networks
We shall call a genealogy regular if every person in it has at most two parents. Genealogies are sparse networks-the number of lines is of the same order as the number of vertices. In this section, some bounds on the number of lines in different kinds of regular genealogies are given (Mrvar & Batagelj, 2004) .
In a regular Ore genealogy (V, E, A), the set of vertices V is partitioned into two subsets: V i -set of individuals -single persons, and V m -set of married persons. Therefore, We shall say that such genealogy is usual. All genealogies in Table 2 are usual. Note that there exist genealogies in which | V i | ≥ M doesn't hold. For example, for a complete bipartite graph K3,3 (three men and three women married to each other, without children), we have | E | ϭ 9, | V | ϭ6, | V i | ϭ0, and Mϭ12.
Because in regular Ore genealogy, for every vertex v ∈ V for its input degree on directed part holds indeg A (v ) < 2, the upper bound for the number of arcs A is as follows: Therefore, we get in usual genealogies for the upper bound for the set of lines L (arcs and edges):
Connected components of p-graphs are almost trees-deviations from trees are caused by relinking marriages. For a p-graph (V p , A p ), we have Using also the equality 2 | E | ϭ| V m | ϩ M, we get and finally:
Because in most real-life genealogies, it holds also that | E | ≥ M, we get for V p for usual genealogies the following bounds:
In p-graphs for every vertex v ∈ V p for its output degree, it holds that outdeg(v ) < 2. Therefore, the number of arcs in a p-graph has the following upper bound:
For the number of vertices V b in a bipartite p-graph (V b , A b ), we have from where we get for usual genealogies the following bounds:
For the number of arcs A b , we have
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we get the bound which for usual genealogies simplifies to
Some Datasets
To check the results, let us take several large genealogies and look at the corresponding Ore and p-graphs. A comparison of an Ore graph and a p-graph is given in We can see that all genealogies are really very sparse. Because the first five genealogies from Table 2 are used in the following examples, let us introduce them in more detail first.
• Loka.ged is a genealogy of people who were living (or are still living) in Škofja Loka District (in the western part of Slovenia). The number of records in this data set is still growing. The genealogy was collected by P. Hawlina (2004) .
• Silba.ged stores the genealogy of Silba Island. Silba is one of the middle-sized islands in Croatia, close to Zadar. These records were also collected by P. Hawlina ( ). Here, we expect high relinking because of special geographical position (isolation).
• Ragusa.ged is a genealogy of Ragusan noble families living between the 12th and 16th centuries (Dremelj, Mrvar, & Batagelj, 2002; Mahnken, 1960) . Ragusa is an old name for Dubrovnik, Croatia. High relinking is expected because of Ragusa's geographical position, and very restrictive marriage rules were taken into account (e.g., a member of a noble family is supposed to marry another member of a noble family).
• Tur.ged is a genealogy of Turkish nomads (White et al., 1999) . Among nomads, a relinking marriage is a signal of commitment to stay within the nomad group; therefore, again, high relinking is expected.
• Royal.ged is a public domain GEDCOM file containing information on 3,010 individuals of European royalty and their marriages (Royal Genealogies, 1992) .
Comparison of Different Presentations
p-graphs and bipartite p-graphs have many advantages (see White et al., 1999): • There are fewer vertices and lines in p-graphs than in corresponding Ore graphs.
• p-graphs are directed, acyclic networks (what enables us to draw p-graphs in layers).
• Every semicycle of the p-graph corresponds to a relinking marriage. There exist two types of relinking marriages:
• Blood marriage: in which the man and woman from the couple have a common ancestor (e.g., marriage between brother and sister).
• Nonblood marriage: For example, two brothers marry two sisters from another family.
• p-graphs are more suitable for most analyses.
Bipartite p-graphs have an additional advantage: We can distinguish between a married uncle and a remarriage of a father (see Figures 2 and 5). They enable us, for example, to find marriages between half-brothers and half-sisters. Some examples are given in the following sections.
Relinking Index
The relinking index is a measure of relinking by marriages among persons belonging to the same families.
Let n denotes number of vertices in a p-graph, m the number of arcs, k the number of weakly connected components, and M the number of maximal (or last) vertices (vertices having output degree 0, M > 1).
If a p-graph is a forest (i.e., consists of trees), then m ϭn Ϫ k, or k ϩm Ϫ n ϭ0. In a regular genealogy, m < 2(n ϪM) ϭ2n Ϫ2M.
This is called the relinking index (RI):
If we take a connected genealogy (selected weakly connected component), we get
For a trivial graph (having only one vertex), we define RI ϭ0. (See also White et al., 1999.) RI has some interesting properties: • 0 < RI < 1
• RI ϭ0 (no relinking) if and only if the network is a forest/tree (m ϭn Ϫk).
• For a cycle h ϭm/2 ϭn/2, RI ϭ1/ (2h 21) (the higher the depth, the weaker the relinking).
For a cycle of depth 3 (6 vertices), RIϭ1/5.
• There exist genealogies having RIϭ1 (the highest relinking). Figure 6 presents such situations.°M arriage between brother and sister (n ϭ2, m ϭ 2, k ϭ1, M ϭ1)°T wo brothers married to two sisters from another family (n ϭ 4, m ϭ4, k ϭ1, M ϭ2)°A more complicated situation (n ϭ9, m ϭ12, k ϭ1, M ϭ3)
Arbitrary large genealogies with RI ϭ1 exist. Often, we determine the relinking index for the largest biconnected component in a given genealogy (see the last rows in Table 3 ).
Relinking Patterns in p-Graphs
In Figure 7 , all possible relinking marriages in p-graphs containing from 2 to 6 vertices are presented (subtypes and variants as to sex are not included). Patterns are labeled in the following way:
• First character: A is a pattern with a single first vertex (vertex without incoming arcs), B is a pattern with two first vertices, and C is a pattern with three.
• Second character: number of vertices in pattern (2, 3, 4, 5, or 6).
• Last character: identifier (if the first two characters are identical). It is easy to see that patterns denoted by A are exactly the blood marriages. All others are nonblood marriages. Also, in every pattern, the number of first vertices (vertices with property indeg(v)ϭ0) equals the number of last vertices (vertices with property outdeg(v)ϭ0).
In Pajek, searching for relinking marriages can be performed using general fragment searching, which was included in Pajek in June 1997. For this purpose, we define a fragment (e.g., one of the graphs in Figure 7 ) and execute the command for searching for all occasions of the fragment in selected genealogy. We can use Macro Language or Repeat Last Command to search for all fragments in Figure 7 .
Comparing Genealogies
Using frequency distributions for different patterns, we can compare different genealogies. As examples, let us take five genealogies mentioned in Table 2 . Frequency distributions are given in Table 3 .
The number of individuals in the Tur genealogy is much lower than in others, the Silba and Ragusa genealogies are approximately the same size, and Loka is a much larger genealogy, all of which we must also take into account. We take this into account in Table 4 with normalized frequencies for number of couples in the p-graph ϫ1,000. It can be easily noticed that most of the relinking marriages happened in the genealogy of Turkish nomads, the second highest incidence is in the Ragusa genealogy, and relinking marriages in other genealogies are much less frequent.
Several other characteristics can be found by looking at Tables 3 and 4: • Probability of generation jump for more than one generation is very low (patterns A4.2, A5.2, and A6.3 do not appear in any genealogy; pattern A6.2 appears twice in the Silba genealogy and once in the royal genealogy; and pattern B6.4 appears five times in Ragusa and three times in Tur).
• In Tur, there are many marriages of types A4.1 and A6.1 (marriages among grandchildren and great-grandchildren). Such marriages are allowed among nomads but not in the other four genealogies. 
Figure 7 Relinking Marriages (p-Graphs With 2 to 6 Vertices)
• For all genealogies, the number of relinking "nonblood" marriages (e.g., patterns B4, B5, C6, B6.1, B6.2, B6.3, and B6.4) is much higher than the number of blood marriages (see the middle part of the table). That is especially true for Ragusa, where for "critical" marriages, special permission from the pope was needed. There were also economic reasons for nonblood relinking marriages: to keep the wealth and power within selected families.
Overall patterns of kinship relations reflect cultural norms for marriage: Who are allowed to marry? Property is handed down from one generation to the next along family ties, so marriages may serve to protect or enlarge the wealth of a family; family ties parallel economic exchange (de Nooy, Mrvar, & Batagelj, 2005) .
In Figure 8 , an example of nonblood relinking marriage in Ragusan nobility genealogy is shown. In this case, one couple (Junius Zrieva and Margarita Bona) belongs to three relinking marriages of type B4 (brothers and sisters exchanging partners from the same families).
In Figure 9 , an example of two connected blood relinking marriages is shown. In this case also, generation jumps are present.
Using p-graphs, we cannot distinguish persons married several times from those married once. In this case, we must use bipartite p-graphs.
Using bipartite p-graphs, we can find marriages between half-brothers and half-sisters (as seen in the pattern on the left side of Figure 10 ). In the five genealogies, we found only one such example in Royal.ged (see the right side of Figure 10 ).
There exist marriages between half-cousins (Figure 11 , left). We found one such marriage in the Loka genealogy (right side of Figure 11 ) and four in the Turkish genealogy. 
Network Multiplication
To a simple two-mode network N ϭ(I, J, E, w), where I and J are sets of vertices, E is a set of edges linking I and J, and w : E → is a weight, we can assign a network matrix W ϭ[w ij ] I ϫ J with the following elements: w ij ϭw(i,j) for (i,j) E, and w i j ϭ0 otherwise.
Given a pair of compatible networks N A ϭ(I, K, E A , w A ) and N B ϭ(K, J, E B ,w B ) with corresponding matrices A I ϫK and B K ϫJ , we call a product of networks N A and N B the network N C ϭ(I, J, E C , w C ), where E C ϭ{(i,j): i I, j J, c ij ≠ 0} and w C (i,j) ϭ c ij za (i,j) E C . The product matrix C ϭ[cij] I ϫJ ϭA*B is defined in the standard way: In the case when I ϭK ϭJ, we are dealing with ordinary one-mode networks (with square matrices). In the case of large sparse networks, the main problem with the product is that it needs not to be sparse itself. It is easy to prove that if at least one of the sparse networks N A and N B has a small maximum degree on K, then also the resulting product network N C is sparse and can be efficiently computed. For details about fast sparse network multiplication, see Batagelj and Mrvar (in press ). The fast sparse network multiplication was included in Pajek in April 2005.
Basic Kinship Types
Anthropologists typically use a basic vocabulary of kin types to represent genealogical relationships. One common version of the vocabulary for basic relationships (Fischer, 2005) is given in Table 5 . At the bottom of the table, some derived relations are added (uncle, aunt, semisibling, grandparent, grandfather, and niece) . The last three columns show additional properties of some relations (symmetric, transitive, and acyclic relation). In the table, a different character (°) is used for an "almost transitive relation," a relation which is transitive if the unit relation is added to it.
Calculating Kinship Relations
Pajek generates three relations when reading genealogy as an Ore graph: To compute all other kinship relations, we additionally need two binary diagonal matrices to distinguish between male and female:
• J: female (1: female; 0: male) • L: male (1: male; 0: female)
Other basic relations can be obtained from relations M, F, E, J, and L by running given macros which perform the following matrix operations (most of them include matrix multiplication):
• is a parent of (P ϭF ∪M)
• is a child of (C ϭP T )
• is a daughter of (D ϭJ * C)
• is a son of (S ϭL * C)
• is a wife of (W ϭJ * E)
• is a husband of (H ϭL * E)
• is a sibling of (G ϭ((F
T * F) ∩ (M T *M)) / I)
• is a sister of (Z ϭJ * G)
• is a brother of (B ϭL * G)
Several derived relations can be computed, for example:
• is an aunt of (A ϭZ * P)
• is an uncle of (U ϭB * P)
• is a semisibling of (G e ϭ(P
T * P) / I)
• is a grandparent of (g P ϭP 2 )
• is a grandfather of (g F ϭF * P ϭL * gP)
• is a niece of (Ni ϭD * G)
The macros mentioned are available in Pajek distribution. After loading a genealogy as an Ore graph, we run a selected macro (e.g., is an uncle of ) and obtain as a result a network with the new relation (uncle) added to the list of already existing relations (by reading, only the relations spouse, father, and mother are generated).
Sizes of Kinship Relations in Genealogies
As an example, we took the five genealogies mentioned in previous sections and computed the sizes of their kinship relations (Table 6 ). We added the number of individuals in the bottom row. To make comparison easier, we normalized the numbers by the cardinality of the parent (or child) relation. The result is shown in Table 7 . We can see that all obtained relations are sparse. The densest relation is uncle, but still its density is less than two times that of the parent relation. 
Other Analyses
People collecting data about their genealogies are interested in several other "standard" analyses. Let us look at some other analyses that can be performed in Pajek and give us some interesting results. Bear in mind, however, it is true that some of these analyses are interesting only from the perspective of individuals collecting the data.
Tracking changes in relinking patterns over time would give us insight whether the rules regarding "what is allowed and what is not" in different cultures are changing over time.
Special situations (outliers) can be found very easily, for example individuals married several times and individuals having the highest number of children. In some genealogies, we can find a lot of interesting multiple marriages. Figure 12 shows several multiple marriages in Royal.ged. We can see that Henry VIII was married six times, and one of his wives (Catherine Parr) was married four times. Henry VIII had been betrothed to his brother's (Arthur Tudor) widow, Catherine of Aragon.
For large genealogies, some paths to famous people are "a wish" for several individuals. Checking whether two selected individuals are relatives and searching for the shortest genealogical connection between them can be performed using a simple shortest path search.
Searching for all ancestors or descendants of a selected person and searching for a person with the highest number of known ancestors or descendants are other easy tasks for network analysts.
Simple statistics, like the highest difference in age between husband and wife, the oldest or youngest person at the time of marriage, and the oldest or youngest person at the time of a child's birth, can also be found easily.
Searching for the longest matrilineage and especially patrilineage is important to find families with a long tradition, because family names are the father's surname in most Western societies.
Finally, we must say that often the special situations which we find in genealogies are just the result of errors made in data entry. In this case, we can still consider the results of analysis useful, namely, as a data consistency check. 
