Ecole Nationale Sup erieure des T el ecommunications / CNRS URA 820 / GdR TdSI, 46 rue Barrault, 75634 PARIS Email:: cardoso, Abstract| In the narrow band array processing context, the use of higher-order statistics has been often advocated because consistent and asymptotically unbiased parameter estimates can be obtained without it being necessary to know, to model or to estimate the spatial covariance of the noise as long as it is normally distributed. However, experimentation shows that this`noise insensitivity' is traded for increased variability of the parameter estimates. The main purpose of this contribution is to derive and work out closed form expressions of the asymptotic covariance of MUSIC-like direction-of-arrival estimates based on two fourth-order cumulant matrices: the diagonal slice and the contracted quadricovariance. This is compared to the standard covariance based MUSIC estimate establishing on a rational basis the domain of applicability of higher-order statistics for DOA estimation. In particular, the actual impact of the noise variance and of the dynamic range of the sources is investigated. This asymptotic performance analysis is achieved within a general framework, which we believe to be of general interest.
Introduction

C
URRENT narrow-band array processing techniques are based on the second-order statistics of the received signals. In many situations, the received signals are non-Gaussian: they convey valuable statistical information in their moments of order greater than two (this is in particular true when considering communications signals.) In these circumstances, it makes sense to develop array processing techniques using this higher-order information. Of particular interest are the algorithms based on higher-order cumulants of the array output, since these statistics show the distinctive property of being, in a certain sense, insensitive to Gaussian noise, making it possible to devise consistent parameter estimates without it being necessary to know, to model or to estimate the noise covariance.
The signals of interest, in the context of narrow-band array processing, are most of the time complex`circular', which implies that their third-order cumulants are zeros. To cope with these signals, it is thus necessary to use even order cumulants. Computational considerations as well as robustness to noise dictates the use of 4th-order cumulants. Of course, there are morè quadruples' than`pairs' of indices; this larger number of statistics can be exploited to nd the solution of identi cation problems which could not have been solved using 2nd-order statistics only (such as blind identi cation of the directional vectors 1]).
In many situations, however, it is su cient to deal with a reduced set of cumulants. This is in particular the case of direction of arrival (DOA) estimation using a calibrated array, which is the problem addressed in this contribution. In the sequel, we consider two 4th-order cumulant-based matrices, the diagonal slice 2], 3] and the contracted quadricovariance 4], 5]. These two matrices show the desirable properties of retaining su cient information for identi cation of the DOA parameters in Gaussian noise with unknown spatial covariance, requiring an overall computational e ort similar to the second-order techniques. These cumulant matrices have the same size as the second-order covariance: from their column space, the DOAs can be estimated using the MUSIC algorithm just as with covariance-based MUSIC 6] . This o ers the opportunity for a close comparison between 2nd-and 4th-order techniques. Fourth-order methods are generically`insensitive' to additive Gaussian noise in the sense that asymptotically unbiased estimates can be obtained without modelling the noise structure, but this desirable feature is traded for increased variability. This e ect has been investigated in several contributions, mainly based on numerical simulations and evaluations (see for example 7] , 8], 9]) but closed-form expressions for the covariance of the DOAs have never been worked out. It is the main purpose of this paper to derive such expressions and to discuss the respective merits of 2nd-and 4th-order statistics. In particular, the actual impact on asymptotic performance of the noise variance and of the dynamic range of the sources is evidenced, helping to determine the domain of applicability of 4th-order techniques.
The paper is organized as follows. In section I, the generic problem of DOA estimation in narrow-band array processing context is reviewed. In section II, the two cumulant matrices under consideration are de ned; MUSIC-like algorithms for DOA estimation are then derived. In section III, a general functional approach providing a common unifying framework for asymptotic performance analysis is presented. It is used in section IV to derive closed-form expressions of the asymptotic covariance of the DOA estimates. These expressions are further investigated in section V via explicit workouts in some simple scenarios. Some technical details and calculations are given in appendix.
I. Problem formulation.
Let an array of m sensors receive n narrow-band plane waves from n discrete sources. In complex notations, the m-vector of sensor outputs is modelled by the following relation y(t) = x(t) + b(t) = A( )s(t) + b(t) (1) The n 1 real vector = 1; ; n] T corresponds to the unknown signal parameters, referred to as the direction-of-arrivals (DOA); the columns of the matrix A def = A( ) are the directional vectors: A def = a( 1); :::;a( n)]. The n 1 vector s(t) = s1(t); ; sn(t)] T contains the complex envelopes of the emitted signals and b(t) is a complex m 1 vector of additive noise. The m 1 vector a( i) models the array response to a unit amplitude wavefront having signal parameter i. The array manifold is de ned to be the set A = fa( )j 2 g for some region in DOA space. The set A is assumed to be known, either analytically or via some calibration procedure. It is also assumed to be unambiguous, i.e. for any collection of n, n m, distinct DOAs i, the corresponding vectors a( i) are linearly independent. Equivalently, the matrix A( ) is assumed to be full rank, for all values of .
Each emitter waveform sp(t) is modelled as a sequence of independent and identically distributed (i.i.d) complex random variables. The distribution of each random variable sp(t) is assumed to be non-Gaussian circular 1 with nite moments up to the 8th-order and non-vanishing 4th-order cumulant. We also assume that the signal emitted by the sources are not fully correlated, i.e., the matrix Rs def = E(s(t)s(t) ) is full-rank (where s(t) denotes the conjugate-transpose of s(t)).
The additive noise, b(t), is modelled as an i.i.d. sequence of complex zero-mean Gaussian variables. The noise is assumed to be statistically independent from the signal waveforms; in contrast with 2nd-order methods, its spatial covari-
, is not assumed to be known. Finally, the array output is sampled at N discrete time instants y(1); ; y(N)]. Based on this snapshot, the number of signals and their directions of arrival must be estimated. We assume in the following that the number of signals is known and concern ourselves only with the problem of estimating the DOAs.
The second-order moments of the random vector s(t) are dened as j i = E(si(t)s j (t)) 1 i; j n (2) where si(t) denotes the i-th component of the vector s(t) and s j (t) is the j-th component of the vector s(t) (this notational convention applies throughout). Similarly, the 4th-order moments are jl ik = E(si(t)s j (t)sk(t)s l (t)) i; j; k; l n (3) Note that the 4th-order moments are de ned so that two out of the four factors are conjugated (they would be otherwise equal to zero, because of the circularity condition). The 2nd-and 4th-order cumulants of the random vector s(t) are de ned as 10], 9] j i = Cum(si(t); s j (t)) 1 i; j n (4) jl ik = Cum(si(t); s j (t); sk(t); s l (t)) 1 i; j; k; l n (5) Extension of these notations to moments of higher order is obvious and omitted for brevity. Under the circularity assumptions, the de nition of 2nd-and 4th-order cumulants reduces to 
II. Cumulant statistics for DOA estimation.
A. Cumulant matrices.
Under the above assumptions, the array output y(t); 1 t N, is an i.i.d sequence of non-Gaussian m-dimensional complex random vectors with covariance given by: R = R( ) = E(y(t)y(t) ) = ARsA H + Rb (8) Denoting a j i and a j i respectively the (i; j)-th entry of matrices A and A H (the transpose-conjugate of A), the array output 1 A complex random variable is said to be circular if its distribution is invariant under the multiplication by an arbitrary unit-modulus complex number; the same de nition applies for complex random vectors. covariance R = (r j i ) 1 i;j m is equivalently expressed as r j i = n X ; =1 a i a j + j i ; 1 i; j m (9) where j i denotes the (i; j)-th entry of the noise covariance matrix Rb. The array output covariance may be thought of as the set of all 2nd-order cumulants of the random vector y(t).
As a natural extension, the quadricovariance is de ned as the following set of 4th-order cumulants of the array output:
q jl ik = Cum(yi(t); y j (t); yk(t); y l (t)); 1 i; j; k; l m (10) The quadricovariance structure is readily obtained by rewriting the model (1) d j i = Cum(yi(t); y j (t); yj(t); y j (t)) 1 i; j m (13) Plugging expression (12) The contracted quadricovariance has a structure similar to à noise-free' 2nd-order covariance, the matrix Z playing the role of the covariance of the source signals (note, however, that this matrix depends on the DOAs, in contrast to the second-order case). This structure may be exploited for DOA estimation using standard subspace techniques. B. Sample cumulant matrices.
Fourth-order cumulant matrices are estimated from the snapshot y(1); ; y(N)] in the following way. For the diagonal slice, the estimateĈN is the direct sample counterpart of de nition (13) . Since 4th-order circular signals are considered, the 4th-order cumulants of the array output may be expressed in terms of 4th-order and 2nd-order moments as:
? E(yi(t)y j (t))E(yk(t)y l (t)) ? E(yi(t)y l (t))E(yk(t)y j (t))
Using de nition (13) and substituting the moments by their sample estimates, the following sequence of estimatorDN for the diagonal slice is obtained
where jyj(t)j denotes the modulus of yj(t). An estimate for the contracted quadricovariance can be derived along the same lines. Pinning the decomposition Eq. If no noise is present, the observation y(t) is entirely conned to the n-dimensional subspace spanned by the columns of the matrix A. Determining the DOAs from noise free observations is simply matter of nding the n unique elements of A that intersect this subspace. A di erent approach is necessary in presence of noise, since the observations are full-rank. The approach of 2nd-order as well as higher-order MUSIC is to rst estimate the dominant subspace of the observations and then to nd the elements of A which are in some sense closest to this subspace.
As outlined above, both the diagonal slice and the contracted quadricovariance are rank-defective, and the dominant subspace corresponds to the range of these matrices. In contrast to second-order methods, this property holds true regardless of the noise spatial covariance Rb: consistent estimates of the DOAs can be obtained without any a priori information about the noise spatial structure, as long as the noise is Gaussian and is independent from the signals. This property appears to be the strongest motivation for using higher-order statistics in the DOA estimation problem 2], 7], 4], 9], 12].
For simplicity, we assume in the sequel that the matrices Z and LL H , de ned in Eq. (18) and Eq.(15) respectively, are full rank for all values of the parameter 2 , (this is true in particular when the signals emitted by the sources are statistically independent; see appendix A; for a more general discussion, see 11]). In this case, the signal subspace corresponds to the span of the n left singular vector of D (respectively the n eigenvectors of C) associated to the n singular values of D (respectively the n eigenvalues of C) of largest magnitude. The orthogonal complement of the signal subspace is referred to as the noise subspace.
Whenever an estimate of the noise subspace has been computed from some cumulant matrix, the DOAs may be esti- and (ii) extracting the (m ?n) eigenvectors associated with the (m?n) eigenvalues of smallest magnitudes. In the following, we consider this equivalent procedure rather than the original one, since it allows to derive the performance of the DOA estimators in an uni ed framework.
III. Asymptotic performance analysis
In this section, we establish the asymptotic normality and derive closed form expressions for the MUSIC DOA estimates based on the 2nd-order covariance, the symmetrized diagonal slice and the contracted quadricovariance. To this purpose, we adopt the functional approach which consists in recognizing that the whole process of constructing DOA estimates is equivalent to de ning a functional relation between the DOA estimates^ N and the sample statisticsŜN they are inferred from. Herein, SN refers generically to the statistics under consideration:RN, PN orĈN. This functional dependence is denoted^ N =~ (ŜN).
It is shown below that the sequence of the sample statisticsŜN is asymptotically normal and that it`transmits' this property to the sequence of DOA estimates because the mapping~ is su ciently regular in a neighborhood of the true value of the statistic S = S( ). More speci cally, it is established that~ is di erentiable at S, so that the asymptotic covariance of^ N is linearly related to the asymptotic covariance ofŜN (see below theorem 1). Obtaining the asymptotic covariance of the DOA estimates is thus just a matter of (i) de ning the function~ , (ii) computing its di erential at point S (iii) computing the asymptotic covariance of the sample statistics (iv) combining the results.
This section is devoted to introducing the de nitions and theorems related to this general framework. In the next section, it is instantiated to the case of cumulant based MUSIC estimates.
De nition 1 (Covariance of a random hermitian matrix.) Df(S) is referred to as the di erential of the function f at point S.
In the case of real valued functions, F = R, the di erential Df(S) is known to be canonically associated with a m m hermitian matrix, also denoted for simplicity by Df(S) def = (Df(S) ) 1 ; m , so that Df(S) S = Tr(Df(S) S) (29) In practice, the matrix Df(S) is often conveniently computed from a rst order expansion of f at point S (see Eq.(32) for a particular instance).
Our derivations ultimately rely on the following theorem (directly adapted from theorem A of 14], pp. 122; see also 15], pp. 541-543 for related results). 
IV. Asymptotic performance of MUSIC estimates.
The asymptotic performance of DOA estimators based on the covariance, the contracted quadricovariance and the diagonal slice can be established along a common line because in the three cases, the DOA estimates are obtained from the sample estimatesRN,ĈN andPN according to the same procedure, namely the MUSIC algorithm.
A. The derivative of the MUSIC estimator.
The construction of MUSIC estimates is a two step procedure. First, an estimate of the noise projector is obtained from the eigendecomposition of the sample statistic. The DOAs estimates are then found as the minima of the null spectrum. The de nition of the function~ arises naturally from this construction. We rst de ne, in a neighborhood V of the true value of the statistic S = S( ) a matrix-valued function~ , which associates to each S 2 V the orthogonal projector on the subspace spanned by the eigenvectors corresponding to its eigenvalues of smallest magnitudes. The function~ is then de ned, in a neighborhood U of S, by a direct application of the implicit function 
The expansion of H jlvt ikus in terms of the cumulants of the array output (up to order 8) is given in appendix. Now, since the two 4th-order cumulant matrices under consideration (the symmetrized diagonal slice and the contracted quadricovariance) depend simply on the quadricovariance of the array output, the asymptotic covariance of their sample estimates also depend simply on (47). To get some insights into the actual performance of the estimators, we now present a work-out of these expressions under the simplifying assumption that the noise is spatially white Rb = I.
A. Second-order performance.
Regarding the second-order method, several simpli cations occur due to the special structure (12) of the quadricovariance of the array output. In particular, the contribution of 4th-order terms vanishes in the composition (50) with the noise projector thanks to the following cancellations Remark 2. In the limit of large SNR, the rst term of the r.h.s. of (56) is dominant, so that a( i) Ua( j) ' a( i) ?a( j).
Recalling that ? = (R ? I) # = (ARsA H ) # , we nd that a( i) Ua( j) is approximately equal the (i; j)-th entry of matrix R ?1 s . In particular, for uncorrelated source signals, matrix Rs is diagonal with i as its i-th diagonal entry so that in the large SNR limit :
We conclude that, for high enough SNR and uncorrelated sources, the MUSIC DOA estimates are uncorrelated (see 15] , 17] for similar results). Moreover, the asymptotic variance of the DOA estimate of each source depends only on the signalto-noise ratio for that particular source (the presence of other sources manisfests itself only via the geometrical factors hi); as shown below, this property does not extend to the higher-order methods herein investigated. B. Fourth-order performance. For the contracted quadricovariance, the derivation can be done along the same lines, let alone the large number of terms involved in the covariance of the sample statistic. Again, many terms cancel due to the orthogonality between signal and noise subspaces. This happens whenever an index belonging to the noise projector is composed with a quantity belonging to the true signal-subspace, such as the cumulants of the array output of order greater than 2. A detailed investigation of the many terms in the expression (74) of the covariance of the array output quadricovariance shows that only 8 terms do not vanish. After simpli cation, the covariance of the DOA estimator takes the 
Here, h jln ikm denotes the (i; j; k; l; m;n)-th entry of the array output hexacovariance:
h jln ikm = Cum(yi; y j ; yk; y l ; ym; y n ):
For the diagonal slice, the workout does not lead to a better understanding. The analytical expression is not included here for brevity. C. Single source case.
To get a better insight, we now specialize to the very simple case of a single source impinging on linear array with m sensors spaced at regular intervals of half a wavelength a( ) = 1; exp(j sin( )); ; exp(j (m ? 1) sin( ))] T (60) We denote respectively 1 the power of the source, k1 6 = 0 its 4th-order cumulant (kurtosis) and h1 its 6th-order cumulant.
The noise is assumed to be spatially white, i.e. Rb = I. 
where h1 = Tr( ( 1) M ( 1)) and where the coe cients a0; : : : ; a3 are given below for the three statistics under consideration.
Coe : R C DD H a0 1 .
The geometrical factor h1 is intrinsic to MUSIC-type estimators; it appears to be the same for 2nd-order and 4th-order methods. The only di erence lies in the coe cients of the expansion of the variance of the DOA estimator in powers of the signal-to-noise ratio. When the SNR is`high enough', the performance of the contracted quadricovariance and of the diagonal slice are dominated by the a0 factor, hence appearing to be equivalent. As for 2nd-order methods, the performance in this limit is inversely proportional to the SNR. Further insights are gained by rewriting a0 in terms of the moments of the source signal s1(t). Since s1(t) has been assumed to be complex circular, it comes a0 = 1 + E(js1(t)j 6 )E(js1(t)j 2 ) ? E 2 (js1(t)j 4 ) (E(js1(t)j 4 ? 2E 2 (js1(t)j 2 )) 2
Applied to the complex circular random variables s1(t) and s1(t)js1(t)j 2 , the Cauchy-Schwarz inequality yields E(js1(t)j 6 )E(js1(t)j 2 ) E 2 (js1(t)j 4 with equality when these two variables are proportional. In the circular case, this latter condition implies that s1(t) is distributed according to s1(t) = ( 0 with probability p, 0 p 1 e j with probability 1 ? p (63) where is a deterministic constant and is random variable uniformly distributed over ? ; ]. As a consequence, a0 is always greater than 1: at the limit of high SNR, performance of the 4th-order based MUSIC techniques under consideration are bounded from below by performance of 2nd-order MUSIC. But, for the particular class of source signals distributed according to (63), the 4th-order techniques under considerations achieve the same performance as 2nd-order MUSIC in the high SNR limit. We now turn to the case where noise is dominant. For 2nd-order MUSIC, expression (61) shows a`threshold e ect'. At the limit of high SNR, the performance varies essentially as 1=h1 1; At the limit of low SNR, the performance is dominated by the second term 1=mh1 2 1 . The transition between these two distinct regions occurs at the SNR value where the two contributions are equal, i.e. 1=h1 2 1 = 1=mh1 1. For the ULA linear array under consideration, the threshold is thus given by
The threshold e ect is stronger for 4th-order MUSIC, since the variance of the DOA estimate is dominated, in the low SNR limit, by the fourth power of the noise-to-signal ratio. De ning now the threshold thr as the value of the SNR for which the contribution of the rst term (high-SNR limit) becomes equivalent to the contribution of the last term (low-SNR limit), we get 2 + 5k1 +h1 1 3 It follows that the threshold for the contracted quadricovariance is signi cantly lower than the threshold for the diagonal slice, especially for large array size. In contrast to the high-SNR limit, where large source kurtosis does not improve the performance, large values ofk1 a ects favorably the variance of the DOA estimator at the limit of low SNR: it is indeed proportional to the inverse of the squared standardized source 4th-order kurtosis. Since the value of the standardized 4th-order kurtosis are not bounded, the DOA covariance may be arbitrarily low 21]. This would be for example the case for an impulsive source; nonetheless, one should be aware that in such case MUSIC technique is likely to be very sub-optimal.
D. Multiple sources, high SNR case.
We now address the case of n statistically independent sources impinging on the ULA array de ned in Eq.(60). We more speci cally discuss the in uence of the other sources on the variance of a particular DOA estimate. For the sake of simplicity, we only deal with the high SNR case: only the term of the rst order term in the noise power is evaluated. As previously, i, ki and hi respectively denote the variance, the 4th-order and the 6th-order cumulant of the i-th source (1 i n).
i denote the signal to noise ratio for the i-th source, i = i= andki andhi refer to the standardized 4th-order and 6th-order cumulants. For 2nd-order MUSIC, the rst order term in the asymptotic variance of a particular DOA estimate is (see Eq. (57) In contrast to 2nd-order MUSIC, the estimates for two distinct DOAs are not asymptotically uncorrelated: this may appear as a severe drawback of these methods, especially when (i) the sources are close in DOA space and (ii) the dynamic range of the sources is large. Here, again, the correlation of DOA estimates is inversely proportional to the standardized kurtosis of the sources: the DOA estimates appear uncorrelated for sources with very large kurtosis. We have only discussed here the case of the contracted quadricovariance, because it is more simply analytically handled. Numerical evaluations of the covariance of the DOA for the diagonal slice show that the performance of the DOA estimator of a weak source is even more severely a ected by the presence of strong sources (numerical examples are presented in 5]).
VI. Conclusion
This contribution addressed the problem of DOA estimation in the narrow-band array processing context using the 4th-order cumulants of the array output. We concerned ourselves mainly with two matrix-valued statistics: the diagonal slice and the contracted quadricovariance, which can be estimated at a cost similar to the 2nd-order covariance. Fourth-order techniques yield consistent estimation of the direction-of-arrivals without any a priori information about the noise spatial covariance, as long as the noise is Gaussian and independent from the source signals.
The functional approach was used to provide a common unifying framework in deriving closed form expressions for asymptotic performance of DOA estimates. Based on these expressions, a detailed comparison of 2nd-order and 4th-order techniques was undertaken in some simple scenarios: a single source/multiple independent sources impinging on a uniform linear array in spatially white noise.
The in uence of the SNR on the variance of the estimator was precisely quanti ed in the single source case. It appeared that 2nd-order and 4th-order techniques show similar performance at the limit of high SNRs. Beyond a certain threshold (typically related to the number of sensors in the ULA case), the variance of the estimates grows steeply with the noise level for 4th-order methods: the expansion of the variance in the inverse of the SNR shows terms up to the power of four for 4th-order methods while only a power of two entails the performance of 2nd-order method.
The study of the multiple independent sources case (under the assumption of large SNRs for all the sources) has evidenced, for 4th-order methods, a signi cant increase in the variance of the DOA estimate of a weak source in presence of stronger sources, a phenomenom which does not occur for 2nd-order MUSIC. This increase seems to prohibit the use of 4th-order method, even for large SNR, when the dynamic range of the sources is important.
Finally, the comparison of the asymptotic performance of DOA for 4th-order cumulant based statistics shows that the contracted quadricovariance outperforms the diagonal slice in many respects: it shows lower estimation variance and signicantly so for low SNR or for non equipowered sources. Appendix I. Independent Sources Since both Z and LL H depend on A and on the joint 4th-order cumulants of the signal emitted by the sources, it is difcult to state general conditions for these matrices to be full rank. This property can however be asserted for certain simple scenarios, for instance when the signals emitted by the sources are statistically independent.
In these circumstances, the cross-cumulants of the sources vanish, so that jl ik boils down to Provided that the 4th-order cumulants of the sources do not vanish, the matrix Z is thus full rank.
For the diagonal slice, a similar property can also be derived under the additional condition that all the sensors have identical directivity pattern: ai( ) = g( ), 1 i m. In these circumstances, it is easily found that the diagonal slice D and the contracted quadricovariance C are proportional. For an array of omnidirectional sensors with unit gain for each sensor ( jg( )j = 1), the proportionality factor is equal to m: D = mC.
II. Covariance of the sample cumulants
The covariance of the sample quadricovariance of the array output may be expressed as a sum of homogeneous products of cumulants up to order 8. The list of all possible such terms can easily be adapted from 16], pp 259-260; even for zero-mean variables, it shows an impressive 569 terms (or partitions). Fortunately, since we deal only with circularly distributed random variables, many of these terms vanish. 
