The problem of robust stability of uncertain neutral systems with time-delay is studied in this paper. A new free-matrixbased integral inequality is proposed, which is more tighter than existing ones. By using it to investigate the stability of neutral delay systems, less conservative stability conditions are obtained, which are presented in terms of linear matrix inequalities (LMIs). Two numerical examples are provided to illustrate the effectiveness and the reduced conservativeness of the method.
Introduction
Time delays are frequently encountered in many practical systems, such as chemical engineering systems, inferred grinding model, neural network, nuclear reactor, and population dynamic model [13, 14, 22, [24] [25] [26] . In many systems, the models of systems are described by functional differential equations of neutral type, which depend on the delays of state and state derivative. Physical examples of neutral time-delay systems include chemical reactors, distributed networks, dynamic process including steam and water pipes, microwave oscillators, and lossless transmission lines [2, 4, 7, 15] . On the other hand, time delays often cause instability and generation of oscillation. Thus, many approaches have been proposed to deal with the problem of specification requirements of neutral delay systems [10, 17, 19, 23] .
There are two main methods for the stability analysis of neutral systems with time delay: the direct Lyapunov method and the input-output approach [5] . The application of the direct Lyapunov method to neutral systems with constant delays requires a well-known assumption on the stability of the difference equation in [6] , where necessary and sufficient conditions for the stability of this difference equation are given in the frequency domain. It was shown that the descriptor model transformation approach to neutral systems with constant delays implies the stability of the difference equation and thus avoids a verification of the above assumption (see [3] ). To reduce the conservativeness of model transformation approach, He et al. proposed a free-weighting matrix approach in [12] . This approach was employed to investigate the stability and stabilization for neutral system with time-delay [17] . The discretizedLyapunov-functional method (e.g., [9] ) is one of the most efficient among them, but it is difficult to extend to the synthesis of a control system.
Using the Lyapunov-Krasovskii functional method to derive delay-dependent conditions, the reduction of conservativeness are from the following two aspects: choosing a suitable functional and obtaining a tighter bound on its derivative. To reduce the conservativeness of a simple Lyapunov-Krasovskii functional, two categories were proposed: (1) an augmented Lyapunov-Krasovskii functional [11] and (2) a delay-partitioning Lyapunov-Krasovskii functional (see [15, 23] and the references therein). The purpose of these two categories is to make a Lyapunov-Krasovskii functional containing more information. In addition, it is indispensable to take the derivative of the functional to derive a stability condition, and the main difficulty lies in the bounds of the integrals that appear in the derivative. Various methods are proposed for handling such integrals. Among them, the integral inequality method has extensively used because it can be applied to deal with the integral directly (see [8, 27] ). Recently, a new integral inequality based on the Wirtinger inequality was reported in [16] , which uses information not only on the augmented state but also on the integral of the state over the period of the delay. It was proved that this inequality is more tighter than the Jensen inequality. In addition, the free-matrix-based approach is proposed to reduce the conservativeness of the inequality in [20] and [21] .
In this study, inspired by [20] and [21] , a new free-matrix-based integral inequality is developed. The free matrices provide freedom in reducing the conservativeness of the resulting inequality. The new inequality was used to derive improved delay-dependent stability criteria for neutral delay systems. Two numerical examples are used to demonstrate the effectiveness of the method and its superiority over others.
Throughout this paper, the superscripts '−1' and 'T ' stand for the inverse and transpose of a matrix, respectively; R n denotes the n-dimensional Euclidean space; R n×m is the set of all n × m real matrices; P > 0 means that the matrix P is symmetric and positive definite; symmetric terms in a symmetric matrix are denoted by ' * '; I is an appropriately dimensioned identity matrix; and Sym{X} = X + X T .
Preliminaries
Consider the following neutral system, Σ, with time-varying structured uncertainties.
where x(t) ∈ R n is the state vector; A, A d and C are constant matrices with appropriate dimensions. The delay, h > 0, is assumed to be a constant satisfying h ∈ [h min , h max ]. The uncertainties are of the form
where H, E c , E a , and E ad are appropriately dimensioned constant matrices, and F(t) is an unknown real and possibly time-varying matrix with Lebesgue-measurable elements satisfying
where · is the Euclidean norm. First, the nominal system, Σ 0 , of Σ is discussed. It is given by
The following lemma is used to deal with a system with time-varying uncertainties.
Lemma 2.1 ([18]
). Given matrices Q = Q T , H, E, and R = R T > 0 with appropriate dimensions,
for all F(t) satisfying F T (t)F(t) R, if and only if there exists a scalar ε > 0 such that
To obtain the main results of this paper, the following improved free-matrix-based integral inequality is developed. Lemma 2.2. Let x : [α, β] → R n be a differentiable function. For symmetric matrices R ∈ R n×n , and Z 11 , Z 22 , Z 33 ∈ R 4n×4n , and any matrices Z 12 , Z 13 , Z 23 ∈ R 4n×4n , and
the following inequality holds:
3) 
It is easy to see that
Integrating the left-hand side of (2.4) from α to β yields
To sum up, we have
This completes the proof.
Remark 2.3. The free-matrix-based integral inequality is firstly proposed in [20] , which is shown less conservative than the Wirtinger inequality given in [16] . However, the inequality derived in this paper achieves some improvement over [20] . The double integral term of state are taken into consideration in (2.3). In addition, it is easy to prove that the inequalities presented in [16, 20] are special cases of (2.3).
Main results
This section presents new stability criteria derived using the new free-matrix-based integral inequality. The following nomenclature for vectors and matrices simplifies the representation.
Now, we present our first stability criterion.
Theorem 3.1. For given a scalar h > 0, the system (2.1) is asymptotically stable if there exist P(∈ R 4n×4n ) > 0, Q(∈ R 2n×2n ) 0, and R(∈ R n×n ) > 0, symmetrical matrices Z 11 , Z 22 , Z 33 ∈ R 4n×4n , and any matrices Z 12 , Z 13 , Z 23 , ∈ R 4n×4n and N 1 , N 2 , N 3 ∈ R 4n×n , U 1 , U 2 ∈ R n×n , such that the following LMIs are feasible,
where
T ,
T , Π 6 = e 1 − e 2 , Π 7 = e 1 + e 2 − 2e 3 ,
Proof. Choose the following Lyapunov-Krasovskii functional candidate
The derivative of V(x t ) iṡ
On the other hand, for any matrices U 1 and U 2 with appropriate dimensions, it is true that
Since Φ 0, from Lemma 2.2, we have
Adding the right side of (3.4) to (3.3) and applying (3.5) yielḋ
If Ξ 1 + Ξ 2 < 0, thenV(x t ) < 0. So, the system (2.2) is asymptotically stable. This completes the proof.
Extending Theorem 3.1 to a neutral system with time-varying structured uncertainties yields the following delay-dependent robust stability criterion.
Theorem 3.2.
For given a scalar h > 0, the system (2.1) is asymptotically stable if there exist P(∈ R 4n×4n ) > 0, Q(∈ R 2n×2n ) 0, and R(∈ R n×n ) > 0, symmetrical matrices Z 11 , Z 22 , Z 33 ∈ R 4n×4n , and any matrices
, and a scalar ε > 0, such that LMIs (3.2) and (3.6) are feasible,Ξ
T , and Ξ is defined in Theorem 3.1.
Proof. Replacing C + HF(t)E c , A + HF(t)E a , and A d + HF(t)E ad for C, A, and A d in (3.1), and applying Lemma 2.1 and the Schur complement [1] yields (3.6) and this ends the proof.
Numerical examples
Two numerical examples in this section illustrate the effectiveness and superiority of our method.
Example 4.1. Consider the following nominal neutral system, Σ 0 .
This example was discussed in [4, 7, 17] . In our method, all the free-matrices are determined by solving the corresponding LMIs. Table 1 summarizes the maximum upper bound computed by Theorem 3.1 for different c and those obtained by other methods. It is obvious that our method produces significantly better results than the others. Remark 4.2. The free-weighting matrices approach proposed in [12] and [17] , was regarded as an effective approach to derive delay-dependent condition. It is shown in this example that the approach proposed in this paper obviously outperforms that given in [17] .
Example 4.3. Consider a partial element equivalent circuit model of neutral type given in [10, 19, 23] , which is expressed as an uncertain system, Σ with
The maximum upper bounds calculated by Theorem 3.2 for different β are listed in Table 2 , along with the results provided by other methods. It is clear that the method in this paper provides less conservative results than existing ones. It should be pointed out that our results have small conservatism than those based on the delay-partitioning approach [23] , even if the partitioning number q = 5.
Remark 4.4. The delay-partitioning approach is widely used to reduce the conservativeness of delaydependent conditions and less conservative results can be obtained by the increase of the partitioning number. However, increasing the partitioning number results in the increase of dimension of LMIs. When the partitioning number is large, the computational burden increase sharply. [10] 0.3651 0.2522 0.1906 Yue's paper [19] 0.4064 0.2783 0.2079 Zhang's paper (q=2) [23] 
Conclusion
The stability of neutral system with time delay has been investigated in this paper. A new freematrix-based integral inequality has been developed that yields new less-conservative stability criteria for neutral delay systems. They were derived by employing an augmented Lyapunov-Krasovskii functional and utilizing the new inequality to bound its derivative. Numerical examples show the effectiveness of the method and its superiority over others.
