Abstract. We prove the following theorem: Let L be a finite lattice, x ∈L. Assume B is a set of elements of L which includes all complements of x and is included in the set of all upper (lower) semicomplements of x. Then ∆(L \ B) is nonevasive, in particular collapsible. This generalizes results of several previous papers, where, in different generalities, it has been proved that the mentioned complex is contractible.
Introduction
The study of topological properties of noncomplemented lattices may be said to have been triggered by a paper of H.H. Crapo [Cr] . Namely, as a trivial corollary of his celebrated complementation formula [Cr, Theorem 3] , one can derive that the Möbius function of a noncomplemented lattice is zero. On the other hand, the reduced Euler characteristic of an order complex of a poset (see Definition 2.1) is equal to the Möbius function evaluated on that poset. Hence, the conversion of Crapo's result into algebraic topology language gives: the reduced Euler characteristic of the order complex of a noncomplemented lattice is zero.
This was later strengthened by K. Baclawski, who showed in [Ba, Corollary 6 .3] that the order complex of a finite noncomplemented lattice is Z-acyclic (here and in the rest of the paper we often identify the poset with its order complex). Although Baclawski's approach was brilliant, using the Leray spectral sequence in an intricate way, it was far from being combinatorial and only yielded acyclicity.
A further improvement was made by A. Björner (see [B81, Theorem 3.3] ), where he succeeded in showing that a noncomplemented lattice is contractible. Also this proof used topology machinery, such as the Nerve Lemma. In the same year, in a more general situation, the poset was proved to be Q-acyclic by Björner and Baclawski [BB, Corollary 4] . Later in a joint paper of A. Björner and J.W. Walker a more precise result, known as the homotopy complementation formula [BW, Theorem 1.1], was given, enlightening the subject considerably.
The purpose of this paper is to explain the phenomena discovered in [Ba, B81, B94, BB, BW] in a purely combinatorial way. Namely, we shall prove that the simplicial complex associated to a lattice with a certain set of elements removed is nonevasive, in particular collapsible. Noncomplemented lattices are contained in the class of posets for which our result holds.
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The above mentioned result of A. Björner combined with a theorem that can be found in [Co] , allowed one to conclude that order complexes of noncomplemented lattices can be reduced to a point by a sequence of collapses and anticollapses. The results of this paper reveal that this reduction can actually be performed, avoiding anticollapses.
The theorem
Throughout the rest of this paper the symbol ∆ will denote an abstract simplicial complex, that is, a subset of the set 2
[n] such that {i} ∈ ∆, for i ∈ [n], and if both X ∈ ∆ and Y ⊂ X, then Y ∈ ∆. We will adapt the usual notions of the theory of abstract simplicial complexes, such as lk ∆ (σ), dl ∆ (σ), where σ ∈ ∆. For their description see for example [B95, (9.9) ].
Let P be a finite partially ordered set, shortly -a poset. We say that P is bounded if it contains largest and smallest elements, which we denote1 and0. All the posets in this paper are finite and bounded. We writeP = P \ {0,1}. For x ∈ P we denote P ≤x = {y ∈ P | y ≤ x} and P ≥x = {y ∈ P | y ≥ x}.
The main objective of this paper is to study topological objects associated to posets, as given by the following definition.
Definition 2.1. Given a finite bounded poset P , the order complex ∆(P ) is the simplicial complex on the vertex setP whose k-faces are the k-chains inP .
This construction is, of course, just a special case of the classifying space of a category [Qu, Se] .
For x ∈P , we have identities lk ∆(P ) (x) = ∆( P ≤x ⊕ P ≥x ) and dl ∆(P ) (x) = ∆( P \ {x}); here ⊕ denotes the ordinal sum of posets (see [St, Section 3 .2] for its definition).
The symbol L will always denote a finite bounded lattice. For x ∈L we write Co L (x) for the set of complements of x, i.e. the set {y ∈L | x ∧ y =0 and x ∨ y =1}; while Co ∨ L (x) will denote the set of upper semicompliments: {y ∈ L | x ∨ y =1}. Definition 2.2. A simplicial complex ∆ is called collapsible if it can be reduced to a single point by a sequence of elementary collapse steps. An elementary collapse step is a replacement of ∆ by another simplicial complex ∆ = ∆\ {σ, τ }, where σ, τ ∈ ∆ and σ is a proper face of exactly one simplex, namely τ .
See for example [B95, Section 11] for a survey of main results on collapsibility. Definition 2.3. We say that a simplicial complex ∆ on a finite number of vertices is nonevasive if either ∆ consists of only one vertex or there exists a vertex x ∈ ∆ such that both dl ∆ (x) and lk ∆ (x) are nonevasive.
There exist several equivalent definitions of nonevasive simplicial complexes in the literature; the one above is taken from [B95, (11.1) ]. Originally, nonevasive complexes were defined by Kahn, Saks and Sturtevant in [KSS] , in order to model the notion of argument complexity. A good survey on the properties of nonevasiveness can also be found there. For example it is proved in [KSS, Proposition 1] that nonevasiveness implies collapsibility and that the implication is strict. Another fact which follows at once from this approach is that a cone is always nonevasive. Now we present the main theorem of this paper.
Theorem 2.4. Let L be a finite lattice. Let x ∈L and let
. Then ∆(P ) is nonevasive, in particular it is collapsible. Remark 1. A particularly interesting special case is when B = Co L (x) = ∅, that is: when x has no complements, then ∆(L) is nonevasive.
Remark 2. For symmetry reasons, the theorem remains true if upper semicomplements are replaced by lower semicomplements.
Remark 3. The result of Theorem 2.4 can be translated to algorithmic language in the following way.
Let P be as in the formulation of Theorem 2.4. Assume A is a subset ofP which is not known in advance. One is allowed to ask questions of the type: "Is y in A? ", where y ∈P . Then there exists a strategy which in at most |P | − 1 questions determines whether the set A is a chain inP .
See [KSS, Section 3] for more detailed description of the interplay of topological and algorithmic properties of (non-)evasiveness.
Proof of Theorem 2.4.
We use induction on the number of elements in the poset P . Since x ∈P, we know that ∆(P ) is not empty. Furthermore, ifP consists of only one element, then ∆(P ) is a simplicial complex consisting of only one point, and hence is nonevasive by Definition 2.3.
Assume now that |P | > 1. In order to show that ∆(P ) is nonevasive, we shall find a suitable element y ∈P , for which we shall prove the following two claims:
Claim 2. ∆(P ≤y ⊕ P ≥y ) is nonevasive.
One way to show that ∆(Q) is nonevasive (for Q taken from the claims above) will be to write Q in the form L \ B , where L is some lattice, such that |L | < |L|, and Co
for some z ∈ L \ B , and to use induction. We divide the main part of the proof into two cases, depending on the choice of y. Case 1. There exists an element y, such that y is an atom of P and x ≥ y.
Proof of Claim
However, the identity x ∧ t = y is impossible in L, since then it would imply y ≤ x which we assumed to be false.
Proof of Claim 2. L = [y,1] is a lattice since it is an interval in the lattice L. Let z = x ∨ y. Since y is an atom and y ≤ x, we know that x ∧ y =0. On the other hand y / ∈ Co L (x), so z =1.
To show the last inclusion just note that if t∨x =1, then t∨z = t∨x∨y =1∨y =1.
Case 2. For every atom y ∈ P we have x ≥ y.
Letx be any coatom of P , such thatx ≥ x. We can simply replace x byx, since Co
that is, without loss of generality, we can assume that x is a coatom of P . Clearly Co
We finish the proof of Case 2 with an easy induction argument. We use induction on |C|. If |C| = 0, then P = L ≤x \ {0}, hence ∆(P ) is a cone and therefore nonevasive. Assume now that |C| ≥ 1 and let y be one of the minimal elements of C. Set P = P \ {y} and P = P ≤y ⊕ P ≥y . ∆(P ) is nonevasive by the induction hypothesis and ∆(P ) is a cone with apex x ∧ y, hence is nonevasive as well. So, by definition, ∆(P ) is nonevasive.
We would like to conclude this paper with the following comment. Recall the following theorem proved by Björner and Walker.
Theorem 2.5 ( [BW, Theorem 3.2] ). Let P be a poset having an element s such that the following two conditions are satisfied:
1. s ∨ x or s ∧ x exists for all x ∈ P ; 2. if x < y, s ∧ x does not exist, but s ∧ y does exist, then (s ∧ y) ∨ x exists. Then ∆(P ) is contractible.
Based on the evidence provided by this theorem, we make the following conjecture.
Conjecture 2.6. Under the conditions of Theorem 2.5 the complex ∆(P ) is nonevasive.
