The energy levels of the first few low-lying states of helium and lithium atoms in intense magnetic fields up to ≈ 10 8 − 10 9 T are calculated in this study. A pseudospectral method is employed for the computational procedure. The methodology involves computing the eigenvalues and eigenvectors of the generalized two-dimensional Hartree-Fock partial differential equations for these two-and three-electron systems in a self-consistent manner. The method exploits the natural symmetries of the problem without assumptions of any basis functions for expressing the wave functions of the electrons or the commonly employed adiabatic approximation. It is seen that the results obtained here for a few of the most tightly bound states of each of the atoms, helium and lithium, are in good agreement with findings elsewhere. In this regard, we report new data for two new states of lithium that have not been studied thus far in the literature. It is also seen that the pseudospectral method employed here is considerably more economical, from a computational point of view, than previously employed methods such as a finite-element based approach. The key enabling advantage of the method described here is the short computational times which are on the order of seconds for obtaining accurate results for heliumlike systems.
I. INTRODUCTION
The motivation to study atoms in magnetic fields of strength beyond the perturbative regime was in a large part due to the discovery of such fields being present in white dwarf stars [1] [2] [3] and neutron stars [4, 5] . The most commonly observed neutron stars -pulsars, have been observed to have magnetic fields on the order of 10 7 -10 9 T [6] . Magnetars [7] , which are strongly magnetized neutron stars, can have magnetic field strengths well in excess of 10 9 T. White dwarf stars on the other hand have somewhat less extreme fields, albeit still high, ∼ 10 2 -10 4 T [6] . At such high field strengths, a Zeeman-type perturbative treatment of the field [8] is not possible. The structure of atoms is considerably altered from the low field case.
The problem of atoms in magnetic fields has been tackled by various researchers since the 1970's using a variety of different methods. In the literature, there exist numerous studies of hydrogen [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] and many recent studies of helium [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] atoms in strong magnetic fields. There have also been studies conducted for molecules and chains of atoms for both hydrogen and helium atoms in strong to intense magnetic fields [38] [39] [40] [41] [42] [43] [44] [45] . Moreover, our recent investigation [46] using single-configuration Hartree-Fock (HF) theory [47] was seen to yield accurate upper bounds for the binding energies of hydrogen and helium in strong magnetic fields. Our later study [48] , obtained accurate binding energies for helium and lithium atoms in strong * SESE Exploration Postdoctoral Fellow, electronic address:
anand.thirumalai@asu,edu. † Canada Research Chair, electronic address: heyl@phas.ubc.ca. magnetic fields using a pseudospectral method. This approach was seen to be computationally far more economical than using our earlier finite-element based approach [46] .
In sharp contrast to the somewhat simpler two-electron systems, there is very limited work available in the literature for atoms with more than two electrons. One of the first studies to investigate atoms in intense magnetic fields, in particular the iron atom, was by Flowers et al [49] in 1977. This variational study extended the work due to the authors in Ref. [50] and obtained binding energies of iron atoms and condensed matter in magnetic fields relevant to neutron stars. Errors in this study were later corrected by Muller [51] . Other methods included density functional studies [52, 53] and also employed the Thomas-Fermi-Dirac method [54, 55] for estimating binding energies of atoms in intense magnetic fields. The first comprehensive HF studies of atoms with more than two electrons were carried out by Neuhauser et al [56, 57] for magnetic fields greater than 10 8 T, thus being directly relevant to neutron stars. Elsewhere, HF studies of atoms and molecules in intense magnetic fields were conducted by Demuer et al [58] , with results consistent with previous findings. All of the above treatises, Refs. [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] , concern themselves with magnetic fields in excess of 10 8 T, well into the so-called intense magnetic field regime. At these field strengths, the interaction of the electron with the nucleus of the atom becomes progressively less dominant, in comparison to its interaction with the field itself. One of the first studies to carry out a rigorous HF treatment of atoms with more than two electrons in strong or intermediate field strengths was Ref. [22] . Therein, they obtained estimates of the binding energies of a few low-lying states of lithium and carbon atoms, in low to strong magnetic fields. Elsewhere, Ivanov [59] and Ivanov & Schmelcher [35, 36, [60] [61] [62] [63] have over recent years, carried out detailed HF and post-HF studies of atoms with more than two electrons using a numerical mesh-method for solving the unrestricted HF equations [35] . The special meshes were so constructed as to facilitate finitedifference calculations in a two-dimensional domain using carefully selected mesh node points [64] . They were able to ascertain the binding energies of the first few lowlying states of low-Z atoms such as lithium, beryllium and mid-Z atoms such as boron and carbon etc., using this method. Moreover, using a gaussian basis of functions for expressing the wave functions of the electrons [28] [29] [30] [31] [32] [33] [34] , adopting a full configuration-interaction method, AlHujaj & Schmelcher [65, 66] have been able to estimate the binding energies of lithium and beryllium atoms in strong or intermediate magnetic fields, thereby improving upon previously obtained results. The sodium atom in a strong magnetic field has also been studied by GonzalezFerez & Schmelcher [67] obtaining estimates for the binding energies. Elsewhere, low lying states of the lithium atom have also been studied in strong magnetic fields using a configuration-interaction method, employing the socalled freezing full-core method both with [68] and without [69] correlation between electrons. Recently, Medin & Lai [41, 42] have also studied atoms and molecules and infinite chains of condensed matter in magnetic fields greater than 10 8 T, using density-functional-theory. Mori et al [26, 27] have studied mid-Z atoms in strong to intense magnetic fields using perturbation theory as well, obtaining results consistent with previous findings. In recent years Engel and Wunner and co-workers [70] [71] [72] [73] [74] have computed accurate results for several atoms in magnetic fields relevant to neutron stars with a variety of techniques involving finite-element methods with B-splines both in the adiabatic approximation and beyond the adiabatic approximation with more than one Landau level. These highly accurate formulations employ a fast parallel Hartree-Fock-Roothan code, in which the electronic wave functions are solved for along the z−direction, with Landau orbitals (and combinations of more than one level in the latter studies) describing the remaining parts of the wave functions. Elsewhere, different ab initio Quantum Monte-Carlo approaches [75, 76] have also been successfully employed for determining the ground states of atoms and ions in strong magnetic fields including lithium. Recently excited states of helium have also been computed quite accurately in intense magnetic fields using a fixed-phase Quantum Monte-Carlo approach [77] . The recent results of Schimeczek et al. [72, 73] for obtaining the ground state energies of atoms up to Z = 26, were obtained within only a few seconds of computing time for helium and helium like atoms. Such speeds are essential for coupling atomic structure codes with atmosphere models and spectral analysis codes for magnetized white dwarfs and neutron stars. However, the work of Schimeczek et al. [72] only concerns itself with the ground state configurations. The primary aim of the current study is to provide an accurate method for investigating the ground and excited states of atoms, which can be computed in a matter of seconds on run-of-themill computer architectures. The method described here provides a speed-up of a factor of 10 4 when compared with our earlier investigation using a finite-element discretization [46] . Computational times are comparable to the recently developed quantum monte-carlo methods due to Schimeczek et al. [72] . The method described in this study can be run on a distributed architecture for investigating multi-electron atoms.
It is also well known that post-HF methods such as configuration interaction (CI) or multiconfigration Hartree-Fock (MCHF) methods, yield considerable improvements with regard to the estimates of the upper bounds for the energies of various states. In the intermediate range of magnetic field strengths, where both the nucleus of the atom and the magnetic field have interactions with the electrons that are approximately equal in magnitude, the single configuration approximation then becomes increasingly ineffective with greater number of electrons. However, these methods are computationally more intensive than a single configuration calculation. Thus far, the most accurate CI methods involve decomposing the wave functions into a Gaussian basis set relying upon separation of variables in cylindrical coordinates [e.g. 65, 66] . These methods do however require a large set of basis functions. On the other hand, MCHF methods would require fewer basis functions, as the orbitals get optimized during the computation with the coefficients [e.g. 78]. Separation of variables and/or basis decompositions speed up the computation in these post-HF methods considerably. However, there do not exist hitherto, any fully two-dimensional (2D) post-HF studies of multi-electron atoms in intense magnetic fields. This is partly due to the computational overhead associated with adopting a fully 2D picture. Central to the development of such a method would be the fast and accurate computation of the single-configuration problem in a full 2D framework without any basis expansions and separation of variables. Wave functions so determined could be used directly in 2D configuration-interaction calculations or the problem could be cast into a MCHF framework. Moreover, obtaining accurate estimates of the energy levels of atoms, in particular low-Z atoms, in strong and intense magnetic fields will ultimately facilitate a proper understanding of the spectra of neutron stars and white dwarf stars. In order to achieve this, a large amount of accurate data needs to be made available for not only binding energies of several different states, but also oscillator strengths, as well as estimates of the energies associated with both bound-free and free-free electron transitions in a variety of magnetic field strengths. There is also the added complication of strong electric fields affecting the spectra of atoms moving perpendicular to the magnetic field; however that being said, estimating the binding energies due to intense magnetic fields is part of that picture. Thus the central aim of the current work is to take a step in that direction and provide accurate and readily calculable estimates of the binding energies of the first few low-lying states of the simplest low-Z atoms; helium and lithium, in strong and intense magnetic fields using a two dimensional single-configuration pseudospectral method of solution.
The method outlined in the current study is an extension of the method developed in our two previous studies Refs. [46, 48] .
II. THE HF EQUATIONS
We shall begin with the generalised singleconfiguration HF equations for an atom with n eelectrons and nuclear charge Z, in a magnetic field that is oriented along the z-direction. A derivation of the single-configuration HF equations can be found in our earlier work [46] , here we shall present only the salient points. The single configuration HF equation can be written in cylindrical coordinates as, where the length scale is in units of Bohr radii and the energy is scaled in units of Rydberg energy in the Coulomb potential of charge Ze (see below for definitions).
where ψ i and ψ j are the wave functions of the i th and j th electrons. The wave function of a given configuration of electronic orbitals is assumed to be given by a single Slater determinant as,
where A ne is the anti-symmetrization operator. The individual electronic wave functionsψ i are given by,
where i labels each of the n e electrons. The twodimensional single particle wave functions ψ i (ρ i , z i ) are taken to be real functions.
Integration with respect to the azimuthal coordinate, φ, has been carried out, prior to writing the result in Eq. (1) above. The contribution due to electron spin has also been averaged out a priori. It is to be mentioned in this regard, that in the current study we shall only be concerned with fully spin-polarised states (FSP), in other words all the electrons of the atom are assumed to be anti-aligned with the magnetic field. Such states have an exchange interaction between the electrons providing an extra coupling term in the HF equations, α E . Additionally, FSP states are seen to be the most tightly bound states in the intense field regime. The extension to partially spin-polarised configurations is easily achieved by eliminating the exchange term in the HF equations. In the current study, we have chosen to work in units of Bohr radii along with the definitions given below.
The Bohr radius for an atom of nuclear charge Z is given by a B /Z, where a B = /αm e c is the Bohr radius of the hydrogen atom. The magnetic field strength parameter β Z , is given by the expression β Z = B/(Z 2 B 0 ), where B 0 is the critical field strength at which point the transition to the intense magnetic field regime occurs [6] . This is defined as B 0 = (2α 2 m e 2 c 2 )/(e ) ≈ 4.70108 × 10 5 T. Thus, beyond a value of β Z ≈ 1, the interaction of the electron with the nucleus becomes progressively less dominant, as β Z increases. Based upon the above definition of β Z , it is convenient to classify the field strength [79] as low (β Z ≤ 10 −3 ), intermediate, also called strong (10 −3 ≤ β Z ≤ 1) and intense or high (1 ≤ β Z ≤ ∞). These definitions of the different magnetic field strength regimes are useful to remember when discussing the results in the latter part of this paper and for distinguishing between "strong" and "intense" magnetic field strengths. The energy parameter of the i th electron is defined as
the Rydberg energy of the hydrogen atom. For brevity we shall refer to the units of energy as E Z,∞ , which should be remembered as the Rydberg energy in the Coulomb potential of charge Ze. The quantity α = e 2 /(4π 0 c) ≈ 1/137 is the fine structure constant. In the current study, all the physical constants were used in SI units. Additionally, the magnetic field B, is taken to be in units of Tesla. Eq. (1) represents the N -coupled Hartree-Fock equations in partial differential form for an N -electron system with nuclear charge Z. The equations are coupled through the exchange interaction term between the electrons and as such the system of equations is solved iteratively. The discussion that follows is arranged in the following manner. In Section III, we shall describe the numerical methodology employed in the current study. For solving the system of partial differential equations we adopted a pseudospectral approach. The interested reader will find the entire method of discretizing and setting up the discrete problem using this approach in the appendix. Readers familiar with the method may wish to only read Sections III-V. In Section IV the results of the current study are provided alongside a discussion. Section V contains the the conclusions of the current study and avenues for further work are also discussed therein.
III. NUMERICAL DETAILS
The numerical solution of the coupled eigenvalue problem in Eq. (1) proceeds via the so-called self consistent field (SCF) method due to Hartree [47] . First we find a solution to the hydrogenic problem, i.e., Eq. (1) without the direct and exchange interactions. This yields ionic single electron hydrogenic wave functions in the Coulomb potential of charge Ze forming the initial estimates for the HF iterations. Second, using these estimates the elliptic partial differential equations for the direct and exchange interaction potentials in Eqs. (3) and (4) are solved. With these potentials now obtained, the coupled HF problem including the direct and exchange interactions in Eq. (1), is solved as an eigensystem. The exchange interactions which couple the equations are expressed using wave-functions from the previous iteration to solve the eigenvalue problem for each electron [88] . The eigenvalues obtained are the individual particle energies i and the normalized eigenvectors are the wave functions, ψ i (ρ i , z i ). The SCF iterations then proceed with the updated electron wave functions and the steps from the second step described above, are repeated until convergence.
A. Domain Discretization
The very first step in this direction is the discretization of the physical domain of the problem. By virtue of azimuthal symmetry and parity with respect to the z = 0 plane, it is sufficient to restrict the domain of the problem to 0 ρ, z ∞ [6, 46] . However, we solve the problem not in this semi-infinite domain, but rather in a finite but sufficiently large domain of size ρ max × z max . Whenever the domain of a problem is restricted, this introduces an error since the computational problem then becomes an approximation of the actual problem. Therefore in order to eliminate this error associated with truncating the domain, we employ a sequence of domains of increasing sizes, obtaining a converged result in the limit of the computational domain approaching the size of the physical domain of the problem.
In our computations, the size of the computational domain ρ max and z max (in units of Bohr radii) are given by,
where η = 1/4, 1/2, 1, 2 is a scaling factor used for setting up computations in a sequence of increasing domain sizes. The effect of the logarithmic term log 10 (β Z ), in the denominator is that it naturally makes the domain larger or smaller, depending on whether β Z < 1 or β Z > 1, respectively. With the maximum domain size thus defined, we can then compactify the finite domain [0, 1] with the transformation,
and
where α ρ = 99/ρ max and α z = 99/z max . Note that in our calculations we employed a square domain for achieving the best possible internally consistent convergence. Therefore in our work ρ max = z max and therefore α ρ = α z ≡ α, but the possibility remains for using different sizes and scalings in the two orthogonal directions for optimizing computational effort particularly in the intense field regime. With this compactification scheme, it is then possible to employ a Chebyshev-Lobatto spectral collocation method [80] with discrete points on the domain [−1, 1] ⊗ [−1, 1]. The details regarding the pseudospectral approach developed for solving the HF equations in Eq. (1) can be found in the appendix. An atomic structure software package based on this method was written in the high level programming language MATLAB R making particular use of its fast matrix manipulation algorithms. The eigenvalue problems described in Eqs. (A.25) and (A.33) are solved by discretizing the equations and solving the resultant algebraic eigenvalue problem. This ultimately produces a sparse matrix for the coupled eigenvalue problem (see the appendix and Fig. (8) therein) . Thus we can take advantage of this fact and employ a sparse matrix generalized eigensystem solver; the widely used package ARPACK which utilizes the implicitly restarted Arnoldi method (IRAM) [81] [82] [83] . The key advantage of employing IRAM is that the memory storage requirements are considerably reduced since the Arnoldi factorization generates a small Krylov subspace using a few basis vectors and only a handful of eigenvalues are computed in a given portion of the spectrum [82] [83] [84] . Since the Hamiltonian matrix that we are solving only has a few bound state solutions, employing IRAM for computing only a portion of the spectrum is therefore highly desirable and saves considerable computational effort, particularly for a two-dimensional problem where the discretisation can generate large matrices. This method was found to yield accurate results for the energy eigenvalues of the first few eigenstates of helium and lithium in intense magnetic fields. It was seen that generating a Krylov subspace with about 50 to 250 basis vectors was sufficient for determining around 15 to 100 eigenvalues in the vicinity of a given shift (σ), by employing the shift-invert algorithm [83] . Runs were carried out for different values of the magnetic field strength parameter β Z , in the range 5 × 10 −1 ≤ β Z ≤ 10 3 , for the cylindrical pseudospectral code. A typical tolerance of around 10 −10 was employed for the internal errors of ARPACK. It was observed during our runs that fast convergence was achieved; within about 3 − 6 HF iterations. A convergence criterion for the HF iterations was employed wherein the difference between the HF energies for two consecutive iterations was tested. Typically, a tolerance on the order of 10 −6 E Z,∞ was employed. Once the HF iterations attained convergence for a given level of mesh refinement, the total energy of the Hartree-Fock state under consideration is reported according to Eq. 2. Additionally for testing convergence of the pseudospectral method, we employed up to six different levels of mesh refinement for lithium and seven for helium, ranging from coarse to fine mesh i.e., N = 21, 31, 41, 51, 61, 71 and 81 mesh points in each direction, for a given domain size, ρ max × z max . Once a converged solution was obtained for a given domain size, using a sequence of meshes, a different value for the scaling parameter η was employed and the calculation was carried out again.
B. Computational speeds
One of the key enabling advantages of the method adopted in this study is the reduced computational time. The gain in speed is largely due to two reasons. First, since the eigenvalue problem represents a smooth elliptic one whose solution does not have discontinuities, a pseudospectral approach yields accurate results with the use of a small number of discretisation points or grid elements. Second, our code is implemented on a parallel architecture, where the number of processors (or cores) employed is equal to the number of electrons in the atom. With this trivial parallelization, the eigenvalue computation then proceeds in parallel for all the electrons, and the computational time is then determined by the electron for which the eigenvalue computation takes the longest time. The calculations for lithium for example took a total of about 20 seconds of computing time running on three Intel R Xeon R E5620 2.4 GHz processors, for obtaining accuracy
The fastest calculations we observed were for helium where the calculations converged on the order of about 10 seconds, with computations carried out on two processors, for achieving the same level of accuracy. These speeds are comparable to the recent results of Schimeczek et al. [72] who in their calculations achieve considerable speed up by first precalculating the inter-electron potentials and second by utilizing Landau states to describe the wave functions in the {ρ, φ} directions, thus only having to solve for the unknown z-part of the wave functions. In our approach, we are not restricted to the adiabatic approximation and the unknown wave function that is solved for is a twodimensional one, and the eigenvalue problem is therefore a fully coupled two-dimensional problem. Additionally, the inter-electron potentials in our approach are recalculated as the wave function gets optimized in each HF iteration, by solving elliptic partial differential equations, which adds to the computational times. This combination of speed and accuracy achieved in our computations is a result of spectral convergence. Figure 1 shows the dependence of computational time on both the level of domain discretization and the number of electrons in the problem, which is equal to the number of processors employed. The computational time increases roughly as O(N 3 ), where N is the number of grid points in each direction. The lines drawn through the data in Fig. 1 correspond to polynomials of degree 3. It can also be seen that the compute times increase with the number of electrons (n e ). However, it can be seen that this dependence scales more or less linearly, i.e., O(n e ). As a result, we expect that the method can be extended to mid-Z atoms with n e > 3, without incurring a large computational overhead. 
C. Limitations of the approach
The atomic structure package developed in this study also has certain limitations. First, since the method employed presently requires a finite domain, computations are required to be carried out on a sequence of domains to eliminate errors due to domain truncation. This could be circumvented by employing an adaptive scheme, wherein the wave functions at the exterior domain points (ρ, z → ∞) are required to fall below a certain threshold or tolerance [e.g. 72] while employing an exponential grid. This would however complicate the pseudospectral approach, although a key feature of using ChebyshevLobatto points is that the density of points is greatest at the end points of the domain, which may aid in resolving the wave function at the outer limits of the domain, should such a scheme be implemented. Second, the current work does not include relativistic corrections to the energies. For the magnetic field strengths considered herein, the relativistic corrections to the energies were estimated using the scaling formula in Ref [85] . Their results for the hydrogen atom were used for this purpose and the corrections were estimated to be on the order of 10 −6 E Z,∞ . This was seen to be smaller than the numerical errors arising from convergence of the entire numerical method including the extrapolation to the limit of a semi-infinite domain. Thus, while relativistic corrections are important, it was not possible to account for them accurately in the current study. Presently, the results are presented alongside a discussion in the following section.
IV. RESULTS AND DISCUSSION
The atomic structure software package developed in the current study extends our earlier computations for atoms in strong magnetic fields [46, 48] , towards the intense field regime, β Z 1. The states that were considered in this study are labelled using both the field-free and strong-field notations for the sake of clarity; these can be found in Table I which lists these different states of helium and lithium. In the presence of a magnetic field states can be characterized using the notation ν 2S+1 M πz , where M = Σ i m i is the total z− component of angular momentum. The summation is over all the electrons in the atom. This then forms a manifold within which different sub-spaces exist. The quantum number ν counts the excitation level within a given M−manifold and subspace symmetry. The spin multiplicity is given in the usual way as 2S + 1. Finally, the z−parity of the state is indicated using π z = ±1, indicating positive or negative parity. We studied the six most tightly bound states of each of these two atoms in the intense magnetic field regime (β Z 1). Within a given parity sub-space, typically there are crossovers that occur as the magnetic field is reduced and the reader is referred to Ref. [36] for an excellent discussion regarding ground state crossovers. Within each given parity sub-space, we considered the most tightly bound state in the intense field regime. 
For the states of helium listed in Table I , eigenvalues were determined using the numerical method described in Section III. We began with the lowest value of the domain scaling parameter η = 1/4. This yielded a domain with dimensions given according to Eq. (7), and this domain size depends on β Z . HF energies were then calculated using up to six different levels of mesh refinement in the domain. This enabled us to extrapolate the results to the limit of infinitely fine mesh, for a given domain size. Thereafter, the domain was rescaled to larger and larger values, corresponding to η = 1/2, 1, 2 and the computations repeated once again with different levels of mesh refinement for each value of η so chosen. Then, using the extrapolated values of the HF energy corresponding to infinitely fine mesh for each of the four domain sizes, a subsequent extrapolated value of the the HF energy (E HF ) was obtained, in the limit of the domain size approaching infinity. These are then the "converged E HF " values reported in Figs. 2 and 3 as well as in Table II . These figures show typical examples of spectral convergence that was achieved using our pseudospectral implementation, wherein the internal errors of the procedure diminish in an exponential fashion with mesh refinement. Figure 2 shows HF energies obtained from calculations for the 1 3 (0) + state of helium, in a magnetic field of strength β Z = 6.25. Meanwhile Fig. 3 shows convergence data for the 1 3 (−1) + state of helium in a magnetic field corresponding to β Z = 125. The spectral method converged to better than typically < 10 −6 E Z,∞ with mesh refinement within each domain size. At the higher end of the intense field regime, β Z > ∼ 500 there was some loss of accuracy in the convergence. In this region, the spectral method only converged to ≈ 10 −4 E Z,∞ with mesh refinement, particularly for the largest domain scaling parameter employed; η = 2. These HF energies for different mesh refinements were extrapolated to the limit of infinitely fine mesh using an exponential function which typically took the form ae bx +ce dx . The errors associated with the extrapolation procedure were typically on the order of 10 −6 E Z,∞ with a normalized R−squared value typically > 0.999 for the interpolating function employed. Again, at the upper end of the intense magnetic field regime, we noticed some loss of accuracy as the states become tightly bound, and for β Z > ∼ 500 the extrapolation procedure had an error on the order of 10 −5 E Z,∞ with a normalized R−squared of ≈ 0.98 on average. For the extrapolation to infinitely fine mesh, the average area per unit grid size in the domain (A E ≈ ρ max z max /N 2 ), was taken as the independent variable and the energies extrapolated to the limit of A E → 0, corresponding to infinitely fine mesh.
It can also be seen in Figs. 2 and 3 that by increasing the domain size (by increasing the domain scaling parameter η), the binding energies decrease. This clearly shows that a confinement energy is introduced when the domain of the problem is truncated which can lead to an overestimation of the binding energy. Additionally, in Figs. 2 and 3, it is readily seen that when the area of the domain is doubled, the difference in the binding energies are roughly halved, with each doubling. For
HF −E η=1 HF ), illustrating quadratic convergence of the method with increasing domain size. Graphically this can be seen in the approximate halving of the distance between the horizontal lines joining the data points, when the domain area is doubled. This convergence can be expressed as,
where
. This can be readily seen in Figs. 2 and 3 , where the converged E HF value is approximately twice as displaced from the data corresponding to E η=1/4 HF in comparison to the data corresponding to E η=1/2 HF . In order to numerically obtain a converged HF energy in the limit of the domain size approaching infinity, we employed an extrapolating function of the form ax 1/2 + b. The ordinates in this case were the four different converged HF energies in the limit of infinitely fine mesh in each of the four different domains, and the abscissae were the inverse domain areas, i.e. (ρ max z max ) −1 . Thus, extrapolating to zero inverse area corresponding to an infinite domain size yields the final converged HF energy indicated in Figs. 2 and 3, and it is these extrapolated values that are reported in Tables II and III. The error in the extrapolation to the limit of an infinite domain size was on the order of 10 −6 E Z,∞ with a normalized R−squared value of > 0.999 for the interpolating quadratic function. This extrapolation to the limit of infinite domain size eliminates the effect of introducing a confinement energy when the domain of the problem is truncated.
Inspection of Figs. 2 and 3 reveals that the singleconfiguration converged HF energy in the limit of an infinite domain size is in good agreement with the corresponding results due to Ref. [33] and Ref. [31] . The results obtained in this study therefore represent an upper bound for uncorrelated HF energies. These estimates can be improved using correlated post-HF methods, such as CI or MCHF methods, and the 2−D wave functions computed by our method can form the initial inputs. The difference between our results and those of Ref. [33] or Ref. [31] therefore convey a sense of how large the effect of electron correlation can be even for helium. This effect typically increases with the addition of more electrons, becoming increasingly more pronounced, and therefore it becomes important that for accurate binding energies, electron correlation be taken into account. However, this is outside the scope of the current single-configuration calculation and we leave such a full 2−D post-HF computation for a future undertaking.
Moreover, by comparing Figs. 2 and 3 it can be seen that convergence with regards to mesh refinement is much cleaner when the magnetic field strength is lower. In Fig. 2 it can be seen that regardless of the domain scaling parameter η, a converged solution (to well within 1%) is obtained with as few as about 31 − 41 points whereas, for larger β Z , the number of points required is typically greater, 41 − 51, for obtaining a similarly converged result. This is due to the fact that the geometry of the wave functions becomes increasingly extreme with increasing magnetic field strength and a greater number of discretization points are therefore required to accurately resolve the wave functions. Overall, we observed that on average about 41 − 51 discretisation points were enough for achieving convergence to well within 1%. The converged HF energies for the positive parity states of helium are given in Table II, while those for  the negative parity states are shown in Table III , alongside data from the correlated configuration interaction calculations of Schmelcher et al [31] [32] [33] as well as Quantum Monte Carlo results due to Jones et al. [24] and the recent results due to Schimeczek et al. [72] . The absolute values of the binding energies are provided therein. In this study we investigated the three most tightly bound states within each parity sub-space. The corresponding weak field orbitals of these states are those listed in Table I. The values given in parentheses are from eigenvalue computations using spherical coordinates. These calculations were carried out using our pseudospectral atomic structure software developed in an earlier study [48] . An improved and faster version of the code was employed, again using the same levels of mesh refinement for maintaining consistency. The cylindrical pseudospectral method begins to lose accuracy as the magnetic field decreases, in the weak field region (β Z < ∼ 1), while in contrast, the spherical pseudospectral method loses accuracy in the upper end of the strong field regime, i.e., β Z > ∼ 1. Therefore using a combination of the two types of codes, we can explore the entire range in 0 ≤ β Z ≤ 1000.
It can be seen upon examining the data in Tables II  and III , that the fully converged results obtained in the current study are in good agreement with values obtained elsewhere, given that the current study is a single con-figuration calculation. However the recent results due to Schimeczek et al. [72] are on average about ∆ ≈ 0.22% more bound for β Z > ∼ 10. The positive parity states of helium are more bound than the negative parity states in intense magnetic field strengths. For the positive parity states in Table II , over the entire range of magnetic field strengths investigated, our estimates of the binding energies agree with estimates elsewhere [24, [31] [32] [33] 72 ] to on average ∆ ≈ 0.19%, 0.23% and 0.12%, for the states 1 3 (0) + , 1 3 (−2) + and 1 3 (−1) + , respectively. We noticed loss of accuracy of the cylindrical pseudospectral method in the lower magnetic field regime (β Z < ∼ 1) and therefore employed our spherical code for the lower magnetic field strengths while in the range 1 β Z 1000 we employed the cylindrical code. We observed that the cylindrical code (and the extrapolation method described above) maintained accuracy to within 10 −6 to 10 −5 E Z,∞ in this latter range. In Table III the agreement of our results with those of Refs. [24, [31] [32] [33] 72 ] is ∆ ≈ 0.15%, 0.21% and 0.14%, for the negative parity states 1
− , respectively. One of the aims of the current study is to provide a fast method for the calculation of the energy landscape of atoms in intense magnetic fields; therefore, we have additionally calculated fits to the data provided in Tables II  and III . The model fits are rational functions whose analytic form is given by,
where x = ln(1 + β Z ) and m = n − 2. The fitting was carried out using a non-linear least squares LevenbergMarquardt algorithm with line searches [86] . The coefficients and the maximal fitting errors over the entire range β Z = 0 to β Z = 10 3 are given in Table IV . These fitting functions could be employed directly in atmosphere models of neutron stars rather than incorporating a code that calculates the binding energy. Thus, atmosphere models which are computationally intensive to begin with, need not be further complicated with the addition of an atomic structure calculation module, even though the software developed in this study is compact and computationally efficient.
B. The Lithium Atom
We investigated the six most tightly bound states of the lithium atom in intense magnetic fields. The binding energies obtained by solving the eigenvalue problem are shown in Tables V and VI. These tables show the results for the positive and negative parity states, respectively. As in the case of the helium atom, the HF binding energies are results that were obtained after extrapolating to the limit of infinite domain size.
In contrast to the helium atom, lithium has been investigated far less in the literature, and data is scarce for the binding energies of the different states, particularly in the intense field regime for the negative parity states. [36] , Al-Hujaj and Schmelcher [65] is on average ∆ ≈ 0.51%, over the entire range of magnetic field strengths considered in this study. We observed that the extrapolation to the limit of infinite domain size maintained accuracy to within 10 −5 to 10 −6 E Z,∞ over the entire range of magnetic field strengths. Moreover, since our results are upper bounds for the uncorrelated single-configuration binding energies, the data for the states 1 4 (−2) − and 1 4 (−3)
− given in Table VI can be improved using post-HF methods. The 2−D wave functions of these states calculated herein could be employed as initial estimates for improvements. Moreover, with increasing magnetic field strength in the intense magnetic field regime, the most tightly bound negative parity state of lithium is seen to be the state 1 4 (−2) − , which is comprised of the field-free orbitals 1s 0 2p −1 3d −1 . This crossover occurs at around β Z ≈ 10, below this field the 1 4 (−1) − is the most tightly bound of the three negative parity states of lithium shown in Table VI . To the best of our knowledge, this crossover has not been reported elsewhere in the literature. In addition, it can be seen by comparing the binding energies reported in Tables V and VI, that the state 1 4 (−2) − , is also among the most tightly bound states of lithium in intense magnetic fields. Moreover, the third state shown therein, the 1 4 (−2) − state, comprised of the orbitals 1s 0 2p −1 3d −1 , also has not been investigated in the literature. This latter state also becomes tightly bound with increasing magnetic field strength in the intense field regime.
Thus overall we see that for the six most tightly bound states of lithium in intense magnetic fields, two of the states have not been investigated earlier at all (1 4 (−3) − and 1 4 (−2) − ) and a third state (1 4 (−2) + ) has not been investigated in the intense field regime (β Z 0.5556). Therefore the results presented here appear to be the first of such studies and represent upper bounds to the uncorrelated single-configuration binding energies. In addition we see that for the remaining three states that were investigated, the binding energies obtained in the current study are in relative good agreement with estimates obtained elsewhere at the < ∼ 0.5% level overall.
Furthermore, for the sake of facilitating atmosphere and crustal models of neutron stars, we have also carried out rational function fits to the data. Once again these analytic forms can be implemented directly in such codes, thereby circumventing the need for atomic structure calculations altogether. The rational functions have the same functional form as those described in Eq. (11) above. The coefficients of these rational functions are given in Table VII alongside estimates of the fitting errors.
In the following section, we summarize the findings alongside a brief discussion of further avenues for investigation.
V. CONCLUSION
In the current study we have investigated low-Z atoms, helium and lithium in intense magnetic fields. A twodimensional single-configuration Hartree-Fock method, as described in Ref. [46] , was adopted. A key feature of the method is that the potentials for the interelectronic interactions are obtained as solutions to the elliptic partial differential equations as given in Eqs. (3) and (4) . The HF equations in Eq. (1) are solved using the self consistent field method. The system size grew as n e (N − 1) 2 × n e (N − 1) 2 , with n e the number of electrons in the coupled problem and N the number of grid points in each direction.
A pseudospectral approach was adopted for the numerical solution of the problem using cylindrical coordinates so as to facilitate calculations in the intense field regime. Domain discretization was achieved using the commonly employed Chebyshev-Lobatto spectral collocation method. The resulting discretized and coupled eigenvalue problem problem was solved using standard sparse matrix methods using the software package ARPACK. The key enabling advantage of the psuedospectral approach is the immensely reduced computational time particularly, since we have adopted here an unrestricted two-dimensional approach to the problem [46] . The latter has the advantage that it does not require a basis of functions to describe the wave functions. Thus the wave functions obtained in the current unrestricted 2D approach can effectively be thought of as those arising from the superposition of a large number of basis functions.
We presented data for the six most tightly bound states of the helium atom in intense magnetic fields, in Tables II  and III . These were seen to be consistent with findings elsewhere. Similarly we investigated the six most tightly bound states of the lithium atom as well. However, we found that the data in the literature to be rather scarce for lithium. As a result we could only compare our results for four of the six states characterized in this study. We obtained, apparently for the first time, calculations for the binding energies for the states 1 4 (−2) − and 1 4 (−3) − of lithium. We find that the the 1 4 (−2) − state is also the most tightly bound negative parity state of lithium in the limit of intense magnetic fields.
The work described herein was motivated primarily by the need to have accurately determined upper bounds for the binding energies of atoms in intense magnetic fields employing a computationally straight-forward implementation. As the atomic structure software developed here is compact and computationally economical, it produces accurate results within a short amount of computing time. As a result, it can be incorporated directly into atmosphere and crustal models for neutron stars. However, while this may be desirable, it may present an additional layer of computational complexity. The user may wish to circumvent this by employing the rational function fits given in Tables IV and VII. These analytic forms, model the data in the range 0 ≤ β Z ≤ 1000 and thus may simplify atmosphere and crustal models considerably. Estimates of binding energies and oscillator strengths are ultimately needed to correctly interpret the spectra of neutron stars and magnetized white dwarfs. However, there is an additional complication that in order to do so, it also becomes necessary to account for the effect of strong electric fields which are also present in the atmospheres of these objects. Therefore, the energies and wave functions obtained herein are only part of the solution, and there is yet work to be done before this goal can be achieved. Moreover, as the magnetic field strength increases in the intense magnetic field regime, effects due to finite nuclear mass become increasingly relevant. In the current study, the mass of the nucleus is assumed to be infinite, and as such we have not carried out a suitable correction. One way to account for finite nuclear mass effects is to employ a scaling relationship wherein the energies determined at a certain magnetic field strength β Z for an infinite nuclear mass, would be related to the corresponding binding energies for a finite nuclear mass at a different value of the magnetic field strengthβ Z [33] . Such a correction becomes increasingly important at that upper end of magnetic field strengths investigated in this study. However, while accounting for this correction is important, it was not possible to do so since the errors of the pseudospectral method at such field strengths was ≈ 10 −4 E Z,∞ which is typically greater than the magnitude of the correction [33] . Additionally, the software developed here could be extended to tackle atoms with greater number of electrons, such as carbon or oxygen. It can also be extended towards a 2D post-HF framework such as CI of MCHF which would no doubt yield more accurate results. In either case, the method developed herein would be central to such enhancements and as such, the current study represents the very first implementation of a cylindrical pseudospectral method for atomic structure calculations in intense magnetic fields.
Appendix: The Pseudo-spectral Approach
For the numerical solution of the HF equations we employ a discretization based on pseudospectral methods extending our earlier investigation [48] to intense magnetic fields. However in contrast to our earlier work, in the current study we employ a cylindrical coordinate system. As a result the methodology for setting up the problem is considerably different from that described in Ref. [48] . This section is arranged as follows. First we describe the methodology employed for solving the hydrogen atom using pseudospectral methods in cylindrical coordinates. Particular emphasis is placed on the implementation of boundary conditions. Thereafter, the treatment is extended to the particular case of the helium atom in a single configuration and a generalization of the scheme is then provided for multi-electron atoms. In the sections that follow, a considerable amount of detail is provided for the benefit of readers not familiar with pseudospectral methods, others may wish to only read Section 2 of the appendix.
The Hydrogenic Problem
We begin with the Hamiltonian for the hydrogenic problem (single-electron) in a strong magnetic field,
The solution of the eigenvalue problem in Eq. (A.1) yields the individual electron energies and wave functions in a given configuration. The domains of both the radial and the axial coordinates are 0 ρ, z < ∞. The problem maintains azimuthal symmetry and thus, a solution of Eq. (A.1) in this domain, when reflected about the z = 0 plane (respecting z−parity of course) and revolved about the z-axis through 2π, gives the solution in threedimensional cylindrical coordinates.
With the transformations given in Section III in Eqs. (8) and (9), we can re-write Eq. (A.1) as
where, we have dropped the subscripts on the coordinate labels. For brevity we have introduced the constantα = α/ln (10) . The discretisation points are thereafter taken to be the commonly used Chebyshev-Lobatto points [48, 80, 89] given by
where j = 0, 1, ..., N . As is customary, we employ monic polynomials of degree N as the cardinal functions to interpolate between these points and are given by [48, 80] ,
Derivatives of these interpolating polynomials at the discretisation points then yield the so-called Chebyshev differntiation matrix, whose elements are given by,
In writing Eq. (A.2), we have removed the co-ordinate singularity at x = −1, by replacing it with x = −1 + δ, where δ = 10 −14 in units of Bohr radii. This approximation produced acceptable results within error tolerances. The outer boundary conditions of the domain, at x = 1 and y = 1 (corresponding to ρ, z = ∞), are taken care of by imposing Dirichlet boundary conditions since the wave function must vanish at infinity (see below). The remaining inner boundaries of the compactified domain at x, y = −1 can have either Dirichlet or Neumann boundary conditions, depending upon the wave function in question. The following discussion delineates the methodology for the 2D problem.
a. An Explicit Example -Domain Discretization
We consider here an explicit example to illustrate the use of pseudospectral methods for solving an eigenvalue problem. The method developed here is a non-trivial extension of the one developed by the authors in Ref. [90] . 1] which is discretised using N + 1 points in each of the two Cartesian directions; x and y, with N = 3 in this explicit example. This is illustrated in Fig. (4) The partial differential 2) is two-dimensional therefore, following the procedure outlined in Refs. [48, 90] , we can construct two-dimensional operators by employing Kronecker products of matrices, for example we can define,
where D x and D y are Chebyshev differentiation matrices in the x− and y− directions respectively, defined similar to Eqs. A.6 and A.7. The matrices I x and I y are identity matrices of dimension N x × N x and N y × N y respectively. The matricesD 2 x andD 2 y are discrete representations of the ∂ 2 /∂x 2 and ∂ 2 /∂y 2 operators, respectively. In these matrices the entries corresponding to the outer boundaries at x, y = +1 have already been excised due to Dirichlet boundary conditions [48, 80, see Figure 4 ]. As a result, the indices i, j of these matrices are limited to an upper value of N rather than N + 1. In our example, the number of node points in the x and y-directions are equal, therefore N x = N y = N . Thus, using these Chebyshev differentiation matrices we can write down Eq. (A.2) in matrix form as,
with Dirichlet boundary conditions imposed on the outer boundaries and therefore once again appropriately trimmed. The diagonal matrices a, b, c, d and e are the coefficients of the different terms in Eq. (A.2). Replacing ψ i with the polynomials in Eq. (A.4), the collocation points of the problem then forms a mesh with the corresponding values p(x i , y j ) with i, j = 0, ..., N . The collocation points are those illustrated in Fig. (4) . However, instead of writing the polynomial as a matrix of values at the collocation points, we can write the matrix as an extended vector comprising of the different columns, one followed by another. This then forms an N 2 × 1 vector rather than an N × N matrix. Explicitly, we can reshape the matrix p(x i , y j ), with values given at the collocation points to form,
It is to be remembered that in our explicit example N = 3.
b. Boundary Condition Implementation
Presently, Eq. (A.10) can be re-cast into matrix form using the interpolating polynomials as,
where the eigenvalues of the spectrum λ are the individual single particle energies. Let us now suppose that we wish to solve the eigenvalue problem for the 1s 0 state of the hydrogen atom. Using the notation for labeling the states in the presence of a magnetic field, the state 1s 0 of hydrogen in the presence of a strong field would be written as 1 1 0 + . For this state of hydrogen the boundary conditions are as follows. Along both the x, y = +1 boundaries the wave function must vanish, therefore we have Dirichlet boundary conditions. Along the x, y = −1 boundaries however, we have Neumann conditions. These boundary conditions are to be kept in mind for the following discussion. A pictorial representation of the operator L acting upon the vector p is given in Fig. (5) , which shows the portions of the matrix operator L that are relevant to the solution in the interior mesh points of the problem. These are the sub-matrices
Pictorial representation the operator L acting upon the vector p. The number of points in either direction, is N = 3 in the current example.
p can accordingly be split into three components,
In the above, p int refers to the function value in the interior points of the mesh given in Fig. (4) , while the function values at the x = −1 boundary are given by p bx and correspondingly, the values at the y = −1 boundary are given by p by . The eigenvalue problem in the interior mesh points is then given by,
The matrices E, C and E N are given by (see Fig. (5) ),
The function values at the boundaries, i.e., p bx and p by are unknown and can be expressed in terms of the solution in the interior p int using the boundary conditions. A Neumann boundary condition imposed on the wave function ψ along a given boundary (∂Ω) is given by,
wheren is the unit vector normal to the boundary and g is the value to which the directional derivative of the function along the direction of the normal vector is set. In our case, the boundaries in question are the lines x, y = −1. The corresponding normal vectors are then trivial and we obtain the conditions (using Chebyshev differentiation matrices),
The boundary matrices are defined by B x = D x ⊗ I y and B y = I x ⊗ D y . By virtue of the Kronecker product with the identity matrix, B x has entries only along the diagonals. The matrix B y on the other hand, is a block diagonal matrix with each block of dimension N × N . Fig. (6) shows a pictorial representation of the boundary matrix B x acting on the vector p. In this case, since the derivative is required to vanish along the x = −1 boundary, we focus our attention only on the part of the boundary matrix B x , that acts on the vector p along the boundary in question, i.e., the last N rows. Fig. (6) shows the sub-matrices that are needed, these are labelled B 0,1 , B 0,2 , B 0,3 , B 0,4 and B N . Thus, we can write the relevant portion of Eq. (A.17) as,
The matrices B 1 and B 2 in Eq. (A.19) are given by,
The dimensions of the matrices are indicated for convenience. Eq. (A.19) has two unknowns, p bx and p by that need to be expressed in terms of p int . Therefore we need another equation. This is provided by Eq. (A.18). We have shown in Fig. (7) a pictorial representation of the boundary matrix B y acting upon the the vector p.
Once again we only focus our attention on the part of B y that acts on the inner y−boundary. The different sub- matrices are also shown in Fig. (7) . We can then write down an equation for expressing the boundary condition in Eq. (A.18) as,
The matrices G and H are given by,
Since B y is a block diagonal matrix, with each block of dimension N × N , only the block diagonal portion of G and the diagonal of H, are respectively non-zero. In the current explicit example, we therefore have 
Eq. (A.25) can then be solved as an eigenvalue problem using standard methods to obtain the eigenvalues λ and the eigenvectors. See Section III for details regarding the numerical methods employed. For the moment, we turn our attention to extending this methodology to the two-electron problem.
The Two-Electron Problem
The HF problem for the two electron atom can be written, using the matrix formalism detailed above in a compact form as, ] respectively, and the latter makes the problem non-linear, as it depends upon the solutions ψ i . However, the problem is linearized by estimating the direct and exchange interactions using wave functions from the previous iteration. The exchange interaction still couples the two electrons and as such, we are still required to solve a coupled eigensystem.
To continue with our explicit example, let us suppose that we wish to calculate the energy of the helium atom in the configuration 1 3 (−1) + , or in terms of field-free notation, 1s 0 2p −1 . Thus the hydrogenic problem would first need to be solved for each of the two electrons in the configuration. Let us label the electrons' wave functions using p ≡ 1s 0 and q ≡ 2p −1 . Presently, we briefly describe the method of solution of the elliptic partial differential equations for obtaining the direct and exchange interactions.
a. The Direct and Exchange Interactions
Let us assume that we have solved the hydrogenic problem and already obtained initial estimates for the wave functions of each of the two electrons, viz., p and q for the states 1s 0 and 2p −1 , using the method described in Section 1. Eqs. (3) and (4) in Section II can be re-written after domain compactification in a compact form employing the matrix formulation presented above as, .27) for the direct interactions, and as 28) for the exchange interaction between the electrons. In the above, i = 1 or 2, labels the electrons, for the twoelectron problem. L dir and L exch are the left hand side operators in Eqs. (3) and (4) respectively (see Section II). The boundary conditions for the direct and exchange interactions actually result in a rather simple implementation. If the interaction between two wave-functions has ∆m = 0 then the interaction potential must vanish along the magnetic axis [46, 48] . Therefore for the direct interactions, since ∆m = 0 for the electron's interaction with itself, the interaction potential does not vanish along the magnetic axis. On the other hand, for the exchange interaction between p ≡ 1s 0 and q ≡ 2p −1 , the interaction potential must vanish along the magnetic axis since ∆m = −1. These collectively imply that we need to set up Neumann boundary conditions along both x = −1 and y = −1, for the direct interactions. Whereas for the exchange interactions we set up Neumann conditions along y = −1, but a Dirichlet boundary condition along x = −1 if ∆m = 0, which is the case in our explicit example for the 1s 0 and 2p −1 electrons.
With these boundary conditions now identified, they can be imposed on the operators L dir and L exch using the methods described in Section 1 b. The two linear systems of equations at the collocation points, given by Eqs. (A.27) and (A.28), are solved using standard methods, to obtain the direct and exchange potentials as,
In the above, the matrices E dir , E N,dir and E exch are defined similarly to Eqs. (A.15a) and (c), this time however, using the operators L dir and L exch respectively (see Section 1 b). Once the direct and exchange interactions have been determined, they can be substituted in Eq. (A.26) and the coupled eigensystem can be solved.
Note that the boundary conditions implemented in the explicit example are specifically for the configuration of the helium atom given by 1 
We can depict pictorially, the action of M on the vector ψ 1 ψ 2 or equivalently p q , as shown in Fig. (8) . In the matrices M 11 and M 22 , the off-diagonal sub-matrices are identical to those in Fig. (6) , see Eqs. (A.15a-c). Also, it can be seen that the matrices M 12 and M 21 are diagonal matrices that are identical. Only the non-zero parts of these matrices that act on the interior parts of the vectors, p int and q int are shown in Fig. (8) . A Dirichlet boundary condition has been imposed explicitly along x = −1 for the vector q by setting q bx = 0, as shown in Fig. (8) . The coupled eigensystem can then be written as a system of coupled matrix equations for the interior points as,
The sub-matrices C and E N are defined as given in Eqs. (A.15b & c) . However, The sub-matrix E 11 and E 22 have slightly different entries on the diagonal and are thus defined as,
The matrix T 12 is a block diagonal matrix comprised of T as shown in Figure 8 . Similar to our discussion regarding the hydrogen atom in Section 1 b, we are required to express the vectors p bx , p by and q by in terms of p int and q int respectively, by implementing Neumann boundary conditions. This would enable us to then cast the coupled eigenvalue problem into its final form as, The exchange operators are symmertric under permutation, thus T ij = T ji , i, j = 1, 2, 3.... The eigenvalue problem is uncoupled for each electron by expressing the exchange interactions as a potentials using wave functions from the previous iteration [88] . With this Eq. (A.33) is then solved using standard algorithms [83] to obtain the eigenvectors and eigenvalues and the HF iterations are carried out until convergence. We would like to caution the reader once more that the formulation of the HF problem shown in Eq. (A.33) is for the explicit example of the configuration of helium given by 1 3 (−1) + or 1s 0 2p −1 . For other configurations, depending upon the boundary conditions, Eq. (A.33) will take a very different form. The left hand side operator shown in Eq. (A.33) is the pseudospectral representation of the HF operator for a particular configuration of the helium atom. The method described above can easily be extended to tackle the case of the few-electron atom, say lithium. It can be seen that the problem size in Eq. (A.33) will grow not only with the number of mesh points but also with the number of electrons. For a given number of mesh points N in each direction and a certain number of electrons n e , the size of the pseudospectral HF operator in Eq. (A.33) is n e (N − 1)
2 ) × (n e (N − 1) 2 . Using Slater's approximation for the exchange [88] and uncoupling the eigenvalue problem, one would then solving n e individual eigenvalue problems each of size (N − 1)
2 × (N − 1) 2 . Thus, since computer memory requirements are governed by this latter system size, the coupled problem in Eq. (A.33) is readily seen to be far more intensive than the uncoupled problem. . The values given in parentheses are obtained from a faster version of our spherical atomic structure code developed earlier [48] .
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