Abstract. We investigate when a product of t ≥ 2 terms taken from a set of k successive terms in arithmetic progression is a perfect square. Further we study the Galois group of Laguerre polynomials which is related to studying when a product with terms from two blocks of arithmetic progression is a square.
. For any integer n > 1, let P (n) denote the greatest prime factor of n. Put P (1) = 1. We consider the equation Note that when t = k and d i = i, the product on the left hand side is the product of k consecutive positive integers. Starting with the famous result of Erdős and Selfridge [5] that a product of two or more positive consecutive integers is never a perfect power, this equation has been studied by several mathematicians in recent years. See for instance, [11] , [12] , [20] and the references therein. In this paper, our main focus is on the parameter t. Note that k − t is the number of terms which are omitted from the k terms m, m + d, · · · , m + (k − 1)d. It is desirable to know how large k − t can be taken so that the equation (1) has only finitely may solutions in the various parameters involved. Let b = d = 1. In [4] , Erdős observed that there exists an absolute constant C such that if equation (1) with m > k 2 and k − t ≤ C k log k holds then k is bounded by an effectively computable number.
For any n > e e , we shall denote by log 2 n = log log n and log 3 n = log log log n. We shall always understand that n > e e whenever we use log 2 n or log 3 n so that the values of these functions are defined. Erdős also stated in [4] that he was unable to prove the above result with k − t ≤ (1 − )k log 2 k log k .
Using Brun's sieve and a result of Sprindzuk on hyper-elliptic equations [21] , Shorey [19] proved the above statement of Erdős. Further, in [2] , Balasubramanian and Shorey improved slightly the value of k − t as
where θ is any real number. They also showed that if k − t is taken larger than the above bound, then there are m, k, d 1 , · · · , d t for which the product (m+d 1 ) · · · (m+d t ) is a square. In this paper we prove analogous result for d > 1. We denote by c 0 , c 1 , ... effectively computable numbers. 
In the next theorem, we relax the condition that d is fixed in the above theorem. Theorem 1.2. Let d > 1 and > 0 be arbitrarily small. Suppose (1) holds with P (y) > k.
(i) Assume that
Then there exists c 2 depending only on such that d ≤ (log 2 k)
(ii) Assume that
where C is some absolute constant. Then there exist c 3 and c 4 depending only on C such that d < (log k) c 3 implies that k ≤ c 4 .
The assumption P (y) > k is equivalent to the condition that the left hand side of (1) is divisible by a prime > k. Next we prove an analogue of Theorems 1.1 and 1.2 without the assumption P (y) > k. 
c 3 and m ≥ e C k. Then k ≤ c 5 where c 5 depends on c 0 , and C whenever (i), (ii) and (iii) hold, respectively.
On the other hand, we apply a combinatorial result of Erdős and Turk [6] to prove the following.
and such that
is a square. This shows that Corollary 1.1 is best possible with respect to assumptions on m and t.
1.2.
Galois group of some orthogonal polynomials. For a pos-
We set
where u and v > 0 are integers with gcd(u, v) = 1. It is well known that if the Galois group of an irreducible polynomial f of degree m contains A m then it is either A m or S m according as whether the discriminant of f is a square or not. In the case of g(x), Schur [18] showed that the discriminant is given by
We write
Thus for any irreducible g(x) it is enough to find out when b, whose numerator is a product of two blocks of integers in arithmetic progression, is a square. Let (u, v) = (1, 1). Schur [18] proved the irreducibility of g(x). Also he observed that b is a square if m is odd or if m is even and m + 1 is a square. Thus in these cases the Galois group of g(x) is A m . When m is even and m + 1 is not a square, then the Galois group is S m . In the general case L (u/v) m ,Filaseta and Lam [7] showed that for all but finitely many positive integers m, the polynomial g(x) is irreducible over rationals unless u v is a negative integer. In [9] , Hajir provided a complement to the result of Filaseta and Lam by computing the Galois group of g(x) when m is large. See also [10] . In [1] , Akhtari and Saradha gave explicit values m 0 depending on u and v such that for all m ≥ m 0 , g(x) is irreducible. Further they showed that there are at most n 0 number of polynomials g(x) which may not be irreducible thus making the result of [7] explicit for small values of v. For results on more general polynomials see [23] . In this paper, we make the result of Hajir explicit for certain values of (u, v) by using the expression for b as given in (7) . The case v = 1 and 1 ≤ u ≤ 10 was treated by Banerjee, Filaseta, Finch and Leidy [3] . We show
Then the Galois group of g(x) is S m .
For more values of (u, v), see Proposition 3.1. For all the values of (u, v) considered in Theorem 1.4, the irreducibility of g(x) is known. When (u, v) ∈ {(−1, 2), (1, 2)} irreducibility of g(x) can be derived from the result of Schur [17] . We refer to Finch & Saradha [8] for a more recent proof in the case (u, v) = (1, 2). Laishram and Shorey, in [13] , [14] , [15] showed that g(x) is irreducible for the rest of the values of (u, v) considered in Theorem 1.4.
2. Theorems 1.1 ,1.2 and 1.3 2.1. Lemmas for the proof of Theorems 1.1 and 1.2. We assume that a 0 exceeds a sufficiently large number. In Theorem 1.1, we take a 0 depending on d while in Theorem 1.2, it is taken to be depending on or C according as (3) or (4) holds. Further we denote by a 1 , a 2 , · · · , effectively computable positive numbers depending on a 0 . We assume in section 2.1 that (1) holds with P (y) > k and that k > a 0 . We write
Shorey and Tijdeman [22] (see Lemma 1) improved the above bound when t = k. In this paper we deal with the case of t < k. Since their result is applicable even in this general set up and is of independent interest, we state it as a lemma and give necessary steps of the proof. For more details we refer to [22] .
Proof.
We use an argument of Erdős [4] to estimate |T |. We shall refer to it as a combinatorial argument of Erdős.
in which p appears to the maximum power. By removing these elements from U , we get a subset U 1 ⊆ U with |U 1 | ≥ |T | − π(k) and
since δ is fixed and k is sufficiently large. Hence
This is equation (3.12) of [22] with δ/2 in place of 1/8. From here, we follow the proof of [22] to get the assertion of the lemma.
By (2), (3) and (4) we get
Hence applying Lemma 2.1 with
with a 2 = a 1 2 which we may assume. Suppose there exist A i and A j such that
2 . Since we may assume that d < a 3 k 1/2 log k, we conclude that
Hence while proving Theorems 1.1 and 1.2, we assume that all A i 's are distinct. Let S = {A 1 , · · · , A t }. Corresponding to each prime p ≤ k, we remove an A i such that the prime appears to the maximum power in A i . Let S 1 ⊆ S be the remaining set of
Further we have (11)
The following lemma gives a subset of S 1 in which A i 's are bounded in terms of k and the proof depends on a combinatorial argument of Erdős.
. Then there exists a subset S 2 ⊆ S 1 with at least ηk/2 elements satisfying
This lemma is by Shorey and Tijdeman (see Lemma 6 of [22] ). As an application of this lemma we get Corollary 2.1. There exists a subset S 2 of S 1 with the following property.
(i) Suppose (2) holds with
and
Further by (9), we have
2 /(2e) in all the cases (i) − (iii). Proof. We give below the choice of the parameters h and η in Lemma 2.2 to get the assertion of the corollary. (i) Take h = log 2 k − log 3 k − (a 0 − 2) and η = a 0 log 2 k .
(ii) Take h = (1 − ) log 2 k + 2 and η = a 0 (log 2 k)
.
(iii)Take h = C + 2 and η = Shorey [19] used the following three lemmas for proving a result similar to Theorem 1.1 in the case d = 1. The first lemma is a result of Sprindzuk [21] 
with a 5 depending only on the degree of f.
The next two lemmas are by Erdős [4] and they are based on combinatorial and sieve arguments. Lemma 2.5. The number of integers n i ≤ x such that n i n j are distinct is bounded by 2x/ log x whenever x exceeds a sufficiently large absolute constant.
then there exists a 6 such that log d ≥ a 6 log 2 k.
Proof. The proof follows a combinatorial argument of Erdős and uses Brun's sieve. Let e 1 , e 2 , · · · denote absolute constants and we shall choose e 1 suitably at the end of the proof of this lemma. Let
Then every element of S 4 is divisible by at least one b i by Lemma 2.4. Further
If every b i appears in at most two elements of S 4 , then
Thus by (12) , (13) and (14) we get
This contradicts with the lower bound for |S 2 | in Corollary 2.1, since a 0 is sufficiently large. Hence we may assume that there exists at least 3 elements,say A i 1 , A i 2 , A i 3 in S 4 which are all divisible by a b ν . Let
We form the equation 6 . Note that by (15) and arbitrarily small we have a 6 < 1− . Suppose (2) or (3) is valid. The by assumption on d, we have (16) log d < a 6 log 2 k.
Further by (16) and Lemma 2.6,
. Let S 3 be the complement of S 3 in S 2 . Then A i > kf (k) for A i ∈ S 3 and by Corollary (2.1), in either case
Let A i , A j , A µ , A ν be elements of S 3 with
and X µ X ν > X i X j which we may assume. We consider
Suppose T = 0. Then
On the other hand,
By (9) and the assumptions on d we have
Thus S 3 has the property that products of any two elements of S 3 are distinct. Since S 3 ⊆ S 2 , by Corollary 2.1, all these elements do not exceed
if (2) holds and 4k(log k) 1− /2 if (3) holds. In either case, we may apply Lemma 2.5 with x = 4e 2 k log 2 k to get
This contradicts (17) since k ≥ a 0 is sufficiently large.
2.3.
Proof of Corollary 1.1. We may suppose that k > max{c 1 , c 2 , c 5 }. Then P (y) < k by Theorems 1.1 and 1.2. Corresponding to every prime p ≤ k, we delete a term in the product ∆ in which the prime appears to the maximum power. Then the product of the remaining terms does not exceed k! and there are at least t−π(k) terms in the product. Thus
Suppose condition (i) in Corollary 1.1 holds. Then
which contradicts the assumption on m. The cases (ii) and (iii) are similar.
2.4.
Proof of Theorem 1.3. The proof depends on the combinatorial lemma due to Erdős and Turk [6] :
Lemma 2.7. Let G be a set of positive integers and let ω(G) denote the number of prime divisors of g∈G g. There exists a subset G ⊆ G with |G | ≥ |G| − ω(G) such that the product of all elements of G is a square.
Suppose the greatest prime factor of every element of T 1 does not exceed k. Then ω(T 1 ) ≤ π(k). By Lemma 2.7 with G = T 1 we get a subset T 2 ⊆ T 1 satisfying
is a square. Next we assume that some element of T 1 is divisible by a prime > k. Let T 3 be the set of elements of T 1 with P (m + d i d) ≤ k and T 4 be the complement of T 3 in T 1 . By our assumption T 4 = ∅. Since every element of T 4 is divisible by a prime > k and product of all the elements of T 1 is divisible by k! we get
such that
is a square. , there is a prime p in the interval (x, x + y] with p ≡ u(mod v).
(ii) Suppose x 0 ≤ x < 10 10 with x 0 > (µϕ(v)) 2 . Then there is a prime p in the interval (x, x + y] with p ≡ u(mod v) provided
where µ is the value given in Table 2 of [16] under the column for θ.
There exists a prime
(i) Suppose x ≥ 10 10 . By Theorem 1 and Table 1 of [16] , we have
which is positive if y >
10 . First let x + y < 10 10 . Then by Theorem 2 and Table 2 of [16] we get
The right hand side of the above inequality is > 0 provided
Now we turn to some lemmas required for computing Galois groups of irreducible Laguerre polynomials. Hajir [9] gave a criterion for an irreducible polynomial to have a large Galois group. For this purpose he used Newton Polygons. We refer to [9] for more details. Here we need Lemma 3.1 in [9] .
be an irreducible polynomial of degree m. Suppose there exists a prime p satisfying
We apply Lemma 3.2 to the polynomial g(X) given by (5) to get the following lemma.
Lemma 3.3. Let g(X), given by (5) be an irreducible Laguerre polynomial of degree m. Assume that |u| < v. Suppose there exists a term vl + u for some l with 1 ≤ l ≤ m such that vl + u is a prime p and
then the Galois group of g(X) contains A m .
Proof. We apply Lemma 3.2 with In particular, ord p c p = 0 giving (iv). Also from (19) we get mv + u < vp + vl + u implying l > m−p. This together with (20) , shows that (iii) is satisfied. Now the lemma follows.
As a consequence of Lemmas 3.1 and 3.3 we get (ii) Let x 0 < M < 10 10 with
Also let
where m 2 is the maximum of
Then the Galois group of g(X) contains A m . Here ε and µ are as in Lemma 3.1.
Proof. In Lemma 3.1, we take x = mv+v+u v+1
and x + y = m − 3. Suppose x > 10 10 and by (i) of Lemma 3.1, there exists a prime
On simplifying we get the condition on m as in the statement of the corollary. Now we apply Lemma 3.3 to conclude that Galois group of g(x) contains A m . Next we suppose M < 10 10 . Then by (ii) of Lemma 3.1 we require
On simplifying we get the assertion of the corollary.
In the next lemma we determine when the Galois group is exactly A m or S m .
Lemma 3.4. Let g(x) given by (5) be irreducible with |u| < v and m ≥ 9. If M ≥ 10 10 , assume that
If M < 10 10 , assume that there exists x 0 < M satisfying
Proof. By Corollary 3.1, under the given conditions, the Galois group of g(x) contains A m . Thus we need only to determine when b given by (7) is not a square. Case 1. Let u be odd. Let h be the least integer such that
From the expression for b in (7), we see that the terms
are not repeated in b. For m ≥ 9, we observe that
We apply Lemma 3.1 with x = u + 2hv, x + y = u + m * v to conclude that there exists a prime p = u + 2rv with h ≤ r ≤ m * /2 provided
The first inequality (i) simplifies to
From the upper bound for 2h in (26), we see that the above inequality is satisfied if
On simplifying, we get (23) . Arguing similarly the second inequality (ii) simplifies to (24) and (25). Further any multiple of p say sp = su + 2rsv ≡ su ≡ u(mod 2v) if and only if 2v|(s − 1) since u is odd and gcd(u, v) = 1. Thus the least multiple of p which is ≡ u(mod 2v) is (1 + 2v)p. It can be easily seen that (2v + 1)p > (2v + 1)m > mv + u.
Hence p divides b to the first power and hence b is not a square. Case 2. Let u be even, say, 2u 0 . Then (7) As in Case 1, we find a prime p = u 0 + h 1 v with h ≤ h 1 ≤ m * /2 which occurs only to the first power in b under the conditions (23), (24) and (25). The result follows.
We summarize our discussions from Lemma 3.1-3.4 as follows.
Proposition 3.1. Let v take the value of k given by Tables 1 and 2 of [16] . Also let ε and µ be the values corresponding to each k under the columns 10 10 and θ in Tables 1 and 2 
