INTRODUCTION
In an earlier paper [l] we described a method for a simple form of growth prediction in the context of Rao's [2] one-sample polynomial growth curve model and provided a PC program, written in GAUSS, to perform the associated computations. We considered the situation in which longitudinal data on N individuals were available at T time points (not necessarily equally spaced) and we wished to predict the value of a "new" individual at time T given observations on that individual at the first T-1 time points. The purpose of the present paper is to extend that discussion, and our program, to longer-term prediction, i.e. we suppose that the new individual has been measured at a subset (T*) of the total (T) time points, 1 d T*s T-1, and it is desired to predict that subject's unknown values at the remaining R = T-T* points in time.
THE MODEL
For a description of Rao's model, see [3] ; for its use in the simple form of growth prediction described above, see [l] . Here we consider the situation in which we have a N x T data matrix X consisting of the values of the measurement under consideration for each of N individuals from a specified population at time tl, t2, . . . , tT. Using this information and the values of the measurement for a new individual from thatpopulution at the first T* of these times, we wish to predict the remaining R = T-T* values for this new individual. We denote by x, the TX 1 vector of observations for individual u. As in our earlier publication we begin by partitioning x, into its known and unknown parts, namely, (1) etal.
so that x*, is T* X 1, the observed values for the uth individual, and x,~ is the R X 1 vector of values to be predicted. The time-design and sample covariance matrices, W (TX P) and S (T x T), are partitioned similarly [ 11: and Sll I Sl2
The sample covariance matrix S is based on the vector of sample means. In (2), W, is T*xPandWzisRxP.In(3),S,,isT*XT*,S,Z=S;,isT*XRandS22isRxR.Pisthe number of parameters needed to adequately fit a polynomial to the average growth curve (AGC). If this polynomial is of degree D, P= D + 1. Having determined D [3] , the P coefficients of the polynomial describing the AGC are estimated by
where % is the TX 1 vector of means at each time point.
Then given X and xz , we estimate (predict) the remaining values by ,. x,R=E(x,RIx~)=W2e+SZIS111(x::-W1Z) and the estimated prediction variance is ~(x,R~xi:)=s22-s21s~1~1Z. Equations (5) and (6) represent, respectively, the conditional mean and variance of x,R given xz. P(x,RIx*,) is an R x R matrix with the prediction variances of the R predicted values on the diagonals. These can be used to construct confidence intervals for the predicted values as indicated in [l] .
We turn now to a brief description of the program and illustrate its use using the data considered previously in [3] .
THE PROGRAM
This program, LTPRED, is entirely similar to the one described in detail in [l] ; the major differences are the dimensions of the corresponding vectors and matrices to accommodate our desire to predict more than a single value. The user is first "prompted" (provided with a menu to respond to) for information concerning the data matrix X and the times of measurement. Then the user is asked to enter the values of xz . A period ( .) signals that T* has been reached, i.e. that all the available observations for the current individual have been entered. The corresponding predicted values, their variances, and approximate 95% prediction intervals are printed. The growth profile of the individual, along with highlighted predicted values are plotted against the backdrop of the estimated AGC and its 95% confidence band. The user is then asked whether to not another individual's values are to be predicted. The program continues in this manner until the response to this question is negative at which time the user is given the opportunity to save the expanded data matrix consisting of X augmented by one or more rows containing the values of the x, [both the observed and predicted values as in (l)] for each of the "new" individuals considered. The above description of the program should suffice to document its use. For a more detailed discussion, see [l] . We turn now to several examples selected to give some indication of the accuracy of the predictions made using this method.
Consider the data set used in [3] consisting of the values of mandibular ramus height in each of N= 12 young male rhesus monkeys at T = 5 (equally spaced) time points which, for convenience, is reproduced below and included with copies of the program which can be obtained as indicated in the Appendix. We consider three examples based on these data. In the first, consider a (hypothetical) monkey with some subset of the (rounded) It is seen that all the predictions are quite accurate, even those based on a single observation. This is perhaps not too surprising given that the "mean monkey's" growth pattern is so well-behaved. We next consider another new (hypothetical) monkey with each of the measurements at the first four time points being somewhat below the mean. The strategy of omiting a monkey in order to assess the accuracy of prediction for that monkey is known as the leave-one-out (LOO) method. Rao [4, 5] has used this method in the context of growth prediction. See [6] for a good general description and other applications. Below we summarize the results obtained when the LOO strategy is applied to each of the 12 monkeys in turn when predicting the final two observations from the first three. The actual values are shown in parentheses: We can also provide some indication of the prediction variance associated with the use of this method on this data set. As can be seen from equation (6), the prediction variance depends only on the dimension of x*,, not the particular values in xz, i.e. these are the same for each monkey. We show below the estimated prediction variances in our example for various choices of R(T*), the number of remaining observations to be predicted (the number of observations): predict the value at ts , it is best to have all of the preceeding four observations. Similarly, the values in each row will generally increase: for a fixed number of observations, the further into the future you wish to predict, the greater the uncertainty of the prediction. These expectations will, of course, not always be realized in practice, e.g. predicting what will happen near puberty may well be more difficult than predicting what will happen at a more distant point in time when growth patterns have "settled down".
DISCUSSION
We acknowledge that some users will realize that this program can be used to "fill-in" longitudinal data sets that are incomplete (contain missing data) due to drop-outs. Several approaches have been proposed for analyzing data sets with incomplete repeated measurements [7- 111; however, the practical application of these awaits the development of appropriate software. We have, however, developed a GAUSS program explicitly for estimating randomly occurring missing values within longitudinal data sets [12] that builds on the approach presented here and in [l] . Unlike the present approach, geared towards prediction, this other method incorporates a procedure [ 131 for restoring the noise into the estimated observations that is removed by the smoothing functions. While not essential in the context of prediction, this adjustment is important when estimating values for subsequent analysis (i.e. filling in missing observations), otherwise standard errors of the estimates will be systematically underestimated. When imputing more than a handful of missing values, the use of the program outlined in [12] is perhaps preferable. Another approach to dealing with missing data using the EM algorithm has also been implemented as a GAUSS program [14] . Additionally, it must be emphasized that that whether one estimates the values of the missing observations or uses an analysis which can accommodate missing data, it is important to be sure that the drop-outs have occurred "at random", i.e. that the incomplete measurement sequences are not atypical.
Diggle [ 1 l] gives a good discussion and outlines a test which may be used to check on this assumption. In any case, we suggest that users prudently limit the numbers of observations filled-in using the methods of this paper.
Having made these caveats, we do allow users to save the enlarged data set which results when several individuals' observations have been estimated. That is, if n longitudinal sequences have been estimated, the original N x T data matrix, X, can be augmented to produce an (N + n) x T matrix which can then be read into any of our (or others') programs requiring complete data. The user is prompted as to his/her decision to save this augmented matrix. We suggest that the total number of items to be estimated (nR) should be small relative to the total number of actual observations (NT), certainly < 10%; and that the effect(s) of using the enlarged data set can be at least partially assessed by comparing the outputs from a given program obtained when X and the augmented matrix are used in turn. We would also suggest that the user report the proportion of observations that have been estimated whenever the augmented data set is subjected to analysis. Finally, it is recommended that one only predicts future values on the basis of the complete original obsetmztions, i.e. it is not advisable to use vectors with estimated values to estimate values of other new subjects.
SUMMARY
In the context of several medical and dental specialties, as well as in growth studies, one may want to estimate future measurements for a growing individual on the basis of longitudinal data. An investigator or practitioner may also wish to predict the long-term response of a subject to a treatment for which he/she has normative longitudinal data in hand. In this paper we consider a method for estimating the values of a given measurement for a particular individual at T-T* points in time given T* observations on that individual and all T values for a sample of N "similar" individuals. This extends our previous discussion [l] which was limited to the case T* = T+ 1, to longer-term predictions. We again made a user-friendly GAUSS program available to perform the associated computations. Examples illustrating the use of the program and the accuracy of the predictions it provides were included. It was seen that quite accurate predictions were possible, even with small sample sizes, and even when given relatively few observations, T *.
It was noted that this methodology could be used to fill-in longitudinal data sets with missing data due to drop-outs, but that care needs to be taken to ensure that the incomplete measurement sequences are not atypical.
14. R. S. Schoenberg, MISS: a computer program for the estimation of moments and imputation of missing data when observations are incomplete, RJS Software, P.O. Box 2883, Kensington MD 20895 (1988 
APPENDIX. COMPUTER IMPLEMENTATION
A full set of PC programs for longitudinal data analysis, including this program, can be obtained on 5.25" or 3.5" diskettes (please request type) by sending $25 to defray the cost of handling and licensing fees. These programs require a 80386 or 80486 based personal computer (PC) running the MS-DOS operating system (version 5.0 or higher is recommended, although versions as low as 3.3 will suffice). 89386 computers must also be equipped with a 80387 math coprocessor. At least 4 mb of memory is required, and must be available to GAUSS386i, i.e. not in use by memory resident programs such as Windows. EGA or VGA graphic capabilities are required to display the color graphics; VGA or SVGA is suggested to display optimally the graphic results. Runtime modules are supplied with the programs so that no additional software (i.e. compiler or interpreter) is required to run these programs. One can create and edit ASCII data sets for use by these programs using the full screen editor supplied with MS-DOS version 5.0. The programs are written and compiled using GAUSS386i, version 3.0, require no additional installation or modification, and are run with a single command. When requesting the programs, address inquiries to the corresponding author and make checks payable to Baylor College of Dentistry.
