Abstract
Introduction
A motif, in the context of biological sequence analysis, is a consensus pattern of DNA bases or amino acids which accurately captures a conserved feature common to a group of DNA or protein sequences. Motif discovery is one of the fundamental problems that have important applications in locating regulatory sites and drug target identification. Regulatory sites on DNA sequence normally correspond to shared conservative sequence patterns among the regulatory regions of corrected genes [8] . These conserved sequence patterns are called motifs. The actual regulatory DNA sites corresponding to a motif are called instances of the motif. Identifying motifs and corresponding instances is very important, so biologists can investigate the interactions between DNA and proteins, gene regulation, cell development and cell reaction under physiological and pathological conditions. The automatic motif discovery problem is a multiple sequence local alignment problem under the assumption that the motif model gives the optimal score for some appropriate scoring function. To handle the motif discovery problem, so far various approaches and tools were proposed [18, 1-4, 15, 16, 19, 14] . Recently, genetic algorithms (GA) have been used for discovering motifs in multiple unaligned DNA sequences. Of these, Stine et al., [17] presented a structured GA (st-GA) to evaluate candidate motifs of variable length. Fitness values were assigned as function of high scoring alignment performed with BLAST [18] . Liu et al., [11] developed a program called FMGA for the motif discovery problem, which employed the general GA framework and operators described in SAGA [12] . In their method, each individual represents a candidate motif generated randomly, one motif per sequence. Then, Che et al., [5] proposed a new GA approach called MDGA to efficiently predict the binding sites for homologous genes. The fitness value for an individual is evaluated by summing up the information content for each column in the alignment of its binding site. Finally, Congdon et al., [6] developed a GA approach to Motif Inference, called GAMI, to work with divergent species, and possibly long nucleotide sequences. The system design reduces the size of the search space as compared to typical window-location approaches for motif inference. They presented preliminary results on data from the literature and from novel projects. However, all of the above studies employ singleobjective to discover motifs, although different methods of fitness calculation are used. Also, while in most of the proposed methods the length of motif to be extracted is given beforehand; only one motif per sequence is assumed in some methods. Whereas, multiple similar motifs may exist in a sequence, and identification of those motifs is equally important to the identification of a single motif per sequence. Moreover, almost all of the methods try to find motifs in all of the given sequences. However, some sequences may not contain any motif instance. If it is assumed that a motif instance should be included in all the target sequences, the similarity value used to compare sequences decrease. In this paper, to address all the problems mentioned above, we propose a multiobjective GA based method for motif discovery. The paper demonstrates advantages of multi-objective approach over single-objective ones to discover motifs efficiently and effectively. For this purpose, we choose two-objective formulation from the following three objectives to find non-dominated motifs having different priorities. 
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+ +
We performed experiments on two real data sets to demonstrate the effectiveness of our method. The experimental results show the superiority of the proposed method, in terms of the accuracy of prediction and the runtime required to find the motifs, over three well known motif discovery methods, AlignACE, MEME and Weeder.
Multi-Objective Optimization
Many real world problems involve multiple measures of performance or objectives, which should be optimized simultaneously. Multi-objective optimization (MOO) functions by seeking to optimize the component of a vector-valued objective function. Unlike single-objective optimization, the solution to a MOO problem is a family of points known as the Pareto-optimal set. A general minimization problem of M objectives can be mathematically stated as x is said to be nondominated. The set of all such nondominated solutions is called the Pareto-optimal set or the nondominated set. Recently, some researchers have studied on different problems by using multi-objective genetic algorithms. We have already participated in some of these efforts with data mining area [9] [10] .
The Proposed Algorithm
We use a well-known high-performance multiobjective genetic algorithm called NSGA II [7] to find a large number of motifs from biosequences with respect to three objectives, which will be discussed in the objectives subsection. The NSGA II algorithm is also employed in the two objectives case. On the other hand, we use a standard single-objective GA with a single elite solution in the case of the single-objective formulation.
Structure of the Individuals
An individual in our method represents the starting locations of a potential motif on all the target sequences. An individual expect for its part showing the motif length is divided into n genes, where each gene corresponds to starting location of a motif, if any, in the corresponding sequence. The genes are positional, i.e., the first gene deals with the first sequence, the second gene deals with the second sequence, and so on. Each
subdivided into two fields: weight ( i w ) and starting location ( i s ), as shown in Figure 1 . . This variable indicates whether or not the potential motif is present in the corresponding sequence. More precisely, when i w is smaller than a user-defined threshold (called Limit) the motif will not be extracted from the th i sequence. Therefore, the greater the value of the threshold Limit, the smaller is the probability that the corresponding sequence will be included in discovering that motif. The field starting location ( i s ) is a variable that indicates the starting location of the potential motif in the th i sequence.
In this study, an extra part in each individual was used to determine the length of the motif. The value of this part changes between 7 and 64 because we restricted the minimum and the maximum length of the predicted motif in those values. Note that the above encoding is quite flexible with respect to the length of the motifs. A traditional GA is very limited in this aspect, since it can only cope with fixed-length motifs. In our approach, although each individual has a fixed length, the genes are interpreted (based on the value of the weight i w ) in such a way that the individual phenotype (the motif) has a variable length. Hence, different individuals correspond to motifs with different length. The start of the first population consists of generating, arbitrarily, a fixed number of individuals during the evolution.
Objectives and Selection
The fitness of an individual in our method is assessed on the basis of similarity, motif length and support. Similarity: It performs a measure of similarity among all motif instances defining an individual. To calculate it, we first generate a position weight matrix from the motif patterns found by the proposed method in every sequence. Then, the dominance value ( dv ) of the dominant nucleotide in each column is found as follows: The closer the value of the similarity (M) to one, the larger the probability that the candidate motif M will be discovered as a motif. The following example shows how to compute the similarity measure in given two position weight matrixes with different size: The first matrix (Table 1) implies that the number of target sequences in a dataset may be 5 and the motif length is found to be 4. In such a case, the dominant nucleotide for column 1 is T and its dominance value is 0.6. The dominance values of the other columns are 1. As for the similarity value, it is computed as:
Similarly, in the second matrix (Table 2) , the number of target sequences may be 8 and the motif length is determined to be 5. The similarity value is computed as 0.85 for this longer motif. Motif Length: In motif discovery, a motif with large length is always desired because the longer the motif, the lesser is the chance that it simply occurred by chance in the given target sequence. Support: Here, the meaning of this objective is the same with that in the data mining field. Sometimes, a candidate motif may not appear in every sequence. In other words, one or more sequence may not include any candidate motif. In this case, the aim should become to discover optimal motif, leaving these corrupted sequences out. So, support is the number of sequences composing candidate motifs. The greater the support value, the stronger is the motif covered by most of the sequences in the dataset. Overall, the optimal motif discovery problem is converted into one of the following two-objective optimization problem: After applying the non-dominated sort algorithm, the individuals are assigned a crowding distance and selection is performed using the crowded tournament selection. The crowding distance is computed as the sum of the difference of the objective values of the solutions preceding and following the current solution (corresponding to the individual under consideration) for each objective. This provides a measure of the density of the solution surrounding a particular point in the population.
Genetic Operators
In the proposed method, the usual one-point crossover operator is stochastically applied with a predefined probability, using two individuals of the selected pool. The mutation operator is used to foster more exploration of the search space and to avoid unrecoverable loss of genetic material that leads to premature convergence to some local minima. In general, mutation is implemented by changing the value of a specific position of an individual with a given probability, denominated mutation probability. Our method developed three mutation operators tailored for our genome representation: Shift the starting location towards the right: The value in the starting location of a randomly selected gene is increased by one.
Shift the starting location towards the left:
The value in the starting location of a randomly selected gene is decreased by one. Random-changing: The mutation produces a small integer number that is then added to or subtracted from the current content of any of length, weight or starting location. This is implemented in such a way that the lower and upper bounds the domain of the field are never exceeded.
Experimental Results
We conducted some experiments in order to analyze and demonstrate the efficiency and effectiveness of our method. Further, the superiority of the proposed approach has been demonstrated by comparing it with three existing motif discovery methods, namely AlignACE [15] , MEME [1] , and Weeder [14] . In our experiments, we concentrate on testing the time requirements as well as changes in the main factors that affects the proposed multi-objective process, namely finding non-dominated sets, support, length and similarity. All of the experiments have been conducted on a Pentium IV 3.0GHz CPU with 1GB of memory and running Windows XP. As data sets are concerned, we used two different data sets of sequences utilized as a benchmark for assessing computational tools for the discovery of transcription factor binding sites [21] , which were selected from TRANSFAC database [22] . We concentrated our analysis on yst04r and yst08r sequence data sets. Further, in all the experiments conducted in this study, the process started with a population of 200 individuals. As the termination criteria, the maximum number of generations has been fixed at 3000. Finally, while the crossover probability is chosen to be 0.8, the mutation rate of 0.3 was used for each kind of mutation. The standard single-objective GA was also executed using the same parameter values; and the weight values w 1 =5, w 2 =1 and w 3 =1. Three sets of experiments for each data set were carried out. The first set of experiments is dedicated to evaluate the yst04r sequence data set. The data set contains 7 sequences of 1000 bps each. Some non-dominated solutions found are reported in Table 3 . Here, the values of length, support and similarity of some nondominated solutions are given with respect to prespecified objective value. As can be easily seen from Table 3 , as the support value increases, the motif length decreases for 85 . 0 ≥ Similarity . However, 10 = Support , as the motif length decreases, the similarity value raises. Thus, the tradeoff between the similarity and the motif length is clearly observed for five different solutions. Table 3 gives the solution found by the standard single-objective GA process as well.
In the second experiment of the first set, we showed the consensus motif patterns obtained for five different motif discovery methods. Table 4 gives the results of this experiment. An important point here is that while our method finds alternative solutions for different values of objective, the other methods extract only one motif pattern. Our method AlignACE MEME Runtime (sec)
Fig. 2. Comparison of runtimes for yst04r data set
The final experiment for this set compares the runtimes of four different methods. The results are reported in Figure 2 . The runtime reported for our method represents a non-dominated solution at the end of 3000 generations. As a result of this experiment, it has been observed that the proposed method outperforms the other two approaches for yst04r data set. The runtime of Weeder is not available. Our method AlignACE MEME Runtime (sec)
Fig. 3. Comparison of runtimes for yst08r data set
In the second set of the experiments, we applied the approach on a data set having larger number of sequences, yst08r, as its sequence length is the same with the previous data set. This new data set contains 11 sequences. The first experiment obtains the values of objectives of the non-dominated set for yst08r data set. Table 5 reports the results. As can be easily seen from Table 5 , for two solutions having the same motif length, the similarity value of the solution whose support value is higher, is lower than that of the other. The second experiment deals with comparing the conserved motifs predicted by five different approaches. It can be easily realized from Table 6 that our method and AlignACE produce multiple motifs. Furthermore, Table 6 shows two multiple motifs discovered by our approach whose lengths are different, as well. The third experiment investigates the runtimes of the proposed method and the other approaches in the case of a data set having large number of sequences. The results in Figure 3 demonstrate that the performance of our method decreased with respect to the previous data set. This is an expected result since the length of individuals in population raises with increasing sequence number in the data set.
Discussion and Conclusions
In this paper, we contributed to the ongoing research by proposing a multi-objective GA based method for discovering non-dominated motifs with respect to criteria we prespecified. These criteria are similarity of instances, predicted motif length and support exhibiting the strongness of motif. The paper includes five contributions. First, the algorithm is equally applicable to any variety of sequential data. Second, it allows arbitrary similarity measure. Although we used relatively a simple similarity measure in the paper, it can be easily changed or extended. Another contribution is that a large number of non-dominated sets are obtained by its single run. Thus, the decision maker can understand the tradeoff between the similarity, motif length and support by the obtained motifs. Next, by our approach, more than one instance may be discovered in the same sequence and multiple-motifs may be extracted. Fourth, the optimal motifs are obtained without giving motif length. Finally, our algorithm outperforms the two well-known motif discovery methods in terms of runtime.
