This paper proposes a density ratio estimator of crop yield distributions, wherein the number of observations for individual distributions is often quite small. The density ratio approach models individual densities as distortions from a common baseline density. We introduce a probability integral transformation to the density ratio method that simplifies the modeling of distortion functions. We further present an implementation approach based on the Poisson regression, which facilitates model estimation and diagnostics. Monte Carlo simulations demonstrate good finite sample performance of the proposed method. We apply this method to estimate the corn yield distributions of 99 Iowa counties and calculate crop insurance premiums. Lastly we illustrate that we can employ the proposed method to effectively identify profitable insurance policies. 
Introduction
Distributions of crop yields are of fundamental importance to the farmers, the crop insurance industry, the commodity markets, and agricultural policy makers. For instance, to calculate the premium of a crop insurance policy, an insurance company needs to predict not only the probability that future yield should fall below a certain threshold, but also the conditional mean of future yield given that it is below the said threshold. Calculation of these quantities requires reliable estimates of crop yield distributions.
Estimations of crop yield distributions are often conducted at the county level due to data availability and the central role of counties in the U.S. agricultural production and reporting systems. With a few exceptions noted in the following section, most of the existing studies estimate crop yield distribution of individual counties separately. Typical data of county crop yields consist of a short panel with a large number of cross-sectional units. Separate density estimates based on observations from individual counties, be it parametric or nonparametric, suffer from large sampling variations due to the small sample size for each unit. At the same time, crop yield distributions from geographically proximate areas are known to resemble one another because they tend to share common environmental and climatic conditions. Therefore, it is conceivable that the estimation of individual densities can benefit through pooling information from multiple units of the same region. This possibility is particularly appealing when flexibility in individual densities is desired while the data are originated from distinct yet somewhat similar densities, with a small number of observations for each unit. This is often the situation faced by researchers in their estimation of crop yield distributions and motivates the current study.
The primary goal of this study is to design a practical estimator of a large number of crop yield distributions via information pooling. We present an estimator based on the density ratio model, which facilitates information pooling by modeling individual densities as distortions from a common baseline density. We first estimate the baseline density using the pooled sample from all units and then transform the original data to probabilities via the probability integration transformation with respect to the estimated baseline density. The resulting transformed data are approximately uniform and thus can be well approximated by some simple series estimator. Lastly, we suggest an implementation approach that partitions the transformed data and uses the Poisson regression for estimation. We conduct a series of Monte Carlo simulations to demonstrate good finite sample performance of the proposed method, highlighting the substantial improvement obtained from information pooling in the estimation of a large number of densities.
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The proposed method has several practical advantages. First, it provides a natural framework for information pooling via the density ratio approach, which features a common baseline density estimated from the pooled sample. Second, flexibility in individual densities can be accommodated via the configuration of individual distortion functions, which are modeled by a series approximation to a log density. Third, implementation via the Poisson regression allows users to take advantage of the large arsenal of estimation, diagnostics and inference tools for Poisson regressions, which are readily available in many statistical and econometric computer programs.
The second goal of this study is to evaluate the proposed method in the context of yield distribution estimation and economic analysis of crop insurance programs. We employ our method to estimate corn yield distributions of 99 Iowa counties using historical data from 1950 through 2010. Our results show that while separate estimation of individual densities suffers from large sampling variations, the proposed method produces reliable estimates that accurately capture the spatial clustering among the data. Compared with the approach used by the Risk Management Agency (RMA) of the USDA and individually estimated densities, our estimator produces substantially better estimates of crop insurance premiums.
We also conduct an out-of-sample rating game of crop insurance policies, following Ker et al. (forthcoming) . The results suggest that our selection rule based on the proposed estimator is effective at identifying profitable policies, which is further supported by formal statistical testings.
The contribution of this study is twofold. Methodologically, we extend the existing density-ratio model in two directions: (i) rather than directly modeling the distortions of individual densities from the baseline, we use the probability integral transformation of the data, transforming the task to a considerably easier one-modeling of deviations from the standard uniform distribution; (ii) the proposed Poisson regression approach for the 1 A detailed description of the Monte Carlo simulations is provided in Supplementary Appendix.
actual implementation greatly facilitates model estimation and diagnostics. The second contribution is empirical. To the best of our knowledge, this is the first study to employ the density ratio approach to estimate a large number of crop yield distributions. We provide convincing evidence to demonstrate the usefulness of the approach in the estimation of yield distributions and crop insurance premiums, especially when the number of observations that is available to estimate individual distributions is small.
Literature
In this section we present a brief review of the recent literature on the estimation of crop yield distributions. Interested readers are referred to Goodwin and Ker (2002) for an illuminating overview of the studies on crop yield distributions and their many ramifications in crop insurance and agricultural risk management.
The statistical methods employed in the existing literature can be categorized into two broad groups: parametric methods and nonparametric methods (for simplicity, we treat semiparametric methods as nonparametric in this discussion). Parametric methods assume certain functional forms (up to a finite number of unknown parameters) for crop yield distributions. Main advantages of parametric approach include the simplicity of estimation and inference, and asymptotic efficiency under correct distributional assumptions. Popular parametric distributions for crop yield distributions entertained in the literature include the normal, log-normal, Beta, Gamma,and their generalizations. In the absence of theoretical guidance, the choice of parametric distributions is oftentimes based on convenience and other practical considerations. The assumed functional forms may not agree with the underlying crop yield distributions, giving rise to persistent biases that do not vanish with increasing sample sizes. Recent literature has debated the suitability of some parametric parameterizations, with special attention to the normal distribution and possible heteroskedasticity that often occurs in crop yield regressions; see e.g., Just and Weninger (1999) , Atwood et al. (2003) , Norwood et al. (2004) , Sherrick et al. (2004) , Harri et al. (2009 ), Claassen and Just (2011 ), Harri et al. (2011 , and Koundouri and Kourogenis (2011) .
Nonparametric methods provide a flexible alternative to parametric modeling. They allow the data to determine a proper functional form and use data-driven methods to balance the trade-off between fidelity to data and model complexity. Since they seek a good approximation to an unknown curve instead of the true model, nonparametric estimates are generally biased but at the same time robust against functional form assumptions. Commonly-used methods of nonparametric distribution/density estimation include the kernel density estimation and series density estimation. The former is a 'local' average estimation while the latter is a 'global' one, using a basis function expansion to approximate an unknown distribution.
Another popular nonparametric density estimator is the local maximum likelihood estimator, which combines the parametric maximum likelihood estimation and kernel smoothing.
Although flexible, nonparametric estimations are generally less efficient than parametric methods and thus require larger sample sizes. For applications of nonparametric methods to crop yield distributions, see, e.g., Ker and Goodwin (2000) , Ker and Coble (2003) , Racine and Ker (2006) , Woodard and Sherrick (2011), Wu and Zhang (2012) , and Tack et al. (2014) .
Most studies on crop yield distributions employ a two-step procedure. In the first step, regression analysis is used to account for the influence of technology advances and other contributing factors, such as weather conditions, input factors and location specific attributes.
The residuals, studentized if necessary, are then used to model the yield distribution. Due to the spatial-temporal dependence in crop yield distributions, there have been some efforts to model the crop yield distributions across many geographical units somewhat jointly. For instance, Goodwin and Ker (1998) , Ker and Goodwin (2000) and Ker et al. (forthcoming) propose methods to pool across counties in the estimation of yield distributions. Ozaki et al. (2008) use a Bayesian approach to exploit the spatial-temporal dependence across geographical units. Tack et al. (2012) investigate high order moments of yield distributions. Annan et al. (2014) explore the benefits of pooling information from multiple counties. Racine and Ker (2006) , Wu and Zhang (2012) and Ker et al. (forthcoming) propose flexible nonparametric estimators for simultaneous estimation of heterogeneous yield distributions. Tolhurst and Ker (2015) present methods to incorporate heterogeneous technological changes in the estimation of yield distributions.
The current study follows this line of study and introduces a novel estimation approach that pools information from multiple units in the estimation of crop yield distribution of individual units. In particular, we consider the density ratio approach that starts with a common baseline for all units and then estimates individual densities as 'distortions' from the baseline. It benefits from information pooling and at the same time retains the simplicity of individual density estimation.
Estimator
In this section, we present a method of density estimation via the density ratio approach with the purpose of information pooling. We then propose a strategy based on the Probability Integration Transformation (PIT) that facilitates the modeling of distortions from the baseline density.
Density Ratio Model
Consider a set of distinct yet similar densities f i , i = 1, . . . , N , defined on a common support X . Suppose that these densities share a common 'baseline' density f 0 in the sense that
where h is a K-dimensional real-valued linearly independent functions defined on X , β i is a K-dimensional vector of coefficients specific to the i-th density, and α i is a normalizing constant such that f i integrates to unity. The exponential tilting factor reflects deviation or distortion of the i-th density from the baseline f 0 . We then have, for (i, j) ∈ {1, . . . , N },
hence the name 'density ratio model'. It follows that
The exponential parametrization is a natural choice of the density ratio model such that modeling of the log distortion function amounts to a simple exercise of linear regression.
For studies on the density ratio models, see, e.g., Fokianos (2004) , Keziou and Leoni-Aubin (2008) and Chen and Liu (2013) .
The Density Ratio (DR) approach lends itself to the joint estimation of multiple densities.
Suppose that for each i ∈ {1, . . . , N }, we observe an iid sample {X it } T i t=1 from density f i . For simplicity, we assume T i = T for all i's. The estimation can be implemented in two easy steps. The first step estimates the common baseline density f 0 based on the pooled sample from all densities. Denote the estimated baseline byf 0 . The second step estimates the distortion functions for individual densities using the maximum likelihood estimator.
Since the second step takesf 0 as given, the log-likelihood (net of constant terms) takes the following simple form max
where the normalizing constant for the i-th density
The estimated individual densities are then given bŷ
Benefits of the DR approach are twofold. First, the baseline density is estimated based on the pooled sample, whose size is substantially larger than that of an individual unit.
Second, when the dimension of h is small, individual densities deviate from the baseline in only a small number of 'directions', effectively shrinking the densities towards the common baseline. Given the similarity among the densities, this shrinkage is desirable as it reduces sampling variations due to small sample size.
The density ratio approach belongs to the family of shrinkage estimators, wherein a naive estimate can be improved by combining it with 'other information'.
2 There are several practical advantages of adopting the density ratio approach in this study. First, one can estimate the baseline model using his choice of density estimator, be it parametric or nonparamet-ric. One can even incorporate prior or out-of-sample information into this estimation using Bayesian methods. Second, flexibility in the individual densities, if desired, is accommodated by a rich parameterization of h or data driven choice of h. On the other hand, strong similarity among individual densities can be induced by either restricting the 'features' allowed by h or imposing certain penalties on individual coefficient β i 's. In practice, combining a nonparametric baseline density with parsimonious distortion functions is advocated. This strategy is particularly appealing for large-N , small-T multiple density estimation: the nonparametric estimation of the common baseline takes advantage of the large size of the pooled sample, while relatively simple distortion functions are more suitable given the small sample size of individual units.
Specification of Distortion Function: A Probability Integration Transformation Approach
Equipped with a baseline density, one can tailor the specification of the distortion functions to obtain flexibility in individual densities. For instance, if all densities are known to belong to the Gaussian family with unknown mean and variance, a natural specification of the distortion function takes the form h(x) = (x, x 2 ) . Similarly, if the densities are from the Gamma distributions, h(x) = (x, log(x)) , x > 0, appears to be a natural choice. In the absence of guidance on possible distortions from the baseline density, a logical way to proceed is to treat the second stage estimation as a nonparametric approximation problem and use the series estimator to approximate the log-likelihood function of individual densities. For instance, one can use the power series h(x) = (x, x 2 , . . . , x K ) and employ some model selection criterion to select a proper K.
are distributed according to the standard uniform distribution. Thus arbitrary random variables can be transformed via the PIT with respect to their distributions such that the transformed variables follow a known uniform distribution. Note that modeling the distortion function of x via the polynomials (x, . . . , x K ) requires the existence of its moments up to order K, which might not be satisfied by many fat-tailed distributions. In addition, high order sample moments of x can be sensitive to possible outliers, especially when the sample size is small.
In contrast, since the PIT transformed data reside in [0, 1], their polynomial moments always exist and are robust against outliers.
For the current study of density ratio models, denote the distribution associated with the estimated baseline density byF
Under the condition that individual densities f i 's resemble the baseline density f 0 , their corresponding distributions F i 's are close to F 0 . It follows that the transformed data
Consequently their densities may be well approximated by a low order polynomials on the unit interval.
In his seminal paper, Neyman (1937) proposes modeling a smooth deviation from the uniform distribution via
where β 0 is a normalization constant and (φ 1 , . . . , φ K ) is a K-th order orthonormal polyno-
A commonly used orthonormal basis on the unit interval is the shifted Legendre polynomials.
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To ease reference, we list the first four terms below, for x ∈ U ≡ [0, 1],
Another popular choice is the Cosine series given by
Our PIT-DR estimator then takes the form
If β i = 0 and subsequently α i = 0, we have f i = f 0 , as there is no distortion from the baseline.
For estimation, the first stage estimator is the same as described in the previous section.
In the second stage, the MLE estimation of the distortion coefficients are estimated based on the transformed data:
Estimation of Density Ratio Models via Poisson Regression
Although direct maximum likelihood estimation of the DR model is not difficult, it involves repeated evaluation of the normalizing constant α i 's in many iterations and can be computa-tionally expensive. It is known that density estimation can be recast as a Poisson regression.
Interested readers are referred to Efron and Tibshirani (1996) , Simonoff (1998) and references therein. The general idea is to partition the range of data into a number of equally-spaced intervals and treat the frequency of observations in the intervals as the dependent variable in a Poisson regression, using the interval center points as the explanatory variable. This approach is originally proposed by Lindsey (1974a,b) to facilitate estimation of complicated exponential densities using standard regression models. Although the present-day relevance of this convenience factor is limited, we opt to employ the Poisson regression approach for its ease of implementation and more importantly to facilitate model diagnostics.
Consider for now a single distribution with density f and an iid sample {X t } T t=1 from this distribution. We partition the sample range into J equal-length disjoint intervals {X j } J j=1 . Define the interval frequency
where I(·) is the indicator function. Denote by ∆x the width of the intervals and by z j the middle point of the jth interval. Given a sufficiently large J, Y j approximately follows a Poisson distribution with probability
for small ∆x. It follows that for a density ratio model as given by (1), we can model the frequency of the data distributed across the intervals using a Poisson regression, wherein the expected cell frequency
Note that the exponential parametrization of the distortion functions lends itself to estimation via the Poisson regression, which can be readily implemented using the standard Generalized Linear Model (GLM) routine available in most statistics and econometrics programs.
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We can now express the estimation of a density ratio model in the standard GLM frame-
where T is the sample size and
The first two terms on the right hand side are offset parameters that do not enter the estimation. Note that the estimated α from the Poisson regression generally differs slightly from the normalizing constant given by (5). Therefore we need to recalculate α given estimated β from the Poisson regression. Nonetheless, since the evaluation of the normalizing constant is not required in the Poisson regression, it speeds up the estimation considerably.
We next apply the Poisson regression approach to the PIT-density ratio model (4). For the ith unit given the transformed data {Û it } T t=1 , we partition the unit interval U into J equal-length disjoint intervals {U j } J j=1 . It follows that the mid-point of the j-th interval is simply (j − 1/2)/J for j = 1, . . . , J. Denote the number of observations in the j-th interval by Y ij . We can then estimate the density ratio models in the standard GLM framework
and log(µ ij ) = log(T ) + log f 0 (j
where j * = (j −1/2)/J and φ is a vector of orthonormal basis functions defined on U as given in (4). These models can be estimated by the standard routine for the Poisson regression.
The Poisson regression approach offers considerable computational advantage and frees the users from coding their own estimators. There are some additional benefits. First, the standard model diagnostic tools for the generalized linear models, to which the Poisson re-6 For a general treatment of the Poisson regression and the GLM, see e.g, Dobson (2002) .
gression belongs, can be used for model specification and hypothesis testing. The second benefit is specific to the proposed PIT-DR model. Poisson regressions are known to be restrictive as the conditional mean and variance are the same under the Poisson distribution.
This condition, however, is often violated, calling for more flexible models. 7 Under the density ratio model, when multiple densities share a common baseline f 0 , the transformed data
. . , T , are nearly uniformly distributed. Consequently, the number of observations across the equally-spaced intervals {U j } J j=1 share a common approximate conditional mean T /J. Under the condition that J is sufficiently large such that the probability of an observation falls in a given interval is small, these count data can be well modeled by the standard homogeneous Poisson process without resorting to more complicated extended or heterogeneous Poisson models.
In practice, one needs to choose the number of intervals J. It transpires that this number, so long as it is sufficiently large relative to the sample size, makes little practical difference.
A simple rule of thumb is to select a J such that T /J is smaller than a positive number such as 2 or 3, for the Poisson distribution is most suitable for small probability events. Interested readers are referred to Efron and Tibshirani (1996) for an in-depth discussion of this issue.
Our numerical experiments confirm that essentially identical estimation results are obtained from a wide range of J.
We conclude this section with a step-by-step description of the proposed PIT-DR model estimated via the Poisson regression. Given iid observations {X it } T t=1 from density f i , i = 1, . . . , N , the proposed estimator can be implemented using the following simple steps.
• Stage One:
Estimate a common baseline density based on the pooled sample from all densities using either a parametric or nonparametric estimator. Denote the estimated density byf 0 and its distribution byF 0 .
• Stage Two: for i = 1, . . . , N , 1. Calculate the Probability Integration TransformationÛ it =F 0 (X it ), t = 1, . . . , T. The estimated i-th density is then given bŷ
(10)
Monte Carlo Simulations
We conduct a series of simulations to explore the finite sample performance of the proposed estimator. In the simulations, we generate random samples from 50 similar yet distinct densities and estimate these densities using the PIT-DR model. For comparison, we also estimate individual densities separately. We consider two experiment designs and three sample sizes T = 10, 50 and 100. To save space, the details are provided in the Supplementary
Appendix. Our experiments demonstrate the substantial improvements offered by the PIT-DR model in multiple density estimation, relative to separate density estimates. In all experiments, the proposed method improves the average mean square errors of the estimation by at least 50%, relatively to those from separate density estimates.
Empirical Application to Yield Distributions and Crop Insurance
As is discussed in Introduction, our estimator is motivated by the need of estimating crop yield distributions of many units, wherein the sample size for each unit is small. Although
our Monte Carlo simulations demonstrate the merits of the proposed estimator, its usefulness can be best judged by applying it to some real world tasks of agricultural economics. In the data. If the baseline density is estimated nonparametrically, the corresponding CDF is calculated via numerical integration.
this section, we apply the proposed method to the estimation of crop yield distributions and economic analysis of crop insurance programs.
Crop yield distributions
We focus on the corn yield distributions of Iowa, the number one corn producing state of the United States. Our data consist of annual average county corn yields of 99 Iowa counties from year 1950 through 2010, obtained from the National Agricultural Statistics Service.
Thus the task here is to estimate 99 distinct densities, each with 61 observations. Given the large number of densities and the relatively small number of observations for each density, it is not feasible to estimate the joint density of all units. We therefore opt to use the proposed PIT-DR model to estimate the individual densities.
There has been substantial and persistent technology advance during the sample period.
Following the common practice in the literature (see Section 2), we use a flexible model to account for the influence of technology advance. Denote by W it the average corn yield for county i in year t. Our model takes the form
where the time trend m(t) is modeled as a two-knot linear spline (with the two knots dividing the sample period equally into three sub-periods), c i is a county-specific individual effect, and e it is an error term with mean zero and finite variance. Note that this is also the methodology used by the Risk Management Agency (RMA) of the USDA. To account for heteroskedasticity in the error terms, we further normalize the estimated errorê it by the predicted yieldŴ it (see Harri et al. (2011) for a detailed treatment of heteroskedasticity of crop yield regressions), yieldingX
We can now proceed to estimate the yield density for each county, following the steps descried in Section 4. We first estimate a common baseline densityf 0 from the pooled sample using the nonparametric logspline density estimator (see the Supplementary Appendix for a brief introduction to this estimator). We then transformX it toÛ it =F 0 (X it ) via the Probability Integration Transformation. We partition the unit interval into 30 equallyspaced sub-intervals and use the Poisson regression to estimate the distortion function for each county.
We use the shifted Legendre polynomials, which are orthonormal with respect to the uniform distribution, to model the distortion functions. As is mentioned earlier, one reason of adopting the Poisson regression approach is that we can use the standard inference tools readily available for the generalized linear models. For the i-th county, denote the observed frequency of the transformed data in the j-th interval by {Y ij } 30 j=1 and its prediction from our model byŶ ij . A commonly used goodness-of-fit criterion of distribution is the χ 2 statistic
Note here we have aggregated the χ 2 statistics across 99 counties. For model section, which in the current case amounts to the number of basis functions in the distortion function, we use the Akaike Information Criterion (AIC). Table 1 reports the estimation results corresponding to specifications with the number of basis functions, K, ranging from one to six.
The goodness-of-fit improves with K, while the AIC indicates that K = 2 produces the best balance between goodness-of-fit and model parsimony. Therefore we focus our subsequent discussions on the preferred model with K = 2. We stress that the model selection here is based on the full sample and thus more reliable than hunting for proper individual distributions based on small number of observations per unit.
[ Table 1 about here.]
We report in Figure 1 (a) the estimated densities for each county (in grey) with the baseline density (in black). The common baseline is seen to be largely symmetric with an extended left tail. The Jarque-Bera test rejects the hypothesis of normality decisively (with an essentially zero p-value), underscoring the merit of using flexible density estimators for crop yield distributions. The individual county densities are visually smooth. Although they are modeled as distortions from a common baseline, they exhibit considerable deviations from the baseline, demonstrating the flexibility of the proposed method. For comparison, we also estimate the individual county densities separately, using the logspline estimator with the same default data-driven method of smoothing parameter selection. The results are reported in Figure 1(b) . [Note the difference in scale between the two plots. The same baseline density from the density-ratio model is also plotted for comparison although it is not invoked in the separate estimations of individual densities.] The considerably larger variations and some apparent irregularities in these estimates are plausibly due to the small sample size of individual units.
[ Figure 1 about here.]
It is well known that similarity in crop yield distributions is closely related to their spatial proximity, due to common environmental and climate factors, farming practice, etc (see e.g., Annan et al. (2014) , Goodwin (2015) and Goodwin and Hungerford (2015) ). Here we evaluate the relationship between similarity of estimated densities and their spatial proximity.
Given two distinct counties indexed by i and j, we denote their geographic distance by d i,j
and gauge the similarity of their yield distributions by the Hellinger distance between their estimated densities:
We then run a simple log-log regression of H i,j on d i,j for all pairs (i, j) ∈ {1, . . . , 99}. Their relationship is estimated as follows:
where the standard errors are reported below estimated coefficients. The coefficient for distance is estimated to be 0.468 and statistically highly significant, indicating a strong spatial similarity among the estimated individual densities.
Next we examine individual county densities according to their spatial proximity for a more granular analysis. Although we focus on county yields in this investigation, the proposed approach can be applied to other levels, such as farm or even field level. For instance, our method may be suitable to estimate variety-specific yield distributions based on a small sample of field-trial data studied by Tack et al. (2015) .
Crop insurance
The crop insurance program is one of the most expensive federal programs offered by the U.S. government. It is administered by the USDA via the RMA. One important purpose of estimating crop yield distributions is to calculate the premiums of crop insurance policies.
Denote by Y * the expected level of crop yield for a future time and α ∈ (0, 1) the coverage level. The premium of an insurance policy with liability αY * is given by
Denote the corresponding premium rate by
Below we conduct a number of simulations to assess the accuracy of premium rate estimation based on the proposed estimator of yield distributions. Similarly to Ker et al. (forthcoming) , we base our simulations on actual yield data. In particular, we apply the RMA model (11) to the corn yield data of each Iowa county for years 1950-2010 and then estimate the density of heteroskedasticity-adjusted residuals using the logspline estimator. We then treat the estimated densities as true yield distributions and draw random samples from them to use in our simulations. We consider three small sample sizes: T = 15, 20 and 25. Following Annan et al. (2014) and Ker et al. (forthcoming) , we set α = .9, which is the most commonly selected coverage level. For each experiment, we estimate the premium rates based on the RMA empirical rate, individually estimated densities and densities estimated with the DR method. We then calculate the Mean Squared Error (MSE) of the estimated premium rates with respect to the premium rates calculated from the 'true' yield distributions. The mean and median MSE's across all repetitions of each simulation are reported in Table 2 . It is seen that the premium rates based on individual densities generally are more accurate than the empirical RMA rates, while more substantial improvements are produced by the DR method.
For instance, the ratios of average MSE of the estimated rates based on individually estimated densities with respect to the RMA rates are 85%, 87% and 90% under sample sizes 15, 20 and 25 respectively. They further improve to 64%, 64% and 67% when the densities are estimated with the DR estimator.
[ Table 2 about here.]
We next illustrate the usefulness of the DR estimator in a crop insurance rating game.
The risk sharing agreement between the RMA and private insurance companies allows the insurance companies to retain policies they deem profitable and cede those they deem unprofitable to the government. Although the premiums of crop insurance policies are set by the RMA, in principle insurance companies can conduct their own estimations and make their policy selection based on the comparison between the RMA rates and their own estimates. Here we follow Ker et al. (forthcoming) to undertake a rating game of crop insurance policies. For a given year, we use the previous T years of historical data to forecast the premiums for each county using the RMA empirical rate and the DR estimator. Assuming the role of a private insurance company, we retain the policies (or counties) whose premium rates estimated by the DR method are lower than their RMA counterparts, and cede the rest to the government. We evaluate the performance of the out-of-sample rating game using data from 1990 through 2010. Regarding the number of years of historical data used for the forecasting, we consider T = 15, 20 and 25. Similarly to the simulations on premium estimation, we set the coverage level α = 0.9.
Denote by Ω a set of insurance policies. We define the loss ratio of Ω as follows:
where for policy k, αŶ * k is the yield guarantee,π k,RMA is the premium associated with the RMA rate, and y k is the actual yield. We calculate the payment percentage, share of policies retained according to the above selection rule, and loss ratios of the retained and ceded policies. The results are reported in Table 3 . For the out-of-sample evaluation period, slightly less than 50% of policies are retained. The loss ratios of the retained policies are substantially smaller than those of the ceded policies: When 15, 20 and 25 years of historical data are used in the estimation, the loss ratios of the retained policies are relatively 44%, 48% and 74% of their ceded counterparts.
[ Table 3 about here.]
Lastly to assess whether the proposed selection rule is effective at identifying profitable policies, we adopt the randomization test of Ker et al. (forthcoming) . For each experiment, we randomly select the same percentage of policies as those retained under the selection rule according to the DR estimates and calculate the loss ratio of the randomly selected set of policies. We repeat this 10,000 times and use the resulting empirical distribution as the loss ratio distribution under the null hypothesis that the proposed method is ineffective at identifying profitable policies. The thus-obtained simulated p-values are reported in the last column of Table 3 . The results reject the null hypothesis decisively, suggesting that the proposed selection rule based on the DR estimates is effective at identifying profitable policies.
Robustness checks and possible generalizations
One key advantage of the DR method is its flexibility: Individual densities are modeled as deviations from a common baseline density. Both the baseline density and deviations can be modeled using flexible parametric or nonparametric methods. This appeal, however, hinges upon proper choice of several modeling decisions. In this section, we conduct a series of robustness checks to examine whether the estimation results are sensitive to alternative specifications. In particular, we consider the following alternatives:
• Instead of the logspline estimator for the baseline density, we consider: (a) a kernel density estimator; (b) the normal density.
• The preferred specification of the distortion functions uses K = 2 basis functions. We re-estimate the densities with K = 1 and K = 3.
• Instead of using the full sample of 61 years of data, we use only 10 years (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) in the estimation of county yield densities.
The first experiment examines whether the estimation is sensitive to the estimation of the baseline density by considering an alternative nonparametric estimator and a more rigid parametric density. The second experiment examines the influence of alternative specifications of the distortion function. Lastly since crop yield data sometimes are available only for very short time periods, we repeat the estimations using only 10 years of data to see how the proposed method fares under such a small sample size.
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Similarly to Figure 1 , we plot the alternatively estimated county yield densities together with their common baseline density in Figure 4 . Figure 4(a) shows the estimates where the baseline density is estimated by the kernel density estimator, whose bandwidth is selected according to Silverman's rule of thumb. Since the kernel estimate of the baseline density is essentially identical to the logspline estimate, so are the resulting individual densities to their counterparts with a logspline baseline density. Individual densities under a normal baseline density are reported in Figure 4 (b). The overall pattern remains the same, with slightly subdued left tails probably because under normality, the baseline density is forced to 9 We thank an anonymous referee for suggesting these robustness checks. We next briefly discuss some possible generalizations of the proposed method. Given the complexity of agricultural production, it is desirable that the estimation of crop yield distributions take into account the influence of various contributing factors. Since agricultural productions tend to be spatially correlated due to common environmental factors and farming practice shared by geographically proximate regions, further efficiency gains are possible if the spatial dependence is accounted for in the estimation. It is also conceivable that crop yield distributions evolve over time, giving rise to the need of flexible time-varying estimator of yield distributions. A prime example is climate change, which calls for the accommodation of all these considerations: (i) There exists a large literature that documents the prevailing influence of climate on crop yields; (ii) crop yields of proximate areas are spatially dependent due to common climate conditions; (iii) the changing climate is suggested to impact not only the level and variation of crop yields, but also their entire distributions.
In the literature, crop yield distributions are typically modeled using a two-stage paradigm:
first a suitable regression model, such as model (11), is employed to account for the conditional mean and perhaps also the conditional variance of crop yields, then the regression residuals, studentized if necessary, are used to estimate the yield distribution. The first stage characterizes the location and scale of a yield distribution, while the second stage strives to capture its remaining features. In principle, one can accommodate the various considerations discussed above in the first and/or second stage. The former has been extensively studied in the literature; see e.g., the review by Goodwin and Ker (2002) and references therein.
We therefore restrict our discussion to the latter, which is the primary focus of the current study.
Our density ratio model consists of two components: a common baseline density and a set of distortion functions for individual densities. The baseline density can be estimated either parametrically or nonparametrically. The distortion functions, as given in (4), are modeled via a flexible basis function expansion, which admits a simple parametric representation. We recognize that this parametrization facilitates not only simple estimation and inference via linear regressions but also ready generalizations to accommodate more flexible specifications.
Recall that the distortion function for the ith density is modeled by (9). Given an estimated baseline density, here we rewrite it as follows:
where µ ij = E(Y ij ) is the expected number of observations from the ith distribution falling in the jth interval, and γ j and φ j are given functions of j. Let Y ijt be the number of observations from the ith distribution and time t that fall in the j-th interval and µ ijt its expectation.
We can generalize the simple linear model (12) to
where α i (t) and β i (t) are time-varying coefficients specific to unit i. For instance, they can be simple polynomials of time to allow for smooth and gradual evolution of the densities overtime.
Other contributing factors can be incorporated in a similar manner. Denote by S it a vector of potential influencing factors that may affect crop yield of the ith unit at time t.
Model (14) can be further generalized to
where the coefficients of the distortion functions are modeled as flexible functions of time and a host of other factors. This parameterization readily accommodates two important modeling needs: (i) the influence of climate change can be captured by including some climate variables, such as temperature and precipitation, in S it ; (ii) spatial structure among the densities is made possible by including some location variables, for example the longitude and latitude of each county, in S it .
We conclude this discussion by noting that the proposed varying coefficient generalization of the density ratio model, as in model (14), can be easily implemented, especially when the coefficients are modeled as simple functions of contributing factors (for a detailed review of varying coefficient models, see e.g., Chapter 9 of Li and Racine (2007) ). This generalization is facilitated by the linear representation of the distortion function and is not afforded by conventional nonparametric density estimators such as the kernel estimator. The flexibility and ease of implementation of these extensions should further enhance the appeal and usefulness of the proposed method.
Concluding remarks
In this study, we propose a flexible multiple density estimator that is based on a probability integration transformation of the density ratio model. The density ratio estimator features a common baseline density and models individual densities as distortions from the baseline.
We then suggest an implementation approach via the Poisson regression, which is computationally simple. Moreover the large arsenal of estimation, diagnostics and inference tools for the Poisson regression can be readily employed, making the proposed method readily accessible to practitioners.
We apply this method to estimate annual corn yield distributions of 99 Iowa counties and calculate crop insurance premiums based on the estimated densities. The results demonstrate the usefulness of the proposed method in agricultural economics and risk management. We further outline some possible generalizations of our method that permit flexible estimation of conditional densities and allow for time-varying and/or spatial dependent densities. Furthermore, since crop insurance coverage can be revenue-based, it may be of interest to look into price/revenue distributions as well. We leave these topics for possible future studies. The last column reports the p-value of tests on the hypothesis that the proposed policy selection rule is ineffective at identifying profitable policies. 
