We describe stochastic recursive algorithms that find many applications in optimization under uncertainty, computational statistics, soft computing and machine learning, signal processing, communications, adaptive control, etc. The basic paradigm is that of the 'stochastic approximation' scheme introduced by Robbins and Monro in 1951. We describe the basic scheme and various theoretical and computational aspects related to its convergence and convergence rates. Several specific instances are also described, followed by more sophisticated versions such as distributed schemes and simulated annealing.
variables realized till time n is zero). Contrary to its appearance, the scheme is quite general, because an iteration of the type x(n + 1) = x(n) + a(n)f (X(n), ξ(n + 1)) with non-additive independent identically distributed (IID) noise ξ(n), n ≥ 0, can be reduced to (1) by setting h(x) := E[f (x, ξ(n))] and M (n + 1) := f (x(n), ξ(n + 1)) − h(x(n)). The ingenious idea of Robbins and Monro that clinched the issue was the choice of step-size sequence a(n), n ≥ 0: these were chosen to be positive scalars satisfying n a(n) = ∞, n a(n) 2 < ∞.
(
This ensures that a(n) → 0, but sufficiently slowly. This fact proved to be enough to ensure probability one convergence of x(n) to the set of zeros of h under mild technical conditions. This stirred much interest in statistics community for a while and attracted an army of powerful researchers who further contributed in its wake. These include illustrious names such as Burkholder, Chung, Kesten and Kallianpur. But then the interest in statistics community waned somewhat. The domain in which this idea really took off is engineering, particularly electrical engineering, where it quickly became the standard paradigm for adaptive algorithms. So much so that along with Markov Chain Monte Carlo, it is a prime workhorse for statistical computations in engineering. The reasons for this success are not hard to guess.
Stochastic approximation has some natural advantages: it is incremental, i.e., makes small changes per step, making it robust to noise, and has typically very low per iterate computation. These features conform to our intuitive requirements for adaptation and it is no wonder that the scheme fitted like a glove in engineering disciplines that require iterative adaptation. These include signal processing, adaptive control, communications, soft computing and machine learning, in the latter case particularly where high dimensional data is involved, so that sampling based schemes are almost obligatory.
What this survey attempts to do is to give a concise overview of the state-of-the-art of this vibrant field.
The next section touches upon some theoretical issues. Section 3 will describe a few variants dictated by specific engineering situations. Section 4 lists a slew of special cases arising in applications. Section 5 describes some less known and more sophisticated variations. Section 6 concludes with some remarks. 
Theoretical Issues
The first major theoretical issue is convergence guarantees. While the early works used probabilistic tools such as 'almost supermartingales' for this purpose, much of recent work has been based upon the so called ODE (for 'Ordinary Differential Equation') approach initiated by (Derevitskii and Fradkov, 1974) and further developed by (Ljung, 1977) . The idea here is to compare (1) with the ODĖ
Recall the Euler scheme for numerical solution of (3) based on discretization:
where a > 0 is a small time step. Comparing with (1), one can view (1) as a noisy discretization of (3) with a slowly decreasing step-size. Under suitable technical conditions that imply in particular that (3) has a unique solution for all time for any initial condition, one can show that if the iterates {x(n)} remain bounded with probability one (w. p. 1 for short), then (1) tracks the asymptotic behaviour of (3). This is so because the second condition in (2) ensures that the errors due to discretization and noise are asymptotically negligible, whereas the first condition ensures that the whole time axis is covered, which is essential in order to capture the asymptotic behaviour of (3). In particular, if the trajectories of (3) converge to a set of equilibria, i.e., the zero set of h(·), then so do the iterates w. p. 1. This can be refined further if the noise is 'rich enough' in all directions, to the iterate converge w. p. 1 to stable equilibria of (3). Often these are, or at least contain, the desired limit for (1) . Of course, the ideal set-up is when (3) has a single globally asymptotically stable equilibrium x * , when x(n) → x * w. p. 1. The most general result in this context is due to (Benaim, 1996) , which shows convergence to an 'internally chain transitive invariant set' of (3) -see (Benaim, 1996) for a definition.
The condition that the iterates remain bounded is not free. There are several stability tests to ensure this, see, e.g., (Abounadi et al., 2002; Borkar and Meyn, 2000; Tsitsiklis, 1994) . Another alternative is to project the iterates back to a prescribed bounded set, in which case they track a projected version of (3) (Kushner and Clark, 1978) . A further variant is projection to a set that is slowly enlarged to fill up the whole space (Chen, 2002) .
It is instructive to compare (1) with the classical strong law of large numbers (SLLN). Let X n , n ≥ 1, be IID random variables with mean µ and variance σ 2 < ∞. Let S 0 = 0, S n = n m=1 X m , n ≥ 0. Then the SLLN states that x(n) := Sn n → µ w. p. 1. Some simple algebra shows that x(n), n ≥ 1, defined thus satisfies (1) with a(n) = 1 n+1 , h(x) := µ − x and M (n + 1) = X n+1 − µ. The aforementioned convergence analysis of (1) then implies the SLLN. This suggests that the convergence w. p. 1 of (1), when it occurs, is essentially a SLLN for a class of dependent random variables. For the classical SLLN, which captures 'typical' behaviour of sums of IID random variables, there are ancillary limit theorems to characterize the fluctuations around typical behaviour. One might then expect, and there indeed are, corresponding results for the iterates (1), e.g., central limit theorem and functional central limit theorem, 'almost sure' central limit theorem for empirical measures (think of histograms), law of iterated logarithms, etc. (Duflo, 1997) . As in traditional statistics, these can be used to make statements about confidence intervals, rate of convergence, etc. A topic of greater interest to the engineering community is the sample complexity, i.e., for prescribed accuracy parameter and confidence parameter δ, the number of samples needed to be within > 0 of the desired limit with probability > 1 − δ, given as a function of , δ. See (Kamal, 2010) for a result along these directions.
Some useful observations are:
1. Smaller stepsizes reduce errors due to discretization and noise, but in view of their interpretation as time steps for the ODE, it is clear that they will imply slower convergence. Thus there is a trade-off involved. There is also some work on adaptive step-size selection.
2. If we add to the right hand side of (1) an additional error term η(n + 1) satisfying η(n) → 0 w. p. 1, it does not affect the conclusion, since this is just another asymptotically negligible error. If, however, it does not go to zero but is sufficiently small, one can say, under reasonable hypotheses, that x(n) will converge w. p. 1 to some small neighbourhood of the limit corresponding to no error, i.e., η(n) ≡ 0.
Variations
Some useful and commonplace variations are as follows.
Constant stepsize:
This corresponds to setting a(n) ≡ a > 0 ∀n. Then the conditions (2) fail and w. p. 1 convergence cannot in general be expected. Nevertheless one can show a concentration of probability around the desired limit in most cases of interest. This scheme is preferred when one is operating in a slowly varying environment because a fixed step-size implies a constant timescale and the iterates can be expected to zero in and stay close to (in other words, track) the environment as long as this time scale is faster than the time scale on which the environment changes. On the other hand, the time scale of a decreasing step-size scheme as above would have eventually become slower than that of the environment and then the tracking ability would be lost.
Differential inclusion limits:
There are situations where one gets a differential inclusion limit rather than an ODE limit, i.e.,ẋ
where h(·) is a set valued map, usually taking values in closed bounded convex sets and with a closed
. This can happen, e.g., when h(·) is given as a maximizer or minimizer of something and happens to be non-uniquely specified, or when the original h of (3) is discontinuous and one is obliged to interpret the solution in a generalized sense (see, e.g., (Filippov, 1988) ). Much, though not all, of the aforementioned theory has its counterparts for this case. See, e.g., (Benaim et al., 2005; Benaim et al., 2006) , which also describe several interesting applications.
Two time scale stochastic approximation:
Consider coupled iterations
Here {a(n)}, {b(n)} satisfy (2) and in addition, b(n) a(n) → 0. The latter condition implies that the second iteration moves on a slower algorithmic time scale than the first. Thus the first can be analyzed assuming the second 'quasi-static', i.e., y(n) ≈ a constant, whence {x(n)} tracks the ODĖ
where y enters parametrically. Suppose this ODE has a unique globally asymptotically stable equilibrium λ(y). This implies x(n) ≈ λ(y(n)). Then the slower iterates, which can be analyzed treating the faster ones as 'quasi-equilibrated', track the ODĖ
If this ODE has a unique globally asymptotically stable equilibrium y * , then we get (x(n), y(n)) → (λ(y * ), y * ) w. p. 1. This idea can be used to implement nested algorithms: the fast iteration can be an inner loop (subroutine) whereas the slow one the outer loop. A common situation is averaging or estimation on the fast scale and optimization on the slow scale. Another situation is non-gradient primal-dual methods in approximate dynamic programming.
Asynchronous implementations:
Consider a situation where different components are updated by different processors which communicate with each other across communication channels with delays.
The ith component, 1 ≤ i ≤ d, is then updated by
Here Y (n) ∈ {1, · · · , d} is the subset of components updated at time n, I{i ∈ Y (n)} = 1 if ith component is updated at time n and 0 if not, and τ ij (n)'s are random delays satisfying suitable conditional independence and conditional moment bounds. This, however, requires a global clock whose ticks correspond to the iterate index n. A more realistic model is given by
Here ν(i, n) = n m=0 I{i ∈ Y (m)} is the 'local clock' of i, counting its own number of iterates. Then there is no need for a common global clock, in fact n can be any artificial tag that respects causality. Analysis shows that under reasonable conditions, delays contribute another asymptotically negligible error term and so do not affect the asymptotic dynamics, but asynchrony implicit in Y (n) = {1, · · · , d} does matter. The general limiting ODE turns out to bė
where Λ(t) is a diagonal matrix with non-negative entries. For special choice of step-sizes and under the condition that ν(i, n)/n remain uniformly bounded away from zero (i.e., all components are updated 'comparably often'), one can get Λ(t) proportional to the identity matrix. If so, the limiting ODE is a time scaled version of (3), with exactly the same asymptotic behaviour.
One important instance of this situation is simulation based algorithms wherein the indices i correspond to the state of a simulated finite state Markov chain X n , n ≥ 0, and Y (n) = {X n }, the singleton corresponding to its current position.
Markov noise:
A more general stochastic approximation scheme is
where Y (n), n ≥ 0, is the so called 'Markov noise', satisfying P (Y (n + 1) ∈ A|x(m), Y (m), M (m), m ≤ n) = p x(n) (A|Y (n)).
Here for each x ∈ R d , p x (·|·) is a transition probability kernel of an ergodic Markov chain with unique stationary distribution π x . Under suitable technical hypotheses, the limiting ODE then iṡ
A more general 'controlled Markov' noise can be similarly handled (Borkar, 2006) . See also (Anantharam and Borkar, 2012) for some non-standard noise models.
Examples

Stochastic gradient scheme: The most common situation in practice is stochastic gradient descent
wherein h(x) = −∇F (x), or ascent, where h(x) = ∇F (x), for a suitable performance measure F . A standard example of the former is the mean square error. For example in on-line nonlinear regression, we have IID pairs of observations (X n , Y n ), n ≥ 1, and we wish to fit a model
Here f β is to be chosen from a prescribed parametric family {f β , β ∈ I} for some index set I ⊂ R d , so as to minimize the mean square error
The stochastic gradient scheme (for I = R d ) then is
where has local minima of F as its stable equilibria, ensuring w. p. 1 convergence to the set thereof.
Often the exact gradient is not available and an approximation has to be used. An old scheme for this is the Kiefer-Wolfowitz scheme (Kiefer and Wolfowitz, 1952 ) which uses finite difference approximation in each coordinate direction. The Simultaneous Perturbation Stochastic Approximation (SPSA) schemes of (Spall, 1992) replace this by finite difference along a single random direction, thereby saving a lot of computation. A more recent gradient estimation scheme for high dimensions uses
Taylor expansion and regression (Mukherjee and Wu, 2006) . As pointed out above, a good estimate ensures convergence to a neighbourhood of a local minimum. (c) There are some instances of limiting ODEs of (1) taking values in the probability simplex
Liapunov systems:
These necessarily require that i h i (·) ≡ 0 (so that the sum of components is preserved) and p i = 0 =⇒ h i (p) ≥ 0 (so that the positive orthant is an invariant set). Of course, the actual stochastic algorithm may require projection to S at each step. Such algorithms are common when probabilities e.g., for routing, or randomized strategies in games, are being learnt. A common Liapunov function that often works is the relative entropy w.r.t. the target equilibrium p * , i.e.,
One major instance of such ODEs is the replicator dynamics from evolutionary biology given byṗ
In biology, p i (t) is the fraction of species i at time t and F i (p(t)) is its payoff given the current population profile. The equation then captures the Darwinian evolution whereby the fraction increases or decreases according to whether this payoff is above or below the population average.
This has been made the basis of many algorithms for network optimization. The equation need not converge to equilibria except in special cases, e.g., when either F (·) :
is anti-monotone or is the gradient of some 'potential' Ψ : R d → R.
(d) Another special situation is the ODĖ
where c ij = c ji ≥ 0 and := a i , b i , f i , g i or d dx g i is > 0 and satisfies (x) − (y) ≤ L x − y for a suitable L > 0. This has the Liapunov function
Such equations occur in a network optimization problem (Borkar, 2007) , the Kelly-Maulloo-Tan dynamic pricing scheme (Kelly et al., 1998) , and the Cohen-Grossberg model in neural networks (Cohen and Grossberg, 1983 ).
Miscellaneous:
There are some special cases that do not fit the above, such as the following. Here i 0 is a fixed index. This also works for positive definite Q. Normalizing factors other than x i 0 are possible. A nonlinear version of this with min u Q u x in place of Qx for a parametrized family Q u (the minimum being pointwise) works as a scheme for approximate dynamic programming for risk-sensitive (i.e., multiplicative cost) control popular in finance (Borkar, 2002) .
(b) Global Newton: Letting ∇f denote the Jacobian matrix of f :
corresponds to the 'global Newton' scheme of Smale (Smale, 1976) . Smale proved the convergence of this ODE to the zero set of f for 'almost all' initial conditions. The latter qualification can be ignored if the noise is rich enough. A case of special interest is f := ∇F, ∇f := ∇ 2 F for some F : R d → R, which corresponds to the Newton scheme for minimization of F . See (Bhatnagar et al., 2013) for stochastic approximation versions of this.
(c) Cooperative systems: If ∂h i (x) ∂x j ≥ 0 for i = j and the Jacobian matrix is irreducible, then the ODE is called 'cooperaive' and a theorem of Hirsch ensures that if its trajectories are bounded, then they converge to the set of equilibria for 'almost all initial conditions' in a certain sense (Hirsch, 1985) . Again, the qualification may be ignored in many practical cases. This has several applications, see, e.g., (Garg et al., 2005) , for an application to dynamic pricing. Here W is the given d × d positive definite matrix and M (t) ∈ R d×k , k < d. The algorithm converges to a basis for the k-dimensional subspace corresponding to k leading eigenvalues.
See also (Diamantaras and Kung, 1996) for a scheme that gives the leading eigenvectors as well.
This has applications to spectral clustering among other things.
Further Variants
Some related algorithms that stretch further the possibilities offered by stochastic approximation are as follows. where b(n) ↓ 0 at a rate faster than a(n). This can be arranged so that x(n) tracks the behaviour of the stochastic differential equation
for a standard d-dimensional Brownian motion W (·), where (t) ↓ 0 sufficiently slowly. For suitable choices of a(n), b(n), one has 2 (t) ≥ C log t where C ≥ C 0 > 0 for a certain constant C 0 related to the spectrum of the differential operator 1 2 ∆ − ∇V, · . In this case, the distribution of x(t) and hence that of x(n), tracks the stationary distribution of the time-homogeneous stochastic differential equation
in the 0 ↓ 0 limit. The latter distribution can be shown to concentrate on the set M of global minima of V . Together, these considerations establish convergence in probability of x(n) to M . This is the continuous state space analog of the celebrated simulated annealing algorithm for global optimization.
See (Gelfand and Mitter, 1991) for details.
2.
Gossip-based algorithms: Consider a distributed algorithm wherein processors sit on the nodes of a connected undirected graph G and the ith processor performs the d-dimensional iteration x i (n + 1) = j∈N (i) p(j|i)x j (n) + a(n)[h i (x i (n)) + M i (n + 1)], 1 ≤ i ≤ k.
Here N (i) := the set of neighbours of i in G and p(·|·) an irreducible stochastic matrix compatible with G. Let π denote the unique stationary distribution for p(·|·). Then the limiting ODE iṡ
x i (t) = j π(j)h j (x j (t)).
Compare this with the 'gossip' algorithm
for averaging, which leads to x i (n) → j π(j)x j (0) ∀i. Thus the first term on the right of (4) is a gossip-like averaging that forces consensus among the processors and the second term is their individual stochastic approximation computations. First introduced in (Tsitsiklis et al., 1986) , this is a popular paradigm for coordination algorithms among multiple agents. More interesting variants involve random polling of neighbours (see, e.g., ) and mobile agents leading to time-varying G (see, e.g., (Chen et al., 2012) ).
Nonlinear versions of the 'gossip' part have been proposed in (Mathkar and Borkar, 2014) , which either allow the averaging weights p(·|·) to depend dynamically on x(n), or replace them altogether by a nonlinear map. The latter is motivated by distributed projection schemes.
Conclusions
Despite its long history and considerable body of work, the field of stochastic iterative algorithms is still active, largely due to new issues being constantly thrown up by the technological imperatives, high dimensional data being a recent example. Some important current research themes are:
1. Algorithms that scale well with dimension in the high dimensional limit, both from point of view of computation and of memory and data retrieval.
2. Algorithms for multiagent scenarios such as autonomous agents (robot swarms / UAVs) and cyberphysical systems, that respect the communication constraints and dynamic network topologies.
3. Algorithms that operate as a component of a loop in closed loop control, particularly in networked control.
