The centrality dependence of transverse momentum distributions and yields for ± , K ± , p, and p in Au + Au collisions at ͱ s NN = 200 GeV at midrapidity are measured by the PHENIX experiment at the Relativistic Heavy Ion Collider. We observe a clear particle mass dependence of the shapes of transverse momentum spectra in central collisions below ϳ2 GeV/ c in p T . Both mean transverse momenta and particle yields per participant pair increase from peripheral to midcentral and saturate at the most central collisions for all particle species. We also measure particle ratios of − / + , K
I. INTRODUCTION
The motivation for ultrarelativistic heavy-ion experiments at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory is the study of nuclear matter at extremely high temperature and energy density with the hope of creating and detecting deconfined matter consisting of quarks and gluons-the quark gluon plasma (QGP). Lattice QCD calculations [1] predict that the transition to a deconfined state occurs at a critical temperature T c Ϸ 170 MeV and an energy density ⑀ Ϸ 2 GeV/ fm 3 . Based on the Bjorken estimation [2] and the measurement of transverse energy ͑E T ͒ in Au+ Au collisions at ͱ s NN = 130 GeV [3] and 200 GeV, the spatial energy density in central Au+ Au collisions at RHIC is believed to be high enough to create such deconfined matter in a laboratory [3] .
The hot and dense matter produced in relativistic heavyion collisions may evolve through the following scenario: preequilibrium, thermal (or chemical) equilibrium of partons, possible formation of QGP or a QGP-hadron gas mixed state, a gas of hot interacting hadrons, and finally, a freeze-out state when the produced hadrons no longer strongly interact with each other. Since produced hadrons carry information about the collision dynamics and the entire space-time evolution of the system from the initial to the final stage of collisions, a precise measure of the transverse momentum ͑p T ͒ distributions and yields of identified hadrons as a function of collision geometry is essential for the understanding of the dynamics and properties of the created matter.
In the low p T region ͑Ͻ2 GeV/ c͒, hydrodynamic models [4, 5] that include radial flow successfully describe the measured p T distributions in Au+ Au collisions at ͱ s NN = 130 GeV [6] [7] [8] . The p T spectra of identified charged hadrons below p T Ϸ 2 GeV/ c in central collisions have been well reproduced by two simple parameters: transverse flow velocity ␤ T and freeze-out temperature T fo [8] under the assumption of thermalization with longitudinal and transverse flow [4] . The particle production in this p T region is considered to be dominated by secondary interactions among produced hadrons and participating nucleons in the reaction zone. Another model which successfully describes the particle abundances at low p T is the statistical thermal model [9] . Particle ratios have been shown to be well reproduced by two parameters: a baryon chemical potential B and a chemical freeze-out temperature T ch . It is found that there is an overall good agreement between measured particle ratios at ͱ s NN = 130 GeV Au+ Au and the thermal model calculations [10, 11] .
On the other hand, at high p T ͑ജ4 GeV/ c͒ the dominant particle production mechanism is the hard scattering described by perturbative quantum chromodynamics (pQCD), which produces particles from the fragmentation of energetic partons. One of the most interesting observations at RHIC is that the yield of high p T neutral pions and nonidentified charged hadrons in central Au+ Au collisions at RHIC are below the expectation of the scaling with the number of nucleon-nucleon binary collisions, N coll [12] [13] [14] . This effect could be a consequence of the energy loss suffered by partons moving through deconfined matter [15, 16] . It has also been observed that the yield of neutral pions is more strongly suppressed than that for nonidentified charged hadrons [12] in central Au+ Au collisions at RHIC. Another interesting feature is that the proton and antiproton yields in central events are comparable to that of pions at p T Ϸ 2 GeV/ c [6] , differing from the expectation of pQCD. These observations suggest that a detailed study of particle composition at intermediate p T ͑Ϸ2 -4 GeV/ c͒ is very important to understand hadron production and collision dynamics at RHIC.
The PHENIX experiment [17] has a unique hadron identification capability in a broad momentum range. Pions and kaons are identified up to 3 GeV/ c and 2 GeV/ c in p T , respectively, and protons and antiprotons can be identified up to 4.5 GeV/ c by using a high resolution time-of-flight detector [18] . Neutral pions are reconstructed via 0 → ␥␥ up to p T Ϸ 10 GeV/ c through an invariant mass analysis of ␥ pairs detected in an electromagnetic calorimeter [19] with wide azimuthal coverage. During the measurements of Au+ Au collisions at ͱ s NN = 200 GeV in year 2001 at RHIC, the PHENIX experiment accumulated enough events to address the above issues at intermediate p T as well as the particle production at low p T with precise centrality dependences. In this paper, we present the centrality dependence of p T spectra, ͗p T ͘, yields, and ratios for ± , K ± , p, and p, in Au+Au collisions at ͱ s NN = 200 GeV at midrapidity measured by the PHENIX experiment. We also present results on the scaling behavior of charged hadrons compared with results of 0 measurements [14] , which have been published separately. The paper is organized as follows. Section II describes the PHENIX detector used in this analysis. In Sec. III the analysis details including event selection, track selection, particle identification, and corrections applied to the data are described. The systematic errors on the measurements are also discussed in this section. For the experimental results, centrality dependence of p T spectra for identified charged particles is presented in Sec. IV A, and transverse mass spectra are given in Sec. IV B. Particle yields and mean transverse momenta as a function of centrality are presented in Sec. IV C. In Sec. IV D the systematic study of particle ratios as a function p T and centrality is presented. Section IV E studies the scaling behavior of identified charged hadrons. A summary is given in Sec. V.
II. PHENIX DETECTOR
The PHENIX experiment is composed of two central arms, two forward muon arms, and three global detectors. The east and west central arms are placed at zero rapidity and designed to detect electrons, photons, and charged hadrons. The north and south forward muon arms have full azimuthal coverage and are designed to detect muons. The global detectors measure the start time, vertex, and multiplicity of the interactions. The following sections describe the parts of the detector that are used in the present analysis. A detailed description of the complete detector can be found elsewhere [17] [18] [19] [20] [21] [22] .
A. Global detectors
In order to characterize the centrality of Au+ Au collisions, zero-degree calorimeters (ZDCs) [21] and beam-beam counters (BBCs) [20] are employed. The zero-degree calorimeters are small hadronic calorimeters which measure the energy carried by spectator neutrons. They are placed 18 m upstream and downstream of the interaction point along the beam line. Each ZDC consists of three modules. Each module has a depth of two hadronic interaction lengths and is read out by a single photomultiplier tube (PMT). Both time and amplitude are digitized for each PMT along with the analog sum of the three PMT signals for each ZDC.
Two sets of beam-beam counters are placed 1.44 m from the nominal interaction point along the beam line (one on each side). Each counter consists of 64 Čerenkov telescopes, arranged radially around the beam line. The BBC measures the number of charged particles in the pseudorapidity region 3.0Ͻ ͉ ͉ Ͻ 3.9. The correlation between BBC charge sum and ZDC total energy is used for centrality determination. The BBC also provides a collision vertex position and start time information for time-of-flight measurement.
B. Central arm detectors
Charged particles are tracked using the central arm spectrometers [22] . The spectrometer on the east side of the PHENIX detector (east arm) contains the following subsystems used in this analysis: drift chamber (DC), pad chamber (PC), and time-of-flight (TOF).
The drift chambers are the closest tracking detectors to the beam line-at a radial distance of 2.2 m. They measure charged particle trajectories in the azimuthal direction to determine the transverse momentum of each particle. By combining the polar angle information from the first layer of the PC with the transverse momentum, the total momentum p is determined. The momentum resolution is ␦p / p Ӎ 0.7% 1.0% ϫ p͑GeV/ c͒, where the first term is due to the multiple scattering before the DC and the second term is the angular resolution of the DC. The momentum scale is known to 0.7%, from the reconstructed proton mass using the TOF.
The pad chambers are multiwire proportional chambers that form three separate layers of the central tracking system. The first pad chamber layer (PC1) is located at the radial outer edge of each drift chamber at a distance of 2.49 m, while the third layer (PC3) is 4.98 m from the interaction point. The second layer (PC2) is located at a radial distance of 4.19 m in the west arm only. PC1 and the DC, along with the vertex position measured by the BBC, are used in the global track reconstruction to determine the polar angle of each charged track.
The time-of-flight detector serves as the primary particle identification device for charged hadrons by measuring the stop time. The start time is given by the BBC. The TOF wall is located at a radial distance of 5.06 m from the interaction point in the east central arm. This contains 960 scintillator slats oriented along the azimuthal direction. It is designed to cover ͉ ͉ Ͻ 0.35 and ⌬ = 45°in azimuthal angle. The intrinsic timing resolution is Ӎ 115 ps, which allows for a 3 / K separation up to p T Ӎ 2.5 GeV/ c, and 3 K / p separation up to p T Ӎ 4 GeV/ c.
III. DATA ANALYSIS
In this section, we describe the event and track selection, charged particle identification and various corrections, including geometrical acceptance, particle decay, multiple scattering and absorption effects, detector occupancy corrections, and weak decay contributions from ⌳ and ⌳ to proton and antiproton spectra. The estimations of systematic uncertainties on the measurements are addressed at the end of this section.
A. Event selection
For the present analysis, we use the PHENIX minimum bias trigger events, which are determined by a coincidence between north and south BBC signals. We also require a collision vertex within ±30 cm from the center of the spectrometer. The collision vertex resolution determined by the BBC is about 6 mm in Au+ Au collisions in minimum bias events [20] . The PHENIX minimum bias trigger events include 92.2 −3.0 +2.5 % of the 6.9 b Au+ Au total inelastic cross section [14] . Figure 1 shows the correlation between the BBC charge sum and ZDC total energy for Au+ Au at ͱ s NN = 200 GeV. The lines on the plot indicate the centrality definition in the analysis. For the centrality determination, these events are subdivided into 11 bins using the BBC and ZDC correlation: 0 -5 %, 5 -10 %, 10-15 %, 15-20 %, 20-30 %, . . ., 70-80 %, and 80-92 %. Due to the statistical limitations in the peripheral events, we also use the 60-92 % centrality bin as the most peripheral bin. After event selection, we analyze 2.02ϫ 10 7 minimum bias events, which represents ϳ140 times more events than used in our published Au+ Au data at 130 GeV [6, 8] . Based on a Glauber model calculation [8, 14] we use two global quantities to characterize the event centrality: the average number of participants ͗N part ͘ and the average number of collisions ͗N coll ͘ associated with each centrality bin ( Table I) .
B. Track selection
Charged particle tracks are reconstructed by the DC based on a combinatorial Hough transform [25] -which gives the angle of the track in the main bend plane. The main bend plane is perpendicular to the beam axis (azimuthal direction). PC1 is used to measure the position of the hit in the longitudinal direction (along the beam axis). When combined with the location of the collision vertex along the beam axis (from the BBC), the PC1 hit gives the polar angle of the track. Only tracks with valid information from both the DC and PC1 are used in the analysis. In order to associate a track with a hit on the TOF, the track is projected to its expected hit location on the TOF. Tracks are required to have a hit on the TOF within ±2 of the expected hit location in both the azimuthal and beam directions. Finally, a cut on the energy loss in the TOF scintillator is applied to each track. This ␤-dependent energy loss cut is based on a parametrization of the Bethe-Bloch formula, i.e., dE / dx Ϸ ␤ −5/3 , where ␤ = L / ͑ct TOF ͒, L is the path length of the track trajectory from the collision vertex to the hit position of the TOF wall, t TOF is the time of flight, and c is the speed of light. The flight path length is calculated from a fit to the reconstructed track trajectory. The background due to random association of DC/ PC1 tracks with TOF hits is reduced to a negligible level when the mass cut used for particle identification is applied (described in the following) section.
C. Particle identification
The charged particle identification (PID) is performed by using the combination of three measurements: time of flight from the BBC and TOF, momentum from the DC, and flight path length from the collision vertex point to the hit position on the TOF wall. The square of the mass is derived from the following formula:
͑1͒
where p is the momentum, t TOF is the time of flight, L is a flight path length, and c is the speed of light. The charged particle identification is performed using cuts in m 2 and momentum space.
In Fig. 2 , a plot of m 2 versus momentum multiplied by charge is shown together with applied PID cuts as solid curves. We use 2 standard deviation PID cuts in m 2 and momentum space for each particle species. The PID cut is based on a parametrization of the measured m 2 width as a function of momentum,
where ␣ is the angular resolution, ms is the multiple scattering term, t is the overall time-of-flight resolution, m is the centroid of m 2 distribution for each particle species, and K 1 is a magnetic field integral constant term of 87.0 mrad GeV. The parameters for PID are ␣ = 0.835 mrad, ms = 0.86 mrad GeV, and t = 120 ps. Through improvements in alignment and calibrations, the momentum resolution is improved over the 130 GeV data ͓8͔. The centrality dependence of the width and the mean position of the m 2 distribution has also been checked. There is no clear difference seen between central and peripheral collisions. For pion identification above 2 GeV/ c, we apply an asymmetric PID cut to reduce kaon contami- nation of the pions. As shown by the lines in Fig. 2 , the overlap region which is within the 2 cuts for both pions and kaons is excluded. For kaons, the upper momentum cutoff is 2 GeV/ c since the pion contamination level for kaons is Ϸ10% at that momentum. The upper momentum cutoff on the pions is p T = 3 GeV/ c-where the kaon contamination reaches Ϸ10%. The contamination of protons by kaons reaches about 5% at 4 GeV/ c. Electron ͑posi-tron͒ and decay muon background at very low p T ͑Ͻ0.3 GeV/ c͒ are well separated from the pion masssquared peak. The contamination background on each particle species is not subtracted in the analysis. For protons, the upper momentum cutoff is set at 4.5 GeV/ c due to statistical limitations and background at high p T . An additional cut on m 2 for protons and antiprotons, m 2 Ͼ 0.6 ͑GeV/ c 2 ͒ 2 , is introduced to reduce background. The lower momentum cutoffs are 0.2 GeV/ c for pions, 0.4 GeV/ c for kaons, and 0.6 GeV/ c for p and p. This cutoff value for p and p is larger than those for pions and kaons due to the large energy loss effect.
D. Acceptance, decay, and multiple scattering corrections
In order to correct for (1) the geometrical acceptance, (2) in-flight decay for pions and kaons, (3) the effect of multiple scattering, and (4) nuclear interactions with materials in the detector (including antiproton absorption), we use PISA (PHENIX Integrated Simulation Application), a GEANT [26] based Monte Carlo (MC) simulation program of the PHENIX detector. The single-particle tracks are passed from GEANT through the PHENIX event reconstruction software [25] . In this simulation, the BBC, TOF, and DC detector responses are tuned to match the real data. For example, dead areas of DC and TOF are included, and momentum and timeof-flight resolution are tuned. The track association to TOF in both azimuth ͑͒ and along the beam axis ͑z͒ as a function of momentum and the PID cut boundaries are parametrized to match the real data. A fiducial cut is applied to choose identical active areas on the TOF in both the simulation and data. We generate 1 ϫ 10 7 single-particle events for each particle species ( ± , K ± , p, and p) with low p T enhanced ͑Ͻ2 GeV/ c͒ + flat p T distributions for high p T (2 -4 GeV/ c for pions and kaons, 2 -8 GeV/ c for p and p). 1 The efficiencies are determined in each p T bin by dividing the reconstructed output by the generated input as expressed as follows:
where j is the particle species. The resulting correction factors ͑1/⑀ acc ͒ are applied to the data in each p T bin and for each individual particle species.
E. Detector occupancy correction
Due to the high multiplicity environment in heavy ion collisions, which causes high occupancy and multiple hits on a detector cell such as scintillator slats of the TOF, it is expected that the track reconstruction efficiency in central events is lower than that in peripheral events. The typical occupancy at TOF is less than 10% in the most central Au + Au collisions. To correct for this effect, we merge single particle simulated events with real events and calculate the track reconstruction efficiency for each simulated track as follows:
where i is the centrality bins and j is the particle species. This study has been performed for each particle species and each centrality bin. The track reconstruction efficiencies are factorized ͑into independent terms depending on centrality and p T ͒ for p T Ͼ 0.4 GeV/ c, since there is no p T dependence in the efficiencies above that p T . Figure 3 shows the dependence of track reconstruction efficiency for ± , K ± , p, and p as a function of centrality expressed as N part . The efficiency in the most central 0 -5 % events is about 80 % for protons ͑p͒, 83% for kaons, and 85% for pions. Slower particles are more likely lost due to high occupancy in the TOF because the system responds to the earliest hit. For the most peripheral 80-92 % events, the efficiency for detector occupancy effect is Ϸ99% for all particle species. The factors are applied to the spectra for each particle species and centrality bin. Systematic uncertainties on detector occupancy corrections ͑1/⑀ mult ͒ are less than 3%. 1 Due to the good momentum resolution at the high p T region, the momentum smearing effect for a steeply falling spectrum is Ͻ1% at p T =5 GeV/c. The flat p T distribution up to 5 GeV/ c can be used to obtain the correction factors. 
F. Weak decay correction
Protons and antiprotons from weak decays (e.g., from ⌳ and ⌳ ) can be reconstructed as tracks in the PHENIX spectrometer. The proton and antiproton spectra are corrected to remove the feed-down contribution from weak decays using a HIJING [27] simulation. HIJING output has been tuned to reproduce the measured particle ratios of ⌳ / p and ⌳ / p along with their p T dependencies in ͱ s NN = 130 GeV Au+ Au collisions [28] which include contribution from ⌶ and ⌺ 0 . Corrections for feed-down from ⌺ ± are not applied, as these yields were not measured. About 2 ϫ 10 6 central HIJING events (impact parameter b =0-3 fm) covering the TOF acceptance have been generated and processed through the PHENIX reconstruction software. To calculate the feeddown corrections, the p / p and ⌳ / ⌳ yield ratios were assumed to be independent of p T and centrality. The systematic error due to the feed-down correction is estimated at 6% by varying the ⌳ / p and ⌳ / p ratios within the systematic errors of the ͱ s NN = 130 GeV Au+ Au measurement [28] ͑±24%͒ and assuming m T scaling at high p T . This uncertainty could be larger if the ⌳ / p and ⌳ / p ratios change significantly with p T and beam energy. The fractional contribution to the p ͑p͒ yield from ⌳ ͑⌳ ͒ , ␦ feed ͑p T ͒, is shown in Fig. 4 . The solid (dashed) lines represent the systematic errors for protons ͑p͒. The obtained factor is about 40% below 1 GeV/ c and 30% at 4 GeV/ c. We multiply the proton and antiproton spectra by the factor C feed for all centrality bins as a function of p T :
where j = p , p.
G. Invariant yield
Applying the data cuts and corrections discussed above, the final invariant yield for each particle species and centrality bin are derived using the following equation:
where y is rapidity, N evt ͑i͒ is the number of events in each centrality bin i , C ij ͑p T ͒ is the total correction factor, and N j ͑i , p T ͒ is the number of counts in each centrality bin i, particle species j, and p T . The total correction factor is composed of
H. Systematic uncertainties
To estimate systematic uncertainties on the p T distribution and particle ratios, various sets of p T spectra and particle ratios were made by changing the cut parameters including the fiducial cut, PID cut, and track association windows slightly from what was used in the analysis. For each of these spectra and ratios using modified cuts, the same changes in the cuts were made in the Monte Carlo analysis. The absolutely normalized spectra with different cut conditions are divided by the spectra with the baseline cut conditions, resulting in uncertainties associated with each cut condition as a function of p T . The various uncertainties are added in quadrature. Three different centrality bins (minimum bias, central 0 -5 %, and peripheral 60-92 %) are used to study the centrality dependence of systematic errors. The same procedure has been applied for the following particle ratios: Table II shows the systematic errors of the p T spectra for central collisions. The systematic uncertainty on the absolute value of momentum (momentum scale) is estimated as 3% in the measured p T range by comparing the known proton mass to the value measured as protons in real data. It is found that the total systematic error on the p T spectra is 8 -14 % in both central and peripheral collisions. For the particle ratios, the typical systematic error is about 6% for all particle species. The dominant source of uncertainties on the central-toperipheral ratio scaled by N coll ͑R CP ͒ are the systematic errors on the nuclear overlap function, T AuAu (see Table III ). The systematic errors on dN / dy and ͗p T ͘ are discussed in Sec. IV C together with the procedure for the determination of these quantities.
IV. RESULTS
In this section, the p T and transverse mass spectra and yields of identified charged hadrons as a function of centrality are shown. Also a systematic study of particle ratios in Au+ Au collisions at ͱ s NN = 200 GeV at midrapidity is presented. Figure 5 shows the p T distributions for pions, kaons, protons, and antiprotons. The top two plots are for the most central 0 -5 % collisions, and the bottom two are for the most peripheral 60-92 % collisions. The spectra for positive particles are presented on the left, and those for negative particles on the right. For p T Ͻ 1.5 GeV/ c in central events, the data show a clear mass dependence in the shapes of the spectra. The p and p spectra have a shoulder-arm shape, the pion spectra have a concave shape, and the kaons fall exponentially. On the other hand, in the peripheral events, the mass dependences of the p T spectra are less pronounced and the p T spectra are more nearly parallel to each other. Another notable observation is that at p T above Ϸ2.0 GeV/ c in central events, the p and p yields become comparable to the pion yields, which is also observed in 130 GeV Au+ Au collisions [6] . This observation shows that a significant fraction of the total particle yield at p T Ϸ 2.0-4.5 GeV/ c in Au+ Au central collisions consists of p and p.
A. Transverse momentum distributions
These high statistics Au+ Au data at ͱ s NN = 200 GeV allow us to perform a detailed study of the centrality dependence of the p T spectra. In this analysis, we use the 11 centrality bins described in Sec. III A as well as the combined peripheral bin ͑60-92 %͒ for each particle species. Figure 6 shows the centrality dependence of the p T spectrum for + (left) and − (right). For clarity, the data points are scaled vertically as quoted in the figures. The error bars are statistical only. The pion spectra show an approximately powerlaw shape for all centrality bins. The spectra become steeper (fall faster with increasing p T ) for more peripheral collisions. Figure 7 shows similar plots for kaons. The data can be well approximated by an exponential function in p T for all centralities. Finally, the centrality dependence of the p T spectra for protons (left) and antiprotons (right) is shown in Fig.  8 . As in Fig. 5 , both p and p spectra show a strong centrality dependence below 1.5 GeV/ c, i.e., they develop a shoulder at low p T and the spectra flatten (fall more slowly with increasing p T ) with increasing collision centrality.
Up to p T = 1.5-2 GeV/ c, it has been found that hydrodynamic models can reproduce the data well for ± , K ± , p, and p spectra at 130 GeV [8] , and also the preliminary data at 200 GeV in Au+ Au collisions (e.g., Refs. [5, 29] ). These models assume thermal equilibrium and that the created particles are affected by a common transverse flow velocity ␤ T and freeze-out (stop interacting) at a temperature T fo with a fixed initial condition governed by the equation of state (EOS) of matter. There are several types of hydrodynamic calculations, e.g., (1) a conventional hydrodynamic fit to the experimental data with two free parameters, ␤ T and T fo [30] , (2) a combination of hydrodynamics and a hadronic cascade model [5] , (3) transverse and longitudinal flow with simultaneous chemical and thermal freeze-outs within the statistical thermal model [31] , (4) requiring the early thermalization with a QGP type EOS [32] . Despite the differences between the hydrodynamic models, all models are in qualitative agreement with the identified single-particle spectra in central collisions at low p T as seen in Ref. [8] . However, they fail to reproduce the peripheral spectra above p T Ӎ 1 GeV/ c and their applicability in the high p T region ͑Ͼ2 GeV/ c͒ is limited. Comparison with the detailed centrality dependence of hadron spectra presented here would shed light on further understanding of the EOS, chemical properties in the model, and the freeze-out conditions at RHIC.
B. Transverse mass distributions
In order to quantify the observed particle mass dependence of the p T spectra shape and their centrality dependence, the transverse mass spectra for identified charged hadrons are presented here. From former studies at lower beam energies, it is known that the invariant differential cross sections in p + p, p + A, and A + A collisions generally show a shape of an exponential in m T − m 0 , where m 0 is particle mass, and m T = ͱ p T 2 + m 0 2 is transverse mass. For an m T spectrum with an exponential shape, one can parametrize it as follows:
where T is referred to as the inverse slope parameter, and A is a normalization parameter which contains information on dN / dy. In Fig. 9 , m T distributions for ± , K ± , p, and p for central 0 -5 % ͑top panels͒, midcentral 40-50 % ͑middle panels͒, and peripheral 60-92 % ͑bottom panels͒ collisions are shown. The spectra for positive particles are on the left and for negative particles are on the right. The solid lines overlaid on each spectra are the fit results using Eq. ͑8͒. The error bars are statistical only. As seen in Fig.  9 , all the m T spectra display an exponential shape in the low m T region. However, at higher m T , the spectra become less steep, which corresponds to a power-law behavior in p T . Thus, the inverse slope parameter in Eq. ͑8͒ depends on the fitting range. In this analysis, the fits cover the range 0.2-1.0 GeV/ c 2 for pions and 0.1-1.0 GeV/ c 2 for kaons, protons, and antiprotons in m T − m 0 . The low m T region ͑m T − m 0 Ͻ 0.2 GeV/ c 2 ͒ for pions is excluded from the fit to eliminate the contributions from resonance decays. The inverse slope parameters for each particle species in the three centrality bins are summarized in Fig. 10 and in Table IV . The inverse slope parameters increase with increasing particle mass in all centrality bins. This increase for central collisions is more rapid for heavier particles.
Such a behavior was derived, under certain conditions, by Schnedermann et al. [33] for central collisions and by Csörgő et al. [34] for noncentral heavy-ion collisions:
Here T 0 is a freeze-out temperature and ͗u t ͘ is a measure of the strength of the ͑average radial͒ transverse flow. The dotted lines in Fig. 10 represent a linear fit of the results from each centrality bin as a function of mass using Eq. ͑9͒. The fit parameters for positive and negative particles are shown in Table IV . It indicates, that the linear extrapolation of the slope parameter T͑m͒ to zero mass has the same intercept parameters T 0 in all the centrality classes, indicating that the freeze-out temperature is approximately independent of the centrality. On the other hand, ͗u t ͘, the strength of the average transverse flow is increasing with increasing centrality, supporting the hydrodynamic picture.
Motivated by the idea of a color glass condensate, the authors of Ref. [35] argued that the m T spectra (not m T − m 0 ) of identified hadrons at RHIC energy follow a generalized scaling law for all centrality classes when the proton (kaon) spectrum is multiplied by a factor of 0.5 (2.0). The 200 GeV Au+ Au pion and kaon spectra seem to follow this m T scaling, but proton and antiproton spectra are below it by a factor of ϳ2 for all centralities. Since p and p spectra presented here are corrected for weak decays from ⌳ and ⌳ , the model also needs to study the feed-down effect to conclude that a universal m T scaling law is seen at RHIC.
C. Mean transverse momentum and particle yields versus N part
By integrating a measured p T spectrum over p T , one can determine the mean transverse momentum ͗p T ͘ and particle yield per unit rapidity, dN / dy, for each particle species. The procedure to determine the mean p T and dN / dy is described below. (1) Determine dN / dy and ͗p T ͘ by integrating over the measured p T range from the data.
(2) Fit several appropriate functional forms (detailed below) to the p T spectra. Note that all of the fits are reasonable approximations to the data. Integrate from zero to the first data point and from the last data point to infinity.
(3) Sum the data yield and the two functional yield pieces together to get dN / dy and ͗p T ͘ in each functional form.
(4) Take the average between the upper and lower bounds from the different functional forms to obtain the final dN / dy and ͗p T ͘. The statistical uncertainties are determined from the data. The systematic errors from the extrapolation of yield are defined as half of the difference between the upper and lower bounds.
(5) Determine the final systematic errors on dN / dy and ͗p T ͘ for each centrality bin by taking the quadrature sum of the extrapolation errors, errors associated with cuts, detector occupancy corrections (for dN / dy), and feed-down corrections (for p and p).
For the extrapolation of dN / dy and ͗p T ͘, the following functional forms are used for different particle species: a power-law function and a p T exponential for pions, a p T exponential and an m T exponential for kaons, and a Boltzmann function, p T exponential, and m T exponential for protons and antiprotons. The effects of contamination background at high-p T region for both dN / dy and ͗p T ͘ are estimated as less than 1% for all particle species. The overall systematic uncertainties on both dN / dy and ͗p T ͘ are about 10-15 %. See Table V for the systematic errors of dN / dy and Table VI for those of ͗p T ͘.
In Fig. 11 , the centrality dependence of ͗p T ͘ for ± , K ± , p, and p is shown. The error bars in the figure represent the statistical errors. The systematic errors from cut conditions are shown as shaded boxes on the right for each particle species. The systematic errors from extrapolations, which are scaled by a factor of 2 for clarity, are shown in the bottom for each particle species. The data are also summarized in Table  VII . It is found that ͗p T ͘ for all particle species increases from the most peripheral to midcentral collisions, and appears to saturate from the midcentral to central collisions (although the ͗p T ͘ values for p and p may continue to rise). It should be noted that while the total systematic errors on ͗p T ͘ listed in Table VI is large, the trend shown in the figure is significant. One of the main sources of the uncertainty is the yield extrapolation in unmeasured p T range (e.g., p T Ͻ 0.6 GeV/ c for protons and antiprotons). These systematic errors are correlated, and therefore move the curve up and down simultaneously. In Fig. 12 , the particle mass and centrality dependence of ͗p T ͘ are shown. The data presented here are the ͗p T ͘ for the 0 -5 %, 40-50 % and 60-92 % centrality bins. Figure 12 is similar to Fig. 10 , which shows the inverse slope parameters, in that the ͗p T ͘ increases with particle mass and with centrality. This is qualitatively consistent with the hydrodynamic expansion picture [29, 33, 34] . Figure 13 shows the centrality dependence of dN / dy per participant pair ͑0.5 N part ͒. The data are summarized in Table  VIII . The error bars on each point represent the quadratic sum of the statistical errors and systematic errors from cut conditions. The statistical errors are negligible. The lines represent the effect of the systematic error on N part which affects all curves in the same way. The data indicate that dN / dy per participant pair increases for all particle species with N part up to Ϸ100, and saturates from the midcentral to the most central collisions. From dN / dy for protons and antiprotons, we obtain the net proton number at midrapidity for the most central 0 -5 % collisions, dN / dy͉ p − dN / dy͉ p = 18.47-13.52 
D. Particle ratios
The ratios of [43, 44] .
To investigate the p T dependence of the p / p ratio in detail, it is shown in Fig. 16 for minimum bias events with two theoretical calculations: a pQCD calculation (dashed line) and a baryon junction model with jet-quenching [46] (solid line). The baryon junction calculation agrees well with the measured p / p ratio over the measured p T range within the experimental uncertainties, while the pQCD calculation does not explain the constant p / p ratio over the wide p T range. charged and neutral pions agree within 5 -15 %. The error bars on the PHENIX data points in the figure show the quadratic sum of the statistical errors and the point-to-point systematic errors. There is an additional normalization uncertainty of 8% for p / + , p / − and 12% for p / 0 , p / 0 [the quadratic sum of the systematic errors on p (or p) normalization and p T independent systematic errors from 0 [23] ], which may shift the data up or down for all three centrality bins together, but does not affect their shape. The ratios increase rapidly at low p T , but saturate at different values of p T which increase from peripheral to central collisions. In central collisions, the yields of both protons and antiprotons are comparable to that of pions for p T Ͼ 2 GeV/ c. For comparison, the corresponding ratios for p T Ͼ 2 GeV/ c observed in p + p collisions at lower energies [47] , and in gluon jets produced in e + + e − collisions [48] , are also shown. Within the uncertainties those ratios are compatible with the peripheral Au+ Au results. In hard-scattering processes described by pQCD, the p / and p / ratios at high p T are determined by the fragmentation of energetic partons, independent of the initial colliding system, which is seen as agreement between p + p and e + + e − collisions. Thus, the clear increase in the p / ͑p / ͒ ratios at high p T from p + p and peripheral to the midcentral and to the central Au+ Au collisions requires ingredients other than pQCD.
The first observation of the enhancement of protons and antiprotons compared to pions in the intermediate p T region was in the 130 GeV Au+ Au data [6] . The data inspired several new theoretical interpretations and models. Hydrodynamics calculations [32] [49] predicts no or very little dependence on the centrality, which clearly disagrees with the present data. This model predicts, within 10%, the same p T dependence of p / ͑p / ͒ for all centrality bins.
Recently, two new models have been proposed to explain the experimental results on the p T dependence of p / and p / ratios. One model is the parton recombination and fragmentation model [45] and the other model is the baryon junction model [50] . Both models explain qualitatively the observed feature of p / enhancement in central collisions, and their centrality dependencies. Furthermore, both theoretical models predict that this baryon enhancement is limited to p T Ͻ 5 -6 GeV/ c. This will be discussed in Sec. IV E in detail. Figure 19 shows the centrality dependence of particle ratios for − / + , K − / K + , and p / p. The ratios presented here are derived from the integrated yields over p T (i.e., dN / dy). The shaded boxes on each data point indicate the systematic errors. Within uncertainties, the ratios are all independent of N part over the measured range. Figure 20 shows a comparison of the PHENIX particle ratios with those from PHOBOS [44] , BRAHMS [43] , and STAR (preliminary) [51] in Au + Au central collisions at ͱ s NN = 200 GeV at midrapidity. The PHENIX antiparticle-to-particle ratios are consistent with other experimental results within the systematic uncertainties. Figure 21 shows the centrality dependence of K / and p / ratios. Both K + / + and K − / − ratios increase rapidly Table IX and Fig. 20 .
Particle ratio versus N part
There is a good agreement between data and the model. The thermal model calculation was performed by assuming a 50% reconstruction efficiency of all weakly decaying baryons in Ref. [10] . However, our results have been corrected to remove these contributions. Therefore, Table IX includes p / p and p / − ratios with and without ⌳ ͑⌳ ͒ feed-down corrections to the proton and antiproton spectra. The ratios without the ⌳ ͑⌳ ͒ feed-down correction are labeled "inclusive." The small B is qualitatively consistent with our measurement of the number of net protons ͑Ϸ5͒ in central Au+ Au collisions at ͱ s NN = 200 GeV at midrapidity.
E. Binary collision scaling of p T spectra
One of the most striking features in Au+ Au collisions at RHIC is that 0 and nonidentified hadron yields at p T Ͼ 2 GeV/ c in central collisions are suppressed with respect to the number of nucleon-nucleon binary collisions ͑N coll ͒ scaled by p + p and peripheral Au+ Au results [12] [13] [14] . Moreover, the suppression of 0 is stronger than that for nonidentified charged hadrons [12] , and the yields of protons and antiprotons in central collisions are comparable to that of pions around p T = 2 GeV/ c [6] . The enhancement of the p / ͑p / ͒ ratio in central collisions at intermediate p T ͑2.0-4.5 GeV/ c͒, which was presented in the preceding section, is consistent with the above observations. These results show the significant contributions of proton and antiproton yields to the total particle composition at this intermediate p T region. We present here the N coll scaling behavior for charged pions, kaons, and protons (antiprotons) in order to quantify the particle composition at intermediate p T . Figure 22 shows the p T spectra scaled by the averaged number of binary collisions, ͗N coll ͘, for ͑ + + − ͒ /2, ͑K + + K − ͒ / 2, and ͑p + p͒ / 2 in three centrality bins: central 0 -10 %, midcentral 40-50 %, and peripheral 60-92 %. For ͑p + p͒ / 2 in the range of p T = 1.5-4.5 GeV/ c, it is clearly seen that the spectra are on top of each other. This indicates that proton and antiproton production at high p T scales with the number of binary collisions. On the other hand, at p T below 1.5 GeV/ c, different shapes for different centrality bins are observed, which indicates a strong contribution from radial flow. The scaling behavior of the kaons seems to be similar to protons, but this is not conclusive due to our PID limitations. For pions, the N coll scaled yield in central events is suppressed compared to that for peripheral events at p T Ͼ 2 GeV/ c, which is consistent with the results in the 0 spectra [12, 14] . Figure 23 shows the central ͑0-10 %͒ to peripheral ͑60-92 %͒ ratio for N coll scaled p T spectra (R CP : the nuclear modification factor) of ͑p + p͒ / 2, kaons, charged pions, and 0 . In this paper we define R CP as The peripheral 60-92 % Au+ Au spectrum is used as an approximation of the yields in p + p collisions, based on the experimental fact that the peripheral spectra scale with N coll by using the yields in p + p collisions measured by PHENIX ͓14,24͔. Thus the meaning of the R CP is expected to be the same as R AA used in our previous publications ͓12-14͔. The lines in Fig. 23 indicate the expectations of N part ͑dotted͒ and N coll ͑dashed͒ scaling. The shaded bars at the end of each line represent the systematic error associated with the determination of these quantities for central and peripheral events. The error bars on charged particles are statistical errors only, and those for 0 are the quadratic sum of the statistical errors and the point-topoint systematic errors. The data show that ͑p + p͒ /2 reaches unity for p T տ 1.5 GeV/ c, consistent with N coll scaling. The data for kaons also show the N coll scaling behavior around 1.5-2.0 GeV/ c, but the behavior is weaker than for protons. As with neutral pions ͓14͔, charged pions are also suppressed at 2 -3 GeV/ c with respect to peripheral Au+ Au collisions.
Motivated by the observation that the ͑p + p͒ / 2 spectra scale with N coll above p T = 1.5 GeV/ c, the ratio of the integrated yield between central and peripheral events (scaled by the corresponding N coll ) above p T = 1.5 GeV/ c are shown in Fig. 24 as a function of N part . The p T ranges for the integration are 1.5-4.5 GeV/ c for ͑p + p͒ / 2 , 1.5-2.0 GeV/ c for kaons, and 1.5-3.0 GeV/ c for charged pions. The data points are normalized to the most peripheral data point. The shaded boxes in the figure indicate the systematic errors, which include the normalization errors on the p T spectra, the errors on the detector occupancy corrections, and the uncertainties of the ͗T AuAu ͘ determination for the numerator only. Only at the most peripheral data point, the uncertainty on the denominator ͗T AuAu 60−92% ͘ is also added. The figure shows that ͑p + p͒ /2 scales with N coll for all centrality bins, while the data for charged pions show a decrease with N part . The kaon data points are between the charged pions and the ͑p + p͒ / 2 spectra.
The standard picture of hadron production at high momentum is the fragmentation of energetic partons. While the observed suppression of the 0 yield at high p T in central collisions may be attributed to the energy loss of partons during their propagation through the hot and dense matter created in the collisions, i.e., jet quenching [15, 16] , it is a theoretical challenge to explain the absence of suppression for baryons up to 4.5 GeV/ c for all centralities along with the enhancement of the p / ratio at p T =2-4 GeV/c for central collisions.
It has been recently proposed that such observations can be explained by the dominance of parton recombination at intermediate p T , rather than by fragmentation [45] . The competition between recombination and fragmentation of partons may explain the observed features. The model predicts that the effect is limited to p T Ͻ 5 GeV/ c, beyond which fragmentation becomes the dominant production mechanism for all particle species.
Another possible explanation is the baryon junction model [50] . It invokes a topological gluon configuration with jet quenching. With pion production above 2 GeV/ c suppressed by jet quenching, gluon junctions produce copious baryons at intermediate p T , thus leading to the enhancement of baryons in this p T region. The model reproduces the baryon-to-meson ratio and its centrality dependence qualitatively [52] .
Both theoretical models predict that baryon enhancement is limited to p T Ͻ 5 -6 GeV/ c, which is unfortunately beyond our current PID capability. However, it is possible to test the two predictions indirectly by using the nonidentified charged hadrons to neutral pion ratio ͑h / 0 ͒ as a measure of the baryon content at high p T , as published in Ref. [23] . The results support the limited behavior of baryon enhancement up to 5 GeV/ c in p T . Similar trends are observed in ⌳, K S 0 , and K ± measurements by the STAR Collaboration [53] . On the other hand, it is also possible that nuclear effects, such as the "Cronin effect" [54, 55] , attributed to initial state multiple scattering (p T broadening) [56] , contribute to the observed species dependence. At center-of-mass energies up to ͱ s = 38.8 GeV, a nuclear enhancement beyond N coll scaling has been observed for , K , p, and their antiparticles in p + A collisions. The effect is stronger for protons and antiprotons than for pions, which leads to an enhancement of the p / and p / ratios compared to p + p collisions. In protontungsten reactions, the increase is a factor of ϳ2 in the range 3 Ͻ p T Ͻ 6 GeV. For pions, theoretical calculations at RHIC energies [57] predict a reduced strength of the Cronin effect compared to lower energies, although no prediction exists for protons. New data from d + Au collisions at ͱ s NN = 200 GeV will help to clarify this issue.
V. SUMMARY AND CONCLUSION
In summary, we present the centrality dependence of identified charged hadron spectra and yields for ± , K ± , p and p in Au+ Au collisions at ͱ s NN = 200 GeV at midrapidity. In central events, the low p T region ͑ഛ2.0 GeV/ c͒ of the p T spectra show a clear particle mass dependence in their shapes, namely, p and p spectra have a shoulder-arm shape while the pion spectra have a concave shape. The spectra can be well fit with an exponential function in m T at the region below 1.0 GeV/ c 2 in m T − m 0 . The resulting inverse slope parameters show clear particle mass and centrality dependences that increase with particle mass and centrality. These The scaling behavior of identified charged hadrons is compared with results for neutral pions. In the N coll scaled p T spectra for ͑p + p͒ / 2, the spectra scale with N coll from p T = 1.5 to 4.5 GeV/ c. The central-to-peripheral ratio R CP approaches unity for ͑p + p͒ / 2 from p T = 1.5 up to 4.5 GeV/ c. Meanwhile, charged and neutral pions are suppressed. The ratio of integrated R CP from p T = 1.5 to 4.5 GeV/ c exhibits an N coll scaling behavior for all centrality bins in the ͑p + p͒ / 2 data, which is in contrast to the stronger pion suppression that increases with centrality. 5.08ϫ 10 −6 ± 6.1ϫ 10 −6
