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Abstract
A comprehensive methodology was developed in the thesis for damage prediction of welded
aluminum thin-walled structures, which includes material modeling, calibration, numerical
simulation and experimental verification. An extensive experimental program was conducted on
large-scale welded panels used on Inter City Express (ICE) high-speed European passenger
trains. These panels consist of geometrically complex extrusions, which are welded together to
form the final structure. A wealth of data was generated to validate the proposed methodology.
The current work has demonstrated the efficiency and robustness required for mainstream
industrial applications.
As the first step, a local fracture criterion was validated on two types of aluminum components
without welds: (i) S-rails under quasi-static and dynamic axial loading; (ii) large-scale extruded
aluminum panels under 4-point bending. With the fracture parameter calibrated from uniaxial
tensile tests, numerical simulations gave excellent predictions of crack formation for test articles.
A novel technique was developed to calibrate heterogeneous weldments for plasticity and
fracture. This technique eliminates the need for machining and testing of miniature tensile
specimens, cut from different zones within the weldment. The calibrated data was validated by
comparing the numerical results with small and intermediate-scale tests. Excellent agreement
was achieved.
A wide range of aluminum weldments, including those developed as part of this study and
relevant examples found in the literature, were examined from the point of view of
microstructure, hardness distributions, stress-strain relations, etc. This study concludes that
aluminum weldments exhibit very different mechanical characteristics than comparable steel
weldments considering the above factors. The relative strength mismatch ratio between the weld
zone and the Coarse Grain Heat Affected Zone (CGHAZ) MR , was identified as the most critical
parameter for the global load/deformation response, and for fracture initiation of typical
aluminum weld joints.
Finally, a unique series of large-scale Mode I and III fracture tests was performed on full-scale
welded ICE panels. The mechanism for crack initiation and growth under these two types of
loadings was then investigated numerically and compared with the test results. Prediction of
crack growth using the discrete element removal technique in combination with the proposed
fracture locus, was shown to be accurate and robust. The most impressive result from the Mode I
simulation was its ability to model a sudden jump of the crack from the weld zone to the HAZ,
which was witnessed in the tests. Despite the differences in global loading from Mode I and
Mode III cases, fracture in both loading modes was shown to be tension dominant. The new
technique is now ready for industrial applications.
Thesis Supervisor: Tomasz Wierzbicki
Title: Professor of Applied Mechanics
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Chapter 1
Introduction
1.1. Background and motivation
Aluminum alloys have enjoyed a strong presence in current engineering practice, and it is
envisaged that this material will be used even more pervasively in the future. Today, new
aluminum alloys continue to be developed to satisfy the growing demands of the transportation
industries for higher strength, improved damage tolerance, as well as reduced production costs.
Weldable, heat-treated aluminum alloys of the Sxxx, 6xxx and 7xxx series have been developed
in order to fulfill these requirements. These particular medium to high strength aluminum alloys
have good corrosion resistance and improved fracture toughness [1, 2]. With the increased use of
this class of materials, assessment of mechanical properties, fatigue life, damage tolerance,
corrosion resistance and weldability have been intensified [3, 4].
The present work was motivated by several serious high-speed train collisions in Europe. The
type of train, Inter City Express (ICE), uses an all-aluminum (AA 6061) construction for
durability and low weight, and can reach speeds up to 280 kilometers per hour (175 mph). ICE
trains are used on express services between major cities, carrying an average of 65,000
passengers per day. A typical aluminum cab car is assembled from extruded sandwich panels
with 3 mm wall thickness, which are MIG welded, forming long seams, as shown in Fig. 1.1.
The worst accident on Germany's premier high-speed ICE line, killed more than 100 people on
July 17 'h 1998. Images from the scene of this crash are displayed in Fig. 1.2. The train was
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traveling about 200 km/h (125 mph), when it crashed into a concrete bridge after being derailed
due to fracture of a rim in one of the wheels in the northern town of Celle in German.
During the accident, a number of weldments were reported to suffer premature fracture, thus
diminishing the level of structural integrity of the affected cab cars and increasing the risk of
serious injuries to passengers. The question that is naturally raised is "how to precisely predict
the fracture behavior of aluminum welded joints? " The answer is critical for the improvement of
survivability of such welded structures in accidental loadings.
J German high Speed Train ICE 3
IExtruded Aluminium Panels H
Fig. 1.1 Body of the ICE trains composed of extruded aluminum panels
Fig. 1.2 Images from the scene of the July 17, 1998 train crash in northern Germany
in which more than 100 people were killed and 300 injured
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1.2. Brief review of existing approaches
In the literature, methodologies to investigate ductile crack growth in weldments can be divided
into three main categories. The first is a crack growth criteria on the macroscopic scale, such as
the fracture toughness, J [5, 6], the slip-line solution [7, 8] and the crack tip opening displacement
(CTOD) [9-11]. However, the applications of these global fracture criteria to the entire fracture
history, from crack initiation to rapid crack growth, have shown their limitations. Because they
are dependent on specimen geometry and loading conditions, ductile fracture criteria based on
global approaches cannot be used to predict the fracture behavior of more complex geometries or
large-scale welded structures. A second category allows crack propagation along pre-defined
boundaries on the basis of cohesive elements, where crack growth is controlled by the cohesive
energy and separation stress [12]. Nevertheless, the critical cohesive energy/stress as a criterion
for ductile fracture remains controversial. The effective plastic strain and the stress triaxiality are
not taken into account in the traction-displacement curve that is stress dependent. Both factors are
believed to be the most important parameters controlling ductile fracture. Siegmund et al. [13]
reported on simulations of ductile tearing testing on ferritic steel plates, using a cohesive zone and
found the separation energy is dependent on specimen geometry, size and crack extension. By
contrast, the local approach to fracture constitutes an alternative axis of investigation, which is
based on a local strain and stress field analysis around the crack tip. In this way, it is possible to
attain the so-called full transferability of local fracture parameters from specimens and laboratory
conditions to actual structures [1, 14, 15]. The current thesis presents a procedure to simulate
crack formation and growth in large-scale welded aluminum structures with the local fracture
parameters calibrated from small-scale testing.
Another key aspect involved in the fracture study of aluminum weldments is how best to model
material system inhomogeneity. Thus far, most research efforts were focused on traditional steel
weldments, which are characterized by a strength overmatch in the weld zone compared to the
parent material, as well as having a narrow Heat Affected Zone (HAZ). Therefore, a bi-material
system has proven to give a conservative estimate of fracture resistance. [16] However, it was
observed in the current study, that for aluminum welded joints, the effect of HAZ cannot be
ignored due to the relatively large width of the HAZ with a significant decrease in strength
compared to the weld and base material [17-20]. Few references can be found in the literature on
weldments incorporating the effects of the HAZ. More recently, Rodrigues et al. carried out a
three-dimensional numerical study on dog-bone tensile test weld steel specimens considering
weld zone, HAZ and base material [21] . However, their model was actually a bi-material since
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the weld and base material was assumed to be identical. The overall yield load and ductility of
the joint was studied in relation to the mismatch ratios and dimensions of the HAZ [21]. Thaulow
et al. [22] studied Crack Tip Opening Displacement (CTOD) as a loading parameter, and the
stress-strain fields using three-dimensional numerical simulation on three-point bending Single-
Edge Notch Bend (SENB) specimens of welded steel joints. They considered four material zones,
including the base metal, fine-grained HAZ (FGHAZ), coarse-grained HAZ (CGHAZ), and weld
zone. In their study, the traditional steel weldment was under consideration, and therefore the
HAZ was limited to having higher strength than the base material, and in some cases higher
strength than the weld.
A new industry-oriented line of research has emerged in recent years within the automotive
industry. Gfnthner [23] conducted experimental and numerical study on overlaping fillet welded
specimens, each consisting of a 4 mm aluminum sheet that is MIG welded to an extrusion of
AA6060, loaded under tension, shear and bending. Mohr and Treitler [24] performed combined
shear-tension and shear-compression tests on cast aluminum alloy specimens and reported on a
considerable statistical distribution of the strength results. Unlike the present repeatable
experimental results obtained on butt-welded specimens, a large scatter was found especially in
the bending tests conducted by Gtlnthner. In his study, a critical normal and shear section force
was used as a fracture criterion. It was shown that simulation results based on the accumulated
local damage were unable to account for a large scatter in the critical displacements to fracture.
A large spread of data in the overlaping fillet welds can be explained by localized deformation at
the root of the weld, where most initial defects such as voids, inclusions, and embrittlement are
present. These factors, coupled with residual stress, play an important role in fracture initiation
and were not considered in the detailed local numerical modeling.
1.3. Research objective
In summary, even though a great deal of progress has been made in the literature on analyzing
fracture in aluminum weldments, those results do not provide industry with a much needed
practical tool for predicting fracture under in-service and accidental loads. What is meant here as
"a practical tool" is a comprehensive approach, which includes material and fracture calibration
using a minimum number of tests, validation, and application to a wide range of component
geometry and loading situations. Such an approach is proposed in this thesis.
In view of the above discussion, a more comprehensive study on aluminum welds must be
developed by building on the fundamental understanding of the mechanisms and mechanics of
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fracture and applying this knowledge to address practical problems involving weldment failure.
The objective of this thesis is to develop such a reliable methodology for damage prediction
incorporating modeling, calibration, numerical simulation and experimental verification. This is
a great opportunity for an in-depth analysis of weldment fracture because an expensive
experimental program has just been completed and a wealth of data is now available for
validation of the proposed methodology. The current work has demonstrated the efficiency and
robustness of the present approach for industrial applications involving fracture for welded
aluminum structures.
1.4. New contributions of the thesis
This thesis focuses on the development and validation of an improved predictive methodology for
weld fracture in large-scale aluminum structures. The main contribution was the combining of
state-of-the-art numerical simulation techniques for aluminum weldments, with a comprehensive
set of tests, for purposes of correlation and validation. The technical merits of this thesis involve
the following:
* A wide range of aluminum weldments, including those developed as part of this study and
relevant examples found in the literature, were examined from the point of view of
microstructure, hardness distributions, stress-strain relations, etc, in order to develop a robust
modeling technique for aluminum weldments. In this model, the inhomogeneous weld is
subdivided into four zones, each with its own homogeneous material properties. One
conclusion from this study is that aluminum weldments exhibit very different general
mechanical characteristics than comparable steel weldments. Specifically, the Heat Affected
Zone (HAZ) is much wider and there is significant strength reduction and strength mismatch
in the weld zone and the HAZ. These two factors distinguish aluminum weldments from
traditional steel weldments and bring new challenges for further evaluation.
* The available experimental data of typical strength mismatch and geometrical widths of the
weld zone and HAZ were compared, and the effect of the mismatch was described in terms of
three parameters. Using the finite element method, a systematic parametric analysis was
conducted on three different loading cases to determine the HAZ effect on the global
structural response, as well as on the local plastic deformation, up to the point of fracture. It
was shown that one mismatch parameter controls the mechanical behavior of the welds.
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" A novel technique was developed to calibrate heterogeneous weldments for plasticity and
fracture. This technique eliminates the need for machining and testing small tensile
specimens, which were cut from different zones within the weld.
* A unique series of large-scale tests were performed on a class of aluminum, thin-walled
structures, with and without weldments. Apart from revealing the nature of crack initiation
and propagation in large size components, the results of the tests were used to validate the
fracture criterion calibrated from small-scale tests.
" Three-dimensional simulations of large-scale aluminum weldment fracture were successfully
conducted for three different loading configurations, small to intermediate tensile loading, 4-
point bending, large-scale Mode I and large-scale Mode Ill loading. This required a rigorous
analysis of the effects of mesh size, and the implementation of a local fracture criterion
within a user-defined material model for ABAQUS/Explicit. The most spectacular result
from the simulation was a sudden jump of the crack from the weld zone to the HAZ, which
was accurately predicted when compared to the experiments.
1.5. Structures of the thesis
The present thesis consists of ten clearly defined and interrelated chapters and a comprehensive
bibliography of cited references. Each chapter studies a specific issue associated with the fracture
prediction in welded aluminum structures. Detailed literature reviews were conducted. The
contents of each chapter are briefly described in the following paragraphs.
The first chapter presents the motivation, objective, and overview of the thesis. Chapter 2
critically reviews existing approaches to ductile fracture in welded structures. These approaches
include: (i) global fracture criteria, (ii) coupled local fracture criteria, (iii) uncoupled fracture
criteria. This chapter concludes that the local fracture approach is the most suitable for crack
prediction in welded structures involving material inhomogeneity and real-world geometries
subjected to complex loading conditions. Finally, Chapter 2 introduces a newly developed three-
dimensional fracture locus that incorporates the effects of both stress triaxiality and the deviatoric
stress state on material ductility.
Chapter 3 discusses and quantifies a number of numerical and computational aspects critical for
accurate prediction of crack initiation and growth in welded structures. The issues under
consideration include: (i) material input data calibration for plasticity and fracture; (ii) mesh
dependency; (iii) crack modeling techniques; (iv) shell modeling vs. solid element modeling; and
(v) Mass scaling
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One of the main objectives of Chapters 4 and 5 is to validate the proposed fracture criterion on
the fracture of aluminum structures without weldments. Combined experimental, numerical, and
analytical studies were conducted on two selected models: extruded S shaped frames under quasi-
static and dynamic axial loading, and ICE panels under quasi-static 4-point bending. It was
proven that with the calibrated material data, the ductile fracture criterion presented in Chapter 2
did an excellent job of capturing crack initiation for these relatively simple cases.
Chapter 6 addresses one of the most important issues encountered in the current study, that is,
material characterization of the weldments. The aim is to establish a practical and efficient
procedure that can be conveniently applied to industrial problems. Four different types of testing
were performed on the ICE weld joints, including (i) Vickers hardness test to determine the
material distributions across the ICE weld; (ii) tensile tests on flat dog-bone base material
specimens, (iii) tensile tests on flat dog-bone ICE weld specimens, and (iv) intermediate-scale
Mode I tests on the ICE weld joint with a single edged blunt crack in the weld zone. In this
chapter, the material calibration of each of the material zones is reported, respectively, as
combination of experimental and numerical studies.
The calibration of the ICE panel weld joint in Chapter 6 revealed a strength variation across the
ICE weldment. Especially, different from the traditional steel weld joints, the HAZ of the ICE
weldment was found to present a significantly lower strength compared to the weld zone and the
base material. In Chapter 7, an extensive parametric analysis was performed to quantify the
effects of three mismatch parameters on mechanical behavior of small-to-intermediate scale
samples, including the global load response and fracture. These findings provide guidelines for
further modeling of large-scale welded structures.
Chapter 8 presents the experimental and numerical investigation on deformation and fracture of
the large-scale welded ICE panels under Mode I loading. The local fracture approach proposed in
Chapter 2 is applied by incorporating the calibrated damage input data into the finite element
model. The proposed model is able to successfully capture crack initiation, initial growth, as well
as a more complicated phenomenon where the crack undergoes a sudden jump to a new location
and steadily propagates. In addition, the chapter discusses several practical issues relevant to
crack modeling of welded thin-walled structures, with the local approach based fracture criterion.
These include the prediction of the global force-deflection response and the local stress-strain
field, as well as the understanding of the effects of the finite element mesh size on solution
accuracy. The mechanism of the Mode I fracture is investigated by examining the local stress-
strain field along the crack extension line.
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In Chapter 9, the ductile fracture of welded ICE panels is studied experimentally and
numerically, under Mode III (out-of-plane) global loading conditions. Such loading adds
complexity to the problem, compared to the previous Mode I loading, because the structure is
now undergoing a mixed deformation mode. By validating with a unique set of experiments, the
investigation demonstrates that the present finite element model can successfully predict the
global force-deflection response, as well as the deformation modes involving crack formation and
propagation in this quite sophisticated problem. Despite the differences in global loading from the
Mode I and Mode III cases, fracture in both loading modes shown to be tension dominant.
Especially, for the steady state propagation, the stress state is characterized by a transverse plain
strain condition, with an average stress triaxiality equal to 1 / r3 ( 0.58). This study provides
insight into the critical failure modes of large-scale welded thin-walled structures considering
both fracture initiation and propagation.
Chapter 10 concludes the present thesis, summarizes major results, and suggests future research
topics.
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Chapter 2
Formulation of Ductile Fracture
2.1. Introduction
Crack growth in ductile elastic-plastic materials has been extensively investigated to quantify the
facture resistance of engineering structures. For ductile crack growth, where the plastic zone is
large in comparison to a characteristic specimen dimensions (e.g., crack length, thickness, width),
the crack tip loading modes are not as well defined as for the Linear Elastic Fracture Mechanics
(LEFM). In addition, the choice of verifiable and realistic fracture criteria, considering 3D
effects, is even less clear. In the literature, methodologies to investigate ductile crack growth can
be divided into two main categories: the fracture criteria on the macroscopic scale, i.e, "global
approaches", and local approaches based on damage mechanics, which use accumulated damage
along the crack front as a growth criterion. This chapter presents a critical review of major
approaches to ductile fracture, and introduces a newly developed local fracture criterion, which is
implemented in the present thesis work.
2.2. Previous work
2.2.1. Global approaches
One of the most widely accepted global fracture criteria is the fracture toughness J-integral. It was
first proposed by Rice et al. [25, 26] to represent the singularity of crack-tip stress and strain
fields and to characterize crack initiation. The subsequent development of J resistance (JR) curves
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(J-integral versus crack extension) provided a crack growth criterion. However, both the J-
integral and the JR curves are applicable only for small-scale yielding problems and the JR curves
are dependent upon the geometry, size and loading conditions. Turner et al. [27] proposed an
energy dissipation rate R, a sum of the non-reversible strain energy rate and the energy rate
required to separate crack surfaces, to replace J-integral as the crack resistance. It was found that
the R resistance curves are also dependent on the loading conditions and the plastic zone size, and
thus are not material but structural properties [13]. A more recently introduced two-parameter
global approach, J-Q, [28, 29], is also unable to capture experimentally observed geometry
effects.
Similar difficulties have been encountered with other global parameters. The Crack Tip
Opening Angle (CTOA) [30], as well as the Crack Tip Opening Displacement (CTOD) proved to
be dependent of the specimen configuration and loading conditions. The non-material nature, and
thus non-transferability of fracture data from one specimen geometry to another, imposes severe
restrictions on the practical application of these global fracture criteria [31, 32].
In particular, fracture studies of welded structures bring additional complexity due to the
material inhornogeneity. Consequently, the existing work based on global approaches on
weldment fracture has been confined to an idealized 2-D plane stress or plane strain models, with
simplified material property assumptions, for example using a rigid plastic material model. These
studies have never gone beyond the size of small-scale lab test samples [5, 6, 9-11, 33-36].
2.2.2. Local approaches
By contrast, local approaches provide an alternative methodology to avoid intrinsic dimensional
and loading limitations in fracture prediction. The goal is to resolve the continuum mechanics
problem all the way to the crack tip and introduce material failure whenever a suitably defined
damage indicator parameter has reached a critical value. In this way, fracture studies can be
generalized and more readily applied to problems involving material inhomogeneity, such as in
welded joints and high stress concentrations caused by geometrical features or presence of cracks.
In addition, increased application of the finite element method (FEM) has become another main
driving force for the development of local approaches, since the incorporation of critical local
damage parameters into the context of FEM is more practical and convenient, compared to the
case of global approaches.
The ductile fracture study on a local level was initially put forth by McClintock [37] and Rice
and Tracey [38]. They suggested that a precise mechanics analysis of a carefully chosen model
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could serve to quantify microstructural behavior associated with fracture. A large number of
models have so far been developed, which can be classified into two groups: coupled
micromechanical models and uncoupled micromechanical models.
Coupled local fracture criteria
In coupled micromechanical models, the damage parameter is "built into" the numerical
procedure and is estimated by processing the finite element elastic-plastic response. The most
widely known coupled fracture criterion is the so-called Gurson-Tvergaard-Needleman (GTN)
model. It was initially established by Gurson [39]. He introduced an internal variable, i.e. the void
volume fraction, to capture the growth of cavities and its concomitant influence on material
behavior. Needleman and Tvergaard [40, 41] modified the Gurson model by introducing two
adjustment factors to account for the synergistic effects of void interactions and material strain
hardening. In general, the GTN model is based on the hypothesis that void nucleation and growth
in metals may be macroscopically described by extending the Von Mises plasticity theory to
cover the effects of porosity occurring in the material. Thus, the void volume fraction as a
variable is introduced into the expression for plastic potential, and the softening effect induced by
cavity growth is taken into account using yield potentials integrating damage.
For many metallic materials, the GTN model is able to describe the ductile rupture process
characterized by nucleation, growth and coalescence of voids. Rakin et al. [42] conducted
combined experimental and numerical fracture analysis on low-alloyed ferritic steel based on the
GTN model. Negre et al. [17] applied this model to simulate crack extension in a laser beam
welded aluminum alloys. Andrieux et al. [18] also investigated the fracture behavior of aluminum
weldments based on micromechanical material modeling by means of the modified Gurson
model. Rivalin et al. [43, 44] conducted combined finite element and experimental studies on
ductile tearing of pipeline-steel wide plates. The simulations were based on an extension of the
GTN model, which includes plastic anisotropy and viscoplasticity effects.
However, besides the uncertainty and cumbersome nature associated with determining the
relevant parameters of the GTN model, it was observed that crack initiation occurred late in the
simulation, when compared to the experimental results [17, 18]. In addition, experiments showed
faster crack growth than the predicted crack propagation. Reference [18] numerically
demonstrates that a crack does not initiate within the first row of finite elements ahead of the
crack tip, but rather within the second row. This conclusion was not validated experimentally.
However, it can be explained by the fact that only the change in void volume was considered for
the above model, while changes in void shape and void orientation can play an important role in
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accelerating fracture formation. Furthermore, the GTN model describes the ductile rupture
process, characterized by nucleation, growth and coalescence of voids, and relies on high levels
of stress triaxiality to drive the damage process. Thin components normally cannot develop
sufficient through-thickness stress to provide high stress triaxiality at the crack tip, and the void
growth and coalescence process typically occurs along localized bands of large strains.
Therefore, it is questionable whether this approach is applicable to thin ductile aluminum
components [17].
Uncoupled local fracture criteria
The second class of local approach uncouples the damage accumulation with the material
constitutive equation. The critical accumulated damage is calculated based on an experimental-
numerical developed fracture locus, and is separated from the evolution of the stress-strain
relation. The simulation of crack formation and growth is fulfilled by instantaneously setting the
stiffness of failing elements to zero or releasing connecting nodes. The damage parameter is
calculated in the post-processing phase of the finite element analysis. Compared with the coupled
local models, these uncoupled local fracture criteria can be relatively easily calibrated from
experiments and implemented in finite element codes.
Many uncoupled local fracture criteria have been developed to predict ductile fracture. Most of
the ductile fracture models published in the literature are based on early analyses of the growth of
a single void in an infinite elastic-plastic solid by McClintock [37] and Rice and Tracey [38].
They stated that damage development due to void growth is strongly dependent on the stress
triaxiality a, / a7, defined as the ratio of the hydrostatic stress a-, to the effective stress 5.
Consequently, these fracture models postulate that fracture occurs when the effective plastic
strain in the deformation region reaches a critical value. The critical values of the effective plastic
strain are expressed as a function of the stress triaxiality [37, 38, 45-50].
In the above criteria, the stress triaxiality a-, / U is often used as a sole parameter to
characterize the effect of the triaxial stress state. However, the value of stress triaxiality cannot
uniquely describe the effect of stress state on void growth and coalescence. For a given value of
stress triaxiality, there exist more than one stress states. For example, two different stress states
can have the same stress triaxiality ratio under the axisymmetric loading. In the most common
case, the major stress is axial and void coalescence occurs in the lateral direction. In the second
case, the major stress is lateral, which leads to localization of deformation and void coalescence
in the axial direction. Although the second case is rare in practice, it was observed by Benzerga
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[51], and discussed by Gologanu et al. [52, 53] more recently. For a general three-dimensional
problem, an infinite number of stress states exist for a given stress triaxiality ratio. Zhang et al.
[54] showed that the predicted macroscopic stress-strain response and void growth and
coalescence behavior differ significantly for different stress states even though the stress
triaxiality ratio remains the same. A recent study by Kim et al. [55] also showed similar results
and proposed that in order to predict these differences under the same stress triaxiality ratio, the
fracture criterion should not be expressed as functions of the stress triaxiality, but as functions of
the principal stress ratios.
In this chapter, a newly developed uncoupled local approach is introduced by incorporating the
effect of both the stress triaxiality and the deviatoric stress state on ductility. Consequently, the
fracture locus under consideration is in general no longer a 2-D curve, but rather a 3-D surface in
the space of the equivalent plastic strain, the stress triaxiality and the deviatoric stress parameter.
2.3. Development of 3-D and 2-D fracture locus
2.3.1. Three dimensional fracture locus
Mathematically, void growth is controlled by the hydrostatic pressure, Om, while the change in
void shape depends on the deviatoric state, which can be measured by the third invariant of the
stress deviator J 3 . Based on this idea, a fracture model was proposed by Xue and Wierzbicki [56,
57]. They introduced the dimensionless pressure -,,, /6 , i.e. the stress triaxiality, and the
dimensionless measure of the deviatoric stress state is denoted by J3 / 3, in which J3 is the third
invariant of the stress deviators. In terms of principal components s1 , S 2 , s 3 , third invariant of
the stress deviator is defined by J3 = s, s2 s3 . Fracture is postulated to occur when the
accumulated equivalent plastic strain, modified by the function of the stress triaxiality and the
deviatoric state parameter, reaches a limiting value equal to one.
df =1 (2.1)
* Fa J'"
Attempts were made in the literature to determine the form of the function. Wilkins, [58] and
more recently Kamoulakos, [59-61], and Xue [57] assumed a separable form of the function
F a9- ,? = - g ijj. Such a representation was shown in [62] to correlate well with test
( C 3~ 6 a33
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point either in the range of low (-I< a-'-<1) or high (- > I) stress triaxiality, but not in
3 U 3 U 3
both. Hooputra, and Gese et al. [63, 64] introduced two separate fracture loci, one for the ductile
failure duct'le = and the other for the shear failure Z shear. The lower of the two
determines the actual fracture mode and fracture strain.
The Xue-Wierzbicki [56, 57, 62] fracture criterion is the most general and postulates the
following non-separable form of the function F.
F=3Ce - Cie 7CeC 3)(2.2)
where n is the hardening exponent. There are four material constants in the model, C,, C2 , C3
and C4 . The above formulation applies to special cases in which the hydrostatic and deviatoric
states are constant in the loading process. It should be mentioned that because both parameters
{ C -,, / , J3 / 3 } are varying in the loading process, additional assumptions are needed to
calibrate the proposed 3-D model. For this purpose, average values of these parameters are
defined
"" "' dZ (2.3)
(-3 _W3d (2.4)
and used in constructing the fracture locus. Now, replacing current values of { - ,,, / U
J 3 /I3 } by average values, the integration in Eq. (2.1) can be performed to give
(-= F (2.5)
From now on the subscript "av." will be understood as average values. An example of the 3-D
fracture locus constructed for the 2024 aluminum is shown in Fig. 2.1 [56].
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Fig. 2.1 Representation of the fracture locus in the space of stress triaxiality and
the deviatoric state variable. Note the position of lines corresponding to
axisymmetric state, plane strain, and plane stress state
2.3.2. Two dimensional fracture locus under plane stress condition
Considerable simplification to Eq. (2.2) is obtained for sheets and thin-walled extrusions, in
which the plane stress prevails. Wierzbicki and Xue, [56], proved that in the plane stress state, the
deviatoric and hydrostatic variables are uniquely related by
J __2 _ 1] (2.6)
3 3
Then, one independent variable in Eq. (2.2) is eliminated and the fracture strain can be expressed
entirely in terms of the stress triaxiality. A comparison of the plane stress fracture locus Eq. (2.2)
with experimental points obtained for 2024 aluminum is shown in Fig. 2.2.
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Fig. 2.2 A schematic representation of the plane stress fracture locus for AA 2024
The agreement between the theory and experiments is very good but the model has four
calibration constants that must be determined from four independent tests. These will be for
example, a tensile test on an unnotched and notched specimen, wide grooved specimen tensile
tests and a shear test. There are no difficulties in performing such tests for a homogeneous
material. However, for aluminum weldments, it is difficult to perform a shear or transverse plane
strain tests. While such tests are being planned, an alternative approach is taken here. It was
shown by Wierzbicki and Xue [56] that the maximum shear fracture criterion
rVm = (r.) (2.7)
which also gives a good fit of test points. The main advantage of working with thiis fracture
criterion is that it involves only one free parameters, which is the fracture shear stress (Im=)f .
Furthermore, the normalized maximum shear stress (r. )f / a can be uniquely expressed in
terms of the deviatoric state parameter J 3 / 33
Q =2 1-1 " 13(2.8)
0~ 27 --
For the plane stress state, the variable J 3 / 3 can be eliminated between Eqs. (2.8) and (2.6)
and a unique expression is obtained for the relationship between the equivalent stress to fracture,
af, and the stress triaxiality, -m /a7.
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_._ 
_+ 2_ (2.9)
.. 2 1 _ 1-3 _
a  3 27 8:o
The right hand side changes the sign from positive to negative with a turn point at
a-, /7= 1/-5 [56]. By introducing the average values of the stress triaxiality as defined in Eq.
(2.3), Eq. (2.9) can be solved to give
6 = F!!-'" (ma)f (2.10)
The equivalent plastic strain, 6, is assumed to be related to the equivalent plastic stress by a
power law.
7 = A n" (2.11)
Thus a relation between the equivalent plastic strain to fracture .6 and the average stress
triaxiality, g(o-, /a-), can be found by substituting Eq. (2.11) into Eq. (2.10). A plot of this
relationship is shown in Fig. 2.3.
The only free parameter (T..)f can be found either from the tensile test or the intermediate
scale Mode I test characterized by the transverse plane strain condition. Fracture calibration will
be performed in the next section. Note, that the two material parameters of the power law
relation, A and n, should be determined by fitting the portion of the true stress-strain curve with
large strain. Under plane stress condition, two branches of the fracture locus of AA 2024 shown
in Fig. 2.3 are physically realistic. It was observed that in the range of stress triaxiality
encountered in the thin-walled aluminum welded structures, 0.45 < a /a < 0.6 (shaded in Fig.
2.3), the relevant branch of the maximum shear stress fracture locus can be approximated by a
hyperbolic function.
DC = )a" gy (2.12)
The accumulative damage parameter during the deformation process is then introduced as
D = dZ (2.13)
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As an example, with the value DC =0.12, Eq. (2.12) gives a very good approximation to the
exact Eq. (2.10), (see the triangle marked line in Fig. 2.3).
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Fig. 2.3 Representation of maximum shear stress in the 2-D space of (zy , a- /a;) of AA 2024
Therefore the approximate plane stress fracture criterion gives by Eq. (2.12) will be used
throughout the thesis. The material constant D, will be determined for each material, including
each zone in the weldment separately in the following chapters.
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Chapter 3
Numerical Aspects of Fracture
Simulation of Welded Structures
3.1. Introduction
Accurate prediction of crack initiation and growth in welded structures subjected to three
dimensional loading is physically complex and challenges today's state-of-the-art commercial
finite element codes, while taxing our computational capabilities. To be successful, a number of
numerical and computational issues need to be understood and quantified. The following issues
are brought-up in the present chapter.
- Material input data determination for plasticity and fracture
- Mesh dependency
H Crack modeling techniques
E Shell modeling vs. solid element modeling
E Mass scaling
This chapter lays much of the numerical foundation for subsequent fracture simulation of the
geometrically complex ICE (Inter City Express) panel. It discusses and quantifies key numerical
issues that are prerequisites for accurate fracture simulation in welds, while maintaining a
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computationally practical approach that is still suitable for industrial applications. Finally, the
quantification of these key modeling parameters, in combination with the application of proper
modeling techniques available in commercial finite element codes, such as ABAQUS and LS-
DYNA, is essential to enabling precise analysis-experiment correlation, as will be demonstrated
in subsequent chapters.
3.2. Determination of material input data
A correct representation of the plastic deformation and fracture in material input data is necessary
for obtaining accurate crashworthiness and fracture simulation results. In this thesis, an accurate
and robust procedure was applied to determine such data, based on small scale testing and
numerical calibration. Materials included in this study are AA 5752 (S-shaped frames), AA 6061
(ICE panel) and AA 6061 MIG weldment (welded ICE panels). Detailed characterization of each
material will be presented in the following chapters. This section is focused on a general
description of the present calibration procedure.
3.2.1. Calibration for plasticity (true stress-strain)
Tensile tests are most commonly used to obtain a material's stress-strain constitutive relationship.
The engineering stress and strain can be calculated from the measured force displacement
response, as follows.
en. = (3.1)
1,-1=0 (3.2)
Ceng. A
0
where P is the reaction force; A0 is the original area of the gauge section; 10 and 1 are the initial
and current gauge length, respectively.
It is widely accepted that the stress and strain are homogenous in the gauge area before necking
occurs. Using the conversion equation the true stress and strain are then calculated from
engineering values. The true stress and strain curve up to necking can be determined
are = (i+ 6eng eng. (3.3)
61, = ln( + eng ) (3.4)
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True stress strain data calculated by Eq. (3.3) and (3.4) is no longer valid once necking begins
as plastic deformation is localized. In the literature, many approaches have been proposed to
determine true stress-strain data after necking. Bridgman [65] developed a well-known, semi-
empirical analysis procedure for round bar tensile testing, based on the radius of curvature of the
neck and the radius of the minimum cross section. Zhang et al. [66] proposed an approximate
solution for flat tensile specimens with rectangular cross-sections for the diffuse necking, up to
the localized necking. Such a solution is established based on the area reduction of the minimum
cross-section and the measured thickness reduction. One drawback of these types of methods is
their dependency on the measurement of the current cross-sectional dimensions and the precision
of the semi-empirical approximation.
Bao [67] proposed an alterative approach using a hybrid experimental-numerical calibration
method, which is adopted in the present work. The basic idea of this approach is to iterate the
portion of stress-strain curve after necking by comparing the load displacement response of the
experiments with the numerical results. An example of this procedure with four iterations is
shown in Fig. 3.1. The first step of the engineering stress strain data was calculated directly from
the experimentally measured load displacement curve, Eq. (3.3) and (3.4). With the stress-strain
data (marked as Step 4 in Fig. 3.1 (b)), the calculated force-displacement response (marked as
Step 4 in Fig. 3.1 (a)) gives very good agreement to the experimental force-displacement curve.
This stress-strain data is then taken as the true stress-strain relation and used subsequently as
material input data for large-scale numerical modeling.
10- 450
Step 1 Step 2
Step 3 4008 -Step 4 .Step
Onset of necking 350- Step 2
Z 6- Test 300- Onset
of necking Step 4
4- 250-
~4-
0
LL200-
2-
150-
0 , , , ,100 , ,5 6 0.0 0.1 0.2 0.3 0.4 0.5
Displacement 8 (mm) True Strain
(a) (b)
Fig. 3.1 An example of the Bao iterative procedure to determine true stress-strain data after
necking (a) comparison of calculated load displacement curves and the experimental
measurement; (b) modification of true stress-strain data after necking
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3.2.2. Calibration of mesh dependent fracture parameter
Another important piece of data derived from calibration are the critical fracture parameters, such
as the equivalent plastic strain to fracture 6 f, the average stress triaxiality (c-. / ) (Eq. (2.3)),
and the damage indicatorD. (Eq. (2.12)). Unlike the true stress-strain data discussed in Section
3.4.1, these local fracture parameters are, by definition, calculated based on local element output,
and are therefore mesh-dependent. In other words, the magnitude of such calibrated critical
parameters changes with different mesh sizes. The current study identified two class of material
that are typical for metals.
The first class is when the material experiences significant necking before fracture. In the case
of the Coarse Grain Heat Affected Zone (CGHAZ) in the ICE weld, the damage parameter is
shown to be approximately an exponential function of the mesh size Al, Fig. 3.2 (a). It increases
dramatically when Al decreases to less than 1.5 mm. Conversely, Fig. 3.2 (b) displays calibrated
results for AA 5754, as an example of the second class where very little necking occurs before
fracture. The magnitudes of the calibrated critical damage indicatorD, are almost constant with
mesh sizes changing from 0.5 to 4 mm. This phenomenon can be explained by the fact that there
are two factors leading to mesh size sensitivity: (i) high stress and strain gradients, (ii) strain
softening [68]. For materials considered in this study, there is no strain softening. However,
necking means significant localization of plastic deformation. Once a neck initiates, spatial stress
and strain gradients increase rapidly in the necked zone and induce mesh size sensitivity in the
numerical results.
In the literature, many approaches have been proposed to overcome mesh sensitivity
associated with finite element simulation. The conventional approach is to use a very fine mesh,
e.g., less than 0.01 mm. Some researchers even argue that the element size should be associated
with a microstructural parameter and suggested that it could be approximately equal to the
particle size, which is in the order of I pm [69]. Other approaches have been proposed, such as
an "averaging" method that introduces a critical volume, which consists of a number of elements
around the critical location. The damage indicator is then averaged over this critical volume [58,
70, 71]. However, its drawback is the uncertainty associated with determining a new dimensional
parameter, which is the critical volume. Another approach is the so-called non-local method with
an internal length scale implemented in the constitutive model. This characteristic length was
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considered to represent the average grain size or the average void spacing, which is also in the
order of 1 pn [72, 73]. Kamel et al. [74] found that at least three elements are needed along the
characteristic length to obtain a converged solution. In general, these approaches are not
computationally practical for fracture prediction in large-scale structures for industry
applications, considering that the minimum affordable mesh size is typically larger than 1.5 mm.
In the present work, an engineering method was employed to determine the mesh-dependent
fracture parameters, such as the fracture indicator, D.. The steps in the procedure were to first
conduct finite element calibration simulations to determine D, with several different mesh sizes
Al s, as shown in Fig. 3.2. The next step was to obtain an empirical relationship between DC and
mesh size Al by fitting the data (i.e., square marks). The fitted curve can then serve as a basis
function to determine an approximate value of Dc for different mesh sizes. This method can be
interpreted as a straightforward form of the "smeared" method [58, 70, 75], since a critical
damage indicator Dc is determined with a specific mesh size Al, which is equivalent to ascribing
a critical volume.
0.20-
= >1. 5 M %
Industry Applicable -
ICE (AA6061) 0.15-
Weldment CGHAZ
I Calibration D
with different mesh sizes Al 0.10-
Exponential decay fitting E
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Fig. 3.2 Two cases for mesh dependency of the damage parameter Dc (a) material under goes
significant necking before fracture (CGHAZ in AA 6061 weldment); (b) no significant necking
before fracture (AA 5754)
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3.3. Fracture modeling
Fracture not only affects the deformation and load carrying capacity of the structure, it also
changes the geometry by introducing discontinuities in the displacement field. This necessitates
that two areas be addressed to provide a numerical model of fracture:
" Initiation and propagation of fracture at a given element
" Geometric changes and surface creation that accompanies fracture
More specifically, successful fracture prediction requires (i) a criterion that determines when
the crack propagates, and (ii) a method that can solve the boundary value problem with an
evolving crack. The first item, fracture criterion used in the current work, was discussed
extensively in Chapter 2. This section will focus on the major numerical techniques for fracture
modeling.
3.3.1. Element removal
Over the past few decades, many numerical techniques have been proposed to enable accurate
and reliable simulations of crack propagation under arbitrary geometry, material and loading
conditions. A commonly used approach that has enjoyed a high degree of acceptance is the use
of standard finite element methods in conjunction with an "Element Removal" procedure [76,
77]. This approach was adopted in the current work.
The element deletion technique of the formation and growth of cracks has been implemented in
leading commercial finite element codes, which is termed "Element Deletion" in
ABAQUS/Explicit [78]. When the damage indicator D exceeds the prescribed critical value at an
integration point of an element, all the deviatoric stress components are instantaneously set to
zero. The whole element is considered to fail if the damage indicator at all of the integration
points exceeds the critical value. ABAQUS/Explicit provides two options to treat failed elements.
Either a failed element completely loses its load carrying ability, or a failed element is still
capable of resisting pressure but neither tension nor shear. If the former option is used, the failed
element will no longer participate in the calculation, and it can deform arbitrarily. The time step
required for the computational stability will not be determined from these severely distorted
elements.
The "Element Removal" method offers the advantages of convenience and efficiency in terms
of implementation and application with standard finite element methods. With a sufficiently fine
discretization and the appropriate constitutive law, this finite element based approach is able to
predict fracture accurately. However, in practice, the finite element models normally need to use
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a relatively coarse mesh, which introduces a potential drawback to this method in terms of
solution accuracy.
3.3.2. Node release
Using the nodal release approach, a crack is assumed to propagate along existing edges of the
finite element mesh. At each step, one element corner node or edge node is separated into two
nodes when the fracture criterion is satisfied on the element boundary. The crack extends along
the respective element length. This technique clearly produces free crack surfaces, and the crack
path is not constrained to a straight line, although it is strongly dependent on the chosen mesh.
The great advantage of this method lies in the minimal effort for mesh modification [79]. When
the crack path is known in advance from experiments or experience, accurate predictions can be
obtained by this approach [80]. However, since the crack trajectory is typically not known a
priori, a very fine mesh with considerable numerical effort has to be employed, or the resulting
model will represent an idealized crack trajectory, with an associated error.
Beissel et al. [81] conducted numerical simulations on dynamic cracks in coupled pressure-bar
specimens. Their numerical examples showed that the node release method produces similar
accuracy, compared to the element removal method, with same finite element discretization.
More recently, Hagbart [82] compared the performance of "Element Removal" and "Node
Release" using LS-DYNA for the problems of Mode I tearing and plate cutting, Fig. 3.3. He
showed that these two approaches produce very similar results with fine mesh. However, the
differences increased significantly with increasing mesh sizes with respect to both the global
force-displacement response and local stress and strain field.
(a) (b)
Fig. 3.3 Comparison of the plate cutting using (a) node release (b) element removal; [82]
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3.3.3. Enriched Finite Element method
More recently, Enriched Finite Element Methods have been developed as an improvement to the
previous two approaches that can be applied to standard Finite Element Method. They are based
on inserting additional degrees of freedom (enrichment) into the regular mesh to simulate surface
creation.
Enriched Finite Element Methods can be grouped into two categories. The first is intra-element
techniques in which surface creation is modeled within an element by modification to the
elemental stiffness matrix. This allows for an arbitrary direction of crack propagation, not is
hampered by the initial mesh design. Typical intra-element techniques use modified interpolation
functions to match discontinuities between crack faces [83] and erosion of stress bearing capacity
based on continuum damage mechanics [84] or other criteria. One such method is the extended
finite element method originally proposed by Belytschko [85]. It was applied to static problems in
two and three dimensions [85, 86], as well as dynamic problems [87]. Most recently, Areias et al.
[88] proposed a new formulation and numerical procedures to model arbitrary crack propagation
with shell element, using extended finite element method, Fig. 3.4. However, these methods
require an explicit representation of the crack surface at the element level [86, 89], which makes
the treatment of complex phenomena, such as crack branching, more difficult. Mesh distortion
can arise because of large relative motions between the surface faces and/or formation of many
new surfaces that result from several cracks propagating through a structure.
Fig. 3.4 Predicted crack formation and propagation in a steel pipe subjected to four point bending
test with shell elements using extended finite element methods [88]
The second category is the so-called inter-element techniques in which the surface creation is
explicitly modeled along existing element boundaries. Common inter-element techniques include
continuous element interfaces [90, 91], zero or small volume interface elements [92], and
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interface cohesive models [93, 94]. Recently, Yang et al. [95] presented a class of interface
elements to capture the displacement and velocity jumps across volume element boundaries. The
elements take the form of a double surface and deform in accordance with an arbitrary
constitutive law, which can model a fracture process, Fig. 3.5. The advantage of the inter-element
technique is that the explicit handling of surface creation is similar to methods of discretization
used for standard simulations in which the geometry does not change. One common disadvantage
is that the mesh must be defined so that elements can separate from one another, either during
original discretization or during the solution process. If this is addressed in the original
discretization, a method to maintain the continuity of a non-separated interface must also be
incorporated into the FE solution [96]. Implementation of such interfaces adds complexity and
reduces the robustness of this approach.
Fig. 3.5 Predicted deformed mesh and contours of effective plastic strain of a pre-notched C300
steel sample subjected to dynamic shear impact using the interface finite element [95]
3.3.4. Mesh free method
The mesh free method was initially proposed several decades ago by Lucy [97] and Gingold and
Monoghan [98] to study astrophysics problems. Recently, it has experienced a renaissance in
modeling of crack propagation in solids. Belytschko et al. [99-101] developed the element-free
Galerkin (EFG) method, which has proven to offer many attractive features in the modeling of
crack propagation. The approach requires only nodes and a description of the external and
internal boundaries and interfaces of the model. No element connectivity is needed. In the EFG
method, the domain boundary is explicitly represented, as it is in the finite element methods, and
the domain itself is filled with nodes and (non-collocated) integration points. The domain of
influence is normally taken to be a disc (sphere in three dimensions), with a 'line-of-sight'
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modification near the domain boundary: only nodes that can be reached by a straight line that
does not pass through the boundary are included in the domain of influence for a given
integration point. For an integration point that lies in the vicinity of an extending crack, this
feature causes the set of nodes within its domain of influence to change abruptly as the crack
advances. [102]
Meshless methods have advantages for models in which higher-order terms are incorporated,
since they inherently provide for the required higher-order continuity. However, the maximum
spatial resolution afforded by the method is still limited by the density of nodes. This method
suffers from being less robust than traditional finite element methods, and is computationally
more challenging.
3.4. Numerical performance of shell elements
in modeling butt welds
In the literature, methods for modeling butt welded, thin sheets fall into two general categories. In
the first category, weldment properties and geometry are excluded from the model [103-105]. A
set of rigid links is used to tie adjacent nodes along the edges of the base material. This method
could be applicable for conventional steel weldments that exhibit narrow Heat Affected Zone
(HAZ) and strength overmatch compared to the base material.
As to the generally undermatched aluminum weldment with a wide HAZ, such as the ICE
weldment, the weldment properties and geometry cannot be ignored. In studies by Iwata et al. and
Nakagawa et al. [106, 107], beam elements were used to represent the weld. One drawback is that
beam elements limit the geometry that can be represented and the refinement of the mesh in the
weld zone. Jain [108] and Zhao et al. [103] used solid elements to represent both the weld and the
base materials. Raymond et al. [109] applied a coupled solid-shell model that shell elements were
used to represent base materials and solid elements for the weld materials. However,
discretization with solid elements is computationally expensive in the context of large-scale
structural modeling.
An alterative strategy is to model both the weldment and the base material using the general
shell elements [110, 111]. Thin-walled structures, by definition, have small thicknesses. The
exposed surfaces are traction-free, and thus bring a plane stress condition. Therefore, a shell
discretization is more efficient and affordable than the three-dimensional solid element. However,
it is necessary to clarify if shell elements are adequate for complex three-dimensional stress
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variation in a welded structure forming long weld lines, such as the welded ICE panels. It is
especially critical for fracture prediction since a crack-like geometric discontinuity is involved
and thus brings more challenge for numerical modeling.
Chen et al. [112] compared results from shell models and solid element models of a symmetric
spot-welded steel specimen. He found that a properly refined finite element mesh of general shell
elements can produce stress and deformation solutions comparable to those generated by a
similarly refined mesh of 3D solid elements. In this section, the performance of shell elements for
fracture simulation of butt welds is investigated with two benchmark problems and compared to
solid models. Numerical results of interest include global load displacement response and local
stress-strain fields. The results provide important guidance for fracture modeling of large-scale
testing, as will be presented in the following chapters.
3.4.1. Two benchmark problems
Two benchmark problems for an intermediate-scale welded plate were considered including:
" Mode I tension (in plane loading)
" Mode III tearing (out of plane loading).
The geometrical dimensions and material data were determined based on the intermediate-scale
Mode I testing on the ICE weldment, as will be discussed in detail in Chapter 6. A single-edged,
blunt pre-crack is introduced in the middle of the weld zone. Note that the shape of the initial
crack is identical in both the intermediate-scale and large-scale (ICE) specimens. Mode I and III
loadings were chosen because they are the loading conditions in the large-scale test (Chapter 8
and 9). In order to guarantee an identical in-plane mesh, the solid element model was generated
by extruding the shell model in the normal direction, with four elements through the thickness.
The two finite element models of these two specimens are displayed in Fig. 3.6 (a) and (b),
respectively. Note that the Mode I model is shown with shell discretization and the Mode III
model is shown with solid discretization.
59
-t=3 mm 7W W
Fig. 3.6 Finite element models of the two benchmark specimens (a) intermediate-scale welded
plate under Mode I loading; (b) intermediate-scale welded plate under Mode III loading
3.4.2. Selected results
Extensive finite element analyses were conducted using different mesh sizes. It was found that
for the current geometry and loading conditions, converged results were obtained when the in-
plane mesh size Al was less than 3 mm, in the vicinity of the initial notch. To be concise, only
the results with Al =2 mm, which is used in the large-scale simulations, are reported here. This
section focuses on the comparison between the performances of the shell element and the three-
dimensional solid element models. Details related to finite element modeling of the weldment
will be discussed in the Chapters 6-9.
Mode I loading
0 Global load displacement curve and deformation shape
Calculated load displacement response, with shell and solid element models are compared with
each other and two experimental results in Fig. 3.7. The two numerical results are very close to
each other, as well as to the two test measurements up to the onset of fracture at if=3.74 mm.
The load level predicted by the shell solution is slightly higher than that predicted by the solid
element model in the crack propagation zone. The relative error between the two solutions is up
to 8%. In general, the shell model gives a good correlation to the solid element model. As shown
in Fig. 3.8, the two numerically obtained deformation shapes (Fig. 3.8 (a) and 3.8 (b)), with crack
extensions, match the test image Fig. 3.8 (c) very well.
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Fig. 3.7 Comparison of predicted load displacement response with shell model
and solid element model with the experimental results
(b) (c)
Fig. 3.8 Comparison of predicted deformation shapes from (a) shell model; (b)
solid element model with (c) test image
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0 Calculated stress field distribution
Local stress field distributions, from the shell and solid element models, were compared and
analyzed. The objective of the current section (3.4) is to evaluate the numerical performance of
shell elements in predicting realistic local stress strain fields. In addition to the equivalent stress,
the stress triaxiality, defined as the hydrostatic pressure normalized by the effective stress, is
chosen as the key parameter for comparison. It is widely accepted as a measurement of stress
status. Also, using such a normalized parameter can exclude additional effects of differences
between the shell and solid element models, such as the mesh size effect.
It was found that with the solid element model, at the center of the initial crack tip, under
different stages of deformation, the equivalent stress (Fig. 3.9 (a)), and the stress triaxiality (Fig.
3.9 (b)) are almost constant through the thickness. Thus, the distribution of the stress triaxiality,
over either the upper or lower surface, represents the distribution at any thickness location.
Contours over the upper surface from the shell model and solid element model, immediately
before fracture, (J=3.5 mm), are compared in Fig. 3.10. The contour shape given by the shell
model is similar to that given by the solid element model.
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140- .
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Fig. 3.9 Through-thickness variation of (a) equivalent stress and (b) stress triaxiality predicted by
the solid element model showing constant distribution under the current Mode I loading
(a)
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Fig. 3.10 Contour of stress triaxiality from (a) shell model and (b) solid element
model at displacement 8=3.5 mm under Mode I loading
As a further comparison of the two models, stress triaxiality variations at 8=3.5 mm along the
center line of the plate are plotted in Fig. 3.11. Stress status along this path is particularly critical
since it lies along the extension direction of the initial crack. Another comparison was made for
the history of the stress triaxiality at the initial crack tip, which is shown in Fig. 3.12. In both
cases, the shell solution is very close to the solid element solution, which confirms the earlier
observation on the overall contours. It can be concluded that the shell model is capable of
predicting the stress status with high precision for the current Mode I loading condition, as
compared to the solid element model.
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Fig. 3.11 Comparison of shell and solid solutions for stress triaxiality variations on the
upper surface along the center line of the plate at displacement 3=3.5 mm
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Fig. 3.12 Comparison of the calculated history of stress triaxiality at the initial
crack tip of shell and solid element models
65
Mode III loading
A similar comparison procedure was used to assess the accuracy of the intermediate-scale welded
plate model under Mode III loading. Mode III loading challenges the shell model since through-
thickness stress variation direction under a global out-of-plane tearing load is not negligible. The
deformation and fracture under such conditions are known as mixed Mode I/ILL. Liu et al. [113]
conducted experimental studies on pre-cracked AA 7050 specimens with different ratios of Mode
I/ILI loading. Their results show that there exists a mode transition, which depends on loading,
geometry and material ductility. Deformation can be either shear dominant or tension dominant.
The applicability of shell elements was constrained to tension dominant problems, since the shell
element formulation is based on plane stress assumption, and thus excludes the out-of-plane
stress.
Global load displacement curve and deformation shape
Figure 3.13 shows the deformation shapes from both models. As predicted by both the shell and
solid element models, for the current relatively thin plate with a blunt notch, there is no obvious
shear deformation mode close to the initial crack tip. Instead, the local elements undergo
elongation, indicating a tension-dominant stress state. The predicted load displacement curves
from the shell and solid element models are compared in Fig. 3.14. Under the Mode III tearing,
the reaction force level is much lower (around 1 kN) compared to the previous Mode I case. The
two solutions are virtually the same at the beginning and diverge slightly as the deformation
continues.
(a) (b)
Fig. 3.13 Comparison of predicted deformation shapes from (a) solid
element model; (b) shell model
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Fig. 3.14 Comparison of predicted load displacement response with shell model
and solid element model with the experimental results
Calculated stress field distribution
Figure 3.15 shows the variation in through-thickness equivalent stress at four different
deformation stages at the initial crack tip in the solid element model. One can see that the stress
distribution presents a "M" shape at the very beginning of the deformation (8=3 mm) and then
tends to be smooth out along the thickness direction as the deformation increases from 1=6 mm
to 8=12 mm.
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Fig. 3.15 Through-thickness variation of the equivalent stress at the initial crack
tip at four different deformation stages under Mode III loading
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The contour plots of the stress triaxiality are depicted for the shell model in Fig. 3.16 (a), and
the solid element models in Fig. 3.16 (b), at the same deformation stage, 1=6 mm. The two
solutions are very similar in terms of contour shape and magnitudes. The evolutions of the stress
triaxiality at the initial crack tip were also compared in Fig. 3.17. The shell model curve is similar
in magnitude to the solid element model except for some erratic behavior in the range of larger
deformation, 5> 10 mm. Most probably, the force oscillation is caused by the instability of the
edge contact between the shell model and the two rigid body actuators. The average stress
triaxiality is around 1/3 indicating a stress state close to uniaxial tension, which explains the
relatively uniform stress distribution, since it is essentially in-plane deformation dominant and
therefore very limited stress variation through the thickness direction, as shown in Fig. 3.15.
It can be concluded that for the current problem, the shell model is capable of capturing all
features of the solution represented by the solid element model. The reason is that the
deformation localization zone around the blunt pre-crack tip is actually tension dominant, even
though the global/far field loading is out-of plane. A sharper initial notch may present a different
stress status since the shear-tension dominancy is dependent on the local geometry, as well as the
loading condition [114]. A tension-dominant deformation mode was also found in the crack
propagation range for the large-scale Mode III fracture of the welded ICE panels, as will be
discussed in Chapter 9.
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(b)
Fig. 3.16 Contour of stress triaxiality from (a) shell element model and (b) solid
element model at displacement 1=6 mm under Mode III loading
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Fig. 3.17 Comparison of the calculated history of (a) the stress triaxiality at the
crack tip in the shell and solid element models
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3.5. Mass scaling technique
Mass scaling is often used to increase computational efficiency in quasi-static analyses that a few
very small elements control the stable time increment. In Chapter 8 and 9, the explicit dynamics
procedure provided by ABAQUS/Explicit was employed to simulate the large-scale Mode I and
III fracture tests on the welded ICE panels with mass scaling. Without mass scaling, the analysis
typically costs more than 720 hours (30 days) on the workstation with a double processor 2.2GHz
CPU. Mass scaling technique was introduced to achieve an affordable solution.
An approximation to the stability time step is defined in ABAQUS/Explicit as the smallest
transient time of a dilatational wave across any of the elements in the mesh [78]
At = n Alm (3.3)
Cd
where Almin is the smallest element dimension in the mesh. For beams, shells, and membranes
the element thickness or cross-sectional dimensions are not considered in determining the
smallest element dimension; the stability limit is based upon the in-plane dimensions only. The
dilatational wave speed cd is expressed in terms of AO and po, defined below. To achieve a
conservative (safe) estimate, the magnitude of At is obtained by multiplying a safety factor n,,
which is between I/N and 1.
The current dilatational wave speed, cd, is determined in ABAQUS/Explicit as,
_ d + 2A (3.4)Cd
p
where, p is the material density, and A and G =2p are effective Lamd's constants [78], which
can be expressed in terms of Young's modulus, E, and Poisson's ratio, v
Ev (3.5)
0 + v)(1-2v)
= Ev (3.6)
2(1 + v)
With Eq. (3.4) - (3.6), the stable time step can be expressed by Eq. (3.7), linearly related to the
square root of the density.
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At = (nsAlmin + 2p4.V (3.7)
In this study, the option "*FIXED MASS SCALING, TYPE=BELOW MIN, DT= (At)min"
provided by ABAQUS/Explicit is used, that only the elements presenting a lower time step are
scaled up to a user defined minimum time step. In the current models, these tiny elements are
generated due to meshing over the complex geometry of the welded ICE panels. They are not
located in critical location and undergo very little deformation. Consequently, mass scaling on
these elements should have very limited effect on the solutions. Results with different magnitudes
of (At)in were compared to ensure that changes in the mass and subsequent increases in the
inertial forces did not alter the solution significantly. As an example, the calculated load
displacement curves of the large Mode I test with three different threshold magnitudes of (At)min
are compared in Fig. 3.18. The three curves are virtually identical. Results with (At)in=1 X 107
sec are presented in this thesis, and the analysis can be finished within 70 hrs.
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Fig. 3.18 Comparison of the calculated load displacement response of the large-scale Mode I
testing on the welded ICE panels (Chapter 8) with three different prescribed (At)min
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Chapter 4
Quasi-Static and Dynamic Crush of
Aluminum Tubular Frames
4.1. Introduction
This chapter is added to the present thesis as a first step of a historical evolution of the author's
study on aluminum structures [115, 116]. In this study, the large strain plastic properties as well
as fracture properties of AA 5754 were obtained in our lab for the first time. Since then, some
improvement to the testing technique and numerical simulations was introduced, but the main
methodology still remains similar to the original one. The motivation for undertaking the research
was to contribute the effort of General Motors (GM) Technology Center for minimizing the
weight of passenger vehicles.
Weight reduction has been of major concern to the automotive industry for many years and
relevant research has accelerated more recently. Recent research shows that body weight can be
reduced by up to 50% using aluminum and new forming and joining techniques [117].
Hydroformed aluminum S-rails are regarded as a very promising solution for the light weight
vehicle design. As part of the "form and crash of hydroformed aluminum tubes" project, the
current work in Detroit is aimed at gaining a good understanding on the crash behavior of the
aluminum "S" frame under quasi-static and dynamic loading, which is necessary for the
estimation and optimization of energy absorption capacity of the full body structure.
73
Many experimental and theoretical studies have been carried out on plastic collapse of thin-
walled tubular structures of various shapes, sizes and materials under different loading conditions.
The simplest problem in this family is the classical axisymmetric progressive collapse of
moderately thin straight metal tubes with various-shapes of cross sections. Wierzbicki and
Abramowicz [118] developed an approximate theoretical prediction for the axial progressive
crushing of square and circular columns in the series of their studies [118-120]. A collapse
analysis of S-shaped tubular frames is relatively complex because of the combined bending and
axial compression loading due to the geometrical eccentricities. Kim and Wierzbicki [121, 122]
calculated theoretically the force and moment response of the thin-walled prismatic member
under combined bending and compression using the concept of a Superbeam element and
Shanley spring mode. Based on this highly idealized model, Kim and Wierzbicki [123] carried
out the analytical solution of the crushing resistance of thin-walled rectangular cross-section S-
shaped frames and compared the results with numerical simulations.
In the present work, crush behavior of circular S-rails under axial quasi-static and dynamic
loading is investigated. Presented here are the results of a combined experimental, analytical and
numerical/FEM study of the onset of collapse, subsequent localization of plastic deformation and
an overall energy absorbing capability. The quasi-static crushing experiment was conducted with
displacement controlled Baldwin machine at MIT, while the dynamic tests were performed using
a drop tower platform at GM Technology Center, MI. Results from numerical simulations were
directly compared with the experiment. The FE model is found to reproduce the crushing
response to a significant degree of accuracy and give a very good correlation with respect to
deformation shapes. With the failure parameters calibrated from uniaxial tensile tests, FEM
simulation can also be used to predict the fracture onset. The mean crushing load is essentially the
same as in the experiment. In addition, simplified analytical solutions for both the peak load and
the load displacement response were developed. The calculated mean crush force is within an
admissible range from the numerical results and can be applied to an early design stage of the
front S-rail. Finally, the same problem was solved by means of the commercial software CRASH-
STUDIO, which is suitable for preliminary calculations in the early design stage.
4.2. Calibration of the material data
4.2.1. Specimen details
Besides the two S-rails, a straight cylinder tube with the identical cross-section dimensions and
material as the S-rails was provided to us for material testing. Tensile coupons were cut from the
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reference tube and flat specimens were machined out of curved coupons into 1 mm thickness, as
illustrated in Fig. 4.1. A photograph of an actual specimen and its geometrical dimensions are
given in Fig. 4.2 and 4.3, respectively.
Reference Tube
Coupons
Machining
Fig. 4.1 Illustration of the AA5754 tensile specimen manufacturing
Fig. 4.2 Pretest image of an AA 5754 tensile specimen
ft 35
IThickness: I mm
135
Fig. 4.3 Dimension of a typical specimen (initial gage distance: 35 mm)
4.2.2. Tensile test results
Three tensile coupons were tested all the way to fracture. Photographs of the fractured specimens
are displayed in Fig. 4.4. The measured force displacement response of each specimen is plotted
in Fig. 4.5 along with an average curve marked by the solid black line.
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Fig. 4.4 Image of the fractured AA5754 tensile specimens
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Fig. 4.5 Measured force displacement response of the AA5754 tensile testing
The specimen failed soon after the maximum load was reached. No necking was observed.
Referring to Chapter 3, the present material should exhibits little or no dependence on mesh size
considering the calibration for fracture. Therefore, the true stress-strain curve was obtained
directly from the averaged measured load displacement curves, as shown in Fig. 4.6. Maximum
magnitude of strain (at the point of fracture) was taken as a mean value of the measured results.
The flow stress -o was found to be 250 MPa, which is defined by Eq. 4.1 as an average stress
over a given strain range (0, -f ), [124]. This value will be used in developing approximate close-
form solution, to be discussed later on.
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Fig. 4.6 True stress strain data of AA 7574 from the tensile testing showing a magnitude of the
flow stress or = 250 MPa
4.2.3. Numerical calibration
In order to calibrate the material behavior of the S-rail, numerical simulations of the tensile test
were carried out using LSDYNA. In the numerical model, the input true stress strain curve from
the test data is represented in Fig. 4.6. The material parameters are Poison's ratio v = 0.3, Elastic
Modulus E=68 GPa, yield stress o,= 115 MPa, and yield strain e, = 0.0017.
The FE model is generated with 8-node solid element with three different meshes, as given in
Table 4.1. A prescribed velocity was applied to one end of the specimen while the other end was
fixed.
Table 4.1 Three mesh sized applied in simulations of AA 5754 tensile testing
Fine Medium Coarse
Mesh Size in the Gage 0.25 mm 0.35 mm 0.5 mm
Section
Number of Element 4 3 2
through Thickness
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As shown in Fig. 4.7, the calculated contour of equivalent plastic strain from LSDYNA gives a
good correlation with the test image. The specimen failed along the localized neck. The predicted
inclination of the neck agrees with the theoretical value of 530 and actual crack path [125].
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Test Image Contour of Plastic Strain
Fig. 4.7 Comparison of the test and FE images (fine mesh) in the necking region
The calculated force displacement response from finite element models with three different
mesh sizes are compared with the experimental result, Fig. 4.8. It is seen that the correlation of
the experimental and numerical results is very good. The finite element models with different
mesh sizes give almost the same result.
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Fig. 4.8 Comparison of the force displacement curves of the AA 5754 tensile specimen from test
and numerical simulation with three different mesh sizes
Since the correlation of the experimental and numerical results is almost perfect in terms of the
load-displacement relation, it is quiet reasonable to define the critical parameters for fracture with
the extracted data from the numerical simulations. The approximate solution of fracture locus
defined by Eq. (2.12) is considered. Computed values of equivalent strain, and the normalized
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hydrostatic stress at the center of the neck are shown in Fig. 4.9 and 4.10. The critical equivalent
plastic strain, was found to be 16 =0.174 according to the displacement to fracture in test,
8, =4.4 mm. It is seen from Fig. 4.10 that the stress triaxiality -M /a is almost constant equal to
1/3. Therefore,
average stress
D, =0.5 8.
the critical value of damage parameter, D,, is determined as the product of the
triaxiality, (-, / a , and the equivalent plastic strain to fracture, 6- , i.e.
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Fig. 4.10 Equivalent strain vs. stress triaxiality at the fracture initiation location in the
AA 5754 flat tensile specimen
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4.3. Experimental study
4.3.1. Quasi-static Crash Test
Quasi-static crushing test of the S-rails were carried out on a Baldwin Machine with displacement
control at the Structures, Materials and Rock Mechanics Testing Lab, Massachusetts Institute of
Technology.
Specimen configuration
Two S-rails provided by GM were produced by bending straight AA 5754 tubes at the
Department of Mechanical Engineering at University of Waterloo, Canada. Prior to testing, the
geometric dimensions of the specimens were measured and it was found that the average values
shown in Fig. 4.11 are within ±2% of the measured values. The S-rails were made from
extruded tubes using a special bending technique. Based on visual inspections the initial local
geometrical imperfections were found to be small.
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Fig. 4.11 Geometry of the S-rail specimen for the quasi-static crushing testing
Experimental setup
Test setup and the support conditions are shown in Fig. 4.12. Close fitting solid cylinders were
placed inside the ends of the tubes over a length of 20 mm. To ensure a symmetric loading, a
cover of high-strength aluminum was placed at the top of the specimens prior to testing. The
outer surface of the tube is in contact with close fitting plates with a same thickness, as shown in
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Fig. 4.13. During testing, the specimens were clamped at the lower ends and constrained in all
directions except the axial one at the top.
Fixture at the Top
Aluminum
Cover
Fixture at the Lower Ends
Fig. 4.12 Experiment setup and support conditions of the quasi-static crush testing on the S-rails
20 mn
Cylinder
Plate
Fig. 4.13 Illustration of the fixture at each end of the S-rails
This quasi-static test was performed with the cross-head speed 10 mm/min. Measured in the test
was the applied load-displacement curve (P-8). Due to the limit of the mounting space of the
testing machine, the horizontal distance between the axes of the two rails was set to be 300 mm.
The downward movement of the cross-head was stopped shortly before the undesired contact
between the outside of two rails occurred, as shown in Fig. 4.14.
81
Fig. 4.14 Test image two rails getting closer during the quasi-static crushing test
Test results
The test deformed configuration of the tube is shown with a close-up view in Fig. 4.15. Some
general observations can be made regarding the deformation pattern of the S-rails:
* The deformation is localized over the curve parts of both S-rails while the remainder of
the structure undergoes a rigid body motion or elastic deformations;
" One single elbow-like fold was developed at the compression side of each curved part
and indicates a bending dominant deformation mode;
" No fracture was observed to the end of test.
The measured load displacement response is plotted in Fig. 4.16.
(a) (b)
Fig. 4.15 (a) Specimen after the quasi-static crushing test; (b) a close look at the curve part
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Fig. 4.16 Measured load displacement response of after the quasi-static crushing test on S-rails
However, as shown in Fig. 4.17, the top fixture was not rigid enough and deformed as a leaf
spring at the early stage of the crushing test. This observation will be revisited in Section 4.4.
Fig. 4.17 Undesired bending deformation of the fixture at the top ends of the S-
rails during the quasi-static crushing test
4.3.2. Dynamic crash test on S-rails
The dynamic test was carried out with the drop tower facility at Composite Lab, GM Tech
Center. Two problems were encountered in the static test setup: (i) weak top fixture, which
resulted in an undesired large elastic deformation of the top fixture plate (Fig. 4.17); (ii) two S-
rails bent inward and got closer to each other during the crushing so that the test had to be
stopped shortly before the touching of two S-rails. In this section, based on the previous
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experience with the static test, the design of dynamic test setup on S-rails with the current drop
tower facility is discussed first.
Specimen configuration
The horizontal mounting space of the drop tower is limited to 900 mm, which means the
maximum horizontal distance between the top ends of S-rails (axis to axis) is only 300 mm.
Therefore, it is important to avoid the inward bending mode observed in the static test.
Based on the observation on the deformation pattern of S-rails, a solution of this problem can be
achieved by choosing a proper specimen geometry. It is found in the numerical simulation that, if
the length of the moving end, LI in Fig. 4.18, is larger than the length of the fixed end, L2, the
two S-rails bends outward without getting closer to each other during the crushing, Fig. 4.19 (a).
Otherwise, the inward bending mode is activated, as shown in Fig. 4.19 (b).
Li
L2
Fig. 4.18 Definition of L, and L 2 as the dimension of the S-rail
(a) Outward Bending Mode (b) Inward Bending Mode
Fig. 4.19 Two bending deformation modes of the S-rails showing the dependence of the geometry
This can be explained that the longer the straight part, the larger the bending moment at the
clamped end. Thus the dominant rotation will appear close to the longer end of a S-rail during
crushing. Base on this conclusion, the dimensions of specimen was chosen to be LI=200 mm and
L2=400 mm. The diameter of the S-rails is the same as the one in the previous static test, i.e.
2r=76.2 mm.
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Experimental setup
A photograph of the drop tower facility is shown in Fig. 4.20. The drop platform with a
prescribed mass has four guiding columns mounted at points on its perimeter, which encircle
vertically aligned cables. While the combination of guide tubes and cables does not interfere with
the free flight of the drop platform in the vertical direction, it serves as a safety device, acting to
constrain large lateral movements and rotations of the drop platform. Impact tests are performed
by first vertically raising the drop platform and then released to fall freely under the action of
gravity. Drop platform velocity decreases in the course of the impact event, with the maximum
velocity being presented at the initiation of impact/specimen loading. The decrease in velocity
during the course of the impact event is what is seen in real world vehicular crashes. The reaction
force during crushing is then measured by the load cells installed on the base plate of the drop
tower. Tests were conducted with a number of impact velocity, and reported here is the test with a
initial impact velocity equal to 7.8 m/s.
Fig. 4.20 Drop tower facility at GM technology center
Test results
0 Measured Force-Time Response
The time history of the vertical reaction force is shown in Fig. 4.21. The dotted curve refers to the
response measured from the right rail, and the blue dash curve is from the left one. The small
difference between these two curves is due to the unsymmetrical imperfections of the installation.
The total measured response is shown by the solid black curve. Note that no filtering was applied.
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The initial phase of the dynamic crushing process is governed by the transient response, Phase 1
in Fig. 4.21. Upon impact, the interaction of stress waves produces a high-impact pressure which
eventually leads to plastic deformation of the cross section and development of a collapse
mechanism. Phase 1 is then followed by a bending dominant Phase 2. After the plastic
deformations localizing to the curved parts, the bending deformations lead to a local collapse on
the compression side of each curved part. As the crushing goes on, the middle part of the rail
undergoes more and more tension, which increases the reaction force, as shown in Phase 3.
Finally, the speed of the platform decreases to zero, and the whole deformation ends up with a
spring back Phase 4.
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Fig. 4.21 Measured load time response of the S-rails subjected to a dynamic axial loading
showing four phases of the collapse
(i) Determination of the crushing distance From the measured force-time response data,
the displacement of the platform/crushing distance of the S-rails can be calculated by applying the
principle of energy conservation, given by Eq. (4.2). The left side, MV) / 2, is the kinetic energy
of the platform at time t,, which will be reduced to a smaller amount, M 4,2 /2, at time ti+1 by
the work of response force N from t, to ti . The crushing distance S, can be obtained by
integrating the velocity over time, Eq. (4.3). Note that the frictional effect is neglected.
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1 MV| =I MV + N -Vdt (4.2)
2 2
where, M is the mass of the platform, and V, is the velocity of the platform at time ti, N is the
resistant force of the S-rails.
s1-+ = S, + f+ Vi dt (4.3)
The velocity history of the platform and the crushing distance were calculated with a small
MATLAB script, as shown in Fig. 4.22 and Fig. 4.23.
7 - ---------- ------ ------ ----- - ------------- ------
- Velocity of the Platfom
6 - - - - --+ ---- --- ------ -- A -+ ----- +------------- ---L ----- -------
ai 5 ---- ---- -- - -- - -- - ------ - -- --------- ------- ------ -----
E
E 3 ------- ------- ------ ------ -r ------ ------ ------- ------- -------I ------
)23 ------- ------ ------ - -- ------ T-- ----I ------ ------- r------ ------
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Fig. 4.22 Velocity history of the drop tower platform of the dynamic crush test on S rails
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Fig. 4.23 Displacement history of the drop tower platform of the dynamic crush test on S rails
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(ii) Determination of the force displacement response Figure 4.24 displays the load
displacement curve of the dynamic crush test on S rails, which was obtained by eliminating time
and combining Fig. 4.22 and Fig. 4.23. This result will be revisited to compare with the numerical
simulation in the next section.
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Fig. 4.24 Measured unfiltered force displacement response of the dynamic crush test on S-rails
0 Fracture observation
Crack was found at the bottom end of the right side S-rail, on the compressive side, see Fig. 4.25.
No fracture was observed at anywhere else in S-rails. Most probably fracture was caused by large
bending strain in the outer fold. The end constraint against ovalization provided almost plane
strain condition so that the strain to fracture was only one half of that in uniaxial tension.
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Fig. 4.25 Crack observed at one bottom end of the S-rails after the dynamic crush test
4.4. Numerical study on crash behavior of S-rails
4.4.1. Numerical simulation of quasi-static crash test
FE model
Numerical simulations of the collapse of S-rails subjected to an axial loading condition were
performed using commercial FEM code LS-DYNA. The geometrical dimensions of the S-rail
were given in Section 4.3. Because of the symmetry, the model is simplified to a single S-rail,
which has one end fixed and the other one moving. As the top plate underwent severe bending in
the test, its response was added in the FE model.
Elastic plastic material model with isotropic hardening (material type 24 in LS-DYNA material
library) was incorporated. The work hardening curve was introduced as a piecewise linear curve,
which was obtained from the calibration results, as shown in Fig. 4.6.
The tube was built entirely with full integration quadrilateral Belytschko-Tsay shell element
with five integration points through the thickness [126]. Thickness change due to membrane
straining was incorporated in the present shell formulation. The number of elements around the
circumference was 48, and the total number of elements over the S-rails was 10,512. The top
fixture plate was considered in the current model to simulate the boundary conditions in the test.
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It was modeled by 8-node solid elements. The top plate was made of AA 6061, the input stress-
strain data was shown in Fig. 5.6. The plate was modeled by 8-node reduced integration solid
element, and a total number of 10,204 elements were applied. No mass scaling was used.
Numerical simulation results
0 Crushing force displacement response
The numerically obtained force displacement of the S-rail subjected to the quasi-static loading is
compared with experimental result in Fig. 4.26. The computed mean crash forces from test results
and numerical results, for displacement ranging from 0 to 120 mm, were found to be 18.6 kN and
16.0 kN, respectively.
It is seen that qualitatively, the reaction force decays rapidly after the peak load is reached. This
is a result of the sectional collapse. Also there is a change of curvature of the tube after collapse
can cause the previously compressed fibers of the cross section to be in tension, which increases
the bending moments but decreases the axial reaction force. It is seen that the shrinking of failure
locus reduces the strength of the structures to a great degree.
The difference between the experimental peak load and that obtained from numerical
simulation is large (31 kN vs 22.5 kN) and requires careful consideration. Normally, one would
expect the finite element solution to overpredict the actual response. However that was not the
case with the present test. One possible reason for the discrepancy is the performance of the
hydraulic Baldwin testing frame. This machine was never used for compression tests of such long
specimens as the present one. Therefore large friction could have been developed between the
four vertical guiding columns and the cross-head. The above deficiency can be easily removed in
future test by simply using a different loading frame. For large displacement, the experimental
curve became much closer to the results of numerical simulation. Another source of errors in the
numerical simulation is that the material input data were taken for the virgin, previously
undeformed material. However, S-frame underwent large plastic compression/tension around the
bent range. The corresponding instantaneous yield stress would have been higher. Also, it is not
clear if the tube material follows the kinematic or isotropic hardening rule.
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Fig. 4.26 Comparison of the load displacement curves from test and numerical Simulation of the
quasi-static crush testing on the S-rails
* Deformation shape
Generally, S-shaped tubes without any reinforcements buckle at the locations of a maximum
bending moment, which occurs at the curved parts, as shown in Fig. 4.27. Local deformation
cannot transfer to other parts due to the softening moment-rotation relationship.
(MW
(M)uaX
Fig. 4.27 Bending moment diagram of the S-rail
Figure 4.28 shows a sequence of deformation shapes of S-rail cylindrical tubes under the crush
load. Deformation shapes from numerical simulation and experiment images are compared at
different directions of view, Fig. 4.29. Deformed shapes of a typical locally collapsing cross-
section in the curved part of the S-rail is shown in Fig. 4.30.
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Fig. 4.28 Calculated Sequence of deformation shapes of the quasi-static crush testing on the S-rails
Fig. 4.29 Comparison of the deformed shapes of the S-rails subject to quasi-static crush load from
test and numerical simulations
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(5=110 MM8=16 mm 5=50 mm
Fig. 4.30 Deform shape of cross section at the curved part of a S-rail subject to quasi-static crush load
. Thickness distribution
One measure of the severity of plastic deformation is the change of thickness compared to the
original thickness. The numerical simulation provides for all components of the strain tensor. The
through thickness strain is defined by
83 = t (4.4)
to
From the incompressibility condition of plasticity, we have
83 - -(, +-2) (4.5)
The thickness couture of the S-rail at two different stages during crushing is shown in Fig. 4.31.
The results were collected from the outer surface of the shell model with the post-processor of
LS-DYNA. It is seen that change of thickness occurs at the location of plastic hinges.
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Fig. 4.31 Thickness distribution in the S-rail at two Stages of deformation (unit: mm)
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The thickness change as a function of the circumference along three selected cross-sections
(Fig. 4.32) was considered. As an example, the thickness distribution along the cross section #3 is
plotted in Fig. 4.33. One can see that significant increase of the thickness takes place in the
compression side of the S-rail while the remaining, subjected to tension undergoes relatively
small thinning. There is clearly a strain-reversal when the elements initially compressed (I)
migrates to the tension zone (In) as shown in Fig. 4.33.
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Fig. 4.32 Cross-sections selected
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Fig. 4.33 Thickness distribution along cross-sections #3 in a S-rail (defined in Fig. 4.31)
0 Fracture prediction
Prediction of the onset of fracture in this numerical simulation is based on the calibrated damage
parameter from the tensile test (Section 4.2). Fracture initiation is expected in the curved part of
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the S-rail due to large localized plastic deformation. A plot of the contours of effective plastic
strain is shown in Fig. 4.34.
Fig. 4.34 Contour of effective plastic strain in the S-rail (8=200 mm)
Furthermore, based on the criterion of accumulating damage, elements in the encircled zones
(Fig. 33) are most likely to be the fracture initiation location because the largest magnitudes of
both the stress triaxiality and equivalent plastic strain occurred in this region. Six elements were
selected in this zone as possible fracture initiation sites, see Fig. 4.35. The evolution of the
integrated values of damage at these elements is shown in Fig. 4.36.
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Fig. 4.35 Demonstration of the location of selected elements in the curved part of a S-rail
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Fig. 4.36 Evolution of the damage in the selected elements in the curved part of the S-rail
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From Fig. 4.36, one can see that when the cross-head displacement reaches around 8=220 mm,
the damage parameter in Element 5 first reaches the critical value of D=0.058. However, in the
real test, the end displacement reached only around 120 mm. At this magnitude of the crushing
displacement the damage parameter in the elements is much lower than the critical damage
function. Therefore, the present theory predicts that there will be no fracture which is consistent
with the experimental observation. The present methodology could be used for predicting fracture
in future tests in which aluminum components are subjected to large deformation, as will be
shown in the next section on the dynamic crash test on the S-rails.
4.4.2. Numerical simulation of the dynamic crash test
Numerical simulations of the dynamic crushing tests on S-rails were carried out with the explicit
code LS-DYNA. In this section, the FE modeling, numerical modeling is presented and validated
by comparing with the test results.
FE model
The S-rail was discretized in a similar way as in the static loading case. A drop platform
composed of 8-node brick solid element with a rigid material model and a known mass was
assigned with a prescribed initial velocity, 7.8 m/sec, in the downward direction, as shown in Fig.
4.37. The top fixture plate was separately modeled with solid element giving the real dimensions
and material properties. A uniform gravitational acceleration was applied to the platform, fixture
plate and specimens. "CONTACTAUTOMATIC_SINGLESURFACE" was used for all
contact interfaces. Two S-rails were fixed in all degrees of freedom at the bottom. The clamping
boundary condition at the top was insured by assigning
CONSTRAINEDNODALRIGIDBODY to the edges of the S-rails and their vicinity in the top
fixture plate. No mass scaling was used.
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Fig. 4.37 FE analysis scheme of the dynamic crush test on S-rails
Numerical simulation results
0 Crushing load displacement response
Calculated force-displacement curve from LS-DYNA is compared with the test results in Fig.
4.38. Data was collected with the post-processor of LS-DYNA (LS-POST) The time interval of
data collection is 0.5 ms. No filtering techniques was applied to smooth out the curve.
The two curves exhibited similar features, such as the onset of the local collapse, the bending
dominant collapse and tension increasing loading zone, which are discussed in detail in the
Section 4.3.2. The computed mean crash forces from test results and numerical results, for
displacement ranged from 0 to 500 mm, are found to be 9.1 kN and 8.28 kN respectively.
Considering the geometrical and material imperfections in the real specimen, the numerical
results have a fairly good agreement with the test data.
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Fig. 4.38 Comparison of the computed force displacement responses and test results
SDeformation shape
Figure 4.39 displays the deformation shapes of the S-rails at four different values of the crushing
distance. Note that in the following discussion on the stress/thickness distribution of S-rails,
numerical data were collected at the same four instants of crushing. Deformation shapes from
numerical simulation and experiment images are compared in Fig. 4.40.
8=90 mm 8=300 mm
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Fig. 4.39 Calculated sequence of deformation shapes of the dynamic crushing on the S-rails
Fig. 4.40 Comparison of the deformed shapes of the dynamic crushing on the S-rails from test
and numerical simulations
Fracture prediction
Fracture was observed in the dynamic test on the S-rails (Section 4.3.2). Based on the present
fracture criterion, elements with the largest magnitudes of the accumulative damage parameter,
D, defined by Eq. (2.13), are most likely to be the fracture initiation sites. A number of elements
were selected in these three zones as possible fracture initiation sites, as shown in Fig. 4.41.
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Fig. 4.41 Selected elements in the S-rail as possible fracture initiation locations
Evolution of the stress strain in these elements was collected with the post-processor of LS-
DYNA, and a small MATLAB script was implemented to compute the value of the accumulated
fracture damage of each element. The damage constant from calibration is reached when the
accumulated damage reaches the calibrated critical value (Eq. (2.12)), i.e., D, =0.058. The
evolution of the accumulative damage was calculated for all three potential fracture zones. Zone 3
approved to be the most critical. Detailed results for the Zone 3 are plotted in Fig. 4.42.
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Fig. 4.42 The evolution of the accumulated damage parameter D in the selected elements
in Zone 3 (Fig. 4.41) of the S-rail under dynamic axial crushing loading
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From Fig. 4.42, one can see that fracture occurs in two elements in Zone 3 when the crushing
displacement reaches about 200 mm, which gives a good correlation to the location of crack
observed in the test. The images of the crack in the Zone 3 from test and numerical simulations
are compared in Fig. 4.43. This conclusion can be validated by future test results, with a high
speed camera record.
Fig. 4.43 Images of the crack in the S-rail subjected to dynamic axial crushing loading
from test and numerical simulation
4.5. Analytical solution
4.5.1. Problem formulation and assumptions
Global equilibrium of a single structural can be established in the form of the balance between the
rate of energy dissipation and the rate of external work [127].
,, = gint (4.6)
where W,,, is the rate of external work exerted by the external force N and moment M, and can be
expressed as:
, = 0Nu + M V' 0  (4.7)
where u'and Y@0 are the relative rates of translation and rotation vectors respectively. Wm, is the
rate of internal strain energy dissipation of volume V, defined as Eq. 7.
ff = afl adV (4.8)
The following assumptions are made throughout this work:
* Tube material is rigid-perfectly plastic with the flow stress aO as defined by Eq. (4.1);
* Love-Kirchhoff hypothesis is used, so that all cross-sections of the tube remain plane and
normal to the tube axis;
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* Shear deformation is neglected [120, 128].
The above assumptions are valid for both the determination of the peak force and the
subsequent crushing response.
4.5.2. Crushing response of S-rail
Peak load
An analytical solution for the peak load is derived based on the plastic upper bound theorem. As
shown in Fig. 4.44 and 4.45, an S-rail can be idealized by a model consisting of three plastic
hinges and two rigid straight bars. The bars are assumed to be inextensible, so that u0 =0.
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Fig. 4.45 Simplified analytical model of half of the S-rail consisting of three plastic hinges
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The rate of the bending energy, Eb, is the only contribution to the internal rate of work. It is
defined by
=bM A-A +MB* 6B +Mc* c (4.9)
where MA, MB and MC are the plastic bending moment at the three hinges A, B, C, and A9 ,
dB and dc are the rate of rotation at the hinges.
Equation (4.9) reduces to
PS-=b (4.10)
where P=N is the instantaneous axial (crushing) force. The yield condition of the rigid plastic
circular tube loaded by the axial force and bending moment is given by
The equation to solve the peak load can be obtained by combining Eq. (4.9) and (4.10) as:
M< <
M= COS ,r N MO (4.1
No
where M= - is the fully plastic bending moment and No = o-t is the fully plastic axial
4
force. An implicit equation for the peak force is
pp" = M osI ) (4.12)
Relations among A dB, dc and 6 as functions of geometrical dimensions are obtained and
presented in Eq. 4.13. Note for the calculation of the peak load, the displacement is set to be with
a zero magnitude.
OAf 11 = B =0 + c 1=0
(~-h) (D, - E). (4.13)* = 2A 1BC, L2
&L0 = 2A2BC2 (D2 - E2).S
where
A1 = '-L - L02 + 3 L 22
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2 2LL
B= h2 +g2 -2hi5+e 2
C, = L|3 2 - 2 (L 02 + L|3 - L22Y
4LO
C2 = 1- 2 (L| + L|32 - L22
D, = 3 LO, L2+L
D2 = L 2
2 LO
+L3| - L22Y
= I (LO 2 + L 2 - L2)
E2 = I(LO2 + L32 - L22)
LO
LO = (h - 5 2 +e 2
The geometrical dimensions are illustrated in Fig. 4.44.
P-8 Response
The load-displacement relation (P-8) for a planar S shaped frame was derived by Kim, [129]. As
details of the calculations could be found in the above reference, only the final results are given.
SC 0 KL.L+ L2),
. A1' 4 +) - L sin0+ L A'5+
(4.14)
+ ( L2 9) /
L2{ (A'5+B' - L, sinG 01
+ L, L +L2
L2(-L, sin9+ A'g+B')
where L, and 0 are the geometrical dimensions shown in Fig. 4.44,
A'= 2L(L, +L 2 )
B'= L sin0 2L(L +2 L- L -L +2-sin2
L2 2
C, = 2.6117
9- L3
is the constant for a thin-walled circular cross-section with a radius r..
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Based on the geometry of S-rail (Fig. 4.11), and material calibration (Fig. 4.6), L, = L3 = 285
mm, L2 = 460 mm, and a. = 250 MPa are used in the calculation of Eq. (4.12) and (4.14). The
analytical solution is compared with the numerical solution and test results shown in Fig. 4.46.
One can see that the analytical solution is much closer to the experimental curve than the
numerical LS-DYNA solution..
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Fig. 4.46 Comparison of the analytical prediction, test measurement and FE results of the force
displacement response of an S-rail under axial crushing load
4.6. CrashStudio calculation
CrashStudio is a dynamic crash simulation code capable of modeling crash response of arbitrary
space frame structures, which is developed by Impact Design Europe (ID), a software company
active in the area of Crashworthiness. CrashStudio can be applied in design and calculation of
thin-walled crashworthy structures and components in early stages of the design process.
In this section, the crush problem of the S-frame was solved using CrashStudio. It required less
than 2 minutes CPU time for the current problem. The model is with the same geometrical
dimensions and material properties (Fig. 4.11) as the analytical model except that an octagonal
cross section was used as an approximation to the circular cross-section, Fig. 4.47. The width of
the flange b is obtained from an equal circumference requirement,
b = -r r (4.15)
4
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where r is the radius of the tube.
Tube cross
section
r
b Equivalent octagonalcross section
Fig. 4.47 Equivalent octagonal cross-section of the S-rail applied in CrashStudio
CrashStudio model, shown in Fig. 4.48, is composed of three SuperBeam elements and four
connecting nodes. Boundary condition is the same as in LS-DYNA simulation on quasi-static
testing: S-rail has one end fixed and the other one moving axially with a prescribed velocity, 0.1
m/sec.
Fig. 4.48 SuperBeam model of the S-rail in CrashStudio
The calculated deformation shapes from CrashStudio for three values of axial shortening are
shown in Fig. 4.49.
8=60 mm 6=100 mm 8=140 mm
Fig. 4.49 Deformation shapes of the S-rail under axial crushing load from CrashStudio
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It is seen in the planar view of CrashStudio, Fig. 4.50, that the S-rail deforms by rotating at
three hinges/localization zones, which agrees with both the LS-DYNA prediction and test images.
Y
Fig. 4.50 Three localization zones (circled) in CrashStudio results
The computed force-displacement curve is compared with the test and LS-DYNA results in Fig.
4.51. One can see that in the deep plastic collapse region, the two calculated results converge to
the test results. It should be noted that the CRUSH-STUDIO gives a much better prediction of the
peak force which is within 3% to the measured value. At the same time, LS-DYNA prediction
results in 27% error.
20 40 60 80
Crushing Displacement (mm)
100 120
Fig. 4.51 Comparison of force displacement response of the S-rail under axial crushing load from
CrashStudio, LS-DYNA and test
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4.7. Partial conclusions
The crush behavior of the aluminum S-rails under both quasi-static and dynamic axial loading are
studied experimentally, numerically and analytically. Full scale quasi-static test was performed
on S-rails with a prescribed crosshead speed of 10 mm/sec, and dynamic test was conducted using
a drop tower platform with an initial impact velocity 7.8 m/sec.
The material parameters of the S-rail were calibrated from coupon tests cut from the reference
tube, combined with numerical simulation. Finite element study was conducted using explicit
nonlinear codes (LS-DYNA). The calculated results of the crushing behavior of the S-rails were
compared with the experimental results, showing a good agreement. However, the peak load was
under predicted by as more as 27% for the static test. Simulation of the static test was also
conducted by means of the CRASH-STUDIO software, which is based on the SuperBeam
element. The prediction of CRASH-STUDIO was very good as far as both the peak force and the
entire load-displacement history were concerned. With the fracture parameters calibrated from
uniaxial tensile tests, numerical simulations were able to provide accurate prediction of the
location and the onset of fracture.
An analytical solution of the force-displacement response was derived with a simplified
configuration of the S-rail. The solution gives a relatively good correlation to the test results and
can be helpful for in the early stage design of S-rails.
It is observed that significant thickness change occurs in the S-rail during the crushing process.
In the future work, initial thickness variation/straining, due to the bending and hydroforming
process, should be incorporated into the current FE model along with a analytical study to explore
the downstream effect of the manufacturing processing on the final crashworthiness and fracture
performance of S-rails.
108
Chapter 5
Large-Scale Extruded Aluminum Panel
under 4-Point Bending
5.1. Introduction
One of the main objectives of this thesis work is to develop a practical technology for fracture
prediction of the welded aluminum thin-walled structures. The ICE panels were chosen for both
experimental and numerical studies. In this chapter, calibration of the fracture parameters from
uniaxial tensile tests on dog-bone specimen was conducted first. Thus, the FEM numerical
simulations were performed using the nonlinear commercial finite element code
ABAQUS/Explicit. The calculated load-displacement curve was shown to agree well with the
test results. Even more importantly, the location of first fracture and the corresponding critical
punch displacement was predicted with great accuracy. In addition, based on a simplified beam
model, a closed form analytical solution of the load displacement curve for the pre-fracture stage
was developed and compared to the numerical results. The present results will serve as a starting
point of the future dealing with the weldment fracture.
Calculation of stiffness and buckling mode of sandwich structures has been performed by
numerous researchers in the past, as sandwich structures were mainly designed for stiffness and
strength. Examples of this type of work, 4-point bending tests which were compared with
theoretical elastic solutions, can be found in references [130, 131]. At the same time, information
109
on the response of the metallic sandwich structures well into the plastic range is scarce in the
literature. This statement is even more true when one is looking for the results of large scale tests.
Recently, Abaramowicz and Simonsen reported on a comprehensive analytical, numerical and
experimental study on large scale crash behavior of steel and aluminum cruciform structures
[132]. An interesting study on Mode I tearing fracture of steel and aluminum plate was conducted
by Simonsen and Tornqvist, where the problem of crack propagation was considered [133]. The
present chapter clearly belongs in the same category as two of the above contributions because its
main objective is to study the effect of the plasticity and fracture in large scale structures.
5.2. Physical model
Dimensions of the panel specimen and 4-point bending configuration are given in Fig. 5.1 and
5.2, respectively. The 1450 mm long panel is supported by two cylindrical rollers with a radius of
45 mm. The two loading cylinders are located symmetrically to the central line of the panel and
with the same radius of 45 mm. Distance between the supports and the punches are 1200 mm and
400 mm, respectively. Both in the experiment and numerical simulations, a prescribed downward
velocity was assigned to the punches. All tests were conducted on a special 1000 kN loading
frame with a hydraulic actuator and fully controlled feedback loop.
145.00 145.00 145.00
3.00 8629 2.80
3.20X 28(0'5
460.00
Fig. 5.1 Dimensions of the cross section of the extruded aluminum panel (unit: mm)
D=90 1200
Fixed Support
Fig. 5.2 Loading and support was provided by four identical cylinder rollers (unit: mm)
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5.3. Calibration of the panel material (AA6061)
In order to determine the material properties including anisotropy of the panel material (AA
6061), flat smooth tensile coupons were cut in two orthogonal directions from the panel face
sheet with a thickness of 3.2 mm. In-plane dimensions of the specimen are given in Fig. 5.3. In
total, three specimens in each direction were tested all the way to fracture. The measured force
displacement curve is given in Fig. 5.4. It was found that the difference in the stress-strain curves
is less than 3% the two orthogonal directions, which are marked as transverse and longitudinal.
Therefore, the extruded panel material is considered as isotropic. An average curve was obtained
from these six measurements and taken as the test reference in the following numerical
calibration.
ft 35
Fig. 5.3 Dimension of a specimen used for material and fracture calibration (unit: mm)
10-
8 -04
4- Transevers #1
o------- Transevers #2
-------------. Transevers #3
S2- Longitudinal #1
------- Longitudinal #2
.........-----. Longitudinal #3
0-
0 ' __ _T ' I . I ' I ' I I I ' I ' I ' I I
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Elongation of the guage section (mm)
Fig. 5.4 Measured force displacement curves of the flat tensile ICE panel specimen showing very
small difference in two orthogonal directions
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5.3.1. Determination of the true stress strain data
The specimen failed soon after the maximum load was reached. No necking was developed, as
shown by a photograph of the fractured specimen in Fig. 5.5. The true stress strain data was thus
determined directly from the measured load displacement curves, using transformation rules from
engineering to true measures given in Eq. (3.1) and (3.2). In order to calibrate the fracture
parameter of the panel material, numerical simulations of the tensile test were carried out using
ABAQUS/Explicit. According to the computed true stress/strain curve, an analytical fit is
obtained in the form:
Ec Elastic Range, E <Cof (5.1)
Ac" Plastic Range, C Cf
where the stress amplitude is A =328.7 MPa, and the hardening exponent n=0.06. A comparison
of the analytical fit and the true stress strain data from experiment measurements is shown in Fig.
5.6. In the numerical model, the input true stress/strain curve is represented by piecewise linear
function. The material standard constants are Poisson's ratio v = 0.3 , Young's Modulus
E=66GPa, and the yield stress c- =237 MPa.
Fig. 5.5 An image of a fractured flat tensile specimen of the ICE panel showing no obvious
evidence of a diffused or localized neck
320-
280-
240-
E 200-
160-
120-
o-
80-
40 - True stress strain data from test
A Power law fitting a = 328.7*c ** (MPa)
0-
0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175
True Strain
Fig. 5.6 Comparison of the true stress/strain curve of the ICE panel material from
the tensile test and the power law fitting
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5.3.2. Determination of the material data for fracture
The FE model of the flat dog-bone specimen of the ICE panel material was generated with both
8-node solid elements and 4-node shell element. Two typical FE models are shown in Fig. 5.7.
The test loading conditions were simulated by applying a prescribed velocity to one end of the
specimen while the other end was fixed. In order to study on the mesh size effect, models with
three different mesh densities were developed in the gage section for each of the solid and shell
element model. The definition of the mesh size Al is given in Fig. 5.7. The element setting is
given in Table 5.1 and 5.2.
Al
JAI
AA/
(a) (b)
Fig. 5.7 Finite element models of the tensile specimen of the panel material with a demonstration
of the definition of the mesh size Al (a) solid element model (b) shell element model
Table 5.1 Three different mesh sizes applied in the solid element
mode for the calibration of the panel material
Mesh size in the gage section Al 0.4 mm 0.8 mm 1.6 mm
Number of element through thickness 12 12 9
Table 5.2 Three different mesh sizes applied in the shell element
mode for the calibration of the panel material
Mesh size in the gage section Al 0.2 mm 0.4 mm 0.8 mm
Number of integration points through thickness 5 5 5
The calculated load displacement response from the shell and solid models with different mesh
sizes are compared with the experimental result in Fig. 5.8. The finite element models with two
element types and different mesh sizes give almost the same results. The correlation of the
experimental and numerical results is excellent. The stress state, associated with the fracture of
the current smooth flat tensile specimen, was examined by plotting the stress triaxiality at the
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location of fracture initiation, as shown in Fig. 5.9. It can be seen in Fig. 5.8 and 5.9 that the
calculated global response, as well as the local stress state exhibits very little sensitivity to the
mesh type and size. Therefore, similar to the previously tested AA 5754, the ICE panel material
is relatively brittle, i.e., no obvious necking occurs before fracture, and the calibration of the
material for both plasticity and fracture are almost free of mesh size effect, as discussed in
Chapter 3.
108= 4.7 mm
8-
0 4
to-
Test measurement
2 - - --- Solid element model A 1=1.6 mm
-----..--- Solid element model A / =0.4 mm
0 Shell element model A 1=1.5 mm'
0 -i A Shell element model A 1=0.2 mm
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Elongation of the gauge section (mm)
Fig. 5.8 Comparison of the force displacement curves from test and numerical simulation
0.35- 8,= 4.7 mm
0.30-
E 0.25-
0.20-
BE 0.15-
0.10-
-c A =1.5 mm (solid element)
.---------- A / =0.4 mm (solid element)0.05-
A A 1=1.5 mm (shell element)
0.00 a A 1 =0.2 mm (shell element)
0 1 2 3 4 5
Elongation of the gauge section 8 (mm)
Fig. 5.9 Calculated history of the stress triaxiality at the location of fracture initiation in the
smooth flat tensile specimen of the ICE panel material
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As shown in Fig. 5.9, the stress triaxiality at the location of fracture initiation in the smooth flat
tensile specimen was found to be almost constantly equal to 1/3. However, through pretest
simulations, the critical stress state of the large scale testing was found to be characterized by a
stress triaxiality larger than 0.4. In order to ensure sufficient accuracy on fracture calibration, one
more test was designed to introduce a similar stress state to the large scale cases. A new flat
tensile specimen was machined with the same configuration as the previous smooth one (Fig.
5.3), except for two initial notches on both sides in the central part of the specimen. The initial
notch is an arc with a 5 mm radius and the center 2.5 mm apart from the original edge of the
specimen. The maximum depth of the initial notch is therefore 2.5 mm. A demonstration of the
notch and a typical finite element model are displayed in Fig. 5.10. Two specimens were tested
all the way to fracture. The images of a pretest and post-test specimen are shown in Fig. 5.11. The
specimens fracture right after the maximum load was reached and the displacement to fracture of
both specimens was found to be around 0.5 mm, which is comparably smaller than the previous
smooth flat tensile specimen. No visible necking occurred till fracture, as shown in Fig. 5.11(b).
R=5mm
d = 2.5 mm
Fig. 5.10 Demonstration of the initial notch and a typical finite element model of
the notched flat tensile specimen of the ICE base material
(a) (b)
Fig. 5.11 (a) Pretest and (b) posttest images of the notched flat dog bone specimen of the ICE
base material showing no visible necking before fracture
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Numerical simulations on the notched tensile tests were performed with both solid element
model and shell element model. Using the true stress strain data determined in Section 5.3.1(Fig.
5.6), the force displacement response was calculated with three different mesh sizes and
compared with the test measurements in Fig. 5.12. It is seen that the numerical results, in general,
correlate well with the test measurement. It can be concluded that the true stress strain data
obtained from the previous smooth tensile specimen is an accurate representation of the
constitutive behavior of the ICE base material.
5,= 0.53 mm
4-
2 -
- Test measurement
-A- A 1= 0.5 mm (solid element)
--- A I = 1.0 mm (solid element)
0 -) A I = 1.5 mm (shell element)
-0.05 0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60
Elongation of the gauge section 8 (mm)
Fig. 5.12 Comparison of the force displacement response of the notched tensile specimen of the
base material from test and numerical simulation
The history of the stress triaxiality, the equivalent strain, and the maximum shear stress at the
fracture initiation location of the notched tensile specimen is plotted in Fig. 5.13. The fracture
locus defined by Eq. (2.10) was then solved with the calibrated maximum shear stress to fracture
(T. )f. Meanwhile, the damage parameter, defined as an approximated solution based on Eq.
(2.12), was obtained as the product of the average stress triaxiality ((-M / )av. and the fracture
strain Ze . All the critical fracture parameters are listed in Table 5.3.
The above two fracture loci are compared in Fig. 5.14. The experimentally determined point is
marked as a solid circle. It is seen that the two curves are generally very close to each other in the
range of 0.40< (a- /f) av <0.60. This result justifies that the damage parameter, D,, defined by
Eq. (2.12) can be a reasonable approximation of the fracture indicator.
116
0.55-
0,5 0.53 mm0.50- 
--- 0.48
0.45-
0.40
E 0.35 -
- 0.30
0.25-
0.20-
0.15
0--- - A = 1.0 mm (solid element)
-- - l= 1.0 mm (shell element)
0.05- -.- A = 1.5 mm (shell element)
0.00-
0.0 0.1 0.2 0.3 0.4 0.5 0.6
Elongation of the gauge section 8 (mm)
(a)
0.13-
0.12 - Al= 0.5 mm (solid element)
0.11 . Al = 1.0 mm (shell element) ,= 0.53 mmn
-0- A I = 1.5 mm (shell element)
0.10-
0.09- ----.------------------------------------------- --- i=0.088
0. 0j 0.07
06 0.06 -
0.05-
a 0.04 
-
UA 0.03-
0.01
0.00 gax
-0.01 -
0.0 0.1 0.2 0.3 0.4 0.5 0.6
Elongation of the gauge section 8 (mm)
(b)
1eo -5,= 0.P3 mm
160- ---------------------------- --- ISO MPa
140-
120-
100'
eo
80 -
60 -
E 40-
20 A I= 0.5 mm (solid element)
-0- Al = 1.0 mm (shell element)
0 --- Al = 1.5 mm (shell element)
-201 I . I I '
0.0 0.1 0.2 0.3 0.4 0.5 0.6
Elongation of the gauge section 6 (mm)
(c)
Fig. 5.13 Calculated history of (a) the stress triaxiality, (b) the equivalent plastic strain, (c) the
maximum shear stress at the location of fracture initiation in the ICE panel tensile specimen
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Table 5.3 Calculated critical parameters for fracture determined from
the notched dog bone tensile testing of the ICE base material
8f (-,m / )av. (Tmax )f D
0.53 mm 0.48 0.088 160 MPa 0.042
0.20-
0.18 - Eq. (2.10)
-o-- Approximation Eq. (2.12)
I or 0.16- 0 Calibrated data point
. 0.14-
0.12-
r 0.;:__0_ _ _ _ _ _
0.08~
o 0.06-I
o 0.04 -
0.02-
0.44 0.46 0.48 0.50 0.52 0.54 0.56 0.58 0.60 0.62
Average stress triaxiality (cm uav
Fig. 5.14 Comparison of derived fracture locus Eq. (2.10) and the approximated solution Eq.
(2.12) for 0.4 <-(a- /a) < 0.60 of the ICE base material (AA 6061)
5.4. Experimental study of 4-Point bending
5.4.1. Experimental set-up
The aluminium panels were tested in a 4-point bending configuration shown in Fig. 5.15. The
geometric dimensions of the apparatus and the specimens are given in Fig. 5.1. Supported by
cylindrical rollers on both ends, the panel was loaded by the two upper rollers so that a constant
bending moment developed in the panel between them. The axial force generated by a 160 kN
hydraulic actuator was transferred to the two loading rollers by a traverse beam. The load cell was
installed between the universal joint and the actuator, (Fig. 5.15). At each end of the force
transmission rollers, an inductive displacement transducer was attached to record the downward
movement of the loading unit. Strain gauges were bonded to the panel at different positions to
record the evolution of strain.
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Fig. 5.15 Experimental setup of the 4-point bending apparatus
The experiments were carried out by controlling the displacement; the actuator was driven with
a velocity of 10 mm/min. During the test, the force and the displacement of the actuator, the
displacement data of the four attached transducers, and the strains of the strain gauges were
recorded continuously by a data acquisition unit. Shortly before the underside contact of the panel
with the base of the test rig, the downward movement of the actuator was stopped. Afterwards,
the actuator was moved upwards with the prescribed traverse velocity.
5.4.2. Experimental results
Load displacement response
Three aluminium panels (specimen A, B and C) were tested all the way to fracture. For the
specimens B and C, the actuator force is plotted versus the mean displacement measured by the
transducers W1 - W4 in Fig. 5.16. A plot of the force displacement responses measured by the
different transducers of specimen C is shown in Fig. 5.16.
The load displacement response of the Specimen B and C are plotted and compared in Fig.
5.17. It is seen that up to an axial loading of about 80 kN, the two specimens behave nearly
identical. As the deformation goes further, buckling was observed between the centre rollers in
the upper side of the panel, which is under bending compression. Slight differences then appeared
in the load resistance of these two specimens, see Fig. 5.17. The maximum magnitudes of the
reaction force were found to be Specimen A: 82 kN; Specimen B: 81 kN; Specimen C: 86 kN.
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Fig. 5.16 Force displacement responses measured with the different transducers
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Fig. 5.17 Recorded force displacement responses of Specimens B and C
Stress and strain at the centre of the panel
Figure 5.18 displays the measured strains with strain gauge SG 1 and SG 2, which were bonded
to specimen C at its centre (Fig. 5.19). The graphs indicate a nearly linear elastic behaviour until a
load of approximately 70 kN. The strain gauge SG1 was placed in the centre of an inside buckle.
Thus the strain F. increased linearly as a result of additional bending strain of the face sheet due
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to buckling. In this context, one should refer to the measurement results of the strain gauge of
rosette RI (Fig. 5.19), which was oriented parallel to SG1 and SG2. Since the rosette was bonded
to the panel close to a stiffener, its strain data was affected very little in the primary buckling
range. Thus, the increase of SG1's strains between 70 kN and 75 kN was a consequence of
buckling and is not caused by yielding.
4000 . I
E
C
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2000 -
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0
,
0 20 40 60
Actuator Force [kN]
80 100
Fig. 5.18 Measured history of the strain as a function of the reaction force in the central part of
the ICE panel under 4-point bending (Specimen C)
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00 mm
Fig. 5.19 Strain gauge locations in the region between the loading rollers (Specimen C)
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Figure 5.20 displays the equivalent strain, which was calculated from the strain gauge data
measured by the strain gauge RI (Specimen C). It is obvious that plastic deformations occurred
shortly after the upper side of the panel buckled. At the position of the rosette, the yield strain of
the aluminium alloy (cy = 3590 gm/m) is reached for an actuator force of about 79 kN.
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Fig. 5.20 Measured equivalent strain from the strain gauge data (RI; Specimen C)
Deformation shape and fracture initiation
It is difficult to extract a unique magnitude of the buckling load from the plot of measured load
displacement response (Fig. 5.17). However, from a videotaping of Specimen C one can see the
development of a buckling pattern for a loading of about 75 KN.
Due to buckling and yielding, the stiffness of the panel was reduced so that the peak load
exceeds the buckling load only marginally (Fig. 5.17). Afterwards, large plastic deformations
occurred at the central part of the panel, characterized as local buckling modes, as shown in Fig.
5.21. After buckling started, the panel deformed first in a symmetric way. As the load increasing,
the buckles grow until a global plastic hinge emerges from one of the off-centre buckles.
Consequently, the deformation of the panel became asymmetric. This behavior of the specimen is
clearly evident from the load-displacement responses (W1-W4) which are shown in Fig. 5.16.
The displacement data of the transducers W2 and W3 increases much faster than the displacement
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of W1 and W4. As shown in Fig. 5.21 (b) the location of the plastic hinge is associated with a
bulge on the sides of the panel. As the deformation goes further, cracks develop along the sides of
the outside buckles in all specimens, Fig. 5.22. According to the videotaping, a significant drop in
the force versus displacement plot of specimen C (Fig. 5.17) at the displacement equal to 65 mm
corresponds to the initiation of a large crack.
W 4 W3
Fig. 5.21 Deformation shapes of the ICE panel subjected to 4-point bending (a) symmetric pattern
at the beginning of the buckling; (b) asymmetric deformation at the final state (Specimen C)
Fig. 5.22 Cracks on both sides of the outside buckles in the central part of the ICE panel under 4-
point bending (Specimen C)
123
5.5. Numerical simulation of the panel
5.5.1. Finite Element model
Numerical simulations were performed using commercial FEM code ABAQUS/Explicit. Two
face sheets and the interior stiffeners of the panel were modeled as 4-node shell elements, and the
four support and punch rollers were modeled as rigid bodies. Interaction between the rollers and
the panel were simulated with surface-to-surface finite sliding contact condition [78]. Mesh size
effect was studied by developing models with three different meshes, as shown in Fig. 5.23.
(a)
(b)
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(c)
Fig. 5.23 Finite element model of the large scale 4-point bending testing on ICE panel with three
different meshes (a) mesh Size Al = 12 mm (uniform over the whole specimen); (b) mesh size at the
central part Al =6 mm; (c) mesh size at the central part Al = 2 mm)
The panel material was represented by the standard J2 flow theory of plasticity with the
calibrated true stress-strain curves as given in Fig. 5.6. Altogether, about 14,000 elements are
used in uniform mesh, whereas the panel modeled with the smallest size non-uniform mesh
consisted of 21,000 elements.
5.5.2. FEM simulation results
Load displacement response
Load displacement responses obtained from the numerical calculations and tests are compared in
Fig. 5.24 (for clarity, only the test result from specimen C is plotted). The difference between the
experimental result and FE results is very small over the entire range of the displacement. After
the peak load is reached, the magnitude of the reaction force drops slightly mainly due to the
gradual loss of stiffness and strength of the compression flange. The numerically generated
curves lie slightly above the experimental curve, which is partly due to the idealized FE shell
model that cannot precisely model the strength of the joints between the plates and diagonal webs
in the extruded panels. The correlation of the numerical results and experimental results is very
good considering the complexity of the problem and various material and structural
imperfections. The computed energy absorption, which is the area under the load displacement
curve up to the point of fracture, is equal respectively to 4.8 kJ and 4.7 kJ for the numerical and
experimental analysis.
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There is relatively little difference among the FE results with three mesh sizes. The predicted
load slightly decreases as the mesh becomes finer. However, similar to the previous small scale
material testing, the mesh size does not have much effect on the load displacement curve of the
large scale 4-point bending simulations. A sudden drop in the experimentally measured reaction
force occurring at the punch displacement & = 65 mm is due to the multiple fracture in the panel,
as explained in Section 5.4. Numerical calculation was not carried beyond the point of fracture
because the fractured propagation criterion has not been included in the present computational
model.
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Deformation shape
A sequence of deformation shapes computed from the model with the fine mesh is shown in Fig.
5.25. It is found from the finite element results that, local buckling occurred when the
displacement of the upper rollers reaches 19 mm, the corresponding reaction force is about 75
kN, which correlates well with the experimental observation. One can see that the compression
face sheet of the panel undergoes buckling in the central region between the two punches. It
results in a localization of deformation around the middle of the panel. Consequently, fracture
initiation is expected in this localized zone.
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Fig. 5.25 Calculated deformed shapes of the ICE Panel under 4-point bending (Fine Mesh)
Deformation shapes from numerical simulation and experiment images take in the later stage of
the deformation process are compared in Fig. 5.26 and 5.27.
Fig. 5.26 Close-up view of the deformed shapes in the central part of the ICE panel under 4-point
bending from numerical simulations and test
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Fig. 5.27 Deformation shape of the middle cross-section of the ICE panel under 4-point bending
from numerical simulation and test
From the figures above, one can see that the correlation of deformed shapes from experiment
and numerical simulation is indeed very good. In both cases, the deformation is concentrated in
the central part of the compression side of the panel while the rest of the panel undergoes very
little deformation.
Fracture prediction
Formulation of the first crack is determined by calculating the damage parameter defined by Eq.
(2.10) at critical locations. The critical value of the damage parameter, Dc, was calibrated and
given in Table 5.3. The point at which the damage indicator reaches a critical value D = Dc is
taken as a fracture point.
Fracture initiation is expected along the ridgeline of the largest buckling wave, Fig. 5.28.
Profiles of equivalent plastic strain and the stress triaxiality along this path at different stages of
deformation were obtained with ABAQUS/CAE and are shown in Fig. 5.29. Note that the
horizontal axis in these two figures is the transverse distance along the ridgeline, x, normalized by
the width of the panel, b.
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Fig. 5.28 Demonstration of the ridgeline where the fracture initiation is expected
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Fig. 5.29 Distribution of the (a) equivalent plastic strain, (b) stress triaxiality along the ridgeline
of the buckles in the ICE panel under 4-point bending at six different steps of deformation
Based on the criterion of accumulated damage, elements in the encircled zones (Fig. 5.29) are
most likely to be the fracture initiation location because the largest magnitudes of both the stress
triaxiality and equivalent plastic strain occurred in this region. Subsequently, eight elements were
selected as possible fracture initiation sites in the left zone, see Fig. 5.30. Plot of the evolution of
the equivalent plastic strain vs. stress triaxiality and integrated values of damage at these elements
is shown respectively in Fig. 5.31. Points corresponding to the same time or the same punch
displacement are connected by a sequence of thin curved lines.
6
67
Fig. 5.30 Location of selected eight elements within the finite element mesh around the expected
fracture site in the ICE panel under 4-point bending
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Fig. 5.31 (a) Stress triaxiality vs. equivalent plastic strain; (b) damage parameter vs. the
equivalent plastic strain of the eight elements at four different steps of deformation
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One can see from Fig. 5.31(a) that the evolution of the stress state in these eight elements is
very similar. The change in the stress triaxiality from -0.4 to +0.6 indicates a reversal from
compression to tension. This result is consistent with the test observation, that the region around
the ridgeline undergoes bending compression first, and then tension due to the local buckling
modes. The average stress triaxiality in these elements was found to be around 0.45, which is
similar to the stress state in the notched flat tensile specimen. The history of the normalized state
deviatoric parameter 27J3 / 2a-3 at the crack initiation locations in these two cases was found to
be very close to unit, as plotted Fig. 5.32. Therefore, the fracture parameter calibrated from the
small scale notched flat specimen is considered accurate for the prediction in the large scale 4-
point bending simulation. From Fig. 5.31(b), one can see that when the punch displacement
reaches 6=68 mm, the damage in Element 2 (marked black in Fig. 5.30) first exceeds the critical
value of D, =0.042 while other elements still have magnitudes of damage indicator below the
critical value. This means that the Element 2 is the point of fracture initiation. The location of the
predicted fracture is compared with the image of the tested panel in Fig. 5.33. It is seen that the
predicted location of fracture initiation represented by Element 2 agrees well with the experiment
results.
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Fig. 5.32 Deviatoric state parameter vs. equivalent plastic strain at the fracture initiation locations
in the small scale notched flat tensile specimen and the large scale 4-point bending specimen
showing similar deviatoric stress state
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Element 2 Crack in Test
Fig. 5.33 Comparison of the Predicted Fracture Initiation Point with the Test Results
Finally, the predicted displacement to fracture 5f =68 mm agrees almost completely with the
measured fracture point on the force-displacement curve, which occurs at 5f =65 mm (Fig. 5.17).
It can be concluded that the fracture criterion given by Eq. (2.12) and calibrated from only one
tensile test leads to the very accurate prediction of the location of the point of fracture initiation
and the magnitude of the corresponding global displacement and total reaction force.
5.6. Analytical approach
As complementary to the numerical analysis, a closed-form solution of the ICE panel subjected to
4-point bending was derived. Of interest was the load displacement response of the panel up to
the point of maximum load was studied. The following assumptions are made throughout this
work:
(1) Panel is simplified to an "I" beams with an equivalent cross-section, which is obtained
from an equal area requirement inertial moment (Appendix).
(2) Panel material is represented by the elastic-plastic (power law) form as defined given in
Fig. 5.6;
(3) Love-Kirchhoff hypothesis is used, so that all cross-sections of the panel/I beam remain
plane and normal to the longitudinal axis;
(4) Shear deformation is neglected.
According to the dimensions given in Fig. 5.1, the moment of inertia of the whole panel cross-
section is equal to
I=1.92x 10 6mm 4 (5.1)
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The four point bending of a wide beam is modeled as simply supported on two ends and the
load consists of two point-forces at distances of x=L and x=2L, from x-axis, respectively. The
geometrical dimensions, coordinate system, load condition and distribution of moment are given
in Fig. 5.34.
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P/2
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4- L=400mm 4--L=400mm
PQ2
Fig. 5.34 Moment diagram in the simplified model of the ICE panel under 4-Point Bending
In four-point bending, the magnitude of the bending moment at the central section of the beam
between two loading cylinders is
M = PL
2
5.6.1. Elastic range
(5.2)
Within the classical elastic beam theory, the solutions for the deflection are
0 x & LPL2X 
_x )
WX)= 2 EI 6J
(L2 _X2 -2L2 3x
4EI 3 )
(5.3)
2
From Eq. (5.3), the load verses punch displacement is given by
8 = w(L)= 5PL
3
12EI
Comparisons of analytical and numerical solutions of the deflection profile corresponding to
8=9 mm and 8=19 mm, respectively, are given in Fig. 5.35. Numerical results were extracted
with ABAQUS postprocessor. There was very good agreement in the deformation shape between
FE and analytical results at 5=9 mm. However, as local buckling occurs, discrepancy appeared at
the middle part of the panel at S=19 mm.
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Fig. 5.35 Comparison between the analytical solution and FE results of the deflection shape of the
ICE panel under 4-point bending
5.6.2. Buckling strength
According to the classical theory of plate buckling, the buckling stress on the compression
faceplate is
Er2 k( -- (5.5)
where k is the buckling coefficient, t=3.2 mm is the thickness of the face plate and b, = b /3 is the
width of an "infinite" plate strip between the nodal points of the compressed face plate. The core
structure of the panel (shear webs) provides a restrained condition at the unloaded edges so that
the plate boundary condition is neither simply supported nor clamped. The buckling coefficients
of the simply-simply supported and clamped-clamped plate are 4 and 7.3, respectively. The real
end conditions are somewhere between the above values. Taking an intermediate value k=6, the
buckling stress calculated from Eq. (5.5) is a, =174 MPa.
The corresponding reaction moment can be calculated from the formula for stress
M -z.1 (5.6)
I
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where z max = /2 is the distance of the face plate from the bending axis of the beam, and M is
related to the reaction force by Eq. (5.2). Using the input values, the critical buckling load
becomes P = 71.4 kN. The local buckling is almost undistinguishable in the both the measured
and computed load deflection diagram. However, the onset of buckling could be seen from
examining first appearance of the buckling pattern. This occurred, as mentioned earlier as the
punch displacement 5 = 19 mm and corresponding load of 75 kN. The correlation of the
analytical solution, numerical prediction and experimental results regarding the buckling force is
fairly good.
5.6.3. First yield
It is instructive to calculated the punch load corresponding to the first yield of the outer fiber of
the panel located at zm = h/2. Using Eq. (5.5) with -- = a and Eq. (5.2), the yield load is
calculated to be P = 91 kN. Clearly the panel buckles before yield.
y
5.6.4. Ultimate strength
The ultimate strength of the panel can be estimated using Von Karman theory of the effective
width. After elastic buckling, there would be a redistribution of stress in the compressive plate
and eventually, the region close to the supported edges becomes plastic. The equivalent width of
those regions bfg is, according to the theory, given by Eq. (5.7), where a = ay and b, = beff.
Taking as before and the average value for the buckling coefficient k=6, Eq. (8) gives
be = 2.33tF (5.7)
The average stress at the point of ultimate load is
b
Ca = or - (5.8)
Yb
Taking the numerical values for the input parameters, one gets a, = 0.86a = 203 MPa. The
bending moment at the moment of ultimate load is calculated from
C' -te -h 2
M=3a.-b t-Zm+ e q (5.9)
~bt~Zmax 6(59
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where the two terms on the right hand side of Eq. (5.9) represent respectively the distribution of
the face plate and the core structure, which, for convenience, is lumped together into an
equivalent thickness teq = 30 mm.
With the above values, Eq. (5.9) together with Eq. (5.2) predicts the value of the ultimate
strength of the panel:
pl = 83.3 kN (5.10)
The calculated value corresponds very well to the experimentally measured values given in
Section 4. The comparison between force deflection curve from a numerical solving of analytical
solution (using MATLAB) and FE solution (using ABAQUS) are presented in Fig. 5.36.
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Fig. 5.36 Comparison of the numerically generated force displacement response of the ICE panel
under 4-point bending with the analytical solution
5.7. Partial conclusions
A unique large scale test program on 4-point bending of extruded aluminum panels was
undertaken, with the objective calculating the bending strength of the structure, the associated
failure modes and onset of fracture. The considered panels are used in the body structures of ICE
trains and they were provided to us by the Alcan/Alusuisse Company, Switzerland. A careful
calibration of the mechanical characteristics and fracture of 6061 Aluminum Alloy was
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performed using small dog-bone specimens cut from the actual panels. Three tests were
performed all the way to the development of the first crack in the panels and good repeatable
results were obtained in terms of the global response characteristics, the shape of the local
buckling modes and the location of the first fracture. The panels buckle plastically at the load of
approximately 75 kN, and reach ultimate load in the postbuckling phase at 83 kN. On further
deformation, there is a gradual, almost linear loss of strength. Fracture occurs at the load level
around 65 kN. It is shown that the fracture develops inside deep local buckles in the compressive
flange of the panel. As the crack propagates in the direction parallel to the longitudinal axis of the
panel, one can conclude that it is caused by the secondary tensile transverse stress developed
inside the dimples.
Tensile tests were conducted on smooth flat tensile specimens cut from the original panel in two
orthogonal directions. The test measurements show that the difference in the material behavior of
the current aluminum extrusion in these two directions is less than 3%. Therefore, the panel
material is considered as isotropic. The true stress strain was then obtained based on the smooth
flat tensile test measurement. A separate set of small scale notched flat tensile test was conducted
for the calibration of the fracture parameters.
Numerical simulations of the test were performed using ABAQUS/Explicit. Three types of
meshes were used: a coarse mesh with a total of 14,000 elements and up to the fine mesh of
21,000 elements. No appreciable change in the global responses was found, using the above three
meshes. The calculated load-displacement curve closely followed the experimental results. The
proposed local fracture criterion with the calibrated fracture parameter gives a very good
prediction for the crack formation in the current problem. Not only the magnitude of the load to
fracture was predicted by the simulation, but also the location of fracture initiation matched very
well with the experimental observation. The problem of the crack propagation in large scale
Mode I and III type of fracture will be addressed in Chapter 8 and 9.
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Chapter 6
Material Characterization of the
ICE Weldment
6.1. Introduction
The inhomogeneous nature of welds renders the corresponding analysis complex from both
metallurgical and mechanical viewpoint. The mechanical properties of the base metal and weld
metal can differ substantially. In addition, due to the heat influence during the welding process,
the yield stress as well as the ultimate strength are reduced in the so-called Heat Affected Zone
(HAZ) [134-136].
Because of a wide spread in material properties, welded joints can significantly affect the
strength and crashworthiness of a given structure. For simplicity, welds can be modeled with
different material zones, each with homogeneous properties. Consequently, precise assessment of
failure behavior of weldments requires accurate constitutive and fracture input data for each
material zone. However, quantifying the material properties for various zones is a challenging
task that requires experience, and non-standard experimental methods combined with numerical
simulations. This subject has been a subject of growing interest in both academia and industry.
Imad et al. [137] performed a combined experimental and numerical analysis of the ductile
fracture of lap welded stainless steel joints. They employed standard Compact Tension (CT) tests
to determine global fracture parameters, the J-integral and the Crack Tip Opening Displacement
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(CTOD). Gubeijak [138] conducted CTOD fracture toughness testing with a surface notch tip in
the Heat Affected Zone (HAZ) of welded steel joints. Zhang et al. [139] presented a cross weld
test procedure with different notched round tensile test specimens. They obtained the true stress-
strain curve of the material zones from the test data by correcting the deformed geometry as well
using the Bridgman correction for stress triaxiality. The most direct method associated with the
local fracture approach is using miniature tensile tests to determine the material data [17, 18, 140-
142]. The specimens are usually made with less than a 2mm cross-section dimension, which are
cut from different zones of the weldments. More recently, Sutton et al. [143] performed a series
of miniature mechanical experiments to quantify mechanical property variations across friction
stir welded 2024 and 2524 aluminum joints. However, preparation and conduction of such
miniature tensile testing significantly increase the cost and complexity of the experiment
procedure. In addition, it was found that welding defects, such as microcracking and porosity, are
easily formed in aluminum welds [136, 144]. Hence, miniature tension tests on tiny specimens
would not be accurate in capturing overall material behavior. This is one reason for the
discrepancies between the experimental and numerical results of the studies using this method
[17, 18, 142].
The main objective of this chapter is to establish a practical and efficient procedure for material
characterization of weldments, which can be conveniently implemented in industrial problems.
Four different types of testing were performed on ICE weld joints: (i) Vickers hardness test to
determine the material distributions across the ICE weld; (ii) tensile tests on flat dog-bone base
material specimens, (iii) tensile tests on flat dog-bone ICE weld specimens, and (iv) intermediate
scale Mode I test on ICE weld joint with a single edged blunt crack in the weld zone. In this
chapter, the material calibration of each of the material zones is reported, respectively, as
combination of experimental and numerical studies.
6.2. Material distribution in ICE welds
Vickers micro-hardness measurements were made across the MIG ICE (AA 6061) weld joint.
The hardness values were obtained using a load of 150 g and a dwell time of 20 s. The Vickers
micro-hardness, as a function of position relative to the weld centerline, is shown in Fig. 6.1. The
present hardness distribution pattern is very similar to the Friction Stir Weld (FSW) AA 6061
determined by Liu et al. [135] and FSW AA 2024 in the work of Sutton et al. [20].
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The obtained hardness distribution provides evidence for a simplification of representing the
ICE weld with four different material zones, each characterized by homogeneous material
properties. Progressing outward from the center of the weldment, these are the weld, the coarse
grain heat affective zone (CGHAZ), the fine grain heat affective zone (FGHAZ) and the base
material, see Fig. 6.2. The size of each of these zones is also given in Fig. 6.1. Such a variation
in material behaviors across the weld joint is duet to different microstructure of these zones, as
shown in Fig. 6.3 for the FSW AA 2024 [20].
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Fig. 6.1 Hardness measurement as a function of position relative to the weld centerline showing
four different material zones for the ICE weld joint
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Fig. 6.2 Idealization of a welded joint as four different zones, each with homogeneous properties
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Fig. 6.3 Typical micro scan images of four different zones across an FSW AA 2024 weld joints
(a) the weld zone; (b) the CGHAZ; (c) the FGHAZ; (d) the base material
6.3. Determination of material properties
6.3.1. Base material (AA 6061)
The determination of the properties of the base material, AA 6061, was discussed separately in
Chapter 5. It was found that no significant necking occurred before fracture, and therefore, very
little change is needed for the true stress-strain curve after necking. In addition, because of the
absence of the localization of large plastic strain, the mesh size effect on the material data for
both plasticity and fracture is not obvious for the base material. Calibrated material data for
plasticity and fracture of the base material (AA 6061) are given in Section 5.3.
6.3.2. CGHAZ material
Experimental setup
According to Baker and Tabor [145, 146], hardness is a measure of the plastic yield stress of the
metal, and they are both indicators of material resistance to plastic deformation. A great number
of theoretical and experimental research works have been devoted to identify plastic behavior
using the Brinell and Vickers tests. Various empirical correlations have been established between
hardness and tensile properties. It is widely accepted that the yield stress, as well as the ultimate
stress can be approximately equal to the hardness times a constant. An example is illustrated in
Fig. 6.4. Tabor [147] proposed that the average pressure-radius of the contact boundary relations
satisfy approximately a proportional rule to the uniaxial stress-strain relation. Using these
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observations, Robinson and Truman [148], and Tangena and Hurks [149] determined the tension
stress strain curve by transforming the indentation force radius curve. Using finite element
modeling, Krall et al. [150] presented a detailed analysis of the stress and strain field in
conjunction with the indentation force depth curves. More recently, Kucharski [151] present a
method to determine the true stress strain curve on the basis of measured indentation force, the
residual and the maximal indentation depths. In these two studies, the hardness indentation is
found to be proportional to the plastic stress level.
Yield stress C
FH=-= 3ay
Slope =3
Hardness H
Fig. 6.4 An example if the correlation between the hardness and the yield stress based on a
kinematic assumption
As shown by the hardness distribution across the welds in Fig. 6.1, for the ICE weld, the
CGHAZ has a much lower hardness in comparison to the rest of the weld, as well as the base
material. Thus, the CGHAZ should be the weakest area in a tensile test, and consequently this is
where the deformation and fracture localizes. The influence of heat treatment on Young's
modulus is generally negligible [141]. Therefore, tensile testing was chosen to determine the
plasticity and fracture parameter over the CGHAZ.
The tests were conducted with a laser optical system, as shown in Fig. 6.5. Tensile specimens
were cut from the face sheets of a welded extruded ICE panel. The geometric dimensions of the
tensile specimen are given in Fig. 6.6. The gauge section has a width of 14 mm and a thickness
of 3 mm, which gives a ratio of the width to thickness about 5. In order to further discern
material property variability across the weld joints, strain-gages were used instead of an
extensometer. Two specimens were tested all the way to fracture. For Specimen #1, a series of
ten 1.5 mm gages was attached to it as shown in Fig. 6.7. The distance between the gages was 2
mm. For Specimen #2, strain gages with a 3mm length and a distance of 4 mm were applied.
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Fig. 6.5 Experimental setup of the tensile test on ICE weld joint
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Fig. 6.6 Schematic of the geometry of the flat tensile ICE weld specimen
Fig. 6.7 Flat tensile ICE weld specimen with a series of strain gauges (Specimen #1)
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Experimental results
The measured load displacement response, along with a post-test image of the specimen, is shown
in Fig. 6.8. The critical displacement to fracture is approximately, i,. =4.85 mm. The
deformation and fracture are clearly localized in the CGHAZ of the ICE weld flat specimen.
Similar tensile fracture behavior of aluminum weldments has also been reported in the literature.
Liu et al. [136] found that the tensile fracture of all Gas Tungsten Arc (GTA) AA 7075 welds is
located at the HAZ. Laser Beam welded(LBW) specimens of 6061 alloy fractured in the HAZ as
presented by Akio Hirose et al. [152].
Due to the slight non-uniformity in the specimen thickness, the deformation mode is not
symmetric and the localization appears only in CGHAZ on one side of the specimen, while no
obvious deformation can be observed in the remaining part of the specimen.
This localization can also be observed from the strain distribution measured by the optical
system in Fig. 6.12. The CGHAZ underwent large plastic deformation that eventually led to
necking and fracture, while the rest of the specimen experienced very little plastic strain, and
consequently, very little influence on the load displacement curve. Therefore, the present tensile
test is able to provide the required information for the material calibration of the CGHAZ.
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Fig. 6.8 (a) The measured load displacement curve (b) a post-test image of the specimen showing
that the deformation and fracture are localized to the CGHAZ
Figure 6.9 is a plot of the stress-strain data (up to a 4% strain) at various locations of Specimen
#2. The curves are grouped according to the four different material zones. There was little
variation in Young's modulus, which averaged 66 GPa throughout the weld joint. This agrees
with the measurement of the base material, as discussed separately in Chapter 5. The dependence
of the yield stress at various locations is obvious from Fig. 6.9. The relative shift in the a- -e
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curves corresponding to four different zones is consistent with the variation of the average
hardness in these four zones, showing a proportional relation between the plastic stress strain
relation and the hardness, as discussed previously.
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Fig. 6.9 Stress-strain data measured by strain gages of Specimen #2
In order to conduct numerical calibration of the weld joint, it is necessary to obtain the
approximate stress-strain curves of the different material zones as the initial input data to the
finite element model. The above strain gage measurements serve as a basis for the determination
of the yield stress y,, which are defined by a yield strain ,=0.2%. It then allows fitting on the
averaged test data of each zone using the Ramberg-Osgood law, which takes the form as
= a (1)
E (,] )
Based on strain gauge measurements, the Ramberg-Osgood parameters for stress-strain curve
fitting were determined and listed in Table 6.1. Only the CGHAZ, FGHAZ and the weld zone
were considered, since the base material data was known from the previous study in Chapter 5.
The fitted stress-strain curves of these four material zones are compared with the average strain
gauge measurements in Fig. 6.10.
For the purpose of numerical simulations for large deformation, the fitting is extrapolated to a
strain range of 30%, which is much greater than the range of the strain gauge data. A closer look
at the comparison up to a 4% strain is displayed in Fig. 6.10(b). These three curves, along with
146
the data determined for the base material in Chapter 5, were taken as initial input data for the
numerical calibration.
Table 6.1 Parameters of Ramberg-Osgood law determined from measured strain gage data for
stress-strain curve fitting of the CGHAZ, FGHAZ and the weld zone
Material Zone Yield stress (MPa) N
CGHAZ 113 5.2
Weld 131 6
FGHAZ 181 9.2
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Fig. 6.10 Comparison of the fitted stress-strain curves of three different material zones and the
strain gauge measurements (a) in a range of strain up to 0.16; (b) in a range of strain up to 4%
Numerical calibration
Compared to the base material, the CGHAZ exhibits relatively high ductility, as evidenced by the
necking in the fractured specimen, see the photo in Fig. 6.8. Consequently, as discussed in
Section 3.4, the calibrated fracture parameter was expected to be more sensitive to both the mesh
size and element type. In order to obtain accurate input for the large scale numerical simulations
with shell elements, the tensile specimen was modeled with the same element setting, which is
the four-node, reduced-integration shell element with five integration points through the thickness
[78]. The gauge section was specifically refined, in order to accurately capture deformation
localization and fracture. Three different mesh sizes were introduced to assess mesh sensitivity,
see Fig. 6.11.
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Fig. 6.11 The finite element model of the tensile weld specimen with three different mesh sizes
Calibration for the true stress-strain curve
A calculated contour plot of the equivalent plastic strain is compared with the test image captured
by the optical system in Fig. 6.12. Good correlation between these two results is observed. The
plastic deformation is localized to the CGHAZ, while the rest of the specimen undergoes rigid
movement with near zero plastic strain. This observation confirms the previous assumption that the
material behavior of the CGHAZ is dominant in the specimen's global response. It then allows the
calibration of the true stress-strain data of the CGHAZ with the current experimental results,
following the calibration procedure discussed in Section 3.2.
Figure 6.13 displays the steps in modifying the portion of true stress-strain curve after necking
until the calculated load displacement curve matches the experimental results. Note that the curve
from Step I is the fitting based on strain gauge measurements shown in Fig. 6.10. The true stress-
strain on Step 4 results in a very good correlation in the load displacement curves, as compared with
the experimental measurement. Therefore, this curve is taken as the calibrated input data for
plasticity of the CGHAZ. The calibrated true stress-strain curve is plotted in Fig. 6.14. For the
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Al =0.8 mm
calibration of the fracture, a simple power law was used to fit the large strain portion of the curve.
The two power law parameters are given in both the Fig. 6.14 and Table 6.2.
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Fig. 6.12 Good correlation between the numerically obtained and experimental results that show
the deformation is localized to the CGHAZ (a) an image of the ICE weld specimen; (b) measured
longitudinal strain distribution; (c) calculated longitudinal plastic strain contour
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Fig. 6.13 Demonstration of the calibration procedure of the true stress-strain curve of the CGHAZ
(a) Modification of the true stress-strain curve; (b) correlation of the calculated load displacement
curves with the test measurement
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Fig. 6.14 Calibrated true stress-strain curve of the CGHAZ material with a
power law fitting in the large strain portion
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Calibration of critical damage parameters for fracture
The history of the stress triaxiality and maximum shear stress at the fracture initiation location is
plotted in Fig. 6.15. The critical values of the average stress triaxiality(oa, / (Eq. (2.3)) and
the maximum shear stress, -rmax were then determined based on the measured displacement to
fracture 5f=4.85 mm. Mesh size dependence was observed, especially in the plot of the stress
triaxiality. This agrees well with the conclusion in Section 3.2, i.e., for material that undergoes
significant necking before fracture, the calibrated material data for fracture exhibits strong mesh
size sensitivity. One can see from Fig. 6.15 (a) and (b) that the curves with different mesh sizes
diverge at the point of necking, when the elongation S reaches 3.14 mm.
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Fig. 6.15 Calculated history of (a) the stress triaxiality, (b) the equivalent plastic strain, (c) the
maximum shear stress at the location of fracture initiation in the ICE weld tensile specimen
The calibrated parameters of the maximum shear stress criterion to fracture (T.a )f as listed in
Table 6.2. The fracture locus as the critical equivalent plastic strain to fracture, 6- , vs.
(arn /a)av. for each mesh size, was obtained by solving Eq. (2.10) and plotted in Fig. 6.16. It can
be seen from these three fracture loci that a smaller mesh size is associated with a higher level of
Cf. The numerically obtained data point for (am, / 5) and S- of each mesh size (Table 6.2) is
also marked as a hollow circle in Fig. 6.16. One can see that the theoretical curves based on the
maximum shear stress (Tma )f give a quite good prediction on the current calibrated point.
Table 6.2 List of the calibrated parameters in fracture calibration of the CGHAZ material
Al 9f Power law parameters (. )
(mm) (mm) A (MPa) n U (MPa)
2 0.4 138.0 0.29 0.12
1.5 4.85 302 0.125 0.425 144.5 0.34 0.15
0.8 0.44 148.5 0.43 0.19
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Fig. 6.16 Fracture loci with three mesh sizes by solving Eq. (2.10) with the calibrated maximum
shear stress rVm showing that a smaller mesh size results in higher lever of fracture plastic strain
The critical damage parameter D. (Eq. (2.12)) is then determined, as the product of such a pair
of E- and (am, / ) av. All the relevant key parameters are listed in Table 6.2. A relation of the
calibrated critical damage parameter DC vs. the mesh size Al is shown in Fig. 6.17. As stated in
Chapter 3, the calibrated discrete data points were fitted with a sigmoidal fitting. This results
agrees well with the findings by Lee [75], and Simonsen and T6rnqvist [153], in their mesh effect
study on Steel A710.
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Fig. 6.17 Calibrated critical damage parameter D, vs. the mesh size Al and an
exponential decay fitting curve
In the fracture simulations of the large scale ICE panels (Chapters 8 and 9), the mesh size Al =2
mm was used throughout. Therefore, more details on the fracture locus corresponding to Al =2
mm are presented. In Fig. 6.18, the fracture locus based on Eq. (2.10) is compared with the
approximated damage indicator D, based on Eq. (2.12). The experimentally determined point is
noted as a solid circle. It is seen that the two curves are generally very close to each other,
especially in the range of 0.40< (-, / ). <1/ r3. As shown later in Chapters 8 and 9, the stress
triaxiality in the large scale fracture simulations always drop to this range, where the two curves
become flatter, indicating a weaker effect of the stress triaxiality on the fracture strain. Therefore,
the critical damage parameter, D,, defined by Eq. (2.12), can be a reasonable approximation of
the fracture indicator.
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Fig. 6.18 Comparison of derived fracture locus Eq. (2.10) and the approximate solution Eq. (2.12)
for 0.4 <(arn /5)a <2/3 of the CGHAZ material
Validation of the calibrated input data
Figure 6.19 displays the calculated force displacement response with three different mesh sizes
(Fig. 6.11). The calibrated true stress-strain curve (Fig. 6.14), as well as the fracture locus for
each of the mesh sizes (Fig. 6.16), was incorporated into the finite element model. The fracture
model was defined with the "Shear Failure" option provided by ABAQUS/Explicit by
introducing the critical equivalent plastic strain as a function of the average stress triaxiality.
The numerical results compare very well with the experimental measurements. The numerical
simulation was also able to predict crack formation and propagation, as shown in the comparison
between the deformed mesh and the test image in Fig. 6.19. Even though the fracture parameters
were only calibrated for fracture initiation, the correlation between the numerical simulation and
experiments is remarkably good. From these results one can see that fracture propagation, treated
as a sequence of crack initiation, leads to an excellent prediction of the crack path. This finding
agrees well with the hypothesis proposed by Atkins [154], that "for the case of materials in which
cracks are formulated by the process of void growth and coalescence, crack propagation can be
viewed as a process of continuous re-initiation along the path of cracking".
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Fig. 6.19 Comparison of the numerical results with the calibrated input data and the experimental data
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6.3.3. Weld material
Next to the CGHAZ, the weld zone is the second weakest zone in the ICE weldments. In
addition, the aluminum weld zone usually presents a lower ductility compared to the rest of the
weldment and the base material [17, 18]. Even though in the previous flat tensile test on ICE
weld joints, there was very limited deformation in the weld zone, large deformation, as well as
fracture, is expected in the weld zone under more complicated loading and geometrical
conditions. Therefore, it is necessary to obtain accurate material input data of the weld zone
material for both plasticity and fracture.
Experimental setup
The stress-strain curve of the fitted and extrapolated strain gauge measurements, in Fig. 6.10, can
be a good starting point for the calibration of the weld material. However, it is necessary to have
a new test configuration to ensure large deformation and fracture localization in the weld zone.
For the reason stated in Section 6.1, the miniature tensile testing is not favorably considered here.
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Instead, an intermediate scale Mode I test on the weld joint plates was selected. The specimens
were cut directly from the welded ICE panels, which had a thickness of 3.2 mm. A single-edged
blunt precut was introduced to induce deformation localization in the weld zone. The geometry
and dimensions of the specimen are depicted in Fig. 6.20.
Similar to the previous tensile testing on a flat specimen, the current experiment was conducted
with the optical system, as shown in Fig. 6.21. The specimen is loaded by prescribing
displacement through two hydraulically controlled actuators. Three edges of the specimen were
constrained in the out-of-plane direction with stiffeners to prevent buckling deformation. Two
specimens were tested to fracture. The actuator force, as well as the vertical displacements at the
two strain gauges, was recorded.
L 87 mm
10 mm 22 mm weld
184 mm
7.5 mm
87 mm
195 mm
Fig. 6.20 Schematic of the intermediate scale Mode I weld specimen
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Fig. 6.21 Experimental setup for the intermediate scale Mode I test on the ICE weld joint
Experimental results
The measured force-displacement response of the two tests is shown in Fig. 6.22. The
displacement is defined as the distance in vertical direction between the two strain gauges.
Excellent repeatability was found in both tests, especially up to the fracture initiation, which
occurred at nearly the same displacement of 3.74 mm. The peak loads were found to be 25.1 kN
for Test #1 and 24.6 for Test #2. Figure 6.23 displays a post-test image of Specimen #1. The
crack initiated in the weld at the notch, and then propagated in the weld along a path closed to the
interface of the weld zone and the adjacent CGHAZ.
The strain distribution image, captured by the optical system, is displayed in Fig. 6.24. It can
be concluded that the current test configuration is able to provide the required information for
calibration of the weld zone material, since the deformation and fracture were localized in the
weld and the adjacent CGHAZ, which has known material properties from the calibration of the
previous tensile test.
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Fig. 6.22 Measured force displacement curves of the two intermediate scale Mode I tests
Fig. 6.23 Post-test image of the intermediate scale Mode I specimen showing that the crack
initiated in the weld in the notch and propagated in the weld close to the interface of the adjacent
CGHAZ
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Fig. 6.24 Strain distribution of the intermediate scale Mode I weld specimen
measured by the optical system
Numerical calibration
Finite element models of the intermediate scale Mode I specimen were generated with four-node
shell elements and five integration points through the thickness, and analyzed using ABAQUS
[78]. These were the same element settings used to model the large-scale ICE panels. As
discussed in Section 3.4, when compared to a solid element model, the shell element model was
able to give accurate results for the current problem, with a much higher computational and
modeling efficiency. The two actuators were modeled as rigid bodies with prescribed velocities.
The mesh in the notched region, including the weld zone and CGHAZ, was refined since
deformation localization and fracture were expected. Similar to the previous numerical
calibration on the flat tensile weld specimen, four different mesh sizes were introduced to study
mesh sensitivity, as shown in Fig. 6.25.
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Fig. 6.25 The finite element model of the intermediate scale Mode I
weld specimen with four different mesh sizes
Calibration of the true stress-strain data
Starting with the initial fit of the stress-strain data (Fig. 6.10), iterative calibration for the true
stress-strain curve of the weld zone was conducted, until the calculated load displacement curve
closely matched the experimental measurements. The true stress-strain curve at the final step was
then considered to be the calibrated input data. A comparison of the numerically obtained force-
displacement response with the calibrated true stress-strain data was compared with the test
measurements in Fig. 6.26. Only the portion of the load displacement response up to fracture
initiation is needed for the calibration of the true stress-strain data. There is little difference
between the calculated results from using four different mesh sizes. In general, these calculated
load displacement curves give a very good correlation to the test results.
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Fig. 6.26 Comparison of the calculated force-displacement response using the calibrated true stress
strain data of the intermediate scale Mode I test on the ICE weld with the test measurements
Figure 6.27 shows a comparison of the calibrated true stress-strain curve and the curve of the
initial fit of the strain gauge measurements (from Figure 6.10). For further determination of the
fracture parameters, a power law fit is provided in the same plot for the large strain regime of the
true stress-strain curve. The two parameters for the power law fitting are listed in Table 6.2.
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Fig. 6.27 Comparison of the initial and calibrated true stress-strain curves with a power law fit in
the large strain regime (weld zone)
163
Calibration of critical Darameters for fracture
Similar to the previous case (Section 6.3.2), numerical calibration for the fracture parameters of
the weld zone was performed using the calibrated true stress-strain data. For each mesh size, the
calibrated magnitudes of the maximum shear stress to fracture (. )f, and the average stress
triaxiality (-m / a),av, were determined based on the measured fracture displacement, 6f. The
magnitude of E- for the current tensile specimen was then identified with the calculated
(Cm /a-),av., which was also calibrated and given in Table 6.3, for each mesh size, marked with a
circled point in Fig. 6.28. It allows the determination of the critical damage parameter DC
associated with each mesh size based on Eq. (2.12). All of the above key parameters are listed in
Table 6.3.
In the fracture simulations of the large scale ICE panels (Chapters 8 and 9), the mesh size Al =2
mm was used. Therefore, similar to the CGHAZ, more details on the fracture locus
corresponding to Al =2 mm are presented. In Fig. 6.28, the fracture locus based on Eq. (2.10) is
compared with the approximated solution based on Eq. (2.12). The experimentally determined
point is noted as a solid circle. The two curves are generally very close to each other in the range
of 0.40<(0-,n /a), <1/ . It is confirmed once again that the damage, DC, defined by Eq.
(2.12) can be a reasonable approximation of the fracture indicator.
Table 6.3 List of the related parameters in fracture calibration of the weld zone material
Al 9 Power law parameters (max )
Dc.
(mm) (mm) A (MPa) n (MPa)
2 0.45 150.4 0.240 0.11
1.5 0.456 151.6 0.248 0.113
3.74 320 0.11
0.8 0.464 152.1 0.263 0.122
0.4 0.47 154.2 0.28 0.132
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Fig. 6.28 Comparison of fracture locus defined by Eq. (2.10) and the approximated solution
Eq. (2.12) for 0.4 <(-, /5:)av. <2/3 of for 0.4 <(a, /U)a < 2/3 of the weld zone material
Validation of the calibrated input data
With the calibrated input data for plasticity and fracture, the calculated force-displacement
response with Al = 2 mm is compared with the test results in Fig. 6.29. The correlation between
these results is excellent up to crack initiation. However, during crack propagation, the numerical
result shows a higher level of reaction load. This can be explained since in the real specimen, the
thickness over the weld zone is not uniform, which was not considered in the finite element
model. From the numerical results, the crack initiates at the center of the notch and propagates
along the centerline. In contrast, the experiments present an oblique crack initiation location that
propagates along the thinnest path in the weld, which is closer to the adjacent CGHAZ, as shown
in Fig. 6.30. This factor certainly resulted in a lower fracture resistance compared to the results
from an ideal finite element model. However, since the numerical and experimental results
matched very well in the range prior to the crack propagation, the calibrated true stress-strain data
was considered accurate. In addition, the finite element model is capable of precisely capturing
the onset of fracture with the calibrated fracture parameters.
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Fig. 6.30 Comparison of the calculated deformation shape of the intermediate Mode I test with a
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6.3.4. FGHAZ material
A curve fit of the FGHAZ was obtained based on the strain gauge data, as shown in Fig. 6.10.
From the hardness distribution (Fig. 6.1), the stress level in the FGHAZ should be between the
base material and the weld. It was also observed in the previous two tests that, similar to the base
material, the FGHAZ material underwent very little deformation. Therefore, the large strain
potion of the true stress-strain curve of the FGHAZ is less critical, and there is no need for the
calibration for fracture parameters. In the current study, the extrapolated stress strain data of
FGHAZ was modified by comparing it with the calibrated material curves of the base material
and the weld. The initial and final curves of FGHAZ, as well as the stress-strain curves of the
base material and the weld material, are plotted in Fig. 6.31.
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Fig. 6.31 Determination of the true stress-strain data of the FGHAZ material by
comparing and modifying the initial fitted data with the calibrated material data
of the base material and weld material
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6.4. Partial conclusions
In this chapter, a practical procedure for material characterization of the ICE weldment is
presented. First, with a Vickers harness test, the distribution of the hardness across the ICE
weldment was obtained. It was assumed that there are four distinct material zones, including
weld zone in the weldment, CGHAZ, FGHAZ and the base material. The CGHAZ and weld
zone were identified as the two softest zones and therefore, most critical to the deformation and
fracture of the weldment.
Based on this observation, two types of testing were designed to obtain the required information
for numerical calibration. From tensile testing on flat weld specimens, the stress-strain data with
in 4% strain across the weldment were measured using a series of strain gauges. This allowed a
Ramberg-Osgood law fit of the stress-strain data as initial input into the finite element models.
The test was conducted up to the point of fracture, and as expected, both the plastic deformation
and fracture were localized in the CGHAZ, while the rest of the specimen underwent very little
deformation. The true stress-strain data of the CGHAZ was calibrated using the iterative method
discussed in Section 3.2. Fracture loci with different mesh sizes were then determined by solving
Eq. (2.10) with the calibrated critical values of the average stress triaxiality and maximum shear
stress.
In order to investigate the plastic deformation and fracture behavior of the second softest zone,
the weld zone, testing of an intermediate scale Mode I configuration was performed. An initial
single-edged blunt precut was introduced into the weld to induce the necessary deformation
localization. With the calibrated material data of CGHAZ, and the initial fit of the true stress-
strain curve of the weld zone, numerical calibration of the true stress-strain, and fracture data was
then performed following the same procedure (Section 3.2).
The stress-strain data of the FGHAZ was then determined by comparing and modifying the
initial Ramberg-Osgood law fit of the FGHAZ with the calibrated data of the base material and
the weld material. The calibration for the fracture parameters of the FGHAZ was not necessary,
since in the current study, no fracture is expected or observed in the FGHAZ.
The calibrated data was validated by comparing the numerical results with test measurement.
This calibrated procedure, in conjunction with the proposed local fracture approach, has led to an
excellent agreement with the test results, in terms of the predicted deformation shape and load
displacement relations, involving both the crack initiation and subsequent crack propagation.
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Chapter 7
Mismatch Effect on Plastic Response and
Fracture of the Aluminum Weld Joints
7.1. Introduction
The calibration of the ICE panel weld joint in Chapter 6 revealed a strength variation across the
ICE weldment. Especially, as opposed to the traditional steel weld joints, the HAZ of the ICE
weldment was found to exhibit a significantly lower strength compared to the weld zone and the
base material. Therefore, it is necessary to investigate the performance of the aluminum weld
joints considering the strength mismatch due to the HAZ effect. The term "mismatch" here
means that different zones of the welded joints are characterized by different magnitudes of yield
strength and hardening properties. The effect of Residual stresses or other kinds of heterogeneity
was not considered.
Most of the research effort in the literature was concerned with an idealized bi-material,
including only the weld and base material. Mismatch effect on fracture behavior of the welded
joints was studied based on the macromechanical approaches, such as J-integral [155], slip-line
solution [7] and cohesive zone model (CZM) [12]. However, due to the limitations of the above
fracture approaches, these types of studies have been confined to idealized 2D models, such as
plane strain or plane stress, with assumptions on material properties simplification, such as rigid
plastic or rigid material.
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Parks et al. [156] performed an experimental study on specimens with an initial cracked
undermatched interleaf subjected to bending. Wardle et al. [155] studied the fracture toughness
of mismatched ferritic steel for single edge notched bend specimens. They compared the test
results with the homogeneous materials and showed that overmatching causes an apparent
elevation of the crack resistance curve and undermatching a lowering of the crack resistance
curve. Lin et al. [12] conducted numerical study on the fracture behavior of mismatch specimen
with a crack lying at the centerline of the weld under pure bending condition, using CZM. It was
found that both the mismatch and geometric dimensions play an important role in the fracture
resistance and load-deformation behavior. The obtained results partially confirms the
experimental observation by Parks et al. [156] and Wardle et al. [155]. Hao et al. [157] derived
plane strain and plane stress slip-line solutions for a pure bending specimen with different degrees
of mismatch and geometric dimensions.
Little work can be found in the literature on the mismatch effect with the HAZ included. Most
recently, Rodrigues et al. [21] carried out a three dimensional numerical study of the tensile tests
on dog bone specimens of welded high strength steels joints. However, their model was actually
bi-material since the weld and base materials were assumed to be identical. The overall yield
load and ductility of the joint were studied in relation to the undermatch ratio and dimension of
the HAZ. Thaulow et al. [22] studied on the CTOD as a loading parameter and stress strain fields
by means of three-dimension numerical simulation on three-point bend specimens (SENB) of
welded steel joints, considering four material zones including the base metal, fine-grained HAZ,
coarse-grained HAZ, and weld metal. In their study, CGHAZ was assumed to have higher
strength than both the base material and FGHAZ, and in some cases higher than the weld. This is
different from what is observed for aluminum weld joints, where CGHAZ and weld always have
the lowest strength. Thaulow's results indicated that, for the imposition of small CTODs on the
crack, plastic fields show generally larger strains in the adjacent softer weld material than in the
adjacent harder HAZ. Though the trend was altered for larger imposed CTOD, the results are
consistent with results presented in [155]. Larger plastic deformations will be present in the softer
regions surrounding the crack tip. They proposed that the maximum principle stress is a better
"scaling" factor than the stress triaxiality with respect to fracture.
In this work, using a three-dimension numerical study was performed using a tri-material
idealization of the weld joint, including the weld, the HAZ and the base material. Three different
loading modes were considered: uncracked dog-bone flat specimen under tension, initially blunt
cracked plate under Mode I and Mode III loading. The aim is to relate the global
load/deformation response and fracture initiation with the mismatch effect of HAZ and weld.
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The present results will be used for correlating large scale tests and numerical simulation of
welded ICE panels, which will be described in the subsequent chapters.
7.2. Mechanical characterization of the
aluminum weld joints
Most of the previous work has focused on steel welds, which generally have overmatching HAZ
and weld zone. Thus, neglecting of HAZ provides conservative solutions. However, for many
types of aluminum weld joints, the effect of HAZ cannot be neglected due to the comparably
large width of the HAZ with a significant reduction in strength compared to the base material.
Besides the ICE panel weld (AA 6061), four other different butt-aluminum weld joints, AA 6005
[19], AA 6xxx [18], AA 6082 [17], and AA 2024 [20], are taken as verification of the above
statement. Hardness tests performed on all the five welded joints give similar patterns of material
distribution, as shown in Fig. 7.1 (a)-(d).
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Fig. 7.1 Hardness test showing the distribution of different material zones (a) AA 6005 [19], (b)
AA 6xxx [18]; (c) AA 6082 [17]; (d) AA 2024 [20]
From the above graphs, it is seen that all the five welded joints can be simplified to three or four
different material zones, including the weld zone, the HAZ and the base material zone, each with
homogeneous mechanical properties. The HAZ in some cases can be subdivided into coarse
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grain HAZ (CGH-AZ) and fine grain HAZ (FGHAZ), as shown in Fig. 7.1 (a) and (b), where
CGHAZ has a much lower hardness, and FGHAZ has an elevated hardness.
Based on hardness and small scale tensile testing, the width and values of yield stress of the
weld and HAZ for the five different welded joints were measured [17-20], and summarized in
Table 7.1. Note that for the cases with sub-HAZs, CGHAZ and FGHAZ, only data of CGHAZ is
presented, since the location of the hardness minima are always present in the weld zone or the
CGHAZ [18, 19].
Table 7.1 Measured width and tensile test values of yield stress for weld and HAZ zones of five
different aluminum weld joints
Base RelativeWeld HAZ material Mismatch ratio mismatch
Material Weld t 
ratio
Method* (mm) Width -YW Width 
-YH 
-YB Mw = U MH - YH YH
Gr YB 
(mm) (MPa) (mm) (MPa) (MPa) YM W
AA6061 MIG 3 10 122 8.5 92 237 0.63 0.55 0.75
AA6005 MIG 15 5 230 10 115 310 0.74 0.37 0.5
AA6xxx LBW 4.2 3 203 8.5 260 302 0.67 0.86 1.3
AA6082 MIG 4 10 145 10 122 259 0.56 0.47 0.84
AA2024 FSW 9.5 8 272 13 240 380 0.72 0.63 0.89
*MIG: metal inert gas weld; LBW: laser beam weld; FSW: friction stir weld
Note that the width of the HAZ size can be up to three times of the width of the weld (LBW AA
6xxx). The weld zones and HAZs in all the five joints are characterized by an undermatch ratio
from 0.37 to 0.86 compared to the base material. The relative mismatch ratio of yield stresses
between the HAZ and weld zone, MR, varies from 0.5 to 1.3.
Hval et al, [19] and Negre et al. [17] measured the stress strain data of different material zones
in welded AA 6005 and AA 6xxx joints were obtained from miniature tensile specimens, shown
in Fig. 7.2 (a) and (b). Their results on the strength variation across the weld joints are very
similar to the calibrated true stress strain data of the current ICE weld joint in Chapter 6. In the
first approximation, the shape of the a - E curve for all three zones is similar, but the magnitude
172
is different and is uniquely defined by the values of three parameters, M, MH and MR , as give
in Table 7.1.
Considering that the deformation is most likely to localize to the softest zone, it is necessary to
include the HAZ in the mismatch effect study for the aluminum weld joints. A post-test image of
the welded AA 6061 joints tensile specimen shows that the deformations and fracture are actually
localized at the HAZ, Fig. 7.3.
Base Material
- -- - Weld
HAZ
----------
0.4 0.5
0.0 2.0 4.0 8.0
strain (%)
(b)
Fig. 7.2 True stress vs. true strain curves obtained from micro-flat tensile specimens taken from
different zones of the welded (a) joint AA 6005 joint [19]; (b) AA 6xxx joint [17]
Fig. 7.3 Tensile test on the dog-bone specimen of the welded AA6061 joint showing the localized
deformation and crack at CGHAZ
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7.3. Input data
7.3.1. Material mismatch parameter
In the present study, the strength mismatch is attained by proportionally changing the plastic
stress strain data of the weld and HAZ with a different ratio to the properties of the base material,
which was calibrated in Chapter 5.
Since the whole stress strain data is scaled by a single mismatch ratio, the magnitude of ratios
of the yield strength and the ultimate strength are identical. Therefore, in this study, there is no
need to separately consider the effect of ultimate strength mismatch as presented in reference
[21]. Such an approximation is consistent with the observation on the measured material data of
other aluminum welded joints [17, 19].
The values of the material mismatch parameters studied in the present work are listed in Table
7.2. Based on the experimental results shown in Table 1, various values of MH are considered
with each of two different magnitudes of M, 0.8 and 0.6. It is then possible to study the
relative mismatch effect between the weld zone and HAZ presented by MR .
Table 7.2 Values of the mismatch ratios considered in the present study
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Mismatch Ratio RelativeMismatch Ratio
Case
MH = YH MW YW M - MH
aYB UYB R M
(HAZ) (Weld)
1 0.4 0.8 0.5
2 0.6 0.8 0.75
3 0.8 0.8 1
4 0.9 0.8 1.125
1 0.3 0.6 0.5
2 0.45 0.6 0.75
3 0.6 0.6 1
4 0.8 0.6 1.33
6 0.9 0.6 1.5
7.3.2. Geometric parameters
The geometric effect of the weld and HAZ size is considered by introducing parameters
representing the ratio of the width of these two zones, WH (the width of the HAZ), ww (the width
of the weld), to the plate thickness t. Values of the size parameters studied in the present work
are listed in Table 7.3. Similar to the chosen values of mismatch ratio, the range of the size
parameters is also determined based on the experimental measurements shown in Table 7.1.
Table 7.3 Values of the size parameters considered in the present study
Size Ratio Relative Size Ratio
Case
S= H (HAZ) 1 W (Weld) R WH
t t WW
1 3.33 3.33 1
2 0.67 0.33 2
3 2 0.67 3
7.4. FE modeling
Finite element meshes with three different material domains that represent the weld, the HAZ and
the base material, were generated. The plastic deformation is described by the J2 flow theory.
First, a simple uniaxial tensile loading on a dog-bone specimen of the weld joint is investigated.
The geometry is same as the specimen of the tensile testing on AA6061 welded joints in Chapter
6, i.e., the width of the gauge section, wg =15 mm, the initial length of the gauge section, Lg = 50
mm and the thickness as 3 mm. In order to study the thickness effect, a thicker, 15 mm, specimen
is also considered, as shown in Fig. 7.4. Based on the mesh study [16], the size of the solid
elements in the gauge section is chosen to be 1 mm. Eight-node solid elements with reduced
integration scheme are used in the calculations.
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Lg=50 mm
&F:J Wg=15 mm
L=50 mm
w=5mm
t=15 mm It= 3 mm
Fig. 7.4 Geometric dimensions and mesh of (a) the thin tensile model (t =3 mm) and (b) the thick
tensile model (t =15 mm)
Finite element models of the welded joints under Mode I and Mode III loading, with a single-
edged initial blunt crack located at the weld centerline, are shown in Fig. 7.5 (a) and (b). The
geometry of the square flat plate specimen, L/w =1 and L/t = 65, is identical to the one in Mode I
testing in Chapter 6. The blunt crack tip is of a semi-circlular shape with a diameter equal to the
width of the weldment. Note that in all the testing with the initial crack, including the small scale
Mode I, large scale Mode I and Mode 1II, the initial width of the crack and shape of the crack tip
were kept the same.
The loading condition in Mode I simulation and testing were the same: two rigid cylinders
moving to the opposite directions with a given velocity, Fig. 7.5 (a). Mode III loading is
simulated by applying two rigid strips, one fixed and the other one moving downward to provide
a tearing force on the plate, Fig. 7.5 (b). This loading condition is same as the one in the large
scale Mode III testing. Since the aim of the study on small scale Mode III case is to reveal the
mechanism of the local deformation of the large scale Mode III testing, the boundary condition at
the far edge of the plate is "pined", which presents a constraint effect similar to the one from the
additional part to the plate in the large scale Mode III model, Fig. 7.5 (b).
For Mode I loading, the specimen was discretized by four-node shell elements with reduced
integration scheme. Such model provides higher efficiency and good accuracy compared to the
solid element when modeling the welded joints under membrane dominant loading mode. On the
other hand, eight-node solid elements with reduced integration scheme are used in the
calculations of the welded joints under Mode III loading. The advantage of working with a blunt
crack is that fracture initiation and crack growth show much less sensitivity to the mesh than to a
sharp crack [17]. The mesh size around the crack tip is chosen to be 1 mm. A coarser mesh is
used elsewhere.
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ii6L edge
t=3 mmWn
(b)
Fig. 7.5 Finite element models of welded joints under both (a) Mode I and (b) Mode III loading,
with a single edged blunt crack located at the weld centerline
7.5. Results and discussion
7.5.1. Mismatch effect on the global strength of the weld joints
Uncracked dog-bone welded joints under tension
In Fig. 7.6, the numerical results of the yield load attained by the tensile models, (F,)y,
normalized with the yield load corresponding to a homogeneous all-base material model,
(Fhom )y , are shown for two specimen with different thickness (Fig. 7.4). The yield load is
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understood as the force level at which the most stressed point in the specimen reaches the yield
stress. The various curves in Fig. 7.6 cover all the ratios of mismatch parameters presented in
Table 7.2. The results are plotted vs. the relative strength mismatch between HAZ and weld zone,
MR , and grouped according to the mismatch level and geometries.
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Fig. 7.6 Normalized yield strength ((FM)Y / FH,,) vs. the relative mismatch ratio MR with two
different magnitudes of M, and three different thickness (a) t=3 mm; (b) t=15 mm
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It is seen that for the aluminum welded joints, in which the weld zone and HAZ are always
undermatching to the base material, the relative mismatch ratio between the weld and HAZ plays
a dominant role on the global strength. The curves increases linearly with increasing MR up to
MR=1, and then remain almost unchanged for MR >.
On the other hand, the change in the width of the weld and HAZ has relatively small influence
on the global yield strength except for the thick model (t=15 mm) with the HAZ as narrow as
R 0.5, which presents a 50% difference in the normalized yield load to the models with 77R=1
and 2. However, for each group with the same thickness and level of mismatch, the three curves
converge after MR reaches unity. It can be concluded that for the thick model, the decrease of
the width of HAZ minimizes the effect of MR, as the slope of the curves gets flatter, while no
similar effect is observed for the thin model (t=3 mm). Moreover, fixing the size ratios and
mismatch ratios, change in the thickness from 3 mm to 15 mm has little effect on both the
tendency and magnitude of the curves. Therefore, in the following discussion on the tensile
model, only results with t=3 mm will be presented.
It is widely agreed that an approximate model neglecting HAZ for the steel welded joints can be
more conservative than the real model. However, as shown in Fig. 7.6 (a) and (b), for the
aluminum welded joints under tension, a moderate mismatch between the weld and HAZ as
MR=0.8 gives a 15% to 40% decrease in the yield load compared to cases with MR=1, which
presents a model without considering the HAZ.
Blunt pre-cracked welded joints under Mode I loading
The effect of yield strength mismatch on global load response of the model under Mode I loading
is first examined by systematically varying the mismatch ratios, according to Table 7.2. Three
geometric cases are considered according to Table 7.3. The other parameters are kept constant.
The reaction force FM, experience by the two cylinders is normalized by the upper bound limit
load of the all-base material specimen, a-YB -(W -a).t=97.3845 KN. For each of the geometry
(Table 7.3), the normalized load vs. the displacement Sm,, with various levels of mismatch, is
plotted in Fig. 7.7 (a) - (c). The displacement Sm, is defined as the change in the distance
between the two loading pins. In the experiment, the fracture occurred at 8 m, = 6 mm. Therefore,
in all the figures, hereafter, the results are shown only up to 6 m, = 6 mm.
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For the thinnest HAZ with uR =0.5, it is seen that there is no effect of the yield strength
mismatch on the load displacement behavior, as shown in Fig. 7.7 (a). Figure 10 (b) and (c)
displays the results for a moderate HAZ width of 1R =1 and 2, respectively. These two cases
present very similar results and are different from the results for q =0.5. Here a significant
mismatch effect is observed. It can be concluded that for the current model of welded joints
under Mode I loading, 7R as small as 0.5 can diminish the effect of the yield strength mismatch
on the global load response, Fig. 7.7 (a). On the other hand, changes in 7R have little effect on
the global load response, as long as qR is I or higher, as shown in Fig. 7.7 (b) and (c).
It is seen that for 1R =1 and 2, when MR <, the load decreases with decreasing values of MR'
In other words, the undermatching of HAZ to weld reduces the maximum load and increases the
deformation dramatically. Similar to the tension case discussed before, the results converges
after MR reaches the unity, Figure 7.7 (b) and (c).
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Fig. 7.7 Normalized load F, 1(a,, -(W - a) -t) vs. displacement (change in the distance between
the two cylinders) with various degree of mismatch (Table 7.2) (a) 17H= 1.67 and
7, =3.33('R =0.5); (b) ?l=HW =3.33(0, =1); (c) 7H =6.67 and i, = 3.33(7R=2)
Blunt pre-cracked welded joints under Mode III loading
It is found that the width of weld and HAZ zone has very small influence on the global load
response of the model under Mode III loading. Therefore, only results with
?H=m, = 3.33 (R =1) are discussed here to evaluate the effect of the mismatch of the HAZ and
weld on the global load response. For the two cases M, =0.8 and 0.6, the load vs. normalized
displacement are obtained with various values of the relative mismatch ration (MR), where the
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load, Fm,1 1 , represents the reaction force experienced by the moving strip and the displacement of
the moving strip, 8M,11, is normalized by the thickness of the plate (t=3 mm). The two groups of
results are compared with the results from a homogeneous all-base material plate in Fig. 7.8 (a)
and (b), respectively. It is seen that unlike the former two cases, the curves can not be
characterized according to three ranges of MR. The curves uniformly rise with an increasing
value of M and no convergence occurs after MR reaches unity as was the cases in the tension
and Mode I loading.
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Fig. 7.8 Load vs. normalized displacement of the model under mode III loading with various
values of MR (a) Mw 0.8; (b) Mw 0.6
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7.5.2. Mismatch effect on the fracture initiation of the weld joints
As discussed in the Chapter 2, in the range of high triaxiality, the damage parameter D defined as
the approximate solution in Eq. (2.12) can be a good indicator of the fracture, which is considered
in the current study. Therefore, by definition, the accumulated effective plastic strain 6, the
stress triaxiality, -m /3 Y, and the damage parameter D are taken as the most important parameter
related to fracture.
Uncracked dog-bone welded joints under tension
Distribution of the equivalent plastic strain, stress triaxiality and the accumulated damage along
the gauge section of the tensile model, at the ultimate load, is calculated numerically. It is found
that the thickness of the specimen has very little influence on the deformation pattern. Therefore,
the results from the model with 3 mm thickness are grouped according to various levels of
mismatch and ratios of width of HAZ and weld. It should be noted that there will be three
different sets of fracture parameters, corresponding to the three different zones.
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Fig. 7.9 Key stress/strain data along the gauge section of the tensile model at the maximum load
(a) equivalent plastic strain; (b) stress triaxiality; (c) damage parameter (Geometric Case 1:
RH= 3.33, 7 = 3.33 andqR =1)
It can be seen from Fig. 7.9 that for the geometric case 1, MR is the key parameter controlling
fracture formation of the welded joints under tension. At the same time, a large increase in M H
and M, from 0.4 to I has very little effect. For MR < 1; both the equivalent plastic strain and
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stress triaxiality attain high values within HAZ and with the rest of the gauge section undergoing
uniaxial tension (stress triaxiality equal to 1/3) with little plastic deformation. On the other hand,
for MR > 1, the deformation is confined to the weld zone, which indicates that in this case the
fracture performance of the welded joints is strongly dependent on the material behavior of the
weld. With MR =1, the deformation is same as in an umdermatched bi-material joint under
tension, demonstrating a deformation localization to the weld/HAZ with a smaller magnitude of
effective plastic strain, stress triaxiality and the damage, compared to the former two cases. The
strain distribution elevated from zero at the interface between the base material and HAZ and
remains almost constant in the rest of weld and HAZ. With each value of MR , the level of the
equivalent plastic strain and stress triaxiality slightly decreases as the minima of MH and M,
increases.
Further observation can be made on the history of key parameters at the critical locations, see
Fig. 7.10 (a)-(c). In each plot, the curves are clearly lumped together in three groups with three
types of MR, while different values of MH and M, hardly make any difference. For the nearly
straight curves of the equivalent plastic strain and damage parameter, the slope of the curves
corresponding to the group MR>1 is about two times of the slope of the group MR <1, and more
than five times of the group MR=1, in which no HAZ effect is incorporated.
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Fig. 7.10 History of (a) equivalent plastic strain; (b) stress triaxiality; (c) damage parameter at the
critical location (Geometric Case 1: H = 333 w =3 333 and 17R = 1)
Furthermore, damage evolutions at the location of the maximum values of two slightly
mismatch cases: 1.) MH=0.9, Mw=0.8 (MR= 1.13), 2.) MH=O.S, MH=0.9 (MR= 0.88), are
compared with the one of MH MW =0.8 (MR= 1) in Fig. 7.11. Assuming same critical fracture
values in the HAZ and weld zone, one can see even a slight mismatch between HAZ and weld
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such as 1.13 and 0.88 can make a 3.5 and 2 times difference in the slope of the curves compared
to the one with MR= 1. In other words, the models with MR =1.13 and 0.88 are respectively 3.5
and 2 times more likely to fracture than the model without considering HAZ. Therefore, one can
conclude that it is necessary to take the HAZ into account to avoid a severe overestimation on the
fracture resistance of the welded joints.
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Fig. 7.11 Comparison of two extremely slightly mismatched case and the no-HAZ case on
damage parameter evolution at the location with maximum values (Geometric Case 1:
lH= 3.33, q = 3.33 andqR =1)
Blunt pre-cracked welded joints under Mode I loading
It was found through an extensive numerical simulation that, similar to the simpler tension case,
MR plays an utmost important role on both the pattern and magnitude of deformation of the
model of welded joints under Mode I loading. Accordingly, the results will be discussed in three
different groups of MR.
* MRl
For all the cases with MR=1, the plastic stress and strain field of the welded joints are the same
as the results from models without considering HAZ, which is discussed extensively in the
literature. For aluminum welds, which have generally undermatching HAZ and weld, the plastic
deformation is localized at the crack tip, as shown in Fig. 7.12.
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Fig. 7.12 Contour of the damage at the crack tip area for MRI at tM1 6mm
Information on stress/strain fields from models with different geometries were extracted along the
centerline of the weld, x axis in Fig. 7.12. The distributions of the effective plastic strain, stress
triaxiality and damage vs. the normalized distance from the crack tip, at the assumed maximum
displacement, (, )max = 6 mm, are compared to the results of a homogeneous base plate in Fig.
7.13 (a)-(c). Here, the distance from the crack tip (along the x axis in Fig. 7.12) is normalized by
the initial remaining ligament (W - a). The results are grouped according to two levels of
mismatch, MH (or M,)=0.6 and 0.8, and three values of the relative ratio between the width of
the HAZ and weld, 7R =0.5, 1 and 2.
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Fig. 7.13 Computed values of (a) effective plastic strain; (b) stress triaxiality; (c) damage vs. the
normalized distance from the crack tip along the centerline of the weld
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With MR =1 results presented in Fig. 7.13 (a)-(c), it is possible to look into the effect of the width
of the weld zone and HAZ. It is seen that models with qR = 1 and 2 present almost identical
results, which are higher than the results of a homogeneous base plate and increase as MH (or
M,) decreases. However, when 7R= 0.5, the results are different from 7 R = 1 and 2 but more
closer to the homogeneous case. This observation reveals that the change in the size ratio qR has
little effect on the local deformation as long as 1 7R is larger than 1. For the aluminum welded
joints considered in the current study, the width of HAZ is always similar or larger than the width
of the weld zone, see Table 7.1. Therefore, in the following discussion, only the results from
models with 1H = 3.33 (1) are presented.
* MR<1
Unlike the case MR=1, two localization zones exist in the model with MR <1. One is at the
crack tip with maximum effective plastic strain and lower stress triaxiality, Fig. 7.14 (a). Another
is located at the interface between the weld zone and the HAZ with a higher value of stress
triaxiality, Fig. 7.14 (b). Two peaks of damage are then observed as shown in Fig. 7.14 (c). It
reveals that for the case MR <1, there will be two locations under different stress status competing
for the crack initiation.
H AZ H AZ
Higher stress
Weld zm W dtriaxiality ahead of
the crack tip
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Fig. 7.14 Contours of (a) effective plastic strain; (b) stress triaxiality; (c) damage for the case for
MR <at5 Ml 6mm
More detail information can be extracted from Fig. 7.15 showing the evolution of damage value
at the locations of the two peaks of the models with different values of MR'
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Fig. 7.15 Damage value vs. the displacement at the two peaks of the models with
different values of MR
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One can see that, with low values of MR (MR =0.5, 0.75), the magnitudes of the damage
function at Peak 1 are higher than at Peak 2. However, the two curves of Peak 1 and Peak 2 get
closer as MR increases. That means the fracture are more likely occurs at the crack tip (Peak 2)
with a higher value of MR. Further details of the process of crack formulation can found in Fig.
7.16 which displays the evolution of the effective plastic strain, stress triaxiality and damage at
the two locations from the model with a value of MR as high as 0.875.
0.32 MR=0.8750.28 -At location of Peak1 R0.24
0.20 - At location of Peak21W 0.16
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0.00 ' Peak 1
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Fig. 7.16 Comparison of the stress strain data vs. 1 at the two locations (Peak 1 and Peak 2) for
MR=0. 87 5 (MH =0.7, Mw =0.8) and 17R=1 =qw =3.33)
The values of triaxiality are seems to be constant and equal to 0.6 and 0.4 at the Peak 1 and
Peak 2, respectively. However, the effective plastic strain at Peak 2 is increasingly higher than the
one at Peak 1. Two curves of damage intersect at 1 8=8.5 mm and then the damage value at Peak
1 is higher. It means that there can be two potential locations for the onset of fracture.
Observation on the initial fracture pattern of the large scale Mode I testing provide an interesting
proof for the above conclusion. As shown in Fig. 7.17, the crack is formed initially in the weld
material but jumps soon after to the HAZ and stay there. Note that the value of MR for the tested
welded joint is about 0.875.
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Fig. 7.17 Image of the large scale Mode I testing close to the initial crack tip
0 MR>1
It is seen that similar to the above two cases, the maximum effective plastic strain occurs at the
crack tip, Fig. 7.18. However, higher stress triaxiality is observed at the area ahead of the crack
tip, Fig. 7.18 (b). A maximum value of damage is then developed at the location with a distance
ahead of the crack tip, as shown in Fig. 7.18 (c). It follows from the above discussion that the
crack growth may not be monotonic but rather occurs incrementally with the pitch equal to A .
Higher stress
triaxiality
W~Wahead of the
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Fig. 7.18 Contours of (a) effective plastic strain; (b) stress triaxiality; (c) damage value at the part
of the plate close to the crack tip for MR >1 at 5 = 6mm
The above tendency is further analyzed along the center line of the weld for the two cases: (a)
MH =0.9, Mw=0.8 (MR =1.125) and (b) MH=0.9, M,=0.6 (MR=1. 5). The data vs. normalized
distance from the crack tip at different stages of deformation (different values of the
displacement m, ) were plotted are shown in Fig. 7.19 (a) and (b), respectively.
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Fig. 7.19 Computed strain/stress data vs. the normalized distance from the crack tip along the
centerline of the weld at different stages of deformation for (a) MH =0.9, MW =0.8 (MH=1.125);
(b) MH=0.9, Mw=0. 6 (MH=l. 5)
It is seen that for case (a) with a smaller MR=1.125, there are obvious two peaks of 6 and
damage appearing as the deformation increases. The value of stress triaxiality, at Peak 1 and Peak
2, , are constantly equal to 0.47 and 0.67, respectively, as shown in Fig. 7.19 (a). The peak which
is father away from the crack tip, shown as Peak 2 in Fig. 7.19 (a) always presents a higher value
of damage through the deformation process up to S, =9 mm. However, for case (b) with
MR=1.5, only one peak exists where a less than 0.6 stress triaxiality is observed.
Blunt pre-cracked welded joints under Mode III loading
It is found that in the current model under Mode III loading, the plastic deformation is highly
concentrated in the HAZ and weld zone, i.e., the size of the adjacent base material zone has little
effect on the localized deformation. Therefore, study on this small scale model can serve as a
reference for the large scale Mode III testing. Because of unsymetric loading condition,
deformation fields are also unsymetric. Hence, all contours presented hereafter are taken from the
upper surface, as shown in Fig. 7.20.
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Fig. 7.20 Upper surface from which the contours of stress/strain data are shown
* MR= and MR>:
Typical contours of the effective plastic strain, stress triaxiality and damage of the model with
MR=1 and MR >1 are shown in Fig. 7.21 (a)-(c). It is seen that similar to the case under Mode I
loading, the maximum effective plastic strain is at the crack tip. However, the stress triaxiality
and the damage are much higher at the interface between the HAZ and weld closer to the fixed
side of the model. Note that there is no significant change in the shape and magnitude of the
stress/strain field through the deformation process.
Maximum stress
triaxiality
(a) (b)
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Fig. 7.21 Typical contours of (a) effective plastic strain; (b) stress triaxiality; (c) damage at the
part of the plate close to the crack tip for MR=1
In Fig. 7.22, the mismatch effect is studied by comparing the evolution of the damage at the
peak location for models with different values of MR but a constant M,=0.8. It is seen that the
damage parameter increases with increasing values of MR. It means for aluminum welded joints
with generally undermatching HAZ and weld compared to the base material, higher relative
mismatch ratio between these two zones decreases the resistance to fracture initiation.
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Fig. 7.22 Computed values of damage vs. the normalized displacement of the moving strip for the
model with different values MR (Mw = 0.8)
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For the case MR <1, as shown in Fig. 7.23 (c), two potential locations of maximum damage are
observed. One with a higher effective plastic strain is located at the crack tip closer to the moving
side of the plate, Fig. 7.23 (a). Another peak is at the interface between the HAZ and base
material in the fixed side of the plate, where the maximum magnitude of stress triaxiality is
observed, Fig. 7.23 (b).
* Maximum
stress
triaxiality
occurs at the
- interface
between the
HAZ and base
material
(a) (b)
+ Peak1
Peak2
(c)
Fig. 7.23 Typical contours of (a) effective plastic strain; (b) stress triaxiality; (c) damage at the
crack tip area for MR <1
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The computed history of key parameters at the two peak locations from the model with different
values of MR are compared in Fig. 7.24. Mw is assumed to be 0.8 in this case.
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Fig. 7.24 Comparison of the stress strain data vs. normalized displacement at the two maximum
locations (a) effective plastic strain; (b) stress triaxiality; (c) damage
It is seen in Fig. 7.24 (a), that Peak 2 always has higher values of 6 than Peak 1, and the values
of 6 at both peak locations increases with an decreasing value of MR. There is no obvious
influence of mismatch on the magnitudes of stress triaxiality at Peak 2. However, as shown in
Fig. 7.24 (b), the level of stress triaxiality drops dramatically with increasing values of MR4
showing a reducing constraint effect due to the smaller mismatch between the HAZ and weld. In
Fig. 7.24 (c), it is seen that the damage value at Peak 1 rises as MR increases, and finally the
curve with M R=0.875 exceeds the one at Peak 2 after Sm.. /t=16.
7.6. Partial conclusion
The mechanical behavior of aluminum welded joints was investigated with a tri-material model
including the weld, HAZ and base material. Numerical simulation were performed on uncracked
dog-bone welded joints under tension and welded plate with a single edged initial crack at the
weld center under Mode I and Mode III loading. The overall strength as well as the distribution of
the plastic effective strain, stress triaxiality and damage has been examined. The following
conclusions were reached from the three-dimensional FE analysis:
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" Both the overall strength and stress/strain distribution of the dog-bone welded joints
under tension are strongly dependent on the relative mismatch ratio between the HAZ
and weld. The overall yield load increases linearly with increasing a MR . However, MR
has no effect on the yield load for MR . It is also found that even a slightly mismatches
between HAZ and weld such as 1.13 and 0.88 can make the model 3.5 and 2 times more
likely to fracture than the model without considering HAZ.
" In the case of the single-edged blunt cracked plate under Mode I loading, MR has
significant influent on the reaction force when 17R is about 1 or higher and MR is less
than 1. The load decreases with decreasing values of MR . On the other hand, the
calculated damage fields show a maximum location at the crack tip for MR =1, two
potential maximum locations at the crack tip and the interface between the HAZ and the
weld zone for MR <1, and a maximum location with a distance ahead of the crack tip for
MR >.
" Unlike the former two cases, for the single-edged blunt cracked plate under Mode III
loading, the load response can not be characterized according to different ranges of MR'
The curves uniformly rise with an increasing value of MR and no converge occurs after
MR reaches unity. Maximum damage location is present at the crack tip closer to the
fixed edge for MR 1. For MR<1, two possible maximum locations exist at the side of
the crack tip to the moving edge and the interface between the HAZ and the base material
zone. Higher relative strength difference between these two zones decreases the
resistance to fracture initiation.
" For all the three different loading modes, changing in the width of the HAZ and weld
zone has little effect on both the global load response and plastic deformation as long as
17R is I or higher.
" The results of numerical simulation are consistent with the observation made in large
scale Mode I and Mode III tests. The experimental results will be presented in subsequent
Chapter 8 and 9.
201
This page intentionally left blank
202
Chapter 8
Mode I Fracture of Large-Scale Welded
Extruded Aluminum Panel
8.1. Introduction
In literature, Mode I fracture of weldments has been studied mainly using the global approach.
Sutton et al. [20] performed mixed Mode I fracture experiments on both base material and friction
stir welds (FSWs) in 7 mm thick, 2024-T351 aluminum plate. They suggested that COD could be
a viable parameter for quantitatively determining the stable tearing resistance of FSW joints
under Mode I loading, even when ductile crack growth occurs along a through thickness slant
surface. Lei et al. [158] performed finite element analyses for with centerline weld flaws oriented
along the weld transverse direction under tensile loading perpendicular to the weld. Their results
show a direct relationship between the J-integral and a normalized load parameter that varies as a
function of the under- or over-matching of the weld. In Lei's studies of plane stress center
cracked panels, the weld is idealized as a region within the base material with a constant yield
stress that is lower or higher than the adjacent base material for under- or over-matched welds,
respectively. Liu [159] considered both under- and over-matched welds with cracks running
perpendicular to the weld direction. Liu's results suggest that CTOD, as a global fracture
parameter, is changing with mismatch ratios. More recently, Hao et al. [7, 157] presented two
dimensional slip-line theoretical solutions and FE results for flaws in a perfectly plastic material,
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where the flaw was located at both the interface of the weld and base metal and also along the
weld.
However, for real-world applications, the mechanical heterogeneity of a welded structure (BM,
WM, and HAZ) makes fracture study of such components so complicated, that a question on the
validity of a global approach arises. Bouchard et al. [160] applied J-integral and local approach
based on Rice and Tracey model [38] for modeling crack-like defects in large repair welds of a
light water reactor pump. Their results show that there are benefits of the local approach in
quantifying crack tip constraint conditions, compared with conventional J analysis. To the
author's knowledge, very limited studies on fracture modeling of weldment with local approach
can be found in the literature. Most of the work is focused on small scale specimens using GTN
model [17, 19].
In this Chapter, a combined experimental/numerical analysis on the deformation and fracture of
the welded ICE panels under Mode I loading is reported. Local fracture approach proposed in
Chapter 2 is applied by incorporating the calibrated damage input data into the Finite Element
model. The chapter is structured as follows: it begins by discussing of the experimental study
with a unique large-scale Mode I tests in Section 8.2. Details of Finite Element modeling are
presented in Section 8.3. The influence of mesh sizes is also studied in order to check the validity
of the simulations. In the remaining part of this chapter, the results of validation tests are
presented, which provide a proof on the applicability of the proposed approach.
8.2. Large-scale Mode I fracture test
8.2.1. Experimental setup
The experimental setup for large-scale Mode I fracture testing is shown in Fig. 8.1. The load is
applied through two bolts each with a diameter of 150 mm. The relative distance between the two
bolts, 1, was measured by means of an inductive displacement transducer (IDT). The force was
generated by a 400 kN hydraulic actuator. The specimens were loaded, using displacement
control option with a velocity of I mm/min. During the test, the actuator's force and the
displacement information of the IDT were recorded by a data acquisition unit. The test was
videotaped to obtain information on crack initiation and crack propagation. For this purpose,
metric information was painted on the specimens. Time stamp data is used to correlate the
recorded force and displacement with the videotaping.
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Fig. 8.1 Experimental setup of the large-scale Mode I testing on welded ICE panels
8.2.2. Specimen configuration
The test piece was composed of two extruded aluminum ICE panels, which were welded together
to form a long seam weld in both the upper and lower surfaces. The geometrical dimensions of
the large-scale specimen are given in Fig. 8.2. A precut is introduced to facilitate crack initiation.
In the present test series, a 475 mm long precut was made in the center of the weld. Two identical
tests were conducted. To prevent the reoccurrence of the undesirable buckling mode that was
observed in the terminal stage of Test #1 (Fig. 8.3(a)), two stiffeners were mounted at the end
edge of the specimen in Test #2, as shown in Fig. 8.3(b).
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Fig. 8.2 Configuration of the large-scale Mode I Specimen and precut (Unit: mm)
206
(a) (b)
Fig. 8.3 (a) Un-stiffened specimen showing the undesired buckling modes in Test #1; (b)
Stiffeners at the end of the specimen preventing buckling in Test #2
8.2.3. Experimental results
Force displacement response
In Fig. 8.4 the measured reaction force is plotted vs. displacement 6. The results of two test
show very good repeatability. Because of buckling (Fig. 8.3(a)) in Test #1, a small drop in the
force is observed at the displacement range of o> 18 mm. The bolted stiffeners prevented
buckling of the second specimens in Test #2. In both test, the crack initiated at the root of the
precut and then jumped from the weld zone to the CGHAZ (see Fig. 8.8). The second crack starts
at a position where no precut or a crack tip exists. It is remarkable that a new crack is developing
in the crack free area, while another crack is present in the vicinity. It is seen from Fig. 8.4, that
the load suffers a drop around 5=14 mm indicating the initiation of the second crack on the
front-side, which then propagates at an approximate constant rate.
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Fig. 8.4 Experimental measurement of the load displacement response of the large scale Mode I
test on welded ICE panels
The crack path is straight with a slant fracture surface alternating at angles ±45' approximately
every 60 mm distance, with respect to the loading direction (Fig. 8.5).
Fig. 8.5 Crack propagation exhibiting a slant fracture surface with alternating angles ± 45' with
respect to the loading direction
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8.3. FE modeling
The welded specimen under Mode I loading was modeled as a four-material system, consisting
of the weld zone, CGHAZ, FGHAZ and base materials. These four materials were represented
by the standard J2 flow theory of plasticity. The calibrated true stress-strain curves are given in
Chapter 5 and 6. The widths of the four zones were determined based on the measured hardness
distribution, (see Fig. 6.1). Influence of the size and strength mismatch of CGHAZ and weld on
the global response and fracture behavior of the weld joints was discussed extensively in Chapter
7. It was found that for the current weld joints, which have a ratio of width of the weld zone and
CGHAZ to thickness greater than 3, that the size effect was not significant.
A three-dimensional FE model of the specimen was developed consisting of 4-node shell
elements. The entire finite element model is shown in Fig. 8.6 (a), and Fig. 8.6 (b) presents a
close-up of the crack tip.
The two actuators were modeled as rigid bodies with a prescribed velocity of V=10 mm/sec, as
shown in Fig. 8.6 (a). The geometry and loading conditions are consistent with the experimental
setup, as described in the Section 8.2. The SURFACE-to-SURFACE contact option, provided by
ABAQUS/Explicit, was defined between the specimen and actuators to model the interaction
between them. [78]
Approximate fracture loci of such two zones, which are determined in Section 2, were
implemented into the FE model using the "Shear Failure" option provided by ABAQUS. [78].
The fracture loci shown in Fig. 6.18 and 6.28 are implemented as a table with two columns
including the equivalent plastic strain to fracture and the average stress triaxiality. The discrete
element deletion technique was used to simulate the crack propagation. The advancement of a
crack is achieved by setting the stress components of failed elements to zero. This technique of
modeling the formation and growth of cracks has been implemented in leading commercial finite
element codes, such as ABAQUS and LS-DYNA. It is termed "Element Deletion" in
ABAQUS/Explicit. [78]
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(a) (b)
Fig. 8.6 (a) FE model of the large-scale Mode I test (b) Details of the mesh close to the crack tip
8.4. Numerical results and discussions
8.4.1. Effect of element size
Dependence on element size is always of concern in crack growth simulations. Because of the
presence of high stress and strain gradients at the crack-tip, accurate numerical simulation of this
region usually requires use of a fine mesh. Element sizes of an order of 0.1 mm were applied in
[161]. Such a mesh refinement is often difficult to achieve in practical applications dealing with
large scale systems. A compromise is to use finite element meshes with a reasonable element
size. However, the "Element Deletion" technique used in the present study is inevitably affected
by the element size. Fracture tends to localize in a narrow zone consisting of an array of elements
irrespective of their size in finite element modeling. Hence, it is necessary to investigate the
sensitivity of mesh size effects on the prediction of crack formation and propagation.
In order to partially remove the mesh size effect, the calibration procedure was also performed
using the same range of mesh sizes are used in the large scale simulations. For the CGHAZ and
weld material, the critical damage parameter DC exhibits mesh dependence, as listed in Table 6.2
and 6.3. Therefore, several different mesh sizes were introduced together with the accompanying
magnitudes of the damage parameter Dc in the weld zone and CGHAZ, where the crack was
expected. It was found that a mesh size of 2 mm provides sufficient precision to be
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computationally affordable. To demonstrate this observation, results from two different mesh
sizes, Al = 2.0 and Al =1.0 mm, are shown in Fig. 8.7. These two meshes lead to nearly identical
predictions for the load displacement response including crack initiation (,f) and propagation
range, suggesting that the coarser mesh of the two was robust. Thus, the coarser mesh (Al=2
mm) was used for all subsequent simulations because it was sufficiently accurate and
computation tractable. The above observations justify that consistent simulation predictions with
negligible element-size dependence can be obtained as long as Dc is determined according to Al.
In total, 55,000 elements were needed to represent the structure with a coarse mesh.
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Fig. 8.7 Comparison of the predicted load displacement response with two different mesh sizes
8.4.2. Validation with experimental results
Crack initiation and propagation
The numerically predicted deformation modes were compared with the images taken during the
test in Fig. 8.8. The first crack was predicted to initiate at the root of the notch. With an
increasing load, a zone of high plastic deformation appeared in CGHAZ close to the interface
between the weld and CGHAZ, which eventually resulted in the crack propagation instability.
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The first crack stops after an extension for of about 48 mm, and subsequently jumps to a second
site in the CGHAZ, where the crack steadily propagates. These results are in a very good
agreement with the experimental observation, as shown in Fig. 8.8 (b).
Numerical results Test images
hi~frst.c t~nkiin it iate s at
fthe roo of 4 "not' ch-
rbseCG se~
(a) Crack initiation in precut weld
(b) crack jumps to the second location in CGHAZ
Fig. 8.8 Images of the crack initiation and propagation obtained with
numerical simulation and tests
Histories of stress triaxiality, effective strain and effective stress, in the elements at the
initiation sites of these two cracks, were extracted from the postprocessor, and are shown in Fig.
8.9. For the element at the location of first crack initiation location, the average stress-triaxiality
is approximately (O-,, / )a 0.41 (Fig. 8.9 (a)). This almost uniaxial state persists up to the
crack initiates with an effective fracture strain 0.26 (Fig. 8.9 (b)). On the other hand, the
element at the second crack initiation size is (-, /&) =0.58 i/5 and v=0.195. These two
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pairs of data can be distinguished as the hollow circles depicted in Fig. 6.18 and 6.28,
respectively.
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Fig. 8.9 History of (a) stress triaxiality, (b) effective stress and (c) equivalent plastic strain of the
elements at the locations of the two crack initiation
Load displacement response
The predicted load displacement response is compared to the experimental measurement in Fig.
8.10 (a). It is seen that there is no obvious difference between the predicted load displacement
curve and the test measurement from the beginning up to the first crack initiation. The slope of
the load-displacement curve becomes slightly smaller after the point of the initiation of the first
crack, but the force continues to grow until the initiation of the second crack, which eventually
leads to a dramatic drop of the load. One can observe in Fig. 8.10 that the magnitudes to the
displacement to these two crack initiation points are (5f), = 9.5 mm and (f )2 = 14.5 mm,
respectively. This observation can be further confirmed by examining the history of effective
stress at locations of these two crack initiations. As shown in Fig. 8.10 (c), for both elements, the
effective stress first increases and finally drops to zero once the damage reaches the critical value.
The two critical values of displacement to fracture indicated in Fig. 8.10 are consistent with those
in Fig. 8.9.
214
The calculated load displacement curve shows generally good agreement with the test
measurements. However, there is an unrealistically sharp drop in the calculated panel resistance
at the second crack initiation. This is due to the instantaneous loss of stiffness after the deletion
of the first sets of elements, followed by local dynamic equilibrium stabilization. To partially
remedy this deficiency would require meshing the prospective damaged region with an even finer
mesh, which will lead to a model that is computationally challenging and potentially
unaffordable. Subsequently, for the second crack, which propagates much faster than the first, a
sharp drop of the load occurs at its initiation, circled in Fig. 8.10. This indicates a larger number
of elements failed in a short period of time.
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225 - Test #1
- - -Test #2
200-
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25- 1(8f)1=9.5 mm (8f)2= 1 4 5 mm
0 first crack initiatation second crack initiatation
-25- 1
0 5 10 15 20 25 30
Displacement (mm)
(a)
215
225- 
-0- Numerical Result
(A 1=2.0 mm) E 3 o
210- o000000 Q
195 -
1-180-
o 165- (8)2=14.5 mm
second crack initiatation
150 -
135 - (,),=9.5 mm
first crack initiatation
120-
8 9 10 11 12 13 14 15 16
Displacement (mm)
(b)
Fig. 8.10 (a) Comparison of the calculated load displacement curves with two different mesh
sizes and the test results (b) a detailed plot of the numerical results around the peak
Crack propagating speed
The crack propagation speed is an important property of the fracture process since crack
propagation is closely related to energy dissipation through material separation. This topic has
received much attention for elastic brittle materials, but not for elastic-plastic ductile metals
[162]. In this paper, the crack propagation speed is estimated numerically from the crack
extension length curve by differentiating crack extension with respect to time. The time is
determined by dividing the displacement with the cross-head speed, which is 1 mm/min as stated
in Section 3. Figure 8.11 shows a plot of crack extension 4 vs. cross-head displacement 3 for
the two cracks. One can see that the first crack extends to a length around (g,)_ =48 mm and
stops at 3=14.5 mm, where the second crack starts growing with a much higher speed and reach
a length ( 2)max=255 mm at 8=20 mm.
The crack speed c vs. displacement S for the two cracks is presented in Fig. 8.12. The
propagation speed of the first crack is gradually increases to c =0.3 mm/sec as shown in Fig.
8.12. The second crack propagates with a relatively higher speed of c2 =5.5 mm/sec immediately
after the crack jump at 3=14.5 mm. It experiences a rapid growth to a length of 1;2=200 mm as
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can be read in Fig. 8.11. The propagating speed suddenly decreases to about c2=0.6 mm/sec at
8=16.0 mm, and then stays almost constant till the end. These numerical results are consistent
with the experimental observation that the second crack in the CGHAZ has a much higher
propagating speed than the first crack.
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-----------------------
A
A'
-cv- First crack
Second crac
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Fig. 8.11 Calculated results of crack length ; vs. displacement 1
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Fig. 8.12 Calculated results of crack speed c vs. displacement 1
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As mentioned in Section 8.2, the crack-length was measured from videotaping and was
correlated to the force-data. The predicted crack extension vs. reaction force of the second crack
is compared with the experimental results in Fig. 8.13, showing a good correlation, considering
that the accuracy of measurement is not only limited by the resolution of the videotaping, but also
the difficulty to identify the actual crack tip.
240-
220-
200
180 -
o 160-
LL
o 140-
120-
100 -
E Experimental measurement
80- 
- Numerical Prediction
60 -
0 50 100 150 200
Crack extension of the second crack C2 (mm)
Fig. 8.13 Comparison of the predicted crack extension vs. reaction force of the
second crack with the experimental measurement
8.4.3. Effect of fracture criteria
Because of simple calibration procedures and ease of implementation, a constant effective
plastic strain has been widely used as a criterion in the prediction of ductile fracture [163]. This
simple fracture criterion, which is usually calibrated from a single type of test, assumes a constant
fracture strain independent of the stress triaxiality. For the current study, the constant strain
fracture loci of weld material and CGHAZ material are represented as the two horizontal dash
lines with the experimentally determined plastic strain to fracture of (7 )CGHAZ 0.29 and
(zf Lid =0.24, see Fig. 6.18 and 6.28.
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Additional runs were made assuming the constant fracture strain. The numerical simulation was
unable to predict the second crack onset. Instead, a steady crack growth along the centerline of
the weld was predicted, as shown in Fig. 8.14. In contrast, with the proposed fracture locus, the
numerical model can successfully predict the complex fracture. It can be concluded here that the
constant fracture strain criterion is not applicable to complicated cases such as the fracture of
welded structures.
Fig. 8.14 Model with the constant fracture strain cannot predict the realistic crack propagation
8.4.4. Analysis of stress and strain at the crack tip
Both the changes in local geometry and local material properties will influence the resulting stress
strain field, which determines the damage parameter as a direct measure of the fracture. In
Chapter 7, a quantitative study, using an idealized tri-material model, was performed considering
a wide range of mismatch cases. With the FE model validated by the test results, it is then
possible to evaluate the local stress-strain field of the ICE panel with calibrated material data of
the four material zones, which can help understand the weld-involved crack formation and
propagation phenomenon.
Prior to crack initiation
Figure 22 shows the contours of the stress triaxiality, equivalent plastic strain and damage
parameter just prior to the first crack initiation. It is seen from Fig. 8.15 (a) that the plastic
deformation is contained within the two softest zones: weld and CGHAZ. The maximum value of
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equivalent plastic strain consistently occurs at the crack tip in the weld, which is much higher
than the plastic strain in CGHAZ. However, the damage distribution actually has two peak areas
which compete for the crack location. In addition to the crack tip (Peak 1 in Fig. 8.15 (c)) with the
maximum plastic strain, the CGIIAZ closer to its interface (Peak 2 in Fig. 8.15 (c)) to the weld
also appear to be a potential location for crack initiation due to the high magnitude of stress
triaxiality (Fig. 8.15 (b)).
(a) (b)
(c)
Fig. 8.15 Contours of (a) stress triaxiality; (b) equivalent
prior to fracture
plastic strain; (c) damage parameter just
During crack propagation
The evolutions of contours of effective stress in the vicinity of the crack during the crack
propagation are shown in Fig. 8.16. In the first three plots (3=9.5, 10.6 and 12 mm), the crack
front advances along the centerline of the weld and the deformation mode appears to be
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symmetric. However, at ( = 13.2 mm, the deformation becomes slightly asymmetric and the
effective stress localization near the interface between the weld zone and HAZ on the right side.
This slight declination gradually becomes dominant, and eventually results in the second crack
formation and propagation, as shown in the last two plots in Fig. 8.16, 8=14.5 and 15.0 mm.
The predicted crack locations is in an excellent agreement with the test observation (Fig. 8.8).
However, a question that naturally arises is "how can the symmetric finite element model produce
asymmetrical results". One explanation is that during the fracture process, new free boundaries
are generated as the crack propagates inside a continuum. Consequently, the local deformation
and stress fields become discontinuous across the crack. In a discretized finite element model,
such instability is present as "noise" or "vibration" in the local stress and strain distribution,
which then "re-disturbs" the previous symmetrical conditions and actuates unsymmetrical
deformation modes. It can be concluded here that the results via the proposed finite element
modeling are very realistic from such a point of view of predicting fracture mechanism.
5 ~ 9.5mm 1 ~ 10.6mm o ~ 12mm
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1,5 ~2 14.5mm 1 15 5.0mm
Fig. 8.16 Contours of effective stress during the crack propagation
Stress strain state along the first crack extension
More information regarding the crack formation and propagation can be obtained by observing
the evolution of the stress triaxiality and equivalent plastic strain, which are the key parameters
controlling fracture. Figure 8.17 (a) and (b) displays the distribution of the stress triaxiality and
equivalent plastic strain, respectively, along the first crack paths at different deformation stages.
As shown by the two curves with 5=0.4 and 3.6 mm, prior to the crack initiation, the point at the
initial crack-tip undergoes stationary blunting with a stress triaxiality around a-,,, /=0.41,
circled in Fig. 8.17 (a). The magnitude of stress triaxiality then increases to 0.67 with a steep
slope in the adjacent region ahead of the crack tip. After the first crack starts from the initial
crack-tip (i5=12.0 and 14.0 mm), the points on the crack extension line undergo the same
deformation history with o-m /a- equal to about 0.58 (transverse plane strain). As shown in Fig.
8.17 (b), the effective plastic strain increases very fast in the adjacent region ahead of the crack
tip, indicating the plastic deformation is highly localized at the crack tip.
The history of the stress triaxiality and the effective plastic strain at different locations along the
first crack is shown in Fig. 8.18. The average stress triaxiality increases from a-, /a=0.4 to 0.58
as (, goes from 0 to 25.8 mm, Fig. 8.18 (a). For points lying from 4,=25.8 mm to the end of the
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1( ~ 13.2mm I
crack, 4( =48 mm, there is no significant variation. This regularity in the formation of the stress
and strain fields at the crack tip indicates a steady-state process.
However, it is evident that the loading states for the points on the crack-extension line are
different for the stationary crack-tip (4, =0 mm), and propagating crack-tip. The present fracture
criterion is able to capture this variation in stress state, and as shown in Fig. 8.18 (b), the
equivalent plastic strain to fracture, gf, decreases from 0.26 to 0.19 monotonically along the
extension line of the first crack. Another interesting observation shown in Fig. 8.18 (b) is that for
the point at the stationary crack-tip, ( =0 mm, the equivalent plastic strain increases almost
linearly up to fracture. Conversely, the equivalent plastic strain at the propagating crack tip
( 10.2, 25.8 and 48 mm) undergoes an abrupt growth until it gets close to fracture.
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Stress strain state along the second crack extension
Figure 8.19 shows plots of the stress triaxiality and the effective plastic strain along the second
crack path at various deformation stages. As compared to the first crack, there is relatively small
variation in stress state as the crack advances. The distribution of equivalent plastic strain, Fig.
8.19 (b), dose not have such a highly localized range near the crack as can be seen in Fig. 8.29 (b)
for the first crack.
Six points were chosen along the crack extension line from the start point to 2 =23 8.5 mm. As
shown in Fig. 8.20 (a), the values of average stress triaxiality at such points were found to be
about 0.58 with very small variation. Consequently, different from the previous case for the first
crack (Fig. 8.18 (b)), the values of equivalent plastic strain to fracture at those points along the
second crack path are constantly equal to 0.195.
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Slant fracture
The crack propagation exhibit a slant macroscopic fracture surface, with an angle of
approximately +45' with respect to the loading direction, as shown in Fig. 8.6. Similar
phenomenon in pre-cracked AA 2024 thin sheets under Mode I tension has been investigated
experimentally and numerically [17, 164-166]. Failure was found to initiate at the notch root in a
small triangular region perpendicular to the loading direction. Outside of this zone, slant fracture
was observed, Fig. 8.21. Microscopic observations showed that in slanted regions the voids tend
to coalesce rapidly according to a "void sheet mechanism" which leads to the formation of
smaller secondary voids in the ligaments between the primary voids, as shown in Fig. 8.21 [17,
18, 164].
It can be well interpreted with the current numerical results despite of the fact that a finite
element model consisting of shell elements is not capable to predict a slant fracture visually. As
shown in Fig. 8.20 (a), the stress triaxiality a- / 5 = 1/ F 0.58 for the propagating crack
front, indicating a transverse plane strain conditions. This situation promotes easy strain
localization and justifies the observed slant fracture mode with a localization angle (i 45'), in
Fig. 8.6.
Crack Propagating direction
(a) (b)
Fig. 8.21 (a) Large dimples in the flat region (b) small dimples in the slanted plane [165]
8.5. Partial conclusions
Large-scale Mode I crack initiation and growth is investigated numerically and compared with
the results of tests performed on welded extruded sandwich panels made of AA 6061. Crack-
growth simulations of the Mode I test were performed using the finite element code ABAQUS
with a newly developed fracture locus. The purpose of this study is to gain an understanding of
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several practical issues relevant to modeling welded thin-walled structures with the local
approach based fracture criterion in crack-growth simulations. Of interest is the prediction of the
global load displacement response, the local stress-strain field, and understanding of the effects of
finite element mesh size on solution accuracy. The following conclusions can be drawn from this
study:
* Prediction of crack growth using the discrete element removal technique combined with
the proposed fracture locus is shown to be a robust method for the analysis of welded
thin-walled aluminum structures
" Consistent simulation predictions on crack growth with negligible element-size
dependence can be obtained if the input variables to the damage parameter Dc are
consistent with the element size with which Dc is calibrated
* The process of crack initiation, initial growth, sudden jump to the new location and the
subsequent steady-state extension was explained by an in-depth analysis of the local
stress and strain fields along the crack path
" The most spectacular result from the simulation was a sudden jump of the crack from the
weld zone to the HAZ, which was accurately predicted when compared to the
experiments
" The fracture criterion based on the constant critical value of the equivalent strain to
fracture can not predict many features of the panel rupture process
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Chapter 9
Mode III Fracture of Large-Scale Welded
Extruded Aluminum Panel
9.1. Introduction
In this chapter, the ductile fracture of welded ICE panels is studied experimentally and
numerically, under Mode III (out-of-plane) global loading condition. Such loading situation adds
more complexity to the problem, compared to the previous Mode I loading, because the structure
is now undergoing a mixed deformation mode.
There is considerable work done on the mixed mode 1/III fracture in brittle material regimes.
The earliest and also the most popular fracture criterion for mixed mode I/II fracture, the
maximum tensile stress criterion, was proposed by Erdogan and Sih from brittle fracture
community [167]. The criterion prostitutes that the fracture is governed by the attainment of a
critical tensile stress, and the direction is perpendicular to the critical tensile stress direction.
For materials with certain amount of ductility at failure, earlier work found that mixed mode
ductile fracture is controlled by two distinct macroscopic fracture mechanisms, i.e., tensile type
and shear type, and the failure type of a given specimen depends on the loading mixity. Stress
intensity factors K, and K11 were proposed as the mixed fracture parameters based on test
results of have been reported for 4340 steel , F-stainless steel [168], spot welded steel sheets
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[169], and aluminum alloy [168, 170-172]. Other global fracture parameters were also used to
model the mixed mode ductile fracture, e.g., the modified J integrals denoted as Jc and J11c to
characterize the elastic-plastic fracture [168, 173, 174], the crack-tip displacement CTDJJ and
the plastic strain intensity CII for pure Mode III fracture [175, 176]. However, it appears that all
these fracture parameters and theories cannot be used to predict the transition of failure from
tensile type to shear type [177]. In addition, these global parameters are proved to be dependent
of the specimen and loading configuration [30], and therefore results in the uncertainty in
transferring the lab determined parameters to real world structural components under complex
loading conditions.
Efforts based on the local approaches with a full transferability can be found in the literature
[178]. Negre et al. [142] conducted combined experimental and numerical study of ductile tearing
on small scale laser welded Al sheets. The numerical simulations were based on the Gurson-
Tvergaard-Needleman model with material properties and characterized by means of micro-flat-
tensile specimens. The respective microstructure was analyzed. However, all these studies still
remain in the stage of small scale models.
The present chapter aims at proposing a computational strategy that could ultimately be used to
predict ductile crack growth in large-scale engineering structures under complex loading modes.
The fracture of welded ICE panel under Mode III loading is taken as a typical example. The
simulations were based on the proposed local fracture criterion, in which, the effect of different
loading modes is incorporated by defining the material ductility as a function of the stress state.
The local fracture parameters are by definition intrinsic to the material and can be characterized
from small scale testing. This strategy allows one to transfer the results of the lab tests to larger
structures with an increased level of confidence.
This chapter is divided into three parts: experimental study, numerical modeling, and results of
the simulations. In the fist part, experimental setup as well as critical observations and
measurements are presented. The numerical procedure is then described together with the
identification of the important modeling parameters. The finite element model is validated by
comparing the predicted global load response and deformation shapes with the test results. In the
rest of this chapter, the stress strain fields of ductile crack formation and subsequent steady state
propagation are discussed extensively, which provides further insight into the fracture mechanism
under the current Mode III loading.
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9.2. Large-scale Mode Ill fracture test
9.2.1. Specimen configuration
To achieve a symmetrical loading condition, two double-welded-panels are fixed together, as
shown in Fig. 9.1. The specimen was composed of four extruded aluminum ICE panels, which
form two long seam welds in each of the upper and lower surfaces. The geometry of each panel is
the same, (see Section 5.3). Two single edged precut were introduced at each of the upper and
lower surface. Two different magnitudes of the precut length (150 mm and 200 mm) were
considered in this study.
out outs for load introduction devices
out-of-plane load F
150 mm 100 mm +
(200 m) X150 m + + precut ' Radius 5 at tip
precut ++of precut
+ + connection of two
+ + welded panels
welds to be tested
F
welds to be tested
Fig. 9.1 Configuration of the large-scale Mode III specimen (Unit: mm)
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9.2.2. Experimental setup
In order to study ductile crack propagation over long distances under Mode III conditions, a 400
kN hydraulic actuator was used (see Fig. 9.2). The specimens were loaded with out-of-plane
forces by two fixtures in the central part at one end, with the rest of the same end fixed in all
directions. No other constraint was applied elsewhere. The test fixture was designed in such a
way that the two central panels were pulled upward vertically. The load introduction fixtures
assured that the ends of the panels always stayed horizontal with two bolted steel strips, as shown
in Fig. 9.3. Therefore, the loading direction remained perpendicular to the original plane of the
panels.
Actuator
Fig. 9.2 Test setup of large scale mode III test, front and rear view
Fig. 9.3 (a) Detail of the fixture, (b) close look at the precut of weld of large scale mode III test
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9.2.3. Test procedure
In total, three specimens were tested, including one specimen with the length of precut 200 mm
(Test #1), and the other two with the length of precut 150 mm (Test #2 and #3). The measured
data includes (i) the reaction force from the testing actuator; (ii) the cross-head (actuator)
displacement, 5; (iii) length of crack extension; (iv) deformation shapes of the specimen during
the loading process. In addition, for Test #2 and #3, the crack opening of both welds were
measured with a draw-wire-displacement transducer, as shown in Fig. 9.4 (b).
All tests are deformation controlled with a prescribed loading speed, Fig. 9.4 (a). Due to the
high stiffness of the panels, in all tests, the loading speed in the beginning of the test was 1 mm
per minute. In order to achieve a reasonable test time (maximum deformation is 200 mm), once
the crack started, the actuator speed was increased to 10 mm per minute, which is still very slow.
Therefore, the test should be considered as quasi-static and no dynamic effect needs to be taken
into account.
Inductive
displacement
Wire
Draw-wire
displacement
transducer
(a) (b)
Fig. 9.4 (a) Displacement transducer, (b) Measurement of crack opening by a
draw-wire-displacement transducer
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9.2.4. Experimental Results
Measure load displacement response
The load displacement curves of the global deformation of the load introduction point for all three
tests are given in Fig. 9.5. For Test #1 with a precut length of 200 mm, the peak load is lower
than the other two tests with precut length of 150 mm. It also can be seen that the steady state of
crack propagation was delayed in Test #1, compared to the other two.
The load displacement curves exhibit a linear increase at the beginning. After the load reached a
peak value, the crack starts. It is interesting, that the load displacement is characterized by a
steady state crack propagation. The crack propagates steadily with increasing deformation and
decreasing load. The curves for Test #2 and #3 are nearly identical, except for in the region near
the peak load there are some differences. All of the three curves are very close to each other
during the steady crack propagation (8 >70 mm), showing good repeatability of the test.
--....... Test #1 (Precut 150 mm)
- - - - Test #2 (Precut 200 mm)
Test #3 (Prec
Of.
i .9
-9
-20 0 20 40 60 80 100
Displacement
ut 200 mm)
be
I . I . I ' I . I ' 1
120 140 160 180 200 220
6 (mm)
Fig. 9.5 Measured load displacement curves of all the three tests
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Measurement of the crack opening
Due to a slight difference in design the opposite panel edges, the right left welds underwent
slightly different crack opening, as shown in Fig. 9.6. The right crack always has a greater
opening than the left crack.
Crack opening
at left weld Crack opening at
right weld
Fig. 9.6 Different crack opening of right and left weld (Test #3)
Figure 9.7 displays the measured opening of both the right and left cracks vs. the actuator
deformation. Test #2 and #3 gave almost same results. One can see that from the point of crack
initiation to 6=25 mm, the opening is the same for both sides. By reaching the ultimate load, the
crack developed faster on the right side than on the left side, and the maximum difference in the
two crack opening curves is about 30 mm. After the displacement 5 reached about 50 mm, both
cracks undergo steady propagation. The extension of both cracks is then almost identical till the
end of the test, indicated by the same slope of two curves in Fig. 9.7. One can see that the crack
opening experienced by the right weld is almost identical to the actuator displacement (an almost
45' oblique line).
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Fig. 9.7 Measured crack opening of both cracks vs. 8 of Test #1 and Test #3
Measure length of crack extension
The history of crack extension length q was determined from the test video of Test #3. The video
shows the right weld of Test #3 only. The accuracy of the measured crack length may suffer from
the difficulty to read the exact length of the crack at a certain time from the video image. The
actuator displacement 5 vs. q is plotted in Fig. 9.8. The measured curve can be approximated by
a straight line (the dash line in Fig. 9.8). It can also be concluded that the crack propagation speed
is almost constant. The magnitude of the speed is roughly constantly equal to 40 mm/minute,
which is the slope (4) multiplied by the actuator speed (1 0mm/minute).
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Fig. 9.8 Measured the length of the crack extension vs. actuator displacement 8 on the
right weld of Test 3
9.3. FE modeling
Three-dimensional numerical simulation was performed using the finite element program
ABAQUS/Explicit. Figure 9.9 displays the finite element model, consisting of the four-node
reduced integration shell elements. Only half of the specimen was simulated, considering
geometrical and material symmetry relative to the centerline of the specimen. Consequently, only
one precracked weld line on each of the upper and lower surfaces was incorporated in the current
model. The near precrack tip region in the two face sheets is very critical because the plastic
deformation as well as fracture is localized there. This region was refined with an element size
Al =2 mm, as shown in Fig. 9.9 (b). In total, the finite element model is meshed with about
55,000 elements.
The boundary conditions used in the simulations are also schematized in Fig. 9.9. Symmetric
boundary condition was applied on all the nodes along the centerline. The modeling of the
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loading fixture is consistent with the test setup (Fig. 9.1-9.2): each test fixture was modeled as
two rigid strips with the end of the specimen clamped in. As shown in Fig. 9.9 (a), a prescribed
upward velocity V was applied on one fixture, while the other fixture was constrained in all
direction.
Same as the Mode I model presented in Chapter 8, the present specimen was modeled as a four-
material system, consisting of the weld zone, CGHAZ, FGHAZ and base materials. These four
materials were represented by the standard J2 flow theory of plasticity with the calibrated true
stress-strain curves as given in Chapter 5 and 6. The widths of the four zones were determined
based on the measured hardness distribution, as given in Fig. 6.1. It was found in Chapter 7 that
for the current weld joint, which has a ratio of width of the weld zone and CGHAZ to thickness
greater than 3, that the width effect of these zones is not significant for the Mode III loading
condition.
Approximate fracture loci of weld and CGHAZ, determined in Chapter 6, were implemented
into the FE model using the "Shear Failure" option provided by ABAQUS. [78]. The fracture
loci shown in Fig. 6.18 and 6.28 are implemented as a table with two columns including the
equivalent plastic strain to fracture and the average stress triaxiality. "Element Deletion" [78] was
used to simulate the crack propagation.
Symmetry BC applied
ixed Side
Fig. 9.9 FE model with details in the near precrack tip region
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9.4. Numerical results and discussions
9.4.1. Comparison with experimental results
In this section, the numerical predictions are compared with the experimental results of Test #3,
which has the most complete measurement, as discussed in Section 9.2.
Load displacement response
The predicted load displacement response is compared with the test measurements in Fig. 9.10.
The predicted peak load is about 115 kN, which is about 10% higher than the measured value,
105 kN. This discrepancy can be explained by considering the geometry and material
imperfections in the real specimen that were not incorporated in the current finite element model.
The displacement to fracture onset is not obvious in the load displacement response, but can
rather be determined from the history of effective stress at the crack initiation location. It can be
seen from Fig. 9.11 that the corresponding element experiences a sudden drop of the effective
stress to zero when the displacement reached gf=26 mm. Only a slight decrease in the slope of
the load displacement curve can be observed around that displacement, as shown in Fig. 9.10(b).
The plastic strain hardening in the precut zone causes the load to increase despite of the presence
of a crack. However, after reaches a peak point around 8=33 mm, the magnitude of the load
decreases with an almost constant slope, due to the weakening effect of crack propagation. The
numerical model has successfully captured the experimental measured constant slope, as shown
in Fig. 9.10(a). In the crack propagation range, the numerical curve exhibits some noise-like
vibrations, which results from the instantaneous local stiffness change due to removal of failed
elements, as discussed in Chapter 8. In general, a very good correlation is achieved between the
numerical and test results. The dissipated energy is obtained by integrating the reaction force over
the displacement. As shown in Fig. 9.12, the numerical results give an excellent match to the test
measurement.
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Deformation shapes
A sequence of predicted deformation shapes is compared with the test images in Fig. 9.13. The
precracked tip underwent a significant plastic deformation, which is indicated by both the
blunting shape in the test image (left), and a concentration of effective plastic strain in the
numerical results (right), Fig. 9.13(a). One can see from the deformation shape around the crack
tip that, this localized plastic deformation appears to be tension/stretching. The crack initiates in
the weld zone along the interface with CGHAZ on the fixed side, as shown by both the test and
numerical results in Fig. 9.13(b). This result confirms the conclusion in Chapter 7 on crack
initiation location for the current ICE weldment with the mismatch ratio MR =0.875. Figure
9.13(c) displays the numerical obtained deformation shape and a test image around the crack
extension line during steady-state propagation. It is seen that different from the Mode I fracture
case presented in Chapter 8, the Mode III fracture of ICE panel shows a consistent propagating
path along the direction of crack initiation. The numerical results give a very good agreement to
the test images for all of the three ranges of deformation.
Plastic deformation
of the weld
(a)
244
Crack propagates in weld along the edge
with CGHAZ closer to the fixed side
(b)
(c)
Fig. 9.13 Comparison of deformation shapes obtained from the numerical simulations and test
images (a) before the crack initiates; (b) in the early stage of crack propagation; (c) during the
steady state crack propagation
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Reaction force vs. crack extension
The history of the crack extension q of the right side weld in Test #3 was measured from the test
video, as presented in Section 9.3. It is then possible to compare the predicted reaction force vs.
the crack extension q with the experimental results.
As shown in Fig. 9.14, these two curves correlate well. One can see that at the beginning of
crack propagation, q <100 mm, there is no significant loss in measured crack resistance of the
specimen. The reaction force even undergoes a rapid increase in the numerical prediction. As the
crack extension increases, both the numerical and experimental results decrease with an almost
constant rate.
0'
o
0
0
,0
0
I 0
-100 0 100 2
-- Experimental result (Test #3)
E Numerical prediction
00 300 400 500 600 700 800
Length of crack extension , (mm)
Fig. 9.14 Comparison of the reaction force vs. the length of crack extension
numerical simulations
from the test and
9.4.2. Effect of the length of precrack
As presented in Section 9.2, one specimen with precut length equal to 200 mm (Test #1) was
tested in addition to the two panels with 150 mm long precuts (Test #2 and #3). It is of interest to
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look into the effect of length of precrack on the load and fracture response of the welded ICE
panels.
Force displacement response
The calculated load displacement responses with two different precut lengths are compared to the
test measurements in Fig. 9.15. The linear elastic stiffness of the specimen decreases from 4.25
kN/mm to 3.12 kN/mm and the peak load drops by 10 kN, when the precut length increases from
150 mm to 200 mm.
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Fig. 9.15 Numerical results and test measurement of the load displacement
response with two different lengths of precut
As indicated by the effective stress distribution in Fig. 9.16(b), the precut edge near the notch is
undergoing compression from the bending mode due to a longer precut. The crack tip thus
experiences a higher stress concentration, which results in a lower global ultimate force. On the
other hand, for the model with a 150 mm long precut, Fig. 9.16(a), the stress distribution is more
uniform and no obvious local bending mode can be observed.
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(a) (b)
Fig. 9.16 Calculated contours of effective stress with (a) 150 mm long precut; (b) 200 mm long
precut showing bending mode due to a larger precut
Fracture initiation
The contours of the effective stress for two different precut lengths are compared in Fig. 9.17. It
is found that the length of precut has very little effect on the location of crack initiation. For both
cases, crack initiates at the same location in the weld near the interface to CGHAZ in the fixed
side. The history of effective stress and stress triaxiality at the two initiation sites are plotted in
Fig. 9.18. Evolutions of the stress triaxiality at the fracture initiation location for these two cases
are compared in Fig. 9.18(a) showing very similar stress state up to fracture. However, as the
precut length increases from 150 mm to 200 mm, the fracture onset is delayed for about 3 mm in
crosshead displacement, shown as the distance between the two dashed lines in Fig. 9.18(b). This
result gives a good correlation to the load displacement responses in Fig. 9.15, where the two
curves indicate a similar shift in the onsets of peak load.
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Same locations for crack initiation
(a) (b)
Fig. 9.17 Calculated contours of effective stress at the moment of fracture onset of (a) 150 mm
long precut; (b) 200 mm long precut showing same locations for crack initiation
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Fig. 9.18 Comparison of history of (a) stress triaxiality and (b) effective stress at the crack
initiation location in the models with two different lengths of precut
9.4.3. Stress and strain field
According to the proposed local approach, crack extension is controlled by a combination of
stress triaxiality (hydrostatic pressure) and equivalent plastic strain. Therefore both these two
parameters are studied before and during crack propagation. It was proved in Chapter 3, that the
variation of stress strain data through the thickness direction, in the deformation localization
region, is insignificant. Therefore, the stress strain quantities are monitored over the upper
surface, which is capable to represent the in-plane of the whole model, considering a uniform
distribution through the thickness direction.
Analysis of crack initiation
Figure 9.20 shows the distribution of the equivalent plastic strain and stress triaxiality along the
initial crack tip at four different deformation stages. The path for data extraction is illustrated as
the arrowed line in Fig. 9.19. At the initial stage of loading process (8= 3.6 and 5.6 mm), the
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plastic deformation is almost uniform, while the stress triaxiality distribution exhibits a large
variation from compression on the moving side (am /a -0.3) to tension on the fixed side
(am / 6= 0.3). This asymmetric stress state along the initial crack tip is a consequence of the
asymmetric loading conditions.
As the deformation increases (8>12 mm), the stress triaxiality curves become flatter and
approach a magnitude of 1/3, shown as the dashed line in Fig. 9.20(b). Meanwhile, a plastic
localization appears and the equivalent plastic strain along the initial crack tip reaches a peak
value close to the interface between the weld zone and the CGHAZ on the fixed side, (marked
with a dashed line in Fig. 9.20(a) and (b)). The stress triaxiality at this location remains around
1/3 during the loading process up to fracture, which is a stress state close to uniaxial tension. In
contrast, initial crack tip that on the moving side undergoes relatively small plastic deformation
with a stress triaxiality increasing from -0.3 to 0.2, indicating a compression state at the beginning
of deformation.
The above results can explain the predicted crack extension line, starting from the location with
highest combination of the stress triaxiality and equivalent plastic strain, which is circled in Fig.
9.19. This prediction is consistent with the experimental observation, as shown in Fig. 9.13.
CGHAZ
01
SMoving side
Weld
zone
CGHAZ
Crack
extension
line
Crack
initiation
location
Fixed side
Fig. 9.19 Illustration of the data extracting path along the initial crack tip and
predicted crack extension line
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Fig. 9.20 Calculated distribution of (a) the equivalent plastic strain and (b) stress
triaxiality along the initial crack tip at five different deformation stages before
fracture initiation
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Figure 9.21 displays the evolution of the equivalent plastic strain and the stress triaxiality along
the crack extension direction under different deformation stages. It can be seen in Fig. 9.21(a) that
the size of the crack tip plastic zones remained very small up to the moment of cracks initiation.
For this reason, only the results within a range of 150 mm from the initial crack tip are presented
here.
During the beginning of deformation ( 3 = 5.6 mm), the stress triaxiality suffers a large
variation along the crack extension direction. As shown in Fig. 9.21 (b), it firstly increases rapidly
from a stress state close to uniaxial tension (1/3) at the initial crack tip, to about 2/3 at the location
12.5 mm ahead of the initial crack tip. It then reduces to a more uniform region through out the
rest of the plastic zone with stress triaxiality about 0.45. After the plastic deformation spreads
further, (3 = 18 and 24 mm), a wider peak zone is developed in a distance starting from 12.5 mm
to the edge of the plastic zone, demonstrated as the region between the two dashed vertical lines
in Fig. 9.21 (b). In such a zone, the stress triaxiality is about 0.58 (1/,3), which indicates a
transverse plane stain loading state. From this point on the tearing process can be considered as a
steady state. In addition, from the initial crack tip to 12.5 mm can be considered as a fracture
processing zone for the crack initiation, since it is where the equivalent plastic strain distribution
localizes to, as shown in Fig. 9.21 (a). Consequently, damage rapidly accumulates until the crack
is formed. It can also be concluded from Fig. 9.21 (b) that the stress state in this process zone is
tension dominant, since the stress triaxiality is in a range from 0.3 to 0.6.
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Fig. 9.21 Calculated distribution of (a) the equivalent plastic strain and (b) stress triaxiality along
the crack extension direction from the initial crack tip at five different deformation stages before
fracture initiation
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Analysis of crack propagation
The contours of equivalent stress at five different stages during the crack propagation are
displayed in Fig. 9.22. Failed elements have been removed for clarity. The four different material
zones are bounded by solid lines, where the discontinuities of the stress distribution can be
observed.
Peak areas of the equivalent stress occurs at the crack tip and at the interface between the
CGHAZ and FGHAZ, which agrees well with the two stress concentration sites predicted in
Chapter 7 for the current strength mismatch condition under Mode III loading. Crack front is
marked with a dotted circle in each plot of Fig. 9.22. The stress distribution along the crack
extension line remains almost same as the crack advances into a steady state (3> 35 mm),
including a high stress contour shape around the crack front and a region under near stress-free
state 20 mm further behind the crack front. It indicates a similar stress state history for the
moving crack. Consequently, the crack resistance is nearly constant during the steady-state crack
propagation. This conclusion agrees well with the observation on both numerically obtained and
measured load displacement response, showing an almost constant slope in the steady-state
region, as shown in Fig. 9.10.
S ~ 30mm S~35 mm
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Fig. 9.22 Calculated contours of the equivalent stress near the crack front at five different
deformation stages during crack propagation
Stress strain state along the crack extension
The length of the crack extension ; vs. the cross-head displacement 1 at five corresponding
stages during crack extension is plotted in Fig. 9.23 and compared with the experimental
measurements. A very good correlation is achieved.
Figure 9.24 depicts the calculated distribution of the stress triaxiality and equivalent plastic
strain along the crack extension at the above five different stages. It can be observed in Fig.
9.24(b) that the stress triaxiality at the crack front is always about 0.4. It then presents two peak
sites: one is about 15 mm ahead of the crack front with O-m /a= 0.6; the second one, which has a
flatter shape, is about 80 mm ahead of the crack front with -m /5=0.58, indicating a transverse
plane strain condition which existed near the crack tip prior to propagation. This data confirms
the observation on the equivalent stress distribution in Fig. 9.22, that the region around the
moving crack front has very similar stress state history. After reaches the second peak, the stress
triaxiality then undergoes a linear decreasing with the distance from the crack front to a
magnitude of -0.3, which is a stress state near a uniaxial compression. The portion of the crack
extension line that is under tension, has an almost constant length, which is found to be 280 mm.
It is interesting that the stress triaxiality slightly increases again after reaches the lowest point,
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and thus the distribution curves during the crack propagation appear to be with an unchanging
shape as an oblique "Z".
The described regularity in the deformation field along the crack extension line can be observed
more clearly from the distribution of the equivalent plastic strain. The shapes as well as the
magnitudes of the five curves at different deformation stages are almost identical, as shown in
Fig. 9.24(b). Compared to the plastic zone right before the crack initiation, "8= 24 mm" in Fig.
9.21(a) with a length of 12.5 mm, the plastic zone in the steady state crack propagation reaches up
to 100 mm ahead of the moving crack front. In this zone, the equivalent stress increases rapidly
from zero to about 0.17 at the adjacency ahead of the crack front, as shown in Fig. 9.24(b).
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Fig. 9.23 Comparison of numerical results of the corresponding five crack extension lengths q
vs. the displacement 1 with the experimental measurement
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Fig. 9.24 Calculated distribution of (a) the equivalent plastic strain and (b) the stress triaxiality
along the crack extension direction from the initial crack tip at five different deformation stages
during steady-state crack propagation
258
0.7-
0.6-
0.5-
0.4-
0.3-
0.2-
0-.
E
cc
I
0.1-
0.0-
0
., -0.1-
U'
-0.2-
-0.3-
-041
1w
I..
(A
U
IA(U
0.
4.'
a'
(U
0*w
0.18-
0.16-
0.14 -
0.12 -
0.10-
0.08 -
0.06 -
0.04-
0.02-
0.00- " -
.0
The process of fracture under the current Mode III loading can be further discerned by
observing the history of the stress triaxiality vs. the equivalent plastic strain data at locations
along the crack extension line during the crack formation and propagation. The triaxiality vs. the
equivalent plastic strain is plotted in Fig. 9.25. Four typical locations were selected: (i) q =0,
which is the crack initiation location; (ii) q =8 mm, which is at the crack front in the beginning
stage of crack propagation; (iii) q =70 mm and (iv) q =290 mm, which are located in the steady-
state crack extension region.
Each pair of neighboring scattering marks along the curves stands for the same amount of the
crosshead displacement. Compared to the first two locations, a relatively rapid strain localization
can be observed in the last two steps of g =50 mm and 290 mm curves. It is demonstrated as a
larger growth of the plastic equivalent strain between the neighboring marks.
As shown in Fig. 9.25, at crack formation, the average stress triaxiality is about
(a. / a)av =0.38, and the element fails when the equivalent strain 4f reaches 0.28. Consistent
with the stress strain field regularity shown in the previous results, there is no obvious difference
between the g=50 mm and g =290 mm curves, which present a same average stress triaxiality
(Orm / )av =0.58 and critical equivalent strain .6 =0.195. The location at q =8 mm can be
considered as a transition zone between the crack formation to the steady state of crack
propagation. The curve of q =8 mm presents an intermediate stress state with (am / UOav. =0.48
and a critical equivalent strain Zf=0.22. The variation of the fracture modes is clearly depicted in
Fig. 9.25. The above three sets of ((a, / a),, Zf ) are defined by the fracture locus given in Fig.
6.28. It can be seen that the proposed local fracture criterion is capable to capture this complex
phenomenon by taking into account the effect of the stress state on the material ductility.
It is interesting that even though the global loading condition is Mode III (out of plane), the
current stress states in the steady propagation is very similar to the Mode I case as discussed in
Chapter 8, which is a transverse plane strain condition, indicated by an average stress triaxiality
about (o-, /)a =0.58. It can be concluded from these studies that for the current thin-walled
large scale structure with long weld seam line, the fracture modes are tension dominant, which
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can be more specifically characterized as a transverse plane strain condition during steady state
crack propagation.
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Fig. 9.25 Predicted history of the stress triaxiality vs. the equivalent plastic strain at four
different locations along the crack extension line
9.5. Partial conclusions
Fracture of the large scale welded ICE panels under Mode III loading has been studied both
experimentally and numerically. Ductile damage is numerically simulated by the proposed local
approach. The present finite element model can successfully predict the global load displacement
response, as well as the deformation modes involving the crack formation and propagation in this
quite sophisticated problem.
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The following conclusions have been obtained:
" The predicted load displacement curve gives a very good correlation to the experimental
measurement. Steady state propagation can be observed from the portion of the load
displacement curve that presents an almost constant slope
" Numerical analysis of crack extension showed that the plastic zone size at the crack front is
in general very small compared to the specimen dimensions. The plastic zone is confined
within 12.5 mm from the initial crack tip up to the crack formation, and then extends to a
length of 100 mm. The size and shape of the plastic zone undergoes very little change
during the steady state propagation
* The calculated stress/strain fields along the crack extension line indicate the variation of
stress state at the advancing crack front. It is found that the average stress triaxiality
changes from 0.38 at the fracture initiation location to 0.58 in the steady state propagating
region. The proposed local fracture approach is capable to incorporate this complex stress
state condition. The predicted crack extension length vs. reaction force is validated by the
test results
* Despite of the difference in global loading from Mode I and the current Mode III cases,
fracture in both loading modes is tension dominant. Especially, for the steady state
propagation, the stress state is characterized by a transverse plain strain condition, which is
indicated by an average stress triaxiality equal to 1/ [3( 0.58).
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Chapter 10
Conclusions and Recommendations
10.1. Summary of results
This thesis focused on the development and validation of an accurate, but pragmatic predictive
methodology for weld fracture in large-scale aluminum structures. Fracture modes and fracture
mechanisms of such problems were investigated in great depth. The main contribution was the
combination of state-of-the-art numerical simulation techniques for aluminum weldments, with a
comprehensive suite of tests, for purposes of correlation and validation.
Validation of a local fracture criterion on aluminum components without welds
It was shown that the local fracture criterion, in which, ductile fracture is controlled by the
accumulated equivalent strain modified by a function of stress state, is able to predict the location
and the onset of the fracture initiation. The validation was performed on two different types of
components. Full-scale quasi-static tests were performed on the S-rails (AA 5754) with a
prescribed crosshead speed of 10 mm/sec. Dynamic tests were conducted using a drop tower
platform with an initial impact velocity of 7.8 m/sec. A large-scale test program on extruded
aluminum panels (AA 6061), using 4-point bend specimens, was then conducted, with the
objectives of calculating the bending strength of the structure and to predict the associated failure
modes and the onset of fracture. Three tests were performed, with good repeatability in terms of
the global response characteristics, the shape of the local buckling modes and the location of the
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first fracture. It was proved that for relatively brittle materials, such as AA 5754 and AA 6061,
there was very little effect of size on fracture. The calculated load-displacement curve closely
followed the experimental results. The proposed local fracture criterion, with the calibrated
fracture parameter, gave excellent prediction for the crack formation in the current problem.
Material characterization of the ICE (Inter City Express) weldment
A novel technique of calibrating heterogeneous weldments for plasticity and fracture was shown
to work very well. This technique eliminated the need for machining and testing small tensile
specimens from different zones within the weld. First, with a Vickers harness test, the
distribution of the hardness across the ICE weldment was obtained. The model with four distinct
material zones, i.e., the weld zone, CGHAZ, FGHAZ and the base material were shown to be
sufficient to simulate accurately the process of fracture.
The CGHAZ and weld zone were identified as the two softest zones, and therefore, most critical
to the deformation and fracture of the weldment. Based on this observation, two types of testing
were designed to obtain the required information for numerical calibration. From small-scale
tensile testing on flat weld specimens, the stress-strain data, up to 4% strain across the weldment,
were measured using a series of strain gauges. This allowed a Ramberg-Osgood law fit of the
stress-strain data for use as input to the finite element models. The test was conducted up to the
point of fracture. Deformation and fracture were localized in the CGHAZ, while the rest of the
specimen underwent very little deformation. The true stress-strain data of the CGHAZ, as well as
fracture loci with different mesh sizes, were then determined from the calibration based on this
tensile test. In order to investigate the plastic deformation and fracture behavior of the second
softest zone, the weld zone, testing of an intermediate-scale Mode I configuration was performed.
An initial single-edged blunt precut was introduced into the weld to induce the necessary
deformation localization. The stress-strain data of the FGHAZ was then determined by
comparing and modifying the initial Ramberg-Osgood law fit of the FGHAZ with the calibrated
data of the base material and the weld material.
The calibrated data was validated by comparing the numerical results with the small and
intermediate-scale test measurements. This calibration procedure, in conjunction with the
proposed local fracture approach, has led to excellent agreement with the test results, in terms of
the predicted deformation shape and load displacement relations, involving both crack initiation
and subsequent crack propagation.
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Mismatch effect on the fracture initiation of aluminum weld joints
The relative strength mismatch ratio between the weld zone and CGHAZ, MR , was identified as
the most critical parameter for both the global load/deformation response and fracture initiation of
aluminum weld joints. It was also found that even slight mismatches between HAZ and weld,
such as 1.13 and 0.88, can make the flat dog-bone model 3.5 and 2 times more likely to fracture
than the model without consideration for the HAZ. Similarly, in the case of the single-edged blunt
cracked plate under Mode I loading, MR has significant influence on the reaction force, as well as
the accumulated damage distributions.
The effects of these two mismatch factors on fracture initiation of aluminum weld joints were
investigated with a tri-material model, including the weld, HAZ and base material. The available
experimental data of typical strength mismatch and geometrical widths of the weld zone and HAZ
were compared, and the effect of the mismatch was described by three parameters. Numerical
simulations were performed on uncracked, dog-bone, welded joints under tension and welded
plates with a single-edged initial crack at the weld center under Mode I and Mode III loadings.
The overall strength, as well as the distribution of the effective plastic strain, stress triaxiality and
damage was examined.
At the same time, it was proved that the size effect, i.e., changing in the width of the HAZ and
weld zone, has little influence on either the global load deformation response, or fracture
initiation for typical aluminum weldments, where 17R is 1 or higher.
Fracture of large-scale welded ICE panels
A unique series of large-scale Mode I and III fracture tests were performed on a class of welded
aluminum thin-walled structures. Apart from revealing the nature of crack initiation and
propagation in large-scale components, the results of the tests were used to validate the fracture
criterion calibrated from small-scale tests. It was demonstrated experimentally that under Mode I
loading, slant fracture was observed with an alternating orientation of +45* and a pitch of 60 mm.
At the same time, fracture in a Mode III testing is found to be flat.
The mechanism of crack initiation and growth in the large-scale welded ICE panels under these
two loading modes was then investigated numerically and compared with the test results.
Prediction of crack growth, using the discrete element removal technique in combination with the
proposed fracture locus, was shown to be a robust method for the analysis of welded thin-walled
aluminum structures. The present finite element model was able to successfully predict the global
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load-displacement response, as well as the deformation modes involving crack formation and
propagation, in this challenging problem. The most impressive result from the Mode I simulation
was a sudden jump of the crack from the weld zone to the HAZ, which was accurately predicted
when compared to the experiments. In contrast, the fracture criterion, based on the constant
critical value of the equivalent strain-to-fracture, cannot predict many observed features of the
panel rupture process.
Despite of the difference in global loading from Mode I and Mode III cases, fracture in both
loading modes was found to be tension dominant. Especially, for the steady state propagation, the
stress state is characterized by a transverse plain strain condition, which is indicated by an
average stress triaxiality equal to 1/3 (~ 0.58).
10.2. Future research
While this thesis has focused on the development and validation of an accurate predictive
methodology for weld fracture in large-scale aluminum structures, a number of key areas remain
unresolved and await further exploration:
" It is recognized that aluminum welds are more prone to large spread of data as their steel
counterparts. The present thesis deals with a deterministic analysis. An attempt should be
made to extend the existing damage accumulation fracture mechanics, together with
three-dimensional numerical simulations, to a statistical framework.
* Sled test on the welded ICE panel similar to those analyzed in this thesis were carried out
as a joint venture between the EMI and IWM Institutes in Freiburg, German. Fracture
was observed in the weldment. It is believed that the methodology developed in this
thesis, together with the above experimental results, will provide further insight into the
dynamic fracture of the ICE weldment under axial crash load, which represent typical
loading situations in many train accident scenarios.
" Slant fracture was observed in the large-scale Mode I testing of welded ICE panels. In the
current study, shell elements were used for numerical simulation and were able to predict
the level of stress state associated with this phenomenon. However, the simulation of
slant fracture on a level of "visibility" is beyond the capability of shell elements. Thus
far, this problem remains unresolved, even when using solid elements. It would be
advantageous for future research to discover the nature of slant fracture numerically,
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considering significant differences in crack resistance of flat fracture and slant fracture
modes.
* In this thesis, an engineering method was used, in which, the mesh size effect was
partially removed by calibrating the fracture parameters as a function of mesh sizes.
Additional effort is required to improve the fundamental understanding of mesh
sensitivity.
* Finally, a suitable way of transferring the present technology to the domestic and foreign
manufacturers of extruded aluminum components and entire cab cars should be found.
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