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4
Introduction
The notion of Hilbert function is central in commutative algebra and is be-
coming increasingly important in algebraic geometry and in computational
algebra. In this presentation we shall deal with some aspects of the theory
of Hilbert functions of modules over local rings, and we intend to guide the
reader along one of the possible routes through the last three decades of
progress in this area of dynamic mathematical activity.
Motivated by the ever increasing interest in this field, our goal is to
gather together many new developments of this theory into one place, and
to present them using a unifying approach which gives self-contained and
easier proofs. In this text we shall discuss many results by different authors,
following essentially the direction typified by the pioneering work of J. Sally
(see [82, 83, 84, 85, 86, 87, 88, 89]). Our personal view of the subject is
most visibly expressed by the presentation of Chapters 1 and 2 in which we
discuss the use of the superficial elements and related devices.
Basic techniques will be stressed with the aim of reproving recent results
by using a more elementary approach. This choice was made at the expense
of certain results and various interesting aspects of the topic that, in this
presentation, must remain peripherical. We apologize to those whose work
we may have failed to cite properly.
The material is intended for graduate students and researchers who are
interested in results on the Hilbert function and the Hilbert polynomial
of a local ring, and applications of these. The aim was not to write a
book on the subject, but rather to collect results and problems inspired by
specialized lecture courses and schools recently delivered by the authors. We
hope the reader will appreciate the large number of examples and the rich
bibliography.
Starting from classical results of D. Northcott, S. Abhyankar, E. Matlis
and J. Sally, many papers have been written on this topic which is considered
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an important part of the theory of blowing-up rings. This is because the
Hilbert function of the local ring (A,m) is by definition the numerical func-
tion HA(t) := dim k(m
t/mt+1), hence it coincides with the classical Hilbert
function of the standard graded algebra grm(A) := ⊕t≥0mt/mt+1. The prob-
lems arise because, in passing from A to grm(A), we may lose many good
properties, such as being a complete intersection, being Cohen-Macaulay or
Gorenstein.
Despite the fact that the Hilbert function of a standard graded algebra
A is well understood when A is Cohen-Macaulay, very little is known when
it is a local Cohen-Macaulay ring.
The Hilbert function of a local ring (A,m) is a classical invariant which
gives information on the corresponding singularity. The reason is that the
graded algebra grm(A) corresponds to an important geometric construction:
namely, if A is the localization at the origin of the coordinate ring of an
affine variety V passing through 0, then grm(A) is the coordinate ring of the
tangent cone of V , that is the cone composed of all lines that are limiting
positions of secant lines to V in 0. The Proj of this algebra can also be seen
as the exceptional set of the blowing-up of V in 0.
Other graded algebras come into the picture for different reasons, for
example the Rees algebra, the Symmetric algebra, the Sally module and the
Fiber Cone. All these algebras are doubly interesting because on one side
they have a deep geometrical meaning, on the other side they are employed
for detecting basic numerical characters of the ideals in the local ring (A,m).
Therefore, much attention has been paid in the past to determining under
which circumstances these objects have a good structure.
In some cases the natural extension of these results to m-primary ide-
als has been achieved, starting from the fundamental work of P. Samuel on
multiplicities. More recently the generalization to the case of a descend-
ing multiplicative filtration of ideals of the local ring A has now become of
crucial importance. For example, the Ratliff-Rush filtration (cfr. papers
by S. Huchaba, S. Itoh, T. Marley, T. Puthenpurakal, M.E. Rossi, J. Sally,
G. Valla) and the filtration given by the integral closure of the powers of
an ideal (cfr. papers by A. Corso, S. Itoh, C. Huneke, C. Polini, B. Ul-
rich, W. Vasconcelos) are fundamental tools in much of the recent work on
blowing-up rings.
Even though of intrinsic interest, the extension to modules has been
largely overlooked, probably because, even in the classical case, many prob-
lems were already so difficult. Nevertheless, a number of results have been
obtained in this direction: some of the work done by D. Northcott, J.Fillmore,
C. Rhodes, D. Kirby, H. Meheran and, more recently, T. Cortadellas and
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S. Zarzuela, A.V. Jayanthan and J.Verma, T. Puthenpurakal has been car-
ried over to the general setting.
We remark that the graded algebra grm(A) can also be seen as the graded
algebra associated to an ideal filtration of the ring itself, namely the m-adic
filtration {mj}j≥0. This gives an indication of a possible natural extension of
the theory to general filtrations of a finite module over the local ring (A,m).
Let A be a commutative noetherian local ring with maximal ideal m and
letM be a finitely generated A-module. Let q be an ideal of A; a q-filtration
M of M is a collection of submodules Mj such that
M =M0 ⊇M1 ⊇ · · · ⊇Mj ⊇ · · · .
with the property that qMj ⊆Mj+1 for each j ≥ 0. In the present work we
consider only good q-filtrations ofM : this means thatMj+1 = qMj for all
sufficiently large j. A good q-filtration is also called a stable q-filtration.
For example, the q-adic filtration on M defined by Mj := q
jM is clearly a
good q-filtration.
We define the associated graded ring of A with respect to q to be the
graded ring
grq(A) =
⊕
j≥0
(qj/qj+1).
Given a q-filtration M = {Mj} on the module M, we consider the associ-
ated graded module of M with respect to M
grM(M) :=
⊕
j≥0
(Mj/Mj+1)
and for any a ∈ qn/qn+1, m ∈Mj/Mj+1 we define a m := am ∈Mn+j/Mn+j+1.
The assumption that M is a q-filtration ensures that this is well defined so
that grM(M) has a natural structure as a graded module over the graded
ring grq(A).
Denote by λ(∗) the length of an A-module. If λ(M/qM) is finite, then
we can define the Hilbert function of the filtration M, or of the filtered
module M with respect to the filtration M. It is the numerical function
HM(j) := λ(Mj/Mj+1).
Its generating function is the power series
PM(z) :=
∑
j≥0
HM(j)z
j .
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which is called the Hilbert series of the filtration M. By the Hilbert-Serre
theorem we know that the series is of the form
PM(z) =
hM(z)
(1− z)r
where hM(z) ∈ Z[z], hM(1) 6= 0 and r is the Krull dimension of M. The
polynomial hM(z) is called the h-polynomial of M.
This implies that, for n≫ 0
HM(n) = pM(n)
where the polynomial pM(z) has rational coefficients, degree r − 1 and is
called the Hilbert polynomial of M.
We can write
pM(X) :=
r−1∑
i=0
(−1)iei(M)
(
X + r − i− 1
r − i− 1
)
where we denote for every integer q ≥ 0(
X + q
q
)
:=
(X + q)(X + q − 1) . . . (X + 1)
q!
.
The coefficients ei(M) are integers which will be called the Hilbert coeffi-
cients of M.
It is clear that different Hilbert functions can have the same Hilbert
polynomial; but in many cases it happens that “extremal” behavior of some
of the ei forces the filtration to have a specified Hilbert function. The trivial
case is when the multiplicity is one: if this happens, then A is a regular local
ring and PA(z) =
1
(1−z)r . Also the case of multiplicity 2 is easy, while the
first non trivial result along this line was proved by J. Sally in [83]. If (A,m)
is a Cohen-Macaulay local ring of dimension r and embedding dimension
v := dim k(m/m
2), we let h := v − r, the embedding codimension of A. It is
a result of Abhyankar that a lower bound for e0 is given by
e0 ≥ h+ 1.
This result extends to the local Cohen-Macaulay rings the well known lower
bound for the degree of a variety X in Pn :
degX ≥ codimX + 1.
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The varieties for which the bound is attained are called varieties of minimal
degree and they are completely classified. In particular, they are always
arithmetically Cohen-Macaulay. In the local case, Sally proved that if the
equality e0 = h + 1 holds, then grm(A) is Cohen-Macaulay and PA(z) =
1+hz
(1−z)r .
The next case, varieties satisfying deg X = codim X+2, is considerably
more difficult. In particular such varieties are not necessarily arithmetically
Cohen-Macaulay. Analogously, in the case e0 = h + 2, in [87] it was shown
that grm(A) is not necessarily Cohen-Macaulay, the exceptions lie among
the local rings of maximal Cohen-Macaulay type τ(A) = e0 − 2. In the
same paper Sally made the conjecture that, in the critical case, the depth
of grm(A) is at least r − 1. This conjecture was proved in [110] and [73] by
using deep properties of the Ratliff-Rush filtration on the maximal ideal of
A. Further in [73], all the possible Hilbert functions have been described:
they are of the form
PA(z) =
1 + hz + zs
(1− z)r
where 2 ≤ s ≤ h+ 1.
The next case, when e0 = h + 3, is more complicated and indeed still
largely open. J. Sally, in another paper, see [85], proved that if A is Goren-
stein and e0 = h+ 3, then grm(A) is Cohen-Macaulay and
PA(z) =
1 + hz + z2 + z3
(1− z)r .
If the Cohen-Macaulay type τ(A) is bigger than 1, then grm(A) is no longer
Cohen-Macaulay. Nevertheless, if τ(A) < h, in [77] the authors proved that
depth (grm(A)) ≥ r − 1 and the Hilbert series is given by
PA(z) =
1 + hz + z2 + zs
(1− z)r
where 2 ≤ s ≤ τ(A) + 2. This gives a new and shorter proof of the result of
Sally, and it points to the remaining open question: what are the possible
Hilbert functions for a Cohen-Macaulay r-dimensional local ring with e0 =
h+ 3 and τ(A) ≥ h?
It is clear that, moving away from the minimal value of the multiplicity,
things soon become very difficult, and we do not have any idea what are
the possible Hilbert functions of a one-dimensional Cohen-Macaulay local
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ring. The conjecture made by M.E. Rossi, that this function is non decreas-
ing when A is Gorenstein, is very much open, even for coordinate rings of
monomial curves.
Intuitively, involving the higher Hilbert coefficients should give stronger
results. Indeed if (A,m) is Cohen-Macaulay and we consider the m-adic
filtration M on A, then D. Northcott proved in [62] that e1 ≥ e0 − 1 and,
if e1 = e0 − 1, then PM(z) = 1+hz(1−z)r while if e1 = e0 then PM(z) = 1+hz+z
2
(1−z)r
(where h is the embedding codimension of A).
Results of this kind are quite remarkable because, in principle, e0 and e1
give only partial information on the Hilbert polynomial which depends on
the asymptotic behavior of the Hilbert function.
In this presentation we discuss further results by several authors along
this line.
Over the past few years several papers have appeared which extend clas-
sical results on the theory of Hilbert functions of Cohen-Macaulay local rings
to the case of a filtration of a module. Very often, because of this increased
generality, deep obstructions arise which can be overcome only by bring-
ing new ideas to bear. Instead, in this paper we illustrate how a suitable
and natural recasting of the main basic tools of the classical theory is often
enough to obtain the required extensions.
More precisely what one needs is to make available in the generalized
setting a few basic tools of the classical theory, such as Superficial se-
quences, the Valabrega-Valla criterion, Sally’s machine, Singh’s
formula.
Once these fundamental results have been established, the approach fol-
lowed in this note gives a simple and clean method which applies uniformly
to many cases.
In this way we make use of the usual machinery to get easier proofs,
extensions of known results as well as numerous entirely new results. We
mention two nice examples of this philosophy:
1. The problem of the existence of elements which are superficial si-
multaneously with respect to a finite number of q-filtrations on the same
module has a natural solution in the module-theoretical approach (see Re-
mark 1.2.2), while it is rather complicated in the ring-theoretical setting (see
[31], Lemma 2.3).
2. In the literature two different definitions of minimal multiplicity are
given (see Section 2.1.). Here they are unified, being just instances of the
more general concept of minimal multiplicity with respect to different filtra-
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tions of the same ring.
The notion of superficial element is a fundamental tool in our work.
The original definition was given by Zariski and Samuel, [112], pg.285. There
it is shown how to use this concept for devising proofs by induction and
reducing problems to lower dimensional ones. We are concerned only with
the purely algebraic meaning of this notion, even if superficial elements play
an important role also in Singularity Theory, as shown by R. Bondil and Le
Dung Trang in [4] and [5].
We know that superficial sequences of order one always exist if the residue
field is infinite, a condition which is not so restrictive. We make a lot of use
of this, often reducing a problem to the one-dimensional case where things
are much easier.
The main consequence of this strategy is that our arguments are quite
elementary and, for example, we are able to avoid the more sophisticated
homological methods used in other papers.
The extension of the theory to the case of general filtrations on a module
has one more important motivation. Namely, we have interesting applica-
tions to the study of graded algebras which are not associated to a filtration.
Here we have in mind the Symmetric algebra SA(q), the Fiber cone Fm(q)
and the Sally-module SJ(q) of an ideal q of A with respect to a minimal
reduction J. These graded algebras have been studied for their intrinsic in-
terest; however, since the rich theory of filtrations apparently does not apply,
new and complicated methods have been developed.
We show here that each of these algebras fits into certain short exact
sequences together with algebras associated to filtrations. Hence we can
study the Hilbert function and the depth of these algebras with the aid of
the know-how we got in the case of a filtration.
This strategy has been already used in [45] to study the depth of the
Symmetric Algebra SA(m) of the maximal ideal m of a local ring A. Also,
in [16, 17], T. Cortadellas and S. Zarzuela used similar ideas to study the
Cohen-Macaulayness of the Fiber cone.
In the last two chapters, we present selected results from the recent
literature on the Fiber cone Fm(q) and the Sally-module SJ(q). We have
chosen not to pursue here the study of the Symmetric algebra of the maximal
ideal of a local ring, even if we think it could be interesting and fruitful to
apply the ideas of this paper also to that problem.
In developing this work, one needs to consider filtrations on modules
which are not necessarily Cohen-Macaulay. This opens up a new and inter-
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esting terrain because most of the research done on Hilbert functions has
been carried out in the framework of Cohen-Macaulay local rings. Recently,
S. Goto, K. Nishida, A. Corso, W. Vasconcelos and others have discovered
interesting results on the Hilbert function of general local rings. Following
their methods, we tried to develop our theory as for as possible but without
the strong assumption of Cohen-Macaulayness . But soon things became so
difficult that we had to return quickly to the classical assumption.
We finish this introduction by giving a brief summary of each chapter.
A longer description can be found at the beginning of each chapter.
In the first chapter we introduce and discuss the notion of a good q-
filtration of a module over a local ring. The corresponding associated graded
module is defined, and a criterion for detecting regular sequences on this
module is presented. Next we define the notions of Hilbert function and
polynomial of a filtration and describe the relationship with superficial ele-
ments. Finally, we give a natural upper bound for the Hilbert function of a
filtration in terms of a maximal superficial sequence.
In the second chapter we give several upper bounds for the first two
Hilbert coefficients of the Hilbert polynomial of a filtration; it turns out
that modules which are extremal with respect to these bounds have good
associated graded modules and fully determined Hilbert functions. In partic-
ular, we present a notable generalization of Northcott’s classical bound. We
present several results for modules which do not require Cohen-Macaulayness.
Here the theory of the 1-dimensional case plays a crucial role.
The third chapter deals with the third Hilbert coefficient; some upper
and lower bounds are discussed. We introduce the Ratliff-Rush filtration
associated to a q-adic filtration and show some applications to the study of
border cases. The proofs become more sophisticated because the complex
structure of local rings of dimension at least two comes into play.
In the fourth chapter we give a proof of Sally’s conjecture in a very gen-
eral context, thus greatly extending the classical case. Several applications
to the first Hilbert coefficients are discussed. The main result of this chap-
ter is a bound on the reduction number of a filtration which has unexpected
applications.
In chapters five and six we explore the depth and the Hilbert coefficients
of the Fiber Cone and the Sally module respectively. In spite of the fact
that the Fiber Cone and the Sally module are not graded modules associated
to a filtration, the aim of this section is to show how one can deduce their
properties as a consequence of the theory on filtrations. In particular we will
get short proofs of several recent results as an easy consequence of certain
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classical results on the associated graded rings to special filtrations.
Finally, we would like to take this opportunity to thank sincerely Judith
Sally because her work has had such a strong influence on our research
into these subjects. In particular several problems, techniques and ideas
presented in this text, came from a careful reading of her papers, which are
always rich in examples and motivating applications.
Let us also not forget the many other colleagues who over the years
have shared their ideas on these topics with us. Some of them were directly
involved as co-authors in joint research reported here, while others gave a
substantial contribution via their publications and discussions.
Since neither of us is a native English speaker, we apologize for our
numerous linguistic infelicities. We hope that this lack of expertise does not
spoil the enjoyment of the mathematical part.
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Chapter 1
Preliminaries
In this chapter we present the basic tools of the classical theory of filtered
modules, in particular we introduce the machinery we shall use throughout
this work: M-superficial elements and their interplay with Hilbert Functions,
the Valabrega-Valla criterion, which is a basic tool for studying the depth of
grM(M), M-superficial sequences for an ideal q and their relevance to Sally’s
machine, which is a very important device to reduce dimension in questions
relating to depth properties of blowing-up rings and local rings.
1.1 Notation
Let A be a commutative noetherian local ring with maximal ideal m and let
M be a finitely generated A-module. We will denote by λ(·) the length of
an A-module. An (infinite) chain
M =M0 ⊇M1 ⊇ · · · ⊇Mj ⊇ · · ·
where theMn are submodules ofM is called a filtration of M, and denoted
by M = {Mn}. Given an ideal q in A, M is a q-filtration if qMj ⊆ Mj+1
for all j, and a good q-filtration if Mj+1 = qMj for all sufficiently large j.
Thus for example {qnM} is a good q-filtration. In the literature a good q-
filtration is sometimes called a stable q-filtration. We say thatM is nilpotent
if Mn = 0 for n ≫ 0. Thus a good q-filtration M is nilpotent if and only if
q ⊆ √AnnM.
From now on M will denote always a good q-filtration on the finitely gener-
ated A-module M.
We will assume that the ideal q is proper. As a consequence ∩∞i=0Mi = {0M}.
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Define
grq(A) =
⊕
j≥0
(qj/qj+1).
This is a graded ring, in which the multiplication is defined as follows: if
a ∈ qi, b ∈ qj define ab to be ab, i.e. the image of ab in qi+j/qi+j+1. This
ring is the associated graded ring of the ideal q.
Similarly, if M is an A-module and M = {Mj} is a q-filtration of M ,
define
grM(M) =
⊕
j≥0
(Mj/Mj+1)
which is a graded grq(A)-module in a natural way. It is called the associ-
ated graded module to the q-filtration M = {Mn}.
To avoid triviality we shall assume that grM(M) is not zero or equiv-
alently M 6= 0. Each element a ∈ A has a natural image, denoted by
a∗ ∈ grq(A). If a = 0, then a∗ = 0, otherwise a∗ = a ∈ qt/qt+1 where t
is the unique integer such that a ∈ qt, a /∈ qt+1.
If N is a submodule of M, by the Artin-Rees Lemma, the collection
{N ∩Mj | j ≥ 0} is a good q-filtration of N . Since
(N ∩Mj)/(N ∩Mj+1) ≃ (N ∩Mj +Mj+1)/Mj+1
grM(N) is a graded submodule of grM(M).
On the other hand it is clear that {(N + Mj)/N | j ≥ 0} is a good
q-filtration of M/N which we denote by M/N. These graded modules are
related by the graded isomorphism
grM/N (M/N) ≃ grM(M)/grM(N).
If a1, · · · , ar are elements in q, 6∈ q2 and I = (a1, · · · , ar) it is clear that
[(a∗1, · · · , a∗r)grM(M)]j = (IMj−1 +Mj+1)/Mj+1
for each j ≥ 1. By the Artin-Rees Lemma one immediately gets that the
following conditions are equivalent:
1. grM/IM (M/IM) ≃ grM(M)/(a∗1, · · · , a∗r)grM(M).
2. grM(IM) = (a
∗
1, · · · , a∗r)grM(M).
3. IM ∩Mj = IMj−1 ∀j ≥ 1.
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An interesting case in which the above equalities hold is when the ele-
ments a∗1, · · · , a∗r form a regular sequence on grM(M). For example, if r = 1
and I = (a), then a ∈ q/q2 is regular on grM(M) if and only if the map
Mj−1/Mj
a→Mj/Mj+1
is injective for every j ≥ 1. This is equivalent to the equalities Mj−1 ∩
(Mj+1 : a) =Mj for every j ≥ 1. An easy computation shows the following
result.
Lemma 1.1.1. Let a ∈ q. The following conditions are equivalent:
1. a ∈ q/q2 is a regular element on grM(M).
2. Mj−1 ∩ (Mj+1 : a) =Mj for every j ≥ 1.
3. a is a regular element on M and aM ∩Mj = aMj−1 for every j ≥ 1.
4. Mj+1 : a =Mj for every j ≥ 0.
This result leads us to the Valabrega-Valla criterion, a tool which has
been very useful in the study of the depth of blowing-up rings (see [99]).
Many authors have discussed this topic recently. For example in [49]
Huckaba and Marley gave an extension of the classical result to the case of
filtrations of ideals, by giving a completely new proof based on some deep
investigation of a modified Koszul complex.
Instead, in [67], Puthenpurakal extended the result to the case of q-adic
filtrations of a module by using the device of idealization of a module and
then applying the classical result.
This would suggest that the original proof does not work in the more
general setting. But, after looking at it carefully, we can say that, in order
to prove the following very general statement, one does not need any new
idea: a straightforward adaptation of the dear old proof does the job.
Theorem 1.1.2. (Valabrega-Valla) Let a1, · · · , ar be elements in q, 6∈ q2,
and I the ideal they generate. Then a∗1, · · · , a∗r form a regular sequence
on grM(M) if and only if a1, · · · , ar form a regular sequence on M and
IM ∩Mj = IMj−1 ∀j ≥ 1.
1.2 Superficial elements
A fundamental tool in local algebra is the notion of superficial element.
This notion goes back to P. Samuel and our methods are also related to the
construction given by Zariski and Samuel ([112] p.296).
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Definition 1.2.1. An element a ∈ q, is called M-superficial for q if there
exists a non-negative integer c such that
(Mn+1 :M a) ∩Mc =Mn
for n ≥ c.
For every a ∈ q and n ≥ c, Mn is contained in (Mn+1 :M a)∩Mc. Then it
is the other inclusion that makes superficial elements special. It is clear that
ifM is nilpotent, then every element is superficial. If the length λ(M/qM) is
finite, then M is nilpotent if and only if dimM = 0. Hence in the following,
when we deal with superficial elements, we shall assume that dimM ≥ 1.
If this is the case, as a consequence of the definition, we deduce that M-
superficial elements a for q have order one, that is a ∈ q \ q2. With a slight
modification of the given definition, superficial elements can be introduced
of every order, but in the following we need superficial element of order one
because they have a better behaviour in studying Hilbert functions.
Hence superficial element always means a superficial element of order
one. It is well known that superficial elements do not always exist, but their
existence is guaranteed if the residue field is infinite (see Proposition 8.5.7.
[54]). By passing, if needed, to the faithfully flat extension A[x]mA[x] (x is a
variable over A) we may assume that the residue field is infinite.
If q contains a regular element on M, it is easy to see that every M-
superficial element of q is regular on M.
Given A-modules M and N , let M and N be good q-filtrations of M and
N respectively. We define the new filtration as follows
M⊕ N : M ⊕N ⊇M1 ⊕N1 ⊇ · · · ⊇Mn ⊕Nn ⊇ . . .
It is easy to see thatM⊕N is a good q-filtration on the A-moduleM⊕N. Of
course this construction can be extended to any finite number of modules.
The following remark is due to David Conti in his thesis (see [10]).
Remark 1.2.2. Let M1, . . . ,Mn be q-filtrations of M and let a ∈ q. Then
a is M1⊕ · · · ⊕Mn-superficial for q if and only if a is Mi-superficial for q for
every i = 1, . . . , n.
This result is an easy consequence of the good behaviour of intersection and
colon of ideals with respect to direct sum of modules. As a consequence we
deduce that, if the residue field is infinite, we can always find an element
a ∈ q which is superficial for a finite number of q-filtrations on M. As
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mentioned in the introduction, we want to apply the general theory of the
filtrations on a module to the study of certain blowing-up rings which are
not necessarily associated graded rings to a single filtration. Since they
are related to different filtrations, the above remark will be relevant in our
approach.
David Conti also remarked that M-superficial elements of order s ≥ 1
for q can be seen as superficial elements of order one for a suitable filtration
which is strictly related to M. Let N be the qs-filtration :
M⊕M1⊕· · ·⊕Ms−1 ⊇Ms⊕Ms+1⊕· · ·⊕M2s−1 ⊇M2s⊕M2s+1⊕· · ·⊕M3s−1 ⊇ . . .
Then it is easy to see that an element a is M-superficial of degree s for q
if and only if a is N-superficial of degree one for qs. This remark could be
useful in studying properties which well behave with the direct sum.
We give now equivalent conditions for an element to be M-superficial
for q. Our development of the theory of superficial elements is basically the
same as that given by Kirby in [58] for the case M = A and {Mj} = {qj}
the q-adic filtration on A.
If there is no confusion, we let
G := grM(M), Q :=
⊕
j≥1
(qj/qj+1).
Let
{0M} = P1 ∩ · · · ∩ Pr ∩ Pr+1 ∩ · · · ∩ Ps
be an irredundant primary decomposition of {0M} and let {℘i} = Ass(M/Pi).
Then Ass(M) = {℘1, · · · , ℘s} and ℘i =
√
0 : (M/Pi).
We may assume q * ℘i for i = 1, · · · , r and q ⊆ ℘i for i = r+1, · · · , s. Then
we let
N := P1 ∩ · · · ∩ Pr.
It is clear that
N = {x ∈M | ∃ n, qnx = 0M}
and that N ∩Mj = {0} for all large j and Ass(M/N) =
⋃r
i=1 ℘i.
Similarly we denote by H the homogeneous submodule of G consisting
of the elements α ∈ G such that Qnα = 0G, hence
H = {α ∈ G | ∃ n,Qnα = 0G}.
If
{0G} = T1 ∩ · · · ∩ Tm ∩ Tm+1 ∩ · · · ∩ Tl
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is an irredundant primary decomposition of {0G} and we let {Pi} = Ass(G/Ti),
then Ass(G) = {P1, · · · ,Pl} and Pi =
√
0 : (G/Ti).
Further, if we assume that Q * Pi for i = 1, · · · ,m and Q ⊆ Pi for
i = m+ 1, · · · , l, then
H = T1 ∩ · · · ∩ Tm
and Ass(G/H) =
⋃m
i=1Pi.
Theorem 1.2.3. Let a ∈ q \ q2, the following conditions are equivalent:
1. a is M-superficial for q.
2. a∗ /∈ ⋃mi=1Pi
3. H :G a
∗ = H.
4. N : a = N and Mj+1 ∩ aM = aMj for all large j.
5. (0 :G a
∗)j = 0 for all large j.
6. Mj+1 : a =Mj + (0 :M a) and Mj ∩ (0 :M a) = 0 for all large j.
We note with [112] that if the residue field A/m is infinite, condition 2. of
the above theorem insures the existence ofM-superficial elements for q as we
have already mentioned. Moreover condition 5. says that a is M-superficial
for q if and only if a∗ is an homogeneous filter-regular in G.We may refer to
[96] concerning the definition and the properties of the homogeneous filter-
regular elements. Filter-regular elements were also introduced in the local
contest by N.T. Cuong, P. Schenzel and N.V. Trung in [18]. One of the main
result in [18] says that a local ring is generalized Cohen-Macaulay if and only
if every system of parameters is filter-regular. The notion of filter-regular
element in a local ring is weaker than superficial element and in general it
does not behave well with Hilbert functions. A superficial element is filter-
regular, but the converse does not hold. It is enough to recall that if a is
M -regular, then accordingly with [18], a is a filter-regular element, but it is
not necessarily a superficial element.
A sequence of elements a1, · · · , ar will be called a M-superficial se-
quence for q if, for i = 1, · · · , r, ai is an (M/(a1, · · · , ai−1)M)-superficial
element for q.
In order to prove properties of superficial sequences often we can argue
by induction on the number of elements, the above theorem giving the first
step of the induction. For example, since depth q(M) ≥ 1 implies N = 0,
condition 4. gives the following result. Here depth q(M) denotes the common
cardinality of all the maximal M -regular sequences of elements in q.
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Lemma 1.2.4. Let a1, · · · , ar be an M-superficial sequence for q. Then
a1, · · · , ar is a regular sequence on M if and only if depth q(M) ≥ r.
In the same way, since depthQ(grM(M)) ≥ 1 implies H = 0, condition
3. and Theorem 1.1.2 give the following result which shows the relevance of
superficial elements in the study of the depth of blowing-up rings.
Lemma 1.2.5. Let a1, · · · , ar be an M-superficial sequence for q. Then
a∗1, · · · , a∗r is a regular sequence on grM(M) if and only if depthQ(grM(M)) ≥
r.
Now we come to Sally’s machine or Sally’s descent, a very impor-
tant device to reduce dimension in questions relating to depth properties of
blowing-up rings.
Lemma 1.2.6. (Sally′s machine) Let a1, · · · , ar be an M-superficial se-
quence for q and I the ideal they generate. Then depthQ(grM/IM (M/IM)) ≥
1, if and only if depthQ(grM(M)) ≥ r + 1.
A proof of the if part can be obtained by a straightforward adaptation
of the original proof given by Huckaba and Marley in [49], Lemma 2.2. The
converse is an easy consequence of Lemma 1.2.4 and Theorem 1.1.2.
We will also need a property of superficial elements which seems to be
neglected in the literature. It is well known that if a is M -regular, then
M/aM is Cohen-Macaulay if and only ifM is Cohen-Macaulay. We prove, as
a consequence of the following Lemma, that the same holds for a superficial
element, if the dimension of the module M is at least two.
In the following we denote by H iq(M) the i-th local cohomology module
of M with respect to q. We know that H0q(M) := ∪j≥0(0 :M qj) = 0 :M qt
for every t≫ 0; further min {i | H iq(M) 6= 0} = depth q(M).
Lemma 1.2.7. Let a be an M-superficial element for q and let j ≥ 1.Then
depth q(M) ≥ j + 1 if and only if depth q(M/aM) ≥ j.
Proof. Let depth q(M) ≥ j + 1; then depthM > 0 so that a is M -regular.
This implies depth q(M/aM) = depth q(M)− 1 ≥ j + 1− 1 = j.
Let us assume now that depth q(M/aM) ≥ j. Since j ≥ 1, this implies
H0q(M/aM) = 0. Hence H
0
q(aM) = H
0
q(M), so that H
0
q(M) ⊆ aM. We
claim that H0q(M) = aH
0
q(M). If this is the case, then, by Nakayama, we
get H0q(M) = 0 which implies depth (M) > 0, so that a is M -regular. Hence
depth q(M) = depth q(M/aM) + 1 ≥ j + 1,
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as wanted.
Let us prove the claim. Suppose by contradiction that
aH0q(M) ( H
0
q(M) ⊆ aM,
and let ax ∈ H0q(M), x ∈ M \H0q(M). This means that for every t ≫ 0 we
have {
aqtx = 0
qtx 6= 0
We prove that this implies that a is not M-superficial for q. Namely, given
a positive integer c, we can find an integer t ≥ c and an element d ∈ qt such
that adx = 0 and dx 6= 0. Since ∩Mi = {0}, we have dx ∈ Mj−1 \Mj for
some integer j. Now, d ∈ qt hence dx ∈ Mt ⊆ Mc, which implies j ≥ c.
Finally we have dx ∈Mc, dx /∈Mj and adx = 0 ∈Mj+1, hence
(Mj+1 :M a) ∩Mc )Mj .
The claim and the Lemma are proved.
It is interesting to recall that the integral closure of the ideals generally
behaves well going modulo a superficial element. For example S. Itoh [56],
pag.648, proved that :
Proposition 1.2.8. If q is an m−primary ideal which is integrally closed
in a Cohen-Macaulay local ring (A,m) of dimension r ≥ 2, then (at least
after passing to a faithfully flat extension) there exists a superficial element
a ∈ q such that qA/(a) is integrally closed in A/(a).
This result will be useful in proofs working by induction on r. The com-
patibility of integrally closed ideals with specialization by generic elements
can be extended to that of modules (see [46]).
However we will see later, superficial elements do not behave well for
Ratliff-Rush closed ideals: there exist many ideals of A all of whose powers
are Ratliff-Rush closed, yet for every superficial element a ∈ q, q/(a) is
not Ratliff-Rush closed. Examples are given by Rossi and Swanson in [81].
Recently Puthenpurakal in [69] characterized local rings and ideals for which
the Ratliff-Rush filtration behaves well modulo a superficial element.
It is interesting to recall that Trung and Verma in [97] introduced super-
ficial sequences with respect to a set of ideals by working in the multigraded
contest.
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1.3 The Hilbert Function and Hilbert coefficients
Let M be a good q-filtration on the A-module M. From now on we shall
require the assumption that the length of M/qM , which we denote by
λ(M/qM), is finite. In this case there exists an integer s such that msM ⊆
(q+ (0 :A M))M, hence (see [N2]), the ideal q+ (0 :A M) is primary for the
maximal ideal m. Also the length of M/Mj is finite for all j ≥ 0.
From now on q will denote an m-primary ideal of the local ring (A,m).
In this setting we can define the Hilbert function of the filtration M
or simply of the filtered module M if there is no confusion. By definition it
is the function
HM(j) := λ(Mj/Mj+1).
It is also useful to consider the numerical function
H1M(j) := λ(M/Mj+1) =
j∑
i=0
HM(i)
which is called the Hilbert-Samuel function of the filtration M or of the
filtered module M.
The Hilbert series of the filtration M is the power series
PM(z) :=
∑
j≥0
HM(j)z
j .
The power series
P 1M(z) :=
∑
j≥0
H1M(j)z
j
is called the Hilbert-Samuel series of M. It is clear that
PM(z) = (1− z)P 1M(z).
By the Hilbert-Serre theorem, see for example [6], we can write
PM(z) =
hM(z)
(1− z)r
where hM(z) ∈ Z[z], hM(1) 6= 0 and r is the dimension of M.
The polynomial hM(z) is called the h-polynomial of M and we clearly
have
P 1M(z) =
hM(z)
(1− z)r+1 .
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An easy computation shows that if we let for every i ≥ 0
ei(M) :=
h
(i)
M
(1)
i!
then for n≫ 0 we have
HM(n) =
r−1∑
i=0
(−1)iei(M)
(
n+ r − i− 1
r − i− 1
)
.
The polynomial
pM(X) :=
r−1∑
i=0
(−1)iei(M)
(
X + r − i− 1
r − i− 1
)
has rational coefficients and is called the Hilbert polynomial of M; it
verifies the equality
HM(n) = pM(n)
for n≫ 0. The integers ei(M) are called the Hilbert coefficients of M or
of the filtered module M with respect to the filtration M.
In particular e0(M) is the multiplicity of M and, by Proposition 11.4.
in [2] (also Proposition 4.6.5. in [6]) e0(M) = e0(N), for every couple of good
q-filtrations M and N of M.
Since P 1
M
(z) = hM(z)
(1−z)r+1
the polynomial
p1M(X) :=
r∑
i=0
(−1)iei(M)
(
X + r − i
r − i
)
verifies the equality
H1M(n) = p
1
M(n)
for n≫ 0 and is called the Hilbert-Samuel polynomial of M.
In the following we will write the h-polynomial of M in the form
hM(z) = h0(M) + h1(M)z + · · · + hs(M)zs,
so that the integers hi(M) are well defined for every i ≥ 0 and we have
ei(M) =
∑
k≥i
(
k
i
)
hk(M). (1.1)
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Finally we remark that if M is Artinian, then e0(M) = λ(M).
In the case of the q-adic filtration on the ring A, we will denote by Hq(j)
the Hilbert function, by Pq(z) the Hilbert series, and by ei(q) the Hilbert
coefficients of the q-adic filtration. In the case of modules, that is the q-adic
filtration on a module M, we will replace q with qM.
The following result was called Singh’s formula because the corre-
sponding equality in the classical case was obtained by Singh in [93]. See
also [112], Lemma 3, Chapter 8, for the corresponding equality with Hilbert
polynomials.
Lemma 1.3.1. Let a ∈ q; then for every j ≥ 0 we have
HM(j) = H
1
M/aM (j) − λ(Mj+1 : a/Mj).
Proof. The proof is an easy consequence of the following exact sequence:
0→ (Mj+1 : a)/Mj →M/Mj a→M/Mj+1 →M/(Mj+1 + aM)→ 0.
We remark that, by Singh’s formula, for every a ∈ q we have
PM(z) ≤ P 1M/aM (z) (1.2)
It is thus interesting to consider elements a ∈ q such that PM(z) =
P 1
M/aM (z). By the above formula and Lemma 1.1.1, these are exactly the
elements a ∈ q such that a ∈ q/q2 is regular over grM(M).
As a corollary of Singh’s formula we get useful properties of superficial
elements.
Proposition 1.3.2. Let a be an M-superficial element for q and let r =
dimM ≥ 1. Then we have:
1. dim (M/aM) = r − 1.
2. ej(M) = ej(M/aM) for every j = 0, · · · , r − 2.
3. er−1(M/aM) = er−1(M) + (−1)r−1λ(0 : a).
4. There exists an integer j such that for every n ≥ j − 1 we have
er(M/aM) = er(M) + (−1)r (
∑n
i=0 λ(Mi+1 : a/Mi)− (n+ 1)λ(0 : a))
5. a∗ is a regular element on grM(M) if and only if PM(z) = P
1
M/aM (z) =
PM/aM (z)
1−z if and only if a is M -regular and er(M) = er(M/aM)
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Proof. By Lemma 1.3.1 we have
PM(z) = P
1
M/aM (z)−
∑
i≥0
λ(Mi+1 : a/Mi)z
i.
Since a is superficial, by Theorem 1.2.3, 6, there exists an integer j such
that for every n ≥ j we have
Mn+1 : a/Mn =Mn + (0 : a)/Mn ≃ (0 : a)/(0 : a) ∩Mn = (0 : a).
Hence we can write
PM(z) = P
1
M/aM (z)−
j−1∑
i=0
λ(Mi+1 : a/Mi)z
i − λ(0 : a)z
j
(1− z) .
This proves 1. (actually 1. follows also by Theorem 1.2.3 (4.)) and, as a
consequence, we get
hM(z) = hM/aM (z)−(1−z)r
(
j−1∑
i=0
λ(Mi+1 : a/Mi)z
i
)
−(1−z)r−1λ(0 : a)zj .
This gives easily 2., 3. and 4, while 5. follows from 4. and Lemma 1.1.1.
As we can see in the proof of the above result, if a is a M-superficial
element, there exists an integer j such that Mn+1 : a/Mn = (0 : a) for every
n ≥ j. Hence, Proposition 1.3.2 (4.)can be rewritten as follows
er(M/aM) = er(M) + (−1)r
(
j−1∑
i=0
λ(Mi+1 : a/Mi)− jλ(0 : a)
)
.
For example let A = k[[X,Y,Z]]/(X3 ,X2Y 3,X2Z4) = k[[x, y, z]]. We
have r = dim (A) = 2 and if we consider on M = A the m-adic filtration
M = {mj}, then y is an M-superficial element for q = m. We have
PM(z) =
1 + z + z2 − z5 − z6 + z9
(1− z)2
so that
e0(M) = 2, e1(M) = 1, e2(M) = 12.
Also it is clear that
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λ(mn+1 : y/mn) =

0 for n = 0, · · · , 4,
1 for n = 5,
2 for n = 6,
3 for n = 7,
4 = λ(0 : y) for n ≥ 8
so that j = 8 in the above proposition. Hence, by using Proposition 1.3.2,
e0(M/(y)) = 2, e1(M/(y)) = −3, e2(M/(y)) = −14
Notice that
PM/(y)(z) =
1 + z + z2 − z6
1− z .
Remark 1.3.3. By Proposition 1.3.2, Theorem 1.2.3 and Singh’s formula,
if a ∈ q is an element which is M -regular, then
a is M-superficial for q ⇐⇒ ei(M) = ei(M/aM) for every i = 0, . . . , r − 1.
It is an useful criterion in order to check if an element is superficial or not.
From the computational point of view it reduces infinitely many conditions,
coming a priori from the definition of superficial element, to the computation
of the Hilbert polynomials of M and M/aM which is available for example
in CoCoA system.
AnM-superficial sequence a1, . . . , ar for q is said a maximalM-superficial
sequence if M/(a1, . . . , ar)M is nilpotent, but M/(a1, . . . , ar−1)M is not
nilpotent. By Proposition 1.3.2, a superficial sequence is in particular a
system of parameters, hence if dimM = r, every M-superficial sequence
a1, . . . , ar for q is a maximal superficial sequence.
In our approach maximal M-superficial sequences will play a fundamen-
tal role. We also remark that they are strictly related to minimal reductions.
Let M be a good q-filtration of M and J ⊆ q an ideal. Then J is said
an M-reduction of q if Mn+1 = JMn for n≫ 0. We say that J is a minimal
M-reduction of q if it is minimal with respect to the inclusion.
If q is m-primary and the residue field is infinite, there is a complete
correspondence between maximal M-superficial sequences for q and minimal
M-reductions of q. Every minimal M-reduction J of q can be generated
by a maximal M-superficial sequence, conversely the ideal generated by a
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maximal M-superficial sequence is a minimal M-reduction of q (see [54] and
[10]).
Notice that if we consider for example q = (x7, x6y, x3y4, x2y5, y7) in the
power series ring k[[x, y]], then J = (x7, y7) is a minimal reduction of q, but
{x7, y7} is not a superficial sequence, in particular x7 is not superficial for q.
Nevertheless {x7 + y7, x7 − y7} is a minimal system of generators of J and
it is a superficial sequence for q.
In this presentation we prefer to handle M-superficial sequences with re-
spect to minimal reductions because they have a better behaviour in study-
ing Hilbert functions.
1.4 Maximal Hilbert Functions
Superficial sequences play an important role in the following result where
maximal Hilbert functions are described. The result was proved in the
classical case in [78] Theorem 2.2. and here is extended to the filtrations of
a module which is not necessarily Cohen-Macaulay.
Theorem 1.4.1. Let M be a module of dimension r ≥ 1 and let J be the
ideal generated by a maximal M-superficial sequence for q. Then
PM(z) ≤ λ(M/M1) + λ(M1/JM)z
(1− z)r .
If the equality holds, then grM(M) is Cohen-Macaulay and hence M is
Cohen-Macaulay.
Proof. We induct on r. Let r = 1 and J = (a). We have
λ(M/M1) + λ(M1/JM)z
(1− z) = λ(M/M1) + λ(M/aM)
∑
j≥1
zj
and HM(0) = λ(M/M1).
From the diagram
M ⊇ Mn ⊇ Mn+1
‖ ∪
M ⊇ aM ⊇ aMn
we get
λ(M/aM) + λ(aM/aMn) = λ(M/Mn) +HM(n) + λ(Mn+1/aMn).
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On the other hand, from the exact sequence
0→ (0 : a+Mn)/Mn →M/Mn a→ aM/aMn → 0
we get
λ(M/Mn) = λ(aM/aMn) + λ((0 : a+Mn)/Mn).
It follows that for every n ≥ 1
λ(M/aM) = HM(n) + λ(Mn+1/aMn) + λ((0 : a+Mn)/Mn). (1.3)
This proves that HM(n) ≤ λ(M/aM) for every n ≥ 1 and the first assertion
of the theorem follows.
If we have equality above then, by (1.3), for every n ≥ 1 we get
λ(Mn+1/aMn) = λ((0 : a+Mn)/Mn) = 0.
This clearly implies that Mj+1 : a =Mj for every j ≥ 1 so that, by Lemma
1.1.1, a∗ ∈ q/q2 is regular on grM(M) and grM(M) is Cohen-Macaulay.
Suppose r ≥ 2, J = (a1, . . . , ar) and let us consider the good q-filtration
M/a1M on M/a1M. We have dimM/a1M = r − 1 and we know that
a2, . . . , ar is a maximal M/a1M -superficial sequence for q. By the induc-
tive assumption and since a1M ⊆M1, we get
PM/a1M (z) ≤
λ[(M/a1M)/(a1M +M1/a1M)] + λ[(a1M +M1/a1M)/K(M/a1M)]z
(1− z)r−1
=
λ(M/M1) + λ(M1/JM)z
(1− z)r−1 .
where we let K := (a2, . . . , ar).
By using (1.2) and since the power series 11−z is positive, we get
PM(z) ≤ P 1M/a1M (z) =
PM/a1M (z)
1− z ≤
λ(M/M1) + λ(M1/JM)z
(1− z)r ,
as wanted.
If we have equality, then
PM/a1M (z) =
λ(M/M1) + λ(M1/JM)z
(1− z)r−1
so that grM/a1M (M/a1M) is Cohen-Macaulay and hence grM(M) is Cohen-
Macaulay as well by Sally’s machine. In particular M is Cohen-Macaulay.
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The above result says that if the h-polynomial is hM(z) = λ(M/M1) +
λ(M1/JM)z, we may conclude that grM(M) is Cohen-Macaulay even if
we do not assume the Cohen-Macaulyness of M. The result cannot be ex-
tended to any ”short” h-polynomial hM(z) = h0 + h1z. For example if
A = k[[x, y]]/(x2, xy, xz, y3) and we consider the m-adic filtration, then
PA(z) =
1+2z
1−z , but grm(A) ≃ A is not Cohen-Macaulay.
In the classical case of the m-adic filtration on a local Cohen-Macaulay
ring A, Elias and Valla in [20] proved that the h-polynomial of the form
hm(z) = h0 + h1z + h2z
2 forces grm(A) to be Cohen-Macaulay. We cannot
extend this result to general filtrations because this is not longer true even
if we consider the q-adic filtration with q an m-primary ideal of a Cohen-
Macalay ring. The following example is due to Sally ([88] Example 3.3).
Example 1.4.2. Let A = k[[t4, t5, t6, t7]] and consider q = (t4, t5, t6). We
have
Pq(z) =
2 + z + z2
(1− z)
and grq(A) is not Cohen-Macaulay because a = t
4 is a superficial (regular)
element for q, but q2 : a 6= q (cfr. Lemma 1.2.5 and Lemma 1.1.1).
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Chapter 2
Bounds for e0(M) and e1(M)
In this chapter we prove lower and upper bounds for the first two coeffi-
cients of the Hilbert polynomial which we defined in Chapter 1. We recall
that e0(M) depends only on q and M, but it does not depend on the good
q-filtration M. In contrast e1(M) does depend on the filtrationM. It is called
by Vasconcelos tracking number for its tag position among the different fil-
trations having the same multiplicity. The coefficient e1(M) is also called
the Chern number (see [106]).
In establishing the properties of e1(M), we will need an ad hoc treatment
of the one-dimensional case. The results will be extended to higher dimen-
sion via inductive arguments and via Proposition 1.3.2, which describes the
behaviour of the Hilbert coefficients modulo superficial elements. In this way
we prove and extend several classical bounds on e0(M) and e1(M) which we
are going to describe. We start with the so called Abhyankar-Valla formula,
which gives a natural lower bound for the multiplicity of a Cohen-Macaulay
filtered module M . The study of Cohen-Macaulay local rings of minimal
multiplicity with respect to this bound, was carried out by J. Sally in [83].
This paper can be considered as the starting point of much of the recent re-
search in this field. We extend here our interest to the non Cohen-Macaulay
case taking advantage of the fact that the correction term we are going to
introduce behaves well modulo superficial elements.
Concerning e1(M), we extend considerably the inequality
e1(m) ≥ e0(m)− 1
proved by D.G. Northcott in [57]. Besides Northcott’s inequality, Theorem
2.3.5 extends the corresponding inequality proved by Fillmore in [25] in
the case of Cohen-Macaulay modules, by Guerrieri and Rossi in [36] for
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filtration of ideals and later by Puthenpurakal in [67] for q-adic filtrations of
Cohen-Macaulay modules. When the module M is not necessarily Cohen-
Macaulay, we present a new proof a recent result by Goto and Nishida in
[31]. In our general setting we will focus on an upper bound of e1(M) which
was introduced and studied in the classical case by Huckaba and Marley in
[49].
In the last section, we show that modules which are extremal with respect
to the inequalities proved above have good associated graded modules and
Hilbert functions of very specific shape. In some cases we shall see that
extremal values of the integer e1(m) necessarily imply that the ring A is
Cohen-Macaulay. These results can be considered as a confirmation of the
general philosophy of the paper of W. Vasconcelos [106], where the Chern
number is conjectured to be a measure of how far A is from being Cohen-
Macaulay.
2.1 The multiplicity and the first Hilbert coeffi-
cient: basic facts
In [1], S. Abhyankar proved a nice lower bound for the multiplicity of a
Cohen-Macaulay local ring (A,m). He found that
e0(m) ≥ µ(m)− r + 1
where r is the dimension of A and µ(m) = HA(1) is the embedding dimension
of A.
G. Valla extended the formula to m-primary ideals in [100]. Guerrieri
and Rossi in [36] showed that the result holds for ideal filtrations. In [67]
Puthenpurakal proved the formula for Cohen-Macaulay modules and ideal
filtrations by using the idealization of the module. Here we show that the
original proof by Valla extends naturally to our general setting.
As before, we write the h-polynomial of M as
hM(z) = h0(M) + h1(M)z + · · · + hs(M)zs.
Hence, if dim (M) = r, we have
h0(M) = λ(M/M1) h1(M) = λ(M1/M2)− rλ(M/M1).
If a is an M-superficial element for q, then
h0(M) = h0(M/aM) but in general h1(M) 6= h1(M/aM).
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If a is a regular element on M , then
h1(M/aM) = h1(M) + λ(M/M1)− λ(M/M2 : a) ≥ h1(M)
and h1(M/aM) = h1(M) if and only if M2 : a =M1.
In the classical case of the m−adic filtration on a local Cohen-Macaulay
ring A, h1(M) is the embedding codimension of A; it is positive unless
A is a regular ring. In particular h1(M) = h1(M/aM). The inequality
h1(M) ≤ h1(M/aM) can be strict. In Example 1.4.2 we have h1(M) = 1 <
h1(M/aM) = 2.
This point makes a crucial difference between the m-adic filtration and more
general filtrations and it justifies the new invariant h(M) := λ(M1/JM+M2)
which will be introduced later (see (2.10)). Notice that if M is Cohen-
Macaulay and J is the ideal generated by a maximal M-superficial sequence
such that M2 ∩ JM = JM1, then
h1(M) = h1(M/JM).
Which assumption is valid if we consider M the q-adic filtration on a local
Cohen-Macaulay ring A and q is integrally closed (see [52] and [56]).
Proposition 2.1.1. Let M be a module of dimension r ≥ 1 and let J =
(a1, · · · , ar) be the ideal generated by an M-superficial sequence for the m-
primary ideal q. If L := (a1, · · · , ar−1) and I ⊇ q is an ideal of A, then
e0(M) = h0(M) + h1(M) + rλ(M/M1)− λ(JM/JM1)
+ λ(M2/JM1)− λ(LM : ar/LM)
= h0(M) + λ(M1/IM1)− λ(JM/IJM)
+ λ(IM1/IJM)− λ(LM : ar/LM).
Proof. By using Proposition 1.3.2, we get
e0(M) = e0(M/LM) = e0(M/JM) − λ(LM : ar/LM)
= λ(M/JM) − λ(LM : ar/LM)
The conclusion easily follows by using the following diagrams
M ⊃ M1 ⊃ JM
∪ ∪
M2 ⊃ JM1
M ⊃ M1 ⊃ IM1
∪ ∪
JM ⊃ IJM
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IfM is Cohen-Macaulay, since q ism-primary, then depth q(M) = depthm(M)
= r and the elements a1, . . . , ar form a regular sequence on M. Since J =
(a1, · · · , ar) is generated by a regular sequence and JM ⊆ M1, we get
rλ(M/M1) = λ(JM/JM1) and λ(JM/IJM) = rλ(M/IM). Moreover
λ(LM : ar/LM) = 0.
As a consequence of the above proposition, we get the following result.
Corollary 2.1.2. Let M be a Cohen-Macaulay module of dimension r ≥ 1,
J the ideal generated by a maximal M-superficial sequence for q and I an
ideal containing q. Then
e0(M) = h0(M) + h1(M) + λ(M2/JM1).
e0(M) = λ(M/M1)− rλ(M/IM) + λ(M1/IM1) + λ(IM1/JIM).
The above result shows in particular that, if M is Cohen-Macaulay, then
λ(M2/JM1) does not depend on J. The first formula was proved by Ab-
hyankar for the m-adic filtration and by Valla for an m-primary ideal q.
The second formula is due to Goto who proved it in the case of the q-adic
filtration and I = m.
Since J. Sally made the pioneering work on Cohen-Macaulay local ring of
multiplicity as small as possible, inspired by the above formula, it is natural
to give the following definitions.
Let M be Cohen-Macaulay and M a good q-filtration. We say that the
filtration M has minimal multiplicity if
e0(M) = h0(M) + h1(M)
or equivalently if M2 = JM1.
Following [28], we say that the filtration M has Goto minimal multi-
plicity with respect to the ideal I if
e0(M) = λ(M/M1)− rλ(M/IM) + λ(M1/IM1)
or equivalently IM1 = JIM.
Let us compare these two definitions. Given a good q-filtration M on
the module M and an ideal I ⊇ q, we define a new filtration MI on M as
follows:
MI : M ⊇ IM ⊇ IM1 ⊇ · · · ⊇ IMn · · · ⊇ . . . (2.1)
It is clear that MI is a good q-filtration on M so that e0(M) = e0(MI).
Proposition 2.1.3. M has Goto minimal multiplicity with respect to I if
and only if MI has minimal multiplicity.
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Proof. MI has minimal multiplicity if and only if
e0(M
I) = h0(M
I) + h1(M
I)
This means
e0(M) = λ(M/IM) + λ(IM/IM1)− rλ(M/IM).
Since we have a diagram
M ⊃ IM
∪ ∪
M1 ⊃ IM1
we get that MI has minimal multiplicity if and only if
e0(M) = λ(M/M1) + λ(M1/IM1)− rλ(M/IM).
This is exactly the condition for M to have Goto minimal multiplicity. 
If q is an m-primary ideal of a local Cohen-Macaulay ring (A,m) of
dimension r, and M is the q-adic filtration, we get that e0(q) is minimal
if and only if q2 = Jq. It is clear that this implies that grq(A) is Cohen-
Macaulay by Valabrega-Valla.
On the other hand, by its definition, the q-adic filtration has Goto min-
imal multiplicity e0(q) with respect to m if and only if qm = Jm.
The two notions coincide if q = m. We remark that if q is integrally
closed and if the q-adic filtration has Goto minimal multiplicity, then it has
minimal multiplicity. In fact the condition qm = Jm implies q2 ⊆ J, hence
q2 = Jq since the integrality guarantees q2∩J = Jq (see [52] and [56]). The
converse is not longer true.
In general the condition qm = Jm seems far from giving any restriction
on the Hilbert function of q. Notice that it does not imply that grq(A) is
Cohen-Macaulay, nor even that grq(A) is Buchsbaum (see [31], Theorem
3.1).
We will study the Hilbert function in the case of minimal multiplicity in
Theorem 2.4.9 and Corollary 2.4.10.
We introduce now the notion of almost minimal multiplicity. Given a
good q-filtration M of a Cohen-Macaulay module M, we say that M has
almost minimal multiplicity if
e0(M) = h0(M) + h1(M) + 1,
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or equivalently λ(M2/JM1) = 1.
Analogously we will say that M has Goto almost minimal mul-
tiplicity if and only if MI has almost minimal multiplicity, equivalently
λ(IM1/JM1) = 1 for every J generated by a maximal M-superficial se-
quence for q.
We will investigate the Hilbert function ofM when it has almost minimal
multiplicity. The problem is far more difficult; it amounts to the so called
Sally conjecture which was open for several years and finally solved by Wang
and independently by Rossi and Valla.
We notice that the concept of almost minimal multiplicity introduced by
Jayanthan and Verma (see [40]), is equivalent to saying that the filtration
MI has almost minimal multiplicity.
That’s all for the moment, as far as we are concerned with bounds for
e0. Instead, let us come to the first Hilbert coefficient e1.
When q is an m-primary ideal of the Cohen-Macaulay local ring (A,m),
M = A and M the q-adic filtration, in order to prove that e1(q) ≥ 0, North-
cott proved a basic lower bound for e1, namely e1(q) ≥ e0(q) − λ(A/q) ≥ 0
(see [62]). Fillmore extended it to Cohen-Macaulay modules in [25] (see
also [67]) and later Huneke (see [52]) and Ooishi (see [64]) proved that
e1(q) = e0(q) − λ(A/q) if and only if q2 = Jq, where J is the ideal gen-
erated by a maximal superficial sequence for q. When this is the case, by
the Valabrega-Valla criterion, the associated graded ring is Cohen-Macaulay
and the Hilbert function is easily described. This result has been extended
to ideal filtrations of Cohen-Macaulay rings by Guerrieri and Rossi in [36].
Recently Goto and Nishida in [31] generalized the inequality, with suitable
correction terms, to any local ring not necessarily Cohen-Macaulay and they
studied the equality in the Buchsbaum case.
The result of Northcott was improved by Elias and Valla in [20] where,
for the maximal ideal of a Cohen-Macaulay local ring (A,m), one can find
a proof of the inequality
e1(m) ≥ 2e0(m)− h− 2,
where h = µ(m) − dim (A) is the embedding codimension of A. Since by
Abhyankar
2e0(m)− h− 2 ≥ e0(m)− 1,
this is also an extension of Northcott’s inequality. Further, it has been
proved that, if equality holds, then the associated graded ring is Cohen-
Macaulay and the Hilbert function is determined. This result was extended
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to Hilbert filtrations of ideals by Guerrieri and Rossi in [36] and rediscovered,
only for the q-adic filtration associated to an m-primary ideal q, by Corso,
Polini and Vasconcelos in [12], 2.9. When equality holds, they need an
extra assumption on the Sally module, in order to get a Cohen-Macaulay
associated graded ring. We note that this extra assumption is not essential
as already proved in [36], Theorem 2.2. Recently Corso in [14] was able to
remove the Cohen-Macaulayness assumption. Here we extend and improve
at the same time all these results in our general setting, by using a very
simple inductive argument.
Other notable bounds will be presented.
2.2 The 1-dimensional case
In establishing the properties of the Hilbert coefficients of a filtered module
M , it will be convenient to use induction on the dimension of the module.
To start the induction, we need an ad hoc treatment of the one-dimensional
case. One dimensional Cohen-Macaulay rings had been extensively studied
in the classical case by Matlis in [60]. We present here a general approach
for filtered modules which are not necessarily Cohen-Macaulay.
Given a module M of dimension one and a good q-filtration M =
{Mj}j≥0 of M , we know that for large n we have e0(M) = HM(n), so that
we define for every j ≥ 0 the integers
uj(M) := e0(M)−HM(j). (2.2)
Lemma 2.2.1. Let M be a module of dimension one. If a is an M-
superficial element for q, then for every j ≥ 0 we have
uj(M) = λ(Mj+1/aMj)− λ(0 :Mj a).
Proof. By Proposition 1.3.2 (3.), we have
e0(M) = e0(M/aM) − λ(0 :M a) = λ(M/aM)− λ(0 :M a)
= λ(M/aMj)− λ(aM/aMj)− λ(0 :M a).
By using the following exact sequence
0→ (0 :M a)/(0 :Mj a)→M/Mj → aM/aMj → 0
we get
e0(M) = λ(M/aMj)− λ(M/Mj) + λ((0 :M a)/(0 :Mj a))− λ(0 :M a)
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and finally
uj(M) = e0(M)− λ(Mj/Mj+1)
= λ(M/aMj)− λ(M/Mj)− λ(0 :Mj a)− λ(Mj/Mj+1)
= λ(Mj+1/aMj)− λ(0 :Mj a).
It follows that, when M is one dimensional and Cohen-Macaulay, then
uj(M) = λ(Mj+1/aMj) is non negative and we have, for every j ≥ 0,
HM(j) = e0(M)− λ(Mj+1/aMj) ≤ e0(M).
It will be useful to write down the Hilbert coefficients in terms of the
integers uj(M).
Lemma 2.2.2. Let M be a module of dimension one. Then for every j ≥ 1
we have
ej(M) =
∑
k≥j−1
(
k
j − 1
)
uk(M).
Proof. We have
PM(z) =
hM(z)
1− z =
∑
j≥0
HM(j)z
j .
Hence, if we write hM(z) = h0(M) + h1(M)z + · · · + hs(M)zs, then we get
for every k ≥ 1
hk(M) = HM(k)−HM(k − 1) = uk−1(M)− uk(M).
Hence we can compute the Hilbert series of M
PM(z) =
e0(M)− u0(M) +
∑
k≥1(uk−1(M)− uk(M))zk
(1− z) (2.3)
Finally
ej(M) =
h
(j)
M
(1)
j!
=
∑
k≥j
(
k
j
)
hk(M) =
∑
k≥j
(
k
j
)
(uk−1(M)− uk(M))
=
∑
k≥j−1
(
k
j − 1
)
uk(M).
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If we apply the above Lemma when M is Cohen-Macaulay, and using
the fact that the integers uk(M) are non negative, we get
e1(M) =
∑
k≥0
uk(M) ≥ u0(M) + u1(M) ≥ u0(M).
Since we have u0(M) = e0(M)− λ(M/M1), and u0(M)+ u1(M) = 2e0(M)−
λ(M/M2), we trivially get
e1(M) ≥ e0(M)− λ(M/M1),
and
e1(M) ≥ 2e0(M)− λ(M/M2),
which are the bounds proved by Northcott and by Elias-Valla, in the one
dimensional Cohen-Macaulay case.
If we do not assume that M is Cohen-Macaulay, then the integers ui(M)
can be negative, so that the equality e1(M) =
∑
k≥0 uk(M) no longer imply
e1(M) ≥ u0(M). For instance, if we consider for example the local ring
A = k[[X,Y ]]/(X2,XY ) endowed with the m-adic filtration, we have e0 = 1,
e1 = −1 and u0 = 0.
Hence we need to change this formula by introducing some correction
terms which vanish in the Cohen-Macaulay case.
Given a good q-filtration M = {Mj}j≥0 of the r-dimensional module M,
let a1, · · · , ar be anM-superficial sequence for q; further let J := (a1, · · · , ar)
and
N := {J jM}
be the J-adic filtration on M which is clearly J-good. It is not difficult
to prove that also the original filtration M is J-good and this implies that
e0(M) = e0(N).
When M is Cohen-Macaulay, the elements a1, . . . , ar form a regular se-
quence on M and, as a consequence, one can prove
J iM/J i+1M ≃ (M/JM)(r+i−1i ).
This implies that the Hilbert Series of N is PN(z) =
λ(M/JM)
(1−z)r and thus
ei(N) = 0 for every i ≥ 1. This proves that these integers give a good
measure of how M differs from being Cohen-Macaulay.
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We prove that e1(N) ≤ 0 in the one dimensional case by relating the
integer e1(N) to the 0-th local cohomology module of M.
The following Lemma is a partial confirmation of a conjecture stated
by Vasconcelos in [105] and [106] concerning the negativity of e1(J) in the
higher dimensional case. Interesting results concerning this problem have
been recently proved in [26] and in [27].
In the following we denote by W the 0-th local cohomology module
H0m(M) of M with respect to m. We know that H
0
m(M) := ∪j≥0(0 :M mj) =
0 :M m
t for every t≫ 0.
In the 1-dimensional case we have the following nice formula (see [31],
Lemma 2.4).
Lemma 2.2.3. Let M be a finitely generated A-module of dimension one
and let a be a parameter for M. Then for every t≫ 0 we have W = 0 :M at
and, if we denote by N the (a)-adic filtration on M, then
λ(W ) = −e1(N).
Proof. Since there is an integer j such that mjM ⊆ aM = ((a) + 0 :M)M ,
the ideal (a) + 0 :M is m-primary and therefore ms ⊆ (a) + 0 :M for some
s; this implies
mts ⊆ (a)t + 0 :M
for every t. On the other hand, W = 0 :M m
t for every integer t ≫ 0, so
that
W = 0 :M m
t ⊆ 0 :M at ⊆ 0 :M mts =W.
We denote by Nn the (an)-adic filtration on M. Now for n≫ 0, it is easy to
see that ne0(N) = e0(Nn) = λ(M/anM)− λ(0 :M an) and the result follows
because λ(M/anM) = ne0(N)− e1(N).
Given a good q-filtration of the moduleM (any dimension), we consider
now the corresponding filtration of the saturated module M sat := M/W.
This is the filtration
Msat :=M/W = {Mn +W/W}n≥0.
Since W has finite length and ∩i≥0Mi = {0}, we have Mi ∩W = {0} for
every i≫ 0. This implies pM(X) = pMsat(X).
Further, it is clear that for every j ≥ 0 we have an exact sequence
0→ W/(Mj+1 ∩W )→M/Mj+1 →M/(Mj+1 +W )→ 0
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so that for every j ≫ 0 we have
λ(M/Mj+1) = λ[M/(Mj+1 +W )] + λ(W )
which implies
p1M(X) = p
1
Msat
(X) + λ(W ). (2.4)
This proves the following result:
Proposition 2.2.4. Let M be a module of dimension r. Denote W :=
H0m(M) and M
sat :=M/W. Then
ei(M) = ei(Msat) 0 ≤ i ≤ r − 1, er(M) = er(Msat) + (−1)dλ(W ).
We remark that, if dim (M) ≥ 1, the module M/W always has positive
depth. This is the reason why, sometimes, we move our attention from the
module M to the module M/W. This will be the strategy of the proof of
the next proposition which gives, in the one dimensional case, the promised
upper bound for e1.
Proposition 2.2.5. Let M = {Mj}j≥0 be a good q-filtration of a module M
of dimension one. If a is an M-superficial element for q and N the (a)-adic
filtration on M, then
e1(M)− e1(N) ≤
∑
j≥0
λ(Mj+1/aMj).
If W ⊆M1 and equality holds above, then M is Cohen-Macaulay.
Proof. By Proposition 2.2.4 and Proposition 2.2.3 we have
e1(M) = e1(Msat)− λ(W ) = e1(Msat) + e1(N)
so that we need to prove that e1(Msat) ≤
∑
j≥0 λ(Mj+1/aMj).
Now M/W is Cohen-Macaulay and a is regular on M/W, hence by
Lemma 2.2.2 and Lemma 2.2.1, we get
e1(M
sat) =
∑
j≥0
uj(M
sat) =
∑
j≥0
λ(M satj+1/aM
sat
j )
=
∑
j≥0
λ
[
Mj+1 +W
aMj +W
]
=
∑
j≥0
λ
[
Mj+1
aMj +Mj+1 ∩W
]
≤
∑
j≥0
λ(Mj+1/aMj).
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The first assertion follows. In particular equality holds if and only if Mj+1 ∩
W ⊆ aMj for every j ≥ 0. Let as assume W ⊆ M1 and equality above;
then we have W = W ∩ M1 ⊆ aM. Now recall that W = 0 :M at for
t ≫ 0, hence if c ∈ W then c = am with atc = at+1m = 0. This implies
m ∈ 0 :M at+1 =W so that W ⊆ aW and, by Nakayama, W = 0.
We turn out to describing lower bounds on the first Hilbert coefficient
thus extending the classical result proved by Northcott.
Proposition 2.2.6. Let M = {Mj}j≥0 be a good q-filtration of a module M
of dimension one. If a is an M-superficial element for q and s ≥ 1 a given
integer, then for every n≫ 0 we have
e1(M)− e1(N) = s e0(M)− λ(M/Ms) + λ(Ms +W/Ms) + λ(Mn/an−sMs)
=
s−1∑
j=0
uj(M) + λ(Ms +W/Ms) + λ(Mn/a
n−sMs).
Proof. We have for every n≫ 0 the following equalities:
λ(M/Mn) = p
1
M(n− 1) = e0(M)n− e1(M)
λ(M/an−sM) = p1N(n− s− 1) = e0(N)(n− s)− e1(N).
Since e0(M) = e0(N) , we get
e1(M)− e1(N) = s e0(M)− λ(M/Mn) + λ(M/an−sM).
From the diagram
M ⊃ Mn
∪ ∪
an−sM ⊃ an−sMs
we get
e1(M)− e1(N) = s e0(M) + λ(Mn/an−sMs)− λ(an−sM/an−sMs).
By using the exact sequence
0→ (Ms + 0 :M an−s/Ms) −→M/Ms a
n−s−→ an−sM/an−sMs −→ 0
and the equality 0 :M a
t =W for t≫ 0, we get the conclusion.
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Corollary 2.2.7. With the same notation as in the above Proposition, if
e1(M)− e1(N) = s e0(M)− λ(M/Ms) + λ(Ms +W/Ms),
then Ms+1 ⊆ aMs +W.
Proof. We simply notice that we have an injective map
(Ms+1 +W ) / (aMs +W )
an−s−1−→ Mn/an−sMs.
The converse does not hold, as the following example shows. Let A =
k[[t3, t4, t5]] and let us consider the following m-filtration M on A :
M = A, M1 = m, M2 = m
2, M3 = m
2, Mj = m
j−1
for j ≥ 4. It is clear that t3 is an M-superficial element for m and A is
Cohen-Macaulay so that W = 0. We have
PM(z) =
1 + 2z − 3z2 + 3z3
1− z , PN(z) =
3
1− z
so that e0(M) = 3, e1(M) = 5, e1(N) = 0 and the equality e1(M)− e1(N) =
e0(M)− λ(M/M1) does not hold even if M2 = t3M1.
The following result was proved in [31], Lemma 2.1. in the case M = A
and s = 1.
Corollary 2.2.8. Let M = {qjM}j≥0 the q-adic filtration on M of dimen-
sion one. If a ∈ q is an M-superficial element for q and s ≥ 1 a given
integer. Then
e1(M)− e1(N) = s e0(M)− λ(M/Ms)
if and only if Ms+1 ⊆ aMs +W and W ⊆Ms.
Proof. By using Corollary 2.2.7 and Proposition 2.2.6, it is enough to prove
that Ms+1 ⊆ aMs +W implies Mn = an−sMs for n≫ 0.
We have Ms+1 ⊆ aMs + W and by multiplication by qn−s the result
follows since Mn+1 ⊆ aMn + qn−sW = aMn for every n≫ 0.
Under the assumption dim M = 1, we recover Theorem 1.3. in [31] and
we give a positive answer to a question raised by Corso in [14].
43
Theorem 2.2.9. Let M = {mjM}j≥0 be the m-adic filtration of a Buchs-
baum module M of dimension one. Assume either
i) e1(M)− e1(N) = e0(M)− λ(M/M1)
or
ii) e1(M)− e1(N) = 2 e0(M)− λ(M/M2).
Then grM(M) is Buchsbaum.
Proof. By the above corollary, if either i) or ii) holds, then Mn+1 ⊆ aMn
+ W for every n ≥ 2. Then by Valabrega-Valla criterion applied to Msat =
M/W, it follows that grMsat(M sat) is Cohen-Macaulay. Denote by Q the
graded maximal ideal of grm(A). By using the fact that grMsat(M
sat) is
Cohen-Macaulay and mW = 0, it easy to see that Q H0Q(grM(M)) = 0 and
the result follows by [94], Proposition 2.12.
For further applications, we need to consider another filtration related
to a superficial sequence. Given a good q-filtration M = {Mj}j≥0 of the
r-dimensional module M, let a1, · · · , ar be an M-superficial sequence for q
and let J := (a1, · · · , ar). We define the following filtration
E : M ⊇M1 ⊇ JM1 ⊇ J2M1 ⊇ · · · ⊇ J jM1 ⊇ J j+1M1 ⊇ · · ·
This filtration is J-good and we want to compare it with N, the J-adic
filtration on M. We need to remark that we have
e0(E) = e0(M) = e0(N).
Proposition 2.2.10. Let M = {Mj}j≥0 be a good q-filtration on M of
dimension one. If a is an M-superficial element for q, then we have
e1(E)− e1(N) = e0(M)− h0(M) + λ(M1 +W/M1).
In particular e1(E)− e1(N) = e0(M)− h0(M) if and only if M1 ⊇W.
Proof. As in the above proposition, we have for every n ≫ 0 the following
equalities:
λ(M/anM1) = p
1
E(n) = e0(M)(n + 1)− e1(E)
λ(M/anM) = p1N(n− 1) = e0(M)n − e1(N).
We get
e1(E)− e1(N) = e0(M)− λ(M/anM1) + λ(M/anM)
= e0(M)− λ(anM/anM1)
= e0(M)− λ(M/M1) + λ(M1 +W/M1)
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where the last equality follows from the exact sequence
0→ (M1 +W )/M1 →M/M1 a
n→ anM/anM1 → 0.
We conclude this section about the one dimensional case, with a notable
extension of a bound on e1 proved in the classical case by D. Kirby and
extended to an m-primary ideal by M.E. Rossi, G. Valla and W. Vasconcelos.
We assumeM is a Cohen-Macaulay module of dimension one. We recall that
the integers uj are non negative because we have
uj(M) = λ(Mj+1/aMj).
In particular for every j ≥ 0 we have
HM(j) = e0(M)− λ(Mj+1/aMj) ≤ e0(M)
where a is an M-superficial element for q. We define
s(M) := min {j : HM(j) = e0(M)} = min {j :Mj+1 = aMj}. (2.5)
This integer is the reduction number of M and from the above equality it
clear that it does not depend on (a). Moreover (2.3) shows that s(M) is also
the degree of the h-polynomial of M.
If A is a Cohen-Macaulay local ring of dimension one and we consider
the classical m-adic filtration on A, Sally proved that
s(m) ≤ e0(m)− 1
(see [90] and [88]). This result easily follows by a lower bound on the mini-
mal number of generators proved by Herzog and Waldi ([44],Theorem 2.1).
Herzog and Waldi’s result can be generalized to modules in the case of the
q-adic filtration on M. The proof is a straightforward adaptation ion of the
classical case and we give here a proof for completeness. In the following
µ(·) denotes the minimal number of generators of a module on a local ring
and we assume s(M) ≥ 1. If s(M) = 1 the statements become trivial.
Theorem 2.2.11. (Herzog-Waldi) LetM be the q-adic filtration of a Cohen-
Macaulay module M of dimension one. Then
1. µ(qnM) > n for every n ≤ s(M).
2. µ(qnM) = µ(qn+1M) for every n ≥ s(M).
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Proof. We prove 1. Let a be an M-superficial element for q, since s =
s(M) ≥ 1 and qsM 6= aqs−1M, then there exist x1, . . . , xs ∈ q and m ∈ M
such that
x1 · · · xsm ∈ qsM, but x1 · · · xsm 6∈ aqs−1M +mqsM.
For every i = 0, . . . , s we consider
yi := a
ixi+1 · · · xsm
and we claim that {y0 = x1 · · · xsm, y1 = ax2 · · · xsm, . . . . . . , ys = asm} is
part of a minimal system of generators of qsM. Assume r0y0 + r1y1 + · · ·+
rsys ∈ mqsM with ri ∈ A and we conclude ri ∈ m by arguing step by step
on i = 0, . . . , s. First r0 ∈ m otherwise y0 ∈ aqs−1M +mqsM, Assume i > 0
and r0, . . . , ri−1 ∈ m, hence riyi+ ri+1yi+1+ · · ·+ rsys ∈ mqsM. Multiplying
the sum with x1 · · · xi we obtain
ai(riy0 + ri+1yi+1x1 · · · xi + · · ·+ rsysx1 · · · xi) ∈ mqs+iM.
Since qs+iM = aiqsM and a is regular onM, we get riy0+ri+1yi+1x1 · · · xi+
· · ·+ rsysx1 · · · xi ∈ aqs−1M +mqsM, therefore ri ∈ m.
If n ≤ s then it is easy to see that yi,n = aixi+1 · · · xnm, i = 0, . . . , n
is part of a minimal system of generators of qnM. In fact multiplying by
xn+1 · · · xs we map the elements {y0,n, . . . , yn,n} of qnM onto {y0, . . . , yn}
which is part of a minimal set of generators of qsM and 1. is proved. We
remark now that 2. is a trivial consequence of the definition of s(M) and of
the fact that a is M -regular.
Here we extend Sally’s result to our general setting.
Proposition 2.2.12. Let M be the q-adic filtration of a Cohen-Macaulay
module M of dimension one. Let p be an integer such that qM ⊆ mpM .
Then
1. HM(n) ≥ n+ p for every n ≤ s(M)
2. s(M) ≤ e0(M)− p.
Proof. Since
qnM ⊇ mqnM ⊇ m2qnM ⊇ · · · ⊇ mpqnM ⊇ qn+1M
we get HM(n) = λ(q
nM/qn+1M) = µ(qnM)+µ(mqnM)+· · ·+µ(mp−1qnM)+
λ(mpqnM/qn+1M).
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Now, by Theorem 2.2.11, we get HM(n) ≥ n+ p if n ≤ s(M).
Since HM(n) ≤ e0(M), as consequence of 1. we get HM(e0(M) − p) =
e0(M). Hence
s(M) ≤ e0(M)− p.
From the proof of the above result we remark that if mpqnM 6= qn+1M, then
(a) HM(n) > n+ p if n ≤ s(M)
(b) s(M) ≤ e0(M)− p− 1.
As a consequence of Proposition 2.2.12 and Proposition 2.2.4, we obtain
the following result which refines a classical result proved by Kirby for the
maximal ideal in [58] and extended to the m-primary ideals in [78].
Proposition 2.2.13. Let M be the q-adic filtration of a module M of di-
mension one. Let p be an integer such that qM ⊆ mpM . Then
e1(M)− e1(N) ≤
(
e0(M)− p+ 1
2
)
.
If e0(M) 6= e0(mM), then
e1(M)− e1(N) ≤
(
e0(M)− p
2
)
.
Proof. We recall that e0(M) = e0(Msat) and, if qM ⊆ mpM, clearly qM sat ⊆
mpM sat. Then, by Proposition 2.2.4, we may assumeM is a Cohen-Macaulay
module and s(M) ≥ 1.
Since e1(M) =
∑
j≥0(e0(M)−HM(j)), by Proposition 2.2.12, it follows that
e1(M) =
e0(M)−p∑
j=0
(e0(M)−HM(j)) ≤
e0(M)−p∑
j=0
(e0(M)−j−p) =
(
e0(M)− p+ 1
2
)
.
The last assertion is a consequence of the remark (a) following Proposition
2.2.12.
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2.3 The higher dimensional case
We come now to the higher dimensional case. Here the strategy is to lower
dimension by using superficial elements. We do not assume thatM is Cohen-
Macaulay, so we will get formulas containing a correction term which van-
ishes in the Cohen-Macaulay case.
If J := (a1, · · · , ar) is an M-superficial sequence for q, let
N := {J jM}
be the J-adic filtration onM. It is not difficult to prove that e0(M) = e0(N).
If M is Cohen-Macaulay, then ei(N) = 0 for every i ≥ 1, so that these
integers are good candidates for being correction terms when the Cohen-
Macaulay assumption does not hold. Concerning e1(M), we can say that
e1(N) is the penality for the lack of that condition. This character was
already used by Goto in studying the Buchsbaum case. IfM is a generalized
Cohen-Macaulay module, then following [31], we have
e1(N) ≥ −
r−1∑
i=1
(
r − 2
i− 1
)
λ(H im(M))
with equality if M is Buchsbaum. Hence if M is Buchsbaum, then e1(N)
is independent of J. Very recently, under suitable assumptions and when
M = A, Goto and Ozeki proved that if e1(N) is independent of J, then A is
Buchsbaum (see [33]).
The following Lemma is the key to our investigation. It is due to David
Conti.
Lemma 2.3.1. Let M1, . . . ,Md be A-modules of dimension r, let q be an m-
primary ideal of A and M1 = {M1,j}, . . . ,Md = {Md,j} be good q-filtrations
of M1, . . . ,Md respectively. Then we can find elements a1, . . . , ar which are
Mi-superficial for q for every i = 1, . . . , d.
If r ≥ 2 and M1 = · · · =Md =M, then for every 1 ≤ i ≤ j ≤ d we have
e1(Mi)− e1(Mi/a1M) = e1(Mj)− e1(Mj/a1M).
Proof. We have a filtration of the module ⊕di=1Mi
⊕di=1Mi ⊇ ⊕di=1Mi,1 ⊇ ⊕di=1Mi,2 ⊇ · · · ⊇ ⊕di=1Mi,j ⊇ . . .
which we denote by ⊕di=1Mi. It is clear that this is a good q-filtration on
⊕di=1Mi. Let us choose a ⊕di=1Mi-superficial sequence {a1, . . . , ar} for q.
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Then it is easy to see that {a1, . . . , ar} is a sequence of Mi-superficial ele-
ments for I for every i = 1, . . . , d. This proves the first assertion. As for the
second one, we know that
e1(Mi)− e1(Mi/a1M) =
{
λ(0 :M a1) if r = 2
0 if r ≥ 3
from which the conclusion follows.
We start with the extension of Proposition 2.2.5 to the higher dimen-
sional case. To this end, given a good q-filtration M = {Mj}j≥0 of M and
an ideal J generated by a maximal sequence of M-superficial elements for q,
we let for every j ≥ 0,
vj(M) := λ(Mj+1/JMj). (2.6)
When M is one-dimensional and Cohen-Macaulay one has
vj(M) = uj(M)
where the uj’s are defined as in (2.2).
Proposition 2.3.2. LetM be a good q-filtration of a moduleM of dimension
r and J an ideal generated by a maximal sequence of M-superficial elements
for q; then we have
e1(M)− e1(N) ≤
∑
j≥0
vj(M).
Proof. If dim (M) = 1, then we can apply Proposition 2.2.5. Let dim (M) ≥
2; by Lemma 2.3.1, we can find a minimal system of generators {a1, · · · , ar}
of J such that a1 is N-superficial for J and {a1, · · · , ar} is a sequence of
M-superficial elements for q. The module M/a1M has dimension r − 1 and
M/a1M is a good q-filtration on it. Further it is clear that a2, · · · , ar, is a
maximal sequence of M/a1M -superficial elements for q. Hence, if we let K
be the ideal generated by a2, · · · , ar, then by using induction on dim (M),
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we get
e1(M)− e1(N) = e1(M/a1M)− e1(N/a1M)
≤
∑
j≥0
λ ((Mj+1 + a1M)/(KMj + a1M))
=
∑
j≥0
λ ((Mj+1 + a1M)/(JMj + a1M))
=
∑
j≥0
λ (Mj+1/(JMj + (a1M ∩Mj+1))
≤
∑
j≥0
λ (Mj+1/JMj)
In the classical case, when M = A, M = {qj} with q an m-primary ideal
of the r-dimensional Cohen-Macaulay local ring A, the above inequality is
due to S. Huckaba (see [48]). Huckaba also proved that equality holds if and
only if the associated graded ring has depth at least r − 1. We will extend
this result in the next section (see Theorem 2.4.1 and Theorem 2.4.2 ).
We move now to the extension of Proposition 2.2.13. If (A,m) is a
Cohen-Macaulay local ring, we recall that Kirby (see [58]) proved
e1(m) ≤
(
e0(m)
2
)
If q is an m−primary ideal, the result has been extended in [78]. In particular
if e0(q) 6= e0(m), then
e1(q) ≤
(
e0(q)− 1
2
)
We improve the above results by using the machinery already introduced.
Proposition 2.3.3. Let M be the q-adic filtration on M. Let p be an integer
such that qM ⊆ mpM . Then
e1(M)− e1(N) ≤
(
e0(M)− p+ 1
2
)
.
Proof. We proceed by induction on r = dimM. If r = 1 the result fol-
lows by Proposition 2.2.13. If r ≥ 2, as before, we can find a minimal
system of generators {a1, · · · , ar} of J such that a1 is N-superficial for J
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and {a1, · · · , ar} is a sequence of M-superficial elements for q. The mod-
ule M/a1M has dimension r − 1 and M/a1M is a good q-filtration on it.
Now e1(M)− e1(N) = e1(M/a1M)− e1(N/a1M), e0(M) = e0(M/a1M) and
qM/a1M ⊆ mpM/a1M . Hence the result follows by the inductive assump-
tion.
For completeness we recall that, by using a deeper investigation, for local
Cohen-Macaulay rings of embedding dimension b, Elias in [E1], Theorem 1.6,
proved
e1(m) ≤
(
e0(m)
2
)
−
(
b− 1
2
)
.
An easier approach was presented by the authors in [79] where the result
was proved for any m-primary ideal q.
Theorem 2.3.4. Let (A,m) be a Cohen-Macaulay local ring of dimension
r and let q be an m-primary ideal in A. Then
e1(q) ≤
(
e0(q)
2
)
−
(
µ(q)− r
2
)
− λ(A/q) + 1.
Notice that in the particular case of an m−primary ideal q ⊆ m2 a nice
proof was produced by Elias in [23].
We move now to the higher dimensional case of Proposition 2.2.6. This
improves Northcott’s inequalty to filtrations of a module which is not
necessarily Cohen-Macaulay.
Theorem 2.3.5. Let M = {Mj}j≥0 be a good q-filtration of a module M of
dimension r. If s ≥ 1 is an integer and J is an ideal generated by a maximal
M-superficial sequence for q, then we have:
e1(M)− e1(N) ≥ s e0(M)− λ(M/Ms−1)− λ(M/Ms + JM).
Proof. If r = 1, by Proposition 2.2.6 we get
e1(M)− e1(N) ≥ s e0(M)− λ(M/Ms).
Hence we must prove that
se0(M)− λ(M/Ms) ≥ s e0(M)− λ(M/Ms−1)− λ(M/Ms + JM).
This is equivalent to proving
λ(M/Ms−1) ≥ λ(Ms + JM/Ms) = λ(JM/JM ∩Ms).
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Since J = (a) is a principal ideal and aMs−1 ⊆ aM∩Ms, we have a surjection
M/Ms−1
a→ aM/aM ∩Ms
and the conclusion follows in this case.
Let r ≥ 2; by using the above remark, we can find a minimal sys-
tem of generators {a1, · · · , ar} of J such that a1 is N-superficial for J and
{a1, · · · , ar} is a sequence of M-superficial elements for q.
The moduleM/a1M has dimension r−1 andM/a1M is a good q- filtra-
tion on it. Furthermore it is clear that a2, · · · , ar is a maximal sequence of
M/a1M -superficial elements for q. Hence, if we let K be the ideal generated
by a2, · · · , ar and K the K-adic filtration on M/a1M , then by induction,
and after a little standard computation, we get
e1(M/a1M)−e1(K) ≥ s e0(M/a1M)−λ(M/Ms−1+a1M)−λ(M/Ms+JM).
Since e0(M/a1M) = e0(M), N/a1M = K and
e1(M)− e1(M/aM) = e1(N)− e1(N/aM),
we finally get
e1(M)− e1(N) ≥ s e0(M)− λ(M/Ms−1 + a1M)− λ(M/Ms + JM)
≥ s e0(M)− λ(M/Ms−1)− λ(M/Ms + JM)
which gives the conclusion.
Remark 2.3.6. Let us apply our theorem to the very particular case when
Mj = q
j for every j ≥ 0 and q is a primary ideal of A. It is well known that
if J is any minimal reduction of q, then we have an injection
J/Jm→ q/qm
which proves that any minimal system of generators of J is part of a minimal
system of generators of q. Furthermore J can be minimally generated by a
maximal sequence of M-superficial elements for q. Hence we can apply the
above Theorem to get:
• s = 1
e1(q)− e1(J) ≥ e0(q)− λ(A/q)
which is exactly Theorem 3.1 in [31].
• s = 2
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e1(q) − e1(J) ≥ 2e0(q)− λ(A/q) − λ(A/q2 + J).
This means
2e0(q)− e1(q) + e1(J) ≤ 2λ(A/q) + λ(q/q2 + J).
Since r = λ(J/Jm), if we let t := λ(q/qm) − r, we can find element
x1, · · · , xt ∈ q such that q = J + (x1, · · · , xt). Hence the canonical map
ϕ : (A/q)t → q/(q2 + J)
given by ϕ(a1, · · · , at) =
∑
aixi is surjective and we get
2e0(q)− e1(q) + e1(J) ≤ (t+ 2)λ(A/q)
which is Proposition 3.7 in [14].
When M = A is Cohen-Macaulay and M is a Hilbert filtration on A,
which means that Mj = Ij with Ij ideals in A, I0 = A, I1 is m-primary and
M is I1-good, Guerrieri and Rossi proved in [36] the following formula:
e1(M) ≥ 2e0(M)−
(
λ(I1/I2)− rλ(A/I1) + λ((I2 ∩ J)/JI1) + 2λ(A/I1)
)
.
If we apply the above theorem in this situation, we get
e1(M)− e1(N) ≥ 2e0(M)− λ(A/I1)− λ(A/I2 + J).
Since A is Cohen-Macaulay, every superficial sequence is a regular se-
quence in A and thus e1(N) = 0 and rλ(A/I1) = λ(J/JI1). Then, by easy
computation, we can see that the two bounds coincide.
We now want to extend Proposition 2.2.10 to the higher dimensional
case. We recall that given a good q-filtration M of the r-dimensional mod-
ule M, we can consider the ideal J generated by a maximal M-superficial
sequence for q, and we are interested in the study of two related filtrations
on M : the J-adic filtration N := {J jM} already defined and the filtration
E given by
E : M ⊇M1 ⊇ JM1 ⊇ J2M1 ⊇ · · · ⊇ J jM1 ⊇ J j+1M1 ⊇ · · ·
In the following for any good q-filtration M and for every ideal J generated
by a maximal M-superficial sequence for q, we may associate the two good
J-filtrations N and E.
53
As in the remark before Theorem 2.3.5, by using Proposition 1.3.2, we
can easily see that
e1(E)− e1(E/aM) = e1(N)− e1(N/aM).
Notice that in general e1(N) and e1(E) depend on J (see [106], [33], [26],
[27]).
Proposition 2.3.7. LetM be a good q-filtration of a moduleM of dimension
r and let J be an ideal generated by a maximal M-superficial sequence for q.
Then we have
e1(E)− e1(N) ≥ e0(M)− h0(M) + λ(M1 +H0(M)/M1).
Proof. If r = 1 we apply Proposition 2.2.10. Let r ≥ 2; as before we can
find an element a ∈ J which is superficial for N and E. Then we have
e1(E)− e1(N) = e1(E/aM)− e1(N/aM))
≥ e0(M/aM)−h0(M/aM)+λ
(
(M1 + aM/aM) +H
0(M/aM))/(M1 + aM/aM)
)
= e0(M)−h0(M)+λ (aM :M mn +M1/M1) ≥ e0(M)−h0(M)+λ(M1+H0(M)/M1).
2.4 The border cases
The aim of this section is the study of the extremal cases with respect to the
inequalities proved in the above section. With few exceptions we assume M
is a filtered Cohen-Macaulay module.
The following result, first proved in the classical case by S. Huckaba in
[48], has been reconsidered and extended in a series of recent papers (see
[49], [108], [38], [17]), where, unfortunately, the original heavy homological
background was still essential. Recently Verma in an expository paper on
the Hilbert coefficients presents results proved by Huckaba and Marley [49]
by using our approach. We remark that the statements involving the Hilbert
coefficients ej with j ≥ 2 are new even in the classical case, except for the
bound on e2 which had been already proved in [15].
We recall that, given a good q-filtration M of the module M and an
ideal J generated by a maximal sequence of M-superficial elements for q, we
denote by vj(M) the non negative integers
vj(M) := λ(Mj+1/JMj).
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In Lemma 2.2.2 we proved that, ifM is one-dimensional and Cohen-Macaulay,
then for every j ≥ 0
ei(M) =
∑
j≥i−1
(
j
i− 1
)
vj(M),
while, in Proposition 2.3.2, we proved that if M is Cohen-Macaulay then
e1(M) ≤
∑
j≥0
vj(M).
Theorem 2.4.1. Let M be a good q-filtration of a module M of dimension
r and let J be an ideal generated by a maximal M-superficial sequence for q.
Then we have
a) e1(M) ≤
∑
j≥0 vj(M)
b) e2(M) ≤
∑
j≥0 jvj(M).
c) The following conditions are equivalent
1. depth grM(M) ≥ r − 1.
2. ei(M) =
∑
j≥i−1
(
j
i−1
)
vj(M) for every i ≥ 1.
3. e1(M) =
∑
j≥0 vj(M).
4. e2(M) =
∑
j≥0 jvj(M).
5. PM(z) =
λ(M/M1)+
P
j≥0(vj(M)−vj+1(M))z
j+1
(1−z)r
Proof. Let J = (a1, · · · , ar) and a = (a1, · · · , ar−1); we first remark that,
by Lemma 1.2.5 and Theorem 1.1.2, depth grM(M) ≥ r − 1 if and only if
Mj+1 ∩ aM = aMj for every j ≥ 0. Further we have
vj(M) = vj(M/aM) + λ(Mj+1 ∩ aM + JMj/JMj),
hence vj(M) ≥ vj(M/aM) and equality holds if and only if Mj+1 ∩ aM ⊆
JMj . This is certainly the case when Mj+1 ∩ aM = aMj .
Hence, if depth grM(M) ≥ r− 1, then vj(M) = vj(M/aM) for every j ≥ 0.
By induction on j, we can prove that the converse holds. NamelyM1∩aM =
aM and, if j ≥ 1, then we have
Mj+1 ∩ aM ⊆ JMj ∩ aM = (aMj + arMj) ∩ aM
= aMj + (arMj ∩ aM) ⊆ aMj + ar(Mj ∩ aM)
= aMj + araMj−1 = aMj .
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where arMj ∩ aM ⊆ ar(Mj ∩ aM) because ar is regular modulo aM, while
Mj ∩ aM = aMj−1 follows by induction.
Since M/aM is Cohen-Macaulay of dimension one, we get
e1(M) = e1(M/aM) =
∑
j≥0
vj(M/aM) ≤
∑
j≥0
vj(M).
Equality holds if and only if depth grM(M) ≥ r − 1. This proves a) once
more and moreover gives the equivalence between 1. and 3. in c). By using
(2.3) and Proposition 1.3.2 this also gives the equivalence between 1. and
5. in c).
Now, if b is the ideal generated by a1, · · · , ar−2, then, as before, we get
e2(M) = e2(M/bM) ≤ e2(M/aM) =
∑
j≥1
jvj(M/aM) ≤
∑
j≥1
jvj(M).
This proves b) and 4 =⇒1. To complete the proof of the Theorem, we need
only to show that 1 =⇒ 2. If depth grM(M) ≥ r − 1, then M and M/aM
have the same h-polynomial; this implies that for every i ≥ 1 we have
ei(M) = ei(M/aM) =
∑
j≥i−1
(
j
i− 1
)
vj(M/aM) =
∑
j≥i−1
(
j
i− 1
)
vj(M).
In the above result the equality in b) does not force grM(M) to be Cohen-
Macaulay. In fact we will see later that in a two dimensional local Cohen-
Macaulay ring, e2 can be zero, but depth grM(M) = 0 (see Example 3.2.9).
We recall that Proposition 2.3.2 extends Huckaba’s inequality without
assuming the Cohen-Macaulayness of M. In particular we proved that
e1(M)− e1(N) ≤
∑
j≥0
vj(M)
where N is the J-adic filtration on M.
If we do not assume thatM is Cohen-Macaulay, we are able to handle the
equality only for the m-adic filtration on A. Surprisingly in [80], Theorem
2.13, the authors proved that the equality in Proposition 2.3.2 forces the
ring A itself to be Cohen-Macaulay and hence, by Theorem 2.4.1, grm(A)
to have almost maximal depth. The result is the following.
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Theorem 2.4.2. Let (A,m) be a local ring of dimension r ≥ 1 and let J
be the ideal generated by a maximal m-superficial sequence. The following
conditions are equivalent:
1. e1(m)− e1(J) =
∑
j≥0 vj(m).
2. A is Cohen-Macaulay and depth grm(A) ≥ r − 1.
Proof. If A is Cohen-Macaulay, then e1(J) = 0 and, by the above result, we
find that 2) implies 1).
We prove now that 1) implies 2) by induction on r. If r = 1, the result follows
by Proposition 2.2.5 since W ⊆ m. Let r ≥ 2; by Lemma 2.3.1 we can find
a minimal basis {a1, . . . , ar} of J such that a1 is J-superficial, {a1, . . . , ar}
is an m-superficial sequence and e1(m) − e1(J) = e1(m/(a1)) − e1(J/(a1)).
Now A/(a1) is a local ring of dimension d − 1 and J/(a1) is generated by
a maximal m/(a1)-superficial sequence. We can then apply Proposition
2.3.2 to get
∑
j≥0 vj(m) = e1(m) − e1(J) = e1(m/(a1)) − e1(J/(a1)) ≤∑
j≥0 vj(m/(a1)) ≤
∑
j≥0 vj(m).
This implies
e1(m/(a1))− e1(J/(a1)) =
∑
j≥0
vj(m/(a1))
which, by the inductive assumption, implies that A/(a1) is Cohen-Macaulay.
By Lemma 1.2.7 A is Cohen-Macaulay so that e1(J) = 0 and then e1(m) =∑
j≥0 vj(m); this implies depth grm(A) ≥ r − 1 and the result is proved.
Remark 2.4.3. As the reader can see, the above result had been presented
for the m-adic filtration. Actually a more general statement holds. We need
a filtration M such that W ⊆ M1 in order to apply Proposition 2.2.5 going
down of dimension by superficial sequences.
As a trivial consequence of the above result we have the following
Corollary 2.4.4. Let (A,m) be a local ring of dimension r ≥ 1 and let J be
the ideal generated by a maximal m-superficial sequence. If e1(J) ≤ 0, then
e1(m) ≤
∑
j≥0
vj(m).
Moreover, the following conditions are equivalent:
1. e1(m) =
∑
j≥0 vj(m).
2. A is Cohen-Macaulay and depth grm(A) ≥ r − 1.
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Remark 2.4.5. Notice that the condition e1(J) ≤ 0 is satisfied for example
if A is Buchsbaum (see [94], Proposition 2.7) or if depthA ≥ r − 1. In
fact if depthA ≥ r − 1 and a1, . . . , ar−1 is a superficial sequence in J , then
e1(J) = e1(J/(a1, . . . , ar−1)) and e1(J/(a1, . . . , ar−1)) ≤ 0 by Lemma 2.2.3.
Hence the previous result is an interesting extension of Huckaba-Marley’s
result where the Cohen-Macaulayness of A is assumed.
If A is an unmixed, equidimensional local ring that is a homomorphic
image of a Cohen-Macaulay local ring, then Vasconcelos conjectured that
for any ideal J generated by a system of parameters, the Chern coefficient
e1(J) < 0 is equivalent to A being non Cohen-Macaulay.
We remark that if dimA = 1, the property e1(J) = 0 is characteristic
of the Cohen-Macaulayness. For dimA ≥ 2, the situation is somewhat dif-
ferent. Consider the non Cohen-Macaulay ring A = k[x, y, z]/(z(x, y, z))
and J = (x, y)A. Despite the lack of the Cohen-Macaulyness, we have
e1(J) = e1(S) = 0 where S = k[x, y] ≃ A/H0m(A). Recently a very nice
result was proved by Ghezzi, Hong, Vasconcelos who established the conjec-
ture if A is a homomorphic image of a Gorenstein ring, and for all universally
catenary integral domains containing fields, see [26]. A remarkable extension
to the reduced case was obtained in [27].
In the Cohen-Macaulay case we describe now another set of numerical
characters of the filtered module M, which are important in the study of
the Hilbert coefficients.
Let M = {Mj}j≥0 be a good q-filtration of M and J an ideal generated
by an M-superficial sequence for q; then, for every j ≥ 0, we let
wj(M) := λ(Mj+1 + JM/JM) = λ(Mj+1/Mj+1 ∩ JM). (2.7)
Since
JMj ⊆ JM ∩Mj+1 ⊆Mj+1,
we get
vj(M) = wj(M) + λ(JM ∩Mj+1/JMj) (2.8)
The length of the abelian group JM ∩Mj+1/JMj will be denoted by
vvj(M) since these groups are the homogeneous components of the Valabrega-
Valla module
V V (M) :=
⊕
j≥0
(JM ∩Mj+1/JMj)
of M with respect to J , as defined in [103], chapter 5. For example one has
vv0(M) = 0, vv1(M) = λ(JM ∩M2/JM1)
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and since Mj+1 = JMj for large j, vvj(M) = 0 for j ≫ 0. It follows that,
in the case of the m-adic filtration {Mj = mj} of the Cohen-Macaulay ring
A, one has vv1(M) = 0 by the analytic independence of a maximal regular
sequence.
The significance of V V (M) lies in the fact that, ifM is Cohen-Macaulay,
by Valabrega-Valla, grM(M) is Cohen-Macaulay if and only if V V (M) = 0.
As a consequence we have that grM(M) is Cohen-Macaulay if and only
if vj(M) = wj(M) for every j ≥ 0.
In the one-dimensional Cohen-Macaulay case, we have
e1(M) =
∑
j≥0
vj(M) =
∑
j≥0
wj(M) +
∑
j≥0
vvj(M),
so that
∑
j≥0wj(M) ≤ e1(M) and equality holds if and only if grM(M) is
Cohen-Macaulay.
This result can be extended to higher dimensions; we first need to remark
that the integers wj do not change upon reduction a superficial sequence.
Namely if a ∈ J, then
wj(M/aM) = λ
(
(Mj+1 + aM/aM) + (JM/aM)
/
(JM/aM)
)
=
= λ
(
(Mj+1 + JM/aM)/(J(M/aM)
)
= λ(Mj+1 + JM/JM) = wj(M).
Theorem 2.4.6. LetM be a good q-filtration of the Cohen-Macaulay module
M of dimension r ≥ 1 and let J be an ideal generated by a maximal M-
superficial sequence for q. Then we have
a) e1(M) ≥
∑
j≥0wj(M)
b) e1(M) =
∑
j≥0wj(M) if and only if grM(M) is Cohen-Macaulay.
Proof. We may assume r ≥ 2 and we let J = (a1, · · · , ar). Denote a =
(a1, · · · , ar−1), then we have
e1(M) = e1(M/aM) =
∑
j≥0
vj(M/aM) =
∑
j≥0
wj(M/aM)+
∑
j≥0
vvj(M/aM) =
=
∑
j≥0
wj(M) +
∑
j≥0
vvj(M/aM).
This proves a) and also implies that e1(M) =
∑
j≥0wj(M) if and only if
V V (M/aM) = 0, if and only if grM/aM (M/aM) is Cohen-Macaulay. Hence
b) follows by Sally’s machine.
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As a corollary of Theorem 2.4.6, we get the following achievement which
extends to our general setting the main result of A. Guerrieri in [34]. Here
the proof is quite simple and is due to Cortadellas (see [17]).
Corollary 2.4.7. Let M be a good q-filtration of the Cohen-Macaulay mod-
ule M of dimension r ≥ 1 and let J be an ideal generated by a maximal
M-superficial sequence for q. If λ(V V (M)) = 1, then depth grM(M) = r−1.
Proof. Since λ(V V (M)) = 1, then∑
j≥0
wj(M) =
∑
j≥0
vj(M)− 1.
Since for some n ≥ 0 we have Mn+1∩JM 6= JMn, we have depth grM(M) ≤
r − 1, hence e1(M) >
∑
j≥0wj(M). We get∑
j≥0
vj(M) ≥ e1(M) >
∑
j≥0
wj(M) =
∑
j≥0
vj(M)− 1.
This implies
∑
j≥0 vj(M) = e1(M) and the conclusion follows.
In the classical case, it was proved by Guerrieri in [35] that if λ(q2 ∩
J/qJ) = 2 = λ(V V (M)), then depth grM(M) ≥ r − 2, a result which was
extended by Wang in [111], where he proved that if λ(V V (M)) = 2 then
depth grM(M) ≥ r−2. If λ(q2∩J/qJ) = λ(V V (M)) = 3, Guerrieri and Rossi
proved that depth grM(M) ≥ r − 3, provided A is Gorenstein. A conjecture
of C. Huneke predicts that if vvj ≤ 1 for every j, then depth grM(M) ≥ r−1.
This is not true as shown by Wang. However Colome´ and Elias proved that
the condition vvj ≤ 1 for every j, implies depth grM(M) ≥ r−2. Concerning
this topic see also [34], [37], [111], [65], [7].
We want now to study the extremal case in Northcott’s inequlity. First
we need to recall a lower bound for e1 which was proved by Elias and Valla
in [20]. Given a Cohen-Macaulay local ring (A,m), one has
e1(m) ≥ 2e0(m)− h− 2, (2.9)
where h = µ(m) − dim (A) is the embedding codimension of A. Equality
holds above if and only if the h-polynomial is short enough.
In our general setting we have the inequality given by Theorem 2.3.5,
namely
e1(M)− e1(N) ≥ s e0(M)− λ(M/Ms−1)− λ(M/Ms + JM).
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When M is Cohen-Macaulay, we have e1(N) = 0 so that, if s = 2, we get
e1(M) ≥ 2 e0(M)− λ(M/M1)− λ(M/M2 + JM).
If we let
h(M) := λ(M1/JM +M2), (2.10)
then we have
e1(M) ≥ 2 e0(M)− λ(M/M1)− λ(M/M2 + JM)
= 2 e0(M)− h(M)− 2h0(M)
(2.11)
a formula which extends (2.9) because λ(m/J +m2) = µ(m)− dim (A) = h.
We remark that the integer h(M) coincides with the embedding codi-
mension in the case of the m-adic filtration. Further we have
h(M) = h(M/JM) = h1(M/JM) (2.12)
and also
h(M) = h1(M) + λ(M2 ∩ JM/JM1). (2.13)
The proof of the following theorem is exactly the same as the original
given in [20] and [36]. We reproduce it here because is a typical example of
the strategy to reduce dimension by using superficial elements and the Sally
machine.
We recall that, when M is Cohen-Macaulay and dim (M) = 1, we in-
troduced the reduction number of the filtration M as the integer s(M) =
min {j : HM(j) = e0(M)} and it turns out that it is also the degree of the
h-polynomial of M., see (2.5).
Accordingly with this case, in the following s(M) will denote the degree
of the h-polynomial of M (see Section 1.3. for the definition).
Theorem 2.4.8. Let M be a good q-filtration of a Cohen-Macaulay module
M and let J be an ideal generated by a maximal M-superficial sequence for
q. The following conditions are equivalent:
a) e1(M) = 2 e0(M)− 2h0(M)− h(M)
b) s(M) ≤ 2 and M2 ∩ JM = JM1.
If either of the above conditions holds, then grM(M) is Cohen-Macaulay.
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Proof. We prove that b) implies a). Since M2 ∩ JM = JM1 and M is
Cohen-Macaulay, we get h(M) = h1(M). Since s(M) ≤ 2, we have
e0(M) = h0(M) + h1(M) + h2(M) e1(M) = h1(M) + 2h2(M).
Hence
2 e0(M)− 2h0(M)− h(M) = 2(h0(M) + h1(M) + h2(M))− 2h0(M)− h1(M)
= h1(M) + 2h2(M) = e1(M).
Let us prove the converse by induction on r := dim (M). If r = 0, then we
have PM(z) =
∑s
i=0 hi(M) with hi(M) ≥ 0 and where we let s := s(M).
Since h(M) = h1(M), it is clear that e1(M) ≥ 2 e0(M)−2h0(M)−h(M) and
if we have equality, then
h3(M) + 2h4(M) + · · · + (s− 2)hs(M) = 0,
which implies s ≤ 2.
If r ≥ 1, let J = (a1, · · · , ar) and K := (a1, · · · , ar−1). Then we have
2 e0(M)− 2h0(M)− h(M) = e1(M) = e1(M/KM) ≥ e1(M/JM)
≥ 2 e0(M/JM) − 2h0(M/JM) − h(M/JM)
= 2 e0(M)− 2h0(M)− h(M)
where we used several times Proposition 1.3.2. This gives
e1(M/KM) = e1(M/JM)
which, again by Proposition 1.3.2, implies depth grM(M/KM) = 1. By
Sally’s machine, grM(M) is Cohen-Macaulay so that s(M) = s(M/JM) ≤ 2.
Finally, by Valabrega and Valla, M2 ∩ JM = JM1, as wanted.
We collect in the following formula some of the results we proved in the
caseM is Cohen-Macaulay and J an ideal generated by a maximal sequence
of M-superficial elements for q.
e1(M) ≥ 2e0(M)− h(M)− 2h0(M)
= e0(M)− h0(M) + λ(JM +M2/JM)
= h1(M) + λ(M2/JM1) + λ(M2/JM ∩M2).
(2.14)
Here the first inequality comes from Theorem 2.3.5 with s = 1, the first
equality comes from the identities
e0(M) = λ(M/JM), h0(M) = λ(M/M1), h(M) = λ(M1/JM +M2)
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and, finally, the last equality is a consequence of Proposition 2.1.1 which
says that
e0(M) = h0(M) + h1(M) + λ(M2/JM1). (2.15)
We are ready now to study the Hilbert function in the extremal case
of Northcott’s inequality and, at the same time, in the case of minimal
multiplicity.
Theorem 2.4.9. Let M = {Mj}j≥0 be a good q-filtration of the Cohen-
Macaulay module M of dimension r and let J be an ideal generated by a
maximal M-superficial sequence for q. Let us consider the following condi-
tions:
1. s(M) ≤ 1 or, equivalently, PM(z) = h0(M)+h1(M)z(1−z)r
2. e1(M) = h1(M).
3. e1(M) = e0(M)− h0(M).
4. e0(M) = h0(M) + h1(M).
5. M2 = JM1.
Then we have
1 =⇒ 2 =⇒ 4
m ⇓ m
1 ⇐= 3 5
If any of the first three equivalent conditions holds, then grM(M) is Cohen-
Macaulay.
Proof. It is clear that 1 =⇒ 2, while, by using (2.15), we get 4 ⇐⇒ 5. By
looking at (2.14), it is clear that e1(M) = h1(M) implies M2 = JM1 and
e1(M) = e0(M)− h0(M) so that 2 =⇒ 3 and 4. We need only to prove that
3 =⇒ 1.
If e1(M) = e0(M)−h0(M), then M2 ⊆ JM , which implies h2(M/JM) =
0, and equality holds in (2.14). By Theorem 2.4.8, we get grM(M) is Cohen-
Macaulay and s(M) ≤ 2. Hence s(M) = s(M/JM) ≤ 2; but we have seen
that h2(M/JM) = 0, hence s(M) = s(M/JM) ≤ 1, as required.
Notice that the example given after Corollary 2.2.7 shows that in the
above theorem the condition M2 = JM1 does not imply s(M) ≤ 1. In order
to have this implication, we need to put some restriction on the filtration.
If L is any submodule of the given Cohen-Macaulay module M, and q
an m-primary ideal of A such that qM ⊆ L, let us consider the filtration
ML : {M0 =M,Mj+1 = qjL} (2.16)
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for every j ≥ 0. It is clear that ML is a good q-filtration. ML will be called
the filtration induced by L and it will appear in most of the results from
now on.
It is important to remark that, by definition, one has Mj+1 = qMj for every
j ≥ 1. For example this property allows us to conclude that the condition
M2 = JM1 implies s(M) ≤ 1.
Let us compare the filtration ML with the already introduced filtration
MI : (MI)0 =M0 =M and (MI)j+1 = IMj for every j ≥ 0.
where I is an ideal containing q.
Notice that if M = qnM is the q-adic filtration, then MI = ML with
L = IM.
When M is the q-adic filtration on A and I = m, then Mm coincides with
the filtration
Mm : A ⊇ m ⊇ mq ⊇ mq2 ⊇ · · · ⊇ mqn . . .
already introduced in (2.16).
Corollary 2.4.10. Let M be a given Cohen-Macaulay module, L a submod-
ule and M = ML the good q-filtration on M induced by L. If J is an ideal
generated by a maximal M-superficial sequence for q, then all the conditions
of the above theorem are equivalent.
Proof. We prove that, for the filtration M, we have 5 =⇒ 1. If M2 = JM1,
then qL = JL so that Mj+1 = JMj for every j ≥ 1. By Valabrega-Valla,
this implies grM(M) is Cohen-Macaulay and s(M/JM) ≤ 1. Hence
s(M) = s(M/JM) ≤ 1,
as wanted.
In the following theorem we study the equality e1(M) = e0(M)−h0(M)+
1. It turns out that we need some extra assumptions in order to get a com-
plete description of this case. Nevertheless, the theorem extends results of
Elias-Valla (see[20]), Guerrieri-Rossi (see [36]), Itoh (see [55]), Sally (see
[88]) and Puthenpurakal (see [68]).
Theorem 2.4.11. Let M be a Cohen-Macaulay module of dimension r, L
a submodule of M and M = ML the good q-filtration on M induced by L.
If J is an ideal generated by a maximal M-superficial sequence for q and we
assume M2 ∩ JM = JM1, then the following conditions are equivalent.
64
1. e1(M) = e0(M)− h0(M) + 1.
2. e1(M) = h1(M) + 2.
3. e0(M) = h0(M) + h1(M) + 1 and grM(M) is Cohen-Macaulay.
4. PM(z) =
h0(M)+h1(M)z+z2
(1−z)r .
Proof. It is clear that 4. implies 1. By (2.13), the assumption M2 ∩ JM =
JM1 gives the equality h1(M) = h(M), hence, if e1(M) = e0(M)−h0(M)+1,
we get by (2.14)
e1(M) = e0(M)− h0(M) + 1
≥ 2e0(M)− 2h0(M)− h1(M)
= e0(M)− h0(M) + λ(M2/JM1)
= h1(M) + 2λ(M2/JM1).
(2.17)
Now M2 6= JM1, otherwise, by Corollary 2.4.10, we have e1(M) = e0(M)−
h0(M). Hence λ(M2/JM1) = 1 and we have equality above, so that e1(M) =
h1(M) + 2. This proves that 1. implies 2.
Let us assume that e1(M) = h1(M) + 2. By Corollary 2.4.10, we have
M2 6= JM1, so that equality holds in (4.3) and grM(M) is Cohen-Macaulay
by Theorem 2.4.8.
We need only to prove that 3. implies 4. Since grM(M) is Cohen-Macaulay,
M and M/JM have the same h-polynomial so that
PM(z) =
hM/JM (z)
(1− z)r
But we have e0(M) = e0(M/JM), h0(M) = h0(M/JM) and also h1(M) =
h(M) = h1(M/JM). Under the assumption e0(M) = h0(M)+h1(M)+1 this
implies ∑
j≥2
hj(M/JM) = 1.
Now if h2(M/JM) = 0, then qL ⊆ q2L+ JM which implies ht(M/JM) = 0
for every t ≥ 2. Hence h2(M/JM) 6= 0 and since hj(M/JM) ≥ 0 for every
j, we get h2(M/JM) = 1 and hj(M/JM) = 0 for j ≥ 3. The proof of the
theorem is now complete.
As already shown in [36], the assumption M2 ∩ JM = JM1 is essential.
The Cohen-Macaulay local ring A = k[[t4, t5, t6, t7]] and the primary ideal
q = (t4, t5, t6) give, with M = A and L = q, an example where e1(M) =
e0(M)− h0(M) + 1 but grM(M) is not Cohen-Macaulay.
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As in [88] we remark that we can apply the theorem in the case M is the
q-adic filtration and q is integrally closed. Namely Itoh has shown that if q
is any m-primary ideal, then
J ∩ q2 = Jq.
Hence, if q is integrally closed (e.g. q = m), then
q2 ∩ J ⊆ J ∩ q2 = Jq = Jq,
so Jq = q2 ∩ J.
In order to get rid of the assumption M2 ∩ JM = JM1, we need one
more ingredient, the study of the Ratliff-Rush filtration.
In the next section, after discussing the basic properties of this filtration,
we apply the results concerning the second Hilbert coefficient e2(M) thus
completing the study of the equality
e1(M) = e0(M)− h0(M) + 1
(see Theorem 3.2.8).
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Chapter 3
Bounds for e2(M)
If M is a Cohen-Macaulay module, then in the previous chapter we showed
that e0(M) and e1(M) are positive integers.
In the classical case of an m-primary ideal q of a Cohen-Macaulay local
ring A, as far as the higher Hilbert coefficients are concerned, it is a famous
result of M. Narita that e2(q) ≥ 0 [61]. This result is extended here to the
case of modules. In the same paper, Narita also showed that if dimA = 2,
then e2(q) = 0 if and only if q
n has reduction number one for some large
n. Consequently, grqn(A) is Cohen-Macaulay. There are examples which
show that the result cannot be extended to higher dimensions. Very recently
Puthenpurakal presented some new results concerning this problem, see [69].
Interesting results on e2(q) can also be found in [15] which investigates the
interplay between the integrality, or even the normality, of the ideal q and
e2(q). Classical bounds for e2(M) can be improved and reformulated in our
general setting by using special good q-filtrations on the moduleM described
in the first section. We will introduce the use of the Ratliff-Rush filtration
in studying Hilbert coefficients. This is a device which will be crucial also
in the next chapter.
Unfortunately, the positivity does not extend to the higher Hilbert co-
efficients. Indeed, in [61] M. Narita showed that it is possible for e3(M)
to be negative. However, a remarkable result of S. Itoh says that if q is a
normal ideal then e3(q) ≥ 0 [56]. A nice proof of this result was also given
by S. Huckaba and C. Huneke in [51]. In general, it seems that the integral
closedness (or the normality) of the ideal q has non trivial consequences for
the Hilbert coefficients of I and, ultimately, for depth grq(A).
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3.1 The Ratliff-Rush filtration
Given a good q-filtration on the module M , we shall introduce a new filtra-
tion which was constructed by Ratliff and Rush in [71]. Here we extend the
construction to the general case of a filtered module by following the defini-
tion given by W. Heinzer et al. in [43], Section 6. A further generalization
was studied by T.J. Puthenpurakal and F. Zulfeqarr in [70].
Let q be an m-primary ideal in A and let M be a good q-filtration on the
module M. We define the filtration M˜ on M by letting
M˜n :=
⋃
k≥1
(Mn+k :M q
k).
If there is no confusion, we will omit the subscript M in the colon. It is
clear that M˜0 = M˜ =M and, for every n ≥ 0, Mn ⊆ M˜n.
Further, since M is Noetherian, there is a positive integer t, depending
on n such that
M˜n =Mn+k : q
k ∀k ≥ t.
The filtration M˜ is called the Ratliff-Rush filtration associated to M.
If M is the q-adic filtration of M = A, then for every integer n there
exists an integer k such that
M˜n = q˜n = q
n+k : qk.
The most important properties of M˜ are collected in the following lemma.
Lemma 3.1.1. Let M be a good q-filtration on the r-dimensional module
M, such that depth q(M) ≥ 1. Then we have:
1. There exists an integer n0 such that Mn = M˜n for all n ≥ n0.
2. M˜ is a good q-filtration on M.
3. If a is M-superficial for q, then it is also M˜-superficial for q.
4. M˜ and M share the same Hilbert-Samuel polynomial so that ei(M˜) =
ei(M) for every i = 0, · · · , r.
5. If a is M-superficial for q, then M˜j+1 : a = M˜j for every j ≥ 0, so
that depth gr eM(M) ≥ 1.
6. depth grM(M) ≥ 1 if and only if Mn = M˜n for every n.
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Proof. Let a be M-superficial for q. Since depth q(M) ≥ 1, a is a regular
element for m and, by Theorem 1.2.3, there exists an integer n such that
Mj+1 : a =Mj for every j ≥ n. We have
M˜n =Mn+k : q
k ⊆Mn+k : ak = (Mn+k : a) :M ak−1
=Mn+k−1 : a
k−1 = · · · =Mn+1 : a =Mn.
which proves the first assertion. Also we have
qM˜n = q(Mn+k : q
k) ⊆ qMn+k : qk ⊆Mn+k+1 : qk ⊆ M˜n+1
which proves that M˜ is a q-filtration. Further, since Mn = M˜n for n ≫ 0,
M˜ is q-good, a is M˜-superficial for q and M˜ and M share the same Hilbert-
Samuel polynomial. This proves that ei(M˜) = ei(M) for every i = 0, · · · , r.
We prove now that M˜j+1 : a = M˜j for every j ≥ 0. It is clear that we can
find an integer k such that Mj+1+k : a = Mj+k and M˜j+1 = Mj+1+k : q
k.
Then we get
M˜j+1 : a = (Mj+1+k : q
k) : a = (Mj+1+k : a) : q
k =Mj+k : q
k ⊆ M˜j.
Finally we must prove that depth grM(M) ≥ 1 implies M˜n = Mn for every
n. But we have
M˜n =Mn+k : q
k ⊆Mn+k : ak =Mn
because a∗ is a regular element on grM(M).
The filtration M˜ on M is a good q-filtration because, by the definition,
we have qM˜n ⊆ M˜n+1 and, by Lemma 3.1.1, for large n we have M˜n+1 =
Mn+1 = qMn = qM˜n.
It’s worth recalling that T.J. Puthenpurakal and F. Zulfeqarr in [70] and
in [69] further analyzed the case when q is not a regular ideal, i.e. it does
not contain an M -regular element.
3.2 Bounds for e2(M).
The Ratliff-Rush filtration is a very useful tool in proving results on the
Hilbert coefficients, but in general it does not behave well in inductive ar-
guments, except few, for instance for the integrally closed ideals.
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Denote by q the integral closure of the ideal q in A. It is easy to see that
q ⊆ q˜ ⊆ q.
Hence, if q is an integrally closed ideal, then q˜ = q (say that q is Ratliff-Rush
closed). In this case the Ratliff-Rush closure commutes with the quotient by
a superficial element. In fact S. Itoh proved that if q is an integrally closed
ideal, there exists a superficial element a ∈ q such that qB is integrally
closed in B = A/aA, hence qB is Ratliff-Rush closed in B. In particular
q˜B = q˜B.
This is not true in general.
Superficial elements do not behave well, even if we consider Ratliff-Rush
closed ideals (non integrally closed). Consider q = (xl, xyl−1, yl), l > 2, in
A = k[[x, y]] (see [81]); in this case all the powers of q are Ratliff-Rush
closed, nevertheless there is no superficial element a ∈ q for which q/(a) is
not Ratliff-Rush closed in B = A/aA, hence q˜B 6= q˜B. In [69], Theorem
3.3. and Theorem 5.5., T. Puthenpurakal gives a complete characterization
of the existence of a superficial element a ∈ q for which
q˜iB = q˜iB
for every integer i.
An important fact proved by Huckaba and Marley in [47], Corollary 4.13
is an easy consequence of our approach.
Let us assume M is a good q-filtration on the 2-dimensional Cohen-
Macaulay module M, then by Theorem 2.4.1 c) and Lemma 3.1.1, (4) and
(5) we have
e1(M) = e1(M˜) =
∑
j≥0
vj(M˜) e2(M) = e2(M˜) =
∑
j≥1
jvj(M˜) (3.1)
We recall that vj(M˜) = λ(M˜j+1/JM˜j) where J is a maximal M-superficial
sequence for q, hence by Lemma 3.1.1 (3), a maximal M˜-superficial sequence
for q. As a first application of the previous formula we obtain a short proof
of the non negativity of e2(M).
Proposition 3.2.1. LetM be a good q-filtration of theCohen-Macaulay mod-
ule M of dimension r. Then
e2(M) ≥ 0.
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Proof. If r = 1, it is clear by Lemma 2.2.2. Let r ≥ 2, by Proposition 1.3.2
we may assume r = 2. Hence by (3.1)
e2(M) = e2(M˜) =
∑
j≥1
jvj(M˜) ≥ 0.
The following example given in [15] shows that e2(q) = 0 does not imply
the Cohen-Macaulayness of grq(A).
Example 3.2.2. Let A be the regular local ring k[[x, y, z]], with k a field and
x, y, z indeterminates and consider q = (x2 − y2, y2 − z2, xy, xz, yz), then
Pq(z) =
5 + 6z2 − 4z3 + z4
(1− z)3 .
In particular, e2(q) = 0 and we prove that grq(A) has depth zero. In fact
we can find a superficial element for q whose initial form is not regular on
grq(A). Computing by CoCoA the Hilbert coefficients ei(q/(xy)) we can see
that xy is a superficial element for q (see Remark 1.3.3), but its initial form
is a zero-divisor on grq(A) since Pq(z) 6= P 1q/(xy)(z) (see Proposition 1.3.2).
In the two-dimensional case, one can prove that if e2(M) = 0, then
gr eM(M) is Cohen-Macaulay. We prove this in the next theorem, where we
extend also results by Sally and Narita (see [89] and [61]).
Theorem 3.2.3. Let M = {Mj}j≥0 be a good q-filtration of the Cohen-
Macaulay module M of dimension 2 and let J be an ideal generated by a
maximal M-superficial sequence for q. Then
1. e2(M) ≥ e1(M)− e0(M) + λ(M/M˜1) ≥ 0
2. If e2(M) = 0 and M1 = M˜1, then e1(M) = e0(M) − h0(M) so that
s(M) ≤ 1 and grM(M) is Cohen-Macaulay.
3. gr eM(M) is Cohen-Macaulay if at least one of the following conditions
holds:
a) e2(M) = 0,
b) e2(M) = e1(M)− e0(M) + λ(M/M˜1) and M˜2 ∩ JM = JM˜1,
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Proof. Since depth gr eM(M) ≥ 1 = r − 1, we have e2(M) = e2(M˜) =∑
j≥1 jvj(M˜) and e1(M) = e1(M˜) =
∑
j≥0 vj(M˜). Hence we get
e2(M) = e1(M)− v0(M˜) +
∑
j≥2
(j − 1)vj(M˜)
= e1(M)− λ(M˜1/JM) +
∑
j≥2
(j − 1)vj(M˜)
= e1(M)− e0(M) + λ(M/M˜1) +
∑
j≥2
(j − 1)vj(M˜)
≥ e1(M)− e0(M) + λ(M/M˜1) ≥ 0
where the last inequality follows by (2.14) applied to the Ratliff-Rush filtra-
tion M˜ . This proves 1. which trivially gives 2. As for 3., if e2(M) = 0, then
e1(M) = e0(M) − λ(M/M˜1) and gr eM(M) is Cohen-Macaulay by Theorem
2.4.9.
If e2(M) = e1(M)− e0(M) + λ(M/M˜1), then vj(M˜) = 0 for every j ≥ 2.
This means that M˜j+1 = JM˜j for every j ≥ 2, and since M˜2 ∩ JM = JM˜1,
gr eM(M) is Cohen-Macaulay by Valabrega-Valla.
The inequality e2(M) ≥ e1(M) − e0(M) + λ(M/M˜1) ≥ 0 was proved by
Sally in [89], Corollary 2.5, in the special case Mj = q
j . The methods there
involve the local cohomology of the Rees ring.
As a consequence of the previous theorem we obtain a classical result by
Narita (see [61]).
Corollary 3.2.4. Let q be an m-primary ideal which is integrally closed in
a Cohen-Macaulay local ring (A,m) of dimension r ≥ 2. Then
1. e2(q) ≥ e1(q) − e0(q) + λ(A/q)
2. If e2(q) = 0 then grq(A) is Cohen-Macaulay and ei(q) = 0 for i ≥ 2.
In the above corollary we get rid of the assumption dim (M) = 2 of Theo-
rem 3.2.3 since q is integrally closed and, by Proposition 1.2.8, we can find a
superficial sequence a1, . . . , ar−2 in q such that q/(a1, . . . , ar−2) is integrally
closed in A/(a1, . . . , ar−2) which is a local Cohen-Macaulay ring of dimen-
sion two. Moreover, by Proposition 1.3.2, the numerical invariants involved
are preserved going modulo (a1, . . . , ar−2) and we may apply Theorem 3.2.3
in order to prove 1. The second assertion comes from 1. and Theorem 2.4.9.
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Example 3.2.2 shows that in Corollary 3.2.4 the assumption that the
ideal q is integrally closed cannot be weakened. In the example e2(q) = 0,
but grq(A) is not Cohen-Macaulay.
Notice that inequality 1. was already proved by Itoh in [56, 12]. Assertion
2. of Corollary 3.2.4 was proved by Puthenpurakal in [68].
Later, it was conjectured by Valla [101, 6.20] that if the equality e2 =
e1 − e0 + λ(A/q) holds when q is the maximal ideal m of A, then the asso-
ciated graded ring grm(A) is Cohen-Macaulay. Unfortunately, the following
example given by Wang shows that the conjecture is false.
Example 3.2.5. Let A be the two dimensional local Cohen-Macaulay ring
k[[x, y, t, u, v]]/(t2 , tu, tv, uv, yt − u3, xt− v3),
with k a field and x, y, z, u, v indeterminates. Let m be the maximal ideal
of A. One has that the associated graded ring grm(A) has depth zero and
Pm(z) =
1 + 3z + 3z3 − z4
(1− z)2 .
In particular, one has e2 = e1 − e0 + 1, that is, e2 is minimal according to
Itoh’s bound.
Hence the condition λ(A/q) = e0(q)− e1(q) + e2(q) does not imply that
grq(A) is Cohen-Macaulay even for an integrally closed ideal q. However,
Corso, Polini and Rossi in [15] proved that the conjecture is true if q is
normal (i.e. qn is integrally closed for every n).
Theorem 3.2.6. Let q be a normal m-primary ideal in a Cohen-Macaulay
local ring (A,m) of dimension r ≥ 2. Then
1. e2(q) ≥ e1(q) − e0(q) + λ(A/q).
2. If e2(q) = e1(q)− e0(q) + λ(A/q) then grq(A) is Cohen-Macaulay.
In the above result 1. follows by Corollary 3.2.4. The crucial point in
the proof of 2. is to prove that the reduction number of q is at most two.
Here a result by Itoh in [55] had been fundamental. Another context where
the normality plays an important role in the reduction number of q is in
pseudo-rational two-dimensional normal local ring, see a notable result by
Lipman and Teissier [59], Corollary 5.4.
We present here a short proof of a result of Narita for modules which
characterizes e2(M) = 0 when M is a Cohen-Macaulay module of dimension
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two and M is the q-adic filtration on M. We will write ei(qnM) when we
consider the Hilbert coefficients of the qn-adic filtration on M with n a fixed
integer.
Proposition 3.2.7. Let q be an m-primary ideal and let M be a Cohen-
Macaulay module of dimension two.
Then e2(qM) = 0 if and only if q
nM has reduction number one for some pos-
itive integer n. Under these circumstances grqnM (M) is Cohen-Macaulay.
Proof. We first recall that e2(qM) = e2(q
mM) for every positive integer m.
Assume e2(qM) = 0 and let n be an integer such that q˜nM = q
nM . Hence
by Theorem 3.2.3, 0 = e2(q
nM) ≥ e1(qnM) − e0(qnM) + λ(M/q˜nM) =
e1(q
nM)−e0(qnM)+λ(M/qnM). Hence e1(qnM)−e0(qnM)+λ(M/qnM ) =
0 because it cannot be negative by Northcott’s inequality. The result follows
now by Theorem 2.4.9. For the converse, if qnM has reduction number one
for some n, then e2(q
nM) = 0 and grqnM (M) is Cohen-Macaulay again by
Theorem 2.4.9. In particular e2(qM) = e2(q
nM) = 0.
We remark that Narita’s result cannot be extended to a local Cohen-
Macaulay ring of dimension > 2 without changing the statement. The ideal
q presented in Example 3.2.2 satisfies e2(q) = 0, however q
n has reduction
number greater than one for every n. In fact, it is enough to remark that
q does not have reduction number one (grq(A) is not Cohen-Macaulay) and
qn = (x, y, z)2n for n > 1 which has reduction number two. An extension of
Narita’s result to the the higher dimensional case is given by Puthenpurakal
in [69].
We can prove now the following result which is, at the same time, an
extension and a completion of a deep theorem proved by Sally in [88]. This
result is new even in the classical case and it completes the study of the
equality e1(M) = e0(M)− h0(M) + 1 (see Chapter 2).
Theorem 3.2.8. Let M be a Cohen-Macaulay module of dimension r ≥ 2,
L a submodule of M and M =ML the good q-filtration on M induced by L.
Assume that e1(M) = e0(M)−h0(M)+ 1. Then the following conditions are
equivalent:
1. e2(M) 6= 0
2. e2(M) = 1
3. depth grM(M) ≥ r − 1.
4. PM(z) =
h0(M)+h1(M)z+z2
(1−z)r .
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Proof. We recall that we are considering the filtration
ML : M ⊇ L ⊇ qL ⊇ · · · ⊇ qjL ⊇ . . .
First we prove that 1., 2. and 3. are equivalent. As usual, J is an ideal
generated by a maximal sequence ofM-superficial elements for q. Let us first
consider the case r = 2. We have
v0(M˜) = λ(M˜1/JM) = e0(M)− h0(M) + λ(M˜1/M1).
and depth gr eM(M) ≥ 1 = r − 1. This implies
e2(M) = e2(M˜) =
∑
j≥1
jvj(M˜)
e0(M)− h0(M) + 1 = e1(M) = e1(M˜) =
∑
j≥0
vj(M˜)
so that ∑
j≥1
vj(M˜) =
∑
j≥0
vj(M˜)− v0(M˜) = 1− λ(M˜1/M1). (3.2)
Let us assume that 1. holds, then
∑
j≥1 vj(M˜) > 0, so that
∑
j≥1 vj(M˜) = 1
and λ(M˜1/M1) = 0. But if M˜1 =M1, we cannot have v1(M˜) = 0, otherwise
M2 ⊆ M˜2 = JM˜1 = JM1,
and, by Theorem 2.4.9, e1(M) = e0(M) − h0(M), a contradiction. Hence
v1(M˜) = 1 and vj(M˜) = 0 for every j ≥ 2, which implies e2(M) = 1. This
proves that 1. implies 2.
Let now assume that e2(M) = 1. Then we must have v1(M˜) = 1 and
vj(M˜) = 0 for every j ≥ 2, so that, by (3.2), M˜1 =M1. Thus
1 = λ(M˜2/JM1) ≥ λ(M2/JM1) ≥ 1
which implies M˜2 =M2. Now if j ≥ 2 and M˜j =Mj, then we have
Mj+1 ⊆ M˜j+1 = JM˜j = JMj ⊆Mj+1.
Hence, by induction, we get M˜t =Mt for every t ≥ 1. By the above Lemma,
this implies depth grM(M) > 0, thus proving that 2. implies 3.
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Finally, the condition depth grM(M) > 0 implies M˜1 = M1, hence∑
j≥1 vj(M˜) = 1 and e2(M) 6= 0. This completes the proof of the equiv-
alence of 1., 2. and 3. in the case r = 2.
Let us now consider the general case, when r ≥ 3. Let a be an ideal
generated by an M-superficial sequence for q of length r − 2. Then we have
ei(M) = ei(M/aM) for i = 0, 1, 2 and h0(M) = h0(M/aM). Hence the
assumption holds for the 2-dimensional Cohen-Macaulay module M/aM.
The conclusion follows because, by Sally machine, depth grM(M) ≥ r− 1 if
and only if depth grM(M/aM) ≥ 1.
We end the proof of the theorem by proving that 2. is equivalent to 4.
We notice that if e2(M) = 1 and depth grM(M) ≥ r − 1, then, by Theorem
2.4.1, we get
1 = e2(M) =
∑
j≥1
jvj(M).
Hence v1(M) = 1 and vj(M) = 0 for j ≥ 2. Since ei(M) =
∑
j≥i−1
( j
i−1
)
vj(M),
we also get ej(M) = 0 for j ≥ 3. These values of the ei’ s give the required
Hilbert series and conversely.
The following example from [89] shows that in the above result the as-
sumption e2(M) 6= 0 is essential. We remark that the q-adic filtration of A
is a filtration of the type ML induced on A by L = q itself.
Example 3.2.9. Consider the ideal q = (x4, x3y, xy3, y4) ⊆ A = k[[x, y]].
The ideal q is not integrally closed and if we consider on A the q-adic filtra-
tion, we have
Pq(z) =
11 + 3z + 3z2 − z3
(1− z)2 .
This gives e0 = 16, e1 = 6, e2 = 0, h0(q) = 11, so that e1(q) = e0(q) −
h0(q) + 1. It is clear that x
2y2 /∈ q while x2y2q ⊆ q2 so that q˜ 6= q and
grq(A) has depth zero by Lemma 3.1.1.
Very little is known about the Hilbert Function of the filtered module
M when e2(M) = 0 and M1 6= M˜1. As completion of Theorem 3.2.8 and by
using the machinery introduced in the next section, we will give an answer,
provided e1(M) = e0(M)− h0(M) + 1.
The following example shows that in the above theorem the assumption
e1(M) = e0(M) − h0(M) + 1 and e2(M) = 1 does not imply grM(A) is
Cohen-Macaulay.
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Example 3.2.10. Consider the ideal q = (x6, x5y3, x4y7, x3y8, x2y10, xy11,
y22) in A = k[[x, y]. We have
Pq(z) =
61 + 26z + z2
(1− z)2 .
This gives e0(q) = 88, e1(q) = 28, e2(q) = 1, h0(q) = 61, so that we have
e1(q) = e0(q) − h0(q) + 1. However grq(A) is not Cohen-Macaulay because
q is an m-primary ideal in a regular ring of dimension two and s(q) = 2 > 1
(see [47] Theorem A and Proposition 2.6, [8] Proposition 2.9).
The previous example underlines the difference between the case of the
m-adic filtration and the more general case of an m-primary ideal q. In the
first case [20] Elias and Valla proved that if the degree of the h-polynomial is
less than or equal to two, then the associated graded ring is Cohen-Macaulay.
The above example shows that this is not the case when q is not maximal,
even if A is regular and h2 = 1.
The second statement in Theorem 2 of [68] says that ifM = A is Cohen-
Macaulay, q = m, dimA = 2 and e1(A) = 2e0(A) − µ(m) + 1, then either
grmn(A) is Cohen-Macaulay for n≫ 0 or depth grm(A) ≥ 1.
We notice that we have
2e0(A)− µ(m) + 1 = 2e0(A)− 2h0(A)− h(A) + 1,
so that this last result will be a consequence of the following theorem which
is a further step after Theorem 2.4.8.
Theorem 3.2.11. Let M be a Cohen-Macaulay module of dimension r ≥ 2,
L a submodule of M and M =ML the good q-filtration on M induced by L.
Let J be generated by a maximal M-superficial sequence for q and assume
that e1(M) = 2e0(M)−2h0(M)−h(M)+1, M˜1 =M1 and M˜2∩JM = JM1.
Then we have
1. If M˜2 6=M2, then gr eM(M) is Cohen-Macaulay.
2. If r = 2, then
a) e2(M) = e0(M)−h0(M)−h1(M)+1 if and only if depth grM(M) = 0.
b) e2(M) = e0(M)−h0(M)−h1(M)+2 if and only if depth grM(M) ≥ 1.
Further, in case a), gr eM(M) is Cohen-Macaulay; in case b),
PM(z) =
h0(M) + h1(M)z + h2(M)z2 + z3
(1− z)2 .
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Proof. We have ei(M) = ei(M˜) for i = 0, 1, 2
h0(M˜) = λ(M/M˜1) = λ(M/M1) = h0(M)
and
h(M˜) = λ(M˜1/JM + M˜2) = λ(M1/JM + M˜2)
= λ(M1/JM +M2)− λ(JM + M˜2/JM +M2)
= h(M)− λ
(
M˜2/M2 + (M˜2 ∩ JM)
)
= h(M)− λ(M˜2/M2).
Since M2 ∩ JM ⊆ M˜2 ∩ JM = JM1, we also have M2 ∩ JM = JM1,
which implies by (2.13)
h(M) = h1(M).
Further
2e0(M)− 2h0(M)− h(M) + 1 = e1(M) = e1(M˜)
≥ 2e0(M˜)− 2h0(M˜)− h(M˜)
= 2e0(M)− 2h0(M)− h(M) + λ(M˜2/M2)
so that 0 ≤ λ(M˜2/M2) ≤ 1.
If M˜2 6=M2, then λ(M˜2/M2) = 1 and
e1(M˜) = 2e0(M˜)− 2h0(M˜)− h(M˜)
so that gr eM(M) is Cohen-Macaulay by Theorem 2.4.8. This proves 1.
Let us prove 2. We have r = 2 and depth gr eM(M) ≥ 1 = r − 1 so that,
by Theorem 2.4.1,
e1(M) = e1(M˜) =
∑
j≥0
vj(M˜), e2(M) = e2(M˜) =
∑
j≥1
jvj(M˜).
Now
v0(M˜) = λ(M˜1/JM) = λ(M1/JM) = e0(M)− h0(M)
v1(M˜) = λ(M˜2/JM˜1) = λ(M˜2/JM1) = λ(M˜2/M2) + λ(M2/JM1)
= λ(M˜2/M2) + e0(M)− h0(M)− h1(M)
= λ(M˜2/M2) + e0(M)− h0(M)− h(M),
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where we used the equality e0(M) = h0(M) + h1(M) + λ(M2/JM1) proved
in Proposition 2.1.1.
This implies
2e0(M)− 2h0(M)− h(M) + 1 = e1(M) = e1(M˜)
= v0(M˜) + v1(M˜) +
∑
j≥2
vj(M˜)
= λ(M˜2/M2) + 2e0(M)− 2h0(M)− h(M) +
∑
j≥2
vj(M˜)
so that
λ(M˜2/M2) +
∑
j≥2
vj(M˜) = 1.
In the case
∑
j≥2 vj(M˜) = 1, we have M˜2 = M2 and e1(M) = v0(M˜) +
v1(M˜) + 1. We claim that this implies M3 6= JM2 and v2(M˜) = 1. Namely,
if M3 = JM2, then q
2L = JqL so that Mj+1 = JMj for every j ≥ 2.
Since M2 ∩ JM = JM1, by Valabrega-Valla grM(M) is Cohen-Macaulay
with vj(M) = 0 for every j ≥ 2. But then e1(M) = v0(M) + v1(M), a
contradiction.
Hence M3 6= JM2, so that
JM˜2 = JM2 ⊂M3 ⊆ M˜3
and v2(M˜) = 1. This proves the claim.
Now we can write
e2(M) = e2(M˜) = v1(M˜) +
∑
j≥2
jvj(M˜)
= λ(M˜2/M2) + e0(M)− h0(M)− h1(M) +
∑
j≥2
jvj(M˜)
= e0(M)− h0(M)− h1(M) + 1 +
∑
j≥2
(j − 1)vj(M˜).
Hence we have only two possibilities for e2(M), namely
e2(M) =
{
e0(M)− h0(M)− h1(M) + 1 if
∑
j≥2 vj(M˜) = 0,
e0(M)− h0(M)− h1(M) + 2 otherwise.
(3.3)
Now, if depth grM(M) ≥ 1, then M˜2 = M2, hence
∑
j≥2 vj(M˜) = 1 and
we have e2(M) = e0(M)− h0(M)− h1(M) + 2.
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Conversely, if e2(M) = e0(M)− h0(M)− h1(M)+ 2, then v2(M˜) = 1 and
vj(M˜) = 0 for every j ≥ 3. This implies
1 = λ(M˜3/JM˜2) = λ(M˜3/JM2) ≥ λ(M3/JM2) ≥ 1,
so that M˜3 =M3. Hence, since vj(M˜) = 0 for every j ≥ 3, we get M˜j =Mj
for every j ≥ 0, which is equivalent to depth grM(M) ≥ 1.
This proves a); as for b), it follows by a) and (3.3). We come now to the
last assertions of the theorem.
In case a), we have M˜2 6=M2, so that gr eM(M) is Cohen-Macaulay by 1.
In case b), M = M˜ so that v2(M) = v2(M˜) = 1 and vj(M) = vj(M˜) = 0 for
every j ≥ 3. Since by Theorem 2.4.1 we have ei(M) =
∑
j≥i−1
( j
i−1
)
vj(M),
we get e3(M) = 1 and ej(M) = 0 for every j ≥ 4. These values of the ei’s
give the required Hilbert series.
The assumptions M˜1 = M1 and M˜2 ∩ JM = JM1 in the above theo-
rem seem very strong, but they are satisfied by the q-adic filtration of any
primary integrally closed ideal q. In particular by the m-adic filtration.
Corollary 3.2.12. Let q be an m-primary ideal in the Cohen-Macaulay local
ring A of dimension r and M the q-adic filtration on A. If q is integrally
closed and e1(M) = 2e0(M) − 2h0(M) − h(M) + 1, the following conditions
are equivalent and each implies
PM(z) =
h0(M) + h1(M)z + h2(M)z2 + z3
(1− z)r .
a) depth grM(M) ≥ r − 1.
b) e2(M) = e0(M)− h0(M)− h1(M) + 2.
If this is not the case, then e2(M) = e0(M)− h0(M)− h1(M) + 1.
Proof. Since q ⊆ q˜ ⊆ q, we have q = q˜; on the other hand, if J is an ideal
generated by a maximal sequence ofM-superficial elements for q, by a result
of Huneke and Itoh (see [52] and [56]), we have
q˜2 ∩ J ⊆ q2 ∩ J = Jq = Jq
so that
q˜2 ∩ J = Jq.
Hence the equivalence between a) and b) follows by the theorem if r = 2.
When r ≥ 3, by a result of Itoh (see [55]), we can find an ideal a generated
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by an M-superficial sequence for q of length r− 2 such that q/a is integrally
closed. Then we have ei(M) = ei(M/a) for i = 0, 1, 2,
h0(M) = λ(A/J) = h0(M/a)
and
h1(M) = h(M) = λ(A/J + q2) = h(M/a) = h1(M/a).
Hence all the assumptions of the theorem hold for the 2-dimensional Cohen-
Macaulay local ring A/a and the integrally closed primary ideal q/a. The
equivalence between a) and b) follows by the theorem because, by Sally
machine, depth grM(A) ≥ r − 1 if and only if depth grM(A/a) ≥ 1.
As for the last assertion if depth grM(M) < r − 1, then by using Sally’s
machine, we deduce depth grM(A/a) = 0. Since q/a is integrally closed and
A/a is a 2-dimensional local Cohen-Macaulay ring, we may apply Theorem
3.2.11 and it is easy to see that e2(M) = e0(M) − h0(M)− h1(M) + 1 since
the integers involved do not change passing to M/a.
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Chapter 4
Sally’s conjecture and
applications
Let q be an m-primary ideal of A and let M be a Cohen-Macaulay A-
module of dimension r. Consider the good q-filtration M = ML induced by
a submodule L of M (see (2.16)). In Theorem 2.4.9 we proved that, if M
has minimal multiplicity, namely e0(M) = h0(M) + h1(M), then
PM(z) =
h0(M) + h1(M)z
(1− z)r
and grM(M) is Cohen-Macaulay.
Furthermore, minimal multiplicity is equivalent to have e1(M) = e0(M) −
h0(M), the minimal value with respect to Northcott’s bound, and Hilbert
series
PM(z) =
h0 + h1z
(1− z)r .
In the next case, when e0(M) = h0(M) + h1(M) + 1, we say that M
has almost minimal multiplicity. Almost minimal multiplicity is much more
difficult to handle, even for the m-adic filtration on a Cohen-Macaulay local
ring. In this particular case h0(m) = 1 and h1(m) = µ(m) − r = h, the
embedding codimension. Then
e0(m) = h+ 2
For example the Cohen-Macaulay one-dimensional local ringA = k[[t4, t5, t11]]
has almost minimal multiplicity (with respect the m-adic filtration) and its
Hilbert series is
Pm(z) =
1 + hz + z3
(1− z) ,
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but the associated graded ring is not Cohen-Macaulay.
It was conjectured by Sally in [87] that, for an r-dimensional Cohen-
Macaulay local ring, in the classical case of the m-adic filtration, almost
minimal multiplicity forces the depth of the associated graded ring to be at
least r−1. After 13 years, the conjecture was proved by Wang in [110] and at
the same time by Rossi and Valla in [73]. In particular it was proved that an
r-dimensional Cohen-Macaulay local ring A has almost minimal multiplicity
if and only if
PA(z) =
1 + hz + zs
(1− z)r
for some integer s such that 2 ≤ s ≤ e0 − 1.
Later the conjecture was stated for any m-primary ideal of a Cohen-Macaulay
ring and an extended version was proved in [50], [11], [22] and [75] by fol-
lowing Rossi and Valla’s proof.
In this chapter we present a proof of this result in the general case of a
module endowed with the filtration induced by L. The crucial point of this
result is a bound on the reduction number of M.
As we have already seen in Chapter 1, if J is an ideal generated by a maximal
M-superficial sequence for q, thenM is a good J-filtration and hence for large
n we have
Mn+1 = JMn.
In particular J is a minimal M-reduction of q. Following the classical theory
of reductions of an ideal, we denote by
rJ(M) := min{n ∈N | Mj+1 = JMj for every j ≥ n}
the reduction number of M with respect to J. Since M = ML for a given
submodule L of M, we clearly have
rJ(M) := min{n ∈ N | Mn+1 = JMn} = min{n ∈ N | vn(M) = 0}.
If M is the q-adic filtration on the ring A, then we write rJ(q) instead of
rJ(M). In the 1-dimensional case
rJ(M) ≤ e0(M)− 1.
This bound can be easily extended to higher dimension under the assumption
depth grM(M) ≥ r − 1. Moreover, as in the classical case (see [96]) and
[86]), if M is Cohen-Macaulay and depth grM(M) ≥ r − 1, then rJ(M) is
independent of J.
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In Theorem 4.1.5 we prove that if dimM=2 or, more in general, if we assume
depth grM(M) ≥ r − 2, then
rJ(M) ≤ e1(M)− e0(M) + h0(M) + 1.
By using this bound, as a bonus, we get easy proofs of new “border cases”
theorems. In particular we consider the filtrations having e1(M) = e0(M)−
h0(M) + 1 or e1(M) = e0(M)− h0(M) + 2.
If e1(M) = e0(M)− h0(M) + 1, we have
PM(z) =
h0(M) + h1(M)z + z2
(1− z)r
if M2∩JM = JM1 (Theorem 2.4.11) or e2(M) 6= 0 (Theorem 3.2.8). In this
case M has almost minimal multiplicity. The case when M2 ∩ JM 6= JM1
and e2(M) = 0 is more difficult and, by using the usual approach, we reprove
in dimension two a nice result due to Goto, Nishida and Ozeki (see [30]).
4.1 A bound on the reduction number
Let q be an m-primary ideal of A and letM = {Mj}j≥0 be a good q-filtration
of a finitely generated module M.
We start with a result on the reduction number which was proved in [76],
Theorem 1.3. in the case of the q-adic filtration on A. As usual we denote
by J an ideal generated by a maximal M-superficial sequence for q.
Assume depth qM ≥ 1, by Lemma 3.1.1, there exists an integer p such
that Mj = M˜j for every j ≥ p. This implies that
M˜j+1 = JM˜j +Mj+1
for every j ≥ p. Hence the module
N := ⊕j≥0(M˜j+1/JM˜j +Mj+1)
has finite length. In the following we denote by ν the minimal number of
generators of N and remark that
ν = dim kN/mN < λ(N).
Theorem 4.1.1. Let M be a good q-filtration of M and let J be an ideal
generated by a maximal M-superficial sequence for q. Then
qν ⊆ Jqν−1 + (Mν+n : M˜n)
for every positive integer n.
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Proof. Let p be the integer such that M˜n = JM˜n−1 +Mn for all n > p. For
all n = 1, . . . , p we consider the elements m1n, . . . ,mνnn ∈ M˜n such that the
corresponding elements in Nn = M˜n/JM˜n−1 +Mn form a minimal system
of generators as an A−module. In particular if we define the submodules
Ln :=< m1n, . . . ,mνnn >⊆ M˜n,
then M˜n = JM˜n−1 +Ln +Mn (with Ln = 0 if n > p). It is easy to see that
for every n ≥ 1 we can write
M˜n =
n∑
j=0
Jn−jLj +Mn.
We have ν =
∑p
n=1 νn and so |(in)| = ν if i = 1, . . . , νn and n = 1, . . . , p.
Denote by ain an element of q, then ainmin ∈ M˜n+1 =
∑n+1
j=0 J
n+1−jLj+
Mn+1. Then there exist c(in)(kj) ∈ Jn+1−j and αin+1 ∈Mn+1 such that
ainmin =
n+1∑
j=1
νj∑
k=1
c(in)(kj)mkj + αin+1
with mk p+1 = 0 for every k.
Thus if we consider the relations
n+1∑
j=1
νj∑
k=1
c(in)(kj)mkj − ainmin = αin+1
we get a system of ν linear equations in the ν variables mkj where j =
1, . . . , p and k = 1, . . . , νj .
Hence we consider the linear system
B
m11. . .
mνpp
 =
 α12. . .
ανpp+1

where B = (b(in)(kj)) is the matrix of the coefficients of the variables with
(in) and (kj) running through {(11), . . . , (ν11), . . . . . . , (1p), . . . , (νpp)}. The
matrix B has entries in A and it has size ν×ν.We remark that the (in)(kj)-
entry is an element in qn+1−j which is zero if n + 1 < j. In particular, on
the diagonal (in) = (kj), we have b(in)(in) = c(in)(in) − ain ∈ q.
We remark now that the determinant of B is an element of qν , in particular
we can prove that all the cofactors of B are elements of qν . Indeed a cofactor
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∏
b(in)(kj) is a product of ν elements of B involving one entry for each
row (in) and all the ν columns (kj) are reached. Due to the fact that
b(in)(kj) ∈ qn+1−j for every n, j ∈ {1, . . . , p} and i = 1, . . . , νn, k = 1, . . . , νj ,
it is easy to see that∏
b(in)(kj) ∈ qν1+2ν2+···+pνp+ν−(ν1+2ν2+···+pνp) = qν .
Let a =
∏
ain be where the product is over n = 1, . . . , p and i = 1, . . . , νn.
By expanding out the determinant of B and considering the fact that
for n > j we have b(in)(kj) ∈ Jqn−j , one can see that
det(B) = (−1)ν(a− σ)
for a suitable σ ∈ Jqν−1.
Now the Cayley-Hamilton theorem asserts that
det(B)
m11. . .
mνpp
 = B∗
 α12. . .
ανpp+1

where B∗ denotes the adjoint matrix of B. We claim
det(B)mkj ∈Mν+j
for every j = 1, . . . , p and k = 1, . . . , νj .
We remark that B∗ has size ν×ν and, since the (in)(kj)-entry of B is an
element in qn+1−j , as before in the computation of det(B), we can prove that
the (kj)(in)-entry of B∗, is an element of qν−(n+1−j). Hence the product of
the (kj)-row of B∗ and

α12
. . .
αkj+1
. . .
ανpp+1
 is an element of qν−(n+1−j)Mj+1 ⊆Mν+j ,
as required.
Since for every n ≥ 1 we can write M˜n =
∑n
j=0 J
n−jLj + Mn and
det(B)Lj ⊆Mν+j , we easily get
det(B) = a− σ ∈Mn+ν : M˜n.
We may repeat the same procedure for all monomial a =
∏
ain in q
ν
and the result follows.
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Since Mn+1 = JMn = JM˜n for large n, we may define the integer
k := min{t | Mt+1 ⊆ JM˜t}.
Corollary 4.1.2. Let M be a good q-filtration on M and let J be an ideal
generated by a maximal M-superficial sequence for q. Then
qνMk+1 ⊆ JMk+ν .
Proof. From the above theorem we get
qνMk+1 ⊆ (Jqν−1+Mν+k :A M˜k)Mk+1 ⊆ JMk+ν+(Mν+k :A M˜k)JM˜k ⊆ JMk+ν .
Corollary 4.1.3. Let L be a submodule of a module M and let M = ML
be the good q-filtration on M induced by L. Let J be an ideal generated by a
maximal M-superficial sequence for q. With the above notations we have
rJ(M) ≤ k + ν.
Proof. We remark that, by the definition ofML, we haveMk+ν+1 = qνMk+1.
Then the result follows by Corollary 4.1.2.
In the following we denote by
SJ := {n ∈ N | Mj+1 ∩ JM˜j = JMj for every j, 0 ≤ j ≤ n}.
We remark that SJ 6= ∅ since 0 ∈ SJ .
The following result extends Theorem 1.3. in [76] to modules. We include
here a proof even if it is essentially a natural recasting of the original result
proved in the classical case.
Theorem 4.1.4. Let L be a submodule of the module M and let M = ML
be the good q-filtration on M induced by L. Let J be an ideal generated by a
maximal M-superficial sequence for q. If n ∈ SJ , then
rJ(M) ≤
∑
i≥0
vi(M˜) + n+ 1−
n∑
i=0
vi(M)
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Proof. By Corollary 4.1.3 we have
rJ(M) ≤ ν + k =
∑
i≥0
νi + k ≤
∑
i≥0
λ(M˜i+1/JM˜i +Mi+1) + k.
But it is clear that
λ(M˜i+1/JM˜i +Mi+1) = vi(M˜)− λ(Mi+1/JM˜i ∩Mi+1) ≤ vi(M˜),
so that
λ(M˜i+1/JM˜i +Mi+1) = vi(M˜)− vi(M) if 0 ≤ i ≤ n
and λ(M˜i+1/JM˜i +Mi+1) < vi(M˜) if 0 ≤ i ≤ k − 1. This implies
rJ(M) ≤
n∑
i=0
(vi(M˜)− vi(M)) +
∑
i≥n+1
vi(M˜) + k
so that the conclusion follows if k ≤ n+ 1. If k ≥ n+ 2, then we have
rJ(I) ≤
n∑
i=0
(vi(M˜)− vi(M)) +
k−1∑
i=n+1
(vi(M˜)− 1) +
∑
i≥k
vi(M˜) + k
=
∑
i≥0
vi(M˜) + n+ 1−
n∑
i=0
vi(M).
A nice application of the above theorem is given by Kinoshita, Nishida,
Sakata, Shinya in [57].
In some cases we can get rid of the vi’s in the formula given in Theorem
4.1.4 .
Theorem 4.1.5. Let L be a submodule of the r-dimensional Cohen-Macaulay
module M and let M = ML be the good q-filtration on M induced by L. If
depth grM(M) ≥ r − 2, then
rJ(M) ≤ e1(M)− e0(M) + h0(M) + 1
for every ideal J generated by a maximal M-superficial sequence for q.
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Proof. First of all we prove that we may reduce the problem to dimension
r ≤ 2. Let r > 2 and J = (a1, . . . , ar) be an ideal generated by a maximalM-
superficial sequence for q ; we consider the ideal K := (a1, . . . , ar−2). Since
depth grM(M) ≥ r − 2, by Lemma 1.2.5 and the Valabrega-Valla criterion,
we get Mn+1 ∩KM = KMn for every n, which easily implies
vj(M) = vj(M/KM)
for every j. Hence
rJ(M) = ra(M/KM)
where a = (ar−1, ar). Moreover, e1(M) = e1(M/KM), e0(M) = e0(M/KM)
and h0(M) = h0(M/KM) since KM ⊆ L by definition.
Hence we may assume r ≤ 2; by Theorem 4.1.4 with n = 0, we have
rJ(M) ≤
∑
i≥0
vi(M˜) + 1 − v0(M) =
∑
i≥0
vi(M˜) + 1− e0(M) + h0(M).
Since depth gr eM(M) ≥ 1 ≥ r − 1, by Theorem 2.4.1 we have
∑
i≥0 vi(M˜) =
e1(M˜) = e1(M). The conclusion follows.
Remark 4.1.6. We note that the above bound is sharp and it gives easy
proofs of some results presented in Chapter 2. For example if we consider
e1(M) = e0(M) − h0(M), i.e. the minimum value of e1(M) with respect to
Northcott’s bound, we immediately get rJ(M) ≤ 1, hence M2 = JM1 and
obviously grM(M) is Cohen-Macaulay (see Theorem 2.4.9).
If e1(M) = e0(M) − h0(M) + 1, then rJ(M) ≤ 2, hence M3 = JM2 and,
if M2∩J = JM1, by Valabrega-Valla criterion, we conclude that grM(M) is
Cohen-Macaulay (see Theorem 2.4.11).
4.2 A generalization of Sally’s conjecture
As a consequence of Theorem 4.1.5, we present now an extended version
of the Sally conjecture. We recall that in the case of the m-adic filtration,
the question raised by Sally was the following: if A is Cohen-Macaulay
of dimension r and it has almost minimal multiplicity, that is e0(m) =
µ(m)− r + 2, is it true that depth grm(A) ≥ r − 1?
Sally’s conjecture was proved by [73] and independently by [110]. The
next theorem is a generalization of this result.
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LetM be a good q-filtration ofM and J an ideal generated by a maximal
sequence of M-superficial elements for q. For every integer j ≥ 0, we have
defined the integers
vj(M) = λ(Mj+1/JMj)
vvj(M) = λ(Mj+1 ∩ JM/JMj)
wj(M) = λ(Mj+1/Mj+1 ∩ JM).
so that we have the formula
vj(M) = wj(M) + vvj(M).
Further, if x ∈ J is a superficial element, it is easy to see that
vvj(M) ≥ vvj(M/xM)
wj(M) = wj(M/xM)
vj(M) ≥ vj(M/xM)
for every j ≥ 0.
We recall that if vvj(M) = 0 for every j ≥ 0, then by the Valabrega-Valla
criterion, grM(M) is Cohen-Macaulay.
Theorem 4.2.1. Let L be a submodule of the r-dimensional Cohen-Macaulay
module M and let M =ML be the good q-filtration on M induced by L. Let
J be an ideal generated by a maximal M-superficial sequence for q. If there
exists a positive integer p such that
1. vvj(M) = 0 for every j ≤ p− 1
and
2. vp(M) ≤ 1,
then depth grM(M) ≥ r − 1.
Proof. Conditions 1. and 2. are preserved modulo superficial elements in J,
so that, by using the Sally machine, we may reduce the problem to the case
r = 2 and we have to prove that depth grM(M) ≥ 1.
We may assume that vp(M) = λ(Mp+1/JMp) = 1, otherwise, by the Valabrega-
Valla criterion, we immediately get that grM(M) is Cohen-Macaulay.
Since Mp+1 = qMp is generated over A by the products am with a ∈ q and
m ∈Mp, the condition λ(Mp+1/JMp) = 1 impliesMp+1 = JMp+(a)m with
a ∈ q, m ∈Mp and am /∈ JMp. Then for every n ≥ p the multiplication by
a gives a surjective map from Mn+1/JMn to Mn+2/JMn+1; this implies
vn(M) = λ(Mn+1/JMn) ≤ 1
91
for every n ≥ p.
Let J = (x, y) and s := r(y)(M/xM) the reduction number of M/xM
with respect to the ideal (y). This means that
vj(M/xM) = 0 if j ≥ s, vj(M/xM) > 0 if j < s.
It follows that, when s ≤ p, we get vvj(M/xM) = 0 for every j ≥ 0, so
that grM/xM (M/xM) is Cohen-Macaulay. By Sally’s machine, this implies
grM(M) is Cohen-Macaulay as well.
Hence we may assume s > p ≥ 1 and we prove that
vj(M) = vj(M/xM) (4.1)
for j = 0, . . . , s − 1. If 0 ≤ j ≤ p − 1, we have vvj(M) = 0 by assumption,
so that
vj(M) = wj(M) = wj(M/xM) ≤ vj(M/xM) ≤ vj(M).
On the other hand, if p ≤ j ≤ s− 1, we have
0 < vj(M/xM) ≤ vj(M) ≤ 1.
This proves (4.1) and also that
vj(M) = vj(M/xM) = 1
for all p ≤ j ≤ s− 1.
Now, for every j ≥ 0, we have vj(M/xM) = λ(Mj+1/JMj + x(Mj+1 : x)),
and hence for j = 0, . . . , s− 1
vj(M) = vj(M/xM) = λ(Mj+1/JMj + x(Mj+1 : x)).
From the above equality and the following exact sequence
0 −→Mj : x/Mj : J y−→Mj+1 : x/Mj x−→Mj+1/JMj −→Mj+1/JMj+x(Mj+1 : x) −→ 0
we get
λ(Mj : x/Mj : J) = λ(Mj+1 : x/Mj)
for every j = 0, . . . , s − 1. With j = 1 this gives M2 : x = M1, so that, by
induction on j, we get Mj+1 : x =Mj for j = 0, . . . , s− 1.
We claim that if rJ(M) ≤ s, thenMj+1 : x =Mj for every j ≥ 0 and so depth
grM(M) > 0, as required. In fact, if we have rJ(M) ≤ s, then Mt+1 = JMt
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for every t ≥ s. Let us assume by induction that j ≥ s and Mj : x = Mj−1
(we know that Ms : x =Ms−1), then we get
Mj+1 : x = JMj : x = (xMj+yMj) : x ⊆Mj+y(Mj : x) =Mj+yMj−1 =Mj
which proves the claim.
It remains to prove that rJ(M) ≤ s. We have
e1(M) = e1(M/xM) =
∑
j≥0
vj(M/xM) =
∑
j≤p−1
vj(M) + s− p.
Further, since vvj(M) = 0 for every j ≤ p− 1, we have p − 1 ∈ SJ , so that,
by Theorem 4.1.4, we get
rJ(M) ≤
∑
j≥0
vj(M˜) + p −
p−1∑
j=0
vj(M) = e1(M) + p −
p−1∑
j=0
vj(M) = s.
Corollary 4.2.2. With the notation of Theorem 4.2.1, assume there exists
a positive integer p such that
1. vvj(M) = 0 for every j ≤ p− 1
2. vp(M) = 1.
Then
PM(z) =
∑p−1
n=0 λ(Mn/Mn+1 + JMn−1)z
n + (λ(Mp/JMp−1)− 1 )zp + zs
(1− z)r
for some s, p+ 1 ≤ s ≤ e0(M)− 1.
Furthermore if Mp+1 ∩ J = JMp, then grM(M) is Cohen-Macaulay if and
only if s = p+ 1.
Proof. Now, by assumption, Mn ∩ JM = JMn−1 for every n ≤ p, then for
n < p we have vn−1(M)−vn(M) = λ(Mn+JM/JM)−λ(Mn+1+JM/JM) =
λ(Mn + JM/Mn+1 + JM) = λ(Mn/(Mn+1 + JMn−1)). Further by using
the information coming from the proof of above theorem, if p < s, then
vp(M) = · · · = vs−1(M) = 1. The Hilbert series follows by Theorem 2.4.1
(5.) and by Theorem 4.2.1.
It is clear that, if grM(M) is Cohen-Macaulay, then s = p + 1. Con-
versely if s = p + 1 and Mp+1 ∩ J = JMp, we can prove that the h-
polynomial of M coincides with that of M/JM and hence grM(M) is
Cohen-Macaulay. In fact hn(M) = hn(M/JM) = λ(Mn/Mn+1+JMn−1) for
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n ≤ p−1. Further hp(M/JM) = λ(Mp+JM/Mp+1+JM) = λ(Mp/Mp+1+
JMp−1) = λ(Mp/JMp−1)−λ(Mp+1/Mp+1 ∩ J) = λ(Mp/JMp−1)− vp(M) =
hp(M). Finally 1 = hp+1(M) = hp+1(M/JM) since e0(M) = e0(M/JM) =∑
i≥0 hi(M/JM).
The assumptions of the above result are satisfied if we consider the m-
adic filtration on a local Cohen-Macaulay ring of initial degree p− 1. Hence
Corollary 4.2.2 extends Theorem 3.1. [74].
The next result is the promised extension to modules of the classical Sally
conjecture. We point out that the statements a) and b) are independent of
J. As in the following, results where the effective role of the superficial
sequences is limited to the proof and it disappears in the statements, will
be highly appreciated.
Corollary 4.2.3. Let L be a submodule of the r-dimensional Cohen-Macaulay
module M and let M =ML be the good q-filtration on M induced by L. The
following conditions are equivalent:
a) e0(M) = h0(M) + h1(M) + 1
b) PM(z) =
h0(M)+h1(M)z+zs
(1−z)r for some integer s ≥ 2.
Further, if either of the above conditions holds, then we have
c) depth grM(M) ≥ r − 1.
d) Let J be the ideal generated by a maximal M-superficial sequence and
assume M2 ∩ J = JM1. Then grM(M) is Cohen-Macaulay ⇐⇒ s = 2 ⇐⇒
e1(M) = e0(M)− h0(M) + 1 ⇐⇒ e1(M) = h1(M) + 2.
Proof. It is clear that b) implies a). By the Abhyankar-Valla formula, if we
have e0(M) = h0(M) + h1(M) + 1, then λ(M2/JM1) = 1 for every maximal
superficial sequence J ; hence a) implies b) by the above corollary, and a)
implies c) by Theorem 4.2.1 with p = 1. Finally the first equivalence in d)
follows by Corollary 4.2.2 and the remaining part is a trivial computation.
We remark that the assumption M2 ∩ J = JM1 in Corollary 4.2.3 d)
is necessary. In fact if we consider Example 1.4.2, the q-adic filtration has
almost minimal multiplicity since λ(q2/t4q) = 1, Pq(z) =
2+z+z2
(1−z) , but the
associated graded ring grq(A) is not Cohen-Macaulay.
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By using the results of this chapter we easily a collection of results proved
in [52], [64], [49], [56] and [36] and already discussed here (see Theorem 2.4.9,
Theorem 2.4.11, Theorem 4.4.2) by using easier methods. See also Remark
4.1.6 and Corollary 1.9. [76].
4.3 The case e1(M) = e0(M)− h0(M) + 1
We prove now some results on e1(M) for which we cannot avoid the hard
machinery introduced in this chapter.
The next result completes Theorem 3.2.8. In the classical case, in [29]
Theorem 1.2, a different proof of the same result had been presented which
involved the structure of the Sally module.
Theorem 4.3.1. Let M be a Cohen-Macaulay module of dimension two, L
a submodule of M and let M =ML be the good q-filtration on M induced by
L. Then e1(M) = e0(M)− h0(M) + 1 if and only if either
PM(z) =
h0(M) + h1(M)z + z2
(1− z)2
or
PM(z) =
h0(M) + h1(M)z + 3z2 − z3
(1− z)2 .
In the first case depth grM(M) > 0, while in the second depth grM(M) = 0.
Proof. First we remark that ifM is a Cohen-Macaulay module of dimension
one and e1(M) = e0(M)− h0(M) + 1, then
PM(z) =
h0(M) + (e0(M)− h0(M)− 1)z + z2
(1− z) .
In fact, by Theorem 2.4.1, we have
e1(M) =
∑
i≥0
vi(M) = e0(M)− h0(M) +
∑
i≥1
vi(M) = e0(M)− h0(M) + 1.
Necessarily v1 = 1 and vi = 0 for every i ≥ 2, hence the Hilbert series
follows. In particular we remark that e2 = 1.
Let now M be a Cohen-Macaulay module of dimension two and assume
e1(M) = e0(M)−h0(M)+1; if e2(M) 6= 0, then the result follows by Theorem
3.2.8. Hence we assume e2(M) = 0. Since depth gr eM(M) ≥ 1, we have
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e2(M) = e2(M˜) =
∑
j≥1 jvj(M˜) and e1(M) = e1(M˜) =
∑
j≥0 vj(M˜). It
follows vj(M˜) = 0 for j ≥ 1 and e1(M) = e1(M˜) = v0(M˜) = e0(M˜)− h0(M˜).
By Theorem 2.4.9 it follows that gr eM(M) is Cohen-Macaulay and
PeM(z) =
h0(M˜) + (e0(M)− h0(M˜))z
(1− z)2 . (4.2)
Since e1(M) = v0(M˜) = v0(M) + λ(M˜1/M1) = e0(M)− h0(M) + λ(M˜1/M1),
then λ(M˜1/M1) = 1. We prove now that M˜i =Mi for every i ≥ 2.
First we remark that v1(M) > 1. In fact if v1(M) = 1, then e0(M) = h0(M)+
h1(M) + 1 and by Corollary 4.2.3, we would have e2 6= 0. Let x be a M-
superficial element and write M =M/xM. Now M2 : x 6=M1 since v1(M) >
1 = v1(M).
Moreover we know that e2(M) = 0 and e2(M) = 1 hence, by Proposition
1.3.2, 4), we get
∑
i≥0 λ(Mi+1 : x/Mi) = 1 and then Mi+1 : x = Mi for
every i ≥ 2. As a consequence it follows that M˜i = Mi for every i ≥ 2, as
wanted. Since
PM(z) = PeM(z) +
∑
i≥0
[λ(M˜i+1/Mi+1)− λ(M˜i/Mi)]zi,
by (4.2) and the previous fact, we get
PM(z) =
h0(M˜) + (e0(M)− h0(M˜))z
(1− z)2 + (1− z) =
=
h0(M) + (e0(M)− h0(M)− 2)z + 3z2 − z3
(1− z)2 .
Example 3.2.9 and Example 3.2.10 show that in Theorem 4.3.1 both the
Hilbert series can occur. We remark that Theorem 4.3.1 cannot be extended
to dimension ≥ 3. In fact if we consider in R = k[[x, y, z]] the q-adic filtration
with q = (x2 − y2, x2 − z2, xy, xz, yz), then h0(q) = λ(R/q) = 5, e0(q) = 8,
e1(q) = 4 = e0(q)− h0(q) + 1, but
Pq(z) =
5 + 6z2 − 4z3 + z4
(1− z)3.
In this case depth grq(R) = 0 because x
2 6∈ q and x2 ∈ q2 : q.
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In the last section we will characterize all the possible Hilbert series in
higher dimension by using a recent result by Goto, Nishida, Ozeki on the
structure of Sally modules of an m-primary ideal q satisfying the equality
e1(q) = e0(q)− λ(A/q) + 1 (see [30]).
It is clear that, by using Sally’s machine, the above Theorem 4.3.1 has
a natural extension to higher dimensions.
Corollary 4.3.2. Let M be a Cohen-Macaulay module of dimension r ≥ 2,
L a submodule of M and let M =ML be the good q-filtration on M induced
by L. Assume e1(M) = e0(M)−h0(M)+ 1 and depth grM(M) ≥ r− 2, then
either
PM(z) =
h0(M) + h1(M)z + z2
(1− z)r
or
PM(z) =
h0(M) + h1(M)z + 3z2 − z3
(1− z)r .
4.4 The case e1(M) = e0(M)− h0(M) + 2
In the case where e1(M) = e0(M)−h0(M)+2 we present only partial results.
The problem is open if M2 ∩ JM 6= JM1 and e2 6= 2.
Theorem 4.4.1. Let M be a Cohen-Macaulay module of dimension r ≥ 2,
L a submodule of M and let M =ML be the good q-filtration on M induced
by L. Assume that e1(M) = e0(M)−h0(M)+ 2 and M2 ∩ JM = JM1 where
J is an ideal generated by a maximal M-superficial sequence for q. Then
either grM(M) is Cohen-Macaulay and
PM(z) =
h0(M) + h1(M)z + 2z2
(1− z)r ,
or depth grM(M) = r − 1 and
PM(z) =
h0(M) + h1(M)z + z3
(1− z)r .
Proof. Since the assumptions are preserved modulo superficial elements in
J , we may assume r = 2. By Theorem 4.1.5 we have
r(M) ≤ 3;
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if r(M) ≤ 2 then vj(M) = 0 for every j ≥ 2 so that vvj(M) = 0 for the same
values of j. Since by assumption vv1(M) = 0, the associated graded module
grM(M) is Cohen-Macaulay. Thus, by Theorem 2.4.1, we get
e0(M)− h0(M) + 2 = e1(M) = v0(M) + v1(M),
which implies v1(M) = 2, e2(M) = 2 and ej(M) = 0 for every j ≥ 3. These
values of the ei’s give the required Hilbert series.
Let r(M) = 3; we have
M2 ∩ JM˜1 ⊆M2 ∩ JM = JM1
so that 1 ∈ SJ . Further, depth gr eM(M) ≥ 1 = r − 1, hence
e1(M) = e1(M˜) =
∑
i≥0
vi(M˜ ).
By Theorem 4.1.4 we get
3 = r(M) ≤
∑
i≥0
vi(M˜) + 2− v0(M)− v1(M)
= e1(M) + 2− v0(M)− v1(M)
= e0(M)− h0(M) + 2 + 2− e0(M) + h0(M)− v1(M)
= 4− v1(M)
which implies v1(M) ≤ 1. Since r(M) = 3, we cannot have v1(M) = 0, hence
v1(M) = 1 and, by Corollary 4.2.3, we get
PM(z) =
h0(M) + h1(M)z + zs
(1− z)2 .
This gives
h1(M)+ s = e1(M) = e0(M)−h0(M)+ 2 = h0(M)+h1(M)+ 1−h0(M)+ 2,
which implies s = 3 and depth grM(M) = 1.
Let us remark that, as already noted in [21] for the case of the m-adic
filtration, both the Hilbert functions given in the theorem are realizable.
In the above theorem we can get rid of the assumptionM2∩JM = JM1,
but then we need another strong requirement, the condition e2(M) = 2. The
following theorem has been proved in the case of q-adic filtration by Sally (see
[89]). This is a very deep result which gives a new class of ideals for which
there is equality of the Hilbert function HI(n) and the Hilbert polynomial
pI(n) at n = 1.
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Theorem 4.4.2. Let M be a Cohen-Macaulay module of dimension r ≥ 2,
L a submodule of M and let M =ML be the q-good filtration on M induced
by L. Assume that e1(M) = e0(M) − h0(M) + 2 and e2(M) = 2. Then
depth grM(M) ≥ r − 1 and
PM(z) =
h0(M) + h1(M)z + 2z2
(1− z)r .
Proof. By Sally’s machine, we may reduce the problem to the case r = 2.
As usual, J is an ideal generated by a maximal sequence of M-superficial
elements for q. First of all, we show that M1 = M˜1. Let
L˜ := M˜1 =Mk+1 : q
k = qkL : qk
and N the q-good filtration on M induced by L˜, so that
M˜ = {M ⊇ M˜1 ⊇ M˜2 ⊇ · · · ⊇ M˜j+1 ⊇ · · · }
where M˜j+1 =
⋃
k(q
k+jL : qk) and
N := {M ⊇ L˜ ⊇ qL˜ ⊇ · · · ⊇ qjL˜ ⊇ · · · }.
If a ∈ qj and m ∈ L˜, then we have
amqk ⊆ aqkL ⊆ qj+kL.
Hence
Mj+1 = q
jL ⊆ Nj+1 = qjL˜ ⊆ qj+kL : qk ⊆ M˜j+1.
This implies that
ei(M) = ei(N) = ei(M˜)
for every i = 0, · · · , r.
We apply (2.14) to the filtration N and we get
e1(N) = e1(M) ≥ e0(N)− h0(N) = e0(M)− h0(N).
By Theorem 2.4.9 and Theorem 3.2.8 and since e2(M) = e2(N) = 2, we get
e1(M) ≥ e0(M)− h0(N) + 2.
So we have
λ(M/M˜1) = h0(N) ≥ e0(M)− e1(M) + 2 = h0(M) = λ(M/M1)
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which implies M1 = M˜1.
Since depth gr eM(M) ≥ 1 = r − 1, we have
e2(M) = e2(M˜) =
∑
j≥1
jvj(M˜) = 2.
If v1(M˜) = 0, then M2 ⊆ M˜2 = JM˜1 = JM1 ⊆ M2 and therefore, by
Corollary 2.4.10, e2(M) = 0, a contradiction.
Thus v1(M˜) = 2, and vj(M˜) = 0 for every j ≥ 2. From this we get
2 = λ(M˜2/JM1) = λ(M˜2/M2) + λ(M2/JM1). (4.3)
We cannot have λ(M2/JM1) = v1(M) ≤ 1, otherwise e2(M) 6= 2 by corol-
laries 2.4.10 and 4.2.3
Hence, we must have v1(M) = 2, so that, by (4.3), M˜2 =M2. Since vj(M˜) =
0 for every j ≥ 2, we immediately get M˜j = Mj for every j ≥ 0 and
depth grM(M) ≥ 1. By Theorem 2.4.1, this implies e2(M) =
∑
j≥1 jvj(M) =
2, hence vj(M) = 0 for every j ≥ 2 and ej(M) = 0 for every j ≥ 3; this gives
the required Hilbert series.
The following example shows that the assumptions e1(M) = e0(M) −
h0(M) + 2 and e2(M) = 2 in Theorem 4.4.2 do not imply that grM(M) is
Cohen-Macaulay.
Example 4.4.3. Let A = k[[x, y]], q = (x6, x5y, x4y9, x3y15, x2y16, xy22, y24)
and M the q-adic filtration. Then we have
PM(z) =
87 + 37z + 2z2
(1− z)2
so that e0(M) = 126, e1(M) = 41, e2(M) = 2, and h0(M) = 87. We have
41 = 126 − 87 + 2 but the associated graded ring is not Cohen-Macaulay.
The following example shows that, in Theorem 4.4.2, the assumption
e2 = 2 is essential.
Example 4.4.4. Let A = k[[x, y]], q = (x6, x5y2, x4y6, x3y8, x2y9, xy11, y13)
and M the q-adic filtration. Then we have
PM(z) =
49 + 25z + 3z2 + z3 − z4
(1− z)2
so that e0(M) = 77, e1(M) = 30 and h0(M) = 49. We have 30 = 77− 49+2.
Further X4Y 5 /∈ q, X4Y 5 ∈ q3 : q2, so that M1 6= M˜1. This implies that the
associated graded ring has depth zero. Of course, e2(M) = 0 6= 2.
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Chapter 5
Applications to the Fiber
Cone
Let (A,m) be a commutative local ring and let q be an ideal of A. As
usual M denotes a good q-filtration of a module M of dimension r and
grq(A) = ⊕n≥0qn/qn+1 the associated graded ring to q. Given an ideal I
containing q, we define the graded module on grq(A)
FI(M) := ⊕n≥0Mn/IMn.
FI(M) is called the Fiber cone of M with respect to I. If M is the q-adic
filtration on A and I = m, then we write Fm(q) = ⊕n≥0qn/mqn which is
the classical definition of the Fiber cone of q. It coincides with grm(A) when
q = m.
This graded object encodes a lot of information about q. For instance, its
dimension gives the minimal number of generators of any minimal reduction
of q, that is the analytic spread of q and its Hilbert function determines the
minimal number of generators of the powers of q. We remark that if Fm(q)
is Cohen-Macaulay, then the reduction number of q can be read off directly
from the Hilbert series of Fm(q) (see Proposition 1.85 [104]).
Usually the arithmetical properties of the Fiber cone and those of the
associated graded ring were studied via apparently different approaches.
The literature concerning the associated graded rings is much richer, but
new and specific techniques were necessary in order to study the Fiber cone.
In spite of the fact that FI(M) is not the graded module associated to a
filtration, the aim of this section is to show that it is possible to deduce
information about FI(M) as a consequence of the theory on filtrations. In
particular we will obtain recent results on the fiber cone of an ideal as an
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easy consequence of classical results on the associated graded rings of certain
special filtrations.
In this chapter we prove some results which were recently obtained using
different devices, often very technical ones. Of course, we are not going to
give a complete picture of the literature on the Fiber Cone, but we have
selected some results which illustrate well the use of this approach. Our
hope is that this method will be useful in the future to prove new results on
this topic.
5.1 Depth of the Fiber Cone
Cortadellas and Zarzuela proved in [16] and [17] the existence of an exact
sequence of the homology of modified Koszul complexes which relates FI(M)
with the associated graded modules to the filtrations M and MI . We recall
that the filtration MI on M is defined as follows:
MI : M ⊇ IM ⊇ IM1 ⊇ · · · ⊇ IMn · · · ⊇ . . . (5.1)
It is clear that MI is a good q-filtration on M, thus e0(M) = e0(MI).
The idea by Cortadellas and Zarzuela has not been exploited so deeper.
Starting from their work, we are going to present several applications. First
we prove a result which relates the depth of FI(M), with the depths of
grM(M) and grMI (M). Since the involved objects are graded modules on
grq(A), the depths are always computed with respect to Q = ⊕n>0qn/qn+1.
Proposition 5.1.1. Let M be a good q-filtration on a module M and let I
be an ideal containing q such that Mn+1 ⊆ IMn for every n ≥ 1. We have
1. depth FI(M) ≥ min{depth grM(M) + 1, depth grMI (M)}
2. depth grMI (M) ≥ min{depth grM(M), depth FI(M)}
3. depth grM(M) ≥ min{depth grMI (M), depth FI(M)} − 1.
Proof. We have the following homogeneous exact sequences of grq(A)-graded
modules:
0→ N → grM(M) −→ FI(M)→ 0
0→ FI(M)→ grMI (M) −→ N(−1)→ 0
where N = ⊕n≥0IMn/Mn+1.
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It is enough to remark that we have the following exact sequences of the
corresponding homogeneous parts of degree n :
0→ IMn/Mn+1 →Mn/Mn+1 →Mn/IMn → 0
0→ Mn/IMn → IMn−1/IMn −→ IMn−1/Mn → 0.
The inequality between the depths follows from standard facts (see for ex-
ample depth’s formula in [6]).
Several examples show that Fm(q) can be Cohen-Macaulay even if grq(A)
is not Cohen-Macaulay and conversely. The above proposition clarifies the
intermediate role of the graded module associated to the filtration Mm =
{mqn}.
It will be useful to remember that, by Remark 1.2.2, it is possible to
find a superficial sequence a1, . . . , ar in q which is both M-superficial and
MI -superficial for q.
As a consequence of the above proposition, we immediately obtain al-
ready known results: for example Theorem 1, Theorem 2 in [92], Theorem
2 in [83], Theorem 3.4. in [53], Proposition 4.1, Corollary 4.3., Proposition
4.4. in [17].
We present here a proof of Theorem 1 in [92], to show an explicit appli-
cation of our approach. We prove the original statement, but it could easily
be extended to modules.
Theorem 5.1.2. Let q be an ideal of a local ring (A,m) and let J be an
ideal generated by a superficial regular sequence for q such that q2 = Jq.
Then Fm(q) is Cohen-Macaulay.
Proof. By using the assumption, we get that qn+1∩J = Jqn and mqn+1∩J =
Jmqn for every integer n. By the Valabrega-Valla criterion it follows that
the filtrations {qn} and {mqn} on A have associated graded rings of depth at
least µ(J) = dim Fm(q). The result follows now by Proposition 5.1.1 1.
We remark that in the above case we can easily write the Hilbert series of the
standard graded k-algebra Fm(q), that is PFm(q)(z) =
∑
i≥0 dim k(q
i/mqi)zi.
In fact
PFm(q)(z) =
1
(1− z)rPFm(q)/JFm (q)(z) =
1
(1− z)r
s∑
i≥0
dim k(q
i/Jqi−1+mqi)zi
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Since q2 = Jq and dim k(q/J +mq) = µ(q)− r, one has
PFm(q)(z) =
1 + (µ(q) − r)z
(1− z)r .
5.2 The Hilbert function of the Fiber Cone
If λ(M/IM) is finite, then Mn/IMn has finite length and we may define for
every integer n the numerical function
HFI(M)(n) := λ(Mn/IMn)
which is the Hilbert function of FI(M).We denote by PFI (z) the correspond-
ing Hilbert series, that is
∑
i≥0HFI(M)(i)z
i.
From now on we shall assume that λ(M/qM) is finite. In this case
dimFI(M) = r = dimM. We recall that HFI(M)(n) is a polynomial function
and the corresponding polynomial pFI (X) has degree r− 1. It is the Hilbert
polynomial of FI(M) and, as usual, we can write
pFI(M)(X) =
r−1∑
i=0
(−1)ifi(M)
(
X + r − i− 1
r − i− 1
)
.
The coefficients fi(M) are integers and they are called the Hilbert coefficients
of FI(M). In particular f0(M) is the multiplicity of the fiber cone of M.
We can relate the Hilbert coefficients of FI(M) to those of the filtrations
M and MI in a natural way. We remark that, for every n ≥ 0, we have
λ(M/Mn) + λ(Mn/IMn) = λ(M/IMn) (5.2)
Hence
p1M(X − 1) + pFI (X) = p1MI (X) (5.3)
and
zP 1M(z) + PFI (z) = P
1
MI
(z). (5.4)
Since
p1M(X − 1) =
r∑
i=0
(−1)iei(M)
(
X + r − i− 1
r − i
)
and
p1
MI
(X) =
r∑
i=0
(−1)iei(MI)
(
X + r − i
r − i
)
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from (5.3), it is possible to prove that
e0(M) = e0(MI) and fi−1(M) = ei(M) + ei−1(M)− ei(MI) (5.5)
for every i = 1, . . . , r.
Hence the theory developed in the previous sections on the Hilbert coeffi-
cients of the graded module associated to a good filtration on M can be
applied to ei(M) and ei(MI) in order to get information, via (5.5), on the
coefficients of the Fiber cone of M.
5.3 A version of Sally’s conjecture for the Fiber
Cone
We present a short proof of the main result of [40], Theorem 4.4., which is
the analog of Sally’s conjecture in the case of the fiber cone.
Theorem 5.3.1. LetM be the q-adic filtration on a Cohen-Macaulay module
M of dimension r and let I be an ideal containing q. Assume M has almost
Goto minimal multiplicity with respect to I and depth grM(M) ≥ r − 2.
Then depthFI(M) ≥ r − 1.
Proof. We recall that M has almost Goto minimal multiplicity with respect
to I if and only if MI has almost minimal multiplicity if and only if one
has λ(IM1/JIM) = 1 for every ideal J generated by a maximal superficial
sequence for q, equivalently λ(IqM/JIM) = 1. Hence by Corollary 4.2.3,
we get depth grMI(M) ≥ r − 1 and the result follows now by Proposition
5.1.1.
We remark that, under the assumptions of Theorem 5.3.1, we are able
to write the Hilbert series of FI(M). In fact, by using (5.4) and Theorem
4.2.3, we get
PFI(M)(z) =
λ(M/IM) + [e0((M)− λ(M/IM) − 1]z + zs − zhM(z)
(1− z)r+1
for some integer s ≥ 2.
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The following example shows that in Theorem 5.3.1, the assumption
depth grM(M) ≥ r − 2 is necessary.
Example 5.3.2. Let A = k[[x, y, z]] and q = (y2 − x2, z2 − y2, xy, yz, zx).
The ideal J = (y2 − x2, z2 − y2, xy) is generated by a maximal superficial
sequence for q and λ(mq/mJ) = 1. Therefore if we consider M = {qn} the
q-adic filtration on A and I = m the maximal ideal of A, the filtration M
has Goto almost minimal multiplicity sinceMI = {mqn} has almost minimal
multiplicity. Since x2 ∈ q2 : q, but x2 6∈ q, it follows that depth grq(A) = 0.
In this case depthFq(A) = 1 < r − 1 (cfr. Example 4.5 in [40]).
It is possible to see the above theorem as consequence of the following
more general result.
Theorem 5.3.3. LetM be the q-adic filtration on a Cohen-Macaulay module
M of dimension r and let I be an ideal containing q. Assume
1. depth grM(M) ≥ r − 2
2. λ(Iq2M/JIqM) ≤ 1 and IqM ∩ JM = IJM for some ideal J gener-
ated by a maximal superficial sequence for MI .
Then depthFI(M) ≥ r − 1.
Proof. Since IqM ∩ JM = IJM and we assume λ(Iq2M/JIqM) ≤ 1, by
Theorem 4.2.1 applied to MI , we get depth grMI (M) ≥ r − 1. The result
follows now by Proposition 5.1.1.
We remark that in the classical case of the q-adic filtration of A and
I = m, the assumption mq ∩ J = mJ is always satisfied.
In Theorem 5.3.1 we discussed depthFI(M) whenMI has almost minimal
multiplicity. A natural question arises about the depth of FI(M) when M
has almost minimal multiplicity, that is
e0(M) = (1− r)λ(M/M1) + λ(M1/M2) + 1
or equivalently λ(M2/JM1) = 1 for every ideal J generated by a maximal
M-superficial sequence. By Corollary 4.2.3, this assumption guarantees that
depth grM(M) ≥ r−1. Examples show that FI(M) is not necessarily Cohen-
Macaulay and it is natural to ask whether depthFI(M) ≥ r − 1.
We have the analogous result of Theorem 5.3.1.
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Theorem 5.3.4. LetM be the q-adic filtration on a Cohen-Macaulay module
M of dimension r and let I be an ideal containing q. Assume M has almost
minimal multiplicity and depth grMI (M) ≥ r − 1.
Then depthFI(M) ≥ r − 1.
In a recent paper, A.V. Jayanthan, T. Puthenpurakal and J. Verma
(Theorem 3.4. [41]) proved a criterion for the Cohen-Macaulayness of Fm(q)
when q has almost minimal multiplicity giving an answer to a question raised
by G.Valla. We give here a proof by using our approach.
Theorem 5.3.5. Let q be an m-primary ideal of a local Cohen-Macaulay
ring (A,m) of dimension r. Assume q has almost minimal multiplicity and
let J be an ideal generated by a maximal superficial sequence for q. Then the
following conditions are equivalent
1. mq2 = Jmq
2. Fm(q) is Cohen-Macaulay
3. PFm (q)(z) =
1+λ(q/J+qm)z+z2+···+zs
(1−z)r for some integer s ≥ 2.
Proof. As usual, denote by Mm = {mqn} the filtration on A. Since q has
almost minimal multiplicity, then λ(q2/Jq) = 1. Hence, by Corollary 4.2.3,
depth grq(A) ≥ r − 1. Now, if mq2 = Jmq, by using the Valabrega-Valla
criterion, we have that grMm (A) is Cohen-Macaulay and hence Fm(q) is
Cohen-Macaulay by Proposition 5.1.1 proving 1. implies 2.
Assume now that Fm(q) is Cohen-Macaulay. If J = (a1, . . . , ar), we recall
that the corresponding classes in q/mq form a system of parameters for
Fm(q) and hence a regular sequence on Fm(q). It follows that
PFm(q)(z) =
1
(1− z)rPFm (q)/JFm(q)(z) =
1
(1− z)r
∑
i≥0
λ(qi/Jqi−1 +mqi)zi.
Since λ(q2/Jq) = 1, then λ(qi+1/Jqi) ≤ 1 for every i ≥ 1. Let s ≥ 2 the
least integer such that qs+1 = Jqs. Since λ(qi/Jqi−1) = 1 for i = 2, . . . , s
and hence mqi ⊆ Jqi−1 for every i ≥ 2, we get
PFm (q)(z) =
1 + λ(q/J + qm)z + z2 + · · · + zs
(1− z)r .
It follows that 2. implies 3. Actually 2. is equivalent to 3. In fact if
PFm(q)(z) =
1
(1−z)rPFm(q)/JFm (q)(z), then Fm(q) is Cohen-Macaulay.
We prove now 3. implies 1., that is v2(Mm) = λ(mq2/Jmq) = 0. Since Fm(q)
is Cohen-Macaulay and depth grq(A) ≥ r − 1, by Proposition 5.1.1, depth
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grMm (A) ≥ r − 1. Hence, by Theorem 2.4.1, e1(Mm) =
∑
i≥0 vi(M
m). Then
we have to prove e1(Mm) = v0(Mm) + v1(Mm) = e0(Mm)− 1 + λ(mq/Jm).
Now, by (5.5), we know that e1(Mm) = e0(Mm) + e1(q) − f0(q). Since
e1(q) =
∑
i≥s vi(q) = λ(q/J) + s − 1 and f0 = 1 + λ(q/J + qm) + s − 1,
we have e1(Mm) = e0(Mm) + λ(q/J) + s− 1− (1 + λ(q/J + qm) + s− 1) =
e0(Mm)− 1 + λ(mq/Jm), as required.
5.4 The Hilbert coefficients of the Fiber Cone
The formulas in (5.5) give information on the Hilbert coefficients of the Fiber
Cone by means of the theory of Hilbert functions of filtered modules. First
we get a short proof of a recent result by A. Corso (see [14]).
Theorem 5.4.1. Let M be a good q-filtration on a module M and let I be
an ideal containing q such that Mn+1 ⊆ IMn. Let J be the ideal generated by
a maximal MI-superficial sequence for q and denote by N the corresponding
filtration {JnM}. Then
f0(M) ≤ min{e1(M)− e0(M)− e1(N) + λ(M/IM) + λ(M/IM1 + JM),
e1(M)− e1(N) + λ(M/IM)}.
Proof. Since f0(M) = e0(M)+e1(M)−e1(MI) by (5.5), it is enough to apply
Theorem 2.3.5 to e1(MI) for s = 1, 2.
If we apply the above result to the case M = {qn} with I = m, we easily
obtain the following bound on the multiplicity of the fiber cone Fm(q) (see
[14], Theorem 3.4.).
Corollary 5.4.2. Let q be an m-primary ideal of a local ring (A,m) of
dimension r. Let J be the ideal generated by a maximal superficial sequence
for q, then
f0(q) ≤ min{e1(q)−e0(q)−e1(J)+λ(A/q)+µ(q)− r+1, e1(q)−e1(J)+1}.
If A is Cohen-Macaulay, then e1(J) = 0 because J is generated by a
regular sequence and we are able to characterize the extremal cases. The
following result generalizes Proposition 2.2. and Theorem 2.5. in [12].
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Corollary 5.4.3. Let q be an m-primary ideal of a local Cohen-Macaulay
ring (A,m) of dimension r. Then
f0(q) ≤ e1(q) − e0(q) + λ(A/q) + µ(q)− r + 1 ≤ e1(q) + 1.
In particular
1. If f0(q) = e1(q) + 1, then mq = mJ for every maximal superfi-
cial sequence J for q. If, in addition, λ(q2 ∩ J/Jq) ≤ 1 for some J, then
depth grq(A) ≥ r − 1 and Fm(q) is Cohen-Macaulay.
2. If f0(q) = e1(q)−e0(q)+λ(A/q)+µ(q)−r+1, then Fm(q) is unmixed.
Proof. The first inequality follows by Corollary 5.4.2. We prove now that
e1(q)− e0(q) + λ(A/q) + ν(q)− r+ 1 ≤ e1(q) + 1. If J is an ideal generated
by a maximal superficial sequence for q, then e0(q) − λ(A/q) − ν(q) + r =
λ(q/J) − λ(q/qm) + λ(J/Jm) = λ(q/Jm) − λ(q/qm) ≥ 0.
In particular if f0(q) = e1(q) + 1, then qm = Jm and hence the associated
graded module to the q-filtration Mm = {mqn} is Cohen-Macaulay by the
Valabrega-Valla criterion. Now q2 ⊆ mq = mJ ⊆ J, then λ(q2 ∩ J/Jq) =
λ(q2/Jq) ≤ 1. Hence by Theorem 4.2.1, depth grq(A) ≥ r−1 and 1. follows
by Proposition 5.1.1.
Now, from the proof of Theorem 5.4.1, f0(q) = e1(q) − e0(q) + λ(A/q) +
ν(q) − r + 1 if and only if e1(Mm) = 2e0(Mm) − 1 − λ(A/mq + J) =
2e0(Mm) − 2h0(Mm) − h(Mm) and hence, by Theorem 2.4.8, grMm (A) is
Cohen-Macaulay. Because we have a canonical injective map from Fm(q) to
grMm (A) the result follows.
We remark that, in the above result, the assumption λ(q2 ∩ J/Jq) ≤ 1 is
satisfied for example if A is Gorenstein (see Proposition 2.2. in [14]).
5.5 Further numerical invariants: the gis
We give now short proof of several recent results proved in [40], [39] and
[41]. First we need to relate the numerical invariants already considered with
those introduced by A.V. Jayanthan and J. Verma. They write the polyno-
mial p1
MI
(X) of degree r by using the unusual binomial basis {(X+r−i−1r−i ) :
i = 0, . . . , d}. The integers gi(MI) are uniquely determined
p1
MI
(X) =
r∑
i=0
(−1)igi(MI)
(
X + r − i− 1
r − i
)
.
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They have the advantage of leading to more compact formulas than those
in (5.5). By (5.3), it is easy to check that
e0(M) = g0(MI) and gi(MI) = ei(M)− fi−1(M)
for every i = 1, . . . , r. Moreover from the following equalities
p1
MI
(X) =
r∑
i=0
(−1)igi(MI)
(
X + r − i− 1
r − i
)
=
=
r∑
i=0
(−1)iei(MI)
(
X + r − i
r − i
)
we obtain
e0(MI) = g0(MI) and ei(MI) = gi−1(MI) + gi(MI)
for every i = 1, . . . , r. Then
gi(MI) =
∑i
j=0(−1)i−jej(MI) (5.6)
In particular
g1(M
I) = e1(M
I) − e0(MI) and g2(MI) = e2(MI)− e1(MI) + e0(MI).
From the equality (5.6) it is clear that the integers gi(MI) have good be-
haviour modulo MI -superficial elements for q (see Lemma 3.5., [39]).
With almost no further effort we can obtain and generalize several re-
sults in [39]. It will be useful to recall that we have w0(MI) = v0(MI) =
λ(M/JM) − λ(M/IM) and, for n ≥ 1, wn(MI) = λ(IMn + JM/JM) and
vn(MI) = λ(IMn/JIMn−1).
Theorem 5.5.1. ([39], Proposition 4.1 and Theorem 4.3) Let M be a good
q-filtration of a Cohen-Macaulay module M of dimension r and let I be an
ideal containing q such that Mn+1 ⊆ IMn. Let J be the ideal generated by a
maximal MI-superficial sequence for q. Then
g1(M
I) ≥
∑
n≥1
wn(M
I)− λ(M/IM)
The equality holds if and only if grMI (M) is Cohen-Macaulay.
Moreover if depth grM(M) ≥ r − 1, then
g1(MI) =
∑
n≥1wn(M
I)−λ(M/IM) if and only if FI(M) is Cohen-Macaulay.
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Proof. It is enough to recall that g1(MI) = e1(MI) − e0(MI). The result
follows by Theorem 2.4.6 applied to the filtration MI . The last part is a
consequence of the previous result and Proposition 5.1.1.
The next result extends and completes Theorem 2.4.1 (see also [39]).
Theorem 5.5.2. Let M be a good q-filtration of a Cohen-Macaulay module
M of dimension r and let I be an ideal containing q such that Mn+1 ⊆ IMn.
Let J be the ideal generated by a maximal MI-superficial sequence for q. Then
we have
a) g1(MI) ≤
∑
n≥1 vn(M
I)− λ(M/IM)
b) g2(MI) ≤
∑
n≥2(n− 1)vn(MI) + λ(M/IM)
If depth grM(M) ≥ r − 1 the following conditions are equivalent:
1. depthFI(M) ≥ r − 1.
2. g1(MI) =
∑
n≥1 vn(M
I)− λ(M/IM)
3. gi(MI) =
∑
n≥i
(n−1
i−1
)
vn(MI) + (−1)iλ(M/IM) for every i ≥ 1.
Proof. It is enough to recall that gi(MI) =
∑i
j=0(−1)i−jei(MI). Now a)
follows by Theorem 2.4.1 a). Further b) follows by Theorem 2.4.1 b) and
Northcott’s inequality (Theorem 2.3.5 for s = 1) always applied to the filtra-
tion MI . The last part is a consequence of Theorem 2.4.1 c) and Proposition
5.1.1.
Remark 5.5.3. By Theorem 5.5.1, it follows that
g1(M
I) ≥ −λ(M/IM)
We remark that if g1(MI) = −λ(M/IM), then FI(M) does not necessar-
ily have maximal depth. In fact, again by Theorem 5.5.1 it follows that
grMI (M) is Cohen-Macaulay, but nothing is known about grM(M). The fol-
lowing example taken from [28] has minimum g1(MI), nevertheless Fm(q) is
not Cohen-Macaulay.
Consider A = k[[x4, x3y, x2y2, xy3, y4]] a subring of the formal power se-
ries ring k[[x, y]] and letM be the q-adic filtration with q = (x4, x3y, xy3, y4)
and let I = m. We have g1(MI) = −1 since mq = mJ where J = (x4, y4)A.
In this case Fm(q) has depth 1, hence it is not Cohen-Macaulay.
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In the case of the q-adic filtration on M it is possible to characterize the
ideals q for which g1 is minimal. The following result generalizes Proposition
6.1. [39]).
Proposition 5.5.4. Let M be the q-adic filtration on a Cohen-Macaulay
module M and let I be an ideal containing q. Then MI has minimal multi-
plicity if and only if g1(MI) = −λ(M/IM).
Proof. We recall that MI has minimal multiplicity if and only if IM1 =
IqM = JIM for every ideal J generated by a maximal superficial sequence
for MI . Then by Valabrega-Valla’s criterion, grMI (M) is Cohen-Macaulay.
Now the result follows by Theorem 5.5.1, 1. since wn(MI) = 0 for every
n ≥ 1. Conversely if g1(MI) = −λ(M/IM), then in Theorem 5.5.1, 1. we
have the equality and wn(MI) = 0 for every n ≥ 1. Hence grMI (M) is Cohen-
Macaulay and IMn ⊆ J ∩ IMn = JIMn−1 for every n ≥ 1. In particular
IM1 = IqM = JIM, as required.
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Chapter 6
Applications to the Sally
module
W.V. Vasconcelos enlarged the list of blowup algebras by introducing the
Sally module. Let (A,m) be a commutative local ring and let q be an ideal
of A, then the Sally module SJ(q) of q with respect to a minimal reduction
J is a graded module on the Rees algebra R(J) = ⊕n≥0Jn which is defined
in terms of the exact sequence
0→ qR(J)→ qR(q)→ SJ(q) := ⊕n≥1qn+1/Jnq→ 0.
A motivation for its name is the work of Sally where the underlining phi-
losophy is that it is reasonable to expect to recover some properties of R(q)
(or grq(A)) starting from the better structure of R(J).
Vasconcelos proved that ifA is Cohen-Macaulay, then dimSJ(q) = dimA,
provided SJ(q) is not the trivial module.
We extend the definition to modules. As usual M denotes a good q-
filtration of a module M of dimension r and let J be the ideal generated by
a maximal M-superficial sequence for q. We define
SJ(M) := ⊕n≥1Mn+1/JnM1
to be the Sally module of M with respect to J.
As we saw for the fiber cone, this graded R(J)-module is closely related
to the associated graded modules with respect to different filtrations. We
consider the J-good filtration induced by the submodule M1 of M :
E : {E0 =M,En+1 = JnM1 ∀n ≥ 0}
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The aim of this chapter is to relate the numerical invariants of SJ(M) to
those of the associated graded modules of the filtrations M and E. As in the
previous chapter, we will rediscover easily properties of the Sally module by
using the general theory on the associated graded modules developed in the
previous chapters.
6.1 Depth of the Sally module
The Sally module SJ(M) fits in two exact sequences of gradedR(J)-modules
with grM(M) and grE(M).
Proposition 6.1.1. Let M be a good q-filtration of a module M and let
J be the ideal generated by a maximal M-superficial sequence for q. Then
depth grM(M) ≥ min{depth SJ(M)− 1, depth grE(M)}.
Proof. Let N := ⊕n≥0Mn/JnM1, we have the following homogeneous exact
sequences of R(J)-graded modules:
0→ grE(M)→ N −→ SJ(M)(−1)→ 0
0→ SJ(M)→ N −→ grM(M)→ 0
It is enough to remark that we have the following exact sequences of the
homogeneous components of degree n :
0→ Jn−1M1/JnM1 →Mn/Jn−1M1 →Mn/Jn−1M1 → 0
0→ Mn+1/JnM1 →Mn/JnM1 −→Mn/Mn+1 → 0.
We remark that Mn/J
n−1M1 = (SJ(M)(−1))n.
The comparison between the depths follow from standard facts (see for ex-
ample [6]).
6.2 The Hilbert function of the Sally module
From now on we shall assume λ(M/qM) finite.
If M is Cohen-Macaulay, then the filtration E is well understood. In
fact, since E2 = JE1, by Theorem 2.4.9 and Corollary 2.4.10, grE(M) is
Cohen-Macaulay with minimal multiplicity and hence
PE(z) =
h0(M) + (e0(M)− h0(M))z
(1− z)r . (6.1)
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(h0(M) = h0(E), e0(M) = e0(E)). In particular
e1(E) = e0(M)− h0(M) and ei(E) = 0 for every i ≥ 2. (6.2)
Since λ(Mn+1/J
nM1) is finite for every n, we may define the Hilbert function
of the Sally module
HSJ(M)(n) = λ(Mn+1/J
nM1)
and we denote by ei(SJ (M)) the corresponding Hilbert coefficients.
Starting from the exact sequences of Proposition 6.1.1, it is easy to get the
following equality on the Hilbert series
(z − 1)PSJ (M)(z) = PM(z) − PE(z) (6.3)
Several results easily follow from the above equality.
Proposition 6.2.1. LetM be a good q-filtration of a moduleM of dimension
r and let J be the ideal generated by a maximal M-superficial sequence for
q. We have
1. dim SJ(M) = r if and only if e1(M) > e1(E).
2. If dim SJ(M) = r, then for every i ≥ 0 we have
ei(SJ(M)) = ei+1(M) − ei+1(E) (6.4)
From (6.4) we deduce that the coefficients of the Sally module have a
good behavior with M-superficial sequence for q. We remark that both M
and E are J-good filtrations, hence by Remark 1.2.2 it is possible to find in
J a sequence of elements which are superficial for both.
The following result was proved in [14] in the particular case of the q-adic
filtration on A. We present here a direct proof in the general setting.
Corollary 6.2.2. Let M be a good q-filtration of a module M of dimension
r and let J be the ideal generated by a maximal M-superficial sequence for q.
Let N = {JnM} be the J-adic filtration on M and assume dimSJ(M) = r,
then
e0(SJ(M)) ≤ e1(M)− e1(N)− e0(M) + h0(M).
Proof. It follows from (6.4) and Proposition 2.3.7.
We note that next result rediscovers several results known in the case
of the q-adic filtration on the Cohen-Macaulay ring A (see [108], Corollary
1.2.9., Proposition 1.2.10, Proposition 1.3.3; Corollary 2.7 [78] ).
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Proposition 6.2.3. Let M be a good q-filtration of a Cohen-Macaulay mod-
ule M of dimension r and let J be the ideal generated by a maximal M-
superficial sequence for q, then
1. dim SJ(M) = r if and only if e1(M) > e0(M)− h0(M).
2. If dimSJ(M) = r, then e0(SJ(M)) = e1(M)− e0(M) + h0(M)
3. depth grM(M) ≥ depth SJ(M)− 1
4. (z − 1)PSJ (M)(z) = PM(z)− λ(M/M1)+(e0(M)−(λ(M/M1))z(1−z)r .
5. HSJ (M)(n) is not decreasing.
Proof. Assertions 1. and 2. follow by Proposition 6.2.1 and (6.2). Since
grE(M) is Cohen-Macaulay, then 3. follows by Proposition 6.1.1 because
min{depth SJ(M)− 1,depth grE(M)} = depth SJ(M)− 1.
The assertion 4. follows from (6.3) and (6.1). Finally 5. follows by 4.
and Theorem 1.4.1.
In our general setting we get the following result due, in the classical
case, to W. Vasconcelos in [102], section 5.2.
Corollary 6.2.4. Let L be a submodule of a Cohen-Macaulay module M of
dimension r and let M = ML be a good q-filtration induced by L. Let J be
an ideal generated by a maximal M-superficial sequence for q, then
1. dim SJ(M) = r provided it is not the trivial module.
2. e0(SJ(M)) = e1(M) − λ(L/JM) and ei(SJ(M)) = ei+1(M) for every
i > 0.
Proof. By Proposition 6.2.3, dim SJ(M) = r provided e1(M) > e0(M) −
h0(M). By Theorem 2.4.9 and Corollary 2.4.10, this means M2 6= JM1. On
the other hand, Mn+1 = q
nL for every n ≥ 0, hence it is easy to see that
SJ(M) is the trivial module if and only if M2 = JM1 and 1. follows. Now
2. is a consequence of Proposition 6.2.1 since e1(E) = e0(E) − h0(E) =
e0(M)− h0(M) = λ(L/JM) and ei(E) = 0 for i ≥ 2.
Remark 6.2.5. If q is an m-primary ideal of a local Cohen-Macaulay ring
(A,m) of dimension r, the value of e1(q) has a strong influence on the
structure of the Sally module. By Corollary 6.2.4 and Theorem 2.4.9,
if e1(q) = e0(q) − λ(A/q), then SJ(q) is the trivial module. The case
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e1(q) = e0(q) − λ(A/q) + 1 is much more difficult. Recently S. Goto, K.
Nishida, K. Ozeki proved that, under this assumption, there exists a posi-
tive integer c ≤ r such that
SJ(q) ≃ (x1, . . . , xc) ⊆ [R(J)/mR(J)] ≃ A/m[x1, . . . , xr]
as graded R(J)-modules. When this is the case c = v1(q) = λ(q2/Jq) (see
[30], Theorem 1.2). By using this surprising information and Proposition
6.2.3, 3., we easily obtain
Pq(z) =
λ(A/q) + (e0(q)− λ(A/q) − c)z +
∑c+1
i=2 (−1)i
(c+1
i
)
zi
(1− z)r
We remark that, if r = 2, we obtain the Hilbert series described in
Theorem 4.3.1. Very recently S. Goto and K. Ozeki announced an extension
of the above result relaxing the requirement for the Cohen-Macaulyness of
A. [32].
Under the assumptions of Corollary 6.2.4, we remark that if J = (a1, . . . , ar)
and SJ(M) is not the trivial module, then the ideal JT = (a1T, . . . , arT ) in
the Rees algebra R(J) = A[JT ] is generated by a system of parameters for
SJ(M). In fact SJ(M)/JTSJ (M) = ⊕n≥1Mn+1/JMn which is an Artinian
module.
In particular SJ(M) is Cohen-Macaulay if and only if a1T, . . . , arT is a
regular sequence on SJ(M).
Theorem 6.2.6. ([108], Theorem 2.1.6 and Corollaries 2.1.7, 2.1.8, 2.1.9)
Let L be a submodule of a Cohen-Macaulay module M of dimension r and let
M =ML be a good q-filtration induced by L. Denote by J the ideal generated
by a maximal M-superficial sequence for q, then
e0(SJ(M)) ≤
∑
j≥1
vj(M).
The following facts are equivalent:
1. e0(SJ(M)) =
∑
j≥1 vj(M)
2. e1(M) =
∑
j≥0 vj(M)
3. depth grM(M) ≥ r − 1
4. PM(z) =
λ(M/M1)+
P
j≥1(vj−1(M)−vj(M))z
j
(1−z)r
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5. PSJ (M)(z) =
P
j≥1 vj(M)z
j
(1−z)r
6. SJ(M) is Cohen-Macaulay.
Proof. By Corollary 6.2.4 we have e0(SJ (M)) = e1(M)− λ(L/JM). Hence,
by Theorem 2.4.1, we get e0(SJ(M)) ≤
∑
j≥0 vj(M)−λ(L/JM) =
∑
j≥1 vj(M).
The equality holds if and only if e1(M) =
∑
j≥0 vj(M). Hence, by Theorem
2.4.1, the assertions 1., 2., 3., 4. are equivalent. By Proposition 6.2.3 (4.),
4. and 5. are equivalent. Since 6. implies 3. by Proposition 6.2.3 (3.), it is
enough to prove that 5. implies 6.
We may assume SJ(M) has dimension r. We recall that SJ(M) is a
R(J)-module and we have SJ(M)/JTSJ (M) = ⊕n≥1Mn+1/JMn. From 5.
we deduce that PSJ (M)(z) =
1
(1−z)rPSJ (M)/JTSJ (M)(z). Then JT is generated
by a regular sequence of length r =dimSJ(M) and hence SJ(M) is Cohen-
Macaulay.
In the particular case of them-adic filtration on A, we can easily give a partial
extension of the above result without assuming the Cohen-Macaulyness of
A (see Theorem 3.2. [80]).
Theorem 6.2.7. Let (A,m) be a local ring of dimension r and let J be an
ideal generated by a maximal superficial sequence for m. If dim SJ(m) = r,
then
e0(SJ(m)) ≤
∑
j≥0
vj(m)− e0(m) + 1
The following facts are equivalent:
1. e0(SJ(m)) =
∑
j≥0 vj(m)− e0(m) + 1
2. e1(m)− e1(J) =
∑
j≥0 vj(m)
3. A is Cohen-Macaulay and depth grm(A) ≥ r − 1
Proof. It follows by Corollary 6.2.2 and Theorem 2.4.2.
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