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Abstract
Let f :B(x0,R) ⊆ X → Y be an operator, with X and Y Banach spaces, and f ′ be Hölder continuous
with exponent θ . The convergence of the sequence of Newton–Kantorovich approximations
xn = xn−1 − f ′(xn−1)−1f (xn−1), n ∈ N,
is a classical tool to solve the equation f (x) = 0.
The convergence of xn is often reduced to the study of the majorizing sequence rn defined by
r0 = 0, r1 = a, rn+1 = rn + bk(rn − rn−1)
1+θ
(1 + θ)(1 − bkrθn )
, n ∈ N,
with a, b, k parameters related to f and f ′.
In the paper [F. Cianciaruso, E. De Pascale, Estimates of majorizing sequences in the Newton–
Kantorovich method, submitted for publication] we proved that, if
ξ := aθbk  1(
1 + θ θ1−θ )1−θ
(
θ
1 + θ
)θ
,
then the following estimates for rn hold
rn 
(bk)− 1θ(
1 + θ θ1−θ ) 1−θθ
(
1 − 1
(1 + θ)n
)
, ∀n ∈ N.
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on ξ . The techniques employed in the paper are similar to the ones used in [F. Cianciaruso, E. De Pascale,
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1. Introduction
Let X and Y be Banach spaces, B(x0,R) be the closed ball in X with center x0 and radius R.
Let f :B(x0,R) → Y be an operator Fréchet differentiable at interior points of B(x0,R) such
that f ′(x0) is invertible. We assume throughout the paper that f ′ satisfies a Hölder condition∥∥f ′(x) − f ′(y)∥∥ k‖x − y‖θ , ∀x, y ∈ ◦B(x0,R), 0 < θ  1. (1.1)
The first to study the existence of solutions of the equation
f (x) = 0 (1.2)
under Hölder conditions for f ′ has been Vertgeim in [7,8], where he studied the convergence of
the Newton–Kantorovich approximations
xn = xn−1 − f ′(xn−1)−1f (xn−1), n ∈ N. (1.3)
Some conditions which assure the convergence of the sequence (1.3) involve the following para-
meters:
b := ∥∥f ′(x0)−1∥∥, a := ∥∥f ′(x0)−1f (x0)∥∥, ξ := aθbk.
We recall (for a proof, cf. for example [1,4,5]) that, if ξ be strictly less than 1, the sequence rn
defined by
r0 = 0, r1 = a, rn+1 = rn + bk(rn − rn−1)
1+θ
(1 + θ)(1 − bkrθn )
, n ∈ N, (1.4)
is a majorizing sequence for the approximations xn (1.3), i.e.,
‖xn − xn−1‖ rn − rn−1, ∀n ∈ N. (1.5)
The methods more used to force the sequence rn to converge are estimates of rn by means of
Newton or Newton-like sequences.
In this paper we use a more direct method.
To simplify the computations, we study, for every 0 < θ < 1, the sequence tn := (bk) 1θ rn
t0 = 0, t1 = (ξ) 1θ , tn+1 = tn + (tn − tn−1)
1+θ
(1 + θ)(1 − tθn )
, n ∈ N, (1.6)
instead of the sequence rn defined by (1.4).
In the paper [1], we proved that, for
ξ  1(
1 + θ θ1−θ )1−θ
(
θ
1 + θ
)θ
,
tn 
1(
1 + θ θ1−θ ) 1−θθ
(
1 − 1
(1 + θ)n
)
, ∀n ∈ N. (1.7)
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h(t) :=
(
1 − 1
t
)θ 1 + θ(
(1 + θ) 11−θ + (t (t − 1)θ ) 11−θ )1−θ , t  1.
In the present paper we prove that for ξ  h(c),
tn 
(1 + θ) 1θ(
(1 + θ) 11−θ + (c(c − 1)θ ) 11−θ ) 1−θθ
(
1 − 1
cn
)
.
As in paper [1] we use two parallel induction processes on the sequences tn and tn+1/tn.
In the last section we prove that this result is stronger than that in [1] for two different aspects.
2. Estimates for majorizing sequences
In this section, we give a stronger (at least asymptotically) estimate for tn under a weaker
condition on ξ .
To prove our main result, we prove that the inequality
(1 − 1
t
)θ(
(1 + θ) 11−θ + (t (t − 1)θ ) 11−θ )1−θ 
1
1 + θ + t (2.1)
holds for every t  1 and for every 0 < θ < 1.
The inequality (2.1) is apparently very difficult to prove.
Anyway the inequality (2.1) contains a hidden structure that becomes visible if we rewrite it
in a different way
(
t−1
t
) θ
1−θ
(
1 + 1
(t−1)θ
t (t−1)θ
1+θ
) 1
1−θ
1 + ( t (t−1)θ1+θ )
1
1−θ
 1.
This inequality has the structure of the following elementary inequality:
(1 + δx)α
1 + xα 
(
1 + δ αα−1 )α−1, x  0, α, δ > 0,
with
δ := 1
(t − 1)θ , x :=
t (t − 1)θ
1 + θ , α :=
1
1 − θ .
Then
(
t−1
t
) θ
1−θ
[
1 + 1
(t−1)θ
t (t−1)θ
1+θ
] 1
1−θ
1 + ( t (t−1)θ1+θ )
1
1−θ

(
t − 1
t
) θ
1−θ (
1 + 1
t − 1
) θ
1−θ = 1.
Theorem 2.1. Suppose that
ξ  h(c) =
(
1 − 1
c
)θ 1 + θ(
(1 + θ) 11−θ + (c(c − 1)θ ) 11−θ )1−θ . (2.2)
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r(c) = (1 + θ)
1
θ(
(1 + θ) 11−θ + (c(c − 1)θ ) 11−θ ) 1−θθ , (2.3)
then the following estimates hold:
tn  r(c)
(
1 − 1
cn
)
,
tn+1
tn

1 − 1
cn+1
1 − 1
cn
, ∀n ∈ N. (2.4)
Consequently, the sequence tn, increasing and bounded, is converging to a t∗  r(c) < 1.
Proof. We begin to observe that, since h(1) = limt→+∞ h(t) = 0, h has a global maximum in
its domain.
Now we prove the estimate (2.4) for induction on n. We proceed with two parallel induction
processes on the two inequalities in (2.4).
If n = 1, we have from (2.2)
t1 = ξ 1θ 
(
1 − 1
c
)
(1 + θ) 1θ(
(1 + θ) 11−θ + (c(c − 1)θ ) 11−θ ) 1−θθ = r(c)
(
1 − 1
c
)
and
t2
t1
= 1 + t
θ
1
(1 + θ)(1 − tθ1 )
= 1 + ξ
(1 + θ)(1 − ξ) .
From (2.2) and (2.1), it follows ξ  1+θ1+θ+c and consequently ξ(1+θ)(1−ξ)  1c .
So we have
t2
t1
 1 + 1
c
= 1 −
1
c2
1 − 1
c
.
Suppose now
tn−1  r(c)
(
1 − 1
cn−1
)
,
tn
tn−1

1 − 1
cn
1 − 1
cn−1
.
We have
tn 
1 − 1
cn
1 − 1
cn−1
tn−1  r(c)
(
1 − 1
cn
)
, 1 − tn−1
tn

1
cn−1 − 1cn
1 − 1
cn
.
By (1.6),
tn+1
tn
= 1 + t
θ
n
(
1 − tn−1
tn
)1+θ
(1 + θ)(1 − tθn )
= 1 + r
θ (c)
(
1 − 1
cn
)θ ( 1
cn−1 − 1cn
)1+θ
(1 + θ)(1 − 1
cn
)1+θ (1 − rθ (c)(1 − 1
cn
)θ )
= 1 + r
θ (c)(c − 1)1+θ
(1 + θ)(cn − 1)(cθn − rθ (c)(cn − 1)θ ) .
Consider the real function w(x) := cθx − rθ (c)(cx − 1)θ , x ∈ [1,+∞[.
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w′(x) = θ log ccθx
(
1 − rθ (c)
(
cx
cx − 1
)1−θ)
= 0
is equivalent to cx = (1 − r θ1−θ (c))−1 which has a unique root x∗. It is easily seen that x∗ is a
global minimum point for w.
From w′(x∗) = 0 it follows
rθ (c) =
(
cx∗ − 1
cx∗
)1−θ
and therefore
w(x)w(x∗) = cθx∗ −
(
cx∗ − 1)c(θ−1)x∗ = c(θ−1)x∗ = (1 − r θ1−θ (c))1−θ .
Consequently
tn+1
tn
 1 + r
θ (c)(c − 1)1+θ
(1 + θ)(cn − 1)(1 − r θ1−θ (c))1−θ
and from
rθ (c) := 1 + θ(
(1 + θ) 11−θ + (c(c − 1)θ ) 11−θ )1−θ
we have
tn+1
tn
 1 + (c − 1)
1+θ
(cn − 1)((1 + θ) 11−θ + (c(c − 1)θ ) 11−θ )1−θ
(
1 − (1+θ)
1
1−θ
(1+θ) 11−θ +(s(s−1)θ ) 11−θ
)1−θ
= 1 + c − 1
c(cn − 1) =
1 − 1
cn+1
1 − 1
cn
. 
Remark 2.2. For our purposes it should be enough that (2.1) holds in the maximum point c.
By chance the critical point c can be computed explicitly. In fact, h′(t) = 0 if and only if
θ((1 + θ) 11−θ + (t (t − 1)θ ) 11−θ ) = ((1 + θ)t − 1)(t (t − 1)θ ) 11−θ from which it follows
(
t (t − 1)θ ) 11−θ = θ(1 + θ)
θ
1−θ
t − 1
and consequently
c = 1 +
√
1 + 4(1 + θ)θ θ1−θ
2
.
If we replace the expression of c in (2.1) we obtain an involved inequality, very difficult to be
seen true. As often in mathematics a particular case is more difficult of a general one.
As direct consequence of Theorem 2.1 we have the following theorem on the convergence of
the sequence (1.3).
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ξ  h(c) (2.5)
and that r∗ := (bk)− 1θ t∗  R. Then the Newton–Kantorovich approximations (1.3) are well de-
fined for all n, belong to B(x0, r∗) and converge to the unique solution x∗ of the equation
f (x) = 0. Moreover, the following estimates hold:
‖xn − xn−1‖ rn − rn−1, ∀n ∈ N,
‖xn − x∗‖ r∗ − rn, ∀n ∈ N.
3. A comparison with previous results
For a complete history of the difficulties related to the convergence of the sequence (1.3) we
refer to [1].
We only recall that some successive improvements about the convergence of (1.3) after Vert-
geim result [7,8] were obtained for example in [1–4,6].
The result of Theorem 2.1 is a real improvement of the result in [1] about the convergence
of tn. We recall that in [1] we proved the convergence of tn under the hypothesis
ξ  1(
1 + θ θ1−θ ) 1−θθ
(
θ
1 + θ
)θ
= h(1 + θ).
The result in Theorem 2.1 is a real improvement since h(1 + θ) < h(c).
The last inequality follows from 1 + θ < c (0 < θ < 1). In fact
1 + θ < c = 1 +
√
1 + 4(1 + θ)θ θ1−θ
2
is equivalent to θ
θ
1−θ (1 + θ) < 1 (0 < θ < 1).
The last inequality is true since limθ→0 θ
θ
1−θ (1 + θ) = 1 and the function θ θ1−θ (1 + θ) is
strictly decreasing.
The improvement is not numerically so big, as can be seen from Table 1 obtained with the
help of MATHEMATICA.
Anyway we improved the results in [1] also in a different direction. In fact, the new estimates
on tn are asymptotically stronger than ones in [1] since
(1 + θ) 1θ(
(1 + θ) 11−θ + (c(c − 1)θ ) 11−θ ) 1−θθ <
1(
1 + θ θ1−θ ) 1−θθ (0 < θ < 1).
Table 1
θ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
f (1 + θ) 0.4696 0.4639 0.4641 0.4670 0.4714 0.4765 0.4821 0.4880 0.4939
f (c) 0.4698 0.4646 0.4652 0.4684 0.4728 0.4779 0.4833 0.4888 0.4944
F. Cianciaruso, E. De Pascale / J. Math. Anal. Appl. 322 (2006) 329–335 335In fact, the last inequality can be written r(c) < r(1 + θ) (0 < θ < 1), where r is the strictly
decreasing function defined by
r(t) := (1 + θ)
1
θ
(
(1 + θ) 11−θ + (t (t − 1)θ ) 11−θ ) 1−θθ .
As a consequence we have a better estimate for t∗:
t∗  r(c) < r(1 + θ), 0 < θ < 1.
References
[1] F. Cianciaruso, E. De Pascale, Estimates of majorizing sequences in the Newton–Kantorovich method, submitted for
publication.
[2] F. Cianciaruso, E. De Pascale, Newton–Kantorovich approximations the derivative is Hölderian: Old and new results,
Numer. Funct. Anal. Optim. 24 (2003) 713–723.
[3] N.T. Demidovich, P.P. Zabreiko, Ju.V. Lysenko, Some remarks on the Newton–Kantorovich method for nonlinear
equations with Hölder continuous linearizations, Izv. Akad. Nauk Beloruss 3 (1993) 22–26 (in Russian).
[4] E. De Pascale, P.P. Zabreiko, The convergence of the Newton–Kantorovich method under Vertgeim conditions: A new
improvement, Z. Anal. Anwendungen 17 (1998) 271–280.
[5] M.A. Krasnosel’skij, G.M. Vajnikko, P.P. Zabreiko, Ja.B. Rutitskij, V.Ja. Stetsenko, Approximate Solutions of Oper-
ator Equations, Nauka, Moscow, 1966 (in Russian); English transl.: Noordhoff, Groningen, 1972.
[6] J.V. Lysenko, Conditions for the convergence of the Newton–Kantorovich method for nonlinear equations with
Hölder linearizations, Dokl. Akad. Nauk BSSR 38 (1994) 20–24 (in Russian).
[7] B.A. Vertgeim, On conditions for the applicability of Newton’s method, Dokl. Akad. Nauk SSSR 110 (1956) 719–722
(in Russian).
[8] B.A. Vertgeim, On some methods of the approximate solution of nonlinear functional equations in Banach spaces,
Uspekhi Mat. Nauk 12 (1957) 166–169 (in Russian); English transl.: Amer. Math. Soc. Transl. 16 (1960) 378–382.
