The majority of methods for constructing pairing-friendly elliptic curves are based on representing the curve parameters as polynomial families. There are three such types, namely complete, complete with variable discriminant and sparse families. In this paper, we present a method for constructing sparse families and produce examples of this type that have not previously appeared in the literature, for various embedding degrees. We provide numerical examples obtained by these sparse families, considering for the first time the effect of the recent progress on the tower number field sieve (TNFS) method for solving the discrete logarithm problem (DLP) in finite field extensions of composite degree.
Introduction
For a prime q, let E/ q be an ordinary elliptic curve with Frobenius trace t = q + 1 − #E( q ), where E( q ) is the group of q -rational points, for which #E( q ) ≈ q. Let E[r] be the r-torsion group of E/ q , for some r ∈ ℤ >0 , containing all points of E( q ) with order r. Define also the CM discriminant D > 0 of the curve E/ q as the square-free integer satisfying the CM equation Dy 2 = 4q − t 2 , for some y ∈ ℤ.
An asymmetric pairing on an ordinary elliptic curve E/ q is a bilinear, non-degenerate, efficiently computable map of the formê : 1 × 2 → T , where 1 , 2 ⊂ E( q ) and T ⊂ * q k such that # 1 = # 2 = # T = r, for some prime r. The positive integer k is called the embedding degree of the curve E/ q and it is the smallest integer, such that E[r] ⊆ E( q k ). In pairing-based applications, the elliptic curves are chosen such that the following conditions are satisfied: (1) The order of the curve is #E( q ) = hr, for a small cofactor h ≥ 1 and a large prime r. ( 2) The ρ-value of the curve, defined as ρ = log q log r is close to 1, hence log q ≈ log r. ( 3) The prime r must be large enough, so that the DLP in 1 and 2 is computationally hard. (4) The embedding degree k is large enough, so that the DLP in the extension field q k , and hence in T , is approximately as hard as in 1 , 2 . (5) The embedding degree k is small enough, for efficient operations in T . (6) The sizes of r and q k provide at least an 128-bit security level, corresponding to an AES symmetric key, in the source groups 1 , 2 and the target group T . An elliptic curve E/ q with embedding degree k satisfying these properties is called pairing-friendly.
Our purpose is to determine pairing-friendly elliptic curve parameters (q, t, r) satisfying the above conditions. There are two basic strategies for finding such triples, namely the Cocks-Pinch method [10] and the Dupont-Enge-Morain (DEM) method [5] . In both cases the trace of Frobenius t is set as the lift of some integer in (ℤ/rℤ) * . Therefore, t has approximately the same size as r, which in turn implies that the generic ρ-value is ρ ≈ 2 in both methods. Such choices of parameters do not lead to efficient pairing computations, when considering the most well-known variants of the Tate pairing, namely the Ate and twisted-Ate asymmetric pairings. This problem can be avoided by representing the elliptic curve parameters (q, t, r) as polynomial families (q(x), t(x), r(x)) in ℚ [x] . There are three types of polynomial families depending on the form of the CM polynomial f(x) = 4q(x) − t(x) 2 , which is the right-hand side of the CM equation expressed in polynomial terms. 2 , for some square-free D > 0. If f(x) = g(x)y(x) 2 , for some g(x) ∈ ℚ[x] with deg g = 1, the family is complete with variable discriminant, and if g(x) is quadratic, not a perfect square, with positive leading coefficient (i.e. lc(g) > 0), the family is sparse.
Definition 1 ([3]). A polynomial family (q(x), t(x), r(x)) is complete if there exists a y(x) ∈ ℚ[x] such that f(x) = Dy(x)
When using polynomial families (q(x), t(x), r(x)), we can generate pairing-friendly triples by evaluating these polynomials at some x 0 ∈ ℤ such that q(x 0 ) and r(x 0 ) are both primes and 4q(x 0 ) − t(x 0 ) 2 = Dy 2 , for some square-free D > 0 and some y ∈ ℤ. With this notation, t(x 0 ) is the Frobenius trace, q(x 0 ) is the base field prime and r(x 0 ) is the prime dividing the order of the curve. The most well-known method for constructing polynomial families is the Brezing-Weng method [2] . This is an extension of the Cocks-Pinch method, but now operations are performed in the polynomial field ℚ[x]/⟨r(x)⟩. In this case the size of the Frobenius trace t(x 0 ) is smaller than the size of r(x 0 ). More precisely, we obtain log t(x 0 ) = d log r(x 0 ), where d = Freeman, Scott and Teske [10] suggested that for pairing applications, the sizes of curve parameters should be selected according to Table 1 . The complexity of the DLP in the r-order subgroups 1 , 2 ⊂ E( q ) is O(√r) (Pollard's rho method). For the DLP in finite field extensions q k there has been recently a progress on the tower number field sieve (TNFS) method [13, 16] that affects its complexity when k is composite. These new improvements imply that when k is prime, we can follow the recommendations of Table 1 for selecting curve parameters, but when k is composite, Table 1 Complete families are studied in [1, 2, 12, 23, 24] and they are attractive for applications due to their small CM discriminant. However, in [6] it is recommended to use curves with large discriminant to avoid various attacks on the DLP. This is achieved by the other two types. Complete families with variable discriminant are studied in [3, 10, 14] . Sparse families for k = 3, 4, 6 are constructed in [4, 7, 11, 17, 21] , but offer a low security level of 80-bits. Consequently, we need to search for sparse families with k ∉ {3, 4, 6} and so far there are only few such examples in the literature. The first is due to Freeman for k = 10 and ρ = 1. There are also two examples for k = 8, 12 and ρ ≈ 1.5 presented in [3] , while in [8] we introduced sparse families for k = 5, 10 with ρ ≈ 1.5.
In this paper we focus on the construction of sparse families for various embedding degrees. Particularly our contribution is threefold.
(1) We propose a method for producing sparse families with for any k that combines previous work presented in [3, 14] . Firstly, we apply Lee-Park's method [14] in order to determine polynomials r(x), t(x) and then Dryło's method [3] for constructing CM polynomials of Definition 1. (2) We introduce more sparse families for k ∈ {5, 8, 10, 12} and the first examples in the literature for a variety of other k as well, with ρ ≤ 2. (3) We produced numerical examples of cryptographic value, considering the recent progress on the TNFS method for reducing the complexity of the DLP in finite field extensions of composite degree [13, 16] . The rest of the paper is organized as follows. In Section 2 we present the necessary background related to pairing-friendly elliptic curves and overview the most important work on the three types of polynomial families. We analyze our method in Section 3 and demonstrate our experimental results in Section 4. We conclude the paper in Section 5.
Background and previous work
Recall that our goal is to determine suitable integer triples (q, t, r), for some fixed and relatively small embedding degree k. So far, the best ρ-values are achieved when representing q, t, r as polynomial families
be non-zero polynomials. We say that a polynomial triple (q(x), t(x), r(x)) parameterizes a family of pairing-friendly ordinary elliptic curves with embedding degree k and CM discriminant D, if the following are satisfied: (1) q(x) represents primes, i.e. it is non-constant, irreducible, with positive leading coefficient. Additionally, q(x) ∈ ℤ, for some (or infinitely many) x ∈ ℤ and gcd({q(x) : x, q(x) ∈ ℤ}) = 1, (2) r(x) is non-constant, irreducible, integer-valued, with positive leading coefficient, (3) r(x) divides both q(x) + 1 − t(x) and Φ k (t(x) − 1), where Φ k (x) is the k th cyclotomic polynomial, (4) there are infinitely many integer solutions (x, Y) for the parameterized CM equation
The ρ-value of a polynomial family (q(x), t(x), r(x)) is defined as
Substituting into equation (2.1), we obtain
The condition r(x) | Φ k (t(x) − 1) means that t(x) − 1 is a primitive k th -root of unity in ℚ[x]/⟨r(x)⟩. Finding polynomials t(x), r(x) satisfying this condition is not straightforward. Usually r(x) is taken as the k th cyclotomic polynomial for some k > 0. More results can be obtained if we allow r(x) to be an irreducible polynomial dividing Φ k (t(x) − 1), for some t(x) ∈ ℚ[x] (see for example [14, 23] ). Once r(x) is fixed, we must obtain a solution (x 0 , Y 0 ) for equation (2.1) such that q(x 0 ) and r(x 0 ) are large primes. Then we apply the CM method to construct an elliptic curve E/ q(x 0 ) , with Frobenius trace t(x 0 ) and order #E(
By Definition 1, if deg g = 0, the family (q(x), t(x), r(x)) is complete and thus f(x) = Dy(x) 2 , for some square-free D > 0. If deg g = 1, the family is complete with variable discriminant and, finally, if deg g = 2, with g(x) not a perfect square and lc(g) > 0, the family is sparse.
Complete families. The most common method for constructing complete families is due to Brezing and Weng [2] . This method starts by fixing an embedding degree k and a square-free CM discriminant D. Then, it chooses an irreducible polynomial r(x) ∈ ℚ[x] such that ζ k , √ −D ∈ ℚ[x]/⟨r(x)⟩, where ζ k is a primitive k th -root of unity. Finally, it sets t(x) and y(x) as the polynomials mapping to ζ k + 1 and (ζ k − 1)/ √ −D, respectively, and q(x) = 1 4 (t(x) 2 + Dy(x) 2 ). For more examples of this type of families, see [10, 12, 23, 24] . The small discriminants make complete families very attractive for implementations. However, according to [6] we need larger CM discriminants to avoid various attacks on the DLP. This is done by the other two types of polynomial families, for which the CM discriminant has a polynomial representation. Note however that although larger CM discriminants might be preferable, these values should not be too large, since a large D would affect the efficiency of the CM method. More precisely, the CM discriminant D should be at most 10 13 , which is the current record for constructing Hilbert class polynomials using the Chinese Remainder Theorem (see [22] ).
Complete families with variable discriminant. By Definition 1 the CM polynomial is f(x) = g(x)y(x) 2 and deg g = 1. These families can be constructed via the Brezing-Weng method by replacing the square-free integer D with a linear term g(x) such that √−g(x) ∈ ℚ[x]/⟨r(x)⟩. Such examples appear in [3, 10, 14, 15] . Although this type offers more flexible CM-discriminant, the choices are still limited, especially as the value k increases. In particular, in order to find suitable parameters with this type of families, we are searching for x 0 = Dy 2 ∈ ℤ such that r(x 0 ) and q(x 0 ) are both primes of reasonable size and so as deg r grows, the choices for D are limited. 2 , where g(x) is quadratic, non-square, with lc(g) > 0. With sparse families, curve parameters derive from the solutions of a generalized Pell equation. The first examples were the MNT families (see [17] and [4, 7, 11, 21] ) for k ∈ {3, 4, 6} and ρ(q, t, r) = 1. These are ideal families in terms of the ρ-value, but correspond to a low security level of 80-bits. In [9] , Freeman introduced a sparse family for k = 10 with ρ(q, t, r) = 1 and Dryło [3] proposed a method for producing sparse families offering two new examples for k = 8, 12 with ρ(q, t, r) = 1.5. We note that Freeman's family is the only known ideal sparse family in terms of ρ, for k ̸ = 3, 4, 6. Finally, in [8] we described two alternatives for producing sparse families. In the first we are searching for polynomials r(x), t(x) such that 2 , while in the second we are searching for a cofactor h(x) such that 2 . We generated new examples for k = 5, 10 and ρ(q, t, r) = 1.5.
Contribution.
We argue that sparse families offer more flexibility on the CM discriminant, but for k ∉ {3, 4, 6} are very rare. Additionally, numerical examples of suitable parameters (q, t, r) obtained from sparse families can be found in the literature only for Freeman's family [9] and in our earlier work [8] , for k = 5, 10. Motivated by these facts, we further study the construction of this type of families. In particular, our contribution is summarized as follows:
The proposed method. We propose a method that combines Lee-Park's [14] and Dryło's [3] ideas. More precisely, we first apply Lee and Park's method for constructing polynomials t(x), r(x) such that r(x) | Φ k (t(x)−1). Then we follow Dryło's process in order to fix a CM polynomial f(x) = g(x)y(x) 2 , for some non-square g(x) ∈ ℚ[x], with deg g = 2 and lc(g) > 0. In particular, we are searching for an element
. This condition allowed us to produce more sparse families than any other work focusing on this type of families.
New families. Using this method, we produced new sparse families for various embedding degrees k ̸ = 3, 4, 6 that have not previously appeared in the literature, with ρ(q, t, r) < 2. Additionally, Table 1 indicates that families with ρ(q, t, r) ≈ 2 are also likely to offer a balanced security level in the three groups 1 , 2 and T of a pairing. This motivates us to introduce the first sparse families in the literature with ρ(q, t, r) = 2.
Experimental results. We implemented the proposed method together with a Pell equation solver and produced several pairing-friendly parameters. Our results are aiming for security levels of at least 128-bit AES key, which is today's state of the art. The values q and r are chosen with respect to Table 1 for prime k. On the other hand, for composite k the extension field size k log q is taken larger than the recommended values of Table 1 (see [6] ), in order to surpass the threat of the new variants of the TNFS method [13, 16] . Finally, in our examples we have considered CM discriminants up to 2 ⋅ 10 6 . More examples can be obtained by allowing even larger D.
Sparse families of pairing-friendly elliptic curves
To construct sparse families of pairing-friendly elliptic curves, the first step is to find an irreducible polynomial r(x) ∈ ℚ[x] and a trace polynomial t(x) ∈ ℚ[x] such that r(x) | Φ k (t(x) − 1), for some fixed k. In order to implement this we adopt Lee and Park's method [14] . Once these polynomials are constructed, the next step is to determine a non-square polynomial g(x), with deg g = 2 and lc(g) > 0, such that the CM polynomial is
. For this step we use Dryło's method [3] . The construction of the remaining polynomials y(x), q(x) is straightforward.
Finding the polynomial r(x). Following Lee and Park [14] , we start by choosing an arbitrary embedding degree k ∉ {1, 2, 3, 4, 6} and fixing an element θ ∈ ℚ(ζ k ) of the form
and a i ∈ ℚ, for every i = 0, . . . , φ(k) − 1. Let B(θ) and B(ζ k ) be the following sets:
The polynomial u(x) can be found by constructing the transition matrix P from the set B(θ) to B(ζ k ), which is a φ(k) × φ(k) matrix with elements P ij obtained by the relation
If det(P) ̸ = 0, the transition matrix P has an inverse P −1 = (P ij ) and we set u(x) as
has an irreducible factor of degree φ(k), which is set as r(x). Additionally, with this setup we get that u(x) is a primitive k th -root of unity in K = ℚ[x]/⟨r(x)⟩. Note also that the coefficients of u(x) are multivariate polynomials in ℚ[a 0 , a 1 , . . . , a φ(k)−1 ] and so we need to ensure that a 0 , a 1 , . . . , a φ(k)−1 ∈ ℚ are chosen such that det(P) ̸ = 0. The complexity of this procedure depends on the value φ(k) = deg r and as this value grows, the efficiency of the process is affected. In our examples we used this method for cases where φ(k) = 4, corresponding to embedding degrees 5, 8, 10 and 12, but the method can be applied also for higher embedding degrees. We can avoid this procedure by setting r(x) as the k th -cyclotomic polynomial, where in this case u(x) = x represents a primitive k th -root of unity in K = ℚ[x]/⟨r(x)⟩.
Searching for g(x)
. After constructing u(x) and r(x), the next step is to find a quadratic, non-square poly-
In other words, we need to find an element
and we are searching for
is quadratic, non-square, with positive leading coefficient. However, we do not need to search all the φ(k) variables z i . In particular, we set
where all g i (z 0 , z 1 , . . . , z φ(k)−1 ) are multivariate polynomials with rational coefficients that represent the coefficients of g(x). Since we wish −z(x) 2 to be a quadratic, we set
Solving this system will eliminate some of the z i and hence improve the efficiency of the search. Finally, we need g 2 (z 0 , z 1 , . . . , z φ(k)−1 ) > 0 and the discriminant of g(x) to be non-zero, so that g(x) is not a perfect square. This process is also described in [3] .
Computing the remaining polynomials. So far we have determined the polynomial r(x), a polynomial u(x) representing a primitive k th -root of unity in K = ℚ[x]/⟨r(x)⟩, the non-square, quadratic polynomial g(x), with lc(g) > 0 and a polynomial z(x) = √−g(x) in K. Following the original Brezing-Weng method [2] , we can compute the remaining polynomials in the following way. For each primitive k th -root of unity
where z(x) −1 is the multiplicative inverse of z(x) in ℚ[x]/⟨r(x)⟩. We then set the CM and field polynomials as
, respectively. Note that the field polynomial must represent primes in the sense of Definition 2. If this is true, we have a sparse family (q(x), t(x), r(x)) of pairing-friendly elliptic curves with embedding degree k.
Additional conditions. With our construction, we have
Thus the ρ-value of these polynomial families is
For ρ-values less than 2, we need the degree of y(x) to be less than φ(k) − 1 and so we set
This is an extra equation in (z 0 , z 1 , . . . , z φ(k)−1 ) and using it we can eliminate more of the z i . However, we also give examples with ρ(q, t, r) = 2, in which case the above equation must be non-zero. Even more z i can be eliminated if we allow the polynomial g(x) to have the same leading coefficient and constant term. In other words this is written as
Most of the examples presented in this work respect this additional properties.
Summary and the algorithm. The conditions that need to be met for the coefficients (z 0 , z 1 , . . . , z φ(k)−1 ) of the polynomial z(x) ∈ K lead to the following system of multivariate equations:
where ∆ g denotes the discriminant of the polynomial g(x). If we wish to construct sparse families with ρ(q, t, r) = 2, we need to exclude the fourth condition from system (3.5). Additionally, we can find more suitable polynomials g(x) by excluding the last condition of system (3.5). The above process is described in Algorithm 1.
Remark 1. Note that if the φ(k)-tuple
, for any n ∈ ℚ/{0}, is also a solution for this system, but it will generate the same sparse family. Furthermore, two quadratic polynomials g(x) and g (x) are said to be equivalent if there is a linear transformation x → (ay + b) such that g (x) = g(ay + b). In this case, the polynomials g(x) and g (x) also generate the same sparse family.
Algorithm 1. Sparse families of pairing-friendly elliptic curves.
Input: An embedding degree k ∉ {1, 2, 3, 4, 6}. Output: A sparse family (q(x), t(x), r(x)) of pairing-friendly elliptic curves with embedding degree k. (3.3) and calculate the multivariate polynomials
Since we are searching for integer triples (q, t, r), we need to ensure that for each output of Algorithm 1 the polynomials q(x), t(x) and r(x) have integer coefficients. In order to do this, we need to find the smallest positive integer n such that nq(x) ∈ ℤ[x] and then search for the smallest positive factor m of n such that [12, 14] 
for details). However, such a linear transformation does not always exist. If it does, we apply it on q(x), t(x) and r(x) and test if q(mx + l), t(mx + l) and r(mx + l)
have integer coefficients.
Cyclotomic sparse families
When r(x) is the k th cyclotomic polynomial Φ k (x), for some fixed k, then u(x) = x and we omit the first three steps of Algorithm 1. With this setup, every power x j for j = 1, . . . , φ(k) − 1 such that gcd(j, k) = 1 is a primitive k th -root of unity in ℚ[x]/⟨r(x)⟩. We here give the first cyclotomic sparse families in the literature for embedding degrees k ∈ {5, 7, 8, 9, 10, 12, 14, 15, 18, 20, 30} and ρ(q, t, r) ≤ 2. Note that as φ(k) grows, it is harder to determine a suitable element z(x) ∈ K. The following results are restricted for cases where φ(k) ≤ 8.
The case k = 5
We have r(x) = Φ 5 (x) and thus z(
and in this case deg g = 2. Furthermore, adding the condition
In the first case if we set t(x) = x + 1 and y 3 (z 0 , z 1 , z 2 , z 4 ) = 0, we obtain z 3 = 2z 1 . In the second case we set t(x) = x 3 + 1 and then the polynomial y(x) is quadratic. We conclude to the following polynomials z(x):
In the first polynomial z(x) we set z 1 = 1 and obtain the first family of Table 2 . By Remark 1, taking any other z 1 ∈ ℚ will lead us to an equivalent family. For the second case we give an example for (z 1 , z 3 ) = (2, 1) in Table 2 . Polynomial families with k = 5 and ρ(q, t, r) = 1.5 correspond to a security level below 128-bits in the extension field q 5 , for a 256-bit prime r. In order achieve a security level around 128-bits we consider sparse families with ρ(q, t, r) = 2. Note that in this case we require deg y = 3 and hence y 3 (z 0 , z 1 , z 2 , z 3 ) ̸ = 0. Such examples are presented in Table 5 .
The case k = 8
Quadratic polynomials g(x) can be obtained by setting the polynomial z(x) as
, we get that z 2 = ±z 3 and for t(x) = ±x 3 + 1, respectively, we have y 3 (z 0 , z 1 , z 2 , z 3 ) = 0. In other words we conclude to the polynomials z(x) of the form
Examples for (z 1 , z 3 ) ∈ ℚ 2 \ (0, 0) with ρ(q, t, r) = 1.5 and ρ(q, t, r) = 2 appear in Tables 2 and 5 .
The case k = 10
In [9] , Freeman presented a sparse family for k = 10 and ρ(q, t, r) = 1. This is the only known ideal sparse family in terms of the ρ-value for k ̸ = 3, 4, 6. We give more examples with ρ(q, t, r) = 1.5 and ρ(q, t, r) = 2 in Tables 2 and 5 , respectively. In particular, in order to obtain a quadratic polynomial g(x) we set
, we get that z 2 = 0 or z 2 = −2z 3 . In the first case, for t(x) = x 3 + 1, the polynomial y(x) is quadratic and so we have
In the second case we add the condition y 3 (z 0 , z 1 , z 2 , z 3 ) = 0, in which case for t(x) = −x 3 + x 2 − x + 2 we get z 1 = 4 3 z 3 . Then we have
Sparse families with ρ(q, t, r) = 1.5 are presented for both cases in Table 2 and with ρ(q, t, r) = 2 in Table 5 .
In these tables we also give examples of sparse families with polynomials g(x) such that For k = 12 we could not find any examples of cyclotomic sparse families. However, we cover this case by taking r(x) as a non-cyclotomic polynomial.
The case where φ(k) = 6
When φ(k) = 6, the embedding degree is 7, 9, 14 or 18 and since r(x) = Φ k (x), we have deg r = 6. In such cases z(x) ∈ ℚ[x] is a degree 5 polynomial, written as
Then we can easily eliminate at least two of its coefficients, namely z 0 and z 1 , by solving the equations
in terms of z 0 and z 1 , respectively. Examples of sparse families for these cases appear in Table 3 for ρ(q, t, r) = 1.6667 and in Table 6 for ρ(q, t, r) = 2. These are the first sparse families in the literature for k ∈ {7, 9, 14, 18}. Note that when k = 7, we can choose suitable parameters following Table 1 , since this case is not affected by the exTNFS or SexTNFS methods [13, 16] . In the other three cases, the embedding degree is composite and hence we need to update the recommendations of Table 1 , in order to avoid the new TNFS attacks.
The case where φ(k) = 8
This case corresponds to embedding degrees 15, 16, 20, 24, 30. We have deg r = 8 and z(x) ∈ ℚ[x] is written as
In such cases we can eliminate the three coefficients z 0 , z 1 , z 2 by solving the following system of equations:
We have found only one such example for k = 30, with t(x) = x 7 + 1 and ρ(q, t, r) = 1.75 in Table 4 . Two families for k = 15, 20 with ρ(q, t, r) = 2 appear in Table 7 .
Sparse families with ρ(q, t, r) = 2
As stated in [19] , elliptic curve parameters with ρ ≈ 2 might as well offer fast pairing computations. Additionally, examples with ρ ≈ 2 can also achieve a nice balance corresponding to security levels of 128-, 256-and 512-bits. In Tables 5-7 More examples can be found by expanding this range, however we are aiming for polynomials that have relatively small coefficients. Additional examples can be also obtained by considering rational coefficients for z(x). In our examples we generally focus on embedding degrees for which the polynomial families are likely to offer pairing-friendly parameters with a nice balance between the security levels in the three defining groups of a pairing. We note that the number of suitable sparse families decreases as the value φ(k) grows. More precisely, we found many families for cases where φ(k) = 4 and just a few for φ(k) = 8. 
Non-cyclotomic sparse families
Now we present examples of sparse families where r(x) is not a cyclotomic polynomial, but an irreducible polynomial in ℚ[x], satisfying condition (2) of Definition 2. So far the only known non-cyclotomic sparse families with k ̸ = 3, 4, 6, are Freeman's family for k = 10, with ρ(q, t, r) = 1, Dryło's two examples [3] for k = 8, 12, with ρ(q, t, r) = 1.5 and a few examples we presented in [8] for k = 5, 10, with ρ(q, t, r) = 1.5.
We applied Algorithm 1 for embedding degrees 5, 8, 10, 12 and came up with several new sparse families with ρ(q, t, r) ≤ 2 presented in Tables 8 and 9 . The first examples for k = 8 and 12 in Table 8 were first produced by Dryło [3] . Recall that as k grows, then deg r grows as well and it becomes hard to determine suitable polynomials t(x), r(x) and z(x). This is because in Algorithm 1 the search for non-cyclotomic sparse families is affected by both the coefficients of the element θ, as well as the coefficients of the polynomial z(x). In order to produce the examples of Tables 8 and 9 , we used an exhaustive search for coefficients a i ∈ [−10, 10] of the element θ, and for the coefficients z i ∈ [−20, 20] of the polynomial z(x) (excluding duplicates as posed in Remark 1), for every i = 0, 1, . . . , φ(k) − 1. In addition, in most examples of non-cyclotomic sparse families, we have considered integer values for both the coefficients of θ and z(x). We argue though that even more examples of families can be constructed by allowing θ and z(x) to have rational coefficients as well. Furthermore, we need to establish some limit for both the coefficients of the element θ of equation (3.1) and the polynomial z(x) ∈ ℚ[x] to ensure that the resulting polynomial family will have relatively small coefficients. 
Remark 2. In Tables 2-9 we provide the polynomials t(x), r(x), g(x) and y(x).
In particular, the computation of the remaining field polynomial q(x) is straightforward, by using
Step (7) of Algorithm 1. More precisely, we use the relation
The last column, named x 0 , in these tables refers to the congruential conditions that the input x 0 must satisfy, in order for the values q(x 0 ), t(x 0 ) and r(x 0 ) to be integers. The entries x 0 ∈ ℤ in some families indicate that the polynomials q(x), t(x) and r(x) are already integer-valued and so there no need to apply any linear transformation.
Example 1.
Let us consider the sparse family 4 in Table 2 , for k = 8. This is a cyclotomic family and so r(x) = Φ 8 (x) = x 4 + 1. We set the trace polynomial as t(x) = −x 3 + 1. Taking g(x) = 14x 2 − 20x + 14 and
, we obtain the field polynomial
The field polynomial q(x) is integer-valued for all x ≡ 1 mod 2. This can easily be seen by applying on q(x) the linear transformation x → (2z + 1), where we obtain
which has integer coefficients. Hence we have a sparse family (q(x), t(x), r(x)) of pairing-friendly elliptic curves with embedding degree 8 and ρ(q, t, r) = 1.5. All families in Tables 2-9 are created in the same way.
Implementation and experimental results
Suitable pairing-friendly triples (q, t, r) can be obtained by the solutions of a generalized Pell equation. We describe this procedure in detail and present numerical examples of pairing-friendly parameters as a result of the sparse families we constructed in the previous section.
Finding pairing-friendly parameters with sparse families
With the notation of Section 3, let 2 and g(x) = ax 2 + bx + c, for some a, b, c ∈ ℤ. As stated in [4] , we can omit the term y(x) 2 from calculations and so the above equation is DY 2 = ax 2 + bx + c. Multiplying both sides by a factor S > 0 such that aS is a perfect square, we obtain SDY 2 = aSx 2 + bSx + cS. Let aS = A 2 and b = 2AB S , for some A, B ∈ ℤ. Substituting, we obtain SDY 2 = (Ax) 2 + 2ABx + cS. Completing the squares and setting B 2 − cS = T and Ax + B = X, we conclude to a generalized Pell equation of the form
We need to find a solution (X, Y) for square free values of D such that X = Ax 0 + B, for some x 0 ∈ ℤ. For each solution we check if q(x 0 ) and r(x 0 ) are both primes of a desired size and if such a x 0 exists, we set q = q(x 0 ), t = t(x 0 ), r = r(x 0 ) and #E( q ) = q + 1 − t. By [21] , we can increase the possibility of finding such parameters by allowing r to contain a small factor. In this case we set r = 1 n r(x 0 ), for some relatively small n > 0. This procedure is summarized in Algorithm 2.
Remark 3. If a generalized Pell equation is solvable, then it has an infinite number of solutions and by equation (4.3) it is clear that these solutions grow very fast. However, we only need a finite number of them. In particular, if (X, Y) is a solution for equation (4.1), with X = Ax 0 +B, then as X grows, so does x 0 . Therefore, we set a limit X max for the size of X to guarantee that q(x 0 ) and r(x 0 ) will have approximately the size that we require.
Details on solving generalized Pell equations of the form (4.1) can be found in [18, 20] . The main strategy requires first to find the fundamental solution of the standard Pell equation n are primes for some relatively small n ∈ ℤ >0 then 6:
return q, t, r, D, N 8:
end if 9: end if 10: end for 11: end if 12: end for by computing the simple continued fraction expansion of √ SD. This fundamental solution is the smallest integer pair (U 0 , V 0 ) satisfying equation (4.2) and according to [18, 20] , such a pair always exists. On the contrary, equation (4.1) is not necessarily solvable for every D. If it is, then there is an infinite number of solutions (X i , Y i ) obtained by the recurrence relation 
where the discriminant of this polynomial is [4, 7] ) as well as an example for k = 5 in [8] . Here we introduce two effective sparse families for k = 10 and ρ(q, t, r) = 1.5 with g(x) = 3x 2 + 10x + 3 and g(x) = 15x 2 + 50x + 15 in Table 2 . The families for k = 5, 10 in Table 5 and all non-cyclotomic sparse families of Table 9 are also effective.
Numerical examples
Recall that for a pairing on an elliptic curve E/ q is defined asê : 1 × 2 → T , for some r-order subgroups 1 , 2 ⊂ E( q ) and T ⊆ * q k . Using Algorithm 2, we are looking for pairing-friendly triples (q, t, r), for some fixed embedding degree k, such that q, r are both primes.
The prime r is chosen such that the DLP in 1 , 2 is hard. Recall from Section 1 that the complexity of the DLP in such groups is O(√r) and the provided security level is log r 2 . The complexity of the DLP in a finite field N is measured asymptotically by the L-function [13, 16] . This causes us to consider larger extension fields than the ones proposed in Table 1 for this case.
As stated earlier, in [6] it is recommended to use elliptic curves with large CM discriminant and particularly discriminants up to 10 13 (see [22] ). However, a very large discriminant would affect the efficiency of the CM method. In our examples we have considered CM discriminants D < 2,000,000. We argue though that if we increase the values of D, more examples can be found. In Tables 10-13 we give our numerical examples obtained by the sparse families of Section 3 and the solutions of their corresponding Pell equations. In all cases we are aiming at a security level of at least 128-bits in all three groups 1 , 2 and T .
k Family D x 0 n log r k log q ρ 8 Table 11 : Pairing-friendly parameters from non-cyclotomic sparse families of Table 8 with ρ < 2.
k Family D x 0 n log r k log q ρ 5 Table 13 : Pairing-friendly parameters from non-cyclotomic sparse families of Table 9 with ρ ≈ 2.
This corresponds to primes r with log r ≥ 256-bits. In Tables 10 and 11 we present pairing-friendly parameters with ρ < 2 obtained by cyclotomic and non-cyclotomic sparse families, respectively. In Tables 12 and 13 we present examples of suitable parameters with ρ ≈ 2 from cyclotomic and non-cyclotomic families of Section 3. In each table the integer x 0 refers to the input of the polynomials q(x), t(x) and r(x). In particular, recall that x 0 satisfies the coordinate X of the solution (X, Y) of a generalized Pell equation
and thus x 0 = 1 A (X − B). In addition, each x 0 satisfies the congruential restrictions of Tables 2-7 , which guarantee that the values q(x 0 ), t(x 0 ) and r(x 0 ) are integers. The integer n denotes the small factor of r(x 0 ), in which case we set the prime r as r = 1 n r(x 0 ). In our experiments, this small factor is taken to be up to 10,000, or even larger (10 6 ) in some examples. Finally, log r and k log q refer to the size of the prime r and the size extension field q k , respectively. The pairing-friendly parameters presented in Tables 12 and 13 are the first examples obtained from sparse families for various embedding degrees with ρ ≈ 2. The examples of Table 13 are produced from effective sparse families and this is why it contains more examples than the others. Particularly the examples obtained by Family 8 of Table 9 are more than any other sparse family we examined. Notice that we have found ten examples of pairing-friendly parameters in this case for D max = 100,000.
Remark 4.
Using the value x 0 in Tables 10-13, we can extract the elliptic curve parameters q, t and r in the following way: we find the corresponding sparse family in Tables 2-9 , indicated in the second column, and evaluate the polynomials t(x) and r(x) at x 0 . Then we set t = t(x 0 ) and r = 1 n r(x 0 ), where n is given in the fifth column of Tables 10-13. For the prime q we set
In some cases the value y(x 0 ) is not an integer, thus it might contain a factor 1 s . This does not affect the elliptic curve parameters (q, t, r) since in all such examples s 2 divides g(x 0 ) and hence g(x 0 )y(x 0 ) 2 is always an integer in our examples. Alternatively, recall that we want g(x 0 )y(x 0 ) 2 = DY 2 , for some square-free CM discriminant D > 0, which is given in the third column of Tables 10-13 The results in these tables justify our claim that sparse families with ρ(q, t, r) = 2 are likely to offer a nice balance between the security levels in the three defining groups of a pairing. For instance, suppose that k = 8, ρ(q, t, r) = 1.5 and log r = 256. A simple calculation using equation (4.4) shows that the asymptotic complexity of the DLP in q 8 is L q 8 [ 1 3 , 1.526] ≈ 110-bits. If we choose a family with ρ(q, t, r) = 2, then this complexity increases to approximately 124-bits, which is very close to the intended security level. On the other hand, for prime embedding degrees, consider a sparse family with k = 5 and ρ(q, t, r) = 1.5. For an 128-bit security level such families are invalid, since the complexity of the DLP in q 5 is L q 5 [ 1 3 , 1.923] ≈ 114-bits. However, choosing a family with ρ(q, t, r) = 2, we obtain a security level of 128-bits in the target group.
Analogous conclusions can be made for other embedding degrees and higher security levels as well. For example Freeman's family for k = 10 and ρ(q, t, r) = 1 was considered to be one of the ideal examples for implementations, since it was designed to offer a 128-bit security level in 1 , 2 and T , with log r = log q = 256-bits. For a 256-bit prime r, this family corresponds to an extension field of size 10 log q = 2,560. Nowadays, since k = 10 is composite, the complexity of the DLP in q 10 is L q 10 [ 1 3 , 1.526] ≈ 102-bits, far from the ideal case. In order to increase the security level in the extension field, when k = 10, we need to consider families with ρ(q, t, r) ≥ 1.5. More precisely, a family with ρ(q, t, r) = 1.5 results in L q 10 [ 1 3 , 1.526] ≈ 121-bits, but if we allow a relatively small cofactor n we will achieve a 128-bits security level.
The final example describes how the first entry in Table 10 is extracted. All examples in Tables 10-13 are produced in the same manner. Note that here r(x 0 ) is nearly prime, i.e. it contains a small factor n = 34. Thus, the prime dividing the order of the curve is r = 1 34 r(x 0 ). The size of the prime r is log r = 314-bits and the base prime is q = q(x 0 ) with log q = 479-bits, producing an extension field of size 8 log q = 3832-bits. Finally, the trace of Frobenius is t = t(x 0 ) and for these parameters we have ρ = 1.5255.
Conclusion
In this paper, we presented a method for constructing sparse families of pairing-friendly elliptic curves and applied it for various embedding degrees. In Section 3 we have presented examples of sparse families with ρ-values up to 2. We argue that families with ρ(q, t, r) = 2 are likely to offer a nice balance between the size of the prime r, representing the order of a subgroup of #E( q ) and the size of the extension field q k . In Section 4 we presented extensive numerical results to support our claims. The pairing-friendly parameters we produced provide a balanced security level between and q k for both composite and prime values of k, with ρ ≤ 2 and relatively large CM discriminant. Finally, we note that the numerical results presented in this paper are the first in the literature for sparse families of various embedding degrees.
