Abstract This paper highlights a novel strategy for online Arabic text recognition using a hybrid Genetic Algorithm (GA) and Harmony Search algorithm (HS). The strategy is divided into two phases: text segmentation using dominant point detection, and recognition-based segmentation using GA and HS. At first, the pre-segmentation algorithm uses a modified dominant point detection algorithm to mark a minimal number of points which defines the text skeleton. The generated text skeleton from this process is expressed as directional vector, using 6-directional model, to minimize the effect of character body on segmentation process. Then, GA and HS algorithms are used as recognition-based segmentation phase for text and character recognition respectively. For the segmentation based recognition, binary GA is used to explore different combinations of segmentation points which gives the best score, while HS is integrated inside the GA segmentation to explore the best character score produced from matching the character with different characters stored in the database. In order to initially calibrate and test the system, a locally collected text dataset was used that contains 4500 Arabic words. The algorithm scored a 93.4% successful word recognition rate. Finally, the system was tested on the benchmark ADAB dataset 2 consist of 7851 Arabic words and it scored a successful recognition rate in the range of 94-96%.
Introduction
Arabic text recognition represents a more general and complex problem of character recognition. It has gained a wide research interest in the past decade because of the complexity and variety in the writing styles. In order to address its importance, many competitions were held to assess different recognition strategies and their performances in this area [1, 2] . These researches gained their motivation from the special and complicated styles of different Arabic writings. For instance, these complications and difficulties in recognition come from the possibility of writing a single word with one stroke or with many strokes or writing a single character in many different non-similar styles. More importantly, the recognition may inflict errors when adding diacritics to the character (i.e., dots, hamza, etc.).
Until now, there were different strategies which dealt with Arabic text recognition. The most notable is the segmentation based strategy. This strategy depends on character extraction from text which makes the recognition rate more dependent on the segmentation process. Eventually, this problem has led into two different strategies for text recognition: segmentation-free and segmentation based strategy. In segmentation free no segmentation operation is presented and thus the whole text is recognized as one piece. Most of these systems depends on HMM classifier. For example, HMM was combined with soft computing methods such as neural network [3] or fuzzy logic [4] or with other methods for segmentation-free Arabic text recognition. In most of these systems, the segmentationfree generates a high error rate associated with the great similarity between Arabic characters when writing style is changed.
Initially, the segmentation based systems were heavily incorporated for Arabic text recognition during the 1980s and 1990s [5] [6] [7] . The main drawback in segmentation-based strategy comes from the high possibility of over-segmenting or under-segmenting the text. This drawback led to two different approaches to tackle these problems which are segmentation-based recognition and recognition-based segmentation. In the first approach, the segmentation process extracts all the possible segmentation points and filters them according to character skeleton knowledge for final recognition process [8] . On the other hand, the second approach tries to find the best segmentation points combination using a feedback process between segmentation and recognition processes [9] . However, this approach can suffer significantly when recognition time is the main factor. Although, it is slower than segmentation-based recognition, the recognition-based segmentation approach generates more accurate results for the recognition system. Though, there were limited number of researches incorporated this method in regard to Arabic text recognition [10, 11] . These works use the concept of sliding window to find the right segmentation points, such that, it tries to scan each proposed segmentation point to find those which produce the best character recognition result. However, this method may fail dramatically in Arabic text because some of the character parts may be similar to other characters such as the letter ‫)ﺱ(‬ which can be confused with either the letter ( ‫ﺏ‬ ‫ـ‬ ) or the letter ‫)ﻥ(‬ based on the direction of the scan.
There is no much emphasis on the use of evolutionary algorithms in character or text recognition. Evolutionary computation algorithms provided an efficient calculation mechanism for hard NP-complete problems [12] . These algorithms provide near optimum solutions, but it spends longer time to find the solution which makes it inefficient for real time applications. As a result, Genetic Algorithm (GA) was initially used for offline character recognition systems in optimizing the feature selection problem. The generated population was used to find the smallest subset of features from a feature pool which optimizes the separation between different classes. This method was tested successfully for different languages such as Persian [13] Latin [14] and Chinese [15] . Regarding Arabic text recognition, GA was used in online text recognition such that it tries to find the best matched word which minimizes the bit comparison for different text directional vectors. The minimization procedure calculates the bit score between two directional statistical chromosomes of the written character against the full text dataset [16] .
Although, many evolutionary algorithms were applied for Text or character recognition process, HS was never explored in this field of computer science. This algorithm was proven to be fast and efficient when compared to Genetic Algorithm in the regard of solving different types of problems [17] . Hence, this led to a wide integration of the algorithm to solve various optimization problems [17] [18] [19] . The way HS is building its new improvisations may involve all the entities in harmony memory which may trigger ventures for new solutions or may lead to optimum final solution. This feature makes it a useful tool in the characters matching algorithms since it is required to match a set of features against dataset of others. This will guide the recognition to optimize the generated feature vector to that of the most similar character or text.
In this paper, GA and HS algorithm is used for online handwritten Arabic text recognition. The modified dominant point detection algorithm based on [20] is used to construct a line based text with identified points. These points help to locate all possible segmentation points based on forward line segments. The GA segmentation algorithm generates a number of possible segmentation points using these line segments and tries to locate the best segmentation combination which generates the minimum text score. The GA text score is obtained from the summing up the individual character score obtained from HS matching process. HS algorithm is applied to select the best match dataset character class to the target character. The recognition algorithm tries to determine the best set of character combined directional feature from the dataset which may form a minimal matching score. The feedback process between segmentation points and GA score continuous until there is no modification to the score or the stopping condition is satisfied.
The rest of the paper is organized as follows: Section 2 gives an introduction to the proposed system and a thorough explanation is provided for each component. Section 3 introduces a speed up modification to enhance the search time of the system. Section 4 provides result and discussion for applying this algorithm to ADAB dataset. Finally, the conclusion is drawn in Section 5.
Arabic character system
Arabic language and characters is used by more than 600 million peoples and its usage is especially extensive in large parts of Asia. Its character set is basically used in other language's sets such as Persian, Urdu and Jawi. It consists of 28 letters in its basic isolated form. The normal form of writing is cursive with the writings directed from right to left. The cursive form changes the shape of the character when located at specific positions and each character can be categories into four groups: isolated, initial, medial or final form as shown in Fig. 1 . The number of characters is not fixed in each form and does not include all the character set as the isolated. The character counts are specified as 28 in the isolated form, 23 in the start form, 23 in the middle form and 28 in the end form. It should be noted that the main structure of some of these letters is the same (e.g. (
, but only the punctuation (dot or hamza ‫)ﺀ‬ will make these letter differs from each other.
The change in the character style and the different character forms are the main challenge when dealing with Arabic text. Most of the common errors obtained from Arabic character recognition come from the close similarity between characters common features. In addition, the cursive nature of the Arabic writings leads to a plethora of letter shapes and writing styles which are dependent upon each individual writer's style. Moreover, the standard writing movement for any letter could be easily changed, subject to the person's educational background or preferences. Other factors, which may affect the quality or clarity of writings, are the instability of the writing devices (e.g., writing pen and tablet device) which may cause inconsistency in the writing patterns, discontinuous connected patterns and character hooks which might occur at the start and end of the writing process. Fig. 2 illustrates some of the common characteristics and difficulties which may be implicated in the Arabic character system.
Arabic text recognition strategy
The proposed recognition strategy considers the characters already segmented and ready to be recognized. It consists of three steps: preprocessing, classification and recognition. 
Preprocessing
In the preprocessing step, the characters are enhanced and smoothened to remove writing errors and jitters as shown in Fig. 2(a and b) . In this study, Bezier cubic curve approximation algorithm [21] is used to fill the gaps between the characters points, as well as, smoothing the character shape. The algorithm splits the character into groups of four points and then applying the curve approximation using the following equation,
where P x represents the character points positions (x, y), and t is a control parameter varying between [0, 1]. This approximation will change the text such that, all the gaps will be filled with substitution points and it will be smoother. However, redundant points will be produced along the curve. The application of the algorithm thereafter will remove all the redundant points to produce a consistent set of character features. In addition to Bezier approximation, a hock removing algorithm is used to remove hocks from the start and end of the characters by detecting the existence of sudden changes in the angle direction [22] . The final output of this phase is error free text writing.
Pre-segmentation algorithm
The pre-segmentation algorithm for Arabic text recognition consists of two main steps: Dominant point detection and directional modeling. The following two sub-sections explain these steps.
Dominant point detection
Dominant point detection is used to identify a set of point which defines the whole text patterns. These points are located in places where the writing direction is changed significantly. In this stage, we modified the proposed work by using the algorithm described in [20] , which is used to identify the dominant points of a polygon within an image. The modification suited the work for the case of online written text. The following are the outline of the modified algorithm.
. . . ; ng be the coordinate points which describe the handwriting. Let p j be the point where the region of support to be determined and F is the function to be minimized with F old is the old function value. Then, a. Find region of support point according to the following,
2. Calculate L jk , the length of the line segment that joins p j and p k . 3. Calculate E jk , which is the sum of perpendicular distance of all points between p j and p k to the line segment joins these two points. c. Find the directional index between each adjacent pair of points using the directional model shown in Fig. 4(a) . By calculating the angle a, such that,
where (x s , y s ) and (x e , y e ) are the start and end coordinate of the line connecting the adjacent dominant points obtained from (b).
d. For each adjacent identical directional vector, remove the middle point from region of support and join the ends as one direct line. e. For the final points of the region of support and using the directional model in Fig. 4(a) , match the coordinate angle for all produced lines according to the main access of 1-8. This will produce the final point set for line simplification as illustrated in Fig. 4 (b) third word.
This algorithm will transform the original hand writing into a set of straight lines as shown in Fig. 4(b) . It is clear from the figure that the algorithm has reduced the amount of points which defines the whole text. The final text structure does not contain any curves or smooth polygon shapes, which in some cases, may prevent locating the correct candidate segmentation points. Moreover, this approach will make it easier for feature extraction process to identify unique patterns such as loops and reverse directed strokes.
Directional pattern modeling
The recognition process is highly dependent on locating all possible segmentation point (candidates). Many works tried to increase the chance of finding these point by either using vertical-horizontal projection or baseline detection [9, 10] . However, for the cases shown in the first line of Fig. 5 (b) these methods may suffer greatly from missing most of the segmentation points. In order to discover all possible segmentation points, the model shown in Fig. 5(a) is used to describe the directional vector notation of the handwritten text output obtained from the dominant point detection.
The proposed directional model is used to decrease the effect of character body to discover all possible segmentation points. In most of the Arabic character, the reverse movement (vectors 2, 3 and 4) has a great effect in locating these segmentation points. However, the cases shown in Fig. 5(b) affect the chance of locating these points by creating a high overlap between character body and connectors between characters. The proposed directional model, which uses 6 directions instead of 8, is created by omitting the direction vectors 2 and 4. Furthermore, it decreases the effect of the reversed direction vector (3). This process transforms the directions which are opposite to the writing direction (2, 3 and 4) into the reverse direction vector (3) and the next adjacent direction (in most cases into 1 or 5). The transformation process divides the length of the directional vectors (2, 3 and 4) into a ration of third to the reverse direction (3) and two thirds adjacent direction vector. In general, the following is applied for the transformation operation,
The output of (2) will expose all hidden segmentation points (with respect to vertical projection) by increasing the length of the segment lines between characters, while decreasing the effective area of the character body. As a result of the above modification, the vertical projection can easily locate all candidate segmentation point even in the first line cases of Fig. 5(b) .
Recognition-based segmentation algorithm
The final phase of the recognition system is recognition-based segmentation. This algorithm is divided into two parts: GA text segmentation and text recognition, and HS character recognition. The process takes the segmentation points produced by GA to extract and separate the characters. Then, HS recognition process is applied to identify the best match character class (from the dataset) to the target character extracted from the segmentation process. Meanwhile, GA will determine the total score for the whole text by summing up the returned score from the HS matching process. Eventually, the process stops when the minimal score is determined and the match text is displayed. Fig. 6 illustrates the GA-HS recognition-based segmentation feedback algorithm.
Genetic algorithm for text segmentation-recognition
At this stage, the segmentation process will produce an over segmented text. To refine the misplaced segmentation points, GA is used to produce the possible combination of these points. This algorithm can be much faster than that proposed by [9] which depends on producing (n!) combination from (n) segmentation points. This solution is quite expensive for time when (n) is greater than 4 (n = 5=> n! = 120 combinations). However, GA is used to produce a random solution and try to converge to the optimal combination stochastically. This procedure can be much faster because whenever an optimal solution is obtained the algorithm stops, while in case of [9] it must continue until all combinations are covered.
The number of bits used in the binary representation of GA is equal to n number of segmentation points. Each bit is expressed as 0 if the segmentation point is not considered or 1 if the segmentation point is considered. The solution during each generation is created through crossover and mutation operations. For example, Fig. 6(a) shows the binary representation for the Arabic text ( ‫ﻣ‬ ‫ﺴ‬ ‫ﻠ‬ ‫ﺴ‬ ‫ﻞ‬ ) which has 9 candidate segmentation points. This requires 9 bits representation for this word to be presented in GA chromosome. Although, this word has one false point, it requires (9! = 362,880) combination to obtain the correct solution as in [9] , which may take long time. However, it may take a very short time using GA when the correct solution is found. Fig. 6(b) shows some chromosome and their corresponding segmentation points produced through crossover and mutation. Now, consider a text W contains n segmentation points which produce n + 1 character. To find the optimal solution, the objective of the GA function was to find the best collection of characters which obtains the best text score. The segmentation point selection may produce different numbers of character for each possible solution. Hence, the solution will have a different range of value which must be unified by scaling. In general, the GA objective function defined for optimal solution is defined by total character score and number of characters as,
where C is the number of character obtained from the segmentation (C 6 n). F i is the character at position i score. The text score will be minimized when all characters are located at their right locations. If there are no segmentation points are considered (all 0's chromosome) then the factor C = 1 and the score is obtained for isolated character only. If there is one segmentation point then C = 2 and the result will be scaled as one character score. In general, the factor C in (4) will scale all the scores to be for one character, thus guarantee the matched characters combination is obtained from the GA algorithm.
Harmony search character recognizer
The parameter F i in (4) represents the character score obtained from matching the target character to those classes stored in the dataset. This score is obtained using an authentic HS score function in which it searches for the best combination of directional entities which match those of the target. HS search algorithm uses the same concept as in all evolutionary algorithms i. e. which is based on random population generation. It consists of a harmony memory with size (HMS) which contains the generated population and their corresponding solution [19] , where n is the number of variables used to find the function f. However, in this research, HMS content is not generated randomly, instead, it stores the directional sequences of specific character class obtained from the dataset. The search of HS will try to determine the best sequence combination which is near or exact match to that of the target character. In each iteration, the HS algorithm constructs a new candidate solution either by selecting a value from HMS randomly, or by generating a random value bounded by directional boundary x min and x max values of the character class. The selection of this value depends on the value generated randomly for a variable called harmony memory consideration rate (0 6 HMCR 6 1). In this research the minimum and maximum directional limits (x min and x max ) are determined from the dataset class which is bounded by the directional vectors 1 and 8, thus,
When harmony memory value is selected, another parameter is used to decide whether this value is picked or to be tweaked to another value called the pitch adjustment rate (PAR). In discrete Harmony Search, the PAR adopts the neighbor value according to the shift parameter.
where m e [À1, 1] is the shifting value. To consider the shift direction, a shifting parameter (SP) is used and defined by:
The most important part in metaheuristic optimization problems is to define the objective function. To define such function, let us consider the characters ‫ﺡ‬ , ‫ﻉ‬ and ‫ﺀ‬ which has similar structure in the end part for ( ‫ﻉ‬ ، ‫ﺡ‬ ) and similar starting structure for ( ‫ﻉ‬ ، ‫ﺀ‬ ). The matching function can be defined based on movement structure by partitioning all the characters into similar number of parts N. This representation can be separated into 3 parts: start, middle and end movement parts which can be compared separately. For each part, a weight is given to separate the matching according to the character forms, Thus, the matching function can be written as, where w is the weight value assigned to the character part. The weight factors values are set as {1, 0.5 and 0.25} according to their enquiries shown above (determined empirically). Where C is the matching function defined as,
where v t and v s are the target and source directions for the target character and the dataset character. From (5), it can be noted that the weight values are differently considered with each form. For the initial form, the start and middle part is only considered in the matching process because the end part represents the connector between the characters and is similar in all of them. For medial and final form, the start and middle part is mostly considered since most characters are similar in the end part. The matching function cannot be considered as the only scoring function because in some cases, the matching process fails to select the right character. To enhance the scoring function, a parameter p i d represents the probability of a direction d at position i for each character in the training dataset. It is used to reduce the possibility of incorrect direction or misplaced direction to occur in the new improvised harmony vector. For the chosen direction model, each character in the training dataset has N by 8 probability value array to reflect the direction probability per position as,
The total direction vector probability is found to be,
Thus, the final matching objective function to be minimized is defined as,
The parameter 1/P minimizes the scoring function whenever the improvised direction is correctly located in the right position between the source and target direction vectors. Therefore, the matching function is minimized when the direction vectors of the dataset and the target are closely or exactly matched according to (8) .
To illustrate the matching mechanism, consider the three characters ( ‫ﺍ‬ -‫ﻝ‬ -‫ﺭ‬ ) shown in Fig 7. These characters are greatly identical for the starting part of each character. However, the difference in the middle and end part make the matching calculation of (8) and (11) gives the actual matching class of ‫.)ﻝ(‬ The probability for the movements and their location between the target and dataset is widely affecting the result for the closest match between these classes (shaded cells in the figure) . Both factors in (11) can affect the matching result, but the importance of the probability is much greater. It does not allow the false characters to have a false matched direction since the effect of that will be reflected from the probability matrix low probability result. Hence, keep the HS memory contains the valid directional sequence for each character class.
Speeding up the algorithm
The search algorithm using GA and HS may spend a long time to locate a feasible solution since both depends on stochastic process to find the best character combination. However, the Arabic character dataset can help in limiting the number of character matching with HS. There are mainly three groups of characters depending on their basic geometrical features: loop based, reverse based and none of the previous as shown in Fig. 8(a) . These three groups can limit the HS matching process, for example for an isolated character, from 15 characters into only 4 or 5 characters. Hence, the total time spend to find the best matched character compared to nondivided character dataset is reduced by a factor of 2-3 times.
The loop and reverse based features can be easily extracted from the target character using the dominant points obtained from the algorithm described in Section 3.2.1. These points bound the shape of each character. They can be used as follows:
1. For loop detection detect the common loop point and find two points within the loop with 45°or more separation ( Fig. 8(b) ). 2. For reverse detection find s reverse directional vector {2, 3 or 4} (Fig. 8(c) ).
Results and discussion
In order to test the system, two datasets are used to conduct the performance of the system. The first dataset consist of 4500 Arabic words collected during the research while the second dataset is the benchmark ADAB dataset 2 with 7851 Fig. 7 Example for the calculation result obtained from HS comparison for the target character ‫)ﻝ(‬ and the three closest match characters (
Arabic words. The total number of characters in the first dataset is 24,960 characters. The dataset is divided into two parts: 14,500 characters were obtained from 3000 words are used in HS matching process, while 1500 word with 14,460 characters are used for testing the HS recognizer. The stored 14,500 characters are stored as 250 sample per character with 17, 12, 11, 16 characters per isolate, initial, medial and final form respectively with some of these forms having more than one class based on their features. The first dataset is initially used for the GA and HS parameter setting before test is applied for the ADAB dataset. Fig. 9 shows the matching mechanism of both GA and HS for the single Arabic word ( ‫ﺣ‬ ‫ﺐ‬ ) which consists of two segmentation points. In the first case, the word is segmented into three parts which has the letter ‫)ﺏ(‬ is wrongly divided into two parts. In this case, the optimization algorithm finds the best matched characters according to this case as (
) with minimum score of (2.73). In the second case, the segmentation algorithm misses the correct segment between ( ‫ﺣ‬ ‫ـ‬ -‫ـ‬ ‫ﺐ‬ ) and over-segment the letter ( ‫ـ‬ ‫ﺐ‬ ). Therefore, the produced characters will have a higher score than the first case since both characters will have a higher matching score of (3.145). Finally, when the algorithm finds the correct segmentation point, it maintain a better matching score and gives a minimum score of (0.33 and 0.22) for the characters ( ‫ﺣ‬ ‫ـ‬ -‫ـ‬ ‫ﺐ‬ ) respectively. Hence, the algorithm successfully finds the best matched combination based on the minimum character score for each segmentation possibility. Table 1 shows the result of the recognition success rate in addition to the errors inflected at different stages. The final recognition rate scored an overall accuracy of 93.6%. It can be noted that the most of the recognition errors occurred during the segmentation process where some of the words and character could not be segment because of the character overlap such as in cases of (
) related to user writing style. Moreover, there were a lot of HS recognition errors obtained related to character writing styles which have a great similarity to other such as in the case of ( ‫ـ‬ ‫ﻌ‬ ‫ـ‬ ) and ( ‫ـ‬ ‫ﻔ‬ ‫ـ‬ ). In addition to these errors, there were errors caused by the punctuation (doting) related to misplacing the dot in a position where the wrong character was transformed into a dotted character. Thus, adding to the error the system suffered during testing. Fig. 10 illustrates some of these errors related to two Arabic words samples. From this test, the GA best results obtained with crossover and mutation rate set at 0.7 and 0.1 respectively. In addition to those, the best GA population size obtained at (3n), where n is the number of candidate segments. For HS, the HMCR parameter is set at 0.75, while the PAR parameter was set at 0.01 to provide minimum directional sequence shifting. Tables 1 and 2 shows the comparison of the dataset 1 and ADAB dataset test results compared to previous recognitionbased segmentation systems and segmentation free systems [1, 2, 23] . The system has scored a reasonable recognition rate compared to these system because of the mechanism used in character matching. However, it must be noted that the system depends on the probability of direction score as well as the oneto-one match. This feature is proposed to support the idea of writer independent. The system was failing to identify some of the 100% one-to-one matched characters because the probability score was low. This low probability was obtained because the writing style of the character was different than the normal writing style. In general, the system gave a good recognition rate compared to those previous systems; however, most of these systems used a dictionary based correction which is not supported by this study. This has contributed to the error rate suffered by the system for not using ligature correction system. In this case, the error rate increased because there was no correction stage based on the set of words used by the system. Moreover, the punctuation has another effect on the final recognition rate since the position of the dot may be placed in a wrong position which eventually will recognize both letters wrongly. However, in some cases the dot cannot affect the recognition rate especially to those letters which do not have punctuation as in the case of (
) at certain part of the word.
Conclusion
In this paper, a recognition-based segmentation is proposed for online handwritten Arabic text. The strategy utilizes the dominant point detection algorithm with GA and HS to search for the best combination of segmentation points which scores the best recognition result. The strategy incorporates and modifies the dominant point detection algorithm to extract all possible segmentation points by transferring the text into a set of lines. Then, it locates the best segmentation points using a feedback system between GA and HS to find the minimal word score. This strategy was tested using two dataset with 4500 and 7851 words respectively. The final score of the test was a success rate of 93.6% for dataset 1 and between 94.68% and 96.33% for ADAB dataset 2. However, there were some limitations related to high similarities between some characters and inability to segment some highly merged characters. Moreover, there were errors associate with misplaced punctuation and not incorporating a dictionary for ligature matching.
In conclusion, the use of dominant point detection and GA-HS recognition-based segmentation in handwriting is promising. The obtain results can be modified and enhanced if the system can incorporate more features which can increase the separation between characters, as well as, increasing the efficiency of the segmentation process by solving some problems which are related to character overlapping and merging. 
