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The notion of uncertainty is very old and it goes back to the prehistory of mankind. The people was always trying to elim-
inate or to diminish uncertainty from every day situations and use it. In the last decades there are many ways how to de-
scribe mathematically the uncertainty. One is using its probabilistic nature and the second one is using description of
same kind of fuzziness of the event. We recall that probability theory has its origin in hazard games. From a tomb of the
Ancient Egypt there is known a playing dice made from ivory, but with a small piece of load placed not in the dice barycenter
- the ﬁrst unknown false player. Modern probability theory goes back to Kolmogorov [14], and it has a close connection with
the foundations of quantummechanics. However Kolmogorov’s axioms are valid in many probabilistic uncertainties, they do
not describe completely the situation in quantum mechanics due to a great difference between measurements in Newton
mechanics and quantum one. Because the later one has purely probabilistic character. The modern quantum physicists
use for example POV-measures, see e.g. [8], that is, positive operator measures that describe many valued character of quan-
tum mechanical event in contrast to yes-no measurements. And the crucial notion for quantum mechanical measurement is
a state.
In the probabilistic reasoning, an important notion is played also by states. States on MV-algebras generalize the usual
notion of probability measures on Boolean algebras. They have been introduced by Mundici in [17] as averaging process
for formulas in Łukasiewicz logic. States were intensively studied by many authors, e.g. [11,15,18] even for more generalized
structures than MV-algebras. States are also related to de Finetti’s coherence criterion. Actually in [16] Kühr and Mundici
showed that a map s from a set of formulas fu1; . . . ;ung of Łukasiewicz logic to [0, 1] satisﬁes the de Finetti’s coherence cri-
terion if and only if s can be extended to a state on the Lindenbaum algebra generated by the variables occurring in
fu1; . . . ;ung.. All rights reserved.
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logic, denoted by SFP(Ł,Ł). The axioms of SFP(Ł,Ł) are those of Łukasiewicz logic plus the following:
(1) Pð/Þ $ ðPð/ÞÞ;
(2) Pð/ wÞ $ ðPð/Þ  Pðw ð/ wÞÞÞ;
(3) PðPð/Þ  PðwÞÞ $ ðPð/Þ  PðwÞÞ.
The rules of SFP(Ł, Ł) areModus Ponens and Necessitation: from /, derive Pð/Þ. The semantic counterpart of SFP(Ł, Ł) is con-
stituted by MV-algebras with an internal state (SMV-algebras). The idea is that an internal state s has to have properties
reﬂecting the axioms of SFP(Ł, Ł). Namely, ‘‘algebraically reading” P as s, $ as =, plus the axiom sð1Þ ¼ 1.
This method presents a uniﬁed approach to theory of probabilistic reasoning in many valued logic. Hence, the reasoning
under uncertainty can be modeled by many valued reasoning. It generalizes, for example, the Hájek approach [13], to fuzzy
logic with modality Pr (interpreted as probably) has the following semantic interpretation: The probability of an event a is
presented as the truth value of Pr(a). And if s is a state, then s (a) is interpreted as averaging of appearing the many valued
event a. A third very important reason for study of state MV-algebras is the fact that according to [10, Theorem 4.5], the mod-
al logic SFP(Ł, Ł) is strongly complete with respect to the variety of state MV-algebras and this result does not hold with re-
spect to Kripke semantics. For more details and original motivations in introducing MV-algebras with internal state, we
recommend the seminal paper [10].
Notice that an internal state on an MV-algebra A is a mapping s : A! Awhereas a state on A is a mapping s : A! ½0;1; i.e.,
an analogue of probability measure, [17]. We recall that the set of states on A is non-empty and convex, i.e., if s1; s2 are states
on A and k 2 ½0;1; then ks1 þ ð1 kÞs2 is a state, too. An important property is that an extremal state is always an MV-homo-
morphism from A into the MV-algebra ½0;1; and vice-versa [17], and such a homomorphism is called a state-morphism. In
addition, due to the Krein-Mil’man theorem, [12, Thm 5.17], every state is a weak limit of a net of convex combinations
of extremal states (=state morphisms) which says that state-morphisms are crucial for describing all states on A.
The logic SFP(Ł, Ł) is strongly complete with respect to the SMV-semantics. Since the notion of a state MV-algebra, ðA; sÞ,
does not require that s is an MV-homomorphism, [10], it does not allow yet to describe, e.g. all subdirectly irreducible ele-
ments of the variety of state MV-algebras. The authors [12], motivated by the already mentioned important property that an
extremal state on an MV-algebra A is always an MV-homomorphism from A to the MV-algebra [0, 1], called a state-mor-
phism, introduced a stronger notion of state MV-algebras, called a state-morphism MV-algebra. That is, a couple ðA; sÞ,
where A is an MV-algebra and s is an MV-homomorphism from A into itself such that ss ¼ s. The class of state-morphism
MV-algebras turns out to be a proper subvariety of the variety of state MV-algebras. The basic properties of state-morphism
MV-algebras, as well as a description of subdirectly irreducible state-morphism MV-algebras were described in [2,4].
In this paper, we continue the study presented in [2,3] just looking at several proper subvarieties of SMV, the variety of
state MV-algebras, obtained by imposing suitable conditions on the behavior of the internal operator s. More speciﬁcally, we
will concern with the study of state MV-algebras ðA; sÞ with regard to those subvarieties which are deﬁned by means of the
ﬁnite system of equations, which deﬁne the subvarieties of MV (the variety of all MV-algebras).
We recall that according to Komori, see e.g. [1], the variety of all MV-algebras contains only countably many subvarieties,
and Di Nola and Lettieri see [1,7], have described each of these proper varieties by a ﬁnite system of equations in one
variable.
Inspired by this result from [7], letfpiðxÞ ¼ qiðxÞgi¼1;...;n
be a ﬁxed system of equations deﬁning the subvarietyW ofMV, where each pi and qi is an MV-polynomial. Having this sys-
tem of polynomials, we deﬁne the following four systems of equationsfsðpiðxÞÞ ¼ sðqiðxÞÞgi¼1;...;n;
fpiðsðxÞÞ ¼ qiðsðxÞÞgi¼1;...;n ðsðAÞ 2WÞ;
fsðpiðxÞÞ ¼ qiðsðxÞÞgi¼1;...;n;andfpiðsðxÞÞ ¼ sðqiðxÞÞgi¼1;...;n:
It is clear that the systems of equations deﬁne four subvarieties of SMV that will be denoted by sW ; Ws; sW and Ws,
respectively.
We have that each one of subvarieties sW; sW and Ws is enclosed in W
s (see Proposition 3.5).
In principle, it can happen that each of these fourth varieties can depend on the chosen axiomatization. That is,
Ws :¼Wðpi; qiÞs; etc. for the rest three varieties. If now we have another axiomatization of W given by identities
p0jðxÞ ¼ q0jðxÞ for j ¼ 1; . . . ;m; we express this dependence as Ws :¼Wðp0j; q0jÞs and similarly for the rest. At any rate, we have
Wðpi; qiÞs ¼Wðp0j; q0jÞs.
Let A be an MV-algebra, x 2 A and nP 1 an integer. In the sequel we shall denote by nx the element of A, inductively de-
ﬁned by 0x ¼ 0; nx ¼ ðn 1Þx x, and by xn the element of A, inductively deﬁned by x0 ¼ 1, xn ¼ xn1  x.
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1. If W ¼ VðS1; . . . ; SnÞ (the variety generated by fS1; . . . ; SngÞ, then sW ¼Ws ¼ sW ¼Wsall coinciding with the subvariety
deﬁned by sððnxÞ ^ xÞ ¼ 0, that is, equivalently, sðAÞ 2W . Moreover, in this case the result does not depend on the chosen
axiomatization of W ¼ VðS1; . . . ; SnÞ; i.e.,sWðpi; qiÞ ¼Wðpi; qiÞs ¼ sWðpi; qiÞ ¼Wðpi; qiÞs ¼ sWðp0j; q0jÞ ¼Wðp0j; q0jÞs ¼ sWðp0j; q0jÞ ¼Wðp0j; q0jÞs:
2. Any state MV-algebra with sðAÞ 2 VðS1; . . . ; SnÞ is a state-morphism MV-algebra. Therefore, if we want a sufﬁciently gen-
eral internal state, then the state should have inﬁnitely many truth values.
3. We describe the subdirectly irreducible elements of the variety VðS1; . . . ; SnÞs:
2. Preliminary properties of MV-algebras
In this section, we recall the principal deﬁnitions concerning MV-algebras and state MV-algebras, show some properties
of the MV- algebras belonging to the variety VðS1; . . . ; SnÞ and some properties of state MV-algebras which we shall use in the
sequel. Moreover, we exhibit some examples of state MV-algebras and present some interesting and new results of state MV-
algebras. For readers convenience, we collect some important results that will be used in this paper.
We recall that an MV-algebra is an algebra ðA;;;0Þ of signature h2;1;0i; where ðA;;0Þ is a commutative monoid with
neutral element 0, and for all x; y 2 A
(i) ðxÞ ¼ x,
(ii) x 1 ¼ 1, where 1 ¼ 0,
(iii) x ðx yÞ ¼ y ðy xÞ:
We deﬁne also two additional total operations  and on A via x y :¼ ðx  yÞ and x y :¼ x y: The distance function
is a function dðx; yÞ :¼ ðx yÞ  ðy xÞ; x; y 2 A.
We note that the operation * has higher binding priority than  and  higher than . Then we deﬁne x ^ y ¼ x ðx  yÞ
and x _ y ¼ ðx ^ yÞ.
The basic source on MV-algebras is [1], and we refer to it for any unexplained notion on MV-algebras. We recall that due
to a famous result by Mundici, see [1], every MV-algebra is an interval in an Abelian ‘-group G with ﬁxed strong unit u, i.e. a
positive element u such that, given g 2 G, there is an integer nP 1 such that g 6 nu. That is, every MV-algebra A is isomor-
phic to CðG;uÞ; where CðG;uÞ ¼ ½0;u and x y ¼ ðxþ yÞ ^ u and x ¼ u x. Then, e.g. Sn ¼ C 1nZ;1
 
.
Let A 2 VðS1; . . . ; SnÞ. Then A is a subdirect product of chains in fS1; . . . ; Sng and, up an isomorphism,A,!
Yt
i¼1
SIini ; where ni 2 f1; . . . ;ng; n1 < n2 < 	 	 	 < nt ¼ n: ð1ÞMoreover, Iwill denote the disjoint union of I1; . . . ; It . In the sequel whenever we consider an MV-algebra A 2 VðS1; . . . ; SnÞ,
we shall refer to its representation (1). We note that if x1; . . . ; xn 2 A, we deﬁnen
i¼1
xi :¼ x1  	 	 	  xn:The ﬁrst aim of this section is to prove the following important theorem for MV-algebras, which we shall apply it in the
next sections:
Theorem 2.1. Let A 2 VðS1; . . . ; SnÞ; x ¼ ðxiÞi2I 2 A; and let vðxÞ ¼ fy1; y2; . . . ; ymg be the set of the different nonzero coordinates
of x. Then, for each w 2 f1; . . . ;mg, the element xðwÞ ¼ ðxðwÞi Þi2I deﬁned by:xðwÞi ¼
xi if xi ¼ yw;
0 otherwise;
belongs to A,x ¼ m
w¼1
xðwÞ ð2Þand, for each w0 2 f0;1; . . . ;mg,
xðw0Þ ^ 
w–w0
xðwÞ ¼ 0: ð3ÞMoreover, up the order of addenda, the decomposition (2) of x in m elements, with the property (3), is unique.
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px;wðxÞ ¼ xðwÞ.
(1) If yw ¼ 1, then px;wðxÞ ¼ xn ¼ xðwÞ 2 A.
(2) If yw ¼ 12, then px;wðxÞ ¼ ð2ðx ^ xÞÞn  x ¼ xðwÞ 2 A.
(3) Assume now yw ¼ hni ; ni > 2 and 1 < h < ni.




¼ 0 if k 6 h;
1 if k > h:

ð4ÞConsequently, the polynomial ps;hðxÞ ¼ ðpsh1ðxÞ ^ ðpshðxÞÞÞ  x is such that, for hs 2 Ss,(
ps;hðxÞ ¼
0 if x – hs ;
h
s if x ¼ hs :
ð5ÞLet d ¼ l:c:m:ð2; . . . ;nÞ. Then yw ¼ hni 2 Sd, where hrnir ¼ hrd , for some r 2 N. Hence, by above, pd;hr1ðxÞ ¼ xðwÞ 2 A.
The fact that, for each w0 2 f0;1; . . . ;mg; xðw0Þ ^ w – w0xðwÞ ¼ 0 follows from deﬁnition of xðwÞ. Moreover, the uniqueness
of the decomposition is trivial. h
Let A be an MV-algebra. We set InfðAÞ :¼ fx ^ x : x 2 Ag and BðAÞ :¼ fx 2 A : x x ¼ xg; the set of Boolean elements of A.
We note that InfðAÞ 
 RadðAÞ :¼ TfI : I 2MaxðAÞg; where MaxðAÞ is the set of maximal ideals of A. In general, RadðAÞ is
strictly enclosed in InfðAÞ. As an example, Infð½0;1Þ ¼ ½0;1=2. Moreover, RadðAÞ ¼ InfðAÞ iff A 2 VðCÞ, where C denotes the
Chang MV-algebra, i.e., C ﬃ CðZ! Z; ð1;0ÞÞ, where Z!Z denotes the lexicographic product of the additive group Z by itself.
Lemma 2.2. Let A 2 VðS1; . . . ; SnÞ and s ¼minfh 2 N : 2h P ng.
Then there are z0; . . . ; zs1 2 InfðAÞ and zs 2 BðAÞ such thatx ¼ s
r¼0
zr ; ð6Þand zr  zr0 ¼ 0 for r – r0; r; r0 2 f0;1; . . . ; sg.
Proof. Let x 2 A. Then
x ¼ ðx ^ xÞ  x2:Setting x1 ¼ x2; we have
x1 ¼ ðx1 ^ x1Þ  x21:By substitution, we havex ¼ ðx ^ xÞ  ðx1 ^ x1Þ  x21 ¼ ðx ^ xÞ  ðx1 ^ x1Þ  x2
2
:Proceeding until 2s P n with z0 ¼ x ^ x; zr ¼ xr ^ xr , for 0 < r < s, and zs ¼ x2
s 2 BðAÞ, we get (6). h
Deﬁnition 2.3. Let A 2 VðS1; . . . ; SnÞ. An element x 2 A is called a y-component if the set v(x) of the different nonzero coordi-
nates of x is {y}. A y-component will be called primitive if y ¼ 1ni ; for some 1 < ni 6 n. A primitive component will be called
strictly primitive if y ¼ 1n.
We remark that the elements xðwÞ; deﬁned in Theorem 2.1, are yw-components, for every w 2 f1; . . . ;mg.
Lemma 2.4. Let kn 2 Sn, and g:c:d:ðk;nÞ ¼ d. Then there is an MV-polynomial f such that f kn
  ¼ dn.
Proof. Owing to the Euclidean algorithm of g.c.d., there are nonnegative integers q1; . . . ; qm; r1; . . . ; rm 2 N; rm ¼ d such that
(1) n ¼ kq1 þ r1; r1 < k;
(2) k ¼ r1q2 þ r2; r2 < r1,
(3) r1 ¼ r2q3 þ r3, r2 < r3,. . . . . .(m) rm2 ¼ rm1qm þ rm.



























 ðqnfm1Þ: Lemma 2.5. Let A 2 VðS1; . . . ; SnÞ; x 2 A, and vðxÞ ¼ fy1; . . . ; ymg be the increasing ranging of the set of the different nonzero coor-
dinates of x ¼ ðxiÞi2I . Thenx ¼ m
w¼1
awnðwÞ; ð7Þwhere, for any w 2 f1; . . . ;mg; nðwÞ 2 A is a primitive component; aw 2 f1; . . . ;n 1g is such that awnðwÞ ¼ xðwÞ (see Theorem 2.1)
and nðw0Þ ^ w – w0nðwÞ ¼ 0 for each ﬁxed w0 2 f1; . . . ;mg.
Proof. By Theorem 2.1, x ¼ ðxiÞi2I; with vðxÞ ¼ fy1; . . . ; ymg; can be decomposed in the sum of the yw-components
xðwÞ; w 2 f1; . . . ;mg.
If ym ¼ 1, then we set am ¼ 1 and nðmÞ ¼ xðmÞ 2 BðAÞ.
Now we wish to express xðwÞ R BðAÞ as a multiple of a primitive component of A.
Assume yw ¼ hni, with g:c:d:ðh;niÞ ¼ 1.
If h ¼ 1, then xðwÞ is a primitive component; thus we set aw ¼ 1 and nðwÞ ¼ xðwÞ.
Let h > 1: By Lemma 2.4, there is an MV-polynomial q such that qðxðwÞÞ 2 A is a primitive component such that
xðwÞ ¼ hqðxðwÞÞ. Then we set aw ¼ h and nðwÞ ¼ q hni
 
.
The second part follows from Theorem 2.1 (3). h
From Theorem 2.1 and Lemma 2.5, it follows that the m- tuples ða1; . . . ;amÞ 2 f1; . . . ;n 1gm and ðnð1Þ; . . . ; nðmÞÞ 2 Am in
(7), are univocally determined by x. We call these m-tuples as the vector of the coefﬁcients of x and the vector of the primitive
components of x, respectively.
3. Preliminary properties of SMV-algebras
According to [9,10], a state MV-algebra (shortly an SMV-algebra) ðA; sÞ ¼ ðA;;;0;1; sÞ is an algebraic structure, where
ðA;;;;0;1Þ is an MV-algebra [1] and s is a unary operator on A (an internal state or a state-operator) satisfying, for each
x; y 2 A:
(i) sð0Þ ¼ 0;
(ii) sðxÞ ¼ ðsðxÞÞ;
(iii) sðx yÞ ¼ sðxÞ  sðy ðx yÞÞ,
(iv) sðsðxÞ  sðyÞÞ ¼ sðxÞ  sðyÞ.
In [10] it is shown that in any SMV-algebra we have (i) sðsðxÞÞ ¼ sðxÞ, (ii) sð1Þ ¼ 1, (iii) if x 6 y, then sðxÞ 6 sðyÞ, (iv)
sðx yÞ 6 sðxÞ  sðyÞ, and (v) the image sðAÞ is the domain of an MV-subalgebra of A and ðsðAÞ; sÞ is a state MV-subalgebra
of ðA; sÞ.
In [2] the authors deﬁned a state-morphism MV-algebra (shortly an SMMV-algebra) as a state MV-algebra with the prop-
erty (v) sðx yÞ ¼ sðxÞ  sðyÞ. Then s is an MV-endomorphism of A such that s ¼ s  s. In this case s is called a state-mor-
phism-operator.
Deﬁnition 3.1. [2] Let ðA; sÞ be an SMV-algebra (an SMMV-algebra). A non-empty subset I of A is called a state ideal (a state-
morphism ideal) if I is an MV-ideal such that sðxÞ 2 I for every x 2 I.
There is a one-to-one correspondence between the set of the congruences of ðA; sÞ and the set of the state ideals (state-
morphism ideals) of ðA; sÞ, given by xIy iff dðx; yÞ :¼ ðx yÞ  ðx  yÞ 2 I; [9,10].
We recall that a state ideal I is said to be maximal if (i) I – A, and (ii) if J – A is any state ideal of A containing I, then
I ¼ J: The following characterization of state ideals and maximal state ideals, respectively, was proved in [2, Proposition
4.4]:
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A state ideal I is a maximal state ideal if and only if, for any a R I, there is an integer nP 1 such that sðaÞn 2 I.
The set of all maximal state ideals of ðA; sÞwill be denoted by MaxsðAÞ, while MaxðAÞ denotes the set of all maximal ideals
of A. We set RadsðAÞ ¼
TfI 2MaxsðAÞg: We have, [1], RadðAÞ :¼ fx 2 A : nx 6 x for any nP 1g.
By [2, Proposition 4.7]:sðRadðAÞÞ ¼ RadðsðAÞÞ ¼ sðRadsðAÞÞ: ð8ÞWe recall that an MV-algebra A is local if it has a unique maximal ideal, say I. Then RadðAÞ ¼ I, and a local A is of rank n if
A=RadðAÞ ﬃ Sn, and we write rankðAÞ ¼ n. In addition, let x 2 A. If there is the least integer n such that nx ¼ 1, we set
ordðxÞ ¼ n, otherwise ordðxÞ ¼ 1.
Deﬁnition 3.3. [2] Let ðA; sÞ be an SMV-algebra. The subset of A, KerðsÞ :¼ fx 2 A : sðxÞ ¼ 0g; is said to be the kernel of s.
From the properties of ðA; sÞ it follows that KerðsÞ is a state ideal of A. If KerðsÞ ¼ f0g; s is called faithful.
It is important to mention that in contrast to MV-algebras where subdirectly irreducible ones are always linearly or-
dered, this is not true, in general, for subdirectly irreducible state MV-algebras. Some nonlinear subdirectly irreducible
state MV-algebras were found in [2,9,10]. In addition, as was mentioned as an open problem in [9,10], the complete
description of subdirectly irreducible state MV-algebras is unknown. This is not the case for subdirectly irreducible
state-morphism MV-algebras because [2, Theorem 5.4] (see also [4]) gives a description of subdirectly irreducible
elements.
Theorem 3.4. Let ðA; sÞ be a subdirectly irreducible state-morphism MV-algebra. Then ðA; sÞ is one of the following three
possibilities.
(i) A is linear, s ¼ idA; and the MV-reduct A is a subdirectly irreducible MV-algebra.
(ii) The state-morphism-operator s is not faithful, A has no nontrivial Boolean elements, and the MV-reduct A of ðA; sÞ is a local
MV-algebra.
(iii) The state-morphism-operator s is not faithful, A has a nontrivial Boolean element. There are a linearly ordered MV-algebra
A1; a subdirectly irreducible MV-algebra B1; and an injective MV-homomorphism h : A1 ! B1 such that ðA; sÞ is isomorphic
as a state-morphism algebra with the state-morphism MV-algebra ðA1  B1; shÞ; where shðx; yÞ ¼ ðx;hðxÞÞ for any
ðx; yÞ 2 A1  B1:
The proof of that theorem depends on a chain of claims. For us it is important Claim 4 of the proof of [2, Theorem 5.4]:
Theorem 3.4, Claim 4. KerðsÞ is linearly ordered.
Now we concern with a proposition that will be in center of our research to exhibit the cases when the subvarieties men-
tioned in Proposition 3.5 coincide.
Proposition 3.5. Let W be a variety of MV-algebras. Each one of the subvarieties sW ; sW and Ws of SMV is contained in
Ws 2 SMV:
Proof. We shall prove that sW#Ws, the remainder proofs are analogous. Let ðA; sÞ 2 sW . ThenfsðpiðxÞÞ ¼ sðqiðxÞÞgi¼1;...;nfor every x 2 A; particularly for every y ¼ sðxÞ 2 sðAÞ: ThusfsðpiðsðxÞÞÞ ¼ sðqiðsðxÞÞÞgi¼1;...;n:
Since sðAÞ is an MV-subalgebra of A, for every i 2 f1; . . . ; ng and for every x 2 A; piðsðxÞÞ 2 sðAÞ and qiðsðxÞÞ 2 sðAÞ. Since s
ﬁxes the elements of sðAÞ; sðpiðsðxÞÞÞ ¼ piðsðxÞÞ and sðqiðsðxÞÞÞ ¼ qiðsðxÞÞ.
Hence fpiðsðxÞÞ ¼ qiðsðxÞÞgi¼1;...;n and ðA; sÞ 2Ws. h
In what follows, we show the cases when we have identical varieties Ws; sW ; sW ; and Ws. In general, it is not known
whether this is a general case for any proper variety W or not. In future, we hope to study this interesting problem.
Proposition 3.6. Let ðA; sÞ be a linearly ordered state MV-algebra. Then s is a state-morphism-operator.
Proof. If x y ¼ 1, we have: 1 ¼ sðx yÞ 6 sðxÞ  sðyÞ 6 1.
Otherwise y ^ x ¼ y and sðx yÞ ¼ sðxÞ  sðy ^ xÞ ¼ sðxÞ  sðyÞ. h
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(1) sðx yÞ ¼ sðxÞ  sðy _ xÞ;
(2) if x y ¼ 1, then sðx yÞ ¼ sðxÞ  sðyÞ;
(3) sðx yÞ ¼ sðxÞ  sðyÞ  ðsðx yÞÞ;
(4) if A ¼ sðAÞ, then sðxÞ ¼ x for every x 2 A;
(5) if s is faithful, then x < y) sðxÞ < sðyÞ;
(6) sðx sðxÞÞ ¼ sðx  sðxÞÞ;
(7) if s is faithful, then either x ¼ sðxÞ or x and sðxÞ are not comparable.
Proof.
(1) sðx yÞ ¼ ðsðx  yÞÞ. By deﬁnition, sðx  yÞ ¼ sðxÞ  sðy ^ xÞ. Hence sðx yÞ ¼ sðxÞ  sðy _ xÞ.
(2) If x y ¼ 1, then yP x, so sðx yÞ ¼ sðxÞ  sðyÞ.
(3) By deﬁnition, sðx yÞ ¼ sðxÞ  sðy ðx yÞÞ: Applying (1) to sðy ðx yÞÞ; we have:sðy ðx yÞÞ ¼ sðyÞ  sððx yÞ _ yÞ ¼ sðyÞ  sððx yÞÞ ¼ sðyÞ  ðsðx yÞÞ:
Thensðx yÞ ¼ sðxÞ  sðy ðx yÞÞ ¼ sðxÞ  sðyÞ  ðsðx yÞÞ:
(4) Indeed, if x 2 A ¼ sðAÞ, then there is y 2 A such that x ¼ sðyÞ and sðxÞ ¼ sðyÞ ¼ x.
(5) If x < y, then x  y ¼ 1. Thenx y ¼ 0: ðÞ
Assume sðxÞ ¼ sðyÞ. Thus 0 ¼ sðxÞ  sðyÞ ¼ sðx  yÞ, which impliesx  y ¼ 0: ðÞ
From (*) and (**) it follows x ¼ y, absurd.
(6) sðx sðxÞÞ ¼ sðxÞ  sðx _ sðxÞÞ ¼ sðx  sðxÞÞ:
(7) Assume s is faithful and x < sðxÞ. Then from (5) it follows sðxÞ < sðxÞ. Absurd. Analogously if sðxÞ < x. h
Proposition 3.8. Let ðA; sÞ be a state MV-algebra and Ms 2MaxsðAÞ. Then KerðsÞ#Ms.
Proof. Assume there is x 2 KerðsÞ nMs. By Proposition 3.2, there is an n 2 N such that 1 ¼ sðxÞn 2 Ms, absurd. Hence
KerðsÞ#Ms. h
Now we conclude this paragraph proposing some examples of state MV-algebras.
Example 3.9. Let A ¼ A0  C, where either A0 ¼ ½0;1 or A0 ¼ Sn for nP 2. Then A R VðCÞ, where C is the Chang MV-algebra.
Deﬁne s as follows:sðx; aÞ ¼ ð0; aÞ if a 2 Rad ðCÞ;ð1; aÞ if a 2 ðRad ðCÞÞ:
Then s is a state-morphism-operator with KerðsÞ ¼ Sn  f0g and sðAÞ ¼ RadðAÞ [ ðRadðAÞÞ. Since s is an MV-homomor-
phism and sðAÞ 2 VðCÞ we get ð2sðx; yÞÞ2 ¼ 2ðsðx; yÞ2Þ and sðð2ðx; yÞÞ2Þ ¼ sð2ððx; yÞ2ÞÞ.
In the above example s is a state-morphism-operator. Now we propose an example of state MV-algebra, where s is not a
state-morphism-operator.
Example 3.10. Let A0 ¼ C 12Z;1
 
be the subalgebra of the MV-algebra [0, 1], whose elements are the rational numbers with
denominator 2k; k 2 N. Set A ¼ A0  A0 and for every ðx; yÞ 2 A, deﬁne sððx; yÞÞ ¼ x2 y2 ; x2 y2
  ¼ xþy2 ; xþy2  ^ ð1;1Þ ¼ xþy2 ; xþy2 .
Let us show that ðA; sÞ is a state MV-algebra.
Indeed sðx; yÞ ¼ 2ðxþyÞ2 ; 2ðxþyÞ2
 
¼ ðsðx; yÞÞ.
Claim: sða bÞ ¼ sðaÞ  sðb ^ aÞ.
Set a ¼ ðx; yÞ and b ¼ ðx0; y0Þ: If a b ¼ 0, it is easy to prove that sða bÞ ¼ sðaÞ  sðbÞ. If a b > 0, then xþ x0 > 1 or
yþ y0 > 1 or both.
(1) Let xþ x0 > 1 and yþ y0 6 1. From x0 > 1 x and y0 6 1 x0 we have a ^ b ¼ ð1 x; y0Þ. Then we get:







^ ð1;1Þ ¼ ð1;1Þ;
sðaÞ  sðb ^ aÞ ¼ xþ y
2

















^ ð1;1Þ ¼ ð1;1Þ;thussða bÞ ¼ sðaÞ  sðb ^ aÞ:(2) If yþ y0 > 1 and xþ x0 6 1, then the case is similar to case 1.
(3) Assume xþ x0 > 1 and yþ y0 > 1. Then a b ¼ ð1;1Þ and ðx0; y0Þ > ð1 x;1 yÞ, thusð1;1Þ ¼ sða bÞ ¼ sðaÞ  sðb ^ aÞ ¼ sðaÞ  sðaÞ ¼ ð1;1Þ:
The other cases are analogous.
To conclude it is enough to observe that s  s ¼ s: Moreover, we notice that s is faithful, sðAÞ ¼ diagA and that A is a
subdirectly irreducible state MV-algebra that is not linearly ordered.4. State-morphism MV-algebras
In this section, we characterize the maximal state ideals of a state-morphism MV-algebra.
Lemma 4.1. Let ðA; sÞ be a state-morphism MV-algebra and I an ideal of A, then the following statements hold:
(a) If KerðsÞ# I, then I is a state ideal;
(b) if M 2MaxðAÞ and KerðsÞ#M, then M 2MaxsðAÞ;
(c) MaxsðAÞ#MaxðAÞ.
Proof.
(a) Let x 2 I; from sðsðxÞ  xÞ ¼ 0 it follows sðxÞ  x 2 KerðsÞ# I: Hence sðxÞ  x  x ¼ sðxÞ _ x 2 I; and sðxÞ 2 I.
(b) It is immediate from (a).
(c) Let Ms 2MaxsðAÞ and x R Ms. By Proposition 3.2, there is an n 2 N such that ðnsðxÞÞ 2 Ms.
FromsððnsðxÞÞ  nxÞ ¼ ðnsðxÞÞ  nsðxÞ ¼ 1
and from Proposition 3.8 it follows nsðxÞ  ðnxÞ 2 KerðsÞ#Ms. Consequently nsðxÞ  ðnxÞ  ðnsðxÞÞ ¼ ðnsðxÞÞ _ ðnxÞ 2 Ms;
therefore ðnxÞ 2 Ms and Ms 2MaxðAÞ: h
Note that Lemma 4.1 does not hold under a weaker hypothesis ðA; sÞ 2 SMV: Indeed, in Example 3.10, the ideal
M ¼ f0g  A0 is a maximal ideal including KerðsÞ, but it is not a state ideal. Moreover, MaxsðAÞ is the singleton {(0,0)} that
is not a maximal ideal of A.
SetMaxKðAÞ :¼ fM 2MaxðAÞ : KerðsÞ#Mg;
then:
Theorem 4.2. Let ðA; sÞ be a state-morphism MV-algebra. Then MaxsðAÞ ¼MaxKðAÞ.
Proof. The implication M 2MaxsðAÞ ) M 2MaxKðAÞ follows from Proposition 3.8 and Lemma 4.1 (c).
The implication M 2MaxKðAÞ ) M 2MaxsðAÞ follows from Lemma 4.1(b). h5. State MV-algebras in VðS1Þs
We are going to describe the subvariety VðS1Þs of the variety of all state MV-algebras, having as members state MV-alge-
bras ðA; sÞ such that sðAÞ is a Boolean algebra.
Theorem 5.1. Every state MV-algebra of the variety VðS1Þs is a state-morphism MV-algebra.
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Being sðAÞ a Boolean algebra, we get:sðyÞ  sððx yÞÞ ¼ sðyÞ  sðx  yÞ ¼ sðyÞ  ðsðxÞ  sðyÞ  sðx yÞÞ ¼ sðyÞ  sðxÞ:
From that, using Lemma 3.7 (3):sðx yÞ ¼ sðxÞ  sðyÞ  sððx yÞÞ ¼ sðxÞ  sðyÞ  sðxÞ ¼ sðxÞ _ sðyÞ ¼ sðxÞ  sðyÞ: 
As an immediate consequence we have that state Boolean algebras are necessarily state-morphism algebras.
Corollary 5.2. Let ðA; sÞ 2 VðS1Þs. If s is faithful, then s is the identity on A.
Proof. By Lemma 3.7(6), sðx sðxÞÞ ¼ sðx  sðxÞÞ ¼ sðxÞ  sðxÞ ¼ 0. If KerðsÞ ¼ f0g; x sðxÞ ¼ sðxÞ  x ¼ 0; that is
x ¼ sðxÞ. h
Theorem 5.3. Let ðA; sÞ 2 VðS1Þs. Then MaxsðAÞ ¼MaxKðAÞ.
Proof. By Theorem 5.1 and Theorem 4.2. h6. State MV-algebras in VðS1; . . . ; SnÞs
In this section, we are going to generalize Theorem 5.1. Indeed, we describe the subvariety VðS1; . . . ; SnÞs of the variety of
all state MV-algebras, having as members state MV-algebras ðA; sÞ such that sðAÞ 2 VðS1; . . . ; SnÞ: In addition, we show thatsVðS1; . . . ; SnÞ ¼ VðS1; . . . ; SnÞs ¼ sVðS1; . . . ; SnÞ ¼ VðS1; . . . ; SnÞs;
see Corollary 6.9.
Note that Boolean algebras are characterized by the property InfðAÞ ¼ f0g. Now we generalize this concept in the follow-
ing way.
Deﬁnition 6.1. If A is an MV-algebra and n 2 N0; we deﬁne InfnðAÞ :¼ fx ^ ðnxÞ : x 2 Ag.
Note that for n ¼ 0, Inf0ðAÞ ¼ A; for n ¼ 1, Inf1ðAÞ ¼ InfðAÞ. MV-algebras in the variety VðS1; . . . ; SnÞ are characterized by
the property InfnðAÞ ¼ f0g.
Lemma 6.2. Let A be an MV-algebra. Then the following statements are equivalent:
(1) x 2 InfnðAÞ;
(2) nx 6 x;
(3) x ¼ ðnxÞ ^ x;
(4) x ðnxÞ ¼ 0:
Moreover, if x; y 2 InfnðAÞ, then ðnxÞ  y ¼ 0.
Proof.ð1Þ ) ð2Þ
Let x ¼ ðnyÞ ^ y. Then nx 6 nðnyÞ ^ ny 6 ny _ y ¼ x.
ð2Þ ) ð3Þ





First let us show that, if x; y 2 A, thenðnx _ nyÞ  ðx _ yÞ ¼ ðnxÞ  x _ ðnyÞ  y: ðÞ
Because every MV-algebra is a subdirect product of MV-chains, [1, Theorem 1.3.3], we can assume that A is a chain. We
have:
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(ii) if y 6 x; then ðnxÞ  y; ðnyÞ  x 6 ðnxÞ  x.
In both casesðnxÞ  y _ ðnyÞ  x 6 ðnxÞ  x _ ðnyÞ  y: ðÞ
Thus, applying the distributivity, by (**), we obtain (*). Let now x; y 2 InfnðAÞ. By (4) we get:ðnxÞ  y 6 ðnx _ nyÞ  ðx _ yÞ ¼ ðnxÞ  x _ ðnyÞ  y ¼ 0: Lemma 6.3. Let ðA; sÞ be an SMV-algebra. Then
(1) for every x 2 InfnðAÞ and for every m such that 1 6 m 6 n; sððmþ 1ÞxÞ ¼ ðmþ 1ÞsðxÞ;
(2) for every x 2 A; sððnþ 1ÞxÞ ¼ sðnxÞ iff ðnxÞ ^ x 2 KerðsÞ:
Proof.
(1) By Lemma 6.2 (4),ðmxÞ  x ¼ 0; for every 1 6 m 6 n: ðÞ
Then sð2xÞ ¼ 2sðxÞ and the statement is true for m ¼ 1. Assume sððiþ 1ÞxÞ ¼ ðiþ 1ÞsðxÞ for an integer i < m and proceed
by induction.
By (*), sððmþ 1ÞxÞ ¼ sðmx xÞ ¼ sðmxÞ  sðxÞ ¼ mðsðxÞÞ  sðxÞ ¼ ðmþ 1ÞsðxÞ.(2) Since ðnxÞ  ðnþ 1Þx ¼ 1, by Lemma 3.7(2), we get:sððnxÞ ^ xÞ ¼ sððnxÞ  ðnþ 1ÞxÞ ¼ sððnxÞÞ  sððnþ 1ÞxÞ:
Therefore ðnxÞ ^ x 2 KerðsÞ if and only if sððnþ 1ÞxÞ ¼ sðnxÞ. h
Theorem 6.4. Let n 2 N and ðA; sÞ be an SMV-algebra. Then the following statements are equivalent:
(1) sððnþ 1ÞxÞ ¼ sðnxÞ; x 2 A;
(2) InfnðAÞ#KerðsÞ;
(3) sðAÞ 2 VðS1; . . . ; SnÞ.
Proof.ð1Þ () ð2Þ
It is an immediate consequence of Lemma 6.3(2).
Now we show ð3Þ ) ð2Þ
Assume sðAÞ 2 VðS1; . . . ; SnÞ. Then, for every x 2 A,ðnþ 1ÞsðxÞ ¼ nsðxÞ: ð9Þ
By Lemma 6.3 (1), for every x 2 InfnðAÞ;ðnþ 1ÞsðxÞ ¼ sððnþ 1ÞxÞ ð10Þ
andnsðxÞ ¼ sðnxÞ: ð11Þ
Therefore, by (9)–(11), we getsððnþ 1ÞxÞ ¼ sðnxÞ; ð12Þ
for every x 2 InfnðAÞ.
Then by (12), for every x 2 InfnðAÞ,sðxÞ ¼ sðx ^ ðnxÞÞ ¼ sððnxÞÞ  sððnþ 1ÞxÞ ¼ sððnxÞÞ  sðnxÞ ¼ 0:
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It follows from Proposition 3.5. h
Proposition 6.5. Let n 2 N and ðA; sÞ be an SMV-algebra such that:
(1) sðAÞ 2 VðS1; . . . ; SnÞ;
(2) s is faithful.
Then
(a) for every x 2 A,sðxÞ ¼ m
w¼1
awsðnðwÞÞ;where ða1; . . . ;amÞ and ðnð1Þ; . . . ; nðmÞÞ is the vector of the coefﬁcients of x and the vector of the primitive components of x;
respectively.
(b) Infn1ðAÞ# sðAÞ.
(c) for every b 2 BðAÞ; snðbÞ 6 b 6 nsðbÞ:
(d) for every primitive component x with coordinate 1nkþ1, 1 6 k 6 n 1,ððn kþ 1ÞsðxÞÞn 6 x 6 nsðxÞ:Proof.
(a) Since s is faithful, by Theorem 6.4(2), InfnðAÞ#KerðsÞ ¼ f0g: Hence, for all x 2 A; x ^ ðnxÞ ¼ 0, which is equivalent to
nx ¼ ðnþ 1Þx: It means that A 2 VðS1; . . . ; SnÞ; then, applying Lemma 2.5, we have:x ¼ m
w¼1
awnðwÞ:So, by Lemma 6.3 (2), we get:sðxÞ ¼ m
w¼1
awsðnðwÞÞ:(b) If x 2 Infn1ðAÞ;then ðn 1Þx 6 x. So, by Lemma 6.3(1), we get:sðnxÞ ¼ nsðxÞ ð13Þ
andðn 1ÞsðxÞ 6 sðxÞ: ð14Þ
By (13) and the hypothesis ðnþ 1ÞsðxÞ ¼ nsðxÞ, it followssðnxÞ 6 sðnx sðxÞÞ 6 nsðxÞ ¼ sðnxÞ:
Thereforesðnx sðxÞÞ ¼ sðnxÞ
andsððnx sðxÞÞ  ðnxÞÞ ¼ 0:
Since s is faithful, ðnxÞ ^ sðxÞ ¼ 0 and sðxÞ 6 nx:
The inequality (14) shows that also sðxÞ 2 Infn1ðAÞ. By Lemma 6.2, (1) implies (2), and x and sðxÞ are strictly primitive
components. Hence, if we set x ¼ ðxiÞi2I and sðxÞ ¼ ðyiÞi2I , then, for every i 2 I; xi; yi 2 f0; 1ng. If, for some i; yi ¼ 1n and xi ¼ 0,
then sðxÞinx, absurd. Then we have shown that sðxÞ 6 nx implies sðxÞ 6 x. By Lemma 3.7, (7), x ¼ sðxÞ.
(c) Assume b 2 BðAÞ and sðbÞ ¼ y. Thensðb ðnyÞÞ ¼ ðnyÞ  sðb _ nyÞ ¼ ðnyÞ  ðsðbÞ  sðb  nyÞÞ 6 ðnyÞ  ðy nyÞ ¼ 0:
Hence b ðnyÞ ¼ 0 and
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Similarly, we get:sðyn  bÞ ¼ yn  ðsðb _ nyÞÞ ¼ yn  ðy  sðb  nyÞÞ 6 yn  ny ¼ 0:
Then, by hypothesis, yn  b ¼ 0 andyn 6 b: ðÞ
Now (c) follows from (*) and (**).
(d) Since x 2 InfnkðAÞ and ðn kþ 1Þx 2 BðAÞ, by ðcÞ and Lemma 6.3(1),ððn kþ 1ÞsðxÞÞn 6 x 6 nððn kþ 1ÞsðxÞÞ:
Being nððn kþ 1ÞsðxÞÞ ¼ nsðxÞ; the inequality is proved. h
Proposition 6.6. Let ðA; sÞ be an SMV-algebra such that:
(1) sðAÞ 2 VðS1; . . . ; SnÞ;
(2) s is faithful.
Then
(a) 8 k 2 f1; . . . ;n 1g, InfnkðAÞ# sðAÞ;
(b) BðAÞ# sðAÞ.
Proof. We remark that by hypothesis and Theorem 6.4(2), A 2 VðS1; . . . ; SnÞ.
(a) If k ¼ 1, by Proposition 6.5(b), the thesis is true. Then we proceed by induction on k, assuming the thesis is true for
every positive integer smaller than k.
Let x 2 InfnkðAÞ n Infnkþ1ðAÞ. We aim to show that sðxÞ ¼ x. By Proposition 6.5(a),sðxÞ ¼ m
w¼1
awsðnðwÞÞ;where nðwÞ ¼ ðxðwÞi Þi2I for w 2 f1; . . . ;mg is the primitive component of x. Then it is sufﬁcient to show that sðnðwÞÞ ¼ nðwÞ for
w 2 f1; . . . ;mg.
If the coordinate of nðwÞ is 1ni and ni > n kþ 1, then, being 1 < ni 6 n, it results ni ¼ n ðk lÞ þ 1, for some l such that
0 < l 6 k 1. Thus, by induction, sðnðwÞÞ ¼ nðwÞ.
Assume that the coordinate of nðwÞ is 1nkþ1. By Proposition 6.5(d),nðwÞ  ðsðnðwÞÞÞ and ðnðwÞÞ  sðnðwÞÞ
have primitive components belonging to Infnkþ1ðAÞ. Thus, using induction and Lemma 3.7(6), we get:nðwÞ  ðsðnðwÞÞÞ ¼ sðnðwÞ  ðsðnðwÞÞÞÞ ¼ sððnðwÞÞ  sðnðwÞÞÞ ¼ ðnðwÞÞ  sðnðwÞÞ:
HencenðwÞ  nðwÞ  ðsðnðwÞÞÞ ¼ nðwÞ _ sðnðwÞÞ:
From the last equality it follows
(i) nðwÞi ¼ 0) ðsðnðwÞÞÞi ¼ 0:
(ii) nðwÞi ¼ 1nkþ1 ) ðnðwÞi Þ  ððsðnðwÞÞÞiÞ ¼ 0; that is nðwÞi 6 ðsðnðwÞÞÞi:
From (i) and (ii), it follows nðwÞ 6 sðnðwÞÞ: By Lemma 3.7(7), nðwÞ ¼ sðnðwÞÞ:
(b) Let y 2 BðAÞ. By Proposition 6.5(c), ai ¼ ðy ðsðyÞÞÞi < 1 and bi ¼ ðy  sðyÞÞi < 1 for each i 2 I. Thus the elements
a ¼ ðaiÞi2I and b ¼ ðbiÞi2I have their primitive components in InfðAÞ. By (a),y ðsðyÞÞ ¼ sðy ðsðyÞÞÞ ¼ sðy  sðyÞÞ ¼ y  sðyÞ:
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which implies yP sðyÞ: By Lemma 3.7(7), y ¼ sðyÞ: h
Theorem 6.7. Let ðA; sÞ be an SMV-algebra such that:
(1) sðAÞ 2 VðS1; . . . ; SnÞ;
(2) s is faithful.
Then A ¼ sðAÞ and s is the identity on A:
Proof. It is an immediate consequence of Lemma 2.2, Proposition 6.6, and Lemma 3.7(4). h
Theorem 6.8. Let ðA; sÞ be an SMV-algebra and sðAÞ 2 VðS1; . . . ; SnÞ; n 2 N. Then s is a state-morphism-operator.
Proof. Since KerðsÞ is a state ideal, the quotient AKerðsÞ ; s
 






is a state MV-algebra satisfying the hypothesis of Theorem 6.7. Thus s is the identity of AKerðsÞ and

















KerðsÞ :From that dðsðxÞ  sðyÞ; sðx yÞÞ 2 KerðsÞ \ sðAÞ; that is dðsðxÞ  sðyÞ; sðx yÞÞ ¼ 0 and sðxÞ  sðyÞ ¼ sðx yÞ. h
Corollary 6.9. We havesVðS1; . . . ; SnÞ ¼ VðS1; . . . ; SnÞs ¼ sVðS1; . . . ; SnÞ ¼ VðS1; . . . ; SnÞs:Proof. From Theorem 6.4 it follows sVðS1; . . . ; SnÞ ¼ VðS1; . . . ; SnÞs.
To show VðS1; . . . ; SnÞs ¼ VðS1; . . . ; SnÞs; by Proposition 3.5, it sufﬁces to prove that VðS1; . . . ; SnÞs#VðS1; . . . ; SnÞs:
Let ðA; sÞ 2 VðS1; . . . ; SnÞs. Then, for each x 2 A, ðnþ 1ÞsðxÞ ¼ nsðxÞ. Since s is a state-morphism-operator (see Theorem 6.8),
nsðxÞ ¼ sðnxÞ, hence ðnþ 1ÞsðxÞ ¼ sðnxÞ; for each x 2 A and ðA; sÞ 2 VðS1; . . . ; SnÞs:
The remainder proof is analogous. h7. Subdirectly irreducible state MV-algebras in VðS1; . . . ; SnÞs
In this section, we describe the subdirectly irreducible SMV-algebras in the variety VðS1; . . . ; SnÞs. Since every
ðA; sÞ 2 VðS1; . . . ; SnÞs is a state-morphism MV-algebra (see Theorem 6.8), we may apply Theorem 3.4.
Lemma 7.1. If ðA; sÞ is a subdirectly irreducible SMV-algebra in the variety VðS1; . . . ; SnÞs, then
(1) sðAÞ ¼ Sr , 1 6 r 6 n.
(2) KerðsÞ 2MaxðAÞ and AKerðsÞ ’ sðAÞ.
(3) KerðsÞ is linearly ordered.
(4) If J is the smallest state-morphism ideal of A, then J#KerðsÞ.
Proof.
(1) It is an immediate consequence of Theorem 4.3 of [10].
(2) Let x R KerðsÞ and ordðsðxÞÞ ¼ p; then sððpxÞÞ ¼ 0 and ðpxÞ 2 KerðsÞ. Since s is a state-morphism-operator,
A
KerðsÞ ’ sðAÞ.
(3) See Theorem 5.4, Claim 4 of [2], see also Theorem 3.4, Claim 4.
(4) Since KerðsÞ is a state ideal, J#KerðsÞ. h
A. Di Nola et al. / International Journal of Approximate Reasoning 51 (2010) 680–694 693Theorem 7.2. Let ðA; sÞ be a subdirectly irreducible SMV-algebra in the variety VðS1; . . . ; SnÞs. Then ðA; sÞ is one of the following
three possibilities:
(1) A ¼ Sr; 1 6 r 6 n and s is the identity;
(2) the MV-reduct A of ðA; sÞ is a subdirectly irreducible MV-algebra of rank r, 1 6 r 6 n and sðxÞ ¼ 0, for each x 2 RadðAÞ.
(3) There is a subdirectly irreducible MV-algebra D such that ðA; sÞ is isomorphic, as a state-morphism MV-algebra, to the state-
morphism MV-algebra ðSr  D; shÞ, withshðx; yÞ ¼ ðx;hðxÞÞ; ð15Þ
where h is an injective MV-homomorphism from Sr to D.
Proof. By Lemma 7.1(1), sðAÞ ¼ Sr , for some 1 6 r 6 n.
If s is faithful, then A ¼ sðAÞ ¼ Sr , so, by Lemma 3.7(4), s is the identity of A.
Let us now consider the case s non faithful.
Case a. Assume A has no nontrivial Boolean elements. We show that RadðAÞ ¼ KerðsÞ and this will imply also rankðAÞ ¼ r:
By (ii) of Theorem 3.4, A is local, i.e. it has a unique maximal ideal, say I: So that KerðsÞ#RadðAÞ ¼ I:
On the other hand if ðA; sÞ 2 VðS1; . . . ; SnÞs; then sðAÞ 2 VðS1; . . . ; SnÞ; and by Theorem 6.4, sððnþ 1ÞxÞ ¼ sðnxÞ: If now
x 2 RadðAÞ; then kx 6 x for any kP 1: But x ¼ ðnþ 1Þx nx that gives sðxÞ ¼ sððnþ 1ÞxÞ  sðnxÞ ¼ 0; so that x 2 KerðsÞ:
Finally, we have KerðsÞ ¼ RadðAÞ as claimed.
Therefore, I ¼ KerðsÞ ¼ RadðAÞ and by Claim 4 of [2], see also Theorem 3.4, I is linearly ordered.
We state if x 2 I and y R I; then x < y: Indeed, otherwise 0 < x1 ¼ x y 2 I and 0 < y1 ¼ y x R I and x1 ^ y1 ¼ 0:
Then x1 2 KerðsÞ and we get J# Iðx1Þ \ Iðy1Þ ¼ Iðx1 ^ y1Þ ¼ Ið0Þ and this gives a contradiction. Consequently, x < y; see also
[6].
Let now x; y R KerðsÞ:We assert that they are comparable, if not, then x1 ¼ x y > 0 and y1 ¼ y x > 0 with x1 ^ y1 ¼ 0:
If x1; y1 2 KerðsÞ; the linearity of KerðsÞ entails x1 6 y1; say, so that x1 ^ y1 ¼ x1 > 0: If x1 2 KerðsÞ and y1 R KerðsÞ; then
x1 < y1 which is again a contradiction. Similarly for the last third case x1 R KerðsÞ and y1 2 KerðsÞ: Hence, x and y are
comparable.
Consequently, we have proved that A is linearly ordered. Let J be the least nontrivial state ideal of A and IðaÞ the MV-ideal
generated by a 2 A: In addition, if y is any nonzero element of A; then either y 2 J and then J ¼ IðyÞ, or y R J and then a < y for
any nonzero a 2 J; giving J# IðyÞ and proving that J is the least nontrivial MV-ideal and the MV-reduct A of ðA; sÞ is a
subdirectly irreducible MV-algebra.
Case b. Assume A has nontrivial Boolean elements. Then, by [2, Theorem 5.4(iii)] (Theorem 3.4), ðA; sÞ is isomorphic, as a
state-morphism MV-algebra, to the state-morphism MV-algebra ðL D; skÞ, where L is a linearly ordered MV-algebra, D is a
subdirectly irreducible MV-algebra and shðx; yÞ ¼ ðx;hðxÞÞ, being h : L! D an injective MV-homomorphism.
By (2)–(4) of Lemma 7.1, it follows that RadðLÞ ¼ f0g, hence L is a simple MV-algebra. Moreover,
shðL DÞ ¼ fðx;hðxÞÞ; x 2 Lg ’ sðAÞ ¼ Sr , thus L ¼ Sr : hAcknowledgement
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