Real-world combinatorial optimization problems are often stochastic and dynamic. Therefore, it is essential to make optimal and reliable decisions with a holistic approach. In this paper, we consider the dynamic chance-constrained knapsack problem where the weight of each item is stochastic, the capacity constraint changes dynamically over time, and the objective is to maximize the total profit subject to the probability that total weight exceeds the capacity. We make use of prominent tail inequalities such as Chebyshev's inequality, and Chernoff bound to approximate the probabilistic constraint. Our key contribution is to introduce an additional objective which estimates the minimal capacity bound for a given stochastic solution that still meets the chance constraint. This objective helps to cater for dynamic changes to the stochastic problem. We apply single-and multi-objective evolutionary algorithms to the problem and show how bi-objective optimization can help to deal with dynamic chance-constrained problems.
by the decision-maker [3] . CCP has been applied successfully in different domains such as process control, scheduling and supply management where safety requirements are concerned [11] .
Evolutionary algorithms (EAs) have been applied to many combinatorial optimization problems and demonstrate a high capability in solving hard problems, including a wide range of real-world applications [18, 4] . Multi-objective EAs deal with several (conflicting) objectives and provide a set of solutions which are non-dominated to each other with respect to the given objective functions [7, 24, 23] .
In addition to solving problems with conflicting objectives, several studies have indicated that transforming a single-objective optimization problem to a multi-objective optimization problem may lead to obtaining better solutions. This transformation leads to obtaining a set of non-dominated solutions instead of a single solution. Therefore, each individual in the Pareto front contains helpful information which can improve the performance of the algorithm in exploring the search space [20, 24, 23 ].
Related work
EAs are a natural way to deal with DOPs because they are inspired by nature which is an ever-changing environment [21] . The behaviour of EAs has been analyzed on a knapsack problem with dynamically changing constraint [25] . They carried out bi-objective optimization with respect to the profit and dynamic capacity constraint. They proposed an algorithm to track the moving optimum and showed that handling the constraint by a bi-objective approach can be beneficial in obtaining better solutions when the changes occur less frequently. Their studies have been extended to analyze the EA behaviour dependent on the submodularity ratio of a broad class of problems [26] .
Chance-constrained knapsack problem (CCKP) is a variant of the classical NP-hard deterministic knapsack problem where the weights and profits can be stochastic [13] . Approximation algorithm in combination with a robust approach, has been applied to CCKP to find feasible solutions for a simplified knapsack problem [15] .
Recently, Xie et al. [27] integrated inequality tails with single and bi-objective EAs to solve CCKP. To estimate the probability of constraint violation, they used popular tail inequalities. They investigated the behaviour of Chebyshevs inequality, and Chernoff bound for approximation in CCKP. They also carried out bi-objective optimization with respect to the profit and probability of constraint violation when the capacity is static. Doerr et al. [9] have investigated adaptations of classical greedy algorithms for the optimization of submodular functions with chance constraints of knapsack type. They have shown that the adapted greedy algorithms maintain asymptotically almost the same approximation quality as in the deterministic setting when considering uniform distributions with the same dispersion for the knapsack weights.
Our Contribution
In this paper, we consider the dynamic chance-constrained knapsack problem (DCCKP) with dynamically changing constraint. We also assume that each item in the knapsack problem has an uncertain weight while the profits are deterministic. For the dynamic component, we follow the settings defined in [25] : the knapsack capacity changes over time every τ iterations with a predefined magnitude. Moreover, for the stochastic component, we follow the approach and settings proposed in [27] which employs inequality tails to estimate the violation in probabilistic constraint.
Therefore, the goal in this study is to re-compute a solution of maximal profit after a dynamic change occurs to the capacity constraint, while the total uncertain weight can exceed the capacity with a small probability. To benefit from the bi-objective optimization, we cannot directly apply the second objective used in previous studies because they only considered either dynamic or stochastic aspect of the optimization problem in isolation for the second objective function. Therefore, we introduce an objective function which deals with uncertainties and caters for dynamic aspects of the problems. This objective evaluates the smallest knapsack capacity bound for which a solution would not violate the chance constraint. This objective also can keep a set of non-dominated solutions to be used for tracking the moving optimum. This objective makes use of tail inequalities such as Chebyshev's inequality and Chernoff bounds to approximate the probabilistic constraint violation.
To solve DCCKPs, we apply a single objective EA, a modified version of GSEMO [12] and NSGA-II [8] , where the last two compute a trade-offs with respect to the profit and the newly introduced objective for dealing with chance constraints. Our experimental results show that the bi-objective EAs perform better than the single objective approaches. Introducing the additional objective function to the problem helps the bi-objective optimization algorithm to deal with the constraint changes as it obtains the non dominated solutions with respect to the objective functions.
The rest of this article is organized as follows. In the next section, we define the DCCKP and introduce the two tail inequalities for quantifying uncertainties. Afterwards, we introduce the objective function for dealing with DCCKP and develop the bi-objective model. Next, we report on the behaviour of single objective and biobjective baseline EAs in solving DCCKP. We show that bi-objective optimization with the introduced second objective can obtain better solutions on a wide range of instances of the DCCKP. Finally, we finish with some concluding remarks.
DYNAMIC CHANCE-CONSTRAINED KNAPSACK PROBLEM
In this section, we introduce the problem and provide Chebyshev and Chernoff tail inequalities to estimate the probability of chance constraint violation in the problem.
Problem Formulation
The classical knapsack problem can be defined as follows. Given n items where each item i, 1 ≤ i ≤ n has a profit pi and a weight wi and a knapsack capacity C. The goal is to find a selection of items of maximum profit whose weight does not exceed the capacity bound. A candidate solution is an element x ∈ {0, 1} n where item i is chosen iff xi = 1. In this paper, we consider the stochastic and dynamic setting for the knapsack problem where each weight is chosen independently according to a given probability distribution. Furthermore, the capacity bound C changes dynamically over time.
The search space is {0, 1} n and we denote by P (x) = n i=1 pixi the profit and by W (x) = n i=1 wixi the weight of a solution x. We investigate the chance-constrained knapsack problem where the goal is to maximize P (x) under the condition that the probability that the weight of the solution is at least as high as the capacity is at most α. Formally, we define this constraint as
where α is a parameter that upper bounds the probability of exceeding the knapsack capacity (0 < α < 1).
Furthermore, the knapsack capacity in our problem is dynamic and changes over time every τ iterations. We call τ the frequency of changes which denotes after how many iterations a change occurs in the knapsack capacity with the magnitude of changes r according to some probability distributions.
Tail Bounds
Chebyshev's inequality tail can determine a bound for a cumulative distribution function of a random design variable. Chebyshev's inequality requires to know the standard deviation of the design variables and gives a tighter bound in comparison to the weaker tails such as Markov's inequality. Therefore, it can be applied to any distribution if the expected weight and standard deviation of the involved random variables are known. The standard Chebyshev inequality is two-sided and provides tails for upper and lower bounds [2] . As we are only interested in the probability of exceeding the weight bound, we use a one-sided Chebyshev inequality which is also known as Cantelli's inequality [6] . For brevity, we refer to the one-sided Chebyshev as Chebyshev's inequality in this paper.
Theorem 1 (One-sided Chebyshev inequality). Let X be an independent random variable, and let E(X) denote the expected weight of X. Further, let σ 2 X be the variance of X. Then for any λ ∈ R + , we have
Compared to Chebyshev's inequality, Chernoff bound provides a sharper tail with an exponential decay behavior. In order to use Chernoff bound, it is essential that the random variable is a summation of independent random variables. Chernoff bound seeks a positive real number t in order to find the probability where the sum of independent random variables exceeds a particular threshold [19] . Therefore, Chernoff bound for an independent variable X can be given as follows based on theorem 2.3 in [17] .
Xi be the sum of independent random variables Xi ∈ [0, 1] chosen uniformly at random, and let E(X) be the expected weight of X. For any t > 0, we have
BI-OBJECTIVE OPTIMIZATION FOR DCCKP
In this section, we introduce a new objective-function to transform the single-objective optimization problem into a bi-objective optimization problem. We also describe (1+1)-EA and POSDC as baseline single and bi-objective EAs.
Bi-objective Model
We redefine DCCKP by introducing a new second objective function to transform it into a bi-objective optimization problem. Therefore, we introduce (C * ) as the stochastic bound as our second objective function. This objective function evaluates the smallest knapsack capacity for a given solution such that it satisfies the predefined limit on the chance constraint. Therefore, the fitness f (x) of a solution x is given as
is the smallest weight bound C such that the probability that the weight W (x) of x is at least C is at most α. Using this objective allows to cater for dynamic changes of the weight bound of our problem. In bi-objective optimization of DCCKP, the goal is to maximize P (x) and minimize C * (x). Hence, we have
for the dominance relation of bi-objective optimization for two solutions namely x and x . Evaluating the chance constraint is computationally difficult [1] . It has been shown that even if random variables are from a Bernoulli distribution, calculating the probability of violating the constraint exactly is #P-complete, see Theorem 2.1 in [14] . Because it is difficult to compute C * exactly, we make use of the tail inequalities to calculate the second objective function. For Chebyshev's inequality, the stochastic bound is given as follows.
Proposition 1 (Chebyshev Constraint Bound Calculation). Let E(W (x)) be the expected weight, σ 2 W (x) be the variance of the weight of solution x and α be the probability bound of the chance constraint. Then setting C *
Hence, we have
which completes the proof.
We consider wi ∈ U[E(wi) − δ, E(wi) + δ] and n i=1 xi denotes the total number of chosen items in a solution, then the stochastic bound based on Chebyshev's inequality for uniform distribution is given as follows
We substitute λ as
.
Moreover, to derive the second objective function by making use of the Chernoff bound, we have:
be independent weights chosen uniformly at random. Let E(W (x)) be the expected weight of x and α be the probability bound of the chance constraint. Then setting
Then, to satisfy Chernoff bound summation requirement, we normalize each random weight into [0, 1] which yi denotes the normalized weight of item.
Since yi is symmetric, then the total expected weight of Y is E(Y ) = 1 2 n i=1 xi. Then, the total weight of a solution is given as
xi.
We set
Hence, the probability of violating the chance constraint. for a solution is given as
Using Chernoff bounds, we have
We have
We uset
The last inequality holds as Note that the introduced additional objectives as C * 1 and C * 2 calculate the smallest possible bound for which a solution meets the chance constraint according to the used tail bound (Chebyshev or Chernoff). The terms added to the expected total weight guarantee that a given solution meets the chance constraint.
POSDC Algorithm
We adapt the algorithm proposed in [25] for our bi-objective optimization. We call the adapted algorithm, Pareto Optimization for Stochastic Dynamic Constraint (POSDC) which deals with DCCKP. POSDC (see Algorithm 1) is a baseline multi-objecitve EA which tracks the moving optimum by storing a population in the vicinity of the dynamic knapsack capacity. POSDC keeps a solution (x) if C * (x) is in [C − η, C + η], where η determines the storing range. Therefore, POSDC has two subpopulations which include feasible and infeasible solutions (S = S − ∪ S + ). Keeping an infeasible subpopulation helps POSDC to be prepared for the next change in the dynamic constraint. 
POSDC generates the initial solution uniformly at random, if the generated solution is out of the storing range, then (1+1)-EA (see Algorithm 2) repairs the solution and stores it in the appropriate subpopulation. (1+1)-EA is a single-objective baseline EA which is described later. POSDC uses a mutation operator to explore the search space and find trade-off solutions. POSDC maintains a set of non-dominated solutions with respect to P (x) and C * (x) in its subpopulations. The best solution in POSDC at each iteration is the solution with the highest profit in S − ; If S − is empty, POSDC prefers the solution with the smallest C * in S + .
Note that if we can compute the solutions exactly, some solutions in S + can be feasible. However, because computing C * in exact is difficult, we designate the optimum as the solution with the highest profit in S − .
Single Objective Approach
We only use simple baseline algorithms to make a fair comparison between the single-objective optimization and bi-objective optimization. (1+1)-EA and GSEMO [12] are their equivalent counterparts if we consider identical objective functions because they use the same mutation operator. In this study, we adapt POSDC as a variant of GSEMO to tackle both dynamic and chance-constrained components of the problem. Therefore, we show the efficiency of bi-objective optimization by comparing POSDC with (1+1)-EA (see Algorithm 2).
(1+1)-EA generates one potential solution uniformly at random; In each iteration, an offspring x is produced by flipping each bit of x with probability 1/n [10] . The offspring x replaces x if it is fitter with respect to the fitness of a solution which is as follows,
where α(x) denotes the probability of chance constraint violation based on Chebyshev's inequality or Chernoff bound derived for x ← y 6 return x CCKP with uniform distribution in [27] as follows,
The fitness function f (1+1) is in lexicographic order which means that first, the algorithm searches for a feasible solution according to the chance constraint and optimizes the profit afterwards. We have, When a change occurs in the dynamic constraint, the individual (x) may become infeasible, and its probabilistic constraint violates α. Therefore, (1+1)-EA mutates x to find a feasible solution for the newly given constraint and optimizes the profit afterwards.
EXPERIMENTAL INVESTIGATION
In this section, we define the setup of our experimental investigation; we apply the bi-objective optimization with the introduced objectives and compare it with the single-objective optimization.
Experimental Setup
For this study, we use the binary knapsack test problems introduced in [22] and later developed for dynamic knapsack problem in [25] . We consider two types of uncorrelated and bounded strongly correlated test problems. The latter is more difficult to solve because the profit correlates with the weight [22] . Note that in our chanceconstrained setting, for bounded strongly correlated instances, we consider the correlation between the expected weight and the profit. Table 1 lists the corresponding weight and profit for each type of knapsack instance where ç denotes a constant number [22] .
For the Dynamic parameters of test problems, we define r which determines the magnitude of changes. we consider changes according to the uniform distribution in [−r, r] where r ∈ {500, 2000} to consider the small and large magnitude of changes in the knapsack constraint, respectively. Also, the parameter η for POSDC has been considered equal to r to cover the interval of the uniform distribution entirely for storing desirable solutions [25] .
Another dynamic parameter is the frequency parameter of τ , which determine how many iterations there are between dynamic constraint changes. We set τ ∈ {100, 1000} to observe fast and slow changes in the constraint, respectively.
For stochastic parameters, we set α ∈ {0.01, 0.001, 0.0001} to consider loose and tight probability of chance-constraint violation probability. We also set δ ∈ {25, 50} to assign small and large uncertainty interval in the weight of items with uniform distribution. To ensure that the weights of items subject to uncertainty are positive, we also add a value of 100 to all weights to avoid negative values.
We use dynamic programming to find the exact optimal solution with maximal profit P (x * ) for the deterministic variant of the knapsack problem. Therefore, we record P (x * ) for every dynamic capacity change for each knapsack instances based on r and τ .
To evaluate the performance of our algorithms for DCCKP, we consider the offline error which represents the distance between the algorithm best-obtained solution in each iteration with respect to P (x * ). Let x be the best solution obtained by the considered algorithm in iteration i. The offline error for iteration i is given as
Note, that every solution x not meeting the chance constraint receives a higher offline error than any solution meeting the chance constraint. The total offline error Φ =
is the summation of offline error at each iteration divided by the number of total iterations (10 6 ).
Experimental Results
We combine the parameters of r, τ , α and, δ to produce DCCKP test problem instances for uncorrelated and bounded strongly correlated with different types of complexities. For instance, a test problem with r = 2000, τ = 100, α = 0.0001 and δ = 50 represents the most difficult test problem; because the magnitude of dynamic change in the knapsack capacity is large and the capacity changes very fast every 100 iterations. Also, the allowable probability of chance-constraint violation is very tight, and the uncertainty interval in the weight of items is big. We apply POSDC and (1+1)-EA integrated with Chebyshev and Chernoff inequality tails to DCCKP instances. Specifically, we investigate the following algorithms: Each algorithm initially runs for 10 4 warm-up iterations before the first change in the capacity occurs and continues for 10 6 iterations. Tables 2 and 3 report the performance of single-objective and biobjective optimization by the average and standard deviation of total offline error for 30 independent runs. Lower total offline error is better because it shows the algorithm was closer to the P (x * ) for each iteration. Note that when the problem becomes more uncertain, the feasible region (without violating the probabilistic constraint) becomes more restrictive and the offline error will be increased.
Statistical comparisons are carried out by using the Kruskal-Wallis test with 95% confidence interval integrated with the posteriori Bonferroni test to compare multiple solutions [5] . The stat column shows the rank of each algorithm in the instances; If two algorithms can be compared with each other significantly, X (+) denotes that the current algorithm is outperforming algorithm X. Likewise, X (−) signifies the current algorithm is worse than the algorithm X significantly. Otherwise, X ( * ) shows that the current algorithm is not different significantly with algorithm X. For example, numbers 1 (+) , 3 ( * ) , 4 (−) denote the pairwise performance of algorithm (2) . The numbers show that algorithm (2) is statistically better than algorithm (1); it is not different from algorithm (3) and it is inferior to algorithm (4). Table 2 lists the results when r is 500. We observe that when the environment of the problem becomes more complex, finding a solution which has a close distance to the optimal solution is harder. As τ decreases, δ increases and α becomes tighter, the offline error for both (1+1)-EA and POSDC increases. However, as the problem becomes more difficult to solve, POSDC obtains solutions with a lower total offline error and lower standard deviation in comparison with (1+1)-EA. We also find that the algorithms which use Chernoff bound outperform other algorithms which use the Chebyshev's inequality. Table 3 lists our results when r is 2000. We observe that POSDC can obtain better solutions in comparison with (1+1)-EA. When we consider a bigger magnitude of changes in the constraint bound, the population size of non-dominated solutions in POSDC is bigger than when r is 500; because η is equal to r, POSDC covers a bigger range of solutions which leads to a bigger population.
Therefore, when the changes occur faster (smaller τ ), POSDC has less time to evolve its population. POSDC only mutates one individual chosen randomly in its population, leading to a lower chance of choosing the best individual for the mutation in its population. In contrast, (1+1)-EA only handles one individual, mutates and improves it on all iterations. Introducing our second objective function for the bi-objective optimization approach helps POSDC to tackle all these drawbacks and outperform its counterpart single-objective approach; because trade-off solutions contain more information in principle of finding better solutions.
For further investigation of our bi-objective optimization, we also apply the Non-dominated Sorting Genetic Algorithm (NSGA-II) [8] , which is a state of the art multi-objective EA when dealing with two objectives. We run NSGA-II with a population size of 20 using Chebyshev and Chernoff inequality tails which are algorithms (5) and (6), respectively in Table 4 . Table 4 shows the results of NSGA-II when r is 2000 for uncorrelated and bounded strongly correlated instances and compares the performance of NSGA-II with POSDC. For brevity, we only report stats of comparison between NSGA-II and POSDC.
To have a fair comparison, we modify NSGA-II to keep the bestobtained solution for the given knapsack bound C in each iteration. Table 4 shows that in most of the instances, NSGA-II performs as good as POSDC when using the Chernoff bound. However, POSDC can outperform NSGA-II in instances where δ = 25 and α = 0.01, which is the most straightforward instance. The main difference be-tween NSGA-II and POSDC is the selection mechanism. NSGA-II uses the crowding distance sorting to maintain diversity through the evolution of its population. This comparison can point out the possible research line to further investigate state-of-art non-baseline EAs and multi-objective EAs solving DCCKPs.
CONCLUSIONS
In this paper, we dealt with the dynamic chance-constrained knapsack problem where the constraint bound changes dynamically over time, and item weights are uncertain. The key part of our approach is to tackle the dynamic and stochastic components of an optimization problem in a holistic approach. For this purpose and to apply biobjective optimization to the problem, we developed an objective C * which calculates for a given solution x the smallest possible bound for which x would meet the chance constraint. This objective function allows keeping a set of non-dominated solutions with different C * where an appropriate solution can be used to track the optimum after the dynamic constraint bound has changed. As it is hard to calculate the bound C * (x) in the stochastic setting exactly, we have shown how to calculate upper bounds for C * (x) based on Chernoff bound and Chebyshev's inequality. We evaluated the bi-objective optimization for a wide range of chance-constrained knapsack problems with dynamically changing constraint bounds. The results show that the bi-objective optimization with the introduced additional objective function can obtain better results than single-objective optimization in most cases. Note that we also applied NSGA-II to the problem to point out possible improvements by using state of the art algorithms. It would be interesting for future work to extend these investigations. In addition, our approach is not limited to dynamic chance-constrained knapsack problems and the formulation can be adapted to a wide range of other problems where we would formulate a similar second objective to deal with the chance constraint.
