If Λ is a finite dimensional algebra over an algebraically closed field k, then there exists a unique finite quiver Q Λ , the ordinary quiver of Λ, such that Λ is Morita equivalent to a quotient of the path algebra kQ Λ by an admissible ideal I; see, for example, [6] or [1] .
If Λ is a finite dimensional algebra over an algebraically closed field k, then there exists a unique finite quiver Q Λ , the ordinary quiver of Λ, such that Λ is Morita equivalent to a quotient of the path algebra kQ Λ by an admissible ideal I; see, for example, [6] or [1] .
The first Hochschild cohomology group of Λ over k is
the k-vectorspace of outer k-derivations, that is, the quotient of all k-derivations of Λ modulo the inner ones. It has been suspected for some time, and [4] seems to be the earliest reference, that vanishing of the first Hochschild cohomology precludes the existence of oriented cycles in the ordinary quiver. There are various supporting partial results, among them [8, (2. 3), (3. 2)], [2, (2. 2)], [7, (1.3) ].
An algebra Λ without oriented cycles in its ordinary quiver is of finite global dimension. In turn, finite global dimension implies that there are no loops in the ordinary quiver, see [10] or [9] .
The following result shows that even the existence of loops in the ordinary quiver is no guarantee for the existence of non trivial outer derivations, thus refuting the above suspicion. Theorem 1.1. Let Q be the quiver with three vertices 1, 2, 3 and three arrows α : 2 → 1, β : 2 → 2, γ : 3 → 2. For any field k there exist finite dimensional kalgebras with ordinary quiver Q that admit only inner derivations. These algebras are necessarily of infinite global dimension and of infinite representation type.
The proof will occupy the rest of this paper. We first describe the basic structure of the finite dimensional algebras Λ with ordinary quiver Q, then identify HH 1 (Λ) as a space of first order differential operators in one variable, give in (4.3) a quick proof for fields whose prime field is large enough and present finally in (5.6) a family of examples that works over any field.
The Basic Structure
We begin by exhibiting the path algebra of the quiver Q from the Theorem as a matrix algebra and determine its admissible ideals. For the moment, k can be any field. Regarding the multiplication of arrows we follow the convention from [1] : With respect to the primitive idempotents e i , corresponding to the vertices i for i = 1, 2, 3, the path algebra kQ = k e 1 , e 2 , e 3 ; α, β, γ is defined by the relations
Throughout, k[β] denotes the polynomial algebra in one variable β over k, and (β n ) denotes the ideal generated in k[β] by β n .
Lemma 2.1. The path algebra kQ can be realized as a triangular matrix algebra
where ϕ is uniquely determined through
Under this isomorphism the powers of the path ideal (α, β, γ) are mapped to
If k is algebraically closed, the quotients kQ/I of kQ by admissible ideals I are up to Morita equivalence precisely the finite dimensional k-algebras with that ordinary quiver. Hochschild (co-)homology is Morita invariant, see [11, (1.2.4) , (1.5.6)], a fact established for outer derivations of matrix algebras already by P. Dirac [5] in 1925! Lemma 2.2. The admissible ideals in kQ are precisely
If Λ = kQ/I(n; n ′ ; n ′′ ; V ) is the corresponding algebra, then its Cartan matrix is
The vectorspace V is uniquely determined by its image
in the Grassmanian of vector subspaces of dimension d of the m-dimensional k-
. This continuous invariant ranges hence over the k-rational points of an irreducible projective algebraic variety of dimension d(m − d).
2.3. The determinant of the Cartan matrix being equal to n ≥ 2, this matrix is not invertible over the integers, whence the global dimension of A is necessarily infinite. This fact is as well implied immediately by the more general affirmative solution to the "no loops conjecture" due to H. Lenzing [10] (see also K. Igusa [9] ).
Remark 2.4. The Hochschild homology of Λ = kQ/I(n; n ′ , n ′′ ; V ) over k depends solely upon its Loewy length; as k-vectorspaces,
This follows for example from applying Theorem 1.2.15 in [11] twice. In particular, Remark 2.5. Note also that for any field extension k ′ of k and any finite dimensional k-algebra Λ one has a natural k
whence vanishing can be tested over any field containing k.
The Derivations
Now we investigate derivations. First note that for a finite dimensional basic algebra Λ over k, modulo inner derivations every derivation vanishes on the primitive idempotents. A derivation that vanishes on these idempotents is normalized ; it respects the two-sided Pierce decomposition of Λ. In particular, HH 1 (Λ) is isomorphic to the vectorspace of normalized derivations modulo the inner derivations vanishing on the primitive idempotents, see [8, (3.1) ]. Recall as well that HH 1 (Λ) inherits the Lie k-algebra structure from the Lie algebra of all (normalized) derivations.
As the arrows together with the primitive idempotents generate the path algebra P of any quiver, a normalized derivation D of such algebra has a unique representation To take care of the possibly finite characteristic of k, we introduce two secondary invariants of Λ = kQ/I(n; n ′ , n ′′ ; V ):
Lemma 3.1. With notation as introduced above, one has:
The normalized k-derivations of the path algebra kQ are of the form
The normalized derivation D of kQ descends to a derivation on Λ if and
only if δb(0) = 0 and the first order differential operator
The normalized derivation D induces an inner derivation on Λ if and only if
and b(β) ≡ 0 mod β n .
Proof. In kQ, the twosided Pierce component of α is e 1 (kQ)e 2 = αk [β] , that of β is e 2 (kQ)e 2 = k[β] and that of γ is e 2 (kQ)e 3 = k[β]γ, whence (1).
We now check what it means for D to map (each twosided Pierce component of) I = I(n; n ′ , n ′′ ; V ) to itself: As e 2 Ie 2 = (β n ), we get
which is in α(β 
and (2) follows. If a = a 11 e 1 + a 22 e 2 + a 33 e 3 + αa 12 + a 23 γ + αa 13 γ ∈ kQ with a 11 , a 33 ∈ k and the remaining coefficients in k[β], then the inner derivation [a, ] vanishes on the primitive idempotents if and only if αa 12 = a 23 γ = αa 13 γ = 0 in Λ. Calculating its value on the arrows yields
and (3) follows.
To summarize this detailed information succinctly, we interpret it in terms of differential operators of first order on k[β]. If p is a polynomial in β, its derivative with respect to β is denoted by p ′ as usual.
where J ν = (β eν ), ν = 1, 2, are proper ideals and V is some vector subspace in k [β] .
If e ∈ N divides e ν for ν = 1, 2, then the k-vectorspace
is a Lie subalgebra of the Lie k-algebra of all first order differential operators on
as an ideal and D V,1 as a Lie subalgebra.
The quotient Lie k-algebra D(V, e; J 1 , J 2 ) = D V,e /J is finite dimensional and
where ǫ = dim k (k/ek).
Proof. It suffices to recall that the Lie bracket of two first order differential operators on k[β] is given by
Now the ideal J ν = (β eν ) is mapped to itself by the vectorfield B(β) ∂ ∂β if and only if e ν B(0) = 0. The final assertion follows from the inclusions
For a finite dimensional algebra Λ = kQ/I(n; n ′ , n ′′ ; V ) as before we have thus the following description of HH 1 (Λ) where we set again m = min(n ′ , n ′′ ), δ = gcd(n, n ′ , n ′′ ) and c = dim k (k/δk). 
is a Lie algebra subquotient of HH 1 (Λ) and 
with a ij ∈ k and A,
Comparing in each of these equations the coefficients of β i for i = 0, . . . , m − 1 yields m linear equations over k; thus we obtain in total dm equations in d 2 +2(m−1) unknowns, whence the dimension of
Evaluating this lower bound yields immediately the following.
Proof. If d = 0, then the right hand side of (2) Thus to find examples with HH 1 (Λ) = 0, one needs d ≥ 3 and m = n ≥ 7. Note that in this case the algebra Λ = kQ/I(n; n, n; V ) is of infinite representation type; see for example the classification of the maximal algebras with 2 simple modules in [3] . So we get the following. 
Examples in Large Characteristic
If the field k has a large enough prime field, we can use "finite Fourier analysis" to find examples where D ′ (Λ) = 0. For y ∈ k, let e yβ mod β m denote the image of 
There is then no nonzero differential operator
for some matrix (a yy ′ ) y,y ′ ∈Y of elements from k. Multiplying by e −yβ mod β m and subtracting yields an equation
for each pair of elements (y 1 , y 2 ) ∈ Y × Y . If y 3 is a third element from Y , there result equations
. The (classes of) exponential functions involved are 1 = e 0β and e yi−yj for y i ∈ Y \ {y j } with j = 1, 2, 3. By the assumption on the set of differences, if y 1 , y 2 , y 3 are pairwise distinct, the set
has cardinality equal to 1 + 3(d − 1) = 3d − 2, and as m ≥ 3d − 2, the corresponding classes {e zβ mod β m } z∈Z are linearly independent in k[β]/(β m ) by Lemma (4.1). It follows in particular that a yiy2 = 0 for y i = y 2 . As the choice of y 2 was arbitrary and as there are at least 3 distinct elements in Y , it follows that a yy ′ = 0 whenever y = y ′ . In turn, the system (4) evaluates now at β = 0 to
and so A(0) = B(0) = 0 implies that the diagonal elements a yy vanish as well. Finally, equation (5) shows that B = 0 and any equation in (4) yields A = 0. 
Proof. The conditions guarantee that d, m satisfy the hypotheses of Proposition (4.2) and that δ = gcd(n, n ′ , n ′′ ) ≤ m is a unit in k, whence c = 0. As dim k HH 1 (Λ) is upper semicontinuous on Grass k (d, m) it remains to show that the minimal value is taken on generically, for example over the purely transcendental field extension k ′ = k(y 1 , . . . , y d ) of k. There Proposition (4.2) applies.
Example 4.4. The simplest case occurs for d = 3, m = 7. With Y = {0, 1, 3}, the set of differences Y −Y = {−3, −2, −1, 0, 1, 2, 3} has maximal cardinality and so for any field k of characteristic greater than 7 or of characteristic zero, the k-algebra
of dimension 27 has a loop in its ordinary quiver but satisfies HH 1 (Λ) = 0.
Arbitrary Characteristic
To find examples in arbitrary characteristic, we analyze a bit further the system of equations (1). One may choose a k-basis (p i (β)) i∈N of V ⊆ k[β] such that the orders ord p i of these polynomials satisfy
In view of Example (3.4) we assume henceforth that m ≥ 2.
Lemma
With the preceding notations and assumptions, the dimension of the Lie algebra
In particular, D ′ (Λ) = 0 implies ν 1 = 0 and ν 2 = 1. 
5.2.
Due to the preceding result we assume henceforth that ν 1 = 0, ν 2 = 1. We normalize further the polynomials p i so that
As ν 2 = 1, we may moreover assume p 1,1 = 0. Indeed, if the order sequence (0 < 1 < ν 3 < . . . < ν d ) is fixed, we can impose p i,j = 0 whenever j = ν i ′ − ν i for some i ′ > i, and in that case the undetermined p i,j serve as d(m − d) affine coordinates on Grass k (d, m) for the classes of vectorspaces with the given order sequence.
5.3. Just comparing orders and lowest order terms of the polynomials on both sides of the equations in (1) shows that
, and (d) a ii = ν i a 22 for i = 3, . . . , d.
Now consider the polynomials
Multiplying the given system (1) from the left by the d × d-matrix of polynomials
produces the equivalent system
Using relation (7) to write ∆ 1i p 2 = ∆ 2i p 1 + ∆ 12 p i and employing the conditions found in (5.2), the last d − 2 equations in (8) become 
are linearly independent modulo (β m ), then the coefficients a 1j , a 2j have to vanish for all j. Remembering that ∆ 12 is a unit, looking back at system (8) shows then that A = B = 0, and so D ′ (A) = 0. If d = 3, this condition is clearly as well necessary, whence we get the following result. To investigate the polynomials in (10), look at their low order terms. Using (6) and assuming, as we may according to (5.2) , that p 1,1 = 0 we obtain This shows the following result.
