Abstract-We propose a stochastic iteration approach to signal set design. Four practical stochastic iterative algorithms are proposed with respect to equal and average energy constraints and sequential and batch modes. By simulation, a new optimal signal set, the L2 signal set (consisting of a regular simplex set of three signals and some zero signals), is found under the strong simplex conjecture (SSC) condition (equal a priori probability and average energy constraint) at low signal-to-noise ratios (SNR). The optimality of the L1 signal set, the confirmation of the weak simplex conjecture, and two of Dunbridge's theorems are some of the results obtained by simulations. The influence of SNR and a priori probabilities on signal sets is also investigated via simulation. As an application to practical communication system design, the signal sets of eight two-dimensional (2-D) signals are studied by simulation under the SSC condition. Two signal sets better than 
I. INTRODUCTION
T HE optimal selection of signal vectors embedded in white Gaussian noise for communications has been a research topic for many years and is not known in general. In 1948, it was conjectured that, with finite energy constraints but without constraint on dimension of signal space, the optimal signal vectors are vertices of a regular simplex in -Manuscript received November 21, 1995; revised January 10, 1997. The material in this paper was presented in part at the 1996 International Symposium on Information Theory and its Applications, ISITA'96, Victoria, BC, Canada, September 17-20.
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Publisher Item Identifier S 0018-9448(97) 05324-8. dimensional signal space [2] . This conjecture is referred to as the strong simplex conjecture (SSC) when the signal vectors are constrained only by an average energy limitation, and as the weak simplex conjecture (WSC) when the signal vectors are equal-energy-constrained. Under the assumption that signal vectors have equal energy, Balakrishnan proved [3] that the regular simplex is 1) optimal as goes to infinity, 2) optimal as goes to zero, and 3) locally optimal at all , where is the signal-to-noise ratio (SNR). Dunbridge proved further [4] that under an average energy constraint the regular simplex is 1) the optimal signal set as goes to infinity and 2) a local extremum at all . For the case of , the regular simplex has been proved to be optimal at all for both the average and equal energy constraint. Dunbridge proved, under an average energy constraint, that the regular simplex with is optimal as goes to zero. Work on the weak simplex conjecture in [5] was shown by Farber in [6] to prove this conjecture for . In 1994, Steiner published several new results [1] . The major result is that a counterexample signal set, the L1 signal set, was found and disproved the strong simplex conjecture. It was proved that the L1 signal set is better than the regular simplex signal set at low SNR ratios for all . This leads to the result that, for all , there is no signal set of signals which is optimal at all SNR's. Furthermore, the optimal signal set at low SNR's is not an equal energy set for any . The regular simplex is shown to be the unique signal set which maximizes the minimum distance between signals. It follows that a signal set which maximizes the minimum distance is not necessarily optimal. The L1 signal set is proved to be the optimal signal set in one-dimensional (1-D) space. Steiner's work changed our view on optimal signal set design.
It is clear that the optimal signal set can only be given in the sense that the dimension of signal space, the number of signals, a priori probabilities, the SNR, and the energy constraint of a signal set are given. However, all previous results were obtained only in some simple cases. It is desirable to establish a constructive method to find better signal sets under various conditions. This paper presents the following work. In Section II, we propose four practical stochastic iterative algorithms as a constructive approach to signal set design. Simulation results are also reported in this section. In Section III, the optimal properties of the newly discovered L2 signal set are analyzed in the SSC conditions at low SNR's. Many other analytical results are also given in this section. Proofs of analytical results are included in the Appendix.
II. PROPOSED STOCHASTIC ITERATIVE ALGORITHMS

A. Problem Formulation
Given one of signals for transmitted through a channel contaminated with additive white Gaussian noise. After transmission we receive a vector (1) and wish to determine which of the signals was transmitted, where ,
, and is a zero-mean Gaussian vector with covariance matrix equal to the by identity matrix. The optimal detector in terms of maximizing the average probability of correct detection chooses the signal such that is maximized, where denotes the probability density function of conditioned on the transmission of , and is the a priori probability of the th signal.
can be written as (2) By defining (3) we find that is maximized when the signal corresponding to the maximum of is chosen. The average probability of correct detection is (4) where denotes the volume integral and (5) are decision regions. The probability of correct detection can be rewritten as (6) where is an -dimensional Gaussian vector with zero mean and by identity covariance matrix. is the probability density function of defined as
The task of optimal signal set design is, given the number of signals, dimension of the signal space, a priori probabilities 's of signals, the SNR , and the energy constraint of a signal set, to find a signal set such that the correct detection probability is maximized.
B. Definitions
A special case of the a priori probabilities is equally likely signals, which means that the a priori probability of every signal is identical to . Most optimal signal set design results obtained previously, including the simplex conjectures and Steiner's results, are in this condition.
The energy constraint is usually imposed in the following ways:
1) Average energy constraint: the average energy of a signal set is defined as (7) where is called the SNR of the signal set, and denotes the norm. 2) Equal energy constraint: each signal has equal energy (8) In this paper, the condition that a signal set is equally likely and is average-energy-constrained is referred to as the strong simplex conjecture (SSC) condition. The condition that a signal set is equally likely and is equal-energy-constrained is referred to as the weak simplex conjecture (WSC) condition. We define the SSC and WSC conditions in this way because the strong and weak simplex conjectures were made in the SSC and WSC conditions, respectively.
The following two classes of signal sets are analyzed in this paper. [1] .
is the pure regular simplex set of signals. In addition, all the signal sets for have a similar structure to those of the L1 and L2 signal sets. For the same reason as that for naming the L1 and L2 signal sets, we can call the signal set the L3 signal set, the L4 signal set, etc.
C. Proposed Stochastic Iterative Algorithms
Optimal signal sets are necessarily located at the local maximum points of the detection probability. From (6) , the gradient of the detection probability with respect to is given by (9) where is the boundary displacement of decision region produced by the displacement of the th signal from to . The summation term is negligible compared to the integration term. We can establish a stochastic iterative algorithm that in stochastic sense, converges toward the direction of the gradient to a maximum point of the detection probability.
Let denote a sequence of independent and identically distributed (i.i. 
Update signal vectors by (12) and for We require that the sequence of updating coefficients satisfy: i) , ii) and iii)
We assume that the sequences of updating coefficients in all proposed algorithms in this paper satisfy these three conditions. The fundamental algorithm represents a stochastic dynamic system driven by the sequence . In [13] , the dynamic behavior of Algorithm 1 is analyzed by using the theory developed in [7] - [9] . To be practically useful, an algorithm must be energyconstrained. One of the necessary conditions for an optimal signal set under the average energy constraint is that the signal vectors must satisfy the following symmetric condition [4] : (13) Algorithm 2 (Average energy constraint, sequential mode): Given initial signal vectors , which satisfy conditions (7) and (13) . Assume
Compute by (11) . Update the signal vectors by (14) and (15) where ( 
D. Simulation Results
Simulations on the four practical algorithms are carried out. In simulations, all samples of -dimensional Gaussian random vectors are generated by MATLAB Version 4.2c.1. The initial signal vectors are randomly set to the vectors in and then are scaled and translated (if necessary) to satisfy energy constraints and the symmetric condition. In all simulations, we chose for . The detection probability of a signal set is obtained by Monte Carlo simulation in which the same samples are used as those used to obtain the signal set in a stochastic iterative algorithm. In all figures showing a signal set, signals are normalized by dividing by . 
1) The L1 Signal Set and the Influence of SNR on Signal Sets:
Steiner proved in [1, Theorem 5] that in the SSC condition at low SNR's the L1 signal set is uniquely optimal in the class of 1-D signal sets. Fig. 1 shows simulation results for 1-D signal sets of seven signals in the SSC condition. Algorithm 2 is used. The number of iterations is in obtaining one signal set. As shown in Fig. 1 , as the SNR approaches zero, the signal set in the simulation approaches the L1 signal set. This verifies Steiner's theorem. From Fig. 1 , one can observe how these signal sets change as SNR changes.
2) Discovery of the L2 Signal Set: Simulation results for two-, three-, and four-dimensional signal sets in the SSC condition are shown in Table I . Algorithm 2 is used. The number of iterations is for each test. The purpose of the simulation is to inspect the optimal signal sets at low SNR's in higher dimensional space. For interpretation of these results, we note that each signal set satisfies the symmetric condition (13) , which implies that the sum of the equally likely signal vectors is equal to zero. This means that if three of the signal vectors are nonzero and all others are zero, all the signal vectors necessarily lie in a 2-D hyperplane Table I , we can make the following observations. 1) When , at both high and low SNR's, Algorithm 2 converges to the regular simplex set that is proved to be optimal by Dunbridge [4] . The result is independent of dimension of signal space.
2) When at low SNR's, Algorithm 2 always converges to the L2 signal set, which resulted in the discovery of the L2 signal set. The structure of the L2 signal set is shown in Fig. 2 . Table II shows simulation results in the WSC condition. Algorithm 5 is used. In the table, is the total number of iterations and is the number of samples used in each iteration. For a given signal set of signals , the normalized signal covariance matrix is defined by . As is well known [10] , the normalized signal covariance matrix of a regular simplex has identical diagonal entries and off-diagonal entries . In Table II , is defined as relative difference of normalized signal covariance matrices between a signal set and the regular simplex For and simulations are done for . For simplicity, only those results for with each given are listed in Table II . In all simulation results including those that are not listed in the table, . Hence, in all simulations, Algorithm 5 converges to regular simplex sets. In summary, the simulation results verify Farber's work [6] that the weak simplex conjecture is true for . And furthermore, all the results for and suggest that the weak simplex conjecture is true, which has not been theoretically proved yet. in each operation to obtain one signal set. Fig. 4 shows simulation results for , , and under the equal energy constraint. Algorithm 5 is used. The total number of iterations is 25 000 in each operation and the number of samples used in each iteration is 100. In Figs. 3 and 4 , the signal sets are normalized such that 's have zero phase angle. From Figs. 3 and 4 we can see that the larger the a priori probability of a signal, the larger the decision region of it. As shown in Fig. 3 , under the average energy constraint, an unequally likely signal set has a structure completely different from that of an equally likely signal set.
3) Confirmation of the Weak Simplex Conjecture:
5) Verification of Dunbridge Theorem: Dunbridge proved in [4] that under the equal energy constraint, if a priori probabilities have ordering , the optimal signal structure at vanishingly small SNR is that in which form an -dimensional regular simplex. This theorem is verified in our simulation. Fig. 5 shows the simulation result in which . In Fig. 5 , the signal sets are normalized such that 's have the zero phase angle. As shown in the figure, when signals are equally likely, the signals are equally spaced, which is proved to be optimal in 2-D space [10] . With , , and , the signal set is that in which , , and form a 2-D regular simplex. As indicated by Dunbridge, the other signals of smaller a priori probabilities are not important and their positions can be arbitrary as the SNR is vanishingly small.
6) Example of Application to Practical Communication System Design:
As an example of application of the proposed algorithms to practical communication system design, we consider the scenario of satellite communications where SNR's are small [12] . The phase-shift keying (PSK) modulation schemes are usually considered. One of the schemes is -PSK, the set of eight 2-D signals equally spaced on a circle. In the WSC condition, -PSK set is proved to be optimal in 2-D space [10] , but is not necessarily optimal in the SSC condition. In this simulation, we intend to find better signal sets of eight signals in the SSC condition in 2-D space by using the proposed algorithms and comparing their error probabilities to that of the -PSK set. By using Algorithm 2, in the SSC condition with , two signal sets are found. One is the signal set. The other is called the signal set in this paper because of its constellation. The two signal sets are shown in Fig. 6 . In the operation, Algorithm 2 sometimes converged to the signal set and sometimes to the signal set. Although these two signal sets are found at , we compare their error probabilities with that of the -PSK set in the range that is common for satellite communications. The results are shown in Fig. 7 . The error probability of the -PSK set can be computed by using formula in [10] As we can see in Fig. 7 , the signal set has the smallest error probability in the computed range of SNR and the -PSK set has the largest error probability. Note that the error probability of a signal set is the average error probability over all eight signals. In many application cases, it is usually required that the largest error probability of a single signal in a signal set be smaller than a value. Since the signal set and the signal set are unequal-length sets, it is interesting to compare the largest and the smallest error probabilities of single signals among the three signal sets. We find [13] that the largest error probability of a signal in the signal set is always above the error probability of the -PSK set. This implies that a signal in the signal set has larger error probability than that of any signal in the -PSK set, though the average error probability of the signal set is lower than that of the -PSK set. However, for a large range of , the error probabilities of all signals in the signal set are all lower than those of the -PSK set. In summary, we can conclude that the signal set is the best signal set among the three sets. As we reach this conclusion, we do not take account of possible complexity of practical implementation of the zero energy signal in the signal set.
III. ON THE OPTIMALITY OF THE L2 SIGNAL SET
A. Mean Width of Polytope and Detection Probability of Signal Set at Low SNR's
The polytope of a set of -dimensional vectors is the convex hull (20) The mean width of the polytope is defined as (21) where is the surface of an -dimensional unit sphere, is a unit vector on , is a surface element on , and is the surface area of the -dimensional unit sphere. is the Gamma function.
Lemma 1: Consider a set of -dimensional vectors that generate a polytope . Among the vectors, are on the boundary of and are in the interior of . Then the mean width of depends only on and is given by with a set of a priori probabilities , the derivative of the detection probability with respect to as is (24) where is the mean width of the polytope generated by . If the signal set is equally likely (25)
Corollary 1: For the signal set with a priori probability , a necessary condition for optimality as is that the mean width of the polytope generated by be maximized. If the signal set is equally likely, it is necessary that the mean width of the polytope generated by be maximized.
Corollary 1 is applicable to average and equal energy constraints and applicable to any set of a priori probabilities. This extends the results in [3] and [4] for equally likely signal sets.
If following the theorem of real continuously differentiable function, there exists a neighborhood of such that
In the paper, the following statements are always equivalent without further referring to each other: 1) is better than at low SNR's, 2) there exists a neighborhood of such that and 3)
Since is proportional to the mean width of the polytope generated by , the properties of mean width can be used in the comparison.
Due to Theorem 1, if for , then
Theorem 1 also implies
This means that the detection probability at low SNR's is proportional to squared root of the SNR. However, this is not true when the SNR is higher. Under total energy constraint, one necessary condition for optimality is (13) . In terms of (20), the origin is necessarily in the interior of the polytope generated by . Hence, we have the following lemma.
Lemma 2: One of the necessary conditions for the optimal set of signal vectors with a priori probabilities is that the origin is in the interior of the polytope generated by . Lemma 3: The optimal set of signal vectors with a priori probabilities at low SNR's has signals such that is either on the boundary of the polytope generated by or at the origin. For equally likely signal sets, the statement is true by replacing with . 
Corollary 2:
The mean width of the polytope generated by the regular simplex of unit vectors is given by (26) where is the standard Gaussian random variable. We can prove the following theorem [13] . Theorem 2: Given a signal set and a set of a priori probabilities . Let denote the detection probability of the th signal. If is in the interior of the polytope generated by , then
B. The Class of Two-Dimensional Signal Sets
In this and the following sections, we assume that all discussed signal sets satisfy the SSC condition. In twodimensional space, a polytope is a polygon (see Fig. 8 ). The mean width of a polygon is (28) where is the radial distance at angle from the origin to the point where lines drawn perpendicular to the radial line first intersect the perimeter.
Theorem 3: Consider a set of signal vectors which generate a polygon such that the vectors are on the boundary of and the origin is in the interior of . Under the average energy constraint (7), the mean width of is maximized if and only if the signals are equally spaced on the circle of radius .
Lemma 4: The mean width of the polygon generated by the signal set is (29) and 1) for , ; 2) for , ; 3) for , . Let the detection probability of the signal set be denoted by .
Theorem 4:
For and (30) where , and 1) for , ; 2) for , ; 3) for To prove Theorem 4, in terms of (25) and (29) and by noticing and , we obtain (30). By means of Lemma 4, the order of 's is obtained.
Corollary 3: For , the L2 signal set is the unique optimal set in the class of signal sets . Corollary 3 immediately follows Theorem 4. Theorem 4 also means that the L2 signal set is better than the L1 signal set in the SSC condition at low SNR's. Let denote
The following corollary can be proved [13] .
Corollary 4: 1) For
2) If
The function for is depicted in Fig. 9 . Theorem 4 and Corollaries 3 and 4 can be interpreted from the figure.
Corollary 5: Signal set disproves the strong simplex conjecture for all . In fact, except for different dimension, the signal set and the L1 signal set have the same mean width of polytope. They both are unequal energy signal sets. So, the results in [1] created by the L1 signal set because of these characteristics can also be created by the signal set . Corollary 5 gives only one example.
Theorem 5: As , the L2 signal set is the unique optimal signal set in the class of two-dimensional signal sets in the SSC condition. 
C. The Class of Signal Sets
For the class of signal sets for and , some of them were already analyzed. The regular simplex of two antipodal signals is proved to be optimal for at all in both the SSC and WSC conditions. Dunbridge proved [4] that in the SSC condition is optimal as goes to zero. Steiner proved [1] that in the SSC condition the L1 signal set is better than the regular simplex set for all as goes to zero. In the preceding section, we have proved that the L2 signal set is a unique optimal set in the class of two-dimensional signal sets in the SSC condition at low SNR's. However, the general comparison in this class of signal sets is unknown. It is interesting to find the optimal set in this class of signal sets. In this section, we will give the general comparison of the detection probability in the class of signal sets for all and , prove that the L2 signal set is a unique optimal signal set in the class of signal sets for and , and generate several other results.
The normalized inner product matrix of the signal set is . The function for is depicted in Fig. 9 . In the evaluation of , MATLAB version 4.2c.1 is used. The function is evaluated by the embedded subroutine with . Each interval in the summation that approximates the integral in is sufficiently small and the total integration interval is large enough so that the total absolute error produced by the numerical evaluation of is smaller than . Fig. 9 shows that is monotonously decreasing for . Fig. 9 suggests Propositions 1 and 2 and Corollaries 7 [13] and 8 as follows. In what follows, it is strictly shown that the L2 signal set is the unique optimal signal set in the class of signal sets for and and that the strong simplex conjecture is false for . For and , we can obtain the closed form of evaluation of by noticing (A1): and . This results in the following closed form of evaluation of : 1) for the regular simplex set of two signals, ; 2) for the simplex set of three signals, ; 3) for the L1 signal set, for . This result is also given by Steiner [1] ; 4) for the L2 signal set, . Now, we present another main result in this section.
Theorem 7: For , there exist neighborhoods , , of , such that is strictly greater than and grater than for all Corollary 8: For , the L2 signal set is the unique optimal signal set in the class of signal sets for all Corollary 8 immediately follows Theorem 7. Note that when , is the regular simplex set. Hence, now we have the following result.
Proposition 3: The strong simplex conjecture is false for
The strong simplex conjecture is disproved by the L1 signal set for all as shown in [1] . Corollary 8 means that the L2 signal set disproves the strong simplex conjecture for all . Proposition 3 updates the strong simplex conjecture to such a situation: the strong simplex conjecture is true for , true for at low SNR's [4] , and false for all . By using the same method as in [1] for , Corollaries 9 and 10, that follow, can be proved [13] , extending Steiner's results created by the L1 signal set for all to all . Corollary 9: For any fixed and there is no signal set which is optimal at all SNR's.
Corollary 10: For and under the average energy constraint, the optimal solution as is not an equal energy solution.
According to Fig. 9 , where the equality holds if and only if and . In terms of (30) and (33), we obtain the following result.
Proposition 4: For and where the equality holds if and only if and Finally, we present the following results [13] . Proposition 5: For , there exists an integer such that for all Corollary 11: For , there exists an integer such that all the signal sets for disprove the strong simplex conjecture.
Corollaries 7 and 11 show that there are many signal sets which can disprove the strong simplex conjecture for .
IV. CONCLUSION
In this paper, we propose four practically useful stochastic iterative algorithms for signal set design. The algorithms are suitable for operation in various conditions on the dimension of signal space, number of signals, a priori probabilities, SNR, and energy constraint. Simulation results reveal the optimality of the L2 signal set which results in the discovery of the L2 signal set, and verify the optimality of the L1 signal set, the weak simplex conjecture, and two Dunbridge's theorems. The influence of a priori probabilities and SNR's on signal sets is also observed by simulation. An example of application of the proposed algorithms in practical communication system design is demonstrated. All these simulation results show that the proposed algorithms are promising as a constructive approach to signal set design.
Based on the analysis of the mean width of the polytope generated by a signal set, the class of two-dimensional signal sets and the class of signal sets are analyzed in the SSC condition at low SNR's. We give the order of the detection probabilities of the class of signal sets and therefore prove that the L2 signal set is the unique optimal signal set in the class of two-dimensional signal sets for all
. We also present the order of detection probabilities of the signal sets for and . This leads to the conclusion that all signal sets for and disprove the strong simplex conjecture, and (the L1 signal set), if , also disproves the strong simplex conjecture. We also prove that the L2 signal set is a unique optimal signal set in the class of signal sets for all and . These results also lead to extension of several Steiner's results for all to all . The disproof of the strong simplex conjecture for updates the strong simplex conjecture in the situation that the strong simplex conjecture is true for , true for at low SNR's, and false for all . We find that for , there are many signal sets for some integer that also disprove the strong simplex conjecture.
Simulation results show that if the number of samples used in one step is large, the batch algorithms may converge to local maxima. Nevertheless, the sequential algorithms always converge to global maxima. The proposed algorithms are sensitive at low SNR's. The convergent performance of the algorithms at high SNR's needs to be improved. Theoretical analysis of dynamic behavior of the proposed algorithms needs to be done in a more general condition under the two energy constraints. The continuous-time version of the stochastic dynamic system driven by white Gaussian process can be obtained in the same way as we derive the discretetime version of the algorithms. We hope that by implementing the continuous-time version of the stochastic dynamic system with hardware, better signal sets can be more efficiently and more accurately found.
Since simulation results show that in the SSC condition at low SNR's the L2 signal set is the only signal set to which the proposed algorithms converge, and the L2 signal set is proved to be a unique optimal signal set in a large class of signal sets, we conjecture that the L2 signal set is the unique and globally optimal signal set without dimensional limitation at low SNR's. In order to prove this, based on what is proved in this paper, it is sufficient to prove that in the class of signal sets in which all signals of a set are located at the boundary of the polytope generated by the signal set, an unequal energy set is not better than an equal energy set (this is proved true in 2-D case in the paper).
Optimal design under a noncoherent assumption remains unsolved. Optimal signal set design for other kinds of noise channels are more difficult to analyze than Gaussian channels. Properly establishing some stochastic iterative algorithms for noncoherent channels and other type of channels is an interesting problem. 
APPENDIX
Proof of Lemma 1
Proof of Theorem 1
Take the derivative on (23) with respect to and take the limit which yields (24) in terms of (21) and the definition of the Gamma function [11] . Let , we obtain (25). Q.E.D.
Proof of Corollary 1
Since for any signal set of signals the detection probability as is equal to and is a continuously differentiable increasing function of , by means of the theorem of real continuously differentiable functions, the optimality requires that be maximized, which according to Theorem 1 requires that the mean width of the polytope generated by , or by if it is equally likely, be maximized.
Q.E.D.
Proof of Lemma 3
Assume that signal set has on the boundary of the polytope generated by , and in the interior of but not at the origin. Lemma 2 shows that the origin is necessarily in the interior of . Due to Lemma 1, depends only on the signal vectors and its mean width is Now, we produce a new signal set by taking for and for , where
The two sets have the same total energy. However, the mean width of the polytope generated by is
Hence, due to Corollary 1, an optimal solution must have the signals such that is either on the boundary of the polytope generated by or at the origin.
Proof of Corollary 2
Consider the regular simplex formed by where 's are unit vectors. Its detection probability is [10, p. 162] Taking a derivative with respect to and letting , we obtain (A1) By means of Theorem 1 and noticing , we obtain (26).
Proof of Theorem 3
As shown in Fig. 8 
Proof of Lemma 4
Since the zero signals of are in the interior of the polygon generated by , due to Lemma 1, the mean width of depends only on the nonzero signal vectors. In terms of Theorem 3, after replacing in (A8) by and by for equality case, the mean width of is obtained and is given by (29). Now we need to prove that 's have the order given in the lemma. This is equivalent to showing that the real function has the order of values for integers in the form:
. 
Proof of Corollary 5
According to Theorem 4, the signal set and (the L1 signal set) have the same derivative of detection probability with respect to as , . Since Steiner [1] proved that for all , where denotes the derivative of detection probability of the regular simplex as , thus disproving the strong simplex conjecture, the signal set also disproves the strong simplex conjecture for all . Q.E.D.
Proof of Theorem 5
According to Corollary 1, a necessary condition for optimality at low SNR's is that the mean width of the polytope be maximized. Since the probability of correct detection is an increasing function of , the solution will lie on the boundary where (7) is satisfied. Meanwhile, in terms of Lemma 3, an optimal solution must have signals either on the boundary of the polytope generated by the signal set or else at the origin which is necessarily in the interior of the polytope due to Lemma 2. If all signal vectors are located on the boundary of the polygon, Theorem 3 shows that the optimal solution is that in which all signals are equally spaced on the circle of radius . This signal set is included in the class of signal sets as . If the signal set has signal vectors on the boundary of the polygon, and at the origin, we only need to consider the optimal placement of . By applying Theorem 3 to , the optimal arrangement must be that in which are equally spaced on the circle of radius . This signal set also belongs to the class of signal sets as . Hence, the optimal signal set that we are seeking must be in the class of signal sets . Corollary 3 shows that the L2 signal set is the unique optimal signal set in the class of signal sets . Therefore, the L2 signal set is the unique optimal signal set in the class of two-dimensional signal sets in the SSC condition at low SNR.s.
Proof of Lemma 5
By paying attention to (25) and Lemma 1, we obtain Q.E.D.
Proof of Theorem 7
According to Theorem 6, it is equivalent to show that and for . Note that is equal to which is defined in [1] 
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