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COHOMOLOGY OF THE HILBERT SCHEME OF POINTS ON A SURFACE WITH
VALUES IN REPRESENTATIONS OF TAUTOLOGICAL BUNDLES
LUCA SCALA
Abstract. Let X a smooth quasi-projective algebraic surface, L a line bundle on X. Let X[n] the
Hilbert scheme of n points on X and L[n] the tautological bundle on X[n] naturally associated to
the line bundle L on X. We explicitely compute the image Φ(L[n]) of the tautological bundle L[n]
for the Bridgeland-King-Reid equivalence Φ : Db(X[n])→ Db
Sn
(Xn) in terms of a complex C•
L
of Sn-
equivariant sheaves inDb
Sn
(Xn). We give, moreover, a characterization of the image Φ(L[n]⊗· · ·⊗L[n])
in terms of of the hyperderived spectral sequence Ep,q1 associated to the derived k-fold tensor power
of the complex C•
L
. The study of the Sn-invariants of this spectral sequence allows to get the derived
direct images of the double tensor power and of the general k-fold exterior power of the tautological
bundle for the Hilbert-Chow morphism, providing Danila-Brion-type formulas in these two cases. This
yields easily the computation of the cohomology of X[n] with values in L[n] ⊗ L[n] and ΛkL[n].
Introduction
The aim of this article is the study of tautological bundles and their tensor powers on Hilbert schemes
X [n] of n points over a smooth quasi-projective algebraic surface X , with a particular interest in their
cohomology. A tautological bundle L[n] is a rank n vector bundle on the Hilbert scheme X [n] built
in a natural way starting from a line bundle L on the surface X ; it arises as the image of L for the
Fourier-Mukai functor ΦΞ
X→X[n]
: Db(X) ✲ Db(X [n]) with kernel the universal family Ξ ⊆ X [n] ×X
of the Hilbert scheme.
Tautological bundles have turned out being of fundamental importance for the investigation of the
topology of the Hilbert scheme X [n], in particular for the study of its Chern classes and its cohomology
ring, as shown in [26], [15]. Moreover the cohomology of the Hilbert scheme P[n]2 with values in symmetric
powers of tautological bundles is closely related to Le Potier’s Strange Duality conjecture on the projective
plane, as shown in [7], [8], [10], [33].
Here we present a point of view inspired to the derived McKay correspondence and strongly influenced
by the fundamental works of Bridgeland-King-Reid [3] and Haiman [19], [20]. By Haiman’s results [19],
the Hilbert scheme X [n] of n points on a surface can be identified with the Hilbert scheme HilbSn(Xn)
of Sn-orbits on X
n, in the sense of Nakamura [23], [22], [29]. For the action of a finite group G on a
smooth quasi-projective algebraic variety M , the deep work by Bridgeland, King and Reid shows that
the Nakamura G-Hilbert scheme HilbG(M) is the right scheme to consider in order to formulate and
prove the derived McKay correspondence: under some hypothesis, the scheme HilbG(M) turns out to
be smooth and to provide a crepant resolution of the quotient M/G; furthermore, the Fourier-Mukai
functor
ΦZHilbG(M)→M : D
b(HilbG(M)) ✲ DbG(M)
between the bounded derived category of coherent sheaves on HilbG(M) and the bounded derived cat-
egory of G-equivariant coherent sheaves on M , with kernel the universal family Z ⊆ HilbG(M)×M , is
an equivalence. Haiman proved that the Bridgeland-King-Reid theorem can be applied in the case of
the Hilbert scheme of points X [n]; consequently we get a Fourier-Mukai equivalence:
Φ := ΦB
n
X[n]→Xn = Rp∗ ◦ q
∗ : Db(X [n]) ✲ DbSn(X
n) ,
2000 Mathematics Subject Classification. Primary 14C05, 14F05; Secondary 18E30, 20C30.
1
TAUTOLOGICAL BUNDLES ON HILBERT SCHEMES OF POINTS 2
where the universal family Z above is identified here with Haiman’s isospectral Hilbert scheme Bn and
where p and q denote the projections from Bn to Xn and X [n], respectively.
It is natural to expect that the Fourier-Mukai equivalence Φ is bound to give new insights on the
Hilbert scheme X [n], by translating any object in Db(X [n]) – and therefore any coherent sheaf on X [n] –
in an object of DbSn(X
n), that is, a hopefully simpler object in Db(Xn) together with an additional
combinatorial structure, given by the action of the symmetric group Sn. After the results by Bridgeland,
King, Reid and Haiman, it is then natural, in order to understand objects on the Hilbert scheme X [n],
to compute their image by the Fourier-Mukai transform Φ.
This is what we planned to perform for a tautological bundle L[n] and its tensor powers L[n] ⊗ · · · ⊗ L[n].
The image Φ(L[n] ⊗ · · · ⊗ L[n]) of the general k-fold tensor power of a tautological bundle for the
Bridgeland-King-Reid transform can be expressed, making fundamental use of Haiman’s difficult vanish-
ing theorem [20], in terms of a Fourier-Mukai functorDb(Xk) ✲ Db(Xn) whose kernel is the structural
sheaf of the polygraph D(n, k) ⊆ Xn ×Xk. For k = 1 the existence of a nice Sn-equivariant resolution
of the structural sheaf of D(n, 1) allows us to obtain an explicit expression for the image Φ(L[n]) of L[n]
for the Bridgeland-King-Reid transform; more precisely we defined an explicit Cˇech-type Sn-equivariant
complex C•L ∈ D
b
Sn
(Xn) in terms of the partial diagonals ∆I of X
n:
CpL := ⊕|I|=p+1LI (∂
p
Lx)J =
∑
i∈J
εi,JxJ\{i}
∣∣
∆J
where ∅ 6= I, J ⊆ {1, . . . , n} are multi-indexes, LI denotes the pull-back of L for the projection ∆I ≃
∆ × X I¯ ✲ ∆ ≃ X , x denotes a local section of CpL and εi,J is an adequate sign. One of the main
result of this article is the proof that the image Φ(L[n]) is quasi-isomorphic to the complex C•L:
(A) Φ(L[n]) ≃ C•L .
By takingSn-invariants in (A), there follows immediately the Brion-Danila formula for the derived direct
images of the tautological bundle for the Hilbert-Chow morphism (see [9, proposition 6.1]).
For the k-fold tensor power of L[n] we succeed as well in characterizing the image Φ(L[n]⊗· · ·⊗L[n]) of
the Bridgeland-King-Reid transform, but the information we get becomes less clear and combinatorially
more and more involved as k grows up, reflecting the more and more complicated combinatorial structure
of the polygraph D(n, k) and of its structural sheaf for high k. We start from the comparison of the
image Φ(L[n] ⊗ · · · ⊗ L[n]) with the derived tensor product C•L ⊗
L · · · ⊗L C•L via a natural morphism α
in DbSn(X
n):
(B) α : C•L ⊗
L · · · ⊗L C•L ✲ Φ(L
[n] ⊗ · · · ⊗ L[n]) .
A direct consequence of Haiman’s vanishing theorem is that the mapping cone of the morphism α is
acyclic in degree > 0, which means that Φ(L[n]⊗ · · ·⊗L[n]) is concentrated in degree 0, or, equivalently,
that Hi(Φ(L[n]⊗· · ·⊗L[n])) = Rip∗q
∗(L[n]⊗· · ·⊗L[n]) = 0 for all i > 0. In degree 0 we get a surjection:
p∗q
∗(L[n])⊗ · · · ⊗ p∗q
∗(L[n]) ✲✲ p∗q
∗(L[n] ⊗ . . .⊗ L[n]) ;
since the sheaf p∗q
∗(L[n] ⊗ . . . ⊗ L[n]) is torsion free, the kernel of the previous epimorphism turns out
to be the torsion subsheaf. Consequently we obtain that the sheaf p∗q
∗(L[n] ⊗ . . .⊗ L[n]) is isomorphic
to the term E0,0∞ of the Sn-equivariant hyperderived spectral sequence
Ep,q1 =
⊕
i1+···+ik=p
Tor−q(C
i1
L , . . . , C
ik
L )
associated to the derived tensor product C•L ⊗
L · · · ⊗L C•L and abutting to Tor−p−q(C
•
L, . . . , C
•
L): this is
the second main result of this article. Even though this characterization yields a theoretical answer to
the problem, we face remarkable combinatorial difficulties when working out explicitely the term E0,0∞ .
The first idea in order to extract effective information from the Sn-equivariant spectral sequence
Ep,q1 is to take invariants for the Sn-action: we obtain in this way a far simpler spectral sequence of
invariants Ep,q1 on S
nX , whose term E0,0∞ can be identified with the direct image µ∗(L
[n] ⊗ · · · ⊗ L[n])
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of the k-fold tensor power of tautological bundles for the Hilbert-Chow morphism µ : X [n] ✲ SnX .
This sequence provides useful information at least for the case k = 2, since it degenerates at level E2, as
shown in [31], [32].
Here we simplify the argument looking at the restriction j∗Ep,q1 of E
p,q
1 to the big open set S
n
∗∗X , given
by 0-cycles having at most a multiple point of multiplicity 2. For k = 2 the spectral sequence j∗Ep,q1
becomes drastically simpler and degenerates at level j∗E2, yielding the formula: j∗Rµ∗(L[n] ⊗ L[n]) ≃
(j∗C•L⊗ j
∗C•L)
Sn on Sn∗∗X . A local cohomology argument for the complementary of S
n
∗∗X in S
nX allows
us to extend it to all the symmetric variety, thus providing the Brion-Danila-type formula:
(C) Rµ∗(L
[n] ⊗ L[n]) ≃ 0 ✲ (C0L ⊗ C
0
L)
Sn
(∂0L⊗id)
Sn
✲✲ (C1L ⊗ C
0
L)
Sn ✲ 0 .
For higher k difficulties appear since nor Ep,q1 nor its restriction j
∗Ep,q1 degenerates at level E2.
The next step is to consider the k-fold tensor power L[n] ⊗ · · · ⊗ L[n] as a Sk-equivariant sheaf on
X [n]: the group Sk here permutes the factors of the tensor product. This permutative Sk-action can
be extended to the k-fold derived tensor product C•L ⊗
L · · · ⊗L C•L in such a way that the morphism α
above (B) is Sk-equivariant: the spectral sequence E
p,q
1 above inherits the Sk-action and is therefore
Sn × Sk-equivariant. If λ is a partition of k, we can then characterize the image Φ(S
λL[n]) of any
Schur functor SλL[n] of L[n] for the transform Φ as the Sk-invariants (E
0,0
∞ ⊗ Vλ)
Sk , where Vλ is
the irreducible representation of Sk indexed by the partition λ. Taking furthermore invariants by the
geometric symmetric group Sn yields a characterization of the direct image µ∗(S
λL[n]) of the Schur
functor SλL[n] for the Hilbert-Chow morphism as the Sn ×Sk-invariants:
µ∗(S
λL[n]) ≃ (E0,0∞ ⊗ Vλ)
Sn×Sk ≃ (E0,0∞ ⊗ Vλ)
Sk .
We study in detail the case of the simpler Schur functor, that is, the k-fold exterior power ΛkL[n]; in this
case we take λ = λε := (1, . . . , 1), so that Vλ = εk is the alternant representation of the symmetric group
Sk. Restricting everything to the open set S
n
∗∗X the spectral sequence (j
∗Ep,q1 ⊗εk)
Sk becomes treatable
and it is easy to show that it degenerates at level E2. The degeneration yields on Sn∗∗X the Brion-Danila
type formula: j∗Rµ∗(Λ
kL[n]) ≃ j∗(ΛkC•L)
Sn . Since the complex j∗(ΛkC•L)
Sn is quasi-isomorphic to the
sheaf j∗(ΛkC0L)
Sn and since ΛkL[n] and ΛkC0L are locally free, a local cohomology argument allows to get
an answer on all the symmetric variety SnX : we prove that
(D) Rµ∗(Λ
kL[n]) ≃ (ΛkC0L)
Sn .
We finally give an immediate application of the results obtained so far to the computation of the coho-
mology of the Hilbert scheme with values in the double tensor power and the general k-fold exterior power
of tautological bundles. Making use of (C), we get the following explicit formula forH∗(X [n], L[n] ⊗ L[n]):
H∗(X [n], L[n] ⊗ L[n]) ≃ H∗(L)⊗
2
⊗ Sn−2H∗(OX)
⊕
H∗(L⊗
2
)⊗ J
where J is the ideal of classes in Sn−1H∗(OX) vanishing on the scheme y + Sn−2X , for a fixed point
y ∈ X . The formula gives an isomorphism of Z-graded modules and of S2-representations. Taking
invariants and anti-invariants for the S2-action, we get analogous formulas for the double symmetric
and exterior power, generalizing known formulas [11, theorems 1.1–1.4] for all n. More generally, let
A be a second line bundle on X and consider the determinant line bundle DA := µ∗(A⊠
n
/Sn) on the
Hilbert scheme X [n]. As a consequence of (C), we establish a long exact cohomology sequence for the
cohomology of L[n] ⊗L[n] twisted by the determinant DA, generalizing [11, theorems 1.6 – 1.8] for all n:
· · · ✲ H∗(X [n], L[n] ⊗ L[n] ⊗DA) ✲
H∗(L⊗
2
⊗A)⊗ Sn−1H∗(A)⊕
H∗(L⊗A)⊗
2
⊗ Sn−2H∗(A)
✲
✲ H∗(L⊗
2
⊗A⊗
2
)⊗ Sn−2H∗(A) ✲ H∗+1(X [n], L[n] ⊗ L[n] ⊗DA) ✲ · · · .
Finally, formula (D) implies immediately the isomorphism of Z-graded modules, for all 0 ≤ k ≤ n:
H∗(X [n],ΛkL[n] ⊗DA) ≃ Λ
kH∗(L⊗A)⊗ Sn−kH∗(A) .
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It can be thought as a generalization of results [9] for all k.
The article is organized as follows. After recalling some preliminary results in section 1, in section 2
we prove the quasi-isomorphism (A) : Φ(L[n]) ≃ C•L and we characterize the image Φ(L
[n]⊗· · ·⊗L[n]) in
terms of the hyperderived spectral sequence associated to the derived tensor product C•L⊗
L⊗ · · ·⊗L C•L.
Taking invariants, in sections 3 and 4 we get Brion-Danila’s formulas (C) and (D) for Rµ∗(L
[n] ⊗ L[n])
and Rµ∗(Λ
kL[n]), respectively. In section 5 we apply these results to the explicit computation of the
cohomology of X [n] with values in L[n] ⊗ L[n] and ΛkL[n]. In order not to break the main line of the
argument, we isolated in the appendixes some independent results and some technical propositions which
are used throughout the main text.
Acknowledgements. Most of the results presented here were obtained during my Ph.D. thesis [31]
at University Paris 7, under the direction of Prof. Joseph Le Potier, to whom I am deeply indebted: I
will never forget his unvaluable help, his force, encouragement and generosity, his beautiful ideas, his
way of doing Mathematics.
This work was completed during my stay at Max-Planck Institut fu¨r Mathematik in Bonn; I thank
all the staff for the excellent working conditions.
1. Preliminary material
We will always work with varieties and schemes over C. Unless otherwise explicitely indicated, by
point we will always mean a closed point.
1.1. Hilbert schemes of points on a surface. Let X be a smooth quasi-projective complex algebraic
surface. Let n ∈ N∗. We will denote with SnX the n-fold symmetric product of X , that is, the quotient
Xn/Sn of X
n by the symmetric group Sn. The symmetric product S
nX is normal and Gorenstein, and,
since it is a quotient of a smooth variety by a finite group, it has only rational singularities (see [4], [2]).
We will indicate with X [n] the Hilbert scheme of zero dimensional closed subschemes of X of length
n, or, more briefly, the Hilbert scheme of n points on X . It is well known that X [n] is smooth and that
the Hilbert-Chow morphism
µ : X [n] ✲ SnX
ξ ✲
∑
x∈X
(lgxξ)x
provides a crepant, semismall resolution of singularities for SnX . We indicate with Ξ ⊂ X [n] × X the
universal family and with pX[n] and pX the projections from X
[n] ×X onto X [n] and X , respectively.
1.2. The G-Hilbert scheme. We will briefly describe the G-Hilbert scheme as explained in Reid [30]
and Nakamura [29]. See also [23], [22] and [6]. Let G be a finite group and M a smooth quasi-projective
variety on which the group G acts.
Definition 1.2.1. The G-Hilbert scheme GHilb(M) of G-clusters on M is the scheme representing the
functor:
GHilb(M) : Sch/C ✲ Sets
associating to a scheme S the set
GHilb(M)(S) := {Z ⊂ S ×M,Z closed G-invariant subscheme,
flat and finite over S such that H0(OZs) ≃ C[G] for all s ∈ S} .
The closed points of GHilb(M) parametrize G-clusters, or, in other words, G-invariant subschemes of
M of length |G| such thatH0(OZ) ≃ C[G]. We have aG-Hilbert-Chow morphism: GHilb(M)
τ
✲ M/G;
τ is projective and surjective, birational on the irreducible component containing the free orbits. The
G-Hilbert scheme GHilb(M) just defined is generally very bad: it is not irreducible, not equidimensional
or even connected. In order to avoid such problems and to have a good candidate for a crepant resolution
of M/G, define the Nakamura G-Hilbert scheme HilbG(M) as the irreducible component of GHilb(M)
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containing free orbits. The Nakamura G-Hilbert scheme is a fine moduli space for G-clusters, with
universal family Z the restriction of the universal family of GHilb(M) to HilbG(M). The G-Hilbert-
Chow morphism τ : HilbG(M) ✲ M/G is now birational and surjective. The Nakamura G-Hilbert
scheme HilbG(M) was built by Ito and Nakamura in [23] and [22].
1.3. The BKR theorem. Let M be a smooth quasi-projective variety and G a finite group acting on
M with the property that the canonical line bundle ωM is locally trivial as a G-sheaf. This is equivalent
to the fact that the stabilizer Gx of a point x ∈M acts on TxM as a subgroup of SL(TxM), or to the fact
that the quotient M/G is Gorenstein. Denote with Y the Nakamura G-Hilbert scheme Y = HilbG(M).
Consider the universal family Z ⊆ Y ×M . In the diagram:
Z
p
✲ M
Y
q
❄ µ
✲ M/G
pi
❄
pi and q are finite of degree |G|, q is flat, and p and µ are birational. The structural sheaf OZ can be
seen as as a {1}×G-equivariant sheaf on Y ×M . Therefore we can define an equivariant Fourier-Mukai
functor:
ΦOZY→M : Rp∗ ◦ q
∗ : Db(Y ) ✲ DbG(M) .
The main result proved by Bridgeland, King and Reid in [3] is the following theorem.
Theorem 1.3.1. Let M be a smooth quasi-projective variety of dimension n, G a finite subgroup of
Aut(M) such that the canonical line bundle ωM is locally trivial as a G-sheaf. Let Y = Hilb
G(M) and
Z ⊆ Y ×M the universal closed subscheme. Suppose that dimY ×M/G Y ≤ n+ 1 . Then Y is a crepant
resolution of M/G and the Fourier-Mukai functor
ΦOZY→M : D
b(Y ) ✲ DbG(M)
is an equivalence of categories.
1.4. Isospectral Hilbert schemes and polygraphs. We will now present the construction of the
isospectral Hilbert scheme, as defined by Haiman [19], and a brief description of its properties. Haiman
proves everything for the affine plane A2C, but all works for a general smooth quasi-projective surface;
we sketch here how to extend some of his proofs.
Definition 1.4.1. The isospectral Hilbert scheme Bn is the reduced fibered product:
Bn
p
✲ Xn
X [n]
q
❄
µ
✲ SnX
pi
❄
(1.1)
that is Bn :=
(
X [n] ×SnX Xn
)
red
.
Remark 1.4.2. In the definition above it is necessary to take the reduced scheme underlying the fiber
product, since the fiber product X [n] ×SnX Xn is never reduced, if n ≥ 2.
The following simple lemma allows to extend several of Haiman’s results to an arbitrary smooth
quasi-projective surface.
Lemma 1.4.3. Let X be a quasi-projective variety. Then each point in Xn has an affine open neigh-
bourhood of the form Un, where U is an affine open set in X.
TAUTOLOGICAL BUNDLES ON HILBERT SCHEMES OF POINTS 6
Proof. It suffices to prove that given a quasi-projective variety X and n points x1, . . . , xn, there exists
an affine open set U such that all xi ∈ U . To prove this, embed X in a projective space PN and take its
projective closure Y = X¯ . Then Z = Y \X is a closed subset of the projective variety Y . For large l,
there exists sections si ∈ H0(Y, IZ(l)) ⊆ H0(Y,OY (l)), vanishing on Z but nonzero on xi. If l is large,
the subspace Hi ⊆ H0(Y, IZ(l)) consisting of sections of IZ(l) vanishing on xi form a hyperplane in
H0(Y, IZ(l)) for all i. Consider now a section u ∈ H0(Y, IZ(l)) \ ∪ni=1Hi. The affine open set U defined
by u 6= 0 in Y is contained in X and contains all the points xi. 
The isospectral Hilbert scheme has the following fundamental properties.
Theorem 1.4.4. The isospectral Hilbert scheme Bn is irreducible of dimension 2n, normal, Cohen-
Macauley and Gorenstein. Moreover it can be identified with the blow up of Xn along the scheme-theoretic
union of all its pairwise diagonals.
Proof. The irreducibility follows in all generality, exactly as in the case of the affine plane, from the
product structure for the isospectral Hilbert scheme (see [19, lemma 3.3.1, proposition 3.3.2]), which
holds true for an arbitrary smooth quasi-projective surface. The other properties are proved by Haiman
in the case of the affine plane [19]. For a smooth affine surface the proof goes exactly as in the case
of A2C. Passing to a smooth quasi-projective surface X is now simple, owing to the preceding lemma.
Consider the projection p : Bn ✲ Xn, Q a point on Bn and its image P = p(Q) ∈ Xn for the map p.
Let Un be the affine open set containing P , found in lemma 1.4.3. The isospectral Hilbert scheme BnU
associated to the affine surface U is now the blow-up BnU
✲ Un of the scheme-theoretic union of the
pairwise diagonals in Un. Now the scheme BnU has the wanted properties and can be identified with the
open set p−1(Un), the inverse image of Un for the projection p. Since the statement is local on Bn and
on Xn, we are done. 
Remark 1.4.5. Let f : X ✲ Y be a finite and surjective morphism of schemes. If X is Cohen-
Macauley and Y is smooth, then f is flat [14, exercise 18.17]. On the other hand if f is flat and Y
is Cohen-Macauley Y , then X is Cohen-Macauley. In this case X is Gorenstein if and only if f has
Gorenstein fibers [1, chapter 10, n.7, §2, §3].
Remark 1.4.6. The previous remark applies to the isospectral Hilbert scheme Bn, since by theorem
1.4.4 it is Cohen-Macauley and q : Bn ✲ X [n] is finite and surjective with X [n] smooth. Hence the
Cohen-Macauley property of Bn is equivalent to the flatness of the morphism q. Therefore in the diagram
(1.1) q is flat of degree n!, even if pi is not.
Remark 1.4.7. The subscheme Z ⊆ Bn × X , defined as the pull-back (q × id)−1(Ξ), where Ξ is the
universal family over X [n], is called the universal subscheme for the isospectral Hilbert scheme. Since Ξ
is flat and finite over X [n], Z is flat and finite over Bn, hence Cohen-Macauley. It is reduced, because
generically reduced. By definition, the scheme Z is isomorphic to the fibered product Z ≃ Bn ×X[n] Ξ
of Bn and Ξ over the Hilbert scheme X [n]. While Ξ is irreducible, Z has n irreducible components
Zi = (p× id)
−1(Di) ,
where Di is the diagonal
Di = ∆i,n+1 ⊆ X
n ×X .
It is clear that Zi ≃ B
n, hence Zi are normal, Cohen-Macauley and Gorenstein.
1.5. The Hilbert scheme X [n] as the HilbSn(Xn) scheme. We will now explain briefly why the
scheme HilbSn(Xn) can be identified with the Hilbert scheme X [n] of n points on X and why the action
of the symmetric group Sn on the product X
n of a smooth quasi-projective surface X satisfies the
hypothesis of the BKR theorem 1.3.1. See [19] and [18].
The key point for the comparison between X [n] and HilbSn(Xn) is the Cohen-Macauley property
of Bn, or, equivalently, the flatness of the morphism q : Bn ✲ Xn. Since Bn inherits from Xn a
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Sn-action
1, the direct image q∗OBn is a rank n! locally free Sn-equivariant sheaf of algebras over X [n]:
the Sn-action induces locally a morphism: OX[n] [Sn] ✲ q∗OBn , which is easily an isomorphism, since
it is such generically. As a consequence, X [n] can be viewed as the quotient of Bn by the Sn-action.
Moreover, for every closed subscheme ξ ∈ X [n], the fiber Bnξ is aSn-invariant subscheme of X
n, such that
H0(OBn
ξ
) ≃ C[Sn]. Hence, Bn is a flat family of Sn-clusters on Xn. By the universal property of the
Sn-Hilbert scheme SnHilb(X
n), and since X [n] is irreducible, the family Bn gives rise to a morphism:
φ : X [n] ✲ HilbSn(Xn) .
Haiman proves in [19] that φ is an isomorphism, by explicitly exhibiting an inverse. The proof needs by
no means the fact that X is isomorphic to A2C or that X is affine, and it can be carried on in exactly the
same way for any smooth quasi-projective surface; hence:
Theorem 1.5.1. The Hilbert scheme of n points on a smooth quasi-projective surface X is isomorphic,
over the symmetric variety SnX, to the scheme HilbSn(Xn).
At this point, to prove that the Sn-action on X
n satisfies the hypothesis of theorem 1.3.1 we have to
prove that ωXn is locally trivial as Sn-sheaf — which is equivalent to the fact that S
nX is Gorenstein —
and the smallness condition dim(X [n] ×SnX X [n]) ≤ 2n+ 1 ; but this is a direct consequence of the fact
that the Hilbert-Chow morphism: µ : X [n] ✲ SnX is a semismall resolution [12, proposition 2.11].
As a consequence, we get the following remarkable particular case of theorem 1.3.1:
Theorem 1.5.2 (Haiman). Let X be a smooth quasi-projective surface, X [n] the Hilbert scheme of n-
points on X, Bn the isospectral Hilbert scheme. Let q : Bn ✲ X [n] and p : Bn ✲ Xn be the
projections on the Hilbert scheme and on the product variety, respectively. The Fourier-Mukai functor:
(1.2) Φ = Rp∗ ◦ q
∗ : Db(X [n]) ✲ DbSn(X
n)
is an equivalence.
1.6. Polygraphs.
Definition 1.6.1. Let X be a smooth quasi-projective variety. Let D ⊆ Xn×X be the scheme-theoretic
union of pairwise diagonals Di = ∪ni=1∆i,n+1. The polygraph D(n, k) ⊆ X
n ×Xk is the reduced k-fold
fiber product
D(n, k) :=
D ×Xn · · · ×Xn D︸ ︷︷ ︸
k-times

red
.
The polygraph D(n, k) is finite over Xn, but not flat. Its generic degree over Xn is nk. The term
polygraph is explained by the following characterization. Let f : {1, . . . , k} ✲ {1, . . . , n} be a map. Let
Ef ⊆ Xn×Xk be the graph of the morphism Xn ✲ Xk, sending (x1, . . . , xn) ✲ (xf(1), . . . , xf(k)).
Then the scheme D(n, k) is exactly the scheme-theoretic union D(n, k) = ∪fEf , where the union runs
over all maps f : {1, . . . , k} ✲ {1, . . . , n}.
We now take the k-fold fibered products of Ξ and Z (over X [n] and Bn, respectively) and we compare
them to the polygraph D(n, k). Let us denote with Ξ(n, k) the k-fold fibered product:
Ξ(n, k) := Ξ×X[n] . . .×X[n] Ξ︸ ︷︷ ︸
k-times
.
The scheme Ξ(n, k) is flat and finite over X [n] of degree nk and hence Cohen-Macauley. By analogy with
the previous definitions we set:
Z(n, k) := Z ×Bn · · · ×Bn Z︸ ︷︷ ︸
k-times
.
1because Bn is the blow-up of Xn along a Sn-invariant subscheme, or directly from the definition
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The scheme Z(n, k) is flat and finite over Bn of degree nk: this implies that it is Cohen-Macauley and
hence reduced, since generically reduced. Since Z is isomorphic to the fiber product of Ξ and Bn over
the Hilbert scheme (see remark 1.4.7), it is immediate to see that:
(1.3) Z(n, k) = Ξ(n, k)×X[n] B
n ,
or, equivalently, that it is isomorphic to the pull back: Z(n, k) = (q×id)−1(Ξ(n, k)), where (q×id) : Bn×
Xk ✲ X [n]×Xk. We come now to the fundamental Haiman’s vanishing theorem [20, proposition 5.1].
In [31] we gave an independent proof for the case k = 1.
Theorem 1.6.2 (Haiman). Consider the map:
f := p× id : Bn ×Xk ✲ Xn ×Xk .
Then the derived direct image Rf∗OZ(n,k) of the structural sheaf of Z(n, k) is the structural sheaf of the
polygraph D(n, k):
Rf∗OZ(n,k) ≃ OD(n,k) .
Proof. The case of the affine plane X = A2C has been proved Haiman [20]. To prove it for an arbitrary
smooth quasi-projective surface we use the following comparison formula between algebraic and complex-
analytic higher direct images (see [25, theorem 2.48], or [31, lemma 2.14], for a proof): if g : S′ ✲ S
is a projective morphism between complex algebraic varieties, and gan : S
′
an
✲ San is the associated
morphism between complex analytic spaces, we have:
Rgan∗OS′an ≃ Rg∗OS′ ⊗OS OSan .
We apply this remark to the morphism f : Z(n, k) ✲ D(n, k), keeping into account that, by GAGA
principle [34], for all complex algebraic variety S, the morphism of ringed spaces (San,OSan) ✲ (S,OS)
is faithfully flat. This implies that:
Rf∗OZ(n,k) ≃ OD(n,k) ⇐⇒ Rf∗OZ(n,k)an ≃ OD(n,k)an .
Since the facts are local in nature, it suffices to prove the statement on a small analytic open subset V
of D(n, k). We can always choose it of the form:
V ≃
s∏
j=1
DUj (nj , kj)
with Uj small analytic open set of C2, nj , kj positive natural numbers such that
∑
j nj = n and
∑
j kj = k
and DUj (nj , kj) the analytic polygraph relative to Uj . Over V , the analytic space Z(n, k)an is now of
the form
Z(n, k)an
∣∣∣∣
V
≃
s∏
j=1
ZUj (nj , kj)
and the map f is now the product map. Since the Uj are now analytic open sets of C2, and since the
result is true for analytic open sets of C2, because it is true algebraically for C2, we are done. 
1.7. Equivariant Fourier-Mukai functors and cohomology. We will now describe a general method
to compute cohomology of a quotient via equivariant hypercohomology. First, a lemma.
Lemma 1.7.1. Let k be a field with char(k) = 0, R a k-algebra, G a finite group and M an R[G]-module.
Let N be a R-module (that is, G acts trivially on N). Then
(M ⊗LR N)
G =MG ⊗LR N .
Proof. Resolve M with a projective resolution P • ✲ M . Applying the fixed points functor we get
a resolution: (PG)• ✲ MG of MG. Now the (P i)G are projective elements, because they are direct
factors of the P i, which are themselves projective, and a direct factor of a projective is projective. Hence
(PG)• ✲ MG is a projective resolution of MG. Now the tensor product − ⊗ N commutes with the
fixed points functor, since G does not act on N : (−)G⊗N ≃ (−⊗N)G. Deriving, since the fixed points
functor takes projectives to projectives, we are done. 
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Proposition 1.7.2. Let G be a finite group. Let p : X ✲ Y be a proper G-equivariant morphism
of algebraic varieties. Let q : X ✲ X/G and pi : Y ✲ Y/G be the quotients by G of X and
Y , respectively. Let µ : X/G ✲ Y/G be the map induced by p on the quotient level. Let Φ be the
equivariant Fourier-Mukai functor Φ = Rp∗ ◦ Lq∗ : D−(X/G) ✲ D
−
G(Y ). Then:
(1) Rµ∗ ≃ piG∗ ◦ Φ;
(2) the hypercohomology of a complex F• ∈ D−(X/G) is the G-equivariant hypercohomology of
Φ(F•), or the hypercohomology of the quotient Y/G with values in the invariants of the image
Φ(F•)G:
H(X/G,F•) ≃ HG(Y,Φ(F•)) ≃ H(Y/G,Φ(F•)G) .
Proof.
piG∗ ◦ Φ(F
•) = piG∗ ◦Rp∗ ◦ Lq
∗(F•) ≃ [Rµ∗ ◦ q∗(Lq
∗(F•))]G
≃ Rµ∗q
G
∗ (Lq
∗(F•)) ≃ Rµ∗(F
• ⊗LOX/G q
G
∗ OX)
≃ Rµ∗(F
•)
because µ isG-invariant, because of lemma 1.7.1, the projection formula and the fact that qG∗ OX ≃ OX/G.
The second statement is now an easy consequence:
HG(Y,Φ(F•)) = RΓGY ◦ Φ(F
•) = RΓY/G ◦ pi
G
∗ ◦ Φ(F
•)
≃ RΓY/G ◦Rµ∗(F
•) ≃ RΓX/G(F
•)
≃ H(X/G,F•) .

As an application of the preliminary results explained in this section we prove the following vanishing.
Proposition 1.7.3. Consider the morphism p : Bn ✲ Xn. We have Rp∗OBn ≃ OXn .
Proof. Since Φ : Db(X [n]) ✲ DbSn(X
n) is an equivalence, for all complex G• ∈ Db(X [n]) and for all i:
Homi
D
b
Sn
(Xn)(Φ(OX[n]),Φ(G
•)) ≃ Homi
Db(X[n])(OX[n] , G
•) ≃ ExtiX[n](OX[n] , G
•)
≃ Hi(X [n], G•) .
Now, by proposition2 1.7.2 Hi(X [n], G•) ≃ Hi(Xn,Φ(G•))Sn and the last term is
Hi(Xn,Φ(G•))Sn ≃ SnExt
i
Xn(OXn ,Φ(G
•)) ≃ Homi
D
b
Sn
(Xn)(OXn ,Φ(G
•)) .
Therefore for all G• ∈ Db(X [n]):
Hom
D
b
Sn
(Xn)(Φ(OX[n]),Φ(G
•)) ≃ Hom
D
b
Sn
(Xn)(OXn ,Φ(G
•))
and since every object in DbSn(X
n) can be written as Φ(G•) for some G• ∈ Db(X [n]), because Φ is an
equivalence, by Yoneda Lemma we obtain: Φ(OX[n]) ≃ OXn , which is exactly: Rp∗OBn ≃ OXn . 
2. The image of a tensor product of tautological bundles for the BKR transform
In this section we are going to compute the image Φ(L[n] ⊗ · · · ⊗ L[n]) of a k-fold tensor power of a
tautological bundle for the BKR transform. We will give a simple and explicit answer for k = 1 in terms
of a Sn-equivariant complex C•L ∈ D
b
Sn
(Xn); for higher k we will give a characterization of the image in
terms of a Sn-equivariant spectral sequence of coherent sheaves on X
n.
2Remark that the equivariant hypercohomology HiSn(X
n,Φ(G•)) coincides with the invariant hypercohomology
Hi(Xn,Φ(G•))Sn because the fixed point functor [−]Sn is exact
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2.1. Tautological bundles.
Definition 2.1.1. Let L be a line bundle on the smooth quasi-projective algebraic surface X . The
tautological bundle L[n] on the Hilbert scheme X [n], associated to the line bundle L on X , is the
rank n vector bundle defined as the image of the line bundle L for Fourier-Mukai functor ΦOΞ
X→X[n]
:
Db(X) ✲ Db(X [n]) :
L[n] := ΦOΞ
X→X[n]
(L) = (pX[n])∗(OΞ ⊗ p
∗
XL) .
Remark 2.1.2. The tautological bundle L[n] is a rank n vector bundle because the universal family Ξ
is flat and finite of degree n over the Hilbert scheme X [n] (see [25, corollary 5.5]).
We want now to express as well the tensor power of a tautological bundle on the Hilbert scheme in
terms of a Fourier-Mukai functor. Consider the following diagram:
Ξ(n, k) ⊂
j
✲ Ξk
pkX ✲ Xk
✷
X [n]
w
❄
⊂
i
✲ (X [n])k
pk
X[n]
❄
where the square is cartesian, and where i and j denote the diagonal immersions. We remark that pk
X[n]
and w are flat and finite of degree nk. Consider a line bundle L on X and its k-fold exterior tensor
product L⊠ · · ·⊠ L on Xk. It’s clear that
i∗pkX[n]∗(p
k
X)
∗(L⊠ · · ·⊠ L) = L[n] ⊗ · · · ⊗ L[n] = w∗j
∗(pkX)
∗(L⊠ · · ·⊠ L)
by base change. Therefore we can express the tensor product of tautological bundles L[n] ⊗ · · · ⊗L[n] in
terms of the Fourier-Mukai functor with kernel Ξ(n, k):
(2.1) L[n] ⊗ · · · ⊗ L[n] = Φ
OΞ(n,k)
Xk→X[n]
(L ⊠ · · ·⊠ L) .
We want now to find the image Φ(L[n] ⊗ · · · ⊗ L[n]) of the tensor product of tautological bundles by
the BKR equivalence (1.2). By (2.1) and by the fact that a composition of Fourier-Mukai functors is a
Fourier-Mukai functor [28, proposition 1.3], we have:
Φ(L[n] ⊗ · · · ⊗ L[n]) ≃ ΦOBn
X[n]→Xn
Φ
OΞ(n,k)
Xk→X[n]
(L⊠ · · ·⊠ L)
≃ ΦKXk→Xn(L⊠ · · ·⊠ L)
where the kernel K of the composition is K ≃ Rf∗(OBn ⊗LO
X[n]
OΞ(n,k)), where we naturally consider
OBn ⊗LO
X[n]
OΞ(n,k) as a complex on B
n ×Xk. Since Ξ(n, k) is flat over X [n], the latter reduces to:
K ≃ Rf∗(OBn ⊗O
X[n]
OΞ(n,k)) ≃ Rf∗(OBn×
X[n]
Ξ(n,k)) .
Now, by (1.3), OBn×
X[n]
Ξ(n,k) ≃ OZ(n,k); Haiman’s vanishing theorem 1.6.2 then yields
K ≃ Rf∗OZ(n,k) ≃ OD(n,k) .
Therefore the image of the tensor power of a tautological bundle for the BKR transform Φ is:
(2.2) Φ(L[n] ⊗ · · · ⊗ L[n]) ≃ Φ
OD(n,k)
Xk→Xn
(L ⊠ · · ·⊠ L) .
2.2. The case k = 1. In the case k = 1, for a line bundle L on X we have:
(2.3) Φ(L[n]) ≃ ΦODX→Xn(L) .
We are going to express the image Φ(L[n]) in terms of a bounded complex C•L of Sn-equivariant sheaves
on Xn. The method we follow consists in finding a Sn-equivariant resolution of the sheaf OD in terms
of structural sheaves of its components (the pairwise diagonals Di = ∆i,n+1) and their intersections.
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For any multi-index ∅ 6= I ⊆ {1, . . . , n} denote with DI the partial diagonal DI := ∩i∈IDi. Applying
corollary A.4 we find a Cˇech-type right complex Kˇ• defined by:
Kˇp :=
⊕
|I|=p+1
ODI ∂
p(f)J =
∑
i∈J
εi,JfJ\{i}
∣∣
DJ
,
where εi,J is the sign εi,J := (−1)♯{h∈J | h<i}; the complex Kˇ• is Sn-equivariant and provides a resolution
of the sheaf OD:
OD ≃ Kˇ
• .
The complex C•L. We now introduce the complex of Sn-equivariant sheaves C
•
L in D
b
Sn
(Xn). Let pI :
Xn ✲ XI be the projection onto the factors in I, and let iI : X ⊂ ✲ X
I be the diagonal immersion
of X into XI . If L is a line bundle on X , let us denote with LI the sheaf LI := p
∗
I(iI)∗L, supported on
∆I . Let us define now define the complex (C•L, ∂
•
L) in the following way:
CpL :=
⊕
|I|=p+1
LI ∂
p
L(x)J =
∑
i∈J
εi,JxJ\{i}
∣∣
∆J
.
Remark 2.2.1. Let σ ∈ Sn; denote with σ∗ the automorphism σ∗ ∈ Aut(Xn) defined as: σ∗(x1, . . . , xn) :=
(xσ−1(1), . . . , xσ−1(n)). We have σ∗(LI) = Lσ(I) for all ∅ 6= I ⊆ {1, . . . , n}. The Sn-linearization on
CpL := ⊕|I|=p+1LI can then be defined setting (σ.x)J := εσ,Jσ∗xσ−1(J), where (xI)I is a local section of
CpL and where εσ,J is the signature of the only permutation τ such that σ
−1τ is strictly increasing. The
sign εσ,J is necessary in order to balance the signs present in the definition of the differential ∂
p
L and to
make it Sn-equivariant.
Theorem 2.2.2. Let X be a smooth quasi-projective algebraic surface and L a line bundle on X. Let
L[n] be the tautological bundle on the Hilbert scheme X [n] associated to L. Let
Φ = ΦOBn
X[n]→Xn
: Db(X [n]) ✲ DbSn(X
n)
be the Bridgeland-King-Reid equivalence. Then the image of the tautological bundle L[n] for the equiva-
lence Φ is isomorphic in DbSn(X
n) to the complex (C•L, ∂
•
L):
Φ(L[n]) ≃ C•L .
Proof. By (2.3) the image Φ(L[n]) of the tautological bundle L[n] is given by the image of L for the
Fourier-Mukai functor ΦODX→Xn :
Φ(L[n]) ≃ ΦODX→Xn(L) .
The latter reduces simply to: ΦODX→Xn(L) ≃ (pXn)∗(OD ⊗ p
∗
XL). Replacing OD with its Cˇech resolution
Kˇ• we get:
Φ(L[n]) ≃ (pXn)∗(Kˇ
• ⊗ p∗XL) .
It remains now to identify the complex (pXn)∗(Kˇ• ⊗ p∗XL) with the complex C
•
L. The term in degree 0
is isomorphic to:
(pXn)∗(Kˇ
0 ⊗ p∗XL) ≃
n⊕
i=1
(pXn)∗(ODi ⊗ p
∗
XL) .
Since pXn : Di ✲ X
n is an isomorphism and the projection pX : Di ✲ X factorizes as the
composition
Di
pXn✲ Xn
pi
✲ X ,
by projection formula (pXn)∗(ODi ⊗ p
∗
XL) ≃ p
∗
iL ≃ Li. For the terms in higher degree, it is sufficient to
note that pXn
∣∣
DI
: DI ✲ ∆I is an isomorphism, and consequently that
(pXn)∗(Kˇ
p ⊗ p∗XL) ≃
⊕
|I|=p+1
(pXn)∗(ODI ⊗ p
∗
XL) ≃
⊕
|I|=p+1
LI .
The differentials are induced by the differentials of Kˇ• and clearly coincide with ∂pL. 
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2.3. The general case. For the image Φ(L[n] ⊗ · · · ⊗ L[n]) we have the following characterization:
Theorem 2.3.1. There is a natural morphism in DbSn(X
n):
(2.4) α : C•L ⊗
L · · · ⊗L C•L ✲ Φ(L
[n] ⊗ · · · ⊗ L[n])
whose mapping cone is acyclic in degree > 0. This means that
Hi(Φ(L[n] ⊗ · · · ⊗ L[n])) ≃ Rip∗q
∗(L[n] ⊗ · · · ⊗ L[n]) = 0 ∀i > 0
and in degree 0 the morphism:
(2.5) p∗q
∗(L[n])⊗ · · · ⊗ p∗q
∗(L[n]) ✲ p∗q
∗(L[n] ⊗ · · · ⊗ L[n])
is surjective and the kernel is the torsion subsheaf.
Proof. To build the morphism α consider the cartesian diagram:
D˜(n, k) ⊂
j
✲ Dk
pkX ✲ Xk
✷
Xn
w˜
❄
⊂
i
✲ (Xn)k
pkXn
❄
(2.6)
where D˜(n, k) is the (non reduced) k-fold fibered product D ×Xn · · · ×Xn D of D over Xn. There is a
natural morphism of functors:
Li∗ ◦ pkXn∗
✲ w˜∗ ◦ Lj
∗ .
On the other hand, the epimorphism of sheaves:
(2.7) O
D˜(n,k)
✲✲ OD(n,k) ✲ 0
induces a morphism of Fourier-Mukai functors: Φ
O
D˜(n,k)
Xk→Xn
✲ Φ
OD(n,k)
Xk→Xn
. Knowing that Φ
O
D˜(n,k)
Xk→Xn
≃
w˜∗ ◦ Lj
∗ ◦ (pkX)
∗ we get a morphism:
Li∗ ◦ pkXn∗ ◦ (p
k
X)
∗ ✲ Φ
OD(n,k)
Xk→Xn
.
Applying the previous morphism of functors to L⊠ · · ·⊠ L we get the desired morphism:
C•L ⊗
L · · · ⊗L C•L ≃ Li
∗ ◦ pkXn∗ ◦ (p
k
X)
∗(L⊠ · · ·⊠ L)
α
✲ Φ(L[n] ⊗ · · · ⊗ L[n]) .
The fact that Φ(L[n] ⊗ · · · ⊗ L[n]) is quasi-isomorphic to the sheaf p∗q
∗(L[n] ⊗ · · · ⊗ L[n]) comes
immediately from Haiman’s vanishing theorem 1.6.2 and from the fact that L ⊠ · · · ⊠ L is locally free.
Indeed:
Φ(L[n] ⊗ · · · ⊗ L[n]) ≃ Φ
OD(n,k)
Xk→Xn
(L⊠ · · ·⊠ L) ≃ w˜∗(OD(n,k) ⊗OXk L⊠ · · ·⊠ L)
which is a sheaf concentrated in degree 0.
In degree 0 the morphism (2.5) is an epimorphism since it is the composition:
i∗pkXn∗(p
k
X)
∗(L⊠ · · ·⊠ L) ≃ w˜∗(OD˜(n,k) ⊗OXk L⊠ · · ·⊠ L)
✲✲ w˜∗(OD(n,k) ⊗OXk L⊠ · · ·⊠ L))
where the first isomorphism is a consequence of the base change for the square in (2.6), because the
vertical arrows are finite and L ⊠ · · · ⊠ L locally free, and the second epimorphism is induced by the
epimorphism (2.7).
To prove that the sheaf p∗q
∗(L[n]⊗ · · · ⊗L[n]) is torsion free, remark that it is torsion free as p∗OBn -
module, since q∗(L[n] ⊗ · · · ⊗ L[n]) is locally free. Hence, by proposition 1.7.3, it is torsion free as
OXn -module. Now, the epimorphism (2.5) is an isomorphism out of the diagonal, hence the kernel is
torsion; since the sheaf p∗q
∗(L[n] ⊗ · · · ⊗ L[n]) is torsion free, the kernel has to coincide with the torsion
subsheaf of p∗q
∗(L[n])⊗ · · · ⊗ p∗q∗(L[n]). 
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Corollary 2.3.2. The term p∗q
∗(L[n]⊗· · ·⊗L[n]) can be identified with the term E0,0∞ of the hyperderived
spectral sequence
(2.8) Ep,q1 :=
⊕
i1+···+ik=p
Tor−q(C
i1
L , . . . , C
ik
L ) ,
associated to C•L ⊗
L · · · ⊗L C•L and abutting to the hypercohomology H
p+q(C•L ⊗
L · · · ⊗L C•L) ≃
Tor−p−q(p∗q
∗L[n], . . . , p∗q
∗L[n]).
Proof. The term E0,0∞ is torsion-free, because subsheaf of the vector bundle E
0,0
1 ≃ C
0
L ⊗ · · · ⊗ C
0
L.
Furthermore the kernel of the epimorphism H0(C•L ⊗
L · · · ⊗L C•L) ≃ p∗q
∗L[n] ⊗ · · · ⊗ p∗q∗L[n] ✲✲ E0,0∞
is torsion, because its support is contained in the union of supports of Ep,−p1 for p > 0, hence in the big
diagonal of Xn. Therefore the kernel is exactly the torsion subsheaf, and E0,0∞ can be identified with
p∗q
∗(L[n] ⊗ · · · ⊗ L[n]). 
Remark 2.3.3. The spectral sequence (2.8) can be built in a standard way with a procedure analogous to
the construction done in [17] for the spectral sequence (6.5.4.1)3. The spectral sequenceEp,q1 is obtained as
the standard spectral sequence ′Ep,q1 (M˜
•,•) := HqII(M˜
p,•) of the double complex M˜•,• := R•,•⊗· · ·⊗R•,•
(for the sum of the first degrees and for the sum of the second ones) built starting from a (term to term)
locally free resolution R•,• ✲ C•L of the complex C
•
L with a double complex R
•,•. See also [5, XVII, 2,
(1′)].
The Sn-equivariant spectral sequence E
p,q
1 carries a very rich piece of information about the tensor
power of tautological bundles; however, working it out in all generality is hard, due to evident technical
and combinatorial issues. In the following section we try to extract information from Ep,q1 by taking its
Sn-invariants.
3. Invariants
The aim of this section is the computation the invariantsΦ(L[n]⊗· · ·⊗L[n])Sn of the image of a tensor
power of tautological bundles for the Bridgeland-King-Reid transform. By proposition 1.7.2, point 1,
they coincide with the derived direct image of L[n] ⊗ · · · ⊗ L[n] for the Hilbert-Chow morphism µ:
(3.1) Φ(L[n] ⊗ · · · ⊗ L[n])Sn := piSn∗ Φ(L
[n] ⊗ · · · ⊗ L[n]) = Rµ∗(L
[n] ⊗ · · · ⊗ L[n]) .
This information, though poorer than the one given by the full image, is sufficient to compute the
cohomology of the Hilbert scheme with values in the tensor power of tautological bundles. Indeed,
applying proposition 1.7.2, point 2, to our situation, we can compute the cohomology of any coherent
sheaf F on the Hilbert scheme X [n] as the Sn-equivariant hypercohomology of X
n with values in Φ(F ),
or as the hypercohomology of SnX with values in the Sn-invariants of Φ(F ):
H∗(X [n], F ) ≃ H∗Sn(X
n,Φ(F )) = H∗(SnX,Φ(F )Sn) .
3.1. Preliminary lemmas. We recall here Danila’s lemma, which will be fundamental in what follows.
In appendix B we discuss a version of this lemma for morphisms.
Let G be a finite group acting transitively on a finite nonempty set I. Let k be a field of characteristic
zero and R a k-algebra. Let M be a R[G]-module admitting a decomposition: M = ⊕i∈IMi compatible
with the G-action on I, that is, for all i ∈ I and for all g ∈ G, the action of g on M , restricted to Mi,
gives an isomorphism g :Mi ✲ Mg(i). For all g ∈ StabG(i) we have g ∈ Aut(Mi). Danila’s lemma [9,
lemma 2.2] states:
Lemma 3.1.1. The projection pri : M ✲ Mi is StabG(i)-equivariant and induces an isomorphism
MG ✲ M
StabG(i)
i .
3in our case, since we use the level Ep,q1 instead of E
p,q
2 , we don’t take the cohomology H
p in [17, (6.5.4.1)]
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Remark 3.1.2. Suppose that the G action on I is not transitive. Taking the orbits O1, . . . ,Ol for the
G-action on I we can always reduce the problem to the case of a transitive action, by applying Danila’s
lemma 3.1.1 to G-homogeneous modules MOj = ⊕i∈OjMi.
Remark 3.1.3. We will apply Danila’s lemma in the following situation. Let G be a group acting on
a variety Y and on a finite set I. Let F be a G-sheaf on Y , admitting a decomposition F = ⊕i∈IFi
compatible with the G-action on I. This means that for all i ∈ I and for all g ∈ G we have canonical
isomorphisms: hg : Fi
≃
✲ g∗Fg(i). Consider the spaces of sections Mi = H
0(Fi) and M = H
0(F ). We
inherit morphisms (see [9, section 2.2]): λg :Mi ✲ Mg(i) setting λg(s) := hgs ◦ g
−1. In particular M
becomes a left-G-representation, with a decompositionM = ⊕i∈IMi compatible with the G-action on I.
Since we will be using it throughout the next section we will include the following:
Lemma 3.1.4. Let X be a smooth quasi-projective algebraic surface. Let E
f
✲ F
g
✲ G be a
sequence of sheaves on Xn, with imf ⊆ ker g. Then the sequence of sheaves on SnX:
(3.2) ESn ✲ FSn ✲ GSn
is exact if and only if, for all affine open subsets U of X, the induced sequence
(3.3) H0(Un, E)Sn ✲ H0(Un, F )Sn ✲ H0(Un, G)Sn
is exact.
Proof. Since, by lemma 1.4.3, the affine open sets of the form SnU , where U is an affine open subset of
X , cover the variety SnX , we can test on them the statement the lemma. The sequence (3.2) is exact if
and only if the sequence
H0(SnU,ESn) ✲ H0(SnU, FSn) ✲ H0(SnU,GSn)
is exact for any affine open subset U of X . By definition of the Sn-invariant push-forward pi
Sn
∗ this
sequence is exactly the sequence (3.3). 
3.2. The case k = 1. In the case k = 1 we already obtained a full answer for the image of a tautological
bundle L[n] for the BKR transform Φ. Computing the invariants is now very simple: we obtain another
simple proof of the Brion-Danila formula [9, proposition 6.1]. Here and in the following, if A is a finite
set, we will indicate with S(A) the symmetric group of the set A. Moreover, if I ⊆ {1, . . . , n} is a
multi-index, we will denote with I¯ its complementary.
Theorem 3.2.1. Let X be a smooth algebraic surface, L a line bundle on X. Let X [n] be the Hilbert
scheme of n points on X, SnX the symmetric variety and µ : X [n] ✲ SnX the Hilbert-Chow morphism.
Then
Φ(L[n])Sn ≃ Rµ∗(L
[n]) ≃ piSn∗
(
n⊕
i=1
Li
)
.
Proof. By theorem 2.2.2 it suffices to apply the Sn-invariant push-forward pi
Sn
∗ to the complex C
•
L. Since
piSn∗ is an exact functor, the complex (C
•
L)
Sn provides a right resolution of µ∗(L
[n]). Then it suffices to
prove that, for all p > 0, (CpL)
Sn = 0. By lemma 3.1.4, this is equivalent to proving that the Sn-invariant
sections H0(Un, CpL)
Sn vanish for p > 0 for all affine open sets U of X . Now, by lemma 3.1.1, fixed a
multiindex I0 of length p+ 1:
H0(Un, CpL)
Sn = H0(Un,
⊕
|I|=p+1
LI)
Sn ≃ H0(Un, LI0)
StabSn (I0) .
Since StabSn(I0) ≃ S(I0) ×S(I0) and since S(I0) acts on the fibers of LI0 over ∆I0 via the alternant
representation ε|I0|, we have:
H0(Un, LI0)
StabSn (I0) ≃
[
H0(U,L)⊗H0(U,OX)
⊗|I0| ⊗ ε|I0|
]S(I0)×S(I0)
=
[
H0(U,L)⊗ ε|I0|
]S(I0)
⊗ S|I0|H0(U,OX) = 0
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for p > 0, where the first equality follows from Ku¨nneth formula, remembering that the sheaf LI0 is
supported in ∆I0 = ∆XI0 ×X
I0 . 
As an easy consequence, we could now compute the cohomology H∗(X [n], L[n]) of the Hilbert scheme
with values in the tautological bundle L[n], with the same proof as in Danila [9]. In section 5.2 we will
give a generalization of this argument to the k-fold exterior power ΛkL[n].
3.3. The spectral sequence of invariants. For k ≥ 2, we have to use results from section 2 and
in particular the characterization of theorem 2.3.1 and corollary 2.3.2. We remarked in 3.1 that the
invariants Φ(L[n] ⊗ · · · ⊗ L[n])Sn coincide with the derived direct image Rµ∗(L[n] ⊗ · · · ⊗L[n]) of L[n] ⊗
· · ·⊗L[n] for the Hilbert-Chow morphism. Applying the functor [−]Sn of Sn-invariants to the morphism
α in (2.4) we get a morphism in Db(SnX):
(C•L ⊗
L · · · ⊗L C•L)
Sn α
Sn
✲ Rµ∗(L
[n] ⊗ · · · ⊗ L[n])
whose mapping cone is acyclic in degree > 0; this implies the vanishing
Riµ∗(L
[n] ⊗ · · · ⊗ L[n]) = 0 ∀i > 0 .
Moreover we have the following characterization of µ∗(L
[n] ⊗ · · · ⊗ L[n]).
Corollary 3.3.1. The derived direct image µ∗(L
[n]⊗· · ·⊗L[n]) of the k-fold tensor power L[n]⊗· · ·⊗L[n]
for Hilbert-Chow morphism can be identified with the term E0,0∞ of the spectral sequence
Ep,q1 = (E
p,q
1 )
Sn
of Sn-invariants of the spectral sequence E
p,q
1 , abutting to H
p+q(C•L ⊗
L · · · ⊗L C•L)
Sn .
The new spectral sequence Ep,q1 of coherent sheaves over S
nX turns out to be much simpler than
the original one; it was considered for k = 2 in [31]. We proved there that it degenerates at level E2;
this yields immediately a nice description of the direct image µ∗(L
[n] ⊗L[n]) in terms of the short exact
sequence (3.7) below. The proof we give here simplifies the arguments of [31] by working out only the
restriction of the spectral sequence of invariants Ep,q1 to a big open subset S
n
∗∗X of S
nX , which will
be precised in the next section. We will see that the information carried by this restriction is already
sufficient to draw results on the direct image of the general exterior power of tautological bundles.
3.4. Reduction to the open set Sn∗∗X. Consider the closed subscheme of X
n:
W :=
⋃
|I|=|I′|=2
I 6=I′
∆I ∩∆I′ .
Its irreducible components are the partial diagonals ∆J , |J | = 3 and the intersections ∆I ∩∆I′ , |I| =
|I ′| = 2, I ∩ I ′ = ∅; hence they are smooth of codimension 4.
Definition 3.4.1. We define the open set Xn∗∗ of X
n as being the complementary of W in Xn: Xn∗∗ :=
Xn \W . It is Sn-invariant. Analogously we will define the open subsets Sn∗∗X , X
[n]
∗∗ of SnX and X [n],
respectively, as: SnX∗∗ := pi(X
n
∗∗) = X
n
∗∗/Sn, X
[n]
∗∗ := µ
−1(SnX∗∗). We will indicate with jXn , jSnX ,
jX[n] the open immersions of open sets X
n
∗∗, S
nX∗∗, X
[n]
∗∗ into X
n, SnX , X [n], respectively. When there
will be no risk of confusion, we will omit the subscripts.
Remark 3.4.2. Remark that Xn∗∗ and S
n
∗∗X are complementary of closed of codimension 4 in X
n and
SnX , respectively, while X
[n]
∗∗ is the complementary of a closed of codimension 2 in X
[n].
In the rest of the article we will be concerned with the detailed study of the restrictions j∗Ep,q1 , j
∗Ep,q1
of the spectral sequences Ep,q1 and E
p,q
1 , to the open sets X
n
∗∗ and S
n
∗∗X , respectively. Since j
∗ is an exact
functor, we obtain other two spectral sequences j∗Ep,q1 , j
∗Ep,q1 , associated to the derived tensor product
j∗C•L⊗
L · · ·⊗Lj∗C•L and its invariants (j
∗C•L⊗
L · · ·⊗Lj∗C•L)
Sn , and abutting toHp+q(j∗C•L⊗
L · · ·⊗Lj∗C•L)
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and Hp+q(j∗C•L ⊗
L · · · ⊗L j∗C•L)
Sn , respectively. The big advantage of these spectral sequences is that
now the complex j∗C•L is the 2-term complex, concentrated in degrees 0 and 1:
0 ✲ j∗C0L ✲ j
∗C1L ✲ 0 ;
hence the terms j∗Ep,q1 and j
∗Ep,q1 vanish if p > n.
Corollary 3.4.3. The sheaf j∗µ∗(L
[n]⊗ · · · ⊗L[n]) can be identified with the term j∗E0,0∞ of the spectral
sequence j∗Ep,q1 = (j
∗Ep,q1 )
Sn .
The following lemmas allow to deduce results on the whole SnX from the results on the restriction
to the open set Sn∗∗X .
Lemma 3.4.4. Consider the open immersion: j : SnX∗∗ ⊂ ✲ S
nX. Then, for any vector bundle A on
X [n], µ∗(A) ≃ j∗j∗(µ∗A).
Proof. Consider the commutative diagram:
X
[n]
∗∗
⊂
j
✲ X [n]
SnX∗∗
µ
❄
⊂
j
✲ SnX
µ
❄
It is a flat change base, hence j∗(µ∗A) ≃ µ∗(j∗A). Now, applying j∗, we have:
j∗j
∗(µ∗A) ≃ j∗µ∗(j
∗A) ≃ µ∗j∗j
∗A ≃ µ∗A
because j∗j
∗A ≃ A, since A is a vector bundle and X
[n]
∗∗ is the complementary of a closed subset of
codimension 2 in X [n]. 
Lemma 3.4.5. Let A be a Sn-vector bundle on X
n. Then j∗j
∗ASn ≃ ASn .
Proof. By flat base change we prove again that j∗ commutes with pi∗. It is clear that j∗ commutes
with pi∗ as well. The lemma follows from the fact that both j
∗ and j∗ commute with [−]Sn . Then
j∗j
∗ASn ≃ (j∗j∗A)Sn ≃ ASn . 
3.4.1. The spectral sequences j∗Ep,q1 and j
∗Ep,q1 . We make now some remarks on the terms j
∗Ep,q1 . We
introduce first some notations.
Notation 3.4.6. Let Y be an algebraic variety and F ∈ Coh(Y ). We will denote with Torlq(F ) the l-fold
multitor
Torlq(F ) := Torq(F, · · · , F︸ ︷︷ ︸
l−times
) .
Notation 3.4.7. Let P := {I | ∅ 6= I ⊆ {1, . . . , n}}. For each a ∈ P{1,...,k}, k ∈ N∗, we will indicate
with I0(a) the multi-index I0(a) := ∪i | |a(i)|≥2 a(i), l(a) =
∑k
i=1 |a(i)|−k and J(a) = ∪i | |a(i)|=1 a(i). We
finally set S0(a) := {i ∈ {1, . . . , k} | |a(i)| ≥ 2} and λ(a) : {0} ∪ J(a) ✲ N the function defined by :
λ0(a) = |S0(a)|, λj(a) = |a−1({j})| for all
4 j ∈ J(a).
Remark 3.4.8. Each term j∗Ep,q1 can be written as the direct sum:
j∗Ep,q1 =
⊕
i1+···+ik=p
j∗Tor−q(C
i1
L , . . . , C
ik
L ) =
⊕
i1+···+ik=p
⊕
|Ij |=ij+1
j∗Tor−q(LI1 , . . . , LIk)
=
⊕
a∈P{1,...,k}, l(a)=p
j∗Tor−q(La(1), . . . , La(k))
4Here and in the following we consider J(a) as a subset of {1, . . . , n}.
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The support of each term Tor−q(La(1), . . . , La(k)) is contained in ∩i∈S0(a)∆a(i) if I0(a) 6= ∅, otherwise it
is the whole Xn. Therefore j∗Tor−q(La(1), . . . , La(k)) = 0 if |I0(a)|  2. Consequently we have:
(3.4) j∗Ep,q1 =
⊕
a∈P{1,...,k}, l(a)=p
|I0(a)|≤2
j∗Tor−q(La(1), . . . , La(k)) .
Motivated by this fact we define Ip = {a ∈ P{1,...,k}, l(a) = p , |I0(a)| ≤ 2}, and (E
p,q
1 )0 the subsheaf of
Ep,q1 given by:
(3.5) (Ep,q1 )0 :=
⊕
a∈Ip
Tor−q(La(1), . . . , La(k)) .
By definition of (Ep,q1 )0 equation (3.4) becomes
(3.6) j∗Ep,q1 = j
∗(Ep,q1 )0 .
It is immediate to see that (E0,01 )0 = E
0,0
1 and that (E
0,q
1 )0 = 0 if q < 0. Moreover, if 1 ≤ p ≤ k and
a ∈ Ip, then |I0(a)| = 2; hence, if 1 ≤ p ≤ k:
(Ep,q1 )0 =
⊕
a∈Ip
Tor−q(La(1), . . . , La(k)) ≃
⊕
a∈Ip
Torp−q(LI0(a))⊗
⊗
j∈J(a)
L⊗
λj(a)
j .
We will prove in lemma C.3 that Torp−q(LI0(a)) ≃ Λ
−q(N∗I0(a) ⊗ ρp) ⊗ L
p
I0(a)
, with NI0(a) the normal
bundle of ∆I0(a) in X
n, and ρp the standard representation of the symmetric group Sp. Therefore the
sheaf (Ep,q1 )0 is a direct sum of vector bundles restricted to pairwise diagonals ∆I0(a), a ∈ I
p, hence
Cohen-Macauley and pure of codimension 2. It vanishes exactly when q < 2(1 − p). It is clear that
(Ep,q1 )0 = 0 if p > k.
The differentials dp,q1 of the spectral sequence E
p,q
1 induce differentials (d
p,q
1 )0 : (E
p,q
1 )0
✲ (Ep+1,q1 )0,
making (E•,q1 )0 into a complex; the natural projection E
•,q
1
✲ (E•,q1 )0, is then an epimorphism of
complexes. Since the G-action on the complex E•,q1 preserves the dimensional components, the complex
(E•,q1 )0 inherit the G-linearization. We can therefore define the complexes (E
•,q
1 )0 as the Sn-invariants
(E•,q1 )0 := (E
•,q
1 )
Sn
0 of the complexes (E
•,q
1 )0.
We have the following lemma:
Lemma 3.4.9. Let X be a smooth algebraic variety, F ∈ Coh(X), such that F = ⊕li=1Fi, with Fi vector
bundles on smooth subvarieties Zi of X, extended by zero on X \ Zi. Let Y be a closed subscheme,
Y ⊆ ∩iZi, with codimZi Y ≥ 2 for all i. Then, if j is the open immersion j : X \ Y
⊂ ✲ X, we have
that j∗j
∗F = F .
Proof. Recall that for a locally noetherian scheme X , Y a closed subscheme, E ∈ Coh(X), we have the
following condition on the local cohomology module HiY (E) (see [21]):
∀ p ∈ Y depthEp ≥ k ⇐⇒ H
i
Y (E) = 0 ∀ i < k ,
where here p indicates a scheme-theoretic point of Y . If E is a Cohen-Macauley sheaf and j is the open
immersion j : X \ Y ⊂ ✲ X , the above condition implies:
∀ p ∈ Y dimOX,p Ep ≥ 2 ⇐⇒ j∗j
∗E = E .
Since every sheaf Fi in the hypothesis of the lemma is Cohen-Macauley, because a vector bundle on the
smooth subvariety Zi, and since dimOX,p(Fi)p ≥ 2 because of the hypothesis codimZi Y ≥ 2, we can
immediately infer from the facts on local cohomology that j∗j
∗Fi = Fi for all i, from which the lemma
follows. 
Lemma 3.4.10. We have the following relations:
(Ep,q1 )0 = j∗j
∗Ep,q1 , (E
p,q
1 )0 = j∗j
∗Ep,q1 .
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Proof. The first relation follows easily from lemma 3.4.9 remarking firstly that (Ep,q1 )0 is a vector bundle
or a direct sum of vector bundles supported in diagonals ∆I , |I| = 2, which are 2-codimensional smooth
subvarieties; secondly, that, if |I| = 2, codim∆I Z ∩ ∆I ≥ 2 for every irreducible component Z of W
intersecting ∆I . The second relation follows from the first taking Sn-invariants. 
3.5. The case k = 2. Remarks made so far about the spectral sequences Ep,q1 , E
p,q
1 and their restrictions
to the open subsetsXn∗∗, S
n
∗∗X , respectively, are sufficient to draw conclusions on the sheaf µ∗(L
[n]⊗L[n]).
The method we follow consists in getting the result on Sn∗∗X and then in extending it on the whole S
nX
by applying the functor j∗ using lemmas 3.4.4, 3.4.5. We now study in details the spectral sequence
j∗Ep,q1 = (j
∗Ep,q1 )
Sn for k = 2.
Proposition 3.5.1. For k = 2 the spectral sequence j∗Ep,q1 degenerates at level E2.
Proof. Taking Sn-invariants in (3.6) we get j
∗Ep,q1 = j
∗(Ep,q1 )0. For q < 0, by remark 3.4.8, (E
p,q
1 )0 6= 0
only if 0 ≤ p ≤ k, 2(1 − p) ≤ q ≤ 0. We analyse complexes j∗E•,q1 for q = −1,−2. For q = −1 the only
possibility is j∗E2,−11 . We prove that it vanishes. To do this it is sufficient to prove that (E
2,−1
1 )
Sn
0 = 0.
By lemma 3.1.4, it is sufficient to prove that H0(Un, (E2,−11 )
Sn
0 ) = 0 for every affine open subset U of
X . Since (E2,−11 )0 =
⊕
|I|=2L
⊗2
I ⊗N
∗
I we have:
H0(Un, (E2,−11 )0)
Sn =
⊕
|I|=2
H0(Un, L⊗
2
I ⊗N
∗
I )
Sn = H0(Un, L⊗212 ⊗N∗12)StabSn ({1,2}) ,
applying Danila’s lemma 3.1.1 keeping into account that there is only one homogeneous component5 for
the action of Sn, indexed, for example, by the multi-index {1, 2}. Now StabSn({1, 2}) ≃ S({1, 2}) ×
S({1, 2}). The factor S({1, 2}) acts on L12 with the alternant representation ε2; it acts moreover
fiberwise on N∗12 with the representation ε2 ⊕ ε2. Therefore S({1, 2}) acts fiberwise on L
⊗2
12 ⊗N
∗
12 with
the representation ε⊗22 ⊗(ε2⊕ε2) = id⊗(ε2⊕ε2). Consequently there are no S({1, 2})-invariant sections:
hence H0(Un, L⊗
2
12 ⊗ N
∗
12)
StabSn ({1,2}) = 0 and j∗E2,−11 = 0. The remaining term j
∗E2,−21 is on the
diagonal. This proves that the spectral sequence degenerates at level E2. 
Theorem 3.5.2. Let X be a smooth quasi-projective algebraic surface, L a line bundle on X. Let
X [n] be the Hilbert scheme of n points on X, SnX the symmetric variety and µ : X [n] ✲ SnX the
Hilbert-Chow morphism. We have the exact sequence:
(3.7) 0 ✲ µ∗(L
[n] ⊗ L[n]) ✲ (C0L ⊗ C
0
L)
Sn
(∂0L⊗id)
Sn
✲ (C1L ⊗ C
0
L)
Sn ✲ 0
Proof. The complex j∗E•,01 is the complex:
0 ✲ (j∗C0L ⊗ j
∗C0L)
Sn ✲
(j∗C0L ⊗ j
∗C1L)
Sn⊕
(j∗C1L ⊗ j
∗C0L)
Sn
(∂0L⊗id−id⊗∂
0
L)
Sn
✲ (j∗C1L ⊗ j
∗C1L)
Sn ✲ 0 .
We know a priori, by the degeneration of the spectral sequence j∗Ep,q1 at level E2 and by the fact that the
limit is zero above the diagonal, that this complex is exact in degree > 0 and its cohomology in degree
0 is j∗µ∗(L
[n] ⊗ L[n]). We show now that we have isomorphisms:
(j∗C0L ⊗ j
∗C1L)
Sn
(∂0L⊗id)
Sn
≃
✲ (j∗C1L ⊗ j
∗C1L)
Sn ✛
(id⊗∂0L)
Sn
≃
(j∗C1L ⊗ j
∗C0L)
Sn .
Since j∗ is exact, it is sufficient to prove that we have isomorphisms on SnX :
(C0L ⊗ C
1
L)
Sn
(∂0L⊗id)
Sn
≃
✲ (E2,01 )
Sn
0
✛
(id⊗∂0L)
Sn
≃
(C1L ⊗ C
0
L)
Sn
By lemma 3.1.4 this is equivalent to proving that, for any affine open set U of X we have isomorphisms:
H0(Un, C0L ⊗ C
1
L)
Sn ≃✲ H0(Un, (E2,01 )0)
Sn ✛
≃
H0(Un, C1L ⊗ C
0
L)
Sn ;
5there is only one Sn-orbit in the set of multi-indexes of length 2
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where the arrows are induced by the arrows above. Now:
H0(Un, C0L ⊗ C
1
L)
Sn =
 ⊕
i,|I|=2
H0(Un, Li ⊗ LI)
Sn .
There are two homogeneous components for the action of Sn, since there are two Sn-orbits in the set
{1, . . . , n} × {I ⊆ {1, . . . , n} | |I| = 2}. They are indexed, for example, by {1}, {1, 2} and {1}, {2, 3}.
Note that the stabilizer for the first couple is S({1, 2}), while for the second is S({2, 3})×S({1, 2, 3}).
Therefore:
H0(Un, C0L ⊗ C
1
L)
Sn = H0(Un, L1 ⊗ L12)
S({1,2})
⊕
H0(Un, L1 ⊗ L23)
S({2,3})×S({1,2,3}) ,
but now the second summand vanish, since S({2, 3}) acts with the alternant representation ε2 on L23.
Consequently:
H0(Un, C0L ⊗ C
1
L)
Sn = H0(U,L⊗
2
)⊗ Sn−2H0(U,OX) .
The same computation works for H0(Un, C1L ⊗ C
0
L)
Sn . Finally:
H0(Un, (E2,01 )0)
Sn =
⊕
|I|=2
H0(Un, L⊗
2
I )
Sn ≃ H0(Un, L⊗212 )S({1,2})×S({1,2})
because there is only one homogeneous component. Note that the action of S({1, 2}) is given by the
representation ε⊗22 = 1, hence trivial. Therefore:
H0(Un, (E2,01 )0)
Sn ≃ H0(U,L⊗
2
)⊗ Sn−2H0(U,OX) .
The induced maps are the identities. Therefore we have the wanted isomorphism.
Consider now the complexes:
A• : 0 ✲ (C0L ⊗ C
0
L)
Sn
(∂0L⊗id)
Sn
✲ (C1L ⊗ C
0
L)
Sn ✲ 0
B• : 0 ✲ (C0L ⊗ C
1
L)
Sn
(∂0L⊗id)
Sn
✲ (C1L ⊗ C
1
L)
Sn ✲ 0 .
The complex j∗E•,01 coincides, up to a shift, with the mapping cone of the natural morphism j
∗A• ✲ j∗B•.
Since we just proved that j∗B is quasi-isomorphic to 0, then j∗A• ≃ j∗E•,01 . Therefore j
∗A• gives a
resolution j∗µ∗(L
[n]⊗L[n])
≃
✲ j∗A•; consequently, applying the functor j∗ we obtain an exact sequence:
0 ✲ µ∗(L
[n] ⊗ L[n]) ✲ (C0L ⊗ C
0
L)
Sn
(∂0L⊗id)
Sn
✲ (C1L ⊗ C
0
L)
Sn ,
since, by lemma 3.4.10, j∗j
∗(C1L ⊗ C
0
L)
Sn = (C1L ⊗ C
0
L)
Sn . Now the map (∂0L ⊗ id)
Sn is surjective, since,
applying lemma 3.1.4, it induces the following surjection on the sections on affine open subsets Un:
H0(U,L⊗
2
)⊗ Sn−1H0(U,OX)⊕
H0(U,L)⊗
2
⊗ Sn−2H0(U,OX)
✲✲ H0(U,L⊗
2
)⊗ Sn−2H0(U,OX) .
Therefore we get the wanted exact sequence in the statement of the theorem. 
4. Exterior powers of tautological bundles
In the previous section we studied the invariants Φ(L[n]⊗· · ·⊗L[n])Sn of the image of a tensor power
of a tautological bundle, or, equivalently, their direct image µ∗(L
[n] ⊗ · · · ⊗ L[n]) for the Hilbert-Chow
morphism µ. The reduction to the open set Sn∗∗X allowed to compute explicitely the invariants for
k = 2. For higher k, however, it is still quite difficult to get informations from the spectral sequence
j∗Ep,q1 , for the simple reason that it does not degenerate at level E2. In this section we introduce a further
simplification, the idea being to consider the k-fold tensor power of tautological bundles L[n]⊗ · · · ⊗L[n]
as a Sk-equivariant bundle on the Hilbert scheme, for the action of Sk that permutes the factors, and
to decompose it in Schur functors SλL[n]. This method is effectively useful to compute the direct image
of the simplest Schur functor, the exterior power ΛkL[n].
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4.1. Derived Schur functors. Consider the category of finite modules over a commutative ring, or
of coherent sheaves over a quasi-projective variety. The aim of this subsection is to describe how the
group Sk acts on the k-fold tensor power C
• ⊗ · · · ⊗ C• of a complex C•, and to extend this action to
the derived tensor power C• ⊗L · · · ⊗L C•; we will finally define general Schur functors of a complex of
locally free sheaves and its derived version.
Derived Sk-action. The action of Sk is fully understood once it is understood on consecutive transpo-
sitions. For the double tensor power of a complex C• the right involution on C• ⊗ C• is defined by
i(u⊗ v) := (−1)pqv ⊗ u if u ∈ Cp, v ∈ Cq; the sign (−1)pq balances the sign in the definition of the dif-
ferential dnC•⊗C• := ⊕p+q=n [d
p
C• ⊗ idCq + (−1)
pidCp ⊗ d
q
C• ]. Suppose now that the complex C
• is right
bounded. To extend this action to the derived double tensor power C• ⊗L C• it suffices to replace the
complex C• by a ⊗-acyclic or projective resolution K• of the complex C• and to take the involution just
defined onK•⊗K•. Consider now the k-fold derived tensor power C•⊗L · · ·⊗LC•. If K• is an ⊗-acyclic
resolution of C•, the group Sk acts on the derived tensor product C
• ⊗L · · · ⊗L C• ≃ K• ⊗ · · · ⊗K• by
permutation of the factors K•, where the action of a transposition on two consecutive factors is exactly
the one described above. This action does not depend on the choice of the resolution K•.
Remark 4.1.1. We want now to understand how the trasposition of two consecutive terms acts on the
hyperderived spectral sequence
(4.1) Ep,q1 =
⊕
i1+···+ik=p
Tor−q(C
i1 , . . . , Cik)
associated to C• ⊗L · · · ⊗L C•. In the following we will always consider multiple complexes L•,...,• with
commuting partial differentials ∂i; the signs will be only introduced in the differential of the total complex
totL•,...,•, which is defined, on the component Li1,...,ik , by d =
∑k
j=1(−1)
Pj−1
l=1 il∂j . Consider now
projective resolutions Ri,• of the terms Ci; form the double complex R•,•, with commuting differentials
d′ and d′′: its total complex K• := totR•,• is a projective resolution of the complex C•. The multiple
complex R•,• ⊗ · · · ⊗ R•,•, k-fold tensor product of the double complex R•,•, has commuting partial
differentials
d′i := id⊗ · · · ⊗ id︸ ︷︷ ︸
i−1−times
⊗ d′ ⊗ id⊗ · · · ⊗ id d′′i = id⊗ · · · ⊗ id︸ ︷︷ ︸
i−1−times
⊗ d′′ ⊗ id⊗ · · · ⊗ id .
Consider now the following two multiple complexes, obtained by contracting partially this 2k-complex.
Let M˜•,...,• be the k + 1-complex defined by:
M˜ i1,...,ik,q =
⊕
h1+···+hk=q
Ri1,h1 ⊗ · · · ⊗Rik,hk
with commuting partial differentials ∂′
M˜,i
:= (−1)ε
′′
j d′j ; ∂
′′
M˜
:= (−1)
Pk
l=1 il
∑k
j=1(−1)
ε′j+ε
′′
j +ijd′′j , where
ε′j =
∑j−1
l=1 il and ε
′′
j =
∑j−1
l=1 hl. Let moreover N˜
•,• be the bicomplex
N˜p,q :=
⊕
i1+···+ik=p
M˜ i1,...,ik,q
with commuting differentials d′
N˜
=
∑k
j=1(−1)
ε′j∂′
M˜,j
=
∑k
j=1(−1)
ε′j+ε
′′
j d′j and d
′′
N˜
= ∂′′
M˜
. Remark that
the derived tensor product C• ⊗L · · · ⊗L C• ≃ K• ⊗ · · · ⊗K• coincides with the total complexes:
K• ⊗ · · · ⊗K• = tot(R•,• ⊗ · · · ⊗R•,•) = tot(M˜•,...,•) = tot(N˜•,•) .
The spectral sequence (4.1) is then exactly the spectral sequence ′Ep,q1 (N˜
•,•) := HqII(N˜
p,•) =
⊕i1+···+ik=pH
q
(k+1)(M˜
i1,...,ik,•), associated to the double complex N˜•,• (see [5, XVII, 2]). The com-
plex E•,q1 is exactly the complex totH
q
(k+1)(M˜
•,...,•), where the cohomology Hq(k+1) is taken on the last
component.
The transposition of factors τj,j+1 acts on the term N˜
p,q with the involution τ̂j,j+1 mapping:
τ̂j,j+1 : R
i1,h1⊗· · ·⊗Rij ,hj ⊗Rij+1,hj+1 ⊗· · ·⊗Rik,hk ✲ Ri1,h1⊗· · ·⊗Rij+1,hj+1 ⊗Rij ,hj ⊗· · ·⊗Rik,hk
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and defined by
(4.2) τ̂j,j+1(u1 ⊗ · · · ⊗ uj ⊗ uj+1 ⊗ · · · ⊗ uk) = (−1)
(ij+hj)(ij+1+hj+1)u1 ⊗ · · · ⊗ uj+1 ⊗ uj ⊗ · · · ⊗ uk .
The map τ̂j,j+1 is an automorphism of the double complex N˜
•,•: we deduce an action τ̂j,j+1 on the
spectral sequence (4.1) above, exchanging the multitors:
(4.3) τ̂j,j+1 : Tor−q(C
i1 , . . . , Cij , Cij+1 , Cik ) ✲ Tor−q(C
i1 , . . . , Cij+1 , Cij , Cik)
as the application induced induced in the q-cohomology by the isomorphism of complexes:
τ̂j,j+1 : (M˜
i1,...,ij ,ij+1,...,ik,•, d′′
M˜
) ✲ (M˜ i1,...,ij+1,ij ,...,ik,•, d′′
M˜
)
defined by (4.2).
In order to clearly interprete this action and to compare (4.3) with the permutation of factors
τ˜j,j+1 in the multitor Tor−q(C
i1 , . . . , Cij , Cij+1 , . . . , Cik) studied in appendix C, where the terms Cil
are considered just as sheaves and not as elements of a complex, we introduce the more natural mul-
tiple complex M•,...,•, defined as M i1,...,ik,q := M˜ i1,...,ik,q, but with commuting partial differentials
∂′M,i = d
′
i, ∂
′′
M :=
∑k
j=1(−1)
ε′′j d′′i . Consider moreover the double complex N
•,•, defined as: Np,q := N˜p,q,
d′N =
∑k
j=1(−1)
ε′j∂′M,j ; d
′′
N := ∂
′′
M . The multiple complexes M˜
•,...,• and M•,...,• are isomorphic via the
isomorphism ϕ given, on the component Ri1,h1 ⊗ · · · ⊗ Rik,hk , by: ϕi1,h1,...,ik,hk = (−1)
Pk
l=1 ilε
′′
l ; the
isomorphism ϕ induces an isomorphism between N˜•,• and N•,•; moreover ϕ is compatible with the
action of Sk on N˜
•,• and N•,•. The spectral sequence ′Ep,q1 (N
•,•) is the same as ′Ep,q1 (N˜
•,•) and the
isomorphism ϕ induces the identity at the spectral sequence level. The action τ̂j,j+1 of the transposition
τj,j+1 on N
•,• is now clear: it exchanges
τ̂j,j+1 : R
i1,h1⊗· · ·⊗Rij ,hj ⊗Rij+1,hj+1 ⊗· · ·⊗Rik,hk ✲ Ri1,h1⊗· · ·⊗Rij+1,hj+1 ⊗Rij ,hj ⊗· · ·⊗Rik,hk
and it is now defined by:
(4.4) τ̂j,j+1(u1 ⊗ · · · ⊗ uj ⊗ uj+1 ⊗ · · · ⊗ uk) = (−1)
ijij+1+hjhj+1u1 ⊗ · · · ⊗ uj+1 ⊗ uj ⊗ · · · ⊗ uk .
The action τ̂j,j+1 induced on the spectral sequence E
p,q
1 exchanges
(4.5) τ̂j,j+1 : Tor−q(C
i1 , . . . , Cij , Cij+1 , . . . , Cik ) ✲ Tor−q(C
i1 , . . . , Cij+1 , Cij , . . . , Cik)
as the map induced in q-cohomology by the map of complexes:
τ̂j,j+1 : (M
i1,...,ij ,ij+1,...,ik,•, d′′M ) ✲ (M
i1,...,ij+1,ij ,...,ik,•, d′′M )
given by (4.4). It is easy now to compare the actions τ̂j,j+1 and τ˜j,j+1, since the complexes
(M i1,...,ij ,ij+1,...,ik,•, d′′M ) and (M
i1,...,ij+1,ij ,...,ik,•, d′′M ) above are tensor products of resolutions R
il,• of
Cil and are exactly the complexes used in appendix C to compute τ˜j,j+1: the sign (−1)hjhj+1 in the
definition (4.4) coincides with the action of τ˜j,j+1, while the sign (−1)ijij+1 is due to the compatibility
with the differential d′N , because we are considering the terms C
il as terms of the complex C•. As a
consequence the action τ̂j,j+1 on the spectral sequence E
p,q
1 , exchanging multitors in (4.5), differs from
the action τ˜j,j+1, considered in appendix C, for the sign (−1)ijij+1 :
τ̂j,j+1 = (−1)
ijij+1 τ˜j,j+1 .
Derived Schur functors. Let Vν be the irreducible representation of the group Sk associated to the
partition ν : ν1 ≥ ν2 ≥ · · · ≥ νl of k. On a quasi-projective varietyM , on whichSk acts trivially, a locally
freeSk-sheaf E decomposes as a direct sum of locally free subsheaves: E ≃
⊕
ν Vν⊗HomSk(Vν⊗OM , E).
Now, for every locally free sheaf W on M , the k-fold tensor power W⊗
k
is naturally equipped with the
Sk-action that permutes the factors. We denote with S
νW the Schur functor6, associated to the partition
ν of k:
SνW := HomSk(Vν ⊗OM ,W
⊗k) ≃ (W⊗
k
⊗ Vν)
Sk .
6The irreducible representation Vν is isomorphic to its dual V ∗ν , since any irreducible representation is determined by
its character and since, by Frobenius formula ([16], 4.10), the character of Vν is real
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Consider now a complex of coherent sheaves C• on M and K• a locally free resolution of C•. Let us
form the k-fold tensor power: P • = K• ⊗ · · · ⊗ K•. We can decompose the complex P • as: P • =⊕
ν Vν ⊗ HomSk(Vν ⊗ OM , P
•). We denote with SνLC
• ∈ D−(M) and we call it the derived Schur
functor of the complex C•, associated to the partition ν, the complex
SνLC
• := HomSk(Vν ⊗OM , P
•) ≃ (P • ⊗ Vν)
Sn .
Its isomorphism class does not depend on the choice of the resolution K•.
Remark 4.1.2. Suppose now that X is a quasi-projective variety with the action of a finite group
G and that C• is a complex of G-equivariant sheaves on X , C• ∈ D−G(X). Then the Sk-action on
C• ⊗L · · · ⊗L C• commutes with the diagonal action of G on C• ⊗L · · · ⊗L C•, defined as the diagonal
action on the complex K•⊗· · ·⊗K•, where K• is a G-equivariant locally free resolution of C•. We then
have a well defined G×Sk action on the derived tensor power C• ⊗L · · · ⊗L C•.
Since tensorizing with Vλ and taking invariants [−]Sk are exact functors, we deduce from 2.3.2 and
3.3.1 the following corollary. Let λ be a partition of k. The spectral sequence (Ep,q1 ⊗ Vλ)
Sk is the
hyperderived spectral sequence associated to the derived Schur functor SλLC
•
L of the complex C
•
L and
abutting to the cohomology Hp+q(SλLC
•
L). Then:
Corollary 4.1.3. The term (E0,0∞ ⊗ Vλ)
Sk of the spectral sequence (Ep,q1 ⊗ Vλ)
Sk can be identified with
the image Φ(SλL[n]) of the Schur functor SλL[n] for the BKR transform. As a consequence, the direct
image µ∗(S
λL[n]) of the Schur functor SλL[n] can be identified with the term E0,0∞ (λ) of the spectral
sequence of invariants:
Ep,q1 (λ) := (E
p,q
1 ⊗ Vλ)
Sn×Sk
of Ep,q1 ⊗ Vλ for the group Sn ×Sk.
4.2. The exterior power. Let λε = 1 + · · · + 1 be the partition of k associated to the alternant
representation εk of Sk. In this subsection we will analyse the spectral sequence
Ep,q1 (λε) := (E
p,q
1 ⊗ εk)
Sn×Sk ,
and, in particular, its restriction j∗Ep,q1 (λε) to the open set S
n
∗∗X . By corollary 4.1.3 the term E
0,0
∞ (λε)
can be identified with the direct image µ∗(Λ
kL[n]) of the exterior power ΛkL[n] for the Hilbert-Chow
morphism. Remembering the notation introduced in remark 3.4.8, we indicate with Ep,q1 (λε)0 the com-
ponent:
Ep,q1 (λε)0 := [(E
p,q
1 )0 ⊗ εk]
Sn×Sk .
In corollary 4.2.25 we will prove that the spectral sequence j∗Ep,q1 (λε) degenerates at level E2.
Remark 4.2.1. To prove the previous statement it will be sufficient to prove that for q < 0 the complexes
j∗E•,q1 (λε) = j
∗E•,q1 (λε)0, are exact in degree l 6= −q/2 + 1, by remark 3.4.8. Since j
∗ is exact, this will
be implied by the exactness of the complexes E•,q1 (λε)0 for q < 0 in degree l 6= −q/2 + 1. To prove this,
by lemma 3.1.4 it suffices to prove that, for q < 0 and for every affine open subset U of X, the complexes
(4.6) E•,q :=
[
H0(Un, (E•,q1 )0 ⊗ εk)
]Sn×Sk
are exact in degree l 6= −q/2 + 1.
The rest of this section will be devoted to prove this last statement.
4.2.1. The comprehensive G×H-action. From now on we will make heavy use of appendix C.
Notation 4.2.2. In the following we will indicate with G the symmetric group G := Sn, and with H the
symmetric group H := Sk. Finally, if A ⊆ {1, . . . , n} (resp. A ⊆ {1, . . . , k}) we will indicate with G(A)
(resp. H(A)) the subgroup S(A) of G (resp. of H) consisting of permutations of A.
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Notation 4.2.3. Let a ∈ Il, l ≥ 0. For brevity’s sake, indicate with F l,q(a) the sheaf F l,q(a) :=
Tor−q(La(1), . . . , La(k)). Remembering notation 3.4.6, lemma C.3 and remark C.8, it can be identified
with
(4.7) F l,q(a) ≃ Torl−q(LI0(a))⊗
⊗
j∈J(a)
L⊗
λj(a)
j ≃ Λ
−q(N∗I0(a) ⊗ ρl)⊗ L
⊗l
I0(a)
⊗
⊗
j∈J(a)
L
λj(a)
j .
Set now F l,q(a) := H0(Un,F l,q(a)), where U is an affine open set in Xn.
Remark 4.2.4. We summarize here the comprehensive G×H-action on the G×H-equivariant term:
(4.8) (Ep,q1 )0 =
⊕
a∈Ip
Fp,q(a) .
The group G×H acts on the left on the set of indexes Ip by setting (σ, τ) · a := σaτ−1.
The comprehensive G-action. An element σ ∈ G acts on the equivariant term (Ep,q1 )0 above with the
action induced by the G-action on the complex C•L, explicited in remark 2.2.1; the element σ carries the
sheaf La(i) to the sheaf Lσa(i), introducing the sign εσ,a(i). The subgroup G(I0(a)) hence acts with the
representation ε2 on the fibers of the sheaf LI0(a) over the diagonal ∆I0(a); moreover it acts geometrically
on the fibers of the conormal bundle N∗I0(a) with the representation ε2 ⊕ ε2 ≃ C
2 ⊗ ε2.
The comprehensive H-action. The group H acts on the term (Ep,q1 )0 with the action induced by
the action on the hyperderived spectral sequence Ep,q1 , explained in remark 4.1.1. Hence a consecutive
transposition τj,j+1 ∈ H operates on (E
p,q
1 )0 via the automorphism τ̂j,j+1, whose restriction to F
p,q(a):
τ̂j,j+1 : Fp,q(a) ✲ Fp,q(aτ
−1
j,j+1), for any a ∈ I
l, is given by
τ̂j,j+1 = (−1)
(|a(j)|−1)(|a(j+1)|−1)τ˜j,j+1 ,
where τ˜j,j+1 is the permutation of factors considered in appendix C; the sign (−1)(|a(j)|−1)(|a(j+1)|−1) is
due to the fact that La(i) is a subsheaf of the term C
|a(i)|−1
L of the complex C
•
L.
Consider now a general permutation τ ofH , and let, as in notations of lemma C.9, σ0(τ), σj(τ), for j ∈
J(a), be the unique increasing bijections σ0(τ) : τ(S0(a)) ✲ S0(a), σj(τ) : τ(a
−1({j})) ✲ a−1({j}),
respectively; set β0(τ) := σ0(τ) ◦
∣∣
S0(a)
, βj(τ) := σj(τ) ◦ τ
∣∣
a−1({j})
, seen as permutations in Sp, Sλj(a),
respectively; denote moreover with α(τ) the automorphism induced by β0(τ) on Λ
−q(N∗I0(a)⊗ ρp). Then
by what we just explained and by lemma C.9, once identified Fp,q(a) and Fp,q(aτ−1) via (4.7), the
comprehensive action of an element τ ∈ H
τ̂ : Fp,q(a) ✲ Fp,q(aτ−1)
can be identified with the automorphism
sgn(β0(τ)) α(τ) ⊗ β0(τ) ⊗
⊗
j∈J(a)
βj(τ) ∈ Aut
(
Λ−q(N∗I0(a) ⊗ ρp)⊗ L
⊗p
I0(a)
⊗
⊗
j∈J(a)
L
⊗λj(a)
j
)
,
where βj(τ), j ∈ J(a) ∪ {0} act by permutation of factors.
4.2.2. Homogeneous components and stabilizers. We begin the study of the terms Ep,q decomposing the
G × H-equivariant term H0(Un, (Ep,q1 )0) in homogeneous components in order to use Danila’s lemma
to compute invariants. Let O be a G ×H-orbit in Ip: we define the homogeneous component W p,qO as
W p,qO :=
⊕
a∈O F
p,q(a). Therefore the term Ep,q can be rewritten as:
Ep,q =
⊕
O∈Ip/G×H
(W p,qO ⊗ εk)
G×H
.
Notation 4.2.5. Let K ⊆ G×H a subgroup of G×H . We will indicate with IndHK εk the representation
of K induced by the alternant representation εk of H via the natural morphism K ✲ H induced by
the second projection.
In these notations Danila’s lemma 3.1.1 becomes:
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Lemma 4.2.6. Let O ∈ Ip/G×H be a G×H-orbit in Ip and let a ∈ O. Then:
(W p,qO ⊗ εk)
G×H ≃✲
(
F p,q(a)⊗ IndHStabG×H (a) εk
)StabG×H (a)
The classification of all the G ×H-orbits and the determination of stabilizers in all generality turns
out to be an unnecessary technical computation, due to the following lemma; as a consequence, we will
consider only some of the orbits, which will be called relevant.
Lemma 4.2.7. Let O the G ×H-orbit of an element a ∈ Ip such that a
∣∣
{1,...,k}\S0(a)
is not injective.
Then (W p,qO ⊗ εk)
G×H = 0.
Proof. The hypothesis on a is equivalent to the existence of a j0 ∈ J(a) such that |a−1({j0})| = λj0 (a) ≥
2. The group H(a−1({j0})) is then a nontrivial subgroup of StabG×H(a). Applying lemma 4.2.6, we get:
(W p,qO ⊗ εk)
G×H ⊆
(
F p,q(a)⊗ IndHH(a−1({j0})) εk
)H(a−1({j0}))
.
Now the group H(a−1({j0})) acts nontrivially only on the factor L
⊗λj0 (a)
j0
of Fp,q(a), by remark
4.2.4. Since the representation IndHH(a−1({j0})) εk = ελj0 (a) and since (L
⊗λj0 (a)
j0
⊗ ελj0 (a))
H(a−1({j0})) =
Λλj0 (a)Lj0 = 0, the right hand side above vanishes. 
Remark 4.2.8. Let Ip0 := {a ∈ I
p | a
∣∣
{1,...,k}\S0(a)
is injective}. The set Ip0 is G×H-invariant. We will
call relevant the orbits in Ip0/G×H ; the other ones will be called irrelevant.
Remark 4.2.9. By the preceding lemma we have only to classify relevant orbits. The G×H-invariant
map t : Ip0
✲ {0, 1, 2}, defined by a ✲ |I0(a) ∩ J(a)|, induces easily an injection t : I
p
0/G ×
H ⊂ ✲ {0, 1, 2} at the quotient level; as a consequence relevant orbits O are classified by the value
t(O) ∈ {0, 1, 2}. For a relevant orbit O, correspondent to the value t(O) = t, the relevant homogeneous
component W p,qO is:
W p,qO =
⊕
a∈Ip0
t(a)=t
F p,q(a) .
The next proposition determines the stabilizer of an element in a relevant orbit. In what follows,
for brevity’s sake, where there will be no risk of confusion, we will write S0, I0, J instead of S0(a),
I0(a), J(a).
Notation 4.2.10. If a ∈ Ip0 and R ⊆ J , denote with ∆(R) the diagonal subgroup of G(R) ×H(a
−1(R))
given by ∆(R) := {(σ, a∗σ) | σ ∈ G(R)}, where a∗σ is the permutation of a−1(R) defined as: a∗σ :=
a−1σa.
Proposition 4.2.11. Let a ∈ Ip0 . Then
7
StabG×H(a) = G(I0 \ J)×H(S0)×∆(I0 ∩ J)×∆(J \ I0)×G(I0 ∪ J) .
Proof. An element (σ, τ) is in StabG×H(a) if and only if σa = aτ . This implies that the sets I0, J and,
consequently, I0 ∩ J , I0 \ J , J \ I0, I0 ∪ J are globally fixed by σ; hence
σ = σ1σ2σ3σ4 ∈ G(I0 \ J)×G(I0 ∩ J)×G(J \ I0)×G(I0 ∪ J)
On the other hand we can always write τ = τ1τ
′ ∈ H(S0)×H(S0), since S0 and S0 have to be preserved
by τ . Since σ1, σ4, τ1 are already in StabG×H(a), then we have: σ
′a = aτ ′, where σ′ = σ2σ3 ∈
G(I0 ∩ J) ×G(J \ I0). Suppose that σ′(i) = j, with i, j ∈ J such that {i, j} ⊆ I0 ∩ J or {i, j} ⊂ J \ I0.
Then one has to have τ ′(a−1({i})) = a−1({j}). Hence τ ′ = a∗σ2a∗σ3. This proves the lemma. 
7Here and in the following we set G(∅) = H(∅) = {1}.
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4.2.3. Invariants.
Notation 4.2.12. Denote with F l,qi (a) the sheaves on X
I0 , XJ\I0 , XI0∪J , respectively,
F l,q1 (a) := Tor
l
−q(L∆)⊗
⊗
j∈I0∩J
Lj ≃ Λ
−q(N∗∆ ⊗ ρl)⊗ L
⊗l
∆ ⊗
⊗
j∈I0∩J
Lj
F l,q2 (a) := ⊠j∈J\I0Lj
F l,q3 (a) := OXI0∪J ,
where ∆ is the diagonal in XI0 ≃ X2. Therefore we can write: F l,q(a) ≃ F l,q1 (a) ⊠ F
l,q
2 (a) ⊠ F
l,q
3 (a).
Moreover, denote with F l,qi (a) the corresponding spaces of sections of F
l,q
i (a) over affine open subsets of
the form Us, that is, F l,qi (a) := H
0(Us,F l,qi (a)), where s = I0, J \ I0, J ∪ I0, if i = 1, 2, 3, respectively.
Therefore, by Ku¨nneth formula:
F l,q(a) = F l,q1 (a)⊗ F
l,q
2 (a)⊗ F
l,q
3 (a) .
If a ∈ Il0, l = 0, the definitions of F
l,q
i (a) and F
l,q
i (a) have still a sense if i = 2, 3. In this case we have:
F 0,q(a) = F 0,q2 (a) ⊗ F
0,q
3 (a). It is clear that F
0,q(a) = 0 if q 6= 0. Finally we indicate with Ip,q(a) the
invariants:
Ip,q(a) :=
(
F p,q(a)⊗ IndHStabG×H (a) εk
)StabG×H (a)
.
In these notations lemma 4.2.6 can be rewritten as follows: for a relevant orbit O and for any fixed
a ∈ O: (W p,qO ⊗ εk)
G×H
≃ Ip,q(a).
Notation 4.2.13. Denote with Gi(a) the following subgroups of StabG×H(a) isolated in proposition 4.2.11:
G1(a) := G(I0 \ J)×H(S0)×∆(I0 ∩ J), G2(a) := ∆(J \ I0), G3(a) := G(I0 ∪ J).
Remark 4.2.14. In the above notations, since the group Gi(a) acts nontrivially only on the factor
F l,qi (a), we can write:
(4.9) Il,q(a) =
3⊗
i=1
(
F l,qi (a)⊗ Ind
H
Gi(a) εk
)Gi(a)
If l = 0 we have I0,0(a) = (F 0,02 (a)⊗ Ind
H
G2(a) εk)
G2(a) ⊗ (F 0,03 (a)⊗ Ind
H
G3(a) εk)
G3(a).
Remark 4.2.15. Let a ∈ Ip0 , p ≥ 0. It is clear that the Gi(a)-action on the factors F
l,q
i (a) is induced
by a natural Gi(a)-action on the sheaves F
l,q
i (a). The G2(a)- and G3(a)-actions on F
p,q
2 (a) and F
p,q
3 (a)
are clear. We explicit here the G1(a)-action on F
p,q
1 (a) in terms of what explained in remark 4.2.4.
• The group G(I0 \ J), identified with S2−t, acts on F
p,q
1 (a), fiberwise on ∆ ⊆ X
I0 , with the
representation
Λ−q(idC2 ⊗ ε2−t ⊗ idCp−1)⊗ ε
⊗p
2−t ≃ idΛ−q(C2(p−1)) ⊗ ε
⊗p−q
2−t .
• The action of the group ∆(I0∩J), identified with St, is trivial on the factor
⊗
j∈I0∩J
Lj
∣∣
∆
≃ L⊗
t
∆ ;
on the other hand, the factors in G(I0 ∩ J) of the elements in ∆(I0 ∩ J) act nontrivially on
Torl−q(L∆): hence ∆(I0 ∩ J) acts on F
p,q
1 (a) with the representation
Λ−q(idC2 ⊗ εt ⊗ idCp−1)⊗ ε
⊗p
t ≃ idΛ−q(C2(p−1)) ⊗ ε
⊗p−q
t .
• The H(S0)-sheaf F
p,q
1 (a) is isomorphic, as Sp-sheaf, to the sheaf Λ
−q(N∗∆ ⊗ ρp)⊗ L
⊗p+t
∆ ⊗ εp.
Hence, considering the comprehensive G1(a)-action, the sheaf F
p,q
1 (a) is isomorphic, as S2−t×Sp×St-
sheaf, to the sheaf:
Fp,q1 (a) ≃ Λ
−q(N∗∆ ⊗ ρp)⊗ L
⊗p+t
∆ ⊗ εp ⊗ ε
⊗p−q
2−t ⊗ ε
⊗p−q
t .
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The terms Ep,q. We are ready to compute the invariants Ip,q(a). For q ≤ 0 even, l > 0, denote with Fl,q
the module:
Fl,q := H0(U,L⊗
l
⊗K
⊗−q/2
X )⊗ Λ
k−lH0(U,L)⊗ Sn−k+l−2H0(U,OX) .
If l = 0, set F0,0 = ΛkH0(U,L)⊗ Sn−kH0(U,OX). Remark that Fl,q = 0 if l > k.
Proposition 4.2.16. Let a ∈ Ip0 , t(a) = t. The term I
p,q(a) is non zero only if p = q = 0 or
1 ≤ p ≤ k, 2− 2p ≤ q ≤ 0, q is even and
{
p even, 0 ≤ t ≤ 1
p odd, 1 ≤ t ≤ 2
In this cases we have Ip,q(a) = Fp+t,q.
Proof. By remark 4.2.14, it is sufficient to compute separately the factors in (4.9).
Step 1. The invariants (F p,q3 (a)⊗ Ind
H
G3(a) εk)
G3(a) are very easy to compute since G3(a) = G(I0 ∪ J)
just permutes geometrically the factors and IndHG3(a) εk = 1; then:(
F p,q3 (a)⊗ Ind
H
G3(a) εk
)G3(a)
≃
[
H0(U,OX)
⊗|I0∪J|
]S|I0∪J|
≃ Sn−k+p+t−2H0(U,OX) .
Step 2. We pass now to the computation of the invariants (F p,q2 (a) ⊗ Ind
H
G2(a) εk)
G2(a). By Ku¨nneth
formula F p,q2 (a) := H
0(UJ\I0 ,⊠j∈J\I0Lj) ≃ H
0(U,L)⊗
|J\I0|
. The group ∆(J \ I0) acts on F
p,q
2 (a) just
exchanging the factors; consequently, since IndH∆(J\I0) εk ≃ ε|J\I0|, we have:(
F p,q2 ⊗ Ind
H
G2(a) εk
)G2(a)
≃ (H0(U,L)⊗
|J\I0|
⊗ ε|J\I0|)
S|J\I0| ≃ Λk−p−tH0(U,L)
The computation done so far can be remade in exactly the same way for p = 0, considering I0 = ∅: it
gives: I0,0(a) = F0,0.
Step 3. We compute now the invariants (F p,q1 (a)⊗ Ind
G1(a)
H εk)
G1(a). Remark that F p,q1 (a) is the space
of sections over U I0 of the sheaf Fp,q1 (a), supported on the diagonal ∆, on which G1(a) acts trivially.
Hence: (
F p,q1 (a)⊗ Ind
H
G1(a) εk
)G1(a)
≃ H0
(
∆,
(
Fp,q1 (a)⊗ Ind
H
G1(a) εk
)G1(a))
.
The G1(a)-invariants of the sheaf F
p,q
1 (a)⊗ Ind
H
G1(a) εk are now easy to compute, due to remark 4.2.15.
Keeping into account that IndHG1(a) εk ≃ Ind
H
H(S0) εk ⊗ Ind
H
∆(I0∩J) εk ≃ εp ⊗ εt, we have:(
Fp,q1 (a)⊗ Ind
H
G1(a) εk
)G1(a)
≃
(
Λ−q(N∗∆ ⊗ ρp)
)Sp
⊗
(
ε⊗
p−q
2−t
)S2−t
⊗
(
ε⊗
p−q+1
t
)St
⊗ L⊗
p+t
∆ .
By lemma C.5 the representation Λ−q(N∗∆ ⊗ ρp) has non zero Sp-invariants if and only if q is even; in
this case, by corollary C.7:(
Fp,q1 (a)⊗ Ind
H
G1(a) εk
)G1(a)
≃
(
Λ2N∗∆
)−q/2
⊗
(
ε⊗
p−q
2−t
)S2−t
⊗
(
ε⊗
p−q+1
t
)St
⊗ L⊗
p+t
∆
which is nonzero if and only if 0 ≤ t ≤ 1, p even, or 1 ≤ t ≤ 2, p odd. In these cases the invariants are:(
F p,q1 (a)⊗ Ind
H
G1(a) εk
)G1(a)
≃ H0(U,K⊗
−q/2
X ⊗ L
⊗p+t) .
This proves the proposition. 
Remark 4.2.17. Note that, in the case of nonzero invariants 0 6= Ip,q(a), both the groups G(I0 \ J)
and ∆(I0 ∩ J) act trivially on F
p,q
1 (a)⊗ Ind
H
G1(a) εk.
Corollary 4.2.18. Let 0 ≤ p ≤ k, 2(1− p) ≤ q ≤ 0, q even. If p is even the term Ep,q is isomorphic to:
Ep,q ≃
{
Fp,q ⊕ Fp+1,q if 0 < p ≤ k
F0,0 if p = q = 0
.
If p is odd, we have: Ep,q ≃ Fp+1,q ⊕ Fp+2,q.
Remark 4.2.19. Remark that Ek,q = Fk,q if k even, while, if k odd, Ek−1,q = Fk,q, Ek,q = 0.
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The differentials Ep,q −→ Ep+1,q.
Remark 4.2.20. The map Ep,q ✲ Ep+1,q is the map of G×H-invariants of the map of sections:
(4.10) f :
⊕
a∈Ip0
F p,q(a)⊗ εk
⊕a,bfa,b
✲
⊕
b∈Ip+10
F p+1,q(b)⊗ εk
and is induced by the differential (Ep,q1 )0
✲ (Ep+1,q1 )0. By definition of (E
p,q
1 )0 and (E
p+1,q
1 )0 any
nontrivial morphism Fp,q(a) ✲ Fp+1(b), whose map of sections fa,b appears in (4.10), has to be
induced by a restriction Lj0 ✲ LI0(a) for j0 ∈ I0(a)∩J(a), twisted by a sign coming from the definition
of the differential ∂pC•L⊗···⊗C•L
, which we will explicit later. Hence, if such a map Fp,q(a) ✲ Fp+1(b) is
nontrivial, this forces t(a) ≥ 1, t(b) = t(a)− 1. Moreover, b has to be obtained by a in the following way:
b(i) = a(i), if i ∈ {1, . . . , k} \ a−1({j0}), b(a−1({j0})) = I0(a). Hence I0(b) = I0(a); J(b) = J(a) \ {j0}.
Consequently:
StabG×H(a) := H(S0(a))×∆(I0(a) ∩ J(a))×G2(a)×G3(a)
StabG×H(b) := G((I0(a) \ J(a)) ∪ {j0})×H(S0(a) ∪ a
−1({j0}))×G2(a)×G3(a)
Therefore, if p ≥ 0, t(a) = 0, there are no nontrivial maps fa,b from F p,q(a) in (4.10).
Remark 4.2.21. By the preceding remark and by proposition 4.2.16, if p > 0 is even and t(a) = 1 all
possible maps F p,q(a) ✲ F p+1,q(b) induce the zero map between invariants. Consequently, if p > 0
is even there are no nontrivial maps Ep,q ✲ Ep+1,q. On the other hand, if p is odd the only possible
morphism: Ep,q = Fp+1,q ⊕ Fp+2,q ✲ Fp+1,q ⊕ Fp+2,q = Ep+1.q are diagonal. We will indicate with αt
the morphism Fp+t,q ✲ F(p+1)+(t−1),q.
Proposition 4.2.22. Let p be odd, 0 < p ≤ k − 1, q even, −2p+ 2 ≤ q ≤ 0, 1 ≤ t ≤ 2. The morphism
of invariants αt : F
p+t,q ✲ F(p+1)+(t−1),q is an isomorphism.
Proof. The morphism αt is induced by the G×H-equivariant morphism between relevant homogeneous
components (see remark 4.2.9):
(4.11) f :
⊕
a∈Ip0
t(a)=t
F p,q(a)⊗ εk
⊕a,bfa,b
✲
⊕
b∈Ip+10
t(b)=t(a)−1
F p+1,q(b)⊗ εk .
Fix now a ∈ Ip0 , with t(a) = t and b ∈ I
p+1
0 , t(b) = t − 1, such that the morphism
fa,b : F
p,q(a) ✲ F p+1,q(b) is non zero: it has to be of the form described in remark 4.2.20. We can
decompose StabG×H(b) as a direct product StabG×H(b) ≃ P × Q where Q = G((I0(a) \ J(a)) ∪ {j0}),
P = H(S0(a) ∪ {j0}) × G2(a) × G3(a). Now Q acts trivially on F
p,q(b) ⊗ IndHStabG×H(b) εk, by remark
4.2.17. Moreover ∆(I0(a) ∩ J(a)) acts trivially on F p,q(a) ⊗ IndStabG×H (a) εk and Gi(a) = Gi(b) for
i = 2, 3. Hence:(
F p,q(a)⊗ IndHStabG×H (a) εk
)StabG×H (a)
=
(
F p,q(a)⊗ IndHStabG×H(a) εk
)StabG×H(a)∩StabG×H (b)
.
Moreover, the hypothesis of lemma B.2 are verified: we obtain that the morphism fG×H of G × H-
invariants of (4.11) coincides with |Q| · f˜P where f˜P is the morphism of P -invariants of the map:
f˜ :
⊕
[g]∈P/StabG×H(a)
F p,q(ga)⊗ IndHP εk ✲ F
p,q(b)⊗ IndHP εk .
Now the orbit P/StabG×H(a) of P in G × H/StabG×H(a) is in bijection with the cosets H(S0(a) ∪
{j0})/H(S0(a)). Keeping into account that Gi(ga) = Gi(b) for i = 2, 3 and for all g ∈ H(S0(a) ∪ {j0}),
and decomposing each term as in remark 4.2.14, we see that the map f˜P is induced by the map of
H(S0(a) ∪ {j0})-invariants of the map:
(4.12)
⊕
[g]∈H(S0(a)∪{j0})/H(S0(a))
F p,q1 (ga)⊗ εp+1
✲ F p,q1 (b)⊗ εp+1 ,
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where here εp+1 is the alternant representation of H(S0(a) ∪ {j0}). The map (4.12) is in turn induced
at the level of section by the map of H(S0 ∪ {j0})-sheaves on U
I0(a) ≃ U2:
η :
⊕
[g]∈H(S0∪{j0})/H(S0)
Fp,q1 (ga)⊗ εp+1
⊕[g]ηga,b
✲ Fp+1,q1 (b)⊗ εp+1 .
The proposition follows from the following lemma and lemma C.6, point 4. We use notations C.1.1. 
Lemma 4.2.23. The map of Sp+1-invariants of the map η can be identified, up to a sign, with the map
of Sp+1-invariants of the map:
(4.13) ⊕p+1i=1 γi :
p+1⊕
i=1
Λ−q(N∗∆ ⊗ ρp(i))⊗ L
⊗p+t
∆
✲ Λ−q(N∗∆ ⊗ ρp+1)⊗ L
⊗p+t
∆ ,
induced by natural inclusions ρp(i) ✲ ρp+1.
Proof. It is clear that it is sufficient to prove the lemma when L is trivial. We can identify S0 ∪ {j0} ≃
{1, . . . , p + 1} and S0 ≃ {1, . . . , p}; hence H(S0 ∪ {jo})/H(S0) ≃ Sp+1/Sp can be identified with
{1, . . . , p + 1} via the bijection carrying i to the class of any permutation θi such that θi(p + 1) = i.
Hence, by lemma B.1 and remark B.3, the map of Sp+1-invariants
ηSp+1 : (Fp,q1 (a)⊗ εp)
Sp ≃
(
⊕p+1i=1F
p,q
1 (aθ
−1
i )⊗ εp+1
)Sp+1
✲ (Fp+1,b1 (b)⊗ εp+1)
Sp+1
is given by
ηSp+1(u) =
p+1∑
i=1
θiηa,b(u) .
In notations C.1.1, we can now identify Fp,q1 (a) ⊗ εp ≃ Λ
−q(N∗∆ ⊗ ρp(p + 1)) and F
p+1,b
1 (b) ⊗ εp+1 ≃
Λ−q(N∗∆ ⊗ ρp+1), as Sp and Sp+1-representations, respectively; moreover, the map ηa,b identifies, up
to the sign (−1)p coming from the definition of differential8 dpC•L⊗...⊗C•L
, to the natural inclusion γp+1,
considered in corollary C.4. Hence ηSp+1 can be identified, up to a sign, to
∑p+1
i=1 θiγp+1(u), which is,
by remark B.3, the map of Sp-invariants of the map (4.13). 
The following proposition is now consequence of remarks 4.2.20, 4.2.21 and proposition 4.2.22. Con-
sider the complexes
A•,qi := 0
✲ F2i,q ⊕ F2i+1,q
(α1,α2)
✲ F2i,q ⊕ F2i+1,q ✲ 0
concentrated in degrees -1 and 0, where α1 and α2 are isomorphisms. Remark that they vanish if i > k/2;
moreover for k even, A•,qk/2 becomes: A
•,q
k/2 = 0
✲ Fk,q
α1
✲ Fk,q ✲ 0.
Proposition 4.2.24. The complexes E•,q are isomorphic to:
E•,q ≃

F0,0 ⊕
⊕k/2
i=1A
•,q
i [−2i] if q = 0
(F−q/2+1,q ⊕ F−q/2+2,q)[+q/2− 1]⊕
⊕k/2
i=−q/4+3/2 A
•,q
i [−2i] if −2k + 2 ≤ q < 0
and q ≡ 2 mod 4⊕k/2
i=−q/4+1 A
•,q
i [−2i] if −2k + 2 ≤ q < 0
and q ≡ 0 mod 4
and they vanish elsewhere. Consequently, for q < 0, they are exact in degree p > −q/2 + 1.
The following corollary is a consequence of remark 4.2.1 and propositions 4.2.24.
Corollary 4.2.25. The spectral sequence j∗Ep,q1 (λε) degenerates at level E2.
8We recall that the differential dp
C•
L
⊗...⊗C•
L
acts on the term C1 ⊗ . . .⊗ C1 ⊗ C0 ⊗ C1 ⊗ . . .⊗ C1, where C0 is on the i-th
factor, as (−1)i−1id⊗ . . .⊗ id⊗ d0
C0
⊗ id⊗ . . .⊗ id. Hence the map η
aθ
−1
i ,b
: Fp,q1 (aθ
−1
i )
✲ Fp,q1 (b) will also be affected
by this sign.
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We can finally prove the following formula.
Theorem 4.2.26. Let X be a smooth quasi-projective algebraic surface, L a line bundle on X. Let X [n]
be the Hilbert scheme of n points over X and L[n] the tautological bundle on X [n], naturally associated
to the line bundle L on X. Then, for any 0 ≤ k ≤ n, we have:
(4.14) Rµ∗(Λ
kL[n]) ≃ (ΛkC0L)
G .
Proof. The degeneration of the spectral sequence j∗Ep,q1 (λε) at level E2, corollary 4.1.3 and the fact that
the limit of j∗Ep,q1 (λε) is zero above the diagonal, imply that the complex j
∗E•,01 (λε) ≃ j
∗(ΛkC•L)
G is
a resolution of the sheaf j∗µ∗(Λ
kL[n]). Moreover, by proposition 4.2.24 the morphism E0,0 ✲ E1,0
is zero; hence, by lemma 3.1.4, the morphism: j∗E0,01 (λε)
✲ j∗E1,01 (λε) is zero. Consequently the
complex j∗(ΛkC•L)
G is quasi-isomorphic to the sheaf j∗(ΛkC0L)
G. Hence:
j∗µ∗(Λ
kL[n]) ≃ j∗(ΛkC•L)
G ≃ j∗(ΛkC0L)
G .
Now, applying the functor j∗ and recalling lemmas 3.4.4 and 3.4.5 we get the result. 
5. Cohomology
The aim of this section is to apply Brion-Danila-type formulas, found in the previous sections, to
cohomology computations. In particular we will compute the cohomology of Hilbert schemes with values
in the double tensor power L[n]⊗L[n] of tautological bundles and in their general exterior powers ΛkL[n].
We obtain analogous results for the cohomology with values in L[n]⊗L[n]⊗DA and ΛkL[n]⊗DA, where
DA is the determinant line bundle on X [n] associated to a line bundle A on X . In this way we reobtain
Danila’s results [9] on the cohomology of a tautological bundle, we generalize her results on the double
symmetric power [11], and we give new general formulas for the exterior powers.
5.1. Cohomology with values in the double tensor power. Recall that we indicate with G the
symmetric group Sn. The short exact sequence (3.7):
0 ✲ µ∗(L
[n] ⊗ L[n]) ✲ (C0L ⊗ C
0
L)
G (∂
0
L⊗id)
G
✲ (C1L ⊗ C
0
L)
G ✲ 0
and the fact that Riµ∗(L
[n] ⊗ L[n]) = 0 for i > 0 induce a long exact cohomology sequence:
(5.1) · · · ✲ H∗(X [n], L[n] ⊗ L[n]) ✲ H∗G(X
n, C0L ⊗ C
0
L) ✲
✲ H∗G(X
n, C1L ⊗ C
0
L) ✲ H
∗+1(X [n], L[n] ⊗ L[n]) ✲ · · · .
Now, with the same computations made in the proof of proposition 3.5.2, we get:
H∗G(X
n, C0L ⊗ C
0
L) = H
∗(L⊗
2
)⊗ Sn−1H∗(OX)
⊕
H∗(L)⊗
2
⊗ Sn−2H∗(OX)
H∗G(X
n, C1L ⊗ C
0
L) = H
∗(L⊗
2
)⊗ Sn−2H∗(OX)
The differential (∂0L ⊗ id)
G : (C0L ⊗ C
0
L)
G ✲ (C1L ⊗ C
0
L)
G induces the morphism:
(5.2) H∗(L⊗
2
)⊗ Sn−1H∗(OX)
⊕
H∗(L)⊗
2
⊗ Sn−2H∗(OX) ✲ H
∗(L⊗
2
)⊗ Sn−2H∗(OX) .
We will prove now that it is an epimorphism: consequently the long exact cohomology sequence splits.
It suffices to prove the surjectivity of the first component:
DL⊗2 := H
∗(L⊗
2
)⊗ Sn−1H∗(OX) ✲ H
∗(L⊗
2
)⊗ Sn−2H∗(OX) .
Remark that the second component is induced by the canonical coupling: H∗(L)⊗2 ✲ H∗(L⊗2). We
begin by the following:
Lemma 5.1.1. Let F be a line bundle on X. Consider, for k ∈ N∗, the embedding:
(5.3) X × Sk−1X ⊂ ✲ X × SkX
given by (x, z) ✲ (x, x+ z). The restriction morphism:
DF : H
∗(F )⊗ SkH∗(OX) ✲ H
∗(F )⊗ Sk−1H∗(OX)
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induced by this embedding is given, for α ∈ H∗(F ) and ui ∈ H∗(OX), i = 1, . . . , k, homogeneous of
degree pi, by the formula:
α⊗ u1 · · ·uk ✲
1
k
k∑
i=1
(−1)(
P
j<i pj)piαui ⊗ u1 · · · uˆi · · ·uk .
Proof. The embedding (5.3) is induced by the embedding:
X ×Xk−1 ⊂ ✲ X ×Xk .
(x, z1, . . . , zk−1) ✲ (x, x, z1, . . . , zk−1)
The induced morphism in cohomology is given by: α ⊗ u1 ⊗ · · · ⊗ uk ✲ αu1 ⊗ u2 ⊗ · · · ⊗ uk. The
canonical projection Xk ✲ SkX identifies u1 · · ·uk ∈ H∗(SkX) ≃ SkH∗(OX) with the element:
1
k!
∑
σ∈Sk
εσ,p1,...,pkσ(u1 ⊗ · · · ⊗ uk)
of H∗(OXk) ≃ H
∗(OX)⊗k, where εσ,p1,...,pk is a sign depending on the permutation σ and on the
respective degrees of ui and it is characterized, in the graduated algebra C[u1, . . . , uk] (where deg(ui) =
pi), by the relation: σ(u1⊗· · ·⊗uk) = εσ,p1,...,pku1⊗· · ·⊗uk. For the product of consecutive transpositions
τ = τ1,2 · · · τi−1,i we have ετ,p1,...,pk = (−1)
(
P
j<i pj)pi . The formula follows. 
Lemma 5.1.2. The restriction morphism DF : H
∗(F ) ⊗ SkH∗(OX) ✲ H∗(F ) ⊗ Sk−1H∗(OX) is
surjective and has a canonical section.
Proof. Let ui ∈ H
∗(OX) be of degree pi, i = 1, . . . , k, α ∈ H
∗(F ). Let λj be the morphism:
λj : H
∗(F )⊗ SjH∗(OX) ✲ H
∗(F )⊗ Sk−1H∗(OX)
α⊗ u1 · · ·uj ✲ α⊗ 1 · · · 1︸ ︷︷ ︸
k − j − 1-times
· u1 · · ·uj
We have λk−1 = id, λ−1 = 0. Let Wi be the image of λi. We have the filtration:
{0} =W−1 (W0 ( · · · (Wk−2 (Wk−1 = H∗(F )⊗ Sk−1H∗(OX) .
Let now σ be the morphism:
H∗(F )⊗ Sk−1H∗(OX) ✲ H
∗(F )⊗ SkH∗(OX)
α⊗ u1 · · ·uk−1 ✲ α⊗ 1 · u1 · · ·uk−1
Remembering the expression of the morphism D from lemma 5.1.1 we have the following relation:
(DF ◦ σ)(λj(α⊗ u1 · · ·uj)) = DF (α⊗ 1 . . . 1︸ ︷︷ ︸
k − j-times
· u1 · · ·uj)
=
k − j
k
α⊗ 1 · · · 1︸ ︷︷ ︸
k − j − 1-times
· u1 · · ·uj+
+
j∑
h=1
Cjhαuh ⊗ 1 · · · 1︸ ︷︷ ︸
k − j-times
· u1 · · · uˆh · · ·uj
=
k − j
k
λj(α⊗ u1 · · ·uj) + v
where v ∈ Wj−1, for some rational constants C
j
h. This means that, indicating with Ψ the endomorphism
DF ◦ σ of H∗(F )⊗ Sk−1H∗(OX) we have: (Ψ− (k − j)/k) (Wj) ⊆Wj−1, which implies:
k−1∏
j=0
(
Ψ−
k − j
k
)
= 0 .
Consequently, Ψ is invertible. Therefore DF is surjective and has a canonical section. 
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A consequence of this lemma is that the kernel of DF is isomorphic to a direct factor of the image of σ.
The next lemma allows us to characterize such a direct factor.
Lemma 5.1.3. Let a ∈ X be a point of X. Consider the morphism:
id⊗ ν : H∗(F )⊗ SkH∗(OX) ✲ H
∗(F )⊗ Sk−1H∗(OX)
where ν is the morphism induced in cohomology by the inclusion Sk−1X ⊂ ✲ SkX given by z ✲ a+z.
Therefore id⊗ ν is surjective and its kernel is isomorphic to the kernel of DF .
Proof. The morphism id⊗ ν is given by:
id⊗ ν(α⊗ u1 · · ·uk) =
1
k
k∑
i=1
(−1)(
P
j<i pj)piαui(a)⊗ u1 · · · uˆi · · ·uk .
We know that uh(a) = 0 if deg uh > 0. Therefore, if we denote with Ψ˜ the endomorphism id⊗ ν ◦ σ of
H∗(F )⊗ Sk−1H∗(OX), we have:
Ψ˜(λj(α⊗ u1 · · ·uj)) = (id⊗ ν)(α ⊗ 1 · · · 1︸ ︷︷ ︸
k − j-times
· u1 · · ·uj)
=
k − j
k
λj(α⊗ u1 · · ·uj) + v
where v ∈ Wj−1. Therefore
(
Ψ˜− (k − j)/k
)
(Wj) ⊆Wj−1 and we have again for Ψ˜ the relation:
k−1∏
j=0
(
Ψ˜−
k − j
k
)
= 0
which implies that Ψ˜ is invertible, that id⊗ν is surjective and that Imσ is a direct factor of ker(id⊗ν). 
The immediate consequence of the previous lemma is that:
(5.4) kerDF ≃ ker(id⊗ ν) ≃ H
∗(F )⊗ ker ν .
Now it is an elementary fact that if V , W , Z are three vector spaces, not necessarily of finite dimension
over a field k and if F = (f, g) : V ⊕W ✲ Z is a linear map such that the component f is surjective,
then kerF ≃ ker f ⊕W . This fact and equation (5.4) applied to morphism (5.2) yield:
Theorem 5.1.4. Let X be a smooth quasi-projective surface. Let a be a point in X. Let J be the kernel
of the morphism: Sn−1H∗(OX) ✲ Sn−2H∗(OX), induced by the morphism:
Sn−2X ✲ Sn−1X
x ✲ a+ x
We have the isomorphism of Z-graded modules and S2-representations:
H∗(X [n], L[n] ⊗ L[n]) ≃ H∗(L⊗
2
)⊗ J
⊕
H∗(L)⊗
2
⊗ Sn−2H∗(OX) .
We introduce now the determinant line bundle DA, associated to a line bundle A on the surface X .
Consider the bundle A⊠
n
:= A⊠ · · ·⊠A on the product Xn. By Drezet-Kempf-Narasimhan lemma [13,
The´ore`me 2.3], it descends to a line bundle A⊠
n
/Sn on the quotient X
n/Sn ≃ SnX .
Definition 5.1.5. We call determinant line bundle DA on the Hilbert scheme X
[n] the pull back of
A⊠
n
/Sn for the Hilbert-Chow morphism:
DA := µ
∗(A⊠
n
/Sn) .
Tensorizing the short exact sequence (3.7) with DA and taking the cohomology, we get:
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Theorem 5.1.6. Let X be a smooth quasi-projective algebraic surface and L, A be line bundles on X.
Then we have the long exact sequence:
· · · ✲ H∗(X [n], L[n] ⊗ L[n] ⊗DA) ✲
H∗(L⊗
2
⊗A)⊗ Sn−1H∗(A)⊕
H∗(L ⊗A)⊗
2
⊗ Sn−2H∗(A)
m
✲ H∗(L⊗
2
⊗A⊗
2
)⊗ Sn−2H∗(A) ✲ H∗+1(X [n], L[n] ⊗ L[n] ⊗DA) ✲ · · ·
The two components m1 and m2 of the map m are given by:
m1(α ⊗ u1 · · ·un−1) =
1
n− 1
n−1∑
i=1
αui ⊗ (−1)
(
P
j<i pj)piu1 · · · uˆi · · ·un−1
m2(β ⊗ γ ⊗ v) = βγ ⊗ v
where α ∈ H∗(L⊗
2
⊗A), β, γ ∈ H∗(L⊗A), u1, . . . , un ∈ H∗(A), with ui of degree pi and v ∈ Sn−2H∗(A).
Proof. With a completely analogous computation as the one done in the proof of theorem 3.5.2 we can
compute:
H∗(Xn, (C0L ⊗ C
0
L)⊗A
⊠)G = H∗(L⊗
2
⊗A)⊗ Sn−1H∗(A)
⊕
H∗(L ⊗A)⊗
2
⊗ Sn−2H∗(A)
H∗(Xn, (C1L ⊗ C
0
L)⊗A
⊠)G =H∗(L⊗
2
⊗A⊗
2
)⊗ Sn−2H∗(A) .
The expression of the map m1 can be computed exactly as in the proof of lemma 5.1.1; the expression
of m2 is evident. 
5.2. Cohomology with values in exterior powers. By theorem 4.2.26, by definition of DA and by
the projection formula we get:
Rµ∗(Λ
kL[n] ⊗DA) =
(
ΛkC0L
)G
⊗A⊠
n
/Sn ,
generalizing Brion-Danila formula for all k (see [9, prop. 6.1]). We have the following formula for the
cohomology of the general exterior power ΛkL[n], twisted by the determinant DA:
Theorem 5.2.1. Let X be a smooth quasi-projective surface and L, A be line bundles on X. Then:
H∗(X [n],ΛkL[n] ⊗DA) = Λ
kH∗(L⊗A)⊗ Sn−kH∗(A) .
Proof.
RΓX[n](Λ
kL[n] ⊗DA) = RΓSnX ◦Rµ∗(Λ
kL[n] ⊗DA)
= RΓSnX ◦ pi
G
∗
(
ΛkC0L ⊗ pi
∗A⊠
n
/Sn
)
= RΓGXn(Λ
kC0L ⊗A
⊠
n
)
= RΓSn×SkXn
(
(C0L)
⊗k ⊗A⊠
n
⊗ εk
)
Then, by Danila’s lemma and Ku¨nneth formula:
H∗(X [n],ΛkL[n] ⊗DA) =
[
H∗(L⊗A)⊗
k
⊗ εk
]Sk⊗[
H∗(A)⊗
n−k
]Sn−k
= ΛkH∗(L⊗A)⊗ Sn−kH∗(A)

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Appendix A. The Cˇech complex for closed subschemes
We prove here, under some reasonable transversality hypothesis, the existence of a Cˇech-type resolu-
tion for a finite scheme-theoretic union of closed subschemes of smooth scheme: it can be thought as a
generalization of the Chinese remainder theorem. We need the following lemmas.
Lemma A.1 (Peskine-Szpiro, Kempf-Laksov [24, lemma 7]). Let (A,m) be a Cohen-Macauley noetherian
local ring and I ⊆ A an ideal. Let
0 ✲ K0 ✲ K1 ✲ . . . ✲ Kn−1 ✲ Kn ✲ 0
be a complex of free modules. Suppose that Supp(K•) :=
⋃n
i=1 SuppH
i(K•) ⊆ V (I). Then Hi(K•) = 0
for all i < ht(I).
Lemma A.2. Let (A,m) be a noetherian regular local ring, M1, . . . ,Mk finite Cohen-Macauley modules
over A. Let
c(M1, . . . ,Mk) :=
(
k∑
i=1
codimMi
)
− codimM1 ⊗ . . .⊗Mk .
Then Tori(M1, . . . ,Mk) = 0 for i  c(M1, . . . ,Mk).
Proof. The lemma is an easy consequence of Peskine-Szpiro lemma and the existence, for the Cohen-
Macauley modules Mi, of finite free resolutions of length equal to the codimensions codimMi, by
Auslander-Buchsbaum formula [27, Theorem 19.1]. For every module Mi let’s take its finite free resolu-
tion R•i
✲ Mi ✲ 0, written:
0 ✲ R0i
✲ R1i
✲ . . . ✲ RcodimMii
✲ Mi ✲ 0 .
We can then compute Tori(M1, . . . ,Mk) as the cohomology of the total complex: R
• := R1
• ⊗ . . .⊗R•k.
Now R• is a finite complex of free modules of length l =
∑k
i=1 codimMi and, for all i, Tori(M1, . . . ,Mk) =
H l−i(R•) is supported in Supp(M1 ⊗ . . . ⊗Mk) = V (Ann(M1 ⊗ . . . ⊗Mk)). Therefore by Peskine and
Szpiro lemma, H l−i(R•) = 0 for l−i < ht(Ann(M1⊗ . . .⊗Mk)), that is if i > l−ht(Ann(M1⊗ . . .⊗Mk)).
Now for a noetherian regular local ring, ht(I) = codimV (I) = dimA − dimA/I, and this implies the
result. 
Let I ⊆ {1, . . . , l}. We will indicate with I the complementary of I in {1, . . . , l}. If M1, . . . ,Ml are
modules on a ring A, we will indicate with MI = ⊗i∈IMi, with Tori(MI) = H−i(⊗Li∈IMi) and with
c(MI) = c(Mi1 , . . . ,Mih) if I = {i1, . . . , ih}.
Proposition A.3. Let (A,m) be a noetherian regular local ring and Mi, i = 1, . . . , l, Cohen-Macauley
modules on A. Consider the exact sequences:
0 ✲ Ni ✲ Ei ✲ Mi ✲ 0
where Ei are free A-modules. Let K
•
i be the complex (in degree 0 and 1): K
•
i := Ei
✲ Mi ✲ 0.
Suppose that c(M1, . . . ,Ml) = 0. Then the complex K
• := ⊗iK•i :
0 ✲ ⊗li=1 Ei ✲ ⊕
l
i=1 Mi ⊗ E{i}
✲ ⊕|I|=2 MI ⊗ EI
✲ . . . ✲ ⊗li=1 Mi ✲ 0
is a right resolution of the module ⊗li=1Ni .
Proof. We first prove that for all ∅ 6= H ⊆ {1, . . . , l} one has:
(A.1) 0 ≤ c(MH) ≤ c(M1, . . . ,Ml) .
To prove the first inequality it is not restrictive to take H = {1, . . . , l}. Now, embed X := Spec(A) into
X l with the diagonal immersion i : X ⊂ ✲ X l. On X l we have: codimXl(M1⊠· · ·⊠Ml) =
∑
i codimMi.
Then, since M1 ⊗ . . .⊗Ml = i∗(M1 ⊠ · · ·⊠Ml), in the identification given by i, Supp(M1 ⊗ · · · ⊗Ml) =
∆ ∩ Supp(M1 ⊠ · · ·⊠Ml) and since X is a smooth scheme:
dim∆ ∩ Supp(M1 ⊠ · · ·⊠Ml) ≥ dim∆+ dimSupp(M1 ⊠ · · ·⊠Ml)− dimX
l ,
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which implies codimX(M1⊗ · · ·⊗Ml) ≤
∑
i codimMi. To prove the second inequality, we have, because
of the first inequality in (A.1):
c(M1, . . . ,Ml) =
l∑
i=1
codimMi − codim(M1 ⊗ · · · ⊗Ml)
≥ c(MH) + c(MH) ≥ c(MH) .
Now, to prove the exactness of the complex ⊗li=1K
•
i , remark that, by lemma A.2 and by the inequality
(A.1), the hypothesis c(M1, . . . ,Ml) = 0 implies
(A.2) Tori(MH) = 0 ∀ ∅ 6= H ⊆ {1, . . . , l} , ∀i > 0 .
The complexes K•i are right resolutions of the modules Ni. Consequently, Tor−q(N1, . . . , Nl) =
Hq(⊗Li K
•
i ). On the other hand the cohomologyH
p+q(⊗Li K
•
i ) is the limit of the fourth quadrant spectral
sequence:
Ep,q1 := ⊕i1+···+il=pTor−q(K
i1
1 , . . . ,K
il
l ) .
Since K0i is acyclic for all i because free, the term E
p,q
1 becomes a direct sum:
Ep,q1 = ⊕|H|=pTor−q(MH)⊗ EH .
The vanishing (A.2) implies Ep,q1 = 0 for all q < 0. Note that the complex E
•,0
1 is exactly ⊗
l
i=1K
•
i .
The spectral sequence degenerates at level E2; then E
p
∞ ≃ E
p,0
2 = Tor−p(N1, . . . , Nl) = 0 if p > 0 and
E0∞ ≃ E
0,0
2 = ⊗
l
i=1Ni, hence the complex ⊗
l
i=1K
• gives a right resolution of the module ⊗li=1Ni. 
Corollary A.4 (Chinese Remainder Theorem). Let (A,m) be a noetherian regular local ring, and let ai,
i = 1, . . . , l, be ideals of A such that:
(1) the modules A/ai are Cohen-Macauley for all i
(2) ht(
∑l
i=1 ai) =
∑l
i=1 ht(ai).
Then ∩li=1ai =
∏l
i=1 ai and the complex (Kˇ
•, ∂•), defined by
Kˇp = ⊕|I|=p+1
(
A/
∑
i∈I
ai
)
∂p(f)J =
∑
i∈J
εi,J
fJ\{i} mod ∑
j∈J
aj
 ,
where εi,J = (−1)♯{h∈J,h<i}, is a right resolution of the module A/ ∩li=1 ai.
Proof. The result follows by applying the preceding proposition to the complexes A ✲ A/ai ✲ 0,
keeping into account that the second hypothesis is exactly the condition c(A/a1, . . . , A/al) = 0, since for
a Cohen-Macauley ring the height ht(I) of an ideal I is the codimension of the module A/I. 
Appendix B. Danila’s lemma for morphisms
We extend here Danila’s lemma 3.1.1 to morphisms. Let I, J be two finite sets with a transitive
action of the finite group G; let moreover M , N be R[G]-modules with decompositions M = ⊕i∈IMi,
N = ⊕j∈JNj compatible with the G-action, in the sense of subsection 3.1. Let f :M ✲ N a map of
R[G]-modules; writing f as a sum f = ⊕i,jfi,j , the G-equivariance is equivalent to fg(i),g(j) ◦ g = g ◦ fi,j
for all i ∈ I, j ∈ J , g ∈ G. Danila’s lemma allows to identify the map of invariants fG : MG ✲ NG
with a map:
fG :M
StabG(i0)
i0
✲ N
StabG(j0)
j0
.
In what follows we will always assume that f 6= 0 and that (i0, j0) is chosen in a way that fi0,j0 6= 0.
Making identifications9 I ≃ G/StabG(i0), J ≃ G/StabG(j0) we have:
9Here and in the following, if K is a subgroup of G, not necessarily normal, we will consider G/K just as the set of
(left) cosets, with the natural (left) G-action
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Lemma B.1. The map fG :M
StabG(i0)
i0
✲ N
StabG(j0)
j0
is given by:
(B.1) fG(u) =
∑
[g]∈G/Stab(i0)
fg(i0),j0(gu) .
Proof. The identification M
StabG(i0)
i0
≃MG is given by u ✲
∑
[g]∈G/StabG(i0)
gu. Therefore, applying
f and using G-equivariance, we get:
f
( ∑
[g]∈G/StabG(i0)
gu
)
=
⊕
[h]∈G/StabG(j0)
h
∑
g∈G/StabG(i0)
fh−1g(i0),j0(h
−1gu) =
⊕
[h]∈G/StabG(j0)
hw ,
since the the sum w =
∑
[g]∈G/StabG(i0)
fh−1g(i0),j0(h
−1gu) does not depend on h, because the map
[g] ✲ [h−1g] is a riparametrization of the set G/StabG(i0). We have now only to prove that w is
StabG(j0)-invariant. But the only effect of h ∈ StabG(j0) on w is again to permute the order of the
summands in the expression of w: hence w is StabG(j0)-invariant and is identified with f
G(u). 
Let now K1,K2 subgroups of G. The group K1 acts on the cosets G/K2. Denote with K1/K2 the
orbit of [e] in G/K2 for the K1-action
10. It is clear that StabK1 [e] ≃ K1 ∩K2.
Lemma B.2. Consider the G-equivariant morphism f :M ✲ N . Suppose that StabG(j0) decomposes
in a direct product StabG(j0) ≃ P×Q, with Q acting trivially on Nj0 . Suppose moreover that fg(i0),j0 = 0
if [g] 6∈ StabG(j0)/StabG(i0) and that
M
StabG(i0)∩StabG(j0)
i0
=M
StabG(i0)
i0
.
Then the map of invariants fG can be identified with |Q| · f˜P , where f˜ is the P -equivariant map:
f˜ :
⊕
[g]∈P/Stab(i0)
Mg(i0)
✲ Nj0 .
Proof. By the hypothesis on f and by lemma B.1, it is easy to see that fG coincides with the map
(f ′)StabG(j0) of StabG(j0)-invariants of the StabG(j0)-equivariant restriction:
f ′ :
⊕
[g]∈StabG(j0)/StabG(i0)
Mg(i0)
✲ Nj0 .
Therefore it is sufficient to identify (f ′)StabG(j0) with |Q|·f˜P . Decomposing the expression of f ′ according
to the decomposition of StabG(j0) ≃ P ×Q, we can rewrite:
f ′ :
⊕
[k]∈StabG(j0)/P
⊕
[g]∈P/StabG(i0)
Mkg(i0)
✲ Nj0 .
Now, since the P and Q actions commute, we can take first Q-invariants, and then P -invariants. Remark
that Q acts freely on StabG(j0)/P ≃ Q and therefore permutes the components of the direct sum indexed
by StabG(j0)/P . Therefore: (f
′)StabG(j0) is given by
(f ′)StabG(j0)(u) = ((f ′)Q)P (u) =
∑
k∈Q
k
∑
[g]∈P/StabG(i0)
fg(i0),j0(gu)
= |Q|
∑
[g]∈P/StabG(i0)
fg(i0),j0(gu) = |Q| · f˜
P (u)
since Q acts trivially on Nj0 , where u ∈M
StabG(i0)∩P
i0
=M
StabG(i0)
i0
. 
Remark B.3. In the notations of lemma B.1, if J = {j0}, and hence StabG(j0) = G, we can rewrite
(B.1) as:
fG(u) =
∑
g∈G/StabG(i0)
gfi0,j0(u) .
This applies to the map f˜ in lemma B.2.
10Remark that the orbit K1/K2 is in bijection with the cosets K1/K1 ∩K2
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Appendix C. Permutations of factors in a multitor
Notation C.1. Let S0, . . . , Sh be a partition of the set {1, . . . , l}. Let X be an algebraic variety and
Ei coherent sheaves on X , i = 0, . . . , h. We will denote with Tor
S0,...,Sh
q (E0, . . . , Eh) the multitor:
TorS0,...,Shq (E0, . . . , Eh) := Torq(F1, . . . , Fl) with Fj = Ei if j ∈ Si.
Let Y be a smooth subvariety of codimension r of a smooth variety X and let i : Y ⊂ ✲ X be
the closed immersion. Denote with NY/X the normal bundle of Y in X . Consider the line bundles
L,E1, . . . , Eh on X . Let LY be the restriction of the line bundle L to the subvariety Y . It is clear that
the multitor TorS0,...,Shq (LY , E1, . . . , Eh), where {Si}i is a partition of {1, . . . , l}, does not depend on the
order of the factors and it is always isomorphic to Tor|S0|q (LY )⊗
⊗h
i=1E
⊗|Si|
i , in the notations of 3.4.6.
However a permutation of factors in the multitor acts as an automorphism, which we are interested in
studying.
Remark C.2. In all generality, if Fi are coherent sheaves on a smooth variety X and if R
•
i are locally
free resolutions of the sheaves Fi, then the action of a consecutive transposition τj,j+1:
τ˜j,j+1 : Torq(F1, . . . , Fj , Fj+1 . . . , Fl) ✲ Torq(F1, . . . Fj+1, Fj , . . . , Fl)
is given by the action induced in (−q)-cohomology by the morphism of complexes:
τ˜j,j+1 : R
•
1 ⊗ · · · ⊗R
•
j ⊗R
•
j+1 ⊗ · · · ⊗R
•
l
✲ R•1 ⊗ · · · ⊗R
•
j+1 ⊗R
•
j ⊗ · · · ⊗R
•
l
defined as τ˜j,j+1(u1⊗· · ·⊗uj⊗uj+1⊗· · ·⊗ul) = (−1)hjhj+1u1⊗· · ·⊗uj+1⊗uj⊗· · ·⊗ul, where um ∈ Rhmm .
C.1. Action on a pure multitor. We suppose first that Si = ∅, for i = 1, . . . , h: we are in the case of
the ”pure” multitor Torlq(LY ) := Tor
{1,...,l}
q (LY ). The following lemmas explain how Sl acts permutating
the factors on a multitor of this kind and what are the invariants for this action.
Notation C.1.1. Let Rl ≃ Cl and ρl be the natural11 and the standard representations of Sl, re-
spectively. Let ei the canonical basis of Rl. Denote with Rl−1(i), 1 ≤ i ≤ l, the vector space
Rl−1(i) := Rl/ < ei > ≃
∑
1≤j≤l,j 6=i Cej. It is isomorphic to the natural representation of Sl−1 and
it splits in Rl−1(i) = 1 ⊕ ρl−1(i), where ρl−1(i) is the standard representation of Sl−1, embedded in
Rl−1(i). We will indicate with σl and σl−1(i) the elements σl =
∑l
i=1 ei, σl−1(i) =
∑
1≤j≤l,j 6=i ej ; we
will call them the canonical elements of Rl and Rl−1(i), respectively. They are invariants for the action
of Sl, Sl−1, respectively.
Lemma C.3. We have an isomorphism of Sl-representations
12:
(C.1) Torlq(LY ) ≃ Λ
q(N∗Y/X ⊗ ρl)⊗ L
⊗l
Y .
Proof. Suppose that L is trivial. We first verify the statement locally. Suppose Y is the scheme of
zeros of a section s of a vector bundle F of rank r, transverse to the zero section. Consider the Koszul
resolution K• := K•(F, s) of the structural sheaf OY . The Koszul complex K•(F ⊗ Rl, s ⊗ σl) is Sl-
isomorphic to the tensor product K•⊗ · · · ⊗K• and consequently its (−q)-cohomology is Sl-isomorphic
to Torlq(OY ). On the other hand, consider the Koszul complex K
•(F ⊗ ρl, 0); we have the isomorphism
of Sl-representations:
K•(F ⊗Rl, s⊗ σl)
≃
✲ K•(F, s) ⊗K•(F ⊗ ρl, 0)
where Sl acts trivially on K
•(F, s). Since K•(F ⊗ ρl, 0) is a complex of locally free sheaves with zero
differentials, we have:
(C.2) H−q(K•(F ⊗Rl, s⊗ σl)) ≃
⊕
i+j=−q
Hi(K•(F, s)) ⊗Kj(F ⊗ ρl, 0) .
11This means that Sl acts permutating the vectors of the canonical basis in Rl
12the symmetric group acts here on both factors: on the first via the standard representation, on the second permuting
the factors of L⊗l
Y
.
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Consequently we obtain an isomorphism of Sl- representations:
(C.3) Torlq(OY ) ≃ OY ⊗ Λ
q(F ∗ ⊗ ρl) ≃ Λ
q(N∗Y/X ⊗ ρl)
because F
∣∣
Y
≃ NY/X . It is easy to verify that the isomorphism (C.3) does not depend on the choice of
the vector bundle F and on the section s; moreover, the local isomorphisms glue together and allow to
define the above isomorphism globally.
If L is not trivial the lemma is an immediate consequence of what we just proved, together with the
fact that a locally free resolution of LY is provided by the complex: K
• ⊗ L. 
Let i ∈ {1, . . . , l}; denote with {i} the complementary of {i} in {1, . . . , l}.
Corollary C.4. The natural map:
(C.4) Tor{i},{i}q (LY , L) ≃ Torq(LY , . . . , LY︸ ︷︷ ︸
i−1−times
, L, LY , . . . , LY︸ ︷︷ ︸
l+1−i−times
) ✲ Torq(LY , . . . , LY︸ ︷︷ ︸
l+1−times
) = Torl+1q (LY ) ,
induced by the restriction L ✲ LY , can be identified to the natural map:
γi : Λ
q(N∗Y/X ⊗ ρl(i))⊗ L
⊗l+1
Y
⊂ ✲ Λq(N∗Y/X ⊗ ρl+1)⊗ L
⊗l+1
Y
induced by the inclusion ρl(i) ⊂ ✲ ρl+1.
Proof. It is clear that it is sufficient to prove the statement for L trivial. As in the proof of lemma C.3,
we have: Tor{i},{i}q (OY ,OX) ≃ H
−q(K•(F ⊗Rl(i), s⊗ σl(i))), in notation C.1.1. The natural map:
Tor{i},{i}q (OY ,OX) ≃ H
−q(K•(F ⊗Rl(i), s⊗ σl(i))) ⊂ ✲ H
−q(K•(F ⊗Rl+1, s⊗ σl+1)) ≃ Tor
l+1
q (OY )
is induced by the inclusion Rl(i) ⊂ ✲ Rl+1. This inclusion yields the inclusion ρl(i) ⊂ ✲ ρl+1; hence
the natural map above can be identified, by (C.2) and (C.3) to the inclusion:
γi : Λ
q(N∗Y/X ⊗ ρl(i)) ≃ OY ⊗ Λ
q(F ∗ ⊗ ρl(i)) ⊂ ✲ OY ⊗ Λ
q(F ∗ ⊗ ρl+1) ≃ Λ
q(N∗Y/X ⊗ ρl+1) .

We come now to the computation of the Sk-invariants of the representation (C.1).
Lemma C.5. Let V be a vector space of dimension 2 and consider the GL(V ) × Sk– representation
Λq(V ⊗ρk). It has Sk-invariants if and only if q = 2h, ∃h ∈ N; in this case the invariants are isomorphic,
as a GL(V )-representation, to the Schur functor Sh,hV ≃ (Λ2V )⊗h.
Proof. The dimension of the space of invariants is given by the scalar product
(C.5) dimΛq(V ⊗ ρk)
Sk = 〈χΛq(V⊗ρk), χ1〉
between the character of the representation Λq(V ⊗ ρk) and the character of the trivial one. Now we
have:
Λq(V ⊗ ρk) ≃ Λ
q(ρk ⊕ ρk) =
q⊕
i=1
Λiρk ⊗ Λ
q−iρk ;
hence the scalar product (C.5) becomes:
dimΛq(V ⊗ ρk)
Sk =
q∑
i=1
〈χΛiρk , χΛq−iρk〉 .
If i 6= q − i, then Λiρk, Λq−iρk are different irreducible representations of Sk and 〈χΛiρk , χΛq−iρk〉 = 0.
In the case i = q − i, which yields q = 2i, we have 〈χΛq(V⊗ρk), χ1〉 = 1. This proves the first sentence.
Consider now the isomorphism of GL(V )×Sk-representations (see [16, ex. 6.11]):
Λq(V ⊗ ρk) ≃
⊕
λ
SλV ⊗ Sλ
′
ρk
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where λ′ denotes the conjugate partition to λ and where the sum is on the partitions of q having at most
dimV rows and dim ρk columns. The invariants are:
(C.6) Λq(V ⊗ ρk)
Sk ≃
⊕
λ
SλV ⊗ [Sλ
′
ρk]
Sk .
It means that if dimΛq(V ⊗ρk)Sk = 1, then [Sλ
′
ρk]
Sk is non zero for only one partition λ0 with at most
2 rows and k − 1 columns, and in this case both Sλ0V and [Sλ
′
0ρk]
Sk have to be of dimension 1. Now
the dimension of a Schur functor is given by the formula (see [16, theorem 6.3]):
dimSλV =
∏
1≤i<j≤k
λi − λj + j − i
j − i
.
Imposing that dimSλ0V = 1 forces λi = λj for all i and j. Since λ0 can have at most 2 rows, this means
that λ0 has to be of the form λ0 = h+ h, for h ∈ N. Now the Schur functor Sh,hV embeds in (Λ2V )⊗h
(see [16, problem 6.15]), but the two vector spaces have the same dimension, hence the result. 
Lemma C.6. (1) Let u, v be a basis of V . Consider the Sk-invariant bivector
ω =
k∑
i=1
uei ∧ vei ∈ Λ
2(V ⊗Rk)
and let ωl ∈ Λ2l(V ⊗ Rk) its l-th exterior power. Consider the projection: piRk : Rk ✲ ρk. If
1 ≤ l ≤ k − 1, the image ωRkl of ω
l/(l + 1)! in Λ2l(V ⊗ ρk) is nonzero.
(2) Let i ∈ {1, . . . k}, and Gi = StabSk{i}. The projection
ϕi : V ⊗ ρk ✲ V ⊗ ρk−1(i)
induced from the projection from pii : Rk ✲ Rk−1(i), is Gi-equivariant and for 1 ≤ l ≤ k − 2
the image of ωRkl for the projection Λ
2lϕi is exactly ω
Rk−1(i)
l .
(3) The Sk-equivariant map Λ
q(V ⊗ ρk) ✲
⊕k
i=1 Λ
q(V ⊗ ρk−1(i)), induced by the natural pro-
jections ρk ✲ ρk−1(i), gives an isomorphism between the Sk-invariants.
(4) The Sk-equivariant map
⊕k
i=1 Λ
q(V⊗ρk−1(i)) ✲ Λq(V ⊗ρk), induced by the natural inclusions
ρk−1(i) ✲ ρk, gives an isomorphism between the Sk-invariants.
Proof. 1. We can restrict ourselves to the case l = k − 1. We have:
ωk−1
k!
=
1
k!
(
k∑
i=1
uei ∧ vei
)k−1
=
1
k!
(k − 1)!
k∑
i=1
̂uei ∧ vei
where ̂uei ∧ vei indicates
̂uei ∧ vei = ue1 ∧ ve1 ∧ . . . ∧ uei−1 ∧ vei−1 ∧ uei+1 ∧ vei+1 ∧ . . . ∧ uek ∧ vek .
We now remark that the projection Λ2k−2(id⊗ pi)( ̂uei ∧ vei) is nonzero and always the same for every i,
since Λ2k−2(V ⊗ρk) is the trivialSk-representation; therefore the projection of ω
k−1/k! on Λ2k−2(V ⊗ρk)
is Λ2k−2(id⊗ pi)( ̂ue1 ∧ ve1), that is, a volume element in Λ2k−2(V ⊗ ρk).
2. The statement is evident once remarked that the commutative diagram:
Λ2l(V ⊗Rk)
Λ2lpii
✲ Λ2l(V ⊗Rk−1(i))
Λ2l(V ⊗ ρk)
Λ2lpiRk
❄
Λ2lϕi
✲ Λ2l(V ⊗ ρk−1(i))
Λ2lpiRk−1(i)
❄
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is Gi-equivariant for l ≤ k − 2, since the diagram:
V ⊗Rk
pii
✲ V ⊗Rk−1(i)
V ⊗ ρk
piRk
❄ ϕi
✲ V ⊗ ρk−1(i)
piRk−1(i)
❄
is G-equivariant.
3. The Sk–invariants are both 1-dimensional vector spaces, by Danila’s lemma 3.1.1 and by lemma
C.5; therefore it suffices to prove that the map between invariants:
Λq(V ⊗ ρk)
Sk ✲
[
k⊕
i=1
Λq(V ⊗ ρk−1(i))
]Sk
is non zero. This reduces to the following easy consequence of points 1 and 2. Consider theSk-equivariant
diagram:
Λ2l(V ⊗Rk)
⊕iΛ
2lpii
✲ ⊕ki=1Λ
2l(V ⊗Rk−1(i))
Λ2l(V ⊗ ρk)
Λ2lpiRk
❄
⊕iΛ2lϕi
✲ ⊕ki=1Λ
2l(V ⊗ ρk−1(i))
⊕iΛ2lpiRk−1(i)
❄
Λ 2lψ
✲
What we want to prove is equivalent to proving that the morphism Λ2lψ : ⊕i(Λ2l(piRk−1(i) ◦ pii)) above
induces a nonzero morphism between the vector spaces of invariants:
Λ2l(V ⊗Rk)
Sk
(Λ2lψ)Sk
✲
[
⊕ki=1Λ
2l(V ⊗ ρk−1(i))
]Sk
.
Let us take the Sk-invariant element ω
l ∈ Λ2l(V ⊗Rk) considered in point 1. We know that the images
ωi,l = pri ◦ Λ
2lψ(ωl) are nonzero. Therefore Λ2lψ(ωl) = (ωi,l)i is a nonzero element; since ω
l is Sk-
invariant and Λ2lψ is Sk-equivariant, the element Λ
2lψ(ωl) is necessarily Sk-invariant. Since we proved
that it is nonzero, we are done.
4. It follows immediately from point 3 by taking duals. 
Corollary C.7. If codimY = 2 the Sl-equivariant sheaf Tor
l
q(LY ) has non zero Sl-invariants if and
only if q = 2h, 0 ≤ h ≤ l − 1: in this case:
Torl2h(LY )
Sl ≃ (Λ2N∗Y/X)
⊗h ⊗ L⊗
l
Y .
C.2. Action on a mixed multitor. We pass now to the general case of permutation of factors in a
mixed multitor.
Remark C.8. Let S0, . . . , Sh a partition of {1, . . . , l} and let L, Ei, i = 1, . . . , h locally free sheaves on
the algebraic variety X . By lemma C.3, the mixed multitor TorS0,...,Shq (LY , E1, . . . , Eh), can be naturally
identified to:
i(S0, . . . , Sh) : Tor
S0,...,Sh
q (LY , E1, . . . , Eh)
≃
✲ Λq(N∗Y/X ⊗ ρ|S0|)⊗ L
⊗|S0|
Y ⊗
h⊗
i=1
E
|Si|
i .
With natural identification we precisely mean the following. As in notation C.1, indicate with Fj := LY
if j ∈ S0 and Fj := Ei if j ∈ Si. We can work locally. Denote with K•j a locally free resolution of the
sheaves Fj , for all j = 1, . . . , l; if j ∈ S0 we can take K•j to be the Koszul resolution K
•
Y ⊗ L of LY ,
otherwise, for j ∈ Si, i 6= 0, take K
•
j to be the complex 0
✲ Ei ✲ 0. In these notations the multitor
TorS0,...,Shq (LY , E1, . . . , Eh) is by definition H
−q(⊗lj=1K
•
j ). Let now θ ∈ Sl the unique permutation of
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{1, . . . , l} such that θ(Si) < θ(Sj), if i < j, and θ
∣∣
Si
: Si ✲ θ(Si) is increasing. The identification
i(S0, . . . , Sh) is then given by the composition:
H−q(
l⊗
j=1
K•j )
H−q(θ)
≃
✲ H−q(
l⊗
j=1
K•θ−1(j)) ≃ H
−q(
h⊗
i=0
⊗
j∈Si
K•i ) ≃ H
−q(
⊗
i∈S0
K•i ⊗
h⊗
i=1
E
⊗|Si|
i )
≃ Λq(N∗Y/X ⊗ ρ|S0|)⊗ L
⊗|S0|
Y ⊗
h⊗
i=1
E
⊗|Si|
i ,
since the functor −⊗
⊗h
i=1 E
⊗|Si|
i is exact, because Ei are locally free, and by lemma C.3.
The following lemma is now immediate.
Lemma C.9. Let τ ∈ Sl. For i = 0, . . . , h, let σi(τ) be the unique increasing bijection σi(τ) :
τ(Si) ✲ Si; let βi(τ) be the permutation βi(τ) := σi(τ) ◦ τ
∣∣
Si
of Si, seen in S|Si|. Let moreover
α(τ) be the automorphism of Λq(N∗Y/X ⊗ ρ|S0|) given by the action of β0(τ). Then the following diagram
commutes:
TorS0,...,Shq (LY , E1, . . . , Eh)
i(S0, . . . , Sh)
✲ Λq(N∗Y/X ⊗ ρ|S0|)⊗ L
⊗|S0|
Y ⊗
h⊗
i=1
E
⊗|Si|
i
Torτ(S0),...,τ(Sh)q (LY , E1, . . . , Eh)
τ˜
❄
i(τ(S0), . . . , τ(Sh))
✲ Λq(N∗Y/X ⊗ ρ|S0|)⊗ L
⊗|S0|
Y ⊗
h⊗
i=1
E
⊗|Si|
i .
α(τ) ⊗ β0(τ) ⊗
⊗h
i=1 βi(τ)
❄
where β0(τ), βi(τ) act on L
⊗|S0|
Y , E
⊗|Si|
i , respectively, by permutation of factors.
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