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SPECTRAL PROPERTIES OF LIMIT-PERIODIC OPERATORS
DAVID DAMANIK AND JAKE FILLMAN
Abstract. We survey results concerning the spectral properties of limit-periodic operators. The
main focus is on discrete one-dimensional Schro¨dinger operators, but other classes of operators, such
as Jacobi and CMV matrices, continuum Schro¨dinger operators and multi-dimensional Schro¨dinger
operators, are discussed as well.
We explain that each basic spectral type occurs, and it does so for a dense set of limit-periodic
potentials. The spectrum has a strong tendency to be a Cantor set, but there are also cases where
the spectrum has no gaps at all. The possible regularity properties of the integrated density of
states range from extremely irregular to extremely regular. Additionally, we present background
about periodic Schro¨dinger operators and almost-periodic sequences.
In many cases we outline the proofs of the results we present.
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1. Introduction
We will talk about Schro¨dinger operators H acting in ℓ2(Z) via
[Hu](n) = u(n− 1) + u(n+ 1) + V (n)u(n)
with periodic and limit-periodic potentials. We say that V (or, interchangeably, H) is periodic if
there is some q ∈ Z+ with V (n + q) = V (n) for every n. We say that V (or H) is limit-periodic
if V lies in the closure of the space of periodic potentials, that is, if there exist V1, V2, . . . periodic
with
lim
n→∞
‖V − Vn‖∞ = 0.
One might think that such operators would be rather similar to periodic operators, and that
many characteristics and results can be “pushed through” to the limit using uniform convergence.
However, one would be very wrong! Periodic operators always exhibit purely absolutely continuous
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spectrum of multiplicity two supported on a spectrum which is a finite union of nondegenerate
closed intervals, and the associated quantum dynamics are ballistic (i.e. a particle subjected to a
periodic potential behaves like a free particle). Every single one of these characteristics can be
broken in the limit-periodic regime. Concretely, in the limit-periodic regime:
• The spectrum can be a Cantor set (a dense set of gaps). In fact, the spectrum may have
zero Hausdorff dimension;
• The spectral type may be purely singular continuous or even pure point;
• The quantum dynamics may be localized in a very strong sense.
The study of these operators was begun in the 1980s by work of Avron-Simon [4], Moser [43],
and the Soviet school [8, 9, 21, 41, 48, 49]. These classical results focused on the presence of Cantor
spectrum and purely absolutely continuous spectral measures. A notable exception is the work
[53] by Po¨schel from that era, which exhibited examples that are uniformly localized. There has
been a recent uptick in activity, ushered in by Avila [3], which has led to the realization that new
phenomena are possible, such as the genericity of purely singular continuous spectrum [3, 16] and
the denseness of pure point spectrum [18] in the space of all limit-periodic potentials. Another new
phenomenon established in a recent paper is the Lipschitz continuity of the integrated density of
states in Po¨schel’s examples [12].
The paper is structured as follows. We provide a quick introduction to the periodic case in
Section 2. Almost periodic sequences and their hulls are discussed in Section 3. Every limit-
periodic sequence is almost-periodic, and those almost-periodic sequences that are limit-periodic
can be characterized via a topological property of their hulls: they need to be totally disconnected.
Moreover, this discussion also shows that the study of almost-periodic operators fits in the broader
class of ergodic operators, which are discussed in Section 4, along with the standard quantities
associated with them: the Lyapunov exponent and the integrated density of states. Section 5
contains results about limit-periodic operators with purely absolutely continuous spectral measures,
supported on thick (Carleson homogeneous) Cantor sets. The genericity of zero-measure Cantor
spectrum and purely singular continuous spectral measures is the subject of Section 6. Limit-
periodic operators with pure point spectrum are presented in Section 7, both those that arise in the
large coupling regime and those that arise due to local randomness. Section 8 addresses regularity
results for the integrated density of states. While we focus on discrete Schro¨dinger operators in this
paper, much of what we say has analogs for related families of operators in mathematical physics,
namely: Jacobi matrices, CMV matrices/quantum walks, and continuum Schro¨dinger operators.
We describe these operators and some of the known results in Section 9. Motivated by the known
results, we present some interesting open problems in Section 10. Finally, since the hull of a
limit-periodic potential is a totally disconnected group, we discuss some characteristics of totally
disconnected groups in Appendix A.
Acknowledgment. Some of this material was presented in a lecture series at the Academy of
Mathematics and Systems Science (Chinese Academy of Sciences), Beijing in February 2018. D.D.
would like to express his gratitude to Zhe Zhou and AMSS/CAS for the kind invitation and extra-
ordinary hospitality and all the lecture series attendees for their interest and participation.
2. A Crash Course on Periodic Operators
In the present section, we will review some aspects of the spectral analysis of periodic operators
in 1D. Throughout, assume that V is q-periodic and that q ∈ Z+ is chosen to be minimal with
respect to this property. We will at least sketch most of the arguments here. With the exception
of the discussion of ballistic motion in Section 2.4, the results in this section are textbook material;
lucid references include [61, Chapter 5] and [67, Chapter 7].
The eigenvalue equation for H reads
(2.1) u(n− 1) + u(n+ 1) + V (n)u(n) = Eu(n)
LIMIT-PERIODIC OPERATORS 3
where E is a scalar. We shall see presently that this equation has no (nontrivial) solution u ∈ ℓ2(Z)
when V is periodic, so we will need to be somewhat more generous in our interpretation of (2.1).
Namely, we will consider (2.1) for arbitrary u ∈ CZ, not just u ∈ ℓ2(Z). Through a standard abuse
of notation, we will also write Hu for u ∈ CZ, where [Hu](n) is simply defined by the left-hand
side of (2.1).
2.1. Floquet Theory. The difference equation (2.1) can be rewritten as a 2× 2 matrix recursion:
(2.2)
[
u(n+ 1)
u(n)
]
=
[
E − V (n) −1
1 0
] [
u(n)
u(n− 1)
]
.
Clearly then, the asymptotic characteristics of u can be encoded by the monodromy matrix
Φ(E) =
[
E − V (q) −1
1 0
] [
E − V (q − 1) −1
1 0
]
· · ·
[
E − V (1) −1
1 0
]
and the relationship between (u(1), u(0))⊤ and the eigenvector(s) of Φ(E). Since Φ ∈ SL(2,C), the
character of its eigenvectors is entirely encoded by its trace. We may characterize the spectrum of
H as follows:
Theorem 2.1. If V is q-periodic with discriminant D, then
σ(HV ) = {E ∈ C : D(E) ∈ [−2, 2]} = {E ∈ R : |D(E)| ≤ 2} .
For all c ∈ (−2, 2), all solutions of D(E) = c are real and simple. For c = ±2, all solutions of
D(E) = c are real and at most doubly degenerate.
Proof Sketch. Since HV is self-adjoint, we focus on real E. For each E ∈ R, there are four possi-
bilities for Φ(E):
(1) |TrΦ(E)| < 2: Then, the powers of Φ(E) are uniformly bounded, so all solutions of (2.1)
are bounded;
(2) |TrΦ(E)| = 2 and Φ(E) /∈ {±I}: There is a Jordan anomaly. One solution of (2.1) is
bounded, and any linearly independent solution grows linearly;
(3) Φ(E) = ±I. Clearly, all solutions of (2.1) are bounded;
(4) |TrΦ(E)| > 2. There are linearly independent solutions u+ and u− of (2.1) with the
property that u± decays exponentially at ±∞ and grows exponentially at ∓∞.
In cases (1), (2), and (3), one can use a bounded solution to construct a Weyl sequence, and hence
E ∈ σ(H). In case (4), we have two special solutions u±, defined as follows: let (u+(1), u+(0))
⊤ be a
contracting eigenvector of Φ(E) and let (u−(1), u−(0))
⊤ be an expanding eigenvector of Φ(E), and
use (2.2) to extend these initial data to produce solutions of (2.1). Then, u± decays exponentially
at ±∞ and one can use these solutions to construct a Green function for H. Concretely, one can
check that
〈δn, Rδm〉 =
u−(n ∧m)u+(n ∨m)
u−(0)u+(1) − u+(0)u−(1)
(n ∧ m = min(n,m) and n ∨ m = max(n,m)) defines a bounded operator with R(H − E) =
(H −E)R = I by Schur’s criterion.
In view of the discussion above, it follows that any solution of D(E) = c with c ∈ [−2, 2] must
be real, since such an E belongs to the spectrum of H and H is self-adjoint. The multiplicity
statements follow from Rouche´’s theorem. Concretely, if D(E) − c has a double (or higher) root
at E ∈ R for some c ∈ (−2, 2), then Rouche´’s theorem implies the existence of non-real z near E
such that D(z) ∈ (−2, 2), contradicting reality of such solutions. Similarly, if D(E)− c vanishes to
third order or higher for some choice of c ∈ {±2}, then Rouche´’s theorem implies the existence of
nearby non-real z with D(z) ∈ [−2, 2]. 
4 D. DAMANIK AND J. FILLMAN
Thus, we see that the spectrum of H consists of q nondegenerate closed intervals, which we call
the bands:
σ(H) =
q⋃
j=1
[αj , βj ].
Here, α1 < β1 ≤ α2 < · · · ≤ αq < βq denotes an enumeration of the solutions of D(E) = ±2,
counted with multiplicity. Each of the closed intervals [αj , βj ] may be obtained as the closure of
a connected component of D−1((−2, 2)). In the event that βj < αj+1, we say that the jth gap is
open. Otherwise, we say that we have a closed gap at the point αj = βj+1. Notice that one has a
closed gap at c if and only if D2−4 vanishes to second order at c, that is, D(c) = ±2 and D′(c) = 0.
2.2. Bloch Waves. If E ∈ σ(H), then D(E) ∈ [−2, 2]. Writing D(E) = 2 cos θ for some θ ∈ [0, π],
we see that Φ(E) has eigenvalues e±iθ. Using an eigenvector corresponding to the eigenvalue eiθ as
an initial condition, we may generate a solution u+ to Hu = Eu so that
(2.3) u+(n+ q) = e
iθu+(n).
Similarly, using the eigenvector for e−iθ as an initial condition, one obtains a solution u− satisfying
u−(n + q) = e
−iθu−(n). On can encode solutions of Hu = Eu satisfying a condition like (2.3) in
terms of q × q matrices with suitable boundary conditions. Concretely, define
Hθ = Hθ,q =

V1 1 e
−iθ
1 V2 1
. . .
. . .
. . .
1 Vq−1 1
eiθ 1 Vq
 .
Theorem 2.2. If V is q-periodic, we have
(2.4) σ(H) =
⋃
θ∈[0,π]
σ(Hθ).
Moreover, the discriminant and the characteristic polynomials are related via
(2.5) det(E −Hθ) = D(E)− 2 cos θ.
Proof Sketch. Given E ∈ σ(H), write D(E) = 2 cos θ as before, and define u± as above. One can
then check that (u+(1), u+(2), . . . , u+(q))
⊤ is an eigenvector of Hθ with eigenvalue E. On the other
hand, if E is an eigenvalue of Hθ, an eigenvector of Hθ can be extended to a solution of Hu = Eu
satisfying (2.3). Thus, eiθ is an eigenvalue of Φ(E), which implies D(E) = 2 cos θ. This discussion
proves (2.4).
Thus, for fixed θ, D(E) − 2 cos(θ) and det(E −Hθ) are monic polynomials in E with the same
degree and the same roots. For θ ∈ (0, π), all roots of D(E) − 2 cos θ are simple by Theorem 2.1,
so (2.5) follows for all E ∈ C and all θ ∈ (0, π). Then, fixing E, both sides of (2.5) define entire
functions of θ that agree for θ ∈ (0, π) and hence must agree everywhere. 
Let us note a couple of pleasant consequences of the foregoing result. First of all, since D(E)− c
can only vanish to first order for c ∈ (−2, 2), it follows from (2.5) that Hθ has simple spectrum for
θ ∈ (0, π). One can also prove this directly (cf. [61, Section 5.3]). We can also read off from (2.5)
that the spectrum of H has a closed gap at energy E0 with D(E0) = 2 (resp. D(E0) = −2) if and
only if all solutions to Hu = E0u are periodic (resp. anti-periodic).
One can formulate Theorem 2.2 in terms of direct integrals in a natural manner. Concretely,
consider the space
Hq:=L
2([0, 2π),Cq)
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=
{
~f : [0, 2π) → Cq :
∫ 2π
0
‖~f(θ)‖2
C
q <∞
}
.
Naturally, Hq is a Hilbert space with respect to the inner product
〈f, g〉Hq =
∫ 2π
0
〈f(θ), g(θ)〉
C
q
dθ
2π
.
This space is sometimes written as a direct integral, especially in the physics literature:
Hq =
∫ ⊕
[0,2π)
C
q dθ
2π
.
We may define a linear operator F : ℓ2(Z)→Hq by F : u 7→ û, where
(2.6) ûj(θ) =
∑
ℓ∈Z
uj+ℓqe
−iℓθ, θ ∈ [0, 2π), 1 ≤ j ≤ q.
Of course, F is initially only defined on ℓ1(Z), but it admits a unique extension to a unitary operator
on ℓ2(Z) by Parseval’s formula.
Lemma 2.3. The map F extends to a unitary operator from ℓ2(Z) to Hq; its inverse maps f ∈ Hq
to fˇ ∈ ℓ2(Z), defined by
fˇj+ℓq =
∫ 2π
0
eiℓθfj(θ)
dθ
2π
, 1 ≤ j ≤ q, ℓ ∈ Z.
Proof. For each 1 ≤ j ≤ q and each ℓ ∈ Z, we define ϕj,ℓ ∈ Hq by ϕj,ℓ = δ̂j+ℓq, that is:
ϕj,ℓ(θ) = e
−iℓθ~ej ,
where ~e1, . . . , ~eq denotes the standard basis ofC
q. It is easy to see that {ϕj,ℓ : 1 ≤ j ≤ q, ℓ ∈ Z} is an
orthonormal basis of Hq. Armed with this knowledge, all claims in the lemma are straightforward.

For any operator B on ℓ2(Z), we denote by B̂ its action on Fourier space, that is, B̂ = FBF−1.
Using the definition of F , we see that Ĥ acts as a multiplication operator on Hq. That is, for any
f ∈ Hq, one has (
Ĥf
)
(θ) = Hθf(θ) for Lebesgue almost every θ ∈ [0, 2π).
Thus, even though H has no eigenvalues and no point spectrum, we still colloquially say that F
“diagonalizes” H. If we denote the eigenvalues of Hθ as λ1(θ) ≤ · · · ≤ λq(θ), then,
σ(H) =
⋃
q−j even
[λj(π), λj(0)] ∪
⋃
q−j odd
[λj(0), λj(π)].
This point of view takes the problem of determining the spectrum and replaces a numerically un-
stable problem (polynomial root-finding) and replaces it with a very stable procedure (computing
eigenvalues of Hermitian matrices). Concretely, one can completely determine the spectrum by
diagonalizing H0 and Hπ. There are fast, stable numerical algorithms for computing eigenvalues of
finite tridiagonal Hermitian matrices; however, H0 and Hπ are not tridiagonal, but rather “tridi-
agonal with corner entries” which can lead to numerical bottlenecks with a na¨ıve implementation
leading to needlessly performing O(q3) floating-point operations. However, conjugating H0 and Hπ
by a breadth-first permutation matrix creates penta-diagonal matrices which can be reduced to
tridiagonal form very efficiently (in O(q2) operations). See [54] for more details on this point of
view.
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2.3. The Density of States. Define a sequence of measures by
(2.7)
∫
g dkN =
1
N
Tr(PN g(H)P
∗
N ),
for Borel sets B, where PN denotes projection onto coordinates {0, 1, . . . , N − 1}. We will prove
that dkN has a weak limit, dk, as N → ∞, which we will call dk the density of states measure
(DOS) for H. The accumulation function of the DOS is called the integrated density of states (IDS)
and is denoted by
k(E) =
∫
χ(−∞,E] dk.
Theorem 2.4. The DOS of H exists. That is, dk = lim dkN exists, where the limit is taken with
respect to the weak topology. Denoting Σ = σ(H), the IDS of H is differentiable away from the
edges of open gaps of Σ (i.e. on R \ ∂Σ); more explicitly, if V is q-periodic, we have
(2.8)
dk
dE
(E0) =
|D′(E0)|
πq
√
4−D(E0)2
=
1
πq
∣∣∣∣ dθdE (E0)
∣∣∣∣ ,
whenever D(E0) ∈ (−2, 2), where θ = θ(E) is chosen continuously so that
(2.9) 2 cos(θ) = D(E), E ∈ Σ.
If E0 is a closed gap of Σ, then
(2.10)
dk
dE
(E0) = lim
E→E0
|D′(E)|
πq
√
4−D(E)2
;
in particular, the limit on the right-hand side exists and is finite. Otherwise, when E0 ∈ ∂Σ, then
E0 borders an open gap of Σ, and dk/dE diverges at the rate |E − E0|
−1/2 as E ∈ Σ approaches
E0. Moreover, if B = [α, β] is any band of the spectrum,
(2.11)
∫
B
dk = k(β)− k(α) =
1
q
.
Proof. Form ∈ Z+, considerH
per
m , the restriction ofH to [1,mq] with periodic boundary conditions,
i.e.,
Hperm =

V (1) 1 1
1 V (2) 1
. . .
. . .
. . .
1 V (mq − 1) 1
1 1 V (mq)
 ,
and denote the corresponding eigenvalues by Eperm,1 ≤ · · · ≤ E
per
m,mq (notice that eigenvalues of H
per
m
may occur with multiplicity two).
For m ∈ Z+, consider the probability measure
dkperm =
1
mq
mq∑
j=1
δEperm,j
defined by uniformly distributing point masses on the eigenvalues of Hperm . One can easily check
that E is an eigenvalue of Hperm if and only if 1 is an eigenvalue of [Φ(E)]m, which holds if and only
if the monodromy matrix Φ(E) has an mth root of unity as an eigenvalue. Thus, E is an eigenvalue
of Hperm if and only if
D(E) = 2 cos
(
2πj
m
)
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for some integer 0 ≤ j ≤ m/2. Notice that any such eigenvalue with 0 < j < m/2 is necessarily of
multiplicity two, while the eigenvalues corresponding to j = 0 and j = m/2 (for even m) can have
multiplicity one or two.
Let Bn denote the nth band of H and Dn the restriction of D to Bn so that D
−1
n is a continuous
map [−2, 2] → Bn. Given a continuous compactly supported function g, the previous discussion
implies
lim
m→∞
∫
Bn
g(E) dkperm (E) =
1
πq
∫ π
0
g
(
D−1n (2 cos(θ))
)
dθ.
From the existence of the weak limit of dkperm , one may deduce that dkN converges weakly and to the
same limit. From this and the foregoing work, the first equality in (2.8) follows by using the change
of variables suggested in (2.9) and keeping track of the sign of D′; the second is a consequence
of the definition of θ. This also shows that dk/dE diverges as the inverse square root at borders
of open gaps, since D′(E0) 6= 0 whenever E0 borders an open gap of Σ (which may be seen from
(2.5)). Now, if E0 is a closed gap of Σ, then the limit in (2.10) exists since D
′ vanishes linearly at
E0 and 4−D
2 vanishes quadratically at E0. 
2.4. Ballistic Motion. Let us consider the position operator:
[Xψ]n = nψn,
which is self-adjoint on D(X) =
{
ψ ∈ ℓ2(Z) : Xψ ∈ ℓ2(Z)
}
. We are interested in the Heisenberg
evolution when H is periodic:
X(t) = eitHXe−itH , t ∈ R.
One can check that eitH preserves D(X) and that X(t) is self-adjoint on D(X) for all t.
Theorem 2.5. If H is periodic, the strong limit
Q = s-lim
t→∞
t−1X(t)
exists and ker(Q) ∩D(X) = {0}.
In fact, the conclusion of this theorem applies to any operator family with a Bloch-like decompo-
sition. It was proved first for continuum operators by Asch and Knauf [2], and then for block Jacobi
operators [19] (which include discrete Schro¨dinger operators as a special case), CMV matrices, and
quantum walks [1, 15].
We will sketch the main strokes of the proof and refer the reader to [19] for details in the
present setting. Formally (we are avoiding some niceties regarding domains, since X is unbounded),
differentiating X(t) with respect to time, one obtains:
dX
dt
= ieitH(HX −XH)e−itH = A(t),
where
A := i[H,X] = i(HX −XH).
Then, one can identify
(2.12)
1
t
(X(t)−X) =
1
t
∫ t
0
A(s) ds.
If H and A were finite matrices, the existence of the limit on the right-hand side of (2.12) would
be trivial. To wit, if H0 and A0 are m×m matrices with H0 Hermitian-symmetric, then, writing
the spectral decomposition of H0 as
H0 =
∑
λ∈σ(H0)
λPλ,
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one can readily compute that
(2.13) lim
t→∞
1
t
∫ t
0
eisH0A0e
−isH0 ds =
∑
λ∈σ(H0)
PλA0Pλ,
the “diagonal part” of A0 with respect to H0. More generally, this argument obtains for operators
having pure point spectrum. However, as H has purely absolutely continuous spectrum, one has to
work a little harder. The main idea is to apply (2.13) on the Floquet fibers to obtain the existence
of the limit defining A and compute the diagonal part explicitly (fiberwise) to verify that ker(Q) is
trivial.
Thus, the Bloch decomposition from Section 2.2 is the key ingredient in the proof of Theorem 2.5.
Recall that we defined the direct integral space Hq by
Hq := L
2
(
[0, 2π),Cq ;
dθ
2π
)
=
{
f : [0, 2π)→ Cq :
∫ 2π
0
‖f(θ)‖2
C
q
dθ
2π
<∞
}
.
Let F be the Fourier transform defined by (2.6). It is not hard to see that F also diagonalizes the
commutator A into a multiplication operator. Specifically, we have
(
Âf
)
(θ) = Aθf(θ) for f ∈ Hq
and Lebesgue a.e. θ ∈ [0, 2π), where
Aθ = i

0 1 −e−iθ
−1 0 1
. . .
. . .
. . .
−1 0 1
eiθ −1 0
 .
Now let Λθ ∈ C
q×q denote the diagonal matrix with diagonal entries 〈ek,Λθek〉 = e
ikθ/q, i.e.,
Λθ =

eiθ/q
e2iθ/q
. . .
ei(q−1)θ/q
eiθ
 .
Define
H˜θ = Λ
∗
θHθΛθ, A˜θ = Λ
∗
θAθΛθ.
By a direct calculation, one can verify that
(2.14)
∂
∂θ
H˜θ =
1
q
A˜θ.
The key calculation now is to compute the limit of the Heisenberg evolution of the truncated
operators.
Lemma 2.6. For each θ ∈ [0, 2π), let λ1(θ) ≤ · · · ≤ λq(θ) denote the eigenvalues of Hθ (enumerated
with multiplicities). Then, for every θ ∈ [0, 2π) \ {0, π}, we have
(2.15) lim
t→∞
1
t
∫ t
0
eisHθAθe
−isHθ ds = q
q∑
j=1
∂λj
∂θ
(θ)Pj(θ),
where Pj(θ) denotes projection onto the eigenspace corresponding to λj(θ).
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Proof Sketch. Since Hθ is a finite Hermitian-symmetric matrix, the limit on the left-hand side of
(2.15) exists and is simply equal to the diagonal part of Aθ with respect to the eigenspaces of Hθ.
Since Hθ has simple spectrum for θ 6= 0, π, it then suffices to show
〈vj(θ), Aθvj(θ)〉 = q
∂λj
∂θ
(θ)
for 1 ≤ j ≤ q and θ 6= 0, π. This follows from (2.14). To see this, let vj(θ) denote a continuous
choice of a unit vector from the λj(θ) eigenspace of Hθ, put v˜j(θ) := Λ
∗
θvj(θ) and observe that
∂λj
∂θ
(θ) =
∂
∂θ
〈vj(θ),Hθvj(θ)〉
=
∂
∂θ
〈v˜j(θ), H˜θv˜j(θ)〉
=
1
q
〈v˜j(θ), A˜θv˜j(θ)〉
=
1
q
〈vj(θ), Aθvj(θ)〉
for θ 6= 0, π. 
Proof of Theorem 2.5. Once one has (2.15), we get the conclusions of Theorem 2.5 with
Q = F−1
∫ ⊕
[0,2π)
q∑
j=1
q
∂λj
∂θ
(θ)Pj(θ)
dθ
2π
F .
In particular, the limit exists by (2.15) and dominated convergence. The kernel of Q is trivial, since
∂θλj(θ) 6= 0 for θ 6= 0, π (which may be proved using (2.5) and implicit differentiation). 
3. Almost-Periodic Hulls
3.1. Almost-Periodic Sequences. The shift acts on ℓ∞(Z) via
[SV ]n = Vn+1.
Given V , the orbit of V is the set of its translates:
orb(V ) =
{
SkV : k ∈ Z
}
;
the hull of V is the closure of the orbit in ℓ∞:
hull(V ) = orb(V )
ℓ∞(Z)
.
Naturally, it is easy to see that V is periodic if and only if hull(V ) is finite. We say that V is
Bochner almost-periodic if hull(V ) is compact (in the ℓ∞(Z) topology). We say that V is Bohr
almost-periodic if, for every ε > 0, the ε-almost periods of V are relatively dense in Z. That is, V
is Bohr almost-periodic if for every ε > 0, there is an R > 0 so that for any k ∈ Z, there exists
ℓ ∈ Z with |k − ℓ| ≤ R and
‖SℓV − V ‖∞ < ε.
Proposition 3.1. An element V ∈ ℓ∞(Z) is almost-periodic in the Bohr sense if and only if it is
almost-periodic in the Bochner sense.
Thus, going forward, we only speak of potentials being almost-periodic and freely use both
characterizations.
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Proof Sketch. If V is Bohr-almost periodic, let ε > 0 and cover hull(V ) by finitely many ε-balls
centered at elements of orb(V ), say
hull(V ) ⊆
n⋃
j=1
Bε(S
mjV ).
Take R = max |mj|. Then, given k, choose mj with S
kV ∈ Bε(S
mjV ) to get ‖Sk−mjV − V ‖∞ < ε
and hence V is Bochner almost-periodic.
Conversely, if V is Bochner almost-periodic, then one can cover hull(V ) by finitely many ε-balls
centered at elements of orb(V ). Thus, hull(V ) is complete and totally bounded, hence compact. 
The operation
(SjV )⊛ (SkV ) = Sj+kV
makes orb(V ) into a group. For abelian groups, one usually uses “+” or “*”; we have eschewed
these symbols to avoid confusion with addition and convolution of functions.
In the event that V is periodic of minimal period q, it is clear that orb(V ) ∼= Zq. Otherwise, when
V is aperiodic, orb(V ) ∼= Z. We should note that this isomorphism is purely as groups without
topology; in particular, the reader is invited to verify that orb(V ) never has the discrete topology
when V is almost-periodic and aperiodic.
Proposition 3.2. The operation ⊛ extends uniquely to a continuous operation ⊛ : hull(V )2 →
hull(V ). With respect to this operation, hull(V ) is a compact abelian topological group.
Proof. Since S is an isometry, we have
‖Sk+ℓV − Sk
′+ℓ′V ‖∞ = ‖S
k−k′V − Sℓ
′−ℓV ‖∞(3.1)
≤ ‖Sk−k
′
V − V ‖∞ + ‖S
ℓ′−ℓV − V ‖∞
= ‖SkV − Sk
′
V ‖∞ + ‖S
ℓ′V − SℓV ‖∞.
This calculation shows that ⊛ is uniformly continuous on orb(V ) × orb(V ) and hence extends
uniquely to a continuous operation
⊛ : hull(V )× hull(V )→ hull(V ).
The abelian group properties of (hull(V ),⊛) follow from those of (orb(V ),⊛) and continuity. 
Clearly, if V is almost-periodic, then Ω = hull(V ) is also a monothetic group, that is, Ω contains
a dense cyclic subgroup (namely orb(V )). In view of this observation and Proposition 3.2, we can
also characterize almost-periodic V ∈ ℓ∞(Z) as precisely those sequences of the form
(3.2) V (n) = f(nα),
where G is a compact, monothetic group whose topology is generated by a translation-invariant
metric; α ∈ G generates a dense cyclic subgroup; and f : G → R is continuous. In light of
this connection, the theory of compact topological groups naturally plays an important role in the
analysis of Schro¨dinger operators with almost-periodic potentials.
3.2. Limit-Periodic Hulls. One can characterize exactly what compact abelian groups are hulls
of limit-periodic sequences.
Proposition 3.3. Every limit-periodic V is almost-periodic. Moreover, an almost-periodic V is
limit-periodic if and only if hull(V ) is totally disconnected. Finally, an almost-periodic V is aperi-
odic if and only if no point of hull(V ) is isolated.
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Proof. Suppose V is limit-periodic. For each j ∈ Z+, choose Vj ∈ ℓ
∞(Z) and qj ∈ Z+ such that
SqjVj = Vj and
lim
j→∞
‖V − Vj‖∞ = 0.
As before, it suffices to prove that orb(V ) is totally bounded (since this also implies that hull(V )
is totally bounded). Given ε > 0, choose j such that
‖V − Vj‖∞ < ε.
One can then check that orb(V ) is contained in the following finite union of ε-balls:
qj−1⋃
k=0
B(SkVj , ε).
Thus, hull(V ) is complete and totally bounded, hence compact, so V is almost-periodic. Let us
show that hull(V ) is totally disconnected. Since the hull of V is a topological group, it suffices to
show that there are arbitrarily small neighborhoods of the identity (i.e. V ) that are simultaneously
open and closed. Therefore, given ε > 0 we will show that B(V, ε) ∩ hull(V ) contains a non-empty
set that is both closed and open. Choose j so that ‖Vj − V ‖∞ ≤
ε
2 . Then,
hullqj(V ) := {SkqjV : k ∈ Z}
is a compact subgroup of hull(V ) of index at most qj . Clearly, hull
qj(V ) is closed, but it is also open
since it is the complement of the union of no more than qj − 1 other closed cosets. Moreover, since
SqjVj = Vj and ‖Vj−V ‖∞ ≤
ε
2 , every element W ∈ hull
qj(V ) satisfies ‖W −Vj‖∞ ≤ ε/2 and hence
hullqj(V ) is contained in the ε-ball centered at V . Consequently, hull(V ) is totally disconnected.
Conversely, let V be almost-periodic and suppose its hull is totally disconnected. We have to
show that V is limit-periodic. Given ε > 0, we have to findW ∈ ℓ∞(Z) and p ∈ Z+ with S
pW =W
and ‖W − V ‖∞ < ε. By Proposition A.6, we may choose a compact open neighborhood N of V in
hull(V ), small enough so that
(3.3) ‖(W1 ⊛W2)−W1‖∞ < ε/2 for all W1 ∈ hull(V ), W2 ∈ N.
This is possible since ⊛ is uniformly continuous, V is the identity of hull(V ) with respect to ⊛, and
hull(V ) is totally disconnected. Since the sets N and hull(V ) \N are compact and disjoint, there
exists δ > 0 so that ‖X − Y ‖ ≥ δ for all X ∈ N and all Y ∈ hull(V ) \N . By almost-periodicity of
V , we can choose p ≥ 1 so that
‖SpV − V ‖∞ < δ,
hence SpV ∈ N by our choice of δ. But then we find inductively that {SkpV : k ∈ Z} ⊆ N , by
isometry of S and the choice of δ. Now consider the p-periodicW that coincides with V on [0, p−1].
Given n ∈ Z, we write n = r + ℓp with ℓ ∈ Z and 0 ≤ r ≤ p− 1. Then, it follows from (3.3) that
|V (n)−W (n)| = |V (r + ℓp)− V (r)|
=
∣∣∣(SrV ⊛ SℓpV )(0) − (SrV )(0)∣∣∣
< ε/2,
since SℓpV ∈ N . This shows that the p-periodic W obeys ‖W − V ‖∞ ≤ ε/2 < ε, concluding the
proof of the first two claims.
For the final claim, note first that hull(V ) consists only of isolated points when V is periodic.
Conversely, if V is aperiodic (and almost-periodic), let εj be any sequence converging to zero and
pick εj almost-periods 0 < q1 < q2 < · · · . Then S
qjV → V (in ℓ∞), which implies that V is
not isolated. We leave it to the reader to confirm that this implies that no point of hull(V ) is
isolated. 
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In light of Proposition 3.3, the following definition is natural.
Definition. A Cantor group is a compact, totally disconnected group that has no isolated points.
Example 3.4. The cyclic group Zq is not a Cantor group, nor is the circle group T = R/Z. Given
a prime p, the group Jp of p-adic integers is a Cantor group. The group Jp admits a minimal
translation, namely Tω = ω+1. More generally, if q = (q1, q2, . . .) is a sequence of positive integers
so that qj|qj+1 for every j, the inverse limit
Jq = lim←−
Zqj
is a Cantor group; (the map from Zqj+1 to Zqj is the canonical projection). For more about the
p-adic integers and inverse limits, see the appendix.
In the course of the proof of Proposition 3.3, we encountered a device that is quite useful in
the study of limit-periodic operators and hulls, in the guise of the closed subgroup generated by
SqV , which we denoted hullq(V ). Namely, a Cantor group will have many compact finite-index
subgroups. These compact subgroups are useful, as they provide a means of producing precisely
those periodic potentials that can be represented via continuous functions on the hull. To be more
specific, fix a monothetic Cantor group Ω and let us define P to be the subset of f ∈ C(Ω,R) with
the property that f ◦ T q = f for some q ∈ Z+. Clearly, if f satisfies such an identify, one has
Vω(n+ q) = f(T
n+qω) = f(T nω) = Vω(n),
so that the associated potentials are periodic.
Theorem 3.5. P is dense in C(Ω,R).
Proof. Since P is an algebra and contains all constant functions, it suffices (by Stone–Weierstrass)
to verify that P separates points of ω. To that end, let ω 6= ω′ be given.
By Theorem A.7, the open subgroups of Ω comprise a neighborhood basis for the topology of Ω
at the identity. In light of this, choose Ω0 ⊆ Ω to be an open subgroup with ω − ω
′ /∈ Ω0. Define
a function g : Ω/Ω0 → R such that g(ω + Ω0) 6= g(ω
′ + Ω0) (which is possible precisely because ω
and ω′ are inequivalent mod Ω0). Then,
f(ω) = g(ω +Ω0)
yields a continuous1 function with f(ω) 6= f(ω′). Moreover, since Ω0 is open and Ω is compact, Ω0
is a finite-index subgroup; denoting q = index(Ω0), one necessarily has qα ∈ Ω0, which implies
f(T qx) = f(qα+ x) = f(x)
for all x ∈ Ω, whence f ∈ P. Thus, P is dense in C(Ω,R) by Stone–Weierstrass. 
4. Ergodic Schro¨dinger Operators
We have seen that limit-periodic Schro¨dinger operators are those having potentials of the form
V (n) = Vω(n) = f(T
nω),
where ω is an element of Ω a monothetic metrizable Cantor group, T is a minimal translation of
Ω, and f : Ω → R is continuous. Thus, limit-periodic operators naturally fall into the category
of operators with ergodic, dynamically defined potentials. The present subsection will describe
some tools, techniques, and objects that this dynamical formalism enables us to use in the study
of ergodic Schro¨dinger operators.
1Since Ω0 is open, Ω/Ω0 has the discrete topology, so continuity of f is free.
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Definition. Let (Ω,B, µ) be a probability measure space. That is, Ω is a nonempty set, B is a
σ-algebra of subsets of Ω, and µ is a (positive) probability measure defined on B. A µ-ergodic
transformation T : Ω→ Ω is a measurable transformation which is µ-preserving in the sense that
µ(T−1E) = µ(E) for every E ∈ B
and which has the property that µ(E) ∈ {0, 1} whenever E ⊆ Ω satisfies T−1E = E. We will also
interchangeably say that µ is a T -ergodic measure.
Suppose T is invertible and that T−1 is also measurable, and let f : Ω → R denote a bounded,
measurable function. The associated family of ergodic Schro¨dinger operators is defined by Hω =
∆+ Vω, where
Vω(n) = f(T
nω), ω ∈ Ω, n ∈ Z.
In view of Proposition 3.3, limit-periodic operators fall into this categorization by taking Ω =
hull(V ), Tω = ω⊛SV , and f(ω) = ω(0). The notation becomes somewhat redundant in that case,
since one has Vω = ω for ω ∈ hull(V ), but we will continue to write Vω to better match current
notational conventions in the literature. In this setting, one can check that the normalized Haar
measure is the unique T -ergodic measure on Ω.
Throughout the remainder of the present section, we fix a measure space (Ω,B, µ), an invertible µ-
ergodic transformation T : Ω→ Ω, a bounded measurable f : Ω→ R, and we let {Hω}ω∈Ω denote
the associated family of ergodic Schro¨dinger operators. In this setting, one can leverage tools,
techniques, and ideas from dynamical systems to prove results that hold µ-almost surely. First,
one can alternatively characterize ergodicity in the following manner: if f : Ω → R is measurable
and T -invariant in the sense that f ◦ T = f , then f is almost-surely constant; that is, there exists
c ∈ R such that f(ω) = c for µ-a.e. ω ∈ Ω. In the present formalism, if S : ℓ2(Z)→ ℓ2(Z) denotes
the left shift δn 7→ δn−1, it is easy to verify that
(4.1) HTω = SHωS
∗,
so HTω is unitarily equivalent to Hω via the shift. By an induction followed by a limiting argument,
it follows that (4.1) holds for sufficiently nice functions of the operator, e.g.,
g(HTω) = Sg(Hω)S
∗, g ∈ C(R).
Consequently, any spectral data of Hω is T -invariant so one should expect that if one can prove
suitable measurability statements, then any spectral data of Hω to be almost-surely constant with
respect to the ergodic measure µ. As a sample result, this holds for the spectrum as a set as well
as the spectral decomposition with respect to Lebesgue measure.
Theorem 4.1. There exist compact sets Σ,Σac,Σsc,Σpp ⊆ R with the property that
σ(Hω) = Σ, µ-almost surely
σac(Hω) = Σac, µ-almost surely
σsc(Hω) = Σsc, µ-almost surely
σpp(Hω) = Σpp, µ-almost surely.
Moreover, one also has
σdisc(Hω) = ∅, µ-almost surely,
and, for any E ∈ R,
µ{ω ∈ Ω : E is an eigenvalue of Hω} = 0.
The previous theorem summarizes results of Kunz–Souillard [38] and Pastur [46]. Consult [11,
Chapter 9] for proofs. See also [7, 13, 47]. Imposing additional assumptions on the base dynamics
(Ω, T ) and the sampling function f can allow one to draw stronger conclusions. For example, in the
case where Ω is the hull of an almost periodic sequence and T is the shift map, the dynamical system
(Ω, T ) is minimal in the sense that {T nω : n ∈ Z} is dense in Ω for all ω ∈ Ω and the sampling
14 D. DAMANIK AND J. FILLMAN
function f is continuous. Under the assumptions of minimality of (Ω, T ) and continuity of f , one
can use strong operator approximation to upgrade the almost-sure spectrum to a completely-sure
spectrum. That is, one has
σ(Hω) = Σ for all ω ∈ Ω.
One can prove this by using very general results, e.g. [33, Theorem VIII-1.14] or [55, Theo-
rem VIII.24]. It is a deep result of Last and Simon that this also holds true for the absolutely
continuous spectrum. That is, if (Ω, T ) is minimal and f is continuous, then σac(Hω) = Σac for all
ω ∈ Ω [40].
4.1. The Lyapunov Exponent. Motivated by (2.2), define
Az(ω) =
[
z − f(Tω) −1
1 0
]
, ω ∈ Ω, z ∈ C.
For n ∈ Z, let
Anz (ω) =

Az(T
n−1ω)Az(T
n−2ω) · · ·Az(ω) n > 0,
I n = 0,
A−nz (T
nω)−1 n < 0.
Thus, if u ∈ CZ solves Hωu = zu in the difference equation sense, one has[
u(n+ 1)
u(n)
]
= Anz (ω)
[
u(1)
u(0)
]
for all n ∈ Z.
Definition. The Lyapunov exponent of the ergodic family is defined by
L(z) = lim
n→∞
1
n
∫
log ‖Anz (ω)‖ dµ(ω), z ∈ C.
By Kingman’s subadditive ergodic theorem [34], for each fixed z ∈ C,
(4.2) L(z) = lim
n→∞
1
n
log ‖Anz (ω)‖
for µ-a.e. ω ∈ Ω. In general, one cannot reverse the quantifiers. That is to say, it is not the case in
general that there exists a z-independent full-measure set of ΩL ⊆ Ω with the property that (4.2)
holds simultaneously for all z ∈ C and every ω ∈ ΩL. In general, one can partially reverse the
quantifiers by applying Fubini’s theorem on a suitable product space. For example, one can say
that, for µ-a.e. ω, one has (4.2) for Lebesgue a.e. E ∈ R.
4.2. The Density of States. Next, we consider the density of states (DOS) in the ergodic setting.
For each ω ∈ Ω and each N ∈ Z+, we may define dkω,N as in (2.7), that is,∫
g(E) dkω,N =
1
N
Tr(PN g(Hω)P
∗
N ),
for continuous g, where PN is projection onto coordinates in [0, N). In this setting, the weak limit
of dkω,N (i.e. the DOS) exists µ-almost surely and is deterministic.
Theorem 4.2. There is a deterministic probability measure dk and full-measure subset ΩDOS ⊆ Ω
with the property that dkω,N converges weakly to dk for all ω ∈ ΩDOS. Moreover,
(4.3)
∫
g dk =
∫
Ω
〈δ0, g(Hω)δ0〉 dµ(ω)
for g ∈ C(R).
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Proof. Let us consider a continuous g : R→ R and define g˜ : Ω→ R by
g˜(ω) = 〈δ0, g(Hω)δ0〉.
By definition of dkω,N , we then observe that∫
g dkω,N =
1
N
Tr(PN g(Hω)P
∗
N )
=
1
N
N−1∑
n=0
〈δn, g(Hω)δn〉.
Applying (4.1), we obtain
(4.4)
∫
g dkω,N =
1
N
N−1∑
n=0
g˜(T nω).
By Birkhoff’s ergodic theorem, we know that the right-hand side converges to the integral of g˜
µ-almost surely, and hence (4.3) holds by definition of g˜. This provides a g-dependent full measure
set Ωg on which (4.3) holds; to obtain ΩDOS, note that boundedness of the sampling function f
implies that there is a uniform compact set K that contains the support of dkω,N for all ω and N ;
then, choose a countable dense set {gn : n ≥ 1} ⊆ C(K,R), take
ΩDOS =
⋂
n
Ωgn ,
and apply an ε/3 argument. 
For almost-periodic (and in particular limit-periodic) operators, the situation is even better.
Since normalized Haar measure is the unique invariant measure on the hull, an argument using
unique ergodicity implies that dkω,N converges weakly to dk for all ω in the hull. Specifically,
unique ergodicity implies that the limit of the quantity on the right hand side of (4.4) exists for all
ω, not just µ-a.e. ω ∈ Ω. Consequently, if V is limit-periodic, then dkV,N converges weakly to dk,
and we may speak of “the density of states of V ” without worry.
We will be concerned with the regularity of the DOS and IDS. In full generality, the IDS is
continuous [20].
Theorem 4.3. For any ergodic family, the integrated density of states is a continuous function of
E. Equivalently, the DOS is an atomless measure.
Proof. Fix E0 ∈ R and suppose gn are continuous compactly supported functions with gn(E0) = 1
and gn(E) ↓ 0 for E 6= E0. Then, by dominated convergence,
(4.5)
∫
gn dk →
∫
χ{E0} dk.
Denoting Aω = χ{E0}(Hω), we then also have 〈δ0, gn(Hω)δ0〉 → 〈δ0, Aωδ0〉 for all ω, and hence,
again by dominated convergence,∫
gn dk =
∫
〈δ0, gn(Hω)δ0〉 dµ(ω)
→
∫
〈δ0, Aωδ0〉 dµ(ω).
For ω’s from a set of full µ-measure,2∫
〈δ0, Aωδ0〉 dµ(ω) = lim
N→∞
1
N
Tr(PN Aω P
∗
N ).
2To get this full-measure set, apply the argument from Theorem 4.2 to the function g = χ{E0}.
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Since Tr(PNAωP
∗
N ) is bounded by 1, the limit is zero. Thus, dk({E0}) = 0, and dk is a continuous
measure. Since k is the accumulation function of dk, continuity of k follows immediately. 
Theorem 4.4. The almost sure spectrum is given by the points of increase of k, that is, supp(dk) =
Σ.
Proof. If E0 6∈ Σ, there is an open interval I containing E0 with I∩Σ = ∅. We then have χI(Hω) = 0
for a.e. ω and hence ∫
χI dk =
∫
Ω
〈δ0, χI(Hω)δ0〉 dµ(ω) = 0.
Thus, E0 6∈ supp(dk).
Conversely, if E0 6∈ supp(dk), there is an interval I containing E0 such that I ∩ supp(dk) = ∅.
Then, ∫
χI dk =
∫
〈δ0, χI(Hω)δ0〉 dµ(ω)
=
∫
〈δ0, χI(HTnω)δ0〉 dµ(ω)
=
∫
〈δn, χI(Hω)δn〉 dµ(ω).
By positivity, we obtain
dim ranχI(Hω) = TrχI(Hω) = 0
for µ-a.e. ω ∈ Ω and hence E0 6∈ Σ. 
The density of states and the Lyapunov exponent are related via the Thouless formula:
L(z) =
∫
log |E − z| dk(E), z ∈ C.
This was discovered on an intuitive basis by Thouless in the early 1970s [68], with the first rigorous
proof due to Avron–Simon [5].
5. Absolutely Continuous Spectrum
In this section, we shall consider the limit-periodic potentials in the perturbative regime. Con-
cretely, we will consider potentials V with qn-periodic approximants such that
(5.1) lim
n→∞
ebqn+1‖Vn − V ‖∞ = 0 for every b > 0.
In this case, we will write V ∈ PT, after the contributions of [48, 49]; the inverse spectral problem
for Jacobi matrices satisfying a condition like (5.1) was studied by Egorova [21]. See also [8, 9, 41].
The main point of the present section is that potentials in PT behave extremely similarly to periodic
potentials.
We consider first the spectrum as a set. In the case when V is q-periodic, we have seen that
the spectrum consists of q nondegenerate closed intervals, each of which is given as the closure of
a connected component of D−1((−2, 2)), where D is the Floquet discriminant. The intervals may
touch at the endpoints but do not overlap otherwise. It should not be surprising that this behavior
does not persist for genuine aperiodic limit-periodic models. The number of spectral bands grows
with the period, and the spectrum must lie within the interval
I = [−2− ‖V ‖∞, 2 + ‖V ‖∞],
and so we cannot expect σ(H) to consist of nontrivial closed intervals when V is aperiodic. Indeed,
one can get Cantor sets for V ∈ PT:
Theorem 5.1. For a dense set C ⊆ PT, σ(HV ) is a Cantor set for all V ∈ C.
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However, for V ∈ PT, the spectrum of H is thick in a precise sense that is nice from the point
of view of inverse spectral theory. Concretely, one says that a set Σ ⊆ R is τ -homogeneous if there
exists δ0 > 0 with the property that
Leb(Σ ∩ (x− δ, x+ δ)) ≥ δτ
for all 0 < δ ≤ δ0 and all x ∈ Σ. For instance, it is easy to see that σ(H) is 1-homogenous if V is
periodic. The property of homogeneity persists for all V ∈ PT, which is due to Fillman and Lukic
[24].
Theorem 5.2. If V ∈ PT, then σ(HV ) is τ -homogeneous for every τ < 1.
Proof. We will describe how to prove homogeneity with τ = 1/2; modifying the proof for 1/2 < τ <
1 involves fiddling with constants. If V ∈ PT, let Vj → V be such that (5.1) holds, and abbreviate
Hj = ∆ + Vj . There is a constant that only depends on ‖V ‖∞ with the property that each band
of σ(Hj) has length at least K
−qj . Using the PT condition, we may remove finitely many terms of
the sequence {Vn}
∞
n=1 and renumber to ensure that
(5.2)
∞∑
n=1
Kqn+1‖Vn − Vn+1‖∞ <
1
10
.
Put δ0 = K
−q1 . We will prove the following estimate:
(5.3) |Bδ(x) ∩ ΣN | ≥ δ/2 for all x ∈ ΣN and every 0 < δ ≤ δ0
for all N ∈ Z+. To that end, fix N ∈ Z+, x ∈ ΣN , and 0 < δ ≤ δ0. If δ ≤ K
−qN , (5.3) is an obvious
consequence of our choice of K, since δ is less than the length of the band of ΣN which contains x
in this case. Otherwise, δ > K−qN , and there is a unique integer n with 1 ≤ n ≤ N − 1 such that
(5.4) K−qn+1 < δ ≤ K−qn .
This integer n is relevant, as it determines the periodic approximant corresponding to the length
scale δ. More precisely, by our choice of K, any band of Σn has length at least δ. On the other
hand, by Lemma 6.4, there exists x0 ∈ Σn with
(5.5) |x− x0| ≤
N−1∑
ℓ=n
‖Vℓ − Vℓ+1‖∞.
Using (5.4), we deduce
|x− x0| ≤
N−1∑
ℓ=n
‖Vℓ − Vℓ+1‖∞
< δKqn+1
N−1∑
ℓ=n
‖Vℓ − Vℓ+1‖∞
< δ
N−1∑
ℓ=n
Kqℓ+1‖Vℓ − Vℓ+1‖∞
<
δ
10
.(5.6)
Thus, there exists an interval I0 with x0 ∈ I0 ⊆ Bδ(x) ∩Σn such that
Leb(I0) = δ −
δ
10
=
9δ
10
.
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By standard measure theory, we have
Leb(Bδ(x) ∩ ΣN) ≥ Leb(I0 ∩Σn)−
N−1∑
ℓ=n
Leb(I0 ∩ (Σℓ \Σℓ+1)).
Our choice of K implies that the interval I0 completely contains at most δK
qℓ+1 bands of Σℓ+1 for
each ℓ ≥ n. Consequently, perturbation theory (cf. Lemma 6.4) yields
Leb(I0 ∩ (Σℓ \Σℓ+1)) ≤ 2(δK
qℓ+1 + 1)‖Vℓ − Vℓ+1‖∞
≤ 4δKqℓ+1‖Vℓ − Vℓ+1‖∞.
Notice that the extra term in the parentheses on the first line is needed to account for possible
boundary effects. Summing this over ℓ and estimating the result with (5.2), we obtain
N−1∑
ℓ=n
Leb(I0 ∩ (Σℓ \Σℓ+1)) ≤
N−1∑
ℓ=n
4δKqℓ+1‖Vℓ − Vℓ+1‖∞ <
2δ
5
.
Putting all of this together, we have
|Bδ(x) ∩ ΣN | ≥ |I0 ∩ Σn| −
N−1∑
ℓ=n
|I0 ∩ (Σℓ \ Σℓ+1)| >
9δ
10
−
2δ
5
=
δ
2
.
This proves (5.3) for arbitrary N ∈ Z+. Since Lebesgue measure is upper semicontinuous with
respect to the topology induced by the Hausdorff metric, we obtain
|Bδ(x) ∩ Σ| ≥ δ/2 for all x ∈ Σ, and 0 < δ ≤ δ0,
so Σ is homogeneous, as promised. 
The motivation to study homogeneity of the spectrum of a Schro¨dinger operator (or Jacobi
matrix) arises from inverse spectral theory. Loosely speaking, if Σ ⊆ R is homogeneous, then one
has a very nice description of the set of Jacobi matrices with spectrum Σ and which are reflectionless
thereupon, due to M. Sodin and Yuditskii; all such operators are almost-periodic, and they comprise
a torus whose dimension coincides with the number of gaps in Σ [66]. On homogeneous sets, one
has a potent generalization of a theorem of Kotani for ergodic Schro¨dinger operators. Concretely,
let {Hω} be an ergodic family with Lyapunov exponent L. Kotani showed that if L vanishes in an
interval, then (almost surely with respect to the underlying ergodic measure) the spectrum of Hω
is purely absolutely continuous thereon (compare [35, Theorem 4.2]). By a result of Poltoratski
and Remling [51], one may replace “interval” by “homogeneous set” and deduce the pure absolute
continuity of the spectrum (in fact, one can assume a “weak” version of homogeneity in which some
constants are allowed to vary over the spectrum). There are also results for reflectionless continuum
Schro¨dinger operators [27, 65] and CMV matrices [28].
Theorem 5.3. If V ∈ PT, then H has purely a.c. spectrum.
Proof Sketch. Let Ω = hull(V ), denote by Σ the common spectrum of Hω for all ω ∈ Ω, and let Σ
(q)
ω
denote the spectrum of the q-periodic operator obtained by repeating the string Vω(1), . . . , Vω(q).
From the definition of PT and perturbation theory, one can see that
(5.7) lim
n→∞
Leb
(
Σ \ Σ(qn)ω
)
= 0
for all ω. Defining Z = {z ∈ C : L(z) = 0} where L denotes the Lyapunov exponent, one can use
(5.7) and a result of Last to show that Leb(Σ \Z) = 0 [39]. From this, Remling’s Theorem implies
that H is reflectionless on Σ [56]. Consequently, the spectral type is purely absolutely continuous
by homogeneity and Poltoratski–Remling [51]. 
LIMIT-PERIODIC OPERATORS 19
At the level of quantum dynamics, the potentials in PT also exhibit strong ballistic motion in
the sense of Asch–Knauf, which is due to Fillman [23].
Theorem 5.4. If V ∈ PT, then the Schro¨dinger group generated by HV exhibits strong ballistic
motion in the sense that
Q = s-lim
t→∞
t−1X(t)
exists and ker(Q) ∩D(X) = {0}.
The key ingredient in the proof of Theorem 5.4 is to get precise quantitative estimates on the rate
at which the strong convergence in Theorem 2.5 occurs. In a na¨ıve sense, this looks easy. Thinking
about how the convergence was originally proved, one can see easily that the convergence rate is
roughly proportional to t−1. However, the constant of proportionality depends on the length of the
smallest gap, and thus the na¨ıve estimates completely break when a gap degenerates; moreover,
it is difficult to divine the length of the smallest gap from coefficient data alone; finally, even in
the generic (“all gaps open”) scenario, since we are interested in the aperiodic case, one absolutely
needs estimates that are independent of the period and the gap size. Consequently, one needs a
more robust estimate that averages out resonances. One also needs to be sure that the estimate
one obtains must have constants that do not depend on the period (since one would eventually
need to send the period to ∞) or at least some quantitative control on the constants as functions
of the period.
Theorem 5.5. For every q-periodic Schro¨dinger operator H, and every ϕ ∈ D(X), one has
(5.8)
∥∥∥∥Qϕ− 1tX(t)ϕ
∥∥∥∥ ≤ t−1‖Xϕ‖ + Cq1‖ϕ‖1t−1/5,
where C1 denotes a constant that depends solely on ‖V ‖∞ and ‖ϕ‖1 denotes the ℓ
1 norm of ϕ.
6. Singular Continuous Spectrum
Fix a monothetic Cantor group Ω and an α ∈ Ω so that {nα : n ∈ Z} is dense in Ω. If
f ∈ C(Ω,R) and ω ∈ Ω, then the potential given by
(6.1) Vω,f (n) = f(ω + nα), n ∈ Z
is limit-periodic. The associated Schro¨dinger operator is denoted by Hω,f and the spectrum of
Hω,f , which is independent of ω by minimality, is denoted by Σ(f).
Theorem 6.1. There exists a dense Gδ set S ⊆ C(Ω,R) such that for every f ∈ S and every
ω ∈ Ω, the spectrum of Hω,f is a Cantor set of zero Lebesgue measure and Hω,f has purely singular
continuous spectrum.
This theorem follows from two separate observations that lead to generic spectral results, the
combination of which is the conclusion in Theorem 6.1. The first observation is that one can
carry out periodic approximation with control on the measure of the spectrum of the approximant.
This leads to generic zero-measure spectrum, which as a byproduct also precludes any absolutely
continuous spectral measures. The second observation shows that quantitative approximation with
periodic potentials allows one to generically conclude that the limit-operators share an important
property with the approximants: the absence of square-summable (and in fact decaying) solutions,
which in turn shows that the spectral measures will also have no atoms. The next two subsections
explain these two parts in more detail.
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6.1. Zero-Measure Spectrum.
Theorem 6.2. There exists a dense Gδ subset C ⊆ C(Ω,R) so that Σ(f) is a Cantor set of zero
Lebesgue measure for all f ∈ C.
Remark 6.3. In fact, one may pass from the generic setting to the dense setting and obtain even
finer control on the size of the spectrum. Namely, there is a dense family whose spectra are of
Hausdorff dimension zero. Both Theorem 6.2 and the strengthening described in this remark are
due to Avila [3].
The proof of Theorem 6.2 is based on two key perturbative lemmas. Recall that the Hausdorff
distance between two compact nonempty sets F,K ⊂ R is defined by
dH(F,K) = inf {ε > 0 : F ⊂ Bε(K) and K ⊂ Bε(F )} ,
where Bε(S) denotes the ε-neighborhood of the set S. Then the following estimate is not difficult
to prove (exercise).
Lemma 6.4. If A and B are bounded self-adjoint operators on a Hilbert space H, then
dH(σ(A), σ(B)) ≤ ‖A−B‖.
The second key lemma shows that any sampling function may be uniformly approximated by
periodic sampling functions whose spectra are exponentially small (with respect to the period). To
formulate the lemma, we need to precisely say what periods a function in P may have. To that
end, fix a sequence Ω = Ω0 ⊃ Ω1 ⊃ Ω2 ⊃ · · · of open subgroups of Ω with
∞⋂
n=1
Ωn = {0},
where 0 denotes the identity element of Ω. Such a sequence exists by Proposition A.7 and metriz-
ability of Ω. Each Ωn has finite index qn by compactness, and one clearly has qn →∞ as n→∞.
One can use Ωn to define periodic sampling functions of period qn by the construction in the proof
of Theorem 3.5. That is, if f˜ : Ω/Ωn → R is any function, then
f(ω) = f˜(ω +Ωn)
defines a qn-periodic sampling function in P.
Lemma 6.5. Fix f ∈ C(Ω,R). For all ε > 0, there exist c = c(f, ε) > 0 and n0 = n0(f, ε) ∈ Z+
such that the following holds true. For all n ≥ n0, there exists g = gn ∈ C(Ω,R) of period qn such
that
Leb(Σ(g)) ≤ e−cqn
and ‖f − g‖∞ < ε.
Proof Sketch. From Theorem 3.5, P is dense in C(Ω,R), so it suffices to prove the lemma for
periodic sampling functions. Let f ∈ C(Ω,R) be a given q-periodic sampling function. The
construction works by first perturbing f to produce a family of sampling functions which are
very close to f , and whose resolvent sets cover the line. Thus, for every E ∈ R, one of these
new potentials will have L(E) > 0. We then form a new potential by concatenating these finite
families over long blocks. Positive exponents over sub-blocks enable us to produce growth of
transfer matrices, and one can then parlay growth of transfer matrices into upper bounds on band
lengths. 
Proof of Theorem 6.2. For each δ > 0, define
Uδ = {f ∈ C(Ω,R) : Leb(Σ(f)) < δ} .
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To prove the theorem, we will show that Uδ is open and dense for all δ > 0. To that end, suppose
given f ∈ Uδ. In essence, small perturbations of f remain in Uδ by continuity of the spectrum. The
details follow.
Since Σ(f) is a compact set with Leb(Σ(f)) < δ, we may choose finitely many open intervals
J1, . . . , Jn such that
Σ(f) ⊆
n⋃
k=1
Jk,
n∑
k=1
Leb(Jk) < δ.
Next, choose ε > 0 small enough that
Bε(Σ(f)) ⊆
n⋃
k=1
Jk.
Now, if ‖f − f ′‖∞ < ε, then Lemma 6.4 implies
Σ(f ′) ⊆ Bε(Σ(f)) ⊆
n⋃
k=1
Jk.
Consequently, Leb(Σ(f ′)) < δ. Thus, Uδ is open.
On the other hand, Lemma 6.5 clearly implies that Uδ is dense for all δ > 0. Consequently,
C =
∞⋂
k=1
U1/k
is a dense Gδ in C(Ω,R) by the Baire Category Theorem; clearly Leb(Σ(f)) = 0 for every f ∈ C. 
6.2. Continuous Spectrum. In order to prove that spectral measures are continuous, one has
to exclude eigenvalues. In other words, one needs to show that for any E, the difference equation
(2.1) does not admit any square-summable solutions u.
A classical sufficient condition is due to Gordon. This condition is applicable whenever one has
very good approximation of a given potential V by periodic potentials over a (rather small) fixed
number of periods around the origin. Clearly, for limit-periodic V , the number of periods for which
one has the desired rate of approximation may be arbitrary, so all one needs to take care of is the
size of the error relative to the size of the period. It turns out that the absence of eigenvalues can
be established in this way for a generic set of sampling functions.
Let us begin by recalling the abstract Gordon criterion. Due to the reformulation (2.2) of (2.1),
a sequence u ∈ CZ solves (2.1) if and only if the sequence U : Z→ C2 defined by
(6.2) U(n) =
[
u(n+ 1)
u(n)
]
, n ∈ Z
solves
(6.3) U(n) =ME(n)U(0),
where
ME(n) =

AE(n)AE(n − 1) · · ·AE(1) n > 0,
I n = 0,
AE(n + 1)
−1AE(n+ 2)
−1 · · ·AE(0)
−1 n < 0
and
AE(m) =
[
E − V (m) −1
1 0
]
.
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Lemma 6.6. Suppose V : Z → R obeys V (n + q) = V (n) for some q ∈ Z+ and −q + 1 ≤ n ≤ q,
z ∈ C, and u solves (6.3). Then, we have
(6.4) max
{
‖U(−q)‖ , ‖U(q)‖ , ‖U(2q)‖
}
≥
1
2
‖U(0)‖ .
Proof. By assumption, we have
U(2p) =ME(2q) ·U(0) =ME(q)
2 ·U(0)
and similarly
U(q) =ME(q)
2 ·U(−q).
Moreover, the Cayley-Hamilton theorem implies
ME(q)
2 − Tr(ME(q)) ·ME(q) + I = 0.
Consequently, we have
(6.5) U(2q) − Tr(ME(p)) ·U(p) +U(0) =
[
0
0
]
and
(6.6) U(q) −Tr(ME(q))U(0) +U(−q) =
[
0
0
]
.
The assertion (6.4) follows from (6.5) when |Tr(ME(q))| ≤ 1 and it follows from (6.6) when
|Tr(ME(q))| > 1. 
The estimate (6.4) can of course be used to exclude the existence of decaying solutions.
Theorem 6.7. Suppose that there exist qk →∞ such that
V (n− qk) = V (n) = V (n+ qk) for all 1 ≤ n ≤ qk.
Then H has purely continuous spectrum.
Proof. Let E be given, and let u denote a nontrivial solution to (6.3), then Lemma 6.6 implies that
max(‖U(−qk)‖, ‖U(qk)‖, ‖U(2qk)‖) ≥
1
2
‖U(0)‖.
Thus, u cannot go to zero at ±∞, so u /∈ ℓ2(Z). Consequently, z is not an eigenvalue of H. 
Notice that the energy E plays no role in the argument. As soon as the potential V has the
required local periodicity for infinitely many values of q, we have the estimate (6.4) for infinitely
many values of q, which in turn shows that no E can be an eigenvalue.
It is clear that one can perturb about this situation a little bit and still deduce useful estimates.
In light of this, the following definition is natural.
Definition. A bounded potential V : Z → R is called a Gordon potential if there are positive
integers qk →∞ such that
(6.7) max
1≤n≤qk
|V (n)− V (n ± qk)| ≤ k
−qk
for every k ≥ 1. Equivalently, there are positive integers qk →∞ such that
(6.8) ∀C > 0 : lim
k→∞
Cqk max
1≤n≤qk
|V (n)− V (n± qk)| = 0.
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Theorem 6.8. If V is a Gordon potential, then H has purely continuous spectrum. More precisely,
for every E ∈ C and every solution u of (2.1), we have
(6.9) lim sup
|n|→∞
‖U(n)‖ ≥
1
2
‖U(0)‖ ,
where U is defined by (6.2).
Proof. By assumption, there is a sequence qk →∞ such that (6.8) holds. Given E ∈ C, we consider
a solution u of (6.3) and, for every k, a solution uk of
uk(n+ 1) + uk(n − 1) + Vk(n)uk(n) = Euk(n)
with uk(1) = u(1) and uk(0) = u(0), where Vk is the qk-periodic potential that coincides with V
on the interval 1 ≤ n ≤ qk. It follows from Lemma 6.6 that uk satisfies the estimate
max
{
‖Uk(−qk)‖ , ‖Uk(qk)‖ , ‖Uk(2qk)‖
}
≥
1
2
‖U(0)‖ ,
whereUk(n) = (uk(n+1), uk(n))
⊤, as usual. Since V is very close to Vk on the interval [−qk+1, 2qk]
and u and uk have the same initial conditions, we expect that they are close throughout this interval
and hence u obeys a similar estimate.
Let us make this observation explicit. Denote the transfer matrices associated with Vk by
Mk,E(n). We have
max
−qk≤n≤2qk
‖U(n)−Uk(n)‖ ≤ max
−qk≤n≤2qk
‖ME(n)−Mk,E(n)‖ ‖U(0)‖
≤ Cqk max
−qk+1≤n≤2qk
|V (n)− Vk(n)| ‖U(0)‖ ,
which goes to zero by (6.8). 
We are now ready to apply the Gordon criterion in the context of limit-periodic potentials;
compare the paper [16] by Damanik and Gan.
Proposition 6.9. There exists a dense Gδ set G ⊆ C(Ω,R) such that the potential Vω,f defined by
(6.1) is a Gordon potential for all f ∈ G and all ω ∈ Ω. That is, Vω,f satisfies (6.7) for suitable
positive integers qk →∞.
Proof. Define εn = n
−n and
Ok =
∞⋃
q=1
⋃
f∈Pq
B
(
f,
εkq
2
)
, k ∈ Z+,
where Pq ⊂ C(Ω,R) denotes the set of q-periodic sampling functions defined over Ω. Since Ok is
clearly open, it follows that
G :=
∞⋂
k=1
Ok
is a Gδ in C(Ω,R). One can easily verify that G contains all periodic sampling functions, so, since
P is dense by Theorem 3.5, G is dense as well.
We next show that all elements of G produce Gordon potentials. To that end, let f ∈ G and
ω ∈ Ω be given. By definition, f ∈ Ok for each k, so we may produce a sequence fk ∈ P such that
fk is ℓk-periodic for some ℓk ∈ Z+ and ‖f − fk‖∞ <
1
2εk·ℓk for each k. Set qk = k · ℓk and note
that qk ≥ k, whence qk →∞. For all k, n such that 1 ≤ n ≤ qk, we use the triangle inequality and
periodicity to obtain
|Vω(n)− Vω(n± qk)| =
∣∣f(T nω)− f(T n±qkω)∣∣
≤ |f(T nω)− fk(T
nω)|+
∣∣fk(T nω)− f(T n±qkω)∣∣
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= |f(T nω)− fk(T
nω)|+
∣∣∣fk(T n±kℓkω)− f(T n±qkω)∣∣∣
< εk·ℓk
≤ k−qk .
Taking the max over n with 1 ≤ n ≤ qk yields
max
1≤n≤qk
|V (n)− V (n± qk)| ≤ k
−qk ,
and hence Vω = Vω,f is a Gordon potential for all ω ∈ Ω and all f ∈ G. 
Proof of Theorem 6.1. Let C, G ⊆ C(Ω,R) be the sets constructed in Theorem 6.2 and Proposi-
tion 6.9 respectively, and put S = C ∩ G. By the Baire Category Theorem, S is a dense Gδ. Since
S ⊆ C, the zero-measure Cantor set statement follows.
For all f ∈ S and ω ∈ Ω, the Lebesgue measure of σ(Hω) is zero, which precludes the presence
of absolutely continuous spectrum. Similarly, for every f ∈ S and ω ∈ Ω, Vω is a Gordon potential,
so by Theorem 6.8, it follows that Hω has no eigenvalues. Thus, Hω has purely singular continuous
spectrum, as claimed. 
7. Pure Point Spectrum
We have seen that purely absolutely continuous spectrum and purely singular continuous spec-
trum are each dense phenomena in the space of limit-periodic Schro¨dinger operators, with the latter
being even generic. This raises the natural question of what can be said about cases with pure
point spectrum. It turns out that even this spectral type is a dense phenomenon. Clearly this is
surprising as in these cases the spectral type of the limit object is as different from the spectral
type of the approximants as it can be.
Theorem 7.1. For every limit-periodic V and every ε > 0, there is a limit-periodic V˜ with ‖V −
V˜ ‖∞ < ε such that the Schro¨dinger operator with potential V˜ has pure point spectrum.
Note that we do not fix the base dynamics and vary the sampling function only. Rather we
perturb in the space of all limit-periodic potentials. It would be interesting to prove a variant of
Theorem 7.1 with fixed base dynamics.
The proof of Theorem 7.1 actually does not really care about the fact that the potential V we
are perturbing is limit-periodic. Indeed, the proof directly yields the following more general result,
which is due to Damanik and Gorodetski [18]:
Theorem 7.2. For every bounded V and every ε > 0, there is a limit-periodic potential Vlp with
‖Vlp‖∞ < ε such that the Schro¨dinger operator with potential V + Vlp has pure point spectrum.
In other words, a suitable arbitrarily small limit-periodic perturbation can turn any given spec-
tral type into one that is pure point. Such a strong dominance property was previously only known
for small random perturbations. Not coincidentally, the proof of Theorem 7.2 is based on a gener-
alization of the argument that yields the latter statement. Thus, let us first explain how pure point
spectrum can be proved for random potentials, then for perturbations of fixed background poten-
tials by arbitrarily small random potentials, and finally for the setting in question – perturbations
of fixed background potentials by arbitrarily small limit-periodic potentials.
The way we want to explain why random potentials lead to pure point spectrum is based on the
Kunz-Souillard method [38]. Suppose Vω is a bounded random potential and Hω is the associated
Schro¨dinger operator. Integration with respect to the underlying probability measure µ will be
denoted by E(·). A key quantity in this approach is
a(n,m) = E
(
sup
t∈R
∣∣〈δn, e−itHωδm〉∣∣) , n,m ∈ Z.
LIMIT-PERIODIC OPERATORS 25
The following sufficient criterion for (almost sure) pure point spectrum follows from the RAGE
theorem:
Proposition 7.3. Suppose that ∑
n∈Z
|a(n,m)| <∞
for m = 0, 1. Then, for µ-almost every ω, the operator Hω has pure point spectrum.
For L ∈ Z+, we denote by H
(L)
ω the restriction of Hω to ℓ
2({−L, . . . , L}) with Dirichlet boundary
conditions. For |n|, |m| ≤ L, we define aL(n,m) to be a(n,m) with Hω replaced by H
(L)
ω , that is,
aL(n,m) = E
(
sup
t∈R
∣∣∣〈δn, e−itH(L)ω δm〉∣∣∣) .
It is easy to see that H
(L)
ω has 2L+ 1 real simple eigenvalues
EL,1ω < E
L,2
ω < · · · < E
L,2L+1
ω .
By our boundedness assumption there exists a compact interval Σ0 that contains all eigenvalues
EL,kω . For each k, let ϕ
L,k
ω denote a normalized eigenvector corresponding to E
L,k
ω . We now define
ρL(n,m) = E
(
2L+1∑
k=1
∣∣∣〈δn, ϕL,kω 〉∣∣∣ ∣∣∣〈δm, ϕL,kω 〉∣∣∣
)
.
Lemma 7.4. (a) For n,m ∈ Z, we have
(7.1) a(n,m) ≤ lim inf
L→∞
aL(n,m).
(b) If |n|, |m| ≤ L, then
(7.2) aL(n,m) ≤ ρL(n,m).
Part (a) follows from strong approximation and Fatou’s lemma and part (b) follows by simply
expanding δm in the basis of eigenvectors and using that the eigenvalues are real. It follows that
we can estimate a(n,m) from above by proving upper bounds for ρL(n,m) that are uniform in L.
Let us now assume, for the time being, that the potential of the random Schro¨dinger operator Hω
is generated by independent identically distributed random variables, each of which has a bounded
compactly supported density r. Thus, we can write
(7.3) ρL(n,m) =
∫
· · ·
∫ (2L+1∑
k=1
∣∣∣〈δn, ϕL,kv−L,...,vL〉∣∣∣ ∣∣∣〈δm, ϕL,kv−L,...,vL〉∣∣∣
) L∏
j=−L
r(vj)
 dv−L . . . dvL,
since H
(L)
ω only depends on the random variables corresponding to |j| ≤ L. Moreover, it also follows
that ρL(n,m) = ρL(m,n) and ρL(n,m) = ρL(n−m, 0), so that it suffices to estimate ρL(n,m) for
n ≥ 0 and m = 0.
Let us apply a suitable change of variables to the iterated integral expressing ρL(n, 0), n ≥ 0. If
E is EL,kv−L,...,vL and u is ϕ
L,k
v−L,...,vL , then we have
(7.4) u(ℓ+ 1) + u(ℓ− 1) + vℓ u(ℓ) = Eu(ℓ)
for −L ≤ ℓ ≤ L, where u(−L− 1) = u(L+ 1) = 0. We rewrite this identity as
(7.5) vℓ = E −
u(ℓ+ 1)
u(ℓ)
−
u(ℓ− 1)
u(ℓ)
,
and this in turn motivates the change of variables
{vℓ}
L
ℓ=−L ←→ {x−L, . . . , x−1, E, x1, . . . , xL},
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where
E = EL,kv−L,...,vL
and
(7.6) xℓ =

ϕL,kv−L,...,vL (ℓ+1)
ϕL,kv−L,...,vL(ℓ)
ℓ < 0
ϕL,kv−L,...,vL (ℓ−1)
ϕL,kv−L,...,vL(ℓ)
ℓ > 0,
so that
(7.7) vℓ =

E − x−1ℓ−1 − xℓ ℓ < 0
E − x−1−1 − x
−1
1 ℓ = 0
E − x−1ℓ+1 − xℓ ℓ > 0,
with the conventions x−1−L−1 = x
−1
L+1 = 0 (which are natural in view of the definitions above).
Implementing this change of variables, the 2L+1-fold iterated integral expressing ρL(n, 0) takes
the following form:
Lemma 7.5. Fix L ∈ Z+ and n with 0 < n ≤ L. Set
φE(x) = r(E − x),
(U0f) (x) = |x|
−1f
(
|x|−1
)
,
(SEf) (x) =
∫
R
r
(
E − x− y−1
)
f(y) dy,
(TEf) (x) =
∫
R
r
(
E − x− y−1
)
|y|−1f(y) dy.
Then, we have
(7.8) ρL(n, 0) =
∫
Σ0
〈
T n−1E S
L−n
E φE , US
L
EφE
〉
L2(R)
dE.
In this representation one then proceeds by applying the Cauchy-Schwarz inequality inside the
integral and applying suitable norm estimates for the operators involved that are uniform in E ∈ Σ0.
Specifically, the following estimates, where we denote the norm of an operator T : Lp(R)→ Lq(R)
by ‖T‖p,q, can be proved and then used in this way:
Lemma 7.6. (a) For every E ∈ R, we have ‖SE‖1,1 ≤ 1.
(b) For every E ∈ R, we have ‖SE‖1,2 ≤ ‖r‖
1/2
∞ .
(c) For every E ∈ R, we have ‖TE‖2,2 ≤ 1.
(d) There exists q < 1 such that for every E ∈ Σ0, we have ‖T
2
E‖2,2 ≤ q.
With these estimates one can show exponential decay of ρL(n, 0) and hence Proposition 7.3 is
clearly applicable.
Before turning our attention to limit-periodic perturbations and the idea underlying the proof
of Theorem 7.2, we first point out that the argument sketched above can be modified, and in fact
generalized, in a number of ways.
First of all, while independence is crucially used, it is not necessary to consider identically
distributed random variables. Indeed, if the density r changes from site to site, one simply replaces
r by an ℓ-dependent density rℓ as one processes the random variable at site ℓ. For simplicity we
will consider rescalings of a fixed density: rℓ(x) = d
−1
ℓ r(d
−1
ℓ x) for suitable dℓ > 0. This results in
obvious changes to (7.3) and Lemma 7.5. The necessary change to Lemma 7.6 is trickier. Namely,
part (d) has no obvious replacement and needs to be modified via a quantitative estimate that is
based on the following key lemma [58]:
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Lemma 7.7. For λ ≥ 0 sufficiently small, r̂, the Fourier transform of r, obeys
(7.9) sup
|η|≥λ
|r̂(η)|2 ≤ e−c|λ|
2
for a suitable constant c = c(r) > 0. Furthermore, there exist constants K0 = K0(r) and λ = λ(r)
such that for every ℓ and every E ∈ Σ0, we have
‖T
(ℓ)
E T
(ℓ−1)
E ‖2,2 ≤
1
4
(
15 + sup
|η|≥K0min{dℓ,dℓ−1}
|r̂(η)|2
)1/2
≤ e−cK
2
0 min{d
2
ℓ
,d2
ℓ−1,λ}.
(7.10)
With this replacement of Lemma 7.6.(d) one can still prove that Proposition 7.3 is applicable
under suitable assumptions on the sequence {dℓ} (which obviously cannot decay too fast since the
modification of Lemma 7.6.(b) results in a factor d
−1/2
ℓ and the influence of the exponential in
(7.10) becomes weaker with smaller dℓ, dℓ−1).
The second generalization of the basic argument outlined above is the addition of a fixed bounded
background potential. Indeed, this simply results in obvious changes to (7.4)–(7.7) and then to
Lemma 7.5. Note that this generalization produces the precursor to Theorem 7.2, which says that
any fixed bounded potential can be turned into one whose associated Schro¨dinger operator has pure
point spectrum by an arbitrarily small random perturbation.
The third generalization is the most severe. It is here that the independence of the values of the
perturbation potential is given up, which is clearly necessary if we are to produce limit-periodic
perturbations.
To explain what kind of correlations we wish to introduce, let us discuss the general setup of the
proof of Theorem 7.2. The limit-periodic perturbation Vlp will be obtained as a convergent series
Vlp =
∞∑
k=1
V (k)per
where V
(k)
per is (2qk + 1)-periodic and we have
∞∑
k=1
‖V (k)per ‖∞ < ε
in order to satisfy ‖Vlp‖∞ < ε. The values of V
(k)
per on {−qk,−qk+1, . . . , qk−1, qk} will be generated
by independent identically distributed random variables with density rk(x) = d
−1
k r(d
−1
k x), where
r is a fixed density and dk > 0 is chosen suitably. Note that for each ℓ, there will be infinitely
many random variables (with scaling factors dk, k ≥ k0(ℓ)) participating in determining the value
of Vlp at site ℓ. The key idea will be to choose a decaying sequence {dk} and to consider the lowest-
level participating random variable with scaling factor dk0(ℓ) as the essential random variable at
site ℓ, and all others as inessential random variables that are frozen and put in the background
potential for the purpose of estimating the relevant quantities as above uniformly in the background
potential. One can then average the resulting estimate over the inessential random variables to
obtain the desired estimate of the overall expectation defining ρL(n, 0). Of course the periodicity
of V
(k)
per results in another change to the equations (7.4)–(7.7) and then to Lemma 7.5.
This strategy may be implemented in a way that allows one to choose the sequences {qk} (de-
termining the periods of the V
(k)
per ’s) and {dk} (determining the sizes of the V
(k)
per ’s) so that Proposi-
tion 7.3 may be applied, showing that almost all of these limit-periodic perturbations will produce
operators with pure point spectrum. Choosing one of them then establishes Theorem 7.2. We refer
the reader to [18] for further details. Note that in this line of reasoning one only gets the pure point
property for the Vlp as constructed (chosen from the full measure set), but not for the elements
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of its hull. As a consequence, as pointed out above, the formulation of the result is different from
some of the earlier results about the spectral type and does not apply uniformly across the hull of
the limit-periodic sequence in question.
It is however possible to prove pure point spectrum uniformly across the hull in certain scenarios
(which are not dense). This follows from a combination of works of Po¨schel [53] and Damanik-Gan
[17].
First, we discuss Po¨schel’s work contained in [53]. Given a function Ω : [0,∞) → [0,∞), define
the quantities ΦΩ(t), κ, and ΨΩ(t) for t > 0 by
ΦΩ(t) := t
−4 sup{Ω(r) e−tr : r ≥ 0}
κt :=
{tj}∞j=0 : t ≥ t0 ≥ t1 ≥ · · · and
∞∑
j=0
tj ≤ t

ΨΩ(t) := inf
(tj)∈κt
∞∏
j=0
Φ(tj)2
−j−1
for t > 0. We call Ω an approximation function if ΦΩ(t) and ΨΩ(t) are finite for every t > 0. For
example, for any α ≥ 0, Ω(r) = rα defines an approximation function.
Now, suppose thatM is a Banach subalgebra of ℓ∞(Z) with respect to the operations of pointwise
addition and pointwise multiplication; in particular, we assume that 1 is contained in M (where
1(n) ≡ 1). We say that λ : Z → R is a distal sequence for M if, for each k ∈ Z \ {0}, one has(
λ− Skλ
)−1
∈ M, and one has the bound∥∥∥(λ− Skλ)−1∥∥∥
∞
≤ Ω(|k|), for all k 6= 0,
where Ω is an approximation function. Here, the inverse refers to the multiplicative inverse in the
Banach algebra.
Po¨schel proved the following theorem in [53]:
Theorem 7.8. If λ is a distal sequence for the Banach algebra M, then there exists ε0 > 0 such
that the following holds true. For any 0 < ε ≤ ε0, there is a sequence V so that λ−V ∈ M and the
Schro¨dinger operator Hε−1V = ∆ + ε
−1V is spectrally localized with eigenvalues {ε−1λj : j ∈ Z}.
Moreover, if ψk is the normalized eigenvector corresponding to the eigenvalue λk, then there are
constants c > 0 and d > 1 such that
|ψk(n)|
2 ≤ cd−|k−n|
for all k and n.
He also supplied some examples. Here is one that is particularly interesting because it shows not
only that the theorem above can be applied and yields uniformly localized limit-periodic Schro¨dinger
operators, but also that the spectrum in this case has no gaps (which is surprising in view of our
earlier results showing that Cantor spectra are typical for limit-periodic Schro¨dinger operators):
Po¨schel’s Example: A Limit-Periodic Distal Sequence. Let Dn denote the set of sequences
in ℓ∞(Z) having period 2n, and D =
⋃
nDn; the space
L = D
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is a Banach algebra and a subspace of the space of all limit-periodic sequences. Let us describe
how to construct a distal sequence for L. For j ∈ Z+, define the set Bj by
Bj :=

⋃
N∈Z
[N · 2j , N · 2j + 2j−1), if j is even;⋃
N∈Z
[N · 2j + 2j−1, (N + 1) · 2j), if j is odd.
For example, B1 is precisely the set of odd integers. Denoting the indicator function of Bj by
bj = χBj , define λ by
λn =
∞∑
j=1
bj(n)2
−j .
It is immediate from the definition that λ ∈ L; moreover, the inequality∥∥∥(λ− Skλ)−1∥∥∥ ≤ 16|k|
for k 6= 0 means that λ is distal for L. It is not too difficult to prove the following statement:
Lemma 7.9. For any m ∈ Z+ and any integer 0 ≤ j < 2
m, there is an integer ℓ = ℓ(j,m) so that
λk ∈ Im,j :=
[
j
2m
,
j + 1
2m
)
⇐⇒ k ∈ ℓ+ 2mZ.
We see that in this particular example, the Schro¨dinger operators produced by Theorem 7.8 have
spectrum [0, ε−1].
Damanik and Gan showed in [17] that Po¨schel’s results extend to the hull, that is, whenever The-
orem 7.8 can be applied to produce limit-periodic potentials for which the associated Schro¨dinger
operator is uniformly localized, then the same statement is true, with the same constants, for all
elements of the hull of the potential in question; see also [29] for a generalization of this statement.
8. The Density of States
Recall that we defined the density of states (DOS) measure dk to be the weak limit of dkN ,
where ∫
g dkN =
1
N
Tr(PN g(H)P
∗
N ),
for Borel sets B, and PN denotes projection onto coordinates {0, . . . , N−1} (provided that the limit
exists). In the event that V is limit-periodic, we saw that the DOS exists by unique ergodicity. The
accumulation function of the DOS is called the integrated density of states (IDS) and is denoted by
k(E) =
∫
χ(−∞,E] dk.
The results of the present section are concerned with the regularity of k as a function of E. In
full generality, dk is continuous (Theorem 4.3). In light of this, it is natural to ask whether one
has a quantitative modulus of continuity, for example α-Ho¨lder continuity for some α > 0. In full
generality, this is too ambitious, but one can wring just a bit more continuity out of the Thouless
formula, as the following theorem of Craig and Simon [10] illustrates:
Theorem 8.1. For any almost-periodic potential, the integrated density of states is log-Ho¨lder
continuous. That is, there is a constant C > 0 with the property that
|k(E1)− k(E2)| ≤ C(log |E1 − E2|
−1)−1
for all E1, E2 ∈ R with |E1 − E2| ≤ 1/2.
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Proof. Without loss of generality, assume E1 < E2 ≤ E1 +
1
2 . Then, since all the transfer matrices
have determinant one, we have L(E1) ≥ 0, which leads to
0 ≤ L(E1)
=
∫
log |E −E1| dk(E)
=
∫
(E1,E2)
log |E − E1| dk(E) +
∫
R\(E1,E2)
log |E − E1| dk(E)
Rearranging, we get
−
∫
(E1,E2)
log |E − E1| dk(E) ≤
∫
R\(E1,E2)
log |E − E1| dk(E).
Bounding the integrands of each side, we obtain
− log |E2 − E1|
∫
(E1,E2)
dk(E) ≤ log(|E1|+ ‖f‖∞ + 2)
∫
dk(E),
since supp(dk) ⊆ [−2− ‖f‖∞, 2 + ‖f‖∞]. Thus, with C = log(|E1|+ ‖f‖∞ + 2), we have
|k(E2)− k(E1)| =
∫
(E1,E2)
dk(E) ≤ C
[
log |E1 − E2|
−1
]−1
.

Within the class of limit-periodic potentials, this result is optimal; in particular, the following
result of Kru¨ger and Gan shows that there is a dense set of limit-periodic potentials whose potentials
are not h-Ho¨lder continuous for any function h that goes to zero faster than [log(1/δ)]−1 [37].
Theorem 8.2. Let Ω denote a Cantor group with a minimal translation T . There is a dense set
I ⊆ C(Ω,R) with the property that the density of states of V (n) = f(T n0) is no better than log-
Ho¨lder continuous. That is, if k denotes the IDS of V , given any increasing function h : R+ → R+
with
lim
δ↓0
h(δ) log(1/δ) = 0,
one has
lim sup
E→E0
|k(E)− k(E0)|
h(|E − E0|)
=∞
for at least one E0. In fact, one can guarantee that this holds for all E0 in the spectrum.
The main idea is the following: since P is dense, start with some f0 ∈ P and let ε > 0. Then,
inductively choose f1, . . . ∈ P using Lemma 6.5 so that ‖fj−fj−1‖∞ < ε·2
−j and so that Leb(Σ(fj))
is exponentially small, that is
Leb(Σ(fj)) . e
−cjqj
where qj is the period of fj. Then, by completeness, f∞ = lim fj exists. The density of states
corresponding to the potential function fj gives weight 1/qj to an interval having length no greater
than exp(−cjqj). By carefully tuning the rate at which fj → f∞, one can push a statement like
this through to the DOS of f∞.
On the other hand, for a dense set, namely, for f ∈ P, one knows that the IDS is 1/2-Ho¨lder
continuous (and no better); compare Theorem 2.4. It is interesting to ask whether one can do better
than 1/2. In the localization regime of Po¨schel, the IDS can be shown to be 1-Ho¨lder continuous,
which was proved by Damanik and Fillman [12].
Theorem 8.3. There exist limit-periodic V whose associated IDS is Lipschitz-continuous.
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9. Other Families of Operators
Let us explore some models that are closely connected with, but distinct from the discrete 1D
Schro¨dinger operators that we have considered thus far. For each of these families of models, many
of the results from previous sections have analogs. To avoid being tedious, we will be somewhat
selective with our presentation in this section, focusing on results whose analogs involve interesting
challenges.
9.1. Jacobi Matrices. A Jacobi matrix is an operator on ℓ2(Z) of the form
[Ju]n = an−1un−1 + bnun + anun+1, n ∈ Z, u ∈ ℓ
2(Z),
where an, bn ∈ R with
sup
n
|bn| <∞, sup
n
an <∞, inf
n
an > 0.
Thus, discrete Schro¨dinger operators are obtained from Jacobi matrices as a special case (in which
an ≡ 1). Most of the results discussed in the foregoing section have Jacobi analogs.
A periodic Jacobi matrix is one for which the parameters a and b satisfy an+q = an and bn+q = bn
for all n. Thus, a limit-periodic Jacobi matrix J is one for which there are periodic Jacobi matrices
{Jj}
∞
j=1 such that
lim
j→∞
‖J− Jj‖ = 0,
where ‖ · ‖ denotes the operator norm.
Jacobi matrices are not only considered simply for the sake of a more general setting (even
though it is the natural generalization that still keeps many of the essential features intact; notably
self-adjointness and a 2 × 2 transfer matrix formalism) but also because they provide the natural
setting for the study of inverse spectral problems, where it is not at all clear that a solution to the
given problem at hand can be found in the class of discrete Schro¨dinger operators, but where it
can be shown to be solvable within the class of Jacobi matrices.
The most natural instance of this principle is the association of a spectral measure to an op-
erator, either a discrete Schro¨dinger operators or a Jacobi matrix, on the discrete half-line (i.e.,
an operator acting in ℓ2(Z+)) and the corresponding spectral measure (associated with the cyclic
vector δ1). This correspondence, which can be established via the spectral theorem when passing
from operator to measure and via orthogonal polynomials or a continued fraction expansion of the
Borel transform of the measure when passing from measure to operator, sets up a natural bijection
between bounded Jacobi matrices and compactly supported probability measures on the real line,
but it continues to be an open problem to characterize explicitly those measures that correspond
to discrete Schro¨dinger operators.
More closely related to the topic of this survey, however, is the way in which Jacobi matrices arise
as solutions of certain renormalization equations, which can sometimes be shown to give rise to
limit-periodic coefficients. Let us describe work in this spirit by Peherstorfer, Volberg and Yuditskii
[50].
Suppose T is an expanding polynomial and denote its real Julia set by Julia(T ) and its degree by
d. Recall that Julia(T ) is the compact set of real numbers that do not go to infinity under forward
iterations of T . Under the normalization
T−1 : [−1, 1]→ [−1, 1];±1 ∈ Julia(T )
such a polynomial is well-defined by the position of its critical values
CV(T ) = {ti = T (ci) : T
′(ci) = 0, ci > cj for i > j}.
T is expanding (or hyperbolic) if
ci 6∈ Julia(T ) ∀i.
Then we have the following pair of theorems from [50]:
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Theorem 9.1. Let J be a Jacobi matrix with spectrum contained in [−1, 1]. With the polynomial
T of degree d from above, consider the renormalization equation
(9.1) V ∗(z − J)−1V = (T (z) − J˜)−1
T ′(z)
d
where
V δk = δdk
for each k ∈ Z. It has a solution J = J(J˜) with spectrum contained in T−1([−1, 1]).
Moreover, if mini |ti| ≥ 10, then
‖J(J˜1)− J(J˜2)‖ ≤ κ‖J˜1 − J˜2‖
with an absolute constant κ < 1.
Theorem 9.2. Let us assume that T is sufficiently hyperbolic in the sense that
dist(CV(T ), [−1, 1]) ≥ 10.
Then the renormalization equation (9.1) has a unique fixed point. That is, there is a unique Jacobi
matrix J such that
V ∗(z − J)−1V = (T (z)− J)−1
T ′(z)
d
.
Moreover, the coefficients of J are limit-periodic.
Remark 9.3. To be more accurate, one has to expand the notion of a Jacobi matrix slightly for
the purpose of these theorems and allow the off-diagonal terms to vanish. Indeed, the central off-
diagonal element a0 of the fixed point J is zero, and hence J splits into the direct sum of two half
line Jacobi matrices. It turns out that spectral measure of the Jacobi matrix corresponding to the
right half line in this decomposition is the balanced (equilibrium) measure on Julia(T ). In other
words, the equilibrium measure on the Julia set of a suitable hyperbolic polynomial has orthogonal
polynomials with limit-periodic recursion coefficients.
9.2. Continuum Schro¨dinger Operators. The continuum Schro¨dinger operator acts as a self-
adjoint operator in L2(R) via
(9.2) LV y = −y
′′ + V y,
where V : R→ R is a sufficiently nice function; for most of the present section, V will be bounded
and continuous. For such V , (9.2) defines a self-adjoint operator in L2(R) in a canonical fashion.
These operators enjoy a transfer matrix formalism quite similar to the one described in the discrete
setting: for each z ∈ C and x ∈ R, there is an SL(2,C) matrix Axz (V ) such that[
y′(x)
y(x)
]
= Axz (V )
[
y′(0)
y(0)
]
whenever y satisfies LV y = zy. We then consider potentials that are uniform limits of continuous
periodic potentials; concretely, define
P(R) = {V ∈ C(R) : there exists T > 0 such that V (x+ T ) ≡ V (x)}
and then let LP(R) denote the closure of the space of periodic potentials (with respect to the
topology induced by the uniform metric):
LP(R) = P(R)
‖·‖∞
.
In particular, every V ∈ LP(R) is continuous and uniformly almost-periodic.
In the event that V ∈ P(R), say V (x+T ) ≡ V (x) for some T > 0, the formalism from Section 2.1
enables one to describe the spectrum of LV . Concretely, the discriminant is again given by
D(z) = TrATz (V ),
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and then the spectrum of LV is again given by
σ(LV ) = {E ∈ R : |D(E)| ≤ 2} .
On the other hand, one can also consider the analog of Section 2.2; here, we consider L(θ) = LV (θ)
acting via
LV (θ)y = −y
′′ + V y,
D(L(θ)) =
{
f ∈ H2([0, T ]) : f(T ) = eiθf(0) and f ′(T ) = eiθf ′(0)
}
.
One can then show that LV (θ) has compact resolvent and hence a sequence of eigenvalues λ1(θ) ≤
λ2(θ) ≤ · · · . As before, the eigenvalues of LV (0) and LV (π) provide the endpoints of the spectral
bands. Fixing T = π for concreteness, we can consider V ≡ 0 as a π-periodic potential3 and
explicitly compute the eigenvalues of L0(θ) for θ = 0, π:
σ(L0(0)) =
{
(2k)2 : k = 0, 1, 2, . . .
}
, σ(L0(π)) =
{
(2k + 1)2 : k = 0, 1, 2, . . .
}
.
Here, all eigenvalues are doubly degenerate with the exception of 0 ∈ σ(L0(0)) which is simple.
Thus, (counting from k = 1 at the bottom of the spectrum) the kth spectral band is [(k − 1)2, k2].
So, if V is then a bounded π-periodic potential, the kth spectral band of LV satisfies
[(k − 1)2 + ‖V ‖∞, k
2 − ‖V ‖∞] ⊆ Bk ⊆ [(k − 1)
2 − ‖V ‖∞, k
2 + ‖V ‖∞]
by general eigenvalue perturbation theory [33]. Then, it follows that the length of the kth band of
LV , grows approximately linearly in k. This can be viewed as one instance of a tendency for the
spectrum of LV to thicken in the high-energy region (which is not present in the discrete case). In
view of this, it is quite surprising that one can beat this tendency and prove the following result,
due to Damanik, Fillman, and Lukic:
Theorem 9.4. There is a Baire-generic subset Z ⊆ LP(R) with the property that σ(LλV ) is an
(unbounded) Cantor set of zero Lebesgue measure for all V ∈ Z and all λ > 0. There is a dense
subset H ⊆ LP(R) with the property that σ(LλV ) is an (unbounded) Cantor set of zero Hausdorff
dimension for all V ∈ H and all λ > 0. Moreover, for all V ∈ Z and all V ∈ H, the spectral type
of LV is purely singular continuous.
The proof of Theorem 9.4 parallels that of 6.2, except that one is only able to prove suitable
measure estimates in compact energy windows, since, as observed above, the Lebesgue measure of
the bands grows linearly in the band label. Thus, one has to expand the compact sets on which
one has effective measure estimates on the spectrum in a way that misses the lengthening effect of
the high-energy region. See [14] for more details.
9.3. CMV Matrices and Quantum Walks. CMV matrices arise naturally in the study of
orthogonal polynomials on the unit circle (OPUC) and are universal within the class of unitary
operators of spectral multiplicity one. Concretely, one starts with µ, a Borel probability meaure
supported on the unit circle which does not admit a support having only finitely many points. A
CMV matrix is a five-diagonal semi-infinite matrix that is determined by a sequence of Verblunsky
coefficients {αn}n∈Z+ ⊂ D; these coefficients arise as the recursion coefficients of the orthogonal
polynomials associated µ. In terms of αn and the derived quantities ρn =
(
1− |αn|
2
)1/2
, the CMV
3Recall that the subscript in LV refers to the potential, so L0 refers to the free Laplacian with V ≡ 0.
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matrix takes the form
(9.3) C =

α0 α1ρ0 ρ1ρ0
ρ0 −α1α0 −ρ1α0
α2ρ1 −α2α1 α3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2
α4ρ3 −α4α3 α5ρ4 ρ5ρ4
ρ4ρ3 −ρ4α3 −α5α4 −ρ5α4
. . .
. . .
. . .

.
This matrix defines a unitary operator in ℓ2(Z+), and the spectral measure corresponding to C and
the vector δ0 is given by µ. This sets up a one-to-one correspondence between measures µ and
coefficient sequences {αn}n∈Z+ , which has been extensively studied in recent years, mainly due to
the infusion of ideas from Simon’s monographs [59, 60].
Similarly, an extended CMV matrix is a unitary operator on ℓ2(Z) defined by a bi-infinite sequence
{αn}n∈Z ⊂ D in an analogous way:
(9.4) E =

. . .
. . .
. . .
α0ρ−1 −α0α−1 α1ρ0 ρ1ρ0
ρ0ρ−1 −ρ0α−1 −α1α0 −ρ1α0
α2ρ1 −α2α1 α3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2
α4ρ3 −α4α3 α5ρ4 ρ5ρ4
ρ4ρ3 −ρ4α3 −α5α4 −ρ5α4
. . .
. . .
. . .

.
From the point of view of orthogonal polynomials, the study of C is more natural; however, when the
Verblunsky coefficients are generated by an invertible ergodic map (such as a minimal translation
of a compact abelian group as in the present paper), the study of E is more natural.
CMV matrices also arise in a natural fashion in the study of 1-dimensional coined quantum
walks. A 1D quantum walk on Z is a quantum mechanical analog of a classical random walk, with
two twists:
• The walker has an internal degree of freedom (called “spin”) that influences her probability
of hopping to the left or to the right.
• The walker may exist as a superposition of pure states, rather than being fully localized.
The relevant state space is HQW = ℓ
2(Z)⊗C2; the ℓ2(Z) component captures the spatial position of
the walker, while the C2 variable captures her spin. We will denote the pure states as δ±n = δn⊗e±,
where {e+, e−} denotes the usual basis of C
2. Each quantum coin is then a superposition of two
“classical coins”, so the quantum walk is parameterized by a sequence of 2× 2 unitaries:
Qn =
[
q11n q
12
n
q21n q
22
n
]
.
As time advances one unit forward, the quantum walk update rule acts as follows on pure states:
Uδ+n = q
11
n δ
+
n+1 + q
21
n δ
−
n−1
Uδ−n = q
12
n δ
+
n+1 + q
22
n δ
−
n−1.
Due to a seminal paper of Cantero, Gru¨nbaum, Moral, and Vela´zquez, we know that the unitary
update rule U is unitarily equivalent to a CMV matrix [6]. Thus, any and all tools relevant to the
study of CMV matrices enter the game and can be used to study 1D quantum walks.
Most of the results from the previous sections have CMV analogs (and hence analogs for quantum
walks as well) – however, owing to the more complicated structure of the CMV matrix compared
to a Schro¨dinger operator, the proofs are generally more involved; see, e.g., [25, 26, 44].
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However, there is one notable exception to the previous remark: it is not yet known that CMV
matrices having pure point spectrum are dense in the space of all limit-periodic CMV matrices.
To spell things out more carefully, the Kunz–Souillard approach to localization is an essential
ingredient in the arguments that proved Theorem 7.1. However, there is not a satisfactory version
of the Kunz–Souillard localization proof for the CMV operators. In addition, to the best of our
knowledge, no one has worked out an analog of Po¨schel’s KAM scheme in the CMV setting. We
would regard resolutions to either of these issues as very interesting results.
9.4. Multidimensional Discrete Operators. Given a bounded potential V : Zd → R, the
discrete Schro¨dinger operator HV acts in ℓ
2(Zd) via
[HV u]n = Vnun +
∑
‖m−n‖1=1
um.
Given p = (p1, p2, . . . , pd) ∈ Z
d
+, we say that a potential V is p-periodic if
Vn+pjej = Vn for all n ∈ Z
d and all 1 ≤ j ≤ d.
Theorem 9.5. Suppose d ≥ 2. For all p = (p1, p2, . . . , pd) ∈ Z
d
+, there is a constant C = Cp > 0
such that the following holds true.
• If V : Zd → R is p-periodic and ‖V ‖∞ ≤ C, then σ(HV ) consists of at most two connected
components.
• If at least one entry of p is odd, V is p-periodic, and ‖V ‖∞ ≤ C, then σ(HV ) consists of a
single interval.
Theorem 9.5 was proved first in the special case d = 2 when gcd(p1, p2) = 1 by Kru¨ger [36] (note
that at least of of p1 and p2 must be odd in this case). This was generalized to all periods in d = 2
by Embree and Fillman [22] and to all d ≥ 2 by Han and Jitomirskaya [30]. One should view this
result as a discrete analog of the Bethe–Sommerfeld conjecture:
Theorem 9.6. If V : Rd → R is periodic, then σ(−∇2 + V ) has only finitely many gaps.
Theorem 9.6 has a rich history with contributions from many authors, including (but certainly
not limited to) [31, 32, 52, 62, 63, 64, 69], and culminating in the paper of Parnovskii [45].
As a consequence of Theorem 9.5, one can show that small limit-periodic operators in ℓ2(Zd) for
d ≥ 2 also will have spectra comprising only one or two intervals.
Corollary 9.7. Let d ≥ 2 and pn ∈ Z
d
+ be such that the jth coordinate of pn divides the jth
coordinate of pn+1 for all 1 ≤ j ≤ d and all n ∈ Z+. Then, there exists a sequence δn > 0 with the
following property: if Vn is pn-periodic and ‖Vn‖∞ ≤ δn for each n, then the limit-periodic potential
Vlp =
∞∑
n=1
Vn
is such that σ(HVlp) consists of at most two connected components. If at least one component of pn
is odd for every n ∈ Z+, then σ(HVlp) is a single interval.
In particular, it is substantially harder to produce Cantor spectrum in higher dimensions than
in dimension one.
10. Open Problems
In this section we describe a number of open problems that are suggested by the existing results.
Our first set of questions can be summarized by asking whether or not any limit-periodic operator
ever experiences any sort of phase transition. Concretely, whenever a result is known about a
limit-periodic potential V , it is known that the spectral type of HV is pure. Thus far, any results
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that give information about the hull of V show that the spectral type is constant on the hull of V .
Finally, whenever one is able to prove a result about the one-parameter family {∆ + λV }λ>0, the
spectral type of HλV does not vary with λ > 0. This leads us to our first three questions:
Question 10.1. Is the spectral type of a limit-periodic operator always pure?
Question 10.2. Does the spectral type ever change as one passes to other elements of the hull?
Question 10.3. Considering a limit-periodic Schro¨dinger operator and replacing the potential by a
non-trivial multiple of it (i.e., by varying the coupling constant), can the spectral type ever change?
Question 10.4. We know that the occurrence of Cantor spectra is a generic phenomenon in the
limit-periodic universe. What about the failure of Cantor spectrum? We know that it is possible
(certainly for periodic cases, but also for non-periodic cases due to Po¨schel’s work [53]). Is it a
dense phenomenon among the non-periodic limit-periodic cases?
Let us discuss the general questions above, and others, in specific settings:
Question 10.5. Suppose V is limit-periodic and σac(HV ) 6= ∅.
(1) Is it true that HV has purely a.c. spectrum?
(2) Is it true that HλV has purely a.c. spectrum for all λ?
(3) Is it true that HW has purely a.c. spectrum for all W ∈ hull(V )?
Question 10.6. Consider a limit-periodic Schro¨dinger operator with pure point spectrum that
arises via the generalized Kunz-Souillard approach presented in Section 7. Pass to a different
element of the hull and/or vary the coupling constant. Does the spectral type remain pure point?
Question 10.7. In the setting of the previous problem (limit-periodic operators obtained via
the generalized Kunz-Souillard approach), can one show that the eigenfunctions cannot decay
exponentially? In other words, can one show that the Lyapunov exponent vanishes throughout the
spectrum? This would be a new phenomenon within the class of ergodic Schro¨dinger operators:
eigenvalues inside the set of energies where the Lyapunov exponent vanishes.
Question 10.8. Consider a limit-periodic Schro¨dinger operator with pure point spectrum that
arises via the Po¨schel approach presented in Section 7. Recall that this puts us in the regime of
large potentials. Vary the coupling constant, and consider in particular the case where it is chosen
to be small. Does the spectral type remain pure point? Does is remain constant across the hull?
If so, is this due to the persistence of uniform localization?
Question 10.9. In the general Po¨schel approach, can one find additional examples that display
a variety of features? Po¨schel provided two examples in [53], showing that the spectrum can be a
Cantor set or it can have no gaps at all. What about other sets (sets with finitely many gaps; sets
that are non-trivial unions of Cantor sets and finite unions of non-degenerate intervals; sets that
are Cantorvals)?
Speaking of the Po¨schel and Kunz-Souillard approaches, it would be interesting to work out their
analogs for CMV matrices.
Question 10.10. Can the approach to limit-periodic Schro¨dinger operators from Po¨schel’s paper
[53] be carried over to CMV matrices?
Question 10.11. Can the Kunz-Souillard approach to random Schro¨dinger operators from [38] be
carried over to CMV matrices? If so, is there an extension of it analogous to [18], which then has
similar consequences for almost-periodic CMV matrices?
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Appendix A. Profinite Groups
Since the hull of a limit-periodic potential is a totally disconnected group, we will discuss some
characteristics of totally disconnected groups. The goal of the appendix is to provide a short,
self-contained proof of two results: that compact totally disconnected groups are profinite and
that monothetic Cantor groups are procyclic. Let us recall that a topological group is a Hausdorff
topological space G that is endowed with a group structure in such a way that the group operations
(composition and inversion) are both continuous. For thorough treatments of totally disconnected
groups, see [57, 70].
A.1. Inverse Limits.
Definition. A partial order on a set I is a binary relation  with the following properties:
(1) i  i for every i ∈ I.
(2) i = j whenever i  j and j  i.
(3) i  k whenever i  j and j  k.
Given a nonempty set I equipped with a partial order , an inverse system of topological groups
over (I,) is an ordered pair ((Gi), (ϕ
j
i )), in which Gi is a topological group for each i ∈ I and
ϕji : Gj → Gi is a continuous homomorphism whenever i  j such that
(1) ϕii = idGi for all i ∈ I
(2) The ϕ’s are compatible in the sense that ϕji ◦ ϕ
k
j = ϕ
k
i whenever i  j  k. Equivalently,
the following diagram commutes for every triple i, j, k ∈ I for which i  j  k:
Gk
ϕkj   ❆
❆❆
❆❆
❆❆
❆
ϕki
// Gi
Gj
ϕji
>>⑥⑥⑥⑥⑥⑥⑥⑥
An inverse limit (or projective limit) of an inverse system is a group G together with continuous
homomorphisms ψi : G→ Gi with the following properties:
(1) The maps ψi are compatible with the ϕ’s in the sense that ϕ
j
i ◦ ψj = ψi whenever i  j,
i.e., the following diagram commutes:
G
ψj   ❅
❅❅
❅❅
❅❅
❅
ψi
''P
PP
PP
PP
PP
PP
PP
PP
Gj
ϕji
// Gi
(2) The pair (G, (ψi)) is minimal with respect to property (1) in the following sense: if G
′ and
ψ′i are a group and a family of morphisms with ϕ
j
i ◦ ψ
′
j = ψ
′
i whenever i  j, then there
exists a unique continuous homomorphism θ : G′ → G such that ψ′i = ψi ◦ θ for every i ∈ I.
Pictorially, the induced map θ is such that the following diagram commutes:
G′
θ
  
❆
❆
❆
❆
ψ′i

ψ′j
--
G
ψi
''P
PP
PP
PP
PP
PP
PP
PP
ψj   ❅
❅❅
❅❅
❅❅
❅
Gj
ϕji
// Gi
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Theorem A.1. Any inverse system of topological groups has an inverse limit which is unique up
to isomorphism.
Proof. Put
(A.1) G =
{
(gi)i∈I : ϕ
j
i (gj) = gi whenever i  j
}
⊆
∏
i∈I
Gi,
and let ψi : G → Gi denote projection onto the ith coordinate. A simple diagram chase shows
that (G,ψi) satisfies the definition of an inverse limit. If G0 is another inverse limit, then the θ’s
guaranteed by the universal mapping property furnish isomorphisms between G and G0. 
We denote the inverse limit of the inverse system ((Gi), (ϕ
j
i )) by
G = lim
←−
Gi = lim←−
(Gi, ϕ
j
i ),
and we typically use the first notation, even though G clearly depends on the maps ϕji .
Remark A.2. Of course, we have described the construction of the categorical inverse limit in
the category whose objects are topological groups and whose morphisms are continuous homomor-
phisms. One could just as well speak of the inverse limit of rings, modules over a PID, or topological
spaces, for example, but we will not have any need for more general inverse limits.
Example A.3. Let I be any nonempty set, and equip I with the trivial partial order where α ≺ α
for any α ∈ I and α 6≺ β for every α 6= β. Then, one can verify that
lim
←−
Gi =
∏
i∈I
Gi;
note that there is no need to specify maps ϕji in this case.
Given a prime p ∈ Z+, the additive group of p-adic integers is defined to be the set of formal
sums:
Jp =

∞∑
j=0
ajp
j : aj ∈ {0, 1, . . . , p− 1}
 ,
where the group operation is given by “adding with carrying.” One can realize Jp as an inverse
limit of cyclic groups. To see this, let I = Z+ with the usual order, and let Gk = Zpk for k ∈ Z+.
Define
ϕℓk
(
n+ pℓZ
)
= n+ pkZ
whenever k ≤ ℓ. The inverse limit of this inverse system is canonically isomorphic to Jp. Specifically,
if we define ψk : Jp → Zpk by
ψk
 ∞∑
j=0
ajp
j
 =
k−1∑
j=0
ajp
j
+ pkZ,
one can check that Jp together with this family of maps satisfies the definition of an inverse limit.
Definition. We say that a group G is profinite if it can be written as the inverse limit of an inverse
system of finite groups and procyclic if it can be written as the inverse limit of an inverse system
of cyclic groups.
Proposition A.4. The inverse limit of a family of compact totally disconnected groups is itself
compact and totally disconnected. In particular, profinite groups are compact, Hausdorff, and totally
disconnected.
LIMIT-PERIODIC OPERATORS 39
Proof. The product of compact spaces is compact by Tychonoff’s theorem. It is straightforward to
check that G defined in (A.1) is closed with respect to the product topology, and hence compact.
Since products and subspaces of totally disconnected (respectively Hausdorff) spaces are totally
disconnected (respectively Hausdorff), the proposition follows. 
The remainder of the appendix will focus on the converse of the preceding proposition; that
is, any totally disconnected compact group is profinite. Indeed, such a group may be naturally
identified with its so-called profinite completion.
Definition. Let G be a topological group, and consider the index set
I = N := {N ⊆ G : N is an open normal subgroup of G},
partially ordered by reverse inclusion (i.e., H  K if and only if H ⊇ K). For H ⊇ K, define
ϕKH : G/K → G/H denote the natural projection, i.e.,
ϕKH (gK) = gH.
The inverse limit of this system is called the profinite completion of G, denoted
Gˆ = lim←−G/H.
There is a canonical map ρ : G→ Gˆ given by
(A.2) ρ(g) = (gN)N∈N ∈
∏
N∈N
G/N.
Notice that Gˆ may be trivial, and hence, ρ need not be injective. For example, the only open
subgroup of T is T itself, so the profinite completion of T is trivial.
Theorem A.5. A compact topological group G is profinite if and only if it is totally disconnected.
Indeed, any compact totally disconnected group is isomorphic to its profinite completion.
To prove this, we need a pair of preliminary results.
Proposition A.6. Any totally disconnected compact Hausdorff space is of topological dimension
zero in the sense that its topology enjoys a neighborhood basis consisting of compact open sets.
Proof. SupposeX is a totally disconnected compact Hausdorff space, let x ∈ X be given, and denote
by C = C(x) the intersection of all compact open sets containing x; notice that C is necessarily
closed, but it need not be open. First, we claim that C = {x}. If not, then total disconnectedness
of X implies that C is disconnected, so it can be written as a disjoint union
C = A ∪B,
where A and B are disjoint, nonempty, closed subsets of C. Since C is a closed subset of X, both A
and B are closed subsets of X as well. Since X is compact and Hausdorff, we may choose disjoint
open sets U, V ⊆ X with A ⊆ U and B ⊆ V . Since C ⊆ U ∪ V , the complements of the compact
open sets containing x comprise an open cover of X \ (U ∪ V ), so, by using compactness to reduce
to a finite subcover, we see that there are finitely many compact open sets C1, . . . , Cn containing x
such that
P :=
n⋂
j=1
Cj ⊆ U ∪ V.
Of course, P is itself compact and open. Notice that
P ∩ U ⊆ P ∩ U = (U ∪ V ) ∩ P ∩ U = P ∩ U.
Consequently, P ∩U is compact, open, and contains no points of B. However, this contradicts the
definition of C. Thus, C(x) = {x}.
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Now, given an open set V ⊆ X containing x, C = {x} implies that the complements of the
compact open sets containing x comprise an open cover of X \ V . In particular, we may choose a
finite collection K1, · · · ,Kn of compact open subsets of X with
x ∈
n⋂
j=1
Kj ⊆ V.
As the intersection of finitely many compact open sets is itself compact and open, the proposition
follows. 
Proposition A.7. Suppose G is a totally disconnected compact group. Then the collection
N = {N ⊆ G : N is an open normal subgroup of G}
is a neighborhood basis for the topology of G at the identity, e. In particular,
(A.3)
⋂
N∈N
N = {e}.
Proof. By Proposition A.6, it suffices to prove that any compact open set containing e contains an
open normal subgroup of G. To that end, suppose that K ∋ e is compact and open.
Claim. There is a symmetric neighborhood V of e for which K · V ⊆ K.
For each g ∈ K, openness of K and continuity of multiplication in G implies that there exists
an open set U = Ug containing e with U
2
g ⊆ g
−1 ·K. Here, we denote
U2 = {uv : u ∈ U and v ∈ U} .
By replacing U with U ∩U−1 we may assume without loss of generality that Ug = U
−1
g for each g.
Since K is compact, one has
K ⊆
m⋃
j=1
(gj · Ugj )
for some finite collection g1, . . . , gm ∈ K. The open set V =
⋂m
j=1 Ugj is a symmetric neighborhood
of the identity with V K ⊆ K.
Let us see how the proposition follows from the claim. Since V is symmetric, the subgroup it
generates is given by
N =
∞⋃
n=1
V n.
Since V is open, N is clearly open. Moreover, K · V ⊆ K implies that N ⊆ K. By compactness,
N has finite index and hence there are only finitely many subgroups of G conjugate to N . The
intersection of these (finitely many) conjugate subgroups is an open normal subgroup of G contained
in K.

Sketch of Proof of Theorem A.5. Let G be a totally disconnected compact group and let ρ : G→ Gˆ
be the homomorphism defined in (A.2).
Step 1. The image of ρ is dense in Gˆ.
Suppose U ⊆ Gˆ is open and nonempty. Without loss, we may assume that U is of the form
U = Gˆ ∩
( ∏
N∈N
UN
)
,
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where UN = G/N for all but finitely many N ∈ N . If N1, . . . , Nk denote the exceptional elements
of N , put
N˜ =
k⋂
j=1
Nj
and choose (gN ·N)N∈N ∈ U . By the compatibility conditions, gN˜Nj = gNjNj for each 1 ≤ j ≤ k,
whence ρ(g
N˜
) ∈ U .
Step 2. ρ is surjective.
By Step 1, the image of ρ is dense. On the other hand, it must be closed by compactness of G
and continuity of ρ.
Step 3. ρ is injective. This is immediate from (A.3).
Thus, ρ is a continuous bijective homomorphism. To see that ρ−1 is continuous, simply apply
the Open Mapping Theorem (see, e.g., [42, Theorem 3, Chapter 1]) 
Corollary A.8. A compact monothetic totally disconnected group is procyclic.
Proof. Suppose G is compact, monothetic and totally disconnected. Let α denote a generator of
a dense cyclic subgroup. If N is any open subgroup of G, then G/N is cyclic – indeed, the coset
α + N can be seen to generate G/N by minimality. Since G is isomorphic to the inverse limit of
such quotients by Theorem A.5, G is procyclic. 
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