Analyses that treat determiner omission in terms of weak referentiality have recently been adopted for determinerless PPs. A missing discourse referent is involved in both cases (Farkas and de Swart 2003 , Espinal and McNally 2011 , de Swart 2012 . With regard to the German prepositions mit and ohne, we will show that the former accepts the determiner omission reluctantly, while determiner omission is almost the rule for the latter. This conclusion is reached through the application of annotation mining to derive multiple factors that influence the omission or realisation of a determiner. We argue that the semantics of the P, the sense of the PP in the context, and lexical influences of the nouns play a major role. As the distributions of mit and ohne are highly distinct, we conclude that they should not be analysed in a unified way.
Introduction
Two different strands of research have been concerned with the omission of otherwise obligatory determiners in recent years. One line of research has 1 We would like to thank Ana Aguilar, Bert Le Bruyn, Henriëtte de Swart, and Joost Zwarts for giving us the opportunity to present our research. In addition, we would like to thank two anonymous reviewers as well as the audiences at NIAS Wassenaar, University of Konstanz, NTNU Trondheim, and Stanford University for comments and discussion, and Bart Geurts for helpful discussion. We gratefully acknowledge the support by the DFG under focused on so-called Preposition-Noun Combinations (PNCs), combinations of a preposition with a determinerless NP, often found in languages that do not allow determinerless NPs in object position. Examples from English and German are provided in (1) and (2).
(1) by train, under discussion, on disc, after school, at local level, in greater detail, on television, over dinner (2) auf Anfrage ('after being asked'), ohne Gewinnchance ('without a chance to win'), unter Androhung ('under threat'), mit Vorbehalt ('with reservation') This line of research tries to identify the conditions for determiner omission by analysing the syntactic, morphosyntactic, and lexico-semantic properties of the noun and preposition involved. Proponents of this line of research are Himmelmann (1998) , Stvan (1998) , Dömges et al. (2007) , and Kiss et al. (2010) among others. The second line of research has focused on determinerless NPs in object position of verbs, and has brought to attention the discourse-semantic effects of determiner omission. Determinerless NPs are claimed to be discourse-opaque, or weakly referential. They cannot function as antecedents for anaphors, since anaphors require discourse-transparent antecedents. Proponents of this strand of research are Farkas and de Swart (2003) , Espinal and McNally (2011), de Swart (2012) , and Alexandropoulou et al. (2013) . Espinal and McNally (2011) illustrate weak referentiality in Spanish by contrasting a DP object with a determinerless N: It is not accidental that the examples in (3) receive different translations.
The referential object in (3a) receives the ordinary interpretation of an indefinite NP, while the determinerless, weakly referential NP in (3b) shows an interpretation akin to a property.
De Swart (2012) proposes to unify the two strands by analysing determiner omission in PNCs headed by with and without in terms of weak referentiality. She assumes that both prepositions introduce weakly referential complements. They only differ from each other in that they are antonymic, without being the logical negation of with. So if with(x, y) introduces a comitative relation such that x is accompanied by y, without (x, y) introduces the antonymic privative comitative relation such that x lacks the company of y.
In the present paper, we would like to argue that such an analysis falls short of accounting for the syntactic distribution of PNCs headed by the German counterparts mit and ohne. If weak referentiality is made responsible for determiner omission here, we would expect syntactic distributions of mit and ohne that are very similar, if not identical. We would expect that determiner omission with mit is governed by the same conditions as determiner omission with ohne, unless additional factors can be invoked. For ohne, negation may count as such an additional factor, and we will discuss the role of negative contexts and non-specific interpretations to this end.
The data presented here have been collected by means of Annotation Mining (Chiarcos et al. 2008 ), a corpus-based method of data exploration and analysis. Using annotation mining, large sets of data are annotated on various linguistic levels (part-of-speech, morphology, syntax, semantics). Classification methods such as logistic regression (Generalized Linear Mixed Modelling, GLMM, cf. Zuur et al. 2009 ) are used to identify features that seem pertinent to a binary decision within the constructionsuch as the presence or absence of a determiner. Given the individual features selected by the models, differences in the syntactic distribution of determiner omission become apparent.
The paper is structured as follows: In the first section, we will review the concept of weak referentiality, as introduced by Farkas and de Swart (2003) and Espinal and McNally (2011) . The second section will introduce the meaning spectra of mit and ohne and explain the data analysis in terms of
Generalized Linear Mixed Models. Section 3 will discuss PNCs and PPs with instrumental interpretations, and their impact on the analysis of PNCs in terms of weak referentiality. Given that ohne introduces a negation, we will also discuss the role of negation for weak and strong referentiality. In section 4, we will address the realisation of adjectives within otherwise bare NPs; and section 5 will conclude the paper.
Weak Referentiality
Farkas and de Swart's (2003) starting point is the problem of discourse transparency. Nominal arguments are transparent if they may serve as antecedents for pronouns in a discourse. They point out that certain cases of argument incorporation (which usually co-occurs with determiner omission) lead to discourse opaqueness, and provide a version of Discourse Representation Theory (DRT, Kamp and Reyle 1993) to account for this lack of discourse transparency. The analysis crucially distinguishes between thematic arguments and discourse referents. Accordingly, verbs introduce thematic arguments, but thematic arguments must be identified with discourse referents in order to become discourse transparent. We take it for granted that this assumption can be carried over from verbs to prepositions, or to relational predicates in general. In classical DRT, thematic arguments do not play a role. Farkas and de Swart (2003: 33ff.) assume that the instantiation of thematic arguments as discourse referents is only one possibility. Another possibility is that a thematic argument is unified with another thematic argument, but that it is not instantiated by a discourse referent (Farkas and de Swart 2003: 65) . In this case, the thematic argument will not serve as antecedent for pronouns in a discourse, as there will be no discourse referent related to the thematic argument.
2 Now consider the analysis of (4) in light of the distinction between discourse transparent and discourse intransparent complements.
(4) Un estudiante busca piso.
a student look.for.3sg flat 'A student is flat-hunting.'
Here, the subject is discourse transparent, but the object is not. As the object does not contain a determiner, its thematic argument can only be unified with the internal thematic argument of the verb. The subject contains a determiner, thus introduces a discourse referent and this replaces the external thematic argument of the verb as well. Nominal arguments that correspond to (accessible) discourse referents are discourse transparent or referential, such as the subject in (5). Nominal arguments that are subject to Unification can be classified as intransparent or weakly referential, such as the object in (5). Espinal and McNally (2011: 91) note that weakly referential objects may only receive narrow scope with respect to negation. If we assume that wide scope readings require the presence of a discourse referent, the lack of the 2 Farkas and de Swart (2003: 63) employ a rule of Verification that maps discourse referents and thematic arguments to individuals. As Bart Geurts pointed out to me, the rule erroneously refers to extension contexts only, and thus wrongly predicts that the object of buscar (look for) in (4) The analysis of Farkas and de Swart (2003) does not block weakly referential subjects either.
derives without from with. So PNCs headed by these two prepositions are analysed along the lines proposed for objects of verbs. They are predicted to be weakly referential, their complements not being accessible in the further discourse.
This is an interesting perspective. If the semantics of the two prepositions are taken to be very similar, and the negation to be the major difference between the two, we expect that the syntactic distribution of PNCs headed by these two prepositions should be very similar as well, or should only differ in cases where the negation plays a role. In the following, we will show that the distribution of mit and ohne in German is clearly much more complex
and cannot be accounted for in terms of weak referentiality and negation only.
2.
A Logistic Regression Analysis of mit and ohne
The Sense Inventory
The interpretation of the prepositions mit and ohne plays a major role in the analysis. Hence, we will elucidate the pertinent senses of the two prepositions. To this end, it should be noted that mit shows more senses than ohne.
A temporal interpretation (contemporaneity) can only emerge with mit: Kiss, Müller and Roch (2013) , and one example for each sense.
• modal (instrumental): indicates that a device, a tool, or means is (not) used for a certain purpose. 
Logistic Regression Modelling and Annotation Mining
The present analysis is based on a methodology called Annotation Mining (Chiarcos et al. 2008 . Annotation mining combines the annotation of large data sets by all available rule sets (annotation schemes, tagsets) with classification methods from machine learning, which are not applied to the data sets but to the annotations.
Currently, we use six different types of annotations:
• Ancillary features including an identifier for each sentence, information about its annotation status, and about special habitats, as e.g.
headlines. Sentences occurring in headlines and other special domains are not taken into consideration for classification.
• Features describing the structural complexity and syntactic embedding of the PNC/PP: these features indicate whether the nominal projection is modified prenominally or postnominally, whether the noun realizes a complement, the type of syntactic chunk occurring before the phrase and the type of syntactic chunk occurring after the phrase. These features are provided by the MaltParser (Nivre 2006) as well as by the TreeTagger (Schmid 1995) (for the chunks).
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An initial inter-annotator agreement study reported in Müller et al. (2010) already showed promising scores between 0.644 (overall measure) and 0.860 (for the annotation of temporal senses), a new study is under way.
• Features describing the semantics of the preposition: based on a survey on existing descriptions for the semantics of German prepositions in dictionaries and grammars, Müller et al. (2011 Müller et al. ( , 2012 have developed an annotation scheme for preposition senses that allows the annotation in hierarchical fashion. The relevant interpretations for the present analysis have been introduced in section 2.1.
• Features describing the semantics of the noun: while the semantics of (highly polysemous) prepositions can still be characterized in finite terms, the semantics of an open word class requires a different approach. We employ the unique beginners (UB) from the German version of WordNet, GermaNet (Kunze and Lemnitzer 2002) .
• Features pertaining to the derivational and inflectional morphology of the noun derived from SMOR (Schmid et al. 2004 ).
The features provide a 50-element vector description for each sentence containing the pertinent PNC/PP. Given this feature set, we would like to identify which features are most influential for determiner omission and realisation. This problem can be reformulated in terms of Generalized Linear
Modelling (GLM; the method is also known as logistic regression, cf.
Kleinbaum and Klein 2010). Here, we map the values provided by the features to the probability of a determiner being realized as follows: if
is the linear combination of the feature's values, and e is Euler's number, the probability for determiner realisation can be given by
which is bounded between 0 and 1. In GLM, features of various types (particularly including categorical features, but not prohibiting numerical features) provide a value, which is then mapped to a value between 0 and 1, indicating whether the dependent feature is realized or not. Let us illustrate this with three features: the intercept α (this is the value provided by the model in absence of the other relevant features), the interpretation of the preposition, restricted to the particular interpretation presence (feature name: prep_m: pres), and the occurrence of an adjective (feature name: adj).
As the latter two features are categorical, each can either take the value 1 or 0, and in the latter case, the features cancel out (as e.g. prep_m: pres × 0 = 0). The likelihood for determiner realisation can accordingly be determined by (11). We see that in the GLM of mit in (12) that may serve as an illustration here the intercept is positive (the realisation of a determiner is quite likely), and that the other features decrease this likelihood. Finally, the feature prep_m:
pres exerts more influence on the omission than the feature adj.
In the absence of an adjective and with an interpretation of the preposition differing from presence, the values for these two features will be 0. We are thus left with the intercept, which according to the formula in (11) we have represented the whole population of adjectival modification with these two values. Similarly for the interpretation of the preposition: the preposition can only draw its interpretation from the finite set of possible interpretations, and if we have been careful enough to specify this set before annotation, the values are fixed again. We can thus be sure that the possible features represent the population of senses for this preposition (and by extension of all prepositions under investigation).
This is entirely different with the nouns that occur as complements of the preposition. We have drawn our examples from a corpus that cannot claim representativity. With regard to the nouns of a language, this would be futile anyway. If the different nouns would be taken as a feature, this feature would not come from a fixed set, but from a random set, from the random collection of nouns in the present corpus. Some nouns occur quite frequently, while many others occur only once, and very many do not occur at all. A Generalized Linear Mixed Model (GLMM) differs from a GLM in that the former can take the distinction between random features and fixed features into account: the model mixes random and fixed effects, and we use this mixture to determine whether the presence of a particular noun has a stronger influence on the realisation or omission of a determiner, and also whether the fixed features identified by a GLM are only artefacts of the influence that individual random effects exert on the model. The models that we have developed for mit and ohne show a small (yet not negligible) influence of the nouns involved, while the pertinent fixed effects identified play their role in the absence and presence of these nouns.
The general distribution of the data subjected to the GLMMs is provided in shows an 80/20 distribution with respect to determiner realisation, the inverse is correct for ohne.
In the GLMMs presented in (13) and (14), we assume that the head noun of the preposition's complement is the only random effect. The following fixed effects are employed. It should be noted that the features external head and nominalisation are only significant for ohne. Possible values are pc = prepositional chunk, nc = nominal chunk, and vc = verbal chunk.
-external head: the category of the head from which the PP/PNC is dependent (being its modifier or its complement).
-prep_meaning: a sense of the preposition as presented in section 2.1.
-noun_sem: the semantics of the noun as represented through the unique beginners (UBs) in GermaNet. UBs can be conceived as ontological super-categories that provide a rough estimation of the semantics of the noun. UBs are person, attribute, artefact, plant, natural phenomenon, event, among others (cf. Miller 1998) . A noun may be polysemous and hence appear under more than one unique beginner. The value of noun_sem for a specific UB is the likelihood of occurrence under the UB.
-nominalisation: a morphological feature indicating that the noun has been the result of a nominalisation.
(13) GLMM for mit Let us begin with the explanation of the fixed effects of the GLMMs in (13) and ( are Frisur ('haircut'), Geruch ('aroma'), or Nachteil ('detriment'); examples for body are Ferse ('heel'), Oberschenkel ('thigh'), or Leiche ('corpse')).
Other UBs increase the likelihood for determiner realisation, but their relative influence is small.
With regard to ohne, the intercept has a negative sign, indicating that it is generally more likely that a determiner is omitted in PPs headed by ohne.
Postnominal extension leads to a strong increase in the likelihood of determiner realisation, as does adjectival modification. In comparison to the model for mit this last point is quite puzzling. For ohne, we see that all features referring to structural complexity lead to an increase in likelihood of determiner realisation. For mit, adjectival modification increases the likelihood of determiner omission. This issue will be taken up again in section 4.
Random Effects in the Model
Random effects are measured in terms of the variation for which they account. Both models show a rather inconspicuous variation due to the random effects, and the variation for mit is slightly higher than for ohne, so that we will illustrate the role of random effects in the model for mit. The variation captured by the random effects in a model may have two consequences.
One consequence -not shown here, because it does not emerge -is that fixed effects that have been considered significant in a model without random effects become insignificant if random effects are considered as well.
Such fixed effects are artefacts of random effects. The second consequence is that the predictions of the model must be adjusted to reflect the random effects. An individual noun class may have a strong positive effect (yielding a construction in which the determiner is never dropped, despite the presence of fixed features to the contrary), or a strong negative effect.
We will illustrate this by considering a small set of nouns that are influential in decreasing the likelihood of determiner realisation for mit. This observation can be interpreted as assuming that these nouns exert a lexical influence to the effect that the determiner is dropped.
Figure 1: Prediction taking lexical preferences into account
The slightly thicker sigmoidal curve in Figure 1 shows the prediction of the model irrespective of the random effects (i.e. with a noun that is not influential). For illustration of the random effects, we have picked four highly influential nouns (Verweis ('link'), Bleistift ('pencil'), Akzent ('accent'), Geste ('gesture')) and plotted their individual influence on the predictor. The four respective curves show how the general prediction of the model must be corrected to take the individual influences of the four nouns into account.
Let us further illustrate this with the dotted curve for the noun Geste. For a general prediction value of 0.0, the likelihood of determiner realisation (which can be read from the y-axis, and is found where the value crosses the This means that even if the PP in which the noun is embedded bears all kinds of fixed effects that lead to determiner realisation (as e.g. no adjectival modification, postnominal extension, and an interpretation of the preposition other than presence), it is the noun's random effect that it dampens the intercept to an extent that the presence of the features is insufficient.
Weak Referentiality and the Distribution of Determiner Omission
The analysis presented in the previous section does not take the referential status of the noun into account. Yet, its results can be used to investigate the relationship between weak referentiality and determiner omission. The analysis of de Swart (2012) -an extension of Farkas and de Swart to prepositions -would predict that determiner omission should not differ for mit and ohne. The present analysis challenges this view. Section 3.1 discusses the influence of different senses of the prepositions. Section 3.2 will further investigate the interplay of senses, and structural factors, the role of adjectives in particular.
Distribution of determiner omission over different senses
It is a fact that the syntactic distribution of determiner omission for ohne differs from the syntactic distribution of determiner omission for mit. The figures in Table 1 have already spoken in favour of the conclusion that determiner omission is the rule with ohne, but an exception with mit. We have also observed an interesting effect of the structure on determiner omission: adjectival modification increases determiner realisation for ohne, but decreases determiner realisation for mit. Furthermore, certain interpretations have a strong influence on determiner omission. The interpretation presence significantly decreases the probability of determiner realisation for mit, while the interpretation conditional increases the probability of determiner realisation for ohne. Let us look more closely into the modal-instrumental sense of mit and ohne that shows a 1:2 ratio of determiner omission and realisation, and investigate combinations that omit the determiner. These combinations involve nouns that denote means for writing and paying, Bleistift ('pencil') and Kreditkarte ('credit card') in particular. We will discuss the first semantic class as the considerations carry over to the second one. The pertinent examples typically involve a contrast or a presupposed partition to the effect that the set of events denoted by the predicate is restricted to or contrasted with the subset requiring the use of the nominal complement of the instrumental preposition. The different syntactic distributions of mit-and ohne-PNCs cannot be ac- , placing the true value of the predictor in the negative area. We may thus conclude that these cases of determiner omission with instrumental senses of mit are strongly influenced by the respective nouns. This assumption is further corroborated by comparing the lexical influence of nouns for mit with the lexical influence of nouns for ohne. For the instrumental sense of mit, we find 38 nouns whose lexical influence can be safely considered as negative, i.e. 38 nouns that strongly support determiner omission. For the instrumental sense of ohne, we do not find a single noun with the same properties, which again suggests that determiner omission might be lexically triggered for mit, but not for ohne.
If we leave the constructions containing these nouns aside (which already account for a large proportion of instrumental mit-PNCs), we see that instrumental mit usually requires determiner realisation, while instrumental ohne allows determiner omission. In the following two examples, we present an instrumental mit-PP which is ungrammatical as a mit-PNC (the a. Consequently an analysis of determiner omission that rests on the semantics of the phrase -assuming non-specificity being at stake here -is not tenable.
Negative Contexts
The discussion around (20) and (22) has shown that invoking a non-specific complement set as the interpretation of ohne N does not account for the different distribution of determiner omission with mit. What is more, we can 6 This is the gist of an argument raised by an anonymous reviewer, and Annie Zaenen and Chris Potts raised similar concerns in a talk given by the first author. We would like to thank them for addressing this issue.
observe that Ns contained in PNCs headed by ohne can be discourse trans- phrases that may suggest that the determiner is not needed for the simple reason that it cannot escape the negation, let us still pursue the consequences of such a proposal. According to this view, negative contexts must be taken into account: It is well known that negation may block the accessibility of a discourse referent. Kamp and Reyle (1993) illustrate this phenomenon with the following example.
(24) Jones does not own a Porsche. #He likes it.
The discourse referent of the indefinite NP a Porsche is embedded in a complex condition prefixed by a negation, and cannot be accessed by the pronouns in the following sentence.
Now, a lack in discourse accessibility must not be confused with weak ref-
erentiality. If we assume the analyses in Farkas and de Swart (2003), de Swart (2012) , and Alexandropoulou et al. (2013) , weak referentiality can be equated with a missing discourse referent, while conditions imposed on discourse accessibility simply make available discourse referents inaccessible.
Still, one could argue that there is less need for determiners in negative contexts since determination is required to express reference. Since transparency across negation is blocked anyway, there is no need for a determiner. It should be clear that there are various arguments against such an idea, the first being that the NP-internal realisation of a determiner is taken to be dependent on an NP-external negation. From the perspective of syntactic locality, such a combination is doubtful.
Moreover, Kamp and Reyle (1993: 106) and Seuren (2010: 372ff.) b. Pedro does not own a donkey. It is a fiction of his mind.
In an experimental study, Kaup (2001) has further argued that invoking the term of situated givenness could provide a more plausible account of the accessibility of discourse referents under negation. Discourse referents embedded under negation are accessible according to Kaup (2001) if the referents relate to something given prior to the situation, while in situations of creation (where the elements are not given prior to the creation), the discourse referents are typically not accessible.
The behaviour of ohne seems to confirm Kaup's analysis at least partiallythe availability of a discourse referent with determinerless complements of ohne seems to depend on the interpretation of ohne as well. (26) According to Espinal and McNally (2011) , the ungrammaticality of (27) with the determiner dropped is due to the lack of a discourse referent. In addition, the examples further illustrate that negative contexts cannot be at the heart of determiner omission with ohne. The prepositions mit and ohne differ with respect to determiner omission, and the difference cannot be accounted for by either assuming that ohne introduces a non-specific interpretation of its complement, nor by invoking negative contexts. The distribution of the two prepositions is different; as will be further corroborated in the following section. The second half of Table 3 shows that the nouns embedded under mit in a PNC only reluctantly occur completely bare. The nouns Laufzeit ('term'), Akzent ('accent'), Geste ('gesture'), and Zielsetzung ('objective') predominantly occur with prenominal modifiers -six of the 15 nouns actually never occur bare in the corpus. The nouns Schwerpunkt ('emphasis') and Verweis ('reference') show a preference for postnominal extension. Once again this is strikingly different for nouns occurring in PNCs headed by ohne, as the upper half of Table 3 indicates.
Adjectives and omission
The example in (29) illustrates that the prenominal modifier is obligatory. If we once again compare ohne and mit, we do not only see that ohne allows determinerless realisations, but also that the distribution of ohne depends much less on internal modification than the distribution of mit, which again casts doubt on the idea that mit and ohne should receive the same analysis.
Although we cannot provide an analysis currently, we would like to stress that an analysis is insufficient that assigns a determiner-like function to the adjective. Such an analysis would experience difficulties arising from the utter ungrammaticality of determinerless noun phrases in object position that contain APs, as illustrated below:
(32) Der unbekannte Täter benutzte *(eine) blutige Spritze.
the unknown culprit employed a bloody syringe 'The unknown culprit employed a bloody syringe.'
So, if an adjective may take over a determiner-like function, it would not license a determinerless NP in object position, but the same structure will be considered grammatical in the context of a preposition, provided that additional, as well as preposition-specific factors are met. These factors allow a broad range of completely bare, and possibly referential nominal complements of ohne. The range of bare referential nominal complements of mit, however, is severely restricted in comparison.
Conclusion
We have presented a corpus-based study of determiner omission in PPs headed by the German prepositions mit and ohne. Despite the fact that they constitute an antonymic pair and share several senses, their distribution is distinct. This observation has gone unnoticed so far and casts doubt in a unified semantic analysis, as e.g. proposed in de Swart (2012).
Our starting point was the invocation of discourse-semantic effects, of discourse transparency and weak referentiality in particular. Initially weak referentiality has been discussed for the case of determiner omission in object position, but a refined analysis for determinerless PPs in the general framework of DRT treats them as weakly referential in the same line. The discourse referent is missing and, hence, the complement of the preposition is not accessible in the on-going discourse.
The data we have presented indicate that determiner omission cannot be reduced to weak referentiality. Depending on the interpretation of the prepositions, we see a variety of effects; most strikingly that determiner omission without weak referentiality is more common with ohne than with mit. While the negation embedded in ohne may be considered as a possible starting point to disentangle the distributions of determiner omission for these two prepositions, the data show that neither negative contexts nor the idea of non-specificity of the objects provides an analysis of determiner omission in terms of weak referentiality. The comparison of the two prepositions also shows a lexical influence of the noun on determiner omission with mit but no such influence for ohne.
We have presented counterexamples to the proposal that the reference of a complement in a determinerless PP cannot be picked up in the subsequent discourse by a relative clause or pronoun, which is a proof of their referentiality.
The modification of determinerless PPs by adjectives still leaves a puzzle.
Adjectives seem obligatory for licensing the construction with mit in some cases. We conclude that determiner omission must be analysed as a multifactorial phenomenon, where weak referentiality plays a major role, but cannot account for the full range of data.
