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Cap´ıtulo 1
Introduccio´n

—Empieza por el principio —dijo el Rey con gravedad—
y sigue hasta llegar al final; all´ı, te paras.
Alicia en el pa´ıs de las maravillas
L. Carroll
L
a gestio´n de la informacio´n es uno de los pilares esenciales de
la Ingenier´ıa Informa´tica. No es de extran˜ar, por tanto, que
conforme un amplio campo de investigacio´n y conocimiento
donde diversas disciplinas como las Matema´ticas, la Lo´gica y
la Computacio´n actu´en conjuntamente para alcanzar mejores
sinergias.
Dentro de este a´mbito y con la intencio´n de hacer aportaciones en cam-
pos de la Ingenier´ıa Informa´tica como son las bases de datos y los sistemas
de recomendacio´n, esta tesis doctoral toma como principal base teo´rica
el Ana´lisis Formal de Conceptos (FCA, por sus siglas en ingle´s: Formal
Concept Analysis), y ma´s concretamente, una de sus herramientas funda-
mentales: los conjuntos de implicaciones. La gestio´n inteligente de estos
elementos mediante te´cnicas lo´gicas y computacionales confieren una alter-
nativa para superar obsta´culos en los campos mencionados.
FCA es una teor´ıa matema´tica y una metodolog´ıa que permite derivar
una jerarqu´ıa de conceptos a partir de una coleccio´n de objetos, sus atribu-
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tos y las relaciones entre ellos. De esta forma, el propo´sito es poder repre-
sentar y organizar la informacio´n de manera ma´s cercana al pensamiento
humano sin perder rigor cient´ıfico. En este sentido se enmarca la cita de
Rudolf Wille: “El objetivo y el significado del FCA como teor´ıa matema´tica
sobre conceptos y sus jerarqu´ıas es apoyar la comunicacio´n racional entre
seres humanos mediante el desarrollo matema´tico de estructuras concep-
tuales apropiadas que se puedan manipular con la lo´gica.” [127].
El te´rmino FCA fue acun˜ado por Wille en 1984 culminando an˜os ma´s
tarde con la publicacio´n ma´s citada al respecto en colaboracio´n con Bern-
hard Ganter [46]. Desde entonces, FCA se ha aplicado con e´xito en dife-
rentes disciplinas, como por ejemplo: biolog´ıa celular [39], gene´tica [119],
ingenier´ıa del software [65,95], medicina [104], derecho [82], etc.
FCA parte de una representacio´n de conjuntos de objetos y atributos
por medio de tablas de datos. Estas tablas se denominan contextos formales
y representan las relaciones binarias entre esos objetos y atributos. A partir
de ah´ı, se generan dos herramientas ba´sicas para representar el conocimien-
to: los ret´ıculos de conceptos y los conjuntos de implicaciones. Dichas he-
rramientas adema´s, son representaciones equivalentes del conocimiento des-
crito en el contexto formal.
Desde hace an˜os, existen en la literatura estudios [67, 91] donde se han
investigado y comparado diferentes algoritmos para obtener el ret´ıculo de
conceptos a partir de un conjunto de datos (en adelante dataset por su
nomenclatura habitual en el campo). Muchos de ellos toman como base
uno de los algoritmos ma´s conocidos a tal efecto, el denominado por Wille
y Ganter como NextClosure [46].
Por otro lado esta´ el conjunto de implicaciones. Las implicaciones pueden
considerarse grosso modo como reglas del tipo si-entonces, que represen-
tan un concepto muy intuitivo: cuando se verifica una premisa, entonces se
cumple una conclusio´n. Esta idea ba´sica se utiliza con diferentes interpreta-
ciones en numerosos campos de conocimiento. As´ı, en la teor´ıa relacional
se interpretan como dependencias funcionales (DFs) [22], en FCA como
implicaciones [46], etce´tera.
No obstante, tambie´n existen ciertas desventajas a la hora de trabajar
5con ret´ıculos e implicaciones, de hecho, la propia extraccio´n del conjunto
completo de implicaciones de un dataset es una tarea que presenta una
complejidad exponencial, sin embargo, es conveniente destacar que no es
competencia de este trabajo el estudio de te´cnicas de extraccio´n de implica-
ciones (lo cual es ma´s una tarea de miner´ıa de datos), sino que la intencio´n
es partir del conjunto de implicaciones para trabajar con e´l. A este respec-
to, se pueden consultar trabajos ampliamente citados en la literatura en
relacio´n a la extraccio´n de implicaciones a partir de datasets [57, 131].
Trabajar con conjuntos de implicaciones permite utilizar te´cnicas de
razonamiento automa´tico basadas en la lo´gica. Este hecho fundamenta el
objetivo de esta tesis doctoral, que principalmente consiste en, utilizando
los conjuntos de implicaciones, aplicar mecanismos lo´gicos para realizar un
tratamiento eficiente de la informacio´n.
Como se vera´ en el Cap´ıtulo 2, la aproximacio´n a trave´s de la lo´gica
es posible gracias a sistemas axioma´ticos correctos y completos como los
axiomas de Armstrong [4] y la Lo´gica de Simplificacio´n [26] (SL, por sus
siglas en ingle´s: Simplification Logic). Estos me´todos aplicados sobre con-
juntos de implicaciones se utilizan en esta tesis doctoral sobre tres a´reas
de investigacio´n: claves minimales, generadores minimales y sistemas de
recomendacio´n conversacionales.
Se anticipa que, en cada uno de los casos, se va a aprovechar la in-
formacio´n subyacente al conjunto de implicaciones para realizar novedosas
aproximaciones que permitan abordar problemas presentes en esos a´mbitos.
Los resultados obtenidos se sustentan por una amplia gama de experimen-
tos, en los cuales se ha utilizado tanto informacio´n real como sinte´tica (in-
formacio´n generada de forma aleatoria) y donde la computacio´n paralela
llevada a cabo en entornos de supercomputacio´n ha desempen˜ado un papel
crucial. Como se vera´ ma´s adelante, para el primer caso, el trabajo se cen-
tra en el uso de DFs mientras que para el segundo y tercero el nu´cleo son
implicaciones.
Dicho esto, se retoma el texto pasando a introducir los tres campos de
aplicacio´n donde se han utilizado los conjuntos de implicaciones.
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1.1. Claves Minimales
El concepto de clave es fundamental en cualquier modelo de datos, incluyen-
do el modelo de datos relacional de Codd [24]. Una clave de un esquema
relacional esta´ compuesta por un subconjunto de atributos que identifican
a cada uno de los elementos de una relacio´n. Representan el dominio de
una determinada funcio´n cuya imagen es la totalidad del conjunto de atri-
butos. As´ı, en un esquema de bases de datos relacional, una clave permite
identificar cada fila de una tabla, impidiendo que exista ma´s de una fila con
la misma informacio´n y puede representarse por medio de una DF [24] ha-
cia todo el conjunto de atributos. Debido a ello en los sistemas gestores de
bases de datos, las restricciones de clave son implementadas usando restric-
ciones de unicidad (unique) sobre el subconjunto de atributos que forman
la clave.
Las DFs especifican una relacio´n entre dos subconjuntos de atributos,
e.g. A y B, representada como A→ B, que asegura que para cualesquiera
dos tuplas de una tabla de datos, si los valores de sus atributos de A coin-
ciden, entonces tambie´n han de coincidir los de B. Si bien la nocio´n de DF
se vera´ con mayor detalle en la Seccio´n 2.2, se adelanta el siguiente ejem-
plo ba´sico 1.1.1 tanto para mostrar ejemplos de DFs como para ilustrar el
concepto de clave.
Ejemplo 1.1.1. Supongamos que disponemos de la siguiente tabla con in-
formacio´n que relaciona t´ıtulos de pel´ıculas, actores, pa´ıses, directores, na-
cionalidad, valoracio´n y an˜os de estreno:
Tı´tulo An˜o Pa´ıs Director Nacionalidad Actor Valoracio´n
Pulp Fiction 1994 USA Tarantino USA J. Travolta 8
Pulp Fiction 1994 USA Tarantino USA U. Thurman 9
Pulp Fiction 1994 USA Tarantino USA S. Jackson 8
King Kong 2005 NZ Jackson NZ N. Watts 9
King Kong 2005 NZ Jackson NZ J. Black 6
King Kong 1976 USA Laurentiis IT J. Lange 7
King Kong 1976 USA Laurentiis IT J. Bridges 6
Django Unchained 2012 USA Tarantino USA J. Foxx 8
Django Unchained 2012 USA Tarantino USA S. Jackson 9
Blade Runner 1982 USA Scott UK H. Ford 9
Blade Runner 2017 USA Villeneuve CAN H. Ford 6
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Entonces, un ejemplo sencillo de DF que se puede extraer de esta in-
formacio´n es:
Director → Nacionalidad
Esta tabla tiene una u´nica clave: {Tı´tulo, An˜o, Actor} que corresponde
con el conjunto de atributos necesario para identificar cualquier tupla de la
relacio´n.
La identificacio´n de las claves de una determinada relacio´n es una tarea
crucial para muchas a´reas de tratamiento de la informacio´n: modelos de
datos [112], optimizacio´n de consultas [63], indexado [78], enlazado de
datos [90], etc. Como muestras de esta importancia, es posible encontrar
numerosas citas en la literatura, entre las que se pueden destacar las si-
guientes. En [113], los autores afirman que: “la identificacio´n de claves es
una tarea fundamental en muchas a´reas de la gestio´n moderna de datos,
incluyendo modelado de datos, optimizacio´n de consultas (proporciona un
optimizador de consultas con nuevas rutas de acceso que pueden conducir a
mejoras sustanciales en el procesado de consultas), indexacio´n (permite al
administrador de la base de datos mejorar la eficiencia del acceso a los datos
a trave´s de te´cnicas como la particio´n de datos o la creacio´n de ı´ndices y
vistas), deteccio´n de anomal´ıas e integracio´n de datos”. En [94] los autores
delimitan el problema manifestando: “establecer enlaces sema´nticos entre
los elementos de datos puede ser realmente u´til, ya que permite a los ras-
treadores, navegadores y aplicaciones combinar informacio´n de diferentes
fuentes.”.
Como refleja el contenido de esta seccio´n, es evidente la importancia
manifiesta de averiguar las claves de una relacio´n, sin embargo, esta la-
bor no esta´ exenta de dificultades, por ello, el trabajo realizado en esta
parte de la tesis ha consistido en proponer, disen˜ar e implementar me´todos
para afrontar el problema de la bu´squeda de claves, el cual se presenta a
continuacio´n.
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El Problema de la Bu´squeda de Claves
El problema de la bu´squeda de claves consiste en encontrar todos los sub-
conjuntos de atributos que componen una clave minimal1 a partir de un
conjunto de DFs. Es un campo de estudio con de´cadas de antigu¨edad como
puede observarse en [106], o en [40], donde las claves se estudiaron dentro
del a´mbito de la matriz de implicaciones.
El ca´lculo de todas las claves minimales representa un problema comple-
jo. En [74,133] se incluyen resultados interesantes acerca de la complejidad
del problema; los autores demuestran que el nu´mero de claves esta´ limitado
por el factorial del nu´mero de dependencias, por tanto, no existe un algo-
ritmo que resuelva el problema en tiempo polino´mico. En definitiva, es un
problema NP-completo decidir si existe una clave de taman˜o a lo sumo k
dado un conjunto de DFs.
Por otro lado, en [27], los autores muestran co´mo el problema de las
claves minimales en las bases de datos tiene su ana´logo en FCA, donde el
papel de las DFs se trata como implicaciones de atributos. En ese art´ıculo,
el problema de las claves minimales se presento´ desde un punto de vista
lo´gico y para ello, se empleo´ un sistema axioma´tico, que los autores deno-
minaron SLFD (por sus siglas en ingle´s: Simplification Logic for Functional
Dependencies) [26], para gestionar las DFs y las implicaciones.
Las principales referencias sobre el problema de la bu´squeda de claves
apuntan al trabajo de Lucchesi y Osborn en [74] donde presentan un algo-
ritmo para calcular todas las claves. Por otro lado, Saiedian y Spencer [105]
presentaron un algoritmo usando grafos con atributos para encontrar todas
las claves posibles de un esquema de base de datos relacional. No obstante,
demostraron que so´lo pod´ıa aplicarse cuando el grafo de DFs no estuviera
fuertemente conectado. Es resen˜able tambie´n el trabajo de Zhang [136] en
el cual se utilizan mapas de Karnaugh [62] para calcular todas las claves.
Existen ma´s trabajos sobre el problema del ca´lculo de las claves minimales
1Se acun˜a el te´rmino minimal para referirnos a una clave en la que todos y cada uno
de los atributos que la forman son imprescindibles para mantener su naturaleza de clave,
es decir, no contiene ningu´n atributo superfluo.
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como son [113,128].
Algoritmos para el Ca´lculo de Claves
El objetivo de esta parte de la tesis se centra en los algoritmos de bu´sque-
da de claves basados en la lo´gica, y ma´s espec´ıficamente, en aquellos que
utilizan el paradigma de tableaux [88,103] como sistema de inferencia.
De forma muy general, se puede decir que los me´todos tipo tableaux
representan el espacio de bu´squeda como un a´rbol, donde sus hojas con-
tienen las soluciones (claves). El proceso de construccio´n del a´rbol comienza
con una ra´ız inicial y desde all´ı, mediante la utilizacio´n de unas reglas de
inferencia, se generan nuevas ramas del a´rbol etiquetadas con nodos que
representan instancias ma´s simples del nodo padre. Debido a esta carac-
ter´ıstica, las comparaciones entre estos me´todos se pueden realizar fa´cil-
mente ya que su eficiencia va de la mano del taman˜o del a´rbol de bu´squeda
generado. La mayor ventaja de este proceso es su versatilidad, ya que el
desarrollo de nuevos me´todos se reduce en gran parte a cambiar las reglas
de inferencia.
Esto conduce a un punto de partida fundamental, los estudios de R.
Wastl (Universidad de Wurzburg, Alemania) [124, 125] donde se introduce
por primera vez un sistema de inferencia de tipo Hilbert para averiguar
todas las claves de un esquema relacional. Ba´sicamente, se parte de una ra´ız
para cuyo ca´lculo se ha aplicado una regla de inferencia K1 y a partir de ah´ı,
se van construyendo las diferentes ramas del a´rbol mediante la aplicacio´n
de una segunda regla de inferencia K2 al conjunto de DFs (ve´ase [124,125]
para ma´s detalles).
Siguiendo esta l´ınea, en [25] los autores abordan el problema de la
bu´squeda de claves utilizando un sistema de inferencia basado en la lo´gi-
ca SLFD [26], demostrando como el a´rbol del espacio de bu´squeda que se
genera lleva a sobrepasar las capacidades computacionales de ordenadores
corrientes hoy d´ıa, incluso para problemas pequen˜os. En [26] los autores
muestran la equivalencia entre SLFD y los axiomas de Armstrong [4] jun-
to con un algoritmo para calcular el cierre de un conjunto de atributos.
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Ma´s tarde, en [27], los autores introdujeron el me´todo SST (por sus siglas
en ingle´s, Strong Simplification Tableaux ) para calcular todas las claves
minimales usando una estrategia de estilo tableaux, abriendo la puerta a
incorporar el paralelismo en su implementacio´n.
El me´todo SST esta´ basado en la lo´gica de simplificacio´n y sus equiva-
lencias, an˜adiendo adema´s, el test de minimalidad para aumentar la eficien-
cia. De esta forma, SST evita la apertura de ramas adicionales del a´rbol,
por lo que el espacio de bu´squeda se vuelve ma´s reducido, logrando un gran
rendimiento en comparacio´n con sus predecesores como puede comprobarse
en el amplio estudio realizado sobre el me´todo en [10].
Por otro lado, el nuevo operador de cierre definido en [87] tiene una
caracter´ıstica fundamental que lo convierte en una novedosa alternativa
frente a los me´todos cla´sicos [75] y es la siguiente. Adema´s del conjunto de
atributos que se deriva de la aplicacio´n del operador de cierre al conjunto de
implicaciones, el me´todo proporciona un subconjunto Σ′ de implicaciones
del conjunto Σ original que engloba la informacio´n que ha quedado fuera
del cierre.
Tomando como base esos trabajos anteriores y con el apoyo del sistema
axio´matico de la lo´gica SLFD (ve´ase Seccio´n 2.3.2), en esta tesis se presenta
un nuevo me´todo llamado Closure Keys (CK). Este nuevo me´todo incorpora
un mecanismo eficiente de poda que utiliza el me´todo de cierre basado en
SLFD (ver Seccio´n 2.4.1) para mejorar el rendimiento del me´todo SST.
Una propiedad muy interesante de los me´todos basados en tableaux
(como lo son los me´todos SST y CK) es la generacio´n de subproblemas
independientes los unos de los otros a partir del problema original. De es-
ta forma, se alcanza otro objetivo fundamental de esta tesis, que consiste
en utilizar las te´cnicas lo´gicas sobre una implementacio´n paralela de los
me´todos de bu´squeda de claves que, mediante el uso de recursos de super-
computacio´n, permitan alcanzar resultados en un tiempo razonable.
Por nuestra parte, en [11] ya se presento´ una primera aproximacio´n a la
paralelizacio´n del me´todo de Wastl [124, 125] y el algoritmo de claves [25],
donde se muestra co´mo el paralelismo puede integrarse de forma natural
en los me´todos basados en tableaux. Siguiendo la l´ınea de estos trabajos,
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en esta tesis se ha llevado a cabo el estudio y disen˜o de los me´todos SST
y CK, y posteriormente, se han desarrollado tambie´n las implementaciones
de los algoritmos en sus versiones secuenciales y paralelas, basa´ndose estas
u´ltimas en el paradigma MapReduce [35].
Para la labor de computacio´n de alto rendimiento, se ha trabajado
intensamente con el Centro de Supercomputacio´n y Bioinnovacio´n de la
Universidad de Ma´laga2. La posibilidad de tratar con este centro ha pro-
porcionado dos beneficios fundamentales: por un lado, se ha alcanzado una
elevada pericia para trabajar en entornos de computacio´n de alto rendimien-
to (HPC, por sus siglas en ingle´s: High Performance Computing) y para
realizar implementaciones que aprovechen una alta cantidad de recursos, y
por otro lado, ha permitido obtener resultados emp´ıricos sobre experimen-
tos utilizando estrategias paralelas que han desembocado en contribuciones
cient´ıficas [11, 13] y que habr´ıa sido imposible conseguir en la actualidad
sin contar con tales recursos computacionales.
Ba´sicamente, el algoritmo paralelo de bu´squeda de claves se divide en
dos partes principales. Utiliza una primera fase en la que se realiza una
expansio´n del a´rbol de bu´squeda trabajando sobre el problema original y
aplicando sucesivamente las reglas de inferencia y el algoritmo del cierre
lo´gico, pero llegando u´nicamente hasta un cierto nivel de a´rbol, es decir sin
alcanzar todav´ıa las claves en las hojas del a´rbol. A partir de ese momento,
se tiene un a´rbol de bu´squeda parcial en el que cada nodo constituye un
problema equivalente al original pero simplificado. A continuacio´n inter-
viene la segunda etapa del algoritmo y la computacio´n paralela en la que
cada nodo de ese nivel del a´rbol, se resuelve en paralelo mediante el uso de
un elevado nu´mero de procesadores, es decir, aplica el mismo algoritmo de
bu´squeda de claves, pero ahora ya s´ı, hasta alcanzar las hojas del a´rbol, es
decir, las soluciones del problema.
Existen numerosos factores a tener en cuenta a la hora de aplicar el
algoritmo paralelo, de entre los cuales, el ma´s importante es el valor de
corte o parada de la primera etapa (en adelante BOV por sus siglas en
2http://www.scbi.uma.es/
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ingle´s, Break-Off Value). Determinar este valor es un punto muy sensible
del problema, pues de e´l depende el aprovechamiento general de los recursos
en la aplicacio´n del paralelismo [13]. Esto se debe a que existe la necesidad
de elegir un BOV de forma que la primera fase del algoritmo no requiera
una cantidad excesiva de tiempo de ejecucio´n, pero al mismo tiempo, que
se genere la suficiente informacio´n para poder maximizar el rendimiento de
la segunda fase, la de computacio´n paralela.
Para contrastar la aportacio´n del algoritmo, se han realizado una con-
siderable cantidad de pruebas de rendimiento, las cuales necesitan llevarse
a cabo en entornos de supercomputacio´n y cuyos resultados pueden consul-
tarse en [13]. As´ı, se ha demostrado que el algoritmo disen˜ado es claramente
susceptible de ejecutarse utilizando una implementacio´n paralela. Se puede
comprobar como se consiguen resultados en tiempos razonables incluso en
los casos en los que la cantidad de informacio´n de entrada es considerable
y en los que los me´todos secuenciales no son capaces de finalizar.
1.2. Generadores Minimales
Como se ha mencionado anteriormente, una forma de representar en FCA
el conocimiento es el ret´ıculo de conceptos. Esta representacio´n otorga una
visio´n global de la informacio´n con un formalismo muy so´lido, abriendo
la puerta para utilizar la teor´ıa de ret´ıculos como una metateor´ıa para
gestionar la informacio´n [16].
Los conjuntos cerrados son la base para la generacio´n del ret´ıculo de con-
ceptos ya que e´ste puede ser construido a partir de aquellos, considerando
la relacio´n de subconjuntos como la relacio´n de orden. En este punto nace
el concepto de generadores minimales como representaciones cano´nicas de
cada conjunto cerrado [46].
Los generadores minimales junto con los conjuntos cerrados son esen-
ciales para obtener una representacio´n completa del conocimiento en FCA.
Su relevancia puede apreciarse a trave´s de importantes estudios como [96,
98]. Adema´s, los generadores minimales se han usado como punto clave
para generar bases, las cuales constituyen una representacio´n compacta del
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conocimiento que facilita un mejor rendimiento de los me´todos de razona-
miento basados en reglas. Missaoui et al. [83, 84] presentan el uso de gene-
radores minimales para calcular bases que impliquen atributos positivos y
negativos cuyas premisas son generadores minimales.
En este aspecto, el trabajo de esta parte de la tesis ha consistido en el
estudio y disen˜o de me´todos para la enumeracio´n de todos los conjuntos ce-
rrados y sus generadores minimales a partir del conjunto de implicaciones.
El proceso se desarrolla a partir de esta informacio´n, y no del dataset origi-
nal, lo cual, hasta donde se ha investigado, no se hab´ıa hecho previamente.
Me´todos para el Ca´lculo de Generadores Minimales
Los me´todos propuestos en esta tesis son una evolucio´n del presentado
en [28], donde se utilizo´ la lo´gica SLFD como medio para encontrar todos
los generadores minimales a partir de un conjunto de implicaciones. Este
me´todo trabaja sobre el conjunto de implicaciones aplicando unas reglas
de inferencia y construyendo a´rbol de bu´squeda de aspecto similar a los
a´rboles del caso de las claves minimales. No obstante, hay una diferencia
esencial en el caso de los generadores minimales y es la siguiente.
Al igual que el algoritmo CK para claves minimales, los me´todos pro-
puestos utilizan el cierre SLFD, con lo cual, en cada paso tambie´n obtienen
un conjunto Σ′ reducido de implicaciones, pero ahora adema´s, cada nodo
del tableaux que se genera es una solucio´n parcial del problema, la cual
se combinara´ con el resto de soluciones al te´rmino de la ejecucio´n del al-
goritmo para obtener el resultado final, mientras que en el caso de claves
minimales, las soluciones se encontraban u´nicamente en las hojas.
Tras el me´todo presentado en [28] (que los autores denominaron Min-
Gen) se presenta ahora un nuevo me´todo, MinGenPr, que aplica una im-
portante mejora con respecto al anterior. Fundamentalmente, consiste en
incorporar un mecanismo de poda, basada en un test de inclusio´n de con-
juntos, que involucra a todos los nodos del mismo nivel, para evitar la
enumeracio´n de generadores minimales y cierres redundantes. El propo´sito
de esta poda es verificar la informacio´n de cada nodo en el espacio de
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bu´squeda, evitando la apertura de una rama completa.
Finalmente, se propone un u´ltimo me´todo, GenMinGen, que generaliza
la estrategia de poda anterior al considerar el test de inclusio´n del subcon-
junto no so´lo con la informacio´n de los nodos del mismo nivel, sino tambie´n
con todos los generadores minimales calculados antes de la apertura de cada
rama.
En definitiva, se han estudiado, disen˜ado e implementado cada uno de
estos me´todos en su versio´n secuencial. Para evaluar el rendimiento e ilus-
trar las mejoras obtenidas al pasar de un me´todo a otro, se han realizado
un gran nu´mero de pruebas utilizando informacio´n sinte´tica e informacio´n
real procedente de repositorios de datos utilizados comu´nmente en investi-
gacio´n, como son los de la Universidad de California, Irvine (UCI)3.
A la luz de los resultados obtenidos en [14], se aprecia claramente como
la estrategia de poda del me´todo MinGenPr hace que su rendimiento supere
con creces al anterior MinGen. Estas mejoras pueden verse reflejadas en la
reduccio´n del nu´mero de nodos del a´rbol de bu´squeda y su consiguiente
disminucio´n de los tiempos de ejecucio´n del algoritmo. Respecto al u´ltimo
me´todo, GenMinGen, los resultados de los experimentos son au´n ma´s no-
tables, alcanzando reducciones superiores al 75 % en ambas me´tricas (i.e.
nu´mero de nodos y tiempos de ejecucio´n) en muchos de los casos.
Generadores Minimales y Paralelismo
Si se pretende trabajar sobre conjuntos de implicaciones con una cantidad
de informacio´n substancial, surge el mismo problema que en la enumeracio´n
de las claves minimales, la capacidad computacional de una ma´quina con-
vencional actual no es suficiente para solucionar estos problemas en un
tiempo razonable. Por tanto, se vuelve a utilizar el paralelismo como es-
trategia para abordar el problema.
Aunque GenMinGen ha demostrado tener un mejor rendimiento que
MinGenPr (y ambos a su vez un mejor rendimiento que MinGen) como
3https://archive.ics.uci.edu/ml/datasets.html
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demuestran lo resultados obtenidos en [14], so´lo se va a desarrollar una
versio´n paralela del me´todo MinGenPr, denominada MinGenPar. Esto se
debe a que, cuando se usa el me´todo MinGenPr, no existe necesidad de
comunicacio´n entre los nodos del a´rbol, y por tanto, se puede utilizar la
misma filosof´ıa paralela de implementacio´n MapReduce en dos etapas que
se utiliza en el caso de las claves minimales. Sin embargo, cuando se usa
el me´todo GenMinGen, es necesario comparar los resultados obtenidos en
cada nodo con el conjunto actual de generadores minimales generados hasta
el momento. Esto rompe esa filosof´ıa de implementacio´n, donde cada nodo
del a´rbol esta´ destinado a ser resuelto de forma independiente y sin existir
comunicacio´n entre cada uno de ellos. No obstante, esta circunstancia es el
objetivo de estudio de uno de los trabajos futuros que se proponen en la
Seccio´n 6.2.
Finalmente, para verificar el rendimiento y la idoneidad de los me´to-
dos en relacio´n a la aplicacio´n de estrategias paralelas, se ha realizado una
amplia bater´ıa de pruebas tanto sobre informacio´n sinte´tica como infor-
macio´n real, tal y como se ha explicado anteriormente para el tema de las
claves minimales. Adema´s, las pruebas han incluido tareas de estimacio´n del
nu´mero o´ptimo de cores a utilizar, as´ı como del valor de corte ma´s apropia-
do en la etapa primera de los me´todos paralelos. Los resultados obtenidos
respecto a esta parte de la investigacio´n pueden consultarse en [12] y, espe-
cialmente en [14], que constituye uno de los trabajos que avalan esta tesis
doctoral.
1.3. Sistemas de Recomendacio´n Conversacionales
La tercera aportacio´n de esta tesis doctoral haciendo uso de los conjuntos
de implicaciones se enmarca en el campo de los sistemas de recomendacio´n
(SRs).
De forma muy simplificada, se podr´ıa considerar que un SR es un sis-
tema inteligente que proporciona a los usuarios una serie de sugerencias per-
sonalizadas (recomendaciones) seleccionadas de un conjunto de elementos
(´ıtems). Comu´nmente, los SRs estudian las caracter´ısticas de cada usuario e
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ı´tem del sistema, y a partir de ah´ı, mediante un procesamiento de los datos,
encuentra un subconjunto de ı´tems que pueden resultar de intere´s para el
usuario. Una recopilacio´n de las referencias ma´s notables en el campo de
los SRs la encontramos en [102].
Desde los primeros trabajos sobre SRs [56, 100], e´stos han estado en
continua evolucio´n durante los u´ltimos an˜os [1]. Sin embargo, es con la
expansio´n de las nuevas tecnolog´ıas cuando han tenido un acercamiento ma´s
directo a la mayor parte de la sociedad debido a su capacidad para realizar
todo tipo de recomendaciones sobre productos muy populares (libros [31],
documentos [97], mu´sica [68], turismo [47], pel´ıculas [43,54], etc.).
Los SRs constituyen tanto un importante campo de investigacio´n [37,
114], como un elemento indispensable para so´lidos entornos comerciales a
nivel mundial (Amazon [72], LinkedIn [99], Facebook [117]), lo cual pone
de manifiesto la importancia de estos sistemas en la sociedad actual.
Abordar la generacio´n de recomendaciones haciendo uso de FCA es
una aproximacio´n existente en la literatura desde hace an˜os. En [36], los
autores utilizan FCA para agrupar elementos y usuarios en conceptos para
posteriormente, realizar recomendaciones colaborativas segu´n la afinidad
con los elementos vecinos. Ma´s tarde, en [109], se introducen un modelo
para el filtrado colaborativo basado en FCA para generar correlaciones en-
tre datos a trave´s de un disen˜o del ret´ıculo. Zhang et al. [135] propusieron
un sistema basado en similitud agrupando la informacio´n contextual en
grafos mediante el cual llevar a cabo recomendaciones sobre las interac-
ciones sociales entre usuarios. En [70, 71], se utilizan relaciones difusas e
implicaciones ponderadas para especificar el contexto y SLFD para desa-
rrollar un proceso lineal de filtrado que permite a los SRs podar el conjunto
original de elementos y as´ı mejorar su eficiencia. Recientemente, en [139]
se propone y utiliza un novedoso SR personalizado basado en el ret´ıculo de
conceptos para descubrir informacio´n valiosa de acuerdo con los requisitos
e intereses de los usuarios de forma ra´pida y eficiente. Todos estos trabajos
subrayan claramente co´mo FCA puede aplicarse con e´xito en el campo de
los SRs.
Existen numerosos tipos de SRs atendiendo a co´mo se generan las re-
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comendaciones. Los ma´s extendidos son los de filtrado colaborativo [81] que
basan su funcionamiento en las valoraciones de los usuarios a los elementos
disponibles; y los sistemas basados en contenido [134] que proporcionan
resultados que tengan caracter´ısticas similares a otros valorados anterior-
mente por el usuario. Por otro lado, los SRs basados en conocimiento [77]
utilizan un me´todo de razonamiento para inferir la relacio´n entre una necesi-
dad y una posible recomendacio´n.
Los SRs ma´s importantes desde el punto de vista de esta tesis son
los denominados conversacionales [50, 69]. Estos SRs se diferencian de los
anteriores en el flujo de trabajo que se sigue para generar la recomendacio´n.
Este tipo de SR es la estrategia principal para el SR realizado y que ha
dado lugar a una de las contribuciones que avalan esta tesis [15]. Se puede
consultar una clasificacio´n ma´s detallada en [2, 17].
No obstante, la mejor alternativa consiste en combinar caracter´ısticas
de diferentes tipos de SRs para generar h´ıbridos que se beneficien de las
ventajas de cada uno de ellos [33]. Tal es el caso de este trabajo, en el que se
ha realizado un SR h´ıbrido que combina caracter´ısticas de los SRs basados
en conocimiento, contenido y, principalmente, conversacionales.
La evaluacio´n de las predicciones y recomendaciones es un aspecto fun-
damental en los SRs [55, 101]. Los SRs requieren medidas de calidad y
me´tricas de evaluacio´n [51] para conocer la calidad de las te´cnicas, me´to-
dos y algoritmos para las predicciones y recomendaciones.
No obstante, dependiendo del SR con el que se trabaje, la evaluacio´n
se debe llevar a cabo utilizando aquellas me´tricas, que por su naturaleza y
significado, sean coherentes con el SR que se desea evaluar. En el caso de
estudio de esta tesis, dado el SR conversacional desarrollado, una medida
adecuada de rendimiento consiste en calcular el nu´mero de pasos que se
producen en la conversacio´n [80]. Por contra, otras me´tricas tan populares
como son Precision y Recall [52] no son adecuadas de aplicar en el trabajo
de esta tesis porque se obtendr´ıa siempre valores ma´ximos en ambas me´tri-
cas, y la razo´n es la siguiente. En primer lugar, cualquier ı´tem de la lista
de resultados, verifica los atributos seleccionados ya que la consulta para
obtener los ı´tems resultado contiene esas restricciones. Y en segundo lugar,
18 CAPI´TULO 1. INTRODUCCIO´N
a cada paso del dia´logo, el sistema devuelve todos los ı´tems que verifiquen
la seleccio´n de atributos establecida por el usuario.
Por la misma razo´n, no existe necesidad de considerar me´tricas refe-
rentes a la exactitud de los resultados ya que el sistema desarrollado no es
un modelo de prediccio´n, su funcionamiento esta´ basado en implicaciones
y eso asegura la completa de exactitud en las respuestas.
Problemas Comunes y la Maldicio´n de la Dimen-
sio´n
Si bien es cierto que los SRs esta´n alcanzando una enorme importancia,
existen numerosas dificultades que han de afrontarse a la hora de disen˜arlos
e implementarlos. En la lista de problemas relacionados con los SRs [110] se
pueden destacar: el arranque en fr´ıo [42, 115], privacidad [44], oveja-negra
[49], escasez [53], ataques maliciosos [130, 137], sobreespecializacio´n [73],
escalabilidad [59], postergacio´n [116], dimensionalidad [107], etc.
En concreto, en esta tesis se ha orientado el trabajo a abordar este u´lti-
mo problema de la dimensionalidad en los SRs. Este problema, tambie´n
conocido como the curse of dimensionality phenomenon [89, 107] aparece
cuando es necesario trabajar sobre datasets con un alto nu´mero de carac-
ter´ısticas (variables o atributos). De forma intuitiva, se puede describir de
la siguiente manera: cuando hay pocas columnas de datos, los algoritmos de
tratamiento inteligente de la informacio´n (aprendizaje automa´tico, cluster-
ing, clasificacio´n, etc.) suelen tener un buen comportamiento. Sin embargo,
a medida que aumentan las columnas o caracter´ısticas de nuestros ı´tems, se
vuelve ma´s dif´ıcil hacer labores predictivas con un buen nivel de precisio´n.
El nu´mero de filas de datos necesarias para realizar cualquier modelado u´til
aumenta exponencialmente a medida que agregamos ma´s columnas a una
tabla [79].
Para abordar este problema, se pueden encontrar numerosos trabajos en
la literatura [66, 107], especialmente mediante seleccio´n de caracter´ısticas,
que pueden ayudar a descartar aquellas caracter´ısticas que no son relevantes
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de cara al objetivo buscado. De hecho, estas te´cnicas ya se aplican en otras
a´reas como son: algoritmos gene´ticos o redes neuronales, normalmente cen-
tra´ndose en la aplicacio´n de un proceso automatizado por lotes [123].
Un trabajo interesante en esta a´rea es [60], que establece la idoneidad
de los enfoques basados en el conocimiento para los procesos conversa-
cionales. En particular, estos autores utilizan el razonamiento basado en
restricciones, en lugar de nuestro enfoque basado en la lo´gica. Adema´s,
este trabajo trata sobre concepto de optimizacio´n de consultas, ana´logo al
aplicado en la propuesta de esta tesis. Otro trabajo notable es [118], que
comparte el objetivo de disminuir el nu´mero de pasos de la conversacio´n.
Los autores proponen me´tricas acerca del nu´mero de pasos y tasas de poda,
ambas muy similares a las utilizados en este trabajo de tesis. Por otro lado,
en [20], los autores demuestran co´mo la posibilidad de que sea el usuario el
encargado de la seleccio´n de atributos genera una ventaja con respecto al
hecho de que sea el sistema mismo el encargado de dicha seleccio´n. Este he-
cho respalda el enfoque buscado en esta tesis, en el cual el experto humano
gu´ıa la conversacio´n y el proceso de seleccio´n de caracter´ısticas.
Propuesta Desarrollada
El objetivo ha sido abordar el problema de la alta dimensionalidad en
los SRs haciendo uso de los conjuntos de implicaciones, a trave´s de un
proceso de seleccio´n de atributos por parte del usuario mediante el SR
h´ıbrido mencionado anteriormente. De esta forma, se ha conseguido reducir
el nu´mero de pasos necesarios en el dia´logo y gestionar favorablemente el
problema de la dimensionalidad [15].
As´ı, el sistema desarrollado se va a centrar principalmente en la primera
fase de la recomendacio´n, el filtrado. Para ello, partiendo del conjunto de
implicaciones, utiliza la lo´gica SLFD [26] y, especialmente, el algoritmo del
cierre SLFD [87] como motor para facilitar y acelerar la recomendacio´n.
Gracias a la aplicacio´n del cierre, el sistema reduce la sobrecarga de in-
formacio´n a cada paso del dia´logo filtrando aquellos atributos que resulten
de la aplicacio´n del cierre a las solicitudes del usuario, consiguiendo una
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reduccio´n del nu´mero de pasos necesarios en el dia´logo.
Se han realizado numerosas pruebas de aplicacio´n para contrastar su
validez. Entre ellas, destacan las pruebas utilizando informacio´n real sobre
enfermedades y fenotipos, como se puede apreciar en una de las contribu-
ciones que avalan este trabajo de investigacio´n [15]. Adema´s, la propuesta
desarrollada, al igual que la gran mayor´ıa de los SRs, casa con los conceptos
de adaptabilidad y longevidad de los SRs ya que el funcionamiento es in-
dependiente de la informacio´n de base con la que trabaje, so´lo es necesario
conocer el conjunto de atributos e implicaciones subyacente a los datos.
1.4. Verificacio´n de los Resultados
Antes de entrar plenamente en el cuerpo de la tesis es necesario hacer
una importante aclaracio´n previa con la intencio´n de indicar la manera de
certificar la validez de los resultados obtenidos a lo largo de la tesis.
Como se vera´ en los siguientes cap´ıtulos, la labor de investigacio´n se ha
centrado en actuar sobre conjuntos de implicaciones, y en ese sentido, para
los experimentos realizados se ha contado con unos ficheros de entrada que
conten´ıan la informacio´n necesaria, y sobre ellos se han obtenido unos re-
sultados. Ahora bien, la forma de verificar que esos resultados son correctos
es la siguiente.
En primer lugar y con respecto a los resultados que se presentan en
cuanto a claves y generadores minimales, se han realizado numerosos ejer-
cicios en papel intentando buscar casos l´ımites donde la implementacio´n
pudiera no ser precisa y se ha comprobado que los resultados obtenidos en
papel coincid´ıan exactamente con los calculados por la ma´quina. Adema´s,
dado que para muchos de los experimentos, en los que se llegaban a calcular
millones de nodos de un a´rbol, no era posible comprobar si cada uno de esos
ca´lculos era correcto, para el caso concreto de los experimentos relacionados
con claves minimales, la validez de los experimentos viene dada al haber
cotejado los resultados con aquellos obtenidos sobre un amplio abanico
de experimentos en trabajos anteriores [9, 10] donde su validez quedo´ de-
mostrada. Adema´s, la validez de los resultados se corrobora igualmente al
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alcanzar las mismas soluciones para diferentes me´todos cuando cada uno
de ellos hace un tratamiento de la informacio´n diferente con respecto al
otro. En relacio´n a los experimentos con SRs conversacionales, dado que
los experimentos no alcanzan nu´meros tan costosos de verificar, la validez
de los resultados puede demostrarse de forma ma´s asequible siguiendo un
desarrollo expl´ıcito en papel.
Adicionalmente, y con mayor e´nfasis en relacio´n a los experimentos que
han conllevado la utilizacio´n de recursos de supercomputacio´n, cada uno
de los experimentos se ha reproducido entre 30 y 50 veces, de forma que
los resultados mostrados son fruto de un estudio estad´ıstico posterior ma´s
amplio que permite identificar los resultados ma´s fiables, tal y como se
sugiere en [48,129,138].
Para cada una de las implementaciones realizadas, exist´ıa la necesidad
de establecer criterios que permitieran evaluar el rendimiento de las pruebas
de forma que se pudieran comparar unos me´todos con otros. En el caso de
los experimentos con claves y generadores minimales, cuando se plantea la
idea de la comparacio´n de resultados, lo primero que se penso´ fue la medi-
cio´n de los tiempos que necesitaba cada uno de los me´todos para obtener los
resultados. No obstante, se advirtio´ que este para´metro esta´ ı´ntimamente
ligado a la arquitectura que estemos utilizando para ejecutar el experimen-
to, lo cual hace que el resultado dependa en gran medida de los recursos
que se esta´n utilizando y no tanto de la calidad o eficiencia del propio al-
goritmo. En consecuencia, se oscurec´ıa la utilidad teo´rica de los resultados
obtenidos. Por tanto, se decidio´ contabilizar la magnitud del a´rbol y la
cantidad de resultados redundantes que se obtienen (ve´ase [9–11]. De esta
forma, en el momento de que exista otro me´todo con un co´digo en cualquier
otro lenguaje o utilizase recursos hardware diferentes que desembocaran en
una mejora del tiempo, siempre se puede atender al taman˜o del a´rbol y
al nu´mero de ca´lculos redundantes, pudiendo defender si realmente es una
mejora en el me´todo o bien, en la ejecucio´n debido a la arquitectura.
A modo de resumen gra´fico, la Figura 1.1 muestra un esquema del
camino de investigacio´n que se ha seguido en el desarrollo de esta tesis
doctoral, apoyado por las principales nociones y referencias.
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Figura 1.1: Esquema del estado del arte y las contribuciones generadas.
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Para finalizar este cap´ıtulo, se incluye un u´ltimo apartado donde se
describe brevemente la estructura que presenta el documento incluyendo
las publicaciones que avalan esta tesis.
1.5. Estructura de la Tesis
En este primer cap´ıtulo de introduccio´n, se han fijado los puntos fundamen-
tales de la tesis, como son: el marco de trabajo sobre el que se va a actuar,
las te´cnicas que se utilizara´n y los principales objetivos que se pretenden
alcanzar. Concretamente, se ha estipulado la utilizacio´n de los conjuntos de
implicaciones y las DFs como base del estudio sobre la que aplicar te´cnicas
basadas en la lo´gica para mejorar el tratamiento de la informacio´n.
Tras la introduccio´n, aparece el Cap´ıtulo 2, en el que se presentan: el
conjunto de nociones principales de FCA para el trabajo realizado sobre ge-
neradores minimales y SRs, los aspectos fundamentales de bases de datos
y DFs para la investigacio´n sobre claves minimales, las lo´gicas de implica-
ciones y los me´todos de razonamiento automa´tico utilizados.
A continuacio´n, se presenta el Cap´ıtulo 3 en el que se presenta la primera
contribucio´n que avala este trabajo de investigacio´n y que corresponde con
el trabajo realizado en el campo de la bu´squeda de las claves minimales. De
forma general, este art´ıculo presenta nuevos me´todos para resolver el pro-
blema de la inferencia de claves minimales en esquema de datos basa´ndose
en la lo´gica SLFD y el uso de implicaciones. Adema´s, se muestra el fun-
cionamiento de esos me´todos y las ventajas obtenidas al aplicar te´cnicas de
computacio´n paralela para poder aplicar los me´todos sobre conjuntos de
informacio´n de un taman˜o tal que las te´cnicas secuenciales no son capaces
de gestionar en cuanto a tiempo y recursos necesarios.
Seguidamente, se presenta el Cap´ıtulo 4, ana´logo al anterior pero esta
vez para el tema referente a los generadores minimales 3. Este cap´ıtulo
presenta un segundo art´ıculo en el cual se lleva a cabo un estudio de los
me´todos de produccio´n de generadores minimales basados en la lo´gica y
el tratamiento de implicaciones. Se comprueba las mejoras de rendimiento
de los me´todos al aplicar reducciones en el espacio de bu´squeda basadas
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en estrategias de poda. Al igual que en el caso de las claves minimales, se
presenta el funcionamiento de los me´todos paralelos para poder tratar con
conjuntos de informacio´n de taman˜o considerable y se incluyen las pruebas
realizadas en entornos de supercomputacio´n.
Como u´ltimo cap´ıtulo dedicado a las aplicaciones desarrolladas median-
te la gestio´n de implicaciones se incluye el Cap´ıtulo 5. En este cap´ıtulo se
presenta un novedoso trabajo en el que se desarrolla una aproximacio´n al
tratamiento del problema de la dimensionalidad en los SR. Mediante el
uso de las implicaciones, la lo´gica SLFD y el algoritmo del cierre SLFD,
se desarrolla un modelo de SR conversacional. Este sistema, es capaz de
gestionar el problema de la dimensionalidad reduciendo la sobrecarga de
informacio´n con la que el usuario debe enfrentarse a la hora de obtener
una recomendacio´n. Esta reduccio´n se consigue mediante un filtrado de
atributos guiado por la aplicacio´n del cierre. Se demuestra su buen com-
portamiento mediante su evaluacio´n sobre informacio´n real.
Finalmente, la tesis se cierra con el Cap´ıtulo 6 dedicado a recopilar
las principales conclusiones obtenidas y a proponer caminos por los que
seguir ahondando en la investigacio´n. Adema´s, se incluye una relacio´n de
las referencias consultadas y los respectivos ı´ndices de te´rminos, figuras y
tablas.
En aras de la completitud, se incluyen como anexos finales aquellos
art´ıculos que han sido publicados a lo largo de este periodo de investigacio´n,
que si bien no se utilizan como respaldo para esta tesis doctoral, han sido
la semilla y experiencia inicial a partir de la cual se han desarrollado los
trabajos que actu´an como aval. En la Figura 1.2 se muestra de forma gra´fica
el contenido de la tesis y se contextualizan las contribuciones publicadas.
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Figura 1.2: Esquema de la estructura de la tesis y las publicaciones.

Cap´ıtulo 2
Preliminares

Todo encajaba, con la abrumadora evidencia
de una demostracio´n matema´tica.
Ethan de Athos
L. M. Bujold
A
lo largo de este cap´ıtulo se van a introducir los principales
conceptos, definiciones y resultados sobre los que se susten-
tan el trabajo de investigacio´n desarrollado. Se parte una
vez ma´s de que el objetivo principal de la tesis doctoral es
la utilizacio´n de los conjuntos de implicaciones para gene-
rar soluciones a problemas en el a´mbito de FCA, bases de datos y sistemas
de recomendacio´n. Se ha disen˜ado este cap´ıtulo con la intencio´n de que el
texto sea autocontenido en la medida de lo posible y para ello se ha dividido
en cuatro secciones principales tal como muestra la Figura 2.1.
La primera seccio´n presenta las nociones de FCA que sera´n necesarias
para las soluciones propuestas para generadores minimales y sistemas de
recomendacio´n. En la segunda, se recopilan los aspectos fundamentales a
tener en cuenta para la enumeracio´n de las claves minimales en esquemas
relacionales por medio de DFs. La tercera parte se dedica a presentar for-
malmente las lo´gicas de implicaciones. La cuarta y u´ltima, se centra en el
razonamiento automa´tico usando dichas lo´gicas.
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Figura 2.1: Esquema de contenido del Cap´ıtulo 2, Preliminares.
2.1. Ana´lisis Formal de Conceptos
De forma general, se puede considerar FCA como un marco para el ana´li-
sis de informacio´n que facilita la extraccio´n de conocimiento y la posibi-
lidad de poder razonar sobre e´l. La referencia principal de este campo de
conocimiento viene de la mano de Wille y Ganter en [46]. Segu´n el propio
Wille en [127]: “El objetivo y significado del ana´lisis formal de conceptos
como teor´ıa matema´tica consiste en apoyar la comunicacio´n racional de las
personas, mediante el desarrollo de estructuras de conceptos matema´tica-
mente apropiadas que puedan activarse lo´gicamente”.
Como principales fortalezas de FCA cabe mencionar: su so´lida base
matema´tica y filoso´fica, una representacio´n gra´fica e intuitiva del conocimien-
to, avalada en ma´s de 2.000 publicaciones cient´ıficas, y aplicaciones en
cientos de proyectos [127] en diversos campos de conocimiento, como se
ha mencionado en el Cap´ıtulo 1.
2.1.1. Contextos Formales
El punto de partida de FCA es un contexto formal . Es una nocio´n funda-
mental para el contenido de esta seccio´n y se define a continuacio´n.
Definicio´n 2.1.1 (Contexto formal). Un contexto formal es una tripleta
K = (G,M, I) que consiste en dos conjuntos no vac´ıos, G y M , y una
relacio´n binaria I entre ellos. Los elementos de G se llaman objetos del
contexto, y los elementos de M se llaman atributos del contexto. Para g ∈ G
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y m ∈ M , escribimos < g,m >∈ I o gIm si el objeto g posee el atributo
m.
La forma ma´s sencilla de representar un contexto formal es mediante
una tabla donde los objetos se situ´an en sus filas y los atributos en las
columnas, de forma que un valor en cada celda indica si un objeto g ∈
G posee un atributo m ∈ M . Hay que tener en cuenta que la definicio´n
de contexto formal es deliberadamente muy general. No hay restricciones
sobre la naturaleza de los objetos y atributos. Se pueden considerar objetos
f´ısicos, personas, nu´meros, procesos, estructuras, etc. En realidad, cualquier
cosa que sea un conjunto en el sentido matema´tico se puede tomar como
el conjunto de objetos o de atributos de algu´n contexto formal. Tambie´n
es posible intercambiar el papel de los objetos y atributos, es decir, si se
tiene que K = (G,M, I) es un contexto formal, igualmente lo sera´ su dual,
K = (M,G, I ′) con mI ′g ⇐⇒ gIm. Adema´s, ni siquiera es necesario que G
y M sean disjuntos, de hecho, pueden incluso no ser diferentes.
Para ilustrar un ejemplo de contexto formal y como apoyo al contenido
que se presenta en esta seccio´n, se va a utilizar el siguiente ejemplo tomado
de [45]. En e´l, los autores muestran un informacio´n sobre los destinos ae´reos
que oferta un grupo de aerol´ıneas comerciales.
Ejemplo 2.1.2. Sea K un contexto formal donde el conjunto de objetos G
comprende todas las l´ıneas ae´reas del grupo Star Alliance y el conjunto de
atributos M muestra sus destinos.
La relacio´n binaria I viene reflejada en la Tabla 2.1 y muestra los des-
tinos a los que viaja cada miembro de Star Alliance. Por tanto, se tiene el
contexto formal K = (G,M, I) en el cual:
G = {Air Canada, Air New Zealand, All Nippon Airways, Ansett Aus-
tralia, The Austrian Airlines Group, British Midland, Lufthansa, Mexi-
cana, Scandinavian Airlines, Singapore Airlines, Thai Airways Interna-
tional, Unites Airlines, VARIG}
M = {Latinoame´rica, Europa, Canada´, Asia, Oriente Medio, A´frica,
Me´xico, Caribe, Estados Unidos}
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Tabla 2.1: Ejemplo de contexto formal sobre los destinos ae´reos del grupo Star Alliance
[45]
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Air Canada X X X X X X X X
Air New Zealand X X X
All Nippon Airways X X X
Ansett Australia X
The Austrian Airlines Group X X X X X X
British Midland X
Lufthansa X X X X X X X X
Mexicana X X X X X
Scandinavian Airlines X X X X X
Singapore Airlines X X X X X X
Thai Airways International X X X X X
Unites Airlines X X X X X X X
VARIG X X X X X X
2.1.2. Operadores de Derivacio´n
Dada una seleccio´n A ⊆ G de objetos de un contexto formal K = (G,M, I),
se desea caracterizar que´ atributos de M son comunes a todos estos objetos.
Esto define un operador que produce para cada conjunto de objetos A ⊆
G, el conjunto A de sus atributos comunes, y dualmente, a partir de un
conjunto de atributos, caracterizar el conjunto de atributos que tienen en
comu´n a dichos atributos. Estos operadores se denominan operadores de
derivacio´n para K.
Definicio´n 2.1.3 (Operadores de derivacio´n). Dado un contexto formal
K = (G,M, I), se definen los operadores de derivacio´n:
( )′ : 2G → 2M ( )′ : 2M → 2G
A′ = {m ∈M | g I m ∀g ∈ A} B′ = {g ∈ G | g I m ∀m ∈ B}
Ambas funciones se denotan con el mismo s´ımbolo porque no hay lugar
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a confusio´n.
Ejemplo 2.1.4. A partir del contexto formal representado en la Tabla 2.1
se pueden aplicar los operadores de derivacio´n y obtener, por ejemplo:
• {Mexicana}′ = {Latinoamerica, Canada, Mexico, Caribe, Estados
Unidos}
• {Latinoamerica, Europa, Asia, Africa, Estados Unidos}′ =
{Scandinavian Airlines, Lufthansa, V ARIG}
Si A es un conjunto de objetos, entonces A′ es un conjunto de atributos,
al cual podemos aplicar el segundo operador de derivacio´n para obtener el
conjunto de objetos A′′. De forma dual, comenzando con un conjunto B de
atributos, podemos formar el conjunto de atributos B′′.
De la definicio´n anterior se obtiene que:
El operador de cierre ′′ (i.e. aplicar el operador de derivacio´n ′ y su
dual) verifica algunas propiedades interesantes que sera´n fundamentales
para poder desarrollar la teor´ıa formal.
Definicio´n 2.1.5 (Operador de cierre). Sea K = (G,M, I) un contexto
formal, entonces el operador ()′′ : 2M → 2M es un operador de cierre, es
decir, satisface las siguientes propiedades:
• Idempotente: X ′′′′ = X ′′ ∀X ∈ 2M
• Mono´tona: X ⊆ Y → X ′′ ⊆ Y ′′ ∀X,Y ∈ 2M
• Extensiva: X ⊆ X ′′ ∀X ∈ 2M
Por dualidad, el resultado es igualmente va´lido para ()′′ : 2G → 2G.
Un conjunto A ⊆M se denomina conjunto cerrado para el operador ′′ si
es un punto fijo para ′′, es decir, A′′ = A. Los conjuntos cerrados permiten
definir lo que se denominan conceptos formales, los cuales son una nocio´n
esencial en FCA y a los que se dedica el siguiente apartado.
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Ejemplo 2.1.6. A partir del contexto formal representado en la Tabla 2.1
se puede obtener el conjunto cerrado de atributos:
Z = {Latinoamerica, Europa, Canada, Asia, Oriente Medio, Africa,
Mexico, Estados Unidos}.
Ya que Z ′′ = Z.
2.1.3. Conceptos Formales
De forma general, un concepto formal permite describir formalmente un
hecho del contexto y caracterizar un conjunto de objetos por medio de los
atributos que comparten y viceversa.
As´ı, un par (X,Y ) con X ⊆ G y Y ⊆M es un concepto formal cuando
se verifica que:
• Cada objeto en X tiene todos los atributos de Y , y dualmente, cada
atributo de Y esta´ presente en cada objeto de X.
• Para cada objeto en G que no esta´ en X, existe un atributo en Y
que el objeto no tiene. Dualmente, para cada atributo en M que no
esta´ en Y , hay un objeto en X que no tiene ese atributo.
Se introduce ahora la nocio´n formalmente:
Definicio´n 2.1.7 (Concepto formal). Sea K = (G,M, I) un contexto for-
mal y A ⊆ G, B ⊆ M . El par (A, B) se denomina concepto formal si
A′ = B y B′ = A. El conjunto de objetos A se denomina extensio´n del
concepto (A, B) mientras que el conjunto de atributos B sera´ la intensio´n
del concepto.
La descripcio´n de un concepto a trave´s de su extensio´n e intensio´n es
redundante, ya que cada una de las dos partes determina la otra debido
a que B = A′ y A = B′, sin embargo, pueden existir ocasiones en las
cuales esta descripcio´n redundante puede ser conveniente [45].
Una alternativa gra´fica de identificar los conceptos formales es la si-
guiente. A partir de la representacio´n del contexto formal, un concepto
formal se puede reconocer por medio de un conjunto de elementos que
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comparten exactamente las mismas relaciones. De esta forma, en la Tabla
2.2, se ve como, a partir del contexto formal, es posible identificar el concep-
to formal: {Air New Zealand, All Nippon Airways},{Europa, Asia, Estados
Unidos}.
Tabla 2.2: Extracto del ejemplo de contexto formal sobre los destinos ae´reos del grupo
Star Alliance 2.1
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[. . .]
Air New Zealand X X X
All Nippon Airways X X X
[. . .]
2.1.4. Ret´ıculo de Conceptos
Un contexto formal puede tener muchos conceptos formales. El conjunto
de todos los conceptos formales de un contexto formal K tiene estructura
de ret´ıculo con la relacio´n de orden que se muestra a continuacio´n.
Si (X1, Y1) y (X2, Y2) son conceptos, se define un orden parcial, ≤, de
forma que (X1, Y1) ≤ (X2, Y2) si y so´lo si X1 ⊆ X2, o equivalentemente, si
Y2 ⊆ Y1.
La Figura 2.2 muestra el ret´ıculo de conceptos asociado al contexto
formal mostrado anteriormente en el Ejemplo 2.1.2. En un diagrama como el
de la Figura 2.2, cada nodo representa un concepto formal. Un concepto c1
es un subconcepto de un concepto c2 si y so´lo si hay un camino descendente
desde el nodo que representa c2 al nodo que representa c1. El nombre de
un objeto g se asocia al nodo que representa el concepto ma´s pequen˜o
que contiene g en su extensio´n; dualmente, el nombre de un atributo m
va asociado al nodo que representa el concepto ma´s grande con m en su
intensio´n.
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Se pueden comprobar fa´cilmente las relaciones que existen en el contex-
to ya que un objeto g tiene un atributo m si y so´lo si el concepto asociado a
g es un subconcepto del asociado a m. La extensio´n de un concepto consiste
en todos aquellos objetos cuyas etiquetas esta´n asociadas a subconceptos,
y, dualmente, la intensio´n consiste en todos los atributos asociados a su-
perconceptos.
Figura 2.2: Ret´ıculo de conceptos asociado al contexto formal 2.1.2
Dicho lo anterior y teniendo en cuenta la sobrecarga que conllevar´ıa
representar cada concepto del ret´ıculo en la Figura 2.2, se puede mencionar
aqu´ı como ejemplo, el concepto etiquetado como ‘Oriente’ (Oriente Medio),
el cual tiene como extensio´n el conjunto {Singapore Airlines, The Austrian
Airlines Group, Lufthansa, Air Canada}, y como intensio´n {Oriente Medio,
Canada´, Estados Unidos, Europa, Asia}.
En la parte superior del ret´ıculo, encontramos los destinos que ofrecen
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la mayor´ıa de las aerol´ıneas: Europa, Asia Pac´ıfico y los Estados Unidos.
Por ejemplo, exceptuando British Midland y Ansett Australia, todas las
aerol´ıneas ofrecen vuelos a Estados Unidos. Esas dos l´ıneas ae´reas se en-
cuentran en la parte superior del diagrama, ya que tienen la menor oferta
de vuelos, operan so´lo en Europa y Asia, respectivamente.
De esta forma, cuanto ma´s se descienda en el ret´ıculo de conceptos,
ma´s destinos ofrecera´n las aerol´ıneas. As´ı, la mayor oferta de destinos se
encuentra en las aerol´ıneas de la parte inferior del ret´ıculo: Lufthansa y
Air Canada. De forma ana´loga, conforme ma´s se descienda en el ret´ıculo,
se encontara´n los destinos menos ofertados, e.g. A´frica, Oriente Medio y el
Caribe.
2.1.5. Sistema de Implicaciones
Una nocio´n equivalente al ret´ıculo de conceptos es el denominado sistema de
implicaciones [46]. Como ya se adelanto´ en el Cap´ıtulo 1, las implicaciones
constituyen el eje fundamental de trabajo en esta tesis doctoral.
Para introducir la labor realizada utilizando la lo´gica sobre los conjuntos
de implicaciones, se va a comenzar describiendo los componentes habituales
de una lo´gica: su lenguaje, sema´ntica, sistema axioma´tico y me´todo de razo-
namiento automa´tico. No obstante, como se ha comentado anteriormente,
los conjuntos de implicaciones se han utilizado para diferentes campos de
conocimiento (FCA, bases de datos). En consecuencia, en este punto se pre-
senta el elemento de la lo´gica comu´n a todos ellos, en concreto, el lenguaje.
El resto se presentara´ para cada una de las secciones correspondientes 2.2
y 2.3.
Lenguaje
Definicio´n 2.1.8. Dado un conjunto M finito de s´ımbolos (denominados
atributos) no vac´ıo, el lenguaje sobre M se define como:
LM = {A→ B | A,B ⊆M}
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Las fo´rmulas A → B se denominan implicaciones y los conjuntos A y
B reciben el nombre de premisa y conclusio´n de la implicacio´n respectiva-
mente. Los conjuntos
∑ ⊆ LM se denominan conjuntos de implicaciones
sobre M .
Se utilizara´ la siguiente notacio´n:
• Se utilizara´n letras minu´sculas para denotar los elementos en M ,
mientras que las mayu´sculas denotan sus subconjuntos.
• Se omiten las llaves en premisas y conclusiones, es decir, abcde denota
el conjunto {a, b, c, d, e}.
• Se escriben los elementos de 2M por yuxtaposicio´n, es decir, para
X ∪ Y se escribira´ XY .
• Para la diferencia se utiliza X r Y .
Sema´ntica
Tras la definicio´n del lenguaje se pasa ahora a introducir la sema´ntica uti-
lizada, para lo cual se va a utilizar la nocio´n de operador de cierre definido
anteriormente.
Definicio´n 2.1.9 (Modelo). Sea K = (G,M, I) un contexto formal y sea
A → B ∈ LM . El contexto K es un modelo para A → B si B ⊆ A′′. Se
denota por K |= A→ B.
La nocio´n de modelo puede extenderse a los sistemas de implicaciones
de la siguiente manera. Dado Σ ⊆ LM , la expresio´n K |= Σ indica que
Σ |= A→ B para toda A→ B ∈ Σ.
Ejemplo 2.1.10. De la informacio´n mostrada en el contexto formal del
Ejemplo 2.1.2 se puede identificar que: K |= Caribe → Latinoamerica. Y
tambie´n que: K 6|= Caribe→Mexico.
Al comenzar el cap´ıtulo se hablo´ de la equivalencia entre la informa-
cio´n que muestra el ret´ıculo de conceptos y las implicaciones; tras haber
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introducido formalmente el lenguaje y la sema´ntica de las implicaciones,
ahora ya se pueden mencionar algunos ejemplos que reflejen esta equiva-
lencia utilizando la informacio´n del ret´ıculo de la Figura 2.2. As´ı, es posible
identificar ejemplos de implicaciones tales como:
• Canada → Estados Unidos, ya que se puede ver como el primer
atributo aparece por primera vez en la jerarqu´ıa en un subconcepto del
nodo que refleja la primera aparicio´n del segundo. En otras palabras,
todo objeto g del contexto que tenga el atributo Canada tendra´ el
atributo Estados Unidos.
Se puede considerar a las implicaciones y el ret´ıculo de conceptos como
distintas alternativas para tratar la informacio´n que se puede extraer de
un contexto formal. No obstante, los ret´ıculos de conceptos permiten una
representacio´n gra´fica, mientras que la diferencia fundamental, desde el
punto de vista de esta tesis doctoral, es que los sistemas de implicaciones
proporcionan una manipulacio´n simbo´lica usando la lo´gica de implicaciones,
y por tanto, permiten el razonamiento automa´tico.
Como se ha mencionado anteriormente, se entra ahora en la segunda
seccio´n de este cap´ıtulo en la cual se van a utilizar las implicaciones en
el a´mbito de las bases de datos relacionales, donde recibira´n el nombre de
Dependencias Funcionales.
2.2. Bases de Datos Relacionales
El modelo de base de datos relacional aparece en el reconocido art´ıcu-
lo de Edgar Frank Codd en 1970 [21]. Codd propuso que los sistemas de
bases de datos deber´ıan presentarse al usuario mediante una vista de datos
organizada en forma de tablas bidimensionales (filas y columnas) que de-
nomino´ relaciones.
Formalmente, en el modelo relacional, una base de datos consiste en
una o ma´s relaciones [38]. Una relacio´n R definida sobre un conjunto de
dominios D1, D2, ..., Dn esta´ formada por un esquema y un cuerpo como
se definen a continuacio´n.
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Definicio´n 2.2.1 (Esquema). Un esquema E para una relacio´n R se define
como un conjunto fijo de pares (atributo:dominio). Habitualmente se denota
como {(A1 : D1), (A2 : D2), (An : Dn)} donde cada Aj corresponde a un
u´nico Dj y los Aj son todos distintos.
En el Ejemplo 1.1.1, el esquema ser´ıa:
{
Tı´tulo:Cadena de caracteres, An˜o:Nu´mero natural, Pa´ıs:Cadena de ca-
racteres, Director:Cadena de caracteres, Nacionalidad:Cadena de caracte-
res, Actor:Cadena de caracteres
}.
El conjunto de los esquemas para las relaciones de una base de datos se
denomina esquema de base de datos relacional.
Definicio´n 2.2.2 (Cuerpo). Un cuerpo C para una relacio´n R se define
como un conjunto de tuplas de pares (atributo:valor). Habitualmente se
denota como {(A1 : vi1), (A2 : vi2), (An : vin)} con i = 1, 2, ...,m tal que
m es el cardinal de R, i.e. el nu´mero de tuplas de la relacio´n. En cada
(Aj : vij) se tiene que vij ∈ Dj.
En el Ejemplo 1.1.1, un extracto del cuerpo ser´ıa:
{
[(Tı´tulo:Pulp Fiction), (An˜o:1994), (Pa´ıs:USA), (Director:Quentin Taranti-
no), (Nacionalidad:USA), (Actor:Uma Thurman)],
[(Tı´tulo:King Kong), (An˜o:2005), (Pa´ıs:NZ), (Director:Peter Jackson),
(Nacionalidad:NZ), (Actor:Naomi Watts)],
...
}.
Tras haber definido formalmente el cuerpo y el esquema de un relacio´n,
se puede mencionar que en los sistemas gestores de bases de datos rela-
cionales, las relaciones se representan como una tabla de doble entrada, en
la que (con un una terminolog´ıa ma´s informal) se encuentran los siguientes
elementos:
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• Atributo. Cada una de las columnas de una relacio´n se identifica
con un atributo.
• Tupla. Se identifica cada tupla de una relacio´n con una fila de la
tabla, exceptuando la fila que contiene a los atributos.
2.2.1. Dependencias Funcionales
Un disen˜o defectuoso del esquema de base de datos relacional puede provo-
car lo que se denominan anomal´ıas [61,108,120]. Estas anomal´ıas son pro-
blemas que aparecen a la hora de operar con la base de datos en te´rmi-
nos de actualizaciones, eliminaciones o insercio´n de informacio´n redun-
dante [30,121].
La manera de eliminar estas anomal´ıas consiste en descomponer las
relaciones [5]. La descomposicio´n de relaciones conduce al campo de la
normalizacio´n [23] que si bien no forma parte del a´mbito principal de esta
tesis doctoral, permite dar paso a la introduccio´n del concepto de DF, el
cual nace como un recurso para caracterizar la sema´ntica de las relaciones
y, por consiguiente, permitir hacer una aplicacio´n de las transformaciones
de normalizacio´n [32]. E´sta es una de las diferencias del tratamiento de las
relaciones entre FCA y bases de datos relacionales, ya que para el primero,
lo que se pretende es capturar conocimiento, mientras que en el segundo,
las DFs se utilizan para definir formas normales [5, 41,64].
Teniendo en cuenta que la sintaxis que se va a utilizar para DFs es
la misma que la ya introducida para las implicaciones en FCA en la Sec-
cio´n 2.1.5, donde el conjunto M lo forman los atributos del esquema de la
relacio´n, se pasa ahora a describir la sema´ntica para las DFs.
Sema´ntica
Definicio´n 2.2.3 (Dependencia Funcional). Una dependencia funcional
X → Y se cumple en una tabla R si y so´lo si para cada dos tuplas de R, si
sus valores en X coinciden, entonces tambie´n coinciden sus valores en Y .
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Intuitivamente, una DF X → Y indica que el conjunto de atributos X
determina el conjunto de atributos Y , lo cual refleja fielmente la nocio´n de
funcio´n (y de ah´ı su nombre) entre los dominios de A y B, f : A → B.
Estas funciones son las que se usan para tratar las anomal´ıas mencionadas
anteriormente, buscando aquellas funciones que se correspondan con rela-
ciones de forma un´ıvoca. El siguiente ejemplo ilustra co´mo la sema´ntica de
la DFs y las implicaciones en FCA es diferente.
Ejemplo 2.2.4. Sea el contexto formal K = (G,M, I) representado a con-
tinuacio´n:
a b c
g1 1 0 1
g2 1 1 1
g3 0 0 0
g4 0 1 1
Dado ese contexto formal, se puede ver que se verifica la implicacio´n
a → c en K, mientras que por otro lado, al considerar el contexto formal
como una relacio´n del modelo relacional y considerando la sema´ntica de
DF, no se cumple que a → c debido a los diferentes valores de g3 y g4 en
el atributo c.
La forma en que las DFs se asemejan a las implicaciones no viene dada
porque se parezcan en su sema´ntica sino por el hecho de que se pueden
manejar utilizando la misma lo´gica, los axiomas de Armstrong [4], que se
presentara´n ma´s adelante en la Seccio´n 2.3.1.
La diferencia principal en la interpretacio´n de las DFs y las implica-
ciones proviene de la estructura de los datasets considerados, que en el caso
de FCA son binarios mientras que en el modelo relacional son multivalua-
dos. La nocio´n de implicaciones en FCA puede ampliarse para poder tratar
con contextos formales donde la relacio´n I toma valores en un conjunto en
lugar de ser binaria. Este tipo de contextos formales se denominan mul-
tivaluados y su aproximacio´n se realiza a trave´s del llamado ana´lisis de
conceptos formales difusos [8, 18], lo que queda fuera del a´mbito de esta
tesis doctoral.
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2.3. Lo´gica de Implicaciones
En esta seccio´n se van a introducir las lo´gicas de implicaciones que permi-
tira´n disponer de sistemas axioma´ticos correctos y completos para trabajar
con ellas. Para ello, el punto de partida van a ser los axiomas de Arm-
strong [4] como pionero en el campo. Sin embargo, el sistema de Armstrong
no es adecuado para el razonamiento automa´tico debido a su fuerte depen-
dencia a la transitividad. En consecuencia, tras los Axiomas de Armstrong
se presenta la lo´gica SLFD, la cual s´ı va a permitir desarrollar me´todos de
razonamiento automa´tico.
Ambas lo´gicas pueden aplicarse con e´xito para trabajar con implica-
ciones y con DFs. El lenguaje sobre el que van a trabajar ambas lo´gicas es
el mismo (ver Definicio´n 2.1.8). Del mismo modo, la sema´ntica puede verse
en sendas definiciones, 2.1.9, 2.2.3, para implicaciones y DFs respectiva-
mente. A continuacio´n, se analizara´n los sistemas axioma´ticos y me´todos
de razonamiento. Para los siguientes apartados, y por facilitar la redaccio´n
y lectura, se utiliza el te´rmino implicaciones, siendo igualmente va´lido para
DFs.
2.3.1. Axiomas de Armstrong
Los denominados axiomas de Armstrong son el primer sistema axioma´tico
descrito para tratar sistemas de implicaciones utilizando la lo´gica [4]. Este
sistema ha tenido una clara influencia en el disen˜o de varias lo´gicas so-
bre implicaciones, todas ellas construidas alrededor del paradigma de la
transitividad [6, 58,93].
Este sistema axioma´tico esta´ formado por un esquema de axioma, de-
nominado Reflexivo:
[Ref]
AB → A
y dos reglas de inferencia, Aumentativa y Transitiva que se definen
como:
[Aug]
A→ B
AC → BC [Tran]
A→ B, B → C
A→ C
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Para el sistema axioma´tico anterior, la nocio´n de deduccio´n (`) se define
como:
Definicio´n 2.3.1. Se dice que una implicacio´n A→ B se deriva sinta´cti-
camente (o se deduce) de un sistema de implicaciones Σ, y se denota por
Σ ` A → B, si existe una secuencia de implicaciones σ1, . . . , σn ∈ LM tal
que σn = A→ B y, para todo 1 ≤ i ≤ n, la implicacio´n σi satisface una de
las siguientes condiciones:
• σi es un axioma, es decir, verifica el esquema [Ref].
• σi ∈ Σ.
• σi se obtiene a partir de implicaciones pertenecientes a {σj | 1 ≤ j <
i} aplicando las reglas de inferencia del sistema axioma´tico.
La secuencia σ1, . . . , σn constituye una demostracio´n para Σ ` A→ B
Los axiomas de Armstrong son un sistema axioma´tico correcto y com-
pleto tanto si se esta´ trabajando con implicaciones en FCA [4] como con
DFs en bases de datos relacionales [46].
Debido al rol central que desempen˜a la transitividad en ese sistema
axioma´tico, el desarrollo de me´todos ejecutables para resolver problemas
de implicaciones se ha mostrado infructuoso y se ha tenido que recurrir a
me´todos indirectos como se vera´ en la Seccio´n 2.4. No obstante, como se
ha mencionado, es un buen punto de partida para el desarrollo de nuevas
lo´gicas para el tratamiento de las implicaciones, en concreto, para la lo´gica
SLFD, que se introduce a continuacio´n.
2.3.2. Lo´gica de Simplificacio´n
La lo´gica SLFD no toma el paradigma de la transitividad como centro sino
que se gu´ıa por la idea de simplificar el conjunto de implicaciones mediante
la eliminacio´n de atributos redundantes de manera eficiente [26]. Por con-
siguiente, la introduccio´n de la lo´gica SLFD abrio´ la puerta al desarrollo
de me´todos de razonamiento automatizados directamente basados en su
novedoso sistema axioma´tico [27, 29]. La posibilidad de desarrollar estas
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aplicaciones ha sido la motivacio´n principal para el desarrollo de esta tesis,
buscando sobre todo, mejorar la eficacia y la eficiencia.
Seguidamente, se va a comenzar definiendo su sistema axioma´tico que,
como ya se ha comentado, es va´lido para ambas sema´nticas (FCA, DFs) y
adema´s es comu´n debido a que utilizan el mismo lenguaje.
Sistema Axioma´tico
SLFD se define como el par (LM , SFD) donde SFD tiene el siguiente esque-
ma de axioma:
[Ref]
AB → A
junto con las siguientes reglas de inferencia, denominadas fragmentacio´n,
composicio´n y simplificacio´n respectivamente.
[Frag]
A→ BC
A→ B [Comp]
A→ B, C → D
AC → BD
[Simp] Si A ⊆ C,A ∩B = ∅, A→ B, C → D
A(C rB)→ D
SLFD, al igual que los axiomas de Armstrong, constituye una lo´gica
correcta y completa tanto para implicaciones como DFs, tal y como los
autores presentaron en [26] y como demuestra el siguiente teorema.
Teorema 2.3.2. Sea M un conjunto finito no vac´ıo de atributos, Σ ⊆ LM
y A→ B ∈ LM . Entonces, Σ |= A→ B si y so´lo si Σ ` A→ B.
Se destaca que el lenguaje SLFD considera como fo´rmulas va´lidas aque-
llas en donde cualquiera de sus dos partes puede ser el conjunto vac´ıo, es
decir, de los tipos A → ∅ y ∅ → A, tal y como los autores discutieron
en [26].
La principal ventaja de la lo´gica SLFD radica en que las reglas de in-
ferencia pueden considerarse reglas de equivalencia. Como consecuencia,
se ha podido utilizar como nu´cleo principal para el desarrollo de me´to-
dos automa´ticos para diversas aplicaciones (e.g. obtener claves minimales,
46 CAPI´TULO 2. PRELIMINARES
ca´lculos del cierre) como se vera´ ma´s adelante. Un estudio ma´s detallado al
respecto, incluyendo teoremas y sus demostraciones, puede verse en [87].
Para finalizar, estos sistemas axioma´ticos se pueden utilizar para el
desarrollo de me´todos de razonamiento automa´tico con los que resolver
el denominado problema de la implicacio´n tal y como se muestra en el
siguiente apartado.
2.4. Razonamiento Automa´tico
Una vez introducido el lenguaje de la lo´gica, la sema´ntica (en las dos acep-
ciones que se han utilizado en esta tesis) y el sistema axioma´tico, se llega
ahora a la u´ltima seccio´n de estos preliminares. En ella se va a abordar la
demostracio´n automa´tica a trave´s del problema de la implicacio´n y hacien-
do uso del cierre de atributos sobre el sistema axioma´tico.
Ba´sicamente, el problema de la implicacio´n es el siguiente: dado un
conjunto de implicaciones Σ, determinar mediante la lo´gica si a partir de
ese conjunto se puede inferir la validez de una nueva implicacio´n dada
Σ ` A→ B [7, 76,85].
A continuacio´n se introduce el cierre de atributos, que se utiliza como
base para construir el demostrador automa´tico.
Definicio´n 2.4.1. Dado un conjunto X ⊆M , llamamos cierre de X sobre
Σ (notado X+Σ ) como el mayor subconjunto de M tal que Σ ` X → X+Σ .
La definicio´n anterior de cierre sinta´ctico de atributos da lugar a un
operador de cierre, siempre y cuando el conjunto Σ sea un sistema de im-
plicaciones completo (las implicaciones deducibles del contexto formal son
todas inferibles desde Σ). No se entra en detalle sobre estos aspectos for-
males en estos preliminares puesto que, en todo el trabajo, se parte de la
nocio´n de cierre sinta´ctico como base.
En [87] los autores presentan un novedoso me´todo para calcular el cierre
de atributos sobre un conjunto de implicaciones, basado en la lo´gica SLFD.
Se pasa ahora a presentar los me´todos de razonamiento utilizados en
esta tesis doctoral: el cierre cla´sico de Maier [75] como trabajo seminal
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de este a´rea, y a continuacio´n, el cierre SLFD, este u´ltimo como nu´cleo
principal del funcionamiento de los me´todos disen˜ados y utilizados en las
publicaciones que avalan este trabajo de tesis [13–15].
Para abordar el problema de la implicacio´n, se utiliza el cierre sinta´cti-
co a modo de demostrador automa´tico, pues dado un conjunto de implica-
ciones Σ, debido a la definicio´n de cerrado anterior, se tiene que Σ ` A→ B
si y so´lo si B ⊆ A+Σ . Este resultado hace que la definicio´n de un me´todo
para calcular el cierre sinta´ctico abra la puerta al tratamiento automa´tico
del problema de la implicacio´n. Ello sera´ el centro del siguiente apartado.
2.4.1. Algoritmos para el Ca´lculo del Cierre
El problema de la implicacio´n se ha abordado tradicionalmente utilizando
un me´todo ba´sico que recibe como entrada un conjunto de atributos X ⊆M
y un conjunto de implicaciones Σ ⊆ LM y utiliza de forma exhaustiva la
relacio´n de subconjunto recorriendo iterativamente Σ y agregando nuevos
elementos al cierre. Este me´todo, fue propuesto en la de´cada de 1970 por
Maier [75] y puede considerarse la base principal donde se han sustentado
tantos otros. Su funcionamiento puede verse en detalle en el Algoritmo 2.1.
Algoritmo 2.1: Cierre cla´sico
Entrada: Σ, A
Salida: A+Σ
1 inicio
2 A+Σ := A
3 repetir
4 A′ := A+Σ
5 para cada X → Y ∈ Σ hacer
6 si (X ⊆ A+Σ) y (Y 6⊆ A+Σ) entonces
7 A+Σ := A
+
Σ ∪ {Y }
8 hasta A+Σ = A
′
9 devolver A+Σ
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En [93], los autores muestran que la complejidad del problema del cierre
es O(|A| |Σ|). En [87] se presento´ el me´todo del cierre basado en la lo´gica
SLFD. En dicho trabajo adema´s se muestra que dicho me´todo presenta un
mejor rendimiento que los me´todos anteriores. Como novedad, la salida del
nuevo me´todo de cierre no es so´lo el conjunto cerrado sino que tambie´n
produce un conjunto de implicaciones que puede ser interpretado como el
conocimiento que resta en el sistema y que complementa a los atributos
que esta´n en el cerrado.
El me´todo de razonamiento automa´tico en SLFD se basa en el Teorema
de la deduccio´n y un conjunto de equivalencias. Introduciremos ambas cosas
antes de presentar el me´todo.
Siguiendo la forma habitual, dos sistemas de implicaciones Σ1,Σ2 ⊆ LM
se dicen equivalentes si para toda implicacio´n A → B de Σ1, se tiene que
Σ2 ` A→ B y viceversa.
Teorema 2.4.2 (Teorema de la deduccio´n). Sea A→ B ∈ LM y Σ ⊆ LM .
Entonces,
Σ ` A→ B si y so´lo si {∅→ A} ∪ Σ ` {∅→ B}
La siguiente proposicio´n proporciona tres equivalencias, denominadas
tambie´n: Fragmentacio´n, Composicio´n y Simplificacio´n.
Proposicio´n 2.4.3. Sean A,B,C,D ⊆M . Se verifican las siguientes equi-
valencias:
(i) {A→ B} ≡ {A→ B rA}
(ii) {A→ B,A→ C} ≡ {A→ B ∪ C}
(iii) {A→ B,C → D} ≡ {A→ B,C rB → DrB} siendo A∩B = ∅ y A ⊆ C
Mediante el Teorema de la deduccio´n y las equivalencias anteriores,
se puede pasar de las reglas de inferencia del sistema axioma´tico cla´sico
de Armstrong a un sistema que puede ser automatizable. En este punto
aparece el cierre SLFD, que los autores denominaron Cls [87], y que actu´a
segu´n el siguiente procedimiento.
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Los pasos del algoritmo desglosados en lenguaje natural y de forma ma´s
detallada son:
(i) En primer lugar, se incluye la fo´rmula ∅ → A en Σ y se usa como
semilla por el me´todo de razonamiento mediante las equivalencias
mencionadas en la proposicio´n anterior.
(ii) A continuacio´n, el algoritmo entra en un proceso iterativo en el cual
se ira´n aplicando las siguientes equivalencias hasta alcanzar un punto
en el que no sea posible aplicar ninguna.
• Eq. I: Si B ⊆ A entonces {∅ → A,B → C} ≡ {∅ → A ∪ C}.
• Eq. II: Si C ⊆ A entonces {∅ → A,B → C} ≡ {∅ → A}.
• Eq. III: En otro caso {∅ → A,B → C} ≡ {∅ → A,B r A →
C rA}.
(iii) En el momento en el que no sea posible aplicar ninguna de las equi-
valencias anteriores, el algoritmo termina.
Formalmente, el algoritmo Cls puede verse detalladamente en el pseu-
doco´digo 2.2.
Aunque es cierto que existen en la literatura numerosas propuestas de
algoritmos para calcular el cierre (la mayor´ıa de ellas como modificaciones
del cierre cla´sico de Maier [75]), la principal novedad y ventaja que aporta
Cls es que, aparte del ca´lculo del cierre, y de manera simulta´nea, tambie´n
se calcula el conjunto reducido de implicaciones, guardando de esta forma el
conocimiento complementario que describe la informacio´n que no pertenece
al cierre. Este hecho conduce sin lugar a dudas a una posicio´n privilegiada,
ya que evita el elevado coste de miner´ıa de datos para extraer el nuevo
conjunto de implicaciones para el dataset reducido despue´s de cada apli-
cacio´n del me´todo, algo imprescindible con las implementaciones cla´sicas.
Esta caracter´ıstica del algoritmo es la que se ha explotado ampliamente en
los resultados obtenidos a lo largo de esta tesis doctoral.
Para finalizar este apartado, se muestra el siguiente ejemplo ba´sico de
aplicacio´n del algoritmo Cls propuesto.
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Algoritmo 2.2: Cierre Cls
Entrada: Σ, A
Salida: A+Σ , Σ
′
1 inicio
2 A+Σ := A
3 Σ′ := Σ
4 repetir
5 A′ := A+Σ
6 para cada B → C ∈ Σ hacer
7 si B ⊆ A+Σ entonces
8 (Eq. I)
9 A+Σ := A
+
Σ ∪ {B}
10 Σ′ := Σ′ rB → C
11 si no si C ⊆ A+Σ entonces
12 (Eq. II)
13 Σ′ := Σ′ rB → C
14 si no si (B ∩A+Σ 6= ∅) o (C ∩A+Σ 6= ∅) entonces
15 (Eq. III)
16 Σ′ := Σ′ ∪ {B rA+Σ → C rA+Σ}
17 hasta A+Σ = A
′
18 devolver A+Σ , Σ
′
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Ejemplo 2.4.4. Sean Σ = {ak → bc, cd → gh, cij → kl, de → f, g →
de, hf → ia, f → c} y A = {adf}.
La siguiente tabla muestra la traza de ejecucio´n paso a paso del algorit-
mo.
Iteracio´n 0
Σ′ ak → bc cd→ gh cij → kl de→ f g → de hf → ia f → c
A+Σ adf
Iteracio´n 1
Σ′ k → bc c→ gh cij → kl × g → e h→ i ×
Eq III III − II III III I
A+Σ acdf
Iteracio´n 2
Σ′ k → b × ij → kl × ×
Eq III I III I I
A+Σ acdfgh acdefgh acdefghi
Iteracio´n 3
Σ′ k → b j → kl
Eq − −
A+Σ acdefghi
El resultado del algoritmo Cls es:
• En primer lugar, el cierre A+Σ = {a, c, d, e, f, g, h, i}.
• Y en segundo lugar y muy importante tal y como se ha mencionado,
el nuevo conjunto reducido de implicaciones Σ′ = {k → b, j → kl},
que contiene la informacio´n que no pertenece al cierre.

Cap´ıtulo 3
Claves Minimales

Recuerde, mi amigo, que el conocimiento es ma´s fuerte
que la memoria, y no debemos confiar en lo ma´s de´bil.
Dra´cula
B. Stoker
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Cap´ıtulo 4
Generadores Minimales

Delimitacio´n..., e´sta es una palabra a la que no temo,
pues la labor de algo superior que posee el hombre,
reside en un constante tender a limitar lo infinito, y en
dividirlo y desintegrarlo en porciones perceptibles, es
decir, en diferenciales.
Nosotros
Y. Zamiatin
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a mapreduce like paradigm. In this study we have characterized the type of
search space reductions suitable for parallelization. Also, we have analyzed
different situations to provide an orientation of the resources (number of
cores) needed for both the parallel architecture and the size of the problem
in the splitting stage to take advantage in the map stage.
DOI
10.1007/s11227-018-2453-z

Cap´ıtulo 5
Sistemas de Recomendacio´n
Conversacionales

Unas veces nacen los obsta´culos de la
diversidad de las condiciones.
Suen˜o de una noche de verano
W. Shakespeare
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Cap´ıtulo 6
Conclusiones y Trabajos
Futuros

Si una conclusio´n no esta´ poe´ticamente equilibrada,
no puede ser cient´ıficamente cierta.
Los robots del amanecer
I. Asimov
F
undamentalmente, la naturaleza dual de esta esta tesis ha
conllevado dos grandes grupos de tareas. Por un lado, se ha
realizado un profundo estudio de los me´todos basados en la
lo´gica para el tratamiento eficiente de la informacio´n utilizan-
do los conjuntos de implicaciones que se verifican en un de-
terminado dataset. Y por otro lado, se han realizado una serie de tareas
para contrastar la validez de estos me´todos teo´ricos en la pra´ctica.
Se ha investigado sobre tres problemas diferentes: claves minimales,
generadores minimales y sistemas de recomendacio´n. Para cada una de
ellas se han realizado multitud de experimentos que demuestran la utilidad
y la validez del trabajo realizado. Asimismo, se hace un especial hincapie´ en
la parte aplicada del estudio con la intencio´n de facilitar la transferencia de
conocimiento a entornos diferentes del a´mbito acade´mico, como el mercado
empresarial.
A lo largo de la tesis se puede apreciar el hecho de que contar con
una so´lida teor´ıa basada en la Lo´gica y las Matema´ticas concede la base
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para la creacio´n de me´todos automatizados con los que poder afrontar el
desarrollo de aplicaciones de ingenier´ıa. De esta forma, se ha comprobado
que existe una gran cantidad de informacio´n impl´ıcita en los datos que
se suelen utilizar en dichas aplicaciones. El descubrimiento de toda esta
informacio´n y su gestio´n inteligente es sin duda una clara oportunidad de
investigacio´n con una fuerte actividad y repercusio´n en la actualidad. Esta
ha sido la intencio´n principal a la hora de trabajar con FCA y los conjuntos
de implicaciones. Pasar de la teor´ıa a la pra´ctica y viceversa ha sido uno
de los principales desaf´ıos de esta tesis al hacer que estos conceptos se
conviertan en una herramienta fruct´ıfera para la representacio´n, gestio´n y
ana´lisis del conocimiento en situaciones reales.
Se alcanza ahora el u´ltimo cap´ıtulo de la tesis, en el cual se recopilan
las conclusiones ma´s importantes alcanzadas como resultado del trabajo
de investigacio´n realizado. Seguidamente, cerrara´n el cap´ıtulo una serie de
tareas con las que continuar a partir de este punto y que se presentan como
trabajos futuros.
6.1. Conclusiones
En primer lugar, y dada la relacio´n manifiesta en te´rminos de algoritmos y
computacio´n paralela, se muestran las conclusiones referentes a claves y ge-
neradores minimales. Ma´s adelante y para terminar la seccio´n, se muestran
aquellas conclusiones obtenidas en torno a SRs conversacionales.
Como se ha mencionado con anterioridad, conocer las claves es una
tarea crucial para muchas a´reas de gestio´n de la informacio´n. Se recuerda
que una clave es un conjunto de atributos de un esquema relacional que nos
permite distinguir inequ´ıvocamente cada objeto del dataset. El problema
surge debido a la complejidad exponencial del algoritmo de bu´squeda de
claves a partir de un conjunto de DFs que se cumplen en un esquema del
modelo relacional [74].
Para abordar este problema, a partir de los me´todos que los autores
presentaron en [25], se han disen˜ado una serie de nuevos me´todos que per-
miten computar el conjunto de claves a partir del conjunto de implicaciones
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haciendo uso de me´todos de razonamiento automa´tico basados en la lo´gi-
ca SLFD. Se han disen˜ado e implementado, pasando desde la teor´ıa a la
pra´ctica, los diferentes me´todos basados en el paradigma de tableaux, y se
ha verificado como, hasta donde se ha podido comprobar, los resultados
obtenidos mejoran los de las aproximaciones anteriores [25] reduciendo tres
aspectos fundamentales: el tiempo de co´mputo, los ca´lculos redundantes y el
taman˜o del problema [13]. Adema´s, en este trabajo se ha realizado el disen˜o
y la implementacio´n paralela del algoritmo original, poniendo de manifiesto
como la introduccio´n del paralelismo y los recursos de supercomputacio´n
permiten que las limitaciones que se encontraban en el trabajo original [25]
hayan podido solventarse, abriendo la puerta a poder trabajar con canti-
dades mayores de informacio´n.
Por otro lado, enumerar todos los conjuntos cerrados y sus generadores
minimales es tambie´n un problema muy complejo pero esencial en varias
a´reas de conocimiento, constituyendo una oportunidad para mostrar los
beneficios de FCA cuando se trabaja en aplicaciones reales. Junto con los
conjuntos cerrados, los generadores minimales, son esenciales para obtener
una representacio´n completa del conocimiento en FCA [96].
El punto de partida para trabajar sobre generadores minimales en esta
tesis ha sido el me´todo presentado en [28], donde se utilizo´ la lo´gica SLFD
como herramienta para encontrar todos los generadores minimales a par-
tir de un conjunto de implicaciones. La propuesta que se ha realizado en
esta tesis ha consistido en el disen˜o y la implementacio´n de me´todos que
nos permitan identificar los generadores minimales como representaciones
cano´nicas de cada conjunto cerrado para un conjunto de implicaciones.
Desafortunadamente, la dificultad que aparece al utilizar estos me´to-
dos es que la obtencio´n de todos los conjuntos cerrados y sus respectivos
generadores minimales es un problema con complejidad exponencial.
Con la intencio´n de afrontar esta tarea, se han disen˜ado dos me´todos
de poda para mejorar el rendimiento de la enumeracio´n de los generado-
res minimales. Para ello, se ha hecho un uso intensivo de la lo´gica SLFD
sobre conjuntos de implicaciones. Finalmente, se han disen˜ado, analiza-
do y probado algoritmos diferentes (MinGen, MinGenPr, GenMinGen),
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mostrando claramente las mejoras aportadas por cada uno. As´ı, se han
alcanzado reducciones de ma´s del 50 % en el nu´mero de nodos del a´rbol
de bu´squeda que construye el me´todo original, MinGen, frente al resto,
MinGenPr y GenMinGen, como se ha detallado en [14].
Asimismo, la utilizacio´n de estrategias paralelas se alza como la mejor
alternativa en la resolucio´n tanto de los problemas de claves minimales
como de generadores minimales. Este hecho se debe a que cada uno de los
subproblemas que se generan en la resolucio´n de estos problemas (cada nodo
del a´rbol del tableaux) es una instancia equivalente del problema original
pero reducida, y por tanto, pueden tratarse de manera paralela asignando
cada uno de ellos a un procesador diferente.
No obstante, el primer punto que es necesario aclarar es que se ha
aplicado un paralelismo de tipo hardware. Es decir, ha consistido en la
utilizacio´n de un conjunto de procesadores que se encargan de ir resolviendo
cada uno de los subproblemas de forma simulta´nea. Por lo tanto, estas
implementaciones no son un caso de desarrollo de co´digo paralelo desde
una visio´n ma´s centrada en la programacio´n, sino que es ma´s acertado
considerarlas como aplicaciones basadas en una estrategia MapReduce [35],
que se ejecutan de forma paralela con la ayuda de recursos hardware.
Al igual que para el problema de las claves minimales, se ha desarro-
llado el co´digo necesario para poder trabajar con grandes cantidades de
informacio´n para identificar los generadores minimales. Para resolver los
problemas de tiempo de ejecucio´n cuando la cantidad de informacio´n de
entrada sea considerable, el desarrollo se ha optimizado para ejecuciones
que sean capaces de aprovechar grandes recursos computacionales, tales
como los proporcionados por el Centro de Supercomputacio´n y Bioinno-
vacio´n de la Universidad de Ma´laga; gracias a ellos ha sido viable realizar
la gran mayor´ıa de las pruebas. Aun contando con dichos recursos, se ha
llegado a la conclusio´n de que, para ambos casos, claves y generadores
minimales, es absolutamente necesario que las implementaciones tengan en
cuenta el correcto uso de los recursos de memoria; incluso para problemas
pequen˜os, la cantidad de memoria que se puede necesitar puede dispararse
sustancialmente.
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Sin embargo, para la mayor´ıa de los casos, existe un serio inconveniente.
A la hora de afrontar la resolucio´n de un problema de claves o generadores
minimales, no es posible, en primera instancia, prever cua´l va a ser la mag-
nitud que va a alcanzar la resolucio´n del problema (en te´rminos de nu´mero
de nodos y tiempo de ejecucio´n) a la vista u´nicamente de la informacio´n de
entrada. Esto obliga a realizar una serie de pruebas previas para configurar
adecuadamente el entorno de ejecucio´n en cuanto a nu´mero de procesadores,
cantidad de memoria y espacio de almacenamiento (ve´ase [10]). Eliminar la
necesidad de dichas pruebas previas constituye sin duda un problema com-
plejo de cara a futuras investigaciones, como se mencionara´ ma´s adelante
en el apartado de trabajos futuros.
Para evaluar las implementaciones realizadas (partiendo del hecho de
que son implementaciones de algoritmos con el mismo orden de compleji-
dad), no es suficiente con la comparacio´n de los tiempos de ejecucio´n de los
me´todos ya que este para´metro va a venir condicionado por la arquitectura
hardware utilizada para llevar a cabo los experimentos. En este sentido,
se han utilizado me´tricas adicionales: el nu´mero de nodos y el nu´mero de
claves o generadores redundantes, que reflejan el taman˜o del problema y la
cantidad de ca´lculo superfluo realizado, respectivamente. Como muestran
los experimentos presentados en [9–11, 13, 14], gracias a estas me´tricas se
ha podido comprobar que, con el trabajo realizado en esta tesis, se ha con-
seguido en diferentes experimentos una reduccio´n del nu´mero de nodos y/o
del nu´mero de ca´lculos superfluos.
En cuanto a los SRs conversacionales, el trabajo realizado se ha en-
focado en el uso de implicaciones y la lo´gica para subsanar determinados
problemas que aparecen en este tipo de SR. En concreto, se ha abordado el
denominado problema de la dimensionalidad que surge cuando se trabaja
con una cantidad muy elevada de atributos, lo que dificulta la interaccio´n
del sistema con el usuario.
En este campo tambie´n son varias las conclusiones alcanzadas. A alto
nivel, la ma´s importante es que, efectivamente, el tratamiento de la in-
formacio´n realizado por medio de implicaciones y la lo´gica SLFD puede
aplicarse con e´xito al campo de los SRs. Este hecho ya era auspiciado por
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la existencia de trabajos en la literatura de SRs que utilizan conceptos de
FCA [70,71,109,139]; el trabajo en esta tesis refuerza esta l´ınea, en concre-
to para los SRs conversacionales, proponiendo nuevos me´todos con los que
abordar problemas comunes de esos sistemas y mejorar las aproximaciones
existentes.
Ma´s espec´ıficamente, se ha aportado una novedosa aplicacio´n del al-
goritmo del cierre 2.2 para afrontar el problema de la sobrecarga de la
informacio´n. As´ı, un punto importante de esta aportacio´n ha sido la de
aprovechar el resultado dual que resulta del algoritmo del cierre 2.2 , pues
adema´s del conjunto cerrado de atributos, el hecho de poder disponer del
conjunto de implicaciones que recoge la sema´ntica del sistema complemen-
tario a dicho conjunto, es aprovechado para volver a calcular de nuevo el
conjunto de implicaciones, lo que tiene un coste exponencial.
La solucio´n propuesta presenta un proceso conversacional de seleccio´n
de elementos por parte del usuario a partir de los atributos de e´stos. Este
trabajo combina adema´s caracter´ısticas de sistemas basados en contenido
con sistemas de recomendacio´n basados en conocimiento mediante una
gestio´n inteligente de las implicaciones teniendo como base el cierre 2.2.
Para concretar las conclusiones obtenidas, debe tenerse en cuenta que,
tal y como se introdujo anteriormente en la Seccio´n 1.3, existen numerosas
opciones a la hora de evaluar el funcionamiento de un SR. Esto es razonable
en tanto en cuanto el nu´mero de te´cnicas diferentes con las que trabajan
los SRs es igualmente alto. Por tanto, es fundamental decidir que´ me´tricas
son oportunas de aplicar dependiendo del tipo de SR que se desee evaluar,
pues evidentemente habra´ casos en los que una me´trica no tenga cabida
para un tipo de SR determinado.
Dada la naturaleza del sistema desarrollado, las me´tricas que se han
utilizado para evaluar el rendimiento esta´n directamente relacionadas con
el proceso de dia´logo, como son el nu´mero de pasos de la conversacio´n o el
filtrado de atributos que se produce. Estas me´tricas devuelven resultados
muy prometedores en ambos casos:
(i) En cuanto al nu´mero de pasos del dia´logo, se puede ver como en gran
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parte de los experimentos realizados, la conversacio´n necesita menos
de 3 o´ 4 pasos para alcanzar recomendaciones adecuadas aun cuando
el nu´mero total de atributos sea considerable (ma´s de 30 atributos).
Estos buenos resultados quedan contrastados en [15], donde se han
realizado pruebas con los conjuntos de implicaciones derivados de
datasets con 100 atributos diferentes y en las que la mayor´ıa de las
conversaciones finalizan en 2 o´ 3 pasos.
(ii) En cuanto al filtrado de atributos, los resultados son igualmente nota-
bles. Las pruebas mostradas en ese mismo art´ıculo, demuestran co´mo
el uso del sistema conversacional ha evitado que el usuario tenga que
interactuar con tan so´lo entre el 5 % y el 20 % de atributos segu´n el
experimento (en el peor y mejor caso, respectivamente) reduciendo de
esta forma la sobrecarga de informacio´n y mejorando la experiencia
de usuario.
Estos resultados superan con creces los encontrados en la literatura con
me´tricas de evaluacio´n comparables, como [118] donde, incluso en pruebas
con datasets con un menor nu´mero de atributos, se puede ver que por un
lado, necesitan un nu´mero de pasos mayor, y por otro, que la reduccio´n del
nu´mero de atributos en la conversacio´n es menor.
Para finalizar, se quiere destacar que las aplicaciones y me´todos de-
sarrollados para los tres campos son capaces de ir ma´s alla´ del a´mbito
acade´mico o de investigacio´n. Las pruebas realizadas demuestran la via-
bilidad y la utilidad que las propuestas pueden aportar en entornos em-
presariales. Como muestras de ello, se pueden considerar como referencias
los experimentos satisfactorios llevados a cabo sobre datos reales, como el
caso de MovieLens y los repositorios de la UCI1 para claves y generadores
minimales, o el caso de la informacio´n real sobre enfermedades y fenotipos
extra´ıda de HPO2 y OMIM3 en el caso de los sistemas de recomendacio´n
conversacional.
1Universidad de California, Irvine (https://archive.ics.uci.edu/ml/index.php)
2Human Phenotype Ontology Consortium (https://hpo.jax.org/app/)
3Online Mendelian Inheritance in Man (https://https://www.omim.org)
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6.2. Trabajos Futuros
Los resultados obtenidos motivan una serie de l´ıneas de trabajo importantes
para futuras investigaciones.
Respecto a las aportaciones referentes al tema de claves y generadores
minimales existen varios aspectos con los que continuar a partir de este
trabajo de investigacio´n. Se ira´n introduciendo uno a uno sin perjuicio de
que el orden de aparicio´n denote una mayor o menos importancia.
En el momento actual no es posible prever cua´l va a ser la magnitud
que va a alcanzar la resolucio´n del problema a la vista de la informacio´n de
entrada, en te´rminos de tiempo de co´mputo y de recursos computacionales.
Esto va a constituir en la mayor´ıa de los casos un serio inconveniente ya
que, para la realizacio´n de aplicaciones o pruebas, esta circunstancia no
permite adelantar los requisitos de tiempo y recursos computacionales que
sera´n necesarios. A pesar de ello, se ha observado que ciertas caracter´ısticas,
como el cardinal de la premisa o la conclusio´n en la implicacio´n, suelen
vaticinar patrones de comportamiento similares. En este sentido, el trabajo
que se esta´ llevando a cabo es investigar la motivacio´n teo´rica de estos
hechos emp´ıricos, con la intencio´n de poder identificar caracter´ısticas que
pronostiquen la complejidad que alcanzara´ una determinada ejecucio´n del
proceso.
Otro camino muy importante para continuar la investigacio´n tanto para
claves como para generadores minimales consiste en ahondar en la opti-
mizacio´n del valor de corte o BOV. Recue´rdese que el BOV es el valor a
partir del cual la ejecucio´n secuencial del co´digo paralelo termina y se for-
man los diferentes subproblemas que sera´n resueltos en paralelo. El hecho
de establecer un valor de corte adecuado es una tarea realmente comple-
ja. En estos momentos se esta´ estudiando la forma de expansio´n que tiene
el tableaux con la intencio´n de optimizar el valor de corte de manera que
equilibre el trabajo realizado por cada procesador.
Otra l´ınea de investigacio´n sobre la que se esta´ trabajando busca pro-
fundizar en el hecho de que aumentar el nu´mero de procesadores para la
resolucio´n de un problema no siempre redunda en una mejora del rendimien-
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to. Hay casos en los que aumentar los recursos utilizados puede ser incluso
contraproducente como se ha demostrado en las publicaciones que avalan
esta tesis [13, 14]. En otras palabras, los tiempos de ejecucio´n de los ex-
perimentos pueden incrementarse al aumentar los recursos hardware. Este
efecto se debe, generalmente, a que el problema original se disemina de ma-
nera excesiva entre los procesadores disponibles provocando que el tiempo
requerido por las comunicaciones para combinar los resultados parciales
y as´ı construir el resultado final contrarresta la ganancia en rendimiento
que ofrece la capacidad de co´mputo adicional. Para abordar este problema,
se esta´ trabajando en descubrir aquellas cotas de recursos a partir de las
cuales el beneficio decrece. Para ello, se esta´n investigando estrategias de
optimizacio´n de recursos hardware en entornos de HPC [3,126].
Otra tarea por la que continuar es realizar un nuevo disen˜o de los al-
goritmos paralelos que permita establecer comunicacio´n entre las diferen-
tes resoluciones paralelas de un mismo problema, de forma que se pueda
mejorar la reduccio´n de los ca´lculos redundantes. Para el caso concreto del
ca´lculo de los generadores minimales, este objetivo es muy importante y la
razo´n es la siguiente. Como se ha mencionado en el Cap´ıtulo 1, el me´todo
que mejores resultados obtiene en cuanto a nu´mero de nodos y tiempos
de ejecucio´n es GenMinGen, sin embargo, hay que recordar que, por el
momento, es un me´todo secuencial debido al requisito de establecer comu-
nicacio´n entre las diferentes soluciones parciales. Segu´n el curso actual de
la investigacio´n, va a ser necesario considerar la aplicacio´n del paralelismo
a nivel de software y analizar co´mo puede combinarse con la estrategia ac-
tual, centrada en el paralelismo hardware. Por tanto, se ha comenzado por
investigar trabajos relacionados en la literatura sobre este tema [34].
En relacio´n a los SRs conversacionales, aparecen varios aspectos intere-
santes a tener en cuenta en el futuro pro´ximo.
En primer lugar, ser´ıa esencial averiguar que´ caracter´ısticas del dataset
(taman˜o, sobreespecializacio´n, dispersio´n, sino´nimos, etc.) son las ma´s in-
fluyentes en el rendimiento del proceso de recomendacio´n. En busca de este
objetivo, en estos momentos se ha comenzado por investigar la literatura
al respecto [19,122].
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Existen ma´s aspectos de los SRs que ser´ıa recomendable investigar para
mejorar el sistema conversacional desarrollado. Tal puede ser el caso de pro-
porcionar explicaciones que justifiquen las recomendaciones que el usuario
recibe. Este es un aspecto muy importante en un SR, ya que ayuda a man-
tener un mayor grado de confianza del usuario en los resultados generados
por el sistema [111]. De hecho, la aceptacio´n de un SR mejora cuando los
usuarios comprenden las fortalezas y limitaciones del SR [92].
En este sentido, es relevante considerar que al tratar con implicaciones,
nuestro SR garantiza que los resultados cumplen plenamente con lo que
pide el usuario. Sin embargo, consideramos interesante la generacio´n de
explicaciones para justificar la reduccio´n de atributos que se lleva a cabo a lo
largo del proceso conversacional, al margen de los solicitados expl´ıcitamente
por el usuario, por la accio´n del algoritmo del cierre.
Por todo ello, en este momento se esta´ investigando a partir de la li-
teratura los tres diferentes estilos de explicaciones habituales en los SRs
actuales, que son:
(i) Los basados en usuario y sus preferencias, donde las explicaciones
se centran en justificar las recomendaciones realizadas argumentando
afinidad entre usuarios y/o preferencias [132].
(ii) Los basados en objetos. En este caso, las explicaciones del SR se
razonan teniendo en cuenta atributos an˜adidas de los objetos, como
por ejemplo, su historial de valoraciones.
(iii) Los basados en caracter´ısticas. Las explicaciones son similares al caso
anterior, pero esta vez teniendo en cuenta las caracter´ısticas intr´ınse-
cas de los objetos [86].
En el futuro pro´ximo, el trabajo se centrara´ en el estudio del tercer tipo
de explicaciones ya que, por el momento, los dos primeros tipos no tienen
cabida en el sistema desarrollado, ya que no se utilizan ni preferencias de
usuario ni valoraciones.
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functional dependencies. The automatic processing of functional dependen-
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in database and information processing. In this work, we use Simplification
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-¿Que´ te parece desto, Sancho? –Dijo Don Quijote–
¿Hay encantos que valgan contra la verdadera valent´ıa?
Bien podra´n los encantadores quitarme la ventura,
pero el esfuerzo y el a´nimo, sera´ imposible.
El Ingenioso Hidalgo Don Quijote de la Mancha
Miguel de Cervantes



