A fault diagnostics system of three-phase induction motors was implemented. The implemented system was based on acoustic signals of three-phase induction motors. A feature extraction step was performed using SMOFS-20-EXPANDED (shortened method of frequencies selection-20-Expanded). A classification step was performed using 3 classifiers: LDA (Linear Discriminant Analysis), NBC (Naive Bayes Classifier), CT (Classification Tree). An analysis was carried out for incipient states of three-phase induction motors measured under laboratory conditions. The author measured and analysed the following states of motors: healthy motor, motor with one faulty rotor bar, motor with two faulty rotor bars, motor with faulty ring of squirrel-cage. Measured and analysed states were caused by natural degradation of parts of the machine. The efficiency of recognition of the analysed states was good. The proposed method of fault diagnostics can find application in protection of three-phase induction motors.
Introduction
D ia g n o s t ic s o f m a c h in e s is a v e r y in te r e s t in g t o p ic o f re s e a rc h ( Attoui, Omeiri, 2 0 1 5 ; Będkowski, Barański, 2 0 1 4 ; Głowacz, 2 0 1 5 ; Hemmati e t a l., 2 0 1 6 ; Hwang e t a l., 2 0 1 5 ; Irfan e t a l., 2 0 1 5 ; J ena, Panigrahi, 2 0 1 5 ; J iang e t a l., 2 0 1 6 ; KluskaNawarecka e t a l., 2 0 1 4 ; Królczyk e t a l , 2 0 1 6 a ; 2 0 1 6 b ; Li e t a l., 2 0 1 6 ; Sapena-Bano e t a l., 2 0 1 5 ; Van Hecke e t a l., 2 0 1 6 ; Yoon, He, 2 0 1 5 ; Zhang e t a l.,
0 1 5 ) . T h e r e f o r e , f a u lt d ia g n o s is te c h n iq u e s s h o u ld b e d e v e lo p e d t o p r e v e n t s u d d e n s to p s in t h e in d u s t r y . B r e a k d o w n s m a y r e s u lt in e c o n o m ic lo sse s, so it
is i m p o r t a n t t o a n a ly s e v a r io u s fa u lt s a n d m a c h in e s .
R e c e n t l y s o m e m e t h o d s b a s e d o n v i b r a t i o n , a c o u s t i c , t h e r m a l , a n d e le c tr ic a l s ig n a ls w e re d e v e lo p e d t o
c h e c k t h e m e c h a n ic a l a n d e le c tr ic a l c o n d it io n o f m a c h in e s ( F iglus e t a l., 2 0 1 4 ; Głowacz, Głowacz, 2 0 0 7 ; Głowacz, Zdrojewski, 2 0 0 9 ; Głowacz e t a l., 2 0 1 2 ; Gonzalez-Cordoba e t a l., 2 0 1 6 ; J ozwik, 2 0 1 6 ; Mika, J ozwik, 2 0 1 6 ; Kang e t a l., 2 0 1 5 ; Król czyk e t a l., 2 0 1 4 ; Lara e t a l., 2 0 1 5 ; Michalak e t a l , 2 0 1 3 ; P erun, Stanik, 2 0 1 5 ; Smalcerz, 2 0 1 3 ; W egiel e t a l , 2 
7 ) . S o m e o f t h e m h a d a h ig h e ffi c ie n c y o f s ig n a l r e c o g n itio n . H o w e v e r , t h e r e s u lts w e re o b t a in e d fo r lim it e d d a t a . T h i s is a m o t i v a t i o n t o d e v e lo p b e t t e r m e t h o d s o f f a u lt d ia g n o s is o f in d u c t io n
m o t o r s . I n t h is p a p e r t h e a u t h o r m e a s u r e d a n d a n a l y s e d r o t o r fa u lt s . T h e a n a ly s e d r o t o r fa u lt s w e re as fo l lo w s : o n e f a u l t y r o t o r b a r , t w o f a u l t y r o t o r b a r s , f a u l t y r in g o f s q u ir r e l-c a g e . T h e a u t h o r im p le m e n t e d a s y s t e m o f r e c o g n itio n o f a c o u s tic s ig n a ls . T h i s s y s te m w a s b a s e d o n a m ic r o p h o n e a n d a c o m p u t e r ( F i g . 1 ) .
Fig. 1. Analysed three phase induction motors and system
of fault diagnostics.
M ethod of recognition of acoustic signal of three phase induction motor
The analysed method of recognition of acoustic sig nals of three phase induction motor consists of 6 steps of data processing (Fig. 2) .
Step 1 is recording of sig nal of three phase induction motor. Various types of condenser microphones and computers can be used for this step (Kulka, 2011) . The distance from the mi crophone to induction motor was essential. The mi crophone was set at a distance of 0.02 to 0.05 m from the machine. Placement of the microphone will have impact on the outcome of the research. If the micro phone is placed 10 meters from the machine, the re sults of recognition may be different. The results are related to the training set (samples of sounds). Test samples and training samples should be measured at the same distance from the machine. The obtained soundtrack should have sampling frequency 44100 Hz, one channel (mono) and uncompressed audio format. Next, the obtained soundtrack is split into small sam ples. After that amplitude normalisation is carried out. The FFT algorithm is conducted at step 4 (Duspara et al., 2014; Stepien, 2014). Calculation of SMOFS-20-EXPANDED is carried out at step 5. The pattern creation process and the identification process are ex ecuted at step 6. 
Splitting recorded soundtrack
Splitting recorded soundtrack into small samples was implemented in the presented system. Perl lan guage was used for this purpose. The implemented pro gram split signal into samples with various length of time (default 5 seconds).
Amplitude normalization and FFT
The amplitude normalisation was used to compare acoustic signals of three phase induction motor. The amplitude normalisation divided each point of signal by the maximum value. The obtained normalised sig nal was in the range [-1,1] . The FFT method used Hamming window with the length of 32768 (1 window = 32768/44100 = 0.743 seconds). For this reason the FFT spectrum had 16384 values. This number (16384) was sufficient to represent the analysed data.
Shortened method of frequencies selection-20-EXPANDED
Research from around the world has been de veloping new complex methods of feature extraction from acoustic signals. Some of them are based on the FFT. One of them is SMOFS-20-EXPANDED (short ened method of frequencies selection-20-Expanded). This method is based on differences between ampli tudes of frequencies of analysed acoustic signals. 
Calculate absolute values of obtained differences:
. Use the following formula to obtain selected fre quencies:
where TSX -threshold of selection after x itera tions (Formula 1), HASn ^ A S m || -difference be tween amplitudes of frequencies for states n and m of the analysed motor, ASn -amplitude of fre quency of state n of the analysed motor, ASmamplitude of frequency of state m of the analysed motor.
5. TSx is calculated for x iterations according to the following formulas:
NAFx is a number of amplitudes of frequencies. The author proposed a block diagram of SMOFS-20-EXPANDED (Fig. 3) . F i v e t r a i n i n g sets w e re a n a ly s e d t o sele ct t h e b e s t fr e q u e n c ie s . E a c h o f t h e m h a d 4 t r a i n i n g s a m p le s .
S e le c tio n o f c o m m o n fre q u e n c ie s o f 4 s ta te s o f t h r e ep h a s e in d u c t io n m o t o r fo r t r a i n i n g set 1 w a s p r e s e n te d
in T a b l e 1 . For recognition of 4 states of a motor, we need 2 frequencies at least (Table 1 -there is no common fre quency). Selection of common frequencies of 4 states of three-phase induction motor depending on the param eter CF and training sets was presented in Table 2 
Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) was used to classify the feature vectors. This method is based on training and test sets. There was a training set of P-dimensional samples x 1, x 2 , x 3, ... , x N . These sam ples belonged to classes w 1, w 2, . . . , w*. Next, a scalar y was obtained by projecting these samples x onto line y = w T x . Next, the method selected one line that max imises the separability of the scalars y . After that LDA calculated the mean vector of each class in x -space and y-space:
LDA maximised the difference between the means, normalised by a measure of the within-class scatter. The scatter was expressed by the following formula (5):
The within-class scatter was expressed by following formula (6): U + u . (6) LDA was defined as a linear function w T x , that max imised the criterion function J (w ) defined as (7):
After performance of the pattern creation process test samples were identified depending on their positions with respect to the calculated hyperplane. More in formation about LDA can be found in the literature (Sharma, Paliwal, 2015).
Naive Bayes classifier
Naive Bayes classifier can often perform better and faster than other classification methods. This classifier was used for high-dimensional feature vectors. It was based on statistical parameters such as posterior and prior probabilities. The posterior probability was ex pressed by the following formula:
where p (x i \y ) is the probability of instance y being in class x i (posterior probability); p (y \x i ) is the proba bility of generating instance y given class x i ; p (x i ) is the probability of occurrence of class x i ; p (y ) is the probability of instance y occurring.
Naive Bayes classifier used training and test sets. The training set was used for training step to estimate a probability distribution. The test set was used for classification step to classify test samples. Test samples were classified depending on the posterior probabil ity (Karandikar et al., 2015; Głowacz, Głowacz, 2015).
Classification tree
Classification tree (CT) predicted the output data based on input data (feature vectors). The classifier used root node and leaf nodes to predict the output data. The last leaf nodes contained the output data. The result of classification tree was "true" or "false". Classification tree performed the following steps:
• Start with all input feature vectors and examine all possible binary splits.
• Select a split with the best optimisation criterion.
• Repeat for the two obtained nodes.
• Stop splitting when a node contains only observa tions of one class.
More information about classification tree (CT) can be found in the literature (Wickramarachchi et al., 2016). 
The analysis was carried out for incipient states of three-phase induction motors measured under labora tory conditions. The author measured and analysed the following states of motors: healthy motor, motor with one faulty rotor bar (Fig. 10) , motor with two faulty rotor bars, motor with faulty ring of squirrelcage (Fig. 11) . Measured and analysed states were caused by natural degradation of parts of the mo tors. where TER is the total efficiency of recognition of acoustic signal, ERH is the efficiency of recognition of acoustic signal of a healthy motor, ERfrb is the efficiency of recognition of acoustic signal of a motor with one faulty rotor bar, ERfrbs is the efficiency of recognition of acoustic signal of a motor with two faulty rotor bars, ERfRsc is the efficiency of recogni tion of acoustic signal of a motor with a faulty ring of squirrel-cage. The analysis of recognition of acoustic signals of three-phase induction motors was carried out. The ob tained results of recognition are shown in Tables 3-5 .
The analysed efficiency of recognition of acoustic signal (ER) was in the range of 53.33-100% for CF = 0.64 (Table 3 ). The total efficiency of recognition of acoustic signal (TER) was equal 76.65% for SMOFS-20-EXPANDED and Linear Discriminant Analysis. Table 3 . Results of recognition of acoustic signal of three phase induction m otor using SM OFS-20-EXPANDED and LDA.
S tate of three-phase induction m otor C F = 0.64
H ealthy three-phase induction m otor 53.33
Three-phase induction m otor w ith one faulty rotor bar 100
Three-phase induction m otor w ith two faulty rotor bars 100
Three-phase induction m otor w ith faulty ring of squirrel-cage 53.33
4 analyzed states of three-phase induc tion m otor 76.65
In the pattern creation process 40 five-second train ing samples were analysed. Patterns were calculated (amplitudes of frequencies 696, 721 Hz). Next, in the identification process 60 test samples were analysed (15 samples for each state of the motor). These 60 test samples were used to evaluate efficiency of recognition of the proposed techniques. The efficiency of recogni tion was expressed by the following formula:
where ER is the efficiency of recognition of acoustic signal, NPRTS is the number of the recognised test samples, NATS is the number of test samples in the test set. Table 4 . Results of recognition of acoustic signal of three phase induction m otor using SM OFS-20-EXPANDED and NBC.
H ealthy three-phase induction m otor 93.33
Three-phase induction m otor w ith faulty ring of squirrel-cage 86.66
4 analyzed states of three-phase induc tion m otor 94.99 ER was in the range of 86.66-100% for CF = 0.64 (Table 4) . TER was equal 94.99% for SMOFS-20-EXPANDED and Naive Bayes classifier.
ER was in the range of 73.33-100% for CF = 0.64 (Table 5) . TER was equal 76.65% for SMOFS-20-EXPANDED and classification tree.
The best results were obtained for CF = 0.64, SMOFS-20-EXPANDED and Naive Bayes classifier (Table 4) .
Conclusions
The article presented a fault diagnostics system of three-phase induction motors. The presented system was based on acoustic signals of three-phase induction motors.
In this article the feature extraction method SMOFS-20-EXPANDED was described. The proposed method was used to diagnose incipient states of threephase induction motors such as: healthy motor, motor with one faulty rotor bar, motor with two faulty ro tor bars, motor with faulty ring of squirrel-cage. The classification step was performed using 3 classifiers: Linear Discriminant Analysis, Naive Bayes Classifier, Classification Tree. The best results were obtained for Naive Bayes classifier (Table 4) . ER was in the range of 86.66-100% and TER was equal 94.99%.
The presented approach using acoustic signals is non-invasive and inexpensive. This approach can be used to diagnose three-phase induction motors with the same sizes and operational parameters. The pre sented approach can also find similar application for fault diagnostics of other types of electric mo tors and large-sized rotating machines (Glowacz, Kozik, 2012; Kupiec, P rzyborowski, 2015; Smol-NICKI et al., 2010). In the future, acoustic, electric, and thermal signals should be used together to improve fault diagnostics of electric motors. ( 
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