Abstract. All positive harmonic functions in an arbitrary domain of a Euclidean space can be described in terms of the so-called exit boundary. This was established in 1941 by R. S. Martin. A probabilistic approach to the Martin theory is due to Doob and Hunt. It was extended later to harmonic functions associated with a wide class of Markov processes. The subject of this paper are harmonic functions associated with a superdiffusion X (we call them Xharmonic). The results of Evans and Perkins imply the existence and uniqueness of an integral representation of positive X-harmonic functions through extreme functions. An outstanding problem is to find all extremal functions (they are in 1-1 correspondence with the points of the exit boundary).
1. Introduction 1.1. Suppose that L is a second order uniformly elliptic operator in a domain E of R
d . An L-diffusion is a continuous strong Markov process ξ = (ξ t , Π x ) in E with the generator L. A function h in a domain E is called ξ-harmonic (or L-harmonic) if, for every domain D E,
Here τ D is the first exit time of ξ from D. This condition is satisfied if and only if Lh = 0 in E.
Let ψ be a function from E × R + to R + where R + = [0, ∞). An (L, ψ)-superdiffusion is a model of an evolution of a random cloud. It is described by a family of random measures (X D , P µ ) where D ⊂ E and µ is a finite measure on E. If µ is concentrated on D, then X D is concentrated on ∂D. We call X D the exit measure from D. Heuristically, it describes the mass distribution on an absorbing barrier placed on ∂D.
We put µ ∈ M c (D) if µ is a finite measure concentrated on a compact subset of D. We say that a function H : M c (E) → R + is X-harmonic and we write Partially supported by National Science Foundation Grant DMS-0204237. 1 We write D E if D is a bounded domain such that the closureD of D is contained in E. establishes a 1-1 correspondence between H ∈ H(X, c) and probability measures µ on H e (X, c). This result is due (in a slightly different setting) to Evans and Perkins [EP91] . [A similar result for ξ-harmonic functions is known for a long time.]
The exit boundary Γ of X can be defined as the set H e (X, c) of all extreme elements of H(X, c). A version of this definition independent of a choice of c will be given in section 6.2.
1.2. The class of superdiffusions under our consideration is specified in section 2. In section 3 we introduce (following [Dyn78] ) a general concept of convex measurable space. We call such a space a simplex if every element has a unique decomposition into extreme elements. Then we consider a Markov chain X n with discrete time parameter and with a transition function p(r, x; t, B). The corresponding exit laws form a convex measurable space, and we state a condition (see 3.3.A) under which the set of normalized exit laws is a simplex. An investigation of X-harmonic functions can be reduced to a study of exit laws of a discrete Markov chain X D1 , . . . , X Dn , . . . where D n is a sequence of domains exhausting E.
2
The next task is to prove that the condition 3.3.A holds for the chain X Dn . First, we prepare necessary tools: a diagram description of the moments of exit measures in section 4 and the Poisson representation of infinitely divisible random measures in section 5. By using these tools we prove in section 6 the following absolute continuity theorem (which is also of independent interest): the class of sets C such that P µ {X D ∈ C} = 0 is the same for all µ ∈ M c (D).
3 The condition 3.3.A for X Dn follows immediately from this theorem.
In section 7 we investigate classes of X-harmonic functions related to positive solutions of the equation Lu = ψ(u) in E. Here we rely on the work of Salisbury and Verzani [SaV99] , [SaV00] . (Since they used Le Gall's Brownian snake, they were restricted to the case ψ(u) = u 2 /2.) The simplest example of an X-harmonic function is the total mass H(µ) = 1, µ and this is the only function proved to be extreme (in the case ψ(u) = u 2 /2). The proof, due to Evans [Eva93] , is based on investigating the tail σ-algebra for the H-transform. We present his proof (with some simplifications) in section 8. Let ψ be a function from E × R + to R + . Suppose that to every open set D ⊂ E end every µ ∈ M(E) there corresponds a random measure (X D , P µ ) on R d such that, for every f ∈ B + ,
where u = V D (f ) satisfies the equation
We call the family X = (X D , P µ ) an (L, ψ)-superdiffusion and we call V D the transition operators of X.
The existence of a (L, ψ)-superdiffusion is proved for
under broad conditions on a positive Borel function b(x) and a kernel N from E to R + . It is sufficient to assume that: We also use the following condition which does not follow from 2.1.A if n > 1:
We say that N satisfies the condition 2.1.B ∞ if 2.1.B n holds for all n. Under the conditions 2.1.A-2.1.B n , the derivatives ψ r (x, u) =
are positive and continuous in u. For every 1 < r ≤ n, ψ r is bounded and ψ 1 is bounded on each set E × [0, c].
2.2. Denote by M the σ-algebra in M(E) generated by the functions F (µ) = f, µ with f ∈ B + and let F stand for the σ-algebra in Ω generated by X D . It follows from (2.2) that H(µ) = P µ Y is M-measurable for every F-measurable Y ≥ 0. We use the following Markov property of X: 5 Suppose that Y ≥ 0 is measurable with respect to the σ-algebra F ⊂D generated by X D , D ⊂ D and Z ≥ 0 is measurable with respect to the σ-algebra F ⊃D generated by
To every positive L-harmonic function h there corresponds an X-harmonic function 
3. Exit boundary 3.1. Convex measurable spaces. Let (Z, B Z ) be a measurable space. We say that a convex structure is introduced into Z if a point z µ (called the barycentre of µ) is associated with every probability measure µ on B Z . A space (Z, B Z ) with such a convex structure is called a convex measurable space.
We say that z is an extreme point of Z and we write z ∈ Z e if z is not the barycentre of a measure µ unless µ is concentrated at z. A convex measurable space Z is called a simplex if Z e is measurable and each z ∈ Z is a barycentre of one and only one probability measure concentrated on Z e . Let (Z, B Z ) and (Z , B Z ) be convex measurable spaces and let j be a map from Z to Z . We say that j preserves the convex structure if j is measurable and if it transforms the barycentre of measure µ into the barycentre of the measure
We say that j is an isomorphism if it is invertible and j and j −1 preserve convex structure.
Suppose that Z is a collection of functions from a set S to [0, ∞]. Denote by B Z the minimal σ-algebra in Z which contains sets {z : z(s) < a} for all s ∈ S, a ∈ (0, ∞). We define the barycentre of µ by the formula
If z µ ∈ Z for every probability measure µ, then Z is a convex measurable space. 3.2. Markov chains. Suppose (E n , B n ), n = 0, 1, 2, . . . is a sequence of measurable spaces. A Markov transition function is a family of kernels p(r, x; n, B), 0 ≤ r < n from (E r , B r ) to (E n , B n ) such that p(r, x; n, E n ) = 1 for all r < n, x ∈ E r and E k p(r, x; k, dy)p(k, y; n, B) = p(r, x : n, B) for all r < k < n and all x ∈ E r , B ∈ B n .
A sequence ω = {x r , x r+1 , . . . } where x n ∈ E n is called a path with the birth time r. We put α(ω) = r, X n (ω) = x n for n ≥ r. For n ≤ r we put X n (ω) = where is a "pre-birth state" (not in any E n ). Consider the space Ω of all paths and denote by F ≤r [F ≥r ] the σ-algebra in Ω generated by {X n (ω) ∈ B n } with B n ∈ B n and n ≤ r [n ≥ r]. To every x ∈ E r there corresponds a probability measure P r,x on F ≥r such that
, . . . , B n ∈ B n . This implies:
for r ≤ n, Z ∈ F ≥n . The family (X n , P r,x ) is called a Markov chain with the transition function p.
Exit laws. A sequence of positive measurable functions
We denote E(p) the set of all p-exit laws and we put F ∈ E(p, c) if F ∈ E(p) and It is proved in [Dyn78] , Section 10.2 that, under the condition 3.3.A, the set E(p, c) is a simplex.
3.5. Tail σ-algebra. The intersection F T of F ≥r over all r is called the tail σ-algebra. If Z ∈ F T , then (3.1) holds for measures P 3.6. Markov chains associated with diffusions and superdiffusions. To construct such chains we fix a sequence D n exhausting E and we put
Note that ξ n is a Markov chain with the transition function
We call it the chain associated with the diffusion (ξ t , Π x ).
The Markov property (2.8) of a superdiffusion implies that X n is a Markov chain with the transition function
We call it the chain associated with the superdiffusion (X D , P µ ).
The tail σ-algebra for the chain X n coincides with the intersection of F ⊃D over all D E and therefore it does not depend on the choice of D n . (The tail σ-algebra for ξ n for ξ n also does not depend on this choice.)
Consider a Markov chain (X n , P r,µ ) associated with a superdiffusion (X D , P µ ). If H is X-harmonic and if F n is the restriction of H to M n , then F is a P-exit law. If H ∈ H(X, c) and if c ∈ D 1 , then F ∈ E(P, δ c ). This way we define a mapping j : H(X, c) → E(P, δ c ). On the other hand, if m < n, then, by the Markov property (3.1),
Every D E is contained in D n for sufficiently large n, and, by the Markov property,
Hence, H ∈ H(X, c) and we have a map i :
Clearly, i is the inverse for j and both mappings preserve the convex structure. It follows from the absolute continuity theorem (to be proved in section 6) that P satisfies the condition 3.3.A and therefore the class E(P, δ c ) is a simplex. Since H(p, c) is isomorphic to E(P, δ c ), we get: By the definition of a simplex, every H ∈ H(X, c) is the barycentre of one and only one probability measure m on the set Γ c = H e (X, c) of all extreme elements of H(X, c). This can be expressed by the formula
where K γ is an extreme element of H(X, c) corresponding to γ ∈ Γ.
We call the set Γ of all extreme points of H(X, c) the exit boundary of X. (A definition independent of c will be given in section 6.2.)
Moment formula
The results of this section will be used, both, for proving the absolute continuity theorem and for studying X-harmonic functions related to solutions of semilinear equations. First, we prove a recursive formula for the moments. This is a modification of a formula established by Salisbury and Verzani [SaV99] for the case ψ(u) = u 2 /2 (in terms of a Brownian snake). We deduce from the recursive formula a diagram description of the moments. This is a generalization of the diagram method developed in [Dyn88] and [Dyn91b] 4.1. Recursive moment formula. Denote by |C| the cardinality of a finite set C and denote by P r (C) the set of all partitions of C into r disjoint nonempty subsets C 1 , . . . , C r . Let P(C) stand for the union of P 1 (C), . . . , P |C| (C).
Let u be a positive locally bounded function on E and let D E. We consider an L-diffusion ξũ in E with the killing rateũ = ψ (V D (u)). Green's and Poisson's operators in D of the process ξũ are given by the formulae
where z C are defined recursively by the formula
Formula (2.1) can be considered as a particular case of (4.3). Other special cases
were widely used by many authors. The expression (4.3) with u = 0 was obtained, first, in [Dyn88] .
3), andũ is bounded by 2.1.A-2.1.B n and (2.7).
Let C = {1, . . . , n}. It is sufficient to prove the theorem for
Note thatũ are uniformly bounded and converge toũ. By passing to the limit as → ∞ and by using the monotone convergence and the dominated convergence theorems, we establish that these relations hold for u and v i . [We use that Π x {τ D < ∞} = 1 for a bounded domain D and that, by 2.
Denote by A n the set of functions
Consider functions
is bounded and therefore
It follows from (4.9) that ϕ ∈ A n for every n. By (2.2),
Since z λ is bounded onD, inf ϕ λ onD is strictly positive. Therefore z = − log ϕ belongs to class A n . 3
where Q i are polynomials in λ with coefficients that are bounded Borel functions in x and ε(λ, x) is a bounded function tending to 0 as λ → 0. We write
where B runs over all nonempty subsets of C. 4
• . Since ϕ and z belong to A n ,
with bounded ϕ B and z B . Moreover, (−1)
For every constant c, e cλB ∼ 1 + cλ B . Therefore (4.11) and (4.14) imply
The coefficient at λ C in this product is equal to
On the other hand, by (4.13), this coefficient is equal to (−1)
, formula (4.3) follows from (4.15). 5
• . By Taylor's formula and by (2.4) and (2.7),
where
withẑ on the line segment connecting z 0 and z λ . By (4.14),
(4.17)
By (4.16) and (4.17),
By (2.3) and (4.12),
By using (4.16) and (4.18) and by comparing the coefficients at λ B , we get
It follows from Theorem 13.16 in [Dyn65] 7 that
Therefore the equations (4.19) and (4.20) imply (4.4) 4.2. Diagrams. We deduce from Theorem 4.1 a description of moments in terms of a certain class of labeled directed graphs.
We consider a directed graph F with the set of arrows A and the set of sites S. We write a : s → s if the arrow a begins at s and ends at s . For every s ∈ S, we denote by a + (s) the number of arrows ending at s and by a − (s) the number of arrows beginning at s. We assume that S = S − ∪ S 0 ∪ S + where
We call elements of S − entrances and elements of S + exits.
We say that a dominates a (and a is dominated by a ) if there exist arrows a 0 , a 1 , . . . , a k such that a = a 0 , a = a k and the end of a i−1 coincides with the beginning of a i for i = 1, . . . , k. We say that a is an entrance arrow if it does not dominate any other arrow and that a is an exit arrow if it is not dominated by any other arrow.
Suppose that a linear operator L(a) in B + (E) is associated with every arrow a of graph F , that the exit set S + is ordered and that a function q r ∈ B + (E) is given for r = 1, 2, . . . 
Clearly, it determines the function , in particular, it determines the restriction of to the entrance set S − which we call the output of Λ. We write w = L Λ (v) if v is the input and w is the output of Λ.
The connected components F 1 , . . . , F r of F are rooted trees (the root of F i is its single entrance arrow.) Consider the corresponding partition of the exit set C of F into exit sets C i of F i . We say that two orders in C are equivalent if they induce the same partition of C. We do not distinguish diagrams obtained from each other by replacing the order of the exit set by any equivalent order. (The outputs of indistinguishable diagrams coincide up to the order in S − which we do not need to specify.)
If the number of arrows in F is bigger than 1, then, by removing from F the single entrance arrow a : s → s , we get r ≥ 2 connected frames F i with the exit sets C 1 , . . . , C r which form a partition of the exit set C of F . We write
For every function f from a finite set C to B + (E) and for every measure µ ∈ M(E), we put
For every class K of diagrams we denote by K(F, v; µ) the sum of L Λ (v), µ over all Λ ∈ K with the frame F and input v. 
where Λ runs over all distinguishable {u, D}-diagrams with the ordered exit set (s 1 , . . . , s n ).
Proof. We get (4.24) from (4.3) if we demonstrate that
The right side is equal to the sum of K (F, v, µ) over all frames F with the exit set {s 1 , . . . , s n }. We split this sum into the parts corresponding to each partition of F into connected components F 1 , . . . , F r which are in 1-1 correspondence with the elements of P(C). To prove (4.25) it is sufficient to note that
Infinitely divisible random measures
Another tool needed to get the absolute continuity theorem is the Poisson representation of exit measures.
Laplace functionals of infinitely divisible measures. Suppose that (E, B)
is a measurable space and let M = M(E) be the space of all finite measures on E. We denote by B M the σ-algebra in M generated by the functions F (ν) = ν(B), B ∈ B. We say that (X, P ) is a random measure on E if X is a measurable mapping from (Ω, F, P ) to (M, B M ) and P is a probability measure on (Ω, F). We say that (X, P ) is infinitely divisible if, for every n, there exist independent identically distributed random measures (X 1 , P ), . . . , (X n , P ) such that X 1 + · · · + X n has the same probability distribution as X.
The probability distribution P of (X, P ) is a measure on (M, B M ) defined by the formula P(C) = P {X ∈ C}. It is determined uniquely by the Laplace functional 
where γ is a measure on S and R is a measure on M. Suppose (E, B) is a Luzin space.
8 Then the Laplace functional of an arbitrary infinitely divisible random measure X has the form (5.2) (see, e.g., [Kal77] or [Daw93] ). We can assume that R{0} = 0.
It follows from (5.1) and (5.2) that, for every constant λ > 0,
The right side tends to − log P {X = 0} as λ → ∞. We arrive at the following result.
Theorem 5.1. If a random measure (X, P ) on a Luzin space E satisfies the condition
then there exists a finite measure R on E such that:
By using the multiplicative systems theorem, it is easy to prove that R is determined uniquely by conditions (a)-(b). We call R the canonical measure for (X, P ). 
. , B n ; (b) Y (B) is a Poisson random variable with the mean R(B), i.e.,
for n = 0, 1, 2, . . . .
The Laplace functional of (Y, Q) has an expression
Proof. Consider independent identically distributed random elements Z 1 , . . . , Z n , . . .
of S with the probability distributionR(B) = R(B)/R(S). Let N be the Poisson random variable with mean value R(S)
All the statements of the theorem follow from this formula.
We conclude from (5.5) that (Y, Q) is an infinitely divisible random measure. It is called the Poisson random measure with intensity R. This is an integer-valued measure concentrated on a finite random set.
Poisson representation of infinitely divisible measures. Theorem Let (X, P ) be an infinitely divisible measure on a Luzin space E with the canonical measure R. Consider the Poisson random measure (Y, Q) on S = M(E) with intensity R and putX(B) = M ν(B)Y (dν).
The random measure (X, Q) has the same probability distribution as (X, P ) and we have
Proof. Note that f,X = F, Y where F (ν) = f, ν and, by (5.5), we get
This implies the first part of the theorem. The second part follows from the expression Y (B) = 1 B (Z 1 ) + · · · + 1 B (Z N ) for Y introduced in the proof of Theorem 5.2.
6. Absolute continuity results for exit measures 6.1.
Theorem 6.1. Suppose that ψ satisfies conditions 2.1.A-2.1.B n , a domain D E is bounded and smooth and u ∈ B + (E). Then, for every v ∈ B(∂D n ) and every
where Λ runs over all distinguishable {u, D}-diagrams with the ordered exit set
and σ is the surface area on ∂D.
Proof. By the multiplicative systems theorem, it is sufficient to prove (6.1) for 
The set A ± consists of arrows which are at the same time entrances and exits. Each element of this set is a connected component of the graph. Arrows which are neither exits nor entrances form the set A 0 .
Let a : s → s . Denote the labels of s and s by
Therefore (6.1) follows from (4.24). To prove this statement, it is sufficient to apply (6.1) to u = 0 and v = 1 C .
Corollary 6.1. Consider measures
σ n (dz n ) = σ(dz 1 ) . . . σ(dz n ) and Φ n D (µ, C) = P µ X D (dz 1 ) . . . X D (dz n )1 C (z 1 , . . . , z n ). on (∂D) n . If D is
Theorem 6.2. If ψ satisfies the conditions 2.1.A-2.1.B ∞ and if D is an arbitrary domain, then the class of null sets of the measure
is the same for all µ ∈ M c (D).
Proof. It follows from (2.8) that, ifD ⊂ D, then
Formula (2.2) implies that (X D , P µ ) is an infinitely divisible measure. Denote by R D (µ, ·) its canonical measure and put
By (5.6), (6.9) and (6.8),
is concentrated on the closure of a bounded smooth domaiñ D D. By (6.10) and (6.7),
The condition P D (µ, C) = 0 is equivalent to the condition: for every n,
Since Z D > 0, this is equivalent to the condition: for every n, 6.2. The following result follows at once from Theorem 6.2.
Proof. The condition H(µ) = 0 is equivalent to the condition P D (µ, C) = 0 where C = {ν : H(ν) = 0}.
For every c ∈ E, we have a unique representation of H ∈ H + (X) in the form H = λH 0 where H 0 ∈ H(X, c) and λ is a constant. Therefore the formula (3.6) implies: every H ∈ H(X) has a unique representation
where K γ is an extreme element of H(X, c) corresponding to γ ∈ Γ c and m is a finite measure on Γ c .
We say that H ∈ H + (X) is an extreme element of H(X) and we write H ∈ H e (X) if the conditionsH ≤ H,H ∈ H(X) imply thatH = const. H. If H ∈ H e (X), then
λH ∈ H e (X) is extreme for every λ > 0. For an arbitrary c ∈ E and every H ∈ H e (X), the ray λH intersects with H e (X, c) at a single point. Therefore we can interpret the exit space of X as the set Γ of rays in H e (X).
Functions H u and H u,v
7.1. We denote by U the class of all positive functions u ∈ C 2 (E) such that 7.1.C. ψ is locally Lipschitz continuous in u uniformly in x: for every t ∈ R + , there exists a constant c t such that
Under these conditions U coincides with the class of positive locally bounded functions u which satisfy the condition V D (u) = u for D E. 9 By comparing (2.2) and (2.9), we get:
is X-harmonic. 9 See [Dyn02] , section 2 of Chapter 8.
Proof. By (2.2),
and therefore H u is X-harmonic.
7.2. To construct a larger family of X-harmonic functions related to u ∈ U, we use the Green's operator of ξ u in E which can be described by the formula
through the transition function pũ y (x, dy) of ξũ or by the formula
in terms of the diffusion ξ ( ζ is the death time of ξ).
Theorem 7.2. Suppose that u ∈ U and v 1 , . . . , v n are positive solutions of the equation
Define z C recursively by the formula
with q r given by (4.5). If
Remark. Condition (7.5) is equivalent to the condition
This follows, for instance, from Theorem 6.3.1 in [Dyn02] .
Proof. Consider a sequence D n exhausting E and put
By Theorem 4.1,
We conclude from (7.10) that z n C ↑ z C where z C satisfy (7.6). By (7.9),
Remark. We say that Λ is a {u, E}-diagram if q r are given by (4.5), the exit arrows are labeled by the identity operator I and the rest of arrows are labeled by G u E . Formula (7.7) implies the following diagram expression for H u,v :
where Λ runs over all distinguishable {u, E}-diagrams with the ordered exit set
Theorem 7.3. Let E be a bounded smooth domain and let
It follows from (4.1), (4.2) and (6.2) that k
Therefore it is sufficient to prove our statement for the case u = 0. We need only to check that L Λ (v) is bounded on E ε for every (u, E)-diagram Λ with the ordered exit set (s 1 , . . . , s n ).
Put t s if there exist arrows a 1 : s → t 1 , a 2 : t 1 → t 2 , . . . , a k : t k → t. For every s ∈ S \ S + , denote by A(s) the set of all exits t s. For s ∈ S + , put A(s) = {s}. We show that, for every s ∈ S,
We use the following bounds for the Poisson kernel and Green's function (see, e.g. [Dyn02] ): for all x ∈ E, z ∈ ∂E,
and, for all x, y ∈ E,
where C is a constant depending only on E and the operator L and
The bound (7.14) implies
Hence (7.13) holds for s ∈ S + . We prove that (7.13) holds for s if it holds for all s s. To this end we use the following well-known bounds for the convolutions of negative powers:
11 for every constants R > 0 and a, b > 0 such that a + b > d, there exists a constant C such that
By (7.15) and (7.17),
This implies that, for every distinct points
Indeed, (7.20) is true for k = 1 by (7.19). If the minimal distance between two distinct points z i , z j is equal to δ > 0, then every y ∈ E is at the distance ≥ δ/2 from some of points z i and therefore (7.20) holds for k if it holds for k − 1.
Suppose that s / ∈ S + and let a 1 : s → t 1 , . . . , a m : s → t r is the set of all arrows starting from s. It follows from (4.22) and (7.20) that (7.13) is true for s if it is true for t 1 , . . . , t r . 7.4. For an arbitrary domain E we have an alternative:
Proof. 1
• . The strong maximum principle 12 implies that, if a positive solution of the equation (7.5) vanishes at some point of E, then it vanishes everywhere. If v i = 0 for some i, then H u,v (µ) = 0 for all µ. Therefore without any loss of generality we can assume that all v i are strictly positive. 2
• . For every positive locally bounded function f , G u E f is either locally bounded or is equal identically to ∞ (see, e.g., [Dyn98] , Theorem 7.2). Since L(a) is equal either I or G u D an analogous statement is true for all operators L(a).
• . Fix Λ and v and put s ∈ S if (s) is locally bounded and s ∈ S if (s) is identically equal to ∞. Suppose that a i : s → s i , i = 1, . . . , r is the set of all arrows starting from s. By (4.22), s ∈ S if s i ∈ S for some i and, by 2
• s ∈ S if s i ∈ S for all i. Hence S ∩ S contains s if it contains s 1 , . . . , s r . Since S + ⊂ S , we conclude that S ⊂ S ∩ S . 2 . Extreme L-harmonic functions in a bounded smooth domain E are described by the formula h(x) = k E (x, y), y ∈ ∂E. We do not know if the corresponding X-harmonic functions are extreme.
Keller [Kel57] and Osserman [Oss57] proved that for a wide class of functions ψ, there exists a maximal element u max of U. Among functions λH u , u ∈ U only functions λH umax can be extreme. Indeed, if u ∈ U, then u ≤ u max and therefore 8. Example of extreme X-harmonic function 8.1. In this section we prove the following theorem due to Evans [Eva93] .
The total mass H(µ) = 1, µ is an extreme X-harmonic function.
To prove this theorem, we fix a sequence of domains D n exhausting E and we consider a Markov chain (X n , P r,µ ) associated with the superdiffusion X. Let F = j(H) be the exit law corresponding to H (see section 3.6). By Remark 3.1, Theorem 8.1 will be proved if we show that P 13 The proof is rather involved. We simplify it a little by time discretization which makes possible to avoid the regularity problems for the paths.
To do this, we construct a Markov chain (W n = Z n × η n ,P r,w ) in M n × E n with the following properties:
8.1.A. The transition functionP of W n and the transition function P of X n are related by the formula
8.1.B. For every µ ∈ M r , (η n ,P r,µ×x ) is a Markov process with the transition function (3.4).
The construction is based on two lemmas.
14 Lemma 8.1. Suppose that, for every n = 0, 1, . . . , a measurable mapping ϕ n from a measurable space S n to a measurable space S n is given. Let Λ n (y, ·) be a Markov kernel from S n to S n such that, for every y ∈ S n , the measure Λ n (y, ·) is concentrated on ϕ 
where 0 ≤ r < n, f i is a positive measurable function on S i and
First we prove, by induction in n − r, that, for every positive measurable function g,
Then we will get (8.4) by taking g = 1.
Since the measure Λ n (y, ·) is concentrated on the set {x : ϕ n (x) = y}, we have
which implies
For n − r = 0, formula (8.5) follows immediately from (8.6). For n − r > 0, by the Markov property of Y ,
By (8.6), the right side in (8.7) is equal to
By the induction hypothesis, this is equal to
and (8.7) holds by the Markov property of (X n , P r,x ).
Lemma 8.2. Let V D be the transition operator of an (L, ψ)-superdiffusion in E.

For every D E and every x ∈ E, there exists a random point (Y
Proof. By (2.2) and (5.4),
where R D is the canonical measure for (X D , P x ). Fix a continuous path z = {z s , 0 ≤ s ≤ a} such that z s ∈ D for s ∈ [0, a) and z a ∈ ∂D and consider a Poisson random measure (N,
By (5.5),
By (8.10) and Fubini's theorem,
The left side is equal to P z e − u,YD Put η D = ξ τD and introduce a measure Q x on M × E by the formula
In particular, for all u, v ∈ B + , 
Indeed, u n (x) = − log P x {X Dn = 0} is a solution of the equation ∆u = 1 2 u 2 in D n and the limit of u n is a solution in the entire space R d . Hence it is equal to 0 (this follows, for instance, from Lemma 3.1 in [Dyn91a] ). 2
We claim that, for all m < n and all u, v ∈ B + ,
, it follows from (8.9) and the strong Markov property of ξ that
which implies (8.12).
3
• . Consider two sample spaces Ω 1 and Ω 2 and assume that the random points (Y n × η n , Q x ) are defined over Ω 1 and a superdiffusion X is defined over Ω 2 . Put
Let W n = Z n × η n and let
It is easy to check by using (2.2) and (8.12) thatP is a Markov transition function in M n ×E n . Let us demonstrate that the corresponding Markov process (W n ,P r,w ) satisfies conditions 8.1.A and 8.1.B.
By (8.13),
We take u = 0 and we get, by (8.9), that Since we assume that ψ(u) = u 2 /2, we have ψ (u) = u andũ = V n (u). Therefore the right side in (8.19) can be obtained from the right side in (8.18) by integration with respect to µ and, because of (8.14), This implies (8.1). 4
• . We claim that Q µ,x g(Z n × η n ) = P µ (dω 1 )Q 0,x (dω 2 )g[(X n (ω 1 ) + Z n (ω 2 )) × η n (ω 2 )] (8.20)
for every positive measurable function g on M n × E n . This follows from (8.15) for g(Z n × η n ) = e − u,Zn v(η n ) and it is true in the general case by the multiplicative systems theorem.
By (8.14),P r,µ×x g(Z n × η n ) = Q µ,x g(Z n × η n ) and therefore formula (8.20) implies that P r,µ×x g(Z n × η n ) = P r,µ (dω 1 )P r,0×x (dω 2 )g[(X n (ω 1 ) + Z n (ω 2 )) × η n (ω 2 )].
Let C be a tail set of the chain Z n × η n . By the Markov property of this chain, P r,µ×x (C) =P r,µ×x g n (Z n × η n ) where g n (ν, y) =P n,ν×y (C). Thereforê P r,µ×x (C) = I n + J n where I n = P r,µ (dω 1 )P r,0×x (dω 2 )1 Xn(ω1)=0 g n [Z n (ω 2 ) × η n (ω 2 )] = P r,µ {X n = 0}P r,0×x (C) and J n = P r,µ (dω 1 )P r,0×x (dω 2 )1 Xn(ω1) =0 g[(X n (ω 1 ) + Z n (ω 2 )) × η n (ω 2 )] ≤ P r,µ {X n = 0} because g ≤ 1. By (8.11), I n →P r,0×x (C) and J n → 0 as n → ∞. Thereforê 
5
• . We apply Lemma 8.1 to S n = M n × E n , the transition function p =P and to the mappings ϕ n (µ × x) = µ from S n to S n = M n . Put Λ n (µ, ·) = δ µ ×μ where δ µ is a unit measure on M concentrated at µ.
For every positive measurable function f on S n , we put On the other hand,
Recall that F n (µ) = 1, µ . Therefore J = P(r, µ; n, dν)h(ν) g, ν = P r,µ e − u,Xn g, X n .
We get from (3.5), (4.7) and (4.2) an expression for J identical with the right side in (8.24). Hence I = J. 6
• . Note that, for every bounded measurable function Φ, (8.25) P Since ϕ n (Z n × η n ) = Z n , this follows from (8.4) for Φ = f 1 (ν 1 )f 2 (ν 2 ) . . . . By applying the multiplicative systems theorem, we get the general formula . 7
• . Formula (8.25) means that the probability law of X n , n ≥ r under P F r,µ is the same as the probability law of Z n , n ≥ r under P * r,µ = μ(dy)P r,µ×y . Therefore to prove that P The probability law of η n , n ≥ r under P
