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ON GENERALIZED HILBERT MATRICES
RUIMING ZHANG
Abstrat. In this note, we present a systemati method to expliitly ompute
the determinants and inverses for some generalized Hilbert matries assoiated
with orthogonal systems with expliit representations. We expressed the de-
terminant, the inverse and a lower bound for the smallest eigenvalue of suh
matrix in terms of the orthogonal system.
1. Introdution
The Hilbert matries are the moment matries assoiated with Legendre poly-
nomials. The generalized Hilbert matries are the generalized moment matries
assoiated with ertain orthogonal systems. It may be interesting to nd the exat
formulas for their determinants and inverses. In this note we provide a systemati
method from the theory of orthogonal polynomials to nd these formulas through
the expliit representations of their related orthogonal systems. We will demon-
strate that, one the orthogonal system is expliitly known, then the inverse and
determinant of eah generalized moment matrix are known expliitly. Furthermore,
we also know a lower bound for the smallest eigenvalue. Sine an orthogonal system
may be derived in many dierent ways, this method ould be very handy. We also
present four examples to show how to apply this method in various situations.
2. Main Results
Let E be a omplex inner produt spae with a sequene of linearly independent
vetors {un}∞n=0. For eah nonnegative integer n, the following matrix is positive
denite,
Gn = (mj,k)
n
j,k=0 ,
where
mj,k = (uj , uk).
There is a unique orthonormal system {pk}∞k=0 with pn having positive leading o-
eient in un, whih ould be found through the Gram-Shmidt orthogonalization
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proess. Eah pn is given expliitly by [2℄
pn =
1√
detGn detGn−1
det

m0,0 m0,1 m0,2 . . . m0,n
m1,0 m1,1 m1,2 . . . m1,n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
mn−1,0 mn−1,1 mn−1,2 . . . mn−1,n
u0 u1 u2 . . . un
 .
Clearly,
pn =
n∑
j=0
an,juj, an,n =
√
detGn−1
detGn
.
Thus,
detGn =
n∏
j=0
a−2j,j .
Let {vn}∞n=0 be another sequene of vetors in E related to {un}∞n=0 in the following
way,
vn =
n∑
j=0
cn,juj , cn,n 6= 0, n ≥ 0,
then, they are also linearly independent. Let us dene
Hn = (Ij,k)
n
j,k=0 , Ij,k = (uj , vk),
then
Hn = GnC
∗
n,
where C∗n is the Hermitian onjugate of Cn and
Cn = (cj,k)
n
j,k=0 ,
with
cj,k = 0, k > j.
Thus,
detHn = detGn
n∏
j=0
cj,j .
Let
pn =
n∑
k=0
bn,kvk,
and
An = (aj,k)
n
j,k=0 , Bn = (bj,k)
n
j,k=0 ,
where we follow the same onvention as above,
aj,k = bj,k = 0, k > j.
Evidently, both An and Bn are invertible. Let
A−1n = (sj,k)
n
j,k=0 , B
−1
n = (tj,k)
n
j,k=0 ,
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then,
uj =
n∑
ℓ=0
sj,ℓpℓ, vk =
n∑
m=0
tk,mpm,
and
Ij,k = (uj , vk) =
n∑
m=0
sj,mtk,m.
Thus,
Hn = A
−1
n (B
−1
n )
∗ = A−1n (B
∗
n)
−1
,
whih gives
H−1n = B
∗
nAn.
We summarize our above disussion as the following theorem:
Theorem 1. For eah nonnegative integer n, assume that Gn, Hn, An, Bn and
Cn as dened above, then,
Hn = GnC
∗
n, H
−1
n = B
∗
nAn.
detGn =
n∏
j=0
a−2j,j , detCn =
n∏
j=0
cj,j , detHn =
n∏
j=0
cj,j
a2j,j
where A∗n is the Hermitian onjugate of An.
Notie that
H−1n : = (γj,k)
n
j,k=0
with
γj,k =
n∑
ℓ=max(j,k)
bℓ,jaℓ,k.
From the expressions of detGn and γj,k, we observe that in the ase uk = vk, the
requirement that ak,k > 0 ould be disregarded in the atual omputations, for, if
we replae the pair {uk, vk} by {ǫkuk, ǫkvk} with |ǫk| = 1 we won't hange Hn. In
some situations, the entries for Gn are too ompliated to be useful. This is the
reason we won't ompute Gn for the Askey-Wilson polynomials, we ompute Hn
instead. But Gn ould be reovered easily via
Gn = Hn (C
∗
n)
−1
, detGn =
detHn∏n
j=0 cj,j
.
Let λs be the smallest eigenvalue of Gn , then
1
λs
is the largest eigenvalue of
G−1n . Sine G
−1
n is positive denite, we have
1
λs
=
∥∥G−1n ∥∥2 ≤
√√√√ n∑
i,j=0
|ρi,j |2
with
G−1n = (ρi,j)
n
i,j=0 ,
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and
ρj,k =
n∑
ℓ=max(j,k)
aℓ,jaℓ,k.
Hene,
|ρj,k|2 ≤
n∑
ℓ=j
|aℓ,j |2
n∑
ℓ=k
|aℓ,k|2 ,
and
1
λs
≤
n∑
j=0
n∑
ℓ=j
|aℓ,j|2 .
Another lower bound ould be found by onsidering the || · ||∞. Let (x0, . . . , xn)T
be an eigenvetor of G−1n orresponding to λ
−1
s , then we have
1
λs
 x0..
.
xn
 =
 ρ0,0 . . . ρ0,n..
.
.
.
.
.
.
.
ρn,0 . . . ρn,n

 x0..
.
xn
 =

n∑
k=0
ρ0,kxk
.
.
.
n∑
k=0
ρn,kxk

,
then,
1
λs
∥∥∥∥∥∥∥
 x0..
.
xn

∥∥∥∥∥∥∥
∞
=
∥∥∥∥∥∥∥∥∥∥∥∥∥

n∑
k=0
ρ0,kxk
.
.
.
n∑
k=0
ρn,kxk

∥∥∥∥∥∥∥∥∥∥∥∥∥
∞
≤ max
0≤j≤n
{
n∑
k=0
|ρj,k|
}∥∥∥∥∥∥∥
 x0..
.
xn

∥∥∥∥∥∥∥
∞
.
Observe that
n∑
k=0
|ρj,k| ≤
n∑
k=0
n∑
ℓ=0
|aℓ,j| |aℓ,k| =
n∑
ℓ=0
|aℓ,j|
n∑
k=0
|aℓ,k| ,
ON GENERALIZED HILBERT MATRICES 5
and
max
0≤j≤n
{
n∑
k=0
|ρj,k|
}
≤ max
0≤j≤n
{
n∑
ℓ=0
|aℓ,j|
n∑
k=0
|aℓ,k|
}
≤
n∑
ℓ=0
max
0≤j≤n
{|aℓ,j|}
n∑
k=0
|aℓ,k|
≤
n∑
ℓ=0

n∑
j=0
|aℓ,j| ·
n∑
k=0
|aℓ,k|

=
n∑
ℓ=0

ℓ∑
j=0
|aℓ,j| ·
ℓ∑
k=0
|aℓ,k|

=
n∑
ℓ=0

ℓ∑
j=0
|aℓ,j|

2
.
Theorem 2. For eah nonnegative integer n, assume that Gn and An, as dened
above, then,
λs ≥ max
 1∑nℓ=0∑ℓj=0 |aℓ,j|2 ,
1∑n
ℓ=0
{∑ℓ
j=0 |aℓ,j |
}2
 ,
where λs is the smallest eigenvalue of Gn.
The seond lower bound is partiular interesting when the generalized orthogonal
system are ertain orthogonal polynomials, sine it ould be expressed in terms of
the orthonormal polynomials.
Corollary 3. Let
pn(x) =
n∑
k=0
an,kx
k, n = 0, 1, . . .
be the orthonormal polynomials and mn be the n-th power moment with respet to
a probability measure dµ(x). If there is a omplex number z0 with |z0| = 1 suh
that all of
an,kz
k
0 , k = 0, 1, . . .
are of the same sign, then the smallest eigenvalue λs of the matrix
Gn = (mi+j)
n
i,j=0
has a lower bond
λs ≥ 1∑n
ℓ=0 |pℓ(z0)|2
.
The rst observation for the last orollary is that it seems suh z0 always exits.
For the symmetri orthogonal polynomials, from the three term reurrene we see
that z0 = i. But we don't know how to prove this for general ases. The seond
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observation is that if all the polynomials are real, then the speial ase of Christoel-
Darboux formula gives
n∑
m=0
|pm(z0)|2 =
an,n
{
p′n+1(z0)pn(z0)− p′n(z0)pn+1(z0)
}
an+1,n+1
,
whih gives us
λs ≥ an+1,n+1
an,n
{
p′n+1(z0)pn(z0)− p′n(z0)pn+1(z0)
} ,
and this may be useful to nd the asymptoti behaviour of the lower bound.
2.1. Matries assoiated Müntz systems.
Theorem 4. For n ∈ N and {α0, α1, . . . } ⊂ C, the matrix(
1
αj + αk + 1
)n
j,k=0
(2.1)
has determinant
det
(
1
αj + αk + 1
)n
j,k=0
=
n∏
k=0
k−1∏
j=0
|αk − αj |2
(1 + 2ℜ(αk))
k−1∏
j=0
|αk + αj + 1|2
.
Under the ondition
αj 6= αk, ℜ(αj) + ℜ(αk) 6= −1, j, k = 0, 1, . . . n,
the matrix (2.1) is invertible, and its inverse matrix (γj,k)
n
j,k=0 has element
γj,k =
n∑
m=max(j,k)
(1 + 2ℜ(αm))
m−1∏
r=0
(αj + αr + 1)(αk + αr + 1)
m−1∏
p = 0
p 6= j
(αj − αp)
m−1∏
q = 0
q 6= k
(αk − αq)
.
When the matrix (2.1) is positive denite, its smallest eigenvalue has a lower bound
λs ≥

n∑
ℓ=0

ℓ∑
j=0
√
1 + 2ℜ(αℓ)
ℓ−1∏
k=0
|αj + αk + 1|
ℓ−1∏
k = 0
k 6= j
|αj − αk|

2
−1
.
More generalized matries assoiated with a generalized Müntz system:
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Theorem 5. Given a, b, c ∈ R and distint omplex numbers {αk}∞k=0 , for eah
positive integer n, the matrix(
1
cαjαk − a(αj + αk)− b
)n
j,k=0
(2.2)
has
det
(
1
cαjαk − a(αj + αk)− b
)n
j,k=0
=
(a2 + bc)
n(n+1)
2
n∏
k=0
(
c|αk|2 − 2aℜ(αk)− b
) k−1∏
j=0
|αk − αj |2
n∏
k=0
k∏
j=0
|cαkαj − a(αk + αj)− b|2
.
Under the onditions
a2 + bc 6= 0, cαjαk − a(αj + αk)− b 6= 0, αj 6= αk
for j, k = 0, . . . , n, the matrix (2.2) is invertible, and its inverse (γj,k)
n
j,k=0 has
element
γj,k =
n∑
m=max(j,k)
(c|αm|2 − 2aℜ(αm)− b)
m−1∏
r=0
(cαrαj − a(αr + αj)− b)(cαrαk − a(αr + αk)− b)
(a2 + bc)m
m−1∏
p = 0
p 6= j
(αp − αj)
m−1∏
q = 0
p 6= k
(αq − αk)
.
When the matrix (2.2) is positive denite, its smallest eigenvalue has a lower
bound
λs ≥

n∑
ℓ=0

ℓ∑
j=0
√
c|αℓ|2 − 2aℜ(αℓ)− b
ℓ−1∏
j=0
|cαjαk − a(αj + αk)− b|
(a2 + bc)ℓ/2
ℓ−1∏
k = 0
k 6= j
|αj − αk|

2
−1
.
2.2. Matries Assoiated with q-Orthogonal polynomials. Reall that for
a ∈ C and q ∈ (0, 1), [2℄,
(a; q)∞ =
∞∏
m=0
(1− aqm),
(a; q)m =
(a; q)∞
(aqm; q)∞
, m ∈ Z,
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[
m
j
]
q
=
(q; q)m
(q; q)j(q; q)m−j
, 0 ≤ j ≤ m,
and
(a1, a2, ..., an; q)m =
n∏
k=1
(ak; q)m, m ∈ Z, n ∈ N
for a1, a2, ..., an ∈ C.
For ν > −1, let
0 < jν,1(q) < jν,2(q) < · · · < jν,n(q) < . . .
be the positive zeros of z−νJ
(2)
ν (z; q), where the Jakson's q-Bessel funtion J
(2)
ν (z; q)
is dened as
J (2)ν (z; q) : =
(qν+1; q)∞
(q; q)∞
∞∑
n=0
(−1)nqn(ν+n)
(q, qν+1; q)n
(z
2
)ν+2n
.
Let us dene
sn,ν =
∞∑
k=1
wℓ
j2nν,ℓ(q)
,
where
wℓ =
−4J (2)ν+1 (jν,ℓ(q); q)
∂zJ
(2)
ν (z; q)
∣∣
z=jν,ℓ(q) ,
we have the following result:
Theorem 6. For ν > −1 and n ∈ N, the matrix
(sj+k+1,ν)
n
j,k=0(2.3)
has determinant
det (sj+k+1,ν)
n
j,k=0 =
2−n(n+1)qn(n+1)(4n+6ν+5)
(qν+1; q2)n+1
n∏
m=1
(qν+1; q)2m
,
and its inverse matrix (γj,k)
n
j,k=0 has element
γj,k = (−4)j+kqj(j−ν)+k(k−ν)
n∑
ℓ=max(j,k)
[
ℓ+ j
ℓ− j
]
q
[
ℓ + k
ℓ − k
]
q
×
{
(1 − q2ℓ+ν+1)
q(2j+2k+1)ℓ
(qν+1; q)ℓ+j
(qν+1; q)ℓ−j
(qν+1; q)ℓ+k
(qν+1; q)ℓ−k
}
.
The smallest eigenvalue of the matrix (2.3) has a lower bound
λs ≥
{
n∑
ℓ=0
(1− q2ℓ+ν+1)h22ℓ,ν+1(i; q)
q2ℓν+ℓ(2n+1)
}−1
,
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where
h2n,ν(x; q) = q
n(n+ν−1)
n∑
k=0
(qν , q; q)n+k(−4x2)kqk(k−2n−ν+1)
(−1)n(qν , q; q)n−k(q; q)2k .
Matries assoiated with Askey-Wilson orthogonal polynomials:
Theorem 7. For n ∈ N, the matrix(
(α; q)j+k
(αβ; q)j+k
)n
j,k=0
(2.4)
has determinant
det
(
(α; q)j+k
(αβ; q)j+k
)n
j,k=0
=
αn(n+1)/2qn(n
2−1)/3
n∏
m=1
(q, α, β; q)m
n∏
m=1
(αβqm−1; q)m(αβ; q)2m
Under the onditions
α 6= 0, q 6= 0, q, α, β 6= q−k, k = 0, . . . n,
the matrix (2.4) is invertible, and its inverse matrix (γj,k)
n
j,k=0 has element
γj,k =
(−1)j+kq(j+12 )+(k+12 )
(α; q)j(α; q)k
n∑
m=0
[
m
j
]
q
[
m
k
]
q
(αβqm−1; q)j(αβq
m−1; q)k
(αqj+k)m(q, β; q)m(αβ; q)2m(αβqm−1; q)m
.
When 0 < q, α, β < 1 the matrix (2.4) is positive denite, its smallest eigenvalue
of the matrix has a lower bound
λs ≥ (αβ; q)∞
(α; q)∞
{
n∑
ℓ=0
p2ℓ(−1;αq−1, βq−1|q)
hℓ(αq−1, βq−1|q)
}−1
,
where
pn(x;αq
−1, βq−1|q) = 2φ1
(
q−n, αβqn−1
α
; q; qx
)
and
hn(αq
−1, βq−1|q) = (αβ; q)∞
(α; q)∞
(1− αβq−1)(q, β; q)nαn
(1− αβq2n−1)(α, aβq−1; q)n .
Remark 8. One ould get their lassial ounterparts for the formulas in Theorem
6 and Theorem 7 by passing the limit q → 1− with proper normalizations.
3. Proofs
In this setion we prove our results under the same restritions for the orthog-
onal polynomials. But the results learly hold for more general ases sine all
the expressions involved exept the third example are rational funtions in their
parameters.
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3.1. Proof for Theorem 4. Given a sequene of distint omplex numbers {αk}∞k=0
satisfying ℜ(αk) > − 12 , the orthogonal Müntz-Legendre polynomials are dened as
[1℄
Ln(x;α0, . . . , αn) =
n∑
k=0
cn,kx
αk , cn,k =
n−1∏
j=0
(αk + αj + 1)
n−1∏
j = 0
j 6= k
(αk − αj)
,
for n ∈ N and
L0(x;α0, . . . , αn) = x
α0
They satisfy the following orthogonal relation
 1
0
Ln(x;α0, . . . , αn)Lm(x;α0, . . . , αm)dx =
δm,n
1 + 2ℜ(αn)
for n,m ∈ {0} ∪ N. We take
un(x) =vn(x) = x
αn ,
and
Ij,k =
1
αj + αk + 1
, cj,k = δj,k.
The orthonormal polynomials are given by
pn(x) =
√
1 + 2ℜ(αn)Ln(x;α0, . . . , αn).
Then,
an,k = bn,k =
√
1 + 2ℜ(αn)
n−1∏
j=0
(αk + αj + 1)
n−1∏
j = 0
j 6= k
(αk − αj)
.
Theorem 4 follows from Theorem 1 and Theorem 2.
3.2. Proof for Theorem 5. Assume that
a2 + bc > 0,
and
cαjαk − a(αj + αk)− b > 0,
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the following orthogonal Müntz polynomials exist, [3℄
qn(x) =
n∑
k=0
An,kx
αk , An,k =
n−1∏
j=0
(
αk − aαj+bcαj−a
)
n−1∏
j = 0
j 6= k
(αk − αj)
.
They satisfy the orthogonal relation
(qn(x), qm(x))∗ = hnδm,n,
where
hn =
(a2 + bc)n
(c|αn|2 − 2aℜ(αn)− b)
n−1∏
j=0
|cαj − a|2
.
Take
un(x) = vn(x) = x
αn , cj,k = δj,k.
From [3℄ we have
Ij,k =
1
cαjαk − a(αj + αk)− b .
The orthonormal polynomials are
pn(x) =
n∑
k=0
an,kx
αk ,
where
an,k = bn,k =
An,k√
hn
.
Then, Theorem 5 follows from Theorem 1 and Theorem 2.
3.3. Proof for Theorem 6. The even q-Lommel polynomials satisfy the orthog-
onal relation [2℄
∞∑
ℓ=1
h2n,ν+1
(
1
jν,ℓ(q)
; q
)
h2m,ν+1
(
1
jν,ℓ(q)
; q
)
wℓ
j2ν,ℓ(q)
=
q2nν+n(2n+1)δm,n
1− q2n+ν+1 .
Let
uj = vj = x
2j ,
then
Ij,k = sj+k+1,ν , cj,k = δj,k.
The orthonormal polynomials are given by
pn(x) =
√
1− q2n+ν+1
qnν+n(n+1/2)
h2n,ν+1(x; q).
ON GENERALIZED HILBERT MATRICES 12
hene
an,k = bn,k =
√
1− q2n+ν+1(qν+1, q; q)n+k4kqk2−k(2n+ν)
(−1)n−k(qν+1, q; q)n−k(q; q)2kqn/2
.
Then, Theorem 6 follows from Theorem 1 and Theorem 2.
3.4. Proof for Theorem 7. We present two proofs to this example. Our rst
proof uses the Askey-Wilson polynomials, while the seond uses the little q-Jaobi
polynomials. For some mysterious reasons, these polynomials yield essentially the
same matries.
For eah nonnegative integer n, the Askey-Wilson polynomial has the following
series representation
an(x; t|q) = t−n1 (t1t2, t1t3, t1t4; q)n
×4φ3
(
q−n, t1t2t3t4q
n−1, t1e
iθ, t1e
−iθ
t1t2, t1t3, t1t4
|q, q
)
, x = cos θ,
where the basi hypergeometri funtion rφs with omplex parameters a1, ..., ar; b1, ..., bs
is formally dened as, [2℄
rφs
(
a1, ..., ar
b1, ..., bs
; q, z
)
=
∞∑
n=0
(a1, ..., ar; q)nz
n
(q, b1, ..., bs; q)n
(
(−1)nq(n−1)n/2
)s+1−r
.
It is well known that an(x; t|q) is symmetri in the real parameters t1, t2, t3, t4.
Under the ondition max {|t1|, |t2|, |t3|, |t4|} < 1, the Askey-Wilson polynomials
satisfy the following orthogonal relation
 1
−1
am(x; t|q)an(x; t|q)w(x; t|q)dx = hnδm,n,
where
hn =
2π(t1t2t3t4q
2n; q)∞(t1t2t3t4q
n−1; q)n
(qn+1; q)∞
∏
1≤j<k≤4
(tjtkq
n; q)∞
and
w(x; t|q) = (e
2iθ, e−2iθ; q)∞
4∏
j=1
(tje
iθ, tje
−iθ; q)∞
1√
1− x2 , x = cos θ.
Let
uj(x) = (t1e
iθ, t1e
−iθ; q)j , vj(x) = (t2e
iθ, t2e
−iθ; q)j ,
it is known that [2℄
(beiθ, be−iθ; q)n
(ab, b/a; q)n
=
n∑
k=0
(q−n, aeiθ, ae−iθ)kq
k
(q, ab, q1−na/b; q)k
,
for a · b 6= 0, hene,
cn,k =
[
n
k
]
q
(
t1t2q
k; q
)
n−k
(
t2
t1
; q
)
n−k
(
t2
t1
)k
.
and
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Ij,k =
 1
−1
w(x; t1q
j , t2q
k, t3, t4; q)dx,
or
Ij,k =
2π(t1t2t3t4q
j+k; q)∞
(q, t1t2qj+k, t1t3qj , t1t4qj , t2t3qk, t2t4qk, t3t4; q)∞
.
The orthonormal polynomials are
pj(x) =
aj(x; t|q)√
hj
,
with
an,k =
(t1t2, t1t3, t1t4; q)n(q
−n, t1t2t3t4q
n−1; q)kq
k
(t1)n
√
hn(q, t1t2, t1t3, t1t4; q)k
,
and
bn,k =
(t2t1, t2t3, t2t4; q)n(q
−n, t1t2t3t4q
n−1; q)kq
k
(t2)n
√
hn(q, t2t1, t2t3, t2t4; q)k
.
Then
detHn =
n∏
m=0
2π
(
t1t2q
m−1
)m
(t1t2t3t4q
2m; q)∞
(t1t2t3t4qm−1; q)m(qm+1, q)∞
∏
1≤j<k≤4
(tjtkqm; q)∞
,
whih ould be simplied to
det
(
(t1t2; q)j+k
(t1t2t3t4; q)j+k
)n
j,k=0
(3.1)
=
n∏
m=0
(
t1t2q
m−1
)m
(q, t1t2, t3t4; q)m
(t1t2t3t4; q)2m(t1t2t3t4qm−1; q)m
.
For any n = 0, 1, ..., let e, c0, c1, ..., cn, d0, d1, ..., dn be non-zero numbers and,
X = (xjk)
n
j,k=0 , Y = (yjk)
n
j,k=0 , I = (δj,k)
n
j,k=0 .
If
XY = I,
then,
X˜Y˜ = I,
where
X˜ = (exjkcjdk)
n
j,k=0 ,
and
Y˜ =
(
yjk
edjck
)n
j,k=0
.
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Using the above trik, we simplify the inverse pairs down to(
(t1t2; q)j+k
(t1t2t3t4; q)j+k
)n
j,k=0
and its inverse matrix (ωj,k)
n
j,k=0 with element
ωj,k =
(−1)j+kq(j+12 )+(k+12 )
(t1t2; q)j(t1t2; q)k
n∑
m=0
[
m
j
]
q
[
m
k
]
q
(q, t3t4; q)m
(3.2)
×
{
(t1t2t3t4q
m−1; q)j(t1t2t3t4q
m−1; q)k
(t1t2qj+k)
m
(t1t2t3t4; q)2m(t1t2t3t4qm−1; q)m
}
Exept the lower bound, the assertions of Theorem 7 follows from (3.1) and (3.2)
by the hange of variables,
α = t1t2, β = t3t4.
Assume that
p−1(x; a, b|q) = 0, p0(x; a, b|q) = 1,
the little q-Jaobi polynomials {pn(x; a, b|q)}∞n=0 have the orthogonal relation [2℄
∞∑
k=0
(bq; q)k(aq)
k
(q; q)k
pm(q
k; a, b|q)pn(qk; a, b|q) = hn(a, b|q)δmn
for m,n ≥ 0 The moments are given by the formula
µn =
∞∑
m=0
(bq; q)m(aq)
mqnm
(q; q)m
,
or
µn =
(abqn+2; q)∞
(aqn+1; q)∞
,
by using the q-binomial theorem [2℄. The orthonormal polynomial
pn(x) =
(−1)npn(x; aq, bq|q)√
hn(a, b|q)
.
Hene,
an,k = bn,k =
(−1)n(q−n, abqn+1; q)kqk√
hn(a, b|q)(q, aq; q)k
.
Theorem 7 follows from Theorem 1 and Theorem 2 with a hange of variables
α = aq, β = bq.
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