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1. Introduction
Throughout the paper, we consider Cn endowed with an indefinite inner product [·, ·] defined as
[x, y] := y∗Jx, x, y ∈ Cn,where J = diag(ε1, . . . , εn)with εi = ±1, i = 1, . . . , n. LetMn denote the
associative algebra of n × n complex matrices. For a matrix A ∈ Mn, the J-adjoint of A is defined to be
the matrix A# satisfying
[A x, y] = [x, A# y], for all x, y ∈ Cn.
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Thus, A# = JA∗J. A matrix A ∈ Mn is called J-Hermitian, J-skew-Hermitian or J-unitary, respectively, if
A = A#, A = −A#, or A−1 = A#.We next consider a class of matrices that contains these three types,
namely, the class of J-normal matrices. Recall that amatrix A is said to be J-normal if it commutes with
its J-adjoint, that is, A#A = AA#.
The problem of finding a canonical form for J-normal matrices has been proven to be a difficult
one [6]. So, sometimes proper subsets have been considered, with the emphasis on finding a certain
one that contains J-Hermitian, J-skewHermitian, and J-unitary matrices. It seems important to obtain
results in an unified way for these three different classes.
We denote by UJ the locally compact group formed by J-unitary matrices and called the J-unitary
group. In this paper, we shall be concerned with the special class NJ constituted by n × n J-normal
matrices A that are J-unitarily diagonalizable, that is, for which there exists a J-unitary matrix U ∈ UJ
such that U#AU is diagonal. The matrices inNJ are J-unitarily similar to a diagonal matrix, and so they
have an orthonormal system of eigenvectors with respect to the indefinite inner product [·, ·]. In the
case of definite inner product spaces, normalmatrices, as ensured by the spectral theorem, are exactly
those with an orthonormal set of eigenvectors, and so unitarily diagonalizable. In the indefinite inner
product context, the situation for general J-normal matrices is quite different and challenging.
J-normal matrices have been discussed in the literature, and many problems, namely in matrix
analysis, have deserved the attention of researchers. An extensive list of references can be found, for
example, in [6]. Here, we recall only some results directly related with the subject of the present note.
In [4] an analog of the Cauchy–Poincaré interlacing theorem was obtained for normal matrices with
prescribedspectrum,aswell as thespectrumofasinglenormal submatrixAi, theprincipal submatrixof
A obtained by deleting its ith row and column. A generalization of this result in the context of indefinite
inner products was given in [1]. In [7] the problem of determining when there exists a normal matrix
Awith both prescribed spectrum of A and prescribed spectrum of Ai, for all i = 1, . . . , n, is shown to
be equivalent to determining whether a certain matrix constructed from these data is unistochastic.
Our aim is to investigate these problems for certain J-normal matrices.
This note is organized as follows. In Section 2 the problem of the existence of a J-normal matrix
A ∈ NJ with both prescribed spectrum and prescribed spectrum of some of its (n − 1) × (n − 1)
principal submatrices is considered. In Section 3 the case of 3× 3 matrices is completely investigated
on the basis of the canonical form given in [3].
2. The J-diagonalizable case
In this section, we give necessary and sufficient conditions for the existence of a matrix A ∈ NJ
with prescribed spectrum, σ(A), and prescribed eigenvalues of some of its (n−1)× (n−1) principal
submatrices. Our results, in the context of indefinite inner products, extend those in [7] concerningnor-
malmatrices. Their proofs can be done using similar arguments. The general case of nondiagonalizable
J-normal matrices seems to be a difficult and open problem.
In the theory of indefinite inner products the eigenvalues associated with eigenvectors of positive
and negative norms play different roles. So the following definition is crucial. If A ∈ NJ is J-unitarily
similar to diag(λ1, . . . , λr, λr+1, . . . , λn), we define the multisets σ+J (A) and σ−J (A) as follows: we
say that λi ∈ σ+J (A) if εi = 1 and λi ∈ σ−J (A) if εi = −1. It can be shown that σ±J (A) are invariant
under J-unitary similarity.
We first consider that the prescribed eigenvalues of A are pairwise distinct. The next result extends
Theorem2.2 in [7].We include its proof here to illustrate how the arguments there used can be adapted
to the indefinite case, when dealing with the special class NJ . In fact, the proofs in [7] strongly rely
on the diagonalizability (under unitary similarity) of normal matrices, a property shared with the
matrices in NJ . Henceforth, a similar approach can be used combined with the specificities inherent
to the indefinite inner product context, namely in what concerns the signs of the norms.
Recall that an n × n complex matrix B = [bij] is called J-unistochastic if bij = εiεj|uij|2 for some
J-unitary n × nmatrix U = [uij].
In the sequel we assume that J = diag(ε1, . . . , εn)with εi = ±1, i = 1, . . . , n.
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Theorem 1. Let α1, . . . , αn be distinct complex numbers. There exists an n × n matrix A ∈ NJ with
σ(A) = {α1, . . . , αn}, where αt ∈ σ+J (A) if εt = 1, and principal submatrices Ai with eigenvalues
λi1, . . . , λin−1 ∈ C, i = 1, . . . , n, if and only if the matrix B = [bij], with
bij =
∏n−1
k=1(αj − λik)∏n
k=1,k =j(αj − αk)
(1)
is J-unistochastic.
Proof. To prove necessity, suppose that A satisfies the claimed spectral conditions. Then there ex-
ists a J-unitary matrix U = [uij] such that UAU# = diag(α1, . . . , αn). If t is a free parameter,
tIn − A = U#diag(t − α1, . . . , t − αn)U. For any t = αi, i = 1, . . . , n, we have (tIn − A)−1 =
U#diag
(
1
t−α1 , . . . ,
1
t−an
)
U. It is easy to see that
pi(t) := det(tIn−1 − Ai)
det(tIn − A) = e
∗
i (tIn − A)−1ei = εi
n∑
j=1
εj|uij|2
t − αj . (2)
On the other hand,
pi(t) =
∏n−1
k=1(t − λik)∏n
k=1(t − αk)
=
n∑
j=1
Resαj pi(t)
t − αj , (3)
where
Resαj pi(t) = limt→αj(t − αj)pi(t) = bij. (4)
Thus, bij = εiεj|uij|2.
To prove sufficiency, we use reciprocal arguments. Suppose that B = [bij] is J-unistochastic. Let
U = [uij] be a J-unitary matrix such that
bij = εiεj|uij|2. (5)
Let A = U#diag(α1, . . . , αn)U. Then (2) holds. Because
∏n−1
k=1(t − λik)∏n
k=1(t − αk)
=
n∑
j=1
bij
t − αj ,
taking into account (5), we get
det(tIn−1 − Ai)
det(tIn − A) =
∏n−1
k=1(t − λik)∏n
k=1(t − αk)
,
which implies that the eigenvalues of Ai are λi1, . . . , λin−1. 
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The characterization in the above theorem is not satisfactory in the sense that J-unistochastic
matrices, as well as unistochastic matrices, are not well studied. For instance, a general method is
lacking for determining whether a given matrix of size greater than 3 is of one of these types. For the
case n = 3, see [2] and the references therein.
The next result concerns the prescription of the eigenvalues of a single (n− 1)× (n− 1) principal
submatrix of A.
Corollary 2. Let α1, . . . , αn be distinct complex numbers and i ∈ {1, . . . , n}. There exists an n × n
matrix A ∈ NJ with σ(A) = {α1, . . . , αn}, where αt ∈ σ+J (A) if εt = 1, and such that the principal
submatrix Ai has eigenvalues λi1, . . . , λin−1 ∈ C if and only if εiεjbij  0 for each j = 1, . . . , n, where
the bij’s are defined in (1).
We specify the previous corollary to the particular case of J-Hermitianmatrices. As it is well known,
the eigenvalues of J-Hermitianmatrices are real or occur in pairs of complex conjugate numbers. If we
consider that the α′s are real numbers ordered as α1 > · · · > αn, J = Ir ⊕ −In−r , and αt ∈ σ+J (A) if
εt = 1, then A is J-unitarily diagonalizable as well as Ai is Ji-unitarily diagonalizable for i ∈ {1, . . . , n}
[1]. Henceforth, the principal submatrix Ai, which is Ji-Hermitian, cannot have nonreal eigenvalues.
If λi1  · · ·  λin−1, then the condition εiεjbij  0, j = 1, . . . , n, corresponds to the interlacing
conditions
α1  λi1  α2  λi2  · · ·αr−1  λir−1  αr >
αr+1  λir  · · ·  λin−3  αn−1  λin−2  αn  λin−1
if i ∈ {1, . . . , r}, and
λi1  α1  λi2  α2  · · ·  λir  αr >
αr+1  λir+1  · · ·  λin−2  αn−1  λin−1  αn
if i ∈ {r + 1, . . . , n}.
These interlacing results were obtained in [1].
We now consider the prescription of the eigenvalues of two distinct (n − 1) × (n − 1) principal
submatrices of A. The proof of the next corollary follows analogous steps to the one of Corollary 2.5 in
[7], having in mind the following additional observation. If uk and ul are 1 × n vectors such that
ukJu
∗
k = k , ulJu∗l = l and ukJu∗l = 0, then, by [5, Section 2.2], there exists a J-unitary matrix U such
that the kth and lth rows are uk and ul .
Corollary 3. Let α1, . . . , αn be distinct complex numbers. There exists an n × n matrix A ∈ NJ with
σ(A) = {α1, . . . , αn}, where αt ∈ σ+J (A) if εt = 1, and two principal submatrices Ak and Al, k = l, of
A with eigenvalues λk1, . . . , λkn−1 and λl1, . . . , λln−1 if and only if εkεjbkj  0 and εlεjblj  0 for each
j = 1, . . . , n and
2 max
1jn
√
εkεlbkjblj 
n∑
j=1
√
εkεlbkjblj, (6)
where the bij’s are defined in (1).
We now consider the cases in which the matrix A and one or two (n − 1) × (n − 1) principal
submatrices of A have prescribed eigenvalues, allowing multiple eigenvalues for A. For that purpose
some considerations are due.
Let A be an n×nmatrix and A′ be an (n−1)× (n−1) principal submatrix of A. If λ1, . . . , λk , with
λi = λj for i = j, are the eigenvalues of A, occurringwithmultiplicitiesm1, . . . ,mk, thenλ1, . . . , λk,
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are eigenvalues of A′ occurring with multiplicities at leastm1 − 1, . . . ,mk − 1. The remaining k − 1
eigenvalues of A′, say γ1, . . . , γk−1, are called, as in [7], the free eigenvalues of A′. Note that
det(tIn−1 − A′)
det(tIn − A) =
∏k−1
p=1(t − γp)∏k
p=1(t − λp)
. (7)
In the next two theorems we assume that J = diag(ε1, . . . , εn) with ε1 = · · · = εr = 1 and
εr+1 = · · · = εn = −1. Note that if J is an arbitrary diagonal involution with r = #{i : εi = 1}, there
exists a permutationmatrix P such that PT JP = Ir ⊕−In−r . Then our results apply if we consider PTAP
and PT JP, instead of A and J, and the corresponding submatrices of PTAP.
Theorem 4. Let α1, . . . , αk, k  n, be distinct complex numbers, m1, . . . ,mk be positive integers with
m1+· · ·+mp = r and let i ∈ {1, . . . , n}.Thereexists ann×nmatrixA ∈ NJ witheigenvaluesα1, . . . , αk,
with algebraic multiplicities m1, . . . ,mk, where αt ∈ σ+J (A) with multiplicity mt, t = 1, . . . , p, and
the principal submatrix Ai of A with free eigenvalues λi1, . . . , λik−1 ∈ C if and only if εiεjbij  0 for each
j = 1, . . . , k, where
bij =
∏k−1
p=1(αj − λip)∏k
p=1,p=j(αj − αp)
. (8)
Theorem 5. Let α1, . . . , αk, k  n, be distinct complex numbers, m1, . . . ,mk be positive integers with
m1 + · · · + mp = r, and let l, t ∈ {1, . . . , n}, l = t. There exists an n × n matrix A ∈ NJ with
eigenvalues α1, . . . , αk, with algebraic multiplicities m1, . . . ,mk, where αi ∈ σ+J (A) with multiplicity
mi, i = 1, . . . , p,σ+J (A)∩σ−J (A) = ∅, and the principal submatrices Al and At of Awith free eigenvalues
λl1, . . . , λlk−1 and λt1, . . . , λtk−1, respectively, if and only if εlεjblj  0, εtεjbtj  0 for each j =
1, . . . , k, and
2 max{j:mj=1}
√
εlεtbljbtj 
k∑
j=1
√
εlεtbljbtj, (9)
where the bij’s are defined in (8). (Condition (9) does not appear if mj > 1 for all j = 1, . . . , k.)
3. The 3× 3 case
In this section, we consider the generic non-trivial indefinite 3 × 3 case. We assume that J =
diag(ε1, ε2, ε3),with ε1 = ε2 = 1 and ε3 = −1.We start by developing a canonical form for a 3× 3
J-normal matrix, attained under J-unitary similarity.
Proposition 6. Suppose that P1 and P2 are 3 × 3 matrices such that P∗1 JP1 = P∗2 JP2. Then, there is a
J-unitary matrix U such that P2 = UP1.
Proof. Suppose that P∗1 JP1 = P∗2 JP2. Then
J = P∗JP,
where P = P2P−11 . Thus, P is J-unitary as P#P = I3,which implies the result. 
Lemma 7. Let A be a 3× 3matrix. Then A is J-normal for J = diag(1, 1,−1) if and only if A is J-unitarily
similar to a matrix of one of the following forms:
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(i) diag(a, b, c), with a, b, c ∈ C;
(ii)
⎡
⎢⎢⎢⎣
a 0 0
0 b c
0 c b
⎤
⎥⎥⎥⎦ , with a, b, c ∈ C, c = 0;
(iii)
⎡
⎢⎢⎢⎣
a 0 0
0 b + c c
0 −c b − c
⎤
⎥⎥⎥⎦ , with a, b, c ∈ C, |c| = 1/2;
(iv)
⎡
⎢⎢⎢⎣
a b b
b a + c c
−b −c a − c
⎤
⎥⎥⎥⎦ , with a, b ∈ C, |b| =
√
2/2, 0  arg(b) < π, c ∈ R;
(v)
⎡
⎢⎢⎢⎣
a
√
2
2
√
2
2√
2
2
a + bi bi
−
√
2
2
−bi a − bi
⎤
⎥⎥⎥⎦ , with a ∈ C, b ∈ R, i =
√−1.
Proof. A calculation shows that anymatrix of the form (i)–(v) is J-normal. Nowwe prove the converse.
By [3, Theorem5.2], there is a nonsingularmatrix P such that thepair (Ac, Jc) = (P−1AP, P∗JP) satisfies
one of the following conditions:
(i) Ac is diagonal and Jc = diag(1, 1,−1).
(ii) Ac = diag(λ1, λ2, λ3), λ2 = λ3, and Jc = [1] ⊕
⎡
⎣ 0 1
1 0
⎤
⎦ .
(iii)
Ac =
⎡
⎢⎢⎢⎣
λ1 0 0
0 λ2 z
0 0 λ2
⎤
⎥⎥⎥⎦ and Jc = [1] ⊕
⎡
⎣ 0 1
1 0
⎤
⎦ ,
with λ1, λ2, z ∈ C, |z| = 1.
(iv)
Ac =
⎡
⎢⎢⎢⎣
λ z r
0 λ z
0 0 λ
⎤
⎥⎥⎥⎦ and Jc =
⎡
⎢⎢⎢⎣
0 0 1
0 1 0
1 0 0
⎤
⎥⎥⎥⎦ ,
with λ, z ∈ C, |z| = 1, 0  arg z < π, r ∈ R.
(v)
Ac =
⎡
⎢⎢⎢⎣
λ 1 ir
0 λ 1
0 0 λ
⎤
⎥⎥⎥⎦ and Jc =
⎡
⎢⎢⎢⎣
0 0 1
0 1 0
1 0 0
⎤
⎥⎥⎥⎦ ,
with λ ∈ C and r ∈ R, i = √−1.
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Note that, by Proposition 6, if P∗1 JP1 = P∗2 JP2 then there is a J-unitary matrix U such that P2 = UP1,
which implies that P1AcP
−1
1 and P2AcP
−1
2 are J-unitary. Thus, to proof our result, for each pair (Ac, Jc)
that can occur as a canonical form, it is enough to see what the form of PAcP
−1 is, where P is a fixed
matrix such that P∗JP = Jc.We will take PT an orthogonal matrix of eigenvectors of Jc, as follows:
Case (i): P = I3.
Cases (ii) and (iii):
P =
⎡
⎢⎢⎢⎣
1 0 0
0
√
2
2
√
2
2
0 −
√
2
2
√
2
2
⎤
⎥⎥⎥⎦ .
Cases (iv) and (v):
P =
⎡
⎢⎢⎢⎣
0 1 0√
2
2
0
√
2
2
−
√
2
2
0
√
2
2
⎤
⎥⎥⎥⎦ . 
We say that a 3 × 3 matrix A is of type (i) (resp. (ii), (iii), (iv) and (v)) if A is J-unitarily similar to
a matrix of the form described in (i) (resp. (ii), (iii), (iv) or (v)) in Lemma 7. We observe that, if A is of
type (ii)–(v), there is an eigenvector v of A such that [v, v] = 0 (v is called an isotropic vector).
We next state analogs of Theorem 1 for the cases in which A is a 3 × 3 matrix of types (i)–(v). We
note that the eigenvalues of a 2 × 2 principal submatrix of A, say λ31, λ32, are determined by the
eigenvalues λ1, λ2, λ3 of A and the eigenvalues of the other two 2× 2 principal submatrices of A, say
λ11, λ12 and λ21, λ22, by the equations
λ11 + λ12 + λ21 + λ22 + λ31 + λ32 = 2(λ1 + λ2 + λ3) (10)
and
λ11λ12 + λ21λ22 + λ31λ32 = λ1λ2 + λ2λ3 + λ1λ3. (11)
3.1. The type (i) case
The next result is an immediate consequence of Theorem 1.
Theorem 8. Let λ1, λ2, λ3 be distinct complex numbers. There exists a 3 × 3 J-normal matrix A of type
(i) with σ(A) = {λ1, λ2, λ3}, where αt ∈ σ+J (A) if εt = 1, and principal submatrices Ai of A with
eigenvalues λi1, λi2 ∈ C, i = 1, 2, 3, if and only if there exists a J-unitary matrix U = [uij] such that
bij = εiεj|uij|2, where
bij = (λj − λi1)(λj − λi2)∏3
k=1,k =j(λj − λk)
, (12)
i, j = 1, 2, 3, that is, B = [bij] is J-unistochastic.
We observe that the 3 × 3 J-unistochastic matrices were studied in [2].
The next result follows from Corollary 3.
Corollary 9. Letλ1, λ2, λ3 be distinct complex numbers and t, l ∈ {1, 2, 3}, t = l. There exists a 3×3 J-
normalmatrixwithσ(A) = {λ1, λ2, λ3},whereλi ∈ σ+J (A) if εi = 1, and the two principal submatrices
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At and Al of A with eigenvalues λt1, λt2 and λl1, λl2, respectively, if and only if εtεjbtj  0 and εlεjblj  0
j = 1, 2, 3, and there exists a triangle with side lengths√εtεlbt1bl1,√εtεlbt2bl2,√εtεlbt3bl3,where the
bij’s, j = 1, 2, 3, i = t, l are defined in (12). Moreover, if these conditions are met, the eigenvalues λp1, λp2
of Ap, where p ∈ {1, 2, 3}\{t, l}, are uniquely determined by the Eqs. (10) and (11).
Example 10. We now determine the possible eigenvalues α, β of the submatrix A1 of a 3 × 3 matrix
A ∈ NJ with σ(A) = {1, 3, 4},where σ+J (A) = {1, 3}, and σ(A3) = {0, 2}. We have
b31 = (1 − 0)(1 − 2)
(1 − 3)(1 − 4) = −
1
6
b32 = (3 − 0)(3 − 2)
(3 − 1)(3 − 4) = −
3
2
b33 = (4 − 0)(4 − 2)
(4 − 1)(4 − 3) =
8
3
and
b11 = (1 − α)(1 − β)
(1 − 3)(1 − 4)
b12 = (3 − α)(3 − β)
(3 − 1)(3 − 4)
b13 = (4 − α)(4 − β)
(4 − 1)(4 − 3) .
According to Corollary 9, the existence of A satisfying the claimed spectral conditions is equivalent to
(1 − α)(1 − β)  0
(3 − α)(3 − β)  0
(4 − α)(4 − β)  0
(that is, either 1  α  3 and β  4 or 1  β  3 and α  4) and
√−b11b31 
√−b12b32 +
√−b13b33√−b12b32 
√−b11b31 +
√−b13b33√−b13b33 
√−b11b31 +
√−b12b32.
The last three conditions are equivalent to
√
(1 − α)(1 − β)  3
√
3(3 − α)(β − 3) + 4
√
2(4 − α)(β − 4) (13)
3
√
3(α − 3)(β − 3) 
√
(1 − α)(1 − β) + 4
√
2(4 − α)(β − 4) (14)
4
√
2(4 − α)(β − 4)  3
√
3(3 − α)(β − 3) +
√
(1 − α)(1 − β) (15)
Thus, there exists a 3× 3matrix A ∈ NJ satisfying the claimed spectral conditions if and only if either
1  α  3 and β  4 or 1  β  3 and α  4, and conditions (13), (14) and (15) hold. See Fig. 1
for the possible values of (α, β). We observe in passing that the region of possible eigenvalues of A1
or A2 is the union of two disjoint convex sets.
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2 3 4 5 6
α
2
3
4
5
6
β
Fig. 1. Eigenvalues of A: λ1 = 1, λ2 = 3, λ3 = 4. Eigenvalues of A3: λ31 = 0, λ32 = 2. Boundary of the region of possible
eigenvalues of A1 or A2: β = (378 − 133α + 14α2 ± 4
√
6
√−72 + 126α − 67α2 + 14α3 − α4)/(73 − 28α + 4α2).
3.2. The remaining four types
In this section, we give analogs of Theorem 8 for the cases in which A is a 3 × 3 matrix of types
(ii)–(iv).
We first extend the definition of σ+J (A) given for matrices in NJ to the case in which A is a matrix
of type (ii) or (iii). If A is J-unitarily similar to a matrix of the form (ii) or (iii) in Lemma 7, we define
σ+J (A) = {a}. Observe that there exists an eigenvector v of A satisfying [v, v] > 0 if and only if the
corresponding eigenvalue is a. Thus, σ+J (A) is invariant under J-unitary similarity.
Theorem 11. Let λ1, λ2, λ3 be distinct complex numbers. There exists a 3 × 3 J-normal matrix of type
(ii) with eigenvalues λ1, λ2, λ3, where σ
+
J (A) = {λ1}, and principal submatrices Ai, i = 1, 2, 3, with
eigenvalues λi1, λi2 ∈ C if and only if
(λ3 − λi1)(λ3 − λi2)
(λ3 − λ1)(λ3 − λ2) =
(λ2 − λi1)(λ2 − λi2)
(λ2 − λ1)(λ2 − λ3) ,
i = 1, 2, 3, and there exists a J-unitary matrix U = [uij] such that
(λ1 − λi1)(λ1 − λi2)
(λ1 − λ2)(λ1 − λ3) = εi|u1i|
2
and
2
(λ2 − λi1)(λ2 − λi2)
(λ2 − λ1)(λ2 − λ3) = εi(u2i + u3i)(u2i − u3i),
i = 1, 2, 3.
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Proof. To prove necessity, suppose that A satisfies the conditions in the theorem. For i = 1, 2, 3, we
have
pi(t) := (t − λi1)(t − λi2)
(t − λ1)(t − λ2)(t − λ3) =
det(tIn−1 − Ai)
det(tIn − A)
= e∗i (tIn − A)−1ei =
n∑
j=1
Resλj(pi(t))
t − λj ,
where
Resλj(pi(t)) = lim
t→λj
(t − λj)pi(t).
Let U = [uij] be a J-unitary matrix such that
A = U#
⎡
⎢⎢⎢⎢⎢⎣
λ1 0 0
0
λ2 + λ3
2
λ2 − λ3
2
0
λ2 − λ3
2
λ2 + λ3
2
⎤
⎥⎥⎥⎥⎥⎦
U. (16)
A calculation shows that
Resλj(pi(t)) = lim
t→λj
(t − λj)e∗i (tIn − A)−1ei
is the (i, j) entry of the matrix
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
|u11|2 |u21|
2 − |u31|2−u21u31+u31u21
2
|u21|2 − |u31|2 + u21u31 − u31u21
2
|u12|2 |u22|
2 − |u32|2 − u22u32 + u32u22
2
|u22|2 − |u32|2 − u32u22 + −u22u32
2
−|u13|2 |u33|
2 − |u23|2 − u33u23 + u23u33
2
|u33|2 − |u23|2 − u23u33 + u33u23
2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
On the other hand,
Resλj(pi(t)) =
(λj − λi1)(λj − λi2)∏3
k=1,k =j(λj − λk)
.
Thus, the result follows.
The converse can be proven using reciprocal arguments. 
In the next theorems we impose some restrictions on the eigenvalues of A and its 2 × 2 principal
submatrices. We now consider the case A is of type (iii). Note that in this case A has an eigenvalue of
multiplicity at least 2.
Theorem 12. Let a, b be distinct complex numbers. There exists a 3× 3 J-normal matrix of type (iii) with
eigenvalues a, b, b, being σ+J (A) = {a}, and principal submatrices Ai, i = 1, 2, 3, with eigenvalues λi1
λi2 ∈ C, distinct from b, if and only if there exists a J-unitary matrix U = [uij] and c ∈ Cwith |c| = 1/2
such that
(a − λi1)(a − λi2)
(a − b)2 = εi|u1i|
2 (17)
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and
(b − λi1)(b − λi2)
b − a = εic|u2i + u3i|
2,
i = 1, 2, 3.
Proof. To prove the necessity, suppose that A satisfies the conditions in the theorem. For i = 1, 2, 3,
we have
pi(t) := (t − λi1)(t − λi2)
(t − a)(t − b)2 =
det(tIn−1 − Ai)
det(tIn − A)
= e∗i (tIn − A)−1ei =
xi
t − a +
yi
t − b +
zi
(t − b)2 ,
where
xi = Resa(pi(t)) = lim
t→a(t − a)pi(t) =
(a − λi1)(a − λi2)
(a − b)2 ,
yi = Resb(pi(t)) = lim
t→b
d
dt
(t − b)2pi(t) = 1 − (a − λi1)(a − λi2)
(a − b)2
and
zi = lim
t→b(t − b)
2pi(t) = (b − λi1)(b − λi2)
b − a .
Let U = [uij] be a J-unitary matrix such that
A = U#
⎡
⎢⎢⎢⎣
a 0 0
0 b + c c
0 −c b − c
⎤
⎥⎥⎥⎦U, (18)
where |c| = 1/2. A calculation shows that, for a = b,
xi = Resa(pi(t)) = lim
t→a(t − a)e
∗
i (tIn − A)−1ei = εi|u1i|2,
yi = Resb(pi(t)) = lim
t→b
d
dt
(t − b)2e∗i (tIn − A)−1ei = εi(|u2i|2 − |u3i|2)
and
zi = lim
t→b(t − b)
2e∗i (tIn − A)−1ei = εic|u2i + u3i|2.
Thus, the result follows.
The converse can be proven using reciprocal arguments. Note that if U = [uij] is a J-unitary matrix
and (17) holds, then
εi(|u2i|2 − |u3i|2) = 1 − εi|u1i|2 = 1 − (a − λi1)(a − λi2)
(a − b)2 . 
Wenowconsider the caseA is of type (iv). Note that in this caseAhas an eigenvalue ofmultiplicity 3.
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Theorem 13. Let a be a complex number. There exists a 3 × 3 J-normal matrix of type (iv) with a triple
eigenvalue a and principal submatrices Ai, i = 1, 2, 3, with eigenvalues λi1,, λi2 ∈ C, distinct from
a, if and only if there exists a J-unitary matrix U = [uij], c ∈ R, and b ∈ C with |b| =
√
2/2,
0  arg(b) < π, such that
(a − λi1)(a − λi2) = εib2|u2i + u3i|2 (19)
and
2a − λi1 − λi2 = εi(c|u2i + u3i|2 + 2b Re(u1i(u2i + u3i))), (20)
i = 1, 2, 3.
Proof. To prove the necessity, suppose that A satisfies the conditions in the theorem. For i = 1, 2, 3,
we have
pi(t) := (t − λi1)(t − λi2)
(t − a)3 =
det(tIn−1 − Ai)
det(tIn − A)
= e∗i (tIn − A)−1ei =
xi
t − a +
yi
(t − a)2 +
zi
(t − a)3 ,
where
xi = lim
t→a
1
2
d2
dt2
(t − a)3pi(t) = 1, (21)
yi = lim
t→a
d
dt
(t − a)3pi(t) = 2a − λi1 − λi2, (22)
zi = lim
t→a(t − a)
3pi(t) = (a − λi1)(a − λi2). (23)
Let U = [uij] be a J-unitary matrix such that
A = U#
⎡
⎢⎢⎢⎣
a b b
b a + c c
−b −c a − c
⎤
⎥⎥⎥⎦U, (24)
with b ∈ C, |b| = √2/2, 0  arg(b) < π, c ∈ R. A calculation shows that
xi = lim
t→a
1
2
d2
dt2
(t − a)3e∗i (tIn − A)−1ei = εi(|u1i|2 + |u2i|2 − |u3i|2), (25)
yi = lim
t→a
d
dt
(t − a)3e∗i (tIn − A)−1ei (26)
= εi(c|u2i + u3i|2 + 2 b Re(u1i(u2i + u3i))), (27)
zi = lim
t→a(t − a)
3e∗i (tIn − A)−1ei = εib2|u2i + u3i|2. (28)
Comparing (25) with (21), (26) with (22) and (28) with (23), the result follows. Note that the equality
that follows from (25) and (21) is trivially satisfied.
The converse can be proven using reciprocal arguments. 
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We finally consider the case A is of type (v).
Theorem 14. Let a be a complex number. There exists a 3 × 3 J-normal matrix of type (v) with a triple
eigenvalue a and principal submatrices Ai, i = 1, 2, 3, with eigenvalues λi1,, λi2 ∈ C, distinct from a, if
and only if there exists a J-unitary matrix U = [uij] and b ∈ R such that
2(a − λi1)(a − λi2) = εi|u2i + u3i|2
and
2a − λi1 − λi2 = εi(b
√−1|u2i + u3i|2 +
√
2 Re(u1i(u2i + u3i))),
i = 1, 2, 3.
Proof. To prove the necessity, suppose that A satisfies the conditions in the theorem. For i = 1, 2, 3,
we have
pi(t) := (t − λi1)(t − λi2)
(t − a)3 =
det(tIn−1 − Ai)
det(tIn − A)
= e∗i (tIn − A)−1ei =
xi
t − a +
yi
(t − a)2 +
zi
(t − a)3 ,
where xi, yi and zi are as in (21), (22) and (23). Let U = [uij] be a J-unitary matrix such that
A = U#
⎡
⎢⎢⎢⎣
a
√
2
2
√
2
2√
2
2
a + bi bi
−
√
2
2
−bi a − bi
⎤
⎥⎥⎥⎦U, (30)
with b ∈ R, i = √−1. A calculation shows that
xi = lim
t→a
1
2
d2
dt2
(t − a)3e∗i (tIn − A)−1ei = εi(|u1i|2 + |u2i|2 − |u3i|2), (31)
yi = lim
t→a
d
dt
(t − a)3e∗i (tIn − A)−1ei (32)
= εi(b
√−1|u2i + u3i|2 +
√
2 Re(u1i(u2i + u3i))), (33)
zi = lim
t→a(t − a)
3e∗i (tIn − A)−1ei =
εi
2
|u2i + u3i|2 (34)
Comparing (31) with (21), (32) with (22) and (34) with (23), the result follows. Note that the equality
that follows from (31) and (21) is trivially satisfied.
The converse can be proven using reciprocal arguments. 
We note that the techniques used above apply when there is an eigenvalue λ of both A and a 2× 2
principal submatrix of A. In this case the order of the pole λ of pi(t) depends on the multiplicity of λ
as an eigenvalue of Ai. Therefore, we have many cases to consider. We illustrate this idea in the next
result.
Theorem 15. Let a, b be distinct complex numbers. There is no 3 × 3 J-normal matrix of type (iii) with
eigenvalues a, b, b and principal submatrices Ai, i = 1, 2, 3, with eigenvalues λi, b.
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Proof. To prove necessity, suppose that A satisfies the conditions in the theorem. For i = 1, 2, 3, we
have
pi(t) := (t − λi)
(t − a)(t − b) =
det(tIn−1 − Ai)
det(tIn − A)
= e∗i (tIn − A)−1ei.
Let U = [uij] be a J-unitary matrix such that (18) holds, with |c| = 1/2. The limits limt→a(t − a)e∗i
(tIn − A)−1ei, limt→b ddt (t − b)2e∗i (tIn − A)−1ei and limt→b(t − b)2e∗i (tIn − A)−1ei are given as in the
proof of Theorem 12. On the other hand,
lim
t→a(t − a)pi(t) =
a − λi
a − b ,
lim
t→b
d
dt
(t − b)2pi(t) = b − λi
b − a ,
and
lim
t→b(t − b)
2pi(t) = 0.
Then, we would have
a − λi
a − b = εi|u1i|
2
and
u3i = −u2i,
i = 1, 2, 3, which is not possible if U is J-unitary. 
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