We prove sharp rates of convergence to stationarity for a simple case of the Metropolis algorithm: the placement of a single disc of radius h randomly into the interval [−1 − h, 1 + h], with h > 0 small. We find good approximations for the top eigenvalues and eigenvectors. The analysis gives rigorous proof for the careful numerical work in ([DN04] ). The micro-local techniques employed offer promise for the analysis of more realistic problems.
This paper suggests a new picture for a formally intractable problem. Roughly, for Metropolis algorithms on a domain, based on small proposed moves, the spectrum near 1 is discrete and well approximated (both eigenvalues and vectors) by the Neumann spectrum on the domain. Further, the continuous spectrum associated to the holding of the Metropolis chain is well isolated from 1 and does not cause trouble in proving sharp total variation convergence rates. This program has been succesfully carried out in two other settings. In ( [LM07] ), a local ball walk on a general compact Riemannian manifold is metropolized to have area measure as stationary distribution. In ( [DLM07] ) a local ball walk on a domain in R n is metropolized to have a prescribed stationary density. In both cases, the picture that emerges from the present paper guides the analysis.
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2 Metropolis, convergence, and an overview A. The Metropolis algorithm Let (X, B, µ) be a σ-finite measure space. Let f (x) > 0, f (x)dµ(x) = 1, be a probability density on X. The Metropolis algorithm gives a way of drawing samples from f . It requires a symmetric proposal density p(x, y) = p(y, x) ≥ 0 for all x, y, and p(x, y)µ(dy) = 1 for all x. This kernel allows us to define the Metropolis kernel m(x, dy) = m(x)δ x + p(x, y)min f (y) f (x) , 1 µ(dy) m(x) = {z:f (z)<f (x)} 1 − f (z) f (x) p(x, z)µ(dz) (2.1) Formula 2.1 has a simple algorithmic interpretation. From x, choose y from the density p(x, y). If f (y) ≥ f (x), move to y. If f (y) < f (x) flip a coin with probability of heads f (y)/f (x). If it comes up heads, move to y. If it comes up tails, stay at x. Observe that implementing this does not require knowledge of the normalizing constant for f . This is a crucial feature in applications where f (x) is given as Z −1 e −βH(x) with Z unknownable in practice.
The Metropolis algorithm was introduced in ([MRR + 53]) with important extensions in ([Has70]), ([Pes73]). For a text book treatment and many examples see ([HH64]). For examples in physics see ([BH02]), in biology and statistics see ([Liu01]). A geometrical interpretation is in ([BD01])
; it shows that the kernel m(x, dy) is closest to p(x, y)µ(dy) in an L 1 metric on kernels.
The Metropolis algorithm, with many variations, is still widely used to simulate configurations of hard discs in compact regions of R d and for the closely related problem of simulating configurations of particules in potentials such as the Lennart-Jones potentials ( [AT87] ). A first serious study, giving rigourous rates of convergence for various hard core models, appears in the work of Kannan, Mahoney and Montenegro ( [KMM03] ). They study several algoritms, local, global and multiple, our scenario corresponds to a local algorithm: one particle is chosen at random and moved locally. Global algorithms correspond to choosing a particle at random and a position at random, and trying to move the chosen particle to that position. In ( [AT87] ), useful convergence results are given for global algorithms in low dimensions assuming toroidal boundary conditions. The coupling techniques used in ( [AT87] ) can surely be adapted to the present problem, presumably with less precise constants. Sharp results are given for a related problem by Randall and Winkler ([RW05] ). They study N particles in the unit interval. Each time, a particle is chosen at random and moved uniformly between the two surrounding particles. Again using coupling, it is shown that order N 3 log(N ) steps are necessary and sufficient to achieve randomness. Finally, we mention the coupling techniques in ( [MT96] ) as a potential method of getting rates of convergences.
B. Convergence
Let L 2 (f ) be the space of real valued functions g which are square integrable with respect to f (x)µ(dx). The Metropolis kernel m(x, dy) acts on L 2 (f ) via M g(x) = g(y)m(x, dy) = m(x)g(x) + g(y)p(x, y)min f (y) f (x) , 1 µ(dy) (2.2)
Note that we use m(x, dy) for the distribution kernel of the operator, and m(x) for the multiplier. Elementary arguments show that M : with the sup over measurable sets A.
In applications, for example, for the original task of packing discs or for simulation of lattice models such as the Ising model, it is important to have a rate of convergence in 2.6. There are various flavors available. Perhaps weakest is "geometric ergodicity" ( [MT93] for (usually unspecified) a(x) > 0 and |γ| < 1. Observe that, without some information about a(x) and γ, 2.8 says little more than 2.6. More refined estimates have been developed for special cases ( [JH01] ), . These have come to be called "honest bounds" because specific a(x) > 0 and γ are given. Of course, upper bounds need not be sharp and one may ask about matching lower bounds, at least up to "good constants". We call such bounds "sharp" in the sequel. A survey of sharp bounds for Markov chains on discrete state-spaces is in ( [SC97] ). This develops analytic techniques (Poincaré, Cheeger, Nash, Sobolev and log-Sobolev inequalities). Applications of these techniques to the Metropolis algorithm on discrete state spaces is in ( [DSC98] ) which has extensive further references. In the present problem, we are able to prove (see theorem 5.1, formula 5.11)
The proof shows that the gap is achieved at the unique second largest eigenvector ψ
where η 1,h is defined in theorem 5.1 and the b-function is defined in theorem 4.3. One has 
Here γ(h), γ (h) are two positive functions such that γ(h) γ (h) απ 2 /8 when h → 0, with α from 2.10. The constants M, C, A, A depend mildly on ϕ. This is made explicit in section 6.
C. An overview of the proof and the microlocal tools Microlocal analysis was created by M.Sato, T.Kawai and M.Kashiwara in their famous paper ( [SKK] ). Unfortunately, the cohomological techniques used by Sato in the definition of hyperfunctions and the derived category language used by Kashiwara as a basic tool for the study of the sheaf of microfunctions and the algebraic analysis of D-modules, has been an obstacle to the popularization of these powerful ideas in the analysis of partial differential equations. These ideas have been translated in a more accessible language and extended to more general problems occurring in the analysis of the singularities of solutions of linear pde's by L.Hörmander and many others, and the reader will find a complete introduction to this point of view on microlocal analysis in ( [Hör85] ). Soon after, J.Sjöstrand discover a rather simple way to express the ideas of ( [SKK] ) in a natural analytic language using basic properties of holomorphic functions and the so-called FBI transforms (see ([Sjö82] )). Then, it turns out that microlocal analysis, originally used to analyse singularities, was also a powerful tool to understand the semi-classical limit of solutions of the Schrödinger equations, when the Planck constant h is considered as a small parameter. In fact, this is natural since the original motivation for the work of Sato comes from the mathematical analysis of Quantum mechanics. Then, part of the microlocal community moved to "semi-classical analysis", and the reader will find in the Dimassi-Sjöstrand book ([DS99]) a rather complete exposition of these techniques, and related results concerning spectral asymptotics. An accessible introduction to the microlocal techniques used in the paper is in ( [Mar02] ).
What we discover is that the Metropolis chain 2.5 can be understood as a "semiclassical-pseudo-differential boundary value problem", and that is why microlocal techniques enter in the proof.
Since here we deal with a 1-dimensional and constant coefficient problem, we can easily explain, at least at a formal level, what we use in our study, and what are the main differences with the very classical study of boundary value problems for pde's, which are just ordinary differential equations in one space dimension.
The study of the tempered solutions of an ode's p(D x )f = 0 on R, where p is a polynomial, reduces via Fourier transform, to the study of the so called "real characteristic variety", that is to say here, the real roots of the algebraic equation p(ξ) = 0 with ξ ∈ R.
The same holds true at the semi-classical level for the equation p(hD x )f = 0, where h is a small parameter. Assume for simplicity that p(ξ) = ξ 2 , and that one wants to study the spectral theory for the simple self-adjoint Neumann boundary value problem
The spectrum of 2.16 is of course easy to compute, and the h dependance is trivial: the eigenvalues are λ k (h) = p(hkπ/2) = h 2 k 2 π 2 /4 for k ∈ N, and the eigenvector associated to the eigenvalue λ k (h) is proportional to
Let us now recall how one can understand the calculation which leads to 2.17 using basic micro-local ideas.
Take λ ∈ C and let f ∈ L 2 (−1, 1) be a tempered in h (i.e f ≤ ch −m for some c, m) solution of the equation
In fact, this is the "elliptic regularity " theorem: for λ / ∈ [0, ∞[, the symbol ξ 2 + λ is elliptic (i.e does not vanish for ξ ∈ R), thus any local tempered in h solution of the equation h 2 f + λf = 0 must be exponentially small in h. On the other hand, for λ ∈ [0, ∞[, f is of the form
where µ ± are the two real solutions of the algebraic equation
This is the local theory, and it extends to the equation, with ϕ as in 2.4,
since 2.19 is a semi-classical pseudodifferential equation with symbolφ(ξ) − λ. Elliptic regularity asserts that for λ = 0 such thatφ(ξ) − λ = 0 ∀ξ ∈ R, any solution of 2.19 must be exponentially small in h in L 2 (a, b), and for λ ∈φ(R) and λ = 0, f | (a,b) belongs (up to an exponentially small in h correction) to the vector space spaned by the e ixµ/h (up to multiplicity), where µ belongs to the finite set of real solutions of the equation ϕ(µ) = λ. Observe that since lim ξ→∞φ (ξ) = 0, the special value λ = 0 is highly singular for the problem 2.19. Fortunately, we do not have to understand the spectral theory of the Markov chain 2.5 near λ = 0 in order to get results on the rate of convergence.
In particular, the same simple Metropolis example on periodic functions, i.e without the extra difficulty of the cut-off at the end points ±1, is an easy exercise, since by Fourier transform, theorem 2.1 is just a way to express the central limit theorem, for which we do not need any sophisticated analysis.
Then to get 2.17, it remains to understand how the boundary condition f (±1) = 0 selects the spectral values λ k (h), and the values of the constants a ± in 2.18. Usually, the analysis of a boundary value problem is done using Calderon projectors. Let us recall how it works. Let f be a given solution of 2.16 and let us denote by f the extension of f by 0 outside [−1, 1]. Then f satisfies 
.21 has a unique globally defined tempered in h solution g, given for z ≥ 0 by
where µ is the unique solution of p(µ) = µ 2 = λ such that Im(µ) > 0. The Calderon operator for this elementary example is just the map
Then by the local elliptic regularity theorem, one has f − g ∈ O(e −c/h ) on any compact subset of ]−∞, 1[. In particular, the boundary condition f (−1) = 0 implies a ∈ O(e −c/h ), which is just the elliptic regularity theorem at the boundary. Therefore, we get that for a solution of 2.16 with norm 1, we must have λ ∈ [0, ∞[. Of course, this is obvious by integration by parts since 2.16 is a positive self adjoint problem, but 2.22 says more, since it is a local result near the end point which does not use any global information on f . Then using f (−1) = 0 and λ ∈ [0, ∞[, we get that f has to be equal to
on the interval x ∈ [−1, 1/2[, with µ 2 = λ. Finally, one gets the spectral values of the parameter λ by matching the two formulas 2.24 associated to the two end points ±1.
For the Markov chain 2.5, the boundary condition f (±1) = 0 is replaced by the function m h (x) which has support in the boundary layer [−1,
. This already indicates that the 2-dimensional space of boundary data f (−1), f (−1) is, in our problem, replaced by the infinite dimensional Hilbert space L 2 (−1, −1 + h). Obviously, this is not a straightforward generalization, and it explains why the proof of our result seems technical: it is in the very nature of the problem. The analysis of pseudo-differential boundary value problem has been done by L. Boutet de Monvel in ( [BdM71] ). Here, we are working with a "semi-classical-pseudo-differential boundary value problem", a different situation, since the "boundary" is no longer a subvariety, but is replaced by a boundary layer of size h. Observe also that the function m h (x) is not smooth, but only Lipschitz at x = −1 + h and x = 1 − h. Thus we have to work with weakly singular coefficients. The fact that the probability of staying in the boundary layer after n steps of the walk decays exponentially has the following analytical conterpart: pseudodifferential operators of variable order are used in section 3 for the study of the spaces W The study of the characteristic variety 1.1 is done in section 3. Observe that complex solutions ofφ(ζ) = λ always occur in the study of a boundary value problem since formulas like 2.22 are crucial. We have to do here a careful study:φ(ζ) = λ is not an algebraic equation and admits an infinite number of solutions in the complex plane.
Then in our work, the Calderon operator 2.23 is replaced by the map S c λ introduced in 4.8. Here the notation S has been chosen in reference to a " Scattering operator": it connects information at the "boundary" to global properties, and so does formula 2.22. The analysis of the map S c λ is done in section 4.
Finally, the matching condition, which for a 1-dimensional problem is just a BohrSommerfeld quantization formula, and which select the spectral values, is performed in section 5.
From this, we get that near λ = 1, the spectral analysis of the Markov chain 2.5 is close to the spectral analysis of the simple Neumann boundary value problem 2.16, a fact already obvious in the numerical simulations of [DN04] .
3 The convolution on the line R and the space W c λ
Let ϕ be the function on R,
Letφ(ζ) = e −izζ ϕ(z)dz be the Fourier transform of ϕ. Thenφ(ζ) is a holomorphic function of ζ ∈ C such that for all ζ one haŝ
For any ζ ∈ C \ 0, one gets by integration by partŝ
For any real ξ, one hasφ(ξ) =φ(−ξ) ∈ R, |φ(ξ)| ≤ 1, lim |ξ|→∞φ (ξ) = 0. Moreover, from the continuity of ϕ and 1 ±φ(ξ) = 1 −1
(1 ± cos(xξ))ϕ(x)dx, one getsφ(ξ) = 1 iff ξ = 0 and that there exists ν 0 ∈]0, 1[ such that
For any λ ∈ C, we denote by Z λ the set
Then one has, for any ζ ∈ Z λ , −ζ ∈ Z λ and ζ ∈ Z λ . The following lemma determines the asymptotic behavior of the set Z λ for any λ ∈ C \ 0. Roughly, it shows that Z λ Figure 2 is the superposition of these sets for the values λ = e iθ , θ = 0, 45, 90, 180, 270 degrees: one sees the monodromie structure of the set Z λ when λ moves, and the splitting of the double zero for θ 0.
Thus, there are four symmetrically placed ends which are asymptotically evenly spaced, on logarithmic curves. Near zero, the points in Z λ need not be so regular, but this involves only finitely many points. The following lemma makes this precise.
Lemma 3.1 Let 0 < ρ 0 < ρ 1 . There exists M > 0 such that for all ζ = a + ib one has
For any λ 0 ∈ C in the annulus
such that for all ζ = a + ib with |ζ| ≥ R, a > 0, b > 0, one has ζ ∈ Z λ iff there exists an integer l ≥ l 0 such that ζ = ζ l with For all c 0 > 0, there exists C > 0 such that if ζ is such that |ζ| is large and |ζ − ζ l | ≥ c 0 for all l, then one has
Proof. Set for ζ = 0
e itζ g(t)dt is bounded in the upper half plane Im(ζ) ≥ 0, and by integration by parts, one has for any N ≥ 1
Thus, from 3.13, we get that for all k, N there exists a constant C k,N such that for all ζ = 0 in the upper half plane Im(ζ) ≥ 0 one has with R(ζ) =
In order to prove 3.7, we may assume ζ = 0, and ζ = a + ib with a ≥ 0, b ≥ 0. By 3.4, 3.14 and |
There exists c > 0 such that for all b ≥ 1 one has | sin(ζ) ζ
| ≥
C |ζ| e b , and therefore, 3.7 follows easily from 3.15.
In order to prove 3.8 and 3.9, we may assume λ = |λ|e iθ with log(λ) = log(|λ|) + iθ, and ζ = a + ib,
2 /a) and |e iζ | = O(1/a). By 3.4, the equationφ(ζ) = λ is equivalent to
which implies by 3.14
Thus there must exists an integer l > 0 such that
The equation ζ − ilog(ζ) = s is equivalent to ζ = ψ(s) with ψ(s) = s + ilog(s) + O((log(s))/s). Thus 3.18 implies, with τ l = 2lπ + π/2
Then 3.16 is now equivalent to
By 3.14, the right hand side of 3.21 is equal to 1 − i
2 ), and therefore by 3.20
and using 3.19 we get
From 3.19 we get that 3.9 holds true with Θ(τ, λ) = µ, where µ is the solution of the equation 3.21 with ζ defined by 3.19 and τ = τ l . More precisely, µ is the solution close to 0 of the equation, where τ is large
For r 0 > 0 small, the function G(λ, τ, µ) is holomorphic in λ, µ in |λ − λ 0 | ≤ r 0 , |µ| ≤ r 0 and satisfies in this set for τ ≥ τ 0 large
) + log(λ), so that β = γ + µ/τ , the solution of the equation 3.24 is of the form µ = H(λ, γ, τ ) where H is holomorphic in λ, γ in |λ − λ 0 | ≤ r 0 , |γ| ≤ r 0 and satisfies in this set for τ ≥ τ 0 large
Then 3.8 follows from 3.26 and 3.23. Finally, let us show that 3.10 holds true. By 3.16, it is equivalent to prove
and by 3.15 we may assume as before ζ = a + ib, for M large. Then , by 3.14 one has S(ζ) ∈ O(1/|ζ|), and also |ζ| = a + O((log(a)) 2 /a), |e iζ | = O(1/a), so that 3.27 reduces to showing
Then 3.28 is an obvious consequence of 3.9 and Θ(τ, λ) ∈ O( log(τ ) τ ) since if one has |i ϕ(1) − λζe iζ )| ≤ C with C > 0 small, there must exist an l and a µ small such that 3.19 holds true. The proof of lemma 3.1 is complete.
For ζ ∈ C, we set < ζ >= 1 + |ζ| 2 . We shall say that a function ζ ∈ C → d(ζ) ∈ C is moderate if it satisfies for some A, B > 0 an estimate
For all ζ ∈ C, and since ϕ is compactly supported, the following formula holds true
This suggests looking at sums of exponentials, for a given λ ∈ C \ 0,
Lemma 3.1 implies that for any moderate function d, the formula 3.31 defines a distribution f ∈ D (R). Here and in the sequel, we shall always use the following convention : If ζ ∈ Z λ is a multiple root of order m of the equationφ(ζ) = λ, then d(ζ)e izζ denotes any function of the form
By lemma 3.1, multiple roots may only occurs for ζ in a compact subset of C which depends on λ, but remains in a fixed compact set for 0 < ρ 0 ≤ |λ| ≤ ρ 1 < ∞.
Observe that by lemma 3.1, there exist c 0 > 0 such that for all ζ ∈ Z λ , one has |Im(ζ)| ≤ c 0 log(1+ < ζ >). Thus, for z ∈ [−R, R] and k > B + 2 + c 0 R, the series, where Q is a compact neighbourhood of 0 in C,
is uniformally convergent in the interval z ∈ [−R, R], and thus defines a continuous function g on the interval [−R, R]. Then 
The following crucial definition is a careful way of saying that a family F λ of subspaces of an Hilbert space H depends analytically on the complex parameter λ. The analyticity of λ → W c λ stated in proposition 3.3 will be one of the main essential point in the proof of our results on the rate of convergence of the Metropolis algorithm. Definition 3.2 If H is a Hilbert space and F λ a family of closed subspaces of H defined for λ in an open subset U of C, we shall say that λ → F λ is analytic if for any λ 0 ∈ U , there exists r > 0 and a holomorphic map A λ from the disc |λ − λ 0 | < r into the space of bounded linear operators from F λ 0 into its orthogonal complement F ⊥ λ 0 such that
, and
Moreover, for any fixed c and λ 0 ∈ C \ 0, there exists r > 0 such that
We fix a determination of log(λ) for λ ∈ D 0 . For λ ∈ D 0 , we set log(λ) = log(λ). Let τ 0 > 0 be such that the symbol Θ(τ, λ) of lemma 3.1 is well defined for τ ≥ τ 0 and λ ∈ D 0 ∪ D 0 . Then there exists R > 0 such that for λ ∈ D 0 and ζ ∈ Z λ with |Re(ζ)| ≥ R and Im(ζ) > 0, one has (by 3.9) for some l ∈ Z (we use ζ ∈ Z λ ⇒ −ζ ∈ Z λ to get the second line of 3.41 from 3.9) Take τ 0 as in lemma 3.1, and large enough so that for all |ξ| ≥ τ 0 and all λ ∈ D 0 ∪ D 0 , the following inequality hods true
Let χ ∈ C ∞ (R) be equal to 0 in |ξ| ≤ τ 0 , and equal to 1 in |ξ| ≥ τ 0 + 1. Let Q(z, D z , λ) be the pseudodifferential operator of variable order
Let us describe briefly the action of Q(z, D z , λ) on S , the Schwartz space of tempered distributions on R. One has
where k λ (z, z ) is the distribution kernel defined by the oscillatory integral
Let ε 0 > 0 small and R 0 > 0 large be given. Then, by integration by parts in 3.47 and using the definition 3.44 of q(z, ξ, λ) and the estimate 3.8, one gets that for all α, β, there exists C α,β such that the following inequality holds true for all z, z such that 
Here, as in 3.41, τ l = 2|l|π + π/2. If q 0 (z, ξ) = e izsign(ξ)π/2 τ (ξ) −z(1+i/τ (ξ)) , and with
is an elliptic operator at z of order −z, one has for all α > 0 and all
where H s z 0 denotes the space of distributions which belongs to the Sobolev space H s near z 0 . In particular, since g is periodic of period 1, one has g ∈ H −1−α for all α > 0, and its Fourier coefficients satisfy
∀z > 3/2 (3.56)
In particular, one has for z ≥ 2, with α ∈]0, 1/2[ small
(3.57) and thus we get from 3.55
Thus we get the equivalence of norms on H
The following lemma, where L(λ, c) is defined in 3.42, gives a convenient description of the space W c λ for c large.
Lemma 3.4 There exists c 0 > 0 such that for c ≥ c 0 and λ ∈ D 0 , one has
Moreover, the map
is injective.
Proof. By 3.44 and 3.8, one has
where q −1 (z, ξ, λ) is analytic in λ ∈ D 0 with values in symbols of degree −1. By the rules of composition of pseudodifferential operators, one thus gets
where R −1 (z, D z , λ) is analytic in λ ∈ D 0 with values in pseudodifferential operators of degree −1 and R −∞ (z, D z , λ) is of order −∞ on any compact subset of R. Thus for
, and since g is periodic of period 1, this implies near z = 0,
near z = 0, and 3.64 is equivalent to
which is equivalent to g ∈ H. Thus 3.60 holds true. Let c ≥ c 0 with c 0 large and let ζ l ∈ Z c λ be defined by 3.41.
, and so there exists a unique distribution
From 3.55 and |ζ l | 2|l|π, we get that the series
is convergent for all z > −1/2 and defines a continuous function
Since f +,2 belongs to L 2 near z = 0, there must exists a 0 , a 1 such that
is a tempered distribution with support in [0, ∞[, and so is f + by 3.67. Their Fourier-Laplace transformsf + (ζ),f +,2 (ζ) are thus holomorphic in Im(ζ) < 0, and we get from 3.67 for all ζ ∈ C, Im(ζ) < 0
Observe that the ζ l are distinct for l / ∈ L(λ, c) and c ≥ c 0 . Thus by 3.68 and 3.55,f + (ζ) extends as a meromorphic function on the complex plane C, with poles at the ζ l , with residus g l /i. From 3.69 and 3.70, we get using 3.55 for M > 0 such that
2 . Thus 3.71 shows that W 
Moreover, since Q(z, D z , λ) is elliptic of order −z at z, one has also
c , by 3.73, the sequence g n ∈ H converges to some g in H −1−α , and therefore
2 , by 3.51 one has f ∈ W Let c ≥ c 0 be given. Then by lemma 3.1, there exists r > 0 such that all the maps λ → ζ l (λ) are analytic in the complex disc
By the above discussion, J λ is bounded, injective, and its range W c λ is closed. Therefore, J λ induces an isomorphism from H onto W c λ for all λ ∈ D r . Moreover, one has by the proof of 3.72 J λ ≤ C 0 with C 0 independent of λ ∈ D r . It is now easy to get the analyticity of λ → W , depends analytically on λ, is equal to Id at λ 0 , thus is invertible for |λ − λ 0 | ≤ r 1 < r with r 1 small enough. Hence, for |λ − λ 0 | ≤ r 1 , one has W c λ 0
Thus λ → W c λ is analytic for c ≥ c 0 , and one gets easily that it is analytic for all c using 3.74.
Finally, let us prove that 3.40 holds true. Let λ ∈ C \ [−ν 0 , 1], and g ∈ L 2 (R) with support in [−1, 1]. Let f ∈ L 2 (R) be the unique solution of the convolution equation ϕ * f − λf = g. Then one has (φ(ζ) − λ)f (ζ) =ĝ(ζ). Therefore by the Fourier inversion formula in L 2 (R), one gets.
Take 0 < ρ 0 < |λ| < ρ 1 . For c > 0 large, let γ c be a contour in the complex plane which is the union of 4 pieces , γ c,3 , γ c,+ , γ c,− ,γ c,1 , as follows. First, γ c, Lemma 3.5 There exists c 0 , C, and for all c ≥ c 0 a contour γ c like above such that
Proof. This lemma is an easy consequence of lemma 3.1, formula 3.10.
From 3.78, we get for any z > 0 and all c ≥ c 0 the equality in 
, and since by 3.4 and 3.11, for ζ l = a + ib, a > 0, b > 0 large, one hasφ (ζ l ) ϕ(1)e −iζ l /ζ l , one gets |g l | ≤ C < ζ l >, so g l is temperate. Thus f c ∈ W 0 λ . The proof of proposition 3.3 is complete. 
Further for any given c, λ 0 ∈ C \ 0, there exists r > 0, B, B and for all c ≥ c a constant N c,c such that
is obviously true for any f ∈ L 
Let us first prove that
Take α such that for all f = ζ l ∈Z c λ g l e izζ l and all λ ∈ D(λ 0 , r), one has with g =
Then by 3.9, one has for M large,
For C large, all the roots ζ l ∈ Z c λ with Im(ζ) ≥ c + C are simple, and thus, for
Then, from 3.90, we get
Thus, from 3.86, 3.89 and 3.91, we get that 3.85 holds true.
Observe that the space W λ,A takes care of the fact that a root ζ l ∈ Z c λ may cross the line Im(ζ l ) − c for some value of λ ∈ D(λ 0 , r). It is a finite dimensional vector space, uniformly in λ ∈ D(λ 0 , r) and c > c, and one gets easily, for some B, B , using the above estimates,
From 3.85 and 3.92, we get that 3.82 and 3.83 holds true.The proof of lemma 3.7 is complete.
Let 1 + be the characteristic function of the half line [0,
we denote by 1 + f the function on R equal to f in z ≥ 0 and equal to 0 in z < 0.
Lemma 3.8 For λ ∈ C \ 0 and c ∈ R, the map
is compact.
Proof. Let T be the operator given by 3.93, and for f ∈ W c λ , 
ϕ(z + t)e −itζ dt , for any ζ ∈ C, one has the formula
Then F (z, ζ) is holomorphic in ζ ∈ C with values in continuous functions of z ≥ 0 with support in [0, 1], and one has
One has K(1) = 1, K(f ) ≥ 0 for f ≥ 0, and since ϕ(z) = ϕ(−z), for any non negative
Observe that by formula 4.5, for any λ ∈ C \ 0 and any c ∈ R, K − λ maps the closed sub 
Proof. We first prove that there exists c 0 ≥ 1, C 0 > 0 such that
In fact, if 4.10 is untrue, there exists a sequence c n ≥ 1, c n → +∞, and a sequence
Then, there exists a subsequence of f n , that we still denote by f n , which converges weakly to f in W λ . In particular, for r 1 < r there exists C > 0 such that for all f = g + A λ g, one has for all |λ − λ 0 | ≤ r 1 , since
(4.14)
By 4.12, 4.13, and 4.14, we get for all |λ − λ 0 | ≤ r 1 and all f ∈ W c 0 λ , with
Thus for r 0 > 0 small enough, we get that there exists C such that for all |λ − λ 0 | ≤ r 0 and all
Thus using lemma 3.7, 3.83, we get for c ≥ c 0 , |λ − λ 0 | ≤ r 0 and all
and thus 4.9 holds true . The proof of lemma 4.2 is complete.
The proof of theorem 4.1 now follows easily .
Since λ → R λ is analytic with values in bounded operators from V (λ, c j ) into L 2 ([0, 1]) and R λ = 0, we get from 4.18 that there exists r 1,λ such that 2 is Fredholm, which is equivalent by 3.74 to show that for some c, S c 2 is Fredholm. We shall take c = 0.
The function h ∈ L 2 (R) has support in [−1, 1]. Thus by proposition 3.3, 3.40, one gets f ∈ W 0 2 . This shows that S 0 2 is bijective, thus is Fredholm. The proof of theorem 4.1 is complete.
Let c 1 > 0 be such that one has Im(ζ) ≥ 2c 1 for any ζ ∈ Z 0 1 . Let U δ = {λ, |λ−1| < δ}. One hasφ(ζ) = 1 − αζ 2 /2 + ..., α = 1 −1 z 2 ϕ(z)dz > 0. Therefore, for δ > 0 small, and λ ∈ U δ the equationφ(ζ) = λ has exactly two solutions ζ = ±η(λ) such that |Im(η(λ))| ≤ c 1 , λ → η(λ) 2 is holomorphic in U δ and η(1) = 0. Moreover, one has
Theorem 4.3 There exists δ > 0 such that for any λ ∈ U δ , the map S
, and its kernel Ker(S
λ is one dimensional, and spanned by the function
λ and g 1 = 0. Moreover, there exists C > 0 such that
Proof. By the end of proof of theorem 4.1, we know that S 0 λ is bijective for any λ > 1. For λ ∈ U δ with δ > 0 small, and λ > 1, the two roots ±η(λ) are purely imaginary and non zero ; thus W into L 2 ([0, 1]), therefore its index is independent of λ ∈ U δ , and since 1 + A λ is an isomorphism, this index is equal to 1. Thus, for δ > 0 small, one gets
One has , since z = −i∂ ζ e izζ | ζ=0 and using 4.3 
thus by 4.7, K(|g|) = |g|, and thus we may assume g ≥ 0. From
(4.30) and 0 ≤ m ≤ 1/2, we get that g is continuous. Since g ∈ W c 1 1 , one has lim z→∞ g(z) = 0 (see 3.57). Thus g reachs its maximum on [0, ∞[, and we get easily g = 0 from 4.30 .
Thus for δ small and λ ∈ U δ , S c 1 λ is injective, and since its index is −1, we get for all λ ∈ U δ Ker(S
is not in the range of S c 1 1 . In fact, since K(1) = 1 and K is self adjoint on L 2 , one has for any 
Therefore, for f = g+a cos(η(λ)z)+b
where the two holomorphic functions θ 0 , θ 1 are given by
One has θ 0 (1) = 0 and θ 1 (1) = 1 0 (K − 1)(z)h λ (z)dz = 0. Therefore with λ ) and thus we may assume h λ (z) ∈ R for λ ∈ R, and by 4.36 we get b(λ) ∈ R for λ ∈ R. One has by 4.37,4.5, 4.4 and b(1) = 0
and therefore, since ϕ * is bounded from L The main theorem of this section can now be stated. It says that if f is approximatly an eigenfunction of K, with eigenvalue λ, then f is proportional to e λ of theorem 4.3 up to an exponentially small correction. 
By the same proof as the one of 3.40 in proposition 3.3, one has for λ ∈ U δ
Let us estimate f 2 . One has for z ≤ αM , Im(ζ)=−c 1 e izζĝ (ζ)dζ = 0, and thus, using the new integration variable ζ = −ic 1 + s, we get for all z ∈ [0, αM ]
From 4.43, and since
From 4.42, the function G is supported in [0, 1], and since we may assume 1 ≤ αM − 1, we get from 4.44
. By theorem 4.3 we thus get from 4.45 
There exists c 1 > 0, c 2 > 0 independent of h such that for all 0 ≤ k ≤ k h (δ 1 ), one has
In particular, sinceφ(ζ) = 1 − αζ 2 /2 + ... with α = 1 −1 z 2 ϕ(z)dz > 0, and since by 5.7 one has B(hπ/2, h) = hπ 2
Moreover, the eigenfunction ε k,h of K h associated to the eigenvalue λ k (h) satisfies with η k,h = B(hkπ/2, h), and for all x ∈ [−1, 1]
(5.12)
Theorem 5.1 matches numerical approximations surprisingly closely. We have illustrated this for the spectral gap in 2.13 . Consider the Weyl law 5.9 when ϕ is the uniform probability on [−1, 1]. Then the Weyl law predicts πhk h (δ) 2a(δ), sin(a(δ)) = (1 − δ)a(δ), while the numerical computations of J. Neuberger are given in the following table with h = 0.05. The integer i on the left is the number of eigenvalues in the interval ]1−δ, 1], for δ such that 1−δ is an eigenvalue, the second number is the numerical value of the eigenvalue λ i equal to 1 − δ, and the last number is the value of 1 − δ = sin(a(δ))/a(δ) predicted by the Weyl law, with a(δ) = πhi/2. 
Proof.
We may and will assume h ∈]0, h 0 ] with h 0 small. (since we know that 1 is a simple eigenvalue of K h , there is nothing to prove for h ≥ h 0 if one takes δ small). Set
(5.14)
Then one has ν h ≤ 1 since K h = 1 . 
From 5.15, we get for all h, ν h ≤ ν 0 < 1 .
In the sequel, C > 0 denotes a constant independent of h, which may change from line to line. Let δ > 0 small. Let λ ∈ [1 − δ, 1] be an eigenvalue of K h and f an associated eigenfunction such that f L 2 = 1. Let J − = [0, 2 h − 1], and let 1 J − be the characteristic function of J − . Set
From (K h − λ)f = 0 and 5.3 we get by the change of variable x = −1 + hz
Taking the product of 5.17 with 1 J − we thus get
(5.18) that we rewrite in the form 
The same argument at the other end point (x = 1 − hz) gives 
From 5.23 and 5.24, one has, since η is real, |A| + |B| ≤ e −C/h , and thus 5.24 is a 2 × 2 matrix equation
From 5.22, we get det(M ) ≤ e −C/h which is exactly the equation
Therefore, there must exist an integer k such that
Since we have chosen η = η(λ) ≥ 0 the solution closest to 0 ofφ(η) = λ, we get k ≥ 0, and with η k,h = B(hkπ/2, h),
Let I k,h,C be the interval
Let C > 0 given. Then for h small and 0 ≤ kh ≤ c with c > 0 small, these intervals are disjoint. From the above discussion, the following lemma holds true.
Lemma 5.2 Let h 0 > 0 and δ > 0 small. There exist C > 0, c > 0 such that for all
In order to complete the proof of theorem 5.1, it remains to show that Spec(K h )∩I k,h,C contains exactly one element, since then, the formula 5.12 will be a consequence of theorem 4.3 and of the formulas 5.20 and 5.21.
The proof of Spec(K h ) ∩ I k,h,C = ∅ is easy. In fact, set
where a − , a + is a non zero solution of M k,h a − −a + = 0, with M k,h the matrix defined by 5.26 with η = η k,h and λ =φ(η k,h ), so that we have det(M k,h ) = 0. Then |a − |, |a + | are of the same magnitude, and we can normalize such that f k,h L 2 = 1 By the preceeding discussion, the jump at x = 0 of f k,h is O(e −C/h ), and one has (1 + O(h)), the Weyl law 5.9 is an easy byproduct of 5.10. The proof of theorem 5.1 is complete.
6 The total variation estimate 1. Background on total variation. If P and Q are probability measures on R, we define In 6.1, the sup in A is over Borel sets, P (f ) = f dP , and λ is any σ-finite measure that dominates both P and Q (eg P + Q). We thus see that, if P and Q are compactly supported as in our case, 2 P − Q is the usual dual norm for the measures as the dual of bounded continuous functions. Probabilists put the 1/2 in because of the first identity. There is also a dual version
with the inf over probability measures V in R×R with V (R, A) = P (A), V (A, R) = Q(A).
2. A proof of theorem 2.1 . We may assume h ∈]0, h 0 ] with h 0 > 0 small. We denote by e k,h = a k,h ε k,h , e k,h = 1 the normalized eigenvectors of K h with ε k,h given in 5.12. The lower bound 2.14 is a simple consequence of the evaluation 5.10 of the top eigenvalues, since 5.11 implies (we use 6.1 with g = Then, we use 6.3 with k = 1 and k = 2 and the fact that by 5.12, for h 0 small, there exists C > 0 such that |e 1,h (x)| + |e 2,h (x)| ≥ C for all x ∈ [−1, 1]. From 6.3, we get also that the lower bound in 2.15 holds true.
Let us prove that the upper bound in 2.15 holds true. By theorem 5.1, there exists δ > 0 such that the spectrum of K h is a subset of [−1 + δ, 1], and moreover, the spectrum of K h in [1 − δ, 1] satisfies all the assertions of theorem 5.1. By the spectral theorem for self-adjoint operators, we can write K h = K h,1 + K h,2 , with K h,1 K h,2 = K h,2 K h,1 = 0, so that K h,1 is the spectral restriction of K h on [1 − δ, 1], and K h,2 is the spectral restriction of K h on [−1 + δ, 1 − δ[. Obviously, one has with the notations of theorem 5.1 λ k (h) n e k,h (x)e k,h (y) + K n h,2 (x, y) (6.5)
Let us evaluate separately the total variation of each contribution on the right hand side of 6.5. By 5.12, the eigenvectors e k,h are uniformly (with respect to k, h ) bounded by some constant C , and thus uniformly in n = 1, 2, ... and h ∈]0, h 0 ], and for h 0 small, B is close to απ 2 /8 with α given in 5.11.
It remains to evaluate the contribution of K n h,2 (x, y) to the total variation. Observe that for this part, we have no good information on the spectrum, so we will use crude estimates. One has K n h,2 = K h K n−1 h,2 , and therefore for dist(x, {±1}) ≥ h, the kernel of K One has K h,2 ≤ 1 − δ and ϕ h L 2 ≤ Ch −1/2 , and thus from 6.8,we get for any g ∈ L 2
and any x such that dist(x, {±1}) ≥ h | K We have for all A P x X l ∈ A = l j=0 P x X l ∈ A and T = j + P x X l ∈ A and T > l (6.12) Now P x X l ∈ A and T = j = P x X l ∈ A | T = j P x (T = j)
= P x (T = j)
−1+h≤y≤1−h P y (X l−j ∈ A)Q x,j (dy) (6.13)
Here Q x,j (dy) = P x X j = y | T = j and we have used the Markov property. From 6.10, P y (X l−j ∈ A) = mes(A)/2 + ε l−j with ε l−j bounded by the right hand side of 6.10. Thus |P x X l ∈ A − mes(A)/2| ≤ l j=0 ε l−j P x (T = j) + 2P x (T > l) (6.14)
Now,
Here, z is the integer part of z. The last two inequalities in 6.15 follow from the following considerations. Let A = {T = j}. Let A 1 the event that the sum of the two first steps of the j−1 2 walk are at most h. Let A 2 the event that the sum of steps three and four are at most h. Similarly, A i , 1 ≤ i ≤ By monotonicity, each conditional probability is at most 1 − γ. This proves the second line of 6.15, and the proof of the third inequality in 6.15 is similar.
Since for h 0 small, one has 1 − γ < (1 − Bh 2 ) 2 , from 6.15, we get for all x ∈ [−1, 1]
(6.16)
The proof of theorem 2.1 is complete.
