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ABSTRACT 
 
With the electricity market liberalisation in Indonesia, the electricity companies will have the right to develop tariff 
rates independently. Thus, precise knowledge of load profile classifications of customers will become essential for 
designing a variety of tariff options, in which the tariff rates are in line with efficient revenue generation and will 
encourage optimum take up of the available electricity supplies, by various types of customers.  Since the early days of 
the liberalisation of the Electricity Supply Industries (ESI) considerable efforts have been made to investigate 
methodologies to form optimal tariffs based on customer classes, derived from various clustering and classification 
techniques. Clustering techniques are analytical processes which are used to develop groups (classes) of customers 
based on their behaviour and to derive representative sets of load profiles and help build models for daily load shapes. 
Whereas classification techniques are processes that start by analysing load demand data (LDD) from various 
customers and then identify the groups that these customers’ LDD fall into. In this paper we will review some of the 
popular clustering algorithms, explain the difference between each method. 
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1  INTRODUCTION 
 
A new electricity act for electricity market liberalisation 
has been introduced by the Indonesian government, 
which will allow regions to develop their own electricity 
systems, including tariff making powers. The clustering 
and classification of customer load demand profiles 
becomes important, not only to design tariffs, but also to 
identify representative sets of standard profiles and to 
build models of daily load shapes. Various clustering 
techniques for classifying electricity customers have 
been identified in the literature [1–12]. The aim of all 
these clustering techniques is to develop groups of 
customers based on their behaviour and to achieve load 
profiling goals by starting with load demand data from 
these customers and then grouping them into several 
clusters, which have a similar profile. 
 
In Indonesia, at present, there are no highly developed 
analytical methods used for electricity customer 
classification. The current Indonesian Load Profile 
Classification method uses a historical database of load 
demand customer profiles, collected over several years, 
to group customers according to their load pattern, such 
as industrial, business, public services and residential 
loads. Because of the geographic layout of Indonesia, 
which covers thousands of islands with differing socio-
economic circumstances, the appropriate method of 
customer classification may have to vary between 
different locations. 
 
This paper describes several clustering techniques that 
could be considered relevant for applying in Indonesia. 
These methods are Hierarchical, K-means, Fuzzy K-
means, Follow the Leader and Fuzzy Relation clustering 
techniques. 
2  CLUSTERING METHODS 
 
This section describes some of the reported clustering 
techniques, which have been used to classify electricity 
consumers and are likely to be more appropriate and 
applicable to circumstances in Indonesia. 
 
All methods start by deriving a matrix of feature vectors 
for each load profile data set, followed by the 
procedures as described below : 
 
2.1 Hierarchical Clustering 
Hierarchical clustering groups data, simultaneously over 
a variety of scales, by creating a cluster tree. The tree is 
a multilevel hierarchy, where clusters at one level are 
joined to clusters at the next level. 
 
To perform hierarchical clustering, it is necessary to find 
the similarity or dissimilarity between every pair of load 
profiles in the data and then group them into binary 
clusters based on the previously computed similarity 
matrix. The process is iteratively repeated by merging 
the clusters of each level into bigger ones at the upper 
level until all samples are grouped into expected clusters.  
 
The advantage of this method is that the original data is 
kept unchanged in the root of the cluster tree [5]. 
 
The hierarchical clustering algorithm can be described 
in the following steps [5–6]  :  
 
1. Determine the similarity between every pair of load 
profile data sets. 
2. Group into a pair and create a hierarchical cluster tree 
based on the determined similarity criterion. 
3. Determine the cutting position of the hierarchical 
cluster tree. 
 
Figure 1 illustrates the hierarchical cluster tree, where 
the horizontal axis represent the load profile data sets 
and the vertical axis represent the distance between 
clusters. A possible cutting position is indicated by a 
dashed line. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1  Hierarchical tree 
 
Determining the similarity or the distance between load 
profiles can be done in various ways such as Euclidean 
distance, Mahalanobis distance, City Block metric, 
Minkowski metric and Hamming distance. 
Grouping can be processed by linking pairs of load 
profiles that are in close proximity using linkage 
criterion such as Shortest distance, Average distance, 
Centroid distance and Ward distance, which use the 
previously calculated distance. As objects are paired into 
binary clusters, the newly formed clusters are grouped 
into larger clusters until a hierarchical tree is formed. 
 
The number of groups is determined by the cutting 
position in the binary tree which is chosen either by the 
maximum distance admissible or by selecting directly 
the distance corresponding to the desired number of 
clusters. 
 
The hierarchical clustering method is suitable if the 
specific number of groups is not predetermined. In fact, 
the cutting position will determine the number of 
clusters. 
 
2.2 K-means Clustering 
The K-means clustering method groups load profile data 
by determining a certain number of clusters and a centre 
point for each cluster. After determining the centre point 
of each cluster, each data set should be assigned to the 
nearest centre point then a recalculation of the new 
centre point will be done iteratively until the position of 
the centre point is stable [5].  
Assigning data to a centre point which is evaluated 
using Euclidean, City Block, Cosine, Correlation, or 
Hamming distance, automatically creates boundaries 
between each data set. Each particular data set will 
become a member of the nearest cluster after the first 
iteration. The next iteration only has the function of 
updating the centre point position. 
The K-means clustering sequence is described by the 
flowchart in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2  K-Means Clustering 
 
This method does not create a tree structure to describe 
the groupings of data, but rather creates a single level of 
clusters. 
 
K-means clustering uses the actual observations of 
objects or individual data and therefore is more suitable 
for clustering large amounts of data. 
 
2.3 Fuzzy K-means Clustering 
This method is similar to standard K-means described 
above, the difference is that each data set has a degree of 
membership to each initial cluster [5], i.e. each data set 
belongs to all clusters to some degree. 
The degrees of membership for each data set to all 
clusters should sum to one. 
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The procedure starts with determining the number of 
clusters and guessing the cluster centre point (most 
likely incorrect), which is intended to mark the mean 
location of each cluster, then assigning every data set a 
membership grade for each cluster. 
The next step is updating each cluster centre point and 
membership grade iteratively until the position of the 
centre point is stable. In this step the cluster centre point 
moves iteratively to the correct position within the data 
sets.  
 
The Fuzzy K-means clustering technique does not create 
boundaries between data sets for the first iteration, 
because the clustering process involves all data. The 
boundaries will automatically evolve when the 
clustering process is completed.  
 
Compared with the K-means method, the Fuzzy K-
means process is longer, because the iteration process is 
not only updating the centre point but also the degree of 
membership of each data set. 
  
The flowchart for this procedure is shown in Figure 3. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3  Fuzzy K-Means Clustering 
 
2.4 Follow the leader Clustering 
The Follow the Leader clustering method has been 
described in [7, 8]. This technique uses an iterative 
process to compute the cluster centres and it is not 
necessary to predetermine the number of clusters. The 
number of clusters is automatically derived from the 
determination of the distance threshold. The process 
stops when the cluster centre point is stable. 
 
The function of the first iteration of the algorithm is to 
determine the number of clusters and their load profile 
membership. It means that the first iteration also creates 
boundaries between load profile data sets. 
The subsequent iterations adjust the load profile pattern 
to the nearest cluster and then updates the cluster centre 
point. 
 
The selection of the distance threshold value should be 
done by trial and error until the expected number of 
clusters is produced. 
Figure 4 shows the flowchart for the above process as 
described in [7]. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4  Follow the Leader Clustering 
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2.5 Fuzzy Relation Clustering 
Another technique to classify electricity load demand 
profiles uses Fuzzy Relation clustering as describe in [9]. 
Actually, this is a complex iterative process that can be 
simplified into the following steps : 
 
1. Determine the similarity of load profile data sets 
using Cosine Amplitude Method. 
2. Group the load profile data sets by using Max-Min 
Composition Method. 
3. Determine the number of clusters data by using the 
Lambda-Cuts for fuzzy relation Method. 
4. Obtain number of cluster. 
 
Within the above process, there is an assignment of the 
degree of membership for each data set and an 
adjustment to the cluster centre position after 
determining the value of the threshold in the Lambda-
Cuts process. 
The number of clusters is dependent on the 
determination of the threshold value in the Lambda-Cuts 
process. This value can be determined by trial and error 
to produce the required number of clusters. 
 
This technique uses fuzzy relation to evaluate the 
similarities and to group the data sets. Therefore, the 
boundaries between data sets is created in the final 
iteration after the threshold value is determined. 
 
This technique is suitable for handling large sets of 
fuzzy data with complex interactions. The numbers of 
customer classes being decided by the Lambda-Cuts. 
 
3  SUMMARY 
 
The above clustering methods are summarised below : 
 
The Hierarchical method is more suitable for developing 
new electricity customer classes, because the groupings 
can be decided by analysing the cluster tree.  
 
Alternatively, the Fuzzy Relation classification 
technique can be used, if there is a large set of fuzzy 
data. Customer classes can be decided by choosing an 
appropriate threshold value using the Lambda-Cuts. 
 
The Follow the Leader method seems appropriate for the 
cases where the approximate number of classes is 
known before hand. In this case the Fuzzy Relation 
technique is also applicable.  
 
If the number of customer classes has been decided and 
is relatively constant for the future, the K-means or the 
Fuzzy K-means clustering method could be applied 
depending on the spread of data and the results needed. 
 
In case of the data sets containing fuzzy data, both 
Fuzzy K-means and Fuzzy Relation clustering method 
are better than Hierarchical and K-means. 
The differences between each method is summarised in 
Table 1 below.  
 
Methods Number of 
clusters is 
predetermined 
Creates 
boundaries 
between 
data sets 
Hierarchical No Yes 
K-means Yes Yes 
Fuzzy K-means Yes No 
Follow the leader If necessary Yes 
Fuzzy relation If necessary No 
Methods  Requires 
Iterative 
process 
Trial and 
error 
approach 
Hierarchical No No 
K-means Yes No 
Fuzzy K-means Yes No 
Follow the leader Yes Yes 
Fuzzy relation Yes Yes 
 
Table 1 Method Comparison 
 
4  CONCLUSSIONS 
 
Results of the above initial investigations can be 
generalised that each clustering method has 
characteristics. Therefore, to justify the appropriate 
method which match to the circumstances of Indonesia 
is necessary further investigation to determine criteria 
for each clustering techniques. 
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