Abstract-In multi-antenna communication systems, channel information is often not known at the receiver. To fully exploit the bandwidth resources of the system and ensure the practical feasibility of the receiver, the channel parameters are often estimated and then employed in the design of signal detection algorithms. However, sometimes communication can occur in the environment where learning the channel coefficients becomes infeasible. In this paper we consider the problem of maximumlikelihood (ML)-detection in single-input multiple-output (SIMO) systems when the channel information is completely unavailable at the receiver and when employed signalling at the transmitter is q-PSK. It is well known that finding the solution to this optimization requires solving an integer maximization of a quadratic form and is, in general, an NP hard problem. To solve it, we propose an approximate algorithm based on the semidefinite program (SDP) relaxation. We derive a bound on the pairwise probability of error (PEP) of the proposed algorithm and show that, the algorithm achieves the same diversity as the exact maximum-likelihood (ML) decoder. Furthermore, we prove that in the limit of large system dimension this bound differs from the corresponding one in the exact ML case by at most 3.92 dB if the transmitted symbols are from 2 or 4-PSK constellations and by at most 2.55 dB if the transmitted symbols are from 8-PSK constellation. This suggests that the proposed algorithm requires moderate increase in the signal-to-noise ratio (SNR) in order to achieve performance comparable to that of the ML decoder but with often significantly lower complexity.
I. INTRODUCTION
Multi-antenna wireless communication systems are capable of providing reliable data transmission at very high rates. The channel in such systems is, in principle, unknown to the receiver and needs to be estimated either prior to or concurrently with the detection of the transmitted signal. However learning channel coefficients requires time which in environments with rapidly changing conditions can be impractical. In this paper we study the problem of ML detection when the channel information is unavailable at the receiver. The system, that we study has single transmit antenna and multiple receive antennas.
We assume a standard flat-fading channel model for multiantenna systems, X = p shA+W (1) where T denotes the number of time intervals during which the channel remains constant, M = 1 is the number of the transmitted antennas, N is the number of the received antennas, p is the signal-to-noise ratio (SNR), X is a T x N matrix of the received symbols, s is a T x 1 transmitted symbol vector comprised of components si for which it holds that Si = , q, r = 1, ...,q, q is an integer power of 2, H is an 1 x N channel matrix whose components are independent, identically distributed (i.i.d.) zero-mean, unit-variance complex Gaussian random variables, and W is an N x T noise matrix whose components are i.i.d. zero-mean, unit-variance complex Gaussian random variables. Furthermore, we assume that the components of h and W are uncorrelated and that T > N, which is often the case in practice.
In the next section, we recall what the criterion for noncoherent ML-signal detection is and propose an efficient algorithm for finding its approximate solution.
II. NON-COHERENT ML-DETECTION
As stated in [7] the criterion for non-coherent ML-detection in system given in (1) can be written as ( 1 1) where s is as found in (6). The probability of error for the Genie algorithm is given by 2T Pg9 = Z Pg (errorlstis sent)P(stis sent).
i=l (12) Clearly, our Algorithm 1 will have smaller probability of error than the Genie. They differ in the case when IS*St 2 < a. In that case s is incorrect and Genie keeps it as solution. On the other hand, in the same case Algorithm 1 searches for s which may be solution. Therefore Algorithm 1 can work only better than the Genie. Hence, we concentrate on bounding the probability of error of the Genie, i.e., on bounding Pg(error stis sent). To this end, note that (6) Pg(errorlstis sent) = P(si :t st) = P(3i:11 : §1 = Si :t St) < E: P( §l si 7Ast
nse. Let us consider P(si = Si :t St, si*St 2 < a) in more details.
ntly (For the brevity of notation, in the following expressions we vost omit that everything is conditioned on st being transmitted, was and that S*St 2 < a.) So, [ion nial P( §, = Si :t St) = P( §, = Si :t stisl = )P(s § s ), s, + P( §, = Si 7tst,s §1 :S ). (14) Let us define function C as C(s) = TrXX*ss*. Furthermore, (8) let E denote the event that (s1 = si # st, s § s). Clearly, E iing implies that C(si) = C(si) > C(s) > aC(st), which further means that C(si) > aC(st). Using this, we obtain P(si = be Si t st,st § s) < P(C(si) > aC(st)). Also, following similar argument, it is not difficult to see that P(s* = Si (9) st|sj = s)P(si = s)) < P(C(si) > aC(st)). Replacing the obtained inequalities in (14) we have )dihm) P( §1 = si S# st, |S*St|2 < a) < 2P(C(si) > aC(st)). (15) Now, let us consider P(si = S, st, IS*St 2 > a). It is easy to see that P(si = S, #t st, lS*S t2 > a) < P(C(si) > C(st)). (16) Substituting (15) and (16) in (13), we finally obtain Pg(error stis sent) < E 2P(C(si) > aC(st))
In the remainder of this section, we compute bounds on PitISStS2 <I2 = P(C(Si) > avC(st) stis sent, IS*St2 < a), PitISSt,I2> C P(C(Si) > C(st) st is sent, Is*stl2 > a), Pitl IS* S 12< = P(Tr(X*si)(X*si)* > avTr(X*st)(X*st)* st is sent). (18) Since we assume that st was transmitted, it holds that X = v/kisth + W where as earlier k = pT.Replacing this value for X in (18), we obtain PitIIS*StI2<a P(Tr( [T] Qn [TH > 20St is sent), (19) where
and fit s*st. Although it is possible to compute explicitly the probability in (19), we will find that it is sufficient to find its Chemoff bound. In particular,
Pitl lSi*S 12<o < miii Ee Now we can substitute the results from (20) and (21) 
Recall that in the case of the exact ML decoding, which requires algorithms none of which is of polynomial complexity, we have for the same probability of error PML(error|stis sent) < E 1v(t)) N S SS*Stl2<t ( 4 ls*Stl2>oa (k 4
Clearly, comparing (22) and (23) it follows that the algorithm based on the well known SDP relaxation (slightly refined here for the purposes of the valid proof) has the same diversity as the exact ML solution. Of course, since the SDP-relaxation algorithm is only an approximation, the exact ML solution still has an advantage of ( -j< )2 in the coding gain. It should also be noted that a very similar result related to the diversity of the SDP-based algorithm in the context of coherent (channel known at the receiver) ML-detection has recently been shown in [5] . We summarize the previous results in the following theorem. Theorem 1: Consider the problem of non-coherent MLdetection for a SIMO system described in (1). Assume that the codeword st was transmitted. Then the probability that an error occurred if Algorithm 1 was applied to solve (3), can be upper bounded in the following way P(error stis sent) < After some further algebraic transformations we obtain det(I-uQn) = (k + 1)av(V(it) -1)( _ + (1))( ,u + $(2)) with
and V(it) = Vito*. Although our results will hold for any SNR, to make writing less tedious in the rest of the paper we consider only the case of large SNR. Therefore, the previous results simplify to 
IV. ASYMPTOTIC ANALYSIS, T -> oo
In this section we explicitly compute the ratio of the bounds on the probability of error (P(error stis sent) and PML(error stis sent)) in the case when T -*> oc. We first explicitly analyze a special case q = 2 which correspond to 2-PSK. Afterwards we derive the corresponding results for general q-PSK.
A. q=2
In this section we will compute in the limit of large T the following quantity 1 Koz = E: ( aO-v it))2 N ISi*St12<oa (1-v(it) (26) and (27) eTH(xlT)
To solve the previous integral we will use We summarize the previous analysis in the following theorem. Theorem 2: Consider the problem of non-coherent MLdetection for a SIMO system described in (1). Assume that the elements of the transmitted codeword st are chosen from 2-BSK constellation and that T -*> oc. Let BP'P(p) defined in (22) be the PEP type bound on the probability that an error occurred if Algorithm 1 was applied to solve (3). Let BMPL defined in (23) be the PEP type bound on the probability that an error occurred if an exact ML algorithm was applied to solve (3). Then BPeP(p) and BPL(p) differ at most by 3.92 dB, i.e. BPeP(pja2) < BM'P(p) and 10log 12 = 3.92 dB.
Proof: The fact that if q = 2 then a = 2 was proved in Then similarly to (29) replacing (33) in (32) We summarize the previous analysis in the following theorem.
Theorem 3: Consider the problem of non-coherent MLdetection for a SIMO system described in (1). Assume that the elements of the transmitted codeword st are chosen from q-BSK (q > 4) constellation and that T --> oc. Let BPeP(p) defined in (22) V0.18~1 77 T
