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Аннотация. Предлагается использование технологии дополненной реальности для 
увеличения эффективности обучения операторов и обслуживающего персонала 
в промышленности. При рассмотрении вопросов построения систем дополненной 
реальности замечено, что кроме технологических вопросов необходимо уделять 
повышенное внимание и социальному аспекту, особенно если предполагается применять 
технологию дополненной реальности в многопользовательском режиме. Общая среда при 
взаимодействии нескольких участников может нарушать чувство идентичности 
пользователей, а также потенциально угрожать чувству личного пространства 
и ощущению физических объектов. Необходимо учитывать когнитивную теорию нагрузки 
и теоретическую модель затухания конкретности. 
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Введение 
Дополненная реальность с каждым годом все больше проникает в промышленность 
и образование. Министерством цифрового развития, связи и массовых коммуникаций 
Российской Федерации была разработана Дорожная карта развития «сквозной» цифровой 
технологии «Технологии виртуальной и дополненной реальности» [1]. 
Смешивание физических и цифровых миров определяет сочетание реальной 
и виртуальной сред и является частью континуума реальности-виртуальности (RVC) [2], 
[3]. RVC описывает взаимодействия между реальностью и виртуальностью. В RVC 
дополненная реальность (AR) – это отображение виртуальных объектов в контексте 
реального мира. Современные AR-решения на портативных устройствах используют 
изображение с реального устройства и объединяют его с виртуальным контентом. 
Подобные решения уже давно выпускаются серийно в виде монтируемых на голове 
устройств, например, Microsoft HoloLens 2 [4], Google Glass Enterprise Edition 2 [5], Meta 2 
[6]. Современные приложения AR также включают тактильную обратную связь 
и пространственный звук [7, 8]. 
Особенности применения AR в обучении 
Применение AR для повышения эффективности операторов и обслуживающего 
персонала является несомненным преимуществом, однако необходима разработка 
специальных программных продуктов с поддержкой AR и обучение пользователей 
применению этой технологии. Причем следует дозировать количество информации, 
подаваемой через AR, т. к. у операторов может развиться привыкание к подсказкам 
системы и снизится желание самостоятельно решать проблемы и даже невозможность 
выполнить те же действия без применения AR. Для этого предлагается при обучении 
пользователей постепенно уменьшать поток новой информации, т. к. возможно, что будет 
пропущена действительно важная. Дополнительно необходимо убирать незначительную 
или неактуальную для выполняемого процесса информацию. 
Следует учитывать, что у людей ограничена емкость рабочей памяти [9, 10]. При 
этом в процессе обучения накладывается три типа когнитивной нагрузки: 1) внутренняя 
когнитивная нагрузка, определяемая сложностью самой задачи обучения; 2) посторонняя 




используемыми для конструирования ментальных представлений и не способствующих 
обучению; 3) уместная когнитивная нагрузка. Если рабочая емкость памяти полностью 
задействована в процессах, связанных с внутренней и посторонней нагрузкой, то для 
обучения не будет оставшихся когнитивных ресурсов и процесс обучения будет 
затруднен. В соответствии с моделью обучения [11] ранние задачи обучения должны 
включать более низкую внутреннюю когнитивную нагрузку от интерактивности 
элементов, а по мере того, как задачи становятся более сложными, должна снижаться 
посторонняя нагрузка при переходе к более сложному материалу. 
По теоретической модели затухания конкретности [12] процесс обучения 
операторов эффективно проводить в три стадии. На первой стадии производится обучение 
на конкретных примерах, когда оператору проще интерпретировать неоднозначные 
абстрактные представления в терминах хорошо понятных конкретных объектов, а также 
используются преимущества воплощенного познания, дающего опыт работы 
с физическими и перцептивными процессами, которые ограничены и дают правильные 
выводы. По воплощенной теории познания [13, 14], когнитивные процессы высокого 
уровня проистекают из действия и восприятия. На этой стадии понимание абстрактных 
символов требует отображения этих символов на телесные переживания или 
представления этих переживаний. Дополнительно, оператор запоминает набор 
изображений, символов и жестов, которые будут использоваться в метафоре AR, когда 
абстрактные символы соотносятся с реальными объектами. После усвоения абстрактной 
концепции при решении новых проблем оператор будет полагаться на этот запас 
атрибутов [15]. На остальных двух этапах происходит переход от реального физического 
представления к графическим схемам и моделям, а затем к обычным абстрактным 
символам.  
Данный момент требует дальнейшего исследования, т. к. согласно [16] переход от 
абстрактного к конкретному иногда может повышать эффективность обучения. 
Таким образом, при обучении операторов программное обеспечение AR должно 
адаптироваться к накопленному опыту оператора. Соответственно производится переход 
от указания последовательности всех необходимых шагов для выполнения конкретной 
операции к контролю правильности действий и фиксации самого факта исполнения 
заложенных инструкций. 
Социальный и технические аспекты применения AR 
При построении AR наиболее часто исследуются чисто технические аспекты 
проектирования среды AR. Лишь в последнее время стало отмечаться, что необходимо 
учитывать социальный аспект применения AR. У пользователей AR развивается чувство 
взаимосвязанности и психологической принадлежности к виртуальным артефактам 
в среде AR больше, чем в обычной виртуальной среде. Общая среда при взаимодействии 
нескольких участников может нарушать чувство идентичности пользователей, а также 
потенциально угрожать чувству личного пространства и ощущению физических объектов 
[17, 18]. Причем существует определенная разница в оценке восприятия при 
использовании очков дополненной реальности и носимого в руке устройства [19]. Для 
передачи в систему AR обратной связи возможно использовать установленные на теле 
датчики. Однако некоторые действия проще выполнять на улице, чем в общественном 
месте, т. к. некоторые жесты там просто недопустимы [20]. Также необходимо учитывать, 
что какие-то жесты и движения оператора могут быть связаны не с процессом управления 
системой AR, а с выполнением какой-либо другой работы, обслуживанием установки или 
случайными движениями. 
Также при использовании AR возможно ощущение физиологического дискомфорта 
при нарушении личного пространства [21]. 
Кроме того, для повышения эффективности обучения необходимо повышать 
уровень доверия оператора к системе AR [22] и визуализировать процессы с применением 




Как уже было отмечено, в процессе обучения навыкам работы с AR необходимо 
двигаться от виртуального окружения к реальному миру, когда оператору дается только 
необходимая дозированная информация и производится контроль и проверка 
правильности его действий. Предлагается использовать многоуровневые сценарии 
отображения данных в зависимости от квалификации и типа персонала. Например, 
отображение только текущей температуры, его график в ближайшее время, его 
экстраполяция на будущее, или только сообщение при отклонении от ожидаемого 
значения и т. п. 
Аналогично, для представления данных необходимо двигаться от реального 
физического представления к их абстрактному отображению. 
В настоящее время широко применяется AR непосредственно для самого процесса 
обучения [23, 24]. На наш взгляд эффективнее применять AR для больших и сложных 
систем, в которых необходимо обеспечивать надежность и стабильность через 
абстрактное представление данных оператору в реальном времени, наложенных на 
естественную окружающую среду [25]. 
Для анализа внешнего окружения проще всего использовать систему 
компьютерного зрения [26]. Для привязки физическим объектам предлагается 
использование безмаркерной технологии, которая не предполагает использование 
федуциальных маркеров [27] или естественных маркеров на оборудовании [28, 29]. При 
этом существует проблема адаптации системы компьютерного зрения к изменению 
внешнего освещения [30]. Чаще всего изображение оборудования через откалиброванную 
камеру обрабатывается фреймворком ARToolKit [31], либо SLAM [32], которые можно 
заменить на более усовершенствованный GLEAM [33]. Отметим, что необходимо 
стремиться устранять проблему восприятия глубины графических объектов, 
накладываемых на реальный мир [34, 35]. Это особенно проявляется в стереоскопических 
системах, в которых необходимо обеспечивать «просвечивающее зрение». Для носимых 
в руке устройств такая проблема является менее актуальной [36]. 
Наибольшего эффекта от применения AR можно достичь при обеспечении 
совместной деятельности и проведении работ, которые требуют скоординированного 
труда. В таком случае, для многопользовательского AR особенно актуальным становится 
рассмотренный ранее социальный аспект, а также безопасность и защита от постороннего 
вмешательства [37, 38]. 
Дополнительным преимуществом применения AR является повторное применение 
программного обеспечения для обучения. При смене обслуживающего персонала 
и пользователей системы нет необходимости в обучении их всем знаниям и навыкам 
сразу. Они получают их непосредственно от системы AR в процессе применения. 
Требования к уровню квалификации пользователей при этом значительно снижаются, но 
повышаются требования к обслуживающей AR системе (ПО, базы данных и знаний, 
наполненность правил и моделей). Также снижаются человеческие ошибки, и появляется 
возможность контроля действий оператора в режиме реального времени [39]. 
Направление дальнейших исследований 
Определенные проблемы может представлять возможность работы AR без доступа 
к сети, в офлайн-режиме, но проектировщики AR для промышленности предлагают 
использование сеансов связи и специальных запросов [40]. 
Несмотря на сложности с внедрением AR в промышленности передовые 
производители средств автоматизации уже предлагают готовые решения [41, 42]. 
На наш взгляд AR необходимо применять для сложных систем, в которых 
необходимо исключать человеческие ошибки [43, 44]. 
Отметим, что AR все больше используется не только для обучения персонала, но 
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