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Abstract

Acoustic filters for signal filtering are used in wireless technologies operating at 
gigahertz frequencies for communication systems such as next generation cell phones. 
Multilayered porous silicon structures have been fabricated from silicon wafers to 
create the Bragg mirror section of a bulk acoustic wave filter. These porous silicon 
multilayers have been designed for use from 500 MHz – 20 GHz with primary focus 
on frequencies at 1 GHz. 
The porous silicon multilayers consist of alternating layers of high and low acoustic 
impedance layers on a bulk silicon substrate. They are fabricated using 
electrochemical etching where the current density during the etch determines the 
porosity and hence acoustic impedance of each layer. Bragg mirrors, Fabry­Perot 
filters, microcavities and rugate filters can be produced in this way due to the control 
of the tuneable porosity profile throughout the structure. The porosity of the layer 
modifies the elastic constants of the layer such as the Young’s modulus and hence the 
velocity of the bulk acoustic waves travelling through it. The behaviour of bulk 
acoustic waves through silicon is known but in order to fabricate porous silicon 
acoustic filters, the dependence of the longitudinal wave velocity as a function of 
porosity must also be known. This has been studied using acoustic transmission 
measurements on single porous silicon layers and then extended to multilayered 
structures. 
Rugate filters are single frequency filters that have not previously been studied for 
acoustic applications. In this study the first acoustic rugate filters have been fabricated 
using porous silicon material that exhibit only one stop­band near 1 GHz. Bragg 
mirrors have been made with acoustic transmission measurements showing the 
locations of the stopbands. Porous silicon microcavities have also been fabricated 
along with filters that have apodisation functions. 
This work could form the basis of future efforts to produce and incorporate all­Si 
multilayers into acoustic filters that are easily fabricated at a high level of quality and 
reliability that will serve to be efficient and cost effective. 
1 
1 Introduction 
1.1 Porous Silicon 
Porous silicon (pSi) is a form of silicon (Si) which can be produced using anodic 
electrochemical etching of doped bulk silicon wafers to create pSi films on bulk 
1
crystalline silicon (cSi) substrates. PSi material has been studied extensively for two 
decades following the observation of its efficient room temperature luminescence in 
2
1990 demonstrating the interest in this material due to the utility and adaptability of 
3
pSi as a functional material. The porosity is defined as the ratio of the void volume 
to the total volume of the Si film. Si is a versatile material chosen for use in this 
investigation due to its well defined properties, inexpensive availability and most 
importantly for the ability to make it porous in nature. Silicon is the second most 
abundant element in the Earth’s crust after oxygen and naturally occurs as silicon 
dioxide and silicates. For example, around a fifth of the Earth’s surface is covered by 
desert and a large part of this is sand (or silicates). Silicon is mainly used in the 
semiconductor industry and makes up the principal material used for computer 
components such as transistors, integrated circuits and chips. PSi has mainly found 
uses in optical devices and only fairly recently has research been done to investigate 
its elastic properties for incorporation into acoustic devices. 
4, 5 
PSi has a very large surface area relative to its volume and has different optical and 
acoustic properties compared to Si. The shapes and sizes of the pores can be very 
different depending on the initial conditions of the bulk Si wafer from which pSi is 
made. PSi consists of regions void of material, known as pores that are connected via 
thin strands and bridges of cSi. Si is an anisotropic material giving even more 
dimensions for the control of pSi structures and morphologies. Given the huge choice 
of parameters that give control over porosity, depth and morphology of pSi this 
material is highly tuneable. However, since acoustic properties depend on material 
structure it is necessary to study these before any acoustic devices can be made using 
a multilayered pSi system. Using existing literature for data on the acoustic properties 
of pSi, a theoretical study of the acoustic characteristics of pSi Bragg mirrors and 
2 
6
rugate filters has previously been done. However, specific knowledge of the elastic 
properties of pSi with different doping levels and morphologies has not been 
extensively studied and the behaviour of longitudinal acoustic waves in pSi is not well 
7
characterised.
The fabricated multilayered pSi structures have been characterised by means of 
optical interferometer measurements that give the porosity of each porous layer when 
8
combined with an effective medium approximation (EMA) model. The fabricated 
structures have known physical properties and are studied using acoustic transmission 
spectroscopy whereby longitudinal acoustic waves are generated using a pair of 
ultrasonic transducers. The longitudinal waves are coupled into the fabricated 
structures through a coupling liquid and the response of the pSi multilayers to 
acoustic waves is studied by looking at the transmission of acoustic waves through the 
structures. Acoustic studies have been performed on a series of multilayers with 
varying initial parameters such as different porosities and layer thickness. 
Multilayered pSi is used to create stopbands since the combination of layers can be 
made to represent a good reflector of longitudinal acoustic waves. The samples have 
been tailored to produce specific desired acoustic properties such as stopband width 
and location in the frequency domain. 
1.2 Applications of Multilayers 
Applications of this work include wireless technologies. Work on wireless technology 
started as early as 1880 and later Marconi and Braun were awarded the Nobel Physics 
Prize for their contributions to wireless technology in 1909. Since then enormous 
amounts of resources and time have been invested in improving wireless technology. 
Today semiconductor components are used for wireless devices such as remote 
controls, GPS systems, wireless internet connections such as Wi­Fi, mobile phone and 
telecommunications. Wireless communications span the spectrum from 9 kHz to 300 
GHz and acoustic filters are needed for signal processing. These can be used to filter 
out background noise in a system or to remove interfering frequencies. Filters can be 
electronically based using capacitors, inductors and resistors to create bandpass filters 
that only allow a set bandwidth of frequencies. The filters investigated in this thesis 
3 
are related to bulk acoustic wave (BAW) devices that rely on the propagation of 
acoustic waves from a piezoelectric material and waves are coupled into a 
multilayered mirror section. 
The most well­known piezoelectric material is quartz which is a crystalline material, 
also known as silicon dioxide (SiO2). When a mechanical force is applied to a 
piezoelectric material an electrical charge gives rise to a potential difference across 
the material due to the separation of atomic charges within the material. This potential 
difference or voltage will be proportional to the stress applied to the material and is 
useful for transducers where an applied voltage leads to mechanical action that 
generates mechanical waves that can be coupled into a material. Transducers are used 
to excite BAW and surface acoustic waves (SAW) incorporated into devices designed 
for use at different frequencies depending on the application and include resonators 
and filters for signal processing. Some filter examples include high­pass, low­pass, 
bandpass and notch filters and these can have bandwidths of up to 4.5% of the 
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operating frequency. The acoustic filters designed in this investigation are heavily 
based on notch filters that cut a small region of frequencies without affecting the 
majority of other frequencies that are allowed to pass. The acoustic filters in this 
investigation are based on pSi and have been shown to exhibit stopbands of up to 40% 
of the operating frequency. 
Thin film resonators for military and commercial wireless applications use Film Bulk 
Acoustic Resonators (FBAR) and Solidly Mounted Resonators (SMR) as shown in 
figure 1.1 that operate from 500 MHz to 20 GHz. FBARs can be found as RF filters in 
mobile phones to remove unwanted frequencies and in duplexers, where the 
transmitter and receiver are isolated and share a common antenna. FBARs are 
beginning to replace SAW devices due to their smaller size and improvements in the 
maximum operating frequencies. They operate in the same way as SMRs having a 
piezoelectric region sandwiched between two electrodes where longitudinal waves are 
excited into a reflector region. The piezoelectric material is usually aluminium nitride 
(AlN) or zinc oxide (ZnO). These types of device are less prone to surface 
10 
contamination compared to SAW devices but are more difficult to manufacture.
4 
11 
Figure 1.1	 (Left) Conventional SMR with two electrodes. (Right) Cross­
sectional SEM image of a seven­layer Mo/SiO2 Bragg reflector for use 
12 
at 2.5 GHz.
SMRs consist of a piezoelectric layer sandwiched between two electrodes which is 
fabricated directly onto the substrate material and a Bragg mirror is used to isolate the 
SMR from the substrate i.e. a reflector stack isolates the resonator acoustic fields from 
the substrate. The reflector stacks used in SMRs are essentially BAW devices that are 
based on a multilayered structure. The reflector stack/Bragg mirror consists of layers 
of high and low acoustic impedance where high impedance layers are typically made 
from tungsten (W) or molybdenum (Mo) and low impedance layers from SiO2. These 
layers are thin films <100nm to micron thickness depending on the application. 
Generally, the higher the frequency that is needed the thinner the layers will be. For 
example, this work is focused on the development of the reflector stack from all 
silicon material and layers are typically of micron thickness for fundamental 
frequencies of 1 GHz but for fundamental frequencies at 20 GHz the layers need to be 
~ 50 nm in thickness. The porous nature of the layers made from all silicon material 
give another method to control the central operating frequency of the multilayer since 
the pores could be filled with liquid to modify the acoustic impedance of the overall 
structure and hence modify the frequency response. 
Current methods of thin film production are based on deposition techniques that are 
generally chemical or physical based that can build each layer consecutively using the 
two different impedance materials. Chemical vapour deposition (CVD) exposes the 
substrate material to a chemical based reaction that creates the desired end product 
5 
and physical deposition techniques such as sputtering use a target material to deposit 
the layers onto the substrate. Other methods of thin film production include molecular 
13 
beam epitaxy (MBE) which uses both chemical and physical deposition techniques, 
where a single layer of atoms is deposited at a time and the layer thickness can be 
controlled within tens of nanometers and more than one material can be used to create 
a compound. 
In general, the more layers that are used, the higher the reflectance of the reflecting 
stack. However, there will be a limit to the physical number of layers as there are 
internal stresses/strains at the interfaces within the stack due to a mismatch in the 
material properties and this can cause layers to become distorted and detach. In 
addition, the surface roughness is important for device quality and the more pairs of 
14 
layers used the higher this roughness becomes, leading to lower quality interfaces.
There are differences to be seen between the conventional manufacturing techniques 
used to create multilayers via deposition and the techniques used for the fabrication of 
multilayers in this investigation. Whereas for the deposition techniques the reflector is 
built up in layers from the top of the substrate material, the method used here 
fabricates the multilayer from the surface of the substrate down into the substrate 
itself. Fabrication of multilayers from Si have been done using etching techniques that 
are inexpensive and fast in comparison to deposition techniques. Not much equipment 
is needed for the fabrication of pSi multilayers. 
The materials used in the manufacture of SMR and FBAR resonators and filters have 
well known physical properties due to their numerous studies and characterisations. 
Material properties such as the mechanical, acoustic, energy loss mechanisms and 
thermal properties are well known for materials used in the semiconductor industry. 
Their crystal structure is also well understood because time has been invested in 
improving the performance and quality of these devices in addition to reducing their 
cost of production. Wireless devices designed to operate at higher frequencies ~ 100 
GHz are difficult to manufacture because energy losses rapidly increase and become a 
limiting factor. The continual search for materials that have more suitable properties 
to expand the uses of existing devices and applications allows for their continual 
improvement in quality and performance. Si is a versatile material and is a well 
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known existing semiconductor component. PSi is a much younger material in 
comparison and although much is known about its optical properties, much less has 
been invested in researching its acoustic properties. This work has studied the acoustic 
properties of pSi layers, specifically the BAW propagation of longitudinal waves 
through pSi material and this information has enabled the production of pSi 
multilayers suitable for use in wireless applications at 1 GHz. The use of an existing 
material with recently determined acoustic properties could improve and extend the 
performance of existing wireless devices. 
A brief introduction to pSi has been given in this chapter as well as some applications 
of existing semiconductor based multilayers. The manufacturing technique used to 
fabricate the pSi multilayers studied in this thesis is different to the techniques used to 
fabricate existing multilayered resonators introduced in this chapter. The acoustic 
responses of multilayer resonators depend on the elastic properties of the material 
used. The elastic properties of materials will be discussed in the next chapter with 
emphasis on the material Si. 
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2 Elastic Properties of Bulk Materials 
Crystals are made up of a unit cell repeated in space and the point group of the crystal 
determines the symmetry of the macroscopic physical properties. These determine the 
physical behaviour of the crystals in the different crystallographic directions or the 
crystal anisotropy. The symmetry of the crystal relates to the symmetry of the 
positions of the atoms making up the unit cell of the crystal. The principal axis (also 
written as c­axis or z­axis) is the axis with the highest degree of symmetry; a fourfold 
axis has a higher degree of symmetry than a twofold axis. The point groups of the 
crystal are made up of each of the groups having a different number of symmetry 
operations, for example the point group C3 has three symmetry operations on an atom. 
In total there are 32 crystallographic point groups which are the crystal classes and 
each of these will reside within one of the seven crystal systems. These are described 
in more detail later in this chapter. 
Longitudinal and shear waves can be excited within materials. An acoustic wave 
propagates through a material by particle displacement and consequently stress and 
strain fields.
15,16 
The elastic properties of materials depend upon their structure and 
this determines their response to acoustic waves and the velocities of different types 
of waves propagating within the material. For isotropic materials the elastic properties 
are the same in any arbitrary direction. For anisotropic materials the elastic properties 
are different depending upon the crystallographic direction chosen and this affects the 
propagating waves. Models exist within the literature to predict the response of 
isotropic materials. When an anisotropic material is to be modelled, there are often a 
set of assumptions that are considered. For example, one type of isotropic material 
may be embedded within another second type of material, such as for spherical 
inclusions within a matrix. The combination of isotropic areas within the matrix 
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resembles a form of anisotropy. If the anisotropic behaviour of a material is not 
adequately taken into account it could lead to inaccurate results. Biot (1956) first 
developed a theory for the propagation of elastic waves through a fluid­saturated 
porous medium. Biot’s theory for elastic moduli has been used to predict and confirm 
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observations of bulk acoustic waves in porous media. Eshelby’s approach considers 
an ‘inclusion’ within an infinite homogeneous isoptropic elastic medium that 
8 
undergoes a change of shape and size and uses elastic stresses and strains to determine 
the elastic state of the inclusion and surrounding material.
19, 20 
Generally, there are 
two approaches that different groups within each field of research use to model the 
response of anisotropic materials. Engineering approaches study the macroscopic 
properties of the material by directly measuring elastic moduli such as the Young’s 
modulus by techniques such as nano­indentation. Research within the geophysics and 
seismology community tend to model the behaviour of porous rock such as sandstone 
by looking at the microstructure of the materials by using elastic constants and pores 
within a matrix. Some naturally occurring rock is porous in nature and often filled 
with fluid so these models generally use effective elastic constants to suit the 
environmental conditions of measurement. The second is the approach taken to model 
the pSi in this investigation. 
Figure 2.1 Longitudinal, vertical shear and horizontal shear wave examples. 
Silicon itself is an anisotropic material and the macroscopic elastic moduli such as the 
Young’s or shear elastic moduli are well known. When pores are introduced into this 
anisotropic matrix, the new porous material has elastic moduli that are much different 
to that seen for the non­porous material. Boron­doped wafers are referred to as p­type 
and for low doping levels are p­, for higher doping p+ and heavily doped wafers p++. 
The Si wafers used in this investigation are heavily boron doped p++ wafers. The 
approach used to model the elastic properties of the p++ pSi samples in this study has 
generally been to look at the propagation of acoustic waves through the new material 
and relating the effective elastic constants to the macroscopic properties known for 
bulk Si. Elasticity is a relation between a stress and a strain in a crystal. In general, 
when a wave travels through a material an inertial and elastic restoring force exerted 
upon each particle within the material causes the oscillations of the wave as it 
9 
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propagates throughout the medium. For longitudinal waves this particle motion is 
parallel to the direction in which the wave is propagating. The elastic restoring forces 
22 
in the medium can be described by ‘microscopic spring forces’ for which a relation 
between the elastic restoring forces and the material deformation with stress σkl and 
strain εij fields can be made by equation (2.1). 
ε = s σij ijkl kl 
σ = c εij ijkl kl (2.1) 
The ‘microscopic spring constants’ are known as the elastic stiffness constant cijkl and 
the elastic compliance constant sijkl where the subscripts are related to directions in the 
crystal structure. For easily deformed materials the values of cijkl will be low and for 
materials that are hard to deform they will have high values, typically expressed in 
units of Gigapascals (GPa). The crystal property of elasticity is described by the 
elastic compliance s or elastic stiffness c, where s and c are coefficients that describe a 
physical property. The elastic stiffness c is the reciprocal of the elastic compliance s 
and both are described using tensor notation. A fourth­rank tensor relates two second­
23 
rank tensors, where a second­rank tensor relates two vectors. In this case, the fourth­
rank tensor describing the crystal property of elastic compliance sijkl relates the two 
second­rank tensors εij and σkl. The general relation between the s components 
described above is sijkl=sjikl=sijlk=sklij and the same general relation also applies for the 
24 
c components. 
Equation (2.1) is Hooke’s law which states that the strain εij is linearly proportional to 
the stress σkl and vice­versa, this means that if a homogeneous stress is applied to a 
crystal the result will be a homogeneous strain. Applying a uniform tension to a block 
of crystal will not only cause it to stretch in the direction of the applied tension but it 
will also shear so as to deform the original shape of the block. By applying one 
component of stress σ11 to a material then all of the strain components may be non­
zero and not just ε11 i.e. ε11=s1111σ11+ s1112σ12+ s1113σ13+ s1121σ21+ s1122σ22+ s1123σ23+ 
s1131σ31+ s1132σ32+ s1133σ33, where there are nine equations that relate stress to strain in 
a crystal. Therefore there are 81 tensor coefficients cijkl (or sijkl) of the stress­strain 
relation collectively, only 21 of which are independent from one another since 
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sijkl=sijlk and sijkl=sjikl, and similarly for the cijkl constants. The number of independent 
tensor coefficients that are needed to describe the elastic properties of a material will 
depend upon the crystal symmetry of the material of interest as some coefficients 
become equal to one another due to the symmetry. For example, an isotropic material 
will have two independent elastic constants c1111 and c4444 whereas an anisotropic 
material with tetragonal symmetry will have six independent elastic constants, c1111, 
22 
c1122, c4444, c1133, c3333 and c6666. The symmetry of a crystal is related to the symmetry 
of its physical properties due to Neumann’s Principle: The symmetry elements of any 
physical property of a crystal must include the symmetry elements of the point group 
24 
of the crystal. A crystal system will contain elements with the same structure and 
there are seven crystal systems. These are the triclinic, monoclinic, orthorhombic, 
tetragonal, trigonal (also known as rhombohedral), hexagonal and cubic crystal 
systems (figure 2.2). For example, within the cubic system exists elements such as 
silicon which has a diamond structure, and aluminium which has a face­centred cubic 
structure. Both silicon and aluminium possess cubic lattices therefore both reside 
within the same crystal system. Within the cubic system are crystals possessing the 
simple cubic (P), body­centred cubic (I), face­centred cubic (F) and diamond lattices. 
With the exception of the diamond lattice, these cubic lattices are referred to as the 
three cubic Bravais lattices. A lattice is an infinite array of points in which each point 
25 
has surroundings identical to those of all the other points. For a primitive unit cell 
there is only one atom as for each corner of the square there is one quarter of an atom 
contribution per unit which is repeated in space. Cubic Bravais lattices have the 
highest degree of symmetry of any of the Bravais lattices and it will be shown later 
that symmetry simplifies the tensors used to describe physical properties of such 
systems. 
For each of the crystal classes the following length scales apply for the sides of the 
unit cell describing the crystal and the angles between the sides are shown, where the 
sides a, b and c with the angles α, β and γ are shown on the right of figure 2.2. For 
Triclinic a≠b≠c and α≠β≠γ, Monoclinic a≠b≠c and α=γ=90°≠β, Orthorhombic a≠b≠c 
and α=β=γ=90°, Tetragonal a=b≠c and α=β=γ=90°, Cubic a=b=c and α=β=γ=90°, 
Hexagonal a=b≠c and α=β=90° with γ=120°, and finally Trigonal (or rhombohedral) 
a=b=c and α=β=γ≠90°. 
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Figure 2.2 The seven crystal systems showing the unit cell for each of the 
25 
fourteen Bravais lattices.
2.1	 Directional Dependence of the Elastic Properties 
of a Cubic Crystal System 
The following will focus on cubic systems because the material in this study is silicon 
which has a cubic­diamond structure and the initial assumption is that pSi retains this 
cubic structure since Brillouin scattering on p+ pSi has previously shown that pSi 
26 
retains the crystalline properties of the parent wafer. In addition to the study of pSi 
with cubic structure, a description of pSi having a tetragonal structure is given toward 
27 
the end of this chapter. In particular the physical property of elasticity will be 
12 
discussed and in chapter 8 the relation of elasticity to longitudinal acoustic velocity 
measurements performed on p++ pSi etched from a [100] substrate is discussed. 
Figure 2.3	 Model of a Silicon crystal seen along the [100] (left) and [110] (right) 
crystallographic directions. 
There are 21 independent elastic constants sijkl that are needed to uniquely determine 
the elasticity tensor for an anisotropic material and this number of independent 
constants is reduced depending on the crystal symmetry of the material. For a material 
with cubic symmetry there are three elastic constants c1111, c1122 and c4444 that exist 
that generally describe the elastic properties of a cubic material; two of these elastic 
constants are independent from each other for the diamond cubic case. Silicon is 
anisotropic and the elastic properties will differ in each crystallographic direction 
(figure 2.3). 
If the tensor symmetry has the same symmetry as the crystal property that it 
represents, then the sijkl constants will possess the same symmetry properties as the 
cijkl constants. For a cubic material, 
s11= s1111 = s2222 = s3333 
s12= s1122 = s1133 = s2233

s44= 4s2323 = 4s3131 = 4s1212 (2.2)

The elastic coefficients describe the physical property of elasticity and the suffixes are 
abbreviated with matrix notation where the elastic compliance constants sijkl of the 
28 
compliance tensor has been assigned Voigt’s original notation shown in equation 
(2.3). 
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σ
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i ij j (2.3) 
The elastic compliance sij (i, j = 1, 2, 4) for the cubic crystal system is shown by the (6 
x 6) elastic compliance matrix in equation (2.4). 
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Young’s modulus E is an elastic property of solids and is defined by the ratio of 
tensile stress σ to tensile strain ε by equation (2.5). The tensile stress is the ratio of the 
applied force per unit area in equation (2.6) and the tensile strain is the deformation 
over a unit length described by equation (2.7). 
ε
σ 
(2.5)
E =

AppliedForce 
(2.6) 
Area 
dx 
(2.7) 
x 
=
=

σ
ε

(

The reciprocal of Young’s modulus Eijk for a cubic crystal is given by equation (2.8) 
where sij are once again the elements of the elastic compliance tensor and l, m and n 
being the cosine of the angle between the direction of interest and the x, y, z axes i.e. 
l=cos(α), m=cos(β) and n=cos(γ) (figure 2.4). 
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Figure 2.4	 Cubic crystal with [100], [110] and [111] directions showing α, β, γ 
with respect to x, y, z axes shown for the [110] direction only. 
Due to the anisotropy of silicon, in the cubic case there is a directional dependence of 
Young’s modulus described by the elastic constants c11, c12 and c44. The directional 
dependence is represented by the (l 2 m 2 + m 2 n 2 + l 2 n 2 ) term of equation (2.8) and has 
1 
zero value for the [100] direction and a maximum value of in the [111] direction. 
3 
The Young’s modulus is therefore greatest in the [111] direction and lowest in the 
[100] direction. For pure bulk cSi the values of Young’s modulus in each crystal 
29 
direction are E100 = 130 GPa, E110 = 170 GPa and E111 = 185 GPa. Analysis of 
equation (2.8) leads to the following dependence on the elastic compliance constant 
describing the directional dependence of Young’s modulus in bulk Si. 
1 
= s11	 (2.8a) 
E100 
E 
1
110 
= s11 − 
1
2 ⎢⎣
⎡(s11 − s12 )− 
1
2 
s44 ⎥⎦
⎤	
(2.8b) 
1 2 1 
E111 
= s11 − 
3 ⎢⎣
⎡(s11 − s12 )− 
2 
s44 ⎥⎦
⎤	
(2.8c) 
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For cubic materials a relationship exists between the elastic compliance and elastic 
22 
stiffness constants, and these are as follows in equations (2.9 ­ 2.11). 
c + c 
s = 11 12 11 
(c11 − c12 )(c11 + 2c12 ) (2.9) 
− c 
s = 12 12 
(c11 − c12 )(c11 + 2c12 ) (2.10) 
1 
s = 44 
c44 (2.11) 
For an anisotropic material with cubic symmetry such as Si (or for another crystal 
with cubic symmetry) it is possible to express the directional dependence of Young’s 
modulus in terms of the elastic stiffness constants c11, c12 and c44. For Si the values of 
30 
the elastic stiffness constants are c11 = 166 GPa, c12 = 64 GPa and c44 = 79 GPa.
For materials with the cubic­diamond structure there are two independent elastic 
stiffness constants in the relationship shown in equations (2.12 – 2.14), experimental 
data supports this theory. This relationship is given by Keating where an expression 
for energy density is derived based on microscopic force constants that is then 
compared to a well­known macroscopic expression for energy density in a cubic 
system. 
30 
The derivation considers force constants from nearest­neighbour α and 
second­neighbour β interactions where the force on an atom is calculated using force 
constants and atomic displacement. The lattice constant is given by a. Strain gradients 
are used to describe the atomic displacements giving a strain energy that only depends 
on the positions of the nuclei. The relationship between the elastic coefficients and 
force constants are shown by equations (2.12 – 2.14) and are found comparing the 
derived energy density to a macroscopic expression. 
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(α + 3β ) 
c = 11 
4a 
(2.12) 
(α − β ) 
c = 12 
4a 
(2.13) 
αβ 
c = 44 
a(α + β ) 
(2.14) 
The combination of these expressions lead to the following relationship of equation 
(2.15) between the elastic coefficients for a cubic system. 
(c − c )(c + 3c ) 
c = 11 12 11 12 44 
2(c11 + c12 ) (2.15) 
Figure 2.5 Young’s modulus of gold (cubic symmetry) where c11=185.0GPa, 
31 
c12=158.0GPa and c44=39.7GPa.
Figure 2.5 shows the Young’s modulus of gold which, like Si, is an anisotropic 
31 
material with cubic symmetry. The anisotropic linear elastic behaviour of single 
crystals using a fourth­order elasticity tensor has been modelled by separation into 
two functions E(d) and K(d) where these functions represent the Young’s modulus 
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and bulk modulus as functions of the tensile direction d. The moduli are separated 
into isotropic and anisotropic regions that together make up the 21 independent elastic 
constants needed to define the elasticity tensor for an anisotropic material. The 
graphical representation of Young’s modulus for bulk silicon will be similar to that 
shown (figure 2.4) for gold. As described by equation (2.8) it is seen that the 
maximum Young’s modulus is found along the [111] crystallographic direction and 
the minimum Young’s modulus is found in the [100] direction; this is highlighted in 
figure 2.5. 
2.1.1 Directional Dependence of Wave Velocity 
Waves propagating in any material form a wave­front whose shape depends on the 
material’s properties. The characteristics of the ultrasonic waves will depend upon the 
mechanical structure and elastic moduli of the medium through which they propagate. 
In a uniform isotropic medium the waves propagate with the same velocity in all 
directions (figure 2.6) whereas in an anisotropic material, such as cubic silicon, the 
wave­front is distorted as the wave propagates at different velocities in different 
directions through the material (figures 2.7 and 2.8). The wave velocities in each 
direction of the anisotropic material will be influenced by the degree of anisotropy, or 
the anisotropic factor A which for cubic crystal classes is defined by equation (2.16), 
for Si the anisotropy factor is A = 1.55. 
2c 
A = 44 
c − c11 12 (2.16) 
The simplest case of propagation is along a crystal axis as there will only be a pure 
longitudinal and shear wave solution. The case highlighted in figure 2.7 shows the 
propagation through a cube face where there are pure shear, quasi­shear and quasi­
longitudinal wave solutions. For propagation in the XZ plane as shown the particle 
velocity is normal to the XZ plane and gives the pure shear wave solution. The other 
wave solutions simplify for certain directions such as along the [100] direction. The 
propagation characteristics of plane waves in an anisotropic solid can be described 
18 
using the Christoffel equation that defines a surface in k­space that describes the wave 
22 
vector k as a function of direction. The wave vector k is always proportional to the 
angular frequency ω and a ‘slowness surface’ (which is the inverse of velocity) can be 
considered where the inverse of the phase velocity Vp is shown in equation (2.17) and 
is a function of propagation direction. This description is more convenient because a 
wave vector surface would otherwise scale with ω and the important physical 
properties such as the velocity of elastic waves in each direction can be described by 
the slowness surface for isotropic and anisotropic materials that depend upon the 
crystal properties of the material, such as density ρ. 
1 k 
= 
V ω p (2.17) 
Figure 2.6 Slowness surface for an isotropic solid for propagation in an arbitrary 
22 
plane.
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Figure 2.7 (Above) Slowness surface for an anisotropic solid with cubic 
22 
symmetry for propagation in a cube face (GaAs) and (Below) 
longitudinal velocity VL shown for travel in the [100] direction along 
the x­axis for wave propagation through (100) plane. 
Using the slowness surface shown in figure 2.7 and the elastic constant dependence 
for other crystal directions, the longitudinal and transverse velocities in each 
crystallographic direction of interest for Si have been summarised in table 2.1 where 
the square velocities relate to the quasi­longitudinal wave VL 
2 , the quasi­shear wave 
VT
2
1 and the pure shear wave polarised in the [110] direction VTL
2 . It can be observed 
that for different directions there are different combinations of the elastic constants 
20 
describing the velocities and the simplest case is for the [100] direction which only 
depends on one of these elastic constants c11 for the longitudinal velocity. The 
material density is given by ρ. 
Table 2.1 Acoustic velocities through Si in each crystallographic direction. 
2.2 Elastic Properties of a Tetragonal Crystal System 
For the velocity measurements performed on the pSi samples presented in this thesis, 
the acoustic transmission measurements have been done along the [100] direction for 
wave propagation in the (100) plane or in the cube face such as the longitudinal 
velocity described in figure 2.7. However, since there is some possibility that pSi 
material has weak tetragonal symmetry a brief description is given here of tetragonal 
crystal systems. It is worth noting that despite the cubic or tetragonal symmetry of the 
pSi material, the longitudinal wave velocity in the [100] direction of interest does not 
change and will depend only upon the c11 elastic constant. It is only when other wave 
propagation directions are considered that the crystal symmetry becomes important. 
For a crystal with tetragonal symmetry there will be six elastic constants that together 
describe the elastic properties of the crystal. Three of these constants are the same as 
those used to describe the cubic crystal system s11, s12 and s44 but there are also three 
new constants s13, s33 and s66. There are more constants needed to describe a 
tetragonal system than the cubic system because there is less symmetry in the crystal 
and the sides of the unit cell a = b ≠ c. The tetragonal crystal can be described as a 
cubic crystal with an extension δ to the length of the cube sides in one direction so 
21 
that for the elastic constants s13 = (s12 + δs12), s33 = (s11 + δs11) and s66 = (s44 + δs44). 
The elastic compliance matrix is given below in equation (2.18). 
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Figure 2.8 Slowness surface for an anisotropic solid with tetragonal symmetry for 
22 
propagation in a ‘cube’ face (rutile).
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This chapter has discussed some of the elastic properties that a material possesses 
and how anisotropy affects the way that waves propagate through the material in 
different crystallographic directions. Si has cubic symmetry and the elastic stiffness 
constants describe the behaviour of the material for each crystallographic direction. 
PSi has been assumed to possess the same cubic symmetry of the parent Si wafer, 
however, tetragonal symmetry has briefly been introduced as pSi may possess weak 
tetragonal symmetry. For acoustic studies using longitudinal waves in the [100] 
direction modelling the pSi with cubic symmetry is the same as with tetragonal 
symmetry because only the c11 elastic stiffness constant is relevant. The acoustic 
impedance of the Si and pSi materials will depend on the elastic properties and will 
be discussed in the next chapter. It is important to understand the acoustic impedance 
dependence of pSi material because multilayered stacks based on pSi will be 
fabricated for acoustic filtering. The pSi filters can be designed to have desired 
acoustic responses and control of the acoustic impedance through the pSi multilayers 
is needed. 
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3. Properties of Multilayered Structures 
Elastic waves travelling through any material will be modified depending on the 
structure of the material. Non­porous materials undergo deformation when a force is 
applied so that the material will yield slightly unless the material is perfectly rigid. 
Porous materials allow air to penetrate below their surface which modifies the 
effective motion of the material when under stress or strain. The reaction of the 
material can be expressed in terms of a specific acoustic impedance which generally 
depends upon the nature of the material, and on the frequency and angle of the 
incident waves. For acoustic waves travelling through a material the acoustic 
impedance, Z depends on the material density, ρ and the particle (or wave) phase 
velocity which itself is related to the elastic constant of the material c. 
When a propagating acoustic wave encounters an interface with an impedance 
mismatch, a proportion of the wave is reflected and a proportion transmitted through 
the boundary. Depending on the surface roughness of the interface there is also a 
proportion of the wave that is scattered. Assuming that each plane interface is smooth 
for a perfect material without defects or attenuation, there will only be an impedance 
mismatch existing between each boundary. The amplitude of the reflected and 
transmitted wave depends upon the impedance ratio between the two media either 
side of the boundary. 
32 
Figure 3.1 Reflection of a normally incident wave at a plane boundary.
There are a few boundary conditions that need to be applied between regions with 
different material properties (figure 3.1). For acoustic fields across discontinuities it is 
assumed that the interfaces between different solid media are firmly bonded together 
25 
(such as for the pSi­cSi interface discussed later), so that the particle displacement 
velocity, vx will be continuous across the interface. Motion of the boundary itself is 
ignored such that vx(0) = vx’(0). There will be a traction force, Tx across the boundary 
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at x=0 that must be continuous such that Tx(0) = Tx’(0). It will be assumed that the 
pSi layer and the cSi substrate both have an interface which is always normal to the 
[100] crystallographic direction. If a uniform plane wave is incident on the plane pSi 
surface then at least one reflected and transmitted wave will be detected. For a 
longitudinal wave propagating in the positive x­direction incident I upon the plane 
boundary (figure 3.1) the particle displacement velocity (vx)I and the traction force 
(Tx)I at the boundary are given by equations (3.1) and (3.2) respectively where t is 
time. The specific impedance (ρc11)1/2 describes the ratio of the traction force to the 
particle displacement velocity. 
(vx ) I = Ae
i (ωt −kx) 
(3.1) 
(Tx ) I = −(ρc11 )
1/ 2 Aei(ωt −kx) 
(3.2) 
Similarly, for the reflected R and transmitted T waves, 
(vx )R = Be
i (ωt+kx) (3.3) 
(Tx )R = (ρc11 )
1/ 2 Bei(ωt +kx) (3.4) 
(v ' ) = B'ei(ωt −k 'x) x T (3.5) 
(Tx ' )T = −(ρ 'c11 ' )
1/ 2 B'ei (ωt −k 'x) 
(3.6) 
Applying the boundary conditions, 
vx (0) I + vx (0)R = vx ' (0)T (3.7) 
Tx (0) I + Tx (0)R = Tx ' (0)T (3.8) 
and substituting for the particle velocity and traction force gives the simultaneous 
equations, 
A + B = B' (3.9) 
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− (ρc11 )
1/ 2 (A − B) = −(ρ 'c11 ')
1/ 2 B' (3.10) 
The particle velocity reflection rv and transmission tv coefficients are given by 
vx (0)R B rv (0) = = 
vx (0) I A (3.11) 
and 
vx ' (0)T B' tv (0) = = 
vx (0) I A (3.12) 
Solving the simultaneous equations for B and B’ gives the particle velocity reflection 
and transmission coefficients, 
B ⎡(ρ 'c11 ' )
1/ 2 − (ρc11)
1/ 2 ⎤

A 
= −⎢
⎣(ρc11 )
1/ 2 + (ρ 'c11 ' )
1/ 2 ⎥
⎦ 
= rv (0) 
(3.13)

and 
B' 2(ρc11)
1/ 2

A 
= 
(ρc11 )
1/ 2 + (ρ 'c11 ' )
1/ 2 
= tv (0) 
(3.14)

The stress reflection and transmission coefficients can also be derived for rT (0) and 
tT (0) using a similar approach with the traction force and this gives, 
(ρ 'c ' )1/ 2 − (ρc )1/ 2 
r (0) = 11 11 (3.15) T 
(ρc11)
1/ 2 + (ρ 'c11 ')
1/ 2 
and 
tT (0) = 
(ρc11
2
)1
(
/ 
ρ 
2
' 
+ 
c11
(ρ 
' )
'
1
c 
/ 2
11 ')
1/ 2 
(3.16) 
The acoustic reflectance and transmittance at a boundary are usually expressed in 
terms of the ratio of impedances either side of the boundary where reflectance 
2

2
 ρ1R = r and transmittance T = and the impedance expressed in terms of the t 
ρ 2 
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material density and elastic constant is given by Z=(ρc11)1/2 . Therefore the proportion 
of the propagating elastic waves through a material that are incident on a plane 
boundary with an impedance mismatch that are reflected and transmitted will be given 
by equations (3.17) and (3.18). 
2 
Z − Z2 1 (3.17) RT (0) = 
Z + Z2 1 
and 
2
ρ 2Z1 2TT (0) = ρ Z + Z2 2 1 (3.18) 
This can be extended to a structure with many boundaries such as for a multilayered 
stack where the introduction of the periodic structure of layers gives a set of 
reflections at certain frequencies which is determined by the properties of the stack. 
3.1 Bragg Mirrors 
Distributed acoustic Bragg reflectors consist of periodic layers of alternating high and 
low acoustic impedances (figure 3.2) and display a plateau of high reflectivity centred 
at a fundamental Bragg frequency. Acoustic Bragg reflectors manufactured from pSi 
have not been extensively studied within the literature despite being easily fabricated 
using electrochemical etching. Essentially, Bragg mirrors display a one dimensional 
(1­D) phononic band­gap and the width of this band­gap is called the acoustic 
bandwidth of the Bragg reflector. Propagation of sound through a lattice or periodic 
structure of scattering centers gives rise to a range of frequencies at which 
propagation is forbidden and are known as band­gaps. These band­gaps cut selected 
frequencies from the transmission spectrum, for example to filter and remove noise. 
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Figure 3.2	 (Left) Bragg reflector consisting of a stack of multilayers of high Z1 
and low Z2 acoustic impedance layers of thickness d1=1.3µm and 
d2=1.2µm on a cSi substrate and (Right) increasing reflectivity of the 
stopband with an increasing number of layers. 
The properties of single pSi layers are important to aid the understanding of how this 
material will behave in a multilayered stack when incorporated into the acoustic 
devices mentioned in chapter 1. Acoustic waves incident on a single layer of pSi will 
be partially reflected, transmitted and undergo scattering at each boundary where 
there is an acoustic impedance mismatch, such as between the first medium with the 
pSi layer and also the pSi layer boundary with the cSi substrate. When the number of 
pSi layers is increased then the number of boundaries with an acoustic impedance 
mismatch is increased and there will be additional reflections and transmissions 
across the multilayered stack compared to that seen for a single layer of pSi. It is 
possible to make a multilayered stack so that the reflected waves interfere 
constructively so as to create a strong reflected signal at a chosen fundamental 
frequency which primarily depends upon the thicknesses of the individual layers that 
make up the multilayer. The summation of reflections from the multilayer gives rise 
to a highly reflective band of frequencies. 
For BAW devices, the multilayer or Bragg mirror can be designed to control the range 
of frequencies reflected or transmitted by changing the acoustic impedance (Z1 and 
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Z2) properties and layer thicknesses (d1 and d2) of the individual layers making up 
each pair of layers repeated in the multilayer, shown in figure 3.2. If the transmission 
properties of the acoustic Bragg mirror are studied there will be a range of frequencies 
that are not transmitted because they have been reflected i.e. the stopband which 
consists of a set of frequencies that are forbidden. In chapter 7 acoustic transmission 
measurements have been performed on fabricated pSi Bragg mirrors and the 
properties of the stopbands seen are discussed, for this reason it will be necessary to 
focus on discussing stopbands emerging from the Bragg mirrors where the deeper the 
stopband seen, the higher the reflectivity of the mirror. 
For optical applications, Bragg gratings can be made with photosensitive fibre for 
uses in fibre lasers, pump stabilisers (of diodes) and dispersion compensators with a 
chirped Bragg grating to reflect different wavelengths of light at each point along the 
grating. AlGaN/GaN Bragg mirrrors have been grown by metal organic CVD 
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(MOCVD) for applications such as vertical cavity lasers and Bragg mirrors have 
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also been implemented into resonator devices. Existing Si­based optical Bragg 
mirrors use alternating layers of amorphous Si and SiO2 where the major advantage of 
using Si as the fabrication material is the realisation with integrated circuitry. The 
parameters defining existing photonic structures fabricated from pSi can be modified 
to fabricate structures with determined phononic responses. Bragg mirrors fabricated 
from pSi can be further modified to shift the fundamental Bragg frequency by filling 
the pores with different liquids to change the effective refractive indices or effective 
acoustic impedance of the layers.
35, 36 
The equations governing the optical reflectance properties of a multilayered stack are 
given by Bragg’s laws described below by equations (3.19) to (3.21) at normal 
incidence where the refractive index of the first and second layers are n1 and n2, the 
thicknesses of the layers is given by d1 and d2, N is the number of repeated bilayers in 
the stack, M is the mode of the reflectance peak and λB is the Bragg wavelength. The 
fundamental Bragg wavelength is given by λB with the stopband width described by 
Δλ and the reflectance of the band by RB. 
λB = 
2 (n1d1 + n2 d 2 ), M = 1,2,3,... (3.19) 
M 
30 
4 ⎛ n − n ⎞
Δλ = λ arcsin⎜ 1 2 ⎟ (3.20) 
π B ⎜⎝ n1 + n2 
⎟
⎠ 
2
⎡ (n1 / n2 )
2N −1⎤ 
RB = ⎢ 2 N ⎥ (3.21) 
⎣(n1 / n2 ) +1⎦ 
The response from a pSi optical Bragg mirror designed to have an optical reflectivity 
band around 700nm is given in figure 3.3 below. Refer to the appendix for sample 
details. 
Figure 3.3 Optical Bragg mirror with fundamental stopband at 700 nm. 
The derivation of these equations comes from analysing the reflectance of light from a 
single layer as detailed in chapter 5. The individual layers in a Bragg mirror are 
λ 
usually around a quarter­wavelength thick; n1d1 = n2d2 = . At frequencies of 1 GHz 
4 
bulk acoustic waves traveling through pSi have wavelengths of similar length to 
optical waves and Bragg’s laws can be applied to multilayers designed for acoustic 
applications. The following equations (3.22) to (3.24) come directly from the 
derivation of Bragg’s law for optical media where the frequency f ~ λ­1 and the 
­1 
acoustic impedance Z ~ n . 
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−1 
f = 
M ⎛
⎜⎜ 
ρ1d1 +
ρ 2 d 2 ⎞
⎟⎟ M = 1, 2, 3… (3.22) B 2 ⎝ Z1 Z 2 ⎠ 
Δf = 
4 
f B sin 
−1 
⎜⎜
⎛ Z 2 − Z1 
⎟⎟
⎞ 
(3.23) 
π ⎝ Z 2 + Z1 ⎠ 
2
2 N ⎛⎛ Z ⎞
2 N ⎞⎛ Z ⎞ 
1 ⎜ 1 ⎟T
B 
= 4⎜⎜ ⎟⎟ ⎜⎜
⎜ ⎟⎟ + 1⎟ (3.24) ⎝ Z 2 ⎠ ⎝⎝ Z 2 ⎠ ⎠ 
At normal incidence, the Bragg frequencies fB of the stopbands of an acoustic filter 
can be described by equation (3.22) where M is the stopband order number, ρ1 and ρ2 
are the mass densities of the A and B layers of the different repeating AB layers, d1 
and d2 are the physical thicknesses of each layer, and Z1 and Z2 are the characteristic 
acoustic impedances of the layers given by the product ρV where V is the velocity of 
the longitudinal acoustic wave through a layer of a specific porosity. In chapter 5.4 
the velocity dependence on porosity is discussed for pSi material. For a balanced 
Bragg mirror, the bandwidth Δf can be described by equation (3.23) and the Bragg 
transmittance TB of the multilayered stack described by equation (3.24) where N is the 
number of repeats of the AB pairs of layers. Note that TB=1­RB for an ideal Bragg 
mirror without loss where RB is the Bragg reflectance. 
As will be discussed in detail in chapter 4, electrochemical etching is the technique 
used to produce single layered and multilayered pSi structures. This enables control of 
the spatial porosity profile through the multilayer which is determined by current 
modulation with time during fabrication. This porosity profile corresponds to an 
effective refractive index profile which can be used to produce optical devices, or 
analogously to the effective acoustic impedance profile used for acoustic devices. 
Note that reference made to the ‘optical thickness’ of the mirror does not correspond 
to the physical thickness but to the product nd; when the ‘acoustic thickness’ is 
referred to this corresponds to d/V (or the time of flight τ for acoustic waves to travel 
through the layer). The optical and acoustic thicknesses determine the symmetry (or 
asymmetry) of the Bragg mirror. For example, consider an optical Bragg mirror where 
each individual layer within the pair of layers has n1d1=n2d2. This optical Bragg 
mirror will be symmetrical and not exhibit even order modes. 
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Examples of pSi optical devices previously studied include Bragg mirrors, filters, 
microcavities and devices for sensing.
35,37 
Recent sensing work has used optical 
rugate filters, employing a sine­wave effective refractive index modulation that 
possesses the same fundamental frequency as the equivalent quarter­wave stack of 
Bragg mirrors, the difference in the two profiles is seen in the transmission (or 
reflection) spectrum. Whereas the Bragg mirror gives a number of band­gaps with 
higher­order harmonics, the rugate filter gives only one strong reflectivity band with 
38 
heavily suppressed higher­order harmonics. The realization of apodized pSi optical 
rugate filters,
39,40 
with high reflectivity and narrow bandwidth demonstrates the 
suitability of pSi for a variety of precision engineering applications. A theoretical 
study of pSi for acoustic Bragg mirrors and rugate filters has previously shown its 
41 
potential for acoustic devices. Recently the tunability of the physical properties of Si 
with porosity has been used for hypersonic acoustic structures.
42,43 
This relies on the 
calibration of the effective acoustic impedance by measuring the wave velocities as a 
44 
function of porosity.
For pSi Bragg mirrors, the mass density ρ of each layer is a function of the porosity 
and is described by equation (3.25) where ρ0=2.329 g cm­3 is the density of Si and p is 
the porosity or air­filling fraction. The acoustic velocity dependence on porosity is 
given empirically by equation (3.26) for heavily doped p++ Si wafers with etching in 
­1 
the [100] crystallographic direction, where V0=8.436 km s is the longitudinal 
acoustic velocity in Si in the [100] crystallographic direction. 
ρ =ρ0(1­p) (3.25) 
k
V=V0(1­p) (3.26) 
The empirical exponent k = 0.6 for the pSi samples used in this investigation. Pure 
longitudinal waves are excited along this direction due to the cubic symmetry of 
silicon and it is the assumption that pSi retains this cubic symmetry of the parent 
32 
wafer. Note that if pSi possesses tetragonal symmetry the velocity dependence in the 
[100] direction is identical to that for cubic symmetry (see chapter 2). 
33 
Bragg mirrors based on heavily doped p­type Si wafers have an effective acoustic 
impedance dependence on porosity as outlined in figure 3.4. This empirical data 
comes from measuring the longitudinal sound velocity through a range of single­
layered pSi films and this is described in chapter 5.4. Following equations (3.25) and 
(3.26) the effective acoustic impedance dependence on porosity is given by equation 
(3.27) where the exponent k for samples used in this investigation is 0.6. 
Z pSi = ZcSi (1− p)
k +1	
(3.27) 
Figure 3.4	 The porosity dependence of the effective acoustic impedance profile 
for p++ Si wafers. 
For the Bragg mirror shown in figure 3.2 the increase in the number of bilayers 
increases the depth of the stopband due to more reflection contributions from the 
additional interfaces. For the parameters used for the fabrication of this pSi 
multilayer, the high Z1 and low Z2 acoustic impedance layers are 4.2 MRayls and 2.9 
MRayls (for layer porosities of 62 % and 70 %) and the thicknesses of the layers d1 
and d2 are 1.28 µm and 1.23 µm respectively. The pSi stack is on a cSi substrate for 
which Si has an acoustic impedance of 19.6 MRayls. Figure 3.5 shows the increase in 
the depth of the stopband as the number of pairs of layers is increased using equation 
(3.24). For the measured transmittance of the pSi stacks shown in figure 3.2 (right) for 
numbers of bilayers of N = 5, 10 and 15, theoretical values for the transmittance have 
been found using the curve of figure 3.5 (left) and are in close agreement with these 
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experimental observations. Figure 3.5 (right) gives theoretical fits for the 
transmittance of a Bragg mirror as a function of the pairs of layers in the stack for 
different degrees of impedance mismatching between the AB layers. It can be seen 
that the depth of the stopband increases with increasing pairs of layers and that the 
stopband emerges quickest for the largest impedance mismatch dZ between the AB 
layers i.e. dZ = Z − Z . This is due to a larger proportion of the acoustic wave being 1 2 
reflected at each boundary which gives rise to a stronger reflectance band, and hence 
deeper stopband. 
Figure 3.5	 (Left) As the number of pairs of layers in the stack N is increased, the 
transmittance of acoustic waves through the stack decreases and 
(Right) the larger the impedance mismatch between the layer pairs, the 
less pairs are needed to obtain a deep transmittance stopband. 
3.2 Symmetric and Asymmetric Mirrors 
The introduction of a periodic multilayer (also known as a superlattice) gives zone­
folding of the longitudinal acoustic phonons in the pSi mirror. The dispersion relation 
for a pSi stack can be described and this will be dependent upon the layer porosities 
and the morphology of the pSi since this affects the dependence of the velocity of 
acoustic waves through the material. For example, the phonon dispersion of Si 
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nanocrystals has been found to be close to the phonon dispersion of bulk Si. The 
35 
46 
zone­folding also has a dependence on the ratio of the thicknesses of each bilayer. 
Brillouin scattering measurements can confirm the dispersion relation for a pSi stack
and folded phonon branches in multilayered structures are studied to determine device 
response using the optical generation and transmission of ultrasonic pulses through 
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the superlattices. The acoustic phonon folding in a pSi multilayer is described by the 
Kronig­Penney like dispersion relation that uses the correct power laws for the 
measured acoustic velocity of longitudinal waves through pSi. 
For an infinite 1­D superlattice with each of the A and B layers having thicknesses d1 
and d2 where d = d1+ d2 and the acoustic impedance of each layer is given by Z1 and 
Z2, the dispersion relation is given by Rytov as follows in equation (3.28). The 
phonon wavevector is described by k where τ1 and τ2 are the time of flights of 
acoustic waves in layer 1 and 2 respectively and ω is the angular frequency.48 
k = 
1 
cos −1 ⎢
⎡ 
cosωτ1 cosωτ 2 − 
1 
⎜⎜
⎛ Z1 + 
Z 2 
⎟⎟
⎞ 
sin ωτ 1 sinωτ 2 ⎥
⎤ 
(3.28) 
d ⎣ 2 ⎝ Z 2 Z1 ⎠ ⎦ 
Applying this dispersion relation to pSi can be done using the known acoustic 
impedance and velocity dependence on porosity as described later in chapter 5. The 
centre of the Brillouin zone gaps are given at the frequencies fM in equation (3.29) 
below where an even value of M relates to the centre of the gap and an odd value of M 
relates to the Brillouin zone edge and where V is the average acoustic velocity in the 
two layers. 
f = Mπ 
V 
M=1,2,3... (3.29) M 
d 
d 
where V = 
(τ 1 +τ 2 ) 
The gap width Δf at the centre and edge of the Brillouin zone is given by equations 
(3.30) and (3.31) where the superscripts c and e correspond to the centre and edge of 
the zones. 
cΔf c ≈ 4 
V 
ΔZ sin( fM Δτ ) (3.30) M 
d 
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eΔf e ≈ 4 
V 
ΔZ cos( fM Δτ )	 (3.31) M 
d 
Z − Z 
where the acoustic impedance mismatch ΔZ = 1 2 and the difference between 
Z + Z1 2 
the time of flights is Δτ = τ 2 −τ1 . 
The dispersion relation for a pSi multilayer has been modelled using equation (3.28) 
and is shown below in figure 3.6 where the phonon frequency f is a function of the k­
vector. 
Figure 3.6	 Calculated dispersion relations for a (left) symmetrical and (right) 
asymmetrical multilayered mirror with the parameters stated in figure 
3.7. 
Balanced or symmetrical Bragg mirrors only exhibit odd modes (for M = 1, 3, 5 …) as 
shown in figure 3.6 (left) where the dispersion relation shows bandgaps that are open 
at k/(π/d) = 1 and closed at k/(π/d) = 0. Unbalanced or asymmetrical mirrors display a 
collection of odd and even higher order modes such as in figure 3.7 (right) where the 
dispersion relation shows open bandgaps. For the acoustic simulations shown, see 
chapter 6 for transfer matrix modelling. It is possible to design Bragg mirrors to 
possess only odd higher order modes by making the acoustic mirror symmetrical 
using layers for which the acoustic waves travelling though each of the A and B layers 
have the same time of flight i.e. τ1 = τ2 (balanced optical mirrors would have the same 
optical thickness) in the stack. For an asymmetrical acoustic mirror the frequency 
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response seen from the mirror will give a collection of odd and even higher orders for 
layers with time of flights of τ1 ≠ τ2. For any design of acoustic mirror there will 
always be a fundamental mode of the stopband located at the lowest frequency. The 
properties of stopbands at higher orders can be described using the dispersion relation, 
equation (3.28). 
Figure 3.7	 Examples of balanced (left) and unbalanced (right) Bragg mirrors. The 
parameters used for these simulations are as follows, d1=2.089µm 
d2=1.677µm p1=0.645 p2=0.735 (left) and d1=2.168µm d2=1.05µm 
p1=0.61 p2=0.71 (right) where both mirrors have N=15 pairs of layers. 
For the balanced Bragg mirror shown in figure 3.7 (left) the fundamental mode is seen 
at a frequency of 0.56 GHz and no even order modes are visible. The higher order 
modes observed at 1.68 GHz and 2.80 GHz are the third and fifth modes respectively. 
For the unbalanced Bragg mirror shown in figure 3.7 (right), both odd and even 
higher orders can be seen at higher frequencies than the fundamental mode at 0.7 
GHz. The second order is at a frequency of 1.4 GHz, the third order at 2.1 GHz and 
the fourth higher order at 2.8 GHz. Figure 3.8 shows another example of the modeled 
acoustic response of a symmetric and asymmetric Bragg mirror that both have 
porosities p1=0.55 and p2=0.47 in layers A and B respectively for N=15 pairs of layers, 
but have different layer thicknesses such that the time of flight of acoustic waves 
through each layer gives τ1 = τ2 and τ1 = 5τ2. Note that for the symmetric mirror there 
are no even ordered modes at frequencies of 2, 4 and 6 GHz whereas for the 
asymmetric mirror there is no M=6 mode at a frequency of 6 GHz. 
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Figure 3.8 (Left) Symmetric Bragg mirror for τ1 = τ2 with parameters d1=1.31µm 
and d2=1.44µm and (Right) asymmetric Bragg mirror for τ1 = 5τ2 with 
parameters d1=2.19µm and d2=0.48µm. 
3.3	 Impedance Profiling: Bragg Mirrors and Rugate 
Filters 
The acoustic impedance profile Z(d) determines the response of the multilayer in the 
frequency domain. An example of a square­wave profile describing a Bragg mirror 
and a sinusoidal­wave profile describing a rugate filter is shown in figure 3.9 The 
profiles both have the same periodicity, number of pairs of layers and the same high 
and low values of the acoustic impedance between each layer. 
The versatile nature of pSi allows the effective acoustic impedance of the layers to be 
easily manipulated by controlling the porosity. The effective acoustic impedance 
profile determines the response of the multilayered device. Similarly to the Bragg 
mirror, a rugate filter is periodic but with a sinusoidal modulation in its profile and 
produces one reflectivity peak per sine component of the profile. Acoustic rugate 
filters have a sinusoidal modulation in the acoustic impedance profile as shown in 
figure 3.9(bottom). 
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Figure 3.9	 Acoustic impedance profile for a Bragg mirror (top) and a rugate filter 
(bottom). 
The response of each acoustic multilayer, each with the same period, is highlighted by 
the transmittance spectrum of figure 3.10 where the fundamental mode of each mirror 
is observed at the same fundamental frequency. The higher orders for each mirror are 
at the same locations in frequency but the transmittance of each stopband is different. 
The higher orders are heavily suppressed for the rugate filter which shows only the 
fundamental stopband and a small third order stopband. In contrast the Bragg mirror 
displays the fundamental mode and four higher­order stopbands for this frequency 
range. See chapter 6 later for details on the simulations. 
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Figure 3.10	 Effect of the acoustic impedance profile on the response of the acoustic 
multilayer designed for d1=d2=1.4µm p1=0.42 p2=0.56 and N=15. 
The transmissivities of dielectric structures using a continuously varying refractive 
index have been studied and the spectral response of these rugate filters have 
previously been modeled using coupled­wave theory.
49,50 
Due to the tunability of the 
acoustic impedance profiles it would be possible to combine multiple profiles into one 
mirror to create a highly controlled acoustic response. For example, very wide 
stopbands can be created by overlapping the fundamental frequencies of a number of 
Bragg mirrors. 
3.3 Optical Properties of ‘Acoustic’ Mirrors 
The pSi material making up the multilayers in this investigation can be used to 
produce optical or acoustic Bragg mirrors. The effective refractive index of the pSi 
depends upon the porosity of the layer as discussed later in chapter 5, as does the 
effective acoustic impedance. The pSi mirrors fabricated have both optical and 
acoustic responses which are both determined by the profile of the mirror. For waves 
at a frequency of 1 GHz the wavelength of the longitudinal acoustic waves in the pSi 
medium is of the same order as electromagnetic waves in the visible and infra­red 
regions of the spectrum. Given the thickness of the layers used for 1 GHz frequencies, 
there will be an equivalent response of the mirror studied optically i.e. for a 
fundamental band­gap at 1 GHz there will also be a fundamental stopband in the far­
41 
infrared region ~ 7 µm. An example is shown in figure 3.11 where the higher order 
modes can be seen towards the visible range. It is possible to characterise Bragg 
mirrors fabricated from pSi using the acoustic and optical responses of the stack to 
determine the exact thickness and porosity of each layer. 
Figure 3.11	 Optical (left) and acoustic (right) simulations of a Bragg mirror and 
rugate filter with d1=d2=1.05µm p1=0.605 p2=0.665 N=20. 
3.4 Fabry­Perot Filters (Microcavities) 
Other structures fabricated from pSi include microcavities which involve the insertion 
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of a defect layer between two distributed Bragg reflectors. For optical applications 
this defect layer will be a half­wave thickness, or the thickness of one AB pair of 
layers in the Bragg stack which allows for a standing wave to form inside the defect 
layer through resonance. These are useful for laser applications, figure 3.12 gives an 
example of a pSi microcavity multilayer that has a transmission peak inside the 
reflectance band with a mirror quality factor (Q­factor) λ/Δλ near 1,450 which is poor 
42 
compared to the Q­factor of other semiconductor resonant systems which can have Q­
52 
factors of around 34,000.
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Figure 3.12 Example of a pSi optical Microcavity with Q­factor ~1,450.
In order to fabricate microcavities based on pSi for acoustic applications, the defect 
layer has to be the thickness of one AB pair of layers such that the time of flight in the 
defect layer is ~2τ. The defect layer, also known as the cavity layer, allows for a small 
bandwidth of frequencies to be transmitted inside the stopband. Figure 3.13 shows the 
layer structure for a microcavity where the shaded layers have high acoustic 
impedance and the light layers have low acoustic impedance. The high acoustic 
impedance layers have to be thicker to obtain the same time of flight in each layer 
because the longitudinal waves travel faster through lower porosity layers. 
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Figure 3.13	 Layer structure describing a microcavity which contains a defect cavity 
layer sandwiched between two Bragg mirrors. 
There are many parameters affecting the transmission of the microcavity which 
include the number of AB layers in the Bragg mirrors either side of the defect layer, 
the shape of the sides of the cavity layer since this affects the coupling coefficients, 
the thickness of the cavity layer affects the location in frequency of the transmission 
peak inside the stopband, the porosity profile across the cavity layer and the Bragg 
mirrors, and the thickness and porosity of the AB layers which affects the symmetry 
of the mirrors. For microcavities based on pSi in this investigation, the desired 
fundamental frequency is near 1 GHz due to equipment limitations. 
If an acoustic microcavity with a high Q­factor can be achieved using pSi it could be 
possible to trap sound and light together in a pSi resonator for applications with 
acousto­optic modulators through the acousto­optic interaction. 
The properties of multilayered structures have been discussed in this chapter, 
particularly for the case of pSi multilayers. Regions exist in the dispersion curves of 
multilayered systems that give rise to bandgaps which are regions where certain 
frequencies are forbidden. A set of equations are used to design the desired response 
of the multilayers such as Bragg mirrors, rugate filters and microcavities. The 
acoustic impedance of pSi depends on the porosity chosen and the acoustic 
impedance profiles can be tailored for pSi to control the frequency response of the 
mirrors. The next chapter will look at the fabrication of the pSi multilayers and 
control of the acoustic impedance profiles of the different types of acoustic mirrors 
investigated. 
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4. Electrochemical Etching of Porous Silicon 
Si wafers can be manufactured using the Czochralski (CZ) crystal growth method 
where a seed crystal is pulled from a molten mixture of pure Si and dopant impurity 
atoms. As the seed crystal grows an ingot of doped Si forms which is later sliced to 
form the Si wafers. Bulk Si can be stain etched with sodium hydroxide (NaOH) or 
potassium hydroxide (KOH); this is the main method to produce single layered pSi 
with fixed porosity. Single pSi layers can also be etched with nitric acid and 
hydrofluoric acid (HNO3 + HF),
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with iron chloride (FeCl3 + HF) or with 
ammonium fluoride (NH4F) to obtain single layers with fixed porosity. However, 
there is no dynamic control over the porosity since only single layers of a fixed 
porosity can be fabricated with these methods. To fabricate pSi multilayers, 
electrochemical etching of bulk cSi wafers is used as this allows control over the 
porosity profile with layer thickness. The pSi multilayered structures fabricated for 
use in this study have all been electrochemically etched from the most commonly 
used CZ grown Si wafers. These have been heavily doped with boron atoms (p++) 
and have a typical resistivity of 1­15 mΩ cm. When electrochemically etched using a 
1:1 volume of hydrofluoric acid (HF) to ethanol etch solution this produces 
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mesoporous pSi with pores 10­20 nm in diameter. The wafers used here are 4” in 
diameter before cleaving and the majority are 525 µm ± 25 µm thick although some 
wafers are thinner. 
The Si wafers can be doped with group III atoms such as boron which introduces 
holes into the Si and is generally referred to as p­type Si. Boron doped Si wafers have 
been used to fabricate the pSi multilayers. The boron doping level of the Si wafers 
vary from lightly doped (p­) to heavily doped wafers (p++) for doping densities of 
15 3 19 3 54 
~10 boron atoms per cm to ~10 per cm of Si. Note that for the heaviest doping 
levels this is approximately one boron atom per thousand Si atoms. The resistivities of 
the doped wafers are typically in the range of 2­5 Ω cm (microporous Si) for p­, 15­30 
mΩ cm for p+ and 1­15 mΩ cm (mesoporous Si) for p++ samples, where 
microporous Si has pore sizes < 2 nm, 1­5mΩ cm mesoporous Si has pore diameters 
2 – 20 nm and macroporous Si > 20 nm. 
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PSi material has different physical properties to that of the parent Si material and 
these are dependent upon the initial doping of the Si wafer and the conditions under 
which the pSi has been fabricated. The size of the pores in the porous material depend 
upon the dopant and initial doping level of the parent silicon wafer, HF concentration 
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and etching current density. Electrochemical etching requires the control of an 
etching current density to obtain different levels of porosity. By varying the current 
during fabrication alternating layers of high and low porosity can be achieved with 
typical porosities in the range 50 – 70 %. The result is a multilayered structure of pSi 
on a cSi substrate as shown in the scanning electron microscope (SEM) image of 
figure 4.1. The thickness of the different porosity layers can be controlled during 
fabrication with the etch time for each current density. This method of producing 
multilayered pSi can be used to create filter structures known as Bragg mirrors, 
Fabry­Perot filters, rugate filters and microcavities, as discussed in chapter 3, the 
properties of which are determined by parameters during the fabrication process. 
Typical individual layer thickness is a few microns for ~ 1 GHz samples although 
thinner layers ~ 100 nm in thickness have been fabricated for the higher frequencies 
of ~ 20 GHz measured in this particular study. 
pSi 
cSi 
Figure 4.1 PSi multilayer seen on the surface of a Si wafer. 
The pore morphologies that can be achieved etching p­type Si wafers are shown in 
figure 4.2 where the current density and doping level influence the pore growth. 
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Figure 4.2 SEM images of the interface between bulk and pSi for p­doped <100> 
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silicon electrodes anodized in ethanoic HF.
An advantage of electrochemical etching is the ability to easily control the pSi layer 
thickness with the etch time, the pore size and morphology with dopant type and 
doping level, and the porosity with the etch current density and HF concentration. 
Etching occurs at the pore tip where there exists an active etch front which progresses 
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into the Si substrate. Si is an anisotropic material with cubic symmetry and pore 
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evolution is always in a preferred crystallographic direction. The direction of pore 
growth through the Si material is dependent on the plane surface that is exposed to the 
etchant. The direction of etching for the samples used in this study is in the [100] 
crystallographic direction where the main preferential pore growth is along this 
direction and side­branching from the main pore occurs along the (100) plane (or 
[001] and [010] crystallographic directions) as shown in figure 4.3. 
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Figure 4.3	 Pore morphology in the (100) and (111) planes.
SEM images of pSi multilayers that have been electrochemically fabricated in the 
[100] direction are shown in figure 4.4 where the layers of different porosities can be 
distinguished and the higher porosity layers have wider pore diameters than the lower 
porosity layers. 
Figure 4.4	 SEM images of multilayered pSi without a clean cleave so that a (Left) 
3­D view of the layered system is visible and shows the (110) plane at 
an angle to the substrate for sample #6 and (Right) the wider pore 
diameter for a higher porosity layer on top of a lower porosity layer for 
sample #3. 
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The appearance of the pores etched in the (100) plane are column­like as shown by 
the SEM image in figure 4.5. The pores are closed at the substrate end and open at the 
surface of the wafer and all of the Si fragments remaining are interconnected via 
bridges of Si making a single structure. For higher porosity layers these bridges of Si 
are thinner. The pSi layers are essentially 1­D structures where the porosity profile 
through a section of the layers is modulated and can be viewed as a periodic structure; 
this then introduces phononic band­gaps whose properties are controlled by the 
porosity modulation. 
Figure 4.5 SEM images of pSi structures. Column­like appearance of pSi in [100] 
direction. (Left) PSi multilayer on cSi substrate. (Right) PSi at the cSi 
interface. 
Details on the reaction of the electrochemical etching of Si in HF based solution can 
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be found in the text by Lehmann. The dissolution of Si in HF solution is initiated by 
the movement of a hole, due to the applied electric field, from the bulk of the Si wafer 
which approaches the Si ­ electrolyte interface (Fig 4.6 (a)). The surface of the Si 
wafer is hydrogenated. The mass transport of holes h
+ 
in the Si wafer and fluorine 
­
ions F in the electrolyte are central to the dissolution process where the number of 
holes moving is dependent upon the current density. When the HF2
− in the electrolyte 
­
solution reaches the surface of the Si it dissociates into HF and F ions near to the 
surface (Fig 4.6 (b)) and excess hydrogen. When one of the Si – F bonds is 
established the second bond is broken when an electron migrates into the Si wafer. 
Excess hydrogen H2 escapes as bubbles through the electrolyte solution (Fig 4.6 (c)). 
The two ionic Si – F bonds that are formed polarise the Si back­bonds enough to 
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sufficiently weaken them for further attack by the HF solution (Fig 4.6 (d)). The 
remaining Si bonds are hydrogen terminated and once all four Si bonds have been 
broken the Si atom is removed from the pore tip leaving behind an irregularity to the 
wafer surface that develops into a pore (Fig 4.6 (e)). Pore formation predominantly 
occurs at the tip of the pore as the electric field density is concentrated in these 
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regions although side branching also occurs. The remaining Si network of 
nanocrystals are not strongly etched as these regions are depleted of holes. Different 
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pore morphologies occur depending on the doping properties of the wafers. The 
morphology relates to the shape of the pores such as mesoporous Si where the 
structure of the pores are all interconnected via side­branching and bridges of nano­
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crystalline Si regions. Gibson and Ashby describe the structure of cellular solids and 
foams where each pore or unit is made up of struts of Si and is valid for porosities less 
than 60%. 
Figure 4.6 Reaction of electrochemical etching of Si in HF based ethanoic 
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solution.
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The temperature of the electrolyte solution during the pSi fabrication process 
influences the etch rate and surface roughness.
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Previous studies have shown that 
the initial roughness observed at the Si wafer surface is carried through the pSi layer 
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as the etch front progresses through the substrate. Single­side polished (SSP) and 
double­side polished (DSP) wafers that have been mechanically and chemically 
polished have been chosen to minimise the surface roughness of the fabricated pSi 
and can have very smooth top layers with a roughness value at the atomic scale. For 
multilayered stacks of pSi layers with alternating high and low porosities there will be 
an interface between the layers. The roughness of this interface is dependent upon the 
initial surface roughness of the unetched Si wafer. If the pSi interfaces have features 
of a similar size or order to that of the acoustic wave incident on them then this could 
give rise to unwanted scattering effects during optical and acoustic measurements. It 
has been shown that low temperature etching reduces interface roughness due to the 
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higher viscosity of the electrolyte solution. PSi samples similar to the ones used here 
have been etched at lower temperatures in the dark to reduce the surface roughness of 
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the pSi layer. However, room temperature etching was used for samples in this 
investigation as it was found using atomic force microscope (AFM) measurements 
that the pSi surface roughness is < 5 nm which is much smaller than the wavelength 
of the acoustic waves (~ 1 µm) that were used to study the samples. The AFM 
measurements are discussed in chapter 5. 
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4.1 Etching Procedure 
One type of etch cell commonly used is the horizontal etch cell used to fabricate pSi 
onto large areas of wafer where this cell has electrodes on the walls either side of the 
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cell. A vertical etch cell has electrodes at the top and bottom of the cell with the Si 
wafer located at the bottom electrode. The pSi layers required for this study needed to 
be microns in thickness so the release of hydrogen bubbles to avoid the build up of 
pressure within layers was very important. Excess hydrogen can cause layers to 
detach from the substrate and break the sample. The vertical etch cell set­up was 
chosen for the ideal orientation for the release of hydrogen bubbles from the 
developing pSi layer and as the most convenient method for the pSi fabrication of 
samples used in this study. During anodisation, the Si wafer acts as the anode and a 
HF resistant platinum wire which acts as the cathode is immersed in the HF and 
ethanol (EtOH) based electrolyte. During electrochemical etching, the anode corrodes 
into the wafer substrate removing silicon material. The use of the horizontal electrode 
allows for the release of hydrogen bubbles. The current flows perpendicular to the 
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wafer surface creating a homogeneous porous layer. A platinum wire grid served as 
the cathode and was placed in the electrolyte solution and the Si wafer in contact with 
a copper plate at the bottom of the etch cell served as the anode (figure 4.7). The 
platinum wire grid was placed parallel to the surface of the Si wafer to obtain a 
uniform current density across the etching area and the open grid network (as opposed 
to using a plate) allowed for adequate release of hydrogen bubbles. The Si wafer is 
fixed between the Teflon cell and the copper plate via clamping at the top of the etch 
cell. 
One Si wafer is etched each time to produce one pSi single or multilayered sample. 
Each time a new sample is required the etch cell is dismantled and a new piece of 
cleaved Si wafer is placed at the base of the etch cell. A rubber O­ring is fixed 
between the Si wafer and the Teflon cell to prevent leakage and to allow a fixed 
surface area of the Si wafer in direct contact with the HF solution to be 
electrochemically etched. The diameter of the circular area in contact with the 
electrolyte is 25 mm, therefore the pSi samples are 25 mm in diameter with an etch 
2
area of 490 mm . The vertical etching cell was made from Teflon and used for anodic 
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etching of the bulk Si wafers using 48 wt% aqueous HF mixed with ethanol in 1:1 
ratio. HF mixed with ethanol is used as the etchant so that the pores are completely 
infiltrated and homogeneous pSi layers are obtained.
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Figure 4.7 Electrochemical etch cell set­up. 
The Si wafers are treated before etching to prepare the surface. Prior to etching the Si 
wafers have been baked in an oven at 300 °C for an hour to remove hydrogen from 
the top layer of the wafer which remains after wafer production and polishing. If 
wafers are not baked then a thin (tens of nms) undesired pSi layer of unknown 
porosity would exist at the surface of the designed pSi structure after etching due to 
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this diffused hydrogen­rich layer. This is evident in the observed Fabry­Perot optical 
spectrum obtained from pSi layers. The presence of a thin oxide layer on the surface 
of a pSi sample will be observed as a wider fringe modulation superimposed on the 
tighter optical fringes seen from the pSi layer itself. Due to oxidation of the wafer 
surface during baking, the wafer is then dipped in HF to remove any oxide before 
etching to avoid a poor electrical contact with the electrode. 
The etching current was controlled by a Keithley current source run through LabView 
8.2.1 where the current profiles were chosen depending on the type of pSi structure 
desired. The Si wafer has a pre­defined resistivity and the known surface area A of Si 
in contact with the electrolyte means that in order to control the porosities of the 
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samples, the voltage is varied to obtain the desired current densities J to break more or 
less Si – Si bonds for the desired porosities i.e. the resistivity of the Si wafer is fixed 
and the voltage is dynamic to control the current I. Equation (4.1) gives the current 
density values for current and etch area. Note that once etching begins the resistivity 
of the Si wafer will change due to the presence of the pSi regions. Typical current 
values were in the range of 500 ­ 800 mA where increasing the current lead to a larger 
number of Si –Si bonds broken and a higher resulting porosity and etch rate of the 
fabricated pSi region. This is due to thinner depletion regions where there is a higher 
density of holes so the pore walls develop giving rise to denser pore growth. Floating 
pSi layers can be obtained by detaching the porous layer from the substrate via a large 
end current above a critical value at ~ 900 mA which is in the electro­polishing 
regime. Porosities typically in the range of 55 – 75 % have been used in this study as 
this region gives the greatest mechanical stability of pSi multilayers due the mismatch 
between layers of high and low porosity. The higher etching rates at these current 
values also give reasonable etching times for sample fabrication. 
­2 2
J (mA cm ) = I (mA) / A (cm ) (4.1) 
In order to etch the desired porosities an etch calibration must be performed. This 
involved etching single pSi layers onto single­side polished (SSP) Si wafers with a 
resistivity of 1 ­ 5 mΩ cm (p++). Current values from 500 – 800 mA were run to 
produce twelve different calibration samples between 30 and 70 microns in thickness. 
The single pSi layers were cleaved to obtain a cross­section of the layer for 
characterisation by SEM which gave a layer thickness measurement. Knowing the 
time of the etch run combined with the thickness measurement enables the etch rate as 
a function of current to be obtained. The etch rate calibration curve is shown in figure 
4.8 (a). This is needed to etch layers of a specific thickness. The etch rate increases 
with the current value used and the time resolution for etching is 0.5 ns. Note that for 
the fabrication of pSi multilayers there was the inclusion of ‘etch stops’ or ‘etch 
breaks’ where the current is stopped to stop the etching of the Si wafer and to allow 
68 
for the HF to be refreshed. This is discussed in more detail later in this chapter since 
etch breaks are important to prevent porosity and thickness drift through the layers.
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Figure 4.8 Calibration curves for heavily boron doped SSP Si wafers etched in the 
[100] crystallographic direction for wafers with resistivity of 1 – 5 mΩ 
cm with best fit through data for (a) etch rate and (b) porosity as a 
function of the current. 
2
The R fit values for the above calibration curves are above 0.95. In the normal 
etching regime there should be 2 charge carriers exchanged per dissolved Si atom 
(valence). Using the calibration curves this can be checked and indeed this is found to 
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be the case. The error introduced to these calibration curves will depend on a few 
factors such as the HF concentration, the temperature at which the etch is performed 
and on the resistivity of the Si wafers used. For the pSi etched in this fabrication it 
was possible to obtain a porosity of the layer within ± 5 % of the desired porosity and 
the layer thickness well within ± 100 nm of the desired layer thickness. These error 
values are based on experience using the set­up described; however, if a tighter 
control on the porosity and layer thickness was required then more stringent 
fabrication conditions can be used. For example, the temperature of the etch could be 
controlled to avoid temperature fluctuations throughout the year between winter and 
summer and also higher specification Si wafers could be used to avoid deviations in 
the resistivity between the doped wafers. The HF concentration could also be kept 
more stable by using a fresh HF mix on every single sample instead of each batch of 
samples during one fabrication session. 
Also performed on each single pSi calibration layer was an optical characterisation by 
means of an interferometer measurement as described in section 5.2. This was used in 
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conjunction with an effective medium approximation (EMA), discussed in chapter 5, 
to calculate the porosity of the pSi layer etched. The current­porosity calibration curve 
is shown in figure 4.8 (b) where the porosity obtained increases with current value. 
For thicker samples and high porosity samples > 85 % the interlinked silicon nano­
bridges between pores can crack during the drying process due to the large capillary 
stresses as HF solution evaporates from the pores. In order to prevent the structural 
change of the fabricated network of silicon, pentane drying can be used as it has a 
lower surface tension and this helps to avoid cracking. 
Depending on the conditions under which samples are stored after etching, aging of 
samples caused by oxidation within the pores and on the nanocrystal surface have 
been observed in some studies where the presence of SiO2 modifies the surface 
chemistry of the pSi and leads to changes in the optical response of the samples, for 
example with the refractive index becoming modified or the intensity of luminescence 
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changing. Aging effects seen in pSi samples can be reduced by dipping the pSi into 
HF to refresh the samples by reducing the oxidised layers. In terms of optical 
applications, the effective refractive index controls the optical response of the samples 
but for acoustic applications it is the acoustic impedance that controls the acoustic 
response. The effective refractive index ratio (at 1 µm wavelength) of Si (3.5) to SiO2 
(1.5) is 2.3. However, for acoustic applications the acoustic impedance is important 
and the acoustic impedance of oxidised Si (SiO2) compared to Si does not change 
much despite being slightly modified where the ratio of the acoustic impedance of Si 
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(19.64 MRayl) to fused quartz SiO2 (13.13 MRayl) is 1.5. Aging effects of pSi 
layers have not been observed during acoustic transmission measurement with the 
samples in this investigation. 
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4.2 Fabrication of Porous Silicon Multilayers

Many types of all­Si multilayers for optical applications have previously been studied 
by many groups where pSi Bragg mirrors and rugate filter
73, 74 
multilayers have been 
used in dichroic filters and interference filters, chemical sensors
75, 76, 77 
and optical 
switches among others. As mentioned in chapter 1, some methods of production of 
multilayered structures involve fabrication by gradually building up the layers using 
two separate materials in alternating layers. For example, making Bragg mirrors using 
Si/Ge layers or GaAs/AlAs alternating layers.
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For the deposition production 
method the Bragg mirror fabrication technique is simpler compared to the fabrication 
of rugate filters. For a Bragg mirror the two materials can easily be deposited 
separately but for a rugate filter a mix of the two materials is needed where the ratio 
of one material to another changes with the deposition time. A Bragg mirror consists 
of alternating layers of material as previously described in chapter 1 and if a cross­
section through the mirror is taken there is a stepped material profile such as that 
shown in chapter 1, figure 1.1 (right). The two materials are chosen so that their 
acoustic impedances are mismatched and this gives a stepped acoustic impedance 
profile through the layers (like a square­wave profile). The acoustic impedance profile 
is very important when designing multilayers for acoustic applications because the 
acoustic impedance profile determines the acoustic response of the multilayer. A 
rugate filter is a multilayered structure similar to a Bragg mirror but instead of a 
square­wave acoustic impedance profile it has a sinusoidal acoustic impedance 
profile. The effect of this is to modify the transmission stopbands seen in the 
frequency domain in comparison to that seen for a Bragg mirror. Fabricating a rugate 
filter using deposition techniques will require a feedback system to continually 
monitor and modify the proportions of each material deposited so as to construct a 
multilayer with a sinusoidal acoustic impedance profile. Optical rugate filters based 
on pSi have been fabricated using electrochemical etching by sinusoidally varying the 
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etch current during fabrication.
The main advantage of pSi material is that there is no fixed acoustic impedance. The 
acoustic impedance mismatch between layers is governed by the porosity step 
variation. The acoustic impedance mismatch affects the number of layers required for 
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pSi material because the reflectance (or transmittance) of the multilayer is dependent 
on the acoustic impedance of the individual layers. For example, for a CVD 
multilayer using a Mo layer with impedance 63.1 MRayls and a SiO2 layer with 
impedance 13.1 MRayls, the reflectance value is 0.43. For a pSi multilayer with a 
layer of porosity 30% with impedance 11 MRayls and a layer of porosity 75% with 
impedance 2 MRayls, the reflectance value is 0.48. The pSi based multilayers can be 
tailored to have a desired reflectance value which is perhaps more flexible given the 
range of porosities and impedances available than the multilayers made by CVD using 
two fixed materials. 
Optical rugate filters based on pSi have already been modelled by Southwell and 
fabricated
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but acoustic rugate filters based on pSi have not previously been 
studied and fabricated. A theoretical investigation into rugate filters based on pSi for 
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acoustic applications was done by Reinhardt and Snow. The first acoustic rugate 
filters using a sinusoidal acoustic impedance profile have been made in this study. 
The electrochemical etching method allows for easy modifications to the material 
density profile, and hence acoustic impedance profile of the multilayers. 
4.2.1 Bragg Mirrors 
The multilayered structures fabricated for this acoustic study are Bragg mirrors, 
rugate filters and microcavities. For the fabrication of pSi Bragg mirrors and 
microcavities a square­wave current density profile was used where the etch current 
was alternated between a minimum JA and maximum JB current density value to 
create AB pairs of layers. The AB pairs of layers will have a porosity p1 and thickness 
d1 in layer A and a porosity p2 and thickness d2 in layer B. A cross­section through an 
all­Si Bragg mirror is shown in figure 4.9 where the step in material density is 
achieved using layers of different porosity of Si to obtain a different material density 
of Si in each layer. The higher current density leads to the fabrication of a higher 
porosity layer than that obtained when the lower current density is used so that the pSi 
etched under the maximum current regimes correspond to the high porosity layers and 
vice versa. The stepped square­wave current profiles give rise to a stepped porosity 
profile with a porosity change across each AB layer interface. The thickness of the 
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interface across which the porosity will change is negligible in comparison to the 
layer thickness. See section 6.4 for discussions of the interface quality. It is noted that 
the transition of porosity seen in the SEM image of figure 4.9 is sharper on one side of 
the dark layer of high porosity. The etch direction as seen here is from the bottom left 
corner into the substrate at the top right corner and layers were etched starting with 
low porosity (light layer) then high porosity (dark layer) layers so that the Bragg 
mirror terminates on a high porosity layer at the substrate. Going from a high porosity 
layer to a lower porosity layer seems to give a higher quality interface than vice versa. 
The interface between the layers of high and low porosity is the transition region 
where the step in porosity level occurs. The pore diameter will increase for higher 
porosities and the side­branching longways will increase. 
The acoustic impedance is a function of the porosity of the layer so a square­wave 
current density used to create a square­wave porosity profile leads to a square­wave 
acoustic impedance profile. The etching time run at each current density determines 
the thickness of each porosity layer and the current density profile as a function of 
etching time as shown in figure 4.9 determines the overall multilayer appearance. This 
creates pairs of AB layers for a set number of repeats N. 
Figure 4.9	 Current density profile used to fabricate Bragg mirrors alongside an 
SEM contrast image of the alternating layers of high (dark) and low 
(light) porosity. The SEM scale shown is for 2 �m for sample #50. 
Lower porosity layers have higher electron density and so show up as 
lighter regions. 
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4.2.2 Rugate Filters 
In contrast to the square­wave porosity profiles of the Bragg mirrors, the pSi rugate 
filters have sinusoidally varying porosity profiles. The rugate filters have been 
fabricated using stepped current­time profiles that is close to that of a smoothly 
varying function as described by figure 4.10 (a). This shows one cycle corresponding 
to one AB layer in the stack for N=1. Each half­sinusoidal cycle corresponds to layer 
A or B and was split into 8 more individual sub­layers where the physical thickness of 
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the overall layer A or B was controlled by the etch time in the eight sub­layers.
Modelling showed this to be a sufficient number of steps in current density to 
fabricate a sinusoidal variation in impedance such that a rugate mirror response 
equivalent to a sine profile was achieved. For an optical rugate filter the sinusoidal 
modulation is performed on the refractive index profile of the layers as 
n=nav+Δnsin(4πOT/λ) where nav is the average refactive index of the mirror, Δn is the 
difference between the high and low refractive index layers and OT is the optical 
thickness at a wavelength λ.84 A similar approach is used for the sinusoidal 
modulation for acoustic rugate filters where the modulation is performed on the 
acoustic impedance profile of the layers. This was shown previously in figure 3.9 and 
will be described in detail in chapter 6. Increasing the number of sub­layers makes the 
mirror more ‘rugate­like’ but 8 sub­layers is a good approximation. 
Figure 4.10 (a) Current­time etch profile of one cycle used for sample #52 and (b) 
SEM image of pSi rugate filter sample #52. 
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The gaps in the cycle are where etch breaks of 3 s were added every π/2 in the 
sinusoidal modulation for this particular rugate sample shown by the SEM in figure 
4.10 (b). Note that one sinusoidal cycle used in the rugate ‘version’ of a Bragg mirror 
corresponds one AB layer of the Bragg mirror. Looking at the sinusoidal cycle in 
figure 4.10 (a) the first half from 0 up to π corresponds to the A layer and the second 
half of one cycle from π to 2π corresponds to the B layer. 
The following SEM image of figure 4.11 shows an enlarged section of sample #52 for 
five full etch cycles of ‘AB’ layers at the substrate side of the rugate filter and it can 
be seen that each cycle appears to be split into a further four layers where the etch 
breaks have been used. The overall appearance of the rugate filter is similar to that 
seen for the Bragg mirrors however the porosity change through one cycle is gradual. 
Figure 4.11 Enlarged section of layers next to the substrate for rugate sample #52. 
4.2.3 Fabry­Pérot Filters (Microcavities) 
Fabry­Perot filters or microcavities are multilayered mirrors that allow a transmission 
peak within a stopband. They are based on a Bragg mirror located either side of a 
defect layer. For optical microcavities the thickness of this defect layer is ~λ/2 thick 
and gives rise to the transmission peak inside the stopband. For acoustic microcavities 
the defect layer is ~2τ where it takes the waves twice as long to traverse the defect 
layer as it does each single layer in the Bragg mirror. An example of a microcavity is 
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shown in figure 4.12 where the Bragg mirror layers of alternating high and low

porosities can be seen either side of the defect layer in between the two Bragg mirrors.

Figure 4.12	 SEM image of (left) pSi microcavity on bulk Si substrate and (right) 
defect layer in pSi microcavity for sample # 41. 
4.3 Effect of the Inclusion of Etch Breaks 
In contrast to pSi layers used for optical applications in the 400 – 1600 nm range 
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where the pSi layers are typically of the order of nanometers in thickness, the pSi 
layers fabricated for the acoustic investigations in the 1 GHz region performed in this 
study are typically of the order of microns thick. For thicker pSi layers care needs to 
be taken during fabrication as the likelihood of the pSi layer detaching due to the 
build up of hydrogen within the pores increases with layer thickness. To prevent this 
build up of hydrogen within the pSi layer, etching breaks can be used where no 
current is applied and electrochemical etching of the Si wafer stops, allowing the 
excess hydrogen to escape the pores at the surface. The inclusion of etching breaks is 
also important in maintaining the desired HF concentration at the etch front to avoid 
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HF depletion at the pore tips. With HF depletion there is a slower etch rate leading 
to a thinner layer with higher porosity as shown by the Bragg mirror in figure 4.13 
where thinner layers towards the substrate side of the mirror are visible. The etch rate 
will change as the HF concentration drops so that the thickness of the pSi layer is 
smaller than desired and the drop in HF concentration therefore also results in 
porosity drift to higher porosities. For the Bragg mirror shown in figure 4.13, the high 
porosity layers (dark) at the top of the mirror are 1.41 µm and chirped at the bottom of 
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the mirror with 0.95 µm. This is a 33 % change across the entire Bragg mirror. The 
low porosity layers (light) at the top of the mirror are 1.54 µm and at the bottom of the 
mirror are 1.42 µm giving an 8 % change in thickness across the Bragg mirror. The 
inclusion of etch breaks are important when fabricating multilayers based on pSi. 
Figure 4.13	 Bragg mirror sample #1 etched without etch breaks showing HF 
depletion throughout the layers. Layers become thinner towards the 
substrate (right hand side) and darker (due to lower electron density) as 
the porosity increases and the mirror becomes chirped. 
Maintaining the desired porosity and etch rate is important to thicker specimens as the 
deeper the layer the stronger the effect of the HF concentration change because the 
HF is consumed in the pores and takes longer to refresh. Studies of the change in etch 
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rate and microstructure with depth have been done by Thonissen et al. on pSi layers 
formed on p+ substrates in the [100] direction. It was found that the change in HF 
concentration for p+ and p++ Si is the dominant effect on gradient change and that 
gradients are not caused by chemical etching at locations away from the etch front. 
Thonissen et al. give a solution to porosity gradient changes (and morphology) by 
modifying the current density and etch time with depth accordingly to obtain 
homogeneous layers. Since there are so many varying parameters with etch conditions 
and resulting morphology and porosity, etching breaks were used in this study to 
prevent the depletion of HF and therefore keep the porosity as constant as possible 
with depth. 
The length of the etch breaks is important to the post etching of the walls and etch 
breaks of 3 s were found to be sufficient to minimise chirp on the layers. The effect of 
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the inclusion of etch breaks is studied later on in section 7.5 since the location of the 
etch break in the etch run can affect the overall balance of the mirrors and therefore 
the frequency response. Since the porosity of the layers in pSi multilayers depend 
upon the etching conditions and HF concentration, when etch breaks are included 
there is a slight change in the porosity at the etch break locations which have been 
shown to affect the stopbands measured in chapter 7. 
Figure 4.14	 (a) SEM image of a pSi rugate filter sample #23 etched with 32 sub­
layers and (c) pSi Bragg mirror sample #42 (b) SEM contrast profile of 
the pSi rugate filter of (a) showing filter period thickness of 2.14 µm 
and (d) Bragg mirror of (c) sample #42. 
The multilayered Bragg mirrors and rugate filters have been characterised by SEM 
imaging as shown in figure 4.14 (a) and (c) to determine layer thicknesses. It can be 
seen that the contrast of the SEM images change from light to dark for different 
porosity layers. This is due to the electron density of the varying porosity material 
within the multilayers and this can be used to extract a contrast profile analogous to 
the porosity profile as shown in figures 4.14 (b) and (d). Note that the rugate sample 
in (a) was fabricated without etch breaks and there is a gradient on the profile in (b). 
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The Bragg mirror in (c) was etched using two 3 s etch stops within each layer A and 
B, in addition to a 3 s etch stop each time the current density stepped the porosity up 
or down. The profile shown in (d) is not chirped. The effect of the etch stops in the 
etch cycle of the Bragg mirror are evident from the small peaks seen in the SEM 
contrast profile of 4.14 (d). The darker regions of the SEM image relate to lower 
numbers on the contrast scale and vice versa. The dark regions correspond to layers 
with high porosity and appear to be more influenced by the inclusion of etch breaks 
compared to the layers with low porosity because larger peaks can be seen in the 
contrast profile for the dark layers This is consistent with the 33 % chirp for high 
porosity layers for the Bragg mirror shown in figure 4.13 compared with only an 8 % 
chirp for the lower porosity layers. The larger etch break peaks for the high porosity 
layers in figure 4.14 (d) may be due to a heavier weighting of chirp on higher 
porosities when etch breaks are omitted so when etch breaks are included the porosity 
change is more noticeable. Note that the contrast cross­section of the pSi multilayer 
was taken from left to right of the SEM image and since the pSi mirrors are etched 
top­down the right hand side of the ‘etch peaks’ displayed in the high porosity layers 
in the contrast profile are the 3 s etch breaks. When the etch breaks end the porosity is 
lower (higher points of the contrast scale) indicating that they are needed to prevent 
porosity chirp. When the etch is resumed the porosity again drifts. Despite being 
aware of the porosity drift without etch breaks the rate of the porosity drift is not 
known and will vary depending on how porous each layer is. However, it is important 
to be aware of this effect as it does influence the acoustic response of mirrors with 
thicker layers. There is an overall gradient to the contrast profile of 4.14 (b) but it is 
difficult to say whether this gradient could be due to a porosity gradient across the 
multilayer from chirping since etch breaks were not included. This is because the 
surface of this particular wafer shown in 4.14 (a) had some charging with respect to 
the conductive substrate which would introduce an artificial gradient to the top layers 
of the contrast profile. 
The following SEM image of figure 4.15 (a) of a Bragg mirror shows the evidence of 
etch breaks included during the fabrication process and can be seen in each of the 
layers within the multilayers where the etch breaks are more prominent in the dark 
layers. Figure 4.15 (b) shows the top four AB layers where there is less evidence of a 
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porosity chirp than the bottom layers; this is highlighted in the figure 4.15 (c) where 
the etch peaks appear larger for the AB layers next to the substrate. 
(a)	 (b) 
(c)

Figure 4.15	 (a) Bottom and (b) top 4 pairs of AB layers of sample #42 and (c) 
contrast profile taken through the Bragg mirror sample #42 also shown 
in figure 4.14(c). 
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This chapter has discussed the fabrication of pSi multilayers in detail. The 
electrochemical etching technique has been used to fabricate pSi Bragg mirrors, 
rugate filters and microcavities in the [100] Si wafer direction. Etching calibration 
curves for etch rate and porosity are given for the p++ doped Si wafers used in this 
investigation. A study on the effect of the inclusion of etching breaks has been 
discussed, particularly the effect that etch breaks have on minimising chirp in a pSi 
Bragg mirror designed for acoustic applications which have layers that are typically 
one micron thick. The next chapter will discuss the techniques used to characterise 
the pSi samples that have been fabricated. 
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5 Characterisation of Porous Silicon Layers 
This chapter mainly focuses on the characterisation of single pSi layers and this is 
later extended to characterise multilayered pSi. The single layer pSi samples that have 
been fabricated are characterised by optical and acoustic measurements to deduce the 
porosity and thickness of the pSi layer fabricated. SEM imaging has been used for 
accurate layer thickness measurements and the AFM was used to give surface 
roughness measurements of the pSi. The multilayers were also characterised using 
optical and acoustic measurements with SEM imaging giving layer thicknesses. PSi is 
a dielectric material and using the refractive index obtained from optical 
measurements it is possible to determine the porosity from EMA theories. Acoustic 
measurements are then used to find the acoustic velocity through single porous layers 
so that the acoustic impedance dependence on porosity can be known. This 
information then enables multilayered pSi to be fabricated with desired acoustic 
responses such as fabrication of a pSi multilayer with a stopband located at 1 GHz. 
5.1 Layer Thickness and Porosity 
The porosity of single layers of pSi can be determined by the gravimetric method or 
via optical interference measurements. For both methods the thickness of the porous 
layer must be known. The gravimetric method is simple and not very precise because 
it relies on knowing the mass of the Si wafer before, m1 and after, m2 etching and also 
the volume Vtotal of the etched region. Due to the small mass of thinner pSi layers this 
method is not very accurate and works best for very thick layers etched over a large 
surface area although it does give a rough estimate of the porosity for thinner layers. 
An accurate method used to measure the thickness of the pSi layers is using SEM 
imaging but this is a destructive technique as the sample needs to be cleaved in order 
to measure the thickness of the layer viewing the cross­section through the sample. 
An optical microscope can be used to see the layer thickness against a length scale 
however SEM imaging is the method chosen during this study to obtain an accurate 
measurement of layer thickness. The porosity of the porous layer p is defined as the 
volume fraction of air Vair to Si within the layer volume and is given by equation (5.1) 
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below and can also be expressed as (5.2) where Vc­Si is the volume of Si within the 
layer. The air­filled pores are surrounded by the remaining Si matrix and the pores 
can be infiltrated with another medium such as ethanol. 
V 
p = air	 (5.1) 
Vtotal 
(1− p) = 
Vc−Si 
Vtotal	 (5.2) 
4(m1 − m2 ) pgrav = 2	 (5.3) ρ πD	 d0 
The gravimetric porosity pgrav is shown in equation (5.3) where ρ0 is the density of 
­3 
bulk Si and has a value of 2.329 g cm , D is the diameter of the etched area and d is 
the thickness of the etched layer that is measured by SEM. Whereas this method is 
fine for single layers it is impossible to separate the porosities of each layer within a 
multilayered stack and so optical interference measurements have been chosen to 
characterise single and multilayered pSi. 
5.2	 Effective  Refractive  Index of Single  Porous 
Silicon Layers 
The pores of the pSi filled with air surrounded by a matrix of Si are described as an 
effective medium. The refractive indices of air and Si are known for each separate 
material but the effective refractive index of the new effective medium must be found 
to describe the porous nature of the material. The shape and size of the voids in the Si 
matrix determine its optical properties, the filling medium inside the pores also affects 
the effective refractive index. The pSi samples fabricated have pores with ~ 20 nm 
diameter and make up the photonic or phononic crystal which is the periodic 
structure. For pSi layers used in this investigation the pores appear to be column­like 
69 
along the [100] crystallographic direction and this is seen in SEM imaging. When 
viewed from above this periodic structure looks different from when viewed from the 
side and hence is anisotropic. The most accurate method of obtaining the effective 
refractive index of the [100] pSi single layers is from optical measurements using a 
Fabry­Perot set­up as shown in figure 5.1. 
Figure 5.1	 Optical Fabry­Perot set­up for measuring the effective refractive index 
of the porous layer. 
The optical properties of the fabricated porous layers are determined by free­space 
optical interferometry (figure 5.1). White light from a tungsten filament lamp is 
collimated using a lens with focal length of 20 cm and passed through a 50% 
reflective mirror before the light is incident upon the porous layer on the bulk Si 
wafer. Interference takes place within the porous silicon layer and reflected light is 
focused using another 20cm lens onto the nitrogen­cooled CCD detector within the 
spectrometer. The wavelengths reflected from the sample that are measured range 
between 900­1600nm. 
The reflected interference pattern observed (figure 5.2) gives the reflectance at each 
wavelength and shows a series of peaks and troughs that can be studied with the 
spacing between the Fabry­Perot fringes used to determine the product nd where n is 
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the effective refractive index of the porous layer and d is the physical layer thickness 
or the physical distance between the two reflecting interfaces. Since d is known, then 
the effective refractive index can be deduced. 
Figure 5.2	 Fabry­Perot interference pattern seen from a single layered pSi sample 
with a porosity of 70%. 
The porous layer of the sample acts as a Fabry­Perot etalon with light reflected from 
the air/pSi and pSi/cSi interfaces (figure 5.3). The reflectivity response of the porous 
layer depends upon the difference in the refractive index at the layer interfaces. 
Independently measuring the layer thickness d by SEM enables the refractive index of 
the porous layer to be determined. The porous layer on the bulk cSi substrate acts as 
an etalon since light incident through air on the surface of the porous layer is reflected 
at this boundary and also at the second boundary with the bulk cSi substrate. The 
refractive index of air and Si is known, as is the thickness of the porous layer through 
SEM measurements so the only unknown parameter is the effective refractive index 
of the porous layer itself. 
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Figure 5.3	 Single pSi layer on bulk cSi substrate acting as a Fabry­Perot 
interferometer. 
A Fabry­Perot etalon creates an interference pattern by the division of the amplitude 
of an incident beam by multiple reflections between two highly reflective mirrors, 
these being the boundary of the porous layer with air and the substrate. In order to 
study the interference effects the optical path difference between reflected waves must 
be known. The reflection coefficient of a Fabry­Perot etalon is given by equation (5.4) 
where r1 is the reflection coefficient of the optical waves at the air/pSi interface, r2 is 
the reflection coefficient at the pSi/cSi substrate interface and δ is the phase difference 
between the reflected waves. The reflectance of the etalon is given by the square of 
the reflection coefficient modulus of equation (5.5). For a single pSi layer with around 
70 % porosity the reflectance R ~ 30 %. 
r + r e −2iδ 
r = 1 2 
1+ r r e −2iδ 1 2	 (5.4) 
r 2 + r 2 + 2r r cos 2δ 
R = 1 2 1 2 
1+ r 2 r 2 + 2r r cos 2δ1 2 1 2	 (5.5) 
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The optical path difference dopt for light at the angle of incidence θ upon the layer of 
thickness d (note that θ=0° for our case) is given by (5.6) and the phase difference δ is 
given by (5.7) where n is the optical effective refractive index of the porous layer, d is 
the thickness of the layer and λ is the optical wavelength of the incident light. The 
path delay in figure 5.3 is given by Δl=2nAB­n0AD which is equal to 2ndcosθ. 
dopt=2ndcosθ (5.6) 
δ=(4πndcosθ/λ) (5.7) 
For maxima, δ=2mπ 
For minima, δ=(2m­1)π 
If the incident wave is normal to the Fabry­Perot etalon then equating these 
expressions for the phase difference gives the positions of the maxima and minima in 
the interference spectrum. There is constructive interference λc at the maxima and 
destructive interference λd at the minima. 
maxima at λc λc=4nd/(2m­1) (5.8) 
minima at λd λd=2nd/m for integer m=0, 1, 2, ... (5.9) 
Therefore the optical path difference nd can be obtained from the position of two 
closest extrema using (5.10) or equivalently from two consecutive maxima or minima 
using (5.11), the optical path length for samples in this investigation are found with 
(5.11). 
1 λ λ 
nd = c d 
4 λ − λd c (5.10) 
1 λ c λ c+1nd = 
2 λ c − λ c+1 (5.11) 
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Once the reflected interference pattern has been studied and nd has been found for the 
porous layer, the SEM measurement of the layer thickness d enables the effective 
refractive index of the porous layer to be determined. An effective medium 
approximation (EMA) can then be used to find the porosity of the porous layer and 
compared to the porosity found using the gravimetric measurement approach if 
necessary. Experimental measurements are compared against simulated results to help 
deduce the porosity of the porous layer based on the effective refractive index found 
and is described later in section 5.3. 
Dispersion describes a material property which causes different wavelengths to travel 
at different velocities through the material. Si shows normal dispersion in the infra­
red region of the spectra (red light travels faster than blue through the material). The 
optical measurements that have been taken for the pSi multilayers on the Si substrate 
are in the infra­red region and are obviously inclusive of dispersion. Therefore the 
programs used to model the pSi multilayers must also include dispersion properties. 
The Herzberger­Salzberg (H­S) dispersion equation (5.12) has been used to model 
this effect. 
n = a + bL + cL2 + dλ2 + eλ4 (5.12) 
L = 1(λ − λ2 ) (5.13) 2 0 
The H­S dispersion equation is for glass and other optical materials extended into the 
far infra­red
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where λ is the wavelength and a, b, c, d and e are the H­S coefficients 
which are constant for each material. These constants for Si are a=3.41696, 
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b=0.138497, c=0.013924, d=­0.0000209 and e=0.000000148. The mean value of the 
position of the absorption band in the ultraviolet (UV) is given by λ0 and is different 
for different glasses. It has been found that a value of λ0
2
=0.028µm2 gives a good 
agreement of the dispersion relation over the range of 430nm < λ < 1700 nm. The 
dispersion relation is only applicable to wavelengths above ~400 nm due to the high 
level of absorption of optical materials in the UV region. For any glass the dispersion 
curve can be calculated using the dispersion relation for the real refractive index of 
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the material using the five H­S coefficients a, b, c, d and e. The refractive index of the 
cSi substrate is n=3.5 at a wavelength of 1 µm. 
In a model without dispersion the refractive index would be expected to be constant, 
however in the infra­red region the refractive index is relatively constant as the 
incident wavelength is far from the absorption peaks of the material. The dispersion, 
or change in refractive index with energy becomes more significant towards higher 
energies approaching the visible region of the spectrum where the material has loss 
due to resonances within the material. This can be seen from the curve k(E) for the 
imaginary part of refractive index in figure 5.4 below. The graph shows the complex 
refractive index where n(E) is the real part of the index and k(E) is the imaginary part 
of the index as a function of photon energy. 
Figure 5.4 Real n(E) and imaginary k(E) parts of the refractive index of Si 
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showing the dispersion curves for this material.
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5.3 Effective Medium Approximations 
Effective medium approximation (EMA) theories give an effective refractive index 
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for a porous medium that has features smaller than the wavelength of light. It is 
useful to obtain the porosity of the pSi layers to know the density of the layer and 
hence the acoustic impedance Z for designing acoustic filters based on pSi. The 
EMAs use the dielectric constant of the two or more materials to determine the 
effective dielectric constant and from this the effective refractive index and porosity. 
The dielectric constants of the two separate materials must be known to find the 
effective dielectric constant of the materials together. The dielectric constants ε are 
real since ε = n 2 − k 2 where n is the refractive index of the material and where kex is ex 
the extinction coefficient, defined as the fraction of light lost due to scattering and 
absorbtion (the conversion of light to heat within a semi­transparent substance) per 
unit distance through the participating material. The refractive index is complex so 
that n ~ = n − ikex and the dielectric constant is simply the square of this complex 
refractive index. For wavelengths in the infra­red region of the spectrum the 
extinction coefficient is negligible compared to n for λ < 800 nm, kex ≈ 0 and n
2 
>> 
k 2 so that ε can be approximated to ε ≈ n2 for pure Si. Doping of a dielectric material ex 
with impurities will modify its relative dielectric constant so as to control the 
refractive index of the material. The Hertzberger­Salzberg coefficients for pure Si for 
n and kex have been used to compute the effective dielectric constant of pSi using the 
relation shown below where the extinction coefficient for pSi kex
pSi 
has a linear 
relationship with porosity. 
pSi Sikex ≈ (1− p)kex (5.14) 
The linear relationship of the pSi extinction coefficient with porosity has been 
assumed because the extinction coefficient is proportional to the absorption 
coefficient α due to loss mechanisms such as scattering, which is given at a known 
wavelength λ through a given length x of material i.e. I = I 0 e 
−αx where I is intensity. 
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αλ 
k = (5.15) ex 
4π 
The Bruggeman, Looyenga and Maxwell­Garnett EMAs describe a composite 
mixture in terms of a spatially homogeneous dielectric response. Inclusion clustering 
is neglected as it is assumed that the inclusions are far from each other so can be 
treated as individual inclusions in the host material. The approaches of using EMAs is 
to consider the averaging effects of the inclusion in the host material, this is our 
approach used, or to consider the polarizability effects by ordered lattice calculations. 
The Bruggeman theory has been chosen over others because this has given the best fit 
to collected historical data for the dielectric constant of solid mixtures of metal 
spheres in an insulating host medium. The assumptions are that the inclusions are 
spherical in nature, that they are mono­dispersed and have equal particle size. Real 
materials will have inclusions of unequal size. Models taking the range of particle 
sizes and clustering into account can be used and give better fits up to ~ 40% porosity 
compared to the symmetric Bruggeman and Maxwell­Garnett approximations but are 
more complicated and have other limitations such as a maximum filling porosity ~ 
60% for randomly placed particles. The asymmetric Bruggeman approximation is best 
for porosities up to ~ 60% which is close to the practical limit for the filling of a host 
medium. 
The Bruggeman model is the only model to deal with more than one filling for the 
pores, where the volume fraction of material i inside the porous medium is defined by 
fi and the dielectric function of the embedded material is εi and the effective dielectric 
function εeff is described by equation (5.16). 
ε − ε
∑ f i i eff = 0 ε + 2εi i eff (5.16) 
This EMA is the most widely used in the literature to describe porous silicon and is a 
well­tested model. For air filling within the pores of the porous silicon­matrix the 
porosity p and the dielectric constant of air εair describe the effective medium via 
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equation (5.17). Note that for ethanol filling of the pores the dielectric constant of air 
εair should be replaced by the dielectric constant of ethanol εeth and that it should be 
assumed that each of the pores are completely filled. 
ε − ε ε −εair eff Si eff 
p + (1− p) = 0 (5.17) 
ε + 2ε ε + 2εair eff Si eff 
For ε ≈ n 2 for Si the Bruggeman model can be used to find the effective refractive eff eff 
index neff of the porous material as a function of porosity i.e. n(p) with nair ≈ 1. 
1− n 2 n 2 − n 2 eff Si eff 
p + (1− p) = 0 (5.18) 
1+ 2n 2 n 2 + 2n 2 eff Si eff 
There is a modified Bruggeman model that considers a set of rotational ellipsoids 
aligned in the same direction and parallel to the optical axis of an effectively 
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anisotropic medium. This takes the birefringence of pSi into account using a 
depolarisation factor L which corresponds to the void shape, equation (5.19). For the 
ordinary refractive index n0 (for TE polarisation, perpendicular to the axis of the 
cylindrical pores) where L=0.5, and for the extraordinary refractive index ne (for TM 
polarisation, parallel to the axis of the cylindrical pores) where L=0. 
1− n 2 n 2 − n 2 eff host eff 
p 
2 2 
+ (1− p) 
2 2 2 
= 0 (5.19) 
neff + L(1− neff ) neff + L(nhost − neff ) 
For the Looyenga model the effective dielectric function εeff described by equation 
(5.20) depends upon the dielectric function of the embedded material or inclusions εi 
and the dielectric function of the matrix or host material εh and where p is porosity. 
3 
ε eff = 
⎡
⎢
⎛⎜ε i 
1
3 − ε h 
1
3 ⎞
⎠
⎟p + ε h 
1
3 ⎤
⎥⎦ 
(5.20) 
⎣⎝ 
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For the Maxwell­Garnett model the embedded material is spherical in shape and has 
diameters < 10­5 cm with two randomly distributed materials. The Maxwell­Garnett 
analogy of light in metal films91 uses the effective dielectric function εeff which is 
shown to be dependent upon the dielectric constants of the embedded material εp and 
also dependent on the dielectric constant εm of the substrate within which they are 
embedded (matrix material). This model is therefore based on two materials only. The 
quantity of embedded material affects the effective dielectric function and there is 
dependence of the effective dielectric function on the size and distance apart of the 
embedded spheres with the volume fraction of embedded material defined by the 
parameter f (or porosity). 
ε − ε ε − εeff m p m = f 
ε + 2ε ε + 2εeff m p m (5.21) 
The Boundary Condition model is different to the others described since it is 
modelled by ordered lattice calculations instead of averaging effects like the other 
models. It is based on a geometric treatment of the continuity of electric fields 
between the solid skeleton and the filling medium and it reveals the anisotropic 
behaviour of pSi as shown in figure 5.5. The porosity dependence on effective 
refractive index for the boundary condition model is different for pSi treated in each 
direction for (5.22) and (5.23) where no and ne are the ordinary and extraordinary 
refractive indices in each pore direction and nhost is the refractive index of the host 
material. This model considers a simple structure consisting of square pores in an 
ordered square lattice for two directions which have the electric field parallel (ne) and 
perpendicular (no) to the pore walls. The no direction is the same as the TE­
polarisation and the ne is the same as the TM­polarisation. Both the material for the 
host and the filling medium are considered to be isotropic. 
2 
2 host n = (1− Kβ )nhost + Kβ 2 
n 
(5.22) o βnhost + (1− β ) 
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2 2 2 n = β + (1− β )nhost (5.23) e 
where β = p of the porosity p and K are geometrical parameters. For the ‘simple’

model, K=1 and for the complete model K is described by equation (5.24). 
2⎜⎛1− β 
1
8 ⎞⎟
8 + 
2 2 
(5.24) K = β 
1 ⎝ ⎠ 
nhost (nhost +1) 
A comparison between the EMA models described in this section are shown in figure 
5.5 for pSi, where the effective refractive index of Si as a function of the air filling 
fraction, or porosity is shown. For each of the EMAs shown the refractive index 
decreases for higher porosities because the material becomes less dense and merges 
towards a refractive index of 1 for 100% porosity for air filling. For 0% porosity the 
refractive index of cSi is 3.5. There is some discrepancy between the EMA models 
due to the slightly different approach used for each one. The most widely used and 
accepted EMA for use with pSi is the Bruggeman EMA and this is the one chosen for 
use in this investigation. 
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Figure 5.5	 Different EMAs for calculating porosity using effective refractive 
index n of layer. 
5.4	 Acoustic  Transmission Measurements through 
Porous Silicon Layers 
Ultrasonic waves are used to non­destructively characterise material properties such 
as the elastic moduli of an elastic medium. Longitudinal BAWs have been used to 
study the acoustic properties of the fabricated porous layers. The pSi single and 
multilayers are sandwiched between two ultrasonic pillar­transducers (figure 5.6) 
which operate at a frequency of 1GHz with a bandwidth of around 400MHz. 
Longitudinal acoustic waves are launched into the pSi layers by coupling through a 
gallium­indium (Ga­In) eutectic liquid. An electrical output from a vector network 
analyser (VNA) connected to the transmitting piezoelectric transducer converts 
electrical energy into mechanical energy which sends acoustic waves through the 
samples. The receiving transducer converts the transmitted acoustic wave energy back 
from a mechanical motion into electrical form which is picked up by the VNA. 
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Figure 5.6	 (Top) Transducer set­up for S21 transmission measurements and 
(Bottom) close up of transducers with wave propagation through the 
sample. 
The matching pair of pillar transducers are Si­based with a thin ZnO piezoelectric 
layer and SiO2 anti­reflection coating (ARC) and operate via the piezoelectric effect 
2
generating ultrasonic waves from a square cross­sectional area of 160 �m . The 
surface of the transducers are placed at normal incidence to the pSi sample surface 
and the typical longitudinal wavelengths excited throughout the pSi are 3 ­ 7 µm 
depending on porosity. For acoustic Bragg mirrors using this pSi material at 1 GHz 
frequencies, this typically requires layers of approximately one micron each. The 
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frequency range that is measurable using this equipment is up to 3 GHz, since for 
higher driving powers the transducers produce an overtone. The frequency response 
spectrum of the transducers is shown in figure 5.7 where a sampling bandwidth of 100 
Hz was used for 2001 data points, centred at 1.5 GHz for the 3 GHz span. All sample 
measurements are normalised to this transducer response and give a transmission 
measurement in decibels (dB) against frequency. The acoustic wave at large distances 
from these piezoelectric transducers can be approximated by a uniform plane wave 
due to the presence of the Si pillar. 
Figure 5.7	 Frequency spectrum showing the response of the transducers at a 
source power of 20dBm. 
Acoustic transmission measurements were performed at a central frequency of 1 GHz 
using the VNA where reflection and transmission parameters as a function of 
frequency are measured. A cable calibration was performed to compensate for 
scattering effects due to line impedance mismatches using a scattering­parameter (S­
parameter) test set. There are two ports, one that transmits (port 1) and one that 
receives (port 2) the electrical signal through the system. The transmission parameters 
are measured at port 2 by receiving the transmitted signal from port 1 (S21). Note that 
reflection measurements would be performed using only one port (S11 or S22). The S­
parameters make use of the reflection and transmission coefficients and deviations of 
expected measurements from their true amplitude can arise from random and 
systematic errors. Random errors include thermal noise (drift with temperature) 
introduced by oscillators and the systematic errors from losses and finite­port 
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matching. Systematic errors can be removed using cable calibrations which are 
performed under the same conditions that the acoustic measurements are taken, for 
example, the same frequency range and bandwidth. This is then compensated for in 
the recorded measurements. 
5.4.1 Longitudinal Velocity Dependence upon Porosity 
In chapter 3 the fabrication of single layers was described to find the dependence of 
the longitudinal velocity on porosity of the pSi matrix so that multilayered acoustic 
mirrors could be fabricated with their response tuned for a particular set of 
frequencies. The porosity was determined using optical measurements and the 
velocity dependence on porosity is determined by a similar process using multiple 
internal reflections of acoustic wave energy within single pSi layers. The multiple 
internal reflections arise due to impedance mismatches at boundaries within the 
sample and with the surrounding media. Each time the propagating elastic waves 
encounter a boundary there is a proportion of the incident wave that is transmitted and 
reflected so the wave will undergo multiple reflections within each layer of the 
sample. The group velocity through the porous layer and substrate was measured 
using ultrasonic transmission measurements with the transducers and VNA. The VNA 
measures the transmittance and reflectance at each frequency and scans through each 
of the frequencies to obtain a frequency response spectrum for each sample. This was 
done for each of the pSi single layers, an example is shown in figure 5.8. 
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Figure 5.8	 The original signal described by the set of Xk complex numbers in the 
frequency domain. 
The frequency data gathered can then be Fourier transformed to obtain a series of 
reflection peaks in the time domain (figure 5.9). Each reflection peak corresponds to a 
‘round trip’ reflection within a layer which has an impedance mismatch at both 
boundaries. The original signal in the frequency domain is described by the 
summation of complex numbers Xk shown in equation (5.25) which represent the 
amplitude and phase of the different sinusoidal components of the input signal xn, 
where k=0,….,(N­1) for N complex numbers X0,…,XN­1. 
N −1 − 
2	πi 
kn 
NXk =∑ xne (5.25) 
n=0 
There are 2,401 points describing figure 5.8 that make up the set of complex numbers 
Xk and each individual frequency has both a real and imaginary part, Xk=a+ib. The 
equation above can also be written as equation (5.26), where ρ is the amplitude of the 
original signal described by the real and imaginary parts ‘a’ and ‘b’ and the phase is 
represented by φ in the frequency domain. 
Xk=ρe
iφ	
(5.26) 
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where ρ = a 2 + b 2 
If the frequency sampling has N equally spaced points (N = 2,401) then to perform the 
Fourier transform the time scale must be specified using the Nyquist frequency 
equation (5.27) where Δf is the frequency span. 
Δf = (N −1)δf (5.27) 
δt = 
1 
with Δf 
and ΔT = (N −1)δt 
For example, if the Nyquist frequency is 0.6 GHz and N = 2,401 this gives a sampling 
frequency of δf = 0.25 MHz. For the same frequency span the sampling time δt will 
therefore be 1.67 ns giving ΔT = 4,000 ns. These parameters determine the resolution 
of the measured signal. This new data set is represented by the summation of xn 
complex numbers given in equation (5.28) where n = 0, …., (N­1) for N complex 
numbers x0, …, xN­1 for a Fourier transform. 
1 N −1
2πi 
kn 
xn = ∑ Xke N (5.28) N k =0 
Figure 5.9 The Fourier transform of the original signal from the frequency domain 
into the time domain for sample B3 (see table 5.1). 
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The set of xn complex numbers can also be written similarly to that for the set of Xk 
complex numbers described by the equation xn = a’ + ib’ and xn = ρ’e
iφ’ 
where the 
different amplitude ρ’ in the time domain is described by the following equation 
(5.29) with the phase φ’ also in the time domain. 
ρ '= a'2 +b'2 (5.29) 
The amplitude ρ’ is analogous to the magnitude of the peaks in the time domain 
displayed in figure 5.9 with the y­axis displaying the ‘abs(Y)’ value of the xn set of 
complex numbers i.e. the absolute value of the complex number xn or abs(Y) = abs(xn) 
= |xn| = ρ’. Since each peak displayed in the time domain relates to multiple 
reflections within the measurement system, by identifying the origin of the peaks the 
time difference between consecutive peaks of the same origin can be used to find the 
longitudinal wave velocity through each layer. The thickness d of each layer is known 
so with the time delay Δt (or round trip time for one reflection) between peaks the 
velocity of longitudinal waves VL through the porous layer can be found with equation 
(5.30). The porosity of each sample has already been found using Fabry­Perot 
interference measurements and the Bruggeman EMA. 
2d 
VL = (5.30) Δt 
For the set of reflections within each layer shown in figure 5.10 the first peak 
corresponds to the arrival of the first signal t1 that has been transmitted throughout the 
entire pSi layer on the cSi substrate. The subsequent peaks correspond to multiple 
reflections in one of more of the different layers of the sample t2 for a single round 
trip reflection in the porous layer, t3 a double round trip reflection in the porous layer, 
t4 one single round trip reflection in the substrate layer and so on. 
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Figure 5.10 Schematic illustration of reflection­dependent paths. 
Labelling: Tr1­ Transmitting Transducer, Ga­ Gallium­Indium eutectic 
coupling liquid, pSi­ porous silicon, cSi­ substrate, Tr2­ Receiving 
Transducer, Z­ acoustic impedance of layer, R­ reflectance at interface, 
t­ time, d­ thickness of porous layer, D­thickness of substrate layer. 
The parameters of the samples used for measuring the velocity dependence on 
porosity are shown in table 5.1 where different layer thicknesses have been used for 
each sample of different porosity. 
Sample Porosity Velocity (km/s) d of pSi layer (µm)

B13 0.25 7.2 18 
B1 0.45 6.0 69 
B2 0.49 5.3 72 
B3 0.59 4.8 78 
B8 0.62 4.9 77 
B6 0.65 4.7 114 
B4 0.69 4.3 63 
B16 0.75 3.9 61 
B17 0.84 3.3 53 
Table 5.1 The properties of the samples used to determine the velocity 
dependence upon porosity V(p). 
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Figure 5.11 Measured longitudinal velocity dependence on porosity for p++ pSi in 
92 
the [100] crystallographic direction (circles) with theoretical fit and 
comparison to p+ pSi.
93, 94 
The longitudinal wave velocity propagating in the [100] direction for the p++ pSi was 
observed to be higher than that for lower doping levels of Si for the p+ samples 
measured by other groups
93, 94 
as shown in figure 5.11. The porosity dependence was 
found to be described by the empirical formula given in equation (5.31) where the 
exponent value k is related to how well the periodic system is ordered. 
k
VL=8.43(1­p) km/s (5.31) 
The exponent value is k=0.6 for the measured p++ samples and k=1.095 for the p+ 
samples. The ordering of the pore structure of the p++ pSi is thought to be relatively 
well­ordered given the low experimentally measured k­value. 
The error in the velocity measurements will be based on the error in the thickness 
measurement of the layers using the SEM and on the error in the Fourier transform 
measurements. The SEM measurements are accurate within 5 %, however the 
measurement of the time delay between peaks used to calculate the velocity through 
the porous layer is dependent on the ability to accurately distinguish between 
consecutive peaks in the Fourier transform. As seen in figure 5.9 the times at which 
reflection peaks are recorded are taken from the top of the peak. The t2 peak shown in 
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figure 5.9 is located at 228.3 ns with the FWHM value of 3.6 ns. The mean distance 
of the p++ data points given in figure 5.11 from the theoretical fit curve is ±0.2 km/s. 
5.4.2	 Acoustic Transmission Measurements through 
Multilayered Porous Silicon 
The transmission properties of the pSi multilayers are measured using the 
experimental setup described earlier in this section and shown in figure 5.6. The pSi 
multilayer samples are placed between the transducers and transmission through each 
sample is recorded. For the multilayers a series of stopbands are observed where 
certain regions in frequency are reflected by the multilayer mirrors. Additional 
characterisation of the multilayers is done via the acoustic transmission measurements 
where the agreement with SEM thickness measurements and optical measurements 
deducing porosity are checked when experimental and simulated acoustic data are 
compared. The acoustic transmission measurements on the pSi multilayers are 
normalised to the response of the transducers as shown in figure 5.12 below. 
Figure 5.12	 (Left) Sample measurement of Bragg mirror sample #1 showing three 
stopbands without normalisation to the transducer response which is 
also shown and (Right) normalised sample measurement showing the 
first three stopband modes. 
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5.5 Atomic Force Microscopy Imaging of Porous Silicon 
Studying pSi using the atomic force microscope (AFM) allows imaging of the surface 
of the areas at which propagating acoustic waves are reflected, scattered or 
transmitted due to the impedance mismatches at the boundaries so it is useful to know 
the quality of the interfaces between different impedance layers to know how this 
affects acoustic energy incident on them. It has previously been shown that a thicker 
film of pSi leads to a rougher interface with the substrate and so using more pairs of 
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layers in a Bragg stack could potentially lead to lower quality interfaces. There is an 
interface between the different porosity layers within the multilayer and there is an 
interface between the pSi mirror and the bulk Si substrate. If the pSi mirror were to be 
removed from the substrate this would expose the bulk Si surface. It is this surface 
that has been studied for which surface roughness measurements using the AFM have 
been taken for a number of samples of removed pSi single layer films having different 
thicknesses. 
The surface roughness and appearance of each sample was investigated and the image 
root mean square (rms) value for the scan area obtained from the surface of the 
sample. This rms value gives a roughness value for the exposed surface. It was 
expected that for thicker pSi layers removed, there would be a rougher surface 
Σ(Zi )
2 
exposed at the bulk Si substrate. The rms value rms = is defined as the root 
N 
mean square of the height deviations Zi taken from the mean image data plane for a 
set number of pixels, or sample points N. The scan area and number of pixels 
2
determines the resolution of the AFM images. Scan areas of 10 µm were used to 
2
study the pSi – cSi interface and larger scans of 75 µm to capture the larger features 
of the back­side of the wafer were used. This is a destructive technique due to 
dissolution of the porous layer prior to placement within the AFM. Samples were 
prepared for the AFM by removing the porous layer from the bulk cSi substrate by 
dissolution in 3:1 ratio of 0.1M NaOH to ethanol solution after submersion into HF to 
remove the native oxide layer on the pSi surface. The samples were placed in an 
ultrasonic water bath at 29 °C for dissolution times up to 13 mins to remove layer 
thicknesses up to 124 �m. AFM surface images using contact mode were obtained 
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for the pSi ­ cSi surface using (10 �m x 10 �m), (40 �m x 40 �m) and (75 �m x 75

�m) scans and for the back­side of the Si wafer using (75 �m x 75 �m) scans.

Figure 5.13 Dissolution of four pSi single layers in NaOH solution placed in an 
ultrasonic bath at 29 °C (filled circles) and at 34 °C (unfilled circle). 
(a) 
(b) 
Figure 5.14 AFM contact mode height scans for the (a) pSi ­ cSi surface (10 �m x

10 �m) and (b) the back­side surface of a p++ Si wafer (75 �m x 75

�m).
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The p++ Si wafers used to fabricate pSi are polished on the top surface so have a 
smooth surface before etching and the back­side of the SSP wafers have rougher 
surfaces (figure 5.14). In order to obtain statistical properties of each surface a height 
histogram was plotted for the pSi ­ cSi surface as shown in figure 5.15. 
For each sample the pSi ­ cSi surface was studied using three separate scan areas and 
the three separate height histograms were plotted. The height distributions were 
found to be Gaussian and using the best Gaussian fit to the height histograms for each 
sample (figure 5.15) it is possible to use the Gaussian parameters to determine the 
surface roughness.
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Figure 5.15 Height histograms for the three scan areas for the pSi ­ cSi surface of 
p++[100] pSi sample after removal of a 73 �m porous layer (sample 
D). 
The Gaussian parameters shown in equation (5.32) are the height of the curve’s peak 
a, the position of the centre of the peak x0 and the standard deviation of the height 
distribution or rms value b. The coefficient b controls the width of the height 
distribution and this value is the rms surface roughness. 
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⎡ (x − x0 )
2 ⎤ 
f (x) = a exp	⎢− 2 ⎥ 
⎣ 2b ⎦ (5.32) 
The thicknesses of the single porous layers removed from each of the five samples 
used for this surface roughness study are shown in table 5.2 where the pSi removed 
ranges between 20 µm and 120 µm. 
Sample d removed (�m) rms (nm) 
A 20 2.7 
B 68 3.4 
C 71 3.2 
D 73 3.7 
E 120 4.0 
Table 5.2 Surface roughness (rms) values for each porous layer removed. 
The pSi ­ cSi surface has been observed to have a surface roughness between 2 – 4 nm 
for porous layer thicknesses between 20 – 120 �m (table 5.2). Generally, the thicker 
the porous layer then the rougher the surface with the bulk Si substrate.
98, 99, 100 
However, the increase in roughness for layer thicknesses of this magnitude is almost 
non­existent. The surface roughness of the pSi ­ cSi interface is similar to that for the 
smooth top surface and since these nano­scale features are much smaller than the 
incident wavelengths (of the order of �m) there is only a small amount of scattering at 
101 
this boundary. The dependence of the incident wavelength on surface roughness is 
shown below where R0 is the reflection from a perfectly smooth surface, Rs is the 
specular reflection from the rough surface of a material with surface roughness σ at an 
incident wavelength of λ.101 
2⎡ (4πσ ) ⎤ 
Rs = R0 exp	⎢− 2 ⎥ (5.33) 
⎣ λ ⎦ 
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Figure 5.16 shows the Gaussian fits to each of the five samples, the thicker the porous 
layer removed then the larger the standard deviation of the height distribution fit 
(wider curve) and higher rms value. 
Figure 5.16 Gaussian Height distributions of the pSi ­ cSi interface for samples of 
varying thicknesses. 
In addition to the samples shown above, the surface roughness of the back­sides of 
two different SSP Si wafers were also studied using a scan area of (75 �m x 75 �m) 
and found to have a mean rms of 713 nm. Note that the top surface is polished and the 
back surface is unpolished. The unpolished side was used for these surface roughness 
measurements. The rms measured is close to that measured by Zhao et al 
96, 97 
for a Si 
wafer similar to that shown in figure 5.14 (b). The height histograms of the back­sides 
of the p++[100] Si wafers are shown in figure 5.17 (Si samples F and G) and are not 
Gaussian in shape like the pSi – cSi surface. The features are large and show a 
stepped profile. There will be a larger degree of scattering at the back­surface of the 
Si wafers compared to minimal scattering at the top surface. At a frequency of 1 GHz, 
the wavelength of acoustic longitudinal waves through Si is 8.4 µm. If the back 
surface of the Si wafer is around 0.7 µm in surface roughness, the degree of scattering 
at this surface using equation (5.33) will be Rs= 0.33R0. To avoid scattering affects in 
acoustic measurements, DSP wafers can be used. 
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Figure 5.17 Height histograms for the back­sides of two different p++[100] Si 
wafers. 
5.6	 Optical Measurements of Porous Silicon 
Multilayers 
The optical spectrum reflected from a multilayered stack of pSi is different to that 
seen for a single pSi layer. For the multilayer there are more contributing interfaces 
that the incident electro­magnetic wave sees and there is a reflection and transmission 
at each boundary. Depending on the effective refractive index profile of the multilayer 
the reflection from the stack will change. For Bragg mirrors, higher order modes are 
exhibited in the visible and IR regions of the spectrum due to constructive interference 
of light at these wavelengths which is reflected. For rugate filters, higher order modes 
are not necessarily seen since the higher order modes are suppressed. However, fitting 
parameters as described later in chapter 6 are used to determine the porosities of the 
layers within the multilayered stack. An example of the optical response of a pSi 
Bragg mirror is shown in figure 5.18 measured in the IR region of the spectrum where 
the fundamental stopband can be seen near 1100 nm, the Bragg mirror has individual 
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layers that are 150 nm thick. A pSi Bragg mirror with these layer thicknesses would 
be applicable to acoustic applications near 20 GHz. 
Figure 5.18	 Optical stopband seen from a pSi Bragg mirror, sample #9. 
For a pSi Bragg mirror with individual layers that are thicker than 150 nm, the 
fundamental optical stopband will be located at longer wavelengths. This is shown in 
figure 5.19 below where optical measurements have been made in the visible region 
for a pSi Bragg mirror with individual layers that are over a micron thick. This 
particular Bragg mirror was designed for acoustic applications at 0.9 GHz. The high 
order optical modes shown are for the M=11 to M=16 modes. 
16 
15 
14 
13 
12 11 
Figure 5.19	 Optical spectra for Bragg mirror sample # 1, showing high order 
modes in the visible region for M=16 at 512nm and other orders at 
545nm, 584nm, 629nm, 694nm and 735nm. 
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The order number of the modes can be determined using equation (3.19) introduced 
earlier in chapter 3, by looking at two consecutive modes. For example, it can be seen 
in figure 5.19 that there are modes at 545 nm and 584 nm and substituting these 
values for M and (M­1) keeping n1d1+n2d2 constant gives the order number M=15 and 
M=14. 
The optical response measured from a pSi rugate filter is shown in figure 5.20 where 
the simulated data was fit to experimental measurement to find the layer porosities. 
Figure 5.20 Optical response of a pSi rugate filter.
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This chapter has discussed the techniques used to characterise the pSi single layers 
and pSi multilayers using optical interference measurements to deduce the effective 
refractive index of the porous layers. The Bruggeman EMA gives a porosity value for 
the known effective refractive index measured for the pSi layers. Acoustic 
transmission measurements through the pSi samples were made using a pair of 
transducers. Using the layer thickness measurements from the SEM and the time 
delays in peak arrival times from reflections within the porous layer, velocity of the 
longitudinal waves as a function of porosity has been found. Phononic stopbands 
have been observed in the acoustic transmission measurements performed on the pSi 
multilayered mirrors. The surface appearance of the pSi­cSi interface and the back 
surface of the Si wafer have been studied using the AFM and the back surface was 
found to have the largest surface roughness. After characterising the single pSi layers 
fabricated, pSi multilayers with desired acoustic responses have been designed and 
these are discussed in detail in the next chapter. 
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6. Models of Porous Silicon Multilayers

It is essential to understand the response of potential devices through simulations and 
modelling by inputting known material properties into the models so that the response 
of each multilayer can be predicted depending on design parameters. It is important to 
compare simulated results with real experimental data to confirm the understanding of 
the devices being studied. Much is known about the characteristics of cSi and its 
material properties, and these properties are modified for the porous material. In order 
to accurately predict the response of pSi multilayered structures it is necessary to 
input known properties of this pSi material based on the optical and acoustic 
longitudinal wave measurements performed on the single pSi layers. By 
understanding how a single pSi layer behaves it is possible to predict the behaviour of 
more than one single layer together. In order for this to be done the transfer matrix 
method (TMM) has been employed. The TMM has been used to simulate the optical 
reflectance from the multilayered samples as well as the acoustic response of the 
multilayers. Matlab has been chosen as the platform to run the simulation programs. 
The TMM is flexible in that it enables the anti­reflection coating properties of the 
transducers used in the acoustic measurement system to be included in the modelling. 
An advantage of the TMM is that there is no limit to the number of individual layers 
chosen for the repeating period and no limit to the number of layers within the overall 
multilayered stack. Each individual layer can be defined by its porosity and thickness 
and the matrix method can build as many layers as is necessary. However, with 
increasing layers the computational time increases and the simulations can become 
slower to run, up to 20 minutes in practice. Initially simulations have been run to 
correspond with the experimental measurements performed on single pSi layers. This 
includes a Fabry­Perot program to deduce the porosities of the single layers as 
described in chapter 3. 
The acoustic simulations have been modelled using TMM where the reflection 
coefficients at each interface are found and then segmented together for later 
interfaces to describe the entire stack. For the TMM the internal reflections within 
each layer are considered and taken as a series. This is similar to measurements using 
the VNA since the frequencies are scanned across the entire range and the 
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transmittance and reflectance is calculated at each frequency. This gives a 
transmittance or reflectance dependence on frequency. 
6.1 Bragg Mirror Model 
The dielectric properties of a one­dimensional periodic layered medium have been 
modelled. The multilayered stack of alternating layers of high and low porosity of pSi 
is a stratified medium where each of the individual layers are assumed to be 
homogeneous. The stack can be seen as a collection of parallel layers as shown in 
figure 6.1 where the optical admittance is given by η and the physical thickness of the 
layer is given by z. 
Figure 6.1 The block diagram used for the transfer matrix method of modelling. 
For both the optical based and acoustic programs developed the angle of incidence θ 
of the waves is zero unless otherwise stated i.e. they are incident perpendicular to the 
surface of the multilayered stack. Initially, it has been assumed that the interface 
between each of the individual layers is smooth and that there is a direct step from 
each layer to the next layer. The porosity throughout each individual layer is assumed 
to be constant and the thickness of each pair of layers (each unit cell) is consistent 
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throughout the model. It is noted that in reality, this may not the case as there may be 
a chirp on the porosity or thickness of layers in the mirror and throughout the 
multilayered stack if etch breaks are not included during the fabrication process. 
However, for initial simulations this will be ignored for simplicity. Simulation 
programs have later been developed to include the existence of roughness across the 
interfaces within the multilayers that will be discussed later in this chapter. 
M ⎢ 
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The properties of the dielectric pSi layers can be described using the (2 by 2) 
characteristic matrix, M of equation (6.1) which relates the electromagnetic field at 
one boundary with the field at the next. This matrix therefore describes the effect that 
a layer has on an electromagnetic wave travelling through it. This will remain 
unchanged for each sample and enabling flexibility in the model to alter the properties 
of the surrounding media. For example, the ARC properties of transducers used for 
acoustic measurements can be added to the simulation for a more accurate results 
model and the coupling liquid chosen can also be stated in the model. Different 
multilayered devices can be chosen and modelled, such as Fabry­Perot filters 
(microcavities). 
The quarter wave stack used to describe the Bragg mirrors modelled in this 
investigation is symmetrical and can be described by a single matrix as shown by 
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equation (6.1) where M is known as the characteristic matrix. This describes one 
pair of layers of high and low refractive index where β is the phase thickness, η0 is the 
optical admittance (or refractive index) of the incident medium and where ηs is the 
optical admittance of the substrate material. The equivalent optical admittance of the 
layers is described by the term η0η s . Since there is a continuous electromagnetic 
wave incident on the multilayers it is necessary to define the polarisation and angle of 
incidence of the light. The light is at normal incidence to the pSi surface so the p­
polarisation and s­polarisations are the same because both the electric and magnetic 
fields are within the plane of stratification of the pSi layers. 
102 
The phase thickness β is given by equation (6.2) where z is the physical thickness 
through the layers and γ(z) is the optical thickness of the layers,103 
2π z 
β = ∫γ (z)dz (6.2) λ 
0 
where γ (z) = n cosθ with n being the complex refractive index of the layers and θ the 
angle of incidence. For a balanced optical Bragg mirror for a target fundamental 
wavelength of λ0 the integral will be a quarter wavelength in thickness. If the 
imaginary part of the complex refractive index number is negative then the material 
absorbs energy whereas if it is positive it is a gain medium. However, if the refractive 
index is a real number then the material can be said to have no loss. The effective 
dielectric constant for the pSi layers is a function of the porosity, dielectric constants 
of Si and air and also the EMA chosen and wavelength. The effective refractive index 
neff is found using the real part of the square root of the effective dielectric constant 
εeff. 
n = ℜ( ε )eff eff 
When this one pair of layers (or unit cell) is repeated, the response of a multilayered 
stack can be considered by summing the effect from one pair of layers (integer p=1) 
through all repeats N shown in the resulting matrix of equation (6.3) which describes 
the optical response from a stack of layers on top of a substrate material. 
N⎡B 
⎥
⎤ 
= ⎨
⎧
∏[ ] ⎬
⎫⎡ 1 ⎤ 
(6.3) ⎢
C
M ⎢η ⎥ ⎣ ⎦ ⎩ p=1 ⎭⎣ s ⎦ 
The optical admittance of the stack and substrate is given by Y=C/B and the total 
reflectance R of the stack and substrate by equation (6.4) as follows. 
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2⎛η − Y ⎞ 
R = ⎜ 0 ⎟ (6.4) ⎜η + Y ⎟⎝ 0 ⎠ 
In the program, each unit cell is described by one AB pair of high and low porosity 
layers where p1 and p2 are the porosities of the A and B layers and d1 and d2 are the 
thicknesses of the layers. The period of the structure, Λ is defined as Λ= (d1+d2) and 
the total thickness, D of the multilayered stack is D=NΛ where N is the number of 
repeats of the pairs of layers. The standard variables used in the program are N, d1, d2, 
p1 and p2. 
The transmittance of the wave through the structure can be modelled as can the 
reflectance response. Additional parameters added to the model include the existence 
of an etching slope which occurs from the depletion of HF concentration during 
fabrication of the structures. This introduces a gradient across the porosity and 
thickness of the layers within the stack to modify the response of the stack 
accordingly. Note that the thickness of the layers within the multilayered stack are 
parameters input into the simulations but the thicknesses have been determined using 
SEM measurements and so are not major variables in the simulations when fitting to 
measured data. The optical model is important in calculating the porosities of the 
grown structures based on fitting parameters to experimental measurements using 
optical interferometry. The measured data is fitted to the simulated data and the 
porosity deduced using the Bruggeman EMA described in chapter 5. The effective 
refractive index of each porous layer in the stack is calculated using this EMA and the 
optical admittance is used to find the optical response of the layers with the TMM. 
For the optic response program the TMM models a continuous electromagnetic wave 
incident at a defined angle to the surface of the stack. For the acoustic model, a plane 
wave propagates throughout the structure perpendicular to the direction of 
stratification. 
An optical model and an acoustic model has been designed to study the response of 
the pSi multilayers. The method with parameters detailed so far describes the optical 
response of a pSi Bragg mirror. The same method has been used to model the acoustic 
properties of the pSi multilayers. For the acoustic model, equation (6.1) was used 
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where η0=ρ0/Z0 describes the acoustic impedance of the incident medium and the 
acoustic impedance of the substrate is given by ηs=ρs/Zs. The phase thickness term is 
given by 
D 
β = 2πf ∫γ (D)dD , 
0 
where D is the physical thickness through the layers, f is the frequency and 
γ(D)=ρcosθ/Z with ρ the density of the layers and Z the acoustic impedance of the 
layers. The wave transmission properties of each sample (or stack) have been found 
and band­diagrams such as those shown in chapter 3 are obtained which give 
information about the reflectance and transmittance of multilayers having specific 
porosities and thicknessses. 
6.2 Rugate Filter Model 
Depending on the design of the multilayer stack that is to be modelled it is necessary 
to state whether the overall stack will be a Bragg mirror, rugate filter or a Fabry­Perot 
filter (microcavity); this is important in building the matrix. For example, for the 
Bragg mirror modelling the arrays are based on a repeating block of two layers as 
already described, whereas for the Fabry­Perot filters there is the addition of a defect 
cavity layer between two Bragg mirrors. The shape of the defect layer will influence 
the transmission peak in the stopband i.e. constant or varying porosity in the cavity 
layer. The thickness of the cavity layer is generally designed to be of half­wavelength 
thickness and this has some flexibility to modify the location of the transmission peak 
within the stopband but with a trade off with the amplitude of the peak. The thickness 
will be approximately equal to the sum of the thickness of the AB layer (d1+d2). 
In contrast to the Bragg mirrors and microcavities which have homogeneous layers of 
alternating high and low porosities, the rugate filters have a continuous variation in 
their refractive index or acoustic impedance. The porosity profile therefore oscillates 
between a maximum and minimum porosity. The shape of the porosity profile 
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determines the properties of the rugate filter’s response in terms of stopband location, 
bandwidth and depth. The characteristic matrix used to simulate the response of Bragg 
mirrors can also be used to closely simulate an inhomogeneous porosity profile such 
as that which describes a rugate filter. The overall rugate structure is a periodic stack 
of layers with varying porosities so it can be defined as a collection of much smaller 
sub­layers within the AB layers used to previously describe the Bragg mirror stack. 
This is shown in figure 6.2 where the sub­layers represent a smaller porosity 
variation. 
Figure 6.2 Modelling the rugate filter using the TMM. 
In order to model a smoothly varying porosity profile it is necessary to split up each 
of the AB pairs of layers into a number of sub­layers where each sub­layer possesses a 
set porosity and thickness but together create the appearance of a smooth profile. The 
number of sub­layers in the unit cell, Nsteps or ‘Steps’ used to model a rugate filter 
must be sufficient enough to simulate a smooth variation of porosity throughout the 
multilayered structure. Each sub­layer is assumed to be homogenous in nature with a 
set porosity and thickness. In the ‘A’ layer the porosity is different for each sub­layer 
in the range δpm for 1<m<(Nsteps/2) and the sub­layer thickness is δd1 for all sub­
layers in ‘A’. Similarly the sub­layers in the ‘B’ layer have porosity δpn for 
(Nsteps/2)+1<n<Nsteps and thickness δd2. The porosity of each sub­layer changes 
according to the pre­defined porosity profile chosen for each different rugate filter. 
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Generally, sinusoidal porosity profiles have been used for the fabricated samples 
although other shapes of porosity profile have been studied during the modelling 
stage. Steps of Nsteps = 16, 32, 64, 128 were used in the model. 
Nsteps / 2 
d1 = ∑δd1 (6.5) 
1 
N / 2steps 
d2 = ∑δd2 (6.6) 
1 
Due to the need for a reasonable length of time to run the computations, there has to 
be a limit to the number of sub­layers Nsteps used to model the rugate filter. It is 
therefore recognised that a truly smooth variation on porosity profile can never be 
achieved in the model, however what has been modelled as a rugate filter is sufficient 
in terms of reducing higher order harmonics and to produce only the fundamental 
frequency stopband which defines the response of a rugate filter. The steps are the 
number of sub­layers in the AB pair of layers within the repeating unit cell. This is 
chosen to match the number of sub­layers defined in the LabView program during the 
etching of the pSi rugate structures as shown in figure 6.3. 
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Figure 6.3 Porosity profile of the rugate filter modelled in steps using the TMM. 
The sinusoidal variation shown in figure 6.3 above shows p1 and p2 which are the 
minimum and maximum porosities respectively. The sinusoidal variation in the 
porosity profile p of the rugate filter has been input into the model using the following 
formula, 
p=pav+Δpsin(β) (6.7) 
where pav is the mean porosity pav=p1+(p2­p1)/2, Δp is the difference between the high 
and low porosities as Δp=(p2­p1)/2 and β is the phase thickness. 
The simulated acoustic data shown in figure 6.4 was modeled using the TMM as 
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described in the previous section. The effect of having a continuously varying 
acoustic impedance profile has been investigated by taking a Bragg mirror design and 
smoothing the square­wave impedance profile. A single dominant stopband is 
observed due to the half­period sine wave excursions from the average impedance. 
The profile shown in the inset of figure 6.4 has alternating spatial half­periods of 1.31 
µm and 1.44 µm which would give a balanced Bragg mirror using porosities of 0.55 
and 0.47 with a time of flight of τ = 25 ns in each layer A and B. 
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Figure 6.4	 Simulation of transmission through pSi acoustic rugate filter with 
stepped porosity profile shown in inset with phigh=0.55 plow=0.47, half­
cycle thicknesses of d1=1.31 µm d2=1.44 µm and N=15 repeats based 
on smoothing a quarter­wave Bragg mirror. 
6.3	 Effect of Symmetry on the  Modes of a Bragg 
Mirror with the Fundamental Mode at 20 GHz 
A Bragg mirror with the fundamental mode located at 20 GHz has been chosen to 
study the effect that the symmetry of the Bragg mirror has on the stopband modes. 
This frequency was chosen so that this model could be extended in the next section to 
investigate the effects of interface roughness on the stopband modes. For a Bragg 
mirror with this fundamental frequency, the layers are typically < 100 nm and so are 
likely to be heavily affected by interface roughness. In this initial section, no losses 
have been included in the modelling. For the comparatively lower frequency Bragg 
mirrors fabricated for use at 1 GHz there was no observed porosity gradient across the 
layer thickness due to the inclusion of etch breaks. A porosity gradient is less likely in 
Bragg mirrors designed for higher frequencies above 20 GHz as the layers would be 
much thinner. The model assumes a uniform porosity across the layer thickness. 
109 
Running the acoustic Bragg mirror model for a pSi stack with a finite number of 
layers gives the transmission spectra of the acoustic multilayer in the frequency 
domain, displaying the positions, depth and bandwidths of stopbands. The finite 
number of layers in the Bragg mirror gives rise to a finite stopband depth. The 
position of the stopband modes for each calculation was recorded as was the 
bandwidth of each stopband. The thickness of each pair of layers within the stack was 
constant so that (d1+d2)=140nm. The ratio of thickness for layers A and B was varied 
for ratio values described by Γ for 0.1<Γ<0.9. The number of pairs of layers is N=35 
and the porosity of layer A is p1=56% and layer B is p2=46%. For each calculation the 
layer thicknesses in nanometers are given in the ratios d1=140Γ and d2=140(1­Γ). 
Note that for a porosity of 56% the longitudinal wave velocity through the pSi layer is 
5.176 km/s and for a porosity of 46% it is 5.847 km/s. 
The time that the longitudinal waves spend in each layer A or B of the multilayer have 
been calculated using the velocity relation found for the [100] pSi samples studied 
and it has been assumed that the velocity dependence on porosity is constant for all 
frequencies. The effect of dispersion is stronger for higher frequencies > 50 GHz as 
the acoustic loss will increase. The empirical velocity equation (5.31) found for the 
p++ pSi samples, based on acoustic longitudinal measurements taken at 1GHz, may 
change for higher frequencies where the exponent k may reduce slightly for higher 
frequencies. 
Γ d1 (nm) d2 (nm) τ1 / τ2 
0.1 14 126 0.1 
0.2 28 112 0.3 
0.3 42 98 0.5 
0.4 56 84 0.8 
0.5 70 70 1.1 
0.6 84 56 1.7 
0.7 98 42 2.6 
0.8 112 28 4.5 
0.9 126 14 10.2 
Table 6.1 Symmetry (τ1/τ2) of the Bragg mirror for each value of Γ chosen. 
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The symmetry (τ1/τ2) is noted in table 6.1 with a symmetry of 1 indicating a balanced 
Bragg mirror which has the same time of flight τ1 in layer A and τ2 in layer B. The 
balanced Bragg mirror only has odd order modes and the time of flight τ = d/V which 
for layers < 100 nm is typically a few picoseconds. 
Figure 6.5	 Examples of some of the transmission specta of the Bragg multilayers 
shown for D=140nm with (left) Γ= 0.3 and (right) Γ= 0.5. 
Figure 6.5 shows an example of the acoustic transmission properties modelled for two 
Bragg mirrors with Γ values of 0.3 and 0.5. The frequency at which each stopband is 
located has been recorded and the bandwidth of the stopbands were found for an 
arbitrary transmission value of 0.1 (shown by dotted line in figure 6.5). This value 
was arbitrarily chosen because this typically gave stopbands below the fine 
transmission mode oscillations and the bandwidth at this point was not influenced by 
the overall stopband depth. For each stopband edge intersecting this arbitrary point, 
the frequency for the left side of the stopband (corresponding to the lower of the two 
frequencies recorded) and the right side of the stopband was noted. These are the data 
points seen on the graph given in figure 6.6 and the stopband mode is given by M seen 
on the right hand side. 
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Figure 6.6	 Dependence of the stopband widths on Γ for stopband orders M=1 to 
M=5. 
For a Γ value of 0.5 the symmetry of the Bragg mirror is around 1 .i.e. for a balanced 
mirror. Either side of this Γ=0.5 value the Bragg mirror becomes more and more 
asymmetrical. This asymmetry has more affect on higher frequencies since for values 
of the ratio Γ above 0.5 for this particular case there is a higher average porosity 
which results in lower velocities of the acoustic longitudinal wave through the stack. 
As seen in figure 6.6 this leads to a lower resulting frequency for higher harmonics 
and creates the skew to the stopband frequency on Γ. It can be seen that for certain 
values of Γ higher order stopbands can close up due to the symmetry of the Bragg 
mirror. For example, for Γ=0.5 (a symmetry around 1) there exists the fundamental 
mode, and the even order harmonic stopbands close up for M=2, 4 and with open 
stopbands for M=1, 3, 5 as shown in figure 6.6. 
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The locations and bandwidths of the stopband modes for a Bragg mirror with the 
fundamental mode at 20 GHz has been modelled in this section. The next section will 
consider the effect that interface roughness has on the stopbands calculated for the 
Bragg mirror centred at 20 GHz. 
6.4 Interface Roughness Effects 
The programs used for the simulations described above were modified to include the 
effect of an interface roughness between layers of different porosities within the 
multilayered stack. Apodisation effects have also been studied using a modification of 
the programs above and are discussed in chapter 7. An ideal AB layered system does 
not possess interface roughness. However, it is useful to know how interface 
roughness affects the performance of multilayered devices fabricated from pSi. With 
increasing interface roughness a Bragg mirror will transform into something more 
rugate like. For thinner layers this will become more noticeable and higher order 
modes will start to close. 
The effect of interface roughness between each of the layers within the multilayered 
stack has been studied to evaluate the effect of the porosity change across the 
interfaces within the multilayered stack on each of the stopband positions, widths and 
depths. This has been done using the TMM to model the transmission of acoustic 
longitudinal waves through multilayered samples. The interface roughness between 
pSi layers has been found to be dependent on the dopant type, doping level, 
temperature during fabrication, layer thickness and porosity so that the roughness can 
be minimised to produce higher quality multilayers. Optical Bragg mirrors can have 
very smooth interfaces < 10 nm and for high frequency applications (tens of GHz) the 
layer thicknesses of acoustic Bragg mirrors are similar to those used in optical 
applications. This is useful information when designing Bragg mirrors for higher 
frequency regimes as it is important to know how the interface roughness affects the 
performance of the multilayer. For these reasons it is necessary to study the effect of 
small values of interface roughness on the acoustic response of the stack. Figure 6.7 
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highlights the interface between a pSi and cSi substrate.
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pSi 
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Figure 6.7 Interface between the pSi layer and cSi substrate.
It is proved that the surface roughness of the pSi is Gaussian in nature and it has been 
assumed that the change from one porosity to another across the layer interface also 
follows this profile. For this calculation, the interface between layers of two different 
porosities was smoothed using an erf(x) or erfc(x) function. The error function erf(x) 
and complimentary error function erfc(x) are linked as erfc(x)=1­erf(x). Erf(x) is an 
odd function which is found by integrating a normalised Gaussian function so that 
erf(0)=0 and erf(∞)=1. 
x 
erf ( ) x = 2 e −t 2 dt∫ (6.8) π 0 
Where x = Δ 
The argument of x is described by equation (6.8) where Δx is the distance from the 
centre of the interface and σ is the interface roughness. The effect of this smoothing is 
to reduce the distinction of porosity between each layer so that instead of a direct step 
across the interface from one porosity to the next, there is a gradual change of 
porosity across the interface through a given distance. A small value of Δx and σ will 
σ 
x 
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give a more distinct step in porosity change across the interface than large values of 
Δx and σ which give a less defined interface between the two layers. It has been 
assumed that if the interface is rough and this is averaged over a large area then a 
smoothed porosity profile will be realised. The effect of the erf(x) function is shown 
in figure 6.8 where different smoothing widths and roughness of Δx and σ have been 
used. 
This is a basic model and as such has many limitations. The smoothing effect is valid 
across every interface within the multilayered stack and each interface has the same 
smoothing potential across it. This is in contrast to what has been experimentally 
observed by AFM measurements (chapter 5) where the surface roughness increases 
with layer thickness. Note that the AFM measurements give values for surface 
roughness not interface roughness. This would suggest that the deeper layers within 
the stack will have rougher interfaces between the layers compared to those at the top. 
The change in interface roughness across the entire stack has not been included in this 
model. 
Figure 6.8	 Porosity profiles for interface roughnesses of σ = 2nm, 6nm, 10nm, 
25nm with p1=0.56, p2=0.46, d1=98nm, d2=42nm (Γ=0.7) and N=35. 
In this basic model, for thin layers within the stack the smoothing function breaks 
down quicker than for thicker layers because sharper features are created across the 
interface as shown in figure 6.8. It can be seen that small values of roughness create a 
smoothing across the interface but for higher roughness values > 25 nm the smoothing 
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function causes the interfaces to move into one another and create sharper features. 
For the Bragg mirror example used in this section, the roughness model is only valid 
for an interface roughness less than 25 nm. By increasing the interface roughness the 
porosity profile of a Bragg mirror has a closer resemblance to a rugate filter. The 
interface roughness has been imposed onto a square wave porosity profile describing 
that of an acoustic Bragg mirror. The layer thicknesses in nanometers are given in the 
ratios d1=140Γ and d2=140(1­Γ) for Γ=0.2 and 0.7, the values of which were chosen 
because open stopbands were obtained across the frequency range of interest so 
seemed ideal to investigate the effect of interface roughness on the stopbands. 
The effect of the interface roughness on the layers is shown in figure 6.9 where the 
ideal Bragg mirror (without interface roughness for 0 nm) shows deeper and wider 
stopbands in comparison to the stopband reduction for imposed interface roughness of 
25 nm. The initially smaller stopbands are seen to close up completely hence 
transforming into a more rugate like structure. This is because a gradual change in the 
porosity profile is introduced at the edges of the square wave profile of the Bragg 
mirror. The higher frequency stopband modes are more heavily affected by the 
interface roughness and it can be seen in figure 6.9 that the higher order modes 
diminish for rough interfaces. 
Figure 6.9	 Reduction in stopband depth and width for rough interfaces for the 
case when Γ=0.7 without interface roughness (0 nm) and roughness 
applied to porosity profile (25 nm). 
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The transmission spectra for the cases when Γ=0.2 and 0.7 have been modelled for an 
interface roughness of 0nm, 2nm, 4nm, 6nm, 10nm, 15nm, 20nm, and 25nm. The 
stopband depth and width for the M=1,2,3 modes were recorded using the arbitrarily 
chosen transmission value of 0.1 as described in the last section. The results are 
shown in figure 6.10 where the data values correspond to the left and right sides of 
each stopband at the 0.1 transmission value for Γ=0.2 and 0.7 as stated. The 
fundamental stopband is seen to be the least affected by increasing values of interface 
roughness and remains open for much higher interface roughness values than for the 
second and third order harmonics shown. This is despite the fact that the second order 
stopband has the largest initial bandwidth before interface roughness is applied. This 
could be due to the fact that higher order modes exist based on more complex 
interference of the acoustic waves and so are much more easily disrupted by small 
changes such as interface quality. The third order harmonic bandwidth is heavily 
dependent on the interface roughness and closes up quickly for relatively small values 
compared to those needed to close the fundamental stopband. 
Figure 6.10	 Dependence of the first three stopbands on interface roughness for 
(left) Γ=0.2 and (right) Γ=0.7. 
The effect that the interface smoothing has on the bandwidth of the stopbands is 
similar to that of the rugate structures. The interface is less well defined and causes 
the higher order stopbands to close up. The overall periodicity of the mulitlayers is 
not affected by the interface smoothing and the fundamental stopband remains. The 
bandwidths and stopband positions are not severely affected by interface smoothing 
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up to 10nm in the regime where the model is reliable. Up to 10nm reduction in 
bandwidth is seen and this could be as a result of the interface roughness having a 
larger influence on the depths of the stopbands. To investigate this, the depth of the 
M=1 to M=5 stopbands were recorded for each value of interface roughness and the 
dependence of the stopband depths on interface roughness are shown in figure 6.11. 
Figure 6.11	 The dependence of each stopband depth on interface roughness for 
(left) Γ=0.2 and (right) 0.7. 
Interestingly, the initial depth of the stopband without imposed interface roughness 
does not affect the order at which the stopbands close when interface roughness is 
imposed. The highest order modes M=5 close first, with the fundamental mode being 
least affected by the interface roughness between the layers of the stack. For the case 
of Γ=0.7 shown in figure 6.11 (right) the M=5 mode is deep and heavily suppressed 
by the introduction of surface roughness and closes before the M=3 and M=4 modes 
which initially are not as deep. 
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This chapter has described the method used to model the acoustic response of 
multilayered pSi. The TMM enables Bragg mirrors and rugate filters to be modelled 
by considering the reflection coefficients at each interface so that an overall effect of 
the multilayer can be found. The acoustic simulations were used to investigate the 
effect that Bragg mirror symmetry has on the stopband modes. The effect of interface 
roughness between the layers of the Bragg mirror designed for use at higher 
frequencies has been studied, where the fundamental mode was located at 20 GHz. It 
was found that the stopbands close up for increasing interface roughness and that the 
higher order modes are more heavily affected. 
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7. Experimental	 Measurements of Porous 
Silicon Multilayers 
Using the acoustic impedance dependence on porosity found from characterisation 
measurements, pSi multilayers have been fabricated which have acoustic stopbands 
with fundamental modes at a frequency of 1 GHz. The higher order modes of the 
multilayer pSi mirrors depend on the symmetry of the Bragg mirrors and this has been 
investigated. PSi Bragg mirrors, rugate and Fabry­Perot filters have been fabricated 
and acoustic transmission measurements through the pSi multilayers have shown 
stopbands where a select range of frequencies have not been transmitted through the 
porous layers. Refer to the appendix section for sample details. 
7.1 Bragg Mirrors 
All experimental measurements presented in this chapter have been normalised by 
dividing the measured spectra by the response of the transducers unless otherwise 
stated. As previously discussed in chapter 3, the transmittance properties of a Bragg 
mirror depends upon the acoustic impedance of each layer in the stack and the number 
of pairs of layers as in equation (3.6). The more layers used, the stronger the Bragg 
mirror’s reflectance and the lower the transmittance through the multilayer. No 
stopband will emerge from a Bragg mirror with too few layers and only modulations 
from impedance mismatching from each side of the mirror will be seen as shown in 
figure 7.1, where the measurement has not been normalised. 
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Figure 7.1 Transmission spectrum observed from a Bragg mirror sample without 
enough layers to produce a stopband at 1 GHz, the mirror has 8 pairs 
of layers. 
As shown in figure 7.2 below, when the number of pairs of layers is increased the 
reflectivity of the Bragg mirror is improved leading to a deeper stopband seen in a 
transmission measurement. The samples have the following parameters where p1~0.63 
and p2~0.70, with thicknesses of d1=1.19µm, d2=1.33µm and N=5 for sample #44, 
d1=1.28µm, d2=1.23µm and N=10 for sample #45, d1=1.28µm, d2=1.23µm and N=15 
for sample #46. SEMs of the Bragg mirrors are shown in figure 7.2. With only 5 pairs 
of layers, as in sample #44, there are not enough repeats in the cell period for a 
stopband to emerge but as this is increased to 10 pairs of layers, as in sample #45, the 
Bragg mirror becomes sufficiently reflective for a stopband to be observed. The Bragg 
mirror shown with the greatest number of layers (15 pairs) has the deepest stopband, 
as for sample #46, and it can be seen that the noise floor on the VNA has been 
reached with the rough nature of the bottom of the stopband in comparison to the 
smoother oscillations seen for less pairs of layers. The high frequency modulation 
across the observed spectrum is due to reflections within the transducers and the lower 
frequency oscillations seen either side of the stopband is due to reflections between 
the pSi Bragg mirror and the transducers. 
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Figure 7.2	 (Top) Effect of the number of layers in a Bragg mirror on the stopband 
depth and (Bottom) SEMs of the Bragg mirror samples (left) #44, 
(middle) #45 and (right) #46 with N=5, 10 and 15 pairs of layers 
respectively. 
The porosity of the AB layers of the Bragg mirrors fabricated have been chosen to 
control the width of the stopband observed for each mirror and the thicknesses of the 
layers were chosen to obtain the fundamental stopband at a specific frequency. Two 
examples of pSi Bragg mirrors are shown in figure 7.3 where the fundamental 
frequency of sample #2 is centred at 1.2 GHz with a 0.2 GHz bandwidth, and sample 
#1 is centred at 0.9 GHz with a bandwidth of 0.36 GHz which gives a fractional 
bandwidth of 40%. This fractional bandwidth is large and for pSi Bragg mirrors, this 
is easily obtainable. The stopband shown for sample #1 is also very deep with a 
measured 50 dB rejection, this is the limit of band rejection that can be measured 
using the VNA equipment as the noise floor was reached. The depth of the Bragg 
mirrors shown in the acoustic measurements given in figure 7.2 are in good agreement 
with the theoretical stopband depth calculated for this particular Bragg mirror 
previously given in figure 3.5 (left). 
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Figure 7.3	 Transmission through pSi Bragg mirrors showing rejection bands 
centred at (Left) 1.2 GHz and (Right) 0.9 GHz. 
7.1.1 Symmetric and Asymmetric Bragg Mirrors 
As discussed in chapter 3 the response of a Bragg mirror will depend upon the 
properties of the layers making up the multilayer. Since the velocity of longitudinal 
waves through pSi depend upon the porosity, the time of flight of waves within each 
layer will depend on the porosity and the layer thickness. In order to obtain the same 
time of flight τ1=τ2 of waves in each of the A and B layers, the higher porosity layers 
through which the waves travel faster, must be thicker than the lower porosity layers. 
By adjusting the porosity and thickness of the AB layers accordingly, the Bragg 
mirror’s symmetry can be controlled. A number of Bragg mirrors with different 
degrees of symmetry were fabricated and the transmission properties of each mirror 
was measured using the experimental set­up described in chapter 5.4. For the 
balanced Bragg mirrors with τ1=τ2 only the fundamental mode and higher order odd 
modes were observed, as shown in figure 7.4 (left). The fundamental mode is located 
at 0.55 GHz with a 0.22 GHz bandwidth (fractional bandwidth of 40%) and 50dB 
rejection, the M=3 higher order mode is measured at 1.65 GHz with at least 20dB 
rejection. The times of flights in the A and B layers for this particular sample were 
~0.5ns. 
For the unbalanced pSi Bragg mirrors fabricated, the time of flights are not the same, 
τ1≠τ2 and both odd and even higher orders were observed in the transmission 
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measurements. An example of an unbalanced pSi Bragg mirror is shown in figure 7.4 
(right), and it can be seen that there are four stop bands within the measurable range. 
The fundamental mode is located at 0.7 GHz with bandwidth of 0.17 GHz, and higher 
order modes are located at higher frequencies with the M=2 mode at 1.4 GHz, M=3 at 
2.1 GHz and M=4 at 2.8GHz. The experimental data is in excellent agreement with 
the simulated response of this Bragg mirror with the porosity and thicknesses 
parameters fabricated. The simulated fit shows agreement of the measured stopband 
depth at the M=3 mode, however the measured stopband depths of the other modes 
are not as deep as the fitted data due to experimental limitations. The locations of the 
stopbands that were measured coincide with the predicted bandgap positions. 
Figure 7.4	 Transmission through pSi Bragg mirrors that are (Left) balanced 
showing odd modes M=1 and M=3, and (Right) unbalanced exhibiting 
four stop bands for both odd and even modes. 
7.1.2	 Effect of Etch Breaks on Porous Silicon Bragg 
Mirrors 
The fabrication of micron­thick pSi layers by electrochemical etching requires the 
inclusion of etch breaks to obtain consistent porosities. The inclusion of etch breaks 
was investigated and it was found that the position at which etch breaks were included 
in the etch cycle affect the properties of the mirrors. For example, two Bragg mirrors 
were fabricated from the same piece of P++ Si wafer using identical current densities 
and etch times. This produced two Bragg mirrors, each with the ‘A’ layer of thickness 
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d1~2.1�m and the ‘B’ layer of thickness d2~1.7�m which was confirmed by SEM 
measurement. The transmittance of these ‘identical’ Bragg mirrors is shown in figure 
7.5. Using the Bruggeman EMA to analyse both Bragg mirrors to find the layer 
porosities, whilst keeping other parameters such as the coupling liquid used during 
experimental measurement constant, the porosities of the ‘A’ and ‘B’ layers were 
found to change by ~2%. This accounts for the 14 % shift (80 MHz) shift in stopband 
location seen for the M=3 mode for sample #51 when compared to sample #50. 
Figure 7.5	 (Left) Bragg mirror #50 compared with (right) Bragg mirror #51, this 
mirror has the lowest frequency stopband observed in this 
investigation. 
The fundamental stopband of each mirror is located at 0.57 GHz with a bandwidth of 
0.25 GHz. It can clearly be seen that sample #50 has a second order mode at 1.14 
GHz whereas sample #51 has no second order mode. For the layer porosities and 
thicknesses etched, both of these Bragg mirrors should be balanced and have a 
symmetry of 1, i.e. the ratio of the time taken for acoustic waves to travel through the 
A and B layers of the mirror, τ1 and τ2 respectively, is τ1/τ2=1. Therefore, neither 
mirror should exhibit even ordered modes. 
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The change in porosity between the two Bragg mirrors of ~2% does not account for 
the appearance of the even mode for the Bragg mirror sample #50. The only 
difference in the etch parameters between the two ‘identical’ Bragg mirrors are the 
positions of the etch stops. These are shown at the top of figure 7.5 where 5s etch 
stops were included at each current density step for sample #50 (i.e. two etch breaks 
per AB pair). For sample #51, etch stops of 3s were included at each current density 
step and additionally mid­layer during fabrication (i.e. four etch breaks per AB pair). 
The inclusion of the additional etch break for sample #51 has given a more uniform 
porosity through each layer of the Bragg mirror. An additional etch break was needed 
to prevent chirp in the porosity of each layer for sample #50 since this has the affected 
transmittance properties of the mirror and a second order stopband has been observed. 
7.2 Rugate Filters 
The first pSi optical rugate filter made by electrochemical etching was by Berger et 
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al and only now have the first rugate filters based on pSi been fabricated for 
acoustic applications. In order to effectively represent a continuously varying porosity 
profile that is used to describe a rugate structure, the number of steps used during the 
electrochemical etching process has been taken into consideration. For instance, using 
only one step between two layers A and B of different porosity will represent a Bragg 
mirror, but including an additional number of steps between layers A and B will 
create a smoother transition from one porous layer to another. From looking at the 
simulated transmittance properties of a pSi based Bragg mirror, and then gradually 
increasing the number of steps in porosity between the layers A and B, it was possible 
to obtain the minimum steps needed in order to suppress higher order modes and 
create an equivalent response representing that of a rugate filter. The minimum 
number of steps required, based on modelling, was 8 steps per A or B layer (16 steps 
per unit cell) where the pSi rugate filters showed heavily suppressed higher order 
modes. Figure 7.6 shows a Bragg mirror and rugate filter both with symmetry of 
τ1/τ2=0.8 with the same AB layer porosities. The thickness of the AB layers for the 
rugate filter sample #38 are slightly higher than those for the Bragg mirror, hence the 
location of the fundamental mode at 0.68 GHz at a lower frequency, when compared 
to the Bragg mirror sample #37 at 0.83 GHz. The symmetry of both mirrors is the 
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same and the rugate profile shows an almost non­existent second order mode, with the 
Bragg mirror showing a second order mode near 1.6 GHz. The rugate filter has a 
reduced bandwidth of 0.16 GHz for the rugate filter compared to the bandwidth of 
0.24 GHz for the Bragg mirror, this is 67% of the Bragg mirror’s bandwidth. 
Figure 7.6	 (left) Bragg mirror and (right) rugate filter with fit, with the same AB 
layer porosities of p1=0.43 and p2=0.57. 
Samples #42 and #43 have the same nominal maximum and minimum porosities and 
number of etch cycles to compare the properties of a Bragg and rugate porosity 
profile. The expectation is that the fundamental stop band bandwidth of the rugate 
filter is π/4 or (78%) that of the bandwidth of the Bragg mirror.107 This is the case for 
the simulated data presented in chapter 3. However the measured rugate filter 
bandwidth of figure 7.7 is 68% that of the Bragg mirror equivalent bandwidth. Due to 
the transmission measurement being limited by the noise floor of the VNA and 
transducers, the depth of the measured stop bands were limited while the simulation is 
lossless. The transmittance of samples #42 and #43 shown in figure 7.7 have the same 
measured fundamental stopband depth of 40 dB, with sample #42 having a 
fundamental Bragg frequency of 0.64 GHz and bandwidth of 0.25 GHz. The higher 
order harmonic of the rugate filter sample #43 is heavily suppressed. Measurements at 
higher frequencies for this particular rugate filter and Bragg mirror were noisy so only 
frequencies up to 1.5 GHz have been shown. 
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Figure 7.7	 Reduction of higher orders for a rugate filter compared to a Bragg 
mirror. 
The optical response of a Bragg mirror and rugate filter with the same layer 
thicknesses and porosities was measured and the result shown in figure 7.8, where the 
Bragg mirror is shown on the left and the rugate filter is shown on the right. Note that 
both of these mirrors displayed stopbands at a frequency of 1.13 GHz with 
bandwidths around 100 MHz. The effective refractive index of layer A was n1~1.9 
and for layer B was n2~1.8 with N=20 pairs of layers. The high order optical modes 
for the Bragg mirror are located in this infrared region of the spectrum at 1.02 �m and 
1.22 �m. Using equation (3.19) and substituting the correct effective refractive index 
and thickness for each of the layers, these modes are found to be the M=7 and M=6 
modes respectively. The stronger peak seen is an odd mode and these mirrors had 
symmetry of 0.95; the even mode is not seen for the rugate filter. 
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Figure 7.8	 Optical response of a (left) Bragg mirror and (right) rugate filter in the 
infrared region of the spectrum. 
7.2.1	 Effect of Etch Breaks on Porous Silicon Rugate 
Filters 
The effect of the inclusion of etch breaks during the fabrication process of pSi rugate 
filters has been investigated in this section. Sample #26 was etched without the 
inclusion of etch breaks and sample #27 was etched with the inclusion of etch breaks. 
The acoustic response through both of these rugate filter samples is shown below in 
figure 7.9 where it can be seen that for the mirror etched without etch breaks, the 
fundamental stopband was located at a lower frequency than that of the other sample. 
This stopband shift towards a lower frequency is the consequence of chirp across the 
mirror. Without the inclusion of etch breaks the etch rate decreases due to the excess 
hydrogen bubbles in the porous layer. This leads to thinner layers with a chirp in 
porosity across the mirror. However, a chirped Bragg mirror that has thinner layers 
will have a fundamental stopband located at higher frequencies than that of an 
unchirped Bragg mirror with thicker layers. The shift in the stopband location towards 
lower frequencies for the chirped mirror is due to the increase in porosity of the layers 
which has a stronger influence on stopband location than layer chirp. The chirp on the 
porosity for sample #26 has a greater influence on stopband location than the chirp on 
the layer thickness. 
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Figure 7.9	 Rugate filter without (top left) and with etch breaks (top right) with 
simulated fit to experimental data and the direct comparison of the two 
data (below). 
Figure 7.9 has demonstrated the significant effect that inclusion of etch breaks during 
the fabrication of the samples has on the stopband properties of the resulting acoustic 
filter. 
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7.2.2	 Porous Silicon Acoustic Rugate Filter with a Single 
Stopband 
In order to fabricate an acoustic rugate filter that exhibits only the fundamental 
stopband, careful consideration has to be given to the symmetry of the mirror, the 
conditions under which it is fabricated, for example the inclusion of etch breaks, and 
to the acoustic impedance profile of the mirror. A pSi rugate filter has been fabricated 
using the etch cycle previously shown in figure 4.10 of chapter 4. The inclusion of 
etch breaks were important to avoid chirp on the mirror and the mirror symmetry was 
designed to have τ1/τ2=1 so that only odd order modes would be exhibited. Finally, 
the acoustic impedance profile of the mirror was important in the reduction of higher 
order modes. The acoustic response of this rugate filter designed to exhibit only the 
fundamental mode near 1 GHz is shown below in figure 7.10 and no higher order 
modes are observed. 
Figure 7.10 PSi acoustic rugate filter exhibiting only the fundamental stopband at 
0.95 GHz with bandwidth of 0.2 GHz and stopband depth of 40 dB. 
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7.3 Fabry­Perot Filters (Microcavities) 
Acoustic microcavities have been designed using the insertion of a defect layer 
sandwiched between two Bragg mirrors that gives rise to a transmission peak within 
the stopband. The microcavities were designed to have fundamental stopbands near 1 
GHz and the first acoustic microcavity measured for this investigation is shown in 
figure 7.11 where the transmission peak is observed in the stopband. The wide 
transmission peak for this sample gives the microcavity a Q­factor ~ 90. The Q­
factors were found using the ratio of the central stopband frequency to the 
transmission peak bandwidth i.e. fc/Δf at the FWHM of the transmission peak. 
Figure 7.11	 A pSi based acoustic microcavity exhibiting a stopband at 1.16 GHz 
with bandwidth 0.21 GHz, with a central transmission peak in the 
stopband for Q­factor ~ 90. 
The design of the pSi microcavity was changed to obtain a fundamental stopband 
located closer to 1 GHz. The defect layer thickness was found to affect the location of 
the transmission peak inside the stopband as expected. The acoustic microcavity 
samples shown in figure 7.12 below were etched using the same fabrication 
parameters but with the exception that the defect layer in sample #39 is 2.4 µm and 
for sample #41 the defect layer is 2.8 µm thick. It can be seen that the thickness of the 
defect layer affects the location of the transmission peak inside the stopband. 
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Figure 7.12 (Left) PSi based acoustic microcavity with the fundamental mode at 
0.93 GHz with 0.4 GHz bandwidth and 50dB rejection with the second 
order mode located at 1.8 GHz. (Right) PSi acoustic microcavity 
previously shown in figure 4.12, with a transmission peak located in 
the centre of the stopband at 0.97 GHz. 
The design of the acoustic pSi microcavities were improved to obtain a microcavity 
with a higher Q­factor. The Bragg mirrors either side of the defect layer were 
designed to have a symmetry of τ1/τ2=1 and included etch breaks to prevent chirp on 
the layers. This is more important for the acoustic microcavity samples because the 
mirror section is much thicker than that of the Bragg mirrors and rugate filters 
previously shown. The acoustic microcavities presented here typically have pSi mirror 
sections that are ~ 80 µm thick. The Bragg mirrors either side of the defect layer used 
in the microcavity structures had 15 pairs of layers, N=15. The porosity through the 
defect layer was kept constant and after consideration of these parameters in the 
design of the pSi microcavity, the Q­factor of the microcavity fabricated was found to 
be ~ 210 and is shown in figure 7.13 (right). 
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Figure 7.13	 (Left) PSi acoustic microcavity with the fundamental mode at 1.06 
GHz with 0.2 GHz bandwidth at 30 dB rejection. (Right) PSi acoustic 
microcavity with the fundamental mode at 1.23 GHz with a bandwidth 
of 0.4 GHz with 40 dB rejection and Q­factor ~ 210. 
The microcavity shown on the left of figure 7.13 was designed to have a more 
prominent transmission peak inside the stopband. The layer thickness and porosities 
chosen for the Bragg mirrors either side of the defect layer were chosen to give a 
lower rejection level of 30 dB rejection so that the transmission peak appears to 
become more prominent. 
7.4 Apodisation and Impedance­Matching 
The control over the stopband position and transmission strength has been discussed 
in chapter 3, where the layer thickness and impedance along with the number of layer 
repeats, control much of the transmission properties of the pSi mirrors. Due to 
impedance mismatching of the mirror with the surrounding media, sidelobes appear 
either side of the main stopband which can reduce the quality of the mirror response. 
However, there is also some degree of control over the modulation seen in the 
sidelobes either side of the stopband using apodisation and index­matching. 
Apodisation has the effect of reducing the sideband oscillations and higher harmonics 
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whilst index­matching layers further suppress sidelobes near the peak. A number of 
apodisation functions including linear, Gaussian and quintic (fifth order polynomial) 
functions can be used to suppress the sidelobes and are applied across the entire 
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impedance profile of the mirror. However, these functions give suppression of the 
sidelobes with a decrease in the reflectance of the mirrors so an apodisation function, 
such as a partial Gaussian, can be employed to adequately reduce sidelobes whilst 
maintaining a high reflectance in the stopband. Index­matching layers used in 
combination with an apodisation function give the best stopband shape and 
reflectance with minimal sideband modulations. Figure 7.14 shows an example of an 
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optical rugate filter with and without apodisation and index­matching layers. The 
apodisation function is applied to the effective refractive index modulation of the pSi 
rugate filter and index­matching layers are added either side of the mirror. 
Figure 7.14	 PSi rugate filter without (left) and with (right) an apodisation function 
of sin(x) from 0 to π including index­matching layers giving clear 
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sidelobe suppression.
Apodisation and index­matching layers can be added to the Bragg mirrors and rugate 
filters designed for acoustic applications that have been described in this thesis. The 
apodisation of these pSi samples is reasonably straight forward and has been done, 
however, the addition of index­matching layers for the pSi samples has not been done 
because it is unclear what acoustic impedance value was needed for index­matching. 
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The transducers used to measure the samples have ARCs and Ga­In eutectic is used as 
the coupling liquid in the experimental set­up. 
A sine apodisation was applied to samples #83 and #81 without index­matching 
layers. Sample #83 was fabricated with the same etch parameters as sample #72 
shown in figure 7.13 but with a full sine apodisation applied across the impedance 
profile of the microcavity. The acoustic response of the sine apodised samples are 
shown in figure 7.15 below. The effect on the acoustic response of the microcavity 
sample #83 is a wider transmission peak inside the stopband which has well defined 
vertical sides. The microcavity has the fundamental stopband at 1.19 GHz with a 
bandwidth of 0.33 GHz and 40 dB rejection. 
Figure 7.15	 (Left) Sine apodised pSi acoustic microcavity and (Right) sine 
apodised pSi Bragg mirror. 
The sine apodised pSi Bragg mirror does not show a well defined stopband. Sample 
#81 was etched with the same parameters as sample #45 previously shown in figure 
7.2 but with a sine apodisation applied across the pSi Bragg mirror. The porosity 
contrast between layers in the Bragg mirror has been reduced by apodisation and the 
magnitude of reflection from the mirror has been reduced. Figure 7.16 below 
highlights the control over the porosity profile of the pSi multilayers where an optical 
rugate filter with a double band has been fabricated. The superposition of two 
refractive index profiles has enabled two filters to be superimposed. In future work, 
two or more acoustic impedance profiles could be superimposed to produce a 
superposition of acoustic filters. 
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Figure 7.16 Double­band optical rugate filter with two periods and the dependence 
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of the electric field measured in different crystallographic directions.
7.5	 Collaborative  Work with the University of 
Nottingham 
Since BAW devices in use today can operate at ~ 7 GHz frequencies it is useful to 
study the suitability of pSi multilayers at frequencies above 1 GHz. As previously 
discussed in chapter 3 the higher the target operating frequency of the multilayer, the 
thinner the layers need to be. This section discusses the preliminary investigation of 
pSi Bragg mirrors designed for use around 20 GHz and the results presented here are 
from a collaborative effort with members of the physics department at the University 
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of Nottingham . Samples designed for higher frequencies at ~ 20 GHz are roughly 
an order of magnitude thinner than the thickness of the multilayers designed for < 1 
GHz because the frequency scales linearly with layer thickness. For these thinner 
samples the variation in layer thickness at different points along the sample will be 
more prominent because interface (and surface) roughness effects become more 
noticeable. Samples designed for use at higher frequencies are more difficult to 
fabricate due to the smaller scale of the features determining the response of the 
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overall structures. More care must be taken to ensure high quality interfaces, for 
example this can be done for pSi by etching at lower temperatures. 
7.5.1	 Fabrication and Characterisation of Porous Silicon 
Multilayers for 20 GHz Applications 
In the interest of gauging the potential use of the pSi material for ~20 GHz frequency 
range, five pSi multilayered samples were designed to have fundamental modes at 
frequencies up to ~ 20 GHz. Note that the samples described in this section 7.9 are 
different to samples appearing with the same number elsewhere in the text and whose 
parameters are given in the appendix. The parameters used during the fabrication of 
the samples are shown in table 7.1 where the doping level of the Si wafer used for 
samples 1 ­ 4 was 1 – 5 mΩ cm (SSP) and for sample 5 was 1 – 10 mΩ cm (DSP). 
The thickness of the Si wafers prior to etching for samples 1 ­ 3 was 525 µm, sample 
4 was mechanical polished with an optical finish to ~ 80 µm and the sample 5 wafer 
was 320 µm. 
Sample # I1 (mA) I2 (mA) t1 (s) t2 (s) N p1 p2 d1+d2 (nm) 
1 484 667 1.09 0.89 15 0.68 0.71 192 
2 500 600 0.70 0.64 25 0.71 0.75 139 
3 500 600 0.52 0.48 25 0.71 0.75 109 
4 484 667 1.09 0.89 15 0.70 0.74 255 
5 484 667 1.09 0.89 15 0.62 0.66 263 
Table 7.1 Etch parameters used for the fabrication of these samples. 
All samples were characterised using SEM imaging of the pSi multilayers and the 
contrast of the image was used to extract a contrast profile across the sample which is 
analogous to the porosity profile of the pSi section due to the electron densities in the 
regions of Si material. The SEM images shown in figure 7.17 represent sample 4 
where the pSi multilayer on the cSi substrate is shown with detail of the pSi 
multilayered structure with layers of high and low porosity shown. The overall 
thickness of the porous mirror region is ~3.8 µm and the cross­section analysis of the 
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porosity profile gave the thicknesses of the layers. The areas with higher electron 
densities are seen as lighter areas whereas regions void of material are seen as black. 
Figure 7.17 SEM image of sample 4 where the pSi Bragg mirror is seen on the 
substrate with the pSi multilayer shown with dark areas indicating high 
porosity and light areas low porosity. 
The layers were seen on the contrast profile with the porosity change associated with 
the layer interfaces so the thickness of one pair of layers (d1+d2) was deduced and a 
mean value taken for all of the layers. For sample 4 the thickness of one pair was 255 
nm. Using the layer thickness measurements, the porosities of the layers were 
determined. Fitting the measured optical response using the experimental set­up 
previously described by figure 5.1 using the thickness parameters found from the 
SEM images, the porosities can be determined. An example of the optical spectra 
obtained from sample 4 is given below in figure 7.18 where it can be seen that the 
first order stopband is located in the visible region at 780 nm due to the individual 
layers being hundreds of nanometers thick for application at frequencies of ~ 20 GHz. 
The interference fringes of the simulated data were fitted to the measured spectra to 
obtain the layer porosities. The slowly varying reflectance modulation at shorter 
wavelengths seen superimposed on the measured stopband could be as a result of the 
mechanical polishing of the wafer before the pSi sample was etched. This caused the 
slight mismatch of spectra between the measured and simulated data, however this is 
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unimportant because only the interference fringes from the multilayer itself are 
needed to deduce the porosities using the fringe spacing either side of the stopband. 
Figure 7.18 Optical response of sample 4 showing the measured and fitted data. 
Using the parameters for layer thickness and porosity found for the multilayers by 
characterisation techniques, the location of the band­gaps can be predicted as shown 
in figure 7.19. 
Figure 7.19 Predicted locations of the band­gaps based on the measured layer 
thicknesses and porosities deduced from optical response data for 
sample 3. 
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7.5.2 Pump­Probe Experiment on Porous Silicon 
Multilayers for 20 GHz Applications 
Once the pSi multilayers had been characterised the acoustic response of the pSi 
layers was measured by the University of Nottingham using a pump­probe 
experiment. Pump light pulses incident on the surface generate bulk acoustic waves 
that propagate though the layers and the echo is studied using a probe pulse where the 
multiple reflections due to impedance mismatching from the multilayer structure are 
seen in the reflected signal measured using a photo­detector (figure 7.20). This is a 
non­destructive technique. A laser with low 5 kHz repetition rate and short pulse 
duration <100 fs gave a high power pulse incident on the surface of the pSi 
multilayer. The femtosecond laser had a pump wavelength of 800 nm that was 
focussed and incident on a thin Al layer on the surface of the pSi multilayer. The 
photons are absorbed in a thin layer of the Al film surface and the absorption of 
energy at the surface generated a strain pulse due to the expansion of material from 
the temperature change. Pressure waves were generated that propagated into the pSi 
layers and the change in pressure of the material gives rise to a change in the local 
refractive index due to the stress­optic effect. The propagating waves are reflected and 
transmitted at boundaries with an impedance mismatch, such as at the boundaries 
between individual layers, so that when the echo returns the pressure waves create a 
change in the reflectance at the pSi surface. This reflectance change due to the 
changing refractive index is detected by the probe wavelength. A delay introduced 
between the pump and probe wavelength using a partially reflective mirror and 
translation stage gave a time delay in the arrival of the reflected propagating waves 
resolved by the photo­detector. The time­resolved measurement does not detect 
changes in vibration at the film surface, it detects changes in the local refractive index 
due to stress pulses in the material. 
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Figure 7.20	 Pump­probe experimental set­up to measure the response of the pSi 
multilayers. 
The detected light pulses as a function of time are shown in the insets of figure 7.21 
where the initial change in reflectivity is due to the arrival of the pulse at the surface 
of the pSi. The oscillations in reflectance can be seen over time; in order to study the 
acoustic waves due to stress­optic effects the background reflectance changes are 
subtracted. The reflectance changes are recorded scanning the delay time from zero to 
500 ps. It is assumed that the focussed spot size (order of microns) is large compared 
to the wavelength of the propagating waves meaning that plane waves propagate 
through the material. Measurement of the period of the strain oscillation gives 
oscillations corresponding to phonons of a certain frequency. This data set is Fourier 
transformed to image reflectance peaks at each corresponding frequency which 
represent coherent elastic vibrations in the pSi nano­structure. The time window 
chosen to perform the Fourier transform determines the resolution of the peaks in the 
frequency domain where a shorter time window leads to a lower resolution in 
frequency. The spectra measured for samples 2 and 4 are shown in figure 7.21 where 
coherent elastic oscillations with a frequency of 40 GHz are predominantly seen for 
sample 4. It is unclear whether the reflectance peaks seen using this pump­probe 
experimental approach are identical to the stopband locations observed using acoustic 
transmission measurement technique. The dispersive properties of the pSi material are 
unknown so dispersion effects depending on frequency are unknown. The quality of 
samples designed for higher frequencies of 20 GHz is likely to be lower than those 
designed for lower frequencies at 1 GHz due to the thinner layer thicknesses chosen. 
The echo shape can indicate the roughness of a boundary or surface since the pulse 
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broadens on reflection. The effects of heating due to the femtosecond laser is 
unknown, however it is reasonable to assume that some effects due to oxidation 
within the pSi layers will exist in the 20 �m spot size of the incident laser. This will 
cause the frequency of the coherent oscillations to shift. 
Figure 7.21 The pump­probe spectra measured for samples 2 (left) and 4 (right). 
The coherent oscillations measured on sample 3 is given in figure 7.22 for the 
different areas measured for sample 3. Five points on the surface of the sample were 
chosen (1­5) and measured twice (a or b). For detection points 1a, 5a and 5b the first 
coherent peak is around 20 GHz and oscillations are seen at later times, possibly 
corresponding to higher order modes where the second echoes return. The spectrum 
gathered at detection point 4a shows a variation compared to the other detection 
points. This could be due to sample quality, heating effects or dispersive effects. 
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Figure 7.22 The pump­probe spectra measured for sample 3 for different areas on 
the surface of the pSi multilayer for (left) 2 GHz and (right) 5 GHz 
resolutions. 
PSi multilayered mirrors for acoustic applications have been shown in this chapter. 
PSi based Bragg mirrors have been designed to possess certain layer thicknesses and 
porosities for desired acoustic responses of the mirrors. Bragg mirrors with the 
fundamental stopband near 1 GHz have been designed and fabricated and acoustic 
transmission measurements through the mirrors have shown the existence of 
stopbands. Deeper stopbands have been observed in the pSi Bragg mirrors when the 
numbers of bilayers in the mirrors were increased. A study on the effect of Bragg 
mirror symmetry on the stopbands observed in the transmission spectra of the mirrors 
showed that balanced Bragg mirrors only exhibited odd order modes, and unbalanced 
mirrors exhibited both odd and even order modes. The effect of including etch breaks 
during the fabrication of the pSi multilayers has been investigated and it was found 
that the positioning of the etch breaks during the fabrication process is important if a 
balanced mirror is needed. PSi based acoustic rugate filters with the fundamental 
mode near 1 GHz have been fabricated using a sinusoidal variation in the acoustic 
impedance profile of the multilayer stack. An acoustic rugate filter was fabricated 
where no higher order modes were observed due to the symmetry of the mirror 
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chosen. The pSi rugate filters showed suppressed higher order modes in comparison 
to the pSi Bragg mirrors as expected. The importance of the inclusion of etch breaks 
during the fabrication process was highlighted comparing the acoustic transmission 
through a rugate filter made with and without the inclusion of etch breaks during 
fabrication. The rugate filter without etch breaks during fabrication showed a 
stopband shifted towards lower frequencies as would be expected for a chirped mirror 
with higher porosity layers. The acoustic response of pSi Fabry­Perot filters showed 
transmission peaks in the stopbands. These microcavity filters were found to have Q­
factors around 165. These pSi Fabry­Perot filters can be optimised in future studies to 
obtain Q­factors closer to those currently used in industry. Using pSi material gives 
control over the porosity, and hence acoustic impedance variation, throughout the 
multilayer. PSi Bragg mirrors with apodisation applied to the impedance profile were 
briefly investigated and the effect of apodisation observed in the acoustic 
transmission measurements. PSi based Bragg mirrors for acoustic frequencies near 
20 GHz were fabricated for collaborative research and preliminary results showed 
the existence of stopbands at these higher frequencies. At higher frequencies the 
acoustic loss in pSi becomes more apparent due to dispersion effects and loss due to 
scattering at interfaces within the mirrors. The next chapter discusses the acoustic 
loss measured for a small set of pSi samples and the elastic properties of pSi are also 
discussed. 
145 
8 Loss and Elastic Properties of Porous 
Silicon 
In chapter 2, the constants describing the elastic properties of a cubic material were 
discussed and understanding the elastic properties of a material enables the prediction 
of how the material may behave under different conditions. The behaviour of Si in its 
porous form can be modelled using a selection of theoretical predictions, each of 
which has been developed for a different set of assumptions. The many morphologies 
of pSi make it difficult to accurately model because the pore size and morphology 
changes depending on doping level and fabrication conditions. The filling of the pores 
also influences the elastic behaviour of the material. For example, the porous nature of 
some rocks, such as sandstone, will reflect acoustic waves differently under separate 
conditions such as for dry and saturated (below water table) circumstances. The 
porous rock can be modelled as a porous medium with pores that are air­filled or 
completely filled with liquid. Ultrasonic properties of bone, also a porous material, 
have been studied to understand multiple reflections for medical diagnosis. Some 
materials are deliberately made to include pores in order to form an acoustic absorber 
such as acoustic insulation for buildings to keep out the noise of traffic. Much of the 
naturally occurring porous materials are randomly ordered and anisotropic. Porous Si­
based films have a degree of periodicity in one or more crystallographic directions 
and are anisotropic in nature. PSi can be described as a cellular solid with an open 
pore structure. The pores are open at one end and inter­connected by nano­cSi 
bridges, the pores are closed at the substrate end. Cellular solids have a regular 
structure and the cell structure determines the modified mechanical properties of the 
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parent material. Given the various forms of porous media and the enormous 
differences in morphology at the microscopic level, a unified theory of the elastic 
properties of porous media is not available. PSi itself has a large range of pore 
morphologies controlled by wafer doping so it is difficult to develop an elastic 
property theory for Si in its porous form independent of pore size and morphology. 
However, it is possible to exploit similarities between porous media theories to apply 
a suitable model to the mesoporous Si used in this investigation. An attempt to predict 
some of the elastic properties of pSi has been made and is discussed in this chapter. In 
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addition to discussing elastic properties of pSi, the attenuation of acoustic waves 
through pSi is also discussed. It is important to investigate loss in this pSi material for 
acoustic applications because when using pSi material as a multilayer, the bandgaps 
seen in multilayered systems are smaller when the attenuation of the acoustic wave 
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through the material is taken into consideration.
8.1 Loss Mechanisms 
Energy losses in a material arise from different mechanisms. A perfect material will 
have no loss since there will be no attenuation loss factor and no scattering due to 
imperfections or material inclusions. However, since perfect materials do not exist 
there will be attenuation of the elastic deformations as the waves propagate through 
materials, resulting in a decrease in amplitude as the waves progress. There will be 
specular reflection (and refraction) due to impedance mismatching at boundaries and 
also diffuse reflection due to scattering from rough interfaces at the boundary. For 
wave transmission through multiple boundaries there are lower transmitted intensities 
due to scattering at each interface compared with the incident wave intensity. This is 
shown in figure 8.1 where an initial signal I0 passes through three boundaries, these 
are at the surface of the pSi, the pSi/cSi interface and the last boundary at the surface 
of the substrate. At each boundary a proportion of the initial signal is lost due to 
specular reflections R1,2,3 and diffuse reflections (or scattering) S1,2,3. As the signal 
propagates a distance d through the porous silicon region of the sample it undergoes 
an apparent attenuation β, and an apparent attenuation α through the cSi substrate of 
thickness D. I1
(0) 
= I2
(0) 
is the first transmitted signal through the pSi sample on the 
substrate. The subsequent signals relate to multiple reflections within each of the 
layers. Different levels of scattering within the material matrix will occur depending 
on the grain or inclusion size of the material. This attenuation may also be dependent 
on the orientation of the inclusions. For a probe wavelength of similar size to the 
inclusions or imperfections within the material, there will be greater levels of 
scattering at these ‘scatter centres’ than if the wavelength was much greater than the 
size of the imperfections. 
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Figure 8.1 Multiple Reflections within each of the sample layers. 
8.1.1 Attenuation 
The term ‘acoustic attenuation’ used here is also referred to as ‘acoustic absorption’ or 
‘acoustic loss’ and is the dissipation of acoustical energy in the transmitting medium 
(or at the boundaries of the medium) and its degradation into some form of heat 
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energy. The unit generally used to express acoustic energies and intensities is the 
decibel (dB) and acoustic attenuation loss is usually given as dB/m. 
The propagation of ultrasound through a material is due to the elastic deformations of 
individual particles and is accompanied by energy losses within the material that are 
converted to thermal energy. These losses can be attributed to the thermal 
conductivity αT of the material and due to internal friction which is usually referred to 
as viscous damping αV.
116 
The principal physical mechanisms contributing to this 
viscous damping are the thermo­elastic and Akhieser mechanisms. Thermo­elastic 
attenuation is due to irreversible heat conduction from compression regions to 
117 
rarefraction regions in a longitudinal wave. For Akheiser damping, in all materials 
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at a finite temperature there will be an equilibrium distribution of thermally excited 
acoustic waves known as phonons. As a coherently excited wave propagates through 
the material this phonon equilibrium is disturbed and the result is energy absorption 
(or damping) and this is known as Akhieser damping. Scattering at grain boundaries 
within the crystalline material can also occur although this is not always attributed to 
viscous damping because the attenuation due to this mechanism is not always 
proportional to the square of the frequency unlike Akheiser damping. 
Insulators generally have the lowest levels of acoustic attenuation with 
semiconductors being the next type of material for lossiness. For both insulators and 
semiconductors the loss mechanism can be mainly attributed to the Akhieser 
mechanism. For metals the predominant damping mechanism depends upon the type 
of wave propagating through the material. This is because thermoelastic loss only 
occurs in longitudinal waves since shear wave propagation does not produce any 
change in the size of the volume elements. Thermoelastic effects therefore contribute 
to around a half of the longitudinal wave attenuation in metals with the rest being due 
to Akhieser effects. For shear waves the damping mechanism is mainly believed to be 
117 
due to Akhieser damping.
For example, the lowest attenuation factor measured at 1GHz has been for the 
insulator Yttrium aluminium garnet for the propagation of longitudinal waves along a 
cube­edge. This material has an attenuation factor of α=20­32dB/m.117 For 
longitudinal waves propagating along a cube edge in the semiconductor pure silicon 
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the attenuation factor is 1000dB/m. Attenuation measurements taken by Kor, 
Mishra and Tripathi in 1973 for pure silicon in the [100] direction (cube edge) at 
T=298°K found the attenuation value to be 857dB/m. Attenuation values for 
longitudinal waves along a cube edge for metals such as copper are 27,000dB/m, and 
along a face­diagonal for gold α=20,000dB/m. 
For ultrasonic wave propagation through the semiconducting cSi used in the 
following attenuation measurements, the main damping mechanism is most likely due 
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to Akhieser damping. A much smaller proportion of the attenuation could be 
attributed to thermoelastic losses within the longitudinal wave propagation through 
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the material matrix. The proportion of attenuation due to each mechanism seen in 
crystalline silicon will differ to that seen for pSi. PSi should have higher overall 
attenuation levels than crystalline silicon due to the large number of pores acting as 
scattering centres. PSi has a much larger surface to volume ratio than cSi and the 
increase in surface area will lead to more interfaces and boundaries which the 
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propagating ultrasonic waves will encounter. Following the text of Auld , a 
description of loss is given below to aid the understanding of loss mechanisms in the 
pSi and cSi layers. 
First, consider a lossless medium. Hooke’s law in an ideal lossless medium for a 
spring is F=kx where F is the applied force, k is the spring constant and x is the spring 
displacement. Following this analogy, for an elastic wave propagating through an 
ideal material with strain εij and stress σij it was shown in section 4 that Hooke’s law is 
given by σ i = cij ε j . Now considering loss in a system, the response of the spring in a 
damped system is represented with an additional damping term shown in the 
following differential equation (8.1). 
∂x 
F = kx + k ' (8.1) 
∂t 
Similarly, an elastic wave propagating through a lossy medium is given by equation 
(8.2) where ηij is the viscosity term; for a cubic system this is analogous to the elastic 
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stiffness tensor. The viscosity is the degree of resistance to deformation due to the 
applied stress and strain. 
∂ε 
σ = c ε +η j (8.2) i ij j ij ∂t 
Consider an x­propagating longitudinal wave in the [100] cubic direction. For lossless 
wave propagation the particle displacement u wave function is given by equation (8.3) 
and for a wave propagating in a lossy medium by equation (8.4). 
u = xei(ωt −kx) (8.3) 
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u = xe −αxei(ωt −kx) (8.4) 
The corresponding strain field is given by 
∂u xε x = = (−ik −α )u (8.5) ∂x 
and substitution into equation (8.2) for a material with cubic symmetry with wave 
propagation in the x­direction gives equation (8.6). 
σ x = c11ε x +η11iωε x = −i(k − iα )(c11 + iωη11 )e
iωt e −i(k −iα ) x (8.6) 
For the varying x­field for the wave propagating along the [100] direction the 
equation (8.7) of motion is 
∂σ ∂ 2 u x x= ρ (8.7) 
∂x ∂t 2 
giving 
− i(k − iα )σ x = −ρω 
2 ux (8.8) 
Then substituting for ux and σx gives 
(k 2 −α 2 − 2iαk)(c11 + iωη11 ) = ρω 
2 (8.9) 
and separation of this into the real and imaginary parts leads to equations (8.10) and 
(8.11). 
c11 (k 
2 −α 2 ) + 2αkωη11 = ρω 
2 (8.10) 
i[(k 2 −α 2 )ωη11 − 2αkc11 ] = 0 (8.11) 
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Simultaneously solving equations (8.10) and (8.11) by subtracting one from the other 
for (k
2
­α2) and 2αk gives 
ρ ω 2 
k 2 −α 2 = (8.12) 
c ⎛ 2 ⎞11 ⎜ ⎡ωη11 ⎤ ⎟ 
⎜
1+ ⎢ 
c 
⎥ ⎟
⎝ ⎣ 11 ⎦ ⎠ 
And 
ρ ω 3η11 / c112αk = (8.13) 
c11 ⎛ ⎡ωη ⎤
2 ⎞
⎜ 11 ⎟ 
⎜
1+ 
⎣
⎢ 
11 ⎦
⎥ ⎟
⎝ c ⎠ 
Eliminating k from these two relations above leads to the following equation (8.14). 
⎛	 ⎞
⎜	 ⎟ 
⎜	 ⎟ 
α 2 = 
ρω 2 
⎜
⎜ 1 
1/ 2 
− 
1
2 ⎟
⎟ 
(8.14) 
22c11 ⎜ ⎛⎜ ⎡ωη11 ⎤ 
⎞
⎟ ⎜
⎛ 
1+ 
⎡ωη11 ⎤ ⎟
⎞
⎟ 
⎜ ⎜
1+ ⎢ ⎥ ⎟ ⎜ ⎢ c ⎥ ⎟ ⎟⎜ ⎣ c11 ⎦ ⎣ 11 ⎦ ⎟⎝ ⎝ ⎠ ⎝ ⎠ ⎠ 
2
⎛ωη ⎞ 
For most solids the viscosity coefficient is sufficiently small that	 ⎜⎜
11 ⎟⎟ << 1 even 
⎝ c11 ⎠ 
for frequencies as high as 1 GHz so the expression in equation (8.14) reduces to the 
following much simpler equation before giving equation (8.16). 
2 
α 2 =
ω 4 ρ ⎛
⎜⎜
η11 ⎞
⎟⎟ (8.15) 4 c11 ⎝ c11 ⎠ 
Giving 
ω 2 ⎛ ρ ⎞
1/ 2 
⎛η ⎞
α = ⎜⎜ ⎟⎟ ⎜⎜ 
11 
⎟⎟ (8.16) 2 ⎝ c11 ⎠ ⎝ c11 ⎠ 
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Therefore, the attenuation factor is proportional to the square of the frequency. For 
pSi, the attenuation is unknown, however it is reasonable to assume that there will be 
a dependence of the attenuation on morphology because the velocity has been found 
to have a strong dependence on pore morphology. Figure 5.13 shown earlier in 
chapter 5 shows a reduction in the power of the transmitted signal towards higher 
frequencies. The transmitted signal was normalised to the response of the transducers 
shown in figure 5.12. At a frequency of 1 GHz the difference between the transmitted 
power with and without the sample in place between the transducers is 13dB, at 2 
GHz the difference in power is 21dB and at 2.7 GHz is 25dB. This loss in transmitted 
power through the sample is not proportional to the square of the frequency; this 
reduction in power could be due to coupling losses or scattering at interfaces. 
8.1.2 Scattering at Boundaries 
The temperature at which the porous silicon layers are etched in HF will influence the 
roughness of each interface within the layers.
120, 121 
Scattering of the acoustic waves at 
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each boundary will cause acoustic losses due to diffuse reflections. The incident 
wavelength upon the boundary is important with respect to the interface roughness as 
it can strongly influence the amount of scattering observed. For example, an incident 
wave of similar wavelength to material features such as pore size or other scattering 
feature will cause more scattering than a large wavelength incident upon a much 
smaller feature which will hardly scatter at all. Ultrasonic techniques are therefore 
very useful in determining the quality of thin films and layers as the use of high levels 
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of frequency enable small features on the micro­scale to be studied.
The current density and etch time influences the porosity and thickness of the porous 
silicon layers fabricated. It has previously been shown that the thicknesses of single 
porous silicon layers are directly related to the interface roughness at the porous 
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silicon and crystalline silicon boundary. Generally, the greater the thickness of the 
etched layer then the greater the interface roughness of the layer. The interface 
roughness between layers can be measured by profilometry, AFM or studying Fresnel 
coefficients using optical reflection measurements.
124, 125 
The method of choice used 
153 
for measuring the interface roughness of single layered samples fabricated with layers 
of varying thickness presented here is by AFM. This is one of the easiest ways to 
obtain the surface morphology using real space imaging. It is important to know the 
interface roughness and scattering effects when it comes to multilayered structures 
such as distributed Bragg Reflectors. During the fabrication of these multilayers there 
is a periodic alternation between two current densities and the interfaces possess 
different roughnesses at each current change. If the interface roughness is some 
function of the layer thickness then there will be a limit to how thick these multilayers 
can be fabricated before scattering effects influence the quality and performance of 
such devices. It has been shown that device fabrication using lower current densities 
produces layers with rougher interfaces than those etched with higher current 
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densities. As discussed in chapter 5, the roughness of the backside of the Si wafer 
was found to be 713nm which is close to the wavelengths of acoustic waves at 1GHz 
propagating through the cSi substrate region. The backside of the Si wafer will 
therefore give the largest contribution to scattering at the boundary due to scattering 
126 
theory.
8.1.3 Measured Loss in Single­Layered Porous Silicon 
Attenuation measurements on p­type Si with respect to doping level has previously 
been investigated by other groups
127, 128 
but no attenuation measurements for p++ pSi 
has been found in the literature. The acoustic loss in p++ pSi samples has been 
measured along the [100] direction for samples of varying porosities using acoustic 
transmission measurements with the experimental set­up that was described in figure 
5.6. Some of the samples used for the loss measurements presented in this section are 
the same as the samples introduced in table 5.1 which include B1, B2, B3, B8, B6 and 
B4, in addition to the samples shown in table 8.1. 
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Sample Porosity d of pSi layer (µm) 
B3b 0.65 76 
B9 0.54 78 
Table 8.1 Additional samples used for the loss measurements. 
Ultrasonic measurements at 1 GHz were used to study the round trip reflections 
within the pSi layer, attached to the Si wafer, using a Fourier transform of reflected 
peaks within the sample. The amplitude reduction seen in the initial peak (from one 
round trip  reflection) from the porous layer compared to subsequent peaks (for an 
increasing number of round trips in the porous layer), has been used to obtain an 
acoustic loss value as follows. 
The Fourier transform of the frequency data set measured for each pSi sample (see 
chapter 5) was used to find the attenuation through the pSi layer, where a series of 
peaks were seen. The thickness of each pSi layer is known from SEM measurements. 
In order to find the attenuation of acoustic longitudinal waves through the pSi layer 
and cSi substrate regions, it was necessary to determine the origin and amplitude of 
transmitted peaks through the samples. Each of the peaks seen on the Fourier 
transform correspond to reflections in each region of the samples. An example of the 
Fourier transform of the transmitted signal through a single pSi layer was shown 
previously in figure 5.9 of chapter 5. The first peak of the spectrum corresponds to the 
first arrival of the transmitted acoustic wave through the entire sample. The second 
peak usually corresponds to one reflection in the pSi layer followed by subsequent 
peaks from increasing number of reflections within the pSi layer. The peak 
corresponding to one round trip reflection in the cSi substrate layer is at later times in 
the spectrum compared to the pSi reflections due to the cSi substrate region being 
much thicker than that of the pSi layer. Round trip  reflections from the pillar 
transducers can also be seen in the spectrum. Figure 8.2 below shows the round trip 
reflections from one of the pSi samples with porosity of 0.49 and thickness of 72µm, 
shown on a logarithmic scale. The magnitude of the peaks have been normalised with 
the first peak arrival seen at 200 ns being normalised to 10. 
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Figure 8.2	 Fourier transform peak amplitudes from a single­layered pSi sample 
with peaks corresponding to sets of reflections within the pSi layer and 
cSi substrate region. 
The loss in the amplitude of the signal due to multiple reflections within the sample is 
due to loss at each boundary which is due to an impedance mismatch given by 
equations (3.17) and (3.18). A proportion of the reflected signal at each interface will 
be specular and a proportion will be diffuse. The diffuse reflections are ‘lost’ from the 
transmitted signal due to scattering, however, the specular reflections within the layers 
will contribute towards the amplitude of the transmitted signal. The values of acoustic 
loss found using consecutive peaks includes all origins of loss i.e. an attempt to 
separate the scattering loss due to impedance mismatching from the attenuation loss 
through the porous region has not been done. 
The ratio of the amplitude of a wave propagating along the [100] direction in a lossy 
medium is the attenuation from x1 to x2 (where x2 > x1). The attenuation coefficient βdB 
has the units of decibels per unit distance (dB/µm) and can be found using either 
intensities or amplitudes of the peaks, as shown in equation (8.17) and (8.18) 
respectively, where x is the attenuation distance between consecutive peaks. 
⎛ I ⎞
β dB x = 4.343ln	⎜⎜ 
1 
⎟⎟ (8.17) 
⎝ I 2 ⎠ 
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which is equivalent to 
⎛ A ⎞
β dB x = 8.686ln	⎜⎜ 
1 
⎟⎟ (8.18) 
⎝ A2 ⎠ 
For each of the porous samples measured, the attenuation coefficient βdB was found 
looking at the intensity reduction between consecutive peaks using equation (8.17). 
An average was taken for the attenuation found between peaks 1 to 2, and for peaks 2 
to 3. The results have been plotted as a function of sample porosity shown below in 
figure 8.3. There is no clear dependence of the attenuation coefficient on porosity. 
This could be due to the fact that reflection losses at the boundaries have not been 
considered in the calculation of the attenuation coefficient. 
Figure 8.3	 Attenuation as a function of porosity for p++ pSi for measurements in 
the [100] crystallographic direction at a frequency of 1GHz. 
In addition to the porous samples measured, two Si wafers >300 µm thick that were 
SSP were also measured and the peak reflections studied to obtain an attenuation 
value of 0.02 dB/µm for each wafer. Note that these attenuation measurement are for 
p++ Si for longitudinal waves propagating in the [100] direction along a cube edge. 
The measured attenuations for these p++ Si wafers are higher than the attenuation 
measurement taken by Kor, Mishra and Tripathi (1973) for longitudinal waves 
propagating in the [100] direction for pure Si which was 0.000857 dB/µm. This 
157 
suggests that the doping level of the Si affects the attenuation of longitudinal waves in 
this crystallographic direction. In general, the losses found in the porous layers were 
higher than the losses found for the Si wafers. 
Since there was no dependence of attenuation coefficient on porosity, a ‘series 
method’ to separate the loss due to reflection and the loss due to attenuation has been 
considered and is described as follows. The losses in the porous layer of each sample 
used in this investigation have been found using a ‘series method’ approach which is 
described as follows. This approach has been used to attempt to separate loss due to 
reflections at boundaries from the attenuation through a region of material. This is 
because the reflectance at each boundary will depend on sample porosity and could 
skew the attenuation measurement found through the porous region. 
If the loss due to multiple reflections within the porous layer is considered, there will 
be a contribution to the reduction in amplitude between consecutive peaks due to an 
attenuation term and an impedance mismatch term. For an initial signal of I0 such as 
for the peak shown in figure 8.2 at 200 ns, the loss will be as shown in equation (8.19) 
where β is the actual attenuation loss through the pSi layer (with units per µm) and α 
is the loss in the cSi layer. The loss due to one round trip reflection within the porous 
layer is shown in equation (8.20) and for two round tip reflections by equation (8.21). 
Note that the symbols used for labelling follows that used in figure 8.1. 
I1
(0) = I 0e 
−2βd e −2αd (8.19) 
I1
(1) = I1
(0) R1 R2 e 
−4βd (8.20) 
I1
(2) = I1
(0) R1
2 R2
2 e −8βd (8.21) 
Considering this series of loss, the nth term for the nth round trip  reflection in the 
porous layer will be given by, 
I1
(n) = I1
(1)n 
(0)[n−1] (8.22) I1 
which is equivalent to, 
I1
(n) = I1
(0) [e −4βd R1 R2 ]
n (8.23) 
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By similar analogy, the loss in the cSi substrate layer for the nth round trip reflection 
is found to be, 
I 2
(n) = I 2
(0) [e −4αDR2 R3 ]
n	 (8.23) 
If the reflection peaks in the porous layer are plotted on a logarithmic scale of 
intensity against the number of round trips, ln(I) against n, as shown in figure 8.4, 
­4βd
then the gradient m is ln[e R1R2] as shown in the following equation (8.24). 
m = ln(R1 R2 ) − 4βd	 (8.24) 
Figure 8.4	 Reflection peaks in the porous layer on a logarithmic intensity scale 
against round trips. 
This gradient m can be related to a reflection loss term ln(R1R2) and also an 
attenuation term 4βd. For each sample this method has been used to find the fraction 
of the signal transmitted through each sample by looking at the magnitude (or 
intensity) of the consecutive reflection peaks. Note that for two of the samples which 
were around 20 µm thick it was difficult to distinguish between separate peaks in the 
Fourier transform so that the fraction of acoustic waves transmitted could not be 
obtained. 
The reduction in transmitted signal due to the reflections at the boundaries was taken 
into account simply by rearranging equation (8.24) to give equation (8.25). The values 
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of reflections at the R1 and R2 interfaces were found based on the known sample 
porosity using equation (3.17) discussed earlier in chapter 3 combined with equation 
(3.27). Substituting the R1 and R2 reflectance values with the gradient m found as 
shown in figure 8.4, the attenuation coefficient β through one micron of porous 
material has been found for each of the samples. The sample thicknesses were 
measured using the SEM and the results are plotted against sample porosity shown in 
figure 8.5. 
β = 
ln(R1 R2 ) − m (8.25) 
4d 
Figure 8.5 Attenuation coefficient for longitudinal acoustic waves through one 
micron of porous material as a function of porosity, for p++ pSi with 
measurements in the [100] crystallographic direction. 
There is a weak relationship between attenuation coefficient and sample porosity. The 
samples with lowest porosity have the smallest attenuation coefficients. Given the 
small size of the data set, more measurements would need to be taken to establish a 
definite relationship between the attenuation coefficient and sample porosity. These 
attenuation values are given after the reflection losses have been taken into account. 
The weak dependence on porosity after considering the reflection losses suggests that 
the reflection losses are larger than the attenuation loss in the porous layer. 
160 
These attenuation measurements for p++ porous layers are lower than those given in 
one recent study of the attenuation loss in nano­crystalline Si using picosecond 
−1 129 
ultrasonics, the loss was found to be (2600 ± 660 cm ). This may simply be 
because for the porous layer measurements shown in figure 8.5, the reflection losses 
have been considered. 
The attenuation coefficient βdB for the porous material was seen to generally be higher 
than that for the cSi wafers. However, no strong trend of the attenuation on sample 
porosity was observed which led to consideration of the reflection losses within the 
sample. For the attenuation β found, there was a slight increase in apparent 
attenuation with porosity. This could be due to the larger surface to volume ratio of 
the pSi due to the presence of the pores give the propagating ultrasonic waves more 
scattering centres to encounter. However, measurements on a larger data set would 
give a much clearer relationship of the attenuation dependence on porosity. 
8.2 Elastic Properties of Porous Silicon

Ultrasonic measurements performed in the [100] crystallographic direction of boron 
doped p++ pSi found the relationship between longitudinal velocity VL and porosity p 
to be empirically described by equation (8.26). For the mesoporous Si samples used in 
this investigation, the value of the exponent k = 0.6, the value of which depends on 
morphology due to doping level of the Si wafer used. For comparison, ultrasonic 
measurements performed by other groups for pSi with a slightly lower doping level 
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(p+) than those used in this investigation found that k = 1.095. 
VL = V0 (1− p)
k 
(8.26) 
The relationship between the longitudinal wave velocity in the [100] crystallographic 
direction and the elastic stiffness constant c11 is given for bulk cSi by equation (8.27) 
for a material with density ρ. 
c11V = L ρ 
(8.27) 
By substitution and rearrangement of the terms, the porosity dependence of the elastic 
constant c11 for the p++ samples can be found based upon longitudinal velocity 
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measurements through the different pSi samples with varying porosities and is shown 
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by equation (8.29). The value for the elastic constant c11 for pure cSi is 166 GPa.
c11 
pSi = c11 (1− p)
2k +1	
(8.28) 
[ p++] pSi 2.2 c11 = c11 (1− p) GPa	 (8.29) 
The elastic constant c11 for the p++ samples that have been measured are shown in 
figure 8.6. For comparison, the elastic constant found for wafers with slightly lower 
doping levels for p+ samples is also shown. This elastic constant is for measurements 
in the [100] direction. Using the ultrasonic measurement technique described earlier 
in section 5.4, it is only possible to measure this c11 constant on the [100] wafers. In 
order to find the dependence of the other constants on porosity, such as for the c12 and 
c44 elastic constants, porous layers etched onto [110] and [111] Si wafers would be 
needed and this was beyond the scope of this particular investigation. However, it is 
possible to compare the c11 measurements made on the p++ samples with existing 
data for p­doped pSi although doping level will vary. The elastic constant for the pSi 
layers was found to be smaller than that for bulk Si and have a strong dependence on 
porosity. 
Figure 8.6	 Comparison between the c11 elastic constant found empirically for p+ 
(dashed line), and p++ (solid line) pSi based upon longitudinal velocity 
132 
measurements (circles).
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The directional dependence of the elastic properties of a cubic crystal system were 
discussed earlier in section 2.1. In particular, the Young’s modulus of Si in different 
crystallographic directions was described, now the Young’s modulus of pSi will be 
discussed. In order to describe the directional dependence of the Young’s modulus of 
pSi on porosity, the c11, c12 and c44 elastic constant must be known. Since only the c11 
constant has been measured for the p++ samples, existing data for p+ pSi has been 
used to model the Young’s modulus of pSi. 
Assuming that the pSi layers retain the cubic symmetry of the parent wafer, it is then 
possible to investigate the directional dependence of Young’s modulus as a function 
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of porosity using the following equations. Previous results from the literature for p+ 
pSi pSi pSipSi yielded the following dependence of the stiffness constants c11 , c12 and c44 on 
porosity 0 < p < 1. 
c11 
pSi =168.5(1­p)
3 
Gpa (8.30) 
c12 
pSi =62.6(1­p)
6.23 
GPa (8.31) 
pSi 2.3 c44 =79.0(1­p) GPa (8.32) 
It is worth noting that the elastic constant values for pure cSi are 
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c11 = 166 GPa c12 = 64 GPa and c44 = 79 GPa
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which are close to the values found for the case of zero porosity, p = 0. 
Assuming that a similar representation of the dependence of the stiffness constants 
upon porosity can be used to describe cubic p++ pSi, the elastic constants need only to 
be multiplied by a ‘porosity factor’ f in order to account for the porosity dependence 
as follows. The porosity dependence may not affect all three of the elastic constants 
equally so let the porosity factor for the c11 constant be f11, and similarly for the other 
two constants (f12 for the c12 constant, and f44 for the c44 constant) where cij
pSi = cij f ij 
and the porosity factor has the form, fij = (1­p)
x
. It has been found that the exponent 
value, x for the c11 constant for p++ pSi differs from that found for p+ pSi showing 
that the doping level of the Si wafer influences its value. The extent to which other 
factors may influence the exponent value is unclear, for example, it may differ 
between samples depending on the method of fabrication. 
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Substituting the dependence of the p+ elastic stiffness constants given by equations 
(8.30 – 8.32) into equations (2.9 – 2.11) the porosity dependence of the stiffness 
constants can be used to describe the porosity dependence of the compliance constants 
sij. Substitution of these into equation (2.8), the porosity dependence of Young’s 
modulus in each direction Eijk can be modelled. From the resulting relations given by 
equations (8.33 – 8.35) it can be seen that E100 does not depend upon the c44 constant 
but in the [110] and [111] crystallographic directions the Young’s modulus E does 
depend upon the c44 elastic stiffness constant. 
−1 
E pSi 
⎡ c11 f11 + c12 f12 ⎤ 
100 = ⎢ ⎥ 
⎣(c11 f11 − c12 f12 )(c11 f11 + 2c12 f12 ) ⎦ (8.33) 
−1
⎡ c f 1 ⎤ 
E pSi = 11 11 +110 ⎢ ⎥ 
⎣ 2(c11 f11 − c12 f12 )(c11 f11 + 2c12 f12 ) 4c44 f 44 ⎦ (8.34) 
−1
⎡ c f + 3c f 1 ⎤ 
E pSi 11 11 12 12 111 = ⎢ + ⎥ 
⎣3(c11 f11 − c12 f12 )(c11 f11 + 2c12 f12 ) 3c44 f 44 ⎦ (8.35) 
The directional dependence of Young’s modulus on porosity has been modelled using 
SigmaPlot 10.0 where the parameters are as follows. 
3 6.23 2.3 
f11=(1­p) f12=(1­p) and f44=(1­p)
c = 168.5GPa c = 62.6GPa and c = 79.0GPa11 12 44 
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Figure 8.7	 Porosity and directional dependence of Young’s Modulus Eijk for p+ 
pSi. 
The directional and porosity dependence of Young’s modulus for p+ pSi with cubic 
crystal symmetry is shown in figure 8.7 and the dependence of E on porosity is 
stronger for lower porosities than it is for those above 60%. In all crystallographic 
directions the Young’s modulus decreases as a function of porosity. Other groups 
134 
have measured the Young’s modulus of p­type pSi by nano­indentation and a 
similar dependence of the Young’s modulus upon porosity for p+ pSi has also been 
found. 
8.2.1	 Influence of Pore Geometry on the Young’s 
Modulus of Porous Silicon 
The geometry of the pores within a porous material has been shown to influence the 
135 
material’s effective elastic properties. The response of the physical properties of a 
porous material are based upon the type of porosity i.e. the morphology of the pores. 
The Young’s modulus was modelled for materials containing four different types of 
pore geometries, these being for cylindrical, cubic, spherical and cross­shaped pores. 
A ‘generalised method of cells’ (GMC) has been used to model the effect that pore 
morphology has on the Young’s modulus. The GMC considers a material that 
possesses a periodic structure such that a repeating, representative volume element 
can be identified in the form of a unit cell. Each unit cell is then comprised of many 
165 
sub­cells that can contain a known material so that a pore shape can be defined and 
the effective elastic properties of the unit cell can be modelled. There is a limiting 
value of porosity that can be modelled for each pore shape that arises as the outer 
edge of the pore is extended to the sides of the unit cell where the model breaks down. 
Figure 8.8 (Left) Cubic pore, (middle) cross­shaped pore and (right) spherical 
135 
pore. 
A minimum solid area (MSA) model was applied to the GMC representation for three 
different well­defined pore shapes because the effective properties of porous media 
have previously been associated with pore shape and packing arrangements and these 
are related to the minimum area that transfers load. Application of this model to a Si 
material for the unit cell containing spherical, cubic and cross­shaped pores yielded 
the following result for the porosity dependence of Young’s modulus on pore 
geometry (figure 8.9). The Young’s modulus is highest for cube­shaped pores and 
lowest for cross­shaped pores. The model breaks down for the cross shaped pores just 
above a porosity of 60% because the unit cells begin to merge into one another as the 
pore volume is increased. For spherical pores the model breaks down at 80% porosity. 
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Figure 8.9	 Effect of pore geometry on Young’s modulus for pSi using EcSi[100] = 
130GPa. 
Effective medium models demonstrate the importance of cell morphology in 
136 
determining the behaviour of acoustic waves in a porous material. However, pSi is 
generally difficult to model due to the variety of pore size and shape that can be 
achieved which depend upon many parameters such as doping level and fabrication 
conditions. Other groups have studied the affect of aspect ratio of pores on effective 
137 
elastic moduli within a porous material such as for foamed aluminium and the 
fabrication technique and resulting morphology of pSi structures has also been 
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investigated. The range of models available make it possible to predict the elastic 
constants of a material such as pSi using a set of assumptions and initial conditions 
and understanding of the elastic properties gives insight into the behaviour of this 
material when it is used as a multilayer for acoustic applications. 
This chapter has discussed the loss mechanisms for acoustic waves travelling through 
a material. The acoustic loss through pSi layers has been studied and it was found 
that the loss through the porous regions were higher than the loss found for the cSi 
region. Reflection losses were taken into consideration to find a dependence of loss on 
porosity. The elastic properties of pSi material assuming  cubic symmetry has been 
studied by using the Young’s elastic modulus for different crystallographic directions. 
The Young’s modulus was found to decrease with increasing porosity values. The c11 
elastic constant for p++ pSi has been given and the effect of pore geometry on the 
Young’s elastic modulus was also considered. 
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Conclusions

PSi multilayers have been electro­chemically etched from heavily doped p++ Si 
wafers to fabricate mesoporous Si Bragg mirrors, rugate filters and microcavities for 
acoustic applications. The electro­chemical etching technique used a hydrofluoric acid 
and ethanol mix, that acted as the electrolyte during fabrication, with the doped Si 
wafers acting as the electrodes. The LabView controlled current density enabled the 
Si wafers to be etched top­down to produce pSi films on the bulk Si substrates. The 
porosity of the pSi layers produced was controllable with the current­time etching 
profile during the fabrication process. The Si wafers were etched to produce 
multilayers with square­wave and sinusoidal porosity profiles through the mirrors and 
filters. The pSi multilayers were etched along the [100] crystallographic direction. 
Using single pSi layers, the acoustic impedance of the pSi material was determine and 
the dependence on porosity found. Control of the porosity profile throughout the 
multilayers directly allowed for control over the acoustic impedance profile of the pSi 
multilayers which were characterised by SEM and AFM imaging in addition to the 
optical and acoustic experimental measurements. Using a cross­sectional SEM image 
through the stack of pSi layers, the layer thicknesses were deduced and AFM imaging 
found the rms surface roughness of the back surface of the Si wafer to be ~ 0.7 µm 
which gave an idea of the interface quality. 
The layer porosities were measured using optical interferometry and the optical 
response from the pSi layers gave an effective refractive index of the porous layers. 
The Bruggeman EMA was used to determine the layer porosities based on the 
effective refractive index measured. Simulation programs written on the MatLab 
platform were used to run simulations of longitudinal acoustic waves through the pSi 
multilayers using the TMM. It was found that the simulated response of multilayered 
pSi gave stopbands that were in good agreement with experimental observations. 
Acoustic transmission measurements were performed using a pair of ultrasonic 
transducers where transmission measurements on single layered pSi determined the 
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acoustic longitudinal wave velocity dependence upon porosity. This velocity 
dependence on porosity was used to design the BAW multilayers, examples include 
pSi Bragg mirrors, rugate filters and microcavities. 
All­silicon mirrors with specific desired frequency responses have been fabricated in 
this investigation. Fabry­Perot filters, that exhibit a transmission peak within a stop­
band, were created for use in the frequency range of interest at 1 GHz. The pSi Bragg 
mirrors fabricated showed stopbands with 50 dB rejection at 1 GHz with fractional 
bandwidths up  to 40 %. Microcavities based on pSi for fundamental stopbands at 1 
GHz were shown to have Q­factors near 165. 
The ability to easily control the porosity and therefore the acoustic impedance profile 
of the structures using the electrochemical fabrication technique, made it possible to 
create smoothly varying porosity profiles such as those used for rugate filters. These 
single frequency filters showed that a single transmission band without higher order 
harmonics can be obtained. As expected from their optical analogues, the acoustic 
rugate filters showed suppression of the higher order stopbands and had bandwidths 
67 % of the Bragg mirrors designed with the same porosities and layer thicknesses. 
The pSi rugate filters fabricated in this research are the first pSi­based rugate filters 
studied for acoustic applications. Multilayers with apodisation functions were also 
fabricated to modify the filter frequency response and this further highlights control 
over the filter design using the pSi material. 
This research should make it possible to create other acoustic devices with smoothly 
varying acoustic impedance profiles, such as those needed for anti­reflection coatings 
used in transducers, index­matching layers or filters that have apodization functions, 
and a superposition of filters suitable for a wide range of frequencies. The acoustic 
loss through single layered pSi was also studied in this investigation and it was found 
that the loss in pSi is larger than that measured for bulk Si. This work could be 
extended to determine the suitable of pSi based multilayers for acoustic applications 
at frequencies above 20 GHz where careful consideration of the acoustic loss at higher 
frequencies could be made. 
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Appendix 
BM­ Bragg Mirror, MC­ Microcavity, RF­ Rugate Filter 
Sample # Fabrication Type of I1 I2 t1 (s) t2 (s) N p1 p2 d1 d2 
Date Multilayer (mA) (mA) (µm) (µm) 
1 05/02/2008 BM ­ ­ ­ ­ 20 0.62 0.68 1.5 1.3 
2 23/03/2009 BM 510 600 9.1 8.0 30 0.58 0.64 1.0 1.0 
3 23/03/2009 BM 510 600 9.1 8.0 30 0.56 0.61 1.0 1.0 
6 25/03/2009 MC 750 850 7.4 6.9 21/1/20 0.68 0.72 1.0 1.0 
8 24/03/2009 BM 800 900 7.1 6.7 8 0.70 0.73 1.0 1.0 
9 23/03/2009 BM 460 330 1.4 1.9 30 0.66 0.62 0.2 0.2 
14 13/07/2009 MC 510 600 10.9 9.6 20/1/20 0.58 0.64 1.3 0.8 
23 29/07/2009 RF 600 510 ­ ­ 15 ­ ­ 1.1 1.1 
24 16/09/2009 BM 510 600 10.9 9.6 20 0.59 0.63 1.1 1.1 
26 16/09/2009 RF 510 600 ­ ­ 20 0.63 0.69 1.0 1.0 
27 17/09/2009 RF 510 600 ­ ­ 20 0.61 0.67 1.1 1.1 
37 22/01/2010 BM 493 690 14.3 12.6 15 0.43 0.57 1.6 1.7 
38 22/01/2010 RF 493 690 ­ ­ 15 0.43 0.57 2.0 2.1 
39 24/02/2010 MC 400 575 14.0 13.9 15/1/15 0.53 0.68 1.3 1.4 
41 01/03/2010 MC 400 575 14.0 13.9 15/1/15 0.53 0.64 1.2 1.4 
42 24/02/2010 BM 470 690 15.5 15.6 15 0.59 0.73 1.6 1.8 
43 24/02/2010 RF 470 690 ­ ­ 15 0.58 0.72 1.6 2.1 
XV 
Sample # Fabrication Type of I1 I2 t1 (s) t2 (s) N p1 p2 d1 d2 
Date Multilayer (mA) (mA) (µm) (µm) 
44 24/02/2010 BM 534 700 10.4 11.0 5 0.63 0.70 1.2 1.3 
45 24/02/2010 BM 534 700 10.4 11.0 10 0.62 0.70 1.3 1.2 
46 24/02/2010 BM 534 700 10.4 11.0 15 0.63 0.71 1.3 1.2 
47 24/03/2010 BM 500 600 16.4 12.0 15 0.61 0.71 2.2 1.1 
50 28/04/2010 BM 484 684 22.9 17.0 15 0.61 0.72 2.1 1.7 
51 28/04/2010 BM 484 684 22.9 17.0 15 0.65 0.74 2.1 1.7 
52 28/04/2010 RF 484 684 ­ ­ 30 0.61 0.73 1.2 1.2 
59 20/05/2010 BM 350 510 0.9 1.2 20 0.58 0.64 0.1 0.1 
72 26/08/2010 MC 434 650 11.5 7.7 10/1/10 0.63 0.71 1.0 0.8 
75 26/08/2010 MC 510 600 10.9 9.6 15/1/15 ­ ­ ­ ­
81 11/10/2010 BM 534 700 10.4 11.0 ­ ­ ­ ­ ­
83 11/10/2010 MC 434 650 11.5 7.7 10/1/10 ­ ­ ­ ­
XVI 
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