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Abstract 
We report the comprehensive experimental results identifying the magnetic spin ordering and the 
magnetization dynamics of a double perovskite Pr2CoFeO6 by employing the (dc and ac) 
magnetization, powder neutron diffraction (NPD) and X-ray magnetic circular dichroism (XMCD) 
techniques. X-ray diffraction and neutron diffraction studies revealed that Pr2CoFeO6 adopts a B-site 
disordered orthorhombic structure with space group Pnma. Additionally, ab initio band structure 
calculations performed on this system suggested an insulating anti-ferromagnetic (Fe-Fe) ground 
state. Magnetometry study showed the system to possess a spectrum of interesting magnetic phases 
including long range antiferromagnetic (canted) spin ordering (TN ~269 K), Griffiths phase, re-entrant 
cluster glass (RCG) (TG~ 34 K) and exchange bias. However, the NPD study divulged the exhibition 
of a long range G-type (below TN ~269 K) of spin ordering by Fe spins. Spin dynamics study by ac 
susceptibility technique confirmed the system possessing long range ordering at higher 
temperatureundergoes a RCG transition at ~34 K. Existence of Griffiths phase was confirmed by non-
analytic field variation of magnetization and Heisenberg type temporal spin relaxation above long 
range ordering temperature TN ~269 K.  The anti-site disorder related to the B-sites (Co/Fe) is found 
to be the main driving force forthe observed multiple magnetic phases. Furthermore, the electronic 
structure probed by the X-ray absorption spectroscopy (XAS) study suggested a nominal valance state 
of +3 for both of the B-site ions (Co/Fe) which in turn triggered the anti-site disorder in the system. 
Magnetic, XRD, NPD and XAS analysis yielded a low spin state (LS) for the Co3+ ions. The random 
non-magnetic dilution of magnetic Fe3+ (HS) ions by Co3+ (LS) ions essentially played a crucial role 
in manifesting the magnetic properties of the system. 
 
 
  
 
Introduction 
Materials that give responses to various external stimuli gained much interest due to their intriguing 
rich physics and prospect for technological device applications [1-4]. Particularly, the class of oxide 
double perovskites A2BBO6 (A= Rare earth ions or alkaline ions; B/B= transition metal ions) with 
rock salt ordered structure [5] has attracted a great deal of research attention due to their diverse 
exotic properties including giant magneto-resistance[6-7], spin reorientation [8], cationic ordering [9], 
magnetocaloric effects [10], colossal magneto-dilectric effect [11], E-type ( of ordering driven 
ferroelectricity [12], metamagnetic transition[13-14], anti-site disorder driven multi-glass phases [15], 
giant exchange bias [16], Griffiths phase [17-18] etc. Hence, these complex and interesting physical 
properties can be harnessed to fabricate innovative devices for practical applications. The structure of 
double perovskite consists of double typical ABO3 perovskite unit cells, where the two different B 
and B atoms are forming rock-salt type ordering (checker board pattern). Most of the Ni/Co/Fe (B) –
Mn (B) based ordered double perovskites are ferromagnetic insulators possessing high temperature 
magnetic transition owing to the 1800 FM super-exchange interactions between B2+ and B4+ ions (half 
filled d orbital) which is best understood by Goodenough-Kanamori rules[11,19-20]. For double 
perovskites, anti-site disorder i.e. an interchange of B/B sites is well known to have profound effects 
on its physical properties, particularly on its magnetic properties which calls for rigorous theoretical 
and experimental investigations[14-15,19-22]. Eventually, anti-site disorder can cause sizeable 
deviations from ferromagnetism by introducing additional antiferromagnetic clustered regions via 
superexchange interactions in the form of B2+-O2—B2+ and Mn4+-O2—Mn4+; which in turn result in 
introduction of competition between FM and AFM interactions [15]. It is well established that 
competing FM and AFM interactions are the basic ingredients in anticipating emergence of short 
range ordering related secondary magnetic phases like low temperature spin-glass, exchange bias and 
Griffiths phase etc [15-18]. In the widely studied systems La2NiMnO6 and La2CoMnO6, the role of 
anti-site disorder in the evolution of multiple magnetic phases separated by antiphase domains have 
been extensively studied [15,19]. Antisite disorder was seen to play crucial role in emergence of spin-
glass behaviour as well as enhancing magneto-electric coupling in the system La2NiMnO6[15]. In 
another extensively studied Y-based double perovskite compound Y2CoMnO6, the antisite disorder 
has been seen to play major role in deciding its magnetic properties [13-14]. So far, it was believed 
that Y2CoMnO6 shows ferroelectricity owing to its E-type ( of Co/Mn magnetic ordering [23]. 
However, J. Blasco et.al have experimentally shown in details how the different degree of antisite 
disorder affects its magnetic as well as electrical properties [14]. In contrast to the widely investigated 
R2BMnO6 (R=La,Y,Lu, Pr, Sm, Dy,Tb,Ho etc and B=Co, Ni etc) compounds, the studies on the Fe 
based double perovskites i.e. R2BFeO6 oxides, are comparatively limited and thus there are much 
more opportunities to explore their diverse interesting physical properties. It is reported that the B3+ 
and B3+ ions are usually raise antisite disorder by random site distribution in the octahedral sites, thus 
leading to orthorhombic (Pnma) or rhombohedral symmetry [8,24-25]. Hence, in systems R2BFeO6, 
the B3+ and Fe3+ ions cause appreciable antisite disorder which has strong potential leading to various 
extraordinary properties as discussed above. Additionally, different compounds with A site occupying 
a magnetically active rare earth (4f) ion R3+, show wide spectrum of interesting phenomena due to the 
additional competing 4f-3d negative exchange interactions owing to the localized and much more 
complex configuration of the 4f orbitals relative to the transition metal 3d orbitals [26-29]. For 
example, in various orthoferrites RFeO3 (R=Er, Sm, Ho, Dy, Tb, Nd, Pr, etc) and very recently in a 
double perovskite compound Ho2CoFeO6, spin-reorientation transitions have been reported and the 
underlying physics wasunderstood bythe competition between Zeeman energy and the magnetic 
anisotropy [8, 30-34]. Here the magnetic anisotropy is lead by the competing complex interactions 3d-
3d , 4f-3d and 4f-4f consisting of isotropic, anisotropic symmetric and anti-symmetric super-exchange 
interactions. In a similar orthoferrite Dy0.5Pr0.5FeO3, field induced two fold spin reorientation (SR) 
transition (4 1 4) was reported recently where the intriguing physics involved was ascribed to 
the effective anisotropic field in the system raised by the mutual interactions between Dy-4f and Pr-4f 
electrons and their competing interactions (4f-3d) with the Fe3+ (3d) sublattices [34]. Another 
interesting phenomenon observed in orthoferrites RFeO3, is the evolution of weak ferromagnetism 
raised from canted Fe3+ spins due to the spin–orbit coupling induced antisymmetric exchange 
interactions which is described by Dzyaloshinskii, Moriya, and Treves in the dominant 
antiferromagnetic background [35-37]. On the other hand, the rare earth based cobaltite oxides 
RCoO3, is well-known systems since 1950s and particular attention has been given to the thermally 
driven spin state transition from the low spin LS ( ) state to the higher spin states of the Co3+ 
ions[38-43]. However, it is still remained debated whether the spin state transition occurs directly to a 
high spin state (HS  	) or to an intermediate state (IS 
 	)and lot of research works have been 
devoted to this [40-41]. In particular for PrCoO3, it is controversial whether the spin state of Co3+ is in 
LS or higher states (IS or HS) upto 300K [42]. In contrast to paramagnetic bulk PrCoO3, in its 
epitaxial thin film, Co3+ (HS) long range ferrimagnetic ordering has been reported [43]. Thus, the spin 
state transition in PrCoO3 got renewed interest so as to get an insight into the underlying correlated 
electron properties and competing degrees of freedom determining the spin state. Hence, realizing the 
potential to give rise to many interesting physical properties as discussed above, the replacement of 
Mn by Fe in double perovskite family can be of particular scientific interest. Therefore, with the aim 
of giving a comprehensive study of Co/Fe interactions driven magnetic ground state and the role of 
ASD in deciding the physical properties in Co/Fe based systems, we synthesized the double 
perovskite system Pr2CoFeO6 (PCFO) and carried out detailed investigations on its magnetic, 
structural, electrical and electronic properties and presented it in this report. Here, the comparable 
ionic radii and same nominal charge states (both +3 for Co and Fe) and the strong interactions 
between magnetic Pr3+ (4f) with Co/Mn (3d) sublattices along with the antisite disorder are expected 
to trigger exotic magnetic phenomena. 
                                In this paper, we have presented results from suit of experimental measurements 
comprising temperature dependent (DC and AC) magnetization measurements, X-ray diffraction, X-
ray absorption spectroscopy (XAS), X-ray magnetic circular dichroism (XMCD) and Neutron 
diffraction study of PCFO. 
 
I. EXPERIMENTAL DETAILS 
(a) Material Synthesis: 
The polycrystalline Pr2CoFeO6 sample used in the present investigation was prepared following 
the standard conventional solid state reaction method. The high purity (>99.99%) oxide powders 
Pr6O11, CoO and Fe2O3 as precursors were weighted in proper molar ratios and then intimately ground 
for 1hour in a mortar. The thoroughly ground mixture was subjected to an initial heat treatment at 
10000 C for 24 hours in air. The resulting powder was then reground and was again subjected to 
several heating cycles at 12000C with intermittent grinding and reheating steps for several days. In the 
final step, the resulting powder thus obtained was pressed into pellets and sintered at 13000C for 36 
hours followed by a slow cooling (0.50C/min) to room temperature.  
(b) Material characterization: 
The phase purity of the samples was checked by powder X-ray diffractogram (XRD) obtained by 
a Rigaku Miniflex II X-ray diffractometer (Cu K) and was refined by Rietveld method using 
FULLPROF suite software. The Neutron diffraction studies were carried out by a neutron powder 
diffractometer ( =1.2443A°) having five position sensitive linear detectors at Dhruva reactor 
stationed at Bhaba Atomic Research Centre, Trombay, India. The superconducting quantum 
interference device (SQUID) based magnetic property measurement system (Quantum Design-
MPMS) was employed for all the temperature dependent magnetization measurements. The XAS and 
XMCD measurements were performed at the BL14 beamline of Hiroshima Synchrotron Radiation 
Centre, Hiroshima University, Japan. In recording the spectra, total electron yield (TEY) mode has 
been used as it requires relatively easy experimental setup and gives high signal to noise ratio. A base 
pressure of 4×10-8 Pa was maintained in the experimental chamber where the sample was mounted. 
The photon energy range of the beamline was 400-1200 eV which is compatible for XAS study at L2,3 
edges of Co and Fe (3d transition metals).  
(c) Computational details : 
We have performed our study based on density functional theory (DFT) using Vienna ab initio 
simulation package (VASP). Exchange-correlation potential (Perdew-Burke-Ernzerhof exchange-
correlaton functional) is approximated with generalized gradient approximation (GGA). The projector 
augmented wave method (PAW) is used for core-valence interaction. The calculations are performed 
with K-mesh of 8×5×8 for Pr2CoFeO6 with Pnma space group. We have considered plane-wave basis 
up to cut-off energy 600 eV for convergence. The lattice parameters are optimized before the 
calculation of DOS to reduce internal forces. To see the spin polarized partial and total DOS, we have 
considered the on-site coulomb correction (GGA+U). 
 
II. RESULTS AND DISCUSSIONS 
A. X-ray Diffraction Study: 
The crystallographic information has been extracted by refining the XRD data using FULLPROF 
program suite. The XRD pattern recorded at 300 K along with its Rietveld refinement is shown in Fig. 
1. The inset is showing the pictorial diagram of the crystal structure. The refinement suggests that the 
compound crystallizes in disordered orthorhombic phase with symmetry Pnma, thus it in turn 
indicates random distribution of Co/Fe ions at B-sites.  All the peaks are indexed according to the 
orthorhombic structure (a×c×b : (2)1/2ac× 2ac×(2)1/2ac, here ac= 3.843Å, being the lattice constant of 
perovskite sub-cell) within Pnma symmetry. No trace of chemically impure phase is found, suggesting 
our sample to be of single phase. Factually, the random (B-site) cationic distribution in PCFO can be 
understood by the means of same charge states of Co/Fe ions (+3), as the ordered rock-salt type 
arrangement of B-cations leading to a monoclinic structure P21/n, requires the charge difference 
between B and B [28]. Andersen et. al. have investigated the effects of having  same charge state of 
B-site ions and shown how it affects its structure[44]. One of its important aspects is that the structure 
becomes centro-symmetric due to the random site distribution of Co/Fe ions. The refinement suggests 
that PCFO sample also crystallizes in a centro-symmetric orthorhombic structure with Glazer notation 
a+a-b- tilt system [45]. For, PCFO system, the deviation from cubic to orthorhombic structure is 
triggered by the small size of A-site ion. However, the distortion of octahedra:  Co(or Fe)O6 can 
simply be measured by the formula =(1800-)/2, where the  is a measure of angle Co(Fe)-O-Co(Fe) 
[46]. Here, the value of  is 7.7150, which clearly suggests the presence of sizeable distortion in the 
octahedral. Again, for a random cationic distribution in the B-sites, the average bond-lengths of Co 
and Fe with O (Co-O and Fe-O) should be almost uniform while that for a perfectly ordered system 
show appreciable differences [47]. Eventually, the detailed structural investigations on the bond-
lengths and bond-angles, reveal the average bond-lengths Co/Fe-O to bequite similar (Table. 1), thus 
clearly indicating towards the presence of random distribution of Co/Fe at B-sites. Again, the ionic 
radii for Fe3+ (H.S), Co3+ (LS) and O2-  are 0.645Å , 0.545Å, 1.38Å respectively, hence simply by 
summing up their ionic radii and taking the mean, we get the average theoretical bond-length Fe/Co-O 
to be 1.97Å [47]. Thus, it shows close match with the bond-length Fe/Co-O(2)=1.96 Å which was 
extracted from refinement of XRD data (Table-1). Now, for Co3+(HS) ( 0.61 Å) and Fe3+ (H.S),  the 
average bond length can similarly be found : Fe/Co-O=2.01 Å which does not fit with none of the 
experimentally obtained bond length Fe/Co-O(1) or Fe/Co-O(2). Hence, XRD analysis suggests Co3+ 
to be in low spin state (LS) in PCFO. 
 
B. Electronic and magnetic properties study by ab initio calculations: 
         We have performed the ab initio calculations based on density function theory (DFT) for 
PCFO to get more insights into its electronic and magnetic structures. The structure has been 
optimized with orthorhombic Pnma symmetry (where, the ionic positions of the atoms were optimized 
keeping the shape and volume of the unit cell fixed). The structure was relaxed till the Feynman-
Hellman forces were reduced below 0.001 eV (A0)-1. The optimized structure reached to the lowest 
energy of ~ -154.421 eV. 
After the structural optimization, we have used this Pnma structure with lowest energy to calculate the 
density of states (DOS). All the DOS calculations have been carried out with generalized gradient 
approximation (GGA) scheme for the exchange correlation potential (i.e. using GGA+U 
approximation). The calculations have been done with Hubbard U correction i.e. Ueff=U-J (here J and 
U are exchange and Coulomb parameters respectively) which are considered to be ~6 eV for Pr-4f 
states [48], ~6 eV for Co-3d states [49] and ~4 eV for Fe-3d states[50]. We have performed our 
calculations both for ferromagnetic and anti-ferromagnetic couplings among Fe spins (since Co3+ ions 
are non-magnetic in its ground state). However, the calculations yielded that the structure with anti-
ferromagnetic coupling among Fe spins has the less energy (~ -148.07 eV) as compared to that for 
ferromagnetic coupling (energy ~ -147.558 eV). Hence, the calculation predicts an anti-ferromagnetic 
ground state for the present PCFO system as the anti-ferromagnetic interactions are energetically 
favourable. Eventually, small energy difference between the structures with these two couplings 
suggests that ferro-magnetic contribution can also be there at finite temperatures. We have calculated 
the total density of states (TDOS) for PCFO system for the anti-ferromagnetic interactions between Fe 
spins.  Fig. 2 (a) depicts the TDOS as a function of energy (which is scaled against the Fermi energy). 
The splitting between the up and down spin bands can be observed in the TDOS pattern which is due 
to the octahedral distortion present in the system. Moreover, from the Fig. 2 (a), the band gap is 
estimated for the up spin band to be ~1.5032 eV whereas that for the down spin band is found to be ~ 
1.231 eV. Absence of the DOS at the Fermi level and presence of high band gap clearly suggest the 
system to be insulating in nature. Interestingly, the resistivity measurement of PCFO at room 
temperature showed a value of ~886 Ohm-m which confirmed the systems insulating behaviour. Thus 
the TDOS calculation corroborates with the experimental results. 
 To estimate different contributions from different states e.g. Pr –f/d/p/s, Co-d/p/s, Fe-d/p/s 
and O-p/s towards the TDOS, we have calculated partial density of states (PDOS). Fig. 2(b-e) are 
showing the up and down spin integrated PDOS for Pr-s/p/d/f, Co-s/p/d, Fe-s/p/d and O-s/p states. It 
is evident from Fig. 2(b-e) that Pr-f, Co-d, Fe-d and O-p states have the dominant contribution in their 
respective PDOS. No finite DOS is available near the Fermi level for none of the calculated PDOSs, 
thus confirming the insulating nature of the system. A large splitting can be observed in Pr-f PDOS 
spectra which leads to large energy gap between the unoccupied and occupied states. This large 
splitting also indicates that the Pr-f electrons are highly localized. Eventually, the large energy gap in 
Pr-f states strongly affects the Co/Fe-3d and O-2p states. These Co/Fe-3d and O-2p states get adapted 
by Pr-4f symmetry and hence PDOS related to these states appear in the same energy range as that of 
Pr-4f PDOS. Fig. 2(f) is showing the PDOS in both the spin channels for Pr-f, Co-d, Fe-d and O-p 
states. It is clear from the PDOS curves that there is significant hybridization among Co/Fe-3d and O-
2p states. It is also evident that in down spin channel both the Fe-3d and Co-3d have mostly 
unoccupied states. On the other hand, in the up spin channel, most of the Fe-3d and Co-3d states are 
occupied. The Fig. 2(f) also suggests that in its ground state, Pr-f states will also contribute towards 
spin polarization. The asymmetric nature in the spin resolved PDOS of Fe-3d states clearly suggests 
its magnetic contribution in its ground state. However, small spin polarization observed for Co-3d and 
O-2p is due to strong hybridization with Fe-3d and Pr-4f states. 
 
 
 
 
C. Neutron Diffraction Study: 
To get an insight into the microscopic spin arrangement as well as structural order in PCFO, we 
have undertaken neutron powder diffraction (NPD) study at two different temperatures 300 K and 6 
K. The neutron thermo-diffractograms along with its Rietveld refinements are shown in Fig. 3(a-b). 
Eventually, we know that the B-site ordered double perovskites crystallize in monoclinic P21/n space 
group which requires a minimum charge state difference of +2 in between two B-site ions. However, 
understanding the fact that Co and Fe have the same nominal charge states of +3, it is expected that 
there will be random B-site distribution of Co3+ and Fe3+ ions, thus giving rise to anti-site disorder. 
Again, the large difference in the coherent neutron scattering lengths of Co (2.49 fm) and Fe (9.45 fm) 
allows us to probe the degree of B-site structural ordering in the system. Hence, NPD study has been 
done to precisely know if there is anti-site disorder present in the system PCFO. We have attempted to 
fit the NPD data by monoclinic P21/n symmetry, where the atoms Co and Fe occupy the Wyckoff 
positions 2c and 2d respectively. However, it is now well-established that B-site ordered structure 
produces (011) Bragg reflection peak in its diffraction pattern refined with P21/n symmetry [8]. The 
absence of such a peak (011) in our experimental pattern at room temperature (300 K) rules out the 
possibility of B-site ordered structure of PCFO. Subsequent attempt in fitting the data with 
orthorhombic Pnma space group was successfully done, thus confirming the random distribution of 
Co and Fe ions. (Fig. 3(a)). Thereby, a disordered orthorhombic Pnma structure has been inferred, 
where the Co and Fe atoms arbitrarily sit on the crystallographic positions 6c. The calculated 
structural parameters such as lattice parameters (a,b,c and angles   ), atomic positions, bond 
lengths and bond angles are summarized in table 2. It is interesting to note that distortion in the 
Co(Fe)O6 octahedra is evident from the reduced bond angle of Co(Fe)-O1-Co(Fe), which is found to 
be 159.870, hence the angle of distortion as obtained from the same formula used in XRD study, is 
=10.060. This result again supports the XRD data which also suggested similar octahedral 
distortions. Again, the theoretical average bond length of Co/Fe-O for Fe3+ (HS) and Co3+(LS) is 
1.97Å (calculations shown in XRD study). Now, from the NPD data analysis, it can be seen from 
table. 2 that bond lengths Fe/Co-O (2) and Fe/Co-O (1) are 1.974 Å and 1.9517 Å respectively. Thus 
the bond length Fe/Co-O (2) shows a close match with the theoretical bond length for Fe3+ (HS) and 
Co3+(LS) ions. Again, the theoretical average bond length of Fe/Co-O is 2.01 Å for high spin states of 
both the ions i.e. Co3+(HS) and Fe3+ (H.S), which does not match with any of the experimentally 
obtained Fe/Co-O(1 or 2) bond lengths. This is again supporting the low spin state of the Co3+ (LS) 
ions which we predicted earlier from X-ray diffraction and magnetization data analysis. 
Fig. 3(d) is showing the intensity of the magnetic super-lattice reflection as a function of 
temperatures, it can be clearly observed that the intensity shows a drastic jump around 270 K (above 
which it was almost zero) thus suggesting a second order magnetic phase transition. Interestingly, 
NPD data recorded at 6 K shows a prominent magnetic super-lattice peak at around ~ 160 which was 
absent at room temperature (300 K), thus this is a clear and direct evidence of long range magnetic 
ordering of the Fe3+ spins (Fig. 3(b)). Both the 300 K and 6 K data were successfully fitted with Pnma 
symmetry, thus the observed super lattice reflection peak (011) is not associated to any structural 
change; rather it is of magnetic origin. The NPD pattern analysis yielded a GzFy type of spin ordering 
which is a canted AFM type of magnetic structure. In this structure, the FM moment is directed along 
y direction while the G-type of magnetic ordering is occurring along z-direction. This predicts that the 
system should exhibit dominating antiferromagnetic behaviour. However, the canting of the spins 
predicts that FM behaviour should co-exist with the dominating AFM background. The microscopic 
spin arrangements in the GzFy magnetic structure is shown by a schematic diagram in the Fig. 3(c). 
The magnetic moment analysis from NPD pattern gives the moment values 1.9 B and 0.6 B from the 
AFM and FM contributions respectively. Thus, again it suggests dominance of AFM over FM 
behaviour. As a matter of fact, the total moment calculated for the present system is found to be ~2 
B(     ) which is close to the theoretically expected total moment ~2.5 B for 
Co3+(LS) and Fe3+ (HS) ions for the above magnetic structure. In the contrary, for Co3+ (HS) and 
Fe3+(HS) ions, the theoretically predicted total moment is 4.52 B which is much higher value than our 
experimentally obtained value (2 B). Thus, the analysis confirms the low spin state (LS) for the Co3+ 
ions. 
 
D. X-ray absorption spectroscopy (XAS) and x-ray magnetic circular dichroism (XMCD) 
Study 
Eventually, a prior understanding of the electronic structures of the constituent elements can 
essentially help in explaining the origin of different physical properties, especially the magnetic 
properties. The synchrotron based x-ray absorption spectroscopy (XAS) is a powerful spectroscopic 
technique to probe the electronic states of a matter.  Hence, we have studied the electronic structure of 
PCFO by employing XAS as well as x-ray magnetic circular dichroism (XMCD) measurements. The 
XAS spectra have been collected at L2,3 edges of Co and Fe by the total electron yield (TEY) mode 
because of its relatively simple setup and high signal to noise ratio. 
 Fig. 4(a) demonstrates the Co 2p XAS spectrum (at 300 K) related to the photo-absorption 
from Co2p core level to the Co 3d unoccupied level. Factually, the Co2p XAS spectra recorded at L2-
3 edge is extremely sensitive to the spin states since it involves the relevant valence shells directly. 
The spectrum comprises of two main peaks CoL3(2p3/2) and CoL2(2p1/2) at  ~780.7 eV and  ~795.2 eV, 
respectively. The separation of these two peaks is associated to the spin-orbit (SO) coupling (with SO 
separation energy: E  14.5 eV). The line shape and the peak positions of the observed Co2p XAS 
spectra clearly suggest presence of trivalent Co ions in PCFO [51]. No trace of a pronounced peak at 
~ 777 eV corresponding to Co2+ ions can be observed from Fig. 4(a)[52]. This directly rules out any 
possibility of presence of any divalent Co ions in PCFO. The Co2p XAS spectrum is a manifestation 
of the multiplet structure originated from the Co 2p-3d, 3d-3d exchange and Coulomb interactions, as 
well as fromthe hybridization with the O2p ligands and the local crystal field effects [53]. The X-ray 
absorption, dipole selection rule is capable of precisely estimating the final state (with its relative 
intensity) 2p53dn+1 which is to be occupied starting from an initial state 2p63dn (where n=6 for Co3+ 
ion). This is the underlying process which makes the XAS technique to be highly sensitive to the 
symmetry related to the initial states, e.g. spin states of Co3+ ions [53]. This is why several theoretical 
simulation studies have effectively reproduced the XAS spectra related to different spin states of same 
magnetic ion. As a matter of fact, on looking at the L2 edge of the Co2p XAS spectra, a narrow and 
relatively sharp peak can be observed which is similar to the feature observed in Co2p XAS for 
LaCoO3 at 20 K [51]. This narrow and sharp L2 peak at Co2p XAS is a hallmark for low-spin state 
(LS) of Co3+ ions, thus it undoubtedly confirms the presence of LS Co3+ ions in PCFO at room 
temperature [51]. Thus, XAS data eventually supports the previous XRD and neutron data analysis 
which also predicted Co3+ in LS state. Moreover, inset of Fig. 4(a) shows the XMCD spectra at CoL2,3 
absorption edge which is calculated by taking difference between XAS spectra under +1 T and -1 T 
magnetic fields. However, we could not detect any XMCD signals for this case, which clearly 
suggests that there is no magnetic ordering present due to Co3+ ions. 
 Fig. 4(b) depicts the Fe2p XAS spectrum recorded at 300 K. The Fe2p XAS spectrum is 
ascribed to the transition of electrons from Fe2p to Fe3d states.  The Fe 2p XAS spectrum can be 
broadly divided into two peaks FeL3(2p3/2) and FeL2(2p1/2) positioned at   710.2 eV and  723.6 eV, 
respectively, the corresponding spin-orbit splitting energy is E  13.4 eV. Due to crystal field 
splitting, each of the main L3 and L2 peaks is further split into eg and t2g doublet. These t2g features can 
be observed in the form of a prominent shoulder and a peak just 1.6 eV below the main L3 and L2 
peaks respectively. The formation of this t2g and eg splitting can be attributed to the localized nature of 
Fe 3d electrons. Essentially, the spectral features are similar to the Fe2p XAS spectra of the 
extensively studied Fe2O3 system, where the nominal valency of the Fe ions is +3 [54]. The Fe2p 
XAS spectral feature excludes similarities from the spectral features as typically seen in metallic Fe, 
FeO or Fe3O4, suggesting absence of any mixed-valence states [54]. It can be further noted that for 
Fe3+ ions sitting in the tetrahedral co-ordination, the L3 and L2 peaks are not split into eg-t2g doublet 
[55]. On the other hand, for the Fe3+ ions sitting in the octahedral co-ordination with the oxygen 
ligands, the L3 and L2 peaks split into two discernible peaks/shoulders namely eg and t2gwhich are 
separated by 1.6 eV [55]. The reason behind such differences in the Fe2p XAS spectra for different 
co-ordinations of Fe ions, can be interpreted simply by ligand field theory [55]. It has been 
consistently shown by ligand field approach that the crystal field splitting is much larger for 
octahedral co-ordination of Fe with ligands than that for its tetrahedral co-ordination. Thus, by 
observing the eg and t2g splitting of the FeL2,3 peaks in the present system PCFO, octahedral co-
ordination of Fe3+ ions can be confirmed. 
 Furthermore, the XMCD spectra at FeL2,3 absorption edge which was obtained simply by taking 
difference between XAS spectra under +1 T and -1 T magnetic fields has been shown in the inset of 
Fig. 4(b). Even though, the observed XMCD signal is very weak, the signal can be seen (after 
multiplying it by a factor of 10) in the above figure. The XMCD signal is clearer at L3 edge as 
compared to that observed at L2 edge. According to the sum-rule, the observation of XMCD signal at 
the same side (though very weak for L2 edge) suggests that the orbital contribution is dominating in 
the signal as compared to spin contribution. However, the observation of weak XMCD signal at room 
temperature is seemingly associated to the presence of short range correlations among the Fe3+ spins 
even above the magnetic transition temperature. 
 
 
E. Magnetization Study: 
The temperature (T) variation of magnetization (M) of PCFO sample following the standard zero-field 
cooled (ZFC) and field cooled (FC) protocols at an applied dc field of 250 Oe, has been illustrated in 
Fig. 5(a). The magnetization curve displays a sharp jump which is a characteristic of a magnetic 
transition below TN    269K, which corresponds to the long range AFM ordering of B-site spins. The 
exact transition temperature is identified from the inflection point of temperature dependent (dM/dT) 
curve at 269K, suggesting the long range magnetic ordering (Fig. 5b). To further probe the nature of 
the magnetic transition, we have recorded the ac susceptibility data around this temperature (Fig. 5 c). 
The sharp and frequency independent ac 	/ peaks at ~ 269 K confirm the long range magnetic ordering 
below this transition [15]. Interestingly, at lower temperature  25 K, another relatively broad anomaly 
is observed in dM/dT, which is an indication of existence of another magnetic phase at low 
temperatures. The long range ordering is confirmed by the observation of frequency independent 
sharp peaks of real ac susceptibility 	/ at 269 K [15]. The FC and ZFC arms also show a thermo-
magnetic irreversibility or bifurcation below the magnetic ordering temperature TN  269 K, suggesting 
existence of competition between different magnetic interactions or spin frustrations.  
                         The isothermal field dependent magnetization (M-H) curves at 265 K and 250 K have 
been recorded to further explore the nature of the magnetic ordering below the magnetic transition 
temperature TN ~ 269 K (Fig. 5d). For both of the curves, existence of small hysteresis can be 
discernible. The exhibition of hysteretic nature with the coercive field of the MH loops is a 
characteristic of common ferromagnetic (FM) or ferrimagnetic (FIM) materials due to blocking of the 
domain wall motion. However, no signature of magnetic moment saturation can be seen even at such 
a high field of 4 KOe, rather it increases monotonically yielding a magnetic moment of 0.12B/f.u. 
(@250 K) thus indicating predominant canted anti-ferromagnetic uncompensated spin ordering in the 
sample. AFM nature of the sample can be attributed to the anti-parallel alignment of Fe3+ spins due to 
AFM Fe3+/Fe3+ interactions. The weak ferromagnetism rises due to the canting of Fe3+ spins which 
can be elucidated by the Dzyaloshinsky-Moriya interaction which is an intrinsic characteristic of 
canted AFM orthoferrite systems [38-40]. As Co3+ ions are in non-magnetic LS state, it does not play 
any major role in magnetic interactions in the system. To further investigate the type of spin ordering, 
virgin curves of M-H loops have been plotted as Arrotplot : M2 Vs H/M at temperatures 265 K and 
250 K at the inset of Fig. 5(d) [56]. We obtain a negative intercepton the M2 axis by making a linear 
extrapolation to H0 Oe of the higher field portion of the Arrot plot which confirms the absence of 
spontaneous magnetization below the transition temperature. This clearly suggests the dominating 
AFM nature of the sample. Additionally, according to Banerjee’s theory, a positive or negative slope 
of the Arrot curves is indicative of second or first order magnetic phase transition respectively [57]. 
Hence, the obtained positive slope of the Arrot curves in our case confirms the second order phase 
transition occurring at 269 K. 
Most interestingly, in the “temperature variation of inverse susceptibility 	-1 (T)” curves (Fig. 
6) at different applied fields ranging from 250 Oe to 3 T, a rapid down-turn deviation from CW 
behaviour occurs at temperatures well-above the magnetic ordering temperature (TN ~269 K). This is 
a clear indication of nucleation of small but finite sized correlated regions and clusters having short 
range magnetic ordering embedded in the global paramagnetic matrix above the PM-AFM transition 
temperature: this is the signature behaviour of Griffiths phase described by Griffiths and Bray’s 
theory, a special and peculiar magnetic phase where the system neither behave like a paramagnet nor 
shows long range ordering [58-59]. It should be mentioned here that the observation of down-turn 
behaviour of  	-1 (T) at low fields is very crucial as it eventually helps one to distinguish the Griffiths 
phase from other non-Griffiths like clustered phases where 	 -1 (T) deviates from CW law by showing 
a up-turn above ordering temperature[60]. From Fig. 6, it is also clear that the down-turn deviation 
gets softened with increasing magnetic fields and with sufficiently high magnetic fields, yielding to 
like CW like behaviour, which is also a hallmark for Griffiths phase [60]. It is because of the fact that 
the magnetization increases linearly with magnetic fields in paramagnetic regions, thus at high fields, 
PM susceptibility dominates over the contribution from the correlated clusters to the susceptibility. 
Above the Griffiths phase temperature TG referring to the highest magnetically ordering temperature, 
the system enters in purely paramagnetic region. However, in Griffiths phase region, the 
magnetization fails to behave like an analytical function of magnetic fields. In 1969, in his original 
pioneering paper, Griffiths theoretically considered a percolation like problem in an Ising 
ferromagnet, where random dilution has been done by replacing the magnetic ions with non-magnetic 
ions or simply by creating vacancies [59]. Thus, the nearest neighbour with magnetic ions, the 
exchange bond strength is J occurring with a distribution probability p while the disorder introduced 
in the form of non-magnetic ions having bond strength 0 with the corresponding probability (1-p). In 
this scenario, the co-operative ferromagnetism cannot be established below a critical percolation 
threshold pc of the associated lattice, since the theoretical probability for formation of infinite 
percolating “backbone” is zero (or divergence of correlation length is not possible). In case of p 
exceeding threshold pc, however, a relatively weak ferromagnetism is established due to shortage of 
percolation path but certainly at a temperature  below the long range FM ordering temperature of 
undiluted system TG (= @ p=1). The Griffiths phase regime is thus defined by the temperature 
interval of  !< T< TG, where singularities occur in the thermodynamic properties (e.g. 
magnetization) which become non-analytical function of fields, thus the system neither behaves like 
purely paramagnetic nor can attain long range FM order by forming infinite percolating chain. Later, 
Bray and Moore generalized this argument for any type of bond-distribution (not only bonds having 
strengths J and 0) formed due to disorder that eventually reduces the long range magnetic ordering 
temperature TG to Tc, thus it greatly helped recognizing Griffiths phase in various magnetic systems 
[58]. Factually, though the experimental realization of Griffiths phase was initially thought to be 
remote, Salamon et al was first to report an experimental observation of GP by magnetic susceptibility 
measurements on a hole doped manganite system [61]. In Griffiths phase regime, it doesn’t follow 
CW law rather it follows the power law of inverse susceptibility with a characteristic non-universal 
exponent 
 (positive and lower than unity) describing Griffiths singularity [61-62]; 
 
-1
 (T) " (T-#$%)1- , (0<<1) 
Here, it is clear that the aforementioned power law is a modified version of CW law, where the 
parameter 
 is a measure of deviation from CW behaviour. So, to further investigate the result, we 
have fitted our inverse susceptibility curve at H=250 Oe with above formula. The Griffiths phase 
temperature is estimated to be TG~ 370 K below of which the sharp down-turn behaviour is observed 
violating the CW law. Now, in above formula, value of  is so chosen that the fitting in the 
paramagnetic region above TG, yielding 
PM ~ 0, which is the same procedure as followed by 
Pramanik et al [63]. The inset (top) of Fig. 6, showing the log10-log10 plot of 	-1 Vs (T-, where the 
linear fitting in the Griffiths phase region (T<TG) gave thevalue of & ~ 0.88 which is consistent with 
the Griffiths phase, thus confirming the existence of Griffiths phase in PCFO. Eventually, the 
susceptibility in the Griffiths phase region is the manifestation of the sum of two magnetic 
contributions: paramagnetic susceptibility 	PM and susceptibility due to magnetically ordered rare 
region 	R. When the rare magnetic region (T <TG) is ferromagnetic (FM), for low fields, 	R dominates 
over 	PM, thus results in down-turn behaviour of below 	-1(T) below Griffiths temperature TG. Albeit, 
if the rare region is anti-ferromagnetic (AFM), the condition of 	R>	PM may not be satisfied, thus the 
down-turn behaviour which is the hall-mark of Griffiths phase may not be observed. This is the reason 
why observation of Griffiths phase by susceptibility measurements is extremely rare in AFM systems 
and it is observed in FM systems mostly. Hence, observation of GP in antiferromagnetic PCFO 
system is rare as well as very interesting.  To date, there are only very few recently reported papers on 
such observation of Griffiths phase in AFM systems. For example, in the AFM spin chain compound 
Ca3CoMnO6, GP was explained through the rise of short range FM correlations due to competing 
AFM-FM interactions occurring in the  type spin ordering [64]. In another current report on 
isovalent half doped AFM manganites R0.5Eu0.5MnO3, the presence of GP has been also interpreted 
based on rise of ab-plane FM superexchange interactions arising due to the structural disorder driven 
phase inhomogeneity [65]. Another recent report on GP in a geometrically frustrated AFM 
intermetallic compound GdFe0.17Sn2 , where the observation of GP was again explained by the means 
of small sized FM clusters driven by the systems inherent non-stoichiometry[66]. In a very recent 
report, another geometrically frustrated AFM system DyBaCo4O7+ was found to exhibit GP 
behaviour [67]. The short-range correlations arising due to interactions of Co2+/Co3+ions sitting in the 
Kagome and triangular sublattices, seemed to be responsible for the Griffiths singularity in this case. 
                        However, it is expected that spin dynamics in the Griffiths phase region will be 
different from that in the paramagnetic region. It is because of the fact that the correlated clusters in 
the Griffiths phase region will relax quite slowly as compared to the spins in PM region. Bray argued 
that the spin dynamics in the GP region does not follow the exponential decay unlike in the PM region 
where it obeys the exponential decay. So, he used two models for interacting spins, namely 
Heisenberg model and Ising model, for investigating the dynamics of the spins in the GP region of 
diluted magnet [68]. For the diluted rare magnetic region (GP), he defined a spin auto-correlation 
function C(t) of the form: 
                 '  " ()* +, -./ 00123                    : For Ising system 
                                '  " ()* +45)                          : For Heisenberg System  
 
So, knowing the fact that Griffiths singularities have important effects on the dynamics of the spins, 
we have carried out isothermal remanent magnetization (IRM) measurements of our sample in the GP 
regime for further confirmation for the existence of Griffiths phase. The sample was heated upto 400 
K with absence of any magnetic fields followed by a cooling to the desired IRM measurement 
temperatures with applied magnetic field of 1 T. The IRM measurements were done after sudden 
removal of the magnetic field by measuring the residual magnetization at 300 K and 325 K as a 
function of time, as shown in the bottom inset of Fig. 6. The time variation of the decay of 
magnetization for our case, did not fit with exponential power law, thus ruling out the existence of 
pure PM phase above AFM ordering temperature TN, sub-inset (bottom) of Fig. 6 [69]. However, it is 
clear from the figure that the IRM curve is best fitted for a decay scheme with spin auto-correlation 
function C(t) defined for Heisenberg spin model, while it is seen to deviate both from exponential 
(PM) as well as Ising model decay schemes. Thus, the spin interactions in the current system seem to 
be following Heisenberg spin model. Again, it suggests the slowing down of the spin dynamics which 
is expected in a correlated region with short range magnetic ordering. Hence, it is evident of the pre-
formation of slowly relaxing clusters with short-range magnetic ordering above long range magnetic 
ordering temperature TN ~ 269K, thus elucidating the existence of GP in PCFO system.  
                     However, there are few reports addressing the B-site disorder to be the active source of 
GP in some perovskite systems, because it introduces inhomogeneous magnetic distribution and 
drastically reduces the spin/orbital coupling[63,70]. In the pioneering work published by Imry and 
Ma, the random quenched disorder has been reported to hinder the formation of long range magnetic 
ordering while favouring the nucleation of correlated clusters [71]. Thereafter, quenched disorder has 
been remained a key factor for producing GP in many systems [61, 71-75]. Thus, the plausible 
reasons for the observed Griffiths phase in PCFO may presumably be attributed to the existence of 
quenched disorder in the form of anti-site disorder in the system as well as small structural distortions 
present in the system due to smaller size of the Pr ions. The anti-site disorder which is in turn a source 
of arbitrary distribution of exchange bonds giving rise to competing interactions in the system, is a 
potential source of Griffiths singularities. As already mentioned, Co3+ exists in non-magnetic LS state 
so it is essentially giving rise to random non-magnetic dilution of Fe3+ spins. This is again the perfect 
platform for percolating correlated clusters in PM matrix, thus triggering the formation of Griffiths 
phase in the system. Additionally, the spin canting due to DM interactions introduces the competitive 
AFM/FM interactions which together with the anti-site disorder creates random exchange bonds (not 
only by values but also by their signs), thus leaving the system frustrated which is also responsible for 
the formation of correlated clusters in the PM matrix, thus the GP. It is noteworthy to mention here 
that a very recent report on a very similar double perovskite Pr2CrFeO6, no magnetic long range 
ordering (thus Griffiths phase is not relevant here) was found, where both Cr3+ and Fe3+ are in high 
spin state [76]. The manifestation of such different behaviours by two such similar systems, 
undoubtedly suggests that the nonmagnetic LS state of Co3+ is playing a vital role in emerging the GP 
in Pr2CoFeO6. Though, the anti-site disorder does not cause any structural distortions or the strains in 
the system due to the equivalent ionic radii of Co3+and Fe3+ ions. Thus, such structural distortions or 
strain mediated enhancement of GP can be ruled out. On the contrary, Desisenhofer et al argued that 
static quench disorder introduced by Jahn-teller (J-T) distortion is responsible for the emergence of 
GP in La1-xSrxMnO3 [72]. However, for the present scenario, the evolution of Griffiths phase is not 
associated to J-T effect as neither Fe3+(HS) nor Co3+(LS) exhibit J-T effect. Further, in the 
contradistinction, Salaman et al have explained the onset of GP in La1-xCaxMnO3 (x6 0.3) due to the 
bending of Mn-O-Mn bond angle causing alterations in the exchange interactions as a consequence of 
structural distortion from pure cubic perovskite structure triggered by the smaller size of Ca2+ ions 
[61]. This also seems to be plausible explanation for GP in PCFO. The octahedral distortion of FeO6 
octahedra causes the concurrent changes in the Fe3+-O-Fe3+ exchange interactions which may play an 
important role in the evolution of GP by aiding the cluster formation in the paramagnetic matrix. 
Irrespective of all the above situations, the main factor in contributing towards the GP remains the 
random magnetic (Fe3+) dilution by Co3+(LS) ions due to ASD which emulates a condition where the 
exchange bonds with different strengths (J) are randomly distributed. This is the perfect situation for 
percolating the finite size magnetic clusters above the infinitely long range ordering temperature TN, 
thus giving rise to the evolution of Griffiths phase [59]. However, for AFM compound PCFO, 
observation of Griffiths phase is unconventional and thus it can shed new light to the understanding of 
Griffiths phase in AFM based systems. Thus it requires meticulous study to further explore the 
underlying physics behind it. 
                      As already mentioned above, the dc ZFC and FC magnetization curves show a sudden 
slope change at low temperatures (the corresponding broad dip is also observed in dM/dT curve near 
~ 25 K) suggesting the presence of a secondary phase at lower temperatures. In contrast to the dc 
magnetization study, ac susceptibility measurements (787 make it possible to probe the dynamics 
of the spins thus it has become a powerful tool for investigating glassy spin behaviours [77]. Hence, 
we have carried out the ac susceptibility measurements in the temperature range 2-75 K at different 
frequencies. The Fig. 7(a) and its inset are showing the temperature variation of imaginary7and real 
7 parts of ac susceptibility data. The curves 7  show clear anomaly below 40 K and it is becoming 
more prominent with increasing frequency, thus suggesting a slow dynamic spin relaxation process 
occurring in this region. The corresponding clear peaks in 7 9 as expected from Kramers-Kronig 
relations are observed at ~ 34 K. A common spin-glass feature which can be noted in the 7 9 peaks 
is the shift in the peak positions towards higher temperatures with increasing frequencies, indicating 
slow spin relaxations (Fig. 7(a)) [77-80]. Again, these new low temperature peaks are quite broad 
extending over a temperature interval of ~70 K unlike the long range ordering peaks which were very 
sharp having a 
-like cusp [15, 78]. This broad shape of the peaks can also be attributed to the “glassy 
nature” of the system [78]. Thus, noting all these characteristic features of spin glass, it is 
comprehensible that the system enters in a re-entrant glasslike state at low temperatures (<40 K). It is 
best understood based on the existing competing FM and AFM interactions in a system, on lowering 
the temperature, a special magnetic state is attained where the strengths of the both FM and AFM 
interactions become equivalent leaving the spins to be frustrated [79,81]. However, the cluster glass 
state is evolved if one of these competing interactions (AFM or FM) is weaker relative to the other. In 
cluster glass state, the disorder or spin frustration occurs locally in small region of clusters [80,82-84]. 
Notwithstanding the complexity, RSG state was nicely described by mean-field model as used by 
Sherrington- Kirkpatrick for Ising spin systems and the model introduced by Gabay and Toulouse for 
Heisenberg spin systems [85-86]. According to this model, long range order parameter still remains in 
the RSG state, briefly which can be described as a state where both the spin-glass state and the long 
range magnetic correlation co-exist. 
                                To further investigate the spin dynamics and to get the more detailed insight into 
this RSG state, we have fitted the above data in different models. The frequency dependence of the 
freezing temperature ( Tf) can be calculated by Mydosh parameter (p) which is defined as [78]: 
:  ;#<#<;=>?@A <’ 
Where ;B  B + B  and ;.CDE F=.CDE F-.CDE F. This empirical parameter is a 
universal tool to distinguish spin-glass state from the super-paramagnetic states [78, 87]. For, typical 
spin glass or cluster glass systems, the value of p lies between 0.005 and 0.08, while for super 
paramagnetic system, it is greater than 0.2. The obtained value of p for our experimental graphs of 
PCFO, is ~ 0.05 which confirms the glass type state. In a spin or cluster glass state, the spin dynamics 
gets slowed down below the critical temperatures, thus the spins cannot follow the time-varying ac 
fields and consequently they get frozen randomly. This critical slowing down of spins near the 
freezing temperatures, can be investigated using the dynamic scaling law [80, 88-89] 
F  FE GHIJHKLHKL M
NO
 ; 
Where the f is the excitation frequency, TSG is the equivalent spin glass freezing temperature in the 
limit of f6 PQ and HDC6 R	, f0 is related to the characteristic spin flipping time (SE as f0= TU ; z 
is the dynamical critical exponent. In Fig. 7(b), “frequency (f ) Vs freezing temperature (Tf)” has been 
plotted and the best fitting with the above dynamical scaling law yielded:   f0 to be 6×106 Hz (SE 
V×10-7 s) , TSG = 29 K which is near to the observed spin glass freezing temperatures, the exponent 
z is found to be ~ 4.6 which is satisfactory for spin glass state (4 <z < 12). For a canonical spin 
glass systemthe microscopic spin flipping timeSE typically lies between ~ 10-12 to 10-13 s which is less 
than the observed value ~10-7 s by few orders. The larger spin flipping time is suggesting the observed 
transition is due to freezing of finite sized clusters rather than individual spins [80, 88-89]. This is 
because, the clusters take more time to relax as compared to single spins.For further investigations of 
inter-cluster interactions, the empirical Vogel-Fulcher law which is the modified version of Arrhenius 
law, can be employed to fit the above curve “f vs Tf”. The law being of the formW : 
F  FE()* + XYZ[\HIJHU]; 
WhereFEis a characteristic frequency,T0 formally known as VF parameter, is a temperature 
representing the strength of inter-cluster interaction strength and EA is the activation energy. The Fig. 
7(c) is showing the fitted graph using the V-F law. The best fitting yielded FE~ 106 Hz (which is of the 
same order of characteristic frequency obtained from previous dynamic scale fitting), T0=27.45 K and 
EA/KB=37.4 K. The comparable values of T0 and activation energy indicate existence of strong inter-
cluster couplings in the system. The obtained large value of  SE= BUis again suggesting the presence of 
interacting magnetic spin clusters [80, 88-89]. 
Another experimental realization of slow spin relaxation in the spin glass or cluster glass state 
is the time evolution of thermo-remanent magnetization (TRM) m(t) below the freezing transition 
temperature Tf. The measurement was carried out following field cooled (FC) protocol. The sample 
was cooled with an applied magnetic field of 0.1 T down to 25 K (below the freezing temperature) 
and the time dependent magnetization data was recorded after switching off the magnetic field to 
zero. The normalized magnetization m(t)=G _^
_^`U
M has been plotted as a function of time and shown in 
the Fig. 7(d). The time evolution of the isothermal-remanent magnetizationcan be analyzed using 
KWW (Kohlrausch Williams Watt) stretched exponential equation as given below [83,91]: 
a   aE + a	b! c+ GdTM
ef; 
Here, aE is associated to the initial remanent magnetization, a is representing the magnetization of 
glassy component, S is the characteristic relaxation time constant and  is the shape parameter or 
stretching exponent. Another power law which also often used for the analysis of time variation of 
isothermal magnetization is m(t) " gh[91]. However, we tried to fit our m(t) data with both the 
above relations but found that the best fitting is obtained with the KWW model, shown in Fig 7(d). 
The fitting was not satisfactory for the power law (gh), and not shown here. The KWW fitting is a 
powerful technique which is widely used for the investigations of the m(t) data for glassy or 
disordered systems [91]. For different class of disordered systems, the   value lies in between 0 and 
1. The obtained  value for PCFO is ~ 0.52, thus confirming the existence of glassy state at this 
temperature (25 K). Hence, all these confirm the system enters in a re-entrant cluster glass state at low 
temperatures. It is relevant here to note that even below the freezing temperature Tf ~34 K, the long 
range magnetic ordering still exists which occurs for a re-entrant spin or cluster glass systems. 
However, co-existence of high temperature long range ordering and low temperature glassy state has 
been reported in systems such as double perovskite disordered ferromagnet La2NiMnO6, Lu2NiMnO6, 
La1.5Sr0.5CoMnO6, spiral magnet BiMnFe2O6, FexMn1−xTiO3, ferromagnetic alloy Ni77Fe1Mn22 and 
antiferromagnet Fe0.55Mg0.45Cl2 etc[12,15,16,92-95]. Our system PCFO contains the two major 
microscopic ingredients for glassy transitions: (i) Site randomness and (ii) Spin canting driven 
competing AFM and FM interactions. The random spatial distribution of strongly magnetic ions Fe3+ 
and non-magnetic ions Co3+(LS) causes the local environment of the magnetic spins to be 
inhomogeneous. Thus the anti-site disorder leads to the formation of random exchange bonds causing 
the spin frustration which at low temperatures ends up in random, non-collinear, frozen states of 
spins. In pure FM or AFM systems, the domain formation involves microscopic time scales but due to 
the presence of disorder, it causes pinning of the domain wall which essentially gives rise to 
metastable states which allow the domain walls to reach one state to other by thermally activated 
hopping. This process does not allow the system to attain an equilibrium state in the experimental 
time scale leading to non-equilibrium phases like spin-relaxations, aging effects etc [96]. Again the 
spin canting is also an important ingredient for glassy sate which can eventually cause formation of 
finite sized spin clusters where there exist sets of non-collinear ferromagnetically or 
antiferromagnetically coupled spins; it renders the evolution of glassy state in the system [97]. 
Consequently, the high temperature (TN ~ 269 K) long range ordered AFM state gets frustrated due to 
the increasing competition of AFM and FM interactions with decreasing temperature, leading to the 
re-entrant glassy state. However, the cluster glass state is achieved because of the fact that the AFM 
interactions remain still dominating over FM interactions, which is the key ingredient for cluster glass 
state. To, further explore the origin of the glassy behaviour; we have recorded M-H loops at different 
temperatures as shown in Fig. 8(a)(1-4). It can be noted that the magnetic hysteresis loop has been 
enhanced appreciably as temperature is cooled down to 200 K, suggesting effective increase in FM 
interaction strengths (Fig. 8a(1-2)). However, as temperature is further decreased to 125 K, 
surprisingly the squareness of the loop (which represents the FM nature) got diminished with a 
decrease in remanence but increase in coercivity (Fig. 8a(3)). This may be a prior indication that the 
system is entering in a glassy state. Though, no saturation of magnetization can be seen at any 
temperatures, implying the dominating AFM nature of the sample. All these facts are confirming the 
existence of competing AFM and FM interactions which at low temperatures end up in a frozen 
cluster glass state. However, at 5K, MH loop shows an increased magnetization value (@2T) but it 
has completely lost its squareness (Fig. 8a(4)). This may also be elucidated by the presence of 
magnetic rare earth Pr3+ ions which triggers the complex and short range Pr3+-Fe3+ and Pr3+-Pr3+ 
interactions which become effective only in low temperatures. In dc ZFC and FC graphs shown in 
Fig. 5(a), a slope change forming a broad bump below 10K can be noted which is also seemingly 
related to the Pr3+-Fe3+ and Pr3+-Pr3+ interactions. In many double perovskites containing magnetic 
rare earth ions R3+, complex low temperature magnetic behaviours have been attributed to short range 
R-R and R-B (B= Co, Fe,Mn,Ni etc) interactions[98-99]. Thus it seems to be a plausible origin for the 
observed low temperature behaviours (<10 K). 
                                   Another very unusual and interesting metamagnetic behaviour is observed in 
field dependent magnetization study of PCFO. Fig. 8(b) is showing the ZFC magnetization curves 
recorded under different fields. The M(T) curve under a moderate field of 250 Oe increases 
monotonically with decreasing temperature. To our surprise, for an increased applied magnetic field 
600 Oe, M(T) curve shows a dramatic drop and thus forms a peak below the ordering temperature. 
However, with increasing applied fields (e.g. 1000 Oe etc.) the peak gets flattened and thus becomes 
broad. However, with application of further higher fields, the peak starts fading away and finally 
disappears with sufficiently high fields (>1 T). To elucidate this field induced transition, we may 
consider the strong anisotropy that is present in the system. It seems, the moderate field of 250 Oe 
was not sufficient for complete anti-parallel alignments of the Fe3+ spins due to the strong inherent 
anisotropic fields. Hence, the monotonous rise in the magnetization with moderate field (250 Oe) is a 
manifestation of the presence of some uncompensated spins in the system. However, for the 
intermediate field of 600 Oe, complete anti-parallel alignment of the Fe3+ spins is established, thus the 
magnetization falls drastically resulting in a peak. As the field is further increased, it will try to align 
the Fe3+ spins along the field; hence it will diminish the peak. It is a common feature of AFM systems 
where application of high fields suppresses the peak intensity [8]. 
                    It is now a well-established fact that existence of multiple magnetic phases results in 
exchange bias effect, a phenomenon where the horizontal or vertical displacement of isothermal 
magnetization (M) vs field (H) curves occurs [100]. Rigorous theoretical and experimental studies 
have revealed that exchange anisotropy across the interfaces of different inhomogeneous magnetic 
phases such as FM/AFM, FM/Spin glass, FM/Ferrimagnet, hard/soft phases of FM systems is 
responsible for the observation of such exchange bias effect [100-102]. Knowing the fact that the 
present system PCFO holds multiple magnetic phases including AFM, FM and spin glass at low 
temperatures, we got motivated to investigate the exchange bias effect in this system. We performed 
the exchange bias measurements in conventional method i.e. the sample was field cooled with the 
field of +5 T and -5 T down to 5 K, then field (H) variation of isothermal magnetization (H) data were 
recorded, (Fig. 8(c)). Clear evidence of exchange bias effect can be observed from the prominent 
horizontal shift of the M-H loops. However, we also have performed the aforementioned 
measurements at temperatures higher than cluster glass freezing temperature (~34 K), but no such 
exchange bias effect was observed (not shown here) in sizeable scales. From this, it can be directly 
inferred that co-existence of cluster glass andlong range AFM interactions raise the exchange 
anisotropy at their interfaces, as a consequence exchange bias effect is evolved. To get quantitative 
value of the exchange bias, we have measured the loop asymmetry along the field and magnetization 
axes as PiXj  kl2Jklm  and niXj 
^o2J^om
  respectively, where HC1 and HC2 are the negative or 
positive intercepts along the field axis of the hysteresis loops recorded with +5 T and -5 T 
respectively, similarly Mr1 and Mr2 are the negative or positive intercepts along the magnetization axis 
of the said curves. The obtained conventional exchange bias (CEB) values for the current system 
PCFO are quite high: HCEB ~ 2175 Oe and MCEB ~ 0.033B/f.u. 
          The pioneering model used by Wang et al for explaining exchange bias of bulk alloy NiMnIn  
can be helpful for elucidating the observed exchange bias in this case[103]. At low temperatures, the 
alloy NiMnIn13 enters in a glassy state while the dominant AFM interactions still exists. Thus, the 
glassy state remains embedded in the AFM matrix at low temperatures, which results in emergence of 
strong exchange anisotropy at their interfaces, thus raising the exchange bias in the system. Hence, 
this explanation is plausible for the current scenario because co-existence of cluster glass state in the 
dominant long range AFM ordering has been already probed at low temperatures. 
As the temperature is lowered through the cluster glass freezing temperature (Tf ~ 34 K), the 
glassy clusters are formed within the long range AFM matrix. So, in this model we can consider an 
AFM core which is surrounded by frozen cluster glass shell as shown in Fig. 8(d). During the field 
cooling through the freezing temperature, the spins in the glassy clusters align along the strong 
applied field thus forming a soft ferromagnetic (SFM) region inside the AFM matrix. After switching 
off the field to zero, this SFM spins remain aligned ferromagnetically due to the kinetic arrest in the 
glassy state. Thus, small SFM regions are effectively embedded in the AFM matrix, giving rise to 
strong unidirectional exchange anisotropy at their interface as shown in Fig. 8(d). These stable SFM 
regions produce additional remanence and it remains unaltered due to kinetic arrest even upon 
subsequent field sweep direction while recording the M-H loops. Thus, the M-H loop gets shifted 
showing the exchange bias effect. Similarly, when the cooling field is applied in the reverse direction, 
the SFM spins are aligned opposite to the former case and thus producing altered exchange anisotropy 
at the newly formed interface. Thus, the remanence also gets altered, giving rise to M-H loop shift in 
the reverse direction. Thus, we can infer that the observed exchange bias is caused by the presence of 
multiple magnetic phases or inhomogeneous magnetic phases in the system. 
III. Conclusion 
Summarizing, we have performed detailed investigation of the magnetic properties of a new member 
of double perovskite Pr2CoFeO6 and correlated with its structural and electronic properties. The main 
interesting aspects of this work which makes Pr2CoFeO6 as an extremely interesting magnetic system,  
is the observation of multiple magnetic phases like Griffiths phase, Re-entrant cluster glass (RCG), 
unusual field induced peak and exchange bias in a single system. The crystal structure investigated by 
X-ray diffraction and neutron diffraction study highlights the presence of anti-site disorder (ASD) in 
the B-sites (Co/Fe) and suggests that the system adopts an orthorhombic structure with symmetry 
Pnma (62). The crucial role played by this ASD in its magnetic properties has been brought out 
through the neutron diffraction and magnetometry study. A G-type AFM spin ordering has been 
confirmed from the neutron diffraction study. Ab initio calculations predicted insulating nature of the 
system. The calculations also showed that anti-ferromagnetic coupling among Fe spins is 
energetically favourable over the ferromagnetic coupling. Thus, the theoretical calculations agreed 
well with our experimental observations. Additional information is sought through its electronic 
structure probed by the XAS study which revealed the charge and spin states of the constituent 
elements. The nominal valence state of both of the Co and Fe ions found to be +3 while the spin state 
of the Co3+ ions is estimated to be low spin state (LS). The above findings greatly corroborate our 
arguments that the ASD present in the system is triggered by the same charge states of B-site ions and 
this ASD along with the LS state of Co3+ ions effectively created the random non-magnetic dilution of 
the magnetic Fe spins. As a matter of fact, the random non-magnetic dilution provides the perfect 
platform for the preformation of percolating magnetic clusters above TN ~ 269 K, thus leading to the 
Griffiths phase in the present system. Again, the exhibition of the Griffiths phase by this 
antiferromagnetic system Pr2CoFeO6 is essentially unique since only very few systems e.g. 
Ca3CoMnO6, GdFe0.17Sn2, DyBaCo4O7+ are reported so far which order antiferromagnetically and 
show features of Griffiths phase. Additionally, unique to the current system, it showed Griffiths phase 
at quite high temperature (269 K<TG<370 K) range. Spin dynamics study by the ac susceptibility 
study further revealed that the system enters in a RCG state at ~ 34 K where a glassy state is observed 
to co-exists with global canted-antiferromagnetic state. Again ASD along with the spin canting driven 
spin frustration played the major role in bringing out this glassiness in the system. The observed low 
temperature exchange bias (@5 K) is elucidated through the co-existence of AFM and the glassy 
states and explained through the AFM core and glassy shell model. The results of the present work 
can significantly provoke the experimental as well as the theoretical investigations to study the 
possible impact of such anti-site disorder and the spin states on the magnetic properties of different 
magnetic systems. 
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Table1: Structural parameters and crystallographic sites determined from Rietveld profile 
refinement of the powder XRD patterns for  Pr2CoFeO6 at 300K (room temperature). 
Space group: Pnma
Parameters Value 
Lattice constant (Å) 
 
 
 
Cell volume (Å3) 
a= 5.4351 
b=7.6757 
c=5.4376 
===90.000 
226.8454 
Pr site 
x 
y 
z 
Co  site 
x 
y 
z 
4c 
0.03203 
0.2500 
0.01086 
4b 
0.00 
0.00 
0.50 
Fe site 
x 
y 
z 
4b 
0.00 
0.00 
0.50 
O(1) site 
x 
y 
z 
4c 
0.49054 
0.25000 
0.00000 
O(2) site 
x 
y 
z 
8d 
0.32906 
-0.04394 
0.31110 
Rwp 
Rexp 
Rwp/Rexp 
Chi2 
dPr-Pr(Å) 
dPr-O(1)(Å) 
dPr-O(2) (Å) 
dCo-O(1) (Å) 
dCo-O(2) (Å) 
dFe-O(1) (Å) 
dFe-O(2) (Å) 
 
<(Pr)-(O1)-(Pr)>(deg) 
<(Pr)-(O2)-(Pr)>(deg) 
<(Fe)-(O1)-(Fe)>(deg) 
<(Co)-(O1)-(Co)>(deg) 
<(Fe)-(O2)-(Fe)> (deg) 
<(Co)-(O2)-(Co)> (deg) 
 
18.1 
14.26 
1.269 
1.68 
3.85541 
2.49276 
3.06890 
1.91961 
1.95922 
1.91961 
1.95922 
- 
177.16759      - 
84.01257 
164.5754 
164.5754 
169.69672 
169.69672 

 
  
 
 
Table 2: Structural parameters and crystallographic sites determined from Rietveld profile 
refinement of the powder neutron diffraction patterns for  Pr2CoFeO6 at 300K and 6 K. 
Space group: Pnma
 
NPD data recorded at 300 K 6 K 
Lattice constant (Å) 
 
 
 
Cell volume (Å3) 
a= 5.44592 
b=7.68672 
c=5.43325 
===90.000 
227.4427 
a= 5.45221 
b=7.67367 
c=5.42731 
===90.000 
227.0703 
Pr site 
x 
y 
z 
4c 
-0.0334(5) 
0.25000 
-0.0109(11) 
4c 
-0.0358(9) 
0.25000 
-0.0144(17) 
Co  site 
x 
y 
z 
4b 
0.00000 
0.00000 
0.50000 
4b 
0.00000 
0.00000 
0.50000 
Fe site 
x 
y 
z 
4b 
0.00000 
0.00000 
0.50000 
4b 
0.00000 
0.00000 
0.50000 
O(1) site 
x 
y 
z 
4c 
0.5121(6) 
0.25000 
0.0616(8) 
4c 
0.5151(9) 
0.25000 
0.0541(10) 
O(2) site 
x 
y 
z 
8d 
0.2868(4) 
-0.0417(3) 
0.2859(4) 
8d 
0.2905(6) 
-0.0458(5) 
0.2855(6) 
dPr-O(1)(Å) 
dPr-O(2) (Å) 
dCo-O(1) (Å) 
dCo-O(2) (Å) 
dFe-O(1) (Å) 
dFe-O(2) (Å) 
2.506(4) 
2.735(4) 
1.9517(8) 
1.974(2) 
1.9517(8) 
1.974(2) 
2.477(7) 
2.755(6) 
1.9425(8) 
1.997(3) 
1.9425(8) 
1.997(3) 
<(Pr)-(O1)-(Pr)>(deg) 
<(Pr)-(O2)-(Pr)>(deg) 
<(Fe)-(O1)-(Fe)>(deg) 
<(Co)-(O1)-(Co)>(deg) 
<(Fe)-(O2)-(Fe)> (deg) 
<(Co)-(O2)-(Co)> (deg) 
 
163.4(2) 
98.8(3) 
159.87(3) 
159.87(3) 
155.06(9) 
155.06(9) 
168.2(6) 
98.43(20) 
161.94(4) 
161.94(4) 
153.26(13) 
153.26(13) 
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Figure captions: 
Figure. 1 : X-ray diffraction pattern along with its Rietveld refinement at 300 K. Inset: Polyhedral representation 
of the crystal structure. The green and red balls are representing the Pr and O atoms. The blue octahedra refer to 
Co/FeO6. 
Figure. 2 : (a) shows the total density of states (TDOS) as a function of energy (scaled with Fermi energy) for 
PCFO with AFM coupling in Fe spins. (b), (c), (d) and (e) are depicting the spin integrated partial density of 
states (PDOS) of Pr (s,p,d and f), Co (s,p, and d), Fe (s, p and d) and O (s and p) for PCFO respectively. (f) 
Shows the spin resolved PDOS for Pr-f, Co-d, Fe-d, O-p orbitals. 
Figure. 3 : (a) and (b) show the powder neutron diffraction (NPD) data @300 K and @6 K with its Rietveld 
refinements respectively. (c) Depicts the spin ordering obtained from NPD data. (d): Temperature variation of 
the magnetic reflection as obtained through NPD study. 
Figure. 4: (a) and (b) show the room temperature XAS spectra at CoL2-3 and FeL2-3 edges respectively. The 
inset of Fig. (a) and (b) are showing the XMCD data @300 K for CoL2-3 and FeL2-3 edges respectively. 
Figure. 5: (a): ZFC and FC M(T) curves recorded at H=250 Oe. (b) shows the “dM/dT Vs T” plot @H=250 Oe.  
(c): Temperature variation of ac 	 (real) at different frequencies. (d): M(H) curves recorded at 265 K and 250 K. 
The inset top and bottom show the “Arrot plot” of the M(H) curves at 250 K and 265 K respectively. 
Figure. 6: “Inverse susceptibility Vs Temperature” plot at different magnetic fields (H) has been shown to study 
the Griffiths phase. Inset top is showing the “log10-log10” plot of “	-1 Vs (T-”, where the linear fitting is done 
to confirm Griffiths phase. Inset bottom shows the “time-dependent thermo-remanent magnetization (TRM)” 
study at 300 K and 325 K and its Heisenberg fit. The inset shows the Heisenberg, Ising and exponential fit of 
TRM data at 300 K. 
Figure. 7: (a): “	 Vs temperature” curves at different frequencies are shown. Inset showing the corresponding 
	(T) curves. Fig. (b) and (c) are showing the dynamic fit and Vogel-Fulcher fit of the Tf (T) data. (d): KWW 
stretched exponential equation fit of the time evolution of the isothermal-remanent magnetization at 25 K. 
Figure. 8: (a) M(H) curves recorded at different temperatures.  (b): Field dependent ZFC M(T) curves. (c) M(H) 
curves at 5 K recorded after field cooling under H=+/-5 T. (d): Simplified schematic picture of the “Core-Shell” 
model depicting the AFM core being surrounded by CG shell and the consequent rise of the conventional 
exchange bias. 
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