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Abstract
We give a notation of Krichever-Novikov vertex algebras on compact Riemann surfaces which
is a bit weaker, but quite similar to vertex algebras. As example, we construct Krichever-Novikov
vertex algebras of generalized Heisenberg algebras on arbitrary compact Riemann surfaces,
which are reduced to be Heisenberg vertex algebra when restricted on Riemann spheres.
1 Introduction
Vertex operator algebras are a class of algebras, whose structures arose naturally from vertex operator
constructions of representations of affine Lie algebras and in the work of Frenkel-Lepowsky-Meurman
and Borcherds on the “moonshine module” for the Monster finite simple group [1] [2] [5] [9] [10]. They
are (rigorous) mathematical counterparts of chiral algebras in 2-dimensional conformal field theory in
physics. A vertex algebra consists in principle of a state-field correspondence V → End (V )
[[
z, z−1
]]
that maps any element a to a field Y (a, z) =
∑
n∈Z anz
n with an ∈ End (V ) which satisfies vacuum
axiom, translation axiom and locality axiom. Typical examples of vertex algebras are the Heisenberg
vertex algebra, affine Kac-Moody vertex algebra and lattice vertex algebra.
The goal of the present paper is the construction, as we hope, of regular analogus of vertex
algebras, connected with Riemann surfaces of genus g ≥ 0. It’s not surprising that the space
End (V )
[[
z, z−1
]]
should be replaced by a certain space which encodes the geometry of the Riemann
surface. We consider its important subspace-the associative algebra C
[
z, z−1
]
of Laurent polynomi-
als firstly. According to the view of Krichever and Novikov ([16], [17], [18], [20]), if we identify it with
the algebra of meromorphic functions on Riemann sphere which are holomorphic outside zero and
infinite, then it is easily generalized on higher genus Riemann surfaces to the associative algebra of
meromorphic functions which are holomorphic outside two distinguished points. [16] cited that the
new associative algebra has a basis {An (P ) |n ∈ Z
′} by Riemann-Roch theorem, where Z ′ takes the
integer set or half-integer set depending on whether the genus g is even or odd. If we define (A (P ))
n
by An+ g
2
(P ) , then it is the space C
[
A (P ) , A (P )
−1
]
which is the extension of the algebra of Lau-
rent polynomials. Hence, the space End (V )
[[
z, z−1
]]
is naturally extended on any higher genus
Riemann surface to End (V )
[[
A (P ) , A (P )
−1
]]
in which elements are the form
∑
n∈Z an (A (P ))
n
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or
∑
n∈Z′ anAn (P ) . Obviously, the axioms in vertex algebras need to be reformulated in a suitable
way as well. Here, we consider the locality axiom only. Note that the locality axiom
(z − w)
N
[Y (a, z) , Y (b, w)] = 0, N ≫ 0
is equivalent to
(zn − wn)
N
[Y (a, z) , Y (b, w)] = 0, ∀n ∈ Z, N ≫ 0.
As explained above, on a Reimann surface, the status of zn can be replaced by some meromorphic
function Am (P ). Then the locality axiom of KN vertex algebra is reformulated as
[Am (P )−Am (Q)]
N [Y (a, P ) , Y (b,Q)] = 0, ∀m ∈ Z ′, N ≫ 0.
Analogously, the derivative, the function 1
z−w
, and distance function are reformulated as Lie
derivative, Szego¨ kernel and the function defined by the level line respectively.
Using the data above, we can give the extention of the vertex algebra which is called the
Krichever-Novikov vertex algebra with respect to a compact Riemann surface and the two dis-
tinguished points in general positions. For briefly, we also call it the KN vertex algebra if no
confusion.
As examples of KN vertex algebras, we construct KN vertex algebras of generalized Heisen-
berg algebras on compact Reimann surfaces. When restricted on Riemann spheres, they are the
Heisenberg vertex algebras.
The paper is organized as follows. Section 2 gives a brief reviews of KN basis and results needed
later in order to make this paper self-contained. Section 3 sets up the notations and gives the
definition of vertex algebras on compact Riemann surfaces. In section 4, we construct the Heisenberg
vertex algebras on Riemann surfaces. Also, we introduce the Szego¨ kernel and the Level line used to
prove the data we constructed satisfy the axioms of a vertex algebra on a Riemann surface. In the
last section, we will see that the generalized Heisenberg vertex algebras on Riemann surfaces with
genus zero is the usual Heisenberg vertex algebra.
In the forthcoming papers, Kac-Moody KN vertex algebra and Virasoro KN vertex algebra on
a Riemann surface will be given. And the structures of KN vertex operator algebras on Riemann
surfaces will be discussed later.
2 Notation
In this section, we recall some results on Riemann surfaces, and then reduce some results which are
needed later.
2.1 Krichever-Novikov bases
LetM be a compact Riemann surface of genus g, S+, S− two distinguished points in general position.
The KN bases [16] [17] [18] are certain bases for the spaces Fλ of meromorphic tensors of weight λ
on the Riemann surface M which are holomorphic outside S+ and S−.
For integer λ 6= 0, 1 and g > 1, the Riemann-Roch theorem guarantees the existence and unique-
ness of meromorphic tensors of conformal weight λ which are holomorphic outside S+ and S−, and
have the following behavior in a neighborhood of S+ and S−:
fλ,n (z±) = ϕ
±
λ,nz
±n−sλ
± (1 +O (z±)) (dz±)
λ
, (1)
where sλ =
g
2 − λ (g − 1) , ϕ
+
λ,n = 1, ϕ
−
λ,n 6= 0. Here (dz±)
λ means
(
∂
∂z±
)−λ
for λ < 0, z+ and z−
are local coordinates at small neighborhoods of S+ and S− respectively which satisfy z+ (S+) = 0
2
and z− (S−) = 0. The index n in Eq. (1) takes either integer or half-integer values depending on
whether g is even or odd.
For λ = 0, the behavior is modified with respect to Eq. (1) . Let An, |n| ≥
g
2 + 1, be the unique
function which has the Laurent expansion in a neighborhood of S±:
An (z±) = α
±
n z
±n− g
2
± (1 +O (z±)) , (2)
where α+n = 1, α
−
n is some nonzero complex number. As before, n is integer or half-integer depending
on the parity of g. For n = − g2 , ...,
g
2 − 1 we take the function with the following behavior!!!
An (z+) = α
+
n z
n− g
2
+ (1 +O (z+)) (3)
An (z−) = α
−
n z
−n− g
2
−1
− (1 +O (z−)) ,
where α+n , α
−
n are required as before. For n =
g
2 , choose A g2 = 1.
For λ = 1, we take the basis of one-forms as follows: in the range |n| ≥ g2 + 1, ω
n = f1,−n with
f1,−n given by (1) ; for n = −
g
2 , ...,
g
2 − 1, those is specified by the local series
ωn (z+) = β
+
n z
−n+ g
2
−1
+ (1 +O (z+)) dz+ (4)
ωn (z−) = β
−
n z
−n+ g
2
− (1 +O (z−)) dz−,
Here, choose β+n = 1 to fix ω
n and take ω
g
2 as the Abelian differential of the third kind with simple
poles in S± and residues ±1, normalized in such a way that its periods over all cycles be purely
imaginary.
In the case g = 1, the existence of a nonzero holomorphic one-form ξ with ξ (z+) = (1 + o (z+)) dz+
enables us to construct a series of λ−forms which are holomorphioc outside S± by zero-forms:
fλ,n = Anξ
λ,
where the An’s are defined by Equations (2) and (3).
For g = 0, when the compact Riemann surface is the ordinary completion of the complex plane,
and S± are the points z = 0 and z = ∞, then the functions An concide with z
n, the generators of
the Laurent basis, and fλ,n (z) = z
n−λ (dz)
λ
for λ ∈ Z.
Let f0,n = An, f1,n = ω
−n and Z ′ = Z+ g2 . On any compact Riemann surface, by Riemann-Rock
theorem, {fλ,n|n ∈ Z
′} makes up of a basis of Fλ which is called the Krichever-Novikov basis (KN
basis) with weight λ ([16]− [18]) .
Since all small cycles are homologous around S+ ( respectively, S−) and ω ·η is holomorphic away
from S+ and S− for any ω ∈ F
λ, η ∈ F1−λ, then the integral around the two points doesn’t depend
on the choice of cycles. Hence, we can define residue operator by integral as follows.
Definition 1
ResS± : F
λ × F1−λ −→ C
ω , η 7→ 12pii
∮
cs±
ω · η,
where cs+
(
cs−
)
is a cycle homologous to a small cocycle around the points S+ (S−) .
For simplicity, we denote ResS+ by Res if there is no confusion. Define f
n
λ by fλ,−n with n ∈ Z
′,
δnm by 1 if n = m and 0 otherwise as usual. By direct calculus, we have the following important
proposition.
Proposition 2 Res
[
fλ,n (P ) f
m
1−λ (P )
]
= δmn , where n,m ∈ Z
′.
3
2.2 Lie derivative
Definition 3 Define Lie derivative of a tensor field g (P ) with respect to a tangent verctor field
ζ (P ) locally as
∇ζ(P )g (P ) |U(P ) : = ∇ζ(z) d
dz
(
g (z)dzλ
)
=
(
ζ (z)
dg (z)
dz
+ λg (z)
dζ (z)
dz
)
(dz)
λ
,
where z is a local coordinate of the neighborhood U (P ) with P ∈M.
Definition 4 Denote f−1, 3g
2
−1 (P ) by e 3g
2
−1 (P ) or e (P ) , and ∇e 3g
2
−1
(P ) by ∇. Let 〈, 〉 be the cou-
pling of 1-form and tangent vector field.
Lemma 5 If g (P ) ∈ Fλ, then
1. ∇〈g (P ) , e (P )〉 = 〈∇g (P ) , e (P )〉 ;
2. ∇g (P ) = d 〈g (P ) , e (P )〉 .
Proposition 6 ∇ωn (P ) =
∑
m∈Z′ ξ
n
mω
m, where ξnm = −Res
(〈
ωn (P ) , e 3g
2
−1 (P )
〉
dAm (P )
)
.
Proof. By the second part of Lemma 5 and Proposition 2, we have
ξnm = Res (∇ω
n (P )Am (P ))
= Res (d 〈ωn (P ) , e (P )〉Am (P ))
= Res (d [〈ωn (P ) , e (P )〉Am (P )]− 〈ω
n (P ) , e (P )〉 dAm (P )) .
Note that the first term is zero, we complete the proof.
Lemma 7 For any n ∈ Z ′,
∑
u1,u2,··· ,uk−1
ξnu1ξ
u1
u2
· · · ξ
uk−1
uk is
1.
(
−n+ g2 − 1
)
· · ·
(
−n+ g2 − k
)
, if uk = n+ k ;
2. 0, if uk > n+ k;
3. 0, if n = g2 − k, · · · ,
g
2 − 1.
Proof. By the part (1) of Lemma 5 and Propostion 6, we have
∇k 〈ωn (P ) , e (P )〉 = ξnu1ξ
u1
u2
· · · ξuk−1uk 〈ω
uk (P ) , e (P )〉 ,
Here, and henceforth, repeated indices are summed in the interger or half-integer set depending on
the parity of the genus of the Riemian surface. From Section 2.1, we know the equation above has
the following local behaviour near the point S+
(
(1 + o (z))
∂
∂z
)k [
z−n+
g
2
−1 (1 + o (z))
]
= ξnu1ξ
u1
u2
· · · ξuk−1uk z
−uk+
g
2
−1 [1 + o (z)] .
That is,
(
−n+
g
2
− 1
)
· · ·
(
−n+
g
2
− k
)
z−n+
g
2
−1−k [1 + o (z)] = ξnu1ξ
u1
u2
· · · ξuk−1uk z
−uk+
g
2
−1 [1 + o (z)] .
Compare the coeffients of zm of the two sides of the above equation, we can get the result.
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2.3 Szego¨ kernel, Level line and formal delta function
Here, we introduce Szego¨ kernel, level line briefly [4]. By the data, we construct and research on
formal delta functions on compact Riemann surfaces.
Let M be a compact Riemann surface with genus g, S+ and S− are distinct points in general
position.
Definition 8 Define the Szego¨ kernel by S (P,Q) = E(P,P+)θ(P−Q−u)θ(Q−P+−u)
E(P,Q)E(Q,P+)θ(u)θ(P−P+−u)
, where E (P,Q) is
the Schottky-Klein prime form, u = gP− − P+ −△.
S (P,Q) is a holomorphic (0, 1) form outside P = Q on M×M. In a neighborhood of P = Q,
S (P,Q) |U(P=Q) =
1
z (P )− z (Q)
[
1 + o (z (P )− z (Q))2
]
dz (Q) .
Suppose ρ is the unique differential of the third kind with pure imaginary periods, that is, ρ has
poles of order 1 at S±, ResS±ρ = ±1, and has purely imaginary period. Let P0 be an arbitrary
reference point onM different from S±. The contours cτ are defined as the level lines of the function,
i.e.
cτ = {P ∈M|Re
∫ P
P0
ρ = τ}.
For τ → ±∞, the contours become small circles around S∓.
For g = 0, the Szego¨ kernel is S (z, w) = 1
z−w
dw, the level lines defined by Re
∫ P
P0
1
z
dz are circles
around the origin in the complex plane, where P0 ∈ C\{0}. In the regions of τ (z) > τ (w) and τ (w) >
τ (z) , the Szego¨ kernel has expansions Σn<0z
nw−n−1dw and −Σn≥0z
nw−n−1dw respectively. Their
minus is Σn∈Zz
nw−n−1dw which is similar to the formal delta function δ (z, w) = Σn∈Zz
nw−n−1.
For higher genus Riemann surfaces, we hope to get the formal delta functions using the similar
way. Denote the expansion of S (P,Q) in τ (Q) > τ (P ) and τ (P ) > τ (Q) by iQ,PS (P,Q) and
iP,QS (P,Q) respectively. In [16]-[18] and [25], we know
iP,QS1 (P,Q) =
∑
n<
g
2
An (P )ω
n (Q) , iQ,PS1 (P,Q) = −
∑
n≥ g
2
An (P )ω
n (Q) . (5)
Denote their minus by △ (P,Q) . Clearly, △ (P,Q) =
∑
n∈Z′ An (P )ω
n (Q) . We call it the formal
delta function on the Riemann surface not only because the way of its construction is similar to the
formal delta function δ (z, w)’s, but also it has the complete analogous property of delta function.
Proposition 9 If f ∈ F0, g ∈ F1, then
ResQ=S+ (△ (P,Q) f (Q)) = f (P ) , ResQ=S+ (△ (P,Q) g (P )) = g (Q) .
Proof. It’s easy to prove by Proposition 2.
Recall in vertex algebras, the following properties of the formal delta function is very useful in
proving the locality axiom
∂zδ (z, w) = −∂wδ (z, w) , (z
n − wn)
m
∂m+1z δ (z, w) = 0. (6)
From the below Propositions, we know, as we hope, the formal delta function on the Riemann surface
also has the analogous properties in which ∂z and z
n are replaced by ∇P and An (P ) respectively.
Proposition 10 ∇P △ (P,Q) = −∇Q△ (P,Q) .
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Proof. By Proposition 2,∇ωn (P ) = Σξnuω
u (P ) ,∇An (P ) = Ση
u
nAu (P ) , where ξ
n
u = Res (∇ω
n (P )Au (P )) ,
ηnu = Res (∇Au (P )ω
n (P )) . Note that Res [∇ (Au (P )ω
n (P ))] = 0, then ξnu = −η
n
u . Hence
∇P △ (P,Q) = [∇An (P )]ω
n (Q) = ηunAu (P )ω
n (Q) = −ξunAu (P )ω
n (Q)
= −Au (P )∇ω
u (Q) = −∇Q△ (P,Q) .
Proposition 11 [Au (P )−Au (Q)]△ (P,Q) = 0 with u ∈ Z
′.
Proof. Since Au (P ) · An (P ) ∈ F
0 and {An (P ) | n ∈ Z
′} is a basis of F0, we can suppose that
Au (P )An (P ) =
∑
m∈Z′
αmunAm (P ) ,
where αmun ∈ C. Note that Res
(
Am (P )ω
k (P )
)
= δkm, we get α
m
un = Res [Au (P )An (P )ω
m (P )] .
Using the same method, we have
Au (Q)ω
n (Q) = αnumω
m (Q) .
Hence
[Au (P )−Au (Q)]△ (P,Q)
= [Au (P )−Au (Q)]An (P )ω
n (Q)
= [Au (P )An (P )]ω
n (Q)−An (P ) [Au (Q)ω
n (Q)]
= αmunAm (P )ω
n (Q)−An (P )α
n
umω
m (Q) = 0.
Differentiating the formula in the above proposition with resepct to P, and multiplying the result
by (Au (P )−Au (Q)) , we obtain
[Au (P )−Au (Q)]
2
dP△ (P,Q) = 0, (7)
where dP△ (P,Q) means d (An (P ))ω
n (Q) .
Theorem 12 For any u ∈ Z ′,m, n ∈ Z+, [Au (P )−Au (Q)]
m+n+2 (
∇mP ∇
n
QdP△ (P,Q)
)
= 0 on
M×M.
Proof. By Eq. 7, we assume it’s true when m+ n = N˜ with N˜ ∈ Z+. We will prove the theorem
by induction. When m + n = N˜ + 1, there exists a pair of non-negative integers (M,N) such that
(m,n) = (M + 1, N) or (M,N + 1) . We only prove the theorem for the first case, the other case can
be got by the complete way. Note that [Au (P )−Au (Q)]
M+N+3 (
∇M+1P ∇
N
QdP△ (P,Q)
)
is equal to
∇P
(
[Au (P )−Au (Q)]
M+N+3
∇MP ∇
N
QdP△ (P,Q)
)
−
(
∇P [Au (P )−Au (Q)]
M+N+3
)
∇MP ∇
N
QdP△ (P,Q) .
By our inductive assumption, the first term is zero. The second term is
− (M +N + 3)∇PAu (P ) [Au (P )−Au (Q)]
M+N+2
∇MP ∇
N
QdP△ (P,Q) .
Using our inductive assumption again, we got the result.
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3 KN vertex algebras on compact Riemann surfaces
3.1 KN Fields and derivatives
Recall in a vertex algebra, a formal series a (z) =
∑
n∈Z anz
n is a field if for any v ∈ V, anv = 0,
n≪ 0. In other words, the formal series is a formal Laurent series.
For a higher genus Riemann surface, as we explained in the introduction, the spaceEnd (V )
[[
z, z−1
]]
is replaced by End (V )
[[
A (P ) , A (P )
−1
]]
, and the formal series a (z) is replaced by a (P ) =∑
n∈Z′ anAn (P ) . The new formal series is called a KN field if for any v ∈ V, there exists a number
N such that anv = 0 for n ≤ N.
Recall the derivative on the field a (z) is defined by ∂z which acts on functions z
n directly. Since
∇e(P ) is the extension of ∂z on any Riemann surface, then the derivative of a KN field a (P ) is
defined according to Lie derivative, that is, ∇a (P ) =
∑
n∈Z′ an∇An (P ) .
3.2 KN vertex algebras
Using the above data, we can give the notation of a KN vertex algebra on a compact Riemann
surface.
Definition 13 Suppose M is a compact Riemann surface with genus g, S+ and S− are two dis-
tinguished points in general positions. A Krichever-Novikov vertex algebra (M, V, S±, T, |0〉)
(KN vertex algebra) is a collection of data
1. Space of states: V is a Z−graded vector space (graded by weights)
V =
⊕
n∈Z
Vn, for v ∈ Vn, n = wt{v}
where dimVn <∞ for n ∈ Z and Vn = 0 for n sufficiently negative;
2. Vacuum vector: |0〉 ∈ V0;
3. Translation operator: a linear operator T : V → V ;
4. KN vertex operators: a linear operation
Y (·, P ) : V → End (V ) [[A+ (P ) , A− (P )]]
taking each a ∈ V to a KN field acting on V,
Y (a, P ) =
∑
n∈Z′
anAn (P ) , Z
′ = Z+
g
2
.
And these data are subject to the following axioms:
1. Vacuum axiom: Y (|0〉, P ) = IdV . Furthermore, for any a ∈ V, Y (a, P ) |0〉 has a well-defined
value at P = S+. When a is a homogeneous element with weight k, then
Y (a, P ) |0〉|P=S+ ≡ a mod
⊕
n<k
Vn.
2. Translation axiom: T |0〉 = 0. For any nonzero space Vn, there always exists nonzero element
a in Vn such that
[T, Y (a, P )] = ∇Y (a, P ) .
3. Locality axiom: For any a, b ∈ V, there exists a positive integer N such that
Fu (P,Q)
N [Y (a, P ) , Y (b,Q)] = 0,
on M×M, where Fu (P,Q) = Au (P )−Au (Q) for any u ∈ Z
′.
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4 KN vertex algebras of generalized Heisenberg algebras
In this section, we will construct a KN vertex algebras of the generalized Heisenberg algebra on an
arbitrary compact Riemann surface as an example. Firstly, we recall the definition of the generalized
Heisenberg algebra ([16]-[18]).
Definition 14 By a generalized Heisenberg algebra Aˆ connected with a compact Riemann sur-
face M with genus g and a pair of points S+ and S− in a general position is meant an algebra
generated by generators An and a central element 1 with relations
[An, Am] = γnm1, [An, 1] = 0, (8)
where the numbers γnm are defined as
γnm = Res (Am (P ) dAn (P )) , (9)
where An (P ) , n ∈ Z
′ are the KN basis connected with S+ and S−.
For g = 0, S± are the points 0 and ∞, the Lie brackets 8 become
[An, Am] = −nδn+m,0, [An, 1] = 0.
Hence on a Riemann sphere, the generalized Heisenberg algebra becomes the ordinary Heisenberg
algebra.
Now, we construct a representation of the generalized Heisenberg algebra. Note that γnm = 0
when n,m ≥ g2 , then we get a commutative subalgera Aˆ+ generated by An and 1 with n ≥
g
2 which
has a trivial 1-dimensional representation C. Hence the algebra has an induced representation of the
generalized Heisenberg algebra
V = IndAˆ
Aˆ+
C = U
(
Aˆ
)
⊗
U(Aˆ+) C.
Clearly, any element in Aˆ can be seen as an endomorphism of V. Let |0〉 = 1⊗ 1. By the Poincare´-
Birkhoff-Witt theorem, V has a PBW basis
W =
{
A−j1+ g2 · · ·A−jn+
g
2
|0〉
∣∣∣ j1 ≥ j2 ≥ . . . ≥ jn ≥ 1, ji ∈ N
}
, (10)
and V is a Z−graded vector space by defining the weight of the element A−j1+ g2 · · ·A−jn+
g
2
|0〉 in
the basis as j1 + · · ·+ jn. Denote the weight of a homogeneous element v by wt (v) .
Remark 15 V is graded only as a vector space, not a representation. In fact, as a representasion,
V is quasi-graded.
Define the space of states of KN vertex algebra by V, the translation operator by the actions
T |0〉 = 0 and [T,An] =
∑
u∈Z′
ξunAu,
where ξun = −ResP=S+
(〈
ωu (P ) , e 3g
2
−1 (P )
〉
dAn (P )
)
, and KN vertex operators by:
Y (|0〉, P ) = IdV
Y
(
A g
2
−1|0〉, P
)
=
∑
n∈Z′
An〈ω
n (P ) , e (P )〉
Y
(
A g
2
−m−1|0〉, P
)
=
1
m!
∇mY
(
A g
2
−1|0〉, P
)
.
8
For simplicity, denote Y
(
A g
2
−1|0〉, P
)
byA (P ) sometimes. For elements asA−j1+ g2−1 · · ·A−jn+
g
2
−1|0〉
with n > 1, before defining their KN vertex operators, we need to give the notation of normal ordered
product.
Now we recall the case in a vertex algebras, the normal ordered product of two fields is defined
as
: a (w) b (w) := Resz=0
[
a (z) b (w) iz,w
1
z − w
− b (w) a (z) iw,z
1
z − w
]
, (11)
that is,
: a (w) b (w) :=
∑
n<0anw
−n−1b (z) + b (w)
∑
n≥0anw
−n−1. (12)
Since iP,Q and iQ,P are the extensions of iz,w and iw,z respectively, the simple and natural way is to
use some analogous form of Eq.11 to define the normal ordered product. Now, we give the notation
on a pair of one form and µ−form series with the coefficient in End (V ) . Let a (Q) =
∑
anω
n (Q) ,
bµ (Q) =
∑
bnf
n
µ (Q) , where f
n
µ (Q) is a differential µ−form. Define the KN normal ordered product
of the formal series a (Q) and bµ (Q) as
: a (Q) bµ (Q) := ResP=S+ (iP,QS1 (P,Q) a (P ) bµ (Q)− iQ,PS1 (P,Q) bµ (Q)a (P )) . (13)
By direct calcus, we have
: a (Q) bµ (Q) :=
∑
n<
g
2
anω
n (Q) bµ (Q) + bµ (Q)
∑
n≥ g
2
anω
n (Q)
which is similar to the equation 12. Through the normal ordered product is defined only on the pair
of 1-form and λ−form series, it is enough for us.
For the fields a′ (P ) = a (P ) (e (P )) and b′µ (Q) = bµ (Q) (e
µ (Q)) , we define their normal ordered
product to be
: a′ (Q) b′µ (Q) :=: a (Q) bµ (Q) :
(
eµ+1 (Q)
)
(14)
where eµ (Q) = e (Q)
⊗µ
, a (P ) (e (P )) means the coupling of 1-form series a (P ) and the tangent
field e (P ) , that is,
∑
n∈Z′ an 〈ω
n (P ) , e (P )〉 , bµ (Q) (e
µ (Q)) and : a (Q) bµ (Q) :
(
eµ+1 (Q)
)
have
the same meaning. Now we can define the KN vertex operators as follows
Y
(
A−j1+ g2−1 · · ·A−jn+
g
2
−1|0〉, P
)
: = Y
(
A−j1+ g2−1|0〉, P
)
· · ·Y
(
A−jn+ g2−1|0〉, P
)
:
: = Y
(
A−j1+ g2−1|0〉, P
)
· · · : Y
(
A−jn−1+ g2−1|0〉, P
)
Y
(
A−jn+ g2−1|0〉, P
)
:: .
It’s not difficulty to prove the KN vertex operators are KN fields. We make our focus on proving
the axioms of KN vertex algebra.
4.1 Vacuum axiom, transation axiom
The statement Y (|0〉 , P ) = ID follows from our definition. The remainder of the vacuum axiom
follows by induction. We start with the case A g
2
−m−1 |0〉 with m ≥ 0. Note
Y
(
A g
2
−m−1|0〉, P
)
|0〉 =
1
m!
∇mY
(
A g
2
−1|0〉, P
)
|0〉
=
1
m!
∑
n≤ g
2
−1
An 〈∇
mωn (P ) , e (P )〉 |0〉
=
1
m!
∑
n≤ g
2
−1
Anξ
n
u1
· · · ξum−1um 〈ω
um (P ) , e (P )〉 |0〉 .
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If Anξ
n
u1
· · · ξ
um−1
um−1 6= 0, then n ≤
g
2 −1−m by Lemma 7(3), correspondingly, um ≤
g
2 −1 by Lemma7
(2). Hence the KN vertex operator action on |0〉 is well defined at P = S+. More precisely,
Y
(
A g
2
−m−1|0〉, P
)
|0〉
∣∣∣
P=S+
=
1
m!
∑
n≤ g
2
−1−m
∑
um≤
g
2
−1
Anξ
n
u1
· · · ξum−1um z
−um+
g
2
−1 (1 + o (z)) |0〉
∣∣∣
z=0
=
1
m!
∑
n≤ g
2
−1−m
Anξ
n
u1
· · · ξ
um−1
g
2
−1 |0〉 .
By Lemma7 (2), the sum above is not zero only when n = g2 − 1 −m. Using Lemma7 (1), we got
Y
(
A g
2
−m−1|0〉, P
)
|0〉
∣∣∣
P=S+
= A g
2
−m−1|0〉.
Define the level of the element A g
2
−nm−1 · · ·A g2−n1−1 |0〉 by m. Then for any element of level
one, we have proved its KN vertex operator satisfies the vacuum axiom. For the higher levels, we
will prove it by induction as follows.
Theorem 16 For any element a ∈ V, Y (a, P ) |0〉 is well defined at P = S+. Moreover, if a is a
homogeneous element in V with weight m, then Y (a, P ) |0〉|P=S+ ≡ a mod ⊕k<mVk|0〉.
Proof. Assume that it is true for anyelement of level m in the basis W. That is, for any element
A g
2
−nm−1 · · ·A g2−n1−1 |0〉 in V with nm ≥ nm−1 ≥ · · · ≥ n1 ≥ 0, we have
Y
(
A g
2
−nm−1 · · ·A g2−n1−1 |0〉 , P
)
|0〉|P=S+ = A g2−nm−1 · · ·A
g
2
−n1−1 |0〉+ v|0〉,
where v ∈ ⊕k<n1+···+nm+mVk.
For the element A g
2
−n−1A g
2
−nm−1 · · ·A g2−n1−1 |0〉 with n ≥ nm ≥ · · · ≥ n1 ≥ 0, by the definition
of KN normal ordered product and Proposition 6, we have
Y
(
A g
2
−n−1A g
2
−nm−1 · · ·A g2−n1−1 |0〉 , P
)
=
1
n!
: ∇nA (P )Y
(
A g
2
−nm−1 · · ·A g2−n1−1 |0〉 , P
)
:
=
1
n!
: Akξ
k
u1
ξu1u2 · · · ξ
un−1
un
〈ωun (P ) , e (P )〉Y
(
A g
2
−nm−1 · · ·A g2−n1−1 |0〉 , P
)
:
= Y
(
A g
2
−nm−1 · · ·A g2−n1−1 |0〉 , P
) ∑
un≥
g
2
Ak
ξku1ξ
u1
u2
· · · ξ
un−1
un
n!
〈ωun (P ) , e (P )〉
+
∑
un<
g
2
Ak
ξku1ξ
u1
u2
· · · ξ
un−1
un
n!
〈ωun (P ) , e (P )〉Y
(
A g
2
−nm−1 · · ·A g2−n1−1 |0〉 , P
)
.
For un ≥
g
2 , if ξ
k
u1
ξu1u2 · · · ξ
un−1
un 6= 0, then by Lemma 7(2), k ≥ un − n ≥
g
2 − n. Using the lemma(3),
we know k should be bigger than g2 . Then the first sum kills |0〉 , and by our inductive assumption,
the second sum gives a series with positive powers of z with the constant term
Ak
ξku1ξ
u1
u2
· · · ξ
un−1
g
2
−1
n!
(
A g
2
−nm−1 · · ·A g2−n1−1 |0〉+ v |0〉
)
.
If ξku1ξ
u1
u2
· · · ξ
un−1
g
2
−1 6= 0, then k ≥
g
2 − n− 1 by Lemma7(2), correspondingly, k ≥
g
2 or k =
g
2 − n− 1
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by the third part of the lemma. Hence
Y
(
A g
2
−n−1A g
2
−nm−1 · · ·A g2−n1−1 |0〉 , P
)
|0〉|P=S+
=

ξ
g
2
−n−1
u1 ξ
u1
u2
· · · ξ
un−1
g
2
−1
n!
A g
2
−n−1 +
∑
k≥ g
2
akAk

(A g
2
−nm−1 · · ·A g2−n1−1 |0〉+ v|0〉
)
= A g
2
−n−1 · · ·A g
2
−n1−1 |0〉+A g2−n−1v|0〉+
∑
k≥ g
2
−n
akAk
(
A g
2
−nm−1 · · ·A g2−n1−1 |0〉+ v|0〉
)
,
where ak =
ξku1
ξu1u2
···ξ
u
n−1
g
2
−1
n! . Here, the last equation is got by Lemma7(3). Because weights of homoge-
nous elements in A g
2
−nv |0〉 and Ak
(
A g
2
−nm−1 · · ·A g2−n1−1 |0〉+ v|0〉
)
are smaller than n1 + · · · +
nm + n+m+ 1, then
Y
(
A g
2
−n−1A g
2
−nm−1 · · ·A g2−n1−1 |0〉 , P
)
|0〉|P=S+
= A g
2
−n−1A g
2
−nm−1 · · ·A g2−n1−1 |0〉 mod (⊕k<n1+···+nm+n+m+1Vk) |0〉.
Hence for any homogenegous element a with level m+ 1, the vacuum axiom is satisfied.
Now, we prove the translation axiom.
For |0〉 ∈ V0, from T |0〉 = 0 and Y (|0〉, P ) = IdV , we have [T, Y (|0〉, P )] = ∇Y (|0〉, P ) .
For A g
2
−1 |0〉 ∈ V1, we have
[
T,A g
2
−1 |0〉
]
=
∑
n∈Z′
[T,An] 〈ω
n (P ) , e (P )〉
=
∑
n,u∈Z′
(ξunAu) 〈ω
n (P ) , e (P )〉
=
∑
u∈Z′
Au 〈∇ω
u (P ) , e (P )〉
= ∇A (P ) , (15)
where the first and second equation are got by the fact [T,An] =
∑
u∈Z′ ξ
u
nAu and the equation
∇ωu (P ) = ξunω
n (P ) respectively. For A−n+ g
2
−1|0〉 ∈ Vn+1, from
[
T, Y
(
A−n+ g
2
−1|0〉, P
)]
=
1
n!
[T,∇nA (P )] =
1
n!
∇n [T,A (P )]
and the equation (15) , we get
[
T, Y
(
A−n+ g
2
−1|0〉, P
)]
=
1
n!
∇n+1A (P ) = ∇Y
(
A−n+ g
2
−1|0〉, P
)
.
Hence, for any Vn with n ∈ Z+, there exists an element a in Vn such that
[T, Y (a, P )] = ∇Y (a, P ) .
4.2 Locality axiom
Recall the state space has a basis
W =
{
A g
2
−n1−1 · · ·A g2−nk−1|0〉| k ≥ 0, n1 ≥ · · · ≥ nk ≥ 0
}
,
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and the element A g
2
−n1−1 · · ·A g2−nk−1|0〉 in W has level k.
Note that for any element a inW with level k, Y (a, P ) has the form
∑
an1···nkω
n1 (P ) · · ·ωnk (P )
(
ek (P )
)
.
If we denote Y˜ (a, P ) =
∑
an1···nkω
n1 (P ) · · ·ωnk (P ) , then Y (a, P ) = Y˜ (a, P )
(
ek (P )
)
. Since for
arbitrary two elements a, b in W with level (a) = k, level (b) = k′,
[Y (a, P ) , Y (b, P )] =
[
Y˜ (a, P ) , Y˜ (b,Q)
] (
ek (P )⊗ ek
′
(Q)
)
,
then the locality axiom holds on the generalized Heisenberg KN vertex algebra if the following
equalities are true
FNu (P,Q)
[
Y˜ (a, P ) , Y˜ (b,Q)
]
= 0, ∀u ∈ Z ′, N ≫ 0. (16)
In the following, we will prove that for any a, b ∈W, Y˜ (a, P ) , Y˜ (b,Q) satisy the condition (16)
which is also called locality.
Firstly, we check that (16) holds for a = b = A g
2
−1. Since
[
Y˜
(
A g
2
−1|0〉, P
)
, Y˜
(
A g
2
−1|0〉, Q
)]
= [An, Am]ω
n (P )ωm (Q) = γnmω
n (P )ωm (Q)
and
dP△ (P,Q) = [dAm (P )]ω
m (Q) = γmnω
n (P )ωm (Q) = −γnmω
n (P )ωm (Q) ,
where γnm = Res (Am (P ) dAn (P )) , then
[
Y˜
(
A g
2
−1|0〉, P
)
, Y˜
(
A g
2
−1|0〉, Q
)]
= −dP△ (P,Q) . By
Formula (7) , we have
F 2u (P,Q)
[
Y˜
(
A g
2
−1|0〉, P
)
, Y˜
(
A g
2
−1|0〉, Q
)]
= 0, ∀u ∈ Z ′.
According to Theorem (12) and
[
Y˜
(
A g
2
−n−1|0〉, P
)
, Y˜
(
A g
2
−m−1|0〉, Q
)]
=
1
n!m!
[
∇nY˜
(
A g
2
−1|0〉, P
)
,∇mY˜
(
A g
2
−1|0〉, Q
)]
=
1
n!m!
∇nP∇
m
QdP△ (P,Q) ,
we get Y˜
(
A g
2
−n−1|0〉, P
)
and Y˜
(
A g
2
−m−1|0〉, Q
)
are local.
Finally, locality of any two formal series Y˜ (a, P ) and Y˜ (b,Q) with a, b ∈ W follows by an
induction from locality of Y˜
(
A g
2
−n−1|0〉, P
)
and Y˜
(
A g
2
−m−1|0〉, Q
)
using the following theorem.
Hence the locality of any two fields can be got because W is a basis of the state space.
Theorem 17 (Generalized Dong’s Lemma) Let gmµ (P ) = ω
m1 (P ) · · ·ωmµ (P ) with mi ∈ Z
′.
If a (P ) =
∑
n∈Z′ anω
n (P ) , bµ (P ) =
∑
m∈Z′ bmg
m
µ (P ) , cγ (P ) =
∑
n∈Z′ cng
n
γ (P ) are mutual local,
then : a (P ) bµ (P ) : and cγ (P ) are mutual local in M×M.
Proof. By assumption, we may find N so that for all m ≥ N,
Fu (P,Q)
m
a (P ) bµ (Q) = Fu (P,Q)
m
bµ (Q) a (P ) , (17)
Fu (P,Q)
m
bµ (P ) cγ (Q) = Fu (P,Q)
m
cγ (Q) bµ (P ) , (18)
Fu (P,Q)
m
a (P ) cγ (Q) = Fu (P,Q)
m
cγ (Q) a (P ) . (19)
We wish to find an integer M such that
Fu (Q,R)
M
: a (Q) bµ (Q) : cγ (R) = Fu (Q,R)
M
: a (Q) bµ (Q) : cγ (R) .
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By Formula(13) , this will follow from the statement
Fu (Q,R)
M
[−iP,QS1 (P,Q) a (P ) bµ (Q) + iQ,PS1 (P,Q) bµ (Q) a (P )] cγ (R) (20)
= Fu (Q,R)
M
cγ (R) (−iP,QS1 (P,Q) a (P ) bµ (Q) + iQ,PS1 (P,Q) bµ (Q) a (P )) .
Let us take M = 3N. Writing Fu (Q,R)
3N
= Fu (Q,R)
N ∑2N
k=0 C
k
2NFu (Q,P )
k
Fu (P,R)
2N−k
, we
see that in the terms in the left hand side of (20) with N < k ≤ 2N vanish because
Fu (Q,P )
k
[−iP,QS1 (P,Q) a (P ) bµ (Q) + iQ,PS1 (P,Q) bµ (Q) a (P )]
= Fu (Q,P )
k−(N+1)
Fu (Q,P )
(N+1) [−iP,QS1 (P,Q) a (P ) bµ (Q) + iQ,PS1 (P,Q) bµ (Q) a (P )]
= Fu (Q,P )
k−(N+1)
Fu (Q,P ) [−iP,QS1 (P,Q) + iQ,PS1 (P,Q)]F
N
u (Q,P ) a (P ) bµ (Q)
= Fu (Q,P )
k−(N+1)
[Fu (Q,P )△ (P,Q)]
[
a (P ) bµ (Q)Fu (Q,P )
N
]
= 0, (21)
where the last equality is got by the fact △ (P,Q)Fu (P,Q) = 0. For the terms with 0 ≤ k ≤ N, by
(17)− (19) , we get
Fu (Q,R)
N
Fu (P,R)
k
[−iP,QS1 (P,Q) a (P ) bµ (Q) + iQ,PS1 (P,Q) bµ (Q) a (P )] cγ (R)
= Fu (Q,R)
N
Fu (P,R)
k
cγ (R) [−iP,QS1 (P,Q) a (P ) bµ (Q) + iQ,PS1 (P,Q) bµ (Q) a (P )] .(22)
The same phenomena occures on the right side of (20) : the terms with N ≤ k ≤ 2N will vanish,
and the other terms give us the same expression as what we now have on the left hand side. Thus
we have establish (20) , and hence the theorem.
4.3 Generalized Heisenberg KN vertex algebras on Riemann spheres
Recall that on a Riemann sphere, choose S+ = 0 and S− = ∞, then An (z) = z
n, ωn (z) =
z−n−1dz, e (z) = ∂
∂z
with z ∈ C ∪ {∞}. Since
γnm = −ResP=S+ (An (z)dAm (z))
= −Resz=0
(
mzn+m−1dz
)
= −mδ−mn = nδ
−m
n ,
then the Generalized Heisenberg algebra on CP 1 is generated by An and a central element 1 with
relations
[An, Am] = nδ
−m
n 1, [An, 1] = 0,
which is indeed the structure of the Heisenberg algebra.
Since e (z) = ∂z, then ∇e(z) is ∂z when acts on meromorphic functions. Corresponding, the Lie
derivative on a field a (z) =
∑
n∈Z anAn (z) is ∇e(z)a (z) =
∑
n∈Z an∂z (An (z)) .
Because Z ′ = Z+ g2 = Z and 〈ω
n (z) , e (z)〉 = z−n−1, then the vertex operators are defined as
Y (A−1 |0〉 , z) =
∑
n∈Z
An 〈ω
n (z) , e (z)〉 =
∑
n∈Z
Anz
−n−1
Y (A−m−1 |0〉 , z) =
1
m!
∑
n∈Z
An∇
m 〈ωn (z) , e (z)〉
=
1
m!
∑
n∈Z
An∂
m
z z
−n−1 =
1
m!
∂mz Y (A−1 |0〉 , z) ,
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and
Y (A−n1−1 · · ·A−nm−1 |0〉 , z) =: Y (A−n1−1 |0〉 , z) · · · : Y
(
A−nm−1−1 |0〉 , z
)
Y (A−nm−1 |0〉 , z) :: .
Next, we proceed to consider the form of KN normal ordered product. Since
Y (A−m−1 |0〉 , z) =
∑
n∈Z
1
m!
An∇
mωn (z) , e (z) b (z) =
∑
n∈Z
(
−n
m
)
An
〈
ωn+m (z) , e (z)
〉
b (z) :,
then by the definition of KN normal ordered product, for any KN field b (z) ,
: Y (A−m−1 |0〉 , z) b (z) :
=
∑
n+m≤−1
(
−n
m
)
An
〈
ωn+m (z) , e (z)
〉
b (z) + b (z)
∑
n+m≥0
(
−n
m
) 〈
ωn+m (z) , e (z)
〉
An
=
∑
n+m≤−1
(
−n
m
)
Anz
−n−m−1b (z) + b (z)
∑
n+m≥0
(
−n
m
)
z−n−m−1An
= Y (A−m−1 |0〉 , z)+ b (z) + b (z)Y (A−m−1 |0〉 , z)− ,
For any KN field b (z) , where Y (a, z)+ :=
∑
n<0 anz
−n−1, Y (a, z)− :=
∑
n≥0 anz
−n−1. Clearly the
KN normal ordered product is same as normal ordered product in the vertex algebra. Hence KN
vertex operators of the KN vertex algebra on a Riemann sphere are same as in the Heisenberg vertex
algebra.
Recall the transition operator T is defined by the actions T |0〉 = 0 and [T,Am] =
∑
n∈Z ξ
n
mAn.
Since, on a Riemann sphere, ξnm = −Res
(
z−n−1dzm
)
= −mδnm−1, then T is same as in the vertex
algebra.
Hence, the generalized Heisenberg KN vertex algebra on a Riemann sphere is same as the Heisen-
berg vertex algebra.
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