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Introduction

Monotonicity and boundedness
Consider an initial value problem, for a system of ordinary differential equations, of type d dt u(t) = F (t, u(t)) (t ≥ 0), u(0) = u 0 . (1.1)
In this paper we study step-by-step-methods for computing numerical approximations u n to the true solution values u(n∆t), where ∆t denotes a positive stepsize and n = 1, 2, 3, ....
Monotonicity of Runge-Kutta methods
The general Runge-Kutta method (RKM), for computing u n , can be written in the form Here a ij and c j are parameters defining the method, whereas v s+1 from u n−1 (n = 1, 2, 3, . . . ), cf. e.g. Butcher (1987) or Hairer, Nørsett & Wanner (1987) . If a ij = 0 (for j ≥ i), the method is called explicit.
Satisfying (1.4) is of crucial importance for suitable convergence properties when ∆t → 0, and constitutes one of the underlying reasons why attention has been paid in the literature to (1.3), cf. e.g. LeVeque (2002) , Hundsdorfer & Verwer (2003) .
Conditions on ∆t which guarantee (1.3) were given in the literature, mainly for autonomous differential equations (i.e. F is independent of t). These conditions apply, however, equally well to general F and we discuss them below for that case. In many papers, one starts from an assumption about F which, for given τ 0 > 0, essentially amounts to (1.5) v + τ 0 F (t, v) ≤ v (for t ∈ R, v ∈ V).
Assumption (1.5) means that the forward Euler method is monotonic with stepsize τ 0 . It can be interpreted as a condition on the manner in which the semidiscretization is performed, in case d dt u(t) = F (t, u(t)) stands for a semidiscrete version of a partial differential equation. For classes of RKMs, positive stepsize-coefficients γ were determined, such that monotonicity, in the sense of (1. 
Monotonicity of linear multistep methods
The linear multistep method (LMM), for computing u n , can be written in the form (1.7)
where the parameters a j , b j define the method, a j = 1 -cf. e.g. Butcher (1987) , Hairer, Nørsett, Wanner (1987) . If b 0 = 0, the method is called explicit.
For method (1.7), a study was made of monotonicity, in the sense of the inequality (1.8) u n ≤ max 1≤j≤k u n−j .
For classes of LMMs, positive stepsize-coefficients γ were determined, with the property that (1.5), (1.6) guarantee (1.8), see e.g. Shu (1988) , Gottlieb, Shu & Tadmor (2001) , Hundsdorfer & Ruuth (2003) , Spijker (2007, Section 3.2.2). Clearly, (1.8) with · = · T V implies again (trivially) a TVB-property, in that there is a finite µ such that, for all n ≥ k, (1.9) u n T V ≤ µ · max 0≤j≤k−1 u j T V .
Boundedness
Unfortunately, there are well known RKMs and LMMs, with a record of practical success, for which there exist no positive stepsize-coefficients γ such that (1.5), (1.6) always imply (1.3) or (1.8), respectively -among which the Adams methods and BDFs with k ≥ 2 as well as the Dormand-Prince formula, cf. e.g. Hairer, Nørsett & Wanner (1987) . Moreover, no second order (implicit) RKMs or LMMs exist with γ = ∞, see e.g. Spijker (1983, Sections 2.2, 3.2). These circumstances suggest that there are situations where monotonicity may be too strong a theoretical demand, and that it is worthwhile to study, along with monotonicity, also directly the following weaker boundedness properties for methods (1.2) and (1.7), respectively:
(1.10) v
[n] i ≤ µ · u 0 (for 1 ≤ i ≤ s + 1 and all n ≥ 1),
(1.11) u n ≤ µ · max 0≤j≤k−1 u j (for all n ≥ k).
Here µ stands for a finite constant (independent of n) which is allowed to be greater than 1. The requirements (1.10), (1.11) , with · = · T V , still imply the TVB-property -which highlights the importance of studying (1.10), (1.11) .
Recently -see Hundsdorfer & Ruuth (2003 , 2006 , Ruuth & Hundsdorfer (2005) -some special LMMs were found with a positive stepsize-coefficient γ such that (1.11) holds under conditions (1.5), (1.6), although (1.8) is violated. The question of whether similar results are possible for other LMMs, as well as for step-by-step methods of a different kind, seems not to have been considered in the literature thus far.
Scope of the paper
Boundedness of general linear methods
We recall that LMMs and RKMs are examples of methods belonging to the important and very large class of general linear methods (GLMs), introduced by Butcher (1966) , and studied extensively in the literature -see e.g. Butcher (1987 Butcher ( , 2003 , Hairer, Nørsett & Wanner (1987) , Hairer & Wanner (1996) , and the references therein.
In this paper, we shall consider, for GLMs, boundedness properties, similar to (1.10), (1.11). A generic framework will be presented which facilitates the computation of stepsize-coefficients γ related to such properties. Besides being helpful in finding stepsize conditions that are sufficient for boundedness, the framework leads to necessary conditions as well.
The theory in the present paper can be viewed as a (nontrivial) extension of an approach to monotonicity of GLMs given earlier in the literature, cf. Spijker (2007) . Its usefulness will be illustrated briefly in the present paper, whereas in future work the theory will be applied in a more general analysis for classes of GLMs, cf. Hundsdorfer, Mozartova & Spijker (2009a), (2009b).
Organization of the paper
Section 2 deals with stepsize-coefficients γ related to explicit bounds for the output vectors of a generic numerical process. Our main theorems, Theorems 2.2 and 2.4, provide an algebraic criterion in terms of γ, viz. (2.12), for these bounds to be valid in situations of practical relevance.
In Section 3, we give results related to Theorems 2.2 and 2.4. In Section 3.1, we apply the theorems so as to obtain simplified conditions for bounding the generic process. We also recover easily a concise criterion for monotonicity obtained earlier in the literature (but derived differently), cf. Spijker (2007) . In Section 3.2, a lemma is presented which is helpful when applying the main theorems in the boundedness analysis of actual GLMs. In Section 3.3, we illustrate the significance of the general theory shortly, by applying it in resolving the question of boundedness for some concrete numerical methods.
In Section 4 we give the proofs of Theorems 2.2, 2.4.
Bounds for a generic numerical process
In this section, we shall study bounds for the output vectors of a generic numerical process. We are interested in these bounds, primarily because they facilitate significantly the derivation of actual boundedness results for given GLMs. In Section 2.1 we first describe GLMs, whereas in Section 2.2 we introduce the generic numerical process and relate it to GLMs. In the Sections 2.3 and 2.4 we present criteria for the existence of the above mentioned bounds for the generic process. In all of the following, V denotes again the vector space on which the differential equation is defined, and · stands for an arbitrary given seminorm on V.
General linear methods
The general linear method, for solving (1.1), depends on parameters c j (1 ≤ j ≤ q) and parameter matrices A = (α ij ) ∈ R q×l , B = (β ij ) ∈ R q×q , where 1 ≤ l ≤ q. The method can be written in the following form:
are input vectors available at the n-th step of the method, whereas v
[n] i are (intermediate) approximations used for computing the input vectors u
for the next step (n = 1, 2, 3, . . . ); cf. e.g. Butcher (1966) , Butcher (1987, pp. 338) .
Obviously, the Runge-Kutta method (1.2) is an example of (2.1), with l = 1, q = s + 1, u
The linear multistep method (1.7) is another example of (2.1), with l = k, q = k + 1 and
. Method (1.7) can be written in the form (2.1) with c j = j − 1, A = For completeness, we note that GLMs are often represented differently from (2.1), viz. in a partitioned form with parameters u ij , v ij , a ij , b ij , c j , as follows: 
. In this paper, we aim at bounding simultaneously Y and y [n] , in terms of y [0] , so that we find it convenient to use a representation of the GLM in which Y and y [n] are lumped together. In the following, we shall thus deal with representation (2.1) rather than (2.2). 
Note that (2.3) implies (1.10) or (1.11), respectively, if method (2.1) stands for a RKM or LMM in the way indicated above.
A generic numerical process, with a simple form
For studying boundedness of (2.1), it is convenient to represent in a concise form all relations, involved in specifying v
[N ] i (for any given N ≥ 1). We describe now a standard representation of N consecutive steps of the GLM, to which we will refer in the following as the canonical representation. We combine all vectors v where m = N · q, and y i ∈ V (1 ≤ i ≤ m). Furthermore, we introduce shorthand notations for u
we can rewrite the relations (2.1) (for n = 1, . . . N ) in the following form:
To specify the coefficient matrices S = (s ij ) ∈ R m×l , T = (t ij ) ∈ R m×m , we denote the matrices consisting of the last l rows of A = (α ij ) and B = (β ij ) by A 0 and B 0 , respectively. It can be seen that S is made up of q × l blocks S n , and T of q × q blocks T n,j (1 ≤ n ≤ N, 1 ≤ j ≤ N ), where
For analysing boundedness of (2.1), it is sometimes also handy to use non-canonical representations, of N steps of the method -see e.g. Section 3.3.2. Such representations share with the canonical representation the form (2.5), with property (2.7), but violate (2.6). Therefore, unless specified otherwise, in the following discussion of (2.5) we shall not assume S, T to satisfy (2.6), so that the conclusions, to be obtained about (2.5), can be applied both to canonical and non-canonical representations of method (2.1).
We shall interpret x i ∈ V and y i ∈ V as input and output vectors, respectively, of the generic process (2.5). In the situation (2.5), (2.7), we shall focus on the bound (2.8)
We shall say that process (2.5) satisfies the bound (2.8) (for given stepsize ∆t, vector space V, seminorm . and functions F i : V → V), if (2.8) holds whenever x i and y i ∈ V satisfy (2.5). Clearly when (2.5) stands, as above, for N versions of (2.1) via the relations (2.4), (2.6), then boundedness of the GLM, defined in Section 2.1, corresponds to the situation where process (2.5) satisfies the bound (2.8) -with constant µ independent of N = 1, 2, 3, . . . . In Sections 2.3, 2.4, we shall present, without proof, the basic results of the paper, Theorems 2.2, 2.4. The theorems give conditions, on the ratio ∆t/τ 0 , in order that process (2.5), with arbitrary parameter matrices S = (s ij ), T = (t ij ), satisfies the bound (2.8).
Satisfying the bound (2.8) for arbitrary functions F i
In this subsection, we shall give our first main result, Theorem 2.2. The theorem deals with γ and µ such that the following general and fundamental property is present: (2.9) Condition 0 < ∆t ≤ γ · τ 0 implies that process (2.5) satisfies the bound (2.8), whenever V is a vector space with seminorm · , and arbitrary functions F i : V → V satisfy (2.7).
Theorem 2.2 concerns not only the above property (2.9), but also the following weaker property (2.10), in which the focus is on the maximum norm, defined by x ∞ = max i |ξ i | (for vectors x ∈ R m with components ξ i ).
(2.10) Condition ∆t = γ · τ 0 implies that process (2.5) satisfies the bound (2.8), when V = R m , · = · ∞ , and arbitrary
The theorem below will show that the general property (2.9) is already present as soon as (2.10) is in force. Moreover, the theorem will give an algebraic criterion, in terms of γ, µ, for (2.9), (2.10) to be valid.
In formulating the criterion we need some further notations. For any
Ax ∞ x ∞ and we recall the well known formula
We define |A| = (|a ij |), and denote the spectral radius of square matrices A by spr(A).
For values γ such that I + γ T is invertible, we introduce the matrices
Our criterion -for properties (2.9), (2.10) -involves the following requirements:
(Criterion for the bound (2.8), when arbitrary F i satisfy (2.7)) Consider process (2.5) , with arbitrary coefficient matrices S = (s ij ) and T = (t ij ), and let positive τ 0 , γ, µ be given. Then condition (2.12) is necessary and sufficient for property (2.9) , as well as for (2.10) .
Since property (2.9) is a-priori stronger than (2.10), the essence of the above theorem is that the algebraic condition (2.12) implies the (strong) statement (2.9), whereas already the (weaker) statement (2.10) implies (2.12).
Clearly, when γ satisfies (2.12.a), (2.12.b), the theorem shows that the smallest µ, for which statements (2.9), (2.10) hold, is equal to
In many practical situations, condition (2.12.c) is the essential requirement rather than conditions (2.12.a) or (2.12.b). One easily sees that the last two conditions will be satisfied, with any γ > 0, if T is lower triangular with nonnegative diagonal entries. This applies notably to the situation where T is strictly lower triangular, which corresponds to a numerical process that is explicit.
Satisfying the bound (2.8) for restricted functions F i
Our second main result, Theorem 2.4 below, deals with important situations not adequately covered by Theorem 2.2. It is often not natural to allow -as in Theorem 2.2 -that all functions F i are different from each other.
For instance, if in (2.1) we have c i = c j for some i = j, or if the differential equation is autonomous, then N successive applications of (2.1) are represented canonically -via (2.4), (2.6) -by a process (2.5) with F i = F j for some, or all, indices i = j.
Also when c i = c j (for all i = j), and the differential equation is non-autonomous, it can happen that the canonical representation, obtained via (2.4), (2.6), amounts to a process (2.5) with F i = F j for some indices i = j. According to (2.4), this situation occurs as soon as n 1 + c i = n 2 + c j for some n 1 , n 2 , i, j with n 1 q + i = n 2 q + j. When a general LMM, cf. (1.7), is represented as a GLM as indicated in Section 2.1, then N ≥ 2 applications of the GLM provide an example of this situation.
Below we shall see that, in cases where some of the functions F i are equal to each other, condition (2.12) can be an unnecessarily strong requirement on γ in order that the stepsize restriction 0 < ∆t ≤ γ · τ 0 implies the bound (2.8).
In order to describe general situations where some of the functions F i are equal to each other, we consider index sets I ρ with I ρ ⊂ {1, . . . , m} (for 1 ≤ ρ ≤ r), and functions
. . , I r are nonempty and mutually disjoint, with I 1 ∪ · · · ∪ I r = {1, . . . , m}, (2.14)
F i = F j whenever i and j belong to the same index set
Below, we shall deal with the following variant of property (2.9), in which the functions F i are restricted according to (2.15):
Condition 0 < ∆t ≤ γ · τ 0 implies that process (2.5) satisfies the bound (2.8), whenever V is a vector space with seminorm · , and functions
We will see that finding a criterion for (2.16) is more subtle an issue than for (2.9). It will turn out to be convenient to consider, in addition to the above property (2.16), the following weaker version:
Condition ∆t = γ · τ 0 implies that process (2.5) satisfies the bound (2.8), whenever V = R m with seminorm · , and
Note that, because arbitrary seminorms occur in (2.17), this weaker version is not related to the original property (2.16), in the same way as the weaker version (2.10) is related to (2.9 ). An adaptation of (2.10), for the situation at hand, reads as follows: On the other hand, the process at hand is nothing but the (backward Euler) method y 2 = y 1 = x 1 + ∆t F 1 (y 1 ), which is of the form (2.5) -withl = m = 1 andS = 1, T = 1. Condition (2.12) is fulfilled byS, T , with µ = 1, for any γ > 0.
In line with Theorem 2.2 (applied withS, T ), we can conclude that the original process (with m = 2) must have property (2.16) , with µ = 1, for any γ > 0, although (2.12) is violated for γ ≥ 1/4.
In the following, we will see that violation of condition (2.12) while (2.16) is valid -as in the above example -is a phenomenon related to reducibility of the generic process (2.5). We will deal below with two irreducibility assumptions under which (2.12) cannot be violated.
In formulating these assumptions, we denote the i-th row and j-th column of any matrix A by A(i, :) and A(:, j), respectively. By T = (t ij ) we denote the matrix defined bŷ t ij = t ij (if S(j, :) = 0),t ij = 0 (if S(j, :) = 0).
By [ S T ] and [ S T
] we denote the m × (l + m) matrices whose first l columns equal those of S, and last m columns equal those of T and T , respectively.
We will use the irreducibility assumption 
14). (i) Assume irreducibility in the sense of (2.19). Then condition (2.12) is necessary and sufficient for property (2.16), as well as for (2.17). (ii) Assume irreducibility in the sense of (2.20). Then condition (2.12) is necessary and sufficient for property (2.16), as well as for (2.18).
The above statement (i) shows that, under the irreducibility assumption (2.19), property (2.17) implies the algebraic property (2.12). On the other hand, statement (ii) reveals that under the stronger irreducibility assumption (2.20), already the weaker property (2.18) implies (2.12). The natural question thus arises of whether statements (i), (ii) can be combined and strengthened into the following proposition:
(iii) Assume irreducibility in the sense of (2.19) . Then condition (2.12) is necessary and sufficient for property (2.16) , as well as for (2.18) .
The following counterexample answers the above question in the negative: statement (iii) is in general not true! Example 2.5. Consider process (2.5) with l = 1, m = 3 and (2.14) , (2.15) with r = 1,
The irreducibility assumption (2.19) is fulfilled. Furthermore, one easily sees that requirement (2.12.a) is fulfilled, but spr(|P
On the other hand, for ∆t = τ 0 /4 and V, · , F i as in (2.18) , it can be seen that y 1 = ∆t F (y 1 ) = 0, y 2 = y 3 ≤ x 1 . With µ = 1, we thus have property (2.18) . Theorem 2.2 can formally be viewed as a special case of Theorem 2.4 -the latter theorem, with r = m and the trivial index sets I ρ = {ρ}, implies the former. We have formulated Theorem 2.2 separately in view of its importance and simplicity: it does not need (2.14), (2.15) nor (2.19), (2.20) . Moreover, by formulating first Theorem 2.2 explicitly, we could show in a natural way, via Example 2.3, that some additional (irreducibility) assumption is needed in order that condition (2.12) is the appropriate criterion when some F i are equal.
3 Results related to the main theorems 3.1 Alternative conditions for properties (2.9), (2.16) In this Section 3.1, we study process (2.5) with arbitrary coefficient matrices S = (s ij ) and T = (t ij ). We shall give conditions, for properties (2.9) and (2.16), which are in general simpler and easier to check than (2.12). In deriving these conditions, we shall use a lemma about condition (3.2.b) which will be presented first in Section 3.1.1.
The same notations will be used as in Section 2, notably (2.11), and any inequalities between matrices or vectors should be understood entry-wise or component-wise, respectively.
Background regarding condition (2.12.b)
The following lemma, about condition (2.12.b), will be used in Sections 3, 4. 
Proof of Lemma 3.1. The following neat condition on γ will turn out to be quite useful: (which follows from (2.11)), that condition (2.12.b) is equivalent to: spr(P ) ≤ 1. For matrices S, T satisfying (3.2), (2.12.b), we have (I − |P |)
For such matrices we have also S = (I − P ) −1 R, with (I − P ) −1 ≥ 0, so that S ≥ 0 and (I − |P |) −1 |R| ∞ = max i j s ij . Consequently, under assumption (3.2), the conditions (2.12.b), (2.12.c) are equivalent to (3.4) spr( P ) ≤ 1 and It can be applied when constants ̺ j , σ, τ are available such that the matrices R = (r ij ), T = (t ij ), P = (p ij ) satisfy (3.5) spr( P ) ≤ 1 and 
Proof of Corollary 3.3.
In view of Theorem 2.2, it is sufficient to prove (2.12.b), (2.12.c) for the above µ. Condition (2.12.b) follows, from Lemma 3.1 and (3.3), as above. Furthermore, (I − |P |) Throughout this subsection we assume that µ = 1 and the matrix S = (s ij ) satisfies (3.6)
Assumption (3.6) is e.g. fulfilled when (2.5) stands for the canonical representation of N steps of a method (2.1) with coefficients α ij satisfying (3.7)
-this follows easily from (2.6.a). GLMs are often represented with coefficients α ij such that (3.7) is in force, cf. e.g. the examples in Section 3.3. We shall find that condition (3.2) is the appropriate criterion for properties (2.9), (2.16), by proving the equivalence of (3.2) and (2.12) (with µ = 1). In our proof we shall use the notation E k to denote the k × 1 matrix with all entries equal to 1.
First, assume (3.2). In order to prove (2.12.b), (2.12.c) (with µ = 1), we note that P E m = P S E l = (I − Q) S E l = E m − R E l ≤ E m . It follows that P ∞ ≤ 1, so that spr(P ) ≤ 1. Hence, (3.4) is in force, which in Section 3.1.2 was proved to be equivalent to (2.12.b), (2.12.c).
Conversely, assume (2.12) (with µ = 1). We have
In view of the equivalency of (3.2) and (2.12), the Theorems 2.2, 2.4 yield the following corollary, which is closely related to a monotonicity result formulated earlier in the literature (but derived differently), cf. Spijker (2007). 
6). Then the following two statements are valid. (i) Condition (3.2) is necessary and sufficient for property (2.9) with µ = 1. (ii) Assume (2.14), (2.19). Then (3.2) is necessary and sufficient for (2.16) with
µ = 1.
The matrices T, P and R, for the canonical representation of GLMs
By representing N steps of method (2.1) in the form (2.5) canonically -cf. (2.4), (2.6) -and a subsequent application of one of the Theorems 2.2, 2.4 or Corollaries 3.2, 3.3, 3.4, one can obtain conditions for boundedness of the GLM. Because such conditions involve the corresponding T, P and R -cf. (2.11) -we shall study these matrices, in the subsequent Lemma 3.5. The lemma will be applied in Section 3.3.
From (2.6), (2.11), we see that the matrices S, T, P, Q, R, respectively, corresponding to the canonical representation of N steps of (2.1) reduce, for N = 1, simply to:
The following lemma relates (conditions on) T, P, R for any N ≥ 1, directly to the simple matrices (3.8). We denote by K 0 , M 0 the matrices consisting of the last l rows of K and M , respectively. Note that M 0 equals the l × l stability matrix M (z) of the GLM at the point z = −γ, cf. e.g. Butcher (2003, p. 381).
Lemma 3.5. (On the matrices T, P, R of the canonical representation)
For given γ > 0, µ > 0 and integer N ≥ 1, the following statements are valid.
(i) Matrix T satisfies (2.12.a) if and only if I + γ B is invertible. (ii) If (2.12.a) holds, then matrix P satisfies (2.12.b) if and only if spr(|K|) < 1. (iii) If (2.12.a) holds, then
R is made up of q × l blocks R n , and P of q × q blocks P n,j , where
Proof.
Part (i) follows from (2.6.b), and (ii) follows from the expressions for P n,j given in (iii).
To analyse the blocks R n , we rewrite (I + γ T ) R = S in terms of these blocks, using (2.6): We modify this relation, by premultiplying it withĀ and replacing n by n − 1. Subtracting this modified equality from the original one, we obtain (I+γ B) R n =Ā R n−1 , so that R n =M R n−1 (n ≥ 2). Hence
To complete the proof, we conclude from (I + γ T ) P = γ T and (2.6.b), that P has a block Toeplitz structure, with q × q blocks P n,j = P n−j+1 where P k = 0 (k ≤ 0), P 1 = K. Similarly as above we find γ k−1 j=1Ā
Examples of actual boundedness results obtainable from the theory
This section only serves to make evident the practical relevance of the generic process (2.5) and the applicability of the above theory to the boundedness analysis of given GLMs, see Definition 2.1. Accordingly, below we will illustrate the theory by applying it just to a few actual numerical methods. In future work, cf. Hundsdorfer, Mozartova & Spijker (2009a), (2009b), we intend to use the theory for a more general analysis of classes of GLMs. For ease of presentation, and also to illustrate (2.14), (2.15) and Theorem 2.4 with r < m, we deal throughout this section with autonomous problems -i.e. F in (1.1) is independent of t, and (1.5) reduces to
Below we shall study boundedness of various methods, by looking for stepsize coefficients γ and constants µ such that (3.10) Condition 0 < ∆t ≤ γ · τ 0 implies boundedness with constant µ, cf. Definition 2.1, whenever V is a vectorspace with seminorm · and F : V → V satisfies (3.9).
Clearly, when (3.10) holds with µ = 1, then γ is a stepsize coefficient for monotonicity.
Two explicit RKMs
Following Gottlieb & Shu (1998), we consider two explicit RKMs (1.2), with s = 2, the nonzero coefficients of which are given by (3.11) and (3.12), respectively: .5), (2.6). Because F is independent of t, we have properties (2.14), (2.15) with r = 1, I 1 = {1, · · · , m}. From (2.6) one sees that (2.19) and (2.20) are fulfilled, so that Theorem 2.4 can be applied. It follows that property (3.10) is present if and only if condition (2.12) is fulfilled (for all N ≥ 1). From Lemma 3.5 we see that conditions (2.12.a), (2.12.b) are fulfilled, with any γ > 0, for both methods. In order to express the dependence of (2.12.c) on N , we put µ N = ||(I − |P |) −1 |R||| ∞ . For method (3.11) , it is possible to find by a computation based on Lemma 3.5 that, when N ≥ 1,
Hence, for any given µ ≥ 1, the largest stepsize-coefficient γ, for which method (3.11) has the boundedness property (3.10), is equal to γ = 1.
For method (3.12), a similar computation yields µ N = (1 + γ 20 + γ 2 ) N −1 (1 + 40 γ) (for N ≥ 1 and 0 < γ ≤ 2). From this expression we can conclude that there exists no positive γ for which method (3.12) has the boundedness property (3.10) with any µ ≥ 1.
We think these conclusions, about methods (3.11), (3.12), nicely supplement and confirm the discussion of the methods, as presented in Gottlieb & Shu (1998) : method (3.11) is superior to (3.12) not only regarding monotonicity, but also with respect to boundedness.
We have not displayed the details of the computations leading to the above expressions for µ N , because we want to keep the size of the paper within reasonable limits, and intend to report on this kind of computations, in detail and greater generality, in Hundsdorfer, Mozartova & Spijker (2009a).
A two-stage RKM depending on a parameter θ
We shall give an example showing that the canonical representation of N steps of an (irreducible) RKM can fail to satisfy the irreducibility condition (2.19), with the result that Theorem 2.4 does not yield a necessary condition for boundedness. The example will also provide an instance of a non-canonical representation yielding a boundedness result that is not obtainable via the canonical representation. Finally, it will show, unlike the examples in Section 3.3.1, that the restrictions on γ for boundedness of RKMs can be less severe than for monotonicity.
We consider the two-stage RKM, given by (1.2) with s = 2, a 1,1 = a 1,2 = 0, a 2,1 = a 3,1 = 1 − θ, a 2,2 = a 3,2 = θ, with real parameter θ. We write the method concisely as (2.1) To prove that boundedness is possible under a weaker condition than (3.13), we represent N steps of the method -not canonically -by (2.5) with l = 1, m = N, s n,1 = 1, t nj = 0 (j > n), t nj = θ (j = n), t nj = 1 (j < n) and y n = u n , x 1 = u 0 + ∆t (1 − θ) F (u 0 ). Since [ S T ] now satisfies (2.19) (with r = 1, I = {1, . . . , m}), we can apply e.g. Corollary 3.4 to the situation at hand. A computation shows that (3.2) holds if and only if 0 ≤ θ, γ (1 − θ) ≤ 1. Hence, for any θ > 1 γ > 0, the conditions (1.6), (3.9) imply that u n ≤ x 1 = (1 + (θ−1) ∆ t τ0
In conclusion, for θ > 1, there exists no positive stepsize coefficient for monotonicity, whereas any γ > 0 is a stepsize coefficient corresponding to the boundedness property (3.10), with µ = 1 + 2 (θ − 1) γ.
One-leg Adams-Bashforth method
We consider the so-called one-leg version of the second order Adams-Bashforth method, (3.14) u n = u n−1 + ∆t F 3 2
cf. e.g. Butcher (1987) , Hairer, Nørsett & Wanner (1987), Hairer & Wanner (1996) . This method is not monotonic, in that there exists no positive γ with the property that (3.9), (3.14), (1.6) always imply u n ≤ max { u n−1 , u n−2 }. This follows e.g. directly from Spijker (1983, Theorem 3.3).
We will see that, in spite of the above negative result, there exist positive γ and µ such that
as soon as (3.9) and (3.14) (for n ≥ 2) are in force. Below we shall prove this boundedness result by rewriting method (3.14) as a GLM, and applying Corollary 3.3 in combination with Lemma 3.5 to the canonical representation, cf. (2.4), (2.5), (2.6).
We introduce, for n ≥ 1, the vectors v
= u n+1 and
= u n , so that (3.14) is equivalent to the GLM (2.1), with q = 3, l = 2 and A = Clearly, if this GLM satisfies (3.10) with positive γ, µ, then method (3.14) has the boundedness property mentioned above, cf. (3.15) . In order to apply Corollary 3.3 to the canonical representation of the GLM, we have to check conditions (3.2.a), (3.2.b) and (3.5). Because B is strictly lower triangular, we see directly from Lemma 3.5 (i) that (3.2.a) is fulfilled for any γ > 0.
To analyse (3.2.b) we consider, for any γ > 0, the expressions for the blocks P n,j given by Lemma 3.5 (iii). One easily sees that P n,j ≥ 0 (j ≥ n). Furthermore, it can be seen that P n,j ≥ 0 (for j = n − 1 and j = n − 2) if and only if γ ≤ 4/9. From now on we assume γ = 4/9. In the analysis of P n,j with j ≤ n − 3, via Lemma 3.5 (iii), it is convenient to use the following representation for the powers of M 0 :
, where
Substituting this representation (with k = n − j − 1) in the expression for P n,j of Lemma 3.5 (iii), it can be seen that P n,j ≥ 0 (for j ≤ n − 3), which proves (3.2.b).
The first inequality in (3.5) is fulfilled -with spr(P ) = 0 -because the blocks P n,n are strictly lower triangular. A computation, using the above representation for (M 0 ) k , shows that the remaining inequalities in (3.5) are fulfilled as well, with ̺ j = 2 (for j = 1),
n ] (for j = 3n, n ≥ 1) and σ = 31/4, τ = 3/2. The upperbound (1 + γ τ ) σ of Corollary 3.3 thus amounts to 155/12, from which we conclude that method (3.14) has the boundedness property (3.15), with γ = 4/9 and µ = 155/12 ≃ 12.9.
A smaller value for µ can be obtained by a straightforward -but slightly longer -computation of the expression µ = max j ̺ j + γ · max i j |t ij | ̺ j , see Corollary 3.3. In this way one can arrive at a similar conclusion as above, but with γ = 4/9 and the better value µ = 31/9 ≃ 3.4.
We note, for completeness, that the above results could not have been obtained by a similar application of Corollary 3.2, instead of Corollary 3.3, because condition (3.2.c) is violated, in the situation at hand, for all N ≥ 1 and γ > 0.
A two-stage GLM
Our last example illustrates that conclusions about boundedness can sometimes be reached by a rather short calculation. We consider the second order method for solving (1.1) (with 1, 2, 3 , . . . ). We write the method as , it follows that spr(M ) = γ + 1 + γ 2 > 1,
We conclude that there is no boundedness, in the sense of (3.10), for any positive γ and µ.
Proof of Theorems 2.2, 2.4
Because Theorem 2.2 follows from Theorem 2.4 by choosing in the latter theorem the trivial index sets I ρ = {ρ} (for 1 ≤ ρ ≤ m = r), it is enough to prove below Theorem 2.4. The sufficiency of condition (2.12), in parts (i) and (ii) of Theorem 2.4, is a direct consequence of Lemma 4.1, to be given in Section 4.1, and the fact that (2.9) implies the three properties (2.16), (2.17) and (2.18) (for any index sets I ρ as in (2.14) ).
The necessity of condition (2.12), in Theorem 2.4, follows directly from Lemma 4.3, to be given in Section 4.2, and the fact that property (2.16) implies both (2.17) and (2.18).
Sufficiency of condition (2.12)
Lemma 4.1. (Sufficiency of condition (2.12) for property (2.9)) Let τ 0 > 0 be given, and assume γ, µ are positive constants such that (2.12) holds. Then process (2.5) has the boundedness property (2.9) .
In the following proof of the lemma, we shall write (2.5) and similar relations more concisely, by using the following notations relevant to the vector space V. For any integer k ≥ 1 and vectors x 1 , . . . , x k ∈ V, we denote the vector in V k with components x i by
Furthermore, we denote with a bold-face letter the linear operators from V k to V m determined in a natural way by m × k matrices: for any matrix A = (a ij ) ∈ R m×k and x = [x i ] ∈ V k we define
. We combine the vectors x i and y i , occurring in (2.5), into vectors x = [x i ] ∈ V l and y = [y i ] ∈ V m , respectively. Furthermore, for given functions
With these notations, the relations (2.5) can be written as an equality in V m :
The subsequent lemma is a variant to Spijker (2007, Lemma 4.1). It will be useful, in the present section for proving Lemma 4.1, and later on for proving Lemma 4.3. We shall use the notations (2.11), and relate (4.1) -with F i satisfying (2.7), (2.15) -to the conditions First, assume there are no index sets I ρ containing a pair of indices i = j with j ∈ I 0 . Conditions (2.19) and (4.9) are then equivalent. Hence, combining Lemma 4.6 (i) and Lemma 4.5 (i), we obtain (2.12).
Next, assume there do exist sets I ρ containing indices i = j where j ∈ I 0 . We note that the functions F j , with j ∈ I 0 , do not enter actually in the basic relations (2.5). Accordingly, it is immaterial for these relations whether or not a given function F j , with j ∈ I 0 , is equal to any F i with i = j. Therefore, we can refine the given partition I 1 ∪ · · · ∪ I r = {1, · · · , m} into one with regard to which properties (2.17) and (4.9) hold: the refined partition is obtained, from the original one, by creating new separate index sets for all indices j ∈ I 0 belonging to an (old) index set I ρ with at least two different indices.
From (the original) property (2.17) one sees that (2.17) is still present with regard to the new, refined partition. Moreover, the original property (2.19) implies that (4.9) is valid with regard to the new index sets. Therefore, we arrive at (2.12), again by combining Lemma 4.6 (i) and 4.5 (i) (in the situation of the new partition). Next assume there do exist sets I ρ with indices i = j where j ∈ I 0 . Using the above refined partition, similarly as in Part 2 of the proof, we arrive again at (2.12) by combining Lemma 4.6 (ii) and 4.5 (ii). The sole purpose of the present section is to prove Lemmas 4.5, 4.6. Throughout the section we assume, with no loss of generality, that I + γ T is invertible. We shall use the notation sgn(α) = 1 (for α ≥ 0), sgn(α) = −1 (for α < 0).
Proof of Lemma 4.5
Part 1a. Assume (2.17), and let ξ, η, ζ satisfy (4.7). We shall prove (2.12.b) via Lemma 3.1, by assuming that λ and ϕ satisfy (3.1), and deducing a contradiction from that assumption. We shall prove ϕ = 0, by using special vectors
We have y = R x + P z, and because y jj = m k=1 |p jk | ϕ k = λ ϕ j , there follows
First, suppose y j = y k for all j = k belonging to the same index set I ρ . Then x, y, z satisfy (4.2), with · = · ∞ , so that, by Lemma 4.2, the vectors x, y satisfy (4.4) with V = R m , · = · ∞ . By property (2.17) and (4.11), there follows ϕ ∞ ≤ max j y j ∞ ≤ µ · max k x k ∞ = 0. Hence ϕ = 0, which contradicts (3.1) and thus proves (2.12.b).
Next, suppose y q = y s for two indices q < s belonging to the same set I ρ . In this situation, we modify (only) the q-th component of all x j , y j , z j intox qj = ξ j ,ỹ qj = η j ,z qj = ζ j , and we denote the resulting vectors byx j ,ỹ j ,z j , respectively. The vectorsx = [ (4.12)ỹ = Rx + Pz,ỹ j =ỹ k (for all j = k in the same index set).
In order thatx,ỹ,z actually fulfill (4.2), we define the special seminorm
Because y j , z j satisfy (4.11), we have
(where y j ∞ = ỹ j , with j = q, follows from: ỹ q = ỹ s = y s ∞ = y q ∞ ). Clearly, with the above special seminorm in V, the vectorsx,ỹ,z fulfill (4.2), so thatx,ỹ satisfy (4.4). Using property (2.17) and the last equality in (4.13), we find max j y j ∞ = max j ỹ j ≤ µ · max k x k = 0. In view of (4.11), it follows that ϕ = 0, which proves (2.12.b).
Part 1b. Assuming (2.17), (4.7), we shall prove (2.12.c). We have (I − |P |)
where the values ϕ i ≥ 0 satisfy the linear equations
Condition (2.12.c) is thus equivalent to (4.14)
We shall prove this inequality, using again some special vectors
, where x j , y j , z j ∈ V = R m have components x ij , y ij , z ij . In view of the linear equations satisfied by ϕ 1 , . . . , ϕ m , we define now Clearly y = R x + P z, and because y jj = l k=1 |r jk | + m k=1 |p jk | ϕ k = ϕ j , the relations (4.11) are again fulfilled.
First, suppose y j = y k for all j = k belonging to the same index set I ρ . Then x, y, z satisfy (4.2), with · = · ∞ , so that, by Lemma 4.2, the vectors x, y satisfy (4.4) with V = R m , · = · ∞ . By property (2.17) and (4.11), there follows ϕ ∞ ≤ max j y j ∞ ≤ µ · max k x k ∞ = µ, which implies (4.14).
Next, suppose y q = y s , where q < s belong to the same set I ρ . We modify the q-th component of x j , y j , z j as above in Part 1a of the proof. The resulting vectorsx = [x j ],ỹ = [ỹ j ],z = [z j ] satisfy again (4.12), and -in view of (4.11) -they satisfy also (4.13).
Consequently,x,ỹ,z fulfill condition (4.2), so thatx,ỹ satisfy (4.4) with the special seminorm defined above. Using property (2.17) and the last equality in (4.13), we find max j y j ∞ = max j ỹ j ≤ µ · max k x k = µ, which proves again (4.14). First, suppose y j = y k for all j = k belonging to the same index set I ρ . Similarly as in Part 1a, we arrive at ϕ = 0, which proves (2.12.b).
Next, suppose y q = y s where q < s belong to the same set I ρ . Definex j ,ỹ j ,z j as in Part 1a, but now with ξ, η, ζ satisfying (4.8). We have again (4.12), (4.13), and therefore (4.15) z j ∞ = max{ z j , |ζ j |} ≤ max{ ỹ j , |η j |} = ỹ j ∞ .
Hence,x j ,ỹ j ,z j satisfy (4.2) with · = · ∞ . Via Lemma 4.2 and property (2.18) we obtain ỹ j ∞ ≤ µ · ξ ∞ , and in view of (4.11), (4.13) there follows ϕ ∞ ≤ µ · ξ ∞ . By suitable scaling of ξ, η, ζ, with property (4.8), we can achieve that ξ ∞ is arbitrarily close to zero. Hence, ϕ = 0, which proves (2.12.b).
Part 2b. Assuming (2.18), (4.8), we shall prove (2.12.c). The beginning of the proof runs as in Part 1b above, using (4.8) instead of (4.7). We arrive again at (2.12.c), via (4.14), if y j = y k for all j = k belonging to the same set I ρ .
If y q = y s , for some q < s belonging to the same I ρ , we proceed as in Part 2a above, and introducẽ x j ,ỹ j ,z j satisfying (4.2) with · = · ∞ . From Lemma 4.2 and property (2.18) it follows that ỹ j ∞ ≤ µ · max k {1, ξ ∞ }, and in view of (4.11), (4.13) we obtain ϕ ∞ ≤ µ · max k {1, ξ ∞ }. By arranging that ξ ∞ < 1, we obtain (4.14) and therefore also (2.12.c). 
The definition is easily seen to imply (4.17) η = R ξ + P ζ.
This simple implication will be used, several times, below.
Assuming (4.9), one can see that ξ i , λ i exist, such that η i , defined by (4.16), satisfy (4.18) η i = η j (for any i = j in the same index set I ρ ).
Because (4.16) implies (4.17), it follows that ξ, η, ζ exist satisfying (4.7). Part 2. Assuming (4.10), we shall determine scalars ε, µ k , ξ k , with We define µ k = ̺ k /σ k (if σ k = 0) and µ k = 0 (if σ k = 0). It follows that µ k ≥ 0 (for 1 ≤ k ≤ m) and τ i = τ j (forT (i, :) =T (j, :)).
Because of (4.10), the values σ i , τ i corresponding to ξ k , µ k thus specified, satisfy (σ i , τ i ) = (σ j , τ j ) (for any i = j in the same index set I ρ ).
Combining these inequalities with (4.21), it follows that (4.18) (with η i = η i (ε)) and (4.19) hold for sufficiently small ε > 0. Hence ε, µ k , ξ k exist with the properties stated above. 2
