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Resumen 
En el presente trabajo se procesaron datos relevantes de 768 pacientes para 
apoyar en la predicción de diabetes de las personas. Entre las variables 
consideradas en el estudio se emplearon: glucosa, presión sanguínea, insulina, 
edad, entre otros, por medio de sistemas de aprendizaje automático y sistemas 
expertos con aprendizaje supervisado para generar árboles de decisión, así como 
el análisis de resultados del algoritmo de predicción J48, con las herramientas 
BigML y Weka, respectivamente. Esta investigación será la base para desarrollar 
un sistema experto que apoye los diagnósticos de diabetes en comunidades 
rurales que carezcan de personal médico o equipo. 




In the present work, relevant data of 768 patients were processed to help the 
prediction of diabetes in people. Among the variables considered in the study were 
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used: glucose, blood pressure, insulin, age, to name a few, through of machine 
learning and expert systems with supervised learning to generate decision trees, 
as well as the analysis of results of prediction algorithm J48, using the BigML and 
Weka tools, respectively. This research will be the start for developing an expert 
system that helps diabetes diagnoses in marginalized people that lack doctors or 
equipment. 
Keywords: BigML, Expert system, Machine Learning, Supervised learning, Weka. 
 
1. Introducción 
El aprendizaje automático o Machine Learning se engloba dentro de las 
disciplinas de la Inteligencia Artificial. Es un método científico que permite usar las 
computadoras y otros dispositivos con capacidad computacional para que 
aprendan a extraer los patrones y relaciones que hay en nuestros datos por sí 
solos. Esos patrones se pueden usar luego para predecir comportamientos y en la 
toma de decisiones, aplicando para ello la integración de diferentes recursos 
tecnológicos.. 
Un sistema experto puede definirse como un sistema informático (hardware y 
software) que simula a los expertos humanos en un área de especialización dada. 
Aunado a lo anterior, la diabetes es el principal problema de salud en México. El 
número creciente de casos, el elevado porcentaje que desarrollan complicaciones 
tardías y el costo del tratamiento hacen insuficientes los esfuerzos para 
confrontarla. La prevención de la diabetes es la forma más plausible para modificar 
el crecimiento de la epidemia. Los sujetos que desarrollarán la enfermedad pueden 
ser detectados y existen intervenciones que disminuyen la incidencia de la 
enfermedad [Aguilar y Gómez, 2006]. Por esta razón se origina el presente estudio, 




De acuerdo con Hernández et al. [2010], la investigación es aplicada por su 
propósito con un enfoque cuantitativo, de tipo pre-experimental, debido a que se 
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manipula intencionalmente la variable independiente, el proceso de decisión, para 
analizar las consecuencias sobre la variable dependiente, padecimiento de la 
diabetes. 
Para el desarrollo de sistemas expertos existen varias metodologías y métodos, 
entre las principales están las propuestas por Buchanan, Grover, Weiss y 
Kulikowski y la metodología IDEAL. Estas metodologías cuyas fases principales se 
pueden observar en la tabla 1, estructuran el desarrollo en etapas desde el 
planteamiento del problema hasta la evaluación [Ferrer et al., 2015]. 
 
Tabla 1 Metodologías para el desarrollo de SE. 
 
     Fuente: [Ferrer et al., 2015]. 
 
En el presente trabajo se aplicó una variante de la metodología de Weiss y 
Kulikowski, propuesta por Favret et al. [2018], que consta de las siguientes etapas: 
• Etapa 1 Planteamiento del problema. El problema principal es la falta de 
un diagnóstico o estudio médico adecuado de la diabetes en los pacientes 
que se encuentran en zonas rurales y con bajo presupuesto, debido a la 
carencia de equipos o porque no se cuenta con médicos en las 
comunidades que se encarguen de llevar a cabo dicho diagnóstico o 
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simplemente interpretar los resultados obtenidos de otros centros de salud, 
lo que obliga el envío de las personas a otras unidades de medicina familiar, 
produciendo pérdida de tiempo y gastos económicos innecesarios. 
• Etapa 2 Encontrar expertos humanos. Con capacidad y disposición para 
resolver el problema. Considerando el planteamiento anterior, se ha 
observado que actualmente en las ciudades, los hospitales de tamaño 
mediano y grande, poseen principalmente medidores de glucosa sanguínea 
como instrumento para realizar un diagnóstico de manera automatizada y 
determinar si una persona es propensa a padecer diabetes. En muchas 
ocasiones, estos medidores no generan resultados confiables y por ende, 
se transfiere a los pacientes a estudios de laboratorio más completos donde 
se analizan otras variables, además de la glucosa. Por consiguiente, cuando 
el sistema experto esté concluido, será posible tener el apoyo de personal 
médico para la interpretación de los valores que resulten de los diagnósticos 
de laboratorio para corroborar aquellos que se generen por medio del 
sistema experto, como parte de los objetivos futuros. 
• Etapa 3 Diseño de un sistema experto. El sistema experto contendrá 
reglas de inferencia o predicción, a partir del proceso y análisis de un 
conjunto de datos muestra del Center for Machine Learning and Intelligent 
Systems de la Universidad de Irvine, California (UCI, por sus siglas en 
inglés), el cual dispone de las características más importantes de personas 
que pudieran padecer o no la diabetes [Dua & Karra, 2017]. 
Es importante mencionar, que los repositorios de aprendizaje automático de 
UCI son colecciones de bases de datos, que se pueden utilizar libremente 
por estudiantes o investigadores para el análisis empírico de algoritmos de 
aprendizaje automático, propósito principal de su creación. Además, 
dispone de una política de citas, donde se aclara que al publicar material a 
través de estos repositorios se deben incluir las citas a los donantes de 
dichas fuentes, lo que ayudará a otros a obtener los conjuntos de datos y 
replicar en otros experimentos. En trabajos futuros, cuando el sistema 
experto se encuentre en fase de experimentación real, se realizarán los 
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oficios y permisos necesarios tanto para el tratamiento con los médicos, los 
pacientes y los centros médicos, respectivamente, para evitar problemas. 
El conjunto de datos se trabajó en formato Attribute Relation File Format 
(ARFF) para el caso de Weka, como puede observarse en la figura 1. Para 
la herramienta BigML, se procesó en formato de Valores Separados por 
Comas (CSV), mismo que se observa en la figura 2. En ambos casos el 
número de instancias que se procesaron fue de 768 registros, que 
corresponden al mismo número de pacientes, cuyos atributos relevantes 
fueron nueve: número de embarazos, glucosa, presión sanguínea, piel, 
insulina, índice de masa corporal, pedigrí diabetes, edad y finalmente el 
atributo objetivo, la diabetes. 
 
 
Fuente: Elaboración propia. 
Figura 1 Dataset de diabetes en formato ARFF. 
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Fuente: Elaboración propia. 
Figura 2 Dataset de diabetes en formato CSV. 
 
Los datos se estructuran de manera que cada fila representa un paciente y 
las columnas cada propiedad o atributo que se emplea para el aprendizaje 
del sistema experto. Otro aspecto de diseño del sistema experto consiste en 
la utilización de soluciones basadas en aprendizaje automático con un 
enfoque supervisado, por la naturaleza de los conjuntos de datos donde se 
encuentra información histórica importante para el entrenamiento del 
sistema experto, mismo que genera árboles de decisión.  
No se utilizaron las variables medicamentos previos, observaciones del 
médico y fecha de diagnóstico, porque no intervienen directamente como 
medidas críticas para determinar si una persona puede padecer o no la 
enfermedad. Como ejemplo concreto se puede mencionar la fecha de 
diagnóstico: toda persona puede acudir cualquier día a realizarse un estudio 
de diabetes y puede resultar positivo o negativo. En el caso del atributo de 
número de embarazos, 111 pacientes resultaron con cero embarazos, lo 
que no necesariamente significa que sea hombre o mujer, pero, a diferencia 
de la fecha del diagnóstico, éste dato en combinación con los demás, resulta 
sobresaliente para la predicción de la enfermedad, sin importar el sexo de 
la persona. 
• Etapa 4 Elección de la herramienta de desarrollo. Para verificar el 
funcionamiento del sistema experto se trabajó con Weka y BigML, 
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respectivamente para corroborar los resultados obtenidos en las 
predicciones. En ambos casos se trabajó, en primera instancia, con árboles 
de clasificación, uno de los más utilizados en el tema de aprendizaje 
automático y están dentro de los métodos de clasificación supervisada, 
formada por una variable dependiente (clase), cuyo objetivo es averiguar 
dicha clase para casos nuevos. El modelo así obtenido puede servir para 
clasificar casos cuyas clases se desconozcan o, simplemente, para 
comprender mejor la información de la que se dispone. Otros algoritmos 
expertos de clasificación, similares a los árboles, son el algoritmo CART, el 
IDE3, C45 y el J48, que ayudan al proceso de clasificación. Como segunda 
instancia de clasificación se empleó el algoritmo J48, en los formatos RTFF 
y CSV, como se había comentado en la etapa 3, para clasificar si un 
paciente resulta positivo o negativo a la diabetes. 
Otras plataformas existentes para aprendizaje automatizado son: 
AmazonML, AzureML y Google Prediction API, los cuales forman parte de 
ecosistemas más extensos desde servicios web, almacenamiento en la 
nube, automatización de la implementación y mucho más, características 
innecesarias para el presente estudio. Por el contrario, se decidió trabajar 
con Weka y BigML, por las características que se describen a continuación: 
 WEKA. Este entorno que se presenta en la figura 3, fue creado por la 
Universidad de Waikato, Nueva Zelanda. Reúne una colección de 
algoritmos de aprendizaje máquina; su uso más común es para 
minería de datos ya que permite trabajar directamente con un conjunto 
de datos o datos provenientes de aplicaciones java; tiene una Licencia 
GPL (GNU PublicLicense) y trabaja con un formato ARFF, que se 
compone por cabecera (@ relation pima_diabetes); declaración de 
atributos (@attribute ‘preg’ numeric,...) y sección de datos (@data 6, 
148, 72, 35, 0, 33.6, 0.627, 50, tested_positive, ...), como se presentó 
en la figura 2. 
Weka permite trabajar con Big Data a partir de Weka 3.7; utilizar el 
cliente simple o el KnowledgeFlow, así como la posibilidad de utilizar 
Pistas Educativas, No. 130, noviembre 2018, México, Tecnológico Nacional de México en Celaya 
 
 
Pistas Educativas Vol. 40   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas ~2112~ 
carga de datos incremental y entornos distribuidos, como Hadoop y 
Spark [Durrant, B., Frank, E., Hunt, L. & Holmes, G., 2018]. 
 
 
Fuente: University of Wikatao. 
Figura 3 Panel principal de la herramienta Weka. 
 
 BigML. Este entorno de trabajo ofrece una plataforma administrada 
para construir y compartir conjuntos de datos y modelos en forma de 
aprendizaje automático como servicio (MLaaS, por sus siglas en 
inglés), como consecuencia, BigML es una propuesta para hacer que 
el aprendizaje automático sea comprensible para los usuarios. La vista 
principal se muestra en la figura 4. También, BigML, logra explotar los 
beneficios de las soluciones de nube existentes. Por ejemplo, permite 
la importación de datos desde AWS S3, MS Azure, Google Storage, 
Google Drive, Dropbox, etc., lo que beneficia a los desarrolladores 
porque las infraestructuras de nube públicas podrían convertirse en un 
producto básico, es decir, una solución para los proveedores de 
diversos servicios. 
Además, al estar centrado solo en el aprendizaje automático, BigML 
ofrece un conjunto amplio de características, todas bien integradas 
dentro de una interfaz de usuario donde se pueden cargar conjuntos 
de datos, capacitar, evaluar modelos y generar nuevas predicciones, 
una por una o en un lote. Contiene una amplia galería de conjuntos 
de datos y modelos gratuitos para probar, bien organizados en 
categorías y accesibles al público, al igual que, algoritmos de 
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Figura 4 Panel principal de BigML. 
 
• Etapa 5 Desarrollo y prueba de un prototipo. Con la ejecución en ambas 
plataformas se generaron árboles de decisiones con una confiabilidad por 
encima del 70%. Después se analizó la información para el entrenamiento 
y predicción del padecimiento o no de la diabetes a través de un sistema de 
aprendizaje supervisado y automático. 
Para el desarrollo y procesamiento del conjunto de datos con el entorno de 
trabajo Weka se realizaron los pasos siguientes: 
 Descarga del instalador desde el sitio web oficial de la aplicación en 
http://www.cs.waikato.ac.nz/ml/weka/downloading.html 
 Ejecutar Weka y seleccionar la opción "Explorer". 
 Desde preprocesado, abrir la base de datos (open file) que se 
encuentra en la carpeta data del directorio donde se instaló. 
Seleccionar la base de datos en formato ARFF. 
 Crear un árbol de decisión, mediante la pestaña Classify, algoritmo 
J48 [Choose-trees-J48]. 
 Ejecutar y con clic derecho, opción Result list, seleccionar Visualize 
tree. 
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Lo anterior se puede ver en la figura 5. Para el procesado de la información 
con BigML, se siguieron los pasos que se describen a continuación: 
 Registro en https://bigml.com/accounts/register/ 
 Activación de cuenta por enlace recibido en correo electrónico. 
 Acceso a la plataforma: https://bigml.com 
 En el panel principal o dashboard se subió el archivo CSV a través de 
la opción "Create a source from a URL" y escribiendo s3://bigml-
public/csv/Diabetes_es_ext.csv en la casilla de texto. También es 
posible descargar la base de datos: https://archive.ics.uci.edu/ml 
/index.php. 
 Utilizando el objeto Source se construyó un dataset con la acción 1-
click dataset para analizar la distribución de los datos. Esto se 
presenta en la figura 6. 




Fuente: Elaboración propia. 
Figura 5 Prueba de prototipo con Weka. 
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Fuente: Elaboración propia. 
Figura 6 Prueba de prototipo con BigML. 
 
• Etapa 6 Refinamiento y generalización. Los resultados que se generaron 
en ambas herramientas permiten incluir nuevas posibilidades para el 
desarrollo futuro de un sistema experto, lo que permitirá afinarlo porque se 
obtuvieron de manera similar las predicciones con los datos procesados. Sin 
embargo, para llevarlo a la práctica, son necesarias estrategias para la 
prevención de la diabetes con la intervención de entidades 
gubernamentales y con el consenso de la sociedad. En esta etapa se utilizó 
Weka para el preproceso de 768 instancias o registros de pacientes, lo que 
puede observarse en la figura 7. 
 
 
Fuente: Elaboración propia. 
Figura 7 Procesado de instancias con Weka. 
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Como siguiente paso, se llevó a cabo una clasificación por medio del 
algoritmo J48, donde es posible observar que 567 instancias de pacientes 
fueron clasificadas de manera correcta, lo que representa un 73.82% del 
total de los pacientes en cuestión, así como una precisión del 79% para 
detección negativa de la diabetes y una precisión del 63% para detección 
positiva de la enfermedad. Esta información se visualiza en la figura 8. 
 
 
Fuente: Elaboración propia. 
Figura 8 Procesado de instancias con Weka. 
 
El árbol generado al ejecutar el algoritmo se presenta en la figura 9, donde 
los nodos son los atributos de cada paciente y los arcos sus reglas o 
dependencias para determinar si padece o no la diabetes, mismas que 
pueden tomarse como base para la generación de inferencias de los 
diagnósticos. 
En la herramienta BigML se procesaron igual número de registros de 
pacientes (768), en donde la distribución de datos, 500 instancias resultaron 
negativos a la diabetes y 268 resultaron positivos, para el entrenamiento del 
sistema. En tanto la distribución de las predicciones resultaron con un "No" 
el 65.36% de las instancias, es decir, 502; mientras que el 34.64% (266 
instancias), resultaron con una predicción "Si" como se observa en la figura 
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10. Además, es posible observar en la figura 11, el porcentaje de 
importancia de los atributos o variables de los pacientes, donde el que 
predomina es la variable de glucosa con 32.55% y el que menos importancia 
posee es la piel con 1.71%. 
 
 
Fuente: Elaboración propia. 
Figura 9 Representación de un árbol de decisión con Weka. 
 
 
Fuente: Elaboración propia. 
Figura 10 Resumen procesado con BigML. 
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Fuente: Elaboración propia. 
Figura 11 Importancia de variables. 
  
El árbol de decisión generado se puede ver en la figura 12, así como el nivel 
de confiabilidad de las reglas de predicción, mismo que incrementa 




Fuente: Elaboración propia. 
Figura 12 Árbol de decisión obtenido con BigML. 
 
• Etapa 7 Mantenimiento y puesta al día. Como siguiente paso, se pretende 
el desarrollo de un sistema experto con una interfaz de usuario 
comprensible para la ejecución del diagnóstico. Se espera la 
implementación de terminales de diagnóstico mediante sistemas expertos, 
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como un pre-diagnóstico que ayude en las comunidades rurales debido a la 
falta de médicos en los centros de salud. 
 
3. Resultados  
Con el conjunto de datos de diabetes se llevó a cabo un pre-procesado de la 
información para determinar si una persona puede padecer de manera positiva la 
enfermedad. Es importante recalcar que la medida de la glucosa sobresale de 
manera importante con el resto de las variables como medida de padecer de 
manera positiva la enfermedad, sin embargo, como se mencionó en la etapa 2 de 
la metodología, no siempre resulta confiable. 
Por medio de las herramientas Weka y BigML, se generaron árboles de decisión, 
que consisten en un tipo de modelo predictivo donde se utiliza un grafo con 
estructura de árbol para la clasificación de los datos. Cada nodo del árbol simboliza 
una pregunta y cada rama corresponde a una respuesta concreta a dicha pregunta, 
es decir, un predicado. La prueba se ejecutó con 768 registros que corresponden 
a los datos de pacientes que han padecido o no la diabetes. 
También, se aplicó el algoritmo de clasificación J48, donde más de 500 instancias 
de pacientes fueron clasificadas de manera correcta, lo que le permite al sistema 
tener una precisión por encima del 70% para la detección de pacientes que no 
tienen la enfermedad y una precisión del 63% para detección positiva de ésta. La 
matriz de confusión resultó con 93 casos de falsos positivos y 108 casos de falsos 
negativos. Esto es debido a que existen valores de registros como el número de 
embarazos, el cual en algunos casos resulta con valor cero. Por consiguiente el 
uso de la aplicación favorece en una medida aceptable el pronóstico de la diabetes, 
sin embargo, si se carece de alguna información, se considera como que no es 
propenso a padecer la enfermedad. 
Las predicciones pueden mejorarse a través de un modelo de aprendizaje más 
robusto del sistema experto a través de las reglas de inferencia que se se 
obtuvieron en los árboles de decisión para su posterior aplicación en otros entornos 
de desarrollo. 
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4. Discusión  
Al aplicar una metodología adecuada para el diseño y desarrollo de sistemas 
expertos se pueden conseguir objetivos de manera satisfactoria, como en el caso 
de la metodología Weiss y Kulikowski. Por otro lado, Weka y BigML, poseen varios 
algoritmos de máquinas de conocimiento, los cuales pueden ser útiles para ser 
aplicados sobre diversos conjuntos de datos mediante las distintas interfaces que 
ofrece, como la opción de Explorer y Datasets, que se trabajaron en este caso de 
estudio, o para ser incluidas dentro de otras aplicaciones. Además, ambas 
herramientas, contienen lo necesario para realizar transformaciones sobre los 
datos, tareas de clasificación, regresión, clustering, asociación y visualización, 
porque están diseñadas como herramientas orientadas a la extensibilidad lo que 
permite añadir nuevas funcionalidades a un proyecto, debido a que se pueden 
combinar con otros lenguajes de programación como Prolog, para la generación 
de sistemas expertos más robustos.  
En el trabajo de Cantón y Gibaja [2017], acerca del desarrollo de políticas de 
prevención de lesiones en México, mencionan que BigML simplificó la validación 
de anomalías y análisis de la distribución de los datos. También, fue utilizado para 
determinar la correlación entre variables. De manera similar en este estudio, la 
herramienta permitió identificar problemas de predicción. Otros autores, como 
Castillo, Gutiérrez y Hadi [2008], están de acuerdo en la existencia de diversos 
campos de aplicación de los sistemas expertos, entre los cuales se encuentran 
transacciones bancarias, control de tráfico, problemas de planificación, y por 
supuesto, diagnósticos médicos. 
Como parte de los trabajos futuros, se pretende desarrollar un sistema experto que 
procese una nueva base de datos con información actualizada de pacientes en 
comunidades rurales del Sur de Yucatán. Para lograrlo, será necesario analizar a 
detalle cuáles fueron las principales reglas y cómo se generaron a través de Weka 
y BigML para su implementación correspondiente. De esta manera, se concuerda 
con los puntos de vista de Badaracco, Mariño y Alfonzo [2014], quienes comentan 
que los sistemas expertos son una de las técnicas de la Inteligencia Artificial 
ampliamente utilizada para la resolución de problemas comprendidos en diversos 
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dominios del conocimiento. Representan y explicitan el conocimiento obtenido de 
los sujetos utilizando diferentes mecanismos, como las reglas y las probabilidades. 
Además, proporcionan un marco para seleccionar acciones a seguir en situaciones 
complejas e inciertas, con miras a apoyar la toma de decisiones.  
De esta manera, la implementación de las herramientas Weka y BigML, sólo es 
una muestra de la aplicación de la tecnología en ambientes de aprendizaje 
automático, big data, minería de datos o sistemas expertos como ramas dentro de 
la inteligencia artificial para apoyar en la toma de decisiones de los expertos. 
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