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Abstract
A deformable template method for eye tracking on
full face images is presented. The strengths of the
method are that it is fast and retains accuracy in-
dependently of the resolution. We compare the me-
thod with a state of the art active contour approach,
showing that the heuristic method is more accu-
rate.
1 Introduction
Gaze is very important for human communication
and also plays an increasing role for human com-
puter interaction. Gaze can play a role, e.g., in un-
derstanding the emotional state for humans [1, 2],
synthesizing emotions [3], and for estimation of at-
tentional state [7]. Speciﬁc applications include de-
vices for the disabled, e.g., using gaze as a replace-
ment for a computer mouse and driver awareness
monitoring to improve traﬃc safety [5].
It has been noted that the high cost of good
gaze detection devices is a major road block for
broader application of gaze technology, hence, there
is a strong motivation for creating systems that are
simple, inexpensive, and robust [4].
Figure 1: Examples of the dataset. The region surround-
ing the eyes can be found in various ways. We use a head
tracking algorithm[5] based on Active Appearance Models.
A subimage is extracted and subsequently processed by the
eye tracking algorithms.
Detection of the human eye is a diﬃcult task
due to a weak contrast between the eye and the
surrounding skin. As a consequence, many ex-
isting approaches use close-up cameras to obtain
high-resolution images[4]. However, this imposes
restrictions on head movements. Wang et al.[8]
use a two camera setup to overcome the problem.
The present paper is inspired by the line of
thinking mentioned above. We focus on some of
the image processing issues. In particular we pro-
pose a robust algorithm for swift eye tracking in
low-resolution video images. We compare this al-
gorithm with a proven method[4] and relate the
pixel-wise error to the precision of the gaze deter-
mination.
2 Deformable Template Match-
ing
In many existing approaches the shape of the iris
is modeled as a circle. This assumption is well-
motivated when the camera pose coincides with
the optical axis of the eye. When the gaze is oﬀ
the optical axis, the circular iris is rotated in 3D
space, and appears as an ellipse in the image plane.
Thus, the shape of the contour changes as a func-
tion of the gaze direction and the camera pose.
The objective is then to ﬁt an ellipse to the pupil
contour, which is characterized by a darker color
compared to the iris. The ellipse is parameterized,
x = (cx, cy, λ1, λ2, θ) , (1)
where (cx, cy) is the ellipse centroid, λ1 and λ2 are
the lengths of the major and minor axis respec-
tively. θ is the orientation of the ellipse.
The pupil region P is the part of the image I
spanned by the ellipse parameterized by x. The
background region B is deﬁned as the pixels inside
an ellipse, surrounding but not included in P , as
seen in ﬁgure 2. When region P contains the entire
object, B must be outside the object, and thus the
diﬀerence in average pixel intensity is maximal. To
ensure equal weighting of the two regions, they
have the same area.
The pupil contour can now be estimated by
minimizing the cost function,
E = Av(P )−Av(B), (2)
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Figure 2: The deformable template model. Region P is
the inner circle, and region B is the ring around it.
where Av(B) and Av(P ) are the average pixel in-
tensities of the background - in this case the iris -
and pupil region respectively.
The model is deformed by Newton optimiza-
tion given an appropriate starting point. Due to
rapid eye movements[6], the algorithm may break
down if one uses the previous state as initial guess
of the current state, since the starting point may
be too far from the true state. As a consequence,
we use a simple `double threshold' estimate of the
pupil region as starting point.
Figure 3: The blue ellipse indicates the starting point of
the pupil contour. The template is iteratively deformed by
an optimizer; one of the iterations is depicted in green. The
red ellipse indicates the resulting estimate of the contour.
An example of the optimization of the deformable
model is seen in ﬁgure 3.
2.1 Constraining the Deformation
Although a deformable template model is capable
of tracking changes in the pupil shape, there are
also some major drawbacks. Corneal reﬂections,
caused by illumination, may confuse the algorithm
and cause it to deform unnaturally. In the worst
case the shape may grow or shrink until the algo-
rithm collapses.
We propose to constrain the deformation of the
model in the optimization step by adding a regu-
larization term.
3 EM Contour Tracking
The iris is circular and characterized by a large
contrast to the sclera. Therefore, it seems obvious
to use a contour based tracker. Witzner et al.[4]
describe an algorithm for tracking using active con-
tours and particle ﬁltering. A generative model is
formulated which combines a dynamic model of
state propagation and an observation model relat-
ing the contours to the image data. The current
state is then found recursively by taking the sam-
ple mean of the estimated posterior probability.
The proposed method in this paper is based
on [4], but extended with constraints and robust
statistics.
3.1 The Dynamic Model
A dynamic model describes how the iris moves
from frame to frame. Since the pupil movements
are quite rapid at this time scale, the dynamics are
modeled as Brownian motion (AR(1)),
xt+1 = xt + vt, vt ∼ N (0,Σ), (3)
where x is the state from (1) and Σ is covariance
matrix of the noise vt.
3.2 The Observation Model
The observation model consists of two parts. A ge-
ometric component modeling the deformations of
the iris by assuming a Gaussian distribution of all
sample points along the contour. Secondly a tex-
ture component deﬁning a pdf over pixel gray level
diﬀerences given a contour location. Both compo-
nents are joined and marginalized to produce a
test of the hypothesis that there is a true contour
present. The contour maximizing the combined
hypotheses is chosen.
3.3 Active Contour Tracking
The tracking problem can be stated as a Bayesian
inference problem by use of the recursive relation,
p(xt+1|Mt+1) ∝ p(Mt|xt)p(xt+1|Mt) (4)
p(xt+1|Mt) =
∫
p(xt+1|xt)p(xt|Mt)dxt,(5)
where Mt is the observations. Particle ﬁltering is
used to estimate the optimal state in a new frame.
3.4 Constraining the Hypotheses
We propose to weigh the hypotheses through a sig-
moid function. This has the eﬀect of decreasing
the evidence when the inner part of the ellipse is
brighter than the surroundings. An example is de-
picted in ﬁgure 4. In addition, this relaxes the
importance of the hypotheses along the contour
around the eyelids, which improves the ﬁt.
Figure 4: This ﬁgure illustrates the importance of the gray
level constraint. Due to the general formulation of absolute
gray level diﬀerences, the right contour has a greater like-
lihood, and the algorithm may thus ﬁt to the sclera. Note
the low contrast between iris and skin.
Figure 5: The relative normalized weighting of the hy-
potheses - Blue indicates low, while red indicates high
scores. (1 ) Corneal reﬂections cause very distinct edges.
Thus some hypotheses are weighted unreasonably high,
which may confuse the algorithm. (2 ) This is solved by
using robust statistics to remove outlying hypotheses.
3.5 Robust Statistics
By using robust statistics, hypotheses which ob-
tain unreasonably high values compared to the oth-
ers, are treated as outliers and therefore rejected,
as seen in ﬁgure 5.
4 Results
A number of experiments have been performed
with the proposed methods. We wish to investi-
gate the importance of image resolution. Therefore
the algorithms are evaluated on two datasets. One
containing close up images, and one containing a
down-sampled version hereof.
The algorithms estimate the center of the pupil.
For each frame the error is recorded as the diﬀer-
ence between a hand annotated ground truth and
the output of the algorithms. This may lead to
a biased result due to annotation error. However,
this bias applies to all algorithms and a fair com-
parison can still be made.
Figure 6 and 7 depicts the error as a function
of the number of particles used, for low resolu-
tion and high resolution images respectively. The
errors for three diﬀerent active contour(AC) algo-
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Figure 6: The error of the algorithms as a function of the
number of particles for the high resolution data.
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Figure 7: The error of the algorithms as a function of the
number of particles for the low resolution data.
rithms are shows; basic, with EM reﬁnement, with
deformable template(DT) reﬁnement. The error
of the deformable template(DT) algorithm, initial-
ized by double threshold, is inserted into the plot.
It can be seen that the proposed constraints
on the active contour generally improves the accu-
racy of the ﬁt. The reﬁnement by the deformable
template performs better than the EM method.
The cost is an increased number of computations,
which is resolution dependent. However, the de-
formable template method, initialized by double
thresholding, is seen to outperform all active con-
tour algorithms.
Hi-res E(x, y)[mm] E(θ) [frame/s]
AC 0.9 4.1 0.54
AC w/EM 0.8 3.7 0.49
AC w/DT 0.5 2.3 0.25
DT 0.3 1.4 2.2
Lo-res E(x, y)[mm] E(θ) [frame/s]
AC 1.5 7.3 0.57
AC w/EM 1.5 6.9 0.55
AC w/DT 0.8 3.7 0.49
DT 0.5 2.3 8.4
Table 1: Speed and precision comparison of the algo-
rithms. The active contour uses 200 particles.
The table in ﬁgure 4 lists the mean error in
accuracy in centimeters and degrees. Also listed
is the computation time in frames per section of
a Matlab implementation run on a 2.4Ghz PC. In
general, the accuracy improves with high resolu-
tion as seen in table 4. However, the methods uti-
lizing deformable template matching are less sen-
sitive. The computation time for the basic active
contour and EM reﬁnement methods are indepen-
dent of resolution. A signiﬁcant increase in speed
is noticed for the deformable template methods.
Figure 8: The resulting ﬁt on two frames from a sequence
- the red contour indicates the basic active contour, green
indicates the EM reﬁnement and the cyan indicates the de-
formable template initialized by the heuristic method. The
top ﬁgure illustrates the beneﬁt ﬁtting to the pupil rather
than the iris. Using robust statistic the inﬂuences from
corneal reﬂections on the deformable template ﬁt are ig-
nored as depicted in the bottom image.
5 Conclusion
In this paper we have presented heuristics for im-
provement of the active contour method proposed
by [4]. We have shown increased performance by
using the prior knowledge that the iris is darker
than its surroundings. This prevents the algorithm
from ﬁtting to the sclera as seen in ﬁgure 4.
Also presented is a novel approach to eye track-
ing based on a deformable template initialized by
a simple heuristic. This enables the algorithm to
overcome rapid eye movements. The active con-
tour method handles these by broadening the state
distribution and thus recovering the ﬁt in a few
frames. Furthermore, the accuracy is increased by
ﬁtting to the pupil rather than iris. This is partic-
ularly the case when a part of the iris is occluded
as seen in ﬁgure 8.
It is shown that the deformable template model
is accurate independent of resolution and it is very
fast for low resolution images. This makes it useful
for head pose independent eye tracking.
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