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Abstract
We consider Billiard words in alphabets with k > 2 letters. Such words are associated with some k-dimensional positive vector
Eα = (α1, α2, . . . , αk). The language of these words is already known in the usual case, i.e. when the α j are linearly independent
over Q and so for their inverses. Here we study the language of these words when there exist some linear relationships. We give
a new geometrical characterization of the factors of Billiard words. As a consequence, we get some results on the associated
language, and on the complexity and palindromic complexity of these words. The situation is quite different from the usual case.
The languages of two distinct Billiard words with the same direction generally have a finite intersection. As examples, we get some
Standard Billiard words of three letters without any palindromic factor of even length, or Billiard words of three letters whose
palindromic factors have a bounded length. These results are obtained by geometrical methods.
c© 2007 Elsevier B.V. All rights reserved.
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1. k-dimensional Billiard words
1.1. Standard Billiard words
Let D be the half-line of origin O , in the k-dimensional space Rk , and parallel to the positive vector Eα :=
(α1, α2, . . . , αk). Then we define the associated Standard Billiard word, or cutting sequence, (starting from O) denoted
by cEα = cα1,α2,...,αk on the alphabet A = {a1, a2, . . . , ak} as shown in Fig. 1.
In dimension 2, this can be made using the three following methods:
(1) encoding by a1 the black horizontal unitary segment and by a2 the black vertical unitary segment (see Fig. 1a).
Then a1cα1,α2 encodes the discrete path immediately below the half-line, hence cα1,α2 = a2a1a2a1a2a2a1a2a1 . . .
in Fig. 1a. The infinite word a1cα1,α2 is the well-known Christoffel word. However, this method cannot be
generalized in higher dimensions:
(2) moving from the origin to infinity, encode the sequence of intercepts between D and the grid, using a1 for a
vertical line and a2 for an horizontal one (black points on Fig. 1a);
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Fig. 1. Two and three dimensional Billiard words.
(3) by looking at the sequence of the centers (white points) of the unit squares crossed by D. Two consecutive centres
correspond to joining squares, so that the vector joining these two points is one of the two vectors of the canonical
basis ( Ee1, Ee2). Then encode by a j the vector Ee j , j = 1, 2.
In higher dimension k ≥ 3, both methods 2 and 3 can be generalized. We consider now the facets of the unit
k-cubes crossed by D, instead of the sides of the unit squares (see Fig. 1b, with k = 3). In this figure, the crossing
points are the black points and the centers of unit k-cubes are the white ones, as in Fig. 1a. In both cases, we encode
the vectors Ee j (1 ≤ j ≤ k) of the canonical basis by the letters a j , and a crossed facet by its orthogonal direction, and
we get the Billiard word cα1,α2,α3 = a1a2a3a1a2a3 . . ..
This works as long as the half-line D crosses each facet in its interior (so we can define consecutive crossed unit
k-cubes), i.e., D does not contain any 2-integer point, except for O: a 2-integer point in Rk is a point with at least
two integer coordinates, see [6] or [12]. Geometrically, a 2-integer point is a point which belongs to more than two
unit k-cubes of the grid. This property for D corresponds to the following condition which is always assumed in the
sequel:
Hypothesis 1. All ratios αi
α j
are irrational numbers, 1 ≤ i < j ≤ k.
This condition already holds in the usual case:
Hypothesis 2. The real numbers α1, α2, . . . , αk , are Q-linearly independent.
This strong hypothesis has always been made in the former works in this topic. It has been pointed out in [7] that a
new hypothesis is also necessary to obtain a nice formula for complexity when k = 3, whose formulation for general
k is the following:
Hypothesis 3. The real numbers 1
α1
, 1
α2
, . . . , 1
αk
, are Q-linearly independent.
Note that Hypotheses 1–3 are identical only in dimension 2. In this paper, we are mainly interested in the following
case:
Hypothesis 4. Hypothesis 1 is satisfied, but not Hypothesis 2.
In this case k ≥ 3 and there exists at least one relation over Z:
k∑
j=1
m jα j = 0 (1)
with coprime integers m j , 1 ≤ j ≤ k.
Let d+ be the dimension of Q(α1, α2, . . . , αk), as a vector space over Q. Thus we have 2 ≤ d+ ≤ k − 1 with
Hypothesis 4, and d+ = k corresponds to Hypothesis 2.
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Fig. 2. The hexagon P for k = 3.
In the same way, we consider the dimension d− of Q( 1α1 ,
1
α2
, . . . , 1
αk
), as a vector space over Q. Thus we have
2 ≤ d− ≤ k and d− = k corresponds to Hypothesis 3. Notice that a weaker form of Hypothesis 3 is useful for some
properties, see [8].
Hypothesis 5. For any j1 < j2 < j3, the real numbers 1α j1
, 1
α j2
, 1
α j3
are Q-linearly independent.
1.2. Billiard words with intercept
The positive vector Eα is given and fixed in the following, and satisfies Hypothesis 1, and the half-line D is parallel
to Eα. The same construction as in Section 1.1 can be made with the half-line D starting from any point S and parallel
to the positive vector Eα.
We consider the (k − 1)-dimensional subspace Eα⊥ in Rk , and the orthogonal projection P of the first closed unit
k-cube, i.e. the set of points with all coordinates between 0 and 1, onto Eα⊥. Thus P is a (k − 1)-dimensional convex
polyhedron, and the orthogonal projection O ′ of the centre of the first unit k-cube is a symmetry centre for P . We
denote by Eb j , 1 ≤ j ≤ k, the orthogonal projections of Ee j onto Eα⊥, so we have −−→O ′O = − 12
∑k
j=1 Eb j . By periodicity
we can assume that S belongs to P .
As an example P is an hexagon when k = 3, whose edges correspond to the three vectors Eb1, Eb2 and Eb3, see Fig. 2.
As before, we must assume that
D does not contain any 2-integer point. (2)
Then the Billiard word is defined as before, it will be denoted by cEα,S = cα1,α2,...,αk ,S .
1.3. Bi-infinite Billiard words and ambiguity points
In the same way, when the line L parallel to Eα and passing through S ∈ P does not contain any 2-integer point,
we can define the bi-infinite sequence of unit k-cubes crossed by L, thus the corresponding bi-infinite Billiard word.
The sense for the lecture of this word corresponds to a point moving on L from −∞ to +∞. In this case, we said that
S is a nonambiguous point in P . When the line L contains some 2-integer points, either there exists a finite number
κ of such points and S is called a κ-ambiguous point; either there exist infinitely many such points, and S is called
a∞-ambiguous point. Hypothesis 1 corresponds to “O is a 1-ambiguous point”, the only 2-integer point on the line
being the origin.
In the same way, we can define negative Billiard words, if we move from some point to −∞ on some half-line
parallel to Eα. By symmetry, negative Billiard words are Billiard words.
2. Already known results on factors of Billiard words
Billiard words and Sturmian words have been intensively studied, see [1,9] or [10] for general surveys, and many
results are known, concerning the language of these words, i.e., the set of all finite factors, in different situations: for
given S and Eα, for a given Eα, or for any Billiard word, [17,18]. The well-known notion of Rauzy’s graphs gives very
nice results, see [26,4,16] for a general exposure concerning complexity. A general presentation of Billiards can be
found in [27].
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Fig. 3. An example of b-walk when k = 3.
With Hypotheses 2 and 3, the complexity function of the Billiard word is known, and so for the palindromic
complexity function: the complexity function pu(n) (resp. palindromic complexity function palu(n)) of an infinite
word u is the number of distinct factors (resp. palindromic factors) v of length n of u.
In this generic case, the language of the Billiard word cEα,S depends only on the vector Eα, and the two complexity
functions depend only on the dimension k:
p2(n) = n + 1
p3(n) = n2 + n + 1
pk(n) =
min(k−1,n)∑
i=0
i !
(
k − 1
i
)(
n
i
)
palk(n) =
{
1 if n is even
k if n is odd
These results come from the original works on Sturmian words in dimension k = 2, from [3] (dimension k = 3, with
the Hypothesis 3 as it was noticed in [7]), and for larger k, [5] with Hypothesis 3) and [8] with Hypothesis 5. In this
last case, the property that the complexity function does not depend on Eα is the main key of the proof.
The palindromic complexity can be considered as a classical unwritten result, see also [12] for a geometrical proof.
More precise results are given in [20] and [21]. The number of palindromic factors of any Billiard word with a given
length is given in [19], when k = 1.
It is also possible to look at the first occurrence of each palindromic factor, to characterize Sturmian words in
dimension 2, [24], or to give very nice results on the return time of a given factor, [28].
As said before, the Billiard words with the same direction Eα have the same language, in the generic case. This
property becomes false in the nongeneric case, then it will be interesting to look at the complexity of the set of all
Billiard words of direction Eα, i.e. the number of words of length n, which are factors of one of the Billiard words
with direction Eα. This complexity is called directional complexity, and is more simple to compute. It corresponds to
complexity in the generic case.
3. Main results
3.1. b-walks
Definition 1. Let H be any point inP . A b-walk inP starting from H is a finite sequence of points H0, H1, H2, . . . Hn
in P , such that H0 = H , and such that there exists, for any 1 ≤ i ≤ n, some j = j (i) such that −−−−→Hi−1Hi = Eb j . The
integer n is called the length of the walk.
Such a walk is characterized by its starting point H and its coding word, i.e. the finite word of length n on
A obtained by encoding each vector Eb j by the letter a j . It corresponds to a piecewise isometry inside the convex
polyhedron P , using classical techniques which can be found in several authors, as Arnoux, Ito et al., and are used in
several contexts (see [2,3,11,25] as examples).
In Fig. 3, corresponding to k = 3, we give a b-walk starting from H and of length 11 which is encoded by
a3a1a3a3a2a1a3a3a1a3a2.
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For any finite word v ∈ A∗, we define the set Pv as the set of those starting points of any b-walk encoded by v.
Then we get:
Proposition 1 ([22]). The set Pv is either empty, or a convex (k − 1)-dimendional polyhedron. Its diameter tends to
0 as the length of v tends to infinity.
3.2. A characterization of factors of Billiard words
Theorem 1. (1) Except for some points H, there exists a unique b-walk starting from H with a given length n;
(2) A finite word onA is a factor of some Billiard word cEα,S if and only if it encodes some b-walk, i.e. Pv is nonempty;
(3) For a given nonambiguous starting point S, v is a factor of the Billiard word cEα,S if and only if the setHS intersects
Pv in its interior.
Part 1 of the theorem works for the nonambiguous points H . The set HS is defined in Section 6.5 and has a nice
geometrical structure.
Hypothesis 2 implies thatHS = P for any nonambiguous starting point S, thus all the Billiard words cEα,S have the
same language, and the same complexity, which is equal to the number Π (n) of those nonempty Pv with |v| = n.
With Hypothesis 4, the setHS depends on S, and is a finite union of parallel and equidistant (d+− 1)-dimensional
polyhedra. Thus most of the intersectionsHS ∩Pv are empty, and the results are very different from the classical case
with Hypothesis 2. Using part 2, the directional complexity p+k (n) remains equal to Π (n).
Hypothesis 3 is related to this number Π (n).
We give a rather simple geometrical proof of this theorem. However, it can also be viewed as a corollary of a more
general result, [22], Theorems 1 and 2.
3.3. On languages associated with Billiard words
Theorem 2. Assume Hypothesis 4, and let Li be the language of the Billiard word cEα,Si , i = 1, 2. Then:
• either L1 ∩ L2 is finite, i.e. the two Billiard words have no arbitrarily long common factors;
• or L1 = L2.
The second case corresponds toHS1 = HS2 , the first one appears for almost all (S1, S2), .
In the same way, for almost all numerable set {Si }i≥1, all the intersections Li ∩ Li ′ , i 6= i ′, are finite sets with
Hypothesis 4.
3.4. On the existence of palindromic factors
Theorem 3. (1) The Billiard word cEα,S contains arbitrarily long palindromic factors of even length if and only if O ′
is inHS .
(2) The Billiard word cEα,S contains arbitrarily long palindromic factors of odd length and central letter a j if and only
if B j is inHS , where
−−−→
O ′B j = 12 Eb j .
(3) Assume Hypothesis 4. Then for almost all S, the language of the Billiard word cEα,S contains finitely many
palindromes.
However, we prove that the Standard Billiard words on three letters always contain arbitrarily long palindromic factors.
This result is false in general case, for k ≥ 4. The existence of long palindromic prefixes is discussed in [12] and [13].
3.5. On the complexity of Billiard words for k = 3
Using the former results, the complexity pc(n) of the Billiard word c = cEα,S is the number of finite words v of
length n such that HS intersects Pv in its interior. This number can be computed, and we obtain the following result
which gives the complexity and directional complexity functions in any case.
Proposition 2 ([14]). The complexity functions p(n) and p+(n) have the following forms:
• (Case 1, d+ = d− = 3, see [3])
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p+(n) = p(n) = n2 + n + 1
for all n and all S;
• (Case 2, d+ = 3 and d− = 2, q1α1 =
q2
α2
+ q3
α3
being the only relation with coprime positive integers q j , this gives
the general case, up to a circular permutation of the coordinates)
p+(n) = p(n) =
(
1− 1
2q1
α1
α1 + α2 + α3
)
n2 + O(n)
for all S;
• (Case 3, d+ = 2 and d− = 3)
p+(n) = n2 + n + 1 for all n
and, only for large n,
p(n) = hn + h in the general case for S
p(n) = (h − 1)n + h′′ for special S
with h′′ ≥ h := |m1| + |m2| + |m3|, where m1α1 + m2α2 + m3α3 = 0 is the only one relation (1) with integer
coprime numbers m j , up to a factor ±1, and h′′ = h − 1 in a very special case;
• (Case 4, d+ = d− = 2 and Hypothesis 1)
p+(n) =
(
1− 1
2q1
α1
α1 + α2 + α3
)
n2 + O(n) for all n
and, only for large n,
p(n) = hn + h in the general case for S
p(n) = h′n + h′′ for special S
with h′ = h − 1 or h′ = h − 2, and h′′ ≥ h, h as in Case 3;
• (Case 5, Eα = (r1, r2, α3) with α3 irrational number and r1, r2 coprime positive integers)
p+(n) = α3
α1 + α2 + α3 n
2 + o(n2)
and for large n,
p(n) = Rn + R in the general case for S
p(n) = (R − 1)n + R′′ for special S
with R′′ ≥ R := r1 + r2:
• (Case 6, Eα = (r1, r2, r3), r1, r2, r3 coprime positive integers)
p(n) = R
for large n, with R := r1 + r2 + r3.
The special starting points S can be explicitly given as we see further. In Case 2 the result improves Theorem 8
in [6]. In Case 6, p+(n) = R(R − 1) when integers r j are pairwise coprime, the formula is more complicate in the
general case. The formula for p(n) in Cases 5 and 6 may be viewed as classical unwritten results. Remark that the
ratio α j
α1+α2+α3 is the asymptotic frequency of occurrence of the letter a j in the Billiard word.
Proposition 2 shows that the complexity function depends on the starting point S. Some results are obtained in
higher dimensions. Combining Theorem 3 and Proposition 2 for the Standard Billiard word on three letters, associated
with Eα := (2,√5, 1+√5), we get the values of the two complexity functions:
n : 1 2 3 4 5 n ≥ 6
p(n) : 3 6 9 14 18 3n + 4
pal(n) : 3 0 3 0 2 n mod 2
where (n mod 2) is equal to 0 or 1.
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4. On 2-integer points on a line
We consider a line L parallel to Eα and passing by the point S in P . The set of ambiguous points S is the intersection
with P of the numerable union of the projections onto Eα of affine spaces of dimensions k − 2, thus is neglectible in P
in the sense of the Lebesgue measure on Rk−1. Hence the set of nonambiguous points is dense in P . Notice that any
point on the boundary of P is ambiguous: if N is in the first unit k-cube and is not a 2-integer point, then either N
is in the interior of the k-cube, or in the interior of a facet. In both cases the projection M of N onto P is an interior
point of P .
Lemma 1 ([13]). With Hypothesis 1:
• for any 1 ≤ j 6= j ′ ≤ k, there is at most one point M in L with rational coordinates m j and m j ′ ;
• there is at most k(k−1)2 2-integer points in L;• when L contains an integer point, there exist no other 2-integer point in L;
• when L contains a point with rational noninteger coordinates, there exists no 2-integer point in L, i.e. S is a
nonambiguous point.
Proof. Suppose that there exist two points M1 and M2 in L, with rational coordinates at the indices j and j ′. Then−−−→
M ′M = λEα and m2 j−m1 jm2 j ′−m1 j ′ =
λα j
λα j ′
= α j
α j ′
∈ Q. The three last items are easy consequences of the first one. 
The fourth item gives a new proof of the density in P of nonambiguous points.
We said that the finite sequence j1, j2, . . . , jd+1 of indices is a chain of length d if there exist a sequence
M1,M2, . . . ,Md of distinct points in L such that Mi has rational coordinates of indices ji 6= ji+1. This chain is
called a circular chain when jd+1 = j1.
Lemma 2. Circular chain exactly corresponds to some linear relation
∑d
i=1
ni
α ji
= 0 with nonzero integer coefficients.
Proof. We can write −−−−−→MiMi+1 = mi+1, j−mi, jα j Eα with j := ji+1 and
−−−→MdM1 = md, j−m1, jα j Eα with j = j1 = jd+1. As we
can extract from the original chain, a chain with distinct indices ji , we get a zero linear combination of the inverses
1
α ji
with nonzero coefficients. Conversely, for a given linear relationship, it is easy to construct a starting point S with
the corresponding chain. 
Using Lemma 2, we may have at most (k − 1) 2-integer points on a line L with Hypothesis 3: if not, there exists
a circular chain, hence a linear relation. When k = 3, there exist at most three 2-integer points on the same line with
Hypothesis 1, at most two with Hypothesis 3.
5. The sets P and G
We consider the grid of unit k-cubes in Rk , the unit k-cube at the origin is a fundamental domain of the lattice
generated by the vectors Ee j of the canonical basis of Rk .
5.1. The polyhedron P
Proposition 3. The polyhedron P is a fundamental domain associated to the lattice L0 generated in Eα⊥ by the vectorsEb j − Eb1, 2 ≤ j ≤ k.
Proof. The lattice L0 is the set of linear combinations
∑k
j=1 n j Eb j with integer coefficients n j such that
∑k
j=1 n j = 0.
So it is sufficient to prove that there exists a dense set of lines parallel to Eα and crossing exactly one unit k-cube
whose integer coordinates (n1, . . . , nk) of the lowest corner (the point in the cube with minimal coordinates) satisfy∑k
j=1 n j = 0.
Let M be any nonambiguous point, for example, the projection of a point with rational and non-integer coordinates,
such that these points are dense in Eα⊥. Then the corresponding line L parallel to Eα and passing by M crosses a
bi-infinite set of unit k-cubes, without ambiguity. Two consecutive centres of crossed unit k-cubes have the same
coordinates, except for one, which increases by 1, if we move on L from −∞ to +∞. Hence the sum n of the
coordinates of the lowest corners are integers, starting from −∞ and going to +∞, and increasing by 1 at each step:
there exists exactly one unit k-cube such that n = 0. 
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Fig. 4. The lattice L0.
5.2. On the projection of the centres of unit k-cubes
We denote by G the closure of the projection onto Eα⊥ of the integer points of Rk , i.e. the lattice of the edges of the
k-cubes of the grid in Rk .
Theorem 4. G = F ⊕ Z , where F ⊂ Eα⊥ is the vector space of dimension (d+ − 1) of those x ∈ Eα⊥ orthogonal to
all integer vectors Em = (m1, . . . ,mk) satisfying (1), and Z is a (k − d+)-dimensional lattice in Eα⊥.
Proof. G is a finitely generated closed subgroup of Rk−1, so it has the following form:
F ⊕ Z
(see [15], TG VII.5, Theorem 2) where F is some vector space of finite dimension δ, and Z is a lattice in F⊥, whose
dimension δ′ is such that δ + δ′ is the dimension of the vector space generated by the generators of G, which is k − 1
in our case, where { Eb j }1≤ j≤k is a generator set of Eα⊥.
The Kronecker’s Theorem ([15], TG VII.7, Proposition 7) gives the characterization of the subspace F . 
It will be interesting in the sequel to use the following remark:
Corollary 1. G is also the closure of the projection onto Eα⊥ of the integer points of Rk in the positive half-space
delimited in Rk by Eα⊥.
The positive half-space is the subset of Rk of all the points whose coordinates x j satisfy
∑k
j=1 x jα j ≥ 0.
Proof. It is a direct consequence of the Kronecker’s theorem, which implies that the integer points whose projections
are close to some point in G can be found in the positive half-space. 
There exists also an elementary geometrical direct proof of this corollary. In the same way G is also the closure of
the projection onto Eα⊥ of the integer points of Rk in the negative half-space.
Corollary 2. The orthogonal projection of G on a line M ⊂ Eα⊥ is a discrete set if and only if M contains some
integer vector Em = (m1,m2, . . . ,mk) satisfying (1).
Proof. This is an immediate consequence of Theorem 4, as the projection is a discrete set if and only if M is
orthogonal to F . 
Corollary 3. The closureH of
◦
P ∩ G is a finite union of parallel (d+ − 1)-dimensional polyhedra.
Proof. G is the union of a numerable set of parallel (d+−1)-dimensional affine sets, and only a finite number of these
sets intersects the bounded set P . These intersections are polyhedra, whose dimension is equal to (d+ − 1) except
when it does not intersect P in its interior. 
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Fig. 5. An example in dimension 3.
Remark that P ∩G may also contain, in some cases, some d ′-dimensional polyhedra with d ′ < d+− 1. But we are
not interested in these points, which belong to the boundary of P .
5.3. An example in dimension 3
We consider the vector Eα = (2,√5, 1 + √5), so that α1 + 2α2 − 2α3 = 0 is the only relation (1) with coprime
coefficients, up to a factor ±1. We give in Fig. 5 the corresponding hexagon P in the plane Eα⊥, G is a set of parallel
lines as d+ = 2, orthogonal to the vector Em := (1, 2,−2) (thin lines in Fig. 5).
Here the setH is the union of four parallel and equidistant segments, the thick ones in Fig. 5.
Proposition 4. Assume Hypothesis 4, k = 3, and m1α1 + m2α2 + m3α3 = 0 be the only relation (1) with coprime
integer coefficients. Let h := |m1| + |m2| + |m3|. Then d+ = 2 and the set H is the union of h − 1 parallel and
equidistant segments orthogonal to Em := (m1,m2,m3).
Proof. d+ = 2 is the only possibility when k = 3. Exactly two of the m j ’s have the same sign, so we can suppose that
m1 and m2 are positive integer and m3 is a negative integer. The orthogonal projection of the hexagon P onto the line
M generated by Em is a segment of length hD, where D = 1|| Em|| is the distance between two consecutive lines in the setG. See Fig. 5 for an example, where the origin onM is taken in O: the two extreme points of this projection correspond
to Eb3 and Eb1 + Eb2, and thus to the distances m3D = −|m3|D = − 23 and (m1 + m2)D = (|m1| + |m2|)D = 1+23 = 1
respectively.
Thus the projection of P onto M is a segment of length hD, centered at the origin, and each segment of H
corresponds to an integer multiple of D on the open segment, which gives the announced result. 
6. b-walks
6.1. Basic moves in P
Proposition 5. For any H in P , except those corresponding to the projections of the rear bifacets of the first unit
k-cube, there exists exactly one vector Eb j such that H + Eb j belongs to P .
We called bi-facet the intersection of two facets of the unit k-cube, and rear means that we enter the k-cube by
these facets when we come from −∞.
Proof. Existence: The line L parallel to Eα and passing through H enters the first unit k-cube by a unique facet,
following the condition on H . Let M be the corresponding point, Ee j the orthogonal direction to this facet, and
M ′ := M + Ee j . Thus the projection H ′ of M ′ onto Eα⊥ is in P , and H ′ = H + Eb j .
Unicity: let Eb j and Eb j ′ be two distinct solutions, and H ′ := H + Eb j . Then H ′ and H ′′ := H ′ + ( Eb j ′ − Eb j ) are
both in P . Using Proposition 3, H ′ and H ′′ are in two distinct fundamental domains of the lattice. Thus H ′′ is on the
boundary of P . But this is not compatible with the condition on H . 
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Fig. 6. The first splitting of the fundamental domain.
This result can also be obtained by looking at coordinates. For any 1 ≤ j ≤ k, the set { Eb′j } j ′ 6= j is a basis of Eα⊥, and
a point M is in P when vector −−→O ′M has all of its coordinates between 0 and 1, in one of these basis. In the general
case, this basis is unique for a given point. The corresponding j is the solution of Proposition 5, as M + Eb j is clearly
the projection onto Eα⊥ of some point in the unit k-cube centred at the origin.
It can be noticed that all points H + Eb j ′ are the same modulo L0, the index j in Proposition 5 is the only one such
that H + Eb j belongs to the fundamental domain P .
Denote by Pa j the set of those points H in P for which Eb j is the solution in Proposition 5. Then
Pa j = P ∩ T− Eb jP
where TEb denotes the translation by the vector Eb. Thus these sets are closed (k − 1)-dimensional polyhedra, and the
polyhedron P splits into these k “disjoint” (they only intersect on their boundaries) polyhedra, as shown in Fig. 6 on
the example given in Fig. 2. In this case the set of exceptional points is the union of the three segments (the thick ones
in Fig. 6) in the interior of P , projections of the three rear edges of the cube.
6.2. Existence and unity of b-walk
Proof of part 1 of Theorem 1. b-walks have been defined in Section 3.1. The mechanism in Proposition 5 can be
iterated, as H , H + b j and so on are not exceptional points. This means that the negative Billiard word starting at H
is well defined, and this includes nonambiguous points. Except for these points, there exists a unique b-walk starting
from H , for any positive length. 
More precisely, there exists a (unique) infinite b-walk starting from H , which is the limit of the finite b-walks. Then
the edges of this infinite b-walk are Hn ≡ H + n Eb j modulo L0, for any choice of the index j . When the bi-infinite
Billiard word is well defined, i.e. for a nonambiguous starting point H , there exists a unique bi-infinite b-walk passing
through H .
Remember that Pv is the set of all the starting points of the b-walks encoded by v := a j1a j2 . . . a jn . Then we have:
Pv =
n⋂
m=0
T−
(∑m
i=1 Eb ji
)P (3)
thus these sets are closed (k − 1)-dimensional polyhedra. They may be empty, for example, Panj is empty for large n,
as anj cannot encode any b-walk when n|| Eb j || is greater then the diameter of P .
As in the case n = 1 above, we have
Proposition 6. For any given integer n the polyhedron P is covered by the “disjoint” polyhedra Pv , for all finite word
v of given length n.
Proof. We first prove that the sets are “disjoint” sets. Suppose that Pv and Pw have a common point H in their
interiors, for two distinct finite words v and w of length n. Then both v an w encode some b-walk starting from any
point H ′ in some neighbourhood of H . But there exists a nonambiguous point in this neighbourhood, and we get a
contradiction with the unity of the b-walk.
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The union of the Pv , for all finite words v of length n, is a closed set, and contains all nonambiguous points. As
these points are dense in P , the union is equal to P . 
As a consequence of the part 3 of Theorem 1, the number Π (n) of nonempty sets Pv , with |v| = n, is equal to the
complexity of the Billiard word in classical case (2), i.e. to pk(n) (see Section 2).
6.3. A projection principle
Let J be a set of k′ ≥ 2 letters in A. Then we consider the projection piJ , which acts:
• on finite and infinite words, pi j (v) is the finite or infinite word obtained by cancelling in v all letters a j , j /∈ J ;
• on the space Rk , by cancelling the coordinates x j , j /∈ J .
We define Eα′ := piJ (Eα), P ′ = P ◦ pi j = piJ ◦ P the orthogonal projection onto Eα′⊥, P ′ the projection of the
k′-dimensional unit cube in piJ (Rk) so that P ′ = piJ (P). Eα′ satisfies Hypothesis 1 as Eα, and we can define bJ -walks
in P ′, the corresponding vectors being the Eb j , j ∈ J .
Proposition 7. Let H0, H1, . . . , Hn be a b-walk in P , encoded by the finite word v = a j1a j2 . . . a jn , and
H ′0, H ′1 . . . H ′n′ the sequence of the projections piJ (Hi ), for those i in increasing order such that either i = 0 or
a ji ∈ J , and with the same order. Then H ′0, H ′1 . . . H ′n′ is a bJ -walk in P ′ and is encoded by piJ (v).
Proof. The points H ′` are in P ′ = piJ (P), and we have −−−−−→H ′`−1H ′` = piJ (−−−−→Hi−1Hi ) = piJ ( Eb j ) = Eb j when Hi is the
vertex in the b-walk whose projection is H ′`: it implies that −−−−→Hi−1Hi = Eb j with j ∈ J . 
One can remark that the set of vertices H ′ is the projection of the set of the vertices H , as piJ (Hi−1) = piJ (Hi )
whenever −−−−→Hi−1Hi = Eb j with j /∈ J .
Proposition 7 implies that the projection piJ acts also on walks, and the starting point of the projection is the
projection of the starting point. So we get as an immediate consequence:
Corollary 4. For any subset J of A and any finite word v ∈ A, we have:
piJ (Pv) ⊂ P ′piJ (v).
Corollary 5. With Hypothesis 1, the diameter of the polyhedron Pv tends to zero as the length of v tends to infinity.
Proof. • The case k = 2. Then P is a segment of length || Eb1||+|| Eb2|| = α1+α2, the two vectors Eb j are in the opposite
sense, and of length α j , j = 1, 2, respectively, if we normalize α. Hence the two basic moves in P correspond to add
α1 mod (α1 + α2), and the vertices H0, H1, . . . , Hn of a b-walk of length n and encoded by v are n + 1 consecutive
points obtained by this addition. Using Hypothesis 1, the ratio α1
α1+α2 is an irrational number. Then the distance δ
between the two extreme points among the H ’s tends to α1 + α2 as n tends to infinity. But the diameter (the length of
this interval here) of Pv is equal to (α1 + α2)− δ.
• The general case. Let J be any set of two letters in A. Then the length |piJ (v)| tends to infinity with |v|, as the α j
are positive. According to Corollary 4 the projection onto piJ (Rk) of the diameter of Pv is less than the diameter of
P ′piJ (v), thus tends to zero. As it works for all the choices of two letters, the diameter tends to zero. 
This ends the proof of Proposition 1. 
The last Corollary remains true when at least one ratio
αi0
α j0
is an irrational number: in that case, for any i there exists
some j such that the ratio is an irrational number, and the mechanism of the proof is still valid.
6.4. b-walks and factors
Theorem 5. Let S be any point in Eα⊥, such that the corresponding Billiard word is well defined. Then the Billiard
word encodes the infinite b-walk starting from H, symmetrical point of S with respect to O ′.
By symmetry, the existence of the Billiard word starting from S corresponds to the existence of the negative Billiard
word starting from H . This theorem immediately gives part 2 of Theorem 1. 
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Fig. 7. Some translated images of the fundamental domain.
Lemma 3. Let S be any point in Eα⊥, such that the corresponding Billiard word is well defined. Then the centres of the
unit k-cubes crossed by D are those centres whose projections onto Eα⊥ are in the translated polyhedron PS centred
at S, and are in the positive half-space.
Proof. Let S be any point in Eα⊥, such that the corresponding Billiard word is well defined. Then the half-line D
crosses the unit k-cube centred in C if and only if S is in the projection PC := T−−→
O ′C ′
P of this k-cube, where C ′ is
the projection of C . By symmetry it corresponds to C ′ in PS = T−−→
O ′S
P (see Fig. 7 when k = 3). However the centre
C must be in the positive half-space. 
Proof of Theorem 5. Two consecutive centres of k-cubes crossed by D differ by some Ee j , hence their projections by
some b j . This means that the sequence of segments joining consecutive C ′ is the “infinite b-walk in PS” starting from
the projection C ′ of the first centre, i.e., O ′. By translation, it is the infinite b-walk starting from H . 
Let T be the usual shift on infinite words on A, i.e. T (a j1a j2 . . . a jn . . .) := (a j2a j3 . . . a jn . . .).
Corollary 6. Consider the Billiard word c = cEα,S . Then the words T n(c) are the Billiard words cEα,Sn , where
S0 =, S1, . . . , Sn, . . . is the infinite (−b)-walk starting from S.
Proof. By symmetry with respect to O ′, we can define the (−b)-walks in P , with the property −−−→Hi1Hi = − Eb j as in
Definition 1. The Billiard word c encodes the infinite b-walk H0, H1, . . . starting from H = H0, symmetrical point
of S = S0 with respect to O ′. Then T (c) encodes the infinite b-walk H1H2 . . . , hence is the Billiard word whose
starting point is the symmetrical point of H1, which is S1. Then we iterate. 
6.5. End of the proof of Theorem 1
Let S in P be the (nonambiguous) starting point of some Billiard word. H is the symmetrical point as before. The
intersection of the polyhedron P and the translated set T−−→OHG is composed of a finite number of parallel (d+ − 1)-
dimensional polyhedra which intersect the interior of P , and eventually some parts of the boundary of P . We define
HS as the closure of this intersection
HS :=
◦
P ∩T−−→OHG
which is in general case the intersection P ∩ T−−→OHG (see Fig. 8a as an example), but there is an exceptional case with
Hypothesis 4, when H ∈ G, i.e. S ∈ G (see Fig. 8b).
Proposition 8. HS is the closure of the set {H, H1, H2, . . .} of the vertices of the infinite b-walk starting from H and
encoded by the Billiard word cEα,S .
Proof. T−−→OHG is invariant under the translations T Eb j and contains H , thus it contains all the vertices Hi , which are
in the interior of P . More precisely, and using Lemma 3, the set {H, H1, H2, . . .} is the set of the projections of all
the centres of the unit k-cubes of the grid translated by vector
−−→
O ′H , which are in the negative half-space. But we can
consider only the negative part without any change on the closure, see Corollary 1. 
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Fig. 8. The two configurations of the setHS .
Proof of part 3 of Theorem 1. v is a factor of cEα,S if and only if there exists some Hi in Pv .
If such an Hi exists, it is an interior point of Pv as the Billiard word is well defined, so thatHS intersects Pv in its
interior. Conversely, if H is in HS and in the interior of Pv , H is the limit point of some Hi ’s, and some of them are
in Pv . 
7. The languages of Billiard words
Part 3 of Theorem 1 says that the language LS of the Billiard word cEα,S is the set of those finite words v such that
HS intersects Pv in its interior. With Hypothesis 2, HS = P for any S, so that the language is the same for all the
Billiard words with a given direction Eα, and is the set of those v such that Pv is nonempty. With Hypothesis 4 this set,
denoted by L∞, is obviously the union of the languages LS .
7.1. Common factors of Billiard words
Proof of Theorem 2. Consider the two Billiard words cEα,S1 and cEα,S2 , and the two associated setsHS1 andHS2 . Then:
• either HS1 = HS2 , and this case corresponds to T−−→OH1G = T−−→OH2G, i.e. H1 ≡ H2 mod G or S1 ≡ S2 mod G by
symmetry. Then the two languages are the same, according to part 3 of Theorem 1.
• orHS1 6= HS2 , and let v be a common factor, i.e., in the intersection LS1 ∩LS2 . The two translated sets T−−→OHiG are
disjoint sets, so there is a positive distance δ between these two sets. As Pv intersects these two sets, its diameter is
bigger than δ. According to Proposition 1, the length of v is bounded hence the intersection of the two languages
is finite.
This proves Theorem 2. 
7.2. On palindromic factors
We define the midpoint M of a b-walk of length n in P as follows:
• when n = 2m is even, M := Hm ;
• when n = 2m + 1 is odd, M is the midpoint of the segment HmHm+1.
Thus the word encoding this b-walk is a palindrome, i.e. a word equal to its reversal v˜, when the midpoint M is a
centre of symmetry for the ordered set of vertices H0, H1, . . . Hn .
Lemma 4. If v is a palindromic factor of a Billiard word, then there exist a b-walk in P encoded by v and whose
midpoint is O ′.
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Fig. 9. The sets of the starting points associated with some palindromic factors. An example.
Proof. v encodes some b-walk {H0, H1, . . . Hn} in P . Let Gi be the symmetrical point of Hn−i with respect to
O ′, 0 ≤ i ≤ n, and Fi be the midpoint of the segment GiHi . Then {G0,G1, . . .Gn} is a b-walk, as we have−−−−→Gi−1Gi = −−−−−→HiHi−1 = −(− Eb j ) = Eb j , and is encoded by v˜. As v is a palindrome, the two b-walks are encoded by
the same word, thus are translated one from the other. This proves that {F0, F1, . . . Fn} is also a b-walk, translated
from the preceding ones, thus encoded by v. But O ′ is the midpoint of this b-walk. 
When n = 2m, Fm = O ′, and when n = 2m + 1, Fm+1 = B j (recall that −−−→O ′B j = 12 Eb j ), where a j is the letter in
central position in v.
Lemma 5. L∞ contains exactly one palindromic word of given even length 2m and exactly one palindromic word of
given odd length 2m + 1 and central letter a j .
Proof. According to Lemma 4, these palindromic factors correspond to symmetric b-walks whose midpoint is O ′.
First, notice that Hypothesis 1 implies that the points O ′ and B j , 1 ≤ j ≤ k, are nonambiguous. When n = 2m is
even, it corresponds to v = w˜w, where w encodes the unique b-walk of length m starting from O ′. When n = 2m+ 1
and the central letter is a j , it corresponds to v = w˜a jw, where w encodes the unique b-walk of length m starting from
B j . 
Proof of Theorem 3. Let v be a palindromic factor of the Billiard word cα,S and δ the diameter of Pv . With the
notations of Lemma 4, FiHi = F0H0 < δ for all i . When n = 2m, O ′Hm < δ, and when n = 2m + 1 and a j is in
central position in v, then B jHm+1 < δ.
When the length of v tends to infinity, i.e. when there exist arbitrarily long palindromic factors of the corresponding
type, O ′ or B j is a limit point of some vertices H of the infinite b-walk associated to the Billiard word. Thus this point
belongs toHS .
Conversely, if O ′ ∈ HS , it is a limit point of vertices H of the infinite b-walk associated with the Billiard word.
Let v = w˜w the palindrome of length 2m in Lemma 4. So O ′ is in the interior of Pw, so there exist some vertices H`
in this interior, with ` arbitrarily large. The finite b-walk encoded by v and of midpoint H exists, and its vertices are
vertices of the infinite b-walk, as ` ≥ m. This means that v is a (palindromic) factor of the Billiard word, for any m.
The proof is the same for palindromic factors of odd length and with a given central letter.
O ′ ∈ HS or B j ∈ HS corresponds to S in a finite union of translated sets TEvG, which are (d+ − 1)-dimensional
sets, thus neglectible sets in the Lebesgue sense with Hypothesis 4. This proves part 3 of Theorem 3. 
7.3. An example
We can apply these results to the example given in Section 5.3, for the Standard Billiard word, which corresponds
to the starting point O . Then B1 is inHO (the four bold segments in Fig. 9, which contains the starting point J of the
infinite b-walk), but O ′, B2 and B3 are not. In Fig. 9 the polyhedra in grey are Pa3a3 , Pa3a2a3a1a3a2a3 , Pa3a1a2a3a2a1a3
and Pa2a1a3a2a3a1a2 .
Only the second one intersectsHO in its interior. Then:
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Fig. 10. The three first tilings and the corresponding pieces in the fundamental domain.
• there are infinitely many palindromic factors of odd length and central letter a1;
• there are no palindromic factors of odd length greater than 5, and whose central letter is either a2 or a3;
• there are no palindromic factors of even length,
and it is easy to see that a1a2a3a2a1 and a2a3a1a3a2 are factors. This gives the announced values of the palindromic
complexity function.
7.4. Existence in dimension k = 3
Let k = 3, then we have:
Proposition 9. We consider any Standard Billiard word associated with Eα such that m1α1+m2α2+m3α3 = 0 is the
relation with coprime integer coefficients, up to a factor ±1. Then:
• either h = |m1| + |m2| + |m3| is even, then O ′ ∈ HO and B j ∈ HO corresponds to m j even;
• or h is odd, then O ′ /∈ HO and B j ∈ HO corresponds to m j odd
so that in any case at least one of these four points belongs toHO , i.e. the Standard Billiard word has arbitrarily long
palindromic factors.
Proof. Consider the Em-axisM with unit length D = 1|| Em|| (see Proposition 4). Then adding b j corresponds to adding
m j on the Em-axis. So we can compute the Em-coordinate of the following points (see Fig. 9), here we choose O ′ as the
origin: O ′(0), O(−m1+m1+m32 ), J (m1+m1+m32 ), B1(m12 ), B2(m22 ), B3(m32 ). h has the same parity as m1 + m2 + m3,
thus HO corresponds to integer m-coordinate when h is even, and to (integer + 12 ) m-coordinate when h is odd. As it
is impossible to have both h odd and all the m j ’s even, so one point belongs toHO . 
Proposition 9 can be easily generalized to any k ≥ 3 when d+ = k−1, i.e., there exist only one relation (1). Hence
in this case, the Standard Billiard word always has arbitrarily long palindromic factors. This property is false in some
cases when k = 4 and d+ = 2.
7.5. On the complexity function
For i ≥ 0 we denote byMi the sets of the polyhedra TEbP translated from P by the vectors Eb =
∑
n j Eb j , with the
condition
∑
n j = −i (see Fig. 4 forM0). We get regular tilings of Eα⊥, and we haveMi+1 = T− Eb jMi for any j .
The formula (3) shows that the nonempty sets Pv , with |v| = n, are the pieces in P of the tiling of Eα⊥ obtained by
cutting by all the grids corresponding to the tilingsMi , 0 ≤ i ≤ n.
The tilingsMi intersect the set HS , let ΠS(n) the number of pieces of HS obtained by cutting with all the grids
Mi , 0 ≤ i ≤ n. These pieces are (d+ − 1)-dimensional polyhedra, we do not count pieces of smaller dimension. In
Fig. 10, we see the 7 pieces when n = 2 (thick segments), and the 13 pieces when n = 3, by adding the thin segments
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inside P , corresponding toΠ (2) andΠ (3) respectively. If we consider the setHS which corresponds to the four doted
lines, we get ΠS(2) = 12 and ΠS(3) = 16 pieces.
Proposition 10 ([23]). The complexity function pc(n) of the Billiard word cEα,S is equal toΠS(n) for sufficiently large
n.
Proof. With Hypothesis 2, HS = P , and ΠS(n) = Π (n) is the complexity of the Billiard word, as we noticed in
Section 3.2. With Hypothesis 4,HS consists in a finite number of parallel (d+− 1)-dimensional polyhedra. Hence for
large n the diameter of each set Pv , |v| ≥ n, is less than the distance between two consecutive parallel polyhedra, and
so the nonempty intersections of HS ∩ Pv are (d+ − 1)-dimensional polyhedra. The complexity pc(n) is the number
of these nonempty intersections, so is equal to the number ΠS(n) of pieces. 
7.6. The 3-dimensional case
Now we consider the case k = 3, where the functions Π (n) and ΠS(n) can be computed in any case. We give here
only the main ideas of the proofs, as the complete proofs need many detailed and technical computations.
Sketch of the proof of Proposition 2.
• Cases 1 and 2. Then d+ = 3, p+(n) = p(n) = Π (n), and is equal to n2 + n + 1 when d− = 3. This result comes
from the Euler formula. The common points to two gridsMi are the 2-ambiguous points, and are all distinct when
d− = 3. When d− = 2, there exist 3-ambiguous points, which correspond to common points of three grids, and we
get one piece less for each such point. Then we have p+(n) = p(n) = Π (n) = n2+ n+ 1− t , where t is the number
of common points of three gridsMi1 ,Mi2Mi3 , 0 ≤ i1 < i2 < i3 ≤ n. Using Lemma 2 we get:
Lemma 6. When d− = 2, the number of common points of three gridsMi1 ,Mi2 ,Mi3 , 0 = i1 < i2 < i3 ≤ n, is
the maximal integer κ such that κq1 +
⌊
κq1
α2
α1
⌋
+
⌊
κq1
α3
α1
⌋
≤ n.
In particular, we have κ = 1q1
α1
α1+α2+α3 n + O(1).
• Cases 3 and 4. p+(n) is as before. Here G is the set of those x such that Em.Ex = m1x1 + m2x2 + m3x3 is an integer,
and HS is the set of those x in P such that Em.Ex ≡1 −(m1s1 + m2s2 + m3s3), where ≡1 means equality modulo
integers. As we have seen before,HS is the union of h′ parallel segments, where h′ = |m1|+ |m2|+ |m3|− ε = h− ε
and ε = 0, except for HS = HO = H where ε = 1, according to Proposition 4 (see also Fig. 8). This means that
ΠS(0) = h′.
Let En be the set of intersecting points between HS and the translated grid Mn , in the interior of P . Then the
difference ∆ΠS(n) := ΠS(n + 1) − ΠS(n) is equal to the number of points in En+1 which are not in the former sets
Ei , 1 ≤ i ≤ n. We denote by E˜n+1 this set of points. Then we have:
(1) En contains exactly h′ points, for any n;
(2) the number of points in E˜n cannot increase;
(3) the number of points in E˜n decreases when En contains a 2 (or more)-ambiguous point;
(4) the scalar product Em.Ex , for the 2 (or more)-ambiguous points corresponding to the intersection of two gridsMi
andM j , are distinct modulo one for distinct values of the difference |i − j |, and are irrational numbers;
(5) when S ≡ O mod G, i.e. −→OS. Em is an integer, En+1 has a common point with En , which corresponds to the
projection of the same vertex of a k-cube of the grid;
(6) when the starting point S is such that −→OS. Em = m1s1+m2s2+m3s3 is a non integer rational number, there are no
other common points in two sets Ei .
This gives the following possibilities:
• WhenHS does not contain any 2-ambiguous points, or more;
– If −→OS. Em is an integer, ∆ΠS(n) = h − 1 for all n, and ΠS(n) = (h − 1)n + h − 1;
– If not, ∆ΠS(n) = h for all n, and ΠS(n) = hn + h (this case appears for almost all S, and includes the case−→OS. Em rational number but not integer);
• When HS contains one 2-ambiguous point, ∆ΠS(n) = h up to some value n0, then is equal to h − 1 for larger n.
Then ΠS(n) = (h − 1)n + h′′ with h′′ ≥ h;
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• When HS contains one 3-ambiguous point, ∆ΠS(n) = h up to some value n0, then is equal to h − 1 for larger n
up to a new value n1, and then to h − 2. Then ΠS(n) = (h − 2)n + h′′ with h′′ ≥ h. This case only appears when
d− ≤ 2.
• Case 5. Then the segments in HS are parallel to Eb3, h = R, the result is the same as in Case 3 for ΠS(n). In that
case, there only exist 2-ambiguous points, and∞-ambiguous points which are all the points of H. This implies that
we never haveHS = H for a nonambiguous starting point S.
In that case, the computation of Π (n) uses another method.
• Case 6. We get easily p(n), as all the Billiard words are periodic and R is the lowest period. The computation of
Π (n) is more complicate, except in the case of pairwise coprime integers r j .
7.7. The higher dimensions
It seems natural to set the following conjectures:
Conjecture 1. For each Billiard word cEα,S , the complexity function pc(n):
• (weak form) grows like nd+−1, i.e., C1nd+−1 < pc(n) < C2nd+−1 for large n with 0 < C1 < C2;
• (strong form) is equivalent to Cnd+−1 with some constant C.
Conjecture 2. For large n the complexity function of each Billiard word is a polynomial function of n with integer
coefficients and whose degree is d+ − 1.
Proposition 2 shows that C1, C2, C or the coefficients of the polynomial function must depend on both Eα and S, and
that Conjecture 2 is false for general case. However, in the two extremal cases d+ = d− = k and d+ = 2, Conjecture 2
is true. Computations on some examples show that the strong form of Conjecture 1 seems to be true for k = 4 in any
case.
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