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E i n l e i t u n g 
Unter dem "Hauptsatz der Galois-Theorie" für end-
l i c h e Körpererweiterungen v e r s t e h t man im wesentlichen 
folgende Aussage: Die Fixkörperbildung erzeugt eine b i -
j e k t i v e Abbildung zwischen den Untergruppen der Galois-
Gruppe und den Zwischenkörpern der Körpererweiterung. 
Allgemeiner haben Chase, Harriso n und Rosenberg [ 1 0 ] 
im Jahre 1965 eine Galois-Theorie von separablen, kom-
mutativen Ringerweiterungen m i t entsprechender Galois-
Gruppe von Automorphismen e n t w i c k e l t . Nach Jacobson [ 2 6 ] 
kann man a n s t e l l e e i n e r separablen Körpererweiterung 
auch eine r e i n inseparable vom Exponenten 1 behandeln, 
wenn man a n s t e l l e der Galois-Gruppe (von Automorphismen) 
eine entsprechende p-Lie-Algebra (von D e r i v a t i o n e n ) ver-
wendet. I n [ 9 ] b e s c h r e i b t Chase wie man, durch Verwen-
dung höherer D e r i v a t i o n e n , auch r e i n inseparable Körper-
erweiterungen m i t höherem Exponenten erfassen kann. A l l 
diese Fälle können e i n h e i t l i c h behandelt werden, wenn 
man d i e Hopfalgebren-Formulierung benutzt. Hier betrach-
t e t man die von der Galois-Gruppe erzeugte Gruppenal-
gebra, d i e p - u n i v e r e e l l e Hülle der p-Lie-Algebra der 
De r i v a t i o n e n , oder eine von höheren D e r i v a t i o n e n erzeugte 
Algebra, j e w e i l s m i t e i n e r kanonischen Hopfalgebren-
S t r u k t u r . Diese allgemeine Form der Galois-Theorie für 
kommutative Ringerweiterungen wurde 1969 i n e i n e r Ar-
b e i t von Chase und Sweedler [ 1 1 ] behandelt. Das wich-
t i g s t e H i l f s m i t t e l i n d i e s e r A r b e i t i s t d i e Morita-
Theorie, d ie a l l e Äquivalenzen von Modul-Kategorien 
c h a r a k t e r i s i e r t . Die Galois-Theorie wurde auch auf 
Schiefkörper und unendliche Körpererweiterungen v e r a l l -
gemeinert, verwendet jedoch andere Techniken, d i e h i e r 
n i c h t behandelt werden s o l l e n . 
A l l e b i s h e r i g e n Galois-Theorien haben eine Ein-
schränkung gemeinsam, nämlich eine Endlichkeits-Bedingung. 
Bei Chase, Ha r r i s o n und Rosenberg [ 1 0 ] , zum B e i s p i e l , 
muß d i e Galois-Gruppe e n d l i c h und d i e Ringerweiterung 
e n d l i c h erzeugt und p r o j e k t i v sein. I n der A r b e i t von 
Chase und Sweedler [ 1 1 ] läßt s i c h diese E n d l i c h k e i t s -
Bedingung a l s notwendige Voraussetzung für den Morita-
- i i i -
Satz erkennen. Auch d i e Theorie von K r u l l [ 3 0 ] i s t n i c h t 
f r e i von di e s e r Einschränkung, denn es handelt sich d o r t 
um i n j e k t i v e bzw. p r o j e k t i v e L i m i t e s e n d l i c h e r Objekte. 
Wir w o l l e n i n di e s e r A r b e i t f e s t s t e l l e n , i n w i e w e i t 
der Hauptsatz der Galois-Theorie von den s p e z i e l l e n 
Eigenschaften der unterliegenden Modul-Kategorie ab-
hängt, und ob der E n d l i c h k e i t s - B e g r i f f durch einen a l l -
gemeineren k a t e g o r i e n t h e o r e t i s c h e n B e g r i f f e r s e t z t wer-
den kann. Unter anderem s t e l l t s i c h dann die Frage, ob 
s i c h d i e Galois-Theorie so verallgemeinern läßt, daß sie 
auch unendlich dimensionale topologische Algebren und 
unendliche topologische Gruppen umfaßt. Als unterliegende 
Kategorie käme h i e r zum B e i s p i e l d i e Kategorie der topo-
l o g i s c h e n Vektorräume i n Frage. Sie i s t n i c h t abelsch: 
n i c h t j e d e r Monomorph!smus (= s t e t i g e I n j e k t i o n ) i s t 
auch e i n Kern (= r e l a t i v o f f e n e , s t e t i g e I n j e k t i o n ) . Da 
der B e g r i f f " e n d l i c h erzeugt und p r o j e k t i v " für die oben 
erwähnte Galois-Theorie sehr w i c h t i g i s t , fragen w i r uns 
h i e r , wie man i h n verallgemeinern könnte. Dabei läßt 
s i c h der B e g r i f f " p r o j e k t i v " für b e l i e b i g e Kategorien 
f o r m u l i e r e n , i s t i n di e s e r topologischen S i t u a t i o n aber 
n i c h t f r u c h t b a r , denn i n Satz ( 1 0 . 9 ) w i r d unter anderem 
g e z e i g t , daß (o) das e i n z i g e Kokern-projektive Objekt i n 
der Kategorie der quasivollständigen, t o n n e l i e r t e n Räume 
i s t . (Der B e g r i f f " K o k e r n - p r o j e k t i v " i s t schwächer a l s 
" p r o j e k t i v " . ) I n dieser A r b e i t w o l l e n w i r deshalb d i e 
Galois-Theorie ohne die v i e l e n H i l f s m i t t e l n der Theorie 
der Moduln oder der abelschen Kategorien entwickeln. 
Eine mögliche gemeinsame Verallgemeinerung von der 
Theorie der k-Moduln und der Theorie der topologischen 
Vektorräume, d i e diese " a d d i t i v e " oder "abelsche" Struk-
t u r n i c h t berücksichtigt, besteht i n der Theorie der 
monoldalen Kategorien. Eine monoidale Kategorie (£, ®, I ) 
i s t eine Kategorie C, zusammen m i t einem "Tensorprodukt", 
d.h. m i t einem B i f u n k t o r ®: iC x C — > C und einem ausge-
zeichneten Objekt I d e r a r t , daß e i n i g e Axiome erfüllt 
s i n d , wie (Α ® Β) ® C = Α ® (Β ® C) und A ® I = A, siehe 
z.B. MacLane [ 3 1 ] . Hierfür g i b t es sehr v i e l e B e i s p i e l e , 
wie (Me, x, e ) , (k-Mod, ® R , k) oder (Ban, ® π , IK). Ein 
Monoid i n e i n e r solchen Kategorie i s t dann n i c h t s anderes 
- i v -
a l s e i n kla s s i s c h e s Monoid, eine k-Algebra oder eine 
Banach-Algebra. I n e i n e r monoldalen Kategorie lassen s i c h 
a l l e Grundbegriffe der Galois-Theorie, i n der Hopfalge-
bren- Formulierung von Chase und Sweedler [ 1 1 ] ausdrücken. 
Außerdem i s t d i e Theorie der monoldalen Kategorien i n 
l e t z t e r Z e i t um eine Morita-Theorie e r w e i t e r t worden, i n 
der insbesondere der B e g r i f f " e n d l i c h erzeugt und pro-
j e k t i v " eine Verallgemeinerung f i n d e t , siehe P a r e i g i s 
[ 3 5 , 3 6 , 3 7 ] . Ein k-Modul i s t genau dann e n d l i c h erzeugt 
und p r o j e k t i v , wenn der kanonische Morphismus A ® k A*—> 
— ^ Homk(A,A) e i n Isomorphismus i s t . Allgemein nennen 
w i r dann e i n Objekt Α e i n e r monoldalen Kategorie " e n d l i c h " , 
wenn der kanonische Morphismus A ® A* — > [A,A] e i n I s o ­
morphismus i s t , wobei [-,-] den "inneren Hom-Funktor" 
und A* das entsprechende "duale Objekt" bezeichnet, siehe 
D e f i n i t i o n ( 1 . 4 ) . F a l l s der kanonische Morphismus 
A* A j A — > I auch e i n Isomorphismus i s t , heißt A 
" t r e u p r o j e k t i v " . Diese Eigenschaft i s t notwendig und h i n -
reichend dafür, daß der Funktor A ® - : £ — > ^ A j £ eine 
Äquivalenz von Kategorien i s t , nach der Morita - T h e o r i e , 
siehe Satz ( 1 . 6 ) . 
M i t H i l f e der Morita-Theorie von P a r e i g i s ( z i t i e r t 
i n K a p i t e l 1) kann man nun d i e A r b e i t von Chase und Sweed-
l e r [ 1 1 ] auf b e l i e b i g e symmetrische abgeschlossene monoi-
dale Kategorien verallgemeinern ( K a p i t e l 2 und 4 ) . Hierzu 
i s t es notwendig, v i e l e Beweise aus [ 1 1 ] durch neue Be-
weise zu ersetzen, (im Text w i r d im einzelnen darauf ver-
wiesen), da B e g r i f f e wie "kurze exakte Folge", "o-Objekt", 
" A n n u l l a t o r - I d e a l " usw. i n e i n e r b e l i e b i g e n monoldalen 
Kategorie keinen Sinn haben. Wir können jedoch einen 
großen T e i l der Galois-Theorie unter w e s e n t l i c h schwächeren 
Voraussetzungen - a l s bi s h e r benötigt wurde - e n t w i c k e l n . 
Insbesondere w i r d dadurch g e z e i g t , daß d i e Galois-Theorie 
i n großen T e i l e n völlig unabhängig von j e g l i c h e r " a d d i t i v e n 
S t r u k t u r " (abelsche Kategorie) der unterliegenden Kate-
g o r i e der k-Moduln i s t . 
Wenn S e i n kommutatives Monoid i n e i n e r monoldalen 
Kategorie C i s t , und Α e i n kommutatives Hopfmonoid, des­
sen Dual A* i n geeigneter Weise auf S o p e r i e r t , dann 
nennen w i r S A-Galoissch über I , f a l l s S t r e u p r o j e k t i v 
- V-
über I i s t , und der Morphismus 7 : S ® S — > S ® Α e i n 
Isomorphismus i s t , siehe D e f i n i t i o n ( 2 . 2 ) . B e i s p i e l (2.3) 
erläutert diese Bedingung für den F a l l , daß» S eine Kör-
pererweiterung von I i s t . I n Satz (2 . 1 1 ) zeigen w i r , daß 
diese Bedingung dazu äquivalent i s t , daß φ: S # A*-> [S,S] 
e i n Isomorphismus i s t . I n Satz (2.1 7 ) w i r d eine d r i t t e 
C h a r a k t e r i s i e r u n g des B e g r i f f s "Galoissch" angegeben, 
diesmal m i t t e l s des F i x o b j e k t s der A*-Operation und der 
kanonischen Morphismen eines Morita-Kontextes. 
I n K a p i t e l 3 w i r d eine abgeschwächte Frobenius-
Eigenschaft für endliche Hopfmonoide Η bewiesen, nämlich, 
daß e i n Objekt Ρ e x i s t i e r t , m i t Η* = Ρ ® Η i n Cu. Im 
—Η 
Gegensatz zum M o d u l f a l l wissen w i r h i e r nur, daß Ρ end­
l i c h i s t und n i c h t , daß es "Rang 1" hätte. 
K a p i t e l 4 befaßt s i c h m i t Untermonoiden eines Ga-
lo i s s c h e n Monoides S. Hier w i r d der "Hauptsatz der Galo i s -
Theorie", Satz ( 4 . 1 1 ) , bewiesen. Er l i e f e r t eine ordnungs-
umkehrende I n j e k t i o n von dem Verband der ( i n C z e r f a l l e n -
den) Unterhopfmonoide von A* i n den Verband der ( i n £ 
z e r f a l l e n d e n ) Untermonoide von S. 
Diese Verallgemeinerung der Galois-Theorie i s t auch 
a l s A x i o m a t i s i e r u n g aufzufassen, wie s i e d i e Mathematik 
des zwanzigsten Jahrhunderts geprägt hat. Der Gruppen-
b e g r i f f , zum B e i s p i e l , wurde anhand von gewissen Mengen 
von Transformationen i n der Geometrie entdeckt, aber e r s t 
d i e axiomatische Formulierung a l s Menge m i t Verknüpfung 
hat es ermöglicht, Gruppenstrukturen allgemein zu s t u -
d i e r e n und u n i v e r s e l l anzuwenden. E i n anderes B e i s p i e l 
l i e f e r t d i e Theorie der abelschen Kategorien. Diese 
Theorie, d i e d i e " a d d i t i v e " S t r u k t u r von Modulkategorien 
untersucht, i s t eine angemessene Grundlage für die homo-
logische Algebra und fand eine Berechtigung i n der Ent-
deckung, daß Garbenkategorien o f t abelsch s i n d , auch 
wenn sie zu ke i n e r Modulkategorie isomorph sind. I n ähn-
l i c h e r Weise kann man d i e Theorie der monoldalen Kate-
g o r i e n a l s Studium der " m u l t i p l i k a t i v e n " S t r u k t u r , d i e 
unter anderem auch Modulkategorien b e s i t z e n , auffassen. 
Somit i s t d i e vorliegende A r b e i t eine Entwicklung der 
Galois-Theorie auf der Basis e i n e r " m u l t i p l i k a t i v e n 
S t r u k t u r " , ohne H i l f e e i n e r " a d d i t i v e n S t r u k t u r " . 
- v i -
Die allgemeine Galois-Theorie i n monoldalen Kate-
g o r i e n w i r d dann i n K a p i t e l 5 weitergeführt, indem w i r 
"normale" Unterhopfmonoide untersuchen. Hier sind auch 
Aussagen zu f i n d e n , d i e im S p e z i a l f a l l der Modultheorie 
noch n i c h t bewiesen waren. Sei H1 eine Unterhopfalgebra 
e i n e r endlichen kokommutativen Hopfalgebra Η und s e i 
H , + = K e ( e H I ) (d.h. deren Augmentationsideal). I n Satz 
(5·3) (siehe auch Bemerkung ( 5 . 4 ) ) zeigen w i r , daß H» 
genau dann normal i n Η im Sinne von Newman [ 3 3 ] (d.h. 
HH« + = H« +H) i s t , wenn für a l l e a e H, b e H» f o l g t , 
daß a 1 b X ( a 2 ) e Η· i s t . Für den F a l l eines Gruppenrings 
(bzw. e i n e r Hülle e i n e r Lie-Algebra) r e d u z i e r t s i c h 
diese l e t z t e Bedingung auf d i e D e f i n i t i o n eines Normal-
t e i l e r s (bzw. eines L i e - I d e a l s ) , siehe Lemma ( 7 . 6 ) . I n 
Satz ( 5 . 5 ) zeigen w i r dann, daß das Fixmonoid eines nor-
malen Unterhopfmonoids wieder Galoissch i s t . 
Nachdem d i e Galois-Theorie auf monoidale Kategorien 
v e r a l l g e m e i n e r t i s t , w i r d s i e i n verschiedenen S p e z i a l -
fällen untersucht. Die Konstruktionen i n K a p i t e l 6 l a s -
sen s i c h i n bestimmten Fällen a l s Moduln m i t zusätz-
l i c h e n S t r u k t u r e n auffassen; d i e Galois-Theorie b e t r i f f t 
dann Galoissche Objekte, d i e eine w e i t e r e S t r u k t u r 
besitzen. I n einem F a l l kommen gerade d i e normalen Ob-
j e k t e heraus, siehe Lemma ( 6 . 9 ) und Folgerung ( 6 . 1 0 ) . 
K a p i t e l 7 untersucht d i e S p e z i a l i s i e r u n g auf den k l a s -
sischen F a l l der Galois-Theorie von Ringen und Körpern. 
Die B e i s p i e l e i n diesen K a p i t e l n zeigen d i e Reichweite 
der allgemeinen Theorie i n " r e i n algebraischen" Fällen. 
Die andere wesentliche S p e z i a l i s i e r u n g , d i e w i r 
untersuchen, i s t d i e auf den "topologischen F a l l " , d.h. 
auf d ie S i t u a t i o n , i n der d i e unterliegende Kategorie C 
eine geeignete Kategorie von topologischen Vektorräumen 
i s t . I n den K a p i t e l n 8 b i s 11 werden Kategorien von t o -
pologischen Vektorräumen auf d i e Frage h i n unt e r s u c h t , 
i n w i e w e i t i n t e r e s s a n t e B e i s p i e l e von "endlichen" Objekten 
im Sinne von D e f i n i t i o n ( 1 . 4 ) (d.h., daß der kanonische 
Morphismus Ε ® E* — > [E,E] e i n Isomorphismus i s t ) e x i s ­
t i e r e n . Die Aussagen basieren auf bekannten Eigenschaf­
ten der entsprechenden Räume, sind aber i n der angege-
benen Formulierung, d i e durch unsere F r a g e s t e l l u n g be-
d i n g t i s t , sonst nirgends i n der L i t e r a t u r zu fi n d e n . 
Dazu müssen w i r zuerst wissen, welche d i e s e r Kategorien 
symmetrisch und abgeschlossen monoidal sind. Dabei wol-
l e n w i r e i n "endliches" Objekt i n e i n e r solchen Kate-
g o r i e e r s t dann a l s i n t e r e s s a n t b e t r a c h t e n , wenn es 
unendlich-dimensional i s t . Daß diese Untersuchung sinn-
v o l l i s t , l i e g t i n den folgenden Tatsachen begründet: 
1) Der B e g r i f f " e n d l i c h " i s t eine Verstärkung des B e g r i f f s 
" r e f l e x i v " (siehe Lemma ( 3 . 6 ) ) . B e k a n n t l i c h e x i s t i e r e n 
v i e l e r e f l e x i v e , unendlich dimensionale topologische 
Vektorräume. 
2 ) Die Kategorie der Banach-Räume i s t b e k a n n t l i c h sym-
metrisch und abgeschlossen monoidal m i t dem vervollstän-
d i g t e n p r o j e k t i v e n Tensorprodukt. Hier sind d ie "end-
l i c h e n " Objekte aber ganau a l l e e n d l i c h dimensionalen 
Banach-Räume (siehe B e i s p i e l ( 8 . 9 ) und Satz ( 8 . 1 0 ) . ) 
3 ) Für f a s t a l l e w i c h t i g e n nuklearen Räume E, insbeson-
dere für a l l e Freenet-nuklearen Räume, g i l t der folgende 
kanonisene Isomorphismus: Ε ® E£ — > £ß(E,E), siehe 
Köthe [ 2 9 ] . 
Um, diesen Hinweisen folgend, "endliche" Objekte 
zu suchen, müssen w i r zuerst möglichst v i e l e topologische 
Tensorprodukte von n i c h t notwendig normierten t o p o l o -
gischen Vektorräumen beschreiben, siehe K a p i t e l 8 . Dies 
e r f o l g t am zweckmäßigsten mit dem B e g r i f f der Hyposte-
t i g k e i t . Dadurch w i r d es möglich, sowohl v i e l e Topologien 
auf dem algebraischen Tensorprodukt a l s auch d i e ent-
sprechenden "Abschlußfunktoren" [E,-] auf direktem Wege 
zu k o n s t r u i e r e n . Insbesondere müssen w i r n i c h t auf den 
Freydschen Satz über die Existenz von a d j u n g i e r t e n Funk-
to r e n zurückgreifen, wie es U. Seip [ 4 7 ] für die Kate-
gor i e der kompaktbestimmten Räume t u t . 
Bei dieser Untersuchung erwies s i c h e i n Verträglich-
ke i t s - S a t z von S. D i e r o l f [ 1 5 ] a l s sehr nützlich. I n Ka-
p i t e l 9 beweisen Wir eine verallgemeinerte Version dieses 
Satzes, sowie neue Anwendungen. Sei L e i n E p i r e f l e k t o r 
und R e i n Monokoreflektorj dann g i l t : LRL = RL <==> 
RLR = LR. 
I n K a p i t e l 10 betrachten w i r eine der für di e A n a l y s i s 
w i c h t i g s t e n Kategorien t o p o l o g i s c h e r Vektorräume, die 
- v i i i -
der quasivollständigen, t o n n e l i e r t e n Räume. Wir zeigen, 
daß s i e symmetrisch und abgeschlossen monoidal i s t , eine 
Eig e n s c h a f t , d i e für diese Kategorie i n der L i t e r a t u r 
n i c h t behandelt w i r d . Es i s t aber gerade diese Eigen-
s c h a f t , d i e zur Untersuchung der kompaktbestimmten (bzw. 
folgenvollständigen, kompaktbestimmten) Räume geführt 
hat, siehe z.B. Dubuc und Porta [ 1 8 ] und [ 1 9 ] . Nach 
Seip [ 4 7 ] i s t es auch diese Eigenschaft, d i e es möglich 
macht, das Differentialkalkül für n i c h t n o rmierte Räume 
zu e n t w i c k e l n . 
K a p i t e l 11 behandelt andere Kategorien, d i e i n ana-
l o g e r Weise k o n s t r u i e r t werden, insbesondere d i e oben 
erwähnten kompaktbestimmten Räume. Schließlich werden i n 
den K a p i t e l n 10 und 11 B e i s p i e l e von konkreten t o p o l o -
gischen Vektorräumen d i s k u t i e r t , um Aufschluß über d i e 
Eigenschaft " e n d l i c h " zu gewinnen. H i e r s t e l l t s i c h he-
raus, daß d i e w i c h t i g s t e n und bekannten unendlich dimen-
s i o n a l e n Räume n i c h t " e n d l i c h " i n unserem Sinne sin d . 
Diese Untersuchung w i r f t damit v i e l L i c h t auf eine Frage, 
di e für d i e Theorie der monoldalen Kategorien w i c h t i g 
i s t , b r i n g t aber keine neuen Aussagen i n der Theorie der 
topologischen Algebren. 
Meinem Betreuer b e i d i e s e r A r b e i t , Herrn Prof. Dr. 
B. P a r e i g i s , möchte i c h für v i e l e anregende und k r i t i s c h e 
Diskussionen danken. Mein Dank g i l t auch Herrn Prof. Dr. 
W. Roelcke und Frau Dr. S. D i e r o l f . 
1. Bezeichnung und Morita-Sätze i n monoldalen Kategorien 
I n diesem K a p i t e l werden zunächst d i e allgemeine 
Bezeichnung und B e g r i f f s b i l d u n g für das Folgende f e s t -
g e l e g t . Dann werden e i n i g e Ergebnisse aus der M o r i t a -
Theorie, die nachher wes e n t l i c h benutzt w i r d , z i t i e r t . 
( 1 . 1 ) Bezeichnung (£, «>, I ) bezeichnet eine monol-
dale Kategorie C, m i t B i f u n k t o r ® und neutralem Objekt 
I , wie i n MacLane [ 3 1 ] und Pareigis [ 3 5 ] · Wir nehmen 
w e i t e r h i n an, daß £ symmetrisch i s t , m i t f u n k t o r l e l l e m 
Isomorphismus τ: Α ® Β — > Β ® A. C s o l l auch abgeschlos-
sen s e i n , und [M,-] bezeichnet den zu - ® Μ re c h t s a d j u n -
g i e r t e n Funktor, wobei M* eine Abkürzung für [ M , l ] i s t * 
Auf jeden F a l l w i r d auch angenommen, daß C D i f f e r e n z k e r n e 
und -kokerne b e s i t z t , um d i e e r f o r d e r l i c h e n K o n s t r u k t i o n e n 
durchführen zu können. Ein Monoid Α λ m i t M u l t i p l i k a t i o n 
V und E i n h e i t τ\ w i r d genauso d e f i n i e r t wie e i n Monoid i n 
(Me, x, [ e ] ) oder eine a s s o z i a t i v e , unitäre Algebra i n 
(k-Mod, <8>k, k ) . Die E i n h e i t η Α € £(l,A) w i r d auch manch­
mal m i t 1 A bezeichnet. Dual zu (Α, V» r\) d e f i n i e r t man 
e i n Komonoid (C, Δ, ε). Hopfmonoide, m i t Antipode λ, wer­
den so d e f i n i e r t wie Hopfalgebren i n (k-Mod, ® k , k ) . 
MonC (bzw. CMonC, KomonC, HopfmonC, CHopfmonC) bezeichnet 
d i e Kategorie der Monoide (bzw. kommutativen Monoide, 
Komonoide, Hopfmonoide, kommutativen ( n i c h t notwendig 
kokommutativen) Hopfmonoide) i n £. Für A € MonC w i r d e i n 
A-Linksobjekt so d e f i n i e r t , wie eine Α-Menge i n (Me,x,[eJ) 
oder e i n A-Linksmodul i n (k-Mod, 8^, k ) . Dual dazu d e f i ­
n i e r e n w i r , für C e KomonC, e i n C-Linkskoobjekt. Die Kate-
g o r i e der A-Linksobjekte (bzw. A-Rechtsobjekte, C-Links-
koob j e k t e , C-Rechtskoobjekte) w i r d bezeichnet m i t *0 
c c 
(bzw. £ A > £, £ ) . Wir benutzen auch d i e elementweise 
N o t a t i o n von P a r e i g i s [ 3 5 ] , m i t A(X) := £(X,A) für 
A,X e £. Ein Morphismus h e £ ( A , B ) heißt r a t i o n a l sur-
j e k t l v , f a l l s h ( l ) : A ( l ) — > B ( l ) s u r j e k t i v i s t . 
(1.2) D e f i n i t i o n E i n Morlta-Kontext ( A , B , P , Q , f , g ) 
besteht aus: 
(a) Α, Β e MonC, 
(b) Ρ € A £ B , Q € 
(c) f c ^ f P e ' B Q , A ) , g € B C B ( Q ® a P, B ) , und 
(d) zwei kommutativen Diagrammen: 
f ® i d 
P ® B Q ® A Ρ — Α ® A Ρ 
l i d P e B ^ .J« 
Ρ ® B Β > Ρ 
g ® i d : .;. -
Q ® A P ® B Q . H > Β <8>B Q 
Q ® A A — > Q. 
(1 . 3 ) D e f i n i t i o n Sei Β e MonC, Ρ e £ ß . 
(ß[ p * p ] >B,P, B [ Ρ,Βί,'ϊ, g ) heißt kanonischer Morl ta-Kon t e x t 
m i t Ύ und g d e f i n i e r t durch: 
Β £ _ [ Ρ , Ρ ] ( Β [ Ρ ' Β ] ' Β [ Ρ ' Β 1 ) = B £ B y P ' B ^ R [ P , P ] Ρ ' ß ) 
i d
B [ P , B ] -
B [ P , P ] £ B ( P ® B B t p > B 3 e B [ P , P ] p » P ) 3 i d P ® B ^ 
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 Β [ Ρ , Ρ ] % Ρ , Ρ ] ( Ρ β Β Β ^ ' B [ p ' p 5 ) > d ' h -
g(q ® p) = q<p> und ¥(ρ· β q« )<p"> = p»(q»<P">) 
/\χ, Υ, Ζ e C, q ® ρ e ( ß [ P , B ] » [ p > p ] P ) ( X ) , 
ρ» β q' e ( P ® B B [ P , B ] ) ( Y ) , p" e P(Z). 
Diese Bezeichnung, wie auch die nächste D e f i n i t i o n , 
enthält einen Seitenwechsel gegenüber der Schreibweise 
von P a r e i g i s [ 3 5 ] . Wir müssen [M,-] a l s r e c h t s a d j u n g i e r t 
zu - ® Μ betrachten, und n i c h t zu Μ & -, können uns aber 
der üblichen Schreibweise i n der Galois-Theorie l e i c h t e r 
anpassen. Wir haben j e t z t einen kanonischen Morphismus 
kan: [Μ,Ν] ® Μ — > Ν: f ® m <—> f<m> und schreiben sowohl 
Morphismen a l s auch «nte von [M,A](X) l i n k s von den 
Argumenten. 
C([M,N], [Μ,Ν]) = C([M,N] Μ, N) 
vi; u) 
i d ι > kan. 
( 1 . 4 ) D e f i n i t i o n Sei Β e MonC, Ρ e Cß. Ρ heißt 
(a) e n d l i c h über B, f a l l s f aus ( 1 . 3 ) e i n Isomorphismus 
i s t , 
(b) e n d l i c h erzeugt p r o j e k t i v über Br f a l l s 
P ® B [ P , B ] -^HL^ P ® B B [ P , B ] X > B [ P , P ] 
r a t i o n a l s u r j e k t i v i s t , 
(c ) t r e u p r o j e k t i v über B, f a l l s Ρ e n d l i c h i s t und g aus 
( 1 . 3 ) e i n Isomorphismus i s t , 
(d) e i n Progenerator über B, f a l l s Ρ e n d l i c h erzeugt 
p r o j e k t i v über Β i s t , und 
B [ P , B ] ® p J£!L> b [ P , B ] ® B [ P > P ] P - £ - > Β 
r a t i o n a l s u r j e k t i v i s t . 
( 1 . 5 ) Lemma F a l l s I Ko k e r n - p r o j e k t i v i n C i s t , sind 
die B e g r i f f e " e n d l i c h über B", und " e n d l i c h erzeugt pro-
j e k t i v über B", sowie " t r e u p r o j e k t i v über B" und "Pro-
generator über Β11 zueinander äquivalent. 
Beweis Nach Pareigis [ 3 7 ] , 5 . 3 i s t f genau dann e i n 
Isomorphismus, wenn es r a t i o n a l s u r j e k t i v i s t . Da kan e i n 
Kokern i s t , i s t k a n ( l ) : (Ρ ® ß [ P , B ] ) ( l ) — > 
— > ( p ® B B [ p > B ] ) ( l ) s u r j e k t i v , f a l l s I Kokern-projektiv 
i s t . 
Der folgende Satz wurde i n Pareigis [ 3 7 ] » 5 . 1 , 5 . 2 , 
5 . 3 und 5 . 4 bewiesen. 
( 1 . 6 ) Satz (Morita-Pareigis) Sei (c, ®, I ) eine 
abgeschlossene monoidale Kategorie und (A,B,P,Q,f,g) ein 
Mori ta-Kontext i n £. Dann g i l t : 
(a) f und g sind genau dann r a t i o n a l s u r j e k t i v , wenn Ρ 
treuprojektiv über A, und Q treuprojektiv über Β i s t . 
(b) F a l l s f (bzw. g) r a t i o n a l s u r j e k t i v i s t , i s t f 
(bzw. g) ein Isomorphismus. 
(c) F a l l s f und g r a t i o n a l s u r j e k t i v sind, g i l t : 
( i ) man hat kanonische Isomorphismen: 
zueinander inverse Äquivalenzen von Kategorien. 
1 ^ *7JL Bemerkung Da wir voraussetzen, daß C abge-
schlossen i s t , erhält Ρ ® - Kokerne, und auch das Ten-
sorieren über einem Monoid i s t a s s o z i a t i v , wie i n Defi-
n i t i o n ( 1 . 2 ) benutzt wurde. Ohne die Abgeschlossenheit 
von C 1 s t die Situation komplizierter, siehe Pareigis 
( i i ) Ρ ® gC — > £ und Q ® £ — > gC sind 
[ 3 7 ] . 
2. Der B e g r i f f "Galoissch" 
F a l l s S e i n Monoid i s t , auf das e i n Hopfmonoid A* 
i n geeigneter Weise o p e r i e r t , d e f i n i e r e n w i r den B e g r i f f 
11S i s t A-Galoissch über I " so, daß er m i t dem klassischen 
B e g r i f f übereinstimmt. I n Satz ( 2 . 1 1 ) w i r d eine andere 
C h a r a k t e r i s i e r u n g angegeben, und Satz ( 2 . 1 7 ) b e s c h r e i b t 
den B e g r i f f m i t t e l s eines Morita-Kontextes. 
Die folgende D e f i n i t i o n e n t s p r i c h t der ei n e r "A*-
Modul-Algebra" i n Sweedlerf50j, Seite 153 bzw. eines 
"Α-Objekts" i n Chase und Sweedler [ 11 ] , Seite 55. 
( 2 . 1) D e f i n i t i o n Sei S e MonC, A € HopfmonC, 
α € C(S, S ® A) und β e C(A* ® S, S). 
(a) S heißt A»-Qbjekt-Monoid, f a l l s 
( i ) (S, ß) € A #C, siehe ( 1 . 1 ) , und 
( i i ) ß(x ® ss«) = ß(x 1 ® s)ß(x2 ® s') und 
( i i ) α € MonC(S, S ® A>. 
Wie i n Chase und Sweedler [ 1 1 ] , S e i t e 138 s i e h t man, 
daß d i e D e f i n i t i o n e n (a) und (b) zueinander äquivalent 
s i n d , f a l l s Α e n d l i c h i s t , und α und β s i c h unter dem 
folgenden Isomorphismus entsprechen: 
ß(x® 1) = ε(χ) i g /\X, Y, ! 
s € S(Y), s« € S(Z). 
S heißt A-Koobjekt-Monoid, f a l l s 
( i ) (S, α) € C A, siehe ( 1 . 1 ) , und 
C (S, S ® A) = C(S, [A*,S] ) = C(A* ® S, S) 
α ι > β 
( 2 . 2 ) D e f i n i t i o n Sei S € MonC, A e HopfmonC und 
(S, α) e i n A-Koobjekt-Monoid. 
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(a) Sei 7 := ( ? s ® i d A ) ( i d s ® a) € MonC(S ® S, S ® A), 
d.h. 7(χ® y ) - xy^ ® y 2 / \ x , Y e C, x ε S(X), y € S(Y) 
wenn man a(y) = y«j.® Y 2 s e t z t . 
(b) S heißt A-Galoissch über I , f a l l s 
( i ) S i s t t r e u p r o j e k t i v über I , und 
( i i ) 7 i s t e i n Isomorphismus i n C. 
( 2 . 3 ) B e i s p i e l Sei Κ e i n Körper, C = K-Mod, und S 
eine e n d l i c h dimensionale Körpererweiterung von K. 
(a) Sei G eine endliche Gruppe und A* KG d i e Gruppen-
algebra. Dann i s t s genau dann e i n A*-Objekt-Monoid, wenn 
G auf S durch Automorphismen o p e r i e r t , siehe Sweedler 
[ 5 0 ] , Seite 139. Da S e n d l i c h dimensionaler K-Vektor-
raum i s t , i s t S e i n Progenerator ( t r e u p r o j e k t i v ) i n K-Mod. 
S i s t genau dann A-Galoissch über K, wenn es eine sepa-
r a b l e Galoissche Körpererweiterung m i t Galois-Gruppe G 
im k l a s s i s c h e n Sinne i s t , siehe Sweedler [ 5 0 ] , Theorem 
(10 . 2.1) und Bourbaki [ 2 ] , (V.10). 
(b) Sei charK = ρ und L eine e n d l i c h dimensionale p-Lie-
Algebra über Κ. A* = U ^ f L ) bezeichne d i e p - u n i v e r s e l l e 
Hülle von L. Dann i s t S genau dann e i n A*-Objekt-Monoid, 
wenn L auf S durch D e r i v a t i o n e n o p e r i e r t , siehe Sweedler 
[ 5 0 ] , Seite 139. S i s t genau dann A-Galoissch über K, 
wenn es eine r e i n inseparable Galoissche Körpererweiterung 
von Κ m i t D e r i v a t i o n s a l g e b r a L im Sinne von Jacobson [ 2 6 ] , 
Seite 186 i s t , siehe auch Sweedler { 5 0 ] , "(10.2.1). 
(c) Sei j e t z t Κ nur e i n kommutativer Ring, S eine kommu-
t a t i v e Ringerweiterung von Κ und 0 eine endliche Gruppe. 
Analog zu (a) i s t nun S genau dann A-Galolssch über K, 
wenn es der D e f i n i t i o n von Chase, Harriso n und Rosenberg 
[10] e n t s p r i c h t . 
Das folgende Lemma, das w i r für den nächsten Satz 
benötigen, e n t s p r i c h t der Aussage, daß e i n Modul, der 
einen Epimorphismus auf den Grundring zulässt, e i n Gene-
r a t o r i s t . 
(2.4) Lemma Seien Α e MonC, Ρ € ^  und s e i 
h e A£(P*A) r a t i o n a l s u r j e k t i v . Dann i s t 
g e A£β(β[ ρ* Α] ® Ρ* Α) aus p . 3 ) r a t i o n a l s u r j e k t i v . 
Beweis Seien h* und TT d e f i n i e r t durch: 
^(Ρ,Α) = AC(P ® I , A) = C ( I , A [ P , A ] ) = A [ P , A ] ( I ) 
h ι > η· 
π : P ( I ) _ > A ( I ) : H(p) = h p. 
Nach Voraussetzung i s t Έ s u r j e k t i v , a l s o e x i s t i e r t e i n 
ρ € P ( l ) m i t h ρ = Ή(ρ) = 1 Α · Dann i s t 
h* ® ρ e ( A[P,A] ® P ) ( I ) und es g i l t : g(ht ® p) = h»<p> = 
= h ρ = 1 , a l s o i s t g r a t i o n a l s u r j e k t i v . 
(2.5) Satz Seien A € HopfmonC, Α e n d l i c h über I und 
α := Δ. Dann i s t Α A-Galoissch über I . 
Beweis Aus der D e f i n i t i o n eines Hopfmonoides f o l g t 
s o f o r t , daß Α e i n A-Koobjekt-Monoid i s t . Da die Koeinheit 
ε e £(A,I) eine R e t r a k t i o n der E i n h e i t η e £(I,A) i s t , 
i s t s ie r a t i o n a l s u r j e k t i v . Aus dem l e t z t e n Lemma (2.4) 
f o l g t dann, daß A t r e u p r o j e k t i v über I i s t . Wenn λ d i e 
Antipode von Α bezeichnet, i s t 
0 := (V ® i d ) ( i d ® λ ® i d ) ( i d ® Δ) € £(A ® A, A ® A) 
e i n z w e i s e i t i g e s Inverses zu 7, wie man folgendermaßen 
s i e h t : 0 7 = (V®id) (id®X®id) (id®A) (V®id) (id®A) 
= (7®id) (V® id® i d ) (id® ids λ® id® i d ) (id®id®A) (id#A) 
= (V®id) (id®V®id) (id® id® λ® id® i d ) (id®Ä8>id) (id®A) 
= (y»id)(id®ne®id)(id®A) = (id® i d ) . 
y ύ = (id®id) analog. 
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Die folgende D e f i n i t i o n eines F i x o b j e k t e s w i r d 
nachher sehr häufig benutzt. 
( 2 . 6 ) D e f i n i t i o n Sei A € HopfmonC, Α e n d l i c h über I 
und (Μ,α) e £ A . Das F i x o b j e k t M^ * i s t der D i f f e r e n z k e r n 
des folgenden Paares: 
yfi* — > Μ * Μ ® A. 
i d ® η 
( 2 . 7 ) B e i s p i e l Sei Κ e i n kommutativer Ring, £ = K-Mod, 
G eine endliche Gruppe, A* = KG und β wie i n ( 2 . 1 ) . Dann 
g i l t : MA* = (x € M| α(χ) = χ ® 1 A) = 
{x e M| ß(y ® x ) = e ( y ) x f\y e A*} = 
{x € M| ß(g ® Χ) = Χ /\g € G). 
( 2 . 8 ) Satz Sei S € MonC, Α e HopfmonC und S A-Galoissch 
über I . Dann i s t SA* = I . 
η * i d v 
Beweis (a) Behauptung I -1-^ s S ® S i s t 
e i n Differenzkern-Diagramm. i d Θ η 
Nach Anwendung von S ® - bekommen w i r : 
id® η l d * ^ * l d > S ^ > S ® S * S ® S ® S. 
i d ® i d ® η 
Dieses i s t e i n Differenzkern-Diagramm i n ^  sj£, denn, 
/ \ s 1 ® s 2 ε (S ® S ) ( X ) m i t s 1 ® 1 ® s 2 = 
= ( i d ® η ® i d ) ( s 1 ® s 2 ) = ( i d ® i d ® η)(ε 1 ® s 2 ) = 
= s«| ® s 2 ® 1 g i l t , nach Anwendung von V ® i d , : 
s-j ® s 2 = s ^ g ® 1 e (1 ® t ] ) S ( X ) . Da S t r e u p r o j e k t i v 
über I i s t , i s t S ® -: £ — > ^ g gj£ eine Kategorienäqui-
valenz nach ( 1 . 6 ) , r e f l e k t i e r t a l s o D i f f e r e n z k e r n e , woraus 
die Behauptung f o l g t . 
(b) Da 7 € £(S ® S, S ® A) e i n Isomorphismus i s t , f o l g t 
die Behauptung des Satzes aus (a) und der Kommutativität 
des folgenden Diagramms: 
Q ^ s ® A 
> 
i d ® η y 
η <8> i d v 
Ζ S <8> S. 
i d ® η 
Ein semidirektes Produkt für Hopfalgebren, das si c h 
im S p e z i a l f a l l auf die Gruppenalgebra eines semidirekten 
Produktes von Gruppen r e d u z i e r t , wurde von Sweedler [50] 
behandelt. Für eine etwas allgemeinere D e f i n i t i o n . , i n 
b e l i e b i g e n symmetrischen, monoldalen Kategorien, wurden 
di e entsprechenden Beweise (Unitarität, A s s o z i a t i v ! t a t ) 
von E. Wach [53] durchgeführt. Deshalb begnügen w i r uns 
h i e r m i t e i n e r D e f i n i t i o n . 
(2.9) D e f i n i t i o n Sei S e MonC, A* e HopfmonC und S 
e i n A*-0bjekt-Monoid. 
(a) Das semidirekte oder smash Produkt S # A* i s t das 
Objekt S ® A* zusammen m i t den folgenden S t r u k t u r -
morphismen: η := η β ® η Α # € £(l, S ® A*) und 
V e C(S ® A* ® S ® A*, S ® A*) m i t 
V := (V g ® VA#)(id®ß8»id8)id)(id®id®7«>id)(ic}»AA#«)id®id) 
d.h. (x ® u ) ( y ® v ) = x u 1 (y) ® u g ν /\x, Y e C, 
χ ® u e (S ® A * ) ( X ) , y ® ν e (S ® A * ) ( Y ) . 
(b) I n d i e s e r S i t u a t i o n d e f i n i e r e n w i r auch den kanoni­
schen Morphismus φ € MonC(S # A*, [S,S]) durch 
C(S ® A* ® S, S) = C(S ® A*, [S,S]) 
7s< V ( i d ® β) , > φ 
d.h. (cp(s ® u ) ) < t > = s u ( t ) = sß(u ® t ) /\x, Y g C, 
s <8> u e (S ® A * ) ( X ) , t e S(Y). 
Für den nächsten Satz brauchen w i r zunächst noch e i n 
Lemma, das i n der Modultheorie bekannt i s t , 
(2.10) Lemma Seien S € CMonC, S endlich über I , 
Α, Β e gC, Α, Β endlich über S, h e gC(A, B) und s e i 
g [ h , i d g ] : g [ B , SJ — > S[A,S] e i n Isomorphismus. Dann 
i s t auch h e i n Isomorphismus. 
Beweis /\x e gC kommutiert das folgende Diagramm: 
( q [ h , i d q ] ®c i < * y ) ( l ) ( S[B,S] ® s X ) ( I ) — § § § Ϊ > ( S[A,S] ® s X ) ( I ) 
Γ I1" 
g[B # S * s X ] ( I ) S [ A , S ®g X ] ( I ) 
U II* 
S [ B , X ] ( I ) S [ A , X ] ( I ) 
In? 
* <χ(η, i d Y ) v s£(B, X) 2= £ > gC(A, X) 
Die oberen v e r t i k a l e n P f e i l e sind Isomorphismen wegen 
Pareigis [39]$ Theorem 1.2b, und die unteren wurden im 
Beweis von (2.4) e x p l i z i t angegeben. Aus der Kommutati-
vität des Diagramms f o l g t dann, daß g£( n* i d x ) e i n I s°-
morphismus i s t , und schließlich auch h, wegen des Yoneda-
Lemmas. 
(2.11) Satz S e i A € HopfmonC, Α endlich über I und 
S e i n A-Koobjekt-MonoidV. S € CMonC. Dann sind äquivalent: 
(a) S i s t A-Galoissch über I . 
(b) S i s t t r e u p r o j e k t i v über I und φ € MonC(S # A*,[S,S]) 
i s t e i n Isomorphismus. 
Beweis 11 (a) ==> (b) f t Definiere einen Isomorphismus h: 
S # A* i i > s ® S* [S,S] 
eU η |«* 
[S β Α, S]-§Ll §i» [S ® S, S] 
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Da S endlich i s t , i s t Tf e i n Isomorphismus, und f o l g l i c h 
auch φ « ?h. Die Gl e i c h h e i t s i e h t man folgendermaßen: 
( t f ? ( s ® v ) ) < t ® tt> s t ( ? ( s ® v))<tt> «χ tsv<t«> « 
= (η(β ® v))<t β t»>, a l s o i s t <ff m η. 
(tfcp(s ® u)')<t β t»> = t(q>(s ® u))<t«> = tsß(u Θ t«) = 
= t s ( i d g 0 u ) a ( t ' ) = t s a 1 ( t t ) u < a 2 ( t t ) > e 
( s [ 7 , i d s ] ? ( s ® u))(t® t t ) = (ξ(β® u)7)(t® t i ) = 
= £(s β u ) < t a i ( t t ) β a ^ t ' ^ = ta1(t»)su<o2(t»)>. 
Wegen S kommutativ i s t a l s o « g[7,idg]£. Dann i s t 
?h = ?η" 1 3[7,1ά 3]ξ = ϊη" « φ. 
11 (ta) ca»> ( a ) ! t Da Ύ und φ « ? h Isomorphismen sind, i s t 
auch h und f o l g l i c h auch g [ 7 , i d g ] e i n Isomorphismus. 
J e t z t f o l g t aus dem l e t z t e n Lemma (2.10), daß auch 7 e i n 
Isomorphismus i s t . 
Nachdem wir J e t z t den B e g r i f f , fA-Galoissch über I w 
entweder durch 7 oder durch φ ausdrücken können, steuern 
wir eine andere Charakterisierung and, bei der die Morita-
Sätze wesentlich eingehen, und die im Beweis des Haupt-
satzes sehr nützlich s e i n wird. Dazu dienen die folgenden 
Konstruktionen. 
(2.12) D e f i n i t i o n Seien S e MonC, A 6 HopfmonC, A 
endlich über I , S e i n A*-Objekt-Monoid, und s e i S A* = I . 
Dann de f i n i e r e n wir: 
D := S * A*, Q := DA*, 
ψ := ? s ( i d s β ß) € C(S ® A* ® S, S) = C(D ® S, S ) , 
f := v D ( J s β J Q ) ε ^ ( S * Q, D) 
g V ( J Q e idg) € C(Q ® D S, I ) , wobei 
und 
S — > D und j ^ : Q — > D die kanonischen Inklusionen 
sind, g i s t wohldefiniert wegen Q A* A* = D A und S A = I . 
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(2. 13) Bemerkung ψ aus (2.12) und φ aus (2·9) sind 
folgendermaßen verwandt: 
C(D, [S,S]) = C (D ® S, S), d.h. 
φ , > ψ 
((p(d))<s> = ψ(ά ® s) /\x,Y € C, d € D(X), s e S(Y). 
(2.14) Lemma (D, I , S, Q, f , g) 1 s t e i n Mo r i t a -
Kontext. 
Beweis Wir müssen nur d i e Kommutativität der 
folgenden zwei Diagramme nachweisen: 
i d ~ ® g i d Q ® n f 
S 0 Q ® D S > S ® I Q ® D S ® Q S — - > Q » D D 
f ® D i d s ^ |l« J g ® i d Q ^ 
D fcjj S > S I ® Q — • -
Seien nun X,Y € C, s ® q ® s« € (S ® Q ® D S ) ( X ) , und 
ρ ® s ® q e (Q ® D S ® Q){Y). Dann g i l t : 
( i d g ® g)(s® q ® s«) = s ® q(s«) t ~ > sq(s« ). 
( f ® D i d g ) (s ® q ® s t ) = (s ® 1 A # ) q ® s« 
((s® 1 ) q ) ( s t ) = (s ® 1 ) ( q ( s t ) ) = s q ( s t ) . 
(g ® i d Q ) ( p ® s ® q) = p(s) ® q p ( s ) q . 
( i d Q ® D f ) (ρ ® s ® q) = ρ ® (s ® 1 A # ) q p(s ® 1 )q = 
(p(s ® 1 ) ) q = (p(s ® 1 ) ) ( l ) q da Q « DA* 
- P((s ® 1 ) ( 1 ) ) q = P ( s 1 ( 1 ) ) q = p ( s ) q . 
Für den Beweis des Satzes benötigen w i r noch zwei 
Lemmata, d i e etwas weniger üblich sind . Sie ersetzen 8 . 3 , 
8 . 4 und 8 . 5 b e i Chase und Sweedler [ 1 0 ] · L e t z t e r e sind 
modultheoretische Aussagen, die s i c h n i c h t so l e i c h t 
v e rallgemeinern lassen. 
(2.1 5 ) Lemma Sei Ρ € C und s e i g e C(P* ® £ p p j Ρ, I ) 
aus ( 1 . 3 ) e i n Isomorphismus. Dann r e f l e k t i e r t 
ρ ® - . c — > r ρ p lC Isomorphismen. ~~ L ο "J"~ 
Beweis Seien A,B € £, h e £(A,B) und s e i 
i d p ® h e j p pj£( p ® Α, Ρ ® B) e i n Isomorphismus. Anwen­
dung des Funktors p* ®[p ρ] " : [ρ p ] £ — ^ £ l i e f e r t 
das folgende kommutative Diagramm, woraus man s i e h t , daß 
h e i n Isomorphismus i s t . 
i dP* ®ΓΡ P l i d P ® h P* ® [ p # p ] Ρ ® A i - i - > P* ® [ P > P ] Ρ ® Β 
i l l j i ® i d ß 
-> Β = I ® B. 
( 2 . 1 6 ) Lemma Sei (D,I,P,Q,f,g) e i n Morita-Kontext, 
f r a t i o n a l s u r j e k t i v und S e £(P* ® [ ρ p j Ρ, I ) aus ( 1 . 3 ) 
e i n Isomorphismus. Dann sind f und g Isomorphismen. 
Beweis Wegen Satz ( 1 . 6 ) i s t f e i n Isomorphismus und 
das folgende Diagramm kommutiert: 
f ® D i d P Ρ β Q ® D Ρ υ £_> D ® D Ρ 
P ® I > Ρ 
i d p ® g i s t a l s o e i n Isomorphismus, und wegen des l e t z t e n 
Lemmas auch g. 
( 2 . 1 7 ) Satz Sei A € HopfmonC, Α e n d l i c h über I und 
S e i n A-Koobjekt-Monoid, s € CMonC. Dann sind äquivalent: 
(a) S i s t A-Galoissch über I . 
(b) S A* = I und f , g aus ( 2 . 1 2 ) sind r a t i o n a l s u r j e k t i v 
(und damit Isomorphismen). 
Beweis " ( b ) — > ( a ) " Aus (b) und den Morita-Sätzen 
( 1 . 6 ) f o l g t , daß S t r e u p r o j e k t i v über I i s t , und daß φ 
e i n Isomorphismus i s t . Dann i s t S A-Galoissch über I 
wegen Satz ( 2 . 1 1 ) . 
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»(a) ««> ( b ) w : S A # - I wegen Satz ( 2 . 8 ) . Aue (a) und 
Satz ( 2 . 1 1 ) f o l g t , daß S t r e u p r o j e k t i v über I i s t und, 
daß φ e i n Isomorphismus i s t . Nach D e f i n i t i o n ( 2 . 6 ) i s t 
A* s 
I = S — > S ^ S ® Α e i n D i f f e r e n z k e r n . Da der Funk­
t o r [ S,-] r e c h t s a d j u n g i e r t i s t , i s t auch 
[ S , I ] — > [S,S] [ S , S <& A] = [S,S] ® Α e i n D i f f e r e n z -
k e rn, wobei der l e t z t e Isomorphismus aus P a r e i g i s [39] 
Theorem 1.2 f o l g t , da S e n d l i c h i s t . Also g i l t : 
A* 
[S,S] = [ S , I ] . Da A* e i n Untermonoid von D i s t , i s t 
D € A*C. Wegen S € A*C i s t A* — ^ [S,S] e i n Monoid-
morphismue, a l s o [S,S] € A*C. M i t diesen S t r u k t u r e n i s t 
φ € a*£(D, [ S , S ] ) , oder auch φ e £ A(D, [ S , S ] ) . Also 
e x i s t i e r t e i n Isomorphismus φ d e r a r t , daß das folgende 
Diagramm kommutiert; = DA* > D > D ® A 
φ φ φ e i d A 
[ S , I ] = [ S , S ] A * — > [S,S] ^  [S,S] ® A 
Dann kommutiert auch: 
l d q <8> φ 
S ® Q Ξ > S ® [ S , I ] 
D φ > [S,S] 
7 ( i d s ® φ)( 3 <8> q) = ? ( s 0 φ(<ί)) = s^(q) = s<p(q) - <p(sq) = 
= f f ( s ® q) /\x € £, s ® q e (S ® Q)(X). Da S e n d l i c h 
i s t , i s t f e i n Isomorphismus, a l s o i s t auch f e i n I s o ­
morphismus. Da S sogar t r e u p r o j e k t i v i s t , i s t auch g e i n 
Isomorphismus nach Lemma ( 2 . 1 6 ) . 
Bemerkung Nachdem w i r K o r o l l a r 8 . 5 b e i Chase und 
Sweedler [ 1 1 ] m i t unserem Lemma ( 2 . 1 6 ) e r s e t z t haben, 
können w i r den Beweis von deren Theorem 8 . 6 m i t H i l f e 
von unserem Satz ( 2 . 8 ) vereinfachen, und nehmen i h n im 
Beweis von Satz ( 2 . 1 7 ) auf. 
( 2 . 1 8 ) Satz Sei S € CMonC, A e HopfmonC, Α e n d l i c h 
über I und s A-Galoissch über I . Dann g i l t : 
( a ) η € £(I,S) b e s i t z t eine R e t r a k t i o n i n £. 
(b) s i s t t r e u p r o j e k t i v über D. 
Beweis Da g e £ ( Q ® d S, I ) r a t i o n a l s u r j e k t i v i s t , 
e x i s t i e r t e i n s <8>ß w € (Q ® D S ) ( l ) m i t g(s ® D w) « 1 χ . 
Sei nun w« := sw = v D ( j Q ® D J g ) ( s ® D w) € D ( l ) . Dann i s t 
g(w« ® D -) € £(S,I) eine R e t r a k t i o n von η e £(l,S), denn, 
/\R € £, r € I ( R ) g i l t : g(wf ® D r 1 g ) = rg(wt ® D 1 g ) « 
= r g ( v D ( s ® D w) ® D 1 g ) = r g ( s <8>D w) - τ1χ = r . 
(b) Aus dem l e t z t e n Satz und den Morita-Sätzen ( 1 . 6 ) 
f o l g t , daß s t r e u p r o j e k t i v über D i s t . 
( 2 . 1 9 ) Folgerung Sei S € CMonC, A € HopfmonC, A 
en d l i c h über I und S A-Galoissch über I . Dann sind 
d i e Funktoren: 
£ > QC und j^ C > £ 
W W W W Λ* 
Μ ι—> S ® Μ Ν •—> Q ® D Ν = D ® β Ν 
zueinander inverse Äquivalenzen von Kategorien. Insbe-
A* ~ A* sondere i s t Μ = D ® n S ® Μ und Ν = S ® D ® D N. 
Beweis Die Behauptung f o l g t u n m i t t e l b a r aus dem 
l e t z t e n Satz ( 2 . 1 8 ) ( b ) und den Morita-Sätzen ( 1 . 6 ) . 
(2.20) B e i s p i e l Sei 1= Κ e i n Körper, Κ c S eine 
endliche Körpererweiterung und G < = A u t K ( s ) , wie i n 
B e i s p i e l ( 2 . 3 ) ( a ) . J e t z t führen w i r d i e Konstruktionen 
von K a p i t e l 2 für diesen S p e z i a l f a l l durch. 
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Zu ( 2 . 9 ) ; D = S • KG i s t , a l s u n t e r l i e g e n d e r Modul, 
S ® K KG = SG und hat d i e folgende M u l t i p l i k a t i o n : 
(sx)(3«x») = sx(s»)xx« für x,x» € G, s,s» € ε­
φ: S G — > End R(s): ( < p ( s x ) ) ( s t ) - s x ( s t ) . 
Zu ( 2 . 1 2 ) : Behauptung: Q - DA* « (SG)° = NS, wobei 
Ν := X|:G x e KG i s t . 
Beweis O f f e n s i c h t l i c h i s t NS c Q. Sei nun 8 χχ € Q. 
Dann g i l t , für a l l e y e G: 
Außerdem g i l t : y(ß e«) β y ( s e ) y . Da G eine S-Basis von 
SG i s t , f o l g t : /\x e G: 8 χ * x ( s e ) # a l s o i s t 
Q * ^XIG x ^ s e ) x * ße € S J β ίχ|ο x s 2 8 € S} « NS. 
I n diesem S p e z i a l f a l l haben w i r auch: 
i/t SG ® S — > S: ex ® s» |—> sx(s«), 
f . S ® NS — > SG: s β Ns» i — > sNst - X | G sx(s»)x, 
g: NS ® S G S — » K: Ns ® g G st ( N s ) ( s t ) -
» ( x h x ( 8 > x H 8 l > β x?G χ ί 8 8 1 ) · 
(2.14) b l e i b t im wesentlichen g l e i c h . ( 2 . 1 5 ) und ( 2 . 1 6 ) 
können i n diesem S p e z i a l f a l l e n t f a l l e n , da d i e Aussagen 
im Beweis von ( 2 . 1 7 ) durch das Argument dim^fs) * 1 
e r s e t z t werden können. Dann kann der Beweis von ( 2 . 1 7 ) 
für den S p e z i a l f a l l d i r e k t hingeschrieben werden. 
( 2 . 2 1 ) -Folgerung T r : S —^> K : s > - > N ( e ) 
i s t s u r j e k t i v . 
Beweis g(Ns ® g G s t ) = N ( s s t ) , und g i s t s u r j e k t i v 
nach Satz ( 2 . 1 7 ) . 
3 . Eine Frobenlus-Elgänschaft 
Das Hauptergebnis dieses K a p i t e l s i s t es, Satz ( 3 . 8 ) 
zu beweisen, der besagt: F a l l s Η e i n endliches Hopfmonoid 
1 s t , e x i s t i e r t e i n endliches Objekt Ρ d e r a r t , daß H* i s o -
morph zu Ρ ® Η a l s H-Rechtsobjekt i s t . Da w i r n i c h t , wie 
i n der Modultheorie, zeigen können, daß Ρ " e n d l i c h erzeugt 
p r o j e k t i v vom Rang 1" i s t , haben w i r weniger a l s die Aus­
sage, Η wäre eine P-Frobenius-Erweiterung. Trotzdem genügt 
d i e s e r Satz für unsere Zwecke, und e r w e i s t s i c h sogar a l s 
sehr nützlich. Neben den u n m i t t e l b a r e n Anwendungen dieses 
Satzes haben w i r auch eine w i c h t i g e Folgerung i n Satz 
( 3 . 1 2 ) , der auch im nächsten K a p i t e l benutzt w i r d . 
Unsere Nummern ( 3 . 1 ) , ( 3 . 2 ) , ( 3 . 4 ) , ( 3 . 5 ) , ( 3 . 7 ) und 
( 3 . 8 ) entsprechen 2 . 9 , 2 . 10, 2 . 1 1 , 2 . 5 , 2 . 1 5 und 2 . 1 6 b e i 
P a r e i g i s [ 4 o ] . 
( 3 . 1) D e f i n i t i o n Sei Η e HopfmonC. Ein T r i p e l (Μ,ρ,χ) 
heißt H-rechts-Hopfobjekt, f a l l s (Μ,ρ) € £ H , (Μ,χ) € CH, 
siehe ( 1 . 1 ) , und das folgende Diagramm kommutiert: 
Μ <8> Η £ > Μ % > Μ ® Η 
ρ <8> ν 
i d ® *r ® i d Μ ® Η ® Η Θ Η > Μ ® Η ® Η ® Η 
d.h. wenn (mh) Q ® (mh)^ = τα^Υ , ® m^hg /\x e £, 
m <8> h e (Μ ® Η)(Χ). Ein Hopfobjektmorphlsmus i s t e i n 
Η 
Morphismus, der sowohl i n C u a l s auch i n £ l i e g t . Diese 
Kategorie w i r d m i t Η-Hopfobje bezeichnet. 
( 3 . 2 ) Satz Sei Η e HopfmonC. Dann sind d i e Funktoren 
H-HopfobjC — > £ und £ — > H-HopfobjC 
Μ > Μ Π Χ > Χ ® Η 
zueinander i n v e r s e Äquivalenzen von Kategorien. 
Beweis Wie k o n s t r u i e r e n d ie folgenden f u n k t o r i e l l e n 
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Isomorphismen: Μ*** ® Η "Γ ^ Μ und Χ ~ ^ (Χ ® Η ) Η * 
durch: α ρ 
a(m» ® h) = m»h = p(m« ® h ) , a" 1(m) = n^Xfrn.,) ® mg, 
ß(x) = χ ® 1 H = χ ® η Η , ß~1(x» ® h t ) = χι ε(ηΐ), 
Au,V,W,Z e £, mi® h e (M H* ® H)(U), m e M(V), x e X(W), 
χ 1 ® h« e (X ® H ) H * ( Z ) . Diese Morphismen sind offenbar 
a l l e f u n k t o r i e l l i n Μ bzw. X. 
cT 1 i s t w o h l d e f i n i e r t , denn 
X ( m 0 x ( m i ) ) 
= m0X(m^) ® m^Xfmg) da Μ € Η-HopfobJC 
= m 0X(m 2) ® η ε ^ ) da λ Antipode 
= m0X(m«|) ® η da ε Koein h e i t . 
χ und i d ® η haben a l s o d i e g l e i c h e Wirkung auf dem ers­
ten Faktor von of ^ (m), der deswegen im D i f f e r e n z k e r n 
l i e g t . (- ® Η erhält Kerne.) 
α und c f ^ sind i n v e r s zueinander; 
aof 1(m) = a(m0X(m.]) ® mg) = m^fm^mg 
= m^e(m«,) da λ Antipode 
= m da ρ unitär und e Koe i n h e i t . 
c f Ία(ιη· ® h) = cf 1 ( m t h ) = (m»h)0X ( (m«h) 1 ) ® (m»h) 2 
= m^h^im^hg) ® m^h^ da Mg H-Hopf ob j e , Hc HopfmonC 
= m'h^Xfhg) ® h^ da m« ® h e (M H* ® H)(U) 
= m^efh,,) ® h 2 da λ Antipode 
= m« ® h da e Koeinheit. 
-1 Η 
O f f e n s i c h t l i c h i s t α e £ Η· α € £ , denn 
χα" ^ m) = xfn^Xfn^) ® m 2) = m ^ f m ^ ® m2 ® m^  
= a" 1(m 0) ® m1 = (α"1 ® id)x(m). 
Damit sind α und cf 1 zueinander inverse Hopfobjektmor-
phismen. 
ß i s t w o h l d e f i n i e r t , denn 
χ(χ ® η) = Χ ® Δ(η) = (χ Θ η) <8> η = ( i d ® η)(χ ® η). 
β und β"1 sind offenbar i n £. Sie sind zueinander i n v e r s : 
ß~ 1ß(x) = ß'^x® η) = χε(η) = χ. 
ßß*"1(x« Θ h«) = ß(xte(h»)) = x ' e ( h t ) ® η = χι ® ε(πΐ)η 
^2) χι ® e(h^)h£ = χι ® h». 
(*) g i l t wegen xt <8> ht 6 (χ® H ) H * ( Z ) ==> 
xt ® h i ® η = ( i d ® η)(χ! ® ht ) = χ(χΐ ® h t ) = xt ® h} ® η£ 
==> χ» ® ε ( h t ) ® η = χι ® ε(η}) ® h£ = xt ® ht ® η ==> 
xt ® e ( h t ) = xt ® h t . 
Das nächste Lemma, das w i r j e t z t g l e i c h , aber auch 
später benötigen, i s t wieder von allgemeiner Natur. I n 
der Modultheorie i s t es bekannt i n der Form; "Dire k t e 
Summanden von e n d l i c h erzeugt p r o j e k t i v e n Moduln sind 
e n d l i c h erzeugt p r o j e k t i v . " Der g l e i c h e Beweis wie unten 
l i e f e r t auch die entsprechende Aussage für unseren B e g r i f f 
" e n d l i c h erzeugt p r o j e k t i v " . 
( 3 * 3 ) Lemma Seien A e MonC, Ν,Μ € C^, j e £ A(N,M) 
und s e i k e £^(M,N) eine R e t r a k t i o n von j . F a l l s Μ e n d l i c h 
über Α i s t , so i s t auch Ν e n d l i c h über A. 
Beweis Da Μ e n d l i c h über Α i s t , e x i s t i e r t e i n 
ρ ® A q e (M® A A [ M , A ] ) ( I ) m i t pq<x> = χ /\x e £, χ € M(X). 
Sei nun p» ® A qt e (N ® A A [ N , A ] ) ( l ) d e f i n i e r t durch: 
I > M ® A A[M,A] £ - — > Ν ® A A [ N , A ] . 
Sei Y g £, y e N(Y). Dann g i l t : ptqt<y> = 
= kp([ j , i d A ] q ) < y > = kp(q<jy>) = k(pq<jy>) = k ( j y ) = y, 
als o i s t auch Ν e n d l i c h über A. 
(3.4) Lemma Sei Η e HopfmonC und Μ e H-HopfobjC. 
Dann g i l t : 
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(a) MH* k a n > Μ b e s i t z t eine R e t r a k t i o n i n £. 
(b) F a l l s Μ außerdem e n d l i c h über I i s t dann i s t es 
auch M***. 
Beweis (a) Sei 6: Μ — > MH* d e f i n i e r t durch: 
o(m) = n^Xfm.,) / \ u e C, m e M(U). ό i s t w o h l d e f i n i e r t | 
der Beweis geht wie für o f 1 i n (3·2). Sei nun V € £ und 
m* e Μ (V). Dann g i l t : m£ ® m^  = m» ® η, also i s t 
6(mt) = πι·λ(η) = mt. 
(b) Die Behauptung f o l g t aus (a) und dem l e t z t e n Lemma. 
(3*5) Lemma Sei Η € HopfmonC m i t Antipode λ. Dann 
g i l t : 
(a) λ i s t e i n Monoidantimorphismus. 
(b) λ i s t e i n Komonoidantimorphismus. 
Beweis (a) Zu zeigen i s t : λ(η) = η und X(gh) = 
= X(h)X(g) /\x € £, g ® h e (Η ® H)(X). 
λ(η) = λ(η)η da η E i n h e i t 
= λ(τ1τ)τΐ2 da η € KomonC 
= ηε(η) da λ Antipode 
= η. 
X(gh) = X ^ e f g ^ h ^ h g ) ) da ε Koei n h e i t 
= X ( g 1 h 1 ) g 2 X ( g ^ ) e ( h 2 ) da λ Antipode 
= X ( g 1 n 1 ) g 2 e ( h 2 ) X ( g 3 ) 
= X ( g 1 h 1 ) g 2 h 2 X ( h 5 ) X ( g ^ ) da λ Antipode 
= X ( ( g h ) 1 ) ( g h ) 2 X ( h 3 ) X ( g 3 ) da Η e HopfmonC 
= £(g 1h 1)\(h 2)X(g 2) da λ Antipode 
= e f g , )e(h«, ) x ( h 2 ) X ( g 2 ) da ε e MonC 
= X ( £ ( h 1 ) h 2 ) X ( £ ( g 1 ) g 2 ) 
= X ( h ) \ ( g ) da ε Koeinheit. 
(b) Zu zeigen i s t : ε (λ) = ε und 
- 2 1 -
( x ( h ) ) 1 ® ( x ( h ) ) 2 = x ( h 2 ) ® x f h , ) Λ Υ € £ > H € H ( Y ) , 
ε(λ(η)) = ε(λ(η ι ε(η 2))) 
= e ( \ ( h , ) ) e ( h 2 ) 
= e ( x ( h 1 ) h 2 ) 
= εηε 
= ε. 
( X ( h ) ) 1 ® ( X ( h ) ) 2 
= ( X ( e ( h 1 ) h 2 ) ) 1 * ( X ( £ ( h 1 ) h 2 ) ) 2 
= ( e ( h 1 ) \ ( h 2 ) ) 1 β (ε( η ι)λ(η 2)) 2 
= ( X ( h 2 ) ) 1 β β(^)(λ(1ι 2)) 2 
= ( x ( h 3 ) ) 1 e x ( h 1 ) h 2 ( x ( h 3 ) ) 2 
= (λ(η 4)) 1 * X ( h 1 ) e ( h 2 ) h 3 ( \ ( h 4 ) ) 2 
= e ^ H x ^ ) ) , * x ( h 1 ) h 3 ( x ( h 4 ) ) 2 
= X ( h 2 ) h 3 ( x ( h 5 ) ) 1 * x ( h 1 ) h 4 ( x ( h 5 ) ) 2 
= X ( h 2 ) ( h 3 X ( h 4 ) ) 1 * X ( h 1 ) ( h 3 X ( h 4 ) ) 2 
= x ( h 2 ) ( e ( h 3 ) ) 1 * X ( h 1 ) ( £ ( h 3 ) ) 2 
= X ( h 2 ) £ ( h 3 ) β x f h , ) 
= X ( h 2 e ( h 3 ) ) * Xfh,) 
= λ(π 2) β Xfh,) 
da ε Koeinheit 
da ε e MonC 
da X Antipode 
da ε Koeinheit 
da X Antipode 
da ε Koeinheit 
da X Antipode 
da Η e HopfmonC 
da X Antipode 
da ε Koeinheit. 
j e t z t benötigen w i r wieder e i n allgemeines Lemma, 
das i n der Modultheorie gut bekannt i s t . Der gleiche 
Beweis wie unten l i e f e r t auch d i e entsprechende Aussage 
für unseren B e g r i f f " e n d l i c h erzeugt p r o j e k t i v " . 
( 3 . 6 ) Lemma Sei Α ε MonC, Μ e £ A> und Μ e n d l i c h 
über A. Dann g i l t : 
(a) A[M,A] i s t e n d l i c h über Α i n ^ C . 
(b) k: Μ — > A [ A [ M , A ] , A ] i s t e i n Isomorphismus, wobei 
( k ( x ) ) < y > = y<x> y\x,Y ε C, χ e M(X) und ye A [ M , A ] ( Y ) . 
Beweis (a) Da Μ e n d l i c h über Α i s t , e x i s t i e r t e i n 
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p ® A q € ( M ® A A [ M , A ] ) ( I ) m i t pq<x> = χ/\ Χ ε C, x e M(X). 
Sei pi ® q i € ( A [ A [ M , A ] , A ] ® A A [ M , A ] ) ( l ) d e f i n i e r t durch: 
I P * Q > M ® A A [ M , A ] k * t d > A [ A [ M , A ] , A ] ® A A [ M , A ] 
d.h. pt ® qt = k ( p ) ® q. Seien X,Y € C, χ e M(X) und 
y ε A [ M , A ] ( Y ) . Dann g i l t : ((p«<y>)qf )<*> = 
= ((k(p)<y>)q)<x> =( (y<p>)q)<x> = y<p>q<x> = y<pq<x» = 
= y<x>, a l s o i s t A[M,A] e n d l i c h über Α i n 
(b) s e i 1 € A £ ( A [ A [ M , A ] , A ] , M) d e f i n i e r t durch: 
l ( z ) = pz<q> Ζ ε C, ζ € A f A [ M , A ] , A ] ( Z ) . Dann g i l t : 
l k ( x ) = p ( k ( x ) ) < q > = pq<x> = x, und ( k l ( z ) ) < y > = 
= k(pz<q>)<y> = y<pz<q» = y<P>z<q> = z<y<p>q> = 
= z<p»<y>q'> = z<y># a l s o i s t 1 i n v e r s zu k. 
Aus diesem Lemma f o l g t j e t z t s o f o r t , daß der Funktor 
A [ - > A ] : £—^ £ A* e l n g e s c n r ä n k t a u f d i e v o l l e Unterkat. 
der über Α endlichen Objekte, eine Dualität, d.h. eine 
Antiäquivalenz von Kategorien i s t . Da der kanonische Mor-
phismus A[M,A] ® A A[N,A] — > A [ M ® A Ν, A ] , für Μ und Ν 
e n d l i c h über Α und A kommutativ, e i n Isomorphismus i s t 
(siehe p a r e i g i s [ 3 9 ] ) , i s t diese Dualität monoidal. Des-
halb gehen endliche Monoide (bzw. Komoide, Hopfmonoide) 
i n endliche Komonoide (bzw. Monoide, Hopfmonolde) über. 
( 3 . 7 ) Satz Sei Η e HopfmonC und Η e n d l i c h über I . 
Dann i s t H* e i n Η-Hopfobjekt. 
Beweis Vermöge V R # i s t H* e H # £ , a l s o Η* e C H m i t t e l s 
ξ: C(H*, Η* ® Η) C(Η* ® H #, H*), wobei £(f)(g* ® h*) 
= ( i d H # ® g * ) f ( h * ) /\ X € C, g* ® h* ε (Η* ® H*)(X). 
Es g i l t a l s o : 
(a) g*h* = V H # ( g * ® h*) = i(x)(g* ® h*) = ( i d β g*)x(h*) = 
= h*g*<h*> X,Y e C, g* ε H*(X), h* € H*(Y). Dann g i l t 
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/\x,Y,Z ε C, g* ε H*(X), h* € H*(Y), h € H(Z): 
(b) g ^ h ^ h ^ h ^ = (g*h*)<h> nach der Def. von ^ 
= h*<h>g*<h*> nach ( a ) . 
Vermöge V*H i s t Η c CH, a l s o H* c ^  durch: 
(c) (hh*)<g> = h*<gh> = h * < ^ ( g β h)>, /\x,Y,Z € C, 
h € H(X), h* € H*(Y), g 6 H(Z). 
Da, nach Lemma ( 3 . 5 ) , X e i n Monoidantimorphismus i s t , 
können w i r eine S t r u k t u r H* € C„ d e f i n i e r e n , wenn w i r 
—Η 
die obige Operation folgendermaßen durch λ m o d i f i z i e r e n : 
(d) (h*-h)<a> = h*<aX(h)> /\x,Y,Z ε C, h* ε H*(X), 
h e H(Y), a e H(Z). Da λ auch e i n Komonoidantimorphis-
mus i s t , siehe ( 3 ·5), g i l t auch: 
(e) ( b X ( a 1 ) ) 1 β ( b ( X ( a i ) ) 2 = b 1 ( X ( a 1 ) ) 1 β b 2 ( X ( a 2 ) ) 2 = 
= h^X(a.2) β b ^ i a - j ) , /\x,Y ε C, a e H(X), b € Η(Υ). 
J e t z t zeigen w i r , daß H* e i n H-rechts-Hopfobjekt i s t , 
d.h. daß χ aus (a) m i t der i n (d) angegebenen S t r u k t u r 
im Sinne von D e f i n i t i o n ( 3 · 1 ) verträglich i s t . Seien 
X,Y € C, h* ® a e (Η* ® H)(X) und b 9 g* € (Η ® H*)(Y). 
Dann g i l t : (x(h*-a))<b β g*> = 
= (h*«a)0<b>(h**a)1<g*> (übliche Schreibw.) 
= (h*-a) Q<b>g*<(h*-a) 1> durch Η = Η**, ( 3 . 6 ) 
= (g*<h 1>)(h*-a)<b 2> nach (b) 
= g*<b1>h»<b2X(a>> nach (d) 
= g*<b 1e(a 2)>h*<b 2X(a 1)> da ε Koeinheit 
= g*<bj\(a 2)a^>h*<b 2X(a 1)> da λ Antipode 
= ( a 3 g * ) < b 1 X ( a 2 ) > h * < b 2 X ( a 1 ) > nach (c) 
= ( a 3 g * ) < ( ^ i X ( a 1 ) ) 1 > h * < ( b 2 x ( a 2 ) ) 2 > nach (e) 
= ( ( a 2 g * ) h * ) < b X ( a i ) > Def. von v H # 
= ( ( ( a 2 g * ) h * ) - a 1 ) < b > nach (d) 
= (( n 5(( a 2 s*)< h t>)) ' a i)< b > n a c h ( a ) 
-24-
= ( ( h * - a 1 ) ( ( a 2 g * ) < h * > ) ) < b > 
= ( ( h * . a i ) g * < h * a 2 > ) < b > nach (c) 
= (h*. a i)<b>g*<h*a 2> 
= (h*-ai)<b>(h^a2)<g«> durch Η = Η**, ( 3 . 6 ) 
= ((η*. & 1) e (h1fa 2))<b β g*>. 
Also i s t χ(η* a) = hg a^ ® h^a 2, was zu beweisen war, 
( 3 * 8 ) Satz Sei Η e HopfmonC und Η e n d l i c h über I· 
Dann e x i s t i e r e n P,P» e C, P, Pf e n d l i c h über I , m i t 
Η* = Ρ ® Η i n £ H und Η = Ρ» β Η* i n C R #. 
Beweis Die erste Aussage f o l g t aus ( 3 . 2 ) , ( 3 . ^ ) ( b ) 
und ( 3 . 7 ) m i t Ρ := ( H * ) H . Die zweite i s t völlig analog 
zur erste n . 
j e t z t bringen w i r wieder zwei allgemeine Lemmata, 
die i n der Modultheorie bekannt sind. Der Beweis des 
ers t e n l i e f e r t eine analoge Aussage auch für unseren 
B e g r i f f " e n d l i c h erzeugt p r o j e k t i v " (bzw. "Progenerator") 
a n s t e l l e von " e n d l i c h " (bzw. " t r e u p r o j e k t i v " ) . Der Beweis 
des zweiten Lemmas, das eine A r t T r a n s i t ! v i t a t des B e g r i f f s 
" e n d l i c h erzeugt p r o j e k t i v " d a r s t e l l t , läßt sich n i c h t i n 
analoger Weise für den B e g r i f f " e n d l i c h " durchführen, da 
eine B-Linearität immer f e h l t . Das Lemma w i r d nur für 
zwei Aussagen, ( 3 . 1 1 ) und (4.6) benutzt, d i e für diese 
A r b e i t n i c h t w e s e n t l i c h sind. Nach Lemma ( 1 . 5 ) f a l l e n d i e 
zwei B e g r i f f e zusammen, f a l l s I K o k e r n - p r o j e k t i v i n C 
i s t . Dies i s t b e k a n n t l i c h der F a l l für C = k-Modt g i l t 
aber n i c h t für d i e Kategorie der quasivollständigen, 
t o n n e l i e r t e n , topologischen Vektorräume, siehe ( 1 0 . 9 ) . 
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( 3 * 9 ) Lemma Seien S € £ und Α,Β € CMonC. P a l l s S 
endlich (bzw. treuprojektiv) über I und Α endlich (bzw. 
treup r o j e k t i v ) über Β i s t , i s t S ® Α endlich (bzw. treu­
p r o j e k t i v ) über B. 
Beweis Zunächst g i l t : ß [ S 9 A, B] = [S, ß [ A , B ] ] = 
= [ S , I ] 9 B [ A , B ] , wobei der l e t z t e Isomorphismus, für S 
endlich, aus Pareigis [ 3 9 ] folgt. 
(a) S e i s (bzw. A ) endlich über I (bzw. B). Dann e x i s t i e r e n 
t Θ ρ € (S β [ S , I ] ) ( l ) und b ® q € (A ® ß ß [ A , B ] ) ( i ) mit 
tp<s> « s und bq<a> « a./\x,Y e £, s e S(X), a e A ( Y ) . 
Sei t« ® p» d e f i n i e r t durch: 
( 8 β [ S J ] β A « B B [ A , B ] ) ( I ) a t «> ρ ® b ® q 
= ((S ® A ) ® ß ( [ S , I ] 9 ß [ A , B ] ) ) ( l ) 
= ((S 9 A ) ® ß ß [ S 9 A, B ] ) ( I ) 9 t t 9 pi 
Dann g i l t : (t« 9 p»)<s 9 a> - ( t 9 b)(p 9 q)<s 9 a> = 
= tp<s> 9 bq<a> = s 9 a/\x e £, s β :ra € (S 9 A ) ( X ) , 
a l s o i s t S 9 Α endlich über A. 
(b) Sei S (bzw. A ) treuprojektiv über I (bzw. B). Dann 
e x i s t i e r e n auch ρ 9 Ίί e ( [ S , I ] 9 S ) ( l ) und 
q 9 ¥ ε ( B [ A , B ] 9B A ) ( I ) mit ρ<ΐ> = und q<b> « η β. 
Sei ρ· ® Ti« d e f i n i e r t durch: 
( [ S , I ] 9 S 9 ß [ A , B ] 9B A ) ( I ) 3 ρ <8> ΐ ® q ® b 
= ( ( [ S , I ] 9 ß [ A , B ] ) ® ß (S 9 A ) ) ( I ) J 
= ( ß [ S 9 A, B] <8>ß (S 9 A ) ) ( I ) 3 p» 9 t« 
Dann g i l t : ρ'<^·> = (ρ® q)<t ® b> - p<t> 9 q<b> = 
= ® η β « η β , a l s o i s t S 9 Α treuprojektiv über B. 
(3· TO) Lemma Seien A,B c CMonC, Β € pC_, C € g£, 
und C (bzw. B) endlich erzeugt projektiv über Β (bzw. A ) . 
Dann i s t C endlich erzeugt projektiv über A, wobei 
C € A£ durch A 9 C — > C: a 9 c — > (a 1 R ) c. 
. 2 6 . 
Beweis Wegen der Voraussetzungen e x i s t i e r e n 
c ® ρ e (C β B [ C , B ] ) ( I ) und b ® q € (Β ® A [ B , A ] ) ( l ) mit 
cp<c«> - c« und bq<bi> « b» Λ χ > γ € C, c» € C(X), 
b» € B(Y). Sei cb ® qp € (C ® A [ C , A ] ) ( l ) d e f i n i e r t durch: 
I b ® q ® ° ® P > Β · A[B,A] ® C ® B [ C , B ] - = 
C ® Β ® A[B,A] * B[C,B] — ^ C ® A[C,A] 
Dann g i l t : cb(qp)<c«> « cbq<p<c«» « cp<c»> - c« /\x e C, 
c» € C(X), a l s o i s t C endlich erzeugt projektiv über A. 
11) Satz S e i S ε MonC, A e HopfmonC, Α endlich 
über I und S A-Oaloiesch über I . Dann g i l t : 
(a) S i s t endlich über A*. 
(b) D i s t endlich über A*. 
Beweis (a) Aus der Definiton von W S i s t A-Galoissch 
über i n f o l g t , daft S endlich über I i s t , und, daß 
A 
7 € £(S ® S, S ® A) e i n Isomorphismus i n £ 1 s t , a l s o 
auch i n A # £ , wobei A * auf den rechten Paktor operiert. 
Α i s t endlich über A* wegen Satz ( 3 . 8 ) , a l s o i s t S ® A 
endlich über A*, wegen Lemma (3·9)> und S ® S i s t end-
l i c h über A*, da γ e i n Isomorphismus i n A # £ i s t . Da, nach 
Satz ( 2 . I 8 ) ( a ) , η e C ( I , S ) eine Retraktion i n £ b e s i t z t , 
b e s i t z t η ® i d ß € C(S, S ® S) eine Retraktion i n A # £ , 
als o i s t S endlich über A*, wegen Lemma ( 3 · 3 ) · 
(b) Aus Satz ( 2 . 1 7 ) und den Morita-Sätzen ( 1 . 6 ) f o l g t , 
daß Q endlich über I i s t . Wegen D = S ® Q i n i s t i n s -
besondere D = S ® Q i n A # £ . Da S endlich über A* und Q 
endlich über I i s t , i s t dann D endlich über A*. 
Der nächste Satz, eine Folgerung aus Satz ( 3 · 8 ) , 
wird im Beweis von Satz ( 4 . 5 ) , und damit für den Haupt-
satz, verwendet. 
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( 3 . 1 2 ) Satz Seien Β ς HopfmonC, Β e n d l i c h über I , 
Μ e B # £ und h e B*£(B*, Μ)· F a l l s h eine R e t r a k t i o n i n 
£ b e s i t z t , b e s i t z t es auch eine R e t r a k t i o n i n ß # £ . 
Beweis Zunächst haben w i r folgende f u n k t o r i e l l e I s o -
morphismen: ß»£(-, B*) = B«£(-> [ B , I ] ) = C(B ® B # -, I ) 
= £(P β Β* ® ß # -, I ) wegen Satz ( 3 . 18) 
= £(P ® -, I ) . 
Das folgende Diagramm kommutiert: 
B*£(M, B«) -5 2 > B*£(B*, B*) 
Ψ C ( i d ® h, i d ) Φ 
£(P β Μ, I ) - ± — > £(P ® Β*, I ) 
F a l l s 1 eine R e t r a k t i o n von h i n £ i s t , i s t 
£(id p ® 1, ±άτ) e i n S c h n i t t von £(id p ® h, i d I ) . Deshalb 
sin d £(idp ® h, i d ^ ) und B»£(h, i d ß # ) s u r j e k t i v , a l s o 
e x i s t i e r t e i n k c ß*£(M, B*) m i t i d ß * = ß*£(h, i d ß # ) ( k ) 
= kh. 
( 3 . 1 3 ) Bemerkung Satz ( 3 . 1 2 ) besagt, daß B* r e l a t i v 
i n j e k t i v bezüglich des Vergiß funk t o r s V: ß * £ — > £ i s t . 
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4 . Untermonoide und Hauptsatz ' 
I n diesem K a p i t e l w i r d der Hauptsatz der Galois-
Theorie, eine Aussage über den Verband der Untermonoide 
e i n e r Galoisschen Erweiterung, bewiesen. E i n w i c h t i g e r 
S c h r i t t davon i s t der Satz ( 4 . 9 ) , der uns e r l a u b t , von 
B* 
S auf B* zurückzuschließen. Dieses Zurückschließen, 
das i n der Theorie e n d l i c h e r Körpererweiterung e i n f a c h 
m i t Dimensionsargumenten bewältigt w i r d , e r f o r d e r t schon 
i n der algebraischen Theorie e n d l i c h e r , kommutativer 
Ringerweiterungen w e s e n t l i c h mehr Aufwand. Hierzu e r w e i s t 
sic h d i e Morita-Theorie a l s r e c h t gut geeignet. 
( 4 . 1 ) D e f i n i t i o n Seien S e CMonC, A,B e CHopfmonC, 
Α e n d l i c h über I und s e i e € HopfmonC(Α,Β) eine Retrak­
t i o n i n £. Sei w e i t e r h i n S e i n A-Koobjekt-Monoid. Wir 
B* 
d e f i n i e r e n Τ := S , und 
α 1 := ( i d g ® e)a: S > S ® Β = S ® τ (Τ ® B). 
( 4 . 2 ) Lemma M i t den Voraussetzungen von oben i s t S 
Τ <8> B-Koobjekt-Monoid über T. 
Beweis Die algebraischen Bedingungen i n D e f i n i t i o n 
( 2 . 1 ) , j e t z t bezüglich - ® T -, werden t r i v i a l e r w e i s e er-
h a l t e n . 
( 4 . 3 ) D e f i n i t i o n Seien S, A, B, e, Τ und α» wie oben. 
Dann d e f i n i e r e n w i r : 
Dt t= S # T (Τ® B*) € D,C T, Qi := ( D t ) T ® B * € T £ D f , 
f := ^ D , ( J S ® T J Q I ) e D , £ D t ( S ® TQt, D«), und 
g f := ^ f ( J Q f ® Di " s ) e T£ T(Q« ® D,S, T ) , wobei 
j«: S — > D», j t: Qi — » Dt und 
s Q i d <8> e* 
J D , : Dt = S ® τ (Τ ® B*) = S ® B* > S ® A* = D 
die kanonischen I n k l u s i o n e n sind. 
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(4.4) Lenuna (D», Τ, S, Qf, f ! , g') i s t e i n M o r i t a -
Kontext. 
Beweis Die Kommutativität der Diagramme i n D e f i n i -
t i o n ( 1 . 2 ) w i r d t r i v i a l e r w e i s e e r h a l t e n ; siehe auch 
Lemma ( 2.14). 
(4.5) Satz Seien S, A, B, e, Τ, αϊ, D«, Q«, f und 
g« wie oben, und s e i S A-Galoissch über I . Dann g i l t : 
(a) f« und g« sind r a t i o n a l s u r j e k t i v (und somit Isomor-
phismen). 
(b) S i s t Τ ® B-Galoissch über T. 
(c ) S i s t t r e u p r o j e k t i v über Τ und η: Τ — > S b e s i t z t 
eine R e t r a k t i o n i n T £ . 
Beweis (a) ( 1 ) Satz ( 3 . 1 2 ) l i e f e r t d i e Existenz 
eines k e B #C(A*, B*) m i t ke* = i d ß * . Sei 
1 ·= i d g ® k € £(D, D 1 ) . Wegen k e i s t dann 1 ε D f £ 
und 1(Q) <=: Q I , d.h. es g i b t e i n Τ e C(Q, Q«) m i t 
I J Q = j Q | T . Außerdem i s t 1 J D I = i d D l . Aus Satz ( 2 . 1 7 ) 
f o l g t , daß f e nC D(S ® Q, D) r a t i o n a l s u r j e k t i v i s t , 
a l s o e x i s t i e r t e i n χ ® w e (S ® Q ) ( l ) m i t f (χ ® w) = 
= η Β € D ( I ) . Dann g i l t : τ^, = l J D l n D = U D , f ( x « w) = 
= 1 J D I (xw) = xT(w) da J D F € gC, 1 € gC und 1(Q) CQ' 
= f t (χ ® T ( w ) ) , a l s o i s t χ ® T(w) e (S ® T Q 1) ( i ) 
und f« (χ ® T ( w ) ) = η Β Ι und deswegen i s t 
F F € D 1 — D« ( S ®T 1 ) 1 ^ a u c n r a t i o n a l s u r j e k t i v . 
( 2 ) Um die r a t i o n a l e Surjektivltät von g» zu zeigen, 
s t e l l e n w i r zunächst e i n i g e B e g r i f f e zusammen: 
ß(b ® t ) = ( i d g ® b ) a ( t ) /\x e £, b ® t e (A* ® S ) ( X ) , 
ßi(b® t ) = (idg® b ) a t ( t ) = (id® b e ) a ( t ) = 
* ( i d ® e * ( b ) ) a ( t ) = ß(e* ® i d ) ( b ® t ) /\ X e C, 
b ® t e (Β* ® S ) ( X ) , a l s o i s t ßi a ß( e* ® i d g ) , 
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ψ* = v s ( i d s Ä ß f ) € £ i D I ® s ' s ) # 
Sei nun X € C und s ® b ® t e (D ® S)(X) = (S ® A* ® S)(X). 
Dann g i l t : ψ 1 ( 1 ® i d s ) ( s ® b ® t ) 
= ψ«(s ® k ( b ) Θ t ) nach der Def. von 1 
= sßi(k(b) ® t ) nach der Def. von ψ· 
= sß(e*(k(b)) ® t ) da ßt = ß(e* ® i d ) 
= sß(b ® t ) da e*k = i d ß # 
= f ( s Φ b Φ t ) nach der Def, von ψ. 
Also i s t ν · ( 1 Φ i d g ) = ψ. 
( 3 ) Aus Satz ( 2 . 1 7 ) f o l g t , daß g e C(Q ® D S, I ) r a t i o n a l 
s u r j e k t i v i s t , a l s o e x i s t i e r t e i n q ® D s e (Q ® D S ) ( l ) 
m i t g(q ® D s) s η s i d j e l ( l ) . Dann g i l t : 
η χ - g(q ® D s) 
= I K J Q ® d i d s ) ( q ®D S^ n a c h d e r D e f e V O n g 
= r ( U Q * D , i d g ) ( q ® D s) da ψ· ( 1 ® i d g ) = V 
= * O Q . ®D« " s J f 1 ^ ) V S> d a 1 JQ = jQ T 
= g»(T(q) ® D I s ) , a l s o i s t T(q) ® D I s e (Q I ® S ) ( l ) 
und g i (T(q) ® D I s) = η Ι und deswegen i s t 
g i e £(Qi ® D , S, I ) auch r a t i o n a l s u r j e k t i v . 
(b) und (c) f o l g e n j e t z t aus ( 2 . 1 1 ) , ( 2 . 1 7 ) und ( 2 . l 8 ) ( a ) . 
Bemerkung Dieser Satz e n t s p r i c h t Theorem 1 0 . 3 b e i 
Chase und Sweedler [ 1 1 ] , aber der Beweis wurde geändert. 
Wir sehen nämlich n i c h t , wie man Theorem 8 . 4 b e i Chase 
und Sweedler benutzen kann, ohne zu wissen, daß S n i c h t 
nur über R, sondern auch über Τ t r e u i s t . 
Der Beweis der nächsten Folgerung verwendet Lemma 
( 3 · 1 0 ) . Sie w i r d im Folgenden n i c h t benutzt. 
( 4 , 6 ) Folgerung Seien A,B € HopfmonC, Α e n d l i c h 
über I und e β HopfmonC(Α, Β) eine R e t r a k t i o n i n C. 
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Sei w e i t e r h i n I K o k e r n - p r o j e k t i v i n £. Dann i s t A* end­
l i c h a l s l i n k s - und rechts-B*-Objekt. 
Beweis Nach Satz ( 2 . 5 ) i s t Α A-Galoisgch über I . Mit 
Τ := A B* und Satz ( 4 . 5 ) ( b ) i s t A T ® B-Galoissch über Τ 
und deshalb i s t Α auch e n d l i c h über Τ ® B*, nach Satz 
( 3 · 1 1 ) . Wegen Satz ( 2 . l 8 ) ( a ) b e s i t z t Τ — > A eine Retrak­
t i o n i n T £ , und deshalb i s t Τ e n d l i c h über I , nach Lemma 
( 3 . 3 ) . Dann i s t Τ ® B* e n d l i c h über B*, nach Lemma ( 3 . 9 ) . 
F o l g l i c h i s t Α e n d l i c h über B*, nach Lemma ( 3 . 1 0 ) . M i t 
Satz ( 3 - 8 ) schließen w i r dann, daß A* e n d l i c h über B* 1 s t · 
(4.7) Lemma Seien s € MonC, A € HopfmonC, S A-Ga-
l o i s s c h über I , und R e CMonC. Dann i s t R ® S R ® A-Ga-
l o i s s c h über R. 
Beweis Der Funktor R ® - erhält t r i v i a l e r w e i s e a l l e 
algebraischen Bedingungen i n D e f i n i t i o n ( 2 . 1 ) und D e f i n i -
t i o n ( 2 . 2 ) . R ® S i s t wieder t r e u p r o j e k t i v (über R) 
wegen Lemma (3 ·9) · 
( 4 . 8 ) Lemma Seien A,B c CHopfmonC1 Α und Β e n d l i c h 
über I | e e HopfmonC(A,B) eine R e t r a k t i o n i n Cj 
S,R e CMonC, und S A-Galoissch über I . Dann g i l t : 
( R * S ) R e B * = R ® S B\ 
Beweis Mit Τ := SB* und Satz ( 4 . 5 ) sehen w i r , daß 
S Τ ® B-Galoissch über Τ i s t . Wegen Lemma (4.7) i s t dann 
R < 8 > S = ( R ® T ) ® T S R ® T ® B-Galoissch über R ® T. 
Nun g i l t : 
(Η· S ) R e B * = ( ( R O T ) ® T S ) R Ä Τ β B * 
= ((R ® T) ® T S ) t R e Τ ® B, R ® T] 
~ R ® Τ wegen Satz ( 2 . 8 ) 
B* 
= R ® S · 
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(4.9) Satz Seien Α, Β e CHopfmonC, Α e n d l i c h über I , 
e € HopfmonC(A,B) eine R e t r a k t i o n i n £, und j € £(A , A) 
der kanonische Morphismus. Dann i s t 
A B « - L - » A e > B 
ηε ? 
e i n Differenzkokerndiagramm i n CMonC. 
B* 
Beweis Α i s t e i n Untermonoid von A, a l s o i s t 
(Α, V») e Mon n-C, m i t 
A ö ~ 
Nach Satz (4.5) i s t A A B* ® B-Galoissch über AB*, a l s o 
i s t 71 := (V· ® i d ß ) ( i d A ® α·): Α ® ß * A — > Α ® Β e i n 
Isomorphismus. 
Sei A e C ( l ® R- A, B) d e f i n i e r t durch: 
~ A ü 
1 ( 1 Ι ® Α Ύ Ι 
I <8> ß # A = I ® A Α ® ß # A — - — - > I ® A A ® B = I ® B = B. 
A A 
Α i s t auch e i n Isomorphismus, und A(x ® a) = xe(a) ^  X e £, 
x ® a e ( I ® ß * A ) ( X ) . Nach K o n s t r u k t i o n i s t das folgende 
Diagramm e i n Faserproduktdiagramm i n CMonC: 
ÄB* J 
I ε ρ(η ® i d ) J 
J p ( i d β η) * 
> A 
e 
η 
Β 
wobei ρ = kan: I ® A — > I ® Α, Αρ(η ® i d ) = e, 
Α ΰ 
A p ( i d ® η) = η. J e t z t f o l g t d i e Behauptung durch einen 
V e r g l e i c h der u n i v e r s e l l e n Eigenschaften. 
Bemerkung Bis j e t z t i s t d i e Kommutativität von Α vor a l ­
lem benutzt worden, um wieder eine symmetrische monoidale 
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Kategorie zu bekommen, wie das für d i e D e f i n i t i o n 
A 
von Hopfmonoiden e r f o r d e r l i c h i s t . Sogar der l e t z t e Satz 
läßt s i c h ohne Kommutativität von Α ausdrücken: F a l l s 7* 
e i n Isomorphismus i s t , dann auch Λ, und man hat das f o l ­
gende Differenzkokerndiagramm i n £: 
A B % A = I S A B* <8> Α ^ I ® A — > I ® A Β. 
— » A B 
Diese Eigenschaft würde im Beweis des nächsten Satzes 
auch genügen. 
( 4 . t p ) Satz seien A , B VB 2 e CHopfmonC, Α e n d l i c h 
über I , e i e HopfmonC(A,B^) eine R e t r a k t i o n i n £, 
S e CMonC, und S A-Galoissch über I . Dann g i l t : 
B* Bt 
B t C B 2 < = = = => S c S , und insbesondere: 
Bt B£ 
B* = <==> S = S . 
Beweis (a) Sei Bif ^  B|, d.h. es e x i s t i e r t e i n Mono-
morph! smus Bif — > B£. Da B^  und B 2 e n d l i c h sind,' i s t das 
Duale e i n Epimorphismus B 2 — > B v Aus der D e f i n i t i o n des 
FixObjekts f o l g t dann d i e Existenz eines Monomorph!smus, 
der das folgende Diagramm kommutativ ergänzt: 
S > S Γ S ® B 1 
'BS I Β* B* 
S c > S ^ S ® B 2, d.h. S c S . 
BÄ t Bif 
(b) Sei j e t z t S ^ > S und betrachten w i r das 
große Diagramm auf der nächsten S e i t e , k^, eine Retrak-
t i o n von j ^ , e x i s t i e r t nach Satz ( 2 . l 8 ) ( a ) . Die Quadrate 
I , I I I , V und V I I kommutieren nach Lemma ( 4 . 8 ) . 7^ und 7 2 
e x i s t i e r e n d e r a r t , daß I I und V I kommutieren, w e i l 7 e i n 
S <g> A*-Morphismus i s t . IV kommutiert nach Voraussetzung. 
Wir haben a l s o einen Monomorphismus 
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1 = ( i d s ® k ^ J l = ( i d g ® k , J 2 ) e [S,s]£* D a S treupro-
j e k t i v i s t , i s t S ® -: £ — > ^ g gj£ eine Kategorien-, 
äquivalenz nach Satz ( 1 . 6 ) , und f o l g l i c h i s t auch 
Β* B* 
k ^ j 2 e £(A , A ) e i n Monomorph!smus, und das folgende 
Diagramm kommutiert: 
BS 
k 1 j 2 I 
I 
wobei der Epimorphismus B 2 ^ wegen Satz (4.9) 
e x i s t i e r t . Also g i l t : B^ c B£. 
S ® A < ^ S ® A 
(S ® A ) 
(s ® s) 
S ® Btf 
S ® B^ 
s ® s 
idg® i 
s ® s 
B $ 
(s ® s) 
S ® B* 
1 S ® B* 
( S ® A) — 
\ 
> S ® A 
I I 7 ^ 
s ® s 
I I I 
-> s ® s 
IV 
s ® s 
-» s ® s 
V I II? 
B* 
S ® A 
V I I 
i d g » j 2 
i d g * k 2 
-> S ® A 
S ® A 
- 3 5 -
( 4 . 1 1 ) Hauptsat2 Seien A,B1,Bg e CHopfmonC, Α end­
l i c h über I , e i e Hopfmonc (A, B.^ ) eine R e t r a k t i o n i n C, 
S € CMonC, und S A-Galoissch über I . Dann g i l t : 
(a) SA* = I . 
(b) M i t Τ : = SB* i s t S Τ ® B-Galoissch über T, als o 
i s t insbesondere S t r e u p r o j e k t i v über T, und 
Τ — > S i s t e i n S c h n i t t i n T £ . 
BÄ Bif 
(c) Bif c B* <==> S c S , und insbesondere: 
B^ = Bg <==> S = S . 
Beweis (a) f o l g t aus Satz ( 2 . 8 ) , (b) aus Satz ( 4 . 5 ) 
und (c) aus Satz ( 4 . 1 ο ) . 
I n dem Hauptsatz haben w i r j e t z t eine i n j e k t i v e , 
ordnungsumkehrende Abbildung von dem Verband derj e n i g e n 
Unterhopfmonoide von A*, die i n C S c h n i t t e s i n d , i n den 
Verband der Untermonoide von S. Die Untermonoide von S, 
d i e im B i l d d i e s e r Abbildung vorkommen, d.h. si c h a l s 
Fixmonoide b e i Unterhopfmonoiden von A* d a r s t e l l e n lassen, 
müssen Schnitte i n £ s e i n , sind aber im allgemeinen schwie-
r i g zu c h a r a k t e r i s i e r e n . Dies i s t schon der F a l l i n der 
Galois-Theorie von kommutativen Ringen, siehe Chase, 
Harrison und Rosenberg [ ίο], Chase und Sweedler [ Ή ] , 
Magid [ 3 2 ] und Takeuchi [ 5 1 ] . 
Ein S c h r i t t i n die Richtung der C h a r a k t e r i s i e r u n g 
d i e s e r Untermonoide von S i s t der folgende Satz. Er ent­
s p r i c h t Aussage ( 1 1 . 4 ) , Seite 79 oder einem T e i l von 
Theorem 7 . 6 ( b ) i n Chase und Sweedler [ 1 1 ] · Unser Beweis 
i s t jedoch v i e l e i n f a c h e r a l s K a p i t e l 11 b e i Chase und 
Sweedler, und e r f o r d e r t weniger Voraussetzungen: Wir be­
nötigen nur unseren Satz ( 3 . 8 ) , und n i c h t d i e v o l l e 
Frobenius-Eigenschaft i n Lemma- 9 . 5 b e i Chase und Sweedler. 
Wir verwenden außerdem keine Null-Objekte oder A n u l l a t o r e n . 
( 4 . 1 2 ) Satz Seien A,B e CHopfmonC, Α e n d l i c h über I , 
e € HopfmonC(A,B) eine R e t r a k t i o n i n £, S e CMonC, S 
A-Galoissch über I , und i : Τ — > S e i n Untermonoid, das 
i n £ e i n S c h n i t t i s t . 
(a) Die folgenden Aussagen sind äquivalent: 
( i ) Τ = SB*. 
( i i ) 7(S ® T) = S ® AB*, d.h. es g i b t einen Isomor­
phismus 7, der das folgende Diagramm kommuta-
t i v ergänzt: 
S Φ S > S ® A 
|id s® i Tidg® j 
V B* S ® T — — — > S ® A 
II ( i d <a e)A v 
S β D i f f k e r ( A — f A <8> B). 
i d β η > 
( i i i ) Es g i b t einen Isomorphismus 7p, der das folgende 
Diagramm kommutativ ergänzt: 
S ® A* 2 > [S,S] = S ® S* 
| i d s ® kan | t i , i d S ] 
S <8> A*//B* - 1 - > [T,S] = S ® T* 
V( l d β e*) v 
S «> D i f f koker (Α* ® Β* ^ A*). 
i d Μ ε > 
(b) F a l l s £ = k-Mod, m i t einem kommutativen Ring k, sind 
die obigen Aussagen äquivalent zu: 
f i v ) /\w € S ® A*[w(T) = 0 <==> w e S ® A * ( B * ) + ] , 
wobei ( B * ) + das Augmentationsideal von B* be-
zeichnet. 
Beweis " ( j ) <==> ( i i ) " : Genauso wie im Beweis von 
Satz ( 4 . 1 0 ) betrachten w i r das folgende (etwas abgekürzte) 
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Diagramm 
.Β* S ® S 
II? 
S <8> A 
4 \ 
7 n* 
S ® Τ 
- 1 -
B* 
i d s € > J 
S 
<id sä 1 kB 
> 
s ® s 
II? 
7 
\ 
i d s » ι 
i d g & k 
Iii 
s ® s.' 
7 ß 7 = ( i d s ® k B J ) 7 " 7 = ( i d s ® k B i ) € [ S j S ] C i s t e i n 
Isomorphismus und S i s t t r e u p r o j e k t i v , a l s o i s t auch 
k ß i e £(T, S ) e i n Isomorphismus, d.h. d i e zwei Unter-
objek t e sind g l e i c h . 
" ( i i ) <==> ( I i i ) " : ( i i i ) i s t eine D u a l i s i e r u n g von ( i i ) , 
m i t den Methoden von Satz ( 2 . 1 1 ) . 
" ( i i i ) <==> ( l v ) " : M it H i l f e des Homomorphiesatzes i s t 
( i i i ) äquivalent zur G l e i c h h e i t der Kerne der zwei A b b i l -
dungen, und es g i l t : 
Ke(S ® A* — > [ T , S ] ) = Ke(s ® A* — > S ® A*//B*) 
= S ® Ke(A* — > A*//B*) da s t r e u p r o j e k t i v i s t , 
= S ® A*(Kee ß #) = S ® A * ( B * ) + , 
Schneider [ 3 4 ] und Lemma ( 5 . 1 ) . 
siehe Oberst und 
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5. Normale Unter- und Faktorhopfmonoide 
I n diesem K a p i t e l untersuchen w i r den B e g r i f f der 
Normalität für Unter- bzw. Faktorhopfmonoide und dessen 
Bedeutung i n der Galois-Theorie. Im S p e z i a l f a l l e i n e r 
separablen Körpererweiterung e r h a l t e n w i r wieder den 
B e g r i f f eines N o r m a l t e l l e r s , wie man aus B e i s p i e l ( 6 . 9 ) 
und Lemma ( 7 . 4 ) s i e h t . Satz ( 5 . 3 ) l i e f e r t eine neue und 
in t e r e s s a n t e C h a r a k t e r i s i e r u n g des Normalitätsbegriffs, 
auch für den F a l l £ = k-Mod. Satz ( 5 - 5 ) wurde für den 
F a l l £ = k-Mod auch noch n i c h t b e t r a c h t e t . Unser Lemma 
( 5 . 1 ) , zusammen m i t Satz ( 4 . 9 ) , enthält d i e Aussagen 
2.1 und 2 . 2 b e i Oberst und Schneider [ 3 4 ] . Wir haben 
diese " r e i n a l g e b r a i s c h " bewiesen, m i t weniger Aufwand 
a l s b e i c^ase und ^ weetllor [ 1 1 ] und insbesondere ohn« 
Verwendung der Theorie der algebraischen Gruppen. 
( 5 . 1 ) Lemma Seien Α, Β e CHopfmonC, Α e n d l i c h über I , 
B* 
e e HopfmonC (A,B) eine R e t r a k t i o n i n £ und j:A» := A —> A 
der kanonische Morphismus. Seien Η,Η· € HopfmonC, Η ko-
kommutativ, Η e n d l i c h über I , i e HopfmonC(Η',H) e i n 
S c h n i t t i n £ und 
Η ® Η 1 V ( l d ® i ) Ν Η -2-^ H//H» e i n D i f f e r e n z k o k e r n i n 
β ε * 
£. Dann g e l t e n : 
ν(J * l d ) 
(a) Α» ® Α Γ A — > Β i s t e i n D i f f e r e n z k o k e r n 
ε 6 i d > 
i n £ und i n CMonC. 
( l d <8> 7τ)Δ v 
(b) H» -1—> Η ς" Η ® H//H» i s t e i n D i f f e r e n z k e r n 
— i d » η > 
i n C und i n der Kategorie der kokommutativen Komonoide 
i n C. 
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Beweis (a) Betrachten w i r das kommutative Diagramm; 
Vfj ® i d ) 
Α» β A ^ A - > Β 
+ ε ® i d > / h * 
III? _^  II? A l l ? • i d ® v(J Φ i d ) v I I 
I <8> A 1 <8> A ^ I ® A " — I ® * . A 
— i d & ε * i d > A 
m i t ρ = kan: I <S> A — > I ® A I Α und Λ: I < 8 > Α, A — ^ Β 
d e f i n i e r t wie im Beweis von Satz ( 4 . 9 ) . Da das untere 
Diagramm nach D e f i n i t i o n e i n D i f f e r e n z k o k e r n i s t , und Λ 
e i n Isomorphismus i s t , i s t auch das obere Diagramm e i n 
Di f f e r e n z k o k e r n . (b) i s t dual zu ( a ) . 
( 5 - 2 ) D e f i n i t i o n (a) Seien Η·, H e HopfmonC, Η ko-
kommutativ und i e HopfmonC(Η1,H) e i n Monomorph!smus i n 
C. H1 heißt normales Unterhopfmonoid von H, f a l l s H//H1 
genau eine Hopfmonoidstruktur b e s i t z t d e r a r t , daß 
TT € HopfmonC (Η, Η//Η· ) i s t . Dabei sind H//H» und π wie 
i n Lemma ( 5 . 1 ) d e f i n i e r t . 
(b) Seien Α, Β e CHopfmonC, e e HopfmonC(A,B) e i n Epi-
B* 
morphismus und Af := Α . Β heißt normales Faktorhopf-
monoid von A, f a l l s Af genau eine Hopfmonoidstruktur be-
s i t z t d e r a r t , daß j = kan € HopfmonC(A1,A) i s t . 
( 5 * 3 ) Satz Seien Η 1, Η e HopfmonC, Η kokommutativ, 
Η e n d l i c h über I und i e HopfmonC(H*,H) e i n S c h n i t t i n C. 
Dann sind d ie folgenden Aussagen äquivalent: 
(a) Η· i s t normal i n H. 
V(id®i) v V(i®ld) v 
(b) Diffkok(H»H» ^ H) = D i f fkok (Ht<8>H H). 
id&s > eüid > 
(c) Es g i b t genau e i n p» € C (Η ® H',Hf) m i t ip« = p, wobei 
ρ e C(H ® Η», H) durch ρ (a β b) = a 1 i ( b ) X ( a 2 ) f\X € C 
a <8> b g (Η ® H')(X) d e f i n i e r t i s t . 
Η 1 ^ i 
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Bewels (a) ==> ( c ) : B e t r a c h t e n w i r das Diagramm: 
Η 0 Η· 
Η 
( i d 0 ττ)Δ 
Η 0 Η//Η·. 
i d * η ' 
Nach Lemma ( 5 . 1 ) i s t der untere T e i l des Diagramms e i n 
D i f f e r e n z k e r n , Sei π e Mon£(H, H//H 1). Zu zeigen i s t a l s o 
d i e Kern-Eigenschaft. Sei X e £ und a ® b e (Η ® H«)(X). 
Dann g i l t : 
( i d 0 7r)Ap(a 0 b) 
= ( i d 0 7 T ) A ( a 1 i ( b ) X ( a 2 ) ) 
- a ^ f b ^ X f a ^ 0 7 T ( a 2 i ( b 2 ) X ( a 3 ) ) 
= a l i ( b 1 ) X ( a 4 ) 0 7 r ( a 2 i ( b 2 ) ) w ( X ( a 3 ) ) 
= a 1 i ( b 1 ) X ( a 4 ) 0 π( & 2εθ3 2)λ(Ε 3)) 
= a 1 i ( b ) x ( a 4 ) ®7r(a 2X(a 3)) 
= a i i ( b ) x ( a 3 ) 0 7 T ( £ ( a 2 ) ) 
= a i i ( b ) X ( a 2 ) ® η 
= ( i d 0 η)ρ(a 0 b ) . 
(c ) ==> ( b ) ; B e t r a c h t e n w i r das folgende Diagramm: 
nach der Def. von 
da Η € HopfmonC 
da π € MonC 
nach der Def. von 
da ε Ko e i n h e i t 
da λ Antipode 
da e Ko e i n h e i t 
Η 0 Η· 
H« 0 Η 
— i d ® ε > Η//Η· 
V ( i 0 i d ) > 7Tr 
-> Η·\\ Η 
ε & i d > 
wobei TT^  und π 2 a l s D i f f e r e n z k o k e r n e d e f i n i e r t s i n d , und 
r := (pt β i d ) ( i d 0 τ) (Δ 0 i d ) : Η 0 H« — > Η» 0 Η. 
Das l i n k e V i e r e c k kommutiert: 
(e 0 i d ) r ( a 0 b) 
= (ε 0 i d ) ( p t 0 i d ) ( i d 0 τ)(Δ 0 i d ) ( a 0 b) 
= (ε 0 id)(p« 0 i d ) ( a 1 0 b 0 a 2 ) 
= (ε 0 i d H a ^ i b J x f a g ) 0 a^) 
= ε(a 1l(b)λ(a 2))a ; 5 = e(b)a = ( i d 0 ε ) ^ 0 b ) . 
y ( i <8> i d ) r ( a ® b) 
= v(ip« ® i d ) ( i d ® τ)(Δ <8> i d ) ( a <8> b) 
= v(p ® i d ) ( a 1 <8> b ® a 2 ) 
= y ( a 1 i ( b ) X ( a 2 ) <8> a^) = a 1 i (b)X ( a 2 ) a ? = a 1 i ( b ) e ( a 2 ) 
= a i ( b ) = y ( i d Θ i ) ( a ® b ) . 
Also e x i s t i e r t genau e i n Morphismus 7: Η//Η· — > Η·\\ Η 
m i t Γττ1 = π 2· Analog e x i s t i e r t genau e i n r : H'\\H — > H//H1 
m i t r V 2 = π.,. Daraus f o l g t d i e G l e i c h h e i t der zwei F a k t o r ­
o b j e k t e . 
(b) ==> ( a ) ; Da d i e Morphismenv, i und ε a l l e m i t Δ, ε 
und η verträglich s i n d , i s t H//H1 automatisch e i n koaug-
m e n t i e r t e s Komonoid. Wir müssen a l s o d i e Ex i s t e n z von 
geeigneten Morphismen ν: H//H1 ® Η//Η· — > H//H» und 
Τ: H//H» — > H//H« zeigen. Die E i n d e u t i g k e i t , sowie d i e 
Kommutativität der erforderlichen-Diagramme, f o l g t daraus, 
daft TT e i n Epimorphismus i s t . B e t r a c h t e n w i r zunächst das 
folgende Diagramm: 
i d Θ y ( i d ® i ) v β 
Η ® Η ® Η» ^ Η ® Η -=2 ZL> Η ® Η//Η· 
— i d & i d & ε * I I 
1 V 
Η > Η//Η· 
Dann g i l t ; 
7iV(id <8> V(id Θ i ) ) 
= 7TV(v(id β i d ) Θ i ) 
= 7TV(id β i ) (ν ® i d ) 
= 7r(id <8> ε) (V ® i d ) da π = 'π 
= 7TV(id ® i d 8> ε). 
Also e x i s t i e r t genau e i n V: Η ® H//H« — > H//H« m i t 
TTV = v ( i d Θ π ) . 
Betrachten w i r j e t z t das folgende Diagramm: 
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Η» 0 Η 0 Η 
y ( l 0 i d ) 0 1 d 
Η ® Η 
(id0ld®7r) 
Η» ® Η β Η//Η 
1(*8>7Γ 
v(101d)0id ν 4, 
t — » η 0 
eBidSid Η//Η· 
V 
H//H« 
τι® i d 
i d 
> Η//Η»®Η//Η· 
I 
ι_ 
ι ν 
> Η//Η· 
Nun g i l t : 
V ( i d 0 π)(ν(1 0 i d ) 0 i d ) 
= i r V ( V ( i 0 i d ) 0 i d ) wegen oben 
= 7rV(i 0 V ( i d Θ i d ) ) 
= 7rV(i 0 i d ) ( i d 0 V) 
= π(ε 0 i d ) ( i d 0 ν) da π = π 2 
= Try (ε 0 i d 0 i d ) 
= y ( i d ® π)(ε 0 i d 0 i d ) . 
Dann g i l t auch: 
v ( v ( i ® i d ) 0 i d ) ( i d 0 i d 0 ττ) = ν(ε 0 i d 0 i d ) ( i d 0 i d 0 π) 
da das obere Quadrat kommutiert. Also g i l t : 
V ( v ( i 0 i d ) 0 i d ) = ν(ε 0 i d 0 i d ) , da ( i d 0 i d 0 ττ) e i n 
Epimorphismus 1st· Also e x i s t i e r t genau e i n 
V: H//H» 0 H//H« — > H//H» rait ψ (Ή 0 i d ) = ν. Dann g i l t : 
ν(τΓ 0 ττ) = ν(ττ 0 i d ) ( i d 0 ττ) = v ( i d 0 π) = τίγ*. 
Schließlich betrachten w i r das folgende Diagramm: 
V ( i d ® i ) . v Η ® H« Η — H//H« 
I 
ι X 
H//H' 
Dann g i l t : 
7rXv(id 0 i ) 
= ττν(λ 0 X ) r ( i d 0 i ) 
= πν(λ 0 λ) ( i 0 i d ) T 
wegen Lemma (3.5) 
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= πν(1 ® i d ) (λ Θ λ)τ da i e HopfmonC (Η1,Η) 
= π(ε β id)(λ ® λ)τ Kokern-Eigenschaft 
= ττλ(ε β i d ) r = 7rX(id ® ε). 
Also e x i s t i e r t genau e i n Χ; H//H1 —>Η//Η· m i t Χπ = πλ # 
( 5 * 4 ) Bemerkung (a) Sei k e i n kommutativer Ring, 
C = k-Mod, und Η · + = Κβ(ε: Η· — > k ) . M i t H i l f e des Homo-
morphiesatzes s i e h t man, daß ( 5 . 3 ) ( b ) zur Bedingung 
HH , + = H l +H äquivalent i s t . Diese i s t der Normalitäts-
b e g r i f f von K. Newman [ 3 3 ] . I n diesem F a l l i s t ( 5 « 3)(c) 
äquivalent zu: a e H, b e Hf ==> a 1 b \ ( a 2 ) ε H f. 
(b) Die Aussage von Satz ( 5 . 3 ) läßt s i c h selbstverständlich 
auch d u a l i s i e r e n . 
Der folgende Satz e n t s p r i c h t der Aussage i n der 
klas s i s c h e n Galois-Theorie,daß der Fixkörper eines Nor-
m a l t e i l e r s der Galois-Gruppe wieder Galoissch über dem 
Grundkörper i s t . Die Umkehrung dieses Satzes i s t wahr 
i n der Galois-Theorie separabler Körpererweiterungen, 
aber n i c h t i n der Theorie separabler Ringerweiterungen, 
wie man aus B e i s p i e l . ( 5 . 7 ) s i e h t . 
( 5 . 5 ) Satz Seien Α, Β e CHopfmonC, Α e n d l i c h über I , 
e e HopfmonC(A,B) eine R e t r a k t i o n i n £, S e CMonC, und S 
sei A-Galoissch über I . Sei w e i t e r h i n Β e i n normales 
Β* B* Faktorhopfmonoid von A, und Α» := A . Dann i s t S 
A'-Galoissch über I . 
/ ν B* Beweis (a) Zuerst zeigen w i r , daß S e i n A'-Koobjekt-
Monoid i s t . Betrachten w i r das folgende Diagramm: 
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s 
1-
S 0 Α · l d * π # > S 0 A 
i d 0 ( l d 0 e)A 
i d U i d U η > 
S β A 0 Β 
( i d 0 ( i d 0 e ) A ) a j 
= ( i d 0 i d 0 e ) ( i d ® A ) a j 
= ( i d 0 i d β e ) ( a Θ i d ) a j 
= (a 0 i d ) ( i d 0 e ) a j 
= (a 0 i d ) ( i d 0 η)j 
= ( i d 0 i d 0 n ) a j . 
Also e x i s t i e r t genau e i n ά 
( i d β τί*)α = a j . 
wegen der Def. von S B * 
~ 0 B * S ® At m i t 
j e t z t b e t r achten w i r das folgende Diagramm: 
S B * 0 A 1 J M d ) S S A« 
( i d 0 e ) q 0 i d 
— i d ® η « i d > 
S 0 Β 0 A 
id0id07T* 
S 0 Β β Α» 
( i d 0 i d 0 ? T * ) ( ( i d 0 e)a 0 i d ) a 
= ( ( i d β e)a «8» i d ) ( i d 0 ττ*)α 
= ( ( i d 0 e)a 0 i d ) a j 
= ( i d 0 e 0 i d ) ( i d 0 A ) a j 
= ( i d 0 e 0 i d ) ( i d 0 A ) ( i d 0 π*)α 
= ( i d 0 (e 0 id)A7r*)a 
= ( i d , 0 (η 0 id)7T«)a 
= ( i d 0 i d 0 π*) ( i d 0 η 0 i d ) a . 
Da ( i d 0 i d 0 π*) e i n Monomorphismus i s t , g i l t auch: 
( ( i d 0 e)a 0 i d ) a = ( i d 0 η 0 i d ) a . Also e x i s t i e r t genau 
e i n α: SB* — > S B* 0 Α· m i t ( j 0 i d ) a = α. Dann g i l t : 
( j 0 TT* Ja = ( i d 0 T T * ) ( J 0 i d ) a = ( i d 0 ττ*)α = a j . 
da (S,a) e C 
da Β normal 
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Da j und ( j ® π*) Monomorph!smen s i n d , vererben s i c h d i e 
e r f o r d e r l i c h e n Kommutativitäts-Bedingungen i n D e f i n i t i o n 
(2.1) von α auf α. 
Β* 
(b) J e t z t zeigen w i r , daß s A !-Galoissch über I i s t . 
Nach Satz ( 4 . 5 ) b e s i t z t j : S — > S eine R e t r a k t i o n i n 
B* / £, a l s o i s t s e n d l i c h über I , nach Lemma ( 3 - 3 ) . Nach 
Satz (2.1 8 ) b e s i t z t auch η: I — > S eine R e t r a k t i o n i n £, 
B* 
also b e s i t z t I — > S eine R e t r a k t i o n i n £ und f o l g l i c h 
B* 
i s t S t r e u p r o j e k t i v über I , nach Lemma (2.4 ) . Nach 
D e f i n i t i o n (2.2) müssen w i r nur noch zeigen, daß 
7 
e i n Isomorphismus i s t . Betrachten w i r das folgende 
Diagramm: 
i d β ( i d a e ) q 
i d & i d & η 
(V Β * ® i d ) ( i d β α): SB* ® S B* S B* ® Α» 
s * s B * i d ® J > S » S S ® S ® Β 
S * At i d 0 π * > S β A 
I I 
l d Θ ( i d 3 e)A 
i d β i d ϋ η ^ 
7 ® i d 
S ® A ® Β 
mi t γ = (V s ® i d ) ( i d β j ® i d ) ( i d Θ a ) : S ® S 
als o 7(x ® y ) = x j a 1 (y) ® a 2 ( y ) . 
I I kommutiert: 
( i d Θ i d ® η)7(χ ® y ) 
= ( i d ® i d ® ηΧχα,ίΥ) ® a 2 ( y ) ) 
= xa,(y) ® a 2 ( y ) ® 1. 
(7 ® i d ) ( i d ® i d ® η)(χ ® y ) 
= (7 ® i d ) (χ β y ® 1) 
= xa-, (y) ® a ^ y ) ® 1. 
( i d β ( i d β β)Δ)7(χ ® y ) 
= ( i d ® ( i d ® e ) A ) ( x a i ( y ) ® a 2 ( y ) ) 
= x a 1 (y) ® a 2 ( y ) ® ea^(y). 
B* S ® A« 
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(7 ® i d ) ( i d β ( i d ® e ) a ) ( x ® y ) 
= (7 ® i d ) ( x ® a 1 (y) ® e a 2 ( y ) ) 
= x a ^ y ) ® a 2 ( y ) ® e a ? ( y ) , 
I kommutiert: 
7 ( i d ® j ) = (v s ® i d ) ( i d ® a) ( i d ® j ) 
= (V s ® i d ) ( i d ® ( j ® π*)α) 
= ( i d ® π*)7. 
Also i s t 7 e i n Isomorphismus, denn beide Z e i l e n im Dia­
gramm sind D i f f e r e n z k e r n e , j e t z t b e t r a c h t e n w i r das 
folgende Diagramm: 
(iäae)q31<i 
3 B* * S B* * > l d > S ® S B* 
.B* ® A1 
I 
j®id 
i d ^ i d 
I I 
C S ® Β ® S 
> S ® A« 
(ld®e)q®id i 
( i d® T ) ( S & i d ) ( i d® 7 - ) 
S ® Β ® Α· 
idMrftid 
I I kommutiert: 
( i d ® η ® i d ) 7 ( x ® y ) 
= (id® η ® i d K x j - S ^ y ) ® a 2 ( y ) ) 
= a j a 1 (y) ® 1 ® a g i y ) . 
( i d ® t ) ( 7 ® i d ) ( i d ® r ) ( i d ® η ® i d ) ( x ® y ) 
= ( i d ® r ) ( 7 ® i d ) ( x ® y ® 1) 
= a j a , ( y) ® 1 ® ä 2(y). 
((id® e)a® i d ) 7 ( x ® y ) 
= ( ( i d ® e ) a ® i d ) ( v g ® i d ) ( i d ® j ® i d ) ( i d ® α) (χ ® y ) 
= ((id®e) ( v s®V A) (id®7«id) (a®a)®id) (id® J»id) (id®a) (x®y) 
= ((id®e) ( v s®V A) (id»7«id)®id) (a® (j®7T*)*3s>id) (id®a) (x®y) 
= ((icfee ) ( v s®V A) (id®7«id)®id) (a® (j®7T«)o&id) (x®^ (y)®a2 ( y ) ) 
= ((id®e)(v s®v A)(id» 70id)®id)(a 1(x)®a 2(x)®ja 1 (y)®ττ*α2 (y)®ä?(y) ) 
= a ^ x j j a ^ y ) ® e ( a 2 ( x ) 7 T * a 2 ( y ) ) ® ^ ( y ) 
= a 1 ( x ) j a 1 ( y ) ® e a 2 ( x ) e a 2 ( y ) ® a 5 ( y ) nach Lemma (5.1) 
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= a ^ x j j a ^ y ) ® βα^χ) ® a 2 ( y ) -
( i d ® r ) (7 ® i d ) ( i d <8> τ) ( ( i d <8> e)a ® i d ) ( x 0 y ) 
= ( i d <8> T ) ( 7 ® i d ) ( i d <8> τ)(α.,(χ) ® e a 2 ( x ) ® y ) 
= ( i d ® T ) (7 ® i d ) ( a 1 (x) ® y ® e a 2 ( x ) ) 
= ( i d ® T)(a 1(x)jä 1(y) ® a 2 ( y ) β e a 2 ( x ) ) 
= a 1(x)jä 1(y) ® e a 2 ( x ) ® a 2 ( y ) . 
I kommutiert; 
7 ( j ® i d ) = (v s ® i d ) ( j ® j ® i d ) ( i d ® a) 
= ( j ® i d ) ( ν B * ® i d ) ( i d ® a) 
= ( j ® i d ) 7 . 
Also i s t 7 e i n Isomorphismus, denn beide Z e i l e n im Dia­
gramm sind D i f f e r e n z k e r n e , 
( 5 * 6 ) Bemerkung Mit den Bezeichnungen von oben sind 
d i e folgenden Aussagen äquivalent: 
(a) E i n α: S B A1 e x i s t i e r t d e r a r t , daß das 
Diagramm I (unten) kommutiert. 
, . R * R * 
(b) Ein. "g: H//H» ® S — > S e x i s t i e r t d e r a r t , daß das 
Diagramm I I (unten) kommutiert. 
.Β* α > S B* 
I 
α 
® A» 
j ® TT* 
> S ® A 
Η//Η· ® S B* 
ττ ® i d 
Η ® S B 
i d ® j 
Η ® S 
Beweis " ( a ) ==> ( b ) " ; 
f&(Ή ® i d ) (h ® y ) 
= ίβ(ττ(η) ® y ) 
= j ( i d ® 7 t ( h ) ) a ( y ) 
= ( i d ® h ) ( j ® 7 T*)a(y) 
= ( i d ® h ) a ( j y ) 
= ß(h ® j y ) = p ( i d ® j ) ( h ® y ) . 
S B* 
I I 
^ S 
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"(b) ==> ( a ) " ; 
( i d ® h ) ( j ® 7r*)ä(y) 
= j ( i d · 7r(h))ä(y) 
= Jg(7r(h) β y) 
= ίΡ(ττ β i d ) ( h β y ) 
= ß(id β j ) ( h β y) 
= ß(h β Jy) = (id e h ) a ( j y ) , 
==> ( j ® π*)α = a j . 
(5 . 7 ) B e i s p i e l Sei L ·= Zerfällungskörper von - 2 
A, 
über <J. Aut(L,4) = Sy Sei k =» t und S = L x L. Dann 
i s t A u t k ( L ) = Z/32; und Aut k(s) = TL/^% S 2 (Kranzprodukt), 
siehe Villamayor und Zelinsky [ 5 2 ] , Sei nun 
O, = (((Ö,ü),(1)), ((T,T ) , ( 1 ) ) , ( ( ? , · ? ) , ( 1 ) ) , ((ü,ü),(12)), 
( ( T / T ) , (12)), ( ( 2 , 7 ) , (12))) = (ÄAut^L) X S n S Z / 6 x 
G« 
O f f e n s i c h t l i c h 1st |o1| = 6 und S = k, also i s t S 
Galoissch über k mit Gruppe G^. Sei nun 
G 2 = {(ίσ,ϋ),(Ι)), (0?,T ) , ( 1 ) ) , ((T,Z ) , ( 1 ) ) , (flj,ü),(12)), 
((7,T) ,(12)), ((T/2), ( 1 2 ) ) } . Sei (a,b) e S . Dann i s t 
(a,b) = ((Ü,<5),(12))(a,b) = (b,a) ==> a = b, und 
(a,a) = ( ( ? , T ) , ( i ) ) ( a , a ) = (2a, Ta) ==> a = T a = "2a. 
G 2 
Also i s t S = k und |Gg| = 6. F o l g l i c h i s t S Galoissch 
über k mit Gruppe Gg. Sei nun 
U = {((ü,ü)(1)), ((ü,ü),(12))). Dann i s t U Untergruppe 
von G 1 und von Gg. S^ = AL i s t Galoissch über k mit Gruppe 
Qy/M S f / 3 l (u i s t normal i n G^. Nun g i l t aber 
((2/Γ ) , ( 1 ) ) - 1 = (ΟϊΖ),Ρ)) und 
(( Z . T ) . 0 ) ) ( ( 3 , S ) , ( 1 2 ) ) ( ( T , ? ) , ( 1 ) ) = 
- ( ( ^ T ) , ( 1 ) ) ( ( 2 , T ) , ( 1 2 ) ) = (0 - , " ? ) , ( 1 2 ) ) / U. 
Also i s t U kein Normalteiler von G0. Nun definieren wir 
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A = ( k G 2 ) * (kü)* = B. Dann i s t S A-Galoissch über 
B* e 
I = k und S i s t Galoissch über I , aber Α > Β i s t 
i s t n i c h t normal. 
(5 * 8 ) Folgerung Sei A e CHopfmonC, Α e n d l i c h über I , 
S e CMonC und s e i S A-Galoissch über I . Dann d e f i n i e r t 
d ie V o r s c h r i f t (e- A — > Β) ι—> ( j : SB* — > S) eine 
i n j e k t i v e , ordnungsumkehrende Abbildung von dem Verband 
der normalen, i n C z e r f a l l e n d e n Unterhopfmonoide von A* 
i n den Verband der i n C z e r f a l l e n d e n Untermonoide von S, 
die über I Galoissch sin d . 
Beweis Die Behauptung f o l g t u n m i t t e l b a r aus Satz 
(4 . 1 1 ) und Satz (5.5). 
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6. Die Kategorie der H-Qbjekte 
Wie i n B e i s p i e l (2.3) erwähnt, läßt s i c h d i e Theorie, 
die i n den K a p i t e l n 1 und 2 e n t w i c k e l t wurde, auf d i e 
Galois-Theorie von kommutativen Ringen reduzieren, i n dem 
man a l s monoidale 'Kategorie (c, ®, I ) d i e Kategorie der 
k-Moduln (k-Mod, ® k , k) wählt. Diese i s t jedoch n i c h t d i e 
e i n z i g e "algebraische" Kategorie, i n der i n t e r e s s a n t e 
B e i s p i e l e für d i e obige Theorie e x i s t i e r e n . Eine Möglich-
k e i t , um d i e Kategorie k-Mod m i t zusätzlichen s t r u k t u r e n 
zu versehen und dadurch neue und i n t e r e s s a n t e symmetrische, 
abgeschlossene monoidale Kategorien zu bekommen, w i r d i n 
diesem K a p i t e l behandelt. A l s "zusätzliche S t r u k t u r " kann 
eine zusätzliche Moduls t r u k t u r oder eine Graduierung ge-
wählt werden, siehe F. Long [55]· Die Galois-Theorie für 
diese Kategorien i s t dann eng verwandt m i t der k l a s s i s c h e n , 
und d i e Korrespondenz b e t r i f f t j e w e i l s einen s p e z i e l l e n 
Unterverband des ursprünglichen. Somit bekommt man neue 
Gesichtspunkte i n der kl a s s i s c h e n Galois-Theorie. 
( 6 . 1 ) Satz s e i (iC, β>, I , [ - , - ] ) eine symmetrische, 
abgeschlossene, monoidale Kategorie und Η € BimonC, Η 
kokommutativ. Dann i s t (^C, Δ<8, £ I , H t H 0 -> -1) symme­
t r i s c h , abgeschlossen und monoidal, wobei d i e H-Struktur 
der neuen Objekte folgendermaßen d e f i n i e r t w i r d : 
Η ® Α ® Β — > A ® B : h ® a ® b ι—> h(a <8> b) = h^a ® h 2b, 
Η ® I — > I : h ® χ ι—> ε(η)χ, 
Η ® [Η ® Α, Β] — > Η[Η ® Α, Β] : η· ® f ι—> h«f m i t 
(h«f )<h ® a> = f<hh\ ® a>. 
Die Abgeschlossenheit w i r d d e f i n i e r t durch: 
pjC (A ® B, C) ^D(A, H [ H ® B, C] ) m i t 
(<S(f)(a))<h e b> = f ( h a ® b) und 
( f ( g ) ) ( a ® b) = (g ( a ) ) < r , H * b>. 
Beweis i s t o f f e n s i c h t l i c h symmetrisch und monoidal. 
Zu zeigen i s t nur, daß Φ und Ψ zueinander i n v e r s sind. 
(ΨΦ(0)( Α® b) = (Φ(ί))(α)<ηΗ ® b> 
= f ( η ^ ® b) = f (a Θ b ) . 
( ^ ( g ) ) ( a ) ) < h e b> = (T(g))(ha® b) 
= ( g ( h a ) ) < n H ® b> 
= (h(g(a)))<nH® b> da g € £(...) 
= ( g ( a ) ) < T ) H h ® b> wegen Η-Struktur von g(a) 
= ( g ( a ) ) < h ® b>. 
( 6 . 2 ) Bemerkung Der Vergißfunktor V: — > C_ i s t 
monoidal. Er erhält endliche und t r e u p r o j e k t i v e Objekte. 
Beweis Die e r s t e Aussage i s t k l a r , und d i e zweite 
f o l g t aus Pa r e i g i s [ 5 8 ] , Theorem 17 und K o r o l l a r 19. 
( 6 . 3 ) Lemma Die Voraussetzungen seien wie i n Satz 
( 6 . 1 ) und Η e HopfmonC. Dann sind H [ H ® A, B]^-» [A,B] 
f u n k t o r i e l l e Isomorphismen, wobei 
T(f)<a> = f < n H ® a> und Z(g)<h ® a> = h 1 ( g < X ( h 2 ) a > ) . 
Beweis ( r z ( g ) ) < a > = (Σ^))<η Η® a> 
= η Η(δ<λ(η Η)^>) = g<a>. 
( 2 T ( f ) ) < h e a> = h 1 ( r ( f ) ) < X ( h 2 ) a > 
= h 1 ( f < n H ® X ( h 2 ) a > ) 
= f < h 1 ( n H ® X ( h 2 ) a ) > da f e H [ . . . ] 
= ® n 2 x ( n 3 ) a > wegen H-Struktur von Η ® Η 
= f < h 1 β e ( h 2 ) a > da λ Antipode 
= f < h 1 e ( h 2 ) 0 a> da e ( h 2 ) e I 
= f<h ® a> da ε Koeinheit. 
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( 6 . 4 ) Folgerung I n diesem F a l l e i s t Ρ genau dann 
e n d l i c h (bzw. t r e u p r o j e k t i v ) i n ^ C, wenn es e n d l i c h 
(bzw. t r e u p r o j e k t i v ) i n £ i s t . Sei S e CMonf^C), 
A e CHopfmon( HC) und S e i n A-Koobjekt-Monoid i n j^C. 
Dann i s t s genau dann A-Galoissch über I i n „C, wenn es 
π— 
A-Galoissch über I i n £ i s t . 
Beweis Die Behauptungen f o l g e n u n m i t t e l b a r aus Bemer-
kung ( 6 . 2 ) und Lemma ( 6 . 3 ) . 
( 6 . 5 ) Beschreibung der "inneren Komposition". I n C 
e x i s t i e r t , zum "inneren Horn-Funktor" [ - , - ] auch eine 
"innere Auswertung" α, nämlich: 
C([A,B],[A,B]) = C([A,B] ® Α, Β) 
i d ι > (α: f β a H - » f<a>). 
Hieraus e r g i b t s i c h eine "innere Komposition" κ, nämlich: 
C([B,C] β [Α,Β] β A, C) = C([B,C] ® [ A , B ] , [A,C] ) 
ω (ν 
( f t ® f ® a ι—> f t<f<a») ι—> κ· 
I n bezeichnen w i r nun die innere Auswertung (bzw. 
Komposition) m i t α 1 (bzw. <·). 
^ ( ^ H ® Α, Β], H [ H ® A, B] ) = ^ ( J H ® Α, Β] ® A, B) 
i d ι > (α» : g ® a » — g < a > ) 
a l s o a f = ¥(id). Dann g i l t : 
g<a> = a»(g® a) = (*(id))(g® a) = (id(g))<ηΗ ® a> 
= β<η Η ® a>. 
^( H[H8B,C]® H[H»A,B]®A,C) = ^(H[H»B,C]®H[H»A,B],R[H*>A,C] ) 
(ß: g\ ® g ® a ι—> g»<g<a») ι—> 
a l s o κ* = Φ(β). Dann g i l t : 
(*'(g» ® g))<h ® a> = ($>(ß))(gt ® g)<h <8> a> 
= ß(h ( g t ® g) Θ a) = ß(h l g' ® h 2g ® a) 
= h l g t < h 2 g < a » = h 1 g t < h 2 g < η H ® a » 
= ηιβ'<η Η ® η 2 ^ < η Η 0 a > > = g , < n 1 ® s < n 2 ® a > > -
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Das folgende Diagramm kommutiert: 
H [ H ® B, C] ® H [ H ® A, B] 
Σ ® ς | | Γ ® Γ 
κ;» 
[Β, C] ® [Α, Β] 
» H [ H ®. A, C] 
[A, C] 
((Σκ(Γ ® r ) ) ( g i ® g)<h ® a> 
= ^((«(Γ β r ) ( g t 3 g ) ) < X ( h 2 ) a > ) 
= h 1(rgt<rg<X(h 2)a») 
= h i (β !<η Η ® rg<X(h 2)a») 
= h ^ g t ^ ® g < V i H ® x(h 2)a») 
= g»<h 1r ) H ® η ^ < η Η ® X(h 3)a» 
= g t<h 1 ® g<h 2T) H ® h 3X(h 4)a» 
= g f<h 1 ® g<h 2 ® e(h 3)a» 
= gt<h 1 ® g<h 2 ® a » 
= (/c« (g« ® g))<h ® a> 
da gt € H [ .] und ( 6 . 1 ) 
d a g e H [ · · · ] u n d (6· 1 ) 
da λ Antipode 
da e K o e i n h e i t 
siehe oben. 
(6.6) Bemerkung Seien A, H e HopfmonC und A kokommu-
t a t i v . Dann i s t Η € Hopfmon^C vermöge ρ: Α ® Η — > Η 
f a l l s d i e 7 folgenden Diagramme kommutieren: 
I β Η 
i d I η Θ i d 
Η Α Φ Η 
Α ® Α ® Η i d Θ Ρ > Α ® Η 
V ® i d I I ρ 
' Ρ * 
Α ® Η 1 > Η 
Α®Η8>Η ^ i C ^ l d > Α®Α®Η»Η i d ^ i d > Α®Η®Α®Η F^ P > Η»Η 
id®V 
Α8>Η 
I I I 1' 
Η 
A ® I £ ® l d > I 
j i d ® η IV |η 
Α ® Η 2 > Η 
Α ® Η 
id® ε V 
A ® I ε ® i d ) I 
Η Α ® Η 
1- ι i d ® λ V I I |λ Α ® Η Ρ > Η 
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P * Η 
id<8>A V I Δ 
A<8>B8>H Ä8>id0id • > AS>A<8>H8>H id®70id > A®B»A®H P^ P > H&H 
d.h. : 
I : p ( i ® h) = h 
I I : p(aa« S> h) = p(a ® p(a» β h ) ) 
I I I : p(a ® hht ) = ρ ( & 1 ® h ) p ( a 2 ® ht ) 
IV: p(a β 1 ) = e A ( a ) 
V: ε Ηρ(α ® h) = e A ( a ) e H ( h ) 
V I : Ap(a ® h) = p ( a 1 ® h 1 ) ® p ( a 2 β h g ) 
V I I : Xp(a s> h) = ρ (a ® λ(η)) 
f\X,Y,Z e £, h e H(X), h' e H(Y), a e A(Z), a« e A(W). 
F a l l s A kommutativ i s t , g e l t e n duale Bedingungen dafür, 
daß Η e Hopfmon £ vermöge ψ: Η — > Α ® Η i s t . 
Das nächste Lemma, das w i r für den Beweis von Satz 
(6.8) benötigen, i s t für den F a l l £ = k-Mod bekannt, 
siehe ζ. B. Par e i g i s [ 4 0 ] , Satz 2.5· 
(6.7) Lemma Sei Η e HopfmonC und Η kokommutativ. 
2 
Dann i s t λ = i d . 
Beweis Sei X e £ und h e H(X). Dann g i l t : 
λ 2(η) = X 2 ( e ( h 1 ) h 2 ) da ε Koeinheit = e ( h 1 ) X 2 ( h 2 ) 
= h 1 x ( h 2 ) x 2 ( h 3 ) 
= h 1 x ( x ( h 3 ) h 2 ) 
= h 1 x ( x ( h 2 ) h 5 ) 
= h 1λ(ηe(h 2)) 
= h l £ ( h 2 ) 
wegen Lemma (3.5) 
da λ Antipode 
da Η kokommutativ 
da λ Antipode 
da λ η = η 
= h da ε Koeinheit. 
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( 6 . 8 ) Satz Sei Η e HopfmonC» 
(a) F a l l s Η kokommutativ i s t , i s t Η € Hopfmon^C vermöge 
ρ: Η ® Η — > Η: a ® h ι—> a«,hX(a2). 
(b) F a l l s Η kommutativ i s t , i s t Η e Hopfmon £ vermöge 
ψ: η — > Η ® Η: h κ-> h ^ f h ^ ) β hg. 
Beweis (a) Die 7 Bedingungen aus Bemerkung ( 6 . 6 ) 
sind nachzuweisen, a l s o : 
I : p ( i ® h) = 1hX(1) = h. 
I I : p(a® p(at <8> h ) ) = p(a® a^X(a£)) 
= a 1 a ^ h \ ( a ^ ) X ( a 2 ) 
= a<,a^h\ (a 2a£) wegen Lemma ( 3 . 5 ) 
= (aa* ) ((aa£) ) = p(aa» ® h ) . 
I I I : p(a ® h h t ) = a 1hh«X(a 2) 
= a 1he(a 2)h«X(a^) da e Koeinhe i t 
= a«,h\ (a2)a^h»\(a^) da λ Antipode 
= p ( a 1 ® h ) p ( a 2 β h t ) . 
IV: p(a ® 1) = a . j i x ( a 2 ) = 6(a) da λ Antipode. 
V: ep(a ® h) = e ( a 1 h \ ( a 2 ) ) 
= e ( a 1 x ( a 2 ) ) e ( h ) = e ( a ) e ( h ) . 
V I : Ap(a ® h) = (p(a <8> h ) ) 1 ® (p(a ® h ) ) 2 
= ( a i ^ ( a 2 ) ) 1 ® ( a 1 h X ( a 2 ) ) 2 
= a 1 h 1 ( \ ( a 3 ) ) 1 ® a 2 h 2 ( X ( a 3 ) ) 2 
= a ^ h } \ ( ( & j ) 2 ) ® a 2 h 2 X ( ( a ^ ) 1 ) wegen Lemma (3·5) 
= a ^ X f a ^ ) ® a 2h 2X(a^) 
= a 1 h 1 X ( a 2 ) ® a^hgXfa^) da Η kokommutativ 
= p(a, ο h,) ® p ( a 2 e h 2 ) . 
V I I : Xp(a ® h) = λ ^ η λ ^ ) ) 
= X 2 ( a 1 ) \ ( h ) \ ( a 2 ) Lemma ( 3 - 5 ) and Η kokomm. 
= a 1 x ( h ) X ( a 2 ) wegen Lemma ( 6 . 7 ) 
= p ( a β λ(η)). (b) i s t dual zu ( a ) . 
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( 6 . 9 ) Lemma Seien Η e HopfmonC, Η kokommutativ, Η 
en d l i c h über I , Η e HopfmonHC vermöge ρ: Η ® Η — > Η: 
a ® h »—> a.|hX(a 2), Η 1 e ^  und i € ^ C (Η*, H) e i n S c h n i t t 
i n £. Dann i s t H1 genau dann e i n Unterhopfmonoid von Η 
i n H £ wenn es e i n normales Unterhopfmonoid von Η i n £ i s t . 
Beweis Die Behauptung f o l g t u n m i t t e l b a r aus Satz 
( 5 . 3 ) und Satz ( 6 . 8 ) . 
( 6 . 1 p ) Folgerung Sei A € CHopfmonC, Α e n d l i c h über I , 
Η := A*, S e CMonC und s e i S A-Galoissch über I . Dann 
i s t S A-Galoissch über I i n wobei S e ^  (bzw. Η € H £ ) 
vermöge β (bzw. p ) . Die Galois-Korrespondenz 1st d i e j e n i g e 
aus Folgerung ( 5 · 8 ) . 
Beweis Zur e r s t e n Aussage müssen w i r nur noch zeigen, 
daß die Operation β (oder α) m i t der Η-Struktur verträg-
l i c h i s t , d.h., daß das folgende Diagramm kommutiert: 
h ® (h« ® s) € Η ® (Η ® S) l d 0 ß > Η ® S 
p( h 1 <8> h' ) ® ß(h 2 ® s) € Η ® S - > S 
Es g i l t nun: 
ß(p(h1 0 h t ) s> ß(h 2 ® s ) ) = ß(h 1ht\(h 2) 0 ß(h ? 0 s ) ) 
= β ^ η ^ η ^ η ^ 0 s) = ß(h 1h»e(h 2) 0 s) 
= ß(hht 0 s) = ß(h 0 ß(ht 0 s ) ) . 
Der Rest f o l g t j e t z t aus Folgerung ( 6 . 4 ) und Lemma ( 6 . 9 ) . 
Aus Folgerung (6 . 1 0 ) erkennt man, daß die Konstruk-
t i o n e n dieses K a p i t e l s auf sehr natürliche Weise i n d i e 
Galois-Theorie hineinpassen, und Satz (5 ·3) z e i g t , wie 
v i e l der Morphismus ρ aus Satz ( 6 . 8 ) m i t dem B e g r i f f der 
Normalität zu t u n hat. I n einem S p e z i a l f a l l , nämlich für 
Η = knt und k c: ,ς eine senarable oalniqsohe 
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Körpererweiterung, i s t " d i e Abbildung ρ d i e e i n z i g e , d ie 
die angegebenen Bedingungen erfüllt. Dazu d i e n t dann 
B e i s p i e l ( 6 . 1 1 ) . 
( 6 . 1 1) B e i s p i e l Sei k c S eine endliche Körpererwei-
terung, G und G1 Gruppen und D = kGf-Mod m i t der S t r u k t u r 
von Satz ( 6 . 1 ) , m i t C = k-Mod. F a l l s S kG*-Galoissch 
über k i n der Kategorie D 1 s t , kann G1 a l s Untergruppe 
von G aufgefaßt werden, und G' o p e r i e r t auf G vermöge 
g 1 ® g ι—> g'gg 1" 1 = g^g^(g^), a l s o wie i n Satz ( 6 . 8 ) . 
Beweis Nach Folgerung ( 6 . 4 ) i s t S auch kG*-Galoissch 
über k i n der Kategorie C = k-Mod, a l s o i s t G = A u t ^ f s ) , 
siehe B e i s p i e l ( 2 . 3 ) . Da S e CMonD i s t , sind d ie M u l t i -
p l i k a t i o n und E i n h e i t von S •kG'-Modulmorphismen, und 
f o l g l i c h o p e r i e r t G1 auf S durch Automorphismen* Wir 
können als o ohne Einschränkung der A l l g e m e i n h e i t (d.h. 
b i s auf den Ineffektivitätskern der Operation von Gf auf ! 
S) annehmen, daß G1 eine Untergruppe von G i s t . Seien 
nun g» e G1, g e G und χ € S. Dann g i l t : 
Durch d i e Wahl e i n e r k-Basis von S f o l g t dann, daß 
g f ( g ) = g'gg'" 1 i s t . 
( g t ( g ) ) ( g . ( x ) ) 
= g ' ( g ( x ) ) 
= ( g ' g ) ( x ) 
= ( g ' g g ' ^ H g ' W ) . 
da β e kG»-Mod(kG® S, S) 
da G' c G = A u t R ( s ) 
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7» S p e z i a l f a l l ; Galois-Theorie von Ringen und Körpern 
Dieses K a p i t e l d i e n t hauptsächlich dazu, den Zusam-
menhang zwischen der oben e n t w i c k e l t e n Galois-Theorie 
i n monoldalen Kategorien und der kla s s i s c h e n Galois-
Theorie zu erläutern. Das bedeutet z u e r s t , daß w i r d i e 
S p e z i a l i s i e r u n g C = k-Mod betrachten, wie i n B e i s p i e l 
( 2 . 3 ) und B e i s p i e l ( 2 . 7 ) , und dann, daß w i r fragen, 
i n w i e w e i t d i e Galois-Theorie m i t Gruppen oder Lie-Algeb-
r e n zu der m i t Hopfalgebren äquivalent 1 s t . Satz ( 7 · 1 ) 
und Lemma (7 ·^) zeigen den Zusammenhang zwischen Unter-
gruppen (bzw. Unter-Lie-Algebren) und Unterhopfalgebren. 
I n B e i s p i e l ( 7 · 7 ) und ( 7 · 8 ) w i r d d i e Bedeutung der Kon-
s t r u k t i o n e n i n K a p i t e l 6 für eine separable Körpererwei-
te r u n g noch d e u t l i c h e r . Schließlich w i r d etwas über d i e 
S t r u k t u r von Körpererweiterungen, d i e bezüglich e i n e r 
p u n k t i e r t e n Hopfalgebra Galoissch s i n d , gesagt. 
( 7 . 1 ) Satz Sei k e i n kommutativer Ring, G eine 
Menge und Η c kG eine Unterkoalgebra, d i e a l s k-Modul 
d i r e k t e r Summand i s t . W e i t e r h i n nehmen w i r an, daß eine 
der folgenden Bedingungen erfüllt i s t : 
(a) k i s t e i n Körper. 
(b) G i s t e n d l i c h und k i s t zusammenhängend (d.h. 
e = e 2 e k ==> e € {θ, 1}). 
Dann e x i s t i e r t eine Teilmenge G1 c G m i t Η = kG 1. F a l l s 
G eine Gruppe i s t , und Η eine Unterhopfalgebra von kG, 
i s t G1 eine Untergruppe von G. 
Beweis (a) Sei Β eine p u n k t i e r t e Koalgebra und 
A c Β eine Unterkoalgebra. Dann i s t Α p u n k t i e r t , siehe 
Sweedler [ 5 0 ] Seite 157· Sei nun g e G(A) (d.h. gruppen­
ähnlich), und A g die i r r e d u z i b l e Komponente von g i n A. 
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Dann i s t A g e B g, siehe Sweedler [50] Seite 163. F o l g l i c h 
i s t ( k G ) g = kg, denn aus Sweedler [ 5 0 ] (8 . 1.2) f o l g t : 
Θ ( k G ) g = kG = Φ kg. Daraus f o l g t aber auch: 
geG geG 
Η = θ H g . Da G(H) c G i s t , f o l g t aus dem Obigen: 
g€G(H)' 
H g c ( k G ) g = kg. Also i s t Η = kG 1, m i t G» := G(H). F a l l s 
G eine Gruppe i s t , i s t Gf unter der M u l t i p l i k a t i o n und 
der Antipode abgeschlossen, a l s o eine Untergruppe von G. 
(b) Nach Voraussetzung i s t kG = Φ kg a l s Koalgebra, a l s o 
geG 
kG* = Π k a l s Algebra, und es g i b t einen k-Modulmor-
g€G g 
phismus σ: Η* — > kG* m i t ρσ = i d , wobei ρ das Duale der 
I n k l u s i o n i s t , a l s o e i n k-Algebrenmorphismus. Sei nun 
21 = Ke(p) und Sl = pr ( I I ) . Dann haben w i r das folgende, g g 
kommutative Diagramm: 
pr 
g kG* — > Π k C * 
+ g€G δ T n 3 * δ 
! σ % 
Jg 
ο ρ I P g 
I I 
siehe z.B. Bourbaki [ 2 ] ( 1 . 8 . 1 0 ) . σ i s t e i n k-Modul-
Ο 
S c h n i t t von ρ , a l s o i s t k = U θ c(k /El ). Da k zusam-g g g v g g 
menhängend i s t , i s t entweder Ei = 0 oder SI = k . Folg-
ο ο ο 
l i e h e x i s t i e r t eine Teilmenge Gf c G m i t Η* = Π k , 
geG» g 
a l s o Η = kG f. Der Rest f o l g t wie i n T e i l ( a ) . 
(7.2) B e i s p i e l Sei k e i n n i c h t zusammenhängender, 
kommutativer Ring, k 3 e = e £ [ 0 , 1 ] , G = [ 1,g] eine 
Gruppe und Η = k 1 Θ keg. Dann i s t Η eine Unterhopfalgebra 
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von kG, a l s k-Modul d i r e k t e r Summand, aber n i c h t von der 
Form kG 1, G1 c G. 
Beweis Η i s t o f f e n s i c h t l i c h eine Unterhopfalgebra 
von kG, und e i n k-Modul-direkter Summand vermöge 
i s t auch k l a r , da {1) d i e e i n z i g e echte Untergruppe von 
( 7 * 3 ) Folgerung Sei k e i n zusammenhängender, kommu-
t a t i v e r Ring und k c S eine separable Ringerweiterung. 
Dann e n t s p r i c h t d i e Galois-Theorie von Chase, H a r r i s o n 
und Rosenberg [10] m i t e i n e r Gruppe G genau der Galois-
Theorie m i t der Hopfalgebra kG. 
Beweis Die " G l e i c h h e i t " der Unterobjektverbände von 
G und kG f o l g t aus Satz ( 7 . 1 ) , d i e der F i x o b j e k t e aus 
B e i s p i e l ( 2 . 7 ) und die des B e g r i f f s "Galoissch" aus Bei-
s p i e l ( 2 . 3 ) . 
(7*4) Lemma Sei k e i n Körper der C h a r a k t e r i s t i k 
ρ > 0, L eine p-Lie-Algebra, U P ( L ) d i e u n i v e r s e l l e p-Hülle 
von L, und Η c U P ( L ) eine Unterhopfalgebra. Dann e x i s t i e r t 
eine Unter-Lie-Algebra L' <= L m i t Η = U P(L»). 
Beweis Nach Voraussetzung i s t U P(L) kokommutativ und 
i r r e d u z i b e l , a l s o auch H. Nach Sweedler [ 5 0 ] P r o p o s i t i o n 
1 3 . 2 . 3 g i l t : /\x e ( U P ( L ) ) * i s t x p e k. Sei nun 
i e Hopfalg(H, U P ( L ) ) d i e I n k l u s i o n und r e k-Mod(U P(L),H) 
eine R e t r a k t i o n von i . Für jedes y € H* g i l t dann: 
y p = ( y r i ) p = ( y r ) P i € k. Die Bedingung "Höhe" oder "Ex-
ponent" = 1 i n Sweedler [50 ] P r o p o s i t i o n 1 3 . 2 . 3 i s t a l s o 
auch für Η erfüllt, a l s o i s t Η = U P(L«). Wenn P ( H ) d i e 
Menge der p r i m i t i v e n Elemente von Η bezeichnet, g i l t : 
L i = P(H) c P ( U P ( L ) ) = L, a l s o i s t L 1 eine Unter-Lie-Algebra. 
Die l e t z t e Behauptung 
( 7 * 5 ) Folgerung Sei k e i n Körper und k c S eine r e i n 
inseparable Körpererweiterung. Dann e n t s p r i c h t die Galois-
Theorie von Jacobson [ 2 6 ] m i t einer p-Lie-Algebra L genau 
der Galois-Theorie m i t der Hopfalgebra U P ( L ) . 
Beweis Die Behauptung i s t analog zu ( 7 · 3 ) * wobei man 
aber beachten muß, daß die "Lie-Algebra" i n Jacobson [ 2 6 ] 
e i g e n t l i c h die Menge S ® k L i s t . 
( 7 · 6 ) Lemma Sei Η eine endliche Gruppenalgebra über 
einem zusammenhängenden, kommutativen Ring k (bzw. d i e 
p - u n i v e r s e l l e Hülle ei n e r e n d l i c h dimensionalen p-Lie-
Algebra über einem Körper k ) . Sei Hf Η eine Unterhopf­
algebra, die a l s k-Modul d i r e k t e r Summand i s t . Dann i s t 
H1 genau dann normal i n H, wenn es von einem N o r m a l t e l l e r 
(bzw. einem p - L i e - I d e a l ) herrührt. 
Beweis Wir benutzen Satz ( 5 . 3 ) , Satz ( 7 . 1 ) , Lemma 
( 7 · 4 ) und die Beobachtung, daß, für g e G , h e G', a e L 
und b e L 1 g i l t : g 1 h \ ( g 2 ) = ghg" 1 und 
a 1 b X ( a 2 ) = ab - ba = [ a , b ] , 
( 7 . 7 ) B e i s p i e l Sei k <= S eine e n d l i c h e , separable, 
Galoissche Körpererweiterung und G = Au t ^ ( S ) . Wir d e f i -
n i e r e n d i e symmetrischen abgeschlossenen monoldalen Kate-
g o r i e n C = k-Mod und D = kG-Mod, wobei D d i e i n Satz 
( 6 . 1 ) angegebene S t r u k t u r trägt. Die Galois-Korrespondenz, 
i n der Kategorie D b e t r a c h t e t , i s t dann d i e übliche B i -
j e k t i o n zwischen a l l e n N o r m a l t e i l e r n von G und a l l e n 
Zwischenkörpern k <= S« c S, die über k Galoissch sind. 
Beweis Siehe Folgerung ( 5 . 8 ) , Folgerung ( 6 . 1 0 ) , 
Folgerung ( 7 . 3 ) und Lemma ( 7 . 6 ) . 
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( 7 * 8 ) B e i s p i e l I n diesem B e i s p i e l untersuchen w i r 
eine Galoissche Körpererweiterung i n der Kategorie 
Q[!Z/2Z]-Mod. Nach Folgerung ( 6 . 4 ) läuft das darauf hinaus, 
daß w i r eine Galoissche Körpererweiterung Q c Κ i n der 
Kategorie Q-Mod nehmen und dann eine Q[Z/2Z]-Struktur 
angeben. 
Die Körpererweiterung; A l s Κ nehmen w i r den Zerfällungs-
körper von X - 2, siehe Lang [ 5 4 ] , Seite 200. α bezeich­
n e t eine r e e l l e Wurzel des Polynoms, i = und σ und τ 
Automorphismen, d e f i n i e r t durch τ(α) = α, r ( i ) = - i , 
σ(1) = i und σ(α) = i a . Dann w i r d d ie Galois-Gruppe von 
σ und τ erzeugt, und i s t isomorph zur Diedergruppe D^ . 
Die Untergruppen von G sind U Q := ( 1 ) , U-, := ( 1,τ), 
U 2 := Ρ , σ 2 τ ) , U 3 := Π , σ 2 } , U 4 : = (1,στ), U^ := i \ o \ ] , 
2 2 2 3 
Ü6 : = ί 1> σ >τ>° τ]* U 7 := {ΐ,σ,σ ,oJ), 
2 ~*> Ug := {1,σ ,στ,ο τ) und G. 
Die Q[g/2g]-Struktur w i r d von der Aussage i n B e i s p i e l 
( 6 . Π ) bestimmt. Das heißt, daß X/22S entweder t r i v i a l 
o p e r i e r t , oder wie eine der Untergruppen U-| b i s U^. 
U^ o p e r i e r t auf Κ durch Automorphismen und auf QG durch 
Konjugation. 
Die Galols-Korrespondenz i n der Kategorie Q£Z/23]-Mod 
w i r d ähnlich beschrieben wie i n B e i s p i e l ( 7 . 7 ) . Eine 
Unterhopfalgebra QG1 von QG i s t genau dann e i n Unterhopf--
monoid von QG i n der Kategorie QU^-Mod, wenn QG1 unter 
der Operation von QU^ g l o b a l i n v a r i a n t i s t , d.h. wenn Gf 
unter Konjugation durch Elemente von U^ i n s i c h überge-
führt w i r d . E i n Zwischenkörper K1 von ft c Κ i s t genau 
dann e i n Zwischenmonoid von Q <= Κ i n der Kategorie 
QU^-Mod, wenn Κ· unter der Operation von U^ g l o b a l 
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i n v a r i a n t i s t , d.h. wenn Κ 1 durch d i e Elemente von i n 
si c h übergeführt w i r d . Welche Untergruppen (bzw. Zwischen-
körper) beim Übergang von der Galois-Korrespondenz i n 
Q-Mod zu der i n QU^-Mod ausgewählt werden, läßt s i c h an-
hand der folgenden zwei Tabellen sehen. I n der e r s t e n 
Tabelle i s t ε = + f a l l s U^ unter Konjugation durch a l l e 
Elemente von U, g l o b a l i n v a r i a n t i s t , ε = 0 sonst. 
0 1 2 3 4 5 6 7 8 G 
0 + + + + + + + + + + 
1 + + + + 0 0 + 0 0 0 
2 + + + + 0 0 + 0 0 0 
3 + + + + + + + + + + 
4 + 0 0 + + + 0 0 0 
5 + 0 0 + + + 0 0 + 0 
6 + + + + + + + + + 
7 + + + + + + + + + + 
8 + + + + + + + + + 
G + + + + + + + + + + 
Wenn w i r a l s Q[E/22L]-Struktur z.B. d i e U 1 nehmen, dann 
werden genau d i e j e n i g e n Unterobjekte ausgewählt, die 
unter der komplexen Konjugation g l o b a l i n v a r i a n t sind. 
( 7 . 9 ) Lemma Sei k e i n Körper und Η eine Hopfalgebra 
von der Form Η = Η 1 ® kG(H), wobei H1 d i e i r r e d u z i b l e 
Komponente von 1 und G(H) di e Menge der gruppenähnlichen 
Κ = 
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Elemente von Η bezeichnet. Sei H» c Η eine U n t e r h o p f a l ­
gebra. Dann i s t H« = (Η·) 1 ® kG(H'), wobei ( H 1 ) 1 c H1 
(bzw. G(H') c G(H)) eine Unterhopfalgebra (bzw. eine 
Untergruppe) i s t . 
Beweis Nach der Bemerkung von Sweedler [ 5 0 ] , Seite 
177 g i l t : Η» = (Η·) 1 # kG(H«) und Gin«) c G(H) i s t eine 
Untergruppe. Nach Sweedler [ 5 0 ] Theorem 8.0.5 und K o r o l -
l a r 8 . 0 . 8 i s t ( H ' ) 1 c Η p u n k t i e r t i r r e d u z i b e l und f o l g ­
l i c h i s t ( H 1 ) ^ c H \ Also v e r e r b t s i c h d ie komponenten­
weise S t r u k t u r , d.h. Η 1 = ( H 1 ) 1 # kG(H f) = (Η') 1 ® kG(H«). 
(7.1Q) Satz Sei Η eine e n d l i c h e , kokommutative, 
p u n k t i e r t e k-Hopfalgebra, k c Κ eine Körpererweiterung, 
und s e i Κ H*-Galoissch über k. Dann i s t Κ = L ® K M, 
wobei L r e i n inseparabel und Μ separabel Galoissch über 
k i s t . Jeder Zwischenkörper k c K» c Κ i n der Galois-Kor­
respondenz i s t von der Form K1 = L 1 ®^Μ·, m i t k <= L 1 c L 
und k <= MI c M. 
Beweis Nach Sweedler [ 5 0 ] Theorem 10.2.3 i s t 
Η = Η 1 # kG(H) und Κ = L ®. M, wobei L := K1^0 r e i n i n s e -
1 K 
TT ' 
parabel und Μ := Κ separabel Galoissch i s t . Da L (bzw. 
M) (H 1)*-Galoissch (bzw. kG*-Galoissch) über k i s t , 
prüft man l e i c h t nach, daß Κ = L ® K Μ (Η1 ® kG)*-Galoissch 
über k i s t . Wir können a l s o ohne Einschränkung der A l l g e -
meinheit annehmen, daß Η = Η 1 # kG = Η 1 ® kG i s t . Die Be­
hauptung über K1 f o l g t j e t z t aus Lemma (7·9)· 
Der l e t z t e Satz besagt, daß eine Körpererweiterung, 
die m i t e i n e r p u n k t i e r t e n Hopfalgebra Galoissch i s t , i n 
e i n Tensorprodukt von einem separablen m i t einem r e i n 
inseparablen A n t e i l zerfällt. Über den n i c h t p u n k t i e r t e n 
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F a l l , und damit über die Frage, ob a l l e A-Galoisschen 
Körpererweiterungpi so z e r f a l l e n müssen, sc h e i n t r e c h t 
wenig bekannt zu sein. Im allgemeinen i s t der "gemischte 
F a l l " e i n e r A-Galoisschen Ring- oder Körpererweiterung, 
die a l s o n i c h t notwendigerweise separabel oder r e i n insepa-
r a b e l i s t , r e l a t i v wenig behandelt worden. 
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8. Topologische Tensorprodukte 
I n diesem K a p i t e l werden zunächst e i n i g e Topologien 
auf dem Tensorprodukt zweier hausdorffsehen, l o k a l k o n -
vexen, topologischen Vektorräume d e f i n i e r t , und a l l g e -
meine Eigenschaften angegeben. Dann fragen w i r uns, ob 
eine Kategorie t o p o l o g i s c h e r Vektorräume e x i s t i e r t , i n 
der auch unendlich dimensionale Räume " e n d l i c h " im Sinne 
von D e f i n i t i o n (1.4) s e i n können. Anhand e i n i g e r B e i s p i e l e 
der n i c h t - E x i s t e n z sehen w i r dann, welche Bedingungen er-
füllt werden müssen. 
(8.1) Bezeichnung Κ bezeichnet entweder den Körper 
der r e e l l e n Zahlen R , oder der komplexen Zahlen C . 
HfLk := Kategorie der hausdorffsehen, lokalkonvexen, t o -
pologischen Vektorräume über K, m i t l i n e a r e n , 
s t e t i g e n Abbildungen a l s Morphismen. 
Seien nun E, F, G € HfLk. 
P(E) := Potenzmenge von E. 
β(Ε) := (X <= Ε: X i s t beschränkt). 
e(E) := {X c Ε: X i s t beschränkt und e n d l i c h d i m e nsional). 
X(E) := {X c Ε: \/ Κ c Ε, Κ kompakt, X <= K). 
B i l i n ( E x F, G) := { f € Abb(E X F, G): f i s t b i l i n e a r ) . 
u 0 ( E ) := {X <= Ε: X i s t Nullumgebung). 
£(E,F) := ( f € Abb(E,F): f i s t l i n e a r und s t e t i g ) . 
J^(E,F) wie i n Bourbaki [ 4 ] ( I I I , 3, 1). 
£ p(E,F) (bzw. Z 0 ( E , F ) , £ K ( E , F ) ) f a l l s β = ß ( E ) (bzw. 
6 = ε(Ε), 6 = Χ (Ε) ). 
Die folgende D e f i n i t i o n wurde aus Schwartz [ 4 5 ] , 
Seite 9 entnommen. F a l l s 6 und % beschränkt s i n d , stimmt 
sie m i t der üblichen D e f i n i t i o n , Bourbaki [ 4 ] ( I I I , 4 , 2 ) 
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überein, wie man aus dem nächsten Lemma ( 8 . 3 ) schließt. 
( 8.2) D e f i n i t i o n Seien E,F,G € HfLk, q <= P(E), 
% <= P(F). f e B i l l n ( E x F, G) heißt (6,£)-hypostetig, 
f a l l s /\ S ,e 6, /\ Τ e 2: f | g χ p und f | £ χ χ s t e t i g sind. 
( 8 . 3 ) Lemma Seien E,F,G € HfLk, 6 c β (Ε), £ c ß(F), 
gU^S = E, Ty^T = F, f € B i l i n ( E x F, G), und f getrennt 
s t e t i g . Dann sind äquivalent: 
(a) f i s t (6,3:)-hypostetig. 
(b) ( i ) f\ W€U 0(G)/\s€6\/veli 0(F) [f(SXV) cW] und 
( i i ) /\w €U 0(G)/\T€3:\/ V e Uo( E) [ f(V xT)<=W]. 
(c) ( i ) ^ Sc€ i s t f(SX-O^X^G) g l e i c h g r a d i g s t e t i g und 
( i i ) f»eAbb(E,^ (F,G)): f ' ( x ) ( y ) = f ( x , y ) i s t s t e t i g . 
Beweis Die Behauptung 11 (a) ( b ) M (bzw. "(b) ==> 
( a ) " , 11 (b) <==> ( c ) , f ) f o l g t d i r e k t aus Bourbaki [ 4 ] 
( H I , 4 , e x . 2 ) , (bzw. (111,4,2,prop.4), ( 1 1 1 , 4 , 2 , p r o p .3 ) ) . 
(8.4) Bezeichnung Seien E,F,G e HfLk, 6<=Ρ(Ε), ^ ^ ( F ) . 
M & JS: ) ( E X F j G ) : = = { f € B i l i n ( E X F , G ) : f i s t (3 ßi ) - h y p o s t e t i g ) . 
£(6)(E,£2;<F,G)) : = { f eX (Ε,Χ^ (F,G)): / \ s e s i s t f ( s x - ) c 
C *(F,G) g l e i c h g r a d i g s t e t i g ) . 
( 8 . 5 ) Satz Seien E,F ε HfLk, s c P ( E ) , ϊ c Ρ (F) und 
6 ,2 gesättigt, siehe Bourbaki [ 4 ] ( I I I , 3 , ex. 2 ) . 
(a) Auf Ε ® F e x i s t i e r t genau eine Topologie Ε ® ^ ^^ F 
d e r a r t , daß g i l t : 
I l E Ä ^ j P , G) = W ( 6 ^  * (Ε X F, G) / [ G € HfLk. 
Sie i s t die f e i n s t e HfLk-Topologie, für die die 
kanonische Abbildung Ε x F — > Ε ® F (6 & )-hypo-
s t e t i g i s t . Seien 6 c ß(E), % c ß(F). Dann g i l t : 
(b) £ ( E ® ( 8 i 3 : ) F, G) = X ( 8 ) ( E , ^ ( F , G ) ) . 
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Beweis (a) i s t eine bekannte Aussage, siehe Schwartz 
[45], Seite 9 und Orothendieck [ 2 2 ] , Seite 7 4 . (b) f o l g t 
aus (a) und Lemma (8·3). 
Bemerkung T e i l (a) des Satzes i s t auch gültig für 
X c P(F) m i t Χ ? ß ( F ) , obwohl d i e Topologie auf £%(F,G) 
n i c h t mehr m i t der Vektorraumstruktur verträglich i s t . 
( 8 . 6 ) B e i s p i e l e 
Ε ® π F, das p r o j e k t i v e Tensorprodukt, w i r d d e f i n i e r t 
durch 6 = P(E) und X = P ( F ) . Es g i l t : 
X(E ® π F, G) = { f € B i l i n ( E * F , G): f s t e t i g ) . 
E'®| F, das i n d u k t i v e Tensorprodukt, w i r d d e f i n i e r t 
d u r c h s = e(E) und X = e ( F ) . Es g i l t : 
£(E * x F, G) = { f e B l l i n ( E x F , G): f g e t r e n n t 
s t e t i g ) . 
E ® p F, w i r d d e f i n i e r t durch 6 = B(E) und X = B(F). 
Ε β F, w i r d d e f i n i e r t d u r c h s = Κ(E) und X = * ( F ) . 
( 8 . 7 ) Satz HfLk i s t eine symmetrische, abgeschlos­
sene, monoidale Kategorie. Insbesondere g e l t e n , 
/ \ E,F,G e HfLk; 
(a) Ε ® Κ = Ε. 
(b) (Ε β F) ® T G = Ε ® t (F ® T G ) . 
(c) Ε ® t F = F ® t E. 
(d) X(E ® t F, G) = (Ε, Χ σ(Ρ,0)). 
Beweis (a) Behauptung: Ε ® t Κ = Ε ® π Κ = E. Sei 
u e B i l i n ( E x K, G ) g e t r e n n t s t e t i g und W € ^ Q ( G ) . Dann 
e x i s t i e r t e i n U e U 0 ( E ) m i t u(U,1) C W. Sei y e Κ m i t 
|y| < 1. Dann g i l t : u(U,y) = u(yU , 1 ) <= u(U,1 ) , da u b i ­
l i n e a r und U kreisförmig i s t . Also i s t u(U,K.|([K)) C I W, 
wobei Κ-,ίΚ) die offene E i n h e i t s k u g e l von Κ i s t . F o l g l i c h 
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i s t u sogar s t e t i g und deshalb i s t Ε ® Κ = Ε Θ π Κ. 
Der kanonische VektorräumIsomorphismus 1: Ε ® Κ — > Ε 
ττ 
m i t l ( x ® y ) = xy i s t auch e i n Homöomorphismus, w e i l 
die Topologie auf Ε ®^ Κ durch d i e Tensorprodukte der 
s t e t i g e n Halbnormen ρ auf Ε m i t der Norm auf Κ d e f i n i e r t 
werden kann, und (ρ ® |-|)(x® y) = p ( x ) | y | = P(xy) = 
= p l ( x ® y ) . 
(b) Sei Η e HfLk. Die S t e t i g k e i t von einem 
u e Lin((E® t F) ® t G, H) i s t äquivalent zur ge t r e n n t -
ste t i g k e i t von dem entsprechenden 
u 1 € Bilin((E® i F) X G, H), d.h. zur S t e t i g k e i t von 
u 1 ( x , - ) : G > Η und u 1 (-,g): Ε ® t F Η für a l l e 
χ e Ε ® F und g e G. Dies i s t wiederum äquivalent zur 
g e t r e n n t - S t e t i g k e i t von u 2 e T r i l i n ( E X F x G, H), d.h. 
zur S t e t i g k e i t von u 2 ( e , f , - ) : G — > H, u 2 ( e , - , g ) : F •—> Η 
und u 2 ( - , f , g ) : Ε — > Η, für a l l e e e E, f € F und g e G, 
wie man folgendermaßen s i e h t : Die S t e t i g k e i t von 
u<j(-,g): Ε F — > Η i s t äquivalent zur g e t r e n n t - S t e t i g -
k e i t von u 2 ( - , - , g ) : Ε x F — > Η und u,(x,-) = 
η 
= u 1 ( i | 1 e l ® f ± , -) = Z u 1 ( e i ® f±, -) = Z u 2 ( e i , f ^ , - ) , 
und endliche Summen von s t e t i g e n Abbildungen sind wieder 
s t e t i g . Durch analoge Argumentation i s t das äquivalent 
zur S t e t i g k e i t von u e L i n ( E ® χ (F ® t G), H). 
(c) f o l g t s o f o r t aus der Symmetrie der entsprechenden 
D e f i n i t i o n . 
(d) f o l g t aus (8.5) (To) und der Tatsache, daß £ A(P,G) aus 
HfLk i s t . 
(e) A l l e 11 Kohärenz"-Bedingungen i n der D e f i n i t i o n e i n e r 
monoidalen Kategorie g e l t e n wie i n der Kategorie der 
K-Vektorräume, da w i r h i e r m i t den g l e i c h e n kanonischen 
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Isomorphismen zu t u n haben. 
(8.8) B e i s p i e l Sei Ε e HfLk e n d l i c h im Sinne von 
D e f i n i t i o n (1.4). Dann i s t Ε e n d l i c h dimensional. 
Beweis " E n d l i c h k e i t " heißt h i e r , daß der kanonische 
Morphismus Ε <8>t E^ — > Χ σ(Ε,Ε): χ ® y — > (ζ ι—> x y ( z ) ) 
e i n Isomorphismus i s t . Da das B i l d d i e s e r Abbildung nur 
aus Operatoren endlichen Ranges b e s t e h t , muß auch i d g 
en d l i c h e n Rang haben, a l s o i s t Ε e n d l i e h dimensional. 
Wenn der B e g r i f f " e n d l i c h " mehr a l s nur e n d l i c h 
dimensionale Räume umfassen s o l l , muß die monoidale 
S t r u k t u r mehr s e i n , a l s nur eine Topologie a uf dem Ten-
sorprodukt. Eine sehr naheliegende Möglichkeit i s t das 
vollständige Tensorprodukt von Banachräumen, das w i r im 
nächsten B e i s p i e l anschauen w o l l e n . 
(8.9) B e i s p i e l Sei Ban (bzw. Ban 1) d i e Kategorie 
der Banachräume m i t s t e t i g e n , l i n e a r e n Abbildungen (bzw. 
s t e t i g e n Kontraktionen) a l s Morphismen und Ε ^ π F d i e 
Vervollständigung des p r o j e k t i v e n Tensorproduktes. Dann 
g i l t : 
(a) Ban und Ban^ sind symmetrische, abgeschlossene, mo-
noidale Kategorien. Insbesondere g i l t : 
X(E ® π F, G) = X(E, X ß(F,G)) und 
X^E ® π Ρ, G) S X^E, X ß(F,G)) A E>F,G e Ban. 
(b) F a l l s Ε e n d l i c h i n Ban oder Ban 1 im Sinne von D e f i ­
n i t i o n (1.4) i s t , i s t Ε e n d l i c h dimensional. 
Beweis (a) i s t bekannt, siehe z.B. Semadeni [48], 
und kann auch d i r e k t m i t H i l f e der entsprechenden Normen 
ge z e i g t werden. 
(b) F a l l s Ε e n d l i c h i s t , i s t ξ i n dem folgenden, 
kommutativen Diagramn s u r j e k t i v . 
Ε ® Ε 
π 
ί 
> X f t(E , 3 ) 
Βί(ξ), d i e Menge der Operatoren endlichen Ranges, i s t 
e n t h a l t e n i n der Menge der kompakten Operatoren, die aber 
abgeschlossen i s t , siehe Schäfer [ 4 4 ] , Seite 98 und.110. 
Also i s t i d £ e B i ( f ) auch kompakt, und deswegen i s t Ε 
e n d l i c h dimensional. 
Das n i c h t - F u n k t l o n i e r e n des l e t z t e n B e i s p i e l s hat 
zwei Gründe* 1) Ε ® i s t n i c h t d i c h t i n £ β(Ε,Ε), und 
2 ) Die Topologie auf Ε E^ i s t im allgemeinen echt 
f e i n e r a l s d i e Unterraumtopologie Ε ® ε E^ (siehe Köthe 
[ 2 9 ] ) . Daß eine Untersuchung des "schwachen Tensorpro-
duktes 1 1 Ε ® £ F im H i n b l i c k auf n i c h t - t r i v i a l e endliche 
Objekte i n der Kategorie Ban,, si n n l o s i s t , s i e h t man m i t 
dem nächsten Satz. 
( 8 . 1 p ) Satz Ban«| b e s i t z t keine monoidale S t r u k t u r , 
für d i e unendlich dimensionale endliche Objekte e x i s t i e r e n . 
Beweis Semadeni und Wiweger [ 4 9 ] haben einen Satz 
von Eilenberg-Watts für Banachräume bewiesen, der besagt, 
daß j e d e r Funktor, der L i m i t e s (bzw. K o l i m l t e s ) erhält, 
schon isomorph zu einem £ß(E,-) (bzw. - ®^ E) i s t . 
Somit s i n d w i r i n der S i t u a t i o n vom l e t z t e n B e i s p i e l . 
Nachdem w i r j e t z t gesehen haben, daß "endliche" 
Banachräume e n d l i c h dimensional sein müssen, wo l l e n w i r 
uns der Frage zuwenden, i n w i e w e i t das p r o j e k t i v e Tensor-
produkt für uns überhaupt n u t z l i c h i s t . Dazu d i e n t der 
nächste Satz. 
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(8.11) Satz Sei C eine v o l l e U nterkategorie von 
HfLk, Ε € C, 6 c ß(Ε) und gU^s = E. Sei w e i t e r h i n 
- ® E: C — > C l i n k s a d j u n g i e r t zu X^fE,-). Dann i s t Ε 
7T — — Ö 
normierbar und = E£. 
Beweis Aus der A d j u n g i e r t h e i t der zwei Funktoren 
f o l g t , daß d i e folgende kanonische Abbildung s t e t i g i s t : 
C(E«, Ε' ) = C(Et ® π Ε, Κ ) , m i t k ( y ® x) = y ( x ) . 
i d > k 
Aus der u n i v e r s e l l e n Eigenschaft des p r o j e k t i v e n Tensor­
produktes f o l g t dann, daß d i e Auswertung Ε· x Ε — > Κ 
s t e t i g i s t . Die Behauptung f o l g t j e t z t aus Bourbaki [ 4 ] 
( I V , 3 , e x . 2 ) . 
An d i e s e r S t e l l e möchten w i r uns frag e n , ob der 
"innere Hom-Funktor" [E,-] immer d i e Form Χ (Ε,-) haben 
muß. Aus dem nächsten Satz s i e h t man, daß dies n i c h t 
ganz der F a l l i s t : Die Topologle kann etwas allgemeiner 
sein. 
( 8 . 1 2 ) Satz Sei C eine abgeschlossene Kategorie von 
topologischen Vektorräumen. Dann läßt s i c h [ E ,-] a l s 
χ(Ε,-) m i t e i n e r geeigneten Topologie d a r s t e l l e n . 
Beweis Da Κ d i e f e i n s t e Topologie trägt, haben w i r 
di e folgenden Isomorphismen von (Mengen-wertigen) Funktoren: 
[E,F] = X(K, [E,F] ) = X(K ® E, F) = X(E,F). 
Bemerkung Daß d i e "geeignete Topologie" auf X(E,F) 
n i c h t immer eine 6-Topologie i s t , s i e h t man an dem B e i -
s p i e l der t o n n e l i e r t e n Räume i n K a p i t e l 10. Dort handelt 
es s i c h um eine V e r f e i n e r u n g ( a s s o z i i e r t e t o n n e l i e r t e 
Topologie) der f e i n s t e n 6-Topologie (Topologie der be-
schränkten Konvergenz). 
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Bei unseren Bemühungen, eine monoidale Kategorie 
topologischer Vektorräume zu f i n d e n , i n der auch unend-
l i c h dimensionale "endliche" Räume e x i s t i e r e n , haben w i r 
folgendes erkannt; 1) Die monoidale S t r u k t u r s o l l mehr 
a l s nur e i n topologisches Tensorprodukt sein. 2) Wir dür-
fen uns n i c h t auf das p r o j e k t i v e Tensorprodukt von Ba-
nachräumen beschränken. Um eine abgeschlossene monoidale 
Kategorie zu bekommen, werden w i r uns auf eine Klasse 
von Räumen beschränken, für d i e X^ €)(E,-) = £(E,-) g i l t . 
Die Räume werden als o zwei Eigenschaften-haben, eine 
Vollständigkeits-Eigenschaft und d i e soeben genannten 
Diese dürfen aber n i c h t b e l i e b i g s e i n , z.B. muß s i c h d i e 
Vollständigkeits-Eigenschaft von G auf £^(F,G) vererben. 
Wie w i r auch sehen werden, müssen d i e zwei Eigenschaften 
i n einem gewissen Sinne miteinander v e r t r a g l i c h ' sein'. 
Dieser Verträglichkeits-Begriff" w i r d im nächsten K a p i t e l 
behandelt, und anschließend die Kategorie der q u a s i v o i l -
ständigen, t o n n e l i e r t e n Räume, die d i e obengenannten Be-
dingungen ausgezeichnet erfüllt. -
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9* Ein Verträgllchkeits-Begriff für Funktoren 
Wir haben im l e t z t e n K a p i t e l gesehen, daß unsere 
Kategorie lokalkonvexer Räume zwei Eigenschaften, eine 
Vollständigkeits-Eigenschaft und eine andere, noch zu 
nennende, haben s o l l . Diese zwei Eigenschaften müssen eine 
Verträglichkeits-Bedingung erfüllen, d i e i n diesem Kapi-
t e l behandelt w i r d . Eine solche Verträglichkeits-Frage 
i s t i n der L i t e r a t u r schon a u f g e t r e t e n , zum B e i s p i e l i n 
der folgenden S i t u a t i o n : Frölicher und Jarchow [2 0 ] s t e l l -
t e n zwei Fragen, nämlich: 1) I s t d i e Vervollständigung 
eines Kelley-Raumes wieder e i n Kelley-Raum, und 2) I s t 
di e K e l l e y f i z i e r u n g eines vollständigen Raumes wieder 
vollständig? E i n Gegenbeispiel dazu wurde von Haydon [ 2 4 ] 
gefunden, und S. D i e r o l f [t5] z e i g t e , i n e i n e r allgemeinen 
S i t u a t i o n i n der Kategorie der (lokalkonvexen) t o p o l o g i -
schen Vektorräume, daß d i e zwei Fragen zueinander äqui-
v a l e n t sind. Von diesem Satz angeregt, haben w i r Satz 
(9.3) f o r m u l i e r t und bewiesen. Er i s t von allgemeiner 
( k a t e g o r i e n t h e o r e t i s c h e r ) Natur, und läßt s i c h i n den 
folgenden K a p i t e l n g ut anwenden. 
Der folgende Satz c h a r a k t e r i s i e r t eine gewisse A r t 
Unt e r k a t e g o r i e , d i e i n den Anwendungen sehr häufig vor-
kommt. Dabei heißt eine Unterkategorie D c £ e p i r e f l e k -
t i v , wenn D r e f l e k t i v m i t einem epimorphen R e f l e k t o r i s t . 
D heißt s t a r k abgeschlossen bezüglich Bildung von L i m i t e s 
wenn Produkte, und D i f f e r e n z k e r n e von Diagrammen A — Β , 
m i t Α e D, Β € 0, wieder i n D l i e g e n . 
(9.1) Satz Sei C vollständig, l o k a l k l e i n und ko-
k l e i n und D eine v o l l e , Isomorphie-abgeschlossene 
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U n t e r k a t e g o r i e von £. Dann sind äquivalent: 
(a) D i s t e p i r e f l e k t i v i n C. 
(b) D i s t s t a r k abgeschlossen bezüglich Bildung von 
Li m i t e s i n C. 
Beweis Siehe H e r r l i c h [ 2 5 ] , ( 1 0 . 2 . 1 ) . 
Das nächste Lemma s t e l l t den Zusammenhang zwischen 
dem obigen B e g r i f f und dem von S. D i e r o l f [ 1 5 ] her. Wir 
nennen eine Unterkategorie b i m o r r e f l e k t i v (bzw. bimorko-
r e f l e k t i v ) wenn der R e f l e k t o r (bzw. K o r e f l e k t o r ) e i n B i -
morphismus (Epimorphismus und Monomorph!smus) i s t . So 
vermeiden w i r d i e Zwei d e u t i g k e i t des Wortes " b i r e f l e k t i v " 
b e i H e r r l i c h [ 2 5 ] . 
( 9 . 2 ) Lemma Sei D eine v o l l e Unterkategorie von £, 
der Kategorie der (lokalkonvexen) topologischen Vektor-
räume. Dann sind äquivalent: 
(a) D i s t b i m o r r e f l e k t i v (bzw. b i m o r k o r e f l e k t i v ) i n C_* 
(b) D w i r d d e f i n i e r t durch eine Eigenschaft, d i e s i c h 
auf Produkte und l i n e a r e Teilräume v e r e r b t , und d i e 
die gröbste t o p o l o g i e b e s i t z t (bzw. s i c h auf l i n e a r e 
(lokalkonvexe) d i r e k t e Summen und Quotienten v e r e r b t , 
und d i e d i e f e i n s t e Topologie b e s i t z t ) . 
Beweis 11 (a) ==> ( b ) l ! : Die Bimorphi smerv i n C sind 
die b i j e k t i v e n Morphismen. Das Vererben auf Produkte und 
l i n e a r e Teilräume f o l g t aus dem l e t z t e n Satz ( s t a r k abge-
schlossen). Da der R e f l e k t o r g l o b a l d e f i n i e - r t i s t , muß 
e i n Raum m i t der gröbsten Topologie schon i,n D s e i n , w e i l 
der R e f l e k t o r nur noch eine Vergröberung de-r Topologie 
d a r s t e l l t . 11 (b) ==> ( a ) ! l f o l g t aus dem obig<;en Satz ( 9 . 1 ) 
und der Tatsache, daß die entsprechende Ver'gröberung der 
Topologie einen Bimorphismus d a r s t e l l t . 
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(9.3) Satz s e i £ eine Kategorie und 
V L, r.a. V R, l . a . 
L < L^ £ ( b z w # R, r . a ~ ~ ) eine v o l l e , 
Isomorphie-abgeschlossene, e p i r e f l e k t i v e (bzw. monoko-
r e f l e k t i v e ) U nterkategorie. Dann sind äquivalent: 
(1) R ( L ) < = L . 
(1t) χ _JL^ L x i s t Isom. ==> RX - J L > LRX i s t Isom. 
( 1 f f ) RL ^ > LRL i s t Isomorphismus. 
(2) L(R) <= R. 
(2t) RX -JE_> χ i s t Isom. ==> RLX LX i s t Isom. 
(£") RLR ε > LR i s t Isomorphismus. 
Bemerkung Nach Voraussetzung sind d i e Vergißfunk-
to r e n V L und V R v o l l t r e u , und damit sind ε € L(LV LX,X) 
und η € R(Y,RVRY) Isomorphismen für a l l e X e L und Υ e R. 
Dann g i l t auch- V J L V J L = V^L und V RRV RR = VRR. Deshalb 
können w i r j e t z t V^ und V R weglassen, und L = L, R = R 
schreiben. Es g i l t auch: L|^ = i d L , R j R = i d R und 
L = L(C) (bzw. R = R(£)). Nach Voraussetzung i s t auch 
η € C(X,LX) (bzw. ε e C(RX,X)) e i n Epimorphismus (bzw. 
Monomorph!smus) für a l l e X e C. 
Beweis von Satz (9.3)· Zunächst s i e h t man l e i c h t , 
daß (1), (1») und ( 1 " ) (bzw. (2), ( 2 · ) und (2")) zu-
einander äquivalent sind . Dann betr a c h t e n w i r das f o l -
gende, kommutative Diagramm: 
£1 1^ 
RX : — X ^ L X Hier sind ε ν ε 2 und 
[Ά2 ^ > < Z a ^ | ε 2 ( b z w - ^ 1 * ^2 u n d V 
LRX ^ > RLX Monomorphismen (bzw. E p i -
morphismen). 
RLRX LRLX 
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Wegen der u n i v e r s e l l e n Eigenschaft von R (bzw. L) e x i s ­
t i e r t genau e i n α (bzw. ß) m i t ε 2α = τ\-\ε-\ (bzw. m i t 
βη 2 ='η1ε-,). Man kann schreiben: α = R ( T - J ) (bzw. 
β = L ^ ) ) . J e t z t zeigen w i r nur: (1") ==> ( 2 · ) . 
(2M) ==> (1t) i s t völlig analog ( d u a l ) . Sei a l s o ( V 1 ) 
wahr, d.h. e i n Isomorphismus, und s e i ε^  auch e i n 
Isomorphismus. Da e i n Isomorphismus i s t , e x i s t i e r t 
genau e i n 7 m i t 7 η 2 = α, a l s o i s t ε 27η 2 = ε 2 α = η ι ε ι = 
= βη 2 und, da η 2 e i n Epimorphismus i s t , i s t ε 27 = β. Da 
ε «ι e i n Isomorphismus i s t , i s t es auch β = L ^ ) . Also 
i s t ε 27β~ 1 = i d ^ x u ^ d deswegen i s t ε 2 eine monomorphe 
R e t r a k t i o n , a l s o auch e i n Isomorphismus, was zu zeigen 
war. 
( 9 . 4 ) D e f i n i t i o n F a l l s d i e Bedingungen von Satz 
( 9 · 3 ) ( 1 ) erfüllt s i n d , nennen w i r L und R miteinander 
verträglich. 
( 9 * 5 ) Folgerung Seien R und L miteinander verträg-
l i c h wie i n ( 9 . 3 ) und ( 9 · ^ ) · Dann g i l t : 
(a) (RL)(RL) = RL, (LR)(LR) = LR. 
(b) RL(C) = LR(C). 
(c) RL := RL(£) i s t eine v o l l e , e p i r e f l e k t i v e Unterkate-
g o r i e von R und eine v o l l e , monokoreflektive Unter-
k a t e g o r i e von L. 
Beweis (a) R(LRL) = RRL = RL. LR analog. 
(b) Sei X € C m i t X = RLX. Dann g i l t : LRX = LRRLX = 
= LRLX = RLX = X. Umkehrung analog. 
(c) Für a l l e Χ ε RL, Y e R g i l t : R(Y,X) = C(Y,X) = 
= C(Y,V LX) = L(LY,X) = RL(LY,X). 
Wie man l e i c h t s i e h t , i s t das Kommutieren der zwei 
P u n k t o r e n R und L stärker a l s deren Verträglichkeit. 
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Daß es echt stärker i s t , s i e h t man aus dem folgenden 
B e i s p i e l . Insbesondere kann man aus Folgerung ( 9 . 5 ) ( b ) 
n i c h t schließen, daß RL = LR wäre. Nach dem Beweis des 
Satzes ( 9 . 3 ) weiß man aber, daß d i e zwei kanonischen 
f u n k t o r i e l l e n Morphismen von LR nach RL g l e i c h sind. 
( 9 . 6 ) B e i s p i e l (a) I n der Kategorie der abelschen 
Gruppen d e f i n i e r e n w i r L(X) = X/2X und R(x) = T(X) = 
Torsionsuntergruppe von X. Dann sind d i e Voraussetzungen 
des Satzes ( 9 . 3 ) erfüllt, R und L sind verträglich, aber 
RL(2G) = TL/2TL£ 0 = LR(2). 
(b) Sei (X,7) = U ^ ) ^ € ^ : {ndN: x R μ 0} i s t e n d l i c h } 
m i t r e l a t i v e r Produkttopologie und To (bzw. Qv) d i e as­
s o z i i e r t e t o n n e l i e r t e Topologie (bzw. d i e Q u a s i v e r v o l l ­
ständigung) wie i n (10. 1) (bzw. p 0 . 4 ) ) . (X,3*) i s t ab-
zählbar dimensional und m e t r i s i e r b a r , ToS i s t d i e f e i n s t e 
lokalkonvexe Topologie auf X, und i s t vollständig. 
Qv(X,7) = , Produkttopologie) i s t t o n n e l i e r t . A l s o : 
ToQv(X,rr) = Qv(X,3) = ω ^ φ = Το(Χ,ϊ) = QvTo(X,3) # 
( 9 * 7 ) Folgerung Im folgenden sind ( i ) ( a ) und ( i ) ( b ) 
zueinander äquivalent: 
(1) I n HfLk; 
(a) Die Vervollständigung eines kompaktbestimmten 
Raumes i s t kompaktbestimmt. 
(b) Der a s s o z i i e r t kompaktbestimmte Raum zu einem 
vollständigen Raum i s t vollständig. 
(2) I n der Kategorie der lokalkonvexen Räumen; 
(a) Der a s s o z i i e r t e t o n n e l i e r t e (bzw. bornologische) 
Raum zu einem nuklearen (bzw. Schwärtζsehen) 
Raum i s t nuklear (bzw. schwartzsch). 
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(b) Der a s s o z i i e r t e nukleare (bzv:. Schwartzsche) 
Raum zu einem t o n n e l i e r t e n (bzw. bornologisehen) 
Raum i s t t o n n e l i e r t (bzw. b o r n o l o g i s c h ) . 
( 3 ) I n der Kategorie der Hausdorffsehen topologisehen 
Räume: 
(a) Die Stone-Sech-Kompaktifizierung eines Quotien-
t e n eines m e t r i s i e r b a r e n Raumes i s t wieder Quo-
t i e n t eines m e t r i s i e r b a r e n Raumes. 
(b) Sei Κ e i n kompakter topologischer Raum. Auf Κ 
d e f i n i e r e n w i r eine neue Topologie durch: A c Κ 
i s t genau dann abgeschlossen, wenn Α die f o l g e n ­
de Bedingung erfüllt: ( x n ) n ^ N eine Folge i n A, 
(x ) k o n v e r g i e r t i n Κ ==> l i m * n € A» Dann i s t 
Κ m i t di e s e r neuen Topologie kompakt. 
Bemerkung ( 1 ) war die e r s t e Anwendung des erwähnten 
Satzes. Siehe h i e r z u d ie E i n l e i t u n g zu diesem K a p i t e l , 
sowie K a p i t e l 11, insbesondere (11„6) b i s ( 1 1. 1θ)· Die 
Aussagen sind f a l s c h nach einem B e i s p i e l von Haydon [ 2 4 ] . 
Die Aussagen ( 2 ) s i n d Anwendungen unseres Satzes i n der 
Kategorie der lokalkonvexen Räumen, die noch n i c h t im 
Satz von S. D i e r o l f [ 1 5 ] erfaßt waren. B e i s p i e l (9.8) 
z e i g t , daß To und Nu n i c h t verträglich sind. Bei den Aus-
sagen i n ( 3 ) h a n d e l t es s i c h um einen V e r g l e i c h zwischen 
den Funktoren " Stone-Öech-Kompaktifizierung" und "asso-
z i i e r t e folgenbestimmte Topologie", siehe H e r r l i c h [ 2 5 ] . 
Um zu sehen, daß d i e zwei Aussagen f a l s c h s i n d , genügt 
es, einen kompakten, aber n i c h t folgenbestimmten Raum zu 
fi n d e n , denn dann i s t d ie a s s o z i i e r t e folgenbestimmte 
Topologie echt f e i n e r , und daher n i c h t kompakt. Das w i r d 
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i n B e i s p i e l ( 9 . 9 ) g e z e i g t , das mir W. Roelcke freund­
l i c h e r w e i s e m i t g e t e i l t hat. 
(9*8) B e i s p i e l Sei (X,7) e i n unendlich dimensionaler 
Banach-Raum und To (bzw. Nu) d i e a s s o z i i e r t e t o n n e l i e r t e 
(bzw. nukleare) Topologie. (X,^) i s t t o n n e l i e r t . 
(Χ,σ(Χ,Χ·)) i s t a l s schwache Topologie nuklear. Also i s t 
σ(Χ,Χ·) c Nutf ρ S = τ(Χ,Χ). NU3T, der a s s o z i i e r t e nukleare 
Raum, i s t k e i n Mackey-Raum, a l s o weder t o n n e l i e r t , borno-
l o g i s c h noch q u a s i t o n n e l i e r t . To(X,σ(Χ,Χ«)) = (X,7) i s t 
n i c h t nuklear, a l s o i s t ToNu ^ NuToNu. 
( 9 * 9 ) B e i s p i e l Seiω die k l e i n s t e n i c h t abzählbare 
Or d i n a l z a h l und s e i X := [χ: χ ^ ω] m i t der Ordnungsto­
pologie versehen, siehe z.B. K e l l e y [ 2 7 ] · Dann i s t X 
Hausdorffsch und kompakt, aber n i c h t folgenbestimmt. 
Beweis Sei f : X — > I R d e f i n i e r t durch f(ω) = 1 und 
f (χ) = 0 für a l l e χ < ω. f i s t offenbar n i c h t s t e t i g . Wir 
zeigen j e t z t , daß f f o l g e n s t e t i g i s t . Sei ( ^ ^ ^ eine 
konvergente Folge i n X, und a = l i m x n . 
F a l l 1. a < ω. Dann i s t x n < ω für f a s t a l l e η e M, a l s o 
f ( x ^ ) « 0 für f a s t a l l e η ε IN und f o l g l i c h k o n v e r g i e r t 
f ( X n ) gegen 0 = f ( a ) . 
F a l l 2 . a = ω. Dann i s t x R = ω für f a s t a l l e η e Μ (denn, 
zu j e abzählbar v i e l e n abzählbaren Ordinalzahlen e x i s t i e r t 
eine abzählbare obere Schranke). Also i s t f ( x r x ) = 1 für 
f a s t a l l e η e IN und f o l g l i c h k o n v e r g i e r t f ( x n ) gegen 
1 = f ( a ) . 
Das nächste Lemma z e i g t , daß unser Verträglichkeits-
B e g r i f f i n den üblichen "algebraischen 1 1 Kategorien n i c h t 
I n t e r e s s a n t Rft ln I r a n n . 
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( 9 * 1 0 ) Lemma Sei £ eine Kategorie, i n der entweder 
jeder Monomorph!smus e i n Kern, oder jeder Epimorphismus 
e i n Kokern i s t . Dann sind d i e Bedingungen i n Satz ( 9 * 3 ) 
immer erfüllt. 
Beweis F a l l s jeder Monomorph!smus e i n Kern i s t , i s t 
RLX — L X e i n Kern, a l s o RLX € L nach Satz ( 9 · 1 ) , cUh. 
RLX = LRLX. Der andere F a l l geht analog. 
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10. Die Kategorie der quasivollständigen, t o n n e l l e r t e n 
Räume 
Die w i c h t i g s t e n k a t e g o r i e n t h e o r e t i s c h e n Eigenschaften 
der Kategorie der quasivollständigen, Hausdorffsehen, ton-
n e l l e r t e n , topologischen Vektorräume werden i n diesem Ka-
p i t e l behandelt. Die abgeschlossene monoidale S t r u k t u r , 
d i e durch d ie Funktoren Qv(- ®^ -) und To«£^(-,-) gegeben 
w i r d , w i r d untersucht. I n dies e r Kategorie haben w i r v i e l e 
B e i s p i e l e für Räume, für d i e Ε & E^ d i c h t (sogar f o l g e n ­
d i c h t ) i n £ß(E,E) i s t . Somit haben w i r eine abgeschlossene 
monoidale Kategorie gefunden, i n der das e r s t e Hindernis 
von B e i s p i e l ( 8 . 9 ) überwunden i s t . Trotzdem b l e i b t d i e 
Topologie auf Ε ® E 1 f e i n e r a l s d i e Unterraumtopologie, 
so daß a l l e w i c h t i g e n B e i s p i e l e n e g a t i v a u s f a l l e n , siehe 
Folgerung ( 1 0 . 1 6 ) und Lemma ( 1 0 . ^ 9 ) . 
(IQ. 1) Bezeichnung M i t HfTo c HfLk bezeichnen w i r 
d i e v o l l e U n terkategorie der Hausdorffsehen, t o n n e l i e r t e n 
Räume, siehe Bourbaki [ 4 ] ( 1 1 1 , 1 , 1 ) . To: H f L k — > HfTo 
s e i d i e " Tonne l i e r ung1* ( a s s o z i i e r t e r t o n n e l i e r t e r Raum), 
wie b e i Robert [ 4 } ] . HfTo i s t eine v o l l e , monokoreflek-
t i v e U n t e r k a t e g o rie von HfLk. 
( 1 0 . 2 ) Satz Seien E,F,G e HfLk. Dann g e l t e n : 
(a) F e HfTo ==> £(E ® ß F, G) = £(E, £ ß(F,G)). 
(b) E,F e HfTo ==> Ε ® t F = Ε ®p F e HfTo. 
Beweis (a) Sei Β e ß(E) und f e £ (E, £ß(F,G)). Dann 
i s t f ( B ) beschränkt i n £ß(F,G), siehe Bourbaki [ 4 ] 
( I I I , 2 , 3 , C o r . 1 ) , a l s o auch i n £ a(F,G) und f o l g l i c h g l e i c h -
g r a d i g s t e t i g i n £(F,G), siehe Bourbaki [ 4 ] ( I I I , 3 , 6 , T h m . 2 ) . 
Also i s t sogar f e £ β^ Ε^(Ε, £ ß(F,G)) und (a) f o l g t dann 
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aus Satz ( 8 . 5 ) . 
(b) Sei k = kan: Ε x F — > Ε ® F. Nach D e f i n i t i o n trägt 
Ε <8>t F d i e f e i n s t e HfLk-Topologie d e r a r t , daß k 
( e(E), £(F))-hypostetig, d.h. g e t r e n n t s t e t i g , w i r d . 
M i t anderen Worten, trägt Ε ®^ F d i e H f L k - F i n a l t o p o l o g i e 
bezüglich a l l e r Abbildung k ( x , - ) , k ( - , y ) , χ e E, y e F. 
E « t F i s t a l s o e i n Köllmes ( i n HfLk) von t o n n e l i e r t e n 
Räumen und deshalb s e l b s t t o n n e l i e r t , nach Satz ( 9 . 1 ) 
oder Bourbaki [ 4 ] ( I I I , 1 , 2 , P r o p . 2 ) . Der Beweis von T e i l 
(a) z e i g t , daß, für E,F e HfTo, Η( e( E)' e( F))(Ε Χ F, G) = 
x ( f t ( E ) , e ( F ) ) ( E χ F ^ G j g l l t ^ s i e n e a u c h Bourbaki [ 4 ] 
(111,4,2). E ® t F = Ε ®p Ρ f o l g t dann aus der u n i v e r s e l ­
l e n Eigenschaft i n Satz ( 8 . 5 ) . 
Bemerkung Wir hätten h i e r auch den B e g r i f f " q u a s i -
t o n n e l i e r t M benutzen können, wegen Bourbaki [ 4 ] 
( I I I , 3 , e x . 17). Da w i r aber später nur quasivollständige 
Räume betrachten w o l l e n , wäre das keine echte V e r a l l g e -
meinerung, siehe z.B. Schäfer [ 4 4 ] , S e i t e 142. 
( 1 0 . 3 ) Folgerung HfTo 1 s t eine symmetrische, abge-
schlossene, monoidale Kategorie. Insbesondere g i l t : 
£ ( E® t F, G) = X(E, ToX ß(F,G)). 
Beweis Die Behauptung f o l g t s o f o r t aus Satz ( 8 . 7 ) * 
Satz ( 1 0 .2) und der u n i v e r s e l l e n Eigenschaft von To. 
(10.4) Bezeichnung Sei QvHfLk c HfLk (bzw. 
QvHfTo c HfTo) d i e v o l l e Unterkategorie der q u a s i v o l l -
ständigen Räume, siehe Bourbaki [ 4 ] ( l I I , 2 , 5 , D e f . 3 ) . 
Qv: HfLk — Q v H f L k s e i d i e Quas1vervollständigung, siehe 
Robert [ 4 3 ] oder Schwartz [ 4 6 ] . QvHfLk i s t eine v o l l e , 
e p i r e f l e k t i v e Unterkategorie von HfLk. 
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( 1 0 · 5 ) Lemma (a) Qv(HfJo) c HfTo. 
(b) To(QvHfLk) c QvHfLk. 
(c) QvHfTo i s t eine v o l l e , e p i r e f l e k t i v e U nterkategorie 
von HfTo und eine v o l l e , monokoreflektive Unterka­
t e g o r i e von QvHfLk. 
Beweis (a) f o l g t aus Robert [ 4 3 ] , ( 1 . 1 . 5 ) ( a ) , (b) 
aus (a) und Satz (9·3)> und (c) aus ( a ) , (b) und Satz (9·5)· 
(1Q .6) Satz QvHfTo i s t eine symmetrische, abgeschlos­
sene monoidale Kategorie. Insbesondere g e l t e n : 
(a) Qv(E ® Κ) = E. 
(b) Qv(Qv(E 8 F) ® t G) = Qv(E ® t Qv(F ® t G)). 
(c) Qv(E β F) = Qv(F ® t E). 
(d) X(Qv(E ® t F ) , G) = X(E, ToX ß(F,G)) f\ G € QvHfTo. 
Beweis ( a ) , (b) und (c) f o l g e n s o f o r t aus Folgerung 
( 1 0 . 3 ) und Lemma ( 1 0 . 5 ) - und für ( b ) , der folgenden Über-
legung: Für a l l e Η e QvHfTo g i l t : C(Qv(Qv(E ® t F) ® t G),H) 
= X(Qv(E ® t F) ® t G, H) = X(Qv(E * χ F ) , X ß(G,H)) = 
= X(E * χ F, X ß(G,H)) = X((E ® t P) ® t G, H) ~ 
= X(E ® t (F ® t G), H) = ... = X(Qv(E ® t Qv(F ® t G ) ) , H). 
(d) f o l g t aus ( 1 0 . 3 ) , ( 1 0 . 5 ) und der Tatsache, daß 
X ß(F,G) wieder quasivollständig i s t , siehe Bourbaki [ 4 ] 
( I I I , 3 , 7 , C o r . 2 ) . 
( 1 Q . 7 ) Satz QvHfTo i s t vollständig und kovollständig. 
Li m i t e s sind d i e To-Bilder der i n HfLk g e b i l d e t e n L i m i t e s , 
und K o l i m i t e s d i e Qv-Bilder der i n HfLk g e b i l d e t e n Ko-
l i m i t e s . 
Beweis Die Behauptung f o l g t aus der Tatsache, daß 
HfLk vollständig und kovollständig i s t , Lemma ( 1 0 . 5 ) ( c ) , 
Satz (9.1) und Par e i g i s [ 4 1 ] , 2 a 1 2 , Prop. 4 oder auch 
H e r r l i c h [ 2 5 ] · 
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(1Q.8) Lemma Seien A,Β e QvHfTo und h e X(A,B). 
Dann g e l t e n d i e folgenden Äquivalenzen i n QvHfTo: 
(a) ( i ) h i s t e i n Monorphismus <==> 
( i i ) h i s t i n j e k t i v . 
(b) ( i ) h i s t e i n Epimorphismus <==> 
( i i ) B i ( h ) i s t d i c h t i n Β. 
(c) ( i ) h i s t e i n Kern <==> 
( i i ) Α i s t d i e Tonnelierung eines abgeschlossenen 
Unterraums von Β <==> 
( i i i ) h i s t i n j e k t i v , B i ( h ) = B i ( h ) und Α trägt d i e 
gröbste t o n n e l i e r t e Topologie, für d i e h s t e t i g 
i s t : 
(d) ( i ) h i s t e i n Kokern <-=> 
( i i ) Β i s t d i e Quasivervollständigung eines Quotien-
te n nach einem abgeschlossener! Unterraum <==> 
( i i i ) B i ( h ) i s t s t r i k t d i c h t i n Β und h 1 s t o f f e n . 
Beweis (a) (11) ==> (1) i s t k l a r . 
(1) ==> ( 1 1 ) ; Sei h n i c h t i n j e k t i v . Dann i s t 
1 h 
ToKe(h) , > A > Β e i n Widerspruch zu h Monomorph!smus. 
(b) ( I i ) ==> ( i ) i s t k l a r , wegen der Bedingung Hausdorffsch 
( i ) ==> ( 1 1 ) : Sei B i ( h ) n i c h t d i c h t i n B. Dann i s t 
Α Β ^ 5 B/Bi(h) — > Qv(B/5T(n7) e i n Widerspruch 
zu h Epimorphismus. 
(c) ( i ) ==> ( I i ) ==> ( I i i ) i s t k l a r wegen Satz ( 1 0.7). 
( I i i ) — > ( i ) : Behauptung; h i s t e i n Kern von j p im 
folgenden Diagramm: 
A — > Bib — Β B/Bi(h) Qv(B/Bi(h)) 
Δ I 
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Sei A 1 e QvHfTo und h« e Γ(Α',Β), m i t jph» = jOh« = 0 . 
j Mono ==> ph« = 0 ==> B i ( h ' ) <= Ke(p) = B i ( h ) , a l s o e x i s ­
t i e r t genau e i n g m i t h 1 = i g . g i s t s t e t i g wegen der 
Unterraumtopologie auf B i ( h ) . Da A' t o n n e l i e r t i s t , e x i s ­
t i e r t genau e i n g» m i t h 1 = g»h. 
(d) ( j ) ==> ( ü ) ==> ( i i i ) i s t k l a r wegen Satz ( 1 0.7). 
( i i i ) ==> ( i ) ; Behauptung : h i s t e i n Kokern von i im 
folgenden Diagramm: 
i v h 
ToKe(h) — > Ke(h) A 2 > B^ 
Sei B» e QvHfTo, h» e £(Α,Β·) m i t h ' i = h»0 = 0 . ==> 
Ke(h) <= Ke(h«) ==> es g i b t genau e i n g m i t ghgh«, = h«, 
da h 2 e i n Isomorphismus i s t , und h^ o f f e n . Da h^ i n j e k -
t i v , s t e t i g , r e l a t i v o f f e n und s t r i k t d i c h t i s t , e x i s ­
t i e r t genau e i n g* m i t h» = g h 2 n i - ß * n ^ n 2 n i = £'η· 
( 1 0 . 9 ) Satz I n QvHfTo g i l t : 
(a) ( i ) Κ i s t e i n Generator, 
( i i ) Κ i s t e i n Kogenerator. 
(b) ( i ) Κ i s t i n j e k t i v . 
( i i ) IK i s t n i c h t K o k e r n - p r o j e k t i v , a l s o auch n i c h t 
(c) 0 i s t das e i n z i g e K o k e r n - p r o j e k t i v e Objekt. 
Beweis (a) Seien A,B e QvHfTo und f , g e £(A,B) m i t 
f Φ g. Also e x i s t i e r t e i n χ e A rait f ( x ) ^  g ( x ) . 
( i ) Sei h e £(K,A) d e f i n i e r t durch 1 ι—> x.h i s t dadurch 
e i n d e u t i g bestimmt, und e x i s t i e r t , da Κ d i e f e i n s t e To­
pologie trägt,. J e t z t i s t f h ^  gh, a l s o i s t Κ e i n Generator. 
( i i ) Sei y := f ( x ) - g ( x ) € B. Da y ^ 0 und Β lokalkonvex 
i s t . e x i s t i e r t e i n h ρ £(B.Kl m i t h ( y ) Φ 0 , nach dem Satz 
B i ( h ) - £ >*B» A/Ke(h) 
p r o j e k t i v . 
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von Hahn-Banach. Also i s t h f / hg und f o l g l i c h i s t Κ e i n 
Kogenerator. 
(b) ( i ) Sei h: A — » Β e i n Monomorph!smus und g e £(AJK). 
Nach dem l e t z t e n Lemma ( 1 0 . 8 )(a) i s t h i n j e k t i v , a l s o 
e x i s t i e r t e i n gt e £(B.,K) m i t g»h = g. g« i s t s t e t i g , 
w e i l Κ d i e gröbste Hausdorffsehe l i n e a r e Topologie trägt. 
(c) Nach Bourbaki [ 4 ] (XV ,4>ex .1o) e x i s t i e r t e i n 
A e QvHfTo mit. einem abgeschlossenen Unterraum U d e r a r t , 
daß der Quotient A/U n i c h t quasivollständig i s t . Also 
i s t h : A A/U Qv(A/U) = : Β e i n Kokerh i n QvHfTo, 
nach Lemma ( 1 0 . 8 ) ( d ) , und h i s t n i c h t s u r j e k t i v . Sei 
χ e B\Bi(h) und d e f i n i e r e n w i r g« e £(tK,B) durch g 1 (1 )=*x. 
Sei nun 0 ^  Ρ e QvHfTo. Da Ρ lokalkonvex i s t , e x i s t i e r t 
e i n g" € £(PJK) m i t g" ^  0 , a l s o e x i s t i e r t e i n y € Ρ m i t 
g"(y) = 1. M i t g := g i g " g i l t dann«. g ( y ) = x, al s o läßt 
si c h g n i c h t über h f a k t o r i s i e r e n , und somit i s t Ρ n i c h t 
K o k e r n - p r o j e k t i v . Damit i s t (c) und auch ( b ) ( i i ) g e z e igt. 
Bemerkung Dieser Satz, ( b ) ( i i ) , hat Auswirkungen i n 
der Morita-Theorie für monoidale Kategorien,, denn, nach 
Lemma ( 1 . 5 ) , müssen d i e B e g r i f f e " e n d l i c h 1 1 und " e n d l i c h 
erzeugt p r o j e k t i v " i n diesem F a l l e n i c h t übereinstimmen. . 
Die Aussage ( c ) . z e i g t auch wie wehig n u t z l i c h der 
B e g r i f f " p r o j e k t i v " i n d i e s e r Kategorie i s t . Ähnliche 
Fragen wurden auch von Dostal [ 1 7 ] und G e i l e r [21] be-
handelt. 
(iQ. 1Q) Folgerung Sei Ε € QvHfTo. Dann g i l t : 
(a) g: Qv(ToE£® t Ε) — > Κ: 1 ® χ l ( x ) und :
?: Qv(E ® χ ToE£) — > To£ ß(E,E): x»l H » ( y h > x l ( y ) ) 
s ind s t e t i g und l i n e a r . 
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(b) Qv(E €) t - ) : Q v H f T o — > QvHfTo erhält K o l i m i t e s , und 
To X ß ( E , - ) : QvHfTo — > QvHfTo erhält L i m i t e s . 
(c) Το£ σ(Ε,-) und ToX p(E,-): H f T o — > HfTo sind funk-
t o r i e l l isomorph. 
(d) E,F e Ban ==> ToX Q(E,F) = X ß(E,F) und ΤοΕ£ = E^. 
Beweis (a) f o l g t aus der K o n s t r u k t i o n i n D e f i n i t i o n 
( 1 . 3 ) , und (b) i s t eine allgemeine Eigenschaft von adjun-
g i e r t e n Funktoren, siehe z.B. Par e i g i s [41], 2.7 Thm.3. 
( c ) M i t Satz (8.7) und Folgerung (10 . 3 ) s i e h t man, daß 
Το£ σ(Ε,-) und ToX ß(E,-), a l s Endofunktoren auf HfTo, 
beide r e c h t s a d j u n g i e r t zu (E ® t -) sind. Die Behauptung 
f o l g t dann aus der E i n d e u t i g k e i t von a d j u n g i e r t e n Funk-
t o r e n , siehe P a r e i g i s [ 4 1 ] , 2.1 Prop. 1. 
(d) i s t e i n S p e z i a l f a l l von ( c ) , da i n diesem F a l l e d i e 
sta r k e Topologie t o n n e l i e r t i s t . 
Co. 11) Lemma Sei Ε e QvHfLk und Ε normierbar. Dann 
i s t Ε genau dann e n d l i c h i n QvHfLk, wenn Ε e n d l i c h dimen­
s i o n a l i s t . 
Beweis Da normierbare Räume m e t r i s i e r b a r s i n d , sind 
d i e Quasivervollständigung und d i e Vervollständigung i n 
diesem F a l l e g l e i c h . Außerdem sind Banachräume t o n n e l i e r t . 
A l so i s t Qv(E ®p ΤοΕ·) = Ε ® π E« und ΤοΧ β(Ε,Ε) = Χ β(Ε,Ε). 
Wir befinden uns a l s o i n der g l e i c h e n S i t u a t i o n wie i n 
B e i s p i e l ( 8 . 9 ) . 
Bei der Frage, welche Räume " e n d l i c h " i n QvHfTo 
s i n d , w o l l e n w i r zunächst den " t r i v i a l e n " oder " u n i n t e -
ressanten" F a l l e r l e d i g e n . 
(10.12) Lemma Sei Ε € QvHfTo und Ε e n d l i c h dimen­
s i o n a l . Dann i s t Ε e n d l i c h im Sinne von D e f i n i t i o n ( 1 . 4 ) . 
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Beweis Wegen der endlichen Dimension i s t der kano­
nische Morphismus f : Qv(E ® T Ε 1 ) = Ε ® l E 1 — > Xß(E,E) 
b i j e k t i v , und die Bedingung " e n d l i c h dimensional und 
Hausdorffsch" sorgt dafür, daß überall nur eine Topolo-
gie möglich i s t . 
(10.13) Lemma Sei Ε e i n Frechet-Raum, und sei d i e 
kanonische B i l i n e a r f o r m (Auswertung) k: E^ Χ Ε — > K 
(bzw. E£ x Ε — > K ) s t e t i g . Dann i s t Ε normierbar (bzw. 
e n d l i c h dimensional). 
Beweis Aus der S t e t i g k e i t von k f o l g t d i e Existenz 
e i n e r Nullumgebung U ^ Ε und ei n e r beschränkten (bzw. 
kompakten) Menge Β <= Ε (bzw. Κ c E) m i t k(B°,U) c [ - 1 , 1 ] 
(bzw. k(K°,U) <= [ - 1 , 1 ] ) , wobei A° das Polare von Α be­
zeichnet. Dann i s t U <= B°° (bzw. U c K°°), d.h. es e x i s ­
t i e r t eine beschränkte (bzw. kompakte) Nullumgebung, wo-
raus d i e Behauptung f o l g t . 
(10.14) Folgerung Sei Ε e i n n i c h t normierbarer (bzw. 
e i n unendlich dimensionaler) Frechet-Raum. Dann i s t d i e 
Topologie Ε ® t E^ (bzw. Ε ®χ E£) echt f e i n e r a l s Ε ® π E^ 
(bzw. Ε ® E»). 
Beweis Nach Lemma (10.13) i s t d i e kanonische B i ­
l i n e a r f o r m getrennt s t e t i g , aber n i c h t s t e t i g . 
(1Q.15) Satz Sei Ε e QvHfTo d e r a r t , daß E£ und 
£p(E,E) auch t o n n e l i e r t sind. F a l l s Ε e n d l i c h im Sinne 
von D e f i n i t i o n ( 1 . 4 ) i s t , i s t Ε e n d l i c h dimensional. 
Bewe1s Nach den Voraussetzungen i s t Qv(E ® t E^) = 
= Xp(E,E), al s o i s t der kanonische Morphismus 
Ε ® E» — > £ ω ( Ε , Ε ) r e l a t i v o f f e n . Da aber die Unterraum-
1 ρ Ρ 
Topologie gerade Ε ® E» i s t , siehe Köthe [ 2 9 J , g i l t : 
ο ρ 
Ε ® Ε» = Ε ® Ε · = Ε ® Ε · . Aus Folgerung ("Ό. 14) t β π β ε β 
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schließen wir, daß Ε normierbar i s t und, daß Ε quasi­
vollständig, sogar e i n Banachraum i s t . Dann f o l g t die 
Behauptung aus Lemma ( 1 0 . 1 1 ) . 
(ι0.16) Folgerung Die folgenden Räume sind nicht 
endlich i n QvHfTo im Sinne von Definition ( 1 · * ) : 
(a) ω = flP* = C°°(hjc) = ε φ ) 
(b) φ - Κ * > = C > , K ) = * * ) 
(c) e(M) = ^°°(Μ,Κ), Μ kompakte C 0 0-Mannigfaltigkeit, 
|N| ^ mi 
(d) s = s ( R n ) = e ( [ o t i ] ) = e ( s 1 ) 
(e) Gt(M), s t , g i . 
Dabei trägt ω die Produkttopologie, φ die Lk-Φ-Topologie, 
t ( H ) die Topologie der kompakten Konvergenz von Funk­
tionen und a l l e n Ableitungen, und Ε· die starke Topologie. 
Beweis Sei Ε c {ω, ß(M), S). Dann i s t Ε Frechet, 
nuklear, r e f l e x i v und E£ i s t tonneliert. Nach Bourbaki 
[ 4 ] , ( I I I , 3 , e x . 9 ) g i l t : £β(α>,ω) = Ζβ(ω^) = (£ ρ (ω,Κ)Ρ 
= = αχρ und i s t , a l s Produkt tonn e l i e r t e r läurae, 
wieder ton n e l i e r t , siehe Bourbaki [4] (IV, 2 ,ex.9 b ) . 
£ ß(s,s) und £ ß ( e(M), ß(M)) sind vollständig und borno-
logisch, a l s o auch tonneliert, nach Grothendieck [ 2 3 ] , 
Seite 128 und 129. Also i s t To£ ß(E,E) = £ ß(E,E). Die 
Behauptung für Ε f o l g t j e t z t aus dem l e t z t e n Satz ("Ό . 15) . 
Die Behauptung für Ε· f o l g t aus Lemma ( 3 . 6 ) , da a l l e 
Räume r e f l e x i v sind, und φ = ω·. 
F a l l s Μ eine nicht kompakte C°°-Mannigfaltigkeit i s t , 
können wir das obige Argument nicht mehr anwenden, denn 
£ ß ( e ( R n ) , e ( R n ) ) i s t nicht tonneliert, nach Grothendieck 
[ 2 J ] , Seite 98. Um die Frage der Endlichkeit von e(M) zu 
- 9 1 -
klären, benötigen w i r j e t z t noch e i n i g e Lemmata. 
(1Q. 17) Lemma Sei Μ eine C 0 0 - M a n n i g f a l t i g k e i t und 
A <= Μ eine abgeschlossene U n t e r m a n n i g f a l t i g k e i t . Dann 
b e s i t z t e(M) — > ε ( Α ) einen s t e t i g e n , l i n e a r e n S c h n i t t . 
Beweis Nach Bröcker und Jänich [ 7 ] , 1 2 . 1 1 , e x i s -
t i e r t eine Tubenumgebung U von A i n M. Dann e x i s t i e r t 
e i n φ e £(M) m i t supp<p <= U und φ(χ) = 1 für a l l e χ e A 
(z.B. w e i l U, M\A eine o f f e n e , l o k a l e n d l i c h e tfberdeckung 
von Μ i s t , siehe Dieudonne [ 1 6 ] ( 1 6 . 4 . 1 ) ) . Jedes f e £(A) 
kann, wegen der Bündel-Eigenschaft der Tubenumgebung, 
t r i v i a l (d.h. konstant i n der t r a n s v e r s a l e n Richtung) 
auf ganz U f o r t g e s e t z t werden. Aus der D e f i n i t i o n der 
Topologie auf £(-) s i e h t man, daß d i e s e r Fortsetzungs-
prozeß eine s t e t i g e , l i n e a r e Abbildung &(A) —> e ( ü ) 
l i e f e r t . Die M u l t i p l i k a t i o n m i t φ i s t dann eine s t e t i g e , 
l i n e a r e Abbildung e(U) — > e(M), nach Dieudonne [ 1 6 ] 
( 1 7 · 1 . 4 ) . Die Zusammensetzung ε (Α) — > ε ( υ ) — > e(M) 
l i e f e r t den gewünschten S c h n i t t . 
(1Q. 18) Lemma Sei Μ eine C 0 0 - M a n n i g f a l t i g k e i t . Dann 
läßt s i c h ]N genau dann abgeschlossen i n Μ e i n b e t t e n , 
wenn Μ n i c h t kompakt i s t . 
Beweis Da3N, m i t der d i s k r e t e n Topologie, auch d i e 
t r i v i a l e ( ^ - S t r u k t u r tragen muß, i s t eine topologische 
Einbettung schon eine C°°-Einbettung. Das i s t äquivalent 
zur Existenz e i n e r Folge von Punkten aus M, d i e keinen 
Häufungspunkt i n Μ b e s i t z t . Dies i s t aber genau dann 
möglich, wenn Μ n i c h t kompakt i s t , siehe Bourbaki [ 3 ] 
(!X ,2 ,9,Prop.15). 
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pO. 19) Lemma Sei Μ eine n i c h t kompakte (^-Mannig­
f a l t i g k e i t . Dann i s t e(M) n i c h t e n d l i c h i n QvHfTo im 
Sinne von D e f i n i t i o n ( 1 . 4 ) 
Beweis Nach Lemma ("Ό. 18) läßt s i c h j i abgeschlossen 
i n Μ e i n b e t t e n , und, nach Lemma (10. 17) i s t dann £(N) = ω 
e i n d i r e k t e r Faktor von £(M). Wenn £(M) e n d l i c h wäre, 
dann wäre auch ε(Ν) e n d l i c h nach Lemma ( 3 · 3 ) , im Wider­
spruch zu Folgerung ( I 0 . l 6 ) ( a ) . 
pO.20) Folgerung Sei Μ eine C 0 0 - M a n n i g f a l t i g k e i t . 
Dann sind äquivalent: 
(a) e(M) i s t e n d l i c h i n QvHfTo. 
(b) Μ i s t eine endliche Menge. 
(c) £(M) i s t e n d l i c h dimensional. 
Beweis Die Behauptung f o l g t u n m i t t e l b a r aus Folge­
rung ( 1 0 . l 6 ) ( c ) und Lemma pO. 1 9 ) · 
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11. Andere Kategorien t o p o l o g l s c h e r Vektorräume 
I n diesem K a p i t e l behandeln w i r e i n i g e Kategorien, 
die zur Kategorie der quasivollständigen, t o n n e l i e r t e n 
Räume weitgehend analog s i n d , Insbesondere die Kate-
g o r i e der Mackey-Folgen-vollständigen, bornologisehen 
Räume, und d i e der folgenvollständigen, kompakt-bes-
timmten Räume. 
(11.1) Bezeichnung M i t HfBo c HfLk bezeichnen w i r 
die v o l l e Unterkategorie der bornologischen Räume, siehe 
Bourbaki [ 4 ] ( I I I , 2 , e x . 1 2 ) , und m i t Bo: H f L k — > HfBo 
die 11 B o r n o l o g i s i e r u n g " ( a s s o z i i e r t e r bornologischer Raum), 
siehe Bourbaki [ 4 ] ( I I I , 2 , e x . 1 3 ) . HfBo i s t eine v o l l e , 
monokoreflektive Unterkategorie von HfLk. 
(11 .2) Satz Seien E,F,G e HfLk. Dann g e l t e n : 
(a) F e HfBo ==> £(E ® ß F, G) = X(E, £ ß(F,G)). 
(b) E,F e HfBo ==> Ε ® t F = Ε ®p F e HfBo. 
Beweis Der Beweis i s t analog zu ( 1 0 . 2 ) , wenn man 
berücksichtigt, daß beschränkte Teilmengen von £g(F,G) 
g l e i c h g r a d i g s t e t i g s i n d , siehe Bourbaki [ 5 ] , Prop. 6 , 
und, daß K o l i m i t e s bornologischer Räume bornologisch 
s i n d , wegen Satz ( 9 . 1 ) oder Bourbaki [ 4 ] ( I I I , 2 , e x . 1 7 a ) . 
( 11 .3) Folgerung HfBo i s t eine symmetrische, abge-
schlossene, monoidale Kategorie. Insbesondere g i l t : 
£ (E® t F, G) = £(E, BoX ß(F,G)). 
Beweis Es f o l g t aus ( 1 1 . 2 ) , analog zu ( 1 0 . 3 ) · 
( 1 1 .4) Bezeichnung Sei MvHfLk c HfLk (bzw. 
MvHfBo c HfBo) d i e v o l l e U nterkategorie der Mackey-Fol-
gen-vollständigen Räume, wie b e i P. D i e r o l f [ 1 3 ] , Seite 
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2 3 · Mv: HfLk — » MvHfLk s e i d i e Mackey-Folgen-Vervoll-
ständigung. MvHfLk i s t eine v o l l e , e p i r e f l e k t i v e Unter-
k a t e g o r i e von HfLk. 
( 1 1 .5) Lemma (a) Mv(HfBo) c HfBo. 
(b) Bo(MvHfLk) c MvHfLk. 
(c) MvHfBo i s t eine v o l l e , e p i r e f l e k t i v e U n t e r k a t e g orie 
von HfBo und eine v o l l e , monokoreflektive Unterka-
t e g o r i e von MvHfLk. 
(d) Ε e MvHfBo ==> Ε u l t r a b o r n o l o g i s c h ==> Ε e HfTo. 
(e) QvHfLk <= MvHfLk. 
Beweis (a) f o l g t aus P. D i e r o l f [ 1 4 ] , Prop. 1 , (b) 
aus (a) und Satz ( 9 . 3 ) , und (c) aus ( a ) , (b) und Satz 
( 9 . 5 ) . (d) f o l g t aus P. D i e r o l f [ 1 3 ] , Seite 27 oder 
Köthe [ 2 8 ] , Seite 384(2) und Bourbaki [ 4 ] ( I I I , 3 , e x . 1 1 a ) . 
(e) f o l g t aus P. D i e r o l f [ 1 3 ] , Seite 24. 
Wir sehen a l s o , daß Mv und Bo miteinander verträg-
l i c h s i n d , aber auch, daß Mackey-Folgen-vollständige, 
bornologische Räume automatisch t o n n e l i e r t s i n d . Da w i r 
eine möglichst starke Vollständigkeits-Eigenschaft haben 
w o l l t e n , s c h e i n t d i e Kategorie der quasivollständigen, 
t o n n e l i e r t e n Räume für unsere Zwecke etwas eher angemes-
sen zu s e i n a l s d i e der Mackey-Folgen-vollständigen, 
bornologisehen Räume. 
( 1 1 . 6 ) Bezeichnung M i t HfKb <= HfLk bezeichnen w i r 
d i e v o l l e U n t e r k a t e g o rie der kompaktbestimmten Räume im 
Sinne von "compactly determined" b e i Porta [ 4 2 ] , "ck-
Räume" b e i Frölicher und Jarchow [ 2 0 ] und t flokon*hVl" 
b e i Seip [ 4 7 ] . Kb: H f L k — » HfKb s e i d i e "Kompaktbe-
stimmung, d.h. der Funktor Ji b e i Porta, ck b e i Frölicher 
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und Jarchow und LK°KE b e i Seip. HfKb i s t eine v o l l e , 
monokoreflektive Unterkategorie von HfLk« 
( 1 1 . 7 ) Satz Seien E,F,G e HfLk. Dann g e l t e n : 
(a) F e HfKb ==> £ (E «^F, G) = £(E, ^ ( F ^ G ) ) . 
(b) E,F e HfKb ==> Ε ® χ F = Ε ® K F € HfKb. 
Beweis Der Beweis i s t analog zu ( 1 0 · 2 ) , wenn man 
berücksichtigt, daß präkompakte Teilmengen von £^.(E,F) 
g l e i c h g r a d i g s t e t i g s i n d , nach dem Satz von A s c o l i , 
siehe Bourbaki [ 3 ] (X ,2,5,Thm.2). K o l i m i t e s kompaktbe-
stimmter Räume sind wieder kompaktbestimmt nach Satz 
( 9 . 1 ) oder Porta [ 4 2 ] . 
(11.8) Folgerung HfKb i s t eine symmetrische, abge-
schlossene, monoidale Kategorie. Insbesondere g i l t : 
£ (E® t F, G) = £(E, Kb£^(F,G)). 
Beweis Es f o l g t aus ( H . 7 ) , analog zu ( 1 0 . 3 ) . 
( 1 1 .9) Bezeichnung Sei FvHfLk <= HfLk (bzw. 
FvHfKb HfKb) d i e v o l l e Unterkategorie der f o l g e n v o l l -
ständigen Räume im Sinne von 11 semi-complet" b e i Bourbaki 
[ 4 ] ( I I I , 3 , e x . 1 0 ) oder Köthe [ 2 8 ] ( 1 8 . 4 ) . 
Fv: HfLk — > FvHfLk s e i d i e Folgenvervollständigung. 
FvHfLk i s t eine v o l l e , e p i r e f l e k t i v e Unterkategorie von 
HfLk. 
(11 .10) Lemma (a) Fv(HfKb) c HfKb. 
(b) Kb (FvHfLk) <= FvHfLk. 
(c) FvHfKb i s t eine v o l l e , e p i r e f l e k t i v e U n t e r k a t e g o r i e 
von HfKb, und eine v o l l e , monokoreflektive Unterka-
t e g o r i e von FvHfLk. 
Beweis (a) f o l g t aus Seip [ 4 γ ] , (b) aus (a) und 
Satz ( 9 . 3 ) , und (c) aus ( a ) , (b) und Folgerung ( 9 - 5 ) . 
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( 1 1 . Π ) Satz FvHfKb i s t eine symmetrische, abge­
schlossene, monoidale Kategorie. Insbesondere gelten« 
(a) Fv(E ® t Κ) = E. 
(b) Fv(Fv(E ® t F) ® G) = Fv(E ® Fv(F ® t G)). 
(c) Fv(E <8>t F) = Fv(F ® E). 
(d) £(Fv(E® t F ) , G) = X(E, Kb£^(F,G)) y^G ε FvHfKb. 
Beweis Die Behauptung f o l g t aus ( 1 1 . 8 ) und ( 1 L 1 0 ) , 
analog zu ( 1 0 . 6 ) , wenn man berücksichtigt, daß £ (F,G) 
folgenvollständig i s t . 
(11.12) Satz (a) FvHfKb i s t vollständig und k o v o l l -
ständig. Limites, sind d i e Kb-Bilder der i n HfLk ge-
b i l d e t e n L i m i t e s , und K o l i m i t e s d i e Fv - B i l d e r der 
i n HfLk g e b i l d e t e n K o l i m i t e s . 
(b) Κ i s t e i n Generator und e i n Kogenerator i n FvHfKb. 
(c) Κ i s t i n j e k t i v i n FvHfKb. 
Beweis (a) f o l g t aus Lemma ( 1 1 . l 0 ) ( c ) und Satz ( 9 . 1 ) 
wie Satz ( 1 0 . 7 ) . (b) und ( c ) sind analog zu Satz ( 1 0 . 9 ) . 
(11 .13) Bemerkung Wenn w i r "kompakt" (bzw. "kom­
paktbestimmt", "folgenvollständig") durch "präkompakt" 
(bzw. "p-bestimmt", 11 p-vollständig") ersetzen, können 
w i r das l e t z t e B e i s p i e l völlig analog durchziehen, siehe 
Brauner [ 6 ] , der aber etwas andere Methoden benutzt. 
(11 .14) Bemerkung Wenn w i r m i t dem B e g r i f f "absolut 
konvex, kompakt" a n s t e l l e von "kompakt" a r b e i t e n , bekom-
men w i r den B e g r i f f "espace de K e l l e y " von Buchwalter [ 8 ] . 
( Π . 1 5 ) B e i s p i e l Die folgenden Räume sind n i c h t 
e n d l i c h i n FvHfKb: ω = ß ( N ) , φ = Z f a ) , £(M) m i t Μ eine 
C°°-Mannigfaltigkeit und |M | = s = * ( R n ) , £·(Μ), 
s«, * · . 
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Bewels Der Beweis i s t völlig analog zu Folgerung 
(10.16) und Lemma ( 1 0 . 1 9 ) , wenn man berücksichtigt, daß 
a l l e genannten Räume Montel s i n d , a l s o £g(E,-) = J ^ f E , - ) , 
daß bornologische Räume kompaktbestimmt s i n d , und, daß 
Ε <8> F höchstens f e i n e r a l s Ε ® Q F i s t . 
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