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ABSTRACT 
This paper deals wi th methods of c l ass i f i ca t i on of the 
drainage basins of Northern Ontar io, and wi th the i d e n t i f i c a t i o n 
of hydrologic regions. Discriminant analysis of the data proved to be 
the most va l i d of the options tes ted, although visual in te rpre ta t ion 
and grouping analysis both showed themselves to be usefu l . In a l l , 
four hydrologic regions were i d e n t i f i e d , and these show a strong 
re la t ionsh ip wi th the physical character is t ics of the area. Of 
par t i cu la r importance was the presence of g lac ia l lacust r ine clays 
in the Clay Bel t area. 
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CHAPTER ONE 
Introduction to the study 
Runoff 
Runoff is of major importance to the physical 
geographer both in terms of its amount and in terms of 
its distribution. On a worldwide scale runoff is one of 
the components of the hydrological cycle and it is 
responsible for the transfer of water from the 
continents to the ocean. Figure 1.1 shows a simplified 
version of the cycle. It can be seen that 
"when precipitation falls on the land, a 
portion of the moisture is intercepted by 
vegetation and evaporates from temporary 
storage on leaves. The moisture that reaches 
the ground either infiltrates into the soil, 
runs off across the surface, or evaporates 
from temporary storage in pockets or 
depressions. Some of the water that 
infiltrates the soil is stored as soil 
moisture, and a portion percolates deeper into 
the ground and enters groundwater storage. The 
flow of streams is maintained both by direct 
surface runoff and by underground runoff from 
groundwater. " (Kolenkow, 1974, p. 137) 
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In addition to the supply of water from 
precipitation in some areas of the world meltwater from 
glacial and snow melt is of fundamental importance. 
Therefore, precipitation need not be directly 
responsible for river flow because of the delay between 
reaching the surface and contributing to stream flow. 
If the hydrological cycle is broken down then 
certain sub-systems can be identified. The sub-system of 
river flow will take into account five components of 
moisture distribution: precipitation, 
evapo-transpiration, soil moisture, snow accumulation 
and melting, and finally runoff. The resultant of these 
components leads to the regime of a river, this being 
the variations in its discharge. 
River Regimes 
The seasonal variations in runoff depend primarily 
upon, "climate, vegetation, soils and rock structure, 
basin morphometry, and hydraulic geometry" (Beckinsale, 
1969, p455). Within most river basins the only parameter 
that is independent of climate is that of rock 
structure, as the morphometric features are only 
relevant in large drainage basins. Although the regimes 
of some of the largest rivers in the world, for example 
the Nile, may show apparert disregard for climate, it 
becomes obvious that we can expect that regional river 
regimes to be a reflection of the climate. 
The factors that influence runoff fall into one of 
two types. The first are climatic in their nature and 
exhibit seasonal variations according to the climate. 
The second are physiographic factors which include both 
basin and channel characteristics. Of the climatic 
parameters precipitation is the most important. The form 
of the precipitation (rain or snow) affects the timing 
of runoff and is related to temperature. Secondly both 
the temporal and areal distribution of precipitation is 
important and can lead to either a surplus or deficit of 
water. Much of the precipitation is intercepted and 
therefore the vegetation component is critical in 
determining the amount of input into the system. Lull 
(1964) quotes a figure of 35% of total precipitation 
being lost by interception in a spruce forest, and this 
contrasts with an almost negligible amount in a tundra 
environment. The final climatic factors are evaporation 
and transpiration, and these are bound up with 
temperature, wind, humidity, soil moisture and 
vegetation type. 
The second main group of factors influencing 
runoff is composed of physiographic factors. Of these 
geology is of fundamental importance. Rock type controls 
the drainage pattern within the basin, the amount in 
groundwater storage, and the geometry of the basin. 
Maxey (1964) concludes that 
"analysis and prediction of runoff regimen and 
other characteristics of streams should 
consider the effects of geologic control as 
fully as possible" (p.4-6) 
In addition to the geometry other physical factors of 
the basin are important, especially soil type and 
topography. A gley soil may have a low infiltration 
rate, and this affects moisture transfer and may even 
cause waterlogging. In comparison a sandy soil will have 
a much higher infiltration rate and a lower storage 
capacity. The topography is important in as far as it 
may cause the presence of lakes (or swamps) which then 
act as a regulatory barrier on river flow. The final 
physical attributes are of the channel itself, and these 
include size, length, slope and roughness of the bed. 
Together these climatic and physical conditions cause 
the variations in runoff, and differences in regimes 
must be explained by referring to these 
characteristics. 
Beckinsale (1969) argues that on a large scale map 
it is convenient to equate regimes with generalized 
hydrological regions based upon climatic variations. In 
doing so he employs Koppen climatic terminology and on 
this basis eastern Canada is divided into three regime 
types (figure 1.2); Dfb, Dfc and Dfb/c. These zones 
reflect the mean temperature of the lowest month which 
is not more than -3*C (D), and there being appreciable 
runoff all year round (F). The final letter designates a 
change in the temperature regime. Type *b' is where the 
mean of the warmest month is below 22aC and where more 
than four months average 10°C, while type 'c' has only 
one to four months above the 10°C level. 
The aim of this paper is to investigate in more 
detail these runoff regimes using northern Ontario as 
the study area. Only by appreciating the spatial 
differences in runoff over a smaller area, such as 
Northern Ontario, can we hope to make wise management 
decisions as to the intelligent use and conservation of 
our water resources. 
Characteristic hydrographs for these worldwide 
regimes are shown in figure 1.3. The Dfc zone is 
characterized by a high spring melt and a low runoff in 
winter. The Dfb zone has a spring maximum caused by melt 
and by rainfall along with a summer minimum in many 
cases. The Dfb/c type is a transition zone. Within the 
study area of Northern Ontario only types Dfb/c and Dfc 
are found. 
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Previous Work 
There has been little research carried out into the 
regionalisation of rivei regimes within Canada. MacKay 
(1966) stated that "a great amount of stream flow data 
has been collected for many of Canada's river basins" 
(p. 219). In his analysis he classifies the nations 
rivers into five categories, and one of these, the 
Hudson region, includes all the streams investigated in 
this present study. He uses mainly descriptive 
techniques and compares monthly values, and although the 
conclusions are somewhat general in their nature he does 
show that "very real regional differences exist" (p. 
227). A more detailed analysis was carried out by 
Sigfried (1972) who again dealt with all of the Canadian 
river system. On this national scale much of the 
information within the data is lost as the 
classifications tend to be general in their nature. 
Regional studios of Canadian rivers include those 
of Browzin (1964) and Subins (1974) into the drainage 
basins that surround the Great Lakes. The latter dealing 
with forty-three river basins in southern Ontario 
developed a methodological framework for analyzing 
drainage basins. It is this methodology that will be 
followed in this paper. 
A s.udy by Church (1977) looks at several aspects 
of the rivers of Northern Canada, and included within 
this study is the present region under consideration in 
this paper. Church looks at the records of gauging 
stations, but concludes that their coverage is sparce. 
He develops reconnaissance techniques to study the river 
morphology, and from this information is gathered 
regarding the river regimes. 
Other work undertaken within the area is either 
historical or localised in its nature. Moodie and 
Catchpole(1975) and Catchpole et al (1976) analyse 
historical data and records of the estuaries along the 
Hudson Bay. The main theme of their study is to examine 
environmental changes, and any trends and periodicities 
in the data. More recent events are studied again by 
Catchpole et al (1977) in a survey of flooding and the 
impact of spring break up on the Albany River. 
This study will use the techniques that were 
developed by Subins (1974) and apply them to the study 
area of Northern Ontario. Subins concluded that, 
"several important insights have been gained. 
1) The streamflow - environment relationship 
is very complex. 2) There is a disparity in 
our capability to quantify basin parameters. 
3) There are indications that methods 
developed and results obtained from laboratory 
experiments may not be always directly 
transferable and applicable to field 
conditions (pp. 17-18). 
From this we can see that the many factors that 
influence streamflow are going to be difficult if not 
impossible to comprehend. Therefore it is proposed that 
instead of dealing with the sub-components of the 
system, that we deal with the dependent variable, that 
is with stream flow itself. 
Chin and Eddie (1978) look at streamflow 
characteristics of the region in Northern Ontario that 
flows east into the Hudson and James Bay. They study in 
particular flow duration and low flow frequency analyses 
of the region, and by using flow duration they group the 
basins into common and similar types. 
The study of the literature reveals an obvious gap 
in our knowledge of the specific attributes of the river 
regimes of northern Ontario. Although work has been 
carried out on regionalisation of river basins it is 
either too general for our purposes or covers area 
outside the study region. In contrast, work that has 
concentrated upon northern Ontario has been highly 
specific and has dealt with just one, or at the best, a 
few rivers and regime phenomena. 
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This paper will investigate the variation in rivei 
flow in Northern Ontario, and will look at regime 
types. 
In a more formal sense we can formulate three 
hypotheses. 
Hypotheses 
Hypothesis One. The river basins of Northern 
Ontario show differences in 
discharge, both in terms of 
volume and monthly variation. 
Hypothesis Two. These flow patterns can be 
grouped into specific flow 
and regime types; and from 
this it is possible to identify 
definite hydrologic regions. 
Hypothesis Three. These regime types show a 
high degree of stability even 
when time scales are changed. 
Stream flow data 
The records of the Inland Waters Directorate, Water 
Resources Branch, Environment Canada were made available 
to Wilfrid Laurier Computing Centre. This raw data 
consists of the mean daily discharge in cubic feet per 
second (cusecs) upto 1973 where such records exist. The 
data was converted for comparative purposes from cusecs 
to an equivalent amount of water (expressed in inches) 
per unit area of the basin. 
The physical characteristics of Northern Ontario 
will be studied, and physiographical regions identified. 
The data will be analysed using visual, descriptive and 
grouping techniques, and the results compared to the 
physiography. 
CHAPTER TWO 
The Study Region 
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Study Area 
The study area of Northern Ontario is shown in Figure 
2.1. It includes all the drainage that flows i-nto Hudson 
Bay and James Bay, west into Manitoba and some of the 
streams that flow south-west into the Superior area. This 
study area stretches from 48°N to 56£aN, and westwards 
from 95"W to 79«W. 
Geology 
Geologically the study area can be divided into two 
regions; the Superior Province of the Canadian Shield, and 
the Hudson Platform (Figure 2.2). The area grew as a 
complex succession of mountain systems during the Archean 
era, and one of the oldest areas of the Shield is the 
Superior Province which was formed at the end of the 
Archean as a result of intense folding. The majority of 
the rocks are granites which, according to Bird (1972), 
account for 80% of the total. However, other rocks make up 
important local elements within the landscape. 
'if-ure 2.1 The location of the ctudy r? io-a -nd rtudy bacim 
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Figure 2.2 The geological provinces of the study area. 
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Hudson Bay existed as a basin from around d;e 
Paleozoic era when it was covered by epicontinental seas. 
During the early Paleozoic, that is in the Ordovician, the 
area was covered by a mantle of limestone, and then after 
the seas withdrew they left Hudson Bay as a huge subaerial 
depression. The rivers of the Tertiary flowed from the 
west (Figure 2.3) into Hudson Bay and cut down into the 
limestone to create some of the present day discordancies 
between geology and drainage. Hudson Bay itself probably 
was not flooded until some period into the Pleistocene, as 
subaerial valley patterns can still be traced on its 
floor. 
Glaciation and Physiography 
As the ice front of the last glaciation retreated 
there was a ponding of waters. To the west Lake Ojibway 
was formed in the area that now drains into the Ontario 
side of James Bay. As the ice continued its retreat the 
lake extended and merged with Lake Barlow to stretch 600 
miles to Lake Nipigon. This pro-glacial lake is important 
in that it occupied the area now known as the clay belt 
which breaks up the present day bare rock surface of the 
Shield (see section 'd'). 
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Bird (1972) divides Northern Ontario into two areas 
which correspond to the geological divisions shown in 
Figure 2.2. The Hudson Bay Platform is categorized in his 
classification as being similar to the Interior Plains, 
while the rest of the study area is seen as belonging to 
the Canadian Shield (Bird 1972, p. 72). The difference 
between the shield and the plains is seen in terms of age, 
superficial glacial modification and response to 
geomorphic process. 
The Shield's history can be traced back to 
Precambrian times. The drainage and present day relief of 
the area can be explained in terms of this history. In the 
Paleozoic era the region had eroded to an arched surface, 
and as the Paleozoic seas transgressed they deposited a 
limestone cover which probably spread across the whole 
area. Denudation of the cover took place along with an 
uplift of the Shield in the Mesozoic and Cenozoic and a 
drainage pattern was established (Figure 2.4). 
Examination of the physiography reveals the existence 
of uplands on the arches and domes, a fault margin with 
the border lowlands, and an escarpment with the basin 
lowlands. The drainage shows a tendancy to flow from the 
west into the Hudson and James Bays as it did in Tertiary 
times, though many of the tributaries now flow north along 
the slope of the Shield. 
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figure 2.4 The evolution of the Shield (after Bird,1972,p.132) 
The drainage of the Hudson Basin is, on the whole, 
rather poor, and although the worst areas lie to the north 
and to the east of the study area (in N.W.T. and Quebec) 
the flat terrain adjacent to Hudson and James Bays helps 
form a series of marsh and bog. The rivers of the study 
region, especially those that flow in James Bay, are cut 
into glacial, lacustrine and marine sediments. However, in 
areas where Precambrian outliers are found, as for example 
in the Sutton Ridge area, the rivers show some level of 
discordancy and flow into lake filled valleys. 
Climate 
An investigation of the climate of the study region 
reveals four major generalisations. 
(i) The summers of the region are of short duration 
with a growing season of upto three months in length. The 
average temperatures increase towards the south, for 
example the mean maximum spring temperature in Winisk is 
41°F, while in the southern part of the study area it 
climbs to reach 59°F. 
Hamelin (1969) investigates the lengths of the 
growing, the transitional and the freezing seasons of 
Canadian settlements. From this work it was s iow, that 
Thunder Bay had a three month growing season, a four month 
transition period and five months of freeze. Kapuskasing, 
to the north-east, has only a three month transition and a 
six month freeze. He presents no data for settlements 
north of here that lie within the present study area, but 
Churchill, which is just to the north of the area has no 
growing season and an eight month freeze, showing the 
steady change in temperature as one moves north. 
(ii) The annual temperature is reflected in the 
distribution of the permafrost zones (Figure 2.5). The 
southern limit of the scattered zone coincides almost with 
the 30eF isotherm of mean annual air temperature. This is 
the dominant zone within the study area, and although 
there is a small area of continuous permafrost most of it 
is discontinuous. 
(iii) In general, precipitation increases from the 
west of the study area towards the east and the south 
(Figure 2.6). According to the Atlas of Canada (p. 58) the 
whole area is part of the 'Interior' precipitation zone, 
although there are two subdivisions of almost equal size 
divided by an east-west running line, the northern half 
has only 33 per cent to 66 per cent of the total amount of 
precipitation of the southern zone. 
Figure 2.5 The distribution of permafrost.. Jcale 1 :5000000 
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Figure 2.6 Precipitation within Northern Ontario. Scale 1:500000( 
(i\J If the sub- continents of Canada and Eurasia 
are compared then certain discrepencies are noteu. Whereas 
in Eurasia there is a steady increase in the degree of 
continentality (as reflected in temperature) towards the 
east this gradient is not so well developed in Canada. In 
fact it tends to hinge around a line joining Hudson Bay 
with the Great Lakes, and therefore, the presence of 
these water bodies leads to the study region having a less 
severe climate than would be normally expected. 
Soils 
The study area consists, for the mainpart, of three 
soil orders; Podzolic, Gleysolic and Organic. In addition 
the Clay Belt is an important local element. Figure 2.7 
shows the generalized distribution of the soil types. By 
far the most extensive are the podsols, which are found 
across the Shield south of the permafrost zone. They are 
enriched in clay or organic matter and are generally well 
drained. The Gley soils occur in poorly drained areas 
where the normal processes of development have been 
restricted. The Organic terrain is the land where 
vegetation is found growing on peat, and in this area ice 
features are often present. The soils are also referred to 
Figure 2.7 The distribution of soil types in the study region. Scale 1:5000000 
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as 'muskegs'. The final group of soils are found in the 
areas once covered by pro-glacial lakes, such as in the 
Clay Belt, and they are of the Luvisolic order. They have 
a greater capacity for moisture retention than the 
neighbouring podzols, but are better drained than the gley 
soils. 
Vegetation 
Much of the study area is covered by vast expanses of 
boreal forest. This forest consists of needleleaf trees, 
with spruce being the dominant species. To the west and to 
the Quebec border spruce is found in association with jack 
pine and tamarack, while in the central zone it is found 
along with balsam fir. The tree line itself is very 
important and is related to both the climate, and to a 
lesser extent, the soils. The line itself lies 
approximately along the 57th parallel. 
To the north of the tree line the vegetatation 
changes from closed forest to a more open woodland with 
the occasinal tree and a discontinuous layer of shrubs. 
This terrain is the 'bog and organic1 terrain with small 
lakes and a moss and sedge covered floor. The main tree 
found is the black spruce. Finally to the far north of the 
study area there is a thin line of tundra vegetation that 
lies adjacent to Hudson Bay itself. This is a series of 
arctic dwarf shrubs and lichen heath with shrubby birch 
and willows being dominant. (Figure 2.8) 
Summary 
Climate will be of over-riding importance in 
determining the amount and the nature of runoff. The input 
is fully controlled by the precipitation within the area, 
and the runoff is controlled, again to a large extent, by 
the temperatures that persist within the region. Bearing 
this in mind it is still valuable to identify physical 
regions within the study region that are typified by a 
characteristic physiography, soil type or vegetation; or 
by a combination of all three. 
The first such region that can be identified is in 
the south-west of the study area. It is a region of 
comparative highlands and is characterized by having a 
high percentage of surface water, in the form of lakes. 
The drainage of the area is predominantly towards the 
west, and the basins are less elongated than the ones 
found elsewhere in the study region. The vegetation 
consists of vast tracts of boreal forest developed upon 
podzolic soils. 

Another area easily identified is that found in 
north-west and extending down towards a third area along 
Hudson Bay. The first division is found on the Shield and 
is distinguished by the dominance of podsol soils fhese 
soils change to organic soils towards the shoreline. The 
podsol area has again a well developed boreal forest, but 
many areas exist where there is little but bare rock 
outcrops. The relief is somewhat lower than the south-west 
highland area, and it rises towards the south. The 
coastline is the lowest lying zone, being part of the 
Hudson depression, and the vegetation here is tundra or 
organic in its nature, and is a region of muskegs. An 
additional feature is the presence of varying degrees of 
permafrost. 
The third and final area is found in the east of the 
study region, and includes the Moose and the Abitibi 
rivers. Physically the region is low lying area that 
descends down towards James Bay. The vegetation is boreal 
forest but the soils are less stony, and much of the area 
coincides with the glacially formed clay belt soils which 
exhibit a greater capacity for moisture retention than the 
other soils in the region. The forest here is mixed 
woodland, which causes different evapo transpiration rates 
compared to a coniferous stand. 
CHAPTER THREE 
Operational Definitions and Methodology 
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Operational Definitions 
In an attempt to reduce ambiguity in the text it is 
proposed at this point to define several of the terms that 
are to be used within this paper. The term 'operational 
definitions' is understood as 
"...definitions which are produced by performing 
certain operations themselves implicit or 
explicit parts of the scientific definition of 
the construct or concept in question." (Abler et 
al, 1971,p.33) 
The terms defined here as used in the paper are: 
a) Drainage Basin, which "..is the surface 
configuration of the total area having a common outlet for 
its surface water at an established gauging station." 
(Subins, 1974, p30) 
b) Streamflow, which is the same here as discharge. 
It is the volume of water passing through a known cross 
section of stream channel in a given unit of time. It is 
most commonly measured in the number of cubic feet 
discharged in one second, and abbreviated to cusecs. 
Conversions for metric data are in Appendix D. 
c) Gauging Station, is the cross sectional ^>„nt 
where streamflow is measured, and it is at the mouth of 
the drainage basin in most cases. 
d) A hydrograph, is a record of the discharge over a 
given length of time. Convention usually dictates that the 
time scale be plotted along the x-axis and the volume 
discharged along the y-axis. 
e) A dimensionless hydrograph, as used here, is one 
where the monthly discharge is expressed as a percentage 
of the yearly total discharge. 
f) The annual mean is the average yearly discharge 
from the basin. The monthly mean is the average monthly 
discharge of the basin expressed as a percentage of the 
annual mean. 
Data Format 
The data for this study was supplied by the Inland 
Waters Directorate Water Resources Branch of Environment 
Canada. In its crude state it consists of daily values of 
discharge for all of the gauge stations within the study 
area. These figures are measured in inches per unit area, 
and are, therefore, comparable. The basins that are found 
within the study area are listed in Appendix A along with 
details of the lengths of the available records, the sizes 
of the basins and the degree of flow regulation. 
Each gauge station has an identification code and 
this is seven characters long. The first two characters 
define the m?jor basin, the third character the sub-basin 
and the fourth character the sub sub-basin. The lasc three 
digits refer to the code number given to the gauge station 
within the basin. In the study area only two major basins 
are found; type '04' which flows towards the north and 
north-east, into Hudson and James Bay, and the type '05' 
which is found in the south-west region. 
The first problem encountered in trying to evaluate 
the streamflow records is to simplify and describe the 
vast amounts of data collected. Runoff data can be 
analysed in one of three ways; by looking at the general 
characteristics, at the components of flow, or at the 
detailed characteristics. In Chapter One it was discussed 
as to why the component factors are not boo useful in this 
kind of study, while the detailed characteristics are more 
concerned with the short term hydrograph and with its 
response to individual events. This leaves us with being 
able to usefully analyse the general characteristics. 
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Procedure 
In order to obtain values which summarize the data 
use was made of an already existing program and this was 
supplemented with some manual calculations. It was 
considered that the most useful figures to compute would 
be the yearly and monthly totals, the mean values and the 
percentage runoff for each month. In addition the standard 
deviations were also found. An example of the output from 
the program used is given in Figure 3.1, and this is a 
summary of the discharge for basin 04CC001. 
Because some of the records are incomplete, and 
because some of the records only span over a very short 
time period of two or three years, it was decided at this 
stage to discard the results obtained for several of the 
basins. After this had taken place there were only basins 
with both eight years of record for the period since 1965 
upto 1973, and with a high element of continuity in any 
previous data left in the study. This meant that a total 
of forty-five basins were now left for more detailed 
consideration. 
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3ASINID YEAR J F M A M J 
J A 3 0 N D T 
04GC001 1970 
043C001 1971 
043C001 1972 
o^ccooi 1973 
TOTAL 
MEAN 
STDV 
PERCENT 
.2789 
.7211 
.3090 
.1694 
• 3338 
• 7768 
.3280 
.4444 
1.250 
5-112 
.3124 
.2779 
.1821 
.8407 
3 
14 
.1693 
I.0663 
.2192 
1.1873 
.2546 
.5277 
.2380 
.7832 
.881 
3.564 
.2203 
.8911 
.1324 
.5934 
2 
10 
.1476 
.8443 
.2032 
.6543 
.2390 
.5730 
.2269 
• 7932 
.817 
2.865 
.2042 
.7162 
.1247 
.4319 
2 
8 
.1261 
1.3551 
.I960 
.6735 
.2207 
.7902 
.2112 
1.1724 
.754 
3-991 
.1885 
.9978 
.1170 
.6588 
2 
11 
.9053 
.7964 
1.4510 
• 5771 
1.967c 
• 5645 
1.9855 
.9886 
6.308 
2.927 
1.5771 
.7316 
1.0466 
.4681 
17 
8 
2.4372 
.4624 
1.2001 
.4332 
1.3675 
.4339 
1.3941 
.7256 
6.399 
2.060 
1.5997 
.5150 
1.0827 
.3291 
17 
6 
10.31 
8.28 
8.05 
10.29 
36.93 
9.232 
5-472 
Fig 3.1 Discharge figures for Basin '04CC001' 
Record Length 
It can be seen from Appendix A that the observed 
records of discharge vary greatly in length. Even when 
stations that were built in the late 1960s and the early 
1970s have been removed from the study the lengths of the 
records still run from eight years to well over fifty 
years. 
A decision was made to use the mean monthly and 
annual mean values for the whole observed record for 
comparative purposes instead of using a shorter time span 
which was common to all the basins. This brings with it an 
inherent problem; whether the mean of the basins of 
shorter record lengths is representative of what the mean 
would be if a longer record existed. In other words is it 
valid to compare means from a ten year record with those 
calculated from a fifty year record? Jeppson and other 
(1968) showed in a study of rivers in Utah that the ten 
year mean could deviate from the fifty year mean by upto 
33% in five per cent of all cases. 
Thornes and Brunsden(1977) look at sampling schemes 
related to four different types of temporal data. Their 
first two kinds are stationary (Fig 3.2a) and trending 
(3.?b> time series in which there is no variation ie 
mean and in the variance through time, though over a long 
period of time trend one kind of sampling situation may 
turn into another. The third type of temporal data is 
cyclic (3.2c) and this is associated with a cyclical 
trending type (3.2d). Types 3.2c and 3.2d are much more 
common in nature and Thornes and Brunsden conclude 
'..seasonal variations in discharge may take this form' 
(p.62). 
If the record of river runoff tends bo have a 
frequency distribution pattern composed of maybe a trend 
and an oscillation about this trend then great care must 
be taken to ensure that any mean calculated from a time 
series is representative of the whole series and not just 
a measurement of either an upward or a downward trend. 
An example of this problem can be seen through a 
simple analysis of the discharge record for Basin 04JA002. 
Figure 3.3 shows that the runoff of the Kabinakagami River 
fluctuates over time, but we have no overall impression of 
what patterns are involved. If we plot cumulative 
deviation from the mean though (Figure 3.4) then we can 
see the emergence of three distinct periods. From the 
graph it seems that from 1952 to 1958 there is a decline 
with a below average trend, while from 1959 
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Figure 3.2 Temporal data types. (after Thornes & Brunsden) 
A-stationary B-trending C-cyclic D-cyclic & trending 
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figure 3.4 Cumulative Discharge of Basin 04J002 (1951-73) 
to 1969 there is an upward trend, which then reverts back 
to a downward trend to 1972. In Figure 3.4 we are not so 
much interested in actual values as in the turning points 
of the curve, and from these it is obvious that the record 
of the decade from 1951-1960 is different from the 
following ten years. 
If we cannot compare ten year records within the same 
drainage basin then it seems improbable that we will be 
able to compare records between our basins. Subins (1974) 
found that in selecting drainage basins in Southern 
Ontario their cumulative deviation graphs showed a high 
degree of similarity which reinforces the idea that time 
series are not stationary. 
In order to initially test to see if there was any 
difference between the patterns of the drainage basins, 
six records were chosen for detailed analysis and 
examination. Basins 16, 18, 23, 29, 32 and 37 were 
selected. They all have records spanning back to the 
1920s, and for each basin the discharge was calculated for 
fifty two successive years and an analysis made of the 
variance. A hypothesis was set up to test if there was any 
statistically significant difference between the yearly 
runoff characteristics of the six basins, and the results 
were tabulated in Table 3.1. From these results we find 
evidence to support our first hypothesis that there is a 
difference in the flow patterns of the rivers of Northern 
Ontario. 
Analysis of Variance 
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Source Sa. Totals D. of Free. Mean Sq. F 
A 2784.57 5 556.9 47.16 
Error 3613.84 306 11.81 
Total 6398.40 311 
Theoretical F = 3-02 at 0.01 level 
- significant difference between the six basins 
Table 3.1 ANOVA test on six sample river basins 
The records of the same six basins were then used to 
see if a relationship between the 52-year mean and between 
a sample mean of shorter duration could be established. In 
order to do this the z score was calculated and this 
compared to the theoretical value. The z score was 
preferred to the t distribution as the standard deviation 
of the population was already known. A comparison was made 
in this way between the population mean and the eight, ten 
and twelve year means. It was decided to accept cases 
where a z score of 0.8 or less was found. The levels of 
acceptance are shown in Table 3.2. 
From the results shown in Table 3.2 it can be seen 
that great care must be taken in using mean values from a 
sample. It was decided that at least twelve years was 
needed for a high degree of certainty to be attained that 
one was using representative figures. It was decided, 
however, to include all the basins that had met the 
previous criteria and these are listed in Table 3.3 along 
with the basins of 'doubtful* significance. 
This left forty-five basins in the survey and these 
are mapped in Figure 3.5. In several cases the basins 
coincide with each other because of the officially defined 
'sub sub-basins' and the occurrence of more than one gauge 
station within theue basins. This overlap is shown in 
Table 3.3 and in Figure 3.5. 
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Significance Tests 
Basin number 52 v 8years 52 v lOyears 52 v 12years 
16 + 
18 + + + 
23 _ _ + 
29 _ _ + 
32 _ + + 
37 + 
+ comparable 
not comparable 
Table 3.2 Comparison of means (population and sample), 
using z-scores 
' iasin I .D . 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
4CA002 
4CD001 
4CE002 * 
4DA001 * 
4DB001 * 
4DC001 * 
4DC002 * 
4FA001 * 
4FA003 :' 
4GD001 
4HA001 
4JA002 
4JC002 
4JC003 
4JG001 * 
4LB001 
4LC001 
4LD001 
4LF001 
4LG002 
4LG003 
4LJ001 
4MC001 
4MC002 
4ME001 
4ME002 
4ME003 
4ME004 
5PA006 
5PA012 
5PB001 
5PB014 
5PC010 
5PC011 
5PC016 
5PC018 
5PC019 
5QA001 
5QA002 
5QA004 
5QC001 
5QD002 
5QD006 
5QE006 
5QE007 
Table 3.3 Re-numbering of the study basins 
* s t a t i s t i c a l l y questionable 
Figure 3.5 Location and i d e n t i f i c a t i o n of the sturiy basins ocale 1:5000000 
STUDY BASINS 
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The drainage basins that were singled out for further 
consideration represent the extent of the study area 
within the study region of Northern Ontario. The area that 
remains is due to either a lack of coverage or incomplete 
coverage. It is seen from Figure 3.5 that about 50% of the 
study area is represented in detail, and it is thought 
that this is sufficient to account for the variations 
experienced. in both climatological and physical 
conditions. 
Mention should also be made of the problems 
associated with drainage basin modification. The first of 
these involves the effects of settlement within the 
watershed and their influence upon runoff. Fortunately 
within the study area there are few major settlements. The 
second problem involves modification of the natural river 
regime by regulation of the river flow. This causes a 
degree of artificiality within the runoff figures, and 
this problem varies with the degree of 
regulation. It can change both the characteristics of the 
hydrograph, and by changing evaporation rates, the amounts 
involved. It was thought that to fully account for these 
effects would be outside the scope of this study, however, 
a note is made in Appendix A as to the type of flow of the 
individual rivers. 
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Now that the study basins have been determined it is 
proposed to examine certain features and characteristics 
that describe the data in order to see to what extent the 
hypotheses formulated at the start of this paper hold 
good. 
(a) Streamflow \folume 
An analysis of the mean values of annual discharge 
show an immense variation within the region (Appendix E). 
The 9040 square miles of the Abitibi River at Otter Rapids 
produces 18.362 inches per unit area, as compared with the 
7.707 inches discharged by the 2490 square miles of the 
Wabigoon River. Such vast differences support our first 
hypothesis. Even within the basins the volumes are found 
to fluctuate greatly as was shown in Figure 3.2. Another 
example shows that the Kenogami River over twenty-one year 
period has a maximum flow of 18.07 inches (in 1966), and a 
minimum of 7.46 inches (in 1955). 
Using an interval of one inch the mean annual 
discharge of all the forty-five basins was plotted on a 
histogram (Figure 3.6). This showed the existence of three 
peaks. Study of a linear probability plot of the frequency 
number of 
basins 
8 
6 • 
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Figure 3.6 Discharge of the study bas ins . 
distribution of discharge reinforces the idea of 
multimodality. Figure 3.7 shows the existence of at least 
three well defined breaks, at about 9, 12 and 15 inches 
thus dividing the rivers into four categories. By using 
these break points and by plotting the basins (Figure 3.8) 
there is a suggestion that maybe four volume types do 
exist. 
A problem with attempting to delimit basin types by 
using actual volumes is that the precipitation over the 
study area is not consistent. It was, therefore, decided 
to take into account the percentage yield of each basin. 
Reference to Figure 3.8 supports this idea to some extent. 
In the north-west area the volume increases towards the 
south-east, somewhat along the lines of increasing 
precipitation. However, in the south-west where 
precipitation is somewhat higher all the drainage basins 
fall into a low volume category. Meanwhile in the east the 
whole area has a high volume common characteristic. It 
would appear, therefore, that there is some degree of 
regionalisation of regime types even when volume alone is 
used as a measure. 
vole (inches) Figure 3-7 Probability plot of annual discharge 
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(b) Streamflow Yield 
By using the mean precipitation figures for Northern 
Ontario yields were calculated for each basin and given as 
a percentage of the total input into the basin. The 
figures used for precipitation data were those of the 
nearest meteorlogical station to the gauge station. The 
yields of all the basins are included in Figure 3.9. 
In plotting the calculated yields using a five per 
cent interval two classes are suggested. The first of 
these peak in the 30 to 35% range and the second in the 45 
to 50% range. The basins in the south-west (numbers 29 to 
45) all have a yield of less than 35.5% except for basin 
45. This suggests that we can identify this as a single 
hydrological region where there is a low yield and an 
overall low volume. All the remaining basins (that is 
numbers 1 to 28) have a yield of greater than 40% (with 
two exceptions; 2 and 11) and these again form another 
distinct group when compared to the other seventeen 
basins. In short there appears to be a significant 
difference between the rivers that flow into Hudson and 
James Bay (type 04), and those that do not (type 05). 
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figure 3-9 Percentage yields of the study basins. 
When the volumes were analysed it appeared that there 
might well be two distinct zones in the '04' type rivers. 
The first of these is in the north/north-west (numbers 
1-9) and the second to the east (numbers 12-28). To see if 
this division held when yields were used as the variable 
factor the mean values were calculated for each area. For 
the first area the mean was 51.35% and for the second area 
it was only slightly lower at 51.18%. As this showed 
virtually no difference it was concluded that the higher 
levels of volume were caused entirely by the magnitude of 
the input of precipitation. This meant, therefore, that 
only the one division was noticed when the basins were 
delimited upon yield. The t>ro areas coincide with the 
major regional watershed within the area which runs north 
from Lake Superior and then north-west towards Manitoba. 
The region to the south and south-west of this watershed 
shows a distinct physiological difference from the rest of 
the study area, and this is highlighted in the vast amount 
of surface water which will increase evaporation and, 
therefore, decrease yield. 
(c) Flow Regime 
The volume and the yield show us little of the detail 
that is within the data. We are more interested in the 
flow pattern over time and this requires a study of the 
monthly variations of the river's discharge as it is 
reflected in the regime. In order to help make comparisons 
within our study area the monthly mean discharges were 
converted to percentages of the annual return. 
Each river has its own distinctive hydrograph and it 
differs from every other river. However, these differences 
are ones of degrees, and because of this there is a level 
of comparability between the basins. Chapter Four includes 
computer applications in differentiating between basins, 
but here a method of visual and descriptive inspection is 
used. 
To begin with the months where maximum and minimum 
flow occurred where considered. Twenty-eight of the basins 
had a maximum in May, this being due to the spring runoff 
in the area. Only three of the basins (numbers 33,34 and 
35) had a peak flow in April. These three basins are the 
most southerly in the study region and this maximum is due 
to the influence of latitude upon spring melt, seventy 
five percent of all the basins fit into a pattern -'h^e 
there is a peak in May or June, and a minimum in February 
or March. However, if we just look at this characteristic 
we are underestimating and de-emphasising the importance 
of the other patterns in the regime. Several basins in 
fact have two peaks over the year, and although there is a 
sharp maximum in spring in most cases there is also a peak 
caused by increased precipitation during the late fall. 
An attempt was made in Figure 3.10 to look at the 
location of the rivers that conform to the spring maximum 
and winter minimum criteria. They appear to show a crude 
level of 'grouping'. In the basins numbered 29 through 45 
there is a strong concentration of this type with only the 
peripheral basins deviating from the normal. In the basins 
that flow into James Bay there is again a tendency for 
grouping with the only exceptions being the upper 
headwaters where a fall minimum is found. In the north and 
north/west area it is the headwaters that conform to the 
standard pattern and the basins that are located nearer 
Hudson Bay that deviate. Such description is, however, 
crude and not especially helpful. Instead we ought to 
concentrate more upon the identification of 
'reg ime-types'. 
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Figure 1.3 showed the characteristic regimes oased 
upon Koppen terminology and upon continental scale 
divisions. Basin types '04' conform to the area delimited 
DFb and types '05' to the class DFb/c. These hydrographs 
show for DFb a maximum in April or May followed by a sharp 
decline with a low summer flow and a small secondary peak 
in late fall. For DFb/c the peak is even more pronounced 
and the secondary peak is somewhat flatter and occurs 
slightly earlier. These are not noticed in many of the 
hydrographs of the study basins, and as the 'classic' 
hydrographs are based upon climatic parameters then we may 
well be able to assume that the other variables discussed 
in Chapter One are responsible for any major deviations. 
It is proposed to visually classify the data into 
several categories and then to examine the main features 
of these categories. 
(d) Visual Description 
Hydrographs were drawn for the forty-five basins and 
are found in Append ix B. They are based upon the mean 
monthly values using all the data available for each basin 
that was selected. 
/isual interpretation presents several problems.
 Ahe 
first and the most important is the lack of objectivity 
that is used in the method. Some of the values will gain 
an exaggerated importance, while others receive little 
attention. It is proposed to rectify this at the next 
stage of the analysis, but at the present attempts will be 
made to compare similarities by using non-quantitative 
methods. Four types of regimes were noted, and these are 
shown in Figure 3.11. 
The first group that can be identified are those 
where there is a negligible winter runoff and then a sharp 
rise to a May peak, followed by an equally sharp decline 
with a smaller secondary peak in the late Fall. This 
accounts for sixteen of the basins. 
The second group also shows a low, almost zero, 
winter flow, but there is not such a strongly pronounced 
spring maximum as in the first group. Again there is a 
second peak that occurs in the fall, but in this case it 
is not so different from the spring maximum in terms of 
volume, though it is more pronounced than in the first 
type. From this second group we can divide the basins into 
two sub-groups based upon the decline of the spring 
maximum. The first sub-group has a steady decline with a 
one month minimum flow, before rising again in the fall. 
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Figure 3.11 Characteristic hydrographs from visual inspection. 
The ^erond type has a much sharper fall-off and there 's a 
low flow for three successive months. These two types 
account for a further twenty-five of the study basins. 
This leaves four basins that do not fall into any 
category. 
An example of each type was plotted in Figure 3.11. 
Basins 3 and 44 are included to show the variations that 
occur even among the four remaining basins. Figure 3.11 
shows the hydrographs of rivers selected from the data, 
and not the mean values of each hydrologic type. There are 
several shortcomings of this method. The first being that 
it is difficult to decide which group a transitional basin 
belongs to. Secondly it is impossible to notice and to 
account for the smaller, less perceivable differences that 
occur, and therefore these tend to be ignored. Finally the 
problem of how many groups to divide the data into arises, 
and along with the question of what an acceptable level 
of generalization would be. For example, Basins 39,40 and 
41 are all similar and differ from Basins 8, 9 and 10, 
though in our visual inspection they are all grouped 
together. The problem is by how much they differ, and when 
does the magnitude of the difference merit a separate 
category? 
(e) Conclusions 
From the above analysis of the data several 
conclusions can be drawn. 
(1) Each basin has its own unique runoff record, and 
the values associated with it change from year to year. By 
using the mean values the regimes for each of the basins 
can be identified. 
(2) The differences between the basins are in many 
cases only differences of a degree. By using a 
dimensionless hydrograph it is possible to compare the 
individual basins within the study group. 
(3) An analysis of the volumes of discharge shows 
that there are four distinct types. However, to a large 
extent climate may account for these differences. 
(4) Comparisons of percentage yields indicates that 
there may well be two regional groups. The first is 
composed of the rivers that flow in the Hudson and James 
Bay, while the second is found in the area that lies in 
the south-west. There is strong indication that 
physiography may well expain some of the variance. 
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(5) Visual comparison of the hydrographs suggested 
the existence of four distinct flow regime types. However, 
several analytical problems were noted, therefore, more 
objective analysis is needed. 
CHAPTER FOUR 
Computer Analysis 
Methodology 
The next stage of the analysis was carried out with 
the aid of the computer. This reduces the level of visual 
subjectivity that was found in the earlier study, but it 
was also recognized that there would be re-introduced some 
level of bias caused by the routines used. Total 
objectivity is not possible, though the computer model 
bias is systematic when compared to the spurious nature of 
the visual technique. 
Two chief methods of analysis were used. The first 
of these was a technique for grouping individuals based on 
the similarities between the individuals. The second 
method was discriminant analysis which compares and 
analyses established groups of individuals and searches 
for the properties that can best distinguish between these 
groups. It is also a technique that can help to assign the 
unassigned individuals that have been unassigned to one of 
these established groups. The established groups are 
referred to as 'a priori'. 
Grouping and hierarchy analysis 
The application of multivariate statistical 
techniques to problems of classification is a recent 
development, although classification is as old as the 
science of geography. The first stage is always to 
establish or discover a series of groups, and this is 
known as taxonomy. 
Several taxonomical methods are open to us. Veldman 
(1967) developed a routine called HGROUP in which the 
individuals are grouped according to a number of variables 
in such a way as to minimize the variation within clusters 
of individuals and to maximise the variation between the 
clusters. 
If we start with N objects (in our study this will be 
the forty-five river basins) each of which is 
characterized by X variables (the twelve monthly records 
of flow) then the problem is to find the similarities 
between the N objects. In theory the number of groups will 
be as low as two or as high as N-l, but somewhere in 
between these extremities there should be an optimum 
solution. If we attempt to define say three groups for the 
forty-five basins then the amount of computation is great. 
Every possible grouping of the individuals into three 
groups would have to be considered in order to find the 
best fit. The number of calculations here, even with the 
use of a computer, make this prohibitive, and therefore a 
compromise must be found. 
In the method used in this paper each object begins 
as being defined as a group, therefore we begin with N 
groups. The program used was developed by Conrad Strack at 
Pennsylvania State University in 1967. Each of these N 
groups is defined by giving it a position in taxonomic 
space, and this space has as many dimensions as there are 
variables. Therefore, the research example we begin with 
forty-five groups each defined in an twelve dimensional 
space by twelve co-ordinates. 
A search is then made through all the groups and the 
geometrical distances calculated between the groups, and 
the minimum distance is then noted. The groups that are 
most similar are those in which the taxonomic distance is 
the least, and these two groups are combined to form one. 
The groups that have combined in taxonomic space now have 
a new taxonomic value, and this is defined as the average 
of the values of the two members. For example, in a 
sample of four objects based upon three variables we may 
find that at the first iteration A and C are the closest 
(Figure 4.1). Group C therefore becomes a member of group 
A and the new group retains the name A and has a taxonomic 
value of 7, 9.5, 10 (the average value of A and C). At the 
next iteration groups B and D will unite with a new value 
of 3, 4, 9. 
The way that the program runs is to have an initial 
threshold distance that is small enough so as not to allow 
any of the taxonomic nearest neighbour distances . to fall 
within it. Secondly an incremental distance is defined and 
this indicates the search radius by which the similarities 
are found. If this distance is too large then errors will 
occur in the grouping. 
In the first iteration the number of groups is 
reduced by one when the nearest taxonomic neighbours are 
joined. With successive iterations the number of groups is 
reduced as new taxonomic units either combine or join 
earlier defined groups. 
If a group has one member with co-ordinates 
al,bl,...nl and another joins it with co-ordinates 
a2,b2,...n2 then the average co-ordinates are used to 
redefine the cluster, (eg. (al+a2)/2, (bl+b2)/2 etc.) 
However, if a third individual now joins then instead of 
defining the centroid by using all the points that are in 
this new group the program averages the old centre and 
the new member's co-ordinates. This causes a reduction in 
the accuracy, but this is very small and in turn a vast 
saving in computer time is realised. 
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initially: 
A 
B 
C 
D 
VI 
7 
k 
7 
2 
V2 
9 
3 
10 
5 
Y3 
ll 
6 
9 
12 
after first iteration: 
A 
B 
D 
finally: 
A 
B 
7 
k 
2 
7 
3 
9-5 
3 
5 
9-5 
4 
10 
6 
12 
10 
9 
Figure ^.1 Example Matrix for hierarchy procedure 
Ai option built into the program developed , ^  .: rack 
is to allow contiguity to be considered. In real world 
examples it is often desirable to take into account the 
spatial distribution of the objects being considered. 
Indeed our second hypothesis not only deals with grouping 
basins into flow types but also with the identification of 
hydrologic regions. Therefore, it is proposed to consider 
the spatial attributes of the data when running the 
program. 
The advantages of the above technique lie in the 
ability to quickly compute differences and similarities 
between any number of objects based upon a large number of 
variables. However, by doing so we continually increase 
the within group error and this can continue until only 
two groups remain. The program used does not calculate 
these errors, however, even with the knowledge of such 
errors the final decision on how many groups the 
individuals fall into naturally is the decision of the 
operator, and therefore it introduces a level of 
subjectivity into the routine. 
Other potential problems that are associated with the 
program are that it places equal emphasis on all the 
variables in determining the single distance index. Also 
it basically only provides a description of the data for a 
particular sample, and Veldman (1967) points out that it 
"provides no statistical basis for inferring the stability 
of results to other samples" (p. 311). 
By using the classification technique then it should 
be possible to arrive at some breakdown of the drainage 
basins into core groups and to compare these with the ones 
arrived at after visual inspection. It will not provide 
any answers as to which are the variables that best 
distinguish the core groups, nor will it help assign 
individuals that have been left unassigned. For this 
reason multiple discriminant analysis will be used. 
Multiple Discriminanat Analysis 
Discriminant analysis is a method of statistical 
analysis which enables the researcher to find the best 
ways to discriminate between already established a priori 
groups, and to additionally distinguish which are the most 
important variables on which the discrimination is based. 
Finally it is also possible to find to which already 
established group an unassigned individual best belongs. 
Discriminant analysis is the procedure of developing 
one or more discriminant functions. These functions group 
the individuals and separate the groups or the individuals 
in the best possible way. The number of functions is 
dependent upon the number of groups in the analysis, and 
upon the number of variables used. The maximum number of 
functions is either one less than the number of groups, or 
is equal to the number of variables, whichever is the 
smaller. They are formed so as to maximise the separation 
of the groups. 
If more than one function is used it is because che 
first function does not explain all the discrimnatory 
power of the variables. The form of the function is z= axl 
+ bxl ...yxn where a, b and y are the coefficients. These 
coefficients are important in analysing the discrimination 
because when their sign is ignored their vector represents 
the amount of their individual contribution to the 
function. In our analysis the original space, called the 
test space, will be a maximum of eleven dimensions, while 
the reduced space will be defined by the number of 
functions used to discriminate between the groups. 
For each group the centroid can also be calculated 
and the members of the group are dispersed about this 
figure. The centroid is the centre of gravity of the 
points in the group. The within-group dispesion (the total 
dispersion for all the individuals) and the among group 
dispersion can be worked out and a ratio of among to 
within is used in the study. When this A/W ratio is at a 
maximum then the groups are closely clustered about their 
centroid, and well dispersed in comparison to each other. 
The version of discriminant analysis used in this 
paper was the subprogram DISCRIMINANT in the SPSS7 
statistical routine package. It has two objectives; to 
analyse and to classify. The analysis of the data includes 
statistical tests to see at what level the variables 
discriminate, and to see how many discriminant functions 
give a satisfactory explanation of the variables 
discriminatory power. The classification techniques come 
after this initial analysis. Once the variables that best 
discriminate for groups with a known membership have been 
found then classification functions are derived so that 
unassigned individuals can be grouped. 
A mathematical derivation of the theory behind 
multiple discrimination analysis can be found in Tatsuoka 
(1971). A less theoretical discussion is found in Klecka 
(1975) where the techniques are discussed with regard to 
real world examples. Here it is proposed to discuss only 
the statistical importance of the results from the 
DISCRIMINANT program. 
Upto eleven functions will be calculated from the 
twelve variables on which the data is based. In total 
these discriminant functions will utilise all the 
information inherent in the discriminating variables, but 
the power of explanation of each function will not be the 
same and therefore a high proportion of variation may well 
be explained by reference to just a few of the functions. 
This would be the case if we had at least twelve groups, 
but it is important to remember that the number of 
functions will be equal to the number of variables, in 
this case twelve, or one less than the number of a priori 
groups, whichever is the smaller. 
The program used gives two indications of the 
importance of the discriminant functions. The first is the 
relative percentage of the eigenvalue and this provides a 
guide to their relative contribution. The second is Wilks' 
lambda statistic and its associated chi-square value. In 
addition to interpreting the discriminant functions 
reference should also be made to the individual 
coefficients that are involved in these functions. The 
group mean gives the centroid which is the average 
location for that group. The coefficients show in their 
vectors the relative amount by which they contribute to 
the function. 
Analysis of the data 
The forty-five study basins were used employing the 
above described grouping analysis and the results showed a 
three group division . The results were drawn in the form 
of a dendrogram (Figure 4.2). The units of the x-axis are 
the taxonomic distances at which the basins centroids are 
located from each other. Eventually all the basins will 
form one group, but analysis at this level would, of 
course, be meaningless. Instead we should be looking to 
identify around four or five groups. If we pick an 
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Figure k.Z Dendrograph from grouping of b a s i n s 
arbitrary taxonomic distance of ten units then we can see 
some grouping of the data. Examination of the basins on 
the y-axis of Figure 4.2 for such an x value shows that 
basins numbered 34,35,33,7,45,44,24 and 3 are not members 
of what appear to be the core groups. However, we are left 
with three core groups. The first (type A) is identified 
by basin number one, the second (type B) is identified by 
basin number 11 while type C, the third group, is 
characterized by basin number 17. Of these groups type B 
appears to be the most stable as there have been no new 
additions made to the group since a distance of 7.8. This 
contrasts with type C where the group finally takes its 
form at a distance of 9.6. The members of the three groups 
are shown in Table 4.1. Between them they account for 37 
of the 45 basins in the study. 
The methodology of interpretation is associated with 
several problems. To begin with it is subjective in the 
interpretation of the dendrograph. Identification of the 
groups is influenced by the level of grouping for which 
the observer 'searches for'., and this will differ 
depending on how large a group is considered a group or 
how good the similarity of members within a group must be. 
Secondly there is a problem in trying to determine which 
individual best typifies the group in terms of the values 
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Type A 1, 2, 4, 5, 6, 8, 9, 10, 
29, 31, 32, 38, 38, 40, 41, 42 
Type B 11, 12, 13, 14, 15, 16, 18, 19, 
20, 21, 22, 30 
Type C 17, 23, 25, 26, 27, 28, 36, 37, 43 
Type D formed from the second run 
- 29, 31. 32, 36, 37, 38, 39, 40 
41, 42, 43, 44, 4-5 
All the remaining basins remained unclassified 
Table 4.1 Basin groups after the hierarchy program 
of its variables. As new members join the group the value 
of the centroid changes, and it may no longer be the 
individuals that commence the group which later bet itae the 
closest to the final centre. However, if these problems 
are noted the routine can still be used with success. 
The grouping of the basins by this method showed no 
tendancy for there to be any discrimination between the 
'04' and the '05' type basins. Although several of the 
'05' type fail to fit into any of the groups all but one 
of them were placed in either group A or group C. In the 
descriptive analysis it was shown that most of the basins 
in the type '04' drainage area were high yield basins, 
and in the '05' area most were low yield. Obviously the 
drainage basins here are hydrologically different, though 
this is not picked up by a dimensionless study. Because of 
this problem the grouping program was run once again, but 
this time two input files were used; the first with '04' 
basins, and the second with '05' basins. 
The results once again show the emergence of three 
main types of river basin regime based upon and centred 
about the type A, B and C classified previously. The 
membership of all three of these groups remained unchanged 
except for the loss of the '05' basins. These missing 
basins showed a high degree of similarity when considered 
apart from the original run and thirteen of the seventeen 
grouped together at a distance of only 6.7. This new 
group, type D, is included in Table 4.1. Although the most 
stable of all the groups now appears to be type D it 
should be noted that the '05' basins finally collapsed at 
32.7, while the '04' basins, which were greater 
numerically, became one after only 16.1. 
Figure 4.3 shows the distribution of the thirty-seven 
basins that were classified using the hierarchial grouping 
technique. The distribution of these basins would appear 
to support the second hypothesis which was concerned with 
the recognition of hydrologic regions. The '05' basins 
which now form group D are somewhat isolated from the rest 
of the cases. This is possibly due to the physiography of 
the area in which they occur. In this area the drainage is 
composed of small rivers (with the exception of the 
English River) and the presence of a large number of 
interspersed lakes. In addition the size of the basins are 
in many cases much smaller than those elsewhere in the 
study region. This area contrasts with the faster, more 
free flowing rivers that drain the land into the Hudson 
and James Bays. 
Figure k.J Distribution of hydrologic regions after grouping. 
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The second area is defined by the type A rivers which 
include the Severn and the Winisk. Despite the differences 
in precipitation in this area (as noted in Chapter Two) 
these rivers all show very similar flow patterns. 
Previously it was noticed that the volume showed a high 
level of diversity in this area, though the yields were 
much the same. The remaining two groups are centred upon 
the Albany and the Moose catchment areas. The climate is 
fairly uniform across the area and it would appear that 
vegetation can help to explain the variation, especially 
as correlation can be seen with the clay belt as described 
in Chapter Two, with type C being the clay belt area. It 
is thought that the influence of the soil on storage of 
moisture may be, at least partly, responsible for this 
division. Also in the area there is a very high degree of 
regulation to be found. All the basins in group C are in 
fact highly regulated, and in fact they form either part 
of the Groundhog basin or the Abitibi. The group B basins 
also show some regulation of their natural regimes, but 
this is not as severe as in the group C basins, and not 
all the basins are in fact regulated at all. Therefore, it 
seems reasonable to account for some of the differences in 
terms of human modification. 
From this initial analysis we have identified four 
types of drainage basin regimes using the dimensionless 
hydrograph as the main discriminating variable, and yield 
levels as a secondary index. All the groupings were made 
using monthly percentage mean figures, and reference back 
to Figure 3.11 which was based upon visual inspection 
seems to confirm many of the original observations. 
In the introduction to the grouping procedure at the 
beginning of this chapter it was pointed out that the 
technique provided for no sound statistical base by which 
the groups could be extended to cover other samples. To 
test the extent to which this is correct it was decided to 
carry out a more detailed investigation of the final year 
of the data, that is for 1973. Of the forty-five basins 
four had incomplete records for this year and so the 
sample was reduced to forty-one. Two runs of the 1973 data 
were made. The first was of the dimensionless data 
expressed once again as a percentage, while the second was 
the actual data recorded. No distinction was made between 
'04' and '05' basins for this run. The results of this 
analysis are presented in Table 4.2. In the first column 
are the groups that were found by using the mean values 
and ignoring any distinction between '04' basins and *05' 
basins. As such there are three groups. For the percentage 
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Table 4.2 Comparison of the mean values and 1973 values 
based on the three-groups initially calculated 
figures three groups were once again identified and given 
names x, y and z, and similarly this was found to be the 
case for the empirical data. Very little difference was 
seen between the percentage figures and the actual figures 
though there are a few discrepancies. The real problem 
comes in being able to align the mean values and the 
1973 values. It would appear that A and x, B and y, and C 
and z ought to be similar groups. However, although this 
is the case in a few of the examples it is seen that in 
reality twenty-three of the basins do not conform to this 
patter. From this it can be concluded that the 1973 
discharge values are not representative, and show a 
different pattern from the monthly mean groups. One year 
is not enough to be able to reject the third hypothesis, 
even though the yeay may not be similar. However, we are 
not able to accept the hypothesis either. In order to test 
this it was decided to pick five years, at random, between 
1964 and 1973. The years tested were 1967, 1968, 1970, 
1972 and 1973. For each year the basins were divided into 
four groups on the basis of percentage figures. 
For direct comparison it is usual to use percentage 
figures based upon the monthly values within a 
dimensionless hydrograph. Only by doing this can the 
differences and the similarities between the regimes be 
considered. However, a percentage figure does not allow 
comparison of the actual amount of runoff from a basin. 
Where the total is high a very low percentage figure may 
still represent a sizeable contribution. If the aim of 
drainage basin and hydrological classification is to aid 
in management then it is often going to be helpful to know 
the figures involved, especially for low flow planning. In 
contrast the geomorphologist may well appreciate the 
drainage basin more if he can compare the yearly 
characteristics and from these infer possible physical 
differences and similarities. To a physical geographer the 
problems lie beyond a quantification of runoff, they lie 
in an understanding of the influence of geology, 
vegetation, soil and climate upon runoff. In this case the 
percentage figures are likely to prove the more valuable. 
The more rigorous testing, involving the five years, 
showed a much higher degree of similarity between the 
initial groups (based upon mean monthly percentages) and 
the yearly groups (based upon monthly percentages). The 
results, in Appendix F, for the thirty-eight basins showed 
that there was about an 85% degree of accuracy. From this 
it can be concluded that the results achieved from the 
grouping procedure are transferable to individual years. 
From the intial grouping achieved through the 
hierarchy program it was decided to select some 
representative members of each of the four types. The 
basins that merged at low taxonomic distances were picked. 
These will be the a priori individuals that form the gr 
that are used as input to the DISCRIMINANT program. By 
using these individuals as input then the stability of the 
groups can be checked, and the other basins can be 
classified. The a priori basins were 2,4,5,6,9 (type A), 
12,13,14,18,19,20 (type B), 17,23,25,26,27,28 (type C), 
and 29,36,37,39,41,44,45 (type D). The twenty-three basins 
selected are representative of around 50% of the whole 
population. They are the basins that are the most similar 
(based on taxonomic distance) within the groups already 
designated. 
From the four groups three discriminant functions 
were obtained. The first of these was responsible for 
explaining 84.08% of the variation between the groups. The 
second and third explained 10.52% and 5.41% respectivly. 
The standardized discriminant function coefficients shown 
in Table 4.3 may be used to compare the importance of the 
variables upon which the discrimination has been made. The 
first function shows (by virtue of the size of its vector) 
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Standardized Discriminant Function Coefficients 
Jan 
Feb 
March 
April 
May 
June 
July 
Aug 
Sept 
Oct 
Nov 
Dec 
Centroids 
A 
B 
C 
D 
Function 1 
-0.825 
0.205 
0.066 
0.328 
0.170 
-0.156 
-0.089 
-0.084 
-0.462 
-0.002 
-0.321 
0.989 
-1.70361 
0.73041 
0.80576 
-O.H650 
Function 2 
-0.455 
0.526 
-1.431 
-0.625 
-0.425 
-0.471 
-0.626 
0.086 
-0.807 
-0.079 
0.003 
-0.192 
0.44822 
1.26471 
-0.51857 
-1.11968 
Function 3 
-3.66 
2.48 
0.051 
-0.058 
0.047 
-0.452 
-0.851 
1.119 
-1.524 
1.815 
-0.753 
1.698 
0.47478 
-0.56187 
1.19690 
-I.03069 
Table 4.3 Results of the discriminant analysis 
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Figure -;.-, Location of the basins in terms of discriminant functions. 
that the most important months are the winter months of 
November, December and January, along with April and 
September. These last two months are the months in which 
the maximum and the secondary maximum often occur or are 
starting to occur. From this it may be assumed that 
climate has major effects. In the second function once 
again September is strong, and this time March is 
recorded. The third functions explains little, and adds 
only a low level of explanation to the variation. 
Table 4.3 also includes the centroids of these 
groups, and they are plotted in Figure 4.4. The centroids 
show that for group A most important is in the first 
function, for group B most important is in the second 
function and for group C most important is in the third 
function. Group D would appear to have been affected by 
more than the one function. Figure 4.4 shows the breakdown 
of the final space into the four main groupings, and 
within this it places all the forty five points. It can be 
seen from this where, and to what extent, an individual 
can be placed. 
The final part of the discrimination program is based 
upon classification. The a priori basins, as would be 
expected, were all stable and were not subject to any 
change in grouping. A dummy variable was used to signify 
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Table 4.4 Final grouping of the basins after 
the analysis of discrimination factors 
all the remaining basins as being unassigned and from this 
the program found the most appropriate group for each 
individual. This assignment was based upon probability. 
For the group with the highest membership probability, the 
probability of a case in that group having a location from 
the centroid as the case under consideration is given in 
the column P(X/G). The probability of group membership 
upon which the classification was based is given under 
P(G/X). The complete results are found in Appendix C, and 
in Table 4.4 the new groupings are listed along with the 
former ones based upon hierarchies. A comparison of the 
two shows a very high degree of stability. The new 
classifications assign the previously ungrouped 
individuals and in addition change the status of four of 
the basins. 
The four basins that changed group all had a 
probability of 1.0 of being in their new groups. However, 
the basins that had been unclassified and were now being 
assigned did not always show such a high level of 
acceptance. Basins 33, 34 and 35 all fitted well into 
Group C. Basin 30 had a 0.98 probability of being in Group 
B, but was also considered for Group D. However, Basin 7 
had as low a probability of 0.25 of being in any of the 
groups. Finally, Basins 3 and 24, although fitting well 
into their groups showed very low probabilities of group 
members being situated so far from the group centroid. 
Fisure 4.5 Distribution of hydrologic regions after discrininant analysis, 
^ Study Area 
The final distributions are mapped in Figure 4.5 and 
this can be usefully compared to Figure 4.3. From this 
definite similarities are noted, but also there is a 
change in the emphasis. Type A basins remain much the same 
though some of them are re-assigned and they also extend 
further towards the east. Type C basins now show a better 
alignment to the clay belt soils and are still bordered by 
type B although the latter now has within it a greater 
element of dispersion. Type D rivers are no longer 
restricted to the '05' basins and they have an influence 
upon all the area in the west. However, they still align 
themselves with the physiographical region described 
earlier.. Around the edge of the type D basins several 
marginal zones are found. 
CHAPTER FIVE 
Summary 
The methodology used within the survey can be viewed 
as being part of three different stages. The first was a 
statitical description of the data, analysing both the 
annual mean and the monthly means of the forty-five 
basins. This was followed by a visual study of the 
drainage basin regimes, and finally, the computer was used 
to classify the basins by a hierarchy technique, and by 
discriminant analysis. 
The descriptive methods proved to be somewhat limited 
in their value, but by using them it did prove possible to 
discuss the reliability of the hypotheses that had been 
formulated. In many cases though the methodology was far 
too subjective, and far too sparce to be of great value in 
validating the hypotheses. 
The first parameter studied was the mean annual 
volume. The results supported the first hypothesis that 
there were differences between the flow patterns of the 
rivers. From this study it became evident that the rivers 
with similar volumes were spatially grouped, and that 
there was some regionalisation. It was argued that 
possibly climate, and particularly precipitation, was one 
of the major factors in distinguishing volume types. 
However, it was also thought that other parameters would 
be important. 
The final results of the analysis showed the 
existence of four regime types. These were examined and 
grouped by discriminant analysis, and the types are 
plotted in Figure 5.1. This shows the relationship between 
the regime type and the volume. From this it would seem to 
indicate that there is a relationship between volume and 
the final groupings. Type D is prevalent in the lower 
groups, and Type C is found in the higher groups. The 
types A and B are found in the middle volume ranges, and 
for the most part they are restricted to this area. 
Discrepencies do occur, as can be seen with the lone type 
C basin in the low volume group. A check on this reveals 
it to be basin 34, which has a 1.0 probability of being a 
member of group C, and so it cannot be regarded as being 
marginal. Therefore, the parameter of volume provides only 
a useful indicator of regime type, and not a totally 
reliable guide. 
The next parameter studied was of percentage yield, 
and this showed only two groups with the low yield being 
restricted to the area of Shield upland. In this area the 
high amount of surface water contributes to increased 
evaporation rates. 
The third parameter was concerned not with the annual 
flow, but with the monthly variations, and in particular 
the identification of the maximum and minimum flows. They 
did not prove to be effective when the final groupings 
were considered, and of the descriptive parameters only 
volume seems to be an indicator. 
The second part of the analysis was the study of the 
hydrographs by visual methods. It was thought that the 
more obvious values such as the spring peak would be 
emphasised, and therefore become exaggerated. Because of 
this it was proposed to compare the results with the ones 
in the final grouping. From the visual inspection four 
groups are found (Fig. 3.11), and these can be compared 
with the final groupings values (Fig. 5.2) by referring to 
Figure 5.3. 
It appears that the visual methodology is not too far 
removed from the more involved techniques. Type A and Type 
B both show a very good fit, while Type C only deviates in 
the size of the secondary peak in the fall. Type D does 
not really compare, but in the visual analysis this group 
was formed from the basins that were unassigned, and as 
such only had four members. Therefore, visually it did not 
form a coherent group as was the case in the discriminat 
analysis. 
The problems associated with the grouping procedure, 
especially in terms of interpretation of the dendrograph, 
were discussed, but the technique still produced useful 
results. An initial breakdown of three groups was 
discovered, but it was argued that by considering the 
results of the analysis of yields an extra group should be 
recognised. The grouping of the basins provided strong 
evidence for the second hypothesis concerning the 
identification of hydrologic regions. The type A basins 
were aligned to a large extent to the podzol areas, types 
B and C to the east along the Clay Belts, and type D to 
the Shield uplands. Attempts were made to extend the 
grouping procedure to test the applicability to individual 
years. Five individual years were investigated, and the 
results showed high levels of similarities. From this it 
is possible to conclude that a single year can be 
represented by the mean monthly percentage value groups. 
Further investigation by using discriminant analysis 
confirmed that the hydrologic groups did remain stable. 
Only four basins were re-classified and the a priori 
basins had a high probability associated with their 
position relative to the centroid. The unclassified basins 
were also assigned , in most cases to the group C region. 
The methods used to group the basins proved successful, 
grouping river basins according to their flow 
characteristics and indicating the amount of within/among 
group relationships. This facilitates the establishment of 
hydrologic regions which may have practical, as well as 
statistical value. 
The discriminant analysis technique provided an 
additional benefit in that the discriminant functions 
indicated the months that were the most crucial in forming 
the grouping. The first, and the most significant, 
function pointed to December, January, April and September 
being critical. This contrasts with the idea of studying 
the peak month that was followed in the visual 
inspection. 
It was found that Type D was restricted to the upland 
shield in all except one (marginal) case. This region has 
low yields and is characterized by having a lack of a low 
flow season. The basins are all headwaters of larger 
rivers, and are not elongated, which causes a retardation 
in the effects of spring melt. Besides increasing 
evaporation the presence of a large number of lakes tends 
to act as an obstacle against flow. The Type A was spread 
across the podzol belt of the Shield down towards the 
muskeg,, coast. It exhibits a double peak and an almost 
neglible winter flow. This may well be due to the 
occurrence of permafrost. Type B is close to the 'classic' 
hydrograph shown in Figure 1.3, in that the spring peak is 
marked and there is a smaller secondary climb in the 
autumn. It is thought that Type C is a modification of 
this caused by the presence of the Clay Belt. This 
accounts for the extra capability to absorb some of the 
moisture liberated into the basin in the spring, and the 
mixed woodland will affect the secondary peak making it 
higher than in type B. This is because the deciduous cycle 
terminates at this point in the year, and the need for 
transpiration is lowered. 
The paper shows the value that simple descriptive and 
visual techniques can have as indicators in the 
recognition of hydrologic regions. However, they are of 
limited use. Both visual inspection and volume seemed to 
show value in being able to distinguish between basins. 
The visual inspection was similar to the results of the 
discriminant analysis, though it would seem that the 
former was, based on evidence from the discriminant 
functions, using the wrong variables to form the grouping. 
Similarly volume did not replicate, at more than a general 
level, the patterns finally reached. It would seem that 
these two methods of inspection and volume analysis are 
only indicators, and are not a fool proof method. For more 
detailed work discriminant analysis, or at least some 
statistically orientated classification technique is 
required. 
Figure 5.1 Volume of the basin typ 
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Figure 5-2 Average regimes of the four hydrologic types. 
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Appendix A 
Northern Ontario 
River Basins. 
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Number Locat ion 
04CA002 Severn River 
Muskratdam Lake 
04CA003 Roseberry River 
Roseberry Lakes 
04CB001 Windigo River 
Muskratdam Lake 
Record Drainage Area N/R 
1965-73 14100 N 
1967-73 
1967-73 
239 
4160 
N 
N 
04CC001 
04CD001 
0']-CD002 
04CE002 
04DA001 
04DB002 
04DB001 
04DA002 
04DC001 
04DC002 
04EA001 
04FA001 
04FA002 
04FA003 
Severn River 
Limestone Rapids 
Sachigo River 
Beaverstone River 
Sachigo River 
Sachigo Lake 
Fawn River 
Big Trout Lake 
Pipestone River 
Karl Lake 
Asheweig River 
Long Dog Lake 
Asheweig River 
Straight Lake 
tfinisk River 
Kanuchvan Rapids 
Winisk River 
Asheweig 
Shamattawa River 
Shamattawa Lake 
Ekwan River 
North Washagami River 
Otoskwin River 
Badesdawa Lake 
Kawinogans River 
Pickle Crow 
Pineimuta River 
1970-73 
1966-73 
1970-73 
1966-73 
1966-73 
1967-73 
1966-73 
1967-73 
1965-73 
1966-73 
1967-73 
1966-73 
1967-73 
1966-73 
36400 
8160 
1650 
1680 
2300 
1250 
3070 
7340 
19300 
1820 
4000 
3480 
5^ 3 
1890 
N 
N 
N 
N 
N 
N 
N 
N 
N 
N 
N 
R 
R 
N 
Pineimuta Lake 
04FC001 Attawapiskat River 
i.luketei Lake 
04GC002 Albany River 
Achapi Lake 
04GA002 Cat River 
VJesleyan Lake 
04GB001 Ogoki River 
Waboose Dam 
04GD001 Albany River 
Nottik Island 
04KA001 Albany River 
Hat Island 
04JA002 Kabinakagami River 
Highway 11 
04JC002 Nagagami River 
Highway 11 
04JC003 Shekak River 
Highway 11 
04JD002 Kenogami River 
Kenogami Dam 
04JD005 Pagwachvan River 
Highway 11 
04JF001 Little Current River 
Percy Lake 
04JG001 Kenogami River 
Mammamattawa 
04KA001 Kwataboahegan River 
Mouth 
04LA002 Mattagami River 
Timmins 
04LB001 Mattagami River 
Smooth Rock Falls 
04LC001 Groundhog River 
Horwood Lake 
1968-73 13900 
1970-73 6290 
1970-73 2080 
1941-73 5260 
1966-73 12500 
1964-73 45400 
1950-73 1^ 60 
1950-73 930 
1950-73 1270 
1939-73 1650 
1968-73 779 
1968-73 2070 
1966-73 10100 
1967-73 1640 
1969-73 2140 
1920-73 3860 
1933-61 1300 
04LD001 
04LF001 
04LG002 
04LG003 
04LJ001 
04MC001 
04MC002 
04ME001 
04ME002 
04ME003 
04ME004 
05PA006 
05PA012 
05PB001 
05PB003 
05PB014 
05PC009 
05PC010 
051 con 
Groundhog River 
Faugvier 
Kapuskasing River 
Kapuskasing 
Moose River 
Moose River 
Matagami River 
Little Long Rapid 
Missinaibi River 
Mattice 
Abitibi River 
Iroquois Falls 
Abitibi River 
Twin Falls 
Abitibi River 
Island Falls 
Abitibi River 
Abitibi Canyon 
Abitibi River 
Onakawana 
Abitibi River 
Otter Rapids 
Namakan River 
Lac la Croix 
Basswood River 
VJinton 
Seine River 
La Seine 
Manitou River 
Devils Cascade 
Turtle River 
Mine Centre 
La Vallee 
La Vallee 
Sturgeon River 
Barwick 
Pinewood River 
Pinewood 
1920-73 
1918-73 
1959-73 
1963-73 
1920-73 
1920-73 
1949-73 
1924-67 
1929-73 
1959-73 
1961-73 
1921-73 
1924-73 
1914-26 
1914-15 
1914-73 
1952-59 
1952-73 
1952-73 
4610 
2610 
23600 
13400 
3450 
5130 
3840 
8010 
8830 
10600 
90 40 
5170 
1740 
2240 
525 
1880 
60 
(^5 
178 
I l l 
05PC016 
05PC018 
05PC019 
05?D014 
05PD019 
05PD022 
05PD023 
05P2020 
05QA001 
05QA002 
05QA004 
05QC001 
05QC003 
05QD001 
05QD002 
05QD003 
05QD006 
05QD008 
La Vallee 
Devlin 
Rainy River 
Manitou Rapids 
Rainy River 
Fort Francis 
Rainy River 
Fort Francis 
Lake 303 
Kenora 
N.W. Trib. to 239 
Kenora 
Lake 239 
Kenora 
Winnipeg River 
Lake of the Woods 
English River 
Sioux Lookout 
English River 
Omfreville 
Marchington River 
McDougall Mills 
Chukuni River 
Ear Falls 
Troutlake River 
Big Falls 
Wabigoon River 
Wabigoon Falls 
Wabigoon River 
Quibell 
Eagle River 
Eagle River 
Wabigoon River 
Quibell 
Lake 227 
Kenora 
1960-73 
1928-73 
1910-73 
1971-73 
1970-73 
1970-73 
1970-73 
1901-73 
1921-73 
1921-73 
1961-73 
1962-73 
1971-73 
1914-17 
1914-53 
1914-20 
1953-73 
1969-73 
y > 
19400 
14900 
14900 
.27 
.25 
1.4 
27200 
5240 
2470 
1830 
1900 
915 
3120 
2490 
970 
2460 
.18 
T>.; 
R 
R 
3 
N 
N 
ii 
R 
N 
N 
N 
R 
N 
R 
R 
R 
R 
N 
05Qx3C1l Lake 230 
^enora 
1971-73 .03 
112 
05QD012 Lake 261 
Kenora 
1971-73 .16 
C5QD013 Lake 265 
Kenora 
1971-73 .37 N 
053L005 English River 
Caribou Falls 
1927-73 20200 
05^£006 English River 
Ear Falls 
1915-73 10200 
05Q2007 English River 
Manitou Falls 
1956-73 14300 
Appendix 3 
Hydrographs 
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Appendix C 
Multiple Discriminant 
Analysis Results. 
123 
Case 
1 
2 
3 
4 
5 
6 
7 
0 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
A c t u a l 
Group 
1 
-
1 
1 
1 
— 
-
1 
_ 
_ 
2 
2 
i 
_ 
_ 
3 
2 
2 
2 
_ 
_ 
3 
3 
3 
3 
3 
-
-
-
— 
— 
_ 
— 
4 
4 
— 
_ 
4 
— 
— 
4 
4 
4 
H i g h e s t 
Group 
4 
1 
3 
1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
2 
2 
3 
2 
2 
2 
3 
2 
3 
3 
3 
3 
3 
3 
4 
2 
4 
4 
3 
3 
3 
4 
4 
4 
1 
4 
4 
4 
4 
4 
4 
r U / G ) 
. 000 
1 . 000 
. 1 3 4 
. 7 6 2 
1 . 000 
. 9 9 6 
. 0 0 0 
. 8 5 5 
. 9 9 8 
. 370 
. 000 
1 . 0 0 0 
. 9 5 2 
. 8 6 7 
. 000 
.461 
1 .000 
1 .000 
1 .000 
. 9 9 9 
. 000 
. 0 1 9 
. 9 8 2 
. 0 6 4 
. 9 9 2 
1 . 000 
. 9 9 9 
1 . 0 0 0 
. 9 7 4 
. 0 0 6 
. 3 9 2 
. 8 1 2 
. 0 0 0 
. 0 0 0 
. 0 0 0 
. 9 9 6 
. 9 9 7 
. 010 
. 000 
. 9 9 8 
. 0 0 7 
. 9 9 3 
. 9 9 9 
1 .000 
1 .000 
p(G/X) 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
.250 
\ .000 
1 .000 
1 .000 
1 .000 
1.000 
1.000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1.000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
.980 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
1 .000 
2nd 
Group 
0 
4 
p(G/.0 
.020 
Appendix D 
Metric conversions 
In common with the recommendations of the Royal 
Society Conference of Editors the following metric con-
versions are set out below. 
Length: 
1 mile = 1.609 km 
1 inch = 25*4 mm 
Area: 
1 acre = 0.405 ha 
Volume: 
1 cubic inch - 1638.71 mm^ 
Velocity: 
1 m.p.h. = 1.609 km./h 
1 ft/s = 0.305 m/s 
.appendix E 
Yearly Discharge Data 
ANNUAL 
DISCHARGE 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
11.40 
8.43 
10.8 5 
14.71 
13.69 
13.34 
11.77 
15-57 
15.42 
11 .44 
10.12 
15.80 
12.71 
13.70 
14.50 
14.22 
13.27 
14.60 
14.49 
16.19 
14.41 
14.52 
16.78 
16.31 
16.80 
16.80 
I8.36 
9.73 
10.68 
7.93 
9.00 
8.15 
7.62 
9.90 
8.87 
8.28 
11.24 
11.08 
11.29 
8.47 
7.71 
8.78 
8.45 
11.61 
Appendix F 
Comparison of mean monthly groups 
with individual years 
l . D . Mean 
•1 
45
 D 
129 
1967 1968 1970 1972 1973 
2 A A ? A A A 
4 A t J A A A 
5 A A ? A A A 
6 A t f A A A 8 1 t t A B A 9 A t f A A A 
10 A A A A A A 
11 B B B K A 
12 p ! B B B A 
D
B B 13  ; J B A B 
14 l ! ! B B c is B ; B B B B 
16 B B I B B C 
17 c r B B B B 
18 B A C C C B 
19 B A B B
 B B 
20 B B ! B D B 
" 2 1 B B B B
 B B 
22 B R r B B C 
23 r R C B
 B B 
25 C A C C C C 
26 C C r C ° C 
27 r o C C A c 
28 c £ ° C 
29 n B B C c 
31 S J ? » D S D D D D
 D D 
D D D 36 D n „ ° D D 
37 D n ° ° D D 
38 D D n D ° D 
39 n D D D
 D D 
40
 D ? A A D A 
41 D J D D
 D D 4 2
 D
 D D 43
 D "
  D
 D D 
44
 D ? D B D D 
AS ° ? ? D D
 D D D D D D 
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