Annihilating ideals for an algebraic local cohomology class  by Tajima, Shinichi & Nakamura, Yayoi
Journal of Symbolic Computation 44 (2009) 435–448
Contents lists available at ScienceDirect
Journal of Symbolic Computation
journal homepage: www.elsevier.com/locate/jsc
Annihilating ideals for an algebraic local cohomology classI
Shinichi Tajima a, Yayoi Nakamura b
a Faculty of Engineering, Niigata University, Japan
b School of Science and Engineering, Kinki University, Japan
a r t i c l e i n f o
Article history:
Received 30 November 2006
Accepted 3 July 2007
Available online 27 September 2008
Keywords:
Hypersurface isolated singularities
Grothendieck local duality
Algebraic local cohomology
HolonomicD-modules
a b s t r a c t
Hypersurface isolated singularities are considered in the context
of algebraic analysis. A method for computing relative Čech
cohomology representations of algebraic local cohomology classes
supported at the isolated singular point is described. An effective
method to test membership and a method to compute the normal
form for the Jacobi ideal are presented. The main purpose of
this paper is to provide an effective algorithm for computing
annihilating ideals, in the ring of partial differential operators, of
the algebraic local cohomology class that generates the dual vector
space to the local Milnor algebra.
© 2008 Elsevier Ltd. All rights reserved.
0. Introduction
Let X be a neighborhood of the origin O of the n-dimensional complex space Cn. LetHn[O](Ω
n
X ) be
the algebraic local cohomology supported at the originO of the sheafΩnX on X of holomorphic n-forms.
For a holomorphic function f on X defining an isolated singularity at the origin O, let us denote byWf
the set of algebraic local cohomology classes annihilated by the Jacobi ideal J ⊂ OX,O of the function
f :
Wf = {ψ ∈ Hn[O](ΩnX ) | gψ = 0,∀g ∈ J},
where OX,O is the stalk at the origin of the sheaf OX of holomorphic functions. Then, according to the
Grothendieck local duality, the spaceWf is the dual vector space of the quotient space OX,O/J.
Let ω be a generator over OX,O of Wf : Wf = OX,Oω. For each non-negative integer k ∈ N,
let L(k)DX,O(ω) be the set of linear partial differential operators of order at most k annihilating ω ∈
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Wf , where DX,O is the stalk at the origin of the sheaf DX of linear partial differential operators
with holomorphic coefficients. Let Ann(k)DX,O(ω) be the right DX,O ideal generated by L
(k)
DX,O
(ω). Then
the right DX,O-module DX,O/Ann
(k)
DX,O
(ω) is a holonomic system supported at the origin. Thus the
characteristic variety of the holonomic system is the conormal T ∗{O}X ⊂ T ∗X to the origin in the
cotangent space T ∗X of X .
It is shown in Tajima and Nakamura (2008) that the DX,O-module structure of the holonomic
system DX,O/Ann
(k)
DX,O
(ω) does not depend on the choice of the generator ω of Wf and the
multiplicity µ(k) of the holonomic system, defined to be the multiplicity of the characteristic cycle
Ch(DX,O/Ann
(k)
DX,O
(ω)) = µ(k)T ∗{O}X , gives rise to a numerical invariant of the singularity. The
multiplicity µ(0), for instance, coincides with the Milnor number of f at the origin. It is proved in
Tajima and Nakamura (2005) that the holonomic system DX,O/Ann
(1)
DX,O
(ω) is simple if and only if
the singularity defined by the function f is quasi-homogeneous. It is also observed in Nakamura
and Tajima (2005) that if the singularity defined by f is in an exceptional family of unimodal
singularities, the multiplicity of DX,O/Ann
(1)
DX,O
(ω) equals dimOX,O/J − dimOX,O/(f ,J) + 1 and
DX,O/Ann
(2)
DX,O
(ω) is simple. The multiplicity µ(k) may be regarded, therefore, as a measure of the
non-quasi-homogeneity of the singularity. It seems natural to expect that studying the holonomic
systemsDX,O/Ann
(k)
DX,O
(ω)will provide a new insight to the realm of singularity theory.
There are algorithms for computing local cohomology modules by Walther (1999) and Oaku and
Takayama (2001) that work in more general settings. Their algorithms for computing holonomic
systems involve Gröbner basis computations in Weyl algebra. In contrast, our main object is a family
of annihilating ideals Ann(k)DX,O(ω) which is a local object in nature. Furthermore, each annihilating
ideal Ann(k)DX,O(ω) (k = 0, 1, . . . ) exhibits finer properties than the annihilating ideal AnnDX,O(ω) =
∪kAnn(k)DX,O(ω). The existing algorithms due to Walther and Oaku and Takayama are not directly
applicable to the local computations and it seems difficult to compute the kth-order annihilating ideal
Ann(k)DX,O(ω). We devote this paper to an alternative method, via the Grothendieck local duality, for
computing generators ofAnn(k)DX,O(ω).
In Section 1 we derive an algorithm for computing a basis of the vector space Wf , which can be
regarded as a realization ofMacaulay’s local inverse system to the Jacobi ideal. In Section 2we present
a method to test for the ideal membership problem and a method for computing normal forms for
the Jacobi ideal. In Section 3, as an application of the results in Sections 1 and 2, we give a method
to compute the annihilating ideals of ω in the ring of linear partial differential operators. Note that
the resulting algorithm is also applicable to compute the annihilator AnnDX,O(ω). In Section 4, for
illustration, we give an example.
1. A method for computingWf
Let f ∈ OX be a holomorphic function defining an isolated singularity at the origin O of the
n-dimensional complex space Cn. Denote by J ⊂ OX,O the Jacobi ideal of the function f . Then
Wf = {ψ ∈ Hn[O](ΩnX ) | ψg = 0, g ∈ J} is a µ-dimensional vector space, where µ is the Milnor
number dimOX,O/J. In this section we describe a method for computing a basis ofWf using relative
Čech cohomology.
Let U0 = X and Uj = {x = (x1, . . . , xn) ∈ X | xj 6= 0} for j = 1, . . . , n. Consider the pair
(X, X − {O}) and its relative covering (U,U′) whereU = {U0,U1, . . . ,Un} andU′ = {U1, . . . ,Un}.
Since Hn[O](Ω
n
X ) is a subspace of H
n
{O}(Ω
n
X ) which is isomorphic to the relative Čech cohomology for
the pair (X, X − {O}), any algebraic local cohomology class inHn[O](ΩnX ) can be represented as a finite
sum of the form∑
λ
cλ
[
1
xλ
dx
]
=
∑
cl1...ln
[
1
xl11 . . . x
ln
n
dx
]
,
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where λ = (l1, . . . , ln) ∈ Nn+ and [ 1xλ dx] is a relative Čech cohomology class in Hˇn{O}(X,ΩnX ) defined
by the Leray covering (U,U′). Note that
xκ
[
1
xλ
dx
]
=
{[
1
xλ−κ dx
]
, li > ki, i = 1, . . . , n
0, otherwise
where κ = (k1, . . . , kn) ∈ Nn, λ = (l1, . . . , ln) ∈ Nn+, and λ− κ = (l1 − k1, . . . , ln − kn).
1.1. Cohomology classes with a single term
LetΛS be the set of exponents λ ∈ Nn+ so that [ 1xλ dx] ∈ Wf . Let `D be a map from Nn to Nn+ defined
by `D(κ) = κ + 1 for κ ∈ Nn, with 1 = (1, . . . , 1) ∈ Nn. Denote by KS the set of exponents κ ∈ Nn so
that `D(κ) ∈ ΛS :
KS = {κ ∈ Nn | `D(κ) ∈ ΛS}.
In the notation, the subscripts S andD are used to indicate thewords ‘‘single’’ and ‘‘dual,’’ respectively.
For partial derivatives fj(x) = ∂ f∂xj (x) =
∑
α aj,αx
α (aj,α ∈ C) of the function f (x) = f (x1, . . . , xn),
denote by Cf the set of exponents in fj:
Cf = {α ∈ Nn | ∃j, s.t., aj,α 6= 0}.
Proposition 1. KS = Nn \ {α + α′ ∈ Nn | α ∈ Cf , α′ ∈ Nn}.
Proof. Let ψ = [ 1xλ dx] ∈ Hn[O](OX ). Then, by definition, the algebraic local cohomology class ψ is in
Wf , that is, λ ∈ ΛS if and only if fjψ = (∑ aj,αxα)[ 1xλ dx] = 0, which is equivalent to the condition
xα[ 1xλ dx] = 0 for all α ∈ Cf . This immediately yields the result. 
Let ΨS denote the set of all algebraic local cohomology classes of the form [ 1xλ dx] belonging toWf ,
that is,
ΨS =
{[
1
x`(κ)
dx
]
| κ ∈ KS
}
,
and let Wf ,S be the vector subspace of Wf spanned by ΨS : Wf ,S = SpanΨS . Note that Wf ,S does not
depend on the choice of term ordering.
1.2. Cohomology classes with several terms
We give a method for computing a basis of a spaceWf ,T satisfying
Wf = Wf ,S ⊕Wf ,T
by using term ordering and filtration. For a multi-index λ = (l1, . . . , ln) ∈ Nn, we use the notation |λ|
for l1 + · · · + ln.
Definition 2 (Term Order for Algebraic Local Cohomology Classes). For two multi-indices λ = (l1,
. . . , ln) and λ′ = (l′1, . . . , l′n) in Nn+, we denote[
1
xλ′
dx
]
≺
[
1
xλ
dx
]
or λ′ ≺ λ if |λ′| < |λ|
or if |λ′| = |λ| and there exists j ∈ N+ so that l′i = li for i < j and l′j < lj.
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For a given relative Čech cohomology representation
cλ
[
1
xλ
dx
]
+
∑
λ′≺λ
cλ′
[
1
xλ′
dx
]
, cλ 6= 0,
we call
[
1
xλ dx
]
the head term and
∑
λ′≺λ cλ′
[
1
xλ′ dx
]
the lower terms.
Let Wf ,H = {ht(ψ) | ψ ∈ Wf }, where ht(ψ) denotes the head term of the algebraic local
cohomology class ψ ∈ Hn[O](ΩnX ). Let ΛH be the set of exponents of head terms of algebraic local
cohomology classes inWf :
ΛH =
{
λ ∈ Nn+ | ∃ψ ∈ Wf , s.t. ht(ψ) =
[
1
xλ
dx
]}
.
Let KH denote the set of exponents in Nn defined to be
KH = {κ ∈ Nn | `D(κ) ∈ ΛH}.
SinceWf has a structure of OX,O-module, we have the following.
Lemma 3. Let ψ ∈ Wf . Then xjψ belongs to Wf for j = 1, . . . , n.
The lemma implies the following.
Proposition 4. (1) Let κ = (k1, . . . , kn) ∈ Nn, with kj ≥ 1. If κ is in KH , so is κ−εj = (k1, . . . , kj−1, kj−
1, kj+1, . . . , kn).
(2) Let α ∈ Nn. If α 6∈ KH , then (α + Nn) ∩ KH = ∅ holds.
The last statement says that if [ 1xλ dx] is not a head term of any algebraic local cohomology class in
Wf , [ 1xλ+λ′ dx] for λ′ ∈ Nn cannot be a head term of any cohomology class inWf .
Let {xγ0 , xγ1 , . . . , xγr } be the minimal basis of the monomial ideal generated by xκ , κ ∈ Cf , where
γ0 ≺ γ1 ≺ · · · ≺ γr . We have the following lemma.
Lemma 5. (γ0 + Nn) ∩ KH = ∅.
Proof. It is easy to see that since γ0 is the smallest element in Nn \ KS with respect to the term
order≺,[
1
x`D(γ0)
dx
]
6∈ Wf ,H ,
that is, `D(γ0) 6∈ ΛH or, equivalently, γ0 6∈ KH . Hence Proposition 4 immediately yields the result. 
Now we look for an algebraic local cohomology class ψ in Wf \ Wf ,S whose head term ht(ψ) is
smallest inWf ,H \Wf ,S . Since γ1 is the smallest element in Nn \ (KS ∪ (γ0 + Nn)), λ1 = `D(γ1) is the
first candidate of the exponent of the head term of ψ . If λ1 ∈ ΛH , then there exists an algebraic local
cohomology class ψ ∈ Wf of the form
ψ =
[
1
xλ1
dx
]
+ cλ0
[
1
xλ0
dx
]
,
where λ0 = `D(γ0). If a system of simultaneous linear equations
fjψ = 0, j = 1, . . . , n
has a solution, ψ is inWf . If not, λ1 6∈ ΛH and (γ1 + Nn) ∩ KH = ∅.
Suppose for instance, γ1 6∈ ΛH . Then the next candidate of the exponent of the head term of an
algebraic local cohomology class ψ in Wf is λ2 = `D(γ2) and the exponents of the possible lower
terms are given by λ1 and λ0:
ψ =
[
1
xλ2
dx
]
+ cλ1
[
1
xλ1
dx
]
+ cλ0
[
1
xλ0
dx
]
.
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In contrast, for the case where γ1 ∈ ΛH , the next candidate of the exponent of the head term is the
term next to λ1which is the smallest one, or λ2. The corresponding possible candidates of lower terms
differ by cases.
We address a method for constructing candidates of head terms. Set W (λ) = {ψ ∈ Hn[O](ΩX ) |
ht(ψ) ≺ [ 1xλ dx]} ,W (λ)f = Wf ∩W (λ), andW (λ)f ,H = {ht(ψ) | ψ ∈ W (λ)f }.
Now we assume that we are in the situation where a basis of the vector space W (λ)f has already
been constructed and λ is a candidate of a head term of an algebraic local cohomology class ψ ∈ Wf :
ψ =
[
1
xλ
dx
]
+
∑
λ′≺λ
cλ′
[
1
xλ′
dx
]
.
We may assume that the lower terms [ 1
xλ′ dx] of ψ do not belong to W
(λ)
f ,H . Then the algebraic local
cohomology class ψ is inWf if and only if the system
fjψ = 0, j = 1, . . . , n, (1)
of linear equations has a solution.
If system (1) is solvable, λ ∈ ΛH and thus κ ∈ KH . The next candidate of a head term inWf ,H should
be a term whose total degree is the same as the κ and that has already been nominated as candidates
of head terms, or the smallest term next to κ , or a term in the list {γ1, . . . , γr}. In contrast, for the case
where system (1) has no solution, κ 6∈ KH and thus by Proposition 4 we have (κ + Nn) ∩ KH = ∅,
which leads to a strong restriction condition in the process of constructing candidates of head terms.
Now we arrive at the algorithm below for computing a basis ΨT ofWf ,T .
Let Γ = {γ1, . . . , γr} and let {d1, . . . , dg} be the set of total degrees of exponents in Γ , that is,
{d1, . . . , dg} = {|γ1|, . . . , |γr |}, where d1 < · · · < dg and g = ]{|γ1|, . . . , |γr |}. Let Gdi = {γ ∈ Γ ||γ | = di}, i = 1, . . . , g , be the ordered set and let G be a list of Gdi ’s,
G = [Gd1 , . . . ,Gdg ],
which is a classification of Γ into lists according to the total degrees. In the algorithm the lists of
exponents FH, HH, and N are used to construct a list of candidates of head term CH that consists of
terms of the same total degree. CL denotes a list of candidates of lower terms for a chosen candidate
of top terms. We assume that the elements in each list are always ordered by≺.
Algorithm 1 (A Basis ofWf ,T ).
Input: f
Output: a basis ΨT ofWf ,T
• Compute {γ0, . . . , γr}: the set of exponents of the Gröbner basis of the monomial ideal generated
by xκ , κ ∈ Cf
• FH := [γ0]
• G := [Gd1 , . . . ,Gdg ], where FH ∪ Gd1 ∪ · · · ∪ Gdg = {γ0, . . . , γr}• HH := [ ]
• Flag := 0
while Flag = 0{
If HH = [ ]
if G = [ ], put Flag = 1 and terminate the computation
else if G 6= [ ], CH := car(G): the first element of G
If HH 6= [ ], compute N = {κ + εj | κ ∈ HH, j = 1, . . . , n}
−{α + α′ | α ∈ FH, α′ ∈ Nn}
If G = [ ]
if N 6= [ ], CH := N
else if N = [ ], put Flag = 1 and terminate the computation
If G 6= [ ], let degh and degg be the degrees of the first elements in HH and G
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if degg − degh = 1
CH := N ∪ car(G)
G := cdr(G): a list obtained by removing the first element from G
else if degg − degh > 1
CH := N
While CH 6= [ ]{
κ := car(CH)
CH := cdr(CH)
make CL for the candidate κ of head term
let ψ = [ 1
xλ
dx] +∑κ ′∈CL cλ′ [ 1xλ′ dx], where λ = `D(κ) and λ′ = `D(κ ′)
solve the system of simultaneous equations fjψ = 0, j = 1, . . . , n
If the system has a solution,
add ψ in ΨT
add κ in HH
else, add κ in FH
}
}
The union ΨS ∪ ΨT constitutes the vector spaceWf and µ = ](ΨS ∪ ΨT ) is the Milnor number at
the origin.
Note that the above method is also applicable to the case of a holomorphic function, provided that
the Taylor expansion of f is explicitly given. Actually, from the Taylor expansion, one can determine
the set Cf . Then, the sets ΨS and ΨT can be computed.
Remark 1. One can immediately read off from the output ΨT and FH a standard basis of the Jacobi
ideal with respect to total-degree reverse lexicographical ordering (see Nakamura and Tajima (2007)).
Remark 2. Note that the use of the tactics for finding candidates of head terms described in the
algorithm eliminates much of the waste.
Remark 3. Mourrain (1997) gave an algorithm for computing differential operators that represent the
local inverse system of an isolated point. The key property utilized in the derivation of his algorithm
follows directly from Lemma 3. There are a lot of similarities between his algorithm and the algorithm
derived in this section, whereas, the use of the notion of the algebraic local cohomology allows us
to devise an efficient algorithm that computes the local inverse system. Indeed, Lemma 3 leads to
an effective method for constructing candidates of lower terms and for solving (1). Details of this
algorithm will appear elsewhere (Tajima et al., 2008).
2. A test of membership via local residues
In this section we present an effective method to solve the membership problem for the Jacobi
ideal J in OX,O of f . The key ingredients are the notion of algebraic local cohomologies and the use
of Grothendieck local duality that provide the right framework for answering questions relevant to
membership problems. The use of Grothendieck residues in the context of computer algebra to settle
membership problems was initiated, as far as the authors know, by Dickenstein and Sessa (1991).
They applied Grothendieck duality to solve radical membership problems in the polynomial ring for
complete intersection cases. In this sectionweuseGrothendieck local duality to solve themembership
problem for the primary ideal J. A critical point in this approach is that explicit forms of a basis of
Wf are available via Algorithm 1. This allows us to compute the Grothendieck local residue in an
elementarymanner.We also describemethods for constructing basismonomials and the normal form
of a given polynomial with respect to a given term order ≺(x) on monomials xλ, λ ∈ Nn. In the next
section these methods will be effectively exploited in an algorithm for computing annihilating ideals.
There is a natural pairing, denoted by res, between the quotient spaceOX,O/J and the vector space
Wf :
res{O} : OX,O/J ×Wf → C.
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Since the pairing is non-degenerate according to the Grothendieck local duality theorem, we have the
following result.
Lemma 6. Let h ∈ OX,O. Then res{0}(h, ψ) = 0 for all ψ ∈ Wf is a necessary and sufficient condition for
h to be in the ideal J.
Let Ψ = ΨS ∪ ΨT be the basis of the vector spaceWf = Wf ,S ⊕ Wf ,T . Let ΨT = {ψs+1, . . . , ψµ},
where s is the cardinality of ΨS . Let τ1, . . . , τq be all the terms of the algebraic local cohomology
classes that appear in ψs+1, . . . , ψµ ∈ ΨT . Let λT ,j denote the exponent of τj: τj = [ 1
xλT ,j
dx]. Set
ΛT = {λT ,1, . . . , λT ,q} and KT = {κT ,j | `D(κT ,j) = λT ,j, j = 1, . . . , q}. Set p = µ − s. Let dij be the
coefficients of τj (j = 1, . . . , q) in the linear combination ψs+i =∑qj=1 dijτj (i = 1, . . . , p).
Theorem 7 (Membership Problem). Let h(x) =∑ bαxα be a holomorphic function in OX,O. Then h(x) is
in the ideal J if and only if h(x) satisfies the following conditions:
(1) bκ = 0 for all κ ∈ KS .
(2)
∑q
j=1 bκT ,jdi,j = 0 for i = 1, . . . , p.
Let ≺(x) be an admissible term ordering on monomials xα for α ∈ Nn. We may assume
that τ1, . . . , τq are ordered in such a way that the corresponding exponents λT ,1, . . . , λT ,q satisfy
λT ,1 ≺(x) . . . ≺(x) λT ,q. Denote by M the coefficient matrix of ψs+1, . . . , ψµ ∈ ΨT with respect to
τ1, . . . , τq:(
ψs+1
. . .
ψµ
)
= M
(
τ1
. . .
τq
)
.
Let T = (tij)1≤i≤p,1≤j≤q be the reduced row echelon form of the matrix M given by using elementary
row operations. Let ΛM = {λM,1, . . . , λM,p} be the ordered set, put in order by ≺, of exponents of
classes corresponding to the first non-zero entry in each row of T . Let KM = {κM,1, . . . , κM,p} for
`D(κM,i) = λM,i (i = 1, . . . , p).
Proposition 8. The monomial basis ofOX/J with respect to the term ordering≺(x) is given by {xκ | κ ∈
KS ∪ KM}.
For a given function h ∈ OX,O, denote by NF(h,≺(x)) the normal form of hmodulo J with respect
to the term ordering ≺(x). The following theorem gives the representation of NF(h,≺(x)) of a given
function h.
Theorem 9 (Normal Form). Let κ ∈ Nn.
(1) If κ ∈ Nn \ (KT ∪ KS), NF(xκ ,≺(x)) = 0.
(2) If κ ∈ KS ∪ KM , NF(xκ ,≺(x)) = xκ .
(3) If κ = κT ,j ∈ KT \ KM , then NF(xk,≺(x)) is given by∑pi=1 ti,jxκM,i .
Proof. Assertions (1) and (2) are obvious. By the definition of the matrix T , res{O}(xκT ,j −∑p
i=1 ti,jxκM,i , ψk) = 0 for all k = s+ 1, . . . , µ. Thus assertion (3) follows from Lemma 6. 
Remark 4. Assume that the given holomorphic function f in question is a polynomial inQ[x] and J is
an ideal in Q[x] generated by partial derivatives f1, . . . , fn of f . Denote by J0 the primary component
of J corresponding to the prime 〈x1, . . . , xn〉. One can easily read off from the matrix T the Gröbner
basis of the ideal J0. In this method, one does not require the primary decomposition computations to
obtain the Gröbner basis of J0.
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3. Annihilators
The spaceWf of algebraic local cohomology classes is generated overOX,O by one cohomology class
inHn[O](Ω
n
X ). Take such a class and denote it by ω. Since the algebraic local cohomologyH
n
[O](Ω
n
X ) has
a structure of rightDX,O-module, we can consider linear partial differential operators that annihilate
ω. For each natural number k ∈ N, let L(k)DX (ω) be a set in DX,O of differential operators of order at
most k that annihilate ω andAnn(k)DX,O(ω) the rightDX,O ideal generated byL
(k)
DX
(ω):
Ann(k)DX,O(ω) = L(k)DX,O(ω)DX,O.
Since ω is a generator over OX,O of Wf , L
(0)
DX,O
(ω) is given by functions in J regarding them
as zeroth-order differential operators; that is, we have Ann(0)DX,O(ω) = JDX,O. The sequence
{Ann(k)DX,O(ω)}k gives an increasing sequence of rightDX,O ideals and the associated rightDX,O-module
DX,O/Ann
(k)
DX,O
(ω) is a holonomic system supported at the origin. In this section we give an algorithm
for computingAnn(k)DX,O(ω).
Remark 5. SinceDX,O is Noetherian, the ascending chain of annihilating ideals
Ann(0)DX,O(ω) ⊆ Ann(1)DX,O(ω) ⊆ Ann(2)DX,O(ω) ⊆ · · ·
is eventually stationary. In order to construct the annihilating ideal AnnDX,O(ω), it suffices to
compute the sets L(k)DX,O(ω) until the multiplicity µ
(k) of the holonomic system becomes one, since
DX,O/AnnDX,O(ω) is a simple holonomic system.
Wedenote by [S, T ] the commutator ST−TS of two linear partial differential operators S, T ∈ DX,O.
Then we have the following result which provides a constructive method for computing annihilators
of ω.
Proposition 10. Let g1, . . . , gm be generators overOX,O of J: J = 〈g1, . . . , gm〉. Let A ∈ DX,O be a linear
partial differential operator of order j. The following two conditions are equivalent.
(1) There exists a multiplication operator h ∈ OX,O so that A+ h ∈ L(j)DX,O(ω).
(2) [A, gi] ∈ L(j−1)DX,O (ω) holds for gi, i = 1, . . . ,m.
Proof. In general, for two linear partial differential operators S and T , [S, T ] is a differential operator
of order at most ord S + ord T − 1. If A + h ∈ AnnDX,O(ω), [A + h, gi] = [A, gi] ∈ AnnDX,O(ω) and
thus [A, gi] ∈ L(j−1)DX,O (ω) (i = 1, . . . ,m). Conversely, for a differential operator A of order j, assume
that [A, gi] ∈ L(j−1)DX,O (ω). Since gi ∈ L(0)DX,O(ω), we have (ωgi)A = 0 and thus ω[A, gi] = (ωA)gi.
Since [A, gi] ∈ L(j−1)DX,O (ω) for all i = 1, . . . ,m and g1, . . . , gm are generators of J, the algebraic local
cohomology class ωA satisfies, for any g ∈ J, (ωA)g = 0. By the definition ofWf , we have
ωA ∈ Wf .
SinceWf is generated over OX,O by ω, there exists h ∈ OX,O satisfying
ωA = −ωh.
Thus ω(A+ h) = 0 and A+ h ∈ Ann(j)DX,O(ω). 
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3.1. Algorithm for annihilators
We give a method for computing annihilators of the algebraic local cohomology class ω according
to the order of differentials. Let≺(x) be a term ordering of monomials of n variables x. We determine
the term ordering≺(x,ξ) of monomials of 2n variables (x, ξ) = (x1, . . . , xn, ξ1, . . . , ξn) by
xα
′
ξβ
′ ≺(x,ξ) xαξβ ⇐⇒
|β
′| < |β| or
|β| = |β ′| and ∃j s.t. b′i = bi for i < j and b′j < bj or
β = β ′ and α′ ≺(x) α
where β = (b1, . . . , bn) ∈ Nn and β ′ = (b′1, . . . , b′n) ∈ Nn. For a linear partial differential operator
P , let ht(P)(x, ξ) be the head term of the symbol σ(P)(x, ξ)with respect to the order≺(x,ξ) and call it
the head term of P . Let U be the vector space spanned by E = {xκ | κ ∈ KS ∪ KM}. For a multi-index
β ∈ Nn satisfying |β| = j ∈ N, set
L(j)β =
{
P ∈ AnnDX,O(ω) | P = aβ(x)
(
∂
∂x
)β
+
∑
β ′≺β
aβ ′(x)
(
∂
∂x
)β ′
, aβ(x) ∈ U
}
.
Let Tβ be the set of head coefficient monomials of differential operators in L
(j)
β :
Tβ = {xα ∈ E | ∃P ∈ L(j)β , s.t., ht(P) = xαξβ}.
Set
Eβ = {xα ∈ E | xα 6∈ Tβ}
and Uβ = Span Eβ . Note here that if two multi-indices β and β ′ satisfy b′i ≤ bi for all i = 1, . . . , n,
Eβ ⊆ Eβ ′ .
We denote, for two multi-indices β and β ′, β ′ < β if b′i ≤ bi for all i = 1, . . . , n and b′i < bi for at
least one i. Set
E ′β = ∩β ′<βEβ ′ , U ′β = Span E ′β .
For j ≥ 1, we define vector spaces V (j)β inductively as follows: Set V (1)εn = L(1)εn with εn = (0, . . . , 0, 1)
∈ Nn. Suppose V (|β ′|)
β ′ for all β
′ ≺ β are already constructed. Then we define the vector space V (j)β by
V (j)β =
{
P ∈ L(j)β | P = aβ(x)
(
∂
∂x
)β
+
∑
β ′≺β
aβ ′(x)
(
∂
∂x
)β ′
, aβ(x) ∈ U ′β , aβ ′(x) ∈ Uβ ′
}
.
Note here that in the definition of V (j)β the coefficient polynomial aβ(x) of P belongs to U
′
β . We have
the following.
Lemma 11. Let β ∈ Nn with |β| = j.
Tβ = (∪β ′<βTβ ′) ∪ {xα ∈ E ′β | ∃P ∈ V (j)β , s.t., ht(P) = xαξβ}
holds.
Set V (j) = ⊕|β|=jV (j)β .
Proposition 12. Let B(j) be a basis of the vector space V (j) (j = 0, 1, . . . , k) and let Bk = ∪kj=1B(j). Then
the set Bk generates the annihilating idealAnn
(k)
DX,O
(σ ), that is,
Ann(k)DX,O(σ ) = BkDX,O.
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Let B(j)β denote a basis of V
(j)
β . We are ready to give an algorithm for computing annihilators of a
cohomology class ω of a generator ofWf .
Algorithm 2 (Annihilator). Assume that a basis ΨS ∪ ΨT ofWf = Wf ,S ⊕Wf ,T is already given.
(1) Preparation
Compute the matrix T
Construct E
(2) Construction of B(0)
Set B(0) = {g1, . . . , gm}
(3) Construction of B(1)
(a) B(1)εn for εn = (0, . . . , 0, 1) ∈ Nn
a(x) :=∑α 6=0 aαxα ∈ U (aα: undetermined coefficients)
Set A = a(x) ∂
∂xn
Find a basis of a(x) satisfying the condition A(gi) ∈ J for i = 1, . . . ,m
For each A, find h ∈ U so that A+ h ∈ V (1)εn
Set P = A+ h and add P in B(1)εn
Find Tεn and set Eεn = E \ Tεn
(b) B(1)εj for j = n− 1, n− 2, . . . , 1
aj(x) ∈ U , ai(x) ∈ Uεi for i > jwith undetermined coefficients
Set A =∑ni=j ai(x) ∂∂xi
Find all (aj(x), . . . , an(x)) satisfying the condition A(gi) ∈ J for i = 1, . . . ,m
For each A, find h ∈ U so that A+ h ∈ V (1)εj
Set P = A+ h and add P in B(1)εj
Find Tεj and set Eεj = E \ Tεj .
Set B(1) = ∪nj=1B(1)εj .
(4) Construction of B(j)
Assume that B(0), . . . , B(j−1) and B(j)
β ′ for multi-indices β
′ with |β ′| = j, β ′ ≺ β , are already
constructed
Computation for B(j)β
Set
A = aβ(x)
(
∂
∂x
)β
+
∑
|β ′|=j,β ′≺β
aβ ′(x)
(
∂
∂x
)β ′
+
∑
|β ′′|<j
aβ ′′(x)
(
∂
∂x
)β ′′
(aβ(x) =
∑
α 6=0
aβ,αxα ∈ U ′β , aβ ′(x) ∈ Uβ ′ , aβ ′′(x) ∈ Uβ ′′).
Find all sets (aβ(x), aβ ′(x), aβ ′′(x)) satisfying the condition [A, gi] ∈ V (j−1), i = 1, . . . , s by
Algorithm 3
For each A, find h ∈ U so that A+ h ∈ V (j)
Set P = A+ h and add P in B(j)β .
Eβ = E ′β \ {xα ∈ E ′β | ∃P ∈ V (j)β , s.t.ht(P) = xαξβ}
For all β with |β| = j, construct B(j)β from smaller ones as above, and set B(j) = ∪|β|=jB(j)β
Then Bk = ∪kj=1B(j) gives a set of generators ofAnn(k)DX,O(ω).
If one continues the above step (4) to j = ν till the multiplicity of the holonomic system
DX/Ann
(ν)
DX,O
(ω) becomes one, then Bν = B(0) ∪ B(1) ∪ · · · ∪ B(ν) eventually gives rise to a set of
generators of the idealAnnDX,O(ω).
The test of the membership in the above algorithm is given by the following algorithm.
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Algorithm 3 (Membership). (1) Compute the commutator
[A, gi] =
∑
|γ |≤j−1
cγ (x)
(
∂
∂x
)γ
(i = 1, . . . ,m)
by the Leibniz rule. Set Ri = 0.
(2) For each γ , compute the normal form NF(cγ (x),≺(x)) of cγ (x)modulo J and set it to cγ (x) again.
Set
Ci =
∑
|γ |≤j−1
cγ (x)
(
∂
∂x
)γ
.
(3) Find q1(x, ξ), . . . , ql(x, ξ) so that ht(Ci) = ht(P1)q1(x, ξ) + · · · + ht(Pl)ql(x, ξ) by the division
algorithm, where {P1, . . . , Pl} = Bj−1.
Set C ′i = P1Q1 + · · · + PlQl, where Q1 = Q1(x, ∂∂x ), . . . ,Ql = Ql(x, ∂∂x ) are the linear partial
differential operators whose symbols are q1(x, ξ), . . . , ql(x, ξ).
If there are no such q1(x, ξ), . . . , ql(x, ξ), set C ′i = hm(Ci) and Ri := Ri + C ′i , where hm(C) stands
for the head monomial in the Weyl algebra.
(4) Set Ci := Ci − C ′i .
Repeat steps (2) to (4) while the division can be performed.
Derive the system of linear equations for undetermined coefficients from the condition Ri = 0,
i = 1, . . . ,m.
Solve the system and substitute the solution into the expression of A.
LetD(j)β = {Pβ,1, . . . , Pβ,mβ } be a subset of B(j)β so that anymonomial xα in Tβ is divisible by hc(Pβ,1),
. . . , hc(Pβ,mβ ), where hc(P) stands for the head coefficient of the operator P . Then it is easy to see that
if we set D(j) = ∪|β|=jD(j)β and Dk = B(0) ∪ D(1) ∪ · · · ∪ D(k), Dk generates the right idealAnn(k)DX,O(ω).
By applying the same method, one can easily construct an algorithm that computes generators Dk.
The resulting algorithm turns out to be efficient, especially for the case where the Milnor number µ
is large.
4. Example: Z12 singularity
Let f = f (x1, x2) = x31x2 + x1x42 + x21x32. The set Cf of all exponents of partial derivatives of f is{(0, 4), (1, 3), (2, 1), (2, 2), (3, 0)}. Thus
KS = {(0, 0), (0, 1), (1, 0), (0, 2), (1, 1), (2, 0), (0, 3), (1, 2)} and the basis ΨS is given by[
1
x1x2
]
,
[
1
x1x22
]
,
[
1
x21x2
]
,
[
1
x1x32
]
,
[
1
x21x
2
2
]
,
[
1
x31x2
]
,
[
1
x1x42
]
,
[
1
x21x
3
2
]
.
For simplicity, we omit the notation dx1 ∧ dx2 in the representation of cohomology classes in the
example.
The exponent of the first candidate of the top term is (3, 0) and that of the lower term is γ0 = (2, 1).
The list G is [[(3, 0)], [(0, 4), (1, 3)]]. ΨT is given by the following four classes:[
1
x1x52
]
− 1
3
[
1
x31x
2
2
]
,
[
1
x21x
4
2
]
− 2
3
[
1
x31x
2
2
]
− 4
[
1
x41x2
]
,
[
1
x1x62
]
− 1
3
[
1
x31x
3
2
]
+
[
1
x41x2
]
,[
1
x1x72
]
− 1
3
[
1
x31x
4
2
]
+ 7
33
[
1
x21x
5
2
]
+ 4
3
[
1
x51x2
]
+ 5
33
[
1
x41x
2
2
]
− 14
99
[
1
x31x
3
2
]
+ 14
33
[
1
x41x2
]
.(2)
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KT is given by {(2, 1), (3, 0), (0, 4), (1, 3), (2, 2), (3, 1), (4, 0), (0, 5), (1, 4), (2, 3), (0, 6)},
arranged according to total lexicographical ordering. The matrixM is given by
− 13 0 1 0 0 0 0 0 0 0 0
− 23 −4 0 1 0 0 0 0 0 0 0
0 1 0 0 − 13 0 0 1 0 0 0
0 1433 0 0 − 1499 533 43 0 733 − 13 1
 ,
where each column corresponds to the coefficients of
x21x2, x
3
1, x
4
2, x1x
3
2, x
2
1x
2
2, x
3
1x2, x
4
1, x
5
2, x1x
4
2, x
2
1x
3
2, x
6
2.
The echelon form T ofM is
1 0 0 − 32 2 0 0 −6 0 0 0
0 1 0 0 − 13 0 0 1 0 0 0
0 0 1 − 12 23 0 0 −2 0 0 0
0 0 0 0 0 1 445 − 145 75 − 115 335
 .
Monomials corresponding to pivots are x21x2, x
3
1, x
4
2, and x1x
3
2. Thus, for example, the normal form of
x52 is−6x21x2 + x31 − 2x42 − 145 x31x2.
Let us denote the cohomology class (2) by ω that generatesWf over OX,O.
• B(0) is given by
x52 +
14
5
x31x2 − x31 + 6x21x2 + 2x42, x41 −
44
5
x31x2, x
2
1x
2
2 +
1
3
x31 − 2x21x2 −
2
3
x42,
and x1x32 +
3
2
x21x2 +
1
2
x42.
• B(1) consists of fourteen differential operators. The first-order parts A of operators in B(1)
for ε2 are(
x32 −
9
8
x21
)
∂
∂x2
, x1x22
∂
∂x2
, x21x2
∂
∂x2
, x31
∂
∂x2
, x42
∂
∂x2
, and x31x2
∂
∂x2
,
and those for ε1 are
x22
∂
∂x1
+
(
303
1936
x21 −
2
33
x1x2 + 34x1 −
11
12
x22
)
∂
∂x2
,
x1x2
∂
∂x1
+
(
− 79
1056
x21 −
1
12
x1x2 + 23x
2
2
)
∂
∂x2
,
x21
∂
∂x1
+
(
1
12
x21 +
2
3
x1x2
)
∂
∂x2
, x32
∂
∂x1
+
(
−33
32
x21 +
3
4
x1x2
)
∂
∂x2
,
x1x22
∂
∂x1
+ 3
4
x21
∂
∂x2
, x21x2
∂
∂x1
, x31
∂
∂x1
, x42
∂
∂x1
, and x31x2
∂
∂x1
.
Note that D(1) ⊂ B(1) consists of seven operators. By direct computation, we can verify that the
dimension of the algebraic local cohomology solution space to the first-order holonomic system
DX,O/Ann
(1)
DX,O
(ω) is equal to two (see Nakamura and Tajima (2005)) and thus the multiplicity
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µ(1) is equal to two. Note also that the two operators in B(1) listed below together with B(0) are
sufficient to find all the algebraic local cohomology solutions to the first-order holonomic system
DX,O/Ann
(1)
DX,O
(ω):
x22
∂
∂x1
+
(
303
1936
x21 +
(
− 2
33
x2 + 34
)
x1 − 1112x
2
2
)
∂
∂x2
+
(
13633230947
2291925155652
x2 − 97380221054583850311304
)
x31
+
(
− 6955730075
3055900207536
x2 + 4637351384
)
x21
+
(
5452063
382657176
x22 +
444853
1054152
x2 − 1631452
)
x1
− 17554754357
9167700622608
x42 −
651181
34787016
x32 +
3401
11979
x22 +
125
33
x2,
(
−9
8
x21 + x32
)
∂
∂x2
+
(
− 5673563
43483770
x2 + 81050917393508
)
x31 +
(
578935
11595672
x2 − 85484
)
x21
+
(
− 17
484
x22 −
13
4
x2
)
x1 − 2582334787016x
4
2 +
223
1452
x32 −
11
2
x22.
• B(2) consists of three differential operators. One can verify that themultiplicity of the second-order
holonomic system DX,O/Ann
(2)
DX,O
(ω) is one and one of the following second-order differential
operators in B(2) together with B(0) and the above two first-order differential operators generates
Ann(2)DX,O(ω):
x2x1
∂2
∂x22
− 33x1 ∂
∂x1
+
(
79811
191664
x21 +
(
397
363
x2 − 54
)
x1 + 877396x
2
2 − 22x2
)
∂
∂x2
+
(
71075849416439
34378877334780
x2 − 1015369277377713751550933912
)
x31
+
(
−7252637695555
9167700622608
x2 + 8883177734787016
)
x21
+
(
− 2155721
1147971528
x22 +
4423495
1054152
x2 − 388134356
)
x1
+ 2690065674275
27503101867824
x42 +
1306793
9487368
x32 +
109055
71874
x22 −
1385
99
x2 + 132,
x1
∂2
∂x1∂x2
+
(
− 5
44
x1 + 62313068x
2
2 +
2
3
x2
)
∂2
∂x22
+
(
− 365
2178
x1 − 4099x2
)
∂
∂x1
+
(
− 162720341
3443914584
x21 +
(
− 4248391
52180524
x2 + 51541287496
)
x1
− 228277
28462104
x22 −
850
3267
x2 − 4
)
∂
∂x2
+
(
12020187116151109
247094742955997772
x2 − 8585847940107935494189485911995544
)
x31
+
(
− 6132748528648525
329459657274663696
x2 + 2398909814156267624249
)
x21
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+
(
− 4498873277339
41254652801736
x22 +
349208083
4209228936
x2 − 269559528462104
)
x1
+ 18876187169543921
988378971823991088
x42 −
121985846717
3750422981976
x32 +
24582649
939249432
x22
− 97055
646866
x2 + 310363 .
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