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1. Introduction
This paper was inspired by some problems which one can ﬁnd in papers connected with topology and real analysis, es-
pecially by results concerning the theory of dynamical systems (more precisely: entropy), ﬁxed point theory, multifunctions
and some approximation problems in function spaces.
Studies of the entropies of various functions led to the observation that sometimes the entropy “is focused around
one point of the domain” or speaking less precisely “at one point”. Although many mathematicians have noticed that (cf.
e.g. [23]), there were no attempts to use multifunctions and its selections to describe this fact, as it is done in this paper.
On the other hand, the development of ﬁxed point theory has induced us to analyze a situation when the entropy of
a function “is focused at a ﬁxed point of the function” (a so-called strong entropy point). Recently problems connected with
entropy and ﬁxed points were examined with reference to discontinuous functions. Taking into consideration this fact we
have extended our research to almost continuous functions (in the sense of Stallings). The choice of this class of functions
was due to the fact that in a Hausdorff space with the ﬁxed point property each almost continuous function has a ﬁxed
point (cf. Theorem 2.2).
The ﬁrst two sections are intended to introduce the notation and terminology. There are also presented useful properties
and some additional explanations connected with them.
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nected with entropy. The statements presented allow us to build the foundations of our considerations connected with
“entropy point” and “strong entropy point”.
Many papers analyze, from the topological point of view, the problem of the “size” of some sets of functions in the
established function space. It is worth to mention here at least a few works connected with this problem in the context of
ﬁxed point theory: [2–4,12,21,25,26]. Since the property of having a strong entropy point seems to be a strong assumption,
it is natural to try to characterize the “size” of the set of continuous or almost continuous functions having a strong entropy
point with reference to the family of all continuous or all almost continuous functions. In Section 4 we describe the “size”
of such set in the terminology of density, i.e. in the terminology connected with the possibility of approximation (“graph
approximation” and “uniform approximation”) of an arbitrary continuous or almost continuous function by functions having
a strong entropy point. In this part of the paper our purpose is to present a universal idea of reasoning, which (with slight
changes) works for different kinds of approximations. We were able to create this idea (shown in the proof of Theorem 4.1)
thanks to terminology built in the previous sections.
The paper is completed by an open problem connected with the approximation by functions having ﬁnite entropy.
2. Preliminaries
Throughout the paper N and R denote the set of positive integers and real numbers, respectively. Moreover by ρmE we
will denote the Euclidean metric for Rm (m ∈ N). The cardinality of the set A we will denote by #A and the graph of
a function f by Γ ( f ). Furthermore if A, B are any subsets of a metric space (X,ρ) then by dist(A, B) we will denote the
distance between A and B .
Let (X,ρ) be a metric space, x0 ∈ X and r1 > 0. We will use the symbol B(x0, r1) (S(x0, r1)) to denote an open ball
(a sphere) with center at x0 and radius r1. The set A(x0, r1, r2) = {y ∈ X: r1 < ρ(x0, y) < r2} is an open annulus with center
at x0 and the radii r1 and r2 (r2 > r1 > 0). Moreover a closed ball and a closed annulus will be denoted by B(x0, r1) and
A(x0, r1, r2), respectively.
Let f : X → X . Then we deﬁne f 0(x) = x and f i(x) = f ( f i−1(x)) for any positive integer i. A point x ∈ X such that
f (x) = x is called a ﬁxed point of f . The set of all ﬁxed points of f we will denote by Fix( f ). We will say that a space X
has the ﬁxed point property if Fix( f ) = ∅ for all continuous functions f : X → X .
Topological entropy is an analogous notion to metric entropy, and is usually deﬁned by means of the set of covers of a
compact space (e.g. [1]). In a compact metric space a more intuitive deﬁnition is given by R. Bowen [6] and E. Dinaburg [9].
The Bowen–Dinaburg version of the deﬁnition is equivalent to the one connected with the families of covers. Moreover in [8]
it has been shown that the Bowen–Dinaburg version can be applied for an arbitrary function (not necessarily continuous).
Consequently, in our considerations it is convenient to use this kind of deﬁnition (we restrict the deﬁnition to “separated
sets”, despite that one can also use the dual notion “span sets” (see [1,8])).
Let ε > 0 and n be a positive integer. A set M ⊂ X is (n, ε)-separated if for each x, y ∈ M , x = y there is 0 i < n such
that ρ( f i(x), f i(y)) > ε. Let
maxsep[n, ε] = max{#(M): M ⊂ X is (n, ε)-separated set}.
The topological entropy of the function f is the number
h( f ) = lim
ε→0 limsupn→∞
[
1
n
log
(
maxsep[n, ε])].
Let f , g : X → X . The functions f and g are conjugate if there exists a homeomorphism ϕ : X → X such that ϕ ◦ f = g ◦ ϕ .
The following result will be useful in the remainder of this paper.
Theorem 2.1. ([8]) Let X be a compact metric space. If functions f : X → X and g : X → X are conjugate then h( f ) = h(g). 
Let f : X → X . We shall say that a set A ⊂ X f -covers a set B ⊂ X (denoted by A→
f
B) if B ⊂ f (A). Moreover, we will
use the symbol f |A to denote the restriction of f to A.
Let X and Y be nonempty sets. We shall say that a function F : X  Y is a multifunction if it is a function which
associates each point x ∈ X with a nonempty set F (x) ⊂ Y . The graph of a multifunction F : X Y is deﬁned by Γ (F ) =
{(x, y) ∈ X × Y : y ∈ F (x)}. We say that a multifunction F is closed if Γ (F ) is closed as a subset of X × Y . A function
f : X → Y is a selection of F if f (x) ∈ F (x) for any x ∈ X .
From now on we will only consider a compact metric space (X,ρ). For simplicity of notation, we will write X instead
of (X,ρ). Additionally, in Section 4 we will assume that X is an m-dimensional manifold with boundary. Our terminology
and notations related to m-dimensional manifolds will coincide with these of [19].
We shall say that a topological space X is an m-dimensional topological manifold (manifold with boundary) if X is a
second countable Hausdorff space and every point q ∈ X has a neighborhood that is homeomorphic to an open subset of Rm
(the m-dimensional upper half space Hm = {(x1, . . . , xm) ∈ Rm: xm  0}). We will call any homeomorphism from an open
subset U of X to an open subset of Hm a chart on U .
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If X is an m-dimensional topological manifold with boundary, a point which belongs to the inverse image of δHm =
{(x1, . . . , xm) ∈ Rm: xm = 0} under some chart is called a boundary point of X , and a point that is in the inverse image of
the interior of Hm (denoted by IntHm) is called an interior point. The boundary of X (the set of all its boundary points)
we will denote by δX . We will use the symbol Intm X to denote the set of all interior points of X . Since any open ball in
R
m is homeomorphic to an open subset of Hm , an m-dimensional topological manifold is automatically an m-dimensional
topological manifold with boundary (with empty boundary). So in this paper we will consider an m-dimensional topological
manifold with boundary.
In Section 4 we will focus our attention on two kinds of approximation.
Let (X,T) be some topological space and F some class of functions from X into X . We shall say that a function f : X → X
is Γ -approximated by functions belonging to F if for each open set U f ⊂ X × X containing Γ ( f ), there exists g ∈ F such
that Γ (g) ⊂ U f .
Certainly, the most popular kind of approximation is the so called uniform approximation: Let F1, F2 ⊂ F be some classes
of functions assuming their values in a metric space Y . We shall say that a function f ∈ F1 is uniformly approximated by
functions belonging to F2 if there exists a sequence { fn} ⊂ F2 uniformly convergent to f .
The class of functions having a ﬁxed point has been examined by many mathematicians. Quite recently a lot of mono-
graphs and books connected with this theory have appeared (e.g. [10,11,15,16]). Simultaneously one can observe that many
considerations are connected with discontinuous functions. Among problems concerning theories of the ﬁxed points of
discontinuous mappings, the theory of almost continuous functions [13,14,22,28] seem to be especially interesting, i.e.
functions Γ -approximated by continuous functions (let us note that similar problems are considered also in the case of
multivalued functions (e.g. [18])). The starting point of considerations connected with such kind of functions has been the
following statement (which will be useful also in considerations contained in this paper):
Theorem 2.2. ([28]) If X is a Hausdorff space with the ﬁxed point property then each almost continuous function f : X → X has a
ﬁxed point. 
Therefore, in Section 4 we will concentrate on almost continuous functions. Although Theorem 2.2 shows that the ﬁxed
point property for almost continuous functions is close to this property for continuous functions, it is worth noting that the
almost continuous functions differ substantially from the continuous functions. For example, it is known that there exists
an almost continuous real function deﬁned on the unit interval which has no points of continuity (see [22]).
The family of all almost continuous functions mapping X into itself will be denoted by A(X). Moreover the family of all
continuous functions mapping X into itself will be denoted by C(X).
3. The f -bundles
Let us recall that we will consider only compact metric spaces (X,ρ).
Sometimes topological entropy is dependent on those parts of the dynamics concentrated on some piece of the domain.
A slight change in the deﬁnition of a function can cause a large change in the entropy of this function (see Fig. 1). Con-
sequently, it is an important thing to be able to indicate those parts of the domain which are the most interesting from
the point of view of entropy. Some results connected with these problems can be found, for example, in [1,23,24]. For our
considerations the most convenient tool is the notion of “ f -bundle”.
Let f : X → X . An f -bundle B f is a pair (F, J ) consisting of a family F of pairwise disjoint (nonsingletons) continuums
in X and a connected set J ⊂ X (ﬁbre of bundle) such that A→
f
J for any A ∈ F. Moreover if we additionally assume that
A ⊂ J for all A ∈ F then such an f -bundle will be called an f -bundle with dominating ﬁbre.
If we have the notion of f -bundle, we are able to consider the so-called “bundle entropy”. In order to introduce a
suitable deﬁnition we will make only “small changes” in the Bowen–Dinaburg version of the deﬁnition of the entropy.
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Let f : X → X , ε > 0, n ∈ N and B f = (F, J ) be an f -bundle. A set M ⊂⋃F is (B f ,n, ε)-separated if for each x, y ∈ M ,
x = y there is 0 i < n such that f i(x), f i(y) ∈ J and ρ( f i(x), f i(y)) > ε.
Let
maxsep[B f ,n, ε] = max
{
#(M): M ⊂ X is (B f ,n, ε)-separated set
}
.
The entropy of the f -bundle B f is the number
h(B f ) = lim
ε→0 limsupn→∞
[
1
n
log
(
maxsep[B f ,n, ε]
)]
.
Consider the following example: let us suppose that we have a “dilatable sheet” (this may be a rectangle or a “rectangle-like
object” cut out from the torus, sphere, cylinder, etc.). First, we ﬁx a triangle in this sheet and divide this triangle into three
triangles having a common vertex (the ﬁrst picture on the left — Fig. 2). If we stretch the triangle outside the sheet (the
second picture), fold this triangle back as shown in the third picture (Fig. 2) and leave the part of the sheet outside of this
triangle ﬁxed, then we obtain a certain transformation of our “dilatable sheet” into itself — the triangle in the last picture
is obtained from the triangle in the ﬁrst picture by a suitable transformation (described above). It is easy to see that this
triangle leads us to the bundle connected with the considered transformation and, in this case, the “bundle entropy” of this
transformation indicates the essence of the entropy.
The idea presented above will be the starting point for the discussion prior to Deﬁnition 3.3.
Let B f = (F, J ) be an f -bundle. By the cardinality of B f (denoted by #B f ) we will mean the cardinality of the family F.
Moreover the notation B∗f ⊂ B f (where B∗f = (F∗, J∗)) means that F∗ ⊂ F and J∗ ⊂ J .
The following lemma will be very useful in the next section.
Lemma 3.1. Let f : X → X be an arbitrary function and B f = (F, J ) an f -bundle with dominating ﬁbre. Then h(B f )  log(#B f )
whenever B f is ﬁnite and h(B f ) = +∞ whenever B f is inﬁnite.
Proof. Let us consider the following cases:
1. #B f = 1. Then log(#B f ) = 0, and so h(B f ) log(#B f ).
2. There exists t ∈ N greater than 1 such that #B f = t . Let us suppose that F = {C1,C2, . . . ,Ct}, where Ci ⊂ J and Ci →
f
J
for i = 1,2, . . . , t , so we have
C j ⊂ J ⊂ f (Ci) for any i, j ∈ {1,2, . . . , t}. (3.1)
Since the continuums Ci (i = 1,2, . . . , t) are pairwise disjoint, there exists a number η > 0 such that for any i, j ∈
{1,2, . . . , t}, i = j we have dist(Ci,C j) > η.
In order to prove h(B f ) log(#B f ), it is suﬃcient to show that
maxsep[B f ,n, ε] tn for any ε ∈ (0, η) and n ∈ N. (3.2)
Let us ﬁx a real number ε ∈ (0, η) and a positive integer k. If we denote the set of all sequences consisting of k terms
from the set {1,2, . . . , t} by Lk , we have #Lk = tk . Let (i1, i2, . . . , ik) ∈ Lk and cik be a some point belonging to Cik . From
(3.1) we obtain that there exists a point cik−1,ik ∈ Cik−1 such that f (cik−1,ik ) = cik . Moreover, in the same way we get that
there exists a point cik−2,ik−1,ik ∈ Cik−2 such that f (cik−2,ik−1,ik ) = cik−1,ik . Consequently f 2(cik−2,ik−1,ik ) = f (cik−1,ik ) = cik .
We continue in this fashion obtaining a point ci1,i2,...,ik−1,ik ∈ Ci1 such that f n(ci1,i2,...,ik−1,ik ) = ci1+n,i2+n,...,ik−1,ik ∈
Ci1+n ⊂ J for any n ∈ {0,1, . . . ,k − 1}. Furthermore, if (i(1)1 , i(1)2 , . . . , i(1)k ) = (i(2)1 , i(2)2 , . . . , i(2)k ) then there exists a number
l ∈ 0,1, . . . ,k − 1 such that
f l(c
i(1)1 ,i
(1)
2 ,...,i
(1)
k
), f l(c
i(2)1 ,i
(2)
2 ,...,i
(2)
k
) ∈ J
and
ρ
(
f i(c
i(1),i(1),...,i(1)
), f i(c
i(2),i(2),...,i(2)
)
)
> ε.1 2 k 1 2 k
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Indeed, if (i(1)1 , i
(1)
2 , . . . , i
(1)
k ) = (i(2)1 , i(2)2 , . . . , i(2)k ) then there exists a number j ∈ {1,2, . . . ,k} such that i(1)j = i(2)j . Thus
f j−1(c
i(1)1 ,i
(1)
2 ,...,i
(1)
k
) = c
i(1)1+ j−1,i
(1)
2+ j−1,...,i
(1)
k
∈ C
i(1)j
⊂ J
and
f j−1(c
i(2)1 ,i
(2)
2 ,...,i
(2)
k
) = c
i(2)1+ j−1,i
(2)
2+ j−1,...,i
(2)
k
∈ C
i(2)j
⊂ J .
Consequently for any (i(1)1 , i
(1)
2 , . . . , i
(1)
k ), (i
(2)
1 , i
(2)
2 , . . . , i
(2)
k ) ∈ Lk , (i(1)1 , i(1)2 , . . . , i(1)k ) = (i(2)1 , i(2)2 , . . . , i(2)k ) there exists j ∈{1,2, . . . ,k} such that
f j−1(c
i(1)1 ,i
(1)
2 ,...,i
(1)
k
), f j−1(c
i(2)1 ,i
(2)
2 ,...,i
(2)
k
) ∈ J
and
ρ
(
f j−1(c
i(2)1 ,i
(2)
2 ,...,i
(2)
k
), f j−1(c
i(1)1 ,i
(1)
2 ,...,i
(1)
k
)
)
 dist(C
i(1)j
,C
i(2)j
) > η > ε.
From these considerations we conclude that maxsep[B f ,k, ε]  tk , and in consequence the inequality (3.2) has been
proved. Hence
h(B f ) = lim
ε→0 limsupn→∞
[
1
n
log
(
maxsep[B f ,n, ε]
)]
 lim
ε→0 limsupn→∞
[
1
n
log
(
tn
)]= log(#B f ).
3. B f is inﬁnite. Let n be a positive integer and let Bnf ⊂ B f be an f -bundle with a dominating ﬁbre such that #Bnf = n.
From what has already been proved it follows that h(B f ) log(#Bnf ) = logn for n ∈ N. This gives h(B f ) = +∞. 
Despite the fact that the basic use of the above lemma will take place in the next part of this paper, now we signal a
simple consequence of it.
Proposition 3.2. Let f : [0,1] → [0,1] be a continuous function. If there exists an f -bundle B f = (F, J ) with dominating ﬁbre such
that #B f  2, then f is chaotic in the sense of Li and Yorke.1 
Let us go back to the example connected with a “dilatable sheet”. We repeat the operations described in that example
for other, properly selected, triangles (the heights of these triangles diminish and the number of pieces into which we
divide consecutive triangles increases — see the picture on the left hand in Fig. 3). In this case the entropy of the obtained
transformation is focused at the point x0. The next example containing a formal (mathematical) description of the function
leads us to the same conclusion.
Let us consider a continuous function f : [0,1] → [0,1] having the following properties:
(i) f ([ 12n , 12n−1 ]) = [ 12n , 12n−1 ] for n ∈ N.
(ii) For each n ∈ N there exist points 12n = cn0 < cn1 < · · · < cn2n+1 < cn2n+1+1 = 12n−1 such that:
(a) f (cn2i) = 12n and f (cn2i+1) = 12n−1 for each i ∈ {0,1, . . . ,2n},
(b) for each i ∈ {0,1, . . . ,2n} the function f |[cn2i ,cn2i+1] is linear and increasing,
(c) for each i ∈ {1, . . . ,2n} the function f |[cn2i−1,cn2i ] is linear and decreasing.
(iii) f (0) = 0.
If we consider restrictions of the function f to a closed interval of the form [ 12n , 12k ] for some n,k ∈ N ∪ {0}, then the
entropy of these mappings is always ﬁnite. On the other hand, if we consider restrictions of f to suitable closed intervals
containing 0, then the entropy is always inﬁnite. This follows by the same method as in [1, Example 4.2.6]. One can say that
1 The notion “chaos” has various meanings. We have decided to consider “chaos in the sense of Li and Yorke” (cf. e.g. [1,20]) because of its wide usage
and clarity: all mappings with positive entropy are chaotic.
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dominating ﬁbre) let us consider a sequence of f -bundles Bnf = (Fn, [ 12n , 12n−1 ]), where Fn = {[cn2i, cn2i+1]: i ∈ {0,1, . . . ,2n}}.
According to Lemma 3.1, we obtain immediately that limsupn→∞ h(Bnf ) = +∞ = h( f |I ), where I is a closed interval con-
taining 0. Moreover, we see at once that, there exists a number n0 ∈ N such that ⋃Fn ⊂ I and I ∩ [ 12n , 12n−1 ] = ∅ for any
n > n0.
It will be useful to formalize this observation in the form of the following deﬁnition:
Deﬁnition 3.3. Let f : X → X . We shall say that a sequence of f -bundles Bkf = (Fk, Jk) converges to a point x0 (Bkf −→k→∞ x0),
if for any ε > 0 there exists k0 ∈ N such that ⋃Fk ⊂ B(x0, ε) and B( f (x0), ε) ∩ Jk = ∅ for any k k0.
Putting
E f (x) =
{
limsup
n→∞
h
(
Bnf
)
: Bnf −→n→∞ x
}
we obtain a multifunction E f : XR∪ {+∞}.
Let us note that for an arbitrary function f : X → X and a point x0 ∈ X we have E f (x0) = ∅.
From the point of view of the theory of multivalued functions it is important to have in some sense “regular” values.
The most essential “regularity” is connected with closedness. Some simple observations concerning this topic are contained
in the next propositions.
Proposition 3.4. If f : X → X is a continuous function, then E f is a closed multifunction.
Proof. Let {(xn,αn)}n∈N ⊂ Γ (E f ) be a sequence such that limn→∞(xn,αn) = (x0,α0). We will show that α0 ∈ E f (x0). Obvi-
ously for any n ∈ N there exists a sequence of f -bundles {Bn,mf }m∈N such that Bn,mf −→m→∞ xn and limsupm→∞ h(B
n,m
f ) = αn .
Hence for any n ∈ N there exists mn such that the f -bundle Bn,mnf = (Fmn , Jmn ) has the following properties:
⋃
Fmn ⊂
B(xn,
1
n ), B( f (xn),
1
n ) ∩ Jmn = ∅ and |h(Bn,mnf ) − αn| < 1n . Let us consider the sequence of f -bundles {Bn,mnf }n∈N . Obviously
limn→∞ h(Bn,mnf ) = α0. Moreover it is easy to see that Bn,mnf −→n→∞ x0. Consequently α0 ∈ E f (x0). 
The above theorem is concerned with a continuous function. In the case of an arbitrary function we can also obtain
some “regularity” of a multifunction E f . Putting xn = x0 in the above proof, we obtain a proof of the following statement.
Proposition 3.5. If f : X → X is an arbitrary function, then E f (x) is a closed set for any x ∈ X. 
Let f : X → X be a function and let us consider the established selection of a multifunction E f (x):
e f (x) = max E f (x), for any x ∈ X .
Since for any f -bundle B f , ε > 0 and any positive integer n each (B f ,n, ε)-separated set is an (n, ε)-separated set, we have
maxsep[B f ,n, ε]maxsep[n, ε]. Therefore it is easy to prove the following fact which will be useful in the next considera-
tions.
Lemma 3.6. If f : X → X is an arbitrary function and x ∈ X, then e f (x) h( f ). 
Since in the theory of multifunctions there are a continuous stream of investigations concerned with the existence of
continuous or semicontinuous selections for various families of multifunctions, [5,7,17,18,27], it seems appropriate to present
the next statement:
Proposition 3.7. If f : X → X is a continuous function, then the function e f (x) is an upper semicontinuous selection.
Proof. Let us ﬁx x0 ∈ X and suppose that e f is not upper semicontinuous at x0. Then there exists α > e f (x0)
and a sequence {xn}n∈N such that xn −→
n→∞ x0 and e f (xn)  α for each n ∈ N. Let us ﬁx n ∈ N. Since e f (xn)  α,
we have max{limsupk→∞ h(Bkf ): Bkf −→k→∞ xn}  α, hence there exists a sequence {B
n,k
f }k∈N such that Bn,kf −→k→∞ xn and
limsupk→∞ h(Bn,kf ) > β for some β ∈ (e f (x0),α). Therefore there exists kn ∈ N such that
⋃
Fn,kn ⊂ B(xn, 1n ), B( f (xn), 1n ) ∩
Jn,kn = ∅ and h(Bn,knf ) ∈ (
β+e f (x0)
2 ,+∞). Repeating this construction for each n ∈ N we get a sequence of f -bundles
{Bn,knf }n∈N convergent to x0 such that h(Bn,knf ) >
β+e f (x0)
2 for each n ∈ N. This means that e f (x0) >
β+e f (x0)
2 , which is impos-
sible. 
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the domain”. Consequently in the literature one can ﬁnd the notion of “entropy point” (e.g. [23]). In this paper the notion
of “entropy point” is used with a different meaning, namely it is connected with an f -bundle, which seems to be more
intuitive.
Deﬁnition 3.8. Let f : X → X . We shall say that a point x0 ∈ X is an entropy point (a strong entropy point) of f if
h( f ) ∈ E f (x0) (if h( f ) ∈ E f (x0) and x0 ∈ Fix( f )).
From Lemma 3.6 we obtain immediately the following result:
Lemma 3.9. Let f : X → X be an arbitrary function and x0 ∈ X. The point x0 is an entropy point (a strong entropy point) of the
function f if and only if e f (x0) = h( f ) (e f (x0) = h( f ) and x0 ∈ Fix( f )). 
We will ﬁnish this part of the paper with a theorem which will show that the notions of “entropy point” and “strong
entropy point” are interesting from the point of view of dynamic systems.
Theorem 3.10. Let functions f : X → X and g : X → X be conjugate. Then the function f has an entropy point (a strong entropy
point) if and only if the function g has an entropy point (a strong entropy point).
Proof. We give the proof only for the case: if f has a strong entropy point then the function g has a strong entropy point.
The other cases can be proved similarly.
Let ϕ : X → X be a homeomorphism such that g = ϕ ◦ f ◦ ϕ−1, and let B f = (F f , J f ) be an f -bundle.
Putting F
B f
g = {ϕ(A): A ∈ F f } and J B fg = ϕ( J f ) we obtain a g-bundle BB fg = (FB fg , J B fg ). Indeed, it is obvious that FB fg is
a family of pairwise disjoint (nonsingletons) continuums and J
B f
g is a connected set. Moreover if B ∈ FB fg then there exists
A ∈ F f such that B = ϕ(A). Thus g(B) = ϕ( f (ϕ−1(B))) = ϕ( f (A)) ⊃ ϕ( J f ) = J B fg which gives B →g J
B f
g and, in consequence,
B
B f
g is a g-bundle.
Now, we shall show that
if Bnf −→n→∞ x0 then B
Bnf
g −→n→∞ϕ(x0).
Let ε > 0. Since ϕ is a uniformly continuous function, there exists δ > 0 such that for any x, y ∈ X ,
if ρ(x, y) < δ then ρ
(
ϕ(x),ϕ(y)
)
< ε. (3.3)
Moreover there exists n0 ∈ N such that for any n n0 we have ⋃Fnf ⊂ B(x0, δ) and B( f (x0), δ) ∩ Jnf = ∅. Let us ﬁx n  n0
and B ∈ FB
n
f
g . Then there exists A ∈ Fnf such that B = ϕ(A). The condition (3.3) and the inclusion A ⊂ B(x0, δ) implies that
B ⊂ B(ϕ(x0), ε). Therefore ⋃FBnfg ⊂ B(ϕ(x0), ε). Moreover there exists z0 ∈ B( f (x0), δ) ∩ Jnf . Hence ϕ(z0) ∈ ϕ( Jnf ) = J Bnfg .
According to the condition (3.3) we have ϕ(z0) ∈ B(ϕ( f (x0)), ε) = B(g(ϕ(x0)), ε). Therefore J B
n
f
g ∩ B(g(ϕ(x0)), ε) = ∅ and
we obtain that B
Bnf
g −→n→∞ϕ(x0).
Next we prove that e f (x0) eg(ϕ(x0)). Our proof starts with the observation that
h(B f ) h
(
B
B f
g
)
for every f -bundle B f . Indeed, let n ∈ N, ε > 0 and A be a (B f ,n, ε)-separated set. From the fact that ϕ−1 is a uniformly
continuous function we conclude that there exists δε ∈ (0, ε) such that for any x, y ∈ X
if ρ(x, y) δε then ρ
(
ϕ−1(x),ϕ−1(y)
)
< ε. (3.4)
Since A ⊂ ⋃F f , it follows that ϕ(A) ⊂ ⋃P∈F f ϕ(P ) = ⋃FB fg . Moreover if xϕ, yϕ ∈ ϕ(A) and xϕ = yϕ then there exist
x, y ∈ A such that x = y, xϕ = ϕ(x) and yϕ = ϕ(y). Thus there exists integer i ∈ [0,n) such that f i(x), f i(y) ∈ J f and
ρ( f i(x), f i(y)) > ε. In consequence gi(xϕ) = gi(ϕ(x)) = ϕ( f i(x)) ∈ ϕ( J f ) = J B fg and similarly gi(yϕ) ∈ J B fg . In order to
prove that ϕ(A) is a (B
B f
g ,n, δε)-separated set, we only need to show that
ρ
(
gi(xϕ), g
i(yϕ)
)
> δε. (3.5)
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quently ρ( f i(x), f i(y)) < ε, which is impossible. We eventually obtain that ϕ(A) is a (B
B f
g ,n, δε)-separated set. Obviously
#A = #ϕ(A). Hence maxsep[B f ,n, ε]maxsep[BB fg ,n, δε]. Therefore
h(B f ) = lim
ε→0 limsupn→∞
[
1
n
log
(
maxsep[B f ,n, ε]
)]
 lim
δε→0
limsup
n→∞
[
1
n
log
(
maxsep
[
B
B f
g ,n, δε
])]= h(BB fg ),
which gives
e f (x0) = max E f (x0) = max
{
limsup
n→∞
h
(
Bnf
)
: Bnf → x0
}
max
{
limsup
n→∞
h
(
Bng
)
: Bng → ϕ(x0)
}
=max Eg
(
ϕ(x0)
)= eg(ϕ(x0)).
From these considerations, according to Theorem 2.1, Lemmas 3.9 and 3.6, we have
h(g) = h( f ) = e f (x0) eg
(
ϕ(x0)
)
 h(g),
so h(g) = eg(ϕ(x0)). Moreover it is clear that if x0 ∈ Fix( f ) then ϕ(x0) ∈ Fix(g). We thus get that ϕ(x0) is a strong entropy
point of g . 
4. Approximation by functions having a strong entropy point
We will consider families of functions having strong entropy points. At ﬁrst glance it seems that the class of this kind
of function is rather “small”. We shall prove that this statement is not altogether true, and what is more there is a wide
class of functions (wider than the class of all continuous function) such that any function belonging to this class can be
approximated (“graphicly approximated” and “uniformly approximated”) by functions having a strong entropy point and
also belonging to this class.
In this section X will be a compact, m-dimensional manifold with boundary having the ﬁxed point property and ρ will
denote the metric in X .
The simplest model of this kind of space is the unit interval. However, almost continuous functions deﬁned on a compact
interval have peculiar properties. For example, they have the Darboux property, while in a more abstract space one can
construct an almost continuous function f and a connected set A such that f (A) is a disconnected set [22].
4.1. Main results
There are a lot of functions having no strong entropy point (even some continuous functions). Therefore one can formu-
late the natural question: what kind of functions can be Γ -approximated by functions having at least one strong entropy
point? The properties of known classes of mappings direct our attention to almost continuous functions. Our considerations
give more, namely the property: a function can be Γ -approximated by almost continuous functions having a strong entropy
point characterize functions belonging to A(X).
Theorem 4.1. Let ψ : X → X be a function. The following conditions are equivalent:
(1) The function ψ belongs to the family A(X).
(2) The function ψ can be Γ -approximated by continuous functions having a strong entropy point.
(3) The function ψ can be Γ -approximated by continuous functions having inﬁnite entropy.
(4) The function ψ can be Γ -approximated by discontinuous but almost continuous functions having a strong entropy point.
(5) The function ψ can be Γ -approximated by discontinuous but almost continuous functions having inﬁnite entropy.
This theorem leads us to natural questions connected with the uniform approximation of continuous and almost contin-
uous mappings by functions having strong entropy points (inﬁnite entropy). In this case considerations similar to those used
in the proof of Theorem 4.1 permit to obtain analogous characterizations as in the above theorem for continuous functions.
Certainly discontinuous functions cannot be uniformly approximated by continuous functions and consequently the results
connected with uniform approximation of almost continuous functions have to be presented in a separate statement (it is
known that the class of all almost continuous functions cannot be closed with respect to uniform limits, e.g. [22]).
Theorem 4.2. Let ψ : X → X be a function. The following conditions are equivalent:
(i) The function ψ belongs to the family C(X).
(ii) The function ψ can be uniformly approximated by continuous functions having a strong entropy point.
(iii) The function ψ can be uniformly approximated by continuous functions having inﬁnite entropy. 
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Theorem 4.3. In the space (A(X),σu):
(a) Each continuous function can be uniformly approximated by discontinuous but almost continuous functions having a strong en-
tropy point.
(b) Each continuous function can be uniformly approximated by discontinuous but almost continuous functions having inﬁnite en-
tropy.
4.2. Proofs
At the beginning let us note that if a,b, r are numbers greater than 0 and f : [a,b] → [0, r] is a linear function, then
there exists a continuous function g : A(θ,a,b) → B(θ, r) such that g(x) ∈ S(θ, f (a)) for x ∈ S(θ,a) and g(x) ∈ S(θ, f (b)) for
x ∈ S(θ,b) (we assume that S(θ,0) = {θ}, where θ = (0, . . . ,0) ∈ Rm). For this reason we obtain:
Lemma 4.4. Let x0 ∈ IntHm and let {δk}k∈N be a decreasing sequence of positive numbers converging to 0 such that B(x0, δ1) ⊂ Hm.
Let {rk}k∈N be a sequence of positive numbers. There exists a continuous function g : B(x0, δ1) \ {x0} → Hm such that:
1. g(x) = x0 for x ∈ S(x0, δ2k) and k ∈ N,
2. g(x) ∈ S(x0, rk) for x ∈ S(x0, δ2k−1) and k ∈ N,
3. g(A(x0, δ2k, δ2k−1)) = B(x0, rk) \ {x0} and g(A(x0, δ2k+1, δ2k)) = B(x0, rk+1) \ {x0} for k ∈ N.
Moreover if r1 = δ1 then S(x0, δ1) ⊂ Fix(g) and if the sequence {rk}k∈N is bounded then g(B(x0, δ2k) \ {x0}) ⊂ B(x0, supn>k rn) and
g(B(x0, δ2k−1) \ {x0}) ⊂ B(x0, supnk rn). 
The above lemma is still true if IntHm is replaced by Hm , and balls, spheres and annuluses are restricted to the space Hm .
Proof of Theorem 4.1. (1) ⇒ (2)2 Let ψ ∈ A(X) and let Uψ ⊂ X × X be an open set such that Γ (ψ) ⊂ Uψ . Then there
exists a continuous function f : X → X such that Γ ( f ) ⊂ Uψ and consequently, there exists a point x0 ∈ Fix( f ). Let l > 0
denote a real number such that B(x0, l) × B(x0, l) ⊂ Uψ .
Let us ﬁrst assume that x0 ∈ Intm X . There exists a neighborhood U ⊂ Intm X of the point x0 and there exists a homeomor-
phism h˜ :U
onto−→ V , where V ⊂ IntHn is an open set. Let r ∈ (0, l2 ) be such that B(x0, r) ⊂ U . Obviously there exists a number
α1 > 0 such that B(h˜(x0),α1) ⊂ h˜(B(x0, r)) and there exists a number α2 ∈ (0, r) such that B(x0,α2) ⊂ h˜−1(B(h˜(x0),α1)).
Since f is continuous at the point x0, we conclude that there exists δ ∈ (0,α2) such that f (B(x0, δ)) ⊂ B(x0,α2). Moreover,
there exists δ0 > 0 such that B(h˜(x0), δ0) ⊂ h˜(B(x0, δ)).
Set h˜(x0) = z0. Let {δn}∞n=1 be a decreasing sequence of positive numbers less than δ0 which is convergent to 0. Let
us deﬁne w1(x) = (h˜ ◦ f ◦ h˜−1)(x) for x ∈ S(z0, δ0) and w1(x) = x for x ∈ S(z0, δ1). Then one can infer that there exists a
continuous function w : B(z0, δ0) \ B(z0, δ1) → h˜(B(x0, r)) such that w(x) = w1(x) for x ∈ S(z0, δ0) ∪ S(z0, δ1).
Let r1 = δ1 and r2 = δ1. For n > 2 there exists k(n) ∈ N such that n ∈ (∑k(n)i=1 2i,∑k(n)+1i=1 2i], so let us put rn = δ2∑k(n)i=1 2i .
From Lemma 4.4 it follows that there exists a continuous function g1 : B(z0, δ1) \ {z0} → B(z0, δ0) such that:
1. g1(x) = z0 for x ∈ S(z0, δ2k) and k ∈ N,
2. g1(x) ∈ S(z0, rk) for x ∈ S(z0, δ2k−1) and k ∈ N,
3. g1(A(z0, δ2k, δ2k−1)) = B(z0, rk) \ {z0} and g1(A(z0, δ2k+1, δ2k)) = B(z0, rk+1) \ {z0},
4. g1(x) = x for x ∈ S(z0, δ1),
5. g1(B(z0, δ2k) \ {z0}) ⊂ B(z0, rk+1) and g1(B(z0, δ2k−1) \ {z0}) ⊂ B(z0, rk).
Putting w(x) = g1(x) for x ∈ B(z0, δ1) \ {z0} and w(z0) = z0 we obtain that
w : B(z0, δ0) → h˜
(
B(x0, r)
)
is a continuous function.
Indeed, obviously w is continuous on the sets B(z0, δ0) \ B(z0, δ1) and B(z0, δ1) \ {z0}. Let now a ∈ S(z0, δ1), {ak}k∈N ⊂
B(z0, δ0) be a sequence convergent to a, and ε > 0. Set N1 = {k ∈ N: ak ∈ B(z0, δ0) \ B(z0, δ1)} and N2 = {k ∈ N: ak ∈
B(z0, δ1)}. If the set N1 is ﬁnite then let us put k1 = maxN1. Otherwise, since the function w |B(z0,δ0)\B(z0,δ1) is continuous,
it follows that there exists a number k1 ∈ N such that ρmE (a,w(ak)) = ρmE (w(a),w(ak)) < ε for k > k1 and k ∈ N1. If the
set N2 is ﬁnite then let us put k2 = maxN2. Otherwise there exists a number k2 ∈ N such that ρmE (g1(a), g1(ak)) < ε for
2 In order to avoid over long explanations we will introduce here a universal idea, which works in the remaining proofs too.
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for k ∈ N2. Putting k0 = max{k1,k2} we conclude that ρmE (w(a),w(ak)) < ε for k > k0, which gives limk→∞ w(ak) = w(a)
and, in consequence, the function w is continuous at the point a.
Now we shall show that w is a continuous function at z0. Let ε˜ > 0. There exists k0 > 0 such that B(w(z0), rk0 ) =
B(z0, rk0 ) ⊂ B(z0, ε˜). Put η = δ2k0 and let z1 ∈ B(z0, η) \ {z0} ⊂ B(z0, δ1) \ {z0}. Consequently w(z1) = g1(z1). From this fact
and the deﬁnition of g1 we obtain w(z1) ∈ B(z0, rk0 ) \ {z0} ⊂ B(z0, ε˜), which means that z0 is a continuity point of w .
Let us now consider the function f1(x) = (h˜−1 ◦ w ◦ h˜)(x) for x ∈ h˜−1(B(z0, δ0)) and put
g(x) =
{
f (x) for x /∈ h˜−1(B(z0, δ0)),
f1(x) for x ∈ h˜−1(B(z0, δ0)).
(4.1)
Then g is a continuous function. Indeed, it is obvious that g is continuous on the sets X \ h˜−1(B(h˜(x0), δ0)) and
h˜−1(B(h˜(x0), δ0)). For x˜ ∈ h˜−1(S(h˜(x0), δ0)) we have g(x˜) = f1(x˜) = h˜−1(w(h˜(x˜))). From this, the relationship h˜(x˜) ∈ S(z0, δ0)
and the deﬁnition of the function w it follows that g(x˜) = h˜−1(h˜( f (h˜−1(h˜(x˜))))) = f (x˜). Now if we reason as in the case of
continuity of w at a ∈ S(z0, δ1) we infer that g is continuous at x˜.
Moreover, we have Γ (g) ⊂ Uψ . Indeed, if x ∈ h˜−1(B(z0, δ0)) ⊂ B(x0, δ) ⊂ B(x0, r) ⊂ B(x0, l), then g(x) = f1(x) and g(x) ∈
B(x0, r) ⊂ B(x0, l), so (x, g(x)) ∈ B(x0, l) × B(x0, l) ⊂ Uψ . If x /∈ h˜−1(B(z0, δ0)) then g(x) = f (x), so (x, g(x)) = (x, f (x)) ∈
Γ ( f ) ⊂ Uψ . Finally for each x ∈ X we have (x, g(x)) ∈ Uψ , which means that ψ is Γ -approximated by the continuous
function g .
We shall prove that, x0 is a strong entropy point of the function g . Indeed, putting B1 = (F1, J1) where F1 =
{A(z0, δ3, δ2)} and J1 = B(z0, δ1), we obtain that B1 is a w-bundle with dominating ﬁbre. Furthermore, let us consider
Fn =
{
A(z0, δp+1, δp): p ∈
[
n∑
i=2
2i,
n+1∑
i=2
2i
)
and p is an even number
}
and Jn = B(z0, δ∑n
i=2 2i ) for any n > 1. Let us ﬁx n > 1. The family Fn and the set Jn have the following properties:
1. If A(z0, δp+1, δp) ∈ Fn then
A(z0, δp+1, δp) ⊂ B(z0, δ∑n
i=2 2i ) = Jn. (4.2)
2. If A(z0, δp+1, δp) ∈ Fn then p ∈ [∑ni=2 2i,∑n+1i=2 2i) and p is an even number. Thus w(A(z0, δp+1, δp)) = B(z0, rs+1),
where p = 2s. Since p ∈ [∑ni=2 2i,∑n+1i=2 2i), we have s ∈ [∑n−1i=1 2i,∑ni=1 2i) so s + 1 ∈ (∑n−1i=1 2i,∑ni=1 2i]. Hence
k(s + 1) = n − 1 and consequently rs+1 = δ2∑n−1i=1 2i = δ∑ni=2 2i . We thus get
w
(
A(z0, δp+1, δp)
)= Jn. (4.3)
3. If A(z0, δp+1, δp) ∈ Fn , A(z0, δk+1, δk) ∈ Fn and k = p then A(z0, δp+1, δp) ∩ A(z0, δk+1, δk) = ∅.
Therefore Bnw = (Fn, Jn) is a w-bundle with dominating ﬁbre for any n > 1. Moreover it is easy to see that Bnw −→n→∞ z0.
Putting Fng = {h˜−1(A): A ∈ Fn} and Jng = h˜−1( Jn) for n ∈ N we obtain that Bng = (Fng, Jng) is a g-bundle with dominating
ﬁbre for any n > 1 and Bng −→n→∞ x0. Lemma 3.1 implies that h(B
n
g)  log#(Bng) = log2n for any n ∈ N. Hence +∞ ∈ Eg(x0).
Moreover by Lemma 3.6 we obtain that h(g) = +∞. From this and the fact that x0 ∈ Fix(g) we infer that x0 is a strong
entropy point of the function g .
Similar arguments apply for x0 ∈ δX . In this situation we need only replace IntHm by Hm , and consider balls, spheres
and annuluses restricted to Hm .
(1) ⇒ (3) This follows immediately from the proof of the implication (1) ⇒ (2), because the constructed function g
has inﬁnite entropy.
(1) ⇒ (4) This proof is similar to the proof of the implication (1) ⇒ (2). The essential difference is in the construction
of the function g1. Namely, if we put r1 = δ1 and rk = δ0 for k ∈ N \ {1}, then from Lemma 4.4 we have that there exists a
continuous function g1 : B(z0, δ1) \ {z0} → B(z0, δ0) such that:
1. g1(x) = z0 for x ∈ S(z0, δ2k) and k ∈ N,
2. g1(x) ∈ S(z0, δ0) for x ∈ S(z0, δ2k−1) and k ∈ N,
3. g1(x) = x for x ∈ S(z0, δ1).
Next, putting w(x) = g1(x) for x ∈ B(z0, δ1) \ {z0} and w(z0) = z0 we obtain a function w : B(z0, δ0) → h˜(B(x0, r)) which has
only one point of discontinuity. Indeed, the function w is discontinuous at the point z0 because if we consider a sequence
{zk}k∈N such that zk ∈ S(z0, δ2k+1) for k ∈ N we obtain ρmE (w(zk),w(z0)) = ρmE (w(zk), z0) = δ0 for any k ∈ N. Moreover the
function w is continuous on the set B(z0, δ0) \ {z0}.
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g(x) =
{
f (x) for x /∈ h˜−1(B(z0, δ0)),
f1(x) for x ∈ h˜−1(B(z0, δ0)).
(4.4)
The above function has the required properties. Indeed, from the fact that z0 is a discontinuity point of the function w we
deduce that g is discontinuous at the point x0. Now, let G ⊂ M × M be an open set containing the graph of g . Obviously
there exists an open set G1 ⊂ U such that x0 ∈ G1 and G1 × G1 ⊂ G . Since the set h˜(G1) ⊂ Hn is an open neighborhood of
the point z0, there exists n0 ∈ N such that B(z0, δ2n0 ) ⊂ h˜(G1). Hence h˜−1(B(z0, δ2n0 ))× h˜−1(B(z0, δ2n0 )) ⊂ G . From the facts
that the function g|h˜−1(B(z0,δ2n0 )) is continuous and g(x) = x0 for x ∈ h˜
−1(S(z0, δ2n0 )), we obtain that the function given by
the formula
ϕ(x) =
{
g(x) for x ∈ M \ h˜−1(B(z0, δ2n0)),
x0 for x ∈ h˜−1(B(z0, δ2n0))
(4.5)
is continuous. Moreover for any x ∈ h˜−1(B(z0, δ2n0 )) we have ϕ(x) = x0 ∈ h˜−1(B(z0, δ2n0 )). Therefore
h˜−1
(
B(z0, δ2n0)
)× ϕ(h˜−1(B(z0, δ2n0)))⊂ h˜−1(B(z0, δ2n0))× h˜−1(B(z0, δ2n0))⊂ G.
Furthermore ϕ(x) = g(x) for any x ∈ X \ h˜−1(B(z0, δ2n0 )). Hence (X \ h˜−1(B(z0, δ2n0 ))) × ϕ(X \ h˜−1(B(z0, δ2n0 ))) =
(X \ h˜−1(B(z0, δ2n0 ))) × g(X \ h˜−1(B(z0, δ2n0 ))) ⊂ Γ (g) ⊂ G . Consequently Γ (ϕ) ⊂ G , so g is an almost continuous func-
tion.
Finally, in the same way as in the proof of the implication (1) ⇒ (2) we can show that x0 is a strong entropy point of
the function g , which ends the proof.
(1) ⇒ (5) The same proof works as for the implication (1) ⇒ (4).
The implications (2) ⇒ (1), (3) ⇒ (1), (4) ⇒ (1), and (5) ⇒ (1) are obvious. 
Proof of Theorem 4.2. Let f ∈ C(X). For any n ∈ N we will construct a function fn : X → X such that σu( f , fn) < 1n . Let us
ﬁx n ∈ N and put l = 1n . Now the proofs of implications (i) ⇒ (ii), (i) ⇒ (iii) run as in the proofs of implications (1) ⇒ (2),
(1) ⇒ (3) in Theorem 4.1, respectively. We obtain a function g which has the desired properties and put fn = g , which
ends the proof.
Implications (ii) ⇒ (i) and (iii) ⇒ (i) are obvious. 
Proof of Theorem 4.3. The proof is analogous to the proof of Theorem 4.2 together with the proofs of implications (1) ⇒
(4) and (1) ⇒ (5) from Theorem 4.1. 
4.3. Problem
One can show that there exists continuous function which cannot be Γ -approximated by functions having entropy zero.
This observation together with Theorem 4.1 lead us to the following problem:
Problem 4.5. Is it true that each almost continuous function f can be Γ -approximated by continuous (discontinuous but
almost continuous) functions having ﬁnite entropy?
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