































































YOLOv3 [3]と YOLOv4 [4]を用いて物体検出を行う．本章では YOLOv3と YOLOv4を含む YOLO
についての説明と研究環境について示す．
2.1 YOLOの概要
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YOLOv3 及び YOLOv4 の学習フレームワークは，C/C++で書かれた機械学習フレームワークの
Darknetを用いる [5]．Darknetは YOLOv3, v4開発者が提供しているフレームワークであることや，
C/C++で書かれているため学習速度が高速であり，学習において役に立つ機能が多いため Darknetで
の学習を行う．ネットワークの構成や学習の設定など，本稿で言及していない点は，Darknet 内の





















YOLOなどの物体検出の評価指標には，Precision，Recall，Average Precision (AP)，Mean Average
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学習後の検証用画像による精度評価は，挙手の APが 0.6730，Precisionは 0.79，Recallは 0.61で
あった．mAPはクラスが 1種類なのでAPと同じ値である．これらの評価値は信頼度閾値 (confidence



























検証を行う．本学習結果を用いて入力解像度を 832× 832と，928× 928として検証用画像を用いた
評価し精度の比較を行った (表 1)．
表 1: 様々な解像度における検出精度の比較
AP Precision Recall mAP
608× 608 0.6730 0.79 0.61 0.6730
832× 832 0.7178 0.79 0.65 0.7178
928× 928 0.7171 0.67 0.67 0.7171
結果として，入力解像度 608 × 608と 832 × 832の APを比較すると，0.6730から 0.7178と高く
なっており，前者の解像度よりも小さな物体の検出数が増加していることが，推論によっても確認で
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結果として，入力解像度 608 × 608と 832 × 832の APを比較すると，0.6730から 0.7178と高く
なっており，前者の解像度よりも小さな物体の検出数が増加していることが，推論によっても確認で
きた．しかし 832× 832と 928× 928でのAPの比較では，0.7178から 0.7171と低下しており，Recall
は向上したが Precisionの値は低下している．Precisionの低下と Recallの向上から，検出すべき物体
の検出率は向上したが，検出すべきでない物体を多く検出する誤検出が増加している．































• 学習時解像度: 800× 800
3.3.2 学習結果による検証用画像の評価と考察
検証用画像を用いた精度評価の検証を行い，推論時の入力解像度は 832× 832とした．精度評価は，
挙手クラスのAPが 0.8075，人クラスのAPが 0.9105となり，Precisionが 0.86，Recallが 0.83，mAP



















• 学習時解像度: 800× 800
3.3.2 学習結果による検証用画像の評価と考察
検証用画像を用いた精度評価の検証を行い，推論時の入力解像度は 832× 832とした．精度評価は，
挙手クラスのAPが 0.8075，人クラスのAPが 0.9105となり，Precisionが 0.86，Recallが 0.83，mAP







図 4: アノテーション法 Aによる他人の挙手を検出する問題の解決
3.4 YOLOv4を用いた挙手検出による精度向上






検証用画像を用いた精度評価の検証を行い，推論時の入力解像度は 832 × 832とした．精度評価
は，挙手クラスの APが 0.8471，人クラスの APが 0.9260となり，Precisionが 0.82，Recallが 0.87，
mAPは 0.8866となった．YOLOv3によるアノテーション法 Bでの学習から挙手のAPは，0.8075か






































































検証に用いたカメラは解像度が 1920× 1080，画角は 75◦のカメラである．検証する顔画像は異な




表 2: 図 8の解像度と撮影距離
顔画像 1 顔画像 2 顔画像 3　 顔画像 4
解像度 123× 146 62× 76 41× 51 25× 27
距離 2 m 5 m 7 m 10 m
それぞれの顔認証の結果は表 3となり顔画像 1と顔画像 2は正しく認証できたが，顔画像 3と 4は
顔領域の検出が行えず顔認証を行うことができなかった．最も解像度の高い顔画像 1では特徴距離が
0.298であるが，解像度が低い顔画像 2では 0.382と特徴距離が長くなって精度が低くなっており，解
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表 3: 図 8の顔認証結果
顔画像 1 顔画像 2 顔画像 3　 顔画像 4
認証の結果 本人を正しく認証 本人を正しく認証 認証不能 認証不能























































































































































5.3 Jetson AGX Xavierでのシステムのリアルタイム処理性能
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して 6 FPS前後での安定した処理を行えた．また本実験では半精度演算での推論でも YOLOによる
挙手や人の検出は精度良く行われており，リアルタイム処理は可能であることが確認できた．
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