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Abstract
In this article, we define a new k-adic series transformation called
Z-transformation and probe into its fixed point and periodicity. We
extend the number field of the transform period problem to a wider
k-adic field. Different constraints are imposed on k, then different
periodic columns are formed after finite Z transformations. We obtain
that their periodic sequences areM1 = {1, 2} and M2 = {1, 2}∪{n0}∪
{n′} respectively after derivation. As an application, it can provide a
reference for C problems in more complex algebraic systems.
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1 Introduction
The Collatz conjecture is named after Lothar Collatz, who introduced
the idea in 1937. It has been widely studied in the past 100 years, and
many achievements with great value have been obtained, although the Collatz
problem cannot be effectively solved.
The results of the Collatz problem can be applied to modern cryptogra-
phy, and can be easily transformed into graph theory, and then extended to
a wider range of algebraic and algebraic geometry. The essence of the Col-
latz problem is a fixed-point problem, its research methods and results are
∗Corresponding author: qysun@hznu.edu.cn
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of great significance to the study of fixed point problems, and thus have an
important impact on the development of modern mathematics. The problem
also has important applications in power systems and fractal geometries.
The Collatz problem is concerned with the function f : Z+ → Z+ defined
as [1]
f(n) =


n
2
, when n is even,
3n+ 1
2
, when n is odd.
(1)
The famous Collatz problem asserts that iteration series f(n), f 2(n), f 3(n), · · ·
of every positive number n will eventually reach the integer one. This con-
jecture is still an unsolved mystery, many articles have studied this issue.
Matthews and Watts [2] gave generalized Collatz maps
fd,m,r(x) =
mix+ ri
d
, if x ≡ i(modd),
where d > 1 is an integer, m and r are d-dimensional vectors such that
mix + ri ≡ 0(modd) for all i. The number n is supposed to be cyclic for
fd,m,r if the series
{
f id,m,r(n)
}
i∈N
is a periodic column. As is known, we can
see that the density of the set of the integer will stop for 1 after finite times
of Collatz maps which lead us to seek for other periodic column.
Certainly, these problems and their promotion problems have many re-
search results, especially through computers to solve these problems ([3]-[6]).
The results of this article are mainly inspired by [7] and [8], which extend the
problem to p-adic. This led us to consider this problem from a deeper per-
spective of domain theory, which makes us want to study a class of number
theory problem.
In section 2 and 3, we introduce some notations and definitions, and give
our main results. In section 4, by studying the properties of the Z-transform,
Lemma 2 mentions that when the digit of n0 is greater than 2, then after
finite Z-transformations, it can degenerate into a single-digit number or a
double-digit number in k-adic. So, we mainly discuss these two cases in the
proof of Theorem 1. For both cases, we discuss the result of n0 after finite
Z-transformations. Using the mathematical induction method, we obtain
that after finite Z-transformations under the hypothesis, there is only one
periodic column M1 = {1, 2}. In Theorem 2, we weaken the restriction on
k, then proved that the period column of the Z-transformation is listed as
M2 = {1, 2} ∪ {n0} ∪ {n′}.
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2 Notation and Definition
For any given m-digit integer expressed in k-adic
n0 = am−1k
m−1 + am−2k
m−2 + · · ·+ a1k + a0, (2)
where ai ∈ Z+0 , 0 ≤ ai < k (0 ≤ i ≤ m− 1), and am−1 6= 0.
We construct the function in k-adic,
f(n) =


(n+ p− 1)(n+ 2p− 1)
p · p n ≡ 1(modp),
n+ p− 2
p
n ≡ 2(modp),
...
n + 1
p
n = p− 1(modp),
n
p
n ≡ 0(modp)
(3)
where 0 ≤ n < k.
Definition 1 Let Z(n0) =
m−1∑
i=0
f(ai), where n0, ai and f are defined as
above, we call it Z-transformation of n0 in k-adic.
Definition 2 Transformation sequence {Z i(n0)}, (i ∈ Z+0 ), is called Z-
transformation sequence in k-adic.
Denote ni = Z i(n0), in which Z0(n0) = n0, that is, {ni}, (i ∈ Z+0 ), is
also the Z-transformation sequence. It’s clear that ni ∈ N.
Our article mainly discusses the periodic column of Z-transform sequence.
3 The Main Results
Hypothesis:
(a) 2p− 1 ≤ k ≤ 3p2, when p ≥ 3;
(b) For any nonnegative integer q less than
√
k, it satisfies (q + 1)(q + 2) 6≡
−1(modp).
(c) For any nonnegative integer q less than
√
k, it satisfies (q + 1)(q + 2) 6≡
k(modp), and k 6= (q + 1)(q + 2)− 1− qp.
Under the Hypothesis, we give our main result as the following two The-
orem.
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Theorem 1 If the Hypothesis is established, then after finite Z-transformations,
Z-transformed sequence {ni}, i ∈ N only has one period column M1 = {1, 2}.
Theorem 2 If only (a) in the Hypothesis is hold, then after finite Z-
transformations, Z-transformed sequence {ni}, i ∈ N has the period column
M2 = {1, 2} ∪ {n0} ∪ {n′}, where n′ is a integer which satisfies Z(n′) = n′.
4 The Proof of the Theorems
To prove the Theorems, we give two Lemmas first.
Lemma 1 The result of adding two k-adic numbers is the same as the result
of adding them in decimal to become k-adic.
This conclusion is obvious (see [2]). We omit it.
Lemma 2 For any given m-digit positive integer n0 in k-adic, under the
Hypothesis, Z(n0) is a integer not exceeding (m − 1)-dgit in k-adic when
m ≥ 3.
Proof. Denote
k = tp + s+ 1,
where r, s ∈ N and 1 ≤ s ≤ p.
Due to 0 ≤ ai ≤ k − 1, by the definition of f(n) in (3), it obtains
f(ai) ≤ f(tp+ 1) = (t+ 1)(t+ 2).
Thus, Z(n0) ≤ m(t + 1)(t+ 2).
For m = 3, by (a) in the Hypothesis, we have
Z(n0) ≤ 3(t+ 1)(t+ 2) < k3−1.
For m = j, we assume that it holds
Z(n0) ≤ j(t + 1)(t+ 2) < kj−1.
Then, for m = j + 1, it’s obviously that
Z(n0) ≤ (j + 1)(t+ 1)(t+ 2) < kj−1 · j + 1
j
< k(j+1)−1.
Therefore, by mathematical induction, we have
Z(n0) < km−1, (4)
where m ≥ 3. That means, Z(n0) is a integer not exceeding (m− 1)-dgit in
k-adic when m ≥ 3. Thus, the proof of Lemma 2 is done.
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Proof of Theorem 1. For any given m-digit positive integer n0 in k-adic,
we divide the proof of Theorem 1 into three parts. Here, we can omit the
case n0 = 1, which make Theorem 1 be true obviously.
Case 1. n0 is a single-digit number.
In this case, it is easy to show that 1 < n0 < k, and Z(n0) = f(n0).
(I). If n0 6≡ 1( mod p), by the definition of f(n), we can easily get Z(n0) =
f(n0) < n0. It implies that the Z transformation make Z(n0) smaller than
n0, and Z(n0) is still a single-digit number. Therefore, there exists a non-
negative integer λ, which satisfies Zλ(n0) = 1, or Zλ(n0) ≡ 1(modp). The
second case is just what we will discuss next.
Analogously, in the rest of the proof, we just need to prove that there
exists a finite integer λ make Zλ(n0) < n0. Since we can think Zλ(n0) as a
new n0, and do the same discussion again and again, until Zλ(n0) = 1.
(II). If n0 ≡ 1(modp) and n0 6= 1, let n0 = rp+1. So, it can obtain that
Z(n0) = f(n0) = (r + 1)(r + 2).
Assume that Z(n0) = a1k + b1, where a1, b1 ∈ Z+0 and b1 < k. Using
(a) in the Hypothesis and the definition of f , it can be obtained by direct
calculation that a1 ≤ 3.
(i). When a1 = 0, that is Z(n0) = f(n0) = (r + 1)(r + 2) < k.
If (r + 1)(r + 2) 6≡ 1(modp), we deduce that
Z2(n0) = Z((r + 1)(r + 2)) = (r + 1)(r + 2) + θ
p
,
where θ is a nonnegative integer less than p. Noticing n0 > 1 which we
discussing here, then by direct calculation, Z2(n0) ≥ n0 is only available
when n0 > p(p
2−3). On another hand, f(n0) < k implies n0 < p(p−3)+1 <
p(p2 − 3) when p > 7. Thus, it indicates that Z2(n0) < n0.
If (r + 1)(r + 2) ≡ 1(modp), and Z(n0) > n0 are established, then for
the finite number k, there exists λ such that Zλ(n0) > k, we will discuss it
in (ii) and (iii). What we want to explain here is that Zλ(n0) > Zλ−1(n0) in
this case. Also, for the integer n0, Z(n0) = n0 does not hold.
(ii). When a1 = 1, that is Z(n0) = k + b1.
If b1 6≡ 1(modp), we have
Z2(n0) = f(1) + f(b1) = 2 + b1 + θ
p
<
k
p
+ 3,
5
where θ is a nonnegative integer less than p. Noting (a) in the Hypothesis,
it follows that
Z2(n0) < k
p
+ 3 < k ≤ n0.
If b1 ≡ 1(modp), then
Z2(n0) = f(1) + f(b1) = 2 + f(b1) , a2k + b2.
For Z i(n0), i > 2, we can make the similar notation. And we only discuss the
case bi ≡ 1( mod p), otherwise, it will be the case we discussed above. Denote
bi = qip+ 1. bi < k means qi <
k
p
. Similar to the discussion about a1, it can
be obtained by direct calculation that a2 ≤ 3.
(A). Suppose that Z2(n0) = b2 < k is established, we only need to deal
with the case Z2(n0) ≥ n0. If Z2(n0) > n0, then by the definition of f(n), for
the finite number k, there exists λ such that Zλ(n0) > k, we will discuss it in
the following. On the other hand, we have Z2(n0) 6= n0 when q1 satisfies (b)
in the Hypothesis, since Z2(n0) = f(b1) + 2 = (q1 + 1)(q1 + 2) + 2 6= rp+ 1.
(B). Suppose that Z2(n0) = k + b2 is established, then we have b1 6= b2.
Otherwise, f(b1)+2 = Z2(n0) = Z(n0) = f(n0), that is (q1+1)(q1+2)+2 =
(r + 1)(r + 2). This can not be established for any nonnegative integers r
and q1.
If b2 < b1, then f(b2) < f(b1), that will make Z i(n0) < Z i−1(n0), until
Z i(n0) < k. Also, if qi−1 satisfies (b) in the Hypothesis, it’s easy to get
Z i(n0) 6= n0. Then, there are finite i which satisfy n0 < Z i(n0) < k and
different from each other. Thus, there exists λ such that Zλ(n0) < n0 or
bλ+1 > bλ.
If b2 > b1, that will make Z i(n0) > Z i−1(n0), until Z i(n0) ≥ 2k. We will
discuss it next.
(C). Suppose that Z2(n0) = 2k + b2 is established.
If b2 < b1, then Z3(n0) = 1 + f(b2) < 2 + f(b1) = Z2(n0). Thus,
there exists i ≥ 2 such that Z i(n0) = k + bi or Z i(n0) < k, which we have
discussed in (A) and (B). The only difference is the way to prove Z i(n0) 6= n0.
Assume Z i(n0) = f(2) + f(bi−1) = 1 + (qi−1 + 1)(qi−1 + 2) = n0, we deduce
(qi−1 + 1)(qi−1 + 2) ≡ 0(modp) since n0 ≡ 1(modp). It means qi−1 + 1 = p,
or qi−1 + 2 = p when qi−1 <
√
k. It implies n0 = p(p + 1) + 1, or n0 =
(p− 1)p + 1. That is, Z(n0) = (p + 2)(p + 3), or Z(n0) = p(p + 1). Noting
n0 < k < Z(n0), from the first one we have Z(n0) = (p(p+ 1) + 2)+(4p+4),
then Z2(n0) ≤ f(1) + f(4p + 1) = 21 ≤ 2 (p(p+ 1) + 2) ≤ 2k when p ≥ 3.
And from the seconde one we have Z(n0) = (p(p− 1) + 2) + (2p − 2), then
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Z2(n0) ≤ f(1) + f(p + 1) = 8 ≤ p(p − 1) + 2 ≤ k when p ≥ 3. These two
case both contradict Z2(n0) = 2k + b2 > 2k.
If b2 = b1, then (2 + f(b1))− (1 + f(b2)) = 1, so Z3(n0) 6= a3k + b3 when
Z2(n0) = a2k + b2, where bi = qip+ 1. That will be the case bi 6≡ 1(modp).
If b2 > b1, that will make Z i(n0) > Z i−1(n0), until Z i(n0) ≥ 3k. We will
discuss it next.
(D). Suppose that Z2(n0) = 3k+ b2 is established, this will be similar to
a1 = 3. We will discuss it in (iv).
(iii). When a1 = 2, that is Z(n0) = 2k + b1, which deduces Z2(n0) =
1 + f(b1). Then we can make a similar discussion as what we do in (ii).
It should be noted that, in this case we need the condition (qi + 1)(qi +
2) 6≡ k(modp), that is the first condition of (c) in the Hypothesis, to obtain
b1 6= b2 corresponding to what we did in (B) of (ii).
(iv). When a1 = 3, that is Z(n0) = 3k + b1.
Since n0 = rp + 1 and n0 < k, then by solving Z(n0) = (r + 1)(r + 2) ≥
3k ≥ 3rp+ 6, it implies that n0 = 3p2 − p+ 1 or n0 = 3p2 − 2p+ 1.
If n0 = 3p
2 − p + 1, then Z(n0) = f(n0) = 3p(3p + 1) = 3k + b1, and
k ≥ 3p2 − p + 2. This indicates b1 ≤ 6p − 6. Noting p ≥ 3, when p ≥ 4,
Z2(n0) = f(3)+ f(b1) ≤ 43 < n0. And when p = 3, Z2(n0) = f(3)+ f(b1) ≤
23 < n0.
If n0 = 3p
2 − p+ 1, we can get the similar conclusion by the same direct
calculation.
In summary, we have a brief proof of Theorem 1 for Case 1.
Case 2. n is a 2-digit number.
Denote n0 = c0k + d0, then Z(n0) = f(c0) + f(d0) , c1k + d1. By what
we discuss in (II) of Case 1, since c0, d0 < k, it will imply f(c0), f(d0) ≤
3k+(6p−6). Thus, Z(n0) = c1k+d1 < 7k+d1, then, Z2(n0) = f(c1)+f(d1) ≤
2 + f(d1) < 3k + (6p− 4).
If d1 6≡ 1(modp), the conclusion is clearly right.
If d1 ≡ 1(modp), think 2 + f(d1) as a1k + b1 in (II) of Case 1, then by
the same way we did, there exists a nonnegative integer λ, which satisfies
Zλ (Z(n0)) = 1. In this case, we will use (c) in the Hypothesis to make sure
that Zλ (Z(n0)) 6= n0.
Thus, we finish the proof of Theorem 1 for Case 2.
Case 3. n is a m-digit number, where m ≥ 3.
In this case, by Lemma 2, we can easily get that there exists a nonnegative
integer λ, λ ≤ m−2, which satisfies Zλk (n) is a 2-digit number. It will become
Case 2.
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Overall, it is not difficult to see that there will exist a nonnegative integer
λ, which satisfies Zλ(n) = 1. And noting Z(1) = f(1) = 2, Z(2) = f(2) = 1,
therefore, for any positive integer µ, which satisfies µ ≥ λ, we have Zµ(n) ∈
{1, 2}.
Hence, Theorem 1 is proved.

Proof of Theorem 2. The proof of Theorem 2 is similar to the proof of
Theorem 1. The only difference is that, without (c) in the Hypothesis, we
can not obtain Z(n0) 6= n0 and Z i(bi) 6= Z i−1(bi). Therefor, we need to
add {n0} ∪ {n′} to the period column, where n′ is a integer which satisfies
Z(n′) = n′.
Hence, Theorem 2 is proved.

5 Examples
In this section, we give some examples for different n, k, and p, to see the
periodic characteristic of the Z transformation.
Example 1. Take n = 123789, k = 137, and p = 11, this set satisfies the
requirement of the Hypothesis, that is Theorem 1.
We can see from Figure 1 that by three times of the Z transformation,
n = 123789 will become 1 in 137-adic.
Example 2. Take n = 9827, k = 5, and p = 3, this set satisfies (a) in the
Hypothesis. But when q = 0 <
√
5, it doesn’t satisfies (b).
Example 3. Take n = 8512, k = 10, and p = 5, this set also satisfies (a) in
the Hypothesis. But when q = 3 <
√
10, the first requirement in (c) is not
satisfied.
Example 2 and 3 are still satisfies the requirement of Theorem 2. From
Figure 2, we can see that {n′} in Theorem 2 for them are {4, 6} and {6}
respectively.
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Figure 1: A set of n, k, p, which satisfies the Hypothesis.
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(i) Doesn’t satisfy (b) in the Hypothesis.
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n = 8512, k = 10, p = 5
Z1=6 Z2=6 Z3=6 Z4=6 Z5=6
(ii) Doesn’t satisfy (c) in the Hypothesis.
Figure 2: Two sets of n, k, p, which satisfy the requirement of Theorem 2.
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