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 Розділ 4. Системи, направлені на пацієнтів. Медичні інформаційні ресурси. 
Тема 8. Прийнятття рішень в медицині.
Актуальність теми. При вирішенні задач діагностики необхідні висококваліфіковані спеціалісти, а також діагностичні методи у виявленні тієї або іншої причини захворювання. 
Щоб результати досліджень були  об’єктивними, необхідно використовувати методи стандартизації даних, тобто показники діагностичної цінності: чутливість, специфічність, точність.






























1.Поняття «прийняття рішеннь»
У різних медичних завданнях (збір інформації про хворого, діагностика, вибір тактики рішення) лікар стикається з проблемою прийняття рішень. При цьому з кожним роком зростають вимоги до точності діагнозу і його достовірності. Іншими словами - до його істинності. Математика як наука є основним інструментом в процесі пошуку істини, і, отже, в процесі прийняття рішень.
Відповідно до сучасної моделі прийняття клінічного рішення, компетентність лікаря визначається не тільки знанням механізмів захворювань і клінічним досвідом, умінням оцінювати і використовувати в практиці наукову інформацію. 
Під прийняттям рішень розуміється особливий процес людської діяльності, спрямований на вибір найбільш прийнятного варіанту вирішення проблеми. Прикладом може служити процес прийняття рішення про тип (форму) захворювання за відомою вихідної інформацією (результати аналізів, зовнішні прояви хвороби) або рішення проблеми, так званого, групового вибору рішень, коли основне завдання полягає в тому, щоб вказати «справедливі» принципи обліку індивідуальних виборів, що призводять до розумного групового рішення.
Медицина являє собою слабо структуровану область знання, що створює серйозні труднощі для процесу прийняття рішень. В одних випадках, що характеризуються класичними проявами хвороби, гіпотеза або навіть остаточне рішення виникає вже в процесі огляду, в інших - тільки після спеціального обстеження. Важливо зауважити, що послідовність діагностичних досліджень може піддаватися корекції, а іноді і докорінної трансформації, в залежності від одержуваних в процесі обстеження результатів. Швидкість прийняття рішення залежить як від кваліфікації та діагностичного "чуття" лікаря, так і від особливостей прояву захворювання у конкретного хворого. 
Вільний доступ до програмного забезпечення дозволяє вирішити медичні завдання в інтерактивному (діалоговому, онлайновому) режимі. Інтерактивний (iteractiv-взаємодіє), - це режим роботи, який здійснює взаємодію між людиною і комп'ютером. Застосовуючи інтерактивні процедури лікар може в діалоговому режимі знаходити оптимальні рішення задачі, змінюючи умови-обмеження завдання або параметри цільових функцій. На кожній ітерації (кроці виконання програми) лікар, як особа, яка приймає рішення (ОПР) для подальшого дослідження може генерувати нові умови задачі. 
Інтерактивні процедури дають можливість для ефективного розподілу працю: комп'ютер виконує те, що він робить краще за все (обробляє дані), а ОПР на основі нової інформації розробляє методи для отримання кращого рішення. При цьому головна роль завжди залишається за людиною. Прийняти рішення - значить здійснити вибір з деякого набору альтернатив. 
Як уже згадувалося, прийняття рішень, по суті, є ні що інше як вибір. Прийняти рішення - значить вибрати конкретний варіант дій з деякої безлічі варіантів. Варіанти вибору прийнято називати альтернативами. 
Безліч альтернатив залежить, по-перше, від наявної бази знань: або алгоритм вирішення завдань вже міститься в базі, або алгоритму в базі немає, але є аналог, або завдання не має аналогів в базі знань. По-друге, безліч альтернатив залежить від проблемної ситуації: або вирішується нове завдання, або змінюється умова функціонування системи, або з'явилася нова інформація, або стався збій системи або її елементів.
Наслідком прийняття рішення називається подія (результат), можливість появи якого продиктована даним рішенням.
Система переваг - правила, критерії, за допомогою яких порівнюються альтернативи і приймаються рішення.
Рішення - рішення (альтернативи), що задовольняють правилам, що містяться в системі переваг.
Спільне завдання прийняття рішень (завдання вибору), можна сформулювати наступним чином.
Нехай Х - безліч альтернатив (рішень), Y - безліч можливих наслідків (результатів, результатів). Передбачається існування причинного зв'язку між вибором деякої альтернативи і настанням відповідного результату. Крім того, передбачається наявність механізму оцінки якості вибору - зазвичай шляхом оцінювання якості результату. Потрібно вибрати найкращу альтернативу, для якої відповідний результат має найкращу оцінку якості.
2. Класифікація задач прийняття рішень
 В даний час не існує загальноприйнятої універсальної класифікаційної схеми задач прийняття рішень. Однак, виходячи із зв'язків між рішеннями і результатами прийнята наступна класифікація завдань прийняття рішень.
1.Детермінірованна задача прийняття рішень.
Вона характеризується однозначним, детермінованим зв'язком між прийнятим рішенням і його результатом. Це найбільш простий і вивчений спосіб прийняття рішень. Кожна стратегія незмінно призводить до деякого конкретного результату. У детермінованих ЗПР критерій оптимальності і обмеження залежать тільки від стратегій та факторів, які  відомі. [1]
У разі, якщо кожній альтернативі відповідає не єдиний результат, тобто має недетермінований тип зв'язку, то завдання прийняття рішень розкладаються на два підкласи:
а) завдання прийняття рішень в умовах ризику;
1. Прийняття рішень в умовах ризику. У тих випадках, коли можливі результати можна описати за допомогою деякого імовірнісного розподілу, отримуємо завдання прийняття рішень в умовах ризику. Для побудови розподілу ймовірностей необхідно або мати в розпорядженні статистичні дані, або залучати знання експертів тобто оцінка ймовірності реалізації окремих ситуацій розвитку подій може бути отримана експертним шляхом. Зазвичай для вирішення завдань цього типу застосовуються методи теорії одновимірної або багатовимірної корисності. Ці завдання займають місце на кордоні між завданнями прийняття рішень в умовах визначеності та невизначеності. Для вирішення цих завдань залучається вся доступна інформація (кількісна та якісна).Заснована на тому, що кожній можливій ​​ситуації розвитку подій може бути задана певна ймовірність його здійснення. Це дозволяє зважити кожне з конкретних значень ефективності за окремими альтернативам на значення ймовірності і отримати на цій основі інтегральний показник рівня ризику, відповідний кожній з альтернатив прийняття рішень. Порівняння цього інтегрального показника по окремим альтернативам дозволяє обрати для реалізації ту з них, яка призводить до обраної мети (заданому показнику ефективності) з найменшим рівнем ризику.
б) завдання прийняття рішень в умовах стохастичної (імовірнісної) невизначеності.
Ці завдання мають місце тоді, коли інформація, необхідна для прийняття рішень, є неточною, неповною. Некількісні, а формальні моделі досліджуваної системи або занадто складні, або відсутні. У таких випадках для вирішення завдання зазвичай залучаються знання експертів. На відміну від підходу, прийнятого в експертних системах, для вирішення ЗПР знання експертів зазвичай виражені у вигляді деяких кількісних даних.[1] У цьому випадку кожна стратегія може призвести до однієї з безлічі можливих результатів, причому кожен результат має певну ймовірність появи. Передбачається, що приймаючи рішення особою, ці ймовірності заздалегідь, повністю відомі до проведення операції. Однак, незважаючи на те що всі випадкові явища і процеси, які супроводжують операцію і впливають на її результат, добре вивчені і їх статистичні характеристики відомі, результат кожної конкретної реалізації операції заздалегідь (до її проведення) невідомий, випадковий. У цьому сенсі оперує сторона завжди ризикує (більшою чи меншою мірою) отримати не той результат, на який вона орієнтується, вибираючи  оптимальну стратегію.
У випадку (а), на відміну від випадку (б), для кожної альтернативи X відповідає функція щільності ймовірностей на множині результатів Y (кажуть, що з кожним X пов'язана деяка лотерея).
В умовах невизначеності (випадок б) недетермінованого зв'язку альтернатива-результат виникають два типи завдань:
1) завдання прийняття рішень в умовах пасивного взаємодії ОПР (особи, що приймає рішення) і зовнішнього середовища, тобто зовнішнє середовище поводиться пасивно щодо ОПР;
2) завдання прийняття рішень в умовах конфлікту (гри). У цій ситуації зовнішнє середовище поводиться активно щодо ОПР, що проявляється діями іншої особи. 
 Однією з умов існування завдання прийняття рішень є наявність декількох допустимих альтернатив, з яких слід вибрати в деякому сенсі кращу. При наявності однієї альтернативи, що задовольняє фіксованими умовами або обмеженням, завдання прийняття рішень не має місця. 
Раціональне рішення - вибір, заснований на об'єктивному аналітичному процесі, використанні логічних або математичних підходів для об'єктивного аналізу та порівняння можливих альтернатив. Спробою створення системи прийняття раціональних рішень може служити досвід. Критерій вибору визначається мінімумом або максимумом цільової функції. Наявність такої інформації дозволяє побудувати формальну математичну модель задачі прийняття рішень і алгоритмічно знайти оптимальне рішення. 
Для вирішення ЗПР в умовах визначеності застосовуються різні методи оптимізації, наприклад, методи математичного програмування: лінійного, нелінійного, динамічного. В даний час сформульовані типові завдання, в основному виробничо-економічного характеру, для яких розроблені алгоритми прийняття оптимальних рішень, засновані на методах математичного програмування. До числа таких завдань, наприклад, відносяться завдання розміщення ресурсів, призначення робіт, управління запасами, транспортні завдання і т.п. Роль людини в рішенні задач даного класу полягає у приведенні реальної ситуації до типової задачі математичного програмування і в затвердженні одержуваного формально оптимального рішення. Всі вимоги, сформульовані в реальних задачах і записані у вигляді математичних виразів, складають, так звану, математичну постановку задачі. 
Процес математичної постановки задачі і подальшого її вирішення можна представити у вигляді ряду етапів.
1. Вивчення об'єкта показує аналіз особливостей функціонування об'єкта.
2. Описове моделювання полягає у встановленні і фіксації основних зв'язків і залежностей між характеристиками процесу або явища згідно оптимізуємого критерію.
3. Математичне моделювання.
4. Вибір і створення методу рішення.
5.Рішення завдання на ЕОМ. Завдання, які описують поведінку реальних об'єктів, як правило, мають багато змінних і багато залежностей між ними.
6. Аналіз отриманого рішення. Аналіз рішення буває формальним і змістовним. При формальному (математичному) аналізі перевіряють відповідність отриманого рішення побудованої математичної моделі (чи правильно введені вихідні дані, чи правильно функціонують програми комп'ютера і т.д.). При змістовному аналізі перевіряють відповідність отриманого рішення тому реальному об'єкту, який моделювали. В результаті змістовного аналізу до моделі можуть бути внесені зміни і весь процес повторюється.
7. Аналіз стійкості рішень. Для перевірки стійкості рішення в вихідні дані вносяться зміни в межах можливих похибок або інтервалів існування ознак, а потім досліджується поведінка рішення аналітичними або чисельними методами. 
Розробкою методів вирішення завдань, що містять цільову функцію і умови-обмеження займаються в розділі математики, який називається математичним програмуванням. 
3.Математичне програмування
Математичне програмування - це математична дисципліна, в якій вивчають теорію і методи вирішення завдань про знаходження екстремумів функцій на множинах, які визначаються рівностями і нерівностями. За ознакою кількості цілей розрізняють одноцільові і багатоцільові завдання прийняття рішень. Реальні управлінські рішення,  як правило, є багатоцільовими. У цих завданнях виникає проблема узгодження суперечливих цілей при виборі рішень. Якщо цілі описані формалізовано, у вигляді цільових функцій, то одноцільові завдання називають однокритеріальних (або скалярними), а багатоцільові - багатокритеріальними (або векторними) завданнями прийняття рішень. Завдання з кількома цільовими функціями, або з однією цільовою функцією, але приймаючої векторні значення або значення ще складнішої природи, то їх називають багатокритеріальними. Їх вирішують за допомогою відомості до завдань з єдиною цільовою функцією або на основі використання «теорії ігор», в якій передбачається, що особа, яка приймає рішення грає в азартну гру, намагаючись домогтися максимально позитивного результату. [2]
4. Теорія ігор
 «Теорія ігор» - це розділ математики, орієнтований на побудову формальних моделей прийняття оптимальних рішень в ситуації конкурентної взаємодії, суворо регламентованої таблицею виграшів і програшів. [2] Застосування «теорії ігор» в клінічній практиці пов'язано, наприклад, з наявністю конфлікту між пацієнтом і лікарем - не виправдалися надії на порятунок від хвороби, незадоволення суб'єктивних очікувань важливого і попереджувальних відносини, підвищені запити хворого по відношенню до персоналу і т.д. Очевидні конфлікти і в клінічному менеджменті - між чиновниками і практичними лікарями, страховими компаніями та лікарями і т.д. Конфлікт сторін є найважливішим елементом гри і нормальним явищем суспільного життя. Конфлікт може розгортатися на рівні міжособистісних взаємодій, між соціальними групами. Формування конфлікту найчастіше пояснюється об'єктивними умовами: будь-який розвиток зумовлює формування конфлікту, якого не можна уникнути. Вивчаючи проблеми розвитку конфліктів, необхідно зосередитися на способах виходу з них, переведення їх в безпечний стан, який може бути контрольованим і, отже, змінений самою людиною. Таким чином і з'являється необхідність вирішення конфліктів, в тому числі з використанням теорії прийняття рішень математичними методами «теорії ігор».
Теорія прийняття рішення плавно випливає з математичної теорії ігор: передбачається, що особа, яка приймає рішення грає в азартну гру, намагаючись домогтися максимально позитивного результату. Теорія ігор - це розділ математики, орієнтований на побудову формальних моделей прийняття оптимальних рішень в ситуації конкурентної взаємодії, суворо регламентованого матрицею виграшів і програшів. На початку 20 століття починаються з'являтися роботи з теорії ігор, які застосовуються в математиці, економіці, біології, кібернетиці, медицині. У 1944 році математик Джон фон Нейман і економіст Оскар Моргенштерн сформулювали і опублікували книгу "Теорія ігор та економічна поведінка. Під час другої світової війни і відразу після неї теорією ігор серйозно зацікавились військові, які побачили в ній апарат для дослідження стратегічних рішень. Потім головною увагою знову стало приділятися економічним проблемам. Зараз ведеться велика робота, спрямована на розширення сфери застосування теорії ігор, зокрема в соціальній сфері та медицині. Дуже важливо те, що теорія ігор носить виключно математичний характер, формулює правила, математичну логіку, закономірності прийняття найбільш оптимального рішення, а не намагається пояснити, яким чином люди реально приймають ті чи інші рішення, не враховує психологічний характер реальних ігор. Теорія ігор займається вивченням питань поведінки та розробки оптимальних правил (стратегій) поведінки кожного з учасників (гравців) в конфліктній ситуації. Гра представляється як модель конфлікту, тобто такої ситуації, в якій задіяні кілька учасників з різними інтересами, мотивами і установками. Для теорії ігор байдуже хто або що ховається за гравцями: живі або неживі об'єкти, природа, елемент соціального або біологічного буття. Для неї головне - чи є конфлікт і гравці або навіть один гравець, яким вона пропонує математично розраховані дії в умовах різного ступеня невизначеності. Привабливість ігор полягає в значній мірі в невизначеності результату. Конфлікт між пацієнтом і лікарем має місце бути завжди - не виправдовує надії на порятунок від страждань або лікування, не задоволення суб'єктивних очікувань важливого і попереджувального відносини, підвищені запити хворого по відношенню до персоналу і т.д. Отже, найважливіший елемент гри - конфлікт сторін - присутній в клінічній практиці. Очевидні конфлікти і в клінічному менеджменті - між чиновниками і практичними лікарями, страховими компаніями та лікарнями і т.д. Конфлікт - нормальне явище суспільного життя, в значній мірі - двигун прогресу, і перше завдання фахівця в області прийняття рішень виявити конфлікт і описати його. Вивчаючи проблеми розвитку конфліктів необхідно зосередитися на способах виходу з них, переведення їх в безпечне стан, який може бути контрольованим і, отже, змінений самою людиною. Таким чином, і з'являється необхідність вирішення конфліктів, в тому числі із застосуванням математичної теорії ігор або з використанням теорії прийняття рішень. Теорія ігор розглядає шляхи оптимізації пошуку потрібного рішення в умовах невизначеності. 
Виділяють три основні причини невизначеності результату гри (вирішення конфлікту).
1. Невизначеність викликана значним числом варіантів, складністю їх ранжування. Така ситуація спостерігається в іграх, в яких є можливість прорахунку всіх варіантів ігрової поведінки і виявлення з одного них, що веде до виграшу. Разом з тим, людський розум у обмежений відрізок часу просто не в змозі так само досліджувати абсолютно всі варіанти і зробити адекватний вибір. Самий показовий приклад такої гри - шахи.
2. Не прогнозований вплив випадкових факторів на гру. Ці фактори, впливають на результат гри.
3. Невизначеність викликана відсутністю інформації про стратегію, якої дотримується граючий противник. Незнання гравців про поведінку суперника носить принциповий характер і визначається самими правилами гри. У медицині має місце найчастіше два останні види ігор - або не відомі сили природи, з якими доведеться зіткнутися особі, що приймає рішення, або не зрозумілі реакції об'єкта, на який спрямовані дії, пов'язані з прийнятим рішенням. 
Починаючи з 1970 р, саме медичні завдання придбали самостійне звучання. Була опублікована робота з прогнозування результату інсульту і висунуті основні принципи побудови таких прогнозів. По-перше, ставилася мета прогнозування результату у даного хворого; по-друге, прогноз робився на основі відомостей, що реально використовуються лікарем при лікуванні відповідних хворих; по-третє, вирішувалося завдання про вибір лікувальної дії, який повинен зробити лікар в реальній обстановці. Прогноз виправдовувався більш, ніж в 90% випадків.
Надалі увагу до знань і дій лікаря було ще посилено, що призвело до створення абсолютно нового підходу до отримання інформації від лікаря - методу діагностичних ігор. 
5.Діагностична гра
Діагностична гра представляє собою діалог двох фахівців, лікаря і дослідника. На першому етапі лікар складає запитання, в який вносить ті позиції, які необхідні йому для прийняття рішення (постановка діагнозу, призначення лікування, вироблення прогнозу перебігу захворювання). На підставі цього опитування дослідник робить вибірку з реальних історій хвороби. Заповнюючи матрицю питань відповідями.
Потім проводиться діалог між лікарем і дослідником. В процесі діалогу лікар вирішує свою професійну задачу на основі інформації, яку доставляє другий учасник гри, користуючись матрицею питань. Якщо для прийняття рішення на черговій стадії діалогу лікаря не вистачає якихось відомостей, його партнер черпає їх з карти хворого, історії хвороби або іншого документа. Як тільки у лікаря склалося рішення, він повідомляє про це, і гра закінчується. У матриці фіксуються ті питання, які використовував лікар для реального прийняття рішення. Через кілька тижнів гра з даною історією хвороби повторюється для валідизации питань. Зібравши результати декількох повторних ігор з окремими історіями хвороби дослідник створює другу версію опитування, в якій, як правило, істотно менше питань, але вони є реальною підставою прийняття лікарем рішення. Надалі аналіз протоколів діагностичних ігор дозволяє отримувати відомості, використаних лікарем при вирішенні медичного завдання.
Діагностичні ігри можуть використовуватися на різних етапах роботи: при  зборі даних про хворих, про медичну проблему, при конструюванні мови опису хворого, при створенні вирішальних правил. Використання діагностичних ігор дозволяє ефективно контролювати адекватність технічних засобів розв'язуваної задачі.
6. Теорія статистичних рішень
Теорія статистичних рішень (її коротко називають теорією рішень) відрізняється від теорії ігор тим, що розглядає невизначеність ситуація без конфліктної ситуації - ніхто нікому свідомо не протидіє. В задачах теорії статистичних рішень невідомі умови операції залежать не від свідомо чинного «противника», а від об'єктивної незацікавленої дійсності, яку в теорії статистичних рішень прийнято називати «природою», «поведінка» якої невідома, але, у всякому разі, не навмисно. Ці ситуації часто називаються «іграми з природою».
Природа робить випадковий хід по вибору одного з варіантів дій, вважається, що з «використанням» механізму випадкового вибору. Вибір, здійснений при випадковому ході, називається результатом цього ходу.
Приймаючи рішення необхідно вибрати таку стратегію (медичну технологію), яка є більш вигідною (оптимальною) в порівнянні з іншими. Відсутність протидії з боку природи робить ситуацію якісно іншою, не схожою на гру двох гравців. Найпростіший випадок вибору рішення в грі з природою - це випадок коли якась із стратегій (медичних технологій) явно перевершує інші (домінує над ними). Ця домінанта може оцінюватися з точки зору клінічної ефективності, кращою безпекою або економічною доцільністю.
Очевидно, що в ситуації гри з природою необхідно ввести такі показники, які не просто давали б виграш при даній стратегії в кожній ситуації, але відображали б «вдалість» або «невдалість» вибору даної стратегії в даній ситуації з математичних позицій.
З цією метою в теорії рішень вводиться поняття «ризику». Ризиком особи, що приймає рішення по використанню певної стратегії (технології) в невизначених умовах називається різниця між виграшем (результатом, показником ефективності), який вийшов би, якби були відомі умови, і виграшем, який вийде, в умовах невизначеності умов. Отже, виникає дві постановки задачі з вибору рішення, два можливих сценарії: при одному нам бажано отримати максимальний виграш, при іншій - мінімальний ризик. Оптимально, звичайно - максимальний виграш при мінімальному ризику.
Приклад: призначаючи преднізолон, можна очікувати розвиток виразкової кровотечі, цукрового діабету, остеопорозу і інфекцій. Для «захисту» від цих ускладнень можна призначити інгібітори протонної помпи, блокатори Н рецепторів (до речі, такі рекомендації існують) інсулін або таблетовані цукрознижуючі препарати, стимулятори остеоутворень і антибіотики. Очевидний Якщо перебір кожного з препаратів, то будуть свої ускладнення. Та й ефективність, насправді, такої «профілактики» дорівнює нулю.  Лікарі дуже часто призначають пігулки, а ще частіше - діагностичні процедури саме з такої логіки: про всяк випадок, як би чого не вийшло, зменшити ризик, пов'язаний зі своїм незнанням або небажанням думати.
Отже, приймаючи рішення, вибираючи технологію необхідно задатися питанням про те, що необхідно отримати: максимальний виграш при досить високому ризику, максимально знизити ризик при відносно невисокому результаті або вибрати «золоту середину». Відомо, що недооблік ризику робить терапевта набагато агресивнішим відносно хірургічної тактики лікування хворих, ніж хірурга, а хірурга, який не бажає ризикувати залишити хворого на столі - консерватором.
Ці суперечливі підходи до оптимізації співвідношення ризик \ користь сформульовані у вигляді наступних критеріїв:
1. Максиминий критерій Вальда. Передбачається що другий гравець - природа максимально агресивна і робить все, щоб результат (виграш) був мінімальний: «позиція, крайнього песимізму». Керуючись цим критерієм, треба, завжди орієнтуватися на гірші умови, вибирати найбільш неефективні технології, знаючи напевно, що «гірше цього не буде». Такий перестрахувальний підхід природний для того, хто дуже боїться програти, і як крайній випадок він заслуговує розгляду. Фактичним виразом такого підходу є спостереження за природним перебігом хвороби без спроб терапевтичного втручання.
2. Критерій мінімаксного ризику Севнджа - теж вкрай песимістичний критерій, він схожий з критерієм Вальда, але самий «песимізм» тут розуміється по-іншому. При виборі стратегії рекомендується орієнтуватися не на виграш, а на ризик: як оптимальна вибирається та технологія, при якій величина ризику в найгірших умовах мінімальна. Сутність такого підходу в тому, щоб всіляко уникати великого ризику при прийнятті рішення. Тобто призначається лікування, але свідомо безпечне (а найчастіше - і не ефективне). Керуючись таким підходом, взявши в руки гасло «не нашкодь» багато лікарів виправдовують свою фактичну бездіяльність, паліативне лікування у випадках, коли можна було радикально допомогти.
3. Критерій песимізму-оптимізму Гурвіца. Цей критерій рекомендує при виборі рішення не керуватися ні крайнім песимізмом ( «завжди розраховуй на гірше!»), Ні крайнім, легковажним оптимізмом ( «може крива вивезе!»). Вводиться «коефіцієнт песимізму», який вибирається між 0 і 1, при цьому якщо коефіцієнт дорівнює 1 то критерій Гурвіца перетворюється на критерій Вальда (якщо оцінюється песимізм результату) або в критерій Севнджа, якщо оцінюється песимізм високого ризику. Не важко здогадатися, що коефіцієнт песимізму вибирається з суб'єктивних міркувань - чим небезпечніше ситуація, чим більше особа, яка приймає рішення хоче в ній «підстрахуватися», ніж менш його схильність до ризику, тим ближче до одиниці вибирається цей коефіцієнт.
Хоча будь-яке конкретне рішення рідко однозначно відноситься до якоїсь певної категорії, можна говорити про те, що процес прийняття рішень має або інтуїтивний характер, або може бути заснованим на судженнях або бути раціональним, науково обгрунтованим. [3]
Інтуїтивне рішення - це вибір, заснований тільки на основі відчуття того, що він правильний. При цьому особа, яка приймає рішення, не займається свідомим зважуванням всіх «за» і «проти» по кожній альтернативі, тобто не розуміє ситуації. Шанси на правильний вибір без додатку логіки невисокі.
Рішення, засноване на судженні - це вибір, обумовлений знаннями і накопиченим досвідом особи, яка приймає рішення. Фахівець завжди спирається на власний досвід, досвід колег, який може бути в значній мірі правильним і включати елементи наукового підходу. Однак, надмірна орієнтація на досвід зміщує рішення, що може призвести до втрати нової альтернативи, яка повинна була б стати більш ефективною, ніж знайомі варіанти вибору. Рішення, засновані на судженнях призводять до фіксування існуючих ситуацій і фактично перешкоджають руху вперед.
Потрібно з гіркотою визнати, що значна кількість рішень, прийнятих до теперішнього часу у вітчизняній системі охорони здоров'я, як організаторами охорони здоров'я, так і практикуючими лікарями (незважаючи на появу нових напрямків медичної науки - клінічної епідеміології, медицини доказів, клініко-економічного аналізу), базується на інтуїції, попередньому досвіді і думці авторитетів.
Якщо в ході прийняття рішення ОПР не набуває і не втрачає інформацію, то прийняття рішення можна розглядати як миттєвий акт. Відповідні завдання називаються статичними. У статичних ЗПР критеріальна функція і дисциплінуючі умови не залежать від часу.
Навпаки, якщо ОПР в ході прийняття рішення отримує або втрачає інформацію, то таке завдання називається динамічним. У динамічних задачах доцільно приймати рішення поетапно (багатокрокове рішення). Значна частина динамічних задач входить до розділу математики динамічне програмування. Динамічні задачі складніше статичних і ще не набули широкого застосування в медичних, економічних дослідженнях.
У своїй професійній діяльності лікар постійно стикається з ситуаціями, в яких ця інформація виявляється не повною і тільки побічно пов'язаної з тим, що йому насправді потрібно знати про пацієнта. У таких випадках лікар змушений приймати рішення про діагноз і лікування в умовах невизначеності (неточності, нечіткості, неявності, розпливчастості, обтічності, неясності, неконкретність, непевний, недостовірності). Додаткова кількість інформації, наданої лікаря, далеко не завжди є засобом для зменшення невизначеності.
Діагноз і вибір дії - це терміни, які використовуються в дослідженнях процесу прийняття рішень у різноманітних галузях діяльності людини. В медицині вони еквівалентні термінам діагностика і лікування. Процеси прийняття рішення про діагноз і про вибір лікування найтіснішим чином пов'язані між собою і повинні розглядатися спільно.
Як було зазначено вище, додаткова інформація не завжди є достатньою умовою для зняття невизначеності, з якою стикається лікар при роботі з конкретним пацієнтом. Тому дуже актуальним є підбір методів, які допоможуть лікаря за доступними даними найбільш ефективним чином прийняти рішення про діагноз і вибрати оптимальне лікування.
Термін «оптимальне лікування» лежить в рамках концепції максимальної очікуваної величини, а також пов'язаної з нею концепцією мінімальних очікуваних втрат і є важливим моментом при виборі лікування.
Наприклад, необхідно проаналізувати медичні дані з точки зору їх діагностичної цінності, тобто визначити, які ознаки і симптоми мають найбільшу вагу для постановки діагнозу (максимальний інформативний вага, мінімальні втрати інформації).
Людина не здатна виділити з оброблюваних даних всю ту ступінь визначеності, яка в них міститься в прихованій формі. Це пов'язано з кількома причинами, зокрема, наприклад, з помилками спостерігачів, помилками інтерпретації результатів діагностичних тестів (наприклад, рентгенограм), недостатньою точністю діагностичних тестів.
Ставлячись до розряду проблем, пов'язаних з технологією прийняття рішень, медичний діагноз при цьому має імовірну
 природу і пов'язаний з перевіркою гіпотез. 
7. Поняття нульової гіпотези.
Спеціальним видом статистичних гіпотез є так звана «нульова гіпотеза» ().
Вибір нульової гіпотези - вирішальний момент при перевірці значущості отриманих результатів. «Значний» результат рівносильний тому, що нульова гіпотеза повинна бути відкинута, оскільки вона виявилася помилковою. Таким чином, ОПР як би допустив помилку при виборі гіпотези, можливо внаслідок незнання об'єкту, що вивчається або в результаті недостатньої компетентності. Отримані результати не відповідають первісним припущенням. Значні результати є «хорошими». Часто повідомляється, що отримані результати значимі при рівні значущості р = 0,05; 0,01 (рівень значущості р = 1-α).
Узагальнюючи, можна сказати, що суть перевірки гіпотези полягає в тому, що передбачуваний об'єкт порівнюється з певним еталоном і в результаті порівняння виноситься правильне або помилкове судження, яке і називається рішенням. Сенс перевірки статистичних гіпотез полягає в тому, щоб за даними випадкової вибірки прийняти або відхилити гіпотезу з мінімальним ризиком помилки. Зазвичай гіпотеза, що перевіряється називається «нульовою гіпотезою» і позначається .
Нульовими вважаються гіпотези, які стверджують, що відмінність між порівнюваними величинами відсутня, а спостережувані відхилення пояснюються лише випадковими коливаннями в вибірках. Решта гіпотези, що відрізняються від , і протиставляються їй, називаються альтернативами і позначаються .
Правильність або помилковість рішення залежить від того істинна гіпотеза чи помилкова. Таким чином, при прийнятті статистичного рішення завжди існує ймовірність припуститися помилки, ці помилки бувають двох типів:
1) відхилення  (тобто, вважаємо її помилковою) в той час, як  насправді вірна (помилка першого роду або помилкою α-типу);
2) прийняття  (тобто, вважаємо її вірною) в той час як  насправді помилкова (помилка другого роду, або помилкою β типу).
Вищевикладене можна представити у вигляді таблиці.
Характерисика гіпотези і дія ОПР	Статисична характеристика рішення	Ймовірність
Гіпотеза вірна, і ОПР її приймає	Правильне рішення	
Гіпотеза вірна, але ОПР її відкидає	Помилка І роду	1-
Гіпотеза помилкова, але ОПР її приймає	Помилка ІІ роду	1-
Гіпотеза помилкова, але ОПР її не приймає	Вірне рішення	

Імовірність помилки першого роду називають рівнем значущості 1-α.
Імовірність прийняти вірну гіпотезу , рівну α, називають надійністю (це вірогідність не припуститися помилки першого роду).
Імовірність не зробити помилку другого роду (тобто за умови, що  помилкове, відхилити нульову гіпотезу), що дорівнює β, називають потужністю критерію.
До наукових гіпотез відносяться такі, які в майбутньому можуть бути перевірені. Емпірична перевірка гіпотези називається верифікацією.
Для того щоб зробити правильний прогноз виникнення захворювання, необхідно проаналізувати велику кількість факторів ризику і діагностичних ознак, що приводять до захворювань. [4]
8. Теорема Байєса. Її застосування
Потужним інструментом теорії ймовірностей є теорема Байеса. В епідеміології вона використовується для обчислення ймовірності хвороби в групі осіб з певною ознакою на підставі даних про частоту захворювання (завжди апріорна частота хвороби) і правдоподібності цієї ознаки у здорових і у хворих. Найбільш відоме застосування теореми Байєса отримала в аналізі прийняття рішень в клініці, де вона використовується для оцінки ймовірності певного діагнозу при наявності певних симптомів або інструментальних даних. За допомогою формули Байєса вдається накопичувати інформацію, що надходить з різних джерел з метою підтвердження або не підтвердження певної гіпотези (діагнозу). Формула Байєса дозволяє за допомогою умовних ймовірностей спільно використовувати спостерігаються дані та інформацію, відому раніше, для вирішення завдання диференціальної діагностики.

У спрощеному вигляді теорему можна уявити так:

 	Формула підкреслює можливість, яку часто не може охопити інтуїція клініциста, а саме - ймовірність наявності хвороби, при якій зустрічається даний симптом, залежить не тільки від того, наскільки даний симптом характерний для цієї хвороби, але також від того, як часто це захворювання зустрічається серед населення, що обслуговується. Крім того, теорему можна використовувати для обчислення частоти хвороби при впливі за результатами досліджень типу випадок-контроль, якщо є інформація про частоту хвороби в популяції. Деякі терміни теореми мають назви. Імовірність наявності хвороби при наявності симптому носить назву апостеріорної ймовірності. Ця оцінка ймовірності хвороби після отримання відомостей про наявність чи відсутність симптому. Загальна ймовірність хвороби в популяції або наше уявлення про цю ймовірності до отримання відомостей про відсутність або наявність симптому носить назву апріорної ймовірності. Іноді ТБ викладається в термінах шансів наявності хвороби; відповідно, до отримання відомостей про наявність симптому - апріорні шанси, а після отримання відомостей про наявність симптому - апостеріорні шанси. Наведемо приклад. Нехай у хворого підозрюється грип. Тобто є певна гіпотеза H, яка полягає в тому, що у хворого буде саме грип, а не що-небудь інше. Будемо вважати, що в медичних установах на основі раніше отриманих статистичних даних відома апріорна (первісна) ймовірність P (H) того, що пацієнт в даний час року і в даній місцевості захворіє на грип. Нехай ознака D означає наявність високої температури у даного конкретного пацієнта. Формула Байєса дозволяє отримати ймовірність грипу при наявності у пацієнта високої температури P (H/D) (кінцева або апостеріорна ймовірність). Тобто ми хочемо на основі наявної інформації уточнити апріорну ймовірність істинності гіпотези H. 
Для того щоб скористатися формулою Байєса для прикладу необхідно знати ймовірності: 
P (D/H) - ймовірність високої температури при грипі; P(D/H- ймовірність високої температури при грипі; - ймовірність високої температури при відсутності грипу. Ми припускаємо, що обидві ці ймовірності нам відомі. Вони виходять при обробці накопичених раніше статистичних даних. Ясно, що всі три числа 
P (H), P (D/H) , , можуть бути отримані заздалегідь і не залежать від даних конкретного пацієнта. Знаючи що,  ми можемо скористатися формулою Байєса. Нехай відомо, що: 
Нехай відомо також: 

Тоді за формулою Байєса отримуємо: 

Таким чином, ймовірність захворювання на грип під час надходження свідоцтва про високу температуру збільшилася і склала 0,009 порівняно з 0,001 (вихідна апріорна ймовірність).
Теорема Байєса застосовується при прийнятті рішень в експертних системах. Схема роботи байєсівської експертної системи полягає в наступному. Спочатку ми маємо апріорну ймовірність P (H) (на прикладі - у хворого грип), яка зберігається в базі знань. Але, отримавши свідоцтво D (висока температура) і перерахувавши цю ймовірність за формулою Байєса, ми можемо записати її на місце 
P(H). Отримання чергового свідоцтва призводить до нового оновлення (збільшення або зменшення) цієї ймовірності. Кожен раз поточне значення цієї ймовірності буде вважатися апріорною для застосування формули Байєса. Зрештою, зібравши всі відомості, що стосуються всіх гіпотез (наприклад, діагнозів хвороб), експертна система приходить до остаточного рішення, виділяючи найбільш ймовірну гіпотезу як результат експертизи. 
Стосовно до завдання діагностики формула Байєса дозволяє вибрати одну з декількох діагностичних гіпотез, грунтуючись на обчисленні ймовірностей хвороб за ймовірностями виявлених у хворих симптомів. 
Теорема Байєса говорить про те, що кінцева ймовірність гіпотези 
P(H / D) пропорційна її початкової ймовірності P(H), помноженої на її правдоподібність P(D / H). Важливу роль при обчисленнях за формулою Байєса грає відношення правдоподібності (тобто відношення двох правдоподібностей).         
     
  Ця величина може виражати, наприклад, відношення ймовірності комплексів симптомів при захворюванні астмою до ймовірності того ж комплексу симптомів у контрольної групи. Наведемо приклад. 
У пацієнта (вік 16 років) в анамнезі первинна пухлина кістки. 
Яке відношення правдоподібності для хондробластоми (Н) щодо хондросаркоми (Н) для хворого даного вікового діапазону? Шукане відношення правдоподібності можна отримати, використовуючи початкові дані: P(D/H) = P(вік 16 років / хондробластома) = 0,75; P(D/ Н) = P (вік 16 років / хондрасаркома) = 0,25. 
Таким чином:

Для двох захворювань 1 і 2 і одного і того ж комплексу симптомів формула Байєса може бути двічі записана так: 


 Розділивши перше рівняння на друге отримаємо: 

Величина  називається початковими шансами (тобто шанси, "не зіпсовані» додатковими умовами).
Початкові шанси, домножені на відношення правдоподібності (кажуть, модифіковані ставленням правдоподібності) представляють собою кінцеві шанси - Ш.
Наведемо приклад. Якщо пацієнт у віці до 21 року має первинну кісткову пухлину, які шанси, що це, скоріше, кісткова саркома, ніж ретикулярні клітини, якщо відомо, що:
Р (вік до 21 років / кісткова саркома) = 0.65 
Р (вік до 21 років / ретикулярні клітини) = 0,1
Р (кісткова саркома) = 0,25
Р (ретикулярні клітини) = 0,05  
 
Таким чином, технологія прийняття рішень в медицині активно використовує теорему Байєса і пов'язаною з нею поняття шансів. 
Що таке скринінг, для чого він потрібен, що він може і чого і чому - не дозволяє. Програми скринінгу населення завжди мають таку мету: виявити тих людей, у кого підвищений ризик захворювання. Скринінг - масовий тип діагностики, і метод, що використовується для скринінгу, повинен бути швидким і дешевим. Люди, які відібрані за результатами скринінгу - це групи з високим ризиком, потім проводять додаткову діагностику точнішими методами, та й більш дорогими і часто нешвидким. І іноді, на жаль, небезпечними. Важливою характеристикою методу скринінгу є вірогідність (достовірність). Достовірність - величина, що характеризує здатність методу відрізняти здорових від хворих. Вона включає два компоненти: чутливість і специфічність. 
Чутливість – це здатність методу правильно визначати тих, у кого хвороба є. 
Специфічність – це здатність методу правильно визначати тих, у кого немає хвороби. Застосування різних медичних тест-систем є в наш час невід'ємною частиною при постановці діагнозу і визначенні комплексу лікарських засобів і процедур. Кількість різних лабораторних тестів, які можуть виконуватися сьогодні в клініко-діагностичних лабораторіях, перевищує кілька тисяч і з кожним роком зростає. Однак, як показує практика, до недавнього часу лікарі клініцисти мало дбають про якісні показники в досліджуваній пробі. Має дуже важливе значення при інтерпретації результатів, така поняття як медична значимість тесту. Було спеціально створено Міжнародною Федерацією Клінічної Хімії Робоча група  експертів по раціональному застосуванню лабораторних тестів. Опублікувана в 1996 році доповідь, в якій сказано, що "... якщо лабораторний тест не дасть відповідної інформації, його недоцільно застосовувати" [5]. Таким чином, визначення якісних характеристик тесту є важливим етапом контролю якості діагностики стану здоров'я в цілому.
9. Основні характеристики методів діагностики
 Основними характеристиками методів діагностики є:
• чутливість,
• специфічність.
Чутливість - це здатність тесту дати позитивну відповідь, коли досліджуваний пацієнт дійсно хворий або «істинно позитивний» стосовно розглянутого захворювання (тобто визнати істинно хворого хворим за результатами тесту):  
ЧУТЛИВ = a / (a + d) х100%
Специфічність - це здатність тесту дати негативну відповідь, коли досліджуваний пацієнт не страждає захворюваннями, або «істинно негативний» по відношенню до розглянутого захворювання (тобто, визнати істинно здорових здоровими):
 Специфічність = d / (d + c) х100%
При перевірці ефективності тесту на наявність / відсутність конкретної хвороби (патології) 4 можливі різних результату:
а) хворий правильно визнаний хворим по тесту;
б) хворий помилково визнаний здоровим по тесту;
с) здоровий помилково визнаний хворим;
d) здоровий правильно визнаний здоровим.
Помилкові результати тесту характеризуються помилками першого та другого роду.

Результати тесту
«а» - Істинно позитивний ()	«b»-Помилково негативний(помилка 1-го роду,помилка)
«с» - Помилково позитивні(помилка 2-го роду,  помилка)	«d»- Істинно негативний ()

Помилка І-го роду вважається більш небажаною для тесту (погано «не помітити хворого»), але в деяких ситуаціях дуже небезпечною може бути і помилка 2-го роду, якщо необгрунтовано почнуть лікувати здорову людину.

Допоміжні методи оцінки:
• точність,
• прогностичність позитивного результату (прогностична цінність позитивного результату),
• прогностичність негативного результату (прогностична цінність негативного результату).
Точність - це частка правильних результатів тесту (тобто сума істинно позитивних і істинно негативних результатів) серед всіх обстежених пацієнтів 
ТОЧН = (a +d) / (a + c + d + b) 100%
Таким чином, точність показує, скільки всього правильних результатів отримано в ході застосування даного методу дослідження. Іноді цей критерій називають показником діагностичної ефективності та позначають як De - діагностична ефективність. 
Точність діагностичного методу залежить від:
-  самого методу,
- обладнання, що використовується,
- вибраного критерію патології,
- популяції, в якій даний тест використовується. 
Раніше «якість», точність діагностичних досліджень оцінювали шляхом порівняння результатів явно хворих людей і свідомо здорових добровольців. Природно, що результати відображали значні виражені відмінності між групами. Для реальної практики результати таких досліджень часто виявляються мало застосовними, оскільки в прихованих випадках хвороби дають випадкову «ймовірність» наявності хвороби, а метою діагностичних досліджень часто є розпізнавання саме неявних симптомів захворювання. Крім цього, з практичної точки зору для оцінки результатів дослідження інтерес представляє ймовірність збігу укладення з остаточним діагнозом. Для цих цілей оцінюються показники прогностичності. Так, для правильного розуміння діагностичної ефективності методів дослідження важливу роль відіграють критерії апостеріорної ймовірності - прогностичність позитивного і негативного результатів. Саме ці критерії показують, наскільки ймовірним є захворювання (або його відсутність) при відомому результаті дослідження. Неважко зрозуміти, що апостеріорні показники мають більше значення, ніж апріорні.
4. Прогностична цінність методу
Прогностична цінність тесту - ймовірність наявності захворювання за умови відомого результату діагностичного дослідження (тесту), (розраховується на підставі даних про чутливість і специфічність). 
Прогностичність позитивного результату - це ймовірність захворювання при позитивному (патологічному) результаті діагностичного дослідження (тесту).
Прогностичність негативного характеру - ймовірність відсутності захворювання при негативному (нормальному) результаті діагностичного дослідження (тесту). 

Прогностична цінність - це характеристика не тільки самого методу. Вона залежить як від його чутливості і специфічності, так і від поширеності захворювання в досліджуваній популяції, тобто частки осіб з досліджуваним захворюванням в певній популяції в даний момент часу. Поширеність - завжди апріорна (або апостеріорна) ймовірність, тобто це ймовірність виявлення хвороби до того, як стали відомі результати дослідження. Чим точніше тест, тим вище прогностична цінність його негативного результату (тобто зростає впевненість лікаря в тому, що негативні результати дослідження відкидають наявність захворювання). Навпаки, чим специфічний тест, тим вище прогностична цінність його позитивного результату (тобто лікар може з більшою впевненістю вважати, що позитивні результати підтверджують передбачуваний діагноз). Оскільки поширеність захворювання впливає на прогностичну цінність діагностичного методу, остання неминуче залежить і від умов його виконання. Якщо позитивні результати навіть отриманні високоспецифічними методами в популяції з низькою ймовірністю захворювання, то вони виявляться переважно помилково позитивними. 
Прогностичність позитивного результату (+ PV, PVP) - це пропорція істинно позитивних результатів серед всіх позитивних значень тесту. Даний по position-independent word визначається за формулою:
ППЦ = a / (a + c) х100%
Прогностичність позитивного результату визначається як частота його збігу з захворюванням і, таким чином, показує, наскільки велика ймовірність наявності хвороби (синдрому, симптому) при позитивних результатах дослідження.
Прогностичність негативного результату (-PV, PVN) - це пропорція істинно негативних результатів тесту серед всіх негативних значень. 
 Визначається за формулою:
ППЦ = d / (d + b) х100%
Прогностичність негативного результату визначається як частота його збігу з відсутністю захворювання. Цей критерій, показує, наскільки велика ймовірність того, що пацієнт здоровий, якщо результати дослідження негативні. Якщо операційні характеристики - чутливість і специфічність - не залежать від частоти захворювання, то прогностичність - позитивна і негативна - безпосередньо пов'язана з преваленсом. Чим вище преваленс, тим вище прогностичність позитивного результату. Прогностичність діагностичних методик також пов'язана з їх операційними характеристиками - чутливістю і специфічністю. Чим вище чутливість методу, тим вище прогностична цінність його негативного результату. Прогностичність позитивного результату в основному залежить від специфічності. Низькоспецифічні методи супроводжуються великою кількістю помилково позитивних рішень. Це призводить до зниження прогностичності позитивних результатів дослідження. У якісному дослідженні, що оцінює ефективність діагностичного методу в здатності виявляти певні патологічні зміни, повинні відображатися дані про чутливість, специфічність, прогностичні цінності позитивного та негативного результатів. А також обов'язково описується характеристика пацієнтів, включених у дослідження, обгрунтовуюється «точка поділу» хворих і здорових.
Фактори, що впливають на чутливість і специфічність методу є:
1) обраний критерій відмінності норми від патології;
2) діагностичний метод, який використовується в якості «золотого стандарту»;
3) характеристика популяції, в якій застосовується метод;
4) систематична помилка;
5) випадкова помилка.
1. Роль критерію розмежування норми і патології. Як правило, точка поділу між нормою і патологією встановлюється довільно. Це пов'язано з тим, що один і той же досліджуваний показник може реєструватися як серед здорових, так і серед хворих людей.
2. Роль «золотого стандарту». Для того, щоб розрахувати чутливість і специфічність, опираються на «золотий стандарт», тобто на результати дослідження, які вважають найбільш точним в певний період часу для діагностування хвороби. «Золотий стандарт», на підставі якого розраховуються чутливість і специфічність, в дійсності не можна вважати абсолютним. Імовірність помилки існує в будь-якому випадку. Крім того, якщо новий тест буде більш чутливим, може здатися, що він дає помилково позитивний результат по відношенню до старого тесту. Іноді трапляється навпаки - новий діагностичний метод по мірі накопичення досвіду виявляється далеко не таким ефективним, як це здавалося раніше. Слід врахувати, що результати «золотого стандарту» теж можуть не бути постійними.
3. Роль вихідного стану популяції тестованих пацієнтів. Чутливість тесту завжди вище у більш важких хворих. Чутливість і специфічність не є постійною величиною для різних категорій пацієнтів і для різних клінік.
4. Помилки в інтерпретації тестів. Систематичні помилки інтерпретації результатів - поширене явище. Висновки за даними інструментальних досліджень часто багато в чому суб'єктивні і схильні до впливу додаткової клінічної інформації.
Існує тест на «збіжність» - вивчення результатів інструментального методу дослідження (рентгенологічного зображення, УЗД, ЕхоКГ) двічі: перший раз - не маючи клінічної інформації, другий раз – маючи у своєму розпорядженні інформацію. Інтерпретація результатів під впливом клінічної інформації призводить до підвищення відповідності між досліджуваним і стандартним тестами, тобто тест здається більш інформативним, ніж насправді.
5. Випадкова помилка при оцінці чутливості і специфічності обумовлена ​​тим, що інформативність діагностичної методики вивчається в малих групах і результати можуть виявитися викривленими внаслідок випадкових варіацій популяції з досліджуваними захворюваннями. 
10. Приклади перевірки надійності діагностичних тестів.
Не менш затребуваною є технологія перевірки надійності діагностичного тесту і поняття чутливості і специфічності. Розглянемо їх.
Маємо результат деякого тесту і дві гіпотези, щодо функції розподілу результату цього тесту. Необхідно зробити найкращий вибір між цими гіпотезами. Є довільна сукупність пацієнтів, які можуть перебувати в одному з двох станів по відношенню до деякого захворювання - норма або патологія. Кожному з цих станів відповідає функція розподілу результатів деякого тесту. Для кожного пацієнта потрібно зробити найкращий вибір між цими двома станами, тобто фактично поставити діагноз "норми» або «патології» на основі діагностичного тесту. Термін "норма"  використовується в сенсі «не патологічний стан."Надійність тесту, використовуваного для відділення здорових людей від хворих, можна охарактеризувати за допомогою таких характеристик тесту, як чутливість і специфічність. У роботі [4]  був запропонований метод статистичної оцінки даних за допомогою ROC-аналізу як альтернативний метод визначення клінічної значущості тестів. Для того, щоб провести оцінку якості тесту необхідно, перш за все, визначитися з досліджуваними тест-системами, а також захворюванням, яке може бути виявлено (або відхилено) при певній концентрації конкретної речовини. Потім проводиться відбір і обробка малих вибірок значень (отриманих за допомогою обраних тестів) на основі, наприклад, медичних архівів (якщо досліджувані тести давно використовуються) або ж за допомогою взяття проб у пацієнтів (якщо тест тільки розробляється). При цьому на першому етапі дослідникам апріорно відомо кількість хворих і здорових в даній вибірці. Отже, наступним кроком є ​​формування двох груп - "норма" і "патологія". Обидві групи даних мають розподіл, близький до нормального, однак це не дає підстав досліджувати їх за допомогою методів математичної статистики для визначення якості тесту, так як не завжди статистично значимий тест є клінічно значущим. Одним з методів, за допомогою якого можна обробляти дані, є графічний аналіз кривих "норма" і патологія ", а саме місця їх перетину. По осі ординат відкладаються частота зустрічей конкретного значення тесту серед пацієнтів, по осі абсцис - власне значення тесту. В ідеальному випадку за допомогою тесту можна отримувати диференціальну діагностику стану здоров'я зі 100% ефективністю. Набагато частіше зустрічається ситуація, коли криві груп "норма" і "патологія" перетинаються (рис. 1). 

Рис. 1. "Ідеальний" і реальний лабораторний тест.
Як випливає з рис. 1, в результаті застосування досліджуваного тесту у частині практично здорових осіб значення тесту вказували на наявність патології (область XSC, що відповідає помилково позитивного результату тесту - ПП), при цьому у частині хворих осіб тест вказав на відсутність патології (область DSX, що відповідає помилково негативному результату тесту - ПН). На величину відповідних областей, а отже, і кількість ПП і ПН, впливає на порогове значення (область відсікання - SX пряма), на чому, власне, і грунтується один з методів управління якістю тестів. Причому, підвищуючи поріг (зрушуючи його вправо по осі абсцис) фактично збільшується специфічність тесту до 100%, що важливо в разі, якщо, наприклад, лікування хворого пов'язано з серйозними побічними ефектами і гіпердіагностика пацієнтів не бажана. При зсуві порога вліво - чутливість збільшується до 100% і проявляється гіпердіагностика тесту. Графічний аналіз і застосування спеціальних формул розрахунку оптимального значення величини порога відсікання широко відомі. Перспективним є застосування методу, який отримав назву ROC  аналіз. Особливості застосування методу ROC-аналізу в медицині. Основою даного аналізу є побудова так званої ROC-кривої, яка найбільш часто використовується для представлення результатів бінарної класифікації в машинному навчанні. ROC-крива показує залежність кількості вірно класифікованих позитивних прикладів від кількості невірно класифікованих негативних прикладів. Метод побудови ROC-кривої, базується на розбитті відрізка DC (див. Рис. 1) на кілька областей шляхом додавання до стартової точки (D) деякого кроку. Тим самим в результаті отримуємо набір значень порога відсікання і відповідні йому значення чутливості і специфічності. Потім, за отриманими даними, РПЦ будується крива  (Рис.2 - По осі абсцис відкладаються значення 100% - "Специфічність", а по осі ординат - "Чутливість"). 

У "ідеального" тесту крива проходить через верхній лівий кут, де частка істинно позитивних випадків становить 100%, відповідно, чим нижче вигин кривої, тим менш якісний тест. Графік доповнюють прямий у = х, так як недоцільно розгляд ROC-кривої, що знаходиться нижче увігнутої у = х. Для отримання чисельного значення клінічної значущості тесту, а також для порівняння двох тестів, використовується показник AUC (площа під кривою), який може бути розрахований за допомогою чисельних методів. [5].
 Розглянемо приклад використання кількісних показників в УЗ діагностиці. Особливої ​​актуальності набуває питання щодо досліджень в  ультразвуковій діагностиці. [6] Відомо, що обробка і інтерпретація даних ультразвукового дослідження є суб'єктивно-залежним процесом. Для об'єктивізації і порівнянності результатів досліджень необхідно використовувати якісь загальновживані стандартизовані критерії оцінки. Одним з широко використовуваних і добре знайомих дослідникам методів стандартизації даних є розрахунок показників діагностичної цінності (ПДЦ), який дозволяє отримати стандартизовані цифрові значення (типові параметри), що характеризують можливості діагностичного методу правильно визначати наявність або відсутність якогось явища. За типовими параметрами можна порівнювати ефективність різних діагностичних методів. Метод розрахунку ПДЦ полягає в порівнянні оцінюваного діагностичного методу з «золотим стандартом» і обчисленні кількісних показників, що характеризують дане порівняння. Процес розрахунку ПДЦ полягає в наступному (для полегшення розуміння наведемо абстрактний приклад). Для аналізу формується вибірка, що складається з осіб, які мають, так і не мають певну патологію. На першому етапі групи осіб проводиться обстеження досліджуваної вибірки оцінюваним методом (в нашому випадку - УЗД). За результатами обстеження формуються позитивні (патологія є) або негативні (патології немає) заключення. У нашому абстрактному прикладі при обстеженні методом УЗД 200 осіб у 130 з них хвороба була виявлена, у 70 - немає (табл 1). Далі цю ж групу осіб обстежують із застосуванням референтного методу ( «золотого стандарту»)
1 Таблиця
Результати обстеження вибірки  методом (УЗД)
Позитивні результати (хворба є)	Негативні результати (хвороби не має)
130	70

 За референтний метод приймається загальновідомий і широко застосовуваний метод діагностики, заснований на бездоганних доказах, що дає максимально точну характеристику даного патологічного процесу [7]. Наприклад, для діагностики новоутворень референтним методом є морфологічне дослідження матеріалу. У переважній більшості досліджень висновки, отримані оцінюваним і референтним методом, збігаються не у всіх обстежуваних. За результатами співвіднесення цих висновків можуть бути виділені 4 варіанти відповідей (табл. 2).




Обстеження референтим методом	Обстеження оцінюваним методом
	Позитивні результати (патологія виявлена) (130людей)	Негативні результати(патологія не виявлена) (70людей)
Патологія виявлена (120людей)	Патологія є і виялена) істинно позитивні (п=100)	Патологія є, але не виялена) помилково  негативні (п=20)
Патологія не виявлена (80людей)	Патології не має, але виялена) помилково позитивні (п=30)	Патологія не має і не виялено) істинно негативні (п=50)

 На підставі отриманих значень розраховується ПДЦ.
 Розглянемо розрахунок показників на прикладі.
Чутливість розраховується як:
ЧУТЛИВ  = 100 / (100 + 20) х100% = 83,3%
Чутливість відображає ймовірність того, що метод виявить патологію при її наявності.
Специфічність розраховується як:
Специфічність = 50 / (50 + 30) х 100% = 62,5%
Специфічність відображає ймовірність того, що метод не виявить патологію при її дійсній відсутності
Точність (діагностична ефективність) розраховується:
ТОЧНІСТЬ = (100 + 50) / (100 + 30 + 50 + 20) = 75,0%
Точність відображає частоту правильних заключень про наявність або відсутність захворювання. 
Позитивна пророкує цінність (ППЦ):
ППЦ  = 100 / (100 + 30) х 100% = 76,9%
ППЦ відображає частоту правильних висновків про наявність захворювання.
Негативна пророкує цінність розраховується:
ППЦ  = 5 / (5 + 2) х100% = 71,4%
ОПЦ відображає частоту правильних висновків про відсутність захворювання.
Показники діагностичної цінності (чутливість, специфічність, точність, позитивна і негативна пророкує цінність) є стандартизованими кількісними параметрами, що характеризують можливість методу дослідження і дозволяють порівнювати методи між собою. З огляду на, те що процес розпізнавання ультразвукового діагностичного зображення є суб'єктивно-залежним, для об'єктивної оцінки діагностичної цінності методу у виявленні конкретної патології необхідно використовувати дані багатоцентрових досліджень, що проводяться незалежними фахівцями на різних апаратах, зіставляються з результатами досліджень референтним методом. 
У сучасній навчальній та науковій медичній літературі описуються різні методи діагностики, при цьому поруч вказується їх чутливість і специфічність, [8] наприклад:• уреазний дихальний тест (чутливість - 96%, специфічність - 95%) використовується для діагностики інфекції Helicobacter Pylori в слизовій оболонці шлунка і заснований на здатності мікроба розщеплювати сечовину з утворенням видихаємого вуглекислого газу. Обстежуваний вживає всередину разом зі склянкою соку певну кількість сечовини, міченої радіоактивним ізотопом С, а потім через півгодини у нього роблять повторний аналіз повітря, що видихається і визначають зміст міченного С вуглекислого газу. Наприклад• омепразоловий тест [чутливість 78%, специфічність 86%] - препарат омепразол можуть призначити при підозрі на гастроезофагеальну рефлюксну хворобу (ГЕРХ), яка проявляється симптомами печії (у 85%), кислої відрижкою (у 52%), порушенням ковтання (у 20 %). Пацієнт протягом 7 днів приймає 40 мг омепразолу щодня перед сніданком і 20 мг перед обідом. Симптоми ГЕРХ істотно полегшуються або зникають за 4-5 днів (позитивний тест). Чутливість 78% означає, що залишилися, 22% реально хворих з ГЕРХ не отримають серйозного полегшення (наприклад, при тяжкому перебігу захворювання). Специфічність 86% означає, що у 14% людей без ГЕРБ омепразоловий тест дасть помилково позитивний результат (симптоми зникнуть). Це можливо, наприклад, через ефект плацебо (віри в ефект препарату). В ідеалі всі використовувані методи повинні мати чутливість 100% і специфічність 100%, але в реальності цього домогтися важко з різних причин. Специфічність методів молекулярної діагностики (ПЛР - полімеразна ланцюгова реакція) теоретично наближається до 100%. Якщо говорять про чутливість і специфічність методу, в реальності мають на увазі тест-системи, які широко застосовуються. Застарілі тести-системи мають низькі показники чутливості і специфічності, а новітні тест-системи останнього покоління - більш високі. Показники тест-систем одного і того ж покоління можуть дещо відрізнятися в залежності від виробника (європейські тест-системи вважаються більш якісними, але коштують дорожче).Найкращий (загальноприйнятий) метод діагностики називається «золотим стандартом». Однак жоден метод не можна вважати абсолютно надійним, тому в останнє десятиліття на Заході відходять від цієї назви, замінюючи словосполучення «золотий стандарт» на більш нейтральне поняття "критеріальний стандарт». Скринінгові методи (для швидкого відбору) повинні мати високу чутливість, але висока специфічність не так критична. За результатами скринінгу відбирають пацієнтів для (другого) етапу діагностики. Діагностика ВІЛ-інфекції за даними  зазвичай проводиться в 2 етапи)  аналіз має специфічність 99,0%;• як підтверджуючий метод використовується імуноблотинг (вестерн-блот) з чутливістю (99,5%) і специфічністю (99,8-99,9%).Сучасні тест-системи 4-го покоління визначають не тільки антитіла до ВІЛ, а й вірусний антиген р24. Це підвищує надійність дослідження. Отримані дані будемо використовувати для розрахунків. При чутливості методу і специфічності 90% 95%:• істинно позитивні результати становлять 90%• помилково негативні: 10%• істинно негативні: 95%• помилково позитивні: 5%. Точність = (90% + 95%) / (100 + 100) = 0,925. Це 92,5%. Позитивне пророкує значення тесту: 90% / (90% + 5%) = 0947. Тобто 94,7%. Негативна прогностичність тесту: 95% / (95% + 10%) = 0905. Або 90,5%. Тут потрібні пояснення, чим відрізняються чутливість (в нашому випадку 90%) і позитивна прогностичність передбачає значення тесту (94,7%). Чутливість тесту - ймовірність виявлення захворювання у дійсно хворого. Позитивне прогностичність тесту - ймовірність наявності захворювання при позитивному результаті тесту. Передбачене значення сильно залежить від поширеності хвороби в конкретній досліджуваній групі. Для рідкісних хвороб тест навіть з високою чутливістю і специфічністю може дати низький прогноз значення за рахунок великої абсолютної кількості помилково позитивних результатів. Наприклад, обстежено 1000 осіб з тестом 100% чутливістю і специфічністю 97%. Оскільки хвороба рідкісна, тільки 2 виявлено хворих і отримано 30 (3%) помилково позитивних результатів. Вважаємо прогностичність позитивного результату: 2 / (2 + 30) = 0,0625. Або 6,25%. Таким чином, при використанні тесту з чутливістю 100% виявилося, що ймовірність опинитися хворим при позитивному результаті тесту дорівнює всього 6,25%. Завдання з області "прийняття рішення» виникають в тих випадках, коли завдання настільки складне, що для цього постановка і рішення завдання вимагає участі фахівців різних областей знань. Для таких ситуацій технологія "прийняття рішення» має спеціальні підходи, прийоми та методи. Для початку визначають область проблеми прийняття рішення (проблемну ситуацію), виявляють фактори, що впливають на її рішення, підбирають методи і прийоми, які дозволяють сформулювати задачу таким чином, щоб рішення було прийнято. Далі отримують вираз, що пов'язує мету із засобами її досягнення. Все це втілюється в математичних моделях - різних умовах (критерій функціонування, критерій або показник ефективності, цільова функція і т д ..).
 	 Якщо вдається отримати вираз, що пов'язує мету із засобами, то завдання практично завжди вирішується. Отримати такі вирази легко, якщо відомий закон, що зв'язує мету із засобами. Якщо закон не відомий, то необхідно вибрати інший спосіб відображення проблемних ситуацій. Можна визначити закономірності на основі статистичних досліджень або функціональних залежностей. Якщо і це не вдається зробити, то вибирають або розробляють теорію, в якій міститься ряд тверджень і правил, що дозволяють сформулювати концепцію і конструювати на її основі процес прийняття рішення. Якщо і теорії не існує, то висувається гіпотеза і на її основі створюються імітаційні моделі, за допомогою яких досліджуються можливі варіанти дослідження. Для того, щоб допомогти в стислі терміни поставити задачу, проаналізувати цілі, визначити можливі засоби, відібрати необхідну інформацію (що характеризує умови прийняття рішення і впливає на вибір критеріїв і обмежень), а в ідеалі - отримати вираз, який зв'язує мету із засобами, що застосовують  прийоми і методи системного аналізу.

 
Перелік питань для підсумкового контролю

1.Поняття «прийняття рішеннь»
2. Класифікація задач прийняття рішень
3. Математичне програмування
4. Теорія ігор
5.Діагностична гра
6. Теорія статистичних рішень
7. Поняття нульової гіпотези.
8.Теорема Байеса.
9. Основні характеристики методів діагностики:
	Чутливість
	Специфічність
	Точність
	Прогностична цінність  тесту
10. Приклади перевірки надійності діагностичних тестів.


