We consider the problem of numerical integration for weighted anchored and ANOVA Sobolev spaces of s-variate functions. Here s is large including s = ∞. Under the assumption of sufficiently fast decaying weights, we prove in a constructive way that such integrals can be approximated by quadratures for functions f k with only k variables, where k = k(ε) depends solely on the error demand ε and is surprisingly small when s is sufficiently large relative to ε. This holds, in particular, for s = ∞ and arbitrary ε since then k(ε) < ∞ for all ε. Moreover k(ε) does not depend on the function being integrated, i.e., is the same for all functions from the unit ball of the space.
Introduction
This paper has been inspired by [2] . There the classical multivariate integration problem of approximating
f (x) dx for large s was considered for functions from γ-weighted Sobolev spaces of functions with mixed derivatives of order one bounded in L 2 norm. Such spaces are Hilbert spaces and have been assumed in a number of papers dealing with multivariate integration. In particular, there is a number of papers, see, e.g., [11, 12, 16, 17, 20, 21] , initiated by the work in [11] , that study Component-By-Component (CBC, for short) methods of constructing efficient lattice rules for approximating I s (f ). The authors of [2] proved that for rapidly decreasing weights, one can decrease the cost of fast CBC by restricting the search space for variables with smallest weights; however still dealing with s-variate integrals.
This observation motivated us to consider efficient dimension truncation and compare it to the technique from [2] . Dimension truncation has been considered in a number of papers; however, mainly for specific integrands. Our approach is in the worst case setting spirit, i.e., we study truncation that depends only on the error demand ε and global properties of the Banach space of integrands. We consider more general weighted integration problems defined on more general classes of functions, and the proposed truncation technique does not depend on specific algorithms. Moreover, for some classes of weights, when the corresponding integration problem is well defined, see, e.g., [6, 8, 10, 23] , s could be infinite.
More precisely, we consider approximating
where D can be an arbitrary (bounded or unbounded) interval, ρ is a probability density function on D, and
ρ(x j ) for x = (x 1 , . . . , x s ).
As for the spaces of integrands f , we consider both anchored and ANOVA spaces (denoted respectively by F s,p,γ and H s,p,γ ) of functions with mixed first order derivatives bounded in ψ-weighted L p norm. These are Banach (as opposed to Hilbert) spaces and were considered in a number of papers including [6, 23] . Their definitions and properties are recalled in Section 2. Here we briefly show the norm for the anchored case
Here ψ is a positive (a.e., on D) probability density function, the summation is with respect to the subsets u of [s] = {1, . . . , s} (when s = ∞ the summation is with respect to all finite subsets of N), and f (u) ([x u ; 0 −u ]) denotes the mixed partial derivatives j∈u Therefore for any k-variate rule A k for approximating integrals from the space F k,p,γ with the worst case error bounded by e(A k ; F k,p,γ ) ≤ ε 2 1−1/p , the resulting s-variate quadrature Q Since for modest values of ε the truncation dimension k(ε) is small, the approach suggested in the current paper could lead to very efficient ways of dealing with integrals that have a huge (including ∞) number of variables. We illustrate this for the classical integration problem (D = [0, 1] and ψ = ρ ≡ 1) and special product weights
with a > 1.
(For such weights the space F s,p,γ and the integration problem are well defined even for s = ∞, see, e.g., [23] .) Then
For instance for p = 2 and a = 2, some values of k(ε) are listed below These results depend very much on special properties of anchored spaces and do not hold in general for ANOVA spaces with arbitrary weights. However, for product weights
we can use the following fact due to [6] . The corresponding anchored and ANOVA spaces are equal (as sets of functions) and their norms are equivalent with the equivalence constant bounded by
for a number κ that depends on p and ψ. (Note that if ∞ j=1 γ j < ∞ then the equivalence hold also for s = ∞.) Of course, when this constant is not too large, efficient algorithms for the integrands from F s,p,γ are also efficient for integrands from H s,p,γ .
To simplify the presentation, from Sections 2 to 6, we deal with the classical integration problem and finite s. Basic concepts are presented in Section 2. The results on the dimension truncation for anchored spaces are in Section 3. In Section 4, we apply recent results, see [7, 8, 10] , on the equivalence of anchored and ANOVA spaces for product weights so that the truncation technique from Section 3 can be used for ANOVA spaces. Moreover, we improve the result of [7] by providing in Theorem 6 the exact value of the embedding operator for p = 2 from the anchored onto ANOVA space. We next use the above truncation results in Sections 5 and 6 to derive a more efficient fast CBC algorithm. Generalizations of results from Sections 3 and 4 are presented briefly in Section 7; they rely on the same proof techniques.
Finally we want to add that the worst case approach to the effective dimension in both the truncated and superposition sense is considered in [18] ; however, only for weighted Hilbert spaces (p = 2) of periodic integrands with D = [0, 1] s . Moreover, the effective dimension is defined in terms of variances of the components from (classical) ANOVA decomposition of functions. Although the results of [18] are very interesting from theoretical point of view, they are not explicitly related to the errors of algorithms.
Basic Concepts

Anchored and Unanchored Spaces
In this section, we introduce the basic definitions of the anchored and unanchored (ANOVA) Sobolev spaces of s-variate functions. More detailed information can be found in [8, 10, 23] .
Here we follow [23 
We also write x u to denote the |u|-dimensional vector (x j ) j∈u and
For s ∈ N and nonempty u ⊆ [s] let F u be the completion of the space spanned by
s , with the norm
Lp .
Note that F u is a space of functions with domain [0, 1] s that depend only on the variables listed in u. For u = ∅, let F u be the space of constant functions with the natural norm.
Consider next a sequence γ = (γ u ) u⊆[s] of non-negative real numbers, called weights. Since some weights could be zero, we will use
to denote the collection of positive weights. For p ∈ [1, ∞], we define
The corresponding weighted anchored space F s,p,γ is the completion of F s,p with respect to the norm
For γ u = 0, the corresponding term
For p = ∞ the norm reduces to
More information on the structure of the space F s,p,γ can be found in [23, Section 2] . An important class of weights is provided by product weights
for positive reals γ j . When dealing with them, we will assume without any loss of generality that 1 ≥ γ 1 , and γ j ≥ γ j+1 > 0 for all j.
Note that for product weights we have U = 2
,γ is a reproducing kernel Hilbert space with kernel
for x = (x 1 , . . . , x s ) and analogously for y, which for product weights reduces to
The weighted unanchored (or ANOVA) Sobolev space H s,p,γ is the Banach space of continuous functions f : [0, 1] s → R with finite norm
For p = ∞ the norm reduces to f Hs,∞,γ = max
For p = 2 and product weights, H s,2,γ is a reproducing kernel Hilbert space with kernel function given by
where
is the second Bernoulli polynomial and {x} = x − ⌊x⌋.
Algorithms and Errors
We consider algorithms that use a finite number n of samples f (x i ). Without loss of generality, see, e.g., [22] , we can restrict the attention to linear algorithms, called quadratures,
s . An important class of quadratures is provided by quasi-Monte Carlo methods with all coefficients a i = 1/n (see, e.g., [3, 5, 14, 15] ).
We consider in this paper the worst case error defined by
It is well known that the operator norm I s = sup f Fs,p,γ ≤1 |I s (f )| of I s is equal to
see, e.g., [23] . Here p * is the conjugate of p, i.e.,
In the case of product weights the formula (2) can be rewritten to
Of course, since we assumed that all γ j ≤ 1 then the maximum above is attained by u = ∅ and is in fact equal to 1. The definitions of the errors for the space H s,p,γ are similar. The norm of the integration operator with respect to the space H s,p,γ is also equal to the right hand side of (2).
Anchored Decomposition and Truncation
It is well known, see, e.g., [13] , that any f ∈ F s,p,γ has the unique anchored decomposition
where f u is an element of F u , depends only on x j for j ∈ u, and
For the empty set u, f ∅ is a constant function. We stress that in general we do not know what the elements f u are and we can only evaluate the original function f . The anchored decomposition has the following important properties, see, e.g., [8] :
Due to (4) we have
and due to (3) and (5)
where 1 J (t) is the characteristic function of the set J, i.e., 1 J (t) = 1 if t ∈ J and 0 otherwise. Moreover, for any u,
In particular, for k < s we have
which allows us to compute samples and approximate the integral of the truncated function
For given k ∈ [s], let A k,n (n ∈ N) be a family of algorithms to approximate integrals
for functions from the space F k,p,γ . We use them to define the following quadratures for the original space F s,p,γ
Clearly, the quadratures Q trnc s,n,k are well defined. We have the following result.
and by
where in the case k = s we set max u ⊆[s] γ u := 0.
Proof. We prove the theorem for p > 1 only since the proof for p = 1 is very similar. For any f ∈ F s,p,γ
Since I s has the tensor product form and f v depends only on |v| variables,
where we used that sup f ∈F {1}
Hence putting together, we get
Finally, using the Hölder inequality one more time, we get
This completes the proof. ✷
We now apply this theorem to product weights. First we prove an upper bound on the truncation error.
Proposition 2 Consider product weights γ u = j∈u γ j and k ≤ s. The truncation error is bounded by
and it is equal to max
γ u for p = 1.
Proof. The proof for p = 1 is trivial. For p > 1, we have
where log denotes the natural logarithm. Note that for x ∈ [0, 1/2],
Since we assumed that the product weights are bounded by 1, we can apply this estimate to the above expression, and therefore
We have the following corollary. 
Therefore, for the worst case error of Q trnc s,n,k not to exceed the error demand ε > 0, it is enough to choose k = k(ε) so that
(or γ k+1 ≤ ε for p = 1), and next to choose n = n(ε) so that
Clearly the inequality (8) for p > 1 is equivalent to
Example 4 Consider large s including s = ∞ and
Recall that then
for p > 1 and I s = 1 for p = 1. Hence it is enough to take
For p > 1, we have
Therefore, to satisfy (9), it is enough to take
For p = p * = 2, which corresponds to the classical Hilbert space setting, we have
In calculating the values of k(ε), we slightly overestimated the norm of I s in the following way
This gave us the following estimations for I s 2 for p = 2:
1.3703 for a = 2, 1.3411 for a = 3, 1.3352 for a = 4.
Below are values of k(ε) for a = 2, 3, 4. We have We end this section with the following remark concerning the normalized worst case error. In a number of papers on tractability of integration, instead of the standard worst case error the normalized one is used. It is defined by e nrm (Q s,n ; F s,p,γ ) := e(Q s,n ; F s,p,γ ) I s .
It follows clearly from Corollary 3 that the following is true for product weights.
Note that for any p and any weights
The corresponding numbers k nrm (ε) for which the normalized truncation error is bounded by ε/2 1/p * , 
ANOVA Decomposition and Truncation
It is well known, see, e.g., [13] , that functions h ∈ H s,p,γ also have a unique decomposition
where each h u depends only on the variables x j for j ∈ u, and
Unfortunately, unlike in the anchored decomposition, the terms h u and u⊆[k] h u (k < s) cannot be sampled. This means that the truncation approach presented in the previous section would not work in general since one cannot get sharp estimations of the worst case truncation error sup h Hs,p,γ ≤1
However it works for product weights with sufficiently fast decaying γ j 's. This is why we assume for the rest of the paper that the weights have the product form.
For product weights, the spaces F s,p,γ and H s,p,γ (as sets of functions) are equal, see [8] . 
Next, it was shown in [8] that for p = 1 and p = ∞
(1 + γ j ) and ı s,∞,γ = ı
Finally, the authors of [10] showed, applying the theory of interpolation to the above result, that for every p ∈ [1, ∞], we have max ı s,p,γ , ı
The following theorem provides for p = 2 the exact value of the norms of the embeddings ı s,p,γ and ı −1 s,p,γ and shows that these norms are equal.
Theorem 6 Consider product weights. For
Proof. Since the spaces H s,2,γ and F s,2,γ are tensor products of the corresponding spaces of univariate functions, it is enough to prove (10) for s = 1 and a generic weight g ∈ (0, 1]. Moreover we will only consider f H 1,2,g / f F 1,2,g since the proof for f F 1,2,g / f H 1,2,g is very similar.
Hence it is enough to consider
for some c ≥ 0 and h L 2 = 1. Then
and, therefore,
It is easy to verify that max c≥0 ρ(c; g) = ρ(c * g ; g), where c *
This shows that ı 1,2,g ≤ 1 + g/ √ 3 ρ(c * g ; g). To prove equality it is enough to notice that for h(t) = √ 3 (1 − t) we have equality in (12), i.e.,
This proves that
We now show that ρ(c *
It is easy to verify that
Therefore, applying the conjugate to the last fraction we get
We now prove (11) . The first inequality is trivial. Clearly
Of course the term E(g) is nonnegative, a can be upper-bounded by
Consequently,
which completes the proof. ✷
The importance of the fact that the corresponding embeddings are bounded is captured by the following corollary.
Corollary 7
For every integration rule Q s,n we have e(Q s,n ; F s,p,γ ) ≤ ı s,p,γ e(Q s,n ; H s,p,γ ) and e(Q s,n ; H s,p,γ ) ≤ ı −1 s,p,γ e(Q s,n ; F s,p,γ ).
The essence of this corollary is that, for small max( ı s,p,γ , ı −1 s,p,γ ), an algorithm with small worst case error with respect to one space has also small worst case error with respect to the other space. In particular, a good truncation in the space F s,p,γ leads to efficient algorithms for H s,p,γ .
We end this section with the following remark.
Remark 8 If
then the norms of the embedding operators are bounded independently of s.
CBC Construction of Folded Lattice Rules for Integration in F s,2,γ and H s,2,γ
Now we consider folded (also called tent transformed) lattice rules. Throughout this section we only consider product weights and p = 2. Note that then p * = 2 and for the exponent in Proposition 2 3 2 (p * + 1) = 1 2 .
For n ∈ N and z ∈ Z s a lattice rule with n points and generating vector z is a quadrature rule of the form
where the fractional part {(k/n)z} of is meant component-wise. Lattice rules are especially suited for the integration of 1-periodic, smooth functions (e.g. from Korobov spaces), for which there exist excellent error estimates [3, 14, 15, 19] . These results can also be transferred to non-periodic functions when one replaces lattice rules by folded (15) is given by
The idea of using folded lattice rules was first introduced by Hickernell in [9] . For the worst case error of a folded lattice rule in the unanchored Sobolev space H s,2,γ it follows from [4, Lemma 1 and lines 11-13 on page 277] that
. For α > 1 the Korobov space H Kor s,α,γ is a reproducing kernel Hilbert space of 1-periodic functions with kernel function
Here, for h = (h 1 , h 2 , . . . , h s ) ∈ Z s , r(h) = s j=1 r j (h j ), and for h ∈ Z we put
Hence the worst case error of a lattice rule in H Kor s,2,γ dominates the worst case error of the folded version of the same lattice rule in H s,2,π 2 γ (whose elements are not necessarily 1-periodic).
There are a lot of results concerning the worst case error of lattice rules for Korobov spaces. Excellent generating vectors can be constructed component-wise with so-called component by component (or, for short, CBC) algorithms. The CBC approach goes back to Korobov [11] in the 1960s. Later it was re-invented by Sloan and Reztsov [21] in 2002 and became a powerful tool in constructing lattice rules for high-dimensional problems. We refer to [1, 12, 21, 20] for the CBC construction and [16, 17] for the fast CBC construction according to Cools and Nuyens.
For example, for product weights we have the following result which is essentially [3, Theorem 5.12].
Theorem 9 Let n be a prime number and consider product weights ξ = j∈u ξ j . One can construct with a fast CBC algorithm a lattice point z ∈ {0, 1, . . . , n − 1} s such that
for all λ ∈ (1/α, 1], where ζ denotes the Riemann zeta function, ζ(α) = j≥1 j −α . The construction cost of the fast CBC algorithm is of order of magnitude O(sn log n).
¿From Theorem 9 in conjunction with (17) and Corollary 7 we obtain the following result. 
.
Hence we have a fast CBC construction of quadrature rules for the unanchored space H s,2,γ and for the anchored space F s,2,γ .
Theorem 11
Let s ∈ N be given and let n be a prime number. Let k ∈ N be chosen such that k ≤ s. If z ∈ {0, 1, . . . , n − 1}
k is constructed such that (18) with s replaced by k holds, then for all λ ∈ (1/2, 1] we have
and
Remark 12 Note that the truncated quadrature rule Q trnc s,n,k in (19) and (20), respectively, can be constructed using O(kn log n) (as opposed to O(sn log n)) operations.
Let us now discuss the bounds in (19) and (20) . We assume that s is huge and that the product weights γ satisfy the condition
Furthermore, recall that γ j ≤ 1 for all j ∈ N. From this and, by Theorem 6, and standard arguments, we get
Similarly, we see that
In summary, we obtain from (19) that
and from (20) that
. Let now G : R + → R + be a strictly decreasing bijective function with lim x→∞ G(x) = 0 such that
Note that G exists due to the assumption in (21) and also G −1 exists and is strictly decreasing as well. Then we obtain from (22) that
For n > 2 C 2 (γ, λ), this is satisfied if
This means that for λ ∈ (1/2, 1] we obtain an error of order of magnitude
under a construction cost of order of magnitude
for s arbitrarily large. A similar assertion holds for e(Q trnc s,n,k ; H s,2,γ ). We end this section with the following examples.
Example 13
Assume that γ j = j −a with a > 1. Then we have
Hence we choose G(x) = 1 2a − 1 1 x 2a−1 and therefore
. This means that for λ ∈ (1/2, 1] we obtain an error of order of magnitude
under a construction cost of order of magnitude O n for s arbitrarily large. The same assertion holds for e(Q trnc s,n,k ; H s,2,γ ).
Generalizations
For simplicity of discussion, we presented so far the results for the domain D = [0, 1], the standard L p norm
, and the un-weighted integration problem of approximating I s . However, the results of [8, 10] on the equivalence of anchored and ANOVA spaces hold for more general domains and norms, as shown in [6] . Our results Theorem 1, Proposition 2, Corollaries 3 and 5, and Theorem 6 can easily be extended to this more general setting.
More Finally we add that similar positive results for the dimension truncation can be obtained in other than the worst case settings and for other than integration problems including function approximation. These generalizations will be presented in our future papers.
