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En esta investigación, desde el punto de vista computacional, se introdujo la
historia del desarrollo de las ciencias de la información y de la computación, los
limites f́ısicos que se encuentran hasta el d́ıa de hoy en el desarrollo de componen-
tes computacionales, y presentar un posible camino alternativo: la información
cuántica y la computación cuántica.
Se realizaron los procesos para obtener las expresiones que permitan calcular
la concurrencia y la fidelidad en sistemas de dos y tres qubits, utilizando el Ha-
miltoniano de Heisenberg y compuertas cuánticas.
Se hicieron pruebas de las expresiones obtenidas con los estados de Bell y dos
estados aleatorios para dos qubits los cuales mostraron la evolución en el tiempo
de la concurrencia como medida de entrelazamiento cuántico, y la evolución en el
tiempo de la fidelidad cuántica. También se hicieron pruebas de las expresiones
obtenidas para tres qubits con los estados iniciales GHZ y W para calcular el tres
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tangle como medida de entrelazamiento cuántico y su evolución en el tiempo,
las cuales mostraron un comportamiento adecuado a cada uno de los estados. El
estado inicial GHZ mostró un tres tangle igual a uno y el estado inicial W un tres
tangle igual a cero.
Caṕıtulo 1
Introducción
La computación es la ciencia encargada del estudio de los sistemas computacio-
nales, en espećıfico de las computadoras, las cuales manejan la información de
manera automática. El concepto computación proviene del lat́ın computatio, que
se refiere al cómputo como cuenta. La teoŕıa de la computación es una de las áreas
que más se distingue dentro de la ciencia de la computación, en ella se clasifi-
can los problemas según el origen de los algoritmos,los cuales pueden ser simples,
complejos, o muy complejos, lo que genera consumo de recursos computacionales.
Otro sector de estudio importante es la estructura de los datos, en esta área el
análisis matemático resulta elemental para poder obtener datos y manipularlos
adecuadamente, si no se hace de forma correcta la información obtenida no será
relevante.
No se puede dejar de mencionar a los sistemas operativos, los cuales son
la parte de la computadora que interactúa con el usuario. La arquitectura de
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computadoras es el área de la ciencia de la computación que se encarga de los
componentes f́ısicos, en los componentes que se centra la atención suelen ser
las memorias, CPU y los periféricos, tanto de entrada como de salida, otra área
elemental en el estudio de la computación es el lenguaje de la programación, el ob-
jetivo es crear nuevos lenguajes de programación, que sean más eficaces y veloces.
La ciencia de la computación ya tiene una larga historia, desde las antiguas
civilizaciones, como los romanos y griegos utilizaban instrumentos mecánicos pa-
ra contabilizar. En el siglo XIX se creó la primer computadora que recibió el
nombre de maquina anaĺıtica, esa computadora fue creada para elaborar tablas
matemáticas, años después en Inglaterra se utilizaron para realizar cálculos. En
el siglo XX a fines de los años cuarenta en la universidad de Harvard se creó la
computadora llamada Mark I (Molero, 2016).
Cuando la cantidad de diseños aumentaron, comenzaron a ser clasificadas por
sus caracteŕısticas en generaciones. Las máquinas que pertenećıan a la primera
generación (a lo largo de los años cincuenta) se caracterizaban porque su progra-
mación era mediante un lenguaje máquina y eran diseñadas con tubos de vaćıo;
ocupaban habitaciones enteras por su gran tamaño y resultaban demasiado ca-
ras. En la segunda generación (década de los sesenta) las computadoras pod́ıan
procesar más datos y eran un poco más pequeñas. Fue durante estos años que
comenzaron a surgir las comunicaciones entre máquinas; surgieron las primeras
computadoras personales. Tanto en la primera como en la segunda generación la
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información que ingresaba a la maquina era mediante tarjetas perforadas. Fue
durante la tercera generación cuando la producción comenzó a ser en serie; las
computadoras pod́ıan ser manejadas por medio de los sistemas operativos; mu-
chas de las tecnoloǵıas utilizadas en esos años se convirtieron en estándares que
hasta el d́ıa de hoy todav́ıa estan utilizados. La cuarta generación es reconoci-
da por la aparición de los microchips; esto significa un hito en las ciencias de
la Computación; los circuitos no sólo comenzaron a ser mucho más pequeños y
veloces, sino que a su vez resultaban mucho más económicos. Es por ello que la
producción aumentó de manera notable y muchas más personas tuvieron acce-
so a las mismas. Esta generación es también conocida como la Revolución de la
Computación (Beckner, 1975).
Al hablar de las ciencias de la computación y de la información se debe re-
montar a etapas muy antiguas, sin embargo se puede identificar que su etapa
más fuerte de progreso es durante la década de los años 60; pero en los años 90
desarrolló una espectacular aceleración. Aun cuando surgieron como disciplinas
independientes; ellas firmaron una alianza indisoluble para el progreso. Y es justo
reconocer que, en realidad, hubiese sido muy dif́ıcil que la ciencia de la informa-
ción alcanzara sus objetivos y metas, sin la ayuda de la ciencia de la computación,
considerando el crecimiento acelerado de la cantidad de información disponible y
necesaria (Lukin, 2000), aśı como el nivel de procesamiento que se propońıa sin
la existencia de las computadoras.
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Esta alianza puede considerarse la segunda revolución de las ciencias de la
información, precedida por una anterior, que introdujo los conceptos y métodos
de las ciencias sociales durante la década de los años 50 y seguida por una más
reciente, que posibilitó la adquisición de los enfoques de las ciencias económicas
y gerenciales; no obstante, sin lugar a dudas, la más espectacular sigue siendo la
segunda, que además sustenta a la tercera o última. Aśı, las ciencias de la informa-
ción se han convertido, como otras tantas disciplinas, en una zona de confluencia
de aplicaciones, métodos, enfoques y teoŕıas procedentes de varias disciplinas,
donde se mezcla arte, ciencia, tecnoloǵıa, innovación y práctica diaria(Molero,
2016).
Si hay algo de cierto en esta revolución de las ciencias de la información es
la cáıda de parte de los conceptos tradicionales, el surgimiento y la renovación
casi exhaustiva de cada rincón de la teoŕıa y la práctica de estas disciplinas; di-
cha revolución adquirió una significación especial con la masificación del uso de
Internet durante la década de los años 90 (Shannon, 1993).
En muchos casos, el grado de interrelación de los productos de informática y
las ciencias de la información, utilizados por profesionales y la población en gene-
ral, que es dif́ıcil discernir si el producto es el resultado de una o de otra, porque
con frecuencia es el resultado de la fusión de los avances de una y otra discipli-
na. Aśı, la alfabetización por ejemplo, en computación, aunque no es igual a la
alfabetización en información en las condiciones actuales, debido a la necesidad
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de ambas para explotar correctamente los recursos de información; el dominio de
una de ellas por si sola careceŕıa de valor. Ambas ciencias conforman hoy un par
dialéctico y contradictorio, unido e indisoluble en la etapa actual de desarrollo,
aunque, en ocasiones no puede negarse y cuyas consecuencias negativas se han
señalado muchas veces, que la informática ha avanzado con su acelerado ritmo de
desarrollo y que es parte de su propia dinámica, sin considerar el conocimiento
acumulado por las ciencias de la información. La informática, por su propio rit-
mo de avance, arrastra tras de śı a muchas disciplinas y a la ciencia en general,
salvo algunas áreas tan explosivas como ella en el avance del conocimiento como
son los casos de la biotecnoloǵıa, la genómica, la industria farmacéutica, etcétera
(Feynman, 1996).
Los avances tecnológicos han logrado reducir de manera significante el tamaño
de las partes de la computadora, más en especifico del procesador; que está lle-
gando a su limite f́ısico de reducción de tamaño. La ley de Moore predice que el
número de transistores en un microprocesador será el doble cada 18 meses, del
año 2020 al año 2030 los circuitos se encontrarán a una escala atómica (Gratton y
Scott, 2017). Debido a esto, el siguiente paso será crear computadoras las cuales
puedan aprovechar la potencia de los átomos y moléculas para realizar las tareas
de memorias y procesamientos, estos dispositivos son las computadoras cuánticas,




A partir del desarrollo de la f́ısica cuántica surge el interés de poder utilizarla
en las tecnoloǵıas de la información y computación, por lo que se plantearon los
siguientes objetivos.
1.1.1. General
Evaluar el comportamiento temporal del entrelazamiento cuántico y de la fideli-
dad para sistemas de dos y tres qubits interactuando a través de un Hamiltoniano
de Heinsenber.
1.1.2. Espećıficos
Aplicar una compuerta que depende del tiempo a estados de dos y tres
qubits para obtener una función, la cual sea utilizable para el calculo de la
concurrencia y fidelidad.
Determinar la concurrencia y el 3-tangle como función del tiempo para
analizar su comportamiento.
Establecer y estudiar la fidelidad en función del tiempo, esto permitirá tener
una herramienta más para el desarrollo de la computadora cuántica.
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1.2 Planteamiento del problema
1.2. Planteamiento del problema
El desarrollo en la tecnoloǵıa de almacenamiento y procesamiento de datos o
información está llegando al ĺımite con base en el material y en el tamaño que
actualmente se maneja, los cient́ıficos en diversas áreas están buscando otros ca-
minos para poder seguir avanzando en las ciencias de la información y de la
computación. Surgen ideas como la bio-computadora y computadora cuántica,
en un sentido natural por el tamaño del chip que se está utilizando. El tamaño
del chip ya casi se reduce a la dimensión del átomo, es decir, ya está llegando
al mundo cuántico, por lo que urge encontrar sistemas cuánticos manipulables
para construir una computadora cuántica verdadera. Es por eso, que los investi-
gadores se dedican a estudiar diferentes sistemas cuánticos, para conocer mejor
sus propiedades relacionados a la información cuántica para poder ocuparse en
la construcción de la computadora cuántica.
Las compuertas cuánticas son unos de los sistemas cuánticos conocidos, una
computadora cuántica es f́ısica, y debe poder manipular part́ıculas en espacios
confinados. Con base en esto interesa estudiar las propiedades de entrelazamiento
y de la fidelidad de la compuerta cuántica que poseen estos sistemas para ofrecer
resultados interesantes a los experimentales para su soporte teórico lo que lleva
al planteamiento de las siguientes preguntas:
¿Cuál es la evolución en el tiempo del entrelazamiento cuántico y de la fide-
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1.3 Contribuciones
lidad de un sistema de dos qubits interactuando a través de un Hamiltoniano de
Heisenberg?
¿Cuál es la evolución en el tiempo del entrelazamiento cuántico de un sistema
de tres qubits interactuando a través de un Hamiltoniano de Heisenberg?
¿Qué diferencias existen en el entrelazamiento cuántico y la fidelidad de los
sistemas de dos y tres qubits que interactúan a través de un Hamiltoniano de
Heisenberg?
En esta investigación se determinó para un Hamiltoniano de Heisenberg el
entrelazamiento medido por la concurrencia y la fidelidad con dos qubits, además
del 3-tangle y la fidelidad con tres qubits. Se consideran esos dos casos dado que
son la base del comportamiento de la compuerta cuántica y no se han desarrollado
esos casos de estudio.
1.3. Contribuciones
La principal contribución de esta investigación es frente al problema del desarrollo
de la computación clásica, la intención es buscar una alternativa para dar solución
a las limitantes f́ısicas de la computación clásica. Se investigó una área alternativa:
la ciencia de la información cuántica y computación cuántica, aśı que se estudiaron
los comportamientos de compuertas cuánticas al implementar un hamiltoniano
13
1.4 Hipótesis
para tener las bases teóricas, y aśı los f́ısicos experimentales lo tomen en cuenta
para el desarrollo de la computadora cuántica.
1.4. Hipótesis
Si se conocen las expresiones matemáticas de operador de evolución en el tiempo
de Heisenberg entonces se podrán determinar el entrelazamiento y la fidelidad de






En este apartado se presenta inicialmente que es la computación cuántica, después
se aborda lo referente al hamiltoniano de Heisenberg, enseguida el concepto y la
importancia del entrelazamiento cuántico y finalmente, la fidelidad cuántica.
2.1. Computación cuántica
Conforme va evolucionado la tecnoloǵıa, la integración de sus componentes au-
menta y caben más transistores en un menor espacio; aśı se fabrican microchips
cada vez más pequeños, y mientras más pequeño más velocidad de proceso al-
canzan. El problema radica en función de que se está llegando al limite f́ısico, ya
no se va a poder seguir reduciendo de tamaño en forma infinita; ya que dejan de
funcionar de manera correcta. Al llegar a la escala de nanómetros, los electrones




Una part́ıcula, cuando se encuentra con un obstáculo, no lo puede atravesar y
por ende rebota. Pero al hablar de los electrones, los cuales son part́ıculas cuánti-
cas y se comportan como ondas, en ellos existe la posibilidad de que una parte
pueda atravesar las paredes si es que estas son demasiado finas, por lo que la señal
pasaŕıa por canales donde no debeŕıa circular, haciendo que el chip no funcione
de manera correcta.
En consecuencia, la computación digital tradicional, no tardará en llegar a
su ĺımite, la Ley de Moore se refiere en espećıfico a los transistores, que pren-
den y apagan las señales eléctricas en los dispositivos para que puedan procesar
la información y ejecutar tareas. Funcionan como la base del cerebro dentro de
teléfonos, tabletas y todo tipo de gadgets. Mientras más transistores haya en un
chip más rápido puede éste procesar la información (Gratton y Scott, 2017).
Para lograr que la Ley de Moore continúe, las fabricantes deben seguir en-
cogiendo el tamaño de los transistores para para lograr colocar mayor cantidad
de ellos dentro de un espacio más pequeño. El tamaño original de un transistor
era de aproximadamente media pulgada. Los procesadores más nuevos contienen
transistores que son más pequeños que un virus, un tamaño casi inimaginable
(Gratton y Scott, 2017).
A modo de contexto, un virus como la gripe tiene unas dimensiones de 75 nm
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2.1 Computación cuántica
(nanómetros). Los transistores que están integrados actualmente en la compu-
tadora o smartphone son más pequeños que ese virus. Por ese motivo los cient́ıfi-
cos coinciden que la Ley Moore llegará a su fin (Gratton y Scott, 2017).
Las capas de transistores tridimensionales consisten en conseguir que la im-
presión de microprocesadores con láser (hasta ahora plana), sea capaz de
superar esa barrera. Si estas obleas fuesen capaces de relacionarse entre śı
se conseguiŕıa una potencia de procesamiento nada desdeñable.
La computación neuromórfica responde a la interconexión de millones de
transistores entre śı, tal como sucede con las neuronas en el cerebro humano.
Esta posibilidad ya fue probada por IBM en 2011, cuando desarrollo un
procesador con 256 transistores con 1024 conexiones entre śı. Pero aunque
esperanzadora, esta tecnoloǵıa abriŕıa las puertas a la inteligencia artificial,
y eso es algo que al d́ıa de hoy sigue generando controversia.
La computación cuántica también es una posibilidad, basa su arquitectura
en los qubit, bits que pueden ser 0 ó 1 al mismo tiempo. Aún aśı es un
modelo que se encuentra todav́ıa en sus primeros estadios de desarrollo.
En general, se puede decir que la computación cuántica es una ciencia inter-
diciplinaria de la f́ısica cuántica y las ciencias de la computación que con las
18
2.1 Computación cuántica
propiedades de las part́ıculas cuánticas tales como fotones, electrones, etc. bus-
ca hacer cómputo. El Procesamiento Cuántico de la Información (PCI) obedece
las leyes fundamentales y métodos acordes para lograr el procesamiento de la
información utilizando las leyes de la mecánica cuántica. De manera formal el
estudio de la computación cuántica y el PCI comienza con las preguntas sobre
computabilidad hechas por Richard Feyman a finales de los años 60’s; en parti-
cular para simular sistemas cuánticos en tiempos razonables (tiempo polinomial).
La idea de computación cuántica surge en 1981 cuando Paul Benioff expuso
su teoŕıa para aprovechar las leyes cuánticas en el entorno de la computación.
En vez de trabajar a nivel de voltajes eléctricos, se trabaja a nivel de cuanto. En
1985 David Deutsch publicó un art́ıculo en el que demostró que era posible la
construcción de una máquina universal de Turing usando la teoŕıa de la mecánica
cuántica. En ese mismo documento, Deutsch demostró que la solución de ciertos
problemas utilizando una computadora cuántica (esto es, un sistema f́ısico capaz
de realizar cálculos de acuerdo a las leyes de la mecánica cuántica) era más rápida
que cualquier solución propuesta para su ejecución en una computadora clásica.
A partir de ese trabajo, el desarrollo teórico y experimental de la computación
cuántica y el PCI ha crecido exponencialmente (Benioff, 1982).
El bit es la unidad básica de información en el modelo clásico de computación.
Un bit puede tener dos valores distintos que se representan como 0 y 1 respecti-
vamente. Desde un punto de vista un poco más formal, un bit es un elemento del
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2.1 Computación cuántica
conjunto V = 0, 1. Una cadena de n bits se puede considerar como un elemento
del producto cartesiano: V n = V x...xV .
Una cadena de bits puede representar cualquier información. Para ello basta
establecer un mecanismo de codificación. Por otra parte, en el modelo clásico
de computación, un algoritmo es un mecanismo para manipular cadenas de bits,
y desde el punto de vista formal se puede considerar como un mecanismo para
evaluar funciones booleanas. Aśı, dada una cadena de n bits, α, el algoritmo la
modifica generando otra cadena de n bits, β la cuál es el resultado o la informa-
ción requerida.
En el modelo cuántico de computación la unidad de información básica es el
qubit o bit cuántico. El qubit puede estar en una superposición de estados base
que se denotan |0〉 y |1〉.
El término qubit fue inventado y utilizado por primera vez en forma impre-
sa por el Benjamin Schumacher (Schumacher, 1995). Aunque “qubit” respeta la
regla inglesa (alemana, italiana,...), q debe ser seguido por u, ignora el requisito
igualmente poderoso de que qu debe ser seguido por una vocal. Ha ganado acep-
tación porque se parece visualmente a una unidad de distancia inglesa obsoleta,
el homónimo cubit.
F́ısicamente se representa por un sistema cuántico de dos estados. El siste-
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2.1 Computación cuántica
ma cuántico de dos estados más conocidos o intuitivo es de un electrón. En un
sistema de este tipo se puede representar el spin -(1/2) por el estado |0〉 y el
spin +(1/2) por el estado |1〉. El qubit es un elemento del espacio de Hilbert de
funciones de onda más simple no trivial de dos dimensiones, generado por los kets













Estos dos vectores son ortonormales, lo cual significa que bajo el producto escalar
〈x|y〉 definido en el espacio, los vectores base se comportan de la siguiente forma:
En las dos últimas ecuaciones los vectores bra 〈0|, 〈1|, duales de los ket |0〉, |1〉,
se obtienen como los traspuestos hermı́ticos de los ket y se representan de la
siguiente manera:
〈0| = (1 0) 〈1| = (0 1) (2.2)
Un qubit, en general, se presenta como una superposición o combinación lineal
de los estados básicos |0〉 y |1〉 tal que:
|ψ〉 = α|0〉+ β|1〉 (2.3)
donde las amplitudes de probabilidad α y β son números complejos, esto es, con-
tienen información de fase. Como en cualquier medida en mecánica cuántica, los
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módulos cuadrados de estos coeficientes determinan respectivamente la probabili-
dad de obtener en una medida los resultados |0〉 y |1〉 . Puesto que la probabilidad
total tiene que ser la unidad, α y β se deben relacionar por la ecuación:
|α|2 + |β|2 = 1 (2.4)
Esta ecuación simplemente asegura que en la medición se obtiene un estado o el
otro. Debido a su naturaleza cuántica, cualquier medición del qubit altera inevi-
tablemente su estado, se rompe la superposición y colapsa en aquel estado de base
que ha resultado de la medida, y {α, β} se transforma irreversiblemente en {0, 1}.
Alternativamente, el qubit también puede describirse por medio de una matriz
densidad. Para un qubit en el estado |ψ〉 el operador proyección correspondiente
es:
ρψ = |ψ〉〈ψ| (2.5)
El espacio de los estados del qubit se puede representar mediante espacio vec-
torial complejo bidimensional de módulo 1. Se pueden representar puntos en la
superficie de una esfera; esta superficie se llama esfera de Bloch (figura 2.1). Cada
estado del qubit corresponde a un punto de la superficie de una esfera unitaria.
Esto esencialmente significa que un qubit tiene dos grados de libertad locales. Es-
tos grados de libertad podŕıan ser la longitud y latitud, o como es más habitual,
dos ángulos Θ y φ en coordenadas esféricas.
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Figura 2.1: Esfera de Bloch
Naturaleza Probabiĺıstica de la Medida de Qubits: Siempre es posible medir el
valor de un bit, pero por lo general no es posible medir el estado de un qubit. Se









Para ello se empleará el dispositivo esquematizado en la figura 2.2. El proceso
de medida consiste en hacer pasar al electrón a través de la rendija del panel 1.
Cuando pasa por la rendija el electrón atraviesa un campo magnético que desv́ıa
su trayectoria según el valor de su spin, hasta que finalmente el electrón atraviesa
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una de las dos rendijas del panel.
Figura 2.2: El qubit |ψ〉 no tiene spin definido.
Como el qubit no tiene spin definido, tiene cierta probabilidad de salir por la
rendija superior o por la inferior. Las caracteŕısticas que presentan los qubit
proporcionan herramientas que se pueden utilizar en distintas áreas de la compu-
tación.
Una de las áreas en la que ha inferencia el estudio de los qubits es la comu-
nicación cuántica, la cual estudia su comportamiento en compuertas cuánticas al
aplicarles enerǵıa.
2.1.1. Comunicación cuántica
Las compuertas cuánticas son una parte importante para la computación y la
comunicación cuántica. Por esta razón actualmente se han logrado avances expe-
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rimentales significativos en cuanto a la implementación de éstas. En el siguiente
apartado se muestra como ha sido posible experimentalmente la realización de
una compuerta importante: la Hadamard.
Compuerta Hadamard: para pasar de la teoŕıa a la aplicación se implementó
la tecnoloǵıa de circuito onda de luz plana, en inglés Planar Lightwave Circuit
(PLC). Esta tecnoloǵıa logra combinar caracteŕısticas importantes de la fibra
óptica y circuitos integrados, que asemeja canales de luz guiados en una platafor-
ma de silicio, que son fabricados mediante la deposición secuencial de capas de
vidrio en obleas de silicio y cuenta con núcleo de ı́ndice de refracción elevado (me-
jor emisión del fotón) utilizando el patrón de fotolitograf́ıa y técnica de grabado
en seco (dry-etching). El silicio se utiliza por que proporciona un soporte sólido a
las gúıas de onda. De este modo PLC es un componente de interfaz para las redes
de fibra óptica, haciendo que esta tecnoloǵıa sea un soporte complejo y versátil
que al ser implementada en las compuertas cuánticas optimizará su aplicación
para la comunicación.
El modelo propuesto para la compuerta Hadamard puede realizarse bajo dos
modos de gúıa de onda, en el cual el qubit puede tener el estado lógico |0〉 el es-
tado lógico |1〉. Recordando siempre que un espacio de estado de qubits es aquel
en el cual están contenidas todas las superposiciones de los modos básicos |0〉 y
|1〉. Es importante aclarar que la compuerta Hadamard cuenta con una entrada y
una salida. Por lo tanto para la realización de esta compuerta se requiere utilizar
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un splitter, que es un elemento utilizado en algunos sistemas de comunicación de
fibra óptica, el cual puede combinar señales de diferentes fuentes o separarlas en
dos o más canales (Douglas, 1972).
2.2. El Hamiltoniano de Heisenberg
El modelo teórico necesario para la obtención de la relación entre las enerǵıas de
los estados moleculares y la constante de acoplamiento magnético, lo proporciona
Heisenberg (1928), que estableció que la interacción entre centros paramagnéticos
se puede asimilar a la interacción entre los espines de los electrones localizados en
dichos centros, que condiciona el orden de estabilidad de los estados electrónicos
más bajos de este tipo de moléculas.
Este Hamiltoniano, en el que Dirac (1947) introdujo la notación vectorial para





donde Ŝi y Ŝj son los operadores de momento de esṕın electrónico y Jij es la
constante de acoplamiento entre los electrones i y j. Inicialmente, con el Hamil-
toniano de Heisenberg sólo se describ́ıan interacciones entre electrones con Ŝi =
1/2. Posteriormente, Nesbet (1958) generalizó el mismo operador para tratar las
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interacciones de esṕın total entre átomos o iones vecinos, dado que el estado de
máxima multiplicidad en cada centro es el más estable, y Jij se interpreta como el
parámetro de interacción entre los espines totales de los centros. Por otra parte,
se considera que sólo interaccionan los espines de los átomos o iones vecinos, el



















donde: σx, σy, σz denotan los operadores de esṕın y la suma es sobre todos los
sitios de la cadena, la cual tiene una longitud L. A es conocida como la inte-
gral de intercambio. ∆ es el parámetro de anisotroṕıa, ambos son parámetros de
interacción propios del modelo.




























w1 es la frecuencia de Larmor, que es γβ0(x)
γ se denomina relación giromagnética (a veces relación magnetoǵırica) cuyos va-
lores pueden ser de 1 a 10
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β es la intensidad del campo magnético, y sus valores van de 0.1T a 1.0T.
w2 = γw1
w3 = γw2
Ω = es la frecuencia de Rabi
J = 0.1 acoplamiento entre qubits primeros vecinos
J ′ = J/8 acoplamiento entre qubits segundos vecinos
θ1 = w1t+ φ1
θ2 = w2t+ φ2
θ3 = w3t+ φ3
φ son fases arbitrarias
2.3. Entrelazameinto cuántico
Entrelazamiento: varios qubits se pueden llevar a estados entrelazados, en los
que, como si estuvieran acoplados por un resorte invisible, se unen en un todo
no separable. A través de una “acción espeluznante a distancia”, término que
Albert Einstein inventó con irońıa para expresar su incredulidad con respecto a
este fenómeno cuántico, están en algún tipo de contacto directo entre śı, incluso
cuando están espacialmente bien separados entre śı. Es como si cada bit cuántico




La concepción del entrelazamiento ha evolucionado desde la relativamente
simple inicial de Schrödinger a una bastante sutil. Recientemente, la interfero-
metŕıa se ha convertido en una forma emṕırica de estudiar el entrelazamiento,
que durante mucho tiempo ha servido como una herramienta fundamental de la
f́ısica experimental. De hecho, es a través de la interferencia que el entrelazamien-
to se manifiesta más claramente (Barenco et al., 1995).
Debido a la superposición coherente de estados cuánticos correspondientes a
valores distintos de una magnitud f́ısica es como surge la interferencia cuántica.
Dichas superposiciones se producen cuando en principio no se puede distinguir,
mediante una medición precisa en condiciones fijas, de secuencias alternativas
de estados cuánticos que se originan con una preparación inicial común y llegan
a un estado propio posterior espećıfico. Es decir, se puede observar interferen-
cia siempre que existan varias posibilidades indistinguibles para que el sistema
f́ısico en cuestión alcance un estado final detectable (Nielsen y Chuang, 2010).
La distinción de tales alternativas juega un papel central en la cuantificación de
la información codificada en señales cuánticas. La comunicación de información
mediante sistemas cuánticos se caracteriza de forma muy natural dentro de la
mecánica cuántica, ya que el uso mismo de los estados cuánticos implica conside-
rar dos elementos básicos de señalización, a saber, la preparación del estado y la
medición del estado.
Paul Dirac vio la interferencia cuántica como la interferencia de un sistema
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f́ısico consigo mismo, en oposición a otros sistemas como ocurre en la f́ısica clási-
ca (Zeng y Zhou, 2019). La interferencia cuántica es similar, pero importante,
diferente del efecto de interferencia más familiar en la f́ısica clásica en la que se
observan patrones con regularidades discernibles, por ejemplo, en la superficie de
un cuerpo de agua cuando se encuentran las estelas de los barcos que pasan. Una
diferencia crucial es que en la f́ısica clásica lo que se agrega pueden ser cantidades
no estad́ısticas, mientras que en la f́ısica cuántica lo que se agrega fundamental-
mente son amplitudes de estado de valor complejo, cuyos cuadrados proporcionan
solo probabilidades de eventos f́ısicos.
Estados cuánticos y entrelazamiento en la formalización estándar del espacio
de Hilbert de la mecánica cuántica, los estados puros se describen mediante vec-
tores de estado, | ψ〉, formando un espacio de estado lineal atribuido al sistema en
cuestión. Este es el contenido matemático del principio de superposición: en au-
sencia de restricciones adicionales, que se conocen como reglas de superselección,
hace que todas las sumas de estados en este espacio sean f́ısicamente válidas. En
particular, a cada sistema cuántico se le atribuye un espacio vectorial complejo
completo separable, el espacio H de Hilbert, que constituye su espacio de estado,
análogo al de la mecánica clásica, a través del conjunto de operadores lineales
hermitianos de clase traza ρ que actúan en él, los operadores estad́ısticos, que
incluyen tanto estados puros como mezclas de los mismos, junto con un producto
interno apropiado (Von Neumann, 1927).
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La desigualdad de Bell implica que un estado cuántico bipartito puro pue-
de tener correlaciones más allá de su contraparte clásica. Este tipo especial de
correlación se llama entrelazamiento. El entrelazamiento se origina a partir del
principio de superposición de los estados cuánticos y es el recurso clave para el
procesamiento de información cuántica.
Para un estado bipartito puro | ψAB〉, es un estado de producto si se puede
escribir como | ψA〉⊗ | ψB〉 para algunos | ψA〉 ∈ HA y | ψB〉 ∈ HB; de lo contra-
rio, está entrelazado.
Tradicionalmente, el entrelazamiento para un estado bipartito puro | ψAB〉 se
mide por la entroṕıa de vonNeumann de su subsistema. El entrelazamiento para
un estado bipartito puro | ψAB〉 viene dado por la entroṕıa de Von Neumann del
estado del subsistema ρA o ρB: S(| ψAB〉) = −TrρAlogρA = −TrρBlogρB.
En términos de los coeficientes de Schmidt ({λi}) del estado | ψAB〉, se tie-
ne E(| ψAB〉) = H({λi}). Por lo tanto, para cualquier estado puro bipartito
AB =| ψAB〉〈ψAB |, su información mutua I(A : B) = 2H({λi}) es el doble de su
entrelazamiento. Dado que la información mutua mide la correlación total, esto
en cierto sentido significa que para ρAB, la mitad de la correlación es cuántica y
la otra mitad es clásica (Zeng y Zhou, 2019).
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2.3.1. Entrelazamiento en algoritmos cuánticos
El cálculo cuántico rápido es una de las propiedades más deseadas de la teoŕıa
de la información cuántica. Hay pocos algoritmos cuánticos que superen a sus
contrapartes clásicas. Estos son los famosos algoritmo de Deutsch Jozsa, Grover
y Shor, y sus variaciones. Dado que el entrelazamiento es una piedra angular de
la teoŕıa de la información cuántica, es natural esperar que sea el ingrediente
principal de los algoritmos cuánticos que son mejores que los clásicos. Esto fue
discutido por primera vez por Jozsa (1997).
Si la computadora cuántica está en estado puro, entonces la computación
cuántica necesita cierto nivel de entrelazamiento si no se simula de manera clási-
ca. Jozsa y Linden (2002) demostraron que si el estado de una computadora
cuántica en todo momento es producto de estados que involucran solo una can-
tidad constante (independiente del número de qubits de entrada n), entonces se
puede simular de manera eficiente. Luego, Vidal (2000) demostró que si en todo
momento, bajo cualquier corte bipartito, el estado de la computadora cuántica
tiene un polinomio de rango de Schmidt en n, entonces el cálculo puede simularse
eficientemente de manera clásica. En otras palabras, para dar una aceleración ex-
ponencial, el algoritmo cuántico necesita alcanzar el rango de Schmidt de orden
exponencial en n, durante el cálculo.
Este resultado general fue estudiado por Orús y Latorre (2004) para diferentes
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algoritmos en términos de entroṕıa del entrelazamiento (entroṕıa Von Neumann
del subsistema).
Se demostró entre otros que el cálculo del algoritmo de Shor genera estados
altamente entrelazados (con una cantidad lineal de entroṕıa de enredo que corres-
ponde al rango exponencial de Schmidt). Aunque no se sabe si el algoritmo de
Shor proporciona una aceleración exponencial sobre la factorización clásica, este
análisis sugiere que el algoritmo de Shor no puede simularse de manera clásica.
2.3.2. Entrelazamientos GHZ
Los estados familiares de Greenberger-Horne-Zeilinger (GHZ) se pueden reescribir
entrelazando los estados de Bell de dos qubits con un estado de un tercer qubit,
que se denomina entrelazamiento entrelazado. Se demostró que de esta manera
se obtienen los 8 estados GHZ independientes que forman el simplex del entre-
lazamiento, el simplex mágico. El procedimiento de construcción permite una
generalización a mayores dimensiones tanto en los grados de libertad (conside-
rando qudits) como en el número de part́ıculas (considerando estados n-partitos).
Tales bases de estados de tipo GHZ exhiben una cierta geometŕıa que es relevante
para aplicaciones experimentales y teóricas de la información cuántica.
La paradoja de GHZ para demostrar aún más las diferencias esenciales en-
tre la correlación clásica y la correlación cuántica, Greenberg, Horne y Zeilinger
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encuentran que existen correlaciones notables en el siguiente estado:
| GHZ〉 = 1√
2
(| 000〉+ | 111〉). (2.11)
Por tanto, el estado anterior se denomina estado GHZ.
2.3.3. Concurrencia
En la dimensión d, la expresión expĺıcita de entrelazamiento de formación sólo se
encuentra para varios tipos especiales de estado mixto, por ejemplo, los estados
isotrópicos (Terhal y Vollbrecht, 2000) y los estados de Werner (Vollbrecht y
Werner, 2001). Sin embargo, las fórmulas expĺıcitas se han encontrado para el
sistema cuántico de 2 niveles (Wootters, 1998). Aqúı se presentan brevemente los
resultados de Wootters et al. El entrelazamiento de la formación de un estado
arbitrario ρ está relacionado con una cantidad llamada concurrencia C(ρ) por
una función








donde h(x) = −xlogx − (1 − x)log(1 − x) es la función de entroṕıa binaria.
El entrelazamiento de la formación aumenta monótonamente con respecto a la
concurrencia creciente. La concurrencia se define por la formula
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4} (2.13)
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donde las λi son la ráız cuadrada de los valores propios de ρρ̃ en orden descendente.
Y ρ̃ = (σy ⊗ σy)ρ∗(σy ⊗ σy), donde σy es la matriz de Pauli. Para el estado puro
| Ψ〉 = α00 | 00〉+α01 | 01〉+α10 | 10〉+α11 | 11〉 , la concurrencia toma la forma
C(Φ) =| 〈Φ | σy ⊗ σy | Φ∗〉 |= 2 | α00α11 − α01α10 | . (2.14)
2.3.4. Tres tangle
Una caracteŕıstica sobresaliente del entrelazamiento multipartito es que existen
clases localmente desiguales de estados genuinamente entrelazados (Dür et al.,





(| 00...0〉+ | 11...1〉) (2.15)




(| 0...001〉+ | 0...010〉+ ...+ | 1...000〉) (2.16)
donde se entiende que todos los estados base contienen N entradas. De manera
similar, el estado del clúster de N-qubit es localmente diferente a cualquier esta-
do GHZ de N-qubit (o estado W)(Hein et al., 2006). Al aplicar las medidas de
entrelazamiento de las secciones anteriores, no seŕıa dif́ıcil distinguir clases tan
desiguales. Sin embargo, hay una forma elegante de solucionar este problema.
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Hein et al. (2006) notaron que una función polinomial de los coeficientes en un
estado cuántico puede ayudar a distinguir la GHZ del estado W para tres qubits.
Lo denominaron entrelazamiento residual del estado de tres qubit ψ ∈ C⊗C⊗C.
El tres tangle se puede calcular por medio de la expresión entrelazamiento
residual


















d2 = ψ000ψ001ψ110ψ111 + ψ000ψ010ψ101ψ111 +
+ψ000ψ011ψ100ψ111 + ψ001ψ010ψ101ψ110 +
+ψ001ψ011ψ100ψ110 + ψ010ψ011ψ100ψ101
d3 = ψ000ψ110ψ101ψ011 + ψ100ψ010ψ001ψ111







La fidelidad está limitada por las imperfecciones de las puertas elementales y por
las pérdidas de la cavidad. Un mejor control de los campos extraviados en la
configuración, que parecen ser una causa importante de imperfecciones, podŕıa
mejorar notablemente esta fidelidad. Las pérdidas de cavidad podŕıan reducirse
con una nueva tecnoloǵıa de espejo. Pruebas alentadoras indican que los tiempos
de amortiguación de la cavidad más largos son realistas al alcance. Además, el
proceso de colisión asistido por cavidad hace posible, en principio, realizar puer-
tas cuánticas de alta fidelidad con un factor de calidad moderado (Chen et al.,
2018).
En la teoŕıa de la probabilidad, la fidelidad es una herramienta que busca la
comparación entre distribuciones de probabilidad. Un ejemplo de ello está dada
en la distribución dadas dos distrubuciones {px} y {qx} sobre un conjunto con
ı́ndice x, la fidelidad de p y q se define como (Nielsen y Chuang, 2010)





En la f́ısica cuántica, la fidelidad nace por la necesidad de cuantificar la cercańıa
entre dos estados cuánticos al observar cuanta información se conserva en un pro-
ceso cuántico (Nielsen y Chuang, 2010).
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Uhlmann (1976) definió originalmente esta medida para dos estados con ma-












expresión que cumple con las siguientes propiedades:
1. La fidelidad se preserva cuando actúan evoluciones unitarias sobre los esta-
dos F (ρ̂1, ρ̂2) = F (Û ρ̂1Û
†, Û ρ̂2Û
†) para cualquier operador unitario Û .
2. Es simétrica F (ρ̂1, ρ̂2) = F (ρ̂2, ρ̂1).
3. F (ρ̂1, ρ̂2) está en el rango [0,1].
4. F (ρ̂1, ρ̂2) = 1 si ρ̂1 = ρ̂2.
5. F (ρ̂1, ρ̂2) = 0, si ρ̂1, ρ̂2 son ortogonales.
Para calcular la fidelidad entre un estado puro | ψ〉 y un estado arbitrario, ρ se
tiene
F (| ψ〉, ρ) = tr
√
〈ψ | ρ | ψ〉 | ψ〉〈ψ | (2.21)
=
√
〈ψ | ρ | ψ〉 (2.22)
para dos estados puros
F (ρ, σ) ≡ max | 〈ψ | ϕ〉 | (2.23)
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Fidelidad de entrelazamiento: F (ρ, E). Medida de conservación del entrelazamien-
to durante un proceso de mecánica cuántica, comenzando con el estado ρ de un
sistema Q, que se supone que está entrelazado con otro sistema cuántico R, y




Se tiene un objetivo principal, y para cumplirlo, se utilizaron diferentes tipos de
investigación: documental, descriptiva, anaĺıtica y aplicada.
Documental
En una primera etapa se empleó la investigación documental y explicativa,
en un inicio el trabajo se enfocó en una exhaustiva recopilación bibliográfica,
misma que comprendió tanto la recolección como la asimilación de conceptos
teóricos con los que es posible distinguir y analizar los elementos esencia-
les, principalmente art́ıculos publicados en revistas de alto impacto, lo cuál
permitió tener la información actual sobre el tema aśı como los avances que
se han generando.
Descriptiva
En la segunda etapa se seleccionaron los elementos de estudio adecuados,
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en función de las caracteŕısticas encontradas en la investigación documental.
Anaĺıtica
Se hicieron los cálculos pertinentes se utilizarán propiedades de matrices y
de números complejos para los cálculos de la concurrencia y de la fidelidad.
Aplicada
Y por último, fue aplicada basada en ensayos programados con métodos
numéricos desarrollándolos en el software Maple, para poder hacer el análisis




4.1. Entrelazamiento y fidelidad para un siste-
ma de dos qubits
Inicialmente se trabajo con sistemas cuánticos de dos qubits para calcular el
entrelazamiento y la fidelidad utilizando el Hamiltoniano de Heisenberg.
4.1.1. Hamiltoniano de Heisenberg y compuerta SWAP
Utilizando el Hamiltoniano de Heisenberg para ver el comportamiento de una
compuerta SWAP y utilizando la notación decimal.
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El comportamiento de una compuerta SWAP para dos qubits consiste en cambiar
la posición de cada uno de ellos de la siguiente manera:
SWAP |00〉 = |00〉
SWAP |01〉 = |10〉
SWAP |10〉 = |01〉
SWAP |11〉 = |11〉
sus estados iniciales y su evolución con el tiempo se expresa de la siguiente manera:
d0(t = 0) = 0 d0(t = T ) = 0
d1(t = 0) = 1 d1(t = T ) = 0
d2(t = 0) = 0 d2(t = T ) = 1
d3(t = 0) = 0 d3(t = T ) = 0
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|(d0(t)|0〉+ d1(t)|1〉+ d2(t)|2〉+ d3(t)|3)〉
44
4.1 Entrelazamiento y fidelidad para un sistema de dos qubits
donde σx,σy y σz son las matrices de Pauli las cuales al ser afectados por los







al sustituir y realizar la operaciones genera la expresión 4.2
〈0|H|ψ(t)〉 = d0A|11〉 − d0A|11〉+ d0∆|00〉+
d1A|10〉+ d1A|10〉 − d1∆|01〉+
d2A|01〉+ d2A|01〉 − d2∆|10〉+
d3A|00〉 − d3A|00〉+ d3∆|11〉 (4.2)
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d1(t) = −2id2A+ id1∆
d
dt






|ψ(t)〉 = −i[(d0 + d3)∆ + (d1 + d2)(2A−∆)] (4.3)
En la figura 4.1 se muestra la probabilidad total del estado general de la com-
puerta SWAP
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Figura 4.1: Estado general compuerta SWAP
En la figura 4.2 se muestra el comportamiento del estado d0 en el cual su estado
inicial es 0 y al evolucionar en el tiempo se mantiene en ese estado.
Figura 4.2: Estado 0 compuerta SWAP
En la figura 4.3 se muestra el comportamiento de los estados d1 y d2 donde el
47
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primero pasa de su estado inicial 1 al estado 0 en su evolución en el tiempo, y el
segundo pasa de su estado inicial 0 al estado 1 en su evolución en el tiempo.
Figura 4.3: Estado 1 y 2 compuerta SWAP
En la figura 4.4 se muestra la el comportamiento del estado d3 en el cuál su estado
inicial es 0 y al evolucionar en el tiempo se mantiene en ese estado.
Figura 4.4: Estado 3 compuerta SWAP
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4.1.2. Concurrencia para un sistemas de dos qubits
Se utilizó el hamiltoniano de Heisenber ecuación 4.4 y la imagen de Heisenberg
ecuación 4.5 para calcular la concurrencia como medida de entrelazamiento de un














| ψ(t)〉 = e−iHt | ψ(t = 0)〉 (4.5)
Al sustituir el hamiltoniano en la imagen de Heisenberg se obtiene la siguiente
ecuación 4.6













z t | ψ(t = 0)〉 (4.6)
La matriz de estado para la imagen de Heisenberg es:
H =

〈0 | Ĥ | 0〉 〈0 | Ĥ | 1〉 〈0 | Ĥ | 2〉 〈0 | Ĥ | 3〉
〈1 | Ĥ | 0〉 〈1 | Ĥ | 1〉 〈1 | Ĥ | 2〉 〈1 | Ĥ | 3〉
〈2 | Ĥ | 0〉 〈2 | Ĥ | 1〉 〈2 | Ĥ | 2〉 〈2 | Ĥ | 3〉
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= A(〈00 | 01〉+ 〈00 | i(−i) | 10〉) = A(0) = 0
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= A(〈10 | 11〉+ 〈10 | i(i) | 11〉) = A(0) = 0
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= A(〈11 | 00〉+ 〈11 | (−i)(−i) | 00〉) = A(0) = 0
por lo que la matriz queda
H1 =

0 0 0 0
0 0 2A 0
0 2A 0 0
0 0 0 0

considerando la matriz H1 como
H1 = 2A

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

asignando a π el valor de la matriz se crea la expresión H1 = 2Aπ.
Al operar las potencias de H1 y simplificando se obtiene
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H21 = (2Aπ)(2Aπ) = 4A
2

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0


0 0 0 0
0 0 1 0
0 1 0 0




0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

asignando a η el valor de la matriz resultante se tiene que H2 = 4A2η.
Para H31 se considera H




0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


0 0 0 0
0 0 1 0
0 1 0 0




0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

entonces se tiene que H31 = 8A
3π.
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= −iπ sin (2At)
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= η cos (2At)
por lo tanto se obtiene que
| ψ(t)〉 = (cos (2At)η − i sin (2At)π) | ψ(t = 0)〉. (4.11)
Para cuando ∆ 6= 0 se tiene

























z )t | ψ(t = 0)〉 (4.12)
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= ∆(〈11 | 11〉) = ∆(1) = ∆
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por lo que la matriz queda
H2 =

∆ 0 0 0
0 −∆ 0 0
0 0 −∆ 0
0 0 0 ∆

considerando la matriz H2 como
H2 = ∆

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

asignando a τ el valor de la matriz se crea la expresión H2 = ∆τ
Al operar las potencias de H2
H22 = (∆τ)(∆τ) = ∆
2

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1


1 0 0 0
0 −1 0 0
0 0 −1 0




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

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asignando a 1 el valor de la matriz resultante se tiene que H22 = ∆
21.








1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


1 0 0 0
0 −1 0 0
0 0 −1 0




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

entonces se tiene que H32 = ∆
3τ .
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= 1 cos (∆t)
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por lo tanto se obtiene que
| ψ(t)〉 = (cos (∆t)1− i sin (∆t)τ) | ψ(t = 0)〉. (4.14)
Al relacionar las expresión 4.11 y la 4.14
| ψ(t)〉 = e−iHt | ψ(t = 0)〉
= e−i(H1+H2)t | ψ(t = 0)〉
= e−iH1te−iH2t | ψ(t = 0)〉
= (cos (2At)η − i sin (2At)π)(cos (∆t)1− i sin (∆t)τ) | ψ(t = 0)〉
= (cos (2At) cos (∆t)η1− i sin (2At) cos (∆t)π1
− cos (2At)i sin (∆t)ητ + i sin (2At)i sin (∆t)πτ) | ψ(t = 0)〉 (4.15)
η1 =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


1 0 0 0
0 1 0 0
0 0 1 0




0 0 0 0
0 1 0 0
0 0 1 0





0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0


1 0 0 0
0 1 0 0
0 0 1 0




0 0 0 0
0 0 1 0
0 1 0 0
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ητ =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


1 0 0 0
0 −1 0 0
0 0 −1 0




0 0 0 0
0 −1 0 0
0 0 −1 0





0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0


1 0 0 0
0 −1 0 0
0 0 −1 0




0 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 0

= −π
| ψ(t)〉 = [(cos (2At)(cos (∆t) + i sin (∆t))η + (sin (2At)(i cos (∆t)
− sin (∆t)))π] | ψ(t = 0)〉 (4.16)
Utilizando los estados de Bell (4.17) (estados de máximo entrelazamiento) para
calcular su concurrencia y fidelidad se tiene:
| ψ+(t = 0)〉 = 1√
2
(| 1〉+ | 2〉)
| ψ−(t = 0)〉 = 1√
2
(| 1〉− | 2〉)
| φ+(t = 0)〉 = 1√
2
(| 0〉+ | 3〉)
| φ−(t = 0)〉 = 1√
2
(| 0〉− | 3〉) (4.17)
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4.1.2.1. Concurrencia y fidelidad estados de Bell
Inicialmente se calculó la concurrencia y la fidelidad cuántica de los estados de
Bell.
Primer estado de Bell
| ψ+(t)〉 = e−iHt | ψ+(t = 0)〉
| ψ+(t)〉 = [cos (2At)(cos (∆t) + i sin (∆t))η
+ sin (2At)(i cos (∆t)− sin (∆t))π)]
[ 1√
2
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| ψ+(t)〉 = 1√
2
[(cos (2At)(cos (∆t) + i sin (∆t))
+ sin (2At)(i cos (∆t)− sin (∆t))) | 1〉
+(cos (2At)(cos (∆t) + i sin (∆t))
+ sin (2At)(i cos (∆t)
− sin (∆t))) | 2〉] (4.19)
Concurrencia del pirmer estado de Bell





[cos (2At)(cos (∆t) + i sin (∆t))




[cos (2At)(cos (∆t) + i sin (∆t))
+ sin (2At)(i cos (∆t)− sin (∆t))]
d3(t) = 0
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+i sin (∆t)) + sin (2At)(i cos (∆t)




(2 cos2 (2At)− 1)(2 cos2 (∆t)− 1)





((cos (∆t) sin (∆t))(2 cos2 (2At)− 1)
+ cos (2At) sin (2At)(2 cos2 (∆t)− 1)]| (4.22)
= |[(2 cos2 ∆t− 1)(2 cos2 2At− 1)
(−4 cos (2At) sin (2At) cos (∆t) sin (∆t))]
+ [2i((cos (∆t) sin (∆t))(2 cos2 (2At)− 1)
+ cos (2At) sin (2At)(2 cos2 (∆t)− 1)]| (4.23)
En la figura 4.5 se muestra que utilizando el primer estado de Bell se tiene una
concurrencia máxima con los valores de ∆ = 0.8 y A = 0.1..0.5.
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Figura 4.5: Concurrencia primer estado de Bell
Fidelidad del primer estado de Bell
F1 =| 〈ψ(t) | (t = 0)〉 | (4.24)







[d0(t)〈00 | 01〉+ d0(t)〈00 | 10〉+ d1(t)〈01 | 01〉
+ d1(t)〈01 | 10〉+ d2(t)〈10 | 01〉+ d2(t)〈10 | 10〉




[d1(t) + d2(t)] (4.25)
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F1 = | 〈cos (2At)(cos (∆t) + i sin (∆t))η
+ sin (2At)(i cos (∆t)− sin (∆t))π)
[ 1√
2
(| 1〉+ | 2〉)] (4.26)
En la figura 4.6 se muestra que utilizando el primer estado de Bell se tiene una
fidelidad máxima con los valores de ∆ = 0.8 y A = 0.1..0.5.
Figura 4.6: Fidelidad primer estado de Bell
Segundo estado de Bell
| ψ−(t)〉 = e−iĤt | ψ−(t = 0)〉
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| ψ−(t)〉 = [cos (2At)(cos (∆t) + i sin (∆t))η




(| 1〉− | 2〉)] (4.27)
| ψ−(t)〉 = 1√
2
[(cos (2At)(cos (∆t) + i sin (∆t))
− sin (2At)(i cos (∆t)− sin (∆t))) | 1〉
+(− cos (2At)(cos (∆t) + i sin (∆t))
+ sin (2At)(i cos (∆t)




η(−|2〉) = − | 2〉
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Concurrencia del segundo estado de Bell





[cos (2At)(cos (∆t) + i sin (∆t))




[− cos (2At)(cos (∆t) + i sin (∆t))











(− cos (2At)(cos (∆t)
+i sin (∆t)) + sin (2At)(i cos (∆t)
− sin (∆t)))]| (4.30)
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=
∣∣[(2 cos2 ∆t− 1)(1− 2 cos2 2At)
−4 cos (2At) sin (2At) cos (∆t) sin (∆t))]
+
[
2i((cos (2At) sin (2At)(2 cos2 (∆t)− 1)
− cos (∆t) sin (∆t))(2 cos2 (2At)− 1)
]∣∣ (4.31)
En la figura 4.7 se muestra que utilizando el segundo estado de Bell se tiene una
concurrencia máxima con los valores de ∆ = 0.8 y A = 0.1..0.5.
Figura 4.7: Concurrencia segundo estado de Bell
Fidelidad del segundo estado de Bell
F2 =| 〈ψ(t) | (t = 0)〉 | (4.32)
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[d0(t)〈00 | 01〉 − d0(t)〈00 | 10〉+ d1(t)〈01 | 01〉
− d1(t)〈01 | 10〉+ d2(t)〈10 | 01〉 − d2(t)〈10 | 10〉





F2 = | 〈cos (2At)(cos (∆t) + i sin (∆t))η
+ sin (2At)(i cos (∆t)− sin (∆t))π)
[ 1√
2
(| 1〉− | 2〉)] (4.34)
F2 = 0 La fidelidad para el segundo estado de Bell se vuelve nula al sustituir en
la ecuación 4.33.
Tercer estado de Bell
| φ+(t)〉 = e−iĤt | φ+(t = 0)〉
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| φ+(t)〉 = [cos (2At)(cos (∆t) + i sin (∆t))η




(| 0〉+ | 3〉)]
| φ+(t)〉 = 0 (4.35)
Concurrencia del tercer estado de Bell
El tercer estado de Bell al sustituir en la formula de la concurrencia se obtiene
un valor igual a cero.
Fidelidad del tercer estado de Bell
F3 =| 〈ψ(t) | (t = 0)〉 | (4.36)







[d0(t)〈00 | 00〉+ d0(t)〈00 | 11〉+ d1(t)〈01 | 00〉
+ d1(t)〈01 | 11〉+ d2(t)〈10 | 00〉+ d2(t)〈10 | 11〉




[d0(t) + d3(t)] (4.37)
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F3 = | 〈cos (2At)(cos (∆t) + i sin (∆t))η
+ sin (2At)(i cos (∆t)− sin (∆t))π)
[ 1√
2
(| 0〉+ | 3〉)] (4.38)
F3 = 0
La fidelidad para el tercer estado de Bell se vuelve nula al sustituir en la ecuación
4.37.
Cuarto estado de Bell
| φ−(t)〉 = e−iĤt | φ−(t = 0)〉
Concurrencia del cuarto estado de Bell
| φ−(t)〉 = [cos (2At)(cos (∆t) + i sin (∆t))η




(| 0〉− | 3〉)]
| φ−(t)〉 = 0 (4.39)
El cuarto estado de Bell al sustituir en la formula de la concurrencia se obtiene
un valor igual a cero.
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Fidelidad del cuarto estado de Bell
F4 =| 〈ψ(t) | (t = 0)〉 | (4.40)







[d0(t)〈00 | 00〉 − d0(t)〈00 | 11〉+ d1(t)〈01 | 00〉
− d1(t)〈01 | 11〉+ d2(t)〈10 | 00〉 − d2(t)〈10 | 11〉





F4 = | 〈cos (2At)(cos (∆t) + i sin (∆t))η
+ sin (2At)(i cos (∆t)− sin (∆t))π)
[ 1√
2
(| 0〉− | 3〉)] (4.42)
F4 = 0
La fidelidad para el cuarto estado de Bell se vuelve nula al sustituir en la ecuación
4.41.
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4.1.2.2. Estados aleatorio
Se utilizaron dos estados aleatorios para analizar el comportamiento de la concu-
rrencia y la fidelidad cuántica en ellos.
Primer estado aleatorio
| ψ(t)〉 = e−iĤt | ψ5(t = 0)〉
| ψ5(t = 0)〉 =
1√
2
(| 0〉+ | 1〉) 1√
2
(| 0〉− | 1〉) (4.43)
| ψ5(t = 0)〉 =
1√
2
(| 0〉+ | 1〉) 1√
2




(| 00〉− | 01〉+ | 10〉− | 11〉)







C0(t = 0) =
1
2
C1(t = 0) = −
1
2
C2(t = 0) =
1
2
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| ψ(t)〉 = [cos (2At)(cos (∆t) + i sin (∆t))η












Concurrencia primer estado aleatorio





[− cos (2At)(cos (∆t) + i sin (∆t))




[cos (2At)(cos (∆t) + i sin (∆t))
− sin (2At)(i cos (∆t)− sin (∆t))]
d3 = 0
78




(− cos (2At)(cos (∆t)






−i sin (∆t))− sin (2At)(i cos (∆t)
− sin (∆t)))]| (4.47)
=
∣∣∣∣12 [(2 cos2 ∆t− 1)(2 cos2 2At− 1)





2i(2 cos2 (∆t)− 1)(cos (∆t) sin (∆t)
− cos (2At) sin (2At))]| (4.48)
En la figura 4.8 se muestra que utilizando el primer estado aleatorio 4.43 se tiene
una concurrencia variable al evolucionar con el tiempo con los valores de ∆ = 0.8
y A = 0.1..0.5.
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Figura 4.8: Concurrencia de primer estado aleatorio
Fidelidad primer estado aleatorio
F5 =| 〈ψ(t) | (t = 0)〉 | (4.49)
F5 = | 〈d0(t)00 + d1(t)01 + d2(t)10 + d3(t)11 |
1
2




[d0(t)〈00 | 00〉 − d0(t)〈00 | 01〉+ d0(t)〈00 | 10〉 − d0(t)〈00 | 11〉
+ d1(t)〈01 | 00〉 − d1(t)〈01 | 01〉+ d1(t)〈01 | 10〉 − d1(t)〈01 | 11〉
+ d2(t)〈10 | 00〉 − d2(t)〈10 | 01〉+ d2(t)〈10 | 10〉 − d2(t)〈10 | 11〉
+ d3(t)〈11 | 00〉 − d3(t)〈11 | 01〉+ d3(t)〈11 | 10〉 − d3(t)〈11 | 11〉
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F5 = | 〈cos (2At)(cos (∆t) + i sin (∆t))η
+ sin (2At)(i cos (∆t)− sin (∆t))π)
[1
2
(| 0〉− | 1〉+ | 2〉− | 3〉)] (4.50)
F5 = 0
La fidelidad para el primer estado aleatorio se vuelve nula al sustituir en la ecua-
ción 4.50.
Segundo estado aleatorio
| ψ(t)〉 = e−iĤt | ψ6(t = 0)〉














| ψ(t)〉 = [cos (2At)(cos (∆t) + i sin (∆t))η
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sin (2At)(sin (∆t)− i cos (∆t))] | 2〉 (4.53)
Concurrencia segundo estado aleatorio



















sin (2At)(sin (∆t)− i cos (∆t))
d3 = 0
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cos (2At)(cos (∆t) + i sin (∆t))
+ 1√
6










sin (2At)(sin (∆t)− i cos (∆t))
]∣∣∣ (4.55)
En la figura 4.9 se muestra que utilizando el primer estado aleatorio 4.51 se tiene
una concurrencia variable al evolucionar con el tiempo con los valores de ∆ = 0.8
y A = 0.1..0.5.
Figura 4.9: Concurrencia de estado aleatorio 2
83
4.1 Entrelazamiento y fidelidad para un sistema de dos qubits
Fidelidad segundo estado aleatorio
F6 =| 〈ψ(t) | (t = 0)〉 | (4.56)













2d0(t)〈00 | 01〉+ d0(t)〈00 | 10〉+
√
2d0(t)〈00 | 11〉
+ d1(t)〈01 | 00〉+
√
2d1(t)〈01 | 01〉+ d1(t)〈01 | 10〉+
√
2d1(t)〈01 | 11〉
+ d2(t)〈10 | 00〉+
√
2d2(t)〈10 | 01〉+ d2(t)〈10 | 10〉+
√
2d2(t)〈10 | 11〉
+ d3(t)〈11 | 00〉+
√
2d3(t)〈11 | 01〉+ d3(t)〈11 | 10〉+
√
2d3(t)〈11 | 11〉
F6 = | 〈cos (2At)(cos (∆t) + i sin (∆t))η





2 | 1〉+ | 2〉+
√
2 | 3〉)] (4.57)
En la figura 4.10 se muestra que utilizando el segundo estado aleatorio se tiene
una fidelidad máxima con los valores de ∆ = 0.8 y A = 0.1..0.5
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Figura 4.10: Fidelidad de estado aleatorio 2
En los anexos A.1.1. se muestran los procesos realizados en el software maple
para un sistema de dos qubits.
4.2. Entrelazamiento para un sistema de tres
qubits
Se realizaron las operaciones que permite llegar a la expresión para poder calcular
el tres tangle como medida de entrelazamiento para un sistema de tres qubits.
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4.2.1. Tres tangle
Para calcular el tres tangle, se utilizó el hamiltoniano de Heisenberg para una
computadora cuántica de diamante de tres qubits (Ĥ). Se maneja la notación
decimal y binaria en la representación de los tres qubits.
| ψ〉 = d0 | 0〉+ d1 | 1〉+ d2 | 2〉+ d3 | 3〉+ d4 | 4〉+ d5 | 5〉+ d6 | 6〉+ d7 | 7〉
| ψ〉 = d0 | 000〉+ d1 | 001〉+ d2 | 010〉+ d3 | 011〉+ d4 | 100〉+ d5 | 101〉+ d6 |
110〉+ d7 | 111〉
En la compuerta Toffoli si los dos primeros qubits son unos, el tercero cambia de
estado; si es uno se vuelve cero, si es cero se vuelve uno.
| 000〉 →| 000〉 d0(t = 0) = 0
| 001〉 →| 001〉 d1(t = 0) = 0
| 010〉 →| 010〉 d2(t = 0) = 0
| 011〉 →| 011〉 d3(t = 0) = 0
| 100〉 →| 100〉 d4(t = 0) = 0
| 101〉 →| 101〉 d5(t = 0) = 0
| 110〉 →| 111〉 d6(t = 0) = 1
| 111〉 →| 110〉 d7(t = 0) = 0
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Utilizando la ecuación de Schrödinger para la compuerta Toffoli se tiene
〈0 | Ĥ | ψ(t)〉 = 〈0
∣∣∣∣ iddt
∣∣∣∣ψ(t)〉
〈1 | Ĥ | ψ(t)〉 = 〈1
∣∣∣∣ iddt
∣∣∣∣ψ(t)〉
〈2 | Ĥ | ψ(t)〉 = 〈2
∣∣∣∣ iddt
∣∣∣∣ψ(t)〉
〈3 | Ĥ | ψ(t)〉 = 〈3
∣∣∣∣ iddt
∣∣∣∣ψ(t)〉
〈4 | Ĥ | ψ(t)〉 = 〈4
∣∣∣∣ iddt
∣∣∣∣ψ(t)〉
〈5 | Ĥ | ψ(t)〉 = 〈5
∣∣∣∣ iddt
∣∣∣∣ψ(t)〉
〈6 | Ĥ | ψ(t)〉 = 〈6
∣∣∣∣ iddt
∣∣∣∣ψ(t)〉
〈7 | Ĥ | ψ(t)〉 = 〈7
∣∣∣∣ iddt
∣∣∣∣ψ(t)〉
donde al desarrollar Ĥ genera











4.2 Entrelazamiento para un sistema de tres qubits
y simplificando se obtiene la ecuación 4.58











〈0 | Ĥ | ψ(t)〉 = 〈0 | Ĥ | (d0 | 0〉+ d1 | 1〉+ d2 | 2〉+ d3 | 3〉
+d4 | 4〉+ d5 | 5〉+ d6 | 6〉+ d7 | 7〉) (4.59)
obteniendo finalmente
〈0 | Ĥ | ψ(t)〉 = 〈0 | −{~(w1S1z + w2S2z + w3S3z )− J(S1zS2z + S2zS3z )







−3θ3S3+)} | (d0 | 0〉+ d1 | 1〉+ d2 | 2〉+ d3 | 3〉
+d4 | 4〉+ d5 | 5〉+ d6 | 6〉+ d7 | 7〉) (4.60)
al realizar las operaciones se genera la expresión para d0
d
dt
d0(t) = −i [−~w1 | 000〉 − ~w2 | 000〉 − ~w3 | 000〉+ J | 000〉+ J | 000〉
+J ′ | 000〉 − Ω
2
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al realizar las operaciones se genera la expresión para d1
d
dt
d1(t) = −i [~w1 | 001〉 − ~w2 | 001〉 − ~w3 | 001〉+ J | 001〉 − J | 001〉




e−iθ1 | 000〉 − Ω
2





eiθ3 | 101〉 − Ω
2
e−iθ3(0)]















4.2 Entrelazamiento para un sistema de tres qubits
al realizar las operaciones se genera la expresión para d2
d
dt
d2(t) = −i [−~w1 | 010〉+ ~w2 | 010〉 − ~w3 | 010〉 − J | 010〉 − J | 010〉
+J ′ | 010〉 − Ω
2









eiθ3 | 110〉 − Ω
2
e−iθ3(0)]














al realizar las operaciones se genera la expresión para d3
d
dt
d3(t) = −i [~w1 | 011〉+ ~w2 | 011〉 − ~w3 | 011〉+ J | 011〉 − J | 011〉











eiθ3 | 111〉 − Ω
2
e−iθ3(0)]
De acuerdo con Soberanes y Ávila (2019) la ecuación diferencial de d3 queda
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al realizar las operaciones se genera la expresión para d4
d
dt
d4(t) = −i [−~w1 | 100〉 − ~w2 | 100〉+ ~w3 | 100〉+ J | 100〉 − J ′ | 100〉
−Ω
2


























al realizar las operaciones se genera la expresión para d5
d
dt





e−iθ1 | 100〉 − Ω
2
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al realizar las operaciones se genera la expresión para d6
d
dt
d6(t) = −i [−~w1 | 110〉+ ~w2 | 110〉+ ~w3 | 110〉 − J ′ | 110〉
−Ω
2



























4.2 Entrelazamiento para un sistema de tres qubits
al realizar las operaciones se genera la expresión para d7
d
dt





























El tres tangle se puede calcular por medio de la expresión de entrelazamiento
residual


















D2 = d0(t)d1(t)d6(t)d7(t) + d0(t)d2(t)d5(t)d7(t) +
+d0(t)d3(t)d4(t)d7(t) + d1(t)d2(t)d5(t)d6(t) +
+d1(t)d3(t)d4(t)d6(t) + d2(t)d3(t)d4(t)d5(t)
D3 = d0(t)d6(t)d5(t)d3(t) + d4(t)d2(t)d1(t)d7(t)
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4.2.1.1. Tres tangle estado GHZ
Utilizando el estado inicial GHZ
| GHZ〉 = 1√
2
[| 000〉+ | 111〉]
En la figura 4.11 se muestra la probabilidad del sistema de tres qubits para el
estado inicial GHZ.
Figura 4.11: Probabilidad del sistema de tres qubits para el estado inicial GHZ
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En la figura 4.12 se muestra que utilizando el estado inicial GHZ se tiene un tres
tangle igual a uno lo que denota un entrelazamiento máximo.
Figura 4.12: Tres tangle del estado inicial GHZ
4.2.1.2. Tres tangle estado W
Utilizando un estado inicial W
| w〉 = 1√
3
[| 100〉+ | 010〉+ | 001〉]
1√
3
[| 4〉+ | 2〉+ | 1〉] (4.71)
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En la figura 4.13 se muestra la probabilidad del sistema de tres qubits para el
estado inicial W.
Figura 4.13: Probabilidad del sistema de tres qubits para el estado inicial W
En la figura 4.14 se muestra que utilizando el estado inicial W se tiene un tres
tangle igual a cero.
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Figura 4.14: Tres tangle del estado inicial W
El sistema de ecuaciones diferenciales que se obtuvo al desarrollar el hamiltoniano
de Heisenberg expresa el comportamiento que deben cumplir los estados iniciales
GHZ y W.
En el anexo A.1.2 se presentan los procesos realizados en el software maple
para el sistema de tres qubits.
A continuación, se presentan los productos académicos desarrollados durante
el estudio del doctorado.
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4.3. Productos académicos de investigación en
el doctorado
Se enlistan las publicaciones de art́ıculos:
Ávila Aoki, M. y Soberanes Mart́ın, F. (2019). Reseña de una interpretación de
discordia cuántica. CIENCIA ergo-sum, 26(2). https://doi.org/10.30878/ces.v26n2a11
En el anexo A.2.1 se presenta la primer página del art́ıculo.
Soberanes, F., y Ávila, M. (2019). Operador potencia como testigo de la decohe-
rencia en la ejecución de la compuerta de Toffoli en una computadora cuántica de
diamante. Acta Universitaria 29, e2409. doi. http://doi.org/10.15174.au.2019.2409
En el anexo A.2.2 se presenta la primer página del art́ıculo.
Soberanes, F., y Ávila, M. (2020). Execution of Fredkin gate by a set of free
fermions. Pramana. https://doi.org/10.1007/s12043-020-1931-z




En esta sección se presentan las conclusiones después de desarrollar la investiga-
ción, además de las lineas de investigación que se pueden continuar.
5.1. Conclusiones
En esta investigación se analizó el problema relacionado con la posibilidad de
obtener medidas de distancia entre estados cuánticos a partir de medidas genera-
les de distinguibilidad entre distribuciones de probabilidad. Dada la complejidad
que presenta el análisis del problema general para sistemas cuánticos de dos y
tres qubits descritos por matrices densidad actuando sobre un hamiltoniano de
Heisenberg.
Primero mostramos que la conservación de la probabilidad | d0(t) |2 + |
d1(t) |2 + | d2(t) |2 + | d3(t) |2 + | d4(t) |2 + | d5(t) |2 + | d6(t) |2 + | d7(t) |2= 1.
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Las expresiones obtenidas para calcular el entrelazamiento y la fidelidad para un
sistema de dos qubits, permite observar como tal la existencia del entrelazamiento
cuántico y su evolución a través del tiempo. Se hicieron pruebas de funcionamien-
to del hamiltoniano de Heisenberg con la compuerta SWAP, la figura 4.1, permite
observar el correcto funcionamiento del mismo.
Se logró obtener la expresión matemática que permite hacer los cálculos de
concurrencia y fidelidad cuántica para dos qubits.
| ψ(t)〉 = [(cos (2At)(cos (∆t) + i sin (∆t))η + (sin (2At)(i cos (∆t)
− sin (∆t)))π] | ψ(t = 0)〉 (5.1)
Cuando el estado inicial para calcular el entrelazamiento es un estado de Bell o
un estado máximamente entrelazado genérico, muestra una concurrencia máxima
pero una fidelidad inconsistente o nula.
Las relaciones anaĺıticas mostraron que bajo las condiciones establecidas para
el Hamiltoniano en tres qubits muestra su evolución y variación de la concurren-
cia en función del tiempo la cual conspira a entrelazarse.
Se cumplieron los objetivos general y espećıficos de:
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Aplicar una compuerta que depende del tiempo a estados de dos y tres qubits
para obtener una función, la cual sea utilizable para el calculo de la concurrencia
y fidelidad, se cumplió al realizar los cálculos necesarios para llegar a las funciones
que dependen del tiempo para obtener la concurrencia y fidelidad.
Evaluar el comportamiento temporal del entrelazamiento cuántico y de la
fidelidad para sistemas de dos y tres qubits interactuando a través de un Ha-
miltoniano de Heinsenber, este se logró al realizar las gráficas que muestran la
evolución en el tiempo de la concurrencia y la fidelidad (Figuras 4.5-4.14).
Determinar la concurrencia y el 3-tangle como función del tiempo para anali-
zar su comportamiento y por último, establecer y estudiar la fidelidad en función
del tiempo, esto permitirá tener una herramienta más, para el desarrollo de la
computadora cuántica, se alcanzó el objetivo con el desarrollo del sistema de ocho
ecuaciones diferenciales lineales de primer orden que permite hacer los cálculos





































































































El sistema propuesto por Soberanes y Ávila (2019) se utilizó como herramienta
para el desarrollo de un art́ıculo Operador potencia como testigo de la decohe-
rencia en la ejecución de la compuerta de Toffoli en una computadora cuántica
de diamante.
Respecto a la pregunta de investigación principal ¿Cuál es la evolución en el
tiempo del entrelazamiento cuántico y de la fidelidad de un sistema de dos qubits
interactuando a través de un hamiltoniano de Heisenberg? Con el desarrollo del
hamiltoniano de Heisenberg para un sistema de dos qubits se pudo obtener la
función (4.16) con la cual se puede calcular la evolución en el tiempo del entrela-
zamiento cuántico y de la fidelidad.
Con respecto a las preguntas subordinadas:
¿Cuál es la evolución en el tiempo del entrelazamiento cuántico de un sistema
de tres qubits interactuando a través de un Hamiltoniano de Heisenberg? Con
el desarrollo del hamiltoniano de Heisenberg para un sistema de tres qubits se
pudo obtener el sistema de ecuaciones (4.61-4.68) con el cual se puede calcular la
evolución en el tiempo del entrelazamiento cuántico y de la fidelidad.
¿Qué diferencias existen en el entrelazamiento cuántico y la fidelidad de los
sistemas de dos y tres qubits que interactúan a través de un Hamiltoniano de
Heisenberg? El entrelazamiento y la fidelidad en los casos estudiados de dos y
tres qubits, mostraron que no existe una relación directa entre ellas, el comporta-
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miento de los sistemas muestran que pueden tener entrelazamiento y tener o no
fidelidad. Estos resultados permiten identificar las caracteŕısticas necesarias para
que se puedan cumplir las dos componentes.
La hipótesis que se planteó en la investigación fue: Si se conocen las expresiones
matemáticas de operador de evolución en el tiempo de Heisenberg entonces se
podrán determinar el entrelazamiento y la fidelidad de dos y tres qubits como
función del tiempo. Se corroboró al validar los datos que se obtuvieron en el
desarrollo y las gráficas creadas, donde se puede observar el comportamiento con
diferentes estados iniciales en sistemas de dos y tres qubits.
5.2. Trabajos futuros
Naturalmente quedan algunos aspectos interesantes para analizar en el problema
planteado. A continuación, se enumeran algunos de los aspectos que se podŕıan
estudiar:
1. Estudiar en profundidad las propiedades de las medidas encontradas.
2. Extender el análisis para los casos n contemplados.
3. Extender el análisis para los casos de fidelidad para tres qubits.
4. Comparar los resultados con otras métricas conocidas.
Al abordar los aspectos señalados se podrá contribuir a la computación cuánti-
ca y a la obtención de herramientas para la creación de la computadora cuántica.
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Majerńık, V. y Richterek, L. (1997b). Phys.
Mamojka, B. (1974). Int. j. theor. phys.
Meglicki, Z. (2008). Quantum Computing without Magic: Devices. The MIT
Press.
Merzbacher, E. (1967). Quantum Mechanics, ( 7 ed. ). Wiley.




Nesbet, R. K. (1958). Phys. Rev., pp. 87.
Nielsen, M. y Chuang, I. (2010). Quantum Computation and Quantum Informa-
tion, ( 10th anniversary ed. ). Cambridge University Press.
Orlowski, A. (1997). Information entropy and squeezing of quantum fluctuations.
Romera, E. y de los Santos, F. (2007). Phys.
Sanchez-Ruiz, J. (1993). Phys.
Schumacher, B. (1995). Quantum coding. Physical, 51, 2738–2745.
Sen, K. (2005). Chem. phys.
Shannon, C. (1993). BellSyst.Tech Reprintedin:C.E.Shannon,Claude ElwoodS-
hannon: Collected Papers. IEEEPress, New York.
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Figura A.1: Sistema de dos qubits
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En esta sección se muestran los art́ıculos publicados durante la investigación.
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Figura A.3: Primera página art́ıculo 2: Operador potencia como testigo de la de-










Átomo Part́ıcula más pequeña de un elemento. Está
formado por protones y neutrones en un núcleo
rodeado de electrones.
Cuanto Cantidad más pequeña de algo. Un cuanto de
enerǵıa luminosa es el fotón.
Cuerpo negro Es un cuerpo que absorbe cierta cantidad de




Difracción Desviación de una onda debido a la presencia
de una barrera.
Dualidad onda-part́ıcula Teoŕıa que explica que la luz puede ser vista
como onda o como part́ıcula según convenga.
Ecuación de Schrödinger Determina la enerǵıa total de la onda, los
elementos que componen la ecuación indican la
enerǵıa en movimiento.
Efecto fotoeléctrico Extracción de electrones de cierto metal cuando
sobre ellos incide luz.
Electrón Part́ıculas sub atómicas de carga negativa.
Enerǵıa Propiedad de un objeto o sistema en virtud de la
cual puede realizar trabajo; se mide en Joules.
Enerǵıa Cinética Enerǵıa del movimiento. Es igual a la mitad del
producto de la masa por el cuadrado de la
velocidad.
Esfera de Bloch Constituye una manera de visualizar y representar
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B.1 Glosario
geométricamente el estado de un qubit simple.
Estados de Bell Representan los posibles estados de un
entrelazamiento, es decir representan el estado
cuántico de dos qubits.
Fotón Modelo corpuscular de la radiación
electromagnética, part́ıcula que viaja con la
rapidez de la luz y cuya enerǵıa está
relacionada con la frecuencia en el
modelo ondulatorio.
Frecuencia Número de vibraciones por unidad de tiempo;
se mide en Hertz.
Función de onda Tiene un valor complejo y contiene toda la
información que puede conocerse acerca de una
part́ıcula.
Impulso Producto de la fuerza por el intervalo de tiempo
durante el cual se ejerce.
Iones Grupo de átomos unidos con carga eléctrica total
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distinta de cero debida a la pérdida ó adquisición
de electrones.
Litograf́ıa Implica el modelado de una superficie a través de
la exposición a la luz, para que los iones ó
electrones, y las subsecuentes capas del material
produzcan el dispositivo deseado.
Longitud de onda Distancia entre la cima de una cresta a la cima
de la siguiente cresta.
Luz coherente Luz que tiene misma fase y frecuencia.
Momentum Producto de la masa de un objeto por su
velocidad. Es una cantidad con dirección
además de magnitud.
Nanociencia Es el estudio del fenómeno y manipulación
de materiales a escala atómica, molecular
y macromolecular.
Nanometroloǵıa Ciencia encargada de las mediciones a nivel
manométrico y su aplicación es fundamental
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para la nanociencia y la nanotecnoloǵıa.
Nanotecnoloǵıa Es el diseño, caracterización, producción y
aplicación de estructuras, dispositivos y
sistemas mediante el control del tamaño y
la forma a escala nanométrica.
Optoelectrónica Es la rama de la electrónica que trata con
la luz.
Qubit Elemento básico para el tratamiento de la
información.
Radiación electromagnética Transmisión de enerǵıa por medio de ondas
electromagnéticas.
Spin Propiedad f́ısica de las part́ıculas que
proporciona una medida del momento
angular y de la acción de la part́ıcula.
Teleportación cuántica Proceso separadas mediante el cual
dos personas geográficamente se quieren
comunicar y emplean el uso de
135
B.1 Glosario
superposición de qubits para lograrlo.
Vector Flecha cuya longitud representa la
magnitud de una cantidad y cuya
dirección representa el ángulo
de dicha cantidad.
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