Abstract. On strictly starshaped domains of second kind we find natural sufficient conditions which allow the solution of two long standing open problems closely related to the mean field equation (P λ ) below. On one side we catch the global behaviour of the Entropy for the mean field Microcanonical Variational Principle ((MVP) for short) arising in the Onsager description of two-dimensional turbulence. This is the completion of well known results first established in [10] . Among other things we find a full unbounded interval of strict convexity of the Entropy. On the other side, to achieve this goal, we have to provide a detailed qualitative description of the global branch of solutions of (P λ ) emanating from λ = 0 and crossing λ = 8π. This is the completion of well known results first established in [29] and [12] for λ ≤ 8π, and it has an independent mathematical interest, since the shape of global branches of semilinear elliptic equations, with very few well known exceptions, are poorly understood. It turns out that the (MVP) suggests the right variable (which is the energy) to be used to obtain a global parametrization of solutions of (P λ ). A crucial spectral simplification is obtained by using the fact that, by definition, solutions of the (MVP) maximize the entropy at fixed energy and total vorticity.
1. Introduction. 1 1.1. Conjectures about the global structure of entropy maximizers. 7 2. Preliminary results and notations. 10 3. Monotonicity of the energy along G λ * . 14 4. Spectral properties of Entropy maximizers. domains (known as domains of second kind [10] , see Definition 1.2), and with the exception of the results in [10] , we miss the details of the mean field supercritical thermodynamics of the vorticity distribution (whose equilibrium potentials satisfy (P λ ) with λ > 8π) in the Onsager's statistical description of two dimensional turbulence [27] . On the other side, still for domains of second kind, and with the exception of the results in [5] , [12] and more recently in [4] , we don't know much about the possible continuation of the branch of solutions of (P λ ) emanating from λ = 0 and crossing λ = 8π. The lack of our understanding of the latter is part of the cause of the lack of our understanding of the former problem, and it is not surprising that both problems are essentially solved at once, as we will discuss below. As a matter of fact, the physical problem suggests the right variable, which is the energy, to be used to obtain a global parametrization of solutions of (P λ ).
Let us define,
P Ω = ρ ∈ L 1 (Ω) | ρ ≥ 0 a.e. in Ω,
and let G(x, y) be the unique solution of, −∆G(x, y) = δ y in Ω, G(x, y) = 0 on ∂Ω.
(1.1)
We define the entropy and the energy of the vorticity density ρ ∈ P Ω as,
respectively, where,
G[ρ](x)
= Ω G(x, y)ρ(y) dy, x ∈ Ω.
For any E ∈ (0, +∞) we consider the Microcanonical Variational Principle,
S(E) = sup S(ρ), ρ ∈ M E , M E = ρ ∈ P Ω | E(ρ) = E .
(MVP)
For ψ ∈ H 1 0 (Ω) and λ ∈ R let us define, , which implies, by the results in [6] , that ψ ∈ L ∞ (Ω). Therefore, since Ω is smooth, then standard elliptic regularity theory shows that ψ is of class C 2,α 0 (Ω)∩C 1 (Ω). In particular, we conclude that ρ λ (ψ) is uniformly bounded from above and from below away from zero. We will often use this properties in the rest of this paper without further comments.
Let us recall that, by the Jensen's inequality, we have, S(ρ 
G(x, y)dxdy.
Among many other things which we will not discuss here, the following facts has been proved in [10] :
(MVP1): for each E > 0 there exists λ(E) ∈ R and a solution ψ λ = ψ λ(E) of (P λ ) such that ρ λ(E) (ψ λ(E) ) solves the (MVP). Actually (P λ ) is the Euler-Lagrange variational equation associated to the (MVP), the energy constraint being imposed by choosing λ = λ(E) such that E ρ λ (ψ λ ) = E. The constraint of unitary mass for the density is already imposed by the expression of ρ λ (ψ). (ψ λ(E) ) ⇀ δ x 0 , as E → +∞, (1.2) where x 0 is a maximum point of γ(x) := γ(x, x), and γ(x, y) = G(x, y) + 1 2π log(|x − y|).
Definition 1.2.
Let Ω ⊂ R 2 be any smooth and bounded domain. We say that Ω is of second kind if (P λ ) admits a solution for λ = 8π. Otherwise Ω is said to be of first kind.
The definition of domains of first/second kind was first introduced in [9] with an equivalent but different formulation. We refer to [12] and [5] for a complete discussion about the characterization of domains of first/second kind and related examples. Among many other things, it has been proved in [4] that there exists a universal constant I > 4π such that any convex domain whose isoperimetric ratio I(Ω) satisfies I(Ω) ≥ I is of second kind. It is well known that solutions of (P λ ) exists and are unique for any λ < 8π and are unique whenever they exist for λ = 8π, see either [29] for λ < 8π and Ω simply connected or [12] for λ ≤ 8π and Ω simply connected and more recently [5] for λ ≤ 8π and Ω any connected domain.
Definition 1.3.
If Ω is of second kind we define E 8π := E ρ 8π (ψ 8π ) . Otherwise, if Ω is of first kind, we set E 8π = +∞.
The mean field thermodynamics of the system is well understood for E < E 8π in terms of the unique solutions of (P λ ) for λ < 8π. In this range of energies it has been proved in [10] that:
if Ω is simply connected, then for each E < E 8π there exists λ = λ(E) ∈ (−∞, 8π) such that λ(E) is well defined, continuous and monotonic increasing, λ(E) ր 8π as E ր E 8π
and S(E) = S ρ λ(E) (ψ λ(E) ) is smooth and concave in (0, E 8π ). This result has been recently generalized to cover the case where Ω is any bounded and connected domain in [5] . Remark 1.4. From the physical point of view the natural variable arising as the Lagrange multiplier for the Energy constraint is not λ but β = −λ, which would correspond to the inverse statistical temperature β stat = 1 κTstat , where κ is the Boltzmann constant. According to general principles of statistical thermodynamics, whenever the entropy S happens to be differentiable at the value of the energy E, we define,
of solutions of (P λ ) where the first eigenvalue of the linearized problem for (P λ ), which we denote by σ 1 (λ, ψ λ ), is strictly positive. Let us define the set of "entropy maximizers",
is a solution of the (MVP) at energy E}.
At this point we can explain our motivations. First of all, although it seems obvious in principle, we don't know of any proof of the fact that the portion of G µ with λ > 8π is a subset of S Ω . It looks a rather non trivial task to answer this question in general, since for a fixed value of E > E 0 , there can be many solutions of (P λ ) with λ > 8π such that E(ρ λ (ψ λ )) = E, see for example [19] for some multiplicity results about Liouville-type equations on compact surfaces. In the same spirit, the degree evaluation relative to (P λ ), see [13] , [25] , clearly suggests that on non contractible domains the number of solutions strongly increases with λ. Moreover, on a large class of domains, one can construct solutions of (P λ ) attaining large energy values and concentrating at more than one point, see [18] , [20] , which however, by (MVP2) above, cannot be entropy maximizers for large E. As a matter of fact, it looks hard in general to select the entropy maximizer even among few solutions sharing the same energy. Actually, this problem is solved in [10] by an argument based on the so called Canonical Variational Principle (CVP for short), showing that, if Ω is of first kind, then G 8π ⊂ S Ω . It is worth to point out that this method don't work in case E > E 8π , since the CVP is not well defined for λ > 8π. Some results about G µ for µ possibly much larger than 8π has been recently discussed in [4] . But the situation looks much more involved, since, at least to our knowledge, there are no results at all in literature about the possible continuation of G µ , as well as about its relation with S Ω . For domains of first kind the global connectivity of G 8π was proved in [29] .
Our approach to these problems is based on the following observations. If the energy is monotonic increasing along G µ , and as far as G µ can be continued to some G with no bifurcation points, then we can "almost" conclude that G ⊂ S Ω , see Proposition 5.1. After the introduction of a carefully defined set of constrained eigenvalues (σ j = σ j (λ, ψ λ ), j ∈ N) for the linearized problem relative to (P λ ), see section 2 below for further details, we can prove that in fact if σ 1 > 0, then the energy is monotonic increasing. In this situation, the implicit function Theorem implies that there are no bifurcation points, whence we can run to the point where σ 1 vanishes for the "first" time along the branch, say λ * , where in general we cannot exclude that the branch bifurcates. However, since the (MVP) is a variational maximization problem with two constraints of codimension 1, then we have a natural upper bound for the Morse index. A rather subtle inspection shows that, under a natural nondegeneracy assumption, G µ can be continued with no bifurcation but only bending points, see Lemma 2.4, Proposition 4.1 and Theorem 6.1. This part relies on a careful application of classical techniques [14] together with the analytic implicit function Theorem [7] , [8] . In particular one has to prove that the sign of the variation of λ along the branch in a neighborhood of λ * , is the same as that of σ 1 , see Proposition 6.3. The latter information yields the needed monotonicity of the energy and allows the continuation of G λ * to a branch G λ d of entropy maximizers parametrized by the energy as well. It is understood that all our results are based on the existence of entropy maximizers, see (MVP1).
Let us for the moment just recall that our modified first eigenvalue, which we denote by σ 1 (λ, ψ λ ), satisfies σ 1 (λ, ψ λ ) ≥ σ 1 (λ, ψ λ ), as far as σ 1 (λ, ψ λ ) ≥ 0 (where σ 1 (λ, ψ λ ) is the standard first eigenvalue). At this point we define,
and, by setting G λ * := {(λ, ψ λ ), λ ∈ (0, λ * )},
and
Clearly E (+) (λ) can be extended by continuity on [0, λ * ) by setting E (+) (0) = E 0 . Our first result is the following, Theorem 1.5. Let Ω be a domain of second kind. Then we have,
It turns out that the situation to go beyond E d is even more delicate. By using well known classical results in bifurcation theory [14] , [28] together with those in [7] , [8] , then we could follow unambiguously an unbounded branch of solutions even when higher and higher eigenvalues vanish. Unfortunately neither this fact would suffice to solve our problem. In fact, even if we would succeed in finding an analytic continuation along (λ * , ψ λ * ), it would be hard in general to guarantee that the energy is increasing along that path. Actually, this is just another problem which is hard to control in general, see Remark 6.4 for other details. Concerning this point, we first state a rather strong result which yields E m ≡ E * ,
. Surprisingly enough, see Remark 7.3, the non degeneracy assumption is still necessary, but it is not sufficient. It turns out that another natural condition almost does the job. Definition 1.9. Let E > 0 and λ = λ(E) be the Lagrange multiplier of an entropy maximizer ρ λ = ρ λ(E) . We say that ρ λ is a µ 0 -stable entropy maximizer if,
At the end of the day, on strictly starshaped domains of second kind, we come up with the graph of S(E) as depicted in fig. 2 below (which is the same as fig. 4 in [10] ). Here 
it holds σ 1 < 0 and:
(1.7) Remark 1.11. We remark that in (ii) we have S Ω ≡ G ∞ , that is, under the given assumptions, we characterize the full set of entropy maximizers.
It will be seen in section 2 that λ+σ 1 > 0, so that (H2) is well posed even if we do not assume the non degeneracy condition. In particular λ + σ 2 > 0 whence (H1) is also well posed and stronger than non degeneracy. See also Remark 7.3 for some sufficient conditions which guarantee the − λ λ+σ 2 -stability. Whenever the assumptions of Theorem 1.10 are satisfied, then we obtain the global bifurcation diagram of the pairs (λ
) and the graph of the entropy S(E), as depicted in figures 1(A), 1(B) and 2 respectively. In particular we have found sufficient conditions which guarantee a positive answer to an open problem about the graph of S(E), see fig. 4 in [10] and more recently [4] p. 541. Obviously our result is consistent with the asymptotic estimates about S(E) for large E as derived in [10] , see Proposition 6.1 in [10] for further details. We also observe that S is strictly convex in (E * , +∞), which is, under our assumptions, an improvement of Proposition 6.2 in [10] , where it was proved (however with no need of the many hypothesis introduced here) that S is not concave on domains of second kind. It is interesting to see that, following the route tracked by mathematical-physics, we come up at once with the solution of a challenging mathematical problem of independent interest, which is the understanding of the qualitative behavior of the global branch of solutions of (P λ ) emanating form λ = 0. This was far from trivial already for domains of first kind, where uniqueness and nondegeneracy holds, see [5] , [12] , [29] . As a matter of fact, and with very few well known exceptions, the qualitative behaviour of global branches of semilinear elliptic problems is poorly understood. In any case, if the assumption about σ 1 (λ, ψ λ ) < 0 in Theorem 1.10 is removed, then we still find a global parametrization of the entropy maximizers, but the entropy has not the nice concave/convex property (1.7), see Theorem 8.1 and figure 3 in section 8. In fact, in this case λ
could have in principle countably many critical points of various sort. We postpone the discussion of this point to subsection 1.1 below.
1.1. Conjectures about the global structure of entropy maximizers. It is worth to make some remark about the assumptions made so far. The path-connectedness of S Ω is very strong from the topological point of view, but otherwise PSfrag replacements
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is rather weak, in the sense that we do not put any other constraint about the structure of S Ω and/or its dependence on the values of the energy or of λ. In principle S Ω could even be an open set, and one of our goals is to show that it is an analytic curve, see Lemma 5.1 (which we called "principle of energy parametrization"). Please observe that we are not assuming that the set of solutions of (P λ ) is pathwise connected, which is false in general. In fact, on any domain of first kind with at least one "hole" [5] , the families of concentrating solutions for λ → 8πN , N ≥ 2 [18] , [20] , are surely not connected with the branch G 8π . Instead, it seems an interesting open problem to establish whether or not S Ω is pathwise connected. However, if we assume that S Ω is pathwise connected in general, then the non degeneracy does not hold in general. It has been proved in [12] and [5] that if γ = γ Ω (see (MVP2)) has more than one maximum point, then Ω is of second kind. Therefore, in any perfectly symmetric situation of this kind, the branch of entropy maximizers would have, for E > E * , many energetically equivalent paths to follow, each one leading to the high energy limit (MVP3), just with distinct concentration points. Therefore the branch of entropy maximizers soon or later (reasonably at λ = λ * ) must bifurcate in more than one branch. This is obviously in contradiction with the non degeneracy property which ensures the lack of bifurcation points. It is reasonable to guess that the entropy maximizers could be proved to be non degenerate, at least in a suitably defined generic setting relative to some subset of domains whose γ Ω have a unique critical point. This is true for example for convex domains, but it is not true in general for starshaped domains, see [22] . In Theorems 1.8 and 1.10 the domain is assumed to be strictly starshaped, since in this way we also have that λ and E, are uniformly bounded from above, which is a kind of necessary condition for all the remaining arguments. It is also reasonable to guess that, for a convex domain of the second kind, (H1) and (H2) could be verified at least in the high energy limit, which motivates the following:
Conjecture 1
Let Ω be a convex domain of second kind. Then there exists E Ω > E d such that
We think at this as a promising route toward the proof of the strict convexity of the entropy, at least in the high energy limit. We will pursue this approach in a forthcoming paper. It is also reasonable to guess that the conclusions of Theorem 1.10 hold for convex domains of second kind, but this might be far more difficult to prove.
Conjecture 2
Let Ω be a convex domain of second kind. Then the conclusions of Theorem 1.10 hold.
In any case, if γ Ω has only one maximum point but also admits some relative maximum points, then we could face more involved situations. For example, even if the high energy limit would be controlled by the concentration near the unique maximum point, we could not exclude that the vorticity moves around between those points in the intermediate energy regime. So, there could be a chance that entropy maximizers are still non degenerate (so no bifurcation occurs), but the behavior of λ (∞) E could be more complicated, with critical points of various sort, which should correspond to the situation depicted in fig. 3 rightafter Theorem 8.1. Although it might look wired in this model, we remark that in higher dimension there are well known examples of branches of semilinear elliptic equations with exponential and supercritical nonlinearities (arising for example in the study of equilibria of selfgravitating objects [11] , [30] ) with infinitely many bending and/or bifurcation points (even in the radial case), see for example [23] and the more general results in [16] , [17] . Remark 1.12. It is interesting to observe that, with the exception of the case where Ω is a ball, where solutions of (P λ ) exist only if λ < 8π, we still don't know exactly for which domains of the first kind the set G 8π coincides with the set of all solutions of (P λ ). By assuming Conjecture 2 to be true, the same question could be asked in principle about G ∞ for convex domains of second kind.
is a strict local minimizer of the free energy, F λ (ρ) = S(ρ) + λE(ρ), see [3] . Finally, all the result presented in this introduction hold for a more general class of domains, admitting finitely many singular points of conic type, see [12] for rigorous definitions. We skip the details of this facts to avoid technicalities. Remark 1.14. The strategy of the proofs of Theorems 1.5, 1.8, 1.10 and 8.1 suggests a rather general dual method to describe the behavior of global branches of solutions for semilinear elliptic problems which seems to deserve further investigations. This paper is organized as follows. In section 2 we introduce the "constrained" eigenvalues and eigenfunctions and prove a version of the analytic implicit function Theorem suitable to be applied to non degenerate entropy maximizers. In section 3 we obtain sufficient conditions which guarantee the monotonicity of the energy. In section 4 we discuss the crucial spectral properties of entropy maximizers. Sections 5, 6, 7 are devoted to the proofs of Theorems 1.5, 1.8, 1.10. Section 8 is devoted to the proof of Theorem 8.1.
Preliminary results and notations.
Whenever ψ λ solves (P λ ), and unless no confusion arise, we will denote by ρ
For the sake of simplicity, with an abuse of notations, we will use the same symbol for functions η λ already depending on λ, that is,
We also set
and it is bounded below away from zero, then it is easy to see that < ·, · > λ defines a scalar product on L 2 (Ω) and that · λ is the corresponding norm. Next, let us define, e 0 (x) = 1, x ∈ Ω, and for any η ∈ L 2 (Ω), possibly depending on λ, denote by,
is the projection on (X 0 ) ⊥ . Moreover, if ψ λ is a solution of (P λ ), then we will denote by
and similarly, for any η ∈ L 2 (Ω), define X λ,E := Span{e λ,E }, and
which is the Fourier coefficient of η along X λ,E . Obviously we have e 0 λ = 1 = e λ,E λ , and < e 0 , e λ,E > λ = 0.
Remark 2.1. We will frequently use the fact that, by the Jensen's inequality, we have,
where the equality holds if and only if η is constant, whence, in particular, whenever η ∈ H 1 0 (Ω), if and only if η vanishes identically. We will use this property time to time when needed without further comments.
a fact which will be used time to time when needed, without further comments.
For any λ ∈ R let us set,
Next, for any ψ λ solving (P λ ), we introduce the linearized operator,
We say that σ = σ(λ, ψ λ ) ∈ R is an eigenvalue of the linearized operator (2.2) if the equation,
admits a non trivial weak solution η ∈ H 1 0 (Ω). This definition of the eigenvalues requires some comment. Let ψ λ be a fixed solution of (P λ ) and let us define,
Clearly Y 0 is an Hilbert space, and, since T (Y 0 ) ⊂ W 2,2 (Ω), the linear operator,
is self-adjoint and compact. As a consequence, standard results concerning the spectral decomposition of self-adjoint, compact operators on Hilbert spaces show that Y 0 is the Hilbertian direct sum of the eigenfunctions of T 0 , which can be represented as
In fact, clearly µ = 0 cannot be an eigenvalue of T 0 since T 0 (ϕ) = 0 readily implies ϕ ≡ 0. Therefore, the eigenfunction ϕ k , whose eigenvalue is
that is, by defining,
it is easy to see that ϕ k is an eigenfunction of T 0 if and only if φ k is in H 1 0 (Ω) and weakly solves,
In particular we will use over and over the fact that ϕ k = [φ k ] λ,0 and
At this point, standard arguments in the calculus of variations show that,
The ratio in the right hand side of (2.7) is well defined because of Remark 2.1. Higher eigenvalues are defined inductively via the variational problems,
Obviously, if φ i and φ j are eigenfunctions corresponding to distinct eigenvalues σ i = σ j , then
as also easily follows from (2.5). The eigenvalues form a numerable non decreasing sequence
.. , where in particular,
the last inequality being an immediate consequence of (2.7). Obviously, by the Fredholm alternative, see [21] , if 0 / ∈ {σ j } j∈N , then I − T 0 is an isomorphism of Y 0 onto itself. Finally, any ψ ∈ L 2 (Ω) admits the Fourier series expansion,
where
If we let σ 1 be the standard first eigenvalue defined by,
then we see that, as far as σ 1 (λ, ψ λ ) ≥ 0, we have, 12) and then, in view of the results in [29] , as later improved in [12] and [5] , we have the following:
, [12] , [29] ] Let Ω be a domain of second kind. For any (λ, ψ λ ) ∈ G 8π , the first eigenvalue of (2.2) is strictly positive, that is,
The following observation will be crucial in the sequel. It states that the projections of any eigenfunction along e 0 and e λ,E are proportional.
be the corresponding density and φ k be any eigenfunction of (2.2) with eigenvalue σ k . Then
Proof. Integrating (2.5) we see that Ω ∆φ k = 0, whence we easily conclude that
Therefore we find
where the penultimate equality follows integrating by parts.
Finally, we will frequently use the following Lemma. The first part is a standard application of the analytic implicit function Theorem, see [15] and more recently [8] , to our problem. The second part is a careful adaptation of well known arguments, see [1] , which yields a detailed description of the invertibility of D ψ F λ (ψ λ ) when 0 is a simple eigenvalue.
Lemma 2.4. Let ψ λ 0 be a solution of (P λ ) with λ = λ 0 . If 0 is not an eigenvalue of (2.2). Then:
Proof. It is not difficult to check that F λ is jointly analytic [8] , with respect to (λ, ψ) ∈ R × C 2,α 0 (Ω). Therefore, whenever (i) holds, then (ii) is an immediate consequence of the analytic implicit function theorem, see [15] and more recently [8] .
In the rest of the proof we set λ = λ 0 . (i) Let h ∈ C α (Ω), then we have to prove that the equation,
admits a unique solution in C 2,α 0 (Ω), or either, by standard elliptic regularity theory [21] , equivalently, that the equation,
14)
, after projection on X 0,α and Y 0,α we see that (2.14) is equivalent to the system,
is an isomorphism of Y 0,α onto itself. Therefore, the first equation, which has the form (
Clearly φ h ∈ C 2,α 0 (Ω) and in particular it is the unique function which satisfies both the equations. 
, and in view of (2.6) with σ 1 = 0, then (2.15) takes the form,
with the conditions
By using the Fourier decomposition (2.11) together with (2.6), we conclude that,
Plugging the fourth into the second we obtain,
This equation is always satisfied regardless of the value of α 0,h as it is a particular case of (2.13),
Therefore, (2.15) is equivalent to the reduced system, 16) and since the homogeneous equation ϕ = T 0 | Y 1,0,α ϕ has no non trivial solutions, then by the Fredholm alternative, (2.16) admits a unique solution ϕ h ∈ Y 1,0,α . Clearly ϕ h uniquely defines α 0 , whence the solution φ h = α 0 + ϕ h is unique and satisfies φ h ∈ C α (Ω), as claimed.
3. Monotonicity of the energy along G λ * .
Our first result is about the monotonicity of the energy for solutions of (P λ ).
Proposition 3.1. Let ψ λ be a solution of (P λ ).
(i) Whenever the function,
is pointwise well defined in Ω, then we have,
(iii) Let Ω be a domain of second kind and E (+) (λ) be defined in (1.3). Then E (+) (λ) is analytic and satisfies,
In particular E (+) (λ) is strictly increasing in (0, λ * ) and defines an analytic bijection which maps (0, λ * ) onto (E 0 , E * ). Clearly its inverse λ (+) (E) is analytic and strictly increasing and satisfies λ (+) (E) ց 0, as E ց E 0 , λ (+) (E 8π ) = 8π and λ (+) (E) ր λ * as E ր E * .
Proof. (i) If ψ λ is differentiable as a function of λ, then standard elliptic arguments based on (P λ ) and the associated Green's representation formula, show that v λ ∈ C 2,α 0 (Ω) is a classical solution of,
3) In particular, since the right hand side of (P λ ) is analytic as a function of λ, then, by continuous dependence on the data, we see that ψ λ is analytic as a function of λ in some small enough open interval. At this point, by using (P λ ) we also find,
and then we conclude that,
Next, by using (P λ ) and (3.3), we see that
which in view of (3.4) proves (3.1).
(ii) If σ 1 (λ, ψ λ ) > 0, then v λ is well defined by Lemma 2.4 and we can use (3.1). Let, 
where σ j = σ j (λ, ψ λ ). As a consequence, we find,
whenever σ 1 (λ, ψ λ ) > 0, which proves the first part of (ii). Next, by virtue of (3.1) and Remark 2.1, we see that
As a consequence, by (3.7) we conclude that
(iii) Since σ 1 (λ, ψ λ ) > 0 for any (λ, ψ λ ) ∈ G λ * , then Lemma 2.4 implies that G λ * is an analytic curve parametrized by λ and in particular that ψ λ is an analytic function of λ. Since E is also jointly analytic with respect to λ and ψ, then E (+) (λ) is analytic as well, and we can apply (i) − (ii) to conclude that (3.2) holds. The rest of the statement is an obvious consequence of the monotonicity of E (+) (λ).
Spectral properties of Entropy maximizers.
The analysis of the spectral properties of entropy maximizers is based on the following equivalent formulation of (1. 
Clearly a function ϕ T ∈ L 2 (Ω) satisfies ϕ T ∈ T λ if and only if,
for some ϕ ∈ L 2 (Ω). In fact, we obviously have Ω ρ λ ϕ T = 0, and,
Therefore we can substitute f = ρ λ ϕ T in (1.4) to obtain,
2) where A λ is the quadratic form
and α is defined as follows,
Similarly, when we will need the µ 0 -stability property (1.6), then we will use the following inequality,
We will use several times the following fact: if, for some λ > 0, φ k is an eigenfunction of (2.2) with eigenvalue σ k , then the following holds,
where we used (2.6) and τ k = λ + σ k > 0, see (2.10).
Proposition 4.1. For fixed E > 0 let λ = λ(E) be a Lagrange multiplier of a non degenerate entropy maximizer ρ λ and ψ λ be the corresponding solution of (P λ ). Then:
2) admits at most one non positive eigenvalue; (iii) If σ k ≤ 0 is a non positive eigenvalue of (2.2), then it is simple, that is, it admits only one eigenfunction.
Proof. (i) Arguing by contradiction, if we would have α λ,0 (φ k ) = 0, then, in view of (2.13), we would also have α λ,E (φ k ) = 0 and so we would conclude that α λ,E (φ k ) = 0. Consequently, we could test (4.2) with ϕ T ≡ φ k , and then we would find,
However this is impossible since then, by using (4.5), we would also obtain,
which is the desired contradiction. Then, in view of (2.10) and (2.13), we see that α λ,E (φ k ) = 0 as well.
(ii) We argue by contradiction and suppose that there exist two eigenfunctions φ i , i = 1, 2 corresponding to a pair of distinct eigenvalues satisfying σ 1 < σ 2 ≤ 0. In view of (i) we have α λ,0 (φ i ) = 0 = α λ,E (φ i ), i = 1, 2 and so we define,
Clearly, choosing t 1 = t 1,0 := α λ,E (φ 2 ), t 2 = t 2,0 := −α λ,E (φ 1 ), we also have φ t 1,0 ,t 2,0 = t 1,0 φ 1,0 + t 2,0 φ 2,0 , where φ i,0 = [φ i ] λ,0 , i = 1, 2. Therefore we can test (4.2) with ϕ T = φ t 1,0 ,t 2,0 , to conclude that
Since σ 1 = σ 2 , then (2.9) implies that,
and so, by using (4.5), we also find,
which is the desired contradiction.
(iii) We argue by contradiction and suppose that there exist two eigenfunctions φ i , i = 1, 2 corresponding to the eigenvalue σ 1 ≤ 0. In view of (i) we have α λ,0 (φ i ) = 0 = α λ,E (φ i ), i = 1, 2, and so we define,
This time, by choosing,
we find,
Therefore we can can test (4.2) with ϕ T = φ t 1,0 ,t 2,0 , to conclude that
In the same time, by using (4.5), we find,
5. The proof of Theorem 1.5.
In this section we prove Theorem 1.5.
The proof of Theorem 1.5.
(i) In view of Theorem A in section 2, if Ω is of second kind, then σ 1 (8π, ψ 8π ) > 0. Therefore, by Lemma 2.4, we can continue G 8π in a small right neighbourhood of λ 8π where σ 1 (λ, ψ λ ) > 0. As a consequence λ * > 8π, as claimed. The rest of the proof of (i) is an immediate consequence of Proposition 3.1.
(ii) We first prove that G λ * ⊂ S Ω . Actually we prove a slightly more general result which will be needed later on.
Proposition 5.1 (Principle of Energy parametrization).
Let Ω be a domain of second kind and suppose that S Ω is pathwise connected. If Γ = {(λ(t), ψ λ(t) ), t ∈ (0, t 0 )} satisfies: (a) for each t ∈ (0, t 0 ), ψ λ(t) is a solution of (P λ ) with λ = λ(t) and G 8π ⊂ Γ; (b) the map t → (λ(t), ψ λ(t) ) is injective and analytic, λ(t) → 0 + as t → 0 + , λ(t c ) = 8π for some t c ∈ (0, t 0 ) and λ ′ (t) > 0 for t ∈ (0, t c ]; (c) Γ has no bifurcation points, that is, for any (λ 1 , ψ λ 1 ) ∈ Γ the set of solutions of (P λ ) in a small enough neighbourhood U ∈ R × C 2,α 0 (Ω) of (λ 1 , ψ λ 1 ) coincides with U ∩ Γ; (d) the energy satisfies
Then, the inclusion Γ ⊂ S Ω holds and there exists an analytic function λ
) is a solution of the (MVP) at energy E for any E ∈ (E 0 , E t 0 ).
Proof. We argue by contradiction and suppose that there exists (λ s , ψ λs ) ∈ Γ such that λ s = λ(t s ) for some t s ∈ (0, t 0 ) and (λ s , ψ λs ) / ∈ S Ω . Since G 8π ⊂ S Ω , then by (b) we find λ s > 8π, t s > t c and we can set Γ s = {(λ(t), ψ λ(t) ), t ∈ (0, t s )} and E s = E(ρ λs (ψ λs )). In view of (d), the energy is strictly increasing along Γ, whence E s > E(ρ λ(tc) (ψ λ(tc) )) = E 8π , with E 8π as in Definition 1.3. In particular, if we fix E 2 = E(ρ λ 2 (ψ λ 2 )) > E s , where ρ λ 2 (ψ λ 2 ) ∈ S Ω (which always exists by (MVP1)), and since S Ω is pathwise connected by assumption and G 8π ⊂ S Ω , then there must exist a continuous path
In other words, we see that for x close enough to 2, we have (λ x , ψ λx ) / ∈ Γ s , while (λ x , ψ λx ) ∈ Γ s for some x ≥ 1. Therefore, since {(λ x , ψ λx ), x ∈ [1, 2]} is continuous, then it is well defined,
which satisfies x ∈ [1, 2) and (λ x , ψ λ x ) / ∈ Γ s . Indeed, since each (λ x , ψ λx ) is a solution of (P λ ), then (λ x , ψ λ x ) would be a bifurcation point on Γ, in the sense that the set of solutions of (P λ ) in any small enough neighborhood U ∈ R × C 2,α 0 (Ω) of (λ x , ψ λ x ) would not be just U ∩ Γ. This is in contradiction with (c), and then we find (λ x , ψ λ x ) / ∈ Γ s . Since (λ x , ψ λ x ) = (λ s , ψ λs ) by assumption, then necessarily λ x = 0 and then (λ x , ψ λx ) has non empty intersection with the set of solutions of (P λ ) for some λ ≤ 0. This is neither possible since the set of solutions of (P λ ) for λ ∈ (−∞, 8π) is a smooth curve of entropy maximizers whose energy is less than E 0 and but with no bifurcations points. Therefore Γ ⊂ S Ω , as claimed. Next observe that E (0) (t) := E(ρ λ(t) (ψ λ(t) )) is analytic in (0, t 0 ), and by (d) it satisfies, (E (0) ) ′ (t) > 0 in (0, t 0 ). Therefore it admits an analytic inverse, see [8] , which we denote by T : (E 0 , E t 0 ) → (0, t 0 ), with the property that for each t ∈ (0, t 0 ), there exists a unique E ∈ (E 0 , E t 0 ) such that λ (0)
E is analytic, as claimed.
The proof of Theorem 1.5 continued.
Since σ 1 (λ, ψ λ ) > 0 whenever (λ, ψ λ ) ∈ G λ * , then, by Lemma 2.4, we see that G λ * is an analytic curve with no bifurcation points. In view of Proposition 3.1, E(ρ λ (ψ λ )) is monotonic increasing along G λ * . Then Proposition 5.1 can be applied and we let λ (+) E to be the (analytic) inverse of E (+) as defined in Proposition 3.1. Therefore, G λ * = {(λ
), E ∈ (E 0 , E * )} where
) is a solution of the (MVP) at energy E, and the proof of (ii) is complete.
(iii) To simplify the notations let us write,
.
By using (P λ ) we find,
and then obtain,
where we used (3.1), which proves the first part of the claim. In particular we find
which is always negative by (ii) and so (iii) is proved as well.
Remark 5.2. Obviously the proof of (iii) shows that (5.1) and (5.2) hold, whenever S(E) is defined and twice differentiable on an energy value E ∈ (E 0 , +∞).
(iv) If Ω is strictly starshaped, then by the Pohozaev identity, see for example [9] , we know that there exists λ ≥ 8π, depending only by Ω, such that
Therefore λ * < +∞ and in particular λ * > 8π, since Ω is of second kind. We conclude the proof with a Lemma which will be needed later on.
If Ω is of second kind and (λ(E), ψ λ(E) ) ∈ S Ω for a continuous function λ(E), and if λ n = λ(E n ) → λ * > 8π, as E n → E * , then E * < +∞.
In particular ψ λn → ψ * uniformly, where ψ * is a solution of (P λ ) with λ = λ * , and (λ * , ψ λ * ) ∈ S Ω .
Proof. We assume by contradiction that E * = +∞. Since
then there exists a subsequence (which we won't relabel) λ n → λ * , such that u n := λ n ψ λn satisfies u n ∞ → +∞ as n → +∞. Since u n ∈ C 2,α 0 (Ω) satisfies the Liouville type equation −∆u n = λ n e un Ω e un in Ω, then by Lemma 2.1 in [12] we know that u n is uniformly bounded in a small enough neighbourhood of ∂Ω. Therefore u n admits finitely many blow up points in Ω in the sense of Brezis-Merle [6] . More exactly, by well known concentration-compactness results [24] , we conclude that,
weakly in the sense of measures in Ω, where {p 1 , · · · , p m } ⊂ Ω and δ p is the Dirac delta with singular point p. However ρ n is a sequence of entropy maximizers whose energy is E n = E(ρ n (u n )) → +∞, and then, according to (MVP2), it has one concentration point, that is m = 1. Therefore we find,
which is a contradiction. Therefore E * < +∞ and, as a consequence, by the same argument we find ψ λ ∞ ≤ C, as λ → λ * , for a suitable constant C > 0, see also Lemma 2.1 in [4] . At this point, by a standard bootstrap argument, we have that ψ λn → ψ * , as E n → E * , where ψ * is a solution of (P λ ) with λ = λ * . Obviously, since S(E) is continuous (see (MVP2)) and since ρ λ * (ψ * ) is the uniform limit of entropy maximizers, then it is an entropy maximizer as well, that is (λ * , ψ λ * ) ∈ S Ω , as claimed.
Clearly Lemma 5.3 yields the desired conclusion and so the proof of (iv) is completed.
6. The proof of Theorem 1.8.
In this section we prove Theorem 1.8. To achieve our goal we will need the following continuation result for non degenerate entropy maximizers. We will use some facts about analytic maps in Banach spaces and the analytic implicit function theorem, and we refer to [8] for the details about these well known results. Theorem 6.1. Let λ > 0 and ψ := ψ λ satisfy ( λ, ψ) ∈ S Ω and suppose that σ 1 ( λ, ψ) = 0. If ρ λ (ψ λ ) is non degenerate, then σ 1 ( λ, ψ) is simple, that is, the kernel of (2.2) at λ = λ is one dimensional, say
Then there exists ε > 0 and λ : (−ε, ε) → R, u : (−ε, +ε) → Y 1 , which are analytic functions of s, and satisfy λ(0) = λ, u(0) = 0 and,
is a solution of
for any s ∈ (−ε, ε). Putting d ds := ′ , the first order derivatives of λ(s), u(s) satisfy,
Proof. Since ( λ, ψ) ∈ S Ω then Proposition 4.1 (ii) − (iii) ensure that the kernel of the linearized operator (2.2) at λ = λ is one dimensional, which is denoted by
Then we have,
Therefore, the map Φ :
is jointly analytic with respect to its variables, see [8] , it satisfies,
and its derivative D µ,u Φ(0, 0, 0) :
acts on R × Y 1 as follows,
By Lemma 2.4 (iii) we find that D ψ F λ ( ψ ) is an isomorphism of Y 1 onto its range R, that is,
:
We claim that,
is an isomorphism if and only if
, where P R is the projection onto R. Obviously, the first equation is solvable if and only if a = 0, while the second equation is equivalent to
which always admits a unique solution, since D ψ F λ ( ψ ) is an isomorphism of Y 1 onto its range R.
At this point we just observe that, in view of Proposition 4.1 (i), (6.4) is surely satisfied, whence the analytic implicit function theorem can be applied, see for example [8] , to conclude that in a small interval s ∈ (−ε, ε) there exist λ : (−ε, ε) → R and u : (−ε, +ε) → Y 1 , which are analytic functions of s, satisfying, λ(0) = λ, u(0) = 0, and in particular that (6.1) and (6.2) holds. The first order derivatives of (λ(s), u(s)) as a function of s, are linear in
as claimed.
At this point we are ready to present, The proof of Theorem 1.8.
Since Ω is strictly starshaped and of second kind, and since S Ω is assumed to be pathwise connected, then Theorem 1.5 applies and we have λ * < +∞, E * < +∞ and (λ * , ψ * ) ∈ S Ω , where ψ * := ψ λ * . Clearly σ 1 (λ * , ψ * ) = 0 and, since ρ λ * is non degenerate by assumption, then we can apply Theorem 6.1, to conclude that the kernel of the linearized operator (2.2) at λ = λ * is one dimensional, and we will denote it by X λ * ,1 = span{φ * 1 }, where [φ * 1 ] λ * ,0 λ * = 1. Let
(ψ * ) and let us define,
Then, by Theorem 6.1, there exist λ : (−ε, ε) → R and u : (−ε, +ε) → Y * , which we denote by λ(s), u(s), which are analytic as functions of s, and satisfy, λ(0) = λ * , u(0) = 0 and in particular 5) and is a solution of
for any s ∈ (−ε, ε). Moreover,
For later use we define
7) which do not vanish because of Proposition 4.1 (i).
To understand the qualitative behavior of λ(s), we start with the following, Proposition 6.3. Let σ 1,s := σ 1 (λ(s), ψ(s)), s ∈ (−ε, ε) be the first eigenvalue of (2.2). Then, by choosing a smaller ε > 0 if necessary, λ ′ (s) = 0 in (−ε, ε) \ {0} and σ 1,s and λ ′ (s) have the same sign in (−ε, ε) \ {0}. In particular a * > 0.
Proof. We first observe that ψ ′ (s) satisfies
and that, since λ is analytic, and by choosing a smaller ε if necessary, then λ ′ (s) = 0 for s ∈ (−ε, ε) \ {0}. In particular we can choose ε so small to guarantee that the first eigenvalue σ 1,s is simple, see [8] . Letting φ s be the eigenfunction of the first eigenvalue σ 1,s , we can use (2.5), (6.8) and integrate by parts to conclude that,
As a consequence of (6.9), we obtain the following asymptotic relation,
Since λ is monotonic increasing along G λ * , we can assume without loss of generality that (λ(s), ψ(s)) ∈ G λ * in (−ε, 0) and λ ′ (s) > 0 in (−ε, 0). In this situation, by construction, we also have σ 1,s > 0 in (−ε, 0), which, in view of Proposition 4.1 (i) and (6.10), implies that
Therefore, for ε > 0 small enough, σ 1,s and λ ′ (s) have the same sign in (−ε, ε) \ {0}, as claimed.
Remark 6.4. The relation (6.9) and its consequences will play a crucial role in the following. It is worth to point out that a fundamental role in the derivation of (6.9) is due to the analyticity of λ. If we miss this property, then we could pursue other well known arguments in bifurcation analysis, see [1] , and for example conclude that,
where,
However we could not exclude that b * = 0. This case can be ruled out for some specific nonlinearities, but it is hard to fix in general, see [1] for further details. If λ were not analytic, then the same problem could arise in principle for higher order terms in the expansion of λ ′ , which (in principle) could even vanish in a full right neighbourhood of s = 0. This would be a major problem for our purposes, since it would affect the strict monotonicity of the energy along the branch.
By taking a smaller ε > 0 if necessary, we may define λ ε = λ(ε), and
and observe that, setting
as s → 0 ± . Therefore, in view of Proposition 6.3, we conclude that, either, (I) λ * λ ′ (s) > 0 and σ 1,s > 0 in (0, ε): therefore, in this case, λ ε > λ * , λ ′ (s) ց 0 + as s → 0 + and, by Proposition 3.1 (ii), we find
, and, in view of (3.1),
or else, (D) λ * λ ′ (s) < 0 and σ 1,s < 0 in (0, ε). By choosing a smaller ε if necessary we can assume that 0 is not an eigenvalue of (2.2): therefore, in this case, λ ε < λ * , λ ′ (s) ր 0 − as s → 0 + , and then, in view of (3.1),
that is, by taking a smaller ε if necessary,
In other words, in a right neighbourhood of E * , say [E * , E ε ) is well defined the inverse of E (−) (λ), say λ (−) (E), which is continuous and monotone in [E * , E ε ). In particular the function
is continuous and differentiable in (0, E ε ) and, if (I) λ * holds, it satisfies,
while if (D) λ * holds, it satisfies,
So, either (I) λ * holds, and then λ E has an increasing flex with horizontal tangent at E = E * , or (D) λ * holds, and then λ E has a local maximum at E = E * .
Therefore we have two possibilities. If (D) λ * holds, then G λ * can be continued in a small enough left neighbourhood of λ * to an analytic branch which we denote by G * D ) ). In other words, in this case λ E is strictly decreasing as the energy increases along G * λ D
. Moreover, since 0 is not an eigenvalue of (2.2), then we can use
Lemma 2.4-(ii), and so in particular Proposition 5.1 can be applied to conclude that G *
. Then we define E d = E λ D and we have E m = E * , which, together with Remark 5.2, readily yields the claims of Theorem 1.8 (i) − (ii) − (iii) in the case where (1.5) holds.
Otherwise, if (I) λ * holds, then G λ * can be continued in a right neighbourhood of λ * to an analytic branch which we denote by G * µ , with µ > λ * , such that λ E is strictly increasing. Then λ E has an increasing flex with horizontal tangent at E = E * and in this case we define,
and we see from Proposition 3.1 that E is strictly increasing in (λ * , λ , is indeed a branch of entropy maximizers which can be parametrized by the energy, that is
where E occurs, then we can iterate the above argument and assume without loss of generality that after n steps we have found E 
never occurs for k = 1, · · · , n. We claim that there exists n 0 ≥ 1 such that (I (n 0 ) .D) λ ) = 0, then we also have σ 1 (λ I , ψ I ) = 0. In other words we could apply once more the analytic implicit function theorem, and obtain an analytic extension of λ E in a neighbourhood of E I . However this is impossible since then we should have dλ E dE = 0 in a small enough neighbourhood of E I , while we know that
As a consequence, we have found n 0 ≥ 1 such that (I (n 0 ) .D) λ (n 0 −1) I holds and we conclude the proof as above by
with a suitable E d > E m . This fact together with Remark 5.2 concludes the proof of Theorem 1.8 (i) − (ii) − (iii) in this case as well. In particular we find,
where the equality sign holds at E = E m and possibly at each one of the finitely many flex and obviously,
7. The proof of Theorem 1.10.
In this section we present the proof of Theorem 1.10.
The proof of Theorem 1.10.
The starting point of our analysis is the proof of Theorem 1.8 and we adopt the same notations used there. We recall that if (D) λ * holds, then G λ * can be continued in a small enough left neighbourhood of λ * to a smooth branch which we denoted by G *
). In this case the energy is strictly increasing along G * λ D and we can apply Proposition 5.1, to conclude that G *
Clearly, by taking a smaller E λ D if necessary, by continuity we have σ 1 (λ E (E), ψ λ E (E) ) < 0, ∀ E ∈ (E * , E λ D ) and we define,
We have only two possibilities: either E
(1)
CASE 1: E
(1) D = +∞. In this case λ E is strictly decreasing while the energy increases along the branch in (E * , +∞). Then, by Proposition 5.1, we can extend λ E to λ
), E ∈ (E 0 , +∞)} ⊂ S Ω as desired.
CASE 2: E
(1) D < +∞. We are going to show that the assumption σ 1 < 0 together with (H1), (H2), rule out this case. Let λ
D , λ * ), then we have ψ λ ∞ ≤ C, for any λ ∈ [λ D , see Lemma 2.1 in [4] for a proof of this fact. Therefore, by a standard bootstrap argument, we can assume that
Since solutions of (P λ ) are unique for λ ≤ 8π, then λ
D > E * > E 8π , and in view of Theorem 1.5 (i), we would have a second solution of (P λ ) for any such λ, which is impossible by the uniqueness result in [5] .
Clearly G(E (1) D ) ⊂ S Ω , whence, in view of (2.13) and Proposition 4.1 (i), we find
On the other side, α λ D ) ⊂ S Ω and all the entropy maximizers are non degenerate for E ≥ E * . Therefore, since α λ * ,E (φ * 1 ) > 0 (see (6.7) and Proposition 6.3), then we conclude that,
At this point, we will obtain a contradiction to the assumption σ 1 (λ, ψ λ ) < 0 by showing that,
Proof. If σ 1,1 < 0 and if
were well defined and D in such a way that σ 1,1 < 0 and
< 0. Therefore, arguing by contradiction, if the claim were false then we should find, either, (a) σ 1,1 < 0 and
is not well defined, or, (b) σ 1,1 < 0 and
In both cases, since (λ is well defined, there must exist a sequence E n ր E
→ −∞, as n → +∞. Therefore we find,
To prove that this is not possible we have to use (H1), (H2).
Proof. Let
be the Fourier expansions (2.11) of
with respect to the normalized ( φ j,0 λ
of the eigenfunctions of (2.5). In view of (7.1) we have, α 1 = 0. To avoid cumbersome notations, let us set,
By using (3.3) with (2.6), we obtain,
and then we find,
At this point we argue by contradiction and suppose that,
so that, by (3.5) and (7.3), we find,
and so we conclude that,
On the other side, for λ = λ
D , we can test (4.4) with ϕ T = φ 1,0 − α 1,E ψ 1,0 where,
and then, by using (2.6) and (4.5), after a straightforward calculation obtain that,
We first solve (7.5) with respect to σ 1,1 , and, recalling that λ
, where
Clearly, by using (2.6) and (4.5), we see that,
, and thus (7.6) is in turn equivalent to,
). It is easy to check that ψ 1,0
> 0, whence we find,
which in turn, after a lengthy evaluation, is seen to be equivalent to,
where the last inequality follows from (7.7). We will obtain a contradiction by showing that the sum in (7.10) is positive. In fact, let us observe that, Therefore, in view of (7.7), and since σ j = σ i +x i,j for some x i,j ≥ 0 whenever i < j, we conclude that the sum in (7.10) takes the form, 4) is not enough to establish Lemma 7.2. Indeed, by the same argument adopted above (actually it is essentially enough to take the limit σ 0 ց 0 in (7.9), which is µ 0 = 0 in the µ 0 -stability, that is almost the same as to use the nondegeneracy ) one would obtain the condition, which is readily seen to be always satisfied. So, no contradiction arise in this case. Therefore, it seems that the monotonicity of the energy along a branch of nondegenerate entropy maximizers with σ 1 < 0 may change. In other words, for the entropy to be convex in (E * , +∞), it seems that the peak of the entropy on M E has to be sharp enough. The − λ λ+σ 2 -stability is (together with (H2)) a sufficient condition, and we don't know whether it is sharp or not. However, it can be shown that a sufficient condition for an entropy maximizer ρ λ to be − λ λ+σ 2 -stable is, The proof of Theorem 1.10 continued.
As a consequence of Lemma 7.1 we conclude that only case E
(1) D = +∞ is possible and so the claims in (i) − (ii) are proved. Indeed, since G ∞ has no bifurcation points, then by the same argument used in Proposition 5.1, we also conclude that S Ω ⊆ G ∞ . Therefore we are just left with the proof of (iii) in this situation.
(iii) First of all, λ (∞) E is monotone and strictly increasing in (0, E * ) and strictly decreasing in (E * , +∞), whence E m = E * is its unique critical and absolute maximum point.
The Proof of Theorem 8.1. Clearly Theorem 1.8 holds and so we are left to prove the claims for E ≥ E d . In particular we can follow the proof of Theorem 1.10 and, in view of Remark 1.11, by defining E The point is that now this case cannot be ruled out as above, where we had σ 1,1 < 0 by assumption. Let us recall that, by (7.1), we have for any s ∈ (−ε, ε). The first order derivatives of (λ (1) (s), u (1) (s)), putting Moreover, in view of (7.1), then also the argument in Proposition 6.3 applies where we just replace λ * with λ
D , and a * with a
(1) * . In particular the analysis of (6.9) in this case is also easy, since we already now that a (1) * > 0, which implies that the conclusion of Proposition 6.3 hold, that is, (λ (1) ) ′ (s) = 0 and has a fixed sign in (−ε, ε) \ {0} where σ 1 (λ (1) (s), ψ (s) ) and (λ (1) ) ′ (s) share the same sign. At this point the discussion is very similar to that worked out in the proof of Theorem 1.8 and we will be very sketchy to avoid repetitions. Indeed, by arguing in the same way, we conclude that λ (1) D is either a decreasing flex with horizontal tangent or a strict local minimum (and the energy is increasing as a function of λ for λ > λ (1) D ). In particular, as in that case, the energy is always increasing, which allows in both cases, via Proposition 5.1, the extension of λ E in a right neighbourhood of E (1) D as a real analytic function of E, in such a way that (λ E (E), ψ λ E (E) ) ∈ S Ω . If λ D : σ 1 (λ E (E), ψ λ E (E) ) < 0, and
D is a local minimum, we define, λ
(1) * := sup µ > λ
In the first case all the properties used in the discussion of λ
I are satisfied, while in the second case all the properties used in the discussion of λ * are satisfied so we can iterate the argument.
