Abstract. Given a smooth target curve X, we explore the relationship between Gromov-Witten invariants of X relative to a smooth divisor and orbifold Gromov-Witten invariants of the r-th root stack along the divisor. We proved that relative invariants are equal to the r 0 -coefficient of the corresponding orbifold Gromov-Witten invariants of r-th root stack for r sufficiently large. Our result provides a precise relation between relative and orbifold invariants of target curves generalizing the result of Abramovich-Cadman-Wise [2] to higher genus invariants of curves. Moreover, when r is sufficiently large, we proved that relative stationary invariants of X are equal to the orbifold stationary invariants in all genera.
1. Introduction 1.1. Gromov-Witten theory of Target Curves. Gromov-Witten theory of target curves X is an enumerative theory of maps from curves to curves. Gromov-Witten invariants of target curves are defined as intersection numbers on the moduli space M g,n,d (X) of stable maps of degree d, from genus g, n-pointed curves.
Gromov-Witten theory of target curves has been completely determined in the trilogy [23] , [24] and [25] by Okounkov-Pandharipande. GromovWitten theory of target curves X is closely related to Hurwitz theory of enumerations of ramified covers of X. The GW/H correspondence proved in [23] showed a correspondence between stationary Gromov-Witten invariants of X and Hurwitz numbers of X. The main result of [24] showed that equivariant Gromov-Witten theory of P 1 is governed by the 2-Toda hierarchy. The Virasoro constraints for target curves was proved in [25] , the third part of the trilogy.
Moreover, Gromov-Witten theory of P 1 can be considered as a more fundamental object than Gromov-Witten theory of a point [24] . The stationary Gromov-Witten invariants of P 1 arise as Eynard-Orantin invariants [21] , [6] . As an application, Gromov-Witten theory of a point arises in the asymptotics of large degree Gromov-Witten invariants of P 1 [21] , [22] .
1.2.
Relative and Orbifold Gromov-Witten Theories. It is also natural to consider enumerative geometry of maps from curves to curves with prescribed tangency conditions over given points of the target curves. There are at least two enumerative theories arise.
The first theory is the relative Gromov-Witten theory of target curves, which has also been studied in the trilogy [23] , [24] and [25] including GW/H correspondence, 2-Toda hierarchy and Virasoro constraints for relative theory.
Let q 1 , . . . , q l be l distinct points in X. The relative Gromov-Witten in-
of (X, q 1 , . . . , q l ) is defined as an intersection number on the moduli space M g,n,η 1 ,...,η l ,d (X, q 1 , . . . , q l ) of n-pointed, genus g, degree d stable relative maps to (X, q 1 , . . . , q l ), whose tangency conditions are given by the partitions η 1 , . . . , η l . The definition is given Section 2.1.
Another theory of imposing tangency conditions is the orbifold GromovWitten theory of a root stack X[r 1 , . . . , r l ] of X [7] . The root stack X[r 1 , . . . , r l ] is obtained from X by taking r i -th root along the divisor q i . The inertia stack IX[r 1 , . . . , r l ] of the root stack has (r i − 1) twisted sectors whose rigidifications are isomorphic to the divisor q i , for each i ∈ {1, . . . , l}. The tangency conditions are encoded as follows. The evaluation map at each orbifold marked point lands on the twisted sector of the inertia stack IX[r 1 , . . . , r l ], whose age is given by the partitions η 1 , . . . , η l . One can consider the moduli space M g,n,η 1 ,...,η l ,d (X[r 1 , . . . , r l ]) of n-pointed, genus g, degree d, orbifold stable maps to X[r 1 , . . . , r l ], whose orbifold data is given by the partitions η 1 , . . . , η l . The orbifold Gromov-Witten invariant [28] . This provides another evidence that these two theories may be related.
The goal of this paper is to study the relationship between these relative and orbifold Gromov-Witten invariants in all genera.
The relationship between relative and orbifold Gromo-Witten invariants in genus zero has been established by Abramovich-Cadman-Wise [2] when the target is a smooth pair (Y, D) in any dimension. The relationship was first observed in [8] for genus zero maps to Y = P 2 with tangency conditions along a smooth plane cubic D. It was observed that, for large and divisible r, orbifold Gromov-Witten invariants of the root stack Y D,r stabilize and coincide with relative Gromov-Witten invariants of (Y,D). It was proved in [2] that genus zero orbifold Gromov-Witten invariants of Y D,r for large and divisible r agree with genus zero relative Gromov-Witten invariants of (Y, D) for any Y and any D. The proof used comparison of virtual fundamental classes of different moduli spaces.
In general the result of [2] does not hold for higher genus invariants, as shown by a counterexample (due to D. Maulik) in genus 1 [2, Section 1.7] . Naturally, we ask Question 1.1. What is the precise relationship between relative and orbifold Gromov-Witten invariants in higher genus? Question 1.2. Are higher genus relative and orbifold Gromov-Witten invariants equal under some assumptions?
In this paper, we answer these questions for target curves. The higher dimensional case will be treated in the forthcoming paper [27] .
1.3.
Results. The main results of the paper are presented in Section 2.4. We summarize the results in here.
The first observation is that the relationship between relative and orbifold Gromov-Witten invariants of target curves can be reduced to the base case of relationship between Gromov-Witten invariants of (P 1 , 0, ∞) and (P 1 [r], ∞), where P 1 [r] is the weighted projective line with single stacky point of order r at 0. P 1 [r] is the r-th root stack obtained from P 1 via taking r-th root at the divisor 0 ∈ P 1 [r] . The reduction to the base case is proved in Theorem 2.4 by the degeneration formula.
The relative-orbifold invariants of (P 1 [r], ∞) in general depend on r. For r sufficiently large, the invariants of (P 1 [r], ∞) are Laurent polynomials in r. On the other hand, the relative invariants of (P 1 , 0, ∞) do not depend on r. Hence, it is not expected that the exact equality between invariants of (P 1 [r], ∞) and (P 1 , 0, ∞) holds in general. However, their relationship can still be found. The following relation gives an answer to Question 1.1. Theorem 1.3 (=Theorem 2.8). For r 1 , . . . , r l sufficiently large, relative GromovWitten invariants of (X, q 1 , . . . , q l ) are the coefficient of
That is, relative Gromov-Witten invariants of (X, q 1 , . . . , q l ) are the constant terms of orbifold Gromov-Witten invariants of X[r 1 , . . . , r l ] in r i for all i ∈ {1, . . . , l}.
A direct consequence of Theorem 1.3 is that relative Gromov-Witten theory of (X, q 1 , . . . , q l ) is completely determined by the orbifold GromovWitten theory of the root stack X[r 1 , . . . , r l ] when r i 's are sufficiently large.
The proof of Theorem 1.3 is based on the degeneration formula and the localization analysis in [13] .
The answer to Question 1.2 now reduces to the question: when will invariants of (P 1 [r], ∞) be constant in r? We provide the answer to Question 1.2 for the stationary sector of Gromov-Witten theory. Theorem 1.4 (=Theorem 2.10). For r 1 , . . . , r l sufficiently large, stationary relative Gromov-Witten invariants of (X, q 1 , . . . , q l ) are equal to stationary orbifold Gromov-Witten invariants of X[r 1 , . . . , r l ].
We provide two proofs for the equality in stationary theories of relative and orbifold invariants. The first proof is based on the degeneration of the target and the equality in genus zero. The second proof is a direct comparison via localization computations. The direct comparison of the second proof turns out to be related to double Hurwitz numbers.
Applications.
The results and the methods of proof for the relationship between relative and orbifold invariants of target curves have some applications in both Gromov-Witten theory and Hurwitz theory.
As the first application, the localization computation in the proof of Theorem 1.3 can be adjusted to provide a new proof of the equality between genus zero relative and orbifold invariants in [2] for target curves. The new proof is given in Section 4. The advantage of our localization proof in Section 4 is that one can directly see why the proof does not work for high genus invariants. The difference between genus zero and higher genus invariants are very clear from our perspective.
The second application is to provide a new proof for the formula of JohnsonPandharipande-Tseng [15] [19] . [19, Proposition 5.5] shows that double Hurwitz numbers can be written as rubber integrals, the type of integrals coming from relative virtual localization and corresponding to relative Gromov-Witten invariants with non-rigid targets. In Section 6, we show that our localization computation can be used to prove an equality between rubber integrals and Hurwitz-Hodge integrals and hence provide a new proof for the main theorem of [15] .
The third application is from the equality for relative and orbifold stationary Gromov-Witten theories. GW/H correspondence for relative GromovWitten invariants of target curves X in [23] implies GW/H correspondence for orbifold Gromov-Witten invariants of the root stack X[r 1 , . . . , r l ] when r i 's are sufficiently large.
1.5. Plan of the Paper. The paper is organized as follows.
Section 2 gives precise statements of the main results of the paper. Section 2.1 provides a brief definition of Gromov-Witten invariants of target curves X relative to q 1 , . . . , q l . Section 2.2 defines the corresponding orbifold Gromov-Witten invariants of root stacks X[r 1 , . . . , r l ]. In Section 2.3, we use degeneration formula to prove that the relationship between orbifold and relative invariants can be reduced to the base case of relationship between invariants of (P 1 , 0, ∞) and (P 1 [r], ∞). Section 2.4 states the main results of the paper containing relationship between invariants in the base case, as well as the relationship for general one dimensional targets. Section 3 is dedicated to the proof of Theorem 2.7. Section 3.1 discusses the motivation and states the key identity in Lemma 3.2. Section 3.2 and Section 3.3 describe the fixed loci of localization computation and identify the localization contributions from each fixed locus. With these preparations, we then prove Lemma 3.2 in Section 3.4. Then we use Lemma 3.2 to prove Theorem 2.7 in Section 3.5. In Section 3.6, we give a brief discussion for the version of Theorem 2.7 in term of ancestor invariants instead of descendant invariants.
Section 4 is an application of localization computation of Section 3 in genus zero. We recover the equality between genus zero invariants in [2] . Section 5 is dedicated to the proof of Theorem 2.10. We give two proofs of Theorem 2.10 in this section. The first proof is given in Section 5.1 using the technique in Section 3. The second proof is by direct comparison via localization without assuming any knowledge from Section 3. Localization contributions are explicitly computed in Section 5.2 and Section 5.3. The second proof is completed in Section 5.4. Section 6 is an application of localization computation in Section 5. We recover the formula for double Hurwitz number in [15] via an identity between Hurwitz-Hodge integrals and rubber integrals. 2. Relative and Orbifold Invariants of Target Curves 2.1. Relative Gromov-Witten Invariants. Let X be a smooth target curve and q 1 , . . . , q l be l distinct points of X. We will study Gromov-Witten theory of X relative to q 1 , . . . , q l . Let η 1 , . . . , η l be partitions of d. Let l(η) be the length of the partition η. The moduli space
parametrizes genus g, stable relative maps such that
• the degree of the map is d;
• the first n marked points are non-relative marked points, and there are evaluation maps
• the monodromies at q i are given by the partition η i . More precisely, there are l(η i ) marked points relative to q i and the contact orders of the marked points relative q i are given by the parts of the partition
).
Definition 2.1. For 1 ≤ i ≤ n, let γ i ∈ H * (X, Q) and a i ∈ Z ≥0 . The relative Gromov-Witten invariants of (X, q 1 , . . . , q l ) are defined by
Basic constructions and properties of relative Gromov-Witten theory can be found in [12] , [16] and [17] .
2.2.
Orbifold Gromov-Witten Invariants. Let X[r 1 , . . . , r l ] be the orbifold target curve with stack points q i of order r i . Then, the orbifold X[r 1 , . . . , r l ] is the root stack of X by taking r i -th root to the point q i . General construction of root stack can be found in [7] and [5, Appendix B] Example 2.2. For a positive integer r, the r-th root stack of P 1 over the point 0 ∈ P 1 is denoted by P 1 [r] . The root stack P 1 [r] is the weighted projective line with a single stack point of order r at 0. We will be dealing with this stack very frequently in the rest of the paper.
The evaluation maps in orbifold Gromov-Witten theory land on the inertia stack of the target. The inertia stack IX[r 1 , . . . , r l ] consists of an identity component X[r 1 , . . . , r l ] and (r i −1) twisted sectors which are µ r i -gerbes over the divisor q i , for 1 ≤ i ≤ l.
The moduli space
parametrizes genus g, orbifold stable maps to the root stack X[r 1 , . . . , r l ] such that
• the first n marked points are non-orbifold marked points. That is, the evaluation maps at the first n marked points land on the identity component X of the inertia stack IX[r 1 , . . . , r l ]; • the monodromies at q i are given by the partition η i . More precisely, the evaluation maps at the orbifold marked points land on the twisted sector (which is isomorphic to q i after rigidification) of the inertia stack IX[r 1 , . . . , r l ] of age η
where 1 η i j (i) r i is the identity class of the twisted sector with age η i j (i) r i .
More details about orbifold Gromov-Witten theory can be found in [1] , [5] , [4] , [10] , [26] . Orbifold Gromo-Witten theory of one dimensional stack has been studied by P. Johnson in his thesis [14] .
2.3.
Reduction to the Base Case. In this section, we study orbifold Gromov-Witten invariants of X[r 1 , . . . , r l ] and relative Gromov-Witten invariants of (X, q 1 , . . . , q l ). Using degeneration formula, we can reduce the relationship between orbifold invariants and relative invariants to the base case: the relationship between relative-orbifold invariants of (P 1 [r], ∞) and relative invariants of (P 1 , 0, ∞).
The target curve X admits a sequence of degeneration to
• X 0 and X i are connected by a node q
Degeneration formula [17] expresses relative invariants of (X, q 1 , . . . , q l ) in terms of relative invariants of (X, q
For simplicity, we only write down the degeneration formula when l = 1:
where where Aut(η) is the order of the automorphism group Aut(η) preserving equal parts of the partition η; the sum on the right is over all splittings of g and d, all choices of S ⊂ {1, . . . , n}, and all partitions η of d. The superscript • represents disconnected Gromov-Witten invariants.
The root stack X[r 1 , . . . , r l ] admits the same sequence of degeneration such that, applying degeneration formula [3] , we can express orbifold invariants of X[r 1 , . . . , r l ] in terms of relative invariants of (X, q
where the sum on the right is also over all splittings of g and d, all choices of S ⊂ {1, . . . , n}, and all partitions η of d. Therefore, the relationship between relative Gromov-Witten invariants of (X, q 1 , . . . , q l ) and orbifold Gromov-Witten invariants of the root stack X[r 1 , . . . , r l ] follows from the relationship between relative Gromov-Witten invariants of (P 1 , 0, ∞) and relative-orbifold Gromov-Witten invariants of (P 1 [r], ∞). We summarize the result as follows:
Theorem 2.4. The relationship between relative Gromov-Witten invariants of (P 1 , 0, ∞) and relative-orbifold Gromov-Witten invariants of (P 1 [r], ∞) determines the relationship between relative and orbifold invariants of target curves.
Remark 2.5. The reduction implies we may consider the relationship between relative and orbifold invariants to be "local" over each relative/orbifold point q i . Remark 2.6. When the target curve X has genus g > 0, the cohomology of X includes odd degree classes. Degeneration formula works for relative invariants of X, as well as orbifold invariants of root stacks of X, in the presence of odd cohomology. We refer the reader to [25, Section 5.1] for more detailed discussion of odd classes. Theorem 2.4 is actually for the full Gromov-Witten theory of curves, not just for Gromov-Witten theory with even cohomological classes.
Main Results. We fix a partition
, Q) be the identity class of the twisted sector with age k i r. We consider invariants of (P 1 [r], ∞) and (P 1 , 0, ∞) where the orbifold conditions for (P 1 [r], ∞) and relative conditions for (P 1 , 0, ∞) at 0 are given by the partition k and the relative conditions at ∞ are both given by the partition µ = (µ 1 , . . . , µ l(µ) ) of d. We assume there are m + n + l(µ) markings.
We consider the moduli space M g,k,n,µ,d (P 1 [r], ∞) of relative-orbifold stable maps, where the first m markings are orbifold markings with orbifold structures given by k i ≠ 0, for 1 ≤ i ≤ m; there are n non-orbifold and non-relative markings; the last l(µ) markings are relative markings. Let γ m+i ∈ H * (P 1 , Q), for 1 ≤ i ≤ n, which are not necessary point classes. We consider relative-orbifold Gromov-Witten invariants of (P 1 [r], ∞):
On the other hand, we consider the moduli space M g,k,n,µ (P 1 , 0, ∞) of stable relative maps, where the first m markings are relative markings that map to the relative divisor 0 ∈ P 1 ; there are n non-relative markings; the last l(µ) markings are relative markings that map to the relative divisor ∞ ∈ P 1 .
We consider relative Gromov-Witten invariants of (P 1 , 0, ∞)
The relationship between (5) and (6) can be stated as follows Theorem 2.7. For r sufficiently large, the relative-orbifold invariants (5) are Laurent polynomials in r. Gromov-Witten invariants of (P 1 , 0, ∞) are equal to the coefficient of r 0 of Gromov-Witten invariants of (P 1 [r], ∞). More precisely,
where [] r 0 means taking coefficient of r 0 .
Combining Theorem 2.4 and Theorem 2.7, we obtain the following relationship between relative and orbifold Gromov-Witten invariants of target curves. 
Theorem 2.8 directly implies the following result:
Corollary 2.9. The relative Gromov-Witten theory of target curves (X, q 1 , . . . , q l ) are completely determined by the orbifold Gromov-Witten theory of the corresponding root stacks X[r 1 , . . . , r l ] when r i are sufficiently large for
It is showed in [2] that relative invariants are equal to the corresponding orbifold invariants of r-th root stacks in genus zero for r sufficiently large. Although orbifold invariants and relative invariants are not equal in higher genus in general, we will see that the equality still holds in higher genus for the stationary sector of Gromov-Witten theory. There are some interesting results will arise from the equality between stationary Gromov-Witten theories.
Gromov-Witten invariants are called stationary if there are only descendants of ω involved. Stationary invariants of (P 1 [r], ∞) are as follows:
Stationary invariants of (P 1 , 0, ∞) are as follows:
For r sufficiently large, we have an exact equality for stationary theories in the base case. When r i 's are sufficiently large for all i ∈ {1, . . . , l}, the equality between stationary orbifold Gromov-Witten invariants of X[r 1 , . . . , r l ] and stationary relative Gromov-Witten invariants of (X, q 1 , . . . , q l ) follows from the base case.
Theorem 2.10. For r sufficiently large, the stationary relative-orbifold invariants (9) of (P 1 [r], ∞) are equal to the stationary relative invariants (10) of (P 1 , 0, ∞):
Remark 2.11. Theorem 2.10 can be extended slightly by string equations and dilaton equations for Gromov-Witten theory of (P 1 [r], ∞) and (P 1 , 0, ∞) with insertions τ 0 (1) and τ 1 (1).
Remark 2.12. Theorem 2.10 also holds if we replace some of the descendant classes by ancestor classes. The proof is identical. Theorem 2.4 and Theorem 2.10 together imply the following theorem for target curves: Theorem 2.13. Let X be a smooth target curve in any genus. When r i are sufficiently large for 1 ≤ i ≤ l, the stationary Gromov-Witten invariants of (X, q 1 , . . . , q l ) are equal to the stationary Gromov-Witten invariants of the root stack X[r 1 , . . . , r l ].
Beyond stationary theory, the equality between orbifold invariants and relative invariants may not be available. It will be interesting to determine when exactly the equality holds.
Proof of Theorem 2.7
Starting from this section, we explore relationship between relative invariants and orbifold invariants of target curves. We have seen in the Section 2.3 that the base case is the relationship between invariants of (P 1 , 0, ∞) and (P 1 [r], ∞). In this section we prove Theorem 2.7 which states that relative invariants of (P 1 , 0, ∞) are equal to the coefficients of r 0 of relative-orbifold invariants of (P 1 [r], ∞). The relation is obtained from identities of cycle classes on moduli spaces.
3.1. Identities on Cycle Classes. Our motivation is the well-known identity between the moduli space of stable relative maps to non-rigid (rubber) targets and the moduli space of stable relative maps to rigid targets.
Let k and µ be partitions of d as in Section 2.4. Let n be the number of non-relative markings. We consider moduli spaces of stable relative maps to (P 1 , 0, ∞) whose contact orders at relative divisor 0 (resp. ∞) are given by the partition k (resp. µ) of d. Let p be a non-relative marking, the identity is written as:
where
is the canonical forgetful map to the moduli space M g,k,n,µ,d (P 1 , 0, ∞) ∼ of stable maps to rubber. This identity can be proved by a direct identification of moduli spaces, as well as localization calculation. The localization calculation can be found in [20, Lemma 2] .
Identity (12) implies the following identity between relative invariants of (P 1 , 0, ∞) and rubber integrals given in [25] :
Inspired by identity (12), we would like to find a similar identity for
where ages at orbifold markings are given by the partition k of d, n is the number of non-orbifold and non-relative markings. The following identity holds for orbifold invariants in all genera.
Lemma 3.2. Let p be a non-orbifold and non-relative marking. For r sufficiently large, we have
where [] r 0 means taking the coefficient of r 0 and we use the same ǫ to denote forgetful maps from given moduli spaces to the moduli space M g,m+n+l(µ) of stable curves.
The proof is based on virtual localization analysis in [13] . Before proving Lemma 3.2, we need to describe C * -fixed loci of M g,k,n,µ,d (P 1 [r], ∞) and compute virtual normal bundle. In the Section 3.2 and Section 3.3, we explicitly describe fixed loci via decorated graph notation and compute localization contributions from each decorated graph. The virtual localization computations can also be found in many literatures (for example, [11] , [29] , [18] , [13] and [15] ).
Fixed Loci.
3.2.1. Graph Notation. Consider the standard C * -action on P 1 , defined by
This action canonically lifts to C * -action on P 1 [r], hence lifts to C * -action on the moduli space M g,k,n,µ,d (P 1 [r], ∞). The components of C * -fixed loci of M g,k,n,µ,d (P 1 [r], ∞) are described by decorated graphs. Let {f ∶ (C, {p i }) → (P 1 [r], ∞)} be a fixed stable relative map. The images of all marked points, nodes, contracted components, and ramification points are C * -fixed points. Hence we have f (p i ) = [0 µ r ] ∈ P 1 [r] when 1 ≤ i ≤ m as orbifold marked points have to be mapped to the single stack point at 0. Moreover, the only invariant curve of P 1 is P 1 . Hence, each non-contracted component of C is rational and the map restricted to this component is completely determined by its degree.
The C * -fixed loci of M g,k,n,µ,d (P 1 [r], ∞) are labeled by decorated graphs Γ as follows [18] , [13] .
• Each contracted component is labeled by a vertex. We denote the set of vertices in Γ by V (Γ). The labeling map
is defined by
• Each non-contracted component is labeled by an edge. We denote the set of edges in Γ by E(Γ).
• Each vertex v is marked with the arithmetic genus g(v) of the associated component.
• Each edge e is marked with the the degree d e of the map from that component.
•
that associates each marking with a vertex.
• The set of flags of Γ is defined to be
If the flag is at 0, then it is also labeled by an element k (e,v) ∈ Z r . In fact, in our example,
see for example [14] and [15] .
• Compatibility conditions as in [18, Definition 9.6].
We also use the following notation
• S(v) denotes the set of markings assigned to the vertex v.
• E(v) denotes the set of edges incident to the vertex v.
• val(v) = E(v) + S(v) is the valence of the vertex v.
• V S (Γ) denotes the set of stable vertices, that is, the set of vertices that satisfy g(v) − 2 + val(v) > 0.
• F S (Γ) denotes the set of stable flags, that is, the set of flags whose associated vertices are stable.
Remark 3.3. the compatibility conditions include the compatibility condition at a vertex v over 0:
where, by abuse of notation, we identify k i with exp(2π √ −1k i r). The compatibility condition at a vertex is being used in the proof of Lemma 3.4, which is given in [13, Lemma 6 ].
The C * -fixed loci can be identified with a finite quotient of a product of moduli spaces
where We refer the reader to [13, Lemma 6] for details of the proof.
Remark 3.5. For relative invariants of (P 1 , 0, ∞), the only type of unstable vertices at 0 is also the type (3) unstable vertices.
Localization Formula for
• Γ represents a decorated graph .
• The factor c Γ is given by
• The factor e(Norm vir ) is the virtual normal bundle.
The inverse of the virtual normal bundle
is the product of the following factors:
(1) The factor
. It is the contribution on an edge e. The map f e ∶ C e → P 1 [r] is a C * -fixed Galois cover. The contribution is given by the factor (
The contribution is trivial when r is sufficiently large.
k (e,v) is the subspace which is invariant under the action of
• If i(v) = ∞, the contribution is 1.
• If i(v) = 0 and k (e,v) = 0 mod r, then the contribution is t r. This case will not appear when r is sufficiently large.
• If i(v) = 0 and k (e,v) ≠ 0 mod r, then the contribution is trivial as there is no invariant part.
) .
It comes from contribution of contracted component at 0. The factor r (e,v) is the order of k (e,v) ∈ Z r . U is the representation given by
is the corresponding Hurwitz-Hodge bundle and
For r sufficiently large, the rank of the Hurwitz-Hodge bundle can be written as
. See also [15] and [13] .
When the target degenerates at ∞, there is a factor ∏ e∈E(v) d e −t − ψ ∞ The class ψ ∞ is the first Chern class of the cotangent line bundle at the relative point ∞.
Proof of Lemma 3.2.
Proof. We follow the virtual localization analysis in [13] . For r sufficiently large, we consider the class
vir , the localization computation in Section 3.3 gives
where the factor −t comes from the contribution of the restriction of the insertion ev simplifies to the product of the following factors:
• Each stable vertex v ∈ V (Γ) over 0 contributes a factor
• If the target degenerates at ∞, there is a factor
Since the marked point p maps to ∞ ∈ P 1 [r], the contracted component containing p maps to ∞. Hence the target always degenerates at ∞.
We consider the push-forward to M g(v),val(v) and extract the coefficient of t 0 r 0 . Following [13] , we set s ∶= tr and extract the coefficients of s 0 r 0 instead.
For each stable vertex v over 0, the push-forward of the contribution (20) to M g(v),val(v) can be written as
By [13, Proposition 5] ,ĉ i is a polynomial in r for r sufficiently large.
The target always degenerates at ∞. The push-forward of the contribution (21) to M g(v),val(v) can be written as
Remember, there is also the contribution from the restriction of the equivariant class [∞] to the fixed point ∞:
This factor cancels with the first factor − r s in (23) . Therefore, the contribution at ∞ has only nonnegative powers of r. On the other hand, there are only positive powers of r in each factor over 0, that is, each stable vertex over 0 contributes at least one r. To extract the coefficient of r 0 , the only stable vertex is at ∞ and there can not be any stable vertex over 0. Hence, the decorated graph has a stable vertex of full genus g over ∞ and m unstable vertices over 0 of type (3). The appearance of ψ ∞ -classes will also give an extra factor of positive power of r, hence there is only (− r s ψ ∞ ) 0 . What remains is the right hand side of (14).
Then we extract the coefficient of s 0 , the outcome is exactly (14).
3.5.
Comparison of Descendant Invariants. Localization analysis in Lemma 3.2 can be used to prove the identity between relative-orbifold invariants of (P 1 [r], ∞) and rubber integrals. We first prove the following polynomiality of relative-orbifold invariants of (P 1 [r], ∞). Lemma 3.6. For r sufficiently large, the relative-orbifold invariant
is a Laurent polynomial in r.
Proof. The Gromov-Witten invariant (25) of (P 1 [r], ∞) is considered as push-forward of the class
to a point. The push-forward factors through the moduli space M g,m+n+l(µ) of stable curves. We can simply consider push-forward of the class to the moduli space of stable curves and use the localization analysis in Lemma 3.2.
The polynomiality of the invariant follows from the polynomiality of the classĉ i , for i ≥ 0 and r sufficiently large. Indeed, the contribution of stable vertices over 0 can be written as a finite sum ofĉ i multiplied by positive and negative powers of r and descendant classes. Therefore, the invariant (25) is a Laurent polynomial in r.
Lemma 3.7. For r sufficiently large, we have the following identity between the coefficient of r 0 of invariants of (P 1 [r], ∞) and rubber integrals:
Proof. The proof of the identity (26) is parallel to the proof of Lemma 3.2. The localization analysis in Lemma 3.2 applies here. The difference is there are some additional descendant classes at non-relative and non-orbifold markings.
These descendant classes will only contribute to stable vertices at 0 or ∞. If these descendant classes appear at unstable vertices, they would contribute extra factors of t. We claim that it can not happen when r is sufficiently large. This is because, by Lemma 3.4, the only type of unstable vertices is of type (3): genus zero and carries one marking and one incident edge. The only marking has to be an orbifold marking due to compatibility condition at the corresponding vertex. Therefore, non-orbifold and non-relative markings land on stable vertices and the descendant classes of these markings do not give extra factors of t.
Hence, the localization analysis in Lemma 3.2 still works in this case. Set s = tr and extract the coefficients of s 0 r 0 exactly gives the identity (26). Lemma 3.1 and Lemma 3.7 together imply Proposition 3.8. For r sufficiently large,
Proposition 3.8 is a special case of Theorem 2.7 when there is exactly one stationary marking, i.e. there is exactly one class of ω ∈ H 2 (P 1 , Q) appears. Theorem 2.7 can be reduced to this special case as follows.
Proof of Theorem 2.7. We consider relative invariants of (P 1 , 0, ∞) of the form (6) and relative-orbifold invariants of (P 1 [r], ∞) of the form (5).
(Case 1): There is no point class ω appears.
We may rewrite (5) as
This invariant is determined by invariants with exactly one divisor class by the divisor equation:
Similarly, for relative invariant
Therefore, (Case 1) follows from Proposition 3.8.
(Case 2):
There is at least one point class ω appears.
Let {p 1 , . . . , p n∞ } be the set of stationary marked points, i.e. with insertion of the form τ a (ω). We can consider the degeneration of P 1 [r] along a point q ∈ P 1 [r] such that all stationary marked points map to the component containing ∞. That is, we have the following degeneration formula
Apply the same degeneration to relative invariants of (P 1 , 0, ∞), we have
Therefore, it is sufficient to consider invariants with no stationary descendant classes insertions, which is (Case 1).
Polynomiality follows from the above discussion and Lemma 3.6. This completes the proof of Theorem 2.7. Remark 3.9. As mentioned in the proof of [25, Proposition 2.5], the relative invariant of (P 1 , 0, ∞) with no stationary descendants are indeed zero. Therefore, the r 0 -coefficient of the invariant of (P 1 [r], ∞) in (Case 1) are zero.
Remark 3.10. (Case 2) can also be proved via the type of degeneration mentioned in [25, Proposition 2.5] . That is, we can consider a sequence of degeneration, such that each degenerated component contains exactly one stationary descendant. Then (Case 2) follows directly from Proposition 3.8.
Comparison of Ancestor Invariants.
The relationship between ancestor invariants of (P 1 [r], ∞) and (P 1 , 0, ∞) is slightly easier to prove than the relationship for descendant invariants. Since all ψ-classes are pull-back from the ψ-classes on the corresponding moduli space of stable curves, Lemma 3.2 directly gives the following identity for relative-orbifold invariants of (P 1 [r], ∞):
Here, we are abusing the notation by using the same bracket notation ⟨⋯⟩ to denote ancestor invariants.
The proof of Theorem 2.7 applies to ancestors invariants too. Therefore, we obtain the relation for ancestor invariants of (P 1 [r], ∞) and (P 1 , 0, ∞).
(30) Identity (30) can be generalized to target curves in any genus with any number of relative/orbifold divisors.
Application I: Genus Zero Equality via Localization
It is proved in [2] that genus zero relative invariants and orbifold invariants are equal via properties of virtual fundamental classes. In this section, we recover their result using localization analysis for relative and orbifold Gromov-Witten invariants of target curves. The higher dimensional case will be treated in [27] and hence completely recover the result of [2] . By Theorem 2.4, the correspondence between relative invariants and orbifold invariants of target curves reduces to the case of (P 1 , 0, ∞) and (P 1 [r], ∞). Furthermore, proof of Theorem 2.7 shows that we can further reduce it to the case when there is exactly one stationary marked point. Hence, it is sufficient to prove the following equality. 
This equality directly follows from identity (12) for relative invariants of (P 1 , 0, ∞) and the following identity for relative-orbifold invariants of (P 1 [r], ∞).
Lemma 4.2. Let p be a non-orbifold and non-relative marking. For r sufficiently large,
Remark 4.3. This lemma is the genus zero version of Lemma 3.2 without taking the coefficient of r 0 or pushing-forward to the moduli space of stable curves. We follow the localization analysis in Lemma 3.2. The genus zero condition can significantly simplify the analysis, so there is no need to take the coefficient of r 0 .
Proof of Lemma 4.2. Consider the class
we need to extract the coefficient of t 0 from contributions of fixed loci. Recall that the restriction of the equivariant class [∞] at ∞ gives contribution −t, that is,
We will need to the extract t −1 coefficient of the contribution from stable vertices.
Since p has to map to ∞ and p is a non-orbifold and non-relative marking, the target degenerates at ∞. There is a factor
This contribution only have negative power of t and contributes at least one t −1 .
In genus zero, stable vertex v over 0 contributes a factor
Note that the contribution also only have negative power of t with at least one t −1 each stable vertex v over 0. Therefore, to extract coefficient of t 0 , no stable vertex over 0 can be allowed. Hence, the decorated graph is of a stable vertex of full genus g over ∞ and m unstable vertices over 0. Each ψ ∞ -class in (33) also contributes a factor of t −1 , so no ψ ∞ -class is allowed. This exactly gives
Hence completes the proof of the lemma.
Consequently, genus zero equality between relative and orbifold invariants is recovered.
Remark 4.4. The proof of Lemma 4.2 fails in higher genus, because the contribution of stable vertices over 0 will have nonnegative power of t in higher genus. So stable vertices over 0 are allowed for higher genus invariants. Therefore, in Lemma 3.2, we need to take the coefficient of r 0 . It also gives an explanation of why the result of [2] does not hold in higher genus.
5. Stationary Gromov-Witten Theory of (P 1 [r], ∞) and (P 1 , 0, ∞).
In this section, we present two proofs of Theorem 2.10 for the equality between stationary Gromov-Witten invariants of (P 1 [r], ∞) and stationary Gromov-Witten invariants of (P 1 , 0, ∞). The first proof is based on the degeneration formula in the proof of Theorem 2.7 and the equality for genus zero invariants. The second proof is a direct comparison of Stationary Gromov-Witten theory of (P 1 [r], ∞) and (P 1 , 0, ∞) via localization computation for both (P 1 [r], ∞) and (P 1 , 0, ∞). The second proof is independent and does not assume any knowledge of the degeneration of the target in the proof in previous sections. The direct comparison in the second proof turns out to be related to double Hurwitz numbers.
5.1. The First Proof of Theorem 2.10. We consider the degeneration (28) in the proof of Theorem 2.7 such that all stationary marked points distributed to the component containing ∞. Therefore, it is reduced to the case of relative-orbifold stationary invariants of (P 1 [r], ∞) with no stationary marked points, that is,
There is no insertions, therefore, the virtual dimension M g,k,0,µ,d (P 1 [r] , ∞) has to be zero. That is,
This means g = 0, m = 1 and l(µ) = 1. This is genus 0 invariants of (P 1 [r], ∞) when there is only one relative marked point, one orbifold marked point and, no non-relative and non-orbifold marked points.
Similarly for relative invariants of (P 1 , 0, ∞). We only need to consider genus zero invariants of (P 1 , 0, ∞) with single relative marked point at 0 and ∞ respectively; and no non-relative marked points.
Hence, it is sufficient to prove the following equality
where (d) represents the trivial partition of d with only one part. It is simply a special case of the equality for genus zero invariants. This completes the first proof of Theorem 2.7. (P 1 [r] , ∞). Starting from this section, we present the second proof of Theorem 2.7.
Localization for Stationary Invariants of
In this section, we compute stationary relative-orbifold invariants 9 via virtual localization.
Consider the equivariant stationary orbifold invariant Following the localization computation in Section 3.3, the contribution from M Γ is:
where the factor (i * ∞ [∞]) n is the restriction of the class [∞] to ∞. We have
For sufficiently large r, the contribution can be simplified to
5.3.
Localization for Stationary Invariants of (P 1 , 0, ∞). The standard C * -action (15) on P 1 lifts to C * -action on the moduli space M g,k,n,µ,d (P 1 , 0, ∞).
The components of C * -fixed locus of the moduli space M g,k,n,µ,d (P 1 , 0, ∞) are described by decorated graphs as in the case of (P 1 [r], ∞) with some modifications.
• For 1 ≤ i ≤ m, each marked point p i is labeled by the element k i as well. But the meaning is different in here: the element k i is the contact order at the marked point p i with 0. • A vertex v over 0 is unstable if g(v) = 0, v carries one marking and one incident edge. This is because 0 is a relative divisor. On the other hand, for r sufficiently large, Lemma 3.4 implies this type of unstable vertices is also the only type of unstable vertices at 0 for (P 1 [r], ∞). So the unstable vertices are also matched.
• If the target does not expand at 0, the preimages of 0 are given by m unstable vertices.
• If there is a contracted component at 0, then the target expands.
The contribution at 0 is given by integral over the moduli space M g(v),val(v),d(v) (P 1 , 0, ∞) ∼ of stable maps to rubber for each vertex v over 0. More precisely, The C * -fixed loci M Γ can be identified with a finite quotient of a product of moduli spaces
Therefore, the following correspondence follows directly from our descriptions of decorated graphs.
Proposition 5.1. For r sufficiently large, there is an one-to-one correspondence between decorated graphs for fixed loci of
Consider the stationary relative invariant
The contribution from M Γ is given by
) n is from restriction of the equivariant class [∞] to ∞.
• The edge contribution is trivial, so there is no factor like
• The rubber integral on the first line is the vertex contribution at ∞ when the target degenerates at ∞. It is the same as the vertex contribution at ∞ for (P 1 [r], ∞).
• The second line is the vertex contribution at 0 when the target degenerates at 0.
5.4.
The Second Proof of Theorem 2.10. The second proof of Theorem 2.10 is through a direct comparison of (36) and (38). The equality can be obtained from formulae for double Hurwitz numbers. Here, we first give a brief review of Hurwitz theory. See also [15] and [23] .
5.4.1. Hurwitz Theory. The Hurwitz theory of a smooth curve X describes the enumeration of covers of X with prescribed ramification data given by the cover over the branch points.
Let d > 0, and let η 1 , . . . , η l be partitions of d assigned to l distinct points q 1 , . . . , q l of X. A Hurwitz cover of X of genus g with ramifications profiles η 1 , . . . , η l over q 1 , . . . , q l is a morphism π ∶ C → X satisfying the following properties:
• C is a nonsingular, connected, genus g curve;
• the divisors π −1 (q i ) has ramification profiles equal to the partition η i , for 1 ≤ i ≤ l; • the map π is unramified over X ∖ {q 1 , . . . , q l }.
The Hurwitz number,
is defined to be the weighted count of the distinct Hurwitz covers π of genus g with ramifications profiles given by η 1 , . . . , η l over q 1 , . . . , q l . Each such cover is weighted by 1 Aut(π).
Double Hurwitz Numbers.
For the comparison between stationary relative invariants and stationary orbifold invariants, we will need double Hurwitz numbers of P 1 . Let µ 0 and µ ∞ be two partitions of d. Double Hurwitz numbers H g (µ 0 , µ ∞ ) of P 1 are defined to be the weighted count of the distinct Hurwitz covers π of genus g with ramifications profiles given by µ 0 and µ ∞ over 0, ∞ ∈ P 1 and simply ramified over P 1 ∖{0, ∞}. By the Riemann-Hurwitz formula, the number of simple ramification points of π over P 1 ∖ {0, ∞} is
By [19] , double Hurwitz numbers can be computed via relative GromovWitten theory. The following formula is obtained in [19, Proposition 5.5 ]
where Aut(µ) is the order of the automorphism group Aut(µ) preserving equal parts of the partition µ.
On the other hand, double Hurwitz numbers can also be expressed as Hurwitz-Hodge integrals [15, Theorem 1] :
For r sufficiently large, the equation (40) becomes
5.4.3. Comparison. To prove Theorem 2.10, we take the non-equivariant limit to (36) and (38). Note that the contributions away from 0 are the same, so it is sufficient to show
for r sufficiently large.
By [15] and [19] , we see that each factor of v on both sides of the equation (42) are equal to
and
) is a double Hurwitz number.
More precisely, by [19, Proposition 5.5] , the double Hurwitz number can be expressed as
By [15, Theorem 1], for r sufficiently large,
Therefore we obtain the equality (42). Hence, we finish the proof of Theorem 2.10.
Remark 5.2. The fact that Hurwitz-Hodge integrals coming from fixed loci of localization contributions can be expressed as double Hurwitz numbers also appears in [14] .
Remark 5.3. For r sufficiently large, we already know that genus zero invariants and stationary invariants in higher genus are equal. A natural question to ask is when exactly will the equality between relative and orbifold invariants hold. It is equivalent to ask when will invariants over M g,k,n,µ (P 1 [r], ∞) be independent from r. More precisely, polynomiality of Pixton in the appendix of [13] implies invariants of M g,k,n,µ (P 1 [r], ∞) are Laurent polynomials in r. It would be interesting to determine when exactly will these invariants be constant in r, that is, no positive or negative power of r appears.
Application II: Formulae for Double Hurwitz Numbers
In this section, we do not assume r is sufficiently large.
Our localization analysis can be used to prove identity (42) between HurwitzHodge integral and rubber integral without knowing they are both double Hurwitz numbers. The following proposition also implies, providing the knowledge of double Hurwitz numbers as relative Gromov-Witten invariants (rubber integrals), we give a new proof for [15, Theorem 1] .
Let k = (k 1 , . . . , k m ) be an m-tuple of monodromies, not necessary a partition of d, where
Following [15] , we require the following condition
Let k + be the partition of d obtained from k by adding
parts of size r,
where n is the number of non-relative/non-orbifold marked points. The
Proof. We consider the following cycle class
We can apply C * -virtual localization as before, the contribution of fixed loci are described in (35) with suitable adjustments. If the target degenerates at ∞, ψ N −1 ∞ lands on the stable vertex at ∞ ∈ P 1 [r] . Since
when the target degenerates at ∞, the fixed loci has to be M g,k+,n,µ (P 1 , 0, ∞) ∼ . Otherwise, the rubber integral is 0. It is because (N − 1) is the upper bound of the virtual dimension of fixed loci at ∞ and the upper bound is achieved only when the fixed loci is M g,k+,n,µ (P 1 , 0, ∞) ∼ . It can be seen from the following inequalities of virtual dimension:
The inequalities are explained as follows
• The first line is the (total) virtual dimension of (possibly disconnected) fixed loci over ∞. n ∞ ≤ n is the total numbers of nonrelative/non-orbifold marked points that map to ∞.
• The second line is from the constraint of the topology of the domain, see, for example, [18, Definition 9.6].
• The fourth line is because g(v) ≥ 0 and n ∞ ≤ n, where V (0) is the number of vertices over 0 and E is the numbers of edges.
• The fifth line is because each vertex is attached with at least one edge, hence V (0) ≤ E . The equality holds when there is exactly one edge attached to each vertex v over 0.
• The last line is from the inequality
which holds because of the following: for each vertex v over 0 with no orbifold marked points attached to it, the total degree of the edges attached to v is a positive integral due to compatibility at the vertex (Remark 3.3). The total degree of the edges attached to v can be a fractional number only when there is at least one orbifold marked point attached to v.
and the equality is possible only when the m orbifold marked points are attached to m different vertices over 0; The rest of the vertices over 0 each has a degree one edge attached. Therefore, to achieve the upper bound N − 1 of the virtual dimension of the fixed loci at ∞, we need all marked points map to ∞; the genus g is concentrated at ∞; the edges are specified by the partition k + ; and there are only unstable loci at 0. It gives When the target does not degenerate at ∞, we also want to extract the t −1 -coefficient. In this case, there are only unstable loci at ∞ ∈ P 1 [r], the decorated graph has one stable vertex over 0 and l(µ) unstable vertices over ∞. Since there is no stable vertex at ∞, the class ψ ∞ = t. The contribution is
Therefore, to extract the t −1 -coefficient, we need to extract the t −N -coefficient from the contribution at 0, which is where E(Γ) = l(µ) and the degree d e for each edge is a part µ j of the partition µ.
The sum of contribution of coefficients of t −1 at 0 and ∞ is zero, therefore Proposition 6.1 is actually slightly more general than the formula for double Hurwitz numbers in [15] , because we allow some non-relative/nonorbifold marked points. Proposition 6.1 holds when n = 0. Hence we recover the formula for double Hurwitz numbers in [15] . where χ λ η is the character of any element of C η in the representation λ and dim λ is the dimension of the representation λ.
Let P be the set of all partitions. There is a linear, injective Fourier transform
The image of φ is the so-called shifted symmetric functions Λ * . An element f of the algebra of shifted symmetric functions Λ * can be concretely given as a sequence of polynomials f = {f where Q[λ 1 , . . . , λ n ] * S(n) is the invariants of the shifted action of the symmetric group S(n) on the algebra Q[λ 1 , . . . , λ n ]. The shifted action is defined by permutation of the variables λ i . The sequence {f (n) } satisfies
• f (n) are of uniformly bounded degree, • f (n) are stable under restriction, that is, f (n+1) λ n+1 =0 = f (n) .
The shifted symmetric power sum p k ∈ Λ * is defined by
For each partition η, define p η ∈ Λ * as
The completed conjugacy classes are defined by
The completed cycles are defined by (a) = C (a) , a = 1, 2, . . . . 
