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Abstract
We show that the sequential closure of a family of probability measures
on the canonical space satisfying Stricker’s uniform tightness condition is
a weak˚ compact set of semimartingale measures in the pairing of the
Riesz representation theorem, under topological assumptions on the path
space. Similar results are obtained for quasi- and supermartingales under
analogous conditions. In particular, we give a full characterization of the
strongest topology on the Skorokhod space for which the results are true.
Keywords. Skorokhod space, Meyer-Zheng topology, S-topology, regularity,
weak˚ topology, semimartingales
AMS subject classification codes. 28C05, 54D30, 60B05, 60G05
1 Introduction
The Riesz representation theorem states that the operation of integration defines
a one-to-one correspondence between the continuous linear functionals on con-
tinuous bounded functions and the Radon measures on a topological space. On
the Skorokhod space, it provides a locally convex way of constructing all ca`dla`g
stochastic processes on the canonical space as tight probability measures. On
conceptual level, any criteria that characterizes a certain object should give rise
to some kind of compactness when applied uniformly to a family of objects. We
relate Stricker’s uniform tightness condition of semimartingales to the weak˚
compactness in the pairing of the Riesz representation theorem.
Weak topologies on the Skorokhod space and weak convergence of stochastic
processes has been earlier studied in the works of Meyer and Zheng [MZ84],
Zheng [Zhe85], Stricker [Str85], Jakubowski, Me´min and Pages [JMP89], Kurtz
[Kur91], and Jakubowski [Jak97b], [Jak18]. These topologies are rich in terms of
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convergent subsequences and have become a central tool for studying e.g. weak
convergence of financial markets [Pri03], time series in econometrics [CZ10],
stochastic optimal control [KS01], [BGM11], [TT13] and pathwise superhedging
[GTT17]. We refer to [Jak18] for a comprehensive list of applications.
Despite the wide range of applications, compactness arising from these topolo-
gies has been lacking a solid functional analytic characterization and so far their
usage has been restricted in sequential methods. Our aim is to provide such a
characterization, unify and elaborate the existing results and thus enhance the
applicability of weak topologies of the Skorokhod space in functional analysis,
e.g., on problems arising in statistics, economics and finance.
The first objective of the paper is to prove the weak˚ compactness result of
semimartingales on the canonical space under general topological assumptions.
The assumptions allow to study the weak convergence of stochastic processes
as a weak˚ topology in the pairing of the Riesz representation theorem. Thus,
our approach is fully consistent with the duality theory of linear topological
spaces. This is in contrast to the earlier works [MZ84] and [Str85], where se-
quential pre-compactness results were established for the weak convergence of
the Meyer-Zheng pseudo-path topology, and [Jak97b], where the weak converge
of the S-topology was studied in the topology induced by the subsequential
Skorokhod’s representation theorem. Our main contribution is to unify these
previous results and provide an easy method for constructing weak˚ compact
sets of semimartingales on the canonical space. We also give examples of such
sets and show that the examples are consistent with earlier results for Banach
spaces of stochastic processes defined over a common probability space.
The second objective of the paper is to characterize the strongest topol-
ogy on the Skorokhod space for which the weak˚ compactness result is true.
A natural candidate is Jakubowski’s S-topology, due to its tightness criteria.
However, it is an open problem whether the S-topology is sufficiently regular.
We address the problem of regularity by introducing a new weak topology on
the Skorokhod space that has the same continuous functions as the S-topology,
suitable compact sets and additionally satisfies a strong separation axiom. The
topological space is perfectly normal (T6) in comparison to the Hausdorff prop-
erty (T2) that has been verified for the S-topology. The topology is obtained
from Jakubowski’s S-topology as a result of a standard regularization method
that appears already in the classical works of Alexandroff [Ale43] and Knowles
[Kno65]. Our contribution is to carefully show that the important properties of
the S-topology are preserved in the regularization.
The rest of the paper is organized as follows.
In Section 2, we give rigorous definitions of semimartingale measures on the
canonical space and related facts. We also provide a brief introduction to the
aforementioned Riesz representation theorem that is the basis of our approach.
The main results and examples are given in Section 3. Section 4 gathers the
auxiliary results needed in the previous section. In Section 5, we characterize
the strongest topology on the Skorokhod space for which the results of the two
previous sections are true. Some definitions and technical results are omitted in
the main part of the article and are gathered in Appendix A.
2
Conventions and notations
Throughout, the parenthesis ( ) should be understood so that they can be left
out. The comparatives ’weaker’ and ’stronger’ should be understood in the wide
sense ’weaker or equally strong’ and ’stronger or equally strong’, respectively.
We say that two topologies are ’comparable’, if one is stronger than another.
We fix the following notations.
N denotes the family of natural numbers and N0 :“ t0u Y N.
Rp`q denotes the family of (non-negative) real numbers and R :“ RYt˘8u.
Q denotes the family of rational numbers.
D, DpIq and DpI;Rdq denote the Rd-valued ca`dla`g functions on I.
Cpbq denotes the family of (bounded) continuous functions.
Bpbq denotes the family of (bounded) Borel functions.
B0 denotes the family of bounded Borel functions vanishing at infinity.
V denotes the family of functions of finite variation.
|x| :“ |x1| ` |x2| ` ¨ ¨ ¨ ` |xd|, x “ px1, x2, . . . , xdq P R
d.
x_y :“ maxtx, yu, x^y :“ mintx, yu, x` :“ x_0, x´ :“ ´px^0q, x, y P R.
x` “ x`
1
`x`
2
`¨ ¨ ¨`x`d , x
´ “ x´
1
`x´
2
`¨ ¨ ¨`x´d , x “ px1, x2, . . . , xdq P R
d.
}x}8 :“ |x1| _ |x2| _ ¨ ¨ ¨ _ |xd|, x “ px1, x2, . . . , xdq P R
d.
}X}8 :“ suptPI }Xptq}8, for X : I Ñ R
d.
pi denotes a finite partition of I Ă R`.
}X}V :“
řd
i“1 suppit|X
ip0q| `
řn
k“1 |X
iptkq ´X
iptk´1q|u, for X : I Ñ R
d.
EQrf s :“
ş
fdQ denotes the (Radon) integral.
}f}LppQq :“ pEQr|f |
psq
1{p
, p ě 1, denotes the Lp-norm.
}X}Lp,8pQq :“ }}X}8}LppQq, for X : I Ñ R
d.
X “M `A denotes a canonical semimartingale decomposition.
}X}HppQq :“ }}M}8 ` }A}V}LppQq, p ě 1, is the (maximal) H
p-norm.
H denotes the family of elementary predictable processes bounded by 1.
pH ˝Xq :“ H0X0 `
ş
HdX denotes the stochastic integral.
}X}EppQq :“ supHPHpQq }pH ˝Xq}LppQq, p ě 1.
Mt denotes the family of Radon measures of finite variation.
Mτ denotes the family of τ -additive Borel measures of finite variation.
Mσ denotes the family of σ-additive Borel measures of finite variation.
If Mt “Mτ “Mσ, then we denote the all three classes by M.
M` denotes the family of non-negative elements of M.
P denotes the family of all probability measures.
µn Ñ˚ µ denotes the weak
˚ convergence on M.
rAsseq :“ tµ PM : DpµnqnPN Ă A s.t. µn Ñ˚ µu is the sequential closure.
K, B and Ba denote the family of compact, Borel and Baire sets, respectively.pF denotes the universal completion of a σ-algebra F .
β0 denotes the topology generated by the family of seminorms }¨f}8, f P B0.
Na,bpi denotes the number of upcrossings of an interval ra, bs w.r.t. pi.
Na,b “ suppi N
a,b
pi denotes the number of upcrossings of an interval ra, bs.
rωst denotes the restriction of ω on r0, ts.
3
Terminology
We provide some frequently used terminology. Standard literature references
for general topology and topological measure theory are [Eng77] and [Bog07].
All topological spaces considered are Hausdorff (T2) and a Hausdorff space
X is called:
Regular (T3), if for every point x P X and every closed set Z in X not
containing x, there exists disjoint open sets U and V such that x P U and
Z Ă V .
Completely regular (T31{2), if for every point x P X and every closed set Z
in X not containing x, there exists a continuous function f : X Ñ r0, 1s such
that fpxq “ 1 and fpzq “ 0 for all z P Z.
Perfectly normal (T6), if every closed set Z Ă X has the form Z “ f
´1p0q
for some continuous function f on X .
Paracompact, if every open cover of X has an open refinement that is locally
finite.
k-space, if the set A Ă X is closed in X provided that the intersection of A
with any compact subspace Z of the space X is closed in Z.
Sequential space, if every sequentially closed set is closed.
Fre´chet-Urysohn space, if every subspace is a sequential space.
Polish space, if the space is homeomorphic to a complete separable metric
space.
Lusin space, if the space is the image of a complete separable metric space
under a continuous one-to-one mapping.
Souslin space, if the space is the image of a complete separable metric space
under a continuous mapping.
Radon space, if every Borel measure on the space is a Radon measure.
Remark 1.1. For closed subspaces, all these properties are hereditary, meaning
that, if the space has the property, then a closed subspace endowed with the
relative topology has the property as well. So, all discussion on these properties
generalizes as such for relative topologies on closed sets.
2 Semimartingales as linear functionals
In this preliminary section, we define the canonical space for semimartingales,
and related measures and continuous linear functionals.
2.1 Canonical space
We fix I to denote a usual time index set of a stochastic process, i.e., I :“ r0, T s
for 0 ă T ă 8 or I :“ r0,8r. The Skorokhod space DpI;Rdq, d P N, with the
domain I consists of Rd-valued ca`dla`g functions ω on I that admit a limit ωpt´q
from left, for every t ą 0, and are continuous from right, ωptq “ ωpt`q, for every
t ă T . The space Dpr0,8s;Rdq is regarded as a product space Dpr0,8r;RdqˆRd;
see Appendix A.1. We write ω “ pω1, . . . , ωdq, for ω P DpI;Rdq, if ωptq “
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pω1ptq, . . . , ωdptqq, for every t P I. We denote by X the canonical process of
DpI;Rdq, i.e., Xtpωq “ ωptq, for all pt, ωq P I ˆ DpI;R
dq. We write X i for each
coordinate processes of the canonical process X , for i ď d.
We endow the Skorokhod space DpI;Rdq, d P N, with the right-continuous
version Ft :“
Ş
εą0 F
o
t`ε of the raw, i.e., unaugmented, canonical filtration
Fot :“ σpXs : s ď tq generated by the canonical process X of DpI;R
dq. The
right-continuous version of the raw canonical filtration is needed in the proof of
Proposition 4.11. Alternatively, we could use the universal completion of the
raw canonical filtration; see Proposition 4.1 (b).
A stochastic process is understood as a probability measure on the filtered
canonical space
`
DpI;Rdq,FT , pFtqtPI
˘
, where FT :“ suptPI F
o
t “ suptPI Ft
and T “ suptPI t Ps0,8s. The family of all probability measures (processes) on
pDpI;Rdq,FT q is denoted by PpDpI;R
dq,FT q and two elements of PpDpI;R
dq,FT q
are identified as usual, i.e., P “ Q, if P pF q “ QpF q, for all F P FT ; cf. Subsec-
tion 4.1.3.
2.2 Semimartingales on the canonical space
We recall some basic concepts from semimartingale theory in the present set-
ting. We adapt the terminology of [DS15] and [GTT17] and call a probability
measure Q on pDpI;Rdq,FT q a martingale measure, if the canonical process
X is a martingale on
`
DpI;Rdq,FT , pFtqtPI , Q
˘
. (Special) semimartingale and
supermartingale measures are defined similarly. On
`
DpI;Rdq,FT , pFtqtPI , Q
˘
,
for a fixed probability measure Q, let HpQq denote the family of elementary
predictable integrands, i.e., the family of adapted ca`gla`d processes of the form
Hi “ Hi01t0u `
nÿ
k“1
Hi
ti
k´1
1sti
k´1,t
i
k
s, i ď d, (1)
where n P N, 0 “ ti0 ď t
i
1 ď ¨ ¨ ¨ ď t
i
n in I and eachH
i
ti
k
is Fti
k
-measurable random
variable in L8pQq satisfying |Hi
ti
k
| ď 1. For a family Q Ă P
`
DpI;Rdq,FT
˘
,
consider the following condition
lim
cÑ8
sup
QPQ
sup
HPHpQq
Q p|pH ˝Xqt| ą cq “ 0, @t P I, (UT)
where
pH ˝Xqt “
dÿ
i“1
pHi ˝X iqt, t P I.
The condition (UT) was introduced by Stricker in [Str85]. By the classical re-
sult of Bichteler, Dellacherie and Mokobodzki, a single probability measure on`
DpI;Rdq,FT
˘
is an pFtqtPI -semimartingale measure if and only if it satisfies the
condition (UT). The family of process (1) generates the predictable σ-algebra
and the condition (UT) is sometimes called the predictable uniform tightness
condition (P-UT); see e.g. [HWY92][Thm. 3.21]. Remark that, for semimartin-
gale measures, no integrability condition is imposed on X0, i.e., the localization
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of the local martingale in a canonical semimartingale decomposition is under-
stood in the sense of [HWY92][Def. 7.1]; cf. [JS87][Rem. 6.3]. We say that a
semimartingale measure Q is of class Hp, if, on
`
DpI;Rdq, pFtqtPI ,FT , Q
˘
, the
canonical process X decomposes to a (local) martingale M and a (predictable)
finite variation process A, A0 “ 0, such that
X “M `A and }X}HppQq “ }}M}8 ` }A}V}LppQq ă 8. (2)
Every semimartingale of class Hp, for some p ě 1, is a special semimartingale.
To obtain compact statements for quasi- and supermartingales, we introduce
two conditions. The first condition is
sup
QPQ
sup
tPI
˜
EQr|Xt|s ` sup
HPHpQq
EQrpH ˝Xqts
¸
ă 8. (UB)
The second condition is the same condition, but the L1-boundedness is strength-
ened to the uniform integrability of the negative parts, for every t P I, i.e.,
Q satisfies (UB) and lim
cÑ8
sup
QPQ
EQrX
´
t 1tX´t ącu
s “ 0, @t P I. (UI)
The uniform integrability in (UI) yields the convergence of the first moments
that preserves the supermartingale property; see Proposition 4.10. If we insist
that tin “ t in (1), then the second supremum in (UB) is attained, by choosing
Hik “ signpEQrX
i
ti
k
´X i
ti
k´1
| Fti
k´1
sq, 1 ď k ď n, i ď d,
for which the value of the integral is equal to the pFtqtPI -conditional variation
of X i on r0, ts,
VarQt pX
iq :“ supEQ
«
|X ip0q| `
nÿ
k“1
|EQrX
i
ti
k
´X iti
k´1
| Fti
k´1
s|
ff
, i ď d, (3)
where the supremum is taken over all partitions 0 ď ti0 ď t
i
1 ď ¨ ¨ ¨ ď t
i
n “ t,
n P N; see e.g. [DM78][B, Appendix II]. A probability measure on
`
DpI;Rdq,FT
˘
is a quasimartingale measure if and only if it satisfies the condition (UB); see
e.g. [HWY92][Def. 8.12]. Moreover, a quasimartingale is an H1-semimartingale
if and only if it is bounded in the L1,8-norm; cf. [DM78][B.VII. (98.9)]. Finally,
let us note that we have the following hierarchy.
(UI) ùñ (UB) ùñ (UT). (4)
The first implication is obvious. The second implication follows from Lemma 2.1.
Lemma 2.1. There exists a constant b ą 0 such that, for any Q P P pDpIq,FT q,
H P HpQq and c ą 0, we have
Qp|pH ˝Xqt| ą cq ď
b
c
˜
EQr|Xt|s ` sup
HPHpQq
EQrpH ˝Xqts
¸
, t P I, (5)
where the right-hand side is possibly infinite.
The inequality (5) is well-known, but we provide the proof for the conve-
nience of the reader, in Appendix A.2.
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2.3 The Riesz representation on the canonical space
The Riesz representation theorem for the laws of D-valued random variables
(stochastic processes) requires topological assumptions on the canonical space.
We assume that the Skorokhod space D is a completely regular Radon space on
which the canonical σ-algebra coincides with the Borel σ-algebra. Under the
assumption, the following Riesz representation theorem is true.
2.3.1 The Riesz representation theorem
The familyMpDq of Radon measures (of finite total variation) on D is isomorphic
to the family of β0-continuous linear functionals on CbpDq via the bilinear form
uµpfq :“
ż
fdµ, f P CbpDq, µ PMpDq. (6)
In particular, we have PpDq ĂMpDq and, for the elements of PpDq, we write
EQrf s :“
ż
fdQ, f P CbpDq, Q P PpDq.
The locally convex topology β0, called the strict topology, is generated by the
family of seminorms
pgpfq :“ }fg}8, f P CbpDq, g P B0pDq,
where
B0pDq :“ tf P BbpDq : @ε ą 0 DK
ε P KpDq s.t. |fpxq| ă ε @x R Kεu.
The collection of finite intersections of the sets
Vg,ε :“ tf P CbpDq : pgpfq ă εu, g P B0pDq, ε ą 0,
forms a local basis at the origin for the topology β0. A subset M of MpDq is
β0-equicontinuous if and only if the family of linear functionals
uµpfq “
ż
fdµ, µ PMpDq,
is equicontinuous in the β0-topology on CbpDq, i.e., if, for every ε ą 0, there
exists a β0-neighbourhood V in CbpDq such that |uµpfq| ă ε, for all pf, µq P
V ˆM . The topology induced on MpDq under the pairing (6) is weak˚ topology.
We refer to Section 4 and [Sen72] for details.
2.3.2 Background
The classical Riesz representation theorem is stated as a Banach space result for
bounded continuous functions vanishing at infinity on a locally compact space.
The strict topology β0, introduced in [Buc58] to locally compact spaces, gives up
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the Banach space structure, but allows to relax the assumption that the bounded
continuous functions are vanishing at infinity. Further observations in the 70’s
by Giles [Gil71] and Hoffman-Jorgensen [HJ72] lead to a generalization of the
Riesz representation theorem for completely regular spaces; locally compact
spaces are completely regular. A streamlined proof for the Riesz representation
theorem (6) can be found, e.g., in the book of Jarchow [Jar81]. The proof relies
on the fact that on a completely regular space every continuous function admits
a unique continuous extension to the Stone-Cˇech compactification of the space.
The fact that the underlying topological space is completely regular (T31{2)
is also necessary for the Riesz representation theorem in the sense that the
separation axiom cannot be relaxed to a weaker one as there exists examples of
regular (T3) spaces on which every continuous function is a constant and on such
space the Riesz representation theorem cannot be true; see [Her65]. However,
in our setting it suffices to assume that the space is regular; see Subsection 4.1.
3 Main results and examples
A stochastic process is regarded as a probability measure on the canonical space
and the family of all probability measures (processes) on the canonical space
is endowed with the weak˚ topology of the Riesz representation theorem 2.3.1.
We impose the following assumption on the canonical space.
Assumption 3.1. The Skorokhod space is endowed with a regular topology that
is weaker than Jakubowski’s S-topology but stronger than the Meyer-Zheng topol-
ogy (MZ).
The S˚-topology, introduced in Section 5, meets the previous requirements
and is arguably the strongest topology on the Skorokhod space for which the
results are true; see Theorem 5.5.
3.1 Main results
The following Theorem 3.2 is our main result. The statement regarding se-
quential compactness in Theorem 3.2 refines the results of [MZ84], [Str85] and
[Jak97b] for semimartingale measures, i.e., for semimartingales on the canonical
space. The statement about (non-sequential) compactness is, to the best of our
knowledge, a new result.
Theorem 3.2. Let S be a family of semimartingale measures satisfying the
condition (UT). Under Assumption 3.1, the set rSsseq is a (sequentially) weak
˚
compact set of semimartingale measures.
Proof. The condition (UT) is stronger than the condition (US˚); cf. (30). So,
by Proposition 4.4, the family S is β0-equicontinuous. Thus, by Corollary 4.5,
the closure of S is compact and sequentially compact in the weak˚ topology; see
Proposition 4.2. By Corollary 4.3, the closure of S coincides with the sequential
closure of S. It remains to show that, every element in the sequential closure
rSsseq is a semimartingale measure. This is done in Proposition 4.8.
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Corollary 3.3. Let Q be a family of quasimartingale measures satisfying the
condition (UB). Under Assumption 3.1, the set rQsseq is a (sequentially) weak
˚
compact set of quasimartingale measures.
Proof. The condition (UB) is stronger than the condition (UT); see (4). Thus,
we may invoke Theorem 3.2 and it suffices to show that every element in rQsseq
is a quasimartingale measure. This is done in Proposition 4.9.
Corollary 3.4. Let M be a set of supermartingale measures satisfying the
condition (UI). Under Assumption 3.1, the set rMsseq is a (sequentially) weak
˚
compact set of supermartingale measures.
Proof. The condition (UI) is stronger than the condition (UB); see (4). Thus,
we may invoke Corollary 3.3 and it suffices to show that every element in rMsseq
is a supermartingale measure. This is done in Proposition 4.10.
3.2 Examples
The following Example 3.5, essentially [GTT17][Lemma 3.7], was our original
motivation to study weak˚ compactness in the present setting.
Example 3.5. Let Mu be the family of uniformly integrable (L1-bounded) mar-
tingale measures and let P be a (sequentially) weak˚ compact subset of PpRdq.
Then the set
MuP “ tQ PM
u : Q ˝ pi´1T P Pu
is (sequentially) weak˚ compact.
Proof. We adapt the proof of [GTT17][Lemma 3.7]. For 0 ă a ă b, we have
EQr|Xt|1t|Xt|ěaus ď EQrb^ |Xt|1t|Xt|ěaus `
dÿ
i“1
EQrp|X
i
t | ´ bq
`s
ď bQp|Xt| ě aq `
dÿ
i“1
EQrp|X
i
t | ´ bq
`s
ď bµp|XT | ě aq `
dÿ
i“1
ż
p|X iT | ´ bq
`dµ,
uniformly over pt, Qq P I ˆMuP , and
EQrpH ˝Xqts “ 0,
for every (elementary) predictable |H | ď 1, for every t P I, for every Q P Mu.
Thus, by Prokhorov’s theorem, see e.g. [Bog07][Theorem 8.6.2.], the familyMuP
satisfies the condition (UI); cf. [JS87][IX, Lemma 1.11]. By Example 5.12 (b),
the evaluation mapping is (sequentially) continuous at the terminal time, so, we
have MuP “ rM
u
P sseq. A measure Q is a martingale measure for X on DpI;R
dq
if and only if Q is a supermartingale measure for X i and ´X i, for every i ď d,
so, by Corollary 3.4, the set MuP is (sequentially) weak
˚ compact.
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Example 3.6. Let Mp denote the family of Lp-bounded martingale measures.
Then the sets
Mpr :“ tQ PM
p : }X}Lp,8pQq ď ru, r P R`, (7)
are (sequentially) weak˚ compact, for 1 ă p ă 8.
Proof. An increasing continuous function y ÞÑ yp composed with a lower semi-
continuous function y “ }ω}8 is lower semicontinuous, see Lemma A.8, and
non-negative, so, by [Bog07][Pro. 8.9.8.], the functional }X}Lp,8pQq is lower semi-
continuous in the weak˚ topology. Thus, the set Mpr is (sequentially) weak
˚
closed, for r ą 0 and p ą 1. The Lp-boundedness, for p ą 1, implies that the
set Mpr satisfies the condition (UI), for r ą 0 and p ą 1, so, the set M
p
r is
(sequentially) weak˚ compact, for r ą 0 and p ą 1; cf. Example 3.5.
Assume that a probability measure Q is fixed and p ą 1. Then the Hardy
space of LppQq-bounded (equivalence classes of indistinguishable) martingales
HppQq :“ HppDpI;Rq,FT , pFtqtPI , Qq can be identified with the Lebesgue space
LppQq :“ LppDpI;Rq,FT , Qq. The space L
ppQq is a reflexive Banach space and
the (sequential) weak˚ compactness of the sets (7) follows from the Banach-
Alaoglu theorem in conjunction with the Eberlein-Sˇmulian theorem; see [Str85].
The Dunford-Pettis theorem states that a uniformly integrable subset of a non-
reflexive Banach space L1pQq is sequentially weakly pre-compact, but the ran-
dom variables of L1pQq are not in one-to-one correspondence neither with the
family of L1,8pQq-bounded, nor L1pQq-bounded martingales, for I “ r0,8r.
Example 3.7. Let Hp denote the family of Hp-semimartingale measures. Then
the sets
Spr :“ tQ P H
p : }X}Lp,8pQq ` }X}EppQq ď ru, r P R`, (8)
are (sequentially) weak˚ compact, for 1 ď p ă 8.
Proof. The sets Spr , r ą 0, p ě 1, satisfy the condition (UB), so, by Corol-
lary 3.3, the sets rSpr sseq are (sequentially) weak
˚ compact sets of quasimartin-
gales. Moreover, for any sequence pQnqnPN in S
p
r converging in the weak
˚ topol-
ogy to some Q, we have
}X}Lp,8pQq ď lim inf
nÑ8
}X}Lp,8pQnq ă 8, (9)
for p ě 1; cf. Example 3.6. Thus, we have rSpr sseq Ă H
1; cf. [DM78][B.VII.98].
To show that Spr “ rS
p
r sseq and rS
p
r sseq Ă H
p, we introduce an auxiliary class A
of smooth elementary integrands of the form
Ai “
kÿ
j“1
Aiti
j´1
ϕti
j´1,t
i
j
, i ď d, (10)
where k P N, 0 “ ti0 ď t
i
1 ď ¨ ¨ ¨ ď t
i
k in I and each A
i
ti
j
is continuous Fti
j
´-
measurable function satisfying |Ai
ti
j
| ď 1 and each ϕti
j´1,t
i
j
is a smooth func-
tion on I vanishing outside stij´1, t
i
j ` ε
i
jr, for some ε
i
j Pst
i
j , t
i
j`1r, and satisfies
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|ϕti
j´1,t
i
j
| ď 1; we allow 0 ‰ ϕti
k´1,t
i
k
ptikq P r´1, 1s for t
i
k “ T ; cf. (44). Now,
let Q P rSpr sseq and assume that we are given an elementary predictable inte-
grand H “ pHiqdi“1, i.e., an element of HpQq, see (1), such that each H
i
ti
j
in (1)
is Fo
ti
j
´
-measurable. By [DM78][A.IV.69 (c)], the domain of Fo
ti
j
´
-measurable
functions is homeomorphic to a closed subset of DpI;Rdq; cf. Corollary A.7.
Thus, by Lusin’s theorem in conjunction with Tietze’s extension theorem, for
every Fo
ti
j
´
-measurable |Hi
ti
j
| ď 1, there exists a sequence of continuous Fo
ti
j
´
-
measurable functions pAi,n
ti
j
qnPN, |A
i,n
ti
j
| ď 1, such that Ai,n
ti
j
Ñ Hi
ti
j
Q-a.s., as
n Ñ 8; see e.g. [Fel81] and [Eng77][2.1.8.]. Moreover, ca`gla`d step functions
can be approximated from right with smooth functions (and vice versa), so,
there exists a sequence pAnqnPN, A
n “ pAi,nqdi“1, of elements of A such that
}An}V ď }H}V Q-a.s., for all n P N, and pA
n ˝ XqT Ñ pH ˝ XqT Q-a.s., as
nÑ8. Integrating by parts, we get
|pAn ˝XqT | ď p|XTA
n
T | ` }X}8}A
n}Vq ď c}X}8, A
n
0 “ 0, n P N, (11)
where c :“ 2}H}V ă 8 Q-a.s. and }X}8 P L
ppQq, by (9). Thus, by the
dominated convergence, for any Q P rSpr sseq, we have
lim
nÑ8
}pAn ˝XqT }LppQq “ }pH ˝XqT }LppQq.
The elements of A can similarly be approximated with the elements of HpQq.
Moreover, due to the uniform bound (11), for any sequence of integrands bounded
in total variation, by the right-continuity X “ pX1, X2, . . . , Xdq, the Fo
ti
j
´
-
measurability of the random variables Hti
j
can be relaxed to Fo
ti
j
-measurability,
and further, to Fo
ti
j
`
-measurability; cf. (29). Thus, for any Q P rSpr sseq, we have
}X}EppQq “ }X}AppQq :“ sup
APA
}pA ˝XqT }LppQq.
Now, since each Ai of A “ pAiqdi“1 in A is continuously differentiable in t, for
every ω P DpI;Rdq, the function |pA ˝XqT |
p is continuous, see (44), and non-
negative, so, by Proposition 4.2 and [Bog07][Proposition 8.9.8.], the functional
}pA ˝XqT }LppQq is (sequentially) weak
˚ lower semicontinuous on Spr , for every
A P A. Consequently, the functional }X}AppQq is (sequentially) weak
˚ lower
semicontinuous on Spr , which in conjunction with the weak
˚ lower semicontinuity
(9) of the functional }X}Lp,8pQq, yields the (sequentially) weak
˚ closedness of
the sets Spr in H
p. Indeed, for any r ą 0 and p ě 1, for any sequence pQnqnPN
in Spr , converging in the weak
˚ topology to some Q, we have
}X}Lp,8pQq ` }X}EppQq “ }X}Lp,8pQq ` }X}AppQq
ď lim inf
nÑ8
`
}X}Lp,8pQnq ` }X}AppQnq
˘
“ lim inf
nÑ8
`
}X}Lp,8pQnq ` }X}EppQnq
˘
ď r,
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i.e., Q P Spr . Thus, we have S
p
r “ rS
p
r sseq Ă H
p, i.e., the sets Spr are weak
˚ com-
pact, for r ą 0 and p ě 1. Every element in Spr is indeed an H
p-semimartingale
measure; cf. (12)-(13).
The pseudonorm in Example 3.7, given by the sum of the Lp,8-norm and
the Emery pseudonorm
}X}EppQq :“ sup
HPHpQq
}pH ˝XqT }LppQq, p ě 1, (12)
is equivalent to the (maximal) Hp-norm
}X}HppQq :“ }}M}8 ` }A}V}LppQq, p ě 1, (13)
where X “ M ` A, A0 “ 0, denotes the canonical semimartingale decompo-
sition of X under Q; see [DM78][B.VII.104] and [DM78][B, p.305]. Assume
that a probability measure Q is fixed and p ą 1. Then the Hardy space
of HppQq-bounded (equivalence classes of indistinguishable) semimartingales
HppQq :“ HppDpI;Rq,FT , pFtqtPI , Qq is a Banach space; see [HWY92][p.292].
In particular, for martingales, the norm }X}HppQq is equivalent to the norm
}X}Lp,8pQq, and, as mentioned in the context of Example 3.6, there is an anal-
ogous Banach pairing pHppQqq1 “ pLppQqq1 “ LqpQq “ HqpQq, for p, q ą 1,
1{p` 1{q “ 1; see [DM78][B, p.253] and [HWY92][p.281].
4 Auxiliary results for weak˚ topology
In Subsection 4.1, we establish three basic results for the weak˚ topology that
we used in the proof of Theorem 3.2. The required stability and tightness results
for the weak˚ topology are covered in Subsection 4.2.
4.1 Weak˚ topology
The results of this subsection are established under the assumption that the
space D is a regular Souslin space satisfying Property 5.6. Under the assumption,
we obtain a stronger separation axiom than the required T31{2 ; cf. Section 2.3.
Indeed, combining the fact that the topological space is regular (T3) with the
fact that the space is a Souslin space, it follows, from a result of Fernique
[Fer67][Proposition I.6.1], that the space D is perfectly normal (T6).
The families MtpDq, Mτ pDq and MσpDq are defined in Section 1.
Proposition 4.1. The following characterize the dual space in the pairing (6).
(a) We have that
MtpDq “Mτ pDq “MσpDq. (14)
(b) The dual of CbpDq can be identified with the class of measures (14) on (the
universal completion of) the canonical σ-algebra under the bilinear form (6).
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Proof. (a) Every Lusin space is a Radon space; see e.g. [Sch73][p.122]. Thus,
we have MσpDq Ă MtpDq. The equality (14) follows from the fact that the
inclusions MtpDq Ă Mτ pDq and Mτ pDq Ă MσpDq are true for an arbitrary
topological space; see [Bog07][Proposition 7.2.2.].
(b) For every µ P PpBpDqq, there exists a unique pµ P Pp pBpDqq such thatż
fdµ “
ż
fdpµ, @f P CbpDq.
Since any measure of finite variation is a linear combination of two probability
measures, it suffices to observe that the mapping µ ÞÑ pµ is a bijection; see e.g.
[DM78][A, 32 (c) (i)]. The statement then follows from (a) in conjunction with
[Jar81][Theorem 7.6.3.].
We use the equality (14) without mentioning it when we apply the results
from the book of Bogachev [Bog07].
4.1.1 An analogue of the Eberlein-Sˇmulian theorem
We have the following analogue of the Eberlein-Sˇmulian theorem on the positive
orthant of the dual.
Proposition 4.2. For M ĂM`pDq, the following are equivalent:
(i) Every infinite sequence inM has a weak˚ convergent subsequence in M`pDq,
(ii) The weak˚ closure of M is weak˚ compact in MpDq.
Moreover, under these conditions, the weak˚ closure of M is metrizable.
Proof. The underlying topological space is a completely regular Souslin space,
so, it admits a continuous injective mapping to a metric space. Thus, by
[Bog07][Theorem 8.10.4.], the weak˚ closure of a subset of M`pDq satisfying
(i) or (ii) is a compact metrizable subspace of MpDq, so, (i) and (ii) are equiva-
lent for M .
It is immediate from Proposition 4.2 that weak˚ compactness and sequential
weak˚ compactness are equivalent for the subsets of M`pDq. In fact, a stronger
statement is true.
Corollary 4.3. Assume that M is a subset of M`pDq that satisfies the equiv-
alent conditions of Proposition 4.2. Then the sequential weak˚ closure of M in
M`pDq, i.e., the set
rM sseq “ tµ PM`pDq : DpµnqnPN ĂM s.t. µ
n Ñw˚ µu,
is weak˚ closed.
Proof. By Proposition 4.2, the closure ofM endowed with the relative topology
is a first countable space. In particular, the space is a Fre´chet-Urysohn space.
By [Eng77][Theorem 1.6.14.], the sequential closure rM sseq coincides with the
closure of M .
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Various criteria that guarantee tightness and stability of a family of processes
are not preserved in the weak˚ convergence, so, the previous results are crucial
for constructing weak˚ compact sets of stochastic processes.
4.1.2 Prokhorov’s theorem
A measure µ P MpDq is called tight, if there exists an exhausting net of com-
pact sets pKεqεą0 for µ, i.e., |µ|pDzK
εq ă ε, for every ε ą 0, where |µ| is the
total variation of µ. A subset M of MpDq is called uniformly tight, if there
exists a net of compact sets pKεqεą0 which is uniformly exhausting for M , i.e.,
supµPM |µ|pDzK
εq ă ε, for every ε ą 0.
Proposition 4.4. A subset M of MpDq is β0-equicontinuous if and only if it is
bounded in total variation and uniformly tight, and we have
(a) If M is a β0-equicontinuous subset of MpDq, then M is (sequentially) pre-
compact in the weak˚ topology.
Moreover, we have the following useful convergence criteria.
(b) If pµnqnPN is an uniformly tight sequence in MpDq converging in the weak
˚
topology to µ PMpDq, then, for any f P CpDq satisfying
lim
cÑ8
sup
n
ż
|f |1t|f |ěcudµn “ 0,
one has
ş
fdµn Ñ
ş
fdµ.
Proof. The underlying topological space is completely regular, and the char-
acterization follows directly from [Sen72][Theorem 5.1]. The compact subsets
of a completely regular Souslin space are metrizable, cf. Proposition 4.2 and
[Bog07][Lemma 8.9.2.], which, in conjunction with the fact the space is com-
pletely regular, verifies the assumptions for the sequential and non-sequential
Prokhorov’s theorem (a); see [Bog07][Theorem 8.6.7.]. The convergence criteria
(b) is similarly a direct consequence of the fact that the underlying space is
completely regular; see [Bog98][Lemma 3.8.7.].
The characterization of the pre-compactness in terms the β0-equicontinuity
thus yields a criteria for compactness of closures (of convex (circled) hulls).
Corollary 4.5. The closed convex circled hull of a β0-equicontinuous subset of
MpDq is β0-equicontinuous and (sequentially) weak
˚ compact. In particular, the
closure and the closed convex hull of a β0-equicontinuous set are (sequentially)
weak˚ compact.
Proof. The weak˚ compactness of the closed convex circled hull of an equicon-
tinuous set follows from [KN76][18.5]. Closure and closed convex hull are closed
subsets of closed convex circled hull, from which the second statement follows.
The β0-equicontinuous sets are bounded in total variation, in particular, from
below, so, the sequential statements are true, by Proposition 4.2.
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4.1.3 Skorokhod’s representation theorem
By Jakubowski’s property, Property 5.6, we have the following variant of Sko-
rokhod’s representation theorem.
Proposition 4.6. Let pQnqnPN be a sequence converging in the weak
˚ topology
to Q in PpDq. Then there exists a subsequence pQnkqkPN, a probability space
pΩ,F , P q and D-valued random variables pYkqkPN and Y on pΩ,F , P q such that
Qnk “ P ˝ pYkq
´1, k P N, Q “ P ˝ Y ´1 and
fpYkpωqqÑfpY pωqq, @ω P Ω, @f P CbpDq. (15)
Proof. The Euclidean space endowed with its usual inner product is a Hilbert
space, so, by [Jak97a][Theorem 1], the existence of an a.s. convergent subse-
quence follows from Property 5.6. The convergence in [Jak97a][Theorem 1] is
the pointwise convergence in the topology of the underlying space, which, for a
sequence in a completely regular space, is equivalent to the convergence (15);
cf. (37). Moreover, modifying the D-valued random variables Yk and Y , given
by [Jak97a][Theorem 1], on a set of measure zero does not affect on their weak˚
convergence, so, their almost sure convergence can be strengthened to the point-
wise convergence.
In particular, by Proposition 4.6, every element of PpDq can be regarded as
a law of some D-valued random variable. Complementarily, any such random
variable induces a probability measure on D.
4.2 Stability and tightness
In this subsection, we cover the required stability and tightness results. In
particular, we provide the required multi-dimensional infinite horizon extensions
of the stability results of , for the right-continuous version of the raw canonical
filtration.
4.2.1 Stability
Under Assumption 3.1, it suffices to establish the required stability results for
the Meyer-Zheng topology; see Appendix A.1.2. The required stability results
are classical and thoroughly studied in [MZ84], [JMP89] and [Jak97b] for scalar-
valued processes. We demonstrate that, after some slight modifications, they are
true in the present setting. We utilize the following multi-dimensional extension
of [MZ84][Threorem 5], provided by Jakubowski’s subsequential Skorokhod’s
representation theorem.
Lemma 4.7. If pQnqnPN is a sequence converging in the weak
˚ topology to Q
in PpDpI;Rdqq, then there exists a subsequence pQnkqkPN and a set L Ă I of full
Lebesgue measure such that T P L, if I “ r0, T s, and
Qn ˝ pi
´1
F Ñw˚ Q ˝ pi
´1
F , as nÑ 8, (16)
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for every finite subset F of L. In particular, there exists a (countable) dense set
D Ă I such that T P D, if I “ r0, T s, and (16) is true, for every finite subset F
of D.
Proof. By Proposition 4.6, we find a subsequence pQnkq, k P N, and D-valued
random variables pYkqkPN and Y on some pΩ,F , P q such that Qnk “ P ˝ Y
´1
k ,
k P N, Q “ P ˝ Y ´1 and Ykpωq ÑMZ Y pωq, for every ω P Ω, as k Ñ 8; since
the topology MZ is metrizable, (15) is equivalent to ÑMZ . By Lemma A.6,
there exists a subsequence Ykmpωq, m P N, and a set L of full Lebesgue such
that T P L, if I “ r0, T s, and Ykm,tpωq Ñ Ytpωq, for every pt, ωq P L ˆ Ω, as
m Ñ 8. Hence, the finite dimensional distributions of the process pYkm,tqtPL
converge to those of pYtqtPL. The complement of the set L is a λ-null set. Thus,
the set L contains a (countable) dense set D such that T P D, if I “ r0, T s; cf.
Definition A.4.
In Proposition 4.8, we show that the required part of [JMP89][Theorem 2.1],
which is an extension of [Str81][Theorem 2] for a right-continuous canonical
filtration, is true on a multi-dimensional Skorokhod space.
Proposition 4.8. Let pQnqnPN be a sequence of semimartingale measures sat-
isfying the condition (UT) and converging in the weak˚ topology to Q. Then the
weak˚ limit Q is a semimartingale measure.
Proof. The proof is essentially a combination of [JMP89][Lemma 1.1 and 1.3].
By Lemma 4.7, there exists a subsequence pQnkqkPN and a countable dense set
D Ă I such that T P D, if I “ r0, T s, and pQnkqkPN converges to Q in finite
dimensional distributions on the set D. For every finite collection t1 ă ¨ ¨ ¨ ă tj
in D, let At1,...,tj denote the family of continuity sets of the marginal law of Q
on t1 ă ¨ ¨ ¨ ă tj , i.e., At1,...,tj consists of Borel sets B P biďjBpR
dq for which
Q ˝ pi´1t1,...,tj pBBq “ 0, where BB denotes the (Euclidean) topological boundary
of B on Rdˆj . Following [JMP89], we introduce an auxiliary class J pDq of
integrands, determined by the weak˚ limit Q and the dense set D, that take the
form
J “
dÿ
i“1
npiqÿ
k“1
Jti
k´1
1sti
k´1,t
i
k
s, npiq P N, i ď d,
where every ti0 ă t
i
1 ă ¨ ¨ ¨ ă t
i
npiq is a finite collection of elements of D and every
Jti
k´1
is a finite linear combination of indicator functions of the continuity sets
of the marginal law of Q on s1 ă ¨ ¨ ¨ ă sj ď t
i
k´1, s1, . . . , sj P D, embedded on
DpI;Rdq and bounded by 1 in absolute value, i.e., |Jti
k´1
| ď 1 and each Jti
k´1
is
of the form
Jti
k´1
“
pÿ
l“1
αl1
Al˝pi´1s1,...,sj
, sj ď t
i
k´1, α
l P R, Al P As1,...,sj ,
for some elements s1 ă ¨ ¨ ¨ ă sj of D and j and p finite, for every i ď d,
for every k ď n. Now, since pQnkqkPN is converging to Q in finite dimen-
sional distributions on the set D, by the vectorial Portmanteau’s lemma, see
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e.g. [Vaa98][Lemma 2.2], we have
Qp|pJ ˝Xqt| ą cq “ Q ˝ pi
´1
D p|pJ ˝Xqt ˝ piD| ą cq
ď lim inf
kÑ8
Qnk ˝ pi
´1
D p|pJ ˝Xqt ˝ piD| ą cq
“ lim inf
kÑ8
Qnkp|pJ ˝Xqt| ą cq, c ą 0, t P I,
(17)
where J P J pDq Ă HpQnkq, for all k P N. Due the condition (UT), for every
t P I, the term on the last line, in (17), tends to zero, uniformly over J pDq,
as c Ñ 8, i.e., the family tpJ ˝ Xqt : J P J pDqu, is Q-tight, i.e, bounded in
probability Q, for every t P I. The topology of the convergence in probability
is metrizable, so, for every t P I, the sets, that are contained in the (sequential)
closure of tpJ ˝Xqt : J P J pDqu, are bounded, which, in particular, entails that
the set tpH ˝ Xqt : H P HpQqu is bounded in probability Q. Indeed, we will
show this, by adapting a sequence of approximation arguments from [JMP89].
First, since D is dense in I and contains T , for every t0 ă t1 ă ¨ ¨ ¨ ă tn in I,
n P N, there exists tk0 ď t
k
1 ď ¨ ¨ ¨ ď t
k
n in D, k P N, such that tj ă t
k
j , for every
j ď n, for every k ě 1, and tj Ó t
k
j , for every j ď n, as kÑ8; we allow t
k
j “ T ,
if tj “ T . Since d and n are finite, by the right-continuity of X “ pX
1, . . . , Xdq,
we have
X i
tk
j
Ñ X itj , uniformly over i “ 1, . . . , d and j “ 1, . . . , n, as k Ñ8. (18)
Secondly, for every i ď d, for every j ď n, for every tj ă T , any Ftj -measurable
|Hitj | ď 1 is F
o
tk
j
´
-measurable, for all k ě 1, and can therefore be expressed as
an uniform limit of simple Fo
tk
j
´
-measurable functions bounded by 1 in absolute
value, for every k ě 1, i.e., for every i ď d, for every j ď n, for every k ě 1,
there exists functions |Si,l
tk
j
| ď 1, l P N, such that each Si,l
tk
j
is of the form
S
i,l
tk
j
“
qplqÿ
h“1
β
h,l
i,j,k1F
h,l
i,j,k
, β
h,l
i,j,k P R, F
h,l
i,j,k P F
o
tk
j
´, 1 ď qplq ă 8, (19)
and we have
}Hi
tk
j
´ Si,l
tk
j
}8 Ñ 0 as lÑ8. (20)
Further, since each At1,...,tj is an algebra generating biďjBpR
dq on Rdˆj, and
the finite unions of the cylindrical sets pi´1t1,...,tj pbiďjB
`
Rdq
˘
form an algebra
generating the canonical σ-algebra on DpI;Rdq, for every 0 ă t P I, the family
Aot´ “
#
nď
k“1
pi´1
tk
1
,...,tk
jpkq
pAkq : Ak P Atk
1
,...,tk
jpkq
, tk1 ă ¨ ¨ ¨ ă t
k
jpkq ă t, jpkq, n P N
+
is an algebra generating Fot´ “ σpXu : u ă tq on DpI;R
dq; cf. Corollary A.7.
Thus, for every Fh,li,j,k P F
o
tk
j
´
in (19), there exists a sequence pAh,l,mi,j,k qmPN in
Ao
tk
j
´
such that
1
A
h,l,m
i,j,k
ÑQ 1Fh,l
i,j,k
, as mÑ8. (21)
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Finally, by combining the approximations (18) and (20), and in (20), invoking
the approximation (21) in the sums (19), we conclude that, for every H P HpQq,
there exists a sequence pJnqnPN, n “ npk, l,mq, of elements in J pQq such that,
for every t P I, we have
pJn ˝Xqt “
dÿ
i“1
pJ in ˝X
iqt ÑQ
dÿ
i“1
pHi ˝X iqt “ pH ˝Xqt, as k ^ l ^mÑ8.
Thus, the family of simple integrals tpH ˝ Xqt : H P HpQqu is contained in
the closure of tpJ ˝Xqt : J P J pDqu, for every t P I, and, by (17), the weak
˚
limit Q is an pFtqtPI -semimartingale measure - and, consequently, an pF
o
t qtPI -
semimartingale measure; see e.g. [Pro05][Theorem II.4].
The following Proposition 4.9 is essentially [MZ84][Theorem 4].
Proposition 4.9. Let pQnqnPN be a sequence of quasimartingale measures sat-
isfying the condition (UB) and converging in the weak˚ topology to Q. Then the
weak˚ limit Q is a quasimartingale measure.
Proof. Let i ď d be fixed. We adapt the proof of [MZ84][Theorem 4] and show
that the coordinate process X i is a quasimartingale under Q on DpI;Rdq. Using
the convention
1
ε
ż ε
0
|X iT`u|du :“ |X
i
T |, if I “ r0, T s, (22)
we have
EQ
„
1
ε
ż ε
0
|X it`u|du

ď lim inf
nÑ8
EQn
„
1
ε
ż ε
0
|X it`u|du

ď bi,
for every t P I, for every ε ą 0, where bi :“ lim infnÑ8 suptPI EQn r|X
i
t |s ă 8,
by the condition (UB). Thus, by Fatou’s lemma, we get
EQr|X
i
t |s ď lim inf
εÑ0
EQ
„
1
ε
ż ε
0
|X is`u|du

ă 8, (23)
for every t P I. The truncated coordinate process
X i,c :“ p´cq _ pX i ^ cq “ p´cq _X i ´ pX i ´ cq`, c ą 0,
is a difference of two convex 1-Lipschitz functions of X i, so, we have
VarQnt pX
i,cq ď 4VarQnt pX
iq, n P N, t P I; (24)
see e.g. [Str79]. Let 0 “ t0 ă t1 ă ¨ ¨ ¨ ă tk “ t and |fj | ď 1, j ă k, be
continuous Fotj´-measurable functions. By (24), we have
EQn
«
kÿ
j“1
fj´1pXqpX
i,c
u`tj ´X
i,c
u`tj´1q
ff
ď 4VarQnt pX
iq, n P N, (25)
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so, by Fubini’s theorem, we get
EQn
«
1
ε
ż ε
0
˜
kÿ
j“1
fj´1pXqpX
i,c
u`tj ´X
i,c
u`tj´1q
¸
du
ff
ď 4VarQnt pX
iq, n P N, ε ą 0;
cf. (22). The function F pXq :“ 1
ε
şε
0
´řk
j“1 fj´1pXqpX
i,c
u`tj ´X
i,c
u`tj´1 q
¯
du is
lower semicontinuous and bounded from below, see (44) and Lemma A.8, so,
we have
EQ
«
1
ε
ż ε
0
˜
kÿ
j“1
fj´1pXqpX
i,c
u`tj ´X
i,c
u`tj´1 q
¸
du
ff
ď 4vi, ε ą 0, (26)
where vi :“ lim infnÑ8 suptPI Var
Qn
t pX
iq ă 8, by the assumption (UB). Due
to (23), letting εÑ 0 and then c Ñ 8 in (26), by the right-continuity and the
monotone convergence, respectively, we get
EQ
«
kÿ
j“1
fj´1pXqpX
i
tj
´X itj´1q
ff
ď 4vi, (27)
for all Fotj´-measurable continuous functions |fj | ď 1, j ă k. Furthermore, by
choosing fjpXq “ fpXtj`uq preceding (25), for a continuous function |f | ď 1
on Rd, we conclude that the inequality (27) is true for a family of continu-
ous functions that, for every j ă k, generates the σ-algebra Fotj ; cf. Corol-
lary A.7. Thus, by the standard L1-approximation via Lusin’s theorem and
Tietze’s extension theorem, for any Fotj -measurable |Htj | ď 1 in L
8pQq, for
every j ă k, the exists a sequence pfnj qnPN, |f
n
j | ď 1, of functions satisfying (27)
such that fnj Ñ Htj in L
1pQq, as n Ñ 8; see e.g. [Fel81] and [Eng77][2.1.8.].
Thus, the inequality (27) is true for all Fotj -measurable functions |Htj | ď 1 in
L8pQq, so, the process X is an pFot qtPI -quasimartingale on pDpIq,FT , Qq, see
[DM78][B. App. II (3.5)], which, by Rao’s decomposition theorem, is a necessary
and sufficient condition for the process X to be decomposable to a difference
X “ Y ´ Z of two ca`dla`g pFot qtPI -supermartingales Y and Z on pDpIq,FT , Qq;
see [HWY92][Theorem 8.13]. On the other hand, by Fo¨llmer’s lemma, Y and Z
are pFtqtPI -supermartingales, see [HWY92][Theorem 2.46], so, by Rao’s decom-
position theorem, the process X is an pFtqtPI -quasimartingale on pDpIq,FT , Qq.
The following Proposition 4.10 is essentially [MZ84][Theorem 11].
Proposition 4.10. Let pQnqnPN be a sequence of supermartingale measures
satisfying the condition (UI) and converging in the weak˚ topology to Q. Then
the weak˚ limit Q is a supermartingale measure.
Proof. We adapt the proof of [MZ84][Theorem 11] and show that each coordi-
nate process X i, i ď d, is a supermartingale under Q on DpI;Rdq. We have
EQr|Xt|s ă 8, for every t P I; cf. (23). Moreover, by Lemma 4.7, there exists
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a subsequence pQnkqkPN and a countable dense set D Ă I such that T P D, if
I “ r0, T s, and pQnkqkPN converges to Q in finite dimensional distributions on
the set D. Let X i,c denote the coordinate process X i truncated from above at
c ą 0, i.e.,
X i,c :“ X i ^ c, c ą 0.
By the condition (UI) and the fact that each Qnk is a supermartingale measure
for X i,c, for every c ą 0, we have
EQrfpXqpX
i,c
t ´X
i,c
s qs ď lim inf
kÑ8
EQnk rfpXqpX
i,c
t ´X
i,c
s qs ď 0, s ă t, s, t P D,
where
fpXq :“ f1pXt1qf2pXt2q ¨ ¨ ¨ fnpXtnq, tj P D, fj P CbpR
dq, j ď n;
see e.g. [Vaa98][Theorem 2.20]. Consequently, by Corollary A.7, we have
EQr1F pXqpX
i,c
t ´X
i,c
s qs ď 0, c ą 0, (28)
for every s ă t in D and F P Fos´. Letting c Ñ 8 in (28), by the mono-
tone convergence, we get the same inequality for the coordinate process X i.
By Fo¨llmer’s lemma, the inequality extends immediately to the whole I, and
further, for F P Fos`. Indeed, we have
EQr1F pXqpX
i
t ´X
i
sqs “ lim
nÑ8
EQr1F pXqpX
i
t ´X
i
s`1{nqs ď 0, (29)
for every F P Fos`; cf. [HWY92][Theorem 2.44].
4.2.2 Tightness
We say that a family Q of probability measures on
`
DpI;Rdq,FT
˘
satisfies
Jakubowski’s uniform tightness criteria, if we have
lim
cÑ8
sup
QPQ
Qp}X i,t}8 ą cq “ 0 and lim
cÑ8
sup
QPQ
QpNa,bpX i,tq ą cq “ 0, @a ă b,
(US)
for every finite t P I, for every i ď d, where X i,t denotes the coordinate process
X i restricted on r0, ts; cf. Corollary 5.11. It was shown in [Jak97b] that a family
of probability measures on pDpr0, T s;Rq,FT q, T ă 8, satisfies the condition
(US) if and only if it is uniformly S-tight. In particular, we have the following
hierarchy, cf. (4),
(UT) ùñ (US) ùñ (US˚), (30)
where (US˚) stands for the uniform tightness in the S˚-topology; see Section 5.
The second implication in (30) is immediate from the definition of the S˚-
topology; see Proposition 5.7 (i). The first implication in (30) follows from
Proposition 4.11, that is essentially the result of Stricker [Str85][Theorem 2],
which states that a sequence satisfying the condition (UT) admits a convergent
subsequence and the limit law is a law of a semimartingale. Analogous results
were obtained for the S-topology by Jakubowski in [Jak97b][Theorem 4.1]; see
also [Jak97b][Proposition 3.1].
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Proposition 4.11. A family of semimartingale measures satisfying the condi-
tion (UT) satisfies the condition (US).
Proof. Let X i,t denote the coordinate processes X i restricted on r0, ts, for i ď d
and t ă 8. Following [Str81][Theorem 2], we define a family of stopping times
τ i,c “ infts P I : |X i,ts | ą cu, i ď d, c ą 0,
and each τ i,c is approximated from right with the sequence of the stopping times
τ i,cn “ mintm{n : m P N, τ
i,c ď m{nu, n P N. (31)
Since we are assuming a right-continuous filtration pFtqtPI and X
i is right-
continuous, the hitting times τ i,c, and consequently, their approximations τ i,cn
are indeed stopping times. Moreover, since each τ i,cn takes only finitely many
values on r0, ts, every process |Hn| ď 1 of the form
Hn “ 1r0,τ i,cn ^ts, i ď d, c ą 0, n P N, t P I, (32)
is an elementary predictable integrand; see (1). Now, due to the right-continuity
of X i, by the bounded convergence, for every Q P Q, we have
Q
`
}X i,t}8 ą c
˘
“ Q
`
|pHn ˝X iqt| ą c @n P N
˘
, (33)
for every t P I, for every c ą 0. By the condition (UT), the left-hand side in
(33) tends to 0, uniformly over Q P Q, for every i ď d, for every t P I, as cÑ8.
Similarly, for a ă b, we define, recursively, for k P N0, the stopping times
σ
i,a
k “ infts ą τ
i,b
k´1 : |X
i,t
s | ă au, τ
i,b
k “ infts ą σ
i,a
k : |X
i,t
s | ą bu, σ
i,a
0
“ τ i,b
0
“ 0,
and the respective decreasing sequences pσi,ak,nqnPN and pτ
i,b
k,nqnPN of approxima-
tive stopping times, taking only finitely many values on finite intervals; cf. (31).
The processes |Hm,n| ď 1, m,n P N, of the form
Hm,n “
mÿ
k“1
1sσi,a
k,n
^t,τ i,b
k,n
^ts,
are finite linear combinations of processes of the form (32), so, each process
|Hm,n| ď 1 is an elementary predictable integrand. Moreover, we have
Q
`
Na,bpX i,tq ą c
˘
ď Q
´
lim
mÑ8
|pHm,n ˝X iqt| ą a
` ` cpb´ aq @n P N
¯
. (34)
By the condition (UT), for every a ă b, the right-hand side of (34) tends to
zero, uniformly over Q P Q, as c Ñ 0; cf. (17)-(18). Thus, by Corollary 5.11,
the family Q satisfies the condition (US).
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5 The weak S-topology
We introduce the notion of weak S-topology and study its properties and rela-
tion to other topologies on the Skorokhod space.
5.1 Definition
A possibility of defining a completely regular (non-sequential) S-topology is
discussed already in [Jak97b]; see the page 18 therein. We describe a general
method for regularizing any given topology. Our approach is inspired by [Ale43].
Let X “ pX, τq be an arbitrary topological space and V a base for the Euclidean
topology on R, then the family
tf´1pV q : f P CbpX q, V P Vu (35)
is a subbase for a topology on X ; see e.g. [GJ60][3.4]. The topology is generated
by the family of pseudometrics
tρf1,f2,...,fk : f1, f2, . . . , fk P CbpX qu, (36)
where
ρf1,f2,...,fkpx, yq :“ maxt|f1pxq ´ f1pyq|, |f2pxq ´ f2pyq|, . . . , |fkpxq ´ fkpyq|u
for x, y P X , and thus, the convergence of a net pxαq to x in this topology is
equivalent to that
fpxαq Ñ fpxq, @f P CbpX q; (37)
see e.g. [Eng77][Example 8.1.19]. We remark that by replacing CbpX q with
CpX q in (35), (36) and (37) one obtains an equivalent characterization. Any
of these characterizations is necessary and sufficient criterion for a topological
space to be completely regular (T31{2); see e.g. [GJ60][3.4].
Definition 5.1. We will denote by S˚ the topology generated on the Skorokhod
space by the family (35) of S-continuous functions, and call it weak S-topology.
Remark 5.2. The convergence in the weak˚ topology on the β0-dual of Cb, cf.
(6), traditionally called the ”weak convergence” for sequences of probability mea-
sures, is equivalent to the convergence (37), if the measures are Dirac measures;
see [Bog07][Lemma 8.9.2.].
Remark 5.3. It should be emphasized that, if one could show that the S-topology
is regular (or linear), then the S- and the weak S-topology would coincide. It
was communicated to the author by Professor Jakubowski that the regularity of
S-topology remains as an open question.
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5.2 Relation to other topologies
The definitions of Jakubowski’s S-topology, the Meyer-Zheng topology (MZ)
and Skorokhod’s J1-topology are given in Appendix A.1.
Proposition 5.4. We have the following hierarchy.
MZ Ă S˚ Ă S Ă J1.
Proof. The functions in (44) and (45), that generate the topology MZ, are S˚-
continuous; see Example 5.12. Moreover, the topology MZ is metrizable, in
particular, sequential and completely regular. Thus, by Example 5.12, the first
inclusion MZ Ă S˚ is true; cf. (37). The second inclusion S˚ Ď S is obvious
from (35). The final inclusion S Ă J1 is proved, for a finite compact interval,
already in [Jak97b], and extends immediately for the infinite interval due to
(48); cf. (43).
The Skorokhod space endowed with the J1-topology is a Polish space, so, the
space is a Lusin space for any topology that is weaker than the J1-topology. The
following Theorem 5.5 states that the S˚-topology, which is the strongest (com-
pletely) regular topology that is weaker than the S-topology, is the strongest
(completely) regular Souslin topology on the Skorokhod space for which the
sets (41) are compact, and consequently, Jakubowski’s uniform tightness crite-
ria (US) is a sufficient tightness criteria; cf. Subsection 4.2.2.
Theorem 5.5. Let T be a completely regular Souslin topology on the Skorokhod
space, comparable to S, and KpT q “ KpSq. Then
T Ă S.
Proof. Assume that S Ă T and let Ts denote the sequential topology gener-
ated by T . Since the compact sets of a completely regular Souslin space are
metrizable, we have KpT q Ă KpTsq; see e.g. [Bog07][p. 218]. Consequently, we
have
KpSq “ KpT q “ KpTsq, (38)
where
S Ă T Ă Ts (39)
and S and Ts are sequential; see Appendix A.1.1. By [Eng77][Theorem 3.3.20.],
the Skorokhod space is a (Hausdorff) k-space for S and Ts, so, by (38) and (39),
we have S “ T .
5.3 Properties
Consider the following property of a topological space X “ pX, τq, extensively
studied in [Jak95].
Property 5.6. There exists a countable family of real-valued τ-continuous func-
tions fk, k P N, such that, for all x, y P X, we have
fkpxq “ fkpyq, @k P N ùñ x “ y.
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Jakubowski’s fundamental observation was that Property 5.6 yields a sub-
sequential Skorokhod representation theorem; cf. Subsection 4.1.3. In fact, all
key properties of the S-topology follow immediately from Property 5.6 and the
property is preserved in the regularization (35).
Proposition 5.7. The S-topology has the following properties:
(a) S is Hausdorff,
(b) Each K P KpSq is metrizable,
(c) A set is compact if and only if it is sequentially compact,
(d) The Borel σ-algebra BpSq and the canonical σ-algebra coincide,
(e) The Skorokhod space endowed with S is a Lusin space.
The S˚-topology has the properties (a)-(e) and additionally:
(f) The Skorokhod space endowed with S˚ is perfectly normal and paracompact,
(g) The Borel σ-algebra BpS˚q and the Baire σ-algebra BapS˚q coincide,
(h) CpSq “ CpS˚q,
(i) S-compact sets are S˚-compact.
Proof. The properties (a), (b) and (c) follow immediately from the fact that the
(weak) S-topology satisfies Property 5.6; see [Jak95][pages 10-11]. Indeed, the
mappings
ω ÞÑ
1
r
ż q`r
q
ωiptqdt and ω ÞÑ ωipT q, for I “ r0, T s, (40)
where q and q ` r run over the rationals in I and i over the spatial dimensions
1, . . . , d, constitute a countable family of continuous functions that separates
the Skorokhod space; cf. Example 5.12.
(d) We prove the claim for I “ r0, T s. The proof is completely similar for
I “ r0,8r. Fix a coordinate i ď d. For all 0 ď t ă T , we have
ωiptq “ lim
δÑ0
1
δ
ż t`δ
t
ωipuqdu,
i.e., the mapping ω ÞÑ ωiptq is a limit of elements of CpSq, for every t in I, while
for t “ T , the mapping ω ÞÑ ωiptq is an element of CpSq. Consequently, we have
σpXu : u P Iq Ă BpS
˚q and since S˚ is weaker than S, we have BpS˚q Ă BpSq.
On the other hand, by Proposition 5.4, S is weaker than J1, so, we have BpSq Ă
BpJ1q, where BpJ1q “ σpXu : u P Iq. Thus, BpS
˚q “ BpSq “ σpXu : u P Iq. By
Proposition 5.4, we have S˚ Ă S Ă J1 and the Skorokhod space endowed with
J1 is a Polish space, so, the Skorokhod space endowed with S or S˚ is a Lusin
space. Thus, we have (e).
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The Skorokhod space endowed with S˚ is a (completely) regular Souslin
space. By the result of Fernique, every regular Souslin space is perfectly normal
and paracompact; see [Fer67][Proposition I.6.1]. Thus, we have (f). Now, by (f),
the Skorokhod space endowed with S˚ is perfectly normal, and consequently,
by [Bog07][Proposition 6.3.4.], we have BpS˚q “ BapS˚q, i.e., (g) is true. The
claims (h) and (i) follow directly from Definition 5.1.
Remark 5.8. A countable product of regular Souslin spaces is a regular Souslin
space. Thus, by the result of Fernique [Fer67][Proposition I.6.1], the previous
properties (after the obvious modifications) are inherited for a countable product
topology; cf. Subsection 4.1.
5.4 Compact sets and continuous functions
In this subsection, we recall the compactness and continuity criteria for the
S-topology from [Jak97b] and [Jak18].
5.4.1 Compactness criteria
The necessity and sufficiency of the condition (41) for the (sequential) pre-
compactness in the S-topology was proved in [Jak97b], for I “ r0, T s, T ă 8,
and the multi-dimensional infinite horizon extension was provided in [Jak18].
Proposition 5.9. A subset K of Dpr0, T s;Rq, T ă 8, is sequentially pre-S-
compact if and only if the following conditions are satisfied:#
supωPK }ω}8 ă 8,
supωPK N
a,bpωq ă 8, @a ă b, a, b P R.
(41)
Proposition 5.10. A subset K of Dpr0,8r;Rq is sequentially pre-S-compact if
and only if the set K restricted on r0, ts satisfies the conditions (41) for every
0 ă t ă 8.
We make the following observations.
1. For any two real numbers a ă b one can find rationals r ă q such that a ă
r ă q ă b, so, it is sufficient to let a ă b range rationals in Proposition 5.9.
2. The mappings of ω in Proposition 5.9 are (sequentially) lower semicontin-
uous in the S˚-topology, so, their lower level sets are (sequentially) closed
in the S˚-topology; cf. Example 5.13.
3. A Cartesian product set in a multi-dimensional Skorokhod space is sequen-
tially pre-S-compact if and only if each set in the product is sequentially
pre-S-compact; cf. Definition A.1.
4. S-compact set are S˚-compact; cf. Proposition 5.7 (i).
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Combining the previous facts we obtain the following compactness criteria.
Corollary 5.11. Let K “ K1 ˆ ¨ ¨ ¨ ˆ Kd be a Cartesian product set on the
Skorokhod space DpI;Rdq endowed with S or S˚. Then the set K is compact,
if, for each i ď d, there exists a (non-decreasing) function Ciq,r : I Ñ R`, for
all q ă r in Q, and a (non-decreasing) function M i : I Ñ R` such that
Ki :“
č
qăr
tωi : N q,r
`
rωist
˘
ď Ciq,rptq and }rω
ist}8 ďM
iptq @t ă 8u,
where the intersection is taken over all rationals q ă r in Q and rωist denotes
the restriction of ωi on r0, ts.
Remark that, for I “ r0, T s, T ă 8, it suffices to consider constant Ciq,r and
M i in Corollary 5.11.
5.4.2 Examples of (semi-)continuous functions
By Proposition 5.7 (h), S˚-continuous functions are precisely the S-continuous
ones. In particular, we would like to emphasize that the evaluation mapping at
t is not continuous for any t ă T ; see [Jak97b][p.11].
Example 5.12. (a) The following mappings are S˚-continuous on DpI;Rdq
ω ÞÑ
ż
I
Gpt, ωiptqqdµptq, i ď d,
whenever G is measurable as a mapping of pt, xq, continuous as a mapping
of x, for every t P I, and such that
sup
|t|ďc
sup
|x|ďc
|Gpt, xq| ă 8, @c ą 0, (42)
and µ is an atomless measure on I; see [Jak97b][Corollary 2.11].
(b) The mapping
ω ÞÑ ωpT q
is S˚-continuous on Dpr0, T s;Rdq; see [Jak97b][Remark 2.4].
By Proposition 5.4, the S˚-topology is stronger than the Meyer-Zheng topol-
ogy (MZ), so, the uniform norm and the number of upcrossings of an interval
ra, bs are (sequentially) lower semicontinuous; see Lemma A.8.
Example 5.13. The mappings
ω ÞÑ }ω}8 and ω ÞÑ N
a,bpωiq, a ă b, i ď d,
are (sequentially) lower semicontinuous in the S˚-topology on DpI;Rdq.
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A Appendix
The appendix collects the definitions of topologies and auxiliary results used in
the main part of the article.
A.1 Topologies on the Skorokhod space
We recall the definitions of Jakubowski’s S-topology, the Meyer-Zheng pseudo-
path topology and Skorokhod’s J1-metric topology. We define each topology
separately on Dpr0, T s;Rdq, for T ă 8, and Dpr0,8r;Rdq. In particular, we use
a formal definition of the Meyer-Zheng pseudo-path topology (MZ) that takes
into account the fluctuations of the terminal value in the case of a finite time-
horizon. The space Dpr0,8s;Rdq is regarded as a product space Dpr0,8s;Rdq “
Dpr0,8r;RdqˆRd, where the space Rd is endowed with the Euclidean topology.
A.1.1 The S-topology
Jakubowski’s S-topology, introduced in [Jak97b], is a sequential topology. The
following definition of the S-convergence on Dpr0, T s;Rq is taken from [Jak97b];
the multi-dimensional version can be found in [Jak18].
Definition A.1. On Dpr0, T s;Rdq, we write ωn ÑS ω0, if, for every i ď d, for
every ε ą 0, one can find pνi,εn qnPN0 Ă Vpr0, T sq such that
}ωin ´ ν
i,ε
n }8 ď ε, @n P N0, and ν
i,ε
n Ñw˚ ν
i,ε
0
, as nÑ8,
where the convergence ”Ñw˚” is in the weak
˚ topology on Vpr0, T sq, which can
be identified with the Banach dual of Cpr0, T sq, under the uniform norm.
The following definition of the S-convergence on Dpr0,8r;Rdq is taken from
[Jak18].
Definition A.2. On Dpr0,8r;Rdq we write ωn ÑS ω0, if, for every i ď d, one
can find a sequence of positive real numbers pT rqrPN, increasing to 8, such that
rωins
T r ÑS rω
i
0s
T r , for every r P N, (43)
where rωisT
r
denotes the restriction of a path ωi P Dpr0,8r;Rq on Dpr0, T rs;Rq.
A topological convergence is obtained by requiring that every subsequence
admits a further S-convergent subsequence; see [Jak18][Theorem 6.3]. The fol-
lowing definition for the S-topology on the Skorokhod space Dpr0, T s;Rdq and
Dpr0,8r;Rdq are taken from [Jak97b] and [Jak18], respectively.
Definition A.3. The S-topology is the topology generated on the Skorokhod
space by the subsequential S-convergence.
The Skorokhod space endowed with the S-topology is a Hausdorff (T2) space
and a stronger separation axiom is an open problem. A weak separation axiom
is a well-known issue for topologies defined via the subsequential convergence
(KVPK recipe); see [Jak18] for elaboration. The difficulties encountered in es-
tablishing the regularity of the S-topology are explained in [Jak97b][Rem. 3.12].
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A.1.2 The Meyer-Zheng topology
The Meyer-Zheng topology, introduced in [MZ84], is a relative topology, on the
image measures on graphs pt, ωptqqtPr0,8s of trajectories pωptqqtPr0,8s under the
measure λpdtq :“ e´tdt (called pseudo-paths), induced by the weak topology
on probability laws on compactified space r0,8s ˆ R. We refer to the Meyer-
Zheng topology formally (MZ) as the topology on the Skorokhod space RpI;Rdq
generated by the coordinatewise convergence in measure; see (44). The following
definition is adapted from [MZ84][Lemma 1], which states that, on Dpr0,8r;Rq,
the convergence in measure (44) is indeed equivalent to the convergence in the
pseudo-path topology.
Definition A.4. The topology MZ on DpI;Rdq, where I “ r0,8r, is the
topology generated by the convergence:ż
I
fpt, ωinptqqλpdtq Ñ
ż
I
fpt, ωiptqqλpdtq, @f P CbpI ˆ Rq, @i ď d, (44)
where λpdtq :“ e´tdt.
On Dpr0, T s;Rdq, we additionally require the convergence of the terminal
value (45). Without this addition, the topology is not a Hausdorff topology on
Dpr0, T s;Rdq.
Definition A.5. The topology MZ on DpI;Rdq, where I “ r0, T s, is the
topology generated by the convergence (44) in conjunction with the convergence:
ωnpT q Ñ ωpT q. (45)
The key lemma, [MZ84][Lemma 1], extends to I “ r0, T s, for T finite, and
d ą 1 via a simple iterative argument; cf. Subsection 4.2.1.
Lemma A.6. Let pωnqnPN and ω be paths in DpI;R
dq such that ωn ÑMZ ω.
Then ωin Ñλ ω
i, for every i ď d. Moreover, there exists a subsequence pωnkq
and a set L Ă I of full Lebesgue measure such that T P L, if I “ r0, T s, and
ωinkptq Ñ ω
iptq, for every i ď d, for every t P L. In particular, there exists a
(countable) dense set D Ă I such that T P D, if I “ r0, T s, and ωinkptq Ñ ω
iptq,
for every i ď d, for every t P D.
Proof. Let ωn ÑMZ ω. By the definition (44), we haveż
I
fpt, ωinptqqλpdtq Ñ
ż
I
fpt, ωiptqqλpdtq, @f P CbpI ˆ R
dq, @i ď d,
where the measure λpdtq “ e´tdt is equivalent to the Lebesgue measure. Taking
fpt, xq :“ αptq arctanpxq, α P CbpIq, we deduce that u
i
n :“ arctanpω
i
nq converges
weakly to ui :“ arctanpωiq in L2pλq, for every i ď d. Further, taking fpt, xq :“
αptq arctan2pxq, α P CbpIq, we deduce that u
i
n converges strongly to u
i in L2pλq,
and consequently, ωin converges in measure λ to ω
i in I, i.e., ωin Ñλ ω
i, for every
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i ď d. Thus, for i “ 1, there exists a subsequence pωnlqlPN “ pω
1
nl
, . . . , ωdnlqlPN
of pωnqnPN such that
ω1nlptq Ñ ω
1ptq, (46)
for every t in some set L1 of full Lebesgue measure. By the bounded convergence,
we haveż
I
fpt, ωinlptqqλpdtq Ñ
ż
I
fpt, ωiptqqλpdtq, @f P CbpI ˆ R
dq, @i ď d.
Now, by replacing i “ 1 with i “ 2 and pωnqnPN with pωnlqlPN preceding (46), we
obtain a set L2 of full Lebesgue measure and a further subsequence pωnlmqmPN “
pω1nlm , . . . , ω
d
nlm
qmPN of pωnqnPN such that ω
2
nlm
ptq Ñ ω2ptq, for every t P L2.
We have
ω1nlm ptq Ñ ω
1ptq and ω2nlm ptq Ñ ω
2ptq,
for every t P L1 X L2, where the set L1 X L2 is of full Lebesgue measure. By
repeating the argument d´2 more times, we obtain a set L :“ L1XL2X¨ ¨ ¨XLd
and a subsequence pωnkqkPN “ pω
1
nk
, . . . , ωdnkqkPN such that
ωinkptq Ñ ω
iptq, @i ď d,
for every t P L, where the set L is of full Lebesgue measure. Moreover, by (45),
for I “ r0, T s, we have ωnpT q Ñ ωpT q, so, the set L can be chosen to contain
the terminal time T . The complement of L is a λ-null set, so, the set L contains
a (countable) dense set D such that T P D, if I “ r0, T s.
Corollary A.7. We have Fot´ :“ σpωpsq : s P r0, trq “ σpωpsq : s P D X r0, trq,
for any countable dense subset D of r0, tr, for every t ď T . Moreover, we have
Fot “ σpG
o
t , ωptqq, t ď T,
where Got denotes the σ-algebra generated by the family of F
o
t -measurable MZ-
continuous functions.
Proof. Let Got denote the σ-algebra generated by the family of F
o
t -measurable
MZ-continuous functions. We have Got Ă F
o
t and F
o
t´ Ă G
o
t from Lemma A.6.
Moreover, we have
ωiptq “ lim
εÑ0
1
ε
ż ε
0
ωipt` uqdu, i ď d, ε ă T ´ t,
where each ω ÞÑ 1
ε
şε
0
ωipt` uqdu is MZ-continuous.
Lemma A.8. The mappings
ω ÞÑ }ω}8 and ω ÞÑ N
a,bpωiq, a ă b, i ď d,
are (sequentially) lower MZ-semicontinuous.
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Proof. The proof is adapted from [MZ84]. Let i ď d and ωin ÑMZ ω
i with
supn }ω
i
n} ď c. If }ω
i}8 ą c, then there exists s ă t such that ω
ipuq ą c, for
all u P rs, tr, or we have ωipT q ą c, either way, there exists an MZ-continuous
function F for which limnÑ8 F pω
i
nq ă F pω
iq, cf. (44) and (45), so, this is
a contradiction. Thus, the mapping ω ÞÑ }ω}8 :“ }ω
1}8 _ ¨ ¨ ¨ _ }ω
d}8 is
lower MZ-semicontinuous. Similarly, one can show that the sets of the form
tω : Du P rs, tr s.t. ωipuq ą bu and tω : Du P rs, tr s.t. ωipuq ă au, s ă t, a ă b
are open in the MZ-topology, from which the lower MZ-semicontinuity of the
mappings Na,b, a ă b, follows. Indeed, let a ă b be fixed and consider a finite
partition pi :“ tt0 ă t1 ă ¨ ¨ ¨ ă tnu of r0, tns. We write N
a,b
pi pω
iq ě k, if one can
find
l1 ă m1 ď l2 ă m2 ď ¨ ¨ ¨ ă lk ă mk ď n
such that, for all j ă k, ωipsq ă a, for some s P rtlj´1 , tlj r, and ω
iptq ą b, for
some t P rtmj´1 , tmj r (or, for t “ T , if j “ k and mk “ n). The partition pi is
finite, so, the sets
tω : Na,bpi pω
iq ě ku “ tω : Na,bpi pω
iq ą k ´ 1u, k P N,
are open in the MZ-topology. Consequently, the mapping ω ÞÑ Na,bpi pω
iq and
the mapping Na,bpωiq :“ suppi N
a,b
pi pω
iq are lowerMZ-semicontinuous, for every
i ď d.
We refer the reader to [DM78][A, IV] and [MZ84] for details on pseudo-paths
and the Meyer-Zheng topology, respectively.
A.1.3 The Skorokhod’s J1-topology
Definition A.9. The Skorokhod’s J1-topology on Dpr0, T s;Rdq is the topology
generated by the (complete) metric
J1T pω, rωq :“ inf
λPΛ
"
sup
săt
ˇˇˇˇ
log
λt´ λs
t´ s
ˇˇˇˇ
_ }ω ´ rω ˝ λ}8* , (47)
where Λ denotes the class of strictly increasing, continuous mappings of r0, T s
onto itself and i is the identity map on r0, T s.
Definition A.10. The Skorokhod’s J1-topology on Dpr0,8r;Rdq is the topol-
ogy generated by the (complete) metric
J1pω, rωq :“ 8ÿ
r“1
2´rp1 ^ J1r prωs
r, rrωsrqq, (48)
where rωsr indicates the restriction of ω on r0, rs.
We refer the reader to [Bil68][Section 12, 16] for details on the Skorokhod
J1-metric on Dpr0, T s;Rdq and Dpr0,8r;Rdq, respectively.
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A.2 The proof of Lemma 2.1
Recall that we claimed that there exists a uniform constant b ą 0 such that, for
any Q P P
`
DpI;Rdq,FT
˘
, H P HpQq and c ą 0, we have
Qp|pH ˝Xqt| ą cq ď
b
c
˜
EQr|Xt|s ` sup
HPHpQq
EQrpH ˝Xqts
¸
, t P I. (49)
Proof. The inequality (49) is a generalizations of Burkholder’s inequality, which
states that there exists a uniform constant a ą 0 such that, for any H P HpQq,
Q-martingale M and c ą 0, we have
Qp|H ˝M |t ą cq ď
a
c
EQr|Mt|s, t P I; (50)
see e.g. [Mey72] or [Bic81] for a proof of (50). For a fixed Q P P
`
DpI;Rdq,FT
˘
and H P HpQq, by [DM78][B, Appendix 2.3], we have
sup
HPHpQq
EQrpH ˝Xqts “
dÿ
i“1
VarQt pX
iq, t P I. (51)
Let us fix i ď d and assume that EQr|X
i
t |s ` Var
Q
t pX
iq is finite, otherwise, the
result is trivial. Let ti0 ă t
i
1 ă ¨ ¨ ¨ ă t
i
n “ t and H “ pH
iqdi“1 be an element of
HpQq, i.e.,
Hi “
nÿ
k“1
Hiti
k
1sti
k´1,t
i
k
s, i ď d,
where each |Hi
ti
k
| ď 1 is Fti
k
-measurable; cf. (1). Consider the Doob decompo-
sition
X iti
k
“M iti
k
`Aiti
k
, k “ 1, 2, . . . , n,
where Ai
ti
k
“
řk
j“1 EQrX
i
ti
j
´ X i
ti
j´1
| Fti
j´1
s and M i
ti
k
is a Q-martingale on
tti0, t
i
1, . . . , t
i
nu. We have
Qp|pHi ˝Aiqt| ą cq ď
1
c
EQr|pH
i ˝Aiqt|s ď
1
c
VarQt pX
iq, i ď d. (52)
Similarly, for M i, we have
EQr|M
i
t |s ď EQr|X
i
t | ` |A
i
t|s ď EQr|X
i
t |s `Var
Q
t pX
iq.
Hence, by (50), we have
Qp|pHi ˝M iqt| ą cq ď
a
c
´
EQr|X
i
t |s `Var
Q
t pX
iq
¯
, i ď d. (53)
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Combining (51), (52) and (53), for H P HpQq, M “ pM iqdi“1 and A “ pA
iqdi“1,
we get
Qp|pH ˝Xqt| ą cq ď Qp|pH ˝Mqt ` pH ˝Aqt| ą cq
ď
dÿ
i“1
Q
´
|pHi ˝M iqt| ą
c
2d
¯
`
dÿ
i“1
Q
´
|pHi ˝Aiqt| ą
c
2d
¯
ď
2ad
c
dÿ
i“1
´
EQr|X
i
t |s `Var
Q
t pX
iq
¯
`
2d
c
dÿ
i“1
VarQt pX
iq
ď
b
c
˜
EQr|Xt|s ` sup
HPHpQq
EQrpH ˝Xqts
¸
, t P I, c ą 0,
where b :“ 2pa` 1qd. The proof is completely similar for the filtration pFot qtPI .
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