INTRODUCTION
The most common proof that a set is not recognizable by a finite automaton uses a fundamental theorem which says that if a sufficiently long string x is accepted by a particular automaton, the string can be factored as x = uyv, where, for each n >~ O, uynv will also be accepted by the automaton. Using this theorem to prove unrecognizability of a set requires some knowledge of the way symbols are arranged in the strings of the set, in order to prove that such a factorization cannot always be made. Minsky and Papert (1966) and Cobham (1966 Cobham ( , 1969 have developed other criteria for recognizability. This paper discusses some properties of recognizable sets based solely on the sequence {an} , where a n is the number of strings of length n in a set. The connection between finite automata and Markov chains suggested by Hartmanis and Stearns (1967) is explored, providing a finitely additive measure on all recognizable sets, which can be If any of the usual methods of writing these expressions is used, such as Polish prefix or infix with parentheses, the resulting set is context-free, but not recognizable by a finite automaton. See, for example, Brainerd (1969) . Is there some way of writing the expressions so that the set of strings is recognizable ?
There are cn = (~n)/(n -/ 1) trees with n + 's, which also have exactly n + 1 x's; see Knuth (1968) . If A is a set of strings in which just the symbols + and x appear and a n is the number of strings of length n, then a2n+l = % and a2~ = 0. Theorem 4 will show, using this information alone, that the set A cannot be recognizable. Even if other symbols, such as parentheses, are used, then the set still cannot be recognizable, since recognizable sets are closed under the morphism which deletes the extra symbols; see Hopcroft and Ullman (1969) .
Let 27 = {1, 2,..., k} be a finite alphabet and let 2J* denote the set of finite strings over 2J. Let l xl denote the length of x ~ 27*. We are primarily interested in the case where # Z = k > 1, i.e., z contains at least two letters. The case # Z = 1 will be discussed in Section 7.
All automata discussed will be deterministic minimalfinite automata. If the machine is in state q, then qx will represent the unique state of the automaton after reading input x ~ Z*. The initial state wilI always be ql, and the set recognized by the automaton is {x e Z* ] qlx eF}, where F is the set of final states.
A state q is a dead (or sink) state if q @F and qa = q for each a e2;. A minimal automaton can have at most one dead state.
There is a convenient bijection between Z'* and the natural numbers given by
The null sting • corresponds to zero, i.e., v(•) = 0. Note that this is not the usual k-ary notation which, due to leading zeros, does not define a bijection between {0, 1,..., k --1}* and the natural numbers.
The following definitions are slight modifications of those in Minsky and Papert (1966) . For n > 0 and A C Z*, let as = {xeA[~,(x) < n}. For the set 2*, a~ = n, so, in general, o~n/n is the proportion of strings x in A with ~(x) < n and lim~-~o %/n, if it exists, is a measure of the set A. Markov chain is obtained by treating the input letters as being generated by independent Bernoulli trails with the probability of each letter equal to 1/k.
Thus, if the machine is in state q and an input letter is generated, the machine will enter state q~, 1 ~< ~ ~< k, with probability 1/k. T h e result of a computation will be uncertain due to the random input, but the machine itself still operates in a deterministic way.
T h e terminology used here is that of Doob (1953) and Kemeny and Snell (1960) . A measure/~(A) of any recognizable set may be calculated as the probability that the Markov chain induced by the minimal automaton accepting A is in a final state.
The following facts concerning stochastic matrices will be used [see, for example, Doob (1953) ].
The value of (M')ij is the probability of being in state j after n steps, if initially in state i. Let ~)(n) = (M~)lj be the probability of being in state j after n steps, starting in the initial state. Note that
Ifj is a transient state (j 6 T), then 
= E
J~FnT Kemeny and Snell (1960) give methods for calculating/~(A). The essential step is the inversion of a matrix which will always be nonsingular. 
IX(A k3 B) = IX(A) + ~(B) if A (5 B = Z , i.e., IX is finitely additive. More generally, IX(A k3 B) = tz(A) + t~(B) --t~(A (~ B). c. IX(A) ~-0 if A is finite, i.e., g, is diffuse. 3/Iore generally ~(A w B) = ~(B). d. ix(Z* --A ) = 1 --ix(A).
Pro@ 
TI4EOREIvI 2. I f the Minsky-Papert measure l i m~ (c~/n) exists for a recognizable set A, then it is equal to IX(A). Indeed, if ~n/n --> p, then an/k ~ --~ p.
Proof. Let c~ = V(I~), the number whose k-ary representation is a string of n l's. Then a~ = ~%+1 --~% ' and so
since the subsequence {a%/Cn} must also converge to p. |
THE RATE OF GROWTH OF a n
If Z' has k letters then lim,_~ a,~+l/a,~ <~ k, for any set A. It might be conjectured that if the measure IX(A) of a recognizable set is zero, then the maximal rate of growth cannot be achieved. This will be shown to be true, but first, we will show that there are recognizable sets with IX(A) -= 0 such that l i m n~ an+l/a,~ is arbitrarily close to k.
643[2I[2-6
For a given number s of states, there is an interesting automaton which, it is conjectured, has the maximum l i m n~ a~+l/a ~ of all machines with s states such that if(A) = 0, i.e., of all machines having a dead state as the only ergodic state. For simplicity, let k = 2. This machine is nicely represented by the tree in Fig. 2 . generating function f ( z ) = Y~n=0 a~z . Cobham (1966) and Kuich (1970) show that the generating function of any recognizable set must be rational. Let PA be the radius of convergence of the power series f ( z ) = ~n~°=o a~z n. 
I f a n / k n --+ O , t h e n and so lim a(n+lit+~/ant+~ < k t, if the limit exists.
n--) oo
It should be noted that this result does not follow from only the fact that the automaton has a dead state. It is crucial that the dead state be accessible from every state. For the set A = 1Z*,/x(A) = ½ and A is recognized by the minimal automaton in Fig. 3 which has a dead state. Thus A contradicts condition f with t = 2 and m = 1, so that it cannot be a recognizabl e set. There are two other interestin~g proofs that the expressions involving q-and x cannot be written as a recognizable set of strings. If a2n+l ~ c~ and a n = O, then f ( z ) = [1 --~/(1 --4z2)]/2z, whichis not rational. Hence, by Cobham (1966) and Kuich (1970) , A cannot be recognizable. A proof in Brainerd (1969) uses the theory of runs and the fact t h a t in eac h string of length 2n q-1, there are n @'s and n ~ 1 x's.
Another closely related set is the set of baianced parentheses over the alphabet Z' = {(,)}. For this set a~ = % and a~+~ : 0. This set is also context-free, but not recognizable by T h e o r e m 4.
THE CASE OF THE ONE LETTER ALPHABET
Any deterministic automaton over Z = {1} must be of the form shown in Fig. 4 . 
