The ability to form relational categories for objects that share few features in common is a hallmark of human cognition. For example, anything that can play a preventative role, from a boulder to poverty, can be a "barrier." However, neurobiological research has focused solely on how people acquire categories defined by features. The present functional magnetic resonance imaging study examines how relational and feature-based category learning compare in well-matched learning tasks. Using a computational model-based approach, we observed a cluster in left rostrolateral prefrontal cortex (rlPFC) that tracked quantitative predictions for the representational distance between test and training examples during relational categorization. Contrastingly, medial and dorsal PFC exhibited graded activation that tracked decision evidence during both feature-based and relational categorization. The results suggest that rlPFC computes an alignment signal that is critical for integrating novel examples during relational categorization whereas other PFC regions support more general decision functions.
Introduction
Bird or mammal? Edible or poisonous? Predator or prey? We have many categories that allow us to generalize knowledge from past events and make inferences about the future. The field of category learning studies the neurobiological and cognitive mechanisms that allow people to learn new categories from examples.
Extensive neuroimaging and patient research has established that category learning depends upon complex interactions between a number of cortical and subcortical memory systems (Ashby and Maddox 2005; Smith and Grossman 2008; Seger and Miller 2010) . However, all existing neurobiological research on human category learning has focused on feature-based categories that are defined by the overlap that members share in their perceptual and intrinsic features. Many categories, such as taxonomic categories like "birds" and "mammals" or culinary categories like "edible and poisonous mushrooms" are featurebased in this sense. Mammals can be distinguished from birds based on a number of concrete criteria, and field guides can enumerate the perceptual characteristics of edible mushrooms that allow them to be distinguished from poisonous alternatives.
Many critical categories that humans learn, such as predator and prey, cannot be learned simply by focusing on concrete, perceptual features intrinsic to individual objects, and are instead defined by the extrinsic relations between objects (Markman and Stilwell 2001; Gentner and Kurtz 2005; Goldwater et al. 2011) . For example, both an eagle and a lion can be viewed as examples of the relational category "predators" even though none of their shared perceptual features can explain why they are in the same category. Relational categories can range from very complex concepts taught in formal education (e.g., reagent and catalyst; Holyoak and Thagard 1995; Richland et al. 2007; Holyoak 2012; Goldwater and Schalk 2016) to very simple categories such as those defined by the primitive relations same and different that we focus on here.
Despite the importance of relational categories in higher-level reasoning and day-to-day cognition, much less is known about the neurobiology underlying our ability to learn categories defined by relations. However, recent research in the domains of reasoning (Christoff et al. 2001; Kroger et al. 2002; Hampshire et al. 2011 ) and analogy (Bunge et al. 2005; Green et al. 2006; Watson and Chatterjee 2012) suggest that relational processing involves the rostrolateral prefrontal cortex (rlPFC) to a greater degree than processing based on concrete features or known semantic properties. The rlPFC has long been thought of as a candidate for the seat of humans' complex reasoning capabilities due to its increased size in humans relative to other primates (Burgess et al. 2007 ) and because its synaptic development during childhood tracks the emergence of complex reasoning in children (Dumontheil 2014; Vendetti and Bunge 2014) . Many tasks used to study relational reasoning, like Raven's progressive matrices, resemble aspects of category learning problems. However, instead of learning categories, per se, participants are simply asked to solve the rule that accounts for the relationship between a sequence of instances in a single learning trial. Category learning, on the other hand, involves forming concepts that abstract across many temporally separated examples, and thus may involve additional and/or different mechanisms from single-trial reasoning and analogies.
To test the rlPFC's role in relational category learning, we scanned participants while they learned to categorize visual arrays defined by some of the simplest possible relations: whether all elements in the array are the same or different. In this task, participants see an example array and are asked to categorize it as a member of category 1 or 2. Via trial and error, participants learn to associate arrays with all same elements as members of one category and arrays with all different elements as members of another category. After learning, participants are tested on a number of novel arrays with differing numbers of matching and mismatching elements to test their generalization performance. This task is based off of influential studies in the animal learning literature that have been used to test whether animals Fagot et al. 2001; Wasserman and Young 2010) possess elementary relational concepts like same and different and to compare their performance to college-aged human participants, who undoubtedly do possess such relational reasoning capacities (Young and Wasserman 2001a; Castro et al. 2006; Castro and Wasserman 2013) . One difference between our task and previous efforts, however, is the use of Gabor patches as elements in the arrays. Gabor patches allows us to use the exact same stimuli to define feature-based categories to use as a control condition for isolating relational processing from more general category learning processes. For the feature-based task, one category contains Gabor patch arrays with angles that average approximately 60°and the other category contains arrays with angles that average approximately 120°. For the feature-based test, the arrays also varied over a wider range and included easy items that were far away from contrasting categories and hard items that were approximately midway between the categories.
The design of our experiment is intended to not only allow us to isolate relational processing from typical feature-based processing, but by varying the stimuli at test, will also allow us to test more precise hypotheses for mechanisms that may underlie rlPFC function. Although rlPFC has been known to activate for a wide range of relational tasks, there remains debate about its underlying computations (Nee et al. 2014) and whether there are subsections of rlPFC that perform different functions (Gilbert et al. 2006) . One of the most prominent theories in the relational reasoning literature is that the rlPFC supports relational integration (Christoff et al. 2001; Kroger et al. 2002) , with recent studies suggesting that left rlPFC passes a strict test for relational integration (Bunge et al. 2005 (Bunge et al. , 2009 ) while other subregions of the rostral PFC seem to track difficulty, decision evidence, and related measures such as time-on-task (Gilbert et al. 2006) .
We can generate formal predictions for how processes related to relational integration and decision evidence are differentially engaged across stimuli in our test phase by using a mathematical model, the relational generalized context model (rel-GCM). The rel-GCM is inspired by influential models of feature-based category learning (Medin and Schaffer 1978; Nosofsky 1986 ) and previous attempts to incorporate relational processing within neural-network-based exemplar models (Tomlinson and Love 2006) . Here the rel-GCM is not intended as a full process model of how relational categories are acquired de novo (for fuller models, see Falkenhainer et al. 1989; Doumas et al. 2008; Knowlton et al. 2012 ; see Discussion for further elaboration). Instead, the rel-GCM formalizes intuitive predictions for how neural processes related to relational integration and decision evidence will be differentially engaged for different stimuli in the test phase of our same-different task. As a measurement tool for developing predictions for how our hypothesized processes relate to rlPFC activation, the rel-GCM's utility springs from its straightforward adaptation of a popular model of categorization that has been used in other recent neuroimaging studies in the category learning literature (Nosofsky et al. 2012; Mack et al. 2013 ).
In the rel-GCM, exemplars (i.e., examples of arrays) observed during learning are stored in memory. When novel stimuli are encountered, they are compared with stored exemplars, an aggregate match to each category is computed, and a categorization decision is chosen based on the relative match (see Fig. 1 ). Processes related to relational integration, decision evidence, and choice behavior can be thought of as arising during different stages of the rel-GCMs computation. We can extract mathematical functions from the rel-GCM during different computational stages to make predictions for the underlying brain signals (see Table 1 for a concise description of each mathematical measure we use in our analyses). The first stage of processing in the rel-GCM is a representational matching stage and is related to relational alignment and integration processes thought to underlie left rlPFC function. In this stage, the rel-GCM relationally aligns a test item with all of the arrays that were previously encountered during the learning phase and computes a distance. The distance between a test item and arrays stored in memory indicates how closely the relationships between elements in the array match those of previous stimuli. The minimum distance between a test item and previously learned arrays gives a measure of the extent to which a stimulus exhibited novel relations, and thus whether more intensive relational alignment and integration processes were necessary to process the item. In the present study, we refer to this measure as representational distance. Intuitively, representational distance is highest for the stimuli with intermediate numbers of matching and mismatching elements because these stimuli are furthest from the pure same and different arrays presented during the learning phase. In the next stage of processing in the rel-GCM, distances between an item and all of the arrays stored in memory are aggregated, and rel-GCM computes an overall measure of how much a stimulus matches members of each category. These category matches are a measure of how much evidence there is for one category or another. In this task, as the number of mismatching elements in a test array increases, the stronger its aggregate match is to examples in the different category, and accordingly, the higher its relational decision evidence for the different category. Notably, this relational decision evidence measure has an almost perfect linear correlation with the display entropy of the arrays (r = 0.98), a measure that has long been used to model decision behavior in same-different tasks in the animal learning literature ; for review, see Wasserman and Young 2010) . Last, the rel-GCM scales the decision evidence, and computes a choice. As with humans, the rel-GCM can be more or less deterministic in how it makes its choices from the underlying evidence (Ashby and Maddox 1993) . In the present case, based off of fits to human subjects' data, the rel-GCM is highly deterministic and overwhelmingly chooses the different category as soon as a single element in the array is different. This categorical responding is consistent with previous studies on human subjects in samedifferent learning (Fagot et al. 2001; Young and Wasserman 2001a) .
The categorical treatment of same is a key factor underlying our use of similarity-to-different as a measure of decision evidence and why decision evidence is dissociable from the representational distance measure (relational novelty) in the present design. Hypothetically, if participants used the midpoint between categories (e.g., 4 same/4 different) as the criterion for deciding between the same and different categories (i.e., the indifference point where they choose either category 50% of time), decision evidence would be a convex function whereby evidence increases symmetrically as the number of mismatching elements moves away from the midpoint in either direction (toward same or different). Dissociating representational distance and decision evidence would be difficult in this hypothetical scenario because decision evidence would be strongly negatively correlated with representational distance (a concave function of the number of mismatching elements). However, because participants' decision criteria tend to shift, such that only same items tend to be classified as same, the decision evidence function is asymmetric and monotonically increasing with the number of mismatching elements in different arrays. This asymmetry allows the predictions of relational decision evidence and representational distance to be dissociable.
To test rel-GCM's predictions for the same-different task, we incorporate the representational distance measure, relational decision evidence, and a binary same-different regressor into a single multiple regression model to test which brain regions track unique variance associated with each type of signal during relational category learning. The multiple regression model is Relational decision evidence Scaled choice function # of mismatching elements Figure 1 . An illustration of the rel-GCM. A stimulus is presented to the model, compared with all of the exemplars encountered during learning, and a distance is computed. Here only relational distance is shown, which is based on the number of alignable elements between the stimulus and a stored exemplar. Our representational distance measure is computed as the minimum distance between a stimulus and a stored exemplar encountered during the learning phase (this entails that halfway between all-same arrays and all-different arrays is maximally relationally distant from the learning examples). The x-axes for each of the graphs reflect the different numbers of matching and mismatching elements that test arrays contained. Next these stimulus-to-exemplar distances are converted to similarities using an exponential transform, and are aggregated within each category. The aggregate similarities of test stimuli to members of the different category is a monotonic increasing function of the number of mismatching elements in an array, and is used as our measure of relational decision evidence. Finally, the similarities to each category are compared with each other and scaled to produce a probability that the array belongs to the same or different category.
simultaneously fit to the feature-based categorization task to rigorously adjust for regions that are sensitive to display variability even when it is not an integral part of the category rule. In addition to the multiple regression model for the relational task, we also build a multiple regression model for the featurebased task to establish which brain regions are active for general, feature-based categorization. The main variable of interest in the feature-based task is a measure of decision evidence from the standard feature-based GCM (see Nosofsky 1986 ). Here, featurebased decision evidence is a measure of how much the mean angle of an array matches members of the correct (i.e., most probable) category relative to members of both categories. This measure predicts that arrays with mean angles that equally match members of both categories (arrays close to the indifference point between categories where either category is chosen 50% of time; 90′) will be most difficult to classify, and arrays with mean angles far from opposing categories (arrays far from the indifference point between categories) will be easiest to classify (Fig. 2B) . These model-based predictions for feature-based decision evidence are consistent with observations from featurebased category learning whereby idealized items that are caricatures of their categories are easiest to classify (Davis and Love 2010; Davis and Poldrack 2014) . To account for the fact that it is easier to extract mean angle information from same arrays (see Behavioral Results), the feature-based decision evidence regressor was split into separate regressors for same angle and different angle arrays and regressors for same, different, and display entropy were included as control variables in the model. Like the above analysis, this feature-based model is fit to both the featurebased and relational category learning tasks to adjust for regions that are sensitive to feature-based decision evidence even when the mean angle of an array is not part of the category rule. Based on the literature reviewed above, we expect that the rel-GCM's representational distance measure will correlate with activation in the rlPFC during the test phase of the relational category learning task. We expect the decision evidence measures will correlate with other regions of the PFC and will exhibit strong overlap between the relational and feature-based category learning task. Indeed, as the relationship between the rel-GCM and the standard GCM implies, the only uniquely relational processes in the task should be in the comparison of stimuli to previously learned examples. Otherwise, the aggregation and accumulation of evidence should largely be the same in both feature-based and relational categories. A number of studies have looked at decision evidence, confidence, and measures of uncertainty in category learning (Grinband et al. 2006; Degutis and D'Esposito 2007; Davis et al. 2012; Braunlich and Seger 2016) and in the broader decision-making literature (e.g., Heekeren et al. 2004; Rolls et al. 2010a Rolls et al. , 2010b White et al. 2012; De Martino et al. 2013 ; for review, see Gold and Shadlen 2007) . Because category learning is largely thought to be a subtype of decision-making that explicitly includes generalization (Seger and Peterson 2013) , we anticipate that regions known to track decisional uncertainty in the broader literature, such as the ventromedial PFC, dorsolateral PFC, and striatum will track our measures of decision evidence in both the relational and feature-based tasks.
To foreshadow our results, we find that the left rlPFC is engaged during initial learning of the same-different task and also correlates with representational distance during the test phase. Ventromedial PFC, dorsolateral PFC, parietal cortex, and striatum correlate with decision evidence measures (relational and feature-based decision evidence) in both the relational and feature-based tasks. These results suggest that there is strong overlap between relational and feature-based categorization in terms of underlying decision functions, but relational category learning may require additional representational alignment mechanisms to integrate novel examples and for initial abstraction of a concept.
Materials and Methods

Participants
Twenty-four male and female human participants were compensated $35 to participate in the experiment. The protocol was approved by the Human Research Protection Program of Texas Tech.
Experimental Paradigm
Participants completed 2 category learning tasks, feature-based and relational category learning, during a single functional magnetic resonance imaging (fMRI) session (Fig. 3A) . Twelve participants received the feature-based category learning task first, and 12 participants received the same-different learning task first. In both tasks, subjects completed 2 runs of a learning phase, immediately followed by 2 runs of a test phase. For example, if participants received the same-different task first, they would complete 2 runs of same-different learning, followed by 2 runs of test, and then would start the sequence over again for the feature-based task. Prior to the tasks, participants completed a set of written instructions detailing the task structure and describing the arrays as made up of Gabor patches that varied in their angle. Each learning phase consisted of 48 trials presented in a random order. On each trial of the learning phase, participants were presented with an array and asked to respond "Category 1 or 2?" using a button box (3-s response deadline; Fig. 3B ). After responding, feedback would be delivered (1.75 s). Stimulus presentation and feedback, and feedback and the next trial were separated by variable fixation periods drawn from truncated exponentials (mean = 2 s). Stimuli were perfectly balanced in the learning phase so that they would be the same across the feature-based and same-different tasks. Twenty-four stimuli were arrays in which all Gabor patches were the same (12 high angle-120′; 12 low angle-60′) and Twenty-four were arrays in which all were different (12 high angle; 12 low angle). Each array contained 8 Gabor patches randomly assigned to locations in a 4 × 4 grid in the center of the display. Each individual Gabor subtended approximately 2′ of visual angle. The Gabor patches in each array were generated randomly for every trial using a highly constrained stimulus generation procedure. For the same stimuli, a single angle was generated on a trial from a normal distribution centered at the mean angle for the array (60′ or 120′; σ = 15′) and was used for all 8 of the Gabor patches in the array. Likewise, for the different stimuli, 8 angles were drawn from the normal distribution, one for each Gabor patch. In both cases, if the mean of the resulting array was >1 standard error (15/√8) away from the mean of the generating distribution, the angles were regenerated. The different arrays had the added constraint whereby the standard deviation of the array could not exceed the standard deviation of the generating distribution.
After completing the 2 learning runs for a given task type, participants completed 2 runs of test. During the test phase, arrays covered the entire range of quantities of matching and mismatching features and had means that were closer or further from the midpoint between categories (90°) than arrays presented during learning (see Fig. 3C ; Supplementary Table 1) . During test, participants only categorized stimuli; no feedback was given (3 s response deadline). Trials were separated by variable fixation drawn from a random truncated exponential (mean = 3 s). The same exact procedures and stimuli were used for both relational and feature-based test phases. After completing the second run of the test phase, participants began the learning and test sequence for the next task type (relational or feature-based).
Image Acquisition
MRI images were collected on a 3 T Siemen's Skyra at Texas Tech Neuroimaging Institute using a 20-channel head coil. For each participant, 8 functional runs were collected: 4 learning runs (2 each for relational and feature-based) and 4 test/transfer runs (2 each for relational and feature-based). All functional runs used the same Siemen's product echo planar imaging sequence with the following parameter settings: time repetition (TR) = 2040 ms; time echo (TE) = 25; flip angle = 70; field of view (FoV) = 192; matrix = 64 × 64; number of slices = 40; slice thickness = 2.5 (0.5 mm gap). Slices were acquired in ascending slices in the axial plane and oriented approximately 30°off of the anterior commissure/posterior commissure line to reduce orbital dropout. In addition to the functional time series, a high-resolution MPRAGE anatomical scan was collected for each participant with the following parameter settings: TR = 1900; TE = 2.49; FA = 9; FoV = 256; matrix = 256 × 256; slice thickness = 1 mm; slices = 192, acquired in the sagittal plane.
Image Analysis
Imaging analysis used FSL for functional image processing and coregistration and Freesurfer (autorecon1) for preprocessing of the anatomical images. Preprocessing of functional images included conversion from dicom to nifti, motion correction using a 6-DOF rigid body alignment of each functional volume to the center volume of its respective run, skull-stripping, spatial smoothing using a 6-mm FWHM Gaussian kernel, and highpass filtering (100 s cut-off ).
Statistical analysis of functional images was carried out using a standard 3-level analysis in FEAT. First-level models examined the correlation between task-based regressors and functional data within a single run. Task-based regressors were convolved with a canonical double-γ hemodynamic response function. First-level models also included regressors for scrubbing (censoring) of volumes exceeding a framewise displacement of 0.9 mm (Siegel et al. 2014 ) and prewhitening to account for temporal autocorrelation. Second-level models were used to calculate average parameter estimates for the first-level experimental variables across runs within a single subject using a fixed effects model. Finally, third-level models were used to test whether average effects of experimental variables were significantly different across subjects using a random effects model (FLAME 1 and 2) with subject as a random effect. Final statistical maps were corrected for multiple comparisons at P < 0.05 using FSL's Gaussian Random Field Theory-based cluster-extent threshold.
The fMRI models for the learning phase contained regressors for the stimulus presentation and feedback phases for correct same trials, correct different trials, incorrect same trials, and incorrect different trials (8 total task-based regressors). Two separate models were run for the test phases, a relational model and a feature-based model. The relational model contained regressors for same and different, relational decision evidence, and representational distance (see Formalism for Rel-GCM below). The feature-based model contained regressors for same, different, and the feature-based decision evidence, with separate regressors for feature-based decision evidence within same and different trials. Entropy was included as a control variable in the feature-based model to adjust for the impact display variability may have on ease of extracting feature information. Bits of Entropy E, for array x was calculated as the Shannon Entropy of x (Shannon and Weaver 1949), or the predictability of each element m in x:
where pðx m Þ is the probability of the element in the array. Both feature-based and relational models also contained regressors for nonresponding trials. The primary contrasts for all models were to examine the effect of a within run variable (e.g., decision evidence) as a function of the second-level variable task type (feature or relation). Because stimuli were otherwise identical, this allows isolation of the regions involved in intentionally processing a stimulus property (i.e., processing relational samedifferent information) from the lower-level perceptual effects of display variability and/or the secondary effects by which low display variability facilitates extraction of mean angle information.
Formalism for Rel-GCM
In the present work, rel-GCM is fit to participants' categorization behavior during the test phase. For a related approach that models how relational categories are formed during learning, see Tomlinson and Love (2006) .
Stimuli are represented as vectors x to the model and then compared with stored exemplars m that were encountered during the learning phase. A distance d is computed between x and every stored exemplar based on the featural and relational distances between the examples. Here, because the features were randomly ordered for every stimulus presentation, featural distance is taken to be the distance between the means of x and m:
Relational distance is defined as the number of alignable features between x and m. In the present case, the relational distance is based on the primitive is-a relation, which applies between Gabor features that have the same angle. Thus, here, relational distance can be computed by calculating the maximum frequency count of Gabor features in x and m and calculating the distance between them:
The division by 140 and 7 in Equations 2 and 3 is incorporated to scale the distances such that the maximum distance between any 2 exemplars in the experiment on either dimension is 1. This does not change the predictions of the model, but allows the relational distance and featural distance to be on the same scale. The 2 distances are combined into an overall measure of distance of x to m and weighted by selective attention to reflect how much featural and relational information is contributing to the x-to-m comparisons:
where the ws are constrained to sum to one, yielding a single free parameter in the present context (w rel ). Our model-based fMRI measure of representational distance (d rep ) is the minimum of the exemplar weighted attention distances across all M exemplars in the model's memory:
The exemplar-based distances are converted to similarities using an exponential function, which institutes a psychological generalization gradient, based on influential work by Shepard (1987) , whereby the perceived similarity between 2 stimuli decays as an exponential function of distance.
where c is a specificity parameter that controls the steepness of the exponential function such that with higher c, similarity drops off faster as a function of distance. In the present case, we allowed the cs to vary across categories (c same and c diff ) to reflect the possibility that some categories have different levels of specificity (e.g., Rips 1989; Rips and Collins 1993) . Allowing a higher specificity for the same category allows the model to predict the observation that stimuli with only a single mismatching feature tend to be classified as different. With equal specificities, such stimuli will always be closer to exemplars of the same category and thus misclassified. Thus the different c parameters are critical for explaining how participants' indifference point ( point at which they choose same or different 50% of the time), is shifted away from the midpoint between same and different categories to lower than one mismatching array element (see Behavioral Results). However, this parameter does not appear in the formulas for d rep or relational decision evidence, and thus is not otherwise critical for our predictions. Aggregate similarities to exemplars of each category are computed by summing the similarities between x and each of the m exemplars. Relational decision evidence (Fig. 1) was calculated as the aggregate similarity between an item and members of the different category:
Using aggregate similarity to the different category as a measure of decision evidence reflects the idea that evidence for the different category increases as a function of the number of mismatching elements (for a related modeling effort, see Young et al. 2007 ) which is directly related to the aggregate relational similarity between a test array and the perfect examples of different observed during the learning phase.
The aggregate similarities to each category are then combined to generate a choice using a choice rule (Luce 1959) . The probability that the model chooses the different category is
where γ is a free response scaling parameter (Ashby and Maddox 1993) . The model becomes more deterministic as γ increases. Thus the response scaling parameter helps to explain how continuous underlying decision processes can give rise to categorical behavior. In the present simulations, the free parameters of the model were fit to the group-averaged test choice probabilities using the DEoptim package in R (Ardia et al. 2011) by minimizing the sum squared error (w rel = 0.999999; c same = 4.153363; c diff = 0.454540; γ = 8.736322). The overall fit of the model was excellent: R 2 = 0.989. A single set of 96 exemplars was simulated for the model's internal representations using the stimulus generation process described in the Experimental Procedures above. The use of a single set of exemplars as the internal representation was chosen to maintain a smooth error gradient for the model fitting and did not otherwise appreciably affect the predictions of the model. The feature-based GCM used the same equations as the rel-GCM except only the mean angle (feature-based) dimension was included in the distance computations and a single specificity parameter was used for both categories (high and low angle). The feature-based decision evidence measure was the relative similarity to the correct category:
Here a relative decision evidence measure is appropriate because participants do not treat 60′ and 120′ categories Cerebral Cortex, 2017, Vol. 27, No. 4 |asymmetrically. With only 2 free parameters (c = 4.249128 and γ = 1.624418), the feature-based model fit subjects' behavioral responses in the feature-based learning task well (R 2 = 0.952) and the fit did not increase appreciably with the additional free parameters from the rel-GCM (0.953).
Results
Behavioral Results
Individual Participant Performance
The predictions for the neuroimaging data depend upon participants learning how to categorize the arrays in the same-different and feature-based task. Because both tasks use the exact same arrays, they only differ in how participants learn to categorize the arrays. If participants fail to learn to categorize the arrays, their activation is not likely to track our measures of representational distance or decision evidence because these measures assume participants have learned the correct categories from the feedback presented during the learning phase. One measure of whether participants have learned is to model their behavioral responses (Category 1 or 2 response) as a function of the possible rules in the task (mean angle or same-different) and compare these to a simpler model that assumes participants are choosing category responses randomly with some fixed probability (random responder). This approach has been popular in patientbased research on multiple category learning systems (Schnyer et al. 2009; Maddox et al. 2010 Maddox et al. , 2013 and derives from rulebased models of categorization (Ashby and Maddox 1993) . To this end, we fit a series of 3 logistic regression models (samedifferent rule; feature-based rule; random responder) to each participants' responses in both tasks (feature-based and samedifferent) and compared these fits using the Bayesian Information Criterion (BIC; Schwarz 1978; see Supplementary Table 2 for full BIC results). For the same-different task, 14 participants' responses were best fit by the correct same-different rule. Of the participants who failed to use the correct rule, 7 were best fit by the random responder model, 2 were best fit by a feature-based strategy, and one was best fit by a same-different strategy that was opposite from the correct rule, leading to performance well below chance (41% following correct rule). For the feature-based task, 16 participants' responses were best fit by the correct feature-based rule. Of the participants who failed to use the correct rule, 7 were best fit by the random responder model, and one was best fit by a same-different strategy.
The results from the individual subject analysis suggest that many subjects who did not learn the rules followed a pattern that was random with respect to the main dimensions in the task. These participants may have truly been responding randomly (in the case of scanner fatigue or stress) or may have focused on some component of the task that was orthogonal to the same-different or feature-based dimensions. For example, although the instructions described the arrays as made up of Gabor patches that varied in angle, to avoid participants focusing on groupings of patches (noted in a pilot test), it's possible that some also focused on an incidental or lower level perceptual property of these randomly generated groupings (for a related account of nonlearner performance in same-different tasks, see Castro and Wasserman 2013) . Because it is difficult to characterize what participants did when they did not learn the task, or make predictions for how their activation will vary on a trialby-trial basis, nonlearners were excluded from the fMRI analyses reported below. Finally, although this rate of nonlearners in the same-different task was higher than we expected given behavioral pilots of this procedure, it is within the rate of attrition reported by other studies of same-different learning (Castro et al. 2006; Castro and Wasserman 2013) .
Assessing Order Effects
Because each participant learned both tasks in this study, it is important to test whether the order of the tasks impacted their overall performance. To test for order effects, we used t-tests to compare learning performance in participants receiving the same-different task first to those receiving it second. Order did not significantly impact learning performance in the same-different task, t (22) = 0.14, P = 0.89. Feature-based performance was lower in participants who first completed the same-different task: mean correct for same-different first = 0.71; mean correct for same-different second = 0.87; t (22) = 2.01, P = 0.057. However, this effect was due entirely to the participants who failed to learn the same-different relation. When restricted to participants who learned the correct rule in the same-different task, the effect of order was eliminated (0.85 vs. 0.89; t (12) = 0.46, P = 0.65). These results suggest that during the process of failing to solve the same-different task, participants learned to ignore the angles of individual stimuli, perhaps making it less likely for them to return to this dimension in the second (featurebased) learning phase. Because the fMRI analysis excludes nonlearning participants, performance-based order effects are not likely to affect our primary results. For detailed learning curves from each learning order, see Supplementary Figure 1 .
Analysis of Behavior During Test
The main analysis goals for the behavioral data in the test phase were to characterize how participants' responses varied as a function of the category structure. In both the same-different and the feature-based tasks, novel items were included in the test phase, which required participants to generalize what they had learned to new examples. To assess generalization performance, generalized linear and linear mixed effects models were fit to the choice probabilities and reaction times (respectively) in both tasks. Because we do not expect subjects who did not learn or follow the rule to generalize systematically according to these dimensions, we restricted the statistical tests to participants who learned the tasks. However, individual subject response patterns are presented for all participants in Supplementary Figures 2 and 3 .
Overall, in the same-different task, both the binary same-different relation (whether any items in the array were different) and entropy were associated with subjects' probability of choosing the different category, such that same stimuli were the least likely to be classified as different (Z = 7.84) and probability of choosing different increased continuously with the number of mismatching features (Z = 3.35). Likewise, reaction times were fastest for same stimuli (t (13) = 4.93, P < 0.001) and then decreased linearly with display entropy (t (13) = 6.30, P < 0.001). Figure 4A ,B show the relational results with smooth curves and 95% confidence intervals generated from generalized additive mixed models using the GAM package in R (GAMMs; Wood 2006). To break down the effect of reaction time further, we separately modeled reaction time on trials for which participants made either same or different responses. On trials for which participants made same responses, reaction times were significantly faster for same arrays compared with different arrays (t (13) = 4.31, P < 0.001), but there was no continuous effect of the overall number of mismatching elements (t (13) = 0.229). Contrastingly, on trials for which participants made different responses, reaction times were significantly faster as the number of mismatching elements increased (t (13) = 4.30, P < 0.001), but there was no categorical effect of whether all elements were same or different (t (13) = 1.05). This response-based analysis is consistent with behavioral results from previous same-different categorization studies and suggests that people treat same categorically, but have a more graded concept of different (Castro et al. 2006; Castro and Wasserman 2013) . See Supplementary Figure 4 for plots of reaction times separated by participant response.
In the feature-based task, the probability of choosing the correct category was associated with the mean distance of the array to 90′ (Z = 6.25; the indifference point between the categories where either category is chosen 50% of time), but also was significantly higher for same stimuli due to ease of extracting angle information compared with different stimuli (Z = 5.20). Reaction times showed a similar pattern with decreasing reaction time as a function of distance from 90°(t (15) = 8.69, P < 0.001), but also substantially shorter reaction times for same stimuli (t (15) = 15.51, P < 0.001). Figure 4C ,D show the feature-based results with smooth curves and 95% confidence intervals generated from GAMMs.
Comparing across behavioral results from the same-different and feature-based test phases highlights important differences in the processing of both tasks. In the feature-based task, participants tended to do what is typical of feature-based learning and had decision criteria (indifference point where either category is chosen 50% of time) approximately halfway between the categories at 90°. This split-the-difference approach is very different from the behavior of the participants in the same-different task who tended to respond different as soon as a single element in the array was different. Although some individual participants occasionally classified single item different arrays as same (Supplementary Fig. 2 ), all were well above 50% in classifying them as different, indicating that all subjects' decision criteria for different arrays were below a single mismatching item. Given that there are typically a minority of participants who treat different as a continuous concept and respond on the basis of display variability (20% in Young and Wasserman 2001a; 26% in Castro and Wasserman 2013) , it is surprising that all individual subjects tended to have approximately categorical response profiles. The homogeneity of our learners' strategies may be due to our decision to fix the total number of elements in arrays and use completely random groupings of elements. Ordered groupings of elements and different numbers of total elements (from 2 to 16) are both known to impact participants' response strategies (Castro et al. 2006; Castro and Wasserman 2013) and may result in more heterogeneous behavior. 
Neuroimaging Results
Representation of Same and Different in Relational Versus Featurebased Learning During Learning Our first hypothesis was that the left rlPFC would be engaged for the relational same-different category learning task during the learning phase. To test the engagement of left rlPFC during the relational category learning task, we first contrasted different items with same items during the learning phase within the relational same-different task condition. We found a number of regions were more engaged in the relational category learning task for the different > same contrast, including regions of lateral PFC, occipital cortex, striatum, and the hypothesized regions of the left rlPFC (see Fig. 5A ; Table 2; Supplementary Table 3) . Although this contrast is consistent with our hypotheses, because the differentness of the arrays impacted the behavioral results during the feature-based experiment (see Behavioral Results above), it is important to test whether these regions are engaged for Different > Same contrast more in the same-different condition than the feature-based condition. When we compared the Different > Same contrast during relational learning to Different > Same during feature-based learning, we observed activation in fewer brain regions, but the hypothesized activation in the left rlPFC remained (see Fig. 5A ; Table 2; Supplementary  Table 3) . Together, these results suggest that when participants are intentionally processing the same-different relationships in arrays during learning, they engage the left rlPFC.
Representational Distance in Relational Versus Feature-based Categorization During Test
Our next hypothesis was that the rlPFC would not simply track sameness or difference during test, but would instead track the rel-GCM's measure of representational distance. Rel-GCM's measure of representational distance is based on how closely the relations between elements in the test arrays match relationships between elements in the learning arrays. Thus representational distance is a measure of the extent to which relational alignment processes need to work to integrate the novel test stimuli with the previously learned category representations. Accordingly, we did not find any activation unique to same-different learning for the Different > Same contrast during test. However, we did find, within the relational same-different condition, that the representational distance measure positively correlated with left rlPFC as well as a number of additional regions including the ventromedial PFC, medial and lateral temporal regions, precuneous, posterior cingulate, and occipital cortex ( Fig. 5B ; Table 2 ; Supplementary Table 3 ). As with the Different > Same contrast during learning, the strongest test of relational processing is whether the representational distance measure correlates more with left rlPFC during the relational same-different test than during the feature-based test. Accordingly, we found that only the cluster in the rostral PFC remained after subtracting activation in the feature-based task that correlated with representational distance ( Fig. 5B ; Table 2; Supplementary Table 3) . Together, these results suggest that the left rlPFC is sensitive to the relational distance between test examples and previously learned arrays, which is consistent with the idea that this region participates in relational alignment and integration mechanisms during relational category learning.
Relational Decision Evidence in Relational Learning Versus Featurebased Learning During Test
Our next hypotheses were that neural functions related to decision-making in relational and feature-based category learning would tap the same basic brain regions. Indeed, the formal category learning models we used to create decision evidence measures predict that after the initial relational processing, there is not anything fundamentally different in how evidence for relational or feature-based category choices is aggregated. In the relational same-different task, decision evidence is linearly related to the overall number of mismatching features in the array. Arrays with high numbers of mismatching features are very easy for participants to categorize in the different category whereas arrays with only a single mismatching element are difficult. Within the relational same-different task, the relational decision evidence measure positively correlated with the ventromedial PFC and the lateral temporal cortex (superior and middle temporal gyrus; Fig. 5C ; Table 2; Supplementary Table 3) . When subtracting out the correlation within the feature-based task activation, the positive correlation with decision evidence remained in both regions ( Fig. 5C ; Table 2 ; Supplementary Table 3 ). The vmPFC results were predicted and are consistent with observations that the vmPFC tracks reward expectancy and confidence in the broader decision-making literature (Rolls et al. 2010a (Rolls et al. , 2010b De Martino et al. 2013; Barron et al. 2015; Lebreton et al. 2015) . The lateral temporal cortex findings were not anticipated as this region is not typically included in broad neurobiological theories of category learning (Ashby and Maddox 2005; Smith and Grossman 2008; Seger and Miller 2010) , and thus we do not attempt to interpret it here beyond pointing to its potential broader role in conceptualization (e.g., Martin and Chao 2001) .
Positive correlations with relational decision evidence reflect regions that are more active for easier-to-classify stimuli. Regions that are associated with higher decisional uncertainty/processing (stimuli that are difficult to classify) should negatively correlate with relational decision evidence. Accordingly, within the relational same-different learning task, we observed activation that was negatively correlated with relational decision evidence in a number of regions that have been associated with processing difficult stimuli, including regions of the lateral and inferior PFC, dorsomedial PFC, striatum, superior parietal, and occipital cortex ( Fig. 5C ; Table 2; Supplementary Table 3) . When subtracting out the correlation with the feature-based task activation, all the fronto-parietal clusters remained significantly negatively correlated with the relational decision evidence measure at whole-brain levels but the striatum cluster did not. Together, these results are broadly consistent with previous results examining measures of decisional uncertainty in feature-based category learning (Grinband et al. 2006; Degutis and D'Esposito 2007; Braunlich and Seger 2016) , and we discuss the parallels further below (see Discussion).
Because display entropy is the most well-known function used to model decision behavior in same-different learning tasks (for review, see Wasserman and Young 2010), we also ran a model substituting the model-based relational decision evidence measure with display entropy. Like our relational decision evidence measure, display entropy is a good measure of how participants decide to choose the different category because it is a measure of array variability, or how easy it is to predict elements in an array from the values of others. As such, it is highest (3.0 bits) for different arrays where all elements are different and is lowest (0 bits) for same arrays. Our results were qualitatively almost identical to the model-based results, which is consistent with the high correlation between the measures (r = 0.98), except that the positive correlation between the striatum and entropy remained significant when subtracting the effect of entropy in the feature-based condition (see Supplementary Fig. 3) . 
Feature-based Decision Evidence During Feature-based Learning Versus Relational Learning During Test
Although the observed correlations between relational decision evidence and brain regions previously identified in the featurebased category learning literature as subserving decision evidence functions are suggestive that relational and featurebased learning overlap in their basic decision processes, we also conducted a formal test to see which regions correlated with feature-based decision evidence in our feature-based task. The feature-based decision evidence measure is based on the relative match between an item and stored members of the correct/ most probable category encountered during learning. This measure is lowest for items that are equidistant between categories (∼array with means of approximately 90′) and asymptotes as the array means move away from the 90′ midpoint (see Fig. 2B ). Within the feature-based task, vmPFC, posterior cingulate, precuneous, medial temporal lobe, and lateral temporal cortex positively correlated with feature-based decision evidence ( Fig. 5D ; Table 2; Supplementary Table 3) . Consistent with the relational decision evidence results, when subtracting out the correlation with the relational task activation, the lateral temporal cortex and vmPFC clusters remained significant ( Fig. 5D ; Table 2; Supplementary Table 3 ), as did the posterior cingulate and precuneous cluster. As with the relational decision evidence results described above, the vmPFC was the primary predicted region because this region is known to track reward expectancy and general decision confidence (Rolls et al. 2010a (Rolls et al. , 2010b De Martino et al. 2013; Barron et al. 2015; Lebreton et al. 2015) .
Finally, like the relational decision evidence measure, regions that positively correlated with the feature-based decision evidence measure are primarily related to ease of a categorization decision. It is also useful to assess which regions were associated with difficulty of a categorization decision and thus negatively correlated with feature-based decision evidence. Similar to the relational contrast, feature-based decision evidence correlated with lateral and inferior regions of the PFC, dorsomedial PFC, superior parietal cortex, and the striatum ( Fig. 5D ; Table 2 ; Supplementary Table 3 ). All of these clusters remained significant when subtracting out the correlation with the relational task activation. As with above, this negative correlation with decision evidence is broadly consistent with a number of studies that have explored measures of decisional uncertainty in category learning (Grinband et al. 2006; Degutis and D'Esposito 2007; Braunlich and Seger 2016) .
Discussion
The present study examined the neural basis of relational category learning in human subjects using categories defined by some of the simplest possible relations: same and different. Based on previous literature on reasoning and analogy, we hypothesized that, compared with feature-based learning, relational-learning would be more dependent on the rostro-lateral prefrontal cortex (rlPFC; Christoff et al. 2001; Bunge et al. 2005 Bunge et al. , 2009 Green et al. 2006; Watson and Chatterjee 2012) . Constrastingly, processes related to decision evidence and difficulty that are shared between feature-based and relational categorization would be engaged in the striatum and more caudal and medial regions of the PFC (Grinband et al. 2006; Degutis and D'Esposito 2007; Braunlich and Seger 2016) . We formalized these predictions in a number of quantitative measures, derived from a mathematical model of relational categorization, rel-GCM. Rel-GCM allowed us to measure processes related to the relational novelty of examples (representational distance) and isolate these from binary and continuous decision variables that also underlie category learning performance. The results revealed that left lateralized rlPFC clusters were more active for the relational learning task than a matched feature-based task during the learning phase. Further, during the test phase, left rlPFC tracked a structural alignment-based representational distance measure of exemplar novelty, which is consistent with previous studies illustrating a role for this region in relational binding (Bunge et al. 2009; Nee et al. 2014) . Simultaneously, the striatum and a number of other frontal regions, such as dorsolateral PFC and ventromedial PFC, were more strongly associated with continuous decision processes during test for both relational and feature-based learning. This overlap among the regions that correlate with relational and feature-based decision evidence measures suggests that these regions may be sensitive to graded decision processes about category membership during both types of categorization.
As expected, the regions engaged for our relational category learning task overlap with those previously identified in reasoning, problem solving, and analogy tasks, suggesting that these disparate types of relational reasoning may all be connected at the neurobiological level through relational alignment and integration mechanisms instantiated in the left rlPFC. However, our representational distance measure and results also suggest important differences between relational categories that are acquired over many learning trials and one-shot relational reasoning trials like the Raven's progressive matrices. Specifically, our model and results suggest that mechanisms in the left rlPFC may not be tapped to the same extent every time relational information is used, but particularly when novel examples must be aligned and integrated with previously learned category representations. This critical role for novelty is consistent with observations from the behavioral literature suggesting that, as relational concepts like predator and prey are acquired and move to the realm of well-learned thematic relations, people rely less upon explicit integration of their relational characteristics, and categorization becomes more automatic (Novick 1988; Bowdle and Gentner 2005) . Interestingly, these observations are also consistent with recent work from the animal learning literature showing that lesions to rostral PFC in macaques disrupt rapid one-trial learning of the values of alternative rules and novel stimuli, but use of previously learned rules is preserved (Boschin et al. 2015) . The convergence of evidence across multiple literatures suggests that measures of relational novelty, like our different (relational) test phase. The left 2 maps show activation within the same-different test phase. The right 2 maps show activation that adjusts for the same measure (relational decision evidence) during feature-based learning to isolate activation unique to relational processing. Red-yellow depicts activation that is positively correlated with relational decision evidence (higher for easy-to-classify stimuli) and blue depicts activation that is negatively correlated with relational decision evidence (higher for difficult to classify stimuli). (D) Activation that correlates with the feature-based decision evidence measure during the feature-based test phase. The left 2 maps show activation within the feature-based test phase. The right 2 maps show activation that adjusts for the same measure (feature-based decision evidence) during samedifferent (relational) learning to isolate activation unique to feature-based processing. Red-yellow depicts activation that is positively correlated with feature-based decision evidence (higher for easy-to-classify stimuli) and blue depicts activation that is negatively correlated with feature-based decision evidence (higher for difficult to classify stimuli).
representational distance measure, might be a powerful way to unite the many disparate theories from which scientists have approached the question of rlPFC function.
Implications for Neurobiology of Category Learning
As the first attempt in humans to directly compare relational and feature-based category learning in a single fMRI study, this research critically extends work on the neurobiology of category learning. Until now, fMRI studies of category learning have focused solely on how people learn categories that are defined by concrete features (Ashby and Maddox 2005; Seger and Miller 2010) . Although many categories are defined by concrete features, humans also possess a substantial number of categories that are defined by relations (Markman and Stilwell 2001; Gentner and Kurtz 2005; Goldwater et al. 2011 ) and thus a thorough Table 2 Clusters activated for the fMRI results in Figure 5 
Contrast
Cluster description # Vox. Cluster P x-COG y-COG z-COG understanding of the neurobiology of category learning will need to account for how both types of categories are learned. Although there are likely to be many regions that overlap between both types of categories, relational category learning depends upon unique alignment-based similarity mechanisms that require different mechanisms from those underlying simple computations of perceptual/featural similarity. Here we provide evidence that one of these mechanisms is a representational distance computation, instantiated in rlPFC, that indicates how alignable an example is with previously observed category members. One critical question is how the present work relates to the well-established multiple memory systems framework that drives contemporary neurobiological research in category learning (Ashby and Maddox 2005; Smith and Grossman 2008; Seger and Miller 2010) . The multiple memory systems framework has established that different category learning tasks can tap different neural systems (but see Nosofsky and Johansen 2000; Nosofsky et al. 2012 ) but has primarily focused on contrasting explicit category learning from different types of procedural (Knowlton et al. 1996; Nomura et al. 2007 ) and incidental learning (Knowlton and Squire 1993; Reber et al. 2003; Zeithamova et al. 2008) . In the present case, we focus on 2 different types of explicit categorization problems, and thus expected extensive overlap between the 2 tasks a priori. In both cases, subjects can, and likely were, using some sort of rule to guide categorization performance, and thus we would expect learning in both tasks to be mediated by the prefrontal regions that were found to track the continuous decision evidence functions. Only the format of rule changed between the feature-based and relational tasks. In this way, we do not expect (and did not find) that relational and feature-based categorization require fully separate representational systems. Relational category learning may only require additional processing regions for representing relational content. However, in future studies, it will be important to also compare feature-based learning to learning of more complex relational structures that approach those of real world relational categories (e.g., Markman and Stilwell 2001; Gentner and Kurtz 2005; Goldwater et al. 2011; Goldwater and Schalk 2016) . In cases with more complex relational structures, feature-based and relational category learning may diverge more substantially.
Another important question that the present study raises is whether rlPFC may be important for abstraction of rules more generally and not just for rules based on relations D'Esposito 2007, 2009) . Indeed, work with both humans and primates suggests that rlPFC regions may not be strictly relational and instead reflect the use of abstract or symbolic rules (Strange et al. 2001; Boschin et al. 2015 ; but see Nee et al. 2014 ). Although we did not observe any activation in the left rlPFC regions that was associated with representational distance for any of the contrasts in the feature-based task, this might be because the feature-based task was so simple, resembling basic perceptual decision-making tasks (Heekeren et al. 2004; White et al. 2012 ) more than many common rule-based tasks. For the present results, this feature-based task was critical in allowing us to use the exact same stimuli for both types of learning, thereby controlling the use of all possible lower-level features. However, now that we have established the parallels between these tasks, future studies may wish to focus on controlling the abstractness or symbolic aspects of the task to address whether the rlPFC area identified here is engaged for only relational rules or may be engaged for acquiring any categories that encourage symbolic or abstract representations. To this end, using a measure like our representational distance measure will be critical for future research as it can help to identify which aspects of the stimulus comparison process tap the rlPFC. In the present case, the relational similarity metric was key for modeling the rlPFC activation and was compared with a continuous similarity metric (for the feature-based task). Future research may also wish to compare learning tasks that require relational metrics to tasks that tap other discrete symbolic metrics that are not strictly relational (e.g., Davis et al. 2009 ).
Our decision evidence and representational distance measures have important relationships with other measures that have been used to study decision evidence and category representation in the broader category learning literature. Our model-based measures of feature-based and relational decision evidence are measures of decisional uncertainty (for review, see Seger and Peterson 2013) . Decisional uncertainty has been modeled a number of different ways in the literature, including using the entropy of the category probabilities (in probabilistic categorization tasks; e.g., Aron et al. 2004 ) and model-based measures like distance-to-the-boundary between categories (Grinband et al. 2006; Seger et al. 2015) . Like our study, these studies have found that regions of the lateral PFC, parietal cortex, and striatum track measures of decisional uncertainty. One recent study that helped to further narrow the function of different regions associated with decision evidence used a temporally extended design wherein features of stimuli were added incrementally across several discrete time points within a trial (Braunlich and Seger 2016) . This study was particularly powerful for isolating decision evidence computations because it allowed evidence accumulation to be separated from nondecision computations that are often correlated with decision evidence such as response urgency and behavioral choice. Accordingly, dorsolateral prefrontal regions were associated with decision evidence computations in this study, as we also found here.
One important difference between our measures of decision evidence and many of the measures of decisional uncertainty previously used in the neurobiological literature is that our measures of decision evidence come from a similarity-based modeling framework. In similarity-based models, decisions are based on the aggregate matches between items and category representations that are stored in memory. In this way, our similaritybased measures contrast with measures like distance-to-thebound, which are derived from signal detection theory (SDT; Green and Swets 1966; Ashby and Soto 2015) and only assume that participants represent a decision criterion for how to separate the categories (as opposed to individual item memories). Despite their different histories and use as competing theories in the behavioral modeling literature (Logan 2004) , in many cases, decision-bound measures overlap highly with predictions from similarity-based models (Ashby and Maddox 1993) . However, as we discuss below (Comparison of rel-GCM to Other Modeling Approaches), components of our predictions in the present task, specifically the representational distance measure, are dependent upon similarity-based processes and would not be predicted a priori by models that simply store a decision boundary.
Our representational distance measure is also akin to measures used in the recent category learning literature, particularly measures of novelty and representational uncertainty (Seger et al. 2015) . Representational uncertainty measures assess how likely or expected items are given a learners (or model's) previous experience and representations of a task. In some cases, representational uncertainty measures have been direct measures of the novelty of an item given the trained category space (Seger et al. 2015) , the temporal sequence of training items (Strange et al. 2005) , the number of stimulus repetitions, or subjective judgments of memory (Seger et al. 2011 ). In other cases, studies of representational uncertainty have focused on measures of the extent to which items match the representations of multiple categories or sub-category "cluster-based" representations. For example, in Davis et al. (2012) , exception items that violated a salient category rule were associated with higher representational uncertainty because they matched multiple stored representations, and not because they were any less frequent than rule-following items. Rel-GCM's representational distance measure is similar to measures of representational uncertainty in that it measures the distance between test items and previously encountered training items. However, rel-GCM's representational distance measure is a relational measure whereas other previous measures have been derived from feature-based models. Feature-based measures of representational uncertainty tend to track activation in the hippocampus (Davis et al. 2012 ), but may also interact in complex ways with measures of decisional uncertainty (Seger et al. 2015) . Contrastingly, our representational distance measure primarily correlated with rostral PFC, which we attribute to its relational nature. Because of the many varied measures of both representational and decisional uncertainty used in the literature, it is important for studies to consider how both types of measures may be related in their designs. Mathematical models like the rel-GCM play an important role in this regard as they can help to create designs, like the present, wherein decision evidence and representational measures predict unique time courses.
Comparison of Rel-GCM to Other Modeling Approaches
The present study incorporates predictions from computational models of relational and feature-based categorization directly in the fMRI data analysis. When evaluating model-based correlations with brain activation, it is important to consider the potential theoretical and applied roles that a model can play in neuroimaging and cognitive psychology. In cognitive psychology, computational models are often used as formal theories of the precise mechanisms that give rise to a particular mental process. In relational learning, a number of such process models have been proposed that constitute formal theories of how relations are learned (Falkenhainer et al. 1989; Doumas et al. 2008; Knowlton et al. 2012) . Other uses of models in cognitive psychology and neuroscience include using computational models as data analysis tools for measuring latent cognitive states that are not directly observable in behavior. A popular example of this model-as-measurement-tool approach would be using Signal Detection Theory to estimate decision bias, criteria, or discriminability (d-prime) in a memory task. SDT can be useful for these critical measurements regardless of whether a researcher believes the neural processes that give rise to feelings of remembering employ the same Gaussian probability density functions as underlie SDT. Our use of rel-GCM in the present study is closer to a measurement model of relational categorization than a full process model of how relational categories are acquired. The rel-GCM allows us to capture aspects of fuller process models of relational categorization to generate principled predictions for signals related to decision evidence and relational alignment that arise in our task. Here, the rel-GCM is not detailed enough to be a full model of how relational learning is achieved de novo. For example, the rel-GCM provides a shortcut to calculating alignability between exemplars by summing the number of instances of a common relation within each exemplar array. A model such as the Structure-Mapping-Engine (Falkenhainer et al. 1989 ) would arrive at a similar value for relational similarity, but via a thoroughly specified structural comparison process. On the other hand, the advantage of our modeling approach is how simply alignability and decision-evidence can be separately modeled and used to generate concrete predictions.
Beyond models of relational learning and categorization, our rel-GCM model also shares some critical properties with the finding differences model (FDM; Young et al. 2007 ), a model that has been used to explain how array organization, feature similarity, and the mixture of same and different elements influence array learning in humans and animals. Like the rel-GCM, FDM computes a measure of how elements differ within an array that it uses to make same-different decisions. Comparatively, FDM's computation for determining whether elements within an array are different is more intensive and takes into account their physical distance and feature-based similarity. According to FDM, elements that are nearby on the screen are more likely to be noticed as different. Likewise, elements that have dissimilar features are more likely to be noticed as different than elements with similar features. The rel-GCM, as defined here, simply assumes all of the differences between elements in an array are perfectly encoded, and thus would not provide an adequate account of feature similarity and array organization manipulations that FDM was developed to explain. However, this assumption is likely sufficient for the present task wherein array elements only differed in a single primitive feature (angle), and array organization was randomized across trials.
A second critical difference between rel-GCM and FDM is that rel-GCM's decisions are driven by a memory-based comparison of arrays to those encountered during learning. FDM does not store arrays in memory and instead bases decisions solely on the aggregate amount of difference between elements in an array. The lack of memory in FDM does not affect its ability to account for choice behavior or the relationship between decision evidence and entropy that's been noted in the behavioral literature (for review, see Wasserman and Young 2010) . However, the lack of an internal memory means that FDM does not have a measure analogous to our representational distance measure, which is specifically a measure of how much an array relationally matches arrays previously stored in memory. Because representational distance is not a simple transform of the degree of difference in the array, FDM would need to incorporate rel-GCM's memory for arrays and relational matching algorithm in order to predict (a priori) how novel mixtures of same and different elements tend to activate the left rlPFC.
Overall, rel-GCM and FDM share many goals and have complementary strengths. Future research would benefit from combining aspects of FDM and rel-GCM into a single model. In particular, by combining FDM's explicit model of how element differences are detected with rel-GCMs memory for previous arrays, it may be possible to build a model that explains the full range of behavioral findings in same-different learning as well as the present fMRI results.
The Nature of Same-Different Representations
An important question that has arisen in research on same-different learning is whether participants, particularly nonhuman animals, truly learn the relations same and different or if they may be responding based on some lower-level perceptual aspect of the arrays like orderliness or perception of Gestalt properties (e.g., unified objects or lines) in arrays with more matching elements (Mandler 2004; Katz et al. 2007) . Previous research in the animal learning literature has tested a number of manipulations to rule out the role of purely perceptual processes in pigeons' same-different behavior including randomizing element positions in the arrays so that any shapes implied by arrays are not the same across trials , jittering and rotating elements so that they do not appear on a grid (Young and Wasserman 2001b) , and varying the number of elements . None of these manipulations affect the general tendency of pigeons to respond on the basis of display entropy, a higher-order image feature that depends upon recognizing matching and mismatching elements (for review, see Wasserman and Young 2010) . In the present case, we randomized the element positions to avoid responses based on consistent implied shapes, but did not institute any of the other manipulations that have been used with pigeons.
Overall, there has been less debate in the same-different learning literature about whether humans respond relationally in same-different tasks because they can verbally demonstrate relational knowledge and tend to respond more categorically to same arrays (Fagot et al. 2001; Young and Wasserman 2001a ), as we also observed in our results. For example, if participants were responding simply on the basis of orderliness, one would not predict a priori why they would adopt a strict criterion for the same category as opposed to splitting the categories along the approximate midpoint of the variability dimension (as they do for the angle dimension in the feature-based task). Further, we would not expect the left rlPFC to track primitive features of the arrays like orderliness or Gestalt properties, as rules based on such basic perceptual features are typically represented more caudally D'Esposito 2007, 2009 ) and Gestalt perception is thought to depend upon parietal cortex (Zaretskaya et al. 2013 ). Thus the current neuroimaging results may add a piece of additional information to the overall understanding of how same-different learning is accomplished.
Although the culmination of current evidence and previous research strongly suggests that our same-different task was processed relationally, future research using these and other relational categories would benefit from some additional manipulations to test how participants are perceiving the arrays. First, for same-different learning in particular, it may be useful to vary the number of elements in the array from 2 to 16, as has been done in many recent studies on same-different learning in humans (Castro et al. 2006; Castro and Wasserman 2013) . Low numbers of elements (e.g., 2) are especially useful for testing relational processing as they do not form good Gestalts and they allow total number of mismatches (and display entropy) to dissociate from the overall "differentness" of the array (e.g., a 2-item array with one mismatching element is fully different, but has total number of mismatches/display entropy closer to a same stimulus; see, e.g., Castro and Wasserman 2013) . For the present study, we did not introduce element number manipulations because we wanted to keep behavior as homogenous as possible (see, e.g., Castro and Wasserman 2013) , and because we wanted to keep the basic retinotopic properties of the arrays relatively constant. Second, for all relational tasks, "far transfer" phases can be included whereby the features of items in the array are completely changed (e.g., from Gabors to static icons or from angle to frequency of the Gabor sine-wave grating) but the relations stay the same (e.g., Kurtz et al. 2013 ). In ongoing work using an identical same-different learning procedure, we have found that participants were able to transfer their same-different concepts across featural dimensions (from Gabors to animal icons) and to arrays with only 2 elements. Last, future studies may benefit from including additional post scanning measures to assess individual differences in relational reasoning, such as Raven's progressive matrices. Castro and Wasserman (2013) tested participants in their same-different task on Raven's progressive matrices and found lower matrix reasoning performance in the participants who had failed to also learn the same-different task, but no difference between participants who successfully learned either a categorical or continuous strategy for categorizing the arrays.
Although the current results cannot be fully explained by a simple continuous perceptual dimension-like array orderliness, our model does allow for latent representations of same and different to be graded, which may help to inform future studies on relational learning in humans and animals. There is little debate about whether humans possess discrete same-different concepts and have the capacity for symbolic reasoning (Wasserman and Young 2010) , however a point of contention has been (1) whether humans also possess a graded concept of same and different and (2) if birds and other primates have the capacity to form the symbolic or discrete relational concepts in addition to their ability to track continuous dimensions like display entropy (Oden et al. 2001; Penn et al. 2008; Smirnova et al. 2015) . Consistent with related behavioral work using FDM (Young et al. 2007 ), the rel-GCM and present results suggest that graded decision functions that track display entropy can arise from relational processes comparing elements within an array. Likewise, rel-GCM explains how such decision functions can approach categorical, step-like functions via the decision-scaling parameter (ɣ; see Fig. 1 ; Method). Thus neither discrete/categorical nor continuous choice behavior can be taken as definitive evidence of relational or nonrelational processing in and of themselves. In order to establish the nature of same-different concepts in humans and animals, future research will benefit from the model-based neuroimaging strategy we present here. For animals, which tend to have graded choice functions, combining neuroimaging with the rel-GCM's representational distance measure might help to establish the existence of latent relational novelty processes that are not anticipated by processing of a single continuous dimension. Likewise, in humans, who tend to have a discrete/categorical decision function, measures like our continuous relational decision evidence measure can help to establish the existence of graded latent decision processes.
Conclusions
In summary, the present results illustrate that the left rostrolateral prefrontal cortex plays a central role in learning categories that are defined by even very basic relational informationwhether all items in an array are same or different. However, this brain region may only be critical during early learning and for integrating representations of new members using the previously learned relational rule. For older well-learned examples, the relational alignment that this region seems to serve may no longer be necessary. Beyond this specific role for the rostro-lateral prefrontal cortex, relational category learning, as measured in the same-different task that we present here, overlaps highly with neural systems involved with feature-based learning in the sense that decision processes exhibit similar graded activation patterns in both.
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