Abstract We apply multidimensional X-ray CT to quantify the porosity of Berea Sandstone by using both medical-and synchrotron-based X-ray radiation, so as to produce images of the same sample with mm-and micronresolution, respectively. Three different samples are used and the obtained tomograms are compared by considering the spatial distribution of porosity values for the range of voxel sizes 0.25-16 mm 3 . The agreement between the two independent techniques is assessed by means of the concordance correlation coefficient. Statistically significant correlations are found for each sample up to the maximum resolution of the medical CT scanner, i.e. for images with a voxel size of ð0:5 Â 0:5 Â 1 mmÞ 3 . The direct comparison of images obtained by medical-and synchrotron-based X-ray radiation has a dual benefit. First, it objectively informs the segmentation step required for the binarization of the high-resolution synchrotron images that is otherwise prone to operator bias; in this context, the applicability of the proposed workflow is demonstrated with two widely applied locally adaptive thresholding algorithms, namely the hysteresis and the watershed methods. Secondly, once this calibration has occurred, the coupling of the two techniques allows analyzing porosity heterogeneity across a range of length-scales that spans over more than eight orders of magnitude. We anticipate that the ability to perform a true multi-scale experiment may represent the required point of departure for developing up-scaling approaches that capture the inherently complex heterogeneity of rocks.
Introduction
Non-invasive imaging techniques, such as X-ray computed tomography (X-ray CT), are contributing to a novel understanding of flow processes and mechanical behavior in geomaterials [1, 2] and their benefits within the field of 'reservoir core analysis' were recognized since the early days [3, 4] . However, the current gap existing between measurements performed at various scales (and resolutions) affects our ability to fully take advantage of this technology. In fact, with the aim of revealing the complexity of the pore space of rocks, X-ray CT is limited to a length-scale that represents a trade-off between sample size and accessible image resolution [5] . On the one hand, the small grain size of reservoir rocks requires a spatial resolution as low as a few micrometers to visualize both the geometry of the pore space and, accordingly, the curvatures of fluid-fluid interfaces; micro-CT or synchrotron-based radiation can be used to this aim on relatively small samples (typically around 6 mm in diameter and 5-7 mm in length [6] [7] [8] , although the actual imaged field-of-view used for analysis rarely exceeds 2-3 mm in both the vertical and horizontal directions). On the other hand, whole rock cores (typically 3.5-5 cm in diameter and at least 10 cm in length) are used to provide key parameters for reservoir formation evaluation, such as relative permeability and capillary pressure curves [9] [10] [11] [12] ; in those studies a medical X-ray CT scanner is used to image the samples, though at the expense of a lower resolution (a few mm and above for quantitative analyses [13] ). It follows that any parameter derived from experiments performed on whole cores is inherently effective, as it incorporates the effects of structural and chemical heterogeneities at finer scales and observed in micro-scale studies. At the same time, highlyresolved observations of flows on samples of a few mm 3 cannot capture the complexities introduced by the presence of larger (mm-cm) sub-core scale features that are characteristic of sedimentary rocks [14] [15] [16] and whose effects are commonly observed during multiphase flows with whole rock cores [17] [18] [19] [20] [21] . In the attempt of upscaling rock properties measured on core samples for their use in reservoir flow simulations, the concept of missing-scale is adopted when referring to the assumption that an original data-set is representative of a much larger volume and subvolume heterogeneity is ignored [22] . We argue that the same concept describes well the current knowledge gap in laboratory practices for reservoir core analysis. In fact, only the ability to directly associate pore-scale structures with sub-core scale patterns would pave the way towards a holistic approach to the study of the role of heterogeneity on fluid transport in rocks and other porous media.
Since no single technique currently exists that enables non-invasive measurements across the full range of relevant length-scales (micron-cm in this paper), protocols are needed that bridge the gap between these observations. Studies exploiting X-ray CT for a true multi-scale analysis of rock properties are just beginning and entail practices, such as the physical sub-sampling for high-resolution imaging and the registration of the obtained images within the original core sample to integrate information at different length-scales [23] [24] [25] . Efforts are also directed towards the establishment of robust methods to reduce the inherent noise associated with the reconstructed X-ray tomograms. In fact, despite the extensive experience with medical CT scanning, protocols are still being revisited to enable the quantitative estimation of porosity and fluid saturation in opaque porous media down to resolutions of only a few mm 3 [13, 26] . As summarized in the next section, efforts are still underway in the use of micro CT or synchrotron data to reach a level of standardization comparable to medical CT scanning [5] . As a matter of fact, the latter can benefit from studies where results obtained from the two independent techniques are compared, e.g. by imaging the same sample at increasingly higher resolutions.
As a first step in this direction, we present results from an experimental campaign involving the use of medical X-ray CT and synchrotron-based X-ray radiation to image and quantify the porosity of Berea sandstone samples. The novelty of the work is that experiments have been carried out such that a direct comparison is made between results obtained from the two independent techniques. Statistical measures are used to evaluate the quantitative agreement between the average and spatially distributed porosity values at various voxel sizes (0.25-16 mm 3 ). A practical implication of this study is that a protocol has been established that exploits the comparison between the two techniques to objectively inform the segmentation process required in the analysis of micro-CT tomograms.
2 Quantifying porosity from X-ray tomograms Porosity represents one of the primary variables that can be obtained from the analysis of X-ray tomograms of a rock sample and the resolution of the acquired images determines the type of approach for its computation. When the voxel size is much larger than the characteristic pore size of the rock under study (such as for medical X-ray CT), the so-called X-ray saturation technique is used, where scans of the core saturated with two different fluids (typically air and water) are properly combined [27] :
where / i are voxel porosities, CT wr;i and CT ar;i are the CT numbers in Hounsfield units assigned to each voxel i when the core is saturated with water and air, respectively, and CT w and CT a are the corresponding (constant) values of the pure fluids. This method (and equation) for computing the porosity of rocks was proposed by Withjack [4] , where a direct comparison with independent measurements was carried out, and has since then been applied to a wide range of rock types [9, 12, 18, [28] [29] [30] . Note that Eq. 1 was originally derived in terms of linear attenuation coefficients l, i.e. the truly measurable quantity by X-ray absorption [4] , and uses CT / ðl À l w Þ=l w [27] . Most importantly, Eq. 1 implies that the CT number of a voxel can be expressed as the linear combination of the CT numbers associated with the volume fractions of each of its components, e.g. CT wr ¼ /CT w þ ð1 À /ÞCT r ; given that mass is an extensive property, this assumption is justified because the linear attenuation coefficient (and, accordingly, the CT number) is proportional only to bulk density for Xray energies above 100 keV, i.e. where medical CT scanners normally operate [3, 31] . The main advantage of the X-ray saturation technique is that the use of two different fluids allows eliminating the CT number associated with the rock matrix ðCT r Þ; the latter is in fact not known a priori when heterogeneous materials, such as rocks, are studied and where it can additionally vary spatially. Porosity heterogeneity at the voxel level can be readily quantified from Eq. 1 upon reduction of the noise that affects X-ray images; the latter can easily produce a relative error of 10-15 % in the computed porosity for ð0:5 Â 0:5 Â 1Þ mm 3 voxels [13] , i.e. an uncertainty that is similar in strength to spatial variations in the porosity of many reservoir rocks at the same scale [17-19, 32, 33] . As explained in a previous publication [13] , this uncertainty can be assessed by subtracting two scans that have been taken at the same position and it can be significantly reduced by proper combination of sufficient repeated measurements and image coarsening (see Sect. 3.2).
When highly resolved images are available (such as for synchrotron-based X-ray radiation or benchtop micro-CT scanners), the approach is preferred of a segmentation that partitions the image into pore space and mineral matrix [1] . A proper segmentation of the image is of paramount importance because the obtained binarized representation of the given sample (i) enables a straightforward computation of the porosity and (ii) represents the framework for the computation of other rock properties (e.g. permeability, capillary pressure and elastic moduli) [34, 35] . It should be noted that the segmentation step can be preceded by the application of noise-reduction filters, although the good quality of the images obtained from synchrotron sources often allows for direct processing [2] . Ideally, the segmentation step is carried out by means of an automated (i.e. unsupervised) algorithm, so as to save time, eliminate operator bias and produce an objectively reliable data-set. The reality is that such algorithm does not exist [34] , thus requiring some degree of manual interaction and quality control, especially when different types of porous media are considered [1, 35] . The direct consequence of this is that the application of the various available segmentation methods leads to as many different results, as summarized in a number of studies where direct comparisons have been made using both artificial and natural unconsolidated porous materials [34, 36] as well as intact rocks [35, 37] . As expected, these variations were attributed to both the choice of the method and to the operator bias in setting the threshold intensity needed to distinguish between pore space and solid phase. For instance, relative errors up to 13 and 31 % were observed when different algorithms were used to compute the porosity of the exact same cuboid of a Berea sandstone and a carbonate sample, respectively [35] . Or, relative errors of 1-8 % in the computed porosity were found upon varying the threshold intensity of ±2 % for three different segmentation approaches applied to a Berea Sandstone sample [37] ; interestingly, much larger deviations were observed in the same study for permeabilities values computed on the same sample (8-30 %). Unfortunately, the same groups of authors agree that no definitive conclusion can be drawn from their studies due to the lack of an absolute reference that would define the optimal binarization result [34, 36, 37] . In this context, it has been suggested that any study using results from image segmentation should include a sensitivity analysis associated with the value of the threshold intensity and/or the benchmarking with independent measurements [36] [37] [38] . With regards to the latter, it is worth noting that the small size of the volume that is typically imaged in micro-CT or synchrotron studies makes a one-to-one comparison with experimental results a very challenging task. As anticipated above, in the present study we attempt resolving both issues by performing a direct comparison between porosity values computed from synchrotron-and medical-CT images. Figure 1 illustrates the workflow of the multi-scale imaging experiment presented in this study, which includes (1) the imaging of a large (5 cm-diameter and 10 cm-long) cylindrical rock sample using a medical X-ray CT scanner, followed by (2) the coring of three smaller (6 mm-diameter and 10 mm-long) plugs at specific locations within the inlet face of the larger sample, (3) the subsequent imaging of the plugs using synchrotron-based radiation, and (4) the comparison of the reconstructed tomograms, i.e. rectangular cuboids with size ð4 Â 4 Â 1Þ mm 3 ; in terms of their average and spatially distributed porosity values at various resolutions. A more detailed description of each step and of the rock sample used in the experiment is given below. The abbreviations mCT and lCT will be used throughout the text when referring to images obtained using the medical X-ray CT and the synchrotron-based X-ray method, respectively.
Methodology

Materials
A Berea Sandstone core (Cleveland Quarries, OH, USA) was used in this study. The sample is a well-sorted sandstone (grain size 100-200 lm) dominated by quartz with minor presence of iron oxide and has an average porosity of 20 % and a permeability of about 300 mD. Prior to the start of the experimental campaign, the sample was fired at 700°C for 2 h. to stabilize swelling clays. The sample is a relatively homogeneous sandstone that however contains finer-textured strata that are not readily visible in the dry or fully saturated state [14, 21] and that are associated with fine-scale (mm-cm) variations in the porosity (about 10 % rel. for this specific sample). Also, Berea Sandstone is widely used as a proxy for reservoir rocks, thus making it an ideal candidate to validate the protocols developed in this study.
Medical X-ray CT scanner (mCT)
A medical X-ray CT scanning instrument (General Electric hi-speed CT/i X-ray computed tomography) was used to obtain multidimensional porosity maps of the large core sample. The following imaging parameters were applied: a voxel dimension of ð0:5 Â 0:5 Â 1Þ mm 3 ; a tube current of 200 mA, an energy level of the radiation of 120 keV and a display field of view of 25 cm. For image reconstruction, a 'body filter' and a 'standard' convolution kernel were used, both provided with the instrument's software package. Voxel porosities / i are obtained by applying the X-ray saturation technique, Eq. 1. In the equation, the CT number of pure water ðCT w ¼ 0 HU) is known from a previous calibration with a phantom, while the CT number of air ðCT a ¼ À986 HU) has been estimated by measuring the attenuation in the line that conducts fluids into the rock core. As reported in a previous study where the same sample was used, X-ray CT computed average porosity values are in good agreement with results obtained from a combination of Helium pycnometry and mercury intrusion porosimetry [11] . For the imaging experiment, the core was mounted in a cylindrical aluminum core-holder, so as to minimise the known phenomenon of beam-hardening [27] ; the images shown in Fig. 2 confirm the absence of a lighter shading along the perimeter of the core that is otherwise considered symptomatic of this effect. Additional details regarding the core-flooding apparatus are given in a previous publication together with the description of the procedure followed to saturate the sample with water prior to the scans [13] . Moreover, a careful evaluation of the noise affecting the CT images has been carried out and it is summarised in the Appendix; briefly, the outcome of this analysis shows that the noise is random in nature and that it can be predicted (and, accordingly, reduced) upon application of classic rules of error propagation based on the variances of normal density distribution curves. In this study, we have worked on images obtained from the average of 20 repeated 1 mm-thick scans of the inlet face of the sample, this being the same location where small sub-samples have been subsequently cored. As shown in Fig. 2 , the averaging of 20 independent scans enables reducing the absolute uncertainty associated with the computed porosity at the voxel scale down to d/ ¼ 0:6 %; while maintaining the original voxel size of ð0:5 Â 0:5 Â 1Þ mm 3 ; an increase of the voxel size, V vox , to ð1 Â 1 Â 1Þ and ð2 Â 2 Â 1Þ mm 3 further reduces the error in the porosity to d/ ¼ 0:5 and 0.3 % abs., respectively. Accordingly, images (c-e) in Fig. 2 have been used for comparison with results from lCT (see Sect. 3.4).
Synchrotron-based X-ray radiation (lCT)
As shown in Fig. 1 , three 6 mm-plugs (P1, P2 and P3) have been cored from the mother sample for high-resolution imaging using synchrotron-based X-ray radiation. To this aim, the dry samples were imaged with the advanced light source (ALS) at the Lawrence Berkeley National Laboratory (Berkeley, CA, USA). For imaging, a PCO 4000 X-ray camera was used with a 59 Mitutoyo lens by keeping the sample-detector distance at 75.4 mm. All scans were performed at a monochromatic energy level of 28 keV by capturing 1441 projections with a resulting computed pixel dimension of 1.791 lm/pixel and a spatial resolution of 1:791 Â 2 % 3:6 lm (as suggested by the Nyquist-Shannon theorem [39] ). The acquired tomograms were first cropped to rectangular cuboids with size ð4 Â 4 Â 2Þ mm 3 : The digital image processing was carried out using AVIZO Fire 8.0 (FEI Visualization Sciences Group); a close-up figure ð1 Â 1 mm 2 ) of a synchrotron tomogram is shown in Fig. 3 to provide an overview of the steps from the raw (a), through the filtered (b) and to the segmented images (hysteresis, c, or watershed, d). In particular, a so-called 'non-local mean denoising' algorithm (NLM) was first employed to reduce image noise [40] with the following parameters: a search-window of 21 Â 21 pixels, a local neighborhood of 5 Â 5 pixels and a similarity value of 0.4. The obtained 8-bit gray-level lCT images were then binarized by means of the bilevel (or hysteresis) thresholding algorithm [41] . The latter requires the identification of two threshold levels ðT min and T max Þ that are used to define two classes of objects: the lower class (class 0 , representing the pore space) that includes pixels with intensity lower than T min and the upper class (class 1 , representing the rock's skeleton) that includes pixels with intensity greater than T max . Additionally, any pixel belonging to class 0 acts as seed point for a so-called 'region-growing image segmentation' algorithm, which adds to the lower class pixels found in the local neighborhood, while the remaining pixels are added to class 1 . In this study, the value of T max is set as being the mode of the grey-level intensity histogram of the image; as explained below, T min is used as a parameter to match the mCT porosity values. As an example of general validity, the histogram representing the grey-level intensity of a tomogram after denoising is shown in Fig. 4 . While two distinct peaks are readily recognizable in the histogram, they also delimit a relatively wide valley (with intensity level [35] [36] [37] [38] [39] [40] [41] [42] [43] , thus making the selection of the appropriate value for T min not trivial. Accordingly, the bins with a brighter color have been used to quantify the effects of T min on the computed porosity. For a given cuboid, the latter is calculated from the 2D images as, 
where N is the number of slices in the cuboid, while class 0 and class 1 represent the number of pixels attributed to the pore and solid phase, respectively. Note that / includes both connected and non-connected porosity; for Berea Sandstone it is plausible to assume that the volume fraction of the latter is negligible, thus enabling a direct comparison with mCT-derived porosities. In order to test the general validity of the proposed workflow, the exercise described above was repeated while applying a different thresholding algorithm that is widely used in the geosciences, namely watershed segmentation [42] . Like the hysteresis method, the watershed method belongs to the family of so-called locally adaptive algorithms and requires the user to set two thresholds ðT min and T max Þ; in addition to the gradient level that is used to demarcate class borders locally [43] . In this study, the gradient level was (arbitrarily) set to a value of 20, T max to a value of 55, and T min was used as a fitting parameter (see again Fig. 4) ; porosity is then calculated using Eq. 2.
It is worth highlighting that, as suggested in [44] and regardless of the algorithm used, the thickness of the CT images is kept at a minimum (1.791 lm in this study) when segmenting the images, and any coarsening (for comparison with mCT images) is applied only after this operation, so as to avoid introducing so-called partial volume effects. Also, thanks to the selected sample-detector distance, the effects caused by phase-contrast (and manifested by the presence of bright rims at the grain side of the grain/pore boundary in the close-up images shown in Fig. 3 ) are minor, thus enabling a proper segmentation of the pore space.
Integrated analysis
The final step in the analysis involves the comparison of the images of the same sample that have been obtained using the two X-ray methods. To this aim, the rectangular cuboids need to be properly registered, so as to ensure that porosity values are compared at the same locations, and have to possess the same voxel size with a minimum value of ð0:5 Â 0:5 Â 1Þ mm 3 , this being the highest resolution achievable with the mCT images. In this study, the comparison is performed at four distinct voxel sizes, namely V vox ¼ ð0:5 Â 0:5 Â 1Þ, ð1 Â 1 Â 1Þ; ð2 Â 2 Â 1Þ and ð4 Â 4 Â 1Þ mm 3 ; thus corresponding to 64 (¼8 9 8), 16 (¼4 9 4), 4 (¼2 9 2) and one voxels per image, respectively.
The following approach was adopted to account for the uncertainty introduced from the physical sub-sampling (coring) of the smaller plugs when registering the location of each set of images: the rectangular cuboid from the mCT images is allowed for a translational freedom in the (x, y) plane of ±1 mm (corresponding to 25 possibilities per sample), and each of these images is compared to a 1 mmthick section extracted from the ð4 Â 4 Â 2Þ mm 3 volume of the lCT image. This exercise is repeated for nine different values of threshold level ðT min ¼ 35; 37-41, 43, 45, 47) used for segmenting the lCT images by means of hysteresis thresholding, for a total of 25 Â 558Â 9 = 125,550 comparisons per sample ð25 Â 558Â 3 = 41,850 for watershed thresholding).
The statistical significance of the correlation between porosity values obtained from mCT and lCT images is evaluated by means of the concordance correlation coefficient, R C ; defined as [45] :
where u and v refer to the porosity values obtained from mCT and lCT images, respectively, u and v are the mean values of each data-set, r 2 u and r 2 v their variances, and r uv the covariance. The latter have been calculated using the 'mean', 'var' and 'covar' functions in MATLAB with the normalization factor set equal to the number of observations. Note that the concordance correlation coefficient specifically measures how close the observed data are to the identity line v ¼ u; this being particularly appropriate when evaluating the strength of agreement between two independent methods (as opposed to a simple measure of linear correlation given by the Pearson coefficient). Accordingly, R C can vary between 0 (v and u are uncorrelated) and 1 (perfect agreement). In this study, the correlation is called significant when R C ! R Fig. 4 Histogram of the grey-level intensity distribution of the 8-bit image obtained by synchrotron-based X-ray radiation and representing a ð2 Â 2 Â 2Þ mm 3 volume at a resolution of 1.79 lm/pixel. For both the hysteresis and watershed thresholding, T max is set to a value of 55, while T min is used as a fitting parameter, so as to obtain an optimum match with independent measurements by medical X-ray CT (ranges shown in the figure by the horizontal bars) best fit (i.e. the location, and, accordingly, the value for T min ) is associated with the maximum value of the mean of the correlation coefficients found for the three schemes. Note that the threshold values R 0 C have been selected based on Prob N ðR C ! R 0 C Þ 5 %; i.e. a correlation is called significant if the probability is \5 % that N measurements of two sets of uncorrelated porosity values (mCT and lCT) would give a coefficient R C larger than R 0 C . As reported in [46] , the latter takes a value of 0.95, 0.5 and 0.25 for N ¼ 4; 16 and 64, respectively.
Grayscale intensity
Results
In Table 1 3 ; and are referred to as the ð2 Â 2Þ, ð4 Â 4Þ and ð8 Â 8Þ schemes, respectively. It can be concluded from the values reported in the table that (1) an excellent agreement is obtained between mCT-and lCT-derived porosities (with deviations \0.1 % abs. for a whole sample of *16 mm 3 ) and that (2) this agreement includes the spatial distribution of the porosity values within a given sample down to a voxel size of ð0:5 Â 0:5 Â 1Þ mm 3 . In fact, statistically significant correlations are achieved between the two techniques, as reflected by the large values of the R C coefficient. It is worth noting that while for the ð4 Â 4Þ and ð8 Â 8Þ schemes R C is indeed always greater than R 0 C ; the opposite is true for the coarser ð2 Â 2Þ scheme ðR C \R 0 C ¼ 0:95Þ: The reason for this may be found in the similarity between the spatial variability of the porosity at this scale (*0.5 % abs. for 4 mm 3 voxels) and the uncertainty affecting the mCT measurements at the same scale (*0.3 % abs.). Nevertheless, the fact that R C values of 0.7 and above are found for the ð2 Â 2Þ scheme is a firm indicator of a strong correlation.
The excellent agreement achieved between mCT-and lCT-derived porosities can be better appreciated by looking at Figs. 5 and 6, where for each sample the spatially distributed porosity values are plotted for the 2 Â 2 (i.e. V vox ¼ 4 mm 3 Þ; and 4 Â 4 (i.e. V vox ¼ 1 mm 3 Þ schemes, respectively. In each plot, the black-filled symbols represent voxel porosity values obtained from mCT images, while the empty symbols are lCT results that correspond to the optimum value of threshold level ðT o min Þ used for image segmentation using hysteresis thresholding. The black lines represent also lCT data, but obtained upon varying T min : Pairs of 2D colored porosity maps are additionally shown in each plot to visually support the quantitative agreement between the two imaging methods. The detrimental effect of varying T min on the agreement between mCT-and lCTderived porosities represents the second striking feature to be appreciated from these plots. Interestingly, the relative error introduced is clearly visible for larger voxel sizes (Fig. 5) , while it decreases with increasing image resolution (Fig. 6 ). This behavior is associated with the simultaneous increase of the strength of porosity heterogeneity with decreasing voxel size. Nevertheless, the discrepancy caused on both average and voxel-computed porosities is significant and larger than the uncertainty affecting the mCT results for the range of T min values studied. Moreover, the optimum value for T min is not unique, but changes from sample to sample, thus supporting the adoption of the approach presented here that exploits an independent measurement for defining the optimal binarization of the given image. We anticipate here that for the range of T min values considered, differences in the obtained images could be hardly assessed without a quantitative measure, such as the one based on the concordance correlation coefficient presented in this study.
Correlation diagrams are shown in Fig. 7 , where lCTand mCT-porosity values are plotted against each other for all samples and for the three schemes of voxel-sizes V vox ; namely 4 mm 3 (2 Â 2Þ; 1 mm 3 (4 Â 4) and 0:25 mm 3 (8 Â 8). In each plot, the black filled symbols are the results from lCT images using the optimum threshold level (T o min ; hysteresis thresholding), while for the grey-filled and Table 1 Average porosity values, /, of the three samples used in this study that have been computed from mCT and lCT images. The concordance correlation coefficient, R C , quantifies the agreement between the two techniques at different spatial resolutions, i.e. for a ð4 Â 4 Â 1Þ mm 3 cuboid containing ð2 Â 2Þ, ð4 Â 4Þ and ð8 Â 8Þ voxels Sample Medical CT Synchrotron Agreement Porosity Porosity Concordance correlation In the plots, the dashed line represents a perfect correlation (identity line, R C ¼ 1Þ: The first two diagrams from the left reflect most of the conclusions drawn earlier, with the very good agreement between the two techniques (readily noticeable by the gathering of the symbols in the very vicinity of the identity line) and the pronounced effect of the selected level of thresholding on the calculated porosity values. Most importantly, the agreement between the two imaging methods is observed over the whole range of values that typically characterizes the spatial variability of the porosity at this scale ð/ i = 18-22 %). The agreement between the two techniques observed in the correlation diagram prepared for the smallest voxel size (V vox = 0.25 mm 3 , third plot from the left) is less obvious, as evidenced also by the pair of 2D porosity maps shown in the bottom-right corner of the figure. In particular, it is noticeable how the lCTporosity values show a wider range of porosity heterogeneity (/ i = 15-25 %) as compared to the one observed from the mCT images. While this discrepancy can not be explained based on our assessment of the uncertainty affecting mCT-computed porosity values, we cannot rule out that at this voxel size (i.e. the smallest achievable) the measurements might not be accurate enough. Nevertheless, for all three samples the correlation between the two set of data (192 measurements each) is significant, as confirmed from the values of the R C coefficient reported in Table 1 .
As anticipated in Sect. 3.3, watershed segmentation has been considered as an alternative approach to binarize the synchrotron images instead of hysteresis segmentation. In an analogous manner, results from this approach are presented in Fig. 8 where, for plug P1, spatially dis- . Two important observations can be made with respect to this figure. First, watershed segmentation suffers of the same problem affecting hysteresis thresholding, where a relatively small change in the parameter values used to binarize the image has a significant effect on the resulting porosity distribution of the rock. Secondly, and most importantly, an optimum set of threshold parameter values can be found also in this case that leads to a result that is practically identical to the one obtained by hysteresis thresholding (and, accordingly, by medical X-ray CT). In particular, the obtained concordance correlation coefficient takes a value of R C ¼ 0:934; 0.679 and 0.346 when the image is coarsened to a voxel size of ð2 Â 2 Â 1Þ, ð1 Â 1 Â 1Þ and ð0:5 Â 0:5 Â 1Þ mm 3 ; respectively. The similarity between hysteresis-and watershed-segmented images shown in Fig. 3 supports this conclusion and suggests that the approach presented here may be generally applicable to a wider range of locally-adaptive thresholding algorithms that have been developed to segment pores in different materials and rock types.
Discussion
In this study we have presented a quantitative assessment of X-ray tomography to probe the pore space of rocks across a continuum of relevant length-scales, i.e. from the pore-up to the core-scale. To this aim, rock samples have been imaged by medical X-ray CT and by synchrotronbased X-ray radiation, and a very good agreement has been found between the independently obtained porosity tomograms. The agreement has been quantitatively evaluated by means of a suitable statistical measure (the concordance correlation coefficient) and includes both average and spatially distributed porosity values at various spatial resolutions (i.e. voxel sizes). While for medical CT scanning standardization procedures have been developed over the years, one of the major issues reported in the literature with regards to the segmentation of micro-CT or synchrotron images is ''the lack of ground truth, i.e. lack of knowledge of the optimal binarization result'' [34] . In this context, the interesting corollary of this study is that a protocol has been established that exploits the comparison between the two techniques to inform the segmentation process. While previous studies have suggested that porosity alone is not sufficient to evaluate the quality of a segmented image [37] , we like to emphasize that porosity is still the primary variable that can be obtained from binarized images, i.e. without the need for additional computational steps and their inherent assumptions. Furthermore, one of the benefits of the proposed approach is that for a given sample the spatial distribution of the porosity is compared in addition to its average value. The former is key to correctly predict other rock properties, such as the permeability or the capillary pressure curve, which indeed reflect distinct configurations of the pore space [47] . With the avowed intention of developing a protocol that enables a true multiscale imaging experiment, in this study we have restricted ourselves to Berea Sandstone, as this is probably the most widely studied (and imaged) rock type. While we have shown that also for such ''standard'' rock the image analysis process is far from being trivial, we also anticipate that the proposed workflow may be limited to rocks of similar microstructure. In the case of Berea Sandstone the latter is characterised by a fairly homogeneous (and monomineralic) composition ([93 % SiO 2 ), the absence of micropores (i.e. pores below the resolution of the acquired images) and a significant fraction of pore space (15-25 %) . In this context, future efforts should be directed towards the extension of the proposed approach to other (more complex) porous materials, such as carbonate rocks or soil samples, and to the evaluation of other properties, such as the permeability of the rock.
The sensitivity of porosity to thresholding
As a qualitative appraisal of the sensitivity of porosity to thresholding, reconstructed cuboids of the same sub-volume within plug P1 are shown in Fig. 9 that have been obtained with different values of the parameter T min , namely 39 (T o min ), 40, 43, 45 (hysteresis thresholding). In the bottom panel of the figure, the corresponding differences ðT o min À T min Þ are represented. By naked eye, differences can hardly be seen when the 3D reconstructions shown in the top panel of the figure are considered. The differences within each single slice (i.e. stacked image) are subtle, as it can be appreciated by looking at the side of the cuboid that has been grey-faced for this purpose (bottom panel). However, when the entire volume of the cuboid is considered, a cloud of points appears and grows as one moves farther from the optimal threshold level. As discussed in the next paragraph, the cumulative effects of these differences has a significant impact on the computed porosity of the sample. With this regard, the identification of the optimum threshold level based on individual (sets of) 2D images represents a deceptive approach, which may lead to a significant underestimation of the effects caused by the selection of the wrong threshold level. Figure 10 shows the correlation between porosities computed from mCT-and lCT-images plotted in histogram form as a function of the thresholding parameter used for segmenting the lCT images with the hysteresis method. With 'correlation' we refer here to the mean value of the concordance correlation coefficients obtained when comparing images at three different voxel sizes. The top panel of the figure additionally shows the corresponding error in the average sample porosity (relative to the mCT values). It is evident from the plots that an optimum value for the thresholding level can indeed be identified (darker bars) and that the effects of the thresholding parameter on the porosity are not negligible, with relative errors up to 10 %. Two comments are worth making with respect to this point. First, for a given sample a relative error of about 10 % is considered significant, because porosity varies of the same amount when different samples are compared (see porosity values in Table 1 ). It follows that a poor binarization of the lCT images would preclude the quantification of porosity heterogeneity, the latter being the reason why non-invasive imaging are applied in the first place. Secondly, such errors are not likely to be reduced by the adoption of a different segmentation algorithm than the one primarily used in this study. In fact, while the variety of available methods have been shown to provide as many different results, most of them require a significant degree of supervision and the choice of the given threshold value is inherently operator-biased [34, 36, 37] . Most importantly, we have shown in this study that the adoption of two different thresholding algorithms (i.e. watershed and hysteresis segmentation) applied to the same sample (image) provides almost identical results upon proper selection of thresholding parameters' values. As a matter of fact, we argue that the point at issue is not the choice of the best segmentation method, but rather the development of protocols that objectively validate the results from any of these approaches. We have proposed in this study a practical method to achieve this.
A true multi-scale imaging experiment
The characterization of the complex pore space of rocks starts from the analysis of reservoir core samples and the ability to quantitatively link observations across orders of length-scales is a key step in this process. For instance, up to six registered resolutions may be required to properly capture the heterogeneity of carbonate rocks, thus including micro-structures that control pore connectivity as well as larger features that define permeability variations at the cm scale [23, 24] . However, while the imaging of whole cores by mCT is limited to a resolution of a few mm (i.e. corresponding to a voxel volume containing already hundreds if not thousands of grains), an issue that limits the use of high-resolution lCT images is the up-scaling of the computed properties to the core-scale [23] . As shown in the present study, the proper coupling between these two tomographic techniques has the potential to fill this gap. In fact, once calibrated against mCT data, lCT images allow extending the analysis of the pore space down to the micron level thanks to their enhanced resolution, thus enabling a true multi-scale experiment. This concept is presented in Fig. 11 for a Berea sandstone core sample. In the figure, the porosity is plotted of sub-core elements with volumes that span over more than eight orders of magnitudes, i.e. from a single grain up to the whole sample that contains *10 8 grains. Solid lines are porosity values computed from lCT images of the three 6-mm plug samples, while symbols represent results obtained from mCT images of the intact 5-cm core sample. The former are presented in the form of REV curves [48] , i.e. by calculating the porosity of an increasingly larger rectangular cuboid starting from a voxel centered in the pore space up to the size of the imaged sample.
As expected, porosity initially decreases with increasing cuboid volume, due to the incorporation of an increasingly large volumetric fraction of the solid component of the rock. This is followed by a region (0.01-5 mm 3 ) with relatively large fluctuations in the computed porosity, before leveling off at a value that differs for each sample considered. The latter obviously reflects the inhomogeneity of the rock sample at this scale (see values in Table 1 ). Interestingly, a constant porosity value is attained for each sample beyond a value of about 5 mm 3 , thus suggesting that this volume (the so-called representative elementary volume, REV) includes enough pores and grains such that their random orientation becomes insignificant. In other words, while a 5 mm 3 element would be sufficient to represent any imaged small plug, it would still not capture the spatial variability in the porosity that characterizes the whole rock sample. This conclusion is supported by the independent estimation of porosity heterogeneity from the mCT images; the latter is represented by the ''error'' bars associated to each symbol in the figure that have been estimated from the standard deviation of the distribution of porosity values observed for a given voxel size by considering the whole core sample (with a diameter of 5 cm and length of 8.1 cm). The quantitative agreement between the scatter of the solid lines and the size of the error bars is rather striking. Additionally, the shaded region highlights the range of voxel volumes where a direct comparison between the two techniques can be made and that has been Table 1 together with values for each scheme. In the top panel of the figure is shown the error in the total sample porosity obtained from lCT images relative to mCT values exploited in the present study to inform the binarization of the lCT images. This has in turns allowed populating a larger image captured at a poorer resolution with detailed information on the pore space of the rock at a resolution of a few microns. One of the first benefits of this type of analysis is that it provides the data-set to investigate the impact of heterogeneity at multiple scales, thus including various rock properties and their association with flow. Accordingly, such comprehensive data-set can in turn be exploited for the validation and/or refinement of suitable up-scaling approaches that capture the inherently complex heterogeneity of rocks.
Concluding remarks
In this study, medical X-ray CT and synchrotron-based X-ray radiation have been applied to image and quantify the porosity of three Berea Sandstone samples. The experiments have been carried out such that porosity measurements on the same volume of sample are compared in terms of both averaged and spatially distributed properties. The main conclusions from this study are summarized as follows:
• A excellent agreement is obtained between porosity values measured by the two independent techniques for an imaged volume of ð4 Â 4 Â 1Þ mm 3 and voxel sizes down to ð1 Â 1 Â 1Þ mm 3 : • Methods are presented to reduce the (inherent) noise associated with the X-ray tomograms and to account for uncertainties related the physical sub-sampling of the plugs used for high-resolution imaging. An appropriate quantitative measure (i.e. the concordance correlation coefficient) has been used to evaluate the agreement between the two techniques.
• The established protocol exploits the comparison between the two techniques to objectively inform the segmentation process (i.e. the threshold level) required for the analysis of micro-CT tomograms that would otherwise be prone to operator bias.
• The applicability of the proposed workflow is demonstrated with two widely applied locally adaptive thresholding algorithms, namely hysteresis (or bilevel) and watershed segmentation.
• The arbitrary selection of the threshold level may lead to relative errors up to 10 % in the estimated average porosity of a given sample with a volume of *16 mm 3 . This error is considered significant, because porosity varies of the same amount when different samples are compared at this scale.
• The ability to quantify porosity with such detail enables creating a direct link between pore-scale structures (observed by means synchrotron-based radiation or micro X-ray CT) with sub-core scale patterns (observed on rock cores by means of medical X-ray CT). Efforts in this direction are justified by the need of developing experimental protocols to probe the pore space of rocks across the continuum of relevant length-scales (true multi-scale imaging). 
Appendix: Quantification of the mCT noise
The use of tomograms obtained with a medical CT scanner on a voxel-by-voxel basis requires a careful appraisal of the uncertainty associated with readings at such high resolutions. A practical way for achieving this is to subtract images of scans taken at identical locations (e.g. two consecutive scans of the same slice); as described in [13] , the obtained differences follow a Normal distribution function that is centred around zero and that is Fig. 11 Quantification of the porosity of a Berea sandstone core (5 cm in diameter and 8.1 cm long) over 12 orders of magnitudes. Solid lines are results from the segmented lCT images of three distinct samples (P1-P3) with volume ð4 Â 4 Â 2Þ mm 3 ; the porosity is calculated for an increasingly larger rectangular cuboid starting from a voxel centered in the pore space. Symbols are results from mCT images of the whole core sample consisting of eighty-one 1 mm-thick slices; each symbol is associated to a different coarsening scheme applied to the images and the 'error' bars represent the spatial variability of the calculated porosity (the length of each side of the bar is twice the standard deviation of the distribution of porosity values). The filled symbols are voxel-porosity values calculated within a single slice that has been obtained from the average of 20 repeated scans taken at the same location, so as to reduce measurement uncertainty (see Fig. 2) characterised by a given standard deviation. The latter is a measure of the ''CT noise''. This analysis can be readily extended by (1) subtracting images that represent an average of multiple scans of the same slice and/or by (2) subtracting images obtained at increasing voxel sizes. Both methods can in fact effectively reduce image noise. Results from such exercise are shown in Fig. 12 , where the ''CT noise'' is plotted as a function of the number of averaged scans n (represented in terms of 1= ffiffi ffi n p in the figure) for the three different voxel sizes considered in this study, namely ð0:5 Â 0:5 Â 1Þ, ð1 Â 1 Â 1Þ and ð2 Â 2 Â 1Þ mm 3 : Upon application of classic rules of error propagation, it can be shown that [13] :
where r D n (the ''CT noise'') is the standard deviation that represents the distribution of CT values obtained upon subtracting two images, which have been obtained from an average n independent scans each, while r vox is the uncertainty in CT units associated to a single voxel. In an analogous manner, it can be shown that porosity values predicted from Eq. 1 are affected by an uncertainty r /;n :
where / n represents a voxel porosity obtained upon combination of dry and wet images, which have been obtained from an average n independent scans each [13] . Accordingly, porosity uncertainties are reported on the right-hand side y-axis in Fig. 12 and the corresponding 2D porosity maps are shown in Fig. 2 . Fig. 12 Analysis of the noise affecting tomograms acquired with a medical CT scanner at various voxel sizes, namely ð2 Â 2 Â 1Þ, ð1 Â 1 Â 1Þ and ð0:5 Â 0:5 Â 1Þ mm 3 : The CT noise is defined as the standard deviation, r Dn ; that represents the distribution of CT values obtained upon subtracting two images, which have been obtained from an average n independent scans each. Experimentally determined values are given by the symbols, while the lines are predictions from Eqs. 4 (left-hand y-axis) and 5 (right-hand y-axis). X-ray CT images were acquired on a General Electric Hi-Speed CT/i X-ray computed tomography scanner by selecting a tube current of 200 mA and an energy level of the radiation of 120 keV
