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Abstract. We develop new heuristics and 
an exact algorithm for calculating the 
amount of hybridization between two 
rooted binary phylogenetic trees. Calcu-
lating the minimum number of hybridiza-
tion events is NP-hard, but essential to 
understanding the modeling of reticulation 
processes such as hybridization, horizon-
tal gene transfer, and recombination. We 
give new lower bounds for the hybridiza-
tion number that are very useful in limit-
ing search times for exact answers and in 
conjunction with existing upper bounds to 
"sandwich" the true answer. We analyze 
the algorithms experimentally on both bio-
logical and simulated data. 
1 Introduction 
The analysis and understanding of reticulation in 
the evolutionary history of a collection of present-
day species is now a prominent and central area of 
study in phylogenetics [4, 15, 20]. Instead of the usual 
tree-like processes of evolution, reticulation processes 
such as hybridization, horizontal gene transfer, and 
recombination result in evolution behaving in a non-
tree-like way as some species are a mixture of genes 
derived from different ancestors. Thus, for certain 
groups of species whose evolutionary past includes 
reticulation (e.g. particular groups of plants and fish), 
a rooted acyclic digraph is a better representation of 
their evolutionary history. 
Despite the occurrence of reticulation events, it 
is commonly accepted that such events are rela-
tively rare and so a fundamental problem for biol-
ogists studying the ancestral history of a group of 
species whose past includes reticulation is the fol-
lowing: given a collection of rooted binary phyloge-
netic trees on a set of species that correctly repre-
sent the tree-like evolution of different parts of their 
genomes, what is the smallest number of reticulation 
events needed to explain the evolutionary history of 
the species under consideration. The mathematical 
formalization of this problem results in an NP-hard 
problem even when the initial collection consists of 
two rooted binary phylogenetic trees [10]. However, 
for this two-tree problem, there is a recent theoreti-
cal result of Baroni [3] that is the basis of a divide-
and-conquer type approach for finding the exact so-
lution. In the context of this particular problem, the 
smallest number is often referred to as the "hybridiza-
tion number" and, for two rooted binary phylogenetic 
trees T and T', it is denoted by h(T, T') (see Sec-
tion 2). 
Historically, the "rooted subtree prune and re-
graft" (rSPR) distance between T and T' has of-
ten been used as a replacement for h(T, T'). De-
noted by drsPR(T, T'), this distance, roughly speak-
ing, equates to the minimum number of subtrees 
that must be "moved" to transform T into T' 
(see Section 2). Like computing h(T, T'), comput-
ing drsPR(T, T') is also NP-hard [9]. The reason for 
using the rSPR distance as a replacement for the 
hybridization number is that h(T, T') = 1 if and 
only if drsPR(T, T') = 1, and if one interpolates this 
for h(T, T') = k, then, intuitively, it appears that 
drsPR(T, T') = k. However, one can find explicit ex-
amples that show that the difference between these 
two values can be arbitrarily large [6]. Nevertheless, 
in practice, it appears that the rSPR distance pro-
vides a reasonable lower bound to the hybridization 
number. Furthermore, there is a fixed-parameter al-
gorithm for computing drsPR(T, T') [9]. 
In this paper, we analyze the divide-and-conquer 
approach for finding the exact hybridization num-
ber of two rooted binary phylogenetic trees T and 
T' and develop new polynomial-time heuristics for 
lower bounds to the hybridization number. The lower 
bound heuristics complement past work on upper 
bounds for the hybridization number and can be used 
to reduce the search time for exact algorithms. Our 
experiments of the implemented algorithms, along 
with heuristics of ours and others design, are on both 
simulated and biological data sets. 
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Much of the related past work focuses on complex-
ity and approximation results for rSPR distances [2, 
8, 9, 14, 23]. In addition to the theoretical work de-
scribed above, there has been related past work on 
finding upper bounds for the hybridization number 
of phylogenetic trees, and we have included much of 
this in our experimental analysis. This includes the 
RIATA-HGT algorithm ofNakhleh et al. [19] which 
greedily constructs the upper bound by finding maxi-
mum agreement subtrees (described in more detail in 
Section 3). Beiko and Hamilton [7] very recently de-
veloped Efficient Evaluation of Edit Paths (EEEP) 
which bounds the number of rSPR moves (the "edit 
path") between two trees, subject to biologically rea-
sonable constraints (see Section 3). Hallet et al. [13, 
1] developed LATTRANS for special cases of the prob-
lem. Unfortunately, like [19], we were not able to run 
the code and could not include it in our experimental 
analysis. 
2 Background 
In this section, we formally define the rSPR distance 
and hybridization number of two rooted binary phy-
logenetic trees as well as the concept of an agree-
ment forest which is central to many of the results 
described in this paper. Terminology and notation 
follow [27]. Recall that, for IXI;:::: 2, a rooted binary 
phylogenetic X-tree T is a rooted tree whose root 
has degree two and all other interior vertices have de-
gree three, and whose leaf set is X. If IX I = 1, then, 
for completeness, the rooted tree consisting of an iso-
lated vertex labeled by the element in X is defined 
to be a rooted binary phylogenetic tree. In the defini-
tions that follow for "rSPR distance" and "agreement 
forests" , we regard the root of T as a vertex p at the 
end of a pendant edge (called the root edge) adjoined 
to the original root. To illustrate, see Fig. 1. 
2.1 rSPR Distance 
Let T be a rooted binary phylogenetic X-tree and let 
e = { u, v} be an edge of T that is not the root edge, 
where u is the vertex that is in the path from the 
root of T to v. Let T' be the rooted binary phylo-
genetic tree obtained from T by deleting e and then 
adjoining a new edge f between v and the compo-
nent Cu that contains u as follows. Create a new ver-
tex u1 which subdivides an edge in Cu, and adjoin f 
between u1 and v, and then contract the degree-two 




Fig. 1. Two rooted binary phylogenetic trees T and T' 
without (above) and with (below) their roots labelled. 
vertex u. We say that T' has been obtained from T by 
a rooted subtree prune and regraft (rSPR) oper-
ation. We define the rSPR distance between two ar-
bitrary rooted binary phylogenetic X-trees T and T' 
to be the minimum number of rooted subtree prune 
and regraft operations that is required to transform 
Tinto T'. Denoted by drsPR(T, T'), it is well-known 
that this distance is well-defined. As an example, in 
Fig. 2, each of T' and T 11 are obtained from T by one 
rSPR operation. 
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Fig. 2. Both T' and T" are obtained from T by a single 
rSPR operation. 
It is shown in [9] that the optimization problem 
MINIMUM RSPR of computing the rSPR distance is 
NP-hard. However, in the same paper, it also shown 
to be FPT. Both results rely on the equivalence be-
tween the rSPR distance and a version of agreement 
forests described in Section 2.3. 
2.2 Hybridization Number 
For a digraph D and a vertex v of D, we denote the 
in-degree and out-degree of v by d- ( v) and d+ ( v), 
respectively. A hybridization network (on X) is a 
rooted acyclic digraph with root p in which 
(i) X is the set of vertices of out-degree zero, 
(ii) d+(p) 2: 2, and 
(iii) for all vertices v with d+(v) = 1, we have d-(v) 2: 
2. 
For completeness, if JXJ = 1, then the digraph con-
sisting of an isolated vertex labelled by the element 
in X is also defined to be a hybridization network on 
X. Biologically speaking, the set X is a collection of 
present-day species. Vertices of in-degree at least two 
(called hybridization vertices) represent reticulation 
events, which we generically refer to as hybridization 
events, and correspond to an exchange of genetic in-
formation between hypothetical ancestors. The hy-
bridization number of 'H, denoted h('H), is 
h('}-{) = L(d-(v) -1), 
vh 
where p denotes the root of '}-{. Noting that every 
vertex apart from the root has at least one parent, the 
value "d-(v)-1" represents the number of additional 
parents of v. A hybridization network'}-{ is shown in 
Fig. 3 with h('H) = 2. 
Fig. 3. Two rooted binary phylogenetic trees T and T', 
and a hybridization network 1t that displays them. 
Let T be a rooted binary phylogenetic X-tree and 
let 'H be a hybrid phylogeny on X. We say that '}-{ 
displays T if'T can be obtained from a rooted subtree 
of 'H by contracting degree-two vertices. For example, 
in Fig. 3, 'H displays both T and T'. For two rooted 
binary phylogenetic X-trees T and T', we set 
h(T, T') = min{h('H) : '}-{displays T and T'}. 
The optimization problem MINIMUM HYBRIDIZA-
TION of computing h(T, T') is NP-hard [10]. As for 
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MINIMUM rSPR, this hardness is based on a particu-
lar type of agreement forest which we describe in §2.3. 
We end this section by noting that, loosely speaking, 
the rSPR distance can differ from the hybridization 
number for a pair of trees since a sequence of rSPR 
operations that transforms one tree into the other 
may result in unwanted directed cycles in the canon-
ical hybridization network that is constructed from 
these operations (see [26] for further details). 
2.3 Agreement Forests 
An essential tool in the analysis of the rSPR dis-
tance and hybridization number is the use of agree-
ment forests. Originally developed by [14], variants 
correspond to both the rSPR distance and hybridiza-
tion number. We briefly describe the relevant details 
needed for the algorithms in this paper. 
Let T be a rooted binary phylogenetic X-tree and 
let X' be a subset of X. The minimal rooted subtree 
of T that connects the vertices of T labelled by the 
elements of X' is denoted by T(X'). furthermore, 
the restriction of T to X', denoted by TJX', is the 
rooted binary phylogenetic tree that is obtained from 
T(X') by contracting any non-root vertices of degree 
two. 
Let T and 'T' be two rooted binary phylogenetic X-
trees. Recall that, for the definition of an agreement 
forest, we regard the root of both T and T' as a 
vertex p at the end of a pendant edge adjoined to 
the original root. furthermore, for the definitions in 
this section, we also regard p as part of the label 
sets of T and 'T', thus we view both label sets as 
X U {p}. An agreement forest for T and T' is a 
collection {'Tp, 'Ii, 72, ... , 'lic}, where 'Tp is a rooted 
tree whose label set Cp includes p and 7i, 72, ... , 1k 
are rooted binary phylogenetic trees with label sets 
£1, £2, ... , Ck, respectively, such that the following 
properties are satisfied: 
(i) The label sets Cp, £1, £2, ... , [,k partition X U 
{p}. 
(ii) For all i E {p, 1, 2, .. ., k}, T; ~ TJCi ~ T'JCi. 
(iii) The trees in {T(Ci): i E {p,1,2, .. .,k}} and 
{T'(Ci): i E {p,1,2, .. .,k}} are vertex disjoint 
rooted subtrees of T and 'T', respectively. 
It is easily seen that if F is an agreement forest for 
T and 'T', then, up to contracting non-root vertices 
of degree two, F can be obtained from each of T and 
T' by deleting JFJ - 1 edges. An agreement forest 
for T and T' is a maximum-agreement forest if, 
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amongst all agreement forests for T and T', it has denote this value of k by ma(T, T'). Observe that 
the smallest number of components, in which case ma(T, T') = 0 if and only if, up to isomorphism, T 
we denote the value of k by m(T, T'). To illustrate, and T' are identical. To illustrate, Fig. 5 contains 
Fig. 4 shows two agreement forests Fi and :F2 for T the graphs G :F, and G :F2 , where :Fi and :F2 are the 
and T' in Fig. 1, where the root p of each of T and agreement forests shown in Fig. 4. Since G:F, contains 
T' is adjoined to the original root as described above. a directed cycle, :Fi is not an acyclic-agreement forest 
Pe 
,/, .. T,, 10 30 50 5• 5• 
'Ji 72 '13 T,, 'Ji 72 '13 r.; 
:F1 :F2 
Fig. 4. A maximum-agreement forest :F1 for the two trees 
T and T' in Fig. 1, and a maximum-acyclic-agreement 
forest :F2 for T and T'. 
for T and T' in Fig. 1, however, as G:F2 is acyclic, F2 
is a such a forest. 
Fig. 5. The graphs GF, and GF2 , where :F1 and :F2 are 
as shown in Fig. 4. 
The equivalence between the rSPR distance and 
the size of a maximum-agreement forest is given in 
the following Theorem: The equivalence between the hybridization number 
and maximum-acyclic-agreement forests is given in 
Theorem 1. [9] Let T and T' be two rooted binary the next theorem. 
phylogenetic X-trees. Then drsPR(T, T') = m(T, T') 
To illustrate Theorem 1, it is easily checked that Fi 
in Fig. 4 is a maximum-agreement forest for T and 
T' in Fig. 1, and so, by Theorem 1, drSPR(T, T') = 3. 
A similar equality to that in Theorem 1 can also 
be obtained for h(T, T') by placing a restriction on 
Theorem 2. [6] Let T and T' be two rooted binary 
phylogenetic X-trees. Then h(T, T') = ma(T, T'). 
Referring back to the last example, it is easily checked 
that F2 is a maximum-acyclic-agreement forest for T 
and T', and so h(T, T') = 4. 
Methods the agreement forest, and thus avoiding the unwanted 3 
directed cycles referred to at the end of the last sub-
section. Let :F = {Tµ, 7i, 72, ... , 'Jk} be an agreement 
forest for T and T'. Let G:F be the directed graph 
whose vertex set is :F and for which (T;, Ij) is an arc 
precisely if i =f. j and either 
We use both heuristics and exact algorithms to calcu-
late the hybridization number. Our exact algorithms 
rely on recent theoretical developments for calculat-
ing the rSPR distance and the hybridization number 
of two rooted binary phylogenetic trees. We have de-
veloped heuristics that give lower bounds for the hy-
bridization number and use those developed by others 
to give upper bounds. 
(I) the root of T(.C;) is an ancestor of the root of 
T(.Cj ), or 
(II) the root of T' (.C;) is an ancestor of the root of 
T'(Cj ). 
Since :Fis an agreement forest, the roots ofT(.C;) and 
T(.Cj), and the roots of T'(.C;) and T'(.Cj) are not 
the same. We say that :F is an acyclic-agreement 
forest if G:F is acyclic. (Note that, in [6], the au-
thors use "good" instead of "acyclic" as we have used 
here.) Furthermore, if :F contains the smallest num-
ber of components over all acyclic-agreement forests 
for T and T', we say that F is a maximum-acyclic-
agreement forest for T and T', in which case we 
3.1 Exact Algorithms 
rSPR Distance: For computing the rSPR distance 
between two rooted binary phylogenetic X-trees T 
and T', we employ the FPT result of [9]. To show 
FPT, the authors use the following two rules to "ker-
nalize" the trees. These rules are modified versions of 
the two reduction rules in [2]. Each of the figures illus-
trate the corresponding rule, where S and S' are the 
trees resulting from a single application of the rule, 
and the "new" labels are a, and a, b, c, respectively. 
Rule 1 Replace any pendant subtree that occurs 





Rule 2 Replace any chain of pendant subtrees that 
occurs identically and with the same orientation 
relative to the root in both trees by three new 
leaves with new labels correctly orientated to pre-
serve the direction of the chain: 
a 
s S' 
The next proposition is shown in [9]. 
Proposition 1. Let T and T' be two rooted binary 
phylogenetic X -trees, and let S and S' be the rooted 
binary phylogenetic trees that are obtained from T 
and T' by applying either Rule 1 or Rule 2. Then 
drsPR(T, T') = drsPR(S,S'). 
As a consequence of Proposition 1, one can repeat-
edly apply Rules 1 and 2 to T and 7' to obtain two 
rooted binary phylogenetic X'-trees S and S' with 
the property that drsPR(T, T') = drSPR(S, S'). If this 
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is done so that no further reductions are possible, 
then IX'I :::; 28drsPR(7, T') [9]. This inequality is the 
basis for the theoretical justification that computing 
rSPR distance is FPT, where the parameter is drsPR· 
This leads to the obvious fixed-parameter algorithm 
for computing the rSPR distance between two trees, 
which we call RSPRDIST. It takes the reduced trees S 
and S' and exhaustively searches the possible agree-
ment forests. Due to the tractability and equivalence 
between the rSPR distance and the size of a max-
imum agreement forest, this is an exact algorithm 
for computing the rSPR distance between two trees. 
Moreover, it also provides a lower bound for the hy-
bridization number of two trees. 
Hybridization Number: An efficient way to 
divide-and-conquer the calculation of the hybridiza-
tion number for two rooted binary phylogenetic trees 
is to use the following result in [3] (also see [5]). For a 
rooted phylogenetic X-tree T, a subset of Xis called 
a cluster if it is the set of descendant leaves of some 
vertex in T. 
Proposition 2. Let T and T' be two rooted binary 
phylogenetic X -trees, and suppose that A is a cluster 
of both T and T'. Let Ta and T; be the rooted bi-
nary phylogenetic trees obtained from T and T', re-
spectively, by replacing TIA and T'IA with a single 
vertex a, where a rf. X. Then 
h(T, T') = h(TIA, T'IA) + h(Ta, 7;D. 
Observe that it is an immediate consequence of 
Proposition 2 that, as the hybridization number of 
two, up to isomorphism, identical trees is zero, we 
can apply the reduction implied by Rule 1 to T and 
T' to obtain two rooted binary phylogenetic trees S 
and S 1 such that h(T, T') = h(S,S'). However, we 
point out here that the analogous reduction implied 
by Rule 2 does not work for the hybridization number 
(see [26]). 
Proposition 2 is the basis for the following divide-
and-conquer algorithm for computing the hybridiza-
tion number of two rooted binary phylogenetic trees. 
The non-polynomial part of the algorithm is finding 
an appropriate agreement-forest in Step 4. A first-
up approach would be to exhaustively delete edges 
from both T and 7', and then see if the resulting 
forests are the same. However, a much faster ap-
proach is to (exhaustively) delete edges from just 
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Algorithm: HYBRIDNUMBER( {T, T'}) 
Input: Two rooted binary phylogenetic X-trees T and 
T' 
Output: The value of h(T, T'). 
1. Set To = T and 7[{ = T', and set i = 1 
2. Repeatedly apply Rule 1 to '.Ti-1 and 'Ti'- 1 until com-
pletely reduced and set S;-1 and Sj_1 to be the re-
sulting trees, resp. If St-1 and Sf_ 1 both consist of 
a single vertex, then go to Step 7. 
3. Find a minimal common cluster, W;-1 of S;-1 and 
Sf_ 1 with IW;-11 > 2. 
4. Find a maximum-acyclic-agreement forest F;-1 for 
S;-1IW;-1 and S!-ilW;-1. 
5. Set '.Ti and T;' to be the trees obtained from S1-1 
and Si-1> respectively, by replacing S1-ilW;-1 and 
Sl-1IW1-1 with a single vertex w;-1. 
6. Increment i by 1 and return to Step 2. 
7. Output the sum IFol-1 + IF1l- l + · · · + IFHl -1. 
one of the trees, T say, to obtain a forest :F = 
{ Tp, 11, 72, ... , 1k} and then see if the collection 
{T'(.Cµ), T'(l1), T'(l2), ... , T'(lk)} of subtrees of 
T' are vertex disjoint. If no, then :Fis not an agree-
ment forest for T and T'. On the other hand, if yes, 
then :F is such a forest. Of course, one also needs to 
check that an agreement forest is acyclic, which can 
be done quickly. This approach can also be used in 
the FPT algorithm described in the previous section. 
Note that the analog of Proposition 2 does not hold 
for computing the rSPR distance between two trees. 
In particular, using the notation and terminology in 
the statement of this theorem, it is shown in [9] that 
drsPR(T, T') ::; drsPR(TIA, T'IA) + drsPR('Ta, Td) 
::; drsPR(T, T') + 1 
with both inequalities being sharp. For further details 
see [9, 26]. 
3.2 Heuristics 
Counting Iterations: The algorithm HYBRIDNUM-
BER provides a fast lower bound for the hybridization 
number if one ignores the computationally expensive 
Step 4. In particular, as each iteration contributes at 
least one to this number, the total number of itera-
tions is a lower bound for it. We refer to the resulting 
algorithm as HYBRIDAPPROX. 
RIATA-HGT: A more sophisticated polynomial-
time heuristic has been described by Nakhleh et al. 
[19]. In this heuristic, they find what is effectively an 
agreement forest for T and T' by repeatedly finding a 
maximum-agreement subtree of two trees to decom-
pose T and T' appropriately. The resulting agree-
ment forest gives an upper bound to rSPR distance. 
It is not known if this agreement forest is acyclic, so, 
it may underestimate the hybridization number (al-
though this does not seem to happen in practice, see 
Section 5). 
EEEP: Beiko and Hamilton [7] have developed a 
tool, EEEP, for calculating exact and upper bound 
heuristics for the related problem of determining min-
imal "edit paths" between two trees. The edit path 
between two trees is a set of rSPR moves that trans-
forms one tree into the other. They require that the 
paths be acyclic, yielding edit paths that correspond 
to the hybridization number. Since reconstructed 
phylogenetic trees are often unrooted, EEEP that 
only the species or reference tree is rooted. This can 
give lower scores than the hybridization number of 
the corresponding rooted trees. 
Counting Cherries: Recalling that the rSPR dis-
tance and hybridization number is preserved under 
Rule 1, a simple and fast heuristic that provides a 
lower bound for the rSPR distance, and thereby the 
hybridization number, of two rooted binary phylo-
genetic trees T and T' involves counting the total 
number of "cherries" in the two trees obtained from 
T and T' by repeatedly applying Rule 1 until it can 
no longer be applied. This heuristic, AVERAGECHER-
RIES is stated as Proposition 3. 
A cherry of a rooted binary phylogenetic tree T is 
a pendant subtree with exactly two leaves. If the two 
leaves are a and b say, then we denote the cherry by 
(a, b). Furthermore, the total number of cherries of T 
is denoted by c(T). 
Proposition 3. Let T and T' be two rooted binary 
phylogenetic X -trees for which no reduction results in 
the application of Rule 1. Then 
c(T) + c(T') d (T T') 
2 
::; rSPR , · 
Proof. Let n = IXI and let k = c(T) + c(T'). The 
proof is by induction on n. First observe that, as T 
and T' are reduced under Rule 1, T and T' have no 
common cherries. Now n = 1 if and only if, up to 
isomorphism, T and T' are identical, in which case 
k = O and the result holds. Therefore we may assume 
that T and T' are not identical, in which case n ;:::: 3 
and the rSPR distance is non-zero. Indeed, if k = 3, 
then, as each tree has exactly one cherry, the result 
also holds. 
Now assume that n;:::: 4, and that the result holds 
whenever the size of X is less than n. Let F be a 
maximum-agreement forest for T and T'. Without 
loss of generality, we may assume that c(T) ;:::: c(T'). 
Let F be a maximum-agreement forest for T and T'. 
Then either (i) every cherry (a, b) in T has the prop-
erty that a and b are contained in the same label set 
of a tree in For (ii) there exists one such cherry with 
a in the label set of one tree in F and b in the label 
set of another tree in F. If (i) holds, then, as T and 
T' have no cherries in common, it is easily seen that 
all such cherries give rise to at least one edge in T' 
that must be deleted to obtain F. Moreover, an easy 
check shows that these edges can be chosen so that 
they are pairwise distinct. Since c(T) ;:::: c(T'), the 
proposition holds. 
Suppose that (ii) holds. Then, without loss of gen-
erality, we may assume that the edge connecting a to 
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3.3 Computational Resources 
We obtained the RIATA-HGT code from the au-
thors [19] and the EEEP code from the authors [7]. 
All other code was written by the authors in per! 
and java. The java code uses the code base of Tree-
Juxtaposer software package [18] (freely available at 
http://olduvai.sourceforge.net). 
The data was analyzed on three separate linux clus-
ters. The helix cluster at the Allan Wilson Centre 
for Molecular Ecology and Evolution (AWC) in New 
Zealand is a distributed-memory parallel machine (a 
Beowulf cluster) with 65 nodes (130 processors), run-
ning the Linux operating system and communicating 
with the MPI protocol. The nodes are dual proces-
sors Athlon MP-2100 with 1 GB memory. Wildebeest 
is a 132-processor Beowulf cluster, located at City 
University of New York, and administered by the Re-
search Computing Group at the Graduate Center of 
CUNY. The nodes are Athlon 2000+ dual proces-
sors (1.664GHz) with lGB memory. The cluster at 
the University of Diisseldorf is administered by the 
Department of Bioinformatics. It is a 36 node clus-
ter with two different types of CPUs: AMD Opteron 
246 (2000 MHz) and AMD Opteron 244 (1800 MHz). 
Each node has a dual processor with between 2 and 
8 GB RAM. T is deleted in creating F. Let S and S' be the trees 
obtained from T and T', respectively, by deleting a 
and then applying Rule 1 until it can no longer be 
applied. Note that S and S' have no cherries in com- 4 
mon. Since F\a is an agreement forest for T\a and 
T'\a and since Rule 1 preserves the rSPR distance, 
Data 
4.1 The Grass (Poaceae) Dataset 
it follows that drSPR(T, T') > drsPR(S, S'). Further-
more, as we removed only a, it is easily seen that 
c(T) - c(S) E {O, 1} and c(T') - c(S') E {O, 1}. In 
other words, 
c(S) + c(S') ;:::: c(T) + c(T') - 2. 
Since the size of the leaf sets of S and S' are less than 
n, it now follows by the induction assumption that 
1 1 c(S) + c(S') drsPR(T, T);:::: drsPR(S,S) + 1;:::: 
2 
+ 1 
> c(T) + c(T') - 2 + 
1 
= c(T) + c(T') 
- 2 2 
Although the number of hybridization events and 
its impact on evolution is still discussed controver-
sially [22] the occurrence of such events in plants is 
generally accepted. In 1996, Ellstrand et al. examined 
the frequency of spontaneous hybridization events in 
plants [11]. They analyzed the distribution of hy-
bridization in 5 different biosystematic floras and, for 
4 of those, the Poaceae family is among the 6 fami-
lies with the highest number of hybrids (between 19 
and 45 depending on the flora). Therefore, we can as-
sume that the grass (Poaceae) dataset, provided by 
the Grass Phylogeny Working Group [12], is adequate 
to study the number of hybridization events. 
The mentioned dataset consists of sequence data for 
D six loci, three nuclear and three chloroplast ones. The 
genes coded in the nuclear DNA are NADH dehy-
drogenase, subunit F (ndhF), granule bound starch 
synthase I (waxy) and the internal transcribed spacer 
(ITS) whereas the chloroplast ones are ribulose 1,5-
bisphosphate carboxylase/oxygenase, large subunit 
It is shown in [8] that reductions by Rule 1 and 2 
can be done in linear time. Since the algorithm AVER-
AGECHERRIES visits each edge of the reduced trees at 
most once, it can also be implemented in linear time. 
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(rbcL), RNA polymerase II, (31 subunit (rpoC) and 
phytochrome B (phyB). More detailed characteristics 
about this dataset with an overall number of 66 taxa 
are summerized in Table 1. The dataset also includes 
composite taxa which are represented by sequences 
from several species and genera respectively. 
For each gene, a phylogenetic tree was reconstructed, 
using the fastDNAml program (21]. The resulting 
trees were provided by Reiko Schmidt who has also 
analyzed this dataset [25]. To calculate the rSPR dis-
tance and hybridization number for each of the 15 
pairs of gene trees we had to restrict the trees to the 
overlapping taxa (Table 2). As there was a polytomy 
at the root of all trees these were resolved in an arbi-
trary way, namely (a,b,c) to (a,(b,c)). 
Table 1. The Poaceae dataset. 
loci sequence origin #sequences alignment length 
ndhF chloroplast 65 2210 
phyB nucleus 40 1182 
rbcL chloroplast 37 1344 
rpoG chloroplast 34 777 
waxy nucleus 19 773 
ITS nucleus 47 322 
Table 2. Number of overlapping taxa for each pair. 
ndhF phyB rbcL rpoC waxy ITS 
ndhF 40 36 34 19 46 
phyB 21 21 14 30 
rbcL 26 12 29 
rpoC 10 31 
waxy 15 
ITS 
4.2 Simulated Datasets 
We generated two different simulated datasets: one 
and large distances (rSPR distance of less than 3, 
5, and 10, resp.) We randomly generated a "species 
tree" (under the Yule-Harding distribution, using the 
r8s program [24]) and 10 "gene trees" within a fixed 
rSPR distance. We ran each algorithm on species tree 
paired with each of its 10 related gene trees, and com-
pared accuracy and running time between the algo-
rithms. 
We sampled trees at sizes of 10, 20, ... , 100 leaves. 
Due to the size of treespace ((2n - 3)!! rooted binary 
phylogenetic tree shapes on n leaves), it is not possi-
ble to fairly sample the entire input space. In order 
to obtain statistically robust results, we followed the 
advice of McGeoch [16] and Moret [17] and used a 
number of runs, each composed of a number of tri-
als (a trial is a single comparison between a species 
tree and related gene tree), computed the average for 
each run, and studied the mean and standard devi-
ation over the runs of these events. This is done to 
minimize the effects of the pseudorandom generator 
that is used to generate the trees. In this approach, 
each run is an independent pseudorandom stream, 
and as such, the average of the runs will tend to-
wards the true value, even with the limitations of the 
pseudorandom generator. 
Caterpillars: Our second simulated dataset is a 
known difficult family of trees and is used for testing 
the upper bound heuristics. Let (a1, az, aa, ... , an) 
represent the rooted binary phylogenetic tree: 
(((· · · (((a1, az), a3), · · · , an-2), an-1), an) (a "cater-
pillar"). It is easy to see that the caterpillars 
(1, 2, 3,. . ., n) and (4, 5, 6,. . ., n, l, 2, 3) have hy-
bridization number 3, but calculating this can be diffi-
cult. Note that the reduction rules of (9] do not apply 
to these pairs, since for Rule 1, there are no common 
cherries; and the hybridization number is not pre-
served under Rule 2. So, despite the small hybridiza-
tion number, these pairs can have arbitrarily large 
size. This dataset consists of the pairs of caterpillars 
for n = 6, 7, 8, ... , 20. 
for testing overall performance and one for comparing 
the exact algorithm with the upper bound heuristics. 5 Results 
For each dataset, we calculated the performance 
of the heuristics: AVERAGECHERRIES, HYBRIDAP-
PROX, RIATA-HGT, and the exact algorithm HY-
BRIDNUMBER. 
Random Trees: For the first dataset, we simu-
lated closely related trees within a small, medium, 
In general, the methods did well in either time or 
accuracy, but no method excelled at both. Due to 
the hardness of the problem, all methods have diffi-
culties at calculating or estimating the hybridization 
number for non-trivial examples with more than 70 
leaves. The exact algorithms also had difficulties for 
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pairs of trees with smaller leaf sets. For the more dif-
ficult examples, the gap between the upper and lower 
bound heuristics was quite large. This suggests that 
a combination of the current methods would be the #events 
best approach for obtaining the hybridization number 25 
+ (see Section 6). 
5.1 Biological Data 
The complete output from our experiment on bio-
logical data is included in Table 3. An abbreviated 
version for easier reading is presented as a graph in 
Fig. 6. The table includes the output along with the 
running time for the four algorithms included in the 
analysis. For HYBRIDAPPROX and RIATA-HGT, we 
also include analysis, when known, on the clusters re-
turned by the algorithms: the size of the cluster and 
the number of events reported, resp. The distribu-
tion of leaves and events in the clusters are included 
since they indicate the size of the subproblems. When 
there is a larger number of clusters with evenly dis-
tributed size and events, it suggests that a "divide-
and-conquer" approach could improve the results. 
The graph in Fig. 6 shows the completed results on 
each of the 15 pairs of trees. There are large differ-
ences between the upper and lower bounds tends to 
grow with tree size. 
Given the hardness of the problem instances, many 
of the exact cases did not finish after 2 weeks of run-
ning time (indicated by a 'x' for running time (RT) in 
Table 3). Since those algorithms exhaustively try all 
possibilities for each number of cuts, they give lower 
bounds, even when not run to completion. Those 
lower bounds are included in the table, preceded by 
a ~ sign. A positive note is that HybridNumber al-
gorithm did produce results quickly on some of the 
instances. For example, it gave the exact answer of 
8 hybridizations events in 141 seconds on two trees 
of 30 taxa each. While we have seen that it is not 
always going to work well in practice, there are some 
non-trivial instances for which it works exceptionally 
well. 
Due to the late availability of EEEP (we discov-
ered it only a week before the deadline), it did not 
run to completion on the biological data has not been 
included in the results. 
The results of RIATA-HGT depend on the order-
ing of gene and species tree. For each case, we report 
the ordering that gives the minimum number of hor-
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Fig. 6. Grass dataset: Number of hybrid events reported 
by AVERAGECHERRIES (@), HYBRIDAPPROX (o), HY-
BRIDNUMBER ( • ), RIATA-HGT (+),and RSPRDIST ($). 
5.2 Simulated Data 
To test the effectiveness of the algorithms, we looked 
at several different sets of simulated data. These 
included randomly generated datasets which have 
closely related trees and tailored datasets from the 
literature to illustrate differences between the meth-
ods. 
Random Trees: HYBR!DNUMBER, RSPRDrsT and 
RrATA-HGT ran into memory constraints that made 
calculating some of the instances impossible. For HY-
BRIDNUMBER and RSPRDIST, we stopped runs if 
there was no answer after 2 weeks of computation 
time. We did not have a sufficient number finish to 
include these in the analysis below. RIATA-HGT al-
ways crashed with trees of more than 70 taxa but 
ran well on smaller trees. The lower bound heuris-
tics always ran to completion and are included in the 
analysis. 
Note that for even very large trees, the HYBRl-
DAPPROX does poorly bounding the hybridization 
number, compared to the simple AVERAGECHERRIES 
heuristic. This contrasts with their performance on 
the biological data, where HYBRIDAPPROX did bet-
ter. 
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Table 3. Results for the Grass Dataset 
dataset ( #taxa) RSPRDIST HYBRIDNUMBER HYBRID APPROX RIATA-HGT 




ndhF phyB (40) 2: 3 x 4 2: 4 x 5 3,3,3,4,15 14 1,1,1,1,10 
ndhF rbcL (36) ;::: 4 x 3 ;::: 4 x 2 7,15 16 x 
ndhF rpoC (34) ;::: 4 x 3 2: 4 x 3 3,4,16 13 x 
ndhF wa.xy (19) ;::: 5 x 2 ;::: 5 x 2 4,11 9 x 
ndhF ITS (46) 2: 3 x 4 2: 4 x 3 3,10,20 24 x 
phyB rbcL (21) 4 3975 2 4 0 2 1,5,6 4 x 
phyB rpoC (21) 2: 4 x 3 2: 5 x 2 4,11 7 x 
phyB wa.xy (14) 3 28 1 3 0 2 1,4,4 3 x 
phyB ITS (30) 2: 4 x 3 8 141 3 1,3,7,9 9 5,1,4,0 
rbcL rpoC (26) 2: 4 x 3 ;::: 4 x 3 3,4,16 16 x 
rbcL wa.xy (12) 2: 5 x 2 ;::: 5 x 1 11 7 x 
rbcL ITS (29) 2: 4 x 3 2: 4 x 2 3,21 15 x 
rpoC wa.xy (10) 1 0 1 1 0 1 1,4 1 x 
rpoC ITS (31) 2: 4 x 3 2: 4 x 2 4,19 17 x 




+ + + 

















Fig. 7. Number of hybrid events reported by RIATA=HGT (+), HybridApprox (o), and AverageCherries (@)for 3 
move, 5 move, and 10 move datasets. 
Caterpillars: For each pair of caterpillars (described 
in Section 4), we ran the exact algorithm HYBRID-
NUMBER, as well as the upper bound heuristics, 
RIATA-HGT and EEEP. By construction, the true 
answer for every pair is 3. The exact algorithm gave 
the correct answer, but took increasingly more time 
as the caterpillars grew in size (see Fig. 8). The 
heuristics both overestimated the hybridization num-
ber, and this overestimate grew linearly with the size 
of the caterpillars. The RIATA-HGT heuristic had 
the best running times, staying nearly constant; the 
other two programs running times grew exponentially 
as the size of the caterpillars grew. Due to time con-
straints, we ran EEEP only with the default settings. 
It includes heuristics (called "ratchets") which should 
greatly improve its performance. 
6 Discussion 
All the algorithms tested have strengths, and their 
combined use is currently the best approach to cal-
culating the hybridization numbers for biological 
datasets. The lower bound approximations developed 
in this paper give good starting points for exact 
searches and work well in conjunction with the up-
per bound approximations for "sandwiching" the true 
answer. 
HYBRIDAPPROX shows the promise of divide-and-
conquer approach and gives hope that the exact an-
swer can be found. It does much better on biological 
data than the simulated datasets. Surprisingly, given 
the FPT result for RSPRDIST, HYBRIDAPPROX was 










Fig. 8. Performance of algorithms for accuracy (left) and 
for time (right) on difficult trees to give upper bound 
(catepillars (1, 2, 3, ... , n) and (4, 5, 6, ... , n, 1, 2, 3). 
Number of hybrid events reported by RIATA-HGT (+), 
HYBRIDNUMBER (o*), and EEEP (*). 
This suggests that an FPT result might be possible 
for the MINIMUM HYBRIDIZATION problem. 
The gap between the upper and lower bound re-
sults leave much room for improvement in estimat-
ing the hybridization number. Based on the analysis 
in [7, 19], it appears that the upper bound heuristics 
work well in practice. However, there are instances 
(e.g. the simulated caterpillar dataset) for which they 
significantly overestimates the exact answer. Infer-
ring from the caterpillar dataset, this could be that 
the upper bounds are high, but more work is needed 
to determine that. Despite the simplicity of the Av-
ERAGECHERRIES heuristic, it gives linear-time lower 
bounds that do well in our simulated datasets. This 
suggests that heuristics based on more sophisticated 
dissimilarity in structure could yield even better re-
sults. 
7 Conclusion & Future Work 
We give new lower bounds for the hybridization num-
ber that do well and complement the previous work 
on upper bounds. Using recent theoretical work, we 
developed a proof-of-concept software for exact algo-
rithms for calculating the hybridization number and 
rSPR distance between rooted, binary phylogenetic 
trees. This software showed the effectiveness of the al-
gorithms and points to routines that can be improved 
in running-time and memory management to expand 
the size of problems that can be solved. Future work 
includes developing better heuristics and improving 
the exact algorithms to work on the increasingly large 
instances provided by biological data. 
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