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Resumo 
Neste trabalho apresentaremos resultados de existência e regularidade das 
soluções de alguns modelos matemáticos relativamente simples (primeiras 
aproximações) de condução-convecção do tipo campo de fases que tratam 
problemas de solidificação de materiais puros ou impuros (ligas). A carac-
terística fundamental dos modelos tratados neste trabalho é que o indicador 
das fases, a fração sólida, dependerá apenas do campo de fases. Para o caso 
de ligas binárias obtivemos a existência de soluções apenas quando a con-
centração inicial do soluto é suficientemente pequena (isto é, para materiais 
dopantes). 
Estes modelos são governados pela equação do campo de fases, pela 
equação do calor e/ou a equação da concentração, acopladas com as equações 
de Navier-Stokes modificadas por um termo fonte que simula a zona mushy 
(interface líquido/sóliso) como um meio poroso. Para tratarmos tal sistema, 
procedemos da seguinte forma: primeiramente o sistema é adequadamente 
regularizado e uma sequência de soluções aproximadas é obtida aplicando-se 
o Teorema de ponto fixo de Leray-Schauder. Depois, por um processo de 
passagem ao limite nas equações regularizadas, obtemos uma solução usan-
do argumentos de compacidade. A seguir, por argumentos de bootstraping, 
prova-se que a solução é de fato mais regular do que inicialmente considerada. 
Abstract 
In this work we present results on existence and regularity of solutions of some 
conduction-convection models of phase-field type for solidification of either 
pure or impure (alloy) materiais. The essential characteristic of this models 
is that the solid fraction has a functional relation only with the phase field. 
For binary alloy solidification we are able to prove the existence of solutions 
only when the initial solute concentration is sufficiently small ( that is, for 
dopant materiais.) 
The governing equations of the model are the phase field equation, the 
heat equation and/or solute equation coupled with a modified Navier-Stokes 
equations whose source term simulates the mushy region as a porous me-
dium. Existence and regularity of the corresponding solutions are obtained 
as follows: firstly, the problem is adequately regularized and a sequence of 
regularized solutions is obtained using the Leray-Schauder's fixed point theo-
rem. Then, by using compactness arguments, one proves that this sequence 
has a limit point which is a solution of the original problem. The correspon-
ding regularity is obtained using bootstraping arguments. 
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Introdução 
Neste trabalho estudaremos certos sistemas de equações diferenciais parciais 
não lineares que correspondem a modelos matemáticos que descrevem aspec-
tos importantes de processos de solidificação de materiais puros ou impuros. 
Neste modelos, o mecanismo de solidificação/fusão é descrito com o auxílio 
de uma metodologia de campo de fases e também levam em consideração os 
mecanismos de condução e convecção da energia e do material. Em outras pa-
lavras, são modelos que pretendem tratar a mudança de fase, a transferência 
de calor ejou massa e os efeitos convectivos que ocorrem neste processo. Tais 
modelos estão baseados no trabalho de Caginalp [8], que usa um parâmetro 
de ordem (campo de fases ou phase field) para identificar a mudança de fase, 
e nos trabalhos de Blanc et al [3] e Voller & Prakash [36], que usam leis de 
conservação de massa e energia para descrever a transferência de calor e/ou 
massa e os efeitos convectivos. Os modelos em que estamos interessados, uti-
lizam o parâmetro de ordem, mas de forma indireta, pois o indicador básico 
das fases será a fração sólida, representada por fs e tal que fs = 1 na região 
sólida, O < fs < 1 na região mushy e fs = O na região líquida. Em geral, 
este é o indicador mais conveniente e ele está relacionado com as variáveis 
termodinâmicas envolvidas no processo, inclusive com o parâmetro de ordem. 
Em nosso trabalho, como primeira aproximação, vamos considerar a fração 
sólida fs como uma função apenas do parâmetro de ordem, representado por 
'P ( x, t). Esta é a característica fundamental dos modelos deste trabalho e 
será chamada de metodologia do campo de fases (phase field methodology). 
Assim, os problemas analisados podem ser considerados como problemas de 
fronteira livre, pois as regiões nas quais nossas equações farão sentido são 
desconhecidas a priori. Especificamente, as fases líquida, mushy e sólida 
serão identificadas, respectivamente, com os conjuntos Qz, Qm e Q8 , a serem 
determinados pela fração sólida, no cilindro Q = n X (0, T) sendo 
n um domínio limitado do IFr' n = 2, 3, onde se dão os processos físicos de 
nosso interesse. No decorrer do trabalho descreveremos em detalhe como tais 
regiões são definidas. 
Para introduzirmos os problemas que serão posteriormente tratados apre-
sentaremos agora os nossos modelos que são os seguintes sistemas de equações 
diferenciais: 
a) Materiais puros 
fJ<p 2 fJt - a !:::.<p = a<p + b<p2 - <p3 + f) 
f)() - I:::. f) + V. V' f) = !:_f) fs ( <p) fJcp 
fJt 2 fJt fJt 
fJv ~ fJt - v!:::.v + (v.V')v + "Vp + k(f8 (cp))v = CJ f) 
div v= O 
v=O 
fJcp =o 
fJT} 
8=0 
v=O 
<p(x, O) = <po(x) 
e(x, O)= eo(x) 
v(x, O) = v0 (x) 
em Q, 
em Q, 
em Qmz, 
em Qmz, 
o 
em Qs, 
em S, 
em s, 
em Smz, 
em n, 
em n, 
em Slmz(O). 
Nestas equações cp, e, v e p são, respectivamente, o campo de fases (phase 
field), a temperatura, a velocidade e a pressão. a(x, t) e b(x, t) são funções 
conhecidas e a, v e f! são constantes positivas chamadas parâmetro de dila-
tação, viscosidade e calor latente, respectivamente. 
i i 
Além disso, Qmz = Qm U Qz, que é a união da zona líquida com a zona 
mushy, corresponde à região não sólida na qual pode ocorrer a movimentação 
(convecção) do material; Sml é a fronteira de Qmll S1mz(O) correspondendo à 
região espacial não sólida no instante inicial (estes conjuntos serão descritos 
com detalhes no trabalho), Q s é o interior de Q s e :7] representa a derivada 
normal exterior na fronteira de n. 
b) Ligas Binárias (materiais impuros) 
âcp- a2f:::..cp = acp + bcp2- cp3 +e 
ât 
ae - !:::..8 + v.'l8 = ~ âfs (cp) âcp 
ât 2 âcp ât 
fft- !:::.c+ v.'l [(1- fs(cp)) c]= O 
ªrJi- v!:::..v + (v.'l)v + 'lp + k(f8 (cp))v =~ 8+ õ; c 
div v= O 
v=O 
~=0 
âc _ 0 (Jrj-
8=0 
v=O 
iii 
em Q, 
em Q, 
emQ, 
em Qmz, 
em S, 
em S, 
em S, 
em Smz, 
<p(x, O) = <po(x) emn, 
B(x, O) = Bo(x) emn, 
c(x, O) = co(x) emn, 
v(x, O) = vo(x) em Dmt(O). 
Aqui as notações são como no caso anterior e c(x, t) representa a concen-
tração do soluto. 
Antes de descrever os nossos resultados sobre os problemas anteriores e 
para situá-los num contexto histórico, faremos um breve relato sobre alguns 
trabalhos anteriores relacionados com o nosso tema. 
Lembramos que problemas com mudança de fase tem sido extensivamente 
estudados desde o século passado quando J. Stefan formulou o problema para 
encontrar a distribuição de temperatura durante a solidificação da água. No 
sentido metodologico, entendemos que o estudo dos problemas de mudança 
de fase podem ser classificados em três grupos: problemas do tipo Stefan, 
método da entalpia e modelos do tipo campo de fases (phase field). Nos 
problemas clássicos do tipo Stefan tanto para solidificação de materiais pu-
ros quanto impuros (tais como ligas), a hipótese fundamental é aquela de 
considerar a região de transição líquido f sólido muito fina de tal modo que 
possa ser descrita por uma superfície regular com localização desconhecida, 
chamada interface. Nestes modelos as equações que governam as variáveis 
termodinâmicas, tais como temperatura e/ou concentração, são baseadas em 
princípios de conservação e formuladas independentemente em cada fase do 
processo, isto é, são válidas em cada lado da interface. Além disso, uma con-
dição que representa conservação de energia efou massa, é imposta na inter-
face e conhecida como condição de Stejan. Em geral, os modelos clássicos do 
tipo Stefan não incorporam vários efeitos, em particular, os efeitos causados 
pela tensão superficial e os efeitos convectivos. Efeitos causados pela tensão 
superficial são tratados nos modelos chamados problemas de Stefan modifi-
cados através de uma condição chamada condição do tipo Gibbs- Thompson 
(Collis [11] e Mullis [28]). Mais detalhes sobre os problemas do tipo Stefan 
podem ser encontrados em Alexiades & Solomon [1] e Rubinstein [32]. 
IV 
Do ponto de vista computacional a maior dificuldade dos modelos do 
tipo Stefan é a exigência que a fronteira livre (interface) seja numericamente 
seguida. Assim, formulações que incorporam implicitamente a condição de 
Stefan são mais versáteis para simular processos de mudança de fase nos 
quais as fronteiras das regiões das várias fases se tornam complexas. 
O método da entalpia é uma formulação fraca dos problemas do tipo 
Stefan que incorpora a condição da interface usando a variável física a en-
talpia para descrever as fases do processo. Em tais formulações não existe 
nenhuma suposição a priorí sobre a regularidade da interface líquido/sólido, 
que pode ser uma superfície regular ou uma zona mushy qualquer (Alexiades 
[1]; p.207), porém o método da entalpia tem a desvantagem de não incor-
porar algumas condições especiais na interface, tais como efeitos de super-
resfriamento (Wheeler et al [38]-[39]-[40]). 
Uma formulação alternativa, que também incorpora implicitamente con-
dições de Stefan, são os modelos campo de fases (phase field) que usam um 
parâmetro de ordem para descrever as fases. Estes modelos têm raízes na 
mecânica estatística pois empregam o funcional energia de Landau-Ginzburg 
(Landau [25]). Fix [15] foi o primeiro a formular e estudar analítica e nume-
ricamente um modelo do tipo campo de fases, seguido por Caginalp [8] que 
estudou extensivamente este modelo e suas variações (Caginalp [4]-[5]-[6]-[7]). 
Caginalp usa um funcional energia para descrever a cinemática do campo de 
fases e uma equação de balanço modificada para descrever a condução de 
calor. Fundamentalmente, estes modelos usam a energia para descrever as 
fases do processo. Introduzem uma nova variável (o campo de fases) que 
satisfaz as equações de Euler-Lagrange de um funcional energia. Isto torna o 
modelo muito atrativo tanto analítica como numericamente, pois os efeitos da 
tensão superficial e de super-resfriamento, que são difícies de serem incorpo-
rados adequadamente nas formulações do tipo entalpia, são mais facilmente 
tratados neste modelo. Além disso, como não envolve condições explícitas na 
interface, esta não precisa ser numericamente seguida (front tracking). Um 
exemplo importante da aplicabilidade dos modelos do tipo campo de fases 
é o estudo de crescimento de cristais ( Caginalp [5] e Kobayshi [23]). Res-
saltamos, porém, que nenhum dos trabalhos anteriores considera os efeitos 
convectivos existentes nas fases não sólidas do processo de solidificação. Tais 
efeitos convectivos foram estudados por Cannon et al [10]-[9], DiBenedetto 
& Friedman [13], DiBenedetto & O'Leray [12] e O'Leray [24] com modelos 
do tipo entalpia acoplados as equações do tipo Navier-Stokes. 
v 
Também, Blanc et al [3], Pericleous et al [29] e Voller et al [36]-[37] usam 
uma formulação do tipo entalpia junto com equações Navier-Stokes modifi-
cadas para tratar os efeitos convectivos mas com uma metodologia diferente. 
Descrevem a mudança de fase utilizando a fração sólida j 5 , a qual é incor-
porada ao modelo através de uma relação funcional com a entalpia e um 
termo fonte nas equações de Navier-Stokes. Este termo fonte simula o com-
portamento da zona mushy como um meio poroso usando uma formulação 
especial (penalização do tipo Carman-Koseny) que também está relacionada 
com a fração sólida. A caractarística principal deste modelo é que relaciona 
as variáveis entalpia e velocidade com a mudança de fase (fração sólida) por 
meio de termos fontes. 
Os modelos considerados neste trabalho usam as idéias de Caginalp [8] e 
a metodologia dos trabalhos de Blanc [3] e Voller [36] para tratar a solidi-
ficação de materiais puros ou impuros. Descrevem a mudança de fase com 
a fração sólida fs dotada de uma metodologia campo de fases e relaciona-
da com as outras variáveis por termos fontes. Apresentaremos resultados 
de existência e regularidade para os modelos de materiais puros e impuros 
usando uma técnica de regularização similar aquela introduzida no trabalho 
de Blanc [3], bem como argumentos de compacidade (passagem ao limite) 
e argumentos do tipo bootstraping. O objetivo da regularização é poder 
utilizar as equações do tipo Navier-Stokes no domínio todo e não apenas 
nas regiões desconhecidas Q1 e Qm. Optamos por regularizações diferentes 
para os casos bi e tridimensionais devido às diferentes particularidades das 
equações do tipo Navier-Stokes nestas dimensões. Portanto, primeiramente o 
problema original será adequadamente regularizado, para cada problema re-
gularizado (que depende de um parâmetro, que se aproximará de zero), uma 
solução regularizada será obtida quando aplicarmos o Teorema de ponto fixo 
de Leray-Schauder. Obtêm-se assim uma sequência de soluções aproxima-
das do problema original. Depois, por um processo de passagem ao limite 
nas equações regularizadas mostraremos, usando argumentos de compacida-
de, que o limite desta sequência é uma solução generalizada do problema. 
Para finalizar, com os resultados da teoria Lp para equações diferenciais pa-
rabólicas lineares, bem como argumentos do tipo bootstraping, provaremos 
que a solução obtida é de fato um pouco mais regular do que inicialmente 
considerada. 
O trabalho foi organizado do seguinte modo: no Capítulo 1 descreveremos 
as notações e os espaços que serão usados; destacaremos alguns resultados de 
imersões do tipo Sobolev e da teoria Lp das equações diferenciais parabólicas 
vi 
lineares (Ladyzenskaja [27], capítulo IV). Além disso, analisaremos dois pro-
blemas auxiliares que ajudarão nas demonstrações de nossos resultados. No 
Capítulo 2 provaremos um resultado de existência e regularidade para o mo-
delo de materiais puros usando o procedimento descrito acima. Neste caso, 
os pontos relevantes da prova estão relacionados com a regularidade obtida 
na solução das equações do tipo Navier-Stokes e com a não-linearidade na 
equação da temperatura pois a solução campo de fases (phase field) é bastan-
te regular. Na Seção 2.1 detalharemos o modelo enfatizando a simulação dos 
efeitos convectivos na zona mushy sugerida por Voller [36]. Nas Seções 2.2 e 
2.3 trataremos, respectivamente, os casos bi e tridimensionais do modelo de 
materiais puros para destacarmos as particularidades de cada um. 
No Capítulo 3 provaremos um resultado de existência e regularidade para 
o modelo de ligas usando novamente o procedimento anterior. Neste caso, 
além da regularidade da solução das equações do tipo Navier-Stokes e da 
não-linearidade na equação do calor teremos também as não-linearidades na 
equação da concentração. Estas introduzirão uma restrição técnica que pro-
duzirá um resultado de existência somente para problemas com concentração 
inicial suficientemente pequena. Isto caracteriza nosso modelo para ligas co-
mo sendo um modelo para solidificação de misturas de materiais dopantes. 
Em termos matemáticos isto significa que na aplicação do Teorema de ponto 
fixo de Leray- Schauder ao problema regularizado, as estimativas uniformes 
dos pontos fixos serão obtidas somente quando uma certa norma da concen-
tração inicial é suficientemente pequena. Na Seção 3.1 detalharemos o modelo 
de ligas destacando as idéias para solidificação de ligas binárias introduzidas 
por Blanc [3]. Nas Seções 3.2 e 3.3 novamente trataremos, respectivamente, 
os casos bi e tridimensionais para tornar a exposição mais clara e destacarmos 
as particularidades de cada um. 
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Capítulo 1 
Preliminares 
Neste capítulo descreveremos as notações e os espaços funcionais que serão 
usados no descorrer deste trabalho; recordaremos alguns resultados impor-
tantes de imersões de Sobolev e da teoria das equações diferencias parabólicas 
lineares. Analisaremos também alguns problemas auxiliares que serão usados 
com frequência nas demonstrações de nossos resultados. 
1.1 Notações e Espaços Funcionais 
Ao longo deste trabalho usaremos coordenadas cartesianas e as seguintes 
notações: 
IRn representará espaço euclidiano n-dimensional. 
n é um aberto limitado do JRn com medida de Lebesgue IOI e fronteira an. 
Q é representará o cilindro n X (o' T). 
s = an X (O, T) representará a superfície lateral do cilindro Q. 
fj representará a normal unitária exterior à S. 
\7 = (4) n representará o operador gradiente. 
UXi i:::l 
n az 
~ = 2.::: â 2 representará o operador Laplaciano. 
i=l Xz 
div= \7. é o operador divergente; para uma função vetorial ü = (u1 , .•. , un) 
d. ... ~... ~ âui tem-se lV U = v.U = L....t -8 . i:::l Xi 
1 
D~ e Dt são as derivadas com relação as variáveis x1, x2 , ... , Xn de ordem j e 
com relação a t, respectivamente. 
L é o somatório sobre todos os possíveis j. 
(j) 
lxl = (t x7) 112 e IV' ui = (t (:u.) 2) 112 é norma euclidiana de x E IRn e 
z=1 z=1 Xz 
do vetor gradiente. 
( .... r7) ... , . l d . , . ~ ÔUi u. v u e o campo vetona e 1-es1ma componente~ ui ôxi . 
A letra M representará as constantes genéricas. 
Necessitaremos também dos seguintes espaços funcionais: 
em ( n) é o espaço das funções com todas as derivadas de ordem ::; m 
contínuas em n (m inteiro positivo ou m=oo). 
V(Q) é o espaço vetorial das funções em C00 (Q) com suporte compacto 
em n. 
L q ( n) é o espaço de Banach das (classes de) funções u (X) de n em IR 
mensuráveis(no sentido de Lebesgue) e q-integráveis (q 2:: 1) cuja norma é 
dada por 
llullq,n = (Jn iu(x)lq dx) 1/q (1 ::; q < oo). 
llulloo n = ess sup lu(x)l 
, n 
(q = oo). 
cr(n) é o espaço das funções em cm(n) com derivadas de ordem ::; m 
em L 00 (r2). 
WC(rl) é o espaço de Banach (com p inteiro) das funções u(x) em Lq(Q) 
com derivadas generalizadas (no sentido usual) de ordem ::; p que pertencem 
a Lq(fl) e cuja norma é dada por 
2 
o 
W ~(Q) representará o fecho de V(O) em Wf(O). 
Frequentemente, precisaremos dos espaços das funções vetoriais com n 
componentes em algum dos espaços enunciados acima. Usaremos, estão a 
notação V(n)n, Lq(O)n, Wf(O)n e vamos supor que estes espaços produtos 
são equipados com a norma do produto usual (exceto 'D(O)n que não é um 
espaço normado). 
Para os resultados que envolverão as equações do tipo Navier-Stokes usa-
remos os seguintes espaços : 
V representará o espaço das funções il(x) em 'D(O)n com divergente nulo. 
H representará fecho de V em L 2 (n)n. 
o 
V representará fecho de V em W §(O)n. 
Para funções dependendo de variáveis espaciais e temporais usaremos os 
seguintes espaços funcionais, cujas notações e definições podem ser encontra-
das em Ladyzenskaja ([27], Capítulo I). 
Lq,r(Q) é o espaço de Banach das (classes de) funções u(x,t) de Q em IR 
mensuráveis(no sentido de Lebesgue) cuja norma é dada por 
( 
T ( )rjq )l/r 
!lullq,r,Q = lo k !u(x, t)lq dx dt , (q,r ~ 1). 
Para q=r usaremos a notação Lq,q(Q) = Lq(Q). 
Wi· 1 (Q) é o espaço de Banach (q ~ 1) das funções u(x,t) em Lq(Q) com 
derivadas generalizadas Dxu, n;u, Dtu em Lq(Q) com norma definida por 
Wi'0 ( Q) é o espaço de Hilbert com produto interno 
(u,v)wl,o= r uv+\lu.\lvdxdt 
2 JQ 
W2
1
'
1 ( Q) é o espaço de Hilbert com produto interno 
(u, v)wl,l = r uv + \lu.\lv + DtUDtV dxdt 
2 JQ 
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o 
W à'1 (Q) é o subespaço de Wi' 1(Q) cujas funções se anulam em S no 
sentido do traços. 
Consideremos, agora, a classe das funções u(x,t) de wJ·0 (Q) com norma 
dada por 
jujv2 (Q) = ess sup Jju(x, t) jj 2 n + jj'Vu(x, t) 11 2 Q O$t:ST ' ' 
finita. Então, podemos definir o seguinte espaço de Banach 
V2(Q) = {u E Wi'0 (Q); Julv2 (Q) < oo} (1.1) 
o 
V2 (Q) é o subespaço de V2(Q) cujas funções se anulam em S no sentido 
dos traços. 
Agora definiremos o espaço das funções que são contínuas no sentido de 
Holder. Dizemos que uma função u(x,t) definida em Q é Holder contínua 
em x e t, respectivamente, com expoentes o: e j3 em (0,1) se as seguintes 
quantidades, chamadas constantes de Holder, são finitas : 
(u)~a) = sup ju(x1, t)- u(xz, t)J Jx1- xzJa (xl ,t),(x2 ,t) E Q 
X1:;i:X2 
(u)~i3) = sup Ju(x, ti)- u(x, tz)J 
Jt1 - tzJ 11 (x,h ),(x,t2) E Q 
tl :;i:t2 
Agora, dado T > O não inteiro, considere a seguinte norma : 
JuJ~) = L (D~D~)~-[r]) + L (D~D~u)r-;r-·) + f(u)g) 
(2r+s=[r]) 0<T-2r-s<2 j=O 
com (u)g) = L max JD[D;uJ e [T] o maior inteiro menor que T. 
(2r+s=j) 
Definimos o espaço de Banach H7 ' 7 12 (Q) com T um número não inteiro, 
como o espaço das funções u(x,t) contínuas em Q com derivadas da forma 
D[D~u com 2r + s < T também contínuas e que tem a norma Juj~) finita. 
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Particularmente, estaremos interessados nos espaços de Hõlder H7 ' 7 12 (Q) com 
O :::; T < 1 ou 1 :::; T < 2 com as seguintes normas, respectivamente 
lul~) = m.§x Jul + (u)17 ) + (u)~7/2 ) 
Q 
Além disso, também usaremos os seguintes espaços funcionais abstratos : 
Sejam B um espaço de Banach qualquer com norma 11 . lls e O < T < oo. 
V(O,T; B) é o espaço de Banach das (classes de) funções u: [O,T] --1- B, men-
suráveis tal que a função tE [O,T] --1- Jlu(t)Jis (definidas q.t.p) é p-integrável 
( 1 :::; p < oo) com norma dada por 
( 
T ) 1/p 
lluiiLP(O,T;B) = lo llu(t) ~~~ dt (1:Sp<oo). 
llullu>e(o T·B) = ess sup llu(t) lls 
'' O$t$T 
(p = oo). 
C([O,T]; B) é o espaço de Banach das funções u: [O,T]-t- B, contínuas (com 
relação a topologia forte de B). 
wm·P(O,T; B) é o espaço das (classes de) funções em V(O,T; B) cujas 
derivadas generalizadas de ordem < m também pertencem a V(O,T; B). 
1.2 Resultados Auxiliares 
Nesta seção relembraremos alguns resultados clássicos de imersão do tipo 
Sobolev. 
Lema 1.2.1 Seja S1 um domínio limitado do II=r com fronteira suficiente-
mente suave (âst de classe em). Se k, m e p são inteiros e p 2: 1 então as 
seguintes imersões são contínuas : 
k * np para p < n e p = ( n _ kp) 
n 
para O :::; m < k - -
p 
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Lema 1.2.2 Seja n um domínio limitado do :Jir com fronteira suficiente-
mente suave (âD de classe C 1) e r ;:::: 1, p < oo. Se j e m são inteiros tais 
que O< j <me 
1 1 j m 
->-+---p r n n 
então a seguinte imersão é compacta : 
o 
As imersões acima são também valídas para W ~(D) com D C :Jir arbi-
trário. 
Os dois lemas seguintes podem ser encontrados em Ladyzenskaja([27];p.74). 
Lema 1.2.3 Seja D um domínio do :IFr com fronteira âD suficientemente 
suave. Então para qualquer função u(x,t) de V2(Q) (veja (1.1)) vale a seguinte 
desigualdade de interpolação: 
llullq r Q S. M (ess sup llull2 n) l-~ ll\7ullt Q 
' ' O:St:ST ' ' 
com 
1 n n 
-+-=-
r 2q 4 
{ r E [2,oo], q E [2, n2~2J para n>2 
r E [2, oo], q E [2, oo) para n=2 
Lema 1.2.4 Seja D um domínio do :IFr com fronteira âD suficientemente 
suave. Então qualquer função u(x,t) de V2 (Q) (veja (1.1)) pertence Lq,r(Q) 
e existe uma constante M que depende apenas de n, q e n tal que 
O seguinte resultado, conhecido com Imersão de Aubion-Lions pode ser 
encontrado em Temam ([35]; p.271, Teorema 2.1). 
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Lema 1.2.5 Sejam X, B e Y espaços de Banach reflexivos tais que X---+ B 
---+ Y com as imersões contínuas, X---+ B compacta. Sejam O< T < oo e 
a 0 , a 1 números finitos tais que ai > 1, i= O, 1. Considere o seguinte espaço 
de Banach 
W = {u E VJ'0 (0,T; X); Dtu E Vc.1 (0,T; Y)} 
Então, W ---+ Lao (0, T; B) com imersão compacta. 
As seguinte imersões podem ser encontradas em Simon [34]. 
Lema 1.2.6 Sejam X, B e Y espaços de Banach tais que X ---+ B ---+ Y 
com as imersões contínuas, X -+ B compacta. Então, a seguinte imersão é 
compactas: 
Vx'(O, T; X) n {u; Dtu E Lr(O, T; Y)}---+ C(O, T; B) l<r:::;oo 
O próximo resultado é um caso particular do Lema 3.3 em Ladyzenskaja([27]; 
p.80) com l = 1 e r=s=O. 
Lema 1.2.7 Seja n um domínio do JEr com fronteira an suficientemente 
suave (com a propriedade do cone). Então para qualquer função u E Wi' 1(Q) 
valem as seguintes desigualdades : 
a) llullp,Q:::; M iiuii~~b com P ~ q e 2- (!- ~) (n + 2) ~O 
b) lu I~) :::; M !lu ll~~b com q > ~ e O :::; r = 2 - ( n t 2) 
com M uma constante que depende de p, q, n e n. 
Observação 1.2.1 Para q > n + 2 no Lema 1.2. 7, temos que as derivadas 
da função u E Wi' 1(Q) com relação a Xi também satisfazem uma condição 
de Hólder em x e t e a desigualdade b). 
Em particular, estaremos interessados nos casos n = 2, 3 e vamos reescre-
ver o Lema 1.2.7 como segue: 
Lema 1.2.8 Seja n um domínio do IRn, n=2,3, com fronteira an suficien-
temente suave (com a propriedade do cone). Então a imersão Wi' 1(Q) ---+ 
V(Q) é contínua e existe uma constante M que depende de p, q e n tal que 
iiullp,Q :::; M iiuii~~b 
com p dado, para n=2, por 
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00 se 1 1 q---z<O 
p= V'p > 1 se à-~=0 
(1 1)-1 1 1 q--z se q--z>O 
e com p dado, para n=3, por 
1 2 00 se --...-<0 q 0 
p= V'p > 1 se 1 2 -q--s-o 
(1 2)-1 1 2 q--s se --...->0 q b 
Lema 1.2.9 Seja n um domínio do ~, n=2,3, com fronteira an suficien-
temente suave (com a propriedade do cone). Então a imersão Wi' 1 ( Q) --+ 
w,T/2 (Q) é contínua e existe uma constante M que depende de p, q e n tal 
que 
iui~) :::; M iiull~~b 
com q > 2 e O :::; 7 = 2 - ~ se n = 2 ou q > ~ e O :::; 7 = 2 - ~ se n = 3. 
Observação 1.2.2 Para q > 4 e O :::; 7 = 2 - ~ se n = 2 ou q > 5 e 
O :::; T = 2 - ~ se n = 3 temos que as derivadas de u com relação a Xi 
satisfazem o Lema 1.2.9. 
O próximo resultado é o conhecido Teorema de Arzela-Ascoli e pode ser 
encontrado em Friedman([16]; p.l12 Teorema 3.6.4). 
Lema 1.2.10 Seja !C uma fam'Üia de funções equicontínuas e uniformemente 
limitada definidas no espaço métrico compacto X. Então, qualquer sequência 
{ un} de funções de !C tem uma subsequência que converge uniformemente 
em X para uma função contínua. 
Agora, enunciaremos o Teorema de ponto fixo devido a Leray e Schauder 
(Friedman [17]; p.189 Teorema 3) 
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Lema 1.2.11 Sejam X um espaço de Banach e T : [a,b} x X ---+ X uma 
transformação tal que y = T(À,x) com x,y E X e).. E [a,b}. Suponha que : 
a) T()..,x) está definida 'i/ x E X e 'i/ ).. E [a,b}. 
b) Para ).. fixo, T(À,x) é contínua em X. 
c) Para x E A, A C X limitado, T(À,x) é uniformemente contínua em À. 
d) Para ).. fixo, T(À,x) é uma transformação compacta. 
e) Existe uma constante (finita) M tal que toda possível solução x de 
x = T(À,x) satisfaz JJxJJx < M. 
f) A equação x = T(a,x) tem uma única solução em X. 
Então, existe uma solução da equação x = T(b,x). 
Os seguintes resultados são teoremas clássicos da teoria Lp para as equações 
diferenciais parabólicas lineares. 
Considere a seguinte problema parabólico linear: 
au n au 
(f[ - 6.u + ~ bi(x, t) axi + a(x, t)u = f(x, t) em Q 
u(x, t) =O em S (1.2) 
u(x, O) = ua(x) emn 
O seguinte Lema pode ser encontrado em Ladyzenskaja([27]; p.l80, Re-
mark 6.3). 
Lema 1.2.12 Seja Sl um domínio do :JRL com fronteira an suficientemente 
suave. Suponha que: 
o 1 b) Uo E W 2 (Sl). 
c) bi E Lq,r(Q) com~+~=~ e r< oo. 
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d) a E Lq,r(Q) com r< oo e 
1 n 1 r:+ 2q = para n24 
1 n _ 1 r:+ 2q- q>2 para n=3 
r>4 q=2 para n=3 
r>2 q=2 para n=2 
Então, existe uma única solução u E W22'1(Q) do problema (1.2) satisfazendo 
a seguinte estimativa: 
com M uma constante que depende T, q, r e S1. 
Observação 1.2.3 O Lema 1.2.12 também vale quando temos a condição 
de contorno do tipo Neumann (veja Ladyzenskaja([27]; p. 180, Remark 6.3 ). 
O próximo resultado pode ser encontrado Ladyzenskaja([27]; p. 341). 
Lema 1.2.13 Sejam q > 1 e n um domínio do J:R1 com fronteira ôS1 sufi-
cientemente suave. Suponha que: 
a) f E Lq(Q) com q =/= 3/2. 
b) Uo E WJ- 2fq(S1) com q =/= 3/2. 
c) bi E Lr(Q) com r = max(q, n + 2) se q =f n + 2 ou r = n + 2 +E se 
q = n + 2, 'VE > O. 
d) a E L 8 (Q) com s = max(q,~) se q =f~ ou r=~ +E se 
q= ~,'r:fE> 0. 
e) u0 (x) =O em ôS1 se q > 3/2. 
Então, existe uma única solução u E Wi·1 ( Q) do problema (1.2) satisfazendo, 
para q > 3/2, a seguinte estimativa: 
lluli~~b :S M (!ifllq + (jjbl,Q + JJalls,Q) Jluollw;-2/q(n) + Jluollwg-2/q(n)) 
com M uma constante que depende de T, q, r, s e S1. 
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Vamos, agora, enunciar o resultado do Lema 1.2.13 para o problema pa-
rabólico com condições de Neumann (Ladyzenskaja [27]; p.351). Considere, 
então, o seguinte problema: 
ou n au 
7Jf- /:).u + ~ bi(X, t) axi + a(x, t)u = f(x, t) em Q 
au- o Oii- em S (1.3) 
u(x, O)= uo(x) em O 
Lema 1.2.14 Sejam q > 1 e n um domínio do Ifr com fronteira ao sufi-
cientemente suave. Suponha que: 
a) f E Lq(Q) com q =I= 3. 
b) uo E Wci-2/q(O) n Wi12- 6 (f2) com q =f 3/2 e Õ E (0,1). 
c) bi E Lr(Q) com r = max(q, n + 2) se q =J n + 2 ou r = n + 2 +E se 
q = n + 2, VE > O. 
d) a E L 5 (Q) com s = max(q,~) se q =J ~ou r=~ +E se 
q= ~,VE>O. 
e) ~o = o em ao se q > 3. 
Então, existe uma única solução u E Wi' 1 ( Q) do problem (1.3) satisfazendo, 
para q > 3, a seguinte estimativa: 
com M uma constante que depende de T,q, r, s e O. 
Observação 1.2.4 Devemos ressaltar que o resultado do Lema 1.2.14 vale 
também para q = 3 (veja Ladyzenskaja [27]; p.351). 
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O seguinte resultado é um teorema clássico da teoria matemática dos 
fluidos incompressíveis para o problema de Stokes e pode ser encontrado em 
Ladyzenskaja ([26]; p.100, Teorema 6). 
Considere o problema de Stokes: 
fiJt- vf::::.v + \lp = f(x, t) emQ 
divv =O em Q 
(1.4) 
v=O em S 
v(x, O) = vo(x) em n 
Lema 1.2.15 Sejam 1 < q < oo e n aberto limitado do :IR:' com fronteira 
80 suficientemente suave (de classe C2). Suponha que: 
a) f E Lº(Q). 
b) v0 E w;-2;º(0) n H. 
c) Vo(x) = 0 em {)[2 se q > 3/2 OU 
k vo(x)<P(x) dx =O para 'v'<P suave se q < 3/2 
Então, existe uma única solução {v, p) do problema (1.4) tal que v E Wi'1 (Q)3 
e \lp E Lº(Q) 3 satisfazendo a seguinte estimativa: 
com M independente de f e v0 . 
Observação 1.2.5 Para q = 2 o resultado do Lema 1.2.15 vale para qual-
quer dimensão (veja Temam [35]; p.267 Proposição 1.2). 
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1.3 Problema auxiliar : Campo de fases 
Nesta seção provaremos um resultado de existência, unicidade e regularidade 
para um problema auxiliar relacionado com o campo de fases rp(x, t), que 
será importante nas demonstrações de nossos resultados. 
Considere o seguinte problema : 
emQ 
~=0 em S (1.5) 
<p(x, O) = <po(x) em n 
com a: uma constante positiva, a(x,t), b(x,t) e g(x,t) funções conhecidas. 
Teorema 1.3.1 Seja O domínio do J:R:l (n = 2, 3) com fronteira &O sufi-
cientemente suave. Suponha que a(x,t),b(x,t) E D'0 (Q), g E Lª(Q)(q 2:: 2}, 
rp0 E Wi (O) n W2312H (0), o E (0,1) e q 2:: 2, satisfazendo ~o =O em &n. 
Então, existe uma única solução <p E Wi' 1(Q) do problema (1.5) satisfazendo 
a seguinte estimativa: 
II'PII~~b ::; M(II'Pollw:tcn) + llgllq,Q) 
com M uma constante que depende de T, 101, llalloo,Q'IIbiL:>O,Q e II'Pollwj(n)· 
A prova deste teorema encontra-se em Hoffman [19] para o caso n = 3 
(o resultando também vale para n = 2). Porém, neste trabalho, necessitare-
mos de mais informações sobre a solução do problema acima do que aquelas 
obtidas em [19]. Assim, para facilitar a referência, para complementar a ex-
posição e para obtermos alguns resultados extras e necessários, daremos a 
seguir uma prova similar àquela de [19], porém mais simples. 
Prova do Teorema 1.3.1 : 
Aplicaremos o Teorema de ponto fixo de Leray-Schauder (veja Lema 
1.2.11). Considere o operador T(>., .) definido em L 6 (Q), (O ::; ,\ ::; 1), 
que associa a cada w E L 6 (Q) a única solução do seguinte problema linear: 
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emQ 
~=0 em S (1.6) 
r.p(x, O) = <po(x) emn 
Vamos verificar que de fato T(>.., .) está bem definido em L6 (Q), \f).. E 
[O, 1]. Observe que para w E L 6 (Q) temos que aw + bw2 - w3 E L2 (Q) e, 
logo, se g E Lº(Q)(q 2: 2) e <po E Wi(D) n Wi12+ó(Q) então pelos Lemas 
1.2.8 e 1.2.14 existe uma única solução <p E Wi'1(Q) n V(Q) com p 2: 2 se 
n = 2 e p = 10 se n = 3. Portanto, T(>.., .) está bem definido de L 6 (Q) em 
L6(Q). 
Para mostrarmos que T(>.., .) é contínuo em L6 (Q) para 'i/).. E (0, 1] fixo, 
considere w 1 , w2 E L 6 (Q), as correspondentes soluções <p1 = T(>.., wl) e <p2 = 
T(>.., w 2) e o problema (1.6) para a diferença <p = <p1 - <p2 dado por: 
emQ 
~=0 em S (1.7) 
r.p(x, O) =O em n 
com B(x, t) =a+ b(w1 + w2)- (wi + w1w2 + w~) E L3 (Q). 
Multiplicando a equação (1.7) por <p, rp, -tl<p, respectivamente, integrando 
por partes e usando a desigualdade de Hõlder obtemos 
1 ( T ) 2/3 ( T ) 1/3 1 t 2 lo k IBI3 dxdt lo k !w1 - w2!6 dxdt + 2 lo k I'PI2 dxdt 
(1.8) 
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1 la 12 t 2 k a~ dxdt + a 2 fo k IV' 'PI 2 dxdt ::; 
(1.9) 
(1.10) 
Usando a desigualdade de Gronwall e combinando as estimativas (1.8), 
(1.9) e (1.10) temos que 
(1.11) 
Logo, pelo Lema 1.2.8 do Capítulo 1 e a estimativa (1.11) temos que 
com p > 2 se n = 2 e p = 10 se n = 3. 
E logo, T()., .) é localmente Lipschitz em L6 (Q) e, consequentemente, 
contínuo em L 6 (Q). 
Para provarmos que T(>.., .) é um operador compacto 'V).. E [0,1] observe 
que pelo Lema 1.2.5 do Capítulo 1 a imersão de Wi'1(Q) em L 6 (Q) é com-
pacta. Além disso, que II'PII~~b :S M. Assim, seja A c L 6 (Q) um conjunto 
limitado e { wn} C A qualquer sequência então pela definição do operador 
T(>.., .) temos que T(>.., Wn) = 'Pn e IIT(>.., Wn)li~~b :S M(A). Como Wi'1 (Q)--+ 
L6(Q) é compacta temos que existe uma subsequência T(>.., wk) convergindo 
forte em L 6 ( Q). 
Para verificarmos que T(>.., .) é uniformemente contínuo com relação a 
>.., considere À1 e >..2 , as correspondentes soluções <p1 = T(>..1, w1 ) e 'P2 
T(>..2, w2) e o problema (1.6) para a diferença <p = <p1 - <p2 dado por: 
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emQ 
~=0 em S 
rp(x, O) =O em n 
com B(x, t) =a+ b(w1 + w2)- (wi + w1w2 + w~) E L3(Q). 
De modo análogo como na prova da continuidade podemos provar que 
Portanto, T(À, .) é localmente Lipschitz com relação a À. 
Agora, para À =O o problema (1.6) torna-se 
~=0 
rp(x, O)= rpo(x) 
emQ 
em S (1.12) 
em n 
Pelo Lema 1.2.14 temos que existe uma única solução do problema (1.12) 
tal que rp E Wi'1(Q) n V(Q) com p 2:: 2 se n = 2 e p = 10 se n = 3. 
Agora, provaremos que o conjunto dos pontos fixos de T(À, .) é unifor-
memente limitado. Se <p>.. é o ponto fixo de T(À, .) então deve satisfazer o 
seguinte problema: 
emQ 
8$-;>.. =o em S (1.13) 
em n 
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Multiplicando a equação (1.13) por <p;.., <h, -~<p;.. respectivamente, obte-
mos 
Usando a desigualdade de Gronwall e combinando as estimativas (1.14), 
(1.15) e (1.16) obtemos 
II'P>.II~~b s; M llgii2,Q + II'PollwJ(n) 
Assim, pelo Lema 1.2.8 do Capítulo 1 temos que 
com p 2: 2 se n = 2 e p = 10 se n = 3. 
Portanto, pelo Teorema de Leray-Schauder (Lema 1.2.11), T(1, <p) tem 
um ponto fixo, isto é, existe <p E L 6 (Q) solução do problema (1.5). 
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Para concluirmos a demonstração, vamos analisar a regularidade desta 
solução usando um argumento de bootstraping. Para isto, observe que, com 
cp E L 6 (Q) e g E Lq(Q)(q 2: 2) temos que acp+bcp2 -cp3 E L 2 (Q), e, logo, pelo 
Lema 1.2.8 com cp0 E Wi(D) n wi12+<5, õ E (0,1), existe uma única solução 
cp E Wi'1 (Q)(S1) n V(Q) com p 2: 2 se n = 2 e p = 10 se n = 3 satisfazendo 
Aplicando novamente o Lema 1.2.8 com n = 3 (o caso n = 2 é análogo) 
tem-se para rp E L9 (Q) e g E Lq(Q)(q 2: 3) que cp E Wi'1(Q) n L00 (Q) 
satisfazendo, com cpo E Wi13 (S1) n Wi12+8 (0), õ E (0,1), 
Usando o fato que existe max 
sE IR 
(x,t)EQ 
e, pela estimativa (1.17) obtemos 
e, logo, 
( a(x, t) + b(x, t)s - s2) temos que 
jjcpJJoo,Q::::; M jJcpJI1~b ::::; M (11gii3,Q + JJcpollw;;s(n)) 
Repetindo este argumento, obteremos cp E W.i·1 (Q) n L 00 (Q) com 
cp0 E w.;-2fq(S1) n Wi12+8(0), 6 E (0,1) satisfazendo 
JjcpJJ~~b ::::; M (JigJJq,Q + IJcpollwg- 2/q(n)) 
com a constante M dependendo de T, IDJ,JiaiJoo, Jlblloo e IJcpollwi e q 2: 2. 
A unicidade é obtida de modo usual por argumento de contradição. De 
fato, considere cp1 e cp2 duas soluções do problema (1.6) então cp = cp1 - 'P2 
satisfaz 
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emQ 
~=0 em S (1.18) 
cp(x, O) =O em Q 
com B(x, t) = a + b( <p1 + <p2) - ( rpi + <p1 <p2 + rp~) tal que m2x B(x, t) < 
Q 
llalloo + llbll~· 
Multiplicando a equação (1.18) por rp, integrando por partes, usando as 
desigualdades de Young e Gronwall obtemos 
d 
dt (llrp(t)ll;,n) :S O 
Integrando e usando llrpoll 2,n =O obtemos o resultado desejado e a prova 
do Teorema 1.3.1 está completa. • 
1.4 Problema auxiliar: Velocidade 
Nesta seção provaremos dois teoremas de existência e unicidade para dois 
problemas auxiliares relacionados com a velocidade v, que serão importantes 
nas demonstrações de nossos resultados. 
Caso Bidimensional 
Considere o seguinte problema: 
~- vf:::..v + (v.V)v + Vp + k(x, t)v = f(x, t) em Q 
divv =O em Q 
(1.19) 
v=O em S 
v(x, O) = vo(x) em Q 
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Teorema 1.4.1 Seja n um domínio limitado do JR2 com fronteira 80 su-
ficientemente suave. Se k(x, t) E C 0 (Q), k(x, t) ~ O, f(x, t) E L2 (Q) 
e v0 (x) E H. Então, existe uma única solução v(x, t) E L2 (0, T; V) n 
DX) (0, T; H) do problema (1.19). 
Caso Tridimensional 
Considere o seguinte problema: 
!§f- v,6,v + (v.V')v + \i'p + k(x, t)v + c!v! 4v = f(x, t) em Q 
divv =O emQ 
(1.20) 
v=O em S 
v(x, O) = vo(x) em n 
com E uma constante positiva. 
Teorema 1.4.2 Seja n um domínio limitado do IR? com fronteira on su-
ficientemente suave. Se k(x, t) E C0(Q), k(x, t) ~ O, f(x, t) E L 2 (Q) 
e v0 (x) E V. Então, existe uma única solução v(x, t) E L2 (0, T; V) n 
L 00 (0, T; H) do problema (1.20). 
A prova da existência e unicidade das soluções dos problemas (1.19) e 
(1.20) são similares. Por isso, provaremos apenas o Teorema 1.4.2 e destaca-
remos as particularidades do caso bidimensional. 
Prova do Teorema 1.4.2 : 
Para provarmos a existência da solução do problema (1.20) usaremos o 
método de Galerkin e argumentos análogos aos da prova do Teorema 3.1 em 
Temam ([35]; p.282). Por esta razão, faremos um esboço da prova e anali-
saremos apenas o comportamento dos termos k(x, t)v(x, t) e !v(x, t)!4v(x, t). 
Assim, como k(x, t) ~ O podemos mostrar que a sequência de soluções apro-
ximadas de (1.20), { vm}, dada pela aproximação de Galerkin são limita-
das em L 2 (0, T; V) e L00 (0, T; H) para o caso bidimensional e L 2 (0, T; V), 
L 00 (0, T; H) e L 6 (Q) para o caso tridimensional. Ao passarmos o limite no 
20 
problema aproximado as convergências são obtidas exatamente do mesmo 
modo, exceto para os termos 
foT k k(x, t)vm(x, t)'<f;(t)wj(x) dxdt 
foT k lvm(X, t) l4 vm(x, t)'<f;(t)wj(x) dxdt 
com { Wj }~1 uma base de Galerkin de V e '</; E C1 [0, T] tal que '1/;(T) = O. 
A convergência da primeira integral é trivial pois k(x, t) E Cc(Q) e pa-
ra provarmos a convergência da segunda precisamos mostrar, primeiro, que 
h(y) = IYI4y 'í!y E R3 é uma função contínua. De fato, como a norma eucli-
diana é uma função contínua temos que IYI 4 é contínua , e logo, as derivadas 
parciais Dxhk existem e são contínuas. 
Agora, considere a sequência 9m = ih(vm)- h(v)l 3 . 
Como Vm-+ v em L2 (0, T; H) então Vm-+ v q.t.p. mas h(y) é contínua, 
e logo, h(vm) -+ h(v) q.t.p. Então, 9m -+ O q.t.p. Além disso, l9ml :::; 
23 llh(v) 11!,. Portanto, pelo Teorema da Convergência Dominada de Lebesgue 
podemos concluir que 9m-+ O em L1(Q) e, logo, h(vm) -+ h(v) em L3 (Q) e 
temos a convergência desejada. 
Para provarmos a unicidade considere vi(x, t)(i = 1, 2) duas soluções do 
problema (1.20) então v(x, t) = v1 (x, t) - v2 (x, t) satisfaz 
div v= O emQ (1.21) 
v=O emS 
v(x, O)= O emn 
Multiplicando escalarmente a equação (1.21) por v(x, t), integrando por 
partes, usando a desigualdade de interpolação (1.2.3) com n = 3 obtemos 
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(1.22) 
com M uma constante que depende de ll\7v1ll 2 para n = 2 e llv1ll 5 para 
n = 3. 
Observe que para o caso n = 2 basta usarmos a desigualdade de Gronwall 
pois k(x, t) > O. Para o caso n = 3, se provarmos que 
(1.23) 
podemos concluir, usando (1.22), (1.23) e a desigualdade de Gronwall, o 
resultado desejado. Mas (1.23) é consequência do fato da função h(y) = 
IYI 4y, y E JR:'3, ser exatamente o gradiente da função G : JR:'3 --+ lR definida 
por G(y) = ~IYI6 , para y E m_3 e li a norma euclidiana de JR:'3, a qual é 
convexa e, portanto, h(.) é monotônica (veja Kavian [22]; p.136 Proposição 
1.6 e Remarque 1. 1). 
Este argumento completa a prova do Teorema 1.4.2. • 
Observação 1.4.1 Note que a função h(v), definida na prova do Teorema 
1.4.2, pode ser mais geral. De fato, pode ser qualquer função h{.) tal que 
h(.} é a derivada de alguma função G : JR:'3 --+ lR Gâteaux diferenciável e 
convexa. 
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Capítulo 2 
Um modelo do tipo campo de 
fases para solidificação com 
convecção: materiais puros 
Neste capítulo apresentaremos resultados de existência e regularidade para 
um modelo de condução-convecção do tipo campo de fases para a solidificação 
de materiais puros. Primeiro, faremos uma descrição do nosso modelo, que 
tem forte influência dos trabalhos de Caginalp [8] e Voller [37]. Em seguida, 
apresentaremos separadamente os casos bi e tridimensionais para ressaltar-
mos as particularidades de cada um. Para ambos os casos provaremos um 
resultado de existência e regularidade. 
As técnicas que usaremos por todo este trabalho são clássicas: Teorema 
de ponto fixo de Leray-Schauder (veja Lema 1.2.11), argumentos de compa-
cidade e argumentos do tipo bootstraping. 
Vale ressaltar que, modelos do tipo campo de fases que tratam os efeitos 
da convecção, mesmo para o caso da solidificação de materiais puros, ainda 
não foram adequadamente explorados na literatura. 
2.1 Descrição do Modelo 
Nosso modelo é baseado no modelo de Voller et al [37] que usa leis de con-
servação de massa e energia para descrever as equações que governam a 
transferência de calor e a dinâmica de um fluido newtoniana incompressível 
e no modelo de Caginalp [8] que usa um funcional energia para descrever as 
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equações do parâmetro de ordem. 
Em nosso modelo a mudança de fase é determinada pelo valor da fração 
sólida fs, sendo fs=1 na região sólida, O < fs < 1 na região mushy e fs=O na 
região líquida. Esta fração sólida pode ser determinada por outras variáveis 
que influenciam na mudança de fase; em nosso caso, ela dependerá apenas 
do campo de fases. 
Seguindo o modelo de Caginalp [8] e o trabalho de Hoffman [19] a equação 
do campo de fases, que descreve as fases da solidificação de materiais puros, 
é dada por: 
(2.1) 
com <p o campo de fases (phase field), ()a temperatura e a um parâmetro de 
dilatação. 
A função g(s) = as+bs2-s3 +() está relacionada com o chamado potencial 
double-well. Este potencial representa a densidade de energia da fase do 
sistema quando cp é constante e Caginalp [8] (veja também Wheeler et al [38]) 
propõe um potencial double-well que possui mínimos em cp = ±1 para T=T m 
com T m a temperatura de melting. Estes pontos de mínimos representam as 
fases líquida e sólida e a zona mushy é representada pelos valores de cp entre 
-1 e + 1 para os quais o potencial double-well cresce comparado com a fase 
líquida ou sólida. Por exemplo, o valor deste potencial em -1 a uma dada 
temperatura representa que o sistema está na fase sólida. 
Em nosso modelo estas interpretações continuam válidas pois a equação 
do campo de fases, equação (2.1), é a mesma usada por Caginalp com exceção 
do potencial double-well que é mais geral e foi sugerido por Hoffman [19]. 
Para descrever a lei de conservação de energia relacionada com a condução 
de calor vamos considerar a densidade de energia interna dada por 
com () = T - Tm o calor sensível e f o calor latente (relacionado com a 
mudança de fase). 
Para a solidificação de muitos materiais puros, o calor latente muda na 
temperatura melting T m (vê Alexiades [1]) e, logo, 
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com K a permeabilidade do meio. Isto fornece uma expressão para - "\1 Pe (e, 
logo, para G(fs, v)) em termos de fs e v : 
G = -k(f8 )V 
com k(fs) uma função adequada e tal que k(fs) -+ +oo quando fs t 1 ( a 
zona mushy torna-se sólida). Além disso, k(O) =O. 
Deste modo, na fase puramente líquida G é zero e as equações do momento 
linear são as equações de Navier-Stokes usuais. 
A função k(j8 ) mais usada na literatura (veja [29]-[36]-[37]) é a obtida da 
equação de Carman-Koseny, dada por 
- !'f k(fs) - (1 - fs)3 
Como no trabalho de Blanc el at [3] para ligas, a função k(.) pode ser 
extendida por zero ao intervalo ( -oo, 1) e, logo, podemos considerar situações 
mais gerais assumindo que : k E C0 ( -oo, 1), k(O) =O, k = O em ll:C, k não 
negativa e lim k(y) = +oo. 
Y-+1 
O termo fonte F(()) é usado para modelar a convecção natural. Assumindo 
que vale a aproximação de Boussinesq, isto é, que a densidade é constante 
em todos os termos exceto na força de gravidade, temos que 
F(())= Mpg(()- ()r) 
com M uma constante, p a densidade média, g a força da gravidade e ()r uma 
temperatura referência. Por simplicidade, escreveremos F(()) =<1 e. 
Finalmente, para concluirmos a descrição completa do nosso modelo deve-
mos definir claramente as regiões onde as nossas equações devem ser válidas. 
Vamos considerar a solidificação no cilindro Q onde as fases líquida, mashy 
e sólida são identificadas com os conjuntos abertos Qz, Qm e Q8 respectiva-
mente. Deste modo, usando a fração sólida, definimos as regiões Qz, Qm e 
Qs como segue: 
Ql = {(x,t) E Q; fs(<p(x,t)) =O} 
Qs = {(x, t) E Q; j 8 (<p(x, t)) = 1} 
Qm = {(x, t) E Q; O< j 8 (<p(x, t)) < 1} 
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com K a permeabilidade do meio. Isto fornece uma expressão para -\1 Pe (e, 
logo, para G(j8 , v)) em termos de fs e v : 
G = -k(f8 )V 
com k(fs) uma função adequada e tal que k(f8 ) -+ +oo quando fs t 1 ( a 
zona mushy torna-se sólida). Além disso, k(O) =O. 
Deste modo, na fase puramente líquida G é zero e as equações do momento 
linear são as equações de Navier-Stokes usuais. 
A função k(fs) mais usada na literatura (veja [29]-[36]-[37]) é a obtida da 
equação de Carman-Koseny, dada por 
- !1 
k(fs) - (1 - Js)3 
Corno no trabalho de Blanc el at [3] para ligas, a função k(.) pode ser 
extendida por zero ao intervalo ( -oo, 1) e, logo, podemos considerar situações 
mais gerais assumindo que : k E C0 ( -oo, 1), k(O) = O, k = O em 1R- e 
lim k(v) = +oo. 
J---tl v 
O termo fonte F(B) é usado para modelar a convecção natural. Assumindo 
que vale a aproximação de Boussinesq, isto é, que a densidade é constante 
em todos os termos exceto na força de gravidade, temos que 
F(B) = Mpg(B- Br) 
com M uma constante, p a densidade média, g a força da gravidade e Br uma 
temperatura referência. Por simplicidade, escreveremos F(B) =(}O. 
Finalmente, para concluirmos a descrição completa do nosso modelo deve-
mos definir claramente as regiões onde as nossas equações devem ser válidas. 
Vamos considerar a solidificação no cilindro Q onde as fases líquida, mashy 
e sólida são identificadas com os conjuntos abertos Q~, Qm e Q8 respectiva-
mente. Deste modo, usando a fração sólida, definimos as regiões Qz, Qm e 
Q s como segue: 
Qz = {(x, t) E Q; fs(cp(x, t)) =O} 
Qs = {(x, t) E Q; fs(cp(x, t)) = 1} 
Qm = {(x, t) E Q; O< fs(cp(x, t)) < 1} 
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Qmz = {(x, t) E Q; O~ fs(cp(x, t)) < 1} 
Sz = {(x, t) E S; fs(cp(x, t)) =O} 
Além disso, para cada t E [O,T] definimos 
Ds(t) = {x E D; fs(cp(x, t)) = 1} 
Dmz(t) = {x E O; O~ fs(cp(x, t)) < 1} 
Dmz(O) = {x E O; O~ fs(cp(x, O))< 1} 
Seja B(x,r) a bola aberta de centro x E n e raio r, então 
rs(t) = {x E n; 3y E Ds(t), 3z E nV2s(t) I y,z E B(x,r)} 
E logo, 
rs = u fs(t), 
O<t<T 
Q = QsUQml· 
Observação 2.1.1 Devemos ressaltar que o nosso modelo pode ser conside-
rado um problema de fronteira livre pois as regiões Qz, Qm e Qs são desco-
nhecidas a priori. 
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Resumindo, nosso modelo é o seguinte sistema de equações diferenciais: 
ocp Q, - - a2 6cp = a<p + brp2 - <p3 + () em at 
ae- f:j.() + v.\1() = ~ ofs (<p) Ô<p 
at 2 acp at em Q, 
9gf- v6v + (v.\l)v + 'V'p + k(j8 (<p))v =(J () Qmz, (2.3) em 
div v= O em Qmz, 
o 
v=O em Qs. 
juntamente com as condições de fronteira 
~=0 em s, 
8=0 em S, (2.4) 
v=O em Sml· 
e as condições iniciais 
cp(x, O) = <po(x) em Sl, 
B(x, O) = B0 (x) em Sl, (2.5) 
v(x, O) = vo(x) em Slmz(O). 
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2.1.1 Definição de solução generalizada 
Vamos, agora, definir o que entendemos por solução generalizada do problema 
(2.3)-(2.4)-(2.5). Para simplificar a exposição, primeiramente, definiremos o 
que entenderemos por solução generalizada de cada equação separadamente. 
Campo de Fases 
Considere o seguinte problema : 
emQ 
~=Ü em S (2.6) 
r.p(x, O) = <po(x) em n 
com o: uma constante positiva, a(x,t), b(x,t) e g(x,t) funções conhecidas. 
Definição 2.1.1 Dizemos que r.p é solução generalizada do problema (2.6) 
na classe V'2(Q) se r.p E V2(Q) (veja (1.1) do Capítulo 1) e satisfaz a seguinte 
identidade integral : 
-k <p f3t dxdt + o? k \l r.p \l (3 dxdt = k (a + br.p - r.p2) r.p (3 dxdt+ 
+ k g'l/J dxdt + k r.p(x, 0)(3(x, O) dx 
para toda (3 em W21'1(Q) com (3(x, T) =O e g E Lª1 'r1 (Q) tal que 
l._+ n =1 +n r1 2ql 4 
ql E (1,2], r 1 E [1,2) se n = 2 
ql E (~,2], r 1 E [1,2] se n=3 
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(2.7) 
(2.8) 
Temperatura 
Considere o seguinte problema : 
ôB n ôB (f[- .6.8 +L vi(x, t)~ = f(x, t) em Q 
i=l Xz 
B(x, t) =O 
B(x, O) = Bo(x) 
em S 
emn 
(2.9) 
Definição 2.1.2 Dizemos que e é solução generalizada do problema (2.9) 
o o 
na classe V 2 ( Q) se B E V 2 ( Q) e satisfaz a seguinte identidade integral : 
-h B Çt dxdt + [; 'l B\1 Ç dxdt + h v. \1 B Ç dxdt = 
+h fÇ dxdt + k B(x, O)Ç(x, O) dx (2.10) 
o 1 1 para toda Ç em W 2 ' (Q) com Ç(x,T) =O, f E Lq1 ,r1 (Q), q1 e r 1 dados em 
(2.8) e com v satisfazendo llt vfll < oo tal que 
t-1 q,r 
{ ~+~=1 (2.11) 
q E ( ~, (X)] , r E [ 1, oo) se n ~ 2 
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Velocidade 
Considere o seguinte problema: 
ôv 
ôt - v!:lv + (v.\7)v + \7p + k(js(r.p))v = h(x, t) em Qmz, 
divv =O em Qmz, 
v= O (2.12) 
v= O 
v(x, O) = vo(x) em Slmz(O). 
Definição 2.1.3 Dizemos que v é solução generalizada do problema (2.12) 
na classe L 2 (0, T; V) n vx)(O, T; H), com n = 2,3, se v E L2 (0, T; V) n 
o 
L00 (0, T; H), v = O em Qs q.t.p e satisfaz a seguinte identidade integral 
-/c v <Pt dxdt +v 1 \7v\7cp dxdt + 1 ( v.\7)v <P dxdt + 
Qml Qml Qml 
+ 1 k(fs(r.p))vcpdxdt= 1 hcpdxdt+ 1 v(x,O)<P(x,O)dx (2.13) 
Qrnl Qml rlmt(O) 
para toda <P E C([O, T]; WJ(Slmz(t))) tal que supp <P(x, t) seja um subconjunto 
compacto de Qmz U Slmz(O), div </>(., t) =O para todo tE [0, T] e</>(., T) =O. 
Além disso, h E L2 (Q), k E C0 (Q), fs E Cl( IR) e r.p E V2(Q) (veja (1.1) do 
Capítulo 1). 
Note que se Qmz = 0 estaríamos no caso em que a região Q = Qs é 
totalmente sólida, e portanto, v = O. 
Agora, podemos definir claramente o que significa solução generalizada 
do nosso modelo (2.3)-(2.4)-2.5). 
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Definição 2.1.4 Dizemos que ( c.p, v,()) é solução generalizada do problema 
(2.3)-(2.4)-2.5) na classe 
o o 
se c.p E V2(Q), v E L2 (0, T; V) n L 00 (0, T; H), v= O em Qs q.t.p, () EV z(Q) 
e as identidades integrais (2.7), (2.10) e (2.13) são satisfeitas com '1/J, Ç e 4> 
dadas nas definições (2.1.1), (2.1.2) e (2.1.3) respectivamente. 
2.2 Caso Bidimensional 
A existência da solução do problema (2.3)-(2.4)-(2.5) será obtida usando-se 
uma técnica de regularização baseada no trabalho de Blanc [3]. O objetivo 
desta regularização é poder tratar as equações de Navier-Stokes no domínio 
todo e não em regiões desconhecidas. Primeiro, o problema será adequada-
mente regularizado e uma sequência de soluções regularizadas será obtida 
usando-se o Teorema de ponto fixo de Leray-Schauder (veja Lema 1.2.11 
do Capítulo 1). Depois, passaremos o limite nas equações regularizadas e 
mostraremos que o limite desta sequência é a solução do problema usando 
argumentos de compacidade ( Proposições 2.2.1 e 2.3.1 e Teoremas 2.2.1 e 
2.3.1 a serem descritos neste capítulo). 
2.2.1 Problema Regularizado 
Proposição 2.2.1 Suponha que: 
i) n C 1Ff seja um domínio aberto limitado com âfl suficientemente regular 
e T um número positivo finito; 
ii) fs (.) E Cl ( IR), O ::=; fs ( z) :S 1 for all z E 1R; 
iii) a(x,t), b(x,t) são funções em L 00 (Q); 
iv) k(y) E C0 ( -oo, 1), k(O) = O, k(y) = O em IR-, k(y) não negativa e 
lim k(y) = +oo; y--.1 
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vii) Vo E H. 
Considere o seguinte espaço de Banach 
Se 0zh0 = Bo = O em 80. Então, para cada é E (0, 1) existe uma única 
solução ( 'Pê, V e, ()e) E X1 do seguinte problema: 
em Q (2.15) 
div vê= O 
em S (2.16) 
em n (2.17) 
Além disso, a solução ( I.{Je, Ve, O e) é uniformemente limitada com relação 
a c, no espaço 
zl = Wi' 1(Q) X Zv X Wi' 1(Q) 
com Zv = L 2 (0, T; V) n L00 (0, T; H). 
(2.18) 
Para facilitar a compreensão dos argumentos que serão usados nesta de-
monstração, faremos, inicialmente, alguns comentários sobre os mesmos. 
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Aplicaremos o Teorema de Leray-Schauder (veja Lema 1.2.11 do 
Capítulo 1) para provarmos a solubilidade do problema (2.15)-(2.16)-(2.17). 
Para isto, vamos considerar um problema quaselinear associado com o pro-
blema (2.15)-(2.16)-(2.17) definindo um operador não linear T()., .) em X1 
(veja (2.14)) e o seu ponto fixo para ). = 1 são as soluções do problema 
(2.15)-(2.16)-(2.17). Para aplicarmos o Teorema de ponto fixo de Leray-
Schauder devemos provar que T()., .) está bem definido em X1, que T()., .) 
é um operador compacto e contínuo na topologia de X1 para cada ). fixo. 
Também devemos provar que T()., .) é uniformemente contínuo com relação 
a )., que o problema (2.15)-(2.16)-(2.17) com ). = O tem uma única solução 
e que o conjunto dos pontos fixos de T()., .) é uniformemente limitado. Para 
provarmos estes resultados usaremos a teoria Lp para as equações diferenciais 
parabólicas ( veja Lemas 1.2.13 e 1.2.14 do Capítulo 1) e os Teoremas 1.3.1 
e 1.4.1 da Seção de problemas auxiliares do Capítulo 1. 
Nesta prova, a dimensão do espaço, a regularidade da solução das equações 
do tipo Navier-Stokes e da equação do campo de fases são fundamentais pois 
impõem restrições nos argumentos que usaremos para passar o limite. A não-
linearidade na equação da temperatura restringirá a aplicabilidade da teoria 
Lp e conecta a dimensão com a regularidade das equações do tipo Navier-
Stokes. Esta restrição está estritamente relacionada com a escolha da ordem 
das equações do problema quaselinear pois altera a escolha do espaço X1 e, 
logo, a aplicação do Teorema de ponto fixo. 
Por outro lado, a regularidade do campo de fases terá um papel funda-
o 
mental na prova que v se anula em Q 8 pois o argumento que usaremos precisa 
da convergência uniforme. 
Outro ponto importante é que o termo Carman-Koseny nas equações do 
tipo Navier-Stokes não permitirá obtermos estimativas uniformes em normas 
mais altas do que a norma do espaço L2 (0, T; V) n DX>(O, T; H). Isto gera 
muitas dificuldades técnicas como, por exemplo, não permite obtermos uma 
prova da unicidade mesmo no caso bidimensional. 
Prova da Proposição 2.2.1 
Por simplicidade de notação, omitiremos o subíndice é no que segue. 
Agora, para cada ). E [0, 1) considere o operator T()., .) : X1 --7 X1 que 
associa cada (c/:>,u,w) E X1 com T().,cj:>,u,w) = (cp,v,8) única solução do 
seguinte problema : 
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Ô<p 2 ôt - o: !:lr.p = ar.p + br.p2 - r.ps + >.w 
ôv 
ôt - v!:lv + (v.\7)v + \7p + k(f8 (r.p)- s)v = >.7fw 
div v= O 
ae - !:le + v.ve = ).~ â !s ( r.p) âr.p 
ôt 2 âr.p ât 
{ 
r.p(x, O) = r.po(x) 
e(x, O) = eo(x) 
v(x, O) = vo(x) 
em Q (2.19) 
em S (2.20) 
em n (2.21) 
Vamos provar que o operador T(>., .) está bem definido de X1 em X1 . 
Para isto, usando o Teorema 1.3.1 e o Lema 1.2.8 do Capítulo 1 com n = 2, 
w E L3 (Q), obtemos que existe uma única solução r.p E Wi'1(Q) n VX)(Q). 
Além disso, pelo Lema 1.2.9 do Capítulo 1 podemos concluir que r.p E H 2/ 3,113 ( Q). 
Nas equações do tipo Navier-Stokes vamos aplicar o Teorema 1.4.1 do 
Capítulo 1 e obter que existe uma única solução v E L2(0, T; V)nDXl (0, T; H). 
E pelo resultado de interpolação (veja 1.2.3 no Capítulo 1) temos que 
v E L 4 (Q)2 . 
Agora, pelo Lema 1.2.8 e a teoria Lp para as equações parabólicas (veja 
Lema 1.2.13 do Capítulo 1) com rp E L 3(Q), fs E Cl( JR) e v E L4 (Q) 2 temos 
que existe uma única solução e E Wi'1(Q) n L 00 (Q) e pelo Lema 1.2.9 do 
Capítulo 1, e E H 213•113 (Q). 
Isto conclui a prova que T(>., .) está bem definido de X1 em X1. 
No que segue, provaremos que, para qualquer ). fixo em [0,1], T(>., .) é 
um operador contínuo na topologia de X1 , isto é, se {(<Pn,Un,wn)} é uma 
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sequência que converge forte para ( cp, u, w) em X1 então {T(À, c/Jn, Un, wn)} 
converge forte para T(cp, u, w) em X1. Assim, considere T(À, c/Jn, un, wn) 
( cpn, Vn, Bn) e o seguinte espaço de Banach reflexivo 
W = Wi' 1 (Q) X Wv X Wi' 1(Q) 
com Wv ={v J v E L2 (0, T; V), v E L2 (0, T; V')} e V' o dual de V. 
Podemos provar que a norma de { ( cpn, Vn, Bn)} em W é uniformemente 
limitada (estimativas análogas as que serão obtidas para o ponto fixo), ou 
seja, l!(cpn,Vn,Bn)llw < M, '\In, então existe uma subsequência {(cpk,vk,Bk)} 
que converge para ( cp, v, B) fracamente em W. Mas, a imersão de W em 
X1 é compacta (consequência da imersão de Aubin-Lions do Capítulo 1) e, 
logo, {(cpk,Vk,()k)} converge para (cp,v,B) forte em X1. Agora, basta verifi-
carmos que T(À, cp, u, w) = (cp, v, B). Para isto, passando o limite no problema 
(2.19)-(2.20)-(2.21) com relação a subsequência obtemos que (cp, v, B) satis-
faz (2.19)-(2.20)-(2.21) no sentido das distribuições e, logo, T(À, .) é contínuo 
com relação a subsequência. Pela unicidade do limite e a escolha arbitrária 
da subsequência temos que este resultado vale para a sequência toda e a 
prova está completa. 
Seguindo o esquema da prova, vamos mostrar que T(À, .) é um opera-
dor compacto para qualquer À fixo em [0,1], isto é, para qualquer sequência 
{ ( cfJn, Un, wn)} limitada em X1 existe uma subsequência que converge em X1. 
Assim, seja { ( c/Jn, un, wn)} uma sequência qualquer limitada em X1 tal que 
T(À, c/Jn, Un, wn) = (cpn, Vn, Bn) e o conjunto W dado acima. Pelo que foi 
argumentado na prova da continuidade temos que a sequência tem norma 
uniformemente limitada em W e a imersão de W em X1 é compacta então 
existe uma subsequência que converge em X1 e a compacidade está provada. 
Para verificarmos a continuidade uniforme de T(À, .) em À para con-
juntos limitados de X1 tomamos dois elementos ( Àí, cpí, Uí, Wi) ( Í = 1, 2) 
de [0,1] x X1 e as correspondentes soluções T(Ài,c/Ji,ui,wi) = (cpi,vi,()i). 
Subtraindo o problema (2.19)-(2.20)-(2.21) em (cp2 , v2, 82) de (2.19)-(2.20)-
(2.21) em (cp1,vbB1 ) obteremos um problema quaselinear em (cp,v,B) = 
( cp1 - cp2, v1 - v2, 81 - 82). Aplicando a técnica dos multiplicadores a es-
te problema quaselinear obteremos um resultado de estabilidade do tipo 
l!(cp, v, B)llx1 < MIÀ1 - Àzl com a constante M independente de Ài· Con-
sequentemente a continuidade uniforme de T(À, .) em À é estabelecida. 
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Agora, considere o problema (2.19)-(2.20)-(2.21) com À = O, tome dois 
elementos (0,</>1,u1,w1) e (0,</>2,u2,w2) e as correspondentes soluções 
T(O, </>i, Ui, wi) = (r..pi, Vi, ei) (i = 1, 2). Novamente subtraindo o problema 
(2.19)-(2.20)-(2.21) em (r..p2, v2 , e2 ) com À = O de (2.19)-(2.20)-(2.21) em 
(r..p1,v1,e1) com À= O obteremos um problema quaselinear em (r..p,v,e) = 
(r..p1 - r..p2, v1 - v2 , e1 - fh). Aplicando a técnica dos multiplicadores e a de-
sigualdade de Gronwall ao problema quaselinear resultante provaremos que 
'Pl = i..p2, el = e2 e V1 = V2. 
Finalmente, para completarmos a prova, resta estimar o conjunto dos 
pontos fixos de T(.\, .). Se (r..p, v, O) E .:\:'1 é um ponto fixo de T(.\, .), então 
deve satisfazer o seguinte problema : 
~~ - 0:2 /:::,.r..p = ar..p + br..p2 - r..p3 + .\e em Q, (2.22) 
ôv ~ ôt - v/:::,.v + (v.V')v + V'p + k(fs(r..p)- é)v =À (j e em Q, (2.23) 
div v= O emQ, 
a e À~Ôfs( )Ôr..p ôt -~:::,.e+ v.\i'e - 2 ôr..p cp ôt em Q, (2.24) 
ôr..p =e 
- o Ô7] em S, (2.25) 
v - o 
r..p(x, O) <po(x) 
e(x, O) - eo(x) em n. (2.26) 
v(x,O) - vo(x) 
Observação 2.2.1 Lembramos que, como é usual nas obtenções de estima-
tivas, M representará uma constante genérica (dependendo apenas dos dados 
do problema) que pode mudar durante os cálculos. 
Para obter as estimativas dos pontos fixos de T(.\, .), multiplique as 
equações (2.22) e (2.24) por cp and e, respectivamente, integre por partes, 
use a desigualdade de Young e some o resultado para obter 
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M (1/Boll;,n + IIV'sooll;,n +for Jn lsol2 dxdt +for k IBI2 dxdt) (2.27) 
Novamente, multiplicando a equação (2.22) por <p e depois por -b:.<p, 
integrando por partes e usando a desigualdade de Young temos que 
M (11\i'sooll;,n +for k IBI2 dxdt +for Jn lsol2 dxdt +for k lsol4 dxdt) 
(2.29) 
Usando as estimativas (2.27)-(2.28)-(2.29), a desigualdade de Gronwall e 
o Lema 1.2.8 do Capítulo 1 obtemos 
llsollp,Q :; M llsoll~:b :; M (IIBoll2,n + llsoollwJcn)) (2.30) 
com p 2 2. 
Usando (2.30) em (2.27) concluímos que 
IIBII2,Q + JIV'BJI2,Q :; M (IIBoll2,n + llsoollwJ(n)) (2.31) 
Além disso, pelo Lema de interpolação 1.2.3 do Capítulo 1 tem-se 
(2.32) 
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Agora, multiplicando a equação (2.23) por v, integrando por partes e 
usando a desigualdade de Young obtemos 
M (llvoll~ + foT k 1e12 dxdt) (2.33) 
Usando (2.32) em (2.33) e o fato que k(fs('P)- <:) 2:: O, podemos concluir 
llvllu""(O,T;H) + llviiL2(o,T;V) :S: M (llvoll2,n + 11eoll2,n + II'Pollwr(n)) (2.34) 
Finalmente, pelo Lema de interpolação 1.2.3 do Capítulo 1, temos 
(2.35) 
Portanto, pelo Teorema de Leray-Schauder T(1, .) tem um ponto fixo e, 
consequentemente, o problema (2.15)-(2.16)-(2.17) tem solução em X1 . 
Agora, mostraremos que para cada E fixo em (0,1], a solução do pro-
blema (2.15)-(2.16)-(2.17) é única. Novamente, no que segue, omitiremos o 
subíndice E. 
Considere 'Pi, Vi, e eí (i = 1, 2) duas soluções of problem (2.15)-(2.16)-
(2.17), então a diferença ip = 4?1 - 4?2, V = V1 - V2 e e = el - e2 satisfaz 
?af - o:2 D..rp = B(x, t)rp +e, 
~- vb.v + \lp + k(fs(4?1)- E)v = cfe + (v2.\l)v2- (v1.\l)v1+ 
(k(fs('P2- c)- k(fs('PI)- c)) v2, 
divv =O 
emQ, 
~- f:l(J + V1.\l(J = -v.\7(}2 + â<pfs(cpi)ifJ + (â<pfs(cp2)- â<pfs('PI)) rJ;2 
{ ~ =0 ~: em S, 
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{ 
<p(x, O) = B(x, O) = O, 
v(x, O) = O, em O. 
com B(x,t)= a+ b(cpl + 'P2)-(<pi + 'P1'P2 + cp~) e m-ª.xB < !Jalloo + llbll~· 
Q 
Multiplicando a primeira equação por cp, -!.:::.cp e 0 respectivamente, in-
tegrando por partes, usando as desigualdades de Young e Gronwall obtemos 
~ k <p2dx + ht k j\7cpj2 dxdt ~ M (foT k JcpJ 2dxdt + hT k JBJ 2dxdt) 
(2.36) 
(2.37) 
com p ~ 2. 
Usando a técnica dos multiplicadores na equação da velocidade, o Lema 
de interpolação 1.2.3 do Capítulo 1 com n = 2, as propriedades da função 
k(f8 (<p- c)) e a desigualdade de Young concluímos que 
~ k v2dx + ht k j\7vj2 ~ M (foT k JcpJ 2dxdt + hT k JBI 2dxdt) (2.38) 
Novamente, usando a técnica dos multiplicadores na equação da tempe-
ratura, a desigualdade de Young, divv = O e as estimativas (2.37) e (2.38) 
tem-se 
~ k B2dx + ht k JV'BJ 2 dxdt ~ M li'PII;,Q + IIBII;,Q 
Combinando as estimativas (2.37) e (2.39) tem-se 
com a constante M dependendo das normas de 'Pi, vi, e ei (i= 1, 2). 
(2.39) 
(2.40) 
Agora, somando as estimativas (2.36)-(2.38)-(2.40) e usando a desigual-
dade de Gronwall obtemos 
d ( 2 2 2 ) dt II'PII2,n + IIBII2,n + llvii2,H ~ O 
Integrando e usando que ll<poll;,n = I!Boll;,n = llvoii;,H =O encontramos o 
resultado desejado, OU seja, 'Pl = 'P2, 81 = 82 VI = V2. 
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Agora, observe que podemos melhorar a regularidade da sequência de 
soluções obtida na Proposição 2.2.1 melhorando a regularidade dos dados 
iniciais do campo de fases e da temperatura, aplicando o Teorema 1.3.1 e a 
teoria Lp (veja Lema 1.2.13 do Capítulo 1) na primeira e na quarta equações 
do problema (2.15)-(2.16)-(2.17), respectivamente, e aproveitando o tipo de 
não-linearidade da equação do campo de fases. 
Para isto, observe que com (}~ E L 3 (Q) pelo Teorema 1.3.1 temos que 
cp~ E Wf'1 (Q) n L00 (Q) satisfazendo 
JJcpelloo,Q :S: M JJcpeJI~~b :S: M (lj(a + bcpe- cp;)cpejj3,Q + IIBeii3,Q + JJcpoellw;/3(r!)) 
(2.41) 
Mas max ( a(x, t) + b(x, t)s- s2) é finito e, logo, (2.41) torna-se 
sEIR, (x,t)EQ 
JJcp~Jioo,Q :S: MjJcpeJI~~b :S: M (JJcpeJI6,Q + JJBeii3,Q + JJcpoellw;/3(n)) (2.42) 
Agora, usando as estimativas (2.30) e (2.32) em (2.42) e a imersão de 
Sobolev (veja Lema 1.2.1 do Capítulo 1) concluímos que 
llcpelloo,Q :S: M JJcpeJI~~b :S: M (J!Boell2,fl + JJcpoellw;/3(n)) (2.43) 
Além disso, pelo Lema 1.2.9 do Capítulo 1 podemos concluir que 
cpe E H2/3,1/3(Q) com 
Jcpelg/3) :S: M JJcpeJI~~b :S: M (11Boell2,fl + JJcpoellw;/3(n)) (2.44) 
Para a estimar temperatura, observe que como cfJe E L3 (Q), fs E Ct( ffi) 
e Ve E L4 (Q)2, temos que Be E Wi'1(Q) n L00 (Q) satisfazendo 
JIBell~:b :S: M (llveli4,Q IIBoellw;/3(fl) + Jjâ\Ofslloo,Q llciJeii3,Q + IIBoellw;/3(n)) 
(2.45) 
Usando (2.35) e (2.43) em (2.45), temos que 
JIBe!l~~b :S: M (Jivoeii2,H + JJcpoellw;/3(fl) + !IBoellw;/3(n)) (2.46) 
Além disso, pelo Lema 1.2.9 do Capítulo 1 Be E H 213,113 ( Q) e satisfaz 
!Belg/3) :S: M I!Bell~~b :S: M (11voeii2,H + llcpoellw;/3(fl) + IIBoellw;/3(n)) (2.47) 
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Escolhendo 
'Poe -+ I.Po em Wtf3 (O) 
Boe -+ Bo em Wi13 (D) 
Voe-+ Vo em H 
temos que a solução do problema (2.15)-(2.16)-(2.17) é uniformemente li-
mitada em Z1 = Wi'1(Q) x Zv x Wi'1(Q) com relação a E para Zv = 
L2 (0, T; V) n L00 (0, T; H). 
Isto completa a prova da Proposição 2.2.1. • 
2.2.2 Existência e Regularidade da Solução 
Nesta seção usaremos os resultados da seção anterior (Proposição 2.2.1), 
teoria Lp para equações parabólicas (veja Lema 1.2.13), o Teorema 1.3.1, 
resultados de imersão dados no Lema 1.2.9 e argumentos de compacidade 
para provar um resultado de existência e regularidade da solução do nosso 
modelo (2.3)-(2.4)- (2.5) para o caso bidimensional. Provaremos a existência 
passando o limite nas equações do problema regularizado (2.15)-(2.16)-(2.17). 
A convergência das equações é padrão, exceto as convergências das equações 
regularizadas do tipo Navier-Stokes que precisam de um argumento local. 
Para provarmos a regularidade da solução usaremos o conhecido argumento 
chamado bootstraping, mas, infelizmente, devido ao termo adicional do tipo 
Carman-Koseny não podemos melhorar a regularidade da solução fraca das 
equações do tipo Navier-Stokes. 
Teorema 2.2.1 Suponha que: 
i) n c 1R7 seja um domínio aberto limitado com an suficientemente regular 
e T um número positivo finito; 
ii) fs(.) E Cl(IR), O::; fs(z)::; 1 for all z E lR; 
iii) a(x,t), b(x,t) são funções em L 00 (Q); 
iv) k(y) E C0 ( -oo, 1), k(O) = O, k(y) = O em IR-, k(y) não negativa e 
lim k(y) = +oo; 
J-tl 
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vi) eo E w;-2/P(Q) com 2 ::; p < 4; 
vii) v0 E H. 
Se â~o = e0 =O em 80. Então, existem 
e E w;•1(Q) n L 00 (Q) para 2::; p < 4, 
que verificam o seguinte sistema de equações : 
orp- o?6.rp = atp + brp2 - rp3 +e em Q, (2.48) 8t 
ae - 6.e + v.\le = ~ âfs (rp) orp em Q, (2.49) 
at 2 ârp at 
âv ~ 
ât - v6.v + (v.\l)v + \lp + k(fs('P))v =O" e em Qmz, (2.50) 
divv 
v 
o 
o 
juntamente com as condições de fronteira 
orp 
OTJ 
o 
e - o 
v - o 
e as condições iniciais 
rp(x, O) 
e(x, O) 
v(x, O) 
rpo(x) 
- eo(x) 
vo(x) 
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(2.51) 
(2.52) 
em S, (2.53) 
em S, (2.54) 
em Smz, (2.55) 
em n, (2.56) 
em n, (2.57) 
em Omz(O). (2.58) 
O que segue são alguns comentários relevantes sobre os resultados do 
Teorema 2.2.1. 
Para a equação do campo de fases (2.48) teremos solução clássica se o 
dado inicial for regular pois o termo ar.p + br.p2 - r.p3 + e E L oo ( Q). Para o 
caso de cpo E Wi-2fq(f2) n w;12+5 (fl)(q 2 2) temos solução forte e a equação 
(2.48) é satisfeita no sentido q.t.p. Além disso, as condições (2.53) e (2.56) 
são entendidas no sentido pontual pois r.p E C1(Q). 
Para a temperatura também temos solução forte e e E C0 (Q) e, logo, a 
equação (2.49) é satisfeita no sentido q.t.p. e os dados, (2.54) e (2.57) são 
também entendidos no sentido pontual. 
Agora, no caso da velocidade só temos solução generalizada e a equação 
(2.50) é entendida no sentido da definição (2.1.3). Observe que a regularidade 
obtida para a velocidade não garante a continuidade de v no tempo e, por 
isso a condição inicial (2.58) é incorporada na formulação generalizada. Além 
disso, as equações(2.51) e (2.52) são entendidas no sentido q.t.p. e a condição 
contorno (2.55) é entendida no sentido dos traços. 
Com respeito à demonstração do Teorema 2.2.1, ela está baseada num ar-
gumento de compacidade sobre a sequência de soluções regularizadas (apro-
ximadas) obtidas na Proposição 2.2.1 da seção anterior, que permitirá, por 
um processo de passagem ao limite sobre as equações regularizadas ( aproxi-
madas) do problema (2.15)-(2.16)-(2.17), obtermos uma solução generalizada 
do problema, exceto para a equação (2.52). Gostaríamos de ressaltar que nes-
ta prova destacaremos apenas as convergências dos termos não-lineares que 
aparecem no modelo (2.3)-(2.4)-(2.5). Para os outros, as convergências são 
obtidas de modo usual e serão omitidas. 
A regularidade da solução será obtida usando-se um argumento de 
bootstraping, análogo ao usado na demonstração da Proposição 2.2.1 da seção 
anterior. 
o 
Para provarmos que a velocidade se anula em Qs q.t.p. usaremos um 
argumento local similar ao introduzido por Blanc et al [3] que fundamental-
mente usa a convergência uniforme de { I.Pe} . 
Prova do Teorema 2.2.1 
Como consequência da Proposição 2.2.1 da Seção anterior, para ê E (0, 1], 
qualquer solução (r.pe, Ve.fJe) E X1 (veja (2.14)) do problema (2.15)-(2.16)-
(2.17) é uniformemente limitada em Z1 (veja (2.18)) com relação a ê. 
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Por este resultado e a imersão compacta de Z1 em X1 concluímos que 
existe (cp, v, B) E X1 e uma subsequência, também indexida por E, tais que, 
quando E t O temos as seguintes convergências: 
cpê -t cp em Lq(Q) (q 2: 2) 
'Vcpê -t 'Vcp em L3(Q)2 
cpê -..l>. cp em Wi'1(Q) 
e é -t (} em V(Q) (p 2: 2) 
'\J(}E -t '\J(} em L3(Q)2 
e é -..l>. (} em Wi'1(Q) 
VE -t v em L2(0, T; H) 
VE -..l>. v em L2(0, T; V) 
Além disso, temos que cp E H 213,113 (Q) e pela estimativa (2.47), em par-
ticular, sup lcpé(x, t)l ::; Me (cpé)~ 1/3 ) ::; M. 
Q 
Assim, { cpé} é uma família de funções equicontínuas e uniformemente 
limitada em Q. Pelo Teorema de Arzela-Ascoli (veja Lema 1.2.10 do Capítulo 
1) existe uma subsequência, que representaremos novamente por { cpé}, tal que 
cpé -t <p uniformemente em Q. 
Agora podemos verificar que (cp, v,(}) E X1 é solução do problema (2.3)-
(2.4)-(2.5) para o caso bidimensional. 
o 
Primeiro, provaremos que v= O em Q5 • Para isto, seja K um subconjunto 
compacto de Q5 • Como fs E Cl(JR) e cpé -t cp uniformemente em Q, então 
existe um EK suficientemente pequeno e positivo tal que 
fs(cpe(x, t)) = 1 emK 
sempre que é E (0, éK)· 
Multiplicando a equação regularizada da velocidade de (2.15)-(2.16)-(2.17) 
por Vr; com O< é< éK, integrando por partes e usando Young obtemos 
(2.59) 
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sempre que E E (O,cK) com M uma constante independente de E. 
Observe que quando E aproxima-se de zero, k(l- c) aproxima-se de +oo 
e a expressão (2.59) força IJveiiLz(K)z convergir para O. Consequentemente 
o 
v= O em K e como K é arbritário, v= O em Q5 • 
Agora, observamos que k(fs('Pe) -E) converge para k(J5 (rp)) em C0 (Kmz) 
com Kmz um subconjunto compacto arbitrário de Qmz U rlmz(O). De fato, em 
Kmz as funções k(Js('Pe(x, t)) -é) e k(J8 (rp(x, t))), 'ílt E (0, T], são unifor-
memente contínuas e limitadas e, como fs ( 'Pe) - E converge para fs ( <p) em 
C0 (Kml) quando c tO, obtemos o resultado desejado. 
Para provarmos que v é solução generalizada da equação do tipo Navier-
Stokes do problema (2.3)-(2.4)-(2.5), procedemos da seguinte forma. 
Fixamos cp E C([O, T]; WJ(Dmz(t))) tal que supp cp(x, t) seja um sub-
conjunto compacto de Qmz U Dml(O), div cp(., t) = O para todo t E [0, T] e 
cp(., T) =O. Multiplicamos a equação regularizada correspondente em (2.15) 
por cp, integramos em Q e fazemos as integrações por partes usuais, levan-
do em conta as propriedades da cp. Agora, com o suporte da cp compacto 
em Qml, a observação anterior sobre a convergência de k(J5 (rpe) -c) e as 
convergências obtidas anteriormente, podemos passar ao limite os termos da 
equação regularizada da velocidade e concluir que v é solução generalizada 
da equação do tipo Navier-Stokes do problema (2.3)-(2.4)-(2.5) para o caso 
bidimensional. 
No que segue, vamos considerar f3 E Wi' 1(Q) com f3(x, T) = O e 
o Ç E W ~' 1 (Q) com Ç(x, T) =O. 
Para verificarmos que <p é solução generalizada da equação do campo de 
fases, note que da convergência 'Pe-+ <p em L 10 (Q) podemos deduzir que 
k ( a<pe + b<pe - rp:) /3 dxdt -+ k ( a<p + b<p- rp3) f3 dxdt (2.60) 
Usando (2.60) e passando o limite na equação regularizada do campo de 
fases concluímos que <p é solução generalizada da equação do campo de fases 
(phase field).do problema (2.3)-(2.4)-(2.5). 
Finalmente, para verificarmos que () é solução generalizada da equação 
da temperatura usaremos as convergências Ve ~v em L4 (Q) 2 e '\!Be -+ '\!() 
em L 2 (Q) 2 para obter 
k (ve.'\!Be) Ç dxdt-+ k (v.'\!B) Ç dxdt 
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e poder passar o limite na equação da temperatura do problema (2.15)-(2.16)-
(2.17). 
Isto completa a prova que (<p, v, B) é solução generalizada do problema 
(2.3)-(2.4)- (2.5). 
Vamos, agora, discutir a regularidade da solução obtida. 
Para isto, observe que com() E L 3 ( Q), pelo Teorema 1.3.1 do Capítulo 1, 
temos que <p E Wi'1(Q) n L00 (Q) satisfazendo 
Além disso, pelo Lema 1.2.9 com n = 2 podemos concluir que 
<p E H2/3,1/3 ( Q). 
Para a temperatura, aplicando a teoria Lp (veja Lema 1.2.13 do 
Capítulo 1) com rp E L 3 (Q), fs E CH ffi) e v E L4 (Q)2 e o resultado de 
imersão dado no Lema 1.2.8 do Capítulo 1 com n = 2 temos que(} E Wi'1(Q) 
n L00 ( Q) satisfazendo 
Usando um argumento bootstraping com(} E Lq(Q)(q 2: 2), temos, pelo 
Teorema 1.3.1, que <p E Wi· 1(Q)(q 2:: 2) com <po E Wi- 2/q(D) n w;/2+c5(D), 
O < 5 < 1 e q 2: 2, satisfazendo 
(2.63) 
Para estimar J!(JIIq,Q vamos aproveitar a não-linearidade da equação da 
temperatura e o fato do di v v = O. Para isto, multiplicando a equação da 
temperatura por q = 2j - 1, j 2: 2, j E JJV, integrando por partes e usando 
Young obtemos 
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Usando a estimativa (2.63) em (2.64) e a desigualdade de Gronwall po-
demos concluir 
(2.65) 
Observe que a estimativa (2.65) é válida para todo número inteiro q ímpar, 
mas, por interpolação, temos que também valem para os inteiros pares e, 
portanto, para todo q 2 2. Como 00 E Wi 13 (D) e, logo, 00 E Lq(D)(q 2 2). 
Assim, (2.63) torna-se 
(2.66) 
Além disso, pelo Lema 1.2.9 (} E H 2f3,113 (Q). 
Para completarmos a prova do Teorema 2.2.1 vamos usar a teoria Lp para 
as equações diferenciais parabólicas (veja Lema 1.2.13 do Capítulo 1) com 
cp E V(Q) com 2 :; p < 4, fs E C&{ IR) e v E L4 (Q? temos que 
B E Wi· 1 (Q) n L 00 (Q) para< p < 4. 
Isto completa a prova do Teorema 2.2.1. • 
Observação 2.2.2 Devemos ressaltar que mesmo no caso bidimensional não 
fomos capazes de demonstrar unicidade da solução e nem um resultado de re-
gularidade para velocidade análogo àquele válido para as equações de Navier-
Stokes usuais. O termo adicional do tipo Carman-Koseny impossibilitou 
qualquer tentativa de estimativa uniforme da derivada temporal da veloci-
dade. 
Observação 2.2.3 Para recuperarmos informações sobre a pressão podemos 
usar a Proposição 1.1 dada em Temam([35]; p. 14). 
2.3 Caso Tridimensional 
De modo geral, as técnicas usadas no caso tridimensional são as mesmas 
usadas no caso bidimensional. A diferença fundamental entre eles é o trata-
mento das equações do tipo Navier-Stokes pois, como é bem conhecido, não 
tem unicidade garantida no espaço L2 (0, T; V) n L00 (0, T; H). Como a unici-
dade é essencial na definição do operador que se buscará o ponto fixo, vamos 
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2.3 Caso Tridimensional 
De modo geral, as técnicas usadas no caso tridimensional são as mesmas 
usadas no caso bidimensional. A diferença fundamental entre eles é o trata-
mento das equações do tipo Navier-Stokes pois, como é bem conhecido, não 
tem unicidade garantida no espaço L2 (0, T; V) n L00 (0, T; H). Como a unici-
dade é essencial na definição do operador que se buscará o ponto fixo, vamos 
contornar esta questão fazendo uma regularização adequada do problema 
(2.3)-(2.4)-(2.5) diferente do caso bidimensional, que garantirá a unicidade 
necessária das equações do tipo Navier-Stokes regularizadas e com isto pode-
mos usar o mesmo procedimento da Proposição 2.2.1. Devemos ressaltar que 
este procedimento só garantirá a unicidade do problema regularizado asso-
ciado ao modelo e que a regularidade obtida desta forma, não fornecerá uma 
estimativa uniforme numa norma mais alta do que a do espaço L2 (0, T; V) n 
L00 (0, T; H). 
Além das dificuldades geradas pela dimensão temos também as causadas 
pelo termo adicional do tipo Carman-Koseny. Mesmo melhorando os dados 
iniciais do nosso problema, este termo impedirá a obtenção de solução forte 
para as equações do tipo Navier-Stokes pois também gera estimativas não 
uniformes em normas mais altas. 
Obviamente, neste caso teremos uma perda de regularidade da solução 
comparada com o caso bidimensional. 
2.3.1 Problema Regularizado 
Para provarmos a existência e regularidade da solução do problema (2.3)-
(2.4)-(2.5) usaremos as técnicas de: regularização, argumento de compacida-
de e argumento de bootstraping. 
Proposição 2.3.1 Suponha que: 
i) n c .JRl seja um domínio aberto limitado com an suficientemente regular 
e T um número positivo finito; 
ii) fs(.) E Cl(IR), O:::; fs(z):::; 1 for all z E JR· 
iii) a(x,t), b(x,t) são funções em L 00 (Q); 
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iv) k(y) E C0 (-oo: 1), k(O) = O, k(y) = O em lR-, k(y) não negativa e 
lim k(y) = +oo; 
Y~l 
v) i_po E Wi13 (Q) n Wi12+ó(Q) com 6 E (0,1}; 
o 
vi) Oo EW §(fl); 
vii) voE V. 
Considere o seguinte espaço de Banach 
X1 = {(cp, v, B); <p E L 6 (Q), v E L2 (0, T; H), 8 E L3 (Q)} 
Se ~o = o em an. Então, para cada E E (0, 1] existe uma única solução 
(cpe,Ve,Be) E X1 do seguinte problema: 
~e - vÓ.ve + (ve.\7)ve + \7pe + k(fs('Pe)- E)Ve +E lvel 4 Ve = cfBe 
emQ, 
div Ve =O 
(2.67) 
~ o 
Be o em S, (2.68) 
V e - o 
<,Oe(x,O) 'Poe(x) 
Oe(x, O) Boe(X) em n. (2.69) 
Ve(x,O) Voe(x) 
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Além disso, a solução ('Pe, Ve, Be) é uniformemente limitada com relação 
a é, no espaço 
z2 = Wi'1 (Q) X Zv X Wi'1(Q) 
com Zv = L 2 (0, T; V) n L 00 (0, T; H). 
(2.70) 
Analogamente, ao caso bidimensional, aplicaremos o Teorema de ponto 
fixo de Leray- Schauder (veja Lema 1.2.11 do Capítulo 1) ao problema (2.67)-
(2.68)-(2.69) e para alcançar este objetivo, usaremos, particularmente, os 
resultados do Teorema 1.4.2 da seção de problemas auxiliares do Capítulo 1. 
Prova da Proposição 2.3.1: 
Por simplicidade de notação, omitiremos o subíndice é no que segue. 
Agora, para cada ). E (0, 1] considere o operator T(>., .) : X1 -+ X1 que 
associa cada (<P, u, w) E X1 com T(>., <P, u, w) = (<p, v, e)· única solução do 
seguinte problema: 
~~ - a2 D..<p = a<p + b<p2 - <p3 + Àw 
8v Bt - vb..v + (v.\i')v + \i'p + k(f8 (<p)- é)v + élvl 4v = >.o'w 
emQ, 
div v= O 
(2.71) 
~ o 
e - o em S, (2.72) 
v - o 
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cp(x, O) - <po(x), 
B(x, O) - eo(x) em n. (2.73) 
V (X, 0) V o (X) 
Vamos provar que o operador T(À, .) está bem definido de ..1:"1 em ..1:"1. 
Para isto, usando o Teorema 1.3.1 e o Lema 1.2.8 dados no Capítulo 1 com 
n - 3, w E L3 (Q) obtemos que existe uma única solução 
<p E Wff' 1 (Q) n L00 (Q). Além disso, pelo Lema (1.2.9) podemos concluir 
que cp E H1/3,1/6(Q). 
Nas equações de Navier-Stokes vamos aplicar o Teorema 1.4.2 do 
Capítulo 1 e obter que existe uma única solução v E L2 (0, T; V) n L00 (0,T;H) 
n L 6 (Q). 
Agora, pela teoria LP para as equações parabólicas (veja Lema 1.2.12 do 
Capítulo 1) com q = oo e r= 2 e o Lema 1.2.8 com r.p E L 3 (Q), fs E C~(JR) e 
v E L00 (0, T; H) temos que existe uma única solução e E Wi' 1(Q) n L10 (Q). 
Estes argumentos mostram que T(À, .) está bem definido de ..1:"1 em ..1:"1 . 
Nas provas da continuidade, compacidade e continuidade uniforme com 
relação a À do operador T(À, .) e da unicidade do problema (2.71)-(2.72)-
(2.73) para À= O usamos os mesmos argumentos do caso bidimensional com 
as seguintes diferenças: 
a) Nas provas de continuidade e compacidade o espaço Wv é dado por 
Wv ={v J V E L 2 (0,T;V), V E L 8 (Q) 3 (1 < S < ~)} 
Por isso vamos precisar de v0 E V (usamos o Lema 1.2.15 do Capítulo 1 
para obter a estimativa uniforme na norma de W). 
b) continuidade. 
Para provarmos que o limite (<p, v, e) satisfaz (2.71)-(2.72)-(2.73) no 
sentido das distribuições devemos mostrar que o termo adicional clvkl4vk 
converge para clvl 4v em algum sentido. Usando o fato que h( v)= lvl4 v 
é uma função contínua em IR\ que Vk-+ v q.t.p e o Teorema da Con-
vergência Dominada de Lebesgue (análogo ao que feito na prova do 
Teorema 1.4.2) podemos provar que clvkl4vk converge fraco para clvl4v. 
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c) compacidade e continuidade uniforme com relação a À. 
As provas da compacidade e continuidade uniforme com relação a À são 
análogas ao caso bidimensional usando-se o novo espaço Wv e o fato 
que v E L6 (Q)3 . 
d) unicidade. 
Nesta prova o procedimento é padrão (argumento de contradição e 
aplicação da desigualdade de Gronwall). 
Para obter o resultado desejado usamos que v E L 6 (Q)3 e 
ê k (lv1l4 - lv1l4) v 2: O 
Para finalizarmos a prova, basta estimar os pontos fixos de T(À, .). 
Esta etapa também é similar ao caso bidimensional pois se ( cp, v, e) E X1 
é um ponto fixo de T(À, .), então deve satisfazer o seguinte problema: 
Bcp- o?t:lcp = acp + bcp2 - cp3 +>.e emQ,(2.74) 
8t 
8v 4 ~ 8t - vtlv + (v.V')v + V'p + k(fs(cp- ê)v + êlvl v= À(}" e, em Q, (2.75) 
divv =O em Q, 
ae- t:le + v.V'e =À~ Bis (cp) Bcp emQ, (2.76) 
8t 2 8cp 8t 
8cp o, 
8ry -
em S, (2.77) 
e o 
v - o, 
cp(x,O) 'Po(x), 
e(x, O) eo(x) em n. (2.78) 
v(x, O) - vo(x), 
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No te que a única diferença entre os dois sistemas é o termo adicional 
Eivj4v. 
As estimativas do campo de fases e da temperatura são iguais às dadas 
em (2.30) e (2.31) da Seção 2.2. 
Na obtenção das estimativas correspondentes ao caso bidimensional para 
a velocidade, o termo adicional não causará maiores dificuldades pois, quando 
usarmos a técnica dos multiplicadores na equação regularizada, obteremos 
um termo positivo dado por 
Deve-se ressaltar que este é o único termo cuja estimativa correspondente 
não é uniforme em E. 
Portanto, a estimativa (2.34) da Seção 2.2 vale para o problema regulari-
zado tridimensional. E, logo, pelo Teorema de ponto fixo de Leray-Schauder, 
T ( 1, cp) tem um ponto fixo. 
A prova da unicidade da solução do problema (2.67)-(2.68)-(2.69) é a 
mesma dada na Seção 2.2 para o caso bidimensional pois o termo adicional 
que aparecerá na equação regularizada da velocidade, dado por 
E ht Jn (lv11 4v1- !v2! 4v2) vdxdt 
com v = v1 - v2, é positivo (como foi mostrado na prova do Teorema 1.4.2 
do Capítulo 1) e não modificará os cálculos efetuados anteriormente. 
Agora, analisaremos a regularidade da solução. 
Para melhorarmos a regularidade da solução e concluirmos que a mesma 
é uniformemente limitada, com relação a E, em 
com Zv = L 2 (0, T; V) n L 00 (0, T; H), devemos primeiro, melhorar a regula-
ridade de ()e pois não podemos aplicar a teoria Lp dada no Lema 1.2.13 do 
Capítulo 1 na equação da temperatura devido termos estimavas uniformes em 
E da velocidade apenas no espaço L 2(0, T; V) nL00 (0, T; H). Para este espaço 
só podemos aplicar o resultado de regularidade para equações parabólicas 
lineares dado no Lema 1.2.12 do Capítulo 1 com v E L00 (0, T; H). 
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Para melhorar a regularidade da temperatura, usando o Lema de inter-
polação 1.2.3 do Capítulo 1 temos que Be E L3 (Q) e satisfaz 
(2.79) 
Então pelo Teorema 1.3.1 e o resultado de imersão dado no Lema 1.2.8 
do Capítulo 1 temos quere E Wi'1(Q) n L00 (Q) e satisfaz 
llrelloo,Q < M llrell~~b :S M (ll(a + btpe- tp;)reli 3 ,Q + IIBeii3,Q + llroellw;/3(n)) 
(2.80) 
mas a função a(x, t) + b(x, t)s - s2 é limitada por uma constante em Q, e 
logo, 
Mas, Wi' 1 (Q) -+ L 10 (Q) quando n = 3 e pela estimativa (2.79) podemos 
concluir que 
Além disso, pelo resultado de imersão dado no Lema 1.2.9 do Capítulo 1 
temos que r.pe E H 113•116 ( Q) e satisfaz 
Agora, aplicando a teoria Lp (veja Lema 1.2.12 do Capítulo 1) com 
cpé E L 2(Q), !s E Ct(IR) e v E L 00 (0,T;H) temos que Bé E Wi'1(Q) n 
L 10 ( Q) e satisfaz 
JJBeJI~~b $ M (IJvellv:o(o,T;H) JIBoéllwi(fl) + Jjâ:pfslloo,Q IJ<AII2,Q + I!Boellwi(n)) 
(2.84) 
Usando (2.30) e (2.35) em (2.84) e o resultado de imersão dado no Lema 
1.2.8 do Capítulo 1 temos que 
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Agora, escolhendo 
'Poe -+ i.po em Wi 13 (Sl) 
o 1 
em w2 (S1) 
em V 
temos que a solução do problema (2.67)- (2.68)-(2.69) é uniformemente limi-
tada, com relação a é, em 
z = wiu(Q) X Zv X Wi'1(Q) 
com Zv = L 2 (0, T; V) n L00 (0, T; H). 
E, isto completa a prova da Proposição 2.3.1. 
2.3.2 Existência e Regularidade da Solução 
(2.86) 
• 
Nesta seção usaremos a Proposição 2.3.1 da seção anterior, a teoria Lp para 
equações parabólicas (veja Lema 1.2.12 do Capítulo 1), o Teorema 1.3.1, 
resultados de imersão (veja Lemas 1.2.8 e 1.2.9) e argumentos de compacidade 
para provar um resultado de existência e regularidade da solução do nosso 
modelo (2.3)-(2.4)-(2.5) para o caso tridimensional. 
Provaremos a existência passando o limite nas equações do problema re-
gularizado (2.67)-(2.68)-(2.69). O procedimento é análogo ao do caso bi-
dimensional, exceto para as equações regularizadas do tipo Navier-Stokes. 
Mostraremos que o termo adicional introduzido no caso tridimensional para 
garantir que o operador T(>.., .) que definiu o problema quaselinear (2.71)-
(2.72)-(2.73) da seção anterior estivesse bem definido, converge para zero 
quando é aproxima-se de zero. Este é o ponto relevante da prova. 
Quanto à regularidade, o argumento usado também será o de bootstraping, 
porém neste caso teremos uma perda de regularidade da temperatura pois 
esta depende da dimensão e da regularidade da Navier-Stokes. Apenas para 
as equações do tipo Navier-Stokes teremos a mesma regularidade obtida no 
caso bidimensional. 
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Teorema 2.3.1 Suponha que: 
i) n c J:R' seja um domínio aberto limitado com an suficientemente regular 
e T um número positivo finito; 
ii) fs(.) E CJ"(lR), O:::; fs(z) s; 1 for all z E IR; 
iii) a(x,t), b(x,t) são funções em L00 (Q); 
iv) k(y) E C 0 (-oo, 1), k(O) = O, k(y) = O em JR-, k(y) não negativa e 
lim k(y) = +oo; 
Y-+1 
v) 'Po E Wi-21ª(0) n w;12+<> (n) com c5 E (0,1) e q 2:: 2; 
o 
vi) ()0 E W ~(n) n Lm(n) para m 2:: 2; 
vii) Vo E V. 
Se ~o = O em âO. Então, existem 
r.p E w;,l ( Q) n L 00 ( Q) para q 2:: 2 
que verificam o seguinte sistema de equações : 
ôr.p- a?.ó.r.p = ar.p + br.p2 - r.p3 + () em Q, (2.87) 
ôt 
ô() - .6.() + v.\1() = ~ âfs (r.p) âr.p em Q, (2.88) 
ôt 2 Ôr.p ât 
ôv ~ ) ôt - v.ó.v + (v.\l)v + \lp + k(J8 (r.p))v =a() em Qmz, (2.89 
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divv 
v 
o 
o 
juntamente com as condições de fronteira 
âr.p 
Ô7] 
e 
- o 
o 
v - o 
e as condições iniciais 
r.p(x, O) 
e(x, O) 
v(x, O) 
<po(x) 
eo(x) 
vo(x) 
em S, 
em S, 
em Smz, 
em n, 
em n, 
em Slmz(O). 
(2.90) 
(2.91) 
(2.92) 
(2.93) 
(2.94) 
(2.95) 
(2.96) 
(2.97) 
No que segue destacaremos alguns pontos relevantes sobre os resultados 
do Teorema 2.3.1. 
Observe que também neste caso temos solução forte para a equação do 
campo de fases (2.87) e da temperatura (2.88) e solução generalizada para a 
equação da velocidade (2.89) e as mesmas interpretações dadas para o caso 
bidimensional valem aqui também, exceto que e E C0 (Q). 
Neste caso temos que e E C([O, T]; WJ-(0)) e a condição inicial (2.96) faz 
sentido. 
A prova do Teorema 2.3.1 segue a mesma linha que no caso bidimensional. 
Prova do Teorema 2.3.1 : 
Como consequência da Proposição 2.3.1 da seção anterior, para E E (0, 1], 
qualquer solução (r.pê, vê, eê) E :\:'1 do problema (2.67)-(2.68)-(2.69) é unifor-
memente limitada em 22 (veja (2.86)) com relação a E. 
58 
Por este resultado e a imersão compacta de Z2 em X1 concluímos que 
existe (<p, v,()) E X1 e uma subsequência, também indexida por é, tais que, 
quando E t O temos as seguintes convergências: 
<pé -+ i.p em Lq(Q)(q ~ 2) 
"V <pé -+ "\l<.p em L6(Q)2 
<pé -..lo. i.p em Wi' 1(Q) 
()é 
-+ () em LlO(Q) 
"V ()é 
-+ "V() em L2(Q)2 
()é -..lo. () em Wi' 1(Q) 
v é -+ v em L2(0, T; H) 
v é -..lo. v em L2(0, T; V) 
Além disso, temos que <p E H 1f 3,116 (Q) e, pela estimativa (2.83), em 
particular temos que sup lcpé(x, t) I :$.Me (cpé)P16l :$. M. 
Q 
Assim, {<.pé} é uma família de funções equicontínuas e uniformemente 
limitada em Q. Pelo Teorema de Arzela-Ascoli (veja Lema 1.2.10) existe 
uma subsequência, que representaremos novamente por {<pé}, tal que <pé -+ <p 
uniformemente em Q. 
Agora podemos verificar que ( <p, v,()) E X1 é solução do problema (2.3)-
(2.4)-(2.5). 
o 
As provas de que v - O em Q s e de que k Us (<pé) - é) converge para 
k(J5 (<p)) em C 0 (Kmz), onde Km1 é um subconjunto compacto arbitrário de 
Qmz são as mesmas que as do caso bidimensional. De fato, temos as mesmas 
convergências que naquele caso pois o termo adicional nas equações regula-
rizadas do tipo Navier-Stokes produz um termo adicional positivo quando 
usamos a técnica dos multiplicadores nestas equações. 
Para completar a demonstração de que realmente temos uma solução 
generalizada do problema tridimensional, é necessário provarmos que élvé l4vé 
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converge para zero num sentido adequado quando c t O, (lembramos que este 
é o único termo diferente quando comparamos com as equações regularizadas 
do caso bidimensional). 
Para isto precisamos de uma estimativa adicional, obtida como se segue: 
multiplicamos a equação regularizada da velocidade por Ve, integramos em 
Qmz e usamos as desigualdades de Poincaré e Young para obter 
(2.98) 
Usando a estimativa (2.31) em (2.98) e o fato de ( 'Pe, Ve, Be) ser uniforme-
mente limitada em Z2 (veja (2.86)) com relação a c, obtemos 
(2.99) 
Agora estamos em condições de passar ao limite. 
Seja cp E C([O, T]; Wi(Omz(t))) com supp cp(x, t) subconjunto compacto 
em QmzUOmz(O), div cp(., t) =O para todo tE [0, T] e cp(., T) =O. Procedendo 
exatamente como na prova do Teorema 2.2.1 da Seção 2.2 (multiplicando a 
equação do tipo Navier-Stokes por cp, integrando, etc), podemos utilizar os 
mesmos argumentos e concluir que todos os termos têm como limite os termos 
corretos, com a única exceção do termo corresponde ao adicional cujo limite 
temos que provar que é zero. 
Para isto, observamos que, sendo cp como acima, pela desigualdade de 
Young temos que 
Mas podemos escrever c llveii~,Q do seguinte modo: 
c llveii~,Q = c116c516 llveJI~,Q = c116 (c116 Jiveii 6,Q) 5 • 
Combinando (2.99) e (2.101) obtemos 
c Jlveii~,Q ~ c116 (1JvollL1 + IIBoll;,n + II'Poll~i(n)t · 
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(2.100) 
(2.101) 
(2.102) 
Usando (2.102) em (2.100) tem-se 
é h !ve! 4ve<Pdxdt ~ Mé 116 (llvoll;,n + IIOoll;,n + II~Poll~i(n)) 
e, logo, 
é h lve 14 VecP dxdt -+ O quando é t O. 
Portanto, podemos passar ao limite todos os termos na equação regula-
rizada da velocidade e concluir que v é solução generalizada da equação do 
tipo Navier-Stokes do problema (2.3)-(2.4)-(2.5) para o caso tridimensional. 
Para verificarmos que <p é solução generalizada da equação do campo de 
fases, note que da convergência IPe-+ <p em L10 (Q) temos o mesmo resultado 
dado em (2.60) e passando ao limite na equação regularizada do campo de 
fases (phase field) podemos concluir que <p é solução generalizada da equação 
do campo de fases do problema (2.3)-(2.4)- (2.5) para o caso tridimensional. 
Finalmente, para verificarmos que fJ é solução generalizada da equação da 
temperatura usaremos as convergências Ve ~ v em L1013 (Q) 3 e 'VOe -+ \10 
o 
em L 2(Q)3 para obter, com Ç E W ~' 1 (Q) e Ç(x, T) =O, 
h (ve.'VOe) Ç dxdt-+ h (v. \lO) Ç dxdt 
e poder passar ao limite na equação regularizada da temperatura . 
Isto completa a prova que ( <p, v, O) é solução generalizada do problema 
(2.3)-(2.4)-(2.5) para o caso tridimensional. 
Agora, vamos analisar a regularidade da solução. 
Para isto, observe que com fJ E L 3 (Q) pelo Teorema 1.3.1 do Capítulo 1 
temos que <p E Wi'1(Q) n L 00 (Q) satisfazendo 
(2.103) 
Além disso, pelo Lema 1.2.9 do Capítulo 1 com n = 3 podemos concluir 
que <p E Hl/3,1/6(Q). 
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Para a temperatura, aplicando a teoria Lp (veja Lema 1.2.12 do 
Capítulo 1) com cp E L3 (Q), fs E Cl(IR) e v E L00 (0,T;H) e o resulta-
do de imersão dado no Lema 1.2.8 com n = 3 temos que () E Wi'1 (Q) n 
L10 ( Q) satisfazendo 
IIOIIw,Q ~ M il()ll~~b ~ M (llvollz,H + II'Pollw:}(n) + lleollw:}(n)) · (2.104) 
Usando novamente o Teorema 1.3.1 e o resultado de imersão dado no Le-
ma 1.2.8 do Capítulo 1 (argumento de bootstraping) com() E L10 (Q) obtemos 
<p E Wi01 (Q) n VX>(Q) satisfazendo 
II'PIIoo,Q ~ M II'PII~~~Q ~ M (JJ(a + b<p- 'P2)<pii 10,Q + II()II10,Q + II'Pollw;65(n)) 
(2.105) 
e, logo, 
Usando (2.103) em (2.106) obtemos 
II'PII~~Q ~ M (11()1110,Q + ll()ollz,n + II'Pollw;65(n)) · (2.107) 
Agora, vamos obter uma estimativa para II()II 10,Q usando a técnica dos 
multiplicadores na equação do calor. Multiplique esta equação por ()9 , integre 
por partes, use divv =O e a desigualdade de Young para obter 
(2.108) 
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Usando (2.107) em (2.108) e aplicando a desigualdade de Gronwall ao 
resultado obtemos 
(2.109) 
Agora, combinando (2.107) e (2.109) tem-se 
II'PIIi~Q ::; 11,{ (llBollw,n + II'Pollw;t5 (n)) · (2.110) 
Como 00 E Lm(n) param> 2 podemos efetuar cálculos análogos aos da 
Seção 2.2.1 e estimar a norma IJBilm,Q usando a não linearidade da equação 
da temperatura e o fato do div v = O. Portanto, pelo Teorema 1.3.1 para 
m = q > 2 podemos concluir que 'P E Wi·1 (Q) n L00 (Q) para q ?: 2. Além 
dissso, por (2.110) e o Lema 1.2.9 do Capítulo 1 temos que 'P E H 312•314 (Q). 
Isto completa a prova do Teorema 2.3.1. • 
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Capítulo 3 
Um modelo do tipo campo de 
fases para solidificação com 
convecção: ligas binárias 
Neste capítulo apresentaremos resultados de existência e regularidade para 
um modelo condução-convecção do tipo campo de fases (phase field) pa-
ra a solidificação de materiais impuros (ligas binárias). O modelo é uma 
adaptação do modelo apresentado no Capítulo 2, que incorporará uma nova 
variável, a concentração c(x,t) do soluto na liga e está baseado nos trabalhos 
de Caginalp [8], Voller [37] e Blanc [3] e será detalhado na Seção 3.1. A ca-
racterística fundamental do nosso modelo é ser um modelo para misturas de 
materiais dopantes; em outras palavras, nosso resultado de existência é obti-
do apenas com concentração inicial suficientemente pequena. Esta restrição, 
gerada pela não-linearidade que aparecerá na equação da concentração é de 
natureza puramente técnica, pois físicamente nada restringe a concentração 
inicial da solidificação de ligas. 
Como no caso de materiais puros, apresentaremos separadamente os casos 
bi e tridimensionais para tornar a exposição mais clara e destacarmos as 
particularidades de cada um. O procedimento técnico é análogo ao caso puro 
e, portanto, as técnicas usadas serão : teorema de ponto fixo, argumento de 
compacidade e argumento de bootstraping. 
Vale ressaltar que modelos do tipo campo de fases para a solidifição de 
ligas binárias que tratam os efeitos convectivos foram pouco explorados pois 
o acoplamento das equações de Navier-Stokes ao processo complica bastante 
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a análise do sistema de equações diferencias do modelo. 
3.1 Descrição do Modelo 
A solidificação de materiais impuros, tais como ligas ou misturas, é um pro-
cesso que depende da condução de calor e da redistribuição da impureza ou 
soluto na mistura. Esta redistribuição pode ser feita por difusão e convecção 
e isto torna o fenômeno um processo acoplado de condução de calor, difusão 
de material e efeitos convectivos. 
Vamos considerar uma liga binária, que é um sistema composto de dois 
materiais A e B com concentração c(x,t). O composto A é chamado solvente 
e B o soluto e a concentração c(x,t) representará a fração do material B na 
mistura. As mudanças de fase numa liga binária são governadas por seu 
diagrama de fase que descreve os estados termodinâmico nos quais as fases 
podem coexistir em equilíbrio termodinâmico (veja Alexiades [1] e Gordon 
[18]). 
Neste trabalho vamos tratar um modelo do tipo campo de fases (phase 
field) que descreverá os processos de condução, difusão e convecção da soli-
dificação de ligas binárias de modo bem simples. O nosso modelo para ligas 
será uma adaptação do modelo para materiais puros, descrito no Capítulo 2. 
Usaremos novamente a metodologia campo de fases (phase field) consi-
derada nas Seção 2.1 do Capiítulo 2 para descrever as mudanças de fase e 
trataremos a zona mushy novamente como um meio poroso, como foi sugerido 
no trabalho de Voller et al [37]. 
Deste modo, a equação do campo de fases não será alterada e é dada pela 
expressão (2.1) na Seção 2.1. 
Para o fluido, o termo fonte F, dependerá da concentração e, portanto, 
assumindo a hipótese de Boussineq, este termo é dado por 
com M 1 e M 2 constantes e Cr uma concentração referência. 
Por simplicidade, faremos F(e, c) =ãi 0+ õ:; c. 
Na formulação da equação da temperatura a única alteração que faremos é 
na expressão da energia relacionada com a condução de calor para introduzir 
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o fato que, para o caso da solidificação de ligas binárias, o calor latente muda 
numa faixa de temperaturas TL < T < T8 . Deste modo, a energia é por 
e fs =O T>TL, B+- se ou 2 
e= e (} + 2(1- fs) se O< fs < 1 ou TL < T < T8 , 
(} se fs = 1 ou T<Ts. 
com TL e Ts a temperatura liquidus e solidus respectivamente. 
Assim, o balanço de energia é análogo ao do Capítulo 2. 
Finalmente, para concentração vamos considerar o seguinte balanço ba-
seado na lei de Fick para difusão de material : 
De 
at- ~c+ v. 'V [(1- !s(r.p)) c]= o 
Portanto, considerando as regiões Qz, Qm e Qs definidas na Seção 2.1 
do Capítulo 2, nosso modelo para solidificação de ligas binárias é o seguinte 
sistema de equações diferenciais : 
o<p - o? ~r.p = ar.p + br.p2 - r.p3 + (} fJt 
ae _~(}+v. 'V()=~ Dfs (r.p) Dr.p 
ot 2 or.p ot 
em Q, 
em Q, 
fJv -+ -+ fJt - v~v + (v.'V)v + 'Vp + k(j5 (r.p))v =a1 B+ 0"2 c em Qmz, 
divv =O 
v=O 
o c fJt -~c+ v.\7 [(1- fs(r.p)) c]= O 
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o 
em Q8 , 
emQ, 
(3.1) 
juntamente com as condições de fronteira 
orp 
o 
ory 
e o 
v o 
o c o 
ory -
e as condições iniciais 
{ 
rp(x,O) 
B(x, O) -
c(x, O) 
v(x, O) 
<po(x) 
Bo(x) 
co(x) 
vo(x) 
3.1.1 Definição de solução generalizada 
em S, 
em s, 
em Smz, 
em s, 
em n, 
em n, 
em n, 
em Dmz(O). 
(3.2) 
(3.3) 
Nesta seção vamos dizer claramente o que entenderemos como solução gene-
ralizada do problema (3.1)-(3.2)-(3.3). 
Na seção 2.1.1 do Capítulo 2 já definimos solução generalizada para as 
equações do campo de fases (veja definição 2.1.1), temperatura (veja definição 
2.1.2) e velocidade (veja definição 2.1.3), portanto basta definirmos solução 
generalizada para a equação da concentração. Para isto, considere o seguinte 
problema 
OC ( n OC) ( n âj ) 
-
8 
- .6c + (1- fs) L vi(x, t)f). - L vi(x, t))~ c= z(x, t) em Q, 
t i=l Xz i=l Xz 
8c = 0 
ory 
c(x, O)= co(x) 
em S, 
emn. 
(3.4) 
Definição 3.1.1 Dizemos que c(x, t) é solução generalizada do problema 
(3.4) na classe V2(Q) (veja (1.1)) se c E V2(Q) e satisfaz a seguinte identidade 
integral: 
-h catdxdt+ k \lc\ladxdt + h(1- fs)v.\lcadxdt- k v.\lj8 cadxdt = 
67 
+h za dxdt + k c(x, O)a(x, O) dx (3.5) 
para toda a em W2
1
'
1 (Q) com a(x,T) =O, z E Lª1'r1 (Q), q1 e r 1 dados em 
(2.8) da Seção 2.1.1 do Capítulo 2, fs E CH IR), v e v.\7 fs satisfazendo 
ll t v} li < oo e llv.\7 fsllq,r < oo com r e q dados em (2.11) da Seção 2.1.1 z=l q,r 
do Capítulo 2. 
Agora, podemos definir claramente o que significa solução generalizada 
do nosso modelo (3.1)-(3.2)-(3.3) para ligas. 
Definição 3.1.2 Dizemos que ( cp, v, e, c) é solução generalizada do problema 
(3.1)-(3.2)-(3.3) na classe 
o 
W = V2(Q) x (L2 (0, T; V) n L00 (0, T; H)) x V2(Q)x v 2 (Q) 
o 
se cp E V2(Q), v E L 2(0,T;V) n L 00 (0,T;H), v = O q.t.p em Q8 , 
o 
e E Vz (Q), c E V2(Q) e as identidades integrais (2.7), (2.10), (2.13) e (3.5) 
são satisfeitas com /3, Ç, cfy e a dadas nas definições (2.1.1), (2.1.2),(2.1.3) e 
(3.1.1), respectivamente. 
3.2 Caso Bidimensional 
Para provarmos a existência de solução do problema (3.1)-(3.2)-(3.3) usa-
remos uma regularização análoga ao caso bidimensional de solidificação de 
materiais puros (veja Proposição 2.2.1 do Capítulo 2) e trataremos do mesmo 
modo as equações do tipo Navier-Stokes. 
Novamente, obteremos uma sequência de soluções regularizadas aplicando 
o Teorema de ponto fixo de Leray-Schauder. Depois, passaremos o limite nas 
equações regularizadas e obteremos a solução por argumento de compacidade. 
A característica fundamental dos modelos para ligas binárias que apresen-
taremos neste trabalho é serem modelos para materiais dopantes. Em termos 
matemáticos, isto significa que na aplicação do Teorema de Leray-Schauder 
(veja Lema 1.2.11 do Capítulo 1) as estimativas uniformes para o conjunto 
dos pontos fixos foi obtida somente no caso que uma certa norma da concen-
tração inicial é suficientemente pequena. Esta restrição é puramente técnica, 
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decorrente das não-linearidades da equação da concentração e aparece na 
prova da existência de solução do problema regularizado. 
3.2.1 Problema Regularizado 
Proposição 3.2.1 Suponha que: 
i) Sl C :fR? seja um domínio aberto limitado com 80. suficientemente regular 
e T um número positivo finito; 
ii) fs(.) E Cl( IR), O~ fs(z) < 1 for all z E IR; 
iii) a(x,t), b(x,t) são funções em L 00 (Q); 
iv) k(y) E C0 ( -oo, 1), k(O) = O, k(y) = O em IR-, k(y) não negativa e 
lim k(y) = +oo; 
Y-+1 
v) i.po E W~16 (D.) n Wi12H(D.) com O E (0,1); 
vi) Bo E W3413 (D.); 
vii) vo E H; 
viii) co E Wl(D.). 
Considere o seguinte espaço de Banach 
Se 
8
;to = Bo = O em 80. e JJc0 JJwl (D.) é sufucientemente suave. Então, 
ury 2 
para cada ê E (0, 1] existe uma única solução ( 'Pe, Ve, Be, ce) E X2 do seguinte 
problema: 
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divvê =O emQ, 
oeê _ t::,.() \lO _ ~ ofs ( ) orpê 
ot ê +vê. ê - 2 orp <pê ot 
(3.7) 
orpê o 07] -
ocê o - -07] em S, (3.8) 
()ê o 
vê o 
<pê(x,O) 'Poê(x) 
Oê(x,O) Ooê ( x) 
em n, (3.9) 
cê(x, O) - Coe(X) 
vê(x,O) Voe(X) 
Além disso, a solução ( 'Pe, vê, Oê) é uniformemente limitada com relação 
a E, no espaço 
z3 = Wi' 1(Q) X Zv X Wi' 1(Q) X Wi' 1(Q) (3.10) 
com Zv = L2 (0, T; V) n D)Q(O, T; H). 
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O que segue são alguns comentários sobre as caracteríticas similares e/ou 
diferentes entre a prova da proposição acima e a prova da Proposição 2.2.1 
dada na Seção 2.2.1 do Capítulo 2. 
A prova da Proposição 3.2.1 é análoga a da Proposição 2.2.1 do ponto de 
vista das técnicas que serão empregadas, porém com algumas particularida-
des originadas pelas não-linearidades da equação da concentração. 
Nesta prova novamente a dimensão do espaço, a regularidade da equação 
do tipo Navier-Stokes e da equação do campo de fases terão um papel im-
portante nos argumentos que usaremos para passar o limite nas equações 
regularizadas. 
Por outro lado, além da não-linearidade da equação da temperatura, 
também as não-linearidades da equação concentração influenciarão na apli-
cabilidade da teoria Lp para equações parabólicas (veja Lemas 1.2.13 e 1.2.14 
do Capítulo 1) ao problema e relacionarão a dimensão com a regularidade 
da equação do tipo Navier-Stokes e a regularidade do campo de fases. 
Estas não-linearidades afetam a escolha da ordem das equações do proble-
ma regularizado, alterando, assim, a escolha do espaço X2 e, também, todo 
o processo de aplicação do Teorema de ponto fixo. 
Como optamos pelo mesmo tipo de regularização para os casos bidimen-
sionais, tanto para materiais puros quanto para ligas binárias, não obteremos 
mais regularidade para a velocidade do que L4 (Q)2 devido ao termo do tipo 
Carman-Koseny e, portanto, a regularidade do campo de fases será funda-
mental tanto na aplicação do Teorema de ponto fixo como na prova que v se 
o 
anula em Qs. 
Outro ponto importante é o fato de provarmos que o conjunto dos pontos 
fixos do operador quaselinear T(À, .) é limitado em X2 somente quando a 
norma Wl ( n) da concentração inicial c0 ( x) é suficientemente pequena (esta 
pequenez será claramente explicada durante a prova). 
Prova da Proposição 3.2.1 : 
Por simplicidade de notação, omitiremos o subíndice c no que segue. 
Agora, para cada ).. E [0, 1] considere o operator T(À, .) : X2 -+ X2 que 
associa cada (c/J, u, w, z) E X2 com T(J.., cp, u, w, z) = (<p, v, e, c) única solução 
do seguinte problema : 
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~~ - a 2 tlc.p = ac.p + bc.p2 - cp3 + Àw 
ôv 
ôt - vtlv + (v.\l)v + \lp + k(j8 (c.p)- E)v =À (aiw + <J1z) 
div v= O 
ôc 
ôt - Llc + v.\7 [(1- j 8 (c.p)) c]= O 
{ 
ôcp _ ac _e 
ÔTJ - Ô1]- - o 
v o 
{ 
<p(x, O) = 
O(x, O) = 
c(x, O) = 
v(x, O) = 
!.po ( x) 
eo(x) 
co(x) 
vo(x) 
emQ, 
(3.11) 
em S, (3.12) 
em n, (3.13) 
Para verificarmos que T(À, .) está bem definido em X2 (veja 3.6) para 'V,\ 
vamos aplicar o Teorema 1.3.1 e o Lema 1.2.8 do Capítulo 1 com n = 2, 
w E L6 (Q) para obter c.p E Wi'1(Q) n VX)(Q). 
Para as equações do tipo Navier-Stokes pelo o Teorema 1.4.1 da seção de 
problemas auxiliares do Capítulo 1 temos que v E L2 (0, T; V) n L00 (0,T;H) 
e por interpolação, v E L4 (Q) 2 . 
Agora, pela teoria Lp para as equações parabólicas (veja Lema 1.2.13 do 
Capítulo 1) e o Lema 1.2.8 com n = 2, <P E L 6 (Q), fs E Cg( IR) e v E L4 (Q) 2 
podemos concluir que e E W:f'1(Q) n L 00 (Q). 
Observe que a não-linearidade na equação do calor e, consequentemente, 
a dimensão do espaço e a regularidade de v controlam a aplicabilidade da 
teoria Lp para as equações parabólicas (Lema 1.2.13). 
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Para a concentração, usando o Lema 1.2.14 dado no Capítulo 1 com n = 2, 
fs E C~( JR), \lcp E L 6 (Q) 2 e v E L4 (Q) 2 temos que existe uma única solução 
c E W2 '
1 (Q) n L 10 (Q). 
No te que, agora, também a regularidade de cp controla a aplicabilidade 
do Lema 1.2.14. 
Pelas conclusões acima, T()., .) está bem definido de X2 em X2 • 
Para provarmos que T(À, .) é contínuo em X2 para qualquer À fixo em 
[0,1] vamos tomar {(<Pn,Un,Wn,zn)} convergindo forte para (</>,u,w,z) em 
x2. Então, para T(À, <l>n, Un, Wn, Zn) =( 'Pn, Vn, en, Cn) e 
W = Wi' 1(Q) X Wv X Wi' 1(Q) X Wi' 1(Q) 
com Wv = {v I v E L2 (0, T; V), v E L2 (0, T; V')} e V' o espaço dual de V, 
podemos provar que li(cpn, Vn, en, cn)!!w < M Vn, portanto existe uma sub-
sequência {(cpk, Vk, ek, ck)} que converge para (cp, v, e, c) fraco em w. Como 
a imersão de W em X2 é compacta temos que {(cpk,vk,ek,ck)} converge pa-
ra (cp,v,e,c) forte em X2. Resta verificar que T(À,</>,u,w,z) = (cp,v,e,c). 
Para isto passando o limite no problema (3.11)-(3.12)-(3.13) com relação a 
subsequência podemos provar que ( cp, v, e, c) satisfaz (3.11)-(3.12)-(3.13) no 
sentido das distribuições, pela unicidade do limite e a escolha arbitrária da 
subsequência a prova da continuidade está completa. 
Os resultados que T(À, .) é compacto e uniformemente contínuo com re-
lação a À são provados de modo similar ao caso bidimensional para materiais 
puros e estas verificações serão omitidas. 
Agora, considere o problema (3.11)-(3.12)-(3.13) com À = O, tome dois 
elementos (0, </>1, u1, w1, z 1) e (0, <,D2, u2, w2, z2) e as correspondentes soluções 
T(o, <l>i, ui, wi, zi) =(cpi, vi, ei, ci) (i= 1, 2). 
Subtraindo o problema (3.11)-(3.12)-(3.13) em ( cp2, v2 , e2 , c2) com À = O 
de (3.11)-(3.12)-(3.13) em (cp1, v1, e1, c2) com À= O obteremos um problema 
quaselinear em ( cp, V, e, c) = ( 'Pl - !.p2, V1 - V2, el - e2, C1 - c2). 
Claro que este problema dará um pouco mais de trabalho que o anterior, 
devido a equação da concentração, mas as regularidades que temos permitem 
aplicarmos a técnica dos multiplicadores e a desigualdade de Gronwall ao 
problema e provarmos que 'Pl = cp2, el = e2, vl = v2 e cl = c2. 
Finalmente, para completarmos a prova, devemos estimar o conjunto dos 
pontos fixos de T(À, .). Se ( cp, v, e, c) E X2 é um ponto fixo de T(À, .), então 
deve satisfazer o seguinte problema: 
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em Q, (3.14) 
ôv (-+ -+ ) ôt - v/).v + (v.V')v + V'p + k(j8 (<p- é)v =À o-1 e+ o-2 c em Q, (3.15) 
divv =O 
ae - f).e + v.\i'e =À~ ôfs ( <p) Ô<p 
ôt 2 Ô<p ôt 
ôc ôt -/).c+ v.\7 [(1- fs(cp)) c] =O 
{ ~~=:~=e = o 
v = o 
{ 
cp(x, O) = <po(x) 
e(x, O) = eo(x) 
c(x, O) = co(x) 
v(x, O) = vo(x) 
emQ, 
em Q, (3.16) 
em Q, (3.17) 
em S 
em n 
Vamos usar a técnica dos multiplicadores para obtermos estimativas uni-
formes para o ponto fixo de T(À,. ). Assim, multiplique as equações (3.14) e 
(3.16) por r.p and e, respectivamente, integre por partes, use a desigualdade 
de Young e some o resultado para obter 
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Novamente, multiplicando a equação (3.14) por c.p e depois por -!::::..c.p, 
integrando por partes e usando a desigualdade de Young temos que 
M (!iV'c.poll;,n + foT Jn IBI2 dxdt + foT k lc.pl2 dxdt + foT k lc.pl 4 dxdt) 
(3.20) 
Usando as estimativas (3.18)-(3.19)-(3.20), a desigualdade de Gronwall e 
o Lema 1.2.8 do Capítulo 1 obtemos 
II'PIIp,Q :::; M II'PII~~b :::; M (IIBollz,n + II'Pollwi(n)) (3.21) 
com p > 2. 
Aplicando o Lema 1.2.14 do Capítulo 1 na equação (3.14) e aproveitando 
a sua não-linearidade temos que 
Agora, para estimar IIBII 6,Q, multiplique a equação (3.16) por 06 , integre 
por partes, use que di v v = O e obtenha 
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Combinando as estimativas (3.21)-(3.22)-(3.23), usando a desigualdades 
de Young e Gronwall tem-se 
IIBII6,Q :S M (11Boll6,n + II'Pollw;/3 (n)) (3.24) 
Agora, combinando as estimativas (3.22) e (3.24) concluímos 
(3.25) 
Observe que no caso bidimensional para materiais puros não foi necessário 
obtermos a regularidade dada em (3.24) para temperatura. Esta é necessária 
para termos (3.25), ou melhor, '\l<p E L 6(Q) 2 e podermos aplicar o Lema 
1.2.14 na equação (3.17) com q = 2 e calcular a seguinte estimativa 
llcll~~b :S 
M (llcollwJ(n) llvii4,Q + llcollwJ(n) llviJ4,Q llôcpfslioo,Q ll\7<pJI6,Q + JlcoJiwJ(n)) 
(3.26) 
Para obtermos as estimativas para velocidade vamos multiplicar escalar-
mente a equação (3.15) por v, integrar por partes e usar Young para obter 
~ Jn v2dx +i fot k j\7vj2 dxdt + k k Us (<p)- é) v2dx::; 
M (llvoJI~ + foT Jn JBJ 2 dxdt + foT k Jcj 2 dxdt) (3.27) 
Este é o ponto crucial desta prova. Para entendermos claramente o que 
está acontecendo, vamos, primeiro, usar (3.25) em (3.26) e concluir 
(3.28) 
Agora, por (3.27) e o Lema de interpolação 1.2.3 do Capítulo 1 tem-se 
(3.29) 
Portanto, por (3.28) e (3.29) fica claro que não podemos desacoplar a 
norma da velocidade e a norma da concentração sem usar a norma de c0 ( x). 
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Se tivessemos tentado obter uma estimativa da norma licii 2,Q diretamente 
da equação (3.17), usando a técnica dos multiplicadores obteríamos 
Observe que pelo Lema 1.2.9 do Capítulo 1 com n = 2 e q = 6 e a 
estimativa (3.25) temos <p E H 4 / 3,213(Q), logo, \lrp E VX)(Q), mas ainda 
assim não é possível obtermos a estimativa desejada. 
Portanto, pelo que foi exposto acima, se llcollw:}(n) ~ M então 
Assim, pelo Teorema de Leray-Schauder T(1, .) tem um ponto fixo e, 
consequentemente o problema (3. 7)-(3.8)- (3.9) tem solução em X2 . 
Vamos provar que esta solução é única. Por simplicidade, omitiremos o 
índice E no que segue. 
Considere <pi, vi, Oi e ci (i = 1, 2) duas soluções of problem (3.7)-(3.8)-
(3.9), então a diferença <p = <p1 - <p2 , v= v1 - v2 , fJ = 01 -02 e c 1 - c2 satisfaz 
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?f![ - a 2 ~cp = B(x, t)c.p +e 
f!Jt- v6::.v + \7p+ k(j5 (<p1)- é)v =ate+ (v2.\7)v2- (vl.\7)vl 
+ (k(J5 (i.p2- é)- k(Js(c.pl)- é)) V2 
div v= O 
flJt- ~() + V1.\7e = -v.\7e2 + Ôrpfs(c.pl)<(J 
+ (ârpfs('P2)- Ôrpfs(c.pl)) </J2 
fft -~c+ V1. (1- fs(c.pl)) \7c- vlârpfs(cpi)\7cplc = 
Us(cp2) - fs(c.pi)) V2 \7c2- -v. (1- fs(c.pi)) \7c2 
-v2ârpfs ( <p2)c2 \7 <p - vârpfs ( <p2)c2 \7 <p1 
+ ( Ôrpfs ( <p2) - Ôrpfs ( i.p1)) V1 \7 cpl C2 
{ ~=~=e=o v = o 
{ 
c.p(x, O) = e(x, O) = c(x, O) = O 
v(x,O) = O 
em S, 
em n. 
com B(x,t) =a+ b(cpl + <p2)-(cpi + <p1cp2 + c.p§) e m.2xB < IJalloo + IJbiJ~. 
Q 
emQ, 
A prova da unicidade é análoga a prova dada na Seção 2.2.1 do 
Capítulo 2 exceto o que diz respeito a concentração. 
Portanto, aplicando a técnica dos multiplicadores na equação do campo 
de fases, da temperatura e da velocidade obtemos 
~ Jn c.p2dx + fot Jn l\7cpl2 dxdt:::; M (IJcpJJ;,Q + 11e11;,Q) (3.34) 
llcpllp,Q :::; M llcpll~~b :::; M IIBII;,Q (3.35) 
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~ k v2dx + ~ fot k jvvj2 dxdt + k k(f8 (<p 1)- c)v2dx::; 
M (llvii;,Q + IIBII;,Q + licii;,Q) (3.36) 
~ k 82dx + fot k jvBI 2 dxdt ::; M (llvii;,Q + IIBII;,Q) (3.37) 
com p;:::: 2. 
Agora, multiplicando a equação da concentração por c(x, t), integrando 
por partes, usando as estimativas (3.35) e (3.36) obtemos 
~ k c2dx + fot k l\7cl 2 dxdt < M (IIBII;,Q + II'PII;,Q) + licii;,Q (3.38) 
Somando as estimativas (3.34), (3.36), (3.37) e (3.38) temos que 
d 
dt (II'PII; + llvll; + IIBII; + llcll;) ::; o 
Integrando e usando II'Poll;,n = llvoll;,n = IIBoll;,n = llcoll;,n =O obtemos 
o resultado desejado. 
Agora, para finalizarmos, vamos analisar a regularidade da solução. 
Devemos provar que a sequência de soluções regularizadas é uniforme-
mente limitada, com relação a c, em 
z = Wl' 1(Q) X Zv X Wi' 1(Q) X Wi' 1(Q) 
com Zv = L 2 (0, T; V) n D)O(O, T; H). 
Para isto, vamos escolher 
'Poe --+ !.po em w~16 (0) 
Boe--+ Bo em wt13 (0) 
Coe--+ Co em w2l(O) 
Voe--+ Vo em H 
(3.39) 
Assim, pelas estimativas (3.31) e (3.32) temos que Ve é uniformemente 
limitada em Zv. 
79 
Além disso, aplicando o Teorema 1.3.1 do Capítulo 1 com Be E L6 (Q) 
temos que 'Pe E Wi'1(q) n ux:;(Q) e satisfaz a estimativa (3.25). 
Para temperatura, vamos aplicar o Lema 1.2.13 com n = 2, <Pe E L 6 (Q), 
fs E Ci(IR) e Ve E L4 (Q) 2 para obter Be E Wf' 1(Q) n VX)(Q) satisfazendo 
IIBeJI~~b < M (JiveJI4,Q JJ8oellw;/3(n) + llâ~fslloo,Q JI<Peii6,Q + JJBoellw;/3(n)) 
(3.40) 
Usando as estimativas (3.25), (3.31) e (3.32) e o Lema 1.2.8 tem-se 
JJBelloo,Q < M JJ8eJI~2 ) :S M (11voell2,n + li'Poellw:/6(n) + IIBoellw,if3(n)) (3.41) 
Finalmente, para a concentração vamos aplicar o Lema 1.2.14 do 
Capítulo 1 com n = 2, \l'Pe E L 6 (Q) 2 , fs E C~(IR) e Ve E L4 (Q) 2 para obter 
Ce E Wi' 1 (Q) n L 10 (Q) satisfazendo a estimativa (3.33) e temos o resultado 
desejado. 
Isto completa a prova da Proposição 3.2.1. • 
3.2.2 Existência e Regularidade da Solução 
Nesta seção provaremos um resultado de existência e regularidade para o 
problema (3.1)-(3.2)-(3.3) usando os resultados da Proposição 3.2.1 da seção 
anterior, argumentos de compacidade e argumento de bootstraping. 
Teorema 3.2.1 Suponha que: 
i) n c :IR? seja um domínio aberto limitado com âfl suficientemente regular 
e T um número positivo finito; 
ii) fs(.) E Ct(lR), O :S fs(z) :S 1 for all z E IR; 
iii) a(x,t), b(x,t) são funções em L 00 (Q); 
iv) k(y) E C0 ( -oo, 1), k(O) = O, k(y) = O em 1R-, k(y) não negativa e 
lim k(y) = +oo; 
Y-+1 
80 
vi) Bo E w;-21P(S1) para 2 ::; p < 4; 
vii) voE V; 
viii) Co E w;-2/k(Sl) n W{/2+8(S1) com 6 E {0,1) e 2 :S k < 4. 
Se Ô~o = ~~ = 80 =O em ôS1 e Jlc0 JJwJ(n) é suficientemente pequena. 
Então, existem 
que verificam o seguinte sistema de equações : 
Ôcp 2 2 3 ôt - a L':::.cp = a<p + bcp - <p + e 
ôB _!:::.O+ v.V'O = ~ ôfs (cp) Ôtp 
ôt 2 Ôtp ôt 
ôv ôt - vt:::.v + (v.V')v + V'p + k(f8 (tp))v _ 
divv = O 
v = o 
ôc ôt -!:::.c+ v.V' [(1- fs(cp)) c] =O 
81 
em Q, 
em Q, 
emQ, 
juntamente com as condições de fronteira 
acp 
o ary 
a c o -ary 
() 
-
o 
v o 
e as condições iniciais 
cp(x,O) 
()(x, O) 
c(x, O) 
v(x, O) 
-
-
cpo(x) 
(}O (X) 
co(x) 
vo(x) 
em S, 
em S, 
em S, 
em Smt, 
em n, 
em n, 
em n, 
em Dmt(O). 
Nesta prova entenderemos solução generalizada no sentido das definições 
dadas na Seções 2.1.1 do Capítulo 2 e Seção 3.1.1 deste capítulo. 
A prova é similar a prova do Teorema 2.2.1 do Capítulo 2 e, por esta 
razão, vamos destacar apenas os pontos referentes a equação da concentração 
e analisar apenas as convergências dos termos não-lineares. Para os outros 
termos, as convergências são obtidas de modo usual e serão omitidas. 
Prova do Teorema : 3.2.1 
Como consequência da Proposição 3.2.1 da seção anterior, para ê E (0, 1], 
a sequência ( cpg, Vg, ()é, Cg) E X2 é uniformemente limitada em Z3 (veja (3.39)) 
com relação a ê. Usando este resultado e a imersão compacta de Z 3 em X2 
concluímos que existe ( cp, v,(), c) E X 2 e uma subsequência, também indexada 
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por E, tais que, quando E + O temos as seguintes convergências: 
<pé -t <p em Lq(Q) (q 2: 2) 
V' <pé -t \i'<p em L6(Q? 
<pé ---lo. <p em Wl'1 (Q) 
cê -t c em LlO(Q) 
V'cê -t V' c em L2(Q)2 
Ct;; ---lo. c em Wi'1(Q) 
eê -t e em V(Q) (p 2: 2) 
V'Bê -t \78 em L3(Q)2 
eê ---lo. e em Wi'1(Q) 
vê -t v em L2(0,T;H) 
vê ---lo. v em L2(0, T; V) 
Além disso, temos que <p E H 413•213 (Q) e pela estimativa (3.25), em par-
ticular, sup I'Pê(x, t)l :::; M, sup IVr.pêl:::; Me (r.pê)~2/3 ) :::; M. 
Q Q 
Assim, {<pé} e {V' <pé} são famílias de funções equicontínuas e uniforme-
mente limitada em Q e pelo Teorema de Arzela-Ascoli (veja Lema 1.2.10) 
existem subsequências, que representaremos novamente por {<pé} e {V' <pé} 
tais que <pé -t <p uniformemente em Q e V' <pé -t V' <p uniformemente em Q. 
Para verificarmos que c( x, t) é uma solução generalizada da equação da 
concentração, vamos tratar a equação regularizada da concentração do se-
guinte modo: 
8cê ( ôt - .6.cê + (1- fs <pé)) vê.V'cê- 8<pfs(r.pê)vê.\7<pêcê =O (3.42) 
Agora, corno fs ( <p) e 8<pfs ( <p) são contínuas e <pé converge uniformemente 
ternos que fs (<pé) -t fs ( <p) e 8<pfs ( cpê) -t ô<pfs ( <p) uniformemente. Então, com 
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estas convergências, a convergência uniforme de 'Vrpé, vé __....v em L 4 (Q) 2 e 
'Vcé-+ Vc em L 2(Q) 2 obtemos 
h &cpfs( rpé)vé.'Jrpécé O" dxdt -+ h Ôcpfs ( rp )v.'J rpc a dxdt 
para toda O" E Wi' 1(Q) com a(x, T) =O. 
(3.43) 
Usando (3.43) e passando o limite na equação regularizada (3.42) con-
cluímos que c(x, t) é solução generalizada da equação (3.42). 
Portanto, obtemos a solução generalizada do problema (3.1)-(3.2)-(3.3). 
Vamos, agora, analisar a regularidade da solução obtida. 
Usando os mesmos argumentos do Teorema 2.2.1 do Capítulo 2 podemos 
concluir que rp E Wi· 1(Q) n Hr,rf2 (Q) com T = ~(q- 1), (q > 4) e também 
que() E Wi·1(Q) n H 213•113 (Q) com (2::; p < 4). 
Para a concentração vamos aplicar o Lema 1.2.14 do Capítulo 1 com 
n = 2, q = 2, fs E Ct{ ffi), v E L4 (Q) 2 e 'Jrp E L5 (Q)2 para obter 
c E Wi' 1 (Q) n L 10 (Q). 
Agora, usando um argumento de bootstraping com 'Jrp E Lª(Q) 2 (q 2: 6) 
obtemos c E W~'1 (Q) n L 00 (Q) com (2::; k < 4). 
Isto completa a prova do Teorema 3.2.1. • 
3.3 Caso Tridimensional 
A abordagem do nosso modelo para o caso tridimensional segue a metodolo-
gia introduzida na Seção 2.3.1 do Capítulo 2 para materiais puros. 
Faremos a mesma regularização nas equações do tipo Navier-Stokes e usa-
remos os mesmos argumentos para obter a solução do problema. A diferença 
técnica fundamental entre os dois casos são as dificuldades geradas pelas não-
linearidades da equação da concentração, que no caso das ligas, complicam 
a aplicação do Teorema de ponto fixo. 
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Por outro lado, como a diferença fundamental entre os casos bi e tridi-
mensionais para as ligas é a regularização das equações do tipo Navier-Stokes, 
tópico já explorado na Seção 2.3.1 do Capítulo 2, esta seção será um resumo 
dos pontos mais relevantes do caso tridimensional. 
3.3.1 Problema Regularizado 
Proposição 3.3.1 Suponha que: 
i) n C IR' seja um domínio aberto limitado com ôfl suficientemente regular 
e T um número positivo finito; 
ii) fs(.) E Cl(JR), O::; fs(z) < 1 for all z E IR; 
iii) a{x,t), b(x,t) são funções em DX)(Q); 
iv) k(y) E C0 ( -oo, 1), k(O) = O, k(y) = O em JR-, k(y) não negativa e 
lim k(y) = +oo; 
Y-+1 
o 
vi) Bo E W §(0.); 
vii) vo E V; 
viii) Co E Wi (Q). 
Considere o seguinte espaço de Banach 
Se Ô~o =O em ôfl. Então, para cada c E (0, 1] existe uma única solução 
( <pg' V e' Be) E x2 do seguinte problema : 
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ârpe 2 i\ b 2 3 () Dt -a urpe = arpe + 'Pe - cpê + e 
divve =O 
{ 
~e = ~~ = ()e = O 
Ve = 0 
{ 
rpe(x, 0) = 
ce(x, O) = 
Be(x, O) = 
ve(x, O) = 
'Poe(x) 
coe(x) 
Boe(x) 
voe(x) 
emQ, 
em S, 
em n. 
Além disso, a solução (rpe, ve, ()e) é uniformemente limitada com respeito 
a ê, no espaço 
z4 = w;'1(Q) X Zv X Wi'1(Q) X Wi'1(Q) 
com Zv = L 2 (0, T; V) n vx)(O, T; H). 
Prova da Proposição 3.3.1 : 
(3.45) 
Para cada À E [0, 1] considere o operator T(.\, .) : X2 ~ X2 que asso-
cia cada ( c/J, u, w, z) E X2 com T(À, cp, u, w, z) = ( rp, v,(), c) única solução do 
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seguinte problema : 
orp - c? /::).r.p = ar.p + br.p2 - rp3 + Àw 
at 
div v= O 
{)() - /::)..() + v. V'() = À~ â !s ( rp) or.p 
at 2 âr.p ot 
~ -/:).c+ v. V' [(1- fs(r.p)) c] =O 
{ 
r.p( x, O) = r.po (x) 
B(x, O) = Oo(x) 
c(x, O) = co(x) 
v(x, O) = vo(x) 
emQ, 
em S, 
emn. 
Para provarmos que T(À, .) está bem definido em X2 usaremos seguintes 
os resultados : Teorema 1.3.1, Teorema 1.4.2, Lema 1.2.12 e o Lema 1.2.8 
dados no Capítulo 1. 
O ponto relevante desta parte é que a solução das equações do tipo Navier-
Stokes é única, o que permite falarmos do operador T(À, .) e não de uma 
seguência de operadores e, além disso, esta solução tem a regularidade ne-
cessária para a aplicação da teoria Lp das equações parabólicas lineares (veja 
Lemas 1.2.13 e 1.2.14 do Capítulo 1) nas equações da temperatura e do con-
centração. 
Vale destacar que se tivessemos tentado a mesma regularização do caso 
bidimensional teríamos regularidade em D'0 (0, T; H), o permitiria aplicarmos 
o Lema 1.2.12 mas não garantiríamos a unicidade e, portanto, o operador 
T(À, .) não estaria bem definido. Logo, o ponto relevante é a unicidade da 
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solução das equações do tipo Navier-Stokes. Além disso, observe, também, 
que se tivessemos usado no caso bidimensional a regularização usada neste 
caso obteríamos os mesmos resultados. 
Do ponto de vista puramente técnico (só prova da existência de solução) 
a escolha do tipo de regularização não é tão relevante mas do ponto de vista 
computacional fica evidente que o problema aproximado do caso bidimensio-
nal, tando para materias puros como para ligas, é mais simples do que o do 
caso tridimensional e que o tratamento numérico de um caso para o outro 
não é direto nem similar. 
Nas provas da continudade em X2 , da compacidade, da continuidade uni-
forme em À e a unicidade do problema regularizado acima para >. = O o 
procedimento é o mesmo das prova da Proposição 3.2.1 com as particulari-
dades mencionadas na Proposição 2.2.1 do Capítulo 2 no que se refere ao 
termo adicional êJvJ 4v das equações do tipo Navier-Stokes. Os pontos fun-
damentais destas etapas são os resultados que v E L6(Q)3 e 
(3.46) 
Na prova da estimativa uniforme dos pontos fixos de T(>., .) destacamos a 
mesma dificuldade encontrada na prova da Proposição 3.2.1 da seção anterior, 
ou seja, este resultado só é obtido quando a norma W}(D) da concentração 
inicial c0 é suficientemente pequena. Como já foi mencionado, isto ocorre 
devido as relações não-lineares entre a velocidade e a concentração. Em 
particular, para obtermos uma estimativa do tipo (3.26) aplicamos o Lema 
1.2.12 do Capítulo 1 na equação regularizada da concentração para obter 
!lc!IIO,Q ::; M llcll~~b ::; 
Observe que não podemos aplicar o Lema (1.2.14) pois a estimativa da 
norma 11 v !! 6,Q não é uniforme em E. 
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Portanto, além da pequenez temos perda de regularidade da concentração. 
Estes comentários são suficientes para concluímos que o problema regu-
larizado dado na Proposição 3.3.1 tem solução em X2 (veja (3.44). 
Sobre a unicidade das soluções temos que os argumentos são similares aos 
da prova dada na Seção 3.2.1 pois ao aplicamos a técnica dos multiplicadores 
nas equações do tipo Navier-Stokes, o termo adicional êjvJ 4v vai produzir um 
termo positivo (veja 3.46), e logo, não influenciará nos cálculos que foram 
efetuados. 
Para a regularidade, pelo Teorema 1.3.1 e o Lema 1.2.12 do Capítulo 1 
temos que a solução é uniformemente limitada com relação a é no espaço 
z = w;'1(Q) X Zv X Wi' 1(Q) X Wi' 1(Q) 
com Zv = L2 (0, T; V) n L 00 (0, T; H). 
Observe que também para a temperatura houve uma perda de regulari-
dade. 
Isto completa a prova da Proposição 3.3.1. • 
3.3.2 Existência e Regularidade da Solução 
Agora, vamos provar o nosso resultado principal de existência e regularidade 
para o caso tridimensional para solidificação de ligas binárias. 
Teorema 3.3.1 Suponha que: 
i) n c ~ seja um domínio aberto limitado com an suficientemente regular 
e T um número positivo finito; 
ii) fs(.) E Ct(IR), OS fs(z) < 1 for all z E 1R; 
iii) a{x,t}, b(x,t) são funções em L 00 (Q); 
iv) k(y) E C 0 ( -oo, 1), k(O) = O, k(y) = O em IR-, k(y) não negativa e 
lim k(y) = +oo; 
Y~l 
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vii) vo E V; 
viii) Co E WJ(S1). 
âcpo 
Se âry =O em an e ilcoilw:t(n) é suficientemente pequena. Então, existem 
v E L2 (0, T; V) n L00 (0, T; H) 
que verificam o seguinte sistema de equações : 
âcp 2 2 3 
- - a b..r.p = ar.p + br.p - r.p + e ât 
âB _ b.B+v.\le = ~8fs (r.p)8r.p 
at 2 ar.p at 
a v 
at - vb.v + (v.'V)v + 'Vp+ k(fs(r.p))v -
divv = O 
v = o 
a c Dt - ÂC + v.\1 ((1- j 5 (r.p)) c) = 0 
90 
em Q, 
em Q, 
em Qmz, 
emQ, 
juntamente com as condições de fronteira 
o<p o 
07} 
o c o 07} 
e o 
v - o 
e as condições iniciais 
cp(x, O) - cpo(x) 
e(x, O) - 6o(x) 
c(x, O) - c0 (x) 
v(x, O) - vo(x) 
Prova do Teorema 3.3.1 : 
em S, 
em S, 
em S, 
em Smz, 
em n, 
em n, 
em n, 
em Omz(O). 
A demonstração deste Teorema segue as linhas gerais das provas dadas 
no Teorema 2.3.1 do Capítulo 2 e no Teorema 3.2.1 da Seção 3.2.1. 
Destacamos, nestes resultados, a convergência do termo adicional Eiv!4v 
dada na prova do Teorema 2.3.1 e a convergência da equação regularizada 
da concentração dada na prova do Teorema 3.2.1. 
Portanto, a prova do Teorema 3.3.1 está completa. • 
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Capítulo 4 
Conclusões Gerais 
Neste trabalho apresentamos resultados de existência e regularidade para al-
guns modelos matemáticos, relativamente simples (primeiras aproximações) 
de condução-convecção do tipo campo de fases que tratam de problemas de 
solidificação de materiais puros ou impuros (ligas). Para o caso de ligas 
binárias, tratamos um modelo que descreve a solidificação de materiais do-
pautes, isto é, materiais com concentração inicial do soluto suficientemente 
pequena. 
A característica fundamental dos modelos analisados neste trabalho é a 
de descreverem a mudança de fase através da fração sólida, que por sua 
vez depende apenas do campo de fases. Modelos um pouco mais realísticos 
poderíam incluir também a influência de outras variáveis como, por exemplo, 
a temperatura. 
Neste contexto, para o modelo de materiais puros, por exemplo, teríamos 
!s = !s ( <p' e) e o seguinte sistema de equações diferenciais : 
arp - 0:2 t::..rp = arp + brp2 - rp3 + e 
at 
(1- !_ôfs(rp e))ae -t::..e+v.\le=~8fs(rp e)arp 
2 ae ' at 2 arp ' at 
av ~ 
at - v!::..v + (v.\7)v + \7p + k(fs(rp, e))v =()e 
div v= O 
v=O 
em Q, 
em Q, 
em Qml' 
Matematicamente, o problema torna-se bem mais complicado e ao ten-
tarmos adotar a mesma metodologia (regularização, técnica de ponto fixo 
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e argumentos de compacidade) empregada neste trabalho, para resolver o 
problema acima, encontramos, como obstáculo inicial, dificuldade em apli-
car a teoria Lp das equações diferenciais. Portanto, estas técnicas devem ser 
aprimoradas para poderem ser utilizadas em tal modelo. 
Além desta, outras modificações podem ser feitas para que estes modelos 
sejam aperfeiçoados. Por exemplo, poderíamos introduzir o termo convectivo 
ejou a influência da concentração, através de um termo fonte, na equação 
do campo de fases. Ou considerar os parâmetros termodinâmicos, tais co-
mo condutividade térmica, coeficiente de difusão e o parâmetro de dilatação, 
variando durante o processo. Ou, ainda, introduzir a influência da variação 
da densidade de massa do material durante a mudança de fase. Também 
poderíamos considerar o calor latente função da algumas variáveis termo-
dinâmicas (temperatura e/ou concentração). 
Outro aspecto interessante do problema considerado é o de tentar obter 
soluções numéricas. Uma vez que temos garantida a existência da solução, 
poderíamos utilizar, por exemplo, o método de Galerkin (para uso posterior 
do método dos Elementos Finitos). Este tipo de tratamento está em fase 
inicial de investigação. 
De modo geral, é de nosso interesse analisar alguns dos aspectos anterior-
mente citados para aprimorar nossos modelos e dar continuidade à pesquisa. 
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