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The electronic structure of a vortex line trapped by a planar defect in a type-II superconductor is
analyzed within the Bogoliubov-de Gennes theory. The normal reflection of electrons and holes at
the defect plane results in the topological transition in the spectrum and formation of a new type
of quasiparticle states skipping or gliding along the defect. This topological transition appears to
be a hallmark of the initial stage of the crossover from the Abrikosov to the Josephson vortex type
revealing in the specific behavior of the quantized quasiparticle levels and density of states. The
increase in the resulting hard and soft gaps affects the vortex mobility along the defect plane and
splitting of the zero bias anomaly in the tunneling spectral characteristics.
PACS numbers: 74.45.+c, 74.78.Na, 74.78.-w
I. INTRODUCTION
The most general definition of different vortex type so-
lutions for the order parameter in superconducting and
superfluid systems is based on the calculation of the so-
called circulation of the gradient of the order parameter
phase around the line of singularity. Provided this cir-
culation equals to 2π we get a singly quantized vortex.
The particular structure of the order parameter and mag-
netic field distributions strongly depends then on the spe-
cific system. In a homogeneous isotropic superconductor
the vortex solution possessing a cylindrical symmetry is
well known as an Abrikosov vortex1 while the presence
of any anisotropy or inhomogeneity can strongly deform
this vortex line in the plane perpendicular to its axis (see
Fig.1). An extreme example of such anisotropic solution
which does not even possess the normal core can be real-
ized for a vortex pinned at the Josephson junction2. Such
quasi-one dimensional vortices are also called Josephson
vortices (see Fig. 1a) and are known to play an important
role in magnetic and transport properties of layered and
nano-structured systems. Provided the junction critical
current density jc is much smaller than depairing current
density
jd = cΦ0/12
√
3π2λ2ξ , (1)
the Josephson penetration depth
λJ =
√
cΦ0/16π2jcλ , (2)
appears to be much larger than the London penetra-
tion depth λ. Here Φ0 = π~c/e is the magnetic flux
quantum, and ξ is the superconducting coherence length.
Clearly, changing the electron transparency of the junc-
tion one can get a variety of intermediate vortex states
corresponding to a crossover from the Josephson to the
Abrikosov vortex3–5. This situation with the interme-
diate transparencies naturally appears in many super-
conducting systems studied in experiments, e.g. in su-
perconductors with twinning planes6, low-angle grain
boundaries7,8 or other types of defects9–11. An appro-
priate theoretical treatment needed, for instance, for the
interpretation of the experimental data on the magnetic
field distribution can be well developed on the basis of
the Ginzburg–Landau theory. Indeed, using a general
expression12 for the critical current Ic across the junc-
tion with a cross-section area S
Ic = jcS = π∆0/2eRN , (3)
and relation between the contact resistance and the
angle-averaged transmission probability of the barrier D
R−1N = k
2
FS (2e
2/~)D , (4)
we derive the following simple relation
λ2J = λ ξ/12π
2D . (5)
It is natural that the Josephson length λJ grows if the
transmission probability of the barrier D decreases. To
satisfy the relation λJ ≫ λ, the barrier transparency
should be small enough: D ≪ Dλ = 1/12π2κ ≪ 1,
where κ = λ/ξ is the Ginzburg–Landau parameter. As
the probability of electron transmission through the bar-
rier grows above Dλ the changes in the structure of the
order parameter are controlled by the relation between
the Josephson length λJ , the London penetration depth
λ and the coherence length ξ. Keeping in mind type-II
superconductors we should take ξ . λ. When the cur-
rent density j(r) in the vortex core (r . ξ) becomes of
order of the depairing one jd, the length l of the core
along the defect can be estimated from the continuity of
currents flowing parallel and perpendicular to the defect
within the core3: l jc ∼ jdξ, whence l ∼ jdξ/jc ∼ λ2J/λ .
The case D & Dλ (ξ < l . λ ∼ λJ ) corresponds to the
limit of strong Josephson coupling with jc & jd/κ , and
we can no more consider the solution in the form of a
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FIG. 1: (Color online) Vortex pinned by a planar defect po-
sitioned in the y = 0 plane for several values of the barrier
transparency D: (a) D ≪ Dλ – Josephson vortex for weak
coupling (l ≫ λJ ≫ λ); (b) D ∼ Dλ – Abrikosov-like vortex
for strong coupling (l ∼ λJ ∼ λ); (c) D ∼ Dξ – Abrikosov
vortex (l ∼ ξ). The region of the vortex core is shown by grey
color. Current streamline around the vortex is shown by a
solid red line.
core free Josephson vortex having the size of the order
λJ . Instead, we get the crossover to the Abrikosov-like
vortex having strongly deformed anisotropic core (l× ξ),
where the superconducting order parameter is suppressed
(see Fig. 1b). The distributions of the magnetic field and
circular screening currents outside the core (r ≫ l, ξ)
approach now with the ones for the Abrikosov vortex in
a uniform superconductor. In the case of the extremely
strong Josephson coupling D & Dξ = 1/12π
2 (l . ξ) the
anisotropy of the vortex core becomes negligible, and at
this initial stage of the crossover (see Fig. 1c) the order
parameter profile in the Abrikosov vortex core is almost
insensitive to the defect.
Despite general correctness of the above qualitative
picture there exist several important physical issues
which definitely can not be described within the phe-
nomenological model and demand a more careful micro-
scopic consideration. This statement surely relates to the
scanning tunneling microscopy (STM) and spectroscopy
(STS) data which provide detailed spatially resolved ex-
citation spectra13–17 and also to the problem of the vor-
tex dynamics and dissipation18–23. In the latter case the
crossover from the Abrikosov to the Josephson vortex is
particularly important since it is accompanied by the dis-
appearance of the normal vortex core which provides the
dominating contribution to the dissipation and resulting
vortex viscosity7.
Considering the microscopic theory one should take
into account the behavior of the subgap fermionic states
bound to the Abrikosov vortex core which are known
to determine both the structure and dynamics of vor-
tex lines in the low temperature limit18. These subgap
states are known to form the so–called anomalous spec-
tral branch crossing the Fermi level. For well separated
vortices the behavior of the anomalous branches can be
described by the Caroli–de Gennes–Matricon (CdGM)
theory24: for each individual vortex the energy εCdGM (µ)
of subgap states varies from −∆0 to +∆0 as one changes
the angular momentum µ defined with respect to the vor-
tex axis. Here ∆0 is the superconducting gap value far
from the vortex axis. At small energies |ε| ≪ ∆0 the
spectrum is a linear function of µ: εCdGM (µ) ≃ −µ~ω0,
where ~ω0 ≈ ∆0/(kF ξ) = ∆20/2EF ≪ ∆0 is the in-
terlevel spacing, ξ = ~VF /∆0, kF , VF and EF are the
Fermi momentum, velocity and energy, respectively. Ne-
glecting the quantization of the angular momentum µ
one can get the anomalous spectral branch crossing the
Fermi level at µ = 0 for all orientations of the momen-
tum kF = kF (cos θp, sin θp). Thus, in the space (µ−kF )
we obtain a Fermi surface (FS) for excitations localized
within the vortex core (see Ref. 25 for review). For a
fixed energy ε we can define a quasiclassical orbit in the
plane (µ − θp): µ(θp) = −ε/~ω0. Each point at this or-
bit corresponds to a straight trajectory passing through
the vortex core (Fig. 2). The precession of quasiparticle
trajectory along the orbit is described by the Hamilton
equation: ~∂θp/∂t = ∂ε/∂µ.
The wave functions of the subgap states are localized
inside the vortex core because of the Andreev reflection
of quasiparticles at the core boundary. Any additional
normal scattering process should modify the behavior of
the anomalous spectral branch. Such modification can
be noticeable even for impurity atoms introduced in a
vortex core26 and becomes much more pronounced pro-
vided we consider a vortex pinned by a normal-metal27,28
or an insulating29–32 columnar defect of the size R ≪ ξ
well exceeding the Fermi wavelength. In the last case the
scattering at the defect is responsible for the opening of
the minigap ε0 ∼ ∆0R/ξ in the spectrum of localized
states and resulting suppression of the dissipation at low
temperatures T ≪ ε018,33. For a vortex approaching
a flat or curved sample boundary an appropriate spec-
trum transformation was studied in Refs.34–37. Change
in the anomalous spectral branch is accompanied by the
changes in the topology of quasiclassical orbits in the
(µ− θp) plane. Such topological transitions in quasipar-
ticle spectra of vortex systems are similar to the well–
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FIG. 2: (Color online) Specular reflection of quasiclassical
trajectories s1 and s2 with opposite values of the angular mo-
mentum µ = ±k⊥ |b| at the defect in the plane y = 0. The
region of the vortex core is marked by the gray color. The red
arrow shows the direction of the supercurrent in the vortex.
known Lifshits transitions which occur in the band spec-
tra of metals38,39. The generic examples of such transi-
tions in vortex matter including the opening of the closed
segments of the orbits in the (µ − θp) plane or merg-
ing and reconnection of the different segments via the
Landau-Zener tunneling have been previously studied in
Refs.36,40,41. The basic properties of vortex matter such
as pinning and transport characteristics, heat transport
in the vortex state and peculiarities of the local density
of states should be strongly affected by these changes in
the topology of the subgap spectral branches.
It is the goal of the present work to develop a theo-
retical description of the changes in the electronic struc-
ture of the pinned vortex core which occur during the
crossover between the Abrikosov and Josephson vortices
and unveil a nontrivial topological nature of this vor-
tex core transformation. We restrict ourselves to situa-
tions when the barrier is rather weak assuming D & Dξ,
and focus on the modification of the anomalous energy
branches which occurs in a vortex pinned by a planar
defect due to the quasiparticle normal reflection at the
defect boundary.
To elucidate our main findings we start from the sim-
plified qualitative picture illustrating the effect of the bar-
rier on the quasiparticle subgap states. First, considering
the specular reflection of the quasiclassical trajectories at
the plane defect in Fig. (2) one can clearly see that the
scattering couples the wavefunctions with the opposite
angular momenta ±µ. Phenomenologically one can de-
scribe this coupling by a standard two-level problem:
(ε− εµ) (ε− ε−µ) ≈ (Vgap(θp))2 ,
where εµ denotes the anomalous spectral branch for a
linear trajectory passing through the core of a free vor-
tex. The scattering obviously can not couple the trajec-
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FIG. 3: (Color online) Quasiparticle orbits (6) in the (µ− θp)
plane corresponding to different energy levels n are shown
schematically by red solid lines. For reference dashed lines
show the orbits for a single Abrikosov vortex in absence of a
barrier. Arrows show the direction of the quasiparticle tra-
jectory precession along the orbit.
tories with θp = 0 ,±π, which are parallel to the defect
plane. Considering now the limit of small angles θp one
can expect that even for the barriers with rather good
transparency the tunneling probability should vanish in
this angular interval. The splitting of the energy levels
around ε = 0 should originate from the superconducting
phase difference at the ends of the incident and reflected
trajectories. This phase difference equals to π− 2θp. Us-
ing now a standard expression for the subgap Andreev
state energy in a one-dimensional Josephson junction42
we find: ε = ±∆0 cos(π/2 − θp) ≃ ±∆0θp. This energy
splitting gives us the estimate for the coupling coefficient
in the above two-level problem: Vgap ∼ ∆0θp.
As a result, one obtains a set of quasiclassical orbits in
(µ− θp) space
µ(θp) = ± 1
~ω0
√
ε2 −∆20θ2p . (6)
These orbits (6) corresponding to the precession of
the quasiparticle trajectory are schematically shown in
Fig. 3. For low energy levels one can clearly observe the
formation of closed orbits near the points θp = 0, ±π,
which are separated by the prohibited angular domains
centered at θp = ±π/2. The closed orbits are noth-
ing more but skipping (or gliding) quasiparticle states
formed due to the scattering at the defect plane. The
discrete subgap energy levels of quasiparticles can be ob-
tained from the semiclassical Bohr-Sommerfeld quantiza-
tion rule for canonically conjugate variables µ and θp
43,44:
Σ(ε) =
2pi∫
0
µ(ε, θp)dθp = 2π(n+ β) , (7)
where n is integer, 2π is the period of µ(θp), and β is
of the order unity. Applying the Bohr-Sommerfeld rule
(7) to the closed paths in (µ − θp) space, we obtain the
4spectrum in the form
ε2n =
∆30
EF
(n+ β) , (8)
which is dramatically different from the CdGM spectrum
εn = ~ω0(n + 1/2) and reminds the square-root quan-
tization of the quasiparticle spectra in different types
of nodal problems (like graphene45,46 or d-wave super-
conductors in magnetic fields47). The novel minigap
ε0 ≃ ∆0
√
∆0/EF determined by Eq. 8 well exceeds the
CdGM interlevel spacing ~ω0. This minigap increase ob-
viously manifests the partial suppression of the spectral
flow which should give the origin to all the dissipation
phenomena inside the vortex core during its motion. In
this sense this spectrum change can be viewed as a pre-
cursor to the crossover to the Josephson vortex where
all the subgap quasiparticle levels are repelled from the
Fermi energy to the gap value ∆0. On the other hand,
the limit of the moderate barrier strength studied here
provides a possibility to observe a novel type of the vor-
tex core with the peculiar quantization rule arising from
the splitting of the orbit segments in the µ − θp plane.
This splitting destroys the trajectory precession in the
whole angular interval 0 < θp < 2π changing, thus, the
topology of the quasiclassical orbits. The precession re-
gion |θp| ≤ δθp expands with an increase of the energy
level n. As a result, for rather high levels the prohibited
angular domains shrink, the precession over the full re-
gion 0 ≤ θp ≤ 2π restores, and we get the crossover to a
CdGM type of spectrum εn ∼ n.
The paper is organized as follows. In Sec. II we in-
troduce the basic equations used for the spectrum calcu-
lation. In Sec. III we study the quasiparticle spectrum
transformation for a singly quantized vortex pinned at
the planar defect and discuss the consequencies for the
vortex dynamics. The Sec. IV is devoted to the analy-
sis of the peculiarities of the local density of states for a
vortex pinned at the defect. We summarize our results
in Sec. V.
II. BASIC EQUATIONS
Hereafter we consider a planar defect in the plane y = 0
as a δ−function repulsive potential for quasiparticles, i.e.
V (y) = Hδ(y). The magnetic field B = Bz0 is assumed
to create a single quantum vortex line parallel to the
z−axis trapped inside the attractive potential well within
the defect48. The vortex center defined as a point of the
order parameter phase singularity is positioned at the
point x = y = 0.
We assume the system to be homogeneous along the
z−axis, thus, the kz−projection of the momentum is con-
served. The quantum mechanics of quasiparticle excita-
tions in a superconductor is governed by the two dimen-
sional BdG equations for particlelike (u) and holelike (v)
parts of the two-component quasiparticle wave functions
Ψˆ(r, z) = (u, v) exp(ikzz):
− ~
2
2m
(∇2 + k2⊥) u+∆(r) v = ǫ u (9a)
~
2
2m
(∇2 + k2⊥) v +∆∗(r)u = ǫ v . (9b)
Here ∇ = ∂xx0 + ∂yy0, r = (x, y) is a radius vector
in the plane perpendicular to the cylinder axis, ∆(r) is
the gap function, k2⊥ = k
2
F − k2z , kz is the momentum
projection on the vortex axis.
Following the procedure described in35,36,41 we intro-
duce the momentum representation:
ψˆ(r) =
(u
v
)
=
1
(2π~)2
∫
d2p eipr/~ ψˆ(p) (10)
where p = |p| (cos θp , sin θp) = pp0. The unit vector p0
parametrized by the angle θp defines the trajectory direc-
tion in the (x, y) plane. We assume that our solutions
correspond to the momentum absolute values p close to
the value ~k⊥: p = ~k⊥+q (|q| ≪ ~k⊥). Within the qua-
siclassical approach the wave function in the momentum
representation assumes the form
ψˆ(p) =
1
k⊥
+∞∫
−∞
ds ei(k⊥−|p|/~) sψˆ(s, θp) . (11)
Finally, the slowly varying part of the wave function ψˆ
in the real space r = r(cos θ, sin θ) is expressed from
Eqs.(10, 11) in the following way (see Ref. 35):
ψˆ(r, θ) =
2pi∫
0
eik⊥rcos(θp−θ)ψˆ(r cos(θp − θ), θp)dθp
2π
, (12)
where (r, θ, z) is a cylindrical coordinate system. The
appropriate boundary conditions for wave function ψˆ (10)
at y = 0 are follows49:
ψˆ(x, 0+) = ψˆ(x, 0−) = ψˆ0 , (13a)
∂yψˆ(x, 0+)− ∂yψˆ(x, 0−) = 2k⊥Zψˆ0 , (13b)
where the dimensionless barrier strength Z = H/~V⊥
(mV⊥ = ~k⊥) defines the transmission D = 1/(1 + Z
2)
and reflection Z2/(1+Z2) coefficients in the normal state.
For extremely weak barrier (D & Dξ) we can neglect
the anisotropy of the order parameter ∆(r) around the
vortex and assume that
∆(r) = ∆0 δv(r) e
iθ , r =
√
x2 + y2 . (14)
Here δv(r) is a normalized order parameter magnitude
for a vortex centered at r = 0, such that δv(r) = 1 for
r →∞. Nevertheless the solution (12) can not be charac-
terized by a definite angular momentum µ because of the
normal reflection of quasiparticles at the defect results
in interaction of angular harmonics with opposite mo-
mentum (µ and −µ) (see Fig. 2). Thus, following Ref.50
5we introduce the angular momentum expansion for the
solution (12):
ψˆ(s, θp) =
∑
µ
eiµθp+i σˆzθp/ 2fˆµ(s) , (15)
where µ = n + 1/2, and n is an integer. The function
fˆµ(s) satisfies the Andreev equation along the quasiclas-
sical trajectory with the impact parameter b = −µ/k⊥
− i~V⊥σˆz ∂sfˆµ + ∆ˆb(s)fˆµ = εfˆµ , (16)
where
∆ˆb(s) = σˆx ReDb(s)− σˆy ImDb(s) (17)
is the gap operator, and σˆi are the Pauli matrices. Taking
into account the evident relations
x = s cos θp − b sin θp , y = s sin θp + b cos θp ,
x± iy = (s± ib) e±iθp .
one obtains from (14) the following expression for the
order parameter ∆(r) around the vortex in (s, θp) vari-
ables:
∆ = Db(s) e
iθp , Db(s) = ∆0
δv(
√
s2 + b2)√
s2 + b2
(s+ ib) .
(18)
Changing the sign of the coordinate s one can observe a
useful symmetry property of the solution of Eq.(16):
fˆµ(−s) = ± σˆyfˆµ(s) . (19)
A. General solution
To find the solution of Eqs. (16,17) we can use the
results of Ref. 35. For low energies ( µ≪ k⊥ξ ) we take
the function fˆµ as a sum
fˆµ = cµ1Gˆµ1 + cµ2Gˆµ2 (20)
of the two linearly independent solutions
Gˆµ1 = e
i σˆzpi/ 4
(
e−|D(s)| − i sgn(s)γµ
2
σˆze
|D(s)|
)
λˆ ,(21a)
Gˆµ2 = e
i σˆzpi/ 4e−|D(s)| σˆz λˆ , (21b)
where λˆ = (1, 1)
T
,
D(s) =
kF
k⊥ξ
s∫
0
dt
t δv
(√
t2 + b2
)
√
t2 + b2
, (22)
Λµ =
2 kF
k⊥ξ
∞∫
0
ds e−2D(s) , (23)
γµ =
Λµ
∆0
( εµ − ε ) (24)
and
εµ = −2∆0 kFµ
k2⊥ξ Λµ
∞∫
0
ds
δv
(√
s2 + b2
)
√
s2 + b2
e−2D(s) (25)
is the CdGM excitation spectrum. Here ξ = ~VF /∆0 is
the coherence length (VF is the Fermi velocity).
B. Boundary condition.
As a next step we rewrite the boundary condition (13)
for wave functions fˆ±µ(s) defined at the trajectories s1
and s2 (see Fig. 1). Due to normal reflection of quasipar-
ticles at the defect the trajectories s1 and s2 with oppo-
site momentum (µ and −µ) directions are coupled. Sub-
stituting the expressions (12,15) into the boundary con-
dition (13), we obtain the following relation between the
amplitudes of incident fˆ±µi(s) and transmitted fˆ±µt(s)
two-component quasiparticle wave functions at the point
s0 = −b/ tan θp where the trajectories cross the barrier:
(η + i) fˆ±µt = η fˆ±µi − ie∓i σˆzθp fˆ∓µi , (26)
where η = sin θp/Z. Our further analysis of quasiparticle
excitations is based on the solutions (20,21) which must
be supplemented by the boundary conditions (26).
III. SPECTRUM OF THE VORTEX PINNED BY
PLANAR DEFECT
We now proceed with the analysis of the subgap spec-
trum for a singly quantized vortex trapped by the planar
defect. Hereafter in this section we assume the angular
momentum to be positive, i.e. µ > 0. The form of the
two-component quasiparticle wave functions fˆ±µ(s) de-
pends on a position of the point s0 at the trajectory. If
the coordinate s0 ≥ 0 than the general solution (20,21)
takes the following form
fˆ±µ(s) =


c±µi e
i(σˆz∓1)pi/4e−|D(s)| λˆ ,
s ≤ 0 ,
c±µi e
i(σˆz∓1)pi/4
(
e−|D(s)| − iγ±µσˆze|D(s)|
)
λˆ ,
0 ≤ s ≤ s0 ,
c±µt e
i(σˆz∓1)pi/4e−|D(s)| λˆ ,
s ≥ s0 ,
,
(27)
where
γ+µ = −Λµ
∆0
(|εµ|+ ε) , γ−µ = Λµ
∆0
(|εµ| − ε) .
6Otherwise, if s0 ≤ 0
fˆ±µ(s) =


c±µi e
i(σˆz∓1)pi/4e−|D(s)| λˆ ,
s ≤ s0 ,
c±µt e
i(σˆz∓1)pi/4
(
e−|D(s)| + iγ±µσˆze
|D(s)|
)
λˆ ,
s0 ≤ s ≤ 0 ,
c±µt e
i(σˆz∓1)pi/4e−|D(s)| λˆ ,
s ≥ 0 ,
(28)
The eigenfunction fˆ±µ(s) has to be normalized
∞∫
−∞
ds
(
|fˆ+µ(s)|2 + |fˆ−µ(s)|2
)
= k⊥ .
Substituting the above expressions (27) or (28) into the
boundary conditions (26), we obtain the following system
of algebraic equations with respect to the amplitude c±µi
of the incident waves
η γ+µ c+µi +
(
γ∓µ cos θp + e
−2D0 sin θp
)
c−µi = 0 , (29a)
η γ−µ c−µi −
(
γ±µ cos θp − e−2D0 sin θp
)
c+µi = 0 .(29b)
The case s0 ≥ 0 (s0 < 0) corresponds to the choice of up-
per (lower) sign in Eqs. (29), D0 = D(s0) and the angle
θp defines the direction of the ray with the angular mo-
mentum +µ. To find the subgap quasiparticle excitation
spectrum we should find the determinant of the algebraic
system, and its zero give us the equation for the energy
spectrum ε:
ε2(b , θp) = ε
2
µ +
(
∆0
Λµ
)2
e−2D0
η2 + cos2 θp
× (30)
[
Λµ
|εµ|
∆0
| sin(2θp)|+ e−2D0 sin2 θp
]
.
Figure 4 shows the anomalous spectral branches as
functions of the impact parameter b = −µ/kF for dif-
ferent values of the dimensionless barrier strength Z and
the trajectory directions in the (x, y) plane determined
by the angle θp. The qualitative behavior of the spec-
trum is weakly sensitive to the concrete profile of the
gap amplitude inside the core and we choose a simple
model dependence
δv(r) = r/
√
r2 + ξ2 (31)
neglecting, thus, the influence of the defect on the behav-
ior of the gap profile. Contrary to the CdGM case the
spectrum branch (30) does not cross the Fermi level in
presence of the defect. For rather small Z the minigap
in the quasiparticle spectrum
∆m(θp) = ε(0, θp) =
∆0
Λ0
Z√
1 + Z2/ tan2 θp
appears to be almost independent of θp in a wide range of
angles except the small angular intervals close to θp = 0
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FIG. 4: (Color online) Quasiparticle spectra ε(b, θp) calcu-
lated using Eq. (30) for different values of the dimensionless
barrier strength Z and the trajectory direction θp in the (x, y)
plane (kz = 0): (a) Z = 0.1; (b) Z = 0.2; (c) Z = 0.3. Dotted
lines for θp = 0 correspond to the CdGM branch of the spec-
trum. The dash blue lines show the dependence for θp = pi/4;
solid red lines show the dependence for θp = pi/2.
and θp = π. It is natural to expect that in the pat-
terns of the local density of states (LDOS) this angu-
lar independent quantity should reveal itself as a soft
gap ∆Soft ∼ Z∆0 growing with the increasing barrier
strength Z (see the Section IV). We emphasize here the
fact that this gap is soft since the spectrum (30) for small
| tan θp| . Z is gapless and, thus, these angular intervals
can contribute to the LDOS at the Fermi level. This
nonzero contribution exists, of course, only in the qua-
siclassical limit when we completely neglect the quan-
tum mechanical nature of the trajectory precession which
70.0 0.5 1.0 1.5
-0.2
-0.1
0.0
0.1
0.2
0.16
0.18
0.1 0.1 0.16 / 
k F
p
0.18
FIG. 5: (Color online) Quasiparticle orbits in the µ− θp plane
corresponding to different energy levels for the dimensionless
barrier strength Z = 0.3. The numbers near the curves denote
the corresponding values of ε/∆0. The direction of trajectory
precession along the orbits is shown by arrow. We put here
kz = 0.
should be responsible for the opening of the hard minigap
for the energies below ∆Soft.
To derive the corresponding quantization rules in the
limit Z ≪ 1 we consider isoenergetic lines µ(θp) =
−k⊥b(θp) in (µ − θb) plane. The resulting classical orbits
are shown in Fig. 5. Generally, one can distinguish two
types of the isoenergetic lines behavior. If the quasipar-
ticle energy is of the order of the minigap (ε . ∆Soft)
there appear prohibited angular domains centered at the
points θp = ±π/2 due to the normal reflection of quasi-
particles at the defect. In this case classical orbits form
close paths in (µ − θb) space corresponding to the pre-
cession of the trajectory in the region with the width
2 δθp(ε) near the points θp = 0, ±π. The width 2 δθp
of the precession region grows with an increase in energy
level. For small |µ| ≪ k⊥ξ the value δθp can be estimated
as follows:
δθp ≃ εΛ0/∆0√
1− (εΛ0/Z∆0)2
. (32)
Shrinking of the prohibited angular domains and the
crossover from the closed orbits to the open ones occur
at the energy ε∗ satisfying the condition δθp(ε
∗) = π/2.
The low lying energy levels of quasiparticles can be
obtained by applying the Bohr-Sommerfeld quantization
rule (7) for closed paths in the plane of canonically con-
jugate variables µ and θp. Figure 6 shows the typical de-
pendence Σ(ε) calculated using the spectrum (30). Tak-
ing εµ ≃ −~ω0µ for small µ values and replacing the real
classical orbits in (µ − θb) plane by the model one (see
the insert Fig. 6), one can obtain a reasonable fit (dashed
curve) to the numerical results (solid curve):
Σ(ε) ≈ 2 ε
~ω0
δθp =
2ε2Λ0/∆0
~ω0
√
1− (εΛ0/Z∆0)2
. (33)
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FIG. 6: (Color online) Dependence Σ(ε) (7) for two values
of the dimensionless barrier strength Z. Results of numer-
ical calculations are shown by the blue solid lines. Dashed
red curves show approximate values of Σ(ε) obtained from
Eq. (33). The insert shows quasiparticle orbit in the (µ − θb)
plane (blue solid line) and its approximation (red dashed line)
described by the equation (33). We put here kz = 0 and
EF/∆0 = 50.
The above relation together with the Bohr-Sommerfeld
rule (7) results in the following explicit expression for
discrete subgap energy levels
εn ≃ ∆0Z
Λ0
[
pn
√
1 + p2n/4− p2n/2
]1/2
, (34)
pn =
πΛ0∆0
2EFZ2
(n+ β) ,
which appears to be justified for εn/∆0 . Z
2 ≪ 1. The
expression (34) can be strongly simplified provided pn ≪
1 for low lying energy levels:
ε2n ≃
π
2Λ0
∆30
EF
(n+ β)
[
1− πΛ0∆0
4EFZ2
(n+ β)
]
.
The main term of the last relation appears to be in good
agreement with the estimate (8) and describes qualita-
tively the new behavior of spectrum of subgap quasi-
particle states (εn ∼ n1/2) due to the normal scat-
tering at the planar defect. Both the hard minigap
ε0 . ∆0
√
∆0/EF ≪ ∆Soft in the discrete spectrum (34)
and the interlevel spacing ~ω = εn − εn−1 grow with the
increase in the barrier strength Z.
Besides its fundamental interest, the problem of pinned
vortex spectrum important for understanding the nature
of dissipation in the presence of planar defects. In par-
ticular, according to the spectral flow theory18, it is the
behavior of the anomalous branch which determines the
high-frequency conductivity and Kerr effect30,32. One
can expect that the opening of the hard minigap ε0 in
discrete quasiparticle spectrum (34) and change in the
slope ε(µ) dependence (30) can cause the suppression of
the dissipation accompanying the vortex motion and the
resulting changes in the relation between the Ohmic and
8Hall conductivities. As a result, the quasiparticle sub-
gap spectrum can be tested by the measurements of the
conductivity tensor at finite frequencies.
IV. LOCAL DENSITY OF STATES FOR A
PINNED VORTEX
We now proceed with the calculations of the lo-
cal density of states for a singly quantized vortex
pinned at the planar defect. This quantity is known
to be directly probed in the scanning tunneling mi-
croscopy/spectroscopy experiments17. For the sake of
simplicity we assume here the Fermi surface to be a cylin-
der and neglect the dependence of the quasiparticle en-
ergy on the momentum component kz along the cylin-
der axis z considering a motion of quasiparticles only in
(x, y) plane. The peculiarities of the LDOS are usually
determined from the analysis of the local differential con-
ductance (LDC):
dI/dV
(dI/dV )N
=
∞∫
−∞
dε
N(r, ε)
N0
∂f(ε− eV )
∂V
, (35)
where V is the applied voltage, (dI/dV )N is a con-
ductance of the normal metal junction, and f(ε) =
1/ (1 + exp(ε/T )) is a Fermi function. Within the quasi-
classical approach the LDOS
N(r, ε) = kF
∫
db |ub(r)|2 δ(ε− ε(b)) (36)
can be expressed through the electron component
u(r, θ) of quasiparticle eigenfunctions (10) cor-
responding to the energy ε(b, θp) determined by
Eqs. (30),(22),(23),(24),(25). The wave function ψˆ(r, θ)
parametrized by the impact parameter b = −µ/kF
ψˆ(r, θ) =
(
u(r, θ)
v(r, θ)
)
= (37)
ei(2µ+σˆz)θ/2
2pi∫
0
dα
2π
eikF r cosα+i(2µ+σˆz)α/2 fˆµ(r cosα)
in the limit kF r ≫ 1 can be evaluated using the sta-
tionary phase method. For an impact parameter |b| ≤ r
the stationary phase points are given by the condition:
sinα1,2 = −b/r. Summing over two contributions in the
vicinity of the stationary angles α1 = θp1 − θ = αr and
α2 = θp2− θ = π−αr, we can write the electron compo-
nent u(r, θ) of quasiparticle eigenfunctions as follows:
u(r, θ) =
(
1
2πkF sr
)1/2
ei(2µ+1)θ/2 (38)
×
[
fuµ (sr) e
iϕr + fuµ (−sr) e−iϕr+i(2µ+1)pi/2
]
,
where sr = r| cosαr| =
√
r2 − b2. The phase
ϕr = kF r cosαr + |µ|αr + sgn(µ)αr/2− π/4
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FIG. 7: (Color online) Local differential conductance dI/dV
versus bias voltage (eV ) in different points (r, θ) at the plane
(x, y): (a) r = 0; (b) r = 0.14 ξ; (c) r = 0.28 ξ. The numbers
near the curves denote the corresponding values of the dimen-
sionless barrier strength Z. The lines correspond to the case
θ = pi/4; empty symbols – θ = 0; filled symbols – θ = pi/2.
We put here T/∆0 = 0.02. For reference black filled circles
(•) show the local dI/dV curves for the free Abrikosov vortex
(Z = 0).
is determined by the trajectory orientation angle αr =
− arcsin(b/r). Neglecting the oscillations at the atomic
length scale we obtain the following slowly varying enve-
9lope function:
|u(r, θ)|2 ≃ 1
2πkF sr
[
|fuµ (sr)|2 + |fuµ (−sr)|2
]
, (39)
where the function fuµ (±sr) is determined by the rela-
tions (27) or (28).
We have calculated the differential conductance using
Eqs. (35),(36),(39) for low temperature T/∆0 = 0.02 for
different values of the dimensionless barrier strength Z.
The typical examples of dependence of the local differen-
tial conductance dI/dV vs the bias voltage eV at various
distances r from the vortex axis are shown in Fig. 7. In
order to compare our results with the standard CdGM
ones, we present the dependence of the local dI/dV vs
voltage at different distances r from the Abrikosov vor-
tex axis in the absence of the barrier (Z = 0). One can
clearly observe the disappearance of the zero bias peak
in the core (r = 0) and opening of the soft spectral mini-
gap ∆Soft caused by the normal scattering at the defect
(Fig. 7(a)). The barrier results in the anisotropy of the
LDC structure in the plane (x, y) (Fig. 7(b, c)). The
anisotropy of the LDC grows when barrier strength Z
increases. Figure 8 illustrates the evolution of the local
differential conductance dI/dV (eV, x, y) distribution in
the plane (x, y) for several values of the bias voltage V
and dimensionless barrier strength Z. In Fig. 8(a, b) we
can see the spread of the zero bias peak along the defect
which appears to be another hallmark of the crossover
from the Abrikosov to the Josephson vortex type. Due
to the normal reflection of electrons and holes at the de-
fect plane we get the azimuthal modulation of the LDC
developing with the growth of the barrier strength Z.
V. SUMMARY
To summarize, we have investigated the transforma-
tion of the subgap spectrum of quasiparticle excitations
in the Abrikosov vortex pinned by the planar defect with
a high transparency. We find that the normal scattering
at the defect surface results in the opening of a soft mini-
gap ∆Soft in the elementary excitation spectrum near
the Fermi level. The minigap size grows with the de-
crease in the transparency of the barrier. The increase
in the resulting soft gap affects the splitting of the zero
bias anomaly in the tunneling spectral characteristics
and perturb the circular symmetry of the LDOS peaks.
The normal reflection of electrons and holes at the defect
plane changes the topology of the isoenergetic orbits in
(µ − θp) space. This topological transition revealing in
the specific behavior of the quantized quasiparticle levels
and density of states, can be considered as a hallmark of
the crossover from the Abrikosov to the Josephson vor-
tex. As a result, there appears a new type of subgap
quasiparticle states gliding along the defect, which re-
veal the qualitatively new behavior of discrete spectrum
εn ∼ n1/2. The hard minigap ε0 ≪ ∆Soft in the spec-
trum of energy levels exceeds noticeably the value of the
CdGM minigap ~ω0 ≪ ε0. The decrease in the barrier
transparency is accompanied by the increase in the hard
minigap ε0 in the spectrum which can be observed in
the measurements of the Ohmic and Hall conductivities
at finite frequencies. The basic properties of the vor-
tex such as pinning and mobility along the defect plane
are strongly affected by these changes in the orbit topol-
ogy. We have also analyzed the distinctive features of
the quasiparticle density of states, which accompany the
transformation of the subgap quasiparticle spectrum and
the topology of the isoenergetic orbits for an Abrikosov
vortex pinned by a planar defect with a perfect bound-
ary. One can expect, however, that barrier imperfections
and roughness should result in a partial smearing of both
the hard and soft gap features similarly to the effect of
the point impurity scattering.
Finally, we note that recently the vortices pinned by
the defects are studied as the hosts for the Majorana
states in the systems consisting of a primary supercon-
ductor with conventional pairing and a low dimensional
layer with a nontrivial topology51–54. The isolating inclu-
sions in the vortex core in the primary superconductor al-
low to shift the low energy core spectrum from the Fermi
level improving the topological protection of the Majo-
rana states in the 2D topological superconductor. The
vortex at the planar defect considered in our work can
provide a perspective platform for such states since the
hard minigap in the core can exhibit a strong increase
even in the limit of the defect with high transparency
when the shape of the gap inside the vortex core is only
weakly perturbed by the scattering. Another advantage
of this geometry is related to the possibility to move the
vortices along the defects changing, thus, the positions
of the Majorana states in the attached 2D layer without
changing the minigap responsible for the desired topo-
logical protection.
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