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ABSTRACT
High-throughput chromosome conformation capture (Hi-C) reveals organization within
genomes. Topologically associating domains (TADs) make up one level of organization and are
identified by applying algorithms to Hi-C data. TADs have boundaries disrupted by structural
variants (SVs), hypothesized to form due to recombination that occurs between segmental
duplications (SDs). Little research is available about the effects of SDs at TAD boundaries. This
project aimed to understand the distribution of SDs near TADs and determine any overlap
between the two features. We analyzed public data and found SDs to have low breakpoint
frequency and coverage at TAD boundaries. We then processed a new set of Hi-C data and found
most SDs had a minimal distance of 200 kb or closer to TADs with a modest bimodal
distribution. Of the total SDs analyzed, fewer than half had at least one overlap within a TAD.
Further statistical analysis must be done as we only conducted a preliminary investigation.
Keywords: High-throughput chromosome conformation capture, topologically associating
domains, segmental duplications, structural variants
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I.

BACKGROUND

1.1 Overview of Hi-C technology
Traditional sequencing methods have revealed the nitrogenous bases (A,T,C,G) that make
up all chromosomes in the human genome. Advances in molecular methods now allow for the
unraveling of the three dimensional (3D) architecture of whole genomes. Chromosome
conformation capture (3C) techniques, or chromosome conformation technologies, are methods
that quantify the interactions between genomic loci that can be thousands of base pairs apart but
close in 3D space [1-4]. The core methodology used to capture genomic interactions is similar
for most 3C techniques; however, the manner by which the captured interactions are measured
differs. Most 3C techniques share a common workflow for sample preparation: crosslink DNA,
restriction enzyme digest, and ligation [1-4]. Original 3C quantifies interactions between any one
pair of genomic loci and uses qPCR for fragment detection, whereas 4C is able to quantify
interactions between one locus and all other genomic loci and requires a second ligation step to
produce self-circulating DNA for inverse PCR then followed by DNA microarray for fragment
detection instead of qPCR [1,2]. There is also 5C which is capable of detecting interactions
between all restriction fragments within a given region of at most 1Mb and uses either DNA
microarray or sequencing for fragment detection [3].
High-throughout chromosome conformation capture (Hi-C) is a technique that falls
within the 3C techniques umbrella that incorporates paired end sequencing, such as Illumina
sequencing (Figure 1) [4]. Here, paired-end sequencing produces forward and reverse reads that
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are stored in FASTQ files which are processed to generate contact maps called Hi-C matrices [4].
The paired-end reads produced from Hi-C libraries are aligned separately because they map to
two different loci. Often Hi-C reads are difficult to align because many of them span the ligation
junction, which is why they have been called “chimeric reads”. This means the Hi-C libraries are
composed of “chimeric” DNA fragments whose ends represent two distinct restriction fragments
that are far away from each other in linear sequence but are physically close in 3D space [4].

Figure 1. Illustration of the Hi-C method published by the Aiden Lab [2]. Primary steps include
crosslinking DNA, restriction enzyme digest, and ligation. Hi-C uses paired-end sequencing for
fragment detection.
Hi-C experiments provide genome-wide (all versus all) data in the form of contact
matrices, where each entry in a matrix reflects an interaction frequency between two
non-contiguous genomic loci [4]. The increase of Hi-C experiments and the rapid generation of
Hi-C data has led to the development of easy-to-use command line tools, such as FAN-C, that are
capable of fast processing and analysis of Hi-C data [5]. The benefits of tools such as FAN-C
include automated Hi-C matrix generation and compatibility with other Hi-C file formats,
including the Juicer Hi-C file format, that can be loaded into Juicebox (Web) for Hi-C matrix
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visualization and can also be used with Juicer command line tools for annotation of contact
domains [5-8].
1.2 Topologically associating domains
Hi-C matrices have given us a better view into the 3D organization of genomes (Figure
2). The work done by Lieberman-Aiden et al. 2009 and Rao et al. 2014 revealed that there is
higher-order genome organization: chromosome territories, compartments, and contact domains
that are now more formally known as topologically associating domains (TADs) [4,9-12]. This
project focuses on the latter which is organization of genomes at the submegabase scale [10-12].

Figure 2. Higher-order genome organization. (A) Chromatin folding within the nucleus of a cell.
Groups of nucleosomes called chromatin fibers organize into submegabase scale domains called
TADs. Active “A” and inactive “B” compartments segregate chromosome territories. (B) Hi-C
maps for each level of genome organization: TADs, compartments, and chromosome territories
[12].

10

The feature of square domains, leading to the discovery of TADs, along the diagonal of
Hi-C matrices was originally observed by Lieberman-Aiden et al. 2009 during their initial
analysis of Hi-C data [9]. This is accompanied by high contact frequency along the diagonal of
Hi-C matrices (Figure 2). It is no surprise then that the DNA sequences within a TAD physically
interact more with each other compared to DNA sequences outside of the TAD. In the work by
Rao et al. 2014 they defined one algorithm for annotation of these domains called Arrowhead
which is a matrix transformation that provides a measurement of the directionality preference of
locus i, restricted to contacts at a linear distance d [9]. The Arrowhead algorithm is one of many
TAD callers used to annotate these features in genomes [9].
TADs are vital features in many eukaryotic genomes due to their role in controlling gene
expression by compartmentalizing genome interactions [9-11]. Organization of DNA into TADs
is believed to be the result of a mechanism known as loop extrusion where DNA is pulled
through the cohesin complex and stops when it reaches the boundaries occupied by the
transcription factor protein called CCCTC-binding factor (CTCF) (Figure 3) [13-15]. Many
TADs have boundaries that are enriched with CTCF, these clusters of CTCF sites colocalize with
the cohesin complex, and are closer to gene transcription start sites (TSS) [13-15] suggesting that
TADs insulate certain enhancer-promoter interactions [10,11].
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Figure 3. Illustration of loop extrusion. Cohesin complex (yellow) pulls DNA through ring
structure and stops at CTCF sites (red) [14].
Disruption of TAD boundaries has been studied using Hi-C as a tool to determine the
effect of structural variants (SVs) on the 3D genome (Figure 4) [16-19]. SVs cover a wide range
of large scale chromosomal rearrangements including deletions, duplications, copy number
variants (CNVs), insertions, inversion, and translocations. A study done by Melo et al. 2020
collected Hi-C data from nine individuals with developmental disorders (DD) [19]. Individuals
DD1-DD3 had microduplications while individuals DD4-DD9 had reciprocal translocations [19].
Results focused on the individuals with microduplications at the SOX9 locus on chromosome 17
(DD1-DD3) [19]. The SOX9 locus can be found within a TAD that is flanked by a TAD that
contains the SLC39A11 gene and a TAD that contains the KCNJ2 gene and KCNJ16 gene [19].
DD1 was an individual who was already diagnosed with Cooks syndrome, a condition caused by
microduplication containing enhancers upstream of the SOX9 locus, but not including the SOX9
gene, and the KCNJ2 gene [17]. DD2 was an individual with a heart defect, skeletal anomalies
and hydrops fetalis while DD3 was an individual with intellectual disability, microcephaly and
psychomotor developmental delay.
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The Hi-C results for DD1 showed the formation of a neo-TAD which contained both the
KCNJ2 and KCNJ16 genes but excludes the SOX9 gene [19]. Results for DD2 showed a
complete copy of all three genes indicating preservation of entire TAD boundaries, unlike DD1
[19]. Lastly, results for DD3 showed a complex rearrangement that was composed of several
SVs, including one 18kb duplication upstream in front of the SOX9 TAD and one 49kb
duplication downstream within the SCL39A11 neo-TAD [19]. Melo et al work supports the idea
that TADs are genomic regulatory units and their structures can be altered by SVs [10,11,16-19].
One novel approach to study TADs disruption is to look at what causes the formation of SVs
directly, opposed to SVs solely. We are interested in exploring this approach.

Figure 4. Structural variants disrupt TAD boundaries. Deletion can result in fusion of TADs.
Duplication can result in new TAD (neo-TAD). Inversion can result in shuffled TADs [18].
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1.3 Segmental duplications and the formation of structural variant
The early work done by Potocki and Lupski originally hypothesized homologous
recombination as a possible mechanism by which SVs form [20-24]. The identification of a
flanking low-copy repeat (LCR) cluster linked to Smith-Magenis syndrome (SMS), a
microdeletion on the p arm of chromosome 17 characterized by intellectual disability and facial
abnormalities, unveiled the molecular mechanism now more formally known as non-allelic
homologous recombination (NAHR) as the driving mechanism for SV formation [20-24]. This
hypothesis was further supported with the identification of the reciprocal microduplication in
Potocki-Lupski syndrome (PLS), which is characterized by intellectual disability and autism.
There are also SMS and PLS variations that are caused by a frameshift mutation of the RAI1
gene instead of SVs [21,25].
SVs are a broad category of genomic rearrangements that result in large scale changes in
chromosome structure [20-24]. Genomic rearrangements can be classified as recurrent, those that
share same size and genomic content in unrelated individuals, and non-recurrent, those with
unique size and genomic content (Figure 5) [24]. SMS and PLS are both the result of recurrent
rearrangements on chromosome 17 [20-14]. In fact, most recurrent rearrangements are caused by
NAHR between LCRs [26,27].
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Figure 5. Types of genomic rearrangements. (a) Recurrent and (b) non recurrent genomic
rearrangements [24].
Throughout literature, the terms LCRs and segmental duplication have been used
interchangeably. In recent years, more works have been published with the use of the term
segmental duplications rather than LCRs. Segmental duplications (SDs), also known as low copy
repeats (LCRs), are highly homologous genomic segments found in many genomes [28,29].
Typically characterized as greater than 1kbp in size with more than 90% sequence identity, SDs
have a rearrangement hotspot that can span up to millions of base pairs (Figure 6). SDs have
been viewed as mediators for the formation of SVs, an umbrella term that includes large scale
duplications, deletions, inversions, translations and CNVs [30-33]. SDs are more prone to NAHR
events because of their high sequence similarity; this allows for non-allelic, as opposed to allelic,
copies to align in meiosis or mitosis (Figures 7,8) [23,30-33]. This “misalignment” is responsible
for the formation of SVs (Figures 7,8) [23,30-33].
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Figure 6. Segmental duplications and their rearrangement hotspot [33]. Duplications are
separated by an intervening sequence.
The orientation of SDs dictates the specific formation of SVs. Directly oriented SDs can
serve as substrates for NAHR that result in deletions or reciprocal duplications while inverted
SDs result in inversions. In the case of directly oriented SDs, high GC content and the hotspot
motif 5’-CCNCCNTNNCCNC-3’ are often present [34].

Figure 7. Recombination between directly oriented segmental duplications results in genomic
rearrangements [30].
1.4 Project motivation
The role SDs play in the formation of SVs, and the consequences of such SVs on the 3D
genome, is an evolving field of computational biology that continues to grow with the advances
of Hi-C [19,35]. Little research is currently available about the direct effects of SDs at important
3D locations such as TADs; therefore, this project will explore SDs and their distribution across
TAD boundaries in search of new insights. We expect SDs to be depleted near TAD boundaries
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as we know in literature that SDs have hotspots for NAHR events which lead to the formation of
SVs, proven to disrupt TAD boundaries (Melo et al. 2020) [19] and would be considered
undesirable.

Figure 8. Connection between segmental duplications and structural variants. Low copy repeats
also known as segmental duplications defined by their high sequence identity can lead to
misalignment making regions between SDs prone to non-allelic homologous recombination, a
known molecular mechanism for SV formation.
The disruption of TAD boundaries can be influenced by SVs, this is something that has
been reported and confirmed using Hi-C data [19]. Often these reports are on individuals with
developmental delay, known to have SVs [19]. For these reasons we expected SDs to be
relatively far away from TADs and TAD boundaries considering their connection to the
formation of SVs. Fudenberg and Pollard 2019 hypothesized that SVs are subject to purifying
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selection and over evolutionary time are removed [36]. Purifying selection can be defined as the
removal of deleterious mutations, in this case structural variants as they often result in genomic
disorders like SMS and PLS [36]. Fudenberg and Pollard reported a uniform distribution of SVs
in patients with developmental delay and suggested that SVs do not actively avoid CTCF sites
which are often found at TAD boundaries [36]. In contrast, they found evidence for purifying
selection acting on SVs as they saw in healthy humans and primates a depletion of deletions at
CTCF sites and TAD boundaries [36]. Our first goal for this project was to determine if this held
true for SDs by using publicly available datasets already processed by previous researchers
[9,37]. These data both used the human reference genome hg19, which is the initial GRCh37
release and does not include patch sequences.
Our second goal was to process Hi-C data for feature annotation of TADs, along with
generating our own SD coordinates, and should be viewed as a separate set of experiments.
These datasets use the human reference genome hg38, the initial GRCh38 release and does not
include patch sequences. The objective was to understand the distribution of SDs near TADs and
TAD boundaries and determine if there was any overlap between the two genomic features. Due
to the large complexity of the human genome, this project focused on chromosome 1,
chromosome 17 and chromosome 18. Chromosome 1 is the largest chromosome in the human
genome with more than 248Mb and contains the most genes. For these reasons we selected
chromosome 1 as we believed it would provide us with a general overview of SDs and their
distribution. Chromosome 17 is the 7th smallest chromosome approximately 84 Mb in size. Our
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interest in chromosome 17 stems from the literature on NAHR, the molecular mechanism
responsible for SMS and PLS. Chromosome 17 also contains the gene for RAI1, a transcription
factor that is associated with SMS and PLS [20–22,25] when it is deleted or duplicated,
respectively. Chromosome 18 is the 6th smallest chromosome, at a little more than 80Mb, with
the fewest number of genes, which might result in fewer TADs if there are no enhancer-promoter
interactions that need to be insulated given the absence of genes.
Our results focused on the region between SDs as they are more prone to NAHR
events. One question this project aimed to answer was how often our genomic features (SDs
and TADs) “overlap”. Our initial hypothesis was to observe few SDs near TADs and TAD
boundaries, which would mean few overlaps. This work reports the preliminary results and
further analysis must be made to make any statistical claims.

II.

METHODS

All batch jobs which contained simple Linux Bash scripts were executed by SLURM on
the San Jose State University (SJSU) College of Engineering (CoE) High Performance
Computing (HPC) system, which has 36 nodes available for use with a total of 1008 compute
cores provided by Intel Xeon E5-2660 v4 processors. The HPC system has 20 compute nodes
with 128 GB of RAM and 16 GPU/condo nodes with 256 GB to give a total memory of 6.7TB.
The data storage available on the CoE HPC system is 110TB. Processing and analyzing data on a
HPC system like the CoE HPC is beneficial because of the large memory and storage capacity it
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provides. There are many resources that can be requested to accommodate various types of data
processing and analysis (Table 1).
Table 1. CoE HPC system resources.

2.1 Defining depletion of SDs near TAD boundaries
We first took publicly available data and conducted a brief analysis to determine if SDs
were depleted at TAD boundaries [9][37]. TAD data was downloaded from the 2014 Hi-C study
by Rao et al. for five cell lines: GM12879, HMEC, HUVEC, IMR90, and K562 [9]. The Hi-C
experiment which created these data for annotation of TADs used the human reference genome
hg19. Each cell line was loaded as its own TAD boundary dataset in a Pandas dataframe via
Jupyter Notebook with columns containing the genomic coordinates for TAD start and end
positions. We then defined the TAD boundaries as ranges 5kb+/- from the TAD start and end
positions. Therefore, each TAD boundary was 10kb in size. The SD dataset was downloaded
from the SEDEF github repository as the creators of the SEDEF tool provided results for the
detection of SD in hg19 [37]. The SD dataset was loaded as a Pandas dataframe similar to the
TAD boundaries data, except a second start and end point were provided.
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Fudenberg and Pollard quantified the expectation as a uniform distribution across the
genome [36]. For our experimental purposes, TAD boundaries are considered “depleted” if fewer
than expected SDs are present. To measure depletion of SDs, we calculated observed/expected
breakpoint frequency and coverage by applying similar methods developed by Fudenberg and
Pollard [36]. The relative abundance of SDs was calculated using the equation shown below
[36].

∑𝑁𝑖
𝑁𝑡𝑜𝑡𝑎𝑙 ∑

𝑆𝑖
𝑆𝑡𝑜𝑡𝑎𝑙

Here i indexes genomic regions within the TAD boundaries, Si is the size of the region i, Ni is the
number of SDs breakpoints in region i or the base pairs covered by SDs in region i , Stotal is the
genome size, and Ntotal is the number of SD breakpoints genome wide or the base pairs of SDs
genome wide [36]. We report final values in log base 10 (Figure 9) [36]. Therefore, low
breakpoint frequency and low coverage will plot on a negative x-axis and negative y-axis (Figure
9).
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Figure 9. Purifying selection defined by the depletion of breakpoint frequency and coverage of
SVs [36]. Observed/expected coverage on x-axis and observed/expected breakpoint frequency on
y-axis.
Similarly, we asked what it would look like if SDs did in fact reside in TAD boundaries
and predicted higher breakpoint frequency and higher coverage at TAD boundaries. To test this
hypothesis, we generated synthetic segmental duplications to fall within TAD boundaries and
repeated the calculations using the same methods from Fudenberg and Pollard [36]
2.2 Data collection for processing Hi-C
The following methods were applied to a 2019 Hi-C dataset and should be considered
separate from section 2.1.
2.2.1 Downloading Hi-C data from SRA
In-Situ Hi-C experiments were conducted by I.E. Eres et al. 2019 on induced pluripotent
stem cells (iPSC) [38]. Cells were validated as pluripotent at high passage and quality control
checks including the cells ability to differentiate into all three germ layers were performed before
In-Situ Hi-C. The restriction enzyme MboI was used to cut DNA at its 4 bp recognition site
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(GATC) and ligation of proximal fragments produced chimeric DNA fragments composed of
non-contiguous loci. Hi-C libraries were sequenced on Illumina HiSeq 4000 to create 100 bp
paired-end reads. SRA runs were downloaded from SRA Study SRP168606 and GEO Accession
GSE122520. Raw FASTQ files were downloaded using the SRA toolkit,
sratoolkit.2.11.0-ubuntu64 [39]. A total of 15 runs were downloaded, making up 4 biological
replicates (2 males and 2 females) shown in Table 1.
Table 2. SRA runs of Human Hi-C experiments conducted on Induced Pluripotent Stem Cells
(iPSCs) episomally reprogrammed from fibroblast.

2.2.2 QC on raw FASTQ files with Trimmomatic
Quality control of raw FASTQ files was done using Trimmomatic-0.39 [40]. Illumina
adapters were removed with ILLUMINACLIP:TruSeq3-PE.fa:2:30:10. Trimmomatic comes
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with suggested adaptor sequences for TrueSeq3 as used by HiSeq machines like the Illumina
HiSeq 4000 system. Reads were trimmed using a sliding window, SLIDINGWINDOW:5:20, to
scan across 5 base pairs at a time and clipped the read once the average quality drops below 20
[40].
2.3 Processing Hi-C data with FAN-C
2.3.1 Building genome index with BWA
The human reference genome hg38 was downloaded from UCSC Genome Browser, it is
the initial GRCh38 release and does not include patch sequences. BWA was used to create the
genome index for hg38, which is required when using FASTQ files as input to implement the
FAN-C automated pipeline [41]. We selected the same algorithm used in BWT-SW which is
known to work well with the whole human genome. This step was done prior to running the
automated pipeline and the path to the hg38 index was provided for the argument
--genome-index. BWA was also used for mapping as it was directly detected by FAN-C.
2.3.2 Generating restriction fragments
We provided restriction fragments in place of the FASTA file for the reference genome
hg38. Restriction fragments are DNA fragments that result from the cutting of DNA strands, or
in this case genome. The command ‘fanc fragment’ was run beforehand to generate the BED file
for the argument --genome. Restriction fragments were generated using the restriction enzyme
MboI, the same enzyme used for the Hi-C experiments, which has a 4bp recognition site
5’-GATC-3’.
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2.3.3 Automated pipeline: FASTQ to Pairs Objects
This project incorporated The Framework for the ANalysis of C-like (FAN-C) version
0.9.24, an easy to use command line tool that provides an automated pipeline for analysis of
Hi-C data (Figure 10). The following arguments were used as follows: --genome with hg38.fa,
--restriction-enzyme with MboI enzyme, --genome-index with generated restriction fragments
file hg38-Mbo.bed, --basename for naming output files/folders, --iterative to map reads
iteratively, --step-size to specify the step size 5 bp for iterative mapping , --threads to provide the
maximum number of threads, --fanc-parallel for parallelisation, --split-fastq to split FASTQ files
into chunks of 10M reads and merged back , --work-in-tmp to work in temporary directory,
--split-ligation-junction to split reads at the predicted ligation junctions before mapping, and
--no-hic to omit the generation of FAN-C Hi-C files as Pairs objects will be converted to Juicer
Hi-C.
Trimmed *_1.FASTQ and *_2.FASTQ files were used as input and mapped to the
restriction fragments generated with the provided human reference genome hg38. Iterative
mapping was done such that reads were initially trimmed to 25 bp before mapping and then
extended using a step size of 5 bp until the full length of the read was reached or a unique
mapping location was found. BWA was used as it was recommended by the creators of FAN-C
to support chimeric reads, which are observed in Hi-C libraries [41]. Next, reads were sorted
using sambamba version 0.8.2 to produce *_1.SAM and *_2.SAM files [42] Files are
automatically converted and stored as BAM files to save disk space. Sorting was done using
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Sambamba as it was recommended by the creators to speed up the sorting step, which is required
for merging mate pairs to FAN-C Pairs objects or pairs files. The automated FAN-C pipeline
assumes two consecutive SAM/BAM files represent mate pairs in a Hi-C library mapped to the
restriction fragments. Reads were filtered for multi-mapping and unmappable reads while read
pairs were filtered for PCR duplications, restriction site distance, and self-ligations, then merged
to FAN-C Pairs Objects. We omitted the generation of FAN-C Hi-C files with argument --no-hic
in favor of using ‘fanc to-juicer’ to generate Juicer Hi-C files for feature annotation with
Arrowhead [6,9].

Figure 10. Integration of FAN-C automated pipeline to process Hi-C data. Workflow for
processing Hi-C data includes downloading SRA runs and quality control measures with
Trimmomatic. Hi-C data files can be generated with fanc to-juicer. TAD coordinates are called
with JuicerTools Arrowhead.
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2.3.4 Converting Pairs Objects to Juicer Hi-C
For every chimeric read that was produced and sequenced, we determined which pair of
loci the chimeric read was derived from. This information was stored in our Juicer Hi-C files,
each file being its own matrix M. The values stored in the ith row and jth column of matrix M
represent the number of reads that were sequenced. Read counts are registered in a matrix M
such that Mi,j represent the read count for fragments at position i and j. We can also think of Mi,j
as the number of reads where one end of the read was mapped to locus i and the other end of
the read was mapped to locus j.
The raw counts out of Hi-C experiments are not usually used because many of the
interactions in the raw matrix are expected. In other words, loci adjacent to each other tend to
interact more because naturally they are closer on the linear chromosome. In order to get a
useful interaction contact map, normalization was done. The Knight and Ruiz (KR) algorithm
for normalization allows for equal visibility throughout the matrix [43]. This means that the
columns and rows roughly sum up to equal levels, in most cases they sum to 1 [43].
A total of 15 FAN-C Pairs objects were pooled according to their BioSample,
Experiment, and Sample Name and converted to Juicer Hi-C formatted files using ‘fanc
to-juicer’ resulting in 4 Juicer Hi-C files. FAN-C ‘to-juicer’ incorporated the Juicer command
line tools ‘pre’ command given the path to the Juicer Tools jar package version 1.22.01. A
resolution of 10kb was used to generate the raw Hi-C matrices using KR normalization. Each
Juicer Hi-C file that was generated was considered a biological replicate, as there were 4 unique
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values for BioSample, Experiment, and Sample Name. Descriptive data for all four biological
replicates can be found in Appendix (Tables 8-11). Analysis done only for numeric data.
2.4 Annotation of domains with Arrowhead
Juicer Hi-C files were used with the Juicer command line tools to run ‘arrowhead’ at
resolution 10kb with KR normalization. The arrowhead transformation matrix is defined by the
equation below.
*

𝐴𝑖,𝑖+𝑑 =

*

( 𝑀𝑖,𝑖−𝑑 − 𝑀𝑖,𝑖+𝑑)
*

*

(𝑀𝑖,𝑖−𝑑 + 𝑀𝑖,𝑖+𝑑)

*

Here, 𝑀 is the normalized contact matrix (Hi-C matrix) and A i,i+d is a measure of directionality
of locus i with restriction to contacts at a linear distance d. Therefore, the arrowhead
transformation is calculated such that 𝐴𝑖,𝑖+𝑑 is positive when locus i-d is inside the domain and
locus i+d is outside the domain. Inversely, 𝐴𝑖,𝑖+𝑑 is negative when locus i+d is inside the domain
and locus i+d is outside the domain.
This transformation matrix replaces the contact domains, which are observed along the
diagonal of the Hi-C matrix, with arrowhead-shaped motifs that point to the upper left corner
(Figure 11). Dynamic programming is used to identify these arrowheads, where the algorithm is
designed to find pairs of loci ‘a’ and ‘b’, such that these pairs of loci have a domain between
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*

them. The pixel 𝑀

a,b

is the corner of a domain. A corner score is provided by Arrowhead which

reflects the likelihood that the pixel is at the corner of a domain.

Figure 11. Arrowhead transformation matrix allows for the identification of TADs. Normalized
Hi-C matrix M* (Left) with contact domains (ie TADs) (black) along the diagonal. Arrowhead
matrix (Right) replaces contact domains with arrowhead-shaped motifs (yellow) pointing to the
upper left corner [9].
Given the 4 Juicer Hi-C files, Arrowhead generated 4 BEDPE files with 12 fields
(columns). The records (rows) in the files represent every contact domain, which we will
interpret as a TAD, identified and called by Arrowhead. Fields x1,x2,y1,y2 are the intervals
spanned by the TADs, which we can think of as the start and end coordinates of each TAD.
Values for x1 and y1 are the same and similarly values for x2 and y2 are also the same due to
the symmetry of the Hi-C matrix. The corner score was also provided. To obtain the size of
each TAD, we calculated the absolute difference of the start and end coordinates (ie abs(start end)). TADs were filtered to remove sub-TADs as they are less conserved [44,45]. Descriptive
data for all biological replicates can be found in the Appendix section (Appendix Tables 8-11).
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2.5 Segmental duplication detected using BISER
To obtain genomic coordinates for segmental duplications we used the tool BISER (Brisk
Interference of Segmental duplication Evolutionary stRucture), which is SEDEF's successor
made by the same creators [46]. To match the Hi-C data, we used the human reference genome
hg38. BISER defines a genomic sequence G = g1g2g3…g|G| of length |G| where the emission
alphabet is 𝚺 = {A,C,G,T,N}. The substring Gi = gi…gi+n-1 makes up part of G given length n and
given it starts a position i in G. They also define s1၀ s2 as a string addition of strings s1 and s2 .
The k-mer set K(s) consists of all subsequences of size k in sequence s, where a single k-mer is a
subsequence of size k in s.
BISER uses Levenshtein’s edit distance metric Ɛ between two strings to measure the
minimum number of edit operations, during alignment of s and s’. The three edit operations are,
replacement, deletion, and insertion, with ℓ representing the length of the alignment. The edit
error between s and s’ is the normalized edit distance, represented as err(s,s’) = Ɛ (s,s’)/ℓ, which
reflects the sequence divergence of s and s’.
Based on the definitions above, BISER defines a segmental duplication as a tuple of
paralog sequences (Gi,Gj) such that all the following criteria are met:
1) err(Gi,Gj) ≤ Ɛ
2) given that ℓ is the optimal alignment between Gi and Gj, ℓ ≥1000
3) the max overlap between paralog sequences Gi and Gj is Ɛ ᐧ n bases

30

However, since classical edit distance calculation algorithms are too slow, BISER counts the
number of shared k-mers in k-mer sets K(s) and K(s’) in an indirect approach to measure
similarity of string s and s’. Jaccard index measures the similarity between two sets of data, in
this case the two sets K(s) and K(s’). By using Jaccard index of s and s’ as a proxy for Ɛ (s,s’),
and simplifying the Jaccard index calculation by not maintaining the complete k-mer sets K(s)
and K(s’),

𝐽(𝐾(𝑠), 𝐾(𝑠')) =

|𝐾(𝑠) ∩ 𝐾(𝑠')|
|𝐾(𝑠') ∪ 𝐾(𝑠')|

becomes

Ĵ(𝑠, 𝑠')) =

𝑠 ⊛ 𝑠'
|𝐾(𝑠) ∪ 𝐾(𝑠')|

were s ⊛ s' is an alternative way of measuring the k-mer similarity to define an ordered Jaccard
index.
A single BEDPE file was generated which contained 14 fields. The first six fields
(columns) of the file describe the start and end coordinates of the SD while the remaining fields
describe general details including total alignment error (score), length of the longer duplication
(max_len) and alignment span (aln_len).
To determine the size of our duplications, we calculated the absolute difference for each
start and end points provided by BISER (i.e. abs(start1 - end1) and abs(start2 - end2)).
Similarly, to determine the size of the region between duplications we calculated the absolute
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difference between the end of the first duplication and start of the second duplication (ie
abs(end1-start2)). Additionally, we calculated the total size of the duplication by summing the
above calculations. Proportions for duplication size and the region between duplications were
calculated by dividing the total size and multiplying by 100 to make it a percentage.
2.6 Visualization of Hi-C matrices and TADs with Juicebox Web
We used Juicebox Web to upload Hi-C files and BEDPE files to visualize our Hi-C
matrices and TADs. Juicer Hi-C files were uploaded via ‘Load Map’ and TAD BEDPE files were
uploaded via ‘Load Tracks’ [8].
2.7 Plotting distribution of distance between SDs and TADs
SD coordinates and TAD coordinates were both loaded as Pandas dataframes in Jupyter
Notebooks and descriptive statistics was provided on the entire genome omitting genomic
features that resided on two different chromosomes. Prior to plotting the distribution, we filtered
out SDs with regions between duplications that were greater than 3Mb as it would give us more
comparable results to TADs. A Python code was written to calculate the minimum distance of
each SDs to the nearest TAD.
2.8 Counting the number of overlaps with Intervene
The tool Intervene version 0.6.5 was used to create Venn diagrams to show the number of
overlaps between our genomic features, here being the region between duplications and TAD
intervals. Intervene was executed using Bedtools intersect options -a with BISER BEDPE as file
A, -b, with arrowhead BEDPE as file B and -u to return unique A entries if any overlap was
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found in at least one B feature (Figure 12). Intervene was run a second time, swapping file inputs
for options -a and -b (Figure 13) [47,48]. This was done for each Arrowhead output, each one
representing a biological replicate. We focused on chromosome 1, chromosome 17, and
chromosome 18 for simplicity.

Figure 12. Method to determine the number of SDs that overlap TADs. Region between
duplications (hotspot) overlaps with at least one TAD (pink). Overlap (green) is counted once.
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Figure 13. Method to determine the number of TADs that overlap SD. TAD (pink) overlaps at
least once with a region between duplications (hotspot). Overlap (green) is counted once.
III.

RESULTS

3.1 Comparison of low and high breakpoint frequency and coverage at TAD boundaries
We looked at TAD boundaries from five cell lines and found evidence that suggests
purifying selection might be acting on SDs in a similar manner to SVs as indicated by the low
breakpoint frequency and low coverage (Figure 14). HMEC and IMR90 had the lowest values
suggesting that these two cell lines are the most depleted at TAD boundaries. Overall all five cell
lines showed relatively low breakpoint frequency and low coverage (Figure 14). The K562 cell
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line, which was derived from a chronic myelogenous leukemia patient with an uncommon bone
marrow cancer, also showed low breakpoint frequency and low coverage.

Figure 14. SDs depleted at TAD boundaries in five cell lines. Observed/expected coverage
(COE) on x-axis. Observed/expect breakpoints (BOE) on y-axis.
Our synthetic SDs showed the opposite trend, where data plotted on the positive x-axis
and positive y-axis (Figure 15). The K562 cell line showed the highest breakpoint frequency and
coverage, while GM128 had the lowest values (Figure 15). The high breakpoint frequency and
high coverage may suggest that these synthetic SDs are enriched, as opposed to depleted, at TAD
boundaries.
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Figure 15. Synthetic SDs enriched at TAD boundaries in five cell lines. (COE) on x-axis.
Observed/expect breakpoints (BOE) on y-axis.
3.2 Assessment of FAN-C Pairs
A total of 15 SRA runs were processed using the FAN-C automated pipeline. Two
separate kinds of filtering were done during processing: on the level of individual reads and on
the level of read pairs (Table 3).
3.2.1 Read level filtering
Reads were labeled as ‘multi-mapped’ if their sequence mapped to more than one
restriction fragment. The mean number of ‘multi-mapping’ reads was 19,109,260 implying that
on average a little more than 19 million reads or approximately 9.3% of total mean reads mapped
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to more than one restriction fragments. Alternatively, reads were labeled as ‘unmappable’ when
they did not map to any restriction fragment. The mean number of unmappable reads was
46,275,715 resulting in more than 46 millions reads or approximately 22.5% of total mean reads
did not map to any of the restriction fragments. The total mean number of reads was
205,554,949.
3.2.2 Read pair level filtering
The three filters applied to read pairs were PCR duplicates, restriction site distance, and
self-ligation. A PCR duplicate shares the exact same paired-end sequence or shares the exact
same 5’ alignment position of the read pair. It is difficult to determine if these are real duplicates
that come from different cells or PCR duplicates from one single cell, therefore only one pair
from a set of duplicates was kept during the filtering process. The mean number of PCR
duplicates was 9,446,543 or approximately 4.6% of the total mean reads were PCR duplicates.
Read-level filtering also removed reads whose distance to the nearest restriction site was greater
than 10Mb. The mean distance of a read’s start coordinate to the nearest restriction site was
1,232 bp.
During the restriction enzyme digest step, it is possible for some DNA to be missed and
remain uncut resulting in no ligation or self-ligation. To determine if no ligation or self-ligation
occurred, paired-end strand orientation is needed. If no ligation occurs then there is formation of
“inward” (+/-) paired-end reads, however, uncut DNA that results in self-ligation forms
“outward” (-/+) pair-end reads, therefore self-ligations are also removed. The mean number of
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self-ligations was 10,470,938 or approximately 5.1% of the total mean reads were self-ligations.
Lastly, the mean number of valid read pairs was 186,234,555. The percent of valid read pairs was
calculated by dividing the valid read pairs by the total read pairs giving a calculated mean
percent of valid read pairs of 90.05%.
Table 3. Summary results of FAN-C Pairs objects. Read level filtering (Multi-mapping, and
Unamappable) and read pair level filtering (PCR duplicates, Restriction site distance, and
Self-ligations).
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Bar plots for each sample were generated by FAN-C auto, which displayed the same
information shown in Table 3. We provided an example barplot for a single SRA run
(SRR8187246) where the leftmost plot provides read level information while the right most
plot provides read pair level information (Figure 16). Approximately 4 million reads were
filtered out because of multimapping and approximately 10 million reads were filtered out
because they were unmappable, resulting in a total of about 14 million unusable reads.
However, given a total of almost 50 million read pairs, close to 45 million were valid read
pairs, with less than 10 million PCR duplicated and self-ligations. Similar results were seen for
the rest of the processed SRA runs, except SRR8187245 which had the lowest percent of valid
reads (Table 3).

Figure 16. FAN-C barplot for SRR8187246 reports number of filtered reads. Read level
filtering (Left) includes multi-mapping and unmappable and read pair level filtering (Right)
includes PCR duplicates, restriction site distance, and self-ligations.
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3.3 Exploring Hi-C matrices with Juicerbox (Web)
In both the raw and the normalized matrix we see the increase of contact frequencies
indicated by the intense red along the diagonal on both matrices (Figure 17). This suggests that
loci that are nearby in 1D are also nearby in 3D. All four biological replicates were loaded and
viewed on Juicebox (Web) to validate the generation of Hi-C maps by FAN-C ‘to-juicer’. We
first looked at chromosome 1. The genomic coordinates 2,780,001-8,540,000 have no
biological significance and were selected simply for visualization purposes (Figure 17.) We
found Hi-C matrices for all four biological replicates were consistent and gave us no reason to
believe there were any pre-existing anomalies that would suggest any contaminants during the
Hi-C protocol.

Figure 17. Raw and normalized Hi-C matrices for chromosome 1. Raw Hi-C matrix (left)
compared to KR normalized Hi-C matrix (right) for biological replicate 1. Genomic coordinates
for x-axis chr1:2,780,001-8,540,000 and genomic coordinates for y-axis
chr1:2,780,001-8,540,000.

40

We used the raw calls by Arrowhead to calculate the absolute difference between the
start and end coordinates for each TAD referred to as “total_size” as a measure for TAD size.
The mean TAD size was 357,290 bp averaging across the four replicates (Appendix Tables
8-11). We omitted sub-TADs by removing TADs that overlap with each other, leaving the
outermost TADs in our datasets. These were also visualized with Juicebox (Web) and loaded
over the appropriate KR normalized Juicer Hi-C matrix. We then looked at chromosome 17 as
that is where the RAI1 gene resides, a transcription factor associated with SMS and PLS. The
RAI1 gene spans the genomic coordinates 17,681,458-17,811,453. We were interested in seeing
if any TADs were called by Arrowhead in close proximity to RAI1. Juicebox (Web) gave us the
ability to zoom in on the genomic coordinates and we found it within the top left corner of a
TAD (Figure 18). The Hi-C matrix suggests that the coordinates for RAI1 are near a TAD
boundary, an interesting observation that may help diagnose SMS and PLS.
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Figure 18. RAI1 gene resides on Chromosome 17 within TAD. TADs (yellow) are called by
Arrowhead. Genomic coordinates for x-axis chr17:16,860,230-18,150,229 and genomic
coordinates for y-axis chr17:16,861,688-18,151,687. RAI1 gene (blue) seen at top left corner of
TAD.
To get a general idea of how many TADs there were after omitting sub-TADs, we
created a table to store the number of TADs for each biological replicate and used these TADs
for further analysis with our SD dataset (Table 4). Chromosome 1 had most TADs with a mean
of 417 TADs, followed by chromosome 17 with a mean of 139 TADs and chromosome 18 with
a mean of 113 TADs.

42

Table 4. Number of TADs called by Arrowhead for chromosome 1, 17 and 18.

3.4 Descriptive statistics for SDs detected by BISER
A total of 74,938 SDs were detected using BISER (Table 5). There were 6,896 on
chromosome 1, 2,956 on chromosome 17, and 1,121 on chromosome 18 (Appendix Tables
12-14). Each SD detected was given an alignment error, which is reported in the field name
‘score’. Another way of thinking about the alignment error is as the dissimilarity between two
sequences or in this case the dissimilarity between duplication sequences. The mean ‘score’ for
the raw SD dataset was 34.11. This suggests that on average about 34.11% of the total
alignment span was made up of mismatches and indels. Half of the SDs detected by BISER had
an alignment error “score” of 26.30 or lower and only a quarter of our SD dataset has an
alignment error “score” of 49.10 or greater (Table 5). Considering this alignment error “score”
represents the number of mismatches and indels within the total alignment span of the two
duplications we expected low error “scores”. We assumed anything with a “score “of 50 or
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lower to be a good alignment as no more than 50% of the total alignment span would be made
up of errors.
Table 5. Descriptive statistics of SDs coordinates detected in hg38. Includes minimum and
maximum coordinate values. Additionally, 25th, 50th, and 75th percentiles.

We found the duplications to be of similar size, with the mean dup_1 size of 11,272 bp
and mean dup_2 size of 11,291 bp. The mean size of the region between duplications was
40,480,250 bp. The mean proportion of duplications was 5.77 while the mean proportion of the
region between duplications was 94.23. On average, the region between duplications was more
than 3,000x larger than the mean size of duplications, making it a larger region to study (Table
6).
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Table 6. Descriptive statistics of duplication size in hg38. Includes minimum and maximum
values. Additionally, 25th, 50th, and 75th percentiles.

In addition to the region between duplications being larger than the duplications
themselves, we also noted that these regions were at most 96x larger than any TAD called in
any replicate. Therefore we filtered out SDs with regions between duplications that were
greater than 3Mb as it would give us more comparable results to TADs. This left us to work
with at most 25% of all SDs detected by BISER.
3.5 Histograms of the minimal distance between SDs and TADs
Once SDs were filtered, chromosome 1 had a total of 1,666 SDs. At an initial glance the
biological replicates share a similar right skewed distribution of SDs to TADs, with SDs as far
as 5Mb to the nearest TAD. To better understand these results, we decided to look closer at the
SDs by limiting the minimum distance to the nearest TAD to less than 200kb, as that was where
the majority of the SDs were binned. Applying this restriction showed a more bimodal
distribution, with the first peak from 0 bp - 75,000 bp and a second peak around 125,00 bp 200,000 bp (Figure 19). This was not as evident in biological replicate 2 (Figure 19).
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Chromosome 17 had 650 SDs to analyze while chromosome 18 had 205 SDs. Both had
similar right skewed distributions of SDs to TADs as seen in chromosome 1.. Again, we
decided to look closer at the SDs by limiting the minimum distance to the nearest TAD to less
than 200kb. This highlighted a more bimodal distribution which was consistent with
chromosome 1, however, further analysis is needed to make any statistical claims (Appendix
Figures 22,25).

Figure 19. Distribution of the minimal distance between SDs and TADs found on chromosome
1. SDs were filtered to show only those with a minimum distance of less than 200kb to the
nearest TAD. Minimum distance on the x-axis and counts of SDs on the y-axis.
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3.6 Venn Diagrams provide number of overlaps for SDs and TADs
We were also interested in reporting the number of overlaps between our two genomic
features. The Venn diagrams show the number of overlaps as the intersection between the two
sets (SDs and TADs). We first looked at the number of SDs that overlap TADs by reporting the
SD once if it overlapped with at least one TAD (Figure 20). We then looked at the inverse by in
reporting the number TADs that overlap in SDs by reporting the TAD once if it overlapped with
at least one SD (Figure 21).

Figure 20. Venn diagram for chromosome 1 reports the number of SDs that overlap in TADs. SDs
(yellow) on left and TADs (blue) on right.
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Figure 21. Venn diagram for chromosome 1 reports the number of TADs that overlap in SDs.
TADs (blue) on left and SDs (yellow) right.
The overlap data allowed us to calculate the percent overlap for SDs and TADs. We
found the mean percent overlap of SDs in TADs to be 32.17% (Table 7). In other words, of the
total SDs studied in chromosome 1, slightly more than 30% of them had at least one overlap in
a TAD. The mean percent overlap of TADs in SDs was 53.13% which meant that slightly more
than half of the TADs reported in chromosome 1 had at least one overlap in a SD (Table 7).
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In chromosome 17, we found the mean percent overlap of SDs in TADs to be 38.12%,
suggesting that less than half of SDs in the set overlap TADs (Table 7). The mean percent
overlap of TADs in SDs was 81.98% showing more than 80% of TADs overlap SDs (Table 7).
Looking at chromosome 18, we found the mean percent overlap of SDs in TADs to be 44.27%
and the mean percent overlap of TADs in SDs to be 63.17% (Table 7).
Table 7. Mean percentage of overlaps for each chromosome.

IV.

DISCUSSION

4.1 SDs may be subject to purifying selection
Applying similar methods developed by Fudenberg and Pollard suggests that SDs may
also be depleted near TAD boundaries [36]. Purifying selection could be acting on SDs in a
similar manner as SVs. All cell lines had relatively low breakpoint frequency and low coverage,
including cell line K562 which is part of a cancer cell line panel. The generation of synthetic
SDs provided a more comprehensive understanding of SD as we saw a higher breakpoint
frequency and higher coverage at TAD boundaries. This gives us some reassurance that the
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methods we adapted from Fundenberg and Pollard were executed well enough to suggest a
depletion of SDs at TAD boundaries.
Since these results were produced using datasets that were already publicly available
and processed by previous researchers, we had plans to repeat this experiment with TAD data
that we generated from processing separate Hi-C experiments from recent papers. Our goal was
to have three datasets: human, chimpanzee and individuals with developmental delay, however,
due to time constraints and limitations with the CoE HPC system were unable to repeat this set
of experiments and decide to look at the distance and overlap instead.
4.2 FAN-C generates high percentage of valid read pairs for feature annotation of TADs
The FAN-C Pairs objects generated with the FAN-C automated pipeline gave an overall
high percentage of valid read pairs produced for each SRA run that was processed with the
exception of SRR8187245. This might be due to slight differences in how the sample was
prepared for Hi-C and sequencing. Fortunately, this was enough to proceed with matrix
generation using a 10kb resolution. Note that pooling Pairs objects based on the metadata
provided by the SRA study SRP168606 allowed us to have four replicates for Hi-C matrix
generation and annotation of TADs with Arrowhead. Detection of SDs produced a single file for
which all SD coordinates in hg38 were stored in. We focused on three chromosomes to simplify
our analyses: chromosome 1, chromosome 17, and chromosome 18.
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4.3 RAI1 gene found within TAD on chromosome 17
Hi-C data was visualized with Juicebox (Web) to validate matrix generation [8]. A mean
of 186Mb valid reads was enough to use 10kb resolution but in future work will also include
results from multiple resolutions. Raw matrices were normalized with the KR matrix balancing
algorithm and normalized matrices were used as input for annotation of TADs. All four
replicates produced similar TAD calls, approximately 7k each and all replicates were analyzed
with SD data (Appendix Tables 10-13). Prior to analysis TAD calls were filtered to not include
sub-TADs.
We found the RAI1 gene within a TAD on chromosome 17 near a potential TAD
boundary. As mentioned, RAI1 is a gene associated with SMS and PLS, but we cannot confirm
that a deletion or duplication of the gene disrupts the TAD boundaries it resides closest to. A
Hi-C dataset comparison between healthy humans and patients with developmental delay may
reveal any differences in the manifestation of TADs on chromosome 17, specifically the
genomic coordinates where RAI1 resides.
4.4 Possible bimodal distribution of minimal distance of SDs and TADs
SDs coordinates were used to calculate the size of duplications and region between
duplicates. We found most duplications to be smaller compared to the region that separates
them. Interestingly, the region which separated SDs was much larger compared to the size of
TADs and we applied a 3Mb max to the region. It is important to note that prior to filtering SDs
the region between duplications of 3Mb, every TAD had at least one overlap in an SD. After
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looking at the mean values of the calculated total size of SDs, it was obvious that many SDs
covered a large range of genomic sequences (Tables 5,6). Therefore, our SD set was composed
of approximately 25% of the original BISER output. Note, we only looked at genomic features
on the same chromosome, which limited the data sets.
Because SDs cover large ranges of genomic sequence it was difficult to determine what
kind of distribution they display. We looked at the proximal distribution of SDs to TADs and
TAD boundaries by using the minimum distance of the region between duplications to the called
TAD intervals. This appeared to reveal a more binomial distribution for each chromosome
however no statistical significance was determined. In order to confidently make any claims
about the distribution of SDs across TADs and TAD boundaries, we must apply our methods to
all chromosomes to have a consensus. These data were mainly to understand where SDs reside in
relation to TADs and while these data only provide information about chromosomes 1, 17 and 18
our next steps would be to obtain a global distribution that accurately represents SDs in the
human genome.
4.5 Less than half of SDs overlap TADs
One of our final goals was to determine the number of overlaps between SDs and TADs.
Overall, less than half of SDs that we analyzed overlapped at least one TAD. Conversely, more
than half of the TADs had an overlap with at least one SD. This might be due to the fact that
there are more SDs compared to TADs on each chromosome in our datasets (Table 7). One
interesting thing to note is that while chromosome 17 and chromosome 18 had similar numbers
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of TADs, chromosome 17 had 4.5x more SDs than TADs and chromosome 18 only had 1.8x
more SDs than TADs (Table 7). Chromosome 17 is known to harbor SVs which may be one
underlying reason for this difference in number of SDs but not TADs. Further statistical
analysis must be done to confirm these statements.
4.6 Concluding remarks and future works
Detecting SDs with BISER was relatively quick. Unfortunately a majority of our time
was spent processing the Hi-C data on the CoE HPC system. As a result we only had one human
dataset to analyze. As mentioned, there were more SDs detected than TADs for each
chromosome and biological replicate. This might simply be because there are more SDs in the
genome than there are TADs, which we would be unable to change and we did not prove in this
research. A second reasoning might be related to the sequencing step if there was not enough
coverage for higher resolution of our Hi-C matrices. A third might be due to how the Hi-C was
processed. There are various tools and parameters which can be used and adjusted to generate
Hi-C matrices and identify TADs.
There is much left to explore as we were only able to scratch the surface of the project.
Keep in mind that the genomic data used here was from iPSC cells which have the ability to
develop into any of the three primary groups of cells. Conducting this workflow on other types
of cells would provide additional information across diverse cell types [49]. Another next step
would be to obtain and process data from primates and individuals with developmental delay to
understand the distribution of SDs and compare it to ours, as it came from healthy humans. In the
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future, we hope to deploy the integration of the FAN-C automated pipeline and the visualization
of Hi-C matrices using Snakemake, a workflow management system.
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VI.

APPENDIX

Table 8. Descriptive statistics of TAD coordinates in hg38 for biological replicate 1. Includes
minimum and maximum coordinate values. Additionally, 25th, 50th, and 75th percentiles.

Table 9. Descriptive statistics of TAD coordinates in hg38 for biological replicate 2. Includes
minimum and maximum coordinate values. Additionally, 25th, 50th, and 75th percentiles.
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Table 10. Descriptive statistics of TAD coordinates in hg38 for biological replicate 3. Includes
minimum and maximum coordinate values. Additionally, 25th, 50th, and 75th percentiles.

Table 11. Descriptive statistics of TAD coordinates in hg38 for biological replicate 4. Includes
minimum and maximum coordinate values. Additionally, 25th, 50th, and 75th percentiles.
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Table 12. Descriptive statistics of SDs coordinates detected in hg38 on chromosome 1.
Includes minimum and maximum values. Additionally, 25th, 50th, and 75th percentiles.

Table 13. Descriptive statistics of SDs coordinates detected in hg38 on chromosome 17.
Includes minimum and maximum values. Additionally, 25th, 50th, and 75th percentiles.

Table 14. Descriptive statistics of SDs coordinates detected in hg38 on chromosome 18.
Includes minimum and maximum values. Additionally, 25th, 50th, and 75th percentiles.
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Figure 22. Distribution of the minimal distance between SDs and TADs found on chromosome
17. SDs were filtered to show only those with a minimum distance of less than 200kb to the
nearest TAD. Minimum distance on the x-axis and counts of SDs on the y-axis.
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Figure 23. Venn diagram for chromosome 17 reports the number of SDs that overlap in TADs.
SDs (yellow) on left and TADs (blue) on right.
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Figure 24. Venn diagram for chromosome 17 reports the number of TADs that overlap in SDs.
TADs (blue) on left and SDs (yellow) right.
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Figure 25. Distribution of the minimal distance between SDs and TADs found on chromosome
18. SDs were filtered to show only those with a minimum distance of less than 200kb to the
nearest TAD. Minimum distance on the x-axis and counts of SDs on the y-axis.
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Figure 26. Venn diagram for chromosome 18 reports the number of SDs that overlap in TADs.
SDs (yellow) on left and TADs (blue) on right.
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Figure 27. Venn diagram for chromosome 18 reports the number of TADs that overlap in SDs.
TADs (blue) on left and SDs (yellow) right.
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