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Imagine that you have been working at a company for 5 years and you have recently been 
thinking about asking for a salary raise. Today is your annual evaluation day and you figured 
that this would be an excellent opportunity to share these thoughts with your boss. Before 
you walk into your boss’s office, you make a long list of reasons why you deserve a raise. 
Very determined to get that reward you think you deserve, you then knock on your boss’s 
office door. However, when you walk into the office, you pause when see your boss sitting 
at his desk. His eyebrows are pulled down together; his glaring eyes are wide open, baring 
teeth; and his face is as red as a tomato – it looks like his last phone call left him angry and 
irritable. Ten minutes later, sooner than you expected, you leave the office without talking 
about the salary raise that you wanted so much. It is probably better to save this 
conversation for a better moment. What made you change course here?  
Affect has long been postulated to be crucial for survival (Darwin, 1872; Frijda, 1988). It can 
facilitate our instrumental (or outcome‐oriented) decisions, which is particularly relevant in 
complex and uncertain situations, such as in the example described above (Damasio et al., 
1996; Dayan et al., 2007). At the same time, we all know too well that affective biases can 
also impair our instrumental behavior. For example, in case you persist in avoiding the 
conversation with your boss about the salary raise despite the necessity of a raise. In fact, 
abnormal affective influences on our behavior have been proposed to contribute to a 
variety of (social) behavioral anomalies and psychiatric disorders (Damasio, 1997; Dayan et 
al., 2006; Seymour et al., 2008; Roelofs et al., 2009; 2010; Von Borries et al., 2012). For 
instance, it has been shown that anxious and aggressive individuals show altered approach‐
avoidance action tendencies towards socioemotional stimuli (Roelofs et al., 2009; 2010; Von 
Borries et al., 2012). However, this previous work did not speak to the degree to which 
socioemotional stimuli can impact instrumental decisions. It is of great importance to gain 
more insight in mechanisms underlying normal and abnormal interactions between affect 
and instrumental behavior to have a better understanding of behavioral deficits and 
ultimately provide better treatment for these deficits. For this reason, the studies in my 
thesis centered on the mechanisms underlying affective influences on instrumental 
behavior, and their role in social behavioral deficits, such as social avoidance and 
instrumental aggression.  
In this chapter, I will introduce the theoretical framework behind behavioral processes that 
stood at the basis of this thesis. Many scholars have suggested that affective biases of 
behavior reflect interactions between two distinct systems (Kahneman & Frederick, 2002; 
Camerer et al., 2005). Such dual‐process theories distinguish between a quick and affective 
process and a slow and deliberative process. Yet the precise nature of the interactions 
between these two processes remains unclear. One influential idea is that affective biasing 
of behavior reflects an interaction between a Pavlovian or ‘affective’ and an instrumental 
control system (Dayan et al., 2006; Seymour & Dolan, 2008). According to this proposal, 
which is supported by growing evidence from behavioral and computational neuroscience, 
affective biasing of instrumental behavior reflects effects of a Pavlovian system that 
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regulates innately specified, evolutionarily preprogrammed responses to reward‐ or 
punishment‐predictive stimuli. Although it has previously been shown that basic behavioral 
control systems, such as the Pavlovian system, may be relevant for understanding human 
social interactions (Olsson et al., 2005), the hypothesis that Pavlovian‐instrumental 
interactions account for affective biasing of behavior in the social domain has never been 
tested. Elucidating such a relationship is important to advance our mechanistic 
understanding of behavioral anomalies that play a critical role in daily encounters as well as 
in (social) psychiatric disorders. 
 
First, I will start by providing an overview of the background relevant for my studies. More 
specifically, I will discuss the multiple behavioral control systems that could provide a basis 
for understanding affective biasing of behavior. Second, I will discuss social avoidance and 
instrumental aggression, social behavioral deficits that are hypothesized to reflect abnormal 
affective influence on instrumental behavior. Finally, I will describe the methods that I have 
used in the studies that make up this thesis I will close this chapter with an outline of my 
thesis.  
 
Multiple behavioral control systems 
 
Emotion is an increasingly studied research topic in psychology and neuroscience. However, 
the term emotion is not well defined in most literature, and has been applied to a range of 
processes varying from perceptions, affective states, physiological responses, behavioral 
responses, and conscious interpretations (Cardinal et al., 2002). Neurobiological approaches 
suggest that emotion may have evolved out of more simple mechanisms that drive animal 
behavior (Cardinal et al., 2002). Therefore, prominent behavioral neuroscientists have called 
for investigations into the extent to which survival functions and circuits present in animals 
are also present in humans (Cardinal et al., 2002; LeDoux, 2012). For instance, LeDoux (2012) 
has proposed the concept of a survival circuit, which integrates ideas about emotion, 
motivation, reinforcement, and arousal to understand how organisms survive and thrive in 
daily life. According to this theory, mechanisms that instantiate survival functions, such as a 
defensive mechanism, are of critical importance in the study of emotional processes in 
humans.  This view therefore suggests that simple and evolutionarily old brain systems may 
serve as the basis for human ‘emotional’ processes and provide input to more recent 
systems to control complex behavior. Elucidating the mechanisms underlying these multiple 
systems that contribute to behavior may therefore offer a better understanding of the 
complex affective influences on behavior. Based on animal work, two major systems have 
been suggested to control behavior: the Pavlovian and the instrumental control system 
(Cardinal et al., 2002). In this section, I will discuss the type of behavior that is regulated by 
each of these two systems, and how these systems can help us understand affective biasing 
of behavior. 
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Pavlovian versus instrumental control 
Pavlovian control allows the animal to adapt to different situations by regulating 
evolutionarily pre‐programmed responses to predictions of events occurring in its 
environment. Pavlovian control has been studied experimentally using Pavlovian 
conditioning procedures. During Pavlovian conditioning, an initial neutral stimulus, called a 
conditioned stimulus (CS; such as a tone), is repeatedly coupled with an unconditioned 
stimulus (US) that possesses an affective value (e.g., an appetitive stimuli, such as nice food 
and juices; or aversive stimuli, such as shocks). After repeated presentation of this coupling, 
an animal learns to predict the occurrence of the US by presentation of the CS alone. This 
acquisition of the CS‐US contingency involves the acquisition of a Pavlovian, evolutionary 
preprogrammed, conditioned response (CR) to the CS. There are different types of Pavlovian 
responses associated with opposing affective values: appetitive values are associated with 
Pavlovian approach, engagement, and consumption, whereas defensive and avoidance 
behaviors such as inhibition and fight/flight/freeze reactions that are sensitive to the 
proximity of threats are associated with aversive values (Glickman & Schiff, 1967; Blanchard 
et al., 1986; Gray & McNaughton, 2003; McNaughton & Corr, 2004). Consistent with this, 
contemporary literature on multiple behavioral control systems suggests a close coupling 
between valence and action in the Pavlovian control system, in such a way that appetitive 
value is associated with action invigoration (approach and engagement) and aversive value 
with action inhibition (avoidance or inhibition; Boureau & Dayan, 2010; Cools et al., 2011). 
On the contrary, action and valence are believed to be independent in the instrumental 
control system (Boureau et al., 2010; Guitart‐Masip et al., 2014). Instrumental control 
allows animals to acquire new behavioral strategies and to choose actions to obtain goals in 
a flexible manner (Thorndike, 1911; Dickinson & Balleine, 1994; although an important 
distinction between habitual and goal‐directed instrumental control should be made, see 
Dickinson & Balleine, 1994; 2002). Instrumental control has been studied using instrumental 
conditioning procedures. During instrumental conditioning, a certain action (e.g., lever‐press) 
or response leads to a desired outcome (e.g., food delivery) in the context of a specific 
situation or stimulus (e.g., chamber with a lever). The desired outcome serves as behavioral 
reinforcement in this case, as it reinforces the response to occur.  
Pavlovian‐instrumental interactions 
Although I have made a clear distinction between Pavlovian and instrumental control in the 
previous paragraph, usually these systems interact closely ‐ they may cooperate or compete 
with each other. In some cases, instrumental learning can benefit from incidental Pavlovian 
relationships. For instance, being drawn to a lever by its association with positive value 
(Pavlovian approach) can facilitate or speed up the lever‐pressing for food delivery 
(instrumental action). One implication of this Pavlovian influence is that in extreme cases 
the response can be fully controlled by the Pavlovian contingency (Williams & Williams, 
1969). This speaks to the characteristic strength of Pavlovian control; that it can act 
irrespective of actual utility in terms of obtaining reward or avoiding punishment (Breland & 
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Breland, 1961). This is nicely illustrated, for example, by the Hershberger’s chicks inability to 
learn to run away from a food cup in order to obtain food (Hershberger, 1986). There, the 
innately specified tendency to approach the food prevented acquisition of the instrumental 
run‐away response. 
The motivational aspect of Pavlovian‐instrumental interactions is demonstrated in another 
way by the phenomenon of Pavlovian‐instrumental transfer (PIT; Estes & Skinner 1941; 
Estes, 1948; DiGuisto et al., 1974; Lovibond, 1983; Dickinson & Balleine, 1994). The 
experimental procedure of PIT involves three separate phases: Pavlovian training, 
instrumental training, and finally, the test phase in which the instrumental responding is 
assessed, usually in extinction, with the CS in the background (Estes, 1948; Rescorla & 
Solomon, 1967; Lovibond, 1983; Dickinson and Balleine, 1994; 2002; Holland and Gallagher, 
2003). During the test phase, the motivational properties of the conditioned stimulus 
influence the vigor as well as the direction of the unrelated instrumental responding.  
Most evidence that I discussed until now has come from experimental studies with animals, 
but there are increasing numbers of human studies on the processes discussed above as 
well. For instance, a series of experiments in humans has manipulated motivational valence 
(appetitive versus aversive) and action (behavioral activation versus behavioral inhibition) 
independently and has shown that reward potentiates behavioral activation, while 
punishment potentiates behavioral inhibition (Crockett et al., 2009; Guitart‐Masip et al., 
2011; 2012; 2014; Cavanagh et al., 2013). Pavlovian‐instrumental interactions in humans 
have also been demonstrated with PIT paradigms, where reward‐ or punishment‐predictive 
stimuli modulate instrumental responses. Much of this work focused on the action‐valence 
coupling in Pavlovian‐instrumental interactions by orthogonalizing action and valence in 
behavioral paradigms. For instance, Huys and colleagues (2011) showed using a novel PIT 
paradigm that Pavlovian influences on instrumental behavior depend on the valence of 
instrumental behavior. This work addressed the action‐context (approach versus avoidance) 
specificity of the Pavlovian‐instrumental interactions: whereas appetitive Pavlovian cues 
potentiated approach and inhibited avoidance, aversive Pavlovian cues inhibited approach 
and potentiated avoidance. This effect was independent of the outcome associated with the 
instrumental action. 
These findings raise the question whether affective influences on approach‐avoidance 
action tendencies by socially relevant emotional stimuli (Roelofs et al., 2009; 2010; Von 
Borries et al., 2012) may be explained by similar Pavlovian‐instrumental interactions. This 
prior work used an affective approach‐avoidance task, in which valence (angry versus happy) 
and required action (approach versus avoidance) are manipulated independently (e.g., 
Roelofs et al., 2009).Participants typically show an increase in avoidance action‐tendency 
towards angry faces, and an increase in approach action‐tendency towards happy faces on 
this affective approach‐avoidance task. The rule‐driven approach‐avoidance actions were 
operationalized as moving a joystick towards or away from you. This operationalization 
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Pavlovian versus instrumental control 
Pavlovian control allows the animal to adapt to different situations by regulating 
evolutionarily pre‐programmed responses to predictions of events occurring in its 
environment. Pavlovian control has been studied experimentally using Pavlovian 
conditioning procedures. During Pavlovian conditioning, an initial neutral stimulus, called a 
conditioned stimulus (CS; such as a tone), is repeatedly coupled with an unconditioned 
stimulus (US) that possesses an affective value (e.g., an appetitive stimuli, such as nice food 
and juices; or aversive stimuli, such as shocks). After repeated presentation of this coupling, 
an animal learns to predict the occurrence of the US by presentation of the CS alone. This 
acquisition of the CS‐US contingency involves the acquisition of a Pavlovian, evolutionary 
preprogrammed, conditioned response (CR) to the CS. There are different types of Pavlovian 
responses associated with opposing affective values: appetitive values are associated with 
Pavlovian approach, engagement, and consumption, whereas defensive and avoidance 
behaviors such as inhibition and fight/flight/freeze reactions that are sensitive to the 
proximity of threats are associated with aversive values (Glickman & Schiff, 1967; Blanchard 
et al., 1986; Gray & McNaughton, 2003; McNaughton & Corr, 2004). Consistent with this, 
contemporary literature on multiple behavioral control systems suggests a close coupling 
between valence and action in the Pavlovian control system, in such a way that appetitive 
value is associated with action invigoration (approach and engagement) and aversive value 
with action inhibition (avoidance or inhibition; Boureau & Dayan, 2010; Cools et al., 2011). 
On the contrary, action and valence are believed to be independent in the instrumental 
control system (Boureau et al., 2010; Guitart‐Masip et al., 2014). Instrumental control 
allows animals to acquire new behavioral strategies and to choose actions to obtain goals in 
a flexible manner (Thorndike, 1911; Dickinson & Balleine, 1994; although an important 
distinction between habitual and goal‐directed instrumental control should be made, see 
Dickinson & Balleine, 1994; 2002). Instrumental control has been studied using instrumental 
conditioning procedures. During instrumental conditioning, a certain action (e.g., lever‐press) 
or response leads to a desired outcome (e.g., food delivery) in the context of a specific 
situation or stimulus (e.g., chamber with a lever). The desired outcome serves as behavioral 
reinforcement in this case, as it reinforces the response to occur.  
Pavlovian‐instrumental interactions 
Although I have made a clear distinction between Pavlovian and instrumental control in the 
previous paragraph, usually these systems interact closely ‐ they may cooperate or compete 
with each other. In some cases, instrumental learning can benefit from incidental Pavlovian 
relationships. For instance, being drawn to a lever by its association with positive value 
(Pavlovian approach) can facilitate or speed up the lever‐pressing for food delivery 
(instrumental action). One implication of this Pavlovian influence is that in extreme cases 
the response can be fully controlled by the Pavlovian contingency (Williams & Williams, 
1969). This speaks to the characteristic strength of Pavlovian control; that it can act 
irrespective of actual utility in terms of obtaining reward or avoiding punishment (Breland & 
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Breland, 1961). This is nicely illustrated, for example, by the Hershberger’s chicks inability to 
learn to run away from a food cup in order to obtain food (Hershberger, 1986). There, the 
innately specified tendency to approach the food prevented acquisition of the instrumental 
run‐away response. 
The motivational aspect of Pavlovian‐instrumental interactions is demonstrated in another 
way by the phenomenon of Pavlovian‐instrumental transfer (PIT; Estes & Skinner 1941; 
Estes, 1948; DiGuisto et al., 1974; Lovibond, 1983; Dickinson & Balleine, 1994). The 
experimental procedure of PIT involves three separate phases: Pavlovian training, 
instrumental training, and finally, the test phase in which the instrumental responding is 
assessed, usually in extinction, with the CS in the background (Estes, 1948; Rescorla & 
Solomon, 1967; Lovibond, 1983; Dickinson and Balleine, 1994; 2002; Holland and Gallagher, 
2003). During the test phase, the motivational properties of the conditioned stimulus 
influence the vigor as well as the direction of the unrelated instrumental responding.  
Most evidence that I discussed until now has come from experimental studies with animals, 
but there are increasing numbers of human studies on the processes discussed above as 
well. For instance, a series of experiments in humans has manipulated motivational valence 
(appetitive versus aversive) and action (behavioral activation versus behavioral inhibition) 
independently and has shown that reward potentiates behavioral activation, while 
punishment potentiates behavioral inhibition (Crockett et al., 2009; Guitart‐Masip et al., 
2011; 2012; 2014; Cavanagh et al., 2013). Pavlovian‐instrumental interactions in humans 
have also been demonstrated with PIT paradigms, where reward‐ or punishment‐predictive 
stimuli modulate instrumental responses. Much of this work focused on the action‐valence 
coupling in Pavlovian‐instrumental interactions by orthogonalizing action and valence in 
behavioral paradigms. For instance, Huys and colleagues (2011) showed using a novel PIT 
paradigm that Pavlovian influences on instrumental behavior depend on the valence of 
instrumental behavior. This work addressed the action‐context (approach versus avoidance) 
specificity of the Pavlovian‐instrumental interactions: whereas appetitive Pavlovian cues 
potentiated approach and inhibited avoidance, aversive Pavlovian cues inhibited approach 
and potentiated avoidance. This effect was independent of the outcome associated with the 
instrumental action. 
These findings raise the question whether affective influences on approach‐avoidance 
action tendencies by socially relevant emotional stimuli (Roelofs et al., 2009; 2010; Von 
Borries et al., 2012) may be explained by similar Pavlovian‐instrumental interactions. This 
prior work used an affective approach‐avoidance task, in which valence (angry versus happy) 
and required action (approach versus avoidance) are manipulated independently (e.g., 
Roelofs et al., 2009).Participants typically show an increase in avoidance action‐tendency 
towards angry faces, and an increase in approach action‐tendency towards happy faces on 
this affective approach‐avoidance task. The rule‐driven approach‐avoidance actions were 
operationalized as moving a joystick towards or away from you. This operationalization 
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results in an overlap between the direction of the affective approach‐avoidance tendencies 
to the emotional face stimuli and the direction of the rule‐driven responses. Therefore, this 
paradigm did not speak to the degree to which such interactions between valence and 
action reflect Pavlovian‐instrumental interactions at the level of motivational valence or 
rather at the level of motor output. In my thesis, I have employed a paradigm that allowed 
me to extend this previous work and assess more directly the Pavlovian‐instrumental 
interaction at the level of motivational valence (Chapter 4‐6). In contrast with the upper‐
extremity approach‐avoidance task, the instrumental approach‐avoidance actions in this 
task were matched in terms of motor output. In addition, the instrumental response in this 
task (whole body sideways stepping) is orthogonal to the direction of the affective response 
towards the emotional stimuli. This feature prevents an overlap between directions of the 
affective and instrumental response axes. Finally, this task was combined with 
posturography (see Methods section for a description), a method that allowed me to assess 
one of the major Pavlovian responses, bodily freezing, to the emotional stimuli. This set‐up 
allowed me to disentangle the prepotent (Pavlovian) response to emotional stimuli from the 
effect of emotional stimuli on instrumental action mediated by Pavlovian‐instrumental 
interactions. In Chapter 4, I used this paradigm to investigate directly whether an affective 
bias of instrumental behavior reflects transfer effects of an affective (Pavlovian) system that 
regulates innately specified responses.  
Neural basis  
The observation that Pavlovian and instrumental control may be in conflict could indicate 
that the two control systems are segregated in the brain.  Converging evidence from animal 
and human studies points towards the relevance of several brain regions for specific aspects 
of Pavlovian and instrumental control (Cardinal et al., 2002; Balleine, 2005; Talmi et al., 
2008; Guitart‐Masip et al., 2012; Cavanagh et al., 2013; Geurts et al., 2013). 
The amygdala has been associated with the expression of responses to affective cues 
(Phelps & LeDoux, 2005; Geurts et al., 2013), and may influence specific, innately specified, 
responses organized in the hypothalamus, midbrain, and brainstem (Cardinal et al., 2002). 
Moreover, the signal in the amygdala has been shown to modulate instrumental actions, 
possibly via the ventral striatum (Talmi et al., 2008; Shiflett& Balleine, 2010; Floresco, 2015). 
The dorsal striatum is involved in learning and performance of instrumental responding 
(Liljehom et al., 2011; Liljehom & O’Doherty, 2012).  
Pavlovian biases of instrumental action can be adaptive, but also dysfunctional in certain 
situations. In the latter case, the ability to override Pavlovian biases is an advantage. The 
prefrontal cortex is believed to have this function through its role in instrumental control 
and overriding affective biases (Valentin et al., 2007; Balleine & O’Doherty, 2010; Volman et 
al., 2011; Guitart‐Masip et al., 2012; Cavanagh et al., 2013). For instance, Volman and 
colleagues (2011) have shown that inhibiting the anterior prefrontal cortex using continuous 
theta burst transcranial magnetic stimulation increases affective biases in rule‐based 
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behavior caused by emotional faces. The logical next step was to establish whether the 
prefrontal cortex can be modified to reduce affective biasing of behavior. In Chapter 6, I 
have investigated whether prefrontal transcranial direct current stimulation could reduce 
affective influences on instrumental action in young healthy volunteers. The potential utility 
of such effects is substantial. A means to facilitate reduction of affective influences on 
instrumental action could have great implications for the treatment of psychiatric disorders 
that are accompanied by excessive transfer of affective value onto instrumental action, such 
as addiction and attention deficit and hyperactivity disorder. 
  
Individual differences in affective biasing of behavior 
 
Abnormal affective influences on our behavior have been proposed to contribute to a 
variety of behavioral anomalies and psychiatric disorders (Dayan et al., 2006; Seymour et al., 
2008). In this thesis, I have used an individual differences approach to gain more insight in 
the complexity of affective biasing of behavior, particularly in the social domain. I have 
studied the role of affective biasing of instrumental action in social behavioral deficits, 
specifically social avoidance and instrumental aggression. An individual differences 
approach is useful not only to gain more insight in the complexity of affective biasing of 
behavior, but it may ultimately lead to a better understanding of social behavioral deficits 
and improve health care for psychiatric disorders affected by these deficits. In this section, I 
will provide the background and rationale for the chapters (2, 3 and 5), which are focused 
on the potential relevance of altered affective biasing of behavior in explaining social 
behavioral deficits. 
Social avoidance 
Social anxiety disorder is one of the most common mental disorders, with an estimated 
lifetime prevalence of up to 12 percent (Bögels & Tarrier, 2004; Kessler et al., 1994; 2005). 
Social anxiety disorder is characterized by fear and avoidance of social interaction and 
evaluation (Hofmann & Bögels, 2006). Cognitive mechanisms may play an important role in 
social anxiety (e.g., Clark & Wells, 1995; Rapee & Heimberg, 1997). For instance, heightened 
self‐focused attention, biased interpretation and selective retrieval of negative social events 
have been observed in socially anxious individuals (for a review, see Hirsch & Clark, 2004). 
These cognitive biases may lead to overestimations of social threat and to overt avoidance 
and safety behaviors (Clark & Wells, 1995). In turn, these dysfunctional behaviors can play a 
major role in maintaining the anxiety and cognitive biases (Salkovskis, 1991; Barlow, 2002; 
Clark & Wells, 1995). For example, a socially anxious person who hardly speaks in social 
situations may receive less positive feedback from others, which in turn decreases the 
opportunity to disconfirm negative beliefs (Salkovskis, 1991). Despite the crucial role of 
avoidance behavior in social anxiety, research in this field has been mainly focused on 
mechanisms of affective processing by means of Pavlovian fear conditioning rather than its 
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results in an overlap between the direction of the affective approach‐avoidance tendencies 
to the emotional face stimuli and the direction of the rule‐driven responses. Therefore, this 
paradigm did not speak to the degree to which such interactions between valence and 
action reflect Pavlovian‐instrumental interactions at the level of motivational valence or 
rather at the level of motor output. In my thesis, I have employed a paradigm that allowed 
me to extend this previous work and assess more directly the Pavlovian‐instrumental 
interaction at the level of motivational valence (Chapter 4‐6). In contrast with the upper‐
extremity approach‐avoidance task, the instrumental approach‐avoidance actions in this 
task were matched in terms of motor output. In addition, the instrumental response in this 
task (whole body sideways stepping) is orthogonal to the direction of the affective response 
towards the emotional stimuli. This feature prevents an overlap between directions of the 
affective and instrumental response axes. Finally, this task was combined with 
posturography (see Methods section for a description), a method that allowed me to assess 
one of the major Pavlovian responses, bodily freezing, to the emotional stimuli. This set‐up 
allowed me to disentangle the prepotent (Pavlovian) response to emotional stimuli from the 
effect of emotional stimuli on instrumental action mediated by Pavlovian‐instrumental 
interactions. In Chapter 4, I used this paradigm to investigate directly whether an affective 
bias of instrumental behavior reflects transfer effects of an affective (Pavlovian) system that 
regulates innately specified responses.  
Neural basis  
The observation that Pavlovian and instrumental control may be in conflict could indicate 
that the two control systems are segregated in the brain.  Converging evidence from animal 
and human studies points towards the relevance of several brain regions for specific aspects 
of Pavlovian and instrumental control (Cardinal et al., 2002; Balleine, 2005; Talmi et al., 
2008; Guitart‐Masip et al., 2012; Cavanagh et al., 2013; Geurts et al., 2013). 
The amygdala has been associated with the expression of responses to affective cues 
(Phelps & LeDoux, 2005; Geurts et al., 2013), and may influence specific, innately specified, 
responses organized in the hypothalamus, midbrain, and brainstem (Cardinal et al., 2002). 
Moreover, the signal in the amygdala has been shown to modulate instrumental actions, 
possibly via the ventral striatum (Talmi et al., 2008; Shiflett& Balleine, 2010; Floresco, 2015). 
The dorsal striatum is involved in learning and performance of instrumental responding 
(Liljehom et al., 2011; Liljehom & O’Doherty, 2012).  
Pavlovian biases of instrumental action can be adaptive, but also dysfunctional in certain 
situations. In the latter case, the ability to override Pavlovian biases is an advantage. The 
prefrontal cortex is believed to have this function through its role in instrumental control 
and overriding affective biases (Valentin et al., 2007; Balleine & O’Doherty, 2010; Volman et 
al., 2011; Guitart‐Masip et al., 2012; Cavanagh et al., 2013). For instance, Volman and 
colleagues (2011) have shown that inhibiting the anterior prefrontal cortex using continuous 
theta burst transcranial magnetic stimulation increases affective biases in rule‐based 
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behavior caused by emotional faces. The logical next step was to establish whether the 
prefrontal cortex can be modified to reduce affective biasing of behavior. In Chapter 6, I 
have investigated whether prefrontal transcranial direct current stimulation could reduce 
affective influences on instrumental action in young healthy volunteers. The potential utility 
of such effects is substantial. A means to facilitate reduction of affective influences on 
instrumental action could have great implications for the treatment of psychiatric disorders 
that are accompanied by excessive transfer of affective value onto instrumental action, such 
as addiction and attention deficit and hyperactivity disorder. 
  
Individual differences in affective biasing of behavior 
 
Abnormal affective influences on our behavior have been proposed to contribute to a 
variety of behavioral anomalies and psychiatric disorders (Dayan et al., 2006; Seymour et al., 
2008). In this thesis, I have used an individual differences approach to gain more insight in 
the complexity of affective biasing of behavior, particularly in the social domain. I have 
studied the role of affective biasing of instrumental action in social behavioral deficits, 
specifically social avoidance and instrumental aggression. An individual differences 
approach is useful not only to gain more insight in the complexity of affective biasing of 
behavior, but it may ultimately lead to a better understanding of social behavioral deficits 
and improve health care for psychiatric disorders affected by these deficits. In this section, I 
will provide the background and rationale for the chapters (2, 3 and 5), which are focused 
on the potential relevance of altered affective biasing of behavior in explaining social 
behavioral deficits. 
Social avoidance 
Social anxiety disorder is one of the most common mental disorders, with an estimated 
lifetime prevalence of up to 12 percent (Bögels & Tarrier, 2004; Kessler et al., 1994; 2005). 
Social anxiety disorder is characterized by fear and avoidance of social interaction and 
evaluation (Hofmann & Bögels, 2006). Cognitive mechanisms may play an important role in 
social anxiety (e.g., Clark & Wells, 1995; Rapee & Heimberg, 1997). For instance, heightened 
self‐focused attention, biased interpretation and selective retrieval of negative social events 
have been observed in socially anxious individuals (for a review, see Hirsch & Clark, 2004). 
These cognitive biases may lead to overestimations of social threat and to overt avoidance 
and safety behaviors (Clark & Wells, 1995). In turn, these dysfunctional behaviors can play a 
major role in maintaining the anxiety and cognitive biases (Salkovskis, 1991; Barlow, 2002; 
Clark & Wells, 1995). For example, a socially anxious person who hardly speaks in social 
situations may receive less positive feedback from others, which in turn decreases the 
opportunity to disconfirm negative beliefs (Salkovskis, 1991). Despite the crucial role of 
avoidance behavior in social anxiety, research in this field has been mainly focused on 
mechanisms of affective processing by means of Pavlovian fear conditioning rather than its 
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interaction with (instrumental) avoidance learning (Schneider et al., 1999; Hermann et al., 
2002; Veit et al., 2002). To fill this gap, I have compared groups of high and low socially 
anxious participants on an avoidance conditioning paradigm to assess whether these groups 
differ in the acquisition of avoidance behavior in the face of socially threatening stimuli 
(Chapter 2). In addition, online registration of expectancies of aversive outcomes during the 
avoidance conditioning paradigm allowed me to investigate the role of biased cognitive 
expectancy during avoidance learning in social anxiety. This is not only relevant given the 
major role of cognitive biases in social anxiety as was described previously, but also given 
the interest in the mediating role of cognitive expectancies in Pavlovian and instrumental 
aspects (e.g., Reiss, 1991; Mitchell & Lovibond, 2002; Lovibond & Shanks, 2002; De Houwer 
et al., 2005).  For instance, De Houwer (2009) has proposed that effects of Pavlovian and 
instrumental learning are the result of nonautomatic generation and evaluation of 
propositions about relations between events. Thus, Pavlovian and instrumental learning 
involves explicit and conscious expectancy of events.  
 
The results in Chapter 2 demonstrated differences between high and low socially anxious 
individuals in terms of cognitive expectancy. However, these differences in terms of 
cognitive expectancy were not accompanied by differences in terms of behavior. In Chapter 
3, I furthered the investigation on the role of Pavlovian‐instrumental interactions in social 
avoidance behavior by using a task that would be more sensitive to individual differences in 
affective influence on behavior. Insight in the affective influence on action selection is 
critical for advancing our understanding of the neurocognitive mechanisms underlying the 
complex and impairing symptomatology of social avoidance behavior. As discussed in the 
first section of this introduction, the Pavlovian control system, involves the amygdala, and a 
strong coupling between valence and action. Although there is converging evidence that 
social avoidance is associated with enhanced aversive processing and abnormal amygdala 
signaling (Schneider et al., 1999; Sheline et al., 2001; Veit et al., 2002; Schwartz et al., 2003; 
Siegle et al., 2006; Iidaka et al., 2006; Staugaard, 2010), it remains unclear what the 
consequences of abnormal aversive processing and aberrant amygdala signaling are for 
action selection and for neural systems that implement action selection, such as the 
striatum (Cardinal et al., 2002; Guitart‐Masip et al., 2011; 2014).. To investigate the role of 
the Pavlovian action‐valence coupling and its consequences for behavior in social avoidance, 
I compared high versus low socially avoidant participants on a novel probabilistic 
instrumental learning task crossing valence (appetitive versus aversive) and action 
(behavioral activation versus behavioral inhibition). The orthogonalization of valence and 
action in this task, combined with fMRI, allowed me to investigate the relation between 
social avoidant traits and the consequences of aversive (versus appetitive) processing for 
action‐selection and for the neural mechanisms implementing action‐selection.  
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Instrumental aggression 
To gain insights into a different type of altered affective biasing of behavior, I also studied 
Pavlovian‐instrumental interactions in violent offenders with elevated levels of psychopathic 
tendencies. In contrast with socially anxious individuals, individuals with psychopathic 
tendencies show decreased avoidance in socially threatening situations (Van Borries et al., 
2012). Such tendencies are common: psychopathy affects approximately 1% of the general 
population and 30% of imprisoned male offenders (Hare, 1998; Neumann & Hare, 2008). 
Affected individuals display several interpersonal and affective symptoms, such as 
manipulative behavior, and lack of remorse, guilt and empathy (Hare, 2003). A core feature 
specific to this population is instrumental aggression (Blair, 2001), a form of behavior that is 
premeditated and used at the expense of others to achieve a desired goal (e.g., to obtain a 
victim’s money). Individuals with psychopathic tendencies are typically not affected by 
social emotional experiences (e.g., facial expression of a suffering victim) that would 
normally discourage instrumentally aggressive acts (Glenn & Raine, 2009). Taken together, 
this would suggest that violent offenders with psychopathic tendencies show significantly 
reduced affective influences on instrumental behavior. To understand this behavior, 
previous work has focused on aversive processing in psychopathy, which resulted in mixed 
findings. Rather than studying aversive processing per se, investigating the consequences of 
aversive processing for instrumental behavior could provide a better understanding of the 
behavioral anomalies of the disorder. In Chapter 5, I addressed this largely unexplored 
process in this population by quantifying the degree to which instrumental action is 
modulated by affective value in violent offenders with psychopathic tendencies relative to 
healthy controls. For this purpose, I employed the paradigm from Chapter 4 that allowed us 
to assess the transfer of affective value to instrumental action.  
 
Methods 
 
Functional magnetic resonance imaging (fMRI) 
fMRI is a technique for indirectly measuring neural activity in the brain. This technique is 
often used to study the involvement of brain regions during performance of a task. With 
fMRI we measure changes in magnetic resonance signals that are dependent on the changes 
in oxygen level in the blood: the Blood‐Oxygenation‐Level‐Dependent (BOLD) signal (Ogawa 
et al., 1990). This method is based on the magnetic properties of hemoglobin, which can 
bind oxygen in red blood cells. Oxygen‐rich blood contains a higher ratio of oxygenated to 
deoxygenated hemoglobin than oxygen‐poor blood. Given the paramagnetic properties of 
deoxygenated hemoglobin, the BOLD signal is stronger for oxygen‐rich blood. When 
neurons become active, the amount of local blood flow increases and compensates for the 
oxygen consumption in the activated region. Due to overcompensation, there is a relative 
local increase in the ratio oxygenated to deoxygenated hemoglobin resulting in an increased 
BOLD signal. Thus, BOLD signal is an indirect index of neural activity. These changes in BOLD 
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interaction with (instrumental) avoidance learning (Schneider et al., 1999; Hermann et al., 
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anxious participants on an avoidance conditioning paradigm to assess whether these groups 
differ in the acquisition of avoidance behavior in the face of socially threatening stimuli 
(Chapter 2). In addition, online registration of expectancies of aversive outcomes during the 
avoidance conditioning paradigm allowed me to investigate the role of biased cognitive 
expectancy during avoidance learning in social anxiety. This is not only relevant given the 
major role of cognitive biases in social anxiety as was described previously, but also given 
the interest in the mediating role of cognitive expectancies in Pavlovian and instrumental 
aspects (e.g., Reiss, 1991; Mitchell & Lovibond, 2002; Lovibond & Shanks, 2002; De Houwer 
et al., 2005).  For instance, De Houwer (2009) has proposed that effects of Pavlovian and 
instrumental learning are the result of nonautomatic generation and evaluation of 
propositions about relations between events. Thus, Pavlovian and instrumental learning 
involves explicit and conscious expectancy of events.  
 
The results in Chapter 2 demonstrated differences between high and low socially anxious 
individuals in terms of cognitive expectancy. However, these differences in terms of 
cognitive expectancy were not accompanied by differences in terms of behavior. In Chapter 
3, I furthered the investigation on the role of Pavlovian‐instrumental interactions in social 
avoidance behavior by using a task that would be more sensitive to individual differences in 
affective influence on behavior. Insight in the affective influence on action selection is 
critical for advancing our understanding of the neurocognitive mechanisms underlying the 
complex and impairing symptomatology of social avoidance behavior. As discussed in the 
first section of this introduction, the Pavlovian control system, involves the amygdala, and a 
strong coupling between valence and action. Although there is converging evidence that 
social avoidance is associated with enhanced aversive processing and abnormal amygdala 
signaling (Schneider et al., 1999; Sheline et al., 2001; Veit et al., 2002; Schwartz et al., 2003; 
Siegle et al., 2006; Iidaka et al., 2006; Staugaard, 2010), it remains unclear what the 
consequences of abnormal aversive processing and aberrant amygdala signaling are for 
action selection and for neural systems that implement action selection, such as the 
striatum (Cardinal et al., 2002; Guitart‐Masip et al., 2011; 2014).. To investigate the role of 
the Pavlovian action‐valence coupling and its consequences for behavior in social avoidance, 
I compared high versus low socially avoidant participants on a novel probabilistic 
instrumental learning task crossing valence (appetitive versus aversive) and action 
(behavioral activation versus behavioral inhibition). The orthogonalization of valence and 
action in this task, combined with fMRI, allowed me to investigate the relation between 
social avoidant traits and the consequences of aversive (versus appetitive) processing for 
action‐selection and for the neural mechanisms implementing action‐selection.  
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Instrumental aggression 
To gain insights into a different type of altered affective biasing of behavior, I also studied 
Pavlovian‐instrumental interactions in violent offenders with elevated levels of psychopathic 
tendencies. In contrast with socially anxious individuals, individuals with psychopathic 
tendencies show decreased avoidance in socially threatening situations (Van Borries et al., 
2012). Such tendencies are common: psychopathy affects approximately 1% of the general 
population and 30% of imprisoned male offenders (Hare, 1998; Neumann & Hare, 2008). 
Affected individuals display several interpersonal and affective symptoms, such as 
manipulative behavior, and lack of remorse, guilt and empathy (Hare, 2003). A core feature 
specific to this population is instrumental aggression (Blair, 2001), a form of behavior that is 
premeditated and used at the expense of others to achieve a desired goal (e.g., to obtain a 
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social emotional experiences (e.g., facial expression of a suffering victim) that would 
normally discourage instrumentally aggressive acts (Glenn & Raine, 2009). Taken together, 
this would suggest that violent offenders with psychopathic tendencies show significantly 
reduced affective influences on instrumental behavior. To understand this behavior, 
previous work has focused on aversive processing in psychopathy, which resulted in mixed 
findings. Rather than studying aversive processing per se, investigating the consequences of 
aversive processing for instrumental behavior could provide a better understanding of the 
behavioral anomalies of the disorder. In Chapter 5, I addressed this largely unexplored 
process in this population by quantifying the degree to which instrumental action is 
modulated by affective value in violent offenders with psychopathic tendencies relative to 
healthy controls. For this purpose, I employed the paradigm from Chapter 4 that allowed us 
to assess the transfer of affective value to instrumental action.  
 
Methods 
 
Functional magnetic resonance imaging (fMRI) 
fMRI is a technique for indirectly measuring neural activity in the brain. This technique is 
often used to study the involvement of brain regions during performance of a task. With 
fMRI we measure changes in magnetic resonance signals that are dependent on the changes 
in oxygen level in the blood: the Blood‐Oxygenation‐Level‐Dependent (BOLD) signal (Ogawa 
et al., 1990). This method is based on the magnetic properties of hemoglobin, which can 
bind oxygen in red blood cells. Oxygen‐rich blood contains a higher ratio of oxygenated to 
deoxygenated hemoglobin than oxygen‐poor blood. Given the paramagnetic properties of 
deoxygenated hemoglobin, the BOLD signal is stronger for oxygen‐rich blood. When 
neurons become active, the amount of local blood flow increases and compensates for the 
oxygen consumption in the activated region. Due to overcompensation, there is a relative 
local increase in the ratio oxygenated to deoxygenated hemoglobin resulting in an increased 
BOLD signal. Thus, BOLD signal is an indirect index of neural activity. These changes in BOLD 
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signal are relatively slow (occurring over the course of seconds) compared to the underlying 
neural responses, which gives fMRI a relatively low temporal resolution compared to other 
neuroimaging methods. This feature needs to be taken carefully into account when 
designing an fMRI experiment in order to make time‐specific conclusions. However, 
compared to other neuroimaging methods, fMRI has a relatively high spatial resolution 
allowing accurate localization (3‐5 mm) of BOLD signal changes. Given that the brain is also 
active during rest, with fMRI we usually study activity in terms of a relative difference in 
BOLD between experimental conditions that only differ in the presence of the cognitive 
process under investigation. In Chapter 3, I have used fMRI to investigate the effects of 
aversive processing on action‐selection and associated neural mechanisms in high versus 
low socially avoidant persons.    
Posturography 
Posturography is a technique that has been used extensively in movement sciences and 
clinical research on movement disorders. This term covers all methods used to quantify 
postural control in upright stance in either static or dynamic conditions. One way to carry 
out posturography is by placing the participant on a force plate that is able to accurately 
detect small bodily oscillations using sensitive force detectors. Recently, this technique has 
been employed in psychological research to study postural control in response to affective 
stimuli. Using this method, it has been shown that postural mobility is reduced when 
presented with aversive versus appetitive stimuli, reminiscent of bodily freezing (Carpenter, 
1999; Avezedo et al., 2005; Stins & Beek, 2007; Roelofs et al., 2010), one of the most widely 
recognized defensive reactions to threat (Blanchard et al., 2001). This cessation of bodily 
movement in the face of aversive stimuli was found to be coupled with bradycardia, i.e., 
reductions in heartrate, which is a well‐accepted indicator of human freezing (Lang et al., 
2000; Marx et al., 2008; Roelofs et al., 2010; Hermans et al., 2013). Moreover, it has been 
demonstrated that this measure of bodily freezing is exacerbated in anxious (Roelofs et al., 
2010) and traumatized (Hagenaars et al., 2014) individuals. In Chapters 4, 5 and 6 I 
employed posturography in combination with an emotional decision making task, which 
made it possible to measure affective influences on instrumental approach‐avoidance 
actions. This setup allowed me to quantify the innately specified response to the affective 
stimuli, i.e. bodily freezing, as well as its relation with any subsequent affective biasing of 
instrumental action. This setup enabled me to directly test the hypothesis that an affective 
biasing of in instrumental behavior reflects effects of an affective system that regulates 
innately specified responses (Chapter 4). Moreover, the operationalization of approach‐
avoidance actions in terms of actual whole‐body movements on the force plate incidentally 
also minimized the ambiguity of the experimental definition of approach‐avoidance actions, 
as is the case in classic upper‐extremity approach‐avoidance tasks (Rotteveel & Phaff, 2004; 
Markmann & Brendl, 2005).  
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  11 
Transcranial direct current stimulation (tDCS) 
This is a form of noninvasive brain stimulation that can be used to modulate parts of the 
brain to learn about their involvement in certain cognitive processes. Regional neural 
excitability is modulated by delivering a constant low current through electrodes placed on 
the head. This technique can increase or decrease the resting membrane potential 
depending on the polarity (anodal/cathodal) of the electrodes. Thus, rather than inducing 
neural activation directly, this technique can promote more effective excitation or inhibition 
in a polarity dependent manner such that anodal tDCS enhances and cathodal tDCS 
decreases neural excitability (Bindman et al., 1964; Molaee‐Ardekani et al., 2012). Just over 
a decade after the first application of transcranial magnetic stimulation (TMS), these polarity 
dependent tDCS effects have also been established in the human primary motor cortex by 
Nitsche et al. (2000). tDCS effects on the primary motor cortex can be assessed relatively 
directly by means of single pulse TMS and the measurement of motor evoked potential 
amplitudes in the contralateral hand muscles, whereas effects on other brain areas that 
mediate other higher cognitive functions have to be indexed by means of behavioral 
paradigms or other neuroimaging techniques. Research on healthy adults demonstrated 
that tDCS can increase performance on a variety of cognitive tasks, including tasks tapping 
into mathematical ability, attention, memory, and coordination (Snowball et al. 2013; 
Coffman, 2014). These encouraging findings, together with the practicalities of tDCS 
compared to other brain stimulation techniques, make tDCS a promising tool for cognitive 
enhancement and clinical treatment. However, tDCS is a relatively new technique and much 
of its effects remain unclear. In Chapter 6, I made a first step towards its practical 
application and employed frontal tDCS to test tDCS’ efficacy in reducing affective biasing of 
instrumental action in young healthy volunteers.  
 
Outline 
 
The general aim of this thesis was to gain a better understanding in the psychological and 
neural mechanisms underlying affective influences on instrumental behavior; and to 
investigate the role of these processes in social behavioral deficits. The work in this thesis is 
divided in two parts.  
Part one consists of two chapters that focused on the cognitive and neural mechanisms of 
social avoidance behavior, a major component of multiple psychiatric disorders that is 
hypothesized to involve abnormal affective influences on behavior. Chapter 2 describes a 
study in which I investigated avoidance learning in social anxiety. High versus low socially 
anxious individuals were compared on an avoidance conditioning paradigm. Furthermore, I 
assessed online cognitive expectancy to investigate its role in avoidance learning in social 
anxiety. Subsequently, Chapter 3 describes an experiment that focused on the relevance of 
the Pavlovian action‐valence coupling for social avoidance behavior. Specifically, the 
consequences of aversive (versus appetitive) processing for action‐selection (behavioral 
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activation versus inhibition) and related neural mechanisms in high versus low socially 
avoidant individuals were assessed using a probabilistic instrumental learning task 
combined with fMRI.  
Part two consists of three chapters that aimed at getting a better understanding of the 
interplay between the affective (Pavlovian) and the instrumental control systems in 
affective biasing of behavior. In Chapter 4, I used a paradigm in which I combined 
posturography with an emotional decision making task to assess affective biasing of 
instrumental behavior. Crucially, this unique setup allowed me to disentangle the direct 
effect of emotional faces on behavior (Pavlovian response) from the indirect effect of 
emotional faces on instrumental action mediated by Pavlovian‐instrumental interactions. In 
this way, I could directly test the hypothesis that an affective bias of instrumental behavior 
reflects effects of an affective system that regulates innately specified responses. In Chapter 
5, I employed the paradigm from Chapter 4 to investigate the mechanisms underlying 
instrumental aggression. Specifically, I tested whether violent offenders with psychopathic 
tendencies show reduced transfer of affective value to instrumental action compared with 
healthy controls as a potential mechanism underlying instrumental aggressive behavior. The 
aim of Chapter 6 was to gain more knowledge about the role of the prefrontal cortex in the 
interplay between affective and instrumental control systems. To this end, I assessed 
whether prefrontal transcranial direct current stimulation was able to reduce affective 
biasing of instrumental action in young healthy volunteers.  
Finally, Chapter 7 provides a summary of the findings reported in this thesis, a general 
discussion and a future outlook. 
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Abstract 
 
Fear  conditioning  studies  have  shown  that  social  anxiety  is  associated  with  enhanced 
expectancy of aversive outcome. However, the relation between cognitive expectancy and 
social anxiety has never been tested in avoidance conditioning paradigms. We compared 48 
low  (LSA) and high  socially anxious  individuals  (HSA) on  subjective expectancy of aversive 
outcome during an avoidance conditioning task. Displays of neutral faces were coupled with 
an aversive outcome (US): a shout and a shock. Participants could avoid the US by pressing a 
correct button from a button box. First, HSA showed higher US expectancy than LSA during 
the  initial  phase  of  avoidance  conditioning,  supporting  the  view  that  socially  anxious 
individuals have  an expectancy bias when  social  situations  are  ambiguous.  Second, when 
the avoidance  response became unavailable,  LSA  showed  lower US expectancy  than HSA, 
suggesting that low socially anxious individuals are prone to a positive bias when perceived 
threat  is high. A  lack of such positive bias  in socially anxious  individuals may  lead to higher 
susceptibility to safety behavior interpretations. Together, these findings support the role of 
cognitive processes  in avoidance conditioning and underscore  the  relevance  to encounter 
avoidance learning when studying social anxiety.  
   
  Social Anxiety, Avoidance and Cognitive Expectancy 
  17 
Introduction 
 
Social Anxiety Disorder (SAD) is one of the most prominent mental disorders (Bögels & 
Tarrier, 2004). It is the most frequent anxiety disorder and the third most common mental 
disorder in the population (Kessler et al., 1994). SAD is characterized by fear and avoidance 
of social interaction and evaluation (Hofmann & Bögels, 2006). 
Cognitive mechanisms may play an important role in the development and the maintenance 
of social anxiety (e.g., Clark & Wells, 1995; Rapee & Heimberg, 1997). There is substantial 
evidence for the presence of information‐processing biases in social anxious individuals. For 
instance, heightened self‐focused attention, selective retrieval of negative past social events 
and biased interpretation of social events in a negative way have been observed in SAD (for 
a review, see Hirsch & Clark, 2004). These cognitive biases may lead to overestimations of 
social threat in social situations and to behavioral processes in the form of overt avoidance 
and safety behaviors (Clark & Wells, 1995). As a negative consequence, these dysfunctional 
behaviors may make a feared outcome more likely to occur. For example, a social phobic 
who hardly speaks in social situations may receive less positive feedback from others. In 
addition, avoidance of social situations decreases the opportunity to disconfirm negative 
beliefs (Salkovskis, 1991). Phobics tend to attribute the nonoccurrence of an expected 
aversive outcome to their safety behaviors. Avoidance and safety behaviors not only 
prevent the person from potential achievement, but also disallow progression in anxiety 
reduction: it prevents exposure to feared situations and, hence, prohibits extinction of the 
phobic fear. For these reasons, avoidance and safety behaviors are considered a major 
maintaining factor of anxiety (Salkovskis, 1991; Clark & Wells, 1995; Barlow, 2002). 
Despite the crucial role of avoidance behavior, research in the field of social anxiety has 
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an avoidance learning paradigm to compare avoidance conditioning in high (HSA) and low 
socially anxious (LSA) participants. The main purpose was to test whether HSA would show 
higher expectancy of aversive outcome during avoidance conditioning. In addition, we 
tested whether HSA would show prolonged aversive outcome expectancy even in the 
absence of aversive outcome during an extinction‐like procedure. 
Several studies, using fear conditioning and extinction paradigms, have found higher levels 
of conditioned responding during acquisition and delayed extinction of conditioned fear 
among anxious patients in contrast with healthy controls (e.g., Pitman & Orr, 1986; Grillon & 
Morgan, 1999; Orr et al., 2000). A few of these studies concerned fear conditioning in social 
phobics (Schneider, et al., 1999; Hermann et al., 2002; Veit et al., 2002). For example, using 
a differential aversive Pavlovian conditioning paradigm, Hermann and colleagues (2002) 
found that social phobics had an overall higher subjective arousal, enhanced unconditioned 
stimulus (US) expectancy during acquisition, especially for the nonreinforced conditioned 
stimuli (CS‐), and a delayed extinction of conditioned skin conductance response. These 
results are consistent with cognitive theories suggesting that cognitive biases play a role in 
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Abstract 
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avoidance learning when studying social anxiety.  
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Introduction 
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disorder in the population (Kessler et al., 1994). SAD is characterized by fear and avoidance 
of social interaction and evaluation (Hofmann & Bögels, 2006). 
Cognitive mechanisms may play an important role in the development and the maintenance 
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been mainly focused on fear learning and not on avoidance learning. In this study, we used 
an avoidance learning paradigm to compare avoidance conditioning in high (HSA) and low 
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tested whether HSA would show prolonged aversive outcome expectancy even in the 
absence of aversive outcome during an extinction‐like procedure. 
Several studies, using fear conditioning and extinction paradigms, have found higher levels 
of conditioned responding during acquisition and delayed extinction of conditioned fear 
among anxious patients in contrast with healthy controls (e.g., Pitman & Orr, 1986; Grillon & 
Morgan, 1999; Orr et al., 2000). A few of these studies concerned fear conditioning in social 
phobics (Schneider, et al., 1999; Hermann et al., 2002; Veit et al., 2002). For example, using 
a differential aversive Pavlovian conditioning paradigm, Hermann and colleagues (2002) 
found that social phobics had an overall higher subjective arousal, enhanced unconditioned 
stimulus (US) expectancy during acquisition, especially for the nonreinforced conditioned 
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the development and maintenance of emotional disorders (Mathews & MacLeod, 1994; 
Beck & Clark, 1997; Heinrichs & Hofmann, 2001).  
However, little is known about avoidance conditioning in relation to social anxiety. In fact, 
little research on avoidance learning has been conducted in humans. Nevertheless, new 
theories of avoidance learning have been proposed recently that may be crucial for our 
understanding of avoidance in SAD. 
It is speculated that avoidance behavior can function as a negative occasion setter (De 
Houwer et al., 2005), because avoidance learning involves a so called ‘feature‐negative 
discrimination’: the CS is followed by the US when feature X is absent, whereas CS is not 
followed by the US when feature X is present. Regarding this, the crucial points in studies on 
avoidance learning are identical to those in studies on negative occasion setting. The only 
difference is that feature X is a behavior in the former and a second CS in the latter. Using a 
contingency judgment experiment, De Houwer and colleagues (2005) showed that 
avoidance behavior indeed shares several functional properties with a negative occasion 
setter, such as the ability to modulate conditioned responding to stimuli, resistance to 
counterconditioning and selective transfer of modulation.  
Another contemporary theory that also accounts for the actual performance of the 
avoidance response is proposed by Lovibond (2006). Using recent developments in 
conditioning research and clinical psychology, Lovibond (2006) developed an integrated 
expectancy‐based model. This model, intended to apply to human avoidance learning, is 
based on Pavlovian conditioning, Instrumental conditioning, propositional knowledge of 
learned contingencies and an interaction of avoidance and anxiety mediated by expectancy 
of aversive outcome. This model is described as a cognitive model of anxiety in which 
performance of an avoidance response reduces expectancy of an aversive outcome and 
thereby reduces anxiety. This cognitive expectancy model is supported by evidence from a 
lab‐based paradigm of human avoidance learning (Lovibond et al., 2008). Although the 
paradigm was successfully used to study the cognitive accounts of avoidance, it has not 
been applied to study the relation with social anxiety yet. 
We used a modified version of the human avoidance learning paradigm (Lovibond et al., 
2008) to test the cognitive expectancy account of avoidance in social anxiety. Following 
Lovibond and colleagues, we measured change from baseline skin conductance level (dSCL) 
as an autonomic measure of anxiety and on‐line subjective expectancy of US (Lovibond, 
1992). We adapted the paradigm by using social CS and US, since the use of ecologically 
more valid stimuli might enhance discrimination of HSA and LSA (Lissek et al., 2006). In 
addition, we implemented a subsequent extinction‐like procedure to the paradigm 
containing aspects of exposure therapy with decreased safety behavior (Wells et al., 1995): 
encounter a feared situation (CS associated with US) with the believe that a feared outcome 
would occur (expectation of US), while performance of safety behaviors (avoidance 
response) is prohibited. Because avoidance was unavailable and the US was absent in this 
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procedure, participants would not attribute the nonoccurrence of the feared outcome (no 
US) to the safety behavior (avoidance response).  
All over, we expected that acquisition of the avoidance response would reduce US 
expectancy that would lead to reduced anxiety (Lovibond et al., 2008). For HSA we 
formulated three specific hypotheses: First, based on the previously found expectancy bias 
in social phobics (Hermann et al., 2002; Veit et al., 2002), we predicted HSA to show an 
enhanced US expectancy compared to LSA in the first stage of avoidance learning, when the 
functionality of the avoidance response still needs to be proven. Second, because avoidance 
of (negative) social stimuli is a main feature of social anxiety (e.g., Clark & Wells, 1995; 
Barlow, 2002), we predicted that HSA would be faster in learning the effects of avoidance. 
Third, based on previous findings on extinction (e.g., Hermann et al., 2002), we predicted 
HSA to show delayed extinction (i.e., relatively diminished decrease in US expectancy and 
dSCL compared to LSA) during the extinction‐like procedure, in which the CS (initially 
followed by US) was presented without the availability of avoidance response and the US. 
Similar hypotheses counted for the dSCL, although discrimination in skin conductance 
measures has frequently failed to be found in anxious participants (Del‐Ben et al., 2001; 
Grillon & Ameli, 2001).  
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Methods 
 
Participants  
A total of 22 low socially anxious (LSA; 16 male; mean age = 21.55, SD = 3.76) and 26 high 
socially anxious (HSA; 8 male; mean age = 19.42, SD = 1.96) individuals participated in this 
experiment for financial reward or course credit. The participants (all students of Leiden 
University) consecutive enrolled in this study and group division was based on their score on 
the brief version of the Fear of Negative Evaluation Scale (BFNE; Leary, 1983) through 
median‐split procedure. The LSA (mean = 1.55, SD = 1.30) differed significantly from HSA 
(mean = 18.08, SD = 9.77) in mean score on the BFNE (F(1, 46) = 61.82, p < 0.001). Exclusion 
criteria were: any psychiatric disorder on AXIS I, including substance abuse, not corrected 
visual impairments, any clinical significant physical impairment or medical disease and use 
of medication.  
 
Materials 
The BFNE measures the degree to which apprehension at the prospect of being negatively 
evaluated is experienced. Because of better psychometric properties, 12 straightforwardly 
formulated items were used instead of the original set of items containing four reversed 
scored items (e.g., Carleton et al., 2006). Respondents are required to rate the degree to 
which each item fits them on a five‐point scale (0 = not at all, 1 = a little, 2 = fairly, 3 = good, 
4 = very good). The questionnaire showed good internal consistency and construct validity 
(e.g., Collins et al., 2005).  
 
Apparatus and stimuli 
Two desktop computers were used for this experiment. The first computer presented the 
avoidance conditioning task and recorded the participant’s responses using E‐Prime version 
1.1 software. The second computer registered the SCL throughout the experiment with a 
sample rate of 500 samples/s using Acqknowledge software (Biopac System Inc.). 
Measurements were acquired through a Galvanic skin response amplifier (GSR100C) and a 
Biopac data acquisition system (mp150‐Windows).  
Participants were tested singly in a dim lit room. The instructor controlled the experiment 
from a separate room. The participant and the instructor were able to communicate 
through an intercom. Three different pictures of neutral male faces served as CSs and were 
presented on a 17 inch color TFT computer screen approximately 30 inch in front of the 
participant. The CSs were approximately 5 inch x 6 inch large and appeared in the center of 
the screen in front of a black background. Instructions were given on the same screen. On 
the table in front of the screen a response box with four buttons and a mouse were situated. 
The four buttons could illuminate individually. With the mouse, participants gave US 
expectancy ratings on each trial by moving the mouse cursor from a fixed starting point (left 
side top of the screen) to a visual analogue scale (center of the screen), which appeared on 
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the screen. The scale represented the chance of the occurrence of an US and ranged from 0‐
100 (0 = no US, 100 = definitely an US). Participants wore headphones that played white 
noise at about 70 dB headphones during the experiment to increase arousal and reduce 
habituation.  
The stimuli in this experiment were socially relevant. CSs were 3 pictures of male faces with 
neutral expressions selected from the Karolinska Directed Emotional Faces (Lundqvist et al., 
1998). The US consisted of a combination of a critical vocalization and an electric shock of 
100 ms duration. The critical vocalization consisted of a male‐voiced shout ‘Get lost!’ (‘Rot 
op!’ in Dutch) at approximately 90 dB and was presented through headphones. The electric 
shock was added to induce an additional shock‐effect and to make the US more aversive. 
The shock electrodes were attached to the thumb of the non‐dominant hand. Skin 
conductance was measured through disposable electrodermal activity electrodes (Biopac 
100/PK‐EL507‐10) attached to the second and third fingers of the non‐dominant hand.  
 
Procedure 
After arrival of the participant, the experimenter reminded that the experiment involved 
delivery of loud noise and shouts and administration of electric shocks and that they would 
have the right to terminate the experiment at any time. If participants agreed to participate, 
they were asked to sign an informed consent.  
Participants were instructed to wash their hands with soap and water before fitted with the 
electrodes. They were asked to complete the BFNE. After completion of the questionnaire, 
they were led through a work‐up procedure to select a ‘definitely uncomfortable, but not 
painful shock level’. Shock levels were limited to 1.0 and 5.0 mA to minimize group 
differences.  
Prior to the conditioning task, the participants were asked to read the instructions 
presented on the screen. Subsequently, the experimenter gave a verbal explanation of the 
task. Participants were told that on each successive trial a face as CS would appear for 5 s, 
followed by a 10 s delay, followed by either a critical vocalization and shock as US or no US. 
They were informed that one or more buttons on the response box might be lighted up 
during CS presentation and they had to press a lit button, when this was the case. Only one 
of the four buttons would prevent the US and it would be the same button throughout the 
experiment. Participants were instructed to give a rating during the 10 s delay after the CS 
disappearance to indicate their US expectancy. This rating was given by placing the mouse 
cursor on a visual analogue scale from 0‐100 (0 = no aversive stimuli expected, 100 = 
aversive stimuli expected) presented on the computer screen. Participants were instructed 
to use their dominant hand for the responses and ratings to avoid movement artifacts in the 
skin conductance measures. 
The experimenter gave clear instructions, so that the participants knew that they were 
required to learn explicitly which face(s) would lead to an US and which response button 
could cancel the US. If the participants indicated that everything was clear, they were asked 
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Methods 
 
Participants  
A total of 22 low socially anxious (LSA; 16 male; mean age = 21.55, SD = 3.76) and 26 high 
socially anxious (HSA; 8 male; mean age = 19.42, SD = 1.96) individuals participated in this 
experiment for financial reward or course credit. The participants (all students of Leiden 
University) consecutive enrolled in this study and group division was based on their score on 
the brief version of the Fear of Negative Evaluation Scale (BFNE; Leary, 1983) through 
median‐split procedure. The LSA (mean = 1.55, SD = 1.30) differed significantly from HSA 
(mean = 18.08, SD = 9.77) in mean score on the BFNE (F(1, 46) = 61.82, p < 0.001). Exclusion 
criteria were: any psychiatric disorder on AXIS I, including substance abuse, not corrected 
visual impairments, any clinical significant physical impairment or medical disease and use 
of medication.  
 
Materials 
The BFNE measures the degree to which apprehension at the prospect of being negatively 
evaluated is experienced. Because of better psychometric properties, 12 straightforwardly 
formulated items were used instead of the original set of items containing four reversed 
scored items (e.g., Carleton et al., 2006). Respondents are required to rate the degree to 
which each item fits them on a five‐point scale (0 = not at all, 1 = a little, 2 = fairly, 3 = good, 
4 = very good). The questionnaire showed good internal consistency and construct validity 
(e.g., Collins et al., 2005).  
 
Apparatus and stimuli 
Two desktop computers were used for this experiment. The first computer presented the 
avoidance conditioning task and recorded the participant’s responses using E‐Prime version 
1.1 software. The second computer registered the SCL throughout the experiment with a 
sample rate of 500 samples/s using Acqknowledge software (Biopac System Inc.). 
Measurements were acquired through a Galvanic skin response amplifier (GSR100C) and a 
Biopac data acquisition system (mp150‐Windows).  
Participants were tested singly in a dim lit room. The instructor controlled the experiment 
from a separate room. The participant and the instructor were able to communicate 
through an intercom. Three different pictures of neutral male faces served as CSs and were 
presented on a 17 inch color TFT computer screen approximately 30 inch in front of the 
participant. The CSs were approximately 5 inch x 6 inch large and appeared in the center of 
the screen in front of a black background. Instructions were given on the same screen. On 
the table in front of the screen a response box with four buttons and a mouse were situated. 
The four buttons could illuminate individually. With the mouse, participants gave US 
expectancy ratings on each trial by moving the mouse cursor from a fixed starting point (left 
side top of the screen) to a visual analogue scale (center of the screen), which appeared on 
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the screen. The scale represented the chance of the occurrence of an US and ranged from 0‐
100 (0 = no US, 100 = definitely an US). Participants wore headphones that played white 
noise at about 70 dB headphones during the experiment to increase arousal and reduce 
habituation.  
The stimuli in this experiment were socially relevant. CSs were 3 pictures of male faces with 
neutral expressions selected from the Karolinska Directed Emotional Faces (Lundqvist et al., 
1998). The US consisted of a combination of a critical vocalization and an electric shock of 
100 ms duration. The critical vocalization consisted of a male‐voiced shout ‘Get lost!’ (‘Rot 
op!’ in Dutch) at approximately 90 dB and was presented through headphones. The electric 
shock was added to induce an additional shock‐effect and to make the US more aversive. 
The shock electrodes were attached to the thumb of the non‐dominant hand. Skin 
conductance was measured through disposable electrodermal activity electrodes (Biopac 
100/PK‐EL507‐10) attached to the second and third fingers of the non‐dominant hand.  
 
Procedure 
After arrival of the participant, the experimenter reminded that the experiment involved 
delivery of loud noise and shouts and administration of electric shocks and that they would 
have the right to terminate the experiment at any time. If participants agreed to participate, 
they were asked to sign an informed consent.  
Participants were instructed to wash their hands with soap and water before fitted with the 
electrodes. They were asked to complete the BFNE. After completion of the questionnaire, 
they were led through a work‐up procedure to select a ‘definitely uncomfortable, but not 
painful shock level’. Shock levels were limited to 1.0 and 5.0 mA to minimize group 
differences.  
Prior to the conditioning task, the participants were asked to read the instructions 
presented on the screen. Subsequently, the experimenter gave a verbal explanation of the 
task. Participants were told that on each successive trial a face as CS would appear for 5 s, 
followed by a 10 s delay, followed by either a critical vocalization and shock as US or no US. 
They were informed that one or more buttons on the response box might be lighted up 
during CS presentation and they had to press a lit button, when this was the case. Only one 
of the four buttons would prevent the US and it would be the same button throughout the 
experiment. Participants were instructed to give a rating during the 10 s delay after the CS 
disappearance to indicate their US expectancy. This rating was given by placing the mouse 
cursor on a visual analogue scale from 0‐100 (0 = no aversive stimuli expected, 100 = 
aversive stimuli expected) presented on the computer screen. Participants were instructed 
to use their dominant hand for the responses and ratings to avoid movement artifacts in the 
skin conductance measures. 
The experimenter gave clear instructions, so that the participants knew that they were 
required to learn explicitly which face(s) would lead to an US and which response button 
could cancel the US. If the participants indicated that everything was clear, they were asked 
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to put on the headphones and the avoidance conditioning task was started. The design of 
the task is shown in Table 1 and outlined below. The three CSs, designated A to C, were 
allocated to the three different neutral male faces. Since there were three different faces, 
there were six different combinations of allocation possible. This combination of allocation 
and the correct button was randomly chosen for each participant. Within each phase, trial 
order was random except that there were no more than two consecutive presentations of 
the same stimulus type. The trial procedure was as follows. Each trial started with a resting 
period with a duration varying randomly between 25 s and 45 s with a mean of 35 s. After 
this period, a CS would be presented. During the CS presentation, two out of the four 
response buttons illuminated, except for in the Pavlovian phase. In avoidable trials, the 
illuminated buttons always included the correct avoidance button, whereas in unavoidable 
trials the correct avoidance button was unavailable. When a lit button was pressed, the 
button lights went off and the response was recorded. The CS was always presented for the 
full 5 s, so button presses did not terminate CS presentation. After CS termination, during 
the 10 s delay, an instruction appeared on the screen asking the participants to rate their US 
expectancy. After the 10 s delay, the US would either occur or not. The design per phase 
was as follows: 
1. In the Pavlovian phase, all CSs were presented with A and B followed by the US and 
C not followed by the US. No response buttons illuminated in this phase. Thus, 
participants were not required to make a button response in this phase.  
2. In the Instrumental phase, there were six ‘avoidable’ A(+) trials on which A was 
presented with two response buttons illuminated (including the correct ‘avoidance’ 
button). If the participant pressed the correct avoidance button, no US would be 
presented; otherwise US would follow. In this phase, participants also received two 
‘unavoidable’ trials in which CSs (one A+ trial and one B+ trial) were presented with 
two response buttons illuminated, without the correct avoidance button. Finally, 
the participant also received two ‘safe’ C‐ trials, in which C‐ was illuminated with 
two buttons, without correct avoidance button, followed by no US.  
3. In the Test phase, occurrence of transfer was tested: transfer of the instrumental 
response on stimulus A to the other trained predictor (B) of US. Both A and B were 
tested with the correct avoidance button available (A(+) and B(+)) and with the 
correct avoidance button unavailable (A+ and B+) to test the impact of avoidance 
availability on US expectancy and arousal. Since the availability of the correct 
avoidance button in B(+) trials was required, new button combinations were also 
introduced for A+, A(+), B+ and C‐ trials in order to equate the novelty. 
4. During the Extinction phase the trained predictor, A, of a US was presented 
without the US following (A‐). In these trial types, two response buttons other than 
the correct avoidance response button were illuminated. Thus, the correct 
avoidance button was unavailable. The participant also received unavoidable B+ 
trials and safe C‐ trials. 
  Social Anxiety, Avoidance and Cognitive Expectancy 
  23 
All four phases followed each other without any indication being given to participants that 
there would be any changes. 
Table 1. Design of experiment 
Pavlovian  Instrumental  Test  Extinction 
A+     (2)  A(+)   (6)  A+     (1)  A‐     (4) 
    A+     (1)  A(+)   (1)     
B+     (2)  B+     (1)  B+      (1)  B+     (2) 
        B(+)   (1)     
C‐     (4)  C‐     (2)  C‐       (1)  C‐     (2) 
A = CS1; B = CS2; C = CS3   
+ = aversive stimuli; –  = no aversive stimuli; (+) = avoidable aversive stimuli 
(N) = N trials (randomly presented with no more than two consecutive presentations of same  
stimulus type) 
 
 
Data scoring and transformation 
Following Lovibond et al. (2008), acquisition of the avoidance response was defined by a 
criterion of at least two consecutive correct responses on the A(+) trials during the 
acquisition phase. The skin conductance measure was the change in mean skin conductance 
level from the 5 s pre‐CS baseline period to the final 5 s of the post‐CS delay period (dSCL). 
The final 5 s of the post‐CS delay period was found to be most sensitive for distinguishing 
between various trialtypes (Lovibond et al., 2008). dSCL data was log transformed as follows, 
log (post‐CS score + 1) – log (baseline score + 1) to minimize individual differences and 
normalize the distribution. Expectancy ratings (0‐100) from participants were recorded by 
the computer.  
 
Statistical Analysis 
For each phase, we performed repeated measures analysis of variance (ANOVA) on both US 
expectancy ratings and dSCL, with Group as between‐subjects factor and Stimulus type or 
Trial as within‐subjects factor (Girden, 1992). We used the same a priori contrasts 
(Difference and Polynomial) for US expectancy and dSCL to examine within‐subjects, and 
within‐subjects by between‐subjects interaction effects. First, we inspected the main effects 
of the within‐subjects factors, to see whether we were successful in replicating the results 
of Lovibond et al. (2008) by using a modified version of their paradigm. Secondly, pertaining 
to our specific hypotheses for HSA, we were interested in whether these effects would differ 
between HSA and LSA showed by the interaction effects. If an interaction effect was found, 
post‐hoc comparisons were performed using Bonferroni correction to control for type I 
errors. Additionally, we performed an ANOVA for the single A+ trial in the Instrumental 
phase, to test whether HSA and LSA would differ when the avoidance response became 
unavailable. All analyses were performed using SPSS for Windows, version 14.0. 
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to put on the headphones and the avoidance conditioning task was started. The design of 
the task is shown in Table 1 and outlined below. The three CSs, designated A to C, were 
allocated to the three different neutral male faces. Since there were three different faces, 
there were six different combinations of allocation possible. This combination of allocation 
and the correct button was randomly chosen for each participant. Within each phase, trial 
order was random except that there were no more than two consecutive presentations of 
the same stimulus type. The trial procedure was as follows. Each trial started with a resting 
period with a duration varying randomly between 25 s and 45 s with a mean of 35 s. After 
this period, a CS would be presented. During the CS presentation, two out of the four 
response buttons illuminated, except for in the Pavlovian phase. In avoidable trials, the 
illuminated buttons always included the correct avoidance button, whereas in unavoidable 
trials the correct avoidance button was unavailable. When a lit button was pressed, the 
button lights went off and the response was recorded. The CS was always presented for the 
full 5 s, so button presses did not terminate CS presentation. After CS termination, during 
the 10 s delay, an instruction appeared on the screen asking the participants to rate their US 
expectancy. After the 10 s delay, the US would either occur or not. The design per phase 
was as follows: 
1. In the Pavlovian phase, all CSs were presented with A and B followed by the US and 
C not followed by the US. No response buttons illuminated in this phase. Thus, 
participants were not required to make a button response in this phase.  
2. In the Instrumental phase, there were six ‘avoidable’ A(+) trials on which A was 
presented with two response buttons illuminated (including the correct ‘avoidance’ 
button). If the participant pressed the correct avoidance button, no US would be 
presented; otherwise US would follow. In this phase, participants also received two 
‘unavoidable’ trials in which CSs (one A+ trial and one B+ trial) were presented with 
two response buttons illuminated, without the correct avoidance button. Finally, 
the participant also received two ‘safe’ C‐ trials, in which C‐ was illuminated with 
two buttons, without correct avoidance button, followed by no US.  
3. In the Test phase, occurrence of transfer was tested: transfer of the instrumental 
response on stimulus A to the other trained predictor (B) of US. Both A and B were 
tested with the correct avoidance button available (A(+) and B(+)) and with the 
correct avoidance button unavailable (A+ and B+) to test the impact of avoidance 
availability on US expectancy and arousal. Since the availability of the correct 
avoidance button in B(+) trials was required, new button combinations were also 
introduced for A+, A(+), B+ and C‐ trials in order to equate the novelty. 
4. During the Extinction phase the trained predictor, A, of a US was presented 
without the US following (A‐). In these trial types, two response buttons other than 
the correct avoidance response button were illuminated. Thus, the correct 
avoidance button was unavailable. The participant also received unavoidable B+ 
trials and safe C‐ trials. 
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All four phases followed each other without any indication being given to participants that 
there would be any changes. 
Table 1. Design of experiment 
Pavlovian  Instrumental  Test  Extinction 
A+     (2)  A(+)   (6)  A+     (1)  A‐     (4) 
    A+     (1)  A(+)   (1)     
B+     (2)  B+     (1)  B+      (1)  B+     (2) 
        B(+)   (1)     
C‐     (4)  C‐     (2)  C‐       (1)  C‐     (2) 
A = CS1; B = CS2; C = CS3   
+ = aversive stimuli; –  = no aversive stimuli; (+) = avoidable aversive stimuli 
(N) = N trials (randomly presented with no more than two consecutive presentations of same  
stimulus type) 
 
 
Data scoring and transformation 
Following Lovibond et al. (2008), acquisition of the avoidance response was defined by a 
criterion of at least two consecutive correct responses on the A(+) trials during the 
acquisition phase. The skin conductance measure was the change in mean skin conductance 
level from the 5 s pre‐CS baseline period to the final 5 s of the post‐CS delay period (dSCL). 
The final 5 s of the post‐CS delay period was found to be most sensitive for distinguishing 
between various trialtypes (Lovibond et al., 2008). dSCL data was log transformed as follows, 
log (post‐CS score + 1) – log (baseline score + 1) to minimize individual differences and 
normalize the distribution. Expectancy ratings (0‐100) from participants were recorded by 
the computer.  
 
Statistical Analysis 
For each phase, we performed repeated measures analysis of variance (ANOVA) on both US 
expectancy ratings and dSCL, with Group as between‐subjects factor and Stimulus type or 
Trial as within‐subjects factor (Girden, 1992). We used the same a priori contrasts 
(Difference and Polynomial) for US expectancy and dSCL to examine within‐subjects, and 
within‐subjects by between‐subjects interaction effects. First, we inspected the main effects 
of the within‐subjects factors, to see whether we were successful in replicating the results 
of Lovibond et al. (2008) by using a modified version of their paradigm. Secondly, pertaining 
to our specific hypotheses for HSA, we were interested in whether these effects would differ 
between HSA and LSA showed by the interaction effects. If an interaction effect was found, 
post‐hoc comparisons were performed using Bonferroni correction to control for type I 
errors. Additionally, we performed an ANOVA for the single A+ trial in the Instrumental 
phase, to test whether HSA and LSA would differ when the avoidance response became 
unavailable. All analyses were performed using SPSS for Windows, version 14.0. 
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Results 
 
Avoidance acquisition and shock level 
All 48 participants reached the criterion of two consecutive correct avoidance responses 
during the Instrumental phase. For the first trial in the Instrumental phase, 2 of the LSA and 
2 of the HSA failed to press an illuminated button (all were on A(+) trials). The percentage of 
participants who made the correct response on each of the 6 A(+) trials was 59, 82, 96, 100, 
100,100 for LSA, and, 62, 89, 96, 100, 100, 100 for HSA. The number of the A(+) trials before 
reaching the acquisition criterion did not differ between LSA (mean = 2.68, SD = 0.894) and 
HSA (mean = 2.42, SD = 0.857; F(1,46) = 1.045, p = 0.312). The mean shock levels (mA) 
chosen did not differ between LSA (mean = 3.59, SD = 1.764) and HSA (mean = 2.96, SD = 
1.685; F(1, 46) = 1.59, p = 0.213). 
 
Expectancy Ratings 
The US expectancy data were combined across both groups, and the mean US expectancy 
rating for each trial over all phases were calculated. These mean US expectancy ratings in 
Fig. 1 show the learning effects over time for all stimulus types. Overall, the US expectancy 
ratings tracked the experimental contingencies. Fig. 2 displays the mean expectancy ratings 
only for stimulus type A for each group separately. Differences in US expectancy ratings 
between HSA and LSA were found in the Instrumental phase. 
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Fig. 1. Mean expectancy ratings for each trial over all phases.  These mean expectancy ratings were 
combined across both groups. The expectancy ratings reflect clear learning effects over the phases. 
Note that the mean ratings on the A+ and B+ trials in the Instrumental phase are only based on the 
data of the subjects who had experienced one successful avoidance in the A(+) trial previously. For 
the meaning of the letters and symbols see footnote Table 1.  
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Fig. 2. Mean expectancy ratings for stimulus A for LSA and HSA separately. The figure shows 
differential US‐expectancy ratings for high and low socially anxious subjects in the instrumental and 
extinction phase. Note that the mean rating for both the HSA and LSA on the single A+ trial in the 
Instrumental phase is only based on the data of the subjects who had not only experienced one 
successful avoidance in the A(+) trial, but also that threat was still present as evidenced by a B+ trial 
(for the meaning of the letters and symbols see footnote Table 1). 
 
 
Pavlovian phase 
To examine whether HSA and LSA differed in differentiation of the threat stimuli (A+ and B+) 
and the safe stimulus (C‐), subjective expectancies were averaged within this phase 
separately for each stimulus type and entered in a Group (LSA, HSA) x Stimulus type (A+, B+ 
vs. C‐) ANOVA. A significant main effect of Stimulus type indicated clear discrimination 
between the threat stimuli (A+ and B+) and the safe stimulus (C‐; F(1, 46) = 269.62, p < 
0.001). To test whether HSA and LSA differed in acquisition of the safe stimulus C‐ across the 
four successive trials, a Group (LSA, HSA) x Trial (1, 2, 3, 4) ANOVA was conducted. The 
expectancy ratings decreased over trials (1‐4) for C‐ (F(3, 44) = 53, 41, p < 0.001; linear trend: 
F(1, 46) = 147.81, p < 0.001). No Group x Stimulus type and Group x Trial interaction effects 
were found in this phase (all p > 0.5), indicating that HSA and LSA learned the contingencies 
equally well.  
 
Instrumental phase 
To examine whether the previous acquired differentiation between threat (A+, B+) and safe 
(C‐) stimuli generalized to the Instrumental phase, a Group (LSA, HSA) x Stimulus type (A+, 
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Fig. 1. Mean expectancy ratings for each trial over all phases.  These mean expectancy ratings were 
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were found in this phase (all p > 0.5), indicating that HSA and LSA learned the contingencies 
equally well.  
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To examine whether the previous acquired differentiation between threat (A+, B+) and safe 
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B+ vs. C‐) ANOVA was performed. Only participants (LSA: N = 19; HSA: N = 17) who 
experienced at least one correct avoidance response on A(+) trials, before exposed to A+ 
and B+, were included in this analysis to make sure that all participants in the analyses new 
that ‘absence of the possibility to press the avoidance button indicates threat’. A significant 
main effect of Stimulus type indicated the learned contingency from the Pavlovian phase 
(F(1, 34) = 83.88, p <.001). No Group x Stimulus type interaction effect was found for this 
contrast (p = .297).  
To test whether HSA and LSA differed in avoidance acquisition (A(+) stimulus type) across 
the six successive trials, a Group (LSA, HSA) x Trial (1, 2, 3, 4, 5, 6) ANOVA was computed. A 
significant main effect for Trial indicated that the expectancy ratings declined over the trials 
(1‐6) for A(+) to a very low level (F(5, 42) = 76.87, p < 0.001; linear trend: F(1, 46) = 236.62, p 
< 0.001). Importantly, there was a significant Group x Trial interaction effect (F(5,42) = 2.582, 
p = 0.040; linear trend: F(1,46) = 6.137, p = 0.017). Post‐hoc comparisons of the two groups 
on mean expectancy ratings using Bonferroni correction yielded a significantly higher US 
expectancy for the first A(+) trial in HSA (mean = 82, SD = 19.99) compared to LSA (mean = 
64, SD = 23.84; F(1, 46) = 7.72, p = 0.0078 < 0.05/6). For the five subsequent trials, HSA did 
not differ from LSA in US expectancy (p > 0.05/6). In fact, expectancy ratings starting at Trial 
4 remained at the same level in subsequent trials for both HSA and LSA, suggesting a floor 
effect in learning.  
Because the first A(+) trial was not always the first trial in the Instrumental phase for all 
participants, we conducted an additional ANOVA comparing HSA and LSA on expectancy 
ratings for the first trial of the Instrumental phase to account for potential sequential effects. 
The condition on this first trial was the same for all participants, because this trial always 
contained an A cue (A(+) or A+) and it was the first opportunity to press a button. Thus, all 
participants did not know which of the buttons the correct avoidance button was. 
Participants, who failed to press a button, were excluded, because not pressing any button 
would ‘definitely’ lead to the US assuming the previously learned contingency (A‐US). Again, 
HSA (N = 24) showed higher US expectancy on this first trial as compared to LSA (N = 22; F(1, 
42) = 6.879, p = .012).   
To explore whether the opportunity to press a button in this first trial led to lower US 
expectancy compared to the US expectancy for A+ (no opportunity to press a button) at the 
end of the Pavlovian phase, an ANOVA with Trial (last A+ in Pavlovian vs. first trial in 
Instrumental) as within‐subjects factor was performed for both HSA and LSA separately. 
Participants, who failed to press an illuminated button were excluded: LSA (N = 20) showed 
a lower US expectancy in the first trial in the Instrumental phase as compared to the last A+ 
trial in the Pavlovian phase (F(1, 19) = 24.091, p < .001), whereas the HSA (N = 24) did not 
show this decrease (p = .301). 
To investigate whether HSA and LSA showed differences in US expectancy when the 
avoidance response became unavailable (the single A+ trial), the knowledge that ‘the 
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avoidance response became unavailable’ was crucial, in particular under conditions where 
US threat was still present. Therefore, first an ANOVA of the US expectancy for the single A+ 
trial was performed for those who experienced one correct avoidance response on the A(+) 
trial before being exposed to the A+ trial. This resulted in a trend towards a higher US 
expectancy for HSA (N = 17; mean = 92, SD = 20) as compared to LSA (N = 19; mean = 77, SD 
= 24; F(1, 34) = 4.030, p = 0.053). Second and most critically, we conducted the same 
analysis for those, who had not only experienced that the A(+) trial could be successfully 
avoided, but also that threat of US was still present (as evidenced by a B+ trial): HSA now 
showed a significantly higher US expectancy for A+ (N = 11; mean = 94, SD = 13) as 
compared to LSA (N = 7; mean = 73, SD = 27; (F(1, 16) = 5.043, p = 0.039). 
In sum, the results suggest that HSA and LSA learned the avoidance response equally well. 
However, a higher US expectancy in HSA as compared to LSA was found for (1) the first trial, 
in which a response button was available, and (2) the trial in which the correct avoidance 
response became unavailable for the first time. 
 
Test phase 
In order for a learned avoidance response to transfer, we first tested whether the learned 
avoidance response was present in the first place. A Group (LSA, HSA) x Stimulus type (A(+) 
vs. A+) ANOVA revealed a significant main effect for Stimulus type (A(+) vs. A+), indicating a 
much lower US expectancy for A(+) compared to A+ (F(1, 46) = 968.60, p < 0.001). To test 
the transfer of this effect of learned avoidance from A(+) to the B(+) stimulus type, a Group 
(LSA, HSA) x Stimulus type (B(+) vs. B+) ANOVA was performed. A significant main effect for 
Stimulus type (B(+) vs. B+) indicated lower US expectancy for B(+) compared to B+ (F(1, 46) = 
321.78, p < 0.001).  
Although Group (LSA, HSA) x Stimulus type (A(+) vs. B(+)) ANOVA showed that expectancy 
ratings on the B(+) test trial were not as low as for the trained A(+) trial type (F(1, 46) = 5.53, 
p= .023), a Group (LSA, HSA) x Stimulus type A (A(+) vs. A+) x Stimulus type B (B(+) vs. B+) 
ANOVA showed that the Stimulus type A x Stimulus type B interaction comparing the size of 
the A+ vs. A(+) difference with the B+ vs. B(+) difference was nonsignificant (F(1, 46)=2.818, 
p =.100), indicating successful transfer of the avoidance response from stimulus A to B.   
To test the discrimination between avoidable and unavoidable trials in general, a Group (LSA, 
HSA) x Stimulus type (the average of US expectancy of (+) vs. +) ANOVA was conducted. As 
expected, a significant main effect for Stimulus type indicated the learned effects of the 
avoidance response (F(1, 46) = 911.07, p < 0.001). No significant Group x Stimulus type 
interaction effects were found pertaining to all contrasts (all p > 0.5), indicating that transfer 
of the learned avoidance response to stimulus B took place for both HSA and LSA similarly. 
US expectancy for the safe stimulus C‐ remained very low for both groups.  
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4 remained at the same level in subsequent trials for both HSA and LSA, suggesting a floor 
effect in learning.  
Because the first A(+) trial was not always the first trial in the Instrumental phase for all 
participants, we conducted an additional ANOVA comparing HSA and LSA on expectancy 
ratings for the first trial of the Instrumental phase to account for potential sequential effects. 
The condition on this first trial was the same for all participants, because this trial always 
contained an A cue (A(+) or A+) and it was the first opportunity to press a button. Thus, all 
participants did not know which of the buttons the correct avoidance button was. 
Participants, who failed to press a button, were excluded, because not pressing any button 
would ‘definitely’ lead to the US assuming the previously learned contingency (A‐US). Again, 
HSA (N = 24) showed higher US expectancy on this first trial as compared to LSA (N = 22; F(1, 
42) = 6.879, p = .012).   
To explore whether the opportunity to press a button in this first trial led to lower US 
expectancy compared to the US expectancy for A+ (no opportunity to press a button) at the 
end of the Pavlovian phase, an ANOVA with Trial (last A+ in Pavlovian vs. first trial in 
Instrumental) as within‐subjects factor was performed for both HSA and LSA separately. 
Participants, who failed to press an illuminated button were excluded: LSA (N = 20) showed 
a lower US expectancy in the first trial in the Instrumental phase as compared to the last A+ 
trial in the Pavlovian phase (F(1, 19) = 24.091, p < .001), whereas the HSA (N = 24) did not 
show this decrease (p = .301). 
To investigate whether HSA and LSA showed differences in US expectancy when the 
avoidance response became unavailable (the single A+ trial), the knowledge that ‘the 
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avoidance response became unavailable’ was crucial, in particular under conditions where 
US threat was still present. Therefore, first an ANOVA of the US expectancy for the single A+ 
trial was performed for those who experienced one correct avoidance response on the A(+) 
trial before being exposed to the A+ trial. This resulted in a trend towards a higher US 
expectancy for HSA (N = 17; mean = 92, SD = 20) as compared to LSA (N = 19; mean = 77, SD 
= 24; F(1, 34) = 4.030, p = 0.053). Second and most critically, we conducted the same 
analysis for those, who had not only experienced that the A(+) trial could be successfully 
avoided, but also that threat of US was still present (as evidenced by a B+ trial): HSA now 
showed a significantly higher US expectancy for A+ (N = 11; mean = 94, SD = 13) as 
compared to LSA (N = 7; mean = 73, SD = 27; (F(1, 16) = 5.043, p = 0.039). 
In sum, the results suggest that HSA and LSA learned the avoidance response equally well. 
However, a higher US expectancy in HSA as compared to LSA was found for (1) the first trial, 
in which a response button was available, and (2) the trial in which the correct avoidance 
response became unavailable for the first time. 
 
Test phase 
In order for a learned avoidance response to transfer, we first tested whether the learned 
avoidance response was present in the first place. A Group (LSA, HSA) x Stimulus type (A(+) 
vs. A+) ANOVA revealed a significant main effect for Stimulus type (A(+) vs. A+), indicating a 
much lower US expectancy for A(+) compared to A+ (F(1, 46) = 968.60, p < 0.001). To test 
the transfer of this effect of learned avoidance from A(+) to the B(+) stimulus type, a Group 
(LSA, HSA) x Stimulus type (B(+) vs. B+) ANOVA was performed. A significant main effect for 
Stimulus type (B(+) vs. B+) indicated lower US expectancy for B(+) compared to B+ (F(1, 46) = 
321.78, p < 0.001).  
Although Group (LSA, HSA) x Stimulus type (A(+) vs. B(+)) ANOVA showed that expectancy 
ratings on the B(+) test trial were not as low as for the trained A(+) trial type (F(1, 46) = 5.53, 
p= .023), a Group (LSA, HSA) x Stimulus type A (A(+) vs. A+) x Stimulus type B (B(+) vs. B+) 
ANOVA showed that the Stimulus type A x Stimulus type B interaction comparing the size of 
the A+ vs. A(+) difference with the B+ vs. B(+) difference was nonsignificant (F(1, 46)=2.818, 
p =.100), indicating successful transfer of the avoidance response from stimulus A to B.   
To test the discrimination between avoidable and unavoidable trials in general, a Group (LSA, 
HSA) x Stimulus type (the average of US expectancy of (+) vs. +) ANOVA was conducted. As 
expected, a significant main effect for Stimulus type indicated the learned effects of the 
avoidance response (F(1, 46) = 911.07, p < 0.001). No significant Group x Stimulus type 
interaction effects were found pertaining to all contrasts (all p > 0.5), indicating that transfer 
of the learned avoidance response to stimulus B took place for both HSA and LSA similarly. 
US expectancy for the safe stimulus C‐ remained very low for both groups.  
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Extinction phase 
As for the A+ trial in the Test phase, the expectancy rating for the first A‐ trial in the 
Extinction phase started relatively high, indicating the learned effects of the avoidance 
response. To evaluate extinction, we calculated a Group (LSA, HSA) x Trial (1, 2, 3, 4) ANOVA. 
A significant main effect for Trial revealed an extinction process across the 4 trials (F(3, 44) = 
33.43, p < 0.001; linear trend: F(1, 46) = 73.28, p < 0.001), as the US expectancies clearly 
declined over the A‐ trials (1‐4). We found a marginal Group x Trial interaction effect (F(3, 44) 
= 2.473, p = 0.074)1. To explore this marginal effect, comparisons of the mean expectancy 
ratings of the two groups, showed higher US expectancy for the third A‐ trial in HSA (mean = 
74, SD = 32) compared to LSA (mean = 48, SD = 42; F(1, 46) = 5.841, p = 0.020). No 
differences in US expectancy were found on the other three A‐ trials between HSA and LSA 
(all p > 0.5).  
To test whether the acquired differentiation between B+ and C‐ stimuli remained in the 
Extinction phase for both groups, a Group (LSA, HSA) x Stimulus type (B+ vs. C‐) ANOVA was 
performed. The US expectancy remained significantly higher for the B+ trials compared to 
the safe stimulus C‐ (F(1, 46) = 261.59, p < 0.001). No Group x Stimulus type interaction 
effect was found for this contrast (p > 0.5). 
 
Skin conductance 
First, HSA and LSA were compared on their baseline SCL (mean SCL over 5 s pre‐CS baseline 
period), because higher baseline SCL would make the change in SCL (dSCL) ‘look smaller’. 
There was no significant difference between the groups were found on baseline SCL (F(1, 46) 
= .132, p = .718). Subsequently, the same analyses for dSCL were done as for US expectancy. 
We found a similar pattern of learning effects for the Pavlovian, Instrumental and Test 
phases in dSCL as in US expectancy, although no significant group differences were found. 
Large individual differences in skin conductance, as well as habituation over trials could 
have attributed to nonsignificant group differences (Bradley, Lang, & Cuthbert, 1993). The 
changes in dSCL over all phases are displayed in Fig. 3 as was done for US expectancy in Fig. 
1. The dSCL for all stimulus type A trials are shown for each group separately in Fig. 4.  
 
                                                            
1 We performed a Group (LSA, HSA) x Order1 (first B+) x Order2 (second B+) x Trial (1, 2, 3, 4) ANOVA to test 
whether an order effect of B+ could have influenced the marginal effect. This revealed no significant 
interaction effects of Order1 and Order2 with Group and Trial (all p > .5), indicating that the sequence effect of 
B+ trials did not influence our results. 
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Fig. 3. Log transformed differences of skin conductance levels from baseline (dSCL) for each phase. 
The dSCL reflects clear learning effects over the first three phases. Note that the mean ratings on the 
A+ and B+ trials in the Instrumental phase are only based on the data of the subjects who had 
experienced one successful avoidance in the A(+) trial previously (for the meaning of the letters and 
symbols see footnote Table 1). 
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Fig. 4. Log transformed differences of skin conductance levels from baseline (dSCL) for stimulus A 
for LSA and HSA separately. The figure shows that dSCL was especially high for the first A(+) trial and 
the A+ trial in the Instrumental phase as these trials contained novel aspects: illumination of buttons 
and unavailability of the correct avoidance response button for A(+) and A+ respectively. Note that 
the Log dSCL for both the HSA and LSA on the single A+ trial in the Instrumental phase is only based 
on the data of the subjects who had not only experienced one successful avoidance in the A(+) trial, 
but also that threat was still present as evidenced by a B+ trial (for the meaning of the letters and 
symbols see footnote Table 1). 
13479_Verena Ly_Layout.indd   36 04-01-16   15:21
Chapter 2 
 28 
Extinction phase 
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whether an order effect of B+ could have influenced the marginal effect. This revealed no significant 
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Fig. 4. Log transformed differences of skin conductance levels from baseline (dSCL) for stimulus A 
for LSA and HSA separately. The figure shows that dSCL was especially high for the first A(+) trial and 
the A+ trial in the Instrumental phase as these trials contained novel aspects: illumination of buttons 
and unavailability of the correct avoidance response button for A(+) and A+ respectively. Note that 
the Log dSCL for both the HSA and LSA on the single A+ trial in the Instrumental phase is only based 
on the data of the subjects who had not only experienced one successful avoidance in the A(+) trial, 
but also that threat was still present as evidenced by a B+ trial (for the meaning of the letters and 
symbols see footnote Table 1). 
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Pavlovian phase 
The dSCL to the threat stimuli (A+ and B+) were higher than to the safe stimulus C‐ (F(1, 46) 
= 8.71, p =  0.005). The dSCL decreased over trials (1‐4) for C‐ (F(3, 44) = 4.16, p =  0.011; 
linear trend: F(1, 46) = 8.89, p < 0.05).  There was a trend towards a Group (LSA, HSA) x Trial 
(1, 2, 3, 4) interaction (F(3, 44) = 2.369, p = 0.083). To explore this marginal effect, 
comparisons of the two groups on dSCL showed only a marginally higher dSCL on the first C‐ 
trial for the HSA as compared to LSA (p = 0.127).  
 
 Instrumental phase 
The dSCL to the unavoidable trials (A+ and B+) was higher than to the safe trial C‐ (F(1, 34) = 
7.682, p = 0.009). For the first A(+) trial, dSCL started high and decreased rapidly across the 6 
training trials (F(5, 42) = 8.22, p < 0.001; linear trend: F(1, 46) = 38.97, p < 0.001). There were 
no significant interaction effects (all p > 0.5).  
ANOVA for the single A+ trial for those, who experienced one correct avoidance response on 
the A(+) trial before exposed to the A+ trial, showed no difference in dSCL between HSA and 
LSA. The same was found for the analysis on those, who had not only experienced that the 
A(+) trial could be successfully avoided, but also that threat of US was still present as 
evidenced by a B+ trial (all p > .5). Remarkably, dSCL for the first A(+) trial and the A+ trial in 
this phase appeared relatively higher compared to all other trials of the task. 
 
Test phase 
The learned avoidance response was clearly reflected by dSCL (F(1, 46) = 11.91, p = .001). 
Transfer of the avoidance response effect to stimulus B(+) was also evident in the observed 
dSCL for both HSA and LSA, with a much lower dSCL for B(+) compared to B+ (F(1, 46) = 7.97, 
p = 0.007). No significant difference in dSCL was found for B(+) compared to A(+) (F(1, 46) = 
1.28, p = 0.263). dSCL was found to discriminate highly for the unavoidable trials (A+ and B+) 
and the avoidable trials (A(+) and B(+)) (F(1, 46) = 16.00, p < 0.001). There were no 
significant interaction effects (all p > 0.5). 
 
 Extinction phase 
There were no significant main effects pertaining to Stimulus type or Trial and no significant 
Group x Stimulus type or Group x Trial interaction effects (all p > 0.1). Noteworthy, dSCL for 
all trials in this phase were very low, presumably partly due to large individual differences 
and habituation to the conditioning task (Bradley et al., 1993).  
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Discussion 
 
The current study has successfully replicated the major premises of the Integrated 
expectancy‐based model by Lovibond et al. (2008). We modified Lovibond’s avoidance 
conditioning paradigm using social instead of non‐social stimuli for testing low (LSA) and 
high socially anxious (HSA) individuals. Consistent with previous findings, we found a 
decrease in US expectancy and dSCL during avoidance learning and transfer of avoidance 
response in both LSA and HSA. In addition and most crucial, our modified avoidance 
paradigm successfully discriminated between LSA and HSA.  
First, we found that US expectancy was greater in HSA as compared to LSA for the first trial, 
wherein a button response was available (Instrumental phase). Crucially, LSA showed a 
marked lower US expectancy in this trial as compared to the previous A+ trial in the 
Pavlovian phase (in which no button response was available yet), whereas HSA did not. For 
this trial, participants did not know which response allowed successful avoidance of the US. 
Given that participants were informed that one out of the four buttons was the correct 
avoidance button, the best available contingency information would be: a smaller chance 
for the US to occur after pressing any button (since there was a .25 chance of hitting the 
correct button). From this perspective, it is remarkable that HSA’s US expectancy for this 
trial remained equally high as in the end of the Pavlovian phase. This finding is consistent 
with evidence that cognitive interpretation bias (i.e., a more negative interpretation of 
stimuli) in anxious individuals is maximal under conditions of ambiguous threat (e.g., Chan & 
Lovibond, 1996). HSA showed such cognitive bias, when a new situation (i.e., the availability 
of a button response) created an ambiguous contingency. This interpretation is consistent 
with theories proposing that expectancies are based on (1) present available information, 
and (2) prior beliefs (Alloy et al., 1984; Chater & Oaksford, 2008). In an ambiguous situation, 
people rely primarily on their own expectations using generalized knowledge, thus resulting 
in a maximal cognitive bias in anxious participants.  
Although this finding may suggest a cognitive interpretation bias in HSA, we cannot rule out 
that the group difference was affected by a positive bias in the LSA. A positive bias in LSA is 
particularly evident by our second finding. When the avoidance button became unavailable 
in the Instrumental phase (A+), HSA showed a marginally higher US expectancy as compared 
to LSA. This difference between HSA and LSA became more pronounced (and significant) 
when participants not only had the knowledge that ‘the avoidance response became 
unavailable’(after the experience of an avoidable A(+) trial), but also when they had 
experienced that threat of US was still present as evidenced by a B+ trial. Interestingly, this 
result suggests a more accurate estimate of the actual contingency in HSA than in LSA. Since 
the participants were instructed that it is always the same response button that prevents 
the US, individuals who experienced an avoidable A(+) trial, would logically have known that 
avoidance is impossible in an A+ trial (due to the acquired CS‐US contingency in the 
Pavlovian phase and the unavailability of the correct response button), and therefore would 
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Pavlovian phase 
The dSCL to the threat stimuli (A+ and B+) were higher than to the safe stimulus C‐ (F(1, 46) 
= 8.71, p =  0.005). The dSCL decreased over trials (1‐4) for C‐ (F(3, 44) = 4.16, p =  0.011; 
linear trend: F(1, 46) = 8.89, p < 0.05).  There was a trend towards a Group (LSA, HSA) x Trial 
(1, 2, 3, 4) interaction (F(3, 44) = 2.369, p = 0.083). To explore this marginal effect, 
comparisons of the two groups on dSCL showed only a marginally higher dSCL on the first C‐ 
trial for the HSA as compared to LSA (p = 0.127).  
 
 Instrumental phase 
The dSCL to the unavoidable trials (A+ and B+) was higher than to the safe trial C‐ (F(1, 34) = 
7.682, p = 0.009). For the first A(+) trial, dSCL started high and decreased rapidly across the 6 
training trials (F(5, 42) = 8.22, p < 0.001; linear trend: F(1, 46) = 38.97, p < 0.001). There were 
no significant interaction effects (all p > 0.5).  
ANOVA for the single A+ trial for those, who experienced one correct avoidance response on 
the A(+) trial before exposed to the A+ trial, showed no difference in dSCL between HSA and 
LSA. The same was found for the analysis on those, who had not only experienced that the 
A(+) trial could be successfully avoided, but also that threat of US was still present as 
evidenced by a B+ trial (all p > .5). Remarkably, dSCL for the first A(+) trial and the A+ trial in 
this phase appeared relatively higher compared to all other trials of the task. 
 
Test phase 
The learned avoidance response was clearly reflected by dSCL (F(1, 46) = 11.91, p = .001). 
Transfer of the avoidance response effect to stimulus B(+) was also evident in the observed 
dSCL for both HSA and LSA, with a much lower dSCL for B(+) compared to B+ (F(1, 46) = 7.97, 
p = 0.007). No significant difference in dSCL was found for B(+) compared to A(+) (F(1, 46) = 
1.28, p = 0.263). dSCL was found to discriminate highly for the unavoidable trials (A+ and B+) 
and the avoidable trials (A(+) and B(+)) (F(1, 46) = 16.00, p < 0.001). There were no 
significant interaction effects (all p > 0.5). 
 
 Extinction phase 
There were no significant main effects pertaining to Stimulus type or Trial and no significant 
Group x Stimulus type or Group x Trial interaction effects (all p > 0.1). Noteworthy, dSCL for 
all trials in this phase were very low, presumably partly due to large individual differences 
and habituation to the conditioning task (Bradley et al., 1993).  
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Discussion 
 
The current study has successfully replicated the major premises of the Integrated 
expectancy‐based model by Lovibond et al. (2008). We modified Lovibond’s avoidance 
conditioning paradigm using social instead of non‐social stimuli for testing low (LSA) and 
high socially anxious (HSA) individuals. Consistent with previous findings, we found a 
decrease in US expectancy and dSCL during avoidance learning and transfer of avoidance 
response in both LSA and HSA. In addition and most crucial, our modified avoidance 
paradigm successfully discriminated between LSA and HSA.  
First, we found that US expectancy was greater in HSA as compared to LSA for the first trial, 
wherein a button response was available (Instrumental phase). Crucially, LSA showed a 
marked lower US expectancy in this trial as compared to the previous A+ trial in the 
Pavlovian phase (in which no button response was available yet), whereas HSA did not. For 
this trial, participants did not know which response allowed successful avoidance of the US. 
Given that participants were informed that one out of the four buttons was the correct 
avoidance button, the best available contingency information would be: a smaller chance 
for the US to occur after pressing any button (since there was a .25 chance of hitting the 
correct button). From this perspective, it is remarkable that HSA’s US expectancy for this 
trial remained equally high as in the end of the Pavlovian phase. This finding is consistent 
with evidence that cognitive interpretation bias (i.e., a more negative interpretation of 
stimuli) in anxious individuals is maximal under conditions of ambiguous threat (e.g., Chan & 
Lovibond, 1996). HSA showed such cognitive bias, when a new situation (i.e., the availability 
of a button response) created an ambiguous contingency. This interpretation is consistent 
with theories proposing that expectancies are based on (1) present available information, 
and (2) prior beliefs (Alloy et al., 1984; Chater & Oaksford, 2008). In an ambiguous situation, 
people rely primarily on their own expectations using generalized knowledge, thus resulting 
in a maximal cognitive bias in anxious participants.  
Although this finding may suggest a cognitive interpretation bias in HSA, we cannot rule out 
that the group difference was affected by a positive bias in the LSA. A positive bias in LSA is 
particularly evident by our second finding. When the avoidance button became unavailable 
in the Instrumental phase (A+), HSA showed a marginally higher US expectancy as compared 
to LSA. This difference between HSA and LSA became more pronounced (and significant) 
when participants not only had the knowledge that ‘the avoidance response became 
unavailable’(after the experience of an avoidable A(+) trial), but also when they had 
experienced that threat of US was still present as evidenced by a B+ trial. Interestingly, this 
result suggests a more accurate estimate of the actual contingency in HSA than in LSA. Since 
the participants were instructed that it is always the same response button that prevents 
the US, individuals who experienced an avoidable A(+) trial, would logically have known that 
avoidance is impossible in an A+ trial (due to the acquired CS‐US contingency in the 
Pavlovian phase and the unavailability of the correct response button), and therefore would 
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have expected the US. Lower estimations in LSA suggest a positive bias: they made a more 
positive interpretation (at least to some extent) that the A cue was no longer as dangerous. 
Our results are consistent with notions by Taylor and Brown (1988), suggesting that a 
positive bias can serve as a protection to the self‐esteem and mental health, and that 
healthy individuals particularly show positive biases in situations of perceived threat. Our 
data show that HSA lack such positive bias, which is in line with literature suggesting that 
social anxiety is associated with an absence of positive thinking (e.g., Hirsch & Mathews, 
2000). Such lack of positive bias leads to vulnerability to development and maintenance of 
psychopathology (Taylor and Brown, 1988).  
The fact that the subjective US expectancy for the A+ trial in the Test phase did not differ 
between LSA and HSA any more, suggests that one A+ trial (presented in the Instrumental 
phase) was needed to ‘convince’ the LSA about the effectiveness of the avoidance response 
and that it is necessary to rely on the avoidance response for not receiving the US. This 
result suggests that, compared to LSA, a lack of positive bias in HSA may lead to higher 
susceptibility to safety behavior interpretations. This finding is not only relevant for the 
interpretation of the role of safety behaviors, it is also relevant for learning theories 
supporting the role of avoidance conditioning in social anxiety. 
 Finally, we investigated the relationship between social anxiety and extinction‐like 
processes. Although previous research showed that anxiety predicted delayed extinction 
(e.g., Hermann et al., 2002), we only found a marginal effect for a delay in extinction in HSA. 
This could be related to the use of a non‐clinical group of high socially anxious participants. 
Another explanation is that our design was not a ‘regular’ CS‐alone extinction procedure, 
because it included threatening B+ trials and aspects of decreased safety behavior.  
Following Lovibond et al. (2008), we measured skin conductance as an indicator for anxiety. 
Since expectancy has been shown to be a mediator of anxiety (Lovibond et al., 2008), 
expectancy was hypothesized to reflect the degree of anxiety. Although HSA and LSA 
differed in expectancy ratings, we failed to find any group differences on dSCL. Skin 
conductance is a measure for autonomic arousal (not anxiety per se) and is found 
particularly sensitive to stimulus significance and novelty (Bradley et al., 1993). The absence 
of difference between HSA and LSA in dSCL for the first trial for which a button response 
was required, could be partly due to the novelty of button illumination and the requirement 
to press a button, that could have led to heightened skin conductance for both HSA and LSA. 
A similar reason might account for the single A+ trial in the Instrumental phase. This trial 
likely elicited enhanced skin conductance in both HSA and LSA because the avoidance 
response became unavailable. This is supported by the elevated dSCL for both the first A(+) 
trial and the A+ trial in the Instrumental phase compared to other trials in other phases (see 
Fig. 3, 4). Future studies should use more valid and accurate measures of anxiety, such as 
fear‐potentiated startle (Bradley et al., 1993). 
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To our knowledge, this is the first study addressing avoidance learning and cognitive 
expectancy in relation to social anxiety. We replicated and extended the findings of 
Lovibond et al. (2008) by showing that the avoidance learning paradigm using social stimuli 
successfully differentiates high socially anxious from low socially anxious individuals. It is 
important to note, that these findings should be replicated using a priori selected groups 
and also allowing studying sex differences. 
Despite this limitation, the present findings stress the importance to conduct further 
research on cognitive processes in social anxiety that play a role in avoidance learning. 
Social avoidance is the major maintaining factor in SAD. It prohibits exposure to social 
situations and therewith extinction of the social fear. The present findings concerning 
cognitive interpretation bias in HSA encourages research on directional relation of 
interpretation bias and anxiety and the training of interpretation biases (Salemink et al., 
2006; 2007). Future studies should explore whether similar mechanisms may play part in 
other anxiety disorders, such as post‐traumatic stress disorder or specific phobia. One 
therapeutic implication of our findings is that cognitive and behavioral treatments for 
anxiety might benefit from not only including procedures aimed at altering negative beliefs, 
but also procedures directed at the generation of positive inferences, especially under 
conditions of high threat perception.  
In conclusion, this study successfully replicated previous findings with a modified avoidance 
paradigm using social stimuli. The paradigm also successfully differentiated between HSA 
and LSA. First, HSA showed higher US expectancy than LSA when high uncertainty about 
successful avoidance or ambiguity of a situation is present. This suggests a cognitive 
interpretation bias in high socially anxious individuals under the condition of ambiguous 
threat. Second, when the avoidance response became unavailable, LSA showed lower US 
expectancy than HSA, particularly under high threat perception. This suggests a positive bias 
in low socially anxious individuals. A lack of such positive bias in high socially anxious 
individuals may lead to higher susceptibility to safety behavior interpretations. Together, 
these findings support the role of cognitive processes in avoidance conditioning and social 
anxiety and underscore the relevance to encounter avoidance learning in studying social 
anxiety. 
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have expected the US. Lower estimations in LSA suggest a positive bias: they made a more 
positive interpretation (at least to some extent) that the A cue was no longer as dangerous. 
Our results are consistent with notions by Taylor and Brown (1988), suggesting that a 
positive bias can serve as a protection to the self‐esteem and mental health, and that 
healthy individuals particularly show positive biases in situations of perceived threat. Our 
data show that HSA lack such positive bias, which is in line with literature suggesting that 
social anxiety is associated with an absence of positive thinking (e.g., Hirsch & Mathews, 
2000). Such lack of positive bias leads to vulnerability to development and maintenance of 
psychopathology (Taylor and Brown, 1988).  
The fact that the subjective US expectancy for the A+ trial in the Test phase did not differ 
between LSA and HSA any more, suggests that one A+ trial (presented in the Instrumental 
phase) was needed to ‘convince’ the LSA about the effectiveness of the avoidance response 
and that it is necessary to rely on the avoidance response for not receiving the US. This 
result suggests that, compared to LSA, a lack of positive bias in HSA may lead to higher 
susceptibility to safety behavior interpretations. This finding is not only relevant for the 
interpretation of the role of safety behaviors, it is also relevant for learning theories 
supporting the role of avoidance conditioning in social anxiety. 
 Finally, we investigated the relationship between social anxiety and extinction‐like 
processes. Although previous research showed that anxiety predicted delayed extinction 
(e.g., Hermann et al., 2002), we only found a marginal effect for a delay in extinction in HSA. 
This could be related to the use of a non‐clinical group of high socially anxious participants. 
Another explanation is that our design was not a ‘regular’ CS‐alone extinction procedure, 
because it included threatening B+ trials and aspects of decreased safety behavior.  
Following Lovibond et al. (2008), we measured skin conductance as an indicator for anxiety. 
Since expectancy has been shown to be a mediator of anxiety (Lovibond et al., 2008), 
expectancy was hypothesized to reflect the degree of anxiety. Although HSA and LSA 
differed in expectancy ratings, we failed to find any group differences on dSCL. Skin 
conductance is a measure for autonomic arousal (not anxiety per se) and is found 
particularly sensitive to stimulus significance and novelty (Bradley et al., 1993). The absence 
of difference between HSA and LSA in dSCL for the first trial for which a button response 
was required, could be partly due to the novelty of button illumination and the requirement 
to press a button, that could have led to heightened skin conductance for both HSA and LSA. 
A similar reason might account for the single A+ trial in the Instrumental phase. This trial 
likely elicited enhanced skin conductance in both HSA and LSA because the avoidance 
response became unavailable. This is supported by the elevated dSCL for both the first A(+) 
trial and the A+ trial in the Instrumental phase compared to other trials in other phases (see 
Fig. 3, 4). Future studies should use more valid and accurate measures of anxiety, such as 
fear‐potentiated startle (Bradley et al., 1993). 
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To our knowledge, this is the first study addressing avoidance learning and cognitive 
expectancy in relation to social anxiety. We replicated and extended the findings of 
Lovibond et al. (2008) by showing that the avoidance learning paradigm using social stimuli 
successfully differentiates high socially anxious from low socially anxious individuals. It is 
important to note, that these findings should be replicated using a priori selected groups 
and also allowing studying sex differences. 
Despite this limitation, the present findings stress the importance to conduct further 
research on cognitive processes in social anxiety that play a role in avoidance learning. 
Social avoidance is the major maintaining factor in SAD. It prohibits exposure to social 
situations and therewith extinction of the social fear. The present findings concerning 
cognitive interpretation bias in HSA encourages research on directional relation of 
interpretation bias and anxiety and the training of interpretation biases (Salemink et al., 
2006; 2007). Future studies should explore whether similar mechanisms may play part in 
other anxiety disorders, such as post‐traumatic stress disorder or specific phobia. One 
therapeutic implication of our findings is that cognitive and behavioral treatments for 
anxiety might benefit from not only including procedures aimed at altering negative beliefs, 
but also procedures directed at the generation of positive inferences, especially under 
conditions of high threat perception.  
In conclusion, this study successfully replicated previous findings with a modified avoidance 
paradigm using social stimuli. The paradigm also successfully differentiated between HSA 
and LSA. First, HSA showed higher US expectancy than LSA when high uncertainty about 
successful avoidance or ambiguity of a situation is present. This suggests a cognitive 
interpretation bias in high socially anxious individuals under the condition of ambiguous 
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expectancy than HSA, particularly under high threat perception. This suggests a positive bias 
in low socially anxious individuals. A lack of such positive bias in high socially anxious 
individuals may lead to higher susceptibility to safety behavior interpretations. Together, 
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Abstract 
Social  avoidance  is  a major  factor  contributing  to  the  development  and maintenance  of 
anxiety  and  depressive  symptoms.  Converging  evidence  suggests  that  social  avoidance  is 
associated with abnormal aversive processing and hyperactive amygdala signaling. However, 
it is unclear what are the consequences of such abnormal aversive processing for action and 
for the neural mechanisms implementing action. Existing literature is conflicting, pointing at 
either  enhanced  or  reduced  action  inhibition.  We  investigated  the  interaction  between 
aversion  and  action  in  social  avoidance  by  comparing  the  effects  of  aversive  versus 
appetitive faces on a go/no‐go task and associated striatal signals in 42 high and low socially 
avoidant  individuals. We combined  fMRI with a novel probabilistic  learning  task,  in which 
emotional valence (angry and happy faces) and optimal response (go‐ and no‐go‐responses) 
were  manipulated  independently.  High  compared  with  low  socially  avoidant  individuals 
showed  reduced  behavioral  inhibition  (proportion  no‐go‐responses)  for  angry  relative  to 
happy  faces. This behavioral disinhibition correlated with greater striatal signal during no‐
go‐responses  for  angry  relative  to  happy  faces.    The  results  suggest  that  social  avoidant 
coping  style  is accompanied by disinhibition of action and  striatal  signal  in  the context of 
social  threat.  The  findings  concur with  recent  theorizing  about  aversive  disinhibition  and 
affective disorders.  
   
Social Avoidance and Aversive Disinhibition 
  37 
Introduction 
 
Social avoidance is a major risk factor for the development and maintenance of anxiety and 
depression (Barlow, 2002; Mazer & Cloninger, 1990; Mineka & Zinbarg, 2006). These 
psychiatric disorders have often been associated with enhanced aversive processing and 
hyperactive amygdala signaling (Schneider et al., 1999; Sheline et al., 2001; Siegle et al., 
2006; Staugaard, 2010; Veit et al., 2002). Moreover, amygdala abnormalities often 
accompany personality traits related to social avoidance (Iidaka et al., 2006; Schwartz et al., 
2003). Although there is converging evidence that social avoidance is associated with 
enhanced aversive processing, it remains unclear what are the consequences of abnormal 
aversive processing and aberrant amygdala signaling for action selection and for neural 
systems that implement action selection, such as the striatum. Insight in the emotional 
influence on action selection is critical for advancing our understanding of the 
(neurocognitive) mechanisms underlying the complex and impairing symptomatology of 
social avoidance.                                                            
Two competing hypotheses can be formulated on the basis of early theories and recent 
insights. The first and most intuitive hypothesis is that social avoidance, which is 
accompanied by enhanced aversive processing, is associated with an increase in the 
inhibition of actions. According to early theories on individual differences in avoidance 
motivation, avoidant traits and related affective disorders are associated with an enhanced 
tendency to respond intensely to signals of aversive stimuli, which facilitates behavioral 
inhibition in order to avoid punishment (Clark & Watson, 1991; Cloninger, 1987; Gray, 1994). 
Indeed, aversion seems to be intrinsically coupled with action inhibition: greater aversion 
elicits greater inhibition of actions (Boureau & Dayan, 2011; Cools, Nakamura, & Daw, 2011). 
Accordingly, social avoidance, which is accompanied by enhanced aversive processing, 
might be associated with increased inhibition of action in an aversive context.                                                      
In contrast, based on recent neurochemical theories related to  affective disorders (Dayan & 
Huys, 2008; 2009), one might pose the alternative, more radical hypothesis that social 
avoidance is accompanied by a paradoxical decrease in inhibition in an aversive context (i.e., 
aversive disinhibition). According to these latter theories, affective disorders reflect a failure 
to inhibit aversive thoughts and actions (Dayan & Huys, 2008; 2009). Individuals suffering 
from these affective disorders may perceive situations as more threatening and may assume 
more negative attributions and outcomes. In turn, this may lead to more escape and 
avoidance behavior as a coping strategy to enhance personal safety (Kearney, 2004). By 
analogy, a failure to inhibit aversive thoughts and actions might be the underlying 
mechanism of social avoidance. The persistent tendencies to avoid social situations in daily 
life might then reflect a secondary strategy to cope with this aversive disinhibition, a notion 
compatible with the vigilance‐avoidance theory (e.g., Bogels & Mansell, 2004; Mogg & 
Bradley, 1998; Mogg, Bradley, Miles, & Dixon, 2004), and more recent interpretations of 
Gray’s theory of the Behavioral Inhibition System (BIS; Gray & McNaughton, 2000; Mc 
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Naughton & Corr, 2004; p 286). Here we tested these two opposing hypotheses by 
comparing high and low socially avoidant individuals on a task that quantifies aversive 
inhibition.                   
Specifically, we used functional magnetic resonance imaging (fMRI) combined with a novel 
paradigm to investigate effects of aversive (relative to appetitive) processing on behavioral 
inhibition versus activation in social avoidance. Participants were presented with aversive 
(angry) faces and appetitive (happy) faces and had to learn by trial and error whether to 
make a go‐ or a no‐go‐response in order to obtain reward or avoid punishment. We 
manipulated emotional valence (angry/happy), the optimal response (go/no‐go) and 
instrumental valence (reward/punishment) independently in a probabilistic learning task, in 
which subjects were unlikely to detect and apply an explicit rule. The rationale for using a 
probabilistic learning paradigm was to ensure that subjects recruit a (habit‐based) 
behavioral control system that is thought to be particularly sensitive to emotional influences. 
Thus we reasoned that the probabilistic learning nature of this task likely promotes 
recruitment of the model‐free habit system, which is thought to be more vulnerable to 
influences of emotion than is the model‐ (rule‐) based system (Dayan & Huys, 2008; 
Dickinson et al., 1995; Holland et al. 2004).             
     
In our analyses we focused on two regions of interest. Our first region of interest was the 
amygdala, which is well known to be involved in aversive processing (e.g., Staugaard, 2010) 
and emotional accounts in motivated behavior through its interaction with other brain areas 
(e.g., Cardinal et al., 2002). Our second region of interest was the striatum, which is known 
to implement action selection and to interact with the amygdala (Cardinal et al., 2002). 
Critically, the striatum has long been shown to be associated with behavioral activation 
(versus inhibition) when facing appetitive stimuli (Berridge & Robinson, 1998; Niv, Daw, & 
Joel, 2007; Salamone et al., 2005; Schultz, Dayan, & Montague, 1997), and has recently been 
demonstrated to represent predominantly (go) action independent of valence (Guitart‐
masip et al., 2011). This paradigm was used to disentangle two sets of alternative 
hypotheses pointing at either aversive inhibition or aversive disinhibition underlying social 
avoidance. Revealing these distinct mechanisms is important, not only for understanding 
the neural process underlying social avoidance, but also for advancing (preventative) 
therapies targeted either at decreasing behavioral inhibition, or contrarily, gaining control 
over aversive disinhibition.  
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Methods and Materials 
 
Participants 
Forty‐five female students from the Radboud University Nijmegen participated in this study 
after giving written informed consent. We selected only women, because of the higher 
prevalence of affective symptoms and disorders (Kessler et al., 1993; Nolen‐Hoeksema, 
2001) and the higher levels of emotional reactivity reported for woman than men (Domes et 
al. 2010; Koch et al. 2007). They received payment or course credits as a reimbursement for 
participation. All participants were healthy, right‐handed, and had normal or corrected‐to‐
normal visual acuity. Exclusion criteria were claustrophobia, neurological or cardiovascular 
diseases, psychiatric disorders, regular use of medication or marijuana, use of psychotropic 
drugs, heavy smoking, and metal parts in the body. For one participant, the fMRI session 
was aborted, due to headache. Two other participants were excluded from data analyses, 
because their performance pattern did not meet our predefined criteria of adequate 
performance, which may indicate poor task compliance or motivation; in all but these two 
participants, simple regression analyses revealed a significant linear effect of outcome 
probability (i.e., the experimentally manipulated action‐outcome contingencies, which 
determined the optimal response, significantly predicted the actual response given by the 
participants). Thus, data of 42 participants were analyzed. To investigate the effects of social 
avoidance on the interaction between emotional valence and behavioral inhibition, we 
divided participants in a low (low‐avoidant) and a high socially avoidant (high‐avoidant) 
group using a median‐split procedure based on the avoidance subscale of the Liebowitz 
Social Anxiety Scale (LSAS; Liebowitz, 1987). The low‐avoidant group (M=3.33, SD=2.8) 
differed significantly from the high‐avoidant group (M=19.81, SD=7.2) in score on the 
avoidance subscale of the LSAS (t(25.827)=‐9.838,p<0.001). 
 
Learning paradigm 
The goal of our design was to investigate the effects of social avoidance on the influence of 
aversive (relative to appetitive) processing on behavioral inhibition versus activation, and on 
associated striatal BOLD signal. We manipulated emotional valence (angry/happy), optimal 
response (go/no‐go) and instrumental valence (reward/punishment) independently in a 
novel probabilistic learning paradigm. Participants were presented with aversive (angry) 
faces and appetitive (happy) faces. They had to learn by trial and error whether to make a 
go‐ or a no‐go‐response (i.e., press a button, or withhold a button press respectively) in 
order to obtain monetary reward or avoid monetary punishment (see Fig. 1). Our primary 
research question was focused on the effects of social avoidance on the influence of angry 
(relative to happy) faces on behavioral inhibition (relative to activation). We included an 
additional factor of instrumental outcome valence to explore the effects of social avoidance 
on the influence of reward and punishment anticipation on behavioral inhibition, and 
whether social avoidance would be associated with the extent to which reward or 
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Forty‐five female students from the Radboud University Nijmegen participated in this study 
after giving written informed consent. We selected only women, because of the higher 
prevalence of affective symptoms and disorders (Kessler et al., 1993; Nolen‐Hoeksema, 
2001) and the higher levels of emotional reactivity reported for woman than men (Domes et 
al. 2010; Koch et al. 2007). They received payment or course credits as a reimbursement for 
participation. All participants were healthy, right‐handed, and had normal or corrected‐to‐
normal visual acuity. Exclusion criteria were claustrophobia, neurological or cardiovascular 
diseases, psychiatric disorders, regular use of medication or marijuana, use of psychotropic 
drugs, heavy smoking, and metal parts in the body. For one participant, the fMRI session 
was aborted, due to headache. Two other participants were excluded from data analyses, 
because their performance pattern did not meet our predefined criteria of adequate 
performance, which may indicate poor task compliance or motivation; in all but these two 
participants, simple regression analyses revealed a significant linear effect of outcome 
probability (i.e., the experimentally manipulated action‐outcome contingencies, which 
determined the optimal response, significantly predicted the actual response given by the 
participants). Thus, data of 42 participants were analyzed. To investigate the effects of social 
avoidance on the interaction between emotional valence and behavioral inhibition, we 
divided participants in a low (low‐avoidant) and a high socially avoidant (high‐avoidant) 
group using a median‐split procedure based on the avoidance subscale of the Liebowitz 
Social Anxiety Scale (LSAS; Liebowitz, 1987). The low‐avoidant group (M=3.33, SD=2.8) 
differed significantly from the high‐avoidant group (M=19.81, SD=7.2) in score on the 
avoidance subscale of the LSAS (t(25.827)=‐9.838,p<0.001). 
 
Learning paradigm 
The goal of our design was to investigate the effects of social avoidance on the influence of 
aversive (relative to appetitive) processing on behavioral inhibition versus activation, and on 
associated striatal BOLD signal. We manipulated emotional valence (angry/happy), optimal 
response (go/no‐go) and instrumental valence (reward/punishment) independently in a 
novel probabilistic learning paradigm. Participants were presented with aversive (angry) 
faces and appetitive (happy) faces. They had to learn by trial and error whether to make a 
go‐ or a no‐go‐response (i.e., press a button, or withhold a button press respectively) in 
order to obtain monetary reward or avoid monetary punishment (see Fig. 1). Our primary 
research question was focused on the effects of social avoidance on the influence of angry 
(relative to happy) faces on behavioral inhibition (relative to activation). We included an 
additional factor of instrumental outcome valence to explore the effects of social avoidance 
on the influence of reward and punishment anticipation on behavioral inhibition, and 
whether social avoidance would be associated with the extent to which reward or 
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punishment anticipation would add to or potentiate the effects of a compatible emotional 
valence on behavioral inhibition.       
The task consisted of four cue‐types: angry‐reward, angry‐punishment, happy‐reward, and 
happy‐punishment. We used different colors to distinguish reward and punishment cues of 
the same emotional category; yellow and grayscale were randomly assigned to signal either 
a reward or punishment condition for each participant. Participants were instructed that the 
combination of emotional category and color (signaling reward/punishment conditions) 
distinguished the four cue‐types and that they had to learn the optimal response for each of 
the four cue‐types separately. The optimal response (go‐ or no‐go‐response) was 
manipulated for each cue‐type independently across time, by changing the action‐outcome 
contingencies or the probability of a positive outcome given a go‐response, p(Pos_Outc|Go), 
for each cue‐type over time . Specifically, for each cue‐type separately, the probability of a 
positive outcome given a go‐response could be low (p(Pos_Outc|Go)=0.20) or high 
(p(Pos_Outc|Go)=0.80) and was changed pseudorandomly over time. Thus, at different 
times during the experiment, a go‐response for a certain cue‐type would be rewarded or 
not punished on a certain percentage of trials (20% or 80%). Participants were instructed to 
learn the optimal response (to maximize reward, or minimize punishment) for each cue‐type 
separately by trial and error. They were informed that the action‐outcome contingencies 
were probabilistic and would change unpredictably over time. They were not informed 
about the nature of the probabilistic associations or about the time intervals across which 
they changed.    
Each participant completed three sessions, with a one minute break in between the sessions. 
Each session consisted of 160 trials, with 40 trials per cue‐type. For an example of a time 
series, see Figure 1B. For each cue‐type within a session, the probability of a positive 
outcome given a go‐response could take one of the following combinations in two 
consecutive blocks: (1) 0.20, 0.20; (2) 0.20, 0.80; (3) 0.80, 0.80. The block lengths varied 
between 12 and 18 trials per cue‐type, so that participants could not predict exactly when a 
change in contingency would occur. Moreover, to avoid instantaneous and complete 
reversals of the contingencies during the task, there were always short blocks (2–8 trials) of 
non‐predictive trials (i.e., p(Pos_Outc|Go)=0.50) at the beginning of a session and in 
between the blocks. We used 24 different sets of pseudorandom sequences across 
participants.  
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Fig.1. Probabilistic learning paradigm. A. Schematic example of a single trial. The cue was presented 
for 100 ms. After cue‐onset, subjects were required to make a go‐ or no‐go‐response within 1000 ms. 
After a response‐outcome delay of maximally 2000 ms, the outcome was presented (1000 ms). The 
duration of the intertrial interval was 3500 ms on average. In this example, the cue‐type is angry‐
reward, the p(Pos_Outc|Go) = 0.80.  B. Example of a pseudorandom trial series; temporal evolution 
of the probability of a positive outcome given a go‐response, p(Pos_Outc|Go) for each cue‐type 
(angry_p = angry punishment; happy_p = happy punishment; angry_r = angry reward; happy_r = 
happy reward).  
 
Timing and visual stimuli 
Visual stimuli were adult Caucasian faces (trimmed to exclude influence from hair and 
nonfacial contours ( Van Peer et al., 2007; Roelofs et al., 2009)) from 36 models (18 men) 
taken from several databases (Ekman & Friesen, 1976; Matsumoto & Ekman, 1988; 
Martinez & Benavente, 1998; Lundqvist et al., 1998). Model identity was counterbalanced, 
such that the model occurred equally often for each cue‐type. For each model there were 
two emotions (angry and happy), which occurred in both yellow and grayscale (randomly 
assigned to signal the possibility of reward or punishment), matched for brightness and 
contrast values, displayed against a black background. The stimuli were projected onto a 
mirror above the subjects’ head, subtending a visual angle of 21o by 14.6o. On each trial, one 
of the face cues was presented centrally for 100 ms. After cue onset, participants were 
required to make either a go‐ or a no‐go‐response as fast as possible within 1000 ms. If no 
response was made within 1000ms, then a no‐go‐response was recorded. After a response‐
outcome delay of maximally 2000 ms (depending on the response time), the outcome was 
presented for 1000 ms (+10 cents for reward, ‐10 cents for punishment, and +0 cents for 
omitted reward or avoided punishment). The intertrial interval was jittered (3500 ± 1000 
ms). Stimulus presentation and response acquisition were controlled by a PC running 
Psychophysics Toolbox Version 3 with Matlab version 7.9.0 R2009a. 
  
Procedure 
Upon arrival, the participants were reminded of the experimental procedure. They 
completed the LSAS. Subsequently, they were familiarized with the learning task by means 
of instructions (see below) and a short training session before being positioned in the MR 
scanner for the fMRI session to start.  To increase ecological validity and participants’ 
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punishment anticipation would add to or potentiate the effects of a compatible emotional 
valence on behavioral inhibition.       
The task consisted of four cue‐types: angry‐reward, angry‐punishment, happy‐reward, and 
happy‐punishment. We used different colors to distinguish reward and punishment cues of 
the same emotional category; yellow and grayscale were randomly assigned to signal either 
a reward or punishment condition for each participant. Participants were instructed that the 
combination of emotional category and color (signaling reward/punishment conditions) 
distinguished the four cue‐types and that they had to learn the optimal response for each of 
the four cue‐types separately. The optimal response (go‐ or no‐go‐response) was 
manipulated for each cue‐type independently across time, by changing the action‐outcome 
contingencies or the probability of a positive outcome given a go‐response, p(Pos_Outc|Go), 
for each cue‐type over time . Specifically, for each cue‐type separately, the probability of a 
positive outcome given a go‐response could be low (p(Pos_Outc|Go)=0.20) or high 
(p(Pos_Outc|Go)=0.80) and was changed pseudorandomly over time. Thus, at different 
times during the experiment, a go‐response for a certain cue‐type would be rewarded or 
not punished on a certain percentage of trials (20% or 80%). Participants were instructed to 
learn the optimal response (to maximize reward, or minimize punishment) for each cue‐type 
separately by trial and error. They were informed that the action‐outcome contingencies 
were probabilistic and would change unpredictably over time. They were not informed 
about the nature of the probabilistic associations or about the time intervals across which 
they changed.    
Each participant completed three sessions, with a one minute break in between the sessions. 
Each session consisted of 160 trials, with 40 trials per cue‐type. For an example of a time 
series, see Figure 1B. For each cue‐type within a session, the probability of a positive 
outcome given a go‐response could take one of the following combinations in two 
consecutive blocks: (1) 0.20, 0.20; (2) 0.20, 0.80; (3) 0.80, 0.80. The block lengths varied 
between 12 and 18 trials per cue‐type, so that participants could not predict exactly when a 
change in contingency would occur. Moreover, to avoid instantaneous and complete 
reversals of the contingencies during the task, there were always short blocks (2–8 trials) of 
non‐predictive trials (i.e., p(Pos_Outc|Go)=0.50) at the beginning of a session and in 
between the blocks. We used 24 different sets of pseudorandom sequences across 
participants.  
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Fig.1. Probabilistic learning paradigm. A. Schematic example of a single trial. The cue was presented 
for 100 ms. After cue‐onset, subjects were required to make a go‐ or no‐go‐response within 1000 ms. 
After a response‐outcome delay of maximally 2000 ms, the outcome was presented (1000 ms). The 
duration of the intertrial interval was 3500 ms on average. In this example, the cue‐type is angry‐
reward, the p(Pos_Outc|Go) = 0.80.  B. Example of a pseudorandom trial series; temporal evolution 
of the probability of a positive outcome given a go‐response, p(Pos_Outc|Go) for each cue‐type 
(angry_p = angry punishment; happy_p = happy punishment; angry_r = angry reward; happy_r = 
happy reward).  
 
Timing and visual stimuli 
Visual stimuli were adult Caucasian faces (trimmed to exclude influence from hair and 
nonfacial contours ( Van Peer et al., 2007; Roelofs et al., 2009)) from 36 models (18 men) 
taken from several databases (Ekman & Friesen, 1976; Matsumoto & Ekman, 1988; 
Martinez & Benavente, 1998; Lundqvist et al., 1998). Model identity was counterbalanced, 
such that the model occurred equally often for each cue‐type. For each model there were 
two emotions (angry and happy), which occurred in both yellow and grayscale (randomly 
assigned to signal the possibility of reward or punishment), matched for brightness and 
contrast values, displayed against a black background. The stimuli were projected onto a 
mirror above the subjects’ head, subtending a visual angle of 21o by 14.6o. On each trial, one 
of the face cues was presented centrally for 100 ms. After cue onset, participants were 
required to make either a go‐ or a no‐go‐response as fast as possible within 1000 ms. If no 
response was made within 1000ms, then a no‐go‐response was recorded. After a response‐
outcome delay of maximally 2000 ms (depending on the response time), the outcome was 
presented for 1000 ms (+10 cents for reward, ‐10 cents for punishment, and +0 cents for 
omitted reward or avoided punishment). The intertrial interval was jittered (3500 ± 1000 
ms). Stimulus presentation and response acquisition were controlled by a PC running 
Psychophysics Toolbox Version 3 with Matlab version 7.9.0 R2009a. 
  
Procedure 
Upon arrival, the participants were reminded of the experimental procedure. They 
completed the LSAS. Subsequently, they were familiarized with the learning task by means 
of instructions (see below) and a short training session before being positioned in the MR 
scanner for the fMRI session to start.  To increase ecological validity and participants’ 
13479_Verena Ly_Layout.indd   49 04-01-16   15:21
Chapter 3 
 42 
motivation during the learning task, we told participants that the sum of the amount of 
money gained and lost from the learning task would be calculated at the end of the 
experiment. They would receive the actual amount of monetary gain as a payment. 
 
Behavioral data analysis  
The behavioral data were analyzed using the statistics software SPSS 16.0. The proportion of 
no‐go‐responses that was made by the participants and reaction times (RTs) were analyzed 
using a mixed design ANOVA with group (high‐avoidant/low‐avoidant) as between‐subject 
factor, and emotion (angry/happy), and outcome (instrumental valence: 
punishment/reward) as within‐subject factors. Significant interactions were broken down by 
using simple interaction effects analyses. Finally, we conducted an additional analysis to test 
the success of the action‐outcome contingency manipulation (i.e., probability of a positive 
outcome given a go‐response). This analysis confirmed that participants were able to track 
the manipulation by showing the ‘optimal response’.  
 
Image acquisition 
Whole‐brain imaging was performed on a 3 T MR scanner (Magnetom Trio Tim; Siemens 
Medical Systems) equipped with an 32‐channel head coil using a multi‐echo GRAPPA 
sequence (Poser et al. 2006) (repetition time [TR]: 2.32 ms, echo times [TEs, 5]: 
9.0/19.3/30/40 ms, 38 axial oblique slices, ascending acquisition, distance factor: 17%, voxel 
size 3.3x3.3x2.5 mm, field of view [FoV]: 211 mm; flip angle, 90°). At the end of the 
experimental session, high‐resolution anatomical images were acquired using a 
magnetization prepared rapid gradient echo sequence (TR: 2300 ms, TE: 3.03 ms, 192 
sagittal slices, voxel size 1.0x 1.0x1.0 mm, FoV: 256 mm).  
 
fMRI data analysis 
Images were preprocessed with SPM5, while statistical analyses were conducted with SPM8 
(Statistical Parametric Mapping; http://www.fil.ion.ucl.ac.uk/spm). Given the multi‐echo 
GRAPPA MR sequence (Poser et al., 2006), the head motion parameters were estimated on 
the MR images with the shortest TE (9.0 ms), because these images are the least affected by 
possible artifacts. These motion‐correction parameters, estimated using a least‐squares 
approach with 6 rigid body transformation parameters (translations, rotations), were then 
applied to the 4 echo images collected for each excitation. After spatial realignment, the 4 
echo images were combined into a single MR volume using an optimized echo weighting 
method (Poser et al., 2006). The T1‐ weighted image was spatially coregistered to the mean 
of the functional images. The fMRI time series were transformed and resampled at an 
isotropic voxel size of 2 mm into the standard Montreal Neurological Institute (MNI) space 
using both linear and nonlinear transformation parameters as determined in a probabilistic 
generative model that combines image registration, tissue classification, and bias correction 
(i.e., unified segmentation and normalization) of the coregistered T1‐weighted image 
(Ashburner & Friston, 2005). The normalized functional images were spatially smoothed 
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using an isotropic 8 mm full‐width at half‐maximum Gaussian kernel. The fMRI time series of 
each subject were analyzed using an event‐related approach in the context of the general 
linear model (GLM). For each session, eight conditions of interest were modeled as separate 
regressors in a GLM as a function of emotion, the response that was made by the 
participant, and outcome: angry‐punishment‐go, angry‐punishment‐no‐go, happy‐
punishment‐go, happy‐punishment‐no‐go, angry‐reward‐go, angry‐reward‐no‐go, happy‐
reward‐go, and happy‐reward‐no‐go. The six realignment parameters were added to 
capture residual head movement‐related artifacts. An additional three regressors were 
included, describing the time course of signal intensities averaged across different image 
compartments of no interest (i.e., white matter, cerebrospinal fluid, and the portion of the 
MR image outside the skull). This procedure accounts for image intensity shifts due to 
movement within or near the magnetic field of the scanner (Culham et al., 2003; Verhagen 
et al. 2006). All task‐related regressors were modeled as delta functions at cue onset and 
were convolved with a canonical hemodynamic response function including time derivatives. 
Time series were high‐pass filtered (cutoff 128 s). Temporal autocorrelation was modeled as 
a first‐order autoregressive process.              
 
Main (emotion, response, outcome and group) and interaction effects were analyzed using 
a voxel‐wise threshold of p < .05 family wise error corrected for multiple comparisons across 
our search volumes of interest (the whole brain and small volumes of interest: the amygdala 
and the striatum). A priori hypotheses justified the selection of small volumes of interest. 
Specifically, we anticipated, based on previous studies (e.g., Schneider et al., 1999; 
Staugaard, 2010; Veit et al., 2002), that high‐avoidant participants would show greater 
amygdala BOLD signals during angry versus happy faces compared with low‐avoidant 
participants.  The bilateral amygdala was defined anatomically using the automated 
anatomical labeling atlas (Tzourio‐Mazoyer et al., 2002). In addition, as outlined in the 
introduction, we were particularly interested in the effects of social avoidance on the 
influence of emotion on neural structures that implement behavioral activation versus 
inhibition, that is, the striatum (Guitart‐masip et al., 2011). To select that part of the 
striatum that implements behavioral activation versus inhibition, we adopted a functional 
selection procedure: the striatal ROI was defined by masking the statistical map 
representing the main effect of response (go/no‐go) with an anatomical mask of the basal 
ganglia (bilateral caudate nucleus, putamen and pallidum) using the automated anatomical 
labeling atlas (Tzourio‐Mazoyer et al., 2002). To test the interaction effects, beta weights 
were extracted from our GLM from the individually defined amygdala and striatum ROIs and 
averaged over the whole ROI using MarsBaR (Brett et al., 2002). 
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motivation during the learning task, we told participants that the sum of the amount of 
money gained and lost from the learning task would be calculated at the end of the 
experiment. They would receive the actual amount of monetary gain as a payment. 
 
Behavioral data analysis  
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punishment/reward) as within‐subject factors. Significant interactions were broken down by 
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the success of the action‐outcome contingency manipulation (i.e., probability of a positive 
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the manipulation by showing the ‘optimal response’.  
 
Image acquisition 
Whole‐brain imaging was performed on a 3 T MR scanner (Magnetom Trio Tim; Siemens 
Medical Systems) equipped with an 32‐channel head coil using a multi‐echo GRAPPA 
sequence (Poser et al. 2006) (repetition time [TR]: 2.32 ms, echo times [TEs, 5]: 
9.0/19.3/30/40 ms, 38 axial oblique slices, ascending acquisition, distance factor: 17%, voxel 
size 3.3x3.3x2.5 mm, field of view [FoV]: 211 mm; flip angle, 90°). At the end of the 
experimental session, high‐resolution anatomical images were acquired using a 
magnetization prepared rapid gradient echo sequence (TR: 2300 ms, TE: 3.03 ms, 192 
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fMRI data analysis 
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using both linear and nonlinear transformation parameters as determined in a probabilistic 
generative model that combines image registration, tissue classification, and bias correction 
(i.e., unified segmentation and normalization) of the coregistered T1‐weighted image 
(Ashburner & Friston, 2005). The normalized functional images were spatially smoothed 
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using an isotropic 8 mm full‐width at half‐maximum Gaussian kernel. The fMRI time series of 
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punishment‐go, happy‐punishment‐no‐go, angry‐reward‐go, angry‐reward‐no‐go, happy‐
reward‐go, and happy‐reward‐no‐go. The six realignment parameters were added to 
capture residual head movement‐related artifacts. An additional three regressors were 
included, describing the time course of signal intensities averaged across different image 
compartments of no interest (i.e., white matter, cerebrospinal fluid, and the portion of the 
MR image outside the skull). This procedure accounts for image intensity shifts due to 
movement within or near the magnetic field of the scanner (Culham et al., 2003; Verhagen 
et al. 2006). All task‐related regressors were modeled as delta functions at cue onset and 
were convolved with a canonical hemodynamic response function including time derivatives. 
Time series were high‐pass filtered (cutoff 128 s). Temporal autocorrelation was modeled as 
a first‐order autoregressive process.              
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Specifically, we anticipated, based on previous studies (e.g., Schneider et al., 1999; 
Staugaard, 2010; Veit et al., 2002), that high‐avoidant participants would show greater 
amygdala BOLD signals during angry versus happy faces compared with low‐avoidant 
participants.  The bilateral amygdala was defined anatomically using the automated 
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influence of emotion on neural structures that implement behavioral activation versus 
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representing the main effect of response (go/no‐go) with an anatomical mask of the basal 
ganglia (bilateral caudate nucleus, putamen and pallidum) using the automated anatomical 
labeling atlas (Tzourio‐Mazoyer et al., 2002). To test the interaction effects, beta weights 
were extracted from our GLM from the individually defined amygdala and striatum ROIs and 
averaged over the whole ROI using MarsBaR (Brett et al., 2002). 
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Results 
 
Behavioral results 
Proportion no‐go 
ANOVA of the proportion of no‐go‐responses revealed a group x emotion interaction (F(1,40) 
= 6.4, p=0.016), which was due to a lower proportion of no‐go‐responses for angry versus 
happy faces in high‐avoidant participants (F(1,20)=18.9, p<0.001) relative to low‐avoidant 
participants. In fact, the difference in no‐go‐responses between angry and happy faces was 
absent in high‐avoidant participants (F(1,20)=0.203, p=.657; see Figure 2). A main effect of 
outcome (F(1,40) =17.1, p<0.001) indicated that the proportion of no‐go‐responses was 
greater when participants avoided punishment than when they maximized reward. Finally, 
there was also a significant emotion x outcome interaction (F(1,40)=9.4, p=0.004) due to 
greater proportion of no‐go‐responses for angry (M=49.8, SEM=1.6) versus happy faces 
(M=45.2, SEM=1.6) in the reward condition (F(1,40)=9.3, p=0.004), but not in the 
punishment condition (F(1,40)=0.722, p=0.4; angry (M=53.1, SEM=1.3), happy (M=54.2, 
SEM=1.5)). No other significant interaction effects were found (all p<0.160). Raw data are 
presented in Table 1. 
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Fig. 2. Behavioral inhibition for angry minus happy faces. The y‐axis represents the proportion of 
no‐go‐response for angry faces minus happy faces. High‐avoidant individuals compared with low‐
avoidant individuals show significantly decreased proportion of no‐go‐responses for angry faces 
relative to happy faces, indicating decreased aversive behavioral inhibition (=aversive disinhibition). 
Error bars represent standard error of the difference between angry and happy faces. 
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Table. 1. Raw data on the probabilistic learning paradigm. Proportion (%) of no‐go‐responses (SEM) 
for angry and happy faces for low‐avoidant and high‐avoidant groups separately. 
  low‐avoidant  participants  high‐avoidant participants 
Angry  51.9(1.6)  51.0 (1.8) 
Happy  47.5 (1.5)  51.8(1.9) 
 
 
Reaction time on go‐trials 
ANOVA of RT data revealed a main effect of outcome (F(1,40)=10.1, p=0.003), as well as an 
emotion x outcome interaction (F(1,40) =5.7, p=0.022). In addition, a main effect of emotion 
(F(1,40)=11.7, p=0.001) indicated overall faster RTs for happy versus angry faces. No other 
(interaction) effects were found (all p>0.434).  
A supplementary Emotion x Probability (of a positive outcome given a go‐response) x 
Outcome ANOVA on the proportion of no‐go‐responses revealed a main effect of Probability 
(F(2,39)=135.7,p<0.001), which was due to significant differences between all probabilities 
in the expected direction (i.e., 20% (M=69.3, SEM=1.6)>50% (M=51.5, SEM=1.4)>80% 
(M=31.0, SEM=1.6) ; all p<0.001) suggesting that participants were able to track the action‐
outcome contingencies.  
 
fMRI results 
Effects of emotion in the amygdala 
ROI analysis of data from the anatomically defined amygdala replicated prior work 
(Staugaard, 2010) by showing a main effect of emotion (F(1,40)=7.4, p=0.010): Amygdala 
signal was significantly greater for angry versus happy faces. Consistent with our hypothesis, 
we also found a group x emotion interaction effect (F(1,40)=10.9, p=0.002)  due to greater 
amygdala response to angry versus happy faces in high‐avoidant participants (F(1,20)=12.4, 
p=0.002) relative to low‐avoidant participants (F(1,20)=0.316, p>0.581; Fig. 3). In addition, a 
main effect of response (F(1,40)=7.9, p=0.007) indicated that amygdala signal was greater 
for go‐ than for no‐go‐responses. No other significant main or interaction effects were 
found (all p>0.153).  
13479_Verena Ly_Layout.indd   52 04-01-16   15:21
Chapter 3 
 44 
Results 
 
Behavioral results 
Proportion no‐go 
ANOVA of the proportion of no‐go‐responses revealed a group x emotion interaction (F(1,40) 
= 6.4, p=0.016), which was due to a lower proportion of no‐go‐responses for angry versus 
happy faces in high‐avoidant participants (F(1,20)=18.9, p<0.001) relative to low‐avoidant 
participants. In fact, the difference in no‐go‐responses between angry and happy faces was 
absent in high‐avoidant participants (F(1,20)=0.203, p=.657; see Figure 2). A main effect of 
outcome (F(1,40) =17.1, p<0.001) indicated that the proportion of no‐go‐responses was 
greater when participants avoided punishment than when they maximized reward. Finally, 
there was also a significant emotion x outcome interaction (F(1,40)=9.4, p=0.004) due to 
greater proportion of no‐go‐responses for angry (M=49.8, SEM=1.6) versus happy faces 
(M=45.2, SEM=1.6) in the reward condition (F(1,40)=9.3, p=0.004), but not in the 
punishment condition (F(1,40)=0.722, p=0.4; angry (M=53.1, SEM=1.3), happy (M=54.2, 
SEM=1.5)). No other significant interaction effects were found (all p<0.160). Raw data are 
presented in Table 1. 
6
5
4
3
2
1
0
‐1
‐2
‐3
%
 No
Go
An
gr
y m
in
us
 Ha
pp
y
 
Fig. 2. Behavioral inhibition for angry minus happy faces. The y‐axis represents the proportion of 
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Happy  47.5 (1.5)  51.8(1.9) 
 
 
Reaction time on go‐trials 
ANOVA of RT data revealed a main effect of outcome (F(1,40)=10.1, p=0.003), as well as an 
emotion x outcome interaction (F(1,40) =5.7, p=0.022). In addition, a main effect of emotion 
(F(1,40)=11.7, p=0.001) indicated overall faster RTs for happy versus angry faces. No other 
(interaction) effects were found (all p>0.434).  
A supplementary Emotion x Probability (of a positive outcome given a go‐response) x 
Outcome ANOVA on the proportion of no‐go‐responses revealed a main effect of Probability 
(F(2,39)=135.7,p<0.001), which was due to significant differences between all probabilities 
in the expected direction (i.e., 20% (M=69.3, SEM=1.6)>50% (M=51.5, SEM=1.4)>80% 
(M=31.0, SEM=1.6) ; all p<0.001) suggesting that participants were able to track the action‐
outcome contingencies.  
 
fMRI results 
Effects of emotion in the amygdala 
ROI analysis of data from the anatomically defined amygdala replicated prior work 
(Staugaard, 2010) by showing a main effect of emotion (F(1,40)=7.4, p=0.010): Amygdala 
signal was significantly greater for angry versus happy faces. Consistent with our hypothesis, 
we also found a group x emotion interaction effect (F(1,40)=10.9, p=0.002)  due to greater 
amygdala response to angry versus happy faces in high‐avoidant participants (F(1,20)=12.4, 
p=0.002) relative to low‐avoidant participants (F(1,20)=0.316, p>0.581; Fig. 3). In addition, a 
main effect of response (F(1,40)=7.9, p=0.007) indicated that amygdala signal was greater 
for go‐ than for no‐go‐responses. No other significant main or interaction effects were 
found (all p>0.153).  
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Fig. 3.  Signal to face cues within anatomically defined amygdala ROI. The y‐axis represents the 
mean parameter estimates as a function of Emotion. Error bars represent standard error of the 
difference between angry and happy faces. 
 
 
Effects of emotion on striatal signals associated with behavioral activation 
ROI analysis of data from the functionally defined striatum confirmed a main effect of 
response, due to greater signals during go than no‐go‐trials (F(1,40)=67.2, p<0.001). In 
addition, we found a group x emotion x response interaction (F(1,40)=4.3, p<0.044).  To 
explore the nature of the group x emotion x response interaction, an ANOVA was performed 
for high‐avoidant and low‐avoidant participants separately. This revealed an emotion x 
response interaction within high‐avoidant participants (F(1,40)=7.7, p<0.012) and not within 
low‐avoidant participants (F(1,20)=0.101, p=0.754). Further analyses within the high‐
avoidant participants showed that the emotion x response interaction was due to greater 
striatal signal for angry versus happy faces in the no‐go‐condition (F(1,20)=7.8, p=0.011) and 
not in the go‐condition (F(1,20)=0.607, p=0.445). As shown in Figure 4, this enhanced striatal 
‘activation’ signal for angry versus happy faces on no‐go‐trials was only apparent in high‐
avoidant participants and not in low‐avoidant participants (group x emotion interaction; 
F(1,40)=5.5, p=0.024). Raw data are presented in Table 2. Finally, the effect of emotion on 
striatal ‘activation’ signal during no‐go‐trials correlated with the effect of emotion on 
behavioral inhibition, as measured in terms of the proportion of no‐go‐responses: Greater 
striatal ‘activation’ signal on angry versus happy no‐go‐trials was associated with reduced 
behavioral inhibition for angry versus happy faces (r=‐0.358, p=0.020; see Fig. 5). No other 
interaction effects were found (ROI analyses: all p>0.116). 
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We refer to the supplementary materials for the results of our whole‐brain voxel‐wise 
analyses, which revealed main effects of emotion, response, and outcome. No significant 
interaction effects were found using our stringent statistical threshold of PFWE < 0.05. 
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Fig. 4.  Signal to face cue within functionally defined striatal region of interest. A. Striatal regions of 
interest defined by the go versus no‐go contrast. The left panel shows the BOLD response in this 
region of interest. The right panel shows the extent of the BOLD signal superimposed on a standard 
template obtained from software MRIcro 
(http://www.psychology.nottingham.ac.uk/staff/cr1/mricro.html). B.  Striatal BOLD signal on no‐go‐
trials as a function of emotion and group. 
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We refer to the supplementary materials for the results of our whole‐brain voxel‐wise 
analyses, which revealed main effects of emotion, response, and outcome. No significant 
interaction effects were found using our stringent statistical threshold of PFWE < 0.05. 
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Fig. 4.  Signal to face cue within functionally defined striatal region of interest. A. Striatal regions of 
interest defined by the go versus no‐go contrast. The left panel shows the BOLD response in this 
region of interest. The right panel shows the extent of the BOLD signal superimposed on a standard 
template obtained from software MRIcro 
(http://www.psychology.nottingham.ac.uk/staff/cr1/mricro.html). B.  Striatal BOLD signal on no‐go‐
trials as a function of emotion and group. 
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Fig. 5. Correlation between striatal ‘activation’ signals and behavioral inhibition. Enhanced striatal 
BOLD signal on no‐go‐trials for angry versus happy faces was associated with decreased proportion 
of no‐go‐responses for angry versus happy faces.  
 
 
Table. 2. Mean parameter estimates extracted from the functionally defined striatal regions of 
interest. Data are presented as a function of emotion, and response that was made by the 
participant, for low‐avoidant and high‐avoidant groups separately (SEM). 
   low‐avoidant  participants  high‐avoidant participants 
Angry     
Go  .48(.09)  .41(.12) 
No‐go  .17(.10)  .23(.14) 
Happy     
Go  .50(.10)  .45(.14) 
No‐go  .21(.09)  .07(.15) 
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Discussion 
 
We used functional magnetic resonance imaging combined with our novel paradigm to 
investigate the effects of social avoidance on the influence of aversive (relative to appetitive) 
processing on behavioral inhibition versus activation, and on associated striatal signaling. 
We aimed to test the two opposing hypotheses of either increased aversive inhibition or 
decreased aversive inhibition (aversive disinhibition) in social avoidance. Consistent with 
previous literature regarding emotional processing in psychiatric disorders characterized by 
social avoidance  (e.g., Schneider et al., 1999; Staugaard, 2010; Veit et al., 2002), our fMRI 
data showed that amygdala signaling was greater for angry versus happy faces in high‐
avoidant compared with low‐avoidant participants. This finding suggests enhanced aversive 
processing in high‐avoidant compared with low‐avoidant participants. However, the crucial 
finding of this study is that high‐avoidant participants compared with low‐avoidant 
participants showed aversive disinhibition of behavior, i.e., they showed reduced behavioral 
inhibition for angry faces relative to happy faces. Furthermore, this behavioral effect 
correlated significantly with greater striatal signaling, associated with behavioral activation, 
during no‐go‐trials for angry versus happy faces. Thus, our results support the hypothesis of 
aversive disinhibition rather than increased aversive inhibition in social avoidance.  
Our findings are in line with recent neurochemical theories on behavioral inhibition in 
affective disorders. These theories suggest that aversive disinhibition, might be the 
underlying mechanism of negative thoughts and/or a lack of positive bias in 
psychopathology (Dayan & Huys, 2008; 2009). While the natural tendency to inhibit actions 
and thoughts leading to aversive states protects us from psychopathology, a failure to show 
this type of inhibition may lead to enhanced negative thoughts. Escape and avoidance 
behavior might then represent a coping strategy to enhance personal safety (Kearney, 2004). 
Accordingly, social avoidance may be a secondary consequence of aversive disinhibition. 
This idea is compatible with the vigilance‐avoidance hypothesis, which describes the 
phenomenon of an enhanced initial automatic orienting to threat, followed by avoidance as 
a strategic attempt to alleviate the negative affective state elicited by the aversive stimuli 
(e.g., Bogels & Mansell, 2004; Mogg & Bradley, 1998; Mogg et al., 2004). Moreover, our 
findings are consistent with more recent interpretations of Gray’s theory of the BIS (Gray & 
McNaughton, 2000; Mc Naughton & Corr, 2004; p 286). The BIS is proposed to play a role in 
resolving conflicts among competing goals by actively engaging in risk assessment behaviors. 
Enhanced BIS promotes scanning for threat‐relevant information, and as such may act in 
favor for avoidance behavior.          
It might be noted that the absolute behavioral data suggest less inhibition for happy faces in 
the low‐avoidant group (Table 1). However, in the absence of a neutral control condition, 
we think our results cannot easily be interpreted in terms of absolute scores, but rather in 
terms of difference scores between angry relative to happy faces. Moreover, appetitive 
disinhibition in the low‐avoidant group would be difficult to reconcile with the group 
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Fig. 5. Correlation between striatal ‘activation’ signals and behavioral inhibition. Enhanced striatal 
BOLD signal on no‐go‐trials for angry versus happy faces was associated with decreased proportion 
of no‐go‐responses for angry versus happy faces.  
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difference in the fMRI data, which was driven by enhanced striatal signaling for angry 
relative to happy faces (during no‐go‐trials) in the high‐avoidant participants. One could 
argue that this aberrant disinhibition in response to angry relative to happy faces in the 
high‐avoidant participants could be driven by excessive inhibition to happy relative to angry 
faces. However, given the empirical evidence for abnormal processing of aversive faces in 
social avoidance in the current and previous studies (e.g., Schneider et al., 1999; Staugaard, 
2010; Veit et al., 2002), as well as contemporary theories regarding the coupling of 
inhibition with aversion (Dayan & Huys, 2008; 2009), our results are best interpreted as 
aversive disinhibition in the high‐avoidant participants. This is the first human investigation 
in this intriguing field of aversive disinhibition underlying socially avoidant coping and we 
recommend replication including neutral faces in future research to avoid interpretational 
limitations.   
Our hypothesis that social avoidance is accompanied by abnormal influences of aversive 
processing, mediated by the amygdala, on action selection, mediated by the striatum, would 
have been strengthened by an effect of group on the functional connectivity between the 
amygdala and the striatum. Unfortunately, we did not detect such an effect, presumably 
due to low statistical power. We suggest that the open question whether aversive 
disinhibition in social avoidance is accompanied by abnormal amygdala‐striatal connectivity 
should be investigated in future research. 
Note that the majority of previous investigations on affective (anxiety and depressive) 
disorders, which show high comorbidity (Kaufman & Charney, 2000), have adopted a 
categorical approach, largely ignoring potentially shared mechanisms that may underlie 
these disorders. In line with current transdiagnostic approaches, we did not focus on social 
anxiety or depression per se, but we focused on a factor that has previously been described 
as the major maintaining factor underlying affective symptoms: social avoidance.   
We developed a novel paradigm to investigate the effects of social avoidance on the 
emotional influence on behavioral activation.  We successfully found differences between 
high and low socially avoidant individuals on the emotional influences on behavioral 
activation, as indicated by both behavioral and neural measures. Future research should 
examine the specificity of the findings for social avoidance versus its correlates (e.g., 
negative affectivity, mood and anxiety disorders). Finally, it remains unknown whether our 
behavioral and neural effects reflect the reflexive (Pavlovian) system or the more goal‐
driven (instrumental) system. Further research is needed, using a design which allows 
disentangling the Pavlovian response from the instrumental response, to investigate 
whether our results, suggestive of aversive disinhibition in social avoidance, involve 
Pavlovian control of instrumental action selection (Dayan & Huys, 2008).     
In sum, we found that self‐reported social avoidance tendencies are associated with 
aversive disinhibition of behavior and striatal signaling. These findings concur with recent 
behavioral neurochemical theorizing about aversion, behavioral inhibition, and affective 
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  51 
disorders and suggest that aversive disinhibition of behavior and striatal signaling might 
represent a core phenomenon of social avoidance behavior. 
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    MNI Coordinates
Contrast  #Voxels  P‐value  T Anatomical region X  Y  Z
Emotion       
Angry vs Happy       
Cluster1 
 
20  .011  6.19 L Inferior Frontal Gyrus ‐38  16  28
Happy vs Angry       
Cluster 1  26  .002  6.88 L Middle Occipital Gyrus ‐12  ‐100  4
       
Outcome       
Punish vs Reward       
Cluster 1 
 
164  .001  7.16 L Supplementary Motor Area ‐6  14  54
Reward vs Punish  ‐ ‐  ‐ ‐ ‐  ‐  ‐
       
Response       
Go vs Nogo       
Cluster 1  851  <.001  10.43 L Insula ‐44  0  4
    8.06 L Putamen ‐22  2  ‐8
Cluster 2  579  <.001  11.53 R Cerebellum 24  ‐54  ‐24
    7.20 Cerebellar Vermis 4  ‐64  ‐12
Cluster 3  234  <.001  7.59 R Rolandic Operculum ‐48  ‐26  20
    7.00 L Postcentral Gyrus ‐54  ‐20  18
    5.73 L Superior Temporal Gyrus ‐62  ‐30  22
Cluster 4  185  <.001  7.97 R Amygdala 28  ‐8  ‐8
Cluster 5  116  <.001  8.03 L Thalamus ‐14  ‐20  2
Cluster 6  112  <.001  7.72 R Insula 40  8  6
Cluster 7  72  .005  6.41 L Calcarine Gyrus 2  ‐92  0
    6.39 R Calcarine Gyrus 6  ‐90  0
Cluster 8  56  <.001  7.81 L Middle Cingulate Cortex 0  ‐18  34
Cluster 9  22  .011  6.08 L Anterior Cingulate Cortex 0  20  28
 
Nogo vs Go 
     
Cluster 1  2337  <.001  12.50 L Middle Frontal Gyrus ‐32  0  50
    11.58 L Precentral Gyrus ‐38  2  48
    10.98 L SMA ‐6  12  52
    8.56 L IFG ‐38  20  24
    6.90 R Middle Cingulate Cortex 10  16  44
    6.05 R SMA 6  12  50
Cluster 2  1752  <.001  9.57 L Precuneus ‐10  ‐64  50
    8.11 R Precuneus 10  ‐60  50
    7.70 R Superior Occipital Gyrus 28  ‐64  40
    7.31 L Middle Occipital Gyrus ‐26  ‐66  40
    7.30 L Inferior Parietal Lobule ‐24  ‐66  44
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Cluster 5  245  <.001  7.91 L Middle Temporal Gyrus ‐56  ‐54  18
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Cluster 8  46  .018  5.92 R Inferior Frontal Gyrus 46  24  26
Cluster 9   20  .010  6.14 L Cuneus ‐16  ‐64  20
Cluster 10  11  .011  6.08 L Middle Frontal Gyrus ‐28  36  26
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Abstract 
Instrumental decision making has long been argued to be vulnerable to emotional responses. 
Literature on multiple decision making systems suggests  that  this emotional biasing might 
reflect effects of a system that regulates  innately specified, evolutionarily preprogrammed 
responses.  To  test  this hypothesis directly, we  investigated whether effects of  emotional 
faces  on  instrumental  action  can  be  predicted  by  effects  of  emotional  faces  on  bodily 
freezing, an  innately  specified  response  to aversive  relative  to appetitive cues. We  tested 
forty‐three  women  using  a  novel  emotional  decision  making  task  combined  with 
posturography, which  involves a  force platform  to detect small oscillations of  the body  to 
accurately quantify postural control in upright stance. On the platform, participants learned 
whole body approach‐avoidance actions based on monetary feedback, while being primed 
by emotional faces (angry/happy).  Our data evidence an emotional biasing of instrumental 
action.  Thus,  angry  relative  to  happy  faces  slowed  instrumental  approach  relative  to 
avoidance responses. Critically,  individual differences  in this emotional biasing effect were 
predicted by  individual differences  in bodily  freezing.  This  result  suggests  that  emotional 
biasing  of  instrumental  action  involves  interaction  with  a  system  that  controls  innately 
specified  responses.  Furthermore,  our  findings  help  bridge  (animal  and  human)  decision 
making and emotion research to advance our mechanistic understanding of decision making 
anomalies in daily encounters as well as in a wide range of psychopathology. 
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Introduction 
 
Emotions are well‐known to influence decision making (Damasio, et al., 1996; Damasio, 
1997; Roelofs et al., 2009; 2010; Von Borries et al., 2012). Such emotional biases may reflect 
interactions between distinct (e.g., emotional versus deliberative) systems for behavioral 
control (Camerer et al., 2002). However, the precise nature of these interactions remains 
unclear. One possibility is that emotional biasing of action selection reflects an interaction 
between a Pavlovian and an instrumental control system (Dayan et al., 2006; Seymour & 
Dolan, 2008). According to this view, emotional biasing of action selection might reflect 
effects of a Pavlovian system that regulates innately specified, evolutionarily 
preprogrammed responses to reward‐ or punishment‐predictive stimuli. The power of this 
Pavlovian system is illustrated, for example, by the inability of chicks to learn to run away 
from a food cup in order to obtain food (Hershberger, 1986). Thus, the innately specified 
tendency to approach the food prevented acquisition of the instrumental run‐away 
response. In humans, Pavlovian influences are evidenced by a series of experiments 
(Crockett et al., 2009; Guitart‐Masip et al., 2011; 2012; Cavanagh et al., 2013; Guitart‐Masip 
et al., 2014) crossing motivational valence (appetitive versus aversive) and action 
(behavioral activation versus behavioral inhibition) showing that reward potentiates 
behavioral activation, while punishment potentiates behavioral inhibition (see also, Carver 
& White, 1994; Gray & McNaughton, 2000, where close reward‐activation, and punishment‐
inhibition couplings have been suggested).  Similar Pavlovian response tendencies have 
been studied extensively using Pavlovian‐to‐instrumental transfer paradigms in animals, as 
well as humans, where reward‐ or punishment‐predictive stimuli modulate instrumental 
responses (Estes & Skinner 1941; Estes, 1948; DiGuisto et al., 1974; Lovibond, 1983; 
Dickinson & Balleine, 1994; Bray et al., 2008; Talmi et al., 2008; Declercq & De Houwer, 2009; 
Trick et al., 2011; Prevost et al., 2012;  Geurts et al., 2013; Lewis et al., 2013; Lovibond et al., 
2013) . Although it has been shown before that basic learning mechanisms may be relevant 
to understanding human social interactions (Olsson et al., 2005), the hypothesis that 
Pavlovian‐like response tendencies account for emotional biasing of action selection by 
emotional faces has never been tested.  Elucidating such relationship is important to 
advance our mechanistic understanding of decision making anomalies that play a critical 
role in daily encounters as well as in (social) psychopathologies. 
The main aim of this study was to test directly the hypothesis that effects of emotional faces 
on action selection reflect effects of a system that regulates innately specified responses. To 
this end, we investigated whether effects of emotional faces on approach and avoidance 
responses can be predicted by effects of emotional faces on bodily freezing, an innately 
specified response to aversive versus appetitive cues. Specifically, we predicted that effects 
of angry versus happy faces on instrumental avoidance versus approach responses would be 
predicted by effects of angry versus happy faces on bodily freezing. 
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unclear. One possibility is that emotional biasing of action selection reflects an interaction 
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effects of a Pavlovian system that regulates innately specified, evolutionarily 
preprogrammed responses to reward‐ or punishment‐predictive stimuli. The power of this 
Pavlovian system is illustrated, for example, by the inability of chicks to learn to run away 
from a food cup in order to obtain food (Hershberger, 1986). Thus, the innately specified 
tendency to approach the food prevented acquisition of the instrumental run‐away 
response. In humans, Pavlovian influences are evidenced by a series of experiments 
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& White, 1994; Gray & McNaughton, 2000, where close reward‐activation, and punishment‐
inhibition couplings have been suggested).  Similar Pavlovian response tendencies have 
been studied extensively using Pavlovian‐to‐instrumental transfer paradigms in animals, as 
well as humans, where reward‐ or punishment‐predictive stimuli modulate instrumental 
responses (Estes & Skinner 1941; Estes, 1948; DiGuisto et al., 1974; Lovibond, 1983; 
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2013) . Although it has been shown before that basic learning mechanisms may be relevant 
to understanding human social interactions (Olsson et al., 2005), the hypothesis that 
Pavlovian‐like response tendencies account for emotional biasing of action selection by 
emotional faces has never been tested.  Elucidating such relationship is important to 
advance our mechanistic understanding of decision making anomalies that play a critical 
role in daily encounters as well as in (social) psychopathologies. 
The main aim of this study was to test directly the hypothesis that effects of emotional faces 
on action selection reflect effects of a system that regulates innately specified responses. To 
this end, we investigated whether effects of emotional faces on approach and avoidance 
responses can be predicted by effects of emotional faces on bodily freezing, an innately 
specified response to aversive versus appetitive cues. Specifically, we predicted that effects 
of angry versus happy faces on instrumental avoidance versus approach responses would be 
predicted by effects of angry versus happy faces on bodily freezing. 
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Bodily freezing, one of the most widely recognized defensive reactions to threat (Blanchard 
et al., 2001), can be reliably measured in humans using posturography (Carpenter et al., 
1999; Avezedo et al., 2005; Stins & Beek, 2007; Roelofs et al., 2010). Using a force‐platform, 
small bodily oscillations can be accurately detected to quantify postural control in upright 
stance when watching emotional pictures.  Using this method, we have previously shown 
that bodily freezing to aversive pictures is exacerbated in anxious (Roelofs et al., 2010) and 
traumatized (Hagenaars et al., 2014) individuals. Moreover, bodily freezing has been shown 
to be associated with bradycardia, i.e., reductions in heartrate,  which is a well‐accepted 
indicator of human freezing (Lang et al., 2000; Marx et al., 2010; Hermans et al., 2013). 
Combining posturography with a novel emotional decision making task allowed us to 
quantify the innately specified response to the emotional face, i.e. bodily freezing, as well as 
its predictive value for the subsequent emotional biasing effect on the instrumental 
response.  
Our second aim was to test the hypothesis that the interaction between emotion and action 
selection occurs at the level of motivational valence rather than at the level of motor output. 
This question parallels a debate in the Pavlovian‐to‐instrumental transfer literature 
(Lovibond, 1986), where recent work in humans (Huys et al., 2011) has suggested that such 
Pavlovian‐to‐instrumental transfer occurs at the level of motivational valence rather than 
motor output. Huys et al. (2011) have shown that appetitive Pavlovian cues do not 
potentiate all ‘go’‐responses, but only those ‘go’‐responses that are labeled as ‘approach’. In 
fact, ‘go’‐responses labeled as avoidance were suppressed by appetitive cues. Conversely, 
aversive Pavlovian cues potentiated ‘avoid‐go’‐responses, while suppressing ‘approach‐go’‐
responses. This action‐specificity indicates that Pavlovian‐to‐instrumental transfer is unlikely 
to reflect interaction at the level of motor output. Indeed modulation of motor output 
would have led to potentiation (or suppression) of both types of ‘go’‐responses. Here we 
build on this observation and extend it to the domain of emotional biasing. In contrast with 
classic upper‐extremity approach‐avoidance tasks where forward‐backward movement 
direction is associated with approach‐avoidance actions (Rotteveel & Phaff, 2004; 
Markmann & Brendl, 2005), we employed an emotional decision making task, in which, as in 
Huys et al. (2011), the motor responses are matched for instrumental approach and 
avoidance. Furthermore, the direction of the emotional response axis (lean 
forward/freeze/lean backward in response to the emotional faces) and the direction of the 
instrumental approach/avoidance axis (step left‐rightwards) were orthogonalized. 
Specifically, the instrumental task required participants to learn to step leftwards or 
rightwards on a balance board, in a manner that corresponded, or was opposite to the 
location of an instrumental target on the screen. The operationalization of approach‐
avoidance actions in terms of actual whole‐body movements towards/away from a target 
incidentally also minimized the ambiguity of the experimental definition of approach‐
avoidance actions, as is the case in classic upper‐extremity approach‐avoidance tasks 
(Rotteveel & Phaff, 2004; Markmann & Brendl, 2005).  
Freezing and Emotional Biases in Decision Making 
  61 
In sum, the main purpose of the present study was to test the hypothesis that emotional 
biasing of action selection reflects effects of a system that controls innately specified 
responses. Moreover, this system was anticipated to interact with the instrumental action 
selection system at the level of motivational valence rather than motor output. Thus, we 
expected the emotional biases to be action‐specific, so that angry faces would potentiate 
instrumental avoidance responses (left‐ or rightwards steps to the location opposite to that 
of the instrumental stimulus), and inhibit instrumental approach responses (left‐ or 
rightwards steps to the locations corresponding to that of the instrumental stimulus), while 
the opposite would hold for happy faces. Critically, the strength of this action‐specific effect 
of emotional faces was expected to be related to the strength of the bodily freezing 
responses.  
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Methods 
 
Participants 
Given the gender differences in the processing of angry faces (Rotter & Rotter, 1988), and to 
reduce between‐subject variability, this study was restricted to women. Forty‐five female 
students, 18‐28 of age (M=21.8, SD=2.2), from the Radboud University Nijmegen 
participated in this study after giving written informed consent. They received payment or 
course credits as a reimbursement for participation. All participants were healthy with 
normal or corrected‐to‐normal visual acuity. Exclusion criteria were regular use of 
medication (except for contraceptives) or use of psychotropic drugs. The study was 
performed in accordance with the Declaration of Helsinki and approved by the local ethical 
committee. Data from two participants were excluded from data analyses. One participant 
failed to complete the experiment due to nausea. The other participant represented an 
outlier (>3 standard deviations from the mean) on one of our primary measures: the 
postural sway difference between angry and happy faces.  Accordingly, data are reported 
from 43 participants. 
 
Experimental setup 
Figure 1 (bottom panel, left) illustrates the experimental set‐up. Participants performed the 
task on a custom‐made strain gauge force plate (dimensions: 1mx1m; sampling frequency: 
100 Hz; 1mm accuracy), which consisted of four sensors measuring forces in the (vertical) z‐
direction. The signals were used to derive time series of the center of pressure (COP), for 
the anterior‐posterior (AP) and the medio‐lateral (ML) direction. Approximately 1m in front 
of the participant, visual stimuli were presented at eye height on a 22‐inch height‐adjustable 
screen.  
 
Emotional decision making task 
The goal of the paradigm was to assess whether emotional biasing of instrumental action 
selection would be predicted by innately specified responses, elicited by negative relative to 
positive emotional stimuli. To this end we employed a probabilistic learning paradigm 
combined with a balance board apparatus (Fig. 1, bottom panel [left]). In this paradigm 
participants had to learn whole body go‐ and nogo‐responses by trial and error on the basis 
of monetary outcome (wins/losses of €0.20), while being primed by emotional (angry/happy) 
faces. The rational for using a probabilistic learning paradigm was to promote recruitment 
of a model‐free habit system, which is thought to be more vulnerable to influences of 
emotion than is a model‐ (rule‐) based system (Dickinson et al., 1995; Holland, 2004).   
The task was framed in terms of a gems collecting and sorting task and consisted of two 
blocks with different action‐contexts (approach/avoidance). These action‐contexts 
determined whether a go‐response upon an instrumental target (colored shape, 
representing a gem) was an active approach‐ or an active avoidance‐action. Thus, there 
were four types of instrumental responses in total: approach‐go, approach‐nogo, avoidance‐
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go, avoidance‐nogo. We rewarded go‐ and nogo‐responses equally by designating the go‐
response as the optimal response to half of the instrumental targets. In the approach block, 
good gems (targets 1‐3) were to be approached, whereas bad gems (targets 4‐6) were not 
to be approached. Similarly, bad gems in the avoidance block (targets 7‐9) were to be 
avoided, whereas good gems (targets 10‐12) were not to be avoided. As such the value of 
the four types of instrumental responses was matched. This resulted in a multi‐factorial 
design, in which we manipulated emotional prime (angry/happy), action‐context 
(approach/avoidance), and optimal response (go/nogo) independently (Table 1). 
Participants were informed that correct choices were reinforced probabilistically. However, 
they were not informed about the nature of the probabilistic associations.  
Trial events. Figure 1 (top panel) illustrates trial events for (a) the approach block and (b) the 
avoidance block respectively.  At the beginning of each trial, a task‐irrelevant emotional 
face‐prime (angry/happy) was presented centrally on the screen for 3000 ms. Participants 
were instructed to maintain their view on these stimuli, while remaining stationary. After 
face‐prime offset, the instrumental target appeared either on the left or the right side of the 
screen, upon which the participant had to make a go‐ or a nogo‐response. If a go‐response 
had not been made within 2500ms, a nogo‐response was recorded. Response feedback in 
terms of a square (1) turning orange when a go‐response was recorded; (2) remaining white 
when a nogo‐response was recorded, was provided during 500 ms before the monetary 
outcome (1000 ms). The intertrial interval was jittered (3000 ± 1000 ms). Participants were 
required to return to their starting position (i.e., the center of the balance board) during the 
monetary outcome and intertrial interval, if go‐response had been made. 
Participants were instructed to remain stationary in the center of the balance board for a 
nogo‐response (approach‐nogo/avoid‐nogo). Importantly, for the go‐responses (approach‐
go/avoidance‐go), participants were instructed to make sideway (not forward/backward) 
steps towards (approach‐go) or away from (avoid‐go) the side where the gem was 
presented to approach or avoid the gem respectively (Fig. 1, bottom panel [right]). Thus, in 
contrast with traditional (upper‐extremity) approach‐avoidance tasks, we ensured that 
instrumental approach and avoidance required the same motoric ‘go’‐response.  
Furthermore, the direction of the emotional response axis and the direction of the 
instrumental approach/avoidance were orthogonalized; that is, the direction of the 
instrumental response (left‐rightward) was orthogonal to the forward‐backward movement 
direction, which has traditionally been associated with approach‐avoidance. This more 
abstract representation of approach‐avoidance actions enabled us to address our secondary 
aim, to disentangle whether Pavlovian‐instrumental interaction occurs at the level of 
motivational valence rather than at the level of motor output: action‐specificity (e.g., angry‐
induced speeding of avoidance, but slowing of approach) would indicate that the interaction 
occurred at the level of motivational valence rather than motor output. In total, the task 
consisted of 240 trials. The order of blocks was randomized across participants. 
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Table 1.  Task‐design. Emotional prime (angry/happy), action‐context (approach/avoidance), and 
optimal response (go/nogo) were manipulated independently.  
 
Action‐context  Emotional 
prime 
Optimal 
response 
Probablistic reinforcement: +/‐ € 0.20  
Approach (120)       
Instrumental targets:1‐3  Angry (30)  Go (60)  p(reward|go)=0.8,p(punish|go)=0.2  
Happy (30) 
 
Instrumental targets:4‐6  Angry (30) 
Happy (30) 
Nogo (60)  p(reward|go)= 0.2,p(punish|go)=0.8 
 
Avoidance (120)       
 
Instrumental targets:7‐9  Angry (30) 
Happy (30) 
Go (60)  p(reward|go)= 0.8,p(punish|go)=0.2  
 
Instrumental targets:10‐
12 
Angry (30) 
Happy (30) 
Nogo (60)  p(reward|go)= 0.2,p(punish|go)=0.8 
(N)=N trials 
 
Visual stimuli 
Facial emotional expressions are able to communicate behavioral intentions or action 
demands to the perceiver (Horstman, 2003). We have used happy and angry faces, because 
these emotional faces have been suggested to activate the appetitive (approach) and 
aversive (avoidance) motivational systems respectively (Roelofs et al., 2009; 2010; Volman, 
Roelofs, Koch, Verhagen, & Toni, 2011; Von Borries et al., 2012). In contrast with emotional 
faces such as fear, disgust, sadness, for which the elicited behavioral tendencies may be 
complex (Marsh, Ambady, & Kleck, 2004; Seidel, Habel, Kirschner, Gur, & Derntl, 2010), 
happy and angry faces have been shown to induce approach and avoidance behavioral 
tendencies respectively (Marsh et al., 2004; Roelofs et al., 2009; 2010; Seidel et al., 2010; 
Volman et al., 2011; Von Borries et al., 2012).  
The face‐primes consisted of adult Caucasian faces from 36 models (18 male) from several 
databases (Ekman & Friesen, 1976; Matsumoto & Ekman, 1988; Martinez & Benavente, 
1998; Lundqvist, Flykt, & Ohman, 1998). Model identity was counterbalanced, such that the 
model occurred equally often for each instrumental target. Each model showed two 
emotions (angry/happy), matched for brightness and contrast values, displayed against a 
black background. Faces were trimmed to exclude influence from hair and nonfacial 
contours (Van Peer, Roelofs, Rotteveel, Dijk, Spinhoven, & Ridderinkhof, 2007). The 
instrumental targets (gems) consisted of 12 different colored shapes. The emotional primes 
and the instrumental targets were randomly assigned to each of the two blocks, such that 
different emotional stimuli and different instrumental stimuli occurred in the two blocks. 
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Fig. 1. Top panel: Emotional decision making task. Trial events from the (a) approach block and (b) 
avoidance block. After face‐prime offset (3000ms), the instrumental target appeared, to which 
subjects were required to make a go‐ or nogo‐response within 2500ms. Response feedback (500ms) 
was provided before the monetary outcome (1000ms). In these examples a go‐response had been 
recorded as indicated by the orange‐colored squares during the response feedback phase. The 
duration of the intertrial interval was 3000ms on average. Bottom panel: Balance board apparatus 
(left) and examples of a go‐response (right) in (a) the approach block and (b) the avoidance block. 
Approach‐go: sideway step on the balance board towards the side of the instrumental target (a). 
Avoidance‐go: sideway step on the balance board away from the side of the instrumental target (b). 
Approach‐/avoidance‐ nogo‐responses involved remaining stationary at the center of the balance 
board. 
 
 
Stimulus presentation and response acquisition were controlled by a laptop running 
Presentation software 14.8 12.30.10 (Neurobehavioral Systems, inc).  
 
Procedure 
Upon arrival, the participants were reminded of the experimental procedure. Subsequently, 
the participants practiced sideway stepping on the balance board until they felt comfortable 
with stepping while maintaining their view on the screen. Participants received instructions 
of the task before each block. To increase ecological validity and participants’ motivation 
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Table 1.  Task‐design. Emotional prime (angry/happy), action‐context (approach/avoidance), and 
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during the task, we told participants that they would receive the total amount of monetary 
gain as a bonus (on top of the reimbursement).  
 
Data and statistical analyses  
Data‐analyses were performed in MATLAB R2009b (The MathWorks, Natick, MA). Statistical 
analyses were performed using IBM SPSS Statistics 19. We calculated the following 
parameters: (1) Postural mobility (mm/s) for angry versus happy faces, (2) Reaction time (RT) 
of instrumental go‐responses, and the proportion of instrumental go‐responses (Pgo )  in the 
emotional decision making task. Repeated measures analysis of variance (ANOVA) were 
conducted with postural mobility as dependent variable and emotion (angry/happy) as a 
within‐subject variable to assess effects of emotion on bodily freezing. Additionally, two  
repeated measures ANOVAs with RT and Pgo as dependent variables were performed with 
emotion (angry/happy) and action‐context (avoidance/approach) as within‐subject variables, 
and postural mobility difference score (Dpostural mobility= postural mobility for angry minus 
happy) as a covariate of interest to assess whether performance changes on the emotional 
decision making task were a function of bodily freezing. Significant interaction effects were 
followed up by simple effects analyses and Pearson correlational analyses. Alpha was set 
at .05.  
 
Postural mobility 
We operationalized bodily freezing as a reduction in postural mobility for aversive (angry) 
versus appetitive (happy) stimuli (Dpostural mobility). This operationalization was based on 
previous studies using posturography to objectively assess human freezing (Avezedo et al., 
2005; Carpenter et al., 1999; Hagenaars et al., 2012; 2014; Roelofs et al., 2010; Stins & Beek, 
2007). We quantified postural mobility as the sway path length or the sum of the centre of 
pressure (COP) displacements in the AP‐ML plane over 1 second in time. 
 
Emotional bias in instrumental approach‐avoidance 
Reaction time on go‐responses. Based on previous work (Stins et al. 2011), we calculated the 
time interval between instrumental stimulus onset and the first overt movement into the 
intended direction (RT). The left and right panels in Figure 2 show the COP profile of a 
representative leftward step and the velocity profile of the same step respectively. The step 
was initiated by lifting the left limb resulting in a brief rightward displacement of the COP 
(Fig. 2, left), which was then followed by a movement of the COP to the left. Directional 
changes in the COP profile coincide with drops in the velocity profile of the COP (Fig. 2., 
right). The moment, at which the velocity between the first and second peak reaches its 
minimum, was defined as the RT. Incorrect trials were excluded from RT analyses. Incorrect 
trials were defined as trials on which participants made a suboptimal or an incorrect 
instrumental action (approach‐go in an avoidance action‐context, or avoidance‐go in an 
approach action‐context).  
Proportion go‐responses. The proportion of go‐responses was calculated by: go/(go+nogo).  
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Fig. 2. Left: Center of pressure (COP) displacement of a representative leftward step. Right: Velocity 
profile of the step shown in the left panel. Arrow indicates the moment that was defined as the 
reaction time.  
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Fig. 2. Left: Center of pressure (COP) displacement of a representative leftward step. Right: Velocity 
profile of the step shown in the left panel. Arrow indicates the moment that was defined as the 
reaction time.  
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Results 
 
Postural mobility 
ANOVA of the sway path length did not show a main effect of emotion (F(1,42)=.02,p=.883, 
p2<.001), indicating that on average there was no difference in postural mobility between 
angry and happy faces. 
 
Association between bodily freezing and emotional bias in instrumental approach‐
avoidance 
Reaction times. Mean RTs are shown in Table 2. Repeated measures ANOVA of RTs showed 
a significant main effect of action (avoidance/approach) indicating faster approach 
compared with avoidance actions (F(1,41)=19.7,p<.001,2p =.32). Moreover, we found a 
significant emotion (angry/happy) x action‐context (avoidance/approach) interaction effect 
(F(1,41)=8.0,p=.007, 2p =.16), indicating slower approach compared with avoidance after 
angry versus happy face‐primes (Fig. 3, left).  Post‐hoc analyses suggested that this 
interaction effect was mainly driven by slower RT after angry versus happy face‐primes in 
the approach condition (F(1,41)=5.4,p=.025, 2p =.12), but not in the avoidance condition 
(F(1,41)=0.52,p=.477, 2p =.01).  
Crucially, we found a significant emotion (angry/happy) x action‐context 
(avoidance/approach) x Dpostural mobility interaction (F(1,41)=7.0,p=.012, 2p =.15). 
Correlational analyses indicated that this interaction was explained by an association 
between reduced postural mobility to angry versus happy faces and slower RT for approach 
compared with avoidance after angry versus happy faces (r=.381,p=.012; Fig. 3, right). This 
suggests that individual differences in postural mobility to angry versus happy faces predict 
the extent to which angry faces (versus happy faces) slowed instrumental approach (relative 
to instrumental avoidance). 
Post‐hoc analysis suggested that this interaction effect was mainly driven by an association 
between Dpostural mobility and the emotional effects on instrumental approach (Emotion x 
Dpostural mobility; F(1,41)=5.2,p=.029, 2p =.11). This was reflected by an association between 
reduced postural mobility to angry versus happy faces and slower RT for approach after 
angry versus happy face‐primes (r=.333,p=.029), There was no emotion (angry/happy) x 
Dpostural mobility interaction in the avoidance action‐contect (F(1,41)=0.33,p=.566, 2p =.008). 
Proportion go‐responses. There were no significant main effects and interaction effects for 
the proportion go‐responses (all F(1,42)<2.3,p>.131, 2p =.05) . 
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Table 2. Mean reaction times on the emotional decision making task 
  Avoidance  Approach 
Angry  1215 (24)  1532 (23) 
Happy  1223 (24)  1118 (22) 
Reaction time (ms) for instrumental avoidance and approach (SEM) after angry and happy face‐
primes separately. 
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Fig. 3. Left: Emotional bias effect on instrumental approach‐avoidance. Slower approach (versus 
avoidance) after angry (versus happy) faces, showing an action‐specific effect of emotional primes. 
Error bars represent standard error of the mean. Right: Correlation between bodily freezing and the 
emotional bias effect. Angry (versus happy) induced freezing corresponds to sway (mms/s) during 
happy minus angry (x‐axis). Emotional bias effect corresponds to angry (versus happy) induced 
slowing of approach (versus avoidance) (y‐axis).  
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Results 
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Table 2. Mean reaction times on the emotional decision making task 
  Avoidance  Approach 
Angry  1215 (24)  1532 (23) 
Happy  1223 (24)  1118 (22) 
Reaction time (ms) for instrumental avoidance and approach (SEM) after angry and happy face‐
primes separately. 
 
Angry vs happy induced freezing (mm/s)
Em
ot
io
na
l bi
as
 ef
fe
ct
  (m
s)
RT
 af
te
r a
ng
ry
 m
in
us
 ha
pp
y (
m
s)
r=.381,p=.012
 
Fig. 3. Left: Emotional bias effect on instrumental approach‐avoidance. Slower approach (versus 
avoidance) after angry (versus happy) faces, showing an action‐specific effect of emotional primes. 
Error bars represent standard error of the mean. Right: Correlation between bodily freezing and the 
emotional bias effect. Angry (versus happy) induced freezing corresponds to sway (mms/s) during 
happy minus angry (x‐axis). Emotional bias effect corresponds to angry (versus happy) induced 
slowing of approach (versus avoidance) (y‐axis).  
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In the current study, we combined a novel emotional decision making task with 
posturography and showed that emotional biasing of action selection reflects effects of a 
system that controls innately specified responses.  We demonstrated that angry versus 
happy faces slowed instrumental approach relative to avoidance. Critically, individual 
differences in this emotional biasing effect were predicted by individual differences in bodily 
freezing, one of the major innately specified defensive responses to threat (Blanchard et al., 
2001). Unlike previous studies on individual differences in motivated behavior, which have 
often relied on subjective self‐report questionnaires (e.g., Carver & White, 1994), we have 
adopted a mechanistic approach to obtain objective indices of motivated behavior. 
The finding that angry versus happy faces slowed instrumental approach relative to 
avoidance, demonstrates that the effects of the emotional faces are action‐specific. Thus, 
we extend previous findings by Huys et al. (2011) to the emotional domain by showing that 
angry versus happy faces slowed ‘go’‐responses versus ‘nogo’‐responses related to an 
approach‐action, while having no effect, or, if anything, the opposite effect on an 
avoidance‐action.  
A critical finding of the current study is that individual differences in this emotional biasing 
effect was predicted by individual differences in bodily freezing, one of the major innately 
specified defensive responses to threat (Blanchard et al., 2001). This finding suggests that 
emotional biasing of instrumental action involves interaction with a system that controls 
innately specified responses. This finding is generally in line with contemporary literature 
stating that behavior depends on multiple systems for decision making (Dolan & Dayan, 
2013; Rangel, Camerer & Montague, 2008), and more specifically with the idea that 
emotional anomalies reflect interactions between a Pavlovian and an instrumental control 
system (Dayan et al., 2006; Seymour & Dolan, 2008). According to this literature, a system 
that regulates innately specified responses to reward‐ and punishment‐predictive stimuli 
can bias the instrumental action selection system. Our finding supports this literature, and 
extends this literature to the emotional domain. Moreover, this finding generally concurs 
with recent ideas about the survival circuit concept (LeDoux, 2012), which is a concept that 
integrates ideas about emotion, motivation, reinforcement, and arousal to understand how 
organisms survive and thrive in daily life. According to this concept, mechanisms that 
instantiate survival functions, such as a defensive mechanism, are of critical importance in 
the study of emotional processes.  
Research using upper‐extremity emotional approach‐avoidance tasks has previously shown 
similar emotion‐action interaction effects (also in terms of reaction time; Roelofs, Minelli, 
Mars, Van Peer, & Toni, 2009). However, this prior work did not demonstrate that such 
emotion‐action interaction reflects interaction with a system that controls innately specified 
responses. Moreover, this work did not speak to the degree to which these interaction 
effects occurred at the level of motivational valence or another level (e.g., motor output). 
Freezing and Emotional Biases in Decision Making 
  71 
Specifically, in these emotional approach‐avoidance tasks, participants are instructed to 
‘approach’ and ‘avoid’ visually presented emotional faces by pulling and pushing a joystick. 
Therefore, the directional axes (forward‐backward) of the emotional response and the 
instructed (instrumental) response overlap. Any modulation of approach/avoidance might 
thus reflect a competition at the level of motor output rather than a bias at the level of 
motivational valence. In our current study, the interaction between emotional faces and 
instrumental action selection was demonstrated when we matched the motor responses for 
instrumental approach and avoidance, and orthogonalized the directional axes of the 
emotional approach/avoidance (forward‐backward) and instrumental approach/avoidance 
(left‐rightward). Therefore, the present results suggest that the emotional biasing effect 
occurred at the level of motivational valence rather than at the level of motor output. These 
findings speak to a traditional debate in the Pavlovian‐to‐instrumental transfer literature 
(Lovibond, 1983) about the role of Pavlovian influences, and support the idea that Pavlovian 
stimuli influence motivational systems that underlie instrumental responding  posed by 
traditional theories on incentive‐motivation and two‐process theories (Bindra, 1968; Gray, 
1975; Mowrer, 1960; Rescorla & Solomon, 1967).  
The current study is the first to employ posturography in the investigation of emotional 
biasing in instrumental approach‐avoidance (although see, Gelat, Coudrat, & LePellec, 2011; 
Naugle, Hass, Joyner, Coombes, & Janelle, 2011; Stins et al., 2011, for relevant whole‐body 
movement research on emotional bias in gait initiation).  Posturography allowed us to 
derive more reliable and ecologically valid measures of instrumental approach‐avoidance by 
asking subjects to make actual whole‐body movements towards/away from a target 
incidentally, in contrast with ambiguous experimental categorizations of approach‐
avoidance in classic upper‐extremity approach‐avoidance tasks (Markmann & Brendl, 2005; 
Rotteveel & Phaff, 2004).  Importantly, this design allowed us to measure bodily freezing 
(Roelofs et al., 2010). This implicit and objective measure of an innately specified defensive 
response to threat allowed us to investigate directly and objectively the degree to which 
emotional biases on action selection reflect effects of a system that controls innately 
specified responses, rather than explicit awareness of the experimenters’ demands. Our 
findings underscore the relevance of integrative emotion, decision making and movement 
research. 
We did not observe a main effect of emotion on postural mobility, i.e., bodily freezing 
across the whole group. Instead, there was large individual variability, possibly reflecting 
individual differences in the degree to which angry versus happy faces elicit defensive  
behavior; for example in aggressive versus anxious individuals (Roelofs et al., 2009; 2010; 
Von Borries et al., 2012; see also for a review on the relation between anger and approach 
motivation, Carver & Harmon‐Jones, 2009). Here, we exploit this individual variability in 
bodily freezing and demonstrate that it predicts the effects of emotional stimuli on 
instrumental action.  
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Future studies could benefit from including subjects from different populations, such as 
patient populations.  Our findings may be not only be relevant for understanding the basis 
of decision making anomalies seen in a wide range of social psychopathology, but also in 
healthy states, such as fatigue and stress. Particularly, our findings may be interesting in 
light of recent findings showing that stress may affect systems controlling instrumental 
action (e.g., Schwabe & Wolf, 2009; 2011). It would be particularly interesting for future 
studies to assess the interactive effects of stress on the current paradigm. Finally, future 
studies should include men to assess gender differences. 
In sum, we show that the effects of emotional faces on instrumental responses are action‐
specific and can occur at the level of motivational valence. Importantly, we found that 
individual differences in this emotional biasing effect were predicted by individual 
differences in bodily freezing. This finding suggests that the emotional biasing of action 
selection by emotional faces reflects effects of a system that controls innately specified 
responses. Although, this finding is based on correlational analyses, and we have to be 
careful with causal interpretations, the finding is in support of literature suggesting that 
behavior depends on multiple decision making systems, an account that may help us 
understand the mechanisms underlying emotional biasing in decision making. Furthermore, 
our findings help bridge (animal and human) decision making and emotion research to 
advance our mechanistic understanding of decision making anomalies in daily encounters as 
well as in a wide range of psychopathology. 
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Abstract 
Instrumental  aggression  is  a  core  feature  in  people  with  psychopathic  tendencies.  To 
understand  this behavior, previous work has  focused on affective processing, with mixed 
results. We propose that anomalies related to psychopathic tendencies are best understood 
in terms of the consequences of affective processing for  instrumental behavior rather than 
affective processing per se. We compared violent offenders with psychopathic  tendencies 
and healthy controls on a  task, which assesses the degree to which  instrumental action  is 
modulated by affective value. Violent offenders  showed normal affective  responding, but 
unlike  controls,  their  instrumental  action  was  not  influenced  by  affective  stimuli.  This 
suggests that violent offenders with psychopathic tendencies show a deficit  in the transfer 
of affective value to systems that control  instrumental action. This finding underscores the 
relevance  of  examining  the  interaction  between  affect  and  instrumental  behavior  for  a 
better understanding of instrumental behavior in relation to psychopathic tendencies, such 
as instrumental aggression.  
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Introduction 
Affect is well known to bias instrumental behavior (Damasio et al., 1996; Damasio, 1997). 
Such affective biasing of instrumental action may reflect an interaction between multiple 
behavioral control systems (Dayan et al., 2006; Seymour & Dolan, 2008). According to this 
view, a Pavlovian or ‘affective’ system that regulates innately specified responses to 
appetitive and aversive stimuli (e.g., Pavlovian approach/avoidance) can bias instrumental 
action. The power of this Pavlovian system is illustrated, for example, by the finding that 
chicks cannot learn to run away from a food cup in order to obtain food (Hershberger, 1986). 
In this example, the innate Pavlovian tendency to approach the food prevented acquisition 
of the instrumental run‐away response. Such affective biasing also exists in humans as 
evidenced by empirical work, where aversive and appetitive stimuli have been shown to 
modulate instrumental responses (Bray et al., 2008; Talmi et al., 2008; Trick et al., 2011; 
Lovibond et al., 2013; Cavanagh et al., 2013; Geurts et al., 2013; Guitart‐Masip et al., 2014). 
Thus, appetitive and aversive values transfer to and interact with instrumental behavior. 
Such interactions between an affective and instrumental control system may well play an 
important role in the behavioral anomalies seen in many psychiatric disorders (Dayan et al., 
2006; Seymour & Dolan, 2008).  For example, abnormal affective biasing of action might 
represent a psychological mechanism that critically contributes to violent behavior observed 
in people with psychopathic tendencies (Blair, 2001).  
Psychopathy affects approximately 1% of the general population and 30% of imprisoned 
male offenders (Hare, 1998; Neumann & Hare, 2008). Offenders with psychopathic 
tendencies have a huge negative impact on society. These people are characterized by 
interpersonal and affective symptoms, such as manipulative behavior, and lack of remorse, 
guilt and empathy (Hare, 2003). Moreover, they demonstrate instrumental aggression (Blair, 
2001), a form of behavior that is premeditated and used at the expense of others to achieve 
a desired goal. For example, psychopathic individuals are typically not affected by social 
emotional cues (e.g., facial expression of a suffering victim) that would normally discourage 
instrumentally aggressive acts (e.g., to obtain a victim’s money) (Glenn & Raine, 2009). 
Despite this clear observation, the hypothesis that psychopathic tendencies relate to an 
absence of affective influence on instrumental behavior has never been tested directly. 
People with psychopathic tendencies have been associated with abnormalities in the 
processing of aversive affect (Lykken, 1957; House & Milligan, 1976; Patrick et al., 1993; 
Blair, 1999; Blair et al., 2004). However, other studies have not found such abnormalities in 
individuals with psychopathic tendencies (Newman & Kosson, 1986; Arnett et al., 1997; 
Glass & Newman, 2009; Von Borries et al., 2010). Rather than studying affective processing 
per se, we propose that an understanding of behavioral anomalies related to psychopathic 
tendencies requires us to study the consequences of affective processing for instrumental 
action – a process that is largely unexplored in relation to psychopathic tendencies. The 
main aim of the current study was to quantify the degree to which instrumental action is 
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modulated by affective value in individuals with elevated levels of psychopathic tendencies 
relative to healthy controls. To this end, we compared a group of violent offenders with a 
well‐matched group of healthy controls on a recently developed paradigm, in which we 
combined an emotional decision making task with a stepping platform (Ly et al., 2014). The 
task required participants to learn by trial and error, based monetary outcomes, to make 
whole body approach/avoidance actions in response to instrumental targets, while being 
primed by affective (angry/happy) faces. Using this paradigm, we have previously shown in 
healthy participants that angry (versus happy) face‐primes facilitate instrumental avoidance 
(versus instrumental approach), indicating affective biasing of instrumental action (Ly et al., 
2014). We hypothesized that this affective biasing would be reduced in violent offenders 
with psychopathic tendencies (versus controls). Thus, we anticipated that violent offenders 
would exhibit reduced potentiation of instrumental avoidance (versus approach) by angry 
(versus happy) face‐primes.  
To assess whether any reduced transfer of affective value to behavior might reflect a 
reduction in affective processing per se (e.g., poor affective evaluation), we administered a 
set of control tasks that specifically assessed affective responding to a series of aversive 
(versus appetitive) pictures in terms of bodily freezing (Roelofs et al., 2010) and subjective 
evaluation of affective pictures.  
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Methods and Materials 
 
Participants  
The current study was based on data from a project that was carried out for the Dutch 
Ministry of Justice and Safety. This project focused on individual differences in reactive and 
instrumental aggression in violent offenders. The original sample consisted of 38 male 
violent offenders recruited from in‐patient populations of high security forensic psychiatric 
institutes (Pompestichting and Oldenkotte) in the Netherlands and a control group of 19 
healthy men, without criminal records and a history of psychiatric disorders recruited from 
the staff of the same institutes. Considering the uniqueness of the population, the testing 
environment, and the time period when testing was possible, these were the maximum 
numbers of inclusion (the aim for this project was to include a total of 40 violent offenders 
and 20 healthy controls). Participants were screened by trained interviewers for Axis‐I and 
Axis‐II psychiatric disorders using the Dutch version of the Mini International 
Neuropsychiatric Interview (Van Vliet et al., 2000) and the Structured Clinical Interview for 
DSM‐IV disorders (Weertman et al., 2000) respectively. The Dutch version of the National 
Adult Reading Test was used to assess IQ (Schmand et al., 1991). 
Following previous studies (Von Borries et al., 2010; 2012; Brazil et al., 2011), exclusion 
criteria were all major Axis‐I and Axis‐II disorders except for anti‐social personality disorder 
in violent offenders, psychotropic medication, cannabis or other drug use one week before, 
alcohol or oxazepam use within 24 hours before experiment, visual disorder, and 
neurological disorder. Furthermore, individuals with conditions affecting posture and limb 
movements were excluded. The original samples were unmatched for age and IQ. Therefore, 
we identified 19 violent offenders who met the criteria and best matched the control group 
average (n=19) in terms of age and IQ based on nearness in a two‐dimensional Euclidean 
space using the Distance Formula and standardized values of age and IQ (Spiel et al., 2008). 
After this procedure, there were no differences between the matched groups in terms of 
age and IQ (Table 1). The violent offenders showed an average total score of 21.4 (SD= 8.6) 
on the Psychopathy Checklist‐Revised (score ≥ 26 is the cut‐off for diagnosis according to 
European standards) (Hare et al., 1991; Hildebrand et al., 2004). Data on the Impulsive 
Premeditated Aggression Scale (Kuyck et al., 2013) indicated that the violent offenders 
scored higher on premeditated (instrumental), but not on impulsive (reactive) aggression 
compared with the controls (Table 1). Our primary analyses were performed using data 
from these matched groups. For transparency, we also report additional analyses across the 
whole initial sample, which yielded the same results as the analyses with the matched 
groups (supplementary materials). All participants received oral and written information 
about the experiment and gave written informed consent. They received payment as a 
reimbursement for participation. The study was performed in accordance with the 
Declaration of Helsinki and approved by the local ethical committee (2012/162). 
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Table 1. Demographic data 
  Violent offenders  Controls  F, p‐value 
Age  39.7 (10.4)  44.7 (10.7)  2.1, .103 
National adult reading test  96.6 (7.5)  100.9 (8.2)  2.8, .153 
Impulsive premeditated 
aggression scalea 
   
Premeditative  3.43 (.77)  4.05 (.69)  6.787, .013* 
Impulsive  3.53 (.87)  3.67 (.77)  0.244, .624 
       
Psychopathy checklist revised total  21.4 (8.6)  ‐  ‐ 
Mean (SD) ; *p<0.05                                                                                                                                                
aNote that the scores on the Impulsive premeditated aggression scale are ‘reversed’ (1= high in 
aggression; 5=  low in aggression ). Violent offenders show enhanced premeditative (or instrumental) 
aggression relative to healthy controls.  
 
Experimental setup 
The set‐up was the same as in our previous study for both the emotional decision making 
task and the passive viewing tasks (Ly et al., 2014). Figure 1 (B [left]) illustrates the set‐up. 
Participants performed the tasks on a custom‐made strain gauge force plate (dimensions: 
1mx1m; sampling frequency: 100Hz), which consisted of four sensors measuring forces in 
the (vertical) z‐direction. Time series of the center of pressure, for the anterior‐posterior (AP) 
and the medio‐lateral (ML) direction were derived. Visual stimuli were presented 1m in 
front of the participant at eye height on a 22‐inch height‐adjustable screen.  
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 Fig. 1. A. Top panel: Emotional decision making task. Trial events from the (1) approach block and (2) 
avoidance block. After face‐prime offset (3000ms), the instrumental target appeared, to which 
subjects were required to make a go‐ or nogo‐response within 2500ms. Response feedback (500ms) 
was provided before the monetary outcome (1000ms). In these examples a go‐response had been 
recorded as indicated by the orange‐colored squares during the response feedback phase. The 
duration of the intertrial interval was 3000ms on average. B. Bottom panel: Balance board 
apparatus (left) and examples of a go‐response (right) in (1) the approach block and (2) the 
avoidance block. Approach‐go: sideway step on the balance board towards the side of the 
instrumental target (1). Avoidance‐go: sideway step on the balance board away from the side of the 
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Emotional decision making task 
As previous, we combined the emotional decision making task with a balance board in order 
to assess whether violent offenders differed from healthy controls in affective biasing of 
instrumental action (Ly et al., 2014). The task was a probabilistic learning task, where 
participants had to learn whole body go‐ and nogo‐responses by trial and error on the basis 
of monetary outcome (wins/losses of €0.20), while being primed by affective (angry/happy) 
faces.  
13479_Verena Ly_Layout.indd   88 04-01-16   15:22
Chapter 5 
 80 
Table 1. Demographic data 
  Violent offenders  Controls  F, p‐value 
Age  39.7 (10.4)  44.7 (10.7)  2.1, .103 
National adult reading test  96.6 (7.5)  100.9 (8.2)  2.8, .153 
Impulsive premeditated 
aggression scalea 
   
Premeditative  3.43 (.77)  4.05 (.69)  6.787, .013* 
Impulsive  3.53 (.87)  3.67 (.77)  0.244, .624 
       
Psychopathy checklist revised total  21.4 (8.6)  ‐  ‐ 
Mean (SD) ; *p<0.05                                                                                                                                                
aNote that the scores on the Impulsive premeditated aggression scale are ‘reversed’ (1= high in 
aggression; 5=  low in aggression ). Violent offenders show enhanced premeditative (or instrumental) 
aggression relative to healthy controls.  
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Table 2.  Task‐design. Emotional prime (angry/happy), action‐context (approach/avoidance), and 
optimal response (go/nogo) were manipulated independently.  
Action‐context  Emotional 
prime 
Optimal 
response 
Probablistic reinforcement: +/‐ € 0.20  
Approach (120)       
Instrumental targets:1‐3  Angry (30)  Go (60)  p(reward|go)=0.8,p(punish|go)=0.2  
Happy (30) 
 
Instrumental targets:4‐6  Angry (30) 
Happy (30) 
Nogo (60)  p(reward|go)= 0.2,p(punish|go)=0.8 
 
Avoidance (120)       
 
Instrumental targets:7‐9  Angry (30) 
Happy (30) 
Go (60)  p(reward|go)= 0.8,p(punish|go)=0.2  
 
Instrumental targets:10‐
12 
Angry (30) 
Happy (30) 
Nogo (60)  p(reward|go)= 0.2,p(punish|go)=0.8 
(N)=N trials 
 
The task was framed in terms of a gems collecting task. It consisted of two blocks with 
different action‐contexts (approach/avoidance) determining whether a go‐response upon 
an instrumental target (colored shape, representing a gem) was an approach‐ or avoidance‐
action. Thus, there were four types of instrumental responses in total: approach‐go, 
approach‐nogo, avoidance‐go, avoidance‐nogo. For a nogo‐response (approach‐nogo/avoid‐
nogo), participants were instructed to remain stationary in the center of the board. For the 
go‐responses (approach‐go/avoidance‐go), participants were instructed to make sideway 
(not forward/backward) steps towards (approach‐go) or away from (avoid‐go) the side 
where the gem was presented to approach or avoid the gem respectively (Fig. 1, B [right]). 
We rewarded go‐ and nogo‐responses equally by designating the go‐response as the 
optimal response to half of the instrumental targets. In the approach block, good gems 
(targets 1‐3) were to be approached, whereas bad gems (targets 4‐6) were not. Similarly, 
bad gems in the avoidance block (targets 7‐9) were to be avoided, whereas good gems 
(targets 10‐12) were not. As such the value of the four types of instrumental responses was 
matched. This resulted in a multi‐factorial design, with emotional prime (angry/happy), 
action‐context (approach/avoidance), and optimal response (go/nogo) manipulated 
independently (Table 2). Participants were informed that correct choices were reinforced 
probabilistically, but not about the nature of the probabilistic associations.  
Visual stimuli. Face‐primes consisted of adult Caucasian faces from 36 models (18 male) 
from several databases (Ekman & Friesen, 1976; Matsumoto & Ekman, 1988; Martinez & 
Benavente, 1988; Lundqvist et al., 1998). Model identity was counterbalanced, such that the 
model occurred equally often for each instrumental target. Each model showed two 
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expressions (angry/happy), matched for brightness and contrast. Faces were trimmed to 
exclude influence from hair and nonfacial contours (Van Peer et al., 2007). The instrumental 
targets (gems) consisted of 12 different colored shapes. The affective primes and the 
instrumental targets were randomly assigned to the two blocks, such that different affective 
and instrumental stimuli occurred in the two blocks. Stimulus presentation and response 
acquisition were controlled by Presentation 14.8 12.30.10 (Neurobehavioral Systems Inc., 
Berkeley, CA). 
Trial events. Figure 1 (A) illustrates trial events for (1) the approach and (2) the avoidance 
block respectively.  First, a task‐irrelevant affective face‐prime (angry/happy) was presented 
centrally on the screen (3000ms). Participants were instructed to maintain their view on 
these stimuli, while remaining stationary. After face‐prime offset, the instrumental target 
appeared either on the left or the right side of the screen, upon which the participant had to 
make a go‐ or nogo‐response. If a go‐response had not been made within 2500ms, a nogo‐
response was recorded. Response feedback in terms of a square turning orange for a go‐
response; remaining white for a nogo‐response was provided (500ms) before the monetary 
outcome (1000ms). The intertrial interval was jittered (3000 ± 1000ms). Participants were 
required to return to their starting position (i.e., the center of the board) at the outcome 
presentation, if a go‐response had been made. In total, the task consisted of 240 trials. The 
order of blocks was randomized across participants. 
 
Control tasks 
To assess affective processing per se and whether any reduced transfer of affective value to 
behavior might reflect a reduction in affective processing per se, all participants also 
completed passive viewing tasks and a picture rating task. These control tasks were 
designed to measure affective processing in terms of bodily freezing (Hagenaars et al., 2012; 
Roelofs et al., 2010) and subjective evaluation respectively.  
Visual stimuli. The face‐stimuli were followed by stimuli from the International Affective 
Picture System (IAPS) (CSEA, 1999). The face‐stimuli consisted of adult Caucasian faces from 
20 models (10 male). Each model showed three types of expressions (angry/happy/neutral), 
matched for brightness and contrast, displayed against a black background. Additionally, 
three sets (negative [mutilated bodies and corpses], positive [sports] and neutral [objects]) 
of 20 stimuli were used from the IAPS following previous studies (Azevedo et al., 2005; 
Hagenaars et al., 2012).  
Passive viewing task. Participants were asked to remain stationary on the board while 
maintaining their focus on the screen to watch a stimuli‐sequence on the screen (Hagenaars 
et al., 2012; Roelofs et al., 2010). There were three blocks with 20 stimuli of one type of 
valence (negative, positive and neutral) presented consecutively (3s) without interval. The 
order of blocks and stimuli was randomized across participants. Blocks were separated by a 
5‐s black screen followed by a 2‐s white fixation cross.  
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Table 2.  Task‐design. Emotional prime (angry/happy), action‐context (approach/avoidance), and 
optimal response (go/nogo) were manipulated independently.  
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(not forward/backward) steps towards (approach‐go) or away from (avoid‐go) the side 
where the gem was presented to approach or avoid the gem respectively (Fig. 1, B [right]). 
We rewarded go‐ and nogo‐responses equally by designating the go‐response as the 
optimal response to half of the instrumental targets. In the approach block, good gems 
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(targets 10‐12) were not. As such the value of the four types of instrumental responses was 
matched. This resulted in a multi‐factorial design, with emotional prime (angry/happy), 
action‐context (approach/avoidance), and optimal response (go/nogo) manipulated 
independently (Table 2). Participants were informed that correct choices were reinforced 
probabilistically, but not about the nature of the probabilistic associations.  
Visual stimuli. Face‐primes consisted of adult Caucasian faces from 36 models (18 male) 
from several databases (Ekman & Friesen, 1976; Matsumoto & Ekman, 1988; Martinez & 
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expressions (angry/happy), matched for brightness and contrast. Faces were trimmed to 
exclude influence from hair and nonfacial contours (Van Peer et al., 2007). The instrumental 
targets (gems) consisted of 12 different colored shapes. The affective primes and the 
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and instrumental stimuli occurred in the two blocks. Stimulus presentation and response 
acquisition were controlled by Presentation 14.8 12.30.10 (Neurobehavioral Systems Inc., 
Berkeley, CA). 
Trial events. Figure 1 (A) illustrates trial events for (1) the approach and (2) the avoidance 
block respectively.  First, a task‐irrelevant affective face‐prime (angry/happy) was presented 
centrally on the screen (3000ms). Participants were instructed to maintain their view on 
these stimuli, while remaining stationary. After face‐prime offset, the instrumental target 
appeared either on the left or the right side of the screen, upon which the participant had to 
make a go‐ or nogo‐response. If a go‐response had not been made within 2500ms, a nogo‐
response was recorded. Response feedback in terms of a square turning orange for a go‐
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required to return to their starting position (i.e., the center of the board) at the outcome 
presentation, if a go‐response had been made. In total, the task consisted of 240 trials. The 
order of blocks was randomized across participants. 
 
Control tasks 
To assess affective processing per se and whether any reduced transfer of affective value to 
behavior might reflect a reduction in affective processing per se, all participants also 
completed passive viewing tasks and a picture rating task. These control tasks were 
designed to measure affective processing in terms of bodily freezing (Hagenaars et al., 2012; 
Roelofs et al., 2010) and subjective evaluation respectively.  
Visual stimuli. The face‐stimuli were followed by stimuli from the International Affective 
Picture System (IAPS) (CSEA, 1999). The face‐stimuli consisted of adult Caucasian faces from 
20 models (10 male). Each model showed three types of expressions (angry/happy/neutral), 
matched for brightness and contrast, displayed against a black background. Additionally, 
three sets (negative [mutilated bodies and corpses], positive [sports] and neutral [objects]) 
of 20 stimuli were used from the IAPS following previous studies (Azevedo et al., 2005; 
Hagenaars et al., 2012).  
Passive viewing task. Participants were asked to remain stationary on the board while 
maintaining their focus on the screen to watch a stimuli‐sequence on the screen (Hagenaars 
et al., 2012; Roelofs et al., 2010). There were three blocks with 20 stimuli of one type of 
valence (negative, positive and neutral) presented consecutively (3s) without interval. The 
order of blocks and stimuli was randomized across participants. Blocks were separated by a 
5‐s black screen followed by a 2‐s white fixation cross.  
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Picture rating task. On a 9‐point Likert scale, participants scored the valence of each face‐
stimulus (very happy to very angry) and IAPS pictures (very positive to very negative); and 
their stress level for each of the IAPS pictures (not stressed at all to very stressed).  
 
Procedure 
The first session was a screening session in which the interviews and questionnaires were 
administered. During the second session, participants were first prepared for the emotional 
decision making task by practicing on the balance board until they felt comfortable with 
stepping while maintaining their view on the screen. They received instructions for the task 
before each block. To enhance ecological validity and participants’ motivation during this 
task, participants were informed about the monetary gain as a bonus (on top of the 
reimbursement). They were informed that the maximum bonus was €10. After the primary 
experiment, participants completed the control tasks (i.e., passive viewing and picture rating 
tasks).  
 
Data and statistical analyses  
Posturographic data‐analyses were performed in MATLAB R2009b (The MathWorks, Natick, 
MA). Statistical analyses were performed using IBM SPSS Statistics 19 (IBM Corp., Armonk, 
NY).  
Emotional decision making task 
Affective biasing of instrumental action. Following our previous study (Ly et al., 2014), we 
calculated: (1) postural mobility (sway path length or sum of the centre of pressure 
displacements in AP and ML directions [mm/s]), (2) proportion of instrumental go‐responses 
(Pgo  = go/[go+nogo]), and reaction time (RT) of correct instrumental go‐responses in the 
emotional decision making task. Mixed‐design analysis of variance (ANOVA) was used for 
our main analyses. Two ANOVAs with Pgo and RT as dependent variables were performed 
with emotion (angry/happy) and action‐context (avoidance/approach) as within‐subject 
variables, and group (violent offenders/controls) as between‐subject variable to assess 
whether the groups differed in affective biasing of instrumental action. 
Accuracy. To assess whether performance was above chance for the violent offenders and 
the controls separately, we tested the proportion of correct responses (i.e., responses 
leading to optimal outcome) against .50 using one‐sample t‐tests. . Moreover, a one‐way 
ANOVA with group (violent offenders/controls) as factor and the proportion of correct 
responses as dependent variable was used to assess whether there were group differences 
in accuracy across the task as a whole. 
Control tasks 
Bodily freezing. To assess whether violent offenders versus controls show abnormal bodily 
freezing, we performed ANOVAs with postural mobility as a dependent variable, valence 
(negative/positive/neutral) as a within‐subject variable and group (violent 
offenders/controls) as a between‐subject variable. 
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Subjective evaluation. ANOVAs were performed of the ratings, with valence 
(negative/positive/neutral) as a within‐subject variable and group (violent 
offenders/controls) as a between‐subject variable to assess whether the groups differed in 
terms of the subjective evaluation of the face‐stimuli and the IAPS stimuli.  
In the supplementary material, we also report the main analyses for affective biasing of 
instrumental action including the bodily freezing measure as a covariate. This allowed us to 
assess group effects on affective biasing of instrumental action, while accounting for 
individual differences in affective processing in terms of bodily freezing. 
For all analyses, significant interaction effects were followed up by simple (interaction) 
effects analyses. Alpha was set at 0.05. 
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(negative/positive/neutral) as a within‐subject variable and group (violent 
offenders/controls) as a between‐subject variable. 
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Results 
 
Emotional decision making task  
Affective biasing of instrumental action. Mean proportion of go‐responses (Pgo) and reaction 
time (RT) are presented in Table 3. Consistent with our hypothesis, we observed reduced 
transfer of affective value to instrumental action in violent offenders compared with 
controls. This was substantiated by an ANOVA of Pgo revealing a significant group (violent 
offenders/controls) x emotion (angry/happy) x action‐context (avoidance/approach) 
interaction effect (F(1,36)=6.00,p=.019, 2p =0.14)2. This interaction was due to the violent 
offenders differing significantly from controls in terms of their affective bias of instrumental 
approach‐avoidance (Fig. 2).  As expected, this interaction effect was due to the presence of 
an affective bias effect in the controls (F(1,18)=7.94,p=.011, 2p =0.31), but not in the violent 
offenders (F(1,18)=0.17,p=.684, 2p <0.01). Specifically, post‐hoc simple effects analyses 
suggested that the affective bias effect in controls was driven by enhanced Pgo for 
instrumental avoidance after angry versus happy faces (F(1,17)=5.67,p=.029,2p =0.24). No 
other significant simple (interaction) effects were found (all F<2.25).  
The above effects were not accompanied by effects on the speed of responding. ANOVA of 
RTs showed a significant main effect of action‐context (avoidance/approach), indicating that 
instrumental approach was faster than instrumental avoidance in general 
(F(1,36)=6.10,p=.018, 2p =0.15), but there were no other significant main and interaction 
effects (all F<0.58).  
Accuracy. Across the task as a whole, performance was better than chance for both the 
controls (M=59.53, SEM=1.60; t(18)=5.97,p<.001,d=2.8) and the violent offenders (M=55.20, 
SEM=1.99; t(18)=2.62,p=.017,d=1.3). Moreover, there was no significant difference between 
the groups in terms of overall accuracy (F(1,36)=2.89,p=.098, 2p =0.07). Finally, additional 
ANOVAs of Pgo with overall accuracy as a covariate showed that our critical effect of interest 
(the affective bias effect) did not vary as a function of overall accuracy (emotion x action x 
accuracy; F(1,34)=1.33,p=.257, 2p =0.04). Thus, the affective biasing of instrumental action 
in the violent offenders cannot not be explained by any effect on non‐specific cognitive 
processing, such as decreased task engagement.  
 
 
                                                            
2 This effect was confirmed using a non‐parametric Mann‐Whitney U test (group x emotion x action‐context: 
U=109.5, p=.037)  
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Fig. 2. Affective biasing of instrumental action for controls and violent offenders separately. Controls 
(versus violent offenders) demonstrate enhanced avoidance (versus approach) after angry versus 
happy faces, suggesting that the violent offenders versus controls show a decreased affective bias 
effect on instrumental action. Error bars represent standard error of the mean. 
 
Table 3. Mean proportion of go‐responses and reaction times for the different task conditions of the 
emotional decision making task for the violent offenders and the control groups separately 
  Violent offenders  Controls 
Proportion of go‐responses     
Avoidance     
Angry  56.2 (3.1)  56.9 (1.9) 
Happy  55.6 (2.6)  51.0 (2.5) 
Approach 
     
Angry  54.3 (3.2)  53.3 (1.7) 
Happy  52.8 (3.2)  55.4 (1.9) 
Reaction time     
Avoidance     
Angry  1436.6 (38.7)  1356.8 (52.8) 
Happy  1423.3 (37.7)  1373.5 (55.1) 
Approach     
Angry  1360.9 (57.9)  1280.5 (48.3) 
Happy  1366.9 (54.7)  1275.5 (44.7) 
Mean proportion of go‐responses and reaction times for instrumental avoidance and approach (SEM) 
after angry and happy face‐primes for the violent offenders and the control groups separately. 
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Control tasks 
Violent offenders and the healthy controls did not differ in terms of affective processing per 
se. All mean values of postural mobility and subjective ratings are shown in Table 4 and 5 
respectively. 
Postural mobility. There were no group differences in responding to the affective stimuli in 
terms of bodily freezing. This was the case for face‐stimuli (F(2,35)=0.28,p=.754, 2p =0.02)  
as well as for the IAPS pictures in the passive viewing task (F(2,35)=0.16,p=.854, 2p <0.01). 
The main effect of emotion was significant for IAPS pictures (F(2,35)=7.71,p=.002,2p =0.31), 
indicating reduced postural mobility during the negative versus both the positive 
(F(1,36)=7.76,p=.008, 2p =0.12) and the neutral IAPS stimuli (F(1,36)=10.15,p=.003, 2p 
=0.22). No main effect of emotion was found for face‐stimuli (F(2,35)=0.36,p=.699, 2p 
=0.02). Moreover, there were no main effects of group (all F<2.1). 
Subjective evaluation. There were main effects of emotion for face‐stimuli 
(F(2,35)=131.36,p<.001,2p =0.88) and IAPS pictures (valence: F(2,35)=73.53,p<.001,2p 
=0.81; stress: F(2,35)= 67.28,p<.001,2p =0.79). Ratings for each valence differed 
significantly from the other two (faces: angry>neutral>happy; all F>68.79, p<.001; IAPS: 
negative>neutral>positive; all F>62.04, p<.001). Furthermore, stress level ratings were 
significantly higher for the negative versus both the positive and the neutral IAPS pictures 
(F(1,36)=114.09,p<.001,2p =0.76 and F(1,36)=130.18,p<.001,2p =0.78 respectively). The 
stress level ratings for positive versus neutral IAPS pictures was not significant 
(F(1,36)=0.05,p=.825,2p <0.01).  Again, the groups did not differ in subjective evaluation of 
the affective stimuli as indicated by absence of main and interaction effects for group (all 
F<0.68). 
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Table 4. Mean values of postural mobility on the passive viewing task 
  Violent offenders  Controls 
Faces     
Angry  10.5(0.7)  11.0(0.9) 
Neutral  10.5(0.7)  10.6(0.7) 
Happy  11.0(0.9)  10.8(0.8) 
IAPS     
Negative  13.3(1.6)  10.3(0.7) 
Neutral  16.0(2.6)  13.6(1.2) 
Positive  16.0(2.2)  14.4(1.9) 
Mean values of postural mobility for emotional stimuli on the passive viewing task (mm/s) for each 
group separately (SEM). 
 
Table 5. Mean subjective evaluation ratings for stimuli 
  Violent offenders  Controls 
Faces     
Angry  7.7(.2)  7.5(.3) 
Neutral  4.9(.2)  5.1(.1) 
Happy  2.5(.4)  2.7(.4) 
IAPS     
Negative  8.1(.4); 7.0(.5)  8.3(.2); 7.6(.4) 
Neutral  4.2(.4); 2.7(.4)  4.4(.3); 2.8(.4) 
Positive  3.2(.4); 2.7(.4)  2.7(.3); 2.7(.4) 
For each group separately, mean subjective valence ratings (SEM) are presented on a scale from 1 = 
very happy to 9 = very angry for the face‐stimuli.  For the IAPS stimuli, both mean ratings for valence 
(1 = very positive to 9 = very negative) and stress level (1 = not stressed at all to 9 = very stressed) are 
presented [valence (SEM); stress level (SEM)]. 
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The present study shows that violent offenders with psychopathic tendencies exhibit 
reduced affective biasing of instrumental action versus healthy controls. Specifically, 
instrumental avoidance (versus approach) was potentiated by angry (versus happy) faces in 
healthy controls, but not in violent offenders. Thus violent offenders exhibited relatively 
reduced avoidance of instrumental targets in the context of aversive versus appetitive 
stimuli. Furthermore, our data suggest that violent offenders and controls did not differ in 
terms of affective processing per se. Thus, valence ratings, stress level ratings and bodily 
freezing for negative versus positive and neutral IAPS pictures were matched across groups. 
Together, these findings suggest that the lack of affective bias in the violent offenders is 
unlikely to be explained by reduced affective processing per se. Instead, we hypothesize 
that violent offenders exhibit a deficit in the transfer of affective value to systems that 
control instrumental action.  
Previous results from studies on affective processing per se in relation to psychopathic 
tendencies are mixed, suggesting subdued affective responding in some studies (Blair et al., 
2004; House & Milligan, 1976; Lykken, 1957; Patrick et al., 1993), but intact or even 
hypersensitive affective responding in other studies (Arnett et al., 1997; Glass & Newman, 
2009; Von Borries et al., 2010). In the current study, violent offenders with psychopathic 
tendencies exhibited normal affective processing as evidenced by unaltered bodily freezing 
and subjective affective evaluation of IAPS pictures that did not differ from that of controls. 
Crucially, this is the first study showing that violent offenders with psychopathic tendencies 
lack affective biases of instrumental action. Together, these data support the idea that 
psychopathic tendencies in violent offenders may reflect abnormalities in the transfer of 
affective value to instrumental behavior, rather than abnormalities in affective processing 
per se. This interpretation concurs generally with contemporary literature suggesting that 
disordered behavior involves abnormal interactions between multiple systems for decision 
making (Dolan & Dayan, 2013; Rangel et al., 2008). According to this literature, altered 
communication between the affective and instrumental control systems may underlie 
disordered behavior. Consistent with this idea, recent data from our lab have shown that 
psychopathic individuals do not differ from controls in ventral striatal signaling during 
reward processing per se; rather, they differ in the degree to which this reward‐related 
ventral striatal signal interacts with prefrontal regions associated with the cognitive control 
of behavior (Geurts et al., in prep). Finally, our findings are generally in line with studies 
showing that psychopathic tendencies are associated with abnormal moral judgments 
(Bartels et al., 2011; Young et al., 2012), that likely involve anomalous interaction between 
cognitive and affective processes (Greene et al., 2001; 2004). For instance, psychopathic 
tendencies have been associated with a preference for utilitarian responses to moral 
dilemmas where affective responses need to be overridden (Bartels et al., 2011). This 
Violent Offenders and Reduced Transfer of Affective Value 
  91 
suggests that instrumental aggression may reflect instrumental control that is unbiased by 
affect, leading to perhaps more rational, yet non‐normative choices. 
Our finding is in line with a previous finding that psychopathic tendencies relate to reduced 
automatic avoidance of angry faces (Von Borries et al., 2012). However, the present study 
significantly extends this prior work, which did not allow inferences about abnormal 
Pavlovian‐instrumental interactions in relation to psychopathic tendencies. Specifically, in 
this prior study, participants were instructed to ‘approach’ and ‘avoid’ visual emotional face‐
stimuli by pulling and pushing a joystick. Therefore, the directional axes (forward‐backward) 
of the affective response and the instructed (instrumental) response overlap. Any 
modulation of approach/avoidance might thus reflect competition at the level of motor 
output (response conflict) rather than an effect on the transfer of affective value to 
instrumental behavior.   
It is important to note that the current sample of violent offenders differs in terms of 
instrumental aggression, but not reactive aggression from the healthy controls. This further 
suggests that reduced transfer of affective value to instrumental action is associated with 
instrumental aggression specifically. In contrast with instrumental aggression, reactive 
aggression is elicited in response to aversive stimuli rather than being goal‐directed in 
nature. It is important to note however, that the reactive versus instrumental aggressive 
sub‐types are not necessarily mutually exclusive (Blair, 2001). Given the heterogeneity in 
violent offenders in general, it is of particular importance to distinguish between the 
reactive versus instrumental aggressive sub‐types and compare these directly in future 
studies to elucidate underlying mechanisms driving the corresponding typical behaviors.  
In sum, the results show that violent offenders with psychopathic tendencies versus healthy 
controls exhibited reduced transfer of affective value to instrumental behavior. Additionally, 
we found no differences between the violent offenders and the controls on affective 
processing per se. These findings suggest that violent offenders with elevated psychopathic 
tendencies exhibit normal affective processing, but abnormal modulation of instrumental 
behavior by affective processing. Our findings converge with the clinical observation that 
individuals with a psychopathic disorder are not affected by social emotional experiences 
that would discourage instrumental behavior, such as instrumental aggression (Glenn & 
Raine, 2009; Hare, 2003). These findings underscore the relevance of examining the 
interaction between affective processes and instrumental action selection for a better 
understanding of instrumental aggressive behavior. 
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Additional analyses  
First, we conducted the same analyses across the whole initial sample in addition to the 
analyses for the matched groups. One participant responded deterministically to the 
emotional faces in the first block due to misunderstanding of the instructions and was 
excluded from these analyses. Thus, these additional analyses were performed on data of 
37 violent offenders and 19 controls.  
Second, we also performed the main analyses with bodily freezing as a covariate. Given the 
relation between bodily freezing and the affective biasing of instrumental action in our 
previous study (1), we added bodily freezing (operationalized as a reduction in postural 
mobility for angry versus happy faces; Dpostural mobility= postural mobility for happy minus 
angry) as a covariate in the ANOVA. This allowed us to assess whether affective biasing of 
instrumental action in terms of choice and reaction time differed between the groups, while 
accounting for individual differences in affective processing in terms of bodily freezing.  
Overall, these additional analyses yielded comparable results with the primary analyses. 
 
Emotional decision making task 
Affective bias of instrumental action. Consistent with our primary analyses, an ANOVA of 
proportion of go (Pgo) across the whole sample also yielded a significant group x emotion x 
action‐context interaction effect (F(1,52)=4.85,p=.032,2p =0.08), indicating an affective bias 
in the controls (F(1,18)=7.94,p=.011,2p =0.31), but not in the violent offenders 
(F(1,36)=0.54,p=.469, 2p =0.02). These effects were not reflected by RT (group x emotion x 
action‐context; F(1,54)=0. 37,p=.544,2p <0.01).  
Accuracy. There was an equal proportion of correct responses between the groups across 
the initial samples (F(1,54)=2.89,p=.095,2p =.05). Moreover, performance of both the 
controls (M=59.53, SEM=1.60; t(18)=5.97,p<.001,d=2.8) and the violent offenders (M=55.53, 
SEM=1.50; t(36)=3.75,p<.001,d=1.25) was better than chance on this task. 
 
Control tasks 
Overall, data of the control tasks suggest that violent offenders and the healthy controls do 
not differ in affective processing per se in terms of both bodily freezing and subjective 
evaluation (group interactions; all F<0.958 and F<1.85 respectively).  
 
Affective bias of instrumental action controlling for individual differences in bodily 
freezing 
In line with the primary analyses, an additional ANOVA of Pgo with bodily freezing as a 
covariate for the matched group also revealed significant group x emotion x action‐context 
interactions (F(1,35)=5.62,p=.023,2p =0.14), which was not the case for the ANOVA of 
reaction time (group x emotion x action‐context: F(1,35)=0.032,p=.858,2p <0.01). Unlike in 
our previous study (1), we did not detect any association between the affective bias and 
bodily freezing (all F<2.21). A lack of main effect of valence of the face‐stimuli on bodily 
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freezing in the tasks, together with significantly higher postural mobility in general during 
the emotional decision making task compared with both the passive viewing tasks in the 
current study and the emotional decision task in our previous study may have reduced the 
signal‐to‐noise ratio, decreasing the chance of detecting any associations between bodily 
freezing and the affective bias in the current study.  
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freezing in the tasks, together with significantly higher postural mobility in general during 
the emotional decision making task compared with both the passive viewing tasks in the 
current study and the emotional decision task in our previous study may have reduced the 
signal‐to‐noise ratio, decreasing the chance of detecting any associations between bodily 
freezing and the affective bias in the current study.  
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Abstract 
Instrumental action  is well known to be vulnerable to affective value. Excessive transfer of 
affective value to instrumental action is even thought to contribute to psychiatric disorders. 
The  brain  region  most  commonly  implicated  in  overriding  such  affective  biases  of 
instrumental  action  is  the prefrontal  cortex. The  aim of  the present  study was  to  reduce 
affective  biases  of  instrumental  action  using  prefrontal  transcranial  direct  current 
stimulation (tDCS) in young healthy volunteers. Affective biasing of instrumental action was 
assessed online during anodal, cathodal and  sham  tDCS using a double‐blind,  randomized 
group design with 120 participants. We placed tDCS electrodes over the anterior part of the 
prefrontal cortex based on evidence from brain stimulation work demonstrating the role of 
this brain region in controlling affective biasing of instrumental action. Results showed that 
prefrontal  tDCS  reduced  affective  biasing  of  instrumental  action.  Specifically,  prefrontal 
tDCS  reduced  the  degree  to  which  aversive  (versus  appetitive)  cues  potentiated 
instrumental avoidance and suppressed instrumental approach. Contrary to our hypothesis, 
this effect was seen for cathodal tDCS rather than anodal tDCS. These results demonstrate 
the potential utility of prefrontal tDCS as a tool for reducing affective biases of instrumental 
behavior,  thus  opening  avenues  for  interventional  research  on  psychiatric  disorders  that 
implicate excessive transfer of affective value.   
   
Prefrontal tDCS Reduces Affective Biasing 
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Introduction 
Affect is well known to influence instrumental action (Damasio, 1997). Contemporary 
literature on multiple behavioral control systems suggests that such affective biases of 
instrumental action reflect interactions between a Pavlovian or ‘affective’ system and an 
instrumental system (Dickinson & Balleine, 1994; Cardinal et al., 2002; Rangel et al., 2008; 
Huys et al., 2011; Dolan & Dayan, 2013; Guitart‐Masip et al., 2014). According to this 
literature, appetitive and aversive values can transfer to and interact with an instrumental 
system, thus biasing our instrumental behavior. Although affective biases of instrumental 
action are usually adaptive, they may also corrupt behavior, as illustrated by behavioral 
anomalies in psychiatric disorders (Dayan et al., 2006; Seymour et al., 2008). The prefrontal 
cortex (PFC), a region compromised in a variety of psychiatric disorders (Shaw et al., 2007; 
Koenigs et al., 2010; Goldstein & Volkow, 2011), has been suggested to override affective 
biasing of instrumental action (Balleine et al., 2010; Volman et al., 2011; Guitart‐Masip et al., 
2012; Cavanagh et al., 2013). Causal evidence has been provided by Volman et al (2011), 
who have shown that inhibiting the anterior PFC using continuous theta burst transcranial 
magnetic stimulation increases affective biases of rule‐based behavior by affective faces. 
The obvious next step is to establish whether the PFC can be modified to reduce affective 
biasing of behavior, for example for therapeutic purposes.   
The aim of the present study was to assess in a large sample of healthy subjects whether 
prefrontal transcranial direct current stimulation (tDCS) can be used to reduce affective 
biasing of instrumental action. This noninvasive brain stimulation technique modulates 
regional neural excitability by delivering a constant low current that shifts the neurons’ 
resting membrane potential towards depolarization or hyperpolarization, depending on 
montage and polarity (anodal/cathodal) of the electrodes. Therefore, tDCS has the potential 
for bidirectional polarity dependent modulation such that anodal tDCS increases and 
cathodal tDCS decreases neural excitability (Nitsche & Paulus, 2000). In a double‐blind, 
randomized between‐group design, we assigned participants to one of three stimulation 
groups: anodal, cathodal, and sham (placebo). Affective biasing of instrumental action was 
quantified with a modified version of a validated affective decision making task (Ly et al., 
2014). This task requires participants to perform learned approach/avoidance actions in 
response to instrumental targets, while being primed by affective (angry/happy) faces. 
Using a similar task, we have previously demonstrated that instrumental action is biased by 
affective cues even in young healthy volunteers: angry (versus happy) face‐stimuli facilitated 
instrumental avoidance while inhibiting instrumental approach actions (Ly et al., 2014). 
We predicted bidirectional effects of prefrontal anodal and cathodal tDCS (versus sham) on 
this affective biasing effect, based on previous studies demonstrating a key role for the PFC 
in related affective biasing paradigms (Volman et al., 2011; Guitart‐Masip et al., 2012; 
Cavanagh et al., 2013). Thus, given the hypothesis that the PFC can override affective 
biasing, we anticipated that increasing PFC excitability with anodal tDCS would reduce 
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affective biasing of instrumental action. Conversely, decreasing PFC excitability with 
cathodal tDCS was anticipated to increase affective biasing of instrumental action.  
   
Prefrontal tDCS Reduces Affective Biasing 
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Materials and Methods 
Participants  
A total of 121 students from the Radboud University were included. One replacement 
participant was included, due to an error running the experimental task, (resulting in n = 121) 
to have a total of 120 complete datasets: 40 per stimulation group (anodal/cathodal/sham). 
Given the gender differences in the processing of affective faces (Rotter & Rotter, 1988), 
and to reduce between‐subject variability, this study was restricted to women. All 
participants were healthy with normal or corrected‐to‐normal visual acuity. Exclusion 
criteria were regular use of medication (except for contraceptives), use of psychotropic 
drugs and conditions affecting posture and limb movements (preventing completion of the 
experimental paradigm, which involved posture/limb movements; see below). Participants 
were matched across stimulation groups on education level (all participants received higher 
level education), age (in years) (F(2,117) = 1.21 , p = 0.301; anodal: M = 22.3, SD = 2.64, 
cathodal: M = 21.9, SD = 2.53, sham: M = 21.4, SD = 2.81). All participants gave written 
informed consent and received payment or course credits as a reimbursement for 
participation. The study was performed in accordance with the Declaration of Helsinki and 
approved by the local ethical committee (2013/240). 
 
General Procedure 
Upon arrival, participants were reminded of the experimental procedure. Subsequently, we 
positioned the tDCS electrodes on the participants’ heads and they received instructions for 
the affective decision making task. Participants completed this task while at the same time 
(online) receiving anodal, cathodal or sham tDCS that targeted the PFC. Two separate 
experimenters enabled adherence to a double blind randomized group design procedure. 
One of the experimenters, always blind to the stimulation condition, was responsible for 
instructing the participant, whereas the other experimenter was responsible for applying 
the stimulation.  
 
Transcranial direct current stimulation 
The bilateral prefrontal targets for tDCS were selected based on findings by Volman et al. 
(2011): two small electrodes (each 2 by 3.5 cm, with a split cable, i.e., 14 cm² in total; 
resulting current density of 0.071 mA/cm²at 1 mA) were placed on the anterior PFC, at the 
FP1 and FP2 position respectively according to the 10/20 EEG system. The spatial accuracy 
of the 10/20 system is considered sufficient given the limited spatial resolution of tDCS 
(Herwig et al., 2003). A large reference electrode (5 by 10 cm, i.e., 50 cm²) strongly 
minimizing the current density (0.02 mA/cm² at 1 mA), and thereby the effectiveness of 
stimulation at the reference site (Nitsche et al., 2008), was placed along the midline with its 
posterior short side above the inion (Figure 1). This reference electrode location was chosen 
to maximize frontal‐posterior current flow through the anterior PFC by minimizing lateral 
shunting along the skin (Nitsche et al., 2007) and at the same time preventing stimulation of 
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the vestibular system implicated in body balance and equilibrium (Fitzpatrick & Day, 2004). 
Prior to the placement of the electrodes we prepared the participants’ scalp with alcohol 
and abrasive gel to increase conductance. We used conductive rubber electrodes in 
combination with Ten20 EEG conductive paste (Weaver and Company, Aurora, CO) to 
ensure good fixation and optimal conductance throughout the entire experiment. tDCS was 
applied using a battery driven DC‐stimulator system (NeuroConn, Germany).  For both tDCS 
conditions, 1 mA was delivered for 25 minutes with 30 s of each ramping‐up and ramping‐
down. For ‘anodal tDCS’, the anterior PFC target electrodes were connected as anode and 
the ineffective reference electrode as cathode, whereas the polarity was reversed for 
‘cathodal tDCS’. For the sham condition, the anodal configuration was used but was merely 
ramped‐up to 1mA and ramped‐down to 0 mA within the first 60 s to mimic initial skin 
sensations without any further effective stimulation (Nitsche & Paulus, 2000). This 
manipulation, together with our between‐subjects design, ensured that the stimulation 
protocol remained blind to the participants. A three‐choice questionnaire (stimulated, not 
stimulated, not sure) that was administered at the end of the experiment showed that 
participants were not aware of the stimulation condition received (chi‐square test; X2(4) = 
1.42, p = 0.841).  
 
 
Figure 1. tDCS montage. The anterior PFC (FP1 and FP) was targeted bilaterally with two small 
electrodes (each 2 by 3.5 cm; anode for ‘anodal tDCS’, and cathode for ‘cathodal tDCS’) connected 
via a split cable, and the reference electrode (cathode for ‘anodal tDCS’, and anode for ‘cathodal 
tDCS’) was placed along the midline with its posterior short side above the inion (5 by 10 cm).  
 
Affective decision making task 
The current paradigm was a modified version of a previously employed affective decision 
making task combined with a balance board (Ly et al., 2014) (Figure 2). Analogous to classic 
Pavlovian‐to‐instrumental transfer tasks (Huys et al., 2011), the current version consisted of 
two separate phases. In the first phase, the instrumental learning phase, participants were 
required to learn the instrumental responses. The second phase consisted of a transfer 
phase in extinction (i.e., without reinforcement) with concurrent tDCS, where we assessed 
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the primary effect of interest, affective biasing of instrumental action. The rationale for 
disentangling instrumental learning from the transfer phase in the current version is to 
isolate the effects of tDCS on the transfer of affective value to instrumental behavior from 
the potential influence of tDCS on instrumental learning. The exact procedure per phase is 
described below. 
 
Instrumental learning phase  
This phase consisted of a probabilistic learning task, where participants had to learn to 
choose between whole body go‐ and nogo‐responses by trial and error on the basis of 
monetary outcome (wins/losses of 0.20 €). The task was framed in terms of a gems 
collecting task (see Ly et al., 2014). It consisted of two types of blocks with different action‐
contexts: approach and avoidance action‐contexts. The action‐context determined the 
nature of the go‐response in a block: approach or avoidance. In the approach action‐context, 
participants had to choose between an (active) approach go‐response versus a (passive) 
approach nogo‐response upon presentation of the instrumental target (colored shape, 
representing a gem). Similarly, in the avoidance action‐context the choice was between an 
avoidance go‐response versus an avoidance nogo‐response. Thus, in total, there were four 
types of instrumental response: approach‐go, approach‐nogo, avoidance‐go, avoidance‐
nogo.  
On each trial, the instrumental target appeared either on the left or the right side of the 
screen, upon which the participant had to make a go‐ or nogo‐response. For the go‐
responses (approach‐go/avoidance‐go), participants were instructed to make sideway (not 
forward/backward) steps towards (approach‐go) or away from (avoid‐go) the side where 
the gem was presented to approach or avoid the gem respectively (Figure 1, B [right]). 
Participants were instructed to remain stationary in the center of the board for a nogo‐
response (approach‐nogo/avoid‐nogo). 
Go‐ and nogo‐responses were equally rewarded by designating the go‐response as the 
optimal response to half of the instrumental targets. In the approach action‐context, good 
gems (targets 1‐3) were to be approached, whereas bad gems (targets 4‐6) were not. 
Similarly, bad gems in the avoidance action‐context (targets 7‐9) were to be avoided, 
whereas good gems (targets 10‐12) were not. As such, the value of the four types of 
instrumental responses was matched. Participants were informed that correct choices were 
reinforced probabilistically, but not about the nature of the probabilistic associations 
(p(win|correct)=0.70).  
If a go‐response had not been made within 2500 ms, a nogo‐response was recorded. 
Response feedback in terms of a square turning orange for a go‐response; remaining white 
for a nogo‐response was provided (500 ms) before the monetary outcome (1000 ms). The 
intertrial interval was jittered (2500 ± 500 ms). Participants were required to return to their 
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the vestibular system implicated in body balance and equilibrium (Fitzpatrick & Day, 2004). 
Prior to the placement of the electrodes we prepared the participants’ scalp with alcohol 
and abrasive gel to increase conductance. We used conductive rubber electrodes in 
combination with Ten20 EEG conductive paste (Weaver and Company, Aurora, CO) to 
ensure good fixation and optimal conductance throughout the entire experiment. tDCS was 
applied using a battery driven DC‐stimulator system (NeuroConn, Germany).  For both tDCS 
conditions, 1 mA was delivered for 25 minutes with 30 s of each ramping‐up and ramping‐
down. For ‘anodal tDCS’, the anterior PFC target electrodes were connected as anode and 
the ineffective reference electrode as cathode, whereas the polarity was reversed for 
‘cathodal tDCS’. For the sham condition, the anodal configuration was used but was merely 
ramped‐up to 1mA and ramped‐down to 0 mA within the first 60 s to mimic initial skin 
sensations without any further effective stimulation (Nitsche & Paulus, 2000). This 
manipulation, together with our between‐subjects design, ensured that the stimulation 
protocol remained blind to the participants. A three‐choice questionnaire (stimulated, not 
stimulated, not sure) that was administered at the end of the experiment showed that 
participants were not aware of the stimulation condition received (chi‐square test; X2(4) = 
1.42, p = 0.841).  
 
 
Figure 1. tDCS montage. The anterior PFC (FP1 and FP) was targeted bilaterally with two small 
electrodes (each 2 by 3.5 cm; anode for ‘anodal tDCS’, and cathode for ‘cathodal tDCS’) connected 
via a split cable, and the reference electrode (cathode for ‘anodal tDCS’, and anode for ‘cathodal 
tDCS’) was placed along the midline with its posterior short side above the inion (5 by 10 cm).  
 
Affective decision making task 
The current paradigm was a modified version of a previously employed affective decision 
making task combined with a balance board (Ly et al., 2014) (Figure 2). Analogous to classic 
Pavlovian‐to‐instrumental transfer tasks (Huys et al., 2011), the current version consisted of 
two separate phases. In the first phase, the instrumental learning phase, participants were 
required to learn the instrumental responses. The second phase consisted of a transfer 
phase in extinction (i.e., without reinforcement) with concurrent tDCS, where we assessed 
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the primary effect of interest, affective biasing of instrumental action. The rationale for 
disentangling instrumental learning from the transfer phase in the current version is to 
isolate the effects of tDCS on the transfer of affective value to instrumental behavior from 
the potential influence of tDCS on instrumental learning. The exact procedure per phase is 
described below. 
 
Instrumental learning phase  
This phase consisted of a probabilistic learning task, where participants had to learn to 
choose between whole body go‐ and nogo‐responses by trial and error on the basis of 
monetary outcome (wins/losses of 0.20 €). The task was framed in terms of a gems 
collecting task (see Ly et al., 2014). It consisted of two types of blocks with different action‐
contexts: approach and avoidance action‐contexts. The action‐context determined the 
nature of the go‐response in a block: approach or avoidance. In the approach action‐context, 
participants had to choose between an (active) approach go‐response versus a (passive) 
approach nogo‐response upon presentation of the instrumental target (colored shape, 
representing a gem). Similarly, in the avoidance action‐context the choice was between an 
avoidance go‐response versus an avoidance nogo‐response. Thus, in total, there were four 
types of instrumental response: approach‐go, approach‐nogo, avoidance‐go, avoidance‐
nogo.  
On each trial, the instrumental target appeared either on the left or the right side of the 
screen, upon which the participant had to make a go‐ or nogo‐response. For the go‐
responses (approach‐go/avoidance‐go), participants were instructed to make sideway (not 
forward/backward) steps towards (approach‐go) or away from (avoid‐go) the side where 
the gem was presented to approach or avoid the gem respectively (Figure 1, B [right]). 
Participants were instructed to remain stationary in the center of the board for a nogo‐
response (approach‐nogo/avoid‐nogo). 
Go‐ and nogo‐responses were equally rewarded by designating the go‐response as the 
optimal response to half of the instrumental targets. In the approach action‐context, good 
gems (targets 1‐3) were to be approached, whereas bad gems (targets 4‐6) were not. 
Similarly, bad gems in the avoidance action‐context (targets 7‐9) were to be avoided, 
whereas good gems (targets 10‐12) were not. As such, the value of the four types of 
instrumental responses was matched. Participants were informed that correct choices were 
reinforced probabilistically, but not about the nature of the probabilistic associations 
(p(win|correct)=0.70).  
If a go‐response had not been made within 2500 ms, a nogo‐response was recorded. 
Response feedback in terms of a square turning orange for a go‐response; remaining white 
for a nogo‐response was provided (500 ms) before the monetary outcome (1000 ms). The 
intertrial interval was jittered (2500 ± 500 ms). Participants were required to return to their 
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starting position (i.e., the center of the board) at the outcome presentation, if a go‐response 
had been made.  
This phase, had a total duration of 13 minutes, and consisted of 120 instrumental learning 
trials divided into 6 blocks. The blocks alternated between approach and avoidance action‐
contexts, with 3 blocks per action‐context, each containing 18, 24, and 18 trials respectively. 
The instrumental targets (gems) consisted of 12 different colored shapes and were 
randomly assigned to the two blocks, such that different instrumental stimuli occurred in 
the two blocks. The order of blocks was randomized across participants. To increase 
ecological validity and participants’ motivation during the experimental task, we told 
participants that they would receive the total amount of monetary gain as a bonus (on top 
of the reimbursement). 
 
Transfer phase  
This crucial phase enabled us to assess the transfer of affective value to instrumental action. 
The trial events were the same as in the instrumental learning phase, except for two main 
differences. First, the instrumental target was preceded by an affective (angry/happy) face‐
stimulus that was presented centrally on the screen. The presentation duration of this face‐
stimulus varied from 500‐3000ms. Second, this phase was in extinction: monetary outcomes 
were no longer presented. Participants were instructed that their wins and losses for each 
trial counted towards their total monetary gain (nominal extinction). 
Face‐stimuli consisted of adult Caucasian faces from 36 models (18 men) from several 
databases (Ekman & Friesen, 1976; Matsumoto & Ekman, 1988; Martinez & Benavente, 
1998; Lundqvist et al., 1998). Each model showed two expressions (angry/happy), matched 
for brightness and contrast. Faces were trimmed to exclude influence from hair and 
nonfacial contours (Van Peer et al., 2007). Model identity was pseudo‐randomized, such 
that different models occurred in the different action‐contexts, but occurred equally often 
for each type of instrumental response within an action‐context. The allocation of models to 
action‐contexts was randomized across participants and balanced across stimulation 
condition. This phase had a total duration of approximately 25 minutes, and consisted of 
216 test trials divided into 6 blocks. The blocks, each consisting of 36 trials, alternated 
between approach and avoidance action‐context. 
The set‐up in this paradigm was the same as in our previous study (Ly et al., 2014). Figure 2 
(B [left]) illustrates the set‐up. Participants performed the affective decision making task on 
a custom‐made strain gauge force plate (dimensions: 1 m x 1 m; sampling frequency: 100 
Hz), which consisted of four sensors measuring forces in the (vertical) z‐direction. To 
quantify body posture and stepping performance, time series of the center of pressure, for 
the anterior‐posterior and the medio‐lateral direction were derived. Visual stimuli were 
presented 1 m in front of the participant at eye height on a 22‐inch height‐adjustable screen.  
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Figure 2.| A. Affective decision making task. Instrumental learning phase: Trial events from the 
approach and avoidance block respectively. Upon presentation of the instrumental target, 
participants were required to make a go‐ or nogo‐response within 2500ms. Response feedback 
(500ms) was provided before the monetary outcome (1000 ms). In these examples a go‐response 
had been recorded as indicated by the orange‐colored squares during the response feedback phase. 
The duration of the intertrial interval was 2500ms on average. Transfer phase: Trial events were the 
same as in the instrumental learning phase, except that the instrumental target was preceded by an 
affective (angry/happy) face‐prime (~1500ms). B. Balance board apparatus (left) and examples of a 
go‐response (right) in the approach and the avoidance block respectively. Approach‐go: sideway 
step on the balance board towards the side of the instrumental target. Avoidance‐go: sideway step 
on the balance board away from the side of the instrumental target. Approach‐/avoidance‐nogo‐
responses involved remaining stationary at the center of the balance board. 
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Figure 2.| A. Affective decision making task. Instrumental learning phase: Trial events from the 
approach and avoidance block respectively. Upon presentation of the instrumental target, 
participants were required to make a go‐ or nogo‐response within 2500ms. Response feedback 
(500ms) was provided before the monetary outcome (1000 ms). In these examples a go‐response 
had been recorded as indicated by the orange‐colored squares during the response feedback phase. 
The duration of the intertrial interval was 2500ms on average. Transfer phase: Trial events were the 
same as in the instrumental learning phase, except that the instrumental target was preceded by an 
affective (angry/happy) face‐prime (~1500ms). B. Balance board apparatus (left) and examples of a 
go‐response (right) in the approach and the avoidance block respectively. Approach‐go: sideway 
step on the balance board towards the side of the instrumental target. Avoidance‐go: sideway step 
on the balance board away from the side of the instrumental target. Approach‐/avoidance‐nogo‐
responses involved remaining stationary at the center of the balance board. 
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Data analyes 
Posturographic data analyses were performed in MATLAB R2009b (The MathWorks, Natick, 
MA). Statistical analyses were performed using IBM SPSS Statistics 19 (IBM Corp., Armonk, 
NY). All participants complied with the instructions and understood the task as evidenced by 
the small percentage of errors during the transfer phase (Mpercentage = 0.4, SD = 0.6; range 0‐3; 
an error is defined as making go‐responses at the wrong moment or in the wrong direction). 
Two participants from the cathodal group were excluded from the analyses due to technical 
errors: (1) displacement of more than 2 cm of the left prefrontal electrode during 
stimulation; and (2) detachment of the cable from the reference electrode, resulting in 
abortion of stimulation while performing the task.  
First, we describe the primary analyses that were performed to assess the tDCS effects on 
the transfer of affective value to instrumental action. Secondly, we performed 
supplementary analyses on the proportion of correct responses (i.e., responses leading to 
an optimal outcome) as an index of accuracy to assess between‐stimulation group 
differences in: (1) the degree to which instrumental contingencies were acquired, and (2) 
the degree to which performance generalized from the instrumental learning phase to the 
transfer phase.  
 
Transfer of affective value to instrumental action  
Following our previous study (Ly et al., 2014), we calculated: (1) the proportion of 
instrumental go‐responses (Pgo  = go/[go+nogo]), and (2) reaction time (RT) of correct 
instrumental go‐responses. Our primary effect measure of interest was the affective bias 
score, representing affective biasing of instrumental action, and was calculated as follows: 
(angry_avoidance + happy_approach) minus (angry_approach + happy_avoidance). This 
effect could be manifested in terms of RT as well as Pgo (Huys et al., 2011; Ly et al., 2014). 
Therefore, we computed a composite score of the correct RT and Pgo (Ackerman & Cianciolo, 
2000; Aarts et al., 2014). To this end, both RT and Pgo measures were z‐scored (RT was 
reversed so that it indexed speed with higher scores corresponding with vigor), and their 
sum was divided by two to obtain the composite score (Composite = (‐1*RTz + Pgoz)/2). 
Subsequently, a mixed design analysis of variance (ANOVA) of the composite scores with 
affect (angry/happy) x action‐context (approach/avoidance) x stimulation 
(anodal/cathodal/sham) was performed. Finally, follow up analyses were performed for RT 
and Pgo separately to test whether any significant effects for the analysis on the composite 
score were driven by RT and/or Pgo. The calculation of the composite score and all the 
following analyses were performed after exclusion of subjects that represented outliers on 
the basis of the affective bias score in terms of RT and Pgo. These subjects showed a bias 
score > 3 SD from the mean and influenced the assumptions for parametric tests (Shapiro‐
Wilk, p < 0.001). Age was still comparable between the stimulation groups in this remaining 
sample (anodal: n=36; cathodal: n=34; sham: n=35; F(2,102) = 0.886, p = 0.415). For 
completeness, we also performed an additional nonparametric Kruskal‐Wallis test for 
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multiple independent‐samples across the whole sample including the outliers – the result of 
this additional analysis is described in detail below and is comparable with the results from 
the parametric tests. 
 
Instrumental learning  
An ANOVA on the proportion of correct responses was performed with action‐context 
(approach/avoidance), response (go/nogo) and time (the three blocks of the instrumental 
learning phase [L1/L2/L3]) as within‐subject factors, and stimulation (anodal/cathodal/sham) 
as between‐subject factor to assess differences between stimulation groups before 
stimulation in overall accuracy and accuracy across time.  
 
Generalization of instrumental responses to transfer phase 
We assessed whether the acquired instrumental responses generalized to the transfer 
phase by running the same ANOVA as for the instrumental learning, except that the within‐
subject factor time included the last block of the instrumental learning phase and the three 
blocks of the transfer phase (L3/T1/T2/T3). Furthermore, we tested whether the proportion 
of correct responses was larger than 0.50 for each stimulation group separately using one‐
sample t‐tests to assess whether performance was on average above chance for each 
stimulation group.  
For all analyses, significant interaction effects were followed up by simple (interaction) 
effects analyses. Alpha was set at 0.05. 
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Data analyes 
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Results 
 
First, we describe the effects of tDCS on affective biasing of instrumental action. 
Consecutive subsections then provide additional results demonstrating equal performance 
between the stimulation groups in terms of accuracy and generalization of acquired 
instrumental responses to the transfer phase.   
 
Transfer of affective value to instrumental action  
Table 1 shows the raw mean data of the transfer phase of the affective decision making task 
in terms of RT, Pgo, and composite scores. As expected, prefrontal tDCS reduced affective 
biasing of instrumental action. An ANOVA of the composite score revealed a significant 
affect (angry/happy) x action‐context (approach/avoidance) x stimulation 
(anodal/cathodal/sham) interaction (F(2,102) = 5.53, p = 0.005, ηp2 = 0.08). However, contrary 
to our expectations this interaction was driven by the effect of cathodal stimulation 
(cathodal versus sham: F(1,67) = 10.35, p = 0.002, ηp2 = 0.134; cathodal versus anodal: F(1,68) = 
6.17, p = 0.015, ηp2 = 0.083), but not anodal stimulation (anodal versus sham: F(1,69) = 1.07, p 
= 0.305, ηp2 = 0.015). Consistently, follow up analyses within the stimulation groups revealed 
significant affective biasing effects in sham and anodal stimulation (affect x action‐context 
interaction; F(1,34) = 8.57, p = 0.006, ηp2 = 0.201, and F(1,35) = 4.23, p = 0.047, ηp2 = 0.108 
respectively) but not in cathodal stimulation (F(1,33) = 2.06, p = 0.161, ηp2 = 0.059). Specifically, 
angry (versus happy) faces potentiated avoidance (versus approach) actions in sham and 
anodal, but not in cathodal stimulation. A main effect of action‐context in the main ANOVA 
indicated a go‐bias (increased vigor) in the approach versus avoidance action‐context (F(1,102) 
= 29.5, p < 0.001, ηp2 = 0.224).  
Follow up analyses showed that the cathodal effects on affective biasing were mainly driven 
by RT, and not by Pgo (affect x action x stimulation; RT: F(2,102) = 5.39, p = 0.006, ηp2 = 0.095; 
Pgo: F(2,102) = 0.49, p = 0.613, ηp2=.010). In line with the analyses above, cathodal tDCS 
reduced affective biasing of instrumental action in terms of RT compared with sham (F(1,67) = 
9.89, p = 0.002, ηp2 = 0.129); other comparisons between stimulation groups were not 
significant (F < 3.10, p > 0.083) (Figure 3). The affective biasing of instrumental action in 
terms of RT was significant in sham stimulation (F(1,34) = 12.82, p < 0.001, ηp2 = 0.274), but 
not in cathodal stimulation (F(1,33) = 0.710, p = 0.405, ηp2 = 0.021). Affective biasing of 
instrumental action in terms of RT in the anodal group did not reach significance (F(1,35) = 
2.26, p = 0.142, ηp2= 0.061). To further explore whether the cathodal tDCS effects on 
affective biasing of instrumental action depended on time, we ran the same ANOVA of RT 
including time as a within‐subject factor (transfer phase blocks: T1/T2/T3). There was no 
interaction effect of time (affect x action‐context x time x stimulation; F(1,102) = 0.29, p = 
0.886, ηp2 = 0.006). For the cathodal versus sham comparison only, there was no interaction 
effect of time either (F(2,66) = 0.21, p = 0.810, ηp2 = 0.810).  
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Taken together, these results suggest that cathodal tDCS rather than anodal tDCS reduced 
the transfer of affective value to instrumental action. 
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Fig. 3. Affective biasing of instrumental action in terms of reaction time for anodal, cathodal and 
sham tDCS separately. Cathodal (versus sham) tDCS showed reduced degree to which angry (versus 
happy) faces potentiate avoidance (versus approach) actions, indicating that cathodal tDCS reduced 
transfer of affective value to instrumental action. Error bars represent standard error of the mean. 
 
Additional analyses  
Complementary nonparametric tests of the composite score taking into account the whole 
sample including outliers showed results that are comparable with the above parametric 
tests. The stimulation groups (anodal/cathodal/sham) significantly differed on the affective 
biasing effect (Kruskal‐Wallis, adjusted for ties; χ2(2, N=118) = 6.42, p = 0.040). Cathodal 
stimulation reduced the affective biasing effect versus sham (Mann‐Whitney U; U = 519, p = 
0.016, r = 0.27); no other comparisons were significant (all U > 596). Follow‐up tests 
demonstrated a significant affective biasing effect in sham stimulation (one‐sample 
Wilcoxon rank; Mdn = 0.43, Z = 2.47, p = 0.013, r = 0.39); but not within the cathodal 
condition (Mdn = 0.11, Z = ‐.91, p = 0.365, r = 0.15); and a trend in anodal stimulation (Mdn 
= 0.24, Z = 1.67, p = 0.096, r = 0.26).  
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Results 
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2.26, p = 0.142, ηp2= 0.061). To further explore whether the cathodal tDCS effects on 
affective biasing of instrumental action depended on time, we ran the same ANOVA of RT 
including time as a within‐subject factor (transfer phase blocks: T1/T2/T3). There was no 
interaction effect of time (affect x action‐context x time x stimulation; F(1,102) = 0.29, p = 
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Taken together, these results suggest that cathodal tDCS rather than anodal tDCS reduced 
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Fig. 3. Affective biasing of instrumental action in terms of reaction time for anodal, cathodal and 
sham tDCS separately. Cathodal (versus sham) tDCS showed reduced degree to which angry (versus 
happy) faces potentiate avoidance (versus approach) actions, indicating that cathodal tDCS reduced 
transfer of affective value to instrumental action. Error bars represent standard error of the mean. 
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13479_Verena Ly_Layout.indd   117 04-01-16   15:22
Chapter 5 
 110 
Table 1. Raw mean data on the transfer phase of the affective decision making task 
 
Reaction time (ms)  Proportion go (%)  Composite z‐score 
 
Approach  Avoidance  Approach  Avoidance  Approach  Avoidance 
Anodal (N=36)     
Angry  980(27)  1047(29)  54.6(1.5)  52.1(2.0)  .17(.13)  ‐.15(.13) 
Happy  976(28)  1065(31)  55.1(1.5)  51.9(2.2)  .21(.13)  ‐.21(.14) 
Cathodal (N=34)     
Angry  940(21)  1060(27)  56.2(1.8)  52.7(2.0)  .37(.11)  ‐.16(.14) 
Happy  954(24)  1059(27)  55.3(1.9)  52.1(2.1)  .28(.12)  ‐.18(.14) 
Sham (N=35)     
Angry  1020(29)  1077(26)  55.5(1.5)  51.9(1.9)  .09(.12)  ‐.25(.13) 
Happy  976(27)  1097(26)  54.7(1.5)  51.0(1.8)  .19(.11)  ‐.35(.13) 
Values represent the means (SEM) of reaction times, proportion of go responses, and an overall 
score indexing the ability of making the response (composite z‐scores of the reaction time and 
proportion go). 
 
Instrumental learning   
An ANOVA of the overall proportion of correct responses demonstrated that participants 
learned well: they acquired the instrumental contingencies over time, and there were no 
differences between the stimulation groups in overall accuracy. Accuracy during the 
instrumental learning phase increased across the three blocks (main effect of time 
(L1/L2/L3); F(2,101) = 23.73, p < 0.001, ηp2 = 0.320; L3>L2>L1; all F > 12.10, p < 0.001). 
Crucially, there were no significant main or interaction effects of stimulation group 
(anodal/cathodal/sham), indicating that, across the task as a whole and irrespective of 
action‐context, the stimulation groups performed and learnt equally well (all F < 1.22, p > 
0.301).  
Accuracy was higher in the approach than in the avoidance action‐context (main effect of 
action‐context; F(1,102) = 7.99, p = 0.006, ηp2 = 0.073) and higher for go‐ versus nogo‐
responses (main effect of response; F(1,102) = 65.30, p < 0.001, ηp2 = 0.390). Furthermore, a 
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significant action‐context (approach/avoidance) x response (go/nogo) x time (L1/L2/L3) 
interaction (F(2,101) = 4.61, p = 0.012, ηp2=.084) showed that a go‐bias for approach versus 
avoidance actions (proportion of correct go versus nogo responses in approach versus 
avoidance action‐context) diminished after block 1 (action‐context x response x time [L1>L2];  
F(1,102) = 9.29, p = 0.003, ηp2 = 0.08), but remained stable after block 2 (action‐context x 
response x time [L2=L3]; F(1,102) = 0.395, p = 0.531, ηp2 = 0.004).  
 
Generalization of instrumental responses to the transfer phase  
An ANOVA of the proportion of correct responses in the last block of the instrumental 
learning phase (L3) and in the transfer phase blocks (T1/T2/T3) showed that the acquired 
instrumental responses generalized to the transfer phase.  Accuracy did change over time  
(main effect of time [L3/T1/T2/T3]; F(2,100) = 3.62, p = 0.016, ηp2 = 0.098), but this was due to 
an increase in accuracy during the transfer phase relative to the instrumental learning phase 
(time effect [T1>L3]; F(1,102) = 6.84, p = 0.010, ηp2 = 0.063), which remained stable during the 
transfer phase (time effect [T1=T2=T3]; all F < 1.59, p = 0.211). The increase in accuracy in 
the transfer phase might reflect the relatively more stable nature of responding during the 
transfer phase, in which probabilistic and thus occasional misleading feedback was no 
longer presented. Crucially, there were no significant main or interaction effects of 
stimulation (anodal/cathodal/sham), indicating that the stimulation groups performed 
equally well during the transfer phase and the transition between the learning and the 
transfer phase (all F < 0.978, p > 0.441). Moreover, performance of all groups during the 
transfer phase was above chance level (anodal (M = 62.2, SEM=2.72; t(35)=4.49, p < 0.001, d 
= 1.52); cathodal (M = 63.7, SEM = 3.09; t(33) = 4.44, p < 0.001, d = 1.55), sham (M = 65.3, 
SEM = 2.47; t(34) = 6.17, p < 0.001, d = 2.12). 
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Discussion 
The main aim of the current study was to assess whether affective biasing of instrumental 
action can be reduced using prefrontal tDCS. To this end we compared the effects of 
prefrontal anodal, cathodal and sham tDCS on a task that enables assessment of affective 
biasing of instrumental action by affective face‐stimuli in a double‐blind, randomized 
between‐group design. Our data demonstrate that affective biasing of instrumental action 
can indeed be reduced using prefrontal tDCS, and thus extend previous findings of increased 
affective biasing of action due to prefrontal brain stimulation (Volman et al., 2011). This 
finding is particularly relevant in light of psychiatric conditions that are characterized by 
excessive transfer of affective value to instrumental action, such as impulse control 
disorders and addictive disorders (Everitt et al., 2001; Dayan et al., 2006; Seymour et al., 
2008; Garofalo et al., 2015). This finding opens avenues to start exploring tDCS’s effect in 
these psychiatric conditions. For example, it would be interesting to assess whether tDCS 
can boost treatment effects in these psychiatric disorders. This is particularly of clinical 
interest considering the potential of tDCS as a tool for targeting the PFC as opposed to other 
brain stimulation techniques, such as transcranial magnetic stimulation; tDCS is relatively 
easy to apply, low in cost and relatively painless.  
The mechanisms of the current tDCS effects remain unclear. We describe at least three 
potential mechanisms below. In contrast with our main prediction, the reduction of 
affective biasing was obtained with cathodal rather than anodal tDCS. The observation that 
prefrontal cathodal (rather than anodal) tDCS abolished the transfer of affective value to 
instrumental action is remarkable given previous work showing that the PFC is involved in 
instrumental control and overriding affective biases (Balleine & Dickinson, 1998; Valentin et 
al., 2007; Balleine & O’Doherty, 2010; Volman et al., 2011; Guitart‐Masip et al., 2012; 
Cavanagh et al., 2013). Based on these previous findings, we expected to find the opposite – 
an increase in affective biasing – for cathodal stimulation, which has been suggested to 
reduce excitability (Nitsche & Paulus, 2002). However, we should also highlight studies that 
show an important role of PFC regions in Pavlovian‐instrumental interactions (Homayoun & 
Moghaddam, 2009; Balleine et al., 2011; Geurts et al., 2013). Indeed, regions of the PFC 
have been suggested to serve as cognitive control regions by supporting the convergence of 
disparate information through local connections and interconnections with other brain 
structures, thereby orchestrating complex behavior, including affective biases of action 
(Miller & Cohen, 2001). Recent findings suggest that, for instance, the ventromedial PFC 
may function as a hub that integrates input from different systems for value computation, 
and translates these signals into affective behavior (Kable & Glimcher, 2007; Rangel et al., 
2008; Roy et al., 2012; Wunderlich et al., 2012). Thus, one possibility is that prefrontal 
cathodal tDCS decreased excitability in neural populations crucial for the integration of 
Pavlovian and instrumental signals: reduced integration of the affective value from the 
affective faces at the moment of decision may thus have resulted in decreased biasing of 
instrumental action by affective value.  
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An alternative possibility is that the observed effects reflect a paradoxical potentiation of 
instrumental control per se. Instead of decreasing neural excitability, cathodal tDCS might 
have paradoxically increased the neural excitability in the targeted brain region. The 
dichotomy between anode‐excitatory and cathode‐inhibitory may be an oversimplification 
of the tDCS mechanisms, and has not been established outside the motor cortex (Horvath et 
al., 2015). Moreover, prior work has demonstrated that inhibitory effects of cathodal 
stimulation can reverse depending on the timing, duration and intensity of stimulation 
(Batsikadze et al., 2013; Pirulli et al., 2014). For instance, Batsikadze et al. (2013) have 
shown that cathodal tDCS (2mA for 20 min) resembled the effects of anodal tDCS and 
enhanced cortical excitability, whereas cathodal tDCS with lower intensity (1mA) for the 
same duration resulted in decreased excitability. However, the fact that we did not observe 
an effect of anodal tDCS suggests that a different mechanism may underlie the current 
cathodal effects. In future work, multi‐modal imaging methods could be combined with 
independent measures of goal‐directed instrumental control to disentangle the two 
hypotheses regarding the mechanistic basis of the observed effect of cathodal tDCS.  
It is unlikely that cathodal tDCS reduced affective biasing by altering other cognitive 
functions associated with the PFC, such as attention to the instrumental targets or to the 
affective faces (Daffner et al., 2000; Asplund et al., 2010). If cathodal tDCS would have 
impacted attentional processes, we would have expected reduced accuracy levels. However, 
as described in our results section, we did not observe an effect of tDCS on accuracy in the 
transfer phase and the transition between the instrumental learning and the transfer phase. 
The lack of these effects suggests that cathodal tDCS did not alter the processing of the 
instrumental targets themselves.  
It is important to note that caution is warranted when ascribing the effects of cathodal tDCS 
to the modulation of excitability in a specific region of the prefrontal cortex. Indeed given 
the complexity and size of the current experiment, we opted not to include yet another 
stimulation condition to control for anatomical specificity within the prefrontal cortex. 
Additionally, we cannot rule out the possibility that prefrontal cathodal tDCS influenced 
excitability in remote, yet interconnected subcortical areas, such as in the striatum and 
midbrain (Strafella et al. 2001; Takano et al., 2011; Van Schouwenburg et al., 2012; Chib et 
al., 2013); these areas are also associated with affective processing and affective modulation 
of instrumental behavior (Cardinal et al., 2002; Talmi et al., 2008; Geurts et al., 2013). In line 
with previous suggestions by Bestmann and colleagues (2015), we suggest that considerable 
work is necessary to establish the precise mechanism underlying the effect of our cathodal 
tDCS protocol.   
Taken together, our results demonstrate the potential utility of prefrontal tDCS as a tool for 
reducing affective biasing of instrumental behavior. Our finding that prefrontal cathodal 
tDCS abolishes affective biasing of instrumental action strengthens the hypothesis that the 
PFC plays a crucial role in regulating interactions between distinct Pavlovian and 
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and translates these signals into affective behavior (Kable & Glimcher, 2007; Rangel et al., 
2008; Roy et al., 2012; Wunderlich et al., 2012). Thus, one possibility is that prefrontal 
cathodal tDCS decreased excitability in neural populations crucial for the integration of 
Pavlovian and instrumental signals: reduced integration of the affective value from the 
affective faces at the moment of decision may thus have resulted in decreased biasing of 
instrumental action by affective value.  
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An alternative possibility is that the observed effects reflect a paradoxical potentiation of 
instrumental control per se. Instead of decreasing neural excitability, cathodal tDCS might 
have paradoxically increased the neural excitability in the targeted brain region. The 
dichotomy between anode‐excitatory and cathode‐inhibitory may be an oversimplification 
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shown that cathodal tDCS (2mA for 20 min) resembled the effects of anodal tDCS and 
enhanced cortical excitability, whereas cathodal tDCS with lower intensity (1mA) for the 
same duration resulted in decreased excitability. However, the fact that we did not observe 
an effect of anodal tDCS suggests that a different mechanism may underlie the current 
cathodal effects. In future work, multi‐modal imaging methods could be combined with 
independent measures of goal‐directed instrumental control to disentangle the two 
hypotheses regarding the mechanistic basis of the observed effect of cathodal tDCS.  
It is unlikely that cathodal tDCS reduced affective biasing by altering other cognitive 
functions associated with the PFC, such as attention to the instrumental targets or to the 
affective faces (Daffner et al., 2000; Asplund et al., 2010). If cathodal tDCS would have 
impacted attentional processes, we would have expected reduced accuracy levels. However, 
as described in our results section, we did not observe an effect of tDCS on accuracy in the 
transfer phase and the transition between the instrumental learning and the transfer phase. 
The lack of these effects suggests that cathodal tDCS did not alter the processing of the 
instrumental targets themselves.  
It is important to note that caution is warranted when ascribing the effects of cathodal tDCS 
to the modulation of excitability in a specific region of the prefrontal cortex. Indeed given 
the complexity and size of the current experiment, we opted not to include yet another 
stimulation condition to control for anatomical specificity within the prefrontal cortex. 
Additionally, we cannot rule out the possibility that prefrontal cathodal tDCS influenced 
excitability in remote, yet interconnected subcortical areas, such as in the striatum and 
midbrain (Strafella et al. 2001; Takano et al., 2011; Van Schouwenburg et al., 2012; Chib et 
al., 2013); these areas are also associated with affective processing and affective modulation 
of instrumental behavior (Cardinal et al., 2002; Talmi et al., 2008; Geurts et al., 2013). In line 
with previous suggestions by Bestmann and colleagues (2015), we suggest that considerable 
work is necessary to establish the precise mechanism underlying the effect of our cathodal 
tDCS protocol.   
Taken together, our results demonstrate the potential utility of prefrontal tDCS as a tool for 
reducing affective biasing of instrumental behavior. Our finding that prefrontal cathodal 
tDCS abolishes affective biasing of instrumental action strengthens the hypothesis that the 
PFC plays a crucial role in regulating interactions between distinct Pavlovian and 
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instrumental control systems (Homayoun & Moghaddam, 2009; Balleine et al., 2011; 
Volman et al., 2011; Guitart‐Masip et al., 2012; Cavanagh et al., 2013). However, unlike prior 
work with human volunteers (Volman et al., 2011; Guitart‐Masip et al., 2012; Cavanagh et 
al., 2013), the present finding raises the possibility that the role of the PFC is not restricted 
to overriding Pavlovian biases, but extends to promoting synergism between Pavlovian and 
instrumental systems.  Accordingly, the present findings represent an important step in 
inspiring future research into the mechanisms by which the PFC contributes to regulating 
affective biases. Finally, given the relevance of enhancing optimal decisions in society and 
clinical practice, future research, for instance using multi‐modal imaging methods to specify 
the underlying mechanism of the current findings, may have significant theoretical and 
practical implications.  
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The studies in this thesis have provided insights into the psychological and neural processes 
involved in affective biasing of instrumental behavior, and their role in social behavioral 
deficits.  
My work was embedded in literature on multiple behavioral control systems, which 
suggests that affective influences on behavior depend on interactions between Pavlovian or 
‘affective’ and instrumental control systems (Dickinson & Balleine, 1994; Cardinal et al., 
2002; Rangel et al., 2008; Huys et al., 2011; Dolan & Dayan, 2013; Guitart‐Masip et al., 2014). 
According to this literature, Pavlovian control allows us to adapt to our environment by 
regulating innately specified responses to stimuli. This system involves a coupling between 
valence and action: appetitive value is coupled with activation and approach, whereas 
aversive value is coupled with inhibition and avoidance. In contrast, instrumental control is 
independent of this valence‐action coupling and allows us to learn new actions in order to 
obtain goals. However, instrumental control closely interacts with the Pavlovian control 
system, which may lead to synergy, but also interference between the two. 
The main goal of this thesis was to investigate the role of these Pavlovian and instrumental 
control systems and their interaction in the affective biasing of behavior in a social 
emotional context. Additionally, I tested the relevance of these mechanisms in severely 
debilitating social behavioral deficits, such as social avoidance behavior and instrumental 
aggression. In the present chapter I will first briefly summarize my studies with its main 
findings. Subsequently, I will describe how my work contributes to a better understanding of 
the mechanisms that underlie affective biasing of instrumental behavior. Furthermore, I will 
highlight the clinical relevance of my fundamental work by demonstrating that the 
interaction between affect and instrumental behavior can go awry in people who show 
increased social avoidance and instrumental aggressive behavior. I will conclude my thesis 
with limitations and a future outlook. 
 
Summary 
 
The first part of my thesis focused on the neurocognitive mechanisms of social avoidance 
behavior, which is hypothesized to involve abnormal Pavlovian‐instrumental interactions. 
Despite the crucial role of avoidance behavior in social anxiety, research in this field has 
been mainly focused on affective processing rather than avoidance behavior (Schneider et 
al., 1999; Hermann et al., 2002; Veit et al., 2002). To better understand the neurocognitive 
mechanisms of social avoidance behavior, my work focused on the consequences of 
affective processing for behavior rather than on affective processing itself. This part of my 
thesis consists of two chapters that describe studies using an individual differences 
approach. 
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In Chapter 2 I have compared groups of high and low socially anxious participants on an 
avoidance conditioning paradigm to test whether high compared with low socially anxious 
participants would be faster in acquiring avoidance behavior in an aversive context. In 
addition, I tested whether differences in avoidance acquisition would be mediated by 
differences in the cognitive expectancy of an aversive outcome during avoidance 
conditioning. This analysis is particularly relevant as converging evidence suggests that 
cognitive biases may play an important role in social avoidance through mediating Pavlovian 
and instrumental components (Clark & Wells, 1995; Rapee & Heimberg, 1997; Mitchell & 
Lovibond, 2002; Lovibond & Shanks, 2002; De Houwer et al., 2005). Overall, the results 
showed that the cognitive expectancy of an aversive outcome, as measured with online 
subjective reports, tracked the acquisition of avoidance behavior. This is in line with 
previous work suggesting that cognitive expectancy of aversive outcome may account for 
avoidance learning (Lovibond et al., 2007). Crucially, the high socially anxious group showed 
higher aversive outcome expectancy than the low socially anxious group during the initial 
phase of instrumental learning, when the avoidance response was still ambiguous; as well as 
when the opportunity for avoidance became unavailable. These higher expectations of 
aversive outcome in the high versus low socially anxious individuals may provide an 
explanation for altered behavioral processes in the form of overt avoidance and safety 
behaviors in daily life in socially anxious individuals (Clark & Wells, 1995). 
It is important to note though that these differences between high and low socially anxious 
individuals in terms of cognitive expectancy were not accompanied by differences in terms 
of avoidance behavior as assessed using the avoidance conditioning paradigm. Therefore, I 
chose a different approach in Chapter 3 that would be more sensitive for detecting 
individual differences in terms of behavior. Rather than focusing on the role of cognitive 
expectancy, I focused on the critical role of Pavlovian coupling of valence and action and its 
consequences for action‐selection in order to detail the behavioral control mechanisms 
underlying social avoidance. Existing literature with regard to disorders associated with 
social avoidance is conflicting, suggesting that exacerbated social avoidance behavior can be 
explained by either increased or reduced action inhibition in an aversive context (Cloninger, 
1987; Clark & Watson, 1991; Gray, 1994; Dayan & Huys, 2008; 2009). To gain better insight 
in the neurocognitive mechanisms underlying social avoidance behavior, I tested these 
opposing hypotheses using fMRI combined with a novel probabilistic instrumental learning 
task in high versus low socially avoidant individuals. A crucial feature of the task that 
enabled me to assess the Pavlovian action‐valence coupling was the independent 
manipulation of valence (aversive/angry versus appetitive/happy faces) and action (go‐ 
versus nogo‐responses). This design allowed me to assess the consequences of aversive 
processing for action and for the neural mechanisms implementing action, such as the 
striatum. The results revealed that high compared with low socially avoidant individuals 
showed reduced behavioral inhibition for angry relative to happy faces. This behavioral 
disinhibition correlated with greater striatal signaling during no‐go‐responses for angry 
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relative to happy faces. The findings concur with recent theories about aversive disinhibition 
and affective disorders and raise the hypothesis that a social avoidant coping style is a 
secondary consequence of disinhibition of action and striatal signaling in the context of 
social threat. Crucially, these findings relate to the idea from Chapter 2 that increased 
aversive thoughts may lead to coping strategies in the form of escape and avoidance 
behavior. They further suggest that reduced aversive inhibition or a reduced Pavlovian 
tendency to inhibit aversive thoughts may represent the mechanism underlying increased 
aversive thoughts and social avoidance behavior. 
 
Chapter 1 and 2 showed that affective stimuli can bias (instrumental) behavior. However, 
the paradigms that were used in these chapters were not suitable for assessing whether the 
behavioral effects reflect a Pavlovian response itself or the Pavlovian control of instrumental 
behavior. More specifically, they did not speak to the degree to which Pavlovian and 
instrumental control interact at the level of motivational valence and not at the level of 
motor output. The main aim of part two of this thesis was to gain better insights in the 
interplay between Pavlovian and instrumental control, and its role in affective biasing of 
instrumental action by social emotional stimuli.  
The aim of Chapter 4 was to directly test the hypothesis that affective biasing of 
instrumental action reflects effects of a (Pavlovian) system that regulates innately specified, 
evolutionarily preprogrammed responses. Furthermore, I tested whether affective biasing 
of instrumental action by emotional faces would involve Pavlovian‐instrumental interaction 
at the level of motivation valence. Specifically, I used an emotional decision making task 
combined with posturography to assess whether effects of emotional faces on instrumental 
action can be predicted by effects of emotional faces on bodily freezing, an innately 
specified response to aversive cues.  Participants learned whole body approach‐avoidance 
actions on a platform through monetary feedback, while being primed by emotional faces 
(angry/happy). The data evidenced an action‐specific effect of affective biasing of 
instrumental behavior. Thus, angry relative to happy faces slowed instrumental approach 
relative to avoidance responses. Critically, individual differences in this emotional biasing 
effect were predicted by individual differences in bodily freezing. This result suggests that 
affective biasing of instrumental action by emotional faces involves interaction with a 
Pavlovian system that controls innately specified responses, and that the Pavlovian‐
instrumental interaction occurs at the level of motivation – it is the affective value of the 
emotional faces that transfers to and interacts with instrumental approach‐avoidance 
actions. 
To assess the clinical relevance of Pavlovian‐instrumental interactions, I studied the 
affective biasing of instrumental action in violent offenders with psychopathic tendencies in 
Chapter 5. This population seems to be characterized by reduced affective biasing of 
instrumental action. Individuals with psychopathic tendencies are typically not affected by 
social emotional experiences that would normally discourage instrumentally aggressive acts 
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(Glenn & Raine, 2009). Previous work on psychopathic tendencies mainly focused on 
aversive processing per se, and resulted in mixed findings (abnormal versus normal affective 
processing, e.g., Lykken, 1957; Glass & Newman, 2009). Instead, I investigated the 
consequences of aversive processing for instrumental behavior to gain a better 
understanding of the behavioral anomalies in this population. I compared groups of violent 
offenders with psychopathic tendencies and healthy controls on the emotional decision 
making task from Chapter 4 that allowed assessing the transfer of affective value to 
instrumental actions. Furthermore, I included control tasks to assess affective processing 
per se in both groups. Violent offenders showed normal affective responding, but reduced 
instrumental avoidance in the context of aversive (versus appetitive) stimuli compared with 
healthy controls. This suggests that violent offenders with psychopathic tendencies show a 
deficit in the transfer of affective value to systems that control instrumental action. These 
findings highlight the relevance of Pavlovian‐instrumental interactions in understanding 
behavior in individuals with psychopathic tendencies, such as instrumental aggression.  
Excessive transfer of affective value to instrumental behavior is thought to contribute 
behavioral anomalies. The brain region most commonly implicated in overriding affective 
biases of instrumental behavior is the prefrontal cortex. The aim of Chapter 6 was to assess 
the efficacy of frontal transcranial direct current stimulation (tDCS) in reducing affective 
biasing of instrumental action in young healthy volunteers. In a double‐blind, randomized 
group design, I compared performance effects of frontal anodal, cathodal and 
sham/placebo tDCS in a modified version of the emotional decision making task (Chapter 4). 
Results showed that frontal tDCS reduced transfer of affective value to instrumental action. 
Contrary to my hypothesis, this effect was seen for cathodal tDCS rather than anodal tDCS. 
These data strengthen the hypothesis that the prefrontal cortex plays a crucial role in the 
affective modulation of instrumental behavior. Furthermore, the results demonstrate the 
utility of frontal tDCS as a potential tool for reducing affective biases of instrumental 
behavior, thus opening avenues for research on new interventions for psychiatric disorders 
that are accompanied by excessive transfer of affective value.  
 
Mechanisms underlying affective biasing of instrumental behavior 
 
Overall, the studies of my thesis support the hypothesis that Pavlovian‐instrumental 
interactions may account for affective biasing of behavior by social emotional stimuli. In 
Chapter 3 I have used an instrumental learning task with emotional faces in which valence 
(angry versus happy) and response requirement (activation [go] versus inhibition [nogo]) 
were manipulated independently. Data (of the low avoidant individuals) showed that angry 
faces potentiated behavioral inhibition and suppressed activation; whereas happy faces 
potentiate activation and suppressed inhibition. This asymmetry in responding 
demonstrates the characteristic strength of a Pavlovian response that depends on a 
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coupling between valence and action; and its impact on instrumental behavior. These 
results agree with findings from other research groups that used similar orthogonal 
manipulation of valence and action in their design, and additionally extend these findings to 
the use of emotional faces instead of reward‐ and punishment associated cues (Huys et al., 
2011; Guitart‐Masip et al., 2011; 2012). 
In Chapter 4 I extended this work by using a novel paradigm to address the action‐specificity 
(approach versus avoidance) of these Pavlovian‐instrumental interactions; and crucially, to 
test more directly that instrumental action involves interaction with a Pavlovian system at 
the level of motivational valence and not for instance, at the level of motor output. 
Specifically, unlike traditional (upper‐extremity) approach‐avoidance tasks (Rotteveel & 
Phaff, 2004; Markmann & Brendl, 2005), instrumental approach and avoidance required the 
same motor ‘go’‐response for instrumental approach and avoidance in this novel task.  
Furthermore, the direction of the affective response axis and the direction of the 
instrumental approach/avoidance were orthogonalized; that is, the direction of the 
instrumental response (left‐rightward) was orthogonal to the forward‐backward movement 
direction, which has traditionally been associated with approach‐avoidance. These novel 
features enabled us to disentangle whether Pavlovian‐instrumental interaction occurs at the 
level of motivational valence rather than at the level of motor output. Using this task, I have 
demonstrated that angry faces did not potentiate all ‘go’‐responses, but only those ‘go’‐
responses labeled as avoidance. The ‘go’‐responses labeled as approach were suppressed by 
angry faces. In contrast, happy faces potentiated ‘approach‐go’‐responses and suppressed 
‘avoid‐go’‐responses. The fact that this effect is observed regardless of the instrumental 
outcome value (as all responses have the same expected value in the task design), suggests 
that the affective influences depended fully on the intrinsic value of approach and 
avoidance. Finally, using a unique combination of this emotional decision making task with 
posturography, I demonstrated that the effects of emotional faces on instrumental action 
can be predicted by effects of emotional faces on bodily freezing, one of the most widely 
recognized Pavlovian reactions to threat (Blanchard et al. 2001). These findings convincingly 
show that affective biasing of instrumental action involves interaction with the Pavlovian 
system at the level of motivational valence. Moreover, they are in line with recent findings 
from human Pavlovian‐instrumental transfer studies (PIT), which have demonstrated similar 
Pavlovian‐instrumental interactions (Huys et al., 2011; Geurts et al., 2013). These PIT 
paradigms consist of Pavlovian and instrumental conditioning in separate phases, followed 
by a test phase, where the Pavlovian influences on instrumental action are assessed. 
However, here we demonstrated similar Pavlovian‐instrumental interactions by exploiting 
the effects of the intrinsic value of the emotional faces during instrumental learning.  
The results from research elucidating the neural basis of Pavlovian‐instrumental interaction 
in humans are far from conclusive at this point. However, the available data thus far are 
consistent with animal studies (see Cardinal et al., 2002; Balleine, 2005, for reviews of 
animal literature). For instance, the dorsal part of the striatum has been shown to be 
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involved in instrumental control as evidenced by its modulation by action‐outcome 
contingencies during instrumental learning (O’Doherty et al., 2004; Tanaka et al., 2008; 
Liljeholm et al., 2011). The amygdala and the ventral striatum have been shown to be 
involved in human PIT, possibly by supporting the input of Pavlovian value and modulation 
of instrumental action (Talmi et al., 2008; Geurts et al., 2013). Evidence from a series of 
experiments crossing outcome valence (reward versus punishment) and action (activation 
versus inhibition) suggests an alternative, although not mutually exclusive, neural 
representation of Pavlovian and instrumental influences. This line of research suggests that 
the striatum and the substantia nigra pars compacta/ventral tegmental area (SN/VTA)  
predominantly code for action value rather than outcome valence before the requirement 
of an action, possibly mediated by ascending monoaminergic dopamine and serotonin 
systems (Cools et al., 2011; Guitart‐Masip et al., 2014). Whereas the dopaminergic system is 
involved in generating active behavior and reward prediction, the serotonergic system is 
affiliated with behavioral inhibition and aversive processing.  
The prefrontal cortex (PFC) complements the above by its involvement in instrumental 
control and overriding affective biases via connections with subcortical structures (Guitart‐
Masip et al., 2012; Volman et al., 2011; Cavanagh et al., 2013; Geurts et al., 2013). In 
Chapter 6, I investigated this function of the PFC by assessing whether tDCS targeting the 
anterior PFC was able to reduce affective biasing of instrumental action in young healthy 
volunteers. Data showed that prefrontal tDCS was indeed able to reduce affective biasing, 
but to our surprise, we found that prefrontal cathodal tDCS (believed to reduce excitability), 
rather than anodal tDCS (believed to enhance excitability), reduced the affective biasing of 
instrumental action. This finding raises the possibility that the role of the PFC is not 
restricted to overriding affective biases, but extends to promoting synergism between 
Pavlovian and instrumental control systems. Although we have to be cautious with our 
mechanistic explanation due to interpretational limitations of the tDCS effects as pointed 
out in the experimental chapter, this hypothesis is in line with studies showing that regions 
in the PFC, such as the medial and the orbital frontal cortex, play an important role in the 
integration of Pavlovian and instrumental signals (Homayoun et al., 2009; Balleine et al., 
2011). Future research, for instance using multi‐modal methods, is needed to understand 
the underlying mechanisms of the tDCS effects in Chapter 6. Specifically, it could allow us to 
test whether cathodal tDCS reduced activity in prefrontal regions that are crucial for the 
integration of Pavlovian and instrumental signals, or rather paradoxically increased activity 
in important prefrontal control regions. This clarification may not only have important 
practical, but also significant theoretical implications about the role of the PFC in affective 
biasing of instrumental actions. 
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test more directly that instrumental action involves interaction with a Pavlovian system at 
the level of motivational valence and not for instance, at the level of motor output. 
Specifically, unlike traditional (upper‐extremity) approach‐avoidance tasks (Rotteveel & 
Phaff, 2004; Markmann & Brendl, 2005), instrumental approach and avoidance required the 
same motor ‘go’‐response for instrumental approach and avoidance in this novel task.  
Furthermore, the direction of the affective response axis and the direction of the 
instrumental approach/avoidance were orthogonalized; that is, the direction of the 
instrumental response (left‐rightward) was orthogonal to the forward‐backward movement 
direction, which has traditionally been associated with approach‐avoidance. These novel 
features enabled us to disentangle whether Pavlovian‐instrumental interaction occurs at the 
level of motivational valence rather than at the level of motor output. Using this task, I have 
demonstrated that angry faces did not potentiate all ‘go’‐responses, but only those ‘go’‐
responses labeled as avoidance. The ‘go’‐responses labeled as approach were suppressed by 
angry faces. In contrast, happy faces potentiated ‘approach‐go’‐responses and suppressed 
‘avoid‐go’‐responses. The fact that this effect is observed regardless of the instrumental 
outcome value (as all responses have the same expected value in the task design), suggests 
that the affective influences depended fully on the intrinsic value of approach and 
avoidance. Finally, using a unique combination of this emotional decision making task with 
posturography, I demonstrated that the effects of emotional faces on instrumental action 
can be predicted by effects of emotional faces on bodily freezing, one of the most widely 
recognized Pavlovian reactions to threat (Blanchard et al. 2001). These findings convincingly 
show that affective biasing of instrumental action involves interaction with the Pavlovian 
system at the level of motivational valence. Moreover, they are in line with recent findings 
from human Pavlovian‐instrumental transfer studies (PIT), which have demonstrated similar 
Pavlovian‐instrumental interactions (Huys et al., 2011; Geurts et al., 2013). These PIT 
paradigms consist of Pavlovian and instrumental conditioning in separate phases, followed 
by a test phase, where the Pavlovian influences on instrumental action are assessed. 
However, here we demonstrated similar Pavlovian‐instrumental interactions by exploiting 
the effects of the intrinsic value of the emotional faces during instrumental learning.  
The results from research elucidating the neural basis of Pavlovian‐instrumental interaction 
in humans are far from conclusive at this point. However, the available data thus far are 
consistent with animal studies (see Cardinal et al., 2002; Balleine, 2005, for reviews of 
animal literature). For instance, the dorsal part of the striatum has been shown to be 
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involved in instrumental control as evidenced by its modulation by action‐outcome 
contingencies during instrumental learning (O’Doherty et al., 2004; Tanaka et al., 2008; 
Liljeholm et al., 2011). The amygdala and the ventral striatum have been shown to be 
involved in human PIT, possibly by supporting the input of Pavlovian value and modulation 
of instrumental action (Talmi et al., 2008; Geurts et al., 2013). Evidence from a series of 
experiments crossing outcome valence (reward versus punishment) and action (activation 
versus inhibition) suggests an alternative, although not mutually exclusive, neural 
representation of Pavlovian and instrumental influences. This line of research suggests that 
the striatum and the substantia nigra pars compacta/ventral tegmental area (SN/VTA)  
predominantly code for action value rather than outcome valence before the requirement 
of an action, possibly mediated by ascending monoaminergic dopamine and serotonin 
systems (Cools et al., 2011; Guitart‐Masip et al., 2014). Whereas the dopaminergic system is 
involved in generating active behavior and reward prediction, the serotonergic system is 
affiliated with behavioral inhibition and aversive processing.  
The prefrontal cortex (PFC) complements the above by its involvement in instrumental 
control and overriding affective biases via connections with subcortical structures (Guitart‐
Masip et al., 2012; Volman et al., 2011; Cavanagh et al., 2013; Geurts et al., 2013). In 
Chapter 6, I investigated this function of the PFC by assessing whether tDCS targeting the 
anterior PFC was able to reduce affective biasing of instrumental action in young healthy 
volunteers. Data showed that prefrontal tDCS was indeed able to reduce affective biasing, 
but to our surprise, we found that prefrontal cathodal tDCS (believed to reduce excitability), 
rather than anodal tDCS (believed to enhance excitability), reduced the affective biasing of 
instrumental action. This finding raises the possibility that the role of the PFC is not 
restricted to overriding affective biases, but extends to promoting synergism between 
Pavlovian and instrumental control systems. Although we have to be cautious with our 
mechanistic explanation due to interpretational limitations of the tDCS effects as pointed 
out in the experimental chapter, this hypothesis is in line with studies showing that regions 
in the PFC, such as the medial and the orbital frontal cortex, play an important role in the 
integration of Pavlovian and instrumental signals (Homayoun et al., 2009; Balleine et al., 
2011). Future research, for instance using multi‐modal methods, is needed to understand 
the underlying mechanisms of the tDCS effects in Chapter 6. Specifically, it could allow us to 
test whether cathodal tDCS reduced activity in prefrontal regions that are crucial for the 
integration of Pavlovian and instrumental signals, or rather paradoxically increased activity 
in important prefrontal control regions. This clarification may not only have important 
practical, but also significant theoretical implications about the role of the PFC in affective 
biasing of instrumental actions. 
 
 
13479_Verena Ly_Layout.indd   131 04-01-16   15:23
Chapter 7 
 124 
Altered affective biasing of instrumental behavior in social 
behavioral deficits 
 
Whereas previous work on social psychopathology, such as social anxiety and psychopathy 
has focused on affective processing per se, I propose that studying the consequences of 
affective processing for instrumental behavior may provide a better understanding of the 
anomalies accompanying these disorders. Based on my findings, abnormal Pavlovian‐
instrumental interactions may help us understand social behavioral deficits, such as social 
avoidance and instrumental aggression. Interestingly, both social avoidance and 
instrumental aggression were found to be associated with reduced influence of (aversive) 
affective cues on instrumental behavior.  
 
Social avoidance as a secondary consequence of aversive disinhibition 
My studies in Chapters 2 and 3 suggest that social avoidance may be a consequence of 
cognitive biases. In Chapter 2, I compared high and low socially anxious individuals on an 
avoidance conditioning paradigm, in which I assessed online cognitive expectancy of an 
aversive outcome. Data revealed that high versus low socially anxious individuals showed 
increased expectancy of aversive outcome in an ambiguous situation. Moreover, low versus 
high socially anxious individuals showed unrealistically lower expectancy of aversive 
outcome in a high threat situation. These findings suggest that increased negative 
expectancies and/or a lack of optimism bias in socially anxious individuals may lead to 
higher susceptibility to adopt avoidance and safety behaviors. Similar cognitive biases in 
affective disorders related to serotonin‐deficiencies have been reported elsewhere (Beck & 
Clark, 1997; Mogg & Bradley, 1998; Mathews & MacLeod, 2005). My results in Chapter 3 
suggest that aversive disinhibition of behavior and striatal signaling may underlie the 
alteration in cognitive expectancies and hence social avoidance behavior. The finding 
suggesting aversive disinhibition in social avoidance may seem paradoxical given that 
aversive‐related behaviors (e.g., avoidance and inhibition) have often been associated with 
affective disorders accompanied with enhanced aversive processing. In fact, previous 
studies using upper‐extremity affective approach‐avoidance tasks have demonstrated 
increased avoidance responses towards angry (and even appetitive) face‐stimuli in socially 
anxious individuals (Heuer et al., 2007; Roelofs et al., 2009). However, as discussed 
previously, the effects that are found with these tasks may potentially be a reflection of the 
automatic (Pavlovian) action tendencies itself rather than its impact on action‐selection. It is 
important to note that the high socially avoidant individuals of my study show this aversive 
disinhibition, despite enhanced aversive processing as evidenced by their enhanced 
amygdala signaling for aversive versus appetitive stimuli. This suggests that high socially 
anxious individuals are able to process the aversive value, but that the transfer of their 
affective response to instrumental action‐selection is reduced. This is in line with 
contemporary neurochemical theories suggesting that serotonin‐related affective disorders 
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(often accompanied with social avoidance symptoms) reflect a failure to inhibit aversive 
thoughts and actions (Dayan & Huys, 2008; 2009). The Pavlovian tendency to inhibit one’s 
thoughts and actions in the prospect of aversion, a coupling regulated by serotonin, may 
help us in decision making by biasing our goal‐directed behavior. As a consequence, this 
Pavlovian tendency that terminates every thought leading to a negative state can result in 
an optimism bias. A lack of this bias in individuals suffering from serotonin‐related affective 
disorders may thus lead to more negative assumptions and situations being perceived as 
more threatening. In turn, they might use more escape and avoidance behavior as a coping 
strategy to enhance personal safety (Kearney, 2004). By analogy, and in line with my 
findings in Chapter 2, a failure to inhibit aversive thoughts and actions could be the 
underlying mechanism of social avoidance.  
 
Future work should resolve the apparent paradox as described above that arises from the 
results of Chapter 3 and previous work that demonstrated increased angry‐induced 
avoidance in social anxiety (Roelofs et al., 2009); for instance, by using a design that would 
allow to assess and disentangle the Pavlovian response and its control of instrumental 
actions, as well as the consequences for social avoidance. 
 
Instrumental aggression and reduced affective influences on instrumental behavior 
The empirical data from Chapter 5 are the first to show reduced affective influence on 
instrumental behavior in violent offenders with psychopathic tendencies rather than 
reduced affective responding to affective stimuli per se, relative to controls. Thus, altered 
Pavlovian‐instrumental interactions may underlie instrumental aggressive behavior in this 
population. Although instrumental aggression is a feature specific to psychopathy, it is 
important to note that psychopathic individuals also show reactive aggression (Blair, 2011). 
Reactive aggression is regarded as a form of impulsivity, and has been linked to decreased 
aversive inhibition of behavior and serotonergic abnormalities (Linnoila et al., 1983; 1992). 
These two forms of aggression have not been clearly distinguished in the aggression 
literature, although it has been suggested that they should reflect a different neural basis 
(Blair, 2011). Given the heterogeneity in psychopathic offenders, it is of particular 
importance to distinguish between the different types of aggression and compare these 
directly in future studies.  
These chapters focusing on altered affective biasing of instrumental action suggest that 
changes in Pavlovian‐instrumental interactions may underlie social behavioral deficits in 
psychiatric disorders. Future research should specify the exact neurobiological mechanisms 
underlying altered Pavlovian‐instrumental interactions in these social behavioral deficits. 
Not only will this increase our understanding of the complex behavioral anomalies, but it 
could also lead to advances in therapies targeted at psychiatric disorders. 
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could also lead to advances in therapies targeted at psychiatric disorders. 
 
 
13479_Verena Ly_Layout.indd   133 04-01-16   15:23
Chapter 7 
 126 
Limitations and future outlook 
 
There are a few limitations in the studies of this thesis. In Chapters 3 and 5, I found an 
affective biasing effect on instrumental behavior by emotional faces in terms of choice, 
whereas in Chapters 4 and 6, this bias was only found in terms of reaction times. I was 
puzzled by this discrepancy. One explanation for the discrepancy is the influence of 
response time window that was available. In Chapter 3, the response window was shorter 
and in Chapter 5, the participants had slower mean reaction times compared with the other 
studies. However, we did not observe a trade off in mean reaction time and affective biasing 
effect reflected in choice within the studies. Thus, it remains to be assessed whether this 
discrepancy in terms of the dependent variable reflects affective influences on the same 
processes or not. Future studies could control for individual differences in mean reaction 
time by adapting the response windows based on these individual differences. On a general 
note, it is common in most studies that focus on affective influences on behavior or action 
control to examine differences in dependent variables such as latency and response rate as 
an index of variations in affective influences or efficacy of control (Lovibond, 1983; Huys et 
al., 2011; Volman et al., 2011; Geurts et al., 2013). However, it should be noted that 
differences on these measures actually reflect more than one cognitive process (Verbruggen 
et al., 2014). Future studies should consider these different ‘latent’ processes, such as signal 
detection, action‐selection and action‐execution that may contribute in different ways to 
variations in latency or response rate in the context of affective influences on instrumental 
action. 
 Although I studied affective influences in an instrumental learning context (Chapters 2‐5), 
these studies were not designed for the investigation of affective influences on instrumental 
learning itself. Nevertheless, I do acknowledge the important contribution of learning to 
behavioral control in my studies as well. During initial instrumental learning, behavior can 
start off as deliberate and can become progressively more automatic through experience, 
controlled by a shift from the goal‐directed to the habitual instrumental system (Dickinson, 
1985; Tricomi et al., 2009). Moreover, there are individual differences in susceptibility to the 
formation of habits (De Wit et al., 2012). Although my data did not show differences in 
affective influence over time, it remains an interesting open question whether affective 
influences impact the goal‐directed or the habitual instrumental system differently. At this 
point, literature points towards a model‐free habit system, that is more vulnerable to 
Pavlovian influences than the flexible model‐based goal‐directed system (Dickinson et al., 
1995; Holland et al. 2004; Daw et al., 2005). Future studies should investigate this open 
question by employing tasks that clearly separate the two forms of instrumental control. 
Such a design could ultimately provide a better understanding of the mechanisms that give 
rise to functional and dysfunctional affective influences on instrumental behavior. 
General Discussion 
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Future research is needed to detail the exact neurobiological mechanism underlying 
Pavlovian‐instrumental interactions. The use of a more mechanistic perspective can provide 
a better understanding of how the brain regulates Pavlovian‐instrumental interactions. One 
way to investigate the causal relationships between the systems is using intervention 
studies. The findings of Chapter 6 call for further investigation on the neural mechanisms 
underlying the observed tDCS effects and the precise role of the PFC in Pavlovian‐
instrumental interaction. Future studies using multi‐modal neuroimaging methods (e.g., 
combining fMRI and brain stimulation) could be of great value in providing us with a better 
understanding of the mechanisms underlying the observed behavioral effects of tDCS. For 
instance, such an approach would allow us to examine effects of tDCS on neural network 
connectivity and on remote brain regions rather than just the effects below the stimulation 
site (e.g., Van Schouwenburg et al., 2012; Chib et al., 2013).  
Furthermore, a logical next step would be to directly manipulate the serotonergic and 
dopaminergic systems in pharmacological studies to assess their influence on Pavlovian‐
instrumental interactions. Indeed, recent pharmacological work in humans has shown that 
dopaminergic manipulations could enhance striatal activation in an appetitive context, 
whereas serotonin depletion could reduce aversive inhibition (Crockett et al., 2009; Guitart‐
Masip et al., 2012; Geurts et al., 2013). However, the precise neural mechanisms of 
dopamine’s and serotonin’s effects are currently unclear.  
Additionally, future work could benefit from combining suitable behavioral paradigms 
assessing Pavlovian‐instrumental interactions with dynamic causal modeling (Friston et al., 
2003) for fMRI to infer the causal relationships between the behavioral controllers in the 
brain and to assess the precise role of prefrontal control in regulating Pavlovian‐
instrumental interactions. 
Finally, it would be interesting to investigate which factors contribute to the transition of 
functional to dysfunctional behavior. For this purpose, studies should consider manipulating 
state‐dependent factors, such as stress, mood, and fatigue. For instance, stress has been 
shown to reduce cognitive control, and induce a shift from goal‐directed instrumental 
control to more habitual instrumental control (Schwabe et al., 2011; Otto et al. 2013). Given 
the potential impact of such state‐dependent factors on behavior, a better understanding of 
which processes are influenced by these factors may advance the development of 
(preventative) interventions targeted at behavioral anomalies. 
Much future work is needed to understand the involvement of Pavlovian‐instrumental 
interactions in more complex processes in daily life. Goal‐directed instrumental actions in 
daily life are often complex and composed of multiple sequential actions that need to be 
carried out to obtain a certain outcome. For instance, in order to eat a cake, I have to first 
move towards the oven before I can turn it off and take out the cake. To understand the 
organization of such complex sequential actions, recent work has started to use ideas from 
hierarchical reinforcement learning, which involves the introduction of a set of temporally 
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Limitations and future outlook 
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extended multi‐action subroutines or skills (Botvinick, 2012; Botvinick & Weinstein, 2014). 
This hierarchical approach may account for complex daily‐life decision problems, rather than 
just simple actions. Investigating the mechanisms of hierarchical reinforcement learning and 
its interactions with Pavlovian control could ultimately provide us a better understanding of 
how and at which stages Pavlovian control of instrumental action comes about in complex 
daily life decisions.  
Finally, a wide variety of common behaviors may be mediated by Pavlovian‐instrumental 
interactions. For instance, it has been suggested that complex social decisions may share 
common mechanisms with non‐social decision making, and rely on basic learning 
mechanisms (Ruff & Fehr, 2014). According to recent developments in social decision 
neuroscience, common processes may assign a value to social and non‐social factors via a 
neural circuit that is associated with the general representation of value. This circuit is 
believed to consist of the ventromedial prefrontal, orbitofrontal, and anterior cingulate 
cortex, insula, as well as subcortical areas, such as the striatum and the amygdala (Ruff & 
Fehr, 2014). Input of social information that can be incorporated in this network may be 
provided by other so‐called ‘mentalizing’ areas that are specifically involved in representing 
intentions, emotions or actions of other people, such as the dorsomedial prefrontal cortex 
and the temporoparietal junction (Amodio & Frith, 2006; Carter et al., 2012). It would be 
interesting, for instance, to investigate the effects of serotonergic and dopaminergic 
manipulations on decision making tasks that involve conditions with complex social 
information versus non‐social information to determine the role of these monoaminergic 
systems in value computation within social versus non‐social contexts.  
In conclusion, my work has generated many questions that need to be addressed in future 
research. Nevertheless, I think that this thesis has also brought us a step closer to 
understanding the processes involved in affective biasing of instrumental behavior. My work 
demonstrates the power of the Pavlovian response and its impact on instrumental behavior. 
Moreover, it has shown that the different behavioral control systems may interact at the 
level of motivational valence. Furthermore, my work underscores the use of a 
transdiagnostic approach by demonstrating the relevance of Pavlovian‐instrumental 
interactions for different psychiatric deficits. I hope that my work will stimulate cross‐talk 
between the fields of affective science and decision making, and will promote translational 
research from animals to humans in these fields. Ultimately, this would help us to better 
understand affective biases of behavior; and could serve as an empirical basis for the 
development of better treatment for psychiatric disorders.  
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Nederlandse Samenvatting 
 
De rol van emotie 
Stel je eens voor dat je al 5 jaar een trouwe werknemer bent bij een succesvol bedrijf. De 
afgelopen maanden is de gedachte bij je opgekomen om een salarisverhoging te vragen. Het 
komt goed uit dat je vandaag je jaarlijkse evaluatie hebt met je baas. Een goed moment om 
je wens voor een salarisverhoging te bespreken! Voordat je het kantoor van je baas 
betreedt, maak je een mooie lijst van argumenten die laat zien dat je een salarisverhoging 
echt verdient. Terwijl je vastberaden bent om je beloning te innen met behulp van die 
argumenten, klop je op de kantoordeur van je baas. Wanneer je de deur opent, stokt je 
adem...Je baas zit daar achter het bureau met een knalrood hoofd, zijn wenkbrauwen 
laagstaand, ogen wijd open gesperd, en de tanden bloot (maar niet van het lachen!). Het 
lijkt erop dat hij boos en geïrriteerd is van zijn laatste telefoontje. Kort erna en sneller dan je 
had verwacht, sta je weer buiten het kantoor. Je hebt je mond maar gehouden over die 
salarisverhoging. Misschien kun je beter wachten op een beter moment... Wat heeft ervoor 
gezorgd dat je hier bent afgeweken van je originele plan? 
Een cruciale rol was bij het voorafgaande weggelegd voor je emoties. Emoties hebben grote 
invloed op ons gedrag en onze beslissingen. Vaak zijn emotionele invloeden op ons gedrag 
erg nuttig (zoals in bovenstaand voorbeeld), maar we weten ook dat emoties ons 
doelgerichte gedrag soms in de weg kunnen zitten. Bijvoorbeeld wanneer je nooit om een 
salarisverhoging durft te vragen vanwege je angst voor een afkeurende baas. Er wordt 
gedacht dat abnormale invloeden van emoties op gedrag een belangrijke rol spelen in 
psychiatrische condities, die gekenmerkt worden door afwijkend gedrag. De precieze 
manieren waarop emotie ons gedrag beïnvloedt zijn echter nog onbekend. Meer inzicht in 
de wijze waarop emotie invloed heeft op gedrag kan ons daarom helpen om psychiatrische 
stoornissen beter te begrijpen en uiteindelijk mogelijk ook de behandeling van deze 
stoornissen verbeteren. Mijn proefschrift heeft zich om deze redenen gericht op het 
ontrafelen van de manier waarop emotie ons instrumenteel gedrag beïnvloedt en hoe dit 
een rol speelt in sociale gedragsafwijkingen, zoals sociale vermijding en instrumentele 
agressie. Voordat ik een samenvatting geef van mijn bevindingen, volgt hieronder een korte 
beschrijving van het theoretische kader van mijn onderzoek. 
 
Verschillende systemen die gedrag reguleren 
Sinds lange tijd wordt er gedacht dat emotionele invloeden op gedrag bepaald worden door 
een interactie tussen snelle, emotionele processen en langzame, meer doordachte 
processen, ook wel deliberatieve processen genoemd. In de literatuur, wordt de regulatie 
van emotionele processen toegeschreven aan een affectief systeem; terwijl de regulatie van 
deliberatieve processen wordt toegeschreven aan het instrumentele systeem. Het 
affectieve systeem zorgt ervoor dat we ons snel aan kunnen passen aan een veranderende 
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omgeving door onze evolutionair ‘hard gecodeerde’ responsen op straf en beloning te 
reguleren. Specifieke affectieve responsen gaan gepaard met de specifieke affectieve 
waarden. Zo leiden contexten met appetitieve waarden tot (appetitieve) affectieve 
responsen in de vorm van benaderen en consumptie. Daarentegen zijn (aversieve) 
affectieve responsen, in de vorm van bijvoorbeeld defensieve reacties, vermijdingsgedrag, 
en inhibitie (de bekende fight, flight en freeze gedragingen) gekoppeld aan de aversieve 
waarden van een context. Het affectieve systeem heeft dus inherent een sterke koppeling 
tussen bepaalde waarden en acties. Bij het instrumentele systeem is een dergelijke 
koppeling niet aanwezig. Het instrumentele systeem stelt ons in staat om nieuw gedrag aan 
te leren en flexibel keuzes te maken zodat we onze doelen bereiken. Gewenste uitkomsten 
bekrachtigen onze instrumentele responsen.  
Emotionele invloeden op gedrag kunnen verklaard worden door een interactie tussen het 
affectieve en het instrumentele systeem. Het affectieve systeem wordt evolutionair ook wel 
gezien als een simpel, oud systeem dat aan de basis staat van emoties en input kan leveren 
aan meer recent ontwikkelde systemen, zoals het instrumentele systeem. Zo kunnen de 
affectieve en instrumentele systemen soms samenwerken, maar op andere momenten ook 
in tegenstrijd met elkaar zijn. Zo kunnen de systemen bijvoorbeeld samenwerken wanneer 
ze je instrumentele response om een reep chocola te kopen – zodat je er vanavond van kunt 
genieten – versterken; dit doordat je de automatische neiging hebt een reep chocola te 
benaderen vanwege de appetitieve waarde van chocola (=de affectieve response). Een 
competitie tussen de twee systemen werd daarentegen bijvoorbeeld gedemonstreerd in 
een bekend dierenexperiment waarin kippen moesten leren om weg te rennen van hun 
voedsel, om uiteindelijk dichterbij het voedsel te kunnen komen (in het experiment 
versnelde het voedselbakje in de richting van waar de kip naartoe rende). In dit experiment 
leren de kippen nooit de instrumentele respons (i.e., wegrennen van het voedsel). De ‘hard 
gecodeerde’ affectieve response om voedsel te benaderen is te krachtig en overheerst. Dit 
voorbeeld laat tevens zien dat emotionele invloeden niet altijd het gedrag ten goede komen. 
Dergelijke emotionele invloeden op instrumenteel gedrag worden ook in andere 
diersoorten – waaronder mensen – aangetoond.  
Het wordt steeds duidelijker waar in de hersenen de systemen die affectieve en 
instrumentele processen reguleren liggen. Minstens drie hersengebieden spelen een 
belangrijke rol in de besproken processen. De amygdala speelt een belangrijke rol in het 
reguleren van de affectieve responsen, terwijl het dorsale striatum en de prefrontale cortex 
belangrijk zijn voor het reguleren van instrumenteel gedrag. De emotionele input vanuit de 
amygdala naar het instrumentele systeem gaat vermoedelijk via het ventrale striatum. De 
prefrontale cortex speelt verder mogelijk ook een belangrijke rol in het reguleren van deze 
emotionele input.  
Het idee dat een interactie tussen het affectieve en instrumentele systeem mogelijk 
emotionele invloeden op gedrag verklaard, leidt tot de vraag of deze processen ook 
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afwijkend sociaal gedrag als sociale vermijding en agressie kunnen verklaren: gedragingen 
die uitgelokt worden door sociaal relevante stimuli. Aan de hand van deze vraag heb ik in 
deel I van mijn proefschrift onderzoek gedaan naar de onderliggende mechanismes van 
sociaal vermijdingsgedrag. In deel II van mijn proefschrift heb ik met behulp van een 
gedragsexperiment getest of emotionele invloeden op instrumenteel gedrag daadwerkelijk 
een weerspiegeling zijn van de invloeden van een affectief systeem in termen van motivatie. 
Vervolgens heb ik gekeken of deze processen zich anders voordoen in een klinische 
populatie, en tenslotte hoe we met hersenstimulatie deze processen kunnen manipuleren. 
Hieronder geef ik een samenvatting van mijn bevindingen zoals deze beschreven staan in dit 
proefschrift. 
 
Waarde‐actie koppeling en sociale vermijding 
Ondanks de grote rol van vermijdingsgedrag in sociale angst heeft onderzoek op het gebied 
van deze stoornis zich voornamelijk bezig gehouden met de affectieve processen – angst 
zelf – in plaats van daadwerkelijk vermijdingsgedrag. In deel I van mijn proefschrift 
concentreerde ik me op het ontrafelen van mechanismen die sociale vermijding 
veroorzaken. Op basis van eerder onderzoek zijn er twee mogelijke tegenstrijdige 
hypothesen te bedenken: 1. Sociale vermijding wordt verklaard door een sterkere waarde‐
actie koppeling in het aversieve domein (verhoogde aversieve inhibitie) versus 2. Sociale 
vermijding wordt verklaard door een zwakkere waarde‐actie koppeling op het aversieve 
domein (verlaagde aversieve inhibitie oftewel aversieve disinhibitie). De eerste hypothese 
kan worden afgeleid uit eerder onderzoek dat verhoogde aversieve informatie verwerking 
liet zien in personen die hoog sociaal vermijdend waren. De inherente waarde‐actie 
koppeling leidt dan in dit geval automatisch tot verhoogde gedragsinhibitie. De tweede 
hypothese sluit aan bij recente theorieën over emotionele stoornissen en aversieve 
disinhibitie, en suggereert dat een sociale vermijdingsstijl een secundaire consequentie is 
van aversieve disinhibitie. Volgens deze theorieën is de inherente aversie‐inhibitie koppeling 
belangrijk voor onze mentale gezondheid, omdat het ons afweert van aversief gedrag en 
gedachten, en ons de optimistische kant opstuurt. Een verminderde aversie‐inhibitie 
koppeling in emotionele stoornissen leidt daarom tot relatief pessimistische gedachten, 
waardoor vermijding vaker als copingsstrategie wordt toegepast. In Hoofdstuk 3 van mijn 
proefschrift heb ik bewijs gevonden voor de tweede hypothese. Door fMRI en een 
emotionele leertaak waarmee ik de waarde‐actie koppeling kan meten te combineren, heb 
ik aangetoond dat hoog sociaal vermijdende personen aversieve disinhibitie laten zien in 
gedrag en hersenactiviteit wanneer ze vergeleken worden met laag sociaal vermijdende 
personen. Deze bevinding suggereert dat aversieve disinhibitie mogelijk kan leiden tot 
sociaal vermijdingsgedrag. Dezelfde hypothese wordt verder ondersteund door mijn 
bevindingen in Hoofdstuk 2. In dit hoofdstuk vergeleek ik een groep hoog sociaal angstige 
met een groep laag sociaal angstige deelnemers op een emotionele taak die 
vermijdingsleren meet. Dit had als doel om te testen of hoog sociaal angstige deelnemers 
sneller zijn in het leren van vermijdingsgedrag in een negatieve context. Hoewel we op 
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omgeving door onze evolutionair ‘hard gecodeerde’ responsen op straf en beloning te 
reguleren. Specifieke affectieve responsen gaan gepaard met de specifieke affectieve 
waarden. Zo leiden contexten met appetitieve waarden tot (appetitieve) affectieve 
responsen in de vorm van benaderen en consumptie. Daarentegen zijn (aversieve) 
affectieve responsen, in de vorm van bijvoorbeeld defensieve reacties, vermijdingsgedrag, 
en inhibitie (de bekende fight, flight en freeze gedragingen) gekoppeld aan de aversieve 
waarden van een context. Het affectieve systeem heeft dus inherent een sterke koppeling 
tussen bepaalde waarden en acties. Bij het instrumentele systeem is een dergelijke 
koppeling niet aanwezig. Het instrumentele systeem stelt ons in staat om nieuw gedrag aan 
te leren en flexibel keuzes te maken zodat we onze doelen bereiken. Gewenste uitkomsten 
bekrachtigen onze instrumentele responsen.  
Emotionele invloeden op gedrag kunnen verklaard worden door een interactie tussen het 
affectieve en het instrumentele systeem. Het affectieve systeem wordt evolutionair ook wel 
gezien als een simpel, oud systeem dat aan de basis staat van emoties en input kan leveren 
aan meer recent ontwikkelde systemen, zoals het instrumentele systeem. Zo kunnen de 
affectieve en instrumentele systemen soms samenwerken, maar op andere momenten ook 
in tegenstrijd met elkaar zijn. Zo kunnen de systemen bijvoorbeeld samenwerken wanneer 
ze je instrumentele response om een reep chocola te kopen – zodat je er vanavond van kunt 
genieten – versterken; dit doordat je de automatische neiging hebt een reep chocola te 
benaderen vanwege de appetitieve waarde van chocola (=de affectieve response). Een 
competitie tussen de twee systemen werd daarentegen bijvoorbeeld gedemonstreerd in 
een bekend dierenexperiment waarin kippen moesten leren om weg te rennen van hun 
voedsel, om uiteindelijk dichterbij het voedsel te kunnen komen (in het experiment 
versnelde het voedselbakje in de richting van waar de kip naartoe rende). In dit experiment 
leren de kippen nooit de instrumentele respons (i.e., wegrennen van het voedsel). De ‘hard 
gecodeerde’ affectieve response om voedsel te benaderen is te krachtig en overheerst. Dit 
voorbeeld laat tevens zien dat emotionele invloeden niet altijd het gedrag ten goede komen. 
Dergelijke emotionele invloeden op instrumenteel gedrag worden ook in andere 
diersoorten – waaronder mensen – aangetoond.  
Het wordt steeds duidelijker waar in de hersenen de systemen die affectieve en 
instrumentele processen reguleren liggen. Minstens drie hersengebieden spelen een 
belangrijke rol in de besproken processen. De amygdala speelt een belangrijke rol in het 
reguleren van de affectieve responsen, terwijl het dorsale striatum en de prefrontale cortex 
belangrijk zijn voor het reguleren van instrumenteel gedrag. De emotionele input vanuit de 
amygdala naar het instrumentele systeem gaat vermoedelijk via het ventrale striatum. De 
prefrontale cortex speelt verder mogelijk ook een belangrijke rol in het reguleren van deze 
emotionele input.  
Het idee dat een interactie tussen het affectieve en instrumentele systeem mogelijk 
emotionele invloeden op gedrag verklaard, leidt tot de vraag of deze processen ook 
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afwijkend sociaal gedrag als sociale vermijding en agressie kunnen verklaren: gedragingen 
die uitgelokt worden door sociaal relevante stimuli. Aan de hand van deze vraag heb ik in 
deel I van mijn proefschrift onderzoek gedaan naar de onderliggende mechanismes van 
sociaal vermijdingsgedrag. In deel II van mijn proefschrift heb ik met behulp van een 
gedragsexperiment getest of emotionele invloeden op instrumenteel gedrag daadwerkelijk 
een weerspiegeling zijn van de invloeden van een affectief systeem in termen van motivatie. 
Vervolgens heb ik gekeken of deze processen zich anders voordoen in een klinische 
populatie, en tenslotte hoe we met hersenstimulatie deze processen kunnen manipuleren. 
Hieronder geef ik een samenvatting van mijn bevindingen zoals deze beschreven staan in dit 
proefschrift. 
 
Waarde‐actie koppeling en sociale vermijding 
Ondanks de grote rol van vermijdingsgedrag in sociale angst heeft onderzoek op het gebied 
van deze stoornis zich voornamelijk bezig gehouden met de affectieve processen – angst 
zelf – in plaats van daadwerkelijk vermijdingsgedrag. In deel I van mijn proefschrift 
concentreerde ik me op het ontrafelen van mechanismen die sociale vermijding 
veroorzaken. Op basis van eerder onderzoek zijn er twee mogelijke tegenstrijdige 
hypothesen te bedenken: 1. Sociale vermijding wordt verklaard door een sterkere waarde‐
actie koppeling in het aversieve domein (verhoogde aversieve inhibitie) versus 2. Sociale 
vermijding wordt verklaard door een zwakkere waarde‐actie koppeling op het aversieve 
domein (verlaagde aversieve inhibitie oftewel aversieve disinhibitie). De eerste hypothese 
kan worden afgeleid uit eerder onderzoek dat verhoogde aversieve informatie verwerking 
liet zien in personen die hoog sociaal vermijdend waren. De inherente waarde‐actie 
koppeling leidt dan in dit geval automatisch tot verhoogde gedragsinhibitie. De tweede 
hypothese sluit aan bij recente theorieën over emotionele stoornissen en aversieve 
disinhibitie, en suggereert dat een sociale vermijdingsstijl een secundaire consequentie is 
van aversieve disinhibitie. Volgens deze theorieën is de inherente aversie‐inhibitie koppeling 
belangrijk voor onze mentale gezondheid, omdat het ons afweert van aversief gedrag en 
gedachten, en ons de optimistische kant opstuurt. Een verminderde aversie‐inhibitie 
koppeling in emotionele stoornissen leidt daarom tot relatief pessimistische gedachten, 
waardoor vermijding vaker als copingsstrategie wordt toegepast. In Hoofdstuk 3 van mijn 
proefschrift heb ik bewijs gevonden voor de tweede hypothese. Door fMRI en een 
emotionele leertaak waarmee ik de waarde‐actie koppeling kan meten te combineren, heb 
ik aangetoond dat hoog sociaal vermijdende personen aversieve disinhibitie laten zien in 
gedrag en hersenactiviteit wanneer ze vergeleken worden met laag sociaal vermijdende 
personen. Deze bevinding suggereert dat aversieve disinhibitie mogelijk kan leiden tot 
sociaal vermijdingsgedrag. Dezelfde hypothese wordt verder ondersteund door mijn 
bevindingen in Hoofdstuk 2. In dit hoofdstuk vergeleek ik een groep hoog sociaal angstige 
met een groep laag sociaal angstige deelnemers op een emotionele taak die 
vermijdingsleren meet. Dit had als doel om te testen of hoog sociaal angstige deelnemers 
sneller zijn in het leren van vermijdingsgedrag in een negatieve context. Hoewel we op 
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gedragsniveau geen verschillen op vermijdingsleren konden aantonen, zagen wij dat de 
hoog sociaal angstige deelnemers aanvankelijk een negatievere verwachtingspatroon 
hadden dan de laag sociaal angstige deelnemers wanneer de mogelijkheid om te vermijden 
nog ambigue was. Ook later in de taak, wanneer de vermijdingsmogelijkheid na het leren 
afwezig was, hadden de hoog sociaal angstige deelnemers een negatiever 
verwachtingspatroon dan de laag sociaal angstige deelnemers. Samengevat laat deel I van 
mijn proefschrift zien dat verhoogde negatieve verwachtingspatronen kunnen leiden tot 
copingsstrategieën in de vorm van vermijdings‐ en vluchtgedrag; en dat verminderde 
aversieve inhibitie in de vorm van de neiging om negatieve gedachten/verwachtingen te 
onderdrukken een onderliggend mechanisme zou kunnen zijn van verhoogde negatieve 
gedachten en uiteindelijk sociale vermijdingsgedrag.  
 
Overdracht van affectieve waarde 
Hoewel we uit de taken van de eerdere hoofdstukken weten dat emoties ons instrumentele 
gedrag kunnen beïnvloeden, laten deze taken ons niet zien of de gedragseffecten de 
affectieve response zelf reflecteert of de invloeden van de Pavloviaanse response op het 
instrumentele gedrag. Met andere woorden, de eerdere taken laten niet zien of het 
affectieve systeem de instrumentele response beïnvloedt door een overdracht van 
affectieve waarde of dat de effecten puur motorisch verklaard kunnen worden (door 
competitie tussen tegenstrijdige motorische output). Het belangrijkste doel van deel 2 van 
mijn proefschrift was om meer inzicht te krijgen in de interactie tussen affectieve en 
instrumentele systemen, en hun rol in emotionele invloeden op instrumentele actie door 
sociaal emotionele stimuli. In Hoofdstuk 4 heb ik aangetoond dat emotionele invloeden (in 
dit geval emotionele gezichten) op instrumentele acties inderdaad verklaard kunnen 
worden door overdracht van affectieve waarde vanuit het affectieve systeem. Door een 
emotionele leertaak te combineren met een balans bord, dat de affectieve response meet in 
termen van freeze, toonde ik aan dat individuele verschillen in de emotionele invloed op 
instrumenteel gedrag gerelateerd was aan individuele verschillen in de affectieve response 
in termen van freeze. Deze correlatie kan niet verklaard worden door competitie tussen 
tegenstrijdige motorische output; en laat zien dat er interactie is tussen affectieve en 
instrumentele systemen op motivationeel niveau. Om de klinische relevantie van deze 
bevinding te bekijken, heb ik in Hoofdstuk 5 de emotionele invloeden op instrumentele 
actie onderzocht in gewelddadige delinquenten. Deze populatie wordt gekarakteriseerd 
door verminderde emotionele invloeden en verhoogd instrumenteel agressief gedrag. Dit is 
gedrag dat uitgevoerd wordt uit eigen belang ten koste van een ander. Instrumenteel 
agressieve daden (e.g., met geweld iemand beroven) worden bij deze populatie in mindere 
mate tegengehouden door sociaal emotionele ervaringen (e.g., een angstig slachtoffer). 
Hoewel eerder onderzoek dit gedrag voornamelijk verklaarde met affectieve processen, heb 
ik in Hoofdstuk 5 dit onderzoek uitgebreid door ook naar de interactie tussen affectieve en 
instrumentele systemen te kijken. De resultaten van dit hoofdstuk laten zien dat 
gewelddadige delinquenten normale affectieve responsen laten zien, maar dat 
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instrumentele acties minder beïnvloed worden door sociale emoties. Dit suggereert dat 
gewelddadige delinquenten niet per se een afwijking vertonen in het affectieve systeem, 
maar in de overdracht van de affectieve waarde naar het instrumentele systeem. Dit 
onderstreept het belang van onderzoek naar de interacties tussen verschillende systemen, 
zodat we afwijkend sociaal gedrag, zoals instrumentele agressie, beter kunnen begrijpen. 
Net als verminderde emotionele invloeden op instrumentele gedrag tot gedragsafwijkingen 
kunnen leiden, kan een verhoogde impact van emoties op instrumenteel gedrag ook 
bijdragen aan problemen in het gedrag. Dit is mogelijk het geval is bij bijvoorbeeld 
verslavingen en impuls controle stoornissen. In Hoofdstuk 6 heb ik de effectiviteit van 
prefrontale hersenstimulatie onderzocht in het verminderen van emotionele invloeden op 
instrumenteel gedrag. In dit hoofdstuk heb ik laten zien dat transcraniale gelijkstroom 
stimulatie over de prefrontale cortex de emotionele invloeden op instrumenteel gedrag kan 
verminderen. Deze bevinding laat de potentie zien van prefrontale hersenstimulatie om de 
emotionele invloeden op instrumentele gedrag te verminderen, en opent hiermee mogelijk 
nieuwe deuren voor interventie onderzoek dat is gericht op de behandeling van 
psychiatrische stoornissen die gekenmerkt worden door verhoogde emotionele invloeden 
op gedrag. 
 
Conclusie 
Mijn proefschrift draagt bij aan een beter begrip van de processen die betrokken zijn bij de 
emotionele invloeden op ons gedrag. Mijn werk laat zien hoe krachtig het affectieve 
systeem kan zijn en welke invloed dit systeem kan hebben op het instrumentele systeem. 
Mijn werk benadrukt bovendien het nut van een transdiagnostische benadering door het 
belang van interacterende systemen voor verschillende sociale gedragsafwijkingen te 
demonstreren, zoals bij sociale vermijding en instrumentele agressie. Ik hoop dat het werk 
in mijn proefschrift verder onderzoek zal inspireren, bijdraagt aan een sterke empirische 
basis, en uiteindelijk zal leiden tot betere behandelingen voor psychiatrische stoornissen.  
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gedragsniveau geen verschillen op vermijdingsleren konden aantonen, zagen wij dat de 
hoog sociaal angstige deelnemers aanvankelijk een negatievere verwachtingspatroon 
hadden dan de laag sociaal angstige deelnemers wanneer de mogelijkheid om te vermijden 
nog ambigue was. Ook later in de taak, wanneer de vermijdingsmogelijkheid na het leren 
afwezig was, hadden de hoog sociaal angstige deelnemers een negatiever 
verwachtingspatroon dan de laag sociaal angstige deelnemers. Samengevat laat deel I van 
mijn proefschrift zien dat verhoogde negatieve verwachtingspatronen kunnen leiden tot 
copingsstrategieën in de vorm van vermijdings‐ en vluchtgedrag; en dat verminderde 
aversieve inhibitie in de vorm van de neiging om negatieve gedachten/verwachtingen te 
onderdrukken een onderliggend mechanisme zou kunnen zijn van verhoogde negatieve 
gedachten en uiteindelijk sociale vermijdingsgedrag.  
 
Overdracht van affectieve waarde 
Hoewel we uit de taken van de eerdere hoofdstukken weten dat emoties ons instrumentele 
gedrag kunnen beïnvloeden, laten deze taken ons niet zien of de gedragseffecten de 
affectieve response zelf reflecteert of de invloeden van de Pavloviaanse response op het 
instrumentele gedrag. Met andere woorden, de eerdere taken laten niet zien of het 
affectieve systeem de instrumentele response beïnvloedt door een overdracht van 
affectieve waarde of dat de effecten puur motorisch verklaard kunnen worden (door 
competitie tussen tegenstrijdige motorische output). Het belangrijkste doel van deel 2 van 
mijn proefschrift was om meer inzicht te krijgen in de interactie tussen affectieve en 
instrumentele systemen, en hun rol in emotionele invloeden op instrumentele actie door 
sociaal emotionele stimuli. In Hoofdstuk 4 heb ik aangetoond dat emotionele invloeden (in 
dit geval emotionele gezichten) op instrumentele acties inderdaad verklaard kunnen 
worden door overdracht van affectieve waarde vanuit het affectieve systeem. Door een 
emotionele leertaak te combineren met een balans bord, dat de affectieve response meet in 
termen van freeze, toonde ik aan dat individuele verschillen in de emotionele invloed op 
instrumenteel gedrag gerelateerd was aan individuele verschillen in de affectieve response 
in termen van freeze. Deze correlatie kan niet verklaard worden door competitie tussen 
tegenstrijdige motorische output; en laat zien dat er interactie is tussen affectieve en 
instrumentele systemen op motivationeel niveau. Om de klinische relevantie van deze 
bevinding te bekijken, heb ik in Hoofdstuk 5 de emotionele invloeden op instrumentele 
actie onderzocht in gewelddadige delinquenten. Deze populatie wordt gekarakteriseerd 
door verminderde emotionele invloeden en verhoogd instrumenteel agressief gedrag. Dit is 
gedrag dat uitgevoerd wordt uit eigen belang ten koste van een ander. Instrumenteel 
agressieve daden (e.g., met geweld iemand beroven) worden bij deze populatie in mindere 
mate tegengehouden door sociaal emotionele ervaringen (e.g., een angstig slachtoffer). 
Hoewel eerder onderzoek dit gedrag voornamelijk verklaarde met affectieve processen, heb 
ik in Hoofdstuk 5 dit onderzoek uitgebreid door ook naar de interactie tussen affectieve en 
instrumentele systemen te kijken. De resultaten van dit hoofdstuk laten zien dat 
gewelddadige delinquenten normale affectieve responsen laten zien, maar dat 
 
  151 
instrumentele acties minder beïnvloed worden door sociale emoties. Dit suggereert dat 
gewelddadige delinquenten niet per se een afwijking vertonen in het affectieve systeem, 
maar in de overdracht van de affectieve waarde naar het instrumentele systeem. Dit 
onderstreept het belang van onderzoek naar de interacties tussen verschillende systemen, 
zodat we afwijkend sociaal gedrag, zoals instrumentele agressie, beter kunnen begrijpen. 
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BBQs, paintball, Batavierenraces, house parties, the FADs... The persons at the top of the list 
that I would like to thank are Uncle Sean and Jeanette without a doubt; and here goes the 
rest of the list of people: Anke Marit, Winke, Susanne, Flora, Ruben, René, Tom, Iske, Alina, 
Verena, Mathiasx2, Roemer, Lennart, Miriam, Eelkex2, Ruud, Arjen, Elexa, Peterx2, 
Sybrine, Egbert, Frank, Sasha, Jim, Guillaume, Mathilde, Marieke, Haiteng, Jeroen, Loek, 
Corina, Tobias, Sander, Katinka, Jeff, Ricarda, Murielle, Isabella, Linda, Tim, Vincent, 
Catalina, Monja, Annabel, Anke, Nietzsche, Annika, Stephen … and others that I accidently 
forgot to mention here.     
De BFrisbee2’s, jammer dat ik aan het eind van mijn PhD niet meer mee kon doen (een 
frisbee partijtje deed me juist altijd goed na een dag lang werken). Tijdens een groot deel 
van mijn PhD heb ik met jullie de trainingsavonden en de competities door heel Nederland 
meegemaakt. Ik heb hiernaast ook leuke herinneringen aan de sinterkerst vieringen, BOS 
weekend, en schijfjes gooien in het park. Bedankt voor de leuke tijd.  
Bedankt studiemaatjes, oude en verre vrienden voor de gezellige momenten en steun: 
Jerney, Ine, Rojina, Kitchi, Maud, Kim, Margot, Carina, Karuna, Caroline. Vanwege de 
afstand zien we elkaar helaas erg weinig, maar de keren dat we elkaar zien voelt als vanouds. 
Bedankt iedereen van de familie Van Dongen, met name Maria en Arnold, voor de warme 
ontvangsten bij jullie thuis en andere familiegelegenheden.  
My family, aunts, uncles, and cousins from Der Schweiz: now you can see what I have been 
busy with the past few years. I promise I will come and visit you sometime soon. Although 
only some of you can make it to my defense, I know that I will have support from you all. 
Danke Schoen!  
Ik wil ook mijn broer, Long, bedanken. Ik geef toe dat ik vaak koppig kan zijn, maar – op 
selectieve wijze – volg ik soms toch ook je raad. Bedankt voor je zorgzaamheid; je bent een 
echte grote broer in onze familie. Ik ben blij dat je dit nu met mij kunt meemaken net als 
toen ik naast jou stond tijdens jouw promotie. Deze zomer stap je in het huwelijksbootje 
met Yi. Ik kijk uit naar jullie bruiloft! 
Mijn kleine zus, Felisia, jij ook bedankt. We kunnen altijd fijn met elkaar over alles praten en 
samen van dezelfde dingen genieten. Ik zie veel van mezelf in jou terug (maar gelukkig zijn 
we toch heel anders!). Blij verrast en trots was ik toen je vertelde dat je in de psychiatrie 
ging werken. Nu ben je toch echt niet meer mijn ‘kleine’ zus; en je bent nu ook gaan 
samenwonen met Maarten. Wanneer nodigen jullie ons weer uit om te komen eten? 
Lieve papa en mama, ookal begrijpen jullie maar weinig van waar ik mee bezig ben, jullie 
steunen mij door en door. Mijn geluk en gezondheid vinden jullie het belangrijkst. Jullie 
hebben vaak gezegd dat ik de kansen en mogelijkheden in mijn leven moet koesteren. Zelf 
hebben jullie me het goede voorbeeld gegeven door hard te werken en goed voor ons te 
zorgen. Jullie daden en veel van jullie woorden blijven altijd bij me. Ik ben erg dankbaar voor 
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jullie onvoorwaardelijke liefde, zorg en steun. Er bestaat geen manier voor mij om jullie 
terug te geven wat ik van jullie ontvangen heb. Ik hoop dat jullie weten hoeveel ik ook van 
jullie houd.     
Natuurlijk verdient kleine Danu hier ook een plekje; wat fijn altijd als je komt knuffelen! Ook 
bedankt voor de inspiratie voor mijn kaft. 
Lieve Eelco, nu is het eindelijk mijn beurt om je hier te noemen. Ik kende je in het begin 
vooral als die aardige sociale collega. Later heb ik je pas echt leren kennen als die geweldige 
persoon; je hebt werkelijk een hart van goud! Je bent mijn beste maatje en tegelijkertijd 
voel ik me erg geliefd en gelukkig bij jou. Bedankt voor al je liefde, steun en vooral geduld 
met me; ik zal het wel verdiend hebben haha... . You are the best. Love you. 
 
Verena 
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Curriculum Vitae 
 
Verena Ly was born on  the 26th of April 1986  in Dordrecht, The 
Netherlands.  In  2004,  she  graduated  from  the  Stedelijk  Dalton 
Lyceum  in  Dordrecht.  She  received  her  Bachelor’s  degree  in 
Psychology  (cum  laude)  at  Leiden University  in  2008.  She  then 
continued  with  a  Research  Master  in  Clinical  and  Health 
Psychology  at  Leiden  University.  During  her  masters  she 
conducted both  a  research  and  a  clinical  internship. During her 
research  internship,  she  investigated  the  effects  of  combined 
serotonergic and cognitive modification on emotional processing under supervision of prof. 
dr. Catherine Harmer at the University Department of Psychiatry in Oxford. Additionally, she 
did a clinical  internship at PsyQ, Parnassia Bavo Groep, which resulted  in her qualification 
for  psychodiagnostic  assessments  from  the Dutch Association  of  Psychologists  (NIP).  She 
graduated from the Research Master’s program (cum laude) in 2010. In the same year, she 
received a personal Mosaic grant from The Netherlands Organization for Scientific Research 
(NWO) to carry out a PhD project under the supervision of prof. dr. Karin Roelofs and prof. 
dr.  Roshan  Cools  at  the  Behavioural  Science  Institute  and  the  Donders  Institute  at  the 
Radboud  University.  Her  PhD  project  was  focused  on  the  neurocognitive  mechanisms 
underlying affective influences on behavior. The results of this project are described in this 
thesis.  Besides  research  activities,  she  also  conducted  academic  teaching  at  the  Clinical 
Psychology Department of  the Radboud University, which  resulted  in her qualification  for 
academic  teaching  in  2014.  From  January  2015  she  has  been working  as  a  postdoctoral 
researcher  in the group of prof. dr. Jan Buitelaar and dr. Nanda Rommelse.  In her current 
work, she  is  investigating the efficacy and the biological mechanisms of a diet  intervention 
in children with ADHD. By using an interdisciplinary approach, she hopes that her work can 
facilitate  progress  in  clinical  research  and  ultimately  improve  interventions  for 
neuropsychiatric disorders. 
   
13479_Verena Ly_Layout.indd   166 04-01-16   15:24
Appendix 
 158 
   
 
  159 
Curriculum Vitae 
 
Verena Ly was born on  the 26th of April 1986  in Dordrecht, The 
Netherlands.  In  2004,  she  graduated  from  the  Stedelijk  Dalton 
Lyceum  in  Dordrecht.  She  received  her  Bachelor’s  degree  in 
Psychology  (cum  laude)  at  Leiden University  in  2008.  She  then 
continued  with  a  Research  Master  in  Clinical  and  Health 
Psychology  at  Leiden  University.  During  her  masters  she 
conducted both  a  research  and  a  clinical  internship. During her 
research  internship,  she  investigated  the  effects  of  combined 
serotonergic and cognitive modification on emotional processing under supervision of prof. 
dr. Catherine Harmer at the University Department of Psychiatry in Oxford. Additionally, she 
did a clinical  internship at PsyQ, Parnassia Bavo Groep, which resulted  in her qualification 
for  psychodiagnostic  assessments  from  the Dutch Association  of  Psychologists  (NIP).  She 
graduated from the Research Master’s program (cum laude) in 2010. In the same year, she 
received a personal Mosaic grant from The Netherlands Organization for Scientific Research 
(NWO) to carry out a PhD project under the supervision of prof. dr. Karin Roelofs and prof. 
dr.  Roshan  Cools  at  the  Behavioural  Science  Institute  and  the  Donders  Institute  at  the 
Radboud  University.  Her  PhD  project  was  focused  on  the  neurocognitive  mechanisms 
underlying affective influences on behavior. The results of this project are described in this 
thesis.  Besides  research  activities,  she  also  conducted  academic  teaching  at  the  Clinical 
Psychology Department of  the Radboud University, which  resulted  in her qualification  for 
academic  teaching  in  2014.  From  January  2015  she  has  been working  as  a  postdoctoral 
researcher  in the group of prof. dr. Jan Buitelaar and dr. Nanda Rommelse.  In her current 
work, she  is  investigating the efficacy and the biological mechanisms of a diet  intervention 
in children with ADHD. By using an interdisciplinary approach, she hopes that her work can 
facilitate  progress  in  clinical  research  and  ultimately  improve  interventions  for 
neuropsychiatric disorders. 
   
13479_Verena Ly_Layout.indd   167 04-01-16   15:24
Appendix 
 160 
 
 
 
   
 
  161 
List of publications 
International publications 
Niermann, H. C. M., Ly, V., Smeekens, S., Figner, B., Riksen‐Walraven, J. M., Roelofs, K. 
(2015). Infant attachment predicts bodily freezing in adolescence: evidence from a 
prospective longitudinal study. Frontiers in Behavioral Neuroscience, 9, 263. 
 
Ly, V., Huys, Q. J. M., Stins, J.F., Roelofs, K.*, & Cools, R*. (2014). Individual differences in 
bodily freezing predict emotional biases in decision making. Frontiers in Behavioral 
Neuroscience, 8, 237. 
 
Ly, V., Cools, R.*, & Roelofs, K*. (2014). Aversive disinhibition of behaviour and striatal 
signalling in social avoidance. Social Cognitive and Affective Neuroscience, 19, 1530‐1536.  
 
Browning, M., Grol, M., Ly, V., Goodwin, G. M., Holmes, E. A., & Harmer, C. (2011). Using an 
experimental medicine model to explore combination effects of pharmacological and 
cognitive interventions for depression and anxiety. Neuropsychopharmacology, 36, 2689‐
2696. 
 
Ly, V. & Roelofs, K. (2009). Social anxiety and cognitive expectancy of aversive outcome in 
avoidance conditioning. Behaviour Research and Therapy, 47, 840‐847. 
 
Rieffe, C., Oosterveld, P., Miers, A. C., Meerum Terwogt, M., & Ly, V. (2008). Emotion 
awareness and internalising symptoms in children and adolescents: the Emotion Awareness 
Questionnaire revised. Personality and Individual Differences, 45, 756‐761. 
 
In preparation 
Ly, V., Von Borries, A. K. L., Brazil, I. A., Bulten, B. H., Cools, R*., & Roelofs, K.*. Reduced 
transfer of affective biasing of instrumental actions in violent offenders. (under review). 
 
Ly, V., Bergmann, T. O., Gladwin, T., Volman, I., Usberti, N., Cools, R.* & Roelofs, K.* 
Reduced affective biasing of instrumental action with tDCS over the prefrontal cortex. 
(under review). 
 
Ly, V., Roelofs, K.*, & Cools, R*. Cognitive control protects instrumental actions from 
affective biasing. (in prep). 
 
Book chapter 
Cools, R., Den Ouden, H. E. M., Ly, V., Huys, Q. J. M. (in press). How do emotion and 
cognition interact? In Fox, A. S., Lapate, R. C., Shackman, A. J. & Davidson, R. J. (Eds.), The 
nature of emotion. Fundamental questions (2nd edition). Oxford University Press.  
 
13479_Verena Ly_Layout.indd   168 04-01-16   15:24
Appendix 
 160 
 
 
 
   
 
  161 
List of publications 
International publications 
Niermann, H. C. M., Ly, V., Smeekens, S., Figner, B., Riksen‐Walraven, J. M., Roelofs, K. 
(2015). Infant attachment predicts bodily freezing in adolescence: evidence from a 
prospective longitudinal study. Frontiers in Behavioral Neuroscience, 9, 263. 
 
Ly, V., Huys, Q. J. M., Stins, J.F., Roelofs, K.*, & Cools, R*. (2014). Individual differences in 
bodily freezing predict emotional biases in decision making. Frontiers in Behavioral 
Neuroscience, 8, 237. 
 
Ly, V., Cools, R.*, & Roelofs, K*. (2014). Aversive disinhibition of behaviour and striatal 
signalling in social avoidance. Social Cognitive and Affective Neuroscience, 19, 1530‐1536.  
 
Browning, M., Grol, M., Ly, V., Goodwin, G. M., Holmes, E. A., & Harmer, C. (2011). Using an 
experimental medicine model to explore combination effects of pharmacological and 
cognitive interventions for depression and anxiety. Neuropsychopharmacology, 36, 2689‐
2696. 
 
Ly, V. & Roelofs, K. (2009). Social anxiety and cognitive expectancy of aversive outcome in 
avoidance conditioning. Behaviour Research and Therapy, 47, 840‐847. 
 
Rieffe, C., Oosterveld, P., Miers, A. C., Meerum Terwogt, M., & Ly, V. (2008). Emotion 
awareness and internalising symptoms in children and adolescents: the Emotion Awareness 
Questionnaire revised. Personality and Individual Differences, 45, 756‐761. 
 
In preparation 
Ly, V., Von Borries, A. K. L., Brazil, I. A., Bulten, B. H., Cools, R*., & Roelofs, K.*. Reduced 
transfer of affective biasing of instrumental actions in violent offenders. (under review). 
 
Ly, V., Bergmann, T. O., Gladwin, T., Volman, I., Usberti, N., Cools, R.* & Roelofs, K.* 
Reduced affective biasing of instrumental action with tDCS over the prefrontal cortex. 
(under review). 
 
Ly, V., Roelofs, K.*, & Cools, R*. Cognitive control protects instrumental actions from 
affective biasing. (in prep). 
 
Book chapter 
Cools, R., Den Ouden, H. E. M., Ly, V., Huys, Q. J. M. (in press). How do emotion and 
cognition interact? In Fox, A. S., Lapate, R. C., Shackman, A. J. & Davidson, R. J. (Eds.), The 
nature of emotion. Fundamental questions (2nd edition). Oxford University Press.  
 
13479_Verena Ly_Layout.indd   169 04-01-16   15:24
Appendix 
 162 
National publications 
Bloemendaal, M., Janssen L., Ly, V., & Wegman, J. (2014). Cognitieve balans: wat is het en 
hoe kan het onderwijs erop inspelen? Kennisnet: 4W Weten Wat Werkt en Waarom, 
jaargang 3, nummer 4: 30‐37. 
 
Brazil, I. A., Hagenaars, M., Ly, V., Kwaks, N., Jellema, S., Vries, M., Verkes, R., Bulten, B. H., 
Von Borries, A. K. L., & Roelofs, K. (2013). De rol van freeze‐fight‐flight reacties bij plegers en 
slachtoffers van gewelddadige aanslagen.  
   
 
  163 
 
Donders Graduate School for Cognitive Neuroscience Series 
1. Van Aalderen‐Smeets, S.I. (2007). Neural dynamics of visual selection. Maastricht University, 
Maastricht, the Netherlands. 
2. Schoffelen, J.M. (2007). Neuronal communication through coherence in the human motor 
system. Radboud University Nijmegen, Nijmegen, the Netherlands. 
3. De Lange, F.P. (2008). Neural mechanisms of motor imagery. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
4. Grol, M.J. (2008). Parieto‐frontal circuitry in visuomotor control. Utrecht University, Utrecht, 
the Netherlands. 
5. Bauer, M. (2008). Functional roles of rhythmic neuronal activity in the human visual and 
somatosensory system. Radboud University Nijmegen, Nijmegen, the Netherlands. 
6. Mazaheri, A. (2008). The influence of ongoing oscillatory brain activity on evoked responses 
and behaviour. Radboud University Nijmegen, Nijmegen, the Netherlands. 
7. Hooijmans, C.R. (2008). Impact of nutritional lipids and vascular factors in Alzheimer’s disease. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
8. Gaszner, B. (2008). Plastic responses to stress by the rodent urocortinergic Edinger‐Westphal 
nucleus. Radboud University Nijmegen, Nijmegen, the Netherlands. 
9. Willems, R.M. (2009). Neural reflections of meaning in gesture, language and action. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
10. Van Pelt, S. (2009). Dynamic neural representations of human visuomotor space. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
11. Lommertzen, J. (2009). Visuomotor coupling at different levels of complexity. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
12. Poljac, E. (2009). Dynamics of cognitive control in task switching: Looking beyond the switch 
cost. Radboud University Nijmegen, Nijmegen, the Netherlands. 
13. Poser, B.A. (2009). Techniques for BOLD and blood volume weighted fMRI. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
14. Baggio, G. (2009). Semantics and the electrophysiology of meaning. Tense, aspect, event 
structure. Radboud University Nijmegen, Nijmegen, the Netherlands. 
15. Van Wingen, G.A. (2009). Biological determinants of amygdala functioning. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
16. Bakker, M. (2009). Supraspinal control of walking: Lessons from motor imagery. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
17. Aarts, E. (2009). Resisting temptation: The role of the anterior cingulate cortex in adjusting 
cognitive control. Radboud University Nijmegen, Nijmegen, the Netherlands. 
18. Prinz, S. (2009). Waterbath stunning of chickens – Effects of electrical parameters on the 
electroencephalogram and physical reflexes of broilers. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
19. Knippenberg, J.M.J. (2009). The N150 of the Auditory Evoked Potential from the rat amygdala: 
In search for its functional significance. Radboud University Nijmegen, Nijmegen, the 
Netherlands.  
20. Dumont, G.J.H. (2009). Cognitive and physiological effects of 3,4‐
methylenedioxymethamphetamine (MDMA or ’ecstasy’) in combination with alcohol or 
cannabis in humans. Radboud University Nijmegen, Nijmegen, the Netherlands.  
21. Pijnacker, J. (2010). Defeasible inference in autism: A behavioral and electrophysiogical 
approach. Radboud University Nijmegen, Nijmegen, the Netherlands. 
22. De Vrijer, M. (2010). Multisensory integration in spatial orientation. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
13479_Verena Ly_Layout.indd   170 04-01-16   15:24
Appendix 
 162 
National publications 
Bloemendaal, M., Janssen L., Ly, V., & Wegman, J. (2014). Cognitieve balans: wat is het en 
hoe kan het onderwijs erop inspelen? Kennisnet: 4W Weten Wat Werkt en Waarom, 
jaargang 3, nummer 4: 30‐37. 
 
Brazil, I. A., Hagenaars, M., Ly, V., Kwaks, N., Jellema, S., Vries, M., Verkes, R., Bulten, B. H., 
Von Borries, A. K. L., & Roelofs, K. (2013). De rol van freeze‐fight‐flight reacties bij plegers en 
slachtoffers van gewelddadige aanslagen.  
   
 
  163 
 
Donders Graduate School for Cognitive Neuroscience Series 
1. Van Aalderen‐Smeets, S.I. (2007). Neural dynamics of visual selection. Maastricht University, 
Maastricht, the Netherlands. 
2. Schoffelen, J.M. (2007). Neuronal communication through coherence in the human motor 
system. Radboud University Nijmegen, Nijmegen, the Netherlands. 
3. De Lange, F.P. (2008). Neural mechanisms of motor imagery. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
4. Grol, M.J. (2008). Parieto‐frontal circuitry in visuomotor control. Utrecht University, Utrecht, 
the Netherlands. 
5. Bauer, M. (2008). Functional roles of rhythmic neuronal activity in the human visual and 
somatosensory system. Radboud University Nijmegen, Nijmegen, the Netherlands. 
6. Mazaheri, A. (2008). The influence of ongoing oscillatory brain activity on evoked responses 
and behaviour. Radboud University Nijmegen, Nijmegen, the Netherlands. 
7. Hooijmans, C.R. (2008). Impact of nutritional lipids and vascular factors in Alzheimer’s disease. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
8. Gaszner, B. (2008). Plastic responses to stress by the rodent urocortinergic Edinger‐Westphal 
nucleus. Radboud University Nijmegen, Nijmegen, the Netherlands. 
9. Willems, R.M. (2009). Neural reflections of meaning in gesture, language and action. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
10. Van Pelt, S. (2009). Dynamic neural representations of human visuomotor space. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
11. Lommertzen, J. (2009). Visuomotor coupling at different levels of complexity. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
12. Poljac, E. (2009). Dynamics of cognitive control in task switching: Looking beyond the switch 
cost. Radboud University Nijmegen, Nijmegen, the Netherlands. 
13. Poser, B.A. (2009). Techniques for BOLD and blood volume weighted fMRI. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
14. Baggio, G. (2009). Semantics and the electrophysiology of meaning. Tense, aspect, event 
structure. Radboud University Nijmegen, Nijmegen, the Netherlands. 
15. Van Wingen, G.A. (2009). Biological determinants of amygdala functioning. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
16. Bakker, M. (2009). Supraspinal control of walking: Lessons from motor imagery. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
17. Aarts, E. (2009). Resisting temptation: The role of the anterior cingulate cortex in adjusting 
cognitive control. Radboud University Nijmegen, Nijmegen, the Netherlands. 
18. Prinz, S. (2009). Waterbath stunning of chickens – Effects of electrical parameters on the 
electroencephalogram and physical reflexes of broilers. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
19. Knippenberg, J.M.J. (2009). The N150 of the Auditory Evoked Potential from the rat amygdala: 
In search for its functional significance. Radboud University Nijmegen, Nijmegen, the 
Netherlands.  
20. Dumont, G.J.H. (2009). Cognitive and physiological effects of 3,4‐
methylenedioxymethamphetamine (MDMA or ’ecstasy’) in combination with alcohol or 
cannabis in humans. Radboud University Nijmegen, Nijmegen, the Netherlands.  
21. Pijnacker, J. (2010). Defeasible inference in autism: A behavioral and electrophysiogical 
approach. Radboud University Nijmegen, Nijmegen, the Netherlands. 
22. De Vrijer, M. (2010). Multisensory integration in spatial orientation. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
13479_Verena Ly_Layout.indd   171 04-01-16   15:24
Appendix 
 164 
23. Vergeer, M. (2010). Perceptual visibility and appearance: Effects of color and form. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
24. Levy, J. (2010). In cerebro unveiling unconscious mechanisms during reading. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
25. Treder, M. S. (2010). Symmetry in (inter)action. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
26. Horlings C.G.C. (2010). A weak balance: Balance and falls in patients with neuromuscular 
disorders. Radboud University Nijmegen, Nijmegen, the Netherlands. 
27. Snaphaan, L.J.A.E. (2010). Epidemiology of post‐stroke behavioural consequences. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands.   
28. Dado – Van Beek, H.E.A. (2010). The regulation of cerebral perfusion in patients with 
Alzheimer’s disease. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.   
29. Derks, N.M. (2010). The role of the non‐preganglionic Edinger‐Westphal nucleus in sex‐
dependent stress adaptation in rodents. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
30. Wyczesany, M. (2010). Covariation of mood and brain activity. Integration of subjective self‐
report data with quantitative EEG measures. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
31. Beurze S.M. (2010). Cortical mechanisms for reach planning. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
32. Van Dijk, J.P. (2010). On the Number of Motor Units. Radboud University Nijmegen, Nijmegen, 
the Netherlands. 
33. Lapatki, B.G. (2010). The Facial Musculature ‐ Characterization at a Motor Unit Level. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
34. Kok, P. (2010). Word order and verb inflection in agrammatic sentence production. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
35. van Elk, M. (2010). Action semantics: Functional and neural dynamics. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
36. Majdandzic, J. (2010). Cerebral mechanisms of processing action goals in self and others. 
Radboud University Nijmegen, Nijmegen, the Netherlands.   
37. Snijders, T.M. (2010). More than words ‐ Neural and genetic dynamics of syntactic unification. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
38. Grootens, K.P. (2010). Cognitive dysfunction and effects of antipsychotics in schizophrenia and 
borderline personality disorder. Radboud University Nijmegen Medical Centre, Nijmegen, the 
Netherlands. 
39. Nieuwenhuis, I.L.C. (2010). Memory consolidation: A process of integration – Converging 
evidence from MEG, fMRI and behavior. Radboud University Nijmegen Medical Centre, 
Nijmegen, the Netherlands. 
40. Menenti, L.M.E. (2010). The right language: Differential hemispheric contributions to language 
production and comprehension in context. Radboud University Nijmegen, Nijmegen, the 
Netherlands.  
41. Van Dijk, H.P. (2010). The state of the brain, how alpha oscillations shape behaviour and event 
related responses. Radboud University Nijmegen, Nijmegen, the Netherlands. 
42. Meulenbroek, O.V. (2010). Neural correlates of episodic memory in healthy aging and 
Alzheimer’s disease.  Radboud University Nijmegen, Nijmegen, the Netherlands. 
43. Oude Nijhuis, L.B. (2010). Modulation of human balance reactions. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
44. Qin, S. (2010). Adaptive memory: Imaging medial temporal and prefrontal memory systems. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
45. Timmer, N.M. (2011). The interaction of heparan sulfate proteoglycans with the amyloid 
protein. Radboud University Nijmegen, Nijmegen, the Netherlands. 
 
  165 
46. Crajé, C. (2011). (A)typical motor planning and motor imagery. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
47. Van Grootel, T.J. (2011). On the role of eye and head position in spatial localisation behaviour. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
48. Lamers, M.J.M. (2011). Levels of selective attention in action planning. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
49. Van der Werf, J. (2011). Cortical oscillatory activity in human visuomotor integration. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
50. Scheeringa, R. (2011). On the relation between oscillatory EEG activity and the BOLD signal. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
51. Bögels, S. (2011). The role of prosody in language comprehension: When prosodic breaks and 
pitch accents come into play. Radboud University Nijmegen, Nijmegen, the Netherlands. 
52. Ossewaarde, L. (2011). The mood cycle: Hormonal influences on the female brain. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
53. Kuribara, M. (2011). Environment‐induced activation and growth of pituitary melanotrope cells 
of Xenopus laevis. Radboud University Nijmegen, Nijmegen, the Netherlands. 
54. Helmich, R.C.G. (2011). Cerebral reorganization in Parkinson’s disease. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
55. Boelen, D. (2011). Order out of chaos? Assessment and treatment of executive disorders in 
brain‐injured patients. Radboud University Nijmegen, Nijmegen, the Netherlands. 
56. Koopmans, P.J. (2011). fMRI of cortical layers. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
57. van der Linden, M.H. (2011). Experience‐based cortical plasticity in object category 
representation. Radboud University Nijmegen, Nijmegen, the Netherlands. 
58. Kleine, B.U. (2011). Motor unit discharges ‐ Physiological and diagnostic studies in ALS. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.  
59. Paulus, M. (2011). Development of action perception: Neurocognitive mechanisms underlying 
children’s processing of others’ actions. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
60. Tieleman, A.A. (2011). Myotonic dystrophy type 2. A newly diagnosed disease in the 
Netherlands. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.  
61. Van Leeuwen, T.M. (2011). ‘How one can see what is not there’: Neural mechanisms of 
grapheme‐colour synaesthesia. Radboud University Nijmegen, Nijmegen, the Netherlands. 
62. Van Tilborg, I.A.D.A. (2011). Procedural learning in cognitively impaired patients and its 
application in clinical practice. Radboud University Nijmegen, Nijmegen, the Netherlands. 
63. Bruinsma, I.B. (2011). Amyloidogenic proteins in Alzheimer’s disease and Parkinson’s disease: 
Interaction with chaperones and inflammation. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
64. Voermans, N. (2011). Neuromuscular features of Ehlers‐Danlos syndrome and Marfan 
syndrome; expanding the phenotype of inherited connective tissue disorders and investigating 
the role of the extracellular matrix in muscle. Radboud University Nijmegen Medical Centre, 
Nijmegen, the Netherlands.  
65. Reelick, M. (2011). One step at a time. Disentangling the complexity of preventing falls in frail 
older persons. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.  
66. Buur, P.F. (2011). Imaging in motion. Applications of multi‐echo fMRI. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
67. Schaefer, R.S. (2011). Measuring the mind’s ear: EEG of music imagery. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
68. Xu, L. (2011). The non‐preganglionic Edinger‐Westphal nucleus: An integration center for 
energy balance and stress adaptation. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
13479_Verena Ly_Layout.indd   172 04-01-16   15:24
Appendix 
 164 
23. Vergeer, M. (2010). Perceptual visibility and appearance: Effects of color and form. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
24. Levy, J. (2010). In cerebro unveiling unconscious mechanisms during reading. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
25. Treder, M. S. (2010). Symmetry in (inter)action. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
26. Horlings C.G.C. (2010). A weak balance: Balance and falls in patients with neuromuscular 
disorders. Radboud University Nijmegen, Nijmegen, the Netherlands. 
27. Snaphaan, L.J.A.E. (2010). Epidemiology of post‐stroke behavioural consequences. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands.   
28. Dado – Van Beek, H.E.A. (2010). The regulation of cerebral perfusion in patients with 
Alzheimer’s disease. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.   
29. Derks, N.M. (2010). The role of the non‐preganglionic Edinger‐Westphal nucleus in sex‐
dependent stress adaptation in rodents. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
30. Wyczesany, M. (2010). Covariation of mood and brain activity. Integration of subjective self‐
report data with quantitative EEG measures. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
31. Beurze S.M. (2010). Cortical mechanisms for reach planning. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
32. Van Dijk, J.P. (2010). On the Number of Motor Units. Radboud University Nijmegen, Nijmegen, 
the Netherlands. 
33. Lapatki, B.G. (2010). The Facial Musculature ‐ Characterization at a Motor Unit Level. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
34. Kok, P. (2010). Word order and verb inflection in agrammatic sentence production. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
35. van Elk, M. (2010). Action semantics: Functional and neural dynamics. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
36. Majdandzic, J. (2010). Cerebral mechanisms of processing action goals in self and others. 
Radboud University Nijmegen, Nijmegen, the Netherlands.   
37. Snijders, T.M. (2010). More than words ‐ Neural and genetic dynamics of syntactic unification. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
38. Grootens, K.P. (2010). Cognitive dysfunction and effects of antipsychotics in schizophrenia and 
borderline personality disorder. Radboud University Nijmegen Medical Centre, Nijmegen, the 
Netherlands. 
39. Nieuwenhuis, I.L.C. (2010). Memory consolidation: A process of integration – Converging 
evidence from MEG, fMRI and behavior. Radboud University Nijmegen Medical Centre, 
Nijmegen, the Netherlands. 
40. Menenti, L.M.E. (2010). The right language: Differential hemispheric contributions to language 
production and comprehension in context. Radboud University Nijmegen, Nijmegen, the 
Netherlands.  
41. Van Dijk, H.P. (2010). The state of the brain, how alpha oscillations shape behaviour and event 
related responses. Radboud University Nijmegen, Nijmegen, the Netherlands. 
42. Meulenbroek, O.V. (2010). Neural correlates of episodic memory in healthy aging and 
Alzheimer’s disease.  Radboud University Nijmegen, Nijmegen, the Netherlands. 
43. Oude Nijhuis, L.B. (2010). Modulation of human balance reactions. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
44. Qin, S. (2010). Adaptive memory: Imaging medial temporal and prefrontal memory systems. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
45. Timmer, N.M. (2011). The interaction of heparan sulfate proteoglycans with the amyloid 
protein. Radboud University Nijmegen, Nijmegen, the Netherlands. 
 
  165 
46. Crajé, C. (2011). (A)typical motor planning and motor imagery. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
47. Van Grootel, T.J. (2011). On the role of eye and head position in spatial localisation behaviour. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
48. Lamers, M.J.M. (2011). Levels of selective attention in action planning. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
49. Van der Werf, J. (2011). Cortical oscillatory activity in human visuomotor integration. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
50. Scheeringa, R. (2011). On the relation between oscillatory EEG activity and the BOLD signal. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
51. Bögels, S. (2011). The role of prosody in language comprehension: When prosodic breaks and 
pitch accents come into play. Radboud University Nijmegen, Nijmegen, the Netherlands. 
52. Ossewaarde, L. (2011). The mood cycle: Hormonal influences on the female brain. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
53. Kuribara, M. (2011). Environment‐induced activation and growth of pituitary melanotrope cells 
of Xenopus laevis. Radboud University Nijmegen, Nijmegen, the Netherlands. 
54. Helmich, R.C.G. (2011). Cerebral reorganization in Parkinson’s disease. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
55. Boelen, D. (2011). Order out of chaos? Assessment and treatment of executive disorders in 
brain‐injured patients. Radboud University Nijmegen, Nijmegen, the Netherlands. 
56. Koopmans, P.J. (2011). fMRI of cortical layers. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
57. van der Linden, M.H. (2011). Experience‐based cortical plasticity in object category 
representation. Radboud University Nijmegen, Nijmegen, the Netherlands. 
58. Kleine, B.U. (2011). Motor unit discharges ‐ Physiological and diagnostic studies in ALS. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.  
59. Paulus, M. (2011). Development of action perception: Neurocognitive mechanisms underlying 
children’s processing of others’ actions. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
60. Tieleman, A.A. (2011). Myotonic dystrophy type 2. A newly diagnosed disease in the 
Netherlands. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.  
61. Van Leeuwen, T.M. (2011). ‘How one can see what is not there’: Neural mechanisms of 
grapheme‐colour synaesthesia. Radboud University Nijmegen, Nijmegen, the Netherlands. 
62. Van Tilborg, I.A.D.A. (2011). Procedural learning in cognitively impaired patients and its 
application in clinical practice. Radboud University Nijmegen, Nijmegen, the Netherlands. 
63. Bruinsma, I.B. (2011). Amyloidogenic proteins in Alzheimer’s disease and Parkinson’s disease: 
Interaction with chaperones and inflammation. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
64. Voermans, N. (2011). Neuromuscular features of Ehlers‐Danlos syndrome and Marfan 
syndrome; expanding the phenotype of inherited connective tissue disorders and investigating 
the role of the extracellular matrix in muscle. Radboud University Nijmegen Medical Centre, 
Nijmegen, the Netherlands.  
65. Reelick, M. (2011). One step at a time. Disentangling the complexity of preventing falls in frail 
older persons. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.  
66. Buur, P.F. (2011). Imaging in motion. Applications of multi‐echo fMRI. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
67. Schaefer, R.S. (2011). Measuring the mind’s ear: EEG of music imagery. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
68. Xu, L. (2011). The non‐preganglionic Edinger‐Westphal nucleus: An integration center for 
energy balance and stress adaptation. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
13479_Verena Ly_Layout.indd   173 04-01-16   15:24
Appendix 
 166 
69. Schellekens, A.F.A.  (2011). Gene‐environment interaction and intermediate phenotypes in 
alcohol dependence. Radboud University Nijmegen, Nijmegen, the Netherlands. 
70. Van Marle, H.J.F. (2011). The amygdala on alert: A neuroimaging investigation into amygdala 
function during acute stress and its aftermath. Radboud University Nijmegen, Nijmegen, the 
Netherlands.  
71. De Laat, K.F. (2011). Motor performance in individuals with cerebral small vessel disease: An 
MRI study. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
72. Mädebach, A. (2011). Lexical access in speaking: Studies on lexical selection and cascading 
activation. Radboud University Nijmegen, Nijmegen, the Netherlands.  
73. Poelmans, G.J.V. (2011). Genes and protein networks for neurodevelopmental disorders. 
Radboud University Nijmegen, Nijmegen, the Netherlands.  
74. Van Norden, A.G.W. (2011). Cognitive function in elderly individuals with cerebral small vessel 
disease. An MRI study. Radboud University Nijmegen Medical Centre, Nijmegen, the 
Netherlands. 
75. Jansen, E.J.R. (2011). New insights into V‐ATPase functioning: the role of its accessory subunit 
Ac45 and a novel brain‐specific Ac45 paralog. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
76. Haaxma, C.A. (2011). New perspectives on preclinical and early stage Parkinson's disease. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
77. Haegens, S. (2012). On the functional role of oscillatory neuronal activity in the somatosensory 
system. Radboud University Nijmegen, Nijmegen, the Netherlands. 
78. van Barneveld, D.C.P.B.M. (2012). Integration of exteroceptive and interoceptive cues in 
spatial localization. Radboud University Nijmegen, Nijmegen, the Netherlands.  
79. Spies, P.E. (2012). The reflection of Alzheimer disease in CSF. Radboud University Nijmegen 
Medical Centre, Nijmegen, the Netherlands. 
80. Helle, M. (2012). Artery‐specific perfusion measurements in the cerebral vasculature by 
magnetic resonance imaging. Radboud University Nijmegen, Nijmegen, the Netherlands. 
81. Egetemeir, J. (2012). Neural correlates of real‐life joint action. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
82. Janssen, L. (2012). Planning and execution of (bi)manual grasping. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
83. Vermeer, S. (2012). Clinical and genetic characterisation of autosomal recessive cerebellar 
ataxias. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
84. Vrins, S. (2012). Shaping object boundaries: Contextual effects in infants and adults. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
85. Weber, K.M. (2012). The language learning brain: Evidence from second language and 
bilingual studies of syntactic processing. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
86. Verhagen, L. (2012). How to grasp a ripe tomato. Utrecht University, Utrecht, the Netherlands. 
87. Nonkes, L.J.P. (2012). Serotonin transporter gene variance causes individual differences in rat 
behaviour: For better and for worse. Radboud University Nijmegen Medical Centre, Nijmegen, 
the Netherlands. 
88. Joosten‐Weyn Banningh, L.W.A. (2012). Learning to live with Mild Cognitive Impairment: 
development and evaluation of a psychological intervention for patients with Mild Cognitive 
Impairment and their significant others. Radboud University Nijmegen Medical Centre, 
Nijmegen, the Netherlands. 
89. Xiang, HD. (2012). The language networks of the brain. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
90. Snijders, A.H. (2012). Tackling freezing of gait in Parkinson's disease. Radboud University 
Nijmegen Medical Centre, Nijmegen, the Netherlands. 
 
  167 
91. Rouwette, T.P.H. (2012). Neuropathic pain and the brain ‐ Differential involvement of 
corticotropin‐releasing factor and urocortin 1 in acute and chronic pain processing. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
92. Van de Meerendonk, N. (2012). States of indecision in the brain: Electrophysiological and 
hemodynamic reflections of monitoring in visual language perception. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
93. Sterrenburg, A. (2012). The stress response of forebrain and midbrain regions: Neuropeptides, 
sex‐specificity and epigenetics. Radboud University Nijmegen, Nijmegen, The Netherlands. 
94. Uithol, S. (2012). Representing action and intention. Radboud University Nijmegen, Nijmegen, 
The Netherlands. 
95. Van Dam, W.O.  (2012). On the specificity and flexibility of embodied lexical‐semantic 
representations. Radboud University Nijmegen, Nijmegen, The Netherlands. 
96. Slats, D. (2012).  CSF biomarkers of Alzheimer’s disease: Serial sampling analysis and the study 
of circadian rhythmicity. Radboud University Nijmegen Medical Centre, Nijmegen, the 
Netherlands. 
97. Van Nuenen, B.F.L. (2012). Cerebral reorganization in premotor parkinsonism. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
98. van Schouwenburg, M.R. (2012). Fronto‐striatal mechanisms of attentional control. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
99. Azar, M.G. (2012). On the theory of reinforcement learning: Methods, convergence analysis 
and sample complexity. Radboud University Nijmegen, Nijmegen, The Netherlands. 
100. Meeuwissen, E.B. (2012). Cortical oscillatory activity during memory formation. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
101. Arnold, J.F. (2012). When mood meets memory: Neural and behavioral perspectives on 
emotional memory in health and depression. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
102. Gons, R.A.R. (2012). Vascular risk factors in cerebral small vessel disease: A diffusion tensor 
imaging study. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
103. Wingbermühle, E. (2012). Cognition and emotion in adults with Noonan syndrome: A 
neuropsychological perspective. Radboud University Nijmegen, Nijmegen, The Netherlands. 
104. Walentowska, W. (2012). Facing emotional faces. The nature of automaticity of facial emotion 
processing studied with ERPs. Radboud University Nijmegen, Nijmegen, The Netherlands.  
105. Hoogman, M. (2012). Imaging the effects of ADHD risk genes. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
106. Tramper, J. J. (2012). Feedforward and feedback mechanisms in sensory motor control. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
107. Van Eijndhoven, P. (2012). State and trait characteristics of early course major depressive 
disorder. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
108. Visser, E. (2012). Leaves and forests: Low level sound processing and methods for the large‐
scale analysis of white matter structure in autism. Radboud University Nijmegen, Nijmegen, 
The Netherlands. 
109. Van Tooren‐Hoogenboom, N. (2012). Neuronal communication in the synchronized brain. 
Investigating the functional role of visually‐induced gamma band activity: Lessons from MEG. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
110. Henckens, M.J.A.G. (2012). Imaging the stressed brain. Elucidating the time‐ and region‐
specific effects of stress hormones on brain function: A translational approach. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
111. Van Kesteren, M.T.R. (2012). Schemas in the brain: Influences of prior knowledge on learning, 
memory, and education. Radboud University Nijmegen, Nijmegen, The Netherlands. 
112. Brenders, P. (2012). Cross‐language interactions in beginning second language learners. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
13479_Verena Ly_Layout.indd   174 04-01-16   15:24
Appendix 
 166 
69. Schellekens, A.F.A.  (2011). Gene‐environment interaction and intermediate phenotypes in 
alcohol dependence. Radboud University Nijmegen, Nijmegen, the Netherlands. 
70. Van Marle, H.J.F. (2011). The amygdala on alert: A neuroimaging investigation into amygdala 
function during acute stress and its aftermath. Radboud University Nijmegen, Nijmegen, the 
Netherlands.  
71. De Laat, K.F. (2011). Motor performance in individuals with cerebral small vessel disease: An 
MRI study. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
72. Mädebach, A. (2011). Lexical access in speaking: Studies on lexical selection and cascading 
activation. Radboud University Nijmegen, Nijmegen, the Netherlands.  
73. Poelmans, G.J.V. (2011). Genes and protein networks for neurodevelopmental disorders. 
Radboud University Nijmegen, Nijmegen, the Netherlands.  
74. Van Norden, A.G.W. (2011). Cognitive function in elderly individuals with cerebral small vessel 
disease. An MRI study. Radboud University Nijmegen Medical Centre, Nijmegen, the 
Netherlands. 
75. Jansen, E.J.R. (2011). New insights into V‐ATPase functioning: the role of its accessory subunit 
Ac45 and a novel brain‐specific Ac45 paralog. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
76. Haaxma, C.A. (2011). New perspectives on preclinical and early stage Parkinson's disease. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
77. Haegens, S. (2012). On the functional role of oscillatory neuronal activity in the somatosensory 
system. Radboud University Nijmegen, Nijmegen, the Netherlands. 
78. van Barneveld, D.C.P.B.M. (2012). Integration of exteroceptive and interoceptive cues in 
spatial localization. Radboud University Nijmegen, Nijmegen, the Netherlands.  
79. Spies, P.E. (2012). The reflection of Alzheimer disease in CSF. Radboud University Nijmegen 
Medical Centre, Nijmegen, the Netherlands. 
80. Helle, M. (2012). Artery‐specific perfusion measurements in the cerebral vasculature by 
magnetic resonance imaging. Radboud University Nijmegen, Nijmegen, the Netherlands. 
81. Egetemeir, J. (2012). Neural correlates of real‐life joint action. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
82. Janssen, L. (2012). Planning and execution of (bi)manual grasping. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
83. Vermeer, S. (2012). Clinical and genetic characterisation of autosomal recessive cerebellar 
ataxias. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
84. Vrins, S. (2012). Shaping object boundaries: Contextual effects in infants and adults. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
85. Weber, K.M. (2012). The language learning brain: Evidence from second language and 
bilingual studies of syntactic processing. Radboud University Nijmegen, Nijmegen, the 
Netherlands. 
86. Verhagen, L. (2012). How to grasp a ripe tomato. Utrecht University, Utrecht, the Netherlands. 
87. Nonkes, L.J.P. (2012). Serotonin transporter gene variance causes individual differences in rat 
behaviour: For better and for worse. Radboud University Nijmegen Medical Centre, Nijmegen, 
the Netherlands. 
88. Joosten‐Weyn Banningh, L.W.A. (2012). Learning to live with Mild Cognitive Impairment: 
development and evaluation of a psychological intervention for patients with Mild Cognitive 
Impairment and their significant others. Radboud University Nijmegen Medical Centre, 
Nijmegen, the Netherlands. 
89. Xiang, HD. (2012). The language networks of the brain. Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
90. Snijders, A.H. (2012). Tackling freezing of gait in Parkinson's disease. Radboud University 
Nijmegen Medical Centre, Nijmegen, the Netherlands. 
 
  167 
91. Rouwette, T.P.H. (2012). Neuropathic pain and the brain ‐ Differential involvement of 
corticotropin‐releasing factor and urocortin 1 in acute and chronic pain processing. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
92. Van de Meerendonk, N. (2012). States of indecision in the brain: Electrophysiological and 
hemodynamic reflections of monitoring in visual language perception. Radboud University 
Nijmegen, Nijmegen, the Netherlands. 
93. Sterrenburg, A. (2012). The stress response of forebrain and midbrain regions: Neuropeptides, 
sex‐specificity and epigenetics. Radboud University Nijmegen, Nijmegen, The Netherlands. 
94. Uithol, S. (2012). Representing action and intention. Radboud University Nijmegen, Nijmegen, 
The Netherlands. 
95. Van Dam, W.O.  (2012). On the specificity and flexibility of embodied lexical‐semantic 
representations. Radboud University Nijmegen, Nijmegen, The Netherlands. 
96. Slats, D. (2012).  CSF biomarkers of Alzheimer’s disease: Serial sampling analysis and the study 
of circadian rhythmicity. Radboud University Nijmegen Medical Centre, Nijmegen, the 
Netherlands. 
97. Van Nuenen, B.F.L. (2012). Cerebral reorganization in premotor parkinsonism. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
98. van Schouwenburg, M.R. (2012). Fronto‐striatal mechanisms of attentional control. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
99. Azar, M.G. (2012). On the theory of reinforcement learning: Methods, convergence analysis 
and sample complexity. Radboud University Nijmegen, Nijmegen, The Netherlands. 
100. Meeuwissen, E.B. (2012). Cortical oscillatory activity during memory formation. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
101. Arnold, J.F. (2012). When mood meets memory: Neural and behavioral perspectives on 
emotional memory in health and depression. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
102. Gons, R.A.R. (2012). Vascular risk factors in cerebral small vessel disease: A diffusion tensor 
imaging study. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
103. Wingbermühle, E. (2012). Cognition and emotion in adults with Noonan syndrome: A 
neuropsychological perspective. Radboud University Nijmegen, Nijmegen, The Netherlands. 
104. Walentowska, W. (2012). Facing emotional faces. The nature of automaticity of facial emotion 
processing studied with ERPs. Radboud University Nijmegen, Nijmegen, The Netherlands.  
105. Hoogman, M. (2012). Imaging the effects of ADHD risk genes. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
106. Tramper, J. J. (2012). Feedforward and feedback mechanisms in sensory motor control. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
107. Van Eijndhoven, P. (2012). State and trait characteristics of early course major depressive 
disorder. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
108. Visser, E. (2012). Leaves and forests: Low level sound processing and methods for the large‐
scale analysis of white matter structure in autism. Radboud University Nijmegen, Nijmegen, 
The Netherlands. 
109. Van Tooren‐Hoogenboom, N. (2012). Neuronal communication in the synchronized brain. 
Investigating the functional role of visually‐induced gamma band activity: Lessons from MEG. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
110. Henckens, M.J.A.G. (2012). Imaging the stressed brain. Elucidating the time‐ and region‐
specific effects of stress hormones on brain function: A translational approach. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
111. Van Kesteren, M.T.R. (2012). Schemas in the brain: Influences of prior knowledge on learning, 
memory, and education. Radboud University Nijmegen, Nijmegen, The Netherlands. 
112. Brenders, P. (2012). Cross‐language interactions in beginning second language learners. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
13479_Verena Ly_Layout.indd   175 04-01-16   15:24
Appendix 
 168 
113. Ter Horst, A.C. (2012). Modulating motor imagery. Contextual, spatial and kinaesthetic 
influences. Radboud University Nijmegen, Nijmegen, The Netherlands. 
114. Tesink, C.M.J.Y. (2013). Neurobiological insights into language comprehension in autism: 
Context matters. Radboud University Nijmegen, Nijmegen, The Netherlands. 
115. Böckler, A. (2013). Looking at the world together. How others’ attentional relations to jointly 
attended scenes shape cognitive processing. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
116. Van Dongen, E.V. (2013). Sleeping to Remember. On the neural and behavioral mechanisms of 
sleep‐dependent memory consolidation. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
117. Volman, I. (2013). The neural and endocrine regulation of emotional actions. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
118. Buchholz, V. (2013). Oscillatory activity in tactile remapping. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
119. Van Deurzen, P.A.M. (2013). Information processing and depressive symptoms in healthy 
adolescents. Radboud University Nijmegen, Nijmegen, The Netherlands. 
120. Whitmarsh, S. (2013). Nonreactivity and metacognition in mindfulness. Radboud University 
Nijmegen, Nijmegen, The Netherlands. 
121. Vesper, C. (2013). Acting together: Mechanisms of intentional coordination.  Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
122. Lagro, J. (2013). Cardiovascular and cerebrovascular physiological measurements in clinical 
practice and prognostics in geriatric patients. Radboud University Nijmegen Medical Centre, 
Nijmegen, the Netherlands.  
123. Eskenazi, T.T. (2013).  You, us & them: From motor simulation to ascribed shared intentionality 
in social perception. Radboud University Nijmegen, Nijmegen, The Netherlands.  
124. Ondobaka, S. (2013). On the conceptual and perceptual processing of own and others’ 
behavior. Radboud University Nijmegen, Nijmegen, The Netherlands.  
125. Overvelde, J.A.A.M. (2013). Which practice makes perfect? Experimental studies on the 
acquisition of movement sequences to identify the best learning condition in good and poor 
writers. Radboud University Nijmegen, Nijmegen, The Netherlands.  
126. Kalisvaart, J.P. (2013). Visual ambiguity in perception and action. Radboud University 
Nijmegen Medical Centre, Nijmegen, The Netherlands.  
127. Kroes, M. (2013). Altering memories for emotional experiences. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
128. Duijnhouwer, J. (2013).  Studies on the rotation problem in self‐motion perception. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
129. Nijhuis, E.H.J (2013).  Macroscopic networks in the human brain: Mapping connectivity in 
healthy and damaged brains. University of Twente, Enschede, The Netherlands 
130. Braakman, M. H. (2013). Posttraumatic stress disorder with secondary psychotic features. A 
diagnostic validity study among refugees in the Netherlands. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
131. Zedlitz, A.M.E.E. (2013). Brittle brain power. Post‐stroke fatigue, explorations into assessment 
and treatment. Radboud University Nijmegen, Nijmegen, The Netherlands. 
132. Schoon, Y. (2013). From a gait and falls clinic visit towards self‐management of falls in frail 
elderly. Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
133. Jansen, D. (2013). The role of nutrition in Alzheimer's disease ‐ A study in transgenic mouse 
models for Alzheimer's disease and vascular disorders. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
134. Kos, M. (2013). On the waves of language ‐ Electrophysiological reflections on semantic and 
syntactic processing. Radboud University Nijmegen, Nijmegen, The Netherlands. 
 
  169 
135. Severens, M. (2013). Towards clinical BCI applications: Assistive technology and gait 
rehabilitation. Radboud University Nijmegen, Nijmegen, Sint Maartenskliniek, Nijmegen, The 
Netherlands. 
136. Bergmann, H. (2014). Two is not always better than one: On the functional and neural 
(in)dependence of working memory and long‐term memory. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
137. Wronka, E. (2013). Searching for the biological basis of human mental abilitites. The 
relationship between attention and intelligence studied with P3. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
138. Lüttjohann, A.K. (2013). The role of the cortico‐thalamo‐cortical system in absence epilepsy. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
139. Brazil, I.A. (2013). Change doesn’t come easy: Dynamics of adaptive behavior in psychopathy. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
140. Zerbi, V. (2013).  Impact of nutrition on brain structure and function. A magnetic resonance 
imaging approach in Alzheimer mouse models. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
141. Delnooz, C.C.S. (2014). Unravelling primary focal dystonia. A treatment update and new 
pathophysiological insights. Radboud University Nijmegen Medical Centre, Nijmegen, The 
Netherlands. 
142. Bultena, S.S. (2013). Bilingual processing of cognates and language switches in sentence 
context. Radboud University Nijmegen, Nijmegen, The Netherlands. 
143. Janssen, G. (2014). Diagnostic assessment of psychiatric patients: A contextual perspective on 
executive functioning. Radboud University Nijmegen, Nijmegen, The Netherlands. 
144. Piai, V. Magalhães (2014). Choosing our words: Lexical competition and the involvement of 
attention in spoken word production. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
145. Van  Ede, F. (2014). Preparing for perception. On the attentional modulation, perceptual 
relevance and physiology of oscillatory neural activity. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
146. Brandmeyer, A. (2014). Auditory perceptual learning via decoded EEG neurofeedback: a novel 
paradigm. Radboud University Nijmegen, Nijmegen, The Netherlands. 
147. Radke, S. (2014). Acting social: Neuroendocrine and clinical modulations of approach and 
decision behavior. Radboud University Nijmegen, Nijmegen, The Netherlands. 
148. Simanova, I. (2014). In search of conceptual representations in the brain: towards mind‐
reading. Radboud University Nijmegen, Nijmegen, The Netherlands. 
149. Kok, P. (2014). On the role of expectation in visual perception: A top‐down view of early visual 
cortex. Radboud University Nijmegen, Nijmegen, The Netherlands. 
150. Van Geldorp, B. (2014). The long and the short of memory: Neuropsychological studies on the 
interaction of working memory and long‐term memory formation.  Radboud University 
Nijmegen, Nijmegen, The Netherlands. 
151. Meyer, M. (2014). The developing brain in action ‐ Individual and joint action processing. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
152. Wester, A. (2014). Assessment of everyday memory in patients with alcohol‐related cognitive 
disorders using the Rivermead Behavioural Memory Test. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
153. Koenraadt, K. (2014). Shedding light on cortical control of movement. Radboud University 
Nijmegen, Nijmegen; Sint Maartenskliniek, Nijmegen, The Netherlands. 
154. Rutten‐Jacobs, L.C.A. (2014). Long‐term prognosis after stroke in young adults. Radboud 
University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
13479_Verena Ly_Layout.indd   176 04-01-16   15:24
Appendix 
 168 
113. Ter Horst, A.C. (2012). Modulating motor imagery. Contextual, spatial and kinaesthetic 
influences. Radboud University Nijmegen, Nijmegen, The Netherlands. 
114. Tesink, C.M.J.Y. (2013). Neurobiological insights into language comprehension in autism: 
Context matters. Radboud University Nijmegen, Nijmegen, The Netherlands. 
115. Böckler, A. (2013). Looking at the world together. How others’ attentional relations to jointly 
attended scenes shape cognitive processing. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
116. Van Dongen, E.V. (2013). Sleeping to Remember. On the neural and behavioral mechanisms of 
sleep‐dependent memory consolidation. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
117. Volman, I. (2013). The neural and endocrine regulation of emotional actions. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
118. Buchholz, V. (2013). Oscillatory activity in tactile remapping. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
119. Van Deurzen, P.A.M. (2013). Information processing and depressive symptoms in healthy 
adolescents. Radboud University Nijmegen, Nijmegen, The Netherlands. 
120. Whitmarsh, S. (2013). Nonreactivity and metacognition in mindfulness. Radboud University 
Nijmegen, Nijmegen, The Netherlands. 
121. Vesper, C. (2013). Acting together: Mechanisms of intentional coordination.  Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
122. Lagro, J. (2013). Cardiovascular and cerebrovascular physiological measurements in clinical 
practice and prognostics in geriatric patients. Radboud University Nijmegen Medical Centre, 
Nijmegen, the Netherlands.  
123. Eskenazi, T.T. (2013).  You, us & them: From motor simulation to ascribed shared intentionality 
in social perception. Radboud University Nijmegen, Nijmegen, The Netherlands.  
124. Ondobaka, S. (2013). On the conceptual and perceptual processing of own and others’ 
behavior. Radboud University Nijmegen, Nijmegen, The Netherlands.  
125. Overvelde, J.A.A.M. (2013). Which practice makes perfect? Experimental studies on the 
acquisition of movement sequences to identify the best learning condition in good and poor 
writers. Radboud University Nijmegen, Nijmegen, The Netherlands.  
126. Kalisvaart, J.P. (2013). Visual ambiguity in perception and action. Radboud University 
Nijmegen Medical Centre, Nijmegen, The Netherlands.  
127. Kroes, M. (2013). Altering memories for emotional experiences. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
128. Duijnhouwer, J. (2013).  Studies on the rotation problem in self‐motion perception. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
129. Nijhuis, E.H.J (2013).  Macroscopic networks in the human brain: Mapping connectivity in 
healthy and damaged brains. University of Twente, Enschede, The Netherlands 
130. Braakman, M. H. (2013). Posttraumatic stress disorder with secondary psychotic features. A 
diagnostic validity study among refugees in the Netherlands. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
131. Zedlitz, A.M.E.E. (2013). Brittle brain power. Post‐stroke fatigue, explorations into assessment 
and treatment. Radboud University Nijmegen, Nijmegen, The Netherlands. 
132. Schoon, Y. (2013). From a gait and falls clinic visit towards self‐management of falls in frail 
elderly. Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
133. Jansen, D. (2013). The role of nutrition in Alzheimer's disease ‐ A study in transgenic mouse 
models for Alzheimer's disease and vascular disorders. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
134. Kos, M. (2013). On the waves of language ‐ Electrophysiological reflections on semantic and 
syntactic processing. Radboud University Nijmegen, Nijmegen, The Netherlands. 
 
  169 
135. Severens, M. (2013). Towards clinical BCI applications: Assistive technology and gait 
rehabilitation. Radboud University Nijmegen, Nijmegen, Sint Maartenskliniek, Nijmegen, The 
Netherlands. 
136. Bergmann, H. (2014). Two is not always better than one: On the functional and neural 
(in)dependence of working memory and long‐term memory. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
137. Wronka, E. (2013). Searching for the biological basis of human mental abilitites. The 
relationship between attention and intelligence studied with P3. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
138. Lüttjohann, A.K. (2013). The role of the cortico‐thalamo‐cortical system in absence epilepsy. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
139. Brazil, I.A. (2013). Change doesn’t come easy: Dynamics of adaptive behavior in psychopathy. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
140. Zerbi, V. (2013).  Impact of nutrition on brain structure and function. A magnetic resonance 
imaging approach in Alzheimer mouse models. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
141. Delnooz, C.C.S. (2014). Unravelling primary focal dystonia. A treatment update and new 
pathophysiological insights. Radboud University Nijmegen Medical Centre, Nijmegen, The 
Netherlands. 
142. Bultena, S.S. (2013). Bilingual processing of cognates and language switches in sentence 
context. Radboud University Nijmegen, Nijmegen, The Netherlands. 
143. Janssen, G. (2014). Diagnostic assessment of psychiatric patients: A contextual perspective on 
executive functioning. Radboud University Nijmegen, Nijmegen, The Netherlands. 
144. Piai, V. Magalhães (2014). Choosing our words: Lexical competition and the involvement of 
attention in spoken word production. Radboud University Nijmegen, Nijmegen, The 
Netherlands. 
145. Van  Ede, F. (2014). Preparing for perception. On the attentional modulation, perceptual 
relevance and physiology of oscillatory neural activity. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
146. Brandmeyer, A. (2014). Auditory perceptual learning via decoded EEG neurofeedback: a novel 
paradigm. Radboud University Nijmegen, Nijmegen, The Netherlands. 
147. Radke, S. (2014). Acting social: Neuroendocrine and clinical modulations of approach and 
decision behavior. Radboud University Nijmegen, Nijmegen, The Netherlands. 
148. Simanova, I. (2014). In search of conceptual representations in the brain: towards mind‐
reading. Radboud University Nijmegen, Nijmegen, The Netherlands. 
149. Kok, P. (2014). On the role of expectation in visual perception: A top‐down view of early visual 
cortex. Radboud University Nijmegen, Nijmegen, The Netherlands. 
150. Van Geldorp, B. (2014). The long and the short of memory: Neuropsychological studies on the 
interaction of working memory and long‐term memory formation.  Radboud University 
Nijmegen, Nijmegen, The Netherlands. 
151. Meyer, M. (2014). The developing brain in action ‐ Individual and joint action processing. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
152. Wester, A. (2014). Assessment of everyday memory in patients with alcohol‐related cognitive 
disorders using the Rivermead Behavioural Memory Test. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
153. Koenraadt, K. (2014). Shedding light on cortical control of movement. Radboud University 
Nijmegen, Nijmegen; Sint Maartenskliniek, Nijmegen, The Netherlands. 
154. Rutten‐Jacobs, L.C.A. (2014). Long‐term prognosis after stroke in young adults. Radboud 
University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
13479_Verena Ly_Layout.indd   177 04-01-16   15:24
Appendix 
 170 
155. Herbert, M.K. (2014).  Facing uncertain diagnosis: the use of CSF biomarkers for the differential 
diagnosis of neurodegenerative diseases. Radboud University Nijmegen Medical Centre, 
Nijmegen, The Netherlands. 
156. Llera Arenas, A. (2014). Adapting brain computer interfaces for non‐stationary changes. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
157. Smulders, K. (2014).  Cognitive control of gait and balance in patients with chronic stroke and 
Parkinson's disease. Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
158. Boyacioglu, R. (2014). On the application of ultra‐fast fMRI and high resolution multiband fMRI 
at high static field strengths. Radboud University Nijmegen, Nijmegen, The Netherlands. 
159. Kleinnijenhuis, M. (2014). Imaging fibres in the brain. Radboud University Nijmegen, Nijmegen, 
The Netherlands. 
160. Geuze, J. (2014). Brain Computer Interfaces for Communication: Moving beyond the visual 
speller. Radboud University Nijmegen, Nijmegen, The Netherlands. 
161. Platonov, A. (2014). Mechanisms of binocular motion rivalry. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
162. Van der Schaaf, M.E. (2014). Dopaminergic modulation of reward and punishment learning. 
Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
163. Aerts, M.B. (2014). Improving diagnostic accuracy in parkinsonism. Radboud University 
Nijmegen Medical Centre, Nijmegen, The Netherlands.  
164. Vlek, R. (2014). From Beat to BCI: A musical paradigm for, and the ethical aspects of Brain‐
Computer Interfacing. Radboud University Nijmegen, Nijmegen, The Netherlands. 
165. Massoudi, R. (2014). Interaction of task‐related and acoustic signals in single neurons of 
monkey auditory cortex. Radboud University Nijmegen, Nijmegen, The Netherlands  
166. Stolk, A. (2014). On the generation of shared symbols. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
167. Krause F. (2014). Numbers and magnitude in the brain: A sensorimotor grounding of numerical 
cognition. Radboud University Nijmegen, Nijmegen, The Netherlands. 
168. Munneke, M.A.M. (2014). Measuring and modulating the brain with non‐invasive stimulation. 
Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
169. Von Borries, K. (2014). Carrots & Sticks ‐ a neurobehavioral investigation of affective outcome 
processing in psychopathy. Radboud University Nijmegen Medical Centre, Nijmegen, The 
Netherlands. 
170. Meel‐van den Abeelen, A.S.S. (2014). In control. Methodological and clinical aspects of 
cerebral autoregulation and haemodynamics. Radboud University Nijmegen Medical Centre, 
Nijmegen, The Netherlands. 
171. Leoné, F.T.M. (2014). Mapping sensorimotor space: Parieto‐frontal contributions to goal‐
directed movements. Radboud University Nijmegen, Nijmegen, The Netherlands. 
172. Van Kessel, M. (2014). Nothing left? How to keep on the right track ‐ Spatial and non‐spatial 
attention processes in neglect after stroke. Radboud University, Nijmegen, The Netherlands. 
173. Vulto‐van Silfhout, A. T. (2014). Detailed, standardized and systematic phenotyping for the 
interpretation of genetic variation. Radboud University Medical Centre, Nijmegen, The 
Netherlands. 
174. Arnoldussen, D. (2015). Cortical topography of self‐motion perception. Radboud University, 
Nijmegen, The Netherlands. 
175. Meyer, M.C. (2015). “Inbetween Modalitiers combined EEG – fMR”. Radboud University, 
Nijmegen, The Netherlands. 
176. Bralten, J. (2015). Genetic factors and the brain in ADHD. Radboud university medical center, 
Nijmegen, The Netherlands. 
177. Spaak, E. (2015). On the role of alpha oscillations in structuring neural information processing. 
Radboud University, Nijmegen, The Netherlands. 
 
  171 
178. Van der Doelen, R. (2015). Translational psychiatry; the twists and turns of early life stress and 
serotonin transporter gene variation. Radboud university medical center, Nijmegen, The 
Netherlands. 
179. Lewis, C. (2015). The structure and function of intrinsic brain activity. Radboud University, 
Nijmegen, The Netherlands. 
180. Huang, Lili. (2015). The subiculum: a promising new target of deep brain stimulation in 
temporal lobe epilepsy. Investigation of closed‐loop and open‐loop high frequency stimulation 
of the subiculum in seizure and epilepsy models in rats. Radboud University, Nijmegen, The 
Netherlands. 
181. Maaijwee, N.A.M.M (2015). Long‐term neuropsychological and social consequences after 
stroke in young adults. Radboud university medical center, Nijmegen, The Netherlands. 
182. Meijer, F.J.A. (2015). Clinical Application of Brain MRI in Parkinsonism: From Basic to Advanced 
Imaging. Radboud university medical center, Nijmegen, The Netherlands. 
183. Van der Meij, R. (2015). On the identification, characterization and investigation of phase 
dependent coupling in neuronal networks. Radboud University, Nijmegen, The Netherlands. 
184. Todorovic, A. (2015). Predictive adaptation in early auditory processing. Radboud University, 
Nijmegen, The Netherlands. 
185. Horschig, J.M. (2015). Flexible control and training of posterior alpha‐band oscillations. 
Radboud University, Nijmegen, The Netherlands. 
186. Vogel, S. (2015). The runner‐up: on the role of the mineralocorticoid receptor in human 
cognition. Radboud University Medical Center, Nijmegen, The Netherlands. 
187. Clemens, I.A.H. (2015). Multisensory integration in orientation and self‐motion perception. 
Radboud University, Nijmegen, The Netherlands. 
188. Nonnekes, J. (2015). Balance and gait in neurodegenerative disease: what startle tells us about 
motor control. Radboud university medical center, Nijmegen, The Netherlands. 
189. Stapel, J.C. (2015). Action prediction and the development thereof. Radboud University, 
Nijmegen, The Netherlands. 
190. De Grauwe, S. (2015). The Processing of Derivations in Native and Non‐Native Speakers of 
Dutch. Radboud University, Nijmegen, The Netherlands. 
191. Atucha Treviño, E. (2015). Emotional Modulation of Memory: Mechanisms underlying strength 
and accuracy of Memory. Radboud University, Nijmegen, The Netherlands 
192. Bosch, M.P.C. (2015) Needles on the Couch; acupuncture in the Treatment of Depression, 
Schizophrenia and Sleep Disorders. Radboud University, Nijmegen, The Netherlands.  
193. Marshall, T. (2015) On the Control and manipulation of Alpha and Gamma oscillations in visual 
cortex. Radboud University, Nijmegen, The Netherlands. 
194. Rijken, N. (2015). Balance and gait in facioscapulohumeral muscular dystrophy, relations with 
individual muscle involvement. Radboud University Medical Center, Nijmegen, The 
Netherlands. 
195. Blokpoel, M. (2015). Understanding understanding: A computational‐level perspective. 
Radboud University, Nijmegen, The Netherlands. 
196. Smyk, M. (2015). Chronobiology of absence epilepsy. Radboud University, Nijmegen, The 
Netherlands. 
197. Richards, J. (2015). Plasticity genes, the social environment, and their interplay in adolescents 
with and without ADHD – from behaviour to brain. Radboud University Medical Center, 
Nijmegen, The Netherlands. 
198. Janssen, C. (2015). Nourishing the brain from cradle to grave: The role of nutrients in neural 
development and neurodegeneration. Radboud University Medical Center, Nijmegen, The 
Netherlands. 
199. Bertens, D. (2016). Doin’ it right: Assessment and errorless learning of executive skills after 
brain injury. Radboud University, Nijmegen, The Netherlands. 
13479_Verena Ly_Layout.indd   178 04-01-16   15:24
Appendix 
 170 
155. Herbert, M.K. (2014).  Facing uncertain diagnosis: the use of CSF biomarkers for the differential 
diagnosis of neurodegenerative diseases. Radboud University Nijmegen Medical Centre, 
Nijmegen, The Netherlands. 
156. Llera Arenas, A. (2014). Adapting brain computer interfaces for non‐stationary changes. 
Radboud University Nijmegen, Nijmegen, The Netherlands. 
157. Smulders, K. (2014).  Cognitive control of gait and balance in patients with chronic stroke and 
Parkinson's disease. Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
158. Boyacioglu, R. (2014). On the application of ultra‐fast fMRI and high resolution multiband fMRI 
at high static field strengths. Radboud University Nijmegen, Nijmegen, The Netherlands. 
159. Kleinnijenhuis, M. (2014). Imaging fibres in the brain. Radboud University Nijmegen, Nijmegen, 
The Netherlands. 
160. Geuze, J. (2014). Brain Computer Interfaces for Communication: Moving beyond the visual 
speller. Radboud University Nijmegen, Nijmegen, The Netherlands. 
161. Platonov, A. (2014). Mechanisms of binocular motion rivalry. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
162. Van der Schaaf, M.E. (2014). Dopaminergic modulation of reward and punishment learning. 
Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
163. Aerts, M.B. (2014). Improving diagnostic accuracy in parkinsonism. Radboud University 
Nijmegen Medical Centre, Nijmegen, The Netherlands.  
164. Vlek, R. (2014). From Beat to BCI: A musical paradigm for, and the ethical aspects of Brain‐
Computer Interfacing. Radboud University Nijmegen, Nijmegen, The Netherlands. 
165. Massoudi, R. (2014). Interaction of task‐related and acoustic signals in single neurons of 
monkey auditory cortex. Radboud University Nijmegen, Nijmegen, The Netherlands  
166. Stolk, A. (2014). On the generation of shared symbols. Radboud University Nijmegen, 
Nijmegen, The Netherlands. 
167. Krause F. (2014). Numbers and magnitude in the brain: A sensorimotor grounding of numerical 
cognition. Radboud University Nijmegen, Nijmegen, The Netherlands. 
168. Munneke, M.A.M. (2014). Measuring and modulating the brain with non‐invasive stimulation. 
Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands. 
169. Von Borries, K. (2014). Carrots & Sticks ‐ a neurobehavioral investigation of affective outcome 
processing in psychopathy. Radboud University Nijmegen Medical Centre, Nijmegen, The 
Netherlands. 
170. Meel‐van den Abeelen, A.S.S. (2014). In control. Methodological and clinical aspects of 
cerebral autoregulation and haemodynamics. Radboud University Nijmegen Medical Centre, 
Nijmegen, The Netherlands. 
171. Leoné, F.T.M. (2014). Mapping sensorimotor space: Parieto‐frontal contributions to goal‐
directed movements. Radboud University Nijmegen, Nijmegen, The Netherlands. 
172. Van Kessel, M. (2014). Nothing left? How to keep on the right track ‐ Spatial and non‐spatial 
attention processes in neglect after stroke. Radboud University, Nijmegen, The Netherlands. 
173. Vulto‐van Silfhout, A. T. (2014). Detailed, standardized and systematic phenotyping for the 
interpretation of genetic variation. Radboud University Medical Centre, Nijmegen, The 
Netherlands. 
174. Arnoldussen, D. (2015). Cortical topography of self‐motion perception. Radboud University, 
Nijmegen, The Netherlands. 
175. Meyer, M.C. (2015). “Inbetween Modalitiers combined EEG – fMR”. Radboud University, 
Nijmegen, The Netherlands. 
176. Bralten, J. (2015). Genetic factors and the brain in ADHD. Radboud university medical center, 
Nijmegen, The Netherlands. 
177. Spaak, E. (2015). On the role of alpha oscillations in structuring neural information processing. 
Radboud University, Nijmegen, The Netherlands. 
 
  171 
178. Van der Doelen, R. (2015). Translational psychiatry; the twists and turns of early life stress and 
serotonin transporter gene variation. Radboud university medical center, Nijmegen, The 
Netherlands. 
179. Lewis, C. (2015). The structure and function of intrinsic brain activity. Radboud University, 
Nijmegen, The Netherlands. 
180. Huang, Lili. (2015). The subiculum: a promising new target of deep brain stimulation in 
temporal lobe epilepsy. Investigation of closed‐loop and open‐loop high frequency stimulation 
of the subiculum in seizure and epilepsy models in rats. Radboud University, Nijmegen, The 
Netherlands. 
181. Maaijwee, N.A.M.M (2015). Long‐term neuropsychological and social consequences after 
stroke in young adults. Radboud university medical center, Nijmegen, The Netherlands. 
182. Meijer, F.J.A. (2015). Clinical Application of Brain MRI in Parkinsonism: From Basic to Advanced 
Imaging. Radboud university medical center, Nijmegen, The Netherlands. 
183. Van der Meij, R. (2015). On the identification, characterization and investigation of phase 
dependent coupling in neuronal networks. Radboud University, Nijmegen, The Netherlands. 
184. Todorovic, A. (2015). Predictive adaptation in early auditory processing. Radboud University, 
Nijmegen, The Netherlands. 
185. Horschig, J.M. (2015). Flexible control and training of posterior alpha‐band oscillations. 
Radboud University, Nijmegen, The Netherlands. 
186. Vogel, S. (2015). The runner‐up: on the role of the mineralocorticoid receptor in human 
cognition. Radboud University Medical Center, Nijmegen, The Netherlands. 
187. Clemens, I.A.H. (2015). Multisensory integration in orientation and self‐motion perception. 
Radboud University, Nijmegen, The Netherlands. 
188. Nonnekes, J. (2015). Balance and gait in neurodegenerative disease: what startle tells us about 
motor control. Radboud university medical center, Nijmegen, The Netherlands. 
189. Stapel, J.C. (2015). Action prediction and the development thereof. Radboud University, 
Nijmegen, The Netherlands. 
190. De Grauwe, S. (2015). The Processing of Derivations in Native and Non‐Native Speakers of 
Dutch. Radboud University, Nijmegen, The Netherlands. 
191. Atucha Treviño, E. (2015). Emotional Modulation of Memory: Mechanisms underlying strength 
and accuracy of Memory. Radboud University, Nijmegen, The Netherlands 
192. Bosch, M.P.C. (2015) Needles on the Couch; acupuncture in the Treatment of Depression, 
Schizophrenia and Sleep Disorders. Radboud University, Nijmegen, The Netherlands.  
193. Marshall, T. (2015) On the Control and manipulation of Alpha and Gamma oscillations in visual 
cortex. Radboud University, Nijmegen, The Netherlands. 
194. Rijken, N. (2015). Balance and gait in facioscapulohumeral muscular dystrophy, relations with 
individual muscle involvement. Radboud University Medical Center, Nijmegen, The 
Netherlands. 
195. Blokpoel, M. (2015). Understanding understanding: A computational‐level perspective. 
Radboud University, Nijmegen, The Netherlands. 
196. Smyk, M. (2015). Chronobiology of absence epilepsy. Radboud University, Nijmegen, The 
Netherlands. 
197. Richards, J. (2015). Plasticity genes, the social environment, and their interplay in adolescents 
with and without ADHD – from behaviour to brain. Radboud University Medical Center, 
Nijmegen, The Netherlands. 
198. Janssen, C. (2015). Nourishing the brain from cradle to grave: The role of nutrients in neural 
development and neurodegeneration. Radboud University Medical Center, Nijmegen, The 
Netherlands. 
199. Bertens, D. (2016). Doin’ it right: Assessment and errorless learning of executive skills after 
brain injury. Radboud University, Nijmegen, The Netherlands. 
13479_Verena Ly_Layout.indd   179 04-01-16   15:24
Appendix 
 172 
200. Blokland, Y. M. (2015). Moving towards awareness detection: From Brain‐Computer 
Interfacing to anaesthesia monitoring. Radboud University, Nijmegen, The Netherlands. 
201. Lozano‐Soldevilla, D. (2015). GABAergic modulations of gamma and alpha oscillations:     
consequences for working memory performance. Radboud University, Nijmegen, The 
Netherlands. 
202. Bosch, S. E. (2015). Reactivating memories in hippocampus and neocortex. Radboud University, 
Nijmegen, The Netherlands. 
203. Rhein von, D. (2015). Neural mechanisms of reward processing in attention deficit 
hyperactivity disorder. Radboud University, Nijmegen, The Netherlands/ Radboud University 
Medical Center, Nijmegen, The Netherlands. 
204. Jiang, H. (2015). Characterizing brain oscillations in cognition and disease. Radboud University, 
Nijmegen, The Netherlands/ Radboud University Medical Center, Nijmegen, The Netherlands. 
205. Francken, J (2016). Viewing the world through language‐tinted glasses. Radboud University, 
Nijmegen, The Netherlands/ Radboud University Medical Center, Nijmegen, The Netherlands. 
206. Sarwary, A.M.E. (2016). Mechanisms of interference between motor memories. Radboud 
University, Nijmegen, The Netherlands/ Radboud University Medical Center, Nijmegen, The 
Netherlands. 
207. Vermeij, A. (2016). Cognitive plasticity in normal aging and mild cognitive impairment: 
Shedding light on prefrontal activation. Radboud University Medical Center, Nijmegen, The 
Netherlands. 
208. Van den Elsen, G. (2016). Title. Radboud University Medical Center, Nijmegen, The 
Netherlands. 
209. Ly, V. (2016). Affective biasing of instrumental action: How emotion shapes behavior. Radboud 
University, Nijmegen, The Netherlands. 
 
 
 
13479_Verena Ly_Layout.indd   180 04-01-16   15:24

ISBN 978-94-6284-043-0 209
A
F
F
E
C
T
IV
E
 B
IA
S
IN
G
 O
F
 IN
S
T
R
U
M
E
N
TA
L
 A
C
T
IO
N
: H
O
W
 E
M
O
T
IO
N
 S
H
A
P
E
S
 B
E
H
A
V
IO
R
Verena Ly
UITNODIGING
Voor het bijwonen van 
de verdediging van mijn 
proefschrift
Affective biasing of 
instrumental action:
How emotion shapes 
behavior
Vrijdag 19 februari 2016
Om 14.30 uur precies
In de Aula van de Radboud 
Universiteit,
Com eniuslaan 2
te Nijmegen
Aansluitend receptie 
(om 16.00 uur) 
ter plaatse
Verena Ly
Paranimfen 
Lieneke Janssen
Michelle Herring
Affective biasing of instrumental action:
How emotion shapes behavior
Verena Ly
13479_Verena Ly_Omslag.indd   1 04-01-16   15:10
