Over the past few years, has been shown that generalization power of Support Vector Machines (SVM) falls dramatically on imbalanced data-sets. In this paper, we propose a new method to improve accuracy of SVM on imbalanced data-sets. To get this outcome, firstly, we used undersampling and SVM to obtain the initial SVs and a sketch of the hyperplane. These support vectors help to generate new artificial instances, which will take part as the initial population of a genetic algorithm. The genetic algorithm improves the population in artificial instances from one generation to another and eliminates instances that produce noise in the hyperplane. Finally, the generated and evolved data were included in the original data-set for minimizing the imbalance and improving the generalization ability of the SVM on skewed data-sets.
Introduction
Many real-world applications show imbalance in data-sets. In these problems the goal in classification problems is to find a function that best generalizes the minority class, usually it is the most significant one. Traditionally, classical classification methods do not perform well on imbalanced data-sets, because they were not designed to address such problems. Support Vector Machines (SVM) have shown excellent generalization power in classification problems. However, it has been shown that this generalization ability of SVM drops dramatically on skewed data-sets [7] [10]. The most widely used techniques to tackle this kind of problems are under-sampling, over-sampling and Synthetic Minority Over-sampling Technique (SMOTE) [2] . Under-sampling, gets the number of instances m in the minority class and selects randomly m instances in the majority class. Over-sampling technique eliminates the imbalance by replicating data instances in the minority class or generating artificial instances from the minority class. SMOTE Generates artificial instances over-sampling the minority class by taking each minority class instance and generating synthetic instances along the line segments, joining any or all of the k minority class nearest neighbors. It does not cause any information loss and could potentially find hidden minority regions.
However, it could introduce noise in the classifiers which could result in a loss of performance because the algorithm makes the assumption that the instance between a positive class instances and its nearest neighbors is also positive [8] . [9] . Methods based on Evolve Algorithms (EA) have also proposed in the literature. [11] proposed an algorithm to expands the minority class boundary. The algorithm uses a Random Walk Over-Sampling approach (RWO-Sampling) to balancing different class samples by creating synthetic samples through randomly walking from the real data. In [14] is proposed a hybrid learning model to cope with the problem of imbalanced by evolving self-organizing maps. The authors use GA to evolve the subset of the minority examples into new stage that might discover novel knowledge from the limited and underrepresented minority class. In [3] , the authors proposed a classification system in order to detect the most important rules, and the rules which perturb the performance of classifier. That system uses hierarchical fuzzy rules and a GA. Garcia et al. [4] implemented an algorithm which performs an optimized selection of examples from data sets. The learning algorithm based on the nested generalized exemplar method and GA to generate and select the best suitable data to enhance the classification performance over imbalanced domains.
In this paper, we present a new algorithm to generate artificial instances in order to improve the performance of SVM on imbalanced data-sets. In the proposed algorithm, GA is used to guide the search process of new artificial instances. The artificial instances are evolved using a GA, each generation the instances that best contribute to the performance of the data-set are improved by selection, cross and mutation operators, reducing the likelihood of add noise instances to the classifier.
SVM Classification via Genetic Algorithm
Formally, given a data set 
the shortest distance from separating hyperplane to the closest negative example is
The margin is
Methods based on the SMOTE algorithm introduce artificial instances in minority class in order to reduce the bias. However, SMOTE only introduces artificial instances between positive instances (one positive instance and its k nearest neighbors). Furthermore, the region with more information is between support vectors with different label. Introducing artificial instances in this region could help improve the performance of SVM. In order to avoid off noise by adding artificial instances and introduce new artificial data points with high discriminative features, we propose a novel algorithm based on a genetic algorithm. Figure 1 describes the general process of the proposed method.
Fig. 1. Proposed method

Generating Artificial Instances
The proposed algorithm starts using under-sampling and obtaining an initial decision boundary by SVM learning. SVM is trained by ⋅ + = + ε (6) which is modified in just the i-esime dimension of i sv x + . Where the step size is ε ; we select it between 0.1 and 0.001.
Genetic Algorithm
SV obtained are used to generate a population for a genetic algorithm. The artificial instances added to data-set could potentially find hidden regions in minority class because these instances were obtained with the most discriminative features of the entire data set. However, the principal disadvantage is that it could introduce noise for the classifier which provokes a loss of performance. On the other hand, classical methods cannot decide which artificial instances can improve the SVM performance in imbalanced data sets because the search space is often huge, complex or poorly understood. The GA objective is to find those evolved instances that improve the SVM's performance. Figure 2 illustrates how it is encoded and decoded each individual in the population. The proposed algorithm has two main parts, the first describes how the artificial data are generated and the second describes how are encoded, decoded and evaluated each individual to converge to a solution. x is evaluated with the fitness function and manipulated using several genetic operators in order to evolve the population and optimize the solution of the problem. The stronger individuals among the population replace the weaker ones by competition. The survival of the fittest individuals among the population over consecutive generations. In order to prove the performance of the proposed algorithm we used G-mean measure as fitness function in our experiments. The final hyperplane is obtained until a stop criterion has been met. The proposed algorithm stops if there is no improvement in the fitness value for the best string during an interval of the three last generations or if the fitness value is 1.
Complexity of the Algorithm
The complexity of the proposed algorithm mainly depends on the fitness evaluation.
Other factors that directly influence the complexity are data structures, population, genetic operators, and the implementation of the genetic operators. In the first stage of SVM, the complexity of SVM is O(n2), in our case, it is given for the under-sampled data-set m, then the algorithmic complexity here is O(m)2. In the stage of the GA we added 2 artificial instances for each SV. The simplest case is the roulette wheel selection, point mutation, and two point crossovers with both individuals. The populations represented by fixed length vectors has time complexity
where gens is the number of generations, ( )
is the complexity of point mutation and the time complexity of crossover. Moreover, a SVM is used in order to obtain the fitness function. The complexity of the proposed method does not depend on the entire input data, it just depends on the SVs obtained in the first stage. In the most cases, it is only a small part of the entire data set. The total complexity is given by ( )
Is clear that, the algorithmic complexity is the main disadvantage of the proposed method. However, to use some other learning algorithm to obtain fitness could drastically reduce the computational complexity.
Experimental Results
In this section, we show the experimental results obtained with the proposed algorithm. For the case of skewed data sets, is necessary to use a different performance measure to avoid wrong conclusions. In our experiments, we use the sensitivi- 
Selection Model and Data-Sets
In the experiments all data sets were normalized and 30 runs were executed in each experiment to obtain the results. In this paper, we use two point crossover and flip bit mutation. In the experiments, we used a crossover probability of p c = 0.9, and a mutation probability of n p m / 1 = , where n is the string length for Gray coded. We use the radial basis function (RBF) as kernel, In order to select the optimal parameters of SVM, the hyper-parameter space is explored with some values of γ , and the regularization parameter C .
We use several benchmark data sets from the KEEL data-set repository (http:// sci2s.ugr.es/ keel/datasets.php). Table 1 shows the data sets used in the experiments. The approach was implemented in Matlab. We use 70% of data sets to training, 15% to obtain fitness from artificial data points and, 15% to testing in order to perform the classification of unseen examples. The results are reported in Table 1 . In this Table  we show results obtained with Under-sampling, Over-sampling, Synthetic Minority Over-sampling Technique (SMOTE) and Proposed Method (PM). In the results, we can observe that the proposed method obtains better classification results than the other techniques for almost all the imbalanced data-sets. SVM with GA has a positive synergy with the lateral searching of artificial instances, and leads to good global behavior, in the obtained results, when imbalance ratio is large, the performance achieved by the proposed method is better than the traditional methods.
Conclusions
In this paper, we proposed a novel method that enhances the performance of SVM on skewed data sets. The proposed method introduces artificial instances which are created modifying the SVs found in a first stage of SVM training. These artificial instances are evolved by using a genetic algorithm. According to the experiments, the proposed method produces noticeable results in comparison with actual implementations.
