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Abstract
This paper presents an efficient algorithm for constructing the lowest degree algebraic sur-
faces, which contain with C1 continuity, any given collection of points and algebraic space curves
having derivative information. Positional as well as derivative constraints on interpolating im-
plicitly defined algebraic surfaces are translated into a homogeneous linear system, where the
unknowns are the coefficients of the polynomial defining the algebraic surface. The containment
of given points and curves with C 1 continuity, termed Hermite interpolation, yields tangent
plane continuous surface fits. Computational details of the Hermite interpolation algorithm
are also presented along with several illustrative applications of the interpolation technique to
the construction of joining or blending surfaces for solid models as well as fleshing surfaces for
curved wireframe models. A heuristic approach to interactive shape control of implicit algebraic
surfaces is also given, and various open problems in algebraic surface design are discussed.
1 Introduction
While developing a solid modeling system for the construction of accurate computer models of
solid physical objects {2], we have designed a technique for automatically generating low degree
real algebraic surfaces, which yield a tangent plane continuous mesh of algebraic surface patches.
Modeled physical objects with algebraic surface patches oflow degrees, lend themselves to effective
computations in several geometric modeling operations [4, 13, 16, 17, 18, 20, 21, 24, 29] as well as
in tasks such as computer graphics display, animation, and physical simulations [8, 9, 15, 26].
In this paper, we present solutions to the problem of CI data interpolation using the lowest
degree, implicitly represented algebraic surfaces in three dimensional real space IR.3 . An algebraic
surface S in IR.3 is implicitly defined by a single polynomial equation !(x,y,z) = 0, where coeffi-
cients of! are over JR. The class of algebraic surfaces have the advantage of closure under several
geometric operations (intersections, union, offset, etc.) often required in a solid modeling system.
Furthermore, we choose the implicit equation representation for interpolation design since it cap-
tures all elements in the class of algebraic surfaces. This is contrasted with rational parametric
'Supported in part by NSF Grant DMS 88-16286, and ONR contrad NOOOH-88-K-0402.
ISupported in parl by a David Ross Fellowship.
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equation representations wherein only a subset of algebraic surfaces can be defined by the trio of
x, y and z given explicitly as rational functions of two parameters.
Prior approaches to C 1 interpolation and surface fitting, have focused primarily on the para-
metric representation of surfaces [7, 10, 12, 22, 30]. A good exposition of exact and least squares
fitting of implicit algebraic surfaces through given data points, is presented in [19]. Sederberg [25]
presents the idea of Co interpolation of data points and curves using implicitly defined algebraic
surfaces. Here we extend the results of both these papers by using implicit algebraic surfaces for
the C 1 interpolation of data points and space curves (defined implicitly as the common intersec-
tion of algebraic surfaces or in the rational parametric form) possibly having associated "normal"
directions.
Specifically, the collection of data points are in lR3 with or without associated "normal" di-
rections. Moreover the data also may consist of a collection of algebraic space curves in ]R3 also
with or without associated "normal" directions, varying along the entire span of the curves. Ge-
ometric properties for a surface to be designed are presented in terms of a collection of points
and curves, with or without "normal" directions. Both points and space curves have an irrfinity
of potential "normal" directions. While for points the directions may be chosen arbitrarily, for
space curves, the varying "normal" directions are chosen to be orthogonal to the tangent vectors
of the curves along the entire span. Our emphasis being algebraic space curves, the variance of
the curves "normals" are restricted to polynomials of some degree. Also, we assume that any of
the "normal" directions are never identically zero, a phenomenon that occurs at point and curve
singularities. The Cl interpolation algorithm, which we term Hermite interpolation, translates the
C1 interpolation constraints into a homogeneous linear system where the unknowns are coefficients
of the polynomial defining the algebraic surface. The algorithm is thus a natural generalization
into three dimensions of the conventional Hermite interpolation, applied to fitting curves through
point data, and equating derivatives at those points. It should be, however, noted that our Hermite
interpolation algorithm uses tangent plane information of points and curves, not their derivative
information.
The rest of the paper is structured as follows. Section 2 presents some fundamental definitions
and a key theorem used in the interpolation algorithm. In Section 3 and 4, the basic Hermite
interpolation algorithm for implicit algebraic surfaces is presented. In Section 5 we prove that the
Hermite interpolation determines all the algebraic surfaces which could C 1 interpolate the given
set. An alternate formulation of tangent plane continuity, namely Gl continuity, is also shown to
be equivalent. Section 6 considers computational details of the algorithm implementation. Further-
more several example applications are presented to construct the lowest degree Hermite interpolat-
ing surfaces for "joining" and "blending" primary surfaces of solid models as well as for "fleshing"
curved wire frame models of physical objects. Section 7 presents a heuristic method using a tetra-
hedral net with control weights to interactively and intuitively select and shape desirable instances
from a family of C 1 interpolating algebraic surfaces. Finally, conclusions and open problems in
algebraic surface design are discussed in Section 8.
2 Preliminaries
In this section, we give brief definitions of certain terms we need and also state a form of Bezout's
theorem. For detailed and additional definitions, refer to [1, 27J.
For any multivariate polynomial f, partial derivatives are written by subscripting, for example,
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Ix:::: 8f/8x, Iz y = 8zf/(8x8y), and so on. Since we consider algebraic curves and surfaces, we
have Iz y = fyz etc. Vectors and vector functions are denoted by bold letters. An algebraic surface
in]R3 is implicitly defined by a single polynomial equation f(x,y,z) :::: LCiikx;yizk :::: 0, where
the coefficients Cijk of I are real numbers. The normal or gradient of !(x,y,z) = 0 is the vector
\l f = (Jz, f y, Iz). A point p :::: (xo, Yo, zo) on a surface is a regular point if the gradient at p is not
nullj otherwise the point is singular. An algebraic surface f(x,y,z):::: 0 is irreducible if I(x,y,z)
does not factor over the field of complex numbers. An algebraic space curve is defined by the
common intersection of two or more algebraic surfaces. Although a complete algebraic space curve
in general cannot be completely determined by the intersection of only two surfaces, in geometric
design we often restrict our consideration to a specific curve segment which is contained in the
intersection of exactly two algebraic surfaces. A rational parametric space curve is represented by
the triple G(s) = (x:::: G1(s),y:::: Gz(s),z:::: G3(s)), where G1 , Gl, and G3 are rational functions
in s. We assume that the curve is only singly defined under the parameterization map, i.e., each
triple of values for (x, y, z), corresponds to a single value of s. The degree of an algebraic surface is
the number of intersections between the surface and a line, counting complex, infinite and multiple
intersections. This degree is also the same as the degree of the defining polynomial. The degree of
an algebraic space curve is the number of intersections between the curve and a plane, counting
complex, infinite and multiple intersections. The degree of an algebraic curve segment given as the
intersection curve of two algebraic surfaces is also no larger than the product of the degrees of the
two surfaces. Furthermore, the degree of a rational algebraic curve is the same as the maximum
degree of the numerator and denominator polynomials in the defining triple of rational functions.
The followings are definitions pertinent to our Hermite interpolation algorithm:
Definition 2.1 Let p = (a, b,c) be a point with an associated "normal" m = (mz , my, m z) in ]R3.
An algebraic surface S: f(x,y,z):::: 0 is said to contain p with G1 continuity if
(1) f(p) = f(a,b,c) =0, (containment condition)
and
(2) \l f(p) is not zero and Vf(p):::: am, for some nonzero a. (tangency condition)
Definition 2.2 Let C be an algebraic space curve with an associated varying f'normal" n(x, y,z) ::::
(nz(x, Yl z), ny(x, y, z), nz(x, y, z)), defined for all points on C. An algebra'ic surface S : f(x, y, z) ::::
a is said to contain G with Cl continuity if
(1) f(p) = a for all points p ofG. (containment condition)
and
(2) "VI(p) is not identically zero and \l f(p) = an(p), for some a and for all points p of C.
(tangency condition)
Definition 2.3 An algebraic surface S : f(x,y,z) :::: a is said to Hermite interpolate a given
collection of data points with associated "normals ll j and data curves with associated "normals", if
S contains all the data points and curves with G1 continuity.
The following is one form of Bezout's theorem, the oldest theorem of algebraic geometry. As
will be seen, this theorem plays a key role in proving the correctness of the Hermite interpolation
algorithm.
Theorem 2.1 (Bezout) An algebraic curve C of degree d intersects an algebraic surface S of
degree n in exactly nd points, counting complex, infinite, and multiple intersections, or C intersects
S infinitely often, that is, a component of C lies entirely on S.
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3 Interpolation of Points with Normals
3.1 Containment
From the containment condition of Definition 2.1, it follows that any algebraic surface S : f( X, y, z) =
0, whose coefficients satisfy the linear equation f(p) = 0 will contain the point p. For a set of k
data points this yields k linear equations. An algebraic surface of degree n, has J( = (n1 3) - 1
independent coefficients. Interpolation of all the data points is achieved by selecting an algebraic
surface of the smallest degree n such that J( ~ T, where r (::; k) is the rank of a system of k linear
equations. Similar approaches for constructing algebraic surfaces interpolating points can be found
in [19).
3.2 Containment with Tangency
A point p = (a,b,c) with a "normal" n = (nz,ny,nz) determines a unique plane P : n:rx + nyY +
nzz - (nza +nyb + nee) = 0, at the point p. An algebraic surface S : f(x, y, z) = 0 of degree n that
Hermite interpolates the point p, can be constructed by setting up a linear system of equations as
follows:
For each point p with "normal" n = (n""ny,nz ),
1. (containment condition) Use the linear equation f(p) = 0 in the unknown coefficients of
s.
2. (tangency condition) Select one of the following:
(a) If n x # 0, use the equation, nxfy(p) - nyfx(p) = 0 and nxfx(p) - ndx(p) = o.
(b) If n y # 0, use the equation, nyfx(p) - nxfy(p) = 0 and nyf,(p) - n,fip) = o.
(c) If n z f:. 0, use the equations nzfz(p) - n:r:fz(p) = 0 and nyfz(p) - nzfy(p) = o.
3. Next ensure that the coefficients of f(x,y,z) = 0 satisfying the above three linear equations,
additionally satisfy the linear constraints \7 f(p) f:. 0, since non-tangency at p may occur if
S turns out to be singular at p.
The proof of correctness of the above algorithm follows from the following lemma.
Lemma 3.1 The equations of the above algorithm satisfy Definition 2.1 of point containment and
tangency.
Proof: The first linear equation f(p) = 0 satisfies containment by definition. We now show that
the remaining equations satisfy \7 f(p) = Q • n for a nonzero a. Since n is not the (0,0,0) vector,
without loss of generality, we may assume that n;c f:. 0 in step 2. above. Other cases of n y f: 0
or nz f:. 0 can be handled analogously. Now let Q = iL., assuming n:r: f:. O. Then f", = a . n;c and'x
substituting it in the selected linear equation n;cfy - nyf:r: = 0 yields /y = a· n y and substituting it
again in the other selected linear equation n:r:fz - nzf", = 0 yields fz = a· n z. Hence \7J(p) = Ct· n.
Finally, note that f:r: = 0 for n;c f:. 0, in the selected linear equations of step 2 (a), would cause
\7 f(p) = 0, which we ensured would not happen in step 3 of the algorithm. Hence f;c f:. 0 and so
a =f:. 0 and the lemma is proved. 0
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4 Interpolation of Curves with Normals
The varying "normal" aBsociated with a space curve C can be defined implicitly by the triple
n(x,y,z) = (n:z:(x,y,z),ny(x,y,z),nz(x,y,z» where n:z;, nil and nz are polynomials of maximum
degree m and defined for all points p = (x, y, z) along the curve C. For the special case of a rational
curve which we shall treat separately in Subsections 4.1.2 and 4.2.2, the varying "normals" can
also be defined parametrically as nCs) = (x = nr(s),y = ny(s),z = n",(s», with nr , ny and nz now
rational functions in .9.
4.1 Containment
4.1.1 Algebraic Curves: Implicit Definition
Let C : (!l(x, 1/, z) = 0, hex, y,z) = 0) implicitly define an algebraic space curve of degree d. The
irreducibility of the curve is not a restriction, since reducible curves can be handled by treating
each irreducible curve component separately. For precise definitions of irreducible components
of an algebraic curve, see, for example [27]. The containment condition (as well as the tangency
condition) requires the interpolating surface to be zero at a finite number of points on the curve. To
ensure containment of a specific irreducible component then requires choosing this :finite number of
points on that component. The precise number, derived from Bezout's theorem, is a linear function
of the degree of that curve component.
The situation is more complicated in the real setting, if we wish to achieve separate containment
of one of possibly several connected real ovals of a single irreducible component of the space curve.
There is first of course the nontrivial problem of specifying a single isolated real oval of a curve.
See [3J where a solution is derived in terms of a decomposition of space into cylindrical cells which
separate out the various components of any real curve (or any real algebraic or semi-algebraic set).
An interpolating surface S : I(x, y, z) = 0 of degree n for containment of an irreducible curve
component C, is computed as follows:
1. Choose a set Lc of nd + 1 points on C, Lc = {Pi = (Xi, Yi, zi)li = 1,"', nd + I}. The set
L c may be computed, for example, by tracing the intersection of 11 = h = 0 ([5]). Thus,
alternatively, an algebraic curve may be given as a list of points.
2. Next, set up nd + 1 homogeneous linear equations f(Pi) = 0, for PiELc. Any nontrivial
solution of this linear system will represent an algebraic surface which interpolates the entire
curve C.
The proof of correctness of the above algorithm is captured in the following Lemma.
Lemma 4.1 To sat£sfy the containment condition of an algebraic curve C of degree d by an alge-
braic surface S of degree n, it suffices to satisfy the containment condition of nd +1 points of C by
s.
Proof: This is essentially a restatement of Bezout's theorem of Section 2. By making S contain
nd + 1 points of C, ensures that S must intersect C infinitely often and since C is irreducible, S
must contain the entire curve. 0
Remember S : lex, y, z) = 0 of degree n has J( ;:;: C'j3) - 1 independent coefficient unknowns.
Let T be the rank of the system of nd + 1 linear equations. There are non-trivial solutions to this
5
homogeneous system if and only ifJ( > T and a unique non-trivial solution when J( =: T. Hence,
again an interpolating surface can be obtained by choosing the smallest n such that J( ~ T.
4.1.2 Rational Curves: Parametric Definition
When a curve is given in rational parametric form, its equations can be used directly to produce
a linear system for interpolation, instead of first computing nd + 1 points on the curve. Let
C: (x =: G1(t),y =: G2(t),z =: G3(t)) be a rational curve of degree d. An interpolating surface
S: f(x,y,z) =: 0 of degree n which contains C is computed as follows:
1. Substitute (x =: G1(t),y =: G2(t),z =: G3(t)) into the equation f(x,y,z) =: O.
2. Simplify and rationalize the expression from step 1. to obtain the numerator Q(t) =: 0, where
Q is a polynomial in t, of degree at most nd, and with coefficients which are linear expressions
in the coefficients of f. For Q to be identically zero, each of its coefficients must be zero,
and hence we obtain a system of at most nd + 1 linear equations, where the unknowns are
the coefficients of f. Any non-trivial solution of this linear system will represent a surface S
which interpolates C.
Lemma 4.2 The containment condition is satisfied by step 2 of the above algorithm.
Proof: Obvious. 0
4.2 Containment with Tangency
In order to Hermite interpolate an algebraic curve C with associated "normals" n by an algebraic
surface S, we need to again solve a homogeneous linear system, whose equations stem from both
the containment condition and the tangency conditions of Definition 2.2.
4.2.1 Algebraic Curves with Normals: Implicit Definition
As before, let C : (h(x,y,z) =: O,h(x,y,z) =: 0) implicitly define an irreducible algebraic space
curve of degree d, together with associated "normals" defined implicitly by the triple n(x, y, z) =:
(n~(xly,z),ny(xly,z),nz(x,y,z))where n~, n y and nz are polynomials of maximum degree m
and defined for all points p =: (x,y,z) along the curve C. A Hermite interpolating surface S
f(x, y, z) =: 0 of degree n which contains C with Cl continuity is then computed as follows:
1. Choose a set Lc of (n +m - l)d + 1 points on C, Lc =: {Pi =: (Xi, Yi, zi)li =: 1,···, (n +m-
l)d + I). The set L c may be computed, as before, by tracing the intersection of II =: h =: 0
([5]).
2. Construct the list Lt of (n+m-1)d+ 1 point-normal pairs on C, L! :::: {[(Xi, Yi, Zi), (nzi, nyi, nzillii :::
1,· .. , (n +m - l)d + I), where (n~il nyi, n z;) =: n(pi) for pi€Lc' Thus, alternatively, an alge-
braic curve C and its associated "normals" n may (either or both) be given as a list of points
or point-normal pairs.
3. (containment condition) Next, set up nd+ 1 homogeneous linear equations f(Pi) =: 0, for
Pi€Lc1 i =: 1,·" ,nd+ 1.
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4. (tangency condition)
(a) Compute t(x, y, z) = 'Vhex, y, z) x 'Vhex, y, z). Note t = (tx , ty, tz) is the tangent vector
toC.
(b) Select one of the following:
i. If tx =f:. 0, use the equation fy . n z - n y . fz = O.
ii. If t y =f:. 0, use the equation fx· nz - n:z:· fz = O.
iii. If t z =f:. 0, use the equation f:z:· n y - n x · fy = o.
Substitute each point-normal pair in L t into the above selected equation to yield addi-
tionally (n + m - l)d + 1 linear equations in the coefficients of the f( x, Y l z).
5. In total, we obtain a homogeneous system of (2n+m-l)d+21inear equations. Any non-trivial
solution of the linear system, for which additionally V' f is not identically zero for all points
of C, (that is, the surface S is not singular at all points along the curve C), will represent a
surface which Hermite interpolates C.
The proof of correctness of the above algorithm follows from Lemma 4.1 and the following
lemma, which shows why the selected equation of step 4(b) evaluated at (n + m - 1)d + 1 point-
normal pail'Sl are sufficient.
Lemma 4.3 To satisfy the tangency condition of an algebraic curve C of degree d with ('normal"
n of degree m, by an algebraic surface S of degree n, it suffices to satisfy the tangency condition at
(n +m - l)d +1 points of C by S as in step 4 of the above algorithm.
Proof: In step 4(b) above, assume without loss of generality that t:z: =f:. o. Then the selected
equation
fy· n" - n y · f, = 0 (1)
We first show that even though equation (1) is evaluated at only (n + m - l)d + 1 points of C in
step 4(b) above, it holds for all points on C. Equation (1) defines an algebraic surface T of degree
(n + m - 1) which intersects C of degree d at, at most, (n + m - l)d real points. Invoking Bezout's
theorem, and from the irreducibility of C, it follows that C must lie entirely on the surface T.
Hence equation (1) is valid along the entire curve C.
We now show that step 4 of the above algorithm, satisfies the tangency condition as specified in
definition 2.2. Since t of step 4(a) is a tangent vector at all points of C, and the surface S : f = 0
contains C, the gradient vector 'Vf is orthogonal to t, which yields the equation:
(2)
valid for all points of C. Next, from the definition of a "normal" of a space curve,
(3)
valid for all points of C. Now it is impossible that both ny(x,y,z) and nz(x,y,z) are identically
zero along C, since if they were then equation (3) would imply that n:r . t:z: = 0, and as we had
assumed that t:z: =f:. 0, would in turn imply that also n:z: = 0 along C 1 which would contradict the
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earlier assumption that n is not identically zero. Hence, at least, one of n y and n z must also be
nonzero. Without loss of generality, let ny #- O. Also, let a(x, y, z) = 1;. Then,
(4)
and substituting into equation (1) yields
(5)
for all points on C. From equations (2), (4) and (5) we obtain,
By multiplying 0: to equation (3) and subtracting equation (6) from it, we obtain
Ix' t:;; = 0:' n:;;·t:;;




valid at all points of C. Hence equations (4), (5), and (8) together imply that \l I(x, y,z) = 0:. n
for all points C and some nonzero oJ Hence, the tangency condition of definition 2.2 is met. 0
4.2.2 Rational Curves with Normals: Parametric Definition
When both a space curve and its associated "normal" are given in rational parametric form, their
equations can be used directly to produce a linear system for interpolation, instead of first com-
puting (n + m - 1)d + 1 points on the curve. Let C : (x = G1(s),y = G2(s),z = G3(s)) be a
rational curve of degree d with associated "normals" n(s) = (nx(s), ny(s),nAs)) of degree m. A
Hermite interpolating surface S: I(x,y,z) = 0 of degree n which contains C with C1 continuity is
computed as follows:
1. (containment condition) Substitute (x = G1(s),y = G2(s),z = G3(s)) into the equation
f(x,y,z) = O. This results in, at most, nd +1 homogeneous linear equations as in Subsec-
tion 4.1.2.
2. (tangency condition)
(a) Compute '\7 f( s) = '\7 f( G, (s), G,(s), G3 (s)) and t(s) = (-*, #,-, #.-). Note t = (tx, ty, t,)
is the tangen t vector to C.
(b) Select one of the following:
i. If tx #- 0, use the equation Iy(s), n2O(s) - ny(s). 12O(s) = o.
ii. If ty f' 0, nse the eqnation fx(s), n,(s) - nx(s)· f,(s) = O.
iii. If t;~ #- 0, use the equation 1:;;(s), ny(s) - nz(s)· Iy(s) = o.
IFrom the equation (6) we see that 0'(:1:, y, z) must not be identically zero along C, for otherwise, V f = (0,0, O)
for points along C and would contradict the fad that we chose a non-trivial solution for the surface S : f = 0 where
V f is not identically zero.
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In each case, the numerator of the simplified rational function equation is set to zero.
This yields ,additionally, at most, (n - l)d + m + 1 linear equations in the coefficients
of the surface S: !(X,y, z) = o.
3. In total, we obtain a homogeneous system of, at most, (2n - l)d +m + 2 linear equations.
Any non-trivial solution of the linear system, for which additionally V f is not identically zero
for all points of C, (that is, the surface S is not singular along the curve C), will represent a
surface which Hermite interpolates C.
The proof of correctness of the above algorithm follows from Lemma 4.2 and the following
lemma.
Lemma 4.4 If we choose a nontrivial solution for which the resulting Hermite interpolating surface
S is nonsingular along the given curve C, then the step 2 guarantees that the tangency condition
of Definition 2.2 is met.
Proof: The proof is very similar to that of Lemma 4.3 with minor modifications and is omi tted.
o
5 Geometric Continuity
In the Hermite interpolation algorithm, C1 continuity between two surfaces is achieved by making
the tangent planes of the two surfaces identical at a point or at all points along the common curve
of intersection. This definition of continuity agrees with several other definitions of geometric or
Gl continuity given for parametric and implicit algebraic surfaces. DeRose [11) gives a definition
of higher orders of geometric continuity between parametric surfaces where two surfaces F1 and F2
meet with order k geometric continuity (shortly, Ck continuity) along a curve C if and only if there
exist reparameterizations F{ and F; of F1 and F2 , respectively, such that all partial derivatives of
F{ and F~ up to degree k agree along C.
Warren [28] formulates an intuitive definition of C k continuity between implicit surfaces as
following:
Definition 5.1 Two algebraic surfaces f(x,y,z) = 0 and g(x,y,z) = 0 meet with Ck rescaling
continuity at a point p or along an algebraic curve C if and only if there exists two functions
a(x, y, z) and b(x, y, z), not identically zero at p or along C, such that all derivatives of a . f - b . 9
up to degree k vanish at p or along C.
This formulation is more general than just making all the partials of !(x,y,z) = 0 and
g(x, y, z) = 0 agree at a point or along a curve. For example [28], consider the intersection of
the cone f(x, y,z) = xy - (x +y - z)2 = 0 and the plane g(x,y,z) = x = 0 along the line defined
by two planes x = 0 and y = z. It is not hard to see that these two surfaces meet smoothly along
the line since the normals to f(x, y, z) = 0 at each point on the line are scalar multiples of those
to g(x,y,z) = O. But, this scale factor is a function of z. Situations like this are thus corrected by
allowing multiplication by (rescaling) polynomials, not identically zero along a intersection curve.
Note that multiplication of a surface by polynomials nonzero along a curve does not change the
geometry of the surface in the neighborhood of the curve.
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Obviously, the definition for GO rescaling continuity corresponds to the containment definition
in Section 2. The following lemma shows that the C 1 continuity definition in Section 2 agrees with
the Gl rescaling continuity definition.
Lemma 5.1 G t rescaling continuity between f(x, y,z) = 0 and g(x,y,z) = 0 at a common point p
or along a common curve C corresponds to f(x,y,z) = 0 and g(x, y,z) = 0 having common tangent
planes at p or along every point 0/ C.
Proof: The requirement for Gl continuity is that there exist a(x, y, z) and b(x, y, z), not identi-







a~f +af~ - b~g - bg~
= 0 at P aT along C,
= ayf +afy - byg - bgy
o at P aT along C,
a:z;/ + afz - bzg - bg:z;
o at p aT along C.





which means Uz,/y,/:z;) = ~(gz,gll,gz) at p or along C. Hence, f and g are required to have
common tangent planes at p or along C. 0
The correctness proofs in Section 3 and Section 4, implies that Hermite interpolation finds all
the surfaces which have common tangent planes at a point or a curve. It also yields the following
theorem.
Theorem 5.1 Hermite interpolation finds all the sur/aces F which meet a surface G along a spec-
ified curve C on G with G1 rescaling continuity.
Families of surfaces F as in the above theorem can be constructed in the Hermite interpolation
framework of Section 4 as follows. Given a surface G and a curve C on G (defined implicitly or
parametrically) the input to the Hermite interpolation algorithm is the curve C and the "normals"
to the curve C obtained directly from the 'VG evaluated along C. The algorithm then yields a
solution representation for the coefficients of the implicit algebraic surface families F which meet
surface G along C with Ct or Gt rescaling continuity. Several examples of this are provided in the
next section.
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6 Applications: Mixed Point and Space Curve Data
The basic mechanics of Hermite interpolation using algebraic surfaces, as presented in the algo-
rithms of Section 3 and Section 4, are
1. properties of a surface to be designed. are described in terms of a combination of points,
curves, and possibly associated "normal" directions,
2. these properties are translated into a homogeneous linear system of equations with extra
surface constraints, and then
3. nontrivial solutions of the above system are computed.
In this section, we discuss some computational aspects of Hermite interpolation, and give several
examples of algebraic surface design with Hermite interpolation.
6.1 On Computing Nontrivial Solutions
As explained in the previous sections, Hermite interpolation algorithm converts geometric properties
of a surface into a homogeneous linear system:
Ax = 0 (A E lRPXq , x E lRq),
where p is the number of equations generated, q is the number of unknown coefficients of a surface
of degree n (hence, q = (n1~), A is a matrix for linear equations, and x is a vector whose elements
are unknown coefficients.
In order to solve the linear system in a computationally stable manner, we compute the singular
value decomposition (SVD) of A [14]. Hence, A is decomposed as A = UEVT where U E lRPxp
and V E lRqXq are orthogonal matrices, and E = diag(0'1,0'2, ... 'aT) E lRPXq is a diagonal matrix
with diagonal elements 0'1 ~ 0'2 2: ..• ~ aT 2: 0 (r = min{p,q}). It can be proved that the rank
oS of A is the number of the positive diagonal elements of E, and that the last q - s columns of
V span the null space of A. Hence, the nontrivial solutions of the homogeneous linear system are
compactly expressed as :
{x(# 0) E lRq Ix = L;~~; Tj' v"+i, where ri E nt, and Vj is the jth column of V}.
Example 6.1 Computation of Nontrivial Solutions
Let C : (1~~2' ~+:~, 0), and n(t) = (1~~2' 21-;S ,0), which is from an intersection of a sphere x2 +
y2 +z2 -1 = 0 with the plane z = O. To find a surface of degree 2 which Hermite interpolates C, we
let f(x,y, z) = CIX2+ C2y2 + C3z2 +C4XY+CSYz+ C6ZX+C7X +csY+C9Z+CIO. From the containment
condition, we get 5 equations, CIO - Cs + C2 = 0, 2C7 - 2C4 = 0, 2ClO - 2C2 + 4Cl = 0, 2C7 + 2C4 = 0,
CIO + Cs + C2 = 0, and from the tangency condltlon, we also get 5 equations, -2cg + 2cs = 0,
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-4C6 = 0, -4cs = 0, 4C6 = 0, 2cg + 2cs = O. In a matrix form,
0 1 0 0 0 0 0 -1 0 1 C,
0 0 0 -2 0 0 2 0 0 0 C,
4 -2 0 0 0 0 0 0 0 2 C3
0 0 0 2 0 0 2 0 0 0 C,
0 1 0 0 0 0 0 1 0 1 CsAx=
0 0 0 0 2 0 0 0 -2 0
= o.c.
0 0 0 0 0 -4 0 0 0 0 C,
0 0 0 0 -4 0 0 0 0 0 c.
0 0 0 0 0 4 0 0 0 0 C,
0 0 0 0 2 0 0 0 2 0 C,o
The E in the 8VD of A is diag(5.65685, 4.89898, 4.89898, 2.82843, 2.82843, 2.82843, 2.0, 1.41421,0.0,0.0).'
lIenee, we see that the rank of A is 8, and the null space of A is





















The nontrivial solutions are obtained by making sure that the free parameters, Tl and T.!, do
not vanish simultaneously. Hence, the Hermite interpolating surface is [(x,y,z) = 0.57735r2x2 +
0.57735r2y2+ TIZ2 - 0.57735r2 = 0 which has one degree of freedom in controlling its coefficients.
[(x,y,z) = 0 can be made to contain a point, say, (1,0,1). That is, /(1,0,1) = 0.57735T2 +
Tl - 0.57735T2 = Tl = O. So, the circular cylinder [(x,y,z) = 0.57735T2(X2 + y2 - 1) = 0 is an
appropriate Hermite interpolating surface. 0
6.2 Bounding the Degree of Surfaces
The total number of linear equations generated for a possible algebraic surface of degree n to
Hermite interpolate k points with fixed constant "normal" directions and also to contain, with Cl
continuity, 1 space curves of degree d with assigned "normal" directions, varying as a polynomial
of degree m, is 3k + (2n +m - l)dl + 21. This number reduces to 3k + (2n - l)dl +ml + 21 when
all the space curves and associated "normals" are defined parametrically.
For a given configuration of points, curves, and "normals" data, the above interpolation scheme
allows one to both upper and lower bound the degree of Hermite interpolating surfaces.
1. Lower Bound Let ken) be the rank of a homogeneous system of linear equations, derived
from the given geometric configuration and surface degree n. The rank tells us the exact
~The subroutine dsvdc of Linpack was used to compule lhe SVD of a matrix.
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number of independent constraints on the coefficients of the desired algebraic surface of degree
n. Dependencies arise from spatial interrelationships of the given points and curves. From
the rank then, we can conclude that there exists no algebraic surface of a degree less than or
equal to no where no is the largest n such that K(n) < ken) with K(n) = (n~3) - l.
2. Upper Bound Alternatively, the smallest n can be chosen such that K(n) 2: ken), where,
again, JC(n) is the number of independent unknown coefficients, and ken) is the rank of the
linear system. The nontrivial solutions of the linear system represents a (IC - k ).parameter
family of algebraic surfaces of degree n which interpolates the given geometric data. We then
select suitable surfaces from this family, which additionally satisfy our nonsingularity and
irreducibility constraints.3
One way to apply the Hermite interpolation technique to find a "lowest" degree algebraic surface
whlch has given geometric properties, is to search through the degrees, i.e. from n = 1,2,3,···
for an interpolating surface. In Example 6.8 in Subsection 6.3, we illustrate how the rank could
be conjectured a priori, without generating linear equations and then actually computing it, using
only topological interrelationships between input curves and normal directions. However, since the
dependencies between linear equations do depend on the specific spatial interrelationships of the
given points and curves, it is, in general, quite difficult to bound the degree of interpolating surfaces
a priori. (For example, it is possible to design input data, made of an arbitrary number of degree
4 curves with "normal" directions, which are interpolated by a single degree 2 implicit surface.)
We now enumerate some results whlch lower bound the degree of feasible Hermite interpolating
surfaces.
1. Two skewed lines in space with constant-direction normals cannot be Hermite interpolated
with quadric surfaces. The only quadric which satisfies both containment and tangency
conditions reduces into two planes.
2. Two lines in space with constant-direction normals can be Hermite interpolated with a quadric
surface if and only if the lines are parallel or intersect at a point, and the normals are not
orthogonal to the plane containing them. The quadric is a "cylinder" when the lines are
parallel, and a "cone" when the lines intersect.
3. The minimum degree of an algebraic surface, which Hermite interpolates two lines in space,
one with a constant direction normal, the other with a linearly varying normal is three.
4. Two lines with linearly varying normals can be Hermite interpolated by a quadric in only
some special cases. In general, a surface of at least degree three is needed. When quadric
surface interpolation is possible, the quadric is either a hyperboloid of one sheet (the two lines
may be parallel, intersecting, or skewed) or a hyperbolic paraboloid (the two lines can only
be intersecting or skewed).
3However, some of these interpolaling surfaces might still not be suitable for the design application they were
intended to benefit. These problems arise when the given points or curves are smoothly interpolated, but, lie on
separate real components of the same nonsingular, irreducible algebraic surface.
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6.3 Examples
In this subsection, we exhibit the method of Hermite interpolation by constructing the lowest degree
Hermite interpolating surfaces for "joining" and "blending" primary surfaces of solid models as well
as for "fleshing" curved wire frame models of physical objects.
Example 6.2 (JOINING 1) A Cubic Surface for Smoothly Joining Two Elliptic Cylinders
Consider computing a lowest degree surface which can smootWy join two truncated elliptic cylin-
ders CYL1 : (y + 1)2 + z: -1 = 0 for x:5 -2 and CYL2 : 25z2 + 36y2 - 96xy + 64x2 -100:::: 0
for 3x +4y :;:: O. Here, we illustrate the Hermite interpolation technique which not only computes
the unique cubic interpolating surface but also proves that degree three is the lowest for an alge-
braic surface to satisfy the smooth-join requirement for this configuration. As before, we take a
circle C1 : (-2, ;:-~~~, 1~~:d on CYL l with the associated rational "normal" Ul( t) : (0, 21+;1;2 , 1~~2)
and the circle C2 : (-;~='s~~2 , ~+~~~ 'lt~:,) on CYL2 with the associated rational "normal" U2(t) :
( _16Q±160t2 120 120/
2
200t) Both C and C 's "normals" are respectively chosen in the same
l+t~ , l+t2 'l+t2· 1 2
directions as the gradients of their corresponding containing surfaces CYL1 and CYL2. This
ensures that any Hermite interpolating surface for Gl and C2 will also meet CYL l and CYL2
smoothly along these curves. A degree two algebraic surface does not suffice for Hermite interpo-
lation, since the rank of the resulting linear system is greater than 9, the number of independent
unknowns. (Note that a quadratic surface has 10 coefficients.) Next, as a possible Hermite in-
terpolant, consider a degree three algebraic surface with 19 independent unknown coefficients.
Applying the Hermite interpolation method of Subsection 4.2.2, to the curves results in 26 equa-
tions (28 equations are supposed to be generated, but 2 of the 28 are degenerate.). The rank of
this linear system is 19, and thus there is a unique cubic Hermite interpolating surface, which is
f(x,y,z) = Tl(2yz2 - xz2 - 5z2 + 8y3 - 4xy2 - 4y2+ 8x2y + 24xy - By - 4x3 -llx2 + 4x + 20).
See Figure 1. 0
Example 6.3 (JOINING 2) A Quartic Surface for Smoothly Joining Three Circular Cylinders
Consider computing the lowest degree surface which can smoothly join three truncated orthog·
anal circular cylinders CYL 1 : x 2 + y2 - 1 = 0 for z ~ 2, CY£2 : y2 + z2 - 1 = a for :t ~ 2, and
CYLa : z2 + x 2 - 1 = 0 for y ~ 2.
In [29], a degree 5 surface is found for joining these cylinders. Mter applying the Hermite
interpolation algorithm, we find out that the minimum degree for such joining surface is 4, and we
get a 2-parameter (one independent parameter) family of algebraic surfaces.
As before, we take a circle C1 : (1;~2' ~+~;, 2) on GYL 1 with the associated rational "normal"
Ul(t) : (Ittt 2' 21+2S ,0), the circle C2 : (2, 1~tt2 , ~+~~) on CYL2 with the associated rational "normal"
U2(t) : (0, It~2 ,21+~1;2), and the circle C3 : (1~~2' 2, ~+~~) on CYLa with the associated rational
"normal" n3(t) : (1~~2'O, 21-;/:), Again, all Gl , C2 and C3's "normals" are respectively chosen
in the same direction as the gradients of their corresponding containing surfaces CYL l , CYL 2 ,
and CYLa. This ensures that any Hermite interpolating surface for Gl , C2 , and C3 will also
meet CYLl' CYL2 , and CYL3 smoothly along these curves. A degree three algebraic surface
does not suffice for Hermite interpolation, since the rank of the resulting linear system is greater
than 19, the number of independent unknowns. Next, as a possible Hermite interpolant, consider
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a degree four algebraic surface with 34 independent unknown coefficients. Applying the Hermite
interpolation method to the curves results in 52 equations. The rank ofthis linear system is 33, and
thus there is a one independent parameter family of quartic Hermite interpolating surfaces, which is
f(x, y, z) = TtZ4+ '1"2'110'1"1 yz3+ r?""i~Or! :l:Z3 _ r2±~Orl z3+2Tty2Z2+ 1"2"\~Or! xyzZ_ r2±~orl yz2+2TtX2Z2_
T2±10rJ xz2 + r z2 + T2flOrJ y3z + Tz±10r! xy2 z _ T2±lOr, y2 z + T?±10Tj x2yz _ T2±10TJ xyz + T2±lOr, yz +3 2 12 12 3 \' 3 ,
'l"1+10r, x3z- 'l"2+10r, x2z+ T?±lOl) xz+ T7±10!) z+r y4+ 'l"2+10r, xy _ T?±10rt y3+2r X2y2_ q±lOr! xy'+
12 3 4 3 1 12 3 1 3
T2y2 + T2110'l"1 x 3 y_ rdloTI x2y + T2±~orl xy+ T?±j0r, V+ TIX4 _ n±jor] x 3 +T2X2 + TdjOri X + SrI ;7T2.
An instance of this family (rt = 1, TZ = 10) is shown in Figure 2. It should be noted that every
instance is not always appropriate for the geometric modeling purpose. The quartic surface on the
left in Figure 3 is one used in Figure 2. One the other hand, the surface on the right, which is not
useful in light of geometric modeling, is also in the same family with rl = 1 and r2 = -1. 0
Example 6.4 (JOINING 3) A Quartic Surface for Smoothly Joining Four Circular Cylinders
In this example, we compute the lowest degree surface which smoothly joins four truncated
parallel circular cylinders defined by CYL 1 : y2 + Z2 - 1 = 0 for x ~ 2, CYL2 : y2 + z2 - 1 = 0 for
z ~ -2, CYL3 : (y - 4)2 + Z2 - 1 = 0 for x ~ 2, and CYL4 : (y - 4)2 +z2 -1 = 0 for x S -2.
The Hermite interpolation technique indicates that the minimum degree for such a joining
surface is 4, and computes a 2-parameter (one independent parameter) family of algebraic surfaces
which is f(z,y,z) = Biz4 + Ty2z2 - *VZ2 + rlz2 + Biy4 _ ~y3 + T1y2 + trlY + 14r~ilSrl x4 _
14rz£sISr! z2 + T2. An instance of this family (rl = 392, r2 = -868) is shown in Figure 4. 0
Example 6.5 (BLENDING 1) A Hyperboloid Patch for Blending Two Circular Cylinders
The case of two circular cylinders is a common test case for "blending" algorithms. Various dif·
ferent ways have been given, (for example, see [16, 20, 29]) for computing a suitable surface which
"smoothes" or "blends" the intersection of two equal radius cylinders, CYL1 : x2 + z2 - 1 = 0
and CYL2 : y2 + Z2 - 1 = O. We consider an ellipse Cion CYL1 (it is the intersection with the
plane 3x + y = 0), defined parametrically, C1 : (l.;.tt2, 1""-t6t'2' ~+~~) with the associated rational "nor-
mal" DI(t) = (It~2,O,21+2S), and the ellipse C2 on CYL2 defined implicitly, C2 : ((y2 +z2 -1 =
O,X + 3y = 0) with the associated "normal" D2(X,y,Z) = (0,2y,2z). As a possible Hermite inter·
polant, we consider a degree two algebraic surface. Applying the method of Subsection 4.2.2, to
C1 results in 8 equations, 5 from the containment condition and 3 from the tangency condition. (5
equations are supposed to be generated, but 2 of these turn out to be degenerate). For C2 , we use
the method of Subsection 4.2.1, and first compute Lr; = {(O, 0, 1), (-3,1,0), (3, -1, 0), (-2.4,0.8,
-0.6), (2.4, -0.8, -0_6)) and L, = ([to, 0, I), (0, 0, 2)1, [(-3, 1, 0), (0, 2, 0)], [(3, -1, 0), (0, -2, 0)1,
[(-2.4,0.8,-0.6), (0,1.6,-1.2)J, [(2.4,-0.8,-0.6), (0,-1.6,-1.2)]). From these list" we get 10 equations,
5 from the containment condition and another 5 from the tangency condition. Hence, overall the
linear system consists of 9 independent unknowns and 18 equations. The rank of this system is
9, and hence we get the unique surface solution h(x,y,z) = Tl(X2 + y2 - 8z2 + 6xy +8 = 0).
This quadric satisfies both the nonsingularity and irreducibility constraints. It is a hyperboloid of
one sheet and the lowest degree surface which "blends", together with a symmetric hyperboloid
!2(x,y,z) = rl(x2+y2 -8z2 -6xy+8 = 0), the intersection of the two cylinders. See Figure 5.0
Example 6.6 (BLENDING 2) A Quartic Surface for Blending Two Elliptic Cylinders
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In this example, we compute the lowest degree surface which blends two perpendicular elliptic
cylinders. We have seen a quadric blending of the circular cylinders in Example 6.5. Here, we try
a quartic blending surface by taking different types of input curves.
Input to Hermite interpolation is defined by CYL1 : y2 + 4z2 - 4 :::;: 0 for x 2:: 1, CYLz :
y2 + 4z2 _ 4 = 0 for x ::; -1, CYL 3 : 9x2 + y2 - 9 = 0 for z ~ 1, and CYL4 : 9x2 + y2 - 9 = 0 for
Z $;-l.
The Hennite interpolation algorithm proves that 4 is the minimum degree for such a blending
surface, and generates a linear system with 72 equations of rank 33. The 2-parameter (one inde-
pendent parameter) family of algebraic surfaces is I(x, y, z) = Tl z4 _S"t:1T, y2z2 _ 8r2~81Tl x 2z'2: +
8ra±6Sn z2 _ 8r?±99T! y4 _ 8r3±81rl x2y2 + l04ry±1053r, y2 + 8IT! x4 + T :z:2 _ 16ry±65rl An instance of
s 2~ ~ 2~ 16 2 16·
this family (1'1 = 1, 1'2 = 2) is shown in Figure 6. 0
Example 6.7 (FLESHING 1) A Quartic Surface for Fleshing a Circular Wirefmme
Consider a wireframe of a solid model consisting of two circles, C1 : «x2+ y2 + z2 - 25 ::: O,x = 0),
and C2 : «x2 +yZ + zZ - 25 = 0, y = 0). Each curve is associated with a "normal" direction which
is chosen in the same direction as the gradients of the sphere. That is, Dl(X,y,Z) = (0,2y,2z),
and DZ(X,y,z) = (2x,0,2z). The wireframe has 4 faces to be fleshed, facel = (x ~ O,y ;::: 0),
facez = (x;::: O,y SO), face3 = (x S O,y SO), and face4 = (x S O,y;::: 0).
In Figure 7, f acel and f ace3 are filled with the patches taken from the sphere xZ+yZ+zz - 25 ::: 0
(green patches). To smoothly flesh the remaining faces requires degree 4 surface patches. Applying
the Hermite interpolation method in either Subsection 4.2.2 or Subsection 4.2.1 to C1 and Cz results
in ll-parameter (10 independent) family of quartic interpolating surfaces, which is f(x,y,z) :::
TIZ4 + (TZY + T6X + 5T4)Z3 + (T3y2+ (T7X + 5Ts)y + TI0x2 + 5Tllx - 251'9 - 25rl)ZZ + (Tzy3+ (T6X +
5T4)YZ +(rzx2- 25T2)Y+T6X3 +5r4x2 - 25T6X -125T4)Z+(T3 -Tl)y4+(T7X+5Ts)y3+ (1'5X2 +5rllX-
251'9 - 251'3 + 251'1 )y2 + (1'7x3 + 5TsxZ - 25T7X - 125Ts)y + (rio - Tl)X4+ 5TllX3 + (-257'9 - 251'10 +
25T1)X2_125T11X+625Tg. An instance I(x, y,z) = _1250_x4_y4_x2z2_y2zZ+50z2+75y2+75x2
of this family is used to flesh faC€2 and faC€4 in Figure 7 (red patches). 0
Example 6.8 (FLESHING 2) A Quintic Surface for Fleshing a Triangular Wi1'efmme
Figure 8 shows an instance of a 5-parameter family of quintic surfaces which fleshes the triangular
wireframe, made of three conic curves with quadratic normals (both curves and normals are in
quadratic rational parametric form) where the three curves meet pairwise, and the normals coincide
at the three intersection points. We are currently working on a polyhedron-smoothing scheme in
which this kind of triples of quadratic curve-normal pairs are automatically generated.
Consider the problem of smooth fleshing of the three curves with a degree n algebraic surface
f(x, y, z) = o. In order for f to contain a curve that is a quadratic rational parametric curve,
2n + 1 linear equations are generated. Also, in order for I to contain, smoothly, a curve which has
a normal in a quadratic rational parametric form, 2(n -1)+ 1 additional linear equations should be
satisfied. Since there are 3 such curves, 3{(2n +1) + (2(n - 1) + I)} = 12n equations are produced.
On the other hand, we observe some geometric dependency between the curves which lead to
algebraic dependency. First, since the curves intersect pairwise, there must be three rank defi-
ciencies between the equations from containment conditions.4 Secondly, at each intersection point,
(If we always choose the interseclion poinls for the list Le of each curve in the algorithm in Section 4.2.1, three
equalions are generated twice.
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two incident curves automatically determine the normal at the point. This means satisfying con-
tainment conditions for the 3 curves guarantees that any interpolating surface has normals at the
three points as specified. This fact implies that, for each curve, there are two rank deficiencies be-
tween the linear equations for containment condition, and the equations for its tangency condition.5
Hence, 6 additional rank deficiencies with the previous 3 indicate that 12n - 9 is the maximum
possible rank of the linear system.
Since f(x,y,z) = 0 of degree n has (nt3) coefficients, and the rank of the linear system should
be less than the number of coefficients in order for a nontrivial surface to exist, we see that 5 is the
minimum degree. In the quintic surface case, there are 56 coefficients and the rank is 51, which
results in a family of interpolating surfaces with at least 4 degrees of freedom. Even though some
special combination of three conics with quadratic normals can be interpolated by a surface of
degree less than 5, the probability that such spatial dependency occurs, given an arbitrary triple of
conics with normals, is infinitesimal. Hence, we can say that 5 is the minimum degree required with
a probability one. .As the above counting implies, there always exist quintic surfaces which smoothly
interpolate the three given curves. Unfortunately, this counting above does not prove there exists an
interpolant which meets all the geometric shape and design requirements in a specific application.
Achieving all these properties simultaneously remains a topic of further research. In the next
section, we present an interactive technique of controlling the shape of a suitable surface instance
selected from a large family of interpolating surfaces. 0
7 Interactive Shape Control of Hermite Interpolating Surfaces
The result of a Hermite interpolation algorithm for a given data set, is in general, a p-parameter
family of algebraic surfaces f(x, y, z) = 0, satisfying the given geometric data constraints. A surface
designer must be able to choose an appropriate instance from this family, to satisfy his application
by specifying values for the p parameters, (say r = TI, T2,···, Tp ). The equation for the family has
the form
n n-in-i-i
f(x,y,z) = 2:2: L Cijk·xiyizk=O
i=Oj=o k=O
(9)
where Cijk is a homogeneous linear combination of r. Various distinct choices of values for r yields
interpolating surface instances possessing different shapes. In this section, we present a method
which allows a surface designer to intuitively and interactively control the shape of a Hermite
interpolating surface, thereby choosing an appropriate instance from the family by automatically
selecting values for the p distinct parameters.
The essential idea is to consider the interpolating family f as the zero contour w = 0 of the
trivariate function w = f(x, y, z). Of course, since we consider a family of interpolating algebraic
surfaces, the coefficients of f here have indeterminates Ti. The trivariate function, when transformed
into Barycentric coordinates yields a control polyhedron with weights (the interactive control given
to the designer). For our purpose, the trivariate polynomial f(x, y, z) is symbolically converted into
a polynomial F( 3, t, u) in Barycentric coordinates, specified over a tetrahedron. To concentrate on
a specific portion of the algebraic surface, the designer appropriately chooses the location of the
5 Again, for each curve, we can choose point-normal pairs at the two end points. The resulting two linear equalions
should be linearly dependent on the equations for containmenl.
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four vertices of the tetrahedron, enclosing the desired region. Shape of the Hermite interpolating
surface is now controlled by changing the weights of control points associated with the tetrahedron.
Let the trivariate Barycentric coordinates of points inside a tetrahedron be given by (s, t,u).
The tetrahedron is specified by the designer who selects the location of its four vertices Pnooo, POnOO,
POOnO , and POOOn • The Cartesian coordinates P of a point inside the tetrahedron are related to its
Barycentric coordinates s, t, u by P = .9PnOOO + tPonOO+uPoOno +(1- s - t- u)Pooon• Control points
on the tetrahedron are defined by Pijk = £PnOOO + *POnOO + ~PoOno+ n-i:i-
k POOOn for nonnegative
integers i, j, k such that i + j + k :s; n. With each control point there is also associated a weight
Wijk, corresponding to the coefficients Cijk of (9), which is a linear (not necessarily homogeneous)
combination of r. All thls together defines the p-parameter algebraic surface family in Barycentric
coordinates,
(10)
There are (nt3) Wijk, exactly as many as the ciik. Straightforward methods exist to converting a
trivarlate polynomial in the power basis with cartesian coordinates, to the form above in trivarlate
barycentric coordinates defined over a given tetrahedron.
Example 7.1 Conversion from Power to Bernstein
Consider, as a simple example, a quadric surface which Hermite interpolates a line LN : (1- t, t, 0)
with a normal (0,0,1). Hermite interpolation algorithm returns a 5-parameter family of surfaces
f(x,y,z) as in (9) with n = 2 and where C200 = Til Cno = 2TI, CI01 = T4, ClOO = -2TI, COOO ::;: TI,
Call = TS, COlO = -2TI, COO2 = T3, COOl = T2 ,and Cooo = TI' For a given tetrahedron with
vertices PnOO = (2,0,0), POnO = (0,2,0), Pron = (0,0,2), and Pooo = (0,0,0), the surface family
representation f(x,y,z) is transformed to F(s,t,u) as in (10) with n = 2 and where Wooo = Tt,
WOOl = TI +T2, WOO2 = Tt +2T2 +4T3, WOlD = -Tt, Wall = -Tt +T2 + 2Ts, w020 = TI, WlOO = -Tt,
WIOI = -Tt + T2 + 2T4, WUO = Tt, and W200 = TI. 0
~ F(s,t,u) = °in (10), describes a constrained p-parameter family of algebraic surfaces of
degree n, the change of one of the weights Wijk associated with a control point of the tetrahedron,
affects the weights of other control points. For example, suppose WI = TI + T2 + T3 + 2T4 - 1,
W2 = TI +T2 +T4 + 5, and W3 = T3 + T4' Then, we can derive the following linear relation between
the weights, : WI - W2 - w3 - G= 0. (For notational simplicity we here consider, wIg, the weights
Wijk to be also indexed by a single parameter 1, i.e. weights WI). From this invariant, we get
.6.Wt - 6oW2 - .6.w3 = 0, and every time weights are changed, the above invariant is maintained.
Hence, in general one derives a system of invariant equations
It (.6.Wt, .6.w2, •.. , .6.we:)
12(6owt, 6oW2,···, .6.we:)





This is easily achieved by Gaussian elimination. Changing some weights can now be considered
as moving from a weight vector W = (WI,W2'···,Wc ) to another W' = (wi,w~,· .. ,w~), with the
constraint that !::J.W = W' - W is a solution of the computed system of invariant equations.
Example 7.2 Shape Control of a Family of Quadric Surfaces
The invariant equations for weight change of a surface in Example 7.1 are !::J.WOIO + Llwooo = 0,
.6.W020 - Llwooo = 0, .6.WIOO + .6.wooo = 0, !::J.wno - .6.wOOQ = 0, .6.w200 - .6.wooo = O. Figure 9 (upper
left) shows an instance of a family in Example 7.1 where Wooo = -4, WOOl = 4, WOOl = 8, Wow = 4,
Won = 14, W020 = -4, WIOO = 4, WIOI = 12, Wno = -4, and W200 = -4.
Now, consider the control point Pom (the red point). Suppose a surface designer decides to
pull the surface patch toward POO'l • This can be achieved by decreasing the value of WOO'l, say,
D..W002 = -7. (See [23,24] for more introduction to the relation between the surface shape and
weights of control points.)
Other .6.wijk can be arbitrarily chosen as long as they satisfy the invariant equations. Let
.6.wooo = !::J.W200 = 6.wno = !::J.W020 = -1, LlWlOO = 6owolO = 1, .6.WOOI = -4, 6.WIOI = 6oWOll =
-2. The new instance is shown in Figure 9 (upper right). 0
Example 7.3 Shape Control of a Family of Quartic Surfaces
Figure 9 (bottom left) illustrates three different instances of f(x,y,z) = °in Example 6.3 obtained
by changing the value of Wooo. Each time WOOQ is varied, the invariant equa.tions are met, and each
instance surface Hermite G 1 interpolates the three input curves. As the value of WQOO continually
increases from WOOO < 0, the surface eventually passes through Pooo = (0,0,0) for WQCO = 0, and
then separates into 3 ineducible parts for Wooo > 0. 0
Now, suppose that a surface designer wants to see how the surface shape changes with a value
change of WI alone. However, a change in value of WI automatically changes the value of additional
Wi'S related to it by the invariants I;'s. Usually, the linear system of invariant equations are
underdetermlned, yielding an infinite number of choices of 6ow,-'s(i = 2,3,·,·, c). Then how does
the designer make a choice of values for the Wi'S that reftects the inftuence of a change of only WI,
as dearly as possible?
One possible heuristic is to minimize the 2-norm of (6oW2,···, .6.wc), and hence the 2-nonn of
.6.W. Note that 11.6.WII~ = 6ow? + .6.wi + ... + 6ow;. For a change .6.WI = d, we see that
ft(d,t::J. W2'···,.6.wc ) °
12(d,.6.w2'···, t::J.wc ) °
19
will have a solution .6.WO = (d, nw~,· . " .6.wg) where .6.wp's are expressed linearly through an-
other set of free parameters ql, q2,'" ,qp-l. Hence, 11.6.WOl12 is a quadratic function of the new
parameters, which we denote by Q(ql' q2,'" ,qp-l).
In order to minimize the norm of .6.Wo, the quadratic function Q(Ql,Q2,···,qp-l) needs to
be minimized. Since Q is quadratic, the minimum solution can be obtained straightforwardly
by solving the linear system VQ(Ql,Q2,"',Qp-l) = O. H the (unique) minimum solution point
is QO = (qr,Q~,···,Q(P-l))' then .6.Wo = (d,nw~,···,.6.wg) corresponding to QO will define the
desired change of weights of W2," • ,wn having minimum effect on the shape of the surface. The
instance surface for the new weights W' = W +nWO will then reflect predominantly the effect of
the change of WI by .6.WI = d.
Example 7.4 Heuristic Approach to Shape Control using a weighted 2-norm
Consider the surface in Example 7.2 again. This time the surface designer wishes to pull the patch
more toward, say, P002, and hence sets 6.W002 = -15. From the invariant equations in which 6.wOOl
is replaced by ·15, .6.wooo = 6.w020 = 6..wno = 6.w2oo = 31, 6.WOI0 = 6.Wl00 = -sl, .6.wOOl = S2,
6.WlOl = 33, 6..WOll = S4 one obtains the quadratic function Q(31' S2, 53, S4) = 225+6s~+s~+$~+s~.
The quadric function Q has its global minimum for $1 = $2 = $3 = $4 = O. Hence, the influence
of the change in all the weights except WOO2, is minimized by setting their 6.w values 0, Le. not
changing them at all.
This new instance is shown in Figure 9 (bottom right). Note that the overall shape of the new
surface patch, other than close to P002, has not changed as much as the surface patch in Figure 9
(upper right), even though here WOOl has been decreased by a larger amount. 0
8 Concluding Remarks
We have implemented the Hermite interpolation algorithm, as presented in Section 3 and 4. The
program takes as input any collection of points and curves, with/without associated "normals".
Both implicit and rational parametric representations of the space curves and "normals" are allowed.
The homogeneous linear system of equations generated by the algorithm is decomposed using the
singular value decomposition method. As a result, the rank of the system, and the null space (that
is, the solution of the system) are computed. The nontrivial solutions (and hence the coefficients of
the corresponding surfaces), if any, are expressed in terms of linear combinations of free parameters
and represent a family of interpolation surfaces.
To select a suitable interpolating surface from the computed family, requires an assignment
of values to the free parameters. This is achieved by first converting the solution polynomial
representation of the interpolating family to polynomials over a tetrahedral Bernstein basis together
with weight invariants for the weights on each vertex of the control tetrahedra. Next, an initial
assignment of weight values (consistent with the weight invariants) is chosen and then interactively
modified to yield a desirable interpolating solution surface. The final weight values in this procedure
yield the specific assignment of values to free parameters.
Even though the change of polynomial representations from power to Bernstein bases yields
additional geometry to the coefficients of the polynomial representation of the algebraic surface,
for large parameter (four and greater) family of surfaces, much depends on the initial assignment
of weight values. One possibility that we are currently exploring for solution instantiation from
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large parameter families is the use oflea.st-square approximation [6J for implicit algebraic surfaces
to compute these initial vector of values. Additional data points, curves, and even simple surfaces
are inserted by the designer, in near proximity to the desired surface and the free parameters of
the interpolating solution family are chosen to minimize the square of the distance error. This
overall problem of Hermite interpolation and least-squares approximation amounts to solving an






where MA,MI,MN are, respectively, matrices for least-squares approximation, Hermite interpo-
lation and normalization. The solution can be obtained by computing eigenvectors of some reduced
matrix. Details are provided in [6].
The triangular quintic surface in Example 6.8 was produced by applying least-squares approxi-
mation to the resulting 5-parameter family of interpolatory algebraic surfaces and some additional
geometric data. In most of our examples, the least-squares approach proved to be an effective
method to choose proper instances from a family of interpolatory algebraic surfaces. We are cur-
rently using this method to instantiate 5-parameter triangular quintic surface patches for construc-
tion of a compact implicit model of a human head, reconstructed from NMR imaging data.
There still remain several open problems which need to be solved before the entire class of alge-
braic surfaces can be effectively used for geometric design. First, as illustrated in Example 6.3, some
of the irreducible interpolating algebraic surfaces produced directly from Hermite interpolation may
not be suitable for the geometric design application they were initially intended to benefit. More
precisely, the input data when interpolated may however lie on two separate real components of
the algebraic surface. One heuristic, which we currently used is to interactively include additional
points and curves to effectively bridge the gap between separate real components. However, the
question remains open for a priori generating polynomial constmints on the coefficients of the inter-
polating surfaces, which would ensure that aU given points and curves lie on the same continuous
real surface component.
Secondly, polynomial constraints are again required to ensure that a specific solution patch of
an algebraic surface has no singularities. Having some singularities is not always an unfavorable
feature in the design of algebraic surfaces. For example, the blending surface in Example 6.6 is
singular at the four points where the four cylinder contact each other. (In fact, the only solution
for satisfying the "normals" along the four ellipses is to have singular points.) While singularities
along the boundary of a patch may be allowable, no singularity would seem tolerable in the interior
of the patch. Hence, deriving uniform polynomial constraints imposed on the family of interpo-
lating solution surfaces which ensure nonsingularity of the solution surface patch, would be highly
desirable.
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21
References
[1] 8.S. Abhyankar. Algebmic Space CUnJes. Univ. of Montreal, 1970. Montreal Lecture Notes.
[2] V. Anupam, C. Bajaj, and S. Klinkner. The SHILP solid modeling and display toolkit: A
user's manual. Technical Report eSD·TR-988, Computer Sci.,Purdue, J nne 1990.
[3] D. Arnon, G. Collins, and S. McCallum. Cylindrical algebraic decomposition 1: The basic
algorithm. Siam J. Computing, l3(4):865-889, 1984.
[4] C. Bajaj. Geometric modeling with algebraic surfaces. In D. Handscomb, editor, The Mathe-
matics of Surfaces III, pages 3-48. Oxford Univ. Press, 1988.
[5) C. Bajaj, C. Hoffmann, J. Hopcroft, and R. Lynch. Tracing surface intersections. Computer
Aided Geometric Design, 5:285-307,1988.
[6] C. Bajaj, I. Ihm, and J. Warren. Exact and least·squares approximate gk.fittlng of implicit
algebraic surfaces. Technical Report CSD-TR-944, Computer Sci.,Purdue, Jan. 1990.
[7] R. Barnhill. Surfaces in CAGD ; A survey with new results. Computer Aided Geometric
Design, 2:1-17, 1985.
[8] J. Bloomenthal. Polygonization of implicit surfaces. Computer Aided Geometric Design, 5:341-
355, 1988.
[9] J. Bloomenthal and B. Wyvill. Interactive techniques for implict modeling. Proc. of the 1990
Symposium on Interactive 3D Graphics, pages 109-116, 1990.
[10] W. Bohm, G. Farin, and J. Kahmann. A surley of curve and surface methods in CAGD.
Computer Aided Geometric Design, 1:1-60, 1984.
[11] A.D. DeRose. Geometric Continuity: A Parametrization Independent Measure of Continuity
for Computer Aided Geometric Design. PhD thesis, Computer Science, Univ. of California,
Berkeley, 1985.
[12] G. Farin. Triangular Bernstein-Bezier patches. Computer Aided Geometric Design, 3:83-127,
1986.
[13] R.T. Farouki. The approximation of nondegenerate offset surfaces. Computer Aided Geometric
Design, 3:15-43, 1988.
[14] G.E. Golub and C.F. Van Loan. Matrix Computation. The Johns Hopkins Univ. Press,
Baltimore, MD, 1983.
[15] P. Hanrahan. Ray tracing algebraic surfaces. Computer Graphics: SIGGRAPH'83 Conference
Proceedings, 17(3),83-90, 1983.
[16] C. Hoffmann and J. Hopcroft. Quadratic blending surfaces. Computer Aided Design, 18(6):301-
306, 1986.
22
Figure 1; Smooth Joining of Two Cylinders with a Cubic Surface
Figure 2: Smooth Joining of Three Cylinders with a Quartic Surfare
2-1
Figure :j: Two Instance Surfaces for Joinin,g Thr('e Cylinders
Figure ·1: Smooth Joining of Four Cylinders with a Quartic Surfan'
figure .5: Smooth mending of Two Cylinders with a Qlladric Sllrface
figure 6: Smooth Blending of Two Cylinders with <J. Quartic Surface
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Figure i": Smooth Fleshing of a Wireframe with Quadric and Quartic Surracp.s
Figure S: Smooth Fleshing of a Triangular \Yireframe with a Quintic Surface
.,-- ,
figure 9: Interactiw Shape Control
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