In this paper, we first prove some propositions of Sobolev spaces defined on a locally finite graph G = (V, E), which are fundamental when dealing with equations on graphs under the variational framework. Then we consider a nonlinear biharmonic equation
Introduction
Graph is a natural structure for problems with different backgrounds, such as image processing [19] , neural network [5] , social network [3] , etc. To do analysis works, it is necessary to study partial differential equations on graphs and this subject has attracted much attention recently. For example, several fundamental aspects of heat equations on graphs, such as heat kernel [14, 29] , existence and uniqueness [16, 20, 22] are investigated by different authors.
In this paper, we use methods in functional analysis to study existence of solutions for fourth order nonlinear elliptic equations on graphs. Our ideas are inspired by works of Grigor'yan, Lin and Yang [10, 11, 12] where they considered several second order nonlinear elliptic equations on graphs. For example, when domains are finite graphs, they proved existence of solutions for the Kazdan-Warner equation [10] and the Yamabe type equation [11] . Later, results in [10, 11] were generalized by Ge and Jiang [8, 9] for infinite graphs and Keller and Schwarz [18] also studied the Kazdan-Warner equation on canonically compact graphs.
Moreover, we also study the asymptotic behavior of solutions to our equation and find that their limit is restricted on the potential well which is a finite graph. On graphs, this kind of results was first proved by Zhang and Zhao. In [31] , they studied the following second order equation, − ∆u + (λa + 1)u = |u| p−1 u
on a locally finite graph G = (V, E), where a(x) is a potential function defined on V . If the potential well Ω = {x ∈ V : a(x) = 0} is a non-empty, connected and bounded domain in V , their results said that, as λ → +∞, the ground state solutions u λ of (1) The equation (1) is a Schödinger type equation and when the domain is a subset of the Euclidean space, it has been extensively studied during the past several decades. The readers can refer to [2, 4, 6, 7, 25, 28, 30] and the references therein. Besides the second order equations, when we consider problems with certain physical backgrounds, such as travelling waves in a suspension bridge [23] and the static deflection of an elastic plate [1] , there arises the higher order version of (1) with a biharmonic operator and it is also well studied. For example, in [21] , Liu and Chen studied the multiplicity of solutions of a biharmonic Schödinger equation with critical growth. In [24] , Niu, Tang and Wang studied the asymptotic behavior of ground state solutions for a nonlinear biharmonic equation on R N . For more results related to nonlinear biharmonic equations on the Euclidean space, one can refer to [13, 26, 27, 32, 33] and the references therein.
Noticing the above works, the main purpose of this paper is to investigate whether the asymptotic result in [31] still holds on graphs for nonlinear biharmonic equations. To describe our problems and results, we first introduce some concepts and assumptions. let G = (V, E) be a graph, where V denotes the set of vertices and E denotes the set of edges. In this paper, we always assume that G satisfies the following conditions.
(G 1 ) Locally finite. For any x ∈ V , there are only finite y ∈ V such that xy ∈ E and G is called a locally finite graph.
(G 2 ) Connected. G is called connected if any two vertices x and y can be connected via finite edges.
(G 3 ) Uniformly positive measure. For a measure µ : V → R + defined on V , we assume that there exists a constant µ min > 0 such that µ(x) ≥ µ min for all x ∈ V .
(G 4 ) Symmetric. For an edge xy ∈ E, we assume it has a positive weight ω xy and it is symmetric, namely ω xy = ω yx . Furthermore, we assume that for any x ∈ V , y∼x ω xy < C, where C is a universal constant.
Here and throughout this paper, y ∼ x stands for any vertex y connected with x by an edge xy ∈ E.
The distance d(x, y) of two vertices x, y ∈ V is defined by the minimal number of edges which connect these two vertices. For a subset Ω of V , if the distance d(x, y) is uniformly bounded from above for any x, y ∈ Ω, we call Ω a bounded domain in V . We shall remark that a bounded domain of a locally finite graph can contain only finite vertices. The boundary of Ω in V is defined by ∂Ω := {y ∈ V, y / ∈ Ω : ∃x ∈ Ω such that xy ∈ E} and the interior of Ω is denoted by Ω • . Obviously, we have that Ω • = Ω.
For any function u : V → R and x ∈ V , the µ-Laplacian (or Laplacian for short) of u at x is defined by
The gradient form Γ(u, v) of two functions u and v at x ∈ V is
For brevity, we use Γ(u) for Γ(u, u) and sometimes we use ∇u∇v instead of Γ(u, v). The length of Γ(u) at x ∈ V is denoted by
For any function u : V → R, an integral of u over V is defined by
The biharmonic operator of u : V → R, namely ∆ 2 u, is defined in the distributional sense by
where C c (V ) := {u : V → R : {x ∈ V : u(x) = 0} is of finite cardinality}.
In this paper, we focus on the following nonlinear biharmonic equation
Here λ > 1 and p > 2 are constants and a(x) : V → R is a potential satisfying:
(A 1 ) a(x) ≥ 0 and the potential well Ω = {x ∈ V : a(x) = 0} is a non-empty, connected and bounded domain in V .
(A 2 ) There exists a vertex
Clearly, W 2,2 (V ) is a Hilbert space with the inner product
To study the problem (2), it is natural to consider a function space
with the norm
The space E λ is also a Hilbert space with its inner product
The functional related to (2) is
We can easily verify that J λ ∈ C 1 (E λ , R) and
The Nehari manifold related to (2) is defined as
If m λ can be achieved by some function u λ ∈ N λ , u λ have the the least energy among all functions belong to the Nehari manifold and in fact, it is a critical point of the functional J λ . We call u λ a ground state solution of (2) . Our first result is the following theorem: For the asymptotic behavior of u λ as λ → +∞, we introduce the limit problem which is defined on the potential well Ω:
Define the space W 2,2 (Ω) as a set of all functions u : V → R under the norm
It is suitable to study (6) 
where C c (Ω) denotes the set of all functions u : Ω → R satisfying supp u ⊂ Ω and u = 0 on ∂Ω. The space H(Ω) endowed with the inner product
is a Hilbert space. The functional related to (6) is
The corresponding Nehari manifold is
And
Similar to Theorem 1.1, the equation (6) also has a ground state solution.
and Ω be a non-empty, connected and bounded domain in V . Then for any p > 2, the equation (6) has a ground state solution u 0 ∈ H(Ω).
Finally, as λ → +∞, we prove that the solutions u λ converge to a solution of (6) . More precisely, we have Theorem 1.3. Under the same assumptions as in Theorem 1.1, we have that, for any sequence λ k → ∞, up to a subsequence, the corresponding ground state solutions u λ k of (2) converge in W 2,2 (V ) to a ground state solution of (6).
As far as we know, there is no such results on forth order equations defined on locally finite graphs. Our works generalize the results in [31] to higher order equations but the proofs are more complicated than those in [31] . Furthermore, our equations and proofs on a graph are not the same as those in the Euclidean space. For example, since a graph is a discrete object, there is no derivative on the boundary of a bounded domain in G and the boundary condition of (6) is different from those in the Euclidean space. Usually in the Euclidean case, the existence of solutions for the equation (6) is proved by minimizing the corresponding functional or by the Mountain Pass theorem. Instead of these methods, we get the existence of a ground state solution for the equation (6) more directly by proving convergence of
This paper is organized as follows. In Sect. 2, we establish several necessary tools for calculus of variation on graphs, including integration by parts and properties of Sobolev spaces, especially the embedding theorems. In Sect. 3, based on the above works, we prove the existence of a ground state solution of (2) by using the Nehari method. Finally in Sect. 4, we demonstrate the desired convergence behavior, namely as λ → +∞, the ground state solutions u λ of (2) tend to 0 outside Ω and to a ground state solution of (6) in Ω. These prove Theorem 1.2 and 1.3. Throughout this paper, we always assume conditions (G 1 ) − (G 4 ) and (A 1 ) − (A 2 ) unless otherwise stated.
Preliminaries and functional settings
In this section, we introduce some preliminaries and basic functional settings. In particular, we shall prove formulas of integration by parts and embeddings of Sobolev spaces on graphs.
Since the discreteness of graphs, the functional spaces on graphs are different from those on the Euclidean space. We first present several properties of the Sobolev spaces used in this paper.
Proof. We only need to prove that for any
Fix a base point x 0 ∈ V and define η k : V → R as
where d x denotes the distance between x and x 0 . Obviously, {η k } is a nondecreasing sequence of finitely supported functions which satisfies 0 ≤ η k ≤ 1 and lim
. It suffices to show that
Next we need to prove that
By the construction of η k and the definition of the gradient operator, we know that
which tends to zero as k → 0 since u ∈ W 1,2 (V ).
which also tends to zero as k → 0 since u ∈ W 1,2 (V ).
Now we begin to deal with II k . Let B = {x ∈ V : k < d x < 2k}. We have
The first inequality in (8) is because of the fact that for any a, b ∈ R, (a + b) 2 ≤ 2(a 2 + b 2 ). In the last inequality of (8), we use (1 − dy k ) 2 ≤ C for some constant independent of k. Since B |∇u| 2 dµ → 0 and B u 2 dµ → 0 as k → ∞, we get from the inequality (8) and (G 4 ) that
Then the lemma is proved.
Remark 2.1. In [15, 17] , there are results similar to Proposition 2.1 under different assumptions on graphs.
For the function space with second order derivative, we also have
Proof. Following the symbols used in the proof of Proposition 2.1, we only need to prove that
By directly computations, we have
For the second term II k , we have
In the first and the second inequalities of (9), we use the facts that (a + b)
, we get the last inequality of (9) . By u ∈ W 2,2 (V ), we get lim
The computations for the first and third terms are similar to those in Proposition 2.1 and for brevity, we omit them here. contains finite vertices, the proofs are easy and we leave them to the readers.
Next, we turn to formulas of integration by parts on graphs, which are fundamental when we use methods in calculus of variations. The proofs of the next two lemmas can be found in [31] and we omit them here.
Lemma 2.1. Suppose that u ∈ W 1,2 (V ). Then for any v ∈ C c (V ), we have
and Ω ⊂ V is a bounded connected domain. Then for any v ∈ C c (Ω),
Since we consider the biharmonic equations, we shall also generalize these two lemmas to the higher order case.
where ∆ 2 u = ∆(∆u).
Proof. By using Lemma 2.1, we have
Lemma 2.4. Suppose that u ∈ W 2,2 (V ). Then for any v ∈ C c (Ω), we have
Proof. By using Lemma 2.3, we only need prove that
Since v ∈ C c (Ω), v = 0 on V \ Ω. Thus, for any x ∈ V \ {Ω ∪ ∂Ω}, there hold v(x) = 0 and v(y) = 0 for all y ∼ x. Therefore, we get for x ∈ V \ {Ω ∪ ∂Ω}
and the lemma is proved.
Now we can define the weak solution of the equation (2) as Definition 2.1. Suppose u ∈ E λ . If for any φ ∈ E λ , there holds
then u is called a weak solution of (2).
Similarly, the weak solution of the equation (6) is defined as Definition 2.2. Suppose u ∈ H(Ω). If for any φ ∈ H(Ω), there holds
then u is called a weak solution of (6).
Finally in this section, we come to the Sobolev embedding theorems on the graphs. Since we are concerned with the behavior of solutions u λ of (2) as λ → +∞, without loss of generality, we can assume that λ > 1. For brevity, We use · q,V and · q,Ω to denote the L q norms on V and Ω respectively and we sometimes omit the subscripts V and Ω if it is clear from the context. Lemma 2.5. Assume that a(x) satisfies (A 1 ) and (A 2 ). Then E λ is continuously embedded into L q (V ) for any q ∈ [2, +∞] and the embedding is independent of λ. Namely, there exists a constant η q depending only on q such that for any u ∈ E λ , u q,V ≤ η q u E λ .
Moreover, for any bounded sequence {u k } ⊂ E λ , there exists u ∈ E λ such that, up to a subsequence,
Proof. For any u ∈ E λ and vertex x 0 ∈ V , we have
which gives
Therefore, E λ ֒→ L ∞ (V ) continuously and the embedding is independent of λ. Thus E λ ֒→ L q (V ) continuously for any 2 ≤ q < ∞. In fact, for any u ∈ E λ , we have u ∈ L 2 (V ). Then, for any 2 ≤ q < ∞,
Since E λ is a Hilbert space, it is reflexive. Thus for any bounded sequence {u k } in E λ , we have that, up to a subsequence, u k ⇀ u in E λ . On the other hand, {u k } ⊂ E λ is also bounded in L 2 (V ) and we get
Take any x 0 ∈ V and let
Obviously, v 0 belongs to L 2 (V ). By substituting v 0 into (10), we get
Next we prove u k → u in L q (V ) for all 2 ≤ q ≤ +∞. Since {u k } bounded in E λ and u ∈ E λ , there exists
Let x 0 ∈ V be fixed. For any ǫ > 0, in view of (A 2 ), there exists some R > 0 such that when
Noticing λ > 1, we have
Moreover, up to a subsequence, we have
Combining (11) and (12), we conclude lim inf
In particular, up to a subsequence, there holds
for any 2 < q < +∞, we have
Therefore, up to a subsequence,
In particular, there exists a constant C depending only on q such that for any u ∈ H(Ω),
Moreover, H(Ω) is pre-compact. Namely, if u k is bounded in H(Ω), up to a subsequence, there exists some
Proof. Since Ω is a finite set in V , H(Ω) is a finite dimensional space. Therefore the conclusions of the lemma are obvious and we omit the proofs here.
The existence of ground state solutions
In this section we prove the existence of ground state solutions of (2) by the Nehari method. First we prove the following lemmas.
Lemma 3.1. If u ∈ E λ is a weak solution of (2), u is also a point-wise solution of the equation.
Proof. Since u ∈ E λ is a weak solution of (2), for any φ ∈ E λ , there holds
Then, by Lemma 2.3 we have
For any fixed x 0 ∈ V , taking a test function φ : V → R in (13) with
Since x 0 is arbitrary, we conclude that u is a point-wise solution of (2).
Remark 3.1. Similarly, if u ∈ H(Ω) is a weak solution of (6), then u is also a point-wise solution of the equation (6).
Lemma 3.2. N λ is non-empty.
Proof. For a fixed u ∈ E λ \ {0}, we define a function g(t) on R as
Since p > 2 and u ≡ 0, there exists t 0 ∈ (0, +∞) such that g(t 0 ) = 0 which implies that t 0 u ∈ N λ .
Proof. Since u ∈ N λ , we have
By Lemma 2.5, we have u
Since p > 2, we get
Lemma 3.4. m λ can be achieved by some u λ ∈ N λ .
Proof. Take a sequence {u k } ⊂ N λ such that lim
Then we have
Since p > 2, (14) implies that {u k } is bounded in E λ .
Lemma 2.5 tells us that there exists some u ∈ E λ such that, up to a subsequence,
as k → +∞. By weak lower semi-continuity of the norm for E λ and convergence of
Now, we only need to show that u λ ∈ N λ . Up to a subsequence, we can assume that u k 2 E λ → C > 0 for some positive constant C as k → ∞. This together with u k
Noticing that u k ∈ N λ , we have
By similar arguments as in Lemma 3.2, we know that there exists some t ∈ (0, 1) such that tu λ ∈ N λ . This gives that
which is a contradiction with the fact that m λ = inf u∈N λ J λ (u). Therefore we have u λ 2 E λ = u λ p p and u λ ∈ N λ . This together with (15) gives that m λ is achieved by u λ .
The next lemma completes the proof of Theorem 1.1.
Lemma 3.5. u λ ∈ N λ is a ground state solution of (2).
Proof. We shall prove that for any φ ∈ C c (V ), there holds
Since u λ ≡ 0, we can choose a constant ǫ > 0 such that u λ + sφ ≡ 0 for any s ∈ (−ǫ, ǫ). Furthermore, for any s ∈ (−ǫ, ǫ), there exists some t(s) ∈ (0, ∞), such that t(s)(u λ + sφ) ∈ N λ . In fact, t(s) can be taken as
, and in particular, we have t(0) = 1. Define a function γ(s) : (−ǫ, ǫ) → R as γ(s) := J λ (t(s)(u λ + sφ)).
Since t(s)(u λ + sφ) ∈ N λ and J λ (u λ ) = inf u∈N λ J λ (u), γ(s) achieves its minimum at s = 0. This implies that
where in the last equality, we have used the fact that u λ ∈ N λ and J ′ λ (u λ ) · u λ = 0.
Convergence of the ground state solutions
In this section, we prove that the ground state solutions u λ of (2) converge to a ground state solution of (6) as λ → +∞, which also implies Theorem 1.2.
Lemma 4.1. There exists a constant ν > 0 which is independent of λ, such that for any critical point u ∈ E λ \{0} of J λ , we have u E λ ≥ ν.
Proof. Since u is a critical point of J λ , we have
where we have used Lemma 2.5 to get the inequality. Then we can choose ν = 1 ηp p p−2 and the lemma is proved.
Next, we prove a lemma for the (P S) c sequence of J λ .
Lemma 4.2. For any (P S) c sequence {u k } of J λ , there holds
Moreover, there exists a positive constant C 1 > 0 which is independent of λ, such that either c > C 1 or c = 0.
which gives (16).
By Lemma 2.5, for any u ∈ E λ , we have
Take ρ = (
Take
2p ρ 2 and suppose c < C 1 . Since {u k } is a (P S) c sequence, (16) gives
From (18), we have that for large k, there holds
which implies that u k E λ → 0 as k → +∞. It follows immediately that J λ (u k ) → c = 0 and the desired results are proved for
Remark 4.1. By the proof of the existence of a ground state solutions u λ , we know that there exists a (P S) c sequence {u k } converges weakly to u λ in E λ with c = m λ . By weak lower semi-continuity of the norm · E λ , we get that u λ E λ is bounded by
For the ground states m λ and m Ω , we have
Proof. Since N Ω ⊂ N λ , we obviously have that m λ ≤ m Ω for any λ > 0. Take a sequence λ k → ∞ such that
where m λ k is the ground state and u λ k ∈ N λ k is the corresponding ground state solution. Lemma 4.2 tells us that m Ω ≥ M > 0.
By Remark 4.1, {u λ k } is uniformly bounded in W 2,2 (V ). Up to a subsequence, we can assume that there exists some u 0 ∈ W 2,2 (V ) such that
and for any q ∈ [2, +∞),
We claim that u 0 | Ω c = 0. Otherwise, there exists a vertex x 0 / ∈ Ω such that u 0 (x 0 ) = 0. Since u λ k ∈ N λ k , we have
which is a contradiction to the fact that m λ k < m Ω .
By weak lower semi-continuity of the norm · W 2,2 (V ) and (19), we get
Noticing that u 0 | Ω c = 0, we get
Then there exists t ∈ (0, 1] such that tu 0 ∈ N Ω , i.e.
This implies that
Consequently, M ≥ m Ω . Then we get that
The proof of Theorem 1.2 and 1.3. We need to prove that for any sequence λ k → ∞, the corresponding u λ k ∈ N λ k satisfying J λ k (u λ k ) = m λ k converges in W 2,2 (V ) to a ground state solution u 0 of (6) up to a subsequence.
By Remark 4.1, we have that u λ k is bounded in E λ k and the upper-bound is independent of λ k . Consequently, {u λ k } is also bounded in W 2,2 (V ). Therefore, we can assume that there exists some u 0 ∈ W 2,2 (V ) L q (V ) for any q ∈ [2, +∞), such that
and u λ k ⇀ u 0 in W 2,2 (V ).
From Lemma 4.1, we have that u 0 ≡ 0 and on the other hand, as what we have done in Lemma 4.3, we have that u 0 | Ω c = 0. First, we claim that as k → ∞, there hold
and
Otherwise, if for some θ > 0, there holds
Since J λ k (u λ k ) = m λ k , Lemma 4.3 tells J Ω (u 0 ) = m Ω . Thus we get that u 0 is a solution of (6) Proof. Indeed, since u λ k ∈ N λ k and u 0 | Ω c = 0, we have
