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RÉSUMÉ
Le domaine des systèmes de référence quantiques, dont les dernière avancées sont briève-
ment présentées au chapitre 1, est extrêmement pertinent à la compréhension de la dégradation
des états quantiques et de l’évolution d’instruments de mesures quantiques. Toutefois, pour
arriver à comprendre formellement ces avancées et à apporter une contribution originale au
domaine, il faut s’approprier un certain nombre de concepts physiques et mathématiques, in-
troduits au chapitre 2. La dégradation des états quantiques est très présente dans le contrôle
d’états utiles à l’informatique quantique. Étant donné que ce dernier tente de contrôler des sys-
tèmes à deux états, le plus souvent des moments cinétiques, l’analyse des systèmes de référence
quantiques qui les mesurent s’avère opportune. Puisque, parmi les plus petits moments ciné-
tiques, le plus connu est de s = 12 et que son état le plus simple est l’état non polarisé, l’étude
du comportement d’un système de référence mesurant successivement ce type de moments ci-
nétiques constitue le premier pas à franchir. C’est dans le chapitre 3 qu’est fait ce premier pas
et il aborde les questions les plus intéressantes, soit celles concernant l’efficacité du système
de référence, sa longévité et leur maximum. La prochaine étape est de considérer des états de
moments cinétiques polarisés et généraux, étape qui est abordée dans le chapitre 4. Cette fois,
l’analyse de la dégradation du système de référence est un peu plus complexe et nous pouvons
l’inspecter approximativement par l’évolution de certains paramètres pour une certaine classe
d’états de système de référence. De plus, il existe une interaction entre le système de référence
et le moment cinétique qui peut avoir un effet sur le système de référence tout à fait comparable
à l’effet de la mesure. C’est cette même interaction qui est étudiée dans le chapitre 5, mais, cette
fois, pour des moments cinétiques de s= 1. Après une comparaison avec la mesure, il devient
manifeste que les ressemblances entre les deux processus sont beaucoup moins apparentes,
voire inexistantes. Ainsi, cette ressemblance ne semble pas générale et semble accidentelle
lorsqu’elle apparaît.
Mots clés: Système de référence quantique, informatique quantique, interaction entre
moments cinétiques, transition quantique-classique.

ABSTRACT
The field of quantum reference frames, which recent progress is briefly presented in chap-
ter 1, is extremely relevant when it comes to understanding the deterioration of quantum states
and the evolution of quantum measurement instruments. However, to fully understand these
advances and to be able to bring an original contribution to this field, one must first understand
a number of concepts in physics and mathematics. These concepts are explained in chapter 2.
Since the deterioration of quantum states is very present when controlling useful states in quan-
tum computing, and since quantum computing attempts to control two-states systems, often
angular momenta, analyzing quantum reference frames proves to be relevant. Having s= 12 as
the smallest known angular momentum, and since its simplest state is the unpolarized state, the
study of a reference frame behavior that measures successively this type of angular momentums
is the first step to be taken (chapter 3). The most interesting questions concern the efficiency of
the reference frame, its longevity, and the optimization of these two quantities. The next step is
to consider polarized and general angular momentum states (chapter 4). This time, analyzing
the deterioration of the reference frame proves to be more complex, and can be examined in
an approximate manner by looking at the evolution of certain parameters given for a certain
class of states of reference frames. Furthermore, the existence of an interaction between the
reference frame and the angular momentum can affect the reference frame approximatively as
much as the measuring it does. It is this very interaction that is studied in chapter 5, but this
time, for s= 1 angular momenta. Comparing this interaction with the measurement shows very
clearly that the similarities between the two processes are a lot less visible than with s= 12 , and
even perhaps nonexistent. Therefore, the similarity does not seem to be general and appears to
be accidental when it is significant.
Keywords: quantum reference frame, quantum computing, interaction between an-
gular momentums, quantum to classical transition.
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CHAPITRE 1
SYSTÈMES DE RÉFÉRENCE QUANTIQUES : UN APERÇU
Tout système physique peut être décrit par certaines quantités observables (position, impul-
sion, moment cinétique, etc.) que nous devons pouvoir mesurer afin qu’il soit envisageable de
dire que l’état du système physique est connu. Cependant, toute mesure est une comparaison
avec quelque chose d’autre. Par exemple, il est impossible de mesurer la position d’un corps
sans comparaison avec la position d’un autre système. En effet, il faut absolument se définir un
système d’axes qui nous permet de mesurer la position de ce corps par rapport à l’origine de
ce système d’axes. Ce système, qui nous permet la mesure grâce à la comparaison, se nomme
système de référence. Ce dernier est, en somme, l’instrument de mesure1.
Classiquement, seul le choix du système de référence est un enjeu important, car, une fois
ce choix judicieux effectué, ce système ne changera pas de manière aléatoire et ne changera
que selon notre bon vouloir. Par exemple, si nous choisissons un système d’axes en rotation,
il ne tournera que selon ce que nous avons décidé. Le système que l’on cherche à mesurer ne
changera pas de nature par l’acte de la mesure (l’état du système est indépendant de l’observa-
tion) et le système de référence ne sera pas non plus affecté par la mesure. Ainsi, bien que le
système mesuré le soit par rapport à un autre système, le concept physique attaché à ce dernier
peut être évacué et le système de référence n’a pas besoin d’être partie intégrante d’un système
total (système d’intérêt et système de référence).
Dans le cas d’un système d’intérêt (système mesuré) qui serait de nature quantique, la na-
ture de la mesure change radicalement. En mécanique quantique, une observation provoque,
chez le système observé, un effondrement qui change l’état du système quantique. Cependant,
dans le cas classique comme dans le cas quantique, le système mesuré doit l’être par rapport
à un système de référence. La majorité du temps, par souci de simplification, nous choisis-
sons théoriquement un système de référence classique. En effet, généralement, le système de
référence choisi est défini par rapport à un objet macroscopique (qui devrait, lui aussi être de na-
ture quantique, car, la communauté scientifique d’aujourd’hui s’accorde pour accepter la nature
quantique de l’Univers), qui ne ressent les effets quantiques que de façon négligeable. Ainsi,
comme le système de référence peut être considéré comme étant classique à toute fin pratique,
l’état du système de référence n’a pas besoin d’être considéré à chaque mesure, car il ne s’ef-
fondre pas et ne change pas de manière aléatoire. Ce cas de figure est le cas idéal, celui qui
1Quand j’utilise le mot « instruments », j’entends le concept abstrait, l’essence à la base de la conception des
objets concrets que les expérimentateurs conçoivent avec tant d’ingéniosité, et non pas l’objet concret en tant que
tel.
2nous donne l’information exacte sur le système d’intérêt. Si nous voulions mesurer la position
quantique d’un corps ou d’une particule, le système de référence parfait (ou classique) serait
le système d’axes immobiles, fixé par rapport à un objet macroscopique qui nous fournira une
position exacte à chaque mesure.
Cependant, il est possible d’imaginer des systèmes de référence d’une toute autre nature.
En effet, si le système de référence est fixé par rapport à un objet très petit, les effets quan-
tiques affecteront significativement cet objet, et donc également le système de référence (afin
de comprendre l’utilité de tels systèmes de référence, consulter la section 2.3). Ainsi, nous au-
rons un système de référence quantique (toujours en gardant en tête que le système mesuré est
également quantique), les caractéristiques immuables et de perfection du système de référence
classique seront perdues. Comme le système de référence est quantique, il subira, lui aussi, l’ef-
fondrement lors de la mesure, ce qui altérera son état (le fera bouger) et induira une probabilité
d’erreur sur la mesure2. De plus, même pour des cas idéaux, la mesure pourra admettre une
probabilité d’erreur non nulle. La dégradation de ce système de référence quantique au fil des
mesures peut être étudié.
Essayons maintenant de situer où s’inscrit le travail original du présent mémoire dans ce
qui a déjà été accompli dans le cas des systèmes de référence quantiques mesurant le moment
cinétique. Dans ce cas particulier, le système de référence quantique est un autre moment ciné-
tique et la mesure consiste en une mesure conjointe du moment cinétique total. Ce processus
permettra de connaître l’état du moment cinétique par rapport au système de référence quan-
tique. Premièrement, pour une source infinie de moments cinétiques 12 non polarisés ([7]), le
comportement du système de référence si nous mesurions de manière récurrente les moments
cinétiques de la source a été trouvé. Les auteurs y ont également résolu les équations de récur-
rence pour une condition initiale donnée. De cette solution, les auteurs en déduisent la durée
de vie utile du système de référence (i.e., la durée pendant laquelle la probabilité de réussite
de la mesure est comparable à 1). Dans le présent mémoire (section 3.3), il sera démontré que
la condition initiale choisie dans [7] est celle qui fournit la meilleure trajectoire du système de
référence, c’est-à-dire qu’elle donne la meilleure probabilité de réussite et la plus longue durée
de vie utile au système de référence.
Ensuite, pour une source infinie de moments cinétiques 12 généraux mesurés successive-
ment, dans [22], on trouve l’équation de récurrence et on en déduit la thermalisation du système
de référence (la forme de son état après une infinité de mesures). Il en ressort que le système
de référence s’aligne, en moyenne, avec l’axe de la polarisation des états de la source. Ceci
signifie que l’orientation moyenne du système de référence sera parallèle à la polarisation des
2Par probabilité d’erreur sur la mesure, nous entendons la probabilité d’obtenir un résultat en contradiction avec
ce que le système de référence classique fournirait.
3états de la source. De plus, dans une approximation semi classique et pour une grande longueur
de système de référence, une équation pour l’un des paramètres du système de référence est
déduite.
Par la suite, dans [18] et dans [1], on réussit à montrer qu’une interaction pendant un temps
précis entre le système de référence et le moment cinétique 12 général mesuré est quasi équi-
valente à la mesure, en ce qui a trait à l’effet sur le système de référence. Dans [1], on utilise
cette interaction à intermittence (à toutes les deux mesures) afin de contrer le mouvement dé-
favorable du système de référence, ce qui permet d’allonger de manière substantielle la durée
de vie utile de celui-ci. Cette même interaction ainsi que cette potentielle équivalence seront
abordées dans le cas d’un moment cinétique 1 dans le présent mémoire (chapitre 5). Nous ver-
rons que la quasi-équivalence est beaucoup moins convaincante et qu’elle semble un peu plus
accidentelle. Ainsi, il semble très improbable de pouvoir allonger la durée de vie utile d’un
système de référence dans le cas d’un moment cinétique d’une grandeur quelconque grâce à
cette interaction.
Toujours dans [1], on s’intéresse au comportement du système de référence suite à une
mesure d’un moment cinétique 12 dont le résultat est gardé en mémoire. Précédemment, étant
donné la nature probabiliste de la mesure en mécanique quantique, on ne considérait que l’ef-
fondrement moyen ou l’effondrement de l’état dans le cas de l’oubli du résultat de la mesure.
Cependant, dans [1], on s’intéresse aux différences des effets obtenus. Cette analyse est utile,
car, expérimentalement, il est excessivement rare que le résultat de la mesure soit oublié. De
plus, les auteurs y calculent explicitement l’effet de chaque possibilité d’effondrement sur une
classe d’états du système de référence qu’on nomme états quadratiques.
Enfin, dans [18], on reprend les approximations faites dans [22] qui permettent, grâce à
une ingénieuse méthode, de trouver une équation qui décrit l’évolution de chaque paramètre, et
non plus un seul. Ces équations sont ensuite résolues analytiquement et numériquement pour
certains cas particuliers. Aussi, les auteurs utilisent le modèle de [22] pour un type d’états du
système de référence qui n’est plus quasi classique et qui n’est plus initialement maximalement
aligné sur un axe unique. Dans ce cas, la dégradation du système de référence se fait sur une
échelle beaucoup plus courte (c’est-à-dire qu’il évolue plus rapidement).
Évidemment, l’étude des systèmes de référence ne se limite pas au cas de la mesure de
moments cinétiques. Par exemple, dans [2], on analyse en détail l’expérience des patrons d’in-
terférence générés par deux fentes. On y discute des différences formelles entre une particule
quantique (système mesuré) passant dans un système de fentes classiques (système de réfé-
rence) et une particule classique passant dans un système de fentes quantiques. De plus, les
auteurs de [7] ont aussi étudié le système de référence dans le cas de la mesure d’une phase
d’états quantiques.
4Dans le cas particulier de ce mémoire, seuls seront abordés les systèmes de référence utilisés
pour la mesure de moments cinétiques quantiques. Plus particulièrement, il y sera prouvé que la
condition initiale choisie dans [7] dans le cas d’une source infinie de moments cinétiques 12 non
polarisés est celle qui fournit la meilleure trajectoire du système de référence : celle qui donne
la meilleure longévité et la meilleure probabilité de succès à chaque mesure. Il sera également
question de l’interaction hamiltonnienne entre le système de référence et un moment cinétique
de s = 1 afin de trouver un temps d’interaction qui aurait un effet quasi équivalent à l’effet de
la mesure. On verra que cette quasi-équivalence est beaucoup moins apparente que dans le cas
du moment cinétique 12 .
CHAPITRE 2
INTRODUCTION
Ce chapitre a pour objectif, dans un premier temps, d’introduire la théorie et les principaux
résultats ayant trait à la mécanique quantique et aux mathématiques, résultats essentiels à la
compréhension du présent mémoire. Il est à noter qu’ils seront présentés de façon très succincte
et que si le lecteur désire une introduction plus étoffée aux différents sujets abordés dans ce
chapitre, il pourra se référer aux ouvrages cités. Dans un second temps, il sera question de
l’utilité que peuvent avoir les systèmes de référence quantiques et du rôle que ceux-ci peuvent
jouer dans divers domaines scientifiques.
2.1 Physique quantique et son formalisme
En mécanique quantique, tout système d’intérêt s’exprime, à un temps donné, dans un état
qui vit dans un espace appelé espace d’Hilbert. Cet état est défini par un ket |ψ(t0)〉. L’espace
d’Hilbert est un espace vectoriel complexe qui possède un produit scalaire bilinéaire bien défini
〈φ |θ〉 où 〈φ | (un bra) est le conjugué complexe transposé de |φ〉. De plus, l’état du système est
toujours normalisé, c’est-à-dire que pour un état |ψ(t0)〉,
〈ψ(t0)|ψ(t0)〉= 1.
Toutefois, il se peut que ce postulat ne soit pas, a priori, respecté. En effet, il se peut également
que l’état soit un mélange statistique de plusieurs kets qu’on appelle état mixte, par opposition
aux états purs qui s’expriment par un seul ket. Nous considérerons ces aspects plus loin dans le
présent chapitre.
Ensuite, à chaque quantité mesurableA (position, vitesse, énergie, moment cinétique, etc.)
est associée un opérateur A. Par exemple, à l’énergie est associée H l’hamiltonien. Les opéra-
teurs d’observables sont toujours hermitiens, du moins dans le cas de systèmes à dimensions
finies, ce qui sera toujours le cas dans le présent mémoire. Mathématiquement, ceci signifie que
pour tout observable A , son opérateur A possède la propriété suivante :
A= A† = A∗T .
Ce postulat nous assure que les valeurs propres de A sont réelles et que les vecteurs propres de
A sont orthogonaux, deux éléments centraux de la mécanique quantique.
De plus, dans le cas où nous nous intéressons à l’observable A d’un système, l’état du
6système vivra dans l’espace d’Hilbert que nous pourrons décrire à l’aide de A. En effet, cet
espace, que l’on peut noter H A, peut être généré par la base des vecteurs propres normalisés
de A, {|vi〉|A|vi〉= λi|vi〉 où λi ∈R}. Comme les vecteurs propres normalisés de A forment une
bonne base deH A, l’état peut s’écrire comme une combinaison linéaire de ceux-ci (que nous
appellerons aussi états propres).
|ψ(t0)〉=
n
∑
i=1
ci(t0)|vi〉
où∑i c∗i (t0)ci(t0)= 1. La condition sur les coefficients découle directement du fait que 〈ψ(t0)|ψ(t0)〉=
1 et du fait que les états propres sont orthonormés, c’est-à-dire que 〈vi|v j〉= δi j.
Une autre caractéristique (probablement celle qui marque le plus l’imaginaire) de la méca-
nique quantique est le comportement du système lors de la mesure : l’effondrement de l’état.
Lors d’une mesure, un observateur ne peut obtenir comme résultat qu’une des valeurs propres
de l’observable mesurée. De plus, si nous savons que le système est dans l’un des états propres
de l’observable, la mesure nous apprendra que la valeur de l’observable n’est autre que la valeur
propre associée à l’état du système. Cependant, dans le cas où l’état du système est un mélange
de plusieurs états propres associés à des valeurs propres distinctes, le fait d’obtenir un résultat
unique à une mesure est impossible sans cet effondrement. Lorsqu’un tel cas de figure apparaît,
la mesure impose au système un effondrement dans l’un des états propres de l’observable me-
surée (selon une probabilité déterminée par la structure de l’état avant la mesure) et le résultat
obtenu sera celui de la valeur propre associée à l’état dans lequel le système s’est effondré. Afin
de mieux comprendre l’effet d’une mesure sur un système, j’introduirai un nouvel outil : les
projecteurs.
En mathématiques, un projecteur est un opérateur ou une transformation qui envoie des
vecteurs vers d’autres vecteurs et qui est égal à son carré. Par exemple, pour un projecteur Π
qui s’applique sur un ensemble de vecteurs vi dans un espace donné :
Π2vi =Πvi.
Ceci signifie que l’application successive d’un projecteur est tout à fait égale à l’application
unique de ce même projecteur : Π2 =Π.
Plus particulièrement, en mécanique quantique, les projecteurs qui nous intéressent sont
ceux qui sont associés à une observable et qui projettent vers les états propres de cette obser-
vable. Supposons que nous ayons une observable A et que nous soyons intéressés par les états
exprimés dans la base des états propres de cette observable (espace d’HilbertH A). A a donc n
valeurs propres λi et n états propres |vi〉 (1≤ i≤ n), lesquels posséderont tous un projecteur Πi
7défini de cette manière :
Πi|v j〉=
|vi〉 si i= j0 si i 6= j
Nous pouvons en déduire deux choses : premièrement, les projecteurs sont hermitiens, et
deuxièmement, leur action sur un état quelconque |ψ〉 est la suivante :
Πi|ψ(t0)〉= ci(t0)|vi〉 où |ψ(t0)〉=
n
∑
j=1
c j(t0)|v j〉.
Ensuite, admettons que nous mesurons l’observable A sur notre état quelconque |ψ(t0)〉.
Nous ne pouvons pas connaître quel sera le résultat de la mesure avec certitude avant celle-ci,
mais nous pouvons connaître la probabilité de chaque possibilité grâce à nos projecteurs. En
effet, la probabilité de mesurer λi est :
P(i) = 〈ψ(t0)|Πi|ψ(t0)〉= ci(t0)c∗i (t0).
De plus, l’état s’effondrera dans l’état propre associé à la valeur mesurée. On peut l’écrire de la
façon suivant à l’aide des projecteurs :
1√
P(i)
Πi|ψ(t0)〉.
Pour davantage de détails sur les projecteurs en mécanique quantique, voir [17], [21] ou [20].
Il ne suffit pas de connaître l’état d’un système à un temps donné pour bien comprendre
notre système, car cet état évoluera dans le temps. En effet, les états quantiques respectent une
équation différentielle bien connue que l’on nomme l’équation de Shrödinger1 :
i
∂
∂ t
|ψ(t)〉= H(t)|ψ(t)〉. (2.1)
Dans le cas où l’hamiltonien ne dépend pas explicitement du temps et que nous connaissons
l’état du système au temps t = 0, nous pouvons résoudre l’équation très facilement et obtenir la
solution :
|ψ(t)〉= e−iHt |ψ(0)〉 où e−iHt =
∞
∑
n=0
(−iHt)n
n!
. (2.2)
L’opérateur e−iHt est appelé opérateur d’évolution temporelle. Pour des détails sur ce qui pré-
cède, voir [12], [23], [16] et [17].
1Cette équation n’est valide que dans le cas de systèmes non relativistes. Or, dans le présent mémoire, nous ne
considérerons que des systèmes non relativistes.
82.2 Matrice densité
Jusqu’à maintenant, nous avons toujours supposé que le système étudié est dans un état
unique |ψ〉 qui est une superposition quantique. Nous disons de ce système qu’il est dans un
état pur. Cependant, il ne s’agit que d’un cas idéal bien particulier. Le plus souvent, le système
se trouve dans un état constitué d’un mélange statistique d’états purs que nous appelons état
mixte. Imaginons, par exemple, qu’une boîte fermée contient un fabricant d’états quantiques.
Supposons que ce fabricant ait la capacité de produire deux états quantiques différents : |φ1〉
et |φ2〉. Supposons également qu’il décide de fabriquer l’un d’eux, qu’il dit à un observateur
extérieur qu’il fabriquera |φ1〉 avec probabilité p1 et qu’il fabriquera |φ2〉 avec probabilité p2 =
1− p1, qu’il le fasse et qu’il le donne à l’observateur par un petit trou. Pour l’observateur, l’état
qu’il détient est un mélange statistique entre |φ1〉 et |φ2〉 avec une distribution statistique donnée
par p1 et p2 et qui s’écrit comme suit :
l’état total est {|φ1〉, p1 ; |φ2〉, p2}.
Bien que le dernier exemple fournit une façon tout à fait acceptable de décrire un état mixte,
il ne s’agit pas de l’outil de travail le plus adapté et efficace pour le calcul. Heureusement, il
existe un moyen d’écrire les états mixtes qui soit efficace et qui contient toute l’information
disponible sur un système. L’état est représenté par la matrice densité2. Pour un système dans
l’état suivant,
{|φ1〉, p1 ; |φ2〉, p2 ; . . . |φn〉, pn} la matrice densité ρ est ρ =
n
∑
i=1
pi|φi〉〈φi|
Étant donné la nature des états purs, ρ sera toujours 1) positive, 2) hermitienne et 3) de trace
2Pour une introduction détaillée aux matrices densité, voir [17], [21] ou [20]
9égale à 1. En voici la preuve :
1) 〈ψ|ρ|ψ〉=
n
∑
i=1
pi〈ψ|φi〉〈φi|ψ〉
=
n
∑
i=1
pi|〈ψ|φi〉|2 > 0
2) ρ† =
n
∑
i=1
pi(|φi〉〈φi|)†
=
n
∑
i=1
pi|φi〉〈φi|
= ρ
3) tr(ρ) =
n
∑
i=1
pitr(|φi〉〈φi|)
=
n
∑
i=1
pitr(〈φi|φi〉) ,car tr(ABC) = tr(CAB)
=
n
∑
i=1
pi〈φi|φi〉
=
n
∑
i=1
pi = 1
Ensuite, pour toute matrice ρ positive, hermitienne et de trace égale à 1, le théorème de
décomposition spectrale ([17], [21], [20]) nous indique qu’il est possible de trouver une dis-
tribution statistique d’états purs qui la générera. Cependant, il se peut qu’il existe plus d’une
distribution valide et qu’elles ne soient pas uniques (impossible dans le cas d’un état pur, bien
entendu). En effet, des distributions statistiques complètement différentes peuvent donner la
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même matrice densité. Par exemple,
{
1
0
 , 0,5 ;
0
1
 , 0,5}
donne ceci : ρ =
1
2
1
0
(1 0)+ 12
0
1
(0 1)
=
1
2
1 0
0 1

=
1
2
1
2
1 1
1 1
+ 1
2
1
2
 1 −1
−1 1

=
1
2
1√
2
1
1
 1√
2
(
1 1
)
+
1
2
1√
2
 1
−1
 1√
2
(
1 −1
)
qu’on peut écrire : { 1√
2
1
1
 , 0,5 ; 1√
2
 1
−1
 , 0,5}
Nous pourrions donc être tentés de croire que la matrice densité n’est qu’une information par-
tielle sur le système, mais ce n’est pas le cas. En effet, elle est l’unique information que nous
pouvons posséder sur un système. Ceci signifie que toutes les distributions qui donnent la même
matrice densité sont parfaitement indistinguables3. Ainsi, la matrice densité est l’outil idéal afin
de décrire l’état quantique d’un système, car elle est l’état quantique.
2.2.1 Comportement de la matrice densité
Nous connaissons maintenant la meilleure façon d’écrire un état quantique général, mais
nous ne savons pas comment cette nouvelle forme évoluera temporellement, ni comment s’écrira
son effondrement. Cette sous-section aura donc pour objectif de caractériser le comportement
d’une matrice densité soumise à une évolution temporelle et à une mesure.
Premièrement, supposons que nous ayons une matrice densité valide à un temps quel-
conque. Nous savons alors qu’il existe une distribution statistique d’états purs qui pourront
la générer. Ainsi, l’équation (2.1) permet de déduire l’évolution temporelle de notre matrice
3Pour de plus amples détails et une démonstration satisfaisante de ces dernières affirmations, voir [17], [21] ou
[20]
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densité :
i
∂
∂ t
ρ(t) =
n
∑
j=1
p j(i
∂
∂ t
(|φ j(t)〉)〈φ j(t)|+ i|φ j(t)〉 ∂∂ t (〈φ j(t)|))
=
n
∑
j=1
p jH(t)|φ j(t)〉〈φ j(t)|−
n
∑
j=1
p j|φ j(t)〉〈φ j(t)|H(t)
= H(t)ρ(t)−ρ(t)H(t) = [H(t),ρ(t)].
De plus, si H ne dépend pas explicitement du temps, l’évolution temporelle e−iHt affectera
chaque état de la distribution et nous aurons :
ρ(0) =
n
∑
j=1
p j|φ j(0)〉〈φ j(0)| →
n
∑
j=1
p je−iHt |φ j(0)〉〈φ j(0)|eiHt
= e−iHtρ(0)eiHt = ρ(t).
Il est enfin très facile de vérifier que cette évolution temporelle est juste en l’insérant dans
l’équation différentielle précédente.
En second lieu, nous pouvons caractériser le comportement d’une matrice densité lors d’une
mesure. Nous connaissons déjà l’effet d’une mesure sur un état pur exprimé comme un vecteur
(il sera transformé par le projecteur associé au résultat de la mesure). Encore une fois, nous
savons qu’il existe une distribution d’états purs qui généreront notre matrice densité ρ , et en
nous appuyant sur ce fait, nous pouvons connaître l’effet de la mesure sur notre matrice densité
si nous connaissons le résultat de la mesure. Supposons que nous obtenons λm, que l’état propre
associé est |vm〉 et que nous avions P(λm|i) comme probabilité conditionnelle de l’obtenir si
nous possédions |φi〉 et que la probabilité totale de le mesurer est P(λm). Alors,
ρ =
n
∑
i=1
pi|φi〉〈φi| → |vm〉〈vm|
=
P(λm)
P(λm)
|vm〉〈vm|
=
1
P(λm)
n
∑
i=1
piP(λm|i)|vm〉〈vm|
=
1
P(λm)
n
∑
i=1
piΠλm |φi〉〈φi|Πλm
=
ΠλmρΠλm
P(λm)
.
2.2.2 Manipulation de l’état sous forme matrice densité
Maintenant que nous connaissons le comportement de la matrice densité, il nous faudra
comprendre comment l’utiliser pour effectuer les calculs qui nous intéresseront tout au long de
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ce mémoire. Tous ces calculs reposeront, comme nous le verrons, sur l’utilisation de la trace.
Lorsque nous possédons un système dans un état ρ quelconque d’une observable A (il est à
noter que dorénavant, nous utiliserons le même caractère pour désigner l’observable et l’opéra-
teur de l’observable), l’une des informations les plus utiles à extraire est la probabilité de mesure
des valeurs possibles ai de A (P(ai)). Le moyen le plus simple de bien saisir d’où viennent ces
probabilités est, encore une fois, de travailler avec l’une des décompositions spectrales de notre
matrice densité. Dans ce contexte, il est clair que ([17], [21], [20])
P(ai) =
n
∑
j=1
p jP(ai| j)
=
n
∑
j=1
p j〈φ j|Πai |φ j〉
=
n
∑
j=1
p jtr(〈φ j|Πai |φ j〉)
=
n
∑
j=1
p jtr(Πai |φ j〉〈φ j|) ,car tr(BCD) = tr(DBC)
= tr(Πai
n
∑
j=1
p j|φ j〉〈φ j|)
= tr(Πaiρ).
Toujours grâce à la même décomposition spectrale, nous pouvons également comprendre
comment extraire la moyenne de A contenue dans notre état. Pour cela, il suffit de remarquer
que pour un état pur |ψ〉, la moyenne de A est 〈ψ|A|ψ〉. Sachant ceci, il est évident que la
moyenne de A sera ([17], [21], [20])
〈A〉=
n
∑
i=1
pi〈φi|A|φi〉
=
n
∑
i=1
pitr(A|φi〉〈φi|)
= tr(A
n
∑
i=1
pi|φi〉〈φi|)
= tr(Aρ).
2.2.3 Produit direct d’états et trace partielle
Il arrive souvent, lorsque nous nous intéressons à un système, que ce dernier puisse ou doive
être perçu d’une certaine manière. Par exemple, si nous décidions d’étudier l’observable A
pour deux particules, l’état devra justement s’exprimer de cette façon particulière. Nous aurons
l’obervable A1 pour la première particule et l’observable A2 pour la seconde. En effet, l’état total
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des deux particules s’exprimera dans l’espace formé par le produit direct des espaces d’Hilbert
de chacune des observables :H A1⊗H A2 , c’est-à-dire que les états purs vivront dans l’espace
engendré par cette base {|ai〉⊗ |a j〉|1 6 i, j 6 n} où les |ai〉 sont les états propres de A. Plus
intuitivement, nous aurons un système qui pourra être observé et analysé pour deux particules
(i.e., pour deux observables), ce qui signifie que notre état devra contenir un état de A1 et un
état de A2. Ainsi, nous constatons que l’espaceH A1⊗H A2 est le bon espace.
Il ne s’agit pas du seul cas où les produits directs sont obligatoires. En effet, il se peut que
l’état d’une particule s’exprime par le biais de deux observables A et B qui ne vivent pas dans le
même espace (comme l’état d’un électron qui s’exprime par son état dans l’espace réel et son
état de spin), c’est-à-dire que l’espace d’HilbertH A ne peut pas être transformé de telle sorte
qu’il puisse décrire l’espace d’Hilbert H B. Dans ce cas particulier, les états de la particule
existeront dans H A⊗H B. Cela signifie que les états s’exprimeront dans la base formée par
{|ai〉⊗ |b j〉|1 6 i 6 n et 1 6 j 6 m} où les |ai〉 et les |b j〉 sont respectivment les états propres
de A et B.
Ces types d’état peuvent être généralisés à plus de deux particules et à plus de deux obser-
vables. Dans ces cas, l’espace dans lequel vivraient les états serait un produit direct multiple de
divers espaces d’Hilbert.
La prochaine étape consiste à trouver un moyen d’isoler l’état de l’un des observables. Pour
illustrer clairement les prochains développements, prenons l’exemple des observables A1 et A2
de deux particules et supposons que les espaceH Ai ont deux dimensions (les Ai ont deux états
propres |0〉 et |1〉). Pour les états purs suivants,
|0〉|0〉
|0〉|1〉
|1〉|0〉
|1〉|1〉
1
2
(|0〉|0〉+ |0〉|1〉+ |1〉|0〉+ |1〉|1〉) = 1√
2
(|0〉+ |1〉)⊗ 1√
2
(|0〉+ |1〉),
l’état total nous fournit très visiblement l’état de chaque particule (pur pour chaque particule
également). Ces états sous forme de produits directs peuvent aussi s’exprimer sous forme de
14
matrice densité :
|0〉|1〉 → |0〉|1〉〈0|〈1|= |0〉〈0|⊗ |1〉〈1|
1
2
(|0〉|0〉+ |0〉|1〉+ |1〉|0〉+ |1〉|1〉)→
1
∑
i, j,k,l=0
1
4
|i〉| j〉〈k|〈l|
=
1
∑
i, j,k,l=0
1
4
|i〉〈k|⊗ | j〉〈l|
= (
1
∑
i,k=0
1
2
|i〉〈k|)⊗ (
1
∑
j,l=0
1
2
| j〉〈l|)
= (
|0〉+ |1〉√
2
)(
〈0|+ 〈1|√
2
)⊗ ( |0〉+ |1〉√
2
)(
〈0|+ 〈1|√
2
)
où, encore une fois, l’état de chaque particule est pur et facilement identifiable.
Cependant, la factorisation de l’état n’est pas toujours possible, même dans le cas où l’état
total est pur. Par exemple, aucune factorisation n’existe pour l’état |0〉|1〉+|1〉|0〉√
2
, et ce même dans
sa forme matrice densité ( 12 [|0〉〈0|⊗|1〉〈1|+ |0〉〈1|⊗|1〉〈0|+ |1〉〈0|⊗|0〉〈1|+ |1〉〈1|⊗|0〉〈0|]).
Nous disons de ces états qu’ils sont intriqués ou enchevêtrés.
Afin d’isoler de manière générale l’état de l’un des observables, il suffit de faire la trace de
notre matrice densité sur la partie du système qui ne nous intéresse pas. Cette trace se nomme
trace partielle. Voyons comment elle s’applique. Supposons que nous ayons le produit direct
de deux matrices M1 et M2. Alors, la trace partielle sur 2 nous permettra d’isoler M1 à une
constante près :
tr2(M1⊗M2) =M1tr(M2).
Ainsi, dans le cas où les matrices sont, en fait, des matrices densité (cas où les états peuvent être
factorisés), la trace partielle nous débarassera complètement de l’un des deux états, car la trace
des matrices densité est toujours 1. Il ne reste plus qu’à étendre linéairement la définition de la
trace partielle (passage obligé, car ce ne serait pas une trace dans le cas contraire) pour avoir
notre méthode d’isolement des états. Reprenons notre état non factorisable et tentons d’obtenir
l’état de la première particule :
ρ1 = tr2(
1
2
[|0〉〈0|⊗ |1〉〈1|+ |0〉〈1|⊗ |1〉〈0|+ |1〉〈0|⊗ |0〉〈1|+ |1〉〈1|⊗ |0〉〈0|])
=
1
2
[tr2(|0〉〈0|⊗ |1〉〈1|)+ tr2(|0〉〈1|⊗ |1〉〈0|)+ tr2(|1〉〈0|⊗ |0〉〈1|)+ tr2(|1〉〈1|⊗ |0〉〈0|)]
=
1
2
[|0〉〈0|tr(|1〉〈1|)+ |0〉〈1|tr(|1〉〈0|)+ |1〉〈0|tr(|0〉〈1|)+ |1〉〈1|tr(|0〉〈0|)]
=
1
2
[|0〉〈0|+0+0+ |1〉〈1|]
=
1
2
I2x2.
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Remarquons d’abord que l’enchevêtrement de notre état total demeure inaltéré même si
les deux particules sont spatialement éloignées. Conséquemment, les mesures sont donc en-
core parfaitement corrélées (en mesurant la deuxième particule, l’état de la première s’effondre
également). Un constat similaire a permis à Einstein, Podolski et Rosen, en 1935, de question-
ner d’une manière très critique cette non-localité apparente de la mécanique quantique [14].
La seule explication qui permettait de tenir compte de l’adéquation expérimentale de la mé-
canique quantique et de rétablir la localité était de conclure que la mécanique quantique était
incomplète, qu’il y avait des « variables cachées » qui déterminaient les sytèmes avant d’être
mesurés.
Cependant, environ 30 ans plus tard, John S. Bell réussissait à montrer qu’une théorie des
variables cachées ne pouvait coexister de manière cohérente avec la mécanique quantique et
devait nécessairement respecter certaines inégalités [9] ; inégalités qui, expérimentalement, ont
été violées (voir [4], [5] et [3] pour les preuves expérimentales et voir [23] pour des explica-
tions plus accessibles). Ainsi, on admet communément aujourd’hui la nature non locale de la
mécanique quantique.
Toutefois, même si elle est non locale, elle ne permet pas de communiquer instantanément.
Pour bien comprendre cette dernière affirmation, reprenons notre état 1√
2
(|01〉+ |10〉). Sup-
posons que les deux particules sont séparées et que le possesseur de la deuxième particule,
après consultation avec le possesseur de la première particule, décide de mesurer sa particule
tout en gardant secret le résultat qu’il a obtenu. S’il mesure 1 (avec probabilité 12 ), la première
particule sera dans l’état |0〉 et s’il mesure 0 (avec probabilité 12 ), la première particule sera
dans l’état |1〉. Ainsi, pour le détenteur de la première particule, l’état de sa particule, après
la mesure de la deuxième, sera exprimé par {|0〉, 12 ; |1〉, 12} qui donne, sous forme de matrice
densité, ρ˜1 = 12 |0〉〈0|+ 12 |1〉〈1| = 12 I2x2. Cet état, pour la première particule, est exactement
le même que l’état de cette même particule avant la mesure. Donc, même si le détenteur de
la deuxième particule avait unilatéralement décidé de mesurer sa particule, le détenteur de la
première particule n’aurait eu aucun moyen de le savoir. Bien que l’état ait bel et bien changé
pour un observateur informé, pour un ignorant, l’état demeure exactement le même. Il faudra
que l’on informe le détenteur de la première particule du résultat de la mesure de la deuxième
(communication classique non instantanée) pour que son état, de son point de vue, s’effondre.
2.3 Systèmes de référence quantiques
Nous savons désormais comment s’articulent et comment se comportent les systèmes lors
d’une mesure. Nous savons comment se calcule l’effondrement de l’état et nous pouvons calcu-
ler les probabilités d’obtention de chaque résultat envisageable. Nous pouvons désormais nous
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interroger sur la nature des instruments de mesure, c’est-à-dire les systèmes de référence.
Jusqu’ici, dans le présent chapitre, le système de référence qui nous servait d’instrument de
mesure n’a jamais été un facteur. Il n’interagissait pas avec le système et ne changeait jamais de
nature. Par exemple, si notre observable d’intérêt était la position Xˆ , notre système de référence
était un système d’axes fixé par l’observateur et qui ne changeait en aucune circonstance tant et
aussi longtemps que l’observateur le maintenait tel quel. Que nous mesurions la position d’un
état, que l’état de position interagisse avec son milieu ou que l’état demeure inchangé, notre
système d’axe ne bouge pas. C’est le système de référence classsique. De plus, il est important
de noter que les états propres des observables sont toujours définis par rapport à un système
de référence classique. Par exemple, chaque état propre de position est défini par un système
d’axe fixe et classique. Il en est ainsi, car il deviendrait très improductif de définir une base de
notre espace d’Hilbert si cette base devait s’appuyer sur un système changeant. Il en ressort
donc de la nature des états que la manière idéale et parfaite de mesurer se fait toujours à partir
du système de référence classique.
Prenons maintenant un système de référence quantique, c’est-à-dire, que l’état du système
de référence est quantique. Imaginons que nous ayons un état ρ d’un observable A quelconque
et que nous n’ayons pas accès à notre habituel système de référence classique. Il nous faudra
donc en trouver un qui pourra mesurer l’observable sur notre état avec une acuité comparable au
système de référence classique, sinon ce système de référence nous sera complètement inutile.
Or, un système de référence quantique peut remplir cette condition. Cependant, son comporte-
ment lors d’une mesure est bien particulier, car il implique que nous comparions deux système
quantiques l’un à l’autre. Il s’agit donc d’une mesure relative qui affectera non seulement le
système étudié, mais aussi le système de référence. En effet, comme il s’agit d’une mesure re-
lative à deux systèmes de nature quantique, l’effondrement touchera le système total, composé
du système étudié et du système de référence.
Ce comportement changeant du système de référence aura donc pour effet de donner des ré-
sultats qui pourraient contredire l’information que nous aurait donnée un système de référence
classique. Par exemple, dans un cas extrême, si, après moult utilisations, un système d’axes
quantique finissait par effectuer, en moyenne, une rotation de pi autour de l’axe z classique,
les positions mesurées en x et en y avec le système de référence quantique pourraient différer
d’un signe par rapport à celles mesurées avec le système de référence classique. Ainsi, si nous
utilisons un système de référence quantique, il faut s’assurer de bien le calibrer au départ, afin
qu’il nous soit utile le plus longtemps possible, et il faudra bien comprendre son comportement
après chaque utilisation afin de calculer sa longévité4. Il faudra peut-être également trouver
4Par longévité, nous entendons le nombre d’utilisations possibles avant que le système ne donne, avec une
probabilité assez grande, une réponse en conflit avec le résultat que nous donnerait le système de référence classique.
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des moyens d’allonger la longévité à l’aide d’un Hamiltonien qui pourrait faire évoluer le sys-
tème de référence dans le sens inverse de l’évolution qu’il subit lors des mesures. Tous ces
sujets feront l’objet du présent mémoire, en l’occurence, pour le cas de la mesure de moments
cinétiques quantiques.
La prochaine question, et non la moindre, que nous pouvons nous poser est la suivante :
en quoi ce sujet est-il intéressant, en quoi est-il utile ? Heureusement, il existe de multiples
réponses pertinentes à cette question.
Dans un premier temps, il s’agit d’une considération tout à fait pragmatique. En effet,
comme, en science, on admet de manière plutôt consensuelle que la réalité est quantique et
que les conséquences de ce fait sont d’autant plus grandes à très petite échelle, n’est-il pas rai-
sonnable de dire que l’appareillage de mesure d’un système quantique risque d’être très petit
et, donc, d’une indéniable nature quantique ?
Dans un second temps, ce domaine de recherche permet aux physiciens de trouver com-
ment s’articule la limite qui fait de notre système de référence quantique un système de réfé-
rence classique. En effet, la mécanique quantique est supposée être un perfectionnement d’une
théorie classique qui n’était qu’une approximation valide à l’échelle macroscopique. Ainsi, à
l’échelle où les théories classiques déterministes s’appliquent, les effets quantiques ne sont pas
supposés contredire les théories classiques. Nous pouvons donc, par le truchement des systèmes
de références quantiques, trouver quel est le cas limite macroscopique et vérifier qu’il s’accorde
avec le système de référence classique.
Enfin, d’un point de vue un peu plus philosophique, les systèmes de référence quantiques
nous permettent de mieux comprendre comment l’environnement agit sur les systèmes étudiés.
Expérimentalement, dans tous les domaines où l’on cherche à construire un état quantique pur,
le plus grand défi est de conserver l’état créé sans qu’il ne soit altéré et sans qu’il ne s’effondre.
Le plus souvent, le principal responsable de l’altération d’un état quantique est l’environne-
ment. Il est extrêmement difficile de maintenir un système de manière à ce qu’il soit complète-
ment isolé d’un environnement (qui est, rappelons-le, également de nature quantique) qui peut
interagir avec le système étudié. Cet environnement peut se greffer à notre système (le système
total devient un produit direct de systèmes) et générer une interaction hamiltonienne et faire
évoluer notre état par l’équation 2.1. La conséquence la plus catastrophique de ce phénomène
est l’enchevêtrement de l’environnement avec le système étudié. Cet enchevêtrement change
la nature pure d’un état créé en laboratoire en un état mixte. On appelle ceci la décohérence.
L’environnement pourrait aussi agir comme un instrument de mesure accidentelle. En effet,
l’environnement pourrait, encore une fois, se greffer au système étudié et agir comme un sys-
tème de référence quantique en se « comparant » de manière fortuite avec notre état pur. La
conséquence la plus probable d’un tel phénomène est aussi la décohérence de notre état pur.
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Ainsi, en comprenant bien l’action d’un système de référence quantique sur un système, nous
pouvons mieux comprendre la décohérence qui survient en laboratoire. Ultimement, espérons-
le, cela pourrait devenir concrètement utile pour discriminer les types de décohérence et pour
contrer celle-ci.
CHAPITRE 3
SYSTÈME DE RÉFÉRENCE QUANTIQUE DANS LE CAS D’UN SPIN 12 NON
POLARISÉ
Dans ce chapitre, nous entrerons dans le vif du sujet à l’aide d’un cas particulier. En effet,
nous analyserons le comportement et la longévité du système de référence quantique utilisé
dans le cas particulier de mesures successives de moments cinétiques 12 non polarisés. Cepen-
dant, avant de débuter cette analyse, il est important de comprendre la nature de l’observable
étudié et de comprendre la nature du système de référence quantique dans ce contexte. Voilà
pourquoi ces sujets feront l’objet de la première section du présent chapitre. Il est à noter que
ce chapitre est, en grande partie, tiré de [7], mais qu’il contient également du contenu original
identifié clairement dans le texte.
3.1 Nature de l’observable mesuré et du système de référence
3.1.1 Moments cinétiques quantiques
Il existe deux types de moments cinétiques quantiques : le moment cinétique orbital et le
moment cinétique intrinsèque (spin). Le moment cinétique orbital est un observable ~L qui a
trois composantes (Lx,Ly,Lz). Quantiquement comme classiquement, cet observable est donné
par :
~L=~r×~p où~r est position et ~p impulsion.
Cette définition ne peut s’appliquer aux moment cinétiques intrinsèques, car ils n’ont pas d’ana-
logues classiques et ne sont le corollaire d’aucune autre quantité observable.
De plus, comme il s’agit de trois opérateurs, nous pouvons nous interroger sur la structure
de leurs relations mutuelles. Ces relations s’articulent autour des relations de commutation.
Dans le cas du moment cinétique orbital, nous pouvons aisément les démontrer, mais, dans le
cas du moment cinétique intrinsèque, il faut supposer que ces relations sont les mêmes1.
LiL j−L jLi : = [Li,L j] = iεi jkLk où L1 = Lx,L2 = Ly,L3 = Lz (3.1)
et où εi jk =

1 pour ε123 et permutations paires des indices
−1 pour ε213 et permutations paires des indices
0 pour les autres possibilités
1Il est à noter qu’un indice répété signifie que nous effectuons la somme sur toutes les possibilités.
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Il est à noter que ces relations définissent également l’algèbre du groupe SU(2), le groupe des
matrices unitaires spéciales deux par deux. Grâce à ces relations, il est également possible de
montrer que :
εi jkLiL j = εi jkL jLi+ εi jk[Li,L j]
=−ε jikL jLi+ iεi jmεi jkLm permutation impaire et équation (3.1)
=−εi jkLiL j+2iδkmLm , car εi jkεi jm = 2δkm et i→ j et j→ i
⇒ εi jkLiL j = iLk. (3.2)
Nous pouvons ensuite définir un autre observable à partir des trois observables Li. Bien
entendu, cet observable est relié à la norme de ~L. Il s’agit de L2 = LiLi. Il est donc tout à fait
aisé de montrer que :
[L2,Li] = 0.
Ceci signifie qu’il est possible de connaître simultanément la valeur de L2 et la valeur de l’une
des composantes de ~L. Cependant, il n’est pas possible de connaître les trois composantes
de ~L à la fois, car elles ne commutent pas. Ainsi, pour une grandeur de L2 donnée, l’espace
d’Hilbert des composantes de ~L sera défini par l’espace généré par les états propres d’une
seule des composantes (Lz, par convention). Les états de base seront définis par deux nombres
quantiques, un associé à la grandeur de L2 (l) et un autre associé à la grandeur de Lz (m). De
plus, l’action de ces observables sur les états de base sont :
L2|l,m〉= l(l+1)|l,m〉 (3.3)
Lz|l,m〉= m|l,m〉 où − l 6 m6 l. (3.4)
Enfin, il est possible de définir des opérateurs L± = L1± iL2, qui sont utiles bien qu’ils
ne soient pas associés à des observables (ils ne sont pas hermitiens). Voici leurs relations de
commutation :
[Lz,L±] =±L±
[L+,L−] = 2Lz.
Grâce à ces dernières, nous pouvons déduire l’action de ces opérateurs sur un état de base
|l,m〉 :
L±|l,m〉=
√
l(l+1)−m(m±1)|l,m±1〉.
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3.1.2 Système de référence quantique pour un moment cinétique
La prochaine question à laquelle nous devons répondre est : quelle est la nature du sys-
tème de référence quantique dans le cas de la mesure d’un moment cinétique ? Comme nous
mesurerons la composante z du moment cinétique, il faut que ce système de référence soit un
analogue quantique de l’axe des z classique. Or, cet analogue s’incarne parfaitement dans un
moment cinétique. Ainsi, l’instrument quantique de mesure d’un moment cinétique est un autre
moment cinétique.
Pour arriver à mesurer la composante en z du moment cinétique le plus précisément pos-
sible, il faut faire une mesure relative de notre moment cinétique par rapport à un autre moment
cinétique (système de référence) en espérant que ce dernier soit maximalement aligné avec
l’axe des z2. Cette mesure devra donc s’articuler autour de la mesure de la norme du moment
cinétique total (la somme du moment cinétique étudié ~S et du moment cinétique du système
de référence ~L). L’espace d’Hilbert associé à ce contexte est le produit direct des espaces des
deux moments cinétiques. Nous mesurerons J2 = (~S+~L)2 qui a j pour nombre quantique. Ce
dernier peut varier de (l+ s) à (l− s) par bonds de un3. Toujours en espérant que le système de
référence soit aussi semblable à l’axe des z que possible, le j= l+m mesuré nous indiquera un
résultat que nous considérerons a priori comme la longueur de notre composante z du moment
cinétique (m). Il faudra donc comparer les probabilités des résultats m possibles dans le cas de
la mesure relative avec les probabilités des résultats possibles dans le cas de la mesure parfaite.
De plus, il faudra tenir compte de l’évolution du système de référence après chaque mesure
conjointe afin de comparer les deux techniques de mesure dans le temps et de pouvoir calculer
la longévité du système de référence quantique.
3.2 Comportement du système de référence dans le cas d’une source de moments ciné-
tiques s= 12 non polarisés
Admettons que nous ayons une source infinie de moments cinétiques dans l’état suivant :
ξ =
1
2
I2×2. (3.5)
Il s’agit d’un état d’un moment cinétique s= 12 bien particulier
(ξ = 12 |12 , 12〉〈12 , 12 |+ 12 |12 ,−12〉〈12 ,−12 |) ; il s’agit de l’état qui a une moyenne de ~S nulle, l’état
non polarisé. En effet,
tr(ξ~S) = tr(
1
2
I~S) =
1
2
tr(~S) = 0, (3.6)
2Un moment cinétique maximalement aligné avec l’axe des z est un état qui est |l, l〉 ou le plus près possible de
cet état.
3Nous supposerons sans perte de généralité que l > s.
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car la trace des opérateurs de moments cinétiques est toujours nulle (voir [17]).
Dans le cas du moment cinétique s= 12 , voici explicitement les matrices Si exprimées dans
la base des états propres de Sz :
S1 =
1
2
σ1 =
1
2
0 1
1 0
, S2 = 12σ2 = 12
0 −i
i 0
 ,
S3 =
1
2
σ3 =
1
2
1 0
0 −1
 (3.7)
où les σi sont appelées les matrices de Pauli. Ces dernières observent la propriété suivante :
σiσ j = δi j+ iεi jkσk. (3.8)
Imaginons que nous possédons un système de référence quantique (un état d’un moment
cinétique~L, noté ρ(n−1)) utilisé n− 1 fois afin de mesurer le moment cinétique d’un des états
de la source. Imaginons également que nous mesurons un autre état de la source à partir de ce
ρ(n−1) et que nous ne regardons pas le résultat de la mesure4. Alors, le nouvel état total serait
un état mixte entre les deux possibilités d’effondrement (voir la définition de la matrice densité
dans la section 2.2 et l’effondrement d’une matrice densité dans la sous-section 2.2.1) :
P( j+
1
2
)
Π j+ 12 (ρ
(n−1)⊗ξ )Π j+ 12
P( j+ 12)
+P( j− 1
2
)
Π j− 12 (ρ
(n−1)⊗ξ )Π j− 12
P( j− 12)
=Π j+ 12 (ρ
(n−1)⊗ξ )Π j+ 12 +Π j− 12 (ρ
(n−1)⊗ξ )Π j− 12 . (3.9)
Dorénavant, nous désignerons j+ 12 par + et j− 12 par−. De plus, par convention, nous suppo-
serons que + est une réponse de +12 de S3 mesuré classiquement et que − est une réponse de
−12 de S3 mesuré classiquement.
Ensuite, ce qui nous intéresse est le système de référence. Ainsi, après la mesure, il faut se
débarasser de l’état mesuré. Pour ce faire, il suffit de calculer la trace partielle sur le système
mesuré, que nous appellerons S. Le résultat obtenu est donc le système de référence après n
mesures.
ρ(n) = trS(Π+ρ(n−1)⊗ξΠ++Π−ρ(n−1)⊗ξΠ−) (3.10)
4Cette supposition est obligatoire étant donné la nature analytique de ce mémoire. Elle permettra d’obtenir un
comportement moyen du système de référence.
23
3.2.1 Relation de récurrence pour s= 12 non polarisé
Pour arriver à calculer explicitement (3.10), il faut connaître la forme explicite des projec-
teurs. Sachant qu’il s’agit des projecteurs associés à J2 = L2+S2+2~L ·~S et que, pour l’action
des projecteurs sur les états totaux | j,m〉, seul l’opérateur~L ·~S est non trivial, on peut supposer
que les projecteurs s’expriment comme ceci :
Π± = a±I2 j+1×2 j+1+b±~L ·~S. (3.11)
À l’aide de cette supposition et de la définition des projecteurs, il est possible de trouver les
deux projecteurs de manière exacte (a± = 12 ± 12(2l+1) et
b± =± 2(2l+1) ).
Ainsi, nous arrivons à exprimer l’état du système de référence (3.10) sous cette forme :
ρ(n) =
(l+1)2+ l2
(2l+1)2
ρ(n−1)+
4
(2l+1)2
Liρ(n−1)L jtr(SiS j)
+
1
(2l+1)2
(Liρ(n−1)+ρ(n−1)Li)tr(Si)︸ ︷︷ ︸
=0 , car tr(Si)=0
=
(l+1)2+ l2
(2l+1)2
ρ(n−1)+
2
(2l+1)2
Liρ(n−1)Li
=
1
(2l+1)2
[((l+1)2+ l2)ρ(n−1)+L+ρ(n−1)L−+L−ρ(n−1)L+
+2Lzρ(n−1)Lz]. (3.12)
De plus, en prenant notre système de référence sous la forme suivante,
ρ(m) = ∑li,k=−l α
(m)
ik |l, i〉〈l,k|, nous pouvons calculer une relation de récurrence très révélatrice
à l’aide de l’action des opérateurs L±.
l
∑
k,m=−l
α(n)km |l,k〉〈l,m|=
1
(2l+1)2 ∑k,m
([(l+1)2+ l2+2km]α(n−1)km
+[(l(l+1)− k(k−1))(l(l+1)−m(m−1))] 12α(n−1)k−1m−1
+[(l(l+1)− k(k+1))(l(l+1)−m(m+1))] 12α(n−1)k+1m+1)|l,k〉〈l,m|
⇒ α(n)km =
1
(2l+1)2
([(l+1)2+ l2+2km]α(n−1)km
+[(l(l+1)− k(k−1))(l(l+1)−m(m−1))] 12α(n−1)k−1m−1
+[(l(l+1)− k(k+1))(l(l+1)−m(m+1))] 12α(n−1)k+1m+1) (3.13)
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3.2.2 Probabilité de réussite et longévité pour s= 12 non polarisé
Il pourrait sembler essentiel de résoudre (3.13) afin de connaître parfaitement l’évolution du
système de référence et d’en déduire ainsi les limites de son utilité. Cependant, ce calcul n’est
pas nécessaire pour la suite des choses. En effet, nous pouvons nous concentrer sur un indicateur
qui nous fournira les outils nécessaires au calcul de la longévité du système de référence. Cet
indicateur est la probabilité de concordance entre la mesure parfaite et la mesure relative à partir
du système de référence quantique (nous la nommons probabilité de réussite ou de succès).
Si nous supposons que la nature nous fournit un état |12 , 12〉 que nous noterons |0〉, dans
ce cas, la probabilité de réussite (P(n)0 (r) = P
(n)(+|0)) sera la probabilité que le système de
référence nous donne + sachant que nous possédons |12 , 12〉 ou |0〉.
P(n)(+|0) = P(n)0 (r) = tr(ρ(n)⊗|0〉〈0|Π+)
Si la nature nous donne plutôt un état |12 ,−12〉 que nous noterons |1〉, la probabilité de réussite
(P(n)1 (r) = P
(n)(−|1)) sera :
P(n)(−|1) = P(n)1 (r) = tr(ρ(n)⊗|1〉〈1|Π−).
Cependant, comme nous ne disposons dans notre expérience que d’une source d’états ξ , il fau-
drait penser à moyenner la probabilité de réussite sur la distribution donnée par ξ (p0 probabilité
d’avoir |0〉〈0| et p1 probabilité d’avoir |1〉〈1|).
P¯(n)(r) = p0P(n)(+|0)+ p1P(n)(−|1)
=
1
2
P(n)0 (r)+
1
2
P(n)1 (r)
=
1
2
tr(ρ(n)⊗|0〉〈0|Π++ρ(n)⊗|1〉〈1|Π−)
=
1
2
tr(ρ(n)(〈0|Π+|0〉+ 〈1|Π−|1〉)) (3.14)
Ensuite, il nous est très facile de calculer 〈0|Π+|0〉 et 〈1|Π−|1〉 en nous servant de (3.11) et
en remplaçant respectivement Lx et Ly par
L++L−
2 et
L+−L−
2i .
Ainsi, avec ce dernier calcul et en utilisant la forme explicite de ρ(n), la probabilité de
réussite devient ceci :
P¯(n)(r) =
1
2
trR
[
∑
k,m
α(n)km |l,k〉〈l,m|
(
1+
2Lz
(2l+1)
)]
=
1
2
+
1
(2l+1)
l
∑
k=−l
kα(n)kk . (3.15)
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Nous pouvons, à partir de la dernière équation, remarquer que seuls les α(n)kk , c’est-à-dire les
composantes diagonales de ρ(n), influent sur la probabilité de réussite. Seule la distribution de
probabilité de mesurer les différentes possibilités Lz de ρ(n) a un effet, ce qui est, somme toute,
assez peu surprenant. De plus, comme ∑kα
(n)
kk = 1 et que α
(n)
kk > 0, nous pouvons remarquer
que les maxima et minima de probabilité de réussite sont atteints respectivement pour
α(n)kk =
1 si k = l0 sinon et α(n)kk =
1 si k =−l0 sinon .
Dans ces cas, la probabilité de réussite est P¯(n)(r) = 12 ± l(2l+1) . Ainsi, la probabilité maximale
n’est pas de 1 (il y aura toujours une probabilité d’erreur) et la probabilité minimale n’implique
pas une erreur systématique (elle n’égale pas 0). De surcroît, sans surprise, les états |l, l〉 et
|l,−l〉 donnent les probabilités maximales et minimales. De plus, ils sont les seuls états pouvant
fournir les extrema des probabilités de succès, car ils sont les seuls qui puissent être dans un
alignement maximal en z. En effet, un état dont la diagonale est nulle sauf pour une seule
composante doit absolument avoir toutes ses composantes hors diagonales nulles, ce qui ne
laisse toujours qu’une seule possibilité (voir Annexe A pour la démonstration).
De plus, comme nous connaissons l’équation de récurrence (3.13), nous pouvons trouver
une récurrence spécifique à la probabilité de réussite5.
P¯(n)(r)− P¯(n−1)(r) = 1
(2l+1)
l
∑
k=−l
(kα(n)kk − kα(n−1)kk )
=
1
(2l+1)3
(∑
k
[((l+1)2+ l2+2k2− (2l+1)2)kα(n−1)kk
+(l(l+1)− k(k−1))kα(n−1)k−1k−1+(l(l+1)− k(k+1))kα(n−1)k+1k+1])
=− 2
(2l+1)3
l
∑
k=−l
kα(n−1)kk (3.16)
⇒
l
∑
k=−l
kα(n)kk =
(
1− 2
(2l+1)2
) l
∑
k=−l
kα(n−1)kk (3.17)
Cette nouvelle récurrence (3.13) nous fournit également une foule d’informations sur l’évo-
lution du système de référence avant même de la résoudre. Par exemple, pour une somme
∑k kα
(n−1)
kk donnée, la même somme pour la n
ième mesure ne sera que multipliée par un fac-
teur positif, car
(
1− 2
(2l+1)2
)
> 0. Ainsi, le signe de la somme ne changera jamais au fil des
mesures successives. Ceci signifie, par (3.15), que, dans le cas où P¯(0)(r) est supérieure à 12 , la
probabilité de réussite demeurera toujours elle aussi supérieure à 12 , et inversement, si P¯
(0)(r)
est inférieure à 12 . De plus, ces informations nous permettent de rejeter tous les états initiaux tels
5Cette technique n’est pas utilisée dans [7], il s’agit de contenu original.
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que P¯(0)(r)< 12 , car ils sont déjà et seront toujours moins utiles que la simple chance (qui nous
donne une probabilité de réussite de 12 ). Ainsi, il nous faut trouver un ρ
(0) tel que P¯(0)(r) > 12
et tel que la probabilité de réussite demeure appréciablement supérieure à 12 pour le plus grand
nombre de mesures possible.
3.3 Trajectoire optimale
La prochaine étape est évidemment de trouver le meilleur état initial6. Pour ce faire, nous
devons tout d’abord supposer que P¯(0)(r) > 12 . Donc, ∑k kα
(0)
kk > 0 ainsi que toutes les autres
sommes à venir. Ensuite, remarquons que
P¯(n)(r)− P¯(n−1)(r) =− 2
(2l+1)3∑k
kα(n−1)kk 6 0, (3.18)
car ∑k kα
(n−1)
kk > 0. Nous savons désormais que la fonction de probabilité de réussite est forcé-
ment décroissante.
Par la suite, nous pourrions nous demander s’il est possible d’avoir une fonction qui n’est
pas strictement décroissante, c’est-à-dire, s’il existe un m entier tel que
P¯(n)(r)− P¯(n−1)(r) = 0⇒∑
k
kα(m−1)kk = 0. (3.19)
Par conséquent, étant donnée la récurrence (3.17), toutes les sommes précédentes devaient être
nulles et, depuis le début, la probabilité de réussite est 12 . Notre système de référence était déjà
inutile avant même d’être utilisé. De plus, toutes les sommes futures seront également nulles
et le système de référence demeurera inutile. Sachant ceci, nous pouvons affirmer que, pour un
système de référence utile, la fonction de probabilité de réussite est strictement décroissante.
Enfin, la dernière étape avant de découvrir quel est le choix de ρ(0) qui maximise la longé-
vité du système de référence implique d’abord de résoudre notre équation de récurrence pour
les probabilités de réussite (3.17) :
∑
k
kα(n)kk =
(
1− 2
(2l+1)2
)
∑
k
kα(n−1)kk
=
(
1− 2
(2l+1)2
)(
1− 2
(2l+1)2
)
∑
k
kα(n−2)kk
= . . .
=
(
1− 2
(2l+1)2
)n l
∑
k=−l
kα(0)kk . (3.20)
6Le contenu de la section qui suit est original.
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Dans un second temps, nous devons vérifier si, pour deux trajectoires de probabilités diffé-
rentes, il est possible que ces trajectoires se croisent. Il s’agit de se demander s’il est possible
de sacrifier l’efficacité du système de référence pour quelques mesures afin d’en améliorer la
longévité. La question se pose de la façon suivante :
Étant donnés ρ(0)1 et ρ
(0)
2 tels que P¯
(0)
1 (r) > P¯
(0)
2 (r), est-ce possible qu’il existe n ∈ N tel que
pour tous m> n, P¯(m)1 (r)6 P¯
(m)
2 (r) ? Supposons que la réponse est oui. Alors,
P¯(m)1 (r) =
1
2
+
1
(2l+1)
(
1− 2
(2l+1)2
)m
∑
k
kα(0)1kk 6
1
2
+
1
(2l+1)
(
1− 2
(2l+1)2
)m
∑
k
kα(0)2kk = P¯
(m)
2 (r)
⇒∑
k
kα(0)1kk 6∑
k
kα(0)2kk, (3.21)
ce qui est en contradiction avec notre hypothèse. Nous pouvons donc en déduire que pour deux
systèmes de référence initiaux ρ(0)1 et ρ
(0)
2 , la longévité la plus grande sera associée au système
de référence initial qui a la meilleure probabilité de réussite. Par exemple, si P¯(0)1 (r)> P¯
(0)
2 (r),
alors P¯(n)1 (r)> P¯
(n)
2 (r) pour tous les n naturels.
En connaissant le maximum de probabilité, nous connaissons donc la trajectoire qui donne
la meilleure longévité au système de référence. En effet, comme nous connaissons l’état qui
maximise la probabilité, il suffit de préparer le système de référence initial dans cet état afin
de s’assurer que le système demeure utilisable pour le plus grand nombre de mesures possible.
Dans ce cas, nous pouvons calculer très aisément la probabilité de succès7.
P¯(n)(r) =
1
2
+
1
(2l+1)
(
1− 2
(2l+1)2
)n
∑
k
kα(0)kk
=
1
2
+
1
(2l+1)
(
1− 2
(2l+1)2
)n
∑
k
kδkl
=
1
2
+
l
(2l+1)
(
1− 2
(2l+1)2
)n
(3.22)
3.4 Limite des grands l pour s= 12 non polarisé
Comme nous pouvons le constater, d’après (3.22), plus l est grand, plus le système de réfé-
rence est fiable et plus il le demeure longtemps. Le graphique ci-dessous illustre parfaitement
cette affirmation pour les cas de l = 10,15,20 (voir figure 3.1).
Ainsi, pour s’assurer d’avoir un bon système de référence, il faut en préparer un à l’aide
d’un grand l (l 1).
7Dans [7] les auteurs calculent ce qui suit en omettant de prouver qu’il s’agit la trajectoire de la longévité
maximale.
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Figure 3.1 – Nous constatons d’un seul coup d’oeil que l’efficacité et la longévité croît avec l.
Dans le cas du grand l, regardons maintenant la décroissance de la probabilité de succès pour
la trajectoire optimale.
P¯(n)(r)− P¯(n−1)(r) =
[1
2
+
l
(2l+1)
(
1− 2
(2l+1)2
)n]
−
[1
2
+
l
(2l+1)
(
1− 2
(2l+1)2
)n−1]
≈− 2l
(2l+1)3
≈− 1
4l2
(
1− 3
2l
)
(3.23)
La décroissance est donc proportionnelle à 1l2 . Par conséquent, comme la décroissance de la
probabilité de succès s’amoindrit d’autant que l2 augmente, il en est donc de même pour la
longévité.
Bien que la longévité devient infinie au même rythme que l2, nous ne savons rien encore
de la probabilité de succès. Admet-elle encore une possibilité d’erreur dans la mesure pour de
grands l ?
P¯(n)(r) =
1
2
+
l
(2l+1)
(
1− 2
(2l+1)2
)n
≈ 1
2
+
l
(2l+1)
− 2nl
(2l+1)2
≈ 1− 1
4l
− n
2l
(
1− 1
l
)
(3.24)
Heureusement, la probabilité de succès se rapprochera de 1 aussi rapidement que 1l décroît. Sans
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surprise, si le système de référence quantique a un l infini, sa probabilité de succès n’admettra
aucune erreur et ne décroîtra jamais. Il s’agira d’un système de référence parfait : un système
de référence classique.

CHAPITRE 4
SYSTÈME DE RÉFÉRENCE QUANTIQUE DANS LE CAS D’UN SPIN 12 POLARISÉ
Dans le présent chapitre, nous élargirons le champ d’étude des mesures d’un spin 12 à partir
d’un moment cinétique. En effet, nous ne nous restraindrons plus au cas très spécifique d’une
source non polarisée, nous considérerons un état général de moment cinétique 12 . Quelques
manipulations et approximations permettront de calculer l’effet à moyen terme d’une mesure
sur le système de référence ([22] et [18]). Enfin, il sera question d’une interaction énergétique
entre le système de référence et le moment cinétique 12 , qui a un effet quasi équivalent à une
mesure conjointe, et dont il est possible de se servir afin d’améliorer l’efficacité du système de
référence ([18] et [1]).
4.1 État polarisé d’un moment cinétique 12
Lors du précédent chapitre, l’unique état envisagé pour une source de moments cinétiques
était (3.5). En effet, tous les moments cinétiques étaient dans l’état dit non polarisé (de moyenne
de~L nulle) :
ξ =
1
2
I.
Cependant, cet état n’est pas du tout général. Pour obtenir cet état général, nous devrons faire
respecter les propriétés d’un état le plus généralement possible.
Premièrement, la matrice densité doit être hermitienne. Or, une matrice 2× 2 hermitienne
a quatre paramètres libres et, comme les σi et I2×2 sont hermitiennes et linéairement indépen-
dantes, nous savons que l’état général est de la forme suivante :
ξ = n0I+niσi.
De plus, ξ doit avoir une trace de 1. Donc, comme tr(σi) = 0 et tr(I) = 2, nous en déduisons
que n0 = 12 .
Ensuite, ξ doit être positive. Alors, pour tous les |φ〉= α|0〉+β |1〉,
0 < 〈φ |ξ |φ〉= |α|2〈0|ξ |0〉+α∗β 〈0|ξ |1〉+αβ ∗〈1|ξ |0〉+ |β |2〈1|ξ |1〉
=
1
2
+n3(|α|2−|β |2)+2n1|α||β |cos(θβ −θα)
+2n2|α||β |sin(θβ −θα), où θα et θβ sont les phases de α et β .
De cette inégalité, on peut déduire, en choisissant judicieusement les α et β , que la norme du
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vecteur~n respecte cette condition :
√
n21+n
2
2+n
2
3 6
1
2
.
Étant donné ces informations tirées à propos des coefficients ni, nous pouvons en conclure
que ~n est le vecteur qui caractérise l’état du moment cinétique de s = 12 . De plus, sachant que
|~n| 6 12 , nous pouvons donc associer chaque état à un point à l’intérieur de la sphère centrée
à l’origine de rayon 12 de manière bijective, car le vecteur ~n donne le point dans la sphère. Il
s’agit de la sphère de Bloch (voir [17], [21] et [20]).
Enfin, grâce à la propriété de projecteur des états purs ((|ψ〉〈ψ|)2 = |ψ〉〈ψ|), nous pouvons
remarquer que les états purs sont exclusivement associés à |~n| = 12 , c’est-à-dire exclusivement
les points de la surface de la sphère de Bloch.
ξ 2 = (
1
2
I+niσi)2 =
1
4
I+nin jσiσ j+niσi
=
1
4
I+niniI+niσi+ iεi jknin jσk par (3.8)
=
1
4
I+ |~n|2I+niσi = ξ ⇔ |~n|= 12
Le dernière chose à remarquer est que le vecteut~n nous donne directement la moyenne de
~S sur ξ .
〈S j〉= tr(ξS j) = tr[(12 I+niσi)
1
2
σ j]
= n j grâce à (3.8)
⇒ 〈~S〉=~n
Pour la suite du chapitre, les moments cinétiques de s = 12 seront tous préparés dans le
même état polarisé.
4.2 Comportement du système de référence dans le cas d’une source de moments ciné-
tiques 12 polarisés
Pour la suite du développement dans ce chapitre, nous choisirons un système d’axes clas-
sique précis qui facilitera les calculs sans perdre la généralité nécessaire à l’atteinte des objectifs
visés. Tout d’abord, il faut choisir l’axe des z. Cet axe des z est fixé de telle sorte que 〈~S〉= n3zˆ.
Ainsi, il faut aligner l’axe des z avec la polarisation moyenne des états de la source ξ . Ensuite,
nous alignons les axes des x et des y afin que la moyenne de Ly pour le système de référence
quantique (ρ) soit nulle. Ainsi, la polarisation moyenne du système de référence est dans le
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plan xz (voir figure).
tr(Lyρ) = 〈Ly〉= 0 et 〈~S〉= n3zˆ (4.1)
4.2.1 Équation de récurrence pour s= 12 polarisé
Tout comme au chapitre précédent, l’état ρ(n) est déterminé par l’équation (3.10). En insé-
rant notre ξ = 12 I+n3σ3 dans (3.10), nous en arrivons à cette équation :
ρ(n+1) =
1
(2l+1)2
[((l+1)2+ l2)ρ(n)+L+ρ(n)L−+L−ρ(n)L++2Lzρ(n)Lz]
+
2n3
(2l+1)2
(Lzρ(n)+ρ(n)Lz+L+ρ(n)L−−L−ρ(n)L+)
=
(1
2
+
1−4n23
2(2l+1)2
)
ρ(n)+
2
(2l+1)2
(Lz+n3)ρ(n)(Lz+n3)
+
(1+2n3)
(2l+1)2
L+ρ(n)L−+
(1−2n3)
(2l+1)2
L−ρ(n)L+. (4.2)
À partir de cette équation de récurrence, il est possible de montrer la tendance générale
de l’évolution à très long terme de notre système de référence [22]. Cette tendance se résume
en une annihilation complète des composantes hors diagonales de ρ(∞). Ainsi, ρ(∞) devient
diagonale, ce qui signifie que le système de référence s’aligne avec les moments cinétiques 12 ,
bien qu’il ne s’aligne pas du tout maximalement. En fait,
ρ(∞) =
1
tr(eβLz)
l
∑
m=−l
eβm|l,m〉〈l,m| où β = log
(1+2n3
1−2n3
)
,
ce qui n’est pas |l, l〉〈l, l| (voir Annexe E pour plus de détails). Ceci signifie que les mesures
suivantes donneront une possibilité de succès non négligeable si nous voulons mesurer ξ par
rapport à un axe aligné avec 〈~S〉, mais que si l’axe classique ne correspond pas à 〈~S〉, le système
de référence ne sera pas fiable.
4.2.2 Tactiques et résolution approximative du comportement du système de référence
Cette section est tirée de [22] et de [18]. Pour réussir à caractériser le comportement du sys-
tème de référence, nous utiliserons un nouveau système d’axes classique qui est à une rotation
de θ(n) (le n signifie que cet angle changera à chaque mesure) autour de l’axe des y près de
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Figure 4.1 – Choix des axes dans le cas de la mesure d’un moment cinétique s= 12 polarisé
l’ancien système. Ainsi, les opérateurs Lx,Ly,Lz deviennent :
Lθ(n)x = Lx cos(θ(n))−Lz sin(θ(n))
Lθ(n)z = Lx sin(θ(n))+Lz cos(θ(n)) (4.3)
Lθ(n)y = Ly.
De plus, l’angle θ(n) est choisi après chaque mesure afin que
tr(ρ(n)Lθ(n)x ) = 〈Lθ(n)x 〉= 0
〈Lθ(n)z 〉= lr(n), (4.4)
où 0 6 r(n) 6 1. Donc, dans ce nouveau système d’axes, ρ(n) est orienté, en moyenne, positi-
vement avec l’axe des z (voir figure 4.2).
Nous pouvons ensuite exprimer ρ(n+1) en termes de nos nouveaux Lθ(n)i . Le système de
référence s’écrira ρ(n+1) = ∑4i=1Eiρ(n)E
†
i , où les Ei sont :
1√
2(2l+1)
((2l+1)2+1−4n23)
1
2 ,
√
2
(2l+1)
i
√
1−4n23Ly,
√
2
(2l+1)
[Lθ(n)z +2isin(θ(n))Ly+n3 cos(θ(n))], (4.5)
√
2
(2l+1)
[Lθ(n)x +2icos(θ(n))Ly−n3 cos(θ(n))]
(Voir Annexe B pour démonstration).
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Figure 4.2 – Rotation des axes d’un angle θ(n) afin que la moyenne de~L soit alignée avec l’axe
des z(θ) dans le cas de la mesure d’un moment cinétique s= 12 polarisé.
Évidemment, après avoir mis tout ceci en place, il faudra trouver l’évolution dans le temps
(au fil des mesures) des paramètres r(n) et θ(n), qui représentent respectivement la grandeur
moyenne du moment cinétique de référence 1 et l’orientation du moment cinétique de référence
moyen. Dans [18], le moyen d’y arriver repose, en grande partie, sur la forme que prennent les
tr(ρ(n+1)Lθ(n)i ) = 〈Lθ(n)i (n+ 1)〉. Ces moyennes représentent la moyenne des moments ciné-
tiques de référence à la mesure n+ 1 par rapport au système fixé après n mesures. Elles sont
obtenues par un long calcul impliquant l’utilisation régulière de (3.1), (3.2) et de la cyclicité de
la trace (voir [18] pour plus de détails).
〈Lθ(n)x (n+1)〉=− 4
(2l+1)2
n3 cos(θ(n))〈(Lθ(n)x Lθ(n)z )(n)〉
− 4
(2l+1)2
n3 sin(θ(n))(l(l+1)−〈(Lθ(n)x )2(n)〉)
〈Lθ(n)z (n+1)〉=
(
1+
2
(2l+1)2
)
〈Lθ(n)z (n)〉
+
4
(2l+1)2
n3 sin(θ(n))〈(Lθ(n)x Lθ(n)z )(n)〉
+
4
(2l+1)2
n3 cos(θ(n))(l(l+1)−〈(Lθ(n)z )2(n)〉)
〈Lθ(n)y (n+1)〉= 0 (4.6)
Comme les expressions utiles dans le calcul du comportement du système de référence sont
plutôt lourdes, il faudra choisir de se placer dans un cas qui permettra certaines approximations.
1Par « grandeur » je n’entend pas
√
〈L2〉=√l(l+1), mais bien√〈Li〉〈Li〉= r(n)l.
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Cette occasion se présente si ρ(n) est dans un état semi classique et où l 1 (voir [18]). L’état
semi classique nous dit que ρ(n) est très près d’un état propre de Lθ(n)z . Donc,
Lθ(n)z ρ(n) ≈ lr(n)ρ(n), ce qui implique directement que
〈(Lθ(n)x Lθ(n)z )(n)〉= tr(Lθ(n)x Lθ(n)z ρ(n))
≈ lr(n)tr(Lθ(n)x ρ(n))
= 0 par définition des Lθ(n)i (4.7)
et que 〈(Lθ(n)z )2(n)〉 ≈ l2r2(n). (4.8)
Ensuite, il est convenable, sachant que l est grand, d’affirmer que 〈(Lθ(n)x )2(n)〉= 〈(Lθ(n)y )2(n)〉≈
1
2(l(l+1)− l2r2(n)), car il s’agit d’une approximation vérifiée numériquement dans [18].
Connaissant les conséquences du choix des grands l et du choix d’un ρ(n) semi-classique,
nous pouvons désormais simplifier les expressions de 〈Lθ(n)x (n+1)〉 et de 〈Lθ(n)z (n+1)〉 :
〈Lθ(n)x (n+1)〉 ≈ −(1+ r
2(n))
2
n3 sinθ(n) (4.9)
〈Lθ(n)z (n+1)〉 ≈ lr(n)+(1− r2(n))n3 cosθ(n) (4.10)
(voir Annexe C pour démonstration). Ensuite, comme
r2(n+1) = 1l2 〈L
θ(n)
x (n+1)〉2+ 1l2 〈L
θ(n)
z (n+1)〉2, et comme
〈Lθ(n)z (n+1)〉  〈Lθ(n)x (n+1)〉, nous pouvons en déduire que
∆r2 = r2(n+1)− r2(n) = 1
l2
〈Lθ(n)x (n+1)〉2+ 1l2 〈L
θ(n)
z (n+1)〉2− r2(n)
∆θ = arctan
(
〈Lθ(n)x (n+1)〉
〈Lθ(n)z (n+1)〉
)
≈ 〈L
θ(n)
x (n+1)〉
〈Lθ(n)z (n+1)〉
.
Ensuite, si nous considérons n 1, n+ 1− n = 1 pourrait être considéré comme infinité-
simal, ce qui nous permettrait de remplacer ∆θ → θ˙(n) et ∆r2 → 2r(n)r˙(n). Avec toutes ces
informations, nous en arrivons à ceci :
r˙(n) = (1− r2(n))n3
l
cosθ(n)+o(1/l2) (4.11)
θ˙(n) =−(1+ r
2(n))
2r(n)
n3
l
sinθ(n)+o(1/l2) (4.12)
(voir Annexe C pour démonstration). Ces équations décrivent très bien le comportement du
système de référence et sont conformes à l’analyse faite dans la section précédente (4.2.1).
Cependant, (4.11), pour un r = 1, aura pour termes dominants des termes contenus dans le
o(1/l2). Ces termes diminueront r et le terme dominant redeviendra le premier terme (toujours
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dans l’approximation des grands l)2. Pour plus de détails sur les résolutions analytiques et
numériques de ces équations, voir [18].
4.3 Interaction énergétique spin-moment cinétique
La présente section nous permettra de comprendre les similitudes entre l’action qu’a la
mesure et l’action qu’a une interaction hamiltonienne sur notre système de référence.
L’interaction qui sera étudiée est une interaction entre le moment cinétique de référence
(ρ(n)) et l’un des moments cinétiques issus de la source (ξ ). Cette interaction prend forme
lorsqu’un hamiltonien bien spécifique vient faire évoluer le système total.
H =~L ·~S (4.13)
Comme cet hamiltonien ne dépend pas explicitement du temps, nous pouvons résoudre (2.1)
afin d’obtenir l’opérateur d’évolution temporelle (2.2). Nous savons donc que le système, après
un temps τ d’interaction évoluera comme suit :
e−i~L·~Sτρ(n)⊗ξei~L·~Sτ . (4.14)
4.3.1 Calcul explicite de l’interaction et équivalence avec la mesure
Pour réussir à bien comprendre l’effet de l’interaction, il faudra calculer explicitement
l’opérateur d’évolution temporelle. Pour ce faire, nous pouvons d’abord remarquer que
(~L ·~S)2 = LiSiL jS j = LiL jSiS j
= LiL j
1
4
(δ i j+2iεi jkSk) par (3.8)
=
1
4
l(l+1)− 1
2
~L ·~S par (3.2). (4.15)
Sachant ceci, nous pouvons en déduire que toutes les puissances de~L ·~S peuvent s’écrire comme
une combinaison de l’identité et de~L ·~S.
(~L ·~S)k = akI+bk~L ·~S (4.16)
Ainsi, comme l’opérateur s’exprime comme une série de puissances de ~L ·~S, nous pouvons
également en déduire qu’il peut s’écrire comme une combinaison linéaire de l’identité et de
2Pour calculer ces termes, il suffit de considérer les termes d’un plus petit ordre dans le calcul des équations
(4.11) et (4.12).
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~L ·~S.
e−i~L·~Sτ = a(τ)I+b(τ)~L ·~S (4.17)
Il ne reste plus qu’à trouver explicitement a(τ) et b(τ). Pour ce faire, nous chercherons les
équations différentielles qui les régissent3.
i
∂
∂ t
e−i~L·~Sτ = ia˙(τ)I+ ib˙(τ)~L ·~S
~L ·~S(a(τ)I+b(τ)~L ·~S) = ia˙(τ)I+ ib˙(τ)~L ·~S
l(l+1)
4
b(τ)I+
(
a(τ)− b(τ)
2
)
~L ·~S= ia˙(τ)I+ ib˙(τ)~L ·~S
⇒ ia˙(τ) = l(l+1)
4
b(τ) et ib˙(τ) =
(
a(τ)− b(τ)
2
)
(4.18)
En remaniant ces équations différentielles, nous pouvons séparer les deux fonctions et obtenir
une équation pour chacune des fonctions.
ia¨+
1
2
a˙+
i
4
l(l+1)a= 0 (4.19)
ib¨+
1
2
b˙+
i
4
l(l+1)b= 0 (4.20)
La solution générale sera la même pour les deux équations. Cependant, comme les conditions
initiales des deux fonctions sont différentes (a(0) = 1, b(0) = 0, a˙(0) = 0 et b˙(0) = −i), nous
arriverons à des solutions distinctes.
a(τ) =
(l+1)
(2l+1)
e−i
lτ
2 +
l
(2l+1)
e−i
(l+1)τ
2
=
(
cos
((2l+1)τ
4
)
− i
(2l+1)
sin
((2l+1)τ
4
))
ei
τ
4 (4.21)
b(τ) =
2
(2l+1)
(
e−i
l
2 τ − ei (l+1)2 τ
)
=− 4i
(2l+1)
sin
((2l+1)τ
4
)
ei
(2l+1)τ
4 (4.22)
Avec ceci, nous obtenons la forme explicite de l’opérateur d’évolution temporelle :
e−i~L·~Sτ =
(
cos
(dτ
4
)
− i
d
sin
(dτ
4
))
ei
τ
4 I− 4i
d
sin
(dτ
4
)
ei
dτ
4 ~L ·~S, (4.23)
où d = 2l+1.
La dernière étape du calcul explicite implique l’insertion de (4.23) dans (4.14) et le calcul
de la trace partielle afin d’isoler l’état du système de référence après l’interaction. Ce calcul
3Il est à noter que l’utilisation du point au-dessus d’une fonction dépendant de τ désigne une dérivée par rapport
à τ . S’il y a plus d’un point, le nombre de points détermine l’ordre de la dérivée par rapport à τ .
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est tout à fait similaire aux précédents calculs de traces partielles du chapitre 3 et du présent
chapitre.
ρ(n)(τ) =
(
cos2
(dτ
4
)
+
sin2
(
dτ
4
)
d2
)
ρ(n)+
4n3
d2
sin2
(dτ
4
)
(Lzρ(n)+ρ(n)Lz)
+
(2+4n3)
d2
sin2
(dτ
4
)
L+ρ(n)L−+
(2−4n3)
d2
sin2
(dτ
4
)
L−ρ(n)L+
+
4
d2
sin2
(dτ
4
)
Lzρ(n)Lz+ i
2n3
d
sin
(dτ
2
)
[ρ(n),Lz] (4.24)
De plus, si nous choisissons τ = pid comme temps d’interaction, nous obtenons ceci :
ρ(n)(
pi
d
) =
(1
2
+
1−4n23
2(2l+1)2
)
ρ(n)+
2
(2l+1)2
(Lz+n3)ρ(n)(Lz+n3)
+
(1+2n3)
(2l+1)2
L+ρ(n)L−+
(1−2n3)
(2l+1)2
L−ρ(n)L++ i
2n3
d
[ρ(n),Lz]. (4.25)
Nous pouvons remarquer que cet état est, à un terme près (i2n3d [ρ
(n),Lz]), le même état que
ρ(n+1) de (4.2). Ce terme correspond à l’action, au premier ordre, d’une rotation autour de
l’axe des z d’un angle de −2n3d . Or, comme la rotation aurait lieu seulement autour de l’axe
privilégié du moment cinétique étudié, l’efficacité de mesure du système de référence ρ(n)(pid )
ne devrait, en aucun cas, être différente de celle de ρ(n+1).
Nous pouvons vérifier cette dernière affirmation en reconsidérant les probabilités de réussite
conditionnelles P(+|0) et P(−|1) de la mesure. Comme les probabilités conditionnelles sont
données par
P1(±|i) = tr[(ρ(n+1)⊗|i〉〈i|)Π±] pour la mesure conjointe et par
P2(±|i) = tr[(ρ(n)
(pi
d
)
⊗|i〉〈i|)Π±] pour l’interaction,
nous pouvons constater que la différence entre les probabilités des deux situations n’est donnée
que par le dernier terme de (4.25). Voici donc la différence entre les probabilités de réussite :
tr[(i
2n3
d
[ρ(n),Lz]⊗|0〉〈0|)Π+] = i2n3d tr([ρ
(n),Lz]〈0|Π+|0〉)
= i
2n3
d
[Ctr([ρ(n),Lz])+Dtr([ρ(n),Lz]Lz)] , car 〈0|Π+|0〉=C(l)I+D(l)Lz
= 0 et (4.26)
tr[(i
2n3
d
[ρ(n),Lz]⊗|1〉〈1|)Π−] = 0 de la même façon. (4.27)
Ainsi, nous voyons que l’efficacité du système de référence est exactement la même si nous
décidons de faire interagir un état de la source avec ce dernier plutôt que de mesurer l’état
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de la source, car les probabilités de réussite sont inchangées. Cependant, il est important de
souligner que ce n’est valable que dans le cas où les états de la source ont une moyenne de Lx et
Ly nulles. Si ce n’était pas le cas, la rotation se ferait autour de l’axe de polarisation, qui ne serait
pas confondu avec l’axe des z, et les probabilités de réussite seraient changées. Heureusement,
dans le cas de grands l, ce changement demeurerait petit et décroîtrait si l croissait.
De plus, si nous imaginons qu’il existe une autre source de moments cinétiques qui sont
polarisés en sens inverse de ξ (ξ , = 12 I−n3σ3), alors il est possible d’utiliser cette source pour
notre interaction durant un temps de τ = pi2d afin d’allonger la durée de vie utile du système
de référence. En effet, si, après deux mesures de la première source, nous utilisons un moment
cinétique de la deuxième source pour l’interaction, l’efficacité du système de référence sera
rétablie au niveau qu’il avait avant les deux mesures. Pour plus de détails, voir [1].
4.4 Limite classique pour s= 12 polarisé
Enfin, il est évident que si l est infini, le système de référence sera stationnaire et parfait
dans le cas d’un état initial |l, l〉〈l, l|. En effet, l’équation (4.2) se réduit comme suit :
=
(1
2
+
1−4n23
2d2
)
ρ(n)+
2
d2
(Lz+n3)ρ(n)(Lz+n3)
+
(1+2n3)
d2
L+ρ(n)L−+
(1−2n3)
d2
L−ρ(n)L+
→ 1
2
ρ(n)+
2(l+n3)2
d2
ρ(n)+0+
(1−2n3)
d2
2lρ(n)
→ 1
2
ρ(n)+
2(l2+2n3l)
4l2
(
1+
1
l
)
ρ(n)
→ ρ(n).
Ainsi, le système de référence devient immuable au moins aussi rapidement que 1l s’approche
de 0. De plus, il est très aisé de vérifier que pour cet état initial, la probabilité de réussite sera
parfaite. En effet, les probabilités conditionelles de succès sont (dans le cas où l’axe de mesure
est le même que l’axe des z que nous avons précédemment choisi) :
P(+|0) = tr[(|l, l〉〈l, l|⊗ |0〉〈0|)Π+]
= 〈l, l|( l+1
d
+
Lz
d
)|l, l〉= 1
P(−|1) = tr[(|l, l〉〈l, l|⊗ |1〉〈1|)Π−]
= 〈l, l|( l
d
+
Lz
d
)|l, l〉= 2l
(2l+1)
→ 1.
CHAPITRE 5
SYSTÈME DE RÉFÉRENCE QUANTIQUE DANS LE CAS D’UN SPIN 1
Le présent chapitre aura pour principal objectif de comparer l’effet qu’a la mesure conjointe
(avec un moment cinétique de s= 1) à l’effet qu’a l’interaction hamiltonienne H =~L ·~S sur le
système de référence. En effet, comme les deux effets sont quasi équivalents dans le cas de
s = 12 , il est tout à fait légitime de vérifier si ce résultat est généralisable et, pour ce faire,
la manière la plus naturelle de procéder est d’étudier le deuxième moment cinétique le plus
petit. Le principal critère de comparaison sera la probabilité de succès, c’est-à-dire, que nous
calculerons la différence entre les probabilités de succès après la mesure et les probabilités de
succès après l’interaction. Il s’avère que la différence entre les probabilité est pour certains
temps d’interaction, mais il semble a priori peu probable d’avoir une égalité des probabilités
de succès. Il est à noter que le contenu de ce chapitre est entièrement original.
5.1 Moment cinétique s= 1
Comme nous nous intéresserons, tout au long de ce chapitre, à des moments cinétiques de
s = 1, il est impératif de connaître les opérateurs Si. En se servant des relations de la section
3.1.1, il est possible d’écrire explicitement les opérateurs (dans la base des états propres de S3).
S1 =
1√
2

0 1 0
1 0 1
0 1 0
 , S2 = 1√2

0 −i 0
i 0 −i
0 i 0

S3 =

1 0 0
0 0 0
0 0 −1
 (5.1)
5.1.1 Addition de moments cinétiques 12 et sous-espace de s= 1
Imaginons que nous possédons deux moments cinétiques de s˜ = 12 . Alors, les états totaux
(les deux moments cinétiques) vivront, comme nous le savons, dans le produit direct des es-
paces d’Hilbert de chacun des moments cinétiques. La base de cet espace peut être choisie
comme suit :
{|0,0〉, 1√
2
(|0,1〉+ |1,0〉), |1,1〉, 1√
2
(|0,1〉− |1,0〉)}
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où 0 représente 12 et 1 représente −12 . Ce choix de notation a été fait afin d’alléger la lecture
des états. Nous pouvons remarquer, gâce à la décomposition de l’addition des moments ciné-
tiques, que les trois premiers vecteurs de cette base forment la base usuelle de l’espace d’Hilbert
d’un moment cinétique de s = 1. Le premier représente l’état m = 1, le deuxième m = 0 et le
troisième m=−1. Le quatrième état, lui, représente un moment cinétique nul.
Ensuite, envisageons de calculer l’action de certains opérateurs sur l’espace du moment
cinétique total. Cependant, comme nous ne sommes pas du tout intéressés par des états de
moments cinétiques nuls, nous nous concentrons sur l’action de ces opérateurs sur le sous-
espace de s= 1. Tout d’abord,
(S˜z⊗ I+ I⊗ S˜z)|0,0〉= |0,0〉
(S˜z⊗ I+ I⊗ S˜z)|1,1〉=−|1,1〉
(S˜z⊗ I+ I⊗ S˜z) 1√
2
(|0,1〉+ |1,0〉) = 0.
Par la suite,
(S˜x⊗ I+ I⊗ S˜x)|0,0〉= 12(|0,1〉+ |1,0〉)
(S˜x⊗ I+ I⊗ S˜x)|1,1〉= 12(|0,1〉+ |1,0〉)
(S˜x⊗ I+ I⊗ S˜x) 1√
2
(|0,1〉+ |1,0〉) = 1√
2
(|0,0〉+ |1,1〉)
et, enfin,
(S˜y⊗ I+ I⊗ S˜y)|0,0〉= i12(|0,1〉+ |1,0〉)
(S˜y⊗ I+ I⊗ S˜y)|1,1〉=−i12(|0,1〉+ |1,0〉)
(S˜y⊗ I+ I⊗ S˜y) 1√
2
(|0,1〉+ |1,0〉) = 1√
2
(−i|0,0〉+ i|1,1〉).
Connaissant l’action de ces trois opérateurs sur le sous-espace de moments cinétiques s= 1,
nous pouvons en déduire, grâce à (5.1), que ces opérateurs restreints au sous-espace sont, en
fait, les opérateurs Si de moments cinétiques s= 1. Ainsi, nous pourrons dorénavant écrire ceci :
S˜i⊗ I+ I⊗ S˜i = Si (5.2)
où S˜i⊗ I+ I⊗ S˜i est restreint à notre sous-espace.
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5.1.2 Calcul de (~L ·~S)2 pour un l quelconque
Étant donné que, dans le cas d’un s = 12 , le calcul de (~L ·~S)2 était central afin de connaître
l’évolution temporelle du système de référence sous l’action de H =~L ·~S, nous pourrions véri-
fier si, dans le cas présent, ce calcul est aussi utile. Cependant, comme SiS j ne peut pas vraiment
être calculée directement en termes des Sk dans le cas présent, nous nous servirons de (5.2).
(~L ·~S)2 = LiSiL jS j = LiL jSiS j
= LiL j(S˜i⊗ I+ I⊗ S˜i)(S˜ j⊗ I+ I⊗ S˜ j)
= LiL j(S˜iS˜ j⊗ I+ I⊗ S˜iS˜ j+ S˜i⊗ S˜ j+ S˜ j⊗ S˜i)
=
1
2
(l(l+1)+ iεi jkLiL jSk)+LiL j(S˜i⊗ S˜ j+ S˜ j⊗ S˜i)
=
1
2
(l(l+1)−~L ·~S)+LiL j(S˜i⊗ S˜ j+ S˜ j⊗ S˜i) (5.3)
Malheureusement, le dernier terme ne peut être exprimé en termes de l’identité et de~L ·~S,
ce qui laisse présager que la technique de calcul de l’opérateur d’évolution temporelle due à
l’interaction devra être modifiée. Laissons de côté ces soucis pour en revenir à la mesure.
5.2 Récurrence attribuable à la mesure pour s= 1
5.2.1 Calcul des projecteurs
Avant de pouvoir calculer explicitement, de quelque façon que ce soit, l’effet qu’a une
mesure d’un moment cinétique de s = 1 sur notre système de référence, il est important de
connaître les projecteurs liés à cette mesure. Encore une fois, la mesure qui nous intéresse est
une mesure conjointe du système total (système de référence ρ et moment cinétique ξ ). Il s’agit
de la mesure de J2 = L2+S2+2~L ·~S dont les résultats j possibles seront de j+1, j et j−1. De
plus, encore une fois, nous prendrons le m du résultat j+m comme la mesure de l’alignement
du moment cinétique avec le système de référence.
Connaissant la nature de la mesure, nous pouvons désormais réussir à calculer les projec-
teurs Πm explicitement. En s’inspirant de la technique utilisée précédemment pour trouver les
projecteurs dans le cas de moments cinétiques 12 et sachant que (~L ·~S)2 est indépendant de I et
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~L ·~S, il est possible de trouver nos projecteurs (combinaison linéaire de puissances de~L ·~S).
Π1 =
1
(2l+1)
I+
(l+2)
(l+1)(2l+1)
~L ·~S+ 1
(l+1)(2l+1)
(~L ·~S)2
Π0 = I− 1l(l+1)
~L ·~S− 1
l(l+1)
(~L ·~S)2 (5.4)
Π−1 =− 1
(2l+1)
I− (l−1)
l(2l+1)
~L ·~S+ 1
l(2l+1)
(~L ·~S)2
5.2.2 Calcul de l’état total après la mesure
Dans ce chapitre, tout comme dans les chapitres précédents, nous ne considérerons que l’ef-
fondrement moyen de l’état total lors de la mesure, c’est-à-dire que nous ferons la supposition
que le résultat de la mesure n’est pas gardé en mémoire. Ainsi, l’état total du système, après la
mesure, est donnée par cette expression :
Π1ρ⊗ξΠ1+Π0ρ⊗ξΠ0+Π−1ρ⊗ξΠ−1. (5.5)
Grâce à (5.4), nous pouvons en déduire que l’état total est donné par cette expression, un peu
plus explicite :
1
∑
i=−1
Πiρ⊗ξΠi =
(
2
(2l+1)2
+1
)
ρ⊗ξ
+
(
(l−1)
l(2l+1)2
− 1
l(l+1)
+
(l+2)
(l+1)(2l+1)2
)
{~L ·~S,ρ⊗ξ}
+
(
(l+2)2
(l+1)2(2l+1)2
+
1
l2(l+1)2
+
(l−1)2
l2(2l+1)2
)
~L ·~Sρ⊗ξ~L ·~S
+
(
1
(l+1)2(2l+1)2
− 1
l(l+1)
− 1
l(2l+1)2
)
{(~L ·~S)2,ρ⊗ξ}
+
(
1
l2(l+1)2
+
(l+2)
(l+1)2(2l+1)2
− (l−1)
l2(2l+1)2
)
{~L ·~S,~L ·~Sρ⊗ξ~L ·~S}
+
(
1
(l+1)2(2l+1)2
+
1
l2(l+1)2
+
1
l2(2l+1)2
)
(~L ·~S)2ρ⊗ξ (~L ·~S)2. (5.6)
Chacun de ces coefficients sera désigné, en ordre d’apparition dans l’expression précédente,
par les symboles suivants : a2m, abm, b
2
m, acm, bcm et c
2
m.
5.3 Interaction entre le système de référence et un moment cinétique s= 1
Comme l’objectif final de ce chapitre est de comparer l’action de l’interaction hamilto-
nienne de H =~L ·~S avec l’action de la mesure conjointe de J2, il faut réussir à calculer expli-
citement l’action de cette interaction. Il semble donc inévitable de savoir développer ei~L·~Sτ , la
matrice d’évolution temporelle. Malheureusement, malgré l’astuce du sous-espace s = 1 pour
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deux moments cinétiques s˜ = 12 , il est impossible de simplifier (~L ·~S)2. Toutefois, étant donné
la forme des projecteurs (incluant un terme en (~L ·~S)2), il pourrait sembler probable que ei~L·~Sτ
soit de la forme suivante :
ei~L·~Sτ = a(τ)I+b(τ)~L ·~S+ c(τ)(~L ·~S)2. (5.7)
Afin de vérifier cette piste, il ne nous reste qu’à calculer (~L ·~S)3 afin de s’assurer qu’il est
linéairement dépendant de I, ~L ·~S et (~L ·~S)2. Si tel est le cas, toutes les puissances de ~L ·~S
s’expriment en termes de ces trois opérateurs et la forme (5.7) de l’évolution temporelle est
valide. En se servant de l’astuce développée dans la première section du chapitre (5.2) et en
utilisant les propriétés des matrices de Pauli (3.8) et des moments cinétiques généraux (3.1) et
(3.2), on obtient ceci :
(~L ·~S)3 = l(l+1)(S˜ j⊗ S˜ j)+ 14(4l(l+1)−1)
~L ·~S− 1
2
(~L ·~S)2
− 3
2
LiLm(S˜i⊗ S˜m+ S˜m⊗ S˜i). (5.8)
À première vue, il pourrait sembler impossible de simplifier l’expression, notamment le premier
et le dernier terme. Heureusement, S˜ j⊗ S˜ j = S˜1⊗ S˜1 + S˜2⊗ S˜2 + S˜3⊗ S˜3 agit comme 14 I sur le
sous-espace de s= 1.
S˜ j⊗ S˜ j|0,0〉= 14(|1,1〉− |1,1〉+ |0,0〉) =
1
4
|0,0〉
S˜ j⊗ S˜ j|1,1〉= 14(|0,0〉− |0,0〉+ |1,1〉) =
1
4
|1,1〉
S˜ j⊗ S˜ j 1√
2
(|0,1〉+ |1,0〉) = 1
4
√
2
(2|1,0〉− |0,1〉+2|0,1〉− |1,0〉)
=
1
4
1√
2
(|0,1〉+ |1,0〉)
⇒ S˜ j⊗ S˜ j = 14 I3×3
De plus, le dernier terme de notre expression de (~L ·~S)3 apparaît également dans (5.3) et nous
pouvons l’exprimer en termes de I, ~L ·~S et (~L ·~S)2. Ainsi, nous en arrivons effectivement à la
conclusion que (~L ·~S)3 est linéairement dépendant de nos puissances de~L ·~S.
(~L ·~S)3 = l(l+1)I+(l(l+1)−1)~L ·~S−2(~L ·~S)2 (5.9)
Nous pouvons également remarquer que cette méthode peut se généraliser, par construction, à
des moments cinétiques s de toutes les grandeurs. Par exemple, nous pouvons penser le moment
cinétique s= 32 comme un sous-espace de la somme d’un moment cinétique 1 et d’un autre de
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1
2 .
5.3.1 Calcul de l’évolution temporelle
En prenant (5.7) et en dérivant par rapport à τ chaque membre de l’équation, nous pou-
vons réarranger les coefficients des puissances de~L ·~S du membre de gauche en se servant de
l’équation ci-dessus afin de les faire correspondre aux coefficients du membre de droite. Ces
manipulations (tout à fait similaires à la méthode utilisée dans le cas du moment cinétique 12 )
nous permettent d’établir des équations différentielles pour les coefficients a(τ), b(τ) et c(τ).
a˙(τ) = il(l+1)c(τ)
b˙(τ) = i[a(τ)+(l(l+1)−1)c(τ)] (5.10)
c˙(τ) = i[b(τ)−2c(τ)]
Avec ces trois équations, nous pouvons isoler une équation pour a(τ).
da¨
dτ
−2ia¨− (l(l+1)−1)a˙− ia= 0 (5.11)
Comme il s’agit d’une équation différentielle homogène à coefficients constants, nous pouvons
obtenir la solution, sachant que a˙(0) = a¨(0) = 0 et que a(0) = 1. Par la suite, connaissant a(τ),
nous pouvons en déduire b(τ) et c(τ) à partir de (5.10).
a(τ) = e−iτ +
1
(2l+1)
eilτ − 1
(2l+1)
e−i(l+1)τ
b(τ) =− 1
l(l+1)
e−iτ +
(l+2)
(l+1)(2l+1)
eilτ − (l−1)
l(2l+1)
e−i(l+1)τ (5.12)
c(τ) =− 1
l(l+1)
e−iτ +
1
(l+1)(2l+1)
eilτ +
1
l(2l+1)
e−i(l+1)τ
5.3.2 Calcul de l’état total après l’interaction
La prochaine étape consiste à calculer l’effet de l’interaction sur un temps τ sous la même
forme que l’effet de la mesure calculé dans la section précédente. Nous savons que cette inter-
action agit de la façon suivante sur le système total :
e−i~L·~Sτρ⊗ξei~L·~Sτ = |a(τ)|2ρ⊗ξ +a∗(τ)b(τ)ρ⊗ξ~L ·~S+a(τ)b∗(τ)~L ·~Sρ⊗ξ
+ |b(τ)|2~L ·~Sρ⊗ξ~L ·~S+a∗(τ)c(τ)ρ⊗ξ (~L ·~S)2
+a(τ)c∗(τ)(~L ·~S)2ρ⊗ξ +b∗(τ)c(τ)~L ·~Sρ⊗ξ (~L ·~S)2
+b(τ)c∗(τ)(~L ·~S)2ρ⊗ξ~L ·~S+ |c(τ)|2(~L ·~S)2ρ⊗ξ (~L ·~S)2 (5.13)
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Après le calcul de ces coefficients, dont nous pouvons séparer les parties indépendantes et
dépendantes du temps, nous en concluons ceci :
|a(τ)|2 = a2m+
2
(2l+1)
cos[(l+1)τ]− 2
(2l+1)
cos(lτ)
− 2
(2l+1)2
cos[(2l+1)τ],
a(τ)b∗(τ) = abm+
(l+2)
(l+1)(2l+1)
e−i(l+1)τ − (l−1)
l(2l+1)
eilτ − (l−1)
l(2l+1)2
ei(2l+1)τ
− 1
l(l+1)(2l+1)
ei(l+1)τ +
1
l(l+1)(2l+1)
e−ilτ
− (l+2)
(l+1)(2l+1)2
e−i(2l+1)τ ,
|b(τ)|2 = b2m+
2(l+2)
l(l+1)2(2l+1)
cos[(l+1)τ]− 2(l−1)
l2(l+1)(2l+1)
cos(lτ)
− 2(l+2)(l−1)
l(l+1)(2l+1)2
cos[(2l+1)τ],
a(τ)c∗(τ) = acm+
1
(l+1)(2l+1)
e−i(l+1)τ +
1
l(2l+1)
eilτ +
1
l(2l+1)2
ei(2l+1)τ
− 1
l(l+1)(2l+1)
ei(l+1)τ +
1
l(l+1)(2l+1)
e−ilτ
− 1
(l+1)(2l+1)2
e−i(2l+1)τ ,
b(τ)c∗(τ) = bcm− 1l(l+1)2(2l+1)e
−i(l+1)τ − 1
l2(l+1)(2l+1)
eilτ
− (l+2)
l(l+1)(2l+1)2
ei(2l+1)τ − (l+2)
l(l+1)2(2l+1)
ei(l+1)τ
+
(l−1)
l2(l+1)(2l+1)
e−ilτ − (l−1)
l(l+1)(2l+1)2
e−i(2l+1)τ ,
|c(τ)|2 = c2m−
2
l(l+1)2(2l+1)
cos[(l+1)τ]− 2
l2(l+1)(2l+1)
cos(lτ)
+
2
l(l+1)(2l+1)2
cos[(2l+1)τ] (5.14)
où les termes indépendants du temps correspondent aux coefficients dans le cas de la mesure.
Il est à noter que, dorénavant, seule la différence entre ces coefficients sera considérée. Cela
signifie que toutes les manipulations ultérieures ne considéreront que les termes dépendants
du temps dans (5.14). De plus, lorsqu’il sera fait mention de l’un des coefficients (exemple :
|b(τ)|2), en fait, cela ne désignera que sa partie dépendante du temps (|b(τ)|2−b2m).
5.4 Différence entre les systèmes de référence
La prochaine étape consiste à comparer les systèmes de référence obtenus selon les deux
processus qui nous intéressent. Cependant, avant d’y parvenir, il faut choisir une forme pratique
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des moments cinétiques de la source d’états ξ . Comme il existe huit matrices λi sans trace,
hermitiennes et indépendantes (matrices de Gell-Mann) et qu’une matrice hermitienne 3× 3
possède neuf paramètres, on pourrait considérer cette forme :
ξ = a0I+aiλi où 16 i6 8.
Malheureusement, cette forme n’est pas la plus parlante, ni utile, car toutes les autres matrices
de cet espace sont en termes des matrices Si. C’est pourquoi il est préférable d’utiliser cette
forme :
ξ =
1
3
I+RiSi+
1
2
T i j{Si,S j} (5.15)
où Ri, T i j sont éléments des réels, T ii = 0 (de trace nulle) et T i j = T ji. Tout d’abord, il est
imporatant de mentionner que le choix de ces coefficients a été effectué afin que ξ respecte les
propriétés d’une matrice densité (voir section 2.2). Il s’agit, en excluant la dernière condition
(symétrie T i j=T ji), du choix le moins restrictif pour cette forme de matrice densité1. Toutefois,
comme il semble a priori que ξ soit une combinaison linéaire de 13 matrices hermitiennes, il
paraît improbable que tous ces opérateurs soient linéairement indépendants. Cependant, comme
nous choisissons T i j symétrique et que {Si,S j}= {S j,Si}, nous en arrivons à 10 matrices her-
mitiennes. De plus, en sachant que T ii = 0, nous réduisons le nombre de matrices hermitiennes
de base à 9 et celles-ci sont toutes linéairement indépendantes. Il est possible de démontrer cette
dernière affirmation en exprimant ces matrices en termes des matrices I et λi.
5.4.1 Calcul des traces partielles
Pour réussir à isoler le système de référence, il faudra calculer une trace partielle sur le sys-
tème du moment cinétique de la source, comme nous l’avons fait précédemment. Pour arriver
à nos fins, nous pouvons calculer terme à terme les traces partielles. Voici les traces à calculer :
(1)trS(ρ⊗ξ ) trS(ρ⊗ξ (~L ·~S)2)(6)
(2)trS(~L ·~Sρ⊗ξ ) trS((~L ·~S)2ρ⊗ξ~L ·~S)(7)
(3)trS(ρ⊗ξ~L ·~S) trS(~L ·~Sρ⊗ξ (~L ·~S)2)(8)
(4)trS(~L ·~Sρ⊗ξ~L ·~S) trS((~L ·~S)2ρ⊗ξ (~L ·~S)2)(9)
(5)trS((~L ·~S)2ρ⊗ξ )
1Il est à noter qu’il faut également imposer une contrainte sur la grandeur des Ri et T i j pour obtenir une matrice
densité valide.
49
Pour chacune de ces traces, il y a trois termes (a), (b) et (c) respectivement donnés par les trois
termes de ξ = 13 I+RiSi+
1
2T
i j{Si,S j}.
Donc, pour (1), on a
trS(ρ⊗ξ ) = ρ. (5.16)
Pour (2),
(a)
1
3
Liρtr(Si) = 0
(b)R jLiρtr(SiS j) = 2~R ·~Lρ (5.17)
(c)
1
2
T i jLkρtr(Sk{Si,S j}) = 0.
Similairement, pour (3),
trS(ρ⊗ξ~L ·~S) = 2ρ~R ·~L. (5.18)
Pour (4),
(a)
1
3
LiρL jtr(SiS j) =
2
3
LiρLi
(b)RkLiρL jtr(SiSkS j) = iεik jRkLiρL j (5.19)
(c)
1
2
T klLiρL jtr(S j{Sk,Sl}S j) = T i jLiρL j.
Pour (5),
(a)
1
3
LiL jρtr(SiS j) =
2
3
l(l+1)ρ
(b)RkLiL jρtr(SiS jSk) =−~R ·~Lρ (5.20)
(c)
1
2
T klLiL jρtr(S jS j{Sk,Sl}) = T i jLiL jρ.
Similairement, pour (6),
trS(ρ⊗ξ (~L ·~S)2) = 23 l(l+1)ρ−ρ
~R ·~L+ρT i jLiL j. (5.21)
Pour (7),
(a)
1
3
LiL jρLktr(SiS jSk) =−13LiρLi
(b)RlLiL jρLktr(SiS jSlSk) = l(l+1)ρ~R ·~L+Li~R ·~LρLi (5.22)
(c)
1
2
T lmLiL jρLktr(S jS j{Sl,Sm}Sk) =−iT i jε jklLiLkρLl.
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Similairement, pour (8),
trS(~L ·~Sρ⊗ξ (~L ·~S)2) =−13LiρLi+ l(l+1)
~R ·~Lρ
+Liρ~R ·~LLi− iT i jε jklLkρLlLi. (5.23)
Enfin, pour (9),
(a)
1
3
LiL jρLkLltr(SiS jSkSl) =
1
3
l2(l+1)2ρ+
1
3
L jLiρLiL j
(b)RmLiL jρLkLltr(SiS jSmSlSk) =−l(l+1){ρ,~R ·~L}
− iRiεi jkL jLlρLlLk (5.24)
(c)
1
2
TmnLiL jρLkLltr(S jS j{Sm,Sn}SkSl) = l(l+1)T i j{LiL j,ρ}
−T i jLiLkρLkL j.
Toutes ces traces ont été obtenues grâce à un calcul de trace dans le logiciel Mathematica et à
des manipulations algébriques (voir Annexe D pour quelques exemples).
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5.4.2 Forme explicite de la différence des systèmes de référence
En se servant de (5.13), de (5.14) et du calcul des traces partielles de la section précédente,
on peut construire la différence explicite entre les systèmes de référence obtenus. La voici :
trS(e−i
~L·~Sτρ⊗ξei~L·~Sτ) =
(
|a(τ)|2+ 2
3
l(l+1)[a(τ)c∗(τ)+a∗(τ)c(τ)]
+ l2(l+1)2|c(τ)|2
)
ρ+
(2
3
|b(τ)|2− 1
3
[b(τ)c∗(τ)+b∗(τ)c(τ)]
)
LiρLi
+
1
3
|c(τ)|2L jLiρLiL j
+(2a(τ)b∗(τ)−a(τ)c∗(τ)+ l(l+1)b∗(τ)c(τ)− l(l+1)|c(τ)|2)~R ·~Lρ
+(2a∗(τ)b(τ)−a∗(τ)c(τ)+ l(l+1)b(τ)c∗(τ)− l(l+1)|c(τ)|2)ρ~R ·~L
+ iεik j|b(τ)|2RkLiρL j
+b∗(τ)c(τ)Liρ~R ·~LLi+b(τ)c∗(τ)Li~R ·~LρLi
− i|c(τ)|2Riεi jkL jLlρLlLk
+ |b(τ)|2T i jLiρL j
+(a(τ)c∗(τ)+ l(l+1)|c(τ)|2)T i jLiL jρ
+(a∗(τ)c(τ)+ l(l+1)|c(τ)|2)T i jρLiL j
− ib(τ)c∗(τ)T i jε jklLiLkρLl− ib∗(τ)c(τ)T i jε jklLkρLlLi
−|c(τ)|2T i jLiLkρLkL j. (5.25)
5.5 Différence entre les probabilités de succès
La dernière étape de notre raisonnement est de comparer les probabilités de succès des sys-
tèmes de référence obtenus par les deux différents processus. Pour y arriver, nous procéderons
de manière à considérer la différence des états causés par chacun des trois termes de l’état ξ
séparément. Ceci signifie que nous commencerons par considérer le ξ non cohérent, c’est-à-
dire ξ = 13 I. Ensuite, nous considérerons des états de la forme ξ =
1
3 I+RiSi et, enfin, nous
étudierons le cas général de ξ = 13 I+RiSi+
1
2T
i j{Si,S j}.
5.5.1 Cas non cohérent
Si nous nous restraignons au cas où ξ = 13 I, nous saurons que Ri = T
i j = 0. Ainsi, la dif-
férence entre les états du système de référence se limitera aux termes en ρ , en LiρLi et en
L jLiρLiL j de (5.25). Appelons respectivement chacun des trois coefficients de cette différence
A(τ), B(τ) et C(τ). La différence entre les probabilités de succès moyennes sera donc la sui-
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vante :
1
3
tr[(A(τ)ρ+B(τ)LiρLi+C(τ)L jLiρLiL j)(〈1|Π1|1〉+ 〈0|Π0|0〉
+ 〈−1|Π−1|−1〉)]. (5.26)
Comme 〈1|Π1|1〉= 12 (l+2)(2l+1) I+ (l+2)(l+1)(2l+1)Lz+ 12(l+1)(2l+1)L2z , 〈0|Π0|0〉= 1l(l+1)L2z et 〈−1|Π−1|−
1〉 = 12 (l−1)(2l+1) I+ (l−1)(l+1)(2l+1)Lz+ 12(l+1)(2l+1)L2z , nous en arrivons à la conclusion que ce calcul
nécessite de trouver les traces suivantes :
tr(ρ) = 1 (5.27)
tr(ρLz) = 〈Lz〉 (5.28)
tr(ρL2z ) = 〈L2z 〉 (5.29)
tr(LiρLi) = l(l+1) (5.30)
tr(LiρLiLz) = (l(l+1)−1)〈Lz〉 (5.31)
tr(LiρLiL2z ) = (l(l+1)−3)〈L2z 〉+ l(l+1) (5.32)
tr(L jLiρLiL j) = l2(l+1)2 (5.33)
tr(L jLiρLiL jLz) = (l(l+1)−1)2〈Lz〉 (5.34)
tr(L jLiρLiL jL2z ) = (l(l+1)−3)2〈L2z 〉+ l(l+1)(2l(l+1)−3) (5.35)
Il est à noter que la différence est nulle dans le cas des termes obtenus par les traces qui ne
contiennent pas de Lz non sommé (Lz provenant des projecteurs), car ces termes seraient ap-
parus aussi si nous avions voulu calculer la trace du système de référence obtenu après l’inter-
action. Or, comme la trace de la partie indépendante du temps donne déjà 1 (partie commune
avec le système de référence obtenu par la mesure conjointe), il faut absolument que la trace
sur la partie dépendante du temps soit nulle.
On peut organiser en trois termes la différence des probabilités de succès : (i) une constante,
(ii) un terme en 〈Lz〉 et (iii) un terme en 〈L2z 〉.
(i)
1
2
l(l+1)B(τ)+
1
2
l(l+1)(2l(l+1)−3)C(τ)
(ii)
2l2+2l−1
l(l+1)(2l+1)
(A(τ)+(l(l+1)−1)B(τ)+(l(l+1)−1)2C(τ))
(iii)
3
2l(l+1)
(A(τ)+(l(l+1)−3)B(τ)+(l(l+1)−3)2C(τ))
Comme nous pouvons le remarquer, pour de grands l, ces trois fonctions du temps sont assez
semblables.
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Figure 5.1 – Coefficients de la différence de probabilité pour le cas non cohérent et avec l = 4
en fonction du temps.
Figure 5.2 – Coefficients de la différence de probabilité pour le cas non cohérent et avec l = 4
en fonction du temps, agrandi autour d’une région d’un temps judicieux.
Figure 5.3 – Coefficients de la différence de probabilité pour le cas non cohérent et avec l = 10
en fonction du temps.
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Figure 5.4 – Coefficients de la différence de probabilité pour le cas non cohérent et avec l = 10
en fonction du temps autour d’une région d’un temps judicieux.
Ainsi, en choisissant un temps d’interaction intelligent, ces trois coefficients peuvent être très
près de 0. De plus, en regardant de plus près (i), nous nous aperçevons qu’il s’agit de la même
fonction que (iii) à une constante négative près (−23 l(l+1)). Elles auront donc exactement les
mêmes racines, ce qui est suffisant pour qu’une analyse graphique de (ii) et (iii) nous fournissent
le bon choix de temps d’interaction.
Dans les figures 5.2 et 5.4, nous pouvons constater qu’il est possible de choisir le temps
d’interaction de telle sorte que les coefficients soient de l’ordre de 10−4 pour l = 4 et de l’ordre
de 10−6 pour l = 10. Afin de connaître l’ordre de grandeur de la différence de probabilités,
il faudra multiplier ces coefficients par les bons facteurs. Pour (i), nous savons qu’il n’est le
coefficient d’aucune moyenne, il suffit donc de multiplier l’ordre de grandeur de (iii) par l(l+1)
pour connaître son effet sur la probabilité : si l = 4, son ordre de grandeur est de 10−3 et si
l = 10, son ordre de grandeur est de 10−4. De plus, nous savons que (ii) multiplie 〈Lz〉 qui
sera, aux extrema, égal à ±l. Donc, si l = 4, nous aurons un terme de l’ordre de 10−4 et si
l = 10, un terme de l’ordre de 10−5. Aussi, sachant que (iii) multiplie 〈L2z 〉 qui est, aux extrema,
égal l2, nous savons que nous aurons un terme de l’ordre de 10−2 pour l = 4 et de 10−4 pour
l = 10. Ainsi, la contribution dominante proviendra du terme multiplié par (iii) et la différence
de probabilité sera de l’ordre 10−2 pour l = 4 et de 10−4 pour l = 10. Ainsi, pour de petits l, on
voit une différence de probabilité non négligeable, différence qui s’atténue pour de plus grands
l.
De plus, si nous nous intéressions aux probabilités de succès individuelles (la probabilité
de succès qui résulterait de la mesure d’un moment cinétique |i〉〈i|), nous aurions les mêmes
trois fonctions à un facteur près (d’ordre l0), sauf pour |0〉〈0|, où nous n’aurions que la fonction
(iii) à un facteur près (d’ordre l0), ce qui ne nous impose aucune nouvelle contrainte.
Enfin, nous pouvons déjà remarquer que dans le cas du moment cinétique 12 non polarisé,
la différence des probabilités de succès est nulle pour un bon choix de temps d’interaction,
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contrairement au cas présent. En fait, pour le temps d’interaction approprié, la différence entre
les états du système de référence était déjà nulle (avant de calculer les probabilités de succès).
Ceci nous donne de bonnes raisons de croire que la quasi-équivalence dans le cas du moment
cinétique 12 n’est pas généralisable ou, du moins, qu’elle ne l’est pas facilement.
5.5.2 Cas polarisé non général
Dans cette sous-section, nous tiendrons compte des états ξ de la forme 13 I + RiSi pour
le calcul de la différence des probabilités de succès. Pour la suite du développement, nous
placerons l’axe des z dans la même direction que ~R. Ainsi, ξ = 13 I+R3S3. Ceci signifie que les
états propres |−1〉, |0〉 et |1〉 seront définis à partir de cet axe des z. Ce choix est effectué, car
il est le seul qui permet une différence nulle des probabilités de succès dans le cas du moment
cinétique 12 , ce qui est un bon indice de l’impossibilité d’une quasi-équivalence dans le cas
présent sans ce choix d’axe.
Sachant que notre choix de ξ implique que T i j = 0, nous savons que la différence des états
du système de référence se limitera aux neuf premiers termes de (5.25) (les trois premiers consi-
dérés dans la sous-section précédente et six nouveaux termes). De ces six nouveaux termes, un
est en R3Lzρ , un autre en ρR3Lz, un en εi3 jR3LiρL j, un en LiρR3LzLi, un autre en LiR3LzρLi et
un en R3ε3 jkL jLlρLlLk. Maintenant, appelons respectivement les coefficients de chacun de ces
termes D(τ), D∗(τ), E(τ), F(τ), F∗(τ) et G(τ). Voici, pour cette fois, les nouvelles traces à
calculer. En sachant que la contribution des termes obtenus par les traces qui ne contiennent pas
de Lz issus des projecteurs est nulle (par le même argument qu’à la sous-section précédente),
voici les nouvelles traces à calculer :
R3tr(LzρLz) = R3〈L2z 〉 (5.36)
R3tr(LzρL2z ) = R3〈L3z 〉= R3tr(L2zρLz) (5.37)
R3εi3 jtr(LiρL jLz) = 2iR3〈L2z 〉− iR3l(l+1) (5.38)
R3εi3 jtr(LiρL jL2z ) = 3iR3〈L3z 〉− i(2l(l+1)−1)R3〈Lz〉 (5.39)
R3tr(LiρLzLiLz) = (l(l+1)−1)R3〈L2z 〉= R3tr(LiLzρLiLz) (5.40)
R3tr(LiρLzLiL2z ) = (l(l+1)−3)R3〈L3z 〉+R3l(l+1)〈Lz〉 (5.41)
= R3tr(LiLzρLiL2z )
R3ε3 jktr(L jLlρLlLkLz) = il(l+1)(l(l+1)−2)R3−2iR3(l(l+1)−3)〈L2z 〉 (5.42)
R3ε3 jktr(L jLlρLlLkL2z ) =−3i(l(l+1)−6)R3〈L3z 〉+2i(l2(l+1)2
−6l(l+1)+2)R3〈Lz〉. (5.43)
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Ces calculs ont été effectués en utilisant la propriété cyclique des traces et en utilisant (3.1) et
(3.2) (pour des exemples de calcul, voir Annexe E).
Nous pouvons organiser ces nouveaux termes qui contribuent à la différence des probabili-
tés de succès de la façon suivante : (iv) un terme en R3, (v) un terme en R3〈L2z 〉, (vi) un terme
en R3〈Lz〉 et (vii) un terme en R3〈L3z 〉.
(iv)
(2l2+2l−1)
l(l+1)(2l+1)
(−il(l+1)E+ il(l+1)(l(l+1)−2)G)
(v)
(2l2+2l−1)
l(l+1)(2l+1)
(D+D∗+2iE+ i(l(l+1)−1)(F+F∗)
−2i(l(l+1)−3)G)
(vi)
3
2l(l+1)
(−i(2l(l+1)−1)E+ l(l+1)(F+F∗)+2i(l2(l+1)2
−6l(l+1)+2)G)
(vii)
3
2l(l+1)
(D+D∗+3iE+(l(l+1)−3)(F+F∗)−3i(l(l+1)−6)G)
Encore une fois, nous pouvons constater qu’il existe des temps d’interaction judicieux qui per-
mettent de rendre simultanément les différents coefficients de la différence des probabilités de
succès assez près de 0 et ce, même en considérant les trois coefficients calculés dans la sous-
section précédente.
En effet, dans le cas de l = 4, nous remarquons (figure 5.6) que les coefficients peuvent être
choisis autour de 10−3 et, dans le cas de l = 10 (figure 5.8), les coefficients peuvent être choisis
autour de 10−4.
Cependant, quand arrive le moment de considérer la probabilité totale, nous sommes contraints
de remarquer que ce résultat encourageant n’est plus aussi convaincant. En effet, comme un
terme est multiplié par 〈Lz〉, un autre par 〈L2z 〉 et un troisième par 〈L3z 〉, nous sommes obligés de
remarquer que la différence de probabilité pourra atteindre des ordres assez grands2 : 0,1 pour
l = 4 et 10−2 pour l = 10. Cette différence est considérable et difficilement négligeable.
Ensuite, encore une fois, le fait de ne considérer que les probabilités de succès individuelles
n’ajoute aucune nouvelle contrainte, car nous devons travailler avec les même quatre fonctions,
à un facteur près.
Enfin, dans le cas du moment cinétique 12 , la différence des probabilités de succès est com-
plètement annulée (pour un temps d’interaction judicieux) pour le même choix de l’axe des z,
ce qui n’est, de toute évidence, pas vraiment le cas pour le moment cinétique s= 1.
2Il est à noter que nous considérons que R3 est d’ordre 1.
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Figure 5.5 – Coefficients de la différence de probabilité pour le cas non général et avec l = 4
en fonction du temps.
Figure 5.6 – Coefficients de la différence de probabilité pour le cas non général et avec l = 4
en fonction du temps, agrandi autour d’une région d’un temps judicieux.
Figure 5.7 – Coefficients de la différence de probabilité pour le cas non général et avec l = 10
en fonction du temps.
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Figure 5.8 – Coefficients de la différence de probabilité pour le cas non général et avec l = 10
en fonction du temps autour d’une région d’un temps judicieux.
En fait, dans le cas présent, la possibilité d’un choix d’un temps d’interaction judicieux permet-
tant de minimiser la différence des probabilités semble accidentelle, même impossible. Ainsi,
il pourrait s’avérer très difficile de généraliser à de plus grands moments cinétiques la quasi-
équivalence des modèles.
5.5.3 Cas général
Cette fois, nous tiendrons compte d’états ξ complètement généraux : ξ = 13 I + RiSi +
1
2T
i j{Si,S j}. Ainsi, nous devrons considérer la différence générale des états du système de
référence ((5.25) en entier). Cette considération générale nous conduit à l’analyse de six nou-
veaux termes : un en T i jLiρL j, un en T i jLiL jρ , un autre en T i jρLiL j, un en T i jε jklLiLkρLl ,
un autre en T i jε jklLkρLlLi et un en T i jLiLkρLkL j. Nous attibuerons respectivement à chacun
des coefficients de ces termes les étiquettes suivantes : H(τ), K(τ), K∗(τ), iM(τ), iM∗(τ) et
N(τ). Voici, pour ces six termes, les traces à calculer (toujours en tenant compte du fait que la
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contribution totale des traces ne contenant pas de Lz issus des projecteurs est nulle) :
T i jtr(LiρL jLz) = T i j〈L jLzLi〉= T i j〈LiLzL j〉 (5.44)
T i jtr(LiρL jL2z ) = T
i j〈L jL2zLi〉= T i j〈LiL2zL j〉 (5.45)
T i jtr(ρLiL jLz) = T i j〈LiL jLz〉 (5.46)
T i jtr(ρLiL jL2z ) = T
i j〈LiL jL2z 〉 (5.47)
T i jtr(LiL jρLz) = T i j〈LzLiL j〉 (5.48)
T i jtr(LiL jρL2z ) = T
i j〈L2zLiL j〉 (5.49)
T i jε jkltr(LiLkρLlLz) = iT i3(l(l+1)−1)〈Li〉−2iT i j〈LzLiL j〉
− iT i j〈LiL jLz〉 (5.50)
T i jε jkltr(LiLkρLlL2z ) = iT
i3(2l(l+1)−1)〈LzLi〉−2iT i j〈LiL2zL j〉
− iT i j〈L2zLiL j〉− iT i j〈LzLiLzL j〉 (5.51)
T i jε jkltr(LkρLlLiLz) = iT i3(l(l+1)−1)〈Li〉−2iT i j〈LiL jLz〉
− iT i j〈LzLiL j〉 (5.52)
T i jε jkltr(LkρLlLiL2z ) = iT
i3(2l(l+1)−1)〈LiLz〉−2iT i j〈LiL2zL j〉
− iT i j〈LiL jL2z 〉− iT i j〈LiLzL jLz〉 (5.53)
T i jtr(LiLkρLkL jLz) = T i3(2l(l+1)−1)〈Li〉+T i j(l(l+1)−2)〈LiLzL j〉
−2T i j〈{Lz,LiL j}〉 (5.54)
T i jtr(LiLkρLkL jL2z ) = T
i jl(l+1)〈LiL j〉+T i3(2l(l+1)−1)〈{Li,Lz}〉
+T i j(l(l+1)−6)〈LiL2zL j〉−T i j〈{L2z ,LiL j}〉−T i j〈LiLzL jLz〉
−T i j〈LzLiLzL j〉 (5.55)
Ces traces ont été obtenues grâce à la propriété cyclique de la trace et grâce aux équations
(3.1) et (3.2) (pour un exemple, voir Annexe E).
On peut maintenant organiser ces nouveaux termes qui contribuent à la différences des pro-
babilités de succès de la façon suivante : (viii) un terme en T i3〈Li〉, (ix) un terme en T i j〈LiLzL j〉,
(x) un terme en T i j〈LiL jLz〉, (xi) un terme en T i j〈LzLiL j〉, (xii) un terme en T i j〈LiL j〉, (xiii) un
terme en T i3〈LiLz〉, (xiv) un terme en T i3〈LzLi〉, (xv) un terme en T i j〈LiL2zL j〉, (xvi) un terme
en T i j〈LiL jL2z 〉, (xvii) un terme en T i j〈L2zLiL j〉, (xviii) un terme en T i j〈LiLzL jLz〉 et (xix) un
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terme en T i j〈LzLiLzL j〉.
(viii)
(2l2+2l−1)
l(l+1)(2l+1)
(i(l(l+1)−1)(iM+ iM∗)+(2l(l+1)−1)N)
(ix)
(2l2+2l−1)
l(l+1)(2l+1)
(H+(l(l+1)−2)N)
(x)
(2l2+2l−1)
l(l+1)(2l+1)
(K∗− i(iM+2iM∗)−2N)
(xi)
(2l2+2l−1)
l(l+1)(2l+1)
(K+ i(2iM+ iM∗)−2N)
(xii)
3
2
N
(xiii)
3
2l(l+1)
(i(2l(l+1)−1)iM+(2l(l+1)−1)N)
(xiv)
3
2l(l+1)
(i(2l(l+1)−1)iM∗+(2l(l+1)−1)N)
(xv)
3
2l(l+1)
(H−2i(iM+ iM∗)+(l(l+1)−6)N)
(xvi)
3
2l(l+1)
(K∗+M∗−N)
(xvii)
3
2l(l+1)
(K+M−N)
(xviii)
3
2l(l+1)
(M∗−N)
(xix)
3
2l(l+1)
(M−N)
À première vue, il pourrait sembler aberrant d’avoir certains coefficients qui soient complexes,
car la différence de probabilités doit absolument être réelle. Cependant, chaque coefficient com-
plexe ((x), (xi), (xiii), (xiv), (xvi), (xvii), (xiii) et (xix)) multiplie une moyenne complexe. De
plus, ces termes complets (coefficient et moyenne), lorsqu’ils sont additionnés, perdent leur
partie imaginaire, car chaque terme est ajouté à son conjugué complexe. Par exemple, le terme
relié à (xiii) est le conjugué complexe du terme relié à (xix) :
3
2l(l+1)
(M∗−N)T i j〈LiLzL jLz〉+ 32l(l+1)(M−N)T
i j〈LzLiLzL j〉
=
3
2l(l+1)
((M−N)∗T i j〈LiLzL jLz〉+(M−N)T i j〈L jLzLiLz〉∗)
=
3
2l(l+1)
((M−N)∗T i j〈LiLzL jLz〉+(M−N)T ji〈L jLzLiLz〉∗)
=
3
2l(l+1)
T i j((M−N)∗〈LiLzL jLz〉+(M−N)〈LiLzL jLz〉∗)
=
3
2l(l+1)
T i j2Re((M−N)∗〈LiLzL jLz〉).
61
Ainsi, il devient apparent que l’analyse des coefficients ne devra s’intéresser qu’à la norme.
Ceci nous libère de quatre des nouveaux coefficients. De plus, il est à noter que les coefficients
(xiii) et (xiv) sont à un facteur près
(2l(l+1)−1) les mêmes que les coefficients (xiii) et (xix), ce qui nous épargne l’analyse d’un
cinquième coefficient.
Cette fois, nous pouvons remarquer qu’il est plus difficile de concilier tous les coefficients
afin qu’ils soient tous très près de 0 pour un temps d’interaction donné. En effet, la norme du
coefficient (viii) est décalée dans le temps par rapport aux autres et ne permet pas un choix
aussi judicieux que pour les deux sous-sections précédentes.
Cette fois, dès le premier coup d’oeil aux figures 5.10 et 5.12, nous nous apercevons que les
coefficients ne peuvent être choisis suffisamment près de 0. En effet, pour l = 4, les meilleurs
choix fixent les coefficients autour de 10−2 et autour de 10−3 pour l = 10. Ainsi, en tenant
compte de moyennes qui multiplient ces coefficients, nous obtenons une différence de probabi-
lité significative. Cependant, il existe peut-être un choix des T i j qui permettrait de trouver une
différence de probabilité plus petite, mais considérant le fait que la quasi-équivalence semble
déjà très improbable dès l’analyse de la sous-section précédente, ce choix n’est peut-être pas
nécessaire pour les fins de ce mémoire.
Après l’obtention de ces résultats, il devient manifeste que le cas de s = 1 n’est pas du
tout aussi favorable que le cas de s = 12 , car il n’existe pas de choix d’axes qui permettent à la
différence des probabilités de s’annuler, contrairement au cas de s = 12 . Ceci nous permet de
conclure que la quasi-équivalence entre la mesure conjointe et l’interaction n’est pas générali-
sable pour un moment cinétique s plus grand que 12 , du moins, pas par rapport aux probabilités
de succès.
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Figure 5.9 – Coefficients de la différence de probabilité pour le cas général et avec l = 4 en
fonction du temps.
Figure 5.10 – Coefficients de la différence de probabilité pour le cas général et avec l = 4 en
fonction du temps, agrandi autour d’une région d’un temps judicieux.
Figure 5.11 – Coefficients de la différence de probabilité pour le cas général et avec l = 10 en
fonction du temps.
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Figure 5.12 – Coefficients de la différence de probabilité pour le cas général et avec l = 10 en
fonction du temps autour d’une région d’un temps judicieux.

CHAPITRE 6
CONCLUSION
Le principal objectif du travail sous-jacent au présent mémoire était d’approfondir la com-
préhension que nous avons des systèmes de référence quantiques impliqués dans la mesure de
moments cinétiques quantiques. Pour ce faire, il fallait, tout d’abord, établir le contexte dans le-
quel s’inscrirait le travail de recherche, c’est-à-dire comprendre où la communauté scientifique
en est arrivée dans ce domaine à ce jour. Ce portrait a été dressé dans le chapitre 1. Ensuite, pour
être en mesure de comprendre les différents résultats antécédents à notre travail de recherche
et pour nous habiliter à développer une contribution originale, il fallait recenser et comprendre
une multitude de concepts physiques et mathématiques, présentés dans le chapitre 2. L’étape
suivante était d’analyser les différents résultats antérieurs concernant la mesure du moment ci-
nétique de s = 12 . D’une part, l’analyse du comportement du système de référence quantique
lors de mesures successives de moments cinétiques de s = 12 non polarisés (chapitre 3) nous a
permis de bien intégrer les outils et indicateurs de longévité et d’efficacité. D’autre part, l’étude
du même système de référence quantique dans le même contexte de mesures successives, mais,
cette fois, pour des moments cinétiques de s= 12 généraux (chapitre 4), nous a permis de com-
prendre un phénomène un peu plus général et nous a donné une piste intéressante à explorer.
Cette piste est celle de la comparaison entre l’interaction hamiltonienne entre le système de
référence et le moment cinétique et la mesure du moment cinétique pour le cas d’un moment
cinétique plus grand.
La contribution originale présentée dans ce mémoire apparaît dans le chapitre 3 et dans le
chapitre 5. Premièrement, dans le chapitre 3, une démonstration formelle et complète de l’état
initial idéal du système de référence est présentée. Cet état initial permet d’obtenir des résultats
de mesure le plus près possible de ce que le système de référence classique fournirait et ce, pour
le plus grand nombre de mesures possibles. Ensuite, dans le chapitre 5, un calcul particulier de
l’interaction entre le système de référence et le moment cinétique de s = 1 est présenté. Il y
est également question de la comparaison des effets qu’ont la mesure du moment cinétique de
s = 1 et cette interaction sur le système de référence. Cette comparaison s’articule autour de
la concordance des systèmes de référence quantiques (l’un ayant subi l’interaction et l’autre
la mesure) avec un système de référence classique. Malheureusement, cette comparaison nous
conduit à la conclusion que, contrairement au cas du moment cinétique de s= 12 , les effets des
deux processus sont relativement différents. Ainsi, il serait surprenant, ou semblerait accidentel,
que cette ressemblance apparaisse pour de plus grands moments cinétiques.
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Annexe I
Unicité des états à distribution déterministe
Est-ce possible d’avoir un état à diagonale nulle sauf pour une composante qui n’ait pas
toutes ses composantes hors diagonales nulles ? Pour la démarche suivante, nous supposerons,
sans perte de généralité, que nous avons un état aligné positivement avec l’axe des z, c’est-à-dire
qu’il possède un 1 à la position ll et que toutes les autres entrées diagonales sont nulles.
ρ =
l
∑
k, j=−l
αk j|l,k〉〈l, j|
= |l, l〉〈l, l|+∑
k 6= j
αk j|l,k〉〈l, j|
Comme ρ est déjà de trace un et comme il suffit que αk j = α∗jk pour que ρ soit hermitien,
il ne faut vérifier que la propriété positive de ρ .
〈ψ|ρ|ψ〉=
l
∑
m,i=−l
βmβ ∗i 〈l, i|ρ|l,m〉 où |ψ〉=∑
m
βm|l,m〉
= |βl|2+ ∑
m,i,k 6= j
αk jβmβ ∗i δkiδ jm
= |βl|2+∑
k 6= j
αk jβ jβ ∗k
= |βl|2+2∑
k> j
Re(αk jβ jβ ∗k )
= |βl|2+2∑
k> j
|αk j||β j||βk|cos(θk j+θ j−θk)
où θk j et θ j sont respectivement les phases complexes de αk j et β j. De plus, si nous supposons
qu’il existe au moins un αk j =α∗jk non nul et que, sans perte de généralité, il s’agisse de α−l,l−1,
il faudra que cet état soit un état positif pour tous les |ψ〉. Choisissons
β j =

1√
2
si j =−l
eiθ√
2
si j = l−1
0 sinon
.
Alors, 〈ψ|ρ|ψ〉 = |α−l,l−1|cos(θ−l,l−1 + θ) il suffira de choisir un θ tel que 〈ψ|ρ|ψ〉 < 0.
Ainsi, pour un état maximalement aligné, toutes les composantes hors diagonales doivent être
nulles pour respecter la propriété positive des états. Alors, les états maximalement alignés sont
uniques.

Annexe II
Décomposition équivalente de ρ(n+1)
Vérifions que ρ(n+1) en termes des Ei de (4.5) est le même ρ(n+1) que celui de (4.2).
4
∑
i=1
Eiρ(n)E†i =
1
2(2l+1)2
((2l+1)2+1−4n23)ρ(n)+
2
(2l+1)2
(1−4n23)Lyρ(n)Ly
+
2
(2l+1)2
(Lθz +2in3 sinθLy+n3 cosθ)ρ
(n)(Lθz −2in3 sinθLy+n3 cosθ)
+
2
(2l+1)2
(Lθx +2in3 cosθLy−n3 sinθ)ρ(n)(Lθx −2in3 cosθLy−n3 sinθ)
=
(1
2
+
1−4n23
2(2l+1)2
)
ρ(n)+
2
(2l+1)2
(1−4n23)Lyρ(n)Ly
+
2
(2l+1)2
[Lθz ρ
(n)Lθz +L
θ
x ρ
(n)Lθx +4n
2
3Lyρ
(n)Ly+n23ρ
(n)
+2in3 sinθ(Lyρ(n)Lθz −Lθz ρ(n)Ly)+n3 cosθ(Lθz ρ(n)+ρ(n)Lθz )
+2in3 cosθ(Lyρ(n)Lθx −Lθx ρ(n)Ly)−n3 sinθ(Lθx ρ(n)+ρ(n)Lθx )
=
(1
2
+
1−4n23
2(2l+1)2
)
ρ(n)+
2
(2l+1)2
Lzρ(n)Lz+
2n23
(2l+1)2
ρ(n)
+
1
(2l+1)2
(L+ρ(n)L−+L−ρ(n)L+)
+
2
(2l+1)2
[2isinθ(Lyρ(n)(sinθLx+ cosθLz)− (sinθLx+ cosθLz)ρ(n)Ly)
+2in3 cosθ(Lyρ(n)(cosθLx− sinθLz)− (cosθLx+ sinθLz)ρ(n)Ly)
+n3 cosθ(ρ(n)(sinθLx+ cosθLz)+(sinθLx+ cosθLz)ρ(n))
−n3 sinθ(ρ(n)(cosθLx− sinθLz)+(cosθLx+ sinθLz)ρ(n))
=
(1
2
+
1−4n23
2(2l+1)2
)
ρ(n)+
2
(2l+1)2
(Lz+n3)ρ(n)(Lz+n3)
+
1+2n3
(2l+1)2
L+ρ(n)L−+
1−2n3
(2l+1)2
L−ρ(n)L+ = ρ(n+1)

Annexe III
Approximation des grands l et d’état semi classique
Voyons comment se réduisent 〈Lθ(n)x (n+ 1)〉 et 〈Lθ(n)z (n+ 1)〉 si l 1 et que Lθ(n)z ρ(n) ≈
lr(n)ρ(n). Commençons par 〈Lθ(n)x (n+1)〉.
〈Lθx (n+1)〉=−
4
(2l+1)2
n3 cosθ
≈0︷ ︸︸ ︷
〈Lθx Lθz 〉−
4
(2l+1)2
n3 sinθ(l(l+1)−〈(Lθx )2〉)
≈ 4n3
(2l+1)2
sinθ(l(l+1)− 1
2
(l(l+1)− l2r2))
=− n3
2(1+1/2l2)
sinθ(1+
1
l
+ r2)
≈−(1+ r
2)
2
n3 sinθ
Faisons la même chose pour 〈Lθ(n)z (n+1)〉.
〈Lθ(n)z (n+1)〉=
≈1︷ ︸︸ ︷(
1+
2
(2l+1)2
)
〈Lθz +
4
(2l+1)2
n3 sinθ
≈0︷ ︸︸ ︷
〈Lθx Lθz 〉
+
4
(2l+1)2
n3 cosθ(l(l+1)−〈(Lθz )2〉)
≈ rl+ 4
(2l+1)2
n3 cosθ(l(l+1)− r2l2)
= rl+
n3
(1+1/2l2)
cosθ(1+
1
l
− r2)
≈ rl+(1− r2)n3 cosθ
Maintenant, voyons comment ces nouvelles expressions simplifieront le calcul de θ˙(n) et
de r˙(n). Commençons par θ˙(n).
θ˙ ≈ 〈L
θ(n)
x (n+1)〉
〈Lθ(n)z (n+1)〉
≈ −
(1+r2)
2 n3 sinθ
rl+(1− r2)n3 cosθ
≈−(1+ r
2)
2rl
n3 sinθ
(
1− (1− r
2)n2 cosθ
rl
)
≈−n3
l
(1+ r2)
2r
sinθ
xxx
Faisons la même chose pour r˙(n).
2rr˙ =
(1+ r2)2n23
4l2
sin2 θ +
(rl+(1− r2)n3 cosθ)2
l2
− r2
≈ n3
l
2r(1− r2)cosθ
Annexe IV
Exemple de calculs de traces partielles
Voici comment a été calculée la trace partielle (4)(c) de la section 5.4.1 du chapitre 5 (il
est à noter que le calcul de Mathematica considérait déjà T i j symétrique et de trace nulle).
1
2
T klLiρL jtr(Si{Sk,Sl}S j) = T 11(LxρLx−LzρLz)+T 22(LyρLy−LzρLz)
+T 12(LxρLy+LyρLx)+T 13(LxρLz+LzρLx)
+T 23(LyρLz+LzρLy) obtenu par Mathematica
= T i jLiρL j , car T 33 =−T 11−T 22 et, car T i j = T ji
Voici comment a été calculée la trace partielle (9)(b) de la section 5.4.1 du chapitre 5. Pour
RmLiL jρLkLltr(SiS jSmSkSl), nous ne travaillerons qu’avec la partie en R1, car les manipulations
pour R2 et R3 sont exactement les mêmes.
iR1(LxLxρ[Ly,Lz]−LyLxρLxLz−LyLyρLzLy+[Ly,Lz]ρLxLx+LyLzρLyLy
+LzLxρLxLy−LzLyρLzLz+LzLzρLyLz) par Mathematica
= iR1(iLxLxρLx−LyLxρLxLz−LyLyρLyLz+ iLxρLxLx+LzLyρLyLy
+LzLxρLxLy−LyLzρLzLz+LzLzρLzLy+[Ly,Lz]ρLyLy−LyLyρ[Lz,Ly]
− [Lz,Ly]ρLzLz+LzLzρ[Ly,Lz])
=−l(l+1){ρ,R1Lx}−R1ε1 jkL jLlρLlLk
⇒ RmLiL jρLkLltr(SiS jSmSkSl) =−l(l+1){ρ,~R ·~L}−Riεi jkL jLlρLlLk
Voici comment a été calculée la trace partielle (9)(c) de la section 5.4.1 du chapitre 5 (à
noter que le calcul de Mathematica considérait déjà T i j symétrique). De plus, nous ne travaille-
rons qu’avec la partie en T 11 et en T 12, car les manipulations pour les autres coefficients sont
exactement les mêmes. Pour T 11, nous avons
T 11(l(l+1){ρ,LxLx}+LyLiρLiLy+LzLiρLiLz) par Mathematica.
Aussi, sachant que T 22 et T 33 sont de la même forme et sachant que leur somme avec T 11
est nulle, nous pouvons réécrire la somme des trois termes de telle sorte que nous pouvons en
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déduire un nouveau coefficient pour T 11.
T 11(l(l+1){LxLx,ρ}−LxLiρLiLx)
Pour T 12, nous avons
T 12(LxLyρLxLx+LxLyρLzLz+LyLyρLxLy+LzLzρLxLy
−LxLzρLzLy+LxLxρLyLx+LzLzρLyLx+LyLxρLyLy+LyLxρLzLz
−LyLzρLzLx) par Mathematica
= T 12(l(l+1)LxLyρ−LxLyρLyLy+ l(l+1)ρLxLy−LxLxρLxLy−LxLzρLzLy)
+T 21(l(l+1){LyLx,ρ}−LyLiρLiLx) , car T 12 = T 21.
Nous pouvons alors déduire de ceci que (9)(c) donne ceci :
l(l+1)T i j{LiL j,ρ}−T i jLiLkρLkL j
Annexe V
Exemples de calcul de traces
Dans la présente annexe, nous fournirons quelques exemples de traces intervenant dans le
calcul de la différence des probabilités de succès du chapitre 5. En voici un qui intervient à la
section 5.5.2.
Rkεik jtr(LiρL jLz) = Rkεik jtr(ρL jLzLi) par cyclicité de la trace
= Rkεik jtr(ρL jLiLz)+ iRkεik jε3iltr(ρL jLl) par (3.1)
= iRktr(ρLkLz)+ iRk(δklδ j3−δk3δ jl)tr(ρL jLl) par (3.2)
= i〈~R ·~LLz〉+ i〈Lz~R ·~L〉− iR3l(l+1)
= 2iR3〈L2z 〉− iR3l(l+1) , car ~R= (0,0,R3)
En voici un second de la même section.
R jtr(LiρL jLiL2z ) = R jtr(ρL jLiL
2
zLi) par cyclicité de la trace
= R jtr(ρL jLiLzLiLz)+ iε3ikR jtr(ρL jLiLzLk) par (3.1)
= l(l+1)〈~R ·~LL2z 〉+ iε3ikR jtr(ρL jLiLkLz)+ iε3ikR jtr(ρL jLiLkLz)
− ε3ikε3klR jtr(ρL jLiLl) par (3.1)
= l(l+1)〈~R ·~LL2z 〉−2〈~R ·~LL2z 〉− (δl3δi3−δil)R jtr(ρL jLiLl) par (3.2)
= (l(l+1)−3)〈~R ·~LL2z 〉+ l(l+1)〈~R ·~L〉
= (l(l+1)−3)R3〈L3z 〉+ l(l+1)R3〈Lz〉 , car ~R= (0,0,R3)
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Voici maintenant un exemple de calcul qui survient dans la section 5.5.3.
T i jε jkltr(LiLkρLlLz) = T i jε jkltr(ρLlLzLiLk) par cyclicité de la trace
= T i jε jkltr(ρLzLlLiLk)+ iT i jε jklεl3mtr(ρLmLiLk) par (3.1)
= T i jε jkltr(ρLzLlLkLi)+ iT i jε jklεikmtr(ρLzLlLm)+ iT i3tr(ρLkLiLk)
− iT i jtr(ρL jLiLz) par (3.1)
=−iT i j〈LzL jLi〉+ i
=0︷︸︸︷
T ii tr(ρLzLmLm)− iT i jtr(ρLzLiL j)+ il(l+1)T i3
−T i3εikltr(ρLkLl)−T i j〈L jLiLz〉 par (3.1) et par (3.2)
=−iT i j〈LzL jLi〉− iT i j〈LzLiL j〉− iT i j〈L jLiLz〉
+ i(l(l+1)−1)T i3〈Li〉 par (3.2)
=−iT ji〈LzL jLi〉− iT i j〈LzLiL j〉− iT ji〈L jLiLz〉
+ i(l(l+1)−1)T i3〈Li〉 , car T i j = T ji
= i(l(l+1)−1)T i3〈Li〉−2iT i j〈LzLiL j〉− iT i j〈LiL jLz〉
Annexe VI
Système de référence stationnaire pour s= 12
Cette annexe nous servira à trouver l’état dans lequel le système de référence se retrouve
après une infinité de mesures de moments cinétiques de s = 12 . Pour ce faire, nous pouvons
regarder de plus près l’équation (4.2) pour constater que l’action de la mesure sur des états du
type |m〉〈m,| est la suivante :
|m〉〈m,| →
1
∑
a=−1
P(m+a,m,+a)|(m,m,)|m+a〉〈m,+a|
où les P(m+a,m,+a)|(m,m,) > 0. De plus, il est possible de montrer que
1
∑
a=−1
P(m+a,m,+a)|(m,m,) 6 1.
Il est également possible de montrer que l’égalité ne survient que si m=m,. Sachant cela, nous
pouvons en déduire que toutes les composantes hors diagonales de l’état de notre système de
référence finiront par s’approcher asymptotiquement de 0 au fil des mesures, car elles ne feront
qu’être multipliées par des facteurs plus petits que 1. Ainsi, après une infinité de mesures, seule
la diagonale subsistera.
Ensuite, pour les termes diagonaux, nous devons calculer les
P(m+a,m+a)|(m,m) = Pm+a|m.
Pm±1|m =
1±2n3
(2l+1)2
(l(l+1)−m(m±1)),
Pm|m = 1−Pm+1|m−Pm−1|m
Par la suite, si nous voulons connaître l’état asymptotique du système de référence (après une
infinité de mesures), il faudra trouver l’état dit stationnaire, c’est-à-dire l’état qui ne changera
pas lors d’une mesure. Tout d’abord, nous savons qu’il est de cette forme :
ρ(∞) =
l
∑
m=−l
Pm|m〉〈m|
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et que ρ(∞+1) = ρ(∞). Ceci signifie que
ρ(∞+1) =
l
∑
m=−l
Pm(1−Pm+1|m−Pm−1|m)|m〉〈m|
+
l
∑
m=−l
PmPm+1|m|m+1〉〈m+1|+
l
∑
m=−l
PmPm−1|m|m−1〉〈m−1|
=
l
∑
m=−l
(Pm−PmPm+1|m−PmPm−1|m+Pm−1Pm|m−1
+Pm+1Pm|m+1)|m〉〈m|
=
l
∑
m=−l
Pm|m〉〈m|= ρ(∞)
⇔ PmPm+1|m = Pm+1Pm|m+1
⇔ Pm+1 = Pm 1+2n31−2n3
⇔ Pm = K
(
1+2n3
1−2n3
)m
= Keβm
où K est une constante à déterminer.
Ainsi, nous savons que
ρ∞ = K
l
∑
m=−l
eβm|m〉〈m|
=
1
tr(eβLz)
l
∑
m=−l
eβm|m〉〈m|
où K a été choisie afin que notre état soit un état quantique valide (normalisé). Il est à noter que
cette démonstration est fortement inspirée de [22].

