We describe a fast quantum computer based on optically controlled electron spins in charged quantum dots that are coupled to microcavities. This scheme uses broad-band optical pulses to rotate electron spins and provide the clock signal to the system. Non-local two-qubit gates are performed by phase shifts induced by electron spins on laser pulses propagating along a shared waveguide. Numerical simulations of this scheme demonstrate high-fidelity single-qubit and twoqubit gates with operation times comparable to the inverse Zeeman frequency.
We describe a fast quantum computer based on optically controlled electron spins in charged quantum dots that are coupled to microcavities. This scheme uses broad-band optical pulses to rotate electron spins and provide the clock signal to the system. Non-local two-qubit gates are performed by phase shifts induced by electron spins on laser pulses propagating along a shared waveguide. Numerical simulations of this scheme demonstrate high-fidelity single-qubit and twoqubit gates with operation times comparable to the inverse Zeeman frequency. Quantum computers potentially allow improvement in computational speed over existing computers if an architecture is found with a fast clock rate and the ability to be scaled to many qubits and operations [1] . Electron spins of charged semiconductor quantum dots are promising candidates for such an architecture because of their potential integration into existing microtechnology. Most proposals for electron spin quantum computers [2, 3, 4, 5] , however, restrict logic operations to nearest-neighbors, limiting the computational clock rate. Optically mediated quantum logic [6, 7, 8, 9] for two-qubit gates and fast single qubit rotations [10, 11] may improve the overall clock rate of the system. Several previous works suggest techniques for fast single-qubit rotations of electron spins. Ground-state coherence generation via ultrafast pulses in molecular, atomic, and quantum dot spectroscopy [11, 12, 13, 14, 15, 16] indicates the ability to control ground state populations and phases. This control is faster than that of microwave pulses or multiple, adiabatic narrow-band optical pulses. The application of ultrafast pulses to U(1) control of single quantum-dot qubits has been proposed [10] . Here we describe complete optical SU(2) control of single dots using similar techniques.
There are also proposals for optically-mediated entanglement formation between two non-local qubits. One type of proposal uses coherently generated single photons [9, 17] , but requires precisely shaped optical pulses. Recent methods for the entanglement of atomic ensembles via simple optical pulses [18, 19] have led to proposals for optically-mediated two-qubit gates based on small phase shifts of light via single qubits in cavities [8] . These latter techniques may be easier and faster than the use of coherently generated single photons. Here, we propose a unique way to combine both fast, SU(2) single-qubit rotations and fast, optically-mediated two-qubit gates on a single semiconductor chip. These elements may lead toward the fastest potentially-scalable quantum computing scheme of which the authors are aware. tecture. It is a square millimeter of a semiconductor chip patterned with cavities. Each cavity holds a single charged quantum dot and is connected to other cavities through a switched, circular waveguide. Each quantum dot can be individually addressed by focused optical pulses incident perpendicular to the plane of the chip to perform single qubit rotations. These pulses are part of a pulse train that serves as the system clock and could be supplied by a semiconductor mode-locked laser [20] . Pulses in the plane of the chip couple distant qubits, forming a "quantum bus" or "qubus," which is the foundation of a two qubit gate.
We now examine each aspect of this scheme in more detail. The dots themselves are single-charged, large-area quantum dots (e.g. InGaAs). Such dots are strong candidates for this architecture because they readily form the three-level Λ system necessary for stimulated Raman transitions (Fig. 2a) and they have the large oscillator strengths [21] necessary for fast spin rotations. The two lower states of this system are the electron Zeeman states and are split by a magnetic field applied along the zdirection, which is perpendicular to the growth axis. The excited state consists of two electrons in a spin-singlet and a hole. The large heavy-hole/light-hole splitting allows us to neglect states from the light-hole excitons and describe the exciton angular-momentum states in the xbasis: |m h = ±3/2 x . If we apply σ + -polarized light to the system, the two electron-spin states, denoted |0 and |1 , are coupled to each other through the single |m h = +3/2 x state, denoted |e ( Fig. 2a and b) .
Pulse Amplitude Both single qubit and two-qubit gates can be understood from the rotating-frame Hamiltonian
where P j = |j j| is the projection operator for |j and σ + j = |e j| is the raising operator for |j . Referring to Fig. 1 , δ is the ground-state splitting and ∆ is the detuning of the center frequency of the light pulse from ω 0 , the frequency of the |0 → |e transition. The meaning of the Rabi frequency Ω j (t) differs in the analyses of single and two-qubit gates. For single qubit gates, the intense light pulse perpendicular to the cavity is treated as a classical field and Ω j (t) is the product of the dipole matrix element and the time-dependent electric field amplitude of the the light. For two-qubit gates, a weak coherent state of light interacts with the quantum dot in the single-mode cavity and Ω j (t) is a time-dependent Jaynes-Cummings coupling parameter multiplied by the cavity-photon annihilation operator a. There are also incoherent dynamics to be included in the time evolution of the system, so that the total time evolution is governed by the master
Here, Γ is the spontaneous emission rate of state |e and T 2 is the electron spin decoherence rate. An approximation of the solutions of this equation may be found by the adiabatic elimination of the excited state, which is valid when the detuning ∆ is much larger than all other rates in the system. The three-level system is then reduced to the two-level spin system with effective Hamiltonian H eff = G − B eff · S, where S is the spin operator of the electron, G(t) generates an irrelevant overall phase, and the effective field is approximately
For simplicity, we consider a symmetric Λ system with Ω 0 = Ω 1 , in which case B y eff = 0. Small deviations from this condition may alter the direction of B eff during the pulse, but they do not adversely affect the overall scheme.
For single-spin rotations in which short, intense, highly detuned pulses are used, the effective field can be much larger than the applied magnetic field; i.e. the effective Rabi frequency
is much faster than the Larmor frequency. The rotation axis is determined by the phase difference between frequency components that are separated by the Zeeman frequency within the pulse spectrum (Fig. 2b  and c) and thus by the delay time of the pulse with respect to clock intervals occurring with period 2π/δ. To see this, imagine that the spin precesses at Larmor frequency δ for a time φ/δ, at which point an intense, broadband pulse is applied that rotates it through an angle θ about B eff , which is approximately in thex direction. Then, the spin freely precesses again for a time (2π−φ)/δ. This sequence can be written as the unitary operator
which describes a rotation with an axis determined by φ. Pulses in a pulse train starting at t = 0 that arrive at intervals of exactly one Larmor period cause rotations around the same axis, which we define as the x-axis. Pulses delayed by one fourth or one half of the clock period will have a phase difference of π/2 or π, causing rotations about the y-axis or −x-axis, respectively (Fig. 3 ). This sequence of three pulses can occur in less than the inverse Zeeman frequency, and thus for a reasonable Zeeman splitting of 100 GHz, an arbitrary single qubit gate can be implemented in 10 ps. To evaluate the importance of terms neglected in our approximate analysis, we numerically solve Eq. (2) as a three-state system driven by the classical field Ω 1 (t) using adaptive Runge-Kutte techniques. We use the realistic quantum dot parameters Γ = (200 ps) −1 [22] , T 2 = 10 µs [5, 23] , and δ = 100 GHz. We assume a Fourier-transform-limited Gaussian pulse detuned by 10 THz with 100 fs full-width-half-maximum. Using the definition of fidelity F = ψ| ρ |ψ , where |ψ is the desired quantum state, we find it is possible to implement both π-and π/2-pulses with a fidelity F > 0.999 (applied pulse energy densities of 14 µJ/cm 2 and 5 µJ/cm 2 respectively, which is within the energy output of mode-locked semiconductor lasers followed by optical amplifiers). The fidelity as a function of Rabi frequency (at the optimal detuning) is shown for both π-and π/2 pulses in Fig. 4a . The general shape of the curve is increasing with Rabi frequency, as larger Rabi frequencies allow for larger detunings and therefore excite less population into the excited state. There are also some oscillations visible in the curve that are related to Rabi oscillations as the system finds optimum detuning regions. The high fidelity of the single-pulse Raman rotation is due to the speed of the pulse; all relaxation and decoherence processes occur at a time scale much slower than the pulse time.
For two-qubit gates implemented via the "qubus" concept, the single mode cavity is driven by a narrow-band coherent-state pulse. We assume δ ≫ ∆g 2 |α| 2 /(4∆ 2 + Γ 2 ), where α is the coherent state amplitude and g is the vacuum Rabi splitting of the microcavity system. With this assumption, the Hamiltonian is nearly diagonal and there is negligible population change to the qubit. According to perturbation theory, the dominant correction term is the first-order diagonal correction found in the rightmost term of Eq. (3). This term describes an effective Hamiltonian of the form JS z a † a, with J = δg 2 /(4∆ 2 + Γ 2 ). This interaction varies the phase of the coherent state field depending on the spin-state of the quantum dot. Quantum logic is implemented by interspersing these optical phase shifts with optical displacements achieved by mixing the coherent state pulse with a reference pulse at the optical switch. Assuming fast, accurate control of the switching ratio as well as the timing and phase of the reference pulses, the amplitude of the coherent state may be taken through a closed path in phase space. The area of this path, and the resulting geometric phase, depends on the states of the two qubits interacting with the field, allowing a controlledphase gate. Such a gate is deterministic and does not require detection or feedback. For details, see Ref. 8 .
The magnitude of the conditional phase shift depends on the detuning ∆ and the coherent state amplitude α. If ∆ is too small compared to g 2 /δ, there is insufficient selectivity between the two levels. If ∆ is too large, the magnitude of J becomes too small compared to decoherence processes. Increasing α increases the phase shift, but if α is too large then decoherence due to spontaneous emission and cavity losses becomes stronger.
To verify the magnitude and fidelity of the phase-shift operation as a function of ∆ and α, we performed simulations of the interaction described by Eq. (2). Although the fully-connected Λ system employed in this paper is different from the asymmetric Λ system considered in Ref. 24 , the effective Hamiltonian JS z a † a is the same, and thus many of the qualitative conclusions apply. Unlike Ref. 24 , however, quantitative calculations for the present proposal require a fully-quantum-mechanical description of the cavity field, because the previous semiclassical approach fails when pulses are too fast. For our simulations, we use a basis of displaced Fock states, D(α) |n , where D(α) = exp(αa † + α * a). If a conditional phase shift ϑ occurs, the quantum dynamics may be simulated by a space of approximately |αϑ| of these states (|αϑ| = π/2 for qubus logic). We use more states than needed in the calculation to assure numerical accuracy. For these calculations, Ω 1 (t) = gS(t)a where S(t) is the convolution of the input pulse shape with the filter function of the cavity [24] . Spontaneous emission in the cavity mode may leak into both the waveguide, with rate κ c , and to lossy modes or absorption, with rate κ − κ c . The decay rate Γ is now taken as the rate of spontaneous emission into non-cavity modes, Γ l , plus emission into the cavity mode that is lost, so Γ = Γ l + (1 − κ c /κ)F (∆)Γ 0 , where Γ 0 is the decay rate of the dot in the absence of the cavity (taken to be (200 ps) −1 ), and F (∆) ≪ 1 is the Purcell factor at high detuning. For our simulations, we assume a modest cavity Q of 1000 and a cavity modevolume of one cubic wavelength inside the semiconductor; typical parameters for semiconductor microcavities [25] .
The simulations start with the system in the superposition state (|0 + |1 )/ √ 2 ⊗ |ψ i , where |ψ i is the initial state of the coherent-state optical pulse. The fidelity is then calculated as the overlap of the final density matrix with some pure state (|0 |ψ 0 + |1 |ψ 1 )/ √ 2, where |ψ j are different optical states. We find that Gaussian pulses with root-mean-square width much shorter than 20 ps cause these optical states to vary significantly from the desired phase-shifted coherent states. However, for 20 ps pulses and with detunings of ∆ = 4 THz, we are able to find values of α large enough to assure coherent states shifted by |αϑ| = π/2. We find that the final-state fidelity depends on the cavity figures-of-merit Γ l /Γ 0 and κ c /κ, as shown in Fig. 4b . If Γ l /Γ 0 = 0.1, a value consistent with existing photonic crystal cavities [25] , the fidelity may reach 99.3%. The fidelity may also be improved by increasing the pulse length, increasing the Q, or decreasing the mode-volume of the cavity. Lastly, the fidelity of the final gate also depends on optical loss in the waveguide. The analysis in Ref. 24 indicates that the percent reduction of gate fidelity is about equal to the percent amount of loss, and will therefore be a critical parameter to optimize when designing a fault-tolerant architecture.
The time required for two-qubit gate operations is limited by the pulse width and the pulse propagation time between the two qubits. Nonlocal two-qubit gates will therefore take just a few periods of the 100 GHz system clock. To allow gates between arbitrary qubits, qubits must be switched "on" and "off" with respect to their coupling to the probe pulse field. In the schematic of Fig. 1 , it is supposed that each cavity is far off-resonant from the probe pulse field so that the qubit is "off" with respect to light-mediated two-qubit gates. To switch the interaction on for a particular dot, a powerful, focused, mid-band light source is introduced only at the cavity of interest to instantaneously tune it to resonance with the probe pulse (but still detuned by ∆ from the dot) via the optical Kerr nonlinearity.
Several features of this scheme favor scalability. The ability to achieve two qubit gates between arbitrarily distant qubits is a key advantage, since schemes relying on nearest-neighbor interactions have more difficulty achieving fault-tolerant operation [26] . Another advantage of our approach is that the two quantum dots participating in two-qubit gates need not have the same frequency; several THz inhomogeneity is tolerated, easing the possibility of large-scale fabrication. Multiple rings of qubits could be integrated on a single chip and operated in parallel. Fast measurement of the qubits could be accomplished by the same conditional-phase shifts of bright coherent pulses that are measured via homodyne detection with ordinary photodetectors.
One technical challenge is presented by the g-factor inhomogeneity of quantum dots. This inhomogeneity necessitates the use of spin-echo techniques to synchronize each qubit with the master clock. This technical burden may be relieved by using donor-bound excitons instead, as these impurity transitions form the needed Λ transition but show improved g homogeneity [27, 28] .
In summary, we have outlined a proposal for performing ultra-fast, optically controlled quantum gates on electron spins in quantum dots using stimulated Raman scattering and qubit-controlled phase shifts with single optical pulses. For the single-qubit rotations, the optical pulses have a bandwidth large compared to the splitting of the two lower Λ states; for two-qubit gates the pulses must have a narrower bandwidth, but may still be as short as 20 ps. The timing of the optical pulses is precisely controlled to provide the system's clock signal and control the qubit rotation axis. The clock speed of a single qubit gate in this scheme is limited only by the lower state splitting. These methods provide the basis for an ultra-fast, scalable, solid-state, electron spin based, alloptical quantum computer.
