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a b s t r a c t
It is well known that Newton’s iteration will abort due to the overflow if the derivative of
the function at an iterate is singular or almost singular. In this paper, we study a robust
revised Newton’s method for solving nonlinear equations, which can be carried out with a
starting point with a degenerate derivative at an iterative step. It is proved that themethod
is convergent under the conditions of the Newton–Kantorovich theorem, which implies
a larger convergence domain of the method. We also show that our method inherits the
fast convergence of Newton’s method. Numerical experiments are performed to show the
robustness of the proposed method in comparison with the standard Newton’s method.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let f : (a, b)→ R be continuously differentiable. We consider computing an approximate solution of the equation
f (x) = 0. (1)
Given a starting point x0, Newton’s method is to generate a sequence {xk} to approximate the exact solution by the following
formula:
xk+1 := xk − f (xk)f ′(xk) , k = 0, 1, 2, . . . . (2)
It is well known that if x0 is close enough to the solution x¯ of (1) with f ′(x¯) nonsingular, then the sequence {xk} is well-
defined and converges to x¯, and the convergence is at least quadratic if f ′ is locally Lipschitzian near x¯. However, when the
derivative of the function at an iterate is singular or almost singular, namely |f ′(xk)| ' 0, the iteration will abort due to
overflow. To overcome this drawback, Wu et al. have investigated a revision of Newton’s method in the following form
(see [1–3]):
Algorithm 1.1. Let an initial point x0 be given and compute {xk}with the aid of the formula
xk+1 := xk − f (xk)f ′(xk)+ αkf (xk) , k = 0, 1, 2, . . . ,
where αk has the same sign as f ′(xk)f (xk)with
|αk| = α < +∞.
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Obviously, the choice ofαk ≡ 0 gives Newton’smethod.We know that, once Algorithm 1.1 fails to be convergent, one can
get nothing except by restarting themethodwith another initial point. The local convergence of Algorithm 1.1 was analyzed
in [1]. However, the local convergence results are always given with assumptions imposed on the unknown solution, and
with the requirement that the initial point is close enough to the solution. Usually it is impossible to give information
on the closeness of the starting point to the solution needed to ensure the convergence. Therefore, just like studying the
Newton–Kantorovich theorem for the standard Newton’s method, it is very necessary to study the semi-local convergence
for the revision of Newton’s method, namely, to derive the convergence conditions, which can be tested numerically before
performing the method. In this research we present a convergence result of the method, whose convergence conditions are
the same as those of the Newton–Kantorovich theorem and can be verified using a digital computer with the information on
the starting point. The result also indicates that Algorithm 1.1 has a larger convergence domain than the standard Newton’s
method. Besides, our method can work for the case where f ′(xk) = 0, which unfortunately is never allowed for the standard
Newton’s method.
2. Convergence analysis
Considering that in Algorithm 1.1, αk has the same sign as f ′(xk)f (xk) and is uniformly bounded, it is observed that the
absolute value of the denominator
|f ′(xk)+ αkf (xk)| = |f ′(xk)| + α|f (xk)|
of the formula in Algorithm 1.1 is greater than |f ′(xk)| if xk cannot be accepted as an approximation of the solution of (1).
Hence, it is trivial to prove that {xk} is well-defined, because Algorithm 1.1 can work on a very mild assumption:
Assumption 1.
|f (x0)| > ε,
where ε is the machine precision.
A powerful convergence analysis for Newton’s method is the Newton–Kantorovich theorem with the following classic
form; see [4,5], for example.
Theorem 2.1. Let f : (a, b)→ R be continuously differentiable, x0 ∈ (a, b) with f ′(x0) 6= 0 and
|f ′(x0)−1| ≤ β. (3)
Define
|f ′(x0)−1f (x0)| ≤ η, (4)
and let the inequality
|f ′(x)− f ′(y)| ≤ γ |x− y| (5)
hold for any x, y ∈ [x0 − 2η, x0 + 2η]. If
βγ η := h ≤ 1
2
, (6)
then starting with the point x0 the Newton sequence {xk} is well-defined and convergent to a solution x¯ of (1). Moreover, we have
x¯ ∈ [x0 − 2η, x0 + 2η] and the error estimation
|xk − x¯| ≤
(
1
2
)k
(2h)2
k−1(2η). (7)
Remark 1. In the literature the Kantorovich theorem is usually stated in a slightly more general form, but it is more
convenient to apply the form of Theorem 2.1 to the numerical verification of the convergence. The constant γ can be easily
estimated with the help of automatic differentiation techniques and interval analysis; see [6] for example.
It can be seen that the Kantorovich theorem quantitatively explains the local convergence of Newton’s method and gives
the prior estimation of the error.We present in the following a convergence result of Algorithm1.1 under the assumptions of
the Kantorovich theorem, namely, starting with an initial point x0, if the conditions of the Kantorovich theorem are fulfilled,
then the sequence generated by Algorithm 1.1 is also convergent.
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Theorem 2.2. Let the assumptions of Theorem 2.1 hold. Then starting with the point x0 with the choice of the parameter α
such that
αη ≤ 1
2
h, (8)
the sequence {xk} generated by Algorithm 1.1 is convergent to a solution x¯ of f (x) = 0. Moreover, we have x¯ ∈ [x0−2η, x0+2η]
and
|xk − x¯| ≤
(
1+ 2αη
2+ 2αη
)k
(2h)2
k−1(2η). (9)
We sketch the idea of the proof before proving the convergence in detail. Let us define η0 = η, β0 = β and h0 = h. We
prove firstly that the conditions (6) and (8) still hold when x0 is replaced by x1, that is, we need:
(a) to show f ′(x1) 6= 0 and estimate the upper bound β1 of |f ′(x1)−1|;
(b) to estimate the upper bound η1 of |f ′(x1)−1f (x1)|;
(c) to show 2η1 + |x1 − x0| ≤ 2η0, in order to guarantee
[x0 − 2η0, x0 + 2η0] ⊇ [x1 − 2η1, x1 + 2η1]; (10)
(d) to show h1 = β1γ η1 ≤ 12 ; here, with the mathematical induction, we can conclude
{xk+1, xk+2, . . .} ⊂ [xk − 2ηk, xk + 2ηk]. (11)
Then we prove the convergence and (9) with an estimation of ηk, for which it is necessary:
(e) to show αη1 ≤ 12h1; and then
(f) to achieve the estimate ηk ≤ ( 1+2αη2+2αη )k(2h)2
k−1η0.
Proof of theorem 2.2. The proof is divided into six parts according to the sketch mentioned above.
(a) To show that f ′(x1) is nonsingular and to estimate the upper boundβ1 of |f ′(x1)−1|, we compute the bound of |x1−x0|:
|x1 − x0| = |f (x0)||f ′(x0)| + α|f (x0)| =
|f ′(x0)−1f (x0)|
1+ α|f ′(x0)−1f (x0)| ≤
η0
1+ αη0 . (12)
The Lipschitz condition (5) yields
|f ′(x1)− f ′(x0)| ≤ γ |x1 − x0| ≤ γ η01+ αη0 <
1
β0
= |f ′(x0)|,
and therefore
f ′(x0)− γ η01+ αη0 ≤ f
′(x1) ≤ f ′(x0)+ γ η01+ αη0 ,
which implies f ′(x1) 6= 0 and
|f ′(x1)−1| ≤ 1|f ′(x0)| − γ η01+αη0
≤ β0(1+ αη0)
1+ αη0 − β0γ η0 := β1. (13)
(b)We estimate
|f ′(x1)−1f (x1)| = |f ′(x1)−1||f (x1)|.
It is clear that
|f (x1)| = |f (x1)− f (x0)− (f ′(x0)+ α0f (x0))(x1 − x0)|
≤ |f (x1)− f (x0)− f ′(x0)(x1 − x0)| + α|f (x0)||x1 − x0|.
From Taylor’s expansion as well as (12) we have
|f (x1)− f (x0)− f ′(x0)(x1 − x0)| ≤ γ2 |x1 − x0|
2 ≤ γ
2
η20
(1+ αη0)2 .
With (12) and (13) we can write
|f ′(x1)−1|γ2
η20
(1+ αη0)2 ≤
β0γ η
2
0
2(1+ αη0 − β0γ η0)(1+ αη0) (14)
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and
α|f ′(x1)−1||f (x0)||x1 − x0| ≤ (1+ αη0)αη
2
0
(1+ αη0 − β0γ η0)(1+ αη0) . (15)
Adding (14) and (15), and considering the definition in (6) we obtain
|f ′(x1)−1f (x1)| ≤ h0η0 + 2(1+ αη0)αη
2
0
2(1+ αη0 − h0)(1+ αη0) := η1. (16)
(c)We show 2η1 + |x1 − x0| ≤ 2η0. Using (12) and (16) we have
2η1 + |x1 − x0| = η0(1+ 2αη0)1+ αη0 − h0 ,
and then it follows from the condition (6) that
2η1 + |x1 − x0| ≤ η0(1+ 2αη0)
1+ αη0 − 12
= 2η0.
So far it can be concluded that, for any x ∈ [x1 − 2η1, x1 + 2η1],
|x− x0| ≤ |x− x1| + |x1 − x0| ≤ 2η1 + |x1 − x0| ≤ 2η0
holds, which means that x ∈ [x0 − 2η0, x0 + 2η0], i.e.,
[x1 − 2η1, x1 + 2η1] ⊆ [x0 − 2η0, x0 + 2η0],
and the inclusion also indicates the fact that γ is also a Lipschitz constant of f ′ over [x1 − 2η1, x1 + 2η1].
(d)We prove
h1 := β1γ η1 ≤ 12 .
From (13) and (16) it follows that
h1 = β1γ η1 = h
2
0 + 2(1+ αη0)(αη0)h0
2(1+ αη0 − h0)2 . (17)
Considering (6) we have
h1 ≤
1
2 + 2(1+ αη0)(αη0)
2( 12 + αη0)2
h0 = h0 ≤ 12 .
From (a), (b), (c) and (d), by induction we can conclude for any k = 0, 1, . . .,
[xk − 2ηk, xk + 2ηk] ⊇ [xk+1 − 2ηk+1, xk+1 + 2ηk+1],
that is to say, the inclusion (11) is true, i.e.,
{xk+1, xk+2, . . .} ⊂ [xk − 2ηk, xk + 2ηk].
If we can show ηk → 0 with k→∞, then the convergence {xk} → x¯ is trivial, where x¯ is a solution of (1), and it is obvious
that
x¯ ∈ [xk − 2ηk, xk + 2ηk], (18)
for any k = 0, 1, . . .. Before achieving the sharper estimation of ηk, which is given in the part (f), we need to show that (8)
holds too for x1.
(e)We show
αη1 ≤ 12h1.
With (16) we write
αη1 = (αη0) h0 + 2(1+ αη0)(αη0)2(1+ αη0 − h0)(1+ αη0) ,
and from (8) it follows immediately that
αη1 ≤ 12
h20 + 2(1+ αη0)h0(αη0)
2(1+ αη0 − h0)2 =
1
2
h1.
1324 Z. Wang, X. Wu / Computers and Mathematics with Applications 58 (2009) 1320–1327
(f) In order to derive a sharper estimation of ηk we show first
ηk+1 ≤ 1+ 2αη01+ αη0 hkηk. (19)
Considering (16) we can rewrite (19) for the case k = 0
η1 = h0η0 + 2(1+ αη0)αη
2
0
2(1+ αη0 − h0)(1+ αη0) ≤
1+ 2αη0
1+ αη0 h0η0
equivalently as
(2h0 − 1)
(
h0 − 2αη0(1+ αη0)1+ 2αη0
)
≤ 0,
or equivalently
2αη0(1+ αη0)
1+ 2αη0 ≤ h0 ≤
1
2
,
which, under the assumption h0 ≤ 12 , is equivalent to
2αη0(1+ αη0)
1+ 2αη0 ≤ h0,
and holds because
2αη0
(1+ αη0)
1+ 2αη0 ≤ 2αη0 ≤ h0.
Furthermore we have
η1 ≤ 1+ 2αη02(1+ αη0)η0 <
2+ 2αη0
2(1+ αη0)η0 = η0
and so with the induction we arrive at
ηk+1 ≤ 1+ 2αηk1+ αηk hkηk ≤
1+ 2αη0
1+ αη0 hkηk,
namely, the inequality (19) for the estimation of ηk is valid. And then we prove that
hk+1 ≤ 2h2k . (20)
With (17), the estimation (20) of the case k = 1 can be written as
h1 = (h0)
2 + 2(1+ αη0)αη0h0
2(1+ αη0 − h0)2 ≤ 2h
2
0
or
p(h0) := 4h0(1+ αη0 − h0)2 − h0 − 2(1+ αη0)αη0 ≥ 0,
and it can be solved to give that p has three zeros: 0 ≤ x1 ≤ x2 ≤ x3 where
x1 = 4αη0 + 3−
√
8αη0 + 9
4
,
x2 = 12 ,
x3 = 4αη0 + 3+
√
8αη0 + 9
4
.
In order to guarantee the relation (20) for the case k = 0 we need
4αη0 + 3−√8αη0 + 9
4
≤ h0,
which can follow from (8) and the inequality
4αη0 + 3−√8αη0 + 9
4
= αη0 + 3−
√
8αη0 + 9
4
≤ αη0.
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Therefore (20) can be concluded inductively. Now we define
δ = 1+ 2αη0
1+ αη0 .
From (19) and (20) it follows that
ηk ≤ δhk−1ηk−1 ≤ δ2hk−1hk−2ηk−2 ≤ · · · ≤ δkhk−1hk−2 · · · h0η0
≤ (2h0)2k−1(2h0)2k−2 · · · (2h0)0η0/2k = (2h0)2k−1η0
(
δ
2
)k
,
and from (18) we conclude the error estimation (9). Considering (8) we have
1
2
≤ δ
2
= 1+ 2αη0
2+ 2αη0 ≤
1+ h0
2+ h0 ≤
3
5
, (21)
by which the convergence is guaranteed. Therefore the proof is completed. .
Remark 2. The conditions of Theorem 2.2 can be verified numerically. For the choice α = 0, the condition (8) is fulfilled au-
tomatically, the error estimation (9) reduces to (7), and consequently Theorem 2.2 coincides with the Newton–Kantorovich
theorem. Therefore, Theorem 2.2 is a generalization of the Newton–Kantorovich theorem.
Remark 3. Theorem 2.2 indicates that if the convergence conditions of the Newton–Kantorovich theorem hold, both
Newton’s method and Algorithm 1.1 converge, which means that the convergence conditions of Newton’s method can
also guarantee the convergence of Algorithm 1.1. The algorithm can also work with an initial point where the derivative f ′
vanishes or nearly vanishes. This, together with Theorem 2.2, further implies that Algorithm 1.1 has a convergence domain
larger than that of Newton’s method.
Remark 4. The fast convergence of Newton’s method can be quantitatively interpreted through the estimation (7), because
the upper bound therein converges to 0 quicklywhen 2h < 1. Similarly, the error estimation (9) indicates that Algorithm 1.1
inherits the fast convergence of Newton’s method. We also notice that from (21) it follows that the bound in (7) is sharper
than that in (9), which indicates that Algorithm 1.1 might not converge as fast as Newton’s method. However, in both of
the error estimations the crucial factor for ensuring fast convergence is (2h)2
k−1; hence the convergence speeds of the two
methods differ little when 2h < 1, especially when 2h 1.
3. Numerical experiments
In this section we perform the numerical experiments to support the arguments in Remarks 3 and 4. The test functions
are given in Table 1. Our experiments are performed in the setting of Matlab 6.5, in which the machine precision reads
ε = 2.220446049250313e− 016.
Considering sign(0) = 0, in order to keep the robustness of Algorithm 1.1 we choose αk in the implementation in the
following way:
αk =
{
αsign(f ′(xk)f (xk)) |f ′(xk)f (xk)| ≥ ε
α |f ′(xk)f (xk)| < ε,
where α > 0 is chosen satisfying (8) for the case where f ′(x0) 6= 0. For the case where f ′(x0) = 0 or f ′(x0) ' 0, the
restriction (8) imposed on α is not yet meaningful; therefore we choose α = 1. Algorithm 1.1 is terminated once
|f (xk)| ≤ ε.
This, along with the stopping criterion
|f ′(xk)| < ε,
is also applied for Newton’s method in the practical implementation. We report the numerical results in Tables 2–6, where
NM and RNM stand for the number of the iterations needed to compute an acceptable approximate solution using Newton’s
method and using Algorithm 1.1, respectively. We give the following remarks on the numerical results.
(1) The results in Table 2 serve to illustrate that Algorithm1.1workswell with the starting points x0 = xˆ, where xˆ satisfies
f ′(xˆ) = 0. For this choice, Newton’s method cannot work.
(2) In Table 3, the numerical results are reported to demonstrate the superior performance of Algorithm 1.1 starting
from the points xˆ +  with different choices of  listed in the table. Here xˆ is the point where the derivative f ′ vanishes. In
Table 4, we record the derivatives f ′(x0) at the initial points. The values are very close to zero. In Table 5, the constant h is
recorded for the cases where Newton’s method fails for the starting point x0 = xˆ+; we omit the values for the cases where
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Table 1
Functions.
Problem 1. 2− x− sin(x)
Problem 2. x− arctan(x− 2)
Problem 3. xe−x − 0.1
Problem 4. x3 − 2x− 5
Table 2
Results for Algorithm 1.1 with x0 and f ′(xˆ) = 0.
x0 = xˆ Appx. sol. RNM
Problem 1. pi 1.1060601577063e+000 7
Problem 2. 2 1.2743926619383e+000 9
Problem 3. 1 1.1183255915896e+000 6
Problem 4.
√
2/3 2.0945514815423e+000 6
Table 3
NM/RNM for x0 = xˆ+ .
 1e−2 1e−6 1e−12 1e−16
Problem 1. 183/7 74/7 failure/7 failure/7
Problem 2. 5/9 5/9 failure/9 failure/9
Problem 3. failure/9 failure/9 failure/9 failure/6
Problem 4. 16/6 39/6 73/6 failure/6
Table 4
Value of |f ′(x0)|with x0 = xˆ+ .
 1e−2 1e−6 1e−12 1e−16
Problem 1. 5.0000e−005 5.0004e−013 < ε < ε
Problem 2. 9.9990e−005 1.0001e−012 < ε < ε
Problem 3. 3.6422e−003 3.6788e−007 3.6793e−013 < ε
Problem 4. 4.9290e−002 4.8990e−006 4.8992e−012 4.4409e−016
Table 5
Value of hwith x0 = xˆ+ .
 1e−2 1e−6 1e−12 1e−16
Problem 1. — — NaN NaN
Problem 2. — — NaN NaN
Problem 3. 2.9496e+006 2.8827e+018 2.8815e+036 NaN
Problem 4. — — — 8.4657e+047
Newton’s method converges, and denote them just by —. In the tables ‘NaN’ means the situation of overflow happening in
the experiments, mainly due to the singularity of the derivative. The results in Tables 3 and 5 show that even when the
conditions of the Kantorovich theorem are not fulfilled, Algorithm 1.1 may be still convergent, and may also perform very
well. This can be explained by the Kantorovich theorem and the restriction (8) delivering only sufficient conditions for the
convergence. Actually, the algorithm can work only under Assumption 1.
(3)We compare the numbers of iterations of the two methods with the starting points listed in Table 6, for which the
conditions of the Kantorovich theorem are fulfilled. We carry out Algorithm 1.1 with the choice of α ≤ α¯, where
α¯ = h
2η
= βγ
2
.
The numbers of iterations are reported in Table 7. It can be seen thatwithα decreasing to 0, the performance of Algorithm1.1
becomes closer and closer to that of Newton’smethod, although the difference in performance is not obvious.We also report
in Table 7 the case where Algorithm 1.1 converges with the condition (8) not satisfied, e.g., for the choice α = 2α¯. See the
second column of Table 7.
4. Concluding remarks
Algorithm 1.1 is a revision of Newton’s method. Comparing with Newton’s method, it is more robust since it works well
in the case where f ′(xk) = 0. Besides, the method performs better near a nonsingular solution of (1); this is supported by
Theorem 2.2. This theorem, together with the numerical results, suggests that Algorithm 1.1 may have a larger convergence
domain, although this needs further theoretical investigation.
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Table 6
Parameters for x0 with (6) fulfilled.
x0 h α¯
Problem 1. 0.5 0.45474346590102 0.41830284511608
Problem 2. −1 0.47762522449563 0.63019472096611
Problem 3. −1 0.19421433449939 0.18732310266664
Problem 4. −2.5 0.24313163520779 0.13031855647138
Table 7
NM/RNM for x0 given in Table 6. with α := α¯.
RNM NM
 2 1 0.5 1e−2 1e−5 1e−8 0
Problem 1. 6 5 5 5 5 5 5
Problem 2. 6 5 4 3 3 3 3
Problem 3. 8 7 7 7 7 7 7
Problem 4. 10 14 16 21 18 18 18
On the other hand, a revision of Newton’s method may not converge as fast as Newton’s method; this is to some extent
true for Algorithm 1.1. However, as explained in Remark 4 and demonstrated by the numerical results, the difference in
convergence speed is not obvious, especially for a small h. It also looks promising to accelerate the convergence of our
algorithmby introducing a certain adaptive strategy for the choice ofαk. For example, we can choose |αk| large enoughwhen
|f ′(xk)| is closely degenerate, and choose otherwise |αk| small enough, so that Algorithm 1.1 inherits the fast convergence
of Newton’s method. This would be very advantageous in practice.
Since Algorithm 1.1 can work under Assumption 1, which is very mild, it seems more reasonable to replace (3) and (4)
respectively by the following two weaker conditions:
1
|f ′(x0)| + α|f (x0)| ≤ β and
|f (x0)|
|f ′(x0)| + α|f (x0)| ≤ η.
Weaker convergence conditions of Algorithm 1.1 will be investigated in later work.
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