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RESUMEN
Uno de los grandes problemas que afrontan las empresas de distribucio´n de energ´ıa tanto a nivel
nacional como internacional, son los fraudes de energ´ıa cometidos por los usuarios. En el presente
proyecto de investigacio´n se presenta y aplica una nueva metodolog´ıa para la deteccio´n de perdidas
no te´cnicas en sistemas de distribucio´n, la cual sigue los lineamientos establecidos en el proceso de
miner´ıa de datos. La metodolog´ıa parte del hecho en el cual no se conocen a priori las etiquetas para
aquellos registros Normales y Sospechosos, que conforman la base de datos; por lo cual por medio de
un proceso de validacio´n, se definen los datos que hacen parte de cualquiera de las etiquetas definidas
anteriormente. Adicionalmente se aplica una etapa previa de pre-procesamiento con el fin de realizar
una depuracio´n de la informacio´n base e identificar y remover aquellos registros con comportamiento
at´ıpicos que afectan de forma negativa el desempen˜o de los me´todos de agrupamiento y clasificacio´n.
Con el fin de clasificar un usuario, ya sea en la etiqueta de Normal o Sospechoso; se aplican 4 me´todos
de clasificacio´n: Maquina de Soporte Vectorial, Clasificador Bayes Naive y los algoritmos Adaboost
y Bagging. Las salidas de cada uno de los algoritmos permite determinar la eficiencia individual de
cada uno de ellos y la eficiencia global, la cual es el resultado de combinar los resultados de cada
me´todo. Esto ultimo se realiza con el fin de minimizar el error en la clasificacio´n. El resultado final, en
el cual se define el listado final de usuarios probablemente Sospechosos resulta de combinar la salidas
unificadas de los algoritmos de clasificacio´n y los registros que fueron detectados y filtrados en la
etapa de pre-procesamiento. Por ultimo se resalta que la metodolog´ıa que se presenta, se valida con
informacio´n real de consumos ele´ctricos normales y sospechosos, los cuales fueron identificados por la
empresa de distribucio´n, a la cual pertenece la informacio´n utilizada.
Palabras claves: Distribucio´n de energ´ıa, perdidas de energ´ıa, miner´ıa de datos, aprendizaje de
maquina, conjunto de me´todos.
ABSTRACT
One of the major problems faced by utilities, regardless if they are national or international companies,
is energy fraud committed by users. In this research is presented a new methodology for the detection
of non-technical losses in distribution systems. The methodology follows the guidelines established in
the process of data mining. The methodology considers there is unknown labels in the entire database
(suspects and normal users), and by means of a validation process, the data is assigned in each label
defined before. Additionally, a previous pre-processing step is applied, to debug the database, the goal
of this step is identify and remove atypical information, that information can affect negatively the
performance of the clustering and classification methods. In order to classify a user, either on the label
of Suspect or Normal, four classification methods are applied: Support Vector Machine, Naive Bayes
classifier and Bagging and Adaboost algorithms. The outputs of each algorithm allows determining
the individual efficiency of each of them and the overall efficiency, which is the result of combining the
results of each method, to minimize the misclassification. The final response, is a list where is defined
users probably Suspects, and is product of combining the outputs of the classification algorithms
and the database that were filtered at the step of pre-processing. Finally, the methodology presented
is validated with real data that contain normal and suspicious electricity consumption, which were
identified by a utility company.
Keywords: Energy distribution, energy losses, data mining, machine learning, ensemble methods.
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Cap´ıtulo 1
Problema de investigacio´n
1.1. Planteamiento del problema
Las pe´rdidas no te´cnicas derivadas del robo de energ´ıa u otro tipo de manipulaciones que realizan los
usuarios crean todo tipo de inconvenientes para las empresas de distribucio´n de energ´ıa ele´ctrica a
nivel mundial. Tales pe´rdidas ocurren debido a manipulacio´n y/o dan˜o en los medidores de energ´ıa,
conexiones ilegales, irregularidades en la facturacio´n y cuentas sin pagar por parte de los usuarios
[1].Cuando la energ´ıa ele´ctrica se toma ilegalmente de la red ma´s cercana, se refiere a robo directo
de energ´ıa. En varios casos, cuando las pe´rdidas totales de energ´ıa del sistema son grandes, se vuelve
evidente que las pe´rdidas no te´cnicas son serias ya que estas representan un porcentaje importante de
las pe´rdidas totales en el sistema [2].
En el suministro de electricidad a los usuarios finales, las pe´rdidas totales se refieren a la cantidad de
energ´ıa inyectada a las redes de transmisio´n y distribucio´n que no es pagada por los usuarios [3].Estas
pe´rdidas se dividen en dos componentes:
Pe´rdidas Te´cnicas
Pe´rdidas No Te´cnicas
Por defecto, la energ´ıa ele´ctrica generada debe ser igual a la energ´ıa consumida y registrada por los
usuarios; sin embargo, esta situacio´n en la realidad es diferente, ya que las pe´rdidas ocurren como un
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resultado integral del proceso de transmisio´n y distribucio´n. Las pe´rdidas totales en el sistema esta´n
dadas por la diferencia entre la energ´ıa entregada y la energ´ıa vendida, segu´n [4] :
Eloss = Edelivered − Esold (1.1)
Donde
Eloss : Es la cantidad de energ´ıa perdida [kWh].
Edelivered : Es la cantidad de energ´ıa entregada [kWh].
Esold : Es la cantidad de energ´ıa vendida [kWh].
Normalmente la energ´ıa utilizada en la subestacio´n y sus servicios auxiliares asociados se descarta de
las pe´rdidas para obtener un fiel reflejo de las pe´rdidas totales en el sistema.
1.1.1. Pe´rdidas Te´cnicas
Son pe´rdidas que ocurren de forma natural en el sistema, debido a las propiedades f´ısicas de los
componentes que conforman el mismo. Estas pe´rdidas consisten principalmente en disipacio´n de energ´ıa
en l´ıneas de transmisio´n/distribucio´n, transformadores y equipos de medida [5].
Este tipo de pe´rdidas son calculadas y controladas utilizando diversos me´todos y herramientas
computacionales, muchas de las cuales han sido desarrolladas e implementadas por empresas
distribuidoras a nivel mundial. Mejoras en las tecnolog´ıas de la informacio´n y adquisicio´n de datos
han permitido que los ca´lculos y la verificacio´n de las pe´rdidas te´cnicas sean ma´s fa´ciles. Las pe´rdidas
son calculadas basa´ndose en las caracter´ısticas ele´ctricas de los componentes, las cuales incluyen
resistencia, reactancia, capacitancia, voltaje, corriente y potencia. Las tres primeras son intr´ınsecas
de cada componente, mientras que las otras tres son obtenidas mediante mediciones en diferentes
puntos de la red [6] .Las pe´rdidas te´cnicas incluyen:
Pe´rdidas resistivas en los alimentadores primarios y secundarios ( i2×r ), acometidas y medidores
de energ´ıa. Adicionalmente se tienen tambie´n perdidas resistivas en el nu´cleo y devanados de los
transformadores de distribucio´n.
Pe´rdidas en la energ´ıa registrada (Medidores).
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Las pe´rdidas te´cnicas son determinadas en forma general en te´rminos de demanda (kW ) y energ´ıa
(kWh). La evaluacio´n de las pe´rdidas te´cnicas para cada segmento del sistema de distribucio´n permite
la identificacio´n de las a´reas y equipos que ma´s contribuyen a ellas y la mejor forma de reducir su
impacto en el sistema.
En [4] se especifica una expresio´n para calcular las pe´rdidas en los ingresos debido a las pe´rdidas
te´cnicas:
Closs = Ucost × Eloss +Mcost (1.2)
Donde
Closs : Son las pe´rdidas en los ingresos [$].
Ucost : Es el costo de la energ´ıa [$/kWh].
Eloss : Es la cantidad de energ´ıa que se pierde [kWh].
Mloss : Son los costos operacionales y de mantenimiento [$].
1.1.2. Pe´rdidas No Te´cnicas
Las pe´rdidas no te´cnicas son aquellas que ocurren independientemente de las pe´rdidas te´cnicas en
el sistema. Estas pe´rdidas son causadas por acciones externas al sistema ele´ctrico y tambie´n por
ciertas cargas o condiciones que los ca´lculos de las pe´rdidas te´cnicas fallan en tener en cuenta. Las
pe´rdidas no te´cnicas se asocian principalmente al robo de energ´ıa en cualquiera de sus diferentes
formas; adicionalmente y en casos raros puede tambie´n ser vistas como cargas de clientes que las
empresas de distribucio´n no saben que existen y pasan desapercibidas [6].
Las pe´rdidas no te´cnicas son dif´ıciles de medir ya que a menudo estas no son registradas o actualizadas
por los operadores del sistema y por tanto no se tiene informacio´n de las mismas. Hay tres fuentes
principales que contribuyen a este tipo de pe´rdidas [5]:
Aver´ıas en los componentes.
Robo de energ´ıa ele´ctrica.
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Alteracio´n de las bases de datos de los sistemas de informacio´n (fraude informa´tico).
Las pe´rdidas causadas por aver´ıas son raras y poco frecuentes. Entre los factores que ma´s influyen,
se tienen: equipos golpeados por descargas atmosfe´ricas, fin en la vida u´til del equipo y descuidos
o nulos planes de mantenimiento de los equipos. Adema´s se debe tener en cuenta que los equipos
e infraestructura en los sistemas de distribucio´n son disen˜ados considerando feno´menos naturales y
condiciones atmosfe´ricas locales.
El robo de energ´ıa, concentra el mayor porcentaje de las pe´rdidas no te´cnicas. Este fraude se realiza
en la redes de baja tensio´n y se extiende a lo largo de ella, llegando a ser ma´s cr´ıtico en los niveles
residenciales, comerciales de pequen˜a y mediana escala y algunos sectores de industria ligera, por lo que
su reduccio´n es crucial para las empresas de distribucio´n. Los factores que contribuyen a las actividades
referentes a las pe´rdidas no te´cnicas se indican en [5] y [6] , los cuales pueden ser caracterizados de la
siguiente forma:
Manipulacio´n de los medidores de energ´ıa para que registren consumos menores.
Uniones ilegales en los bornes de conexio´n del medidor para que este no registre el nuevo consumo.
Registros inadecuados o imprecisos por parte de los medidores de energ´ıa.
Cuentas de consumo ele´ctrico incorrectas1 .
Incumplimiento en el pago de las cuentas de consumo por parte de los clientes.
Fallas del medidor y equipos asociados.
Almacenamiento ineficiente o fraudulento en los sistemas de informacio´n por parte de las empresas
distribuidoras de los registros asociados a cada usuario.
Aunque algunos de los factores mostrados anteriormente son inevitables, se pueden tomar medidas
para garantizar que sus consecuencias sean mı´nimas. Varias medidas han sido aplicadas para este fin,
entre las que se incluyen aquellas basadas en tecnolog´ıa o que involucran esfuerzo humano [7] . En
1Las cuentas de consumo incorrecto se deben a errores por parte del operador de la red o por funcionarios deshonestos
que alteran las bases de datos.
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[4] se define una expresio´n general para estimar las perdidas en los ingresos debido a las pe´rdidas no
te´cnicas:
CNTL = Closs − CT loss (1.3)
Donde
CNTL : Es el costo del componente de las pe´rdidas no te´cnicas [$].
Closs : Son las pe´rdidas en los ingresos debido a las pe´rdidas totales del sistema [$].
CT loss : Es el costo de las pe´rdidas te´cnicas [$].
De la expresio´n (1.3), puede observarse que las pe´rdidas no te´cnicas tienen un componente que se
relaciona directamente con las pe´rdidas totales en el sistema y otro componente relacionado con los
ingresos que se dejan de percibir por las pe´rdidas no te´cnicas, al cual se le suman los costos de
mantenimiento. El robo de energ´ıa ele´ctrica se realiza tanto en baja como en media tensio´n, siendo el
nivel de baja tensio´n donde se registran la mayor´ıa de los casos de fraude. En [8] se enlistan en forma
amplia los me´todos ma´s utilizados en ambos niveles de tensio´n
1.2. Justificacio´n
El problema de las pe´rdidas no te´cnicas es enfrentado no solo por la mayor´ıa de pa´ıses en v´ıas de
desarrollo en A´frica, Asia o Ame´rica Latina, sino tambie´n por pa´ıses desarrollados como Estados
Unidos y el Reino Unido. Los porcentajes de pe´rdidas var´ıan de pa´ıs en pa´ıs dependiendo de factores,
como el grado de estabilidad pol´ıtica y niveles de desarrollo tanto econo´mico como social [9]. El robo
estimado de energ´ıa para algunos pa´ıses en v´ıa de desarrollo es alto y varia en un rango del 20 % al
30 %, contrario a los pa´ıses desarrollados, los cuales alcanzan valores no superiores al 3.5 % [10] . Sin
embargo en cualquier pa´ıs los montos de estas pe´rdidas tienen un impacto grande desde el punto de
vista econo´mico, por ejemplo en los Estados Unidos en el an˜o de 1998, las pe´rdidas no te´cnicas costaron
a las empresas de distribucio´n entre USD 1.000 millones y USD 10.000 millones, tomando como base
utilidades alrededor de USD 280.000 millones [1] .
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El problema de las pe´rdidas no te´cnicas no solo reside en el consumidor, el cual realiza el robo de energ´ıa,
sino tambie´n en las empresas distribuidoras de energ´ıa, las cuales cuentan con planes ineficientes
de verificacio´n y cambio de medidores de energ´ıa [11] . Adicionalmente las empresas desconocen,
no guardan o no actualizan los registros acerca del comportamiento de sus diferentes usuarios. Ma´s
alla´ de contribuir a la solucio´n del problema de las pe´rdidas no te´cnicas, conocer el comportamiento
de los usuarios se esta´ convirtiendo en un aspecto muy importante en el funcionamiento eficiente de
los sistemas actuales de distribucio´n. A partir de este conocimiento, las empresas pueden desarrollar
estrategias ma´s eficaces para reducir tanto sus porcentajes de pe´rdidas te´cnicas como no te´cnicas a
niveles tolerables. Un aspecto complementario para las empresas distribuidoras radica en el hecho que
las estrategias que se formulen pueden mejorar otros aspectos, como el operacional (optimizacio´n de
los costos de operacio´n) y el comercial (mercadeo basado en la demanda de los usuarios) entro otros
[12].
Las pe´rdidas no te´cnicas que experimentan las empresas de distribucio´n tienen grandes impactos en
diferentes a´reas (operacional, comercial, etc...) e influyen en los resultados econo´micos y financieros de
las mismas. Este u´ltimo impacto es el ma´s cr´ıtico ya que involucra la reduccio´n de beneficios, la escasez
de fondos de inversio´n en la mejora del sistema de potencia y la necesidad de implementar medidas
para hacer frente a las pe´rdidas en el sistema de potencia. Los impactos econo´micos fluyen desde las
distribuidoras que esta´n experimentando incrementos en las pe´rdidas hacia los usuarios registrados en
el sistema. En esos casos, los costos de las pe´rdidas no te´cnicas son traspasados a los usuarios para
cubrirlas dentro de las operaciones de servicios pu´blicos. Por lo tanto, la reduccio´n de las pe´rdidas
no te´cnicas es cr´ıtico para los operadores de las redes de distribucio´n con el fin de garantizar que los
costos tanto del proveedor como de los usuarios se minimicen y se mejore la eficiencia de la red de
distribucio´n [13].
1.3. Antecedentes
A trave´s de los an˜os se han propuesto y desarrollado varios me´todos para superar y minimizar los
problemas inherentes de las pe´rdidas no te´cnicas en los sistemas de potencia. Los dos me´todos ma´s
comunes actualmente en uso son:
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Instalacio´n de medidores electro´nicos (medicio´n inteligente).
Aplicacio´n de modelos de estimacio´n.
El primer me´todo propuesto en [14], indica que la instalacio´n de medidores electro´nicos es beneficiosa,
a pesar de su alto costo y las extensiones o mejoras necesarias que deben realizarse a la infraestructura
actual del sistema. Adema´s, la lectura automa´tica de la medida ha sido usada como un filtro inteligente,
proporcionando un me´todo efectivo para la medicio´n de pe´rdidas y robo de electricidad en las redes
de distribucio´n en baja tensio´n.
El segundo me´todo fue desarrollado por Fourie et al [15]. Esta aproximacio´n aplica un me´todo
estad´ıstico para minimizar las pe´rdidas de energ´ıa ele´ctrica, particularmente las pe´rdidas no te´cnicas,
en las redes de distribucio´n. El modelo de estimacio´n es considerado una aproximacio´n efectiva en
la reduccio´n del costo de la energ´ıa a los usuarios, el cual se logra mediante la evaluacio´n te´cnica y
el disen˜o econo´mico en las redes ele´ctricas de distribucio´n. Los me´todos actuales para minimizar los
impactos de las pe´rdidas no te´cnicas, imponen altos costos operacionales y requieren el uso extensivo
de recursos humanos.
En an˜os recientes, el desarrollo de nuevas tecnologias ha proporcionado nuevas maneras para
la realizacion de actividades relacionadas al fraude. Las formas tradicionales de comportamiento
fraudulento como el lavado de dinero, se han vuelto mas faciles de perpretar y su su ves se han sumado
otro tipo de actividades como fraude bancario, fraude en las redes de comunicacio´n e intrusion telefonica
[6]. La deteccion del fraude en el contexto presente se define como el “monitorear el comportamiento
de una poblacio´n de usuarios con el fin de estimar, detectar o evitar conductas indeseables”
Espec´ıficamente en [16], se reportan varias tecnicas para la deteccion del fraude. En [17] Hodgeet
al. presentan tres aproximaciones al problema de deteccion de datos at´ıpicos (No supervisado,
Semi-supervisado y Supervisado). Estos tres me´todos de aprendizaje de maquina forman parte de
cinco grandes procedimientos utilizados para la deteccio´n de valores at´ıpicos [6] .
Me´todos basados en estad´ıstica.
Me´todos basados en distancia.
Me´todos basados en densidad
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Me´todos basados en agrupamiento.
Me´todos basados en desviacio´n.
Respecto al caso concreto de la deteccio´n de perdidas no te´cnicas, los estudios realizados toman como
variable principal el perfil de carga. El perfil de carga se define como el patro´n de demanda en el
consumo de electricidad para uno o varios clientes en un periodo de tiempo [18]. Donde el periodo de
tiempo puede ser diario, semanal, mensual o anual. A continuacion se muestran ejemplos de perfiles
de carga.
En las Figura 1.1 se muestran los perfiles de carga para 2 usuarios normales, mientras que en la Figura
1.2 se tienen los perfiles de carga para dos usuarios que presentan actividades fraudulentas.
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Figura 1.1: Perfiles de carga normales
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Figura 1.2: Perfiles de carga fraudulentos
En los u´ltimos an˜os, se han realizado diversos estudios tomando como atributo principal el perfil de
carga para clasificar a los diferentes usuarios, dentro de diferentes categor´ıas en diversas empresas de
distribucio´n de energ´ıa ele´ctrica a nivel mundial, tomando como base, el comportamiento histo´rico de
consumo de energ´ıa para un intervalo de tiempo dado. Estos estudios se han llevado a cabo en varios
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pa´ıses, entre los cuales se encuentran: Taiwa´n [19], Eslovenia [20], Rumania [21] , Portugal [22] , Reino
Unido [23] , Malasia [24] , Espan˜a [25], Brasil [26] y Colombia [27].
El objetivo principal de los estudios con los perfiles de carga es extraer y registrar informacio´n
relacionada con las caracter´ısticas de los usuarios y encontrar patrones que permitan observar
tendencias sobre los consumos particulares de un usuario o un grupo de ellos. En los pa´ıses mencionados
anteriormente, los resultados obtenidos han servido para diferentes propo´sitos y los beneficios que han
recibido han sido significativos en la reduccio´n del porcentaje de pe´rdidas no te´cnicas [6].
1.4. Objetivos
1.4.1. Objetivo general
Proponer una metodolog´ıa que permita la identificacio´n y deteccio´n de usuarios con actividades de
fraude o anomal´ıas en sus equipos de medicio´n de energ´ıa ele´ctrica, teniendo en cuenta atributos
propios de los perfiles de carga.
Con el fin de cumplir el objetivo general de la investigacio´n se proponen los siguientes objetivos
espec´ıficos.
1.4.2. Objetivos espec´ıficos
1. Revisar el estado del arte actual en la aplicacio´n de te´cnicas de miner´ıa de datos en estudios de
deteccio´n de pe´rdidas no te´cnicas u otros tipos de fraude.
2. Determinar los me´todos que formara´n la metodolog´ıa a desarrollar.
3. Proponer un esquema metodolo´gico, estableciendo diferentes niveles de desarrollo.
4. Probar la metodolog´ıa propuesta.
5. Validar los resultados obtenidos.
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1.5. Estructura del documento
El trabajo que se presenta a continuacio´n plantea un esquema metodolo´gico para la deteccio´n de
perdidas no te´cnicas en sistemas de distribucio´n, debido a fraudes cometidos por los usuarios. El
documento se presenta de la siguiente manera. En el Cap´ıtulo 2 se presenta una introduccio´n a la
miner´ıa de datos y aprendizaje de maquina, exponiendo cada una de sus etapas, as´ı como una breve
explicacio´n de los algoritmos mas utilizados tanto para regresio´n como para clasificacio´n. En el Cap´ıtulo
3 se muestran los aspectos mas relevantes de conjunto de me´todos, resaltando los algoritmos Bagging
y Adaboost. En el Capitulo 4 se expone la metodolog´ıa propuesta, resaltando cada una de las etapas
que la componen. En el Cap´ıtulo 5 se describe la aplicacio´n de la metodolog´ıa propuesta sobre una
base de datos real y los resultados obtenidos. Finalmente en el Cap´ıtulo 6 se presentan las conclusiones
y recomendaciones obtenidas del presente trabajo.
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Cap´ıtulo 2
Miner´ıa de datos y Aprendizaje de
ma´quina
La miner´ıa de datos ha generado una gran atencio´n en la industria de la informacio´n y otras disciplinas
asociadas en an˜os recientes, debido a su amplia disponibilidad y capacidad para el manejo de grandes
bases de datos. El conocimiento que se obtiene, se usa para diversas aplicaciones, entre las que se
encuentra [28]:
Astronomı´a: Clasificacio´n de cuerpos celestes.
Climatolog´ıa: Prediccio´n de tormentas.
Medicina: Caracterizacio´n de enfermedades.
Manufactura: Diagno´stico de fallas.
Finanzas: Deteccio´n de fraude.
Ingenier´ıa: Monitoreo de las condiciones de diferentes equipos y sen˜ales.
La miner´ıa de datos es un resultado de la evolucio´n natural de las tecnolog´ıas en informacio´n. La
abundancia de datos, asociada con la imperiosa necesidad de herramientas poderosas para el ana´lisis
eficiente de los datos ha sido descrito como una situacio´n que se conoce como: riqueza en la informacio´n
pero pobreza en conocimiento [29].
11
El ra´pido crecimiento y la gran cantidad de datos, que son recolectados y almacenados en grandes
y complejas bases de datos, ha excedido por lejos la habilidad humana de comprenderlos sin la
ayuda de herramientas externas. Como resultado, la informacio´n recolectada en dichas bases de datos
se convierte en lo que se denomina “tumbas de datos”, archivos de informacio´n que son poco o
raramente consultados. En consecuencia, las decisiones importantes se basan a menudo, no en los datos
almacenados, ricos en informacio´n, si no en decisiones tomadas con base a la intuicio´n, simplemente
porque no se tienen las herramientas para extraer el conocimiento invaluable embebido en las vastas
cantidades de datos. Las herramientas en miner´ıa de datos desarrollan modelos, que permiten descubrir
tendencias o patrones en la informacio´n que permiten desarrollar estrategias de decisio´n segu´n sea el
caso. La creciente brecha entre los datos y la informacio´n requiere el desarrollo de algoritmos que
permitan convertir las bases de datos en conocimiento tangible [30].
2.1. Miner´ıa de datos
El proceso de miner´ıa de datos se define como el conjunto de te´cnicas que permiten explorar grandes
bases de datos, ya sea de forma semiautoma´tica o automa´tica, con el objetivo de encontrar patrones,
tendencias o reglas que expliquen el comportamiento de los datos en un determinado contexto.
El objetivo principal del proceso de miner´ıa de datos es extraer informacio´n a partir de un conjunto de
datos y transformarla en una estructura entendible para su uso posterior. Las tareas ma´s sobresalientes
e importantes dentro del proceso de miner´ıa de datos son [28] :
Clasificacio´n: Obtener un modelo que permita asignar un dato de clase desconocida, a una clase
concreta.
Regresio´n: Obtener un modelo que permita predecir el valor nume´rico de alguna variable.
Agrupamiento: Asociar los datos bajo in criterio determinado.
Los datos son la materia prima (insumo), a los cuales se les asigna un atributo, para posteriormente
convertirse en informacio´n. Cuando se elabora o encuentra un modelo, haciendo que la interpretacio´n
que surge entre la informacio´n y el modelo representen un valor agregado, se tiene un resultado el cual
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se conoce como conocimiento. El descubrimiento del conocimiento es un proceso que se muestra en la
Figura 2.1 y consiste en una secuencia iterativa de los siguientes pasos [31]:
 
Evaluación e 
interpretación 
Minería de 
Datos 
Selección y 
transformación 
Limpieza e 
integración 
Datos sin 
procesar 
Datos 
consolidados 
Datos 
preprocesados 
Patrones 
Conocimiento 
Figura 2.1: Proceso de descubrimiento de conocimiento en bases de datos
1. Establecer el problema y formular la hipo´tesis.
2. Seleccionar el conjunto de datos, diferenciando las variables objetivo (a las cuales se les requiere
predecir, calcular o inferir) y las variables independientes (las cuales sirven para ayudar en el
proceso de las variables objetivo).
3. Efectuar una etapa de pre procesamiento de los datos, la cual incluye los siguientes aspectos:
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Limpieza de los datos: Se remueve el ruido y los datos inconsistentes.
Integracio´n de los datos: Se combinan mu´ltiples fuentes de datos.
Seleccio´n de los datos: Se substraen los datos relevantes para el ana´lisis de la base de datos.
Transformacio´n de los datos: Se transforman o consolidan los datos en formas apropiadas
para la miner´ıa mediante la realizacio´n de operaciones de resumen o agregacio´n.
4. Estimar el modelo y aplicar me´todos “inteligentes ”para realizar el proceso de aprendizaje y
extraer patrones congruentes de datos.
5. Evaluar los patrones, con el fin de identificar tendencias realmente interesantes, las cuales
representan el conocimiento.
6. Identificar y evaluar los resultados obtenidos.
7. Presentar en forma apropiada el conocimiento adquirido.
El proceso de miner´ıa de datos involucra la integracio´n de te´cnicas de mu´ltiples disciplinas tales como
tecnolog´ıas de bases de datos, estad´ıstica, aprendizaje de ma´quina, computacio´n de alto desempen˜o,
reconocimiento de patrones, redes neuronales, visualizacio´n de datos, recuperacio´n de la informacio´n,
procesamiento de ima´genes y ana´lisis espacial o temporal de los datos [6].
Para concluir, se subraya que la miner´ıa de datos es considerada una de las ma´s importantes fronteras
en los sistemas de bases de datos e informacio´n, y a su vez es uno de los desarrollos interdisciplinarios
ma´s prominente en la tecnolog´ıa de la informacio´n [32].
2.2. Aprendizaje de ma´quina
El aprendizaje de ma´quina es un subcampo general de la inteligencia artificial (IA) que se enfoca
en el disen˜o y desarrollo de algoritmos y te´cnicas, que permiten a los computadores aprender y
mejorar su desempen˜o en el tiempo, basado en informacio´n que proviene de bases de datos. El
enfoque principal en la investigacio´n del aprendizaje de ma´quina es extraer informacio´n de los datos
automa´ticamente, usando me´todos estad´ısticos y computacionales y su vez generar modelos que se
basan en reglas o patrones. Por lo tanto, el aprendizaje de ma´quina no solo se relaciona con la miner´ıa
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de datos, reconocimiento de patrones o estad´ısticas, sino que tambie´n se considera como una parte de
la informa´tica teo´rica [33].
En an˜os recientes, el aprendizaje de ma´quina ha sido aplicado a una amplia variedad de aplicaciones,
las cuales se incluyen: procesamiento natural del lenguaje, motores de bu´squeda ,diagno´sticos me´dicos,
bioinforma´tica, deteccio´n del fraude en tarjetas de cre´dito, clasificacio´n de secuencias de ADN,
reconocimiento de rostros y movimiento de auto´matas (robots).
Los algoritmos utilizados en aprendizaje de ma´quina se organizan de acuerdo al tipo de entradas
disponibles o al resultado que se desea. Adicionalmente los me´todos utilizados se diferencian uno del
otro segu´n como se use el conocimiento obtenido, ya sea para agrupar, clasificar o realizar algu´n tipo
de regresio´n (Figura 2.2).
Aprendizaje de 
Maquina 
No Supervisado 
Agrupamiento 
Supervisado 
Clasificación Regresión 
Figura 2.2: Divisio´n de los me´todos en aprendizaje de ma´quina
2.2.1. Aprendizaje No Supervisado
El aprendizaje no supervisado se refiere aquellos algoritmos donde se ajusta un modelo a los datos
sin referirlos a una etiqueta de clase en particular. Ma´s espec´ıficamente, el aprendizaje no supervisado
estudia el comportamiento de sistemas con el fin de representar patrones particulares de entrada de
tal forma que estos reflejen la estructura estad´ıstica de toda la coleccio´n de datos [34]. En contraste
con el aprendizaje supervisado, no existen salidas objetivo explicitas o asociados con cada salida.
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Agrupamiento
El agrupamiento es el me´todo ma´s popular en el aprendizaje no supervisado . Este consiste en dividir
un conjunto de objetos en grupos homoge´neos de tal forma que los objetos del grupo sean similares
o guarden relacio´n entre ellos y a su vez sean diferentes o sin ningu´n tipo de relacio´n a los objetos
pertenecientes a otros grupos. El nu´mero de grupos puede ser dado, como parte de un conocimiento
ya adquirido o determinado por algu´n tipo de razonamiento heur´ıstico [35].
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Figura 2.3: Agrupamiento de datos a)Datos originales sin agrupar b)Datos agrupados
La eleccio´n de una medida de similaridad es la parte ma´s importante del conocimiento ba´sico y
determina una agrupacio´n exitosa y significativa . Existen tres tipos principales de algoritmos de
agrupamiento:
1. Particional.
2. Jera´rquico.
3. Difuso.
Las dos primeras asignan cada objeto a un grupo en espec´ıfico y la tercera genera un grado de
pertenencia de cada objeto a cada uno de los grupos definidos.
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2.2.2. Aprendizaje Supervisado
El aprendizaje supervisado se relaciona a aquellos algoritmos que crean una funcio´n objetivo a partir de
un conjunto de patrones que ya han sido descritos. Este conjunto de patrones se conoce a su vez como
conjunto de entrenamiento. En problemas de reconocimiento de patrones, los datos de entrenamiento
X consisten en parejas de observaciones (xi ∈ Rn, i = 1, . . . , l,) , con su correspondiente etiqueta de
clase Y (yi ∈ {1,−1}) . La salida de la funcio´n YM (X) consiste en una etiqueta de clase predicha para
diferentes muestras de entrada (datos de prueba). La meta principal de este algoritmo es predecir el
valor de la funcio´n para cualquier muestra de entrada, a partir de los datos de entrenamiento [36] . Se
debe resaltar que tanto los datos de entrenamiento como los de prueba pertenezcan o este´n relacionados
al dominio de la informacio´n de intere´s (Figura 2.3).
Algoritmo 
de 
aprendizaje 
 
 
Conjunto de hipótesis 
 
 
Datos de entrenamiento 
( 1 , 1 ) , …, ( , )   
 
 
 
:  
Función objetivo 
:   
 
 
 
:  
Hipótesis final 
 
 
 
:  
≈ 
Figura 2.4: Componentes del aprendizaje supervisado
El conjunto de hipo´tesis se refiere a las formuladas utilizadas (clasificadores) para aproximar la funcio´n
objetivo. El algoritmo de aprendizaje y el conjunto de hipo´tesis se engloban como el modelo de
aprendizaje.
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Clasificacio´n
La clasificacio´n o reconocimiento de patrones, como tambie´n se conoce, tiene como objetivo la
clasificacio´n de objetos en un nu´mero de categor´ıas o clases basa´ndose en los patrones que dichos
objetos exhiben. Dependiendo de la aplicacio´n, estos objetos pueden ser datos, sen˜ales, ima´genes u otro
tipo de medicio´n que necesita ser clasificada. Esta clasificacio´n se basa en un conocimiento a priori que
se adquiere de forma manual o automa´tica a partir de los datos [37]. Un sistema de reconocimiento de
patrones esta´ compuesto por tres componentes principales:
1. Una base de datos con las observaciones que van a ser clasificadas o descritas.
2. Un mecanismo para la extraccio´n de las caracter´ısticas, el cual computa la informacio´n nume´rica
o simbo´lica de las observaciones.
3. Un esquema de clasificacio´n o descripcio´n, que se encarga de clasificar o describir las
observaciones, con base a las caracter´ısticas extra´ıdas.
Los patrones de clasificacio´n son reconocidos como una combinacio´n de caracter´ısticas y sus respectivos
valores. Los objetos son descritos como un nu´mero de caracter´ısticas seleccionadas con sus propios
valores. Las caracter´ısticas o atributos forman un espacio multi-variado, el cual se conoce como espacio
de caracter´ısticas.
En reconocimiento de patrones, la tarea de clasificacio´n puede ser vista como un problema de dos clases
(binario) o de mu´ltiples clases. Durante el esquema de clasificacio´n, el algoritmo de aprendizaje toma
los datos de entrenamiento y selecciona la hipo´tesis que mejor se ajusta a los datos.
Regresio´n
Como en los problemas de clasificacio´n, en regresio´n se tiene un conjunto de objetos, los cuales son
descritos por medio de atributos (caracter´ısticas, propiedades). Los atributos son independientes de las
variables observables. La variable dependiente (objetivo) es continua y su valor se determina por medio
de una funcio´n de variables independientes. La tarea del predictor regresional (regresor) es determinar
el valor de una variable continua dependiente no observable para el objeto en cuestio´n.
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Similar a los clasificadores, un predictor regresional implementa una funcio´n continua, la cual mapea
desde el espacio de atributos a los valores predichos. Los predictores regresionales difieren de los
clasificadores respecto a la representacio´n de funciones regresionales. Los predictores regresionales ma´s
comunes son las regresiones lineales, arboles de regresio´n, ma´quinas de soporte vectorial para regresio´n
y redes neuronales multicapas-realimentadas para regresio´n [38].
2.3. Algoritmos de miner´ıa de datos
A continuacio´n se enlistan y explican en forma breve los algoritmos ma´s utilizados en miner´ıa de datos.
Estos se encuentran recopilados en forma general en [39].
2.3.1. C4.5
El C4.5 un algoritmo usado para generar un a´rbol de decisio´n desarrollado po Ross Quinlan [40], como
una extensio´n (mejora) del algoritmo ID3 que desarrollo en 1986. Los a´rboles de decisio´n generados
por este algoritmo pueden ser usados para clasificacio´n, y por lo tanto siempre se refiere a e´l como un
clasificador estad´ıstico.
El C4.5 construye a´rboles de decisio´n a partir de un grupo de datos de entrenamiento de la misma
forma en que lo hace el algoritmo ID3, mediante el uso del concepto de entrop´ıa de informacio´n 1 .
En cada nodo del a´rbol, el algoritmo elige un atributo de los datos que divide en forma ma´s eficaz
el conjunto de muestras en subconjuntos enriquecidos con una clase u otra. El atributo con mayor
ganancia de informacio´n normalizada (diferencia de entrop´ıa), se elige como para´metro de decisio´n.
El algoritmo C4.5 divide recursivamente en sub-listas ma´s pequen˜as. El algoritmo tiene las siguientes
caracter´ısticas:
Permite trabajar con valores continuos para los atributos, separando los posibles resultados en 2
ramas.
Los a´rboles son menos frondosos, ya que cada hoja cubre una distribucio´n de clases y no una
1En el a´mbito de la teor´ıa de la informacio´n, la entrop´ıa mide la incertidumbre de una fuente de informacio´n. Esta
tambie´n se puede considerar como la cantidad de informacio´n promedio que contienen los s´ımbolos
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clase en particular.
Utiliza el me´todo ”divide y vencera´s”para generar el a´rbol de decisio´n inicial a partir de un
conjunto de datos de entrenamiento.
Se basa en la utilizacio´n del criterio de proporcio´n de ganancia (gain ratio), de esta manera se
consigue evitar que las variables con mayor nu´mero de posibles valores salgan beneficiadas en la
seleccio´n.
Es Recursivo.
2.3.2. Agrupamiento de k vecinos ma´s cercanos (k-means)
El algoritmo k-means es un me´todo iterativo que particiona un conjunto de datos en un numero
especifico de grupos k , en el cual cada observacio´n pertenece al grupo ma´s cercano a la media. El
te´rmino ”k-means”fue utilizado por primera vez por James MacQueen en 1967 [41].
El algoritmo se inicializa escogiendo puntos iniciales, que se conoce como centroides, los cuales se pueden
generar de forma aleatoria o mediante valores fijos preestablecidos. A partir de esto el algoritmo itera
entre los siguientes dos pasos hasta llegar al punto de convergencia.
1. Paso de asignacio´n: Cada dato es asignado al centroide ma´s cercano. Esto resulta en el
particionamiento de los datos.
2. Paso de actualizacio´n: En cada cada grupo generado, se calcula el nuevo centroide, teniendo en
cuenta todos los datos asignados a cada grupo.
El algoritmo converge cuando todas las asignaciones no cambian ma´s. El problema es
computacionalmente dif´ıcil (NP-hard). Sin embargo, hay eficientes heur´ısticas que se emplean
comu´nmente y convergen ra´pidamente a un o´ptimo local.
2.3.3. Ma´quinas de Soporte Vectorial (MSV)
Las ma´quinas de soporte vectorial (Support Vector Machines) son un conjunto de algoritmos de
aprendizaje supervisado desarrollados por Vladimir Vapnik [42]. Este conjunto de algoritmos esta´n
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relacionados propiamente con problemas de clasificacio´n y regresio´n. Dado un conjunto de datos de
entrenamiento, se etiquetan las clases y se entrena el algoritmo para construir un modelo que prediga la
clase de un nuevo dato. Intuitivamente, una MSV es un modelo que representa a los puntos de muestra
en el espacio, separando las clases por un espacio de orden superior. Cuando las nuevas muestras se
ponen en correspondencia con dicho modelo, en funcio´n de su proximidad pueden, ser clasificadas a
una u otra clase.
La MSV busca un hiperplano que separe de forma o´ptima los puntos entre clases, los cuales
eventualmente han podido ser previamente proyectados a un espacio de dimensionalidad superior. Al
vector formado por los puntos ma´s cercanos al hiperplano se le llama vector de soporte. En la literatura
especializada, se llama atributo a la variable predictora y caracter´ıstica a un atributo transformado,
que se usa para definir el hiperplano. La eleccio´n de la representacio´n ma´s adecuada del universo
estudiado, se realiza mediante un proceso denominado seleccio´n de caracter´ısticas.
El algoritmo del clasificador se divide en dos etapas: la primera es el entrenamiento y la segunda es la
clasificacio´n propiamente dicha.
Etapa de entrenamiento
1. Se establecen los datos de entrada con sus respectivas etiquetas.
2. Se determina el tipo de funcio´n kernel.
3. Se mapea los datos de entrada a un espacio de caracter´ısticas de una dimensio´n mayor para
encontrar un hiperplano que los separe y maximice el margen de error m entre las diferentes
etiquetas, mediante la funcio´n kernel.
Etapa de clasificacio´n
Para cada nuevo dato de entrada, se determina la etiqueta correspondiente a partir de la estructura
generada en la etapa de entrenamiento, teniendo como base la funcio´n kernel definida en la etapa
anterior.
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Algoritmo 1 Ma´quina de Soporte Vectorial
Entrada: Conjunto de datos D = {(X,Y )}, Funcio´n kernel K(xi, xj)
Se establece el siguiente problema en forma primal:
mı´n
w,b,ξ,ρ
1
2
wTw − νρ+ 1
l
l∑
i=1
ξi
yi(w
Tφ(xi) + b) ≥ ρ− ξi,
ξi ≥ 0, i = 1, . . . , l, ρ ≥ 0.
2: Se plantea y resuelve su forma dual:
mı´n
α
1
2
αTQα
0 ≤ αi ≤ 1/l, i = 1, . . . , l,
eTα ≥ ν,
yTα = 0.
donde: Qij ≡ yiyjK(xi, xj).
Salida: YM (X) = sign(
∑l
i=1 yiαi(K(xi, x) + b).
2.3.4. Algoritmo A priori
Es un algoritmo que se usa para encontrar Reglas de asociacio´n en un conjunto de datos. Este algoritmo
se basa en el conocimiento previo de los conjuntos frecuentes, esto sirve para reducir el espacio de
bu´squeda y aumentar la eficiencia [43]
El algoritmo opera en bases de datos que contienen transacciones (por ejemplo, recopilacio´n de
objetos adquiridos por consumidores o detalles sobre la frecuencia de acceso a pa´ginas web). Dado
un umbral, el algoritmo a priori identifica los conjuntos de elementos que son subconjuntos de al
menos C transacciones en la base de datos. Este algoritmo usa una aproximacio´n de barrido iterativo
(abajo hacia arriba), donde los subconjuntos frecuentes son extendidos, un objeto a la vez, en lo que
se conoce como generacio´n candidata, y son probados contra los datos. El algoritmo termina cuando
no se encuentran ma´s extensiones exitosas.
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2.3.5. Algoritmo de Maximacio´n de la Esperanza
Este algoritmo se usa para encontrar estimadores de ma´xima verosimilitud en para´metros con modelos
probabil´ısticos que dependen de variables no observables. El algoritmo EM alterna pasos de esperanza
(paso E), donde se computa la esperanza de la verosimilitud mediante la inclusio´n de variables latentes
como si fueran observables, y un paso de maximizacio´n (paso M), donde se computan estimadores de
ma´xima verosimilitud de los para´metros mediante la maximizacio´n de la verosimilitud esperada del
paso E. Los para´metros que se encuentran en el paso M se usan para comenzar el paso E siguiente, y
as´ı el proceso se repite, hasta llegar a una convergencia preestablecida.
El algoritmo ME fue expuesto por Arthur Dempster, Nan Laird y Donald Rubin en [44] . Los autores
sen˜alan que el me´todo ya hab´ıa sido ”propuesto muchas veces en situaciones especiales”por otros
autores, pero la publicacio´n de 1977 generaliza el me´todo y desarrolla la teor´ıa detra´s de e´l. A partir de
ese momento muchas variantes y modificaciones del algoritmo original propuesto han aparecido, pero
la base matema´tica subyacente no ha cambiado.
2.3.6. Algoritmo PageRank
Este algoritmo es una marca registrada y patentada por Google el 9 de enero de 1999 que ampara
una familia de algoritmos utilizados para asignar de forma nume´rica la relevancia de los documentos
(o pa´ginas web) indexados por un motor de bu´squeda. Sus propiedades son muy discutidas por los
expertos en optimizacio´n de motores de bu´squeda. El sistema PageRank es utilizado por el popular
motor de bu´squeda Google para ayudarle a determinar la importancia o relevancia de una pa´gina.
Fue desarrollado por los fundadores de Google, Larry Page (apellido, del cual, recibe el nombre este
algoritmo) y Sergey Brin, en la Universidad de Stanford [45] .
El algoritmo conf´ıa en la naturaleza democra´tica de la web utilizando su vasta estructura de enlaces
como un indicador del valor de una pa´gina en concreto. Google interpreta un enlace de una pa´gina
A a una pa´gina B como un voto, de la pa´gina A , para la pa´gina B . Pero Google mira ma´s alla´ del
volumen de votos, o enlaces que una pa´gina recibe; tambie´n analiza la pa´gina que emite el voto. Los
votos emitidos por las pa´ginas consideradas importantes, es decir con un PageRank elevado, valen ma´s,
y ayudan a hacer a otras pa´ginas ı¨mportantes”. Por lo tanto, el PageRank de una pa´gina refleja la
importancia de la misma en Internet.
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2.3.7. AdaBoost
El algoritmo AdaBoost (en espan˜ol Impulso Adaptable o Aumento Adaptable) fue formulado por
Freund y Robert Schapire [46] . Este es un meta-algoritmo, que construye un clasificador “fuerte”,
como una combinacio´n lineal de clasificadores “de´biles”, durante un proceso iterativo. El resultado
final es un clasificador que tiene una mayor precisio´n que los clasificadores de aprendizaje de´biles. El
algoritmo es sensible al ruido y los datos at´ıpicos, sin embargo en algunos problemas, puede llegar a
ser menos susceptible al problema del sobreajuste que la mayor´ıa de algoritmos de aprendizaje.
2.3.8. Clasificador Bayes Na¨ıve
El clasificador Bayes Na¨ıve 2, es un algoritmo de clasificacio´n supervisado, en el cual se asume
“fingenuamente”, la independencia entre cada par de caracter´ısticas. El clasificador se basa en el
teorema de Bayes 2.1. Este me´todo presenta un ana´lisis cualitativo y cuantitativo de la instancia
clasificada. En el aspecto cualitativo porque relaciona los atributos ya sea en forma casual o
sen˜alando la correlacio´n que existen las diferentes variables y en el cuantitativo porque da una medida
probabil´ıstica de la importancia de cada variable en el problema [47]. Otros algoritmos como Arboles
de Decisio´n o Redes Neuronales no ofrecen una medida cuantitativa de la clasificacio´n.
p(C | F1, ...., Fn) = p(C)p(F1, ..., Fn | C)
p(F1, ...., Fn)
(2.1)
El clasificador Bayes Naive presenta las siguientes caracter´ısticas:
Cada variable observada modifica la probabilidad de hipo´tesis de cada clase.
Es robusto al ruido que pueda presentarse en la etapa de entrenamiento.
Requiere poca cantidad de datos de entrenamiento para estimar los para´metros necesarios.
Es ra´pido en comparacio´n a me´todos ma´s sofisticados.
El algoritmo del clasificador puede dividirse en dos partes: La primera es la construccio´n del modelo
(ajuste de los datos y calculo de probabilidades a priori) y la segunda es la clasificacio´n de un nuevo
2La palabra na¨ıve viene del france´s y significa ingenuo.
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dato con base al modelo construido (Calculo de la probabilidad a posteriori). el algoritmo se muestra
a continuacio´n:
Algoritmo 2 Clasificador Bayes Na¨ıve
Entrada: Conjunto de datos D = {(X,Y )}
Se ajustan los datos a una funcio´n de distribucio´n de probabilidad F (X)
2: Se calculan las probabilidades a priori P (X)
Salida: YM (X) = argmaxP (X)
∏n
i=1 P (y | X)
2.3.9. Algoritmo CART
El algoritmo CART (Classification an Regressive Tree) se basa en los arboles de clasificacio´n y regresio´n
propuestos por Breiman et al [48]. El algoritmo se basa en un a´rbol de decisio´n binario, el cual se
construye mediante la divisio´n de un nodo en dos nodos secundarios, esto se hace repetidamente,
comenzando con el nodo ra´ız que contiene toda la muestra de aprendizaje. Los a´rboles de decisio´n
esta´n formados por un conjunto de normas que se basan en las variables del conjunto de datos del
modelo. Cada rama del a´rbol finaliza en un nodo terminal y cada observacio´n cae en uno y exactamente
un nodo terminal, y cada nodo terminal se define de forma u´nica por un conjunto de reglas.
2.3.10. Redes Neuronales Artificiales
Las redes neuronales artificiales RNA han sido desarrolladas como generalizaciones de modelos
matema´ticos y computacionales que se basan en las redes neuronales biolo´gicas Una RNA
esta´ conformada por mu´ltiples unidades llamadas neuronas artificiales (NA), las cuales se interconectan
y operan en paralelo para procesar informacio´n. Este proceso se realiza bajo las siguientes suposiciones
[49]:
El procesamiento de la informacio´n ocurre en las neuronas artificiales.
Las sen˜ales pasan entre las neuronas por medio de enlaces de conexio´n.
Cada enlace de conexio´n tiene asociado un peso, el cual multiplica la sen˜al transmitida.
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Cada neurona aplica una funcio´n de activacio´n (usualmente no lineal) para determinar la sen˜al
de salida.
Una RNA se caracteriza por:
1. Arquitectura (Patro´n de conexiones entre las diferentes neuronas).
2. Algoritmo de entrenamiento o aprendizaje (Determinacio´n de los diferentes pesos entre las
conexiones)
3. Funcio´n de activacio´n.
Los diferentes pesos representan la informacio´n que la red va a usar para resolver el problema
para la cual fue entrenada. Las RNA pueden aplicarse en una gran variedad de problemas; como
almacenamiento y renombramiento de datos, clasificacio´n y agrupamiento de patrones, entre otros.
En la Tabla 2.1 se muestra la clasificacio´n de los algoritmos mencionados en el numeral anterior.
Algoritmo Categor´ıa
C4.5 Clasificacio´n
k-means Agrupamiento
Ma´quina de Soporte Vectorial Aprendizaje estad´ıstico
A priori Ana´lisis de asociacio´n
Maximacio´n de la Esperanza Aprendizaje estad´ıstico
PageRank Miner´ıa de v´ınculo
AdaBoost Aprendizaje conjunto
Bayes Na¨ıve Clasificacio´n
CART Clasificacio´n
Redes Neuronales Articiales Clasificacio´n
Tabla 2.1: Categorias de los algoritmos
26
Cap´ıtulo 3
Conjuntos de Metodos
3.1. Generalidades
El conjunto de me´todos (del ingle´s Ensemble methods) tiene como objetivo combinar las predicciones
de varios modelos construidos a partir de determinados algoritmos de aprendizaje con el fin de mejorar
la generalizacio´n y robustez de un solo modelo (Figura 3.1). El aprendizaje de conjunto se conoce
tambie´n como aprendizaje basado en comite´ (committee-based learning) o aprendizaje de mu´ltiples
sistemas de clasificadores (learning multiple classifier systems) [50].
Los conjuntos de me´todos han logrado un gran e´xito en muchas tareas del mundo real y a partir de
los an˜os 90, investigadores de varias disciplinas tales como aprendizaje de ma´quina, reconocimiento de
patrones, miner´ıa de datos, redes neuronales y estad´ıstica han explorado estos me´todos en diferentes
aspectos.
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Figura 3.1: Combinar un conjunto de clasificadores reduce el error y/o la seleccio´n del modelo [(c)
Polikar 2008]
Un conjunto es en s´ı mismo un algoritmo de aprendizaje supervisado, ya que puede ser entrenado y
luego ser usado para realizar predicciones. El conjunto entrenado representa una sola hipo´tesis. Esta
hipo´tesis sin embargo no esta´ necesariamente contenida dentro del espacio de hipo´tesis de los modelos,
del cual fue construido. As´ı los conjuntos demuestran tener ma´s flexibilidad en las funciones que ellos
representan. Esta flexibilidad en teor´ıa, puede sobre-ajustar los datos de entrenamiento ma´s que un
simple modelo podr´ıa hacerlo, sin embargo en la pra´ctica, algunos te´cnicas de conjuntos tienden a
reducir los problemas relacionados con el sobre-ajuste en los datos de entrenamiento [51] .
La Figura 3.2 muestra una arquitectura comu´n del conjunto de me´todos. Un conjunto contiene un
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nu´mero de modelos llamados modelos base. Los modelos base se generan usualmente a partir de los
datos de entrenamiento por un algoritmo base de aprendizaje, el cual puede ser un a´rbol de decisio´n,
una red neuronal artificial, etc... La mayor´ıa de los me´todos de conjunto usan un solo algoritmo base
de aprendizaje (modelo base) para producir modelos base homoge´neos, es decir modelos del mismo
tipo, dando lugar a conjuntos homoge´neos. La habilidad de generalizacio´n de un conjunto es a menudo
mucho ma´s fuerte que los modelos base [50].
  
Algoritmo base 1 
Algoritmo base 2 
Algoritmo base  
Combinación 
Figura 3.2: Arquitectura comu´n de un conjunto de me´todos
La memoria adaptativa esta´ constituida por una memoria de corto plazo y una memoria de largo
plazo. La primera es empleada para evitar que durante el proceso de bu´squeda local, el algoritmo visite
regiones del espacio que ya fueron visitadas en iteraciones anteriores, para lograr esto, son bloqueados
movimientos recientes durante un nu´mero determinado de ciclos generacionales con lo que el algoritmo
consigue explorar otras regiones del espacio de bu´squeda. En segundo lugar, en las memorias de largo
plazo se almacena en forma general la informacio´n relacionada con la frecuencia con la que ocurren los
cambios o los movimientos del vector solucio´n.
Por lo general se distinguen dos familias de conjuntos de me´todos:
Me´todos promedio o de voto, los cuales manejan el principio de construir varios modelos
independientemente y luego promediar sus predicciones. En general, el modelo combinado es
mejor que cualquier modelo simple ya que la varianza del primero se reduce. El ejemplo ma´s
caracter´ıstico es el algoritmo Bagging.
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Modelos aumentados, donde los modelos son construidos en forma secuencial tratando de reducir
el sesgo (bias) del modelo combinado. La motivacio´n es combinar varios modelos de´biles para
producir un conjunto. El ejemplo ma´s caracter´ıstico es el algoritmo adaboost.
3.2. Algoritmo Bagging
El nombre Bagging viene de la abreviacio´n de Bootstrap AGGreggatING [52]. Como el nombre lo
indica, el me´todo se compone de dos ingredientes claves: bootstrap y aggregation. El primero es un
me´todo de remuestreo propuesto por Bradley Efron en 1979, el cual se utiliza para aproximar la
distribucio´n en el muestreo de un estad´ıstico. Se usa frecuentemente para aproximar el sesgo o la
varianza de un ana´lisis estad´ıstico, as´ı como para construir intervalos de confianza o realizar contrastes
de hipo´tesis sobre para´metros de intere´s. El segundo componente es un proceso de recopilacio´n, en el
cual las instancias de la experiencia son agrupadas en un conjunto.
Figura 3.3: Esquema de la estructura del algoritmo Bagging
En la Figura 3.3, X representa los datos de entrenamiento , los cuales alimentan los diferentes modelos
base yM (X), los cuales generan las salidas TM (X) . El resultado final YM (X) depende del voto
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mayoritario de cada una de las salidas de los modelos base.
El algoritmo Bagging adopta la distribucio´n bootstrap para generar diferentes modelos base y las
estrategias de agregar las salidas a los algoritmos base, lo cual se interpreta como votar en el caso de
clasificacio´n y promediar en el caso de regresio´n. Para predecir una instancia, tomando como ejemplo
clasificacio´n, se recolectan todas las salidas de los modelos base, vota y elije la etiqueta ganadora como
la prediccio´n. Bagging puede manejar tanto clasificaciones binarios como clasificaciones multi-clases.
El algoritmo se muestra a continuacio´n:
Algoritmo 3 Algoritmo Bagging
Entrada: Conjunto de datos D = {(X,Y )}, Algoritmo base `,Numero de modelos base T .
para todo t = 1 :T hacer
ht = `(D,Dbd), Dbd es la distribucion bootstrap
3: fin para
Salida: YM (X) = argmax
T∑
t=1
i2 = I(ht(x) = y)
3.3. Algoritmo Adaboost
AdaBoost es la forma corta de las palabras Adaptive Boosting. Este algoritmo fue desarrollado por
Freund and Schapire [46] y se considera como el algoritmo ma´s influyente en el caso de los me´todos
aumentados. Adaboost construye un modelo fuerte a partir de una combinacio´n lineal de modelos
base o modelos de´biles. La premisa ba´sica es que mu´ltiples modelos o clasificadores de´biles pueden
combinarse para generar un modelo conjunto ma´s preciso, que se conoce como modelo fuerte, aun si
los modelos de´biles tienen un desempen˜o algo mejor de forma aleatoria.
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Figura 3.4: Esquema de la estructura del algoritmo Adaboost
En la Figura 3.4, X representa los datos de entrenamiento, cada modelo base yM (X) es entrenado
con un valor ponderado que depende del conjunto de entrenamiento, los pesos ωn(X) dependen del
desempen˜o del modelo base anterior. Una vez que todos los modelos han sido entrenados, estos se
combinan para obtener el modelo final (clasificador final) YM (X).
El algoritmo se muestra a continuacio´n:
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Algoritmo 4 Algoritmo Adaboost
Entrada: Conjunto de datos D = {(X,Y )}, Algoritmo base `, Numero de rondas de aprendizaje T .
D1(x) = 1/m , Se inician los pesos de la distribucion
para todo t = 1 :T hacer
ht = `(D,Dt), Se entrena el clasificador ht
t = P(x)∼Dt(ht(x) 6= f(x)); Se evalua el error de ht
4: si t>0.5 entonces
αt=
1
2 ln(
1−t
t
), Se determina el peso para ht
Dt+1(x) =
Dt(x)exp(−αtf(x)ht(x)
Zt
; Se actualiza la distribucion, donde Zt es una normalizacion
fin si
8: fin para
Salida: YM (X) = sign
T∑
t=1
αtht(x)
La diferencia entre los algoritmos Adaboost y el Bagging radica en el hecho en el cual, el primer
algoritmo, los modelos base son entrenados en forma secuencial tomando como referencia un valor
de peso que depende del desempen˜o de los anteriores modelos, lo cual garantiza que el error va
disminuyendo a medida que itera por cada modelo base.
Figura 3.5: Comparacio´n entre Bagging y Adaboost
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Cap´ıtulo 4
Metodolog´ıa Propuesta
4.1. Generalidades
La metodolog´ıa desarrollada en el presente trabajo se muestra y detalla en este cap´ıtulo. La Figura 4.1
presenta el esquema general de la metodolog´ıa planteada, la cual se compone de 4 etapas, las cuales se
generalizan ma´s adelante con el fin de mostrar las caracter´ısticas de cada una. La metodolog´ıa que se
plantea a continuacio´n parte del hecho que se desconoce que no se conocen que tipos de usuarios tienen
un comportamiento normal y sospechoso, es decir los datos no han sido etiquetados. Las etiquetas sera´n
asignadas a los datos durante todo el proceso que se expondra´ a lo largo de este cap´ıtulo.
Validación de 
resultados 
Pre-procesamiento 
de la información 
Procesamiento de 
la información 
Adquisición e 
integración de la 
información 
Figura 4.1: Esquema metodolo´gico general
La primera etapa consiste en acceder a la informacio´n, la cual se encuentra almacenada en una o varias
bases de datos, con el fin de obtener los datos ma´s relevantes, segu´n sea el caso e integrarlos en un
solo archivo con un formato adecuado, el cual constituye el insumo principal de las etapas posteriores.
La segunda etapa analiza y depura la informacio´n de entrada con el fin de remover datos at´ıpicos
que puedan estar presentes, y as´ı garantizar que la informacio´n resultante sea lo ma´s pura posible. La
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tercera etapa se divide en dos procesos consecutivos:
En el primero se le asigna a cada registro de datos una etiqueta, la cual identifica dicho registro
asigna´ndolo a un grupo determinado (Normales o Sospechosos) con el fin de obtener los datos de
entrenamiento para los diferentes algoritmos de aprendizaje. El segundo proceso consiste en aplicar los
algoritmo de aprendizaje con el fin de clasificar nuevos datos de entrada, y asignarlos a la categor´ıa de
usuarios Normales o usuarios Sospechosos, segu´n sea el caso.
La u´ltima etapa consiste en validar los resultados arrojados por cada algoritmo y generar una lista
final de usuarios con consumos sospechosos de robo de energ´ıa u otro tipo de anomal´ıa.
Las etapas de pre-procesamiento y procesamiento representan el nu´cleo central de la metodolog´ıa que
se propone, ya que en la primera etapa se realiza un ana´lisis estad´ıstico a los datos que se usan como
insumo con el fin de depurarlos y obtener mejores resultados en la etapa posterior de procesamiento.
4.2. Adquisicio´n e integracio´n de la informacio´n
La adquisicio´n de la informacio´n desde las bases de datos, se realiza a partir de consultas con lenguaje
estructurado SQL(por sus siglas en ingle´s Structured Query Language), las cuales permiten filtrar y
extraer la informacio´n relacionada con los consumos ele´ctricos para los diferentes per´ıodos de tiempo
(Figura 4.2 ). Cada per´ıodo de tiempo n se define para un intervalo de tiempo de 12 meses.
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Grupo 1 Grupo  
Consumos 
eléctricos  
Periodo  
Base de datos         
Clientes 
Consumos 
eléctricos  
Periodo 1 
Consumos 
eléctricos 
 Periodo 2 
Consumos 
eléctricos 
Consolidados  
 
Grupo 1 
Figura 4.2: Proceso para la adquisicio´n e integracio´n de la informacio´n
Los consumos ele´ctricos en cada periodo se consolidan en un solo archivo en el cual se relaciona cada
usuario con sus consumos histo´ricos de energ´ıa (kWh) y otras variables representativas (ubicacio´n,
tipo de usuario, actividad econo´mica, etc.), tal y como puede verse en la Tabla 4.1:
ID Usuario
Variables representativas Consumos ele´ctricos kWh
Ubicacion Tipo Estrato ... Periodo 1 ... Periodo n
. . . . . . . .
. . . . . . . .
Tabla 4.1: Ejemplo formato consolidado de los consumos ele´ctricos para n periodos
El formato consolidado contiene la informacio´n del comportamiento histo´rico de los usuarios mezclada,
es decir sin distincio´n entre usuarios residenciales, comerciales e industriales en pequen˜a escala, lo que
acarrear´ıa resultados no concluyentes y con errores de interpretacio´n debido a las diferencias entre
los consumos de los usuarios si se realizara un ana´lisis total de los datos. Por lo tanto se generan
archivos anexos denominados Grupo 1, Grupo 2, hasta el Grupo m, los cuales agrupan usuarios que
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comparten caracter´ısticas similares. Por ejemplo, El grupo 1 puede conformarse agrupando aquellos
usuarios urbanos, de tipo residencial pertenecientes al estrato socioecono´mico 6, etc. A cada archivo
de grupo generado es la base de entrada para las etapas de pre-procesamiento y procesamiento.
4.3. Pre-procesamiento de la informacio´n
El procesamiento de los datos se realiza para cada uno de los grupos generados en la etapa anterior. Esta
etapa es fundamental ya que permite identificar registros inconsistentes e incoherentes1 que podr´ıan
generar resultados erro´neos en la parte de asignacio´n de etiquetas y clasificacio´n de los datos.
 
Reemplazar 
datos ausentes 
Descartar datos 
(Consumos=0) 
Grupo  
Descripción 
inicial de los 
datos 
Limpieza de 
datos 
Datos 
depurados 
Grupo  
Análisis 
estadístico 
Remover 
datos atípicos 
Figura 4.3: Proceso de pre-procesamiento de la informacio´n
Como se muestra en la Figura 4.3 el proceso empieza con una descripcio´n inicial de los datos, el cual
consiste en un ana´lisis estad´ıstico para visualizar las relaciones entre las variables. Este ana´lisis incluye
la determinacio´n de los siguientes aspectos:
Valor Mı´nimo, Medio, y Ma´ximo.
Desviacio´n esta´ndar.
Tabla de frecuencias.
1La diferencia entre ambos radica en que los datos inconsistentes carecen de algu´n campo necesario para validar su
registro mientras que los datos incoherentes no guardan una relacio´n entre los diferentes registros.
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Histograma.
El ana´lisis de los valores mı´nimo, medio y ma´ximo, podr´ıa alertar el hecho que se podr´ıan tener
algunos datos significativos que podr´ıan considerarse como at´ıpicos. El histograma proporciona una
te´cnica grafica para mostrar los valores de frecuencia en las variables y adicionalmente identificar los
valores at´ıpicos en las variables nume´ricas. La identificacio´n de los datos at´ıpicos es importante ya
que representan errores en los datos de entrada y ciertos me´todos de agrupamiento y clasificacio´n son
sensibles a la presencia de estos valores y podr´ıan entregar resultados imprecisos.
Una vez que se tiene una sensibilidad sobre el comportamiento de los datos del grupo, se comienza la
etapa conocida como limpieza de los datos en la cual se realizan los siguientes pasos:
Reemplazar o remover datos ausentes, en este caso se aborda la estrategia de reemplazar el valor
ausente con el valor medio de los datos presentes en el registro. Sin embargo esta no es la u´nica
estrategia, ya que puede emplearse tambie´n reemplazar el valor ausente con alguna constante o
con un valor generado de forma aleatoria a partir de la distribucio´n de las variables observadas.
Descartar consumos iguales a ceros en registros para periodos grandes,donde la cantidad de
consumos iguales a cero a descartar es un valor subjetivo que esta´ relacionado con el valor
del periodo analizar.
Remover los datos at´ıpicos, como se menciono´ anteriormente el ana´lisis grafico por medio del
histograma permite visualizar los datos at´ıpicos, sin embargo se debe contar con una herramienta
ma´s pra´ctica que permita identificar y remover estos datos de forma automa´tica para cualquier
taman˜o del grupo de entrada. Para el caso concreto de esta metodolog´ıa se utiliza un hibrido
entre el me´todo de Thompson Tau y la te´cnica del rango intercuartil.
Al finalizar toda la etapa de pre-procesamiento se tiene un conjunto de datos depurados.
4.4. Procesamiento de los datos
La etapa de procesamiento de divide en dos sub-procesos secuenciales (Figura 4.4) que cubren los
siguientes dos aspectos:
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Aprendizaje No Supervisado: Se asigna a cada usuario una etiqueta, la cual depende del
comportamiento de los registro de consumo ele´ctrico segu´n el periodo de ana´lisis. Los datos
con etiquetados con el nu´mero 0, representan aquellos consumos sospechosos mientras que los
etiquetados con el nu´mero 1, representan los consumos ele´ctricos normales.
Aprendizaje Supervisado: Se clasifica en forma correcta nuevos datos de entrada, con base a los
datos de entrenamiento y las etiquetas predefinidas en el sub-proceso anterior.
Datos 
depurados 
Grupo  
Aprendizaje      
No 
Supervisado 
Aprendizaje      
Supervisado 
Asignación de 
etiquetas a los datos 
Clasificación de los datos 
según las etiquetas generadas 
 
Resultados 
Figura 4.4: Fase de procesamiento de la informacio´n
A continuacio´n se detalla cada uno de los sub-procesos.
4.4.1. Aprendizaje No Supervisado
Como se ha mencionado con anterioridad, el proceso de aprendizaje no supervisado tiene como fin
asignarle las etiquetas a los datos depurados. Para esto, primero se definen el nu´mero de grupos
a conformar. Determinar el nu´mero de grupos depende de lo ı´ndices de validacio´n de grupo. El
procedimiento para determinar el nu´mero o´ptimo de grupos K∗ se muestra en la Figura 4.5. Teniendo
como entrada los datos depurados de cada grupo i, el algoritmo de agrupamiento y un rango fijo de
nu´mero de grupos [Kmin,Kmax], el procedimiento es el siguiente:
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1. Repetir de forma sucesiva el algoritmo de agrupamiento para el nu´mero de grupos K del rango
predefinido [Kmin,Kmax].
2. Obtener los resultados de agrupamiento (Particiones P y Centroides C) y calcular el ı´ndice de
validacio´n para cada uno.
3. Seleccionar el grupo o´ptimo K∗ , para el cual el particionamiento proporciona el mejor resultado
de acuerdo al ı´ndice de validacio´n.
 =  −   
C, P Datos 
depurados 
Valor optimo 
del grupo   
Algoritmo de 
agrupamiento 
Índice de 
validación 
Figura 4.5: Determinacio´n del nu´mero de grupos segu´n el ana´lisis de validacio´n
El ı´ndice de validacio´n que se plantea en esta metodolog´ıa fue desarrollado por Rousseeuw [53] y se
conoce como el ı´ndice de la silueta. Este ı´ndice permite visualizar e interpretar en forma gra´fica el
valor o´ptimo de los grupos. El ancho medio de la silueta proporciona una evaluacio´n a la validacio´n
del agrupamiento y se usa para seleccionar un valor apropiado del nu´mero de grupos a formar.
Al final de esta etapa se generan los grupos de datos, de acuerdo al nu´mero de grupos que se haya
determinado. Dado que el propo´sito de esta metodolog´ıa es la deteccio´n de pe´rdidas no te´cnicas, se
deben caracterizar dos grupos de usuarios, dependiendo del valor de los Centroides C :
1. Grupo de Usuarios Normales: Datos pertenecientes al grupo con el mayor valor de C (Cmax ).
2. Grupo de Usuarios Sospechosos: Datos pertenecientes al grupo con el menor valor de C (Cmin ).
La unio´n de los grupos de usuarios Normales y Sospechosos forman los datos de entrenamiento con
las respectivas etiquetas de cada grupo: 1 para usuarios Normales y -1 para usuarios Sospechosos. Los
datos de prueba pueden ser otros datos que no fueron utilizados en el anterior procedimiento o pueden
ser datos pertenecientes a grupos con valores de C que esta´n entre Cmin y Cmax .
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4.4.2. Aprendizaje Supervisado
Una vez generados los grupos se inicia el proceso de aprendizaje supervisado o clasificacio´n. En este
proceso se clasifica si un usuario o un grupo ellos pertenece a una de las categor´ıas predefinidas:
Usuarios Normales o Usuarios Sospechosos. El objetivo de esta etapa como se definio´ en el numeral
2.2.2 es la de crear una funcio´n capaz de predecir el valor correspondiente a cualquier objeto o dato
de entrada va´lida despue´s de haber examinado una serie de ejemplos (datos de entrenamiento). Para
ello, tiene que generalizar a partir de los datos presentados a las situaciones no vistas previamente.
Esta etapa se divide en dos partes (Figura 4.6):
 
= ( , )  Etapa 1 
Entrenamiento Resultados 
Grupos 
generados 
 
Grupo usuarios 
Normales 
Grupo usuarios 
Sospechosos 
Grupo usuarios 
Prueba 
Algoritmo de 
clasificación  
Etapa 2        
Prueba 
        : Etiquetas  de los datos       
        : Datos de entrenamient o 
 
Figura 4.6: Etapas de entrenamiento y clasificacio´n de los datos
La primer etapa se conoce como etapa de entrenamiento, en la cual se le ensen˜a a los algoritmos a
diferenciar entre datos o registros Normales y Sospechosos, de acuerdo a los datos de entrenamiento.
Antes de esta etapa tambie´n se realiza el proceso que se conoce como calibracio´n o parametrizacio´n de
los algoritmos. Este proceso es de vital importancia ya que cada uno de los algoritmos de clasificacio´n
tiene un nu´mero determinado de para´metros que se ajustan de acuerdo a la naturaleza de los datos
que usa como entrada.
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Despue´s de entrenar los algoritmos con los datos de entrenamiento se procede a la etapa de clasificacio´n,
en la cual se ingresan los grupos de usuarios de Prueba para determinar la etiqueta a cada uno de los
registros presentes en los grupos de prueba, teniendo como referencia el modelo generado en la etapa
de entrenamiento.
El nu´mero de algoritmos que se pueden utilizar en esta etapa var´ıa segu´n el juicio del analista, para el
caso de la metodolog´ıa que se presenta se utilizan 4 algoritmos de clasificacio´n, los cuales en orden de
aplicacio´n son:
Ma´quina de Soporte Vectorial.
Clasificador Bayes Naive.
AdaBoost.
Bagging.
La idea de utilizar tres algoritmos, se basa en el hecho de comprobar el desempen˜o de cada uno de
ellos, mientras se var´ıan los datos de entrada y se confronta la efectividad individual de cada uno.
4.5. Validacio´n de resultados
La u´ltima etapa de la metodolog´ıa consiste en validar los resultados que entrega cada uno de los
clasificadores (Figura 4.7).
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Figura 4.7: Validacio´n de los resultados obtenidos
La decisio´n final se basa en un sistema de mayor´ıas, en el cual la etiqueta de respuesta que se repita ma´s
entre los resultados entregados por cada clasificador (3/4) es la que al final se toma como la respuesta
definitiva.
El resultado final de la aplicacio´n de esta metodolog´ıa es una lista de usuarios posiblemente sospechosos.
Se utiliza la palabra sospechoso porque solo un ana´lisis basado en un criterio experto puede identificar
si los usuarios de la lista realmente esta´n cometiendo algu´n tipo de fraude o si por el contrario hay
algu´n tipo de anomal´ıa ajena al usuario (por ejemplo dan˜o en el equipo de medida), que se ve reflejada
en el perfil de carga del mismo.
Adicionalmente a la lista final de usuarios sospechosos hay que sumarle aquellos registros de usuarios
que han sido depurados en los diferentes procesos en la etapa de pre-procesamiento, ya que su
comportamiento y naturaleza son diferentes a los del grupo bajo ana´lisis.
En la Figura 4.8 se muestra el diagrama de flujo detallado de cada uno de las etapas mencionadas en los
numerales anteriores. El aspecto mas relevante de la metodolog´ıa es que los datos que son descartados
en la etapa de pre-procesamiento (Filtros 1 y 2) se integran con los resultados consolidados arrojados
por los algoritmos de clasificacio´n, esto con el fin de tener una lista de sospechosos mas amplia.
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Figura 4.8: Diagrama de detallado de la metodolog´ıa propuesta44
Cap´ıtulo 5
Aplicacio´n y Resultados
En esta seccio´n son presentados los resultados obtenidos a trave´s de la implementacio´n de la
metodolog´ıa descrita en el cap´ıtulo anterior. Para validar las metodolog´ıa se utilizo´ la informacio´n
de una base de datos de una empresa de distribucio´n. La base de datos esta conformada por los
registros ele´ctricos en un periodo de 24 meses una empresa de distribucio´n de Colombia.
Los registros que conforman la base de datos son una muestra de una base de datos general la cual
contiene aproximadamente mas de 4 millones de registros, los cuales representan los consumos ele´ctricos
de todo el sistema de distribucio´n. Los aspectos mas importantes de la informacio´n se muestra en la
Tabla 5.1:
Caracter´ısticas del conjunto de datos Multivariable Nu´mero de registros 74472
Caracter´ısticas de los atributos Enteros Nu´mero de atributos 24
Tarea asociada Clasificacio´n Valores ausentes? No
Tabla 5.1: Informacio´n relevante de la base de datos 1
Debido a que los registros en la base de datos relacionan usuarios de diferentes tipos (residenciales y
comerciales), realizar el ana´lisis sobre la totalidad de la informacio´n seria concluyente, por lo tanto se
generaron archivos independientes teniendo en cuenta los siguientes aspectos:
Tipo de registros o usuarios: Residenciales.
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Estrato socio-econo´mico 4-5-6.
Grupo de calidad 1
Teniendo en cuenta lo anterior, los archivos de registros formados se muestran en la Tabla 5.2 (Ver
seccio´n A.1.1)
Archivo Caracter´ısticas Nu´mero de registros
Grupo 1
Usuarios residenciales
Estrato socio-econo´mico 6
Grupo de calidad 1
326
Grupo 2
Usuarios residenciales
Estrato socio-econo´mico 5
Grupo de calidad 1
321
Grupo 2
Usuarios residenciales
Estrato socio-econo´mico 4
Grupo de calidad 1
1640
Tabla 5.2: Archivos generados a partir de la base de datos
Con el fin de mostrar la aplicacio´n paso a paso de la metodolog´ıa presentada en el Capitulo 4, se toma
el archivo del grupo 1. El equipo de computo que se utiliza para implementar la metodolog´ıa tiene las
siguientes caracter´ısticas : Imac con procesador Intel Core i5 a 2.7 GHz y 8 GB de memoria ram a
1600 MHz. El sistema operativo es OS X 10.9.3.
Ana´lisis inicial de los datos (Ver seccio´n A.1.2)
Periodo de ana´lisis [meses]: 24.0
Numero de registros iniciales: 326.0
Numero de datos originales: 7824.0
Valor Medio de los datos: 153.1
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Valor mı´nimo de los datos: 0.0
Valor ma´ximo de los datos: 3346.0
Desviacio´n Esta´ndar: 179.5
Rango de los datos: 3346.0
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Figura 5.1: Ana´lisis inicial de los datos
Tomando como referencia los datos arrojados en el ana´lisis inicial y la Figura 5.1, puede observarse que
los datos originales presentan un situacio´n sospechosa, debido a que el valor ma´ximo en los registros
es de 3346, pero el valor medio es 153.1 y la desviacio´n esta´ndar de 179.5. Dicha situacio´n sospechosa
se evidencia mas claramente en la Figura 5.2.
47
0500
1000
1500
2000
2500
3000
3500
1
Comportamiento de los registros Originales
C
on
su
m
os
 [k
W
h]
Atípicos
0 500 1000 1500 2000 2500 3000 3500
0
1000
2000
3000
4000
5000
6000
7000
8000
Registros Originales
Datos atípicos
a) b)
Figura 5.2: Ana´lisis estad´ıstico de los registros originales a) Diagrama de caja y b)Histograma
Ya que los datos at´ıpicos mostrados en la grafica anterior perjudican el desempen˜o de los algoritmos
de agrupamiento y clasificacio´n, estos se extraen y almacenan para sus ana´lisis posterior aplicando en
forma secuencial los filtros 1 y 2, con el fin de depurar los datos (Ver seccio´n A.1.3).
Las figuras y resultados de la etapa de pre-procesamiento de muestran a continuacio´n:
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Figura 5.3: Diagrama de dispersio´n a) Registros despue´s de aplicar el filtro 1 y b)Registros despue´s
de aplicar el filtro 2
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Figura 5.4: Histogramas a) Registros despue´s de aplicar el filtro 1 y b)Registros despue´s de aplicar el
filtro 2
Como se observa en las Figuras 5.3 y 5.4., el numero de registros va disminuyendo a medida que las
etapas de filtrado son aplicadas. Los registros finales depurados, son el insumo principal para la etapa
de procesamiento.
Datos Numero de registros
Porcentaje de registros
segu´n los datos originales
Consumos originales 326 100 %
Consumos despue´s del filtro 1 322 98.7 %
Consumos despue´s del filtro 2 284 87.11 %
Tabla 5.3: Cantidad de registros durante la etapa de pre-procesamiento
Ana´lisis final de los datos
Numero de registros finales: 284.0
Numero de datos finales: 6816.0
Valor Medio de los datos: 123.4
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Valor mı´nimo de los datos: 0.0
Valor ma´ximo de los datos: 390.0
Desviacio´n Esta´ndar: 78.8
Rango de los datos: 390.0
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Figura 5.5: Ana´lisis final de los datos
Con los registros depurados se procede a la determinacio´n de los grupos con consumos Normales
y Sospechosos. Aplicando el criterio de validacio´n de Rousseeuw, se tiene lo siguientes (Ver seccion
A.1.4):
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Figura 5.6: Indice de validacio´n de Rousseeuw a)Graficas de las siluetas b)Valores promedio de las
siluetas para cada k grupos
De la Figura 5.6, se observa que el ma´ximo valor promedio (0.7) se da para k=2, lo cual indica que
se ha encontrado una estructura fuerte de agrupamiento para dicho valor. Los centros de los grupos
formados son:
Centro 1: 210.2
Centro 2: 76.2
Con la informacio´n de lo centros, se definieron los siguientes grupos de usuarios:
Grupo de usuarios Normales: Aquellos registros relacionados al centro 1 (105 registros).La
etiqueta para estos registros es 1.
Grupos de usuarios Sospechosos: Aquellos registros relacionados al centro 2 (84 Registros). La
etiqueta para estos registros es 0.
Estos grupos forman los datos de entrenamiento. El grupo de usuarios de Prueba se formo con 39
registros, pertenecientes a los consumos depurados en la etapa de pre-procesamiento.
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En la Figura 5.7 se observan los valores promedio de consumo para los grupos Normales, Sospechosos
y de Prueba. La Figura 5.8 muestra dos registros t´ıpicos de los grupos Normales y Sospechosos .
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Figura 5.7: Consumos promedios de los grupos Normales, Sospechosos y Prueba
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Figura 5.8: Registros Normales y Sospechosos
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Finalmente se aplican los algoritmos de clasificacio´n, utilizando primero los grupos Normales y
Sospechosos para la parte de entrenamiento y despue´s el grupo de Prueba con el fin de determinar
los registros de consumo normales y sospechosos. Los datos de parametrizacio´n se muestran para cada
uno de los algoritmos (Ver seccio´n A.1.5).
Ma´quina de Soporte Vectorial (Co´digo funcio´n A.1.5)
Funcio´n Kernel: RBF (Radial Basis Function=Funcion de Base Radial).
Valor sigma (σ): 5.
Clasificador Bayes Naive (Co´digo funcio´n A.1.5)
Funcio´n de Distribucio´n: Normal.
Probabilidades a Priori:
1. Grupo de Sospechosos = 0.444
2. Grupo de Normales = 0.555
Algoritmo Adaboost (Co´digo funcio´n A.1.5)
Algoritmo base: Clasificador por umbral.
Numero de rondas de aprendizaje: 10.
Algoritmo Bagging (Co´digo funcio´n A.1.5)
Algoritmo base: A´rbol de decisio´n.
Numero de modelos base: 10.
53
En la Tabla 5.4, se muestran los resultados obtenidos por cada algoritmo de clasificacio´n para los
datos de prueba. La etiqueta “1”se asocia a un registro de usuario Normal, mientras que las etiqueta
“0”se asocia a un registro de usuario Sospechoso; la ultima columna es el resultado de ponderar
los resultados individuales de cada clasificador, da´ndole mas peso a los resultados obtenidos por los
algoritmos Adaboost y Bagging en aquellos caso de empate. El tiempo total de computo fue de 27.6
segundos (Ver seccio´n A.1.6).
ID
Registro
Ma´quina de
Soporte Vectorial
Clasificador
Bayes Naive
Algoritmo
Adaboost
Algoritmo
Bagging
Resultado
Final
1 1 1 1 1 1
2 0 0 0 1 0
3 0 0 0 1 0
4 1 1 1 1 1
5 1 1 1 1 1
6 1 1 0 1 1
7 1 1 1 1 1
8 0 0 0 1 0
9 0 1 1 0 1
10 0 0 0 0 0
11 1 1 1 1 1
12 1 1 1 1 1
13 0 0 0 1 0
14 1 1 0 1 1
15 0 0 0 1 0
16 0 0 1 0 0
17 0 0 1 0 0
18 0 0 0 1 0
19 0 0 0 0 0
20 1 1 1 1 1
21 0 0 0 1 0
continu´a . . .
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22 0 0 0 1 0
23 0 0 0 1 0
24 0 0 1 1 1
25 0 0 0 0 0
26 0 0 0 1 0
27 0 0 0 1 0
28 1 1 0 1 1
29 0 0 0 0 0
30 1 1 1 1 1
31 0 0 0 1 0
32 1 1 1 1 1
33 0 0 0 1 0
34 0 0 1 1 1
35 0 0 0 1 0
36 1 1 1 1 1
37 1 1 0 1 1
38 0 0 1 1 1
39 0 0 0 1 0
Tabla 5.4: Resultados de los clasificadores para los datos de prueba
Tomando como referencia la columna de resultados finales de la tabla anterior, se tienen 18 registros
que fueron clasificados como consumos Normales y 21 clasificados como Sospechosos. En la Figura 5.9
se muestran los valores promedios de los consumos para cada etiqueta, los cuales pertenecen a los datos
de prueba.
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Figura 5.9: Consumos promedio de usuarios Normales y Sospechosos de los datos de prueba
La lista final de sospechosos esta dada por la integracio´n de los siguientes datos:
Datos residuales filtro 1=4 registros
Datos residuales filtro 2=38 registros
Usuarios Sospechoso=21 registros
Lo cual genera una lista final de 63 registros consolidados.
Finalmente la eficacia individual cono global de los resultados se determina comparando la lista final de
sospechosos con aquellos registros reportados como sospechosos por parte de la empresa de distribucio´n
como se muestra en la Tabla 5.5 . El comportamiento de dichos registros se exponen en la Figura 5.10.
Registros sospechosos-metodolog´ıa: 63
Registros sospechosos-empresa de distribucio´n: 15
Registros coincidentes: 10
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Algoritmo % de eficacia individual
Maquina de
Soporte Vectorial
16
Clasicador
Bayes Naive
15
Algoritmo
Adaboost
18
Algoritmo
Bagging
15
% de eficacia global 16
Tabla 5.5: Eficacia de la metodolog´ıa propuesta
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Figura 5.10: Consumos sospechosos, segu´n la empresa de distribucio´n
Aunque el porcentaje de eficacia presentan un valor bajo, este era de esperarse ya que el sistema de
la empresa de distribucio´n, de la cual se tomo la base de datos ya ha sido intervenido y se realiza un
constante control y monitoreo a los usuarios.
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Cap´ıtulo 6
Conclusiones
La metodolog´ıa propuesta en este trabajo muestra una perspectiva diferente a las presentadas
en trabajos similares que abordan el problema de deteccio´n de perdidas no te´cnicas en sistemas
de distribucio´n, ya que el esquema metodolo´gico desarrollado abarca los siguientes aspectos:
1. Ana´lisis cuantitativo y grafico de los datos.
2. Aplicacio´n de etapas de filtrado con el fin de detectar y remover los datos incongruentes o
at´ıpicos.
3. Utilizacio´n de un criterio de validacio´n para la conformacio´n de los grupos, con el fin de
minimizar la incertidumbre en la asignacio´n de las etiquetas a los datos.
4. Ponderacio´n de los resultados de 4 algoritmos de clasificacio´n para obtener un resultado
final.
5. Integracio´n de diferentes salidas, resultantes del proceso metodolo´gico con el fin de obtener
un archivo final consolidado.
Los resultados obtenidos muestran que los algoritmos Adaboost y Bagging presentan un
desempen˜o mejor a los algoritmos basados maquinas de soporte vectorial y clasificadores Bayes
naive, esto se debe a la estructura propia de los primeros que buscan la combinacio´n del mismo
algoritmo varias veces con el fin de minimizar el error en la clasificacio´n.
Aunque los porcentajes de eficacia individual y global son bajos, estos son mejores a los
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porcentajes de eficacia reportados en la literatura cuando se realizan inspecciones en sitios, donde
dichos valores no sobrepasan el 5 %.
Como trabajo futuro se plantea la idea de integrar los registros de consumos ele´ctricos con
otros tipos de registros como el consumo de agua o de gas, ya que existen relaciones entre estos
tres servicios. La idea principal consiste en determinar las variaciones presentes en los registros
histo´ricos con el fin de diagnosticar comportamientos sospechosos en cualquiera de los tres tipos
de consumo.
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Ape´ndice A
Anexos
A.1. Codigo fuente programa desarrollado
Version 1.0
Ruben Dario Trejos Ramirez
Maestria en ingenieria electrica
Universidad Tecnologica de Pereira
Mayo de 2014
A.1.1. Etapa 1: Adquisicion y consolidacion de la informacion
Base de datos: Datos consumos electricos sistema empresa de distribucion
load Datos_1 : Usuarios Residenciales Estrato 6-Grupo de Calidad 1
load Datos_2 : Usuarios Residenciales Estrato 5-Grupo de Calidad 1
load Datos_3 : Usuarios Residenciales Estrato 4-Grupo de Calidad 1
Tamano de las variables consumos (periodos de 12 a 54 meses)
Periodos: 12 meses--->3:14
24 meses--->3:26
36 meses--->3:38
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48 meses--->3:50
54 meses--->3:56
Registros con consumo cero por mas de "n" meses:
Periodos: 12 meses--->9
24 meses--->18
36 meses--->27
48 meses--->36
54 meses--->41
prompt = ’Ingrese el numero de meses (12,24,36,48,54): ’;
Periodo = input(prompt);
switch Periodo
case 12
limite=14;
Numero_meses=9;
disp(’12 meses’);
case 24
limite=26;
Numero_meses=18;
disp(’24 meses’);
case 36
limite=38;
Numero_meses=27;
disp(’36 meses’);
case 48
limite=50;
Numero_meses=36;
disp(’48 meses’);
case 54
limite=56;
Numero_meses=41;
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disp(’54 meses’);
otherwise
disp(’Error’)
disp(’Ingrese un periodo valido’);
break
end
Consumos=[A1(:,1) A1(:,3:limite)];
Consumos_0=Consumos;
A.1.2. Etapa 2: Analisis estadistico inicial de los datos
[N_1,VM_1,DE_1,MAX_1,MIN_1,R_1,Registros_0,Consumos0_Vec] =Analisis(Consumos);
Resultado analisis inicial
disp(’Analisis inicial de los datos’)
disp(’-----------------------------’)
fprintf(’Periodo de analisis [meses]: %3.1f\n’,Periodo);
fprintf(’Numero de datos: %3.1f\n’, N_1);
fprintf(’Valor Medio: %3.1f\n’,VM_1);
fprintf(’Desviacion Estandar: %3.1f\n’,DE_1);
fprintf(’Valor maximo: %3.1f\n’,MAX_1);
fprintf(’Valor minimo: %3.1f\n’,MIN_1);
fprintf(’Rango de los datos: %3.1f\n’,R_1);
fprintf(’Registros originales: %3.1f\n’,Registros_0);
Figura 1:Comportamiento de los registros iniciales
indice_0=1:(size(Consumos,2)-1);
figure
plot(indice_0,Consumos(:,2:size(Consumos,2)))
axis([1 Periodo 0 MAX_1])
xlabel(’Per~Aodo [Meses]’)
ylabel(’Consumos [kWh]’)
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title(’Registros Originales’)
Figura 2:Analisis estadistico de los registros originales
figure
subplot(1,2,1); boxplot(Consumos0_Vec,’notch’,’on’,’whisker’,1,’outliersize’,5,’symbol’,’*’);
title(’Comportamiento de los registros originales’)
ylabel(’Consumos [kWh]’)
xlabel(’a)’)
zoom(1)
subplot(1,2,2);hist(Consumos0_Vec);
title(’Registros Originales’)
xlabel(’b)’)
zoom(1)
A.1.3. Etapa 3: Pre-procesamiento de la informacion
Filtro 1:Consumos iguales a cero para un periodo grande.
[Consumos_1, Registros_1,Consumos1_Vec ] = Filtro_1(Consumos,Numero_meses);
Filtro 2:Determinacion de los datos atipicos "Outliers".
[Consumos_2, Registros_2,Consumos2_Vec ] = Filtro_2( Consumos_1);
Analisis estadistico final de los datos
[N_2,VM_2,DE_2,MAX_2,MIN_2,R_2] = Analisis_2(Consumos2_Vec );
Resultado analisis final
disp(’Analisis final de los datos’)
disp(’-----------------------------’)
fprintf(’Numero de datos: %3.1f\n’, N_2);
fprintf(’Valor Medio: %3.1f\n’,VM_2);
fprintf(’Desviacion Estandar: %3.1f\n’,DE_2);
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fprintf(’Valor maximo: %3.1f\n’,MAX_2);
fprintf(’Valor minimo: %3.1f\n’,MIN_2);
fprintf(’Rango de los datos: %3.1f\n’,R_2);
fprintf(’Registros originales: %3.1f\n’,Registros_2);
Figuras analisis final
Figura 3:Diagramas de dispersion (Datos filtros 1 y 2)
figure
I_0=1:size(Consumos0_Vec,1);
I_1=1:size(Consumos1_Vec,1);
I_2=1:size(Consumos2_Vec,1);
subplot(1,2,1); scatter(I_1,Consumos1_Vec)
title(’Registros-Filtro 1’)
xlabel(’a)’)
subplot(1,2,2); scatter(I_2,Consumos2_Vec)
title(’Registros Filtro 2’)
xlabel(’b)’)
Figura 4:Histogramas (Datos filtros 1 y 2)
figure
subplot(1,2,1); hist(Consumos1_Vec);
title(’Registros Filtro 1’)
xlabel(’a)’)
subplot(1,2,2); hist(Consumos2_Vec);
title(’Registros Filtro 2’)
xlabel(’b)’)
Figura 5:Comportamiento de los registros finales
figure
plot(indice_0,Consumos_2(:,2:size(Consumos_2,2)))
axis([1 Periodo 0 MAX_2])
70
xlabel(’Per~Aodo [Meses]’)
ylabel(’Consumos [kWh]’)
title(’Registros Depurados’)
A.1.4. Etapa 4: Asignacion de las etiquetas a los consumos (Aprendizaje No
Supervisado)
Datos=Consumos2_Vec;
Criterio de la Silueta
Referencias:Kaufman L. and Rousseeuw, P.J. Finding Groups in Data: An
Introduction to Cluster Analysis, Wiley, 1990
Figura 6:Resultados criterio de asignacion
figure
subplot(1,2,1)
for k=2:1:6
IDX=kmeans(Datos,k);
[S,H] = silhouette(Datos,IDX);
silA(k)=mean(S);
end
[Val Pos]=max(silA);
Resultados indice
Interpretacion de los resultados
disp(’ANALISIS DE AGRUPAMIENTO’)
disp(’------------------------’)
if Val>0.71 || Val<1.00
disp(’Se ha encontrado una estructura fuerte’)
fprintf(’Valor del indice: %3.1f\n’,Val);
fprintf(’Valor de k recomendado: %3.1f\n’,Pos);
elseif Val>0.51 || Val<0.70
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disp(’Se ha encontrado una estructura rasonable’)
fprintf(’Valor del indice: %3.1f\n’,Val);
fprintf(’Valor de k recomendado: %3.1f\n’,Pos);
elseif Val>0.26 || Val<0.750
disp(’Se ha encontrado una estructura debil’)
fprintf(’Valor del indice: %3.1f\n’,Val);
fprintf(’Valor de k recomendado: %3.1f\n’,Pos);
elseif Val<=0.25
disp(’No se ha encontrado una estructura sustancial ’)
fprintf(’Valor del indice: %3.1f\n’,Val);
fprintf(’Valor de k recomendado: %3.1f\n’,Pos);
end
xlabel(’a)’)
subplot(1,2,2); plot(1:k, silA,’ok-’,’MarkerFaceColor’,’k’)
title(’Indice Silueta’)
xlabel(’Numero de grupos’)
ylabel(’Valor del indice’)
[idx,ctrs]=kmeans(Datos,Pos);
Datos_k=reshape(idx,length(Consumos_2(:,1)),Periodo);
DemNV1=[];
DemNV2=[];
for i3=1:length(Consumos_2(:,1))
Tmp1=length(find(Datos_k(i3,:)==1));
Tmp2=length(find(Datos_k(i3,:)==2));
May=[Tmp1 Tmp2];
Tm=find(May==max(May));
Usu(i3,1)=Consumos_2(i3,1);
Usu(i3,2)=Tm(end);
if Usu(i3,2)==1 %
DemNV1=[DemNV1;Consumos_2(i3,1:size(Consumos_2,2))];
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elseif Usu(i3,2)==2
DemNV2=[DemNV2;Consumos_2(i3,1:size(Consumos_2,2))];
end
end
Resultado analisis de agrupamiento
disp(’Resultados de agrupamiento’)
fprintf(’Centro grupo 1: %3.1f\n’,ctrs(1,:));
fprintf(’Centro grupo 2: %3.1f\n’,ctrs(2,:));
Aux1=DemNV1(:,2:end);
Aux2=DemNV2(:,2:end);
[Centro, Grupo]=min(ctrs);
Asignacion de registros de usuarios Normales y Sospechosos
Grupo_Normales=[];
Sospechosos=[];
if Grupo==1
Grupo_Normales=DemNV2;
Sospechosos=DemNV1;
Etiqueta_N=ones(size(DemNV2,1),1);
else
Grupo_Normales=DemNV1;
Sospechosos=DemNV2;
Etiqueta_N=ones(size(DemNV1,1),1);
end
Sospechosos_Vec=reshape(Sospechosos(:,2:size(Sospechosos,2)),numel(Sospechosos(:,2:size(Sospechosos,2))),1);
[idx_1,ctrs_1]=kmeans(Sospechosos_Vec,2);
Datos_k1=reshape(idx_1,length(Sospechosos(:,1)),Periodo);
DemNV3=[];
DemNV4=[];
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for i4=1:length(Sospechosos(:,1))
Tmp3=length(find(Datos_k1(i4,:)==1));
Tmp4=length(find(Datos_k1(i4,:)==2));
May=[Tmp3 Tmp4];
Tm1=find(May==max(May));
Usu1(i4,1)=Sospechosos(i4,1);
Usu1(i4,2)=Tm1(end);
if Usu1(i4,2)==1
DemNV3=[DemNV3;Sospechosos(i4,1:size(Sospechosos,2))];
elseif Usu(i4,2)==2
DemNV4=[DemNV4;Sospechosos(i4,1:size(Sospechosos,2))];
end
end
[Centro1, Grupo1]=min(ctrs_1);
Grupo_Sospechosos=[];
if Grupo1==1
Grupo_Sospechosos=DemNV3;
Etiqueta_S=zeros(size(DemNV3,1),1);
Datos_PRUEBA=DemNV4;
else
Grupo_Sospechosos=DemNV4;
Etiqueta_S=zeros(size(DemNV4,1),1);
Datos_PRUEBA=DemNV3;
end
Resultado asignacion de etiquetas
disp(’Resultados Aprendizaje No Supervisado’)
disp(’-----------------------------’)
fprintf(’Numero de datos grupo Normales: %3.1f\n’,size(Grupo_Normales,1));
fprintf(’Numero de datos grupo Sospechosos: %3.1f\n’,size(Grupo_Sospechosos,1));
fprintf(’Numero de datos grupo Prueba: %3.1f\n’,size(Datos_PRUEBA,1));
74
Figura 7:Comparacion entre un usuario Normal y Sospechoso
figure
subplot(2,1,1); plot(1:1:Periodo,Grupo_Normales(2,2:end),’b-’)
xlabel(’Per~Aodo [Meses]’)
ylabel(’Consumos [kWh]’)
title(’Registro Normal’)
subplot(2,1,2); plot(1:1:Periodo,Grupo_Sospechosos(2,2:end),’r-’)
xlabel(’Per~Aodo [Meses]’)
ylabel(’Consumos [kWh]’)
title(’Registro Sospechoso’)
Figura 8:Consumos promedios de los grupos de usuarios Normales y Sospechosos
figure
plot(1:1:Periodo,mean(Grupo_Normales(:,2:end)),’b-’)
hold on
plot(1:1:Periodo,mean(Grupo_Sospechosos(:,2:end)),’r-’)
hold on
plot(1:1:Periodo,mean(Datos_PRUEBA(:,2:end)),’k-’)
legend(’Promedio Grup Normales’,’Promedio Grupo Sospechosos’,’Promedio Grupo Prueba’)
A.1.5. Etapa 5: Algoritmos de clasificacion (Aprendizaje Supervisado)
Datos de Entrenamiento
Datos_Train=[Grupo_Normales(:,2:end);Grupo_Sospechosos(:,2:end)];
Etiquetas (1:Normales y 0:Sospechosos)
Etiquetas=[Etiqueta_N;Etiqueta_S];
Datos de prueba
Datos_Test=Datos_PRUEBA(:,2:end);
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Maquina de Soporte Vectorial
function [Resultado_SVM,svmStruct, precision,Matriz_conf]
=
SVM(Datos_Train,Etiquetas,Datos_Test)
Estructura Maquina de Soporte Vectorial:
meas=Datos_Train;
groups=Etiquetas;
Datos_Test;
Entrenamiento:
svmStruct = svmtrain(meas,groups,’ShowPlot’,false,’Method’,’QP’, ...
’BoxConstraint’,2e-1, ’Kernel_Function’,’rbf’, ’RBF_Sigma’,5);
Validacion cruzada:
k=10;
cvFolds = crossvalind(’Kfold’, groups, k);
cp = classperf(groups);
for i = 1:k
testIdx = (cvFolds == i);
trainIdx = ~testIdx;
Entrenamiento del modelo a partir de la instancias generadas:
svmModel = svmtrain(meas(trainIdx,:), groups(trainIdx), ...
’Autoscale’,true, ’Showplot’,false, ’Method’,’QP’, ...
’BoxConstraint’,2e-1, ’Kernel_Function’,’rbf’, ’RBF_Sigma’,5);
Prueba utilizando las instancias generadas:
pred = svmclassify(svmModel, meas(testIdx,:), ’Showplot’,false);
Evaluacion y actualizacion del modelo:
cp = classperf(cp, pred, testIdx);
end
Resultados validacion cruzada:
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precision=cp.CorrectRate;
Matriz de confusion:
Columnas:actual, filas:predicciones, ultima columna:Instancias no clasificadas
Matriz_conf=cp.CountingMatrix;
Clasificacion:
Resultado_SVM = svmclassify(svmStruct,Datos_Test,’ShowPlot’,false);
end
Clasificador Bayes Naive
function [Resultado_BAYES,nb, precision1,Matriz_conf1] =BY(Datos_Train,Etiquetas,Datos_Test)
Estructura Clasificador Bayes Naive:
meas=Datos_Train;
groups=Etiquetas;
Datos_Test;
Entrenamiento:
nb = NaiveBayes.fit(Datos_Train,Etiquetas);
Validacion cruzada:
k=10;
cvFolds = crossvalind(’Kfold’, groups, k);
cp1 = classperf(groups);
for i = 1:k
testIdx = (cvFolds == i);
trainIdx = ~testIdx;
Entrenamiento del modelo a partir de la instancias generadas:
BNModel = NaiveBayes.fit(meas(trainIdx,:), groups(trainIdx));
Prueba utilizando las instancias generadas:
pred = predict(BNModel, meas(testIdx,:));
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Evaluacion y actualizacion del modelo:
cp1 = classperf(cp1, pred, testIdx);
end
Resultados validacion cruzada:
precision1=cp1.CorrectRate;
Matriz de confusion:
Columnas:actual, filas:predicciones, ultima columna:Instancias no clasificadas
Matriz_conf1=cp1.CountingMatrix;
Clasificacion:
Resultado_BAYES=predict(nb,Datos_Test);
end
Algoritmo Adaboost
function [Resultado_AB] = AB(Datos_Train,Etiquetas_2,Datos_Test)
Estructura Algoritmo Adaboost:
data=mat2gray(Datos_Train);
label=Etiquetas_2;
data1=mat2gray(Datos_Test);
Maximo numero de clasificadores base (clasificadores debiles):
T = 10;
Inicializacion de los pesos:
D = ones(size(label))/length(label);
h = {};
Pesos para cada clasificador base:
alpha = [];
for t=1:T
err(t) = inf;
thresholds = [-3:0.1:3];
for ii=1:length(thresholds)
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for jj=[-1 1]
for kk=[1 2]
tmph.dim = kk;
tmph.pos = jj;
tmph.threshold = thresholds(ii);
tmpe = sum(D.*(weakLearner(tmph,data) ~= label));
if( tmpe < err(t))
err(t) = tmpe;
h{t} = tmph;
end
end
end
end
Criterio de parada:
if(err(t) >= 1/2)
disp(’stop b/c err>1/2’)
break;
end
alpha(t) = 1/2 * log((1-err(t))/err(t));
Actualizacion de los pesos en los clasificadores base:
D = D.* exp(-alpha(t).*label.* weakLearner(h{t}, data));
D = D./sum(D);
end
figure(’color’,’w’)
Un clasificador fuerte, es la suma de varios clasificadores base.
Los pesos de cada clasificador base es alpha.
finalLabel = zeros(size(label));
for t=1:length(alpha)
finalLabel = finalLabel + alpha(t) * weakLearner(h{t}, data);
tfinalLabel = sign(finalLabel);
misshits(t) = sum(tfinalLabel ~= label)/size(data,1);
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pos1 = find(tfinalLabel == 1);
pos2 = find(tfinalLabel == -1);
subplot(5,2,t);plot(data(pos1,1), data(pos1,2), ’b*’)
hold on;plot(data(pos2,1), data(pos2,2), ’r*’)
xlim([-3 3])
ylim([-3 3])
xlabel([’t = ’ num2str(t)])
axis square
end
figure(’color’,’w’);plot(misshits)
ylabel(’miss hists’)
Clasificacion:
finalLabel = 0;
for t=1:length(alpha)
finalLabel = finalLabel + alpha(t) * weakLearner(h{t}, data1);
end
Resultado_AB = sign(finalLabel);
end
Algoritmo Bagging
function [results,Resultado_BG] = Bagging( Datos_Train,Etiquetas,Datos_Test)
Estructura Algoritmo Bagging:
feature_train_all =Datos_Train;
target_train_all=Etiquetas;
feature_test_all=Datos_Test;
target_test_all=[0];
Parametros del algoritmo:
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num_samples_all =size(target_train_all,1);
num_bootstrap = 10;
num_samples_in_bootstrap =100;
tree_bootstrap = cell(1,num_bootstrap);
Entrenamiento:
for i_bootstrap = 1:num_bootstrap
id_random = randperm(num_samples_all);
id_select = id_random(1:num_samples_in_bootstrap);
feature_train_current = feature_train_all(id_select,:);
target_train_current = target_train_all(id_select,:);
%Clasificador:Arbol de decision
tree_current = classregtree(feature_train_current,target_train_current,...
’method’,’classification’,...
’categorical’,1:24,...
’names’,{’Mes 1’ ....’Mes 24’}
’minleaf’,1,...
’minparent’,1);
tree_bootstrap{i_bootstrap} = tree_current;
end
Prueba:
results = cell(1,num_bootstrap);
for i_bootstrap = 1:num_bootstrap
tree_current = tree_bootstrap{i_bootstrap};
result_current = eval(tree_current,feature_test_all);
results{i_bootstrap} = result_current;
end
for i=1:num_bootstrap
fprintf(’Resultado del %d th clasificador es %s \n’,i,char(results{i}));
end
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Ponderacion de los resultados de cada clasificador (Decision final):
C=results;
[BF,BC]=size(results);
for k=1:BC
A(:,k)=C{k};
end
for i=1:size(A,1)
for j=1:size(A,2)
AUX(i,j)=str2double(A{i,j});
end
end
RUBEN=transpose(AUX);
Final=zeros(3,size(RUBEN,2));
for l=1:size(RUBEN,2)
Final(1,l)=sum(RUBEN(:,l) == 1);
Final(2,l)=sum(RUBEN(:,l) == 0);
if Final(1,l)>Final(2,l)
Final(3,l)=1;
else
Final(3,l)=0;
end
end
Resultado_BG=transpose(Final);
end
A.1.6. Etapa 6: Resultados finales
Impresion de los ressultados finales:
disp(’Resultados de los clasificadores’)
disp(’--------------------------------’)
disp(’ID SVM BAYES NAIVE ADABOOST BAGGING ’)
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Resultados_Finales=
[Datos_PRUEBA(:,1) Resultado_SVM Resultado_BAYES Resultado_AB Resultado_BG]
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