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To cite this article: López-Estrada, F.R., Méndez-López, A., Santos-Ruiz, I., Valencia-Palomo, G., Escobar-Gómez, 
E., 2021. Fault detection in unmanned aerial vehicles via orientation signals and machine learning. Revista 
Iberoamericana de Automática e Informática Industrial 18 254-264. https://doi.org/10.4995/riai.2021.14031
Resumen
Este trabajo propone un esquema de detección y localización de fallas en los actuadores de un vehículo aéreo no tripulado 
(VANT) del tipo cuadrirrotor. Para ello, se considera un enfoque basado en datos haciendo uso de técnicas de aprendizaje de 
máquina. En este enfoque se construye un modelo implícito del sistema a través de la información proporcionada por los sensores 
del VANT. Primero, a través de un plataforma de vuelo de tipo giroscópica, se captan las vibraciones correspondientes a la 
orientación, posición angular y aceleración lineal cuando el vehículo se encuentra en vuelo estacionario en condiciones 
nominales. Estos datos se procesan mediante Análisis en Componentes Principales (PCA) para la extracción de características. 
Posteriormente, se induce una falla a los actuadores a través de un recorte en cada una de las hélices del VANT que ocasionan una 
reducción del empuje generado por los rotores. Estos datos se proyectan también al subespacio de componentes principales y se 
comparan con los datos nominales. Para discernir entre los datos nominales y los datos cuando el vehículo presenta falla, se 
emplea el estadístico T 2 de Hotelling. Finalmente, el desarrollo se complementa con los algoritmos de clasificación de k-
vecinos más cercanos (k-NN) y de máquina de vectores de soporte (SVM). Los resultados muestran una tasa de clasificación 
correcta del 89.6 % (k-NN) y 92.4 %(SVM) respectivamente para 423 conjuntos de datos de validación.
Palabras clave: Vehículo aéreo no tripulado, detección e identificación de fallas, análisis en componentes principales, 
aprendizaje de máquina, cuadrirrotor.
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Abstract
This work proposes an actuator fault detection and isolation scheme for a quadrotor unmanned aerial vehicle (UAV) under 
a data-driven approach using machine learning techniques. In this approach, an implicit model of the system is built through 
the information provided by the onboard sensors of the UAV. First, using a tailored flying platform, vibrations corresponding 
to the orientation, angular position and linear acceleration were captured with the UAV flying in hover mode under nominal 
conditions. This data is processed by Principal Component Analysis (PCA) for feature extraction. Subsequently, faults in the 
actuators are induced through a cut in each of the UAV propellers which generate a reduction in the thrust of the rotors. 
These data are also projected into the PCA subspace and compared to the nominal data. Hotelling’s T 2 statistic is used to discern 
between nominal data and data when the vehicle exhibits an actuator fault. Finally, the developed algorithms were complemented 
with k-nearest neighbors (k-NN) and support vector machine (SVM) classification algorithms. The results show a correct 
classification rate of 89.6 % (k-NN) and 92.4 % (SVM) respectively for 423 validation datasets.
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1. Introducción
Un vehı́culo aéreo no tripulado (VANT) de tipo cuadrirrotor
es una aeronave sin piloto humano que se opera a través de una
entrada electrónica iniciada por un controlador de vuelo o un
sistema de control de vuelo autónomo a bordo (Nonami et al.,
2010). Este tipo de vehı́culos tiene un creciente interés debido
a que proveen una gran área de aplicaciones en sectores como:
transporte, exploración del medio y agricultura (Sharifi et al.,
2010), vigilancia, búsqueda y rescate, seguridad, militar (Mou-
loua et al., 2001), entre otros. En VANTs, los accidentes ocurren
con frecuencia debido a fallas en los sistemas electrónicos, roto-
res y sensores (Mueller and D’Andrea, 2014; Guzmán-Rabasa
et al., 2019) lo que ocasiona daño parcial o total al vehı́culo ge-
nerando pérdidas económicas o daños a terceros. Debido a ello,
es de gran importancia la detección y localización de las fallas
en el vehı́culo para mejorar su seguridad y confiabilidad ante
comportamientos anómalos (López-Estrada et al., 2019, 2020).
Existen dos metodologı́as para detectar fallas durante el
vuelo del VANT; las basadas en modelos matemáticos y las
basadas en datos. Las primeras se basan en leyes fı́sicas que
rigen el movimiento traslacional y rotacional del VANT. Se ge-
neran señales residuales que comparan mediciones de senso-
res con estimaciones obtenidas del modelo (Saied et al., 2015;
Guzmán-Rabasa et al., 2019), donde las discrepancias se inter-
pretan como una posible falla. Aunque este enfoque ha logrado
aplicarse de manera exitosa (Vey and Lunze, 2016; Xian and
Hao, 2019), usualmente es difı́cil parametrizar el modelo del
sistema, debido a que algunos parámetros como los momentos
de inercia, empujes y constantes aerodinámicas, entre otros, no
son fáciles de medir o estimar. En contraparte, los métodos ba-
sados en datos utilizan un modelo implı́cito a partir de los datos
empı́ricos del sistema caracterizando una zona de operación no-
minal y zonas de operación con fallas (Gertler, 2015; Guo et al.,
2019). Con ello, se realiza un comparación entre los datos no-
minales y con fallas para identificar anomalı́as en el vehı́culo.
Algunos trabajos que consideran métodos basados en da-
tos se describen a continuación. En Yap (2014) se presentó el
monitoreo de salud estructural de VANTs usando una unidad
de medición inercial (IMU) unida al eje de un cuadrirrotor pa-
ra analizar la vibración caracterı́stica mediante la transformada
rápida de Fourier. En Ghalamchi and Mueller (2018) se pro-
puso la detección de fallas analizando el espectro de vibración
en las trayectorias de vuelo mediante la instalación de un ace-
lerómetro en el centro del cuerpo del cuadrirrotor. El argumen-
to de esta técnica, se basa en que las hélices dañadas aplican
vibración adicional al sistema y la detección de esas fallas ayu-
da a prevenir daños en otros componentes. Los autores en Li
et al. (2016) propusieron un análisis en componentes principa-
les (PCA) dinámico caracterizando zonas de operación nominal
y con fallas. Los resultados obtenidos demuestran la efectividad
de los métodos basados en PCA, sin embargo solo se realizaron
pruebas en simulación sin una validación experimental.
Otros autores proponen la combinación de técnicas basadas
en datos y técnicas de aprendizaje de máquina con la finalidad
de generar métodos de diagnóstico más eficientes. Por ejem-
plo, Jiang et al. (2015) consideraron una metodologı́a basada
en redes neuronales artificiales y ondeletas para procesar las
señales de vibración producto de la aceleración en el vehı́culo.
También se combinaron métodos acústicos y redes neuronales
artificiales, como en Iannace et al. (2019), donde a partir de
las mediciones del ruido producido por la rotación de la héli-
ce, se construyó un modelo de clasificación para detectar una
hélice desequilibrada. Algunos trabajos consideran un enfoque
combinando sistemas basados en datos y sistemas basados en
modelo, por ejemplo, en Freeman et al. (2013) se consideró la
generación residual basada en modelo y la detección de ano-
malı́as basada en datos para un VANT y los aplicó a los datos
experimentales de pruebas de vuelo con y sin fallas. Este en-
foque, se aplicó también a la detección de fallas en sensores,
e.g. en Sun et al. (2017) se presenta un sistema de inferencia
neuro-difuso adaptativo (ANFIS) que combina un mecanismo
de entrenamiento de datos en lı́nea con un sistema de decisión
basado en ANFIS.
En trabajos más recientes, los autores en Benini et al. (2019)
proponen un sistema de clasificación de fallas para un VANT
basado en análisis frecuencial y la extracción de caracterı́sticas,
logrando aplicarlo al sistema experimental Songbird. En Wang
et al. (2019) se propone un sistema de detección de anomalı́as
en sensores basado en redes neuronales recurrentes de corto pe-
riodo de tiempo. El sistema se aplicó satisfactoriamente usando
datos de sensores de orientación. Otro trabajo de detección de
fallas considerando redes neuronales recurrente se propuso en
Xiao et al. (2019), donde se logró detectar interferencias en el
sistema GPS que afectan la navegación del vehı́culo. En Yang
et al. (2020) se considera un enfoque hı́brido para fallas en sen-
sores basados en el análisis secuencial de residuos y máquinas
de vectores de soporte. No obstante, a pesar de que el tema se ha
investigado ampliamente, el problema no está del todo resuelto
y sigue siendo de amplio interés para la comunidad cientı́fica.
En particular el diagnóstico de fallas en actuadores. Este proble-
ma es de vital importancia, pues debido al fuerte acoplamiento
de los mismos, una falla en un actuador afecta al desempeño del
vehı́culo en las dinámicas de orientación y traslación.
Por otro lado, una de las desventajas de los métodos basados
en datos es que para sistemas de dinámicas rápidas, se genera
una gran cantidad de datos, lo cual reduce la aplicabilidad de
los algoritmos de detección de fallas. Una forma de afrontar
este problema es a través de la extracción de la información re-
levante de los datos, y por ende la reducción de su dimensión.
Esta reducción se puede lograr mediante técnicas de análisis de
componentes principales como se demostró recientemente en el
trabajo de Wang et al. (2020), en donde aplicando técnicas de
PCA se logró procesar datos masivos, con algoritmos compu-
tacionalmente eficientes, en la detección de fallas en un VANT
de ala fija.
El diagnóstico de fallas en VANTs fue abordado reciente-
mente mediante técnicas de aprendizaje automático que usan
clasificadores. Por ejemplo, Baskaya et al. (2017) usaron clasi-
ficadores basados en máquinas de vectores de soporte (SVM),
Yousefi et al. (2018) propusieron un modelo de detección ba-
sado en el análisis discriminante lineal, y Alos and Dahrouj
(2020) propusieron un clasificador basado en los k-vecinos más
cercanos (k-NN). El común denominador en estos sistemas de
detección de fallas mediante aprendizaje automático es la difi-
cultad para distinguir entre diferentes tipos de falla, por lo que
es importante una selección adecuada de las variables de entra-
da (features) del sistema, de modo que en el espacio definido
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por esas variables se maximice la separabilidad de las fallas.
Por ello, se asume que el preprocesamiento mediante PCA de
los datos de vuelo del VANT (la entrada del clasificador) puede
contribuir a mejorar esta separabilidad.
En este trabajo se considera una técnica basada en PCA
para la detección de fallas en los actuadores del VANT y se
complementa con algoritmos de clasificación k-NN y SVM pa-
ra la identificación de la falla. Para ello se genera inicialmente
un modelo implı́cito del sistema a partir de datos obtenidos de
sensores proporcionados por la tarjeta de control de vuelo. El
criterio de selección subyacente es que el diagnóstico de fallas
basado en datos permite evitar la carga del modelado preciso
requerido en el enfoque basado en un modelo matemático. El
análisis se realiza a partir de datos de la orientación, velocidad
angular y aceleración lineal del vehı́culo obtenidos de la IMU
inmersa en la tarjeta de control de vuelo del VANT. El conoci-
miento de las caracterı́sticas del sistema en condiciones de ope-
ración libre de fallas es útil para plantear escenarios de detec-
ción y localización de fallas como un problema de tratamiento
digital de señales. El trabajo se plantea en términos de clasifi-
cación de datos a partir de la extracción de sus caracterı́sticas
principales en condiciones nominales y de la comparación con
los datos del vehı́culo cuando se induce una falla. Las pruebas
experimentales se realizaron sobre una plataforma de vuelo de
tipo giroscopio y los resultados demuestran la efectividad del
método propuesto.
Este artı́culo está organizado de la siguiente manera: en la
Sección 2, se presenta el análisis en componentes principales y
su uso en la detección de fallas; en la Sección 3, se presentan
los algoritmos de clasificación considerados; la Sección 4 des-
cribe la aplicación del método propuesto a la detección de fallas
del VANT; la Sección 5 presenta el análisis de los resultados;
finalmente, la Sección 6 presenta las conclusiones del trabajo.
2. Detección de fallas basado en el análisis en componen-
tes principales
El análisis en componentes principales (PCA por sus si-
glas en inglés, Principal Component Analysis) es una técnica
estadı́stica multivariada que se usa ampliamente en el moni-
toreo de procesos industriales (Russell et al., 2012). Mediante
cálculos matriciales básicos el PCA permite construir un mo-
delo basado en datos (data-driven) del comportamiento de un
proceso, el cual puede ser utilizado después para determinar si
las mediciones actuales de las variables del proceso se ajustan
estadı́sticamente al comportamiento nominal (dentro de ciertos
lı́mites de confianza) o si se infiere la falla u otro comporta-
miento anómalo.
El análisis de componentes principales se usa ampliamente
en el monitoreo de plantas complejas con cientos de variables
porque, al revelar relaciones lineales entre las variables, reduce
significativamente la dimensionalidad del modelo de planta. Es-
ta técnica es un enfoque estadı́stico, que permite la transforma-
ción de datos multivariados a un espacio de menor dimensión
sin pérdida de generalidad (Jolliffe, 2011). Los nuevos com-
ponentes lineales son combinaciones lineales de las variables
originales, con la caracterı́stica adicional de que ahora se pre-
sentan como independientes. El PCA consta de dos fases: en-
trenamiento y monitoreo. En la fase de entrenamiento se crea
un modelo implı́cito de planta a partir de los datos empı́ricos.
En la fase de monitoreo, este modelo se utiliza para la FDI.
Para llevar a cabo el proceso del PCA se requiere de cons-
truir la matriz de mediciones
X =
[
x1 x2 . . . xn
]
∈ Rm×n; (1)
de tal forma que se construye la matriz X como:
X =

x1(1) x2(1) . . . xn(1)





x1(m) x2(m) . . . xn(m)
 , (2)
donde n representa el número de variables de proceso y m es el
número de muestras tomadas para cada variable.
Posteriormente se requiere escalar los vectores de datos de
X de tal forma que se tenga una media cero y varianza uni-
taria, para luego formar la matriz de puntuaciones estándar
Z =
[






(xk − µk1m), k = 1, 2, . . . , n; (3)
donde 1m =
[
1 1 . . . 1
]>
∈ Rm, µk y σk son la media












(xk(i) − µk)2. (4)
La estandarización en (3) permite una ponderación equita-
tiva de la variabilidad de los datos debido a que las variables de
proceso tienen sus valores en diferentes rangos y unidades de
medida. A partir de esta matriz de datos se inicia la extracción
de caracterı́sticas del sistema. Esta técnica consiste en encontrar
una matriz cuadrada ortogonal, que se define como:
P =
[
p1 p2 . . . pn
]
∈ Rn×n; (5)
donde P debe expresar el dato en Z ∈ Rm×n en términos de
una nueva matriz con las nuevas coordenadas de datos T =[
t1 t2 . . . tn
]
∈ Rm×n referidas a la base ortonormal pk:
T = ZP. (6)
Esto se ilustra en la Figura 1, donde el vector unitario p1 (pri-
mera componente) sigue la dirección de máxima varianza de los
datos, mientras que p2 (segunda componente) representa una
varianza residual, en la dirección perpendicular a p1.
Figura 1: Base ortonormal para el cambio de coordenadas en el PCA, caso bi-
dimensional.
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Las mediciones estandarizadas pueden recuperarse a partir
de T y P:
Z = TP>. (7)
Las columnas tn de la matriz T son las puntuaciones corres-
pondientes a la nueva variable, sin significado fı́sico, las cuales
son expresadas como combinaciones lineales de las variables
originales zk agrupadas en Z. Una forma de obtener la base P
es a través de una descomposición en valores singulares (SVD)
de Z (Strang et al., 2016). Otra forma es mediante una descom-
posición en eigenvalores (EVD) de la matriz de covarianza de
Z. La EVD se computa en menos tiempo que la SVD cuando
el número de observaciones m, supera el número de variables
n, pero es menos precisa. La matriz de covarianza se calcula
mediante la siguiente ecuación:




Posteriormente, se calcula una EVD de S, con lo que se ob-
tiene la expresión factorizada de la matriz de covarianza:
S = PΛP>, (9)
donde Λ ∈ Rn×n es una matriz diagonal con sus eigenvalores en
orden decreciente:
Λ = diag([λ1 λ2 . . . λn]), λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0, (10)
mientras que P es la matriz formada con los eigenvectores or-
tonormales, donde pk es el eigenvector correspondiente a λk.
Puede demostrarse que λk es igual a la varianza de la k-ésima
componente principal (Jolliffe, 2011):




de modo que la fracción de la varianza total explicada por las






cuyo denominador es n cuando se usan datos normalizados con
varianza unitaria.
Si una λk es cero, su componente principal correspondien-
te es descartable, pues no contribuye en nada para explicar la
variabilidad de los datos. Incluso se pueden descartar las com-
ponentes con valores pequeños distintos de cero. El número de
componentes principales que sı́ son significativas para expli-
car la variabilidad de los datos puede determinarse por valida-
ción cruzada (Wold, 1978) y por otros métodos (Tamura and
Tsujita, 2007), o bien fijando de manera arbitraria el porcenta-
je de la varianza que las componentes principales deban expli-
car. Cuando se determina el número de componentes principa-
les significativas q, es posible expresar que P = [P̄ P̃] donde
P̄=[p1 p2 . . . pq] ∈ Rn×q, denominada matriz de carga, gene-
ra el subespacio principal que contiene la variabilidad esencial
del proceso, mientras que P̃=[pq+1 pq+2 . . . pn] ∈ Rn×(n−q) ge-
nera el subespacio residual asociado al ruido y a las variaciones
débilmente correlacionadas con la fı́sica del proceso. Análoga-
mente, es posible hacer una separación en la matriz de las nue-
vas coordenadas, T = [T̄ T̃] donde T̄ contiene las coordenadas
de las proyecciones de los datos en el subespacio principal y T̃
contiene las proyecciones del subespacio residual. Puesto que
los subespacios principal y residual son ortogonales, la infor-








= T̄P̄> + T̃P̃> = Z̄ + Z̃. (13)
Puede considerarse que las matrices P y Λ junto con los
vectores de medias µ = [µ1 µ2 . . . µn] y que las varianzas
σ = [σ1 σ2 . . . σn] usadas en la estandarización constituyen
un modelo basado en datos del proceso. A continuación, se des-
cribe cómo utilizar este modelo para detectar fallas.
Con el modelo PCA definido por {P,Λ,µ,σ} es posible in-
ferir si cualquier nueva medición xnew =
[
x1 x2 . . . xn
]>
es
compatible con el comportamiento nominal del proceso. Para
ello se estandariza xnew con las medias y desviaciones estándar
del modelo. Luego, la muestra estandarizada znew puede ser ex-
presada en términos de la base ortonormal P con las coordena-
das:
tnew = z>newP. (14)
Las proyecciones de la muestra znew sobre los subespacios
principal y residual están dadas por:
znew = P P
>
znew, (15)
z̃new = P̃ P̃>znew =
(




de modo que znew = z̃new + znew. Para determinar la existencia
de fallas no es necesario comparar la muestra actual znew con
todos los datos de entrenamiento en Z (ni con su versión trans-
formada T), porque pueden utilizarse estadı́sticos de prueba. En
este caso se usa el T 2 de Hotelling












donde Λq = diag([λ1 λ2 . . . λq]) contiene sólo los eigenva-
lores asociados al subespacio principal. El argumento znew en
(17) indica que T 2 se calcula para la muestra de prueba, aunque
también es posible calcularlos para cada renglón de la matriz
de entrenamiento Z, pero estos pueden ser calculados median-
te una distribución de probabilidad sin necesidad de un cálculo
exhaustivo. Cuando el proceso opera en condiciones nominales,
el estadı́stico T 2 tiene valores pequeños y se infiere la existencia
de fallas cuando sobrepasan el umbral UT 2 (Figura 2).
Figura 2: Monitoreo de procesos mediante el ı́ndice T 2. Se infiere una falla
cuando T 2 > UT 2 , aunque el umbral se sobrepasa ocasionalmente durante la
operación normal.
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Fα(q,m − q), (18)
donde Fα(q,m − q) representa el percentil α en la distribución
F de Fisher con q y m − q grados de libertad. Generalmente,
0.95 ≤ α ≤ 0.99, según la confianza y sensibilidad deseadas.
Si el número de muestras de entrenamiento m es grande puede
usarse la aproximación de Qin (2012):
UT 2 ≈ χ2α(q), (19)
que corresponde a la distribución chi cuadrada de Pearson
con nivel de confianza α y q grados de libertad. En términos
geométricos, considerando el caso bidimensional, la región de-
finida por la desigualdad T 2(z) ≤ UT 2 es una elipse que con-
tiene, con cierto nivel de confianza, a los puntos compatibles
con la operación nominal del proceso. Mientras que en el ex-
terior de la elipse se ubican los puntos asociados con alguna
condición de falla. Se puede verificar que la región de confian-
za para T 2 tiene geometrı́a elipsoidal partiendo de la definición
de T 2 en (17). Ası́, en el caso bidimensional, la región de con-
fianza en el plano (t1, t2) es una elipse, porque la frontera de
dicha región (donde T 2 = UT 2 ) queda definida por la ecuación
t21/λ1 + t
2
2/λ2 = UT 2 .
3. Localización de fallas mediante clasificadores
El PCA en conjunto con el estadı́stico de T 2 de Hotelling
presentado en la sección anterior aporta información sobre la
ocurrencia de una falla, sin embargo, no es posible determi-
nar su ubicación, por lo que es necesario utilizar métodos de
clasificación. En esta sección se presentan dos algoritmos de
clasificación investigados para la identificación de la falla.
3.1. Algoritmo de clasificación k-NN
El algoritmo k-NN (del inglés k-Nearest Neighbors) es una
técnica de aprendizaje automático que clasifica muestras co-
rrespondientes a múltiples clases comparando las similitudes
(cercanı́a) entre la muestra de prueba y las diferentes muestras
de un conjunto de datos de entrenamiento. Las muestras se con-
forman por mediciones de las variables relevantes del problema,
las cuales son denominadas caracterı́sticas o atributos (features,
en inglés). Además de los atributos, cada muestra del conjunto
de entrenamiento contiene una etiqueta que identifica la clase a
la que pertenece, de modo que el aprendizaje k-NN es de tipo
supervisado.
En el entrenamiento, el clasificador k-NN no realiza ningún
cálculo y se limita a almacenar las muestras etiquetadas, difi-
riendo todo el cálculo para la etapa de inferencia donde pre-
tende identificar la clase correspondiente a muestras de prueba
no etiquetadas (Santos-Ruiz et al., 2019). Es un método no pa-
ramétrico, pues no resume los datos disponibles en un conjunto
de parámetros, por lo que todas las muestras de entrenamiento y
sus etiquetas deben permanecer en memoria durante su periodo
de operación. Para la inferencia, asume que una muestra dada
pertenece a la clase mayoritaria entre sus k vecinos más cerca-
nos. Para esto, deben definirse dos cosas: el número de vecinos
a utilizar y cómo medir la cercanı́a entre muestras.
Formalmente, una muestra de entrenamiento es un vector
x ∈ Rn, donde cada componente xi es un atributo de la muestra
(i.e., una variable de orientación del vehı́culo). Por cada mues-
tra de entrenamiento se asigna una etiqueta y(x), indicando la
clase a la que corresponde (i.e., el tipo de falla en el vehı́culo).
Con esa base de conocimiento, el clasificador k-NN pretende
determinar la clase correspondiente a muestras de prueba no
etiquetadas. Se representa por ŷ(x∗) a la etiqueta de clase asig-
nada a una muestra de prueba x∗ por el clasificador.
En el marco de la teorı́a de decisión bayesiana, la clasifi-
cación de una muestra de prueba consiste en hallar, dentro de
q posibles clases, aquella con la mayor probabilidad a poste-
riori P(c j | x∗), para j = 1, . . . , q, donde x∗ es el vector de
caracterı́sticas de la muestra y c j representa la j-ésima clase.
Mediante el teorema de Bayes, puede demostrarse (Martinez
and Martinez, 2015) que la clase con la máxima probabilidad a
posteriori, y por ende la salida del clasificador, está dada por
ŷ(x∗) = arg máx
j





donde k j es el número de muestras de entrenamiento que perte-
necen a la j-ésima clase, considerando sólo los k vecinos más
cercanos a la muestra de prueba. En resumen, la salida del algo-
ritmo k-NN es la etiqueta con la mayor frecuencia relativa entre
los k vecinos más cercanos a x∗.
La cercanı́a entre muestras se determina a partir de la dis-
tancia entre los puntos que las representan en el espacio de las
caracterı́sticas. Bajo la métrica euclidiana, la distancia entre dos
muestras, x y x′, está dada por:
d(x, x′) =
√
(x − x′)>(x − x′). (21)
Geométricamente, la región que encierra a las k muestras de
entrenamiento más cercanas a la muestra de prueba es una hi-
peresfera, una circunferencia en el caso bidimensional. En este
sentido, el algoritmo k-NN consiste en calcular la densidad de
puntos correspondiente a cada clase en la hiperesfera y luego
seleccionar la clase con la mayor densidad.
La elección del número k de vecinos se hace minimizando
el error de clasificación en el conjunto de muestras de prueba,
el cual se mide mediante el ı́ndice de pérdidas:




donde m es el número total de muestras en el conjunto de prue-
ba, y ms es el número de estas muestras que resultan correcta-
mente clasificadas para un valor dado de k. Para mejorar la efi-
ciencia del clasificador, en la determinación del valor óptimo de
k se usa validación cruzada iterativa (K-fold cross-validation),
de modo que el error de clasificación se calcula para un conjun-
to de muestras distinto al de entrenamiento. Por lo general, los
valores pequeños de k producen clasificadores muy sensibles al
ruido de medición.
3.2. Algoritmo de clasificación SVM
La máquina de vectores de soporte (SVM, del inglés Sup-
port Vector Machine) es otro algoritmo de clasificación basado
en el aprendizaje supervisado. A diferencia del k-NN, donde
sólo interesa minimizar el error de clasificación, en la SVM
existe otro objetivo de optimización: maximizar el margen de
clasificación. El margen es la distancia entre el hiperplano que
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separa las clases (la superficie de decisión) y las muestras de
entrenamiento más cercanas a ese hiperplano, las cuales se de-
nominan vectores de soporte (Vapnik, 2013).
En el caso de la clasificación binaria (dos clases, identifica-
das como y = {−1, 1}), el entrenamiento de la SVM consiste en
resolver un problema de optimización cuadrática que hallará el
hiperplano óptimo para clasificar las caracterı́sticas de entrada







ξ(i), para i = 1, 2, . . . ,N, (23)
sujeto a: w0 + w>x(i) ≥ 1 − ξ(i), si y(i) = 1, (24)
w0 + w>x(i) ≤ −1 + ξ(i), si y(i) = −1, (25)
donde N es el número de muestras de entrenamiento y w con-
tiene los coeficientes del hiperplano de separación. Las ξ(i) son
variables flexibles que relajan las restricciones de separabilidad
para permitir la convergencia de la optimización cuando los da-
tos de entrenamiento no son linealmente separables. La variable
C controla la penalización por errores de clasificación.
Para construir la superficie de decisión sólo se requieren los
vectores de soporte seleccionados de los datos de entrenamien-
to. Una vez entrenada la SVM, el resto de los datos de entrena-
miento son irrelevantes. En las clasificaciones no binarias (mul-
ticlase), como ocurre en el reconocimiento de múltiples fallas
a partir de datos obtenidos por sensores, puede utilizarse una
estrategia de clasificación uno contra todos. En estos casos, se
construyen múltiples clasificadores binarios, uno por cada cla-
se; en cada uno de ellos se considera que la clase correspon-
diente es positiva (y = 1), mientras que el resto pertenece a
una clase complementaria negativa (y = −1). Esta es la estrate-
gia utilizada en el presente trabajo para clasificar las fallas por
pérdida de empuje según el rotor donde ocurren.
4. Aplicación a la detección e identificación de fallas en ac-
tuadores al VANT
En esta sección se describen los experimentos llevados aca-
bo para la generación de resultados. En la primera parte se ca-
racteriza el actuador del VANT y, en la segunda parte, se indu-
cen las fallas al vehı́culo para probar el algoritmo de detección
y localización de fallas.
4.1. Caracterización de la pérdida de empuje
El VANT considerado en este trabajo está construido en un
marco en forma de cruz de 450 mm de distancia entre rotor y
rotor. La tarjeta de vuelo es una ErleBrain 3, la cual combina
una computadora Linux integrada (Raspberry Pi 2) que ejecuta
ArduPilot, cuenta con soporte para el Sistema Operativo Ro-
botico (ROS) y una tarjeta secundaria que integra puertos de
entrada/salida, electrónica de potencia y varios sensores como
una unidad de medición inercial, brújula, sensor barométrico de
altura y un GPS externo. Los actuadores del VANT son cuatro
motores sin escobillas Emax 2212 en conjunto con hélices de
10 × 4.5 pulgadas.
Dado que la falla más común en este tipo de vehı́culos es la
pérdida total o parcial de empuje, se realizó la caracterización
de sus actuadores (motores). Para ello se realizaron experimen-
tos que simulan una pérdida gradual de empuje: con la hélice
completa y con una hélice recortada 1 cm y 2 cm. Esta reduc-
ción de longitud se aprecia en la Figura 3. Para caracterizar la
pérdida de empuje al recortar la hélice se diseñó un banco ex-
perimental como se observa en la Figura 4. Para la medición
de la velocidad del rotor fue necesario conectar un sensor ópti-
co a una tarjeta de adquisición de datos NIDAQ USB-6002 que
contabilizaba pulsos. En el extremo del banco, se colocó una
báscula digital de precisión para cuantificar la fuerza de empu-
je. Para todos los experimentos, la velocidad del rotor se ajustó
a un valor fijo de aproximadamente el 80 % de su velocidad
máxima lo cual se logró fijando el ciclo de trabajo del PWM
que alimenta el control de velocidad del rotor con una tasa de
muestreo de 50 Hz.
El experimento se realizó tres veces para cada escenario pa-
ra garantizar la calidad de los resultados. Como se aprecia en
la Tabla 1, al disminuir la dimensión de la hélice, disminuye
la fuerza de empuje. Esto puede traducirse como una pérdida
de eficiencia en el rotor, con lo que reduciendo el tamaño de la
hélice es posible simular una falla en el actuador del vehı́culo.
Por ejemplo, con la hélice completa se tiene un empuje máximo
de 38.53 N, mientras que recortándola 1 cm se tiene un empuje
de 30.04 N lo que se traduce en una pérdida de 22 %. Esta pérdi-
da de empuje en un sistema de vuelo debe ser compensado por
los tres rotores restantes y como resultado genera vibraciones
anómalas que pueden caracterizarse para la identificación del
rotor fallado.
Figura 3: Recorte en las hélices para simulación de pérdida de empuje.
Figura 4: Banco experimental propuesto para caracterización de fuerza de los
rotores.
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Tabla 1: Pérdida de empuje de los rotores de acuerdo a una pérdida parcial de
la hélice.
Reducción en la hélice Empuje Pérdida
0 cm 38.53 N 0 %
1 cm 30.04 N 22 %
2 cm 22.46 N 41.7 %
4.2. Detección de fallas basada en datos de la IMU
Los experimentos para la detección de fallas se realizaron,
por seguridad, sobre una plataforma mecánica de tipo girosco-
pio de la empresa Eureka Dynamics, referida como FFT-GYRO
(Valencia-Palomo et al., 2018) que se encuentra instrumenta-
da con un sistema de cardanes que permiten el desplazamiento
rotacional del vehı́culo en los tres ejes y evitando su desplaza-
miento traslacional. El FFT-GYRO se muestra en la Figura 5.
Una vez montado el vehı́culo sobre la plataforma, se obtu-
vieron m cantidad de datos correspondientes a la orientación en
su representación en cuaterniones (wq, xq, yq, zq), la velocidad
angular de rotación sobre cada uno de sus ejes (xv, yv, zv) ası́
como su aceleración lineal (xa, ya, za) operando en condiciones
nominales. Para realizar esta tarea fue necesario obtener los da-
tos proporcionados por la unidad de medición inercial (IMU)
del VANT conectandolo de forma inalámbrica a un ordenador.
A través del ordenador, mediante ROS, es posible conectarse
al ROSMASTER de ErleBrain 3, y a través de la publicación
de sus tópicos, obtener los datos de la IMU a través de rosto-
pic/mavros/imu/data. La publicación de este tópico permite ob-
tener los datos que se requirieron.
Con estos datos se construye la matriz de mediciones
X=
[
x1 x2 . . . x10
]
∈ Rm×10, donde cada vector representa
la información de los datos anteriormente especificados. En la
etapa de entrenamiento la matriz de datos X, se procesa median-
te PCA para extraer las caracterı́sticas principales del sistema y
la reducción de dimensionalidad de los datos. Una vez obteni-
dos las componentes principales, y caracterizada la región de
operación nominal, se toman a éstas como la nueva base de los
datos extraı́dos. De igual manera se sigue con el procedimiento
mostrado en la sección anterior donde se induce falla en cada
uno de los rotores a través del recorte de 2 cm a la hélice. Sin
romper la hélice se coloca nuevamente en su posición y se si-
mula el vuelo del VANT en modo estacionario montado sobre
la plataforma FFT-GYRO. Debido al recorte y la velocidad an-
gular generada por los rotores, la hélice se desprende creando
el efecto de falla. Con las señales obtenidas se crea una base
de datos de las fallas en cada una de las hélices. Se repiten los
casos de estudio de la Figura 6. A cada caso se le aplica el PCA
para la extracción de caracterı́sticas en términos de la nueva ba-
se, considerando la media y la desviación estándar de los datos
nominales. Con ello se crea una matriz de datos que contiene
los datos nominales, y los datos con fallas, que fueron procesa-
dos con PCA.
Los datos de la matriz que contiene la extracción de carac-
terı́sticas serán ahora las nuevas entradas para el clasificador en
la etapa de entrenamiento, que se aplicará fuera de lı́nea, dado
que ambos pertenecen a algoritmos de aprendizaje de máquina
supervisados, deben ser previamente etiquetados. Para la etapa
de entrenamiento se trabajó con el 80 % de los datos obteni-
dos y el restante 20 % se utilizó para la etapa de diagnóstico.
Figura 5: Plataforma mecánica FFT-GYRO.
Figura 6: Casos de estudio de fallas en los rotores del vehı́culo por el recorte de
las hélices.
Con el objetivo de ejemplificar cómo se aprecian los datos,
en la Figura 7 se muestran los datos de vuelo proporciona-
dos por la IMU cuando se desprende la hélice del rotor r4 en
t = 223 s. Nótese que a simple vista no es posible apreciar un
gran efecto del desprendimiento de la hélice, esto es debido a
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Figura 7: Datos del VANT en vuelo estacionario cuando presenta falla en la
hélice del rotor 4.
que el control de vuelo compensa la fuerza de empuje pérdida
con los tres rotores restantes. En un escenario de vuelo real este
efecto se podrı́a apreciar con una variación súbita en los ángulos
de rotación acompañado de la deriva en la traslación y pérdida
de altura. Seguido por la recuperación de su posición rotacio-
nal y traslacional por la acción del controlador. Sin embargo, si
la falla no se detecta podrı́a llegar a desestabilizar el vehı́culo
llevando a generar accidentes que no solo dañarı́an el VANT,
sino también podrı́a ocasionar daños en el entorno o incluso a
personas. Es aquı́ donde se aprecia la importancia de contar con
un algoritmo de tratamiento de datos como el PCA que busca
describir un conjunto de datos en términos de nuevas variables
no correlacionadas.
5. Resultados
Una vez obtenido los datos del VANT cuadrirrotor en con-
diciones normales y en condiciones de fallas en los rotores r1,
r2, r3 y r4 se extraen los datos y se normalizan. Es decir, se
les aplica una distribución normal con media cero y desviación
estándar en 1, para posteriormente obtener la matriz de puntua-
ciones estandarizadas y se grafican en términos de la nueva base
correspondiente a las componentes principales tal como se ex-
plica en la Sección 2. La varianza total del conjunto de datos es
λ1 + λ2 + · · · + λ10 = 2.44 + 1.94 + 1.23 + 1.09 + 1.04 + 0.91 +
0.77 + 0.36 + 0.18 + 0.001 = 10. Estos datos corresponden a la
varianza explicada por cada componente y se muestra de mane-
ra gráfica en el diagrama de Pareto de la Figura 8. Si se quisiera
reducir la dimensionalidad de los datos, como ejemplo, podrı́an
despreciarse las últimas 3 componentes principales y con ello
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Figura 8: Diagrama de Pareto que muestra la contribución de cada componente













































Figura 9: Mediciones proyectadas en el subespacio PCA tridimensional.













































Figura 10: Mediciones proyectadas en el subespacio PCA bidimensional.
Con el modelo PCA definido por {P,Λ,µ,σ} es posible in-
ferir si cualquier medición xnew = [x1 x2 . . . xn]> es compatible
con el comportamiento normal del proceso. Para ello se estan-
dariza xnew con las medias y desviaciones estándar del modelo
nominal. Luego la muestra estandarizada znew puede ser expre-
sada en términos de la base ortonormal P con las coordenadas
de (14). Para las mediciones obtenidas (xnew) con las fallas en
los actuadores de los rotores r1, r2, r3 y r4, se normalizan (znew)
y se proyectan en el subespacio vectorial de las componentes
principales. Esta proyección se observa en la Figura 9 en térmi-
nos de las 3 primeras componentes principales y en la Figura 10
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una proyección ortonormal de la misma en términos de la pri-
mera componente principal (P1) y segunda componente princi-
pal (P2), cuyo objetivo es verificar la separabilidad de los datos
con fallas y sin fallas (dentro de la zona de operación nominal).
Una manera de determinar la existencia de fallas es compa-
rar la nueva muestra transformada (tnew) con los datos proyec-
tados correspondientes a la región nominal. Ası́ los datos que
caen fuera de la región nominal, representan parámetros anor-
males como se muestra en la Figura 10.
En las Figuras 9 y 10 se aprecian zonas de operación de
fallas con forma diferente, esto ocurre porque en la práctica el
VANT no es totalmente simétrico y el cambio de la representa-
ción de los datos puede hacerlo más evidente. En la Figura 10
se aprecia que las mediciones correspondientes a fallas cuan-
do se mapean al subespacio principal aparecen separadas del
grupo correspondiente a la proyección de las mediciones sin
falla. De esta manera, el ı́ndice T 2 resulta útil para detectar la
presencia de fallas. En la Figura 11 se muestra una gráfica del
monitoreo del estadı́stico T 2 durante 575 s de vuelo en la pla-
taforma FFT-GYRO. El umbral UT 2 = 7.82, correspondiente al
nivel de confianza α = 0.98, se calculó mediante (19) para dos
componentes principales. La gráfica de T 2 en la Figura 11 fue
obtenido con las componentes principales de los datos en la Fi-
gura 7 que corresponden a una falla del rotor r4 en el instante
t = 223 s. Una particularidad en este caso es que, aunque la falla
(rotura parcial de la hélice) permanece para t ≥ 223 s, sólo es
detectable durante un periodo corto, debido a que el controlador
de vuelo y la plataforma giroscópica restablecen la orientación
del VANT. Por otra parte, la detección de la falla mediante esta
técnica no aporta información sobre el origen o ubicación de la
falla (no se sabe cuál rotor falló), de ahı́ la propuesta de utilizar
métodos que aprendan a identificar la ubicación de la falla.


























Instante de la falla
Figura 11: Detección de falla en uno de los rotores mediante el monitoreo del
estadı́stico T 2.
La separación de las fallas en múltiples clases se dificulta
partiendo sólo de T 2, por ello en lugar de combinar las com-
ponentes principales en un solo estadı́stico éstas se usan como
variables de entrada (features) de un algoritmo de aprendizaje
automático que permita detectar las fallas y separarlas por su
origen o localización.
Como entradas de los clasificadores se tomaron las primeras
siete componentes principales de las diez variables reportadas
por la IMU del VANT. En este trabajo se utilizaron dos clasifi-
cadores, k-NN y SVM, para evaluar cuál ofrecı́a un mejor des-
empeño. Los datos de entrada para ambos algoritmos se orga-
nizaron en vectores x = [PC1,PC2, . . . ,PC7], donde las PCi son
las componentes principales. Cada dato del conjunto de entre-
namiento se etiquetó como perteneciente a una de cinco clases,
c1, c2, . . . , c5. Como etiquetas se usaron enteros positivos indi-
cando la clase a la que pertenece cada dato. La clase c1 corres-
ponde a los datos de operación sin falla, y las clases c2, . . . , c5
corresponden a los datos de operación con falla en los rotores
r1, . . . , r4. Para la fase de entrenamiento se eligió un 80 % de
los datos y para la fase de prueba un 20 %, como se observa en
la Tabla 2.
Tabla 2: Número de datos para las fases de entrenamiento y prueba.
Clase Descripción Total Entrenamiento Prueba
1 Sin falla 1085 868 217
2 Falla en r1 276 221 55
3 Falla en r2 231 185 46
4 Falla en r3 151 121 30
5 Falla en r4 376 301 75
Para evaluar los algoritmos, con el software MATLAB® se
calcularon los ı́ndices de pérdidas por resustitución (resubLoss,
del inglés resubstitution loss), como una forma de medir la in-
capacidad de los clasificadores para clasificar correctamente las
fallas conocidas dentro del conjunto de entrenamiento. Para el
algoritmo k-NN se encontró que se obtenı́a una mejor respuesta
con un número k = 3 de vecinos más cercanos, alcanzando un
ı́ndice resubLoss = 0.0012. El algoritmo SVM obtuvo un mejor
desempeño para la clasificación de los datos de entrenamiento,
logrando clasificar correctamente todas las muestras, por lo que
se obtuvo un ı́ndice resubLoss = 0.
También se evaluó el desempeño de ambos algoritmos con
los datos de prueba. La métrica que se utilizó para cuantificar el
desempeño en la detección de fallas es la exactitud del clasifica-
dor (ACC, del inglés accuracy), debido a que esta métrica con-
sidera no sólo los aciertos al detectar las fallas existentes sino
que también penaliza los errores debido a la detección de fallas
inexistentes. Para el algoritmo k-NN, el desempeño se resume
en la matriz de confusión de la Tabla 3, donde se clasificaron
el 89.6 % de los datos correctamente (ACC = 0.896). Cada co-
lumna de la matriz representa el número de predicciones de ca-
da clase, mientras que cada fila representa a las instancias en la
clase real. Es decir, la diagonal principal representa el número
de instancias correctamente clasificadas en cada clase, y fuera
de ella, las que no se clasificaron correctamente. Para el algorit-
mo SVM el desempeño se observa en la Tabla 4, donde se cla-
sificaron el 92.4 % de los datos correctamente (ACC = 0.924).
Si bien, en general, con el SVM se obtuvo una mayor exac-
titud de clasificación (menor ı́ndice de pérdidas), el algoritmo
k-NN produjo una mejor separación de las clases de falla, aun-
que tiende a producir algunos falsos positivos (detecta fallas que
no existen). En cambio, el SVM no produjo falsos positivos, pe-
ro tuvo cierta dificultad para distinguir entre los diferentes tipos
de falla. Respecto a la exhaustividad (REC, del inglés recall) de
la detección de fallas, el SVM también mostró un desempeño
superior, alcanzando un valor de REC = 0.98, mientras que el
k-NN sólo alcanzó el valor de REC = 0.82.
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Tabla 3: Matriz de confusión del algoritmo k-NN con los datos de prueba.


































100.0% 98.2% 100.0% 100.0%
Tabla 4: Matriz de confusión del algoritmo SVM con los datos de prueba.



































88.2% 100.0% 100.0% 100.0% 95.1%
6. Conclusiones
En este trabajo se abordó el problema de la detección y cla-
sificación de fallas en un VANT del tipo cuadrirrotor bajo un
enfoque basado en el análisis de datos. El argumento central
de este enfoque fue el de seleccionar los datos más adecuados
para que, a través del análisis en componentes principales se
realizaran dos tareas fundamentales: extraer las caracterı́sticas
más importantes de los datos y reducir las dimensiones de los
vectores de datos. Con esto fue posible obtener a posteriori una
clasificación adecuada. En la prueba experimental se analizaron
los datos obtenidos de la unidad inercial del VANT. Al realizar
el análisis PCA se observa una separación entre las regiones
de operación nominal y las que presentan fallas en las hélices
de los rotores. Para la etapa de diagnóstico se consideraron dos
técnicas de clasificación: k-NN y SVM. El algoritmo SVM, pa-
ra este sistema en especı́fico, obtuvo un mejor desempeño que
el k-NN con los datos de prueba. Esto se debe a que las com-
ponentes principales de la clase sin falla presentan una buena
separación respecto a las clases con falla, pero la separación
entre las diferentes clases de falla es menos clara. La menor
separabilidad de las clases de falla con el SVM puede atribuir-
se a la naturaleza lineal de este método, por lo que a futuro
se explorará su desempeño con kernels no lineales. En general,
los resultados demuestran que la combinación de la técnica es-
tadı́stica PCA con el clasificador SVM es el más adecuado para
afrontar el problema de la detección y diagnóstico de fallas en
actuadores de un VANT.
En el trabajo a futuro se explorarán otras metodologı́as del
aprendizaje automático aplicando por ejemplo redes neurona-
les artificiales para la identificación de otro tipo de fallas como
bloqueos, daños en la estructura del vehı́culo, fallas en senso-
res, entre otros. Asimismo, también es posible que se pueda
complementar al algoritmo con nuevas variables que pudieran
ser importantes, por ejemplo, la corriente demandada por los
rotores o la temperatura en cada rotor. La metodologı́a pro-
puesta puede aplicarse a diferentes tipos de vehı́culos aéreos a
través de plataformas experimentales o bases de datos como las
propuestas en Keipour et al. (2019). Finalmente, es importan-
te destacar que el método propuesto puede considerarse como
una herramienta perfecta para poder obtener un modelo expe-
rimental mucho más preciso, del sistema a emplear. La mejora
en la exactitud del modelo amplı́a las posibilidades de minimi-
zar o reducir los esfuerzos en las estrategias de control tolerante
a fallas a diseñar en futuros trabajos, donde se tiene el interés
particular en la utilización de algoritmos de control predictivo
eficiente (e.g. Khan et al., 2011) que puedan ser embebidos en
plataformas de vuelo.
Referencias
Alos, A., Dahrouj, Z., 2020. Detecting contextual faults in unmanned aerial
vehicles using dynamic linear regression and k-nearest neighbour classifier.
Gyroscopy and Navigation 11, 94–104.
Baskaya, E., Bronz, M., Delahaye, D., 2017. Fault detection & diagnosis for
small uavs via machine learning, in: Digital Avionics Systems Conference
(DASC), 2017 IEEE/AIAA 36th, IEEE. pp. 1–6.
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