The dual boson approach [Ann. Phys. 327, 1320Phys. 327, (2012] provides a means to construct a diagrammatic expansion around the extended dynamical mean-field theory (EDMFT). In this paper, we present the numerical implementation of the approach and apply it to the extended Hubbard model with nearest-neighbor interaction V . We calculate the EDMFT phase diagram and study the effect of diagrams beyond EDMFT on the transition to the charge-ordered phase. Including diagrammatic corrections to the EDMFT polarization shifts the EDMFT phase boundary to lower values of V . The approach interpolates between the random phase approximation in the weak coupling limit and EDMFT for strong coupling. Neglecting vertex corrections leads to results reminiscent of the EDMFT+GW approximation. We however find significant deviations from the dual boson results already for small values of the interaction, emphasizing the crucial importance of fermion-boson vertex corrections.
I. INTRODUCTION
The description of correlated electron systems is theoretically challenging. Such systems are characterized by an intricate interplay between the kinetic energy and the strong Coulomb repulsion. A minimal model to capture this competition is the Hubbard model. It consists of a hopping term, that describes the electron motion, and a local interaction term. For narrow bands, one may expect the intra-atomic matrix elements of the long-range Coulomb interaction to dominate. Hubbard proposed to restrict the interaction to these elements [1] . In a seminal paper, Anderson conjectured that the model captures the essential features of the high-temperature cuprate superconductors [2] .
There may be cases however where nonlocal interaction parameters are sizable. Adatom systems on semiconductor surfaces have been found to exhibit nonlocal interaction parameters with a magnitude reaching as much as 30% of the on-site Coulomb interaction [3] . Moreover, the nonlocal interaction decays slowly as 1/r with distance r, as determined by the static dielectric constant of the substrate, rendering even long-range contributions to the interaction important. The screening effect of the nonlocal interaction can make a material appear metallic, which would be on the verge of the insulating state if only the on-site Coulomb interaction were considered, as observed in graphene [4] . For graphene, benzene and silicene, the nonlocal terms were found to reduce the effective local interaction by more than a factor of 2 [5] . In metals and semiconductors, the long-range Coulomb interaction leads to plasmons and can induce charge-ordering transitions.
In the extended Hubbard model, nonlocal interaction terms are added to describe such physics, giving rise to Here latin indices denote lattice sites, σ =↑, ↓ labels the spin projections and n iσ = c † iσ c iσ , n i = σ n iσ are density operators. The Hamiltonian depends on the electron hopping amplitudes t ij , the local Hubbard repulsion U and nonlocal interaction parameters V ij , respectively [6] .
In absence of a nonlocal Coulomb interaction V ij = 0, it reduces to the Hubbard model. Different approximations exist to treat this case in the interesting correlated regime. Many of them are based on quantum impurity models (QIMs), which provide a means to sum local contributions in a non-perturbative manner. Dynamical mean-field theory (DMFT) [7, 8] maps the problem to a local QIM subject to a self-consistency condition. It has significantly increased our understanding of the Mott transition. Various extensions to DMFT have been developed, which aim to include the effects of spatial correlations neglected in the original approach. Cluster generalizations of DMFT [9] treat short-range correlations. They have allowed to address some important aspects of Mott physics, such as the nodal-antinodal dichotomy [10] [11] [12] and superconductivity (see, e.g., Refs. 13 and 14) . A clear advantage of cluster methods is the presence of a control parameter (cluster size). In practice, however, it is not possible to converge the calculations with respect to this parameter in the physically interesting medium to low-temperature or doped regimes. It is therefore important to study diagrammatic extensions of DMFT, which provide a complementary viewpoint. In these methods, long-range dynamical spatial correlations are treated through a combination of numerical and analytical techniques. The work of Kusunose [15] , the dynamical vertex approximation (DΓA) [16] , the one-particle irreducible (1PI) approach [17] and the dual fermion (DF) method [18, 19] belong to this category.
The extended Hubbard model, on the other hand, is much less studied and fewer methods are available. One way of treating the nonlocal interaction is to account for screening by deriving reduced effective on-site Coulomb interaction parameters [5] . This way, one may use above mentioned methods, but one neglects important effects due to dynamical and non-local screening. In the weakly correlated regime, plasmons and the dielectric screening are described by the RPA, while the self-energy can be computed from the screened interaction W in the socalled GW -approximation [20] .
Extended dynamical mean-field theory (EDMFT) [21] [22] [23] [24] [25] provides a means to address the effects of nonlocal Coulomb interaction when correlations are strong. As in DMFT, the lattice problem is mapped to a QIM supplemented with a self-consistency condition. The screening effect of the nonlocal interaction leads to a local retarded interaction which is determined from an additional self-consistency condition on the bosonic bath. The effect of nonlocal corrections has been included by combining EDMFT with the GW approximation [26] . EDMFT+GW has recently been reexamined systematically [27, 28] and applied to aforementioned adatom systems on surfaces within a first-principles description [3] .
The dual boson (DB) approach [29] is a diagrammatic extension of EDMFT which aims to address the fermionic degrees of freedom and the collective bosonic excitations, such as plasmons [30, 31] , on equal footing. In can be applied to correlated lattice fermion models with local and nonlocal interaction. Strong local correlations are accounted for on the impurity level, while spatial correlations and nonlocal collective excitations are treated diagrammatically. This separation is similar to the DF method.
In this paper, we present an efficient numerical implementation of the DB approach and apply it to the extended Hubbard model with nearest-neighbor Coulomb interaction. The paper is organized as follows: In Sec. II we derive the approach for the extended Hubbard model and discuss its formal relation to EDMFT. The computational scheme is discussed in Sec. III, followed by a short summary of the implementation details in Sec. IV. To set the stage for the discussion of the dual boson results, we first discuss some numerical results obtained within EDMFT in Sec V. In particular, we show the phase diagram in the U -V plane and discuss the behavior of the self-energy, local susceptibility and the three-leg fermionboson vertex at some marked points therein. These quantities enter the dual perturbation theory. How the phase diagram is modified through the dual boson diagrammatic corrections is investigated in Sec. VI. In Sec. VII we consider a simplified, computationally less demanding approximation, obtained by systematically neglecting vertex corrections. This allows us to relate the dual boson approach to EDMFT+GW and to elucidate the role of vertex corrections. In Sec VIII we summarize our findings. A discussion of the technical aspects underlying the formalism and its implementation as well as detailed derivations are provided in the Appendix.
II. DUAL BOSON FORMALISM
The dual boson approach has been introduced in Ref. 29 . Its derivation relies on a decoupling of the longrange Coulomb-interaction via a Hubbard-Stratonovich transformation. Here we provide the derivation of the formalism for the specific case of the extended Hubbard model. Instead the transformation based on complex fields for the decoupling used in the original work, we employ a decoupling based on real fields. This approach is similar to the derivation of EDMFT in Refs. 26 and 28 and therefore more clearly reveals the relation of these methods.
We seek the solution of the extended Hubbard model (1), giving rise to the imaginary-time action
Here c * and c denote Grassmann variables. The Fourier transforms of the hopping amplitudes and nonlocal interaction are denoted by ε k and V q . The fermionic and bosonic Matsubara frequencies are iν n = (2n + 1)π/β and iω m = 2mπ/β, respectively, where β = 1/T is the inverse temperature.
In EDMFT, the lattice problem is mapped to a quantum impurity model with a hybridization function ∆(τ − τ ) and a local retarded interaction Λ(τ − τ ). These functions are determined through self-consistency conditions, which leads to a dynamical mean-field description of the model. In the dual boson approach, the QIM serves as the starting point of the perturbation expansion. To achieve this, we replace all sites by QIMs by formally adding and subtracting an arbitrary hybridization and retarded interaction at each lattice site. This leaves the original action unaltered and leads to
The impurity action S imp is given by
We now decouple the QIMs by applying suitable Hubbard-Stratonovich transformations to the remainder of Eq. (3). This is similar to the dual fermion approach. The first term is decoupled through the following identity for Grassmann variables:
where α f and D denote arbitrary matrices. It is natural to decouple the density-density interaction term in the charge channel, in particular since we are interested in the charge fluctuations and screening effects induced by V . This is achieved through the following transformation based on real fields:
Here the matrix W is assumed to be positive definite 1 . In the above, we choose the negative sign 2 . A priori, the couplings α f and α b in above equations are arbitrary, but it is important that the coupling is local. This allows us to integrate out the fermionic degrees of freedom locally, leading to a theory in terms of dual variables f, f * and φ only. Note that a local coupling preserves the topological structure of the diagrams; diagrams describing processes between nearest-neighbor sites in terms of dual fermions correspond to the same kind of (i.e. nearest-neighbor) processes in terms of the physical fermions.
The equations take a particularly simple form by letting α f → g
ω , where the impurity Green's function g νσ and charge susceptibility χ ω are diagonal matrices. They are defined as
where here and in the following . . . denotes the impurity average: 
where
are the determinants arising from the integral transformation. While these are irrelevant for the calculation of expectation values, they are required to establish relations between the dual and physical fermion propagators. S site in Eq. (10) is the part of the action which is site diagonal:
where in turn
In order to arrive at an action which depends on dual variables only, we formally integrate out the original fermionic degrees of freedom. It is possible to do this for each lattice site separately, because the coupling to the dual variables is local. Evaluation of the path integral means taking the average over the impurity degrees of freedom:
We expand the generating functional in the sources f, f * and φ. The result can be written in the following form:
This equation defines the dual interactionṼ . Expanding the logarithm yields the connected correlation functions of the impurity model, which are coupled to dual variables. The leading terms ofṼ are given bỹ
We neglect higher order terms. The theory thus involves two types of vertex functions: a three-leg fermion-boson vertex λ which mediates the coupling between the dual fermions and (charge) bosons and a four-leg fermionfermion vertex γ. These are local and obtained from the impurity model correlation functions in the following manner:
(see Appendix E for details). Here we use the short-hand notation γ σσ := γ σσσ σ . The three-and four-leg vertex functions are obtained from the impurity correlation functions
It is more convenient to work with the original model (1) written in terms of density fluctuations, i.e. replacing n i →n i = n i − n i so that n i = 0. This eliminates the first term in (17) and is compensated by a shift in the chemical potential. It is further easy to see that the correlation functions (8) and (18) remain unchanged, since χ ω →χ ω = − n ωn−ω ≡ χ ω and similarlyλ
Combining equations (10) and (16), we obtain the action in dual variables:
The bare dual propagators are denoted by calligraphic symbols. They are given by:
We use the following definitions of the propagators in terms of the fields
The elements of the dual action are obtained numerically from the solution of the QIM. We have hence achieved a description in which the strong local correlation physics is determined by the QIM, while weaker non-local corrections to the (dual) fermionic and bosonic self-energies are obtained through a Feynman-type diagrammatic expansion in the dual interactionṼ . We discuss the perturbation theory in Sec. II B. The diagrammatic rules of this expansion are provided in Appendix B.
A. Relation to EDMFT
In order to establish the connection of the approach to EDMFT, we use relations between the dual and physical lattice propagators. These are obtained by equating the appropriate derivatives of the generating functional before and after introducing the dual particles [19, 32] . The determinants of the transformations, Eqs. (11) and (12) , have to be taken into account. A difference to the complex-field decoupling of Ref. 29 is that here a factor 1/2 appears in the interaction. At the same time, the determinant (12) in the real-field decoupling enters with a square-root, so that its derivative also produces a factor 1/2. As a result, this factor drops out and the result is the same as in the original paper:
Inserting the bare dual propagators, Eqs. (23), (24) in place ofG kνσ andχ qω , one obtains the EDMFT lattice Green's functions:
EDMFT can hence be obtained in a theory of noninteracting dual fermions and bosons. The same argument can be phrased differently: Defining the dual fermionic and bosonic self-energies,
the transformation rules can also be written in the following form [29] :
We see again that forΣ ≡ 0 andΠ ≡ 0, these are identical to the EDMFT propagators. Hence EDMFT emerges as a zero-order approximation in DB. In this sense, the DB approach may be regarded as a diagrammatic extension of EDMFT.
In the above, we have ignored the fact that an EDMFT solution corresponds to a specific value of the hybridization function and retarded interaction. A priori, these functions are arbitrary in the DB approach. In order to complete the relation to EDMFT, it remains to fix their values by imposing proper self-consistency conditions. Identifying the terms in braces in Eqs. (23) and (24) as the EDMFT single-and two-particle propagators, we see that the following conditions are equivalent:
The conditions on the right-hand side are the EDMFT self-consistency conditions 3 . Therefore, enforcing the conditions on the dual propagators on the left-hand side and neglecting diagrammatic corrections reproduces EDMFT. When diagrams are taken into account, we impose the analogous conditions on the corresponding renormalized propagators, i.e. 
How this is achieved in practice is discussed in Appendix D 2. Figure 2 . Second-order diagrams contributing to the nonlocal fermionic (a) and bosonic (b) dual fermion self-energỹ Σ kνσ andΠqω, respectively.
3 Imposing the self-consistency condition on the two-particle Green's function corresponds to a particular formulation of EDMFT also used in Refs. 23 and 24. In an alternative formulation, the self-consistency is imposed on the propagator of the bosonic field. The two formulations are equivalent, as noted in Ref. 26 .
(a) (b) Figure 3 . Second order diagrams with a local dual fermion loop.
B. Perturbation theory
The elements of the perturbation theory are depicted in Fig. 1 . These are the dual fermion and boson propagators and two types of vertices: a ("four-leg") fermionfermion vertex and a ("three-leg") fermion-boson vertex λ. The diagrammatic rules for the dual boson perturbation theory are an extension of those of the dual fermion approach (see Refs. 32 and 33). We state them explicitly in Appendix B.
The dual self-energyΣ is determined by the sum of all topologically distinct diagrams where one external fermion line enters and one exits and which are irreducible with respect to the dual propagators. An example of such a diagram is shown in Fig. 2 (a) . This particular diagram describes the effect of renormalization of the fermionic degrees of freedom due to the bosonic (charge) excitations in the system. The diagram explicitly evaluates tõ
The dual boson self-energyΠ is given by all diagrams irreducible with respect to the propagators and with two external endpoints where bosonic lines can be attached.
As an example, the second-order diagram is shown in Fig. 2 (b) and given bỹ
Diagrams containing a local dual fermion loop cancel because of the self-consistency condition (37) and the locality of the vertices. Examples are shown in Fig. 3 .
C. Invariance with respect to the decoupling scheme A priori, the division of the interaction into U and V ij in the lattice action (2) is arbitrary. One may choose to decouple the V -term with or without the local interaction included. In the EDMFT+GW approach, the former is referred to as the U V -decoupling scheme and the latter is the V -decoupling scheme. The two schemes give the same result in EDMFT but different results in EDMFT+GW [28] . Using the identity
we can absorb the U -into the V -term with a simultaneous shift of the chemical potential:
Here, V ij = U δ ij + V ij and µ = µ + U/2. The dual boson theory is invariant under the choice of decoupling, as can be seen as follows: The dual action (22) depends on V only through the propagatorX . In addition, V only appears in the combination (Λ − V ). As a result, all dual quantities are functions of (Λ − V ). Inspection of the transformation rules (27) , (28) or (33), (34) shows that this is also the case for physical quantities.
If we absorb the local U term into V according to (42) , the underlying impurity action becomes
Because the retarded interaction is an auxiliary quantity, we have the freedom to shift it by the same amount, i.e. Λ = Λ + U . As a consequence, Λ − V = Λ − V stays invariant. Using the local version of the identity (41), we see that the second line in the equation above becomes
so that we recover the impurity action (4) . Hence the impurity model and thus all results of the theory remain invariant. The deeper reason is of course that the definition of the auxiliary impurity is arbitrary and one may as well choose one which does not contain the local interaction U . That EDMFT is invariant is evident from the fact that it appears as the zero-order approximation in our approach.
D. Two-particle excitations
There is a direct connection between the bosonic excitations of dual and physical fermions. Rewriting the dual Dyson equation (32) in the form
∆νσ, Λω gνσ, χω γ νν ω , λνω we see that it represents a geometric series for the dual susceptibilityX. In appendix C we show that it diverges at exactly the same point as the physical susceptibility X given by Eq. (34) . On the one hand, this is a manifestation of the fact that two-particle excitations are the same for dual and physical fermions. This is also the case in the dual fermion approach [34] . On the other hand, it means that when performing a dual expansion around a solution within the ordered phase, the above series will be summed beyond its convergence radius and the summation will fail.
III. COMPUTATIONAL SCHEME
The dual boson computational scheme is similar to the one of EDMFT. In both schemes, the hybridization function ∆ νσ and retarded interaction Λ ω are adapted iteratively within a self-consistency loop. In the dual boson approach, there is an additional step in each iteration where diagrammatic corrections are computed. The computational scheme is also analogous to the one used in dual fermion calculations [32] . The only difference is that in addition to the equations for the dual fermion Green's functions, analogous equations for the bosonic Green's functions have to be handled simultaneously.
The general computational scheme is depicted in Fig. 4 and can be summarized as follows:
1. Generate an initial guess for ∆ νσ and Λ ω .
2. Solve the impurity problem based on ∆ νσ and Λ ω and compute g νσ and χ ω (sufficient for EDMFT) and additionally λ νω and γ νν ω for dual boson calculations.
3. CalculateG kνσ andX qω according to Eqs. (23) and (24).
4. Evaluate diagrams forΣ kνσ andΠ qω using dual perturbation theory.
5. Compute renormalized dual propagatorsG kνσ and X qω using the dual Dyson equations (see below). Go back to step 4 and loop until convergence (inner self-consistency).
6. Once the inner loop is converged, calculate the physical propagators G kνσ and X qω according to Eqs. (33) and (34). 7. Update the hybridization function ∆ νσ and retarded interaction Λ ω . Go back to step 2 and repeat until convergence is reached (outer selfconsistency).
If we skip steps 4 and 5, we work with the bare dual propagators and recover EDMFT as discussed in Sec. II. This is indicated by the dashed arrow in Fig. 4 . The vertices need not be calculated in this case.
When diagrammatic corrections are taken into account, we additionally compute the impurity vertex functions in the impurity solver step. This allows us to construct diagrammatic approximations to the dual selfenergiesΣ νkσ andΠ ωq in dual perturbation theory in step 4. From the self-energies, we then compute renormalized propagators using the Dyson equations
The renormalized propagators are subsequently used in the diagrams in going back to step 4. This loop is repeated until convergence. We will refer to this as the inner self-consistency loop. It is indicated at the bottom of Fig. 4 . Variations of the full scheme are possible. For example, one may skip the outer self-consistency. After the converged EDMFT solution is found, vertex functions and diagrams are evaluated only once. This means that the bath is the same as in EDMFT and that such a scheme truly corresponds to a diagrammatic expansion around EDMFT.
IV. IMPLEMENTATION
The implementation of the dual boson approach is analogous to that of the dual fermion method. For each equation involving dual fermion propagators, there is a corresponding one for the bosonic propagator. We have therefore implemented the approach by integrating the additional equations into our existing dual fermion implementation. We work with a fully parallelized code. For the solution of the impurity problem (4) we employ the hybridization expansion quantum Monte Carlo method (CT-HYB) [35] , which can treat a retarded interaction of density-density type without approximation (see, e.g. Ref. 28 for details). Here we utilize a modified version of the open source implementation presented in Ref. 36 . We use improved estimators for the impurity vertex functions and an efficient frequency measurement for the charge susceptibility χ ω [37] . These improvements reduce the Monte Carlo noise and the overall required computation time. For the vertices, we use certain symmetry relations which improve the convergence with respect to the frequency cutoff (Appendices D 3 and F). The diagrams are efficiently evaluated by exploiting lattice symmetries and employing fast Fourier transforms (FFTs) for the computation of the momentum convolutions on the discrete lattice with periodic boundary conditions. We use a standard size of 64 × 64. Individual components of the implementation are discussed in more detail in Appendix D.
V. EDMFT RESULTS
Here and in the rest of the paper, we consider the twodimensional, half-filled, extended Hubbard model described by the Hamiltonian (1), with nearest-neighbor hopping t and nearest-neighbor interaction parameter V . Hence we have t ij = −t and V ij = V if i and j are nearest neighbors and V ij = 0 otherwise. The dispersion and the Fourier transform of the nonlocal interaction thus read
The half-bandwidth 4t = 1 is taken as the energy unit. We consider the paramagnetic phase only and hence omit spin labels in the following.
As we have seen in Sec. II A, EDMFT is the starting point of the dual perturbation theory. As a basis for the discussion of the dual boson results, it is therefore instructive to discuss EDMFT results for the extended Hubbard model first. The EDMFT phase diagram can be computed using the dual boson code, because it corresponds to a zero-order dual boson calculation (all diagrammatic corrections are neglected). This also serves as a first test of the implementation.
A. EDMFT Phase diagram
The EDMFT phase diagram in the U -V -plane at temperature T = 0.01 is shown in Fig. 5 . It is compatible The checkerboard charge-ordered phase is characterized by a divergent charge susceptibility at the wave vector q = (π, π). The phase boundary may therefore be located by looking for zeros of X −1 ω=0,q=(π,π)
4 . The phase boundary between the metallic and Mott insulating phases was determined from the quantity (β/π)G(β/2) which undergoes a steep drop at the transition to the insulator (see Appendix H). Phase boundaries marked in red are obtained by approaching the respective phase boundary from the metallic side, while boundaries ap- 4 Here we have determined the critical value Vc of the interaction from the equivalent condition [28] 1 + (U − 4Vc)Π imp ω=0 = 0, where Π imp is the impurity polarization. proached from the insulator are marked in brown.
Since for V = 0 EDMFT reduces to DMFT, the firstorder transition between the metallic and Mott insulating phases found in DMFT is reproduced here at V = 0. For finite values of V , the width of the coexistence region decreases, which is in agreement with the findings of Ref. 39. In the region around and directly above the top corner of the metallic region, fluctuations are strong and it is inherently difficult to obtain a converged solution. Starting with the usual metallic initial guess Σ ν = 0, the impurity susceptibility is overestimated, which leads to an overestimation of the retarded interaction Λ ω and to numerical instability. We circumvent this by obtaining a converged insulating solution for V = 0 (or a smaller V ) first and using this as an initial guess for calculations at finite V . If the initial guess is not sufficiently close to the actual solution, one may encounter the above mentioned instabilities. The dashed lines indicate that we were not able to find a converged solution. The phase boundary might exhibit a jump here, as mentioned in Ref. [38] . We find it difficult to make a definite statement though, because of the aforementioned convergence problems. Close to the lower part of the phase boundary separating the CO and MI phases, metastable metallic solutions are found close to the CO phase due to the screening effect of the nonlocal interaction, which however converge to insulating ones after a sufficiently large number of DMFT iterations. The top corner of the metallic region hence appears to be completely surrounded by the Mott insulating phase. 
B. Impurity quantities
Let us consider some EDMFT impurity quantities, which enter the dual perturbation theory. We start with the self-energy in Fig. 6 for fixed Hubbard interaction U and different values of V , corresponding to points marked by circles in the EDMFT phase diagram of Fig. 5 . The self-energy exhibits the characteristics of a Fermi-liquid metal. With increasing nearest-neighbor interaction V , the solution clearly becomes less correlated. This is also reflected in an increase of the quasiparticle residue as V increases (not shown). It may be an indication of the screening effect through the nearest-neighbor interaction. As shown in the inset, the high-frequency behavior of the self-energy is also affected by the change in V . The first moment can be calculated from the charge susceptibility and retarded interaction (horizontal lines) [37] . It is seen to be enhanced as V increases, in line with an increase of the local charge susceptibility shown in Fig. 7 . Since in EDMFT, the susceptibility is related to the polarization through Π imp ω = −χ ω /(1+Λ ω χ ω ), this enhancement indicates the increased effect of screening as V increases [28] .
In Fig. 8 we plot the three-leg vertex at the same parameters as in the previous figures. It mediates the electron-boson interaction in the dual boson approach. Because of the particle-hole symmetry, it is purely real. We see that it exhibits less structure as the metallicity of the system is increased and becomes mostly flat as the phase boundary to the charge-ordered state is approached. Note that it changes sign, except very close to the phase boundary. We will see later that this structure has an important effect on the dual boson results. Interestingly, the vertex appears to be unaffected by the interaction at specific points, so that the curves cross. We have no explanation for this observation at the moment. The symmetry of the vertex under the transformation ν → −ν − ω is clearly visible. We exploit this symmetry in the dual boson calculations (see Appendices D 3 and F). In Figs. 9 and 10 we show the behavior of the threeleg vertex when the Mott transition is approached. We plot it for different values of U marked by triangles in the phase diagram in Fig. 5 . Fig. 9 is for fixed V = 0 and corresponds to DMFT. As U increases, the vertex develops structure and grows significantly in magnitude. This behavior reflects the enhancement of the fermion-fermion vertex when the transition is approached, according to Eq. (62). The vertices diverge at the transition in the zero-temperature limit. Fig. 10 shows the vertex on the same scale as in the previous figure, albeit for V = 0.6. As the Mott transition is approached, the magnitude increases, but the vertex shows less structure and is smaller in magnitude because the system is less correlated compared to the case V = 0.
VI. DUAL BOSON RESULTS
The purpose of this paper is to obtain a first understanding of the effects caused by different types of diagrams in the dual boson approach. We also aim to get a better understanding of EDMFT and EDMFT+GW . We therefore employ different diagrammatic approximations and analyze their physical content.
We will mainly restrict ourselves to the following type of calculations: We start from a converged EDMFT solution, compute the vertices once and take into account diagrammatic corrections. In other words, the hybridization and retarded interaction have the same values as in EDMFT. The results can be interpreted in terms of a diagrammatic extension of EDMFT. This corresponds to dual boson calculations without the outer self-consistency loop and is computationally significantly less expensive than the full scheme. We will nevertheless discuss the effect of the full self-consistency scheme at some selected points of the phase diagram. The inner self-consistency loop is always iterated until convergence, corresponding to a self-consistent renormalization of self-energy diagrams and Green's functions.
In a first step, we examine the effect of polarization corrections only: We neglect diagrams to the fermionic self-energy and only include corrections to the EDMFT polarization via bosonic self-energy diagrams. In a second step, we additionally consider the effect of fermionic self-energy diagrams. Fermionic diagrams which explicitly contain the fermion-fermion vertex will not be considered. These diagrams also appear in the framework of the dual fermion approach and their effect has been studied previously for the Hubbard model (V = 0). For example, it is known that the second-order approximation includes dynamical short-range correlations which lead to a reduction of the critical U of the Mott transition [32] . Similar effects can be expected for finite V . This renders a comparison with EDMFT or EDMFT+GW more difficult. We therefore leave the study of more complete approximations for future work. A. Polarization corrections
Diagrams
In terms of the charge susceptibility, the physical polarization Π is defined through
It should not be confused with the bosonic self-energyΠ, which has different dimension. Comparing with Eq. (30), we see that the EDMFT polarization is independent of momentum:
On the other hand, the polarization in the dual boson approach, expressed in terms of the bosonic self-energy, becomes [cf. Eq. (34)]:
In these equations, Λ ω contains the static U (cf. Sec. II C). We see that the momentum dependence introduced through diagrammatic corrections to the bosonic self-energy directly translates to a momentum dependence of the polarization. If the dual polarization is neglected, Eq. (52) evidently reduces to the EDMFT polarization. We consider the approximations to the bosonic selfenergy diagrams depicted in Fig. 11 . The first one shown in (a) is a diagram which is second order in the electronboson vertex λ. Using the diagrammatic rules, we obtain Figure 11 . Diagrammatic approximations to the bosonic self-energyΠqω.
(cf. Appendix B):
In the approximation shown in Fig. 11 (b) , one of the triangular vertices has been replaced by the renormalized triangular vertex. This diagram explicitly reads:
where the renormalized triangular vertex Λ is momentum dependent. It is given in terms of the renormalized lattice vertex function Γ in the charge channel in the form
which is depicted diagrammatically in Fig. 12 . Equation (54) may be referred to as a ladder approximation: The renormalized lattice vertex Γ contains a ladderdiagram series generated by the Bethe-Salpeter equation [40] ,
shown in Fig. 13 . We solve it by matrix inversion according to
withχ 0 qνω = (1/N ) kG kνGk+qν+ω . Note that only the charge channel Γ ch := Γ ↑↑ + Γ ↑↓ contributes to the polarization. The ladder approximation is equivalent to the usual expression for the DMFT susceptibility [7] X qω = 2T
as long as the (E)DMFT self-consistency condition (35) is fulfilled [31] . Here χ 0 qνω = (1/N ) k G kν G k+qν+ω denotes the usual particle hole-bubble. 
Results
We now discuss the U -V phase diagram computed by the DB method, and compare it to two established methods: the random phase approximation (RPA) and EDMFT. RPA is expected to be accurate in the low U regime, and to fail at higher U . On the contrary, EDMFT is expected to be accurate at large U , since it captures the atomic-like physics, and to fail at low U , because it lacks the momentum dependence of the polarization. The strength of the DB method is precisely to interpolate between RPA at low U and EDMFT at large U . In the following, we first discuss these limits in detail and finally the intermediate coupling regime.
The phase diagram of the Hamiltonian (1), with nearest-neighbor hopping t and nearest-neighbor interaction parameter V is shown in Fig. 14 at q = (π, π) and ω = 0 and we have verified that the divergence happens at the (π, π) point first. The EDMFT data in this figure is quantitatively very similar to the one in Fig. 5 , revealing a very small overall temperature dependence of the phase boundary.
Let us first consider the low-U regime and compare to RPA. In RPA, the polarization is given by the Lindhardt bubble, i.e. Π The dual boson results approach the RPA result in the limit U → 0. In Appendix G we show that dual boson indeed reduces to RPA in the weak-coupling limit (U, V → 0). For U = 0 but finite V , the local retarded interaction is finite, but the deviations from RPA remain small. In Fig. 15 we compare the frequency-and momentum dependence of the ladder DB solution with RPA which confirms this picture. The second-order approximation forms the dominant part of the corrections by far as expected. EDMFT fails in this low U limit, because it completely neglects the momentum dependence of the polarization (Cf., e.g., Fig. 15 , upper panel) . The diagrammatic corrections restore this momentum dependence.
The DB corrections to EDMFT diminish in the opposite large-U limit, where the Mott insulating phase is approached (the Mott transition roughly takes place at the right end of this figure, cf. Fig. 5 ). The physics is well described within EDMFT. In this limit, the RPA clearly fails, because it is a weak coupling approach (the static self-energy and static irreducible vertex are not sufficient to describe the strong correlation physics).
In the intermediate interaction regime we obtain results which are compatible with currently available lattice Monte Carlo data for U = 1 and T = 0.125, which locate the transition roughly between V = 0.25 and V = 0.3125 [41] (see arrows in Fig. 14) . The two DB approximations give close results. The four-leg vertex and the long-range vertex corrections built from it, which are included in the former but not in the latter, have a small effect in determining the phase boundary. We further see that the DB phase boundaries run essentially parallel to the V = U/4-line. This is in agreement with previous tive for q = (π, π) and the lowest frequency ω = 0. This follows directly from the condition for charge ordering, 1+(U −4V )Π q=(π,π),ω=0 = 0. For larger U , the EDMFT and DB results are relatively close for all frequencies (see bottom right of Fig. 16 ). The two DB approximations also differ qualitatively at q = (0, 0). The second-order approximation (and EDMFT) are finite at finite frequencies. This implies a violation of the Ward identity [31] , which appears to be more severe for larger U . Ladder DB shows the required discontinuity at ω = 0 and appears to be conserving for all values of U [29] . Long-range vertex corrections seem necessary to avoid such artifacts.
In Fig. 17 we show the momentum dependence of the polarization Π qω . At moderate U = 0.5 it exhibits a rather strong momentum dependence and the correction is large compared to EDMFT (Π ω=0 ∼ 1.25 at these parameters). It is largest at the vector q = (π, π) at which the transition occurs (|V q | is maximal and V q < 0 at this point). At large U , the correction is much weaker and more isotropic (in EDMFT, Π ω=0 ∼ 0.274). At finite Matsubara frequencies, the polarization is rather flat, except in the vicinity of the q = (0, 0) point, where it decreases to zero. This is a further requirement imposed by charge conservation [31] .
In order to trace the interpolating behavior of the DB approach, it is instructive to rewrite Eq. (34) in the form
Comparing with the EDMFT susceptibility (30), one sees that the term in parenthesis plays the role of a renormalization factor, which determines how much the solution is altered compared to EDMFT. The change of the phase boundary with respect to EDMFT is hence determined by the dimensionless quantity χ ωΠω,q (at q = (π, π) and ω = 0). In Fig. 18 , we show its frequency dependence in second-order approximation at various points in the phase diagram. For high frequencies it approaches a constant non-zero value because the asymptotic behavior of the constituents cancels. At low frequencies, diagrammatic corrections contribute significantly, even for small interaction. This is due to the fact that the fermionboson vertex remains finite even for vanishing interaction [cf. Eq. (E1)]. As U increases, the magnitude of the vertex increases. At the same time, the dual Green's function and the local susceptibility χ ω become smaller in magnitude. As electrons become more and more localized, the net effect is that nonlocal corrections become less and less important: χ ωΠqω decreases continuously at low frequencies as U increases. For example, at U = 2, V = 0.5, we have χ ω=0Πq=(π,π)ω=0 1 so that the dual boson phase boundary merges into the EDMFT one for large U . Fig. 18 further shows that diagrammatic corrections depend only weakly on V . For small U , results for V = 0 and V = 0.04 are virtually indistinguishable. The value V = 0.04 is close to the critical value of the chargeordering transition, which illustrates that there is no structural change in χ ωΠqω near the transition. It is the interplay with the value of V q in (59) that triggers the divergence in X.
B. Fermionic self-energy diagrams
In this section, we include fermionic self-energy diagrams in addition to the bosonic ones. We will see that these corrections have essentially no effect on the phase boundaries. They restore a weak momentum dependence of the self-energy missing in EDMFT.
A priori, different approximations for the fermionic self-energy can be combined with the previously introduced polarization diagrams. In order to keep the discussion reasonably simple and reduce the number of possibilities, we impose the following guiding principle for constructing approximations: The fermionic and bosonic self-energies are chosen such that they can be obtained from a common (dual) functional. In each case, the fermionic (bosonic) self-energy is given by a functional derivative with respect to the fermionic (bosonic) dual Green's function.
Diagrams
The two approximations we consider are depicted in Figs. 19 and 20 , which we refer to as "second-order" and "ladder" approximations in accordance with the foregoing. The latter differs from the former in the use of the renormalized triangular vertex instead of the local impurity one. The approximations generate the same bosonic self-energies that we considered before. Note that in the ladder approximation, both vertices in the self-energy diagram are necessarily renormalized. This may be checked for example by symbolically inserting the graphical definition of the renormalized triangular vertex, Fig. 12 , into Fig. 20 and taking the functional derivative (i.e., cutting lines) with respect to all internal Green's functions while obeying the product rule.
The self-energy in the second-order approximation readsΣ while in the ladder approximation we havẽ
The bosonic self-energies are given by Eqs. (53) and (54), respectively.
Results
Results for the phase diagram within this approximation are shown in Fig. 21 . We include results from the previous phase diagram for comparison. The effect on the phase diagram is very small (the phase-boundaries are pushed to slightly higher values of V ).
In figure 22 the momentum dependence of Im Σ kν − Im Σ EDMFT ν is shown for the ladder approximation. The correction is smallest in the vicinity of the Fermi surface and increases away from it. It is generally negligible with respect to the EDMFT self-energy as we can see in for fixed Matsubara frequencies ν = π/β (left column) and ν = 7π/β (right column) in the ladder approximation. In EDMFT, this quantity is a constant (equal to zero).
C. Effect of outer self-consistency
We have performed ladder DB calculations with full outer self-consistency for U = 0.5, U = 1.0 and U = 1.5, to see the effect of converging the bath. The susceptibility is smaller in the fully self-consistent calculation, but the phase diagram is qualitatively unchanged. The results are marked by black crosses in Fig. 21 . The corrections to the phase boundary increase for increasing U , but remain marginal. 
VII. SIMPLIFIED APPROXIMATION
We have seen that the nonlocal corrections to EDMFT lead to significant changes in the phase diagram and polarization. The dual boson approach however is computationally more expensive, because of the required computation of vertex functions. Simpler approximations which capture the essential features would be desirable. This leads to the question how important vertex corrections are for an accurate description of the physics.
A simpler and well-known approximation that goes beyond EDMFT is the EDMFT+GW approximation (for a recent discussion see Ref. 28) . The basic idea of EDMFT+GW is to treat the local self-energies within EDMFT and add non-local contributions from GW diagrams. The two different decoupling schemes (see Sec. II C) give different results for the phase boundaries [28] , while the dual boson approach is invariant. Formally, the V -decoupling scheme is closer to the dual boson approach: in both cases, we have an electronelectron and an electron-boson vertex (U and i in the EDMFT+GW ) and the local interaction is taken into account on the level of the impurity model. In this section, we formulate a simplified version of the dual boson equations (s-DB) that neglects corrections due to the fermion-fermion vertex. We then show that in the weak coupling regime, this approximation and EDMFT+GW in the V -decoupling scheme yield similar results 5 . We construct a simplified dual boson approximation (s-DB) which does not require the expensive calculation of the vertices γ and λ by setting γ = 0 in the second-order diagrams (higher orders vanish in such an approach). With the following relation (see Ref. 29 and Appendix E):
we see that in this case λ νω = −χ −1 ω . This simplification hence neglects the fermionic frequency structure of the three-leg vertex function. The resulting expressions for the polarization and self-energy are given in Eqs. (G4) and (G14). The corresponding EDMFT+GW expressions are provided in Eqs. (G8) and (G15), respectively.
In Fig. 24 we examine the difference between these approximations numerically. We include DB results from the phase diagram of Fig. 21 for comparison. Several observations can be made: Firstly, s-DB agrees with the second-order approximation with vertex corrections for U → 0. This is expected by construction. Note however, that the two approximations are not exactly equivalent here because the former neglects the fermionic structure In EDMFT, this quantity is a constant. The same quantity in DB is shown in Fig. 17 . In the left panel, the plot range is restricted to improve contrast.
of the triangular vertex, which is present, but very weak at U = 0 due to a small but finite retarded interaction. EDMFT+GW (for T = 0.01) from Ref. 28 agrees within error bars. We expect that a refined calculation at the same temperature would give closer (although not perfect, because of the finite Λ ω ) agreement for U → 0. EDMFT+GW and s-DB however depart significantly from the dual boson result already for small interaction. In particular the slope is different. We can trace this [41] locate the phase boundary in the vicinity of the line V = U/4, we conclude from these results that the frequency-dependence of the three-leg vertex structure is crucial for an adequate determination of the phase boundary.
Neglecting the vertex corrections also comes at the cost of severe artifacts, even at relatively small local interaction U . This can be seen in Figs for fixed Matsubara frequencies ν = π/β (left) and ν = 7π/β (right) in s-DB. In EDMFT, this quantity is a constant. The corresponding plot with DB data is shown in Fig. 22 . left panel of Fig. 26 we can see that the physical polarization in s-DB clearly violates the Ward identity. The right panel shows that it turns largely negative at small frequencies (see Fig. 16 for the same quantity in the original DB approach). Nonlocal corrections are hence overestimated and the behavior is non-physical. In Figs. 27 and 28 we show the corresponding fermionic self-energy. Compared to the ladder approximation, the magnitude of the non-local corrections is larger. Nonlocal corrections hence also appear to be overestimated in the simplified approach.
VIII. CONCLUSIONS
We have presented the first implementation of the dual boson approach and applied it to the extended Hubbard model with nearest-neighbor interaction.
The DB method interpolates between RPA at low interaction and EDMFT at large interaction, as can be seen from the phase diagram in Fig. 14 . It captures the strong momentum dependence of the polarization which is important at low to intermediate interaction and which is absent in EDMFT. Different choices of diagrammatic corrections have been shown to lead to very similar phase diagrams. They are compatible with the currently available QMC data on this model.
Examining a simplified version of the DB method, we also concluded that the nontrivial frequency dependence of the local fermion-boson three-leg vertex is very important for the accuracy of the approximation and leads to large differences with EDMFT+GW results.
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The authors acknowledge very helpful discussions with Thomas Ayral, Silke Biermann, Junya Otsuki, Alexey Rubtsov and Philipp Werner. We would further like to thank Thomas Ayral for providing the EDMFT+GW In order for the integral in (6) to be convergent, the matrix W = Λ − V must be positive definite, which is not necessarily the case. This may be resolved by adding a sufficiently large constant to W and absorbing it into Λ. A similar approach was used in Ref. 26 and shown not to affect physical results. In practice, this constant appears not to be needed. The problem does not exist for a decoupling using a Hubbard-Stratonovich transformation based on complex fields. Convergence of the integral over the complex variables can be ensured by changing the integration path from the real to the imaginary axis for negative elements of the diagonalized matrix W when it is not positive definite [29] . Appendix B: Feynman rules of the dual perturbation theory
The Feynman rules for evaluating the expression corresponding to a given diagram may be stated as follows:
• Draw all topologically distinct, connected diagrams involving the elements of Fig. 1 .
• With each fermion line associate a dual Green's functionG.
• With each boson line associate a dual Green's functionX.
• With each triangular vertex associate a fermionboson interaction λ.
• With each square vertex associate a fermionfermion interaction γ.
• Assign a frequency, momentum and spin label to each line, taking into account the conservation of these quantities at each vertex.
• Sum over all internal variables. Include a factor T for every frequency summation and N −1 for every momentum summation, where N is the number of lattice sites.
• Divide the end result by the symmetry factor. Every set of n topologically equivalent lines (i.e. connecting the same two vertices and pointing in the same direction) contributes a factor n! to the symmetry factor.
• 
There is no closed loop, but a single boson line. The overall sign is hence −1.
For the second-order diagram to the bosonic selfenergy, Fig. 30 a) , we start with a minus sign and account for the one resulting from the closed fermion loop after replacing the vertices by interaction lines. The overall sign of the diagram is hence +1. In the third-order diagram we count two closed loops after replacing the vertices by interaction lines as shown in Fig. 31 . Its sign is hence −1. We therefore obtaiñ
Appendix C: Instabilities and the Dyson equation
Here we show that the Dyson equation, which is a geometric series for the dual susceptibilityX, diverges at the same point as the physical susceptibility X.
The Dyson equation for bosons reads
The dual susceptibilityX diverges when the numerator in the above equation vanishes,
The bare dual Green's function (24) can be brought into an alternative form,
Multiplying equation (C2) by an appropriate (non-zero) factor and using the form (C3) eventually leads to
where (34) was used to obtain the last line. This shows that the physical susceptibility X diverges at the same point as the dual susceptibility.
= ξGG
where ξG, ξX ∈ (0, 1] are mixing parameters in order to avoid oscillations. We typically take ξG = ξX = 0.9. The iterations are stopped once the difference between two successive iterations according to a suitable difference measure 8 becomes smaller than some small number 7 The derivative is required for the improved estimator, see Ref. 37 . 8 We use the measure
kνσ | and an analogous expression for the bosonic Green's function.
. Apart from the first few iterations, the convergence of this inner loop is found to be exponential. The number of required iterations increases in the vicinity of phase transitions.
In the outer self-consistency loop, we update the hybridization function and retarded interaction according to the rules
Here G local νσ and X local ω denote the local parts of the lattice propagators andG local νσ andX local ω the local parts of the dual propagators 9 . These equations have the same fixed point as the self-consistency conditions (37) and (38) . Typical values for the mixing parameters of the update are ξ ∆ = ξ Λ = 0.9. The convergence is well behaved and similar as one is used to from DMFT.
As an initial guess for EDMFT or dual boson calculations, one may start from Λ ω = 0 and a hybridization function corresponding to the noninteracting case, i.e. 
They are derived in Appendix F below. These relations do not assume particle-hole symmetry. Note the exchange of spin labels in the second line. One sees that for a given bosonic frequency ω m the vertex λ as a function of fermionic frequency is symmetric around −ω m /2. This can directly be observed in Figs. 8-10 . As a result, for a given bosonic frequency ω m 9 Note that G local νσ and X local ω as well as gνσ and χω merely serve as scaling factors in these equations: Inserting the EDMFT relationsG = G EDMFT − g andX = X EDMFT − χ in place of G andX one sees that the terms in angular brackets reduce to g −1 − G −1 and χ −1 − X −1 , respectively. the vertex only needs to be computed for fermionic frequency ν n ≥ −ω m /2. In terms of indices, n ≥ −(m−1)/2 for m odd and n ≥ −m/2 for m even, respectively.
The diagrams, such as Eqs. (53) and (B3) contain convolutions of Green's functions which are of the form G νGν+ω . Important contributions to these diagrams stem from those combinations of frequencies for which the product is large. This is the case for ν ≈ 0 and ν + ω ≈ 0, becauseG is largest for small frequencies [it decays as 1/(iν) 2 ]. The dominant contributions ν ≈ 0 and ν ≈ −ω lie symmetrically around −ω/2. If one computes the vertex functions on an interval for the fermionic frequencies which is symmetric around 0, i.e. n = −N ν , . . . N ν −1, where N ν is the cutoff frequency, the symmetry relations ensure that the dominant contribution at ν ≈ −ω is captured even for bosonic frequencies m > N ν .
For larger ω, the dominant contributions are less strongly peaked at ν ≈ 0 and ν + ω ≈ 0. It is important to take a sufficiently large number of fermionic frequencies into account to obtain the correct large ω behavior of the diagrams.
Optimized evaluation of diagrams
The diagrammatic expressions can be decomposed into a sequence of convolutions in momentum space: Consider, for example, the diagram (60). Notwithstanding the frequency summations, it contains the convolution qG k+qXq .X q in turn involves diagrammatic corrections such as the one in (53), which also contains a convolution kG kGk+q . We compute these using fast convolution. This amounts to, e.g., computingG r in real space using a fast Fourier transform (FFT) and then computing the FFT ofG rG−r . With FFTs, we can compute diagrams at a cost that scales as N log N with the number of k-points N instead of at least N 2 for straightforward momentum summations.
We gain additional speedup by using the lattice symmetries. The Bethe-Salpeter equation, which is introduced below, has to be evaluated for all points in the Brillouin zone and the evaluation is computationally costly. Using lattice symmetries, we can reduce the computational effort by roughly a factor of ∼ 8 for the twodimensional square lattice and a factor ∼ 48 in the threedimensional cubic lattice.
Parallelization
We use MPI (Message Passing Interface) for the parallelization. The Monte Carlo impurity solver is parallelized in the standard way by running different Markov chains on different threads. The evaluation of the dual boson equations is most straightforwardly parallelized over the bosonic frequencies. The Bethe-Salpeter equa- Figure 32 .
Diagrammatic representation of the three-leg g (3) (upper panel) and four-leg correlation function g (4) (lower panel) and the definition of the vertex functions in terms of them. The figure illustrates the relation between the threeleg and four-leg vertices γ (4) and λ. Wavy lines represent the charge susceptibility and straight lines with arrows denote fully dressed single-particle Green's functions.
tion (56), the diagrammatic expressions forΠ ω (53), (B3) and contributions toΣ from individual bosonic frequencies may be computed independently for different ω. Communication between threads is only needed at the end of each inner renormalization iteration when the results and the contributions to the self-energies from different bosonic frequencies are collected on the master.
Appendix E: Vertex functions
In the dual boson approach, we have two types of interaction vertices: a fermion-fermion (four-leg) and a fermion-boson (three-leg) vertex. They are local and computed from the quantum impurity model. Their relation and definition in terms of the impurity correlation functions g (3) and g (4) is illustrated diagrammatically in Fig. 32 . The four-leg vertex γ (4) is obtained from the connected part g (4)con of the two-particle Green's function by amputating the legs. g (4) con (the numerator in (19)) in turn is obtained by subtracting the disconnected part g (4) disc from the two-particle Green's function g (4) .
The structure of the three-and four-leg correlation functions is very similar. The three-leg vertex λ however is not obtained by amputating the legs from the connected part (this would give γ (3) ). The reason is essentially that in the decoupling of the interaction, Eq. (6), the field φ couples to the density n as an entity and not to c * and c individually. As a consequence, the threeleg vertex is non-zero even in absence of interaction. In terms of the connected correlation function, the three-leg vertex is given by
In the noninteracting case, γ (3) and the connected part g 
where we have used the definition (21) of the two-particle correlation function, g Taking the definition (19) of the vertex γ and summing over σ , ν , we can write
Combining (E2) and (E3) yields the desired relation:
Appendix F: Symmetry relations
The symmetry relation (D7) for the fermion-fermion vertex can be proven starting from the definition of the Fourier transform of the two-particle correlation function,
Taking the conjugate, commuting the Grassmann variables and relabeling τ 1 ↔ τ 3 and τ 2 ↔ τ 4 we obtain 
where the last equality follows from comparison with the definition of the Fourier transform (F1). It remains to show the analogous relations for the disconnected part and the denominator in the definition (19) of the vertex function. We treat the two terms in the disconnected part separately: 
Using that (g ν,σ ) * = g −ν,σ , we obtain (G We construct a simplified approximation by letting γ ≡ 0. In this case, λ νω = −χ 
UsingG = G EDMFT −g, which follows from (23) and (29), we can rewrite the convolution as (the label EDMFT is omitted in the following):
T N The result can be interpreted as the nonlocal part of the bubble because for a self-consistent EDMFT solution, the local part of the lattice Green's function G equals the impurity Green's function g, i.e. (1/N ) k G kν = g ν . In order to obtain an expression for the physical polarization Π in terms of the bosonic self-energyΠ, we use (52):
Inserting the above result forΠ yields
The susceptibility can be decomposed into a bubble contribution and a part containing local vertex corrections ∆χ ω :
where ∆χ ω := T 2 νν σ g ν g ν+ω γ νν ω g ν g ν +ω .
Inserting (G5) into (G4), we can write the polarization in the form
where the term in brackets is a lattice bubble with local vertex corrections added. In EDMFT+GW , the polarization is the sum of the local EDMFT part and the nonlocal part of the lattice bubble [28] . In our notation, it reads:
where the first term is the impurity polarization
The two expressions (G4) and (G8) obviously give different results in general. In the weak-coupling limit (U and V small). When Λ is small, they give the same result. In this limit, ∆χ ω is negligible and χ ω can be approximated by the bare local bubble according to (G5). The polarization in both approximations correspondingly reduces to Π qω ≈ −{GG} qω , i.e. to the (bare) lattice bubble. This corresponds to RPA.
Fermionic self-energy
In EDMFT+GW , the fermionic self-energy is decomposed into the local impurity part and a nonlocal correction from GW diagrams. In dual boson, there is an analogous decomposition [29] :
For weak coupling, the dual self-energy and the denominator are small, i.e. Σ kν ≈ Σ imp ν +Σ kν . The nonlocal part is then given by the dual self-energy itself. Letting λ νω ≈ −χ −1 ω as for the polarization, we obtain for the second-order diagram of Fig. 19 and Eq. (60):
In analogy to the GW approximation, which is constructed using the renormalized interaction, we evaluate it with the renormalized bosonic propagatorX. Using Dyson's equation,X −1
as well as (C3) and the result (G1) and (G2) for the polarization, we obtain forX −1 qω :
Inserting this into (G11) gives the result
.
The fraction in the second line has the form of a screened interaction V q − Λ ω with a polarization given by −χ ω − {GG} nonloc qω . As noted above, it corresponds to a bubble of lattice Green's functions with local vertex corrections added. The corresponding EDMFT+GW result of Ref. 28 , in our notation and with our conventions reads
Here we do not consider an additional term of order U 2 , which is irrelevant in the low-U region of the phase diagram we want to focus on. A similar contribution arises in the dual boson approach from the local fermionfermion vertex γ. There are three main differences: i) the impurity polarization Π imp ω in the denominator in EDMFT+GW is replaced by χ ω in dual boson. According to (G9), Π imp contains χ ω to leading order, and they will be similar to χ ω when Λ ω is small. ii) The full lattice Green's function enters the EDMFT+GW selfenergy, while in the dual boson self-energy, it is only its nonlocal part. iii) the interaction in dual boson is given by V q − Λ ω , while it is simply V q in EDMFT+GW . The latter two differences are not fundamental: to leading order in the interaction, the two expressions are the same. In this case (G14) becomes
where we have used kG kν = 0 to obtain the second line andG kν = G kν −g ν and q V q = 0 for the third line. For higher orders, the two expression differ however, because the above cancellations do not occur for the mixed terms in the expansion in powers of (V q − Λ ω ).
