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Zusammenfassung
In einem Modellproblem wird die Aufgabe der gleichzeitigen Identifika-
tion zweier unabha¨ngiger Parameterfunktionen bei elliptischen Differen-
tialgleichungen untersucht. Es werden Parameterfunktionen betrachtet,
die stu¨ckweise konstant sind. In einer ausfu¨hrlichen Fallstudie wird auf
unterschiedliche Fragestellungen eingegangen. Hierbei handelt es sich
zum einen um den Vergleich von verschiedenen bekannten Lo¨sungsal-
gorithmen, um fu¨r dieses Problem geeignete Varianten auszuwa¨hlen.
Des Weiteren wurden der Einfluss von Messfehlern auf die Qualita¨t der
Lo¨sung sowie die Wahl von Schranken fu¨r die zu ermittelnden Parame-
ter untersucht. Daru¨ber hinaus wird die Wirkung der konkreten Wahl
der Randbedingungen auf die Identifizierbarkeit der zu bestimmenden
Werte untersucht.
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1 Einleitung
In den letzten Jahren wurden große Fortschritte bei der numerischen Simulation
von 2D- und 3D-Problemen in der Mechanik erzielt. Solche Aufgaben zeichnen
sich oft dadurch aus, dass sie aufgrund ihrer hohen Komplexita¨t eine sehr feine
Diskretisierung beno¨tigen, um hinreichend genaue Ergebnisse zu erzielen. Mo-
dernste Rechentechnik bietet sowohl genu¨gend Speicherkapazita¨t als auch stei-
gende Rechengeschwindigkeiten, um immer gro¨ßer werdende Systeme in immer
ku¨rzeren Rechenzeiten zu bewa¨ltigen. Parallel dazu wurden effektive numerische
Verfahren wie adaptive Finite-Elemente-Methoden (siehe z.B. [2] bzw. [4]) ent-
worfen, mit deren Hilfe der Rechenaufwand deutlich reduziert werden kann.
Dieser Trend liefert die Motivation fu¨r die Entwicklung neuer genauerer (und
damit komplizierterer) Modelle, um mechanische Vorga¨nge mathematisch zu be-
schreiben. Solche Modelle enthalten eine steigende Anzahl von Parametern. Das
ko¨nnen zum einen Konstanten (z.B. Materialkonstanten) sein, die global fu¨r das
gesamte System oder lokal fu¨r ein Teilsystem (z.B. bei unterschiedlichen Ma-
terialien) gelten und sich wa¨hrend der gesamten Simulation nicht a¨ndern. Zum
anderen treten auch Parameter mit funktionellen Zusammenha¨ngen auf, d.h. Pa-
rameter die als Funktion z.B. vom Ort oder (bei zeitlichen Abla¨ufen) von der
Zeit abha¨ngen ko¨nnen. Bei der Durchfu¨hrung der numerischen Simulation mit
gegebenen Parametern spricht man von einem direkten Problem.
Bei inversen Problemen (oder auch Modellkalibrierung) geht man davon aus, dass
diese Parameter zum Teil unbekannt sind. Man versucht sie dann so zu bestim-
men, dass die entsprechende Simulation mit Messungen aus zuvor durchgefu¨hrten
praktischen Experimenten u¨bereinstimmt. Dabei treten eine Reihen von Fragen
auf:
• Finden sich Parameter, so dass das Modell die Praxis beschreibt und sind
diese auch realistisch? Es kann also untersucht werden, ob das Modell die
Praxis hinreichend genau wiederspiegelt.
• Ist die gegebenen Datenmenge hinreichend, um die Parameter eindeutig zu
ermitteln bzw. wie muss das Experiment gestaltet werden, um ausreichend
Daten zur Parameteridentifikation zu erhalten?
• Wie beeinflussen Messfehler in den gegebenen Daten die ermittelten Para-
meter? Sind Regularisierungsansa¨tze no¨tig?
Letzterer Punkt bezieht sich auf sogenannte Inkorrektheitspha¨nomene, die insbe-
sondere bei Materialfunktionen ha¨ufig auftreten. Dabei ko¨nnen bereits kleinste
Fehler in den Daten einen beliebig großen Einfluss auf die Lo¨sung des inversen
Problems haben, so dass das gewonnene Ergebnis unbrauchbar wa¨re. Zur U¨ber-
windung dieser Probleme werden Regularisierungsverfahren angewendet (siehe
z.B. [9], [13] bzw. [20]), die Stabilita¨t der Lo¨sungen gegenu¨ber Fehlern in den
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Daten gewa¨hrleisten.
Die numerische Lo¨sung solcher inverser Probleme zeichnet sich auch dadurch
aus, dass in der Regel eine große Anzahl von direkten Problemen gelo¨st werden
muss. Damit verbunden ist der Rechenaufwand bei inversen Aufgaben deutlich
ho¨her einzuscha¨tzen als bei der eigentlichen Simulation. Dies ist ein Hauptgrund,
warum die Entwicklung numerischer Verfahren zur Identifikation von Parame-
tern bei praktischen Anwendungen noch am Anfang steht. Numerische Studi-
en beschra¨nken sich in der Regel auf vereinfachte Referenzprobleme, bei denen
entsprechende direkte Rechnungen bereits bei verha¨ltnisma¨ßig groben Diskreti-
sierungen (und damit geringem Rechenaufwand) hinreichend genaue Ergebnisse
liefern. Daru¨ber hinaus werden in der Regel nur Aufgaben betrachtet, bei denen
ein konkreter (funktioneller) Parameter zu bestimmen ist. Praktisch treten je-
doch ha¨ufig mehrere unbekannte Parameter auf. Deren parallele Identifizierung
stellt durch zusa¨tzlich auftretende Inkorretheitspha¨nomene eine weitere Heraus-
forderung dar, auch wenn die zu ermittelnden Parameter als globale oder lokale
Konstanten vorausgesetzt werden ko¨nnen.
An diesem Punkt soll in dieser Arbeit angesetzt werden. Wir betrachten ein
zweidimensionales elliptisches Modellproblem, welches aufgrund der L-fo¨rmigen
Geometrie eine relativ hohe Diskretisierung beno¨tigt, um eine hinreichend ge-
naue Lo¨sung zu erzielen. Daru¨ber hinaus betrachten wir den Fall, dass sowohl
der Diffusions- als auch der Reaktionsterm unbekannte Parameter enthalten, die
mit Hilfe von Messdaten an konkreten Punkten bestimmt werden sollen. Durch
die zusa¨tzliche Einbeziehung unterschiedlicher Randbedingungen soll der Einfluss
untersucht werden, den das der Datenbeschaffung zugrunde liegende Experiment
auf die Identifizierbarkeit der unbekannten Parameter besitzt. Auf Basis einer
ausfu¨hrlichen Fallstudie sollen die Mo¨glichkeiten der Identifizierbarkeit der ge-
suchten Parameter unter verschiedenen praktischen Gesichtspunkten getestet und
entsprechende Ergebnisse pra¨sentiert werden.
Dementsprechend gestaltet sich der Aufbau dieser Arbeit. Im Abschnitt 2 wie-
derholen wir kurz die allgemeine Lo¨sungstheorie elliptischer Randwertprobleme
und definieren den Operator der direkten Aufgabe, der einem Parameterpaar die
Lo¨sung des dazugeho¨rigen Randwertproblems zuordnet. Anschließend untersu-
chen wir die Existenz und Stetigkeit von Ableitungen nach den Parametern und
leiten entsprechende adjungierte Operatoren her. In Abschnitt 3 und 4 betrachten
wir die Finite-Elemente-Diskretisierung des Randwertproblems sowie die diskrete
Darstellung des Vorwa¨rtsoperators und seiner Ableitung. Verschiedene numeri-
sche Verfahren zur Lo¨sung des inversen Problems werden im Abschnitt 5 vorge-
stellt und auf bekannte Vor- bzw. Nachteile der einzelnen Verfahren hingewiesen.
Darauf folgt die Vorstellung des konkreten Modellproblems mit anschließender
Fallstudie. Zuna¨chst wird die Effizienz der einzelnen Lo¨sungsalgorithmen unter-
sucht. Danach werden weitere interessante Fragestellungen wie der Einfluss von
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Datenfehlern, die Feinheit der Diskretisierung, die Wahl der Randbedingungen
sowie die Wahl des zula¨ssigen Bereichs fu¨r die zu ermittelnden Parameter na¨her
beleuchtet. Mit einer Zusammenfassung sowie einem Ausblick u¨ber weitere Fra-
gestellungen wird diese Arbeit abgeschlossen.
2 Das kontinuierliche inverse Problem
Als Modellproblem wollen wir die elliptische Randwertaufgabe
−div (a∇u) + c u = f, auf Ω,
a
∂u
∂ν
= g, auf ΓN ,
u = 0, auf ΓD,
(1)
fu¨r gegebene Funktionen f ∈ L2(Ω) und g ∈ L2(ΓN) betrachten. Dabei ist Ω ⊂ R2
ein beschra¨nktes Gebiet mit hinreichend glattem Rand ∂Ω = ΓN ∪ΓD. Weiterhin
seien a = a(ξ) und c = c(ξ) positive Funktionen auf Ω. Mit p := (a, c) bezeichnen
wir ein Paar gegebener Parameter.
Wir definieren den Raum
V := {u ∈ H1(Ω) : u ≡ 0 auf ΓD}
und versehen ihn mit dem H1−Skalarprodukt. Fu¨r u, v ∈ V gilt dann
−
∫
Ω
div (a∇u) v dξ =
∫
Ω
a∇u∇v dξ−
∫
∂Ω
a
∂u
∂ν
v dσ =
∫
Ω
a∇u∇v dξ−
∫
ΓN
a
∂u
∂ν
v dσ.
Wir bezeichnen mit
a(u, v; p) :=
∫
Ω
a∇u∇v dξ +
∫
Ω
c u v dξ, u, v ∈ V ,
die zu (1) geho¨rige Bilinearform a(·, ·; p) : V × V −→ R, welche noch vom Para-
meter p abha¨ngig ist. Diese ermo¨glicht nun den Begriff einer schwachen Lo¨sung
von (1) einzufu¨hren: eine Funktion u ∈ V heißt schwache Lo¨sung von (1), falls
a(u, v; p) = 〈f, v〉L2(Ω) + 〈g, v〉L2(ΓN ), ∀ v ∈ V . (2)
Unter gewissen Voraussetzungen an p existiert eine eindeutige Lo¨sung (vgl. z.B.
[11, Theorem 7.4.3]).
Lemma 2.1 Fu¨r den Parameter p = (a, c) ∈ L∞(Ω)× L∞(Ω) gelte
0 < a ≤ a(ξ) ≤ a <∞ und 0 < c ≤ c(ξ) ≤ c <∞ f.u¨. auf Ω. (3)
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Dann existiert fu¨r jedes Paar (f, g) ∈ L2(Ω) × L2(ΓN) eine eindeutige Lo¨sung
u ∈ V von (2). Ferner gilt die Abscha¨tzung
‖u‖H1 ≤ C (‖f‖L2 + ‖g‖L2) , (4)
wobei die Konstante C nicht von dem gewa¨hlten Parameter p abha¨ngt.
Bemerkung 2.1 Die Voraussetzungen von Lemma 2.1 ko¨nnen dahingehend ab-
geschwa¨cht werden, dass es hinreichend ist, f ∈ H1(Ω)∗ zu fordern. Das L2−Ska-
larprodukt in (2) ist lediglich durch das Dualita¨tsprodukt 〈·, ·〉H1∗,H1 zu ersetzen.
Auch die Abscha¨tzung (4) bleibt erhalten, wenn wir ‖f‖L2 durch ‖f‖H1∗ ersetzen.
Diese U¨berlegung wird spa¨ter beno¨tigt, wenn wir Ableitungen bzgl. des Parameters
a betrachten.
Mit X := L2(Ω) × L2(Ω) (versehen mit entsprechendem Skalarprodukt) ko¨nnen
wir nun den nichtlinearen Operator F : D(F ) ⊂ X −→ L2(Ω) durch
F (p) := u, p ∈ D(F ), (5)
mit u ∈ V als Lo¨sung von (2) einfu¨hren. Dabei ist der Definitionsbereich D(F )
durch
D(F ) := {p = (a, c) ∈ X : a, c erfu¨llen (3)}
bestimmt. Unter Verwendung des Operators F definieren wir nun das inverse
Problem.
Definition 2.1 (kontinuierlicher Fall – [IP-(C)]) Es seien Daten
udata ∈ H1(Ω) ⊂ L2(Ω) gegeben. Gesucht ist ein Parameterpaar p = (a, c) ∈
D(F ), so dass
F (p) = udata. (6)
Die eindeutige Identifizierbarkeit eines der beiden Parameter bei gleichzeitiger
Kenntnis des anderen wurde bereits in verschiedenen Arbeiten analytisch unter-
sucht. So findet man z.B. in [6] bzw. [8] Untersuchungen zur Inkorrektheit sowie
Anwendbarkeit von Regularisierungsverfahren bei dem Problem der Bestimmung
des Parameters c im eindimensionalen Fall, wa¨hrend in [7] bzw. [8] der Fall der
Identifikation von a betrachtet wird. In [19] findet man eine numerische Studie
zur Ermittlung der Funktion c auf dem Einheitsquadrat.
Bei der gleichzeitigen Identifikation beider Parameter ko¨nnen zusa¨tzliche Effekte
auftreten. Ohne weitere einschra¨nkende Voraussetzungen an die zu ermittelnden
Parameter kann keine Eindeutigkeit von der Lo¨sung von (6) erwartet werden.
Auf der anderen Seite ist es durchaus interessant, ob Eindeutigkeit gewa¨hrleistet
werden kann, wenn wir p aus einer Menge X˜ ∩ D(F ) mit einem Teilraum X˜ von
X ermitteln wollen. Dieser Teilraum kann z.B. dahingehend gegeben sein, dass die
Parameter a und c (endliche) Linearkombinationen von gewissen Ansatzfunktio-
nen sind, d.h. a :=
∑
ajϕ
(a)
j bzw. c :=
∑
cjϕ
(c)
j .
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Wir untersuchen die Differenzierbarkeit von F . Dabei ist zu beachten, dass D(F )
keine inneren Punkte besitzt. Demzufolge ko¨nnen keine Fre´chet- oder Gaˆteaux-
Ableitungen im klassischen Sinne existieren, wie sie z.B. in [14] definiert werden.
Wir geben deshalb folgendes Resultat an.
Lemma 2.2 Fu¨r beliebiges p0 ∈ D(F ) und beliebiges h ∈ X mit p0 + h ∈ D(F )
existiert die Richtungsableitung
F ′(p0;h) := lim
ε→0
F (p0 + ε h)− F (p0)
ε
.
Diese ist gegeben durch G(p0)h := z, wobei z ∈ V die Lo¨sung von
a(z, v; p0) = − (〈ha∇u0,∇v〉L2 + 〈hc u0, v〉L2) , ∀ v ∈ V , (7)
bezeichnet. Dabei gelte u0 := F (p0) und h = (ha, hc) ∈ X .
Beweis. Sei h = (ha, hc) ∈ X mit p0 + h ∈ D(F ). Wir setzen u0 := F (p0) und
uε := F (p0 + εh) fu¨r ε ∈ (0, 1]. Weiterhin sei zε := uε − u0. Wir erhalten
a(uε, v; p0 + εh)− a(u0, v; p0) = 0, ∀ v ∈ V ,
und somit
0 =
∫
Ω
((a0 + εha)∇uε − a0∇u0)∇v dξ +
∫
Ω
((c0 + εhc)uε − c0u0) v dξ
=
∫
Ω
(a0 + εha)(∇uε −∇u0)∇v dξ +
∫
Ω
(c0 + εhc)(uε − u0)v dξ
+ε
∫
Ω
ha∇u0∇v dξ +
∫
Ω
hcu0v dξ

=
∫
Ω
(a0 + εha)∇zε∇v dξ +
∫
Ω
(c0 + εhc)zεv dξ
+ε
∫
Ω
ha∇u0∇v dξ +
∫
Ω
hcu0v dξ

=: a(zε, v; a0 + ε h) + ε fˆ(v).
Da u0 ∈ H1(Ω) und ha, hc ∈ L∞(Ω) gilt fˆ ∈ H1(Ω)∗ und folglich wegen Lemma
2.1 bzw. Bemerkung 2.1 die Abscha¨tzung ‖zε‖H1 ≤ εC ‖fˆ‖H1∗ . Durch Standar-
dargumente folgt nun die Existenz von z := limε→0 ε−1zε. Dieser Grenzu¨bergang
liefert die schwache Formulierung (7). 
Dabei verwenden wir, dass unter den Voraussetzung des Lemmas gilt ha, hc ∈
L∞(Ω) und damit ha∇u0 ∈ [L2(Ω)]2 bzw. hcu0 ∈ L2(Ω). Die Richtungsableitung
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ha¨ngt offensichtlich linear von der gegebenen Richtung h ∈ X ab. Sie kann ohne
zusa¨tzliche Voraussetzungen jedoch nicht auf beliebige h ∈ X erweitert werden.
Um dies zu tun, beno¨tigen wir eine ho¨here Regularita¨t von u0 = F (p0). Wir
formulieren die folgende Aussage.
Lemma 2.3 Fu¨r p0 ∈ D(F ) gelte u0 = F (p0) ∈ L∞(Ω) und ∇u0 ∈ [L∞(Ω)]2.
Dann existiert ein linearer beschra¨nkter Operator G(p0) : X −→ L2(Ω), so dass
G(p0)(p− p0) = F ′(p0; p− p0), ∀ p ∈ D(F ).
Beweis. Die Stetigkeit von G(p0) folgt aus der Beobachtung, dass unter der
zusa¨tzlichen Glattheit von u0 die Abbildung
f˜(v) :=
∫
Ω
ha∇u0∇v dξ +
∫
Ω
hcu0v dξ
ein lineares beschra¨nktes Funktional aus H1(Ω)∗ ist. Dies folgt aus
|f˜(v)| ≤
∣∣∣∣∣∣
∫
Ω
ha∇u0∇v dξ
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫
Ω
hcu0v dξ
∣∣∣∣∣∣
≤ ‖ha‖L2‖∇u0‖L∞‖∇v‖L2 + ‖hc‖L2‖u0‖L∞‖v‖L2
≤ (‖ha‖L2‖∇v‖L2 + ‖hc‖L2‖v‖L2) max {‖u0‖L∞ , ‖∇u0‖L∞}
≤ (‖ha‖L2 + ‖hc‖L2) ‖v‖H1 max {‖u0‖L∞ , ‖∇u0‖L∞}
≤ ‖h‖X‖v‖H1 max {‖u0‖L∞ , ‖∇u0‖L∞} .
Also gilt ‖f˜‖H1∗ ≤ ‖h‖X max {‖u0‖L∞ , ‖∇u0‖L∞} und folglich wegen Bemerkung
2.1 ‖G(u0)‖ ≤ C max {‖u0‖L∞ , ‖∇u0‖L∞} fu¨r eine Konstante C > 0. 
Alternativ zur geforderten Beschra¨nktheit von u0 bzw. ∇u0 kann auch eine ho¨he-
re Regularita¨t der zu ermittelnden Parameter vorausgesetzt werden (siehe z.B.
[9, Example 3.2]). Dieses Lemma rechtfertigt auch die Schreibweise F ′(p0)h :=
F ′(p0;h) fu¨r gegebenes p0 ∈ D(F ) und h ∈ X , die wir im weiteren verwenden
wollen.
Fu¨r die numerische Lo¨sung entsprechender inverser Probleme beno¨tigen wir den
(Hilbertraum-)adjungierten Operator G(p0)
∗ : L2(Ω) −→ X zu G(p0). Dieser ist
durch die Beziehung
〈G(p0)h, v〉L2 = 〈h,G(p0)∗v〉X =: 〈ha, wa〉L2+〈hc, wc〉L2 , ∀ h ∈ X , ∀v ∈ L2(Ω),
(8)
mit h = (ha, hc) und G(p0)
∗v =: w = (wa, wc) ∈ X definiert. Zur Herleitung
von G(p0)
∗ beginnen wir mit der rechten Seite von (8). Dabei nehmen wir eine
spezielle Struktur von w an: es gelte
wa := −∇u0∇z und wc := −u0z fu¨r ein z ∈ H1(Ω). (9)
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Dadurch erhalten wir
〈ha, wa〉L2 + 〈hc, wc〉L2 = − (〈ha,∇u0∇z〉L2 + 〈hc, u0z〉L2)
= − (〈ha∇u0,∇z〉L2 + 〈hcu0, z〉L2)
= a(G(p0)h, z; p0) = a(z,G(p0)h; p0).
Dabei wurde im letzten Schritt die Symmetrie der Bilinearform a(·, ·; p0) verwen-
det. Aus der Definition (8) des adjungierten Operators folgt nun
〈G(p0)h, v〉L2 = a(z,G(p0)h; p0), ∀h ∈ X , ∀v ∈ L2(Ω). (10)
Wa¨hlen wir z als Lo¨sung der Variationsformulierung
a(z, u; p0) = 〈v, u〉L2 , ∀u ∈ V , (11)
so gilt (10) insbesondere auch fu¨r u = G(p0)h mit beliebigem h ∈ X . Demzufolge
definieren (9) und (11) den adjungierten Operator G(p0)
∗.
Bemerkung 2.2 Die gro¨ßten Schwierigkeiten bei der Herleitung von adjungier-
ten Operatoren bereitet die geeignete Wahl des Ansatzes (9). Oftmals kann man
sich auch helfen, wenn man die Ableitung als Hintereinanderausfu¨hrung zwei-
er oder mehrerer linearer Operatoren betrachtet. Dies ist insbesondere der Fall,
wenn Operatoren betrachtet werden, die nicht von L2 −Ra¨umen in L2 −Ra¨ume
abbilden. Dann mu¨ssen noch Einbettungsoperatoren und deren duale Operatoren
beru¨cksichtigt werden. Um diese zusa¨tzliche Komplikation zu vermeiden, haben
wir hier wie u¨blich die entsprechenden Ra¨ume gewa¨hlt (siehe auch die Bemer-
kung in [25, S.53]).
3 Finite-Elemente-Diskretisierung
Der Einfachheit halber betrachten wir nur den Fall g ≡ 0 auf dem Neumannrand
ΓN . Sei VN = span {ϕj} der durch die N Ansatzfunktionen φj aufgespannte
FE-Raum, in dem wir eine na¨herungsweise Lo¨sung der Differentialgleichung (1)
suchen. Wir definieren Φ : RN −→ VN durch
u := Φu =
N∑
j=1
ujϕj, u ∈ RN ,
und versehen diesen Raum VN mit dem L2-Skalarprodukt. Demzufolge ist VN ein
endlichdimensionaler Hilbertraum. Dann gilt mit Φ∗ : VN −→ RN offensichtlich
〈Φu, v〉VN = 〈Φu,Φ v〉VN = uTΦ∗Φ v.
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Die Matrix M := (mij) ∈ RN×N sei durch
mij :=
∫
Ω
ϕi ϕj dξ, 1 ≤ i, j ≤ N.
gegeben. Dann ist M symmetrisch und es gilt M = Φ∗Φ : RN −→ RN .
Weiterhin wollen wir annehmen, dass die Parameterfunktionen c und a eine spe-
zielle Struktur besitzen. Dazu sei Ψa : Rl −→ V(a)l = span {ψ(a)j } durch
a := Ψaa =
l∑
j=1
ajψ
(a)
j , a = (a1, . . . , al)
T ∈ Rl,
definiert und Ψc : Rm −→ V(c)m = span{ψ(c)j } ist bestimmt durch
c := Ψcc :=
m∑
j=1
cjψ
(c)
j , c = (c1, . . . , cm)
T ∈ Rm.
Wir setzen im weiteren stets voraus, dass fu¨r die Parameter aus (1) die Ansa¨tze
a ∈ V(a)l bzw. c ∈ V(c)m gelten.
Schließlich fu¨hren wir die Matrizen Mk := (m
(k)
ij ) ∈ RN×N , 1 ≤ k ≤ m, mit
Eintra¨gen
m
(k)
ij :=
∫
Ω
ψ
(c)
k ϕi ϕj dξ, 1 ≤ i, j ≤ N,
und Kk = (kij)
(k) ∈ RN×N , 1 ≤ k ≤ l, mit
k
(k)
ij :=
∫
Ω
ψ
(a)
k ∇ϕi∇ϕj dξ, 1 ≤ i, j ≤ N,
ein.
Bemerkung 3.1 Sei Ω = Ω1∪. . .∪Ωm ein Zerlegung des Gebietes mit Ωi∩Ωj = ∅
fu¨r i 6= j und ψ(c)j = χΩj , 1 ≤ j ≤ m. Dann gilt offensichtlich M = M1+. . .+Mm.
Die diskretisierte FE-Lo¨sung u := Φu ∈ VN von (1) ist nun definiert als Lo¨sung
des linearen Gleichungssystems
A(p)u = f mit fj := 〈f, ϕj〉L2 , 1 ≤ j ≤ N, (12)
bzw. u := A(p)−1f . Man beachte dabei, dass die Matrix A(p) noch vom Parameter
p abha¨ngt. In den Funktionenra¨umen ko¨nnen wir dies auch als u := A(p)−1f ∈
VN schreiben. Wir nehmen p ∈ V(a)l × V(c)m mit p = (Ψaa,Ψcc) an. Dann gilt
A(p) :=
l∑
j=1
ajKj +
m∑
j=1
cjM j
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Bemerkung 3.2 Mit Q : L2(Ω) −→ RN bezeichnen wir den linearen Operator,
der durch Qf := f und fj := 〈f, ϕj〉, 1,≤ j ≤ N definiert wird. Dann ko¨nnen
wir den Operator A(p)−1 auch durch A(p)−1 = ΦA(p)−1Q als Abbildung aus dem
Raum L2(Ω) in VN darstellen.
4 Der diskrete Operator der Vorwa¨rtsaufgabe
Wir bezeichnen mit ξ1, . . . , ξn ∈ Ω die gegebenen Messpunkte, wobei wir der Ein-
fachheit halber voraussetzen, dass diese auf Gitterpunkten des FE-Netzes liegen.
Weiterhin seien ϕi1(ξ), . . . , ϕin(ξ) mit
ϕik(ξk) = 1, 1 ≤ k ≤ n,
die zu diesen Gitterpunkten geho¨rigen Ansatzfunktionen der FE-Diskretisierung.
Wir fu¨hren mit Yn := span{ϕik} den entsprechenden Teilraum von VN ein und
definieren Φn := Rn −→ Yn als
Φnx :=
n∑
k=1
xkϕik .
Der Raum Yn wird wieder mit dem L2-Skalarprodukt und entsprechender Norm
versehen. Wir definieren W = (wjk) ∈ Rn×n als
wjk :=
∫
Ω
ϕijϕik dξ.
Dann gilt W = Φ∗nΦn : Rn −→ Rn und
〈u, v〉Yn = 〈Φnu,Φnv〉L2 = uTW v.
Der diskrete Operator Fn : D(Fn) ⊂ Rm+l −→ Yn bildet nun die m + l Mate-
rialparameter auf die Projektion der Lo¨sung von (12) auf Yn ab. Dabei ist das
Gebiet D(Fn) der zula¨ssigen Parameter durch
D(Fn) :=
{
p := (a1, . . . , al, c1, . . . , cm)
T ∈ Rm+l : p := (Ψaa,Ψcc) ∈ D(F )
}
.
gegeben. Des Weiteren schreiben wir A(p) =: A(p). Fu¨r p ∈ D(Fn) gilt nun
Fn(p) = ΦnP Φ
−1A(p)−1 f = ΦnP A(p)−1f,
wobei P ∈ Rn×N die Projektionsmatrix und ΦnPΦ−1 die Projektion von u =
A(p)−1 f ∈ VN auf Yn bezeichnet.
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Analog definieren wir fu¨r festes p
0
∈ D(Fn) die Ableitung F ′n(p0) durch
F ′n(p0)h := ΦnP Φ
−1A(p0)−1
(
fˆ + f˜
)
= ΦnP A(p0)
−1
(
fˆ + f˜
)
, h ∈ Rm+l,
wobei wir die rechte Seite der Variationsformulierung (7) in zwei Teile fˆ :=
(fˆ1, . . . , fˆN)
T ∈ RN und f˜ := (f˜1, . . . , f˜N)T ∈ RN teilen. Mit u0 := A(p0)−1f und
h :=
(
ha
hc
)
= (ha1, . . . , h
a
l , h
c
1, . . . , h
c
m)
T ∈ Rm+l
erhalten wir mit den Einheitsvektoren ej, 1 ≤ j ≤ N ,
f˜j = −〈ΨchcΦu0, ϕj〉L2 = −
m∑
k=1
hck
〈
ψ
(c)
k Φu0,Φ ej
〉
L2
= −
m∑
k=1
hcke
T
jMku0
= −eTj
(
m∑
k=1
hckMk
)
u0
und damit
f˜ := −
(
m∑
k=1
hckMk
)
u0.
Durch eine analoge Rechnung erhalten wir
fˆ := −
(
l∑
k=1
hakKk
)
u0.
Demzufolge fu¨hren wir die Matrix
B(p
0
) := − (K1u0, . . . , K lu0,M1u0, . . . ,Mmu0) ∈ RN×(m+l)
ein, um die Ableitung F ′(p
0
) nun als
F ′n(p0)h := ΦnP A(p0)
−1B(p
0
)h ∈ Yn (13)
schreiben zu ko¨nnen. Schließlich betrachten wir noch den adjungierten Operator
F ′n(p0)
∗ : Yn −→ Rm+l. Fu¨r v := Φnv ∈ Yn erhalten wir offensichtlich
F ′n(p0)
∗v := B(p
0
)TA(p
0
)−1P TΦ∗nΦnv = B(p0)
TA(p
0
)−1P TW v ∈ Rm+l.
Dabei haben wir bereits verwendet, dass es sich bei A(p
0
)−1 um eine symmetrische
Matrix handelt.
Mit obigen U¨berlegungen haben wir alle numerischen Werkzeuge, die wir fu¨r die
Berechnung von Fn(p), F
′
n(p0) und F
′
n(p0)
∗ beno¨tigen, hergeleitet.
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Bemerkung 4.1 Durch die konkrete Definition der Matrix B(p
0
) haben wir er-
reicht, dass die Euklidische Norm ‖ · ‖2 im Raum der zula¨ssigen Parameter die
’richtige’ Norm ist. Den Lo¨sungsraum Yn ko¨nnen wir auch als Rn betrachten.
Doch dann mu¨ssen wir das Skalarprodukt 〈x, y〉 := xTW y mit entsprechender
Norm verwenden. Dabei ko¨nnen wir die Tatsache nutzen, dass W symmetrisch
und positiv definit ist. Dies ist eine unmittelbare Konsequenz aus der Tatsache,
dass die obigen Herleitungen praktisch im FE-Raum VN mit entsprechendem L2-
Skalarprodukt durchgefu¨hrt wurden.
5 Numerische Lo¨sung des inversen Problems
Bevor wir numerische Algorithmen zur Lo¨sung der entsprechenden diskreten Auf-
gabe betrachten, wollen wir das inverse Problem im diskreten Fall exakt definie-
ren.
Definition 5.1 (diskreter Fall – [IP-(D)]) Es seien die Messpunkte
ξ1, . . . , ξn ∈ Ω und Messdaten y := (y1, . . . , yn)T ∈ Rn mit yi := y(ξi), i =
1, . . . , n, gegeben. Gesucht ist ein Parameter p ∈ D(Fn) ⊂ Rm+l, so dass
Fn(p) = Φny, p ∈ D(Fn). (14)
Zur Lo¨sung dieser Aufgabe betrachten wir das Minimierungsproblem
J(p) :=
1
2
∥∥Fn(p)− Φny∥∥2Yn = 12(u− y)T W (u− y)→ minp∈D(Fn), (15)
mit u := Φ−1n Fn(p). Beginnend mit einem Startwert p0 lo¨sen wir (15) iterativ
durch eine Folge
p
k+1
:= p
k
+ γkdk, k = 0, 1, . . . , (16)
mit Suchrichtung dk und Schrittweite γk. Wir schauen uns einige Varianten na¨her
an. Wir verweisen auf [18] fu¨r einen ausfu¨hrlichen U¨berblick u¨ber Grundlagen und
numerische Realisierung verschiedener Optimierungsverfahren.
a) Verfahren vom Gradienten-Typ
Benutzen wir als Gradienten-Verfahren die nichtlineare Landweber-Iteration (sie-
he z.B. [9] bzw. [12]), so erhalten wir die Iteration
dk := −∇J(pk) = F ′n(pk)∗
(
Φny − Fn(pk)
)
= B(p
0
)TA(p
0
)−1P TW
(
y − uk
)
mit uk := Fn(pk). Die Schrittweite γk kann durch einen Bisektionsalgorithmus
gesteuert werden, so dass J(p
k+1
) ≤ J(p
k
), k = 0, 1, . . ., in jeder Iteration gilt.
Fu¨r die Wahl des Startwertes γk dieser inneren Iteration stehen uns verschiedene
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Mo¨glichkeiten zur Verfu¨gung. Ein Standardansatz ist die Wahl γk := 1. Beim
steepest-descent-Algorithmus (siehe [17]) wa¨hlen wir
γk :=
‖dk‖22
‖F ′n(pk)dk‖2Yn
=
‖dk‖22
vTkW vk
mit vk := P A(pk)
−1B(p
k
) dk. Hier ist allerdings die Lo¨sung einer zusa¨tzlichen
Differentialgleichung notwendig. Eine Alternative dazu bietet die Formel
γk :=
‖Fn(pk)− Φny‖2Yn
‖dk‖22
=
(uk − y)TW (uk − y)
‖dk‖22
,
die unter dem Namen minimal-error-Algorithmus bekannt ist (siehe z.B. [21]).
b) Gauß-Newton-Verfahren
Eine Alternative zu Gradienten-Verfahren liefern Verfahren vom Newton-Typ
(siehe [14, Kapitel 18] fu¨r das klassische Newton-Verfahren in Banachra¨umen).
Dies kann aber nur fu¨r den Fall m + l = n auf die Gleichung (14) angewendet
werden. Eine Verallgemeinerung stellt das Gauß-Newton-Verfahren (siehe z.B.
[22, Kapitel 10]) dar, welches fu¨r Probleme der quadratischen Fehlerminimierung
der Form (16) oft eine sehr gute Alternative darstellt. Die Suchrichtung dk ist
dann als Lo¨sung der Normalengleichung
F ′n(pk)
∗F ′n(pk)d = F
′
n(pk)
∗
(
Φny − Fn(pk)
)
gegeben. In der Matrixdarstellung kann diese als
B(p
k
)TA(p
k
)−1P TW P A(p
k
)−1B(p
k
)d = B(p
k
)TA(p
k
)−1P TW
(
y − uk
)
dargestellt werden. Allerdings ko¨nnen wir die Matrix A(p
k
)−1 nicht explizit be-
rechnen. Auf der anderen Seite jedoch kann die Matrix
H(p
k
) := P A(p
k
)−1B(p
k
) ∈ Rn×(m+l)
zeilenweise durch Berechnung von F ′n(pk)ej fu¨r die m + l Einheitsvektoren ej
ermittelt werden. Dabei geht der Vorteil der schnellen Konvergenz des Gauß-
Newton-Verfahren verloren. Fu¨r die Berechnung von H(p
k
) mu¨ssen wir nun eine
zusa¨tzliche Differentialgleichung pro Zeile lo¨sen. Dieser Nachteil kann allerdings
durch parallele Algorithmen wieder kompensiert werden.
c) Quasi-Newton-Methoden
Eine Alternative, die ohne explizite Berechnung der Jacobi-Matrix in jedem Ite-
rationsschritt auskommt, bieten Quasi-Newton-Verfahren. Hierbei erfolgt eine
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schrittweise Approximation des Hessians des Zielfunktionals J(p) in jedem Ite-
rationsschritt. Diese Approximation wird z.B. durch Anwendung der klassischen
BFGS-Formel
Hk+1 := Hk +
q
k
qT
k
qT
k
sk
− Hksks
T
kHk
sTkHksk
∈ R(m+l)×(m+l)
(siehe [23]) erreicht. Dabei ist H0 eine positiv definite Startmatrix sowie
q
k
:= ∇J(p
k+1
)−∇J(p
k
) und sk := pk+1 − pk = γkdk.
Die neue Suchrichtung dk erhalten wir dann durch
dk := −H−1k ∇J(pk).
Fu¨r alternative und modernere Varianten sowie deren numerische Umsetzung sei
auf [18, Kapitel 8] verwiesen.
d) Nichtlineare CG-Verfahren
Abschließend wollen wir noch nichtlineare CG-Verfahren erwa¨hnen. Hier ist die
neue Suchrichtung dk als Linearkombination vom Gradienten ∇J(pk) und der
Suchrichtung dk−1 des vorangegangenen Iterationsschrittes gegeben, d.h.
dk := −∇J(pk) + βkdk−1.
Es gibt verschiedene Berechnungsvorschriften fu¨r die Wahl von βk. Wir geben
hier die drei bekanntesten an (siehe z.B. [1, S.231]):
βk :=
∇J(p
k
)T∇J(p
k
)
∇J(p
k−1)
T∇J(p
k−1)
, (17)
βk :=
∇J(p
k
)T
(
∇J(p
k
)−∇J(p
k−1)
)
∇J(p
k−1)
T∇J(p
k−1)
, (18)
βk :=
∇J(p
k
)T
(
∇J(p
k
)−∇J(p
k−1)
)
dTk−1
(
∇J(p
k
)−∇J(p
k−1)
) . (19)
Dabei handelt es sich um die Fletcher-Reeves-Formel (17), die Polak-Ribie`re-
Formel (18) sowie die Hestenes-Stiefel-Formel (19).
6 Numerische Fallstudien
Anhand einer numerischen Fallstudie wollen wir nun die Eigenschaften des oben
betrachteten inversen Problems [IP-(D)] na¨her untersuchen. Im Mittelpunkt des
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Interesses soll hierbei stehen, welche Lo¨sungsalgorithmen zur Bestimmung der
Materialparameter a und c am besten geeignet sind und welchen Einfluss eine
Datensto¨rung auf die Qualita¨t der berechneten Ergebnisse hat. Weiterhin wer-
den Einflussfaktoren untersucht, die bei der Modellierung des Problems eine Rolle
spielen. Dazu za¨hlt z.B. das Verhalten des Problems fu¨r verschiedene Randbe-
dingungen der Differentialgleichung. Bei der Anwendung der Lo¨sungsverfahren
setzen wir bewusst auf eine sehr einfache Herangehensweise. Wir wollen dadurch
feststellen, an welchen Stellen im betrachteten Problem Inkorrektheitspha¨nomene
auftreten, die die Anwendung von Regularisierungsmethoden notwendig machen.
-
6
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r r
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r Messpunkt
Abbildung 1: Gebiet Ω und Messpunkte
Zu Testzwecken definieren wir nun ein geeignetes Beispielproblem. Das Gebiet Ω
sei wie in Abbildung 1 dargestellt in drei disjunkten Teilgebieten Ωj, j = 1, 2, 3,
zerlegt. Fu¨r die rechte Seite der Differentialgleichung (1) wa¨hlen wir die konstante
Funktion f(ξ) ≡ 50, ξ ∈ Ω. Weiterhin nehmen wir an, dass die Parameterfunk-
tionen a(ξ) und c(ξ) u¨ber den Teilgebieten Ωj, j = 1, 2, 3 konstant sind. Somit
gilt fu¨r die zugeho¨rigen Ansatzfunktionen
ψ
(a)
j (ξ) = ψ
(c)
j (ξ) := χΩj(ξ), ξ ∈ Ω, j = 1, 2, 3 .
Die Ra¨ume V(a)l und V
(c)
m haben folglich die Dimension m = l = 3. In jedem
Teilgebiet Ωj definieren wir vier Messpunkte, deren Lage ebenfalls in Abbildung
1 angegeben ist. Demzufolge betrachten wir im Beispielproblem insgesamt n = 12
Messpunkte. Praktisch bedeutet dies fu¨r das inverses Problem, dass m + l = 6
Materialparameter aus einem 12-dimensionalen Datenvektor y bestimmt werden
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sollen. In den Testrechnungen verwenden wir, falls nichts anderes erwa¨hnt wird,
die exakten Parameterwerte
a† := (1, 3, 4)T und c† := (5, 2, 3)T .
Vollsta¨ndig definiert wird unser Beispielproblem durch die Vereinbarung der Rand-
bedingungen der Differentialgleichung. Hierzu sei der Rand des Gebietes Ω un-
terteilt in einen Neumannrandanteil ΓN und einen Dirichletrand ΓD mit den in
(1) angegebenen Randbedingungen. Wir betrachten homogene Randbedingungen
und setzen g(ξ) ≡ 0, ξ ∈ ΓN . Verschiedene Varianten der Anordnung von ΓN und
ΓD an der Testgeometrie sind denkbar. Abbildung 2 zeigt, welche Randbedin-
gungsvarianten in der numerischen Fallstudie verwendet werden.
Ω1
Ω2Ω3
Variante 1
Ω1
Ω2Ω3
Variante 2
Ω1
Ω2Ω3
Variante 3
Ω1
Ω2Ω3
Variante 4
Ω1
Ω2Ω3
ΓN (Neumannrand)
ΓD (Dirichletrand)
Variante 5
Abbildung 2: Anordnung der Randbedingungen in verschieden Varianten
Die Lo¨sung u der Differentialgleichung (1) unter den oben genannten Bedingun-
gen mit Randbedingungsvariante 1 ist in Abbildung 3 dargestellt. Der Datenvek-
tor y ist durch die Funktionswerte von u an den n = 12 Messpunkten gegeben.
In der Fallstudie unterscheiden wir drei Aufgabenstellungen. Zum Ersten ist dies
die Berechnung von c bei bekanntem Parameter a†. Im zweiten Fall betrachten wir
das umgekehrte Problem und bestimmen mit festgelegtem c† den unbekannten
Parameter a. Als dritte Teilaufgabe, die den Schwerpunkt bildet, untersuchen wir
die Bestimmung von a und c gleichzeitig.
Die getrennte Berechnung der einzelnen Parameter in a¨hnlichen Aufgabenstellun-
gen wurde auch in fru¨heren Arbeiten (z.B. [19]) untersucht. Wir interessieren uns
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Abbildung 3: Lo¨sung u der Differentialgleichung (1) mit RB-Variante 1
daher in dieser Fallstudie besonders fu¨r den Fall, beide Parameter gleichzeitig
zu identifizieren. Da hierbei zwei voneinander unabha¨ngige Materialparameter
aus den gleichen Messdaten bestimmt werden, ist zu erwarten, dass die Lo¨sung
des dritten Problems schwieriger ist als die anderen Teilaufgaben. In den bis-
herigen Betrachtungen behandelten wir die drei Teilaufgaben zusammengefasst
im Gesamtproblem. Im ersten und zweiten Fall erhalten wir jedoch die beno¨tig-
ten Formeln durch Vereinfachung des dritten Falls, indem jeweils die betreffende
Komponente von p := (a, c) als konstant und bekannt vorausgesetzt wird. Analog
bestimmen wir die zugeho¨rigen diskreten Ableitungsoperatoren durch Einsetzen
von ha := 0 ∈ Rl im ersten bzw. hc := 0 ∈ Rm im zweiten Fall.
6.1 Numerische Umsetzung
Zur numerischen Umsetzung des Problems verwenden wir MATLAB R2006. Die
numerische Lo¨sung der partiellen Differentialgleichung (1) wird mit den Befeh-
len der PARTIAL-DIFFERENTIAL-EQUATION-TOOLBOX [24] realisiert. Die
Bestimmung der beno¨tigten Rechenzeiten erfolgt unter LINUX auf den CASE-
Rechnern der Fakulta¨t fu¨r Mathematik der TU Chemnitz. Alle Zeitangaben in
den nachfolgenden Abschnitten sind in Sekunden.
Die Daten y ∈ Rn wurden durch durch eine Vorwa¨rtsrechnung mit den exak-
ten Parametern a† und c† erzeugt. Diese muss mit gro¨ßtmo¨glicher Genauigkeit
durchgefu¨hrt werden, um eine Verfa¨lschung der inversen Rechnungen zu verhin-
dern. In der Fallstudie verwenden wir zur Berechnung von y ein FE-Netz mit
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118465 Knoten.
Der so erhaltene Vektor y stellt den Fall ungesto¨rter Messdaten dar. Um den Ein-
fluss eines Datenfehlers zu betrachten, geben wir ein relatives Datenfehlerniveau
δrel > 0 vor und sto¨ren die exakten Daten y. Hierzu wird ein Zufallsvektor e ∈ Rn
mit N(0, 1)-verteilten Eintra¨gen erzeugt und der gesto¨rte Datenvektor yδ durch
yδ := y + δrel
‖y‖2
‖e‖2 e
definiert. Fu¨r den absoluten Datenfehler gilt dann
δ = δrel
∥∥y∥∥
2
.
Zur Lo¨sung des inversen Problems mit den Daten yδ nutzen wir die oben erla¨uter-
ten iterativen Algorithmen. Als Startwerte der Iterationsverfahren setzen wir hier-
zu, falls nicht anders erwa¨hnt,
a0 = c0 := (3, 3, 3)
T .
Der Abbruch der Iterationsverfahren erfolgt im Schritt K0, der durch das erstma-
lige Erfu¨lltsein einer der drei folgenden Abbruchkriterien ermittelt wird. Entweder
sei eine maximale Iterationsanzahl erreicht
K0 = kmax = 500,
fu¨r die Norm des Residuums gelte∥∥∥Φ−1n Fn(pK0)− yδ∥∥∥2 ≤ 10−6
oder die Norm des Suchschrittes ist mit∥∥dK0∥∥2 ≤ 10−6
hinreichend klein. Dies sind sehr einfache Abbruchbedingungen, die bei schlecht-
gestellten inversen Problemen zu Schwierigkeiten fu¨hren. Liegt na¨mlich Instabi-
lita¨t der inversen Aufgabe vor, dann kann die falsche Wahl des Abbruchschrittes
K0 zu drastischen Lo¨sungsfehlern fu¨hren. In solchen Fa¨llen muss K0 geeignet
gewa¨hlt werden, was einer iterativen Regularisierung entspricht. Wir wollen hier
aber mo¨glichst einfach vorgehen, um Inkorrektheiten im betrachteten Identifika-
tionsproblem auf die Spur zu kommen.
Weiterhin mu¨ssen wir beachten, dass die Vorwa¨rtsaufgabe nur dann sinnvoll de-
finiert ist, wenn die Elliptizita¨t der Differentialgleichung (1) gewa¨hrleistet ist.
Wu¨rden Iterierte p
k
mit negativen Komponenten im a-Anteil auftreten, so wa¨re
die Differentialgleichung nicht mehr elliptisch. Die zur Lo¨sung des Problems
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beno¨tigten Vorwa¨rtsrechnungen liefern dann keine brauchbaren Ergebnisse. Um
dies auszuschließen, nehmen wir fu¨r die Materialparameter eine positive untere
Schranke ε > 0 an und fu¨gen in die Rechnungen die folgende Modifikation ein.
In jedem Iterationsschritt berechnen wir die Projektion
p˜
k
:= max
{
p
k
, ε
}
(20)
mit dem Vektor ε := (ε, . . . , ε) ∈ Rm+l als untere Schranke fu¨r p
k
. Anschließend
wird die Iteration mit p˜
k
anstelle von p
k
fortgesetzt. Eine solche Vorgehensweise
schma¨lert nicht die U¨bertragbarkeit der Modellrechnung auf praktische Proble-
me, da derartige Beschra¨nkungen an Materialparameter natu¨rlich sind. Zuna¨chst
setzen wir in den Testrechnungen die Schranke
ε := 0.05
ein. Der Frage, welchen Einfluss die Wahl von ε auf die Lo¨sung des Identifika-
tionsproblems hat, widmen wir uns am Ende der Fallstudie im Zusammenhang
mit der Verwendung von a-priori-Informationen.
6.2 Effizienz der Lo¨sungsalgorithmen
Am Anfang der Fallstudie untersuchen wir die erla¨uterten Algorithmen hinsicht-
lich ihrer Effizienz bei der numerischen Lo¨sung des inversen Problems. Dazu er-
mitteln wir die Iterationszahl K0 und zusa¨tzlich die tatsa¨chlich beno¨tigte Rechen-
zeit, da der Rechenaufwand pro Iteration bei den verschieden Verfahren große
Unterschiede aufweist.
Wir betrachten zuerst Beispielrechnungen mit exakten Daten, deren Ergebnisse
in Tabelle 1 zusammengefasst sind. Als Randbedingung der Differentialgleichung
wurde Variante 1 aus Abbildung 2 eingesetzt, was einer gemischten Neumann-
und Dirichletrandbedingung entspricht. Die Spalte x in der Tabelle gibt an, wel-
che der drei Teilaufgaben vorliegt. Als Kriterium zur Bewertung der Qualita¨t der
erzielten Ergebnisse wird der relative Lo¨sungsfehler
‖xδ − x†‖2
‖x†‖2
angegeben, wobei xδ jeweils durch cδ, aδ oder pδ zu ersetzen ist. Der Index δ
bezeichnet die Verwendung gesto¨rter Daten yδ. Weiterhin wurden die Testrech-
nungen fu¨r unterschiedlich feine FE-Diskretisierungen durchgefu¨hrt. Anhand der
in Tabelle 1 aufgelisteten Daten ko¨nnen wir nun erkennen, welche Iterationsver-
fahren zur Bestimmung von cδ, aδ und pδ geeignet sind.
Fu¨r die Berechnung von cδ erweisen sich die Gradientenverfahren nur teilweise
als geeignete Methoden. Das steepest-descent-Verfahren ist im Vergleich zu den
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Verfahren 7537 FE-Knoten 29793 FE-Knoten
x δrel K0 Zeit
‖xδ−x†‖2
‖x†‖2 K0 Zeit
‖xδ−x†‖2
‖x†‖2
Steepest-descent c 0.00 35 18.4 0.0057 31 73.5 0.0023
Minimal-error c 0.00 500 683.7 0.0052 149 953.1 0.0023
Newton-Verfahren c 0.00 4 5.9 0.0057 4 20.3 0.0023
Nichtlin. CG mit (17) c 0.00 76 25.9 0.0057 137 196.2 0.0023
Nichtlin. CG mit (18) c 0.00 500 153.7 0.0057 500 706.5 0.0146
Nichtlin. CG mit (19) c 0.00 500 151.6 0.0055 500 707.5 0.0498
Quasi-Newton c 0.00 16 8.0 0.0057 19 34.2 0.0023
Steepest-descent a 0.00 21 13.4 0.0165 19 59.2 0.0069
Minimal-error a 0.00 500 698.2 0.0152 91 556.3 0.0069
Newton-Verfahren a 0.00 5 7.2 0.0165 4 29.9 0.0069
Nichtlin. CG mit (17) a 0.00 78 26.1 0.0165 159 229.9 0.0069
Nichtlin. CG mit (18) a 0.00 500 151.8 0.0166 500 702.7 0.0393
Nichtlin. CG mit (19) a 0.00 500 150.9 0.0201 500 702.4 0.0960
Quasi-Newton a 0.00 22 14.0 0.0165 18 42.5 0.0069
Steepest-descent p 0.00 500 278.8 0.0146 - - -
Minimal-error p 0.00 500 688.6 0.0177 - - -
Newton-Verfahren p 0.00 7 15.9 0.0088 6 94.9 0.0038
Nichtlin. CG mit (17) p 0.00 428 136.6 0.0087 - - -
Nichtlin. CG mit (18) p 0.00 500 159.3 0.2514 - - -
Nichtlin. CG mit (19) p 0.00 500 159.6 0.3066 - - -
Quasi-Newton p 0.00 50 19.2 0.0089 59 95.4 0.0039
Tabelle 1: Ergebnisse fu¨r exakte Daten und RB-Variante 1
schnellsten Verfahren nicht wesentlich langsamer. Die minimal-error-Methode ist
jedoch ungeeignet. Sie beno¨tigt die la¨ngste Rechenzeit aller Verfahren, oder er-
reicht gar die von uns maximal zugelassene Iterationszahl kmax = 500. Auch die
verschiedenen nichtlinearen CG-Algorithmen bringen keine schnellen Lo¨sungen
unseres Problems. Wa¨hrend die Varianten (18) und (19) zu hohe Iterationszahlen
beno¨tigen, ist die Variante (17) etwas besser. Jedoch bewirkt hier eine erho¨hte
Rechengenauigkeit mit dem feineren 29793-Knoten-Netz einen erheblich gro¨ße-
ren Anstieg des Rechenaufwandes als bei anderen Verfahren, so dass auch die
nichtlineare CG-Methode (17) als ungu¨nstig anzusehen ist. Das schnellste aller
betrachteten Verfahren ist das Gauß-Newton-Verfahren. Es beno¨tigt mit Abstand
die wenigsten Iterationen und zeigt auch die ku¨rzesten Gesamtrechenzeiten aller
Iterationsmethoden. Mit geringem Abstand folgt das Quasi-Newton-Verfahren,
das ebenfalls effizient zum Ziel fu¨hrt. Es bricht zwar erst nach etwa der vierfachen
Iterationszahl wie das Gauß-Newton-Verfahren ab, braucht insgesamt aber nicht
mehr als die 1.5-fache Rechenzeit. Diese Beobachtung zeigt deutlich, wie teuer
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eine einzelne Iteration der Gauß-Newton-Methode im Gegensatz zu anderen Al-
gorithmen ist. Vergleicht man die Qualita¨t der erzielten Na¨herungslo¨sungen, so
ist zu erkennen, dass die Berechnung von cδ mit allen Algorithmen in etwa gleich
genau erfolgt. Wir ko¨nnen die Auswahl geeigneter Verfahren also auf das Kriteri-
um des Rechenaufwandes beschra¨nken. Erwa¨hnt sei an dieser Stelle auch, dass wir
durch die Verwendung verfeinerter FE-Diskretisierungen genauere Lo¨sungen des
Problems erhalten, aber dadurch die Rechnungen deutlich aufwa¨ndiger werden.
Erho¨ht man die Anzahl der FE-Knoten zu weit, dann fu¨hren Speicherplatzpro-
bleme zu extrem langen Rechenzeiten bei kaum geringeren Lo¨sungsfehlern. Eine
ausfu¨hrlichere Analyse der Fragestellung, wie fein diskretisiert werden sollte, er-
folgt im weiteren Verlauf dieser Fallstudie anhand von Tabelle 3.
Wir betrachten nun in Tabelle 1 die Ergebnisse zur Berechnung von aδ. Es beste-
hen kaum Unterschiede zur Bestimmung von cδ. Die Iterationszahlen und Rechen-
zeiten weichen nur wenig voneinander ab. Auch im Verhalten der verschiedenen
Algorithmen ist keine prinzipielle Vera¨nderung zu erkennen. Lediglich die Genau-
igkeit der berechneten Lo¨sungen aδ ist etwas schlechter.
Die Bestimmung von cδ und aδ gleichzeitig in pδ offenbart im Gegensatz zu
den anderen Teilaufgaben gro¨ßere Unterschiede im Lo¨sungsverhalten. Besonders
auffa¨llig ist hierbei, dass von den Gradientenverfahren auch die steepest-descent-
Methode die vorgegebene Maximalzahl von Iterationen erreicht, ohne die gefor-
derte Genauigkeit zu erzielen. Das steepest-descent-Verfahren zeigt also bei der
Bestimmung von pδ ein vera¨ndertes Konvergenzverhalten und ist deutlich lang-
samer. Analog zu den bisherigen Betrachtungen erweisen sich die minimal-error-
Methode und die verschiedenen nichtlinearen CG-Verfahren als nicht effizient,
wobei hier keine prinzipiellen A¨nderungen festgestellt werden ko¨nnen. Als ge-
eignete Algorithmen fu¨r diese Teilaufgabe erhalten wir das Gauß-Newton- und
das Quasi-Newton-Verfahren. Beide Methoden beno¨tigen ungefa¨hr die gleiche
Gesamtrechenzeit und sind diesbezu¨glich den anderen getesteten Verfahren min-
destens um den Faktor 10 u¨berlegen.
Nun vergleichen wir noch die Ergebnisse der drei Teilaufgaben untereinander.
Fu¨r die Gauß-Newton- und Quasi-Newton-Methoden ergeben sich Unterschiede
in den Iterationszahlen. Das Gauß-Newton-Verfahren beno¨tigt zur Berechnung
von pδ nur wenige Iterationen mehr als zur Bestimmung von cδ und aδ. Bei der
Quasi-Newton-Methode ist der Anstieg wesentlich gro¨ßer auf circa die dreifache
Anzahl von Iterationen. Der Zeitaufwand zur Berechnung von pδ ist etwas gro¨ßer
als die Summe der Rechenzeiten der Teilprobleme. Hinsichtlich der Genauigkeit
der Lo¨sung sind kaum Abweichungen zwischen den Teilaufgaben zu erkennen.
Die Fehlerwerte der fu¨r pδ erzielten Ergebnisse liegen zwischen denen von cδ und
aδ.
Zusammengefasst ist festzustellen, dass die Gauß-Newton- und Quasi-Newton-
Verfahren am besten zur Lo¨sung des untersuchten inversen Problems geeignet
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sind. Die Gradientenverfahren scheinen in manchen Fa¨llen ebenfalls geeignet zu
sein, wogegen die nichtlinearen CG-Methoden fu¨r unser Problem keine praktische
Bedeutung erkennen lassen.
6.3 Einfluss des Datenfehlers
Bisher haben wir als Eingangsdaten nur exakte Messdaten y verwendet, mit denen
die Berechnung der Materialparameter problemlos und genau mo¨glich war. Im
na¨chsten Teil der Fallstudie bescha¨ftigen wir uns mit gesto¨rten Daten yδ und
deren Auswirkungen auf die Lo¨sung unseres Problems. Dazu wiederholen wir die
Testrechnungen aus Tabelle 1 unter der Annahme einer Datensto¨rung von 1%
(δrel = 0.01). Die Beispielrechnungen mit fehlerbehafteten Daten sind in Tabelle
2 aufgelistet.
Verfahren 7537 FE-Knoten 29793 FE-Knoten
x δrel K0 Zeit
‖xδ−x†‖2
‖x†‖2 K0 Zeit
‖xδ−x†‖2
‖x†‖2
Steepest-descent c 0.01 37 18.8 0.0128 31 72.6 0.0104
Minimal-error c 0.01 500 687.4 0.0131 500 3193.2 0.0112
Gauß-Newton c 0.01 4 5.9 0.0128 4 20.1 0.0105
Nichtlin. CG mit (17) c 0.01 77 26.0 0.0127 138 196.6 0.0104
Quasi-Newton c 0.01 16 8.0 0.0128 18 32.6 0.0105
Steepest-descent a 0.01 16 10.9 0.0262 17 53.6 0.0169
Minimal-error a 0.01 500 695.7 0.0404 - - -
Gauß-Newton a 0.01 5 7.2 0.0262 5 34.1 0.0168
Nichtlin. CG mit (17) a 0.01 78 25.9 0.0262 159 233.4 0.0168
Quasi-Newton a 0.01 15 9.2 0.0262 16 37.7 0.0168
Steepest-descent p 0.01 500 276.5 0.0334 500 1699.8 0.0302
Minimal-error p 0.01 500 739.0 0.0336 - - -
Gauß-Newton p 0.01 7 15.8 0.0347 7 107.5 0.0307
Nichtlin. CG mit (17) p 0.01 462 147.5 0.0346 - - -
Quasi-Newton p 0.01 51 19.5 0.0347 59 96.7 0.0308
Tabelle 2: Ergebnisse mit Datensto¨rung und RB-Variante 1
Ein Vergleich der Ergebnisse aus den Tabellen 1 und 2 offenbart, dass die Da-
tensto¨rung nur zu einer Erho¨hung der Rechenfehler fu¨hrt. Weder die Iterations-
zahlen und Rechenzeiten noch das prinzipielle Verhalten der einzelnen Iterations-
verfahren a¨ndert sich wesentlich. Wir erhalten also im gesto¨rten Fall bezu¨glich
des Rechenaufwandes nahezu die gleichen Ergebnisse wie im ungesto¨rten Fall. Die
Beispielrechnungen der nichtlinearen CG-Verfahren (18) und (19) sind in Tabelle
2 nicht aufgefu¨hrt, da auch hier keinerlei Vera¨nderungen auftraten.
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Betrachtet man den Anstieg der Rechenfehler genauer, so ist zu erkennen, dass
die Berechnung von cδ und aδ im Vergleich zum ungesto¨rten Fall um etwa 1%
ungenauer wird. Bei der Bestimmung von pδ ist die Verschlechterung etwas gro¨ßer
und liegt bei circa 2%. Die Ergebnisse fu¨r gesto¨rte Daten verschlechtern sich aber
gegenu¨ber der exakten Rechnung lediglich um Werte, die in der Gro¨ßenordnung
von δrel liegen. Das diskrete inverse Problem [IP-(D)] weist somit fu¨r die betrach-
tete Konstellation der Modellrechnung keine Instabilita¨t auf. Die Stabilita¨t der
Testrechnungen zeigt uns, dass wir eine Regularisierung durch Diskretisierung
(vgl. z.B. [3, Chapter 7]) des kontinuierlichen Problems durchgefu¨hrt haben. Das
zugrunde liegende kontinuierliche Problem [IP-(C)] ist zwar schlechtgestellt, so
dass die Berechnung der Parameterfunktion pδ ohne den Einsatz von Regulari-
sierungsverfahren instabil wa¨re. Da wir aber nur den diskreten Parametervektor
pδ bestimmen wollen, ist das diskrete Problem [IP-(D)] stabil.
Nach den bisher gewonnenen Erkenntnissen schra¨nken wir unsere Untersuchungen
im weiteren Verlauf der Fallstudie ein. Von den getesteten Iterationsverfahren
konzentrieren wir uns auf die Gauß-Newton- und Quasi-Newton-Methoden, da
diese mit Abstand die schnellsten Algorithmen sind. Die Gradientenverfahren
beru¨cksichtigen wir an einigen Stellen zu Testzwecken. Auf die nichtlinearen CG-
Verfahren verzichten wir aufgrund der schlechten Testergebnisse. Da sich das
diskrete Problem in diesem Abschnitt als stabil gegenu¨ber dem Einfluss eines
Datenfehlers erwiesen hat, ko¨nnen die folgenden Untersuchungen ohne weiteres
mit gesto¨rten Daten durchgefu¨hrt werden.
6.4 Einfluss der FE-Diskretisierung auf Lo¨sungsfehler und
Rechenzeit
Die vorangegangenen Untersuchungen ließen schon den Schluss zu, dass die be-
rechneten Lo¨sungen xδ sehr gute Na¨herungen der tatsa¨chlichen Materialparame-
ter x† darstellen. Wir wollen nun genauer auf die Qualita¨t der Lo¨sungen ein-
gehen und dabei den Einfluss der FE-Diskretisierung beru¨cksichtigen. Da klar
ist, dass feinere FE-Netze geringere Diskretisierungsfehler und bessere Lo¨sungen
nach sich ziehen, wurde fu¨r diesen Teil der Studie die Anzahl der FE-Knoten auf
118465 erho¨ht. Der Einfachheit halber verwenden wir an dieser Stelle zuna¨chst
nur gleichma¨ßige Netzverfeinerungen ohne Adaptivita¨t. Eine Zusammenstellung
ausgewa¨hlter Testergebnisse fu¨r verschiedene Diskretisierungsstufen ist in Tabel-
le 3 aufgelistet. Hierbei wurde sowohl der gesto¨rte als auch der Fall fehlerfreier
Daten untersucht.
Die Ergebnisse der Testrechnungen belegen deutlich die Verringerung der Re-
chenfehler durch Verfeinerung der Diskretisierung. Im Fall exakter Daten ist zu
erkennen, dass die tatsa¨chlichen Parameterwerte beliebig genau angena¨hert wer-
den ko¨nnen. Eine Halbierung der Netzschrittweite fu¨hrt in etwa auch zu einer
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Verf. 7537 FE-Knoten 29793 FE-Knoten 118465 FE-Knoten
x δrel K0 Zeit
‖xδ−x†‖2
‖x†‖2 K0 Zeit
‖xδ−x†‖2
‖x†‖2 K0 Zeit
‖xδ−x†‖2
‖x†‖2
Gauß-N. c 0.00 4 5.9 0.0057 4 20.3 0.0023 4 89.5 0.0000
Quasi-N. c 0.00 16 8.0 0.0057 19 34.2 0.0023 19 157.1 0.0000
Gauß-N. c 0.01 4 5.9 0.0128 4 20.1 0.0105 4 91.5 0.0093
Quasi-N. c 0.01 16 8.0 0.0128 18 32.6 0.0105 17 147.2 0.0093
Gauß-N. a 0.00 5 7.2 0.0165 4 29.9 0.0069 4 228.9 0.0000
Quasi-N. a 0.00 22 14.0 0.0165 18 42.5 0.0069 19 199.3 0.0000
Gauß-N. a 0.01 5 7.2 0.0262 5 34.1 0.0168 5 269.4 0.0102
Quasi-N. a 0.01 15 9.2 0.0262 16 37.7 0.0168 16 175.9 0.0102
Gauß-N. p 0.00 7 15.9 0.0088 6 94.9 0.0038 6 996.8 0.0000
Quasi-N. p 0.00 50 19.2 0.0089 59 95.4 0.0039 65 508.1 0.0004
Gauß-N. p 0.01 7 15.8 0.0347 7 107.5 0.0307 7 1133.4 0.0279
Quasi-N. p 0.01 51 19.5 0.0347 59 96.7 0.0308 63 495.7 0.0280
Tabelle 3: Einfluss der FE-Diskretisierung (RB-Variante 1)
Halbierung der Fehler. Bei der kritischen Betrachtung der Ergebnisse fu¨r das
118465-Knoten-Netz muss allerdings beru¨cksichtigt werden, dass die Vorwa¨rts-
rechnung zur Datenbeschaffung auf dem gleichen Netz erfolgte. Deshalb konnten
in diesem Fall anna¨hernd fehlerfreie Lo¨sungen erzielt werden. Fu¨r gesto¨rte Da-
ten ist hingegen zu sehen, dass eine gewisse Fehlerschwelle auch durch genaueres
Rechnen nicht unterboten werden kann. Mit einem Datenfehler von 1% ko¨nnen
wir cδ und aδ bis auf circa 1% genau bestimmen. Bei der Berechnung von pδ
liegt die erreichbare Fehlergrenze etwa bei 2.8%. Dieses Verhalten spiegelt die
Zusammensetzung des Gesamtrechenfehlers aus Diskretisierungsfehler und Da-
tensto¨rung wider. Im Bereich sehr feiner Diskretisierungen dominiert der Da-
tenfehler den Diskretisierungsfehler, so dass weitere Netzverfeinerungen keinen
Nutzen erzielen. Wir brauchen also fu¨r gesto¨rte Daten nicht feiner diskretisieren
als unbedingt no¨tig ist.
Von großer Bedeutung fu¨r die Praxis ist die Tatsache, dass die genaueren Lo¨sun-
gen bei feinerer Diskretisierung durch ho¨here Rechenzeiten sehr teuer erkauft
sind. Vergleichen wir die Lo¨sungsfehler zwischen grober und feinster Diskretisie-
rung, dann liegt die Verbesserung der Genauigkeit lediglich zwischen 0.5% und
1.5%. Der Anstieg der Rechenzeiten bela¨uft sich aber auf das 15- bis 60-fache,
was extrem vergro¨ßerte Laufzeiten der Algorithmen bedeutet. Vor allem bei der
Berechnung von pδ steigt die beno¨tigte Rechenzeit u¨berma¨ßig stark an. Erwa¨hnt
sei hierbei, dass die Iterationszahlen der Verfahren durch verschiedene Diskreti-
sierungen kaum beeinflusst werden. Der sehr starke Anstieg der Rechenzeit bei
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Verwendung des feinsten Netzes la¨sst sich durch auftretende Speicherplatzproble-
me aufgrund der großen Dimension der verwendeten Matrizen begru¨nden. Wir
beschra¨nken uns deshalb im weiteren Verlauf der Fallstudie auf Netze mit bis zu
29793 Knoten.
6.5 Einfluss der Randbedingungen
Im na¨chsten Abschnitt bescha¨ftigen wir uns na¨her mit den Randbedingungen
der Differentialgleichung (1). Da die Anordnung des Neumann- und Dirichletran-
danteils Auswirkungen auf die Lo¨sung der Differentialgleichung hat, ist auch ein
Einfluss auf die Lo¨sung des inversen Problems zu erwarten. Wir untersuchen
die fu¨nf verschiedenen Varianten der Anordnung von Neumann- und Dirichle-
tra¨ndern, wie sie in Abbildung 2 beschrieben sind. Die Randbedingungsvariante
1 stellt eine gemischte Neumann- und Dirichletrandbedingung dar, bei der an
der einspringenden Ecke des Gebietes Ω ein U¨bergang von Neumann- zu Di-
richletrand vorliegt. Die Variante 2 zeigt eine reine Dirichletrandbedingung. In
den gemischten Varianten 3 und 4 wird der Anteil des Neumannrandes immer
gro¨ßer gewa¨hlt und die Variante 5 bildet schließlich ein reines Neumannproblem.
Durch verschiedene Testrechnungen wurde der Einfluss der Randbedingungen auf
die Bestimmung von cδ, aδ und pδ untersucht. Die daraus erhaltenen Ergebnisse
fasst Tabelle 4 zusammen.
In den bisherigen Fallstudien wurde die Randbedingungsvariante 1 bereits aus-
gewertet. Vergleichen wir nun diese Daten mit den zu Variante 2 geho¨rigen Er-
gebnissen, sind Unterschiede festzustellen. Die beobachteten Vera¨nderungen sind
allerdings fu¨r die verschiedenen Teilaufgaben unterschiedlich ausgepra¨gt.
Bei der Berechnung von cδ mit der Dirichletrandbedingung 2 fa¨llt auf, dass die
Gradientenmethoden im Gegensatz zu Variante 1 wesentlich weniger Iterationen
zur na¨herungsweisen Lo¨sung des Problems beno¨tigen. Vor allem das minimal-
error-Verfahren ist deutlich schneller und erreicht nicht die maximal zugelassene
Iterationszahl. Die Genauigkeit der Lo¨sungen cδ verbessert sich geringfu¨gig.
Betrachten wir die Ergebnisse zur Identifizierung von aδ und pδ mit Randbe-
dingungsvariante 2, sind hingegen kaum Abweichungen zu erkennen. Es ist hier
kein Einfluss auf das ungu¨nstige Verhalten der Gradientenverfahren feststellbar.
Bezu¨glich des Rechenaufwandes sind die Testergebnisse zur Berechnung von aδ
und pδ mit Variante 2 nahezu identisch mit denen von Variante 1. In der Ge-
nauigkeit der Lo¨sungen ist nur fu¨r aδ eine Vera¨nderung zu sehen, die sogar eine
Verbesserung um fast 2% bedeutet.
Insgesamt sind die Erkenntnisse aus den Beispielrechnungen mit Variante 1 auch
auf die Randbedingungsvariante 2 u¨bertragbar. In beiden Fa¨llen ergeben sich
keine Probleme aus der Verwendung gesto¨rter Daten und die Gauß-Newton- und
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Verf. Bestimmung von c Bestimmung von a Bestimmung von p
RB δrel K0 Zeit
‖cδ−c†‖2
‖c†‖2 K0 Zeit
‖aδ−a†‖2
‖a†‖2 K0 Zeit
‖pδ−p†‖2
‖p†‖2
St.-desc. 1 0.01 37 18.8 0.0128 16 10.9 0.0262 500 276.5 0.0334
Min.-err. 1 0.01 500 687.4 0.0131 500 695.7 0.0404 500 739.0 0.0336
Gauß-N. 1 0.01 4 5.9 0.0128 5 7.2 0.0262 7 15.8 0.0347
Quasi-N. 1 0.01 16 8.0 0.0128 15 9.2 0.0262 51 19.5 0.0347
St.-desc. 2 0.01 9 7.4 0.0091 26 16.9 0.0088 500 288.8 0.0319
Min.-err. 2 0.01 26 35.5 0.0091 500 749.9 0.0111 500 734.2 0.0401
Gauß-N. 2 0.01 4 5.9 0.0091 6 8.4 0.0088 7 16.7 0.0399
Quasi-N. 2 0.01 22 10.1 0.0091 15 9.7 0.0088 54 21.0 0.0399
St.-desc. 3 0.01 18 10.7 0.0068 63 33.3 0.0532 500 279.9 0.1469
Min.-err. 3 0.01 500 665.0 0.0069 500 713.4 0.0392 500 801.9 0.1543
Gauß-N. 3 0.01 5 6.3 0.0068 6 7.7 0.0532 8 17.0 0.0283
Quasi-N. 3 0.01 17 8.1 0.0068 22 9.7 0.0532 52 19.4 0.0283
St.-desc. 4 0.01 87 39.3 0.0093 65 32.9 0.3839 500 276.8 0.1609
Min.-err. 4 0.01 500 635.3 0.0093 500 616.1 0.3805 500 704.1 0.1610
Gauß-N. 4 0.01 4 5.7 0.0093 13 12.6 0.3854 21 37.5 0.1312
Quasi-N. 4 0.01 17 8.1 0.0093 29 11.9 0.3854 55 20.4 0.1312
St.-desc. 4 0.00 - - - 165 78.7 0.0030 500 279.9 0.1469
Min.-err. 4 0.00 - - - 500 553.1 0.0049 500 662.9 0.1536
Gauß-N. 4 0.00 - - - 5 7.1 0.0009 10 20.8 0.0005
Quasi-N. 4 0.00 - - - 28 11.9 0.0013 55 20.4 0.0005
St.-desc. 5 0.01 105 48.1 0.0077 162 81.7 0.2007 - - -
Min.-err. 5 0.01 500 661.8 0.0079 - - - - - -
Gauß-N. 5 0.01 5 6.5 0.0077 12 13.7 0.1986 Matrix singula¨r
Quasi-N. 5 0.01 15 7.6 0.0077 29 11.8 0.1986 43 16.2 0.1410
St.-desc. 5 0.00 - - - 57 30.6 0.0012 - - -
Min.-err. 5 0.00 - - - 221 197.1 0.0016 - - -
Gauß-N. 5 0.00 - - - 5 7.6 0.0003 Matrix singula¨r
Quasi-N. 5 0.00 - - - 31 12.5 0.0003 61 21.3 0.0004
Tabelle 4: Ergebnisse mit verschiedenen RB-Varianten fu¨r 7537 FE-Knoten
Quasi-Newton-Methoden sind als die besten Verfahren anzusehen.
Dass die Wahl der Randbedingungen durchaus Einfluss auf die Lo¨sung des ent-
sprechenden inversen Problems besitzt, zeigt die Analyse der Testrechnungen zu
den Varianten 3, 4 und 5. Betrachten wir die Testergebnisse dieser Randbedin-
gungskonstellationen, dann ist eine Reihe von Besonderheiten festzustellen. Bevor
wir uns na¨her damit bescha¨ftigen, sei darauf hingewiesen, dass die Teilaufgabe
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der Bestimmung von cδ fu¨r alle fu¨nf Varianten gutgestellt ist. Da hierbei kei-
ne prinzipiellen Vera¨nderungen im Rechenaufwand und in der Lo¨sungsqualita¨t
zu verzeichnen sind, verzichten wir im weiteren Verlauf auf die Auswertung der
Ergebnisse fu¨r cδ. Im Gegensatz dazu zeigt die Berechnung von aδ und pδ ein
vera¨ndertes Verhalten. Wir untersuchen nun die Testergebnisse zu den Varianten
3, 4 und 5 der Reihe nach na¨her.
Wir beginnen mit Randbedingungsvariante 3. Wa¨hrend bei den Iterationszahlen
keine auffa¨lligen Abweichungen zu den Varianten 1 und 2 an den Tag treten, sind
bei den Lo¨sungsfehlern eindeutig Unterschiede zu erkennen. Die Berechnung von
aδ wird um circa 2.5% ungenauer, was einer Verdopplung des Fehlers bezu¨glich
der Randbedingung 1 entspricht. Allerdings ko¨nnte man dies angesichts eines
relativen Lo¨sungsfehlers von rund 5% noch als geeignete Na¨herung akzeptieren.
Vera¨nderungen sind auch bei der Identifikation von pδ feststellbar. Die Gradien-
tenverfahren ergeben nun neben der bekannten langsamen Konvergenz um 11%
ungenauere Ergebnisse im Vergleich zu den Randbedingungen 1 und 2. Aufgrund
der erreichten maximalen Iterationszahl la¨sst sich hieraus aber keine eindeutige
Aussage zur Qualita¨t der Lo¨sungen ableiten. Das Gauß-Newton- und das Quasi-
Newton-Verfahren liefern mit Variante 3 und gesto¨rten Daten vergleichbar gute
Ergebnisse wie bisher.
Die weitere Verringerung des Dirichletrandanteils in Variante 4 bringt eine deutli-
che Verschlechterung der Lo¨sungen mit sich. Die Rechenfehler fu¨r aδ im gesto¨rten
Fall erreichen nun Werte u¨ber 38%. Dies bedeutet Unbrauchbarkeit der numeri-
schen Lo¨sungen, da eine Na¨herung der exakten Parameter nicht mehr gegeben
ist. Auch bei der Bestimmung von pδ wird die Verwendung gesto¨rter Daten zum
Problem. Gauß-Newton- und Quasi-Newton-Verfahren ergeben hier Lo¨sungen mit
um 10% erho¨hten Fehlern, so dass nunmehr bei keinem Verfahren qualitativ gute
Ergebnisse vorliegen. Das Verhalten der Gradientenmethoden bleibt unvera¨ndert.
Es stellt sich nun die Frage, worin die Ursache fu¨r die schlechten Ergebnisse liegt.
Wir haben in unseren Algorithmen auf Regularisierungsverfahren verzichtet, so
dass eine mo¨gliche Inkorrektheit des Problems zu großen Fehlern fu¨hren ko¨nnte.
Die Inkorrektheit kann wiederum durch Instabilita¨t oder fehlende Eindeutigkeit
der Lo¨sung des inversen Problems ausgelo¨st werden. Zur U¨berpru¨fung, ob In-
stabilita¨t vorliegt, wiederholen wir die Testrechnungen zu Randbedingung 4 mit
exakten Daten. Dies zeigt, dass die Bestimmung von aδ mit δrel = 0 sehr ge-
nau ist. Die Berechnung von pδ mit Randbedingung 4 und ungesto¨rten Daten ist
ebenfalls fast exakt mo¨glich. Auf den ersten Blick deutet diese Beobachtung auf
Instabilita¨t der Iteration hin. Es ist jedoch festzustellen, dass die starken Abwei-
chungen der berechneten von den exakten Parametern nicht durch zu hohe Ite-
rationszahlen verursacht werden. Auch eine Erho¨hung der Rechengenauigkeit in
den Abbruchkriterien bewirkt keine vera¨nderten Lo¨sungen. Die Iterationsverfah-
ren konvergieren in unserer Beispielrechnung auch im Fall gesto¨rter Daten stabil,
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aber gegen Parameterwerte, die große Abweichungen zu den exakten Lo¨sungen
aufweisen. Offensichtlich fu¨hren bei Randbedingung 4 sehr unterschiedliche Pa-
rameterwerte zu beinahe der gleichen Lo¨sung der Differentialgleichung. Dies ist
ein Hinweis darauf, dass wir beru¨cksichtigen mu¨ssen, ob die Lo¨sung des inversen
Problems fu¨r gegebene Randbedingungen eindeutig ist.
Als letzte Variante betrachten wir die reine Neumannrandbedingung 5. Diese
bringt gegenu¨ber Variante 4 zusa¨tzliche Eigenheiten mit sich. Bei der Berech-
nung von pδ mit dem Gauß-Newton-Verfahren treten sehr schlecht konditionierte
und beinahe singula¨re Matrizen auf. Infolgedessen erhalten wir keine zuverla¨ssi-
ge numerische Konvergenz der Gauß-Newton-Iteration. Im na¨chsten Abschnitt
fu¨hren wir deshalb weitergehende Untersuchungen dieses Problems durch. Das
Verhalten der restlichen Verfahren und deren Ergebnisse sind analog zur Rand-
bedingung 4. Die Abweichungen in aδ sind zwar fu¨r gesto¨rte Daten um etwa 20%
geringer als bei Variante 4. Da aber immer noch Fehler von ungefa¨hr 20% auf-
treten, mu¨ssen auch diese Werte als unbrauchbar angesehen werden. Auffa¨llig ist
die Tatsache, dass der Großteil des Fehlers bei der Berechnung von pδ = (aδ, cδ)T
im aδ-Anteil liegt. Gut zu erkennen ist dies am folgenden Beispiel
pδ − p† =

0.7907
3.0076
2.8921
5.0039
2.0116
2.9900

−

1
3
4
5
2
3

=

−0.2093
0.0076
−1.1079
0.0039
0.0116
−0.0100

,
wobei pδ mit der Quasi-Newton-Methode fu¨r δrel = 0.01 und Randbedingungsva-
riante 5 berechnet wurde. Diese Beobachtung deckt sich mit der zuvor gewonne-
nen Erkenntnis, dass die Bestimmung von cδ in allen Fa¨llen problemlos und genau
erfolgt. Zuletzt u¨berpru¨fen wir noch, ob die Verwendung ungesto¨rter Daten auch
bei Randbedingung 5 die beobachteten Probleme beseitigt. Wir mu¨ssen feststel-
len, dass zwar die Lo¨sungen wieder genau werden, aber die Singularita¨tsprobleme
des Gauß-Newton-Verfahrens weiterhin bestehen.
Schlussendlich zeigen die Testergebnisse aus Tabelle 4, dass bestimmte Randbe-
dingungen der Differentialgleichung (1) Vera¨nderungen bei der Lo¨sung des in-
versen Problems nach sich ziehen. Ursachen dafu¨r ko¨nnten in der Struktur der
Lo¨sung der Differentialgleichung liegen. Um dies besser zu verstehen, fu¨hren wir
weitere Untersuchungen durch.
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6.6 Singularita¨t der Jacobi-Matrix
Wir hatten festgestellt, dass bei Verwendung des Gauß-Newton-Verfahrens zur
Berechnung von pδ in Verbindung mit der Randbedingung 5 Probleme aufgrund
sehr schlecht konditionierter Matrizen auftraten. Es wurde noch nicht na¨her be-
zeichnet, um welche Matrizen es sich dabei handelt. Das wollen wir nun nach-
holen. Dazu erinnern wir uns daran, dass in jeder Iteration des Gauß-Newton-
Verfahrens das lineare Gleichungssystem
G(p
k
)d = H(p
k
)TW
(
y − uk
)
(21)
mit G(p
k
) := H(p
k
)TW H(p
k
) gelo¨st werden muss, um die Schrittweite dk zu
bestimmen. Hierbei bezeichnet die Matrix H(p
k
) den Jacobian des diskreten
Vorwa¨rtsoperators Fn an der Stelle pk. Die Lo¨sung des Gleichungssystems (21)
bereitet bei der Randbedingung 5 Probleme. Ursache hierfu¨r ist schlechte Kon-
dition oder sogar Singularita¨t der Matrix G(p
k
). Dies macht die Lo¨sung von (21)
entweder unmo¨glich oder hat wenigstens große Fehler zur Folge.
Um herauszufinden, worin die schlechte Kondition der Gleichung (21) begru¨ndet
liegt, analysieren wir die Singula¨rwertzerlegung (SVD) des Jacobians und die
Eigenwertzerlegung (EVD) von G(p
k
). Außerdem betrachten wir die Gro¨ßenord-
nung der Konditionszahl cond(G(p
k
)). Tabelle 5 zeigt eine Zusammenfassung
der Eigenschaften von Jacobian und G(p
k
) bei Verwendung der Randbedingung
5. Ausgewertet wurden hierzu die Matrizen in der jeweils ersten Iteration des
Gauß-Newton-Verfahrens. Auch der Einfluss des Iterationsstartwertes p
0
ist von
Interesse. Mehrere vom bisherigen Startwert p
0
= (3, 3, 3, 3, 3, 3)T abweichende
Varianten wurden getestet. Zusa¨tzlich gibt eine Spalte der Tabelle 5 an, ob der
Jacobian Nullspalten entha¨lt.
Gauß-Newton 7537 FE-Knoten Jacobian H(p
0
) G(p
0
)
p
0
RB K0 Zeit
‖pδ−p†‖2
‖p†‖2 Nullsp. SVD EVD cond
(3, 3, 3, 3, 3, 3)T 5 Matrix singula¨r 1., 2., 3. 3x< 10−10 3x< 10−10 ≈ 1030
(1, 2, 3, 4, 5, 6)T 5 12 23.4 0.0004 keine > 10−3 > 10−8 ≈ 106
(3, 3, 3, 4, 5, 6)T 5 13 26.5 0.0004 keine > 10−2 > 10−7 ≈ 105
(1, 2, 3, 4, 4, 4)T 5 Matrix singula¨r 1., 2., 3. 3x< 10−10 3x< 10−15 ≈ 1028
Tabelle 5: Verhalten des Gauß-Newton-Verfahrens zur Berechnung von pδ mit
RB-Variante 5 fu¨r verschiedene Startwerte p
0
, Analyse von Jacobian
H(p
0
) und Matrix G(p
0
) in der ersten Iteration (δrel = 0)
Mit dem Startwert p
0
= (3, 3, 3, 3, 3, 3)T erhalten wir in der ersten Iteration des
Gauß-Newton-Verfahrens je drei Singula¨rwerte des Jacobians und drei Eigenwerte
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von G(p
k
), die kleiner als 10−10 sind. Die Konditionszahl von G(p
k
) liegt im
Bereich von etwa 1030. Insgesamt deutet dies auf einen fast singula¨re Matrix G(p
k
)
hin. Noch deutlicher wird die Aussage dieser Zahlen durch die Beobachtung,
dass die ersten drei Spalten des Jacobians na¨herungsweise Nullspalten darstellen.
Diese ko¨nnen durch die konkrete Wahl des Startwertes erkla¨rt werden. Wa¨hlt
man na¨mlich den Parameter c† als konstanten Vektor in der Form
c† := C
 11
1
 , C > 0 , (22)
dann ist die Parameterfunktion c ∈ L2(Ω) konstant im Gebiet Ω. Daraus folgt
wiederum, dass die Lo¨sung u der Differentialgleichung (1) mit Neumannrandbe-
dingung 5 auch eine konstante Funktion in Ω ist. Fu¨r konstantes u besteht schlus-
sendlich der a-Anteil des Jacobians aus Nullspalten. Aufgrund dessen, wie die
Matrix G(p
k
) aus dem Jacobian berechnet wird, fu¨hren Nullspalten im Jacobian
zwingend zu Singularita¨t der Matrix G(p
k
). Dass dieser Effekt auftritt, sobald nur
der c-Anteil in p
0
konstant gewa¨hlt wird, zeigt das Beispiel p
0
= (1, 2, 3, 4, 4, 4)T .
Es bringt keine Vera¨nderung der Eigenschaften von Jacobian und G(p
k
), obwohl
der a-Anteil nicht konstant ist. Ein Beispiel fu¨r die konstante Lo¨sung der Diffe-
rentialgleichung ist im linken Teil der Abbildung 4 zu sehen.
Abbildung 4: Lo¨sung der Differentialgleichung fu¨r RB-Variante 5 mit p† =
(1, 2, 3, 4, 4, 4)T (links im Bild) und p† = (3, 3, 3, 4, 5, 6)T (rechts
im Bild)
Wir mu¨ssen also aufgrund obiger U¨berlegung davon davon ausgehen, dass Ite-
rationsstartwerte der Form (22) zur Lo¨sung des Problems mit Neumannrand 5
ungeeignet sind. Stattdessen verwenden wir Startwerte mit einem c-Anteil, der
einer nichtkonstanten Parameterfunktion c entspricht. Die Lo¨sung der Differen-
tialgleichung ist dann keine konstante Funktion mehr, was verbesserte Eigen-
schaften von Jacobian und G(p
k
) erwarten la¨sst. Getestet wurden die Beispiele
p
0
= (1, 2, 3, 4, 5, 6)T und p
0
= (3, 3, 3, 4, 5, 6)T . Die nichtkonstante Lo¨sung der
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Differentialgleichung fu¨r den letztgenannten Parameter zeigt der rechte Teil von
Abbildung 4.
Wie Tabelle 5 beweist, wirkt sich die Modifikation von p
0
positiv auf die Lo¨sung
des Problems aus. Der Jacobian hat keine Nullspalten mehr und sa¨mtliche Sin-
gula¨rwerte sind gro¨ßer als 10−3. Auch die Eigenwerte von G(p
k
) sind stark ver-
gro¨ßert, obwohl die unteren Schranken 10−8 und 10−7 immer noch klein sind.
Die Konditionszahlen bewegen sich mit 106 und 105 in deutlich kleineren Dimen-
sionen. Mit nichtkonstanten Iterationsstartwerten erhalten wir bei Verwendung
des Gauß-Newton-Verfahrens die gleichen Lo¨sungen wie mit der Quasi-Newton-
Methode.
6.7 Wahl des Definitionsgebietes
Wir hatten schon zu Beginn der Fallstudien darauf hingewiesen, dass die Ellipti-
zita¨t der Differentialgleichung Voraussetzung fu¨r die Lo¨sbarkeit des inversen Pro-
blems ist. Gesichert wird die Elliptizita¨t durch den Einsatz einer unteren Schranke
ε > 0 fu¨r die Iterierten p
k
. Bisher haben wir den Wert ε = 0.05 verwendet, ohne
den Einfluss der Schranke ε na¨her zu untersuchen. Anhand verschiedener Werte
von ε wollen wir nun u¨berpru¨fen, inwieweit sich die konkrete Wahl der Schran-
ke auf die Ergebnisse auswirkt. Wir nutzen dazu das Gauß-Newton-Verfahren
mit Randbedingung 5. Die Zusammenfassung der Beispielrechnungen sowohl fu¨r
gesto¨rte als auch fu¨r ungesto¨rte Daten zeigt der erste Teil von Tabelle 6.
Wir erkennen, dass eine Vergro¨ßerung von ε auf 0.1 oder 0.2 eine Verringerung
des Rechenaufwandes bewirkt. Dies erscheint logisch, da in unserem Fall eine
Erho¨hung von ε bedeutet, dass die Iterierten na¨her am exakten Parameter p† lie-
gen. Umgekehrt mu¨ssten kleinere ε auch mit la¨ngeren Rechenzeiten einhergehen.
Dies ist bei exakten Daten auch bis ε = 0.001 der Fall. Eine weitere Verkleinerung
auf ε = 0.0001 zeigt allerdings wieder eine geringere Iterationszahl. Noch deut-
licher ist ein derartiges unregelma¨ßiges Verhalten im Fall gesto¨rter Daten. Hier
ist die Anzahl beno¨tigter Iterationen schon ab ε = 0.05 nicht mehr gleichma¨ßig
ansteigend. Fu¨r ε = 0.0001 erhalten wir mit dem 7537-Knoten-Netz sogar eine
vo¨llig andere Lo¨sung als sonst. Insgesamt deutet alles darauf hin, dass ε nicht zu
klein gewa¨hlt werden darf. Als geeignet erscheint fu¨r unser Beispielproblem die
Wahl ε ≥ 0.1.
Die Schranke ε muss also einerseits hinreichend groß gewa¨hlt werden, darf aber
andererseits auch nicht gro¨ßer als die tatsa¨chlichen Parameter p† sein. Hier sollten
a-priori-Informationen u¨ber die Parameter a und c sinnvoll eingesetzt werden um
geeignete Werte abscha¨tzen zu ko¨nnen.
Erwa¨hnt sei auch, dass die Wahl von ε keine Verbesserung der Qualita¨t der Lo¨sun-
gen bewirkt. Wir erhalten mit Randbedingung 5 im Fall gesto¨rter Daten immer
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Gauß-Newton 7537 FE-Knoten 29793 FE-Knoten
p
0
RB δrel ε K0 Zeit
‖pδ−p†‖2
‖p†‖2 K0 Zeit
‖pδ−p†‖2
‖p†‖2
(1, 2, 3, 4, 5, 6)T 5 0.00 0.2000 9 18.4 0.0004 9 131.8 0.0001
(1, 2, 3, 4, 5, 6)T 5 0.00 0.1000 9 18.3 0.0004 9 132.3 0.0001
(1, 2, 3, 4, 5, 6)T 5 0.00 0.0500 12 23.3 0.0004 12 169.5 0.0001
(1, 2, 3, 4, 5, 6)T 5 0.00 0.0100 12 23.7 0.0004 13 188.4 0.0001
(1, 2, 3, 4, 5, 6)T 5 0.00 0.0010 13 26.3 0.0004 22 317.0 0.0001
(1, 2, 3, 4, 5, 6)T 5 0.00 0.0001 11 21.7 0.0004 13 192.2 0.0001
(1, 2, 3, 4, 5, 6)T 5 0.01 0.2000 16 29.1 0.1402 16 219.4 0.1399
(1, 2, 3, 4, 5, 6)T 5 0.01 0.1000 16 29.2 0.1402 16 228.9 0.1399
(1, 2, 3, 4, 5, 6)T 5 0.01 0.0500 15 27.5 0.1402 15 206.8 0.1399
(1, 2, 3, 4, 5, 6)T 5 0.01 0.0100 17 31.0 0.1402 19 265.2 0.1399
(1, 2, 3, 4, 5, 6)T 5 0.01 0.0010 16 28.9 0.1402 15 212.7 0.1399
(1, 2, 3, 4, 5, 6)T 5 0.01 0.0001 50 149.5 0.6376 20 294.4 0.1399
(1, 2, 3, 4, 5, 6)T 5 0.01 0.10 16 29.3 0.1402 - - -
(3, 3, 3, 4, 5, 6)T 5 0.01 0.10 15 27.7 0.1402 - - -
(3, 3, 3, 3, 3, 3)T 5 0.01 0.10 26 51.7 0.1402 - - -
(1, 2, 3, 4, 4, 4)T 5 0.01 0.10 Matrix singula¨r - - -
Tabelle 6: Ergebnisse des Gauß-Newton-Verfahrens zur Berechnung von pδ bei
Einsetzen verschiedener unterer Schranken ε > 0 fu¨r den Parameter p
k
noch die gleichen großen Fehlerwerte wie in Tabelle 4.
Im zweiten Teil von Tabelle 6 kehren wir kurz zum Problem der singula¨ren Ma-
trizen G(p
k
) bei Randbedingungsvariante 5 zuru¨ck. Auf den ersten Blick scheint
es, dass die Vergro¨ßerung von ε auf 0.1 auch mit dem ungeeigneten Startwert
p
0
= (3, 3, 3, 3, 3, 3)T zum richtigen Ergebnis fu¨hrt. Die Iterationszahl ist zwar ge-
genu¨ber den nichtkonstanten Startwerten deutlich erho¨ht, aber die Singularita¨t
bei G(p
k
) tritt nicht auf. Diese scheinbare Verbesserung ist aber nur zufa¨llig,
wie das Beispiel p
0
= (1, 2, 3, 4, 4, 4)T zeigt. In diesem Fall erhalten wir singula¨re
Matrizen trotz der Schranke ε = 0.1. Wir ko¨nnen also die richtige Wahl des
Startwertes nicht durch die Vergro¨ßerung von ε ersetzen.
7 Zusammenfassung und Ausblick
Die numerischen Fallstudien liefern uns wichtige Erkenntnisse fu¨r praktische Iden-
tifikationsaufgaben. Unter Anwendung der vorgestellten Diskretisierungsmetho-
den und inversen Algorithmen ist es uns mo¨glich, das untersuchte Referenzpro-
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blem numerisch zu lo¨sen. Dabei konnten wir eine Reihe von Erfahrungen zum
Lo¨sungsverhalten des inversen Problems sammeln, die bei weiteren Untersuchun-
gen sehr hilfreich sein werden.
Es ist festzustellen, dass das inverse Problem zur Bestimmung der Materialpara-
meter cδ und aδ unter gewissen Voraussetzungen gutartige Eigenschaften besitzt.
Bezu¨glich eines Datenfehlers δrel > 0 liegt keine Instabilita¨t vor, so dass die
Lo¨sung des Problems mit hoher Genauigkeit mo¨glich ist. Als schnelle und zu-
verla¨ssige Lo¨sungsverfahren erweisen sich die Gauß-Newton- und Quasi-Newton-
Methoden. Gradientenverfahren scheinen bedingt geeignet, sind aber mit großen
Nachteilen durch zu langsame Konvergenz verbunden. Nichtlineare CG-Verfahren
mu¨ssen als ungeeignet angesehen werden.
Wir hatten drei Teilaufgaben unterschieden, von denen die Berechnung von cδ
zu keinerlei Problemen fu¨hrte. Bei der Bestimmung von aδ und pδ mu¨ssen wir
hingegen einige Dinge zusa¨tzlich beachten. Die Anzahl der geeigneten Iterati-
onsverfahren ist hier eingeschra¨nkt. In den meisten Fa¨llen fu¨hrten hier nur das
Gauß-Newton- oder das Quasi-Newton-Verfahren zu verla¨sslichen und effizienten
Lo¨sungen. Es fa¨llt auf, dass die Bestimmung von pδ erho¨hten Rechenaufwand
beno¨tigt.
Des Weiteren mu¨ssen wir die Randbedingungsvarianten der Differentialgleichung
(1) beru¨cksichtigen. In gewissen Konstellationen mit (hohem) Neumannrandan-
teil ko¨nnen bei der Identitifikation von aδ und pδ mit fehlerbehafteten Daten sehr
ungenaue Lo¨sungen entstehen. Durch die Wahl geeigneter Randbedingungen mit
entsprechendem Dirichletanteil kann diese Fehlerquelle ausgeschlossen werden.
Im Fall der reinen Neumannbedingung 5 muss zusa¨tzlich die richtige Wahl des
Iterationsstartwertes p
0
beachtet werden, da fu¨r Startwerte der Form (22) sin-
gula¨re Matrizen bei der Berechnung der Suchrichtung auftreten. Ursache hierfu¨r
ist die Struktur der Lo¨sung der Differentialgleichung.
Zur Wahrung der Elliptizita¨t der Differentialgleichung (1) setzen wir eine untere
Schranke ε > 0 fu¨r die Parameter p
k
ein. Diese darf nicht zu klein gewa¨hlt wer-
den, wozu a-priori-Informationen u¨ber die Materialparameter a und c wertvolle
Hinweise liefern ko¨nnen.
Zusa¨tzlich zu den Erfahrungen, die wir fu¨r unser Beispielproblem sammeln konn-
ten, ist eine Reihe von weiterfu¨hrenden Fragestellungen aufgeworfen worden.
Ein Schwerpunkt zuku¨nftiger Untersuchungen wird die Suche nach effizienteren
Lo¨sungsmethoden sein. Gelingt es uns, auf diesem Gebiet Fortschritte zu erzielen,
dann sind wir in der Lage gro¨ßere Probleme zu lo¨sen, die meist bei praktischen
Aufgabenstellungen entstehen. Hierfu¨r gibt es mehrere Ansatzpunkte. Neben den
von uns bisher genutzten Optimierungsalgorithmen existieren andere Lo¨sungs-
zuga¨nge, die mo¨glicherweise schnellere Algorithmen liefern. Einen vielverspre-
chenden Ansatz findet man in der Optimalen Steuerung, bei dem die zugrunde
liegende Differentialgleichung als Nebenbedingung fu¨r die Minimierung eines noch
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zu definierenden Funktionals angesehen wird (siehe z.B. [25]). Eine U¨bertragung
dieser U¨berlegungen auf inverse Probleme ist prinzipiell mo¨glich (siehe [5]) und
bietet mo¨glicherweise die Chance zur Verbesserung der Algorithmen. Demzufolge
wollen wir uns auch mit solchen alternativen Lo¨sungskonzepten bescha¨ftigen, um
einen Vergleich der mo¨glichen Algorithmen treffen zu ko¨nnen.
Ein weiterer Ansatzpunkt ergibt sich aus der Tatsache, dass vor allem die Lo¨sung
der Differentialgleichung mittels FE-Methoden in hohem Maße Ressourcen be-
no¨tigt. Wir verwenden bisher den Standard-FE-Code der zur Verfu¨gung stehen-
den MATLAB-Routinen. Eine Erweiterung des genutzten FE-Codes um proble-
mangepasste Pakete wird sicher zur Verringerung des Rechenaufwandes beitra-
gen. Um die Lo¨sung des Parameterproblems effizienter zu gestalten, sollten bei-
spielsweise parallele Algorithmen und adaptive Vernetzungsstrategien verwendet
werden. Insbesondere soll die an der TU Chemnitz entwickelte adaptive FE-
Software SPC-PM2Ad [15] (siehe auch [16] fu¨r eine Anwendung der Software
auf mechanische Verschiebungsprobleme mit Hindernissen) so angepasst werden,
dass mit ihrer Hilfe die entsprechenden Vorwa¨rtsprobleme effizient gelo¨st werden
ko¨nnen.
Neben der Optimierung der Lo¨sungsalgorithmen werden wir uns damit bescha¨fti-
gen, problemorientierte und komplexere Materialmodelle in unsere Betrachtungen
zu integrieren (siehe z.B. [10] fu¨r ein nichtlineares Materialmodell). Das bisher
genutzte Referenzproblem mit linearen Differentialgleichungen diente uns zum
Erfahrungsgewinn. Da wir nun wissen, wie wir die Parameteridentifikation bei
unserem Referenzproblem realisieren ko¨nnen, ist es uns mo¨glich, andere Modelle
(bzw. andere Vorwa¨rtsoperatoren) in die inversen Algorithmen einzufu¨gen. Ei-
ne Erweiterung um nichtlineare Materialmodelle wu¨rde uns beispielsweise die
Mo¨glichkeit zur Lo¨sung von Identifikationsproblemen geben, die in Zukunft aus
der Zusammenarbeit mit dem Maschinenbau entstehen werden. Insbesondere sol-
len dann auch solche Probleme betrachtet werden, bei denen Parameter als Funk-
tion entsprechender Materialien nicht stetig sind.
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