Error exponents for Neyman-Pearson detection of a continuous-time
  Gaussian Markov process from noisy irregular samples by Hachem, Walid et al.
ar
X
iv
:0
90
9.
44
84
v1
  [
cs
.IT
]  
24
 Se
p 2
00
9
SUBMITTED TO IEEE TRANS. INFORMATION THEORY 1
Error exponents for Neyman-Pearson detection
of a continuous-time Gaussian Markov process
from noisy irregular samples
W. Hachem, E. Moulines and F. Roueff
Abstract
This paper addresses the detection of a stochastic process in noise from irregular samples. We consider
two hypotheses. The noise only hypothesis amounts to model the observations as a sample of a i.i.d.
Gaussian random variables (noise only). The signal plus noise hypothesis models the observations as
the samples of a continuous time stationary Gaussian process (the signal) taken at known but random
time-instants corrupted with an additive noise. Two binary tests are considered, depending on which
assumptions is retained as the null hypothesis. Assuming that the signal is a linear combination of the
solution of a multidimensional stochastic differential equation (SDE), it is shown that the minimum Type
II error probability decreases exponentially in the number of samples when the False Alarm probability
is fixed. This behavior is described by error exponents that are completely characterized. It turns out that
they are related with the asymptotic behavior of the Kalman Filter in random stationary environment,
which is studied in this paper. Finally, numerical illustrations of our claims are provided in the context
of sensor networks.
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Error exponents, Kalman filter, Gaussian Markov processes, Neyman-Pearson detection, Stein’s Lemma,
Stochastic Differential Equations.
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I. INTRODUCTION
The detection of stochastic processes in noise has received a great deal of attention in the past decades,
see for instance the tutorial paper [1] and the references therein. More recently, in the context of sensor
networks, there has been a rising interest in the analysis of detection performance when the stochastic
process is sampled irregularly. An interesting approach in this direction has been initiated in [2] using
error exponents for assessing the performance of the optimal detection procedure. In this paper, we
follow this approach in the following general setting. Given two integers p and q, and A a positive stable
square matrix, we consider the q-dimensional stochastic process defined as the stationary solution of the
stochastic differential equation (SDE)
dX(t) = −AX(t) dt+B dW (t), t ≥ 0 (1)
where (W (t), t ≥ 0) is a p-dimensional Brownian motion and where B is a q×p matrix. The SDE (1) is
widely used to describe continuous time signals (see [3], [4] and the references therein). We are interested
in the detection of the signal (X(t), t ≥ 0) from a finite sample with missing data or irregular sample
spacing. Let C be a d × q matrix, (Tn, n ≥ 1) be a renewal sampling process and (Vn, n ≥ 1) be a
sequence of i.i.d. Gaussian vectors with zero mean and identity covariance matrix. We further assume
that (X(t), t ≥ 0), (Vn, n ≥ 1) and (Tn, n ≥ 1) are independent and that A, B and C are known. Based
on the observed samples Y1:N = (Y1, . . . , YN ) and T1:N = (T1, . . . , TN ), our goal is to decide whether
for n = 1, . . . , N , Yn = Vn or Yn = CX(Tn) + Vn. The first situation will be referred to as the noise
hypothesis and the second as the signal plus noise hypothesis.
The renewal hypothesis on (Tn, n ≥ 1) means that Tn =
∑n
k=1 Ik where the (Ik, k ≥ 1) are
nonnegative i.i.d. random variables called holding times with common distribution denoted by τ . This is
a standard model for irregular sampling, see [2], [5], [6]. The most usual examples are:
• The Poisson point process. In this case, the (Ik, k ≥ 1) are i.i.d. with exponential distribution
τ(dx) = λ exp(−λx) dx. This model has been considered in [2], [5], [6] to model the situation
where the signal is measured in time by N identical asynchronous sensors.
• The Bernoulli process. This is the discrete time counterpart of the Poisson process. In this case, the
(Ik, k ≥ 1) are i.i.d. and have geometric distribution up to a multiplicative time constant S > 0, i.e.
τ({Sk}) = p(1 − p)k−1. In practice, this model corresponds to a regular sampling with period S
for which observations are missing at random, with failure probability 1− p. The regular sampling
process corresponds to p = 1.
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Two binary tests are considered in this work: either H0 is the noise hypothesis and H1 is the signal
plus noise hypothesis, or the opposite. Constraining the False Alarm probability (probability for deciding
H1 under H0) to lie beneath an ε ∈ (0, 1), it is well known that the minimum Type II error probability
is attained by the Neyman-Pearson test. It will be shown in this paper that this minimum Type II error
probability βN (ε) satisfies βN (ε) = exp(−N(ξ+o(1))) as N →∞, where the error exponent ξ does not
depend on ε. The error exponent ξ is an indicator of the performance of the detection test. Its value will
be shown to depend on the distribution of signal (given by A, B and C) and on the distribution of the
sampling process (given by τ ). An important goal in sensor network design is to optimize the sampling
process. Characterizing the error exponents offers useful guidelines in this direction. For instance, [2],
[7]–[10] provide useful insights on such concrete problems as the choice of the optimum mean sensor
spacing possibly subject to a cost or a power constraint. Other application examples are considered in
[11], [12]. In these contributions, error exponents are used to propose optimum routing strategies for
conveying the sensors data to the fusion center.
In the context of Neyman-Pearson detection, these error exponents are given by the limits of the
likelihood ratios, provided that these limits exist. Let Z1:N = (Z1, . . . , ZN ) be a sequence of N observed
random vectors. Assume a binary test is performed on this sequence, and assume that under hypothesis
H0, the distribution of Z1:N has the density f0,N , while under H1, this distribution has the density f1,N .
Fix ε ∈ (0, 1) and let βN (ε) be the minimum over all tests of the Type II error probability when the
False Alarm probability α is constrained to satisfy α ≤ ε. Let
LN (Z1:N ) =
1
N
log
(
f0,N(Z1:N )
f1,N(Z1:N )
)
be the normalized Log Likelihood Ratio (LLR) associated with the received Z1:N . Then we have the
following theorem (see for instance [13] for a proof):
Theorem 1 Assume there is a real number ξ such that the random variable LN (Z1:N ) satisfies
LN (Z1:N (ω)) −−−−→
N→∞
ξ in probability under H0. (2)
Then for every ε ∈ (0, 1),
−
1
N
log βN (ε) −−−−→
N→∞
ξ .
In the case where the Zi are i.i.d. under both hypotheses, the analogue of Theorem 1 appeared in [14]
and is known as Stein’s lemma. The generalization to Theorem 1 can be found in [13], [15]. In our case,
the observed process is Z1:N = (Z1, . . . , ZN ) with Zn = (Yn, Tn), in other words, the measurements
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consist in the sampled received signal and the sampling moments. Let us consider that Y1:N = V1:N
under H0 and Y1:N = (CX(Tn) + Vn)1≤n≤N under H1. Recall that the probability distribution of T1:N
does not depend on the hypothesis to be tested. In these conditions, the LLR is given by
LN (Z1:N ) =
1
N
log
(
f0,N(Y1:N |T1:N )
f1,N(Y1:N |T1:N )
)
(3)
where f0,N (. |T1:N ) and f1,N (. |T1:N ) are the densities of Y1:n conditionally to T1:N under H0 and
H1 respectively. It is clear that f0,N (. |T1:N ) = N (0, 1). Being solution of the SDE (1), the process
(X(t), t ≥ 0) is a Gaussian process. In consequence, f1,N (. |T1:N ) = N (0, R(T1:N )) where matrix
R(T1:N ) is a covariance matrix that depends on T1:N . In the light of Theorem 1 we need to establish
the convergence in probability of the Right Hand Side (RHS) of Eq. (3) towards a constant ξ, and to
characterize this constant, under the assumption Y1:N = V1:N . Alternatively, if we consider that H0 is
the Signal plus Noise hypothesis Y1:N = (CX(Tn)+Vn)1≤n≤N , then we study the convergence of −LN
under this assumption.
Theorem 1 has been used for detection performance analysis in [2], [7], [16], [17]. In the closely related
Bayesian framework, error exponents have been obtained in [8]–[10], [18]. The closest contributions to
this paper are [2], [7], [17] which consider different covariance structure for the process and different
sensors locations models. In [7], Sung et.al. consider the scalar version of the SDE (1) and a regular
sampling. In [17], the authors essentially generalize the results of [7] to situations where the sensor
locations follow some deterministic periodic patterns. In [2], the sampling process (sensor locations) is
a renewal process as in our paper, and the detector discriminates among two scalar diffusion processes
described by Eq. (1). Moreover, the observations are noiseless. Here, due to the presence of additive
noise, our technique for establishing the existence of the error exponents and for characterizing them
differ substantially from [2]. We establish the convergence of the LLR LN (ZN ) by studying the stability
(ergodicity) of the Kalman filter, using Markov chains techniques.
The paper is organized as follows. In Section II, the main assumptions and notations are introduced and
the main results of the paper are stated. Proofs of these results are presented in Section III. A discussion
of the main results as well as some particular cases are presented in Section IV. Section V is devoted to
numerical illustrations. The proofs in Section III rely heavily on a theorem for Markov chains stability
shown in appendix B. The other appendices contain technical results needed in the proofs.
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II. THE ERROR EXPONENTS
We consider the following hypothesis test that we shall call the “H0-Noise” test:
H0 : Yn = Vn for n = 1, . . . , N
H1 : Yn = CX(Tn) + Vn for n = 1, . . . , N
(4)
where C is the d × q observation matrix and where (Vn) is an i.i.d. d-dimensional process with V1 ∼
N (0, 1d), where 1d denotes the d× d identity matrix. The assumptions are summarized below:
Assumption 1 The following assertions hold.
(i) The process (X(t))t≥0 is a stationary solution of the stochastic differential equation (1) where
(W (t))t≥0 is a p-dimensional Brownian motion.
(ii) Tn =
∑n
1 Ik is a renewal process, that is, (In)n≥1 is a sequence of i.i.d. non-negative r.v.’s with
distribution τ and τ({0}) < 1.
(iii) (Vn) is a sequence of i.i.d. r.v.’s with V1 ∼ N (0, 1d).
(iv) The processes (X(t))t≥0, (Tn)n≥1 and (Vn)n≥1 are independent.
In order to be able to apply Theorem 1, we now develop the expression of the LLR given by (3). To
that end, we derive the expressions of the likelihood functions f0,N (Y1:N |T1:N ) and f1,N (Y1:N |T1:N ).
The density f0,N(. | T1:N ) is simply the density N (0, 1Nd) of (V1, . . . , VN ), therefore
f0,N(Y1:N |T1:N ) =
1
(2π)Nd/2
exp
(
−
1
2
N∑
n=1
Y Tn Yn
)
. (5)
We now develop f1,N (. |T1:N ) by mimicking the approach developed in [19] and in [7]. Solving Eq. (1)
between Tn and Tn+1, the process (Xn) = (X(Tn))n≥1 satisfies the recursion
Xn+1 = e
−In+1AXn + Un+1, n ∈ N (6)
Let Q(x) be the q × q symmetric nonnegative matrix defined by
Q(x) =
∫ x
0
e−uABBTe−uA
T
du . (7)
As A is positive stable, the covariance matrix Q(∞) exists (by Lemma 3) and is the unique solution of
the so called Lyapunov’s equation QAT +AQ = BBT [20, Chap. 2].
Given the sequence (In), the conditional distribution of the process (Xn) is characterized by this
recursion equation and by the conditional distribution of the sequence (X0, Un), namely it is a sequence
of independent r.v.’s, X0 ∼ N (0, Q(∞)) and Un ∼ N (0, Qn) where Qn = Q(In) is the covariance
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matrix defined by (7), see [3, Chap. 5].
Now we write
f1,N (Y1:N |T1:N ) =
N∏
n=1
f1,n,N (Yn |Y1:n−1, T1:N ) (8)
where f1,n,N(. | Y1:n−1, T1:N ) is the density of Yn conditionally to (Y1:n−1, T1:N ). In view of Eq. (6),
Yn = CXn + Vn and the assumptions on (Vn), these conditional densities are Gaussian, in other words
f1,n,N (Yn |Y1:n−1, T1:N ) =
1
det(2π∆n)1/2
exp
(
−
1
2
(Yn − Ŷn)
T∆−1n (Yn − Ŷn)
)
(9)
where Ŷn = E [Yn |Y1:n−1, T1:N ] and ∆n = Cov
(
Yn − Ŷn |T1:N
)
are respectively the conditional
expectation of the current observation Yn given the past observations and the so-called innovation
covariance matrix under H1. From Equations (5), (8) and (9), the LLR LN writes
LN (Y1:N , T1:N ) =
1
N
log f0,N(Y1:N |T1:N )−
1
N
log f1,N(Y1:N |T1:N )
=
1
2N
N∑
n=1
log det∆n +
1
2N
N∑
n=1
(Yn − Ŷn)
T∆−1n (Yn − Ŷn)−
1
2N
N∑
n=1
Y Tn Yn .(10)
As (Yn) is described under H1 by the state equations
H1 :
Xn+1 = e−In+1AXn + Un+1Yn = CXn + Vn for n = 1, . . . , N, (11)
it is well known that Ŷn and ∆n can be computed using the Kalman filter recursive equations. Define
the q × 1 vector X̂n and the q × q matrix Pn as
X̂n = E[Xn |Y1:n−1, T1:N ] and Pn = Cov
(
Xn − X̂n |T1:N
)
.
The Kalman recursions which provide these quantities are [21, Prop. 12.2.2]:
X̂n+1 = e
−In+1A
(
1q − PnC
T
(
CPnC
T + 1d
)−1
C
)
X̂n + e
−In+1APnC
T
(
CPnC
T + 1d
)−1
Yn (12)
Pn+1 = e
−In+1A
(
1q − PnC
T
(
CPnC
T + 1d
)−1
C
)
Pne
−In+1AT +Qn+1 . (13)
The recursion is started with the initial conditions X̂1 = 0 and P1 = Q(∞). With these quantities at
hand, Ŷn and ∆n are given by
Ŷn = CX̂n and ∆n = CPnCT + 1d . (14)
With these expressions at hand, our purpose is to study the asymptotic behavior of LN given by Eq. (10)
assuming that that (Yn) is i.i.d. with Y1 ∼ N (0, 1d) (H0-Noise test).
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In our analysis, we shall require Model (1) to be controllable,i.e., (A,B) satisfies
q−1∑
ℓ=0
AℓBBTAT
ℓ
> 0.
Recall that (A,B) is controllable if and only if the matrix Q(x) defined by Equation (7) is nonsingular
for any x > 0 (see [22, Chap. 6] for a proof).
The Kalman equations (12)-(13) can be written as a random iteration,
Wn = Fηn(Wn−1), n ≥ 1 ,
where Wn = (X̂n+1, Pn+1), ηn = (In+1, Yn) and, for any η = (I, Y ) ∈ R+ × Rd and w = (x,p) ∈
R
q × Pq where Pq is the cone of q × q symmetric nonnegative matrices,
Fη(w) :=
 e−IA (1q − pCT (CpCT + 1d)−1C)x+ e−IApCT (CpCT + 1d)−1 Y
e−IA
(
1q − pC
T
(
CpCT + 1d
)−1
C
)
pe−IA
T
+Q(I) .
 . (15)
Under H0, since (ηn) is a sequence of i.i.d. random variables, (Wn)n≥0 is a Markov chain starting
at W0 = (0, Q(∞)). Observe also that since the second component of Ψη , denoted by F˜I(p) in the
following, does not depend on x, (Pn)n≥1 also is a Markov chain starting at P1 = Q(∞) and since it
neither depends on Y , this is true under H1 as well. Let [0, Q(∞)] denotes the subset of all matrices
p ∈ Pq such that p ≤ Q(∞). It is easy to see that, for any I ≥ 0, [0, Q(∞)] is a stable set for F˜I .
Indeed, suppose that p ∈ [0, Q(∞)], then
F˜I(p) = e
−IA
(
1q − pC
T
(
CpCT + 1d
)−1
C
)
pe−IA
T
+Q(I)
≤ e−IApe−IA
T
+Q(I)
≤ e−IAQ(∞)e−IA
T
+Q(I) = Q(∞) ,
by definition of Q in (7). Hence, in the following, we consider (Wn) and (Pn) as chains valued in
R
q× [0, Q(∞)] and [0, Q(∞)], respectively. We will denote by Π and Π˜ the transition kernels associated
to the chains (Wn) (under H0) and (Pn), respectively, that is, for test functions f and f˜ defined on
R
q × [0, Q(∞)] and [0, Q(∞)] ,
Πf(w) = E[f(Fη(w))], w ∈ R
q × [0, Q(∞)]
Π˜f˜(p) = E[f˜(F˜I(p))], p ∈ [0, Q(∞)] ,
where η = (I, Y ) is distributed according to the distribution τ⊗N (0, 1d). We now state our main results.
Proposition 1 Suppose that Assumption 1 holds with a state realization (A,B,C) such that A is positive
stable and (A,B) is controllable. Then the transition kernel Π˜ has a unique invariant distribution µ.
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The notation |w| in the following proposition denotes some norm on Rq+q2 .
Proposition 2 Suppose that Assumption 1 holds with a state realization (A,B,C) such that A is positive
stable and (A,B) is controllable. Then the transition kernel Π has a unique invariant distribution ν.
This distribution satisfies ∫ |w|rdν(w) < ∞ for any r > 0. Moreover, the distribution µ defined in
Proposition 1 is the marginal distribution µ(·) = ν(Rq × ·).
The main result for the H0-Noise test in the vector case can now be stated.
Theorem 2 Suppose that Assumption 1 holds with a state realization (A,B,C) such that A is positive
stable and (A,B) is controllable. Consider the hypothesis test (4). Let ε ∈ (0, 1). For a given N , let
βN (ε) be the minimum of the Type II error probabilities over all tests for which the false alarm probability
α satisfies α ≤ ε. Then, as N →∞, N−1 log βN (ε)→ ξH0:Noise, where
ξH0:Noise =
1
2
∫ {
log det
(
CpCT + 1d
)
+ tr
[
C(xxT − p)CT
(
CpCT + 1d
)−1]}
dν(x,p) ∈ (0,∞) ,
(16)
where the distribution ν is defined in Proposition 2.
If we interchange the roles of H0 and H1 in (4) (call this test the “H0-Signal” test), we obtain the
following result:
Theorem 3 Assume the setting of Theorem 2 with the roles of H0 and H1 interchanged. Then, as
N →∞, N−1 log βN (ε)→ ξH0:Signal, where
ξH0:Signal =
1
2
(
tr
(
CQ(∞)CT
)
−
∫
log det
(
CpCT + 1d
)
dµ(p)
)
∈ (0,∞) , (17)
where the distribution µ is defined in Proposition 1.
Note that the problem of existence and uniqueness of µ as well as a study of its properties in the case
where the sampling process is a Bernoulli process have been recently undertaken in [23].
III. PROOFS
In this section, we prove Propositions 1 and 2, and Theorems 2 and 3. All these results follow from
an analysis of the Markov chains induced by the transition kernels Π and Π˜, or, equivalently, by the
random iteration functions Fη and F˜I defined in (15). We start with a series of preliminary results for
which we will need the following notation and assumptions. Assume that (η, ηn)n≥1 is a sequence of
i.i.d. r.v.’s distributed according to the distribution τ⊗N (0, 1d), where τ is a distribution on R+ such that
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τ({0}) < 1. We denote η = (I, V ) and ηn = (In, Vn) for all n ≥ 1 in accordance with Assumption 1.
For any x ∈ Rq and p ∈ [0, Q(∞)], we define two Markov chains induced by Π and Π˜ and starting at
w = (x,p) and p, respectively
Zw0 = w and Z˜
p
0 = p
Zwk = Fηk(Z
w
k−1) and Z˜
p
k = F˜Ik(Z˜
p
k−1), k ≥ 1 .
As noticed earlier, Z˜pk corresponds to the second component of Zwk for each k and is valued in [0, Q(∞)].
Finally we introduce the following notation for the Kalman gain matrix
G(p) = pCT(1d + CpC
T)−1 ,
and the short-hand notation for G(Z˜pk ) (the Kalman gain matrix at time k):
Gpk = Z˜
p
kC
T(1d + CZ˜
p
kC
T)−1, k ≥ 0 , (18)
As for the Kalman transition matrix, we set
Θ(I,p) = e−IA(1q −G(p)C) ,
and the short-hand notation for Θ(Ik, Gpk ) (the Kalman transition matrix at time k):
Θpk = e
−IkA(1q −G
p
k−1C), n ≥ 1 . (19)
Using this notation and Qk = Q(Ik), the Kalman covariance update equation Z˜pk = F˜Ik(Z˜
p
k−1) can be
expressed for all k ≥ 1 as
Z˜pk = Θ
p
k Z˜
p
k−1e
−IkAT +Qk
= Θpk Z˜
p
k−1Θ
pT
k + e
−IkA(1q −G
p
k−1C)Z˜
p
k−1C
TGpTk−1e
−IkAT +Qk (20)
= Θpk Z˜
p
k−1Θ
pT
k +Qk , (21)
where
Qk = e
−IkAGpk−1G
pT
k−1e
−IkAT +Qk, k ≥ 1 . (22)
Finally we denote a product of successive Kalman transition matrices by
Θpn,m = Θ
p
nΘ
p
n−1 . . .Θ
p
m+1 , 0 ≤ m < n . (23)
Note that Θn,n−1 = Θn. If m = n, we will use the convention Θn,n = 1q .
We shall prove a moment contraction result on the sequence (Θpn,0)n≥1 (Lemma 2) and from this
result and some algebra (mainly contained in Proposition 3) deduce a moment contraction condition on
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the random iteration functions Fη and F˜I . Then a general result on Markov chains (Theorem 4 in the
appendix), tailored for this kind of conditions, will allow to conclude the proofs of our main results.
We first derive a deterministic bound for Θpn,m based on (21), which relies on a Lyapunov function
argument similar to that in [24, Theorem 2.4] and [25, Sec. 4]. In the following, we denote by |x| the
Euclidean norm of the vector x, λmin(H) and λmax(H) the minimum and maximum eigenvalue of the
matrix H and by ‖H‖ its operator norm, ‖H‖ = λmax(HTH)1/2.
Lemma 1 For any 0 ≤ m < n, we have
‖Θpn,m‖
2 ≤ ‖Z˜pn ‖ ‖(Z˜
p
m)
−1‖
n∏
k=m+1
(
1−
λmin(Qk)
‖Z˜pk ‖
)
, (24)
Proof: Obviously Qk ≥ Qk, hence λmin(Qk) ≥ λmin(Qk). Now, for a given xn ∈ Rq, define the
backward recursion xk = ΘpTk+1xk+1 for k decreasing from n− 1 down to m, and set Vk = xTk Z˜
p
k xk for
k = m, . . . , n. We have
Vn − Vn−1 = x
T
n Z˜
p
nxn − x
T
nΘ
p
nZ˜
p
n−1Θ
pT
n xn = x
T
nQnxn
by (21), and moreover, xTnQnxn ≥ |xn|2λmin(Qn) ≥ |xn|2λmin(Qn) ≥ Vnλmin(Qn)/‖Z˜pn ‖ . Hence,
Vn−1 ≤ Vn
(
1− λmin(Qn)/‖Z˜
p
n ‖
)
. Iterating, we obtain
Vm ≤ Vn
n∏
k=m+1
(
1−
λmin(Qk)
‖Z˜pk ‖
)
≤ |xn|
2‖Z˜pn‖
n∏
k=m+1
(
1−
λmin(Qk)
‖Z˜pk ‖
)
. (25)
On the other hand, by (23), Vm = xTmZ˜pmxm = xTnΘpn,mZ˜pmΘpTn,mxn, hence λmin(Z˜pm) xTnΘpn,mΘpTn,mxn ≤
Vm. This, with Inequality (25), implies (24).
Lemma 2 Assume that the matrix A is positive stable and that the pair (A,B) is controllable. For any
r > 0, there exist K > 0 and ρ ∈ (0, 1) such that
E
[
sup
p∈[0,Q(∞)]
‖Θpn,m‖
2r
]
≤ K ρn−m, 0 ≤ m < n .
Proof: Recall that for p ∈ [0, Q(∞)], we have Z˜pk ∈ [0, Q(∞)] for all k ≥ 1. Note that G is
continuous and, by Lemma 3, supk ‖e−IkA‖ <∞. Hence,
Z˜∗ = sup
p∈[0,Q(∞)]
sup
k≥1
‖Z˜pk ‖ <∞ and Θ
∗ = sup
p∈[0,Q(∞)]
sup
k≥1
‖Θpk‖ <∞ .
Let 0 ≤ m < n. Let ǫ > 0 that we will chose arbitrarily small later. Denote T = inf{k ≥ m, Ik ≥ ǫ}.
Then we have, by (21) and (22),
λmin(Z˜
p
T ) ≥ λmin(QT ) ≥ λmin(Q(ǫ)) > 0 , (26)
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by Lemma 4. We now write
‖Θpn,m‖
2r =
n−1∑
k=m
‖Θpn,kΘ
p
k,m‖
2r
1T=k + ‖Θ
p
n,m‖
2r
1T≥n
≤
n−1∑
k=m
‖Θpn,k‖
2r(Θ∗)2r(k−m)1(T = k) + (Θ∗)2r(n−m)1T≥n .
For any k < n, applying Lemma 1 and the bound (26), we have, on the event T = k,
‖Θpn,k‖
2r ≤ (Z˜∗λmin(Q(ǫ))
−1)2r
n∏
j=T+1
(
1−
λmin(Qj)
Z˜∗
)2r
,
Observe that T −m + 1 is a geometric r.v. with parameter τǫ = τ([ǫ,∞)) and that (QT+i)i≥1 is i.i.d.,
independent of T , and follows the same distribution as Q(I). Moreover, by Lemma 4, λmin(Q(I)) > 0
for I > 0, and since, τ({0}) < 1, we have γ = E[(1− λmin(Q(I))/Z˜∗)2r] < 1. Thus we get
E
[
sup
p∈[0,Q(∞)]
‖Θpn,m‖
2r
]
≤ (Z˜∗λmin(Q(ǫ))
−1)2r
n−1∑
k=m
γn−k(Θ∗)2r(k−m)τǫ(1− τǫ)
k−m + (Θ∗)2r(n−m)
∑
k≥n
τǫ(1− τǫ)
k−m
≤ {(Z˜∗λmin(Q(ǫ))
−1)2rτǫ(n−m) + 1}ρ˜
n−m .
where we chose ǫ > 0 small enough so that (Θ∗)2r(1− τǫ) < 1 and set ρ˜ = γ ∨ {(Θ∗)2r(1− τǫ)} < 1.
This gives the result for any ρ ∈ (ρ˜, 1) by conveniently choosing K.
Proposition 3 We have, for all p,q ∈ Pq,
Z˜pn − Z˜
q
n = Θ
p
n,0(p− q)Θ
qT
n,0, n ≥ 1 . (27)
Moreover, there exists a constant C > 0 such that, for all p,q ∈ [0, Q(∞)],
‖Gpn −G
q
n‖ ≤ C ‖p− q‖ ‖Θ
p
n,0‖ ‖Θ
q
n,0‖ , n ≥ 1 , (28)
‖Θpn,m −Θ
q
n,m‖ ≤ C ‖p− q‖
n∑
j=m+1
‖Θqn,j‖ ‖Θ
p
j−1,m‖ ‖Θ
q
j−1,1‖ ‖Θ
p
j−1,1‖ , 0 ≤ m < n . (29)
Proof: Let us prove (27). By induction, it is sufficient to show that
F˜I(p)− F˜I(q) = Θ(I,p)(p − q)Θ
T(I,q) . (30)
By continuity of F˜I and Θ(I, ·), we may assume that p and q are invertible. In this case, the matrix
inversion lemma gives that
(p− pCT(CpC + 1d)
−1Cp) = (p−1 + CTC)−1 , (31)
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and the same is true with q replacing p. Hence
F˜I(p)− F˜I(q) = e
−IA
[
(p−1 + CTC)−1 − (q−1 + CTC)−1
]
e−IA
T
= e−IA(p−1 + CTC)−1p−1 [p− q]q−1(q−1 + CTC)−1e−IA
T
.
Using again (31) and the definition of Θ, we get (30), which achieves the proof of (27).
We now prove (28). Observe that G is continuously differentiable on the compact set [0, Q(∞)]. Hence
‖G(p)−G(q)‖ ≤ C‖p−q‖ for some constant C > 0. Thus, since Gpn = G(Z˜pn ), the bound (28) follows
from (27).
Finally we prove (29). We have, for all 0 ≤ m < n (recall the convention Θn,n = Θm,m = 1q),
Θpn,m −Θ
q
n,m =
n∑
j=m+1
Θqn,j(Θ
p
j −Θ
q
j )Θ
p
j−1,m .
On the other hand, Θpj −Θ
q
j = e
−IjA(Gqj−1 −G
p
j−1)C , and (29) thus follows from (28).
We can now prove Propositions 1, Theorem 3, Proposition 2 and Theorem 2, mainly as consequences
of Theorem 4.
Proof of Proposition 1 and Theorem 3.
Using (27) in Proposition 3, Lemma 2 and the Ho¨lder inequality, we obtain that, for any q > 0 there
exists C > 0 and α ∈ (0, 1) such that
E
[
|Z˜pn − Z˜
q
n |
q
]
≤ Cαn, p,q ∈ [0, Q(∞)], n ≥ 1 . (32)
This corresponds to Condition (i) in Theorem 4. Condition (ii) is trivially satisfied for any s and r = 1
since here X = [0, Q(∞)] is a compact state space. Hence Proposition 1 follows from Theorem 4(a).
Next we prove Theorem 3. By Theorem 1, it is sufficient to prove that −LN (Y1:N , T1:N ) as expressed
in (10) converges to ξH0:Signal in probability when Yn = CXn + Vn for all n ≥ 1. Since, for all n ≥ 1,
Pn = Z˜
Q(∞)
n−1 and log det∆n is a Lipschitz function of Pn, we have by Theorem 4(b) that
1
N
N∑
n=1
log det∆n
a.s.
−−−−→
N→∞
∫
log det(CpCT + 1d) µ(dp) . (33)
This is true independently of the definition of (Yn) and hence will also be used in the proof of Theorem 2
In contrast the specific definition of (Yn) here implies that Yˆn = E[Yn | Y1:n−1, T1:N ] and ∆n =
Cov(Yn − Yˆn). Hence ((Yn − Yˆn)T∆−1n (Yn − Yˆn))n≥1 is a sequence of i.i.d. N (0, 1) r.v.’s, which yields
1
N
N∑
n=1
(Yn − Yˆn)
T∆−1n (Yn − Yˆn)
a.s.
−−−−→
N→∞
d .
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On the other hand, in (10) this limit cancels with
1
N
N∑
n=1
V Tn Vn
a.s.
−−−−→
N→∞
d , (34)
which appears in the last term of (10) when developing Y Tn Yn = V Tn Vn + XTn CTCXn + 2XTn CTVn.
Hence it only remains to show that
1
N
N∑
n=1
XTn C
TCXn
a.s.
−−−−→
N→∞
tr(CQ(∞)CT) , (35)
1
N
N∑
n=1
XTn C
TVn
a.s.
−−−−→
N→∞
0 . (36)
To this end, recall that (Xn) is a Markov chain, whose distribution is defined by the recurrence equation (6)
and the initial condition X0 ∼ N (0, Q(∞)). We shall establish the ergodicity of this Markov chain by
again applying Theorem 4. For any x ∈ Rq, we denote by (Xxn) the Markov chain defined with the same
recurrence equation but with initial condition X0 = x. Then we have, by iterating,
Xxn = e
−
P
n
j=1
IjA x+
n∑
k=1
e−
P
n
j=k+1
IjA Uk , n ≥ 1 .
with the convention
∑n
j=n+1 Ij = 0. Recall that, given In, the conditional distribution of Un is N (0, Qn)
and Qn = Q(In) ∈ [0, Q(∞)]. Hence E[|Un|s | In] is a bounded r.v. for any s > 0. By Lemma 3, we
have E[‖e−
P
n
j=k+1
IjA‖s] ≤ K (E[e−asI1 ])n−k for same K, s > 0. Hence, we obtain, for any s > 0, for
some constants C > 0 and α ∈ (0, 1), for all x, y ∈ Rq,
E[|Xxn −X
y
n|
s] ≤ Cαn (1 + |x|s + |y|s) ,
E[|Xxn |
s] ≤ C(1 + |x|s) .
These are conditions (i) and (ii) of Theorem 4 with r = p = 1. Moreover, (Xn) has a constant marginal
distribution, namely N (0, Q(∞)), so that the invariant distribution µ of Theorem 4(a) is necessary
µ = N (0, Q(∞)). Now, applying Theorem 4(b) and Theorem 4(c), we get (35) and (36), with a = 2
and a = 1 respectively.
To achieve the proof of Theorem 3, it remains to prove that ξH0:Signal > 0. This results from log det(CpCT+
1d) < tr(CQ(∞)C
T) for every p ∈ [0, Q(∞)].
Proof of Proposition 2 and Theorem 2.
Let w = (x,p) ∈ Rq×[0, Q(∞)]. We denote the first component of Zwk by Zwk so that Zwk = (Zwk Z˜
p
k ).
Using the notation introduced above, we have, for all k ≥ 1, Zwk = Θ
p
kZ
w
k−1+e
−IkAGpk−1Yk−1, and, by
DRAFT
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iterating,
Zwn = Θ
p
n,0x+
n∑
k=1
Θpn,ke
−IkAGpk−1Yk−1, n ≥ 1 .
By continuity of G, it is bounded on the compact set [0, Q(∞)], hence supp,n ‖G
p
k‖ < ∞. Also by
Lemma 3, supk ‖e−IkA‖ < ∞. Applying these bounds, Lemma 2, the Minkowski Inequality and the
Ho¨lder Inequality in the previous display, we obtain, for any s > 0 and some constant C > 0,
E[|Zwn |
s] ≤ C (1 + |x|s), w = (x,p) ∈ Rq × [0, Q(∞)], n ≥ 1 . (37)
Since the second component of Zwk stays in the compact set [0, Q(∞)], this implies Condition (i) in
Theorem 4 with r = 1 for the complete chain (Zpk )k≥0.
Let now v = (y,q) ∈ Rq × [0, Q(∞)]. We have
Zwn −Z
v
n = Θ
p
n,0x−Θ
q
n,0y+
n∑
k=1
(Θpn,k −Θ
q
n,k)e
−IkAGpk−1Yk−1 +
n∑
k=1
Θqn,ke
−IkA(Gpk−1 −G
q
k−1)Yk−1 .
Note that, using Lemma 2, the bounds (28) and (29) in Proposition 3, the Ho¨lder Inequality and the
Minkowski Inequality, we obtain, for any r > 0 and some constants C > 0, and ρ ∈ (0, 1) not depending
on p,q,
E[|Gpn −G
q
n|
r] ≤ Cρn and E[|Θpn,m −Θqn,m|r] ≤ Cρn, 0 ≤ m < n .
Using these bounds, Lemma 2 and the previous two displays, we thus obtain, for any q > 0 and some
constants C > 0, and α ∈ (0, 1) not depending on w,v,
E [|Zwn − Z
v
n|
q] ≤ Cαn (1 + |x|q + |y|q), n ≥ 1 .
This, with (32), implies Condition (i) in Theorem 4 with p = 1 for the chain (Zpk )k≥0. Hence Theorem 4(a)
applies, which yields the conclusions of Proposition 2.
We now prove Theorem 2, that is, by Theorem 1, we prove that LN(Y1:N , T1:N ) converges to ξH0:Noise
when Yn = Vn for all n ≥ 1. Some of the terms appearing in (10) are identical to the case where
Yn = CXn + Vn for all n ≥ 1 investigated for the proof of Theorem 3. Writing
(Yn − Yˆn)
T∆−1n (Yn − Yˆn) = V
T
n ∆
−1
n Vn + 2V
T
n ∆
−1
n CXˆn + Xˆ
T
n C
T∆−1n CXˆn ,
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and using µ = ν(Rq, ·), (33), (34) and some algebra, it is in fact sufficient to prove that
1
N
N∑
n=1
XˆTnC
T∆−1n CXˆn
a.s.
−−−−→
N→∞
∫
x
TCT(CpCT + 1d)
−1Cx dν(x,p) , (38)
1
N
N∑
n=1
V Tn ∆
−1
n Vn
a.s.
−−−−→
N→∞
∫
tr(CpCT + 1d)
−1 dµ(p) , (39)
1
N
N∑
n=1
V Tn ∆
−1
n CXˆn
a.s.
−−−−→
N→∞
0 . (40)
Now, these limits hold by observing that (Xˆn, Pn) = Z(0,Q(∞))n−1 and by apply Theorem 4(b) with a = 1
for (38), Theorem 4(c) with a = 1 for (40) and Theorem 4(c) with a = 2 for (40).
It remains to prove that ξH0:Noise > 0. From Equation (16), ξH0:Noise ≥
∫
f(p)dµ(p) where f(p) =
0.5
(
log det(CpCT + 1d)− CpC
T(CpCT + 1d)
−1
)
. This function satisfies f(p) ≥ 0 and f(p) = 0 if
and only if CpCT = 0. Let Z˜ ∈ [0, Q(∞)] be a random variable with the invariant distribution µ, and
assume that CZ˜CT = 0 with probability one. From Equation (15) we have with probability one
0 = CF˜I(Z˜)C
T = Ce−IAZ˜e−IA
T
CT −Ce−IAZ˜CT
(
CZ˜CT + 1d
)−1
CZ˜e−IA
T
CT + CQ(I)CT
= Ce−IAZ˜e−IA
T
CT + CQ(I)CT = CQ(I)CT
Due to the controllability of (A,B) and the fact that τ({0}) < 1, this is a contradiction. Therefore
f(Z˜) > 0 with probability one, hence ξH0:Noise > 0, which achieves the proof of Theorem 2.
IV. PARTICULAR CASES, DISCUSSION
Different particular cases and limit situations will be considered in this section. We begin with the
case where the sampling is regular, i.e., I1 is equal to a constant that we take equal to one without loss
of generality. We then consider the case where the holding times are large with high probability, i.e.,
the sensors tend to be far apart. Finally, we consider the particular case where the SDE (1) is a scalar
equation.
All proofs are deferred to Appendix C.
Regular sampling
When the sampling is regular, the model for (Yn) under H1 (see Eqs. (11)) is a general model for
stable Gaussian multidimensional ARMA processes corrupted with a Gaussian white noise. In this case
we denote by Φ = e−In+1A = exp(−A) and by Q = Q(1) =
∫ 1
0 exp(−uA)BB
T exp(−uAT) du the
state transition matrix and the excitation covariance matrix respectively.
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Proposition 4 (Regular sampling) In the setting of Theorem 2, assume that I1 = 1 with probability
one. Then −N−1 log βN (ε) −−−−→
N→∞
ξH0:Noise with
ξH0:Noise =
1
2
(
log det
(
CPRC
T + 1d
)
− tr
[
CPRC
T
(
CPRC
T + 1d
)−1]
+tr
[
CΣCT
(
CPRC
T + 1d
)−1]) (41)
where PR is the unique solution of the matrix equation
P = ΦPΦT − ΦPCT
(
CPCT + 1d
)−1
CPΦT +Q (42)
and where the q × q symmetric matrix Σ is the unique solution of the matrix linear equation
Σ− Φ(1q −GC)Σ(1q −GC)
TΦT = ΦGGTΦT (43)
with G = PRCT
(
CPRC
T + 1d
)−1
.
Furthermore, when the roles of H0 and H1 are exchanged (Theorem 3), then
−
1
N
log βN (ε) −−−−→
N→∞
ξH0:Signal =
1
2
(
tr
(
CQ(∞)CT
)
− log det
(
CPRC
T + 1d
))
. (44)
Equation (42) is the celebrated discrete algebraic Riccati equation. Its solution PR is the asymptotic
(steady state) error covariance matrix when the sampling is regular. The matrix G = PRCT
(
CPRC
T + I
)−1
is the Kalman filter steady state gain matrix [26, Chap. 4].
Large Holding Times
We now study the behavior of the error exponents when the holding times are large with high
probability. We shall say that a family (τs) of probability distributions on R+ “escapes to infinity”
as s→∞ if
∀K > 0, τs([0,K]) −−−→
s→∞
0.
In order to study the large holding time behavior of the error exponents, we index the distribution of
the holding times by s and assume that τs escapes to infinity. A typical particular case that illustrates
this situation is when we assume that the In are equal in distribution to sI¯ where I¯ is some nonnegative
random variable, and when we study the behavior of the error exponents for large values of s.
Proposition 5 (Large holding times) Assume (τs) escapes to infinity. The following facts hold true:
ξH0:Noise −−−→
s→∞
1
2
(
log det
(
CQ(∞)CT + 1d
)
− tr
[
CQ(∞)CT
(
CQ(∞)CT + 1d
)−1])
, (45)
ξH0:Signal −−−→
s→∞
1
2
(
tr
(
CQ(∞)CT
)
− log det
(
CQ(∞)CT + 1d
))
. (46)
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Given an Rd-valued i.i.d. sequence (Yn) such that Y1 ∼ N (0, 1d) under H0 and Y1 ∼ N (0, CQ(∞)CT+
1d) under H1, Stein’s lemma says that the associated Type II error exponent coincides with the Kullback-
Leibler divergence D
(
N (0, 1d) ‖N (0, CQ(∞)C
T + 1d)
)
= RHS (45) while if the roles of H0 and H1
are interchanged, the Type II error exponent is D
(
N (0, CQ(∞)CT + 1d) ‖N (0, 1d)
)
= RHS (46).
These results are expected: when τs escapes to infinity, two consecutive samples X(Tn) and X(Tn+1)
will tend to be decorrelated, and it will be realistic to approximate the process (Yn) received under the
signal hypothesis with an i.i.d. process which samples are distributed as N (0, CQ(∞)CT + 1d).
The Scalar Case
In the scalar case, the SDE (1) describes a so called Ornstein-Uhlenbeck process
dX(t) = −aX(t) dt+ bdW (t), t ≥ 0 (47)
where W (t) is a scalar Brownian motion and (a, b) are known real non zero constants. In our situation,
a > 0 and the initial value X(0) is independent from W (t) and follows the law N (0, Q(∞)) where the
variance Q(∞) is given by Q(∞) = b2/(2a). We observe (Yn, Tn)1≤n≤N where (Yn) is a scalar process
and we write the H0-Noise test as
H0 : Yn = Vn for n = 1, . . . , N (48)
H1 : Yn = X(Tn) + Vn for n = 1, . . . , N (49)
where the observation noise process (Vn) is i.i.d. with V1 ∼ N (0, 1). Solving Equation (47) between Tn
and Tn+1 we obtain that Xn = X(Tn) is given by
Xn+1 = e
−aIn+1Xn + Un+1, n ∈ N
where Un ∼ N
(
0, Qn = Q(∞)(1− e
−2aIn)
)
. Statistically, the process (Yn) is completely described
under H1 by the scalars a and Q(∞) and by the distribution τ of I1, and so are the error exponents.
The parameter a controls the correlation strength between to samples of X(t) separated by a given time
lag (the “memory” of the Ornstein-Uhlenbeck process). If I1 is integrable, we can assume E[I1] = 1 and
include the mean holding time into a. Turning to Q(∞), as X(t) ∼ N (0, Q(∞)) for every t ≥ 0, we
notice from (49) that Q(∞) is simply equal to the Signal to Noise Ratio SNR = E[X2n]/E[V 2n ].
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We begin by providing the error exponents expressions when the sampling is regular. In the scalar
case, it is easy to solve Equations (42) and (43) in the statement of Proposition 4 and to obtain the error
exponents in closed forms:
Corollary 1 (Corollary to Proposition 4, Regular sampling in the scalar case) In the scalar case, as-
sume In = 1 with probability one. Put Φ = exp(−a). Then in the setting of Theorem 2 the following
holds true:
−
1
N
log βN (ε) −−−−→
N→∞
ξH0:Noise =
1
2
(
log (1 + PR)−
PR
PR + 1
(
Φ2PR
P 2R + 2PR + 1− Φ
2
− 1
))
(50)
where
PR =
(SNR− 1)(1− Φ2) +
√
(SNR− 1)2(1− Φ2)2 + 4SNR(1−Φ2)
2
.
In the setting of Theorem 3, we have
−
1
N
log βN (ε) −−−−→
N→∞
ξH0:Signal =
1
2
(SNR− log (1 + PR))
The proof of this corollary is omitted. We note that the result (50) coincides with the one stated in [7,
Theorem 1].
We now get back to a general distribution for the holding times and consider the behavior of ξH0:Signal
with respect to a and with respect to the Signal to Noise Ratio:
Proposition 6 Assume the scalar case. In the setting of Theorem 3, the error exponent ξH0:Signal decreases
as a increases and SNR = Q(∞) is fixed, and lima→0 ξH0:Signal = Q(∞)/2. Moreover, ξH0:Signal increases
as Q(∞) increases and a is fixed.
One practical implication of this proposition is the following: from the stand point of the error exponent
theory, when H0 stands for the presence of a noisy O-U signal, one has an interest in choosing close
sensors if one wants to reduce the Type II error probability. This probability is reduced by exploiting the
correlations between the Xn.
In the setting of Theorem 2, the behavior of ξH0:Noise with respect to a has been analyzed in the regular
sampling case only (Corollary 1) in [7]. The authors of [7] proved that when SNR ≥ 0 dB, ξH0:Noise
increases with a while when SNR < 0 dB, ξH0:Noise admits a maximum with respect to a. By a numerical
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estimation of ξH0:Noise (see below), we observe a similar behavior in the case of a Poisson sampling.
However, a more formal characterization of the behavior of ξH0:Noise for a general distribution τ seems
to be difficult.
V. NUMERICAL ILLUSTRATION
Let (X̂∞, P∞) be a random element of Rq × [0, Q(∞)] with distribution the invariant distribution ν
of the Markov process (X̂n, Pn). Then the error exponent provided by Theorem 2 can be also written
ξH0:Noise =
1
2
E
[
log det
(
CP∞C
T + 1d
)
+ C
(
X̂∞X̂
T
∞ − P∞
)
CT
(
CP∞C
T + 1d
)−1]
and the error exponent provided by Theorem 3 is
ξH0:Signal =
1
2
(
tr
(
CQ(∞)CT
)
− E
[
log det
(
CP∞C
T + 1d
)])
.
By the stability of the Markov chain (X̂n, Pn) shown in Section III, we estimate the error exponents
by simulating the Kalman Equations (12)-(13) with (Yn) i.i.d., Y1 ∼ N (0, 1d), and by replacing the
expectation operators in the equations above with empirical means taken on (X̂n, Pn)n=1,...,N for N
large enough.
Figures 1 and 2 describe the behavior of the error exponents in the scalar case. In Fig. 1, ξH0:Noise is
plotted as a function of a for SNR = −3, 0 and 3 dB. Poisson sampling as well as regular sampling is
considered in this figure. We notice that ξH0:Noise increases for SNR = 0 and 3 dB while it has a maximum
with respect to a for SNR = −3 dB. As said in Section IV, this behavior has been established in [7]
in the case of a regular sampling. We also notice that Poisson sampling is worse than regular sampling
for SNR = 3 dB and better than regular sampling for SNR = −3 dB from the viewpoint of the error
exponent.
In Fig. 2, the error exponent ξH0:Signal is plotted vs a also for SNR = −3, 0 and 3 dB. The conclusions of
Proposition 6 are illustrated. One interesting observation is that the error exponent with Poisson sampling
is better than the error exponent with regular sampling for all considered SNR.
Figures 3 and 4 concern respectively the behavior of ξH0:Noise and ξH0:Signal in the vector case. We consider
following 2-dimensional process.
dX(t) = −
0 −1
1 1
X(t) dt+
0
1
 dW (t)
where W (t) is a scalar Brownian motion. We take C = 12 in (4). Both Poisson and regular models for the
sampling are considered. In the Poisson sampling case, we assume that the In are equal in distribution to
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Fig. 1. Scalar case: ξH0:Noise vs a for SNR = −3, 0 and 3 dB
sI where I is a Poisson random variable with mean one, and we plot the error exponents in terms of the
mean holding time s. In the regular sampling case, s is simply the sensor spacing. The other parameter
is the SNR given by
SNR = E[|CXn + Vn|
2]
E[|Vn|2]
=
tr
(
CQ(∞)CT
)
d
.
A behavior comparable to the scalar case behavior is observed for both tests: In the case of the H0-Noise
test, the error exponent increases with s at high SNR, while it has a maximum with respect to s at
low SNR, and the Poisson sampling is worse than the regular sampling at high SNR. In the case of the
H0-Signal test, we also observe that ξH0:Signal decreases in s, and Poisson sampling is better than the
regular sampling for the three considered SNR from the standpoint of the error exponents.
APPENDIX
A. Technical lemmas
In this section we provide some useful technical lemmas.
Lemma 3 Assume that A is positive stable. Then there exists constants a > 0 and K > 0 such that
‖e−xA‖ ≤ K exp(−xa) for x ≥ 0.
Proof: Let a > 0 be smaller than the real parts of all the eigenvalues of A and C be a rectangle
in the complex half plane {z : ℜ(z) ≥ a} whose interior contains all these eigenvalues. Applying
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Fig. 2. Scalar case: ξH0:Signal vs a for SNR = −3, 0 and 3 dB
Theorem 6.2.28 of [20], we have e−xA = 12π i
∫
C
e−xλ(λ I −A)−1 dλ. Hence, we have
‖e−xA‖ ≤ e−xa
∫
C
‖(λ I −A)−1‖dλ.
By continuity of λ 7→ (λ I −A)−1 on C, the previous integral is finite, which gives the result.
Lemma 4 Assume that the matrix A is positive stable and that the pair (A,B) is controllable. Then the
matrix function Q(x) defined by (7) is strictly increasing in the positive semidefinite ordering from 0 to
Q(∞) as x increases from 0 to ∞.
Proof: Since (A,B) is controllable, Q(x) > 0 for any x > 0. Assume that x < y. We have
Q(y)−Q(x) =
∫ y
x exp(−uA)BB
T exp(−uAT)du = exp(−xA)Q(y−x) exp(−xAT) > 0 which proves
the lemma.
B. A stability result on Markov chains
Here we present our swiss knife result on Markov chains. We follow the approach in [27] for obtaining
the geometric ergodicity of Markov chains using simple moment conditions, although we use a more
direct proof inspired from [28]. For the a.s. convergence of the empirical mean, we will rely on the
following standard result for martingales [29]:
Lemma 5 Let (Mn)n≥0 be a martingale sequence and Xn = Mn −Mn−1 be its increments. If there
exists p ∈ [1, 2] such that
∑
k≥1 k
−p
E[|Xn|
p] <∞, then Mn/n
a.s.
−−−→
n→∞
0.
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Fig. 3. RLC Model: ξH0:Noise vs s for SNR = −3, 0 and 3 dB
We adopt the following setting for our generic Markov chain. Let {η, ηk, k ≥ 1} be an i.i.d. sequence
of random variables valued in E and let X be a closed subset of Rd. Let Fy(x) be defined for all y ∈ E
and x ∈ X with values in X and such that (x, y) 7→ Fy(x) is a measurable X × E→ X function. This
allows to define a Markov chain {Zxk , k ≥ 0} by
Zx0 = x ,
Zxk = Fηk(Z
x
k−1), k ≥ 1 .
(51)
This Markov chain is valued in X and start at time 0 with the value x. We denote by P the corresponding
kernel defined on any bounded continuous function f : X → R by
Pf(x) = E(f(Zx1 )) = E(f ◦ Fη(x)), x ∈ X .
Observe that (51) implies, for all n ≥ 1
Zxn = Fηn ◦ · · · ◦ Fη1(x) .
We denote by | · | the Euclidean norm on Rd and, for any p ≥ 1 and f : X → R,
‖f‖Lipp = sup
x,x′∈X 2
|f(x)− f(x′)|
|x− x′| (1 + |x|p−1 + |x′|p−1)
,
which is the Lipschitz norm for p = 1. We now state the main result of this appendix.
Theorem 4 Define {Zxk , k ≥ 0} as in (51). Assume that Fη is a.s. continuous, and that, for some C > 0,
α ∈ (0, 1), p, r ≥ 0, q ≥ 1 and s ≥ p,
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Fig. 4. RLC Model: ξH0:Signal vs s for SNR = −3, 0 and 3 dB
(i) For all x, x′ ∈ X 2 and n ≥ 1,
E
[
|Fηn ◦ · · · ◦ Fη1(x)− Fηn ◦ · · · ◦ Fη1(x
′)|q
]
≤ Cαn (1 + |x|pq + |x′|pq) .
(ii) For all x ∈ X 2 and n ≥ 1,
E [|Fηn ◦ · · · ◦ Fη1(x)|
s] ≤ C(1 + |x|rs) . (52)
Then the following conclusions hold.
(a) There exists a unique probability measure µ on X such that
ξ ∼ µ and ξ independent of η ⇒ Fη(ξ) ∼ µ . (53)
and this measure µ has a finite s-th moment.
(b) Let a ∈ [1, s ∧ {1 + s(q − 1)/q}] and f : X → R such that ‖f‖Lipa <∞. Suppose in addition that
s > b = p ∨ {r(a− 1)}. Then, for all x ∈ X ,
1
n
n∑
k=1
f(Zxk )
a.s.
−−−→
n→∞
µ(f) =
∫
fdµ .
(c) Let (Un)n≥1 be a sequence of i.i.d. real-valued random variables such that E[|U1|1+ǫ] <∞ for some
ǫ > 0 and, for all n ≥ 1, Un is independent of η1, . . . , ηn. Then, under the same assumptions as in
(b), if moreover s > a, then, for all x ∈ X ,
1
n
n∑
k=1
Ukf(Z
x
k )
a.s.
−−−→
n→∞
m µ(f) ,
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where m = E[U1].
Proof: Let us introduce the backward recurrence process starting at x defined by Y0 = x and
Yn = Fη1 ◦ · · · ◦ Fηn(x), n ≥ 1 .
Note that for any n, Yn
d
= Zxn , that is, the processes (Yn) and (Zxn) has the same marginal distributions.
Moreover, using (i) and the Jensen Inequality, we have
E
∑
n≥0
|Yn+1 − Yn|
 ≤∑
n≥0
C1/qαn/q (1 + |x|p + E [|Fηn(x)|
p]) .
By (ii), since s ≥ p, E [|Fηn(x)|p] < ∞ and thus
∑
n≥0 |Yn+1 − Yn| < ∞ a.s. By completeness of the
state space X , Yn converges in X a.s. We denote the limit by ξ and its probability distribution by µ.
By a.s. continuity of Fη , we have Fη(Yn)
a.s.
→ Fη(ξ). On the other hand Fη(Yn) ∼ Yn+1
a.s.
→ ξ. Hence
µ satisfies (53), that is, µ is an invariant distribution of the induced Markov chain. Moreover by (ii),
we have supn E[|Yn|s] < ∞ which by Fatou’s Lemma implies that E[|ξ|s] < ∞. Let us show that µ
is the unique invariant distribution. By (i), for any x, y ∈ X , Zxn − Zyn a.s.−−−→n→∞ 0. Now draw x and y
according to two invariant distributions, respectively, so that (Zxn)n≥0 and (Z
y
n)n≥0 are two sequences
with constant marginal distributions. Then necessary these two distributions are the same and thus µ is
the unique invariant distribution, which achieves the proof of (a).
We now prove (b). First observe that f is continuous and f(x) = O(|x|a) as |x| → ∞. Hence by (a),
since a ≤ s, f is integrable with respect to µ. Also, by (ii), E[|f(Zxk )|] < ∞ for all k ≥ 1 and x ∈ X .
We use the classical Poisson equation for decomposing the empirical mean of the Markov chain as
the empirical mean of martingale increments plus a negligible remainder. Using that ‖f‖Lipa < ∞, the
Ho¨lder inequality and (i), we have, for any x, y ∈ X ,
E
∑
k≥1
|f(Zxk )− f(Z
y
k)| ≤
∑
k≥1
C1/qαk/q (1 + ‖Zxk ‖
a−1
q′(a−1) + ‖Z
y
k‖
a−1
q′(a−1)) (1 + |x|
p + |y|p) ,
where we used the notation ‖ · ‖p = (E[| · |p])1/p and q′ = q/(q − 1). Since q′(a− 1) ≤ s, we can apply
the Jensen Inequality and (ii) to bound ‖Zxk ‖q′(a−1) and ‖Zyk‖q′(a−1). We obtain, for some constant c > 0
E
∑
k≥1
|f(Zxk )− f(Z
y
k)| ≤ c (1 + |x|
b + |y|b) .
with b = p ∨ {r(a− 1)}. Since we assumed s > b, using (a), the right-hand side of the previous display
is integrable in y with respect to µ and we get∑
k≥1
|E[f(Zxk )]− µ(f)| ≤
∫
E
∑
k≥1
|f(Zxk )− f(Z
y
k )|µ(dy) ≤ c
′ (1 + |x|b) .
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Hence we may define the real-valued function
fˆ(x) =
∑
k≥1
{E[f(Zxk )]− µ(f)} ,
which is the solution of the Poisson equation f(x)− µ(f) = fˆ(x)− P fˆ(x) and satisfies
sup
x∈X
(1 + |x|b)−1 sup
k≥1
|fˆ(x)| <∞ . (54)
Hence the decomposition
1
n
n∑
k=1
{f(Zxk )− µ(f)} =
1
n
n∑
k=1
{fˆ(Zxk )− P fˆ(Z
x
k )} =
1
n
n∑
k=1
Xk +
1
n
{P fˆ(x)− P fˆ(Zxn)} ,
where Xk = fˆ(Zxk ) − P fˆ(Zxk−1), k ≥ 1. Observe that (Xk)k≥1 is a sequence of martingale incre-
ments. By the Jensen Inequality, we have E[|P fˆ(Zxn)|s/b] ≤ E[|fˆ(Zxn+1)|s/b] and by (54) and (ii),
supk≥1 E[|fˆ(Z
x
n+1)|
s/b] <∞. Since s/b > 1, by the Markov Inequality and Borel-Cantelli’s lemma, this
implies that P fˆ(Zxn)/n
a.s.
→ 0. We also get that supk≥1 E[|Xk|s/b] <∞ and, by Lemma 5
∑n
k=1Xk/n
a.s.
→
0. This proves (b).
We conclude with the proof of (c). Using (b) we may replace Uk by Uk − m, that is, we assume
m = 0 without loss of generality. Then (Ukf(Zxk ))k≥1 is a sequence of martingale increments. Let
u = (1 + ǫ) ∧ s/a > 1. We have supk≥1 E[|Ukf(Zxk )|u] = E[|U1|u] supk≥1 E[|f(Zxk )|u] <∞ by (ii) and
the result follows from Lemma 5.
C. Proofs for Section IV.
1) Proof of Proposition 4: Given any deterministic nonnegative matrix p ∈ [0, Q(∞)], the sequence
of covariance matrices Z˜pk = F˜1(Z˜
p
k−1) where F˜1 is the second component of (15) with I = 1 is a
deterministic sequence. From Lemma 1 and Proposition 3–Eq. (27), we have ‖Z˜pk − Z˜qk ‖ ≤ Kαk‖p−q‖
for α ∈ (0, 1) and K > 0. Hence, (see the classical proof of the Banach fixed point theorem), Z˜pk
converges to a limit PR defined as the unique solution in [0, Q(∞)] of the equation P = F˜1(P ) which is
the discrete algebraic Riccati equation (42). In the formalism of Proposition 1, this amounts to say that
the invariant distribution µ coincides with δPR . It remains to show that Equation (42) has no solutions
outside [0, Q(∞)]. Indeed, assume that p is a solution of (42). Consider the state equations (11) where
it is assumed that X(0) ∼ N (0,p). By the very nature of the Kalman filter, the covariance matrix Pk
satisfies
Pk ≤ E
[
XkX
T
k
]
= e−TkApe−TkA
T
+Q(Tk) < e
−TkApe−TkA
T
+Q(∞)
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As Pk = p for any k, we have p ≤ Q(∞) by taking the limit as k →∞.
We now consider the invariant distribution ν characterized by Proposition 2. This distribution writes
ν = νX ⊗ δPR , and we shall show that νX = N (0,Σ) where Σ is the unique solution of Equation (43).
To that end, we begin by showing that the steady state Kalman filter transition matrix Θ = Φ(1q −GC)
with G = PRCT(CPRCT + 1d)−1 has all its eigenvalues {λi} in the open unit disk. Indeed, getting
back to Equation (20) and passing to the limit, we have PR = ΘPRΘT + ΦGGTΦT +Q. Assuming ti
is an eigenvector of Θ with eigenvalue λi, we obtain from this last equation that (1 − |λi|2)tTi PRti =
tTi ΦGG
TΦTti + t
T
i Qti > 0 due to Q = Q(1) > 0, hence |λi| < 1. Consequently, the matrix equation
(43) has a unique solution Σ = ∑∞n=0ΘnΦGGTΦT(ΘT)n [26, Chap. 4.2]. When Zk = (Zk, Z˜k) ∈
R
q × [0, Q(∞)] follows the distribution ν, we have (see (15)) Zk = ΘZk−1 + ΦGYk. Recall that
Yk ∼ N (0, 1d) and is independent with Zk−1. In these conditions, it is clear that Zk ∼ N (0,Σ) when
Zk−1 ∼ N (0,Σ). Therefore, ν = N (0,Σ) ⊗ δPR is invariant, and by Proposition 2, it is the unique
invariant distribution. Replacing ν and µ with their values at the right hand sides of (16) and (17), we
obtain (41) and (44) respectively. Proposition 4 is proven.
2) Proof of Proposition 5: We assume that the holding times In are equal in distribution to Is
(distributed as τs) to point out the dependence on s. We also denote the invariant distribution of the
Markov chain (Z˜k) defined in Section III as µs. We begin by proving that µs converges weakly to δQ(∞)
as s → ∞ (notation µs ⇒ δQ(∞)). By Lemma 3 we have E[‖ exp(−IsA)‖2] ≤ KE[exp(−2aIs)] =∫
exp(−2ax)τs(dx) with a > 0. Given a K > 0, we have
∫
exp(−2ax)τs(dx) =
∫ K
0 exp(−2ax)τs(dx)+∫∞
K exp(−2ax)τs(dx) ≤ τs([0,K])+exp(−2aK). As τs escapes to infinity, E[‖e
−IsA‖2]→s→∞ 0, which
implies that e−IsA →s→∞ 0 in probability. Moreover, we have
‖Q(Is)−Q(∞)‖ =
∥∥∥∥∫ ∞
Is
exp(−uA)BBT exp(−uAT) du
∥∥∥∥
≤ ‖B‖2
∫ ∞
Is
‖ exp(−uA)‖2 du ≤ K
∫ ∞
Is
exp(−2ua) du = (K/2a) exp(−2aIs)
hence Q(Is) → Q(∞) in probability as s →∞. Now, assume that the random variable Z˜ ∈ [0, Q(∞)]
is distributed as µs. Recalling that F˜ is the random iteration function defined as the second component
of Equation (15), we have ‖F˜Is(Z˜)−Q(∞)‖ ≤ K‖e−IsA‖2 + ‖QIs −Q(∞)‖, hence F˜Is(Z˜)→ Q(∞)
in probability as s → ∞. As F˜Is(Z˜) ∼ µs, µs ⇒ δQ(∞). Due to the continuity of the log det on the
compact set [0, Q(∞)], we have
∫
log(1 + p)dµs(p) →s→∞
∫
log(CQ(∞)CT + 1d), and (46) results
from (17).
Now assume that Z = (Z, Z˜) ∈ Rq × [0, Q(∞)] follows the invariant distribution ν, and let (Z1, Z˜1) =
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F(Is,V )(Z), where F(Is,V ) is defined by Equation (15). In particular, we have Z1 = Θ(Is, Z˜)Z +
e−I
sAG(Z˜)V . As E[‖e−IsA‖2] →s→∞ 0 and Z˜ ≤ Q(∞), we have E[‖Θ(Is, Z˜)‖2] = E[‖e−I
sA(I −
G(Z˜)C)‖2] →s→∞ 0 and E[|e−I
sAG(Z˜)V |2]→s→∞ 0, hence E[|Z1|2]→s→∞ 0. The third term at the
RHS of the Expression (16) of ξH0:Noise satisfies∫
x
TCT
(
CpCT + 1d
)−1
Cx dν(x,p) ≤ ‖C‖2
∫
|x|2dν(x,p) = ‖C‖2E[|Z1|
2] −−−→
s→∞
0 .
As µs ⇒ δQ(∞), the second term at the RHS of (16) converges to −tr[CQ(∞)CT(CQ(∞)CT+1d)−1],
which terminates the proof of Proposition 5.
3) Proof of Proposition 6: In the scalar case, the covariance update equation (13) writes
Pn+1 = F˜
a
In+1(Pn) = e
−2aIn+1
(
Pn
Pn + 1
−Q(∞)
)
+Q(∞) . (55)
Given a sequence of holding times (In)n≥1 and two positive numbers a1 ≥ a2, consider the two
Markov chains Z˜pai,k = F˜
ai
Ik
(Z˜pai,k−1) for i = 1, 2, both starting at the same value p = Q(∞). Let
f(p) = p/(p + 1) − Q(∞). As f(Q(∞)) < 0 and 0 < exp(−2a1I1) ≤ exp(−2a2I1), it is clear
that Z˜pa1,1 ≥ Z˜
p
a2,1
. Assume that Z˜pa1,k−1 ≥ Z˜
p
a2,k−1
. As f(p) is negative and increasing for p ∈
[0, Q(∞)] and 0 < exp(−2a1Ik) ≤ exp(−2a2Ik), we have Z˜pa1,k = exp(−2a1Ik)f(Z˜
p
a1,k−1
) +Q(∞) ≥
exp(−2a2Ik)f(Z˜
p
a2,k−1
) +Q(∞) = Z˜pa2,k.
From Proposition 1, both the chains Z˜pa1,k and Z˜
p
a2,k
have unique invariant distributions µ1 and µ2
respectively, and by repeating the arguments of the proof of Theorem 3,
1
N
N−1∑
k=0
log
(
1 + Z˜pai,k
)
a.s.
−−−−→
N→∞
∫
log (1 + p) dµi(p) for i = 1, 2.
As Z˜pa1,k ≥ Z˜
p
a2,k
for all k, by passing to the limit we have
∫
log(1+p)dµ1(p) ≥
∫
log(1+p)dµ2(p). As
ξH0:Signal = 0.5
(
Q(∞)−
∫
log(1 + p)dµ(p)
)
in the scalar case (see Expression (17)), this error exponent
decreases with a.
We now show that lima→0 ξH0:Signal = Q(∞)/2. Assume that Z˜ ∈ [0, Q(∞)] has the invariant distribution
that we denote µa. From Eq. (55), we have E[Z˜] = E[F˜ aI (Z˜)] = E[e−2aI ]
(
E
[
Z˜
Z˜+1
−Q(∞)
])
+Q(∞)
which results in
E
[
Z˜2 + (1− E[e−2aI ])Z˜
Z˜ + 1
]
= Q(∞)(1− E[e−2aI ]) .
As Z˜ ≤ Q(∞), we have E
[
Z˜2
Q(∞)+1
]
≤ E
[
Z˜2
Z˜+1
]
≤ Q(∞)(1−E[e−2aI ]). By the dominated convergence
theorem, E[exp(−2aI)] →a→0 1, therefore E[Z˜2]→ 0 as a→ 0. It results that µa converges weakly to
δ0 as a→ 0, therefore
∫
log(1 + p)dµa(p)→ 0. Hence lima→0 ξH0:Signal = Q(∞)/2.
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In order to show that ξH0:Signal increases with Q(∞), the argument is similar to the one used above to
show that ξH0:Signal decreases as a increases. Proposition 6 is proven.
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