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Abstract
We study Neumann coefficients of the various vertices in the Witten’s open string
field theory (SFT). We show that they are not independent, but satisfy an infinite
set of algebraic relations. These relations are identified as so-called Hirota identities.
Therefore, Neumann coefficients are equal to the second derivatives of tau-function
of dispersionless Toda Lattice hierarchy (this tau-function is just a partition sum of
normal matrix model). As a result, certain two-vertices of SFT are identified with
the Neumann boundary states on an arbitrary curve.
We further analyze a class of SFT surface states, which can be re-written in the
closed string language in terms of boundary states. This offers a new correspondence
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between open string states and closed string states (boundary states) in SFT. We
conjecture that these special states can be considered as describing D-branes and
other extended objects as ”solitons” in SFT. We consider some explicit examples,
one of them is a surface states corresponding to orientifold.
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1 Introduction and summary of main results
A new structure seems to be underlying the open string field theory (OSFT) [1]. Namely, it
becomes increasingly clear that a number of objects of SFT can be given an interpretation
in terms of integrable hierarchies.
On the other hand, studies of tachyon dynamics and other related hypotheses (see
e.g. [2]) within the scope of open SFT (see e.g. [3, 4]) have risen the question of description
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of closed string states in the open SFT. Surprisingly, traveling an unexploited path of
integrability in SFT, we in fact will be able to address these questions as well.
It has been shown in [5] that various states in CFT can be associated with tau-functions
of dispersionless KP and Toda Lattice hierarchies1. Times of integrable hierarchy param-
eterize the dependence of these states on an arbitrary conformal transformation. Vacuum
state for the holomorphic scalar field in the plane (“open string picture”) corresponds to
dKP hierarchy2. Boundary states in case of arbitrary scalar field in the plane (“closed
string picture”) are described by the whole dToda hierarchy, with holomorphic and anti-
holomorphic sectors being mixed.
An important example of this construction is a surface state in open SFT [7]. Neumann
coefficients of the surface state were shown in [5] to be not independent but to satisfy an
infinite set of algebraic relations. These relations are nothing else but so-called Hirota
identities for dKP hierarchy. It means that the Neumann coefficients are just second
derivatives of (dispersionless) KP tau-function.
Hirota identities distinguish the tau-functions of dispersionless integrable hierarchies
from any other function of infinite number of variables. They turned out to be equivalent
to the condition for a state to be Bogolyubov transform of a vacuum in case of “open string
picture”. Namely, on the CFT side Hirota identities are the conditions which guarantee
existence of some operators bk, b¯k annihilating the transformed state. These operators are
linear combinations of original creation and annihilation operators ak, a¯k.
For the “closed string picture” the Hirota identities of dispersionless Toda Lattice
hierarchy mean that corresponding state is annihilated by combinations bk ± b¯k, being
thus Bogolyubov transform of Neumann or Dirichlet boundary state. Such a state is
exponential of combination quadratic in creation operators a+k , a¯
+
k with coefficients being
second derivatives of dispersionless Toda Lattice tau-function with respect to all times tk
and t¯k. It is worth noting that this is the same tau-function that is equal to a partition
sum of normal matrix model [8, 9].
Later, it was observed in [10] that Neumann coefficients of Witten’s three-vertex in
open SFT could also be expressed via derivatives of particular tau-function of disper-
sionless Toda Lattice hierarchy. Thus boundary states in “closed string picture” and
three-vertex in open SFT are expressed in terms of the same data and should be somehow
related. However, naively there is no immediate connection between these two objects.
Moreover, a three-vertex in SFT naturally depends on three independent sets of cre-
ation operators [7]. This gives nine infinite matrices of the corresponding Neumann co-
efficients N IJ (I, J = 1, 2, 3). On the other hand in dToda hierarchy there are only two
infinite sets of times tk, t¯k and, consequently, three infinite matrices of second derivatives
FAB ≡ ∂t(A)∂t(B)F , where A,B = 1, 2 and correspond to tk and t¯k. This difficulty did
not appear in [10] because for the particular case of Witten’s vertex (corresponding to
special choice of conformal maps which define gluing of three open string world sheets)
all matrices of the Neumann coefficients are expressed via just two independent ones.
1Throughout this paper we will often use terms “dKP” and “dToda” when referring to the dispersion-
less KP and the dispersionless Toda Lattice hierarchies [6] correspondingly.
2Up to some subtleties, dKP hierarchy can be thought of as a holomorphic sector of dToda hierarchy.
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Still, even for this case the three-vertex depends on three independent sets of creation
operators, although some coefficients in front of them coincide. Because of this, the exact
identification between combinations of Neumann coefficients and second derivatives of
tau-functions were just guessed so that they would satisfy Hirota identities. The meaning
of these formulae was unclear. Also, it was unclear if there was any relation between the
three-vertex and boundary states.
In this paper we address these questions. We find explicit connection between the
SFT two-vertices and boundary states. By its nature a two-vertex relates correlators in
the tensor product of two open strings to correlators of one open string. On the other
hand, a boundary state relates closed strings to open strings. In order for a two-vertex
to be a boundary state it should combine two open strings into one closed. To achieve
this, conformal transformations that define the two-vertex should map world sheets of two
open strings into that of a closed string. We state a simple condition such transformations
should obey. Using this connection, we derive in a systematic way the formulae relating
Neumann coefficients for general SFT vertex and second derivatives of tau-function. This
relation is a trivial consequence of the fact, that any n-vertex, contracted with vacua
states in n − 2 sectors is just a two-vertex in the remaining two sectors. In particular,
this explains the results guessed in [10] for the case of Witten’s three-vertex.
There is one more conceptual problem in [10] which we would like to address here.
In the case of Witten’s three-vertex that we considered till now all three conformal maps
were fixed. It means that corresponding Neumann coefficients are just numbers, not
functions of tk, which are identified with second derivatives of tau function evaluated at
some particular fixed values of tk. However, the whole experience of integrable systems
(in its application e.g. to matrix models, SYM theories, quantum Hall effect) teaches us
that it is important and usually fruitful to introduce the dynamics w.r.t. these tk even if
we are interested at the end only in the results for some fixed times. (We will comment
on the application of this ideology to the present case latter). This is why, once we have
found a tau function (or its second derivatives) calculated at some particular values, it
is interesting to try to understand what could this object mean at different, arbitrary
values of tk. Note, that for the “chiral” case of KP
3 we have already found an answer
to this question. KP case was related to the surface states (or “conformally transformed
vacuum” [5]). These states (one-vertices) |Σ〉 are defined for an arbitrary conformal map
from some proper family. We can parameterize this family of states |Σ(tk)〉 by times tk
and in such way describe dynamics of surface states. Thus the functional dependence of
KP tau-function with respect to tk (not just its value at fixed tk) makes an appearance
in SFT. We will discuss the consequences of this below.
However, we are interested in finding the full Toda dynamics in the SFT. We see
from [10] that it indeed exists. Natural object for this dynamics (as this paper will show)
is a two-vertex. Again, we want to make Neumann coefficients of the two-vertices varying
with the tk or (to put it differently) depending on the arbitrary conformal maps. What
can be the meaning of such an object and where can it naturally appear?
Let us contract a surface state with Witten’s three-vertex. According to “gluing
3See footnote 2 on the preceding page
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theorem” [11] the result will be some two-vertex. This two-vertex can be considered as
a multiplication operator. For a given surface state |Σ〉 this operator Σˆ is defined in the
following way
Σˆ : |X〉 → |X ∗ Σ〉 ∀ |X〉
and can be realized via two-vertex |V12(Σ)〉. Again, this two-vertex can be viewed as
a functional on the whole family of surface states. The resulting |V12(tk)〉 is Toda tau-
function not for fixed, but for dynamical tk.
This object, which was just introduced following the intuition led by integrable struc-
ture, has quite interesting interpretation by itself. It leads to a very intriguing possibility
of describing solitonic objects of open SFT as some boundary states. Indeed, as we just
said, some two-vertices can be interpreted as boundary states 4. Thus multiplication op-
erators |V12(Σ)〉 will in fact be boundary states for some special surface states |Σ〉. A very
interesting problem is to find a criteria the surface state should satisfy to give rise to a
boundary state. We do not try to address this question in its full mathematical generality,
but rather focus on various physically relevant examples.
It is a plausible assumption that some of these boundary states have relations to D-
branes. Thus, as a first example of such surface states in SFT, we come to vacuum SFT
(VSFT) (see, e.g. [4]) where D-branes as solitonic solutions of equations of motion were
conjectured [3]. In the framework of VSFT these solutions are described via star-algebra
projector states – they square to themselves under star-product [12]. Their identification
as branes is based on the fact that they yield correct ratios of tensions of branes of different
dimensions. We take one of such projectors, which evaded an interpretation so far – the
identity state – and find that it does give rise to orientifold boundary state. We present
some evidence that this should be also true in case of sliver state. In general we conjecture
that the solutions identified in [3] with D-branes lead to Dirichlet and Neumann boundary
states. If true, this would not only allow to test the conjecture of [3], but also provide a
new candidate for description of closed strings in the open string field theory.
There is a variety of results which could be easily obtained once the integrability
structure of the problem is identified. Because tk’s parameterize the whole family of
surface states and surface states form a sub-algebra under star product it should be
possible to re-write star multiplication analytically in terms of tk. This would allow us,
for example, use the well-known integrable reductions to identify the finite-dimensional
sub-algebras of star-product. Another possible development can be made by giving sense
to derivatives of Neumann coefficient w.r.t. tk, i.e. the third derivatives of tau-function.
In [13] it was shown that associativity (WDVV) equations [14] are solved by tau-function
as a direct consequences of Hirota identities. The integrable structure of SFT, identified
in this paper, thus strongly suggests the presence of such associativity algebra. The
identification of the chiral rings of associative operators in SFT is just one of the numerous
possibilities opened by integrability.
The paper has two logical parts. We start by introducing the setup and showing
4Again, this observation, which can be made directly, originated from integrable structure – from the
fact that two-vertex and boundary state are expressed in terms of the same data, second derivatives of
the same Toda tau-function
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how conformally transformed vacuum of scalar CFT is related to the holomorphic (anti-
holomorphic) part of dToda tau-function in Section 2. (The corresponding material about
(dispersionless) Toda Lattice hierarchy is reviewed in Appendix A). This state has an
interpretation as a surface state of OSFT. We show that Neumann coefficients of such
surface state satisfy Hirota identities. In Section 3 we consider the free scalar CFT with
imposed Neumann (Dirichlet) boundary conditions on an arbitrary analytic curve C. We
show that it is just a conformally transformed Neumann (Dirichlet) boundary state on
a circle. We relate the boundary state on a curve C to the whole dToda tau-function
(not only to the holomorphic part of it). We review the basic objects of SFT, two- and
three-vertices in Section 4. The two-vertex gets identified with a Neumann boundary
state on a curve. Having done that, we are able to relate the two-vertex to the same Toda
tau-function, it is done in Section 4.1. In Section 5 we comment on the relation between
three-vertex and dToda tau-function.
Sections 6–6.4 comprise the second part of the paper, addressing the issue which can
be considered independently of the story with integrability. Although the motivation
comes from the problem of finding dynamical interpretation for times tk discussed above.
In Section 6 we investigate the consequences of the correspondence between two-vertex
and a boundary state. We conjecture a way to build boundary states that correspond to
solitonic solutions of certain VSFT and explain how these boundary states would allow
to test conjecture of [3]. We explore this correspondence first on the sub-algebra of wedge
states. This is done in the Section 6.1. Section 6.2 contains an explicit example of the
correspondence, we show in it that the identity state of the star-algebra can be identified
with the orbifold boundary state. This triggers some additional comments, presented in
the Section 6.3. We discuss all the open issues in the Section 6.4.
All technical details are given in the appendices. Appendix A contains a digest of
various topics related to integrable hierarchies. It is intended to give a reader who is
unfamiliar with the subject a quick overview of KP and Toda Lattice hierarchies as well
as their dispersionless limits; introduces basic notions and approaches, and provide (non-
exquisite) list of references. We give a proof of relation between Neumann boundary state
on a circle and a two-vertex of SFT in Appendix B. In Appendix C two-vertex of SFT
defined by arbitrary conformal transformations is related to the a boundary state on an
analytic curve. Finally, in Appendix D we give a full list of identification between the
two-vertex and tau-function of Toda Lattice hierarchy.
6
2 Vacuum state in CFT and dToda tau-function
Consider a scalar field defined on a whole complex plane. It is a sum of independent
holomorphic and anti-holomorphic components5
φ(w, w¯) = φ0 + φ(w) + φ¯(w¯) = φ0 + b0 logw + b¯0 log w¯ −
∞∑′
k=−∞
(
bk
k wk
+
b¯k
k w¯k
)
(2.1)
The operators bk, b¯k are harmonics of two independent currents J(w) = ∂φ(w, w¯), J¯(w¯) =
∂¯φ(w, w¯)
bk =
∮
∞
dw
2πi
wkJ(w) b¯k =
∮
∞
dw¯
2πi
w¯kJ¯(w¯) (2.2)
After quantization they obey the usual commutation relations
[bk, bn] = [b¯k, b¯n] = kδk,−n (2.3)
One can construct a Fock space which is a tensor product of Fock spaces for holomorphic
and antiholomorphic sectors correspondingly, in which operators bk and b−k (b¯k and b¯−k)
act as annihilation and creation operators. The vacua in these Fock spaces are defined by
bk |pb〉 = 0, ∀ k ≥ 1 (2.4)
b¯k |p¯b〉 = 0, ∀ k ≥ 1 (2.5)
where pb (p¯b) are eigenvalues of the operators b0 (b¯0) (see the footnote 5). Since φ(w, w¯)
is a scalar field, currents J(w) and J¯(w¯) are primary fields with conformal dimensions
∆ = (1, 0), ∆¯ = (0, 1) correspondingly. Thus under conformal transformation (z, z¯) →
(w(z), w¯(z¯)) they change as
J(w) =
dz
dw
J (z) (2.6)
J¯(w) =
dz¯
dw¯
J¯ (z¯) (2.7)
These transformations can also be written in terms of operators Uw representing elements
of Virasoro group
Uw = exp(
∑
n
vnLn) (2.8)
where vn’s are harmonics of v(z) =
∑
vnz
n+1 and field v(z) is defined by equation
ev(z)∂zz = w(z) (2.9)
5For field φ(w, w¯) to be single-valued in the complex plane one should impose the condition
b0 = b¯0
However it is convenient for us to keep both of these operators for now.
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For the purpose of this paper let us constrain ourselves to the univalent transformations,
i.e. those that map z =∞ into w =∞ in one-to-one manner. Then w(z) has the form
w(z) =
z
r
+
∑
k≥0
pk
zk
(2.10)
Here we note that r as well as other parameters are complex. The bk’s can be expressed
through the conformally transformed current J (z) as
bk = U
−1
w akUw =
∮
dz
2πi
(
w(z)
)k
J (z) (2.11)
and similarly for b¯k’s. Here ak’s are harmonics of the current J (z). For univalent trans-
formations (2.10) this means for bk’s
bn =
n∑
k=0
Cn,kak +
∞∑
k=1
Cn,−ka−k ∀n > 0
b−n =
∞∑
k=n
C−n,−ka−k ∀n > 0
(2.12)
Cn,k =
∮
dz
2πi
z−k−1
(
w(z)
)n
∀k, n (2.13)
By expressing bk’s via ak’s, we establish the map from the Fock space of the former
operators to that of the latter. The natural question to ask is how the image of the
vacuum (2.4–2.5) behaves under this map. Let |pa〉 and |p¯a〉 be vacua in the Fock spaces
of operators ak (a¯k). They are defined via equations similar to (2.4–2.5) but with respect
to operators ak. Since bk(a) = U
−1
w akUw the state
|w〉 ⊗ |w¯〉 = U−1w |pa〉 ⊗ U¯
−1
w¯ |p¯a〉 (2.14)
in the Fock space of operators ak (a¯k) satisfies
bk(a) |w〉 = b¯k(a¯) |w¯〉 = 0 ∀k ≥ 1 (2.15)
We will call the state |w〉 ⊗ |w¯〉 conformally transformed vacuum. Since the relation
between bk’s and ak’s is linear we can look for the solution of eq. (2.15) in the form
|w〉 ⊗ |w¯〉 = exp
(
1
2
∞∑
k,m=0
a−ka−mNkm
)
|pa〉 ⊗ exp
(
1
2
∞∑
k,m=0
a¯−ka¯−mN¯km
)
|p¯a〉 (2.16)
The coefficients Nkm are subject to constraints, following from equations
bn |w〉 =
[
n∑
k=0
Cn,kak +
∞∑
k=0
Cn,−ka−k
]
exp
(
1
2
∞∑
i,j=1
a−ia−jNij
)
|pa〉 = 0 (2.17)
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Thus
n∑
k=1
kCn,kNkm + Cn,−m = 0 , m ≥ 0, n ≥ 1 (2.18)
One can show (see Appendix A in [5]) that these equations are solved by
Nkm =
1
km
∮
dz
2πi
∮
dζ
2πi
zkζm∂z∂ζ log
(
w(z)− w(ζ)
)
(2.19)
N0m =
1
m
∮
dz
2πi
zm∂z log
(
w(z)
)
Coefficients N¯km depend on w¯ in the same way. The above result can be checked by direct
calculations.
Solution (2.19) requires some comments. For any function w(z) regardless of its inter-
pretation as a conformal map (2.10) coefficients Nkn, k, n ≥ 0 defined via (2.19) are not
independent, but rather obey an infinite set of relations of which the first few are
N22 = N13 −
1
2
N211
N23 = N14 −N11N12
N33 =
1
3
N311 −N11N13 −N
2
12 +N15
· · ·
(2.20)
It is, of course, possible (although not obvious) to see these relations directly from
eq. (2.19). To appreciate how non-trivial they are one may want to take a look at the
example of Neumann matrix in, say, [15], eq. (2.14).
Note that the answer (2.19) was obtained in [7, 16] from a different point of view. It
was shown there that coefficients Nkm are harmonics of conformally transformed scalar
field propagator
〈J(w(z))J(w(ζ))〉 = ∂z∂ζ log
(
w(z)− w(ζ)
)
(2.21)
However, it was absolutely not obvious that one should search for the relations of the
type (2.20) in the setup of [7]. And indeed, they were not found.
To see the nature of these relations one should recognize an underlying structure
of conformally transformed vacuum. It was shown in [5] that one can introduce the
generating function F (t0, tk, t¯k) such that
Nkm =
1
km
∂2F
∂tk∂tm
, Nk0 =
1
k
∂2F
∂tk∂t0
, Nk¯m¯ =
1
km
∂2F
∂t¯k∂t¯m
, Nk¯0 =
1
k
∂2F
∂t¯k∂t0
(2.22)
By substituting (2.22) into (2.18) the latter becomes equivalent to the set of equations
(z − ζ)eD(z)D(ζ)F = ze−∂t0D(z)F − ζe−∂t0D(ζ)F (2.23)
9
(for definition of operator D(z) as well as all other notations and short review of Toda
Lattice Hierarchy see Appendix A, particularly section A4). One recognizes in (2.23)
Hirota equations of dispersionless Toda Lattice Hierarchy. This means, that function F
defined in (2.22) is the (logarithm of) tau-function of this hierarchy. We may define
function w(z) as generating function for the second derivatives ∂t0∂tkF
D(z)∂t0F = − log
w(z)
z/r
(2.24)
Eqs. (2.22) and (2.24) are equivalent to the equations for N0m in (2.19), if functions w(z)
in both of them are the same. Then we can rewrite (2.23) in the form
D(z)D(ζ)F −
1
2
∂2t0F = log
w(z)− w(ζ)
z − ζ
(2.25)
Expanding l.h.s. of eq. (2.25) in z−1, ζ−1 we obtain eqs. (2.19) for Nkm.
By expressing from (2.23) derivatives ∂t0∂tkF via ∂t1∂tkF and substituting it back,
Hirota eqs. (2.23) can also be rewritten in the pure holomorphic form, which is also called
Hirota equations of dispersionless KP hierarchy [17]
exp(D(z)D(ζ)F ) = 1−
D(z)∂t1F −D(ζ)∂t1F
z − ζ
(2.26)
Expanding it in z−1, ζ−1 and using identifications (2.22) we get equations on coefficients
Nkm. They are nothing else but equations (2.20).
3 Boundary states in CFT and dToda tau-function
In the previous Section we showed that interpretation for the purely (anti)holomorphic
second derivatives of the dispersionless tau-function F (t0, tk t¯k) of dToda hierarchy can
be found in terms of the Neumann coefficients of the conformally transformed vacuum
states. The natural question would be whether there is a similar interpretation for the
mixed (holomorphic-antiholomorphic) derivatives of this function (see Appendix A4 for
details). To find such interpretation we would have to find a state in the Fock space of
scalar field, which mixes holomorphic and anti-holomorphic Fock spaces of its components.
Consider again the scalar field in the plane w (c.f. eq. (2.1))
φ(w, w¯) = φ0 + b0 logw + b¯0 log w¯ −
∞∑′
k=−∞
(
bk
k wk
+
b¯k
k w¯k
)
(3.1)
and impose the Neumann
∂nφ(w, w¯)
∣∣∣
|w|=1
= 0 (3.2)
or Dirichlet
φ(w, w¯)
∣∣∣
|w|=1
= 0 (3.3)
10
boundary conditions on the unit circle. Presence of the boundary makes holomorphic
and anti-holomorphic modes dependent. As it is well known, there are two ways to
realize it in quantum theory. One can either solve boundary conditions at the classical
level: b¯ = f(b) (“open string picture”) and therefore express explicitly b¯ in terms of b or
quantize the theory first and then impose boundary conditions as constraints on quantum
states (“closed string picture”). The latter leads to boundary state construction [18].
Boundary state |B〉〉 is defined by
〈0|V (b, b¯)
∣∣∣
b¯=f(b)
|0〉open = 〈0|V (b, b¯) |B〉〉 closed (3.4)
The boundary conditions (3.3) or (3.2) imply constraints bn ± b¯−n = 0. In “closed string
picture” they should be imposed on states. In the present simple case of the free scalar
theory they define the boundary state uniquely via
(bn ± b¯−n) |B〉〉 circle = 0, ∀ n (3.5)
where upper sign (+) corresponds to Neumann boundary conditions and lower sign (−)
to Dirichlet conditions. In what follows we are going to work mostly with the case of
Neumann boundary state. We can solve (3.5) explicitly
|Nb〉〉 circle =
∫
dpdp¯ δ(p+ p¯) exp
{
−
∑
k>0
b−k b¯−k
k
}
|p〉 ⊗ |p¯〉 (3.6)
We would like to emphasize that for the case of Neumann boundary state single-valuedness
condition p = p¯ (see the footnote 5, p. 7) together with the delta-function in the above
equation selects p = p¯ = 0 as the only choice. However, for the purpose of this paper, we
will not impose single-valuedness here.
Now we would like to find Neumann boundary state |N〉〉C for the boundary condi-
tions imposed on an arbitrary analytic curve C. This can be done applying conformal
transformations in the way analogous to Section 2. In accordance to Riemann mapping
theorem there exists a conformal transformation w(z) that maps any analytic curve C to
a unit circle and exterior of the curve into exterior of the unit circle. If a scalar field
φ(w, w¯) satisfies Neumann (Dirichlet) boundary conditions on the circle, then confor-
mally transformed field φ(w(z), w¯(z¯)) satisfies the same condition on the curve C. Since
bn = U
−1
w anUw (and analogous for antiholomorphic sector)
6 the boundary conditions (3.5)
imply the following for |N〉〉C(
U−1w anUw + U¯
−1
w¯ a¯−nU¯w¯
)
|N〉〉C = 0 (3.7)
Here Uw and U¯w¯ act on holomorphic/antiholomorphic sectors of |N〉〉C. It is clear that
|N〉〉C = U
−1
w U¯
−1
w¯ |Na〉〉 circle (3.8)
6See eqs. (2.8–2.11) for details
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is a solution of (3.7) (compare to conformally transformed vacuum in eq. (2.14)). Here
|Na〉〉 circle is defined by equations similar to (3.5), but in the Fock space of operators ak,
a¯k.
We proceed to finding this solution. After plugging in the eqs. (3.5) bk(a) given by
eqs. (2.12), one sees that the state |N〉〉C obeys[
n∑
k=0
Cn,kak +
∞∑
k=1
Cn,−ka−k +
∞∑
k=n
C¯−n,−ka¯−k
]
|N〉〉C = 0 (3.9)
where Ck,n are given by eq. (2.13). As before we try to solve (3.9) as
|N〉〉C =
∫
dp dp¯ δ(p+ p¯)×
exp
{∑
k,n≥0
Bkn¯a−ka¯−n +
1
2
∑
k,n≥0
Bkna−ka−n +
1
2
∑
k,n≥0
Bk¯n¯a¯−ka¯−n
}
|p〉 ⊗ |p¯〉
(3.10)
Substituting (3.10) into (3.9) we find that the coefficients Bkn obey the same equa-
tions (2.18) as Nkn for conformally transformed vacuum state (and analogs thereof for
Bk¯n¯ with coefficients being conjugated and ak interchanged with a¯k). Thus the solutions
for them are the Neumann coefficients (2.19). As for expressions Bkn¯ with mixed indices,
they can be extracted from a condition similar to (2.18)
n∑
k=1
kCn,kBkm¯ + C¯−n,−m = 0 (3.11)
Due to the fact that expressions for Bkn and Bk¯n¯ are the same as in Section 2 (and can
therefore be identified with second derivatives of tau-function F ), we may try the following
identification for Bkn¯
Bkn¯ =
1
kn
∂2F
∂tk∂t¯n
(3.12)
Again, one can show (see [5], Appendix B) that equation (3.11) together with identification
(3.12) is equivalent to Hirota equations (A.30). Thus the identification gives us
Bkn¯ = −
1
kn
∮
dz
2πi
∮
dz¯
2πi
zkz¯n∂z∂z¯ log
(
1−
1
w(z)w¯(z¯)
)
(3.13)
We present the final result for Neumann (upper sign) and Dirichlet (lower sign) boundary
state written in terms of derivatives of tau-function
|B〉〉C =
∫
dp exp
{
p2
2
∂2F
∂t20
+
1
2
∞∑
k,n=1
(
a−ka−n
∂2F
∂tk∂tn
+ a¯−ka¯−n
∂2F
∂t¯k∂t¯n
)
+
+ p
∞∑
k=1
(
a−k
∂2F
∂t0∂tk
∓ a¯−k
∂2F
∂t0∂t¯k
)
∓
∞∑
k,n=1
a−ka¯−n
∂2F
∂tk∂t¯n
}
|p〉 ⊗ |∓p〉
(3.14)
12
here we have fixed the normalization factor to be p
2
2
∂2F
∂t20
, so that the state |D〉〉 would be
the generating function for all second derivatives of dispersionless 2D Toda tau-function.
In the case of Dirichlet boundary state, eq. (3.14) has an interesting interpretation.
If we realize operators a−k and a¯−k as operators of multiplications on sk and s¯k, then
the state |D〉〉C as a function of sk, s¯k will itself be a tau-function of dispersionless Toda
hierarchy (see [5] for details). Neumann boundary state, being quite similar in construc-
tion, lacks this interpretation to the best of our knowledge. Namely, the difference which
prevents such interpretation is the following. First of all, relative minus sign in front
of mixed derivative (compared to (anti)holomorphic sectors) appears in the case of Neu-
mann boundary conditions. Secondly, in this case p = 0 if we require that scalar field (2.1)
is single valued. Under such condition terms with derivatives with respect to t0 would
disappear.
Another comment which should be made about (3.14) is that we never used the fact
that tk and t¯k are complex conjugated. This also implies that in general w(z) and w¯(ζ)
in above formulae can be independent rather than complex conjugated. Eq. (3.14) will
work formally for this general case as well, although the physical interpretation of |B〉〉C
is less clear. We will come back to this point at the end of Section 4.
4 Two-vertex of SFT as a boundary state
In Section 2 we have already mentioned that the ansatz (2.19) (without identification with
Toda) was obtained in [7, 16] in the context of open SFT. At first glance there can not
be any connection of Bkn¯ (defined via (3.10)–(3.12)) with SFT, because these coefficients
appeared in the expression for the boundary state, whereas in open string field theory
one works in the “open string picture” and there is no place for boundary state as such.
Nevertheless, recently it was noticed [10] that mixed derivatives of dispersionless Toda
tau-function (at particular values of its arguments) do appear in the description of SFT
three-vertex. In this Section we will show that it is not a coincidence. To wit, there is a
close relation between boundary states and SFT vertices. Using this relation we will derive
the identification between dispersionless Toda tau-function and Neumann coefficients in
SFT in a systematic way.
Let us remind the basic facts about the Cubic String Field Theory. Action of this
String Field Theory has the following schematic form [1]
SSFT =
1
2
∫
Φ ∗QBRSTΦ +
1
3
∫
Φ ∗ Φ ∗ Φ (4.1)
We will not discuss the kinetic term here. The ∗-product in (4.1) is the main defining
object of SFT. It encodes all the interactions by specifying how two of the incoming strings
are glued into the resulting one. All strings can be off-shell. Thus star-product is a map
from tensor product of two string Hilbert spaces into that of a third one
∗ : H1 ⊗H2 →H3 (4.2)
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One way to specify ∗-product would be to introduce a three-vertex |V123〉 ∈ H1⊗H2⊗H3,
such that
|A ∗B〉 ≡ 〈A| ⊗ 〈B| |V123〉 (4.3)
where by 〈A| we mean a BPZ conjugation of |A〉. Then interaction term in (4.1) can be
written as ∫
ΦA ∗ ΦB ∗ ΦC = 〈C|A ∗B〉 (4.4)
In order to define this three-vertex three in general independent conformal transformations
can be used
〈0|h1(VA)h2(VB)h3(VC) |0〉 = 〈A| ⊗ 〈B| ⊗ 〈C| |V123〉 (4.5)
where VA, VB, VC are vertex operators creating states |A〉, |B〉, and |C〉 correspondingly. It
should be noted that all three vertex operators in the l.h.s. of (4.5) act on the same Hilbert
space. Maps hI(z), I = 1, 2, 3 are fixed. They contain in themselves all the information
about |V123〉. Different choices of hI(z) will lead to different off-shell interactions in String
Field Theory. For example, the choice that leads to Witten’s three-vertex is
h1(z) = T
2 ◦ h(z), h2(z) = T ◦ h(z), h3(z) = h(z) (4.6)
where h(z) is a conformal map that carries a unit circle into a 120◦ wedge thereof and T
is a 120◦ rotation
h(z) =
(
z + i
z − i
)2/3
, T (z) = e2pii/3z (4.7)
The three-vertex |V123〉 is defined as
7
|V123〉 =
∫ 3∏
I=1
dpI (2π) δ
(
3∑
I=1
pI
)
exp
(
1
2
3∑
I,J=1
∞∑
m,n=0
aI−na
J
−mN
IJ
mn
)
|p1〉 ⊗ |p2〉 ⊗ |p3〉
(4.8)
Here each operator aI acts on its own vacuum |pI〉, momenta pI are eigen values of zero-
modes aI0. The values of Neumann coefficients N
IJ
nm depend only on conformal maps
hI
N IJkm =
1
km
∮
dz
2πi
∮
dζ
2πi
zkζm∂z∂ζ log
(
hI(z)− hJ(ζ)
)
(4.9)
N IJ0m = −
1
m
∮
dz
2πi
zm∂z log
(
hI(∞)− hJ(z)
)
(4.10)
N IJ00 =
{
log([h′I ](∞)) I = J
log(hI(∞)− hJ(∞)) I 6= J
(4.11)
7Depending on hI(z) it is more natural to work with bra or ket vertices. Throughout this paper we
will be working with the ket ones, which are BPZ conjugated as compared to, say, [7]. It means that our
hI(z) and h˜I(z) in [7] are related as: h˜I(z) = hI(−
1
z
).
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where
[h′](z) ≡ −
dh(z)
d1/z
(4.12)
In the above we assumed that we are going to work with the expansion of functions hI(z)
around infinity8. Note that N IIkn for k, n > 0 are given by analogs of eq. (2.19).
Along with the three-vertex (4.3) one can in principle define n-vertex |V1...n〉 for arbi-
trary n as
〈0|h1(V1) . . . hn(Vn) |0〉 = 〈V1| ⊗ . . .⊗ 〈Vn| |V1...n〉 (4.13)
The simplest case is a one-vertex (also known as a surface state |h1〉), defined by
|h1〉 = exp
(
1
2
∞∑
n,m=1
a−nN
11
nma−m
)
|0〉 (4.14)
where N11kn as functions of some conformal transformation h1(z) are given by eq. (4.9)
for I = J = 1. It is easy to see that this object coincides with conformally transformed
vacuum state |w〉 (2.16) of Section 2 for p = 0 (thus the notation) and its Neumann
coefficients Nkn are expressed via second derivatives of dKP tau-function. Like in the
case of Dirichlet boundary state (see discussion after eq. (3.14)), surface state itself is a
tau-function of dKP if one realized operators a
k
as multiplication on variables sk. For
discussion see [5].
The next example is a two-vertex |V12〉, defined by
〈0|h1(V1)h2(V2) |0〉 = 〈V1| ⊗ 〈V2| |V12〉 (4.15)
It can be written again in terms of Neumann coefficients (4.9–4.11)
|V12〉 =
∫
dp1 dp2 2πδ(p1 + p2) exp
(
1
2
2∑
I,J=1
∞∑
n,m=0
aI−nN
IJ
nma
J
−m
)
|p1〉 ⊗ |p2〉 (4.16)
We will also use a notation
|V12〉 ≡ |h1, h2〉 (4.17)
specifying explicitly on which conformal transformations the two-vertex |V12〉 depends.
By its very definition (4.16) the two-vertex |V12〉 is similar to the boundary state
9 (3.4).
We would like to explore this similarity in details and find out what boundary theory the
two-vertex (4.16) corresponds to.
It is not hard to find explicit conformal maps that define the two-vertex state which
is Neumann boundary state on a unit circle. The required conformal maps are
h1(z) = z, h2(z) =
1
z
(4.18)
8Eqs. (4.9)–(4.11) may seem to be ill-defined if hI(z)’s have poles at infinity. In Appendix B we show
how to deal with such formulae in these cases.
9If one identifies a1
k
and a2
k
in (4.16) with ak and a¯k of Section 3. Note, however, that in case of
two-vertex there is no additional condition requiring p1 = p2.
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Indeed, the Neumann coefficients (4.9) for these maps are10 (see Appendix B for details)
N12nm = N
21
nm = −
1
n
δn,m (4.19)
N11nm = N
22
nm = −
1
n
δn,−m (4.20)
Plugging (4.19–4.20) into definition of a vertex state (4.16) we get
|V12〉 =
∫
dp1 dp2 2πδ(p1 + p2) exp
(
−
∑
n>0
a1−na
2
−n
n
)
|p1〉 ⊗ |p2〉 (4.21)
Eq. (4.21) coincides with the boundary state on a unit circle (3.6) (see the footnote 9
on the page before). As it has already been mentioned there this would become the
usual Neumann boundary state if we imposed single-valuedness condition. Note, that for
two-vertex state there is no a priori reason to do it.
We can finally establish the relation between a two-vertex defined by arbitrary maps
and Neumann boundary state on an arbitrary curve |N〉〉C. Let function w(z) map exterior
of this curve to the exterior of a unit circle. To differentiate between this conformal map
and conformal maps defining two-vertex we still denote the latter by h(z). In Appendix
C we show that
|h1, h2〉 = |N〉〉C (4.22)
where
h1(z) = w(z), h2(z) =
1
w¯(z)
(4.23)
or some GL(2,C) transformation thereof 11. In case of the circle w(z) = w¯(z) = z
and (4.23) becomes (4.18) as it should. Note, that given any analytic curve one can
construct a two-vertex |w, w¯−1〉 out of it. Inverse is not true. Given arbitrary h1 and h2
one can not always find an appropriate analytic curve (obtained via (4.23) w(z) and w¯(z)
will not be complex conjugated). Thus, two-vertex may be thought of as generalization
of the boundary state.
To understand the meaning of eq. (4.23) let us come back to eq. (4.22). Recall, that
by its definition (4.15) two-vertex |h1, h2〉 belongs to the tensor product of Hilbert spaces
of two open strings and one can think of each open string as living in the exterior of a
unit circle in its own complex plane12. At the same time, boundary state in the r.h.s.
10Neumann coefficients N IJmn are invariant under GL(2,C) transformations. Thus we could consider
h1(z) =
az + b
cz + d
, h2(z) =
(1/z)a+ b
(1/z)c+ d
with ad− bc 6= 0.
11Because of GL(2,C) freedom in definition (4.18) mentioned before (the footnote 10 on this page) the
same ambiguity is present in (4.23). However, requiring specific analytic properties of w(z) and hI(z),
this freedom can be completely fixed. For details see Appendix C.
12We are working with the ket -states, thus natural picture for the open string world sheets are exteriors
of various curves, e.g. unit circles.
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of (4.22) belongs to the Hilbert space of closed strings. In the simplest case (4.18) world
sheets of the two open strings are represented by complex planes with removed unit disks.
Then transformation h1(z) = z maps (identically) this world sheet onto the exterior of
the unit circle, while h2(z¯) = 1/z¯ maps world sheet of the second string onto the interior
of the unit circle. The reason why we write here h2(z¯) instead of h2(z) is the following.
Eq. (4.18) should be actually written as h1(z1) and h2(z2) to stress that functions h1 and
h2 are defined on different spaces. When we glue two world sheets of the open strings into
the one world sheet of the closed string we want maps h1 and h2 to match continuously
across the boundary (unit circle). This means that we should identify z1 with z and z2
with z¯ (then h1(z) = h2(z¯) when zz¯ = 1)
13. Under this identification two-vertex (4.21) is
related to Neumann boundary state on the unit circle (3.6). This means that a correlator
in the r.h.s. of (4.15) is computed in the closed string picture with Neumann boundary
state on the unit circle.
More general situation (4.23) is obtained if one considers open strings with Neumann
boundary conditions on an arbitrary analytic curve C. Now the world sheet of the open
string is a complex plane with the interior of the curve C removed. In order to combine
two such open strings into a closed string as required by eq. (4.22) we should map the
exterior of the curve C (world sheet of the first string) into the exterior of the unit circle
on the world sheet of the closed string and the world sheet of the second string into the
interior of the same unit circle. The transformations h1(z) and h2(z¯) of eq. (4.23) do
precisely that.
4.1 The identification of two-vertex with dToda tau-function
In Sections 3 and 4 we were able to relate Neumann boundary state on an arbitrary
analytic curve to two different objects - dispersionless Toda tau-function and two-vertex
of SFT. That shows that there is a close connection between the two in their own right.
Namely, one can express a two-vertex |h1, h2〉 in terms of second derivatives of Toda tau-
function ∂tk∂tnF exactly as it was done in eq. (3.14). To see how it comes around let us
integrate over zero-mode delta-function in the definition of two-vertex (4.16) and get rid
of one of the zero modes a0. The two-vertex now takes the form
|V12〉 =
∫
dp exp
{
1
2
p2(N1100 +N
22
00 −N
12
00 −N
21
00 )
+
1
2
p
∞∑
n=1
(N110n −N
21
0n)a
1
−n
+
1
2
p
∞∑
n=1
(N120n −N
22
0n)a
2
−n
+
1
2
∑
I,J=1,2
∞∑
n,m=1
aI−nN
IJ
nma
J
−m
}
|p〉 ⊗ |−p〉
(4.24)
13Compare this with the comment in the footnote 9 on page 15.
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Here p and −p are eigen-values of operators a10 and a
2
0 correspondingly. If we identify a
1
k
with ak and a
2
k with a¯k on (see the footnote 9 on page 15) and equate the above two-
vertex to the boundary state of eq. (3.14) in accordance with eq. (4.23) we get the following
relations between Neumann coefficients and second derivatives of Toda tau-function F
∂2F
∂t20
= N1100 +N
22
00 −N
12
00 −N
21
00 (4.25)
1
k
∂2F
∂t0∂tk
= N110k −N
21
0k (4.26)
1
k
∂2F
∂t0∂t¯k
= N220k −N
12
0k (4.27)
1
nk
∂2F
∂tn∂tk
= N11nk (4.28)
1
nk
∂2F
∂t¯n∂t¯k
= N22nk (4.29)
1
nk
∂2F
∂tn∂t¯k
= −N12nk (4.30)
This is the identification we were looking for. Several comments are in order. First of all,
let us stress one more time that derivatives of the tau-function F are not independent.
They satisfy Hirota identities. The corresponding combinations of Neumann coefficients
should satisfy them too. In more technical terms it means the following. The second
derivatives of tau function ∂tn∂tkF are related by Hirota identities eq. (A.29)-(A.30) to
maps w(z) and w¯(z). If one replaces w(z) and w¯(z) with hI(z) in accordance with relation
found in the previous section, eq. (4.23), the result should be just a Neumann coefficients
in eq. (4.28) - (4.30). This is indeed the case. Some subtlety arises in identification of a
zero-mode sector due to different analytical properties of w(z) and hI(z). We discuss the
issue as well as give all details about the identification in Appendix D.
From the definition of two-vertex eq. (4.15) one can see that it is invariant under
arbitrary GL(2,C) transformation of defining conformal maps h. This requires Neumann
coefficient Nkm with k,m > 0 to be invariant under it as well. As for N0m they are not
necessarily invariant but must form an invariant combination after zero-mode δ-function
in eq. (4.16) being integrated over. Not surprisingly, this is exactly the combination one
sees in eqs. (4.26)-(4.27).
The identifications (4.25)-(4.30) were first found in [10]. There the correct GL(2,C)
invariant combinations eqs. (4.26)-(4.27) were guessed. Solving the Hirota identities gave
a value of log 16/27 for ∂2
t20
F . Our approach has several advantages. We were able to derive
the identification for all derivatives of the tau-function including ∂t0∂tkF . We derived the
∂2
t20
F = log 16/27 as well. It is a value of Neumann coefficients in eq. (4.25) calculated
for a particular choice of conformal maps, eq. (4.6). But perhaps more importantly, our
approach makes it very clear that the appearance of the same tau-function in both objects,
the two-vertex and conformally transformed boundary state, is not a coincidence. This
fact will be crucial for us in Section 6.
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5 Star algebra and dToda tau-function
Finally we can establish a relation between the three-vertex in eq. (4.8) and dToda tau-
function. As before we start with integrating over momentum delta-function in the three-
vertex. The result is eq. (4.8) with a30 = −a0 − a
′
0, a0 = a
1
0 and a
′
0 = a
2
0. We get
|V123〉 =
∫
dpdp′ exp
(1
2
3∑
I,J=1
aI0a
J
0N
IJ
00 +
+
3∑
J=1
∑
n>0
p(N1J0n −N
3J
0n )a
J
−n +
3∑
J=1
∑
n>0
p′(N2J0n −N
3J
0n )a
J
−n + (5.1)
+
1
2
3∑
I,J=1
∑
m,n>0
aI−na
J
−mN
IJ
mn
)
|p〉1 ⊗ |p
′〉2 ⊗ |−p− p
′〉3
Now we can make the following observation. Since a three-vertex belongs to the tensor
product of Hilbert spaces of three independent open strings one can multiply it by bra-
vacuum belonging to any of the three sectors. If we choose the vacuum to have zero
momentum the result will be just a two-vertex. For example, let us take a vacuum of the
third string then
〈03|h1, h2, h3〉 = |h1, h2〉 (5.2)
and similarly for vacua of the first and second string. All resulting two-vertices can be
identified with Toda tau-function independently. It sets the correspondence between the
three-vertex (in particular the one that defines star-product) and Toda tau function.
We would like to note that this is what was done in effect in [10]. There, one worked
with a specific choice of the conformal maps hI(z), namely the maps that correspond to
Witten’s three vertex eq. (4.6). In that case there are only two independent sets of Neu-
mann coefficients, N11 and N12. The identification was made for them only. Therefore,
it was actually the identification with a single two-vertex sector. For such specific choice
all other sectors were equal to this one.
In SFT the choice of the three-vertex is fixed. It means that its defining conformal
maps correspond to tau-function evaluated at some particular values of times tk, t¯k and
other values of times never come into play. There are examples though, when the de-
pendence on conformal maps is important. For example, the so-called surface states are
defined with respect to arbitrary Riemann surfaces (hence their name). Surface states
are conformally transformed vacua and they are related to tau-function of dispersionless
KP hierarchy [5]. By varying tk we are able to change from one surface state to the
other. Thus dKP tau-function describes an infinite sequence of surface states, related to
each other by conformal transformations. The similar statement is true for the dToda
tau-function as we showed in this paper. Indeed, dToda tau-function parameterizes a set
of boundary states on arbitrary curves and thus a set of two-vertices of SFT. For a given
star-product (i.e. for the three-vertex |V123(h1, h2, h3)〉 with some particular hI(z)’s) and
any surface state 〈g| defined by a conformal map g(z) we can define the two-vertex
|V12(g1, g2)〉 ≡ 〈g |V123〉 (5.3)
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Resulting conformal maps g1(z) and g2(z) are now some functionals of g(z). Their exact
form is determined by three conformal maps hI(z) of the three-vertex |V123〉. We can
repeat this procedure and fuse the resulting two-vertex with one more surface state, |S〉.
In accordance to eq. (4.3) the result will be star-product of |S〉 with the initial surface
state |g〉
〈S |V12(g)〉 = |S ∗ g〉 (5.4)
Thus one can view |g1, g2〉 = |V12(g)〉 as a multiplication operator on a surface state |g〉.
Hence, the dToda tau-function parameterizes the space of such multiplication operators.
6 Surface states and boundary states
As we have seen in the previous section, one can associate a multiplication operator with
any state. For a given state |Σ〉 such operator Σˆ is defined in the following way
Σˆ : |X〉 → |X ∗ Σ〉 ∀ |X〉 (6.1)
For a surface state multiplication operator Σˆ is nothing else but a two-vertex |V12(Σ)〉.
As we have shown in Section 4, some of the two-vertices can be interpreted as boundary
states. The condition two-vertex should satisfy to be a boundary state has very simple
geometric meaning. Two conformal maps that define the two-vertex should map world-
sheets of two open strings into surfaces that can be glued into one world-sheet of a closed
string (see discussion in Section 4 after eq. (4.23)). Namely, world-sheet of the one of
the strings should be mapped to the interior of a unit disk, the world-sheet of the other
to the exterior of the unit disk. Together they can be combined into the whole complex
plane – world-sheet of the closed string.
We see that although all surface states lead to multiplication operators, which are some
two-vertices, not all of these operators are boundary states (functions w(z) and w¯(z) in
eq. (4.23) in general are not complex conjugated). We come to a very interesting problem
of finding a criteria that the surface state should satisfy to give rise to a boundary state.
Moreover, the identification with boundary states would present these surface states in
absolutely different light giving them closed string interpretation. To address the problem
we will use the result of Generalized Gluing Theorem [11].
Precise formulation of our problem is the following. Let the three-vertex be defined
by three conformal maps hI(z) (say, given by (4.6)), and the surface state is defined by
some conformal map f(z). The contraction of the tree-vertex and a surface state will give
rise to a two-vertex defined by maps g1(z) and g2(z):
|g1, g2〉 ≡ 〈f |h1, h2, h3〉 (6.2)
We want to find the condition which state |f〉 should satisfy to give rise to the two-vertex
|g1, g2〉 which can be interpreted as a boundary state. Eq. (6.2) also means, that
〈f |A ∗B〉 = 〈A| ⊗ 〈B| |g1, g2〉 , ∀A,B (6.3)
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If we rewrite (6.3) as∑
Φr
〈h1 ◦Ah2 ◦B h3 ◦ Φr〉 〈f ◦ Φr〉 = 〈F1 ◦ h1 ◦ AF1 ◦ h2 ◦B〉 (6.4)
then Generalized Gluing Theorem [11] gives the following answer
g1 = F1 ◦ h1(z) g2 = F1 ◦ h2(z) (6.5)
where map F1 is defined by some requirements of analyticity that we outline below
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by
F1 ◦ h3(z) = F2 ◦ I ◦ f ◦ I(z) ≡ w(z) (6.6)
where I is BPZ inversion I(z) = −1/z. The geometric meaning of eq. (6.6) is the follow-
ing [11]. Transformation h3(z) maps the interior of the unit disk to interior of some curve
C1 (wedge with the angle 2π/3). Correspondingly f ◦ I maps the exterior of the unit disk
into the exterior of another curve C2. Let us denote the compliments of these regions by
D1 and D2. The F1 and F2 ◦ I should be such that the images of D1 under F1 and D2
under F2 ◦ I are compliment of each other as well:
F2 ◦ I(D2) = C
1\F1(D1) (6.7)
This procedure can be visualized as follows. Any vertex can be represented by a sphere
(that is a full complex plane) with holes. The boundaries of these holes are images of a
unit circle under defining maps hI . The contraction of two vertexes with maps hI and f
corresponds to gluing two holes on two spheres together to form a new sphere with other
holes left unchanged. Let z1 be a coordinate on a unit disk to be mapped by h3 and z2 is
coordinate on a unit disk to be mapped by f . The two curves are glued by identification
in z plane
z1 = −
1
z2
(6.8)
To construct a global coordinate w on resulting surface, further maps F1 and F2 are
needed.
Before starting the search for the surface states that give rise to the boundary states
let us consider a simple example of so-called wedge state [19], which will turn out to be
useful in the future.
6.1 Contraction of the wedge states
Wedge states are the family of surface states, which form a subalgebra under star-product.
General wedge state |fn〉 is defined by means of conformal map
fn(z) = h
−1
(
h
2
n (z)
)
, n > 0 (6.9)
14for exact formulation see [11]
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Here h(z) is a famous SL(2,C) map, which maps upper half-plane into the interior of the
unit circle and which in particular translates upper half-disk {|z| ≤ 1,ℑz ≥ 0} onto the
vertical half-disk {|ξ| ≤ 1,ℜξ ≥ 0}:
h(z) =
1 + iz
1− iz
(6.10)
Note, that identity state, vacuum state and sliver state are examples of wedge states for
n = 1, 2,∞ correspondingly. The transformation F1,2 for a given wedge state, satisfying
properties discussed above (eqs. (6.6)–(6.7)) can be easily found15 to be
F1(u) = u
3
n+1 , F2(v) = N
(
eiϕv
n
n+1
)
(6.11)
(whereN(z) is some SL(2,C) transformation which will not be important for us). Eq. (6.11)
means that according to (6.5) conformal maps for two-vertex, associated with the wedge
state (6.9) via (6.2) are given by
g1(z) ≡ F1 ◦ h1(z) =
(
h
2
3 (z)
) 3
n+1
= h
2
n+1 (z)
g2(z) ≡ F1 ◦ h2(z) =
(
e
2pii
3 h
2
3 (z)
) 3
n+1
= e
2pii
n+1h
2
n+1 (z)
(6.12)
Another way to understand eq. (6.12) is by using the approach of [20]16. Wedge states
can be thought of as canonical half disks with added to them wedges of an angle π(n −
1) [20, 21]. Thus, the procedure of contracting a wedge state with the three-vertex is
equivalent to the gluing two canonical half-disks (corresponding to the transformations
h1,2 of three-vertex) to the wedge of the angle π(n − 1). All together this gives rise to
the cone with the “angle deficit” of π(n + 1). To smooth this conic singularity into the
plane one needs to apply the transformation u2/(n+1) to the original half-disks. This gives
transformations g1, g2 of (6.12).
In the next Section we will see that this exercise actually allowed us to find an example
of the boundary state.
6.2 Example: identity state and orientifold boundary state
Let us now come back to the problem stated at the beginning of the Section 6, the problem
of finding surface states whose multiplication operators are some boundary states.
We can approach it from the other end. Namely, we can first try to find the smoothing
transformations F1 and F2 in eq. 6.6 and only then find the map f that defines the
corresponding surface state. As we mentioned above (see Sec. 4) in order for two-vertex
|g1, g2〉 to be a boundary state one of the defining maps (say, g1(z)) should map the
region D on which surface state is defined to a unit disk, while g2(z) would map the same
region D into a compliment of the unit disk. Represented as a sphere with holes, such
15Compare with similar computations in [11], Section 3.D.
16We are indebted to M. Schnabl for teaching us this method.
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two-vertex will look like a sphere with two holes that have a common boundary but cover
a complimenting regions. This should be achieved by conformal map F1 applied to two
Witten’s maps
h1(z) = h
2/3(z) h2(z) = e
2pii/3h2/3(z) (6.13)
where h(z) is given by (6.10). The simplest solution is F1(z) = z
3/2. Indeed, resulting
F1 ◦ h1 and F1 ◦ h2 will map two unit disks into the whole complex plane. We see that
such F1 was found for the case of the wedge state with n = 1 (eq. (6.11)). This wedge
state is an identity element of the star-product [12, 21]
|I〉 ∗ |X〉 = |X〉 , ∀X (6.14)
The identity state was originally constructed in [22]. As a consequence of being an identity
element it has an obvious property – under star-product it squares to itself. One can try
to interpret it in the framework of vacuum SFT [3]. VSFT equations of motion for brane
ansatz requires the brane solutions to square under star-product to themselves. Denote
the multiplication operator corresponding to identity state by |R〉 ≡ |V12(I)〉. This |R〉 is
easy to find [22]. It should act on any state |X〉 like
〈X |R〉 = |X ∗ I〉 = |X〉 (6.15)
That is |R〉 is a reflector state – two-vertex that realizes BPZ conjugation, i.e. maps any
state 〈X| into its BPZ conjugated |X〉. From (6.12) it is obvious that |R〉 corresponds to
two-vertex with conformal maps
g1(z) = z, g2(z) = −
1
z
(6.16)
The explicit form is given by (c.f. Appendix. B)
|R〉 =
∫
dp exp
(
−
∞∑
n=1
(−1)n
n
a1−na
2
−n
)
|p〉1 ⊗ |−p〉2 (6.17)
The reflector state is indeed a boundary state. Namely, it is an orientifold boundary state
that evaded an interpretation in VSFT so far, although it is also a legitimate solution of
equations of motion of VSFT. It corresponds to boundary conditions on a cross-cap [18]
X(σ + π, τ) = X(σ, τ) (6.18)
∂τX(σ + π, τ) = −∂τX(σ, τ) (6.19)
The presence of the orientifold would fit very well in the physical picture of VSFT. Orien-
tifolds are not dynamical. Unlike D25 branes in bosonic theory they do not have tachyonic
modes and will not decay when tachyon condenses. On the other hand, orientifolds do
couple to closed strings and should be present in a true closed string vacuum.
Another interesting question comes from the following observation. Identity state (as
majority of the wedge states) is singular from the point of view of defining it conformal
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transformation. However, contracted with the three-vertex it became a reflector state,
defined by the very simple, GL(2,C) transformation. It is possible that this example
can help to find a more general set of surface states that corresponds to some geometri-
cally simple two-vertices. Many other states of interest in VSFT correspond to singular
transformations as well. There is a possibility that their multiplication operators will
be two-vertices built from non-singular transformations as well. If true it would make it
possible among other things to describe them in terms of dToda tau-function. We will
return to this observation in Section 6.4.
6.3 Involution
In the previous section we found one example of a surface state that leads to an orientifold.
It is natural to ask if this solutions is unique or not. To answer this, let us come back to
the case of three-vertex, contracted with the wedge state and compare the results (6.12)
with the results of Section 4 eq. (4.23). As we just saw (Sec. 6.2) in case of identity state
(i.e. wedge state with the n = 1), the results of contraction is
g1(z) = z; g2(z) = I ◦ g1(z) = −
1
z
(6.20)
(with I(z) being BPZ inversion) or GL(2,C) transformation thereof.
Apparently, eq. (6.20) is not compatible with the eq. (4.23) – the condition for the
two-vertex |g1, g2〉 to be a boundary state:
g1(z) = w(z) g2(z) =
1
w¯(z)
(6.21)
The reason for that is that the above condition is a condition specifically on a Neumann
boundary state on a curve. Not just a boundary state. It is easy to follow the derivation
of eq. (6.21) to see that it is a consequence of the equation of a unit circle zz¯ = 1 (see
discussion at the end of the Section 4 on page 13). Repeating this derivation we can see
that formally eq. (6.20) is compatible with another curve described by z¯ = −1/z which
can be though as a circle with the imaginary radius r = i. This should be compared with
the statement in [18], where it was observed, that orientifold boundary state looks like
Neumann boundary state on the circle of imaginary radius.
This observation suggests the new interpretation to those boundary states which are
not the (Neumann) states on the curve. May it have something to do with the fact that
we have a BPZ conjugation in place of the ordinary (Hermitian) conjugation? If yes,
then the question is – how should we modify the relation (6.21) to accommodate for this
change.
Recall (see e.g. book [23], Chapter 6.1) that usually in CFT Hermitian conjugation is
defined via z → 1/z¯. That is for the primary field with the conformal dimensions (∆, ∆¯)
the operation of Hermitian conjugation is defined as
[O∆,∆¯(z, z¯)]
+ = z¯−2∆z−2∆¯O∆,∆¯(1/z¯, 1/z) (6.22)
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Comparing (6.22) with (6.21) we come to the conclusion that relation between g1 and
g2 in (6.21) is the relation between the variable and its Hermitian conjugated. Then the
natural idea would be to put I(z) = −1/z in place of Hermitian conjugation eq. (6.21) to
get the new condition
g˜1(z) = w(z) g˜2(z) = I ◦ w(z) = −
1
w(z)
(6.23)
Eq. (6.23) would mean
g˜2(z) = I ◦ g˜1(z) = −
1
g˜1(z)
(6.24)
We will call such two-vertices BPZ boundary states17 .
From eq. (6.12) we see that for the two-vertex, obtained from an arbitrary wedge
state |n〉 one has
g2(z) = g1 ◦ I(z) = g1(I(z)) (6.25)
Comparing (6.25) with (6.24) one can see, that only those wedge states would give rise
to the BPZ boundary states, which have the following necessary condition
g1(z) = I ◦ g1 ◦ I(z) (6.26)
It is also immediately clear how to deal with the ”general case”, when surface state is not
the wedge state. Indeed, in that case eq. (6.25) still holds (see (6.5) together with (6.13)):
g1(z) = F1 ◦ h
2/3(z) g2(z) = F1 ◦ h
2/3(I(z)) (6.27)
(we used the property h(I(z)) = −h(z) for (6.10)). Hence, condition (6.26) is the criterion
for the two-vertices to be BPZ boundary states.
This gives some new ideas of how to look for boundary states. For example, we may
start by solving the equation (6.26):
g(z)g(−1/z) = −1 (6.28)
Obvious solution of eq. (6.28) is
g(z) = z2k+1, k ∈ N (6.29)
Another solution is given by the appropriate regular branch of the multi-valued function18
g(z) = z
1
2k+1 , k ∈ N, such branch that g(−1) = −1 (6.30)
The solution in (6.30) should be compared with eq. (6.12) to see that it describes wedge
state |4k + 1〉 k ≥ 0. Thus, such family of wedge states describes BPZ boundary states.
Note, that multiplication rule of wedge states is [21]
|r〉 ∗ |s〉 = |r + s− 1〉 (6.31)
17Another suggestion would be to call such states cross-cap boundary states
18This equation was studied in different context in [24].
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and as a result these surface states form a subalgebra:
|4k + 1〉 ∗ |4m+ 1〉 = |4(k +m) + 1〉 (6.32)
On the other hand, solution (6.29) means that function F1(z) of (6.5) is such that
z2k+1 = F1(h
2/3(z))⇒ F1(u) =
(
h−1(u3/2)
)2k+1
(6.33)
Geometric meaning of this function is not clear to us at the moment, but it is obvious,
that using it and eq. (6.6) one can very simply obtain the function f(z) (in r.h.s. of (6.6)),
and thus the corresponding surface state.
Whether there are more solutions of (6.28) is not clear to us at the moment. Note,
that they are necessary but not sufficient conditions! For each of them, the procedure of
finding f(z) via eq. (6.6) should still be realized. It would be very interesting to check
these two solution and see the class of f(z), which correspond to them.
6.4 Discussion
As we mentioned in the introduction the D-branes as a solitons in open strings arise
in the context of Vacuum SFT [3]. It would be interesting to build the multiplication
operator (6.1) for projectors, corresponding to the D-branes in VSFT, to see whether
they correspond to boundary states, In first place we would like to do it for the sliver
state. This is a state conjectured to correspond to space-filling D-brane in VSFT. It
would be interesting to see explicitly that it is a Neumann boundary state (that of a
space-filling D-brane) of some curve and find out the geometric meaning of this curve.
This was partially fulfilled in the Section 6.1, eq. (6.12). However it is hard to analyze
it fully in case of sliver, i.e. the singular limit n → ∞ in eq. (6.9). Right now we would
just like to stress one existing connection. Sliver state is a surface state that corresponds
to the conformal map on infinitely-sheeted logarithm-like Riemann surface [12]. On the
other hand, the two-vertex (4.21), corresponding to the Neumann boundary state, has
logarithmic multi-valuedness as well. Indeed, recall (Section 2) that the scalar field we
considered had a term b0 logw+ b¯0 log w¯. In order for it to be single-valued on the complex
plane w, b0 should be equal to b¯0 (compare footnote 5 on page 7). As we had mentioned
already in Section 3 we did not impose this condition, but instead required Neumann
boundary conditions b0 = −b¯0. As a result the scalar CFT and Neumann boundary
state should be defined on multi-sheet logarithm Riemann surface as well. It will be very
interesting to see how this Riemann surface and Riemann surface of a sliver state are
related.
We would like also to note, that for the subalgebra of states, described in 6.3 (namely,
states (6.30)) we can formally take limit k → ∞ and thus it may be that sliver shares
some of their properties. We leave this question to the future investigation.
To see, whether the conjectured relation between projectors and boundary states is
true, one would have to perform several checks. One of them would be to compute one-
point function of closed string vertex operators in the background of given solution of
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SFT. For that one would have to act as follows. First, compute the two-vertex |V12(Σ)〉,
corresponding to the given surface state |Σ〉. For example this state can be projector,
conjectured to correspond to a D-brane. Then, interpret this vertex as a boundary state
|Σ〉〉 (as discussed in details in Section 4). Finally, compute the one-point function of any
closed string vertex operator Vclosed(z, z¯):
〈0|Vclosed(z, z¯) |Σ〉〉
?
= 〈V 〉disk, Dirichlet (6.34)
where correlator 〈Vclosed〉 in the r.h.s. of (6.34) is computed on the disk with appropriate
(Dirichlet) boundary conditions.
Another interesting check would be to calculate ratios of tensions corresponding to
branes of different dimensions. In VSFT the tension is just a norm of a projector state
|Σ〉. On the other hand the tension of a brane is extracted from the amplitude of closed
string exchange between the branes
〈〈V12(Σ)| exp
−(L10+L
2
0)pi/Y |V12(Σ)〉〉 = 〈Σ| 〈V1∗23| exp
−(L10+L
2
0)pi/Y |V231∗〉 |Σ〉 (6.35)
where star in 〈V1∗23| and |V231∗〉 means that corresponding state is BPZ conjugated. The
parameter Y is a separation between branes. We do not that hope this norm will be equal
to the norm of |Σ〉 itself. But it is possible that the ratio of tension of different branes
will stay the same.
The interpretation of two-vertices as boundary states is useful realization of a star-
product in closed SFT. To wit, it was suggested recently in [25] to describe D-branes as
boundary states in closed SFT. It was also shown there that by taking so called HIKKO
formulation of closed SFT [26] boundary states |B〉〉 corresponding to various D-brane
solutions indeed obey the equation
|B〉〉 ⋆ |B〉〉 = |B〉〉 (6.36)
That is, boundary states formally satisfy the same equations that are imposed on brane
solutions in VSFT. The star-products in both theories are very different, of course. This
prompts the possibility of a more general correspondence. Let us define the star-product of
boundary states as usual Witten’s star-product of corresponding surface states. Namely,
if open string surface states |f1〉, |f2〉 and |f3〉 give rise in a way suggested in our paper
to boundary states and
|f1〉 ∗ |f2〉 = |f3〉 (6.37)
let us define the result of a star-product of |B1〉〉⋆|B2〉〉 as a state |B3〉〉 that corresponds to
|f3〉. Note, that in this case eq. (6.36) becomes the natural consequence of the hypothesis
of [3] that surface states, corresponding to D-branes square to themselves under Witten’s
star product [1]. We do not know if such star-product is indeed a HIKKO star product
or if it is a consistent star product at all. But if correct, this will be a very interesting
observation. At this moment, though, this is just a conjecture and we leave it for future
works. Let us just mention immediate consequence of this conjecture:
– boundary state (6.17), corresponding to orientifold, should serve as an identity ele-
ment of the ⋆-algebra of closed SFT.
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One of the main points of the paper is introduction of full tau-function dynamics in
SFT. The SFT vertices we considered depended on a family of conformal maps. In terms
of tau-function times tk it means that Neumann coefficients of corresponding vertices
become functions of tk as well. This result opens the whole field of problems that can be
pursued.
• Since surface states are just one-vertices and surface states form a sub-algebra under
star product it should be possible to re-write star multiplication analytically in terms
of tk. This would allow us , in particular, to use the well-known integrable reductions
to identify the finite-dimensional sub-algebras of star-product.
• In [13] it was shown that associativity (WDVV) equations [14] are solved by tau-
function as a direct consequences of Hirota identities. The integrable structure of
SFT, identified in this paper, thus strongly suggests the presence of such associativ-
ity algebra. Technically, it will involve the derivatives of Neumann coefficient w.r.t.
tk, i.e. the third derivatives of tau-function. The identification of the chiral rings
of associative operators in SFT is just one of the numerous possibilities opened by
integrability.
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A Toda Lattice Hierarchy and its dispersionless limit
In this Appendix we will review some facts about Toda Lattice hierarchy.
A1 Toda Lattice Equation
Equation of (dispersionful) Toda Lattice is given by
∂t1∂t¯1φn = e
φn−φn−1 − eφn+1−φn (A.1)
It is convenient to introduce a new variable t0, function φ(t0) and lattice spacing ~ such
that
φn = φ(t0), φn±1 = φ(t0 ± ~), etc. (A.2)
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Eq. (A.1) is known to be integrable (see e.g. [27, 6, 8] and refs. therein). In particular it
has the so called Zakharov-Shabat or zero curvature representation
∂t1H¯1 − ∂t¯1H1 + [H¯1, H1] = 0 (A.3)
where infinite matrices H1 and H¯1 are defined [28] as
H1 =


. . .
. . .
...
...
...
...
...
· · · ∂t¯1φ(t0 − ~) 1 0 · · ·
· · · 0 ∂t¯1φ(t0) 1 · · ·
· · · 0 0 ∂t¯1φ(t0 + ~)
. . .
· · ·
...
...
...
. . .


(A.4)
and
H¯1 =


. . .
...
...
...
...
· · · 0 0 0 · · ·
· · · eφ(t0)−φ(t0−~) 0 0 · · ·
· · · 0 eφ(t0+~)−φ(t0) 0 · · ·
· · ·
...
...
...
. . .

 (A.5)
Toda Lattice equation can also be written in the form which introduces a tau-function
τ(t0, t1, t¯1). Namely, if one defines
φ(t0) = log
τ(t0 + ~)
τ(t0)
, eφ(t0)−φ(t0+~) =
τ(t0 + ~)τ(t0 − ~)
τ(t0)2
(A.6)
then equation (A.1) can be rewritten in the Hirota form
1
2
Dt1Dt¯1τ(t0)τ(t0) + τ(t0 + ~)τ(t0 − ~) = 0 (A.7)
where Hirota derivative DxDyf(x, y)f(x, y) is defined via
DxDyf(x, y)f(x, y) ≡ 2
(
∂2f(x, y)
∂x∂y
f(x, y)−
∂f(x, y)
∂x
∂f(x, y)
∂y
)
(A.8)
We will see below that the tau-function will play an important role in describing the
hierarchy.
A2 Toda Lattice Hierarchy
Eq. (A.3) is just a first equation of an infinite series of zero curvature equations that
described the whole Toda Lattice Hierarchy. This hierarchy can be represented in the
following form. Let us define two Lax operators
L = r(t0)e
~∂t0 +
∞∑
k=0
uk(t0)e
−k~∂t0 (A.9)
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and
L¯ = e−~∂t0r(t0) +
∞∑
k=0
ek~∂t0 u¯k(t0) (A.10)
Then one can build (double infinite) series of Lax-Sato equations
∂L
∂tk
= [Hk, L] (A.11)
∂L
∂t¯k
= [H¯k, L] (A.12)
defining the evolution with respect to all times tk, t¯k. Here
19
Hk =
(
Lk
)
+
+
1
2
(
Lk
)
0
; H¯k =
(
L¯k
)
−
+
1
2
(
L¯k
)
0
(A.13)
Compatibility of the system of equations (A.11–A.12) leads to Zakharov-Shabat equations
∂Hn
∂tk
−
∂Hk
∂tn
+ [Hn, Hk] = 0 (A.14)
∂H¯n
∂tk
−
∂Hk
∂t¯n
+ [H¯n, Hk] = 0 (A.15)
(there is also an equation analogous to (A.14) for Hamiltonians H¯k and variables t¯n).
Eq. (A.3) was the first in series (A.14). The identification between eq. (A.3) and (A.14)
is established by
r2(t0) = e
φ(t0+~)−φ(t0); u0(t0) =
∂φ(t0)
∂t1
; etc (A.16)
A3 Tau-function of Toda Lattice Hierarchy
There are many (to some extent) equivalent ways to describe integrable hierarchies. In
various applications various of them are useful. For example, above we have shown two
such formalisms: “Lax formalism”, described by eqs. (A.9)–(A.13) and Zakharov-Shabat
formalism, described by eqs. (A.14)–(A.15). Below, we are going to introduce one more
way to describe the hierarchy, which is going to be extremely useful for us in what follows
- the so called tau-function approach.
One can introduce a tau-function for the whole Toda Lattice Hierarchy in the following
way. Consider eqs. (A.11), (A.12) as a compatibility condition for the auxiliary linear
problem for function Ψ(z|t) ≡ Ψ(z|t0, tk, t¯k)
LΨ(z|t) = zΨ(z|t),
∂Ψ(z|t)
∂tk
= HkΨ(z|t), k > 0 (A.17)
Function Ψ(z|t) are called Backer-Akhiezer functions.
19Sometimes eq. (A.13) is written in the form Hk =
(
Lk
)
+
, etc. This is the gauge choice, depending
on the form of the Lax operators (A.9)
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The solution of all the equations can be incorporated into a function of infinite variables
τ(t0, tk, t¯k) such that
Ψ(z|t) =
τ (t0; t − ~ [z
−1] ; t¯)
τ(t0; t ; t¯)
e
ξ(z)
~ z
t0
~ (A.18)
where ξ(z) ≡
∑∞
k=1 tkz
k and notation [z−1] means
f
(
t −
[
z−1
])
= f
(
t1 −
1
z
, t2 −
1
2z2
, . . .
)
(A.19)
Similar equations can be written for the conjugated function Ψ∗(z)
Ψ∗(z|t0, tk, t¯k) ≡ Ψ
∗(z|t) =
τ (t0; t + ~ [z
−1] ; t¯)
τ(t0; t ; t¯)
e−
ξ(z)
~ z−
t0
~ (A.20)
In terms of Backer-Akhiezer functions the whole Toda Lattice hierarchy can be com-
pactly encoded in the form∮
∞
dz
2πi
Ψ(z|t0, tk, t¯k)Ψ
∗(z|t′0, t
′
k, t¯
′
k) = 0 (A.21)
That is, one can show that condition (A.21) is equivalent to the system of equations (A.9)–
(A.13) and thus equivalently describes Toda Lattice hierarchy.
Eq. (A.21) can be re-expressed in terms of infinite set of differential equations on tau-
function, called Hirota equations20. This form of Hirota identities is similar to the one
appearing in the case of KP (see [17]). For a general form, see also [27].
Introduce the operator
D(z) =
∞∑
k=1
z−k
k
∂tk (A.22)
Then eq. (A.21) can be rewritten in the following form
z
(
e~(∂t0−D(z))τ
) (
e−~D(ζ)τ
)
− ζ
(
e~(∂t0−D(ζ))τ
) (
e−~D(z)τ
)
= (z − ζ)
(
e−~(D(z)+D(ζ))τ
) (
e−~∂t0τ
) (A.23)
(
e−~D(z)τ
) (
e−~D¯(ζ¯)τ
)
− τ
(
e~(D¯(ζ¯)−D(z))τ
)
=
1
zζ¯
(
e~(∂t0+D(z))τ
) (
e~(∂t0+D¯(ζ¯))τ
) (A.24)
There are also other Hirota equations, which we do not provide here.
20The following result for Toda Lattice hierarchy Hirota identities was shown to us by A.Zabrodin. We
are grateful to him for sharing with us this information.
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A4 Dispersionless limit of Toda Lattice Hierarchy
Many integrable hierarchies (Toda Lattice being one of them) admit the so called dis-
persionless limit. New hierarchies are also integrable, according to the general theory of
Witham hierarchies and hydro-dynamical brackets [29, 30]. These hierarchies also appear
in many applications.
In the case of Toda, to obtain the dispersionless limit one takes formal limit ~→ 0 in
eq. (A.1), in identification (A.2), (A.9), etc. In this limit, for example, the equation (A.1)
takes the form (see e.g. [6])
∂t1∂t¯1φ(t0) = ∂t0e
∂t0φ(t0) (A.25)
This equation is also integrable and is a part of dispersionless Toda lattice hierarchy.
Again, all equations of this hierarchy can be encoded in the Hirota identities, which can
be obtained by taking the same limit ~ → 0 in (A.24) (writing τ~ = exp(F/~
2 + O(1)),
etc.)
(z − ζ)eD(z)D(ζ)F = ze−∂t0D(z)F − ζe−∂t0D(ζ)F (A.26)
1− exp(−D(z)D¯(ζ¯)F ) =
1
zζ¯
exp(∂t0(∂t0 +D(z) + D¯(ζ¯))F ), (A.27)
where D(z) is defined by (A.22). There is also Hirota identity in purely anti-holomorphic
sector, it is identical to the holomorphic one (A.26).
The map w(z) understood as a function of tk is given by
log
w(z)
z/r
= −∂t0D(z)F (t) (A.28)
and log r2 = ∂2t0F (t). This allows to rewrite Hirota equations (A.26), (A.27)
D(z)D(ζ)F (t)−
1
2
∂2t0F (t) = log
w(z)− w(ζ)
z − ζ
(A.29)
and
D(z)D¯(ζ)F = − log
(
1−
1
w(z)w¯(ζ)
)
(A.30)
Coupled with eq. (A.28) one can see that second derivatives ∂tk∂tnF for k, n > 0 as well
as ∂t¯k∂t¯nF are completely determined by ∂t0∂tkF .
By expressing from (A.26) derivatives ∂t0∂tkF via ∂t1∂tkF , Hirota eqs. (A.26)(A.29)
can also be rewritten in the pure holomorphic form, which is also called Hirota equations
of dispersionless KP hierarchy [17]
exp(D(z)D(ζ)F ) = 1−
D(z)∂t1F −D(ζ)∂t1F
z − ζ
(A.31)
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B Two-vertex corresponding to Neumann boundary
state on a circle
In this Appendix we want to make an explicit calculation for the two-vertex corresponding
to conformal transformations, h1(z) = z and h2(z) = 1/z. The Neumann coefficients are
N12nm = N
21
mn =
∮ ∮
dzdw
(2πi)2
znwm
nm
−1
z2
1
(1/z − w)2
= −
1
n
δn,m (B.1)
N11nm = N
22
nm =
∮ ∮
dzdw
(2πi)2
znwm
nm
1
z2
1
w2
1
(1/z − 1/w)2
= −
1
m
δ−n,m (B.2)
In the definition of the vertex state eq. (4.16) the sum is over positive n, thus only
N12 contributes. Others are contracted with lowering operators and they annihilate the
vacuum. Now we can bring this together to get
|V12〉 =
∫
dp exp
{
−
∑
n>0
a1−na
2
−n
n
}
|p〉1 ⊗ |−p〉2 (B.3)
We assumed that zero-mode Neumann coefficients that stand in front of p and p2 terms
are zero (see eq.(4.24)). In dealing with these Neumann coefficients N IJ0k , k ≥ 0 one has to
manipulate with formal objects like hI(∞), [h
′](∞). Let us demonstrate how to do it. We
make use of the following observation. The choice h1(z) = z and h2(z) = 1/z is not unique.
One can take any GL(2,C) transformations of hI(z). It is easy to see that Neumann
coefficients are left unchanged. Thus a general choice for conformal transformations that
leads to Neumann boundary state is given by (see the footnote 11, p. 16)
h1(z) =
az + b
cz + d
, h2(z) =
(1/z)a + b
(1/z)c+ d
(B.4)
If any of the h’s are not regular at infinity we can build new h’s which are regular by
applying any GL(2,C) transformation. In this way we can “regularize” hI(∞). Let us
take this GL(2,C) transformation to be small. For example, to deal with current h1,2(z)
we choose the following GL(2,C) matrix(
1 0
ε 1
)
(B.5)
Then
h1(z) =
z
1 + εz
h2(z) =
1
z + ε
(B.6)
Now h1,2(∞) are well defined. We can make the calculations and take the limit ε→ 0 at
the end. As an example
N110n =
1
n
∮
dz
2πi
zn∂z log
(
1
ε
−
z
1 + εz
)
= 0 ∀ n > 0 (B.7)
33
The coefficient of the p2 term is21
log
{
−
[h′1](∞)[h
′
2](∞)
(h1(∞)− h2(∞))
2
}
= log
ε2
ε2
= 0 (B.8)
Thus the eq. (B.3) is indeed Neumann boundary state on a circle as one can see from
eq. (3.6).
C Conformal transformations of a two-vertex state
Below, we give a proof that a two-vertex defined by arbitrary conformal maps corresponds
to a Neumann boundary state defined on conformally transformed unit circle. Consider a
curve C which is mapped to a unit circle by conformal transformations w(z). Let us define
the action of conformal transformations on operators and states. Under transformation
g(z)
g(V ) ≡ UgV U
−1
g (C.1)
g |ψ〉 ≡ Ug |ψ〉 (C.2)
So that g
(
V |ψ〉
)
= g(V )g |ψ〉 (C.3)
Here Ug are the elements of Virasoro group given by
Ug = exp(
∑
n
vnLn) (C.4)
where vn’s are harmonics of v(z) =
∑
vnz
n+1 and field v(z) is defined by equation
ev(z)∂zz = g(z) (C.5)
If the conformal transformation g(z) is regular at infinity the expansion of the field v(z)
has only modes with n ≤ 1. As a result we have
〈0|Ug = 〈0|U
−1
g = 〈0| (C.6)
Again, denote the two-vertex (4.15) defined by maps h1 and h2 via |h1, h2〉. Therefore
what we showed in Appendix B can be written as |z, z−1〉 = |N〉〉 circle, with |N〉〉 circle
being Neumann boundary state on a circle. The task is now to find which conformal
transformations w(z) and w¯(z¯) correspond to such h1(z) and h2(z) in definition of two-
vertex that the resulting two-vertex is conformally transformed Neumann boundary state
|h1, h2〉 = U
−1
w U¯
−1
w¯ |N〉〉 circle (C.7)
where Uw acts on a holomorphic part of |N〉〉 and U¯w¯ acts on anti-holomorphic part. U
−1
w
comes from the fact, that ak = UwbkU
−1
w and bk = U
−1
w akUw.
21Recall, that [h′](z) is defined as [h′](z) ≡ −
dh(z)
d1/z
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To do this, let us calculate the two-vertex corresponding to composite conformal trans-
formation f1 ◦ w and f2 ◦ w¯. We can do it in two steps. We can either apply the whole
f ◦w at once or take f first and w later. For any vertex operators V one can write using
definition of two-vertex eq. (4.15)
〈0|1 ⊗ 〈0|2 V1(a
1)V2(a
2) |f1 ◦ w1, f2 ◦ w2〉 =
〈0| f1 ◦ w1(V1)f2 ◦ w2(V2) |0〉 =
〈0|1 ⊗ 〈0|2w1(V1)w2(V2) |f1, f2〉
(C.8)
Now, we can use the explicit form f(V ) from eq. (C.1) to get
〈0|1 ⊗ 〈0|2w1(V1)w2(V2) |f1, f2〉 =
〈0|1 ⊗ 〈0|2 Uw1V1(a1)U
−1
w1
Uw2V2(a2)U
−1
w2
|f1, f2〉 =
〈0|1 ⊗ 〈0|2 V1(a1)V2(a2)U
−1
w1
U−1w2 |f1, f2〉
(C.9)
In the last line we assumed that w1 and w2 leave the vacuum states invariant eq. (C.6).
Comparing eq. (C.9) and eq. (C.8) we see that for any V1 and V2
〈0|1 ⊗ 〈0|2 V1(a
1)V2(a
2) |f1 ◦ w1, f2 ◦ w2〉 = (C.10)
〈0|1 ⊗ 〈0|2 V1(a
1)V2(a
2)U−1w1 U
−1
w2 |f1, f2〉 (C.11)
Thus we can say that corresponding states are equal
|f1 ◦ w1, f2 ◦ w2〉 = U
−1
w1 U
−1
w2 |f1, f2〉 (C.12)
For the fixed choice of f1(z) = z and f2(z) =
1
z
,
∣∣z, 1
z
〉
is just a Neumann boundary state
|N〉〉 circle on a unit circle, defined by eq. (3.6) (see also Appendix B). If w1(z) = w(z)
and w2(z) = w¯(z) then ∣∣∣∣w, 1w¯
〉
= U−1w U¯
−1
w¯ |N〉〉 circle (C.13)
It should be compared to eq. (C.7). Thus we achieved the result (4.23) — the two-vertex
with conformal transformations
h1 = w(z), h2(z) =
1
w¯(z)
(C.14)
is a Neumann boundary state |N〉〉C on a curve C.
Now we come back to the question, raised in the footnote 11, p. 16. There we discussed
the problem that there is a freedom in relating a two-vertex to Neumann boundary state
on a circle. Indeed, instead of f1(z) = z and f2(z) =
1
z
we could use general GL(2,C)
transformation thereof. Then we would get
h1(z) =
w(z) a+ b
w(z) c+ d
, h2(z) =
a
w¯(z)
+ b
c
w¯(z)
+ d
(C.15)
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instead of (C.14). Or inverse
w(z) =
(
−
d
c
)
h1(z)− b/d
h1(z)− a/c
, w¯(z) =
(
−
c
d
) h2(z)− a/c
h2(z)− b/d
(C.16)
Up until now, we did not specify analytic properties of hI(z). It turns out that by
comparing them with analytic properties of w(z) one can fix this GL(2,C) freedom. For
the purpose of identification between Toda tau-function and Neumann boundary state on
a curve we considered only univalent w and w¯ (2.10), i.e.
w(z) =
z
r
+ p0 +
p1
z
+O(
1
z2
) (C.17)
Now eq. (C.14) assumes that h1 is univalent too but expansion of h2 starts with 1/z. On
the other hand in future applications h1 and h2 are taken to be regular at infinity
hI(z) = hI(∞)−
[h′I ](∞)
z
+O(
1
z2
), I = 1, 2 (C.18)
Insisting on both of the conditions (C.17), (C.18) as well as on eq. (C.16) will fix coeffi-
cients of GL(2,C) transformation. It is easy to see that the first of the equations in (C.16)
requires22a/c = h1(∞) and the second gives b/d = h2(∞). The scaling coefficient c/d is
left unfixed for the moment. We can calculate how r and r¯ in the expansion of w and w¯
depend on corresponding coefficients in h. It is
1
r
=
(
−
d
c
)
h1(∞)− h2(∞)
[h′1](∞)
,
1
r¯
=
(
−
c
d
) h2(∞)− h1(∞)
[h′2](∞)
(C.19)
If we require r¯ to be complex conjugate of r then the factor d/c is determined. For the
case when all hI(∞) and [h
′
I ](∞) are real we have
d
c
= −
√
−
[h′1](∞)
[h′2](∞)
(C.20)
Let us give for completeness the final result
w(z) =
(
−
d
c
)
h1(z)− b/d
h1(z)− a/c
, w¯(z) =
(
−
c
d
) h2(z)− a/c
h2(z)− b/d
a
c
= h1(∞)
b
d
= h2(∞)
d
c
= −
√
−
[h′1](∞)
[h′2](∞)
(C.21)
D The identification between dToda and a two-vertex
In this Appendix we check explicitly if identification between Neumann coefficients of
two-vertex and second derivatives of Toda tau-function F is consistent. The formulation
22We do not consider the case when h1(∞) = h2(∞).
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of the problem is the following. The second derivatives of F as second derivatives of any
Toda tau-function satisfy Hirota equations. We want to plug Neumann coefficients in
the corresponding equations and see that they are still satisfied. For convenience let us
list Hirota equations, definitions of Neumann coefficients, and the identification between
them and second derivatives of F . Hirota equations are
∂2t0F = log |r|
2 (D.1)
∂t0∂tnF =
∮
dz
2πi
zn∂z log (w(z)r) for n > 0 (D.2)
∂tn∂tkF =
∮ ∮
dzdζ
(2πi)2
znζk∂z∂ζ log
w(z)− w(ζ)
z − ζ
(D.3)
∂tn∂t¯kF = −
∮ ∮
dzdζ
(2πi)2
znζk∂z∂ζ log
(
1−
1
w(z)w¯(ζ)
e∂
2
t0
F
|r|2
)
(D.4)
Equations (D.2) completely determine the conformal transformation w(z) and plugging it
in eq. (D.3) and eq. (D.4) one can calculate the rest of the derivatives of F . The analytic
properties of w(z) are
w(z) =
z
r
+
∞∑
k=0
pk
zk
(D.5)
Now we repeat definition of Neumann coefficients. They depend on conformal maps h1, h2
as
N IJkm =
1
km
∮
dz
2πi
∮
dζ
2πi
zkζm∂z∂ζ log
(
hI(z)− hJ(ζ)
)
(D.6)
N IJ0m = −
1
m
∮
dz
2πi
zm∂z log
(
hI(∞)− hJ(z)
)
(D.7)
N IJ00 =
{
log([h′I ](∞)) I = J
log(hI(∞)− hJ(∞)) I 6= J
(D.8)
where [h′](z) ≡ −
dh(z)
d1/z
. And finally we give the full list of identifications
∂2t0F = N
11
00 +N
22
00 −N
12
00 −N
21
00 (D.9)
1
k
∂t0∂tkF = N
11
0k −N
21
0k (D.10)
1
k
∂t0∂t¯kF = N
22
0k −N
12
0k (D.11)
1
nk
∂tn∂tkF = N
11
nk (D.12)
1
nk
∂t¯n∂t¯kF = N
22
nk (D.13)
1
nk
∂tn∂t¯kF = −N
12
nk (D.14)
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Our strategy is the following now. From identifications in zero-mode sector, eqs. (D.9)-
(D.11) we find the relation between conformal maps h and w.
|r|2 = −
[h′1](∞)[h
′
2](∞)
(h1(∞)− h2(∞))
2 (D.15)
w(z) = −
dh1(z)− b
ch1(z)− a
(D.16)
w¯(z) = −
ch2(z)− a
dh2(z)− b
(D.17)
where coefficients a, b, c, d are the same as in eq. (C.21). They were obtain there by
relating the two-vertex to Neumann boundary state and requiring both h(z) to be regular
at infinity.
If we plug this in place of w in eq. (D.4) for ∂tk∂t¯nF we should get corresponding
Neumann coefficients N12kn as predicted in eq. (D.14) That is we should prove that
∂tn∂t¯kF = −
∮ ∮
dzdζ
(2πi)2
znζk∂z∂ζ log
(
1−
1
w(h1(z))w¯(h2(ζ))
e∂
2
t0
F
rr¯
)
= −
∮
dz
2πi
znζk∂z∂ζ log
(
h1(z)− h2(ζ)
)
= −nkN12nk (D.18)
Let us plug maps w and w¯ found in eq. (D.16)-eq. (D.17), into the above equation.
∂tn∂t¯kF =
−
∮ ∮
dzdζ
(2πi)2
znζk∂z∂ζ log
(
1−
h1(z)− h2(∞)
h1(z)− h1(∞)
h2(ζ)− h1(∞)
h2(ζ)− h2(∞)
)
=
−
∮ ∮
dzdζ
(2πi)2
znζk∂z∂ζ log
(
h2(ζ)− h1(z)
)
(D.19)
It is indeed equal to −nkN12nk. Similar checks can be performed for identifications in
eq. (D.12) and eq. (D.13). The checks are satisfied.
References
[1] E. Witten, “Noncommutative Geometry And String Field Theory,” Nucl. Phys. B
268, 253 (1986).
[2] A. Sen, “Descent relations among bosonic D-branes,” Int. J. Mod. Phys. A 14, 4061
(1999) [arXiv:hep-th/9902105];
A. Sen, “Universality of the tachyon potential,” JHEP 9912, 027 (1999)
[arXiv:hep-th/9911116].
38
[3] L. Rastelli, A. Sen and B. Zwiebach, “Classical solutions in string field the-
ory around the tachyon vacuum,” Adv. Theor. Math. Phys. 5, 393 (2002)
[arXiv:hep-th/0102112].
[4] L. Rastelli, A. Sen and B. Zwiebach, “Vacuum string field theory,”
arXiv:hep-th/0106010.
[5] A. Boyarsky, O. Ruchayskiy, “Integrability in SFT and new representation of KP
tau-function,” arXiv:hep-th/0211010.
[6] K. Takasaki and T. Takebe, “Integrable Hierarchies And Dispersionless Limit,” Rev.
Math. Phys. 7, 743 (1995) [arXiv:hep-th/9405096].
[7] A. LeClair, M. E. Peskin and C. R. Preitschopf, “String Field Theory On The Con-
formal Plane. 1. Kinematical Principles,” Nucl. Phys. B 317, 411 (1989).
[8] M. Adler and P. van Moerbeke, “The spectrum of coupled random matrices,” Annals
Math. 149, 921 (1999) [arXiv:hep-th/9907213].
[9] I. K. Kostov, I. Krichever, M. Mineev-Weinstein, P. Wiegmann and A. Zabrodin,
“τ -function for analytic curves,” Random matrices and their applications, MSRI pub-
lications, vol. 40, 285 (2001), Cambridge University Press [arXiv:hep-th/0005259].
[10] L. Bonora and A. S. Sorin, “Integrable structures in string field theory,” Phys. Lett.
B 553, 317 (2003) [arXiv:hep-th/0211283].
[11] A. S. Schwarz and A. Sen, “Gluing Theorem, Star Product And Integration In Open
String Field Theory In Arbitrary Background Fields,” Int. J. Mod. Phys. A 6, 5387
(1991).
[12] D. Gaiotto, L. Rastelli, A. Sen and B. Zwiebach, “Star Algebra Projectors,” JHEP
0204 (2002) 060, [arXiv:hep-th/0202151].
[13] A. Boyarsky, A. Marshakov, O. Ruchayskiy, P. Wiegmann and A. Zabrodin, “On
Associativity Equations in Dispersionless Integrable Hierarchies,” Phys. Lett. B 515,
483 (2001) [arXiv:hep-th/0105260].
[14] E. Witten, “On The Structure Of The Topological Phase Of Two-Dimensional Grav-
ity,” Nucl. Phys. B 340, 281 (1990);
R. Dijkgraaf, H. Verlinde and E. Verlinde, “Topological strings in d ¡ 1,” Nucl. Phys.
B 352, 59 (1991).
[15] L. Rastelli, A. Sen and B. Zwiebach, “Star algebra spectroscopy,” JHEP 0203, 029
(2002) [arXiv:hep-th/0111281].
[16] A. LeClair, M. E. Peskin and C. R. Preitschopf, “String Field Theory On The Con-
formal Plane. 2. Generalized Gluing,” Nucl. Phys. B 317, 464 (1989).
39
[17] R. Carroll and Y. Kodama, “Solution of the dispersionless Hirota equations,” J. Phys.
A 28, 6373 (1995) [arXiv:hep-th/9506007].
[18] C. G. Callan, C. Lovelace, C. R. Nappi and S. A. Yost, “Loop Corrections To Super-
string Equations Of Motion,” Nucl. Phys. B 308, 221 (1988);
C. G. Callan, C. Lovelace, C. R. Nappi and S. A. Yost, “Adding Holes And Crosscaps
To The Superstring,” Nucl. Phys. B 293, 83 (1987).
[19] L. Rastelli and B. Zwiebach, “Tachyon potentials, star products and universality,”
JHEP 0109, 038 (2001) [arXiv:hep-th/0006240].
[20] L. Rastelli, A. Sen and B. Zwiebach, “Boundary CFT construction of D-branes in
vacuum string field theory,” JHEP 0111, 045 (2001) [arXiv:hep-th/0105168].
[21] M. Schnabl, “Wedge states in string field theory,” JHEP 0301, 004 (2003)
[arXiv:hep-th/0201095].
[22] D. J. Gross and A. Jevicki, “Operator Formulation Of Interacting String Field The-
ory. 2,” Nucl. Phys. B 287, 225 (1987).
[23] P. Di Francesco, P. Mathieu and D. Se´ne´chal, Conformal Field Theory, (Springer-
Verlag New York, Inc., 1997)
[24] M. Schnabl, “Anomalous reparametrizations and butterfly states in string field the-
ory,” Nucl.Phys. B 649, 101-129 (2003) [arXiv:hep-th/0202139].
[25] I. Kishimoto, Y. Matsuo and E. Watanabe, “Boundary states as exact solutions of
(vacuum) closed string field theory”, [arXiv:hep-th/0306189].
[26] H. Hata, K. Itoh, T. Kugo, H. Kunitomo and K. Ogawa, “Covariant String Field
Theory,” Phys. Rev. D 34, 2360 (1986). H. Hata, K. Itoh, T. Kugo, H. Kunitomo
and K. Ogawa, “Covariant String Field Theory. 2,” Phys. Rev. D 35, 1318 (1987).
[27] K. Ueno and K. Takasaki “Toda Lattice Hierarchy” Adv. Studies in Pure Math. 4,
1 (1984)
[28] A. V. Mikhailov, M. A. Olshanetsky and A. M. Perelomov, “Two-Dimensional Gen-
eralized Toda Lattice,” Commun. Math. Phys. 79, 473 (1981).
[29] I. M. Krichever, Funct. Anal. Appl. 22 (1989) 200.
[30] B.Dubrovin, S.Novikov, Sov.Math.Doklady 27 (1983) 665;
B.Dubrovin, S.Novikov, Russ.Math.Surveys 44:6 (1989) 35;
B.Dubrovin, Geometry of Hamiltonian Evolutionary Systems, (Bibliopolis, Naples
1991).
40
[31] M. Jimbo and T. Miwa, “Solitons And Infinite Dimensional Lie Algebras,” Publ.
Res. Inst. Math. Sci. Kyoto 19, 943 (1983);
see also: T. Miwa, M. Jimbo, E. Date, Solitons : differential equations, symmetries
and infinite dimensional algebras. Cambridge University Press, 2000
41
