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RÉSUMÉ. Cet article présente l’architecture logicielle d’une boîte à outils d’ingénierie de trafic
2.Les méthodes déjà présentes couvrent l’ingénierie de trafic intra-domaine basée sur MPLS,
mais devraient bientôt couvrir l’ingénierie de trafic inter-domaine, ainsi que celle basée sur IP.
L’objectif de cette boîte à outils est de fournir un logiciel libre permettant à un opérateur de
tester des outils issus de la recherche académique et à un chercheur de comparer et promouvoir
ses algorithmes d’ingénierie de trafic. La boîte à outils est conçue pour être déployée comme
un outil on-line dans un environnement opérationnel, ou comme un outil d’optimisation off-
line ou encore comme un simulateur d’ingénierie de trafic. Nous avons réalisé une étude de
cas d’optimisation de trafic sur le réseau GÉANT. Cette étude présente une comparaison de
différentes méthodes de routage, une évaluation du coût d’une protection de bout en bout ou
locale ainsi que l’analyse de la pire panne de lien.
ABSTRACT. This paper presents the software architecture of a traffic engineering toolbox. The
methods already included cover MPLS-based intra-domain traffic engineering (TE), but will
soon cover IP-based TE and inter-domain TE. This toolbox provides an open source software
that allows an operator to test methods coming from the academic research. A researcher
can also use the toolbox for comparing and promoting his/her TE algorithms. The toolbox is
designed to be deployed as an on-line tool in a operational network, or as a traffic engineering
simulator. We present a case study on the GÉANT network that compares different routing
algorithms, evaluates different protection cost, and analyses the worst-case link failure.
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1. Introduction
Encore aujourd’hui, le moyen simple et classique d’offrir un service de qualitØ
pour un rØseau d’entreprise ou un fournisseur internet (ISP : Internet Service Provider)
est de surdimensionner son rØseau. Pour rØpondre à l’augmentation de la demande
et pour atteindre des garanties de service (SLA : Service Level Agreement), cette
approche est de moins en moins viable Øconomiquement. L’alternative est de dØployer
des techniques d’ingØnierie de trac. Cependant, la plupart des problŁmes rencontrØs
dans ce domaine sont combinatoires et de grande taille, ce qui implique de trouver des
heuristiques efcaces et (quasi) optimales.
Beaucoup de recherches ont dØjà ØtØ effectuØes par le monde acadØmique et de
bonnes solutions sont actuellement disponibles. Cependant, peu d’entre elles sont rØel-
lement utilisØes par les opØrateurs pour gØrer leur rØseau. Une des raisons est la com-
plexitØ de ces mØthodes qui sont implØmentØes spØciquement dans un objectif de
recherche et de simulation. Ces mØthodes s’intŁgrent difcilement dans un environ-
nement opØrationnel. L’objectif principal de notre boîte à outils est de rØconcilier le
monde acadØmique et le monde opØrationnel en fournissant des interfaces interopØ-
rables et conviviales avec d’autres outils existants. Cette boîte à outils servira aussi au
chercheur qui dØsire tester, comparer et promouvoir ses recherches.
La conception de la boîte à outils permet diffØrentes utilisations. Celle-ci peut
Œtre dØployØe comme un outil on-line dans un rØseau opØrationnel, ou Œtre utilisØe
comme outil off-line ou encore comme simulateur d’ingØnierie de trac. De plus, une
grande variØtØ de mØthodes d’ingØnierie de trac peuvent Œtre intØgrØes. Ces mØthodes
peuvent Œtre classØes selon diffØrents axes : intra-domaine ou inter-domaine, on-line
ou off-line, IP ou MPLS [ROS 01] (Multiprotocol Label Switching), centralisØe ou
distribuØe.
Le papier est structurØ comme suit. Dans la section 2, nous dØcrirons les formats
de donnØes que nous avons dØnis. Dans la section 3, nous prØsenterons l’architecture
de la boîte à outils ainsi que les exigences qui ont guidØ son dØveloppement. Dans la
section 4, nous prØsenterons briŁvement les algorithmes dØjà intØgrØs. Enn, la section
5 prØsentera une Øtude de cas rØalisØe avec la boîte à outils sur le rØseau europØen de
la recherche GÉANT.
2. Standardisation des informations
Cette section prØsente les trois formats XML que nous avons dØnis dans le cadre
de la boîte à outils. Nous avons choisi d’utiliser la technologie XML car elle nous
permet d’Œtre interopØrables, mais Øgalement car il existe beaucoup d’outils pour cette
technologie.
Topologies Un aspect commun aux mØthodes d’ingØnierie de trac est qu’elles uti-
lisent des topologies en entrØe et/ou en sortie. Tous les algorithmes de la boîte à
outils n’utilisent pas les mŒmes informations. Ainsi, le format dØni est exible
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dans le sens oø il peut Œtre Øtendu et presque tous les attributs et ØlØments
sont optionnels. L’ØlØment racine du schØma est domain. Celui-ci contient cinq
sous-ØlØments : info (auteur de la topologie, date, etc.), topology (informations
concernant la topologie vue au niveau de la couche rØseau), mpls (liste d’ØlØ-
ments lsp (Label Switch Path)), igp (Interior Gateway Protocol) (informations
concernant le protocole de routage intra-domaine) et bgp (Border Gateway Pro-
tocol) (informations concernant le protocole de routage inter-domaine).
Matrices de trafic Ces matrices contiennent la quantitØ de trac ØchangØe entre cha-
que paire de nuds. Le format consiste en une liste de nuds "source", chacun
contenant une liste de nuds "destination". Enn, pour chaque nud destina-
tion, on spØcie la quantitØ de trac ØchangØ.
Scénarios Les chiers de scØnarios ont pour objet de rassembler les informations
concernant des ØvØnements devant avoir lieu sur le rØseau. Typiquement, le for-
mat dØni est constituØ d’une liste d’ØvØnements tels que la crØation d’un LSP
(primaire ou de backup), la suppression d’un LSP, la panne d’un lien, d’un nud
ou d’une interface, la (re)mise en fonction d’un lien, d’un nud, etc
3. Architecture logicielle
La boîte à outils consiste principalement en un rØpertoire de mØthodes d’ingØ-
nierie de trac. Ce rØpertoire permet d’effectuer facilement des comparaisons entre
algorithmes et aussi de sØlectionner un ensemble de mØthodes pertinentes à activer
dans un environnement rØel.
Tout en restant performante, notre architecture logicielle doit satisfaire plusieurs
objectifs :
 minimiser l’effort d’intØgration d’un nouvel algorithme ;
 proposer des interfaces interopØrables pour s’intØgrer avec d’autres outils exis-
tants comme un simulateur, un outil de gestion de rØseaux (NMS : Network Manage-
ment System) ou un outil de conguration (Provisioning tool) ;
 proposer diffØrents modes d’exØcution : on-line/off-line et centra-
lisØ/dØcentralisØ ;
 permettre de faire coopØrer des algorithmes Øcrits dans diffØrents langages.
Nous allons commencer par dØcrire l’intØgration de la boîte à outils avec d’autres
outils et ensuite dØcrire l’organisation interne de celle-ci.
3.1. IntØgration avec des outils existants
Les mØthodes d’ingØnierie de trac ont besoin d’une sØrie de donnØes sur le rØseau
pour pouvoir l’optimiser. Ces informations peuvent Œtre la topologie, la matrice de
trac, la charge des liens, la conguration des LSPs dans le cas d’un rØseau MPLS, le
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dØlai des liens, etc. DiffØrents outils sont dØployØs dans un rØseau opØrationnel pour
collecter ces informations.
Une premiŁre catØgorie d’outils est appelØe systŁme de gestion de rØseaux (NMS).
Ces outils surveillent et mesurent diffØrentes informations sur le rØseau comme la
topologie, la matrice de trac, des informations de routage, etc. Ces outils doivent
fournir l’ensemble des donnØes permettant de gØrer au mieux un rØseau et ceci de
maniŁre efcace et prØcise.
Une deuxiŁme catØgorie comprend les outils de conguration qui permettent d’ef-
fectuer des actions telles que le changement d’un poids IGP, l’Øtablissement d’un LSP,
etc. Ces outils fournissent une interface simple et conviviale pour la conguration d’un
rØseau.
(a) (b)
Figure 1. (a) IntØgration dans un environnement rØel (b) IntØgration dans un environ-
nement de simulation
Les donnØes nØcessaires à l’utilisation des mØthodes d’ingØnierie de trac sont
communiquØes à la boîte à outils diffØremment selon le mode d’exØcution de celle-ci.
Nous avons distinguØ les modes suivants :
 intØgration dans un environnement rØel (Figure 1a) : la boîte à outils rØcupŁre les
informations du rØseau via un outil de gestion en place, elle exØcute diffØrents calculs
à la demande de l’outil de conguration de rØseaux (p. ex. calculer une route pour un
LSP) et rØpond par une liste d’actions que l’outil de conguration effectuera sur le
rØseau (p. ex. Øtablir un LSP sur une certaine route et rerouter un autre LSP). Ce mode
peut aussi se contenter de fournir les informations à un administrateur de rØseau sans
modier la conguration du rØseau.
 intØgration dans un environnement de simulation (Figure 1b) : la boîte à outils
utilise des chiers (mesurØs ou gØnØrØs) dØcrivant la topologie, un scØnario d’exØcu-
tion et/ou la matrice de trac.
Certains outils commerciaux combinent plusieurs modules de la Figure 1a (p. ex .
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Figure 2. Architecture de la boîte à outils
optØ pour une sØparation claire des objectifs et nous nous concentrons principalement
sur la partie ingØnierie de trac.
3.2. Cur de l’architecture
Le cur de l’architecture de la boîte à outils est le rØpertoire d’algorithmes d’in-
gØnierie de trac (Figure 2) que nous avons divisØ en plusieurs catØgories :
 algorithmes IP : optimisation des poids IGP
 algorithmes MPLS : calcul de LSPs primaires ou de backup
 algorithmes BGP : redistribution de trac ou simulation de comportement BGP ;
 algorithmes gØnØriques : algorithmes classiques (p. ex. calcul des K plus courts
chemins disjoints) et algorithmes gØnØriques (p. ex. tabu search ou algorithme gØnØ-
tique).
Nous avons choisi de dØvelopper la boîte à outils en Java pour la facilitØ de dØ-
veloppement et le grand nombre d’outils de traitement du XML fournis autour de ce
langage comme : JAXB 4, Services Web, etc. De plus, la technologie JNI5 (Java Na-
tive Interface) nous permet d’intØgrer dans la boîte à outils des algorithmes Øcrits en
C ou en C++.
4. http ://java.sun.com/xml/jaxb/
5. http ://java.sun.com/j2se/1.4.2/docs/guide/jni
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An de rendre le dØveloppement de la boîte à outils plus aisØ, nous l’avons divisØe
en modules :
Module de topologies : regroupe l’ensemble des classes relatives à la topologie du
rØseau qui permettent entre autres d’ajouter/retirer des liens, d’ajouter/retirer
des LSPs, de vØrier certaines conditions comme la connexitØ, d’obtenir des
statistiques comme l’utilisation, le dØbit ou l’ØquitØ ;
Module de scénarios : regroupe l’ensemble des classes relatives aux scØnarios de
simulation permettant de lire, exØcuter et gØnØrer des scØnarios ;
Module de matrices de trafic : regroupe les fonctionalitØs liØes aux matrices de tra-
c comme la lecture, la vØrication de la cohØrence avec la capacitØ des liens et
la gØnØration de matrices.
3.2.1. IntØgration d’un algorithme
Pour Œtre intØgrØ dans la boîte à outils, tout algorithme doit implØmenter deux
mØthodes appelØes start et stop. La premiŁre mØthode est utilisØe pour instancier l’al-
gorithme, le congurer et lui envoyer toutes les informations relatives à l’Øtat courant
de la topologie. La seconde mØthode est utilisØe pour clôturer l’exØcution de l’algo-
rithme. Selon le type d’algorithmes, des mØthodes additionnelles doivent Œtre implØ-
mentØes. Par exemple, pour des algorithmes de routage de LSPs MPLS, une mØthode
route doit Œtre implØmentØe, qui correspond au routage d’un LSP.
Cette mØthode est susceptible de renvoyer des informations (typiquement le che-
min du LSP calculØ). Nous avons dØcidØ d’implØmenter le concept gØnØrique d’ac-
tions. Tout retour d’informations se fait sous la forme d’une liste d’actions. Ce pro-
cØdØ a l’avantage d’Œtre fort gØnØrique et exible. Par exemple, la mØthode route est
susceptible de renvoyer une action addLSP. La classe correspondant à cette action
comporte une mØthode execute qui a pour impact d’ajouter ce LSP à la topologie. DŁs
lors, pour intØgrer un nouvel algorithme de routage de LSPs Øcrit en Java, seules ces
trois mØthodes (start, stop et route) et les actions susceptibles d’Œtre retournØes par la
mØthode route doivent Œtre implØmentØes.
Notre algorithme de routage de LSPs primaires et de backup DAMOTE (dØcrit
dans la section 4.2 et dØveloppØ avant d’avoir conçu la boîte à outils) a ØtØ intØgrØ
via JNI et nous avons mesurØ une trŁs faible dØgradation (2%) des performances de
l’algorithme ainsi intØgrØ.
3.2.2. Interface web
Pour permettre une utilisation aisØe et conviviale de la boîte à outils, nous l’avons
pourvue d’une interface web rØalisØe grâce à la technologie JSP et au serveur Tomcat6.
L’interface web est organisØe comme suit : l’utilisateur commence par choisir une
topologie. Les nuds, liens et LSPs prØsents s’afchent alors ainsi qu’une reprØsen-
tation graphique de la topologie. Il peut alors ajouter des LSPs à l’aide de DAMOTE
6. http ://jakarta.apache.org/tomcat/index.html
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[BLA 03b] ou à l’aide de l’algorithme CSPF. L’interface web permet aussi, en utilisant
Topgen, de gØnØrer des topologies et du trac sur ces topologies (cf. section 4.3).
4. Algorithmes de TE intégrés
4.1. Algorithmes classiques
Nous avons intØgrØ plusieurs algorithmes couramment utilisØs dans les rØseaux.
Ces algorithmes peuvent Œtre utilisØs comme point de comparaison ou pour dØvelopper
des mØthodes plus complexes.
Une fonction de base frØquemment utilisØe dans les rØseaux est de trouver le che-
min le plus court, de coßt le plus faible ou de poids minimum entre des nuds d’un
rØseau. Nous avons implØmentØ diffØrents algorithmes de calcul de plus courts che-
mins (pour plus d’informations [GRO 03] [BHA 99]) :
 Dijkstra : algorithme le plus couramment utilisØ par les routeurs IP pour calculer
le plus court chemin vers une ou toutes les destinations. Cet algorithme est implØmentØ
en utilisant une le de prioritØ sous forme de tas binaire (Binary heap) ce qui permet
d’obtenir une complexitØ de l’ordre de O((V + E) log V ) oø V est le nombre de
nuds et E le nombre de liens.
 CSPF (Constraint Shortest Path First) : cet algorithme est un Dijkstra qui vØrie
que chaque lien a une capacitØ sufsante pour router une certaine demande. Cet algo-
rithme est utilisØ pour calculer des LSPs qui rØservent une certaine bande passante sur
leur chemin.
 Bellman-Ford : cet algorithme de plus courts chemins autorise des poids de liens
nØgatifs mais implique le calcul des plus courts chemins vers toutes les destinations.
Il possŁde une complexitØO(V E) ce qui le rend beaucoup moins efcace que l’algo-
rithme de Dijkstra.
 K plus courts chemins disjoints : [BHA 99] propose un algorithme trŁs rapide
pour calculer K plus courts chemins dans un graphe. Cet algorithme peut par exemple
Œtre utilisØ pour calculer une paire de chemins disjoints et ainsi obtenir un chemin
primaire et un chemin de backup disjoints.
 tous les chemins distincts : cet algorithme calcule tous les chemins distincts entre
deux nuds. On peut aussi donner une limite sur la taille des chemins. Par exemple,
calculer tous les chemins distincts de moins de 5 nuds.
4.2. DAMOTE
DAMOTE [BLA 03b, BLA 03a] (Decentralized Agent for MPLS Online Trafc
Engineering) est un algorithme de routage de LSPs sous contraintes. DAMOTE est
bien plus ØvoluØ qu’un simple algorithme CSPF. Alors qu’un CSPF est un SPF sur
une topologie ØlaguØe (obtenue en Øcartant les liens qui n’ont pas sufsamment de
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ressources pour accepter le nouvel LSP), DAMOTE peut rØaliser des optimisations
plus intelligentes basØes sur la minimisation d’une fonction de score. Des exemples
de telles fonctions sont : l’utilisation de ressources (ce qui mŁne à un plus court che-
min classique), l’Øquilibrage de charge, l’Øquilibrage de charge hybride (oø les longs
dØtours sont pØnalisØs), le routage avec prise en compte des prØemptions (avec pØna-
lisation des reroutages).
DAMOTE est gØnØrique pour plusieurs raisons. PremiŁrement, la fonction de score
est un paramŁtre de l’algorithme. DeuxiŁment, des contraintes peuvent Œtre combi-
nØes assez librement. Des contraintes typiques sont par exemple la bande passante
disponible sur les liens par classe (CT, Class Type) ou les niveaux de prØemption. Par
exemple, il est possible de spØcier qu’un LSP d’un certain CT peut uniquement Œtre
acceptØ sur un lien s’il y a sufsamment de bande passante non rØservØe pour ce CT
en ne prenant en compte que les ressources rØservØes par des LSPs de niveaux de prØ-
emption infØrieurs (LSPs plus prioritaires). Ceci permet de prØempter d’autres LSPs
moins prioritaires si besoin est. DAMOTE est dans ce cas en mesure de calculer le
meilleur ensemble de LSPs à prØempter.
DAMOTE calcule efcacement une solution quasi optimale, peut travailler avec
diffØrentes fonctions de score et types de contraintes et est compatible avec le modŁle
MAM [Le 04] (Maximum Allocation Model) proposØ par le groupe de travail MPLS
DiffServ de l’IETF.
DAMOTE permet Øgalement le calcul de LSPs de backup ([MØL 03]). Tout LSP
primaire est protØgØ par une sØrie de LSPs de dØtour, chacun d’eux partant du nud
immØdiatement en amont de chaque lien du LSP primaire. Ces LSPs de dØtour pro-
tŁgent donc le nud en aval (si possible) ou le lien en aval et fusionnent avec le LSP
primaire quelque part entre la ressource protØgØe et le nud egress (inclus). Ces LSPs
doivent Œtre prØØtablis pour du reroutage rapide en cas de panne et approvisionnØs
avec de la bande passante. En termes de consommation de bande passante, ce schØma
est uniquement viable si les LSPs de dØtour peuvent partager la bande passante entre
eux (voir Figure 3) ou avec les LSPs primaires (voir Figure 4). Ceci est possible en









Figure 3. Backup1 protŁge LSP1 de la panne du noeud N2. Backup2 protŁge LSP2
de la panne du noeud N3. Etant donnØ que Backup1 et Backup2 ne seront jamais
utilisØs simultanØment, ils peuvent partager la bande passante sur le lien N1 −N5.









Figure 4. Les deux LSPs primaires (LSP1 et LSP2) tomberont en panne simultanØ-
ment si N2 tombe en panne. Backup2, qui protŁge LSP2, peut partager de la bande
passante avec LSP1 sur le lien N4−N5, Øtant donnØ que Backup2 et LSP1 n’uti-
liseront jamais ce lien simultanØment. Backup1, qui protŁge LSP1, n’est pas prØsent
sur la gure.
DAMOTE parvient à une protection complŁte de tous les LSPs primaires contre les
pannes de liens et de nuds avec une surconsommation de ressources de l’ordre de 30
à 70 % des ressources rØservØes pour les LSPs primaires (selon la topologie). La pro-
tection sur SDH/SONET mŁne quant à elle à 100% de surconsommation sans protØger
les nuds. En ce qui concerne la rØsistance au facteur d’Øchelle, si l’ingress de chaque
LSP primaire doit calculer tous les LSPs de dØtour, il a besoin d’une quantitØ substan-
tielle d’informations à propos de l’Øtat des liens dans le rØseau. La solution consistant
à inonder le rØseau avec cette information grâce à OSPF-TE est possible mais rØsiste
mal au facteur d’Øchelle. Nous avons proposØ une solution ([BAL ]) consistant à dis-
tribuer le calcul des LSPs de dØtour entre les nuds du chemin primaire. L’idØe est que
tout nud du chemin primaire calcule le LSP de dØtour qui le protŁge (ou qui protŁge
son lien en amont) car il dispose de l’information nØcessaire pour effectuer ces cal-
culs. Cette maniŁre de procØder rØduit de maniŁre drastique la quantitØ d’information
à faire circuler dans le rØseau.
4.3. Topgen
Topgen est une application intØgrØe dans la boîte à outils qui permet de gØnØrer des
topologies et des matrices de trac sur ces topologies. Elle permet donc à un chercheur
de gØnØrer des cas de test pour les algorithmes qu’il dØveloppe, et ainsi de valider ou
d’invalider une approche d’ingØnierie de trac.
Pour ce qui est de la gØnØration de topologies, Topgen utilise le gØnØrateur BRITE
[MED 01]. Bien que l’approche prise dans ce dernier est de plus en plus contestØe
[LI 04], BRITE est actuellement un des meilleurs outils fonctionnels. Nous prØvoyons
cependant d’intØgrer de meilleures mØthodes de gØnØration de topologies.
10 1re soumission à CFIP05.
En ce qui concerne la gØnØration de trac, Topgen fournit deux modŁles de trac :
un premier basØ sur le modŁle de gravitØ et un second qui utilise des distributions de
probabilitØ (distributions uniforme à valeurs entiŁres ou rØelles, normale, de Poisson,
constante et bimodale). Nous prØvoyons Øgalement d’intØgrer de nouvelles mØthodes
de gØnØration de matrices de trac comme celles issues de la tomographie rØseau
[MED 04, ZHA 03].
5. Etude de cas : le réseau GÉANT
Pour illustrer l’utilisation de la boîte à outils, nous avons rØalisØ une Øtude de cas
sur le rØseau europØen de la recherche GÉANT 7. Le rØseau GÉANT est un rØseau
multi-gigabit, reprØsente 30 pays et connecte 26 rØseaux de recherche et d’Øducation.
Ce rØseau contient 23 nuds et 38 liens.
Figure 5. RØseau GÉANT
Dans cette section, nous dØcrirons d’abord la maniŁre d’infØrer la matrice de trac
sur le rØseau. Nous comparerons le routage proposØ par diffØrents algorithmes. En-
suite, nous prØsenterons le coßt d’une protection du rØseau en utilisant des LSPs de
backup, et enn nous Øtudierons l’impact des pannes les plus graves.
7. www.geant.net
Boîte à outils d’ingénierie de trafic 11
5.1. InfØrence de la matrice de trac
Pour cette Øtude de cas, nous avons mis au point une nouvelle mØthode de gØnØra-
tion de trac en plus de celles dØjà prØsentes dans Topgen. Nous avons tout d’abord
obtenu la charge de chaque interface extØrieure du rØseau GÉANT (de et vers chaque
POP). Ensuite, pour les nuds qui ont plusieurs interfaces extØrieures, nous avons
agrØgØ le trac entrant (resp. sortant) par nud. Puis, nous avons construit une ma-
trice de trac plausible en suivant le modŁle de gravitØ dØcrit dans la section 3.2.1 de







oø Oi reprØsente la quantitØ de trac injectØ dans le rØseau par le nud i et T outj la
quantitØ de trac quittant le rØseau par le nud j. Enn, nous avons vØriØ que cette
matrice de trac pouvait Œtre supportØe par le rØseau.
Pour exØcuter nos simulations, nous avons produit une matrice de trac (nom-
mØe TM-max) calculØe durant un jour de semaine typique du mois d’octobre 2004 au
moment oø la somme du trac entrant et sortant par toutes les interfaces d’accŁs est
maximale.
5.2. Analyse du trac
Dans cette section, nous allons comparer diffØrents algorithmes de routage de LSP
grâce à la boîte à outils. Pour comparer ces mØthodes, nous allons analyser l’utilisa-
tion des liens et plus particuliŁrement l’utilisation maximale (i.e. le lien le plus utilisØ).
Cette mØtrique donne une information sur le goulet du rØseau. Nous allons aussi ana-
lyser l’utilisation moyenne et son Øcart type qui reŁte l’Øquilibrage de la charge. Sur
une topologie rØelle comme celle de GÉANT, les algorithmes donnent des rØsultats
assez diffØrents.
Il faut analyser ces rØsultats avec prØcaution pour plusieurs raisons. PremiŁrement,
la matrice de trac n’est pas rØelle mais infØrØe. L’erreur liØe au modŁle de gravitØ
est assez grande. DeuxiŁmement, la conguration actuelle des mØtriques IGP sur le
rØseau GÉANT permet de combiner diffØrents objectifs : utilisation prØfØrentielle des
liens de grande capacitØ et contraintes de dØlai. Dans ces simulations, nous nous in-
tØressons uniquement à rØduire la charge du lien le plus chargØ et à rØpartir la charge
dans le rØseau.
Nous avons comparØ les algorithmes de routage suivants :
 MCF (Multi Commodity Flow) dont l’objectif est de minimiser l’utilisation
maximale des liens ;
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 CSPF qui utilise les mØtriques rØelles du rØseau GÉANT ;
 CSPFHopCount qui utilise une mØtrique de 1 pour chaque lien ;
 CSPFInvCap qui utilise comme mØtrique l’inverse de la capacitØ (mØthode pro-
posØe par Cisco) ;
 CSPFInvFreeBW qui utilise comme mØtrique l’inverse de la capacitØ rØsiduelle ;
 DAMOTE paramØtrØ pour Øquilibrer la charge.
Dans chaque cas, nous avons Øtabli un maillage complet de LSP (full mesh). Toutes
les mØthodes, sauf MCF, dØpendent de l’ordre d’Øtablissement des diffØrentes de-
mandes. Pour chaque algorithme, aprŁs le calcul d’un chemin (LSP), on rØserve la
demande au niveau de chaque lien. Les rØsultats pour la matrice TM-max et un ordre
alØatoire sont prØsentØs dans le Tableau 1.
Algorithmes Utilisation Percentile 10 8 Utilisation Ecart type
maximale moyenne
MCF 29,9% 26,9 % 10,4% 9,6 %
CSPF 50,5 % 18,1 % 7,4 % 8,4 %
CSPFHopCount 83,5 % 19,8 % 10,2 % 15,0 %
CSPFInvCap 43,5 % 16,5 % 7,1 % 7,2 %
CSPFInvFreeBW 30,3 % 13,7 % 7,1 % 6,2 %
DAMOTE 30,3 % 14,9 % 8,9 % 5,3 %
Tableau 1. Comparaison de diffØrents algorithmes de routage sur la matrice de trac
TM-max
L’utilisation maximale fournie par le multi commodity ow donne la borne mi-
nimale que l’on peut atteindre. Cet optimum ne concerne que le lien le plus utilisØ
car le MCF n’essaie pas de rØpartir la charge sur les autres liens. On peut constater
que les mØthodes CSPFInvFreeBW et DAMOTE donnent de trŁs bons rØsultats, assez
proches de l’optimum au niveau de l’utilisation maximale tout en permettant d’obtenir
une utilisation moyenne trŁs faible.
L’ingØnierie de trac sur un rØseau de petite taille comme GÉANT atteint rapide-
ment ses limites à cause de la conguration de la topologie et du trac. Vu les coßts
importants de connectivitØ vers certains nuds (Israºl, GrŁce, New York, etc.), ceux-ci
sont connectØs par deux liens de plus faible capacitØ, ce qui limite considØrablement
les possibilitØs de routage. De plus, ces nuds envoient un trac important par rapport
à la bande passante disponible. Ces liens constituent le goulet inhØrent à la congu-
ration du rØseau. Les mØthodes d’ingØnierie de trac n’ont donc pas ØnormØment de
possibilitØs et doivent se contenter de rØpartir au mieux la charge sur ces liens. On
peut remarquer que DAMOTE et CSPFInvFreeBW excellent sur ce plan.
8. Le percentile N donne l’utilisation du lien choisi de telle sorte que N % des liens du réseau
soient plus chargés que lui.
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Comme nous l’avons dØjà signalØ, toutes les mØthodes, à l’exception du MCF, dØ-
pendent de l’ordre d’Øtablissement. Nous avons ØvaluØ les ordres d’Øtablissement sui-
vants : alØatoire, croissant et dØcroissant. Avec la matrice de trac utilisØe, toutes ces
mØthodes se montrent relativement insensibles à l’ordre d’Øtablissement. Tout au plus
constate-t-on pour CSPFInvFreeBw une lØgŁre contre-performance quand les LSPs
sont Øtablis en ordre croissant (en commençant donc par les LSPs de plus petites de-
mandes).
Nous avons Øgalement ØvaluØ l’inuence de l’utilisation de plusieurs LSPs pour
router une demande. Les mØthodes suivantes ont ØtØ testØes : toute demande est routØe
par un seul LSP ; toutes les petites demandes (bornØes par une valeur x kbit/s) sont
routØes en un seul LSP, toutes les grosses demandes (dØpassant x kbit/s) sont routØes
en plusieurs LSPs (de taille x sauf pour le dernier LSP rØsiduel) ; toutes les demandes
sont rØparties alØatoirement en plusieurs LSPs (de telle sorte que la somme de leur
capacitØ Øgale la demande).
5.3. Analyse du coßt des backups
Dans cette section, nous nous attaquons à la protection des ux en cas de panne
d’un nud ou d’un lien du rØseau. Nous faisons l’hypothŁse qu’une seule panne peut
se produire à la fois. Cette hypothŁse nous permet de partager la bande passante entre
diffØrents LSPs de backup qui protŁgent des ressources diffØrentes. De plus, nous
permettons aux backups de partager Øgalement de la bande passante avec des LSPs
primaires dans certaines conditions (cfr section 4.2). S’il est impossible de protØger
un LSP contre toute panne de nud, nous protØgeons le LSP contre toute panne de
lien.
Nous avons adoptØ la maniŁre de procØder suivante. Nous Øtablissons un LSP pri-
maire unique par demande, et ce de maniŁre sØquentielle. L’ordre d’Øtablissement des
LSPs peut donc avoir une inuence sur la qualitØ de ceux-ci. Le calcul du LSP primaire
s’effectue avec l’algorithme DAMOTE. Signalons qu’un autre choix d’algorithme de
routage pour les LSPs primaires pourrait changer les rØsultats. Ensuite, le calcul des
chemins de backup se fait Øgalement avec DAMOTE en prenant le chemin primaire
comme une contrainte à respecter. Nous avons Øtabli deux sortes de protection : des
backups de bout-en-bout (un LSP de backup par LSP primaire) ou des backups locaux
(un LSP est Øtabli par nud ou lien à protØger).
La table 2 nous donne les rØsultats correspondant à la matrice de trac TM-max.
Les LSPs sont Øtablis dans un ordre alØatoire. Le surcoßt en bande passante des ba-
ckups reprØsente la bande passante totale rØservØe pour les backups divisØe par la
bande passante totale rØservØe pour les primaires. Un surcoßt de 100 % signie donc
qu’il y a dans le rØseau autant de bande passante rØservØe pour les backups que pour
les primaires. Le partage entre LSPs primaires et LSPs de backups nous permet de
rØserver respectivement 3 % et 8 % de bande passante en moins dans le cas de la
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protection locale protection de bout en bout
Surcoßt en bande passante 86.8 % 71.7 %
Utilisation maximale 64.8 % 85.7 %
Utilisation moyenne 13.2 % 10.7 %
Nombre de LSP primaires 506 506
Nombre de LSP de backups 1638 506
Tableau 2. Protection locale vs protection de bout-en-bout. Algorithme de calcul de
chemin primaire : DAMOTE.
restauration locale et de bout en bout. Nous remarquons que les valeurs de surcoßt ob-
servØes ne sont pas trŁs bonnes. En effet, dans l’article [MØL 03], nous obtenions des
valeurs de surcoßt de l’ordre de 50 %. Les mØthodes de restauration offrent de bien
meilleures performances sur des rØseaux plus larges et plus denses. Effectivement, si
on a plus de choix pour le routage des chemins de backup, on pourra choisir un chemin
qui partage un maximum de bande passante avec des LSPs dØjà Øtablis.
Signalons aussi que pour certains LSPs primaires, les LSPs de bout-en-bout pro-
tŁgent bien contre toute panne de lien, mais pas contre toute panne de nud, car il
Øtait impossible d’Øviter un nud commun avec le LSP primaire.
Analysons maintenant ces rØsultats. Nous observons que les backups locaux ont
de sØrieux avantages : ils offrent une restauration plus rapide avec une rØservation
maximale des liens plus faible. Par contre, les LSPs locaux induisent une rØservation
moyenne des liens sensiblement plus ØlevØe et Øvidemment un plus grand nombre de
LSPs de backup.
5.4. Etude de la panne la plus grave
Nous dØnissons la panne la plus grave de la façon suivante. Soit Si l’Øtat du rØ-
seau dans lequel le lien i est en panne (S0 dØsigne l’Øtat du rØseau sans panne). Soit
(Si) l’utilisation maximale dans l’Øtat Si. On dit que le lien i provoque la panne la
plus grave si (Si) ≥ (Sj); ∀j.
Comme expliquØ ci-dessus, le rØseau GÉANT possŁde une capacitØ moindre vers
le nud d’Israºl (connectØ au rØseau par deux liens de faible capacitØ). Il s’ensuit que
si un de ces deux liens devient dØfaillant, tout le trac à destination d’Israºl devra Œtre
routØ par l’autre lien engendrant ainsi la panne la plus grave. En effet, une quantitiØ
de trac non nØgligeable doit atteindre ce nud et il n’y aura plus qu’un seul lien
d’accŁs à ce nud. Nous avons dŁs lors observØ que, pour le MCF et les algorithmes
de routage CSPF, CSPFInvFreeBW, CSPFInvCap et Damote, la panne la plus grave
Øtait due au lien Israºl-Italie, et que ces algorithmes de routage donnaient tous les
mŒmes performances avec une utilisation maximale Øgale à celle donnØe par le MCF
(59,8%). Quant à CSPFHopCount, il ne parvient pas à router toutes les demandes. En
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effet, lors de la panne de certains liens, l’algorithme fait transiter certaines demandes
via des liens de faible capacitØ (comme les liens connectØs à Israºl) provoquant une
surcharge de ces liens lorsqu’il doit router des demandes destinØes aux nuds que ces
liens connectent. Pour cette raison, CSPFHopCount n’est plus repris dans les rØsultats
ci-aprŁs.
Pour obtenir des rØsultats plus intØressants, nous avons considØrØ la deuxiŁme
panne la plus grave (ou la troisiŁme panne la plus grave si la deuxiŁme Øtait cau-
sØe par la dØfaillance d’un lien connectØ à New-York). Cela mŁne aux rØsultats du
Tableau 3 pour la matrice TM-max et un ordre d’Øtablissement des LSPs alØatoire.
Algorithmes Util. Percentile Util. Ecart-type Lien
maximale 10 moyenne resp.
MCF 32,9 % 32,4 % 11,6 % 10,5 % AT-HU
CSPF 55,4 % 18,2 % 7,7 % 8,9 % NL-UK
CSPFInvFreeBW 37 % 24,4 % 9,3 % 8,4 % AT-HU
Damote 36,2 % 24,1 % 11,3 % 7,6 % AT-HU
CSPFInvCap 50,2 % 17,1 % 7,3 % 7,6 % DE-NL
Tableau 3. Comparaison de diffØrents algorithmes de routage pour la deuxiŁme panne
la plus grave sur la matrice de trac TM-max
On remarque que la deuxiŁme panne la plus grave n’est pas toujours causØe par le
mŒme lien. Enn, Damote offre un meilleur rØsultat au niveau de l’utilisation maxi-
male que les autres algorithmes et fait mŒme lØgŁrement mieux que le CSPFInv-
FreeBW (contrairement au cas sans panne).
6. Conclusion
La boîte à outils proposØe fournit une architecture unique pour comparer et valo-
riser de nouveaux algorithmes. De plus, l’interopØrabilitØ des technologies utilisØes
permet à un opØrateur de rapidement intØgrer cette boîte à outils dans son environ-
nement et ainsi tester les mØthodes d’ingØnierie de trac les plus modernes. L’Øtude
de cas rØalisØe prØsente un aperçu des rØsultats que l’on peut aisØment obtenir avec
la boîte à outils actuelle . Grâce au projet TOTEM nancØ par la rØgion Wallonne
et au rØseau d’excellence europØen E-Next, nous avons dØjà beaucoup de collabora-
tions en vue pour augmenter le nombre d’algorithmes, citons notamment le simulateur
C-BGP [QUO 03] et l’optimisation de poids IGP [FOR 02].
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