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SOMMAIRE 
Cette thèse étudie une classe des problèmes de Riemann-Hilbert Fuchsiens (à coefficients 
méromorphes dont tous les pôles sont d'ordre un). Les variétés de Probenius apparaissent 
comme une formulation géométrique des structures d'équations de Witten-Dijkgraaf-
Verlande-Verlande (WDVV). Nous considérons ces variétés sur les espaces de Hurwitz 
vus, quant à eux, comme variétés réelles motivés par le fait qu'une variété de Frobenius 
semisimple peut être construite à partir d'une solution fondamentale du problème de 
Riemann-Hilbert associé. 
Une solution au problème Fuchsien de Riemann-Hilbert matriciel (problème de monodro-
mie inverse) correspondant aux structures "réelles doubles" de Frobenius de Dubrovin 
sur les espaces de Hurwitz, a été construite. La solution est donnée en termes de cer­
taines différentielles méromorphes integrées sur une base appropriée d'homologie relative 
de la surface de Riemann. La relation avec la solution du problème Fuchsien de Riemann-
Hilbert pour les structures de Frobenius Hurwitz de Dubrovin est établie. Une solution 
du problème de Riemann-Hilbert correspondant aux déformations des "réelles doubles" 
est aussi donnée. 
Mots clefs : 
Problème de Riemann-Hilbert, surfaces de Riemann, groupe d'homologie, groupe d'ho­
mologie relative, revêtements ramifiés, espaces de Hurwitz, structures de Frobenius, bidif-
iii 
férentielle fondamentale, noyau de Schiffer, noyau de Bergman, monodromie, déformation 
des bidifférentielles méromorphes. 
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NOTATIONS 
CP1 La sphère de Riemann 
Lg Surface de Riemann compacte de genre g 
7Ti  (X ,  x )  Groupe fondamental de la surface de Riemann X basé au point x  
{aj, b i } f=1 Base canonique du groupe d'homologie d'une surface de Riemann de genre g  
H i (L ,  Z) Groupe d'homologie de la surface de Riemann £ à coefficients dans Z 
7i o 72 Nombre d'intersection des contours 71 et 72 
(£,/) Revêtement ramifié où / est une fonction méromorphe définie sur L 
Espace de Hurwitz (espace des revêtements ramifiés (L g ,  /) où / est de degré d)  
Espace de Hurwitz aux degrés de ramification m, ...,nTO des pôles fixés 
3~g Le polygône fondamental de la surface de Riemann Lg 
u Différentielle 1-forme holomorphe 
Vg Espace des différentielles holomorphes sur Lg 
u\, Une base des différentielles holomorphes de l'espace Vg 
® La matrice de Riemann 
iî1(/C,R) Premier groupe de cohomologie de L à coeffficients dans K 
W(P, Q) La bi-différentielle fondamentale 
0(P, Q) Le noyau de Schiffer 
B(P, Q) Le noyau de Bergman 
Hi (<£ \ /-1(oo); /-1(A)) Le groupe d'homologie relative à coefficients dans Z de la sur­
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face de Riemann compacte L épointée aux points oo(1\ oo^m) relativement à l'ensemble 
de d points /_1(A) = {A*1*,..., A^} 
ds2 Métrique diagonale sur l'espace de Hurwitz 
Pij Les coefficients de rotation de la métrique 
<t> Solution du problème de Riemann-Hilbert correspondante à la valeur a = —1/2 
<f>a Solution du problème de Riemann-Hilbert correspondante à la valeur semi-entière 
a = —1/2 -t, te N 
# Solution du problème de Riemann-Hilbert "réel double" correspondante à la valeur 
a = -1/2 
<Ê>a Solution du problème de Riemann-Hilbert "réel double" correspondante à la valeur 
semi-entière a = —1/2 — t, t € N 
La matrice de Riemann déformée 
£lq(P, Q) Le noyau de Schiffer déformé 
Bq(P,Q) Le noyau de Bergman déformé 
$q Solution du problème de Riemann-Hilbert "réel double" déformé correspondante à 
la valeur a = —1/2 
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Les variétés de Frobenius introduites par Dubrovin en 1990 décrivent la geométrie du 
système d'équations WDVV (Witten-Dijkgraaf-Verlinde-Verlinde). Ces équations gou­
vernent les déformations des théories des champs conformes topologiques à deux di­
mensions. Des solutions du système WDVV sont en correspondance bijective avec les 
structures des variétés de Frobenius. 
Une classe importante d'exemples des variétés de Frobenius est donnée par les structures 
de Frobenius sur les espaces de Hurwitz. (espaces des fonctions méromorphes sur les 
surfaces de Riemann). Une famille des structures des variétés de Frobenius semi-simples 
sur les espaces de Hurwitz (variété de Frobenius-Hurwitz) a été construite à l'origine par 
Dubrovin [9]. Cette construction a été prolongée dans [15] pour fournir une autre famille 
de structures de Frobenius semi-simples associée avec les mêmes espaces de Hurwitz mais 
considérés comme des variétés réelles. En d'autres termes, l'ensemble des coordonnées 
sur l'espace de Hurwitz réel est formé des coordonnées locales sur l'espace de Hurwitz 
et leurs conjugués complexes. Ce nouvel ensemble de coordonnées devient l'ensemble de 
coordonnées canoniques sur les structures de Frobenius définies sur l'espace de Hurwitz 
réel. 
Dans [16] un nombre de paramètres constants a été introduit dans les deux constructions 
des variétés de Frobenius-Hurwitz, celle de [9] et [15], définissant ainsi les déformations 
1. 
des variétés de Frobenius-Hurwitz et leurs "réels doubles". 
Il y a deux problèmes de Riemann-Hilbert, dual l'un de l'autre, associés à chaque variété 
de Frobenius semi-simple [9]. Une solution de l'un d'eux a seulement des singularités 
Puchsiennes et une solution de l'autre a une singularité essentielle; les solutions sont 
reliées par une transformée de Laplace formelle. À partir d'une matrice fondamentale 
solution de dimension n x n de l'un de ces problèmes de Riemann-Hilbert, on peut 
reconstruire une famille de n structures de variétés de Probenius de dimension n. 
Un système d'équations différentielles ordinaires linéaires (n x n) 
= j4(À)$(À), A G CP1 (1) 
est dit Fuchsien si la matrice A(A) est une fonction rationnelle dont les pôles sont simples. 
Une solution fondamentale #(A) à un tel système n'est pas une fonction univoque de A. 
Elle est multipliée à droite par une matrice constante dite matrice de monodromie sous 
prolongement analytique le long des contours autour des pôles de A(X). Ainsi, un système 
Fuchsien induit une représentation dans GL(n) du groupe fondamental de la sphère de 
Riemann épointée aux pôles de A(X). La classe de conjugaison de cette représentation est 
appelée groupe de monodromie du système Fuchsien. Le problème de Riemann-Hilbert 
dit de monodromie inverse est le problème de la reconstruction du système Fuchsien 
et sa solution fondamentale à partir d'un ensemble donné de générateurs du groupe de 
monodromie. Si les matrices de monodromie ne dépendent pas des positions des pôles de 
la matrice A(A), le système Fuchsien est appelé isomonodromique. 
La théorie des problèmes de Riemann-Hilbert a été devéloppée dans deux directions. 
D'une part, c'est le 21ème problème de Hilbert (s'il existe un système Fuchsien pour tout 
ensemble de pôles et monodromies) et des questions connexes. D'autre part, la question 
de trouver des solutions explicites aux systèmes Fuchsiens (1) ou de reconstruction de 
matrice solution $ pour des monodromies données est importante dans la théorie des 
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systèmes intégrables, voir le survol [12] et les références citées. 
Dans la théorie des variétés de Frobenius, un système Fuchsien isomonodromique d'équa­
tions différentielles est associé à toute structure de Frobenius. La question est de trouver 
la solution fondamentale correspondante et son groupe de monodromie. 
Dans le cas de structures de Frobenius sur les espaces de Hurwitz, les problèmes de 
Riemann-Hilbert associés se révèlent être explicitement résolubles. Les solutions (et leurs 
monodromies) des problèmes non-Fuchsiens pour les variétés de Frobenius-Hurwitz de 
Dubrovin, pour leurs "réels doubles" et leurs déformations sont construites dans [17]. Les 
solutions des problèmes Fuchsiens pour les variétés de Frobenius-Hurwitz originales de 
Dubrovin et leurs déformations sont données dans [14], où le groupe de monodromie est 
aussi étudié en détail. C'est le but de ce document de fournir des solutions aux problèmes 
de Riemann-Hilbert (1) dans ce contexte, le problème Fuchsien de Riemann-Hilbert pour 
les "réels doubles" des variétés de Fobenius de Dubrovin sur les espaces de Hurwitz et 
de leurs déformations. 
Les solutions que nous présentons ici sont construites en termes de noyaux de Schiffer 
et de Bergman sur les surfaces de Riemann sous-jacentes. Les solutions se révèlent être 
tout simplement liées à la solution du problème Fuchsien de Riemann-Hilbert pour les 
variétés de Frobenius-Hurwitz de Dubrovin de [14]. 
Cette thèse est composée de trois chapitres et est organisée comme suit. Le chapitre 1 est 
un chapitre qui fait appel aux notions et outils qui ont contribué et mené, avec des notions 
du chapitre 2, au développement d'une solution fondamentale d'une famille des problèmes 
de Riemann-Hilbert Fuchsiens. Nous exposons des résultats de topologie algébrique qui 
nous fournissent un ensemble de générateurs du groupe d'homologie relative de la surface 
de Riemann qui joue un rôle primordial dans notre construction de solution du problème 
de Riemann-Hilbert étudié. 
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Dans le chapitre 2, nous parlons des espaces de Hurwitz, nous exposons de près ces espaces 
qui sont des espaces des classes d'équivalences des revêtements ramifiés représentés par 
des couples (£>,f ) où £ est une surface de Riemann compacte de genre donné et / est 
une fonction méromorphe définie sur £ avec un nombre n fini de valeurs critiques (finies). 
Les espaces de Hurwitz comme variétés complexes de dimension n(ou encore des variétés 
réelles de dimension doublée) seront dotés d'une structure additionnelle introduite par 
Dubrovin à savoir d'une structure d'algèbre associative, commutative, unifère et d'une 
métrique < > que l'on exige diagonale et plate satisfaisant à une certaine compatibilité 
des structures et quelques exigences additionnelles. Un autre volet du chapitre 2 est 
l'introduction des bidifférentielles méromorphes définies sur les surfaces de Riemann : 
la bidifférentielle fondamentale W(P,Q), le noyau de Schiffer Çî(P,Q) et le noyau de 
Bergamn B(P, Q) où P et Q sont des points de la surface. Ces bidifférentielles s'avèrent 
d'une importance majeure pour la résolution de la classe de problèmes de Riemann-
Hilbert envisagée venue du contexte de structures de Frobenius. 
Dans le chapitre 3 nous décrivons les deux problèmes de Riemann-Hilbert Fuchsiens dans 
le cadre des structures de Frobenius construites sur le espaces de Hurwitz, ces espaces 
considérés comme espaces complexes (de dimension complexe n) donnent lieu au problème 
de Riemann-Hilbert (RH), et considérés comme espaces réels (de dimension doublé 2n) 
donnent lieu au problème de Riemann-Hilbert "réel double" (RHRD). Les coefficients 
méromorphes du système d'équations différentielles linéaires caractérisant les problèmes 
de Riemann-Hilbert Fuchsiens, provenant du cadre de Frobenius, sont paramétrés par une 
valeur a. Nous considérons les problèmes RHRD et nous construisons, pour a = —1/2, 
une fonction matricielle faisant intervenir les bidifférentielles méromorphes et les géné­
rateurs appropriés du groupe d'homologie relative étudiées aux chapitres 1 et 2. Nous 
prouvons que cette fonction matricielle est une solution du problème de Riemann-Hilbert. 
La démonstration nécessite une série des résultats intermédiaires que nous prouvons. Un 
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résultat principal est formulé dans le Théorème 3.13 où l'on décrit la relation reliant la 
solution du problème RHRD à celle du problème RHC. Un autre résultat principal est le 
Théorème 3.12 dans lequel nous montrons que la solution ainsi construite est fondamen­
tale. Nous pouvons étendre notre construction correspondante à a = —1/2 à d'autres 
valeurs semi-entières négatives de a et nous explicitons ces solutions. Finalement, nous 
envisageons une déformation des structures de Probenius en déformant les bidifFérentielles 
méromorphes W, fi et B via un paramètre matriciel complexe constant de déformation 
q. Nous explicitons une solution du problème RHRD déformé. 
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CHAPITRE 1 
Surfaces de Riemann, groupe 
fondamental et groupe d'homologie de 
surface 
Une solution du problème de Riemann-Hilbert ne peut, que très rarement, être exprimée 
en termes des fonctions connues. Nous résolvons ici une classe des problèmes de Riemann-
Hilbert qui trouve ses fondements dans la théorie des variétés de FYobenius. Ces variétés 
sont des variétés complexes qui possèdent une certaine structure additionnelle. Nous 
rappelons dans ce chapitre les différents outils mathématiques utilisés dans la construction 
de notre solution et plus particulièrement les espaces de Hurwitz et les structures de 
Frobenius construites sur ces espaces. Avant de ce faire, il est important de rappeler les 
surfaces de Riemann et les objets reliés à leur nature topologique ainsi que les fonctions 
méromorphes définies sur ces surfaces. 
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1.1 Surfaces de Riemann 
La théorie des surfaces de Riemann trouve ses applications par exemple en physique ma­
thématique qui étudie les équations différentielles provenant du domaine de la physique. 
L'étude des surfaces de Riemann est à la croisée de nombreux autres domaines mathé­
matiques dont la géométrie différentielle, la théorie des nombres, la topologie algébrique, 
la géométrie algébrique (voir [1], [2] et [5]) et les algèbres amassées (Fomin-Shapiro-
Thurston). 
1.1.1 Définition des surfaces de Riemann 
Définition 1.1 Une surface de Riemann est un espace topologique Hausdorff connexe M 
pour lequel tout point a un voisinage U qui est homéomorphe à un ouvert V de C. Une telle 
application homéomorphe <p : U —>• V est appelée paramètre local (ou coordonnée locale). 
Le couple (£/, tp) est dit carte locale. Un atlas est une famille de cartes locales (Ua,<pa) pour 
lesquels les Ua constituent un recouverement d'ouverts de M. Les coordonnées locales ipa 
vérifient la propriété que pour touts a, fi l'application composée ippoifâ1 est holomorphe 
sur son domaine de défnition. 
Deux atlas sur M sont dits compatibles si leur réunion est encore un atlas sur M, la 
relation "être compatible" entre atlas est une relation d'équivalence, dans chaque classe 
d'équivalence on peut privilégier un représentant appelé atlas maximal qui est obtenu en 
considérant toutes les cartes locales compatibles avec un atlas initial. Une structure de 
variété est une classe d'équivalence d'atlas. 
Exemple 1.2 Le plan complexe C est une surface de Riemann dont un atlas est formé 
d'une seule carte locale (C,id). 
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Exemple 1.3 La sphère de Riemann CP1 est une surface de Riemann dont un atlas est 
fo rmé  de  deux  car t e s  loca le s  (U , id )  e t  (Uoa ,  z  i—> i ) .  
Définition 1.4 Une orientation sur une variété M est un choix d'une classe d'équiva­
lence des cartes locales (ou d'un atlas) où deux cartes sont équivalentes si le Jacobien des 
transitions est positif. De ce fait, toute surface de Riemann M est une variété orientable. 
Théorème 1.5 Les surfaces de Riemann compactes orientables sont les sphères à g poi­
gnées ou anses ("handles" en anglais). 
Pour la démonstration du théorème voir [6] ou [8]. 
Définition 1.6 On dit qu'une métrique g est localement conformément plate s'il existe 
un recouvrement (Ua, xa,ya)a pour lequel la métrique g est de la forme 
g  =  A(xa, y a )  ( (dx a ) 2  + (dy a ) 2 )  
où X > 0 est une fonction, TXM désigne l'espace tangent à M au point x. 
Théorème 1.7 Soit M une variété réelle de type C°°. Soit g une métrique riemannienne 
de type C°°, pour x G M, on a g{x) : TXM x TXM -» R. Alors g est localement confor­
mément plate, voir [2]. 
Définition 1.8 Les coordonnées (xa,yQ)a s'appellent coordonnées conformes. L'écriture 
wQ = xQ + iya implique g = X(wa)dwadw^. 
Théorème 1.9 Soit M une surface orientable dans R3. Soit g une métrique localement 
conformément plate sur M. Alors les coordonnées (xQ, ya)a définissent une structure com­
plexe sur M. 
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Ce dernier théorème affirme que toute surface orientable M dans M3 est une surface de 
Riemann (voir [2] pour la preuve). 
Définition 1.10 Deux métriques <71, <72 sur M sont conformément équivalentes s'il existe 
A :  M -> R> 0  t e l l e  que  g x {x ,  y )  =  X(x ,  y )g 2 ( x ,  y ) .  
Théorème 1.11 Deux métriques œnformenent équivalentes induisent même structure 
complexe. 
Voir [1] pour la preuve de ce théorème. 
1.1.2 Fonctions méromorphes sur une surface de Riemann 
Définition 1.12 Soient M et N deux surfaces de Riemann compactes. Une application 
f : M -» N est dite holomorphe (ou analytique) si pour tout point P de M, il existe 
un paramètre local (U, ip) autour de P et un paramètre local (V,ip) autour de f(P), avec 
f~l{V) fi U •=£ 0 tels que l'application F \= ip o f o ip'1 définie par 
F :>p(r \V)nU)^1>(V) ,  z  1—•  F( z )  
est holomorphe c 'est à dire F est développable en série de Taylor autour de chaque point 
z e U C C. 
Une application holomorphe à valeurs dans C est appelée fonction holomorphe. Une 
application holomorphe à valeurs dans C P1 est appelée fonction méromorphe. 
D'une manière équivalente la fonction / : M —> C P1 est méromorphe si / o <^-1, pour 
tout ip, est méromorphe, c'est à dire que F = foip~l est développable en série de Laurent 
F(z) = Yl'kL-K akzk Pour un certain K G N. 
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Le lemme suivant caractérise un comportement local des applications méromorphes sur 
une surface de Riemann compacte. 
Lemme 1.13 Soit f : M —ï N une application holomorphe. Alors pour tout point P de 
M il existe un paramètre local (U, <p) autour de P et un paramètre local (V, ifi) autour de 
f(P) telles que F = ipo ip-1 : ip(U) —y est de la forme F(z) = zk, avec z E C pour 
un certain k G N. 
Démonstration Au voisinage U d'un point P de L soit le paramètre local îp centré en 
P ,  c'est à dire y?(P) = 0 et le paramètre local îp centré en f(P), c'est à dire îp (f(P)) = 0. 
Il vient pour z dans un voisinage de 0 
F(z )  =  (i />  °  f  o  $~ l )  ( z )  (1.1) 
On a F(0) = o / o î p~ l )  (0) = 0. Pour un point Q du voisinage de P on note z  = <p(Q) .  
Puisque F est holomorphe et F(0) = 0 alors il existe k G'N tel que 
F(z )  =  akz*  +  afc+i2*+1 + ak+2zk*2 + - (1.2) 
où ak 7^ 0. Alors 
F(z )  =  z*  (a k  + a k + \ z  +  a k + 2 z 2  + . . . )  
F ( z )  — TPg(z )  avec g(0) ^ 0. 
En posant z  =  zy /g ( z ) ,  g (0) ^ 0 alors z  —> z  est une application biholomorphe (c.à.d. 
conforme, en fait il suffit de voir d'après un théorème de l'analyse complexe classique que 
la dérivée ne s'annule pas sur les cartes locales), il vient pour 
F(z )  =  z k ,  z  e  <p (U)  C C avec U = f~ \V)  n Û.  
Ainsi la carte locale, sur laquelle F est définie, est (^p ^/-1(V) fl , ztfgÇzfj = (U, (p). 
• 
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Définition 1.14 Un point P de M est dit point de ramification s'il n'a pas de voisinage 
U tel que f\y est injective. Au voisinage d'un tel point l'aaplication F(z) = zk est telle 
que k > 1. 
Remarque 1.15 De manière équivalente, dans un voisinage d'un point P de M tel que 
F(z )  =  z k ,  k  € N,  l e  po in t  P  es t  de  rami f ica t ion  s i  d f (P )  =  0  c 'es t -à -d i re  F ' z ( z )  
Ceci dit que F(0) = F'(0) = F"(0) = ... = F(fe-1)(0) = 0 et F^(0) ^ 0. 
= 0. 
z=0 
Définition 1.16 On dit que fa une multiplicité k au point P ou encore k est l'ordre de f 
en P. L'entier bf(P) = k — 1 s'appelle l'indice de ramification defau point P. On dit que 
deux points ont même type de ramification si leurs indices de ramifications sont égaux. 
Le Lemme 1.13 permet d'obtenir une série de résultats importants énoncés sous forme 
de corollaires. 
Corollaire 1.17 Soit f : M —» N une application holomorphe non-constante. Alors f 
est une application ouverte. 
Corollaire 1.18 Si f : M —ï N est une application holomorphe non-constante et M est 
compacte, alors f est surjective et N est compacte. 
Démonstration Le corollaire précédent implique que f (M)  est ouvert. D'un autre 
côté, /(M) est compact comme image d'un compact par une application continue. Ainsi, 
/(M) est ouvert, fermé et non-vide, alors f(M) = N et N est compact. • 
Corollaire 1.19 (Théorème de Liouville) Il n'y a pas de fonctions holomorphes non-
constantes sur une surface de Riemann compacte. 
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Démonstration L'existence d'un fonction holomorphe non-constante / : M —• C 
contredit le corollaire précédent puisque C n'est pas compact. • 
Corollaire 1.20 Pour tout A 6 CP1, l'ensemble f *(A) est discret fini. On dit alors que 
les fonctions méromorphes non constantes sont discrètes. 
Corollaire 1.21 L'ensemble des points de ramification B — {P E M \ bf(P) > 0} est 
discret et fini. 
Par la suite, on notera les points de ramification par Pj ,  j  =  1 ,n  et leurs images par 
/ seront notées Aj = f(Pj) € CPl et seront appelés points de branchement de f. 
Corollaire 1.22 Soit f : M —» N une application holomorphe non-constante entre deux 
surfaces de Riemann compactes. Alors il existe d € N tel que card(f~1(A)) = d, pour 
tout A EN (tenant compte des multiplicités). 
L'entier d est appelé le degré de la fonction méromorphe /. 
1.2 Revêtements ramifiés 
Dans la suite, £ désignera une surface de Riemann compacte de genre g et / : £ -» 
CP l ,  P  •-»  f {P)  une  fonc t ion  méromorphe  de  degré  d.  
Définition 1.23 Le couple  (£ , / )  es t  appe lé  revê tement  rami f ié  à  d  feu i l l e t s  [1] .  
Les points de la surface C  sont de trois types : points de ramification notés P j ,  j  =  1 , n ,  
points réguliers notés P, Q, et pôles de / (en nombre fini) qu'on notera oct8\ s = 1, ...,m 
qui peuvent ou non être des points de ramification. D'après le Lemme fondamental 1.13, 
la fonction F = tp o / o <p~l : C —• C définie plus haut s'écrit localement comme suit : 
1. Dans un voisinage d'un point régulier P, il existe une carte locale ( U ,  z )  autour de 
P  te l l e  que  F ( z )  =  z .  
2. Dans un voisinage d'un point de ramification P, d'ordre A: > 1, il existe une carte 
loca le  ( U ,  z )  au tour  de  P i  t e l l e  que  F ( z )  =  z k  .  
3. Dans un voisinage d'un pôle oo^ d'ordre A: > 1, il existe une carte locale ( U ,  z )  
au tour  de  o o ^ 8 \  t e l l e  que  F ( z )  =  Q ) f c .  
La surface £, supposée connexe, peut être reconstruite d'une manière exploitable. Les 
Corollaires 1.17 — 1.22 permettent de construire un revêtement ramifié sous la forme 
suivante : 
1. Sachant que chaque point de CP1 possède d préimages en comptant les multiplicités 
(Corollaire 1.22), on dessine d copies de la sphère de Riemann l'une au-dessus de 
l'autre et ces copies seront appelés feuillets du revêtement. Les d préimages P d'un 
point régulier A G CP1 sont placées au-dessus de A de telle façon que 7r(P) = A où 
7r est la projection sur la sphère de Riemann. 
2. Toujours d'après le Corollaire 1.22, si P* est un point de ramification d'ordre k, 
alors Pj se trouve sur k feuillets. La structure de passage entre ces feuillets a la 
forme d'une hélice. Les d préimages de A* = /(Pi) € C P1, qui ne sont pas tous 
distincts, sont placées au-dessus de Ai. 
Une fonction méromorphe / définie sur une surface de Riemann £ induit une structure 
complexe sur la surface sous-jacente du revêtement ramifié (surface formée par les d 
feuillets) comme suit 
1. Dans un voisinage d'un point régulier P0 (d'indice de ramification 6/(Po) = k — 1 = 
0), le paramètre local est x(P) = A — A0 avec A = /(P) et Ao = /(Po)-
2. Dans un voisinage d'un point de ramification Pj (d'indice de ramification 6/(Pi) = 
fc(Pi) — 1 > 0), le paramètre local est Xi(P) = k(p*y\ — A, avec A = /(P) et 
^  = f ( P i ) .  
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3. Dans un voisinage d'un pôle oo*®) (d'indice de ramification 6/(oo(s)) = fc(oo(s)) —1 > 
1 
0), le paramètre local est z 8 (P ) = A fc(°°(*>) avec A = f (P) .  
Les fonctions de transitions entre les différentes cartes locales sont bien holomorphes. 
Théorème 1.24 Soit / : £—>•  CP 1  une fonction méromorphe sur la surface de Riemann 
C, c'est à dire que (£,/) est un revêtement ramifié. Alors il existe une unique structure 
complexe sur £> par rapport à laquelle f est méromorphe. 
Démonstration Supposons que la fonction / est méromrophe pour une structure 
donnée .  Pour tout point F de £ et toute carte locale (U, z) autour de P avec z(P) = 0, 
la fonction F = if> o f o est développable en série de Taylor 
OO 
F(Z) = ^2 a k z k '  Z ~ 0. 
k=0 
Si (U,  z )  es t  une carte locale autour de P ne faisant pas partie de la structure complexe 
initiale sur £ alors 2 = £(i) avec £ une fonction non holomorphe. Ainsi, 
OO 
F(z)  =  J2<*£(Z) k  
k=0 
n'est pas holomorphe. • 
Théorème 1.25 (Formule de Riemann-Hurwitz) Les données de ramification d'un 
revêtement ramifié (£, /) sont reliées par la formule suivante : 
f f= 5  !>(«)-<» +1 (1-3)  
i=l 
Ici, g est le genre de L, d est le degré de f, n est le nombre de points de ramification, les 
bf(Pj) = kj — 1, j — 1, ...,n sont les indices de ramification des points de ramification. 
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Exemple 1.26 (Courbes hyperelliptiques) Soient Xi, i = 1 des nombres com­
plexes. Une courbe hyperelliptique est une courbe algébrique définie par 
e = | (A, M) € (CP')2 | - n<A - Ai) = 01. (1.4) 
On considère la fonction f : G —> CP1, (À, /z) A. Chaque A G CP1 possède deux 
préimages (A, +[i(X)) et (A, — fJ.(X)) sur G. Les pôles de f sont (oo, oo1) et (oo, oo2) qui 
peuvent éventuellement coïncider. Ainsi f est de degré d = 2. Par contre à A = Ak 
correspond une seule valeur 0 de p et donc A = A* possède une seule préimage Pk = (A*, 0) 
sur la courbe 6 et ceci pour k = 1,n. Les points Pk E G sont les points de ramification 
de f. 
La fonction méromorphe f ainsi définie induit une structure complexe (un atlas) sur G 
qui est la suivante : 
1. Dans un voisinage d'un point régulier P0 = (Ao,Mo); ^ paramètre local est fJ-(P) = 
A - A0. 
2. Dans un voisinage d'un point de ramification Pi = (Aj,0), le paramètre local est 
X i ( p )  = 
3. Dans un voisinage du pôle oo de f, le paramètre local est fi(P) = si n = 2g+2. 
Ce  paramètre  loca l  es t  [M (P)  =  ^  si  n  =  2g +  1.  
Définition 1.27 Un revêtement ramifié est dit simple si tous les points de ramification 
sont simples c'est-à-dire si b/(Pi) — k — 1 = 1, i — 1,n. Ce qui veut dire que chaque 
Pi appartient seulement à deux feuillets. 
Remarque 1.28 Pour un revêtement simple, la formule de Riemann-Hurwitz (1.3) s'écrit 
g  =  \n -d+ 1.  
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1.3 Topologie algébrique : Le groupe fondamental 
Nous nous référons à [3] pour rappeler le groupe fondamental d'une surface de Riemann. 
1.3.1 Homotopie des chemins 
Définition 1.29 Soit X un espace topologique. Un chemin dans X est une application 
continue c : [0,1] —y X. Le point c(0) est l'origine du chemin, le point c(l) son extrémité. 
Pour tout point x de X, on note cx le chemin constant égal à x. 
Définition 1.30 Soient c,d deux chemins d'un espace topologique X de même origine 
x et de même extrémité y. On dit que c et d sont homotopes s'il existe une application 
continue H (dite homotopie) 
H : [0,1] x [0,1] —>X 
telle que : 
Pour tout t 6 [0,1], H(t, 0) = c(t) et H(t, 1) = d( t ) .  
Pour tout s e [0,1], H(0, s) = x et H{ 1, s) = y. 
Proposition 1.31 La relation "être homotope" est une relation d'équivalence sur l'en­
semble de chemins de X. Si c et d sont deux chemins homotopes on note c ~ d. 
Démonstration La reflexivité provient de l'homotopie constante H(t ,  s) = c( t ) .  Si H 
est une homotopie du chemin c au chemin d alors H'(t, s) = H(t,l — s) est une homotopie 
de d à c ce qui définit l'inverse de H. Supposons maintenant que H est une homotopie 
de c à c* et if' une homotopie de d à d'alors 
[H ( t ,  2s  — 1) si | < s < 1 
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m= { ;  
est une homotopie de c à c". Ce qui termine la preuve. • 
Deux chemins peuvent être composés. Si c est un chemin de x à y et d est un chemin de 
y à z alors le chemin cd est défini par 
c(2t) si 0 < s < | 
5-1) si | < s < 1 
Tout chemin possède un chemin inverse, le même mais parcouru dans le sens inverse. Si 
c est un chemin de x à y alors c(t) = c(l — t) est un chemin de y à x (c'est à dire que 
l'homothopie est compatible avec la composition). 
Proposition 1.32 Soient c,a deux chemins homotopes de x à y. Alors les chemins 
inverses c et a sont homotopes. Soient d, a' deux chemins homotopes dey à z. Alors les 
chemins cd et aa' sont homotopes. 
Démonstration Soit H une homotopie de c à a, alors la formule if (i, s )  =  H(1  — t ,  s )  
définit une homotopie de c à a. Si H' est une homotopie de d à a', alors 
m* ,ï_ si 0 < s < | 
\H ' (2 t - l , s )  s i | < s < l  
est une homotopie de cd à aa'. • 
Proposition 1.33 La composition des chemins est associative "à homotopie près". 
Démonstration Soient c un chemin de x à y, d un chemin de y à. z et d'un chemin 
de z kw. Par définition les chemins (cd)d' et c(dd') sont donnés par 
(cc')d'(t) 
c (4 t )  si 0 < s  <  j 
d(4 t  — \ )  si j < s  <  |  
kc"(2t — 1) si | < s < 1 
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' c(4i) si 0 < s < | 
c(c'c")(t) = < d(4t — 2) si | < s < | 
d'(4t-3) si | < s < 1 
La formule suivante 
' 
c (t+Ù s i O < s < ^  
H(t ,  s )  =  < d{4 t  — s  — 1) si < s < 
/'( W) si < s < 1 
donne une homotopie de (ce f )c f '  à c(dd ' ) .  • 
Proposition 1.34 Soit c un chemin de x à y et c son chemin inverse. Alors cc est 
homotope  à  c x  e t  cc  es t  homotope  à  Cy .  
Démonstration La formule suivante 
1.3.2 Définition et strucures de groupe 
Un lacet de base x est un chemin fermé ayant pour origine et extremité le même point x. 
On dit alors qu'un tel lacet est basé en x. D'après ce qui précède, l'ensemble des lacets 
d'un espace topologique X a la structure d'un groupoide. Nous allons voir qu'on peut en 
faire un groupe (pour une opération produit interne adéquate). 
x si 0 < t < f 
si ! < t < 1 
si i < t < 1 - | 
s i l  —  \  < t < \  
définit bien une homotopie qui répond à notre attente. • 
Théorème 1.35 L'ensemble des lacets basés en x d'un espace topologique X, muni de 
la composition des lacets, a la structure d'un groupe dont Vêlement neutre est la classe 
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d'homotopie du lacet constant cx et l'inverse de la classe d'homotopie de c est c. Ce 
groupe  es t  appe lé  "groupe  fondamenta l"  de  X  e t  sera  no té  n i  (X ,  x ) .  
Les groupe fondamental de X dépend du point de base x. Néanmoins, si y est un point 
relié à x alors le groupe fondamental de X basé en y est isomorphe à celui basé en x. 
Théorème 1.36 Soit a un chemin de x à y dans X. Alors l'application 
<f)a :  7Ti  (X ,  y )  —> 7Ti  {X ,  x )  
H 1—• [cryâ] 
est un isomorphisme qui ne dépend que de la classe d'homotopie de a. 
Démonstration L'application </)a est un morphisme de groupes, en effet 
4>a ili) = [a-fia] = [a-yâaiôi] = [a-yâ] [a^'â] = <j)a (7) (f>a (7'). 
L'application est l'inverse de 0a, en effet 
([7]) = <h ([<*70]) = [âan/âa] = [7] 
Pour étudier la dépendance de (f>a en a, on suppose a' un autre chemin de x à y on a 
^'([7]) = [a'7a'] = [a'âa7âao7] = [a'â][0:7a] [a7a]~1 = [a'â]<pa (7) [â'û!]-1. 
Si de plus a et a' sont homotopes alors [a'ô] = [a^] et donc 4>a = 4>a>. • 
Définition 1.37 Un espace topologique X est dit connexe par arcs si tout couple de 
points de X est relié par un chemin. 
Une partie A de X (munie de la topologie induite) est donc connexe par arcs si et seule­
ment si tout couple de points de A est relié par un chemin restant dans A. Tout espace 
connexe par arcs est connexe, mais la réciproque est fausse. Il suffit de voir le graphe 
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r  = {(x , f (x ) ) \x  €]0,1]} de la fonction / :]0,1] —> R, x  >—> s in (^ )  d'adhérence 
T = TU ({0} x [—1,1]). En effet T est connexe étant le graphe d'une fonction continue 
sur un intervalle réel, donc son adhérence T aussi mais T n'est pas connexe par arcs. 
La connexité par arcs est aussi conservée par les applications continues. Si / : X —ï Y 
est une application continue entre deux espaces topologiques et si l'espace de départ X 
est connexe par, arcs, alors son image f(X) est connexe par arcs. 
Corollaire 1.38 Si x et y sont dans la même composante connexe par arcs de X, alors 
les groupes 7Ti (X, x) et (X, y) sont isomorphes. 
Définition 1.39 On dit qu'un espace connexe par arcs X est simplement connexe si le 
groupe fondamental try (X, a;) est trivial. 
Proposition 1.40 Soit X un espace connexe par arcs. Il est simplement connexe si et 
seulement si deux chemins de même origine et de même extrémité dans X sont toujours 
homotopes. 
Démonstration La condition appliquée aux seuls lacets donne la trivialité du groupe 
fondamental. Réciproquement, supposons X simplement connexe. Soient c et d deux 
chemins de x à y. Les lacets cd et cd sont homotopes aux lacets constants cy et ex 
respectivement. On a donc 
[c] = [c][cd] = [cc][d] = [cx)[d] = [c']. 
ceci termine la preuve. • 
1.3.3 Applications continues et groupe fondamental 
Nous allons, dans ce paragraphe, mettre en évidence des conditions pour que deux es­
paces topologiques aient le même groupe fondamental (à isomorphisme près). L'idée de 
comparer des espaces topologiques grâce à leurs groupes fondamentaux sera développée 
dans le théorème suivant. 
Théorème 1.41 Soient X,Y deux espaces topologiques et f : X —> Y une application 
continue. Alors f induit un homomorphisme de groupes 
/ •  :  t t j .  ( X ,  x )  — •  7T! (:Y, f{x)) 
Et  s i  g  :Y  —> Z  es t  une  au tre  appl ica t ion  a lors  
( .9  °  / ) •  =  9* °  f*  :  TTi  (X ,  x )  —> (Z ,  g  o  f (x ) )  
En outre Id* = Id et /, est un isomorphisme d'inverse 
Démonstration Soit 
/ ,  :  T T I ( X , X )  —>  W I ( Y , f ( x ) )  
[l] 1—> fo [7] 
qui à un lacet 7 : [0,1] —> X ,  de base x ,  associe le lacet / o 7 : [0,1] -» Y  de base f ( x ) .  
Montrons que cette application est correctement définie, c'est à dire ne dépend pas du 
représentant de la classe choisi : si 7' est un autre lacet homotope à 7 par une homotopie 
H, alors f o H est une homotopie de / o 7 à / o Il reste à montrer que /* est un 
morphisme de groupes : on a bien / o (77') = (/ o 7)(/ o 7'). 
Finalement, /« est un isomorphisme d'inverse (/-1)*, en effet 
Il en est de même de l'autre sens de la composition. • 
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Remarque 1.42 La construction du groupe fondamental donne lieu à un fondeur de la 
catégorie des espaces topologiques 7op dans la catégorie des groupes $r. 
Proposition 1.43 Soit C une composante connexe par arcs de l'espace topologique X 
et i : C —> X l'inclusion. Soit x un point de C. L'application 
û  '• 7Ti (C, x)  —> -Ki  (X ,  x )  
est un isomorphisme de groupes. 
Démonstration La surjectivité de i* est claire. Montrons qu'elle est injective : soit 7 un 
lacet homotope au lacet constant cx par une homotopie H. Alors H : [0,1] x [0,1] —> X 
prend ses valeurs dans C et par suite 7 est homotope à cx dans C. Ce qui prouve la 
proposition. • 
1.3.4 Invariance homotopique 
Dans ce paragraphe, on s'intéresse à des applications continues qui définissent le même 
homomorphisme. 
Définition 1.44 Deux applications f,g : X —> Y sont dites homotopes s'il existe une 
appl ica t ion  cont inue  / f : lx [0 , l ]  —> Y  te l le  que  H(x ,0)  = f(x)  e t  H(x ,  1)  = g(x) .  
Définition 1.45 Soit A une partie de X et f,g : X —> Y deux applications continues. 
On dit que f est homotope à g relativement à A si elles sont égales sur A et si elles sont 
homotopes  par  une  homotopie  H te l le  que  H(x ,  s )  =  f (x )  =  g(x) ,  Wx  €  A .  
L'homotopie des chemins que nous avons vue au début du chapitre est un exemple d'appli­
cation homotope. Deux chemins homotopes sont des applications continues [0,1] —y X 
qui sont homotopes relativement à {0,1} C [0,1]. 
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Il est facile de voir que les relations "être homotope" et "être homotope relativement à 
A" sont deux relations d'équivalence. 
Proposition 1.46 Soient f,g : X —> Y et g deux applications continues homotopes 
relativement à {x} C X, alors elles induisent le même homomorphisme de groupes. 
/. = g* : TTl (X, X) • 7Ti (Y ,  f (x ) )  
Démonstration Soit H une homotopie relative de f kg et soit 7 est un lacet de base 
x dans X, alors 
[0,1] x[0,l]74^x [0,1] Y 
est bien une homotopie de / o 7 à 3 o 7. • 
Définition 1.47 On dit que deux espaces topologiques X et Y ont même type d'homo­
topie s'il existe deux applications continues f : X —» Y et g : Y —y X telles que f o g 
so i t  homotope  à  Idy  e t  g  o  f  so i t  homotope  à  Idx-
Exemple 1.48 Deux espaces homéomorphes ont le même type d'homotopie. 
Exemple 1.49 L'espace Rn a le même type d'homotopie qu'un point. Il est simplement 
connexe. (Rn, x) = 1 .* Soit f : Rn —> {0} une application constante et g : {0} '-)• Rn 
est l'inclusion. Alors f o g = Id : {0} —> {0} est l'application identique et g o f : 
Rn —> Rn l'application constante (égale à 0), elle est homotope à Id^n par l'homotopie 
H(x ,  s )  =  sx .  
Exemple 1.50 La sphère Sn et l'espace Rn+1 — {0} ont même type d'homotopie. Ce sont 
des espaces simplement connexes 7Ti (Sn,x) = TT\ (Rn+1 — (0},x) = 1. Soit f : Sn «->• 
Rn+1 l'inclusion et g : Rn+1 — {0} —> 5" la projection radiale définie par x 1—• -pj. 
Alors g o f : S" —> S" est l'application identité et f o g est homotope à l'identité par 
l 'homotopie  H(x ,  s )  — sx  +  (1  — s )  
Lemme 1.51 Soient ho et hx deux applications continues et homotopes de X dans Y. 
Soi t  H  :  X  x [0 ,1]  —> Y  une  homotopie  de  ho  à  h \  e t  so i t  c  le  chemin  de  ho(x)  à  h \ (x )  
dans Y défini par c(s) = H(x,s). On a alors (Tii)* = ^° (foo)*-
Démonstration Soit 7 un lacet de base x dans X. La classe image (^i)*[7] de la classe 
de 7 est la classe d'homotopie du lacet h\ o 7 dans Y. La classe v?c 0 (^o)*[t] est celle du 
lacet composé c((h0 o 7)c). Il suffit donc de trouver une homotopie entre ces deux lacets. 
La formule { c(2 t )  =  c(l - 2t )  si 0 < t  <  c(4f - 3) si < tl 
définit bien une homotopie qui répond à notre attente. • 
Proposition 1.52 Deux espaces connexes par arcs qui ont le même type d'homotopie 
ont des groupes fondamentaux isomorphes. 
Démonstration Soient / : X —> Y, g : Y —> X deux applications continues telles 
que g o f et f o g soient homotopes aux applications identiques avec X, Y deux espaces 
topologiques connexes par arcs. Nous allons considérer la composition 
TTi (X ,x )  TTi (Y , f (x ) )  T T X ( X , g O  f ( x ) ) .  
Il y a un chemin c de g  o  f ( x )  k  x  dans X,  donné par l'homotopie de g o / à Idx-  On 
montre que g* o /* est l'application ip& déjà apparue dans le théorème (1.36). Cest un 
cas particulier du lemme précédent ci-dessus. Donc g* o /* est un isomorphisme, /* est 
injectif et g* surjectif. En considérant /* o g+, on montre que g* injectif et /* surjectif. • 
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Exemple 1.53 Le groupe fondamental du cercle S1 est isomorphe à Z. 
Démonstration Soit S 1  = {z  6 C | \z\ = 1}. On définit les lacets de S1 basés en 
1 par la fonction em : [0,1] —> S1 par em(t) = e2,mt où m € Z est le nombre de tours de 
cercle que fait le lacet. On a l'isomorphisme Z —> 7Ti(S1,1) qui à m associe [e2imt]. • 
Exemple 1.54 Pour n> 2, le groupe fondamental de la sphère S" de l'espace euclidien 
Rn+I est trivial. Autrement dit, les sphères de dimension supérieure ou égale à 2 sont 
simplement connexes. 
Exemple 1.55 Le groupe fondamental n'est pas commutatif en général. Par exemple, 
le groupe fondamental basé en un point x du plan privé de n points, est isomorphe au 
groupe libre à n générateurs Fn. Les n générateurs sont ici des lacets partant de x et 
faisant chacun le tour d'un ou de plus des n points. 
Exemple 1.56 Le groupe fondamental basé en un point x de la sphère privée de n points, 
est isomorphe au groupe libre à n — 1 générateurs Fn_i. Les générateurs 71, sont 
des lacets partant de x et faisant chacun le tour d'un ou de plusieurs des n — 1 points. 
Proposition 1.57 Soient X et Y deux espaces topologiques, p\ et p2 les deux projections 
du produit X x Y sur les facteurs. L'application 
(Pi)* x (P2)* : tti (X x Y, (x, y)) —> 7Ti (X, x)  x (Y ,  y ) )  
est un isomorphisme. 
Exemple 1.58 Le groupe fondamental de TP* (tore de dimension n) est isomorphe à Zn. 
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Démonstration Le tore T" est un espace topologique homéomorphe au produit 
de n copies du cercle S1 (ce produit équivaut à l'espace quotient Rn/Zn). D'après la 
proposition 1.57 le groupe fondamental du produit est isomorphe au produit des groupes 
fondamentaux. • 
Soit £ une surface de Riemann de genre g. Notons ai,bi, ...,ag,bg les générateurs du 
groupe fondamental îti(£) supposés basés en un point P0 de £ qui vérifient aibia^b^ ...ag 
bgttg1 b~x = 1. En découpant la surface suivant ces cycles nous obtenons un modèle sim­
plement connexe de la surface qui est un 4<?-gone noté 7g et appelé polygone fondamental 
de £. Le bord de 7g est <93"9 = aibiaïlb^1 ...agbgaglb~l. Ainsi 
^ îCS)  =  {ai ,b i , . . . ,a g ,b g  \  a ib 1 aï 1 bï 1 . . .a g b g a~ 1 b~ 1  = 1}  .  
1.4 Groupe d'homologie 
Définition 1.59 Deux lacets 71,72 d'une surface de Riemann £ sont dits homologues 
si 7^"17i délimite un domaine (un ouvert simplement connexe) dans L. On notera alors 
1\ ~ 72-
On vérifie facilement que la relation "être homologues" est une relation d'équivalence. 
Définition 1.60 Le groupe quotient Hi(£, Z) = 7Ti(£ ) /  ~  est le groupe d'homologie de 
la surface £ , voir [1]. 
Exemple 1.61 Soit £ = C — {a}, le groupe d'homologie de £ est Z. 
Exemple 1.62 Soit £ une surface de genre 2. Si â\ est un cycle de même sens que ai 
a lors  on  a  que  aj^a i  dé l im i t e  un  domaine .  Donc  à \  ~  a x .  
Si e est un cycle fermé sur la surface dont l'intérieur est un domaine alors e ~ 0. 
Théorème 1.63 Le premier groupe d'homologie est l'abélianisé du groupe fondamental 
où [7Ti(£),7ri(£)] = {(7i72)-1(7i72) | 7i, 72 € 7Ti(£)) est le sous-groupe dérivé, c'est à dire 
le sous-groupe normal engendré par les commutateurs. Le groupe d'homologie Hi(£, Z) 
est donc un groupe commutatif, voir [4], chapitre 2. 
Nous allons introduire la notion de nombre d'intersections entre les éléments du premier 
groupe d'homologie. Pour le faire nous supposons que ces n cycles (éléments de Hi(L, Z)) 
sont représentés par des cycles lisses (sa forme paramétrique est infiniment dérivable). 
En outre, on peut représenter deux éléments non-égaux de Hx(£>,Z) par des cycles lisses 
qui s'intersectent transversalement en un nombre fini de points. Soient 71,72 deux de ces 
cycles s'intersectant en un point P. On associe à P un nombre entier noté (71072)P égal 
à ±1, où le signe est déterminé par l'orientation de la base {~t'\{P),l2{P))-
Définition 1.64 Soient 71,72 deux cycles lisses s'intersectant transversalement en un 
nombre fini de points. Soit S l'ensemble de leurs points d'intersection. Le nombre d'in­
tersections de 71 et 72 est le nombre entier défini par 
Lemme 1.65 Le nombre d'intersections d'un bord /? avec un cycle 7 est nul ; 7 o /? = 0. 
Démonstration Un bord f3 est une collection de cycles simples qui délimite un 
domaine (fait pas plusieurs triangles). Si 7 est un cycle qui ne s'auto intersecte pas (cycle 
simple), il doit entrer dans ce domaine autant de fois qu'il en sort, alors 70/3 = 0. • 
Pes 
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Théorème 1.66 Soit £ une surface de genre g. Le nombre d'intersections est l'applica­
tion bilinéaire et antisymétrique 
o: ffiOC.Z) x tfiOC,Z) —> Z 
(71,72) '—• 7I°72 
Démonstration L'opération du théorème est bien définie grâce au Lemme 1.65 
précédent. • 
Voici une définition formelle (algébrique) du premier groupe d'homologie d'une surface 
de Riemann. Faisons une triangulation orientée de la surface de Riemann. Notons C2 
l'ensemble des sommes formelles $Znj^j appelées 2-chaines, Ci l'ensemble des sommes 
formelles Ylnj1fj appelées 1-chaines et finalement Co l'ensemble des sommes formelles 
njPj appelés 0-chaines, où rij G Z, Aj sont des triangles orientés, 7j sont des côtés 
orientés. Notons —7,, —Aj les chaines 73- et Aj avec une orientation opposée. Pour cette 
opération somme il est clair que les Cj,j = 0,1,2 sont des groupes abéliens. Notons 
aussi (Pj, P2) le côté orienté de P\ vers P2, par Ao = (Pi, P2, P3) le triangle orienté de 
côtés (Pi, P2), (P2, P3) et (P3, Pi). On définit les opérateurs bords ô2 et par 52(A0) = 
(Pi, P2) + (P2, P3) + (P3, Pi) et Si(Pi, P2) = P2 — Pi. On peut étendre les opérateurs bords 
sur C2 et Ci par linéarité ôA = kjAj où kj E Z. On montre facilement que <5i et 82 
sont des morphismes de groupes. Une 1-chaine 7 telle que £17 = 0 est dite un cycle. Une 
1-ehaine 7 telle que 7 = 52A pour un A G C2 est dite un bord. Le groupe abélien Ci 
contient deux sous-groupes des cycles et des bords à savoir ImÔ2 et KerS 1. Soient 
Cycles={7 G Ci | ôiy = 0} = KerSi 
Bords={7 G Ci \ 3A G C2 avec 7 = 62A} = Imô2 
Nous avons Imô2 <J KerSi ou encore 6182 = 0. La suite suivante est donc exacte 
Cfe . Si .  2 > r ^0-
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On introduit une relation d'équivalence entre les éléments de C\ : Deux 1-chaines sont 
dites homologues si leur différence est un bord : 
7i ~ 72, 7i. 72 £ Ci <=> 7i - 72 G Imfa 
Le premier groupe d'homologie de L est donc 
Définition 1.67 Soit L une surface de genre g. Un ensemble de 2g cycles fermés {a*, &t}f=1 
de L est un ensemble de générateurs du groupe d'homologie Z) de la surface. Par 
abus de language on appellera un tel ensemble "base du groupe d'homologie". Si de plus 
a i  o  b j  =  ôi j ,  a i  o  a j  = 0, 6j o bj  = 0, i , j=  1 ,g  
alors on dit que c'est une base canonique d'homologie de C. 
Proposition 1.68 Soien t  {a j ,  e t  ja* ,  6*  j  deux  bases  canoniques  d 'homologie  de  
Lg reliées linéairement par 
@ - ( o  D )  (a) («) 
où A, B, C et D sont des matrices d'entiers en blocs de dimension g x g. Si l'on désigne 
^ M= (c d) et J— avec I la matrice unité de dimension g. Alors on a 
J  =  MJM T ,  ce  qu i  veu t  d i re  que  M doi t  ê t re  une  matr ice  symplec t ique .  
Démonstration La matrice d'intersections entre les différents cycles de la base cano­
nique ( J s'écrit 
b\ „  .  • "  6 l ° a < W o  - A  
^a g o bi  . . .  a g ob g J  
o (b a) = 
,a ' v ' 
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C'est une matrice formée de quatre g x g-blocs. 
De plus, si est une base canonique de Z) reliée à la base canonique 0 par 
la relation (1.5) alors, d'une part 
et d'autre part 
d)°(* 2) = (? o )  
D'où la relation recherchée. • 
1.5 Groupe fondamental et revêtements 
Pour mieux comprendre les revêtements ramifiés nous définissons dans cette section les 
revêtements pour finir la section en donnant une définition alternative des revêtements 
ramifiés. 
Définition 1.69 Soit B un espace topologique Hausdorff et localement connexe par arcs. 
Un revêtement de B est la donnée d'un espace topologique E et d'une application continue 
p: E —> B ayant la propriété suivante : Pour tout point b de B, il existe un voisinage V 
de b, un espace discret non vide F et un homéomorphisme $ : p~~l(V) —> V x F tels que 
commute. Cette propriété est dite "propriété de trivialisation locale On dit que B est 
la base du revêtement, E l'espace total, F la fibre du revêtement et $ une trivialisation 
locale du revêtement au-dessus de V. 
p~\V) V x F 
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Exemple 1.70 La projection B x F —• B, où F est un espace discret, est le revêtement 
trivial. La trivialisation locale est ici globale. 
Exemple 1.71 L'application E —> S1,t •—> e2tnt, est un revêtement. 
Exemple 1.72 L'exponentielle complexe exp : C —> C — 0, est un revêtement. 
On considère un revêtement p : E —y B et une application continue h d'un espace 
topologique X dans B. On appelle relèvement de h toute application continue H : X —> 
E telle que p o H = h. 
E 
X - ^ B  
Notons que pas toutes les applications ont des relèvements. 
Comme nous avons pu le constater, il existe une relation profonde entre revêtements et 
groupe fondamental. Un premier résultat à ce sujet est énoncé dans le théorème suivant. 
Théorème 1.73 Soit p : E —> B un revêtement et soit x un point de E. Alors l'homo-
morphisme 
p t  :  -k i  (E ,x )  —> i ï \  (B ,p(x ) )  
est injectif. 
Démonstration Soit 7 un lacet de base x  dans E tel que [7] e Kerp». Ceci dit que 
P07 est homotope au lacet constant %(x) par une homotopie H. Le lacet ^07 possède un 
unique relevé 7 d'origine x. Le relevé de H est une homotpie de 7 au relevé 7x de lP(x) • 
A ins i  7  es t  homotope  au  lace t  cons tan t  e t  donc  l a  c lasse  [ 7 ]  es t  t r iv ia le  dans  7Ti  (E ,  x ) .  
Alors Kerp« = 0. • 
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Théorème 1.74 Soit p : E —> B un revêtement. On suppose que E est connexe par 
arcs. Alors les deux propriétés suivantes sont équivalentes 
1. L'espace E est simplement connexe. 
2. Deux lacets basés en b dans B sont homotopes si et seulement si, pour tout point x 
dep~l{b), leurs relèvements d'origine x ont la même extremité. 
Démonstration Supposons que E est simplement connexe. Soient 7,7' deux lacets 
de base 6  e t  x  un  poin t  de  la  f ib re  p~ l (b ) .  Cons idérons  les  re levés  7  e t  7 '  d 'or ig ine  x .  
Si 7 et 7' sont homotopes, en relevant une homotopie, on voit que 7 et 7' ont la même 
extrémité. Inversement, si 7 et 7' ont la même extrémité, ces chemins sont homotopes 
puisque E est simplement connexe. 
Pour l'implication réciproque, considérons un lacet 7 de base x dans E. C'est l'unique 
relevé d'origine x du lacet p 07. D'après l'hypothèse faite, p o 7 est homotope au lacet 
constant C& donc 7 est homotope au lacet constant c x ,  donc E est simplement connexe. 
• 
Les résultats de relèvement des chemins et des homotopies, que nous venons de voir, 
peuvent être interprétés comme le fait que le groupe fondamental de l'espace de base 
opère sur les fibres du revêtement, c'est une opération à droite définie par 
P ~ l (b )  x TTx (B ,b)  —» p-^b)  ,  .  
(®,[7]) H- 7(1) { } 
où 7(1) est l'extremité d'un relevé d'origine x de 7. 
Théorème 1.75 Soit p : E —> B un revetement localement connexe par arcs d'un 
espace B connexe par arcs. Alors 
1. Le groupe fondamental ir\ (B, b) opère à droite sur le fibré p_1(6). 
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2. Le stabilisateur de x est le sous-groupe p*n\ (E,x) C iX\ (B,b ). 
3. Cette opération est transitive si et seulement si E est connexe par arcs. 
Démonstration On considère l'opération (1.6). On associe à la composée de deux 
lacets 7 et y, l'extrémité du relevé de 77' d'origine x. On relève d'abord 7 (d'origine x) 
puis 7' (d'origine 7(1) = a:. [7]), il vient ainsi 
x. [77'] = (z-H) -[Y] 
qui est une opération à droite. 
Le stabilisateur d'un point x est formé des lacets de base b qui se relèvent en des lacets 
de base x. Le reste est une chose facile. • 
Un revêtement ramifié peut être défini en plus de généralité (voir [7]). 
Définition 1.76 Soient M et Y deux surfaces de Riemann compactes connexes. Une 
application méromorphe f : M —> Y sur M est dite revêtement ramifié si : 
1. L'image contient un sous-ensemble fini {fi, ic} tel que l'application f est un re­
vêtement au-dessus du complémentaire de cet ensemble. 
2. Dans un certain voisinage de chacun des points ti on peut introdure une coordonnée 
complexe et dans un certain voisinage de chacune des pré-images de ce point on 
peut aussi introduire une coordonnée complexe x de façon que l'application prenne 
la  forme su ivante  de  coordonnée  f (x )  =  x k .  
La surface Y est supposé homéomorphe à la sphère de Riemann S2. 
1.6 Monodromie d'un revêtement ramifié 
La monodromie est l'étude du comportement de certains objets mathématiques lors­
qu'on effectue un prolongement analytique le long d'un chemin fermé. Pour une fonction 
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complexe donnée (fonction logarithme, puissances rationnelles) admettant plusieurs dé­
terminations dans le plan complexe épointé : suivre continûment une détermination d'une 
telle fonction le long d'un lacet autour de l'origine conduit après un tour à obtenir une 
autre détermination. Ce phénomène est usuellement codé dans un groupe, appelé groupe 
de monodromie. Nous allons étudier ce phénomène sur les revêtements ramifiés. 
Soit (£,/) un revêtement ramifié où £ est une surface de Riemann de genre g et / : 
£ —• CP1 est une fonction méromorphe de degré d. Notons Pi,...,Pn les points de 
ramification de / et À* = -f(Pk) les points de branchement finis. Soit Ao G C P1 un 
point base des lacets 71,..., 7„ générateurs du groupe fondamental ni (CP1 \ {Ai,..., A„}) 
de la sphère de Riemann épointée en les points de branchement. Partir de Ao et suivre 
continûment le lacet 7* dans C P1 , correspond à partir d'un point de /-1(Ao) et suivre 
un chemin, relevé de 7*, qu'on note 7fc sur la surface qui finit en un point de /-1(Ao). En 
se fixant une numérotation des feuillets du revêtement, l'action définie par (1.6) résulte 
en une permutation de ces feuillets. Les différents chemins 7* sur la surface associés au 
lacet 7fc peuvent être codés en une permutation a* des d feuillets. Une monodromie d'un 
revêtement ramifié (£, /) est la donnée des générateurs de 7Ti(CP1 \ Ai,An) et les 
permutations associées à ces générateurs. 
Nous trouvons ainsi une représentation du groupe fondamental 7Ti (CP1 \ {A^An}) 
dans le  groupe symétrique Sa = (o\ ,<jd)  .  
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CHAPITRE 2 
Les espaces de Hurwitz, les variétés de 
Frobenius et les bidifférentielles 
méromorphes 
méromorphe sur £ de degré d. Le couple (£,/) définit un revêtement ramifié de CP1. 
Notons  Pi , i  =  1  les  points  de  ramif ica t ion de  /  (vér i f iant  df (P i )  = 0) ,  À* =  f (Pï)  
les points de branchement de / et A = f{P) la coordonnée sur la base du revêtement 
[9]. Notons finalement /_1(oo) = {oo^,oo^m'} (m < d si certains des c©(8) sont des 
points de ramification) l'ensemble des pôles de /. 
Deux revêtements / : L —> CP 1 et / : JC —> CP 1 ,  où £ et £ ont même genre, sont 
équivalents s'il existe une application biholomorphe h : £ —> £ telle que / o h = /. 
Soit £ une surface de Riemann compacte de genre g et f : JC —> CP1 une fonction 
P j e c  h P i € £  
Ai G CP1 
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2.1 Revêtements ramifiés et espaces de Hurwitz 
L'espace de Hurwitz "Kg est l'ensemble des classes d'équivalence des revêtements ramifiés 
(£, /) de degré d où £ est de genre g. Nous considérons par la suite l'espace de Hurwitz 
«2 à n fixé. Nous avons les propriétés suivantes : 
Propriétés 2.1 Deux revêtements équivalents 
1. ont même type de ramification (indices de ramification, voir définition 1.16). 
2. ont nécessairement le même nombre de feuillets (degré d). 
3. ont le même ensemble de points de branchement. 
Démonstration 1) Soient (£i,/i) et (£2, IT) deux revêtements équivalents, alors il 
existe h: £ 1 —> £2 biholomorphe telle que f\ = /2 oh. Soit ip un paramètre local autour 
d'un point P sur £1 et (p un paramètre local autour de h(P) sur £2. Les fonctions définies 
de C dans C par 
Fi(z)  = f i  o  ip~ l {z)  et F2(5) = /2 o £-1(S) 
sont telles que F\{z)  = F2(5) puisque f i  =  / 2  o h.  D'ailleurs z  = H(z)  où H = ipo h  o  ip~ l  
est biholomorphe. Il vient par dérivation 
dF x {z)  _  dF 2 (H(z))  =  dF 2 {z)  dH{z)  
dz dz dz " dz 
Le fait que H est biholomorphe implique -^H(z)  ^  0 et donc 
Ceci prouve que les points de ramification de /2 sont les images par h des points de 
ramification de /1 et donc f\ et /2 ont le même nombre de points de ramification. D'autres 
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part, un point et son image ont même indice de ramification en effet, 
PF^z)  =  d 2 F 2 (z )  (dH(z) \ 2  dF 2 {z)  d 2 H(z)  
dz 2  dz 2  \  dz J dz  dz 2  
Or dHa^ et ne s'annulent pas et dF$p = 0 alors = 0 si et seulement si 
9 2
=  0 .  N o u s  o b t e n o n s  l e  r é s u l t a t  a t t e n d u  p a r  d é r i v a t i o n  s u c c e s s i v e .  
2) La fonction biholomorphe h : L\ —> £2 est une bijection et /i = /2°/i alors /i-1(A) = 
h~l o /2_1(A), pour tout A £ CPl. Il vient donc Card (/i-1(A)) = Card (ho /2_1(A)) et 
donc degré( f i )  =  degré^)-
3) Il suffit de voir que lorsqu'on effectue une "petite perturbation" d'au moins une valeur 
critique de / (par exemple A*) alors l'ensemble de points de branchement change et donc 
les deux éléments ne peuvent être équivalents. • 
Définition 2.2 L'espace de Hurwitz 'Kg.ni,...,nm es* l'ensemble des classes d'équivalence 
des revêtements ramifiés (£,/) où f est une fonction méromorphe de degré d, £ est une 
surface de Riemann de genre g, f a m pôles de multiplicités ni,..., nm, (ni +... + nm = d) 
et les autres points de branchement (finis) sont simples et distincts. 
Pour les revêtements de ^;ni)...,nm nombre n de points de branchement simples finis 
es t  donné par  la  formule  de  Riemann-Hurwitz  :  n = 2g + d + m-2.  
Des propriétés précédentes découle que les points de branchement Ai,..., An forment un 
système de coordonnées locales de l'espace de Hurwitz 2£j;niv..)nm-
La structure complexe sur L dépend des points de branchement {Aj }"=1 via la dépendance 
des paramètres locaux Xj de Aj. L'espace de Hurwitz peut ainsi être considéré comme 
un espace de certaines déformations de la structure complexe de la surface de Riemann 
sous-jacente. 
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2.2 Différentielles holomorphes et bi-différentielles mé-
romorphes sur les surfaces de Riemann 
2.2.1 Différentielles holomorphes 
Soit Lg une surface de Riemann de genre g. Une différentielle u définie sur Cg est dite 
l-forme si à toute carte locale (Ua,za) on peut assigner des fonctions complexes pQ, qQ 
définies sur £>g telles que ui = pa{za^)dza + qa(zQ,z^)dz^. Une l-forme différentielle 
u> est dite holomorphe si dans chaque carte locale (Ua, za) de Lg elle s'écrit sous la forme 
ui(za) = ha(za)dza avec ha une fonction holomorphe. On intègre une différentielle l-forme 
u sur une 1-chaine (chemin de £). 
Définition 2.3 Si f est une fonction, la l-forme df est dite exacte. Une l-forme u est 
dite fermée si du = 0. 
L'opérateur de dérivation extérieure d transforme une 0-forme en une l-forme. 
Lemme 2.4 Toute forme différentielle exacte est fermée. 
Démonstration Supposons que u> est une l-forme différentielle exacte. Alors il existe 
une fonction f telle que u = df, il s'ensuit que du — d?f = 0. • 
Définition 2.5 Soit & une surface de Riemann compacte de genre g. Notons (?*(£) les 
groupes abéliens des k-formes différentielles définies sur L. On a le complexe de groupes 
abéliens où d désigne l'opérateur de dérivation extérieur 
C0 —• Ci —y Ci. 
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Si l'on note Z le noyau de d: CI —> C2 et B l'image de d : CQ —> CI deux sous-groupes 
de Ci, le premier groupe de cohomologie est le groupe quotient 
H\L,  R) = |. 
Remarquons qu'une différentielle ne peut être exacte en vertu du théorème de Liouville. 
Par contre, une différentielle holomorphe est fermée. 
Proposition 2.6 Une 1-forme u> est fermée si et seulement si eu = ou pour toute 
paire (11,12) de lacets homologues. 
Définition 2.7 Soit u une 1-forme fermée définie sur une surface de Riemann £ de 
genre g. Soit {ak',bk}£=1 une base canonique d'homologie sur L. Les a-périodes de ou sont 
les nombres complexes Ak = §ak oj, k = 1,g. Les b-périodes de u; sont les nombres 
complexes Bk = §bk ou,k = 1, ...,g. 
Un lacet fermé 7 de la base d'homologie s'écrit alors comme combinaison linéaire des 
éléments de base soit 
Il vient donc = ]T)Li ockAk + J2î=i akBk-
Théorème 2.8 (Relations bilinéaires de Riemann) Soient ou et eu' deux 1-formes 
fermées  sur  L g  de périodes  respect ives  Ak  = § a k u,k  = 1, . . . ,g  ,  Bk  — § h k ou ,  k  = 1,  e t  
A
'k = §au k==1> 9, B'k = §bk u',k = l,..., g. Alors 
Où PQ est un point arbitraire du polygone simplement connexe de £g (de bord d3"g) et 
le chemin d'intégration [Po-P] es^ strictement inclus dans 3^. 
g 
7 = JZ akak + S avec @k G Z' 
(2.2) 
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Démonstration La première égalité suit directement du théorème de Stokes avec 
D = 3 G  et  des  ident i tés  d(fp Q u/)  =  u J (P)  et  d(fuj )  =  df  Au + fdu.  
Les lacets aj  et aj 1  du bord d7g = ]C?=i(a« + airl + &» + K1) du polygone fondamental 
de Lg coïncident sur la surface avec des orientations opposées. Pour Pj G aj et Pj e a~1 
deux points qui coïncident sur la surface on a u(Pj) = u>(Pj) et 
fp i  fp ' i  fp i  
I UJ — I U = I Cl1 = —Bj 
JPo JPQ Jp< 
De même, pour Qj E bj et Q'j € bj1 deux points qui coïncident sur la surface on a 
ui(Qj) = u>{Q'j) et 
rQj  rQ' j  çQj  
I u — / u> = I ou — Aj 
JPo JPo JCÏj  
En substituant il vient 
Jd5a JPo i^i \  J<*i Jbi / " 
Pour montrer la validité de ces relations pour toute autre base canonique de Hi(L, C), il 
suffit de voir qu'elles sont invariantes par changement linéaire symplectique de base. • 
Corollaire 2.9 Soit u une différentielle holomorphe non identiquement nulle définie sur 
Lg. Alors 
1- I rn&LiAkBÏ) <0 
2. Soit u une différentielle holomorphe telle que Ai = 0, pour tout i, alors u = 0. 
3. Soit u une différentielle holomorphe telle que toutes les périodes Ai, Bi, pour tout 
i sont réelles, alors u = 0. 
4- Soit Vg l'espace des différentielles holomorphes sur £>g (Vg C R)/ Alors 
dimVg ^ g. 
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Théorème 2.10 L'espace Vg des différentielles holomorphes sur une surface de Riemann 
£jg est de dimension g (c'est à dire dimVg = g), voir [1]. 
Définition 2.11 Soit {a*; bk}9k=l une base canonique d'homologie sur une surface de 
Riemann £>g. Une base ui,...,ug des différentielles holomorphes est dite normalisée si : 
y a i 
La matrice des b-périodes 
f  Uj = S i j t  V i , j  = l , . . . ,g .  (2.3) 
J <Xi
(B) i j=(  /  "i  ) ' i , j  = l , . . ,g  (2.4) 
lb. y 
est appelée matrice de Riemann de Lg. 
Notons que toute base des différentielles holomorphes peut être normalisée par la condi­
tion 2.3. En effet la matrice des a-périodes Aij = $ai Uj est inversible (cela suit du 
corollaire 2.9 (2) ). 
Propriétés 2.12 La matrice de Riemann B possède les propriétés suivantes : 
1. B = ®T (symétrie). 
2. La matrice ImM est définie positive. 
Proposition 2.13 Soient  {oj ,6»}f=1 et jaj,fej j deux bases canoniques d'homologie de 
Lg reliées linéairement par 
©-es o 
où A, B, C et D sont des matrices d'entiers en blocs de dimension g y- g. Soit ui\, ...,ug 
une base canonique des différentielles holomorphes normalisées par Ja_ = ôij. Alors les 
matrices de Riemann associées sont reliées par 
3 = (AB + B){C3 + D)-1 et u = w(CB + D)~1 (2.5) 
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Démonstration De la relation matricielle entre les bases canoniques d'homologie on 
tire b = Ab + Ba et â = Cb + Da. Il vient donc 
iw = i u = C <p ou + D <p u> — CB + D 
Ja Jcb+Da Jb Ja 
(lui = (p u = A (bu + B (p u = AM + B 
Jb «/Ab~\~ Ba Jb Ja 
Alors ûj = o;(C® + D)'1.. En fait, 
ju=<j>Jj{C®> + D)-1 = (CB> + D)-l = I 
Nous avons ainsi, 
B = ( fu  = ( f  u iCB+D)- 1  = [A(fu}  + B <f w) (CB+D)~l = (AB+B)(CB+I>)-1 
Jb JAb+Ba \ Jb Ja ) 
• 
2.2.2 La bi-difFérentielle fondamentale W 
Une bi-difFérentielle définie sur une surface de Riemann L est une difFérenetielle à deux 
variables (arguments) qui sont des points de L que nous notons génériquement P et 
Q. Les trois bi-différentielles (voir [11]) qui suivent (voir [15]) jouent un rôle clé dans 
notre construction des solutions des problèmes de Riemann-Hilbert pour les structures 
de variétés de Frobenius sur les espaces de Hurwitz. 
Définition 2.14 Soit C une surface de Riemann compacte de genre g. La bi-différentielle 
fondamentale W (P, Q) est définie sur C par les propriétés suivantes : 
1. Pour tous points P,Q de L on a W(PQ) = W(Q, P). 
2 .  W (P,  Q)  a  un pôle  d 'ordre  2  sur  la  diagonale  P  = Q c 'es t  à  dire  pour  tout  paramètre  
local x dans un voisinage de P on a 
w™K=A«p) -*(Q)f+0W)dx{p)dxm 
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3. Les a-périodes de W(P, Q) par rapport à chacun des arguments s'annulent, 
<fw(P,Q)  = 0,  k=l , . . . ,g .  (2.6) 
Jak 
Soit o>i,ug la base des différentielles holomorphes sur une surface de Riemann compacte 
L de genre  g normal isées  par  les  condi t ions  § a k ^j  = àjk-  Les 6-pér iodes  de  W(P,Q) 
génèrent les u>k : 
/  W(P,Q) = 2ir ioj k (P) ,  k  = 1 (2.7) 
Jb k  
La bidifférentielle fondamentale W (P,  Q ) dépend de la base canonique d'homologie. Cette 
dépendance est formulée comme suit : 
Proposition 2.15 Soient {ai, et |âj, deux bases canoniques d'homologie de 
£j g  rel iées  l inéairement  par  
© • e *) 0 
où A, B, C et D sont des matrices d'entiers en blocs de dimension g x g et forment une 
matrice symplectique. Soit cui, ...,ug une base canonique des différentielles holomorphes 
normalisées par fa .u>i = ôij. Alors les différentielles fondamentales associées sont reliées 
par 
W{P,  Q)  = W(P,  Q ) - 27riu;T(P)(C® + D)~1Cu;(Q). 
Démonstration II est clair que W est symétrique. D'ailleurs W possède les mêmes 
singularités que W. Enfin, W est bien normalisé par jiW(P,Q) = 0 en effet les a-périodes 
de la nouvelle bidifférentielle fondamentale sont 
<f W(P,  Q)  = D<f W(P,  Q)  + C <f\V(P;  Q) .  
Jâ Ja  Jb  
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En développant 
iW(P;Q) = -27riD ( /u^iP))  (CB + D)"1Co;(Q) + 27riCu;(Q) 
- 27TiC ( <f wT(P)) (CB + D)~1Co;(Q). 
\Jb / 
Grâce à (2.3) et (2.4) puis en factorisant, le terme de droite se réduit à 
-27ri (CB + D) (CB + D)"1Co;(Q) + 27riCu;(Q). 
Ce qui donne 0 et prouve que §~ W(P,  Q)  = 0 pour tout a . • 
2.2.3 Les noyaux de Schiffer et de Bergman 
Soit JC une surface de Riemann de genre g ^ 1. Le noyau de Schiffer est la bi-différentielle 
symétrique ayant le même type de singularité que W et définie par 
H(P, Q) = W(P,  Q)-*IR (ImB)û1 (P ) M, (Q) .  (2.8) 
le,1=1 
Le noyau de Bergman B(P, Q) est défini par 
9 
Contrairement à la bi-différentielle fondamentale W, les noyaux de Schiffer et de Bergman 
Q et B sont indépendants du choix de la base d'homologie sur la surface de Riemann. 
Ceci peut être vu directement à partir des formules définissant (2.8) et (2.9) ou à partir 
de l'interprétation de Q et B comme noyaux des opérateurs d'intégration agissant dans 




2.2.4 Formules variationnelles 
Les bi-différentielles introduites dépendent des points de branchement {Afc}£=1 via la 
dépendance de la structure complexe de {Afc}£=1. Sous des petites variations de Xk la base 
canonique d 'homologie  {aj ,b j} j = 1  res te  inchangée.  En f ixant  les  images  f (P)  et  f (Q) ,  
on peut considérer la dépendance des bi-différentielles W(P,Q), Q(P,Q) et B(P,Q) en 
les points de branchement. Cette dépendance pour W(P, Q) est donnée par les formules 
variationnlles de Rauch suivantes (voir [11] et [13]). Ici et tout au long de l'étude nous 
supposons que, lorsque les points de branchement A* varient, les points P et Q sur la 
surface sont fixés par la condition que f(P) et f(Q) restent inchangés sous la variation : 
Théorème 2.16 (Formule Variationnelle de Rauch) La dépendance de la bidiffé-
rentielle W(P, Q) en un point de branchement Xk, à P et Q fixés par la fixation de leurs 
projetés A (P) et A (Q), est donnée par la formule suivante (dite formule variationnelle de 
Rauch) : 
dW (P, Q) 
OXk A(P),A(Ç) 2 
Ici W(P,Pk) est l'évaluation de la bi-différentielle W(P,Q) en le point de ramification 




Démonstration Sans perdre de généralité, nous allons fixer le point Q et étudier 
le comportement (pôles et résidus) de la différentielle 9wj£'Q^ lorsque le point P varie. 
Notons d'abord que la bi-différentielle W(P,  Q ) dépend des points de branchement A* 
via la dépendance des paramètres locaux en ces points. La structure des pôles de d\kW 
autour d'un point de ramification. Autour d'un point de ramification Pk, le paramètre 
local est X k { P )  = y j f ( P )  —  A *  
dxk(P)  1_  ddxk(P)  dx k (P)  
dX k  2 x k (P)  6  dX k  2 x\{PY 
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À Q fixé, le développement de Taylor de W(P, Q) au voisinage du point de ramification 
F* s'écrit : 
W(P,  Q ) = (ao(Q) + a 1 (Q)x k (P)  + a 2 (Q)x 2 k (P)  +. . . )  dx k {P)  
où ao(Q),ai (Q) ,a2(Q), ... sont des 1-formes différentielles par rapport à Q. Ceci définit 
a0(Q) par oq(Q) := • On note ainsi par W(Pk, Q) qui n'est autre 
P=Pk 
que la différentielle W(P,  Q)  évaluée en Pk. Il vient donc, 
dW(P,Q) fdao(Q) ,  da x {Q) , m  da 2 (Q) 2 , D ,  4  U 1  L \ ,  
—ïïxr~ p-P. ("SÂT + ~dxTXk{P) + ~§xTx-(p) + terme ix-(p) 
+  (<*o( Q )  + Oi(Q)xjt(P) -+• ai{Q)x\(P) +  . . . )  — ^  ( 2 - 1 2 )  
En remplaçant les dérivées par leurs expressions ci-dessus et en ré-arrangeant nous obte­
nons, 
WgQ) _ (WP.Q)+ t e t m e U  \ 
d\k p=pk \ xftP) J 
Ce qui montre que la différentielle possède une singularité d'ordre 2 en Pk de 
birésidu \W{P k ,  Q) .  Or pour P ~ P k  = Q et d'après la définition de W(P,  Q)  on a, 
W (P, Pk) = ( 2] p\ + terme holomorphe ] dxk { P ) (2.13) 
\xk\P) J 
En multipliant cette dernière par |W(P k ,Q)  nous obtenons, 
iW(P,  P k )W(P k ,  Q)  Q)  (jpy + terme holomorphe) dx k (P) .  (2.14) 
Les différentielles (2.13) et (2.14) ont les mêmes singularités, alors leur différence est une 
différentielle holomorphe, soit 
^  —  \  w{P,  P k )W(P k ,  Q)  = h(x k )dx k (P)  avec h une fonction holomorphe 
C/Ak 2 
h(x„)dx k (P)  = j f  9 W g^ ' k Q )  -[  \w(P,P„)W(P i ,Q)  = 0 
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dû à la condition de normalisation de W et au fait que les contours ak ne dépendent pas 
de A*. Ainsi la différentielle ~ èW(P,Pk)W(Pk,Q) est nulle puisque toutes ses 
a-périodes sont nulles comme corollaire des relations bilinéaires de Riemann. Ainsi 
9Wg['kQ) -  lmPk,Q)W(P,P t )  
Ce qui termine la preuve de la formule de Eauch. 
Les formules variationnelles de Eauch (2.10) et (2.7) impliquent : 
• 
Propriétés 2.17 Soient A*, i = 1, ...,n les points de branchement d'une fonction méro-
morphe f définie sur une surface de Riemann L. Nous avons 
= \^P t)W(P,Pk), dMji  dÂT •ÏÏ10Jj{Pk)ui{Pk), (2.15) 
où l'évaluation des différentielles holomorphes en les points de ramification est effectué 
par rapport aux paramètres locaux standards d'un manière similaire à (2.11) : 
Vj iPk)  dxk(Q) Q=PH 
Nous obtenons, pour les noyaux de Schiffer et de Bergman, des formules variationnelles 
similaires à celle de Rauch pour la différentielle fondamentale W (voir [11] et [15]). 
Théorème 2.18 Soient A j, i = 1 ,...,n les points de branchement d'une fonction méro-




= (.P, ft) « (ft, Q) ; 9Bg^ 
\(P)MQ) * o\k 
(2.16) 
«U™ =±B(PtTQB(QtTQ; dB&?> 
\(P)MQ) 2 v k )  V' k )  d\k  dX k 
= -B{P,PÏ)Çl(P k ,Q) .  
A (P),MQ) 2 
(2.17) 
où l'on note (l(P, Pk) := ggg} _ _ et B(P,  P„)  := S Q=Pk &k(Q) Q=Pk 
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Avant d'entamer la preuve du théorème, il convient de noter qu'en vertu de (2.17) les 
noyaux de Schiffer et Bergman, contrairement à la bi-différentielle W, dépendent des 
conjugués complexes {Afc}£=1 des points de branchement comme nous avons pu le voir à 
partir de leurs définitions (2.8) et (2.9). 
Démonstration Partons de (2.7) et intégrons par rapport à la variable Q nous 
obtenons (2.15-1), en fait 
La dernière égalité est obtenue grâce à la formule variationnelle de Rauch (2.10). Ce qui 
donne (2.15-1) en utilisant encore une fois (2.7). 
La matrice de Riemann (2.4) permet d'écrire 
ce qui donne (2.15-2) en utilisant (2.15-1) puis (2.7). 
Montrons maintenant (2.16-1). Le noyau de Schiffer (2.8) s'écrit matriciellement 
La dérivée de la matrice ( JmB) 1 par rapport au point de branchement À* s'écrit 
é^r = è { wkw^  «- à i \w& p<>-
fi(P, Q) = W(P,  Q)  -  7T C U T (Q)  (/ml)-1 U(P).  






En remplaçant et -^^j(P) de (2.15-1) dans l'expression de -^Q(P,Q) nous 
obtenons 
Q) =  ^  W(P, Q) -  |  [u(P k )W(Q,  P k )  (/ml)-1 u(P)  
-  ww T (Q)( lmB)- 'u(Pt)uT(Pk)(ImB)-'u(P) +uT(Q) (ImB)'1 w(Pk)W(P, Pt)] . 
En effectuant le calcul du produit §fi(P, P k )Q(Q,  Pk)  et en comparant à cette dernière 
expression de -£^Q(P, Q) nous retrouvons (2.16(1)). 
D'une manière analogue on montre les autres égalités (2.16(2)) et (2.17). • 
2.3 Structures de Frobenius 
Dans cette section nous rappelons les faits de la théorie des variétés qui seront utilisés 
dans notre étude. Nous référons à [9] pour une description complète des structures de 
variétés de Frobenius. 
2.3.1 Structures de Frobenius sur une variété complexe 
Une variété de FVobenius est une variété complexe munie d'une structure d'algèbre com-
mutative d'élément unité dans l'espace fibré tangent et avec une forme bilinéaire qua­
dratique non-dégénérée (une métrique) /lx(-, •). On exige que la métrique soit compatible 
avec la structure d'algèbre c'est à dire qu'elle satisfait à la propriété de Frobenius : 
n(xy, z) = fi{x, yz) pour tous éléments x, y, z de l'algèbre. D'autres exigences sont impo­
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sées sur la métrique (voir [9]), en particulier la métrique doit être plate et diagonale en 
coordonnées canoniques sur la variété de Frobenius. 
Notons {Afc}£_j les coordonnnées canoniques sur la variété de Frobenius et gkk les coef­
ficients diagonaux de la métrique, c'est à dire que n = Ylk=i 9kk(d\k)2, où gkk sont des 
fonctions de {A/t}£=1. 
La structure d'algèbre dans l'espace tangent est aussi diagonale en coordonnées cano­
niques, elle est définie par d\kd\l = àkid\k- Le champ vectoriel unité dans l'algèbre est 
ainsi 
e-±lk (,18, 
Le champ vectoriel d'Euler joue un rôle important dans la théorie, en coorodnnées cano­
niques il a la forme 
(2.19) 
k=1 K 
Il est commode d'écrire les conditions imposées pour la métrique dans la définition d'une 
variété de Frobenius en termes de coefficients de rotation de la métrique. 
Pour une métrique diagonale Ylk=i 9kk(d\k)2 les coefficients de rotation sont définies par 
Ai = k ^ l. (2.20) 
y/9kk 
Les axiomes d'une variété de Frobenius impliquent le système suivant des coefficients de 
rotation : 
Pu = Pik- (2.21) 








Dans ce qui suit, nous utilisons la matrice T des coefficients dè rotation : 
Tfcz = 0ki if and Tkk = 0. (2.25) 
et la matrice V définie par V = [r, U],oùU est la matrice diagonale U = diag( A i , . . . ,  À n ) .  
Les entrées de la matrice V sont donc comme suit : 
Vki = Pki{h ~ Afc) if k^l and Vkk = 0. (2.26) 
2.3.2 Les structures de Frobenius sur les espaces de Hurwitz 
Dans la construction des structures de FYobenius sur les espaces de Hurwitz îKg;ni nm) 
les coorodonnées locales {Ai,...,A„} sur l'espace de Hurwitz (points de branchement 
finis simples du revêtement ramifié) deviennent les coordonnées canoniques sur la variéé 
de Frobenius. 
Le système (2.21) — (2.24) des coefficients de rotation possède plusieurs ensembles de 
solutions sur les espaces de Hurwitz. Un de ces ensembles est donné par la bi-différentielle 
W : 
0u = \w(P k ,  Pi)  pour k,l = l, ...,n ,k^l, (2.27) 
où l'évaluation de W en les points de ramification Pk, Pi est effectuée par rapport aux 
paramètres locaux standards xk et xj d'une façon similaire à (2.11). 
La solution (2.27) donne lieu (voir [15]) à des structures de Frobenius semi-simples de 
Dubrovin sur les espaces de Hurwitz [9]- Notons cependant que la bidifFéren-
tielle W dépend du choix de la base canonique d'homologie {ak,bk}9k=1 sur la surface 
£>. Par conséquent et proprement dit, la structure de Frobenius correspondante devrait 
être considérée comme une structure sur le revêtement iTlm de l'espace de Hurwitz 
°ù les points dans le fibré au-dessus d'un point (<£,/) de l'espace de Hurwitz 
représentent des revêtements ramifiés identiques à (£, /) avec différents choix de bases 
canoniques d'homologie. 
Un autre ensemble de solutions du système de coefficients de rotation est donné dans [15] 
en termes des noyaux de Schiffer (2.8) et de Bergman (2.9) et donne lieu aux variétés de 
Frobenius-Hurwitz "réelles doubles" de Dubrovin. Puisque les noyaux de Schiffer et de 
Bergman ne sont pas holomorphes (2.17) par rapport aux points de branchement {A*}, cet 
ensemble de solutions est alors défini sur l'espace de Hurwitz considéré comme 
variété réelle, qui est aussi une variété dont les coordonnées locales sont données par 
l'ensemble de points de branchement finis simples {Afc}£=1 et l'ensemble de leurs conjugués 
complexes {Àfc}£=1. Les "réelles doubles" sont donc les structures de variétés de Frobenius 
sur l'espace de de Hurwitz coordonnées canoniques {Ai,..., An; Ai,, An} 
et la matrice de coefficients de rotation T de dimension 2n x In suivante (voir (2.25)), 
où les entrées sur la diagonale sont nulles c.à.d. nous posons Q(Pj, P*) := 0 : 
où Pfc, k = 1,..., n, sont les points de ramification du revêtement (£, /) et l'évaluation de 
la bidifférentielle en ces points est effectuée comme ci-dessus par rapport aux paramètres 
locaux standards Xk(P) = y/f{P) — A*. 
Notons que, d'après la Remarque 2.2.3, les coefficients de rotation des "réelles doubles" 
ne dépendent pas du choix de la base canonique d'homologie. Selon [15], ceci implique 
que les structures de Frobenius correspondantes sont aussi indépendantes du choix de la 
base canonique d'homologie. En d'autres termes, les "réelles doubles" sont des structures 
de Frobenius définies sur l'espace de Hurwitz réel ^.ni ^ et non sur son revêtement. 
/ ( If i^P,)) . .  ( iB(Pu^)) tA 
r = i , j  = l , . . . ,n ,  (2.28) 
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CHAPITRE 3 
Le problème fuchsien de 
Riemann-Hilbert "réel double" 
3.1 Introduction 
La famille suivante d'équations différentielles matricielles linéaires de dimension n x n de 
type (1) est associée à chaque variété de Frobenius de dimension n [9] : 
où Ei est une matrice diagonale dont un seul coefficient est non nul égal à 1 sur la ième 
place sur la diagonale, V est donnée par (2.26), I est la matrice identité et a est un 
nombre complexe arbitraire. Une matrice solution $ de cette équation est en général 
non-univoque sur la A-sphère, étant analytiquement prolongée le long des générateurs du 
groupe fondamental 7Ti(CP1 \ {Ax,..., An}) elle est multipliée à droite par des matrices 
de monodromie. Les matrices de monodromie génèrent le groupe de monodromie de la 
variété de Frobenius. Grâce aux axiomes d'une variété de Frobenius [9], les matrices 
(3.1) 
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de monodromie ne dépendent pas de positions {À*} des singularités de l'équation (3.1), 
c'est à dire l'équation est isomonodromique (le système de Schlesinger est équivalent 
au système (2.22) - (2.24)pour les coefficicents de rotation de la variété de Probenius 
correspondante, voir Remarque 3.9 dans [9]). La condition d'isomonodromie implique 
aussi le système suivant par rapport à {Ai} : 
Une solution fondamentale de (3.1) comporte des informations complètes sur la famille 
correspondante de variétés de Probenius. 
Dans le cas des variétés de Probenius des coefficients de rotation (2.27), une solution 
fondamentale des équations (3.1) et (3.2) et ses monodromies ont été trouvées dans [14]. 
Dans la section qui suit nous présentons une solution de (3.1)-(3.2) correspondante aux 
variétés de Probenius de coefficients de rotation (2.28) et nous la relions à celles dans 
3.2 Les problèmes de Riemann-Hilbert fuchsiens en théo­
rie des variétés de Frobenius 
Considérons les espaces de Hurwitz réels "Kg.tniv..jnm des revêtements ramifiés (£,/), où 
£ est une surface de Riemann de genre g et f est une fonction méromorphe de degré 
d sur £. Les coordonnées locales sur cet espace de Hurwitz sont données par les points 
de branchement {Ai}"=1 des revêtements et leurs conjugués complexes {Ai}"==r Ces coor­
données deviennent les coordonnées canoniques des structures des variétés de Probenius 
"réelles doubles" construites sur L, „ considérée comme une variété réelle. <7,711 
Nous utilisons ici la notation suivante des coordonnées canoniques : {Ai,..., A2n |  An+j = 
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j = 1 (3.2) 
[14]. 
Xi pour i = l,...,ra}. Notons que seulement les n premières coordonnées canoniques 
correspondent aux points de branchement des revêtements (£,/)• 
Avec cette notation, un problême fuchsien de Riemann-Hilbert de la famille (3.1), (3.2) 
(paramétrée par a G C) pour les "réelles doubles" est équivalent au système suivant (voir 
[9], [10]) 
§ ,3,) 
S '-1 2"' (3'4) 
Ici la matrice $ de dimension 2n x 2n est une fonction des variables À et La 
matrice V est définie comme précédemment par V = [r, U] ,oùT est la matrice des coeffi­
cients  de rotat ion donnée par  (2.28),  U = diag (Ai, . . . ,  A2 n)  e t  Ei  = diag (0, . . . ,  0 ,1,0, . . . ,  0)  
est une matrice de dimension 2n x 2n avec la ïème composante non nulle sur la diagonale. 
Plus précisément, la matrice V est 
8Sj=S)' <3-5) 
une matrice 2n x 2n formée par quatre nxn- blocs avec des 0 sur la diagonale, Vkk = 0 
pour k = 1,..., 2n. 
Afin de faciliter l'écriture des formules, nous utilisons aussi les indices j pour les quantités 
correspondantes aux coordonnées An+i = Ai} qui est := rn+i)n+J ; T- := riin+J et 
$ T j  • =  ^ n + i , n + j ,  • =  < & n + i , j  e t  V J J  : =  K l + i , n + j ,  K j  : =  V i < n + j ,  e t c .  p o u r  1  ^  i , j  <  n .  
3.3 Construction d'une solution pour a = —1/2 
Rappelons d'abord les idées de base de la construction d'une solution au problème de 
Riemann-Hilbert de [14] pour les variétés de Frobenius Hurwitz avec les coefficients de ro­
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tation (2.27) donnés en termes de la bi-différentielle W. Nous allons utiliser cette solution 
dans notre construction actuelle. 
L'ensemble des contours suivant, sur la surface de Riemann, va indexer les colonnes de la 
matrice solution Ces contours génèrent le groupe d'homologie relative /fi(£\/-1(oo); 
/-1(A)) avec des coefficients dans Z de la surface de Riemann compacte £ épointée aux 
points oo^,..., oo^ relative à l'ensemble de d points /-1(A) = {A^,...,A^}. Nous 
supposons ici que A € CP1 est différent des points de branchement de sorte que tous les 
points {A^}£=1 dans la fibre au-dessus de A sont distincts. 
Soient 7fc,fc+i(A) le contour connectant les points A^ et A^fc+1^ sur la surface £ et lj un 
contour fermé sur la surface £ encerclant le point oo(^ dans le sens positif. 
Nous choisissons l'ensemble des générateurs suivants 
C-2i—i — au Cii — bi, 1=1,..., 9', 
c*2g+j = ljJ j = 1» •••) TTl — 1) (3-6) 
Cîg+m—1+fc = 7fc,fc+l(A), k = 1,..., d 1. 
Ici {ai, h}f = l  est une base canonique d'homologie fixée dans le groupe d'homologie H\ (-£, Z) 
Notons que cette base ne coïncide pas nécessairement avec la base canonique d'homolo­
gie par rapport à laquelle la bi-différentielle W et les différentielles holomorphes uij sont 
normalisées, voir (2.6) et (2.7). 
Selon la formule de Riemann-Hurwitz, le nombre 2g+d+m — 2 des générateurs ci-dessus 
du groupe d'homologie relative est égal au nombre n des points de branchement finis 
M?.i-
Considérons un certain point A0 G C qui ne coïncide avec aucun des points de bran­
chement {Aj}"=1. Soit D C C un voisinage ouvert simplement connexe de Ao tel que 
f~l(D) est composé de d composantes connexes. Pour tout A € D nous pouvons obtenir 
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les éléments de base (3.6) du groupe d'homologie relative H i ( C \ f  1(oo); / X(A)) par 
une petite déformation lisse des éléments respectifs de H\ (L \ /_1(oo); /-1(Ao)). 
Alors une matrice <j>(A) de dimension nxn solution du système (3.1), (3.2) avec a = —1/2 
e t des coefficients de rotation (2.27) possède la forme suivante : On note ^Cj\ j = 1,..., n 
les colonnes de la solution où CJ € HX (£ \ /_1(oo); /-1(^)) sont les contours de (3.6). 
Pour À G D, le ième élément de la colonne est donné par 
=  W ( P , P J -  [  f ( P ) W ( P , P , ) ,  i = l , . . . , n .  ( 3 . 7 )  
J C j  J C j  
Pour les autres valeurs de A, la solution est obtenue par un prolongement analytique 
des fonctions (3.7). 
Remarque 3.1 Dans [14] il a été montré que la matrice (3.7) donne un ensemble com­
plet de solutions linéairement indépendantes du système linéaire fuchsien (3.1), (3.2), 
(2.27) avec a = —1/2. La preuve de la complétude donnée dans [14] est assez longue; 
elle est basée sur la dégénérescence du revêtement (L, /) et par récurrence sur le genre 
de la surface et le degré du revêtement. Pour le problème étudié ici, nous donnons une 
preuve simple de l'indépendance linéaire des colonnes de la matrice solution basée sur la 
relation entre notre solution et celle dans [14]-
Nous sommes maintenant en position de pésenter une solution au problème 2n x 2n de 
Riemann-Hilbert (3.3)-(3.5). 
Énonçons d'abord un système équivalent du système (3.3)-(3.5) dans le cadre des variétés 
de Frobenius (voir chapitre 2, paragraphe 2.3). De manière analogue au cas des systèmes 
(3.1), (3.2) étudiés dans [14], le lemme suivant est toujours valide. 
Lemme 3.2 Un vecteur (v?i,..., <^2n)T satisfait au système linéaire (3.3)-(3.5) si et seule­
ment si les équations suivantes sont vérifiées pour chaque composante <pi 
A^ + E (ipi) =z = 1, ...,2n; (3.8) 
+  e ( i f i i )  =  0, i = l,...,2n; (3.9) 
= rWfc, i=l, ...,2n, (3.10) 
où E représente le champ vectoriel d'Euler (2.19), et e le champ vectoriel unité (2.18). 
La preuve de ce lemme repète celle dans [14] elle est donc omise ici. 
Théorème 3.3 S o i t  ( £ , / )  u n  r e v ê t e m e n t  r a m i f i é  d e  l ' e s p a c e  d e  H u r w i t z  a v e c  
des points de ramification simples Pi et des points de branchement Aj = f(Pi), 1 <i <n. 
Notons An+i := Aj pour 1 < i < n. Comme précédemment, D est un domaine ouvert 
connexe dans CP1 qui ne contient aucun point de branchement. Soit Q et B les noyaux 
de Schiffer et de Bergamnn (2.8) et (2.9). 
La fonction matricielle suivante $ (A), A (E D, formée par les quatre n x n-blocs, satisfait 
au système (3.3)-(3.4) avec une matrice V donnée par (3.5) et a — —1/2 :  
' (* le, n C' p<> - 4 /(p)h (P,  Pi ) ) v  (a/cj  B (P, P , )  -  f C j  7(P)B (p ,  p , ) )  
^Ic,B(P'P>) -/q/cw.â)) (a fc, nxmj - jC) f(p)n (P, pl))i 
(3.11) '• 
Ici les Cj, j = 1 ,...,n sont les contours de base (3.6). Les lignes de chaque bloc de la 
matrice $(A) sont indexées par les points de ramification Pi, i = 1 ,..,n, les colonnes 
sont indexées par les contours Cj, j = 1, ...,n. 
Démonstration La preuve de ce théorème est donnée en une série de Lemmes 3.4, 
3.5, et 3.6 ci-dessous. • 
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Lemme 3.4 Les colonnes de la fonction matricielle $ (A) définies pour A G D par (S. 11) 
satisfont à l'équation (3.10). 
Démonstration Notons &ci\ 1 < j < 2n les colonnes dans (3.11). Le lemme est 
prouvé par simple différentiation des composantes de utilisant les formules varia­
tionnelles (2.10) - (2.17). Notons que A et Cj ne dépendent pas des points de branchement 
Ak du revêtement. 
Pour 1 < i , j , k < n e t i ^ k , e n  utilisant les formules variationnelles (2.16) nous obtenons 
= in  (Pi ,  p t )  (x  n  (P,  p t )  -  f(P)n (p ,  p k )  j ,  
qui par la définition (2.28) des coefficients de rotation (Pfc, Pi) coïncide avec 
(3.10) pour i, j, k = 1, ...,n, i ^ k. 
Pour 1 < i , j  <  n  la dérivée de la ïème composante <&• 3 par rapport à An+fc = A& avec 
k = 1,..., n est obtenue d'une manière similaire en utilisant les formules variationnelles 
(2.17) et la définition (2.28) de rj>n+fc = (Pj, J^t). 
Toujours pour 1 < j < n, d'une manière analogue nous prouvons (3.10) pour i = 
n + 1,..., 2ra,. A; = 1,...,7i et pour i = n + l,..., 2n, k = n + 1, ...,2n en dérivant 
4f<' = A f B ( P , T ? ) -  f f ( P ) B  (P.fl) 
J C j  J C j  
par rapport à Afc et Afc, respectivement, utilisant les formules variationnelles (2.16) et 
(2.17). 
Pour les colonnes indexées par j = n + l,..., 2n, la preuve est analogue. • 
Lemme 3.5 Les coefficients de la fonction matricielle $ (A) définies par (3.11) satisfont 
à l'équation (3.9). 
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Démonstration Considérons une application biholomorphe £ —> L& de la surface de 
Riemann £> qui agit sur les feuillets du revêtement (£, /) en envoyant un point P projeté 
e n  À  =  f ( P )  s u r  l a  b a s e  d u  r e v ê t e m e n t ,  e n  u n  p o i n t  P 6  p r o j e t é  e n  A 5  =  / ( P s )  =  f ( P )  + ô  
sur cette base. Les points de branchement Ai, i = 1,..., n sont envoyés en les points de 
branchement Af = A* + <5 de Ls. 
Les paramètres locaux dans un voisinage d'un point de ramification Pi sont invariants sous 
cette transformation : xf(P) = i/A + 5 — (A* + <5) = v^A — A» = Zj(P). La bi-différentielle 
fondamentale W, le noyau de Schiffer Q, le noyau de Bergman B sont invariants sous toute 
t r a n s f o r m a t i o n  b i h o l o m o r p h e ,  d o n c  W S ( P S , Q S )  =  W ( P , Q ) ,  $ Ï S ( P S ,  Q s )  =  Q ( P , Q ) ,  
BS(PS,QS) = B(P,Q). Ici Ws, Q,s, Bs sont les objets correspondants définis sur &s. 
Relevons la fonction $(A) définie dans D  sur les domaines f ~ l ( D ) au revêtement en 
écrivant A = f(P) et A5 = f(Ps). Après la transformation biholomorphe de la surface, le 
(C* i j è me terme 3 de $(/(P)) pour 1 ^ i, j  ^  n  a la forme : 
(*P (/(p)))s = /(p1) Jct n»(ç, p>) - HQ)O s(Q , p?). 
En changeant la variable d'intégration Q en Qs et utilisant l'invariance de Q sous les 
transformations biholomorphes, nous obtenons 
(®fJ> ( / ( / > ) ) ) '  =  ( f ( P )  +  ô) f  nw.p,)- [  ( f (Q) + s)n(Q,pj .  
J Cj J Cj 
En différentiant cette égalité par rapport à 6 et en évaluant en <5 = 0 nous obtenons 
éK*'w»)'L-o. 
D'un autre côté 
|  W P ) ) ) '  |fo0 = +  e  (*f"(A)) , 
où e est le champ vectoriel unité (2.18). Ces deux égalités fournissent la formule désirée. 
La preuve pour les autres valeurs de i et j est tout à fait similaire. • 
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Lemme 3.6 Les coefficients de la fonction matricielle <ï> (A) (3.11) satisfont à l'équation 
(3.8) avec a = —1/2. 
Démonstration Nous prouvons le lemme pour les coefficients de la matrice $ (A) 
indexées par 1 ^ i, j ^ n ; la preuve pour les autres valeurs de i et j est analogue. 
Considérons une transformation biholomorphe £> —> ££, e G M de la surface de Riemann 
L, qui agit sur les feuillets du revêtement (<£,/) en envoyant un point P projeté en 
A  =  f ( P )  s u r  l a  b a s e  d u  r e v ê t e m e n t ,  e n  u n  p o i n t  P e  p r o j e t é  e n  A €  =  f ( P e )  =  ( 1  +  e ) f ( P )  
sur cette base. Les points de branchement Ai de (£,/) sont envoyés en les points Af = 
(1 + fi)A j. 
Les paramètres locaux x\(P) dans un voisinage d'un point de ramification Pi se trans­
forment comme suit : x\{P) = y/1 + exi(P) . Le noyau de Schiffer Q ët le noyau de 
Bergman B restent invariants sous transformations biholomorphes de la surface, donc 
pour notre transformation on a Çl€(Pe,Qe) = Q(P,Q), et Be(P-f,Qf) = B(P,Q). Ici Q,c, 
B€ sont les bi-différentielles correspondantes sur £e. La transformation du paramètre 
local Xi implique le changement suivant dans l'évaluation des bi-différentielles par rap­
port à Xi en un point de ramification Pi (voir (2.11)) : fî!£(P£, Pf) = fi(P, Pi)/y/1 + e et 
B*(P*,Pf) = B(P ,Pi)/VÏT~e. 
Relevons, comme ci-dessus, la fonction <Ë>(A) définie dans D  sur les domaines f ~ l ( D )  du 
revêtement en écrivant A = f(P) et A£ = f{P€)- Après transformation biholomorphe de 
la surface, le ijème terme de <£(/(P)) pour 1 ^ i, j ^ n a la forme : 
(*! c < )  ( /(p») '  = nn J c t  «•(<?, pt)  -  £  /(<?)«*(«,  p;)-
En faisant un changement de variable d'intégration de Q en Q€  et utilisant l'invariance 
f l e ( P e ,  Q f )  =  Q ( P ,  Q ) ,  nous obtenons 
(«ie'1  (/(p)))' = vtm îf'> (/(p)). 
En différentiant cette égalité par rapport à e en e = 0 donne 
| (# ' ' ( / (p)))-L_o=i«f ' ' ( /(p)) .  
D'un autre côté 
£ 
de (*f (/(p)))' |e=0  = * + e (#'(*)) , 
où E est le champ vectoriel d'Euler (2.19). L'égalité des membres droits de deux dernières 
Nous avons donc construit une matrice (3.11) dont les colonnes satisfont au système li­
néaire (3.3) -(3.5). Nous cherchons à prouver que les n vecteurs-solutions donnés sont 
linéairement indépendants. Dans le théorème qui suit nous établirons une relation entre 
la matrice (3.11) et la solution fondamentale (3.7) du système linéaire (3.1) - (3.2) cor­
respondante aux structures de Frobenius-Hurwitz avec des coefficients de rotation (2.27). 
Cette relation nous aidera à prouver que la matrice $ (3.11) est une solution fondamentale 
du système linéaire. 
Remarque 3.7 Par la suite nous adoptons la notation suivante. Dans un voisinage 
d'un point regulier P du revêtement (£,/) nous choisissons A = f(P) un paramètre local 
distinguié. Nous écrivons dpUi(P) pour la dérivée suivante par rapport au paramètre local 
A = f(P) : une différentielle holomorphe ui{P) dans un voisinage d'un point regulier a la 
forme ui(P) = hi(X)d\(P) avec hi(A) une fonction holomorphe, alors on pose dpcui(P) := 
expressions donne le résultat désiré. • 
h'^dXiP). 
Le lemme technique suivant est utilisé par la suite. 
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Lemme 3.8 Pour tout 1 < l < g, les égalités suivantes sont valides 
t fr>^ dui(P) 
e(uN { P ) )  =  Q X ~  '  
E M P ) )  =  - X d p U i i P ) - ^ ) ,  
où e est le champ vectoriel unité (2.18) et E est le champ vectoriel d'Euler (2.19). 
Démonstration Ces égalités peuvent être obtenues en considérant les deux trans­
formations biholomorphes de la surface de Riemann £ à partir des Lemmes 3.5 et 3.6, 
plus précisément, les applications biholomorphes L —» Ls et £ -*• Le. Les différentielles 
holomorphes ui sont invariantes sous transformation biholomorphe de la surface, ainsi 
nous avons OJI(P) = UF(PS) et UJI(P) = wf(Pe). En différentiant ces relations par rapport 
à 6 et e, nous obtenons : 
=  ^  «.fu-)-!  urfn-o dX d\a dS <5=o dô s=o s= 1 
et 
f (p)d p u , (p)  +  u, (P)  +  £  = I  |„ 0 w ' ! p )  =  °-
5=1 
où la dérivée dpUi( P )  est prise par rapport au paramètre local distingué A = f ( P )  
dans un voisinage d'un point regulier (voir la Remarque 3.7) pour lequel nous avons 
A e  =  / ( P £ )  =  ( 1  +  e ) f ( P )  e t  d X €  =  ( 1  +  e ) d X .  •  
Dans le théorème qui suit nous utilisons la matrice T formée par quatre n x n-blocs et 
définie comme suit 
t  (EÎJ-. (taB)« Uk(P t MPi)) v  -  (a,. MPlMPi)) ( J N  
- (EU. ".(Pi)).. (Eï,,.i (ImB)"1^)^)),. 
(3.12) 
où i ,  j  G {1,... ,n} e t (Jk, k =  1,g  est la base des différentielles holomorphes normali­
sées sur la surface de Riemann ; B est la matrice de Riemann. 
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Théorème 3.9 La solution $(A) (3.11) du problème de Riemann-Hïlbert (3.3)-(3.4) est 
reliée à la solution (f> (3.7) du problème de Riemann-Hilbert (3.1) - (3.2), (2.26), (2.27) 
par la transformation de Schlesinger suivante : 
/0(A) 0 \ 
*(a)=(i + £tà) . (3.13) 
\o m) 
Ici 0 est lenx n-bloc formé par des zéros, I est la matrice identité de dimension 2 n x 2 n, 
T est la matrice (3.12) et A est la matrice diagonale de dimension 2n x 2n donnée par 
A = diag(A —Ax, ... A — An, A — Ai, ... A —Â^). (3-14) 
Démonstration Écrivons le membre droit de (3.13) explicitement. Pour faciliter le 
h B\ 
calcul nous notons TA =1 I où A, B, C et D désignent des n x n-blocs. En 
\C W 
développant le membre droit de (3.13) on a 
/ ,  
/, 7T , \ x ' 1 / ' \ 7T ( /+2TA) + 
a0(A) b0(A) 
(3.15) 
^C0(A) ' D0(A)/ 0 0(A)/ \ 0 <£(A), 
En utilisant le définition (3.7) de la matrice <j> la i j è me composante de A0(A) s'écrit 
comme suit 
(A<A(A))ti = £ 
8=1 
£ (ImB)S1 (A - X.)u, k (PM(P.)  
<k,l=1 / 
A f  W ( P , P s ) - [  f ( P ) W  ( P , P 8 )  
,  J C j  J C j  .  
Prenons en compte les formules variationnelles (2.15), l'expression pour (A<p(X))ij se 
réécrit comme 
2 Ë wt(fi) 
k,l=l 




En utilisant le Lemme 3.8, nous obtenons pour les deux premiers termes dans (3.16) 
Vc - fCj m ± = -a l m+Jci nm*AF). 
Après intégration par parties, le membre droit de cette dernière égalité devient 
- F <*(P)- (3-17) 
J C j  
Ici nous avons utilisé le fait que le contour d'intégration Cj est soit fermé soit commence 
et finit dans l'ensemble /-1(A). Encore une fois en vertu du Lemme 3.8 nous avons pour 
les termes des secondes parenthèses de (3.16) 
Je ,  9X S  j c .  dXs  
- A [  [ f (P)d P u l {P)  +  u> t (P) \  + [  f ( P )  [/(P)ÔpWi(P) + u*(P)]. 
J C j  J C j  
D'une manière similaire à (3.17), l'intégration par parties dans le second membre donne 
- f /(p)«,(p). 
J C j  
En substituant ces résultats dans (3.16), nous obtenons 
(A^(A))« = -2è(ImB);1wi(fi) [ X  f w , ( P )  -  f /(J>,(P) 
k,l=l \ Jci ci / 
D'une manière analogue, nous obtenons pour les trois autres blocs. 
(B«Sj)y=2è(ImB)^i^CR)(A/ u,(P)~ f /(P)u,,(P) 
fc,i=1 \ Jci Jci j 
= 2 É ^(PO ( A / <P) -  f /(PMP) 
k,l=l \ Jci Jci j 
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(D0(A))y = -2 (toB )^U t(Pi)  (A f  U , , (P )  -  f f (P)u, (P))  .  
k,l=1 \ Jci Jci / 
Les quatre dernières égalités avec (3.15) et les définitions (2.8), (2.9) des noyaux de 
Schiffer et de Bergman prouvent (3.13). • 
Le théorème qui suit montre l'indépendance linéaire des colonnes de notre matrice solu­
tion (3.11). La preuve est basée sur la relation (3.13) entre notre solution et la matrice 
(voir [14]) non-dégénérée <fi (3.7). Nous aurons besoin des deux lemmes suivants. 
Lemme 3.10 Soit ui,...,ug la base des différentielles holomorphes normalisées définie 
sur une surface de Riemann £. Les égalités suivantes sont valides : 
n n 
5>*(P.)a*(P.) = 0 et Ascl>k(Ps)ui(Ps) = 0. 
8=1 8=1 
Démonstration En utilisant la formule variationnelle (2.15) et la déformation biho-
lomorphe infinitésimale du Lemme 3.5 nous obtenons 
X>(P»)a,(P.) = £ §£ = ^ = 0, 
8=1 8=1 
en raison de l'invariance de la matrice de Riemann sous transformation biholomorphe de 
la surface. 
D'une manière analogue, les formules variationnelles de Rauch impliquent 
ôBfci d 
mJ2X8Uk(Ps)u>i(P8) = ~ de ™kl 
e—0 
e  
-0 ,  
e 
8=1 8=1 
où dans les deux dernières égalités nous utilisons la transformation biholomorphe £ —> £ 
du Lemme 3.6 (Be est la matrice de Riemann de la surface transformée £e) et l'invariance 
de la matrice de Riemann sous telles transformations. • 
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Lemme 3.11 La relation (TA)2 = 0 est valide pour la matrice T définie par (3.12) et 
la matrice diagonale A (3.14). 
(A B\ Démonstration Notons encore TA = I I et calculons les quatre blocs de 
\C W 
(TA)2 : 
/a2 + bc ab+bd\ 
(TA)2 = . (3.18) 
\ca+dc cb + d2/ 
Nous prouvons que chaque produit de n x n-blocs dans la matrice s'annule. Un calcul 
simple de a2 utilisant les définitions (3.12) et (3.14) de T et A donne : 
(A% = £ 
3=1 
Ê (ImB)â1 (A - A>t(P,)w|(P.)) 
Kk,l=l ) 
9 
E (ImB);J(A-AJ)wt.(f>.)wp(Pj)}, (3.19) 
Kk',l'=1 
qui peut s'écrire comme suit 
9 9 
(* - *>) E E 
k,l=l k',l'~ 1 
(ImB)û' u»t(P() ) £(A - A,)u,(P,)w».(P.) 
5=1 
La dernière expression s'annule en vertu du Lemme 3.10. 
Pour le produit bc, un calcul simple utilisant les définitions (3.12) et (3.14) de T et A, 
donne la ijème composante dans la forme : 
(BC)„ =-(A-A,) £ £ (ImB)^1 uk(Pi) (Im®)^), uit(Pj) J^(A - X s)uJi(P s)uk '(Pa) 
8=1 
qui s'annule aussi en vertu du Lemme 3.10. 
De façon similaire tous les autres produits des blocs dans (3.18) sont nuls. • 
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Théorème 3.12 Les colonnes de la matrice $ (À) donnée par (3.11) forment un en­
semble complet de solutions linéairement indépendantes du problème de Riemann-Hilbert 
fuchsien (3.3)-(3.5) pour A € D et a = —1/2. 
Démonstration Nous montrons que le déterminant de la matrice (3.11) ne s'annule 
pour aucun A G D. En raison de (3.13), ce déterminant est donné par 
det $(A) = det (i + x det 0(A) x det^(ï). 
Montrons que le déterminant de G(A) = / + |TA est non nul. Du Lemme 3.11 nous 
obtenons 
(G(A))2 = 2G(A) - I, 
qui se reécrit comme suit 
G{A) (G(A) -  21) = -I. 
Ceci montre que det G (A) ^ 0 et puisque (f> est une solution fondamentale du problème 
de Riemann-Hilbert fuchsien [14} ceci prouve le théorème. • 
Remarque 3.13 Le théorème 3.9 implique que les matrices de monodromie pour notre 
solution 4> (3.11) possèdent une structure diagonale de blocs avec deux n x n-blocs diago­
naux identiques donnés par les monodromies correspondantes de la solution <p (voir 3.7) 
du problème de Riemann-Hilbert de [14]. 
3.4 Solution pour des semi-entiers négatifs a 
Dans cette section nous discutons les solutions des problèmes de Riemann-Hilbert (3.3)-
(3.4), (2.28) avec des valeurs du. paramètre a différentes de —1/2. 
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Notons <£>Q une solution fondamentale du problème (3.3)-(3.4), (2.28) par , rendant ex­
plicite la dépendance de la solution du paramètre a. Comme on peut le voir d'après le 
lemme 3.2, les solutions correspondantes aux différentes valeurs de a sont reliées par 
où Aa(A) = — i giA-A^ es^ matrice des coefficients dans (3.3). Alors les solutions 
4>Q, avec a semi-entier, peuvent être produites à partir de notre solution (3.11) pour 
a = —1/2 par intégration ou par différentiation. Cependant, les colonnes de la solution 
(3.11) qui sont données par des intégrales sur des cycles fermés Cj G {{afc; bk}9k=1] 
sont linéaires en A, ainsi elles peuvent être différentiées seulement une fois pour produire 
un résultat non nul. En outre, les A-derivées des colonnes de la matrice (3.11) données 
par des intégrales sur les a- ou 6-cycles sont linéairement dépendantes en raison de la 
relation suivante entre les périodes des noyaux de Schiffer et de Bergman : 
Ici les intégrales sont prises par rapport au premier argument. Ainsi on ne peut pas 
trouver une solution fondamentale des systèmes avec des valeurs semi-entières positives de 
a utilisant notre solution (3.11) et la relation (3.20). Trouver des solutions aux problèmes 
de Riemann-Hilbert pour les variétés de Frobenius avec des valeurs semi-entières positives 
de a demeure une question ouverte. 
Cependant, (3.20) peut être utilisée pour construire des solutions fondamentales corres­
pondant à des valeurs semi-entières négatives de a comme suit. 
Proposition 3.14 Pour toute valeur semi-entière négative a = —1/2 — t, t G N, l a  
solution $Q du système correspondant (3.3)-(3.4), (2.28) a la forme : 
d®a 
*a+1 = = Aa(\)*a( A), (3.20) 
<f Q(P,Q) = -  (f B(P, Q) ,<f  Ç}(P, Q) = -<f B(P, Q).  
J a /ç J a k  J b k  J b k  
(3.21) 
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où les coefficients £r sont donnés par 
S,  = -TTT-i ïï. (3.22) 
r\{t + 1 — r)\ 
Démonstration La preuve est similaire à celle du Théorème 3.3, plus précisément nous 
avons à montrer que les colonnes de la matrice (3.21) satisfont à chacune des trois équa­
tions du Lemme 3.2. Rappelons que A et Cj ne dépendent pas des points de branchement 
Aj du revêtement. 
Notons 1 < i < 2n la jfème colonne j = 1,n dans (3.21). 
Pour 1 <  i , j , k  <  n  e t  i  ^  k ,  en difFérentiant la i j è me composante de $a par rapport 
à Afe et en utilisant les formules variationnelles (2.16) et la définition = -Çl(Pk,Pj) 
nous obtenons 
a 1 /,+1 
*ïj = \n(pt,pj) Jc f(.pya(p,pk)), 
- \r=0 
En différentiant cette composante de par rapport à An+k — Afc pour k = 1, ...,ra et 
en utilisant les formules variationnelles (2.17) et la définition ri>n+fe = |B(Pj,Pk) nous 
obtenons 
g = « f j  =  \ B ( P s , P k )  ( j 2 ( - m A , + l ' r  J c  f ( P Y B ( P , P k ) j  ,  
Toujours pour 1 < j < n, d'une manière analogue nous prouvons (3.10) pour i = 
n + l,...,2n, fc = 1,...,net pour i = n + 1,...,2n, k = n + 1,...,2n en dérivant 
t+i TJ- * 
£(-l)rÇ,A'+1-r / f ( P y B ( P , f i )  
r=0 "'Ci 
par rapport à Ajt et A*, respectivement, utilisant les formules variationnelles (2.16) et 
(2.17). 
Pour les colonnes indexées par j = n + 1,..., 2n, la preuve est analogue. 
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Vérifions maintenant que les colonnes de la matrice solution satisfont à l'équation 
(3.9) : 
Considérons une application biholomorphe £ —> £s de la surface de Eiemann £ qui agit 
sur les feuillets du revêtement qui a été défini dans la preuve du lemme 3.10. 
Relevons la fonction $(A) définie dans D sur les domaines au revêtement en 
écrivant A = f ( P )  et X s  =  f ( P 6 ) .  Après la transformation biholomorphe de la surface, le 
ijème terme de $(/(P)) pour 1 ^ i, j ^ n a la forme (en changenat la variable d'in­
tégration Q en Qs et utilisant l'invariance de SI sous les transformations biholomorphes) : 
t+i . 
(*Ô U(P)))S = £(-im/(.P) + i]'+1"r / Lf(Q) + i]rn(Q, pk). 
r=0 Jcj 
En différentiant cette égalité par rapport à S en <5 = 0 et en utilisant la relation (3.22) 
nous obtenons 
d. . „ x 
o. 4 (*« (HP))) '  
6=0 
D'un autre côté 
d 
-jg (*& (f(P))Y _ = e (®W) . 
<5=0 d\ 
où e est le champ vectoriel unité (2.18). Ces deux égalités fournissent la formule désirée. 
La preuve pour les autres valeurs de i et j est tout à fait similaire. 
Nous montrons maintenant que les colonnes de la matrice solution satisfont à l'équa­
tion (3.8) nous le prouvons pour les coefficients de la matrice <&Q (A) indexées par 
1 ^ i, j ^ n ; la preuve pour les autres valeurs de i et j est analogue. 
Considérons une transformation biholomorphe £ —> ££, e G M de la surface de Riemann 
C, qui agit sur les feuillets du revêtement (£, /) tel que considéré dans le lemme 3.11. 
Relevons, comme on l'a fait au début de cette preuve, la fonction <E»a(A) définie dans 
D sur les domaines f~i(D) du revêtement en écrivant A = f(P) et Ae = f(Pe)- Après 
71 
transformation biholomorphe de la surface, le i j è me terme de < & a ( f ( P ) )  pour 1 ^ 
i,j ^ n a la forme : 
t+1  -
(®Sj (/C-f)))' = £(-i)rWVïTi/(P)r1-'- / [vT+7/(Q)]rn(o, ft). 
r=0 Jci 
ce qui s'écrit 
(«î, (HP")))' = (i + (/C)) 
En différentiant cette égalité par rapport à e en e = 0 nous obtenons 
Aâ4û(A)+E (*«<*» = I L=(t+5)(1+<)H^(A) = |„0 = 
où E est le champ vectoriel d'Euler (2.19). L'égalité des membres droits de deux dernières 
expressions donne le résultat désiré. • 
Notons que la matrice solution (j)a du problème de Riemann-Hilbert de Dubrovin (voir 
[14]) correspondante à a = — \ — t avec t € N, peut être écrite comme suit : 
t+i » 
*8M = £(-ir&->'+1-' / S(PfW(P,P,), (3.23) 
r=0 'Ci 
où les coefficients £r sont ceux de (3.22). 
L'énoncé du Théorème 3.9 se généralise comme suit : 
Théorème 3.15 La relation entre une solution fondamentale <j>a de [14] au problème de 
Riemann-Hilbert de Dubrovin sur les variétés de Frobenius-Hurwitz et la solution corres­
pondante <3>a dans le cas de "réelles doubles avec des valeurs semi-entières négatives du 
paramètre a est la suivante : 
/<f(A) 0 \ 
$ a(A )=(/  + -——TA) ( ,  a = -1 avec te N. (3.24) 
V 2a J \  0 ^ ( X ) J  
Ici les matrices T et K sont celles du Théorème 3.9. La matrice <jf de dimension n x n 
est donnée par (3.23). 
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Démonstration En prenant en compte les expressions explicites (3.21) et (3.23) pour 
les deux solutions Oa et <f>a, la relation (3.24) entre elles est dérivée par un calcul direct 
utilisant la forme (3.22) des coefficients £r. 
En calculant le membre droit de (3.21) nous obtenons la matrice à quatre blocs, 
Efc,i=l WktPiX/mBJfc,1 EriÔ(-l)rÇrAt+1-r fc. f(P)rUJl(P) 1 ^ (PiX/mB)*,1 E^-irÇrA1*1"' fCj /(P), W,(F)> 
,Ei,=l ^ ÎPTKImB)-1 E'to(-l)rCrAt+1-'- fc. f{PY^(P) E2.,= 1 Erto("l)r€rAt+1-r fCj /(P)o>j(P), 
En calculant le membre droit de (3.24) nous obtenons également la matrice à quatre 
blocs, 
' £?=1 (ES,,-! - X,UiP,)) *».(A) - EÎLa (EÎ,,= I u;k(Pi)(/mB)-1(A - Â7)^)) ^ .(Â) 
T) 
(3.25) 
- Ef=1 (E2,i=1 ^(PiX/mB)-1^ - A,)MP.))] *?,(A) EÎLi (E?,,=1 uk(Pi)(lm«)iï{\ - As)u>,(P.)) 4>%{A  , 
Nous effectuons ici le calcul du bloc (YH,i=i Wfc(^t)(^m®)fc/1(A ~~ As)u;/(Ps)^ 
(le calcul des autres blocs se fait d'une manière analogue). On a 
E (È c^Ximl^A - A.MP.)) raj{A) = 
S=1 \fc,i=l / 
N / g t+1 . 
E E - K)wi(P a )  E(-l)r<£rAt+1- / f {P) T W{P,  Pi)  
8=1 \k,l=1 r=0 Jci / 
En utilisant la formule variationnelle (2.15) et en tenant compte de la relation fr +£r-i = 
(^)^rj pour r = 1, ...,t + 1, entre les coefficients £r définis dans (3.22), le membre droit 
de la dernière égalité donne 
g t+i , 
-2(< + 2)E"*(«)(MB)j-/ E(-1)r«rA'+1"r / f ( P y u , ( P )  
k,l=1 r=0 Jci 
Notons que (-2(t + 1)) = —7r et ce facteur constant apparait dans chacun des 
quatres blocs de la matrice (3.25). Ainsi on retrouve l'égalité désirée. 
Ce qui achève la démonstration du théorème. • 
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3.5 Déformations des variétés de Frobenius-Hurwitz 
Les déformations des variétés de Frobenius-Hurwitz de [9] et leurs "réelles doubles" ont 
été construites dans [16]. Ces déformations sont introduites d'une manière similaire aux 
constructions de [9] et [15] en utilisant les bidifférentielles déformées W, fi et B res­
pectivement. Les paramètres de déformation forment une matrice symétrique q. Chaque 
structure de Frobenius-Hurwitz déformée donne lieu à un problême de Riemann-Hilbert 
"déformé". Nous rappelons ici brièvement les définitions des bidifférentielles déformées 
et Bq et fournissons une formule reliant la solution $ (voir 3.11) et la solution corres­
pondante <&q du problème déformé. Dans [14] nous trouvons une solution du problème 
de Riemann-Hilbert fuchsien déformé correspondant à une déformation similaire à celle 
que nous allons voir ici de la bidifférentielle fondamentale W. 
Selon [16], nous introduisons les différentielles holomorphes 
Les différentielles Vk peuvent être caractérisées comme différentielles holomorphes sur 
la surface de Riemann de genre g dont toutes les a— et 6—périodes sont purement 
imaginaires exceptée une. Plus précisément, pour les différentielles (3.26) nous avons 
Re{/6. Vk} = 0 et Re{^ u*} = Sjk/2 pour j, k = 1,..., g. (comme corollaire des rela­
tions bilinéaires de Riemann : une différentielle holomorphe dont toutes les périodes sont 
imaginaires est nulle.) 
De même que pour le noyau de Schiffer, les différentielles Vf. ne sont pas holomorphes 
par rapport aux points de branchement A*. Leurs formules variationnelles et les formules 
n(P,Q) (3.26) 
et la matrice symétrique Bn de leurs b—périodes Bn^- = fbk Vj : 
Bn := B(B - B)_1B. 
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variationnelles de la matrice ®n sont analogues aux formules de Rauch (2.15) : 
= j n(p,p>t(py), = 1 B ( p , P })UJPÏ), 
dBnki . dBaki . —TpT —7T5~\ 
—— = 7T1 Vk{Pj) ViiPj) , - = 7TI 1/fc(P,-) Ui(Pj). 
Les différentielles déformées suivantes fiq et JBq satisfont aux formules variationnelles 
qui sont similaires à celles des noyaux Vt et B (2.16), (2.17). Considérons une matrice 
constante q telle que q = qr , q = —q et l'inverse (®n -f q)-1 existe. Alors, les déforma­
tions suivantes des noyaux de Schiffer et de Bergman peuvent être définies : 
n„(P, Q) := n(P, Q) -  in (»" + «OS1 Vk(PMQ), (3.27) 
fc,J=1 
9 
Bq(P, Q) := B(P, Q) -  2iri £ (Bn + q)«1Ufc(P)t;i(Q). (3.28) 
À:,1=1 
Les bidifférentielles (3.27) et (3.28) sont définies pour les points de l'espace de Hurwitz 
qui n'appartient pas au sous-espace Dq de codimension réelle 1 donnée par l'équation 
det ( Bn + q ) = 0. Les structures déformées "réelles doubles" de Frobenius sur les espaces 
de Hurwitz de coefficients de rotation 
^ij = — {Pi, Pj) = rn+1,n+J-, Fi.n+j = Pj) = ^n+i,ji (3.29) 
pour 1 < i , j  < n , i  ^  j .  
La famille correspondante des problèmes de Riemann-Hilbert est décrite par les systèmes 
(3.3) -(3.5), (3.29). Évidemment, la matrice (3.11) avec Q et B remplacée par Qq et f?q 
fournit une solution, qu'on note 4>q, à un tel problème de Riemann-Hilbert déformé avec 
a = —1/2 (la preuve est analogue à la preuve du Théorème 3.3). Les deux solutions 
matricielles $ et $q sont réliées par 
*q(A) = (/-i7rrqA)$(A), 
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(3.30) 
où A est, comme avant, la matrice diagonale (3.14) et Tq est la matrice de dimension 
2n x 2n donnée par 
Tq = 
f (£ll=i (B° + q)^vk(Pi)vi(Pj))ij (EUi (®n +q)fc->fc(Pi)t;i(Pi))i.N 
\(£m=i (®n + q)« MpùMPj)) .. (e!/=i (®n+q)« vkiPiMPjj)^ 
La relation (3.30) est démontrée par un calcul simple d'une manière analogue à la preuve 
du Théorème 3.9 utilisant les définitions (3.27), (3.28) des noyaux de Schiffer et de Berg­
man déformés et les formules variationnelles vues dans cette section. 
De façon analogue à la Section 3.4 (en remplaçant fil et S par leurs déformations dans les 
formules), on peut construire les solutions déformées correspondantes à d'autres valeurs 
semi-entières négatives du paramètre a dans le système (3.3) -(3.5), (3.29). 
Grâce à (3.30) les matrices de monodromie ne changent pas par la déformation, c'est-à-
dire, elles sont les mêmes pour $ et <£>q. 
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CONCLUSION 
Les problèmes de Riemann-Hilbert étudiés par Dubrovin sont de type Fuchsien et non 
Fuchsien dont chacun donne lieu à un problème "complexe" ou "réel double". Le pro­
blème Fuchsien est paramétrisé par une valeur a. Nous avons résolu le dernier de ces 
problèmes qui restait non résolu, le problème Fuchsien "réel double" correspondant aux 
valeurs semi-entières négatives de a. Dans cette thèse des branches de mathématiques, 
tout particulièrment la géométrie analytique complexe et la topologie algébrique, ont 
contribué à la résolution de notre problème. Nous nous trouvons dans le cadre des sys­
tèmes d'équations différentielles linéaires à coefficients méromorphes dont les pôles sont 
simples. La classe de problèmes que nous avons étudiée provient d'un certain contexte 
algébrico-géométrique c'est celui des structures de Frobenius réelles doubles construites 
sur les espaces de Hurwitz. Une famille des problèmes Fuchsiens de la classe considérée ici 
reste un sujet de recherche à combler, c'est celle qui correspond aux valeurs semi-entières 
positives du paramètre a et tout particulièrement à a = 1/2. 
Nous avons construit la solution correspondante à a = —1/2. La solution fait intervenir 
d'une part des éléments d'ordre topologique de la surface qu'on privilégie et d'autres 
part des objets définis d'une façon combinée sur la surface et sur les espaces de Hurwitz 
à savoir des bidifférentielles méromorphes. Nous avons explicité les solutions en termes 
de ces différents objets et nous avons obtenu une solution fondamentale. Nous avons 
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ensuite considéré les déformations des structures de Frobenius et déterminé la relation 
entre notre solution et celle correspondant aux déformations d'une façon explicite. 
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