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(preface 
In the present dissertation an attempt has been made to deal with 
"A Study of Legendre Polynomials and its Generalizations". This 
dissertation comparises of seven chapters. Definitions and equations have 
been numbered chapterwise. 
Chapter I covers a comprehensive account of the historical origin 
of Special Functions and upto date developmefft made in these areas and 
gives a brief review of some preliminary concepts, Legendre 
polynomials, generating functions, q-function theory and important well 
known results needed in the subsequent text and also gives about the life 
and scientific achievements of Legendre in some well known fields. 
Chapter II concerns with a study of one variable polynomials 
Pn(x). It includes recurrence relations, Legendre equation, Murphy's 
expression, explicit expressions, generating functions, Rodrigues formula, 
hypergeometric forms, special properties, integral representation, zeros, 
some bounds on Legendre polynomials, expansion of polynomials and 
analytic function, Legendre polynomials of second kind Qn(x), integral 
representation of Qn(x), recurrence relations of Qn(x), associate Legendre 
functions P7(x), Orthogonality relations of P/"(x), Completeness of 
P" (x), recurrence relations of ?^ (x) and Q^ (x), additional formula, the 
general associate Legendre function P^^ (z), associate Legendre functions 
of second kind Q^  (z), definition of P^^ (x), integral expression for P^  (z) 
and Pv™(x), Ultra spherical polynomials Cn(x), relationship between 
Legendre functions and ultra spherical polynomials, recurrence relations, 
differential equation: expression in terms of hypergeometric function, 
orthogonality relations, differentiation formula and explicit expression of 
c:(x). 
Chapter III deals with a study of a two variables polynomials 
Piijc(x, y) analogues to the Legendre polynomials Pn(x). It contains 
differential recurrence relations, a partial differential equation, double 
generating functions double and triple hypergeometric forms, a special 
properties and a bilinear double generating function for the newly defined 
polynomial P„,k(x, y). 
In chapter IV concerns with a study of a three variables 
polynomials Pn,kj(x, y, z) analogues to the Legendre polynomials Pn(x). It 
includes general class of triple generating functions for polynomials of 
three variables, elementary properties of Pn,kj(x, y, z), differential 
recurrence relations, three partial differential equations, addition and 
triple generating functions, six variables multiple hypergeometric forms. 
VI 
a special property and a bilinear triple generating for the nearly defined 
polynomials Pn,kj(x, y, z). 
Chapter V deals with study of a new class of polynomials Pn(x) 
suggested by Legendre polynomials Pn(x) and defined by means of 
generating function of the form G(3x^t-3xt^ +t^) for the choice G(u) = 
(1 - u)"*'^ .^ it includes some interesting results in the form of recurrence 
relations, generating functions and doubly hypergeometric forms. 
Chapter VI deals with Koomwinders addition formula for the 
little q-Legendre polynomials by using Masuda et al's result that they are 
related to the matrix elements of the irreducible unitary representation of 
the twised SU(2) quantum group. Here Mizan gave an alternate 
derivation of the addition formula by using some summation and 
transformation formulas of basic hypergeometric series. 
Chapter VII concerns with the study of addition formula for big-
q-Legendre polynomials from the quantum SU(2) group. The formula 
involves Al-Salam-Carlitz polynomials, Little q-Jacobi polynomials and 
dual q-Krantchouk polynomials for the little q-ultrashperical polynomials 
a product formula in terms of a big q-Legendre polynomials follows by q-
integration. The addition and product formula for the Legendre 
polynomials are obtained when q tends to 1. 
Vll 
In the end an exhaustive and upto date list of original papers related 
to the subject matters of this dissertation have been provided in the form 
of bibliography. 
Vlll 
CHAPTER -1 
INTRODUCTION 
CHAPTER -1 
INTRODUCTION 
1.1 HISTORICAL BACKGROUND: 
Special functions are solutions of a wide class of mathematically and 
Physically relevant functional equations. They have long history with immense 
literature and are known for their ambiguity and great applicability within 
Mathematics as well as outside it. These functions community arise in the areas 
of Heat Condition, Communication Systems, Electro-Optics, Electromagnetic 
Theory, Electro-Circuit Theory, Quantum Mechanics, Non-linear Wave 
Propagation, Probability Theory and among others. Special functions play an 
important role in the formalism of mathematical physics and provide a unique 
tool for developing simplified yet realistic models of physical problems. A vast 
Mathematical literature has been devoted in the theory of these functions as 
constructed m the works of Euler, Chebyshev, Gauss, Hardy, Hermite, 
Legendre, Ramanujan and other classical authors. 
Some other developments are given by Andrews [6], Andrews et al. [5], 
Dunkel and Yuan [13], Erdrelyi et al. [14], Iwasaki et al. [18] Lebedev [31], 
Rainville [42], Sneddon [43], Szego [49], Watson [53], etc. 
The study of special functions grew up with the calculus and is 
consequently one of the oldest branches of analysis. The history of special 
functions is closely tied to the problem of terrestrial and celestial mechanics 
that were solved in the eighteenth and nineteenth centuries, the boundary value 
problems of electromagnetism and heat in the nineteenth and the eigen value 
problems of quantum mechanics in the twentieth. 
Seventeenth century England was the birth place of special functions. 
John Wallis at oxford took two first steps towards the theory of the gamma 
function long before Euler reached it. Euler found most of the major properties 
of the gamma fianction around 1730. In 1772 Euler evaluated the beta function 
integral in terms of the gamma function. Other significant developments were 
the discovery of Vandermonde's theorems in 1772 and the definition of 
Legendre Polynomials and the discovery of their addition theorem by Laplace 
and Legendre during 1782-1785. 
The golden age of special functions which was centered in the 
nineteenth century German and France, was the result of developments in both 
Mathematics and Physics. The theory of analytic functions of a complex 
variable on one hand, and on the other hand, the theories of Physics (e.g. heated 
and electromagnetism) which required solution of partial differential equations 
containing the Laplace operator. 
The discovery of elliptic function (the inverse of elliptic integrals) and 
their property of double periodicity was published by Abel in 1827. Another 
major development was the theory of hypergeometric series v/hich began in a 
systematic way (although some important results had been found by Euler and 
Pfaff) with Gauss's memoir on the 2F1 series in 1812. The 3F2 series was 
studied by Clausen (1828) and the jFi series by Kummer (1836). 
Near the end of the century Appell (1880) introduced hypergeometric 
functions of two variables and Lauricella generalized them to several variables 
in 1893. 
The subject was considered to be part of pure mathematics in 1900, 
applied mathematics in 1950. In 1907 Barnes used gamma function to develop 
a new theory of Gauss's hypergeometric functions 2F1. 
Various generalizations of 2F1 were introduced by Horn, Kampe de 
Feriet, MacRobert and Meijer. 
1.2 q-FUNCTIONS THEORY : 
The study of basic hypergeometric series (also called q-hypergeometric 
series or q-series) essentially started in 1748 when Euler considered the infinite 
product (q; q)~' = ]~[ (l ~ Q''^' ) as a generating fiinction for p(n), the number 
k=0 
of partitions of a positive integer n into positive integers. But it was not until 
about a hundred years later that the subject acquired an independent status 
when Heine converted a simple observation that lim 
q-»l (1-q) = a mto a 
systematic theory of 2(j)) basic hypergeometric series parallel to the theory of 
Gaus's, 2F1 hypergeometric series. Hein's transformation formulas for 2<t>i 
series and his q-analogue of Gauss's 2F1 (1) summation formulas are derived, 
along with a q-analogue of the binomial theorem, Jacobi's triple product 
identity and some formulas for q-analogues of the exponential, gamma and beta 
functions. 
Apart from some important work by J. Thomae and L. J. Rogers the 
subject remained somewhat dormant during the latter part of the nineteenth 
century until F. H. Jackson embarked on a life long program of developing the 
theory of basic hypergeometric series in a systematic manners, studying q-
differentiation and q-integration and deriving q-analogues of the 
hypergeometric summation and transformation formulas that were discovered 
by A. C. Dixon, J. Dougall, L. Saalchutz, F. J. W. Whipple and others. His 
work is so pervasive that it is impossible to cover all of his contributions in a 
single volume of this size, but we have tried to include many of his important 
formulas. 
In particular, a derivation of his summation formula for an i^-j series. 
During the 1930's and 1940's many important results on hypergeometric and 
basic hypergeometric series were derived by W. N. Bailey. Some 
mathematicians consider Bailey's greatest work to be the Bailey transform, but 
equally significant are his nonterminating extensions of Jackson's 8<1>7 
summation formula and of Watson's transformation formula connecting very-
well-poised 8<j)7 series with balanced 4^2 series. Much of the material on 
summation, transformation and expansion formulas for basic hypergeometric 
series is due to Bailey. 
D. B. Sears, L. Carlitz, W. Hahn and L. J. Slater were among the 
prominent contributors during the 1950's. Sears derived several transformation 
formulas for ^^2 series, balanced ^^^ series, and very-well-poised n+\^n series. 
During the 1960's R. P. Agarwal and Salter each published a book 
partially devoted to the theory of basic hypergeometric series and G. E. 
Andrews initiated his work in number theory, where he showed how useful the 
summation and transformation formulas for basic hypergeometric series are in 
the theory of partitions. Andrews gave simpler proofs of many old results, 
wrote review articles pointing out many important applications and during the 
mid 1970's, started a period of very fruitful collaboration with R. Askey. 
Thanks to these two mathematicians, basic hypergeometric series is an active 
field of research today. Since Askey's primary area of interest is orthogonal 
polynomials, q-series suddenly provided him and his co-workers with a very 
rich environment for deriving q-extensions of beta integrals and of the classical 
orthogonal polynomials of Jacobi, Gegenbauer, Legendre, Laguerre and 
Hermite. Askey and his students and collaborators who include W. A. Al-
Salam, M. E. H. Ismail, T. H. Koomwinder, W. G. Morris, D. Stanton and J. A. 
Wilson have produced a substantial amount of interesting work over the past 
fifteen years. This flurry of activity has been so infectious that many 
researchers found themselves hopelessly traped by this alluring "q-disease", as 
it is affectionately called. 
1.3 ORTHOGONAL POLYNOMIALS AND THEIR q-
ANALOGUES : 
Orthogonal polynomials constitute an important class of special 
functions in general and of hypergeometric functions in particular. Some of the 
Orthogonal Polynomials and their connection with hypergeometric function 
used in this dissertation are given below: 
LEGENDRE POLYNOMIALS: 
Legendre Polynomial, denoted by Pn (x) is defined by the generating 
relation: 
(l-2xt + t ^ ) T = | ; P„(x>" (1.3.1) 
n=0 
For 111 < 1 and | x | < 1, it can be easily seen from (1.3.1) that 
jj (-i)<il (2xr-
Pn(x)=X ^^T=^ X (1-3.2) 
"^  ^ ^0 k ! (n-2k)! 
where Pn (x) is a polynomial of degree precisely n in x. 
HERMITE POLYNOMIALS: 
Hermite Polynomials are defined by means of generating relation. 
exp(2xt- t^)=| ; H „ ( x ) ^ (1.3.3) 
n=o n! 
Valid for all finite x and t and one can easily see from (1.3.3) that 
n-2k 
k=0 
(- lfn!(2x) 
k! (n-2k)! (1.3.4) 
HYPERGEOMETRIC REPRESENTATION: 
LEGENDRE POLYNOMIALS: 
It is denoted by the symbols ?„ (x) and is defined as: 
Pn(x)=2F, 
•n,n + l; 
1; 
1-x (1.3.5) 
LAGUERRE POLYNOMIALS: 
It is denoted by the symbols L^ ^(x) and is defined as 
LtHx) = (l + a)n 
n! 
• F, X 
1 + a; 
(1.3.6) 
JOCOBI POLYNOMIALS: 
It is denoted by the symbol Pi"'''^ (x) and is defined as 
n! 2F, 
-n,l + a + |3 + n; 
1 + a; 
1-x (1.3.7) 
ULTRA SPHERICAL POLYNOMIALS: 
The special case p = a of the Jacobi Polynomial is called Ultra spherical 
Polynomial and is denoted by Pn^ "'"^ (x). 
It is thus defined as 
Pi"'"Hx) = (l + ct)„ 
n! 
2F, 
n,l + 2a + n; 
1 + a; 
1-x (1.3.8) 
HERMITE POLYNOMIAL: 
It is denoted by Hn(x) and is defined as: 
H„(x) = (2x)%F, 
- n 1 n 
T ' 2 " 2 ' 1 (1.3.9) 
1.4 q-POLYNOMIALS: 
The q-polynomials constitute a very important and interesting set of 
special fiinctions and more specifically of orthogonal polynomials. They appear 
in several branches of the natural sciences e.g., continued fi*actions, Eulerian 
series, theta functions, elliptic fiinctions, quantum groups and algebras, discrete 
mathematics (combinatorics, graph theory), coding theory and among others. 
The first mathematician who consider a family of these q-polynomials 
was Markov in 1884 but was Hahn who firstly analyzed a very general 
situation. In fact Hahn was interested to find all orthogonal polynomial 
sequences such that their q-differences, defined by the linear operator 
8 
f ( \ f ( \ Qf^^^^LmiZiy^ are orthogonal. For q —> 1, it is recovered one of the (q-l)x 
classical characterization of the classical polynomials due to Sonine in 1887 
(rediscovered by Hahn in 1937). Thirty years latter the study of such 
polynomials has known an increasing interest. It was started by the American 
school, specially by Andrews, Askey and their coworkers. In fact it was the 
first systematic approach to these q-polynomials and it was based in the fact 
that they are basic (terminating) hypergeometric series. 
Another point of view was developed by the Russian (former soviet) 
school of mathematicians starting from a work by Nikiforov and Uvarov in 
1983. It was based on the idea that the q-polynomials are the solution of a 
second-order linear difference equation with certain properties: the so called 
difference equation of hypergeometric type on non-uniform lattices. This 
scheme is usually called the Nikiforov - Uvarov scheme of q-polynomials. 
1.5 DEFINITIONS, NOTATIONS AND RESULTS USED: 
BESSEL FUNCTION : 
Bessel's equation of order n is 
d^y dy 
x^  + x - - + (x^+n^)y = 0 (1.5.1) 
dx' dx 
where n is a non-negative integer. 
The series solution of equation (1.5.1) is 
/ \2r+n 
' X 1 
00 ^ ' 
^"^""^^S r ! r (n + r + l) (1.5.2) 
The series (1.5.2) converges for all x. 
Where Jn(x) denote the Bessel ftinction of first kind. The generating 
formula for the Bessel function is given by 
^ x T t - l V 
exp 
V ^ ; 
= z a(x) (1.5.3) 
Bessel function is connected with hypergeometric function by the relation 
Jn(x) = 
r(i+n) oF, 
-X 
1 + n; 4 
(1.5.4) 
THE GAMMA FUNCTION: 
The gamma function is defined as 
r(z) = 
j t'-' e"' dt, Rf (z) > 0 
r ( z + l) 
R£(z) < 0, z ^ 0, -1,-2. 
(1.5.5) 
POCHHAMMER'S SYMBOL AND THE FACTORIAL 
FUNCTION: 
Pochhammer's symbol (k)„ is defined as 
10 
'X{X + i)(X + 2) (X + n-l),ifn = 1,2,3,. 
W„ = (1.5.6) 
1 lfn = 0 
Since (l)n = n ! , (k)„ may be looked upon as a generalization of elementary 
factorial. In terms of gamma function, we have 
W . = ^ | ^ . ^ ' = 0,-1,-2. 
The binomial coefficient may now be expressed as 
^ ^ 
v^iy 
X{l-l) (X-n + l)_(-l)" i-XJ 
n n 
Also, we have 
(^)-„ - (-1)" (l-^)n , n = l,2,3, ,X^0, ±1, ±2, 
Equation (1.5.5) also yields 
(>-)m+n = (^)m 0^ + m)n 
which, in conjunction with (1.5.9), gives 
{xU=pP^,0<k<n. (1-X-nj , 
For X = 1, it can easily be seen from (1.5.11) that 
(-n), - tl)^,0.k.n (n-k)! 
0 , k>n 
(1.5.7) 
(1.5.8) 
(1.5.9) 
(1.5.10) 
(1.5.11) 
(1.5.12) 
LEGENDRE'S DUPLICATION FORMULA : 
In view of the definition (1.5.6), we have 
11 
W2„=2^" k 1 + - , n = 0,l,2, 2 2 
(1.5.13) 
which follows also from Legendre's duplication formula for the Gamma 
function, viz. 
V^  r(2z)=2^ -^' r(z)rfz + i j , z^ o^, - i , -i, - | (I.S.H) 
GAUSS'S MULTIPLICATION THEOREM: 
For every positive integer, we have 
(^ L^ni"^ " n 
J = l 
?^+j-l 
, n = 0, 1, 2, (1.5.15) 
which reduces to (1.5.13) when m = 2. 
Starting from (1,5.15) with X = mz, it can be proved that 
r(mz) = (27t)~T^m ^ ] - | r z + ^-^ 
j=i V m y 
, z?tO, — , — 
m m 
m = l,2,3, 
(1.4.16) 
Which is known in the literature as Gauss's multiplication theorem for 
the Gamma function 
THE BETA FUNCTION: 
The Beta function B (a, (3) is a function of two complex variables a and P, 
defined by 
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B(a,p) = 
11"-' ( t - i f dt,R^(a)>0,R^(P)>0 
(1.5.17) 
r(a)r(p) 
r(a+p) , R^(a)<0, R^(P)<0, a, p^-1 , -2 , . 
The Gamma function and the Beta function are related by the following 
relation 
B(p,q) = ^ ^ l p , q ^ 0 , - l , - 2 , (1.5.18) 
THE ERROR FUNCTION: 
The error function erf(z) is defined for any complex number z as. 
erf(z) = ^  I exp (- t ' )dt 
4~z 
(1.5.19) 
And its complement by 
erf c (z) = 1 - erf (z) = - ^ [ exp (-t^j dt (1.5.20) 
1.6 q-HYPERGEOMETRIC SERIES : 
The basic hypergeometric series or q-hypergeometric series is defined as 
(t)(a,b;c;q,z)= j*!*! (a>b;c;q,z)s (^t), a,b ;q,z 
y (a;q)n (b;q)n n^ 
n=0 (q;q)n (c;q)n 
(1.6.1) 
where 
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(a;q)n 
1 n = 0 
[ ( l - a ) ( l - a q ) (l-aq""') , n = l , 2 , 
(1.6.2) 
is the q-shifted factorial and it is assumed that c ;t q "" for m = 0 , 1, 
A generalized q-hypergeometric series is given by 
r<l>s (ai ,^2' a, ;b, ,b2 , ,b , ;q , z )= >s q.z 
= 1 (a, ;q)„(a2;q)„ (ar;q)n i ^ (b, ;q)n(b2;q)n (bs;q)n (-i)"q 
l+s-r 
(1.6.3) 
with 
^n^ n ( n - l ) 
\^J 
, where q t^ 0 when r > s + 1. (1.6.4) 
For negative subscripts, the q-shifted factorial is defined as 
^'•^'-' = ( l - a q - ' J ( l - a q - J ( l - a q - " J - R ^ ^ (q | a ;q ) . 
where n = 1, 2, 
Also 
(1.6.5) 
( a ; q l = n ( l - a q ' ) f o r | q | < l . 
k=0 
(1.6.6) 
Some useful identities : 
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\aq ;q). 
(ii) (a- 'q'-";q),=(a;q), (-a ' ' )"q ' 
(a q ;qk 
(iv) (a;qLk=(a;q)„(aq°;qI 
(V) ( a q " ; q ) , = f c i S k ^ 
<v.) (a.'.L=|t 
, ... L,2k.^\ (a;q)n (aq";ql 
(vii) (aq ;qjn_k= 7 . 
-nk 
q^^^ 
/2 k 
(1.6.7) 
(viii) (q-n;q),=Jii^(-l)^q^^ 
(q'q)n-k 
(ix) (a<l-";ql=^i^l^fe^q-"' 
v** q ' q /n 
(x) (a;q)2„=(a;q')„(aq;q')„ 
(xi) (a ' ;q ' )„=(a;q)„(-a;q)„. 
where n and k are integers. 
q-NUMBER: 
A q-number (or basic number) is denoted by [a]q and is defined as 
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[a],=i^,q^l 
1-q 
(1.6.8) 
q-NUMBER FACTORIAL 
A q-number factorial is denoted by [n]q! and is defined by 
k=l 
and the corresponding q-number shifted factorial is defined by 
[4;n=n t + kl, (1-6.10) 
and 
lim [n] ! = n! , lim [a] = a 
q->l q-*i 
lim [a]q;n = (a)n 
(1.6.11) 
BASIC BINOMIAL 
(x-y)„=x" S 
n=0 
i - (y/x)q" 
l-(y/x)q"^'^ (1.6.12) 
BASIC EXPONENTIAL : 
e,(x)=i:[i-xq^['=i:^ 
r=0 r=0 (q), 
- C-lV a'('-''" E,(x)=( l -xL=s i iM X' 
r=0 (q). 
(1.6.13) 
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BASIC TRIGONOMETRIC FUNCTIONS : 
1 r 1 " x'^ '^ '^ ' 
(i) sinqX = —[eq(ix)-eq(-ix)J=X ( " O ' T ^ ; — 
^ 1 r=0 V<l>'2r+1 
(ii) cos<,x = l [ e J i x ) + e J - i x ) ] = £ (-l)'^ (1.6.14) 
^ r=0 W;2r 
(iii) sin,x = i,[Ejix)-E,(-ix)]=X ( - l y f ^ x - -
^ 1 r=0 l,q;2r+l 
(iv) cos,x = i[E,(ix)+E<,(-ix)]=|: ( - l y ^ 
r(2r+l) 
X^^ 
where | x | < 1. 
THE q-GAMMA AND q-BETA FUNCTIONS : 
The q-gamma function is defined by Thomae (1869) and later by 
Jackson (1904) as 
rq(x) = / ^ ^ (l-q)'-" , 0 < q < 1. (1.6.15) 
Iq ;qjoo 
Heine (1847) gave an equivalent definition, but without the factor (1 - q)' ~ .^ 
when X = n + 1 with n a non-negative inter, this definition reduces to 
rq(n + l)=l(l + q)(l + q + q^) (l + q + q^  + + q"~') (1.6.16) 
which approaches n ! as q ^  1"'. 
q-ANALOGUE OF LEGENDRE DUPLICATION FORMULA : 
ri\ . .- . . . . .r ^\ 
x + -
V 2y 
(1.6.17) r q ( 2 x ) = r q V ^ =(l + q r ' r q M x ) r q ^ 
Also the q-beta function is given by 
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B,(x,y)='ifcM (1.6.18) 
rq(x + y) 
THE q-INTEGRAL : 
Thomae (1869, 1870) and Jackson (1910, 1951) introduced the q-
integral 
j f ( t )d^ t = ( l - q ) | ; f ( q " ) q " (1.6.19) 
0 n=0 
and Jackson gave the more general definition 
J [ f ( t ) d ^ t = j f ( t ) d , t - J f f ( t ) d ^ t (1.6.20) 
a 0 0 
where 
J[f(t)d^t = a ( l - q ) | ; f ( a q " ) q " . (1.6.21) 
0 n=0 
Jackson also define an integral on (0, oo) by 
]f( t)d, t = (l-q) if(q")q"- (1.6.22) 
0 n=-a) 
The bilateral q-integral is defined by 
]f(t)d,t = ( l - q ) | ; [f(q")+f(-q")]q". (1.6.23) 
1.7 HISTORICAL BACKGROUND OF ADRIEN-MARIE 
LEGENDRE (1752-1833) : 
LIFE: 
"Legendre" a great French mathematician, was bom in a wealthy family. 
He study Physics in Paris and later taught at military academy out of interest, 
not because of financial need. His earliest work in Physics concerned the 
trajectories of cannonballs, but later moved more towards mathematics. 
In 1782, he was elected a member of the French Academy of Sciences. 
Legendre lost his money during the French Revolution. His "Elements 
de Geometry" was a lucrative book and was much reprinted and translated, but 
it was his various teaching positions and pensions that kept him at an 
acceptable standard of living. A mistake in office politics in 1824 led to the 
loss of his pension and he lived the rest of his years in poverty. 
SCIENTIFIC ACTIVITY : 
Most of his work was brought to perfection by others; his work on roots 
of polynomials inspired Galois Theory; Abel's work on elliptic functions was 
built on Legendre's; some of Gauss' work in statistics and theory completed 
that of Legendre. He developed the least squares method, which has broad 
application in linear regression, signal processing, statistics, and curve fitting. 
Today, the term "least squares method" is used as direct translation from the 
French "methodedes moindres carrers". 
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In 1830 he gave a proof of Fermat's last theorem for exponent n = 5, 
which was also proven by Dirichlet in 1928. 
In number theory, he conjectured the quadratic reciprocit}- law, 
subsequently proved by Gauss; in connection to this, the Legendre symbol is 
named after him. He also did pioneering work on the distribution of primes, 
and on the application of analysis to number theory. His 1796 conjecture of the 
prime number theorem was rigorously proved by Hadamard and de La Vallee 
Poussinin 1898. 
Legendre did an impressive amount of work on elliptic functions. 
including the classification of elliptic integrals, but it took Abefs stroke of 
genius to study the inverses of Jacobi's Functions and solve the problem 
completely. 
He is known for the Legendre transform which is used to go form the 
Lagrangian to the Hamiltonian formulation of classical mechanics. In 
thermodynamics it is also used to obtain the enthalpy and Helmholtz and Gibbs 
(free) energies from the internal energy. He is also the namesake of the 
Legendre polynomials which occur frequently in Physics and engineering 
applications, e.g. Electrostatics. 
He also wrote the influential Elements de geometry in 1794. 

CHAPTER -^  II 
THE LEGENDRE POLYNOMIALS 
2.1 INTRODUCTION: 
In mathematics, Legendre ftinctions are solutions to Legendre's 
differential equations: 
d 
dx 0-^)^P"W + n(n + l)P„(x) = 0 (2.1.1) dx 
They are named after Adrien-Marie Legendre. This ordinary differential 
equation is frequently encountered in physics and other technical fields. In 
particular, it occurs when solving Laplace's equation (and related partial 
differential equations) in spherical coordinates. 
The Legendre differential equation may be solved using the standard 
power series method. The equation has regular singular points at x = ± 1 so, in 
general, a series solution about the origin will only converge for | x | < 1. When 
n is an integer, the solution Pn(x) that is regular at x = 1 is also regular at x= - 1 , 
and the series for this solution terminates (i.e., is a polynomial). 
These solutions for n = 0, 1, 2, ... (with the normalization Pn(l) = 1) 
form a polynomial sequence of orthogonal polynomials called the Legendre 
polynomials. Each Legendre polynomial Pn(x) is an nth-degree polynomial. It 
may be expressed using Rodrigues' formula: 
2"n! dx" 
21 
The Legendre polynomials Pn(x) are defined by the generating relation 
1 « 
(l-2xt + t ^ ) 2 = X PnWt" (2.1.2) 
n=0 
in which (l-2xt + t^) ^ denotes the particular branch which tends to 1 as t 
tends to 0. 
From (2.1.2), it follows that 
p,w=2: 
(-l)'f|l (2x)' ,n-2k 
to k! (n-2k)! (2.1.3) 
Equation (2.1.3) shows that Pn(x) is a polynomial of degree precisely n 
is X. Equation (2.1.3) also yields 
P n ( x ) = 
X 
- _ _ l _ Z n 
n! 
+a-. (2.1.4) 
in which Y\n-2 '^^ polynomial of degree (n - 2) in x. From equation (2.1.2) one 
obtains 
P n ( - x ) = ( - i r P „ ( x ) (2.1.5) 
So that Pn(x) is an even function of x for n even and an odd flmction for 
n odd. 
In equation (2.1.2) put x = 1 to obtain 
o-tr=zPn(i)t" 
n=0 
(2.1.6) 
Equation (2.1.5) yields 
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Pn( l )= l 
Equation (2.1.6) combining with (2.1.4) gives 
P„(-l) = (-l)" 
From (2.1.2) with x = 0, one gets 
(2.1.7) 
(2.1.8) 
(l + t^p=XPn(0)t" 
n=0 
But ('+<^p=£ 
(-1)" (-] .2n 
n=0 n! 
Hence 
(-1)" 
P2n.,(0) = 0, P,„(0) = 
n! 
(2.1.9) 
Equation (2.1.3) also yields 
("-•) 
P:W= S 
r ^ ^ 
(-1) 2 -r (2") 
V ^ ^n-k 
vn-l-2k 
k=0 k! ( n - l - 2 k ) ! (2.1.10) 
and from (2.1.9) it follows that 
P2„(0) = 0, P^„,,(0) = -
( - i r 2 - (-1)" 
V 2 A+\ 
(3^ 
n! 
V 2 A 
n! 
(2.1.11) 
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2.2 RECURRENCE RELATIONS FOR LEGENDRE 
POLYNOMIALS: 
DIFFERENTIAL RECURRENCE RELATIONS : 
The differential recurrence relations for Legendre polynomials Pn(x) are 
as follows : 
XP:(X) = < ( X ) + P:_,(X) 
(2n + l)P„(x) = C,(x)-P:_,(x) 
xp:w=p:.,(x)-(n+i)p„(x) 
(x^-l)p;(x) = nxP„(x)-nP„_,(x) 
(2.2.1) 
THE PURE RECURRENCE RELATION : The pure recurrence 
relation for Legendre polynomial is as follows 
nP„(x) = (2n-l)xP„_,(x)-(n-l)P„_2(x), n > 2 (2.2.2) 
Equation (2.2.2), with index shifted, is of the character of the pure recurrence 
relation for an orthogonal set of polynomials. 
2.3 LEGENDRE EQUATION: 
Legendre functions are the solutions of the following differential 
equations : 
/ , . d^y dy 
( l - ^ ' ) ^ - 2 x ^ + v(v + l )y .O (2.3.1) 
V and X may be any complex numbers. Equation (2.3.1) is called the 
Legendre equation of order v. This equation often gives rise from the solution 
24 
of the Laplace equation or other similar equations by the method of separating 
of variables in spherical polar coordinates or rotational ellipsoidal coordinates. 
For example in spherical polar coordinates, the Laplace equation is 
1 d ( ,^w^ 
r — 
r ' dr 
1 
r^ sin 0 56 
d f dw^ 
sinG— 
59 
1 d \ 
+ • 
.2 „ • 2 
r ' sin' e 5(|)' = 0 (2.3.2) 
Let V(r , 9, (t)) = R ( r ) 0 ( e ) <D (())). We obtain three ordinary differential 
equations 
1 d 
T'dr 
r — 
dr 
d<D 
df 
V " ' y r 
+ fi'<l) = 0 
1 d 
sin 0 d0 
f d0 
sin 9 — 
d9 
.2 \ 
X-
sin^e 
0 = 0 
(2.3.3) 
(2.3.4) 
(2.3.5) 
y 
where A, and \x are parameters introduced during the process of separating of 
variables. 
In (2.3.5), putting x = cos 0, y(x) = 0(0), and writing v(v+l) for X, we 
have 
dy 
dx 
(1-x^) 5y 
5x + 
v(v + l ) -
1-x^ 
y = 0 (2.3.6) 
This is called the Associated Legendre Equation (2.3.1) is its particular 
case, 1^  = 0. 
Its solutions are called associate Legendre functions, which can be 
expressed in terms of hypergeometric functions. 
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-1 
ii 
2 
2 
1 
1^  
00 
v + 1 ; X 
- V 
2 
> = p -
1 
2 
^^  
2 
0 
2 
^ 
2 
00 
1 - x 
\ ' 1 1 • 
v + 1, 2 
- V 
1 — 
V 2 J 
1 0 00 
0 0 v + ji + 1 
-^ -^ - v + ^ 
l - x 
1 0 00 
= 2-^'(l-x)2 PJ 0 0 v + ^  + l l - x 
-(X - | i -V + n 
(2.3.7) 
2.4 MURPHY'S EXPRESSION FOR P„(x) : 
Equation (2.3.1) is a special case of equation (2.4.1) with fx = 0 and 
V = n (integer). Therefore according to (2.4.1) in that section, all solutions of 
(2.3.1) can be represented by P-symbol: 
1 0 00 
0 0 n + 1 ; 
0 0 -n 
l - x (2.4.1) 
From there, we obtain the polynomial solution F n + 1, - n , 1, 
( l - x ) 
the 
other solution contains a logarithms term. Hence, 
P„(x) = AF n + 1, -n , 1, 0-x)) (2.4.2) 
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The coefficient of x" on the r.h.s. is 
A 
"! (1)„ 
f 1 \ 
V 2y 
(2n)! 
2^(n!) rA, 
while that in Pn(x) is given by (2.3.6) to be _(2n)!_ 
2^(n!f . Thus A = 1 and we have 
Pn(x) = F n + 1, -n , 1, 1-x (2.4.3) 
This is Murphy's expression for Pn(x). 
2.5 EXPLICIT EXPRESSIONS AND SPECIAL VALUES OF 
THE LEGENDRE POLYNOMIALS : 
From the definition (2.1.3) one may write down explicitly the Legendre 
polynomials of any given order. We gave here the first few polynomials 
Po(x) = l, P,(x) = x 
P2(x) = yX^-Y,P3(x) = yX^-yX 
/ X 35 , 15 , 3 
P4(X) = — X ' X ' + -
'^ ^ 8 2 8 
/ X 63 , 35 3 15 
P (x) = —x^ x^  X 
^^  ^ 8 4 8 
Pg(x) = -(231x^ -315x* + 105x^ -5) 
(2.5.1) 
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2.6 SOLUTION OF LEGENDRE'S EQUATION : 
Legendre differential equation is given as 
( l -x^) P:(x)-2xP:(x) + n(n + l) P„(x) = 0 (2.6.1) 
and its solution is given by 
^ ^ ^ r! (n-2r)! (n- r ) ! (2n)! 
This is a solution for any value of an. 
(2n)! 
By choosing a^  =-, rr-, one obtains the solution which is denote 
{2"(n!)} 
by Pn(x) and known as the Legendre polynomial of order n : 
. X -^- (-l)''(2n-2r)! 
Pn(x = Y n / \ . . ^ (2-6.3) 
"^ ^ ^ 2 " r! (n - r ) ! (n-2r)! 
Thus this is the solution of Legendre's equation which is finite for 
-1 < X < 1; it is the only such solution, apart from an arbitrary multiplicative 
constant. 
2.7 GENERATING FUNCTION OF P„(x): 
Legendre polynomials were introduced related to in the theory of 
potential. They are related to the expansion of the reciprocal of the distance, 
1 
—, in the Newtonian theory of potential or Colombo potential; R is the 
R 
distance between the two points r and r' (fig 1): 
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Figl 
R = |r - r'l = (r^ + r'^  -2rr' cos G]^ , 9 being the angle between r and r'. 
Let t = —, x = cos9,then 
r 
— = - ( l - 2 x t + t^) (2.7.1) 
where the square root takes the value 1 when t = 0. 
)_ 1 i 
Writing (l-2xt + t ^ p as ( t - x - V x ^ - l j ^ ( t - x + Vx^-l j ^, one 
can see as a function of t, the square root has two singular points (branch 
points), X ± Vx^ - 1 , in the finite region. Therefore so long as 
t < min x± V x ^ , we have the following Taylor expansion 
( i - 2 x t + t ^ p = | ; p„(x)t" (2.7.2) 
n=0 
This is known as Generating function of Pn(x). 
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Under the condition -1 < x < 1, the domain of convergence of (2.7.2) is 
11 < 1, since, from I x + -1 1 = 1, we know that when 
X - ±1, min X ± Vx^-1 takes its maximum value 1. 
2.8. A NOTE ON TWO GENERATING FUNCTIONS FOR 
LEGENDRE FUNCTIONS : 
It was shown by Bloch [10] that for Legendre functions not on the cut 
e'^ L 
where 
.(z^ -iP = SC.(z) 
n=0 (2m + n)! 
m = 0, 1,2, (2.8.1) 
/ \m+2n 
' Z ^ 
n=o n! (m + nj! ^ ' dz (2.8.2) 
It was the purpose of this note to show how (2.8.1) and the result (2.8.2) below 
may be derived using methods of Truesdeli [50] and thus to correct the results 
(58) and (66) on page 101 and 105 of [50]. 
If one applies Theorem 14.4 of [50] to the function 
, . cos 7t(a-m) / - V 
F(z,a) = ——5^ f ( z ' - l ) 
^ ^ r ( l - a + 2m) ^ ^ 
(a-m)/2 - Z 
(z^-1) 
(2.8.3) 
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the changes of variable x = -z(z^ - 1)~ '^\ yz = xt lead after simplifications to the 
generating ftinction relationship (2.8.1). Application of Theorem 14.7 of [50] to 
the function 
(a+l)/2 
F(z,a) = r ( a - b + l) ( z ' - l ) P„^  / , xl/2 
(z^-l) 
(2.8.4) 
gives the formula 
y r ( a + n - b + l) , , v 
t'o n ! r ( a + n + l) ^ > 
-(a+n+l)/2 . 
a+n 
-z 
/ , xl/2 
(z^-1) 
r ( a - b + l) 
2Ki I ^^^" 
^z + y^ 
V w .J 
- I 
-(a+l)/2 
• Pi 
y 
- z - y / w 
{(z + y/w)'-i} 1/2 
dw, 
(2.8.5) 
where the contour of integration extends from - oo counterclockwise about the 
points y/(l - z) and - y/(l + z) and back to - oo. Upon making the substitutions 
a = b = m, m = 0, 1, 1, 2, ... ,x = - z ( z ^ - 1)"''', y(z^- l)~'''' = t, and w = ts, one 
finds after simplifications that for the Legendre fimctions away from the cut 
(2m-l)! ! (x ' - l ) ' vm/2 m-1/2 
27:i 
[ e^'(l-2xs + s ^ P s-^ ds 
= ZC.(x) 
n=0 (m + n)! 
(2.8.6) 
The variables y and t are real. The contour C now extends from - oo 
counterclockwise around the zeros of (1 - 2xs + s^ ) and back to - oo. 
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2.9 A FORMULA FOR THE DERIVATIVES OF 
LEGENDRE POLYNOMIALS 
Boas [32] proved the following theorem about derivatives of Legendre 
polynomials Pn(x): 
d^  
•P„,,(x) = 1.3.5 ... (2k-l) X P-, WP.2(x) •••P,,..(x) 
U A ,,+,2+ l2k+i=n 
(2.9.1) 
In calculating the sum on the right, it must be understood that the ordered set of 
indices ii, 12, ..., i2k+i niust take on the values of all permutations of all sets of 
2k + 1 normegative integers whose sum is in. For example, for n = 2, k = 1, 
equation (2.9.1) gives 
—P3 (x) ^ Po?,?, + P,PoP, + P.P.Po + P0P0P2 + P0P2P0 + P2P0P0 dx 
= 3PoP,'+3Po^P2. 
The author of [12] has given rather long and involved proofs for each of 
the separate cases k= l ,k = 2, k = 3. The purpose of this note was to give a 
simple proof for general k. Let 
F(x,t) = (l-2xt + t^)""^ (2.9.2) 
be the generating function for the Legendre polynomials. Then 
F(x,t) = | ; t"P„(x) (2.9.3) 
n=0 
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is an identity in both x and t. Differentiating (2) repeatedly with respect to x, 
one gets 
—F(x,t) = t(l-2xt + t^) =tF^ 
-F(x,t) = t.3F' — = 3t'F' 
dx' ' ' dx (2.9.4) 
^ -F(x,t) = 3.5.7... (2k-l)t' 'F' '"' 
dx' 
Differentiating (2.9.3) successively with respect to x, one can obtain 
Since the kth derivative of any Legendre polynomial of order less than k is 
zero. Equating (2.9.4) and (2.9.5), canceling t'', and using (2.9.3), one gets 
^ P„,, =3.5.7... (2k-1)F^^^' 
dx 
= 3.5.7... (2k- l ) Z t'P.(x) 
1=0 
2k+l 
(2.9.6) 
Since (2.9.6) is an identity in t, the coefficients oft" on the two sides of 
the equation are equal. By equating the coefficients oft", on the left one obtains 
^d^ ^ 
dx"" 
P„ ,^^ . On the right, on multiplying out the product of 2k + 1 power 
series in t. One can a term in t" for every (ordered) set of values of / (one from 
each series) whose sum is n. (Note that, say for n = 2, t° t^  and t^t° are separate 
terms.) Thus the coefficient of t" on the right is the sum of all products of 
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2k + 1 Legendre polynomials whose indices are an ordered set of nonnegative 
integers whose sum is n (2.9.1). 
2.10 RODRIGUES FORMULA FOR P„(x) : 
The Rodrigues formula for Legendre polynomial Pn(x) is defined as 
•'.W = iD"(x^-l)" 
2"n! 
From (2.10.1), it can be easily seen that 
Pn(x) = Z C j ' X - 1 ^ I X + 1 ) 
k=0 \ •^ J \ ^ J 
(2.10.1) 
(2.10.2) 
BATEMAN'S GENERATING FUNCTION : 
Equation (2.10.2), when put in the form 
f l , 
- ( x - 1 ) 
2^ ' 
n-k fl , J\ [^(x.l)J 
k=0 [(n-k)!] (k!)^  
Reminds us of the Cauchy product of two power series 
' 00 \ ( CO \ CO n 
Z a„t" Z b„t" = 2 2 a,b„.,t" 
Vn=0 yVn=0 j n=0 k=0 
(2.10.3) 
(2.10.4) 
Hence on multiplying each member of (2.10.4) by ^ and summing from (-0 
n = o t o 00 one obtains 
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n=0 [n\j n=0 k=0 
-(x-1) 
n-k 
^ ( x . l ) 
[(n-k)!J (k!)^  
= oF, 
^ 1 . ^ 
-;1; - t ( x - l ) oF, - ;1 ; - t ( x + l) 
Thus from Rodrigues formula, one can obtain a second generating 
function 
oF. 
^ 1 , , 
- ;1 ; y t ( x - l ) ,^ - ; l ; - t ( x + l) = 1 -f^ (2.10.5) ; I 2 ; n=o (n!) 
Equation (2.10.5) is known as Bateman's generating function 
2.11 ADDITIONAL GENERATING FUNCTIONS OF P„(x) 
Consider a new form for Pn(x): 
p,w=l 
n! (x'-lf n-2k 
k^ o 2^'(k!)' (n-2k)! (2.11.1) 
By employing (2.11.1) one can discover a new generating functions for Pn(x). 
Consider, for arbitrary c, the sum 
y (cXPn(x)t" - - (c). ( x ^ - l ) ' x - , " 
n=0 ^ ^0 2^'(k!) (n-2k)! 
n=o k=o 2^'^(k!)' n! 
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k=0 n=0 
(c + 2kX(xt)" (c),, ( x^ - l f t -
X ,Fo(c + 2k;-;xt). 
k=0 
— C 
v2 J 
— c + — 
2 2 
(x^- l ) ' .2k 
(k!)' 
I 
k=0 
v2 A 
1 1 
— c + — 
2 2 
(x^-.f ^2k 
(kO(l-xt) C+2k 
(1-xt)-" ,F, 
I 1 I 2/ 2 , \ 
- c , - C + - ; t' x ' - l 
2 2 2 -^ ^ 
, (1-xtr 
• ' • 9 
Thus, Rainville [42] discovered the family of generating functions 
(i-xt)- ,F; 2 2 2 —^ / M„p„(x)t" 
n=0 n! 
(2.11.2) 
in which c may be any complex number. If c is unity, (2.11.2) degenerates into 
the generating relation used to define (2.1.3). If c is taken to be zero or a 
negative integer, both members of (2.11.2) terminate and only finite set of 
Legendre polynomials is then generated by (2.11.2). 
Equation (2.11.2), can also be written as 
P"' 2F, 
c, 1-c; \( 1-xt 
_ 1 
1; 21, V ) ^ n! (2.11.3) n=0 
wherep = (l-2xt + t^) 
Let us now return to (2.11.1) and consider the sum 
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P,(x)t" ^ l|,J (x^-l) x"-V 
= 1 Z 
n=o n! ^0 iS 2''(k!) (n-2k)! 
= Z 
(x^-l)' xT +2k 
nj:^ o 2 ' ' ( k ! ) n! 
= e%F, - ; l ; - t ^ ( x ^ - l ) 
Thus one can find another generating relation, 
e"' F ^.ul'H==->)]==I^"«'" 
n=0 n! 
(2.11.4) 
which can equally well be written in terms of a Bessel function as 
V / n=o n! 
(2.11.5) 
The relation (2.11.5) was being used at the beginning of that century. 
2.12 HYPERGEOMETRIC FORMS OF P„(x): 
The hypergeometric forms of Pn(x) are given by the following relations: 
Pn(x )= 2F, 
-n, n+1; 1-x 
1; ~2~ 
(2.12.1) 
Since P„ (-x) = (-1)" P„ (x), it follows from (2.12.1) that also 
Pn(x) = (-1)" .F, 
-n, n+1; (l + x) 
1; ~ ^ 
(2.12.2) 
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f 1 V 
Pn(x) = 
(2x)" 
~\z2 
n! 
2F, 
-r' 
1 1 
n + - ; 
2 2 
1 x^  
n; 
(2.12.3) 
Pn(x) = 
x - i Y 
\ ^ J 
2F, 
-n, -n; x + 1 
1; x -1 
(2.12.4) 
or by reversing the order of summation, 
Pn(x) = 
r x + i v 
V ^ y 
2F, 
-n, -n; x -1 
1; x + 1 
(2.12.5) 
PnW = x",F, 
1 1 1 , 
- - n , - - n + - ; x -1 
2 2 2 — T -
1; 
(2.12.6) 
2.13 BRAFMAN'S GENERATING FUNCTION OF P„(x): 
Brafman [10"] obtained a new class of generating functions for 
Legendre polynomials as an incidental result of the work on Jacobi 
pol3momials. 
1 
Let p = (1 - 2xt +1^ y denote that branch for which p -> 1 as t -> 0. for 
arbitrary C, 
2F, 
c,l-c; 1 - t -p 
1; 2 
2F, 
c,l-c; 1 + t - p 
1; 2 
£ M n O - ^ ) n P n ( x ) t " 
n=o (n!) 
(2.13.1) 
38 
Equation (2.13.1) is known as Brafman's generating function of 
Legendre polynomials. 
For proof of (2.13.1), put a = P = 0, in the following derivation of 
Brafman's generating function for Jacobi polynomials : 
^ (7)„(l + a + |3-Y)„Pl"'PH>^)t" 
n=o (l + n)„ (1 + P)„ 
y, l+a+P-y; l - t - p ] Fp, l+a+p-y; 1 + t - p 
1+a; 2 ' ' 1+P; 2 2F. 
(2.13.2) 
Where p = (1 - 2xt +1^ j ^  and y is arbitrary. 
2.14 SPECIAL PROPERTIES OF P„(x) : 
In (2.11.5), first put x = cos a, t - vsin p, and second put x = cos p, t = v sin a 
to obtain the two relations 
X '^ P„(cosa)v" sin"P 
exp(vcosa sinp) Jo(vsinP sina) = 2^ —^^ (2.14.1) 
n=0 n! 
X -^ P„(cosP)v" sin"a 
exp(vcosP sina) Jo(vsina sinP) = 2j —^^ — (2.14.2) 
n=0 n! 
Since sin(P - a) = sinP cosa - cosp sina, 
exp(vcosa sinP) =exprvsin(P-a)l exp(vcosP sina) (2.14.3) 
Now combining (2.14.1), (2.14.2) and (2.14.3), one obtains 
" P„(cosa)v" sin"P « " sin""''(p-a) sin''a P„ (cosp)v" 
I — T^  - = 11 Z . . . .X. -^- (2-14.4) 
n=0 n! n=0 k=0 k! (n -k) ! 
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From which it follows that 
sin" p P„ (cos a ) = X C„ ^  sin"'' (p - a ) sin'' (a) P, (cos p) (2.14.5) 
k=0 
or 
Pn(cosa) sin a 
V sinp ; 
\ n 
k=0 
sin(P-a) 
sin a 
n-k 
Pn(cOSP) (2.14.6) 
where Cn,k is the binomial coefficient from the original definition of Pn(x), one 
can also obtain an important property of Pn(x) which is given below 
P"""'Pn 
^ x - t ^ _ | ^ (n-fk)!P„, ,(x)t^ 
, P J k=o k! n! 
(2.14.7) 
in which p = ( l - 2 x t + t^)2. Equation (2.14.7) can be used to transform 
identities involving Legendre polynomials and some times leads in that way to 
additional results. 
2.15 MORE GENERATING FUNCTIONS OF P„(x) : 
As an example of the use of equation (2.14.7), one can apply (2.14.7) to 
the generating relation (2.11.4) given below : 
e"' F %,i.^(x^-,)]=i:-"W'" 
n=o n! 
( x - t ) - ty 
In the above relation replace x by -, t by , and multiply each 
member by p ', where p = (l - 2xt +1^) 2 ^ one can find 
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p exp 
- t y ( x - t ) 
oF, 
-; yV(xM) 
1; ¥ 
CO 00 
=11 
n=0 k=0 
n+k 2 (-l)"(n + k)!P„.,(xry 
k! (n!)' 
(2.15.1) 
in which we have used equation (2.14.7). 
Collect powers of t on the right in the last summation of the above 
equation (2.15.1) to see that 
p exp 
- t y (x - t ) 
oF, 
-; yV(xM) 
1; 4p^ 
^ n • ( - l^^!y"-^P„(x) t" 
n=0 k=0 k! [(n-k)!j 
^ n (- l )"-^!y^P„(x)t" 
n=o k=o (k!)' (n-k) ! 
X ,F, (-n; 1; y) P„ (x) t" 
n=0 
(2.15.2) 
Equation (2.15.2) can also be written as by the use of Laguerre 
polynomials 
p exp 
t y ( t - x ) 
l -2xt + t^  oF, 
-; y V ( x ^ - i ) 
1; 4(l-2xt + t^)^ 
= i ; Ln(y)P„(x)t^ (2.15.3) 
n=0 
where p = (l-2xt + t^)2 ^^d L„(x)= ,F,(-n; l;x) is a Laguerre polynomial 
of order n. 
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Equation (2.15.3) is known as bilateral generating function. The relation 
(2.15.3) may be used to generate either Ln (y) or ?„ (x). 
In terms of Bessel function equation (2.15.3) may be written compactly 
as 
p-'exp[ty(t-x)p^] Jo ( t y V r ^ p ^ ) = i : L„(y) P„(x) t" 
^ n=0 
1 
in which p = (l - 2xt +1^ )^ and x, y and t are independent of each other. 
2.16 INTEGRAL REPRESENTATION OF P„(x): 
The following formula has already been obtained (2.11.1) in section 
(11) 
Pn(x)=Z 
n! x"-^ ^ (x^ - l f 
kt^o 2'''(k!f (n-2k)! 
which can be written as 
n! 
p.w=i 
f \ \ 
v2y 
x"-^ ^ (x^- l ) ' 
t , k! (2k)!(n-2k)! (2.16.1) 
Now 
i l l 
k! 
- + k 
v ± _ _ V _ _ "if f l ^ - + k r 
f \ \ 
V2y 
= - B 
r ( i+k) 7tr(k+i) 7t 
1 1 
- , - + k 
2 2 
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— f cos^'' (j) d(t) = — r cos^'' (}) d(t), 
7T * 71 * 
Hence the above equation (2.16.1) leads to 
Pn(x) = - Z 
[~2\ n! x"-^^ ( x ^ - l ) 
71 to (2k!) ( n - 2 k ) ! 
f cos'" (j) d(t) (2.16.2) 
Since jT cos"" <j) dcj) = 0 for odd m, by replacing 2k by k in the summation on 
the right of (2.16.2) one can obtain 
I n n ! x"-' ( x ' - l ) 
I 
- k 
2 
Pn(x) = - I 
n to k! (n-k)! JT cos' ' (|) d(|) (2.16.3) 
in which each term involving an odd k is zero. Equation (2.16.3) leads to 
71 ^ 
x + (x ' - l ]2 cos''(|) d(l) (2.16.4) 
Equation (2.16.4) is known as Laplace's first integral for Pn(x). 
2.17 ZEROS OF P„(x): 
All the n zeros of Pn(x) are simple (i.e, of order 1) and lie entirely 
interior to the interval [-1, 1], and hence, all being real. Also, the zeros of Pn(x) 
and Pn-i(x) are interlacing, i.e., between two consecutive zeros of Pn(x), there 
must be one and only zero of Pn-i(x); and vice versa. These properties of the 
zeros are common to all orthogonal polynomials in general [cf for example, 
Szego [49], Orthogonal Polynomials, Sec. 33, p.43]. 
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2.18 SOME BOUNDS ON P„(x): 
Equation (2.16.4) yields certain simple properties of Pn(x). In the range, 
- l < x < l , 
x + (x^ -ly coscj) = ^x^+(l-x^)cos^(|) 
= -y/x^  sin^ ^ + cos^ cj) , 
So that 
x + (x^-l)2 cos(t) =.^l-( l -x^) sin^ (|) , - l < x < l (2.18.1) 
From (2.18.1) it follows that, except at <j) = 0 and (j) = 7i, 
X + ( x ^ - l ) 2 C0S(|) <1, 
which leads to 
|P . ( - ) |S^) 
K A 
I 
x + (x^ -ly coscj) d(|)<-fl.d(t) (2.18.2) 
THEOREM 2.1 : For -1 < x < 1, |P„ (x)| < 1. 
The integral form (2.16.4) 
•"•0 
X + ( x ^ - l j 2 COS<|) d(|> 
and (2.18.1) combine to yield, for - 1 < x < 1 
|P„(x)|^ij|[l-(l-x^)sin^(t,]p"d(^ 
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or 
P„(x)|g- j ri-(l-x^)sin^(t)J ' ^ 
for 0<(t)< —n, sind)> — . Hence 
^ 2 n 
l - ( l -x ' )s in ' ( t )<l—^-^ U 
K 
exp 
4({.^(l-x^) 
n 
In which by using the fact that 1 - y < exp(-y) for y > 0. one obtains 
1 
- 7 1 
2 
P n ( x ) | < - | exp 
^ 0 
<— exp 
2n(l)^(l-
n' 
2n(|)^(l-
71^  
-^)1 
^ )^1 
# 
d(|), 
then introducing a new variable of integration 
p = [ i ] [ 2 n ( l - x ' ) ] 2 to obtain 
Pn(x) |< 7C 
''[2„(l-x=)] 2 0 
jexp(p^)dp = y/n 
V2n(l-x^) 
(2.18.2) 
THEOREM 2.2 : If -1 < X < 1 and if n is any integer 
Pn(x) VTl 
J2n(l-x=) 
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THEOREM 2.3 : 
JPjx)P„(x)dx 
0 if m ?i n 
2 
l2n + l 
if m = n 
The Theorem 3 shows that set of polynomials Pn(x) is orthogonal with respect 
to the weight function unity on the interval -1 < x < 1. 
THEOREM 2.4 : The zeros of P„(x) are distinct and all lie in the open 
interval - l < x < l . 
THEOREM 2.5 : For k = 0, 1,2,..., (n - 1), 
(i) | x ' ' P„ (x )dx = 0 
- I 
(ii) j n! 
/n+l 
THEOREM 2.6 : If on - l < x < l f (x) is continuous except for a finite 
number of finite discontinuities, if on -1 ^ x ^ 1 f (x) exists where f(x) is 
continuous and the right hand and the left hand derivatives of f(x) exists at the 
discontinuities, and if 
(i) a„=[^ n + ljjf(y)P„(y)dy, 
then 
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(ii) E a„P„(y)=f(x), - l < x < l 
n=0 
at the points of continuity of f(x). 
The series on the left in (ii) converges to the mean value 
- [ f (x + 0) + f (x -0 ) ] at the points of discontinuity of f(x). 
2.19 EXPANSION OF POLYNOMIALS : 
The expansion of Legendre polynomials Pn(x) in a series of Hermite 
polynomials is given as : 
P„(x) = I F^c 
k=0 
-k, - + n-k; _^ 
k! (n-2k)! (2.19.1) 
The expansion of Hermite polynomials in a series of Legendre polynomials is 
given as: 
H„(x)=I ,F, 
k=0 
-k; 
3 -1 
+ n - 2k; 
'-•>^"'A\"-^''^^P.-.(x) (2..9.2) 
k! 
V^yn-2k 
EXPANSION OF x": 
The expansion of x" in a series of Legendre polynomials is given below: 
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THEOREM 7 : For non-negative integral n 
W (2n-4k + l)P„_,,(x) 
X = — > 
2n i—d k=0 k! 
V ^ / n - k 
2.20 EXPANSION OF ANALYTIC FUNCTIONS : 
By using Theorem 7 one can find explicit expressions for tiie 
coefficients in the expansion of analytic fiinctions in series of Legendre 
polynomials. The theory of such expansions is treated in several places. See 
Whittaker and Watson [53'; 321 - 323] and Szego [49']. For a general 
discussion of expansion of analytic functions in series of polynomials, see Boas 
and Buck [10']. 
If one can have 
(1) f(x)=2; ^ ^ 
n=0 n! 
Application of Theorem 7 yields 
00 2 
fW = I 
a„(2n-4k + l)P„_,,(x) 
n=0 k=0 2"k l -
n-k 
^ y y an.2k(2n + l)Pn(x) 
n=0 k=0 2"+2k Vr| _ 
• 1 2 /n-k 
which is the desired expansion. 
(2.20.1) 
48 
T H E O R E M 8 : If I X I is sufficiently small and if 
"= a x " (1) f(x) = X ^ 
n=o n! 
then 
n=0 
(2) f(x) = Ib„P„(x) 
in which 
(3) b„ = S (2n + l)a„,2, 
k=0 Tn+2k 1 . I 3 2n+.K j ^ . 
• ^Jn+V. 
The region of convergence of (2) is the interior of an ellipse with centre 
at X = 0. 
2.21 LEGENDRE FUNCTIONS OF THE SECOND KIND 
Qn(x): 
One can derive from Pn(x) the second solution, 
Qn(x) = P„(x)] ^ ; ( | x | > l ) (2.21.1) 
of the Legendre equation 
( l -x^)y ' -2xy ' + n(n + l)y = 0 . (2.21.2) 
Qn(x) is called the Legendre function of second kind. 
Legendre function of second, Qn(x) can also be represented by 
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The series in (2.21.3) converges only for | x | > 1. Nevertheless, its 
analytic continuation obtained through the hypergeometric function, represents 
a function Qn(x) which is a single-valued analytic function in the x-plane cut 
along the real axis from -1 to + 1. 
2.22 INTEGRAL REPRESENTATIONS OF Q„(x): 
The integral formula for Qn(x) is given below : 
^ -1 
From (2.22.1), integrating by parts n times noting that when k < n, 
( l - t^)" ' =0 for t = ±l, one can find 
Another integral expression for Qn(x) 
Qn(x) = | / ^ d t (2.22.3) 
The formula (2.22.3) is called the Neuman expression for Qn(x). 
Although the two integral expressions, (2.22.1) and (2.22.3) are derived 
imder the condition | x | > 1, but they are both single-valued functions and 
analytic in the x-plane, cut along the real axis from -1 to + 1, and hence the 
restriction can be removed. 
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2.23 FINITE REPRESENTATION OF Q„(x) : 
By using (2.22.3), one can derive the following expressions for Qn(x): 
Q„(x) = - l o g — 
Q„(x) = l p „ ( x ) l o g ^ - W „ . , ( x ) (n>l) 
(2.23.1) 
where the logarithmic function assumes real values when x > 1 and Wn-i (x) is 
a polynomial of degree n - 1. 
2"(n!)^ 
x"-' + 
1 n(n-l) 
3 2.(2n-l) x"-'+-
n-l 
(2n)! L^J ,^„_,,_, ^  
2"(n!)' 
2" x"-T J-'J /"l"'^!":^;. (2.23.2) 
k=0 ^ 2k-2r + l(^kj(n-2r)!(2n)! 
When -1 < x < 1, i.e., when x lies on the two banks of the cut, the values of the 
•(x + l)-Qn(x) are not unique on the upper bank, arg< [("-'), is decreased by n, so 
Q„(x-Hi0) = |p„(x)-Hlp„(x) nf^-W„_,(x); (2.23.3) 
While on the lower bank, arg -i \ ^ > is increased by n, so 
Q„(x-io) = i |p„(x) + lp„(x) x + 1 
x -1 
-W„_,(x) (2.23.4) 
It is common to take, when -1 < x < 1, 
Q n ( x ) = | { Q n ( x + i0) + Q „ ( x - i 0 ) } 
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or 
Q„(x) = l p „ ( x ) l o g ^ - W „ _ , ( x ) (2.23.5) 
as the definition of Qn(x). The Qn(x) so defined satisfies the Legendre equation 
(2.21.2) in -1 < X < 1, and is a second solution linearly independent of Pn(x). 
2.24 RECURRENCE RELATIONS OF Q„(x): 
The recurrence relations for Qn(x) are given below : 
Q,(x)-xQo(x) + l = 0 ^ 
(n + l)Q„„(x)-(2n + l)xQ„(x) + nQ„_,(x) = 0 (n>0) 
Q;.,(x)-nQ'„(x) = (n + l)Q„(x) 
xQ'„(x)-Q'„_,(x) = nQ„(x) 
Q'n..(x)-Q'„.,(x) = (2n + l)Q„(x) 
(x^-l)Q;(x) = nxQ„(x)-nQ„_,(x) 
> (2.24.1) 
J 
2.25 EXPANSION OF THE FUNCTION 
x-t 
IN TERMS OF 
LEGENDRE FUNCTION: 
The expansion of 
x -1 
in terms of Legendre functions can be 
expressed as 
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- L = S (2r + 1)Q, (x)P, (t) + i ^ [ P „ . , (t)Q„ (x ) - P„ (t)Q„., (x)] 
X — 1 r=0 X - 1 
(2.25.1) 
By this result and Cauchy formula, one can obtain the following 
expansion Theorem : 
THEOREM 9 : Let f(x) be a function analytic in and on the ellipse C with 
foci at ±1, then for points t in a confocal ellipse interior to C, we have, 
f(t) = i ; a„P„(t) I 
n=0 
where a„ =^^ [J f(x) Q„(x) dx II 
and the series converges uniformly. This is called Neuman Expansion. 
2.26 ASSOCIATE LEGENDRE FUNCTIONS P^ (x) : 
Associate Legendre Functions are solutions of the differential equation 
f l - x ^ ) ^ - 2 x ^ + 
^dx^ 
dy 
dx 
^(^ + 1)- m 
1-x^ 
y = 0 (2.26.1) 
Here one can deal only with the case when -1 < x < 1, / = 0, 1,2, ... , and m an 
arbitrary integer. 
The solution of (2.26.1) can be represented by the P-symbol 
HI 
(l-x')2^ P 
1 0 00 
0 0 ^ + m + l; 
-m -m -£ + m 
1-x (2.26.2) 
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From (2.26.2), one can find a solution represented the hypergeometric 
functions, namely 
l - x ^ y,(x) = A(l-x^)2 F £ + m + l,-^ + m,l + m,- (2.26.3) 
where A is an arbitrary constant. By equations (1,2) 
(1) 
d" (a) (Q) 
F(a,p,Y,z)=^ ^"''-^^"'F(a + m,p + m,Y + m,z) dz 
(2) P„(x) = F[^ n + l,-n,l,i^j 
the solution (2.26.2) can be written as 
y,(x) = A(l-x^) ^ + 1,-^,1,^^-^ 2 ^ F 
dx" V 
= A'( l -x ' )2 - 5 - R ( x ) 
where P^  (x) is Legendre polynomial of degree £. 
Hobson defines the associate Legendre functions of the 1^ ' kind P7'(x) 
of order m and degree £ to be 
m ^ m pr(x)=(-ir(i-x^)i-^p,(x) dx" 
^>m>0, - l < x < l 
(2.26.4) 
where the square root assumes positive values. Another definition is that of 
Ferrer, in which the factor (-1)*" is absent. According to the Rodrigues formula: 
"^ ^ ^ ^ ^ r! (n - r ) ! (n-2r)! (2.26.5) 
54 
Equation (2.26.4) can also be written as 
m 
2 j(+m (l-x^_d 
2' £\ dx Ki-M-^rhf^h^ {-'-') ^'-''-'^ 
this form also holds when m is a negative integer, so long as | m | < 1 (see 
below). 
One can infer from the above results that if v(x) is a solution of the 
m 
Legendre equation of degree £, then y = (l-x^)2 v '^"^(x) satisfies (2.26.1). 
Infact, this can be proved by dived calculation. 
Thereby, one can obtain another solution of (2.26.1) namely, 
Q7(x) = ( - i r ( l - x ^ ) ^ A _ Q , ( x ) (2.26.6) 
( - l < x < l ) 
Q^(x) being the Legendre function of the second kind of degree L Q?'(x) is 
called the associate Legendre function of the second kind of order m and 
degree £. This is also Hobson's definition; that of Ferrer's but without the 
factor (-l)"". 
It is easy to see that P/" (x) is bounded in the internal -1 < x < 1, while 
Q7 (x) -^ c» when x -)> ±1. 
Equation (2.26.1) is unaltered when m is^ r^eplaee^ t^^ brgi, therefore it i 
concerable that the function 
IS 
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m 
P,"" (>^ ) = (-1)" ^—rf 1 ^ ("' -1) (•" > 0) <2.26.7) 
is also a solution of (2.26.1). Indeed P7"'(x) and P '^"(x) are differ only by a 
constant multiple. We have 
V ( x ) = ( - i r | ^ P r ( x ) (2.26.8) 
2.27 ORTHOGONALITY RELATIONS OF P,"'(x) : 
The functions P/" (x) satisfy the following orthogonality relations (m, 
m' > 0). 
f P ; p ; dx = \ , \ 8„ (2.27.1) 
_•; ' ' (2^ + l)(^-m) " 
V , dx 1 (^  + m)! 
f ?y;r — r = — 7 — e - s^ ^^  (2.27.2) 
2.28 THE COMPLETENESS OF P^ ( x ) : 
For a definite m,|p/'(x)|(^>m) from a complete orthonormal set in 
the interval [-1, 1] with weight 1. Any function f(x), continuous in the interval 
[-1, 1] and equal to zero at the end points, can be expanded in the sense of 
convergence in mean, in terms of associate Legendre functions ?^ (x) of an 
arbitrary order m: 
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f ( x ) = S a ,Pr (x) (2.28.1) 
where 
2.29 RECURRENCE RELATIONS FOR P," (x) AND Qf (x): 
The following are four fimdamental recurrence relations [according to 
Hobson's definition of ?;" (x) ] : 
(2^ + l)xP,"' =(^ + m)P,'!, +(^-m + l)P™, (2.29.2) 
1 
{2£ + l)(l -x ' )2 P™ = P,":;' -P,";;' (2.29.3) 
(2£ + l)( l-x ' )2p, '"=(^-m + 2)(^-m + l)P,'!;'(^ + m)(^ + m-l)P,'!-' 
(2.29.4) 
dP" (2^ + l ) ( l - x ^ ) — ^ = (^ + l)(^ + m)P,"!, - ^ ( £ - m + l)P,";, (2.29.5) 
^ ' dx 
Since Q;(x) satisfies the same recurrence relations as P^(x) [see section 
(2.24), except for the relation between Qi(x) and Qo(x)], the above recurrence 
relations also holds for Q^(x) according to equation (2.26.6) 
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2.30 ADDITION FORMULA : 
When the direction of the polar axis of the spherical polar coordinates is 
altered, there is the addition formula 
P,(cosv)= X (-)'"?,'" (cos e)?;"" (cos e')e "'" f r^nc Q'^a"^i^~^) 
m=-e 
P.(cosv)= ± |!l^p™(cos0)p;(cos0')e'"'(*-*') 
m=-e 
= P,(cose)P^(cos0') 
^ f-^-m)' 
+2Z h (7Pr(cose)P,'"(cose')cosm(<l)-(t)') 
m=i (^ + ni j ! 
(2.30.1) 
(2.30.2) 
(2.30.3) 
where COSY = COS0 cos0' + sin9 sinG' cos((t)-<j)') i.e., y is the angle between 
OP (in the direction 0, (j)) and OP' (in the direction 0', (f)'). See fig (2) below : 
p{e.») 
Fig. 2 
The above formula (2.30.3) is known as the addition formula. 
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2.31 THE GENERAL ASSOCIATE LEGENDRE FUNCTION 
Function P^  (z) are the solutions of the Legendre equation (2.3.6). 
d'u du fl-z^) 2z— + v(v + l ) - ^ 
1 - Z ^ 
H = 0 (2.31.1) 
dz dz 
where \i and v may be complex numbers. The other solution of equation 
(2.31.1) are Qv(z) , which will be discussed here we shall define these 
functions according to Hobson by double contour integrals, and let them be 
such that they conform to the functions P" and Q^ introduced earlier when \x 
and V are integers. 
It can aheady be seen that by putting u = (z^ -1)^ v(z) and change the 
(1-z) 
independent variable into s= , then v(s) satisfies the hypergeometric 
equation 
/ X d^v r , X -I d v . 
s ( l - s ) — ^ + rn + l - ( 2^ + 2)sl (n-v)(n + v + l)v = 0 (2.31.2) 
ds ds 
Returning to the variable z, the equation (2.31.3) becomes 
/ ,\d^v . . dv , 
( l - z ' ) - ^ - 2 ( ^ + l ) z — + (v-n)(v + ^  + l)v = 0 (2.31.3) 
Apply the Euler transformation to solve (2.31.3) by assimiing 
v(z)= j (z- t )^w(t)dt (2.31.4) 
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we find the two allowable values for X:v-[x and -v - |a - 1 . Take the latter, 
then we have w(t) = (t^ - l ) choose C to be the double contour shown in the 
fig (3) below : C note that t = -1 lying outside to then we obtain one integral 
solution of (2.31.4) 
v(z) = A(z=- ip f'*-'-' (,= - l ) " ( t - z r - ' - ' d. (2.31.5) 
A being an arbitrary constant. 
t-plant 
-1 
Fig. 3 
After Hobson, the associate Legendre function of first kind of ord n and 
degree v is defined to be. 
" ^ ^ 47rsin VTi r (v + l) ^ ^ 
^r'-'-'yi^'-^r {'--)-'-'i^ (2.31.6) 
v + [ijii negative integer 
Where the phases of the various factors in the integral are stipulated as 
follows: on the path of integration when t + 1 and t - 1 are position numbers, 
arg (t + 1) = 0, arg (t - z) = 0; at the starting point M, arg (t - 1) = <f>, | (j) | < TT. In 
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addition, it is further stipulated | arg (z - 1) | < 7i, | arg (z + 1) | < :i, then P^^ (z) 
is a single - valued analytic function in the z plane cut from - oo to + 1 along 
the real axis. 
Now, let us investigate the relation between the function P^* (z) defined 
by (2.31.6) and the hypergeometric function. For this purpose, let 
t - 1 = (z - l)s, then t - z = (z - 1) (s - 1), and the point t = z and t = 1 are 
transformed respectively into the points s = 1 and s = 0; the integral in (2.31.6) 
is transformed into 
i=(-irr""'(-r"^"^^ r z - 1 ^ 1+ s 2 ds (2.31.7) 
with the contour of integration shown in Fig (4) where M' is point 
corresponding to M. The phases of the various factors or the various of the 
functions in the integral can be deduced from the original stipulation for 
(2.31.6): when s = 0, the factor (z- l )s 
2 
corresponding to (t + 1)^  takes 
the value 1; on the path of integration. 
s-plane 
m * i5t 
Fig. 4 
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on the path of integration, when s - 1 is a positive number, arg(s - 1) = 0; at the 
starting point M', args = (j) - arg (z - 1), for example, when M' is situated on the 
real axis from s = 0 to s = 1, args = 0, since such points M' correspond to the 
points M lying on the straight line from t = 1 to t = z. 
Now deform the contour of integration in fig (4) into a Pochhammer 
contour and note that at the starting of the path (situated on the real axis 
between s = 0 and s = 1), arg s = 0, arg (s - 1) = - TT: one obtains at once from 
the equation 
F(«'P.T>^)-4r(p)r(y-p)sin:rP(y-P) 
x f ' ° ^ ' ' - ' ° - N P - ' ( l - t r - ' ( l - t z r d t (2.31.8) 
(v^ 0,1,2,3,...) 
that 
I = (z -1)-^ e-'^ -^^ -*^ -') X f^''-^'-''-^ s^  (1 - s)-^-^-' r z -1 ^ 1 + ; ds 
= ( z - i r e M- _ - i v i t -4r ( l + v) r ( -v - |i)sin7i(l + v)sin(-v - |i) 
/ 
X F 
-v,v + l,l-|a,-1-z 
Substituting in (2.31.6) and making use of the equation 
n r ( z ) r ( l - z) = -; to simplify the result one obtains 
smTtz 
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""'^ '^ nr^  
1 fz + lV 
^Z-\j 
-v,v + l,l-|i,-1-z (2.31.9) 
where | arg (z±l) | <7i. This is a fiindamental representation of Pv (z), 
appHcable for any values of \x. and v. 
From (2.31.9), noting that F (a, p, y, s) = F (P, a, y, s), one gets 
when n = 0, again using P^  (z) to represent P°(z), one can obtain 
(2.31.10) 
Pv(z)=F -v,v + l,l,-1-z (2.31.11) 
which is a generalization of Murphy's expression of Pn(z) [Equation (2.4.3)] 
Pv(z) is called Legendre function of the first kind of degree v. Note that 
Pv( l )=l (2.31.12) 
when fi = m (m = 1, 2, ...), (2.31.9) becomes on indeterminate from, oo / oo 
using the result : 
F(a,p,y,z) 
lim 
r(Y) 
V^^ Li (PLi.^n^i F(a + n + l,p + n + l,n + 2,z) 
(n + 1)! 
We have 
^^ ^ ( z ' - l )2 r (v + m + l) 
"^^ 2"'m! r ( v - m + l) 
( 
-v,v + l + m,l + m, 
1-z^ (2.31.13) 
and by fransformation: 
w,(z) = F(a,p,y,z) = (l-zy-"- ' 'F(y-a,y-p,y,z) 
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we have 
m ' 
' z - l V r (v + m + l) 
!l^z + l j r ( v - m + l) -v,v + l,l + m,-
1-z (2.31.14) 
Also by Eq. 
f d"" 
dz 
-F(a,p,v,z) F(a + m,P + m,Y + m,z) 
obtains from (2.31.14) 
— d" 
when jx = - m (m = 1, 2, 3,...), one can also have 
m 
(z^-iF f 1-
'^^^" 2 ' m ! F | - ^ + "^ >^ + ^  + " '^^  + "^ ' -
Comparing with (2.31.14) one can find 
„ , , r ( v - m + l) ^ , , p;-" (z) = - ^ f p ; (z) 
" ^ ^ r ( v + m + l) " ^ ' 
one 
(2.31.15) 
(2.31.16) 
(2.31.17) 
SCHLAFLI'S INTEGRAL REPRESENTATION: 
The integral I in (2.31.6) can be expressed as : 
I = A + B-e'"'" A-e'('^''"^"'B, 
where A and B are those parts of the integral which encircle respectively the 
points t = z and t = lonce in the positive sense. When |i is an integer,\ 
I = (l-e'^'")(A + B). 
It follows, 
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, ^ , , r ( v±m + l ) . , x ^ 1 
Pv (z) = - S r^ fz - 1 ) ' (v + 1) 
( |arg(z±l) |<7i) ; (2.31.18) 
at the starting point M, | arg (t-1) | <7r,| arg ( t - z ) | <7r, and when 
t > - l , arg(t + l) = 0 
If m = 0, (2.31.18) reduces to 
which is known as Schlafli integral representation. 
2.32 ASSOCIATE LEGENDRE FUNCTION OF SECOND 
K I N D Q V ( X ) : 
The associate Legendre function of the second kind, according to 
Hobson is defined as: 
Q-(-)=- 4 i s i n v . r ( v . l ) (- - 0 ^ 
> < r " f ( ^ ^ - i r ( t - n " * c i t (2.32.1) 
The path of integration C is shown in fig (5), t = z lying outside the contour, the 
phases of the multivalued factors in the integrand are stipulated as follows. At 
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the point B(t > 1) which the contour meets the real axis, arg (t -1) = arg (t +1) 
= 0, so when C is deformed into the contour given in the fig (6), arg (t - 1) = n 
and arg (t + 1) = -2% for the starting point M lying on the real axis between -1 
to +1; arg (t - 2) = arg (z -1) - 7t,) arg (z -1) | < n. Besides, it is again assumed 
that j arg (z - 1) < Tt, I arg (z + I) | < TT. Then Q^ (x) will be a single valued 
analytic function in the z-plane cut along the real-axis from -oo to +1. 
Fig. 5 Fig. 6 
Let us find the relationship between Qv(z) and the hypergeoraetric 
fiinction. Since t - z = (z - t)e~'" = z n-t^ 
V Z J 
e'"', the integral in(2.32.1) can be 
written as 
j^2-v2-W-')e(-^-') |[^ -'^ -'-)"' ( t 2_ i ) ^ f i _ l 
S-V-H-) 
dt 
where | arg z 1 < 7t and 1 — 
V zy 
1 when z -> CO. 
Assuming | z j > 1 one can change the path of integration so that <1 
on it. Expanding the factor in the integrand which contains z in the binomial 
series, then integrating term by term, one can find 
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1 = 2"" e^ "''^ *'^ '" z~^''"'^'*''^y 
r=0 
' - v - ^ i - l (-y 
^t'-'^'-'^' dt 
_ 2 - v gM)™ ^-(''"'•'•"^y 
r=0 
-v-|a- •n (-y 
^ f "^  ( l - t^yt^dt (2.32.2) 
where the path of integration can be made to look like one given in the fig (7); 
at the starting point M, arg (1 -1) = arg (1 +1) = 0. 
^3© 
Fig. 7 
Assuming that R,(v) > - 1 it is easy to show that the values of the 
circular path integrals near the ends of the contour approach to zero as the radii 
tend to zero. 
Hence 
i^''-^ (l-t^)^^dt = - j (l-t^)^'dt + e -^"f (l-t^ft' dt 
= ( e ^ - _ i j | (l-t')'t^ dt 
r-l 
2ie"'" sinvTC — ^ ^ J ( l - s ) s ^ ds 
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= lie""" sinvn 
ui-iy ^(^^^)^ 
r + 3 
v + -
(2.32.3) 
Equations : (a) and (b) are used in the last step. 
B(p,q)= Jx- '(l-x) ' '" 'dx and 
0 
„, , r(p) r(q) 
Substituting (2.32.3) in (2.32.2), one gets 
I = 2-^e(^"^"')"'z-(^"^*'^2isinv7r 
k=0 
.v_,-Ar(v+i)r 
2k 
f n 
k + -
-2k 
(a) 
(b) 
(2.32.4) 
r v+k+-
Also, we have 
(\] fv + [i + l 
f-v-ii-i 
2k 
u + |a + 2 
k + - k! 
Substituting this result in (2.32.4) in (2.32.3) & using the above result, one gets 
1 = 2 e^  ' z ^ ' 2i sin VTi 
/ I > 
Kh 
r(v+i) 
^ 3> 
v + — 
^ 2 , 
(^ v + ^ i + 1 v + ^ i + 2 3 ^^ 
, ,v +—,z 
2 2 2 
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and it follows 
QvHz) = 
^nm 
tv+l 
r(v+^+i)r[^i-j 
f 3^ 
v + — 
(z^-l) 2 2-^-^'- ' 
X F 
'^ v + ia + 1 v + |a + 2 3 _2^  
, ,v +—,z 
2 2 2 
(2.32.5) 
where I arg (±1) I <K , |argz | <7i. Although this expression is derived under 
the conditions | z | > 1 and Re (v) > - 1, but the integral in (2.32.1) and the 
functions on the R.H.S. of (2.32.5) are all free from these restrictions, and 
hence the conditions may be negated (2.32.5) is a fundamental expression of 
When |i = 0, denoting again Ql (z) by Q^ (z) one gets 
Q.W= 
_r(v^or[|) 
-v-l p fv + l v + 2 
2^^'r v + -
, ,v + —,z 
2 2 2 
(2.32.6) 
Which is a generalization of the equation (2.32.3) for when v = n 
n 
\2 r(v+i)r[^-
J _ 
2V+1 p 
f 3^ 
v + — 
^ 2 , 
2"(n!y 
(2n + l)! 
when |i = m (m = 1, 2,...), one obtains from (2.32.1) 
gn Q:W = (^'-i)^xrQv(z) dz^  (2.32.6) 
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Also, from (2.32.4) and by the using of Equation 
w,(z) = F(a,p,Y,z) = ( l - z P " ' F ( Y - a , Y - p , y , z ) one gets 
Q:{Z)= 
r(v+^+i)r n ^ 
v2y 
>v+l ^ 3^ 
v + -
V h 
( z ^ - l ) T 2 y-v+ii-\ 
X F 
fv-li + l v-yi + 2 3 _, 
— ; — ' — ; — ' ^ + T ' ^ 
2 2 2 
(2.32.7) 
2.33 DEFINITION OF p; (x) ON THE CUT : -oo < x < 1 : 
Let -1 < X < 1. From equation (2.31.9) of sec.(2.31), namely 
Ki^)- 1 Tz+n 
r(i-M) v z - l y 
-v ,v+l , l -^ i , -
l - z (2.33.1) 
where arg (z + 1) = arg (z - 1) = 0 for z > 1, we have 
P: (x + io) = 
g-^ ™/2 / 1 + x V f 
r(i-M) l - x -v,v + l , l -^ , -
1-z (2.33.2) 
^^lti/2 
'"'(''-'<')=?FIO r i+xv yl-Xj -v,v + l , l -^ , -
1-z (2.33.3) 
where arg-
(1 + x) 
l - x 
= 0; X + io represents the upper along the cut and x - io 
the lower bank. Thus, the values of P^ ^ (x) are discontinuous on the two sides 
of the cut. 
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We shall define, after Hobson, in the interval -1 < x < 1 along the real 
axis, 
^nm -|im 
P:(X)=—p:(x+io)=^-p:(x-io) 
1 a + x^ 
r(i-n) yl-Xy -v,v + l , l-^, 
1-x^ (2.33.4) 
This function clearly satisfies, in -1 < x < 1, the Legendre equation [Eq. 
(2.31.1) of Sec. 2.31]. 
When |Li = m, one can find at once from this definition and Eqs. 
(2.31.12)-(2.31.17), of Sec. 2.31, 
p ; ( x ) = ( - i r — — ( i - x ' ) 2 - ^ L 
V V / V / 2'"m!^ ; r ( v - m + l) 
r X F -v + m,v + l + m,l + m,-
1-x (2.33.5) 
(-T^ fl-x\ 
^1 + Zy 
2 r (v + m + l) 
r ( v - m + l) 
X F 
-v,v + l,l + m,-
1-x (2.33.6) 
P:(x) = ( - i r ( l - x ^ ) ^ X i r P v ( x ) , 
dx' 
(2.33.7) 
and 
p-"(x)=Mr^^''""''"^^ p^x) 
v^ W { Ij r (v + m + l) ^ ^ ^ 
(2.33.8) 
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where (2.33.7) and (2.33.8) are respectively the generalizations of Eqs. (2.26.4) 
and (2.26.8) of Sec. (2.26.8). 
We see from (2.32.4) that of Re(|i) > 0, then P^^ (x) -> oo in general 
when X -> 1 - 0, unless |a is an integer. By (2.33.5) and (2.33.8) it is seen that 
P*(x) is bounded when x ^ 1 - 01 its limiting value is zero from m > 0, and 
is equal to 1 when m = 0. 
2.34 OTHER INTEGRAL EXPRESSIONS FOR P,(z) AND 
P;(x): 
LAPLACE INTEGRAL REPRESENTATION : The first Laplace mtegral 
representation is given below 
P^(z) = - J (z + yjz^-l cos^J d(j) 
^ , 7 1 ^ 
are z < — 
' 2 
(2.34.1) 
From (2.34.1) it follows that 
Pv(z) = - J 7 p = = ^ , | a r g z | < - (2.34.2) 
^0 (z + Vz^-1 COS(|)J "^  
Equation (2.34.2) is knovm as Laplace second Integral representation of 
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The Mehler-Drichlet Integral Representation : The Mehler-Drichlet 
Integral of P^  (cos9) is given by the following relation : 
( 1 
2 0 ^os V + - I 4 . 
P,(cose) = - f . , ^ ^ =Y ^* (2.34.3) 
^0 (^2(cos(t)-cose)j 
2.35 ULTRA SPHERICAL POLYNOMLVLS c;:(x) : 
These polynomials, also named Gegenbauer polynomials, can be 
obtained from the following expansion : 
(l-2xt + t^)" '= | ;c ; : (x) t" (2.35.1) 
n=0 
the function on the L.H.S. is the generating function of Cn(x), which is in 
general the multi-valued, unless X, is an integer. One can stipulate that when 
t = 0, the L.H.S. function of (2.35.1) takes the value 1, so 
C;:(x) = l (2.35.2) 
Legendre Polynomials is a special case of ultra-spherical polynomials: 
P„(x) = C2(x). 
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2.36 RELATIONSHIP BETWEEN LEGENDRE FUNCTIONS 
AND ULTRA SPHERICAL POLYNOMIALS : 
' 2"'m! d"' , , 2"'m! 
Y^ (x) being the associate Legendre function of order m and degree n. 
2.37 RECURRING RELATIONS : 
The recurrence relation of €„ (x) are given below : 
(n + l)C;;(x)-2(?i + n)xC;;+(2?i + n-l)C;;_, =0 (2.37.1) 
—=i^-2x—^-2?.c;;—=^ = 0 (2.37.2) 
dx dx dx 
dC„ dC^, 
X—^ ^ = nC;; (2.37.3) 
dx dx 
— ^ - x — ! ^ = (2>. + n-l)C„\ (2.37.4) 
dx dx ^ ^ "'• 
(l-x^)—!^ + nxCi^ -(2X + n-l)Ci^_, =0 (2.37.5) 
CIA. 
Equations (2.37.1) and (2.37.5) are called fundamental recurrence relations. 
2.38 DIFFERENTIAL EQUATION: EXPRESSION IN TERMS 
OF HYPERGEOMETRIC FUNCTION: 
The differential equation satisfied by Cj|^ (x) is : 
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d^C^ dC ( l_x2) : :^_(2X. + l ) x - ^ + n(2^ + n)c;; =0 (2.38.1) 
dx' 
of which the Legendre equation is a special case, ^ = — same as the Legendre 
equation, the solutions of equation (2.38.1), ±1 and oo being its regular 
singularities, can be expressed in terms of hypergeometric functions. The 
solution of (2.38.1) can be expressed in P-symbol as : 
- 1 I 00 
0 0 -n ,x 
1 1 
— -X —-X 2>. + n 
2 2 
^ = P 
0 
0 
1 
— X 
2 
1 
0 
1 
— X 
2 
00 
-n 
2^ + n 
1-x 
' 2 
(2.38.2) 
1 (1-x) 
The polynomial solution is F| -n,2X + n,—+ X, . Hence 
y 
c;:(x)=AF 1 (l-x)^ -n,2X + n,— + X,-
2 2 
(2.38.3) 
To find the constant A, putting x = 1, one obtains A = C^ (l). Letting x = 1 in 
(2.38.3), one can obtain 
" f-2X^ 
0- t r=Z (-tr=i;c;:(i)t"; 
n=0 V n y 
Therefore, 
cJ(i)=-^^(-.)" = ^ 
I n n! V n ; 
(2.38.4) 
and it follows that 
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n! 1^  
1 (1-x)^ 
-n,2A, + n,—+ A., 
2 2 J 
(2.38.5) 
2.39 ORTHOGONAL RELATION FOR c;; (x) : 
The orthogonality relation of C^  (x) is 
(2.39.1) 
2.40 DIFFERENTIATION FORMULA AND EXPLICIT 
EXPRESSION OF Cl(x) : 
When A, = m (positive integer), we have from (2.37.5) the formula 
c:w= 2'"-'(m-I)!(m + n) dx^  Tn,+n ( x ) (2.40.1) 
where Tm+n (x) is the Chebyshev polynomial from (2.40.1), we have another 
explicit expression 
n,/ X 1 ^ (-l)Vm + n - ^ - l ) ! , ^„_2f 
For general X, we also obtain from (2.37.5) the explicit expression: 
(_ l / r (X + n-^ ) ! ,^ ,„_2, 
(2.40.2) 
c:(x)= 
r(X) ^ !^ (n-2^)! (2x) (2.40.3) 
76 
CHAPTER-III 
A STUDY OF A TWO VARIABLES 
LEGENDRE POL YNOMIALS 
CHAPTER - III 
A STUDY OF A TWO VARIABLES LEGENDRE 
POLYNOMIALS 
3.1 INTRODUCTION: 
This chapter deals with a study of a two variables polynomials 
P„^(x,y) analogues to the Legendre polynomials Pn(x). The chapter contains 
differential recurrence relations, a partial differential equation, double 
generating functions, double and triple hypergeometric forms, a special 
property and a bilinear double generating function for the newly defined 
polynomial P„,j(x,y). 
The Hermite polynomials Hn(x) and Legendre polynomials Pn(x) are 
respectively defined by 
H„(x)t" //.'^ ' ^ X 
,2xt-t^ 
= 1 
n=0 n! 
and 
(l-2xt + t ^ ) 2 = 2 ; Pn(x)t" 
(3.1.1) 
(3.1.2) 
n=0 
A careful inspection of the L.H.S. of (3.1.1) and (3.1.2) reveals the fact 
1 
that L.H.S. of (3.1.1) is e" and that of (3.1.2) is (l-u)"2 where u = 2xt - t l 
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Thus Hn(x) and Pn(x) are examples of polynomials generated by a function of 
the form G(2xt - t^). The expansions of (1 - u)~I and (1 - u - v) 2 are given 
by 
(i-un=z J1 
n=0 n! 
(3.1.3) 
and 
( l - u - v ) - i = S I . 2y 
u" v*= 
n+k 
n=0 k=0 n!k! 
(3.1.4) 
The expansion (3.1.4) motivates a two variable analogue of Legendre 
polynomials by taking u = 2xs - s^  and v = 2yt - 1 ^ in (3.1.4). Thus M. A. Khan 
and M. P. Singh [23] first attempted to define two variable analogues of 
polynomials by means of generating functions of the form G(u, v) where 
u = 2xs - s and v = 2yt - t before embarking on a particular example of it 
namely the two variable analogue of Legendre polynomial. 
3.2 DOUBLE GENERATING FUNCTIONS OF THE FORM 
G(2xs-s^2yt- t^) : 
Consider the double generating relation 
G(2xs-s^2yt- t^) = | ; Z g„,(x,y) s" t^  (3.2.1) 
n=0 k=0 
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in which G(u, v) has a formal double power series expansion where a formal 
double power series is one for which the radius of convergence is not 
necessarily greater than zero. Thus G determines the coefficient set 
lg„ 1^  (x,y)| even if the double series is divergent for s ;'i 0, t = 0. Let 
F = G(u,v), where 
u = 2xs-s^ and 
v=2yt-t^ 
Now, from the partial differentiation, one gets 
8f _df du df dw 
dx d\i dK dv dx 
af _ af au af av 
as au as av as 
(3.2.2) 
af _ af au af av 
ay au ay av ay 
af _ a f au af av 
at ~ au a av at 
(3.2.3) 
(3.2.4) 
(3.2.5) 
(3.2.6) 
Substituting the values of partial derivatives of u and v the above equations 
reduced to 
dF dF 
— = 2s— 
ax au 
dF , , aF 
— = 2(x-s)— 
as ^ ''au 
ap 8F 
— = 2 t — 
ay av 
(3.2.7) 
(3.2.8) 
(3.2.9) 
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^ = 2 ( y - t ) ^ (3.2.10) 
Multiply (3.2.7) by (x - s) and (3.2.8) by s and subtracting, M. A. Khan and 
M. P. Singh [23] obtained 
( x - s ) — - s — = 0 (3.2.11) 
^ ''ax as 
Similarly from (3.2.9) and (3.2.10),one gets 
^ dF dF ,-, ^ ,^ x 
( y - . ) - - , - = 0 (3.2.12) 
Since 
F = G(2xs-s^2yt-t^) = | ; J g„,,(x,y) s" t"^  
n=0 k=0 
It follows from (3.2.11) that 
a n^ k S Z >^^Pn.k(x,y)sV-i; S nP„,(x,y)s"t 
n=0 k=0 COC n=o k=0 
= E Z Pn-.,k(x,y)s"t^  (3.2.13) 
n=l k=0 
Similarly, from (3.2.12), one can obtain 
1 1 yT:^Pn,k(x,y)sV-|; | ; kP„,(x,y)sV 
n=0 k=0 Cy - X n=0 k=0 
= 1 £ ^Pn,k-.(x,y)s"t^ (3.2.14) 
n=o k=i a y 
Equating the coefficients of s" t'' in (3.2.13) and (3.2.19) M.A. Khan and 
M.P. Singh [23] obtained the following result: 
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THEOREM 3.1 : From 
G(2xs-s^2yt-t^) = X I g„.,(x,y) s" t^  
n=0 k=0 
it follows that ^—gok(x,y) = 0, k > 0, ^—g„o(x,y) = 0, n > 0 and for 
ox ' dy ' 
n, k > 1, 
and 
5 / \ ^ 
X—gn,k(x,y)-ng„,k(x,y) =—gn-,,k(x,y) (3.2.15) 
5 / X ^ 
y-r;gn,k (x, y) - kg„,k (x, y) = -^gn.k-i (x, y) (3.2.16) 
Adding (3.2.15) and (3.2.16), one gets 
{ d d^ 
X i - y — 
y dx dy J 
gn,k(x,y)~(n + k)g„_,(x,y) 
= -^gn-i.k(x,y) +—g„,k-.(x,y) (3.2.17) 
The differential recurrence relations (3.2.15), (3.2.16) and (3.2.17) are 
common to all sets gn,k(x,y) possessing a generating function of the form 
used in (3.2.1). In their paper [23] they considered the polynomial gn,k(x,y) 
for the choice G(u, v) = (l - u - v)"^. 
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3.3 THE LEGENDRE POLYNOMIALS OF TWO 
VARIABLES P„,k(x,y): 
Khan, M.A. and M.P. Singh [23] defined the Legendre polynomials of 
two variables, denoted by ?„ ^  (x, y), by the double generating relation 
(l-2xs + s^-2yt + t ^ p = i ; Z KA^^y)'"^' (3.3.1) 
n=0 k=0 
in which (l - 2xs + s^  - 2yt +1^) ^ denotes the particular branch which ->• 1 as 
s ^ 0 and t -> 0. They first showed that ?„ ^  (x,y) is a polynomial of degree 
precisely n in x and k in y. 
Since ( l - u - v r = X I («Lk " 
n , , k 
n+k 
„=o k=o n!k! 
-, one may write 
(i-2xs+s2-2yt+t'p =1; I; V ^ A+k 
(2xs-s^)"(2yt-t^)'' 
n=0 k=0 n!k! 
00 00 n k 
I E S I 
n=0 k=0 r=0 j=0 
/ 1 \ 
V ^ ^n+k 
(2xs)-(2yt)H-nX(-k)^ 
n!k!r!j! 
f ' T 
UxJ 
(^ T 
« 00 n k 
S E Z Z 
n=0 k=0 r=0 j=0 
/ I ^ 
V ^ ^n+k 
(2x)""(2y/"^(-iy'^s"^M^^J 
r ! j ! ( n - r ) ! ( k - j ) ! 
I Z Z I 
n=0 k=0 r=0 j=0 
/ I ^ 
V /n+k-: 
(2xr'^(2yP(-irs"t^ 
f - j 
r ! j ! (n -2r ) ! (k -2 j ) ! 
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Thus, they obtained 
(-1) r+J 
rn 
r=0 j=0 
n - 2 r / - Nk-2j (2xr'(2y) 
V ^ yni-k 
-r- j 
r! j!(n-2r)! (k-2j)! (3.3.2) 
from which it follows that P„ ,^  (x,y) is a polynomial in two variables x and y 
of degree precisely n in x and k in y. Thus P^^  (x,y) is a polynomial in two 
variables x and y of degree n + k. 
Equation (3.3.2) also yields 
^n+k 
Pn.k(x,y) = v2y 
x"y' 
n+k 
n!k! n (3.3.3) 
where n is a polynomial in two variables x and y of degree n + k - 2. 
If in (3.3.1), one can replace x by -x and s by -s the left member does 
not change. Hence 
P„.k(-x,y) = (-i)"Pn.,(x,y) (3.3.4) 
Similarly by replacing y by -y and t by -t in (3.3.1) one gets 
P„.k(x,-y) = (-l)'P„,,(x,y) (3.3.5) 
So that P„ |j (x,y) is an odd function of x for n odd, an even ftjnction of x for n 
even. Similarly, P„^ (x, y) is an odd ftjnction of y for k odd, an even ftinction 
of y fork even. 
Similarly replacing x by -x, y by -y, s by -s and t by -t in (3.3.1), one 
can obtain 
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Pn..(-x,-y) = (-irP„,(x,y) (3.3.6) 
Putting t = 0 in (3.3.1), one gets 
P„.o(x,y) = P„(x) (3.3.7) 
where Pn(x) is the well known Legendre polynomial. Similarly by putting s = 0 
in (3.3.1), one can get 
Po,(x,y) = P„(y) (3.3.8) 
From (3.3.1) with x = 0 and y = 0, they obtained 
(i+s^-ft^p = |; ip„,(o,o)s"t^ 
n=0 k=0 
But 
_ J _ 00 00 
(l + s^  + t ^ ) - S Z 
(-l)-"^ g2n ^2k 
n+k 
n=0 k=0 n!k! 
Hence 
P2n...2k (0.0) = 0, P,„ 2k., (0,0) = 0, P2„,,2k., (0,0) = 0, 
.n^kTl 
P2n.2k(0,0) = 
(-1)" 
V ^  Jn+k 
n!k! 
(3.3.10) 
Equation (3.3.2) yields 
n-l (-1) r+J r ^ \ 
^Pn.k(x,y)= I i ; 
e x r=0 j=0 
n-l-2r / ^ Nk-2j 2(2x)"-^'(2y) 
V ' 'n+k-r- j 
r ! j ! ( n - l - 2 r ) ! ( k - 2 j ) ! (3.3.11) 
k-l 
Cy r=0 j=0 
(-1) r+J 
V /n+k-r-j 
'>-2r-,/o..\k-l-2j (2x)"-^2(2y) 
r! j ! (n-2r)! ( k - l - 2 j ) ! (3.3.12) 
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and 
n+k , 
dx '^ 2n+l,2k (x,y) 
(-IP 2 
/ 1 \ 
2 
V ^ Vn+k+l 
(-1) 
n+k r -x^ 
V ^  /n+k 
x=0,y=0 n!k! n!k! 
^P2Mk(x,y) = 0, 
x=0,y=0 
-^P2n.2k+l(x,y) = 0 
x=0,y=0 
p. P2n+l,2k+l(X'yj = 0 
Jx=0,y=0 
Similarly, 
; ^ P 2 n . 2 k ( x , y ) = 0 
x=0,y=0 
dy 
P2n+1.2k(x,y) = 0 
x=0,y=0 
a. P2n+l,2k+l ( X ' y ) 
dy 
= 0 
Jx=0,y=0 
n+k 
dy P2n,2k+l(x ,y) 
(-1)"^'' 2 r^ ^ 
V-^yn+k+l 
(-1)"" i-] 
V ^ A+k 
x=0,y=0 n!k! n!k! 
(3.3.13) 
(3.3.14) 
3.4 DIFFERENTIAL RECURRENCE RELATIONS : 
From Theorem 1, it is evident that the generating relation 
(l-2xs + s^-2yt + t ^ p = | ; I ; P„,(x,y) s" t' (3.4.1) 
n=0 k=0 
implies the differential recurrence relations 
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X—Pn.k(x,y)-nPn.k(x,y) = —P„_,,k(x,y) 
y-T;Pn,k(x,y)-kP„,k(x,y) =—P„,k-i(x,y)v 
and 
( d d' 
X h y — 
5x 9y 
Pn,k(x,y)-(n + k)P„,,(x,y) 
(3.4.2) 
(3.4.3) 
= ;^Pn-.,k(x,y)+—P„,k-,(x,y) 
From (3.4.1) it follows by the usual method (differentiation) that: 
(3.4.4) 
-Uk (l-2xs + s^-2yt + t ^ p = 5 ; S —P„,,(x,y)s-t 
n=0 k=0 CX 
(3.4.5) 
(l-2xs + s^-2yt + t ^ p = 2 : Z —P„,,(x,y)s"t 
n=0 k=0 Cy 
k-1 (3.4.6) 
(x-s ) ( l -2xs + s^-2yt + t^)"2 = 1 ; g nP„,(x,y)s"-'t^ (3.4.7) 
n=0 k=0 
(y - t ) ( l -2xs + s^-2yt + t ^ p = | ; g kP„^(x,y)sV-' (3.4.8) 
n=0 k=0 
Since 1 - s^ - t ^ -2 s (x - s ) -2 t (y - t ) = l-2xs + s^-2yt + t^ one 
multiplying the left member of (3.4.5) by 1 - s^ , the left member of (3.4.6) by -
t^ the left member of (3.4.7) by - 2s, the left member of (3.4.8) by - 2t and add 
and obtained the left member of (3.4.1). In this way M. A. Khan and M. P. Sing 
[23] found 
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00 CO ^ 00 00 r) 
I I T-P..(''.y)s"-'>'-I I -P,,.(x,y)s"t' 
n=0 k=0 C'X n=0 k=0 C% 
- S Z ^ P n , ( x , y ) s " t - ' - X £ 2nP„,(x,y)s"t^ 
n=0 k=0 C y n=0 k=0 
- S Z 2kP„,(x,y)sV=2: SP„,k(x,y)sV 
n=0 k=0 n=0 k=0 
or 
" " 5 , , , , " " 5 
n+l^k Z Z ^Pn,k(x,y)s"-'t^ -2; 2 —p„,(x,y)s->t 
n=0 k=0 CX n=o k=0 CX 
- i i ; | -Pn,k(x,y)s"t ' ' "=I Z (2n + 2k-M)P„,(x,y)sV 
n=0 k=0 Oy n=0 k=0 
Thus, they obtained another differential recurrence relation 
(2n + 2k + l)P„,(x,y) = —P„,,,(x,y)-—P„_,_,(x,y)-—P„,_,(x,y) 
(3.4.9) 
Similarly, one can get 
f) r) r) 
(2n + 2k + l)P„,(x,y) = —P„,,„(x,y)-—P„_,_,(x,y)-—P„,_,(x,y) 
(3.4.10) 
Adding (3.4.9) successively to (3.4.2), (3.4.3) and (3.4.4), one gets 
C^ ^ ^ 
x-^P„.k(x,y) = —P„„,k(x,y)-—P„,,_,(x,y)-(n + 2k + l)P„,(x,y). 
(3.4.11) 
y^Pn.k(x,y) = —P„.,.k(x,y)-—P„_,,,(x,y)-(2n + k + l)P„,(x,y) 
(3.4.12) 
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X— + y — 
dx dy 
Pn,k(^'y) = ^Pn.i,k(x,y)-(n + k + l)P„,,(x,y) (3.4.13) 
Adding (3.4.10) successively to (3.4.2), (3.4.3) and (3.4.4), they obtained 
X—Pn,k(x,y) = —P„.,,,(x,y)-—P„,,_,(x,y)-(n + 2k + l)P„,(x,y) 
(3.4.14) 
y^Pn.k(x,y) = —Pn.k.,(x,y)-—Pn_,,,(x,y)-(2n + k + l)P„,(x,y) 
(3.4.15) 
X—+ y—lp„.k(x,y) = —P„,k.,(x,y)-(n + k + l)P„,(x,y) (3.4.16) 
Shifting the index from n to n - 1 in (3.4.11) and using (3.4.2), one can obtain 
(3.4.17) 
Similar shifting the index from k to k - 1 in (3.4.15) and using (3.4.3), one gets 
(y'-l)—Pn.k(x,y) = kyP„,(x,y)-—P„.,,_,(x,y)-(2n + k)P„,,_,(x,y) 
(3.4.18) 
Adding (3.4.17) and (3.4.18), they obtained 
= (mc + ky)P„, ,(x,y)- | -^ + - |- |p„., , . ,(x,y) 
- (n + 2k)P„_,, (x, y) - (2n + k)P„ ,^_, (x, y) (3.4.19) 
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3.5 PARTIAL DIFFERENTIAL EQUATION OF ?„„(x, y) : 
From (3.4.2) and (3.4.3), one can see 
-^Pn-i.k(x,y) = x —P„k(x,y)-nP„k(x,y) 
-^Pn-i.k (x,y) = x-^p„,k (X'y)+0 -n)-^Pn,k (x^y) 
(3.5.1) 
;T;Pn,k-i (x,y) = y—Pn,k (x,y)-kP„ k (x,y) 
(3.5.2) 
^Pn,k-i(x,y) = y—2-Pn.k(x,y)+(i-k)—P„,k(x,y) 
Shifting the index from n to (n - 1) in (3.4.11) and from k to k - 1 in (3.4.15), 
one gets 
S , . d d 
-^Pn-u(x,y) = —P,,k(x,y)-(n + 2k)P„_,,(x,y)-—P„_,,_,(x,y) 
(3.5.3) 
y^Pn,k-.(x,y) = —P„,k(x,y)-(2n + k)P„,,_,(x,y)-—P„_,,,.,(x,y) 
(3.5.4) 
Differentiating (3.5.3) partially w.r.t. x and (3.5.4) w.r.t. y, they obtained 
a2 -52 p, ^2 
x-^Pn-..k(x,y) = -^P„ , , (x ,y) - (n + 2k + l)—P„_,,(x,y)-^-^P„_„_,(x,y) 
(3.5.5) 
y^Pn,k-,(x,y) = -^P„. , (x ,y)-(2n + k + l)—P„,_,(x,y)-^-^P„_, , . , (x,y) 
(3.5.6) 
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Using (3.5.1) in (3.5.5) and (3.5.2) in (3.5.6) one can obtain, 
( l -x^)- |^P„, , (x,y)-2(k + l)x-^P„,,(x,y) + n(n + 2k + l)P„.,(x,y) 
^' Pn-,..-.(x,y) = 0 (3.5.7) 
5x dy 
and 
(l-y^)—5-P.,j(x,y)-2(l + n)y—P„^(x,y) + k(2n + k + l)P.,k(x,y) 
Subtracting (3.5.8) from (3.5.7), one gets 
•('-''')^-(l-5'')^}pM('<.y)-2{(l + k)x^-(l + n)yi-[p.,(x,y) 
+(n-k)(n + k + l)P„Jx,y) = 0 (3.5.9) 
Here (3.5.9) is the partial differential equation satisfied by P„ ^ (x, y). 
3.6 ADDITIONAL DOUBLE GENERATING FUNCTIONS : 
1 
The generating function (l-2xs + s^-2yt + t^) ^ used to define a 
polynomial Pn,k(x,y) in two variables x and y analogues to Legendre 
polynomials Pn(x) in a single variable x can be expanded in power of s and t in 
new ways, thus yielding additional results. For instance 
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S t P„,,(^'yKt^=0-2xs + s^-2yt + t^)' 
n=0 k=0 
(1 - 2xs - yt)' - s' (x' -1 ) -1 ' (y' -1) - 2xyst 
= ( l-xs-yt) ' s^(x^-l) t^(y'-l) 2xyst 
(l-xs-yt) (l-xs-yt) (l-xs-yt) 
00 00 00 
j=0 p=0 r=0 
f i ] s^^(x^-l/t^''(y^-l)''(2xysty 
V ^j+p+r 
2j+2p+2r+l 
00 00 00 00 00 
=ZIZIE 
n=0 k=0 j=0 p=0 r=0 
j !p!r! ( l -xs -y t ) 
(1 + 2j + 2p + 2r)^ ^^ s"*'J^^(x' - l y t"^"'"^^(y' -1) ' 2'x""^y''^' 
j+p+r 
j!p!r!n!k! 
r 1 ^ 
00 00 00 00 00 
=IZISI 
j=0 p=0 r=0 n=0 k=0 
v^y 
(0.«..,..p..s""'*'(x^ - iy t ' - - ' (y= -l) '2'x"«y'" 
J+p+r 
j ! p! r! n! k! (l) 2j+2p+2r 
Z^ '»2j+2p+r/'i\ :i _i _i / „ _ tA, / i . ^ 
^h>U^ ^ 2^ ' '" '"0WJ! ?!«•! (n-r-2j)! (k-r-2p)! 
Equating the coefficient of s"t'', M. A. Khan and M. P. Singh [23] obtained 
P~,k(x,y) = Z 1 UU S 2^^^ '^'-(l) j ! p!r! (n-r-2j)! (k-r-2p)! (3.6.1) 
By employing (3.6.1), one can discover a new double generating 
functions for P,,^ ^ (x, y). Consider for arbitrary c, the double sum 
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n *k 
f f ( c ) „ , , P n , . ( x , y ) s " t 
t'o h (n + k)! 
ko (n + k)! ""Uh h 2^^^^''^'(l)^,p,J!p!r!(n-r-2j)!(k-r-2p)! 
= y y y y V ^"^"+'^ +2j+2p+2rr y i,y y ^ y ^ ^ 
„4-o ^0 6 ^0 ^  2^^^ '^'- (1)^ ^^ ^^  j ! p! r! n! k! 
00 00 00 00 00 ( c ) 
V /r 
'j+p+r 
S 
J.P.r=0 
('^Up..('''-')'(y^-')''(''y)'^'^"'"" 
2^'"'" (!)„„, JiP'r! J+p+r 
n / . \k 
n=0 k=0 
(c + 2j + 2p + 2r)„^^(xs)"(yt) 
n!k! 
X CO 00 
^ ^ ^ 2^-='"(i) j !p!r . (^-^-y^) 
/J+p+r 
^ ^C P 
00 CO 00 
= (l-xt-ytrS I I /j+p+r 
—+ — 
2 2 , J+p+r 
^ P=o r=o (lVp,J!p!r! ( i - x s -y t ) 
' ^1^'-0 
J t - ( y - - l ) ] 7 2xyst 
( l - x s -y t ) l ( l - x s -y t ) 
= (l-xt-yt)~'^F(^) '44^-'-'—'-'-' I^'^ '-O t^ (y'-l) 2xyst 2 2 2 
1::-;- 5 * 9 5 5 
( l - x s - y t ) ( l - x s -y t ) ( l - x s -y t ) 
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Where F^ ^^ [x, y, z] is a triple hypergeometric series [cf. Srivastava [46], p. 428]. 
Thus, they discovered the family of double generating functions 
( 1 - x s - y t )•''?(') 
c c 1 
^ . , | + ^ : : - ; - ; - : - ; - ; - ; s ^ x ^ - l ) t ^ y ' - l ) 2xys. 
(l-xs-yt)^'(l-xs-yt)^ (l-xs-yt)^ 
? » ' 9 5 5 
n .k 
n=0 k=0 
(£Lju(^Kt 
(n + k)! (3.6.2) 
in which c may be any complex number. If c is unity, (3.6.2) degenerates into 
the generating relation used to define ?„ j^  (x, y). 
Let us now return to (3.6.1) and consider the double sum 
" P„,,(x,y)s"t-
n>o (n + k)! 
(x^-iy(y^-l)''x"-2jy^-2''s"t' mm(n,k) 
n S S p?o S 2^J* '^'^ '(n j ! p ! r ! ( n - 2 j - r ) ! ( k - 2 p - r ) ! 
' j+p+r 
CO CO 00 CO 00 
mil 
n=0 k=0 j=0 p=0 r=0 
(x'-l)'(y'-l)' 'x""^ y"^ ^ s"^ 'J"^  t"^ '^"*^  
/ j+p+r 
CO oD CO (x^-iy(y^-lf(xystys^M^''^ ^ (xs)"(yt)'' 
§ p?o S 2'^'^^^il) j ! p! r! 5 S n! k! /J+p+r • 
00 00 00 
= 6^ ^^ !^ I S -j=o p=o r=o j ! p ! r! ( I ) j+p+r 
V-') V-^)\ xyst 
_gXS+y t p (3 ) -::-;-;-:-;-;-;s'(x'-l) .^(y^-l) ,y„ 
1:: 5 ? - 9 ) 9 
(3.6.3) 
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3.7 TRIPLE HYPERGEOMETRIC FORMS OF P„,k (x,y) : 
Returning once more to the original definition of P^  ^ (x, y) 
(\-2xs + s'-2yt + t'y~^=t i P„,(x,y)s"t ' (3.7.1) 
^ ' n=0 k=0 
This time M. A. Khan and M. P. Singh [23] noted that 
1 i 
(l-2xs + s ' -2yt + t^) 2 = | ( l - s - t ) ' - 2 s ( x - l ) - 2 t ( y - l ) - 2 s t J ^ 
= ( l - s - t ) -1 1- 2s(x-l) 2 t (y- l ) 2st ( 1 - s - t ) ' ( 1 - s - t f ( 1 - s - t ) ' 
which can be written as 
2J+P+ 
00 00 CO 1 SPn,(x,y)sV=5; s z 
n=0 k=0 j=0 p=0 r=0 
(x-iy(y-l)''s^^t''^^ 
j+p+r 
j ! p ! r ! ( l - s - t ) 2j+2p+2r+l 
2J+P+ 
00 00 00 00 00 
n=0 k=0 j=0 p=0 r=0 
(x-iy(y-l)7l)^ 2j+2p+2r+n+k ^n+j+r^k+p+r 
J+P+r 
j ! p ! r ! n ! k ! ( l ) 2 j . 2 p . 2 , 
) j+p+r f\^ 
yh 
(x-iy(y-ir(iv 2j+2p+2r+n+k 
J+P+r 
00 CO n k mm(n,k) 
n=0 k=0 J=0 p=0 r=0 j ! p ! T! (tt - j - T ) ! ( k - p - T ) ! (l)2j+2p+2r 
s"t'' 
^ g ^ ^ -M) (lX,,^^^Jx-iy(y-irs"t^ 
fo fo U P=o S l'''''{\)-]\ p!r! ( n - j - r ) ! (k-p-r)! 
J+P+r • 
=ZI 
n=0 k=0 
n k ™n(n.k) (n + k)!(l + n + k)^ ^^  (-n)^^^ (-k)^^^ (1 - xy(1 - y)" s»t 
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Therefore 
^"••^^ ' ^ ^ n ! k ! 
<3) - : . -n;-k; l + n + k : - ; - ; - ; l - x 1-y l^ 
2 2 2 1 5 5 • > > > 
(3.7.2) 
Since P„ k (-x,-y) = (-1) P^ k^ (x,y), it follows from (3.7.2) that also 
, , ( - i r V n + k)! .3) 
n!k! 
- : :-n;-k;l + n + k : - ; - ; - ; l + x 1 + y J_ 
1 : : - ; - ; - : - ; - ; - ; ~ 2 ~ ' ' 1 " ' 2 
(3.7.3) 
Next, consider (3.3.2) again 
(-0 r+J 
Pn,.(x,y)=i:i: 
r=0 j=0 
n-2r/- -,k-2j (2xr(2y) 
V /n+k-r - j 
r!j! (n-2r)! (k-2j)! 
which can be written as 
Pn,k(x,y)=si; 
r=0 j=0 
f\ v n - S r / - \ k - 2 j 
V ^ A+k 
/ 
r!j!n!k! 1 — n - k 
2 
r+J 
\n+k X^yk 
n+k 
n!k! II r=0 j=0 
r nu n n 
— + — 
I 2 2J 
r V / r 
V 2 , ."2". 
f k n 
— + — 2 2 j 
r! j ! -n-k xV 
'r+j 
or in terms of Kampe de Feriet double hypergeometric function, it can be 
written as: 
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P„.k(x,y) = 
n!k! 
• 2 ' 2" ' 2 ' 2 ' 2 '^2 ' 1 1 
1 
- n - k : - ; - ; 
2 ' 2 
X y 
(3.7.4) 
3.8 A SPECIAL PROPERTY OF P„,k (x, y) : 
Once more returning to the original definition of P„jj(x,y) and for 
I 
convenience use p = (l -2xs + s^  -2yt + t^y. One can see that 
S lPn,k(x,y)sV=p- (3.8.1) 
n=0 k=0 
x—s v~t u V 
In (3.8.1), replacing x by ,y by -—,s by — and t by t — one gets 
P P P P 
I Z Pn.k 
n=0 k=0 
r X - S y - t 1 _n_k n k 
,- p " ^ u V 
P P j 
2(x-s)u u^  2(y- t )v v^' 
2 2 2 2 
P P P P 
= p[p^-2(x-s )u + u^ -2 (y - t )v + v^] 
which can be written as 
(3.8.2) 
n=0 k=0 V P P / 
p-n-k ^n^k 
= [ l -2xs + s^-2yt + t^-2xu + 2us + u^-2yv + 2vt + v^]"2 
= [ l -2x(s + u) + (s + u) ' -2y( t + v) + (t + v ) ^ p (3.8.3) 
which by (3.8.1) yields 
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Z I Pn, 
n=0 k=0 
x-s y - t 
P ' P . 
| p - n - ^ u V = 5 : E P n , . ( x , y ) ( s + U ) " ( t + V f 
n=0 k=0 
~„^ o k^o hh r! j! ( n - r ) ! ( k - j ) ! 
^ y f y f (n + r)! (k+j)!P„^^,^^(x,y)sVu"-W^ 
L L L Z. ^ , j , ( n_ r ) ! (k - j ) ! _ i : i / _ _ \ i / i . 
n=0 k=0 r=0 j=0 
Equating the coefficients of u" v'' in the above, they found that 
p-n-k-1 p 
n,k 
^ZLZI Z z l V y y (n + r)! (k+j)!P„,^,,^(x,y)sV 
P ' P J ^ i r!j!n!k! 
(3.8.4) 
in whichp = (l-2xs + s^  -2yt +1^) 
3.9 MORE GENERATING FUNCTIONS ; 
As an example of the use of equation (3.8.4), they applied (3.8.4) to the 
generating relation 
jxs+yt p(3) - : : - ; - ; - : - ; - ; - ; S ^ ( x ' - l ) . ' ( y ' - l ) x y s t 
1 : : - ; - ; - : - ; - ; - ; 4 ' 4 ' 2 
= 1 1 
n=0 k=0 
n k^ Pn,k(s,y)s"t 
(n + k)! (3.9.1) 
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x - s , y - t , -su , , -tv In (3.9.1), replacing x by ,y by -—,s by and t by and 
P P P P 
multiplying each member by p ^ where p = fl-2xs + s^-2yt + t^ j2 M. A. 
Khan and M. P. Singh [23] obtained 
^su(x-s) + tv(y-t)^ 
p exp 
V J 
xF' (3) 
- : : - ; - ; - : - ; - ; - ; u V ( x ' - l + 2yt-t^) v V ( y ' - l + 2xs-s^) uvst(x-s)(y-t) 
1 : : - ; - ; - . - ; - ; - ; 4 ? ' 4p^ ' V 
n=0 k=0 
x - t y - t 
P ' P y 
s"u" t^ ' ' 
(n + k)! 
00 00 00 00 I I I I 
n=0 k=0 r=0 j=0 
\n+k ( - i r ( n + r)!(k + j ) !V, . , (x ,y)s-u"t^-V 
n!k!r!j! (n + k)! 
^ ^ A ^ (-ir'""^n!k!P„,,(x,y)u"'V-^sY 
'to h h P> (n-r)! (k-j)! r!j! (n + k - r - j ) ! 
^ ^ A ^ (- lpn!k!P„,(x,y)uVsV 
h h h h r!J! (n-r)! (k-j)! (r + j)! 
^ A ^ ^ (-n)^(-k)^ P„,(x,y)uVs"t'^ 
to h h h r!j!(r + j)! 
= S Z^2K-k;l;u,v]P„,,(x,y)s"t^ 
n=0 k=0 
Thus, they obtained 
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_, f su(x-s) + tv(y- t ) 
P exp ^ 2 
xP •(3) 
- : : - ; - ; - : - ; - ; - ; u V ( x ^ - l + 2yt-t^) v ¥ ( y ^ - l + 2xt-s^) uvst(x-s)(y-t)" 
4p^ ' 4p^ ' 2p^ ? 9 ' 9 3 ? 
= S Z ^2[-n,-k;l;u,v]P„,,(x,y)s"t^ (3.9.2) 
n=0 k=0 
where Oj is one of the seven confluent forms of the four Appell series defined 
by Humbert (see [45], pp. 45]. 
This gives a bilinear double generating fimction. 
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CHAPTER -IV 
THREE VARIABLES AND THREE 
INDICES ANALOGUES OF 
LEGENDRE POL YNOMULS 
CHAPTER - IV 
THREE VARIABLES AND THREE INDICES 
ANALOGUE OF LEGENDRE POLYNOMIALS 
4.1 INTRODUCTION: 
The present chapter deals with a study of a three variables polynomial 
P„jjj(x,y,z) analogues to the Legendre polynomials Pn(x). The chapter 
contains general class of triple generating functions for polynomials of three 
variables, elementary properties of P„,j .(x,y,z), differential recurrence 
relations, three partial differential equations additional triple generating 
functions, six variable multiple hypergeometric forms, a special property and a 
bilinear triple generating function for the newly defined polynomial 
Pn.k,j(X'y.z)-
The Hermite polynomials H„ (x), the Legendre polynomials P„ (x) and 
the Gegenbauer polynomials CI (x) are respectively defined by 
e - - = i M ^ (4.1.1) 
n=o n! 
(l-2xt + t ^ f =|;p„(x)t" (4.1.2) 
and (l-2xt + t 2 ) " = 2 ; q ( x ) t " (4.1.3) 
n=0 
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A careful inspection of the L.H.S. of (4.1.1), (4.1.2) and (4.1.3) reveals the fact 
that the L.H.S. (4.1.1) is e", that of (4.1.2) is (l-u)'^^ and that of (4.1.3) is 
( l -u ) ' " where u = 2 x t - t \ Thus H„(x),P„(x) and C^x) are examples of 
polynomials generated by a function of the form G(2xt-t^j . The expansion 
of (l - u)'" ,(l - u - v)'"^  and (l - u - v - w)'" are given by: 
( l _ u ) - = | ; t l ^ (4.1.4) 
n=0 n! 
( l - u - v r ^ X E ^ ' t ^ w ' ^ (4.1.5) 
n=Ok=0 " ! K ! 
00 00 00 I •>' 1 l l " ^ 7 ' ' l I 7 J 
and ( i-u-vr=xi;E^-^^^nrr— (^ •^ •^ ) 
n=0k=0j=0 n ! K ! j 
The expansion (4.1.5) with v = — motivated M.A. Khan and M.P. Singh [23] 
to introduce two variables analogues of Legendre polynomial by taking 
u = 2xs - s^  and V = 2yt - 1 ^ in (4.1.5). Thus, they first attempted to define two 
variable analogues of polynomials by means of generating functions of the 
form G(u,v) where u = 2xs-s^ and v = 2yt-t^ before embarking on a 
particular example of it namely two variables analogues of Legendre 
polynomial. Later M.A. Khan and G.S. Abu Khammash [21] defined and 
studied two variables analogues of Gengenbauer polynomials on the lines of 
[23]. M. A. Khan and Bijan Rouhi [22] made an attempt to define three 
variables analogues of polynomials by means of generating functions of the 
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form G(u,v,w) where u = 2xr-r^ v = 2ys-s^ and w = 2zt-t^ and then 
uses the expansion (4.1.6) with v = — to introduce a three variables analogues 
of Legendre polynomials and study its various aspects and finally to generalize 
it to n variables. 
42 TRIPLE GENERATING FUNCTION OF THE FORM 
G{2xr-T^,2ys-s^,2zt-t^]: 
Consider the triple generating relation 
CO 00 00 
G(2xr-r^2ys-s^2zt-t^) = 2ISgn.k.J(x,y,z)r"sV (4.2.1) 
n=0 k=0 j=0 
In which G(u,v, w) has a formal triple power series expansion where a formal 
triple power series expansion is one for which the radius of convergence is not 
necessarily greater than zero. Thus G determines the coefficient set 
|g„ k,j (x,y,z)| even if the triple series is divergent for r ?i 0,s 9^  0,t T^  0. Let 
F = G(U,V,W) 
u = 2xr-r^ 
where 
V = 2ys - s 
w = 2zt-t^ 
(4.2.2) 
and 
Now from partial differentiation, M. A. Khan and Bijan Rauhi [22] one can 
have 
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dx du dx 
5 F _ ^ a u 
dr 5u 5r 
dF__dF_8u 
dy d\i dy 
5s du ds 
dF_^dF_du 
dz dn dz 
5 F _ ^ a u 
+ 
—+ 
dFdv 
+ 
dy 5x 
5Fav 
5v 5r 
^ 5 v 
dw dy 
d¥dv 
+ + 
dv ds 
dFdw 
+ + 
dv dz 
dF_dv_ 
dv dt 
dF 5w 
dw dx 
dF d\v 
dw dr 
dF dw 
dw dy 
dF dw 
dw ds 
dF dw 
dw dz 
dF dw 
dw dt . 
(4.2.3) 
Substituting the values of partial derivatives of u, v and w the above equations 
reduces to: 
dF ^ dF 
— = 2r— dx dn 
dF . , .dF 
— = 2(x-r)— 
dr ^ ^du 
(4.2.4) 
(4.2.5) 
dF ^ dF 
— = 2s— dy dv 
(4.2.6) 
dF - . .dF 
— = 2(y-s)— ds ^^ ^dv (4.2.7) 
^ = 2 t ^ 
dz dw (4.2.8) 
-—= 2 ( z - t ) — 
dt ^ ^dw (4.2.9) 
Multiplying (4.2.4) by (x - r ) and (4.2.5) by r and subtracting, M. A. Khan and 
B. Rouhi [22] obtained 
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( x - r ) — - r — = 0 (4.2.10) 
Similarly, from (4.2.6) and (4.2.7), they obtained 
( y - s ) — - s — = 0 (4.2.11) 
and from (4.2.8) and (4.2.9), they obtained 
( z - t ) ^ - t ^ = 0 (4.2.12) 
Since 
00 00 00 
F=G(2xr-r^2ys-s^2zt-t^) = XISg„, . , (x ,y ,z)rVt^ 
n=0 k=0 j=0 
it follows from (4.2.10) that 
O O O O O O ^ 0 0 0 0 0 0 ^ 
n=0 k=0 j=0 ^7-^ n=0 k=0 j=0 ^ ^ 
00 00 00 
-IZIng„,,,Xx,y,z)r"sV=0 
n=0 k=0 j=0 
or 
00 00 00 'a 00 00 00 
!x|:g„.,,j(x,y,z)r"sV-2]2;2]ngn.k,(x,y,z)r"sV 
n=0 k=0 j=0 ^ ^ n=0 k=0 j=0 
00 00 00 
= ZZE|:gn-,k..(x,y,z)r"s4^ (4.2.13) 
n=l k=0 j=0 C X 
Similarly, from (4.2.11) and (4.2.12), they obtained 
l;2;i;y^gn.k,(x,y,z)rVt^-|;|;|;kg,,^(x,y,z)r"sV 
n=0 k=0 j=0 C% „^0 k=0 j=0 
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00 00 00 
= ZSS^gn..-u(>^'y'^)r"s^t^ (4.2.14) 
n=0 k=l j=0 0 \ 
And 
00 00 00 ^ 00 00 00 
n=0 k=0 j=0 < ^ n=0 k=0 j=0 
C30 00 00 
= i:SS^gn,..H(^'y.^)r"sV (4.2.15) 
n=0 k=0 j=I C X 
Equating the coefficient of r"s4J in (4.2.13), (4.2.14) and (4.2.15), M. A. Khan 
and Bijan Rouhi [22] obtained the following results : 
THEOREM 1: From 
G(2xr-r^2ys-s^2zt-t^) = 2XXg„,^(x,y ,z)r"sV 
n=0 k=0 j=0 
it follows that 
00 00 00 
^go.k.j (x,y,z) = 0,k > 0, j > 0,—g„,„.j (x,y,z) = 0,n > 0, j > 0 
—g„;,„(x,y,z) = 0,n>0,k>0 and for n,k,j>l 
oz 
d f) 
x^gn.k,j(x,y,z)-ng„,j(x,y,z) = —g„_,,j(x,y,z) (4.2.16) 
d () 
y^gn.k,j (x, y, z) - kg„, ^ (x, y, z) = — g„,., J (x, y, z) (4.2.17) 
And z—g„,j(x,y,z)-jg„_,j(x,y,z) = —g„,j_,(x,y,z) (4.2.18) 
Adding equation (4.2.16), (4.2.17) and (4.2.18), they obtain 
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d d d X— + y— + z— 5x dy dz J 
gn.k,j(^'y'2)-(n + k + j)g„,,,j(x,y,z) 
= -^gn-i,k,j(x,y,z) +—g„,k_,,j(x,y,z) +—g„,j.,(x,y,z) 
(4.2.19) 
The differential recurrence relations (4.2.16), (4.2.17), (4.2.18) and (4.2.19) are 
common to all sets g„,^j(x,y,z) in (4.2.1). In their paper [22] they considered 
the polynomials gn k j (^ > Y' z) for the choice G (u, v, w) = (l - u - v - w) \ 
4.3 THE LEGENDRE POLYNOMIALS OF THREE 
VARIBLES : 
M. A. Khan and Bijan Rouhi [22] defined the Legendre polynomials of 
three variables, denoted by P„ ^ j (x,y,z) by the triple generating relation 
(l-2xr + r^-2ys + s^-2zt + t ^ f = | ;X2]Pnx.(^ 'y 'Z)r"sV 
n=0 k=0 j=0 
(4.3.1) 
In which (l-2xr + r^-2ys + s^-2zt + t^] ' denoted the particular branch 
which ^ 1 as r -^ 0,s -> 0 and t -> 0. They first showed that P„^ j (x,y,z) is 
a polynomial of degree precisely n in x, k in y and j in z. 
Since 
00 QO 00 (i_u_v_wr=2:2:1^^=^^ (a) , u"v''wJ V /n+k+j 
^ 1 ^ ^ n!k!j! 
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They can write 
(l-2xr + r^-2ys + s^-2zt + t^) -Yi 
00 C30 00 
n=0 k=0 j=0 
r^\ 
V^Vn+k+j 
2V (2xr-r^)"(2ys-s^) (2zt-t^) 
n!k!j! 
00 n k I I 
= y V V V——iiiii 
5] (^^r(2y^)'(2a)'(-")„ (-k),(-j), ( ^ "sKil 
n,k,j=0 m=0 p=0 q=0 n!k!j!m!p!q! 
f - ] (2x)"-" (27)''" (Izf r^ ^^ s"^ *"!^ "^  (-1)' m+p+q 
"o n k 
n,k,j=0m=0p=0q=0 m!p!q!(n-m)!(k-p)!(j-q)! 
vn-2m/ - \ k - 2 p / _ -.j-2q n„k*j / ,\ni+p+q S l i a a i Q ] (2x)"-(2y)"-"(2z)- 'r"s ' t ' (-l)-
_ V ^ x * X^ x ' ^ ^n+k+j-m-p-q 
n,k,j=0 m=0 p=0 q=0 
" UJ 
m!p!q!(n-2m)!(k-2p)!(j-2q)! 
Thus, they obtained 
Pn.k.j('^'y'Z) = ^ 
.2J LULl 
+k+j-m-p-q 
(2x)"-""(2y)'-"'(2zy-''' 
m=0 p=0 q=0 m!p!q!(n-2m)!(k-2p)!(j-2q)! 
(4.3.2) 
From which it follows that P„^ j (x,y,z) is a polynomial in three variables x, y 
and z of degree precisely n in x, k in y and j in z. Thus P^ ,^  j(x,y,z) is a 
polynomial in three variables x, y and z of degree n+k+j. Equation (4.3.2) also 
yields. 
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2 n+k+j X y z' 
Where 11 is a polynomial in three variables x, y and z of degree n + k + j - 3. 
In (4.3.1), replacing x by -xand r by -r , the left member does not change. 
Hence 
K,,{-x,y,z) = {-iyK,,{x,y,z) (4.3.4) 
Similarly by replacing y by -yand s by -s in (4.3.1), one can obtain 
P„.k.j(x,-y,z) = (-l) 'P,, ,(x,y,z) (4.3.5) 
And by replacing z by -z and t by - t in (4.3.1) one gets 
P„,k,(x,y,-z) = (-iyP,, ,(x,y,z) (4.3.6) 
So that P„ 1^  ^(x,y,-z) is an odd function of x for n odd, an even fimction of x 
for n even. Similarly P„ j^  j(x,y,-z) is an odd fimction of y for k odd, an even 
fimction of y for k even, an odd fimction of z for j odd and an even fimction of 
2 for j even. 
Similarly, replacing x by - x , y by -y , z by - z , r by - r , s by -s and t by -t 
in (4.3.1), they obtained 
P„.k, (-x,-y,-z) = (-1)"*'^ ^ P„.,.^  (x,y,z) (4.3.7) 
Putting s = t = 0 in (4.3.1), one can get 
Pn.o.o(x,y,z) = P„(x) (4.3.8) 
108 
where Pn(x) is the well known Legendre polynomial. Similarly by putting 
r = t = 0 in (4.3.1), one gets 
Po,k,o(X'y'Z)=Pk(y) 
And by putting r = s = 0 in (4.3.1), one gets 
(4.3.9) 
(4.3.10) 
Putting t = 0 in (4.3.1), one gets 
?„,,,„ (x,y,z) = P„,,(x,y) (4.3.11) 
Which is a Legendre polynomial of two variables due to M. A. Khan and M.P. 
Singh [23] from (4.3.1) with x = y = z = 0, they obtained 
-y^ 00 CO 00 (l + r ^+s^H- t^P=2 :SZV; (o ,o ,o ) r " sV 
n=0 k=0 j=0 
But 
( ' 
_2 , „2 , t'i^y 
+ r ' + s ' + t ' r-
00 00 00 (-1) 
n+k+j j.2ng2k^2j 
'n+k+j 
n=0 k=0 j=0 n!k!j! 
Hence 
P2n+l,2k,2j ( 0 > 0 . 0 ) = 0,P2„ 2 ,„ 2j ( o , 0 , o ) = O.Pj^ j , j^^, ( o , 0 , o ) = 0 
P2n^l,2k+l,2j ( 0 , 0 , 0 ) = 0,P2„^, 2,,2j+, ( o , 0 , o ) = 0,P2„ j ^ ^ , j j , , ( o , 0 , o ) = 0 
/_i\n+k+J 1 
P2n+i.2k+i.2H (o, o, o) = 0 and P2„ 2k.2j (0,0,0) = - V ^ / n + k + j 
(4.3.12) 
n'.k'.j! 
Equation (4.3.2) yields 
^Pn.k . j (x ,y ,z ) 
^m+p+q I I 
I2 (2x)"-'-""(2y)'-"'(2z)^-"' 
~ , ^ 0 ^ ^ m!p!q!(n-l-2m)!(k-2p)!(j-2q)! 
n+k+j-m-p-q (4.3.13) 
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^ P n , l c , j ( X ' y ' Z ) 
^m+p+q O 
^n+k+ j -m-p -q 
(2x)"-""(2y)'-'-'''(2zy-''' ( 1 \ 
f S ^ ^ m!p!q!(n-2m)!(k-2p)!(j-l-2q)! 
(4.3.14) 
^ P n . k , j ( x , y , 2 ) 
vn-2m/^ \ k - 2 p / - \J-l-2q Wrilta(->)"'*'f5] (2x)"-"(2y)--(2z)' 
V ^ \ ^ \ ^ ^ ^ -^n+k+j-m-p-q 
^ 0 ^ ^ m!p!q!(n-2m)!(k-2p)!(j-l-2q)! 
(4.3.15) 
dx " 2 n + l , 2 k . 2 j V ^ ' y ' ^ ) 
^ "2n+1.2k+l,2j V ' ^ ' Y ' 2 / 
x=o,y=o,z=o n!k!j! 
" d 
Ap. 
5x 2n+l,2k+l,2j+l 
(x,y,z) 
= 0, 
x=0,y=0,z=0 
= 0, 
Jx=0,y=0,z=0 
ax 
"2n+l,2k,2j+l ( ^ ' Y ' ^ j 
^ P 2 „ . 2 k . 2 j ( X ' y ' Z ) 
^ P 2 „ , 2 k . I , 2 j ( x , y , z ) = 0, 
x=0,y=0,z=0 
^ " 2 n , 2 k , 2 j + l V ' ' ' y ' ' ^ j 
= 0 
x=0,y=0,z=0 
= 0 
x=0,y=0,z=0 
= 0 
x=0,y=0,z=0 
^ ^2n,2k+l,2j+l (x,y,z) = 0 
Jx=0,y=0,z=0 
(4.3.16) 
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=0, 
x=0,y=O,z=0 
p. "2n+l,2k+l,2j 1 ' ^ X' 2 ) =0 
x=0,y=0,2?=0 
Ip, 
ay 2n+I,2k,2j+l 
(x,y,z) =0, 
x=0,y=O,z=0 
^ R a- 2n+l,2k+l,2j+l (x,y,z) =0 
x=0,y=O,z=0 
^ P 2 n , 2 k , 2 j ( x , y ' Z ) 
ay 
=0 
x=0,y=0,2=0 
-, "2n,2k+l,2jv'^y'^) 
(-') 
n+k+j r'L\ 
v2yn+k+j 
x=0,y=O,z=0 
3^P2n,2k,2j+l(^y '^j =0 
x=0,y=0,2?0 
-N "2n,2k+l,2j+l ( ^ y ' Z ) 
n!k!j! 
=0 
x=0,y=0,z=0 
(4.3.17) 
T : P 2 n . 2 k , 2 j ( x , y , z ) 
'd_ 
dz 
= 0, 
x=0,y=0,z=O 
p. ° 2 n , 2 k + I , 2 j ( ^ ' y ' ' ^ / = 0 
Jx=0,y=0,z=0 
" 2 n , 2 k , 2 j + l ( ' ^ ' y ' ^ j 
( - ' ) ' 
n+k+j / -
V ^ / n + k + j 
^*^2n,2k+l,2j+I ( X » y ' Z ) 
•^"2n+I ,2k+l ,2 j V ' ^ ' y ' ^ / 
'^"2n+l ,2k+l ,2 j+l ( ' ^ ' y ' Z j 
x=o,y=o,z=o n!k!j! 
= 0, 
x=0,y=0,z=0 
52^2„.,,2k.2, 
= 0, 
x=0,y=0,z=0 
Ap 
^^2n+l ,2k ,2 j+ l 
(x,y,z) 
(x,y,z) 
Jx=0,y=0,z=0 
= 0 
x=0,y=O,z=O 
= 0 
x=0,y=0,z=0 
(4.3.18) 
4.3 DIFFERENTIAL RECURRENCE RELATIONS : 
From Theorem 1, it is evident that the generating relation 
00 00 00 
(l-2xr + r^-2ys + s^-2zt + t ^ f =XIZPn.k.('^'y'Z)r"sV 
n=0 k=0 j=0 
(4.4.1) 
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Implies the differential recurrence relations 
x^Pn,k,(x,y,z)-nP„,^(x,y,z) = —P„.,,,,j(x,y,z) (4.4.2) 
-3 O 
y^Pn,k.j(x,y,z)-kP„k,,(x,y,z) = —P„,.,j(x,y,z) (4.4.3) 
Z - ^ P n , l c , j ( X ' y ' Z ) - J P n . k . j ( x , y , z ) = — P „ , k . j _ , ( x , y , z ) (4.4.4) 
and 
f d d d 
X hy h z — 
5x 5y 3z 
Pn.k.j(x,y,z)-(n + k + j)P„,j(x,y,z) 
= ^ Pn-u.j(x,y>z) +—P„.k-i,j(x,y,z) +—P„.,,_,(x,y,z) 
(4.4.5) 
From (4.4.1) it follows by differentiation that 
-Vi 
00 00 00 
(l-2xr4-r^-2ys + s^-2zt + t^)"/^=XES£Pn,..(^'y'^)r"-'s^t^ 
n=0 k=0 j=0 OX 
(4.4.6) 
-K oO 00 oO (l-2xr-Hr^-2ys + s^-2zt + t^)" /^=2:EEfPn. . ( '^ 'y '^ ) r"s"V 
n=0 k=0 j=0 Cy 
(4.4.7) 
00 X X 
(l-2xr + r^-2ys + s^-2zt + t ^ f =2:2:E^Pn.. . . ( '^ 'y 'Z)r"sV 
n=0 k=0 j=0 CZ 
1-1 
(4.4.8) 
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OO 00 CO 
(x-r)( l -2xr + r^-2ys + s^-2zt + ty^=2;XZ"Pn,ko(^'y'2)r""'s''t^ 
n=0 k=0 j=0 
(4.4.9) 
3/ 00 00 00 
n_k-I^j (y-s)( l-2xr + r^-2ys + s^-2zt + t y ^ = 2 ] I I k P n , . , ( x , y , z ) r V - ' t 
n=0 k=0 j=0 
(4.4.10) 
_ 3 / 00 00 00 
72 !-I (z- t ) ( l -2xr + r^-2ys + s^-2zt + ty^=2]SZjPn.k.('^'y'Z)'-"s''t^ 
n=0 lc=0 j=0 
(4.4.11) 
Since 
1-r^-s^-t^-2r(x-r)-2s(y-s)-2t(z- t ) = l-2xr+r^-2ys+s^-2zt^-t^ 
On multiplying the left member of (4.4.6) by 1-r^, the left member of (4.4.7) 
by - s \ the left member of (4.4.8) by - t ^ the left member of (4.4.9) by -2r, 
the left member of (4.4.10) by -2s and the left member of (4.4.11) by -2t and 
add and obtained the left member of (4.4.1). In this way one can find 
OQ 00 00 'S 00 00 QO ^ 
Ei:s|''n.„(x.y.z)r-'s'f-2;ES|p...,(''.y.-)'"*''''' 
n=0 k=0 j=0 ^ X n=0 k=0 j=0 ^ vC 
00 00 00 a 00 00 00 ;5 
n=o k=o j=o c y „=o k=o j=o c^ 
-EEZfPn.k..(x,y,z)r"s-v-EES^Pn.k.(^'y.^)^"s^t-> 
00 00 00 00 00 00 
;2nP„,.^ (x,y,z) r"s4^ -2;il2kP„,,^(x,y,z) rVt^ 
n=0 k=0 j=0 n=0 k=0 j=0 
00 00 00 
-I2:S2jp„,,^(>^'y'^)rVt^ 
n=0 k=0 j=0 
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00 00 00 
n=:0 k=0 j=0 
00 00 00 
n=0 k=0 v=0 '^^ n=0 J(=0 j=0 ^ ^ 
00 OO 00 ^ 00 00 00 ^ 
-ZIZ|;P...(''.y.-)rV*V-2Sl|:P„,,(x.y.z)rW 
n=0 k=0 j=0 C y n=0 k=0 j=0 OZ 
= S Z I ( 2 n + 2k + 2j + l)P„,Jx,y,z)r"s''t^ 
n=0 k=0 j=0 
Thus, M. A. Khan and Bijan Rouhi [22] obtained another differential 
recurrence relation by equating the coefficient of r"s''t^ 
(2n + 2k + 2j + l)P„,,^(x,y,z) = £p„,,,,,j(x,y,z)--£p„.,,j(x,y,z) 
-^Pn,k-.o(x,y,z)-^P„,k,-,(>^'y'Z) (4.4.12) 
Similarly, one gets 
(2n+2k + 2j + l)P„,_^(x,y,z) = -£p„_„^(x,y,z)+|-P„.,,,,^(x,y,z) 
-;^Pn,k-.,(x,y,z)-£p„.k,H(X'y'Z) (4.4.13) 
(2n + 2k + 2j + l)P„,.^(x,y,z) = -£p„_,,,^(x,y,z)-|-P„,,,Xx,y.z) 
+^PnXj..(X'y'Z)-;£Pn,k.H(^'y'Z) (4.4.14) 
Adding (4.4.12) successively to (4.4.2), (4.4.3), (4.4.4) and (4.4.5), one gets 
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x|^P„.k,(x,y,z) = |^P„, , , , (x,y,z)- —P„,,_„(x,y,z) 
-;^Pn,.,H(^'y'^)-(n + 2k + 2j + l)P„,,,^(x,y,z) (4.4.15) 
y^P„,k.j(>^'y'Z) = —P„.u,(x,y,z)-—P„_,,,,(x,y,z) 
-^P„,K,H('^'y'^)-(2n + k + 2k + l)P„.,,^(x,y,z) (4.4.16) 
^ fs ^ 
z;^Pn.k.j(x,y,z) = —P„,,k,j(x,y,z)-—P„.,,,,(x,y,z) 
ay 
^ d d d 
x— + y— + z— 5x 5y 5zj Pn,k.j(x,y,z) 
= |^Pn...k.j(x,y,z)-(n + k + j + l)P„,,,^(x,y,z) (4.4.18) 
Adding (4.4.13) successively to (4.4.2), (4.4.3), (4.4.4) and (4.4.5), one gets 
o a -3 
'^^Pn.k.j(x,y,z) = —P„,„j(x,y,z)-—P„,_,j(x,y,z) 
dz 
P„.,,.,(x,y,z)-(n + 2k + 2j + l)P„,,,(x,y,z) (4.4.19) 
f) r) r) 
y^Pn.k,j(X'y.z)=-T;Pn.k.i,j(x,y,z)-—P„_,,k,j(x,y,z) 
-;^Pn.k.H (x. y, z) - (2n + k + 2k +1) P„ ,,^  (x, y, z) (4.4.20) 
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^ ^ ^ 
-|-Pn,k-.,j('^'y'Z)-(2n + 2k + j + l)P„,,,Xx,y,z) (4.4.21) 
dy 
d d d 
X — + y— + z— 5x 5y dz Pn.k,j(x,y,z) 
= ^Pn,ic.,,(x,y,z)-(n + k + j + l)P„,,Jx,y,z) (4.4.22) 
Adding (4.4.19) successively to (4.4.2), (4.4.3), (4.4.4) and (4.4.5), one can 
obtain 
rs a a 
'^^Pn.k.j(x,y,z) = —P„,j^,(x,y,z)-—P„,.,j(x,y,z) 
-;^P„,k,H(x,y,z)-(n + 2k + 2j + l)P„,Xx,y,z) (4.4.23) 
r) r) r) 
yT;Pn,k.j(x,y,z)=—p„_k.H(x,y,z)-—p„_,,k,j(x,y,z) 
-;^Pn.k.H('''y'Z)-(2n + k + 2j + l)P„,,,j(x,y,z) (4.4.24) 
'J *> ^ 
2 ^  Pn,k.j C'^ ' y' ^ ) = ^  Pn,k.H (x, y, z) -—P„_,,k,j (x, y, z) 
-^Pn.k-,.j(x,y,z)-(2n + 2k + j + l)P„,^.,(x,y,z) (4.4.25) 
r d d d ^ 
x— + y— + z— 
y dx dy dz Pn,k,j(x,y,z) 
:—P„,,,j„(x,y,z)-(n + k + j + l)P„,j(x,y,z) (4.4.26) 
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Shifting the index from n to n -1 in (4.4.15) and using (4.4.2), one obtains 
PI r) 
(x'-l)—P„,,,j(x,y,z) = nxP„,Jx,y,z)-—P„_,,.,^(x,y,z) 
-£Pn-u.- , (x, y, z) - (n + 2k + 2 j)P„_,,,,^  (x, y, z) (4.4.27) 
Similarly, shifting the index from k to k -1 in (4.4.20) and using (4.4.3), one 
gets 
(y'-l)^Pn,k.j(x,y,z) = kyP„,j(x,y,z)-—P„_,,_,Jx,y,z) 
-^Pn..-i,H(^'y'Z)-(2n + k + 2j)P„,.,,^(x,y,z) (4.4.28) 
And shifting the index from j to j - 1 in (4.4.25) and using (4.4.4), one obtains 
(z'-l)^P„,k.j(x,y,z) = jzP„,j(x,y,z)-—P„.,,^_,(x,y,z) 
~K^-iH (x, y, z) - (2n + 2k + j) P„, J., (x, y, z) (4.4.29) 
Adding (4.4.27), (4.4.28) and (4.4.29), one gets 
= (nx + ky + j z )P„ , j (x ,y , z ) - | £ + ^lp„_,,. ,j(x,y,z) 
- (n + 2k + 2j)P„_,_,,j(x,y,z)-(2n + k + 2j)P„_,_,,j(x,y,z) 
-(2n + 2k + j)P„,^.,(x,y,z) (4.4.30) 
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4.5 PARTIAL DIFFERENTIAL EQUATIONS OF 
Pn .k j (x ,y , z ) : 
From (4.4.2), (4.4.3) and (4.4.4), one can obtain 
^Pn-i.k.j(x,y,z) = x—P„,j(x,y,z)-nP„,j(x,y,z) 
^Pn-i.k.j(x>y,z) = x^P„. , , (x ,y ,2)- ( l -n)—P„. ,Jx ,y ,z) 
(4.5.1) 
^Pn,k-i.j(x,y,z) = y—P„k,j(x,y,z)-kP„,j(x,y,z) 
^Pn.k-i.j(x,y,z) = y^P„.,,j(x,y,z) + (l-k)—P„,,j(x,y,z) 
(4.5.2) 
^Pn,k.H i^' y ' Z) = ^^Pn,k,j (X, y, Z) - jP„,k.j (X, y, Z) 
^2 o2 p 
^Pn,k,H('^'y'2) = z^P„.k,j(x,y,z) + (l-j)—P„,,,(x,y,z) 
(4.5.3) 
Shifting the index from n to (n - l ) in (4.4.15), from k to k - 1 in (4.4.20) and 
from j to j - 1 in (4.4.25), one gets 
a P r) 
X—Pn-,.k,j(x,y,z) = —P„,j(x,y,z)-—P„_,,.,j(x,y,z) 
o2 
Pn-i,k.j-. (x, y, z) - (n + 2k + 2 j) P„_,, ^ (x, y, z) (4.5.4) 
dz 
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r) P) r\ 
yT;Pn.k-i.j(x,y,z) = —P„_,_j(x,y,z)-—P„_,,.,j(x,y,z) 
-£rP„,,_,,H(x,y,z)-(2n + k + 2j)P„,_,^(x,y,z) (4.5.5) 
a r^ r^ 
z-^Pn,k.j-i(x,y,z) = —P„.k,j(x,y,z)-—P„_,,j_,(x,y,z) 
•Pn,k-.,H('^'y'2)-(2n + 2k + j)P„,,_j_,(x,y,z) (4.5.6) 
Differentiating (4.5.4) partially with respect to x, (4.5.5) with respect to y and 
(4.5.6) with respect to z, one gets 
pil r\2 p\2 
:Pn-u.H(^'y'Z)-(n + 2k + 2j + l)—P„.,,j(x,y,z) 
5xaz "-'•"•^ -'^  ^ ^ ^ " ^ax 
(4.5.7) 
y^Pn.k-.o(^'y'Z)=^P„,k,j(x,y,z)-—P„_,,,_,,j(x,y,z) 
•Pn.k-i,H(x,y,z)-(2n + k + 2j + l)—P„,_,j(x,y,z) 
(4.5.8) 
a2 ^2 ^2 
z-^Pn.k,H(X'y'Z) = -^P„,k,j(x,y,z)-^^P„.,_,,_,(x,y,z) 
: P„.k-i,-i (x, y, z) - (2n + 2k + j +1)—Pn.k,-i (x, y, z) 
(4.5.9) 
Using (4.5.1) in (4.5.7), (4.5.2) in (4.5.8) and (4.5.3) in (4.5.9), one can obtain 
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a ' , X . . . . .X 5 (l-x')^P„,j(x,y,z)-2(k+j+l)x-P„,,Jx,y,z)+n(n + 2k+2j+l)P„,,,j(x,y,z) 
^':Pn-u-u(x,y,z)-^P„_u,H(x,y,z) = o (4.5.io) 
•3. ^ n-i,K-i,j V ' • ' ' / o . o 
oxoy oxoz 
(l-y^)^P„,,Xx,y,z)-2(n+j+l)y^P„,,.Xx,y,z)+k(2n+k+2j + l)P„,,,(x,y,z) 
^ ' -P„-u- . . (x ,y ,z) -^P„, . , , . , (x ,y ,z) = 0 (4.5.11) 
dydx ' ' 5y5z 
(l-z')^Pn,k,(^'y'Z)-2(n+k+l)z-P„,,(x,y,z)+j(2n+2k+j+l)P„,,(x,y,z) 
^ •P„-u,H(x,y,z)-^P„.,_„_,(x,y,z) = 0 (4.5.12) 
5x5z "' ' '•''' fe5y 
Adding (4.5.10) and (4.5.11) and subtracting (4.5.12) from this sum, one gets 
-2{(k + J + l ) x ^ + (n + j + l ) y ^ - ( n + j4-l)zA|p^^^(x,y,z) 
+{n(n + 2k + 2j + l) + k(2n + k + 2j + l)-j(2n + 2k + j + l)}P„,^j(x,y,z) 
= 2~;P„-u- , , (x ,y,z) (4.5.13) 
Adding (4.5.10) and (4.5.12) and subtracting (4.5.11) from this sum, one can 
drive 
{(>-^)i-CV)J.(l-z=)J)p...(x,y.) 
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-2 | (k + j + l ) x | - - ( n + j + l ) y | - + (n + k + l)zA|p_^^^(x,y,z) 
+{n(n + 2k + 2j + l)-k(2n + k + 2j + l) + j(2n + 2k + j + l)}P„k,j(x,y,z) 
= 2^P„. , , , ,H(x,y,z) (4.5.14) 
Similarly, adding (4.5.11) and (4.5.12) and subtracting (4.5.10) from this sum, 
one can obtain 
- 2 | - ( k + j + l ) x A + (n + j + l ) y | . + (n + k + l)zA|p^^^(x,y,z) 
+{-n(n + 2k + 2j + l) + k(2n + k + 2j + l) + j(2n + 2k + j + l)}P„;^j(x,y,z) 
oyoz 
Now differentiating (4.4.3) partially w.r.t. 'x' and multiplying by x, one gets 
(4.5.16) 
Shifting the index from k to k -1 in (4.4.2), one gets 
X—Pn.k-,,j (x,y,z) -nP„.,_„ (x, y,z) = —{K-IM-U i^^y'^)] (4.5.17) 
Substituting the value of x—P„^ i,(x,y,z) from (4.5.17) into (4.5.16) and 
ox ' 
using (4.4.2), one can obtain 
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= ^ | < , k - i , j ( x , y , z ) + — P n - , , k - i , j ( X ' y ' Z ) | 
= n-nP„,,_,,Xx,y,z)+—P„.,,_,,Xx,y,z) 
= n|y|;P„.,,j(x,y,z)-ld>„,,j(x,y,z)| + y^P„_,,, . , ,j(x,y,z) 
Thus M. A. Khan and Bijan Rauhi [22] obtained 
Similarly, one can obtain 
xz jx—+nz— 
I 5x5z l^  dx. dzj 
+nj[Pn,k,j(x,y,z)=—P„_,,k,H(x,y,z) 
(4.5.19) 
and 
i^ l^ -fj^ '^^ C^ '?""^ '^'"''^ ^^ '^ "-"'-^ -'^ '''''^  
(4.5.20) 
From (4.5.13) and (4.5.18), one gets 
{(^-^)S^(^-^)$--4-(^-")^K*-'^' 
-2 0 + 1) ^ d d^ X— + y— dx dy - (n + k + l)z—|.P„,j(x,y,z) 
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•{(n + k)(n + k + 2j + l)-j(2n + 2k + j + l)}P„,j(x,y,z)=0 (4.5.21) 
Similarly, from (4.5.14) and (4.5.19), one gets 
\(^-^')&<^-^')^-^-&{^-y')&W:i^y-) 
'ax^ V 
and 
+ {(n + j)(n + 2k + j + l)-j(2n + k + 2j + l)}P„,j(x,'y,z) = 0 (4.5.22) 
{('-^)jH'-^)S->^^-(>-1^}p.,.(-y-) 
- 2 ( n + I) ' d a ' y hz— 
dy dz 
-(k + J + l)x—[P,,,(x,y,z) 
+ {(k + j)(2n + k + j + l ) -n(n + 2k + 2j + l)}P„,j(x,y,z) = 0 (4.5.23) 
Here (4.5.21), (4.5.22) and (4.5.23) are partial differential equations satisfied 
by P„.k.J(x,y,z)• 
4.6 ADDITIONAL TRIPLE GENERATING FUNCTIONS : 
( \~y l-2xr + r^-2ys + s^-2zt + t^j ' to define a 
polynomial P„^j(x,y,z) in three variables x, y and z analogous to Legendre 
polynomials P„ (x) in a single variable x can be expanded in powers of r, s and 
t in new ways, thus yielding additional results. 
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For instance 
00 oo 00 
I S Z P n . . . ( x , y , z ) r " s V = ( l - 2 x r + r^-2ys + s^-2zt + t^) -Yi 
n=0 k=0 j=0 
= r(l-xr-ys-zt)^-r^(x^-l)-s^(y^-l)-t^(z^-l)-2xyrs-2xzrt-2yzst]' 
: (l - XT - ys - zt) 1 -
= (x^-l) s^(y^-l) t^(z^-l) 
( l -xr-ys-zt) ( l -xr-ys-zt) ( l -xr-ys-zt) 
2xyrs 2xzrt 2yzst 
( l -xr-ys-zt ) ( l -xr-ys-zt) ( l -xr-ys-zt) 
00 00 CO 00 00 00 
. V ^ \ ^ ' \ ~ ' X"' \ ^ \ ^ V •^>'m+p+q+u+v+w 
m=0 p=0 q=0 u=0 v=0 w=0 
11 r^"'(x^-lfs^P(y^-lft^' '(z^-l)' ' 
m!p!q!u!v!w! 
(2xyrs)"(2xzrt)'(2yzst)'' 
0 .\2m+2p+2q+2u+2v+2w -xr-ys-z t ) 
C O O O O O 0 0 O O O O O O O O O O l 
n=0 k=0 j=0 m=0 p=0 q=0 u=0 v=0 w=0 
(1 + 2m + 2p + 2q + 2u + 2v + 2w) 
n+k+j 
'm+p+q+u+v+w 
n!k!j!m!p!q!u!v!w! 
^ u + v + w n+u+v k+u+w j+v+w n+2m+u+v k+2p+u+Wxj+2q+v+w/' 2 _ l \ ' " / ^ 2 _\^Iy"^ _ l V 
[ 2 I V /n+k+2m+2p+: 
>'m+D+q+=+u+v+w 
2q+2u+2v+2w 
1, n'kM'm'D'a'u'v'w'Cl'i 
n,k,j,m,n,p,u,v,w " • R . . J . i i i - p . 4 . " • v . w •V,^^2m+2p+ 2m+2p+2q+2u+2v+2w 
^u+v+w n+u+v l<+u+w j+v+w n+2m+u+v k+2[>+u+w>.j+2q+v+w / 2 _ l \ ' " / ^ _ 1 ^ ' ' / y 2 _ i \ ' ' 
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00 00 00 [ i ] [ t ] I i j min(n,k)min(n,j)min(k,j) h" ) r ' ' s ' ' t ^ 
^EZISES I S I J—"— 
n=0k=Oj=0m=0p=0q=0 u=0 v=0 w=0 i^ Jm+p^q+„„+^ 
^ n - 2 Y - 2 p ^ , - 2 , ( ^ 2 _ ^ | - " ( y 2 _ ^ | P ^ ^ 2 . ^ ) ' ' 
2^'"^^'^^''^"*'^"'m!p!q!u!v!w!(n-u-v-w-2m)!(k-u-w-2p)!(j-v-w-2q)! 
Equating the coefficient of r"s''t^, we get 
[ f ] [2] I i j niin(n.k)inin(n,j)min(k.j) (jy^]^+ \\\ 
Pn.k.j(x,y,z) = 2 ^ 2 j 2 j Z-i Z^ 1^ mlnlfiliilvlwl 
m=0p=0q=0 u=0 v=0 w=0 m ! p ! q ! U ! V ! W ! 
(x^-l)'"(y^-l)''(2^-lfx"-^Y-^''z^-^'' 
22nH2p.2q+u.v^w^j^^^^^^^^^^j^_^_y_2in)!(k-u-w-2p)!(j-v-w-2q)! 
(4.6.1) 
By employing (4.6.1) one can discover a new triple generating function for 
n^.k.j (x,y,z). Consider, for arbitrary c, the triple sum 
00 00 00 (c) r"s''tJ[i][ilm"''£(iL-'')'"'i;(n'j)™n(!'-j) Cn + k+iV 
^oiifi (n + k + j)! ^ 0 ^ ^ ;S ^ ; ^ m!p!q!u!v!w! 
^n-2 Y-2p^j-2q ^^2 _l)'"(y2 _l)^ (^2 _^J 
2' '" '" '""^^^^(0™._w(n-^-v-2m)!(k-u-w-2p)!(j-v-w-2q)! 
O D o o o o o o o o o o a O a o o o ( C | 
V /n+k+J-t-2ni+2p+2q+2u+2v+2w 
„=ok=oj=o£5^^;!i^;^ n!k!j!m!p!q!u!v!w! 
n+2m+u+v k+2pi-u+w.j+2q+v+w n+v+w^+u+w j+v+w/ 2 _ | \ ' " / 2 _ j \ P / 2 _ j \ ' ' 
'^ 2im-2fH-2q+u+v+w /•t\ 
\ /m+tmi+u+v+w 
= V V V y ^ Y ' Y ' ^^^2m+2p+2q+2m-2v+2wV^ ^ j i y V j ^ ^ j 
A^ Z^ Z.^ iL^ JLJ Z^ /.\ /-.\2m-i'2p-f2q+u+v-('W 
m=0 p=0 q=0 u=0 v=0 w=0 I 1) I Z I 
"^  ^ V /m+p+q+u+v+w V / 
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(xy)" (xz)" (yz)" r^ -"^ "-Vs^ .>^ "-"'t^ '^ ----
m!p!q!u!v!w! 
00 00 CO 
n / \ k / ^ , \ j (c+2m+2p+2q+2u+2v+2w) ^^^.(xr)"(ys) (zt) 
n=0 k=0 j=0 n!k!j! 
00 00 CO CO 00 00 w 2m+2p+2q+2u+2v+2w (x '- l)"(y^-l) ' (z^-lf(xyr«(>.) 
m=0 p=0 q=0 u=0 v=0 w=0 
/_\2in+2p+2q+u+v+w /- \ 
V / V / m+p+q+u+v+w 
2m+u+v 2p+u+W|2q+v+w 
m!p!q!u!v!w! 
(l-xr-ys-zt) -c-2m-2p-2q-2u-2v-2w 
CO 00 00 CO V /n 
c+1 
(o 00 V / m+p+q+u+v+w 1 'y 
^m+p+q+u+v+w 
„=op=oq^ u=ov=ow=o {l)^^^„^^^^m!p!q!u!v!w! 
x-^  
(x'-l)r' 1"[ (/-I) 
( l -xr-ys-zt) ( l -xr-ys-zt) 
p 
> -; 
(z^-l), 
( l -xr-ys-zt) 
x-< 
2xy 2xz 
( l -xr-ys-zt) J I ( l -xr-ys-zt) 
2yz 
( l-xr-ys-zt) 
= (l-xr-ys-zt) ' ' 'F' ,(6) 
c c + 1 
2' 2 
-; (xM)r^ 
1 ••_•_•_•_•_• (l ~ xr - ys - zt) 
(y^-l)s^ (z^-l)t^ 2xy 
( l -xr-ys-zt) ' ( l -xr-ys-zt)^ ' ( l -xr-ys-zt)^ ' 
2xz 2yz 
( l -xr-ys-z t ) ( l -xr-ys-zt) 
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where F^ *^ = [u,v,w,x,y,z] is a multiple hypergeometric function of six 
variables. 
Thus, M. A. Khan and Bijan Rouhi [22] discovered a family of multiple 
generating functions in terms multiple hypergeometric function of six 
variables. 
( l - x r - y s - z t ) ^F' (6) 
c c + 1 
2' 2 
(x^- l> 
J.._._._._._. (l - xr - ys - zt) 
(y^-l)s^ (z^-l)t^ 2xy 
( l -xr-ys-zt) ( l -xr-ys-zt) ( l -xr-ys-zt) 
2xz 2yz 
( l -xr-ys-zt ) ( l -xr-ys-zt) 
hhf^ (n + k + j)! (4.6.2) 
In which c may be any complex member. If c is unity (4.6.2) degenerates into 
the generating relation used to define P„ ^ ^ (x, y, z). 
Let us now return to (4.6.1) and consider the triple sum 
yyyPn.k.j(x,y,z)r°s'-t^ 
1 ( ^ 1 ^ ^ (n + k + j)! 
«>_ Li] LUid™"K'')™"("-j)niin(k,j) /x^- l ) (y^—1) (z^-1) CO CO 
t^  
n=0 k=0 j=0 m=0 p=0 q=0 u=0 v=0 w=0 I Z ) 2m+2p+2q+u+v+w (0 m+p+q+u+v+w 
^n-2myk-2p2j-2qj.ngk^j 
m!p!q!u!v!w!(n-2m-u-v)!(k-2p-u-w)!(j-2q-v-w)! 
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00 00 00 00 00 00 (x^-ir(y'-ir(^'-'r(xyrsr(zxr.)-
Aa Z-t ^ A^ L—i Lu /«\2m+2p+2q+u+v+w /--, 
m=0 p=0 q=0 u=0 v=0 w=0 \l) 111 
v ^ \ > \ /m+p+q+u+v+w 
(zst)VVPt^ ^ ^ ^ ( x r ) " { > s ^ 
m!p!q!u!v!w! i ^ l ^ ^ n!k!j! 
00 00 00 00 00 GO 
= e-'»"2:SZIZI-T fl^^^^t^:^ m!p!q!u!v!w!(l) 
m+p+q+u+v+w 
^(x^-1) 
' s ' 
x-^  
(y^-i) 
4 
q 
fxyrs]" fxzrt]" fx/st]*" 
_ gXr+yst+ztp(6) 
1:: 
-;r^(x^-l).s^(y^-l) 
-; 4 4 ^ 
(^ ~^j xyrs x2Tt yzst 
"1 ' ^ ' ~ ' ^ (4.6.3) 
4.7 SIX VARIABLE MULTIPLE HYPERGEOMETRIC FORM 
OFP„,k,(x ,y ,z) : 
Returning once more to the original definition of \y^ (x, y,z); 
00 00 GO 
(l-2xr + r2-2ys + s^-2zt + t^)"^^=XESPn,k.j(x,y,z)r"sV (4.7.1) 
n=0 k=0 j=0 
This time M. A. Khan and Bijan Rouhi [22] noted that 
( l-2xr + r ' -2ys + s ' -2zt + t')"^ 
= [(l-r-s-t)'2r(x-l)-2s(y-l)-2t(z-l)-2rs-2rt-2stj^ 
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= ( l - r - s - t ) - ^ 2r(x-l) 2s(y-l) 2t(z-l) (1 - r - s - t ) ' ( 1 - r - s - t ) ' ( 1 - r - s - t ) ' 
2rs 2rt 2st 
( 1 - r - s - t ) ' ( 1 - r - s - t ) ' ( 1 - r - s - t ) ' 
% 
which permits them to write 
CO 00 00 
n=0 k=0 j=0 
00 00 00 00 CO 00 
m=0 p=0 q=0 u=0 v=0 w=0 
<^m+p+q+u i] (x-l)"'(y-l)''(z-l)''r'""""V^"'"t q m+u+v p+u+Wj.q+v+w m+p+q+u+v+w 
m ! p ! q ! u ! v ! w ! ( l - r - s - t ) 2m+2p+2q+2u+2v+2w+l 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
n=0 k=0 j=0 m=0 p=0 q=0 u=0 v=0 w=0 
)m+p+q+u+v+ wfl (x-ir(y-ir(z-ir 
m+p+q+u+v+w 
n!k!j!m!p!q!u!v!w! 
(1) 2ni+2p+2q+2u+2v+2w+n+j+j n+m+u+v k+p+u+W|j+q+v+w 
(1) 2ni+2p+2q+2u+2v+2w 
iin(n,k) min(n,j) min(k,j 
E E S 
) m+p+q+u+v+w (II m+p+q+u+v+w 00 00 CO n k J m i yyyyyy 
n=ok=oj=om=o^^ ^ ^ ^ n!k!j!m!p!q!u!v!w! 
(x-ir(y-ir(z-ir(i)„ 
+k+j+ra+p+q rW 
(n-m-u-v)!(k-p-u-w)!(j-q-v-w)!(l)^^^^p^^^^^„^^^^^^ 
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00 00 00 
^^ -^|^ -^^ ^^^""g^^KlW..p..(^ -0"'(y-0'(^ -lr 
l ^ t ^ l ^ ^ ^ ^ ^ ^ : ^ 2'"^'-''*"^^^"'m!p!q!u!v!w! 
r"s4J 
( l W , . u . v . w ( " - i " - " - ^ ) ' - ( k - p - " - w ) ! ( j - q - v - w ) ! 
00 00 00 „ _ ^ , _ " JL, J ™2iil,'''^ ™ '^J'™ '^J'(n + k + j)!('l + n + k + j) szszzz z z s m+p+q 
n=ok=o7om=op=oq=o i ^ v=o w:^  n!k!j!m!p!q!u!v!w! 
V /m+u+v \ /p+u+w V J/q+v+w V / V ^' \ / 
'm+p+q+u+v+w 
/^ m+p+q+u+v+w / i \ 
Therefore, M. A. Khan and Bijan Rauhi [22] obtained 
. . (n + k + j) 
"•""•'^ ^ n!k!j! 
XF(^) 
- : : - : - : -n ; -k; - j ; l + n + k + j ; 
1 : : - : - : .. 
1-x 1-y 1-z _[ J_ J_ 
2 ' 2 ' 2 ' 2 ' 2 ' 2 
Since P„_,j(-x,-y,-z) = (- l)" '^ 'P„^j(x,y,z) , it follows from (4.7.2) that 
also 
P-. , (x,y,z) = -5^^^ 5^  i ^ 
"•'•^ ^ ^ n!k!j! 
XF(^) - : : - : - : - n ; - k ; - j ; l +n + k + j ; -
1 + x 1 + y 1 + z l_ ]_ 1 
2 ' 2 ' ^ ' 2 ' 2 ' 2 (4.7.3) 
By considering (4.3.2), again 
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ifi vn-2m / _ \ k - 2 p / _ \j-2v r j l m m ( - l ) 2 " * ' * ' l i J ( 2 x r " ( 2 y r ' ( 2 z ) ' 
T) ( \ _ \ ^ \ ^ \ ^ V ^n+k+j-m-p-q 
n.k.A'^ 'y'^ J = 2 . 2 . 2 - m!p!q!(n-2m)!(k-2p)!(j-2q)! 
one may write 
Pn.k.j(^'y 'Z) = 
(-2)' n+k+j r^\ 
v^A+k-f 
x"y'zJ 
n!k!j! 
L2J LULlJ y'2)X 2 I 
r-k+n 
V ^ ; AU 
-j+r 
m=0 p=0 q=0 
- n - k - j m!p!q!x''"y'''z''' 
'm+p+q 
or in terms of triple hypergeometric function, they have 
Pn,k,j(x.y'Z) = -
2n.k+j r i " ! ^nyk^j 
n!k!j! 
<F«*) 
_n. _n. J_ __k _ k j _ 
2 ' 2 ' ^ 2 ' 2 ' 2 ' ^ 2 ' 
•n = k = j : 
J_ _L JL 
2 ' 2 ' 2 
X y z 
(4.7.4) 
4-8 A SPECIAL PROPERTY OF P„ kj (x , y, z ) : 
Returning to the original definition of P„ ^ j (x, y, z) and for convenience. 
Yi Use p = (l-2xr + r^-2ys + s^-2zt + t^ ) ' M. A. Khan and Bijan Rouhi 
[22] noted that 
00 00 00 
ZZZPn,k. j (X 'y 'Z)=p 
n=0 k=0 j=0 
-1 (4.8.1) 
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x - r , y - s , z - t , u . V In (4.8.1), replacing x by , y by , z by , r by - , s by - and t 
P P P P P 
w by — one gets 
P 
00 CO 00 
n=0 k=0 j=0 
'^ x-r y-s z-t^ 
? 5 
p p p ; 
p - n - k - j ^ n ^ k ^ j 
2(x-r )u u' 2(y-s) v^  2 (z - t ) w^' 
^2 "*" „2 „2 ^2 ^2 „2 
P P P P P P . 
-yi 
= p[p^-2(x- r )u + u^-2(y-s )v + v^ -2 (z - t )w + w^] 2r>^ 
By writing, 
00 00 00 
2-,2j2-^n,k.j 
n=0 k=0 j=0 
X-r y - s z - t 1 .„.k.. n y , 
'p u^ Vw^ ? J 
V p P P 
= [l - 2xr + r^  - 2ys + s^  - 2zt +1^ - 2xu + 2ru + u^  - 2yv + 2sv + v^  
-2zw + 2tw + w^  
= ri-2x(r + u) + (r + u)^-2y(s + v)+(s + v)^-2z(t + w)+(t + wM -X 
which by (4.8.1) yields. 
" " " ^ x - r y - s z - t ^ 
2-f2-i2^^n,k,j 
n=0 k=0 j=0 
9 5 
V P P P 
p—k-J-'u-vVJ 
00 00 00 
Z Z Z l ' . , . . ( " u ) " ( s + v)"(t + w)' 
n=0 k=0 j=0 
^ ^ « n ^^n!k!j!P„,j(x,y,z)r'"sPtV-V-Pw^-'' 
hhh^ohh m!p!q!(n-m)!(k-p)!(j-q)! 
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^{^^t^^^ m!p!q!n!k!j! 
Equating the coefficient of n"v''w^ in the above, they found that 
-n-k-j- l 
-n-K-j - .p x-r y-s z-t 
> 5 
V P P P 
CO 00 CO 
n=Ok=0 j=0 
(n+m)!(k+p)!(j+q)!P„,^,^,^(x,y,2)r-s''t'' 
m!p!q!n!k!j! (4.8.2) 
In which 
p = ( l-2xr + r^-2ys + s^-2zt + t^) y2 
49 MORE GENERATING FUNCTION : 
As an example of the use of (4.8.2), M. A. Khan and Bijan Rouhi [22] 
apphed (4.8.2) to the generating relation 
fys+2tp(6) - ; r^(x ' - l ) 
s (y ~V t^(z^~l) xyrs xzrt yzst 
4 ' 4 ' , » ' / » ' 2 2 2 
00 CO 00 
n=0 k=0 j=0 
n „ k . j P..k.;(x,y,z)r"s'-t 
(n + k + j)! (4.9.1) 
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x~r v~s z — t —ru In (4.9.1), we replacing x by , y by , z by , r by , s 
P P P P 
by and t by and each number by p~' where 
Yi p = (l-2xr + r^-2ys + s^-2zt + t^ ) ' , they obtained 
p~'exp 
ru(x-r) + sv(y-s) + tw(z-t) 
;f{«) 
r V ( x ^ - l + 2ys-s^+2zt-t^) s V ( y ^ - l + 2xr-r^+2zt-t^) 
4p^  4p^  
t V ( z ' - l + 2ys - s '+2z t - t ' ) uvrs(x-r)(y-s) 
V ' V 
uwrt(x-r)(z-t) vwst(y-s)(z-t) 
2p^  2p^  
CO 00 00 (-l)"'*'p-"-'-'-'p..., x - r y - s z - t 
^ P ' P ' P ; 
r"u"s'v''tJwJ 
n=0 k=0 j=0 (n + k + j)! 
00 00 00 00 00 00 
n=0 k=0 j=0 m=0 p=0 tf=0 
(-1)" ^^  (n+m)!(k+p)!(j + q ) ! r ' ^ W t ^ V ^ 
n!k!j!m!p!q!(m+p+q)! •^n-Hii,|Hp,j+<j, ,,(x,y,z) 
_ - ^ n ^ J (-l)'^'^-'^n!k!j!u"V-Pw^r"s4J , . 
~;^;^^(n-m)!(k-p)!(j-q)!m!p!q!(m+p+q)!"-^^^'^^'^^ 
_ , ^ ^ ^ ^ (-1)"^ n!k!j!uVw^r"sW„ ,_j (x,y,2) 
:^t5^;^^m!p!q!(n-m)!(k-p)!(j-q)!(m^ 
134 
,/ ,1 ,1 ,/ ./ . 
n=0 k=0 j=0 m=0 p=0 q=0 
n , ^ ^ ( ^ ) J ^ ) ^ ( - j ) , P n , , ( x , y , z ) u V w ^ r " s V 
m!p!q!(m+p+q)! 
CO 00 00 
n=0 k=0 j=0 
•(3) :: : : - - : — n : - - k ; - - j ; 
u,v,w 
P„.kj(x,y,z)r"s''tJ (4.9.2) 
Where F^  ^ (u,v,w) is a triple hypergeometric function. This gives a bilinear 
triple generating function. 
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CHAPTER - V 
ON A NEW CLASS OF 
POLYNOMIALS SET SUGGESTED 
BYLEGENDRE POL YNOMIALS 
CHAPTER - V 
ON A NEW CLASS OF POLYNOMIAL SET 
SUGGESTED BY LEGENDRE POLYNOMIALS 
5.1 INTRODUCTION: 
The present chapter is a study of a new class of polynomials R„ (x) 
suggested by Legendre polynomials ?„ (x) and defined by means of generating 
function of the form G(3x^t-3xt^+t^) for the choice G(u) = (l-u)"'^. The 
chapter contains some interesting results in the form of recurrence relations 
generating functions and doubly hypergeometric forms 
The Legendre polynomials P„ (x) and Hermite polynomials H„ (x) are 
respectively defined by 
(l-2xt + t^) = |;P„(x)t" (5.1.1) 
n=0 
and e^«-'= y SiWll (5 12) 
fo n! 
A careful inspection of (5.1.1) and (5.1.2) reveals the fact that L.H.S. of 
(5.1.1) is (1 - u)"^ and that of (5.1.2) is e" where u = 2xt - 1 ^ and this 2xt - 1 ^ 
\2 2 is a part of ( x - t ) =x^-2xt + t^  by deleting x^  and putting the remainder 
136 
-2xt +1^ = -u so that u = 2xt - 1 ^ . In an attempt to extend this idea M. A. 
Khan and G. S. Abu Khammash [20] considered the following expansion: 
( x - t ) ^ = x ' - 3 x ' t + 3xt'-t^ (5.1.3) 
Then by deleting x^  term of the R.H.S. of (5.1.3) and putting the 
remainder -3x^t + 3xt^  - 1 ^ = -u , they considered the two sets of polynomials 
generated by e" and (1-u) '^ . In M. A. Khan and G. S. Abu Khammash [19] 
studied a new class of polynomials K„(x) suggested by the Hermite 
polynomials H^ (x) defined by means of a generating function of the form 
G(3x^t-3xt^+t^) for choice G(u) = e". 
To study R„(x)they needed the extended form of Kampe' de Feriet's 
double hypergeometric function. A generalization of the Kampe' de Feriet 
function was given by Srivastava and Daust [43'] who defined an extension of 
the Wright's pVj/^  function in two variables. More generally the extension of the 
Wright function pV|/q in several variables, which is referred to in the literature as 
the generalized Lauricella function of several variables, is also due to 
Srivastava and Daust [44]. M. A. Khan and G. S. Abu Khammash [20] need 
here the following special case of their extension of Kampe' de Feriet's 
function. 
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A:B;D 
E:F;H 
( ( aA) .kA, - fA) : ( (bB) ,mB) ; ( (dD) ,nD) ; 
( ( e E ) ' P E ' q E ) : ( ( g G ) ' U G ) ; ( ( h H ) , V H ) ; 
x,y 
=si^  j= i ' ' j= i ' j= i ' 
"°"°n(e,t„.+n(8,).„n('>,)., 
j= i > j= i ' 
(5.1.4) 
j= i P'^'"''' 
For 
k, — k j — k j — 
ni | = m 2 = ni3 
— = K=l •C 1 ~ * •^ 2 "^ -t •! 
= Hig = 1, n, = Hj = n3 
Pi = P 2 = P 3 = = P E = 1 ' q i = q 2 = q 3 = 
— = ^ A = l 
• — = n D = l , 
— = qE = i' 
U, = U2 = U3 = = UQ = 1, V, = V2 = V3 = = VH = 1, 
(5.1.4) reduces to the general form of Kampe' de Feriet's double 
hypergeometruc function (see, for example Srivastava and Panda [47]), which 
further reduces to Kampe' de Feriet's function in the special case: 
B = D andG = H 
M. A. Khan and G. S. Abu Khammash [20], needed the following results 
(i-x-yr=Er 
r=0 s=0 r!s! 
(5.1.5) 
For the special choice a = -n where n is a positive integer, (5.1.5) becomes 
(5.1.6) (i-x-yr=iE-(-'^)-^^^' 
r=0 s=0 r!s! 
They also needed the following lemma: 
138 
LEMMA 5.1 : For any positive integer m, 
| ; | ;A(k ,n ) = £X!A(k,n-mk) (5.1.7) 
n=0 k=0 n=0 k=0 
and ^2_^B{k,n) = Y,Y.M^'^ + ^  (^•^•^) 
n=0 k=0 n=0 k=0 
Where [x] denotes the greatest integer in x. 
For this lemma one is referred to the book of H.M. Srivastava and H.L. 
Manocha [46]. The special cases for m = 1,2 were available in the books of 
E.D. Rainville [42]. 
The following identities are unmediately consequences of above lemma 
and its special cases for m = 1,2: 
| ; 2 C ( k , n ) = | ;XC(k ,n -k ) (5.1.9) 
n=0 k=0 n=0 k=0 
ZZD(k ,n ) = | ;2;D(k,n-mk + k) (5.1.10) 
n=0 k=0 n=0 k=0 
00 | _2 j 00 lie 
S!£E(k,n) = 2:i 
n=0 k=0 n=0 k=0 
J]2^E(k,n) = 2]z!E(k,n-mk + 2k) (5.1.11) 
Finally, M. A. Khan and G. S. Abu Khammash [20] recorded the following 
finite form of the double summation identity (5.1.8) 
22]B(k,n) = 2 £ B(k,n + mk) (5.1.12) 
n=Ok=0 n=0 k=0 
For (5.1.9), (5.1.10), .(5.1.11) and (5.1.12) one is again referred to H.M. 
Srivastava and H.L. Manocha [46]. 
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THEOREM 5.1 : From 
G(3x^t-3xt^+t^) = | ; g „ ( x ) t " 
n=0 
2 
ItfoUowsthat g;(x) = 0,g;(x) = - , g , (x) = x and n>2 
xV„(x)-2nxg„(x) = 2xg:_,(x)-(n-l)g„_,(x)-gU(x) (5.1.13) 
5.2 A NEW CLASS OF POLYNOMIAL SET: 
M. A. Khan and G. S. Abu Khammash [20] defined a new class of 
polynomial R„ (x) suggested by Legendre polynomials ?„ (x) by means of the 
generating relation. 
( l -3x ' t + 3 x t ' - t ' f =f;R„(x)t" (5.2.1) 
n=0 
In which (1 - 3x t^ + 3xt^  - tM' denotes a particular branch which-> 1 as t -^ 0. 
Firstly, they showed that Rn (x) is a polynomial of degree precisely 2n in x. 
Since (l-z)"" = ,Fo(a;-;-z), one can write (5.2.1) as 
n=0 n=0 ^ 
- 3n -3r - s^_jy^2n-6r -3s^n 
1 ^ ^ t^ r!s!(n-3r-2s)! 
Now equating the coefficients of t", one gets 
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W'S' 3 /n-2r 
}n-3r-s / i V 2n-6r-3s 
r=0 s=0 r!s!(n-3r-2s)! 
(5.2.2) 
From (5.2.2) it follows that R„ (x) is a polynomial of degree precisely 2n in x 
and that 
3„ 
Rn(x) = 
,2n 
'A 
• + 
n! n.., 
In which J^ is a polynomial of degree (2n - x) in x. 
Now putting X = 1 in (5.2.1), they obtained 
(5.2.3) 
0-tr=lRn(l)t" 
n=0 
from which 
Rn(l)=l 
Again from (5.2.1) with x = 0, one can obtain 
(5.2.4) 
(i-t^)-3=XR„(o)t" 
n=0 
But 
(i-t^p = s 
Jn 
n=o n! 
Hence 
f\^ 
R3n ( 0 ) = - ^ R s n . . (0 ) = 0,R3„.2 (O) = 0 (5.2.5) 
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5.3 DIFFERENTIAL RECURRENCE RELATIONS: 
From (5.1.13) if can be found that the generating relation (5.2.1) implies 
the differential recurrence relation. 
x X (x)-2nxR„(x) = 2xR'„_,(x)-(n-l)R„.,(x)-RU(x) (5.3.1) 
From (5.2.1) it follows by usual method (differentiation) that 
- t «> 
(2xt-t2)(l-3x2t + 3 x t ' - t ' ) ' =SR'n W " (5-3-2) 
n-0 
(x2-2xt + t ' ) ( l -3x ' t + 3 x t ' - t ' ) ' =£nR„(x)t"-' (5.3.3) 
n=l 
Multiplying (5.2.1) by (l-3x^t + 3xt^  -t^)" ' , (5.3.2) by -x and (5.3.3) by - t 
and adding, one gets 
= (l-3x^t + 3xt^-t^)"'£R„(x)t"-x|;R;(x)t"-XnR„(x)t" 
n=0 n=0 n=l 
or | ;nR„(x) t"-(3x ' t -3xt2+t^) | ; (n + l)R„(x)t'' 
n=l n=0 
= -x( l -3x ' t + 3 x t ' - t ' ) | ; R ; (x)t" 
n=0 
Equating the coefficients of t", M. A. Khan and G. S. Abu Khammash [20] 
obtained 
nR„(x)-3mcX-,(x) + 3(n-l)xR„_2(x)-(n-2)R„_3(x) 
=-xR'„ (x) + 3xX-,(x)-3x^RU(x) + xRU(x) (5.3.4) 
142 
5.4 ADDITIONAL GENERATING FUNCTION: 
The generating function (l-3x^t + 3xt^- t^) ' , used to define the 
polynomials R„ (x), can be expanded in powers of t in new ways, thus 
yielding additional results. 
For instance, 
•K ( l -3x ' t + 3 x t ' - t ^ ) ' ^ = [ ( x - t ) ' + l - x ^ j ' = ( x - t ) 
Therefore, the L.H.S. of (5.2.1) can be expressed as 
1- 2LJ± (x-t)^ 
-X 
(x-tr,F, 
Again, 
(l-3x^t + 3xt2- t^f = (l-x^t) -3x(x^- l ) t^-( l -x^) t^ TK 
=(i-x^tr 3x(x^-l)t^ (l-x^)t^ 
^~ (l-x^t) ' " ( l - x ^ t / 
-X 
Therefore, 
ui:- ;-2:R„(x)t"=(l~x^tfF""' 
n=0 ~ '• ~, 
:--• 3x(x^-l)t^ ( i - x / t 
:-;-; (l-x^t/ '(l-x^tj 
(5.4.1) 
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Now 
(i-x^t) ' 'F^;_;" -;-; 3x(x^-l)t^ ( 1 - x ) ^ 
(l-xhj [l-xhj 
r=0 s=0 
\] (-3xr(i-x'r(i+x')'. 3r+2s 
i-xhj 3r+3s+I 
n=0 r=0 s=0 r!s!(3r + 3s)!(n-3r-2s)! 
Hence, M. A. Khan and G. S. Abu Khammash [20] obtained a new form of 
n W m U (n+s)!(-3)'(l-x=r(l + x = ) ' x — 
R.W=IX^^ 
r=0 s=0 r!s!(3r + 3s)!(n-3r-2s)! 
(5.4.2) 
Again from (5.2.1), one gets 
| ; R „ ( x ) t " = ( i - t ^ ) -/s 
n=0 
', 3x^t 3xt^ 
1 T + -i-f i-e 
% 
=('-'') SS 3x^tY-3xtM' 
r=0 n=0 r!s! l l - t ^ 11 1-t^ 
=szz 
n-0 r=0 s=0 
on-r-2s 2n-3r-6s 
V -^  / n - r - 2 s 
( - l ) ' t^ 
r!s!(n-2r-3s)! 
Hence M. A. Khan and G. S. Abu Khammash [20] obtained yet another form 
forR„(x): 
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[!][^] 
3 yn-r-2s 
•3n-r-2s 2n-3r-6s / i V 
•(-ly 
"^  ^ ^ ^ r!s!(n-2r-3s)! 
Again, from (5.2.1), they have 
f;R„(x)t^=(i-t') 
n=0 
3x^t 3xt^ 
1-: r + -1-t^  1-t^  
f \ \ 
^ ^ hh r! n! 
^ 3x^t ^ " z' ^ 2 N ' ' / -3xt^ 1 
V • - ' ' , 
"n-2r"| 
~^\ 
S I S 
n=0 r=0 s=0 
(\\ on-r-Ss 2n-3r-6s/" 1 '^•^.n 
'(-i)'f 
V / n - r - 2 s 
r!s! (n-2r-3s)! 
Hence, they obtained yet another form for Rn(x) 
n-2r 
R.W = S S 
r=0 s=0 
on-r-Ss 2n-3r-6s / i \ r 
V -^  / n - r - 2 s 
'(-1) 
r!s! (n-2r-3s)! 
(5.4.3) 
(5.4.3) 
5.5 GENERALIZED KAMPE' DE FERIET'S DOUBLE 
HYPERGEOMETRIC FORMS: 
From the original definition (5.2.1) of R„(x) M. A. Khan and G. S. 
Abu Khammash [20] noted that 
(l-3x^t + 3xt^)"^=[(l-t/-3t(x^-l) + 3t^(x-l)J'^ 
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(1-t)-' 
1 3 t ( x ' - l ) ^ 3 t ' ( x - l ) 
(1-t)' (1-tf 
-y. 
which, in view of (5.1.5), can be write as 
ER.«t"=IZ 
1^ (-l)'3™(x^-iy(x-l)'t=>« 
0_zi±s 
n=0 r=0 s=0 r!s!(l-t) 3r+3s+l 
r=0 s=0 r!s! 
n=0 r=0 s=0 ^2 
V J / r + s 
(1), 
Therefore, 
r=0 s=0 ^2^ 
U, OX 
Which in view of (5.1.4) can be written as 
R„W = F 2 : - ; -
2 : - ; -
•(-n,2,l),(H-n,l,2):-;-; ^ 
. 1-x 1-x 
(11,1), |,1,1 (5.5.1) 
From (5.2.2) one can obtain 
R.W=EZ-
r=0 s=0 
nV3J-: 
3n-3r-s^_jy^2n-6r-3s 
•2r-2s 
r!s!n!(l + n)_3^  2s 
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> j o 
n! ^ ^ r=o s=o r is i f l -n^ 
3 
•iSr+s 6r+3s 
/2r+s 
or R.W= 
n! 1:-;-
(-n,3,2):-;-; 
3 
1 1 
6 ' o , ,3 
-n,2,l : - ; - ; 27x'' 3x 
(5.5.2) 
From (5.4.2), one can see 
3s 
r=0 s=0 ^!«!(l)3f.s)(l + ^ )-3. 2s 
^ . „ f f l g ( - n ) 3 . - J l ^ n U x - - i r ( x 3 . i y -
r=o s=o r!s!3'^-^'M-] (l)^^^x' 
wAr+s 
6r+3s 
or R„ (x) = x^"F 
2 : - ; -
"(-n,3,2):-;(l + n,l); 
x ' - l x^-1 
27 ' 9 
From (5.4.3), one obtains 
(5.5.3) 
•""W ^ I S r!s!n!(l + n).,, 
n-r-3s 2n-3r-6s 
2\. (-1)' 
•3s 
(3)-[l)^x-py _^^^^^^^^ _^,y 
r=0 s=0 j . | g | r+2s„3r+6s 
- - n 3^ '^=x 
V -^  A+2s 
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Therefore, 
Rn(x)^ v3;„ 
n! 1 : - ; -
(-n,2,3):-;-; _^ _^ 
•n,l,2 :- ;- ; 3x^'27x^ 
(5.5.4) 
5.6 INTEGRAL REPRESENTATION: 
Using the definition of Beta function it is easy to derive the following 
integral representation for Rn(x) (See Rainville [42] p. 18) by using the form 
(5.5.2) of Rn(x): 
| x « ( t - x r R „ ( x ) d x = 
3"f-l r ( l + a + 2n)r(p)t"^P^'" 
n!r(l + a + p + 2n) 
xF 
' 2 : - ; -
(-n,2,3) ; ( - a - p - 2 n ) : - ; - ; 
1 1 
- n , l , 2 ; ( -a-2n,6,3) : - ; - ; 27t^' 3t^  
By using (5.5.4) it can alternatively be written as 
j x « ( t - x r R „ ( x ) d x = 
3"f-] r ( l + a+2n)r(p)t""P"'" 
n!r(l + a + p + 2n) 
xF 
' 2 : - : 
"(-n,2,3);(-a-p-2n,3,6) ; - ; - ; 
1 1 
— n,l,2 ;(-a-2n,3,6) :- ;- ; 3t^' 27t^  
(5.6.1) 
(5.6.2) 
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5.7 FRACTIONAL INTEGRALS : 
Let L denote the linear space of (equivalent classes of complex-valued 
function f(x) which are Lebesgue-integrable on [O,a],a<oo. For f (x)eL 
and complex number \x with R£|j, > 0, the Rieman-Liouville fractional integral 
of order jj, is defined as (see Prabhakar [39], p. 72). 
F [ f (x)] = — ^ J(l-tf" ' f (t)dt for almost all x e [0,a] 
(5.7.1) 
Using the operator F on the form (5.5.2) of R„(x), M. A. Khan and G. S. 
Abu KJiammash [20] obtained. 
a+p+2n 
lP[xX(x)] = 
xF 
' 2 : - ; -
3"[-) r ( l + a + 2n)x 
n!r(l + a + p + 2n) 
•(-n,3,2) ; ( - a -p -2n ,6 ,3 ) : - ; - ; ^ ^ 
f2 
• - n , 2 , l 
J 
;(-a-2n,6,3) :- ;- ; 27x^' 3x (5.7.2) 
Using the form (5.5:4) of R„ (x) the above result can alternatively be written 
as 
l ' ' [ x X ( x ) ] = -
3"f^l r ( l + a + 2n)x""P"'" 
xF 
2 : - ; -
2 : - ; -
n!r(l + a + p + 2n) 
I 
•(-n,2,3) ; ( - a -p -2n ,3 ,6 ) : - ; - ; 
f2 ^ 
— n,l,2 ;(-a-2n,3,6) :- ;- ; 3x ' ' 27x' 
1 1 
L V 
(5.7.2) 
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5.8 LAPLACE TRANSFORM: 
In the usual notation the Laplace transform is given by 
CO 
L{f(t):s}= Je"''f(t)dt,R/(s-a)>0 (5.8.1) 
Where f e L ( 0 , R ) for every R > 0 and f (t) = o(e''),t -^ oo. Using (5.8.1) on 
the form (5.5.2) of Rn(x), M. A. Khan and G. S. Abu Khammash [20] 
obtained. 
L{tX(xt):s}=-
3" 
Vn 
r ( l + a + 2n)x 2n 
n.'s l+o+2n 
xF 1 : - ; -2 : - ; -
(-n,2,3) ; 
'2 1 rs^' 
- n , l , 2 ; (-a-2n,6,3):- ; - ; 27 u; 3lx (5.8.2) 
Using the form (5.5.4) of R„ (x) the above result can alternatively be v^itten 
as: 
L{tX(xt):s}=-
3" n 
'A 
r ( l + a + 2n)x 2n 
n.'s l+a+2n 
xF 
2 : - ; -
2 : - : -
(-n,2,3) ; 
lT-n , l ,2 
irsV_J_f_s_^ 
; -a-2n,3 ,6 : - ; - ;3 yxj 27l^x, 
(5.8.3) 
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CHAPTER - VI 
q-LEGENDME 
POLYNOMIALS 
CHAPTER-VI 
THE LITTLE q-LEGENDRE POLYNOMIALS 
6.1 INTRODUCTION: 
This chapter consist of Koomwinders addition formula for the Uttle q-
Legendre polynomials by using Masuda et al.'s result that they are related to 
the matrix element' of the irreducible unitary representation of the twisted 
SU (2) quantum group. Here Mizan gave an alternate derivation of the addition 
formula by using some summation and transformation formulas of basic 
hypergeometric series. 
The little q-Jacobi polynomials are defined in [3] by the formula 
p„(x;a ,b |q)= ^ (q"", abq"*'; aq ; q, xq), n = 0, 1,..., (6.1.1) 
Where the expression on the right side is a special case of the basic 
hypergeometric series 
r+l 't'r 
aj, a.2, ..., a 
b, b. 
r+I 
:q,z = Z (ai, aj, ..., a^ +i ; q)^ k=i (q, b„ ..., b^  ; q)^ (6.1.2) 
with 
(aj,a2,..., a^;q\ = (a,; q\ (a^; q \ ...(a„; q\, (6.1.3) 
and q-shifted factorials defined by 
1, if k = 0, 
( l^a) (l-aq)...(l-aq''^'), i f k = l , 2 , (6.1.4) 
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In (6.1.1) the two upper parameters are q"" and abq" '^, the lower 
parameter is aq, and the argument of the series is xq. 
Recently it was shown by Masuda et al. [33] that the matrix elements of 
the irreducible unitary representations of the quantum group 8^ 11(2) (see 
Woronowicz [54], [55]) can be expressed in terms of the little q-Jacobi 
polynomials. Use of this result enabled Koomwinder [26] to derive the 
following addition formula for the little q-Legendre polynomials : 
p„(q^;l,l |q)w, (q^;q''|q) 
= p„(q-'';Ulq)p„=(q^;U|q) W, (q^q^lq) 
+ f fa^)x^y^k(q'qLicq'^'"""''^ (q''^';q',qMql 
"=1 (q;qX,y(q;q)„_,(q;q)', ^"'' ' ' 
xp„-.(q^q^qMq)Wy,,(q^q' 'lq) 
+ y (q>q)y(q'qX.kq'^'"'"""^ r x+y-k.^ k^ k^ | \ 
•<=' (q;q)y_k(q;q)„_k(q;q)k 
xp„-k(q^"^q^qMq)Wy_k(q^q''|q), 
where 
W„(x;a|q) = p„(x;a,0|q) (6.1.6) 
are the Wall polynomials (see, for instance, Chihara [11]) that satisfy the 
orthogonality relation 
I ( i *»K;''ii) w.(i';''ii)=(^;<i):'^g^ 5„,, (6.1.7) 
subject to the restriction that 0 < q < 1 and laj < 1, which Rahman [40] assumed 
to be true throughout his paper. 
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The purpose of this note is to give an alternative proof of (6.1.5) without 
the use of group theory, based instead only on hypergeometric series 
manipulations. 
To this end Rahman [40] firstly derived in 6.2 the following product 
formula 
p.(q-;b,b|q)p„(q»;b,b|q) 
^ ^ (q-,b^q"',q-';q).(qb^;q^ ^^ , (^»»^ .» „ 
j=o (q, bq, bq, qb^;q) 
• i-i 
(6.1.8) 
Xs't'j 
q-J,q"Vb,q^-^-Vq 
q'"''-J, q - ' j / b ' q>q 
where 0 < x < y and x, y = 0, 1, 2, ... . By a sequence of transformations he 
then showed in 6.3 that 
p„(q^;l,l|q)p„(q-^;l,llq) 
(^^^''^I i^'^'' 
(q;q)y 
X > -, r 
z 
- W 
q-C^+Oy 
Z 7-vW^^(q^;q''|q)p„(qM,l|q), 
z=0 \^>Vz 
which suggests an expansion of the form : 
p„(q^;l,l|q)Wy(q^;q''|q) 
= t V(x,yiq)W,,,(q^;q''|q) 
(6.1.9) 
(6.1.10) 
k=-n 
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for the little q-Legendre polynomials. By using the orthogonality relation 
(6.1.7) he computed the coefficients An, k (x, y | q) in 6.4 and thus completes the 
proof of (6.1.5). 
6.2 THE PROOF OF (6.1.8): 
Using [15 (8.1.3) and (8.1.4)] Rahman [40] found that 
,^, (q-",b^ q"'';bq;q,sq) ^ (q-",bV"';bq;q,tq) 
= J: q-",bV '^;q S , ^ , V ^ , (6.2.1) 
m^o ^ "^^  k=o (q>bq;q)^ (q,bq;q)^_^ 
k (q-\b^q'"^';q). ^ . 
j=o (q,bq ;qj. 
By a straight forward series manipulation it follows that 
p„(s;b,b|q)p„(t;b,b|q) 
n (q-",bV'';q) . ^ (q-^bV"';q). 
= S ^ \ \ r ' H ' S \ , , ^^ (tqy (6.2.2) 
k=o (q>bq;qX j=o (q,bq;q). 
X2*i(q^"'.q''/b;bqJ^';q,btq^^Vs), 
Where he assumed, for the sake of definiteness, that 0 < t < s. For |bj < 1, by 
apply Heine's transformation formula [15, (1.4.5)] one gets 
2*i(q^~',q"'/b;bqJ^';q,btq'^^'/s) 
fbV"^^',tq/s;q) , , (6.2.3) 
=7^-1 . , X 2cl),(q-Vb ;tq-Vbs; t q / s ;q ,bV ' ' • 
(bqJ+',btq'^^'/s;q) ' '^ ^ ^ ^ 
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Substituting this into (6.2.2) and summing over j by the q-binomial 
formula [15, (1.3.2)] Rahman [40] obtained 
p„(s;b,b/q)p„(t;b,b/q) 
_ (qb^tq/s;q)^ n (q-",b'q-',btq/s,t-';q)^ 
(bq, btq / s; q)^ k=o (q, bq, qb'; q) 
{-stqf q ^^ ^ 3(1), 
-k tq, tq~Vbs, q 'Vb 2 ^k+1 
tq / s, t q l-k 
q,b^q (6.2.4) 
Using Hall's formula [15, (3.2.7)] and then Sears' formula [15, (3.2.5)] 
one can find 
(j)2 3V2 
"tq, tq-'^/bs, q-''^ '' 
tq/s, tq'-'' 
(bq,btq''"'/s;q)^ 
(bV^',tq/s;q)" 
, q, b q 
q - \ q - V b , bsq 
A 3^2 k+1 bq, tq l-k ;q,btq^^'/s 
(6.2.5) 
_(bq,btq/s;q)^ (qb';q) 
(qb^tq/s;q)^ (bq,btq/s;q) 
Thus he got the product formula 
Pn(s;b,b/q)p„(t;b,b/q) 
^ ^ 3 ' i ' 2 
, - k ^ - k q-% q"Vb, tq"''/bs 
tq , q /b 
;q,q 
n (q-",bV-,t;q)^(qb^q)^^ /^ 
k=o ^q,bq,bq,qb ;qj^ (6.2.6) 
^2 3Y  
, -k „ - k q-\ q-Vb, tq-Vbs 
tq ' - \q-^ ' ' /b ' 
q,q 
Replacing s and t by q^  and q", respectively, one gets (6.1.8). 
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6.3 PROOF OF (6.1.9) : 
By setting b = 1 in (6.1.8), replacing y by x + y and then interchange x 
and y to one gets 
Pn(q^;U|q)p„(q''^'';U|q) 
j=o (q,q,q.q;q) j 
X3(j)2 q-^ q-^ q"'-^  ;q,q 
(6.3.1) 
Use of the transformation formula [15, (3.2.3)] now gives 
<t>2 3Y2 
q"^ q-^ q"''-^  
;q,q 
(q"' ' '" ' 'q) r , . 
" (q-^^^q). ' 
(q;q)2j 
\^2 
q \ qv-', q-y-> 
x+y+i-j qi+y-J q,q (6.3.2) 
3(1)2 
q-\ q^^', q -^y*' 
qX+y+i-j qi+y-J ;q.q 
Thus Rahman [40] obtained 
p„(q^;l,l |q)p„(q-^;l,l |q) 
n (q-^q"^^q-^q-''-^;q) (x.2y.,)j-
j=o (q,q,q;q)j 
^A 
q-\ q^ '^, q''^ ^^ ' 
qX+y+I-j^ql+y-j ; q > q 
(6.3.3) 
Now, it can be shown that 
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( q - ^ q - ' ' - ^ q ) . , (x+2y+i)j. ^ 
3T2 
q , q > q 
x+y+i-j qi+y-j q>q 
(q;q)v k=0 (q,q^^ql (q^ '^;y) 
(q;q)y .=0 (q,q^^';q), (6.3.4) 
,(1)1 (q"^q''^ •^^•^^q''^ •;q,q) 
where the last Hne follows by use of the q-Vandermode formula [15, (1.5.3)]. 
Substituting (6.3.4) into (6.3.3) one obtains 
P„(q^;l,l|q)Pn(q''^^;U|q) 
( q - ; q ) q-(-')y 
(q;q)y h (q,q;q), ' h (q,q-;q) ^' ''^ j+k 
i=o (q,q''^';q). 
(q'q) q "^ "'^  Z / ^ y j=o (q ,q ;q ) j 
=^0 (q.q'^^q)^ t^ (q,q''^';q). ^ (q;q). 
{^^''•'^WH (x+l)z 
which completes the proof of (6.1.9). 
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6.4 PROOF OF THE ADDITION FORMULA (6.1.5): 
From (6.1.7) and (6.1.9) it is clear that 
A,o(x,y|q) = Pn(q^;l,l|q)p„(q''^^l,l|q), (6.4.1) 
and 
A„,(x,y|q)=^'^^''^-^f''^---q-(-)(---) 
X E ^ 7 ^ w , (q^'i" I q) Wy.k (q^q" I q) Pn (q^i^ 1 q) 
(6.4.2) 
For |k| = 1, 2, . . . , min (n, y). 
Suppose that k is a positive integer. Then, by the q-binomial and the q-
Vandermonde formulas, Rahman [40] found that 
An,k(x,y|q) 
(q;q) y+k i=0 (q>q;q), 
^ f (q""q)j(q"'qli .^, (q"'"'q)y.k u...My..) 
= ( - 0 - ; * ' ^ ( r ' . L E (^ •"•^ ""^ ^^ •('"'^ '^ y-i+k V^fe (q,q;q)^(q,q-';q) 
y-i+k 
X 3(t)2 
k-i x+y+k+1 „y+k+l 
4 5 4 ' 4 
y+k+l-i x+y+I+k-i 
4 5 4 
;q,q 
(6.4.3) 
Since (q ;^q)y-i+k clearly vanishes unless i > k we replace i by k + i in the above 
series and obtain after some simplification 
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An,k(x,y|q) 
n+k k(k+y-n) 
n-k (q'-";q""'"^q-^q-' '- ' ;q). , ,; (-2y-')i 
i=0 (q.q .q ;qj 
X 3<l>2 
(-lyq 
- i x+y+k+1 f,y+k+l 
4 ' 4 ' 4 
qy+l-i^ qx+y+l-i q=q 
(6.4.4) 
By [15, (3.23)], one can have 
- i x+y+k+1 f,y+k+l 
4 » 4 5 4 
qy+l-i^ qx+y+l-i ;q.q 
_ (q-^^"';q) 
( q - ^ q - - q ) ^ 
i - q(''^y^'+2k+i)i ^^^ q-^q-'-^q-'-^-
qy+,-i^ q-2i-2k ;q.q (6.4.5) 
3<t>2 qy+i-i^ q-2i-2k q>q 
Substituting (6.4.5) into (6.4.4) one gets 
A„ k (X,y I q) = ^^'^U+kCq^ql+k q^k(k+y-n) 
(q;qLy(q;q)„_k(q;q)k 
, /_k-n.„n+k+l _ - y . „ \ / ^ 2 k + l . „ \ / -, A 
f jq q^ »q '»qJi (q ,%.. y ("-^ y^+o-
^ /" k+l k+1 2k+l \ V / q i=0 
(„ ^k+1 „k+l „ l . ^ " \ 
(q.q .q »q ;qj. 
XjCf), 3^2 qy+I-i^ q-2i-2k ;q,q 
(q;q)x+y+k(q;q) x +k V ^ ' " / n + k k(k+y-n) 
(q;qU(q;q)„_k(q;qX q'^''^-S„-k(q''^'';q\qNq) Pn-k(q^;q\qNq) , 
(6.4.6) 
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by (6.2.6). To compute An, k for negative k's, he remarked that 
An,-k(x,y|q) = -(^ ^"^k -^(.,)(y-)J iSll^^A.^ 
(q;q) y-k k=0 (q>q;q)i 
^ (q--;qUq-;qL (q-'-;q) , , , , , 
U (q,q-;q). ^ (q-;q)^ ^ 
(q;q) y-k i=0 (q,q;q).(q,q''^ ';q)^_^ 
X3<t'2 
q''-',q''^y-^',q^^' 
qy+i-i^qx+y+i-i ;q.q (6.4.7) 
Since (q'' ^ ; q)y_j vanishes unless i > k we replace i by i + k and simplify to 
obtain 
, I , , (q;q),(q;q)„..q""'"-°' -^ (q'-",,-*',q^-',q'--;q), 
•^n.-k V^'y I q j ; ; — ^ ^ — - ^ — ^ ^ — ; — T ^ AJ 
(q;q)y_k(q;q)„_k(q;q)k -« 
3<1'2 
(q,q ,q A). 
(x+2y+I-2k)i-
H)'q q-'.q^^^'.q'*' y+I-l-k x+y+1-i-k ; q>q 
(q;q),(q;q)„,q^'"'^'-'" -^ (q^-".q"^".q^-';q),(q"";qL 
(q;qV,(q;q)._,(q;q); « (q.q'^q'",,^'-;,)^ 
. (x+2y+l-2k)i-
^y„_k-i^q_2i-2k ; q,q 
(6.4.8) 
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by [15, (3.2.3)]. It is now clear from (6.2.6) that 
An.-k(x,y|q) 
Pn-.(q^-^q^qNq)p„-.(q''^^-^q^qNq) 
(q;q)y_k(q;q)n-k(q'qX 
(6.4.9) 
The addition formula (6.1.5) then follows from (6.1.10), (6.4.1), (6.9.6) 
and (6.9.9). 
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CHAPTER - VII 
q-LEGENDME 
FROM THE 0 
/ • i r 
r/ // K^j 
GROUPS 
CHAPTER ~VH 
ADDITION FORMULA FOR BIG q-LEGENDRE 
POLYNOMIALS FROM THE QUANTUM SU(2) 
GROUP 
7.1 INTRODUCTION: 
From Koomwinder's interpretation of big q-Legendre polynomials as 
spherical elements on the quantum SU(2) group an addition formula is derived 
for the big q-Legendre polynomial. The formula involves Al-Salam-Carlitz 
polynomials, little q-Jacobi polynomials and dual q-Krav^chouk polynomials. 
For the little q-ultraspherical polynomials a product formula in terms of a big 
q-Legendre polynomial follows by q-integration. The addition and product 
formula for the Legendre polynomials are obtained v^hen q tends to 1. 
Quantum groups provide a pov^ e^rful approach to special functions of 
basic hypergeometric type, cf the survey papers by Koomwinder [25] and by 
Noumi [36], where the reader will also find (more) references to the literature 
on quantum groups and basic hypergeometric functions. Koelonk [30] showed 
how the quantum group theoretic interpretation of basic Jacobi polynomials 
leads to an addition formula for the big q-Legendre polynomial little q-Jacobi 
polynomials, dual q-Krawtchouk polynomials and Al-Salam-Carlitz 
polynomials. 
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There are now several addition formulas available for basic analogues of 
the Legendre polynomial. The addition formula for the continuous q-Legendre 
polynomial is proved analytically by Rahman and Verma [41], and a quantum 
SU(2) group theoretic proof of this addition formula is given by Koelink [29]. 
However, the quantum group theoretic proof more or less uses knowledge 
concerning the structure of the addition formula for the continuous q-Legendre 
polynomials. On the other hand, Koomwinder's [26] addition formula for the 
little q-Legendre polynomials follows naturally from the interpretation of the 
little q-Jacobi polynomials on the quantum SU(2) group and this formula 
would have been hard to guess without this interpretation. Rahman [40], 
knowing what to prove, has given an analytic proof of the addition formula for 
the little q-Legendre polynomials. As a follow-up to Koorwinder's [27] paper, 
in which he establishes an interpretation of a two parameter family of Askey-
Wilson polynomials as zonal spherical elements on the quantum SU(2) group, 
abstract addition formulas, i.e. involving non-commuting variables, have been 
given by Noumi and Mimachi [37] (see also [38] and by Koelink [30]. As a 
result of this approach there is a (degenerate) addition formula for the two 
parameter family of Askey-Wilson polynomials, cf. [37], [29]. 
The group theoretic proof of the addition formula for the Legendre 
polynomials starts with the spin £[£eZ) representation t' of the group SU(2). 
The matrix elements t^  ^  are known in terms of Jacobi polynomials and the 
matrix element the t^ Q is expressible in terms of the Legendre polynomial. 
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Moreover, tg Q is the zonal spherical function with respect to the one-parameter 
subgroup K = S(U(l)xU(l)) of SU(2), i.e. t^o(kg) = t^o(g) for all 
g e SU(2) and for all k e K. using the homomorphism property he got 
<o(gh) = S t^,,(g)t[,o(h), Vg,h6SU(2), (7.1.1) 
k 
which yields the addition formula for the Legendre polynomials. He also 
viewed (7.1.1) as an expression for the unique (up to a scalar) function 
SU(2) 3 g ^  too (g'l) ill the span of the matrix elements t^^, which is left K-
invariant and right hKh~^-invariant. It is this view of (7.1.1) he adopted in his 
paper [30]. 
The view of (7.1.1) unplies that we are not using the comultiplication in 
the quantum group theoretic derivation of the addition formula, in contrast with 
the quantum group theoretic proofs of addition formulas mentioned. He started 
with a formula relating the unique (up to a scalar) zonal spherical elements, 
which is left and right invariant with respect to different quantum "subgroups", 
to the matrix elements of the standard irreducible unitary representations of the 
quantum SU(2) group. This formula is proved by Koomwinder in his paper 
[27] on zonal spherical elements on the quantum SU(2) group. In [27] 
Koomwinder interpreted a two parameter family of Askey-Wilson polynomials 
as zonal spherical elements on the quantum SU(2) group. For a suitable choice 
of the parameters a quantum group theoretic interpretation of the big q-
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Legendre polynomials is obtained, which is a quantum group analogue of 
(7.1.1). 
This identity involves non-commuting variables, so he used a 
representation to obtain an identity for operators acting on a Hilbert space. By 
letting these operators act on suitable vectors of the Hilbert space and taking 
irmer products he obtained in a natural v^ ay an addition formula for the big q-
Legendre polynomial. The addition formula involves Al-Salam-Carlitz 
polynomials, little q-Jacobi polynomials and dual q-Krav^chouk polynomials. 
The big q-Legendre polynomial corresponds to the term tg Q (gh) on the left 
hand side of (7.1.1) and the little q-Jacobi polynomials, respectively the dual q-
Krawtchouk polynomials, correspond to to^(g), respectively t^o(h)> in 
(7.1.1). The Al-Salam-Carlitz polynomials stem from the non-commutativity. 
The dual q-Krawtchouk polynomial tends to the Krawtchoouk 
polynomial as q -> 1 and the Krawtchouk polynomial can be rewritten as a 
Jacobi polynomial, cf. Koomwinder [24, §2], Nikiforov and Uvarov [35, §§12, 
22]. On the level of basic hypergeometric series one can rewrite the dual q-
Krav^^chouck polynomial as a rational function resembling a Jacobi polynomial 
z 
of argument r-, cf [28, p. 429]. From the addition formula he obtained an 
(1 + z) 
expression for the product of a little q-ultraspherical polynomial times a dual q-
Krawtchouk polynomial as a q-integral transformation of the big q-Legendre 
polynomials. Koelink [30] showed that special case of this addition formula is 
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related formula to a special case of the addition formula for little q-Legendre 
polynomials, c£ [26]. 
Although his initial relation is a special case of the initial relation for 
Koomwinder's second addition formula for q-ultraspherical polynomials, 
which he announced in [27, remark 5.4], the addition formula for the big q-
Legendre polynomial proved here is not a special case of that second addition 
formula. This is due to the fact that he used an infinite dimensional *-
representation on our initial relation, whereas Koomwinder uses a one-
dimensional *-representation to obtain the q-Legendre case of his addition 
formula for q-ultraspherical polynomials. 
It should be noted that there is an abstract addition formula for the big q-
Legendre polynomial as a special case of the general abstract addition formula 
mentioned before, c£ [29], [37]. It is (at present) unknown whether it is 
possible to derive an addition formula for the big q-Legendre polynomials from 
the abstract addition formula. It might gave an extension of the result presented 
in his paper [30]. 
7.2 PRELIMINARIES ON BASIC HYPERGEOIMETRIC 
ORTHOGONAL POLYNOIMIALS: 
The notation for q-shifted factorials and basic hypergeometric series is 
taken from the book [16] by Gasper and Rahman. Koelink [30] assumed that q 
e (0, 1). 
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The big q-Jacobi polynomials were introduced by Andrews and Askey 
[4, §3] and are defined by 
P„(x;a,b,c,d;q)= 393 
-n „u„n . l qaX q ,abq ,-
qa,-
qad 
q>q (7.2.1) 
The polynomial ?„ (x; 1, 1, c, d; q) is the big q-Legendre polynomial. 
The monic big q-Jacobi polynomials P„ with a = 0, b = 0, can be 
obtained as a limit case of (7.2.1). Fu-stly Koelink [30] calculated the 
coefficient of x" in (7.2.1) and next applied [16, (3.2.3)] before taking a ->• 0, 
b -> 0. He found 
/ 
n(n-l) 
P„(x;0,0,c,d;q) = d"q2^ 29, q ,— -qx 
x ; q , — 
0 
(7.2.2) 
n(n-I) 
P„(x;0,0,c,d;q) = (-c)"q2^ \cp , 
J 
^ n d 
q"" , - qx 
X ; q , — 
c 
(7.2.3) 
These polynomials satisfy the three-term recurrence relation 
xP„(x;0,0,c,d;q) = P„^,(x;0,0,c,d;q) + q"(c-d)P„(x;0,0,c,d;q) 
+q"-'cd(l-q^)P„_,(x;0,0,c,d;q). (7.2.3) 
Comparison of (7.2.3) with the three-term recurrence relation for the Al-Salam-
Carlitz polynomials cf [1, §4] [11, Ch. VI §10] above that these monic big q-
Jacobi polynomials are Al-Salam-Carlitz polynomials with dilated argument. 
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nxA c P„(x;0,0,c,d;q) = c"Uii ^x ^ 
- ; q 
VC J 
The orthogonality relations for the 
P„ (.; 0,0, c, d; q) can be phrased as 
f, (PA)(x;0,0,c,d;q) ^ qx -qx ^ 
C d ; 
/ a 
d,x 
= \™q^"^""'\cdr(q;q)„(l-q)cL:;^,^;ql . (7.2.4) 
Here the q-integral is defined by, cf. [16, § 1.11], 
I f(x)d,x=jf f(x)d,x-jf f(x)d,x,j[ f(x)d,x = a ( l - q ) | : f(aq'')q'^ 
k=0 
He also needed the little q-Jacobi polynomials Pn(x; a, b; q), cf. Andrews 
and Askey [3, §3] [4, §3]. The little q-Jacobi polynomials are big q-Jacobi 
polynomials with c = 1 and d = 0 and normalized such that the value at 0 is 1. 
Explicitly, 
P„(x ;a ib ;q)= jCpi q ,q ab, 
qa. 
A 
; q,qx (7.2.5) 
} 
The last set of orthogonal polynomials needed is the set of dual q-
Krawtchouk polynomials, cf [48, §4], which is a special case of the q-Racah 
polynomials, cf [8, §4]. 
Rn(q"' ' -s-V-^s,N;q)= 39^  
/^^~n _-x „-l_x-N 
q >q ,-s q 
N 
q ,0, 
; q . q (7.2.6) 
J 
Forne {0, . . . ,N} . 
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7.3 RESULTS ON THE QUANTUM SU(2) GROUP : 
Let q e (0, 1) be a fixed number. The unital *-algebra Aq is generated by 
the elements a and y subject to the relations 
ay = qya, ay* = qy*a, yy* = y*y, 
a*a + yy* = 1, aa*+ q^yy* = 1. (7.3.1) 
For q -^ 1 the algebra can be identified with the algebra of polynomials on the 
group SU(2). The algebra Aq is actually a Hopf *-algebra. See [25], [36] for 
references to the literature. 
The irreducible unitary corepresentations of the Hopf *-algebra Aq have 
1 
been classified: For each dimension 2^ + l,£6—Z + , there is precisely one 
such corepresentation, which he denoted by t^  =(tl^^ j,n,me [-£,-£ + !,...,£]. 
The matrix coefficient t^  ^^  6 A are explicitly known in terms of little q-Jacobi 
polynomials. For our purpose it suffices to have 
C=di,(a«rp,_„(ry»;q=»;q-;q^f 
< - . = < ? > , - „ (rr*;q'";q'";q') a" (7.3.2) 
with 
-m(£-m) 
m 
for £eZ_^,m = 0,...,£. See [25], [36] for this result as well as for references to 
the literature. 
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Next he recalled a special case of Koomwinder's result [27, theorem 
5.2] on general spherical elements on the quantum SU(2) group. The case he 
considered is the case -r -> oo of [27, theorem 5.2]. Explicitly, the following 
identity in Aq is valid; 
S q ^ C '^^  t i , =C,(a) P,(p,.;U,q^M;q^) (7.3.3) 
m=-i 
where a e D , 
„ -{^+(T)m+-n 
C. =C_,to,,= V 4 q -q ,q ,2Aq) 
/ 2-2CT. 2 \ 
c,W=(-i)q (,.«.q.)^ 
are constants and 
p,^ „ = iim2q°"^Xx=iq"(a*y*-ra)-(i-q'")Y*yeA^. 
Here p^ ^^  is defined in [27, (4.8)]. Equation (7.3.3) can be proved by redoing 
Koomwinder's [27] analysis with X^  replaced by X^ or by taking the limit 
x^oo in his result [27, theorem 5.2]. In the latter case he used the limit 
transition of the Askey-Wilson polynomials to the big q-Legendre polynomials 
1 2 I 
as described in [27, theorem 6.2], c^ -" = i^ q 2 '^  (q^;q^) 2 ^ and the limit 
limq'^'c^ ,2T^„^,T _ ' V "m,0 (q"-;q^] • 
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This follows for m > 0 from [16, (3.2.3) with e = 0, (1.5.3)] and by the 
symmetry cl'^ = c^° for all m. 
A *-representation n of the commutation relations (7.3.1) is acting on 
f{Z^) equipped with an orthonormal basis {e„}, ^ ^ }' ^'^ ^^ ^ explicit action 
of the generators is given by 
u(a)e„ = VlV^e„_„ n(y)^^ = q"e„. (7.3.4) 
The irreducible *-representations of Aq have been classified, cf. [25] and the 
references therein. The infinite dimensional *-representations are 
parameterized by the unit circle; Tie (a)=7r(a) and 7ie(y)= e'® 7i(y) for 9e[0, l-n). 
7.4 ADDITION FORIMULA FOR BIG q-LEGENDRE 
POLYNOMIALS: 
In this section Koelink [30] proved an addition formula for the big q-
Legendre poljoiomials. He stated by representing the relation (7.3.3) in Aq as an 
identity for operators in the Hilbert space f (Z^). Letting these operators act 
on suitable vectors and taking inner product yields the addition formula. This 
addition formula involves Al-Salam-Carlitz polynomials, little q-Jacobi 
polynomials and dual q-Krav^chouk polynomials. From the addition formula 
he found a q-integral representation for the product of a little q-Jacobi 
polynomial and a dual q-Krawtchouk polynomial. 
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Consider the action of the infinite dimensional *-representation n in 
£^(Z^) on p^^. The operator 7i(p„^) is a bounded self-adjoint operator and 
the action on a basis vector Cn of the standard orthonormal basis is given by 
^(p...)e„ =-iq"^"-'Vr-q^e„_. -q^"(l-q^")e„ + i q ^ " V l - q ^ e „ , , . 
00 
Consequently, '^ p^e is an eigenvector of n(p^Jj for the eigenvalue X if 
n=0 
and only if 
^p„ =-iq-"Vl-q'" ' 'Pn. . -q '"(l-q '")Pn + iq""""^VW^Pn-. V„ . 
(7.4.1) 
Since p_i = 0 and po = 1, one can view (7.4.1) as a three term recurrence for 
polynomials in k. In order to determine the polynomials from (7.4.1) he 
1 I 
calculated the leading coefficient •^ c(Pn) = i"*l"™1 ^ (q^^q^) ^ ^ ' i 
determined the three term recurrence relation for the monic polynomials p^; 
^P„ (^) = Pn., (^) - q^ " (1 - q^ '^ jPn (^) + (l - q^") q '^^ ^^ -^ Pn-i (M (7-4.2) 
Comparison of (7.4.2) v i^th the three term recurrence relation (7.2.3) for the big 
q-Jacobi polynomials with a = 0 and b = 0 leads to 
p„W = iVV^"^""'^ (q^;q^)7p„(^;0,0,q^M;q^) (7.4.3) 
00 
Denote the corresponding vector by v^^ = ^  p„ (^ )®n • 
n=0 
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PROPOSITION 7.4.1 : For }. = - q ' ^ x € Z ^ , and I = q'"^^^xeZ^, the 
vectors V;n. constitute an orthogonal basis of f (Z^). 
PROOF : From the asymptotic formula, cf [17, (1.17)], as n -> oo. 
p„(;i;0,0,c,d;q)ar c -d 
for >- ?i 0, >. 9i cq" and X ^ -dx, x e Z^, it follows that v^ii^iZ^) for 
2a+2x X ^ -q '" and ?. 9^  -q'°"''=', x € Z^. 
In the remaining cases he used the straight forward estimate 
' ' - n -•>(. \ 
29, ^ '^ ' ;q ,z < q - ( - q - ; q ) (q,-|z|;q)^, (7.4.4) 
\ " J 
for fixed x e Z^, in combination with the series representation (7.2.2) for the 
monic big q-Jacobi polynomials Pjj(.;0,0,c,d;q) to see that Koelink [30] 
obtained eigenvectors v^ e^^(Z^) for %{o^^^, for the eigenvalues ^ = -q^" 
xeZ^ and?. = q2'^^''^^, xeZ^. 
The orthogonality follows, since the vectors are eigenvectors of a self 
adjoint operator for different eigenvalues. It remains to prove the completeness 
of the set of eigenvectors in f (Z^). To do this he first calculated the length of 
the eigenvectors in ^^  (Z+). Consider X of the form q^ '^ ^^ , x e Z+, then he had 
proved the orthogonality relations 
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Z' -2x -2n 
4 ' 4 2 ^2+2(i+2x 
;q . -q 
V 0 J 
2% 
0 ) 
(7.4.5) 
for X, y, e Z^, hx > 0. He viewed the 291-series as a polynomial of degree x in 
the variable q"^ ". It has leading coefficient (-1)'' q^ "^ " ^  ''^ . Since (7.4.5) holds, 
one can have 
n(n-l) -2cjn 
n=o (q;q)_^ 29l 
A -2x -2n > 
4 »4 2 2+2a+2x 
J 4 5 4 
V 0 y 
-2nx 
(7.4.6) 
In (7.4.6) he replaced the 2cpi-series by its terminating series representation 
k=0 (^^^0^). 
and interchanged the summations, which is justified by the estimate (7.4.4). 
The inner sum over n starts at n = k and after a shift in the summation 
parameter the inner sum can be evaluated using gCpg (-;-;q,z) = (z;q)^, cf [16, 
(1.3.16)]. The remaining sum over k can be summed using the q-binomial 
theorem iq)o(q"'';-;q>z) = (q~''z;q) [16, (1.3.14)]. The result is 
h,=q-(q-q^),K-q=)J-q-;q=),. 
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S o Wj^  = q 
^ 2(T+2x 
Vq2<7+2x 
is an eigenvector of length 1 of the self-adjoint operator 
^(Pa.o.)-
The orthogonaHty relations for the eigenvectors corresponding to 
eigenvalues of the form -q^'^jXeZ^, is (7.4.5) with a replaced by -a. So 
V .2x1 
is an eigenvector of length 1 of the self-adjoint operator Tr^ p^^  j . 
The set of orthonormal eigenvectors {'^x]uez I'^l^xlfxez ) forms a 
complete set of basis vectors for i^{Z^) if and only if the dual orthogonality 
relations 
5n.m=S (Ux,e„)(u„e„) + X {w„e„){w„e,) (7.4.8) 
x=0 x=0 
hold. It can easily be seen that (7.4.8) is equivalent to the orthogonality 
relations (7.2.4) for the monic big q-Jacobi polynomials p„f.;0,0,q^*',l;q^). 
The first sum in (7.4.8) corresponds to the q-integral over [-1, 0] and the 
second sum corresponds to the q-integral over [0, q '^^ ]. 
The orthogonality relations /u^,UyW5xy(or/wj^,Wy\ = 6xyj and 
(u^,Wy) = 0 can be stated in terms of the q-Charlier polynomials, cf [16, 
exercise 7.13]. 
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COROLLARY 7.4.2 : Koelink [30] define the q-Charlier polynomials by 
Cn(x;a;q)= 2^ 1 q~",x;0;q,—-— , a>0 
^ y 
then 
^ Mn-> (^•^^m)(q"'';a;q)^5„,,q-"(q;q)^ - i (-a;q)^ 
x=o K^'VK V ^ ' I A 
and 
I . . 
Z M A ^ c„(q-;a;q)c4q--a-';q) = 0 
x=0 (.^'^Jx 
In order to convert (7.3.3) into a relation involving commuting variables 
we apply the infinite dimensional *-representation n o it. Letting the resulting 
bounded operator act on a standard basis vector Cp and he took the inner 
products with an eigenvector U;^^  e/^(D ^), cf. proposition 7.4.1. By using the 
fact that 71 is a *-representation one gets the following identity 
E q ^ c ^ ' ^ ^ ( O e p , u , =C,(a)P,(X;l,l,q^M;q^)(ep,u,) (7.4.9) 
since P;fA,;l,l,q^'',l;q^ j is a polynomial with real coefficients and '^{Pa,S} is 
self-adjoint. The operator on the left hand side of (7.1.9) can be calculated 
explicitly by (7.3.2) and (7.3.4), since the standard basic vector Cp is an 
eigenvector of 7i(y). Explicitly, for m > 0, 
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p+m' 
-(tU)ep = d^ . (-If ^i-'^'-'^K^^P^-^ (q^(-'"^;q^^q^^q^)ep-„, 
(7.4.10) 
with the convention Cn = 0 for n < 0. Furthennore, from (7.4.3) it follows that 
for all p e n ^ 
-p(p-I) 
(S>%)='''/^X P,(^ ;0,0,q l^;q )^. (7.4.11) 
Now he used (7.4.10) and (7.4.11) in (7.4.9) together with the explicit 
values for C (^<7), c^/ and d^, cf (7.3.2), (7.3.3). Dividing the resulting 
identity by the factor inform of the monic big q-Jacobi polynomial in (7.4.11) 
to obtain 
-^J^R,(q-^^-q-^^-^-q^^2^;q^)p,(q^P;U;q^)Pp(X;0,0,q^^l;q^) 
(q 'q J, 
^^ ( - ' )"7k^r7^^-(^" -q-^ -^^ q^^ 2^.;q^ ) 
X p.-.(q'^''"'"^'q""'q""'q')Pp-n>(^;0'0,q^M;q^) 
^ m(m+l)-2ni(a+l) 
+i: ( - i r 7 ^ V - 7 - r - i r ^ - ( ^ " -q--;q-,2^;q^) (q;qiJq;q)„ 
xp.-m(q"';q'",q'";q')PpH-m(?^;o,o,q'M;q') 
(7.4.12) 
for ?i = - q ' \ x €0 ^, or A. =-q''^^'",x 6Q ^ . 
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Now, Koelink [30] proved the main theorem : 
THEOREM 7.4.3 : (Addition formula for the big q-Legendre polynomial) 
with the notation of (7.2.1), (7.2.2), (7.2.5) and (7.2.5) he has for c, d > 0, p, 
f eD^, xeD , 
( - l / q '^^ '"^ V_,l_^ P,(x;l,l,c,d;q)Pp(x;0,0,c,d;q) = (^''H 
d . c (q;q); 'Rj q'^  q-';-,2^;q p,(q'';l,l;q)Pp(x;0,0,c,d;q) 
+^ (-If . . ^ .^"-R e I 
^ d _ c ^ 
f-miq~' q~';-,2£;q 
I '^  d y (q;q),_„,(q;q) 
xp.-m(q'"'";q">q'";q)Pp-m(x;o,o,c,d;q) 
m=i 
-m(m+l)-^m 
+S (-1)" -R q' q ' ; - ,2^ ;q 
c d c'"(q;qLJq;q) 
X p,_„,(q'';q"',q'";q)Pp,„(x;0,0,c,d;q) (7.4.13) 
PROOF : since (7.4.12) only involves polynomials, it holds for all values of 
c X 
X. In (7.4.12) we replace q^q^",^ by q,—,—. Now (7.4.13) follows from 
d d 
^x c ^ 
—;a,b,—,l;q 
d d 
r 
= P„(x;a,b,c,d;q) 
,0,0,-,l;q =d-"P„(x;0,0,c,d;q), 
d d j 
which is a consequence of (7.2.1) and (7.2.2). 
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REMARK 7.4.1 : The choice of the infinite dimensional *-representation 
does not influence the result. We would obtain the same addition theorem if we 
had considered the development of a (OO,T)-spherical element in terms of the 
standard matrix elements instead of (7.3.3). 
REMARK 7.4.2 : If we specialize c = 1 and d = 0 in (7.4.13), then we can 
sum the dual q-Krawtchouk polynomials R^ _^  by the q-Chu-Vandermonde 
(q"'^';q) 
sum [16, (1.5.3)], jfrom which one can see that R ,^^ , equals / +^ni+i \ *" ' ^ ^® 
A 
monic big q-Jacobi polynomial Pp with a = b = d = 0, c = l i s summable by the 
q-binomial theorem [16, (1.3.14)], which results in {-^Y(^ (q'"''x;q] . 
Furthermore, the big q-Legendre polynomial reduces to 
(-1) q2 p^(x;l,l;q), so that one obtains the following special case of 
(7.4.13); 
^ m(m-<+p)/ \ 
p,(x;l,l;q)(q^-''x;q) = ^ ^_^pii±iiLp^_^(qP;q'n,qn,.qJ(q.-p-.^.qN 
'" m=o (q;qU(q;q), ^ '^ '''-
This corresponds to the case x -> oo of Koomwinder's addition formula for the 
little q-Legendre polynomials [16, theorem 7.4.1 with q^  = x]. 
The following q-integral representation for the product of a dual q-
Krawtchouk polynomial and a little q-ultraspherical polynomial is a direct 
consequence of theorem 7.4.3 and the orthogonality relations (7.2.4). Just 
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multiply (7.4.13) by Pp^^(x;0,0,c,d;q) and a q-integrate over [-d, c] w.r.t. the 
weight function 
(qx -qx A 
c ' d -;q 
COROLLARY 7.4.4 : For c,d > 0,p,i sD ^ ,m e {O, ..., i) Koelink [30] 
obtained 
R.-Jq''-^q"';-^>2^;q]p.-.(q'';q^q'";q) 
( f iv —QX 
= C£^ P,(x;l,l,c,d;q)(PpPp,,)(x;0,0,c,d;q)| —,—r\<\ 
c d 
d.x 
(7.4.14) 
with 
(-1)'"" ^ 2'^'''yW'y^^'-^-^)^-,^-v^^ f -'i^ ^ (q;q) e+m 
Jl 
(I-,)c(q'-<,),(,'-q)^(q.^,:|i;q' 
Multiplying (7.4.13) by Pp_^(x;0,0,c,d;q) and q-integrating over 
[-d, c] yields the same result (7.4.14). Specializing m = 0 in (7.4.14) showed 
that the product of the little q-Legendre polynomial and a dual q-Krav^chouk 
polynomial can be written as a q-integral transform with a positive kernel of 
the big q-Legendre polynomial. 
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7.5 THE LIMIT CASE q - » l : 
In this section Koelink [30] showed that the addition formula for the big 
q-Legendre polynomials (7.4.13) and the product formula (7.4.14) tend to the 
addition and product formula for the Legendre polynomials as q -> 1. The 
general theorems of Van Assche and Koomwinder [51] used to obtain the 
addition and product formula for the Legendre polynomials form the addition 
and product formula for the little q-Legendre polynomials, cf [26], are 
applicable in this case as well. See Askey [7, Lecture 4] for information on 
addition formulas for classical orthogonal polynomials. 
Koelink [30] used the notation R;'''^(x) for the Jacobi polynomial 
normalized by R]^'^' (l) ~ ^ • Firstly, he noted that the little and big q-Jacobi 
polynomials tend to the Jacobi polynomials of shifted argument as q -> 1; 
limP.(x;q^q^c,d;q) = R W ) f i ^ ^ ^ 
limp„(x;q°,qP;q) = R("-P)(l-2x). (7.5.1) 
The dual q-Krawtchouk polynomial can be rewritten as a jfpa"^ ®"® '^ which 
tends to a Jacobi polynomial as q -» 1. This has also been used in [28, p. 429] 
to prove that the q-Krawtchouk polynomial tends to Jackson's q-Bessel 
function. One can also let the dual q-Krawtchouk tend to the Krawtchouk 
polynomial and used the relation between Krawtchouk polynomials and Jacobi 
polynomials, cf. [24, §2], [35,§§12, 22], The result is 
181 
lim R 
e-m 
0 d , c 
c a 
^ (m + lV ( d^ 
(^  + m + l)^ R 
(m,m) rc-d^ 
.c + d. 
(7.5.2) 
In order to apply the theorems of Van Assche and Koomwinder [51] he 
considered the orthonormal big q-Jacobi polynomials with a = 0, b = 0. Define 
Pk(x;0,0,c,d;q) 
Pk(x;q) = -
1 * 
1 1 
(cd)2(l-q)Ic2 l(q;qX qr 
-d -qc 
5 . ' ' 
c d 
(7.5.3) 
then the polynomials pk(x; q) satisfy the recurrence relation 
xPk (x; q) = a^ +i (q)Pk+i (x; q) + b^ (q)Pk (x; q) + a^  (q)pk_, (x; q) 
with 
a,(q) = q^^'-'ycd(l-q^), b,(q) = q^(c-d) 
Fix r e (0, 1) and defined o.^^ =a.^ 
limits can easily be established; 
r 1A 
r" 
V J 
and b, „ = b^ 
f 1> 
r" 
V J 
The following 
and 
l ima„„=Jrcd(l-r) >0, limb„„ =r (c -d)eD 
lim (a^n - a^_i,„) = 0, lim [\^ - \_,^^) = 0 
n->co 
uniformly in k. Now [51, theorem 1] can be applied and it yields 
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^n+1 x;r" 
lim > i / = P 
Pn x;r" 
V J 
\ 
x-r(c-d) 
2^rcd(l-r) 
(7.5.4) 
imiformly on compact subsets of =-. Here p(x) = x + Vx -1 and the 
[-d,c] 
square root is the one for which |p(x)| > 1 for x ^ [~l'l]- Rewriting (7.5.4) in 
terms of the big q-Jacobi polynomial and iterating yields ( \ \ 
lim J 
n-»oo / 
x;0,0,c,d;rP 
iN 
x;0,0,c,d;rP 
= (cdr(l-r))2 p •" '' x - r ( c - d ) ^ 
2^rcd(l-r) 
(7.5.5) 
for all m e D and x e 
D 
Kc] 
Now the proof that (7.4.13) tends to the addition formula for Legendre 
I 
polynomials can be finished. Replacing q by r^ in (7.4.13), dividing both sides 
f 1 ^ 
by (q";<i):Pp x;0,0,c,d;rP and let p -> oo, i.e. q -> 1, then be using 
/ 
(7.5.1), (7.5.2) and (7.5.5), one can to obtain, after a short calculation. 
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(0.0) r 2 x + d - c ^ 
c + d =(-irR' (0.0) 
^ c - d ^ 
^C + dy 
Rf''\l-2T) 
+ Z ' (^+a("^+a-. . . . -r ^ w d .^ T 
'i (^-m)!m! (^ + m + l)^ _ -(-ir 1 + - - r ( l - r ) 
fc-d) 
vc + dy 
R & H l - 2 r ) 
x - r ( c - d ) 
+ P 
x - r ( c - d ) 
2^rcd(l-r)J |^2^rcd(l-r) 
The term in square brackets equal 21^, 
^x - r ( c -d ) j | 
2^rcd(l-r) 
(7.5.6) 
^ 
where 
Tnj(cos0) = cos m0is the Chebyschev polynomial of the first kind. In (7.5.6) 
by using R "^'"'") (-x) = (-1)" RJ,"'-"'^  (x), one can found, after a short 
manipulation of the Pochhammer symbols, 
R '^ (0.0) 
r 2 x + d - c ^ 
c + d 
=R(r) 
y 
^ c - d ^ 
yC + dj Rr(l-2r) 
+2E 
(^  + m)! r. dX'fd 
•^ 1 (^-m)! (m!) 1 + -
A" 
• - r ( l - r ) 
c 
xR' (m,m) 
^C + dy Rrr(i-2r)T„ 
x - r ( c - d ) 
V 2^rcd(l-r) y 
(7.5.7) 
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Since the dependence on x in (7.5.7) is polynomial, the restriction x s • [-d,c] 
can be removed. Formula (7.5.7) is equivalent to the addition formula for the 
Legendre polynomial, cf. [7, Lecture 4], 
R M (xy + t ^ ( l - x ^ ) ( l - / ) ) = R r > (x) R r (y) 
^ (^ + m)! ,„ 
ti {£-m)l (m!)' (^(l-x^)(l-y^))"' R( r^ (x)R(r^ (y)T„ (t) 
(7.5.8) 
(d-c) 
by identifymg -j —,l-2r, (c + d) 
^x - r ( c -d ) ) 
2^rcd(l-r) 
with X, y and t. 
The limit case of the product formula (7.4.14) can also be handled with 
the methods developed by Van Assche and Koomwinder [51]. Nothing that 
A = lima„^k,n=V^cd(l^, B = limb„^,„ = r (c -d ) 
for all k e D . Now [51, theorem 2] can be applied to yield 
"Sfd^WPr 
/" ' "> f ^^ 
p->oo 
z;r' •"p+m z;r' d.(z)4r f^T. 
(z-B) 
2A 
n 
•2A V4A^-(Z-B/ 
dz 
(7.5.9) 
for all continuous function f on [-d, c]. Here 
'^  qz -qz "^  
c d 'i.^  
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with q on the right hand side replaced by r^, and the Pp(z;q) are the 
orthonormal big q-Jacobi polynomials with a = b = 0, cf. (7.5.3). 
By using (7.5.9), (7.5.3), (7.5.2) and (7.5.1) and taking the limit 
q = r'' -> 1, i.e. p -> oo, in (7.4.14), one obtains 
(-1) i+m 
m "p 
d r ( l - r ) ) ~ ( ^ - m ) ! m ! e^+sA ^^Q^pJlz + d-c) " 
(z-B) 
2A 
yl4A'-{z-Bf 
dz 
i^-^U 
(^ + m + l) ^
-m 
1 + - R (m,m) 
.c + d, 
R & n i - 2 r ) 
with A = ^ rcd( l - r ) , B = r (c -d ) . By changing the integration variable to 
t = \ ^ , replacing ) f, l -2r by x, y and using Ri"'"^(-x) = 
2 A t- b (c + d) J ' J 6 n V / 
(-1)" R^ ""'"") (x), Koelink [30] obtained of following the product formula 
RSr>(x)RST'(y)=2-(ii^(,/(r?)(rr7))-" 
xj;,RM(xy+t7(l-x^)(l-y^))^dt. 
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