Run II of the LHC will provide new challenges to track and vertex reconstruction with higher energies, denser jets and higher rates. A major change to the Inner Detector layout during the shutdown period has been the installation of the Insertable B-Layer, a fourth pixel layer located at a radius of 33 mm. This contribution discusses improvements to track reconstruction developed during the two year shutdown of the LHC. These include novel techniques developed to improve the performance in the dense cores of jets, optimisation for the expected conditions, and a big software campaign which lead to more than a factor of three decrease in the CPU time needed to process each recorded event. 
ATLAS Inner Detector and Run II challenges
The Inner Detector (ID) [1] (Figure 1 ) of the ATLAS Experiment [2] was designed to reconstruct with high efficiency and precision the trajectories of charged particles, together with their transverse momentum and to measure precisely the positions of primary and secondary vertices. The main new features of the ID to cope with the experimental conditions of the LHC Run II (13 TeV centre-of-mass energy, high pile-up, high radiation dose) are a fourth pixel layer, the Insertable B-Layer (IBL) [3] , positioned at 33 mm from the beam line and the new thinner beam pipe coupled with the IBL. 
LHC Long Shutdown 1: achievements
During Run II, the trigger rate is expected to double while the computing resources available for offline processing remain * Corresponding author Email address: valentina.maria.cairo@cern.ch (on behalf of the ATLAS Collaboration) the same as in Run I. Therefore, the ATLAS experiment has performed a two-year long software campaign to speed up the reconstruction [4] . The following changes have been implemented:
• The access to the magnetic field map was optimized;
• The linear algebra package was replaced;
• The GNU mathematical library was replaced with the Intel mathematical library;
• The compiler has been moved to a 64-bit architecture;
• The Event Data Model (EDM) has been simplified and the track seeding has been optimized for high pile-up and to include IBL. Based on the above improvements, the reconstruction execution time has been reduced by a factor of 4 ( Figure 2 ).
Tracking in Dense Environments
Dense environments are characterized by distances between charged particles of the order of the granularity of the ATLAS ID. With the IBL, which allows measurements closer to the interaction point, and the increase in the centre-of-mass energy, the tracking performance in dense dnvironments [5] will be particularly relevant in Run II, for example in the core of highp T jets. An algorithmic optimization (rewriting the ambiguity resolver and delaying the decision to split clusters) in pattern recognition stage of the track reconstruction was developed for these topologies to improve the performance.
Image Vertex Reconstruction
The reconstruction of the multiple primary vertices resulting from the many collisions occurring within one bunch-crossing is an essential element of event reconstruction used in many performance and physics studies. To cope with the high pile-up foreseen in Run II, it is necessary to improve the flexibility of the vertex reconstruction algorithms. A new approach to seed the vertex finding, inspired by a medical-imaging algorithm and based on an adaptive reconstruction of vertex positions, and an iterative recombination of occasional split vertices, has been developed [6] . The method shows better performance than the iterative approach for vertex seeding as the number of simultaneous collisions increases.
Run II: ongoing work and future plans
The harsher experimental conditions expected at the LHC during Run II and new configuration of the ATLAS Detector, including the IBL, require improvements to be made to the reconstruction and analysis stategies. The first goal is to recommission the complex ID to the same high-quality standards as those achieved in Run I, by making optimal use of the IBL and to evaluate the impact of the new material distribution within the ID. Cosmic-ray muon data, taken during February 2015, have been already studied to check the detector response, particularly the IBL, and to produce a first alignment [7] . A misalignment of 40 µm in the precision measurement direction of the IBL has been corrected ( Figure 3 ). Figure 3 : IBL residual distributions in the precision measurement direction before and after alignment, as obtained from cosmic-ray muon data (see [7] ).
Material Studies
The accuracy with which the amount of material in the ID is known contributes the largest source of uncertainty on the simulation-based estimate of the track reconstruction efficiency. Some significant changes have been made to the ID and its material composition during LS1: a new smaller beam pipe was installed together with the IBL, and new more robust pixel service connections were installed at the same time. The material description is being cross-checked using three methods which are sensitive to specific regions in the ID:
• Hadronic interaction rate (beam-pipe/Pixel region);
• Photon conversion rate (beam-pipe/Pixel region);
• SCT extension efficiency (Pixel/SCT region).
The SCT extension efficiency method probes the inactive material in the region between the Pixel and SCT detectors by evaluating the rate of pixel stand-alone tracks that have been successfully extended to include SCT clusters and to build a silicon track (Figure 4 ). 
Conclusions
The ATLAS experiment has prepared successfully for the data-taking period of Run II which has just started. In this perspective, the tracking strategies have been revised, considering the new structure of the ID and the changed environmental conditions. The reconstruction execution time has been improved by a factor of 4 and the track and vertex reconstruction algorithms have been optimized and show improvements in performance, particularly in dense environments.
