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ABSTRACT
Large redshift surveys capable of measuring the Baryon Acoustic Oscillation
(BAO) signal have proven to be an effective way of measuring the distance-redshift re-
lation in cosmology. Future BAO surveys will probe very large volumes, covering wide
ranges in redshift. Building off the work in Zhu et al. (2015), we develop a technique to
directly constrain the distance-redshift relation from BAO measurements without split-
ting the sample into redshift bins. We parameterize the distance-redshift relation, rel-
ative to a fiducial model, as a quadratic expansion. We measure its coefficients and
reconstruct the distance-redshift relation from the expansion.
We apply the redshift weighting technique in Zhu et al. (2015) to the clustering of
galaxies from 1000 QuickPM (QPM) mock simulations after reconstruction and achieve
a 0.75% measurement of the angular diameter distance DA at z = 0.64 and the same
precision for Hubble parameter H at z = 0.29. These QPM mock catalogs are designed
to mimic the clustering and noise level of the Baryon Oscillation Spectroscopic Sur-
vey (BOSS) Data Release 12 (DR12). We implement the redshift weights proposed in
Zhu et al. (2015) to compress the correlation functions in the redshift direction onto a
set of weighted correlation functions. These estimators give unbiased DA and H mea-
surements at all redshifts within the range of the combined sample. We demonstrate
the effectiveness of redshift weighting in improving the distance and Hubble parameter
estimates. Instead of measuring at a single ‘effective’ redshift as in traditional analyses,
we report our DA and H measurements at all redshifts. The measured fractional error
of DA ranges from 1.53% at z = 0.2 to 0.75% at z = 0.64. The fractional error of H
ranges from 0.75% at z = 0.29 to 2.45% at z = 0.7. Our measurements are consistent
with a Fisher forecast to within 10% to 20% depending on the pivot redshift. We fur-
ther show the results are robust against the choice of fiducial cosmologies, galaxy bias
models, and Redshift Space Distortions (RSD) streaming parameters.
Key words: dark energy, distance scale, cosmological parameters
1 INTRODUCTION
Baryon acoustic oscillations (BAO) are a geometrical probe of
the universe via a standard ruler provided by the ‘baryon acous-
tic scale’, a characteristic scale imprinted in the distribution of
galaxies (Sunyaev & Zeldovich 1970; Peebles & Yu 1970; Bond
& Efstathiou 1987; Hu & Sugiyama 1996; Eisenstein & Hu
1998). Mapping the distribution of galaxies on large scales, one
finds that galaxies are slightly more likely to be separated by a
distance of roughly 150 Mpc. In the hot and ionized Universe
at early times, photons and baryons are tightly coupled through
Thomson scattering. The strong radiation pressure pushes the
photon-baryon fluid outwards in a spherical sound wave. Grav-
ity, on the other hand, provides an inward restoring force. This
competition between matter and radiation gives rise to acous-
tic waves within the fluid. Once recombination happens, the
baryons and photons quickly decouple from each other. Photons
quickly stream away from the baryons to form the cosmic mi-
crowave background (CMB). The acoustic waves then ‘freeze
out’ as the Universe becomes neutral as it expanded and cooled.
Slight density enhancements at a scale set by the acoustic scale -
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distance an acoustic wave can travel between the time of the Big
Bang and recombination - is magnified by gravitational interac-
tion to seed the galaxy formation. The acoustic scale becomes
a physical scale imprinted in the CMB and is measurable in the
clustering of galaxies today.
Since its first detection (Cole et al. 2005; Eisenstein et al.
2005) a decade ago, BAO has been a prominent probe featured
in a host of galaxy redshift surveys (Blake et al. 2007; Kazin
et al. 2010; Percival et al. 2010; Beutler et al. 2011; Padmanab-
han et al. 2012; Anderson et al. 2014). Large surveys like BOSS
(Dawson et al. 2013; Alam et al. 2015), a part of the Sloan Dig-
ital Sky Survey (Eisenstein et al. 2011) have been pushing the
measurement of the acoustic scale to ever higher precision, pro-
viding tighter constraints on our cosmological models.
In current and future generations of BAO surveys, the sam-
ples cover a wide range of redshift. In traditional analyses, one
improves the resolution of the distance-redshift relation mea-
surement by splitting samples into multiple redshift bins and
analyze the signals in these narrower slices. Such a splitting
scheme has several disadvantages : (1) the signal-to-noise ra-
tio is lower in each thin slice, (2) the choice of bins is often
arbitrary, and (3) one loses signal across boundaries of disjoint
bins.
To tackle the problems with binning outlined above, Zhu
et al. (2015) proposed using a set of weights to compress the
information in the redshift direction onto a small number of
modes. These modes are designed to efficiently constrain the
distance-redshift relation parametrized in a simple generic form
over the entire redshift extent of the survey. This paper applies
the methods proposed in Zhu et al. (2015) to BOSS mock galaxy
catalogs. Our goal here is to demonstrate the practicability, ro-
bustness and efficiency of the method.
The paper is structured as follows: §2 introduces the red-
shift weights and covers the basics of correlation function mul-
tipoles. §3 describes the simulations used in this work. In §4, we
describe the redshift weighting algorithm in detail and provide
the fitting model. We discuss the improvement in the fitting of
the BAO feature in §5. We conclude in section §6 with a discus-
sion of our results.
2 THEORY
2.1 Distance Redshift Relation
In BAO analyses, one typically assumes a fiducial cosmology to
convert the galaxy angular positions and redshifts into 3D posi-
tions and parametrizes deviations from this fiducial cosmology.
We follow the parametrization proposed in Zhu et al. (2015). We
denote the comoving radial distance by χ(z). Choosing a pivot
redshift z0 within redshift range of the survey, we express the ra-
tio of the true and fiducial radial comoving distanceχ(z)/χf (z)
as a Taylor series in x(z) ≡ χf (z)/χf (z0)− 1,
χ (z)
χf (z)
= α0
(
1 + α1x+
1
2
α2x
2
)
. (1)
When the fiducial cosmology matches the true cosmology, one
will measure α0 = 1, α1 = 0, and α2 = 0.
We can very easily extend this Taylor series to higher or-
ders, but the order chosen here is sufficient for wide deviations
in the distance-redshift relation (Zhu et al. 2015). We will dis-
cuss selecting the appropriate number of parameters later in the
paper. The ratio between the fiducial and true Hubble parameter
H = 1/χ′(z) is given by
Hf (z)
H(z)
= α0
[
1 + α1 + (2α1 + α2)x+
3
2
α2x
2
]
. (2)
The parameters α0, α1 and α2 can be related to the true
distance-redshift relation as
α0 =
χ0
χf,0
(3)
α1 =
Hf,0χf,0
H0χ0
− 1 (4)
α2 = (1 + α1)χf,0[H
′
f,0 − α0(1 + α1)H ′0]− 2α1. (5)
Measuringα0,α1 andα2 allows one to reconstruct the distance-
redshift relation according to Eq. 1.
We may relate this parametrization to the (α, )
parametrization [or equivalently, (α⊥, α‖)] that have been used
in recent BAO analyses (Padmanabhan & White 2008; Ander-
son et al. 2014). In Padmanabhan & White (2008), the separa-
tion vectors between pairs of galaxies are parameterized by an
isotropic dilation α(z) and an anisotropic warping (z) parame-
ter. The deformation of the separation vector due to an incorrect
distance redshift relation can be parameterized as
r‖ = α(1 + )
2rf‖ (6)
r⊥ = α(1 + )
−1rf⊥ (7)
where the superscript “f” labels the fiducial values. In the plane
parallel limit, r‖ = c∆z/H(z) and r⊥ = χ(z)∆θ. Here ∆z
is the difference in redshifts of the two galaxies and ∆θ is the
angle measured by the observer of the radial direction to each
galaxy.
α(z) =
[
Hf (z)χ
2(z)
H(z)χ2f (z)
]1/3
(8)
(z) =
[
Hf (z)χf (z)
H(z)χ(z)
]1/3
− 1. (9)
Together with Eq. 1 and Eq. 2, we can relate α(z) and (z) to
(α0, α1, α2). Working to linear order in α1 and α2,
α(z) = α0
[
1 +
1
3
α1 +
1
3
(4α1 + α2)x+
5
6
α2x
2
]
(10)
(z) =
1
3
α1 +
1
3
(α1 + α2)x+
1
3
α2x
2. (11)
Fig. 1 shows variations of the expected correlation func-
tion monopole and quadrupole with α1 while holding α0 = 1
fixed. We have assumed a flat cosmology with Ωm = 0.29,
Ωbh
2 = 0.02247, h = 0.7, ns = 0.97, and σ8 = 0.8
(the QPM cosmology described in Sec. 3). In Fourier space,
this model is given by the de-wiggled power spectrum as be-
low in Eq. 14. One can see from the monopole (left panel) that
α1 causes shift of the un-weighted and x-weighed monopole
BAO peaks in opposite directions. In contrast, since α0 causes
isotropic shifts, it shifts the BAO peak in the un-weighted and
x-weighted monopoles in the same direction. The quadrupoles
(right panel) encode the anisotropic signal. Since Fig. 1 as-
sumes isotropic damping Σ⊥ = Σ‖ = 4.3h−1Mpc, the only
anisotropic signal (quadrupole) comes from the mis-estimation
of the distance-redshift relation characterized by α1. We see
that the quadrupoles become inverted when we switch from
α1 = 0.05 to −0.05. On top of the sign change, the BAO fea-
ture (the crest-trough at the acoustic scale) in the un-weighted
c© 0000 RAS, MNRAS 000, 000–000
Redshift weights for BAO : Methods and Mock Results 3
un-weighted
x-weightedα1 = 0.05α1= -0.05
0 50 100 150 200
0
50
100
r
r2
ξ 0(r)
0 50 100 150 200
-10
-5
0
5
10
r
r2
ξ 2(r)
Figure 1. The model monopole (left panel) and quadrupole (right panel) with a varying α1. The red lines plot the un-weighted monopoles and
quadrupoles while the blue lines are for the x-weighted. The solid lines correspond to α = 0.05 while the dotted lines are for α = −0.05. For plotting
convenience, we have multiplied the x-weighted monopoles and quadrupoles by a factor of −5. All curves assume a pivot redshift of z0 = 0.57 and
fiducial model parameters Σ⊥ = Σ‖ = 4.3h−1Mpc with β = 0 (the center of the prior in our post-reconstruction fits). In monopole, α1 works to
change the position of un-weighted and x-weighted BAO features in opposite directions. The quadrupole changes sign when we switch α1 from 0.05
to−0.05. The crest-trough feature at the BAO scale seen in the un-weighted and x-weighted quadrupoles move in opposite directions with varying α1
analogous to the monopoles.
and x-weighted quadrupoles shift in opposite directions analo-
gous to the monopoles.
2.2 Fitting the Correlation Function
As in previous BAO analyses (Anderson et al. 2014), we fit the
galaxy correlation function with a template. We describe this
template below and discuss how it gets distorted due to a mis-
estimate of cosmology.
In Fourier space, we use the following template for the
2D non-linear power spectrum (Xu et al. 2013; Anderson et al.
2014)
Pt (k, µ) =
(
1 + βµ2
)2
F (k, µ,Σs)Pdw (k, µ) . (12)
The
(
1 + βµ2
)2 term represents the Kaiser effect (Kaiser 1987)
with β = f/b where f ≈ Ωm(z)0.55 (Carroll et al. 1992) is
the growth rate of structure and b is the large scale galaxy bias.
On small scales, the large random velocities in inner virialized
clusters causes an elongation in the observed structure along
the line-of-sight direction. This is known as the Finger-of-God
(FoG) effect and we model in Fourier space by the multiplica-
tive factor F (k, µ,Σs) which takes the form
F (k, µ,Σs) =
1
(1 + k2µ2Σ2s)
2 (13)
where Σs is the streaming scale associated with the dispersion
within clusters due to random peculiar velocities.
We model the degradation of the BAO due to non-linear
structure growth by a Gaussian damping term. The damping
is anisotropic due to redshift space distortions. The parallel
and perpendicular streaming scales Σ‖ and Σ⊥ determine the
amount of damping along and perpendicular to the line-of-sight.
The two streaming scales are related by Σ‖ = (1+f)Σ⊥ where
f is the growth rate of structure. The de-wiggled power spec-
trum Pdw (k, µ) (Eisenstein et al. 2007) is given by
Pdw (k, µ) = [Plin(k)− Pnw(k)] exp
[
−k
2
‖Σ
2
‖ + k
2
⊥Σ
2
⊥
2
]
+Pnw (k)
(14)
where Plin (k) is the linear power spectrum from CAMB (Lewis
et al. 2000). The no-wiggle spectrum Pnw (k) is the smoothed
power spectrum (Eisenstein & Hu 1998) with the baryonic wig-
gles taken out.
For our analyses, in pre-reconstruction fits, we fix Σs =
2h−1Mpc, Σ⊥ = 6h−1Mpc and Σ‖ = 9.6h−1Mpc. For
post-reconstruction, we use Σs = 0h−1Mpc, Σ⊥ = Σ‖ =
4.3h−1Mpc. These prescribed parameters are motivated by fit-
ting to the average mock correlation function of the mocks we
use. Before reconstruction, the difference in the streaming pa-
rameters Σ⊥ and Σ‖ come from the Kaiser effect. Reconstruc-
tion is expected to remove the Kaiser squashing, and hence our
choice of Σ‖ = Σ⊥ after reconstruction. In the fits to the av-
erage correlation function, the streaming parameter Σs is not
well-constrained. However, we have checked that fitting the
BAO feature in individual mocks is insensitive to the choice of
these streaming parameters around our prescribed values.
The multipole moments of the template power spectrum
can be computed as
P`,t(k) =
2`+ 1
2
∫ 1
−1
Pt (k, µ)L`(µ)dµ (15)
whereL` is the Legendre polynomial of order `. To calculate the
correlation functions, we Fourier transform the power spectrum
as
ξ`,t(r) = i
`
∫
k3d log k
2pi2
P`,t(k)j`(kr). (16)
Now we review how a misestimate of the cosmology dis-
torts the correlation function. A perturbative expression is given
by Eq. 26 and 27 in Xu et al. (2013). However, we use a dif-
ferent approach here. With Eq. 6 and 7, we can express the true
galaxy separation and the cosine of the angle between the sepa-
ration vector and line-of-sight in terms of the fiducial values by
using α and . Given
r =
√
r2‖ + r
2
⊥, (17)
µ = cos
[
arctan
(
r⊥
r‖
)]
, (18)
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we get,
r = αrf
√
(1 + )4(µf)2 + (1 + )−2[1− (µf)2] (19)
µ = cos[arctan[(1 + )−3 tan(arccosµf)]]. (20)
These are the “true” separation and line-of-sight angle that go
into the true correlation function, which can be decomposed into
multipole moments using the Legendre Polynomials
ξt(r, µ) =
∑
`
ξ`,t(r)L`(µ) (21)
where we ignore the contributions from ` = 10 or higher. We
find the expansion to be quickly converging and the amplitudes
of higher order multipoles are significantly reduced. A non-
linear model for ξ`,t(r) is given in the next subsection.
Substituting r and µ with the expressions above, we reach
the model correlation function ξ(rf , µf , α, ). This model corre-
lation function includes the “isotropic dilation” and “anisotropic
warping” due to incorrectly assuming a fiducial cosmology. We
then re-project onto Legendre polynomials
ξ`,m(r, z) =
2`+ 1
2
∫ 1
−1
ξ(rf , µf , α, )L`(µ
f)dµf . (22)
This is our template for matter correlation function within a red-
shift slice.
2.3 Redshift Weights
We define weights to compress the information in the redshift
direction onto a small number of “weighted correlation func-
tions”. The weights are designed to optimally extract the con-
straints on α0, α1, α2. We refer the reader to Zhu et al. (2015)
for the derivation of the weights which are modeled on Tegmark
et al. (1997). The weights constructed for the distance-redshift
parametrization in Sec. 2.1 are given by a multiplicative quan-
tity w`,idW . Here, dW(z) is given by
dW(z) =
(
n¯
n¯P + 1
)2
dV (z) (23)
where the volume of the slice is given by
dV (z) =
χ2f (z)
Hf (z)
dzdΩ. (24)
dW(z) is the inverse of the variance of the correlation func-
tion bin at redshift z. We assume that different redshift bins are
independent, so that the covariance matrix across redshifts is di-
agonal. In the equation above, P is the power at the BAO peak
scale, and is specified to be 104h−3Mpc3.
The additional weights w`,i are given by
w0,α0 = 1 w2,α0 = 0 (25)
w0,α1 =
1
3
(1 + 4x) w2,α1 =
1
3
(1 + x) (26)
w0,α2 =
1
6
(2x+ 5x2) w2,α2 =
1
3
(x+ x2) (27)
The first indices ` = 0, 2 indicate the weights are for fitting the
monopole or quadrupole moments of the correlation function.
The second indices αi indicate the parameter one is focusing
on.
3 SIMULATIONS
We test our algorithm on mock galaxy catalogs created by using
the “quick particle mesh” (QPM) method (White et al. 2014).
These catalogs are constructed to simulate the clustering and
noise level of the SDSS DR12 combined samples. For details
of BOSS survey design, we refer the reader to Eisenstein et al.
(2011) and Dawson et al. (2013). The mock catalogs are based
on 1000 low force- and mass-resolution particle-mesh N-body
simulations. Each uses 12803 particles in a box of side length
2560h−1Mpc. The simulations assume a flat ΛCDM cosmol-
ogy, with cosmological parameters as : Ωm = 0.29, Ωbh2 =
0.02247, h = 0.7, ns = 0.97, and σ8 = 0.8. These mocks are
constructed from 1000 QPM realizations, each of which starts
at z = 25 using second order Lagrangian perturbation theory.
The catalogs span the redshift range of z = 0.2 to 0.7 and cover
both the northern and southern Galactic cap of the BOSS foot-
print. The mocks are populated using a bias model inferred from
small scale measurements, and have a redshift dependent galaxy
bias reflecting changes in the galaxy population over the BOSS
redshift range. The mocks include the effects of the angular veto
mask of the BOSS galaxies, as well as an approximation to fiber
collisions. The redshift selection function n(z) was matched to
the angular density of the DR12 sample, to make it independent
of cosmology.
4 ANALYSIS
4.1 Computing the weighted correlation functions
We analyze the simulations similar to previous BOSS analyses
(Anderson et al. 2014). We refer the reader to those papers for
more detailed descriptions, restricting our discussion to the new
aspects. The first of these is that we treat the entire BOSS red-
shift range as a unified sample (from z = 0.2 to 0.7) and do not
split into smaller redshift bins. Since the efficacy of the BAO re-
construction procedure has now been well established and our
redshift weights are agnostic to reconstruction, our default re-
sults will all be post-reconstruction. Our implementation of re-
construction is identical to what has been used for the SDSS and
BOSS analyses (Anderson et al. 2014).
In order to compute the weighted correlation functions, we
use a modified version of the Landy-Szalay estimator (Landy &
Szalay 1993). As is traditional, we weight every galaxy/random
by the FKP weight
wFKP =
1
1 + n¯(z)P (k0)
(28)
where n¯(z) is the number density at z, the redshift of the object.
P (k0) = 10
4h−3Mpc3 is the approximate power at the BAO
scale.
We also weight each pair of galaxies/randoms by w = 1,
x, x2 to construct the weighted correlation functions ξ1, ξx and
ξx2 . Since the redshift separation between a pair that contributes
to the correlation function is small, we simply use the mean
redshift of each pair to compute x. The weighted 2D correlation
functions are then given by
ξdataw (r, µ) =
D˜D(r, µ)− 2D˜R(r, µ) + R˜R(r, µ)
RR(r, µ)
(29)
where D˜D, D˜R and R˜R include the additional pair weight,
c© 0000 RAS, MNRAS 000, 000–000
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whereas RR in the denominator does not. After reconstruction,
this gets modified to
ξdataw (r, µ) =
D˜D(r, µ)− 2D˜S(r, µ) + S˜S(r, µ)
RR(r, µ)
(30)
where S represents the shifted random particles.
In computing the pair sums, we bin the weighted pair sums
in both r and µ. The r bins used here are from 0 to 200 with
4 h−1Mpc bins. The µ bins are from 0 to 1 with 0.01 in
width. From the 2D correlation function, one can compute the
monopole and quadrupole moments as
ξdata`,w (r) =
2`+ 1
2
∫ 1
−1
ξdataw (r, µ)L`(µ)dµ (31)
where L` is the Legendre polynomial of order `.
We bin our estimators accordingly to the 4 h−1Mpc reso-
lution.
ξ`(rcen) =
3
r32 − r31
∫ r2
r1
r2ξ`(r)dr (32)
gives the binned correlation function. The bin is centered at
rcen, with a lower bound r1 and an upper bound r2.
4.2 Weighted Correlation Function Estimators
We construct models of the monopoles and quadrupoles of the
unweighted and weighted correlation functions. Since the ad-
ditional weights w`,i all take the simple form of linear combi-
nations of 1, x, and x2, it is convenient to calculate correlation
functions weighted by them instead of the original weights. Us-
ing these weights, the weighted correlation function estimators
can be constructed as weighted integrals,
ξ`,1(r) =
1
N
∫
dW(z)b2(z)ξ`,m(r, z) (33)
ξ`,x(r) =
1
N
∫
dW(z)x(z)b2(z)ξ`,m(r, z) (34)
ξ`,x2(r) =
1
N
∫
dW(z)x2(z)b2(z)ξ`,m(r, z) (35)
where N =
∫
dW is a convenient choice of normalization and
b(z) is the galaxy bias. We assume that the bias is inferred from
small-scale clustering measurements. We demonstrate that our
results are robust to small changes in input form of b(z). The
above integrals are understood to be over the redshift range of
the survey.
It is more efficient to compute the weighted integrals as
summations across redshifts. To do this, we bin the redshift
range of the combined sample [0.2, 0.7] into 50 thinner slices
of width ∆z = 0.01. We use the central redshift of each slice to
label these slices. In each redshift bin, with the given parameters
α0, α1, and α2, one calculates χ(z)/χf (z) and Hf (z)/H(z)
according to Eq. 1 and Eq. 2. Using the obtained χ andH ratios
in Eq. 8 and Eq. 9, one calculates the “isotropic dilation” param-
eter α(z) and “anisotropic warping” parameter (z) at different
redshifts. Alternatively, one can directly use Eq. 10 and Eq. 11
to get α(z) and (z). This feature is distinct from traditional
analyses in which α and  are only measured at the “effective”
redshift of the sample.
For efficient calculation of the redshift dependent
ξ`,m(r, z), we pre-compute and tabulate correlation function
monopoles and quadrupoles by fixing α = 1 while  ranges
from -0.2 to 0.2 with intervals of 0.001. We first calculate the
correlation function by interpolating in the  direction. This
gives us the correlation function corresponding to α = 1 and
 = (z). We then interpolate the obtained correlation function
at separation scale α(z)r.
Within each slice, we also calculate the inverse variance
factor ∆W(z) and the additional weights x(z) as they will be
used to weight the correlation functions in different slices. In
calculating ∆W(z) using Eq. 23, the volume of each slice is
calculated as
∆V (z) ∝ χ
2
f (z)
Hf (z)
∆z. (36)
Once all these ingredients are in hand, we weight the cor-
relation function monopoles and quadrupoles by ∆W(z)wz
where wz = 1, x, x2 and sum across redshifts. We thus
achieve the “un-weighted”, “x-weighted”, and “x2-weighted”
monopole and quadrupole estimators.
4.3 Fitting the Acoustic Feature
The fitting aims to minimize the χ2 goodness-of-fit indicator
given by
χ2 = (~m− ~d)TC−1(~m− ~d). (37)
We describe the data vector ~d, the model vector ~m, and the co-
variance matrix C below.
We perform two sets of fits on the mock correlation func-
tions with the model outlined in the previous sections. In the first
set of fits, we fit the “unweighted” correlation functions. We will
call this set of fits “unweighted fits” or “1 fits”. In the second set,
we simultaneously fit the unweighted and the x-weighted cor-
relation functions. We will call this set “weighted fits” or “1+x
fits”.
We adopt 48h−1Mpc < r < 152h−1Mpc as our fiducial
fitting range with 4h−1Mpc bins. We use the bin center to label
each bin. The monopole and quadrupole data vector ~d`,w cor-
responds to 26 points each, with 50h−1Mpc being the first bin
and 150h−1Mpc the last one.
For “unweighted” fits, we simultaneously fit the un-
weighted monopole and quadrupole correlation function ~d0,1
and ~d2,1. The data vector and model vector take the form
~d =
(
~d0,1
~d2,1
)
~m =
(
~m0,1
~m2,1
)
. (38)
The monopole/quadrupole are denoted by ` = 0, 2 respectively,
while w = 1, x indicate the z-weight.
For the “weighted” fits (“1+x”), we simultaneously fit the
unweighted and x-weighted monopoles and quadrupoles. The
data vector and model vector take the form
~d =

~d0,1
~d2,1
~d0,x
~d2,x
 ~m =

~m0,1
~m2,1
~m0,x
~m2.x
 (39)
The data vectors ~d`,w are given by ξdata`,w (r) in Eq. 31. The
model vectors ~m`,w will be explained in detail in the next sub-
section. Once again, in the combined column vector ~d and ~m,
each vector ~d`,w and ~m`.w corresponds to 26 points.
c© 0000 RAS, MNRAS 000, 000–000
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4.3.1 The Fiducial Fitting Model
We fit our correlation functions to
ξfit`,w(r) = B
2
wξ`,w(r) +A`,w(r) (40)
where ξ`,w(r) is the weighted correlation function while A(r)
absorbs un-modeled broadband features including redshift-
space distortions and scale-dependent bias following Anderson
et al. (2014). We assume
A`,w (r) =
a`,w,1
r2
+
a`,w,2
r
+ a`,w,3. (41)
We allow a multiplicative factor B2w ∼ 1 to vary in order to
adjust the amplitudes of the correlation functions. Note that B2w
determines the amplitudes of the monopole and quadrupole to-
gether while β sets the relative amplitude between the two.
4.3.2 Covariance Matrices
The most direct way to calculate the covariance matrix is from
the mock catalogs. The (i, j) element of the covariance matrix
is calculated as
Cij =
1
Ns − 1
Ns∑
n=1
[
dn (ri)− d¯ (ri)
] [
dn (rj)− d¯ (rj)
]
(42)
where Ns is the total number of mocks, dn(r) is the correlation
function calculated from the nth mock and d¯(r) is the average
of the mock correlation functions.
When estimating the inverse covariance matrix, Ψ, from
mocks, we account for the bias from the asymmetry of the
Wishart distribution by multiplying the inverse covariance ma-
trix by a prefactor (1−D), namely, Ψ = (1−D)C−1 (Hartlap
et al. 2007; Percival et al. 2014) where
D =
Nb + 1
Ns − 1 . (43)
Here Nb is the size of the data vector.
This correction is also important in calculating the ex-
pected χ2 value. If one is fitting a sample by using the covari-
ance matrix calculated from the same sample, the expected χ2
is equal to the degree-of-freedom multiplied by the prefactor
(1−D). We refer the reader to the appendix for a derivation of
this relation.
4.3.3 Summary of Parameters
In the unweighted fits, the non-linear parameters we fit for are
B21 , β, α0, and α1, in addition to the 2× 3 = 6 linear nuisance
parameters in A`,w(r), a total of 10 parameters. Note that ` =
0, 2 andw = 1, yielding a data vector with 52 elements, and a fit
with 42 degrees of freedom. We calculate the expected χ2 for
individual mocks by including the prefactor described in Sec.
4.3.2, and get the expected χ2 to be 40.
Similarly, in the weighted fits, the non-linear parameters
we fit for are B21 , B2x, β, α0, and α1, in addition to the 4× 3 =
12 linear nuisance parameters in A`,w(r) where w = 1 or x.
This gives a total of 17 parameters of interest. Therefore, dof =
4× 26− 17 = 87 in the weighted fit. This yields the expected
χ2 to be 78.
We obtain the set of best-fit model parameters by mini-
mizing χ2 as in Eq. 37. The non-linear parameters are handled
through a simplex algorithm (Nelder & Mead 1965) while the
linear nuisance parameters are obtained using a least-squares
method nested within the simplex. For each set of non-linear
parameters, the least-squares algorithm gives the corresponding
best-fit linear parameters. The simplex algorithm then searches
the non-linear parameter space until the best-fit parameters that
minimize χ2 are achieved .
Some mocks possess a weak BAO feature. The low signal-
to-noise causes the nuisance polynomial to become the dom-
inant contribution to the model correlation function. To avoid
these undesirable cases, we adopt a Gaussian prior for β cen-
tered around 0.35 with standard deviation 0.15. After recon-
struction, we put a Gaussian prior of the same width centered
around 0 as reconstruction partially removes the Kaiser effect.
In the default fits, we allow α0 and α1 to float while fixing
α2 = 0. We discuss extending our fits to include α2 in Sec.
5.2.4 below.
5 RESULTS
5.1 Fiducial Results
We present the results of the fits to the QPM mock correlation
functions using both the “unweighted” and the “weighted” fits.
The fits assume the QPM cosmology as the fiducial cosmology
and assume a pivot redshift z0 = 0.57. We will then compare
the results from “unweighted” and “weighted” fits and com-
ment on the effectiveness of redshift weighting in measuring the
distance-redshift relation and the Hubble parameter to a higher
accuracy.
We plot the average monopole and quadrupole of 1000
mocks before and after reconstruction in Fig. 2. The bands
contain the error for individual mocks. One can see that the
“x-weighted” monopoles and quadrupoles are inverted as com-
pared to the “unweighted” ones. The inversion comes from an
overall negative weight. Albeit inverted, the acoustic feature is
clearly visible in the “x-weighted” monopoles. A comparison
of the monopoles before and after reconstruction shows that the
acoustic peak in the monopole is more pronounced after recon-
struction, suggesting reconstruction is effective in partially un-
doing the damping of the BAO feature due to nonlinear evo-
lution. Motivated by a fit to the average correlation function,
we have chosen Σ⊥ = 6h−1Mpc and Σ‖ = 9.6h−1Mpc be-
fore reconstruction and Σ⊥ = Σ‖ = 4.3h−1Mpc for post-
reconstruction fits. In addition, one can see the quadrupole am-
plitude is substantially smaller and close to zero after recon-
struction on large scales. This confirms that reconstruction par-
tially removes the effects of redshift space distortion.
We measure α0 and α1 for each mock using the fitting
procedure and model outlined in §4. Since our fiducial cosmol-
ogy is the same as simulation cosmology, we expect 〈α0〉 = 1
and 〈α1〉 = 0 if our estimators are unbiased. Fig. 3 shows fit
to an example “unweighted” post-reconstruction monopole and
quadrupole, while Fig. 4 shows the “weighted” fit to the same
mock where we simultaneously fit the “unweighted” and “x-
weighted” monopoles and quadrupoles.
A summary of our fitting results is in Table 1. The results
are all consistent with expected values within uncertainties, sug-
gesting our weighted correlation functions are an unbiased esti-
mator. Furthermore, applying the z-weights significantly reduce
the α0 and α1 errors.
Fig. 5 shows the scatter plot of α0 and α1 we obtain from
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Figure 2. The average monopoles (left) and quadrupoles (right) from the 1000 QPM mocks. The error bands plotted are that of an individual mock,
which are
√
1000 bigger than for the that of the average correlation function. The orange bands are pre-reconstruction mocks, while the blue bands
correspond to post-reconstruction. The top panels show the “unweighted” monopoles and quadrupoles while the bottom show the “x-weighted”
ones. One can see that the “x-weighted” monopoles and quadrupoles are inverted as compared to the “unweighted” ones, due to an overall negative
weight. The acoustic feature is clearly visible in the “x-weighted” monopoles. The reconstructed monopole moments show a sharpened acoustic peak,
suggesting reconstruction partially removes the degradation of BAO due to non-linear evolution. The quadrupole amplitudes are significantly reduced
after reconstruction. At large scales, quadrupole moments are close to 0, indicating the efficiency of reconstruction at removing the Kaiser effect.
α0 = 0.9876α1 = 0.0136χ2/dof = 50.0/421-weighted
0 50 100 150 200
-40-20
0
20
40
60
80
100
r (Mpc/h)
r2
ξ 0,1(r)
1-weighted
0 50 100 150 200
-60
-40
-20
0
20
40
r (Mpc/h)
r2
ξ 2,1(r)
Figure 3. The best-fit to a sample unweighted monopole (left) and quadrupole (right) from a reconstructed mock correlation function. The [blue] bars
are monopoles and quadruples from a sample mock with 1σ error bars. The solid [red] lines are the best-fit models. The best fit parameters and the
corresponding χ2 values are listed on the figure.
1000 mocks post-reconstruction. The left panel is from “un-
weighted” fits and the right panel is after weights are being
applied. We see that the two parameters are not highly corre-
lated at this choice of the pivot redshift. We also plot the 1 and
2σ error ellipse predicted from a Fisher matrix calculation (see
Sec. 5.3 below) in both panels. The ellipses in the two panels
are of the same size. One can see from the “weighted” scatter
plot that most of the best-fit (α0, α1) points fall within the 2σ
contour. This indicates that redshift weighting helps shrink the
errors down towards the forecasted level.
With α0 and α1 in hand, we reconstruct the distance-
redshift relation from Eq. 1. Similarly, we also reconstruct the
Hubble parameter from Eq. 2. For each reconstructed mock, we
use these best-fit α0 and α1 parameters to calculate the two re-
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Figure 4. Sample “weighted” fit to the unweighted and x-weighted monopoles (left) and quadrupoles (right) of the same mock as in Fig. 3. The top two
panels are the unweighted monopoles and quadrupoles while the bottom two are weighted by x. The best-fit models (solid [red] lines) are over-plotted.
Model α0 α1 〈χ2〉/dof
Before Reconstruction
Fiducial, weighted 1.0023± 0.0115 0.0020± 0.0332 78.66/87
Fiducial, unweighted 1.0022± 0.0118 0.0036± 0.0478 40.53/42
After Reconstruction
Fiducial, weighted 1.0005± 0.0079 0.0025± 0.0205 80.00/87
Fiducial, unweighted 1.0002± 0.0084 0.0050± 0.0276 41.87/42
Fit w/ (Σ⊥,Σ‖)→ (3, 3)h−1Mpc 1.0002± 0.0079 0.0030± 0.0207 80.61/87
Fit w/ Σs = 2h−1Mpc 1.0004± 0.0079 0.0036± 0.0205 80.30/87
Fit w/ constant b(z) = 1.7 1.0002± 0.0079 0.0030± 0.0209 80.00/87
Fit w/ 70 < r < 150h−1Mpc 1.0004± 0.0079 0.0021± 0.0208 61.22/67
zpivot = 0.4 1.0000± 0.0102 0.0015± 0.0135 80.01/87
Fit w/ Ωm = 0.25 cosmology, assuming α2 = 0 1.0603± 0.0084 −0.0145± 0.0203 80.30/87
Fit w/ Ωm = 0.25 cosmology with floating α2
(expect α0 = 1.0599, α1 = −0.0161, and α2 = 0.0018) 1.0605± 0.0083 −0.0155± 0.0205 119.97/131
Table 1. Mean and standard deviations of best-fit α0 and α1 from “unweighted fits” and “weighted fits” with various models. The model is given in
column 1. The mean and standard deviation of the best-fit parameters from the mocks are given in column 2 and 3. The mean χ2/dof is given in
column 4. For a relation between the expected average χ2 and dof, see the appendix.
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Figure 5. The best-fit α1 versus α0 from the fits to 1000 individual mocks after reconstruction, assuming a pivot redshift z0 = 0.57 in the analysis.
The left panel shows best-fit values from the “unweighted” fits. The right panel is the same plot from “weighted” fits. As expected, redshift weighting
reduces the scatter of α1. The red and blue contours are 1σ and 2σ contours based on a Fisher forecast.
lations and calculate the average and the scatter of each rela-
tion. We plot the reconstructed χ(z)/χf (z) and H(z)/Hf (z)
with 1σ error in Fig. 6. The plots show the reconstructed rela-
tions from both the “unweighted” fits and the “weighted” fits.
Both χ(z)/χf (z) and H(z)/Hf (z) are centered around 1 at
all redshifts, suggesting applying the redshift weights give un-
biased distance and Hubble parameter measurements. From the
figures, we also find that weighting allows us to measure both χ
and H to higher precision. The error of χ(z)/χf (z) is smallest
at higher redshifts. This reflects the fact that our sample is most
concentrated at close to its “effective redshift”.
5.2 Robustness of Fits
The fitting results above have assumed our default choices
of fiducial cosmology, RSD streaming parameters, and galaxy
bias. We explore the effects of varying these below.
5.2.1 Pivot Redshift
We repeat the analysis by assuming a different pivot redshift
z0 = 0.4. The weights are different from the set computed for
z0 = 0.57 since the weights are defined relative to the comov-
ing distance at the pivot redshift.
We fit the 1000 reconstructed mocks assuming z0 = 0.4
and summarize the statistics in the scatter plot in Fig. 7. The
measurements are still consistent with 〈α0〉 = 1 and 〈α1〉 = 0
within uncertainties. This confirms that weighting yields non-
biased measurements of both parameters. In addition, redshift
weighting again demonstrated efficiency in lowering the stan-
dard deviation of α0 and α1. The error on α0 is larger than the
z0 = 0.57 case while the error on α1 is smaller. Furthermore,
the scatter plot shows clear correlation between the two param-
eters at this choice of pivot redshift.
We reconstruct the distance-redshift relation and Hubble
parameter based on the “weighted” fits and compare them
against the z0 = 0.57 results. The comparison is summarized
by Fig. 8. The analyses using two different pivot redshifts give
almost identical reconstructed distance and Hubble parameter
measurements.
5.2.2 Fiducial Cosmology
We test the robustness of the fitting routine and the gain in red-
shift weighting by using a fiducial cosmology that is differ-
ent from the QPM cosmology. We pick a flat cosmology with
Ωm = 0.25. We fix Ωmh2 = 0.1421 and Ωbh2 = 0.02247 to
be the same as the QPM cosmology so that the sound horizon
stays the same.
Under this fiducial cosmology and pivot redshift z0 =
0.57, we expect α0 = 1.0599 and α1 = −0.0161. Fitting
the 1000 mocks yields α0 = 1.0603 ± 0.0084 and α1 =
−0.0145 ± 0.0203, consistent with the expected values within
uncertainties. This indicates the analysis and measurements are
unbiased when the assumed fiducial cosmology differs from the
true (simulation) cosmology.
5.2.3 Galaxy Bias Model
Our derivation of the redshift weights assumes a constant galaxy
bias across redshifts. However, measuring the galaxy bias from
small-scale clustering reveals a bias varying with redshift. The
variation is rather mild, ranging from 1.65 to 1.8 in the redshift
range z = 0.2 to 0.7. This variation not only makes the default
weights not optimal, it potentially can also bias the distance and
Hubble measurement. We explicitly test for the effect by re-
running the fits but assuming a constant galaxy bias b(z) =
1.7. The results (as presented in Table 1) turn out to be almost
identical to the default fits within uncertainty.
5.2.4 Including α2
In the default fits, we have held α2 to be fixed at 0. However,
the expected a2 does not vanish when the fiducial cosmology
differs from the true (QPM in our case) cosmology. The exclu-
sion of α2 as a fitting parameter is equivalent to approximating
the distance-redshift relation paramtrization to the first order.
This approximation can potentially bias the measured α0 and
α1, and in turn, bias the distance and Hubble parameter mea-
surements. We explicitly test for such an effect by re-running
the fits and including α2 as a fitting parameter. The fits assume
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Figure 6. Distance χ(z) (left panel) and H(z) measurements (right panel) from 1000 reconstructed mocks. Upper lines and bottom lines correspond
to 1 standard deviation above and below the average (middle lines). The dashed [blue] line is from “unweighted” fitting of the mocks and the solid
[red] line is from “weighted” fits where we simultaneously fit the unweighted and x-weighted correlation functions. The z-weights are effective in
generating an unbiased and more accurate measurement of both the distance and Hubble parameter.
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Figure 7. The same plot as Fig. 5 while assuming the pivot redshift z0 = 0.4 in the analysis. The scatter plot shows the same trend as in the z0 = 0.57
case that redshift weighting makes the points come closer.
a flat fiducial cosmology with Ωm = 0.25 (as in Sec. 5.2.2). Un-
der this cosmology, we expect α0 = 1.0599, α1 = −0.0161,
and α2 = 0.0018. The fits yield α0 = 1.0605 ± 0.0083,
α1 = −0.0155 ± 0.0205, and α2 = −0.0175 ± 0.1521, all
consistent with the expected theory values within uncertainty.
The measured 15% error on the α2 measurements suggests it
cannot be well constrained by these data. Comparing the fitting
results that assume α2 = 0 with our α0 and α1 measurements
that includes α2 as a fitting parameter, we see that the former
is unbiased within uncertainty. The reason is that the expected
α2 is very close to 0. This is true for other reasonable fiducial
cosmologies. In addition, we reconstruct the distance-redshift
relation and Hubble parameter with the full quadratic expan-
sion in Eq. 1 and Eq. 2 and find the results are almost identical
to assuming α2 = 0. Hence we claim in general the default
fits with α2 forced to be zero are sufficient and unbiased within
uncertainty.
5.3 Comparison with Fisher Matrix Forecasts
The Fisher matrix is a commonly used tool in estimating errors
from a planned survey. Inverting the Fisher matrix gives the pa-
rameter covariance matrix. It serves as a marker for the theoret-
ical lower limit of errors measured from a planned survey. We
describe the details that go into a Fisher matrix calculation and
compare the errors from our “weighted” fits to the Fisher matrix
forecasts.
We break the redshift range of the survey [0.2, 0.7] into 50
bins, each with width ∆z = 0.01. The volume of each slice is
computed according to
∆Vz =
χ2f (z)
Hf (z)
∆z∆Ω (44)
where ∆Ω is the angle covered by the BOSS DR12 area.
In each redshift slice, we calculate the Fisher matrix for
χ(z) and 1/H(z) according to Seo & Eisenstein (2007). We
assume β = 0, Σs = 0, and Σ⊥ = Σ‖ = 4.3h−1Mpc post-
reconstruction motivated by fits to the average correlation func-
tion.
We then rotate the basis into α0, α1, and α2 through a
linear transformation :
Fα0,α1,α2 = JTFχ,H−1J (45)
where J is the Jacobian matrix
J =
(
∂χ
∂α0
∂χ
∂α1
∂χ
∂α2
∂H−1
∂α0
∂H−1
∂α1
∂H−1
∂α2
)
(46)
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Figure 8. Comparison of χ(z) (top panel) and H(z) measurements
(bottom panel) under two different pivot redshifts, z0 = 0.57 (blue)
and z0 = 0.4 (red). The fits to 1000 reconstructed mocks are done by
using the “weighted” fits. Upper lines and bottom lines correspond to 1
standard deviation above and below the average. We see that the recon-
structed relations using two different pivot redshifts are almost identical,
with the z0 = 0.4 case doing slightly better.
If one focuses on α0 and α1 and have α2 fixed to be 0, the
Jacobian matrix is made up of the first two columns.
Using Eq. 1 and Eq. 2, we compute the Jacobian matrix as
J =
(
χf (z) χf (z)x
1
2
χf (z)x
2
1
Hf (z)
1+2x
Hf (z)
x+ 3
2
x2
Hf (z)
)
. (47)
Once we have calculated the Fisher matrix for α0, α1, and α2
in each redshift slice, we combine the errors calculated in these
slices through inverse variance weighting. This corresponds to
a sum of the Fisher matrices
F =
∑
z
F (z). (48)
Inverting the total Fisher matrix gives the parameter covariance
matrix C = F−1.
Focusing on the two parameter (α0, α1) case, the Fisher
matrix calculation for z0 = 0.57 yields the estimated errors of
α0, α1 to be 0.66% and 1.67% respectively. For the z0 = 0.4
case, the Fisher forecast yields 0.93% error on α0 and 1.22%
on α1. These errors are about 10% to 20% lower than what we
have measured from the weighted fits. In the three parameter
(α0, α1, α2) case, the errors of α0 and α1 remain comparable
as in the two parameter case. The estimated error of α2 is 11%,
suggesting α2 cannot be well constrained by these data.
To analyze the impact from different choices of pivot
H error increased by α0 error (in %) α1 error (in %)
Original 0.66 1.6
2x 0.72 2.5
10x 0.94 4.1
1000x 1.04 4.5
Table 2. Variation of the estimated α0 and α1 errors with Hubble pa-
rameter errors increased by 2 folds, 10 folds, and 1000 folds.
redshifts, we calculate the errors on α0 and α1 for differ-
ent pivot redshifts. We find that a higher pivot redshift al-
lows a better measurement of α0 but a worse α1. We also
find that the correlations between the two parameters ρα0α1 =
Cα0α1/
√
Cα0α0Cα1α1 increases from ρα0α1 = −0.9 at z =
0.2 to ρα0α1 = 0.1 at z = 0.7. They decorrelate at redshift
z = 0.68. We calculate the forecasted errors of χ(z)/χf (z)
and H(z)/Hf (z) at different pivot redshifts and found them to
be insensitive to the choice of the pivot redshift. The error of
χ(z)/χf (z) reaches as low as 0.61% at around z = 0.68. The
error of H(z)/Hf (z) is smallest at roughly z = 0.3. These are
all consistent with the mock results within 10% to 20%.
The Fisher matrix calculation also allows us to gain insight
into the constraining power of DA and H measurements on α0
and α1. We make the following experiment in our Fisher matrix
calculation. In each redshift slice, we increase the error of H
while keeping the error of χ the same. Table 2 lists the estimated
α0 and α1 errors with the H errors increased by 2 fold, 10 fold,
and 1000 fold in each redshift slice. When we increase the error
of the Hubble parameter H by 2, we find that α0 error goes
up by 10% while the α1 error quickly worsens. This suggests
the H measurement is important for constraining α1 to high
precision. As we continue to increaseH errors,α0 andα1 errors
continue to grow. The case where the H error is increased by a
factor of 1000 mimics the case in which the survey only affords
DA measurements but not H . In this case the information is
predominantly from DA measurements. The estimated error of
α0 is at the 1% level and α1 error is 4.5%.
6 DISCUSSION
This paper presents the results of applying redshift weighting as
proposed in Zhu et al. (2015) to BAO analyses. Different from
previous BAO analyses, redshift weighting allows us to analyze
a full sample without the need of splitting the sample into multi-
ple redshift bins. We validate the method on a set of 1000 QPM
mocks tailored to mimic the clustering noise level of BOSS DR
12.
We approximate the distance-redshift relation, relative to
a fiducial model, by a quadratic function. By measuring the
coefficients from the mocks, we then reconstruct the distance
and Hubble parameter measurements from the expansion. Our
approach thus gives measurements of DA(z) and H(z) at all
redshifts within the range of the sample. This is different from
previous analyses in which only measurements at the “effective
redshift” are given. Our fits assume the Hubble parameter to
be the inverse derivative of the comoving distance. We are thus
jointly measuring DA and H with this additional constraint in
place. This differs from traditional analyses in which DA and
H are measured separately.
The key advantage of redshift weighting is the optimized
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use of the full sample. We compress the information in the
redshift direction into a small number of ‘weighted correlation
functions’. These weighted estimators preserve nearly all the
BAO information without diluting the signal-to-noise per mea-
surement. We found that fitting these weighted estimators im-
proves the distance and Hubble parameter measurements. Our
mock results yield a 0.75% DA measurement at z = 0.64 and
the same precision for H at z = 0.29. We can compare our re-
sults to the results of Cuesta et al. (2016) who analyzed a similar
sample by splitting into 2 redshift bins. In that work, they mea-
sured DA and H with 2.5% and 5.2% uncertainty respectively
for the LOWZ sample (0.2 < z < 0.43), and 1.6% and 3.1%
for CMASS (0.43 < z < 0.7).
We demonstrate that our method is unbiased and robust
against the choices of fiducial cosmologies, pivot redshift, RSD
streaming parameters, and galaxy bias models. We have also ex-
tended the fits to include the second order term in the expansion
of our distance-redshift parametrization and found the results to
be almost identical. We thus claim the default fits with the first
order of the parametrization is sufficient.
We compare our results with a Fisher matrix forecast.
Our results are 10% worse than the estimated Fisher errors.
We experiment with the Fisher matrix calculation by degrad-
ing H measurements by 1000 fold in each redshift slice and
re-estimate α0 and α1 uncertainties. At pivot redshift z = 0.57,
the α0 and α1 errors degrade from 0.66% and 1.6% to 1% and
4.5%. This exercise allows us to estimate how much informa-
tion DA measurement alone affords in constraining α0 and α1.
This estimate is potentially useful for photometric surveys.
Our algorithm and results have important implications for
BAO measurements from current and future redshift surveys.
The same technique has also been proposed for analyzing the
RSD signal and the combined BAO and RSD signal (Ruggeri
et al. 2016; Zhao et al. 2016). As future surveys will probe large
volumes, covering wide ranges in redshift, we expect redshift
weighting to be very useful. We plan on continuing to develop
this approach in future work by applying it to existing surveys.
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APPENDIX A: EXPECTED VALUE OF 〈χ2〉
Consider the p-dimensional observations, x. Each entry of x is
a random variable with a gaussian distribution with mean 0 and
standard deviation 1, denoted as x ∼ N (0, 1).
1 http://chapel.cray.com
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We compute the sample covariance matrix from d indepen-
dent samples, xi where 1 6 i 6 d.
C =
1
d− 1
d∑
i=1
(xi)(xi)
t (A1)
where the superscript t is the transpose. An unbiased estimate
of the precision matrix is then
Ψˆ =
(
1− p+ 1
d− 1
)
C−1. (A2)
Note that both the covariance matrix C and precision matrix Ψ
are p× p matrices.
The average χ2 is given by
〈χ2〉 = 1
d
d∑
i=1
tr
(
xtiΨˆxi
)
=
1
d
d∑
i=1
tr
(
xix
t
iΨˆ
)
. (A3)
In the second equality, we have used the cyclic property of trace.
Inserting Eq. A1 and A2 into Eq. A3, we obtain the expected
average χ2 as
〈χ2〉 = 1
d
tr
(
(d− 1)CΨˆ
)
(A4)
=
d− 1
d
(
1− p+ 1
d− 1
)
p. (A5)
The above calculation can be generalized for other distributions.
The key message remains the same - that if we fit d indepen-
dent samples by using the covariance matrix calculated from
the same samples, the expected 〈χ2〉 and the degree-of-freedom
p are related by Eq. A5.
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