Abstract. A forward-backward inertial procedure for solving the problem of nding a zero of the sum of two maximal monotone operators is proposed and its convergence is established under a cocoercivity condition with respect to the solution set.
Introduction and preliminaries
The theory of maximal monotone operators has emerged as an e ective and powerful tool for studying a wide class of unrelated problems arising in various branches of social, physical, engineering, pure and applied sciences in uni ed and general framework. In recent years, much attention has been given to develop e cient and implementable numerical methods including the projection method and its variant forms, auxiliary problem principle, proximal-point algorithm and descent framework for solving variational inequalities and related optimization problems. It is well known that the projection method and its variant forms cannot be used to suggest and analyze iterative methods for solving variational inequalities due to the presence of the nonlinear term. This fact motivated to develop another technique, which involves the use of the resolvent operator associated with maximal monotone operators, the origin of which can be traced back to Martinet 13] in the context of convex minimization and Rockafellar 20] in the general setting of maximal monotone operators. The resulting method, namely the proximal point algorithm has been extended and generalized in di erent directions by using novel and innovative techniques and ideas, both for their own sake and for their applications relying, for example, on Bregman distance. Since, in general, it is di cult to evaluate the resolvent operator. One alternative is to decompose the given operator into the sum of two . Here, we use the resolvent operator technique to suggest a forward-backward splitting method for solving the problem of nding a zero of the sum of two maximal monotone operators. It is worth mentioning that if the nonlinear term involving the variational inequalities is the indicator function of a closed convex set in a Hilbert space, then the resolvent operator is equal to the projection operator and we recover a method proposed by A.S. Antipin 3] . Our result extends and generalizes the previously known results.
In this paper we will focus our attention on the classical problem of nding a zero of the sum of two maximal monotone operators A and B on a real Hilbert space H: nd x 2 H such that (A + B)(x) 3 0:
(1.1) This is a well-known problem which includes, as special cases, optimization and min-max problems, complementarity problems, and variational inequalities. One of the fondamental approaches to solving (1.1), where B is univoque, is the forward-backward method, which generates the next iterates x k+1 by solving the subproblem
(1.2) where x k is the current iterate and k is a regularization parameter. The literature on this subject is vast (see 7] and references therein). Actually, this method was proposed by Lions and Mercier 12] , by Passty 18] and, in a dual form for convex programming, by Han and Lou 10]. In the case where A is the normal cone of a nonempty closed convex set, this method reduces to a projection method proposed by Sibony 23] for monotone variational inequalities and, in the further case where B is the gradient of a di erentiable convex function, it amounts to a gradient projection method of Goldstein and of Levintin and Polyak 5] . This method was largely analyzed by Mercier 14] and Gabay 9] . They namely showed that if B is cocoercive with modulus > 0, then the iterates x k converge weakly to a solution on condition that k is constant and less than 2 . The case where k is noconstant was dealt with among others in 6, , A is the gradient of a di erentiable function, (1:4) is a simpli ed version of the di erential system which describes the motion of a heavy ball rolling over the graph of f and which keeps rolling under its own inertia until stopped by friction at a critical point of f ( see 4]). This nonlinear oscillator with damping has been considered by several authors proving di erent results and = or identifying situations in which the rate of convergence of (1:4) or its discrete versions is better than those of the rst-order steepest descent method see ( 1; 11; 19] ). Roughtly speaking the second-order nature of (1:3) (respectively (1:4)) may be exploited in some situations in order to accelerate the convergence of the sequence of (1:3) (respectively the trajectories of (1:4) 
The main results
To begin with let us recall, for the convenience of the reader, a well-known result on weak convergence. Lemma 2.1 Opial Let H be a Hilbert space and fx k g a sequence such that there exists a nonempty set S H verifying:
For every x 2 S, lim k!+1 jx k ? xj exists. If x weakly converges to x 2 H for a subsequence ! +1, then x 2 S. Then, there existsx 2 S such that fx k g weakly converges tox in H.
We are now able to give our main result. Theorem 2.1 Let fx k g H be a sequence generated by (1.6), where A; B are two maximal monotone operators with B -cocoercive and suppose that the parameters k ; k and " k satisfy: jx k+1 ? x k ? k (x k ? x k?1 )j = 0: Now let x be a weak cluster point of fx k g. There exists a subsequence fx g which converges weakly to x and satis es, thanks to (1.6), ? 1 (x +1 ?y )+(B(x +1 )?B(x )) 2 A " +1 (x +1 )+B(x +1 ) (A+B) " +1 (x +1 ): Passing to the limit, as ! +1, using the fact that B is Lipschitz continuous and thanks to the properties of the enlargements ( 22] , proposition 3.4), we obtain that 0 2 (A+B)( x), that is x 2 S. Thus, the second condition of Opial's lemma is also satis ed, which completes the proof. Condition (2:13) involves the iterates that are a priori unknown, in practice it is easy to enforce it by applying an appropriate on-line rule (for example, choosing Our result extends classical convergence results concerning the standard forwardbackward method as well as theorem 6 of Antipin 3] .
