Abstract
Introduction
Implementation selection problem refers to situations, where multiple implementations of modules are available, and the designer wishes to select the proper implementation for each module to minimize the overall system cost under its utility constraint. This problem arises in many different stages of system design and VLSI-CAD. In this paper, we use time budgeting to perform implementation selection under timing constraints. We utilize time budgeting to relax the delay of the gates of a netlist, under clock period constraint. The slowed-down gates are mapped to the best available implementation in the library to improve design area, power dissipation, or other quality metrics.
We show that discrete delay choices can make the problem NP-Complete. However, under reasonable assumptions time budgeting for discrete library choices can be solved efficiently, and in some cases optimally. We apply our results to leakage optimization problem via dual threshold voltage assignment in dual V t technology. Experimental results show 76 6% and 82 4% reduction in leakage current of several MCNC benchmarks, with no or 5% delay penalty, respectively.
Background
The left part of figure 1 illustrates an example of the application model used throughout the paper. We use the standard data flow graph (DFG) model, which assumes that the data flow of a given application can be represented with a directed acyclic graph (DAG). The nodes denote the computations and edges model the data dependency among nodes. Each computation starts when all its input data are available, i.e, all of its fanins have finished their computations, and takes a specific amount of time to finish its task and broadcast the result to all of its fanouts.
We assume that all primary inputs arrive at time equal to zero, and all primary outputs must be ready by a given timing constraint, denoted by T . Edges are considered to have zero delay, however, this model can indeed account for edge delays by modeling them as data communication nodes. The problem of timing budget management is to determine a local timing constraint for implementing each of the computations, such that the local constraint is feasible (not smaller than the minimum possible computation delay), the application timing constraint is met, and some objective function is optimized.
For many practical applications, design variables are either integers (such as delays in terms of number of clock cycles) or can be transformed into integer numbers with problem scaling. Therefore, it is often assumed that the problem arises in integral domain, i.e, initial component delays, possible lower and upper bounds on local delays, and local and global timing constraints are non-negative integers. Depending on the application domain, different time budgeting objectives are appropriate. An intuitive budget assignment policy tries to maximize the total delay budget assigned to the graph, assuming that larger total budget correlates to larger improvements in the utility function. Another popular policy is to distribute the budget values fairly (minimizing the maximum budget value), while trying to maximize the total delay relaxation. Other common objectives include maximum total delay relaxation under weighted, bounded, or min-skew constraints [13] . Figure 1 illustrates an example of different delay budget assignment policies in action. All of the nodes in the example have unit intrinsic delay, and therefore, the critical path of the graph has length 4. Delay budgets are assigned to the nodes and we assume that the timing constraint for the application is 8 time units. For each cost function (policy), an optimal solution is depicted in the table. Note that the delay budget should be added to the unit intrinsic delay of the node to calculate its local timing constraint.
Related Work
The concepts of slack, operation slow down, and mobility have been extensively studied and experimented for different applications such as design timing closure [3] , voltage assignment [15] , timing-driven placement and floor planning, [4] , gate and wire sizing [2] , high-level synthesis [19] , layout compaction [20] and software optimizations [8, 14] . The majority of previous work have used heuristics based on Zero Slack Algorithm (ZSA) [11] to assign timing constraints to design components. Previously, we presented optimal algorithms for integral time budgeting on a DAG [6, 13] and showed their superiority over ZSA. For discrete time budgeting, we showed that the problem is NP-Complete and the solution can be approximated within any given bound (ε-approximation) when the application graph has the form of a rooted tree [14] .
Leakage in Deep-Submicron
We have adopted the models presented in [17] to perform our experiment on threshold voltage assignment and leakage calculation (Section 6). Therefore, we cite the relation of leakage current and delay of a MOS transistor with its threshold voltage according to their study, to maintain consistency. According to the BSIM model [1] , leakage current of a MOS transistor can be approximated as follows:
where
where α is around 1.3 for short channel and 2 for long channel devices. Leakage current of a CMOS circuit is the sum total of the leakage currents of all gates. The leakage of a CMOS gate depends on the number of transistors that are turned off and hence on the inputs. For example if a NAND gate has both NMOS transistors off (input = 00). Since these transistors are in a stack, the leakage current will be small, whereas if both PMOSs are off (input = 11) then the two off transistors are connected in parallel and the leakage is large.
Leakage Optimization via Time Budgeting

Transformation to Integral Weighted Time Budgeting
We formulate the problem of gate-level V t assignment in dual V t technology as discrete delay budgeting. The delay choices for each gate are its delay under V t low and V t high threshold voltages. The objective is to maximize the savings in leakage current, through assignment of selected gates to V t high under a given global timing constraint. [9] reports a similar approach to address the design with dual V t technology, however, sub-optimal heuristics are employed that lead to inferior results.
From a delay budgeting perspective, each gate has exactly two delay choices under dual V t technology, i.e., there are exactly two points in the leakage-delay plain for each gate. Let us temporarily relax the assumption of discrete delay choices. The two points can be assumed to form a line with a fixed slope, although points in between the two ends are invalid choices. The slope represents the improvement of the gate leakage with assignment of a unit relaxation in the delay of the gate, and hence, serves as a very intuitive basis for assigning weights to gates.
The corresponding relaxed integral delay budgeting problem is to select the proper delay relaxation for each node, with a given upper bound, that maximizes the total weighted delay relaxation under global timing constraint. We apply our previous result [13] to solve this problem, and then round down the delay budgets to form a legal solution for the original dual-V t -inspired discrete budgeting problem. We present properties of the delay choices, under which, a discrete budgeting instance can be directly transformed to an integral budgeting instance.
The model that we used assumes that nodes incur some delay to perform their associated computations, and edges have zero delay. More generally, we can assume that edges incur some delay and nodes have zero delay. An instance of node budgeting can be transformed to an instance of edge budgeting by 1)splitting each node to two nodes that are connected by an internal edge, and 2) assigning proper weights to internal, and 3) zero weight to external edges. Figure 2 depicts the idea.
Discrete Time Budgeting for Dual V t Technology
In this section, we remove the relaxation of continuous integral delay choices for each gate, and focus on discrete delay budgeting. We present our results on the complexity of the problem and conditions, under which, the problem can be solved optimally. If each node has arbitrary delay choices, then the problem of delay budgeting to maximize total relaxation is NP-complete. Even under very restrictive assumptions of two arbitrary delay choices for each node, and an application graph in the form of a path, the problem is NP-complete.
Theorem 1. The problem of discrete delay budgeting for maximization of total relaxation is NP-complete.
Proof: We reduce a given instance of subset sum problem to an instance of discrete delay budgeting on a path. For each element e i of the set, we add a node with two delay choices of zero and e i to the path. The question "is there a subset of the set such that the total value of elements in the subset is equal to B?" can be answered in polynomial time if the discrete delay budgeting problem on the constructed path, with timing constraint B, can be solved in polynomial time. Therefore, the discrete delay budgeting for arbitrary delay choices is NP-complete.
Although the discrete delay budgeting problem is NP-complete in the general case, a special relation between the delay choices, or the structure of the graph, might allow efficient solution of the problem. For example, under arbitrary delay choices, the optimal solution can be approximated to any given accuracy if the graph forms a rooted tree [14] . We show that the problem can be efficiently solved for the general graph structure under some special relation between the node delay choices.
Let us assume that all of the nodes are identical with delay choices that are consecutive multiples of an integer d. For the case of V t assignment, the two delay choices, and their relation completely depends on the choice of threshold voltages. Although threshold voltages might be selected in a way that allow exact scaling, it should not be generally assumed that they follow this pattern, especially for real circuits with different gate types. Therefore, we solve the threshold voltage assignment problem by relaxing it into integral delay budgeting, solving the integral version, and rounding down the results to the closest feasible solution for each gate. Interestingly, this scheme works very effectively in practice, and most of the gates with enough timing slack will be assigned a timing budget equal to their budget upper bound. Next section will present our experiments with real circuits.
Experimental Results
We implemented our algorithm for solving the integral delay budgeting problem, in SIS [7] . We perform round down on the results to convert it to a feasible discrete budgeting solution, and assign one of the two V t low and V t high values to each of the gates in the netlist. We used the experimental framework developed by Khandelwal et al. [17] to estimate the gate leakage and delay variations with respect to V t for gates [17] to allow a fair comparison. However, our algorithm and approach is quite generic and applicable to other threshold values. After assigning low and high threshold voltages to gates, another timing analysis is performed to assure the validity of results. In all cases, our algorithm did meet the required timing constraint. For each benchmark, the netlists are processed without applying any SIS optimization. They are mapped using the built-in "map" command with no switches. The choice of benchmarks, SIS optimization and mapping switches have been merely duplicated from [17] to maintain consistency, and create a fair ground for comparison. Table 1 summarizes our results. The first two columns report the selected benchmarks and their characteristics in terms of number of gates after mapping. Third and forth columns of the table show the value of low and high threshold voltage for each benchmark. The values are adopted from [17] to maintain consistency. The "Initial leakage" column shows the leakage of each benchmark under V t low . The next three columns report the result of applying "simultaneous V t selection and assignment" [17] , our algorithm with tight timing constraint, and our algorithm with 5% relaxation in the global timing constraint. The results illustrated in Column "Simultaneous" are calculated with 5% relaxation in the timing constraint (5% delay penalty). Hence, our algorithm results with relaxed timing constraint should be considered for a fair comparison. The last column reports the runtime of our algorithm in seconds measured on a PC running Linux on a 2.6 GHz Pentium4 processor with 512KB cache, and 1GB main memory.
Under no delay penalty, the reduction in leakage current of the selected benchmarks is as high as 85% and, 76 6% on average. The improvement can be further magnified with extra relaxation in delay constraint. When 5% relaxation in timing is tolerated, the reduction in leakage is 82 4% on average. With the same timing constraint, simultaneous V t selection and assignment [17] reduces the leakage 49 3%, compared to the initial configuration of assigning all of the gates to V t low . If the result of simultaneous V t selection and assignment is considered as the base for comparison, our algorithm improves the leakage 50 2% and 62 2% under no delay penalty, and 5% delay penalty, respectively. The sub-columns titled as "vs. init" and "vs. simul." illustrate the comparison of the corresponding results, with initial leakage, and leakage after applying simultaneous V t selection and assignment.
Conclusions
We presented the idea of time budgeting to perform implementation selection under timing constraints. We investigated the delay budgeting problem under discrete delay choices for each component. Although NP-compete in the general case, the problem can be transformed to integral delay budgeting (and effectively solved through known techniques) when certain relations between delay choices exist. We leveraged the developed theory and applied it to the problem of threshold voltage assignment in dual V t technology. Our experiments verified the effectiveness of our approach. Our technique reduces the design leakage current by 76 6% and 82 4%, with no delay penalty and 5% relaxation in timing constraint, respectively. It outperform a novel recent technique by 33%, on average.
