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Let X be a random vector taking values in Rd, let Y be a bounded random
variable, and let C be a right censoring random variable operating on Y. It is
assumed that C is independent of (X, Y), the distribution function of C is con-
tinuous, and the support of the distribution of Y is a proper subset of the support
of the distribution of C. Given a sample [Xi , min[Yi , Ci], I[YiCi]] and a vector
of covariates X, we want to construct an estimate of Y such that the mean squared
error is minimized. Without censoring, i.e., for C= almost surely, it is well
known that the mean squared error of suitably defined kernel, partitioning, nearest
neighbor, least squares, and smoothing spline estimates converges for every dis-
tribution of (X, Y) to the optimal value almost surely, if the sample size tends to
infinity. In this paper, we modify the above estimates and show that in the random
right censoring model described above the same is true for the modified estimates.
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1. INTRODUCTION
Let X be a random vector taking values in Rd and let Y be a real ran-
dom variable with EY2<. The coordinates of X may have various types
of distributions, some of them may be discrete (for example, binary), others
may be absolutely continuous. Hence, we do not assume anything on the
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distribution of X. In regression analysis one wants to estimate Y after hav-
ing observed X; i.e., one wishes to find a function f with f (X) ‘‘close’’ to Y.
If the main goal of the analysis is the minimization of the mean squared
error, then one wants to find a function f * with
E | f *(X)&Y |2=min
f
E | f (X)&Y | 2. (1)
Let m(x) :=E[Y | X=x] be the regression function and denote the dis-
tribution of X by +. It is well known that for each measurable function f
the relation
E | f (X)&Y |2=E |m(X)&Y |2+|
R d
| f (x)&m(x)|2 +(dx) (2)
holds. Therefore m is the solution of the minimization problem (1) and the
mean squared error E | f (X)&Y |2 is close to its optimal value E |m(X)&Y |2
if and only if
|
R d
| f (x)&m(x)| 2 +(dx)
(in the following denoted as L2 error) is close to zero.
For the regression estimation problem the distribution of (X, Y) (and
therefore also m) is unknown. Given only a sample (X1 , Y1), ..., (Xn , Yn) of
the distribution of (X, Y) one has to construct an estimate mn(x)=
mn(x, (X1 , Y1), ..., (Xn , Yn)) of m(x) such that Rd |mn(x)&m(x)|
2 +(dx) is
small.
In many medical studies it is not possible to observe a sample of (X, Y).
There Y is the survival time of a patient, and often some of the patients are
still alive at termination of the study, or withdraw alive during the study
or die from other causes than those under study. Hence, instead of an
observation of the survival time of a patient one observes only the mini-
mum of the survival time and a censoring time. In this article we consider
the problem of estimating the regression function from such incomplete
data.
To be more precise, let (X, Y, C), (X1 , Y1 , C1), (X2 , Y2 , C2), ... be inde-
pendent identically distributed Rd_R+_R+ -valued random variables. Set
Z=min[Y, C], $=I[YC] and Zi=min[Yi , Ci], $i=I[YiCi] (i=1, ..., n).
We consider the problem of estimating the regression function from the
data Dn=[(X1 , Z1 , $1), ..., (Xn , Zn , $n)]. In the sequel we assume that Y
is a nonnegative bounded real random variable. This is a reasonable
assumption because in applications Y represents the survival time of a
patient which is always nonnegative and bounded.
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The existing statistical approaches in the survival analysis can be basi-
cally classified in regression based and hazard risk based methods. In the
latter, one studies the contribution of the risk factors by modelling the con-
ditional hazard rate function under specific assumptions on the conditional
distribution of Y; see, e.g., Cox (1972, 1975). An overview of existing bibli-
ography concerning survival analysis can be found, e.g., in Fan and Gijbels
(1995).
An estimation of the slope in a linear regression model via the propor-
tional hazard model was proposed by Cox (1972). Based on the Kaplan
Meier estimator, Buckley and James (1979) introduced an estimator, which
estimates a linear regression function directly from the censored data. The
consistency of this estimator was investigated by James and Smith (1984).
For a slight modification of the estimator Ritov (1990) and Lai and Ying
(1991) established the asymptotic normality.
In practical applications it is normally not known whether or not the
model is linear. Important diagnostic tools for uncensored regression as
scatterplots or residualplots are not directly applicable in the censored case.
Therefore we are interested in nonparametric regression estimates for the
randomly right censored case.
Without censoring, i.e., for C= almost surely, it is well known that
there exist estimates which are weakly and strongly universally consistent,
i.e., for which the L2 error tends to 0 in probability or almost surely for
every distribution of (X, Y) with E |Y |2<. The existence of weakly
universally consistent estimates was shown for the first time in Stone
(1977). There nearest neighbor estimates were considered. Later this result
was extended for various (kernel, partitioning, least squares, smoothing
spline) regression estimates, see, e.g., Devroye and Wagner (1980),
Spiegelman and Sacks (1980), Gyo rfi (1991), Walk (1997), Devroye et al.
(1994), Lugosi and Zeger (1995), Kohler (1997, 1999), Kohler and
Krzyz* ak (2001), Gyo rfi and Walk (1996, 1997), and Gyo rfi et al. (1997).
Concerning the censored case, Beran (1981) introduced a nonparametric
estimate of the conditional survival function and proved some consistency
results which were later extended by Dabrowska (1987, 1989). They
assumed that Y and C are conditionally independent given X. As explained
in Section 3 of Carbonez et al. (1995), one can use this estimate to derive
a consistent estimate of the regression function in the censored case, but
this estimate will be difficult to compute in an application. We provide con-
sistent regression estimates under the somewhat stronger condition that C
and (X, Y) are independent. This condition is reasonable whenever the cen-
soring is independent of the characteristics of the individuum under study.
Furthermore we assume, that the distribution function of C is continuous
and that the support of the distribution of Y is a proper subset of the sup-
port of the distribution of C.
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We present versions of kernel, partitioning, nearest neighbor, least
squares and smoothing spline estimates that can be used for prediction
from randomly right censored data. Under the above conditions we show
the strong consistency of the estimates for every distribution of (X, Y, C)
with Y nonnegative and almost surely bounded. We want to stress that the
results hold without any assumption on the distribution of X or on the
smoothness of the underlying regression function.
In Carbonez (1992) and Carbonez et al. (1995) the same model of cen-
sored data is considered as in our paper, partitioning estimates are defined
and it is shown that they are strongly consistent for bounded Y. Our
results are based on a simplification of their proof; furthermore we show
the strong consistency in the randomly right censored case not only of par-
titioning, but also of kernel, nearest neighbor, least squares and penalized
least squares estimates. As in the above cited results concerning universally
consistent estimation of the regression function in the uncensored case, our
results require no restriction on the distribution of X.
In Section 2 we describe estimates of regression function from uncen-
sored data. The basic ideas behind the definitions of the new estimates are
presented in Section 3. Them main results are formulated in Section 4 and
proven in Section 5. In the appendix a list of some results of the so-called
VapnikChervonenkis theory is given. These results are used in the con-
sistency proofs of the least squares and penalized least squares estimates.
2. ESTIMATION OF A REGRESSION FUNCTION FROM
UNCENSORED DATA
In this section we give an overview of estimates of the unknown regres-
sion function that can be used if censoring is not present, i.e., for C=
almost surely.
The value of the regression function at a point x is the conditional expec-
tation of Y given X=x. It can be estimated by local averaging, i.e., by
averaging those Yi ’s where Xi is close to x. Such an estimate can be
represented by
mn(x)= :
n
i=1
Wn, i (x) } Y i ,
where Wn, i (x)=Wn, i (x, X1 , ..., Xn) are weights which depend on x and on
X1 , ..., Xn . Well-known examples of this type of estimates are kn -nearest
neighbor estimates, where kn # N is a parameter of the estimate and one
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uses weights defined (modulo some suitable tie-breaking strategysee
Devroye et al., 1994, for details) by
1
kn
if Xi is among the kn nearest neighbors of x in [X1 , ..., Xn],
Wn, i (x)={ (3)
0 else,
kernel estimates, which use as parameters a positive number hn (so-called
bandwidth) and a function K: Rd  R (so-called kernel function) and
where one uses weights
Wn, i (x)=
K((x&Xi)hn)
nj=1 K((x&Xj)hn) \
0
0
:=0+ , (4)
and partitioning estimates, which use a partition ?n=[An, j : j] as a
parameter and weights defined by
Wn, i (x)=:
j
IAn, j (Xi)
nk=1 IAn, j (Xk)
IAn, j (x) \00 :=0+ . (5)
Here IA denotes the indicator function of the set A.
Next we introduce least squares estimates. Recall that the regression
function minimizes the so-called L2 risk E | f (X)&Y|2 over all (measur-
able) functions f: Rd  R. This motivates to construct an estimate of m by
minimizing an estimate of the L2 risk, the so-called empirical L2 risk
1
n
:
n
i=1
| f (Xi)&Yi | 2. (6)
If one minimizes (6) over all (measurable) functions f: Rd  R, then one
gets (at least if the X1 , ..., Xn are all distinct) a function which interpolates
the data (X1 , Y1), ..., (Xn , Yn). Obviously, this is not a reasonable estimate
of the regression function. Therefore one chooses sets Fn of functions
f : Rd  R, which depend on the sample size n and which get more and
more complex for n tending to infinity, and minimizes (6) only over Fn , i.e.,
one defines least squares estimates mn by
mn( } )=arg min
f # Fn
1
n
:
n
i=1
| f (Xi)&Yi | 2. (7)
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Here we assume for simplicity that the minima in (7) exists, but we do not
assume that it is unique.
Instead of restricting the class of function over which one minimizes the
empirical L2 risk, one can also add a penalty term to the empirical L2 risk.
More precisely, let k # N with 2k>d and denote by Wk(Rd) the Sobolev
space containing all functions f: Rd  R whose derivatives of total order k
are in L2(Rd). The condition 2k>d implies that the functions in Wk(Rd)
are continuous and hence the evaluation of a function at a point is well
defined. Set
J 2k( f )= :
:1, ..., :d # N, :1+ } } } +:d=k
k !
:1 ! } } } } } :d ! |Rd }
kf
x:11 } } } x
:d
d
(x)}
2
dx.
(8)
Then the penalized least squares (or smoothing spline) estimate mn is defined
by
mn( } )=arg min
f # Wk(Rd ) \
1
n
:
n
i=1
| f (Xi)&Yi |2+*nJ 2k( f )+ , (9)
where *n>0 is a parameter of the estimate. Again we do not require for the
minimum to be unique. A function which achieves the minima in (9) can
be computed by solving a linear equation system (see, e.g., Duchon, 1976,
Sect. V).
3. BASIC IDEAS
3.1. Estimation of a Mean from Censored Data
A crucial point in the definition of the above estimates is estimation of
a mean from i.i.d. data. In the definition of (penalized) least squares
estimates the L2 risk is estimated by (the sum of a penalty term and the)
empirical L2 risk (6), and in the definition of local averaging estimates the
local average
:
n
i=1
Wn, i (Xi) Yi
is used as an approximation of the conditional expectation of Y given
X=x. We show next how these estimates can be adapted to the case of
censored data. For this we use an idea introduced in Carbonez et al.
(1995).
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Let
TF =sup [t: F(t)>0],
TG=sup [ y: G( y)>0],
TK =min[TF , Ty],
where F(t)=P[Y>t] and G(t)=P[C>t].
Throughout the paper we will assume
C and (X, Y) are independent,
(10)
TF<, G is continuous, and G(TF)>0.
The condition G(TF)>0 implies that TF<TG and hence TK=TF by defini-
tion of TK .
Let h be a function h: Rd_R  R and consider the problem of estimating
the mean E[h(X, Y)] from the censored data Dn . Then an unbiased
estimate of E[h(X, Y)] is given by
1
n
:
n
i=1
$ ih(Xi , Z i)
G(Zi)
. (11)
Indeed, using the independence of (X, Y) and C and properties of condi-
tional expectations one gets
E {1n :
n
i=1
$i h(Xi , Zi)
G(Zi) ==E {
I[Y1C1] h(X1 , Y1)
G(Y1) =
=E {h(X1 , Y1)G(Y1) E[I[Y1C1] | X1 , Y1]=
=E[h(X1 , Y1)].
In an application, G will usually be unknown, hence it is not possible to
use the estimate (11). The basic idea in the definition of the estimates in
this paper is to replace G in (11) by an estimate Gn of G. The way how to
construct such an estimate Gn will be described in the next subsection.
3.2. The KaplanMeier Estimator
In this section we present the definition of the KaplanMeier estimator
(KME) together with some notations and properties. For more details see,
e.g., Miller (1981).
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Let Gn be the KaplanMeier estimator of G introduced by Kaplan and
Meier (1958). As often in the literature we treat the largest observation as
uncensored. In this case Gn is defined by
Gn(t)={
‘
n
i=1 _1&
1&$(i)
n&i+1&
I[Z(i)t]
lim
s  TK, n , s<TK, n
Gn(t)
if t<TK, n ,
if tTK, n ,
(12)
where TK, n :=max[Z1 , ..., Zn] and the pairs (Z(i) , $(i)), i=1, ..., n are the n
pairs of observed (Zi , $i) ordered on the Z(i) , i.e.,
Z(1)Z(2) } } } Z(n)=TK, n . (13)
For G arbitrary chosen, some of the Zi may be identical, so that the
ordering is not unique. However, the KME is unique (see Paterson,
1977).
A GlivenkoCantelli theorem for the censored case was obtained, e.g., by
Stute and Wang (1993). Their results imply that for continuous G one has
sup
tTK
|Gn(t)&G(t)|  0 (n  ) a.s., (14)
a result which will be extremely useful in this paper.
3.3. Definition of the New Estimates
Next we use the ideas described above to adapt the definition of local
averaging, least squares and penalized least squares estimates to the case of
censored data.
Let Gn be the KaplanMeier estimate of G defined by (12). We define
local averaging estimates for censored data by
m~ n, 1(x)=m~ n, 1(x, Dn)= :
n
i=1
Wn, i (x) }
$ i } Z i
Gn(Zi)
, (15)
least squares estimates for censored data by
m~ n, 2( } )=m~ n, 2( } , Dn)=arg min
f # Fn
1
n
:
n
i=1
$ i } | f (X i)&Z i |2
Gn(Zi)
(16)
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and penalized least squares estimates for censored data by
m~ n, 3( } )=m~ n, 3( } , Dn)
=arg min
f # Wk(Rd ) \
1
n
:
n
i=1
$ i } | f (Xi)&Zi | 2
Gn(Z i)
+*n J 2k( f )+ , (17)
where J 2k( f ) is as defined in (8).
The fact 0YTF< a.s. implies that 0m(x)TF (x # Rd). In
order to ensure that the estimates are bounded in the same way, set
TK, n if m~ n, j (x)>TK, n ,
mn, j (x)=mn, j (x, Dn)={m~ n, j (x) if 0m~ n, j (x)TK, n , (18)0 if m~ n, j (x)<0
( j=1, 2, 3), with TK, n as in (13). Observe 0TK, nTK=TF<.
4. MAIN RESULTS
4.1. Local Averaging Estimates
Our first result concerns the strong consistency of local averaging
estimates for censored data.
Theorem 1. Assume that the weights [Wn, i] are nonnegative, that the
sum of the weights is at most one and that for all distributions of (X, Y) with
|Y| bounded almost surely
|
R d \ :
n
i=1
Wn, i (x) Yi&m(x)+
2
+(dx)  0 (n  ) a.s. (19)
Then the estimate mn, 1 defined by (15) and (18) satisfies
|
R d
|mn, 1(x)&m(x)|2 +(dx)  0 (n  ) a.s.
for all distributions of (X, Y, C) which satisfy (10).
By Theorem 1 and Devroye and Gyo rfi (1983) we get the following
result concerning the consistency of partitioning estimates.
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Corollary 1 (Carbonez, Gyo rfi, and van der Meulen, 1995). Let ?n=
[An, j : j=1, 2, ...] be partitions of Rd such that for each sphere S centered
at the origin
lim
n  
max
j :An, j & S{0
diam(An, j)=0
and
lim
n  
|[ j: An, j & S{0]|
n
=0.
Define the partitioning estimate mn, 1 by (15), (18), and (5). Then
|
R d
|mn, 1(x)&m(x)|2 +(dx)  0 (n  ) a.s.
for all distributions of (X, Y, C) which satisfy (10).
By Theorem 1 and Devroye and Krzyz* ak (1989) we get the following
result concerning the consistency of kernel estimates.
Corollary 2. Let K be a regular kernel, i.e., it is nonnegative, and there
is a ball S0, r of radius r>0 centered at the origin, and constant b>0 such
that
K(x)bI[x # S0, r]
and
|
R d
sup
u # x+S0, r
K(u) dx<.
If hn  0 and nhdn  , then for the kernel regression estimate mn, 1 defined
by (15), (18), and (4),
|
R d
|mn, 1(x)&m(x)|2 +(dx)  0 (n  ) a.s.
for all distributions of (X, Y, C) which satisfy (10).
By Theorem 1 and Devroye et al. (1994) we get the following result
concerning the consistency of nearest neighbor estimates.
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Corollary 3. If kn   and kn n  0, then for the nearest neighbor
regression estimate mn, 1 defined by (15), (18), and (3),
|
R d
|mn, 1(x)&m(x)|2 +(dx)  0 (n  ) a.s.
for all distributions of (X, Y, C) which satisfy (10) and for which for each
x # Rd the random variable &X&x& is absolutely continuous.
4.2. Least Squares Estimates
In the next theorem we use the notion VFn+ for the VC dimension of the
set of graphs of functions in Fn (see Appendix for each definition).
Theorem 2. Assume that the sets Fn of functions f: Rd  R satisfy
VFn+
n
 0 (n  ) (20)
and
inf
0 f (x)TF (x # R d)
f # Fn ,
sup
x # [&A, A]d
| f (x)& g(x)|  0 (n  ) (21)
for every A # R+ and for every continuous function g with 0g(x)TF
(x # Rd) and g(x)=0 for all x # Rd"[&A, A]d. Let mn, 2 be defined by (16)
and (18). Then
|
Rd
|mn, 2(x)&m(x)|2 +(dx)  0 (n  ) a.s.
for all distributions of (X, Y, C) which satisfy (10).
We now give an example for sets of functions which satisfy the condi-
tions of Theorem 2.
Example. Let M # N0 , An # R+ , Kn # N, such that
K dn
n
 0 (n  ), (22)
An   (n  ) and
An
Kn
 0 (n  ). (23)
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Let ?n=[Bn, 1 , Bn, 2 , ..., Bn, Kdn] be the partition of [&An , An]
d into K dn
equidistant cubes. Let Fn be the set of all (multivariate) piecewise polyno-
mials of degree M (or less, in each coordinate) with respect to ?n .
Fn is a K dn } (M+1)
d-dimensional vector space, so that by Lemma 5 of
the Appendix it follows that VFn+K
d
n } (M+1)
d+1. Condition (20) is
then satisfied by (22). In order to show (21) let g be a continuous function
with 0g(x)TF (x # Rd) and g(x)=0 for all x # Rd"[&An , An]d.
Choose fixed xi # Bn, i (i=1, ..., K dn) and define fg # Fn by
fg(x)=:
i
g(x i) IBn, i (x) (x # R
d).
For arbitrary points u1 , u2 # Bn, i (i=1, ..., K dn) it holds that &u1&u2&
- d } 2AnKn . Furthermore for given x there exists a cube Bn, i by the definition
of fg , so that we have fg(x)= g(xi). It follows
inf
0 f (x)TF (x # R d )
f # Fn ,
sup
x # [&An , An]d
| f (x)& g(x)|
 sup
x # [&An , An]d
| fg(x)& g(x)|
 max
i=1, ..., Kd
sup
u1, u2 # Bn , i
| g(u1)& g(u2)|
 sup
&u1&u2&- d } (2AnKn)
| g(u1)& g(u2)|
 0
by (23) and by uniform continuity of g, so that condition (21) is satisfied.
4.3. Smoothing Spline Estimates
Theorem 3. Let k # N with 2k>d, and for n # N choose *n>0 such that
*n  0 (n  ) (24)
and
n } *n   (n  ). (25)
Let mn, 3 be defined by (17) and (18). Then
|
R d
|mn, 3(x)&m(x)|2 +(dx)  0 a.s. (n  )
for all distributions of (X, Y, C) which satisfy (10) and |X| bounded a.s.
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Remark. The assumption |X| bounded a.s. may be dropped if one
modifies the estimate as described in Remark 3 in Kohler and Krzyz* ak
(2001).
5. PROOFS
We use following notations: For any 0t< and x # R define
t if x>t,
T[0, t](x)={x if 0xt, (26)0 if x<0.
For f: Rd  R define T[0, t] f: Rd  R by (T[0, T] f )(x) :=T[0, t]( f (x))
(x # Rd). In analogy to (18) set
TF if m~ n, j (x)>TF ,
mCn, j (x)={m~ n, j (x) if 0m~ n, j (x)TF , (27)0 if m~ n, j (x)<0
( j=1, 2, 3). Furthermore, define
BCn Fn :=[ f # Fn : 0 f (x)TF (x # R
d)] (28)
and
TCn Fn :=[g: R
d  R+ , g=T[0, TF] f for some f # Fn]. (29)
In order to prove our main results we need the following lemma:
Lemma 1. Let j # [1, 2, 3]. Then
|
R d
|mn, j (x)&m(x)|2 +(dx)  0 (n  ) a.s.
if and only if
|
R d
|mCn, j (x)&m(x)|
2 +(dx)  0 (n  ) a.s.
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Proof. It suffices to show
|
R d
|mCn, j (x)&mn, j (x)|
2 +(dx)  0 (n  ) a.s. (30)
Since TK, nTK=TF , it is easy to see that
|mCn, j (x)&mn, j (x)|=|T[0, TF] m~ n, j (x)&T[0, TK, n] m~ n, j (x)|
TF&TK, n (x # Rd).
Thus
|
Rd
|mCn, j (x)&mn, j (x)|
2 +(dx)|
R d
(TF&TK, n)2 +(dx)
=(TF&TK, n)2.
Since TK, n  TK (n  ) a.s. and TK=TF , (30) follows. K
5.1. Proof of Theorem 1
Because of Lemma 1 it suffices to show
|
Rd
|mCn, 1(x)&m(x)|
2 +(dx)  0 (n  ) a.s.
Set
m n(x)=T[0, TF] \ :
n
i=1
Wn, i (x) }
$iZi
G(Zi)+ .
Then
|
Rd
|mCn, 1(x)&m(x)|
2 +(dx)2 |
Rd
|mCn, 1(x)&m n(x)|
2 +(dx)
+2 |
R d
|m n(x)&m(x)|2 +(dx). (31)
Because of 0$1Z1 G(Z1)TF G(TF) a.s. and
E { $1Z1G(Z1) } X1==E {
I[Y1C1]Y1
G(Y1) } X1=
=E { Y1G(Y1) E[I[Y1C1] | X1 , Y1] } X1==m(X1),
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where the last equation follows from the independence of (X, Y) and C,
(19) and 0m(x)TF (x # Rd) imply
|
R d
|m n(x)&m(x)|2 +(dx)
|
Rd } :
n
i=1
Wn, i (x) }
$iZi
G(Zi)
&m(x)}
2
+(dx)  0 (32)
a.s. as n  . Furthermore, the assumptions that the weights are non-
negative and that their sum is at most one imply
|
Rd
|mCn, 1(x)&m n(x)|
2 +(dx)
TF |
R d } :
n
i=1
Wn, i (x) }
$iZi
Gn(Zi)
& :
n
i=1
Wn, i (x) }
$ iZi
G(Z i) } +(dx)
TF |
R d
:
n
i=1
Wn, i (x) } TF } } 1Gn(Zi)&
1
G(Zi) } +(dx)
T 2F
1
G(TF) } Gn(TF)
sup
tTF
|G(t)&Gn(t)|  0 (n  ) a.s.,
where we have used G(TF)>0 and (14). This together with (31) and (32)
implies the assertion.
5.2. Proof of Theorem 2
By Lemma 1 it suffices to show
|
R d
|mCn, 2(x)&m(x)|
2 +(dx)  0 (n  ) a.s.
The proof of this relation is divided into three steps.
In the first step we show
|
Rd
|mCn, 2(x)&m(x)|
2 +(dx)
2 sup
f # Tn
CFn
} 1n :
n
i=1
$i | f (Xi)&Yi | 2
Gn(Z i)
&E | f (X)&Y|2 }
+ inf
f # Bn
CFn
|
Rd
| f (x)&m(x)|2 +(dx). (33)
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Because of (2) we have the following decomposition of the L2 risk:
|
Rd
|mCn, 2(x)&m(x)|
2 +(dx)
=[E( |mCn, 2(X)&Y|
2 | Dn)& inf
f # Bn
CFn
E | f (X)&Y|2]
+[ inf
f # Bn
CFn
E | f (X)&Y|2&E |m(X)&Y|2].
Again by (2)
inf
f # Bn
CFn
E | f (X)&Y| 2&E |m(X)&Y|2
= inf
f # Bn
CFn
|
Rd
| f (x)&m(x)|2 +(dx).
Thus we just need an upper bound for the first term. It holds that
E( |mCn, 2(X)&Y|
2 | Dn)& inf
f # Bn
CFn
E | f (X)&Y| 2
= sup
f # Bn
CFn
_E( |mCn, 2(X)&Y|2 | Dn)&1n :
n
i=1
$i |mCn, 2(Xi)&Zi |
2
Gn(Zi)
+
1
n
:
n
i=1
$i |mCn, 2(Xi)&Zi |
2
Gn(Zi)
&
1
n
:
n
i=1
$i |m~ n, 2(X i)&Z i | 2
Gn(Zi)
+
1
n
:
n
i=1
$i |m~ n, 2(X i)&Zi |2
Gn(Zi)
&
1
n
:
n
i=1
$i | f (Xi)&Zi | 2
Gn(Z i)
+
1
n
:
n
i=1
$i | f (Xi)&Zi |2
Gn(Zi)
&E | f (X)&Y| 2& .
Now we give upper bounds for the terms on the right-hand side of the last
equality. The third term is by (16) and f # BCn Fn /Fn less than or equal to 0.
The same is true for the second term on the right-hand side, because of
(27) and 0ZiTK, nTK=TF (i=1, ..., n) a.s. we have for all i # [1, ..., n]
|m~ n, 2(Xi)&Z i |= |mCn, 2(Xi)&Zi |+ |m
C
n, 2(Xi)&m~ n, 2(Xi)|
|mCn, 2(Xi)&Zi |.
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Since mCn, 2 # T
C
n Fn and f # B
C
n Fn /T
C
n Fn we can bound the remaining
two terms by
sup
f # Tn
CFn
} 1n :
n
i=1
$i | f (Xi)&Yi | 2
Gn(Z i)
&E | f (X)&Y |2 },
which proves (33).
In the second step of the proof we show
inf
f # Bn
CFn
|
R d
| f (x)&m(x)|2 +(dx)  0 (n  ) a.s. (34)
Let =>0 be arbitrary. Denote the set of all continuous functions with com-
pact support by C0(Rd). Since m # L2(+) and C0(Rd) dense in L2(+) for any
distribution + of X, there exists a function h # C0(Rd) with
|
R d
|h(x)&m(x)|2 +(dx)<=.
Choose A>0 with
h(x)=0 (x # Rd "[&A, A]d) and +(Rd"[&A, A]d)
=
T 2F
. (35)
Set
h (x) :=T[0, TF] h(x) (x # R
d).
Then h # C0(Rd), 0h (x)TF (x # Rd), and 0m(x)TF (x # Rd) implies
|
Rd
|h (x)&m(x)|2 +(dx)|
R d
|h(x)&m(x)| 2 +(dx)=.
Form this, | f (x)&m(x)|2T 2F (x # R
d) for all f # BCn Fn and (35) we
conclude
inf
f # Bn
CFn
|
Rd
| f (x)&m(x)|2 +(dx)
 inf
f # Bn
CFn
|
[&A, A]d
| f (x)&m(x)|2 +(dx)+T 2F } +(R
d"[&A, A]d)
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 inf
f # Bn
CFn
2 |
[&A, A]d
| f (x)&h (x)|2 +(dx)
+2 |
[&A, A]d
|h (x)&m(x)|2 +(dx)+=
2 inf
f # Bn
CFn
sup
x # [&A, A]d
| f (x)&h (x)|2+3=.
With (21) and =  0 we have proved (34).
In the third step of the proof we show
sup
f # Tn
CFn
} 1n :
n
i=1
$i | f (Xi)&Yi | 2
Gn(Z i)
&E | f (X)&Y|2 }
 0 (n  ) a.s. (36)
We use the decomposition
sup
f # Tn
CFn
} 1n :
n
i=1
$ i | f (X i)&Z i |2
Gn(Zi)
&E | f (X)&Y|2 }
 sup
f # Tn
CFn
} 1n :
n
i=1
$i | f (Xi)&Zi | 2
Gn(Z i)
&
1
n
:
n
i=1
$i | f (Xi)&Zi | 2
G(Z i) }
+ sup
f # Tn
CFn
} 1n :
n
i=1
$i | f (Xi)&Zi | 2
G(Z i)
&E | f (X)&Y| 2 }.
Using 0 f (x)TF (x # Rd) for all f # TCn Fn , 0ZiTK, nTK=TF
(i=1, ..., n) a.s. and G(TF)>0, we have
sup
f # Tn
CFn
} 1n :
n
i=1
$ i | f (Xi)&Z i | 2
Gn(Z i)
&
1
n
:
n
i=1
$i | f (Xi)&Zi | 2
G(Zi) }
=
1
n
:
n
i=1
$ i | f (Xi)&Zi |2 } 1G(Zi)&
1
Gn(Zi) }

T 2F
G(TF) } Gn(TF)
sup
tTF
|G(t)&Gn(t)|,
which together with (14) implies
sup
f # Tn
CFn
} 1n :
n
i=1
$ i | f (Xi)&Z i | 2
Gn(Z i)
&
1
n
:
n
i=1
$i | f (Xi)&Zi | 2
G(Zi) }
 0 (n  ) a.s.
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It remains to prove that
sup
f # Tn
CFn
} 1n :
n
i=1
$i | f (Xi)&Zi | 2
G(Zi)
&E | f (X)&Y| 2 }
 0 (n  ) a.s. (37)
holds. For the proof of (37) we will use Lemma 3 and Lemma 4 of the
Appendix.
For V :=(X, Z, $), V1 :=(X1 , Z1 , $1), ..., Vn :=(Xn , Zn , $) i.i.d., define
Hn :={h: Rd_[0, TF]_[0, 1]  R+ : _f # TCn Fn with
h(x, z, $) :=
$ | f (x)&z|2
G(z)
for all (x, z, $) # Rd_[0, TF]_[0, 1]= .
Since 0YTF< a.s. and 0 f (x)TF for all x # Rd and all f # TCn Fn
the functions in Hn are nonnegative and bounded by T 2F G(TF).
Furthermore we have
Eh(V)=E
$ | f (X)&Z|2
G(Z)
=E | f (X)&Z|2
and therefore
sup
f # Tn
CFn
} 1n :
n
i=1
$i | f (Xi)&Zi | 2
G(Zi)
&E | f (X)&Y |2 }
= sup
h # Hn }
1
n
:
n
i=1
h(Vi)&Eh(V) } .
If h1 , h2 # Hn and f1 , f2 are the corresponding functions in TCn Fn , then
1
n
:
n
i=1
|h1(Vi)&h2(Vi)|
=
1
n
:
n
i=1 }
$i | f1(Xi)&Z i |2
G(Zi)
&
$i | f2(Xi)&Zi |2
G(Z i) }

1
G(TF)
1
n
:
n
i=1
|( f1(Xi)+ f2(Xi)&2Zi)( f1(Xi)& f2(Xi))|

2TF
G(TF)
1
n
:
n
i=1
| f1(Xi)& f2(Xi)|,
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which implies that
N(=, Hn , V n1)N \= } G(TF)2TF , TCn Fn , X n1+ , (38)
where N(=, F, zn1) is the covering number defined in the Appendix. From
this, Lemma 3 and Lemma 4 of the Appendix we get for arbitrary t>0 that
P { suph # Hn }
1
n
:
n
i=1
h(Vi)&Eh(V) }>t=
8E {N \t } G(TF)16TF , TCn Fn , X n1+= } exp \&
nt2G(TF)2
128T 4F +
8 \ 64eT
3
F
t } G(TF)+
2VTn
C
Fn
+
} exp \&nt
2G(TF)2
128T 4F + .
Because of VTnCFn+VFn+ and of Condition (20) of the theorem the above
probability is summable. Hence by the BorelCantelli lemma we get (36).
The assertion follows from steps 1 to 3.
5.3. Proof of Theorem 3.
We will need the following lemma.
Lemma 2. Let mCn, 3 be defined by (17) and (27). Assume that 2k>d and
that conditions (24) and (25) hold. Then
E( |mCn, 3(X)&Y|
2 | Dn)&
1
n
:
n
i=1
$ i |mCn, 3(Xi)&Zi |
2
G(Zi)
 0
a.s. as n   for all distributions of (X, Y, C) which satisfy (10) with
X # [0, 1]d a.s.
Proof. By the definition of the estimate
1
n
:
n
i=1
$i } |m~ n, 3(X i)&Zi |2
Gn(Zi)
+*n J 2k(m~ n, 3)

1
n
:
n
i=1
$i } |0&Zi |2
Gn(Zi)
+*n } 0
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1
n
:
n
i=1
$i } Z2i
G(Z i)
+
1
n
:
n
i=1 }
$i } Z2i
Gn(Zi)
&
$i } Z2i
G(Zi) }

1
n
:
n
i=1
$i } Z2i
G(Z i)
+
T 2F
G(TF) Gn(TF)
sup
tTF
|G(t)&Gn(t)|
 E {$ } Z
2
G(Z)= a.s.
as n   because of the strong law of large numbers and (14). This
together with (25) implies that for sufficiently large n
J 2k(m~ n, 3)
2
*n
E {$ } Z
2
G(Z)==n }
2E {$ } Z
2
G(Z)=
n } *n
n,
hence for n sufficiently large
m~ n, 3 # Fn :=[ f: f # Wk(Rd) and J 2k( f )n],
thus
mCn, 3 # T
C
n Fn .
Similarly as in the proof of Theorem 2, let
Hn :={h: Rd_[0, TF]_[0, 1]  R+:
h(x, z, $) :=
$ | f (x)&z|2
G(z)
for some f # Tn*Fn= .
Hence using the notations V :=(X, Z, $) and Vi :=(Xi , Zi , $i) (i=1, ..., n),
and the fact that
Eh(V)=E {$ | f (X)&Z|
2
G(Z) ==E | f (X)&Z|2,
it suffices to show that
sup
h # Hn }
1
n
:
n
i=1
h(Vi)&Eh(V)} 0 (n  ) a.s.
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From (38) we know that
N(=, Hn , V n1)N \= } G(TF)2TF , TCn Fn , X n1+ ,
where N(=, F, zn1) is the covering number defined in the Appendix. Now
from this and Lemmas 3 and 6 of the Appendix we get for any t>0 that
P { suph # Hn }
1
n
:
n
i=1
h(Vi)&Eh(V) }>t=
8E {N \t } G(TF)16TF , TCn Fn , X n1+= } exp \&
nt2G(TF)2
128T 4F +
8 \c1
TF } n
t } G(TF)
16TF
+
c2(- n } 16TFt } G(TF ))dk+c3
exp \&nt
2G(TF)2
128T 4F + ,
which is summable because of 2k>d. Hence by the BorelCantelli lemma
we get the assertion. K
Proof of Theorem 3. We may assume w.l.o.g. that X # [0, 1]d a.s. By
Lemma 1 it suffices to show
|
R d
|mCn, 3(x)&m(x)|
2 +(dx)  0 (n  ) a.s.
Let =>0 be arbitrary, and choose a bounded infinitely often differentiable
function g= : Rd  R such that
|
R d
|m(x)& g=(x)|2 +(dx)<= and J 2k(g=)<.
We use the following error decomposition
|
R d
|mCn, 3(x)&m(x)|
2 +(dx)
=E( |mCn, 3(X)&Y|
2 | Dn)&E |m(X)&Y| 2
=E( |mCn, 3(X)&Y|
2 | Dn)&
1
n
:
n
i=1
$i |mCn, 3(Xi)&Z i |
2
G(Zi)
+
1
n
:
n
i=1
$i |mCn, 3(Xi)&Zi |
2
G(Zi)
&
1
n
:
n
i=1
$i |mCn, 3(Xi)&Zi |
2
Gn(Z i)
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+
1
n
:
n
i=1
$i |mCn, 3(Xi)&Zi |
2
Gn(Zi)
&
1
n
:
n
i=1
$i |m~ n, 3(Xi)&Zi | 2
Gn(Zi)
+
1
n
:
n
i=1
$i |m~ n, 3(Xi)&Zi |2
Gn(Zi)
&
1
n
:
n
i=1
$i | g=(Xi)&Zi | 2
Gn(Zi)
+
1
n
:
n
i=1
$i | g=(Xi)&Zi |2
Gn(Zi)
&
1
n
:
n
i=1
$i | g=(Xi)&Zi |2
G(Zi)
+
1
n
:
n
i=1
$i | g=(Xi)&Zi |2
G(Zi)
&E | g=(X)&Y| 2
+E | g=(X)&Y| 2&E |m(X)&Y|2.
By Lemma 2
E( |mCn, 3(X)&Y|
2 | Dn)
&
1
n
:
n
i=1
$i |mCn, 3(Xi)&Zi |
2
G(Zi)
 0 (n  ) a.s.
Since 0mCn, 3(Xi)TK, n and 0ZiTK, nTK=TF (i=1, ..., n) a.s.,
G(TF)>0 one can conclude from (14)
1
n
:
n
i=1
$i |mCn, 3(X i)&Zi |
2
G(Zi)
&
1
n
:
n
i=1
$i |mCn, 3(Xi)&Zi |
2
Gn(Z i)

1
n
:
n
i=1
$ i |mCn, 3(Xi)&Zi |
2 } 1G(Zi)&
1
Gn(Zi) }

T 2F
G(TF) Gn(TF)
sup
tTF
|G(t)&Gn(t)|
 0 a.s.
If a, b # R with 0bTF and c=T[0, TF] a then |c&b||a&b|, which
implies that
1
n
:
n
i=1
$i |mCn, 3(X i)&Zi |
2
Gn(Zi)
&
1
n
:
n
i=1
$i |m~ n, 3(Xi)&Zi |2
Gn(Zi)
0.
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It follows from the definition of the estimate and (24) that
1
n
:
n
i=1
$i |m~ n, 3(Xi)&Zi | 2
Gn(Zi)
&
1
n
:
n
i=1
$i | g=(Xi)&Zi |2
Gn(Zi)
*n J 2k(g=)&*nJ
2
k(m~ n, 3)
*n J 2k(g=)  0 (n  ).
Since G(TF)>0 one can conclude from (14)
1
G(TF) Gn(TF)
sup
tTF
|G(t)&Gn(t)|  0 (n  ),
thus
1
n
:
n
i=1
$i | g=(Xi)&Zi | 2
Gn(Zi)
&
1
n
:
n
i=1
$i | g=(X i)&Zi |2
G(Zi)

1
G(TF) Gn(TF)
sup
tTF
|G(t)&Gn(t)|
1
n
:
n
i=1
$i | g=(Xi)&Zi |2

1
G(TF) Gn(TF)
sup
tTF
|G(t)&Gn(t)|
_(2T 2F+2 sup
x # R d
| g=(x)|2)  0 (n  ) a.s.
By the strong law of large numbers,
1
n
:
n
i=1
$i | g=(Xi)&Z i |2
G(Zi)
&E | g=(X)&Y| 2  0 (n  ) a.s.
Finally,
E | g=(X)&Y|2&E |m(X)&Y|2=|
R d
|m(x)& g=(x)|2 +(dx)<=.
With =  0 the result follows. K
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APPENDIX
Some Results of the VapnikChervonenkis Theory
In this section we list the definitions and results of the Vapnik
Chervonenkis theory which we have used in Section 5. An excellent intro-
duction to most of these results can be found in Devroye et al. (1996).
We start with the definition of covering numbers of classes of functions.
Defintion 1. Let F be a class of functions f: Rd  R. The covering
number N(=, F, zn1) is defined for any =>0 and z
n
1=(z1 , ..., zn) # R
d } n as
the smallest integer k such that there exist functions g1 , ..., gk : Rd  R with
min
1ik
1
n
:
n
j=1
| f (zj)& gi (sj)|=
for each f # F.
If Zn1=(Z1 , ..., Zn) is a sequence of R
d-valued random variables, then
N(=, F, Zn1) is a random variable with expected value EN(=, F, Z
n
1). The
next result due to Pollard is the main tool in the proofs of Theorem 2 and
Theorem 3.
Lemma 3 (Pollard, 1984, Section II.5, Theorem 24). Let F be a class of
functions f: Rd  [0, B], and let Zn1=(Z1 , ..., Zn) be R
d-valued i.i.d. random
variables. Then for any =>0
P _ supf # F }
1
n
:
n
i=1
f (Zi)&E f (Zi) }>=&
8E \N \ =8 , F, Zn1++ exp \&
n=2
128B2+ .
To bound covering numbers, we use the following definition of the VC
dimension.
Definition 2. Let D be a class of subsets of Rd and let FRd. One
says that D shatters F if each subset of F has the form D & F for some D
in D. The VC dimension VD of D is defined as the largest integer k for
which a set of cardinality k exists which is shattered by D.
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A connection between covering numbers and VC dimensions is given by
the following lemma, which uses the notation VF+ for the VC dimension
of the set
F+ :=[[(x, t) # Rd_R : t f (x)] : f # F]
of all graphs of functions of F.
Lemma 4 (Haussler, 1992, Theorem 6). Let F be a class of functions f:
Rd  [&B, B]. Then one has for any zn1 # R
d } n and any 0<=<B
N(=, F, zn1)2 \4eB= log \
4eB
= ++
VF+
.
The following result is often useful for bounding the VC dimension.
Lemma 5 (Steele, 1975; Dudley, 1978). Let F be a k-dimensional vector
space of functions f: Rd  R. Then the class of sets of the form [x # Rd :
f (x)0], f # F, has VC dimension less than or equal to k.
The following lemma gives an upper bound for the covering number
which occurs in the proof of Theorem 3.
Lemma 6 (Kohler and Krzyz* ak, 2001). Let L, c>0 and set
F=[T[0, L] f: f # W k(Rd) and J 2k( f )c],
where the definition of J 2k( f ) is the same as in (8). Then for any =>0 and
x1 , ..., xn # [0, 1]d
N(=, F, xn1)\c1 Ln= +
c2(- c=)dk+c3
,
where c1 , c2 , c3 # R+ are constants which only depend on k and d.
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