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We describe a method for exactly diagonalizing clean D-dimensional lattice systems of indepen-
dent fermions subject to arbitrary boundary conditions in one direction, as well as systems composed
of two bulks meeting at a planar interface. The specification of boundary conditions and interfaces
can be easily adjusted to describe relaxation, reconstruction, or disorder away from the clean bulk
regions of the system. Our diagonalization method builds on the generalized Bloch theorem [A.
Alase et al., Phys. Rev. B 96, 195133 (2017)] and the fact that the bulk-boundary separation
of the Schro¨dinger equation is compatible with a partial Fourier transform operation. Bulk equa-
tions may display unusual features because they are relative eigenvalue problems for non-Hermitian,
bulk-projected Hamiltonians. Nonetheless, they admit a rich symmetry analysis that can simplify
considerably the structure of energy eigenstates, often allowing a solution in fully analytical form.
We illustrate our extension of the generalized Bloch theorem to multicomponent systems by deter-
mining the exact Andreev bound states for a simple SNS junction. We then analyze the Creutz
ladder model, by way of a conceptual bridge from one to higher dimensions. Upon introducing a
new Gaussian duality transformation that maps the Creutz ladder to a system of two Majorana
chains, we show how the model provides a first example of a short-range chiral topological insula-
tors hosting topological zero modes with a power-law profile. Additional applications include the
complete analytical diagonalization of graphene ribbons with both zigzag-bearded and armchair
boundary conditions, and the analytical determination of the edge modes in a chiral p + ip two-
dimensional topological superconductor. Lastly, we revisit the phenomenon of Majorana flat bands
and anomalous bulk-boundary correspondence in a two-band gapless s-wave topological supercon-
ductor. Beside obtaining sharp indicators for the presence of Majorana modes through the use of the
boundary matrix, we analyze the equilibrium Josephson response of the system, showing how the
presence of Majorana flat bands implies a substantial enhancement in the 4pi-periodic supercurrent.
I. INTRODUCTION
This paper is the logical continuation of Ref. [1], re-
ferred to as Part I henceforth. In Part I, we described
a method for the exact diagonalization of clean systems
of independent fermions subject to arbitrary boundary
conditions (BCs), and illustrated its application in sev-
eral prototypical one-dimensional (D = 1) tight-binding
models1–3. Our broad motivation was, and remains, to
develop an analytic approach for exploring and quanti-
tatively characterizing the interplay between bulk and
boundary physics, in a minimal setting where transla-
tion symmetry is broken only by BCs. On a funda-
mental level, such an understanding is a prerequisite to-
ward building a complete physical picture of the bulk-
boundary correspondence for mean-field topological elec-
tronic matter. For systems classified as topologically
non-trivial4, there exist at least one bulk invariant and
one boundary invariant whose values must coincide5.
Bulk invariants are insensitive to BCs by construction,
but what is the impact of BCs on boundary invariants?
Likewise, with an eye toward applications, what are de-
sign principles and ultimate limitations in engineering
boundary modes in topological materials?
Our method of exact diagonalization provides an in-
sightful first step towards answering these questions, be-
cause it can be casted neatly as a generalization of Bloch’s
theorem to arbitrary BCs. As we showed, in the generic
case the exact energy eigenstates of a single-particle
Hamiltonian are linear combinations of generalized Bloch
states. The latter are uniquely determined by the an-
alytic continuation of the Bloch Hamiltonian (or some
closely-related matrix function) off the Brillouin zone to
complex values of the crystal momentum. In essence, the
problem of diagonalizing the single-particle Hamiltonian
boils down to finding all linear combinations of gener-
alized Bloch states which satisfy the BCs. As long as
the bulk is disorder-free and couplings have finite range,
BCs can be encoded in a boundary matrix, whose shape is
generally independent of the number of lattice sites. Any
change in the energy levels and eigenstates induced by a
change in BCs is thus directly and efficiently computable
from the boundary matrix in principle.
The generalized Bloch theorem properly accounts for
two types of energy eigenstates that do not exist once
translation invariance is imposed via Born-von-Karman
(periodic) BCs: perfectly localized modes and localized
modes whose exponential decay exhibits a power-law
prefactor. While such “power-law modes” have been well
documented in numerical investigations of long-ranged
tight-binding models6, it was a surprise to find them
in short-range models1,2 – notably, the topological zero-
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2modes of the Majorana chain display power-law behavior
in a parameter regime known as the “circle of oscilla-
tions”. As shown in Part I, both types of exotic modes
appear precisely when the transfer matrix of the model
fails to be invertible. The generalized Bloch theorem
may be thought of as bestowing exact solvability in the
same sense as the algebraic Bethe ansatz does: the linear-
algebraic task of diagonalizing the single-particle Hamil-
tonian is mapped to one of solving a small (independent
of the number of sites) system of polynomial equations.
While in general, if the polynomial degree is higher than
four, the roots must be found numerically, whenever this
polynomial system can be solved analytically, one has
managed to solve the original linear-algebraic problem
analytically as well. In fact, fully analytical solutions
are less rare than one might think, and either emerge in
special parameter regimes, or by suitably adjusting BCs.
In this paper, Part II, we extend the scope of our gen-
eralized Bloch theorem even further, with a twofold goal
in mind. First, while in Part I we presented the basic
framework for calculating energy eigenstates of fermionic
D-dimensional lattice systems with surfaces, for simplic-
ity we restricted to a setting where the total system
Hamiltonian retains translation invariance along D − 1
directions parallel to the surfaces. In more realistic sit-
uations in surface physics, however, this assumption is
invalidated by various factors, including surface recon-
struction and surface disorder. Establishing procedures
for exact diagonalization of D-dimensional clean systems
subject to arbitrary BCs (surface disorder included) on
two parallel hyperplanes is thus an important necessary
step. We accomplish this in Sec. II, by allowing for BCs
to be adjusted in order to conveniently describe surface
relaxation, reconstruction, or disorder in terms of an ap-
propriate boundary matrix.
As a second main theoretical extension, we proceed to
show in Sec. III how to diagonalize “multi-component”
systems that host hyperplanar interfaces separating clean
bulks, that is, “junctions”. Surface and interface prob-
lems are conceptually related: BCs are but effective mod-
els of the interface between the system of interest and its
“complement” or environment. While it is well appreci-
ated that exotic many-body phenomena can take place
at interfaces, there are essentially no known principles
to guide interface engineering (see e.g. Ref. [7] for an
instructive case study). It is our hope that our charac-
terization of interfaces in terms of interface matrices will
shed some light on the problem of finding such guiding
principles, at least within the mean-field approximation.
As a concrete illustration, we include an exact calcula-
tion of the Andreev bound states in a simple model of
a clean superconducting-normal-superconducting (SNS)
junction, complementing the detailed numerical investi-
gations reported in Ref. [8].
In addition to the SNS junction, we provide in Sec. IV
several explicit applications of our diagonalization pro-
cedures to computing surface band structures in systems
ranging from insulating ladders to p- and and s-wave
topological superconductors (TSCs) in D = 2 lattices.
The ladder model of domain-wall fermions introduced
by Creutz9–11 serves as a bridge between one to higher
dimensions. For some values of the magnetic flux, the
Creutz ladder can be classified as a topological insulator
in class A and we find that it displays topological power-
law modes. To the best of our knowledge, this is the
first example of such power-law modes in a short-range
insulator. In addition, we uncover a Gaussian duality
mapping the Creutz ladder to a dual system consisting of
two Majorana chains (see Ref. [12] for other examples of
dualities bridging distinct classes in the mean-field topo-
logical classification of electronic matter, and Ref. [13]
for the general approach to dualities).
Moving to D = 2 systems, we first consider graphene
ribbons with two types of edges, “zigzag-bearded” and
“armchair” (in the terminology of Ref. [14]), in order to
also provide an opportunity for direct comparison within
our method and other analytical calculations in the lit-
erature. As a more advanced application, we compute
in closed form the surface band structure of the chi-
ral p + ip TSC15. This problem is well under control
within the continuum approximation16, but not on the
lattice. This distinction is important because the phase
diagram of lattice models is richer than one would infer
from the continuum approximation. As a final, techni-
cally harder example of a surface band-structure calcu-
lation, we investigate a two-band, gapless s-wave TSC
that can host symmetry-protected Majorana flat bands
and is distinguished by a non-unique, anomalous bulk-
boundary correspondence17,18.
We conclude in Sec. V by iterating our key points
and highlighting some key open questions. To ease the
presentation, most technical details of our calculations
are deferred to appendixes, including the analytic diag-
onalization of several paradigmatic D = 1 models with
boundaries. For reference, a summary of all the model
systems we explicitly analyzed so far using the general-
ized Bloch theorem approach is presented in Table I.
II. TAILORING THE GENERALIZED BLOCH
THEOREM TO SURFACE PHYSICS PROBLEMS
As mentioned, the main aim of this section is to de-
scribe how the generalized Bloch theorem may be tai-
lored to encompass BCs encountered in realistic surface-
physics scenarios, which need not respect translation in-
variance along directions parallel to the interface, as we
assumed in Part I. Notwithstanding, the key point to note
is that the bulk-boundary separation introduced in Part
I goes through regardless of the nature of the BCs. As a
result, the bulk equation describing a clean system can
always be decoupled by a partial Fourier transform into a
family of “virtual” chains parametrized by the conserved
component of crystal momentum k‖. If the BCs conserve
k‖, then they also reduce to BCs for each virtual chain.
If they do not, then the BCs hybridize the generalized
3D = 1 and quasi-(D=1) systems PC Boundary Conditions Some Key Results See
Single-band chain yes open/edge impurities full diagonalization Part I, Sec. V.A
Anderson model yes open full diagonalization Part I, Sec. V.B
Majorana Kitaev chain no open full diagonalization Refs. [2 and 3];
power-law Majorana modes Part I, Sec. V.C
Two-band s-wave TSC no open/twisted 4pi-periodic supercurrent Part I, Sec VI.B
without parity switch
BCS chain no open full diagonalization App. B
Su-Schrieffer-Heeger model yes reconstructed full diagonalization App. E
Rice-Mele model yes reconstructed full diagonalization App. E
Aubry-Andre´-Harper model yes reconstructed full diagonalization App. E
(period-two)
Creutz ladder yes open power-law topological modes Sec. IV A, App. D
Majorana ladder no open SC dual of Creutz ladder Sec. IV A 1
SNS junction no junction Andreev bound states Sec. III
D = 2 systems
Graphene (including yes zigzag-bearded (ribbon) full diagonalization Sec. IV B 1
modulated on-site potential) armchair (ribbon) full diagonalization Sec. IV B 2
Harper-Hofstadter model yes open (ribbon) closed-form edge bands and states Ref. [19]
Chiral p+ip TSC no open (ribbon) closed-form edge bands and states Sec. IV C
power-law surface modes
Two-band s-wave TSC no open/twisted k‖-resolved DOS Sec. IV D
localization length at zero energy
enhanced 4pi-periodic supercurrent
TABLE I. Summary of representative models analyzed in this work along with Part I (Ref. [1]) and Ref. [19], by using
the generalized Bloch theorem approach. Some emerging key results are highlighted in the fourth column. PC: particle-
conserving, DOS: density of states, SC: superconductor (or superconducting, depending on context). Additional models that
are amenable to solution by our approach include Majorana chains with twisted BCs20 or longer-range (e.g., next-nearest-
neighbor) couplings21, dimerized Kitaev chains22, period-three hopping models23, as well as time-reversal-invariant TSC wires
with spin-orbit coupling24, to name a few.
Bloch states associated to the individual virtual chains.
In general, the boundary matrix will then depend on all
crystal momenta in the surface Brillouin zone.
A. Open boundary conditions
We consider a clean system of independent fermions
embedded on a D-dimensional lattice with associated
Bravais lattice ΛD. Let dint denote the number of
fermionic degrees (e.g., the relevant orbital and spin de-
grees) enclosed by a primitive cell attached to each point
of ΛD. Now let us terminate this system along two par-
allel lattice hyperplanes, or hypersurfaces henceforth –
resulting in open (or “hard-wall”) BCs.
The terminated system is translation-invariant along
D − 1 lattice vectors parallel to the hypersurfaces, so
that we can associate with it a Bravais lattice ΛD−1 of
spatial dimension D − 1, known as the surface mesh25.
If m1, . . . ,mD−1 denote the primitive vectors of ΛD−1,
then any point j‖ ∈ ΛD−1 can be expressed as j‖ =∑D−1
µ=1 jµmµ, where jµ are integers. Let us choose a lat-
tice vector s of ΛD that is not in the surface mesh (and
therefore, not parallel to the two hypersurfaces). We will
call s the stacking vector. Since {m1, . . . ,mD−1, s} are
not the primitive vectors of ΛD in general, the Bravais
lattice Λ¯D generated by them may cover only a subset of
points in ΛD. Therefore, in general, each primitive cell
of Λ¯D may enclose a number I > 1 of points of ΛD. As a
result, there are a total of d¯int = Idint fermionic degrees
of freedom attached to each point j‖ + js of Λ¯D with j
an integer (see Fig. 1). Let us denote the correspond-
ing creation (annihilation) operators by c†j‖j1, . . . , c
†
j‖jd¯int
(cj‖j1, . . . , cj‖jd¯int). For each j‖ in the surface mesh, we
define the array of the basis of fermionic operators by
Φˆ†j‖ ≡
[
Φˆ†j‖,1 · · · Φˆ
†
j‖,N
]
, Φˆ†j‖,j ≡
[
c†j‖j1 · · · c
†
j‖jd¯int
]
,
where the integer N is proportional to the separation
between the two hypersurfaces. For arrays, such as Φˆ†j‖
and Φˆj‖ , we shall follow the convention that the arrays
appearing on the left (right) of a matrix are row (column)
arrays. In the above basis, the many-body Hamiltonian
4Λ1
j = 1
j = N
m1
s
FIG. 1. (Color online) Sketch of a D = 2 lattice system with
nearest-neighbor (NN) hopping subject to arbitrary BCs. The
filled and hollow circles together form a Bravais lattice Λ2.
The two D = 1 edges of the system are shown by horizontal
lines decorated by pattern. The surface mesh Λ1 is generated
by m1, and consists of all points connected by dashed black
lines. m1 and s generate the Bravais lattice Λ¯2, formed only
by the filled circles. A primitive cell of Λ¯2 (shaded brown)
encloses two points of Λ2. In this case, assuming there are
dint internal degrees associated to each point of Λ2, we get
d¯int = 2dint. Since, for NN hopping, R = 1, the operator W
that implements the BCs has its support on single-particle
states in the boundary region (shaded gray).
of the system, subject to open BCs on the hypersurfaces,
can be expressed as1
ĤN =
∑
j‖,r‖∈ΛD−1
[
Φˆ†j‖Kr‖Φˆj‖+r‖ +
1
2
(Φˆ†j‖∆r‖Φˆ
†
j‖+r‖
+ H.c.)
]
,
where j‖, r‖ are vectors in the surface mesh, and Kr‖ ,
∆r‖ are Nd¯int×Nd¯int hopping and pairing matrices that
satisfy K−r‖ = K
†
r‖ , ∆−r‖ = −∆Tr‖ by virtue of fermionic
statistics, with the superscript T denoting the transpose
operation. Thanks to the assumptions of clean, finite-
range system, these are banded block-Toeplitz matrices2:
explicitly, if R ≥ 1 is the range of hopping and pairing,
we may write [Sr‖ ]jj′ ≡ Sr‖,j′−j ≡ Sr‖,r, with
Sr‖,r = 0 if |r| > R, ∀r‖, where S = K,∆.
Next, we enforce periodic BCs along the direc-
tions m1, . . . ,mD−1 in which translation invariance
is retained, by restricting to those lattice points
j‖ =
∑D−1
µ=1 jµmµ where for each µ, jµ takes values
from {1, . . . , Nµ}, Nµ being a positive integer. Let
n1, . . . ,nD−1 denote the primitive vectors of the sur-
face reciprocal lattice, which is the (D − 1)-dimensional
lattice reciprocal to the surface mesh ΛD−1, satisfying
mµ·nν = 2piδµν for µ, ν = 1, . . . , D−1. The Wigner-Seitz
cell of the surface reciprocal lattice is the surface Bril-
louin zone, denoted by SBZ. In the Fourier-transformed
basis defined by
Φˆ†k‖ ≡
ΛD−1∑
j‖
eik‖·j‖√
NS
Φˆ†j‖ , NS = N1 . . . ND−1, (1)
where k‖ =
∑D−1
µ=1
kµ
Nµ
nµ and the integers kµ are crystal
momenta in the SBZ, we can then express the relevant
many-body Hamiltonian in terms of “virtual wires” la-
beled by k‖. That is,
ĤN ≡
∑
k‖∈SBZ
Ĥk‖,N , where (2)
Ĥk‖,N =
1
2
(Φˆ†k‖Kk‖Φˆk‖ − Φˆ−k‖K∗−k‖Φˆ
†
−k‖
+ Φˆ†k‖∆k‖Φˆ
†
−k‖ − Φˆ−k‖∆∗−k‖Φˆk‖) +
1
2
Tr Kk‖ .
Here, Tr denotes trace and the Nd¯int × Nd¯int matrices
Sk‖ , for S = K,∆, have entries
[Sk‖ ]jj′ ≡ Sk‖,j′−j ≡ Sk‖,r ≡
∑
r‖
eik‖·r‖Sr‖,r,
and the finite-range assumption requires that
Sk‖,r = 0 if |r| > R, ∀k‖ ∈ SBZ, where S = K,∆. (3)
B. Arbitrary boundary conditions
Physically, non-ideal surfaces may result from pro-
cesses such as surface relaxation or reconstruction, as
well as from the presence of surface disorder (see Fig.
2). In our setting, these may be described as effective
BCs, modeled by a Hermitian operator of the form
Ŵ ≡
∑
j‖,j′‖
[
Φˆ†j‖W
(K)
j‖,j′‖
Φˆj‖ +
1
2
(Φˆ†j‖W
(∆)
j‖,j′‖
Φˆ†j′‖ + H.c.)
]
,
subject to the constraints from fermionic statistics,
W
(K)
j′‖,j‖
=
[
W
(K)
j‖,j′‖
]†
, W
(∆)
j′‖,j‖
= −[W (∆)j‖,j′‖]T.
Since such non-idealities at the surface are known to in-
fluence only the first few atomic layers near the surfaces,
we assume that Ŵ affects only the first R boundary slabs
of the lattice, so that (see also Fig. 1)[
W
(S)
j‖,j′‖
]
jj′ = 0 ∀j‖, j′‖, S = K,∆,
if j or j′ take values in {R+ 1, . . . , N −R}.
The total Hamiltonian subject to arbitrary BCs is
Ĥ ≡ ĤN + Ŵ .
Let j ≡ b = 1, . . . , R;N − R + 1, . . . , N label bound-
ary lattice sites. While in Part I we also assumed Ŵ to
be periodic along m1, . . . ,mD−1 [case (a) in Fig. 2], in
general only ĤN will be able to be decoupled by Fourier-
transform, whereas Ŵ will retains cross-terms of the form
[W
(S)
q‖,k‖
]bb′ =
∑
j‖,j′‖
ei(k‖·j
′
‖−q‖·j‖)[W (S)j‖,j′‖]bb′ , S = K,∆.
5(a) Ideal (b) Relaxed
(c) Reconstructed (d) Disordered
FIG. 2. (a) Sketch of a D = 2 crystal with ideal surface. The
remaining panels show the same crystal with (b) relaxed, (c)
reconstructed, and (d) disordered surface. The unfilled circle
in panel (d) shows a surface impurity atom.
If the system is not particle-conserving, let us reorder the
fermionic operator basis according to1
Ψˆ†k‖ ≡
[
Ψˆ†k‖,1 · · · Ψˆ
†
k‖,N
]
, Ψˆ†k‖,j ≡
[
Φˆ†k‖,j Φˆ−k‖,j
]
.
The single-particle Hamiltonian can then be expressed as
H = HN +W = (4)
=
∑
k‖
|k‖〉〈k‖| ⊗Hk‖,N +
∑
q‖,k‖
|q‖〉〈k‖| ⊗Wq‖,k‖ ,
where Hk‖,N is the single-particle (BdG) Hamiltonian
corresponding to Eq. (2). In terms of the shift matrix
T ≡ ∑N−1j=1 |j〉〈j + 1| implementing a shift along the di-
rection s, and letting r = j′ − j as before, we have
Hk‖,N = 1N ⊗ hk‖,0 +
R∑
r=1
[T r ⊗ hk‖,r + H.c.], (5)
hk‖,r =
∑
r‖
eik‖·r‖hr‖,r, hr‖,r =
[
Kr‖,r ∆r‖,r
−∆∗r‖,r −K∗r‖,r
]
,
whereas the single-particle boundary modification
Wq‖,k‖ in Eq. (4) is given by
Wq‖,k‖ =
[
W
(K)
q‖,k‖
W
(∆)
q‖,k‖
−[W (∆)−q‖,−k‖ ]∗ −[W
(K)
−q‖,−k‖ ]
∗
]
.
In the simpler case where the system is particle-
conserving, then hr‖,r = Kr‖,r and Wq‖,k‖ = W
(K)
q‖,k‖
.
Reflecting the different ways in which a surface may
deviate from its ideal structure (Fig. 2), we may con-
sider BCs as belonging to three different categories of
increasing complexity:
• Relaxed BCs— In the process of surface relaxation,
the atoms in the surface slab displace from their
ideal position in such a way that the surface (and
the bulk) layers remain translation invariant along
m1, . . . ,mD−1, as assumed in Part I. Therefore, k‖
remains a good quantum number, and Wq‖,k‖ =
δq‖,k‖Wk‖,k‖ . In particular, Wq‖,k‖ = 0 for each
q‖,k‖ for open BCs, which falls in this category.
• Reconstructed BCs— If the surfaces undergo recon-
struction, then the total system can have lower pe-
riodicity than the one with ideal surfaces. This
scenario is also referred to as commensurate surface
reconstruction25. In this case, W may retain some
cross-terms of the form Wq‖,k‖ . However, not all
values k‖ are expected to have cross-terms in this
way, and the system can still be block-diagonalized.
For example, for 2 × 1 reconstruction of the (111)
surface of Silicon crystals, each block of the Hamil-
tonian will consist of only 2 × 1 = 2 values of k‖,
whereas for its 7× 7 reconstruction, each block in-
cludes 49 values of k‖25.
• Disordered BCs— If the surface reconstruction
is non-commensurate, or if the surface suffers
from disorder, then the Hamiltonian cannot be
block-diagonalized any further in general. Non-
commensurate reconstruction of a surface is likely
to happen in the case of adsorption.
Our setting is general enough to model adsorption as
well as thin layer deposition up to a few atomic layers.
In the following, unless otherwise stated, we will assume
that the system is subject to the most general type of
disordered BCs.
C. Generalized Bloch theorem
The first needed ingredient toward formulating the
generalized Bloch theorem is a description of the eigen-
states of the single-particle Hamiltonian Hk‖,N of the
virtual wire labeled by k‖, given in Eq. (5). Let
d ≡
{
d¯int if ∆ = 0 = W
(∆),
2d¯int if ∆ 6= 0 or W (∆) 6= 0.
Then, the projector
PB = 1⊗
N−R∑
j=R+1
|j〉〈j| ⊗ 1d,
determined by the range R of the virtual chains is the
bulk projector, where we have used the completeness re-
lation 1 =
∑
k‖∈SBZ |k‖〉〈k‖|. By definition, the matrix
W describing BCs satisfies PBW = 0, whereby it follows
that PBH = PB(HN +W ) = PBHN . Accordingly, build-
ing on the exact bulk-boundary separation also used in
6Part I, the bulk equation to be solved reads
PBHN |ψ〉 = PB |ψ〉,  ∈ R. (6)
To proceed, we need to introduce some auxiliary ma-
trices and states. First and foremost there is the d × d
analytic continuation of the Bloch Hamiltonian3, which
now takes the form
Hk‖(z) ≡ h0 +
R∑
r=1
(zrhk‖,r + z
−rh†k‖,r), z ∈ C, (7)
acting on a d-dimensional internal space spanned by
states {|m〉, m = 1, . . . , d}. If the matrix hk‖,R is in-
vertible, then Hk‖(z) is essentially everything one needs
to proceed. Otherwise, the related matrix polynomial
K−k‖(, z) ≡ zR(Hk‖(z)− 1d) (8)
is of considerable importance. We will also need the dv×
dv generalized Bloch Hamiltonians with block entries
[Hk‖,v(z)]xx′ ≡ (9)
∂x
′−x
z Hk‖(z)
(x′ − x)! =
H
(x′−x)
k‖
(z)
(x′ − x)! , 1 ≤ x ≤ x
′ ≤ v,
with H
(0)
k‖
(z) = Hk‖(z) given in Eq. (7). In array form,
Hk‖,v(z) =

H(0) H(1) 12H
(2) · · · 1(v−1)!H(v−1)
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 1
2H
(2)
...
. . .
. . . H(1)
0 · · · · · · 0 H(0)

,
where the label (z) and the subscript k‖ were dropped for
brevity. The dv × dv block matrix K−k‖,v(, z) is defined
by the same formula. The important difference between
these two matrices is that K−k‖,v(, z) is well defined at
z = 0, whereas Hk‖,v(z) is not. These block matrices act
on column arrays of v internal states, which can be ex-
pressed in the form |u〉 =
[
|u1〉 . . . |uv〉
]T
, where each
of the entries is an internal state.
For fixed but arbitrary , the expression
Pk‖(, z) ≡ detK−k‖(, z) (10)
defines a family of polynomials in z. We call a given
value of  singular2 if Pk‖(, z) vanishes identically for
all z for some value of k‖. Otherwise,  is regular. At a
singular value of the energy, z becomes independent of
 for some k‖. Physically, singular energies correspond
to flat bands, at fixed k‖. As explained in Part I, flat
bands are not covered by the generalized Bloch theorem
and require separate treatment26. In the following, we
will concentrate on the generic case where  is regular.
For regular energies, Pk‖(, z) can be factorized in
terms of its distinct roots as
Pk‖(, z) = c
n∏
`=0
(z − z`)s` , c ∈ C,
with c a non-vanishing constant and z0 = 0 by con-
vention. If zero is not a root, then s0 = 0. The
z`, ` = 1, . . . , s`, are the distinct non-zero roots of mul-
tiplicity s` ≥ 1. It was shown in Ref. [2] that the number
of solutions of the kernel equation
(Hk‖,s`(z`)− 1ds`)|u〉 = 0 (11)
coincides with the multiplicity s` of z`. We will denote a
complete set of independent solutions of Eq. (11) by |u`s〉,
s = 1, . . . , s`, where each |u`s〉 has d× 1 block-entries
|u`s〉 =
[
|u`s1〉 . . . |u`ss`〉
]T
.
Moreover, if we define
K−k‖() ≡ K−k‖,s0(, z0 = 0) ≡ K+k‖()†,
then it is also the case that the kernel equations
K−k‖()|u〉 = 0, K+k‖()|u〉 = 0
have each s0 solutions. We will denote a basis of solutions
of these kernel equations by |u±s 〉, s = 1, . . . , s0, each with
block entries
|u±s 〉 =
[
|u±s1〉 . . . |u±ss0〉
]T
.
In order to make the connection to the lattice degrees
of freedom, let us introduce the lattice states
|z, v〉 ≡
N∑
j=1
j(v−1)
(v − 1)!z
j−v+1|j〉= 1
(v − 1)!∂
v−1
z |z, 1〉, (12)
with j(0) = 1 and j(v) = (j − v + 1)(j − v + 2) . . . j for v
a positive integer. The states
|k‖〉|ψk‖`s〉 ≡
s∑`
v=1
|k‖〉|z`, v〉|u`sv〉, s = 1, . . . , s`,
|k‖〉|ψ−k‖s〉 ≡
s0∑
j=1
|k‖〉|j〉|u−sj〉, s = 1, . . . , s0,
|k‖〉|ψ+k‖s〉 ≡
s0∑
j=1
|k‖〉|N − j + s0〉|u+sj〉, s = 1, . . . , s0,
(13)
form a complete set of independent solutions of the bulk
equation, Eq. (6). Intuitively speaking, these states are
eigenstates of the Hamiltonian “up to BCs”. For regular
energies as we assumed, there are exactly 2Rd = 2s0 +∑n
`=1 s` solutions of the bulk equation for each value of
k‖1,2. The solutions associated to the non-zero roots are
7extended bulk solutions, and the ones associated to z0 =
0 are emergent. Emergent bulk solutions are perfectly
localized around the edges of the system in the direction
perpendicular to the hypersurfaces.
It is convenient to obtain a more uniform description
of solutions of the bulk equation by letting
|ψk‖`s〉 =

|ψ−k‖s〉 if ` = 0; s = 1, . . . , s0,
|ψk‖`s〉 if ` = 1, . . . , n; s = 1, . . . , s`,
|ψ+k‖s〉 if ` = n+ 1; s = 1, . . . , s0,
(14)
Also, let sn+1 ≡ s0. Then, the ansatz
|,α〉 ≡
∑
k‖∈SBZ
n+1∑
`=0
s∑`
s=1
αk‖`s|k‖〉|ψk‖`s〉
describes the most general solution of the bulk equation
in terms of 2Rd amplitudes α for each value of k‖. We
call it an ansatz because the states |,α〉 provide the ap-
propriate search space for determining the energy eigen-
state of the full Hamiltonian H = HN +W .
As a direct by-product of the above analysis, it is inter-
esting to note that a necessary condition for H to admit
an eigenstate of exponential behavior localized on the left
(right) edge is that some of the roots {z`} of the equa-
tion detK−k‖(, z) = 0 be inside (outside) the unit cir-
cle. Therefore, one simply needs to compute all roots of
detK−k‖(, z) to know whether localized edge states may
exist in principle.
We are finally in a position to impose arbitrary BCs.
As before, let b = 1, . . . , R;N−R+1, . . . , N be a variable
for the boundary sites. Then the boundary matrix1–3 is
the block matrix
[B()]q‖b,k‖`s =
= δq‖,k‖〈b|(Hk‖,N − 1dN |ψk‖`s〉+ 〈b|W (q‖,k‖)|ψ`s〉,
with non-square d × 1 blocks (one block per boundary
site b and crystal momentum k‖). By construction,
(H − 1)|,α〉 =
∑
q‖,b
∑
k‖,`,s
|q‖〉|b〉[B()]q‖b,k‖`sαk‖`s,
for any regular value of  ∈ C. Hence, an ansatz state
represents an energy eigenstate if and only if∑
k‖,`,s
[B()]q‖b,k‖`sαk‖`s = 0 ∀q‖, b,
for all boundary sites b and crystal momenta q‖, or, more
compactly, B()α = 0. We are finally in a position to
state our generalized Bloch theorem for clean systems
subject to arbitrary BCs on two parallel hyperplanes,
and extending Theorem 3 in Part I:
Theorem (Generalized Bloch theorem). Let H =
HN + W denote a single-particle Hamiltonian as spec-
ified above [Eq. (4)], for a slab of thickness N > 2Rd.
Let B() be the associated boundary matrix. If  is an
eigenvalue of H and a regular energy of H(z), the corre-
sponding eigenstates of H are of the form
|,ακ〉 =
∑
k‖
n+1∑
`=0
s∑`
s=1
α
(κ)
k‖`s
|k‖〉|ψk‖`s〉, κ = 1, . . . ,K,
where the amplitudes ακ are determined as a com-
plete set of independent solutions of the kernel equation
B()ακ = 0, and the degeneracy K of the energy level 
coincides with the dimension of the kernel of the bound-
ary matrix, K = dim KerB().
In the above statement, the lower bound N > 2dR
on the thickness of the lattice is imposed in order to en-
sure that the emergent solutions on opposite edges of the
system have zero overlap and are thus necessarily inde-
pendent. It can be weakened to N > 2R in the generic
case where dethk‖,R 6= 0, because in this case s0 = 0 and
there are no emergent solutions.
Based on the generalized Bloch theorem, an algorithm
for numerical computation of the electronic structure was
given in Part I, directly applicable to the case of relaxed
BCs. In particular, it was shown that the complexity of
the algorithm is independent of the size N of each vir-
tual wire. In the most general case of disordered BCs
we consider here, however, since the boundary matrix
can have cross-terms between the virtual wires, we cor-
respondingly have to deal with a single (non-decoupled)
boundary matrix of size 2RdND−1×2RdND−1. Finding
the kernel of this boundary matrix has time complexity
O(N3D−3), which will be reflected in the performance of
the overall algorithm.
The generalized Bloch theorem relies on the complete
solution of the bulk equation, given in Eq. (6). Since
the latter describes an unconventional relative eigen-
value problem for the (generally) non-Hermitian opera-
tor PBHN , the standard symmetry analysis of quantum
mechanics does not immediately apply. It is nonethe-
less possible to decompose the solution spaces of the bulk
equation into symmetry sectors, if the Hamiltonian obeys
unitary symmetries that also commute with the bulk pro-
jector PB . Assume that a unitary operator S commutes
with both H = HN +W and PB . Then any vector in the
bulk solution space satisfies
PB(HN+W−1)|ψ〉 = 0⇒ S†PB(HN+W−1)S|ψ〉 = 0.
This implies that the bulk solution space is invariant un-
der the action of S. Therefore, there exists a basis of
the bulk solution space in which the action of S is block-
diagonal. This leads to multiple eigenstate ansa¨tze, each
labeled by an eigenvalue of S. Further, S†PBS = 0 im-
plies that the boundary subspace (i.e., the kernel of PB) is
also invariant under S. After finding a basis of the bound-
ary subspace in which S is block-diagonal, the boundary
matrix itself splits into several matrices, each labeled by
an eigenvalue of S. We will use this strategy in some of
the applications in Sec. III and Sec. IV. We also discuss
8in Appendix A how symmetry conditions can help identi-
fying a criterion for the absence of localized edge modes,
which may be of independent interest.
III. INTERFACE PHYSICS PROBLEMS
A. Multi-component generalized Bloch theorem
As mentioned, a second extension of our theoretical
framework addresses the exact diagonalization of systems
with internal boundaries, namely, interfaces between dis-
tinct bulks. In the spirit of keeping technicalities to a
minimum, we focus on the simplest setting whereby two
bulks with identical reduced Brillouin zones are separated
by one interface. The extension to multi-component sys-
tems is straightforward, and can be pursued as needed
by mimicking the procedure to be developed next.
Since the lattice vectors for the two bulks forming the
interface are the same, the primitive vectors of the surface
mesh {mµ, µ = 1, . . . , D− 1}, the stacking vector s, and
the basis {dν¯ , ν¯ = 1, . . . , I−1} are shared by both bulks.
Let us further assume that the latter are described by
systems that are half-infinite in the directions −s and s,
respectively. The bulk of system number one (left, i = 1)
occupies sites {j = j‖ + js + dν¯ , j = 0,−1, . . . ,−∞},
whereas the bulk of system number two (right, i = 2) oc-
cupies the remaining sites, corresponding to j = 1, . . . ,∞
in the direction s. In analogy to the case of a single bulk
treated in Sec. II, we may write single-particle Hamilto-
nians for the left and right bulks in terms of appropriate
shift operators, namely,
T1 ≡
−1∑
j=−∞
|j〉〈j + 1|, T2 ≡
∞∑
j=1
|j〉〈j + 1|.
Then Hi =
∑
k‖
|k‖〉〈k‖| ⊗Hi,k‖ , where
Hik‖ = 1⊗ hik‖0 +
Ri∑
r=1
[
T ri ⊗ hik‖r + H.c.
]
,
with the corresponding bulk projectors given by
PB1≡
−R1∑
j=−∞
1⊗ |j〉〈j| ⊗ 1d, PB2≡
∞∑
j=R2+1
1⊗ |j〉〈j| ⊗ 1d.
The projector onto the interface is P∂ = 1− PB1 − PB2 .
The Hamiltonian for the total system is of the form
H = H1 +W +H2,
with PBiW = 0, i = 1, 2. In this context, W describes
an internal BC, that is, physically, it accounts for the
various possible ways of joining the two bulks. For sim-
plicity, let us assume that W is translation-invariant in
all directions parallel to the interface, so that we may
write W =
∑
k‖
|k‖〉〈k‖| ⊗ Wk‖ . The next step is to
split the Schro¨dinger equation (H − 1)|〉 = 0 into a
bulk-boundary system of equations1,3. This is possible
by observing that an arbitrary state of the total system
may be decomposed as |Ψ〉 = P1|Ψ〉+ P2|Ψ〉 in terms of
the left and right projectors
P1 ≡
0∑
j=−∞
1⊗ |j〉〈j| ⊗ 1d, P2 ≡
∞∑
j=1
1⊗ |j〉〈j| ⊗ 1d,
and that the following identities hold:
PB1(H1 − 1)P2 = 0 = PB2(H2 − 1)P1.
Hence, the bulk-boundary system of equations for the
interface (or junction) takes the form
PB1(H1 − 1)P1|〉 = 0,
P∂(H1 +W +H2 − 1)|〉 = 0,
PB2(H2 − 1)P2|〉 = 0.
We may now solve for fixed but arbitrary  the bot-
tom and top bulk equations just as in the previous sec-
tion. The resulting simultaneous solutions of the two
bulk equations are expressible as
|,αk‖〉 = |,α1k‖〉+ |,α2k‖〉
=
∑
i=1,2
∑
k‖
|k‖〉 ⊗
( ni∑
`=0
si∑`
v=1
αi`s|ψik‖`s〉, (15)
where {|ψi`s〉 =
∑si`
v=1 Pi|z`, v〉|ui`sv〉} are solutions of
the bulk equation for the ith bulk. In such situations,
we extend the definition of the lattice state |z, v〉 to a
bi-infinite lattice by allowing the index j in Eq. (12) to
take all integer values. We refer to |,αik‖〉, i = 1, 2,
as the eigenstate ansatz for the ith bulk. For |,αk‖〉 to
be an eigenstate of the full system, the column array of
complex amplitudes αk‖ =
[
α1k‖ α2k‖
]T
must satisfy
the boundary equation B()αk‖ = 0, in terms of the
interface boundary matrix,
[Bk‖()]b,i`s = 〈b|(H1k‖ +W +H2k‖ − 1)|ψik‖`s〉,
where the boundary index b ≡ −R1 + 1, . . . , 0; 1, . . . , R2.
B. Application to SNS junctions
We illustrate the generalized Bloch theorem for inter-
faces by outlining an analytical calculation of the An-
dreev bound states for an idealized SNS junction. The
equilibrium Josephson effect, namely, the phenomenon of
supercurrent flowing through a junction of two supercon-
ducting leads connected via a normal link, is of great im-
portance for theoretical understanding of superconduc-
tivity, as well as for its applications in SC circuits. One
of the questions this phenomenon poses is to understand
how exactly a weak link with induced band-gap due to
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FIG. 3. (Color online) Bound modes of an SNS junction. The figure shows plots of two independent constraints derived from
the boundary matrix against the ratio /∆, as energy is swept from −∆ to ∆ (with reference to Appendix C, these constraints
are the functions on the left hand-side (blue solid lines) and right hand-side (black dotted lines) of Eq. (C2a) and Eq. (C2b).
Each intersection of the two distinct sets of lines indicates the emergence of a bound state. The plots in the top (bottom) panels
correspond to N = 7 (N = 15), respectively. Parameters t = 1, t′ = 0.5 are fixed for all the plots. The number of intersections
shows an expected increment as we increase the length of the normal region (N) from N = 7 to 15, without changing other
parameters. For a fixed value of N , the number of intersections increases as we change ∆ = 1 to ∆ = 2, but it stays constant
for ∆ = 2 vs. ∆ = 3, except for additional states pinned to the energies near  = ±∆.
superconducting proximity effect can carry a supercur-
rent. An answer to this question invokes the formation
of bound states in the band gap of the weak link, known
as the “Andreev bound states”, that allow transport of
Cooper pairs28.
We model a basic D = 1 SNS junction as a system
formed by attaching a finite metallic chain (a “normal
dot”, denoted by N) to two semi-infinite SC chains (“su-
perconducting leads”, denoted by S1 and S2). Following
Ref. [8], we describe the SC leads in terms of a D = 1
BCS pairing Hamiltonian,
ĤS = −
∑
j,σ
tc†jσcj+1σ −
∑
j
∆c†j↑c
†
j↓ + H.c., (16)
where we have assumed zero chemical potential. This
Hamiltonian can be diagonalized analytically for open
BCs, see Appendix B (see also Refs. [29–31] for a critical
discussion of D = 1 models of superconductivity). The
normal dot is modeled by NN hopping of strength t. The
links connecting the SC regions to the metallic one have a
weaker hopping strength, t′ < t. The Hamiltonian of the
full system is thus ĤSNS = ĤS1 + ĤS2 + ĤT + ĤN, where
ĤS1 and ĤS2 denote the SC Hamiltonians for the leads,
ĤN describes the normal metal, and ĤT is the tunneling
Hamiltonian, of the form
ĤT = −
∑
σ=±1
[t′(c†−2Lσc−2L+1σ+c
†
2L−1σc2Lσ)+H.c.]. (17)
The region S1 extends from j = −∞ on the left to j =
−2L, whereas S2 extends from j = 2L to j =∞, so that
the length the of the metallic chain is N ≡ 4L− 1.
The technical implementation of our diagonalization
procedure for junctions is described in full detail in Ap-
pendix C. Let us summarize the key results here (see
also Fig. 3 for illustration). The structure of the bound-
ary equations makes clear the dependence of the num-
ber of bound states with the length N of the normal
dot and the pairing amplitude ∆. When the metal strip
is completely disconnected from the SC, that is, when
t′ = 0, the stationary states of the normal dot (standing
waves) are labelled by the quantum numbers k = piq2L +
pi
4L ,
q = 0, 1, . . . , 2L− 1, typical of the lattice-regularized infi-
nite square well. Each of these states at energy less than
∆ turns into a bound state with a slightly different value
of energy for weak tunneling. For a fixed value of ∆,
increasing N allows for more solutions of the boundary
equations, and so for more Andreev bound states. Con-
versely, for fixed N the number of bound modes does not
increase with the value of ∆ once |∆| > |t|. Instead, we
find pinning of bound states near energy values  = ±∆
as N increases. These pinned states, that appear only if
|∆| > |t|, are characterized physically by a large penetra-
tion depth in the superconducting regions S1 and S2.
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IV. SURFACE BANDS IN
HIGHER-DIMENSIONAL SYSTEMS
In this section we illustrate the application of the gen-
eralized Bloch theorem to computing surface bands. Our
goal is to gain as much insight as possible on the inter-
play between bulk properties – topological or otherwise
– and BCs toward establishing the structure of surface
bands. We consider first a prototypical ladder system,
the Creutz ladder9, as a stepping stone going from one
dimension to two. We next examine a graphene ribbon,
partly because there has been a considerable amount of
analytical work on the surface band structure of this sys-
tem. Thus, this permits benchmarking our generalized
Bloch theorem against other approaches. In this regard,
we emphasize that our method yields analytically all of
the eigenstates and eigenvalues of a graphene strip, not
just the surface ones.
Our two final illustrative systems are D = 2 TSCs.
Specifically, we first compute the surface band structure
of the chiral p + ip TSC analytically, with emphasis on
the interplay between the phase diagram of the lattice
model and its surface physics. A key point here is to
gain physical insight into the emergence of chiral surface
bands from the point of view of the boundary matrix.
We conclude by providing an exact, albeit non analyt-
ical, solution for the Majorana surface flat bands of a
time-reversal invariant gapless s-wave TSC model. Here,
we both revisit the anomalous bulk-boundary correspon-
dence that this model is known to exhibit32 through the
eyes of the boundary matrix, and leverage access to the
system’s eigenstates to characterize physical equilibrium
properties. Notably, we predict that the presence of a
Majorana surface flat band implies a substantial enhance-
ment in the equilibrium 4pi-periodic Josephson supercur-
rent as compared to a gapped D = 2 TSC that hosts only
a finite number of Majorana modes.
A. The Creutz ladder
The ladder model described by Hamiltonian
Ĥ =−
∑
j
[
K(eiθa†jaj+1 + e
−iθb†jbj+1 + H.c.)+
+ rK(a†jbj+1 + b
†
jaj+1 + H.c.) + M(a
†
jbj + b
†
jaj)
]
.
(18)
is typically referred to as the Creutz ladder after its
proponent9–11, and is schematically depicted in Fig.
4(left). Here, aj and bj denote fermionic annihilation
operators for fermions at site j of two parallel chains
visualizable as the sides of a ladder. Fermions on each
side of the ladder are characterized by an inverse effective
mass K. There is a homogeneous magnetic field perpen-
dicular to the plane of the ladder, responsible for the
phase eiθ(e−iθ) for hopping along the upper (lower) side
of the ladder. Hopping along rungs of the ladder occur
with amplitude M, whereas diagonal hoppings occur with
amplitude Kr.
The Creutz ladder is known to host mid-gap bound
states when |M| < |2Kr| and θ 6= 0, pi. Such states
are called domain-wall fermions in lattice quantum field
theory. The domain-wall fermions of the Creutz lad-
der are, for the most part, not topologically protected
or mandated by the bulk-boundary correspondence. If
θ 6= ±pi/2, the Creutz ladder may be classified as a D = 1
model in class A, thus the domain-wall fermions are not
protected. However, if θ = ±pi/2, then the Creutz ladder
enjoys a chiral symmetry, and with a canonical transfor-
mation of the fermionic basis, the single-particle Hamil-
tonian can be made real (see Appendix D). In this pa-
rameter regime, the model belongs to class BDI, which
is topologically non-trivial in D = 1. Interestingly, this
was the parameter regime analyzed in depth in the orig-
inal work9. We reveal some of these features analytically
for r = ±1 in Appendix D. Ladder systems are not quite
D = 1, but are not D = 2 either. Ultimately, it is more
convenient to investigate ladders in terms of the basic
generalized Bloch theorem of Part I. For this reason, we
have chosen to relegate a detailed discussion of the diag-
onalization of the Creutz ladder to Appendix D. In the
following, we highlight two related new results: a many-
body duality transformation that maps the Creutz ladder
to a pair of Majorana chains, and the existence of edge
modes with a power-law prefactor.
1. The dual Majorana ladder
The Gaussian duality transformation12
aj 7→ UdajU†d = c aj + is a†j − ic bj + s b†j ,
bj 7→ UdbjU†d = s aj − ic a†j − is bj − c b†j ,
with Ud a unitary transformation in Fock space and
(c = cosϕ√
2
, s = sinϕ√
2
), transforms the Creutz ladder model
to a dual SC. Specialized to ϕ = pi/4, the dual SC Hamil-
tonian is UdĤU†d = Ĥa + Ĥb + Ĥab, with
Ĥa =−
∑
j
[
ta†jaj+1 +
µ
2
a†jaj + ∆ ajaj+1 + H.c.],
Ĥb =−
∑
j
[
tb†jbj+1 +
µ
2
b†jbj + ∆ bjbj+1 + H.c.],
t ≡ rK, ∆ ≡ K sin θ, µ ≡ M,
and, finally,
Ĥab =−
∑
j
[
iK cos θ(b†jaj+1 + b
†
j+1aj −H.c.)−M
]
.
We conclude that the dual system may be described as a
ladder consisting of Majorana chains on each side, con-
nected by electron tunneling and with no pairing term
associated to the rungs of the ladder [see Fig. 4(right)].
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Creutz ladder Cross-linked Majorana chains
FIG. 4. (Color online) Schematic of the duality between the Creutz ladder (left) and cross-linked Majorana chains (right).
Moreover, the Majorana chains (the sides of the ladder)
decouple if θ = ±pi/2, in which case the Creutz ladder
displays chiral symmetry. Since these two decoupled Ma-
jorana chains have real parameter values, the dual system
also belongs to the topologically non-trivial class D.
The fermion number operator NˆF ≡
∑
j(a
†
jaj + b
†
jbj),
regarded as the broken particle conservation symmetry of
the Majorana ladder, maps by the inverse of the duality
transformation to a broken symmetry NˆC ≡ U†d NˆFUd of
the Creutz ladder. In other words, we expect the insulat-
ing spectral gap of the Creutz ladder to close whenever
the symmetry NˆC is restored, unless there is a stronger
factor at play. This symmetry is restored for K sin(θ) = 0,
which is indeed a gapless regime unless K = 0, because
then the Creutz ladder reaches the atomic limit. A
similar explanation of the insulating gap for the Peierls
chain in terms of a hidden broken symmetry was given
in Ref. [12], where fermionic Gaussian dualities were in-
vestigated in higher dimensions as well.
2. Topological power-law modes
The generalized Bloch theorem identifies regimes in
which the domain-wall fermions of the Creutz ladder may
display power-law behavior. From the analysis in Ap-
pendix D, power-law modes are forbidden only if M = 0,
θ = ±pi/2 and K 6= 0, r 6= ±1. For arbitrary values of
K, r, θ,M, one can expect in general a finite number of val-
ues of  for which the full solution of the bulk equation
includes power-law modes, potentially compatible with
the BCs. Let us point out for illustration the power-
law modes of the Creutz ladder in the parameter regime
θ = pi/2, M = 2K
√
r2 − 1, with r > 1. In this regime
the Creutz ladder is dual to two decoupled Kitaev chains,
each individually on its “circle of oscillations” in its phase
diagram33. The topological power-law modes of the Ki-
taev chain have been explicitly described in Part I (see
Sec. V C). Therefore, the power-law topological edge
modes of the Creutz ladder may be found by way of our
duality transformation. Alternatively, there is a shortcut
at the single-particle level.
Let us rewrite the Creutz ladder in terms of a new set
of fermionic degrees of freedom
a˜j =
1√
2
(aj + bj), b˜j =
i√
2
(aj − bj). (19)
Unlike for our previous duality transformation, the result
is another particle-conserving Hamiltonian. The associ-
ated single-particle Hamiltonian is
H˜N = 1N ⊗ h˜0 + T ⊗ h˜1 + T † ⊗ h˜†1, (20)
h˜0 = −
[
M 0
0 −M
]
,
h˜1 = −
[
K(r + cos θ) K sin θ
−K sin θ K(−r + cos θ)
]
.
For θ = pi/2, and with the identifications t = Kr,∆ =
K sin θ, µ = M already introduced, the above H˜N be-
comes identical to the single-particle Hamiltonian for
the Majorana chain of Kitaev. Moreover, if M = µ =
2K
√
r2 − 1, it follows that (µ/2t)2 + (∆/t)2 = 1. This is
the aforementioned coupling regime known as the “circle
of oscillations”. Hence, by simply translating the calcu-
lations of Part I, Sec. V C, we obtain the topological
power-law mode
| = 0〉 =
∞∑
j=1
j wj−1|j〉
[
1
−1
]
, w ≡ −
( r − 1
r + 1
)1/2
,
of the Creutz ladder (in the particle-conserving represen-
tation of Eq. (19)). To our knowledge, this provides the
first example of a topological power-law zero mode in a
particle-conserving Hamiltonian in class AIII.
B. Graphene ribbons
In this section we investigate NN tight-binding mod-
els on the honeycomb (hexagonal) lattice, with graphene
as the prime motivation34. The surface band structure
of graphene sheets or ribbons is well understood, even
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analytically in limiting cases14,35–37. As emphasized in
Ref. [38], a perturbation that breaks inversion symmetry
can have interesting effects on these surface bands. With
this in mind, in our analysis below we include a sublat-
tice potential and show that the Hamiltonian for a ribbon
subject to zigzag-bearded BCs can be fully diagonalized
in closed form.
1. Zigzag-bearded boundary conditions
The honeycomb lattice is bipartite, with triangular
sublattices A and B displaced by d relative to each other,
see Fig. 5(left). We parametrize the lattice sites R as
R(j1, j,m) =
{
j1m1 + js+ d if m = 1
j1m1 + js if m = 2
,
m1 ≡ a
[
1
0
]
, s =
a
2
[
1√
3
]
, d = − a
2
√
3
[√
3
1
]
,
with j1, j ∈ Z, a = 1 being the lattice parameter
and m = 1 (m = 2) denoting the A (B) sublat-
tice. The localized (basis) states are |j〉|m = 1〉 and
|j〉|m = 2〉, and so the sublattice label plays the role
of a pseudospin-1/2 degree of freedom. The ribbon
we consider is translation-invariant in the m1 direction
and terminated along s, with single-particle Hamiltonian
HN =
∑
k‖∈SBZ |k‖〉〈k‖| ⊗Hk‖,N , where
Hk‖,N = 1N ⊗
[
v1 −t0(1 + e−ik‖)
−t0(1 + eik‖) v2
]
+
(
T ⊗
[
0 0
−t0 0
]
+ H.c.
)
,
and the 2×2 matrices act on the sublattice degree of free-
dom. Notice that HN is chirally symmetric if the on-site
potentials v1 = 0 = v2, and the edges of the ribbon are of
the zigzag type, see Fig. 5(left). While in the following we
shall set v1 = 0 for simplicity, it is easy to restore v1 any-
where along the way if desired. In particular, v1 = −v2
is an important special case38.
The analytic continuation of the Bloch Hamiltonian is
Hk‖(z) =
[
0 −t1(k‖)e−iφk‖ − t0z−1
−t1(k‖)eiφk‖ − t0z v2
]
,
t1(k‖) ≡ t0
√
2(1 + cos(k‖)), e
iφk‖ ≡ t0(1 + eik‖)/t1(k‖).
This analysis reveals the formal connection between
graphene and the Su-Schrieffer-Heeger (SSH) model: just
compare the above Hk‖(z) with H(z) in Eq. (E1).
We impose BCs in terms of an operator W such that
〈k‖|W |k′‖〉=δk‖,k′‖ |N〉〈N | ⊗
[
0 t1(k‖)e
−iφk‖
t1(k‖)e
iφk‖ 0
]
.
In real space, this corresponds to
W =1⊗ |N〉〈N | ⊗
[
0 −t0
−t0 0
]
+
+
(
T⊗ |N〉〈N | ⊗
[
0 0
−t0 0
]
+ H.c.
)
,
The meaning of these BCs is as follows: for the modi-
fied ribbon Hamiltonian described by H = HN +W , the
sites |j1〉|j = N〉|B〉 are decoupled from the rest of the
system and each other, see Fig. 5(left). The termination
of the actual ribbon, consisting of the sites connected to
each other, is of the zigzag type on the lower edge, and
“bearded” on the upper edge. From a geometric per-
spective, this ribbon is special because every B site is
connected to exactly three A sites, but not the other way
around.
At this point we may borrow results from dimerized
chains that we include in Appendix E, to which we refer
for full detail. The energy eigenstates that are perfectly
localized on the upper edge (consisting of decoupled sites)
constitute a flat surface band at energy v2. For |k‖| >
2pi/3, the energy eigenstates localized on the lower edge
constitute a flat surface band at v1 = 0 energy. Explicitly,
these zero modes are
| = 0, k‖〉 =|k‖〉|z1(k‖)〉
[
(t1(k‖)2 − t20)e−iφk‖/t1(k‖)
0
]
,
z1(k‖) ≡− eiφk‖
t1(k‖)
t0
= −(1 + eik‖).
While their energy is insensitive to k‖, their characteristic
localization length is not; specifically,
`loc(k‖) = − 1
ln(|z1(k‖)|) = −
2
ln(2 + 2 cos(k‖))
. (21)
For k‖ 6= ± 2pi3 , the bulk states are
|n(k‖, q)〉= |k‖〉|χ1(q)〉
[
t1(k‖)e
−iφk‖
−n(k‖, q)
]
+|k‖〉|χ2(q)〉
[
t0
0
]
,
with
|χ1(q)〉 ≡ 2i
N∑
j=1
sin
(
piqj/N
)
e−iφj |j〉, (22)
|χ2(q)〉 ≡ 2i
N∑
j=1
sin
(
piq(j − 1)/N)e−iφ(j−1)|j〉, (23)
n(k‖, q) = (24)
=
v2
2
+ (−1)n
√
v22
4
+ t1(k‖)2 + t20 + 2t1(k‖)t2 cos
( pi
N
q
)
,
for n = 1, 2. Since t1(k‖ = ± 2pi3 ) = t0, the virtual
chains Hk‖,N are gapless if v2 = 0, reflecting the fact
that graphene is a semimetal. The energy eigenstates
are similar but simpler than the ones just described.
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FIG. 5. (Color online) Graphene ribbon, periodic or infinite in the horizontal m1 direction. Left: The ribbon is terminated
in the vertical direction by a zigzag edge on the bottom and a “bearded” edge on top. The decoupled B sites at the top are
auxiliary degrees of freedom. Right: The ribbon is terminated by armchair edges. The system has mirror symmetry about the
dashed (red) line. In both cases, on-site potentials v1 and v2 are associated with the A and B sublattice, respectively.
2. Armchair terminations
The graphene ribbon with zigzag terminations can be
described in terms of smooth terminations of the triangu-
lar Bravais lattice with two atoms per unit cell. In con-
trast, armchair terminations require a fairly different de-
scription of the underlying atomic array. Figure 5(right)
shows how to describe this system in terms of a cen-
tered rectangular Bravais lattice25 with two atoms per
unit cell and smooth parallel terminations. In this case,
we parametrize the lattice sites R as
R(j1, j,m) =
{
j1m1 + js+ d if m = 1
j1m1 + js if m = 2
,
m1 ≡ a
[√
3
0
]
, s =
a
2
[√
3
1
]
, d =
a√
3
[
1
0
]
,
where as before j1, j ∈ Z, a = 1, and m ∈ {1, 2} labels
the sublattice. The total single-particle Hamiltonian can
now be taken to read H = HN + W , with W = 0 and
HN =
∑
k‖∈SBZ |k‖〉〈k‖| ⊗Hk‖,N , where
Hk‖,N = 1N⊗
[
v1 −t0
−t0 v2
]
+
(
T⊗
[
0 −t0e−ik‖
−t0 0
]
+H.c.
)
,
and the analytic continuation of the Bloch Hamiltonian
for each k‖ is
Hk‖(z)=
[
v1 −t0(1 + ze−ik‖ + z−1)
−t0(1 + z−1eik‖ + z) v2
]
.
The diagonalization of the Hamiltonian proceeds from
here on as before. There is, however, a shortcut based
on Appendix A, which explains in addition the absence
of edge modes in this system. Let Tk‖ ≡ e−ik‖/2T . In
terms of this k‖-dependent matrix,
Hk‖,N =1N⊗
[
v1 −t0
−t0 v2
]
−t0
(
Tk‖+T
†
k‖
)
⊗
[
0 e−ik‖/2
eik‖/2 0
]
.
It follows that the (unnormalized) energy eigenstates of the graphene ribbon with armchair terminations are
|q,±〉 = |k‖〉
N∑
j=1
|j〉eik‖j/2 sin[piqj/(N + 1)]
[
−2t0(1 + e−ik‖/2 cos[piq/(N + 1)])
q,±
]
, q = 1, . . . , N,
where q,+ and q,− are the two roots (in ) of the quadratic equation
2 − v2− t20 − 4t20 cos(k‖/2) cos[piq/(N + 1)]− 4t20 cos2[piq/(N + 1)] = 0.
These are the 2N energy eigenstates of the system for each value of k‖.
C. A chiral p+ ip superconductor
The spinless p + ip SC of Ref. [15] is the prototype
of spinless superconductivity in D = 2. The model
may be regarded as the mean-field approximation to an
exactly-solvable (by the algebraic Bethe ansatz) pairing
Hamiltonian40. It belongs to class D in the Altland-
Zirnbauer classification, and thus, according to the ten-
fold way, it admits an integer (Z) topological invariant.
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There has been hope for some time that the related phe-
nomenon of triplet superconductivity is realized in lay-
ered perovskite strontium ruthenate Sr2RuO4, but the
matter remains controversial41. The many-body model
Hamiltonian can be taken to be
Hˆ = −t
∑
r
(c†r+scr + c
†
r+mcr + H.c.)
−∆
∑
r
(crcr+s − icrcr+m + H.c.)− (µ− 4t)
∑
r
c†rcr,
on the square lattice of unit lattice spacing and with stan-
dard unit vectors s,m pointing in the x and y directions,
respectively. The parameters t,∆ are real numbers. The
corresponding single-particle Hamiltonian is
H = −[(µ− 4t)1+ t(Ts + T †s ) + t(Tm + T †m)]⊗ τz+
+ i∆(Ts − T †s )⊗ τy + i∆(Tm − T †m)⊗ τx,
in terms of shift operators Ts ≡
∑
r |r〉〈r + s|, Tm ≡∑
r |r〉〈r + m| which can be adjusted to describe rele-
vant BCs (open-open, open-periodic, periodic-open, and
periodic-periodic).
1. Closed-form chiral edge states
If energy is measured in units of t, then the parameter
space of the model can be taken to be two-dimensional
after a gauge transformation that renders ∆ > 0. We
shall focus on the line ∆ = 1 = t, in which µ is the only
variable parameter. The Bloch Hamiltonian is
H(k) =
[
e(k) ∆(k)
∆(k)∗ −e(k)
]
,
∆(k) ≡ 2i sin k1 − 2 sin k2,
e(k) ≡ −2 cos k1 − 2 cos k2 − µ+ 4,
for k = (k1, k2) ∈ [−pi, pi)× [−pi, pi). The resulting single-
particle bulk dispersion then reads
(k1, k2)
2 = µ2 − 8µ+ 24 + 4(µ− 4)(cos k1 + cos k2)
+ 8 cos k1 cos k2,
and it is fully gapped unless µ = 0, 4, 8. The gap closes at
k = 0 if µ = 0, k = (−pi, 0) and k = (0,−pi) if µ = 4, and
at k = (−pi,−pi) if µ = 8. For 0 < µ < 8, the system is in
the weak-pairing topologically non-trivial phase with odd
fermion number parity in the ground state. The phase
transition to the trivial strong-pairing phase happens at
µ = 015.
We now impose open BCs in the x direction while keep-
ing the y direction translation invariant, that is, k2 = k‖.
Accordingly, we need the analytic continuation of the
Bloch Hamiltonian in k1. Let us introduce the compact
notation
ω ≡ −2 cos k‖ − µ+ 4, ξ ≡ −2 sin k‖,
so that Hk‖(z) = hk‖,0 + zh1 + z
−1h†1, with
hk‖,0 =
[
ω ξ
ξ −ω
]
, h1 =
[
−1 1
−1 1
]
. (25)
The condition det(Hk‖(z) − 12) = 0 is then equivalent
to the equation
2 = ω2 + ξ2 + 4− 2ω (z + z−1). (26)
Note that the replacement z + z−1 7→ 2 cos k1 recovers
the bulk dispersion relation. Moreover, if 2 < µ < 6,
there are values of k‖ for which ω = 0 and the dispersion
relation becomes flat. From Hk‖(z) it is immediate to
reconstruct the family of virtual chain Hamiltonians
Hk‖,N = 1N ⊗ hk‖,0 + T ⊗ h1 + T † ⊗ h†1.
From the point of view of any one of these chains, mirror
symmetry is broken by the NN pairing terms. This fact
is important, because then the boundary matrix is not
mirror-symmetric either, which will ultimately lead to
surface states of opposite chirality on the left and right
edges.
The number of edge degrees of freedom is 2Rd = 4
for each value of k‖. Since h1 [Eq. (25)] is not invert-
ible, and Eq. (26) is a polynomial of degree 2 in z, the
complete eigenstate ansatz is formed out of four indepen-
dent states (one ansatz state for each k‖): two extended
states associated to the roots z` = z`(, k‖), ` = 1, 2, of
Eq. (26), and two emergent states of finite support lo-
calized on the edges of the virtual chains Hk‖,N . With
hindsight, we will ignore the emergent states and focus
on the reduced ansatz, namely,
|〉 = α1|z1, 1〉|u1〉+ α2z−N+12 |z2, 1〉|u2〉.
The state |z1, 1〉|u1〉 should represent a surface state for
the left edge, z−N+12 |z2, 1〉|u2〉 one for the right edge, with
|u`〉 =
[
ξ + z` − z−1`
−ω + + z` + z−1`
]
(27)
satisfying the equation Hk‖(z`)|u`〉 = |u`〉. The bound-
ary equations P∂(Hk‖,N − 12N )|〉 = 0 are encoded in
the boundary matrices
Bk‖() = −
[
h†1|u1〉 z−N−12 h†1|u2〉
zN+11 h1|u1〉 h1|u2〉
]
,
which are, however, non-square 4×2 matrices as we have
ignored the two emergent states that in principle appear
in the ansatz. Nonetheless, since h1 is a matrix of rank
one, we can extract a square boundary matrix, namely,
B˜k‖()=
[
z1(ξ − ω + + 2z1) z−N2 (ξ − ω + + 2z2)
zN1 (ξ + ω − − 2z−11 ) z2(ξ + ω − − 2z−12 )
]
,
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FIG. 6. (Color online) Surface bands for µ = 1.5, centered
at k‖ = 0 (top left panel), and µ = 6.5, centered at k‖ = −pi
(top right panel). The shaded (gray) region shows the bulk
bands. The electrons on the right edge (dashed red curve)
propagate to the right only, and those on the left edge (solid
blue curve) to the left only, that is, the surface bands are
chiral. The lower panels show the behavior of z1 (solid blue
curve) and z2 (dashed red curve) with k‖. Notice how z1 (z2)
enters (exits) the unit circle precisely when the surface bands
touch the bulk bands, as marked by vertical solid black lines.
that properly captures the BCs for our reduced trial
states. Surface states are characterized by the condi-
tion |z1| = |z−12 | < 1. Hence, in the large-N limit, one
may set zN1 = z
−N
2 = 0. Within this approximation, the
left and right edges are effectively decoupled by virtue of
their large spatial separation.
In summary, the left surface band is determined by the
polynomial system{
0 = ξ − ω + + 2z1
0 = 2 + 2ω (z1 + z
−1
1 )− (ω2 + ξ2 + 4)
. (28)
In the following, we will focus on the cases 0 < µ < 2 or
6 < µ < 8 for simplicity (these parameter regimes are in
the weak pairing phase and satisfy ω 6= 0 for all values of
k‖). Notice that
|u1〉 = (ξ + z1 − z−11 )
[
1
−1
]
(29)
due to the (top) boundary equation in Eq. (28) (recall
also Eq. (27)). The physical solutions42 are surprisingly
simple. They are
 ≡ left(k‖) = −ξ = 2 sin k‖,
z1 = z1(k‖) =
ω
2
= 2− µ
2
− cos k‖.
These functions of k‖ represent the dispersion relation
and “complex momentum” of surface excitations on the
left edge for those values of k‖ (and only those values)
such that |z1(k‖)| < 1 (see Fig. 6). Notice that the
edge band is chiral. The surface band touches the bulk
band at the two values of k‖ such that |z1(k‖)| = 1. The
(unnormalized) surface states are, for large N ,
|left(k‖)〉 =
N∑
j=1
(
2− µ
2
− cos k‖
)j
|k‖〉|j〉
[
1
−1
]
.
Similarly, the right surface band is determined by the
polynomial system{
0 = ξ + ω − − 2z−12
0 = 2 + 2ω (z2 + z
−1
2 )− (ω2 + ξ2 + 4)
. (30)
Due to the boundary equation,
|u2〉 = (ξ + z2 − z−12 )
[
1
1
]
, (31)
the physical solutions are
 ≡ right(k‖) = ξ = −2 sin k‖,
z2 = z2(k‖) =
2
ω
=
(
2− µ
2
− cos k‖
)−1
.
This surface band is also chiral, but with the opposite
chirality to that of the left edge. The right surface band
touches the bulk band at the pair of values of k‖ such that
|z2(k‖)| = 1. These values of k‖, are the same as those
computed for the surface band on the left edge, due to
the fact that z1(k‖) = z2(k‖)−1. It is not obvious from
comparing Eqs. (28) and (30) that this basic relationship
should hold, but the actual solutions do satisfy it. The
(unnormalized) surface states are, for large N ,
|right(k‖)〉 =
N∑
j=1
(
2− µ
2
− cos k‖
)−(j−N+1)
|k‖〉|j〉
[
1
1
]
.
The root z1(k‖) (z2(k‖)) is entirely outside (inside) the
unit circle if µ < 0 or µ > 8. This is a direct indication
that the system does not host surface bands in these pa-
rameter regimes. In Fig. 6, we show the surface bands
for two values of the chemical potential, one for each
topologically non-trivial phase. The location of the sur-
face bands in the Brillouin zone is not determined by
the dispersion relation, which is itself independent of µ,
but by the behavior of the wavefunctions as witnessed by
z1(k‖) = z2(k‖)−1.
2. Power-law zero modes
Here we return to the basic model Hamiltonian with
three parameters t,∆, µ. We consider a sheet of mate-
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rial rolled into a cylinder along the y-direction and half-
infinite in the x-direction. The virtual wires are
Hk‖ = 1⊗ hk‖,0 + T ⊗ hk‖,1 + T † ⊗ h†k‖,1,
hk‖,0 =
[
−(µ− 4t)− 2t cos k‖ −2∆ sin k‖
−2∆ sin k‖ (µ− 4t) + 2t cos k‖
]
,
hk‖,1 =
[
−t ∆
−∆ t
]
.
The crystal momenta k‖ = −pi, 0 have special signifi-
cance. Since the off-diagonal entries of h0 vanish at these
momenta, the virtual D = 1 systems can be interpreted
as one-dimensional SCs. In particular,
h0,0 =
[
−(µ− 2t) 0
0 µ− 2t
]
, h−pi,0 =
[
−(µ− 6t) 0
0 µ− 6t
]
and so the virtual chains H−pi and H0 are precisely the
Majorana chain of Kitaev, at two distinct values of an
effective chemical potential µ′ = −(µ − 4t) ∓ 2t for the
chain. We have investigated this paradigmatic system by
analytic continuation in Refs. [1–3]. If µ < 0 or µ > 8t,
both chains are in their topologically trivial regime. If
0 < µ < 4t, then H0 is in the non-trivial regime, but not
H−pi. The opposite is true if 4t < µ < 8t. This analysis
explains why is it that the fermionic parity of the ground
state of the p+ ip SC is odd in the weak pairing phase15,
and suggests that one should expect surface bands cross-
ing zero energy at k‖ = 0 (k‖ = −pi) for 0 < µ < 4
(4 < µ < 8). We already saw some some of these bands
in the previous section.
Let us focus here on the virtual Kitaev chain at k‖ = 0.
Its effective chemical potential is µ′ = µ − 2t. Suppose
we are in a parameter regime
4∆2 = µ(4t− µ), 0 < µ < 4t,
of the full two-dimensional model. Then the Hk‖=0 vir-
tual Kitaev chain is in the topologically nontrivial pa-
rameter regime(
µ′
2t
)2
+
(
∆
t
)2
= 1, −2t < µ′ < 2t.
It is shown in Part I that the Majorana zero modes dis-
play an exotic power-law profile in this regime. For the
p+ ip TSC these remarks imply the following power-law
zero-energy surface mode:
| = 0, k‖ = 0〉 =
∞∑
j=1
N1∑
j1=1
j
(−2(t−∆)
µ− 2t
)j
|j1〉|j〉.
D. Majorana flat bands in a gapless s-wave
topological superconductor
A gapless SC is characterized by a vanishing single-
particle excitation gap at particular k-points (or regions)
of the Brillouin zone, whereas the SC order parameter
remains non-vanishing. An example in D = 2 was ana-
lyzed in Ref. [32], where the nodeless character of the s-
wave pairing in a two-band system was tuned to a gapless
SC phase by introducing a suitable spin-orbit coupling.
A remarkable feature of this system is the presence of
zero-energy Majorana modes whose number grows with
system size – a continuum in the thermodynamic limit,
namely, a Majorana flat band (MFB) – as long as the
system is subject to open BCs along one of the two spa-
tial directions, but not the other. This anomalous bulk-
boundary correspondence was attributed to an asymmet-
ric (quadratic vs. linear) closing of the bulk excitation
gap near the critical momenta. In this section, we re-
visit this phenomenon and show that the indicator of
bulk-boundary correspondence we introduced in Ref. [3]
captures it precisely. Furthermore, in the phase hosting
a MFB, we demonstrate by combining our Bloch ansatz
with numerical root evaluation, that the characteristic
length of the MFB wavefunctions diverges as we approach
the critical values of momentum, similarly to what was
observed in graphene [Eq. (21)]. Finally, by comparing
the equilibrium Josephson current in the gapless TSC to
the one of a corresponding gapped model, we show how,
similar to the case of the local DOS at the surface32, the
presence of a MFB translates in principle into a substan-
tial enhancement of the 4pi-periodic supercurrent.
1. Analysis of anomalous bulk-boundary correspondence
via boundary matrix
The relevant model Hamiltonian in real space is
Ĥ=
1
2
∑
j
(
Ψˆ†jh0Ψˆj−4µ
)
+
1
2
∑
r=xˆ,zˆ
(∑
j
Ψˆ†jhrΨˆj+r+ H.c.
)
,
with respect to a local basis of fermionic operators given
by Ψˆ†j ≡
[
c†j,↑ c
†
j,↓ d
†
j,↑ d
†
j,↓ cj,↑ cj,↓ dj,↑ dj,↓
]
. Here,
h0 = −µτz + ucdτzνz −∆τxνyσx,
hxˆ(zˆ) = −tτzνz + iλνxσx(z),
with Pauli matrices τv, νv, σv, v = x, y, z for the Nambu,
orbital, and spin space, respectively. This Hamiltonian
can be verified to obey time-reversal and particle-hole
symmetry, as well as a chiral symmetry UK ≡ τxνz.
The topological response of the system was studied in
Ref. [32] using a Z2×Z2 indicator (Qk‖=0, Qk‖=pi), where
Qk‖ stands for the parity of the partial Berry phase sum
for the value of transverse momentum43 k‖. The bulk-
boundary correspondence of the system was studied sub-
ject to two different configurations: BC1, in which the
system is periodic along zˆ and open along xˆ, and BC2,
in which the system is periodic along xˆ and open along
zˆ. A MFB emerges along the open edges for BC1 in
the phase characterized by (Qkz=0, Qkz=pi) = (1, 1). No
MFB exists in the configuration BC2.
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FIG. 7. (Color online) Energy spectrum (blue scatter plot) and degeneracy indicator Kkz (0) for the zero energy level (red
solid line) in the large-N limit for BC1 (top panel) vs. BC2 (bottom panel) for various values of the SC pairing ∆. The other
parameters are µ = 0, t = λ = ucd = 1, Nx = 120, Ny = 30.
To shed light into this anomalous bulk-boundary cor-
respondence using our generalized Bloch theorem frame-
work, consider first the configuration BC1. Then, if Nx
denotes the size of the lattice along the xˆ direction, Ĥ de-
couples into Nx virtual wires, parametrized by the trans-
verse momentum kz. These virtual D = 1 Hamiltonians
have the form
Hkz,Nx =
1
2
Nx∑
j=1
(
Ψˆ†j,kzhkz,0Ψˆj,kz − 4µ
)
+
1
2
Nx−1∑
j=1
(
Ψˆ†j,kzhkz,1Ψˆj+1,kz + H.c.
)
,
where hkz,0 ≡ h0 + (eikzhzˆ + H.c.) and hkz,1 ≡ hxˆ.
The total number of Majorana modes hosted by each
such chain (on its two ends) is given by the degener-
acy indicator introduced in Part I [Sec. VI], namely,
K(0) ≡ dim ker[B∞(0)], where B∞(0) is the boundary
matrix in the large-N limit that we obtain after appropri-
ately rescaling the extended bulk solutions corresponding
to |z`| > 1, and removing the un-normalizable extended
solutions corresponding to |z`| = 1. We calculate the
above degeneracy indicator K(0) ≡ Kkz (0) for each wire
parametrized by kz, by evaluating the boundary matrix
numerically. Representative results are shown in the top
panel of Fig. 7. When the system is in a phase char-
acterized by (Qkz=0, Qkz=pi) = (1,−1) (∆ = 2) and
(Qkz=0, Qkz=pi) = (−1,−1) (∆ = 4) there are O(N)
chains, each of them hosting four Majoranas (two pairs
per edge). This is reflected in the four-fold degeneracy
for a continuum of values of kz. The values of kz at which
the excitation gap closes are also the points at which the
indicator changes its nature.
The same analysis may be repeated for BC2, in which
case periodic BCs are imposed along xˆ instead. The
resulting virtual D = 1 systems are now parametrized
by kx, with explicit expressions for the internal matrices
given by hkx,0 = h0 + (e
ikxhxˆ + H.c.) and hkx,1 = hzˆ. In
the BC2 configuration, the degeneracy indicator remains
zero, showcasing the absence of MFBs, see bottom panel
of Fig. 7.
2. Penetration depth of flat-band Majorana modes
Whether and how far the Majorana modes in the flat
band penetrate in the bulk is important from the point
of view of scattering. Our generalized Bloch theorem
allows us to obtain a good estimate of the penetration
depth without diagonalizing the system. In the large-
N limit, the wavefunction corresponding to a Majorana
mode for a single wire described by Hkz,Nx must include
left emergent solutions and decaying extended solutions,
so that
| = 0〉 =
s0∑
s=1
α−s |ψ−kzs〉+
∑
|z`|<1
s∑`
s=1
α`s|ψkz`s〉,
for complex amplitudes {α−s , α`s}. The emergent solu-
tions are perfectly localized, and so the penetration depth
is determined by the extended solutions only. The latter
are labeled by the roots {z`}, computed at  = 0, of the
polynomial equation zdR det(Hkz (z)− 18) = 0, which is
the dispersion relation. Each extended solution |ψkz`s〉
corresponding to the root z`, |z`| < 1 has penetration
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kz/pi
δp
FIG. 8. (Color online) Penetration depth (in units of the
lattice constant) of flat-band Majoranas as a function of kz.
The parameters are µ = 0, ucd = t = λ = 1, ∆ = 4.
depth (− ln |z`|)−1. A useful estimate of the penetration
depth δp of a zero energy mode may then by obtained by
taking the maximum of the individual penetration depths
of the bulk solutions44, leading to the expression
δp ≡ (− ln |zp|)−1, |zp| ≡ max {|z`|, |z`| < 1}.
Since the roots {z`} depend on the value of the trans-
verse momentum kz, so does the penetration depth δp.
As seen in Fig. 8, the Majoranas penetrate more inside
the bulk near the critical values of the transverse momen-
tum, where the excitation gap closes. At these points,
the penetration depth diverges, signifying that the corre-
sponding Majorana excitations become part of the bulk
bands.
3. Impact of a Majorana flat band on Josephson current
Beside resulting in an enhanced local DOS at the
surface32, one expects that the MFB may impact the
nature of the equilibrium (DC) Josephson current at
zero temperature. We now show (numerically) that the
Josephson current flowing through a strip of finite width
is 4pi-periodic, irrespective of the width of the strip. This
is at variance with the behavior expected for a gapped
D = 2 s-wave TSC, in which case the 4pi-periodic contri-
bution resulting from a fixed number of Majorana modes
is washed away once the strip width becomes large.
We model a SNS junction of the SC under investigation
by letting the normal part be a weak link with the same
type of hopping, spin-orbit coupling and hybridization
as the SC, but weaker by a factor of w = 0.2. The DC
Josephson current can be calculated using the formula28
I(φ) =
2e
~
∂E0
∂φ
= −2e
~
∑
n>0
∂n
∂φ
,
where E0 is the energy of the many-body ground state,
n are single-particle energy levels, and φ is the SC phase
φ/pi φ/pi
I(φ)
I(φ)
BC1 BC2
FIG. 9. (Color online) Total Josephson current I(φ) (black
solid line), 2pi-periodic component I2pi(φ) (blue dotted line)
and 4pi-periodic component I4pi(φ) (red dashed line) in units
of 2e/~, as a function of flux φ. Top (bottom) panels cor-
respond to the gapless (gapped) model of a D = 2 s-wave
TSC, whereas left (right) panels correspond to BC1 (BC2),
respectively. The parameters used for both models are µ = 0,
ucd = t = λ = 1, ∆ = 4, Nx = Nz = 60.
difference (or flux). As φ is varied, at the level crossings
of low-lying energy levels with the many-body ground
state associated with the 4pi-periodic effect, the system
continues in the state which respects fermionic parity and
time-reversal symmetry in all the virtual wires.
The upper panels of Fig. 9 show the Josephson response
I(φ) of the gapless TSC under the two BCs. While in
the BC1 configuration the behavior of the current I(φ)
(solid black line) is 4pi-periodic, the BC2 configuration
displays standard 2pi-periodicity, reflecting the presence
of the MFB only under BC1. The lower panels of Fig. 9
show the Josephson response of the gapped s-wave TSC
model introduced and analyzed in Ref. [17 and 18]. It
can be seen that the Josephson current is now identical
under BC1 and BC2, as expected from the fact that a
standard bulk-boundary correspondence is in place.
Let us separate the total Josephson current I(φ)
into 2pi- and 4pi-periodic components by letting I(φ) =
I2pi(φ) + I4pi(φ), with
I2pi(φ) ≡
{
1
2 [I(φ) + I(φ+ 2pi)] if 0 ≤ φ < 2pi
1
2 [I(φ) + I(φ− 2pi)] if 2pi ≤ φ < 4pi
,
I4pi(φ) ≡
{
1
2 [I(φ)− I(φ+ 2pi)] if 0 ≤ φ < 2pi
1
2 [I(φ)− I(φ− 2pi)] if 2pi ≤ φ < 4pi
,
In the four panels of Fig. 9, the 2pi- and 4pi-periodic
components are individually shown by (blue) dotted and
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(red) dashed lines, respectively. The nature of the su-
percurrent in the gapped TSC (lower panels) is predomi-
nantly 2pi-periodic, with only a small 4pi-periodic compo-
nent due to the presence of a finite number of Majoranas
(two per edge). Further numerical simulations (data not
shown) reveal that the amplitude of the 2pi-periodic cur-
rent relative to the 4pi-periodic current increases linearly
with the width of the strip, so that for large strip width,
the Josephson current is essentially 2pi-periodic. The ori-
gin of such a degradation of the 4pi-periodicity lies in the
fact that the number of Majorana modes is constant, irre-
spective of the width of the strip, as only one virtual wire
hosts Majorana modes in this gapped model. Since only
the Majorana modes can support 4pi-periodic current,
their contribution relative to the extensive 2pi-periodic
current arising from the bulk states diminishes as the
strip width becomes large. In contrast, for the gapless
TSC in the MFB phase (top panels), the number of vir-
tual wires hosting Majorana modes grows linearly with
the width of the strip in the BC1 configuration. This
leads to an extensive contribution from the 4pi-periodic
component, which may be easier to detect in experiments.
V. SUMMARY AND OUTLOOK
As mentioned in the Introduction, this paper consti-
tutes the sequel, Part II, to Ref. [1], where we introduced
a generalization of Bloch’s theorem for arbitrary bound-
ary conditions. In clean systems translation symmetry is
only broken by surface terminations and boundary con-
straints that encode physical or experimental conditions.
The conventional Bloch theorem is not in force because
translational symmetry is explicitly broken. However,
since such a symmetry is only mildly broken, one won-
ders whether one can one continue to label single-particle
electronic excitations in terms of some kind of “general-
ized momenta”. Our generalized Bloch theorem1,3 pro-
vides a precise answer to that question. The mathemati-
cal framework makes the idea of approximate translation
precise by relating the spectral properties of certain shift
operators to non-unitary representations of the group of
translations2. According to the generalized Bloch theo-
rem, the exact eigenstates of a clean system of indepen-
dent fermions with terminations are linear combinations
of eigenstates of non-unitarily represented translations.
It is because of this lack of unitarity that complex mo-
menta arise. The latter leads to the emergence of local-
ized edge modes and more involved power-law corrections
to the Bloch-like wavefunctions. The amplitudes that
weigh the relative contribution of the generalized Bloch
states to the exact energy eigenstates are determined by
a boundary matrix. This piece of our formalism, the
boundary matrix, optimally combines information about
the translation-invariant bulk and the boundary condi-
tions: it allows one to compactly parametrize the mani-
fold of boundary conditions and may eventually suggest
new ways of accessing effective edge theories.
Part II focused on presenting two new theoretical de-
velopments and several non-trivial applications to higher-
dimensional systems. New developments include the
extension of the generalized Bloch theorem formalism
to incorporate: (1) Surface reconstruction and surface
disorder; and (2) Interface physics involving multiple
bulks. Within our framework, boundary conditions for
D-dimensional systems must be imposed on two parallel
hyperplanes, but are otherwise arbitrary. Thus, the gen-
eralized Bloch theorem yields highly-effective tools for
diagonalizing systems subject to anything from pristine
terminations to surface relaxation, reconstruction and
disorder. The extension to interfaces between multiple
bulks allows us to study arbitrary junctions, including
interface modes resulting from putting in contact two
exotic topologically non-trivial bulks.
It is interesting to digress on what happens when one
tries to formulate a generalized Bloch theorem for clean
systems cut into hypercubes. The bulk-boundary sepa-
ration goes through essentially unchanged: for example,
the range of the boundary projector consists of a hyper-
cubic surface layer of thickness determined by the bulk
structure of the system. The challenge in higher dimen-
sions is solving the bulk equation explicitly and in full
generality. It is a worthy challenge, because it would yield
insight into the plethora of corner states that can appear
in such systems45–47. While special cases may still be
able to be handled on a case-by-case basis, in general we
see little hope of using the same mathematical techniques
(crucially, the Smith decomposition2) that work so well
in our setup. In general, the analytic continuation of the
Bloch Hamiltonian become then a matrix-valued analytic
function of D complex variables. The passage from one
complex variable to several makes a critical difference.
We have illustrated our formalism with several applica-
tions to models of current interest in condensed matter
physics. Table I summarizes all systems that we have
solved so far by our techniques, where exact analytic so-
lutions were unknown prior to our findings, to the best of
our knowledge. For example, we showed that it is possi-
ble to analytically determine Andreev bound states for an
idealized SNS junction. More importantly, the existence
of power-law modes would not have been unveiled with-
out our mathematical formalism. Among the challenging
applications presented in this paper, we investigated in
detail the Creutz ladder system, where thanks to a Gaus-
sian duality12, we can map this topological insulator to a
pair of coupled Kitaev Majorana chains. The presence of
power-law topological modes in the Creutz ladder insula-
tor is noteworthy, see Sec. IV A. We also find power-law
modes on the surface of the p+ ip chiral superconductor
as part of our closed-form full calculation of the surface
states of this system, see Sec. IV C. It seems reasonable
now to accept that power-law modes, topological or oth-
erwise, are a general, if fine-tuned, feature of short range
tight-binding models. We have also included applications
to other D = 2 systems, such as the full closed-form di-
agonalization of graphene ribbons for zigzag-bearded and
20
armchair surface terminations. While the edge modes for
zigzag-bearded graphene have been computed before in
closed form, the closed-form band states appear to be
new in the literature. It seems a distinctive feature of
the generalized Bloch theorem that both edge and bulk
bands can be treated analytically on equal footing. Fi-
nally, we investigated in detail the Majorana flat bands of
the gapless s-wave topological superconductor we previ-
ously introduced32. There, we find an extensive contribu-
tion of the surface Majorana flat band to the 4pi-periodic
component of the Josephson current, which would serve
as a smoking gun for experimental detection should a
candidate material realization be identified.
In view of these results it seems fair to grant that the
generalized Bloch theorem bestows a higher level of con-
trol over surface and interface physics, and opens the
door for a deeper investigation of the interplay between
surface/interface and bulk critical phenomena48–50. Let
us conclude by recalling a main motivation behind the
formulation of our generalized Bloch theorem. That mo-
tivation was to investigate the bulk-boundary correspon-
dence in boundary space, that is, the space of boundary
conditions, as opposed to the usual parameter space, in
order to quantitatively express stability and robustness
in this new space that clearly affects boundary invari-
ants most directly5. Physically, boundary conditions are
idealized representations of interfaces between the sys-
tem of interest and an “environment” that we choose not
to characterize, and so they capture matching conditions
that can have a big impact on the energy spectrum of
the system. This interpretation suggests that it might be
very illuminating to bring closer together precise math-
ematical ideas of stability and robustness from quantum
information processing and control engineering, and more
qualitative concepts in condensed matter physics. We
have not carried out this systematic task in this paper
which is, strictly speaking, still an exploration of the
power of the generalized Bloch theorem. We will return
to the study of the relation between boundary and bulk
topological invariants in future publications.
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Appendix A: A criterion for the absence of localized
eigenstates
Symmetry conditions paired with suitable BCs can ex-
clude completely edge modes, topological or otherwise.
We have identified one particularly useful sufficient con-
dition that guarantees the absence of edge modes. It
relies on the analytic diagonalization of the matrices
Tθ + T
†
θ ≡ e−iθT + eiθT †, θ ∈ [0, 2pi).
Physically, the phase θ may arise from k‖, see for ex-
ample Sec. IV B 2, or one may think of θ as an applied
electric field. The combination T + T † is singled out by
a symmetry argument. The Z2 mirror symmetry,
Um ≡
N∑
j=1
|N − j + 1〉〈j|, U†m = U−1m = Um,
exchanges the two shift operators, UmTUm = T
†, so that
Um(T + T
†)Um = T † + T.
The eigenstates and eigenvalues of T + T † are known27,
and were recomputed by way of the generalized Bloch
theorem in Part I (see Sec. V A therein):
(T + T †)|kq〉 = 2 cos
( piq
N + 1
)|kq〉, q = 1, . . . , N,
with unnormalized eigenvectors
|kq〉 =
N∑
j=1
sin
( piqj
N + 1
)|j〉.
Let X ≡ ∑Nj=1 j |j〉〈j| denote the position operator. As
explained in Part I (see Appendix B), [X,T ] = −T , and
thus eiθXTe−iθX = e−iθT . In particular,
eiθX(T + T †)e−iθX = e−iθT + eiθT †.
It follows that the eigenstates of Tθ + T
†
θ are given by
|kq, θ〉 =
N∑
j=1
sin
( piqj
N + 1
)
eiθj |j〉, q = 1, . . . , N.
Assume now that all the matrices hr entering the
single-particle Hamiltonian of interest satisfy the relation
h†r = e
i2rθhr,
for some choice of θ, that is,
H = 1N ⊗ h0 +
R∑
r=1
(T rθ + T
† r
θ )⊗ eirθhr +W.
Then, it is easy to see that H rewrites as
H = 1N ⊗ h0 +
R∑
r=1
(Tθ + T
†
θ )
r ⊗ h˜r +W ′ +W,
in terms of new hopping matrices h˜r and boundary con-
tribution W ′ with the same range finite R (for example,
(T + T †)3 = T 3 + 3T − |1〉〈2| − |N − 1〉〈N | + H.c.). If
the original BCs are such that W = −W ′, then H can be
expressed as a function of Tθ + T
†
θ . It follows that no lo-
calized eigenstate can exist. This is exactly the situation
for armchair graphene, see Sec. IV B 2.
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Appendix B: The BCS chain
A tight-binding BCS chain with N lattice sites can be
modeled in terms of the Hamiltonian8
Ĥ = −
∑
j,σ
(tc†jσcj+1σ +
µ
2
c†jσcjσ + H.c.)
−
∑
j
(∆c†j↑c
†
j↓ + H.c.).
The single-particle Hamiltonian associated to ĤS is
HN = 1N ⊗ h0 + (T + T †)⊗ h1,
where we assume open BCs, with
h0 = −µτz ⊗ 12 −∆τy ⊗ σy, h1 = −tτz ⊗ 12.
HN commutes with S = 1N ⊗12⊗σy because total spin
is conserved. Thus, following the discussion in Sec. II C,
we can block-diagonalize HN as
HN =
∑
s=±1
HN,s ⊗ |s〉〈s|,
where |s〉 denotes the eigenstate of σy for the eigenvalue
s = ±1. The internal matrices for HN,s are
hs,0 = −µτz − s ∆τy, hs,1 = −tτz,
and the action of the particle-hole symmetry on the
blocks is
PHN,s ⊗ |s〉〈s|P−1 = (B1)
= τxH
∗
N,sτx ⊗ (|s〉〈s|)∗ = −HN,−s| − s〉〈−s|.
Hence, the two blocks are exchanged by particle-hole
symmetry, whereas the full Hamiltonian only changes
sign. Note that, taken individually, these blocks do not
respect the particle-hole symmetry because of Eq. (B1).
Therefore, the many-body Hamiltonian does not decou-
ple into two blocks.
The nontrivial spatial structure of each of the two
blocks is encoded in the matrix T + T †. According to
Appendix A, this fact suffices to guarantee the absence
of edge modes and goes a long way towards analytic solv-
ability. For open BCs the eigenstates are
|n,q, s〉 =
N∑
j=1
sin(
piqj
N + 1
)|j〉
[
is∆
n,q + µ+ 2t cos(
piq
N+1 )
]
,
with q = 1, 2, . . . , N and n = 1, 2 the band index for
spin s along the y direction. The energy n,q satisfies the
relation
n,q = (−1)n
√(
µ+ 2t cos(
piq
N + 1
)
)2
+ |∆|2. (B2)
Appendix C: An SNS junction
With reference to Sec. III, our aim is to find the ex-
act Andreev bound states that form on the normal re-
gion. The block-diagonalization in spin space reduces to
solving the boundary value problem for the blocks with
reduced internal space. Because of Eq. (B1), note that
each spin block does not individually describe an SNS
junction Hamiltonian. The SNS junction is modeled as
the system formed by attaching a finite metallic N chain
to two semi-infinite SC chains, S1 and S2, with the length
of the metallic chain being N = 4L− 1 for some positive
integer L. The projectors corresponding to the left and
right semi-infinite S1 and S2 regions are
P1 =
−2L∑
j=−∞
|j〉〈j|, P2 =
∞∑
j=2L
|j〉〈j|,
whereas the region N is finite with an associated projector
P3 =
2L−1∑
j=−2L+1
|j〉〈j|.
The links connecting the SC regions S1, S2 to the metal
region N at j = −2L and j = 2L−1 have weaker hopping
strength t′, and we set the chemical potential µ ≡ 0.
The metallic chain is therefore modeled by only the NN
hopping of strength t, and links to the two SC leads by
way of a hopping amplitude t′ < t. The Hamiltonian of
the full system is ĤSNS = ĤS1 + ĤS2 + ĤT + ĤN, with the
SC and tunneling Hamiltonians given in Eqs. (16)-(17)
in the main text. Note that the relevant matrices h0, h1
for the metal part can be obtained from the ones for the
SC part (in Appendix B) by setting ∆ = 0.
The single-particle Hamiltonian HSNS of the junction
is block-diagonalized in the basis of the spin operator
σy, and the two blocks are related to each other by the
particle-hole symmetry in the same way as described by
Eq. (B1). Let us focus on the s = +1 block, and denote
it by H+. This system has three translation-invariant re-
gions (bulks) connected by two internal boundaries. The
energy eigenvector ansatz in this case is obtained by ex-
tending the ansatz in Eq. (15) in the main text to a sys-
tem of three bulks.
Consider first the case with no phase difference be-
tween the two SC leads S1 and S2, that is, ∆1 = ∆2 = ∆
for a real value of ∆. Note that H+ obeys a mirror sym-
metry about j = 0,
S1 =
∑
j∈Z
| − j〉〈j| ⊗ 12,
and another local symmetry,
S2 =
∑
j∈Z
(−1)j |j〉〈j| ⊗ τy.
Since we are only interested in the states bound on the
metal N region, we restrict the value of energy to be in the
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band gap of the SCs, which is (−∆,∆). For these bound
states to carry a superconducting current, they must be
of extended nature on the metallic region, which is al-
lowed by energies such that || < |t|.The eigenstate ansatz
for any such energy in each of the three bulks will be in
terms of the roots of Eq. (B2), with µ = 0. Noting appro-
priate symmetries of the polynomial, we denote the four
roots in the bulks of S1 and S2 by {z1, z−11 ,−z1,−z−11 }.
Without loss of generality, we can choose |z1| > 1 and
t(z1 + z
−1
1 ) = iD, with D ≡
√
∆2 − 2. From Eq. (B2)
and the above constraints, we find that
z1 = −D +
√
D2 + 4t2
2it
. (C1)
For an exponentially decaying mode in the S1 and S2
region, the ansatz is given by
P1|, s1, s2,α〉 = α1
(
P1|z1, 1〉
[
i∆
+ iD
]
+ s2P1| − z1, 1〉
[
D− i
−∆
])
,
P2|, s1, s2,α〉 = α1
(
s1P2| 1
z1
, 1〉
[
i∆
+ iD
]
+ s1s2P2| − 1
z1
, 1〉
[
D− i
−∆
])
,
respectively, where s1, s2 denote eigenvalues of symme-
tries S1 and S2 respectively. For the metallic region,
since ∆ = 0, all four roots lie on the unit circle. We
denote them by {w1, w−11 ,−w1,−w−11 }, with the conven-
tion t(w1 +w
−1
1 ) = −. Then the ansatz for the N region
can be written as
P3|, s1, s2,α〉 = α2
(
P3|w1, 1〉+ s1P3|1/w1, 1〉
[
1
0
]
+
s2P3| − w1, 1〉+ s1s2P3| − 1/w1, 1〉
) [0
i
]
.
Therefore, we have obtained four eigenstate ansa¨tze
corresponding to the four cases {s1 = ±1, s2 = ±1},
which we denote by |, s1, s2,α〉, where α = [α1 α2]T
are the free parameters. The BCs are provided by the
weak links, that is, j = ±2L,±(2L − 1). We choose the
basis {|2L, s1, s2〉, |2L − 1, s1, s2〉, s1, s2 = 1,−1} of the
boundary subspace, where
|2L, s1, s2〉≡ 1
2
(| − 2L〉+ s1|2L〉)
[
1
is2
]
,
|2L− 1, s1, s2〉≡ 1
2
(| − 2L + 1〉+ s1|2L− 1〉)
[
1
−is2
]
.
There will be four boundary matrices B(, s1, s2), for
s1, s2 = 1,−1, arising from the equations
〈2L, s1, s2|(H − 12))|, s1, s2,α〉 = 0,
〈2L− 1, s1, s2|(H − 12))|, s1, s2,α〉 = 0.
The boundary matrix corresponding to (s1, s2) is
B(, s1, s2) =[
tz−2L+11 (i∆− s2(D− i)) −t′(w−2L+11 + s1w2L−11 )
−t′z−2L1 (i∆ + s2(D− i)) t(w−2L1 + s1w2L1 )
]
.
In writing the above, we made use of the identity
(h0 − 1+ z`h1)|u`〉 = −z−1` h†1|u`〉,
which follows from the bulk equation. The condition
for non-trivial kernel of the boundary matrix in the four
cases leads, after simplification using Eq. (C1), to the fol-
lowing four boundary equations:
−
(
t′
t
)2(
2t
+ s2∆
)(
1 +
√
1 +
4t2
∆2 − 2
)−1
=
cos k(2L− 1)
cos k(2L)
, if s1 = +1, s2 = ±1 (C2a)
−
(
t′
t
)2(
2t
+ s2∆
)(
1 +
√
1 +
4t2
∆2 − 2
)−1
=
sin k(2L− 1)
sin k(2L)
, if s1 = −1, s2 = ±1, (C2b)
where eik ≡ w1. Whenever any one of these conditions is
satisfied,  is an eigenvalue. The coefficients α1, α2, that
completely determine the eigenstates in the four cases, in
turn satisfy
α2
α1
=
( t′
t
)z−2L1 (i∆ + s2(D− i))
2 cos k(2L)
, if s1 = +1, s2 = ±1,
α2
α1
=
( t′
t
)z−2L1 (i∆ + s2(D− i))
2 sin k(2L)
, if s1 = −1, s2 = ±1.
The structure of the above boundary equations ex-
plains how the number of bound modes increases as we
increase N or ∆. Notice that the function on the right
hand side of Eq. (C2a) assume all real values between
any two adjacent poles, given by
k =
piq
2L− 1 +
pi
2(2L− 1) , q = 0, 1, . . . , 2L− 2.
When the metal strip is completely disconnected from the
SC, that is, when t′ = 0, the bound states corresponding
to s1 = +1 in the metal are given by
k =
piq
2L
+
pi
4L
, q = 0, 1, . . . , 2L− 1,
each of which lie singularly between two adjacent poles.
This can be seen from the relation
piq
2L− 1 >
piq
2L
>
pi(q − 1)
2L− 1 .
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This analysis indicates that each metallic state at en-
ergy less than ∆ gets converted into a bound state with
slightly different value of energy in the presence of weak
tunneling. For a fixed value of ∆, increasing N implies
more poles for the functions on the right hand-side, there-
fore allowing more solutions of the boundary equations,
as discussed in the main text.
Appendix D: The Creutz ladder
In terms of the array Ψˆ†j =
[
a†j b
†
j
]
, the single-particle
Hamiltonian for the Creutz ladder, given by Eq. (18) in
the main text, is specified by the matrices
h0 = −
[
0 M
M 0
]
, h1 = −
[
Keiθ Kr
Kr Ke−iθ
]
.
It is more convenient, however, to work with the equiva-
lent ladder Hamiltonian H˜N = 1N ⊗ h˜0 + (T ⊗ h˜1 + H.c.)
defined in Eq. (20), where the new matrices
h˜0 =−
[
M 0
0 −M
]
, h˜1 = −
[
K(r + cos θ) K sin θ
−K sin θ K(−r + cos θ)
]
.
The analytic continuation of the corresponding Bloch
Hamiltonian is
H˜(z) = −
[
M + K(r + cos θ)(z + z−1) K sin θ (z − z−1)
−K sin θ (z − z−1) −M + K(−r + cos θ)(z + z−1)
]
,
and the condition det(H˜(z)− 12) = 0 yields the polynomial equation
P (, z) = −z2[(r2 − 1)K2(z + z−1)2 + 2K(Mr −  cos θ)(z + z−1) + M2 + 4K2 sin2 θ − 2] = 0. (D1)
For fixed but arbitrary values of the parameters, the
singular, that is, flat-band energies, can be determined
as the solutions in  of the system of equations
(r2 − 1)K2 = 0,
K(Mr −  cos θ) = 0,
M2 + 4K2 sin2 θ − 2 = 0,
For any combination of parameter values that exclude
flat bands, the generalized Bloch theorem can be used to
determine all the (regular) energy eigenvalues and eigen-
states. For this system, there are 2Rd = 4 independent
solutions of the bulk equation for each value of , and
they are all extended. Excluding power-law modes, these
extended bulk solutions are labeled by the distinct roots
of Eq. (D1). The solution |u(, z`)〉 of the kernel equation
(H˜(z`)− 12)|u〉 = 0 can be taken to be
|u(, z`)〉 =
[
a(z`)
+ b(z`)
]
, (D2)
a(z) = −K sin θ (z − z−1),
b(z) = M + K(r + cos θ) (z + z−1).
For r 6= ±1, h1 is invertible, and we get total four roots
which come in reciprocal pairs. We choose the convention
z1 = z
−1
3 , z2 = z
−1
4 , |z1|, |z2| ≤ 1 to denote them. Then
the ansatz is
|,α,β〉 =
∑
`=1,2
(
α`|z`, 1〉|u(, z`)〉+β`|z−1` , 1〉|u(, z−1` )〉
)
,
with amplitudes (α,β) = ({α`}, {β`}) to be determined
by the boundary matrix.
It is useful at this point to cast the ansatz in a more
symmetric form. The unitary operator
S = −
N∑
j=1
|N + 1− j〉〈j| ⊗
[
1 0
0 −1
]
, (D3)
describes a Z2 symmetry of the Hamiltonian in Eq. (18).
It commutes with the bulk projector PB , so that
[S, PB(HN − )] = 0.
Following Sec. II C, this allows us to partition the bulk
solution space into s = +1 and s = −1 eigenspaces of S.
Notice that under this transformation,
S|z`, 1〉|u(, z`)〉 =
N∑
j=1
|N +1− j〉〈j|z`, 1〉⊗
[
−a(z`)
+ b(z`)
]
= zN+1` |z−1` , 1〉
[
a(z−1` )
+ b(z−1` )
]
= zN+1` |z−1` , 1〉|u(, z−1` )〉.
This equation is a consequence of the symmetry
σzH˜(z)σz = H˜(z
−1), σz =
[
1 0
0 −1
]
of the reduced bulk Hamiltonian. Therefore, the ansatz
yields eigenstates of S provided zN+1` α` = ±β`. For each
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energy, we obtain two ansa¨tze,
|, s,α〉 = (D4)∑
`=1,2
α`{|z`, 1〉|u(, z`)〉+ szN+1` |z−1` , 1〉|u(, z−1` )〉},
corresponding to the eigenvalues s = ±1. Each of these
ansa¨tze, with only two free parameters, is representative
of the D = 2 bulk solution space compatible with the
corresponding eigenvalue of the symmetry.
The next step is to construct the boundary matrices
corresponding to s = ±1. We need to find a basis of
the boundary subspace in which s is block-diagonal. One
such basis is {|s,m〉, s = 1,−1,m = 1, 2}, where
|s, 1〉 ≡ 1√
2
(|1〉−s|N〉)
[
1
0
]
, |s, 2〉 ≡ 1√
2
(|1〉+s|N〉)
[
0
1
]
.
The two boundary matrices are then
B(, s) =
−
√
2h†1
[
a(z1)(1− szN+11 ) a(z2)(1− szN+12 )
(+ b(z1))(1 + sz
N+1
1 ) (+ b(z2))(1 + sz
N+1
2 )
]
.
In simplifying the boundary matrix, we have used
〈N |〈m|(H˜N − )|, s,α〉
= (−1)ms〈1|〈m|(H˜N − )|, s,α〉,
which follows from the symmetry S of H˜N , and also
(h˜0 − 12 + z`h˜1)|u(, z`)〉 = −z−1` h˜†1|u(, z`)〉,
which follows from the bulk equation.
a. The parameter regime M = 0, θ = pi/2, r 6= 1
We now derive explicit solutions for energy eigenstates
in the parameter regime M = 0, θ = pi/2, for the non-
trivial case K 6= 0 and odd values of N . The calculation
for θ = −pi/2 can be carried out in a similar way. We
will also assume r 6= ±1 for this analysis, which makes
h˜1 invertible. In this parameter regime, the Creutz lad-
der is dual to two decoupled copies of Kitaev’s Majorana
chain. Notice from Eq. (D1) that in this case, we get
z1 = −z2 for any value of . This leads to the simplifica-
tion a(z1) = −a(z2) and b(z1) = −b(z2) for the quantities
appearing in the boundary matrices. Further, for odd N ,
we get zN+12 = z
N+1
1 . This allows us to determine the
solutions of detB(, s) = 0 analytically. Observe that for
 = 0, the two columns of the boundary matrices dif-
fer by a minus sign. Therefore, the kernel vector of the
boundary matrix is α = [1 1]T. We get two eigenvec-
tors corresponding to exact zero energy, which are given
by the unified expression (up to normalization)
| = 0, s,α〉 = 2∑j odd |j〉
[
a(z1)(z
j
1 − s zN+1−j1 )
b(z1)(z
j
1 + s z
N+1−j
1 )
]
,
z1 =

i
√
(r − 1)/(1 + r) if r > 1√
(1− r)/(1 + r) if 0 < r < 1√
(1 + r)/(1− r) if −1 < r < 0
i
√
(1 + r)/(r − 1) if r < −1
. (D5)
The symmetry S is spontaneously broken by these zero
energy eigenvectors. It is worth a remark that, following
the exact same analysis, the energy of the edge mode is
found to be exact zero for any value of θ as long as M = 0
and N is odd. A similar phenomenon was uncovered in
Kitaev’s Majorana chain in Ref. [20].
If the eigenvalue is non-zero, then detB(, s) = 0 leads
to the condition zN+11 = ±1, in which case either the up-
per or lower row of the boundary matrix vanishes. This
condition is satisfied if z1 takes any value from the set
{eipiq/(N+1), q = 1, . . . , 2N + 2}. Out of these 2N + 2 val-
ues, the four values z1 = ±1,±i do not fit this analysis,
since each of them are double roots of the characteris-
tic equation, and lead to power-law bulk solutions. We
will now find eigenvectors corresponding to the remain-
ing 2N − 2 values of z1. First, consider q odd, so that
zN+11 = −1. The corresponding energy values found from
Eq. (D1) are  = ±q, where
q = 2K sin[piq/(N+1)]
√
1 + γ2q , γq = r cot[piq/(N+1)].
For either of these two energy values, the lower row of the
boundary matrix B(, s = +1) is identically zero, and its
kernel is determined by the upper row, which is spanned
by [1 1]T. For simplicity of calculations, we choose
α = i
(
8K sin(piq/(N + 1))
)−1 [1
1
]
.
This leads us to the eigenvectors
| = ±q, s = +1,α〉 = (D6)∑
j odd
|j〉
[
cos
(
piqj
N+1
)
−γq sin
(
piqj
N+1
)]−∑
j even
|j〉
[
0
±
√
1 + γ2q sin
(
piqj
N+1
)].
One can repeat the same procedure to calculate the eigen-
vectors | = ±q, s = −1,α〉 from the boundary matrix
B(, s = −1). However, notice that the operator
C = 1N ⊗
[
0 1
1 0
]
satisfies the anti-commutation relation CH˜NC−1 = −H˜N ,
and therefore is a chiral symmetry of H˜N . This allows us
to write
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| = ∓q, s = −1,α〉 = C| = ±q, s = +1,α〉 =
∑
j odd
|j〉
[
−γq sin
(
piqj
N+1
)
cos
(
piqj
N+1
) ]− ∑
j even
|j〉
[
±
√
1 + γ2q sin
(
piqj
N+1
)
0
]
. (D7)
Repeating this analysis for even values of q reveals that
Eqs. (D6) and (D7) still provide the expressions for the
corresponding eigenvectors, but in contrast to the situa-
tion for odd q, the expression in Eq. (D6) is in the sym-
metry sector S = −1 and the one in Eq. (D7) lies in the
sector S = +1.
Finally, let us tally the total number of eigenvectors
that we have found. Each value of z1 (other than ±1
and ±i) provided us four eigenvectors (| = ±q, s =
+1,α〉, | = ±q, s = −1,α〉). However, for each value
of z1, three other roots, namely −z1, z−11 and −z−11 lead
to the exact same set of four eigenvectors. Effectively, we
get one eigenvector per q. These account for 2N − 2 en-
ergy eigenstates. Combined with the two zero eigenstates
in Eq. (D5), we have accounted for all 2N eigenstates.
b. The parameter regime r = ±1
In the parameter regime r = ±1 and arbitrary values
of M, K and θ, the matrix h˜1 is no longer invertible. In
the cases with no flat energy bands, two out of four bulk
solutions for any value of  are then emergent solutions.
In this section, we will shed light on the bulk-boundary
correspondence of the Hamiltonian H˜N assuming open
BCs, and by assuming that the emergent solutions have
no contribution in forming the eigenstates. The latter
assumption is validated by numerical calculations.
Let us set r = 1 for concreteness. Then,
h˜1 = −K
[
2 cos2(θ/2) sin θ
− sin θ −2 sin2(θ/2)
]
,
is a rank-1 matrix, and this is the reason for the quadratic
dependence on z of the dispersion relation, as opposed to
quartic in general. The two roots z`, ` = 1, 2 must be
reciprocals of each other, that is z1 = z
−1
2 , with |z1| ≤ 1.
The vector |u(, z`)〉 of Eq. (D2) simplifies to
|u(, z`)〉 =
[
−K sin θ(z` − z−1` )
+ M + 2K cos2(θ/2)(z` + z
−1
` )
]
.
This accounts for half of the solutions of the bulk equa-
tion. The other two bulk solutions are emergent solutions
localized on the edges of the system. The appropriate
submatrices in this case are K− = h†1 and K
+ = h1, and
so the emergent solutions are
|j = 1〉|u−〉 = |j = 1〉
[
sin(θ/2)
− cos(θ/2)
]
,
|j = N〉|u+〉 = |j = N〉
[
sin(θ/2)
cos(θ/2)
]
,
independent of . Having found all four bulk solutions,
the boundary matrix can be constructed as usual. For
analytical, as opposed to computer-assisted, work it is ad-
vantageous to focus on obtaining the energy eigenstates
that have no contribution from the emergent solutions.
The ansatz for propagating states is
|〉 = α1|z1, 1〉|u(, z1)〉+ α2|z−11 , 1〉|u(, z−11 )〉.
We can once again use the symmetry of Eq. (D3). The
boundary equation for the symmetric (s = +1) and an-
tisymmetric (s = −1) ansa¨tze in this case leads to the
polynomial equation
4K cos2(θ/2)(z1 + sz
N
1 ) + (+ M)(1 + sz
N+1
1 ) = 0.
With some algebraic manipulation, the two conditions
can be recast into the transcendental equations
−4K cos
2 θ
2
+ M
=
cos[k(N + 1)/2]
cos[k(N − 1)/2] if s = +1,
−4K cos
2 θ
2
+ M
=
sin[k(N + 1)/2]
sin[k(N − 1)/2] if s = −1,
respectively, where we have substituted z1 = e
ik. When
any one of these conditions is satisfied, the corresponding
eigenstate is found to be
|, s〉 =
N∑
j=1
|j〉
[
−K sin θ sin k sin[(N+12 − j)k + (1−s)pi4 ]
(+ M + 2K cos2(θ/2) cos k) cos[(N+12 − j)k − (1−s)pi4 ]
]
.
In the large-N limit, the condition for the existence of edge state on the left edge can be derived by substituting
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limN 7→∞ zN1 = 0, that leads to − 4K+M cos2(θ/2) = 1/z1.
Therefore, if there exists a solution (, z1) to this equa-
tion that is compatible with the dispersion relation of
Eq. (D1) and satisfies |z1| < 1, then H˜N hosts a localized
mode on the left edge. By substituting the value of z1
in terms of energy and other parameters in Eq.(D1), we
obtain a cubic polynomial equation in energy. Two of
the roots of this equation are  = −(M ± 4K cos2(θ/2)),
that correspond to z1 = ±1. We throw away these roots,
because they do not correspond to bound states, since z1
lies on the unit circle. The third root, that is the root
of our interest, is  = M cos θ. The corresponding value
of z1 is z1 = −M/2K. Now we impose the final condi-
tion, which is |z1| < 1. This is satisfied for the values
|M| < |2K|. Therefore, we conclude that if |M| < |2K|,
then H˜N hosts a localized state on the left edge, with
non-zero energy in general. This calculation is consistent
with the original observation by Creutz that the system
hosts edge states for the parameter regime |M| < |2Kr|,
which coincides with |M| < |2K| for r = 1.
Appendix E: Dimerized chains
The D = 1 model Hamiltonian of the form
Ĥ =
2N∑
i=1
[v − (−1)iδv]c†i ci
−
2N−1∑
i=1
[(t− (−1)iδt)c†i ci+1 + H.c.],
where the parameters
t =
t1 + t2
2
, δt =
t1 − t2
2
, v =
v1 + v2
2
, δv =
v1 − v2
2
,
subsumes several interesting spin-insensitive phenomena
of D = 1 electronic matter. At half-filling, the model
is mostly insulating (the gap only closes only if δt =
0 = δv), and has been used for investigating solitons in
polyenes (the Rice-Mele model at v = 0), ferroelectric-
ity, and charge fractionalization (the SSH model, or even
Peierls chain sometimes, at v = 0 = δv); see Ref. [39] and
references therein. If δt = 0, our dimerized chain can also
be regarded as a special instance of the Aubrey-Harper
family of Hamiltonians.
At present, the SSH model is regarded as the simplest
particle-conserving topological state of independent elec-
trons (see again Ref. [39] for a discussion of the Berry
phase if v = 0). In this sense, it is the natural counter-
part of the Kitaev’s Majorana chain, and more is in fact
true: as a many-body Hamiltonian, the SSH model is dual
to the Majorana chain at vanishing chemical potential12.
In contrast, if δt = 0 6= δv (we will informally call this
regime the Aubrey-Harper chain), the model is topologi-
cally trivial. The Aubrey-Harper chain is exactly solvable
for open BCs. For generic parameters, the full model is
not analytically solvable for open BCs, but we will in-
troduce distorted open BCs that yield analytic rather
than just exact solvability. Fortunately, these unconven-
tional open BCs map by duality to the standard ones for
the Majorana chain. In all cases, a very precise picture
of intra-gap states can be obtained in a well-controlled
large-size approximation that does not remove the geo-
metric inversion operation j ↔ N + 1 − j, as passing to
a half-infinite system geometry does.
The single-particle Hamiltonian for our dimerized
chain subject to open BCs is
HN = 1N ⊗ h0 + (T ⊗ h1 + H.c.),
h0 =
[
v1 −t1
−t∗1 v2
]
, h1 =
[
0 0
−t2 0
]
, v1, v2, t2 ∈ R.
For v1 = v2 = 0, the Hamiltonian has a chiral symmetry
C1 = 1N ⊗
[
1 0
0 −1
]
.
For real values of t1 and v2 = −v1, the system has an-
other non-local chiral symmetry,
C2 =
N∑
j=1
|N + 1− j〉〈j| ⊗
[
0 −i
i 0
]
,
which is, however, absent in the limit N → ∞. The
analytic continuation of the Bloch Hamiltonian is then
H(z) =
[
v1 −t1 − t2z−1
−t∗1 − t2z v2
]
, (E1)
so that the condition det(H(z) − 12) = 0 is equivalent
to the “dispersion relation” P (, z) = 0, where
P (, z) = z2[(−v1)(−v2)−(t1+t2z−1)(t∗1+t2z)]. (E2)
Before we continue investigating this model with the
aid of the generalized Bloch theorem, it is convenient
to isolate the occurrence of flat bands. For the dimerized
chain, flat bands are only possible if t1 = 0 or t2 = 0. The
diagonalization of the system is then trivial. We will not
pursue it further, assuming from now on that t1, t2 6= 0.
In order to be able to diagonalize our dimerized chain in
closed form, we will impose BCs
W = |N〉〈N | ⊗
[
0 t1
t∗1 0
]
.
Since the range of hopping is R = 1 and the num-
ber of internal states is d = 2 (two atoms per unit cell),
the number of boundary degrees of freedom is 2Rd = 4.
This number coincides with the number of solutions of
the bulk equation for each value of the ansatz parameter
. There are two emergent bulk soluctions, and two ex-
tended ones labelled by the roots z`, ` = 1, 2 of Eq. (E2).
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The two roots coincide, that is, z1 = z2, only if  takes
one of the four values values{
v ±
√
δ2v + (|t1|+ t2)2, v ±
√
δ2v + (|t1| − t2)2
}
.
For these special values of the energy, one of the extended
solutions shows power-law behavior.
Ignoring power-law solutions for the moment, the prop-
agating solutions are |z`, 1〉|u`〉, ` = 1, 2, with
|u`〉 = |u(, z`)〉 ≡
[
t1 + t2z
−1
`
v1 − 
]
(E3)
such that (H(z`) − 12)|u`〉 = 0. Notice that for  =
v1 and z2 = −t2/t1, the vector |u(v1,−t2/t1)〉 vanishes.
Therefore, we will deal with the case  = v1 separately.
For our dimerized chain, the matrices K± that determine
the emergent solutions are simply K− = h1 and K+ =
h†1, so that the solutions themselves are |ψ−〉 = |1〉|u−〉
and |ψ+〉 = |N〉|u+〉, with
|u−〉 =
[
1
0
]
, |u+〉 =
[
0
1
]
,
independently of . We emphasize that emergent solu-
tions are not always independent of 2. Then our ansatz
for energy eigenstates of the dimerized chain is
|〉 = α−|1〉|u−〉+
2∑
`=1
α`|z`, 1〉|u(, z`)〉+ α+|N〉|u+〉.
Our generalized Bloch theorem guarantees that the
eigenstates of the model are necessarily contained in the
ansatz, with amplitudes α = [α− α1 α2 α+]T determined
by the boundary matrix
B() =
v1 −  t2(v1 − ) t2(v1 − ) 0
−t∗1 0 0 0
0 zN1 t1(v1 − ) zN2 t1(v1 − ) 0
0 zN1 (v1 − )(v2 − ) zN2 (v1 − )(v2 − ) v2 − 

(E4)
as B()α = 0. The first and the last columns of the
boundary matrix are contributed by the emergent modes,
and the remaining two by the propagating modes. The
kernel of the boundary matrix is nontrivial only if
 = v2 or z
N
1 = z
N
2 or  = v1. (E5)
Out of these three possibilities,  = v2 yields the kernel
vector α = [0 0 0 1]T of the boundary matrix, which
represents the decoupled fermion at site j = N ,
| = v2,α〉 = |N〉
[
0
1
]
.
In order to solve the second equation (zN1 = z
N
2 ) fully,
it is necessary to notice a “symmetry” of Eq. (E2): The
roots of the dispersion relation must satisfy the constraint
z1z2 = t
∗
1/t1 ≡ e−2iφ, (E6)
This leads to the allowed values
z1 = e
2iφz−12 = e
i piN q−iφ, q = −N − 1, . . . , N. (E7)
Combining this equation with Eq. (E2), we find that the
corresponding energy values are
n(q) = v + (−1)n
√
δ2v + |t(q)|2, n = 1, 2,
|t(q)|2 ≡ |t1|2 + t22 + 2|t1|t2 cos(piq/N),
independent of φ. The last step is putting together
the stationary-wave states associated to Eq. (E7). The
kernel of the boundary matrix is spanned by α =[
0 1 −1 0
]T
. The actual eigenstates are
|n(q),α〉 = |χ1(q)〉
[
t1
v1 − n(q)
]
+ |χ2(q)〉
[
t2
0
]
,
with |χi(q)〉, i = 1, 2, as in Eqs. (22), (23). Notice that
the eigenvectors |n(q),α〉 and |n(−q),α〉 obtained in
this way are identical. Further, the energies correspond-
ing to q = {0, N} are precisely the ones that have associ-
ated power-law bulk solutions, and the boundary matrix
in Eq. (E4) is not valid for these energies. Therefore, the
above analysis has revealed only 2(N − 1) bulk eigen-
states (along with the one localized eigenstate at  = v2
found earlier). We are still missing one eigenstate, be-
cause we have not yet analyzed the case  = v1, and also
not considered the situation corresponding to power-law
modes.
Let us now focus on the case  = v1. B() in Eq. (E4) is
not the correct boundary matrix for  = v1, since |u( =
v1, z2 = −t2/t1)〉 vanishes as mentioned before. For this
energy and z2 (which satisfy P (, z2) = 0), we have
H(−t2/t1)− v112 =
[
0 0
−t∗1 + t22/t1 v2 − v1,
]
,
whose kernel is spanned by
|u2〉 =
[
t1(v2 − v1)
|t1|2 − t22
]
.
We can still use |u1〉 = |u( = v1, z1 = −t∗1/t2)〉, and the
two emergent solutions (|ψ−〉 and |ψ+〉) are as before.
Then the boundary matrix for  = v1 is
B( = v1) =
0 0 t2(|t1|2 − t22) 0
−t∗1 0 0 0
0 0 (−t2/t1)N t1(|t1|2 − t22) 0
0 0 (−t2/t1)N (v2 − v1)(|t1|2 − t22) v2 − v1
 .
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The kernel of B( = v1) is D = 1, and is spanned by
α = [0 1 0 0]T. Thus, there is only one eigenstate at
 = v1,
| = v1,α〉 = |z1 = −t∗1/t2, 1〉
[
(|t1|2 − t22)/t1
0
]
.
For t2 < t1, this energy eigenstate is exponentially local-
ized on the right edge, whereas for t2 > t1, it is localized
on the left edge. This behavior is characteristic of the
topological phase transition that occurs at t2 = t1. It is
not possible to continue this eigenvector into the param-
eter regime t2 = t1. With this localized eigenstate, we
have found all 2N eigenstates of HN +W . According to
these results, the emergent solution on the left does not
enter the physical spectrum for open BCs. The one on
the right does, at energy  = v2.
Since we have already found the eigenbasis of HN +W
in terms of the ansatz pertaining to those  for which
z1 6= z2, the boundary matrix calculated at those values
of  which bear coinciding roots should produce no more
eigenvectors. It is instructive to check explicitly that this
is the case. By looking at the discriminant of Eq. (E2), we
find that such double roots appear for the energy values
in the set
{
v ±√δ2v + |t(0)|2, v ±√δ2v + |t(N)|2}. Let
us consider ± = v ±
√
δ2v + |t(0)|2, for which z1 = z2 =
e−iφ is a double root. In addition to the generic solution
|ψ1〉 = |z1〉|u(, z1)〉, the bulk equation also has a power-
law solution in this case, which is
|ψ2〉 = ∂z1 |ψ1〉 =
(|z1〉∂z1 + |z1, 2〉)|u(, z1)〉.
This effectively replaces each entry in the second column
of the boundary matrix B() in Eq. (E4) by its derivative
with respect to z2. Therefore, the resulting boundary
matrix is
B(±) =

v1 − ± t2(v1 − ±) 0 0
t1e
iφ 0 0 0
0 t1e
−iNφ(v1 − ±) N(v1 − ±)t1ei(N−1)φ 0
0 e−iNφ(v1 − ±)(v2 − ±) Ne−i(N−1)φ(v1 − ±)(v2 − ±) v2 − ±
 .
This boundary matrix is found to have a non-trivial ker-
nel if and only if ± = v1. But since this analysis pertains
to the points away from the phase transition (|t0| 6= |t1|),
neither of the conditions ± = v1 can be satisfied. A sim-
ilar analysis for the energy values v ±√δ2v + |t(N)|2, for
which z1 = z2 = −e−iφ is the double root, leads to the
conclusion that, away from the critical points, no eigen-
vector of H takes contributions from power-law solutions.
This is a particular feature of this Hamiltonian.
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