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Abstract
In modern engineering and scientific applications there is a huge demand for solutions of parameter-
based partial differential equations and associated outputs of interest expressed as functionals of
these solutions. Areas that require solving partial differential equations include - but are not
restricted to - heat transfer, elasticity, and fluid dynamics. Since in most cases it is not feasible to
obtain an analytic solution, many numerical approaches to obtain approximate numerical solutions -
such as finite elements, finite differences, finite volumes - have been developed. For applications like
optimization, design, and inverse problems, where it is crucial to evaluate the field solution/output
repeatedly, it might be overly computationally expensive to apply conventional numerical methods.
To address this issue we present and compare two new reduced basis techniques for the rapid and
reliable prediction of linear functional outputs of linear elliptic partial differential equations with
locally non-affine parameter dependence: the partition of unity method (PUM) and the minimax
coefficient approximation method (MCAM). We also describe the minimax coefficient approxima-
tion method (MCAM) in application to locally non-linear elliptic partial differential equations.
The essential components for both the PUM and the MCAM are (i) (provably) rapidly convergent
global reduced basis approximations - Galerkin projection onto a low-dimensional space spanned
by the solutions of the governing partial differential equation at N selected points in the parameter
space; (ii) a posteriori error estimation - relaxations of the error-residual equation that provide
inexpensive yet sharp and rigorous bounds for the error in the outputs of interest; and (iii) off-
line/on-line computational procedures - methods which decouple the generation and projection
stages of the approximation process. The operation count for the on-line stage - in which, given a
new parameter value, we calculate the output of interest and associated error bound - depends only
on N (typically very small), the affine parametric complexity of the problem and the number of
points in the region where the non-affine/non-linear dependence is observed. The ratio of the error
bound to the real error (which we call effectivity or the sharpness of our error estimate) typically
does not exceed 100.
The partition of unity approach relies on domain decomposition with respect to the separation
of the affine part from the non-affine part and estimation of contributions to the error bound from
these two parts. The minimax coefficient approximation approach is based on approximating the
non-affine/non-linear dependence with an affine-like approximation and the subsequent treatment
of the problem based on the ideas previously developed for affine problems.
As a test for these new methods we consider several model problems involving steady heat
transfer. Numerical results are provided with respect to the accuracy and computational savings
provided by the described reduced basis methods.
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Chapter 1
Introduction and Motivation
In modern engineering and scientific applications there is a huge demand for solutions of parameter-
based partial differential equations and associated outputs of interest as functionals of these solu-
tions. Areas that require solving partial differential equations include - but are not restricted to
- heat transfer, elasticity, and fluid dynamics. Since in most cases it is not feasible to obtain an
analytical solution, many numerical approaches to obtain approximate numerical solutions - such
as finite elements, finite differences, finite volumes - have been developed. For applications like
optimization, design, and inverse problems, where it is crucial to evaluate the field solution/output
repeatedly, it might be overly computationally expensive to apply these conventional numerical
methods.
To address this issue in [42, 49, 52] a reduced basis methodology was presented for the rapid and
reliable prediction of linear-functional outputs of elliptic partial differential equations with affine
parameter dependence. In this thesis we extend this methodology to address more general classes of
problems. The new classes we consider include locally non-affine and locally non-linear problems.
For the locally affine problems the affine parameter dependence is required almost everywhere in
the domain except in a small region where we allow general parameter dependence. For the locally
non-linear problems we allow the non-linearity in the partial differential equations in a small region,
whereas in the main part of the domain the equations stay linear. Locally non-affine and non-linear
problems are widely studied in science and engineering. To further motivate the introduction of
these new methods we are going to consider a concrete model problem.
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1.1 Motivation: 2D Fin with Non-affine Geometry Variation and
Radiation Boundary Conditions
In this Section we present a description and a mathematical formulation of a particular model
problem to which we intend to apply our reduced basis methodology. In general, we are going to
apply our reduced basis methods to a class of problems which satisfies certain requirements (we this
issue discuss later in this thesis), however it is more convenient to start by presenting a relatively
simple model problem to motivate further discussion.
As a model problem we consider a special configuration of a two-dimensional thermal fin. This
model problem is an extension to the model problem considered in [49]. The two-dimensional fin
consists of a vertical central "post" and four horizontal "sub-fins" on each side of the post; the fin
conducts heat from a prescribed uniform flux "source" at the root, Froot, through the large-surface-
area sub-fins to surrounding flowing air by convection and also through the part of the boundary
which we denote Q,, by the way of radiation; in Figure 1-1 it is depicted by a thick solid line.
Bi
k4  Q4
k3 Q3 Q
k2 Q2  Q
Q0
ki , X* 1 5 ~ Q. k5 4; P
Bi, o-
rroot
Figure 1-1: 2D Locally non-affine and locally non-linear model problem: a thermal fin with radi-
ation boundary conditions and non-affine parametric dependence in conductivity.
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1.1.1 Problem Statement
Inputs
The fin is characterized by a seven component parameter vector or "input",
A= ki k2 , k3 , k4 ,Bi , 01 ,
A 1-12 A3 A4 [15 A6 A7
where ki, i = 1,..., 4 is the thermal conductivity of the ith subfin the area of which is denoted as
Qi (note that subfins Q2 , Q3, and Q4 are comprised of two parts located on both sides of the post,
whereas Q, and Q5 = Qna are formed by a single part each as shown in Figure 1-1) ; ki, i = 1,..., 5
is normalized relative to the post conductivity ko 1; Bi is the Biot number, a non-dimensional
heat transfer coefficient reflecting convective transport to the air at the fin surfaces, a is the non-
dimensionalized emissivity of the radiative surface Q,, the non-affine component is introduced
into the problem by k5 (K, [), the conductivity of subfin Q5 = Qna which is no longer a constant as
ki, i = 1,..., 4, but a function of W = T and x C Q 5 :
k = exp(T (i - x*)2 + (Xi -*) 2 ), (1.1)
where x* is the corner point of Q5 as depicted in Figure 1-1; p may take on any value in a specified
design parameter domain P c 1R7. The total height of the fin (also measured relative to the post
width) is fixed at H = 4.
For our parameter domain we choose E) = [0.1, 10.0]4 x [0.01, 1.0]2 x [- 1.1424, 1.1424], that is,
0.1 < k < 10.0, i = 1, . .. , 4 for the conductivities, 0.01 < Bi, a < 1.0 for the Biot number and u,
the emissivity of the gray surface Q, and -1.1424 < T < 1.1424 for the non-affine parameter T.
We consider two quantities of interests. The first quantity is the temperature distribution
u(x; p) itself which we will often refer to as the "field solution". We will often omit the dependence
of u(x; y) on the space coordinate x and refer to the former just as u(p). The second one - which
we also refer to as an output of interest since it is a scalar function of the solution u(!; P) - is Uroot,
the average temperature at the root of the fin normalized by the prescribed heat flux into the fin
root. This particular output relates directly to the cooling efficiency of the fin - lower values of
Uroot imply better performance.
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Governing Partial Differential Equations and Field Solution
The temperature distribution u(p), is obtained by solution of the following elliptic partial differential
equations:
-ki V 2 i([t) = 0 in Qi, i = 0, . . . , 4, (1.2)
-V(k 5(4; A)Va 5 (p)) = 0 in Q 5 = na, (1.3)
where V 2 is the Laplacian operator, and uj(p) u(p)|j refers to the restriction of u(p) to Qj.
Here Qi is the region of the fin with conductivity ki, i = 0,..., 5: Q0 is thus the central post, and
Qi, i = 1, ... , 5, corresponds to the five sub-fins. We must also ensure continuity of temperature
and heat flux at the conductivity-discontinuity interfaces li = o8o n &Qj, i 1, ... , 5, where &0Q
denotes the inner boundary of Qi:
U0(1) = Ii) Won Th, i = 1,..., 5;
-(Vuo(p) - fi) = -k(Vuj(p) -'hi)
here fij is the outward normal on OQj. We introduce a Neumann boundary condition on the fin
root:
-(Vuo(p) - ii) = -1 on Froot,
which models the heat source; and the Robin boundary condition:
-kj(Vuj(p) -hi) = Bi nu(p) on 7ext i\(Qn1 U Froot), i = 0,... , 4,
which models the convective heat losses. Here rext i is that part of the boundary of Qj exposed to
the fluid. Finally we introduce the mixed radiation-convection non-linear boundary condition on
-ki(Vui (p) - hi) = Bi ui(p) + o (ui(P))4 on QnI i, i = 0, 1, 5. (1.4)
Note that we assume the ambient temperature to be zero.
Outputs
For every choice of the design parameter-vector p - which is determined by ki, i = 1,..., 4 Bi, -
and T - the solution of the equations above yields the temperature distribution u(p), or the field
24
solution. The average temperature at the root, uroot, can then be obtained from s(p) = Uroot =
f(u(p)), where
f (v) = v (1.5)
Froot
(recall Froot is of length unity).
The thermal fin problem exercises many aspects of our methods as there is a relatively large
number of input parameters that appear in the problem equations and boundary conditions. The
conductivity function (1.1) introduces the locally non-affine component into the problem, whereas
the non-linear radiation boundary condition brings in the locally non-linear contribution. Note
that the dimensional analysis plays an important role in the modelling process since it allows us to
reduce the number of parameters that define the problem without any loss of rigor or generality.
1.2 Classical Reduced Basis Method
Typically the problems similar to the one introduced in Section 1.1 are solved numerically using
the finite element method. In order to apply the finite element method we turn to the weak form of
the partial differential equations stated in 1.1.1. The details of this procedure for particular model
problems are presented in Sections 2.4, 3.3, and 5.4.
As we mentioned earlier, our model problem is non-linear, therefore in order to obtain the field
solution u(p) we employ Newton method. We provide more detail on Newton method in Chapter 5.
The cost per Newton iteration is a function of the number of nodes in finite element discretization
of Q - typically a very large number which we denote K. Since K is so big, it often becomes overly
computationally expensive to use the conventional finite element method especially in the context
of repeated evaluation of the field solution and the respective outputs of interest. This is why we
are going to introduce the reduced basis method which as we hope will provide a way to evaluate
approximations to the field solution and the outputs of interest in a more numerically efficient way.
The weak form of the equations presented in 1.1.1 is given as follows. Find u(p) E Y = H(Q)
- which we later refer to as the weak solution - satisfying
a(u(p), v; p) = aA (u(p), v; p) + aNA (u(L), v; [t) + a" (u((p), v; p) = f (v), V v E Y, (1.6)
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where
4
aA(w, v; p) = k VwVv + Bi IW (1.7)
i=O Yext
represents the affine contribution;
aNA (wy J k5 ;  )5 wv (1.8)
Q 5 =Qna
represents the locally non-affine contribution resulting from the functional dependence (1.1). We
note that aL (w, v; i) - defined as
aL (w, v; /) aA(W, V; t) + aNA (w, v; p), V w, v E Y, V c D, (1.9)
is coercive, i.e. there exists a(p) > 0 such that V p E D
a(t)( vjy)2 < a (vv; p), V v E Y. (1.10)
In this context the term "locally" means that the area of Qna is small compared to the area of Q
which from the finite element standpoint results in the fact that nna, the number of nodes in the
finite element discretization of Qna is small compared to M. We give a rigorous definition of what
we mean by locally non-affine problems later in this Chapter and also in Section 3.1. We note that
since k5(4; P) > 0, V X E Qna, V M E D
aNA(v, v; t) > 0, V v E Y. (1.11)
Next,
aNL(U(P),V; A) - a J (u(/t))4 v (1.12)
Ftop
represents the locally non-linear contribution due to the radiative heat transfer. The term locally
in the context of non-linear problems means that Qn1 is of lower dimension than Q or that the
area of Q,, is small compared to the area of Q; hence n,,r, the number of nodes in the finite
element discretization of Qni is small compared to A. Again, we provide the rigorous mathematical
definition of locally non-linear problems in Section 1.3.2 and also in Section 5.1.
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Finally,
f (v) = v (1.13)
Froot
represents the heat flux through the root of the fin.
1.2.1 Reduced Basis Approximation
As mentioned earlier, the operation count for solution of (1.6) using the finite element method is
a function of a very large number V which makes application of the finite element method quite
expensive, especially in the context of repeated evaluation of the solution u(p). To address this
issue we present the outline for the reduced basis method based on the ideas developed in earlier
works [56, 54, 49]. Instead of the finite element solution u(p) we are going to construct a reduced
basis approximation uN(p) as linear combination of N previously precomputed solutions of the
same problem. We expect the operation count to obtain uN(P) to be a function N, presumably
a very small number compared to K. This is why we believe that it would be much cheaper to
calculate UN(A) compared to u(p).
We start by selecting the sample set SN in parameter domain P
SN = {1 l .- ,i N}, (1.14)
where /ti E D, i = 1, ... , N. We then define our reduced-basis approximation space WN as
WN = span (u(pi) = (i, i = 1, . .. , N}J. (1.15)
In order to obtain a reduced basis approximation for u(p) we simply replace the function space
Y in the Galerkin projection (1.6) by the function space WN - we now look for uN(pu) E WN such
that
aA(uN(p), V; A) + aNA (uN(,), v; P) + aNL (uN (A), v; A) = f (v), V v E WN. (1.16)
Thus, uN(I) serves as an approximation to the field solution u(p). Since UN(P) E WN it can
be expressed as
N
UN(p UNi(A) (i- (1.17)
i=1
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The approximation to the output s(#) is given by
SN(P) = f (UN(P)) (1.18)
Since the dimension of WN is N -- which we hope to be quite small compared to g, the
dimension of the finite element space - we expect significant computational savings by turning to
this reduced basis approximation.
It is also important to mention that the model problem we consider is well-posed, the proof of
this fact can be found in [26]; we also provide an outline of this proof in Section 5.4.1.
1.2.2 A Posteriori Error Estimation
It is now time to discuss the reliability of the reduced basis approximation we just constructed, i.e.
how well UN([) approximates u(p). We claim that even for a moderate value of N the reduced
basis approximation UN(U) will be quite close to the finite element solution u(p). Unfortunately,
we cannot determine this fact a priori, so we employ a posteriori error estimation: to verify the
accuracy of UN(P) with respect to u(p) we now describe a procedure to obtain a rigorous error
bound AN(Y) such that AN(A) IU(P) - UN (i)Iy following the ideas developed in earlier works
[56, 54, 49]. If our error bound AN(A) is small, this fact will confirm our claim about the accuracy
of the reduced basis approximation UN(p)-
We start from defining the "error function" eN(p) as eN([) = U(P) - UN(p). We next write
down the "error equation" which is obtained directly from (1.6) and (1.16).
a'(eN (P),V; P) + aN (eN (P), V; P) +aN L(U(/p), V; P) - aNL (UN 40, V; [It)
aL(eN ,1) MMA)
f(v) - a' (UN(A), V; P) - aNA (UN(P), V; P) - aNL (UN(P), V; P). (1.19)
R(v;p)
The error equation (1.19) holds V v c Y. As indicated in (1.19), we denote the residual functional
R(v; p) E Y' as
R(u; A) = f(v) - aA(UN(t), v; A) - aNA (UN(A), V; [) - aNL (UN(it), V; A)- (1.20)
We next proceed using the ideas presented in [52, 57]. We start by introducing a bound con-
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ditioner [18, 39, 52, 57 - a symmetric, continuous, and coercive bilinear form d(v, v) such that
V p ED
C(p)(IIVIIy) 2 < &(v, v) < aL(v v;p[), V V E Y. (1.21)
The more detailed of description of different types of bound conditioners is contained in [52, 57].
We look for the error function SN(P) which satisfies the following error equation
&(&N(v), U) = R(v; p), V v E Y. (1.22)
We next construct AN(A) such that
a' (eN (A), eN(A); A) AiN(A) = (eN(A), eN W) (1.23)
It remains to demonstrate that a' (eN(P), eN(P); P) LN(P)-
We then plug v = CN(A) into (1.19). At the moment we take for granted that
aNL (u(p),eN(P); ") aNL (uN(t), eN(); P
Q.1
- (UN(u))')(U(/-) - UN(I)) > 0, (1.24)
and hence
(1.25)
Later in Chapter 5 we discuss the conditions under which (1.24) holds.
We plug eN(t) into (1.22) and invoke (1.21) and Cauchy-Schwartz' inequality to obtain:
a'L(eN (P), eN (P)) : R(eN (P;P (e-N (P), -N (P)) !
6(eN(b), eN(P)) L(N(P), eN(P)) ! aL (eN(ka), eN([)) 2(eN(P), 6N(P)) (1.26)
which implies
(1.27)
Finally, invoking (1.21) we obtain the error bound AN(A) such that
AN(P) =||eN()HY AN() ~ (P (1.28)
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a'(eN (1,), eN(A;)! RN(P)).
a' (eN(P), -N (P); P) :! et(6N (P), 6N W) = &N (P) -
We note that the calculation of AN (y) requires evaluation of aL(eN(A), eN (p); ). It then can
easily be shown that the lower and upper bounds for the output s(p) are given by
SN(I) < S(P) _ SN(1 + -N(); (1.29)
for details of the proof see Section 2.3.3.
1.2.3 Off-line/On-line Procedure: Fallacies and Limitations with respect to
Non-affine and Non-linear Components
The usual way to treat problems with parametric dependence -- as it was described in [49, 52, 42] -
is to provide a so-called off-line/on-line decomposition which is a two stage computational effort.
During the off-line stage - which we run only once - we compute and store all the necessary matrices
and vectors for the next on-line stage. During the on-line stage - which we run repeatedly for
each new parameter point p - we construct the reduced basis approximation UN(p) and the error
bound for it in a fast and efficient way. In this Section we show why such an off-line/on-line
decomposition fails in the case of the model problem which we introduced in Section 1.1; this fact
serves as a motivation for the development of new and more advanced reduced basis methods.
Reduced Basis Approximation
We first look at the off-line/on-line decomposition that would allow us to construct the reduced
basis approximation UN(p). The application of the reduced basis methodology to problems with
power function (such as (U(p)) 4 in (1.4) has been addressed earlier in [56]. First, let us focus on
the last term aNL(UN(p), v; [t) of (1.16). Due to (1.17) - the representation of UN(ft) - and the
non-linear nature of aNL(UN(p), V; A) we can expand this term as follows:
N
aNL(UN(p),v;[Z) 1: UN j(t)UNk (M)UN(/)UNmrr(I) (jkilm V. (1.30)
j,k,l,m=1
Clearly, some of the terms in (1.30) repeat themselves. It is easy to demonstrate that the
number of unique terms in the expansion (1.30) is equal to the cardinality of the set of uniquely
ordered 4-tuples of integers j E {1, . .. , N} - (j, j, j" I j"'), such that j <_ j' < j" < j"'. We denote
this set of 4-tuples as PN. For the general case the cardinality of P; is equal to'
'The proof of this fact is provided in Appendix A.
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T(N, () = +/. (1.31)(N - 1 )!!
In our particular case, s = 4 and T(N, K) = (N )! (N3)(N 2)(N1)N As we can see,
T(N, 4) ~ f for large values of N.
We now continue by explaining how the reduced basis approximation UN(A) is obtained from
the numerical point of view. Inserting the representation (1.17) for UN(A) into (1.16) and invoking
(1.30) we obtain a system of non-linear equations where UNi, i = 1, . . . , N are the unknowns
N N N
S UNj (p) aA(j, (i; p) - - UNj (pi)aNA (-j, (,; t) + aNL(1 UNi,i) -- f($i)
j=1 j=1 j=1
N N
UN, (p)aA _(_j (j; /t) UN, (i) aNA ((j, ( ItD+
j=1 j=1
a 5 UN1 (P)UNi2 (ft)UNj3 (p)UN 4 (/k) J (k~lI(m (i 0. (1.32)
j(Cp4 Q.
We solve (1.32) using Newton method. The construction of the Jacobian matrix for (1.32) requires
(i) the assembly of aA ((j, (,; pM), i, j = 1, . . . , N - which admits off-line/on-line decomposition simi-
lar to the one used in the affine problems [49, 52, 42], the on-line operation count for this assembly
scales as O(QN 2), Q denotes the affine complexity of the problem, it is equal to 6 for the case of the
model problem that we introduced in Section 1.1; (ii) the assembly of aNA($j, ; _), i, j = 1, . . ., N
which requires nnaN 2 operations; to explain this operation count we note that the "local" nature
of the problem suggests that out of all finite element test functions #1,..., #g there are only nna
functions, that is, 1, ... , na, the region of support of which has non-zero intersection with Qna;
hence, in evaluation of aNA ((j, (,; Y) we only need to consider , = 1, . . . , nna and for each pair
i, j this evaluation requires O(rna) operations which, in turn, results from the properties of the
finite element discretization; and (iii) the assembly of aNL($j, 4( ; i), i, j = 1,... , N which requires
O(T(N, 4)N) = O(N 5 ) operations; this operation count results from the polynomial expansion
(1.30). The construction of the f term requires O(N) operations. Solving for the updated Newton
direction requires O(N 3 ) iterations. Therefore, the total number of operations per Newton iteration
is O(QN 2) + O(nnaN 2) + O(N 5 ) + O(N 3).
There are three important observations we need to make at this time. First we we note that it
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is crucial for us to have rIna relatively small compared to A, so that we still be able to maintain
computational gains over the finite element method. Second, the number of terms in the non-linear
polynomial expansion scales as N 5 . This is a very disturbing issue - even though we expect N to
be small - because it might be quite problematic to obtain the computational advantage. Finally,
with the current approach we are only able to treat power function non-linearities which imposes
a significant limitation on the versatility and applicability of our methods.
Error Bound
We now discuss the off-line/on-line decomposition for the error bound AN(y). As (1.28) indi-
cates, in order to construct the error bound AN(p) during the on-line stage we need to evaluate
&(8N(P), eN(P)). The main idea behind the off-line/on-line decomposition is to represent R(v; p)
as
K
R(v;p) j (p,)Tj(v), (1.33)
j=1
where Tj (v), j = 1,... , K are parameter independent functionals and K is the total number of
terms in (1.20). We see the motivation for (1.33) if we invoke the representation (1.17) and bilin-
earity for the terms which comprise (1.33). We then can express &(6N(U), eN(u)) and hence AN(A)
as
K
&( N (P), eN (P)) T(Ij)TI(1Ji)Ajj, (1.34)
j,j'=1
e(zj, v) - Tj(v), (1.35)
Aj a (Zj, Zj), (1.36)
A() (1.37)
This is the approach that was used for error estimation in [37, 42, 49, 52, 41, 57] for the "purely"
affine problems (in this case K = (1 + QN)). We precompute Ajjj,j' = 1,..., K during the
off-line stage. As we observe from (1.34), the operation count for the evaluation of &( N(ft), 6N(y))
- and hence the construction of AN(A) - for the error bound during the on-line stage is equal to
K 2 . Apparently, to minimize the operation count during the on-line stage - and hence to enhance
the efficiency of our reduced basis method - we would want to keep K as small as possible.
The problems with this approach when we deal with non-affine and non-linear problems now
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become clear. First, the non-affine part aNA(UN(p), v; y) does not admit a trivial decomposition
that fits (1.33). What follows is that we cannot efficiently construct the error bound according to
(1.28). The evaluation of AN (P) will then require solution of an K x K linear system of equations.
This will clearly destroy all of our efforts to construct an efficient off-line/on-line procedure while
retaining the reliability of the method since in order to provide an error bound we would have to
solve a system that is equal in size to the original problem.
Second, should we change the boundary condition (1.4) to a function of u(p) which does not have
a power law structure, say exp(u(p)), we immediately face the same kind problem we mentioned in
the last paragraph: aNL(UN (P), v; it) also does not admit a decomposition consistent with (1.33)
which means that again we cannot efficiently construct the error bound AN(A)-
Third, let us go back to the case when the radiation boundary condition (1.4) holds. As it was
just shown earlier, there are O(N 4 ) terms in the residual R(v; p) due to the polynomial expansion
of (UN(p)) 4 . Since the operation count for the error bound scales as the square of K, the number
of terms in the residual, we will have at least an N8 dependence in the operation count for the
error bound (in fact, the operation count would be higher due to the cross-term contribution of the
affine and non-affine parts). Though we hope that N remains small it becomes close to impossible
to expect the same from N 8 .
We conclude that the current methodology has significant fallacies and limitations in treating
locally non-affine and locally non-linear problems both in calculation of the reduced basis approx-
imation and the error bound for it. This fact gives us further motivation to look for alternative
ways to address locally non-affine and non-linear problems. We also note that the constraints
for the rigorous error estimation a much more onerous than those for the efficient reduced basis
approximation. For example, this discrepancy in constraints is exploited in [28] where reduced
basis methods are applied to globally non-affine and globally non-linear problems by admitting a
certain loss of rigor in error estimation.
1.3 Thesis Goals, Scope, Contributions, and Limitations
In this Section we set the goals we are willing to achieve with the new reduced methodology
developed in this thesis. We briefly describe the classes of problems we are going to address with
our new methods. We then discuss the limitations of our methods with respect to the classes of
problems these methods can be applied to, the relation between the reduced basis approximation
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and the finite element solution, and the operation counts associated with evaluation of this reduced
basis approximation.
1.3.1 Goals
As we just discussed in Section 1.2.3, the current methodology does not allow us to obtain efficient
and reliable reduced basis approximations for locally non-affine and non-linear problems. In this
thesis we are going to address these issues by developing new efficient computational methods which
can treat locally non-affine and locally non-linear problems while providing (i) accurate and fast
reduced basis approximations for the field solution and the outputs of interests; (ii) rigorous and
inexpensive error estimation for the reduced basis approximation; (iii) off-line/on-line framework
that would allow us to obtain the reduced basis approximation and respective error bounds.
These goals are consistent with the standards established in the previous works [22, 42, 56,
41, 49, 52, 16]. We also look back at the affine problems and describe application of this new
methodology to them.
1.3.2 Classes of Problems Considered
In this thesis we mainly apply our methods to the problems of heat transfer. Nevertheless, we
maintain a sufficient level of abstraction which allows us to extend the reduced basis algorithm to
other applications. In the most general case we look for the weak solution u(p) E Y = H'(Q) such
that
a(u(it), v; p) f(v), V v C Y. (1.38)
We require that the problems defined (1.38) are well-posed. We now briefly introduce the classes
of problems we are going to address.
Affine Coercive Problems
When the underlying strong form of partial differential equations is linear a(w, v; y) in (1.38) is
a bilinear form. We impose certain regularity conditions on a(w, v; i), including coercivity and
continuity. We explain these requirements in greater detail in Section 2.1.
Under these regularity conditions a problem is called affine when a(., .; /t) admits the following
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decomposition
Q
a(w, v; [t) = q(p)aq(w, v), V w, V E Y, (1.39)
q=1
where aq(Ul, v), q = 1, .. , Q do not have any dependence on the parameters.
These problems and application of the reduced-basis method to them were described in [42,
53, 37]. Essentially, when we describe application of the reduced basis method to affine coercive
problems we summarize the results obtained in earlier works [24, 25, 41, 57, 49, 521.
Such problems have many applications in engineering and science, for instance a micro-truss
example or a multipurpose structure studied in [52, 16] and many more.
Locally Non-affine Coercive Problems
We now broaden the class of affine problems by introducing a new component to the decompo-
sition of a(w, v; p); the latter again has to satisfy certain regularity conditions. We now allow more
general dependence of a(w, v; p) on the parameters:
Q
a(w, v; p) aNA(w, v; [t) -1L- ~q ()aq(w, v), V w, v C Y, (1.40)
q=1
where again aq (W, v), q = 1,..., Q are parameter independent bilinear forms but at the same time
aNA(w, v; p) has an unrestricted general dependence on the parameters. We are going to consider
locally non-affine problems, for which we have affine parameter dependence almost everywhere in
Q with the exception of a small (compared to Q) area Qna c Q. To be rigorous, we require that
V v, W E Y : V I!na = 0, WIQna = 0
a NA *w Vi /p) = 0, VP E D. (1.41)
Locally Non-linear Problems
We now are going to consider non-linear problems. We assume that a(w, v; p) can be decomposed
in the following way
a(w, v; [) = aA (w, v; p) - aNL (w, V; A), V w, C E Y, (1.42)
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where a'(., .; p) is a coercive, continuous and affine bilinear form (for more detail see Section 2.1)
and aNL (., .; ) is an operator that is non-linear in its first and linear in its second argument.
We are going to consider locally non-linear problems, i.e. those problems for which the non-
linearity is only limited to the area Qa c Q in such a way that aNL(w, v; /_) that can be expressed
as follows
aNL (w, v;)= J g(w; t)v, V W, e E Y, (1.43)
where V p E D g(w(x); p) : R x P -+ R E C' (R),x E IRd. Since we only consider well-posed
problems, we require that the integral defined in (1.43) is well-defined for all w, v E Y.
We assume that the area of Qni is small compared to that of Q (or that jni is of lower dimension
than Q) and such that the number of nodes in the discretization of Q,, is small compared to that
of Q. We employ Newton method to obtain the solution u(p) of our locally non-linear problem.
The two-dimensional thermal fin problem we considered in Section 1.1 belongs to a mixed
locally non-affine - locally non-linear type since it combines the properties that are distinguishing
for both types. The radiation boundary conditions produce the non-linear part, whereas the non-
affine contribution appears in the weak form because of the varying conductivity k5 (; P).
1.3.3 Limitations
Generality of Problems Classes
This thesis shows how the problems mentioned in Section 1.3.2 can be treated in accordance with
the goals that were set in Section 1.3.1. At the moment reduced basis methods could be applied to
very comprehensive classes of problems and the research work is carried out to extend the versatility
of the reduced basis methods. We present a significant extension to the variety of problems to which
reduced basis methods can be applied.
However, this thesis does not cover all the problems to which the reduced basis methods are
currently applied, such as non-coercive [22, 22, 23], time-dependent parabolic [21, 10, 12, 48], glob-
ally non-nonaffine [28], globally non-linear [28, 55, 54] optimization [36], and design [2] problems.
At the same time we believe that the new methods described in this thesis can be extended to these
problems. We cover this issue when we speak about the future work.
The other important issue is that we only provide the approximation with respect to the finite
element solution which, in turn, is an approximation itself with respect to the analytical solution.
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When the finite element mesh is fine enough the finite element solution is indeed very close to the
analytical one. The convergence of the finite element method is described in [51].
Operation Count for Locally Non-affine and Non-linear Problems
As we stated earlier, our main goal is to achieve computational efficiency and at the same time
deliver the certified reliability of our approximations in a mathematically rigorous way. We demon-
strate that for the locally non-affine and locally non-linear problems the operation count for the
whole algorithm depends on the number of points in the na or Q. We also show that this de-
pendence is linear or slightly higher than linear at most. This fact imposes a limitation on the size
of Qn and Qn. In some cases we show that we can eliminate such a debilitating dependence by
admitting a slight loss of rigor.
1.4 Approaches
In this Section we list the reduced basis methods - to wit, the classical reduced basis method
(CRBM), the partition of unity method (PUM), and the minimax coefficient approximation method
(MCAM) - we are going to consider in this thesis and briefly describe the main features of these
methods. The PUM and the MCAM and their application parameter-based problems constitutes
the main contribution of this thesis to the development of the reduced basis methods. We also
point to the fact that these new methods incorporate the key ingredients from prior work [42, 8,
47, 6, 56, 49, 44, 41].
1.4.1 "Classical" Reduced Basis Method
In general, the reduced basis method rely on the ideas which appeared in the scientific literature
in the late 1970s - early 1980s [3, 27, 33]; the reduced basis methods and their applications were
developed later by Noor [34, 29, 30, 32, 35, 31] and other scientists [8, 39, 6, 47, 9, 38, 13, 14,
40, 15, 4]. We use the reduced basis methods in application to affine problems following the
results of [49, 52, 57, 42]. For every given parameter point p the reduced basis methods rely on
the projection of the solution of the underlying affine problem on a low-dimensional space WN
spanned by N previously precomputed solutions; the details of the method are given in the next
Chapter. The description of the method is presented to prepare the necessary background for the
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new approaches and essentially summarizes the ongoing effort of our research group [49, 52, 42, 56,
41, 55, 54, 43, 11, 53, 57], hence the term "classical".
The classical reduced basis method serves as a foundation for two new approaches: the parti-
tion of unity method (PUM) and the minimax coefficient approximation method (MCAM). The
"classical" reduced basis method complexity depends on Q, the number of affine parameters, and
N, the dimension of the low-dimensional function space mentioned above.
1.4.2 Partition of Unity Method
The partition of unity method presents and enhancement to the "classical" reduced basis which
enables us to address locally non-affine problems. The construction of the PUM to a great extent
relies on the ideas presented in [20, 19]. The key components of the PUM are - the projection of
the "truth" solution onto the low-dimensional function space WN spanned by N previously pre-
computed solutions and the subsequent projection on the space XS of S functions which constitute
a partition of unity over the domain Q. This second projection allows us to decompose the error
bound into a sum of contributions from the regions of support of these "partition-of-unity" func-
tions. Such a decomposition decouples the error estimates from the affine and the non-affine parts
of the domain; this last result is used in rigorous error estimation. One interesting feature of the
partition of unity method is that it can also address affine problems in an essentially different way
than the classical reduced basis method. We provide a description of this feature in Chapter 3; we
also demonstrate that the PUM complexity depends on Q, N, S, and n,a, the number of points in
the non-affine region nan, presumably small compared to V.
1.4.3 Minimax Coefficient Approximation Method
The minimax coefficient approximation approach (MCAM) is yet another enhancement of the "clas-
sical" reduced basis method; the new method is capable of addressing both locally non-affine and
locally non-linear problems. The MCAM also relies on the projection of the parameter-dependent
solution onto the low-dimensional function space WN spanned by N previously precomputed solu-
tions - which only emphasizes the importance of the "classical" reduced basis method - and the
replacement of the underlying non-affine or non-linear part in the weak form with an affine-like
approximation based on the ideas presented in [5]. The complexity of the MCAM - as we show in
Chapters 4 and 5 - depends on Q, N, M, the number of terms in this affine-like approximation,
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and 'rlna(Tlni). It is important to mention that the MCAM could also be applied to globally non-
affine and globally non-linear problems [281 with a certain loss of rigor in error estimation which
in a sense reflects our previous observation about the comparison between the constraints imposed
by rigorous error estimation and efficient reduced basis approximation. In this thesis we provide
rigorous bounds for all of the reduced basis approximations.
1.4.4 Key Ingredients from Prior Work
Fast and Accurate Reduced Basis Approximation
Solving a problem that belongs to one of the classes we listed in Section 1.3.2 can become overly
computationally expensive especially when repeated evaluation of the output or field solution is
required. Instead of obtaining the "truth"solution we come up with a reduced approximation
UN(y) which requires very moderate computational effort compared to the regular finite element
method. The reduced basis approximation relies on one of the methods of our choice - depending
on to which class the problem belongs - the classical reduced basis, the partition of unity or the
minimax coefficient approximation method. The reduced basis approximation UN(p) is obtained
through the projection of the "truth" solution u(p) onto N-dimensional space WN spanned by
previously precomputed solutions [42, 49, 52].
Rigorous and Reliable Error Estimation
Once the reduced basis approximation uN(p) is obtained, we need to verify its accuracy and relia-
bility with respect to the "truth" solution u(p). We give a description of a computationally efficient
procedure which allows us to provide error bounds for IJu(Ii) -uN(p) IJY or l(u(p)) -l(uN(pt) where
l(.) is a bounded linear functional in Y'. There are several common ideas [8, 47, 6, 42, 56, 49, 52]
which are central to this error estimation procedure for all three (CRBM, PUM, MCAM) reduced
basis methods we consider, however the particular implementation depends on the class of the
problem and our method of choice; the details are given in Sections 2.3.3, 3.2.3, 4.1.5, and 5.3.2.
Framework
All the three (CRBM, PUM, MCAM) methods we mentioned are developed within the standards of
a computational framework which consists of two computational stages which we refer to as the "off-
line" stage and the "on-line" stage. The off-line stage is a one-time computational "investment"
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during which we precompute and store all the necessary components for the on-line stage. Once the
off-line stage is completed, we are ready to obtain numerical results with certified accuracy using
the reduced basis method of our choice. For each new value of the parameter point [I we obtain
(i) a reduced basis approximation as an element of the low dimensional reduced basis space and
(ii) the error bound for our reduced basis approximation. Steps (i) and (ii) complete the on-line
stage which is executed repeatedly for every new parameter point. This computational framework
is one of the earlier contributions [56, 49, 44, 41, 56] of our research group to the development of
the reduced basis methods.
1.5 Thesis Outline
In this thesis we focus on applying three different reduced basis methods - namely, CRBM, PUM,
and MCAM - to affine, locally non-affine and locally non-linear problems. All of our model
problems are heat transfer problems, but the methods we describe could be easily applied to other
areas of science as we maintain a sufficient level of abstraction. In Chapter 2 we present the
mathematical definition of affine coercive problems and review [42, 41, 49, 52] application of the
reduced basis methods to them. In Chapter 3 we present the mathematical definition of locally
non--affine problems and introduce the partition of unity method. We describe application of this
method to affine and locally non-affine problems and provide concrete numerical results for three
model problems which reflect different aspects of the method. In Chapter 4 we describe the minimax
coefficient approximation method and its application to locally non -affine problems. In Chapter 5
we define locally non-linear problems in a mathematically rigorous way and describe application
of the minimax coefficient approximation method to them. In each of the Chapters 4 and 5 we
formulate a new relevant model problem; for each model problem numerical results are provided.
In Chapter 6 we conclude the thesis and discuss the directions of the future work.
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Chapter 2
Affine Coercive Problems
In this Chapter we provide the description of the classical reduced basis method (CRBM) and its
application to coercive affine problems. Both locally non-affine and locally non-linear problems
result from an extension of the class of affine problems and thus still contain an affine component
which makes it essential to understand the definition of affine problems; these details are provided
in Section 2.1. We revisit the methodology which was developed in earlier works [49, 52, 57, 42].
The details of the classical reduced basis method are very important components of this thesis
since they provide the necessary background for subsequent construction of the partition of unity
and minimax coefficient approximation methods. The ideas behind classical reduced basis method
remain central to our new methodology and because of that later in this thesis we are going to
reference the theoretical results presented in this Chapter. Some of the theoretical results and
algorithms of this Chapter, such as for example, the sample selection algorithm (Section 2.3.4) and
the error estimation procedure for the linear functional outputs (Section 2.3.3), are the essential
components of both the partition of unity (PUM) and the minimax coefficient approximation
methods. The description of the CRBM also allows us to better illustrate the enhancements which
were developed in our new methods.
At the end of this Chapter we consider a 2D heat conduction problem to which we apply the
CRBM. We analyze the performance of the method by studying the convergence and the accuracy
of our reduced basis approximations, the sharpness of our error estimates and the computational
effort which is necessary to complete the off-line stage and to run the on-line stage. This analysis
in a way sets the standard by which we test our subsequent developments.
The dimension reduction idea [27, 49, 52, 42] is a key component for all the reduced basis
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methods presented in this thesis. The error estimation of the partition of unity method - as we
show in Chapter 3 - relies on the breaking the main problem into a several smaller problems using
domain decomposition ideas [18, 19]; many of these smaller sub-problems appear to be affine and
we treat them in a similar fashion as we treat affine problems in this Chapter. In Chapter 3 we
also provide an alternative approach to address affine coercive problems based on the partition of
unity method which we later compare to the CRBM applying the performance analysis similar to
the one presented in Section 2.4.4.
In the minimax coefficient approximation method we essentially replace the original locally
non-affine or non-linear component with an affine-like approximation [5] which again shows the
relevance of the classical reduced basis method since the subsequent treatment of the modified
locally non-affine or non-linear problem to a great extent uses the ideas presented in this Chapter.
2.1 General Abstract Problem Statement
We consider a suitably regular (smooth) domain Q C IRd, d = 1, 2, or 3, and associated function
space Y C (Hl(Q))d, where
H'(Q) = v I v E L 2(Q), V7_ E (L2(Q))}, (2.1)
and
L2(Q) v 2 < 00. (2.2)
The inner product (-,-) in Y is given by
(W, V)H1(Q) VwVv + w7, V w, V C Y. (2.3)
The norm in in Y is defined as
flv|y = ((V,'v)y)2 , V v E Y. (2.4)
The corresponding dual space of Y, Y' is then defined as the space of all functionals g(v) such
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that the dual norm of g(v), defined as,
g(v) (2.5)VEY HO~Y,
is bounded. We also introduce the "representation" operator Y: Y' -> Y such that, for any g E Y',
(yg, v)y = g(v), (2.6)
then
||A|Y, = ||pg|\v, (2.7)
which is the direct result of the Riesz representation theorem.
As in the previous chapter, we define a parameter set D C RP, a particular point in which is
denoted it. Note that Q is a parameter independent reference domain.
We then introduce a bilinear form a(.,.;.) : Y x Y x D --+ R which corresponds to the weak
form of the underlying partial differential equations. We describe the procedure for obtaining a
particular instantiation of a(.,.;.) in Section 2.4. We assume that a(.,.;.) is continuous: there exists
-y(p) > 0 such that
a(w,v;p) < -y(p)\jw||yjjv|jy -yo\|wiy|IvIy, V [ E D; (2.8)
furthermore, we assume that a(., .; .) is coercive: there exists a(p) > 0 such that
0 < ao a(p) = inf a (VV; i) V E D, (2.9)
VEY || 1 |
and symmetric, a(w, v; M) = a(v, w; p), V w, v E Y, V i E D.
The weak solution of the partial differential equations u(x; p) is a function in Y which satisfies
a(u(p),v;tp) = f(v),V v E Y. (2.10)
We will often omit the dependence on the space coordinate x E Rd in u(E; p) and use u(p) instead.
We refer to (2.10) as the weak form of the partial differential equations. In practice, to obtain a
solution of (2.10) we replace Y with an appropriate "truth" finite element approximation space Yg,
where .' is the dimension of Yg. We assume that Yg is sufficiently rich and the analytical solution
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u(p) and the finite element solution 'ug(p) are practically indistinguishable from each other. To
emphasize this point we will mostly refer to the latter as u(p) omitting the subindex K. We obtain
u(p) by applying standard Galerkin projection to (2.10). More information on the convergence of
the finite element methods could be found in in [51].
We now make certain assumptions with respect to the parametric dependence of a(.,.;.). We
assume that there exists a decomposition
Q
a(w, v; p) = Oq()aq(w, v), V W, V E Y, (2.11)
i=1
where Q is the parametric complexity of the problem and a (w, v), q = 1. Q is a parameter
independent bilinear form.
2.2 Dimension Reduction Idea
We now present a general heuristic argumentation behind the reduced basis methods. The argu-
ments we use apply not only to affine problems but also to locally non-affine and locally non-linear
problems. For every value of p the finite element solution u(p) belongs to the K-dimensional space
Y, or in other words u(p) has K degrees of freedom. However, we can reasonably argue that with
variation of p over D u(p) does not span the whole space Y. Instead, we make a critical observa-
tion that u(p) varies continuously with p, or in the words u(p) belongs to a continuous manifold
with dimension P much lower than K; this is schematically depicted in Figure 2-1. If we consider
well-posed problems, the continuity of the manifold could be rigorously proven by considering the
sensitivity derivatives of (2.10) with respect to the components of the parameter-vector p. This idea
is fundamental for construction of our methodology, both in this and in the subsequent Chapters of
this thesis; this idea was first introduced in [27] and later developed in [34, 29, 30, 32, 35, 31, 57, 42].
Based on the observation that the field solution u(p) evolves on a low-dimensional manifold,
we make a hypothesis that it is possible to approximate the field solution u(p) for any arbitrary
p E D as a linear combination of certain functions (i, i = 1, .. . , N, where N is presumably a small
number compared to K. Unfortunately, we cannot verify the validity of our hypothesis a priori,
therefore we employ a posteriori error estimation to ensure reliability of the methods we present.
In the "classical" reduced basis formulation for affine problems the functions (i, i = 1, ..., N are
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U(P2)
Figure 2-1: Critical observation illustration: a low dimensional manifold.
chosen to be the solutions of the original weak problem (2.10) for N chosen points pi, i = 1, ... ,N.
This idea with certain extensions remains one of the key components of the partition of unity
and the minimax coefficient approximation methods. The extensions arise from the fact that we
cannot efficiently solve locally non-affine and non-linear problems using the "classical" reduced
basis method.
2.3 "Classical" Reduced Basis Method
In this Section we give an overview of the reduced basis method applied to affine coercive problems.
2.3.1 Reduced Basis Approximation
By the preceding arguments, we see that to approximate u(p), and hence s( 1t), we might not need
to represent every possible function in Y; instead, we only need to approximate the functions in the
low-dimensional manifold "spanned" by u(p). We could, therefore, simply calculate the solution u
at several points on the manifold corresponding to different values of p; then, for any new parameter
value, A new, we could "interpolate between the points," that is, approximate u(ptnew) by some linear
combination of the known solutions.
Being more specific, we start by introducing a sample in parameter domain 'D
SN - f,- - NI, (2.12)
45
where pi E D, i = 1, . .. , N. We then define our reduced-basis approximation space WN as
VN = span{(i = u(pi), i = 1, . . . , N}, (2.13)
where u(pi) E Y is the solution to (2.10) for p = pi. For any p E D, we define our reduced-basis
approximation for the field solution as UN(p) which is obtained through Galerkin projection of u(p)
onto WN
a(UN(P), V; P) = f(v), V V E WN -C (2.14)
The reduced basis approximation for the output s(pt) = 1(u(p)) is given by
SN(P) = l(UN(p))- (2.15)
From (2.14) we see that UN(p) can be expressed as a linear combination of basis function of
WN
N
(2.16)UN()=Z UNj ([t) (j-
j=1
We refer to the case when I(v) = f(v) as compliant.
2.3.2 A Priori Convergence Arguments
We now consider the rate at which UN(pL) and SN(P) converge to u(p) and s(p), respectively. To
begin, it is standard to demonstrate the optimality of UN([) in the sense that
IJu([I) - UN(Jt)IIY inf IIU(1) -WNY< 22 inf Iu(P)-WNIIY-
a(t) WNEWN aO WNEWN
where 11 - Ily is the norm associated with Y, and a(p) and 'y(p) are continuity and coercivity
constants associated with the bilinear form a(.,.; .). Furthermore, for the compliant output from
the orthogonality of the Galerkin projection and the continuity of a(.,.;.) it follows that
s(4)-sN(P) = a(u([p)-UN(p), u(hp)-UN(I); pi) 'Y(P)( U(A)-UN(p IY)2 m(fuG)-uN(O IIY) 2.
(2.18)
As we observe, SN(A) converges to s(p) as the square of the error in uN(P).
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(2.17)
At this point we have not discussed the algorithm of how to select the sample points, pi, i
1,..., N. In Section 2.3.4 we present an efficient "greedy" algorithm that covers this matter.
These theoretical considerations suggest that N may, indeed, be chosen very small. However,
we note that both the left and the right hand sides of (2.14) (and therefore UN(p) and SN(p))
depend on the basis functions, (j, i = 1,...,N and are therefore potentially very expensive to
evaluate. Our goal then is to deliver a framework that will allow us to calculate UN(p) and SN(P)
in a computationally efficient way.
2.3.3 A Posteriori Error Estimation
A Posteriori Error Bound for |1eN(P)Ijy and Compliant Output
After obtaining the reduced basis approximation UN (p), we proceed to the next step during which
we verify the accuracy of this approximation. We start by introducing a linear functional R(v; A) E
Y' which we refer to as the residual
R(v; y) = J(v) - a(UN(p), v; [t), V v E Y; (2.19)
we next define the "error function" as
eN(p) = U(t) - UN(0)- (2.20)
Invoking (2.10) and (2.14), we notice that eN(A) satisfies the following "error equation"
a(eN(W), v; P) = R(v; p), V v E Y. (2.21)
We next proceed using the ideas presented in [52, 57]. We start by introducing a bound con-
ditioner [18, 39, 52, 57] - a symmetric, continuous, and coercive bilinear form 6(v, v; p) such that
V A E D,V V E Y
aA 4)(I\v||y) 2 < pmin(t )&(v,v; At) < a(v,v; p) < pmax(ft)&(v,v ; A) y(A)(||vt|y) 2, (2.22)
where
1 Pmin(At), Pmax(At) p, to a(p), '}(A) yo, (2.23)
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for some (preferably small) constant p E R. The more detailed of description of different types of
bound conditioners is contained in [52, 57].
We next provide the error bound for the "compliant" output (when 1(v) = f(v), V v E Y) as we
mentioned in Section (2.3.1). We invoke (2.10) and (2.14) to obtain
a(eN(P), eN(P); it) = f ('U()) - f (UN(P)) = SWp) - SN(P), (2.24)
and, hence, based on the coercivity of a(.,.; .):
SN(P) < S(P)- (2.25)
We look for the error function 6N(11) which satisfies the following error equation
&(6N(i),V; P) = R(v;i ),V v E Y. (2.26)
We next construct AN(P) such that
a(eN(P), eCN(A); Pa) < ANI G = e(ON(), eNG(*) iP); (2.27)
it remains to demonstrate that a(eN([(), eN(P); A) < IN(A) - Ve plug eN(A) into (2.26) and invoke
(2.21), (2.22) and Cauchy-Schwartz' inequality:
a(eN(i), eN(i)) = R(eN(i); i) = e(N(A), eN(i); -t)
$(eN (A), e N W;/0) - (& (N W, 6 N (A); /() p.)
(2.28)
which implies
(2.29)a(eN(P), eN(i); iP) P A,( N(), N(i) it) Ni)Pmin
Since Pmin ;> 1 we can write that
SN(A) s(A) SN(A) +L N(A).- (2.30)
We now define the effectivity FIN(i) to measure the sharpness of our error prediction for the com-
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pliant output such that
nN_____ N(Pi)
-, - AMP) (2.31)
S(P) - SN (P) a (eN (PeN (P); P)
We then readily construct the error bound AN(p) for YN(L)1jy just by invoking the coercivity
property from (2.22)
eYN(j)IJY ! ( = ( (2.32)
and hence
'N(P) = a(A)(AN(A))2  (2.33)
We also introduce the effectivity for AN(i)
TN(A) = A -N(P) (2.34)
IeN()IY
As we can see from (2.32), (2.27), both effectivities ' N(p) and rJN(t) are bounded from below by
1. On the other hand, we would like to keep the effectivity as close to 1 as possible, so that our
error bound remains sharp. We next provide a priori effectivity analysis which allows us to obtain
a priori bounds for N(At) and nN(P)-
We note that (2.27) and (2.32) hold for any choice of bound conditioner that satisfies (2.22)
and (2.23). If we choose the bound conditioner as a(V, v; p) = a(_) I I Vl1 - which obviously satisfies
(2.22) and (2.23) - it is then standard to show that
1
AN YR(v;p) y, (2.35)
and hence using (2.33)
IA~N(1i) = a(II(1R(v; A) fly')2. (2.36)
The calculation of the dual norm I|R(v;p)JIyi becomes an easy matter once we invoke (2.6) and
(2.7).
A Priori Effectivity Analysis
We now prove that
Pmin(A) <- N(I-) :5 Pmax(tt). (2.37)
49
The proof for the lower bound follows from (2.24) and (2.28); for the upper bound we appeal to
(2.21), (2.26) and invoke Cauchy-Schwartz' inequality:
&(6N (A), N( = R(eN(); 1-t) = a(eN(u), eN(I-))
(a (eN (p), CN (A); p) I (a (6N (tt), eN (P;/t)m rax (a (eN (1-0, e-N (A) #9 N(M )
(2.38)
from which the desired result readily follows. Invoking (2.22) and (2.37) we obtain the lower and
upper bound for 'rN ([L)
Prmin ([t) N(P) 3N(It) N(P) ,(2.39)Va(e-N(P), eN([I); [t) - a(It)(Ile-N([I)I)2 I HeN (P)iII
AN(PN EN Nft 2
IIeNCL()H P()(jeN(P)II)2 - (L)(IIeCN (/I)2 -1()i) .(2.40)
A Posteriori Error Bound for Linear Outputs
We now consider the case when our output of interest s(p) is given by an arbitrary functional
1(v) E Y' such that 1(v) = f(v). We first observe that for any 1(v) E Y' we can write that
11(eN(I)= Il(U ti)) - l(UNQY'))I <- lI'eNJ K I lI1YI'AN(II), (2.41)
so once the error bound AN(A) is obtained we can provide and upper and lower bound for the
reduced basis approximation sN(p) = l(UN(P)) for any linear functional in Y'. The calculation
of the dual norm becomes an easy matter if we employ the Riesz representation operator 2.6 and
the direct result of the Riesz representation theorem. According to (2.41) sN(M) converges to s(p)
linearly with IIeN(/) IY-
There also exists an alternative "duality" approach [49, 22, 42] for constructing the error bound
for the output s(p) which enables us to recover the convergence effect similar to the "square"
convergence of the compliant output.
2.3.4 Sample Selection Algorithm
We now provide an inexpensive "greedy" algorithm for selecting the sample SN. Let us assume
that we have a big pool - which we call Sp, 01 - of N,,0 l points {#, ... , "p } to pick from. We
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need to select N < Np,,l points { 1..., /NI from Spool to form SN.
We start by selecting the first point randomly, or just picking the first point in the list pp and
setting p , = pp. We then set k =1, Sk {p } and build the off-line/on-line framework (the
details of this procedure are provided in Section 2.3.5).
We next go over all the remaining points in Spool and select the next point as
[tk+1 = arg max AN (P), (2.42)
spool
or
Pk+1 = arg nax eN (P) Y, (2.43)
Spool
which we add to Sk. We note that both AN(fti) and obviously |e(/ti)Ii = 1,..., k are equal to
zero. We then set k = 2. We keep repeating step (2.42) or (2.43) and incrementing k till we reach
k = N.
The choice of (2.42) or (2.43) depends on how big Npo00 is. Clearly, (2.42) is cheaper to evaluate
since (2.43) requires solving .AxK linear system. If our bounds are sharp enough or, in other words,
effectivities do not divert from 1 significantly, the first choice is computationally advantageous and
produces almost the same outcome as the second one.
When choosing the sample Spool we should pay attention to P, the dimension of the parameter
domain D. The most intuitive choice is to select Spool as a relatively fine uniform mesh over D;
the problem with this approach is that even when P is relatively small, say 7 or 13, as in the
model problems introduced in Sections 1.1 and 2.4, respectively, the computational complexity of
the algorithm becomes too huge: the number of points in a uniform grid of D has an exponential
growth with P for a fixed grid diameter.
In many cases the extent to which different parameters influence the field distribution and the
outputs of interest is quite inhomogeneous. In this case we would be more interested to have more
extensive parameter variation over the range of the "more important" parameters.
We also can just simply choose Npool random parameter points from D and then proceed with
the sample selection algorithm as described in this Section. Such a "random" approach most likely
will yield a slightly worse result than the "mesh" approach, but sometimes the former is the only
possible choice, since otherwise the computational burden is too big.
We conclude the discussion of the greedy algorithm by stating that our error estimation pro-
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1-1.
cedures remain rigorous in all cases, regardless of the choice of (2.42) versus (2.43) or the way we
select Spool.
2.3.5 Off-line/On-line Procedure
We now present the algorithm for the off-line/on-line computational procedure. During the off-line
stage we make all the necessary preparations for the on-line stage, i.e. we precompute and store all
the required vectors and matrices so that during the on-line we could calculate the reduced basis
approximation and the required error bound bound in a fast manner.
Reduced Basis Approximation
We use (2.16), the representation of uN([t), to rewrite (2.14) in the matrix-vector form as follows:
AN (,') r'N(P) EN, (2.44)
where
AN (p) a(ci, (j;p), ij 1 ... N, (2.45)
FNi f(), i = 1, ... ,N. (2.46)
We then invoke (2.11), the affine decomposition of a(.,.;,), to obtain
Q
AN(P) = q0')A'(1-), (2.47)
q=1
where
A q. = a( i, j = 1, ... , N, q = 1,..., Q. (2.48)
We note that in the decomposition (2.47) A q are N x N matrices and EN is an N-dimensional
vector. During the on-line stage it takes O(QN 2) operations to assemble the linear system (2.44)
and O(N 3) operations to solve it.
Our output approximation is then given by
SN(A) = UN ) LN, (2.49)
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Clearly, for the compliant output FN = LN-
Error Bound
We are going to focus on the construction of AN(P) only since the error bounds for the linear
outputs of interest can be easily obtained once we have the former using (2.35), (2.24),
the duality approach [49] as it was discussed in Section 2.3.3.
We rewrite (2.19), the expression for R(v; p), as
Q N
R(v; p) = f (v) - YYeq(P)uNi (p)a ((n, v);
q=1 i=1
renumbering (2.50) we obtain
K
R (v; 1) = j (p) Tj (v),
j=1
where K = 1 + QN and
(2.41) or
(2.50)
(2.51)
T (A) = 1, T i(v) = f (v);
forj = 2,...,1 +QN
j = 1 + (q - 1)N +i, T =() -Eq(p)uN1 (P), Tj (V) -a q((I, V), q = 1, .,N. (2.53)
We can now write the expression for e(N(A), N(A); A) from (2.27) as
(2.54)
where
(2.55)
(2.56)
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(2.52)
K
d(N (P), 6N(P);) -r j , '(p)jAjf,
&(zj, v; p) = f (v), V v E Y.
= a (zj, zj,; P),
The expression for the error bound AN (P) is then obtained from (2.32) as
K
L rj (p)rTy (p) Ajj
,AN(A) = (2.57)
We thus state that the off-line stage requires precomputation of Ajj which involves K 2 -
O(Q 2 N 2 ) solutions of N x .A; in fact, Ajj is symmetric so the number of solutions can be reduced
roughly by a factor of 2. From (2.57) we observe that construction of the error bound AN(A)
requires K 2 = O(Q 2 N 2 ) operations provided that Ajj has been precomputed.
Numerical Algorithm
Off-line
1. Generate SN as described in Section 2.3.4 and construct the basis for WN
2. Precompute FN as in (2.46) and A' as in (2.48), q = 1 ... ,Q;
3. Precompute Air as in (2.55), j,j' = 1, ... , 1 + QN.
On-line
1. Form AN as in (2.47) and solve (2.44) for UN(W). Cost: O(QN 2 ) + 0(N 3 )
2. Construct the error bound AN(P) from (2.57). Cost: O(Q 2 N 2 ).
Total on-line cost: O(QN 2 ) + O(N 3 ) + O(Q 2 N 2).
2.4 Model Problem: 2D Thermal Fin
2.4.1 Problem Statement
We are going to study a variation of the model problem we introduced in Section 1.1; a similar
problem was earlier studied in [491. We will use this model problem to illustrate application of the
classical reduced basis method by providing concrete numerical results.
We consider a 2D thermal fin which is schematically depicted in Figure 2-2; the fin is charac-
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terized by 13 parameters (P=13) which constitute a 13-dimensional vector,
p=ki , k2 , k3 , k4 , Bi , 01, 32 , 03 , 04 , al , a2 , a3 , a4,
Al A2 A3 A4 P5 16 P7 18 19 910 111 [12 013
where ki, i 1, ... ,4 is the conductivity of the ith sub-fin (Qi), Bi is the Biot number, a non-
dimensional heat transfer coefficient reflecting convective transport to the air at the fin surfaces,
o,3 as, i = 1,... , 4 are the length and the thickness of the ith sub-fin, respectively, as shown in
Figure 2-2. All the geometric parameters in this model problem are measured relative to the
post width. The total height of the fin is equal to H = 3 + ai + a 2 + a3 + a 4 , since the height
of the sections between the sub-fins is fixed at 0.75. For our parameter domain we choose D
[0.1, 10.0]4 x [0.01, 1.0] x [2, 3] 4 x [0.1, 0.5]4, that is, 0.1 < ki < 10.0 i = 1, ... , 4 for the conductivities,
0.01 K Bi < 1,2 < f-i 3,0.1 < ai K 0.5, i = 1,...,4 for the geometric parameters. We are
primarily interested in the norm of the error I|eNOI)I Y = IuG/i) - UN(P)IIy and the error bound
for it since we can express the approximation for the linear outputs through ieN(P)I Y as it was
shown in Section 2.3.3.
Bi
I Q4  k4
Z3 k3P
f 2 k2
4 k4 a4
/34
03 k3a3
ko 33
2 k2 (
1% 2 I
/3' 1
root
Figure 2-2: 2D affine model problem: a thermal fin with affine shape variation.
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2.4.2 Governing Partial Differential Equations
Strong form
The temperature distribution i(p) is obtained by solution of the following elliptic partial differential
equation:
-k , V 2 5(p) = 0 in Qi, i = 0,... , 4, (2.58)
where V 2 is the Laplacian operator, and iii(p) _ ii([)jy refers to the restriction of ii(pt) to Q2 .
Here ni is the region of the fin with conductivity ki, i = 0, ... , 4: Qo is thus the central post, and
n2. i = 1, ... , 4, corresponds to the four sub-fins. The use of "~" symbol over u(p) signifies that
the shape and the size of the thermal fin - which area we denote as (n(p) - depend on M. In Section
2.4.3 we describe the procedure which allows us to switch to a parameter independent reference
domain Q; after that the symbol "-" will be dropped.
We must also ensure continuity of temperature and heat flux at the conductivity-discontinuity
interfaces fi = &Qo n DQi, i = 1,..., 4, where aQ2 denotes the boundary of Qi:
iiO p) = 'ai(it), (2.59)
-(Vio(p) - ni) = -ki(Vi(p) - 'i) on fi, i = 1.... ,4; (2.60)
here 'Al is the outward normal on Q2n. We introduce a Neumann boundary condition on the fin
root:
-(Vo(p ) = -1 on Froot, (2.61)
which models the heat source; and the Robin boundary condition:
-ki(Vfi(p) - Ai) = Bi ti (p) on fext j, i = 0, . . . , 4, (2.62)
which models the convective heat losses.
Weak form
Multiplying (2.58) by an arbitrary function i E Y = H 1 (f) and integrating over f we obtain
4
-f-ki V 2,a(P), = 0. (2.63)
i=O
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Integrating by parts and applying the divergence theorem we rewrite (2.63) as
4
Efk Vf(p) W - ki at() i = 0, V i E (2.64)
i= a afn a
where &Qi, i = 1, . . . , 4 denotes the boundary of Qi.
Using the continuity conditions (2.59) and (2.60) and the boundary conditions (2.61) and (2.62)
we arrive at the weak form of the original partial differential equations
4
k JkiV ()Vi + Bi a (p)3= Ji, V EY. (2.65)
eTXt root
2.4.3 Reduction to Abstract Form
The formulation (2.65) is now very close to the abstract formulation of Section 2.1. The only
complication - as we can observe from Figure 2-2 - is that the size and shape of the thermal fin
(and hence n(M) and its boundary) depend on aj, 13j, i = 1, ... , 4. For the construction of the
classical reduced basis method it is essential to perform all the computations over a fixed reference
domain Q.
Affine Mappings
To begin we consider an arbitrary parameter dependent domain E(P) - such as Qj, i = 1, ... , 4
in the model problem of this Chapter. We next introduce the parameter independent reference
domain E and the affine mapping g(p) such that V i E E(p) and V x E E
S= g(; p) = G(p) + gr(p), (2.66)
E = g(; ), (2.67)
where G(p) is a p-dependent 2 x 2 matrix and g'(p) is a p-dependent 2-dimensional vector. The
boundary aE(p) = IF(p) is mapped into 9E = '. It is next standard to show that V Ci(), (.) E
H'(t), V w (), v(x_) E H'(E)
VfViiVed = ( -- ((Gil (p))2 + (G12(-)) 2 ) +j j&xm 8x1
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( + )(Gni( )G 2 1( i) + G12 ( p)G 22 (1P)) +
aX1 Ox2 Ox2 Ox 1
Ow Ov
ow a ((G2 1()) 2 + (G22(p))2) IG(p)-IdEJX2 X2
f n~;df =wvjQ-1(p)dtjd',
N/()
(2.68)
(2.69)
r
where et is a unit vector tangent to the boundary 9E and
2 1/2
G-1(p e' = (G ge, )2 (2.70)
Abstract Form
4,1 4,2
!0,4 p 4 ,2 f 4 2
F.1
4.,1g 0,8 ,2
f3.1 f 0, 3 f 3 . 2
f0,7
31
2,1 !N,2 2,2
1g f0,6 f ,2
fo,1
froot
1,2 2
4, 1 4,2
Q41 O,4 Q4,2
Fr, 1  QO,8 F9
3,1__,3 3,2
Q3,1 QO 3 Q3,2
QO,7 F)
Q21 O,2 Q2,2
F],1  QO,6 Pg
1 1,2
'-'V
'-1,1
QO,5
Froot
121.2
Figure 2-3: 2D
domain f (left)
affine model problem: the mapping g(A) : (p) - Q between the varying shape
and fixed reference domain Q (right) and their respective boundaries.
We are now ready to introduce an affine geometric mapping that allows us to reformulate the
problem over a parameter independent domain. We introduce a continuous mapping g(/t) :(P) -
Q which is schematically depicted in Figure 2-3. Each of the 16 sub-domains of Q(p): no,j, i =
1, ... ,8, fij,kj = 1,..., 4, k = 1, 2 is mapped into QO,i, i = 1, ... ,8, Oj,kj = 1,...,4,k = 1,2,
respectively. The height and width of each sub-fin (0j,k) in the reference domain 0 is equal to aref
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-41 1 4,1
1
r7
r7
17
1F
I I
I
2
f 1 1
! 1, 1 10,1
and 3Oref.
We next note that g is comprised of 16 different local sub-mappings gi corresponding to the 16
sub-domains as shown in Figure 2-3 where each gi admits decomposition (2.66); we also observe
that the vector gr(p) from (2.66) does not enter into (2.68) and (2.69). However, the correct choice
of gr(jt) is necessary to ensure the continuity of the global mapping g. In (2.71), (2.72), and (2.73)
we give the description of the mapping g by providing a matrix Gk for every gk, k = 1,... , 16
O, --+ Qo,j, i = 1,... , 4, k = 1,. .. 4
1 0
gk (p) = (2.71)
0 1-
I oi (-+2o,i, =5,..., 8, (k 5,..., 8
1 0
0 1
n Qg- i' 'i=1,..., 4, j =1,2, k = 9,..., 16
the model problem:
// 4 ( i OW &i &reff8W O
a(w,v;p)=JVwVv+Bi Iv+ /+J O+
J3 ref 07 7 i 3
Fo extlOQ0 \Troot WVOX a i X &2+
kOrefai [OW OV +k ref~i fOw Ov ._ fi .vB , 2.4k +i +(2.74)
where hi = , U n ,2, i = 1, ... , 4 and in (It) is the horizontal (vertical) part of the exterior
boundary of 2, respectively. Thus, Q, the total number of affine parameters, is equal to 26.
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2.4.4 Numerical Results
To obtain the "truth" solution u(p) of this model problem we consider a finite element mesh
that consists of 21802 points. We note that all inputs, i.e. all entries of the parameter point P
(arguably with the exception of ai, i = 1, ... , 4) exhibit meaningful influence on u(p) which is il-
lustrated in Table 2.1. The data in Table 2.1 is organized in the following way: we first choose P* =
P * ki k2 k3  k4 Bi 1 /32 /33 /34 a, a2 3 a4
6.89 0.69 5.44 5.69 5.85 5.93 0.75 6.22 6.27 6.30 6.31 6.88 6.88 6.88 6.88
Table 2.1: 2D affine model problem: Uroot(A) variation.
{0.1,0.1,0.1,0.1,0.01,2,2,2,2,0.1,0.1,0.1,0.1}, ** = {10, 10, 10, 10, 1,3,33,3,0.5,0.5,0.5,0.5}, Uroot(*),
Uroot(p**) are given in the first two columns of Table 2.1. We next construct P parameter points
Aj, i = 1, ... , P such that all the entries of ii are equal to the entries of p* except for the ith
entry which, in turn, is equal to the ith entry of p**. The values for all uroot(Ii), i = 1, ... P are
presented in the subsequent columns of Table 2.1. We observe that the smallest output variation
corresponds to ai, i = 1, ... , 4 whereas for all other parameters we are able to achieve at least a
10% change in the output.
In Figure 2-4 we plot the field solution u(p) for four different values of p.
We then randomly generate a pool of points Spool, Np,00 = 100000, from which we choose N
points to form SN as described in Section 2.3.4. After that we build the off-line/on-line framework.
We next test the convergence and the accuracy of our reduced basis approach.
Convergence
As described in Section 2.3.3, we introduce a bound conditioner &(.,.; u) that is equal to
Q
h(w,v) = ( ,qaq(w,v) =
q=1
I' f o &wv f m Ow v
VWVV + 0.01 wv + 0.4 ]+0.5 +
0 + extnaoo\Froot 4 4
U QO,i U QOi
i=1 i=1
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Figure 2-4: 2D affine model problem: the field solution u(p) for
(a) = {0.10, 0.10, 0.10, 0.10, 0.01, 2.00, 0.10, 2.00, 0.10, 2.00, 0.10, 2.00, 0.10},
(b) p = {3.40, 3.40,3.40, 3.40,0.34, 2.33, 0.23, 2.33, 0.23, 2.33, 0.23, 2.33, 0.23},
(c) y = {6.70, 6.70, 6.70,6.70,0.67,2.67,0.37, 2.67, 0.37, 2.67, 0.37,2.67, 0.37},
(d) t = {10.00, 10.00,10.00,10.00,1.00,3.00,0.50, 3.00,0.50, 3.00,0.50,3.00, 0.50}.
fI &w v I m &wvff
0.0267 ] 0 + 0.05 I 2 O + 0.01 ] wv + 0.04 wv, (2.75)
0 Qj U Qj U ry i- rj= 1 i=1
where Eq = min E' (p), q = 1, ... , Q. We note that this bound conditioner is independent of p, the
pE'D
description of the more sophisticated bound conditioners could be found in [52, 571. From (2.74)
we can easily see that (.) satisfies (2.22) and hence is suitable for our purposes. For this choice
of bound conditioner the constants - as given in (2.22) - assume the following values: ao = 0.0231,
Pmin = 1, Pmax = 750, yo = 37.4554.
All the numerical results - unless specifically indicated otherwise - are averaged over a sample
set Stest = {/, ... , pLet} of cardinality Ntest = 100000 which provides some level of statistical
significance for our test and because of that we drop the dependence in p for all quantities we
consider. In Figure 2-5 we present the dependencies of I eN II and AN on N, whereas in Figure 2-6
we provide the same dependencies for a(eN, eN) and AN. As we observe from Figures 2-5 and 2-6,
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Figure 2-6: Classical reduced basis method, 2D
affine model problem: a(eN, eN) and AN as
functions of N.
all of the following quantities: IeN1, AN, a(eN, eN), and LN decrease with N. In Table 2.2 we
provide the rate of relative convergence, i.e. AN and a(eNeN) A with respect to N. AtI IU 7 Flu-ly a(u,u) ' a(u,u)
N = 36 IeNiIY reaches the 1% accuracy which is already a good approximation in the engineering
practice. At the same time the best level of relative accuracy in AN we achieve is equal to 1.54%.
To reach better accuracy we need to further increase N. As we stated earlier, this problem depends
in an essential manner on all the inputs - thus the rate of convergence is worse than for a similar
problem as described in [49] since our problem has a "richer" parameter dependence.
Effectivity
We are also interested in measuring the sharpness of our error prediction. We first provide the
bounds for the effectivities rlN(P). As given by (2.39) and (2.40) /N(/-t) is bounded from below by
the value of 1 and from above by Arnax.YO = 1101.8298.
cao
In Figure 2-7 we present the plot for effectivities rN, r1N as functions of N. We note that both
T/N and TN do not display any significant dependence on N and stays in the range of [25,70] which
is significantly lower than the theoretical upper bound for the effectivity; this ensures that our
error bounds are indeed reasonably sharp. In general, it is possible to improve the effectivity even
further by choosing more sophisticated bound conditioners [52, 57].
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I - , -, , P 11 11 - - -= i - - --
Table 2.2: Classical reduced basis method, 2D affine model problem: relative convergence of leN
AN and a(eN, eN), AN with respect to N.
Computational Costs
During the off-line stage the calculation of Aj as given in (2.55) presents the biggest computational
challenge as we need to perform roughly Q 2 N 2 of solves of M x K linear systems of equations.
The time required to run the off-line stage depends mostly on the "raw" power of the computer; it
requires several weeks to complete this stage on a modern PC. In the next Chapter we propose a new
partition of unity method which allows us to reduce the off-line computational time significantly
by decomposing the error estimate into a sum of the local contributions from smaller subdomains
Pi c Q,i = 1, ... , S. With this approach there is no longer a need to solve the K x K system -
we only need to solve systems which are equal in size to the number of nodes in these subdomains
Pi.-
We now turn to the issue of the actual computational efficiency of the classical reduced basis
method during the on-line stage. In Table 2.3 we present the dependencies of tUN, the time required
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N leNilY AN a(eN,eN) &N
N ully Ilully a(u,u) a(u,u)
5 1.60e-01 5.72e+00 4.38e-02 9.89e-01
10 7.40e-02 2.45e+00 8.36e-03 1.97e-01
15 4.75e-02 1.48e+00 3.31e-03 6.65e-02
20 2.07e-02 8.70e-01 6.30e-04 2.32e-02
25 1.53e-02 6.72e-01 3.37e-04 1.36e-02
30 1.31e-02 5.74e-01 2.47e-04 9.44e-03
35 1.05e-02 4.83e-01 1.64e-04 6.71e-03
40 7.07e-03 3.21e-01 7.54e-05 2.98e-03
45 4.39e-03 2.30e-01 3.07e-05 1.51e-03
50 3.70e-03 1.96e-01 2.09e-05 1.08e-03
55 2.33e-03 1.14e-01 8.03e-06 3.77e-04
60 1.64e-03 7.32e-02 3.81e-06 1.50e-04
65 1.44e-03 6.68e-02 3.06e-06 1.24e-04
70 1.25e-03 5.64e-02 2.25e-06 8.75e-05
75 9.60e-04 4.48e-02 1.35e-06 5.56e-05
80 6.37e-04 3.41e-02 5.99e-07 3.25e-05
85 5.21e-04 2.98e-02 4.06e-07 2.50e-05
90 4.30e-04 2.49e-02 2.81e-07 1.74e-05
95 3.38e-04 1.94e-02 1.77e-07 1.06e-05
100 2.49e-04 1.54e-02 1.01e-07 6.67e-06
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Figure 2-7: Classical reduced basis method, 2D affine model problem: effectivities 7rN and riN as
functions of N.
to obtain uN' tAN, the time required to obtain AN, and ttot = tUN + tAN, the total time for the
on-line stage as functions of N. In the rightmost column of Table 2.3 we give the value of ttr, the
time that is necessary to obtain the truth solution u(p) which is obviously independent of N.
As we observe from Table 2.3, both tuN tAN increase with N which is consistent with their
operation counts, O(QN 2 )+O(N 3 ) and O(Q 2 N 2 ), respectively. We also note that tAN dominates
tUN and hence the former provides the main contribution to ttot; this fact is partly explained by a
relatively large value of Q; it also relates to the complexity of precomputing Aj during the off-line
stage.
In Chapter 3 we present a version of the partition of unity method which can be applied to affine
problems. With this new method we attempt to reduce this Q2 N 2 dependence of the operation
count both for the off-line and the on-line stage.
In general, even for the highest value of N = Nmax (Nmax = 100) the reduced basis method
is still approximately 25 times more efficient than the finite element method (we measure the
efficiency by considering the ratio t). All the computations are performed in Matlab where
matrix-vector operations are performed much faster than the user defined functions; this works
against the computational efficiency of the classical reduced basis method. If the user chooses
a different programming environment - such as for example C/C++ - we expect computational
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Table 2.3: Classical reduced basis method, 2D affine model problem: on-line computational times.
savings to be even more substantial.
Conclusions
Summarizing the the theoretical and numerical results we presented in this Chapter, we can state
that even for the problem of relatively high affine complexity the classical reduced basis method
fulfills the goals set in Section 1.3.1; it provides a precise approximation for the finite element
solution with certified accuracy; the error bound is sharp and at the same time we achieve reason-
able computational savings. We expect the computational savings to be even more significant for
different choices of programming environment.
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N tUN) tAN, I ttot t 7  S
5 1.86e-03 3.68e-04 2.23e-03 1582.45 3.53
10 2.14e-03 5.78e-03 7.92e-03 445.26 3.53
15 2.16e-03 3.1le-03 5.27e-03 669.48 3.53
20 2.58e-03 5.42e-03 8.00e-03 440.79 3.53
25 3.12e-03 7.81e-03 1.09e-02 322.73 3.53
30 3.39e-03 1.10e-02 1.44e-02 245.21 3.53
35 3.88e-03 1.43e-02 1.82e-02 193.61 3.53
40 4.62e-03 1.82e-02 2.28e-02 154.68 3.53
45 5.11e-03 2.31e-02 2.82e-02 124.86 3.53
50 5.99e-03 2.86e-02 3.46e-02 101.91 3.53
55 7.47e-03 3.37e-02 4.12e-02 85.61 3.53
60 8.17e-03 4.14e-02 4.95e-02 71.19 3.53
65 1.13e-02 4.82e-02 5.95e-02 59.25 3.53
70 1.26e-02 5.53e-02 6.79e-02 51.90 3.53
75 1.47e-02 6.32e-02 7.79e-02 45.23 3.53
80 1.76e-02 6.98e-02 8.74e-02 40.35 3.53
85 1.96e-02 7.95e-02 9.91e-02 35.57 3.53
90 2.37e-02 9.06e-02 1.14e-01 30.84 3.53
95 2.83e-02 1.00e-01 1.28e-01 27.48 3.53
100 3.24e-02 1.11e-01 1.43e-01 24.57 3.53
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Chapter 3
Locally Non-affine Coercive Problems:
Partition of Unity Method
3.1 General Abstract Problem Statement
As in Chapter 2, we consider a suitably regular (smooth) parameter-independent domain Q C
Rd, d = 1, 2, or 3, and associated function space Y C (H 1 (Q))P with inner product (., .)y, norm
- y = (. .)2, and dual space Y'; as before, we define a parameter set D c RP, a particular
point in which will be denoted p.
We now consider the bilinear form a(., .; p) : Y 2 -- R corresponding to the underlying second-
order partial differential equations. We assume that a(.,.;.) is continuous: there exists -y(p) > 0
such that
a(w, v; p) < -y(p)jjwjjy||v|jy < 'yo fwjjyjjv|jy, V p E D; (3.1)
furthermore, we assume that a(.,.;.) is coercive: there exists a(y) > 0 such that
0 < ceo < a(y) = inf JJV1, I ) V p E D, (3.2)VEY IYI~
and symmetric, a(w, v; /t) = a(v, w; it), V w, v E Y, V 1t E D; we also introduce the bounded linear
functionals f(.) E Y' and l(.) E Y'. We shall again make certain assumptions on the parametric
dependence of a(., .; p), f(.), and l(.). In particular, we shall suppose that f(.) and 1(.) are parameter
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independent and a(., .; p) can be expressed in the following way
a(w, v; p) aA(w, v; p) -I- aNA(w, v; pE), V , v E Y, V ft E D, (3.3)
where a^(., .; p) is a continuous and affine bilinear form as previously described in Section 2.1.
Consistent with the definition (2.11) of the previous Chapter, a'(., .; p) may be expressed as
Q
aA(w, V; [1) 3 Eq(p) aq(w, v) V W, V E Y, V y E D, (3.4)
q=1
where the E(p.): D -* JR is a function and aq(.,.): Y 2 --+ R is a bilinear form without any
parametric dependence.
For aNA(.,.;.) we allow general (unrestricted, non-affine) parametric dependence. The only
limitation we impose is that this kind of general general dependence can only appear in the area
Qna C Q and the size of the former is small compared to the size of the latter. More specifically,
Vvw Y : v 0=wn = 0
aNA (,, v; ) = 0, V [ E D. (3.5)
The assumptions of the affine parameter dependence and the "local" nature of the non-affine
dependence are crucial for the computational efficiency and rigorous error estimation of the partition
of unity method that we are going to present in this Chapter.
Our abstract problem statement is then: find u(p) E Y such that
a(u(p), v; p) f(v), V v E Y. (3.6)
The output of interest s(p) is given by
s(p) = l(u(p)). (3.7)
We refer to the particular case when l(.) = f(.) as "compliant".
As before, (3.6) is our partial differential equation (in weak form), p is our parameter, u(p) is
our field solution, and s(p) is our output.
We will refer to the problems that are given by (3.6) and admit the decomposition which is
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consistent with (3.3), (3.4), and (3.5) as locally non-affine.
In actual practice, Y is replaced by an appropriate "truth" finite element approximation space
Yg of dimension / defined on a suitably fine truth mesh. We then approximate u(M) and si(p) by
ut(p) and sg(p), respectively, and assume that Yg is sufficiently rich such that ug(p) and sg(p)
are indistinguishable from u(p) and s(p), respectively.
The number of basis functions, / of Y is equal to the number of nodes in the finite element
discretization of Q. We denote the number of nodes in Qna as n,na. Since the size of Qna is small
compared Q the same applies to A with respect to nna. A priori we will require nna to be no bigger
than L. Later we will confirm the validity of this assumption from the viewpoint of the efficiency
of our computational procedure.
3.1.1 Failure of Classical Reduced Basis Method
It is now time to demonstrate the pitfalls of the classical reduced basis approach which was described
in Chapter 2.
As previously discussed, we start by introducing the sample SN = {p1, - , pN} and the re-
duced basis function space WN = span{f1 U(P 1), - - - , u(PN)}. We look for the reduced basis
approximation uN(p) such that
a(uN(P),v;P) = f(v), V v E WN, (3.8)
N
UN(P) = uNi 1)(i- (3.9)
i=1
Using the decomposition (3.9) we rewrite (3.8) in matrix-vector form as follows
AN&4L'N(P) = FNI (3.10)
where FN= f((i), i 1,..., N and
Q
N(P') E8q ()A%+ Ana(pL) ,(3.11)
, tiot-afflie part
affine part
where A% -. (( , (j), AV = aNA((,i, (j; ), ij = 1, ... ,N, q = 1, Q.
For now we skip the off-line stage and address the on-line stage directly. Given a new value of
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p we first need to assemble the left hand side of (3.8) which is decomposed as shown in (3.11). The
assembly of the affine part of (3.11) requires (QN 2) operations. However, we cannot precompute
A" in the same manner. Instead, we first have to form the finite element matrix A" corresponding
to Qna, A" = aNA(0,, 0j), i, j = 1,...,N; here i, i = 1,...,N is a finite element test function of
Yg. We only have to choose #i which have non-zero support in Qna, hence this assembly requires
O(rna) operations. We then project Ana(pt) onto the reduced basis space WN to calculate Ana
ANj , j; i,J 1, ... N, which requires 0(nnaN2 ) operations. Finally, we obtain
!N(p) by solving (3-10). This requires O(N 3 ) operations.
We readily note that the total operation count to obtain the reduced basis approximation uN(P)
equals to O(QN 2 ) + 0(nnaN 2 ) + O(N 3 ) and has linear dependence in nna. This is very close to the
maximum price we are willing to pay for the reduced basis approximation because nna is a fraction
of K, the total number of finite element nodes, which, in turn, is typically a very large number.
Therefore, if the operation count for the reduced basis approximation scales as n)a, where 3 is not
in the close vicinity of 1 - say, = 2 - we can no longer expect any computational savings and
the reduced basis method loses its attractiveness. We are going to return to this issue later in this
Section.
We now turn to the evaluation of the error bound NN(P) such that
a (eN(it), eN(P); P) <_ ' N(P)- (3-12)
As it was demonstrated in Section (2.3.3), the construction of AN(ft) essentially requires eval-
uation of e(dN(P), eN(P); P) where
e( (P), V; p) = R(v; p), V v E Y, (3.13)
where, in turn,
R(v; p) = f (v) - a(uN(I), v; P)- (3-14)
In Chapter 2 we have shown that if the residual R(v; /t) admits the decomposition (2.51)
of K terms which a products of parameter dependent coefficients rj(p),j = 1,...,K and pa-
rameter independent linear functionals T3j(v),j = 1,...,K the operation count for evaluation of
&(6N(P), 6N (P); p) requires K 2 operations. Thus, for the purely affine case this operation count is
(1 + QN) 2 = 0(Q 2 N 2 ).
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However, locally non-affine problems do not readily admit a decomposition similar to (2.51)
because a(., .; p) is no longer an affine form. In order to address this issue we can replace the non-
affine dependence by an affine element-wise dependence in Qna. In other words, we will treat each
element in Qna as an independent domain for which we extract a specific parameter dependence.
Following this "naive" extension of the CRBM we immediately observe that the number of terms in
the residual decomposition, H = + (Q +rei)N; ne1 is the number of elements in Ona, ne= O(=tna).
As we just mentioned, this implies that we will need 0((Q + nna)2 N 2 ) operations to obtain the
error bound. This is too much of a burden for our reduced basis method to remain efficient. Let us
consider an example for which K = 10000 and set nna = 1000, which is consistent with our earlier
assumption. The operation count will scale at least as 106 which is significantly more than it takes
to solve the original problem directly.
In general, it takes Ct, = O('NN) operations to obtain the "truth" finite element solution u(p)
where r, depends on the specifics of the problem and the solution technique. We choose Krylov
subspace or analogous highly efficient iterative method [50] as our solution technique and use it as
a benchmark. Typically K lies in the range if (1,2]. At the same time the on-line operation count
for the "naive" extension of the CRBM is equal to Crb = O(QN 2 ) + O(nnaN 2 ) + O(N 3 ) + 0((Q +
nna) 2 N 2 ). In order for our method to remain efficient we require that Crb < Ctr; this condition
is much harder (or even impossible) to satisfy when we have quadratic dependence in nna (recall
that nna is proportional to K and n in most cases is less than 2). Also the "naive" reduced basis
method clearly loses its computational efficiency if there is a need to increase K - which is often the
case - again thanks to the debilitating quadratic dependence in nna; this effect becomes even more
noticeable for lower values of r,. We conclude the critique of the "naive" method by mentioning
that its operation count is also highly dependent on Q (note the cross-term nraQ) which in turn
imposes yet another restriction on the parametric complexity of the underlying problem.
Based on the arguments presented in this Section we arrive at the following conclusion: in order
to fulfill the the goals of providing a computationally reliable and efficient reduced basis method we
need to augment the classical reduced basis method in a different way than offered by this "naive"
extension. Later in this Chapter we introduce a new partition of unity method with which we are
going to address this issue.
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3.2 Partition of Unity Method
3.2.1 Partition of Unity
As we previously mentioned, we obtain the "truth" solution by using the finite element discretization
over Q. Let us denote the corresponding discretization as Tg where K stands for the number of
nodes. In this thesis we mostly consider two-dimensional model problems and use triangular finite
elements and piece-wise linear test functions. The theory we present can be extended to higher-
order finite element approximation which, however, lies beyond the scope of this thesis. Typically
K is quite a large number ranging from several thousand to even a million.
We start by introducing a system of S piecewise linear functions Di(1) E Y, i = 1, ... , S - which
we later refer to as the partition of unity - such that
S S i(j) = 1, V X E Q, (3.15)
and S
0= U i, (3.16)
i=1
where Pi is the region of support of GD: Pi = supp Di, i = 1, ... , S.
One way to introduce the partition of unity is to consider a very coarse triangulation of Q which
we call TS. In most cases it is possible to construct TS in such a way that S, the number of nodes
in TS is equal to 0(10). We show the relation between Tg and Ts for some hypothetical domain
Q C JR2 in Figure 3-1.
Furthermore, in order to maintain computational efficiency of our method we need that Ts --
with some certain requirements - to be as coarse as possible. We require that TK is a refinement of
TS. More formally it means that every finite element of the coarse Tj, j = 1, ... , Set - where Set is
the number of elements in TS - can be represented as a union of finite number of elements of TV.
We denote the finite element function spaces associated with TS and TV as YS and Yg, respec-
tively. As before, we will omit the K subindex in YK essentially referring to the fact that we make
almost no distinction between Y = H 1 (Q) and Y.
We next introduce the basis in Ys of linear test functions Di(x), i = 1, ... , S, such that
'Di~m) = 6ii, i, j = I,..., is, (3.17)
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"truth" TV
Figure 3-1: Partition of unity method: relation between TX, the "truth" discretization, and TS,
the coarse discretization.
where x is the jth node of the triangulation TS and Sjj is the Kronecker's symbol. It is easy to see
that <4j(x), i = 1, ... , S constitute a partition of unity of Q in the sense of (3.15).
We note that the use of the coarse mesh is not the only way to select a partition of unity. For
example, another valid approach would be to choose a set of functions which satisfy (3.15) and vary
only with respect to one of the space coordinates, say x 1 .
3.2.2 Reduced Basis Approximation
We are now ready to provide the mathematical description of our new technique which we call the
partition of unity method. We start by selecting a sample in parameter domain D
(3.18)
where pi E D, i = 1, .. , N. We follow one of the two the sample selection algorithms as described
in Section 2.3.4.
We then define our reduced-basis approximation space WN as
WN = span{(i = u(pi), i = 1, ... , N},
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(3.19)
mom
coarse T
SN = JP1, - - - , pNI,
where u(pj) E Y is the solution to (3.6) for p = pi. For any [ E D, we define the reduced-basis
approximation uN(p) which is obtained through Galerkin projection of u(/u) onto WN
a(uN(p),v) = f(v), V V E WN. (3.20)
From (3.20) we see that uN(P) can be expressed as a linear combination of basis function of
WVN
N
UN(I )7, UNj(A) (j. (3.21)
j=1
We next look for 6s(p) E XS given by
a(6s(p), v; [t) = f(v) - a(uN(A), v; [), V v E XS, (3.22)
S
6s (1p) = : 6 osk ([ . (3.23)
k=1
As we mentioned in Section 3.2.1, we choose S to be 0(10), hence assembly and solution of
(3.22) is quite inexpensive; we discuss computational complexity in more detail in Section 3.2.4.
We now consider GiN(p) = UN() + 6s(p) as the approximation for u(p). We next note that
6s(p) does not make the accuracy of the reduced basis approximation iiN(M) significantly worse
than that of uN(Jt) since
a(6s(p), 6s(p); t) = a(u(p) - uN(W), 6s([); [), (3.24)
and hence by application of Cauchy-Schwartz' inequality
a(6s(p), 6s(p); it) <; a(u(p) - UN(A), u(A) - UN(A); P). (3.25)
3.2.3 A Posteriori Error Estimation
We next present the details of the error estimation procedure which to a great extent uses the
principles of the error estimation procedure described in Section 2.3.3 and the ideas presented in
[20, 19]. This procedure can be easily extended to the non-compliant outputs using the relations
of Section 2.3.3.
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A Posteriori Error Bound for IjeN(P)Ijy and Compliant Output
We start by introducing the error function eN(p) C Y as
eN(p) ='U(p) -'UN([). (3.26)
We then divide all patches Pi,i = 1,..., S into two sets Pa and P"; Pa {p,.p }
consists of those patches where a(., .; /t) only has affine parametric dependence, whereas Pna -
{P ... , P"a} is formed by the patches where a(., .; p) has non-affine parametric dependence, i.e.
those Pi: Qna n Pi 0 0, i = 1, ... , S. We denote the partitions functions related to m " as <I Ina
Clearly, J+ G = S.
We then introduce functional spaces ilna {v E H1(Ptfa)}, such that the derivatives of
functions v in the regularity constraints for H1 spaces are evaluated from inside of the domain
palna and the mapping operators y - Y amna such that
V c Y V na = EYalna :=V=v na. (3.27)
We also define two sets {apa(., .;.),. .. , apa(., .; .)}, {apa(., .; .), . . . , apna(., .; .)} of bilinear forms
(y1aIna)2 -+ IR; and two sets {f(.), ... , fp } {, f . . , fp (.)} of linear func-
tionals fpa ina(.) E (YaIna)' such that
V W, V E Y : WI\palna = 0, VI,\piana = 0
aaina ( "InaW, Inav; ) = a(w, v; u), (3.28)
fa (I a V) = f(v), (3.29)
i = 1, .. , J for Pa and i= 1,-..., G for pna.
We next define a function ci (p) : D -+ R and a bilinear form di(.,.) (ya) 2 - R such that
V pC '
ci (p) ei (v, v) :5 apa (v, v; p) < -yj(p) ei (v, v) -yo,j di (v, v); (3.30)
we note that though we demand the coercivity from a(.,.;.) we do not require the same for each
ap (.,.;.). Clearly, 0 a-p(v, v; /), V v E yia, however it may well happen that for some v E 17
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a-p (v, v; p) = 0. If this is the case, we need to make sure that ti(v, v) = 0 as well, so that (3.30)
holds.
We define "local" residual functionals R na(v; p) E (Y(alna)' compare to (2.19)) as follows
Rf aIna(,; [t) = f a , I(v) - apaa(I ina aN(/t), v; p,), (3-31)
i=1,... J for Pa andi= 1 Gforpf".
The key difference between (2.19) and (3.31) is in the "local" and "global" nature of Rfana(.) and
R(.), respectively.
We subsequently look for the "local" error function aira(Jp) as the solution of the "local" error
equation (compare to (2.21)):
ci)&?(dky,(p), v) = R?(If Iyv; p), V v E Ya, i = 1, ... , J, (3.32)
ap, (6ti(/), v; [) = Rna(LEa;" tav; p), V v E yna, i = 1,..., G. (3.33)
What separates (3.32), (3.33) from (2.21) is that we apply Rna(.) to gIana ,InaV and not just to
v as in (2.21) and also that I ia V is defined over Pa only, a subdomain of Q whereas v is
defined over the whole domain Q; this is the place where the partition of unity comes into play.
Here t is the number of nodes in a single finite element of Q discretization. For the further
construction of the method we use the coarse mesh approach to select the partition of unity,
G(x), i = 1, ... ,S. For a problem in two dimensions with triangular elements t = 3.
It is now time to make a very important observation: it may well happen that for some value(s)
of i (3.32) or (3.33) will become singular. If this happens, the main question is if (3.32) or (3.33)
is solvable or not. For the case when a(.,.;.) corresponds to a "pure" Laplacian operator - as we
are going to show later in this Chapter when we discuss a priori effectivity analysis - we can prove
solvability. We proceed by assuming that (3.32) and (3.33) are either non-singular and thus have a
unique solution ea(), na ([I); or for some i (3.32) and (3.33) is singular but solvable; in this case
we have some flexibility in the choice of e (t), ,(ajp). In the next Section we will demonstrate
that in the case of 1D heat conduction model problem this flexibility does not affect the value of
the error bound in any way.
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We observe from (3.6), (3.31), and the fact that i(P_)eN(p) = 0 V x E Q \ Pi that
R? na( nakICnaeN(u)1; P) = a(eN(), |CN(); P) = a Ina(|naeN(P),I|na inaN (A) ; P)-
(3.34)
If we now perform summation of (3.34) over all Pi, i = 1, ... , S and invoke (3.15), the partition of
unity property, and bilinearity of a(.,.;.) we arrive at
G J G
(R(I(@eN(1-)]; A)+E R _q ), nC N E();) NaNS RI~ ~eN(t)] [t)H5 ~a(Ta[~eN(At)]); P') =5al(eNv(A, VeN([t); [Lt)+I5 a(eN(jI) 41ieN(1t); [/)0
S
a(eN(P), 4beN(P); [t) a(eN(p), eN(P); P). (3-35)
We are now ready to demonstrate the following result:
j G
a(eN (P), eN () ) = N na ( ), eN(At) <
i= i=,
(aged a (6a 2( e2aC
JG
GG
c () ((,,) (iN ()) IeN -))2 +5(apna (N) , CAi(t;I) an aN(A), i eN(At); At)) <
C, (ft)&, (ati(), 6a'(pt)) + Y apna (ena(,t), na ~(,); Pt) x
Ci P~i -TaeN(),TjeN(A)5 a-pna (TlaeN(At), Ie(P/t) (-6
where the first step (the equality) follows from (3.35), (3.32), and (3.33); the second - from applica-
tion of Cauchy-Schwartz' inequality to the terms ci (p) & (6 (,), Ia eN (p)) and ap;a (n a na )A;
the third - from application of Cauchy-Schwartz' inequality to the summations over J and G. We
finally invoke (3.30) and the fact that each element of the coarse discretization TS appears exactly
in t patches Pi to obtain
G
c (#) (IfeN(A), N (At)) + 5 pa e (At), J Ne(P); A) ta(eN((A), eN(A); A)- (3.37)
i=1 i=1
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We are now in the position to construct the error bound ANs() based on the results obtained in
(3.36) and (3.37)
a(eN(p), eN(A); Ai) A NS(A) = t ci(bt)i($7,i(J+), ( + (3 a N ni NA
(3.38)
We then invoke the coercivity of a(.,.;.) to obtain ANS, the error bound for ||eN(A)IY:
IjeN(I)IY ANS = :l ajvs~) (3.39)
In order to obtain the error bound for the compliant output §N(p) we expand a(eN(p), CN(P#); /a)
using (3.6), (3.20), and (3.22).
0 < a(eN (P), eCN(P); [) = f(U(P)) - f(UN([) + s (ft)) + a(UN(P), 6S (); [t) < ANS([t)- (3.40)
as follows
f(UN(P)) ± f(6S(a)) - a(UN (P), JS (P); P) f(Ui)) (
ANS(P) + f(UN(P)) + f(6S(P)) - a(UN(P), 6S(A); P) - (3.41)
We note from (3.22) that
f(S(p)) = a(6s(p), Is(p); p) + a(UN (P), 6S (P); I-); (3.42)
and since a(6S(#), 3s(p); p) > 0 we finally obtain s+(p) and s-(I), the upper and the lower bounds
for the reduced basis approximation of the compliant output:
= f(UN(A)) + a(3s(), 6s(p); /) < f(U(P)) < f (UN(P)) + ANS (P) = S+
s(01)
(3.43)
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We introduce two effectivities pN(L) and ?/N(P) which measure the sharpness of our error bounds
?N(P)
'qN(I)
ANS()
a(eN(m), eN(u); /1)'
ANS(I).
||eN(A)IjYy
(3.44)
(3.45)
(3.46)
The error bounds for non-compliant outputs can be easily obtained using the results of presented
in Section 2.3.3 or the duality approach [49, 20].
A Priori Effectivity Analysis
We now prove the bounding properties for NA), ,qN(p). We start by introducing a constant aIrna
such that
a e t, ( T a V, Ila naD; V)
< uf d(vv), V V E Ya,
< ,-,aapna(,v;Ap) V V E yna.
=1,...,J for Yja and i 1,...,G for Yi
Invoking (3.32), (3.33) and the fact that the fact that 1i(D()eN(p) 0 V x C Q \ 'P that
C )e(e)i( _,), da ),i
arg (,), e~ai
= R?(INW y ( ,); t) = a - ( Vi e N (M),i G .
aeNAt) n ii . , .
Using (3.49), (3.50), and (3.38), we rewrite the expression for aNS(p) as follows:
J G
Ns t p eN( ( )aeNA a ia
GN( a ( -(p- (jae N(P), I~ N A) At)) eNap ( P ) i)~, N,
S (apr (Eae(At), iN(A) At)) (a-pa i N i~~g (At))i=1i i (apn - eNna)DSeN a  N t)i
(apn- ( C aNO-O), N (P p i N, a aaN,
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(3.47)
(3.48)
(3.49)
(3.50)
S2
i=1t (Ya-p.I-TeN(ut),-IeNA);A) 2x
G
apa (IaNbi (/t), i bN "t); P) + Y a(azN, i ( a a i(p); ) . (3.51)
i=1 i=1
The second step of (3.51) follows from application the Cauchy-Schwartz' inequality to the terms
a, 0 ga(IgIfnaCN(P), IanaeN (P); nt); the third - from application yet again of the Cauchy-Schwartz'
inequality to the summations over J and G. We proceed with (3.51) by invoking (3.34) for the first
term in the big parentheses and (3.30) for the terms in the summation over J in the second pair of
big parentheses:
kNS (A) <- t (ta (eN (A), eN (A); y)) 2X
J G
y,([t)(ITdaba (p), v (A); i) + apna ("<b naf(Dr a ( ) iy a a()na )
we continue our argument by applying (3.49) and (3.50) to the terms in the summations over J
and G, respectively,
ENS(pt) <- t (a (CN (P), CN (P); ))X
G )
t~~~ ~~ 6ipo pd &y , av (tt)) + t Y , , ra (&"ai (,), g"ai p;p ; (.3
and conclude with the following result
ANS (/-) _! t(a (eN(A), e N(P);) A NS (A)) 2, (3.54)
where
max .ax max fam. (3.55)
Finally, from (3.38) and (3.54) it follows that
1< T N(A) t2 . (3.56)
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Invoking the continuity of a(.,.;.) and (3.39), we next provide an a priori bound for the effectivity
TN([)
1 < ' ()_ NS()
TNeN (P)) Y
ANS(A) < -[(P)NS(1-' '70o
a (P) (I ICN W# 11Y)2 a(#)a(eN([L),eN(P); F) (a)
(3.57)
A Priori Effectivity Analysis for ID Heat Conduction Problem
In this Section we present the effectivity analysis for a simple one-dimensional case. Let us consider
S-1
a one-dimensional segment Q = U Qj divided into S - 1 separate regions Qj as depicted in Figure
i=1
3-2. The points xi, i = 2,. ... , S - 1 separate the regions with different parametric dependence.
The problem is characterized by S - 2 parameters which are conductivities of the material
ki, i = 2,. . . , S - 2, where ki corresponds to Qj (all the conductivities are normalized with respect
to k, _ 1, the conductivity of Qi). For simplicity of our analysis we require that the length of each
Qj is equal to L. The parametric dependence in this problem is purely affine, however, the analysis
we present in this Section directly applies to the non-affine case as well.
Q1 Q2 Q3 QS-2 Qs-1
k1 k 2 k 3 ks-2 ks-1
x1=0 x 2 X3 XS5 1 xs =(S - 1)L
Figure 3-2: Partition of unity method, 1D model problem: domain configuration.
The temperature distribution satisfies,
&ui(Ip) I
-k 92 -q', i =1, ... , S- 1, (3.58)
where uj(p) refers to the restriction of uj(p) on Qj(y) and q' is the uniform heat flux from outside.
We set q' = 1.
We require the continuity of the temperature and heat-flux at the conductivity-discontinuity
interfaces
ui(Xi; p) = ui(xi; t), i = 2
-~ Oui-1(Xi;,) = -k ui(Xi;p) = ...ax ax
Finally, we impose zero Dirichlet boundary conditions at x, = 0, and xS = 0:
u1 (0; p) = 0, us-1 ((S - 1)L; p) = 0,
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The weak formulation of the problem is given by as follows: we look for u(p) G Y = HA() =
{v E H 1 (Q) v(0) = 0, v(L) = 0}
S/ k '- Jv, Vv E Y.Y--d 2 , X O (3.59)
Consistently with the approach described in Section 3.2.1, we introduce a partition of unity
bi(x), i = 1, ... , S as shown in Figure 3-3; Pi = supp Pi. We then define the function spaces
Yi = Hol (P1) = {v E H,(P)Iv(0) = 0}, Y = H1(Pi), YS = H'(T,) = {v E H1(Ps)Iv(L) = 0}
P1 = Q1, Ps = gs-1, Pi = Qi U Qi_ 1 , i = 2, .. ., S - 1;
where all the derivatives for the closed sets in the regularity conditions for H 1 are evaluated from
inside the set. We also introduce the mapping operator Ii : Y --+ Y*
(3.60)
We then proceed according to the algorithm described earlier in this Chapter. We first obtain
y
I D . - D 4) 3 .
-' % . 4
, %., 4. - 4
- * %. , 4. -
% 1 % .1 % .
I ,I Q Q3
X, = X2 3
4)S-1 is
~4. ~ 4. 4
le, 4 , .
-* %. e %. e
% %. %.
- 1~ 4. ~%
% 01 - 4
- 4. / 4. ,
I I
Qs-2 Qs-I'
is-1 xs=(S -)L
Figure 3-3: ID model problem: Di(x), i = 1,...S, , partition of unity.
UN(-i) and dS(p) as given by (3.20) and (3.22), respectively. The global error function is equal
to eN() = U(u) - UN() - 3 s(p)- We next define functions ci(p) : D -* R, bilinear forms
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V VE Y Tv =D0E Y :V0= vjp, i =, ,..., is.
di(., .) : (Y) 2 -+ IR, i = 1, .. . , S such that
ci(pt)hi(w, v)
ci(p)&i(w, v)
CS(IL)hi(W, v)
Skif VwVv, V w, V C Y1,
Pi
= min[ki-1, ki] IVWVV, V W,v G Yi, i = 2, .. ., S - 1,
Pi
= ks_1 VwVV, V w, V E Ys.
Ps
(3.61)
(3.62)
(3.63)
We next define the local residuals Ri(v; p) as in (3.31)
R1 (v; p) f v - kI I IivfN(P)VV,
Ri(v; )= v- kiI J IiVnIN(P)Vv, -ki JiVN(P)Vv, i=2,..., S - 1
Rs(v; p) v - ksi I ISVN([I)VV.
Ps s-
We then look for eN,i(p) E Y from the local error equations (3.32)
ci(p)&i(8N,i(A), v) = Rj 1_if v; p), v E Yi.
(3-64)
(3.65)
(3-66)
(3.67)
We note that for i = 2, ... , S - 1 (3.67) is singular but still solvable. To prove solvability we plug
v = 1 C Y into (3.67). We note that both ii(&N,i(p), v) = 0 because the gradient of v is 0, at the
same time Ri(I(iiv; p) = 0, which is proven by plugging v = Pi into (3.22). Hence, if we switch to
matrix-vector form and rewrite (3.67)
(3-68)
we can state that Rf(p) is orthogonal to the null space of I and hence belongs to its column
space. The general solution of (3.67) for i = 3,..., S - 2 can be represented as N,i(p) + c where
CN,i(A) -f 0 which satisfies (3.67) and c C Y is a constant function. From (3.62) it is easy to see
that
i(eN,i(P) + c, 6N,i(P) + c) = ei ( N,i(P), N,i(P)), i = 2, - - , S - 1
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(3-69)
1, , . , - - . , 1- . -," . . - - _. I 10AW ., - - , -, !
ci(p)Zi N,j p)=R()
for any choice of c. We thus can choose c such that eN,i(i) + c is of zero mean over Pi. Keeping
that in mind, we subsequently construct ANS([t) according to (3.38):
S
A NS(P) = 2 ci (A)Q i (N, i , )) (3.70)
i=1
We next proceed by expanding (3.70) in the following way:
S
ANS (p) 2 Ri (Ij IiSNi([t); p) =2k] V(IleN(I())V(1 I1 N,I([t))-+
S-1
2Z kiI V(+eN( iANi ieN())V(i iSN(it)))
2ks 1 J V(ISeN(S))V(ISsN,S(I)) - (3-71)
We observe that there are S terms in (3.71) in total, each of them corresponds to a partition
(bi,i = 1,..., S. We next formulate two Lemmas which are based on the Poincare-Friedrichs
inequality for the ID case.
Lemma 3.1. For any segment E = [a b] C R, V v E YE1 - {v H'(E)Iv(a) = 0.v'(b) = 0}
J2 < 4(b-a)2  (Vv)2. (3.72)
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The same statement holds if we replace Y. in Lemma 3.1 by {v C H 1 (E)Iv(b) = 0, v'(a) = 0}.
f(VV) 2
The proof of Lemma 3.1 follows from considering the Rayleigh quotient max which is
vEY
equivalent to the eigenproblem of this Lemma.
Lemma 3.2. For any segment E = [a, b] c IR, V v E Y = {v E HI(E)|v'(a) = 0, v'(b)
,fv =O}
v2 (ba) 2  (Vv)2. (3.73)
f(Vv) 2
The proof of Lemma 3.1 follows from considering the Rayleigh quotient max ch is
ey2 fvt whih
equivalent to the eigenproblem of this Lemma.
84
We now look at the individual terms in (3.71) and note that for 1j, i = 3, .. ., S - 2 (note that
for the sake of brevity of our formulas we dropped the dependence of eN(A) and eN,i((p) on P though
we mean it implicitly)
ki 1 J V(IieN iiN,i) + ki (VieN)V(IiiNi)
ki_1 (VeN)2 ki-1 zl ieN,i))2 + ki (VeN)2 i kiJ(V(DN,i))2
( 1  1  +- _iG
ki (VeN)2 k [i 2VeN)2) max[k(i-, k 2 J(V'i6N,i))2) - 2
(kiI (VeN) 2 +I ki J (VeN)2> (max [ki-1 k] J(Vp)2 (eN,i)2 + 2IV-4i N,iViN,iI + (,I )2 (V6N~i)2)
kzil (VeN) 2 + ki J(VeN)2 X
max[ki_1, ki] L (8N,i2 N,i N,i)2 + (VNi)2) (374)
The first step of (3.74) follows from Cauchy-Schwartz' inequality applied to both terms of in the
first line of (3.74), the second step - from Cauchy-Schwartz' inequality applied to the two term
summation in the second line, the third step - from the expansion of the integrand of the second
term in the product in third line, and the fourth step - from Cauchy-Schwartz' inequality applied
to the cross-term in the expansion of the second term of the product in the fourth line. We now
apply Lemma 3.2 to the first and second integrals in the second pair of big parenthesis of (3.74)
(which cancels the } multipliers since the length of Pi = 2L, i = 3,..., S - 2) to obtain
ki_ 1  (VeN) 2 + ki (VeN)2 max[ki-1, ki ( 4 + 4 k (VN,i)2
S1 7 \7T/
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+ 2) ki 1
7T 
_ Q
(VeN) 2 + ki VeN)2 max [ki-1, ki
Q \ pi
we denote pi = max[Lz- , 4i] and invoke (3.62) to rewrite the right hand side of (3.75) as
+ 2)Vipi ki I [VeN (p)]2 + ki [VeN ([t)]2
Qj
We readily provide similar results for Ds, i = 1 IS (because of Dirichlet boundary conditions
hence Lemma 3.1 - and the fact that the length of PlIs is equal to L):
1 15k1iS
P1IS(C1IS(I)a W S N,iIS (p), SN,i I[S (PM 2 (3.77)[k1- 1  I(VeN(1T))21
Q11S-1_
where pi1s = 1; and finally for Di, i = 2, S - 1 (again thanks to Dirichlet boundary conditions and
the fact that the length of P21s-1 is equal to 2L):
ki 1 JV(Ii_1e Nj([)) + ki iJ
Q Qi
+ ) (ci(#)i(CN,i(L), N,i(1 ki-1 I (VeN([)) 2 + k, I(VeN(A) )2Qj
where pi = max[kJ1, k1 .
We conclude our argument by invoking (3.71), (3.76),(3.77), and (3.78) to arrive at
ANS(I) 2 ki- (VeN(_)) 2 + ki I (VeN(A))2
21+ (3.79)
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(1 2(VWN,i)2 )
(1
(3.75)
(3.76)
(1
(1
1
2
(3.78)
1
2
(Ci (P) &i ( N,i (P), 6 N,i (PM) 2
V(IIISeN(P))V(-EIIS(PlIS -NIIS(ti)) ':::
+T 2
(Vi N (P))V (-Ti >i N,i (A9))
+ 4(I i (p(-) di (eN,i (1-), 6N,i(/-t)) -2
Vpmax (25NS(P) (2a (eN W#, e N (P); P )) -:,
where pmax = max pi. We conclude that
i=1, ...,is
1 < _N() A NS ) 4 ( 4)2 Pmax (3.80)
a (eN (P), eN (P); P) 7 /
We invoke the coercivity and continuity of a(.,.;.), and (3.45) to provide a similar result for the
effectivity r/N(P) given by (3.45).
< (N(t) 2 + max (3.81)
-|eN I ao
We now provide concrete numerical results for the case when S = 11. We select our parameter
domain D as D = [0.10, 10]9, that is the conductivity satisfies 0.10 k i 10, i = 2,..., 10. We
select the sample SN out of the bigger sample SP,,, of randomly chosen Np,,l = 100000 points
according to the algorithm described in Section 2.3.4. In Table 3.1 we present the results for the
values of effectivities 7N, 77N as functions of N averaged over 5 test, a sample of Ntest = 100000
randomly chosen points which provides some level of statistical significance for our test. In the
fourth and fifth columns we present a priori upper bounds for IN, rN according to (3.80), (3.81),
respectively. We observe that the upper bound for i1N is more pessimistic than the similar bound
for 77N which is explained by the fact that the former depends linearly on Pmax, whereas the latter
only scales as Pmax where pmax E [1, 100];
We need to say that the problem we considered is, in fact, very simple and the solution of it is a
quadratic function of x in each Qi, i = 1, .-. ,10 so when N becomes big enough the reduced basis
approximation uN(P) is equal to the truth solution u(p). We can avoid this situation by introducing
a term /3ui(p), i = 1, ... , 10 into (3.58). In this case the solution u(p) would have exponential
components in it and the exact match between uN(p) and u(p) will no longer be possible. However,
even in this case we would have to consider the "solvability" issues for the cases when 13i is equal
or close to 0.
3.2.4 Off-line/On-line Procedure
Reduced Basis Approximation
We rewrite (3.20) in the matrix vector form to obtain an N x N linear system of equations
_AN()N = EN, (3.82)
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Table 3.1: Partition of unity method, 1D model problem:
analysis.
a priori and a posteriori effectivity
where AN(p) admits decomposition consistent with (3.3)
Q
AN(P) =Z (l-)A+A (1
q N
(3.83)
where
.Q i yj-... , N. (3.84)
We now turn to the computation of J ([) from (3.22); this requires solution of an S x S linear
system of equations
As(it)Js(p) = Es(it) - ASN(A)LN(A), (3.85)
where
(3.86)
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N }N(iI) '11N([) 4(1±42Pmax 2 (1 )Pmax'o
1 2.12 5.73
2 2.04 5.68
3 2.67 7.62
4 2.88 8.97
5 3.01 9.18
6 3.15 9.50
7 2.89 8.46
8 2.85 8.20 286.17 55.65
9 2.82 8.40
10 2.61 8.20
11 2.86 9.14
12 2.64 8.50
13 2.51 8.32
14 2.41 7.71
15 2.49 7.60
q ((,, NA((A' a = a j, (j; it),Nij - (j), AWjj -N, - f ((j), q
Esi = f ((Di), i = 1, ... , S;
and matrices As(y), ASN(p) admit the following decomposition
Q
AS(P) Eq(P)AS N+ _Asa(p), (3.87)
i=1
ASN)= .~ -q'j)sN +-N (.8
i=1
where, in turn, for q = 1, ... , Q
A q = a4i, 4j), AN =a NA ((i, j; P), ij = 1,.. ., N, (3.89)
A7SNj = , -NA(ai,(g; ), i = 1,.. .,S,j= 1,...,N. (3.90)
The vector 6s(p) is obtained by solution of (3.85). We note that the system (3.85) is not only low-
dimensional - since S is typically quite small - but also sparse because it corresponds to the finite
element discretization Ts. These two facts suggest that (3.85) is very cheap to solve: depending on
the nature of the bilinear form a(.,.;.) the operation count for solution of (3.85) is expected to be
O(S) where rK E (1, 2].
Error Bound
For each of the affine partitions 4', i = 1, . . . , J we denote a set {aa (.. , a (., .)} of bilinear
forms for which there exists vj E Yi such that vj p. 0 0, a' (vj, vj) $ 0,j =1, ...,Qi, the set of
affine coefficients corresponding to 4a (.,.) is then denoted as { ..., }. Clearly, Qi < Q,
V i = 1,...,J. We then define {f',... }, the set of partitions the support of which has a
non-zero intersection with Pi. We denote the projection operators and the coefficients in (3.23)
'pa -Va
corresponding to 4>7 as , ,j = 1, ... ,Si.
We next note that for each patch Pi (3.31) the expression for R?(I7 iIv; p) can be rewritten
as
Qi Nsi
R(I pv; p)=fpa(I i v) - IZ + Z ap (3.91)
q=1 1=1 k=1
VvEYaj=....
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We next renumber (3.91) and rewrite it in the following form (compare to (2.51)):
K~i
Ti (it)Ti (v),
j=1
where Ki = 1 + Qi(N + S2) and
Tr(it) = 1, Ti(v) = fpa(I Wv);
for j=2, . .. , 1 + QjN : J = 1 + (q - 1)1, q = 1, . . ., Qj, 1, .I.... N
' (y) = E"( )UNJp),
Tj(pt) = (p)6
Tj(v) = a" a (Ii(iIf' v);
T(v) = a (I V).
Using (3.93), (3.94), (3.95), (3.38) and (3.91) it is a simple matter to demonstrate that
J I K, K,
t ci ()i(r,i ), ea i[; t '
=ii=1 c = p)
(3.96)p-r- (pt) e A,
where zi, i = 1,... J; j =1,. .. , Ki = 1 + Qi(N + S) is obtained as
di(z , v)
A,
the solution of
= T (v), V v E ya,
= i(zj, z>r).
Therefore, (3.38) can be rewritten as
ANS(p) = t
Ki Ki
j=1 ' =1
(p)T (p) )A'j
G
+ ,ap (At), a
i=1 At))
We observe that in (3.99) evaluation of the second sum requires solution of G linear systems (3.33)
for e,"(p),i = 1,...G, . In some cases it might be computationally advantageous to replace all
of the partitions corresponding to yla by one partition that will be equal to the sum of those
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(3.92)
(3.93)
(3.94)
(3.95)
(3.97)
(3.98)
(3.99)
For j = 2 + QiN, . .. , I + Qj(N + Sj) : i = 1 + QjN + (q - 1)k, q = I,. ... , Qj, k = 1, . . . Sj
"non-affine" partitions. This trick allows us to reduce G to 1.
We note that we can can obtain the term a(as(p), 6s(p); p) from (3.43) by reusing the equation
(3.85). Clearly, evaluation of a(6 s(p), 6s(p); p) requires O(S) operations.
Numerical Algorithm
Off-line
1. Generate SN as described in Section 2.3.4 and construct the basis for WN;
2. Precompute FN, A' as in (3.84);
3. Precompute F5 as in (3.86) and A', A'N as in (3.89), (3.90), q = 1, ... , Q;
4. Precompute A>, as in (3.98), i 1, ... ,J; j, j= 1, . .,+1+ Q(N + S).
On-line
1. Form AN as in (3.83) and solve (3.82) for UN(A)- Cost: O(QN 2 ) + 0(naN2 ) + O(N 3);
2. Form As as in (3.87), ASN as in (3.88) and solve (3.85) for Js(p). Cost: O(QS) + O(nnaS 2 ) +
0(QSN) + 0((nnaSN) + 0(S"'), r e (1, 2] as discussed in Section 3.2.4.
3. Calculate ANS(p) as in (3.99). Cost: O(Z Qf(Sj + N) 2 ) + O(nnaSN) + O(GnKa). The last
i=1
term accounts for G matrix assemblies in (3.33) and subsequent solution of N x N sparse linear
system, where N ~ na I. Recall that G could be made equal to 1 for any configuration of partitions
at the affine/non-affine interface.
Total on-line cost: O(QN 2 )+0(nnaN 2) +0(N 3 ) +0(QS)+0(ina S 2 ) +0(QSN)+0(nnaSN)+
O(S") + O(Z Q?(Si + N) 2 ) + 0(Gn a).
3.3 Model Problem: 2D Heat Conduction Example
In this Section we consider a locally non-affine model problem which is a variation of the model
problems introduced in Sections 1.1 and 2.4. We provide this model problem to illustrate application
of the partition of unity reduced basis method. We consider a two-dimensional fin which consists
of a vertical central "post" and four horizontal "sub-fins" on each side of the post; the fin conducts
1 can be slightly bigger or smaller than na, because of geometric issues, e.g. the inclusion of some "affine" areas
into some members of P".
91
heat from a prescribed uniform flux "source" at the root, Froot, through the large-surface-area sub-
fins to surrounding flowing air by convection. The thermal fin is characterized by 14 parameters
which constitute a 14-dimensional vector,
p= ki k2 , k3 , k4 , Bi, 1, 1/2 , 03 , 04 , 01 , 02 , a3 , a.4 , r ,
Al 92 A3 J4 P P6 P7 P8 AL9 [110 Ilu I12 p13 /114
where ki, i 1, ... ,4 is the conductivity of the ith subfin (Qj), Bi is the Biot number, a non-
dimensional heat transfer coefficient reflecting convective transport to the air at the fin surfaces,
/3j, aj, i =1,... , 4 are the length and the thickness of the ith subfin, respectively, as shown in the
Figure 3-4. We have reduced the area of Qi to the subfin located on the left of the root. The non-
affine component is introduced into the problem by the 5 th subfin (Q5 Q =Qa) conductivity, k5Q(, t),
which is no longer a constant as it was in the affine case, but a function of T and , E Q5 = na:
k5 Ut A) = exp - x*)2 + (72 - x*)2), (3.100)
where z* is the corner points of Q5 as depicted in Figure 3-4. The length and thickness of Q5 = Qna
are equal to 01 and a,, respectively.
The vertical distance between the subfins is fixed at .75 (measured relative to the post width).
Thus, the total variable height of the fin H = 3 + a, + a 2 + a3 + a 4 . For our parameter domain
we choose D = [0.1, 10.0]4 x [0.01, 1.0] x [2, 3]4 x [0.1, 0.5]4 x [- 0.7571, 0.7571], that is, 0.1 < k <
10.0, i = 2,. .. ,4 for the conductivities, 0.01 < Bi < 1, 2 < /i < 3, 0.1 < ai < 0.5 i = 1, ... ,4
for the geometric parameters and -0.7571 < T K 0.7571, for the parameter T that defines the
non-affine dependence. It is standard to demonstrate [46] that this problem well-posed.
We are primarily interested in the norm of the error IeN(A)ljY = IJu(A) - UN([t)jjy and the
error bound for it; the approximation for the linear outputs can be obtained as it was shown in
Section 2.3.3.
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Figure 3-4: 2D locally non-affine model problem: a thermal fin with affine shape and non-affine
conductivity variation.
3.3.1 Governing Partial Differential Equations
Strong Form
The temperature distribution u(p), is obtained by solution of the following elliptic partial differential
equations:
-ki V 2it ([t) = Gin nR, i = 0,..., 4,
-V(k 5(1; P)Vii5 (p)) 0 in 5 =na,
(3.101)
(3.102)
where V 2 is the Laplacian operator, and fi(p) = u(p)f refers to the restriction of u(P) to Q2 .
Here Ri is the region of the fin with conductivity ki, i = 0, ... , 5: Qo is thus the central post, and
~i, i = 1,..., 5, corresponds to the four subfins. The use of "~" symbol over u(fa) signifies that
the shape and size of the thermal fin - which area we denote as Q(p) - depend on it. After we
switch to a parameter independent reference domain Q later in this Chapter the "-" symbol will
be dropped. Again we note that k 5 (x; P) unlike ko, ki, k2 , k3 , k4 is a function of i.
We must also ensure continuity of temperature and heat flux at the conductivity-discontinuity
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interfaces Ft &oQo n DQi, i = 1, ... , 5, where Of2i denotes the boundary of Qi:
fto(II) = a(pt), (3.103)
(V o(p) i) = -k( hi (p) - 'eI) on fi, i 1, ... , 5; (3.104)
here irj is the outward normal on &Qi. We introduce a Neumann boundary condition on the fin
root:
-(Viio (p) - 'o) = -1 0 Froot, (3.105)
which models the heat source; and the Robin boundary condition:
-ki(Viii(p) -hi) = Bi iii(p) on fext i, i = 0, ... , 5, (3.106)
which models the convective heat losses.
Weak Form
Following the exact same approach as it was presented in Section 2.4.2 we recover the weak formu-
lation of the original problem as
4
EzJ ki Vfi(p)Vv + Bi f h (p)v -+ I k 5 (1; [1) Vft(p)Vv J v, (3.107)
7=O A2 f ext !' 5root
3.3.2 Reduction to Abstract Form
The formulation (3.107) is now very close to the abstract formulation of Section 3.1. The only
complication - as we can observe from Figure 3-4 - is that the size and shape of the thermal fin
(and hence (i) and its boundary) depend on aj, 03, i = 1, .. ., 5.
Applying the geometric mappings identical to those presented in Section 2.4 we recover the
abstract formulation (3.3) for the locally non-affine model problem: V w, v E Y we decompose
a(w, v; p) in the following way
a~~wI (;p wv+B V+4 ai D9W D9V + 0eref f DW DV
J ~Cee I Ix D57 2 X2 49X 2 +
Q Fextnalo~\FPruot QOi O'i
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Figure 3-5: 2D locally non-affine model problem: the mapping g(p) : f(p) -> Q between the varying
shape domain f (left) and fixed reference domain Q (right) and their respective boundaries.
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(3.108)
where Qi = i,1 U Qi,2, i = 2,... , 4 and I0, IF are the vertical and the horizontal parts of the
exterior boundary of £i, respectively. Thus, the total number of affine parameters Q is equal to 26.
The affine part of the decomposition is almost identical to the one presented for the affine model
problem of Chapter 2; the slight dissimilarity occurs from the fact that in the non-affine case the
region Q1 is defined slightly differently than in Chapter 2; (see Figures 2-2, 2-3 and 3-4, 3-5).
Consistent with (3.3), the locally non-affine contribution in the decomposition (3.108) is given
by
Orefi J
aref01
Ona=4 s
k5 (X; A) 9Wa0X1 0X1 + 
&ref 01
/ref al
fOna=SI5
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"1 2,1
£7.
kref 0i J
n-i
aw Dv9
&1x 51
Naa w,;p)= k5(j; p) V
X2 92
(3.109)
3,1 I
5
Evaluation of (3.109) requires integration of k5 (X; Y) over the finite element discretization; we
perform this integration using 13 point Gaussian quadrature [7] which is exact for polynomials up
to degree 7.
3.3.3 Numerical Results
Effect of Non-affine Parameter T
We now demonstrate that the non-affine parameter r plays an important role in our model problem.
In Figure 3-6 we plot the field solution u(p) for four different values of p. We observe from Figure
3-6 that the temperature distribution in Qn exhibits significant variation which is explained by
the functional dependence (3.100).
(2)i
(0)
3.5
2.S
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0.5
03 -2 -1 0
4.5
3.5
3
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1.5k
P.5
2 3 4
Cd)
- I
Figure 3-6: 2D affine model problem: the field solution u(p) for
(a) y = {0.10, 0.10, 0.10, 0.10, 0.01, 3.00, 0.50, 2.00, 0.10, 2.00, 0.10, 2.00, 0.10, -0.7571},
(b) p = {0.10, 0.10, 0.10, 0.10, 0.01, 3.00,0.50, 2.00,0.10, 2.00, 0.10, 2.00, 0.10, -0.2524},
(c) P = {0.10, 0.10, 0.10, 0.10, 0.01, 3.00,0.50, 2.00,0.10,2.00, 0.10, 2.00,0.10, 0.2524},
(d) p = {0.10, 0.10, 0.10,0.10, 0.01, 3.00,0.50, 2.00,0.10, 2.00,0.10, 2.00, 0.10, 0.7571}.
We continue the illustration of the importance of the non-affine parameter T by presenting the
plot of Uroot, the mean temperature along Froot, as a function of T while having all other parameters
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Figure 3-7: 2D locally non--afine model problem: variation of Uroot as a function of T, ki = 0.10,
i = 1,. 4, Bi = 0.01, 01 = 3.00, a, = 0.50, 3 i = 2.00, ai = 0.10, i = 2,...,4.
fixed. As we observe from Figure 3-7, just by varying o- we achieve significant output variation.
We next present the actual numerical results obtained by application of the partition of unity
reduced basis method to the heat transfer model we just introduced. To obtain the "truth" solution
we consider a finite element mesh that consists of 21802 points. We then randomly generate a big
pool of points SNmax, Nmax = 100000 from which we choose N points to form SN.
For the problem of our choice the field solution displays considerable dependence on all the 14
parameters of p. In general, the average temperature of the root, s(p) will have slightly stronger
dependence on k, and k 2 rather than k 4 , due to the fact that some of the heat already dissipates
to the environment before it reaches the top part of the fin.
After we finish selecting parameter points for SN we construct the coarse mesh Ts as shown in
Figure 3-8. We then build the off-line/on-line framework which allows us to obtain the approxi-
mation uN(p) for the field solution iN(p) and the error bound ANS(P) for I Iu(p) - uN(t) I I. We
do not focus on the linear outputs of interest since the estimates for them can be obtained using
the standard procedures as it was demonstrated in Section 2.3.3.
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Figure 3-8: 2D locally non-affine model problem: relation between Tg, the "truth" discretization,
and TS, the coarse discretization.
Convergence
As described in (3.30), we introduce a bound conditioner ci(t)di (v, v) that is equal to
Qi
&(w, v) = (w, v), (3.110)
q=1
,P a ,P a
where ql = minEq [(p), q = 1,...,Qi, i = 1,..., J. We note that this bound conditioner is
independent of p, the description of the more sophisticated bound conditioners could be found in
[52, 57]. For this choice of bound conditioners the constants - as given in (2.22) - assume the
following values: ao = 0.0256, yo = 37.4555.
We test convergence by randomly selecting a sample Stet = { Pi, ... p'N }. Unless specifically
stated, we present all the quantities as functions of N averaged over Stet, a sample consisting
of Ntest = 100000 randomly chosen parameter points, which allows us to omit the parametric
dependence. For example, instead of eN(p) we are going to consider eN - the average "truth" error
of the reduced basis approximation averaged over the sample St,,t. In Figure 3-9 we provide the
convergence plots for aN(eN, eN), I IeNi I and the error bounds for these quantities: ENS and ANS,
respectively, as functions of N. As we observe from Figure 3-9, a(eN, eN), I I eN 11, ANS, and ANS
all decrease with N. We see that the accuracy is better for the pair a(eN, eN), ANS rather than
for the pair I eN II ANS which is explained by the quadratic convergence properties of aN(eN, eN),
ANS-
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Figure 3-10: Partition of unity method, 2D lo-
cally non-affine model problem: a(eN, eN) and
AN as functions of N.
To measure the convergence with respect to the field solution we present the results for the
relative rate of convergence: in Table 3.2 we provide the values for a(eue) S e NI and ' .
We note from Figure 3-9 and Table 3.2 that even for moderate values of N we reach good
accuracy both for aN(e, e), iNS and eN AN; this level accuracy is by all means acceptable in
the engineering practice.
Effectivity
In order to demonstrate that our error bounds are, indeed, sharp in Figure 3-11 we provide the
plots for the effectivities 1N and 71N as defined in (3.44) and (3.45). We observe that the values
effectivities are slightly higher than in the 1D case which we studied in Section 3.2.3. In the ID
case we had only one operator, that is the Laplacian, in the bilinear form a(.,.;.) which allowed
us to dynamically choose a multiplier ci(p) in (3.61), (3.62), and (3.63) for each new value of M.
This is no longer the case for the 2D problem where the bilinear form decomposition over each
Pi, i = 1, ... , S is far more complex. We then use a single point bound conditioner [52, 56] (as we
described it on the previous page) and this approach yields slightly less sharp error prediction than
the approach we used in the ID case. One possible way to decrease the effectivity values is to use
more sophisticated bound conditioners [52, 56].
Even for the current rather simplistic choice of a bound conditioner the effectivities uN and "iN
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Table 3.2: Partition of unity method, 2D locally non-affine model problem: relative convergence of
IeN NY, AN and a(e, e), AN with respect to N.
stay in the range [35,65] which is already a reasonably sharp error bound.
Efficient Partition of Unity Selection
As it was shown in Section 3.2.4, the construction of the error bound ANS(M) requires solving G
systems of linear equations. The size of each of these systems is equal to the number of "truth" finite
element test functions in each of the regions Pi", i = 1, ..., G. In order to keep the computational
cost as low as possible we want the size of the regions Pi[ to be as small - or, in other words, as
close to rna - as possible. This can be achieved by reducing the intersection of Pfa with the part of
Q where we have affine parametric dependence, albeit at a slight increase in the number of "affine"
partitions and hence the total number of partitions. We refine the partitions around the border
between the areas with affine and non-affine dependence as it is shown in Figure 3-12. In general,
the efficient partition of unity selection is a problem specific task which depends on the operators
that define the problem and the geometry of the problem. At the same we a user performs such a
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N IleNilY AN a(eN, eN) N(L)
I lu|y Hully a(u,u auu
5 1.38e-01 5.83e+00 2.65e-02 1.07e+00
10 4.77e-02 2.45e+00 3.42e-03 2.10e-01
15 3.27e-02 1.32e+00 1.50e-03 5.82e-02
20 2.64e-02 9.47e-01 9.48e-04 3.15e-02
25 2.05e-02 7.29e-01 5.59e-04 1.84e-02
30 1.54e-02 5.39e-01 3.13e-04 1.00e-02
35 1.14e-02 4.11e-01 1.60e-04 5.45e-03
40 7.86e-03 3.16e-01 7.89e-05 3.30e-03
45 6.15e-03 2.27e-01 4.92e-05 1.71e-03
50 4.42e-03 2.07e-01 2.69e-05 1.43e-03
55 3.70e-03 1.78e-01 1.90e-05 1.03e-03
60 3.23e-03 1.49e-01 1.44e-05 7.04e-04
65 2.19e-03 9.97e-02 6.46e-06 3.46e-04
70 1.84e-03 8.08e-02 4.46e-06 2.33e-04
75 1.55e-03 6.69e-02 3.18e-06 1.62e-04
80 1.25e-03 5.40e-02 2.11e-06 1.04e-04
85 9.86e-04 4.50e-02 1.38e-06 7.33e-05
90 8.43e-04 3.60e-02 9.90e-07 4.68e-05
95 6.52e-04 2.94e-02 6.38e-07 3.25e-05
100 5.14e-04 2.29e-02 4.01e-07 1.94e-05
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Figure 3-11: Partition of unity method, 2D locally non-affine model problem: effectivities rlN and
V7N as functions of N.
partition refinement he or she should take into account that the provable upper bound might suffer
because of that. This definitely was not an issue in the ID case (see Section 3.2.3), however in
higher dimensions an additional check is required.
In some cases (such as the case of the 2D model problem described in Section 3.3) it is possible
to improve the efficiency of the reduced basis method by considering only one " non-affine" partition
G
(see Section 3.2.4 for details). We replace all the partitions I"a, i = 1, ... , G by their sum (Ii.jz=1
With this approach in order to provide an error bound we now only have to solve one linear system
instead of G (see the numerical algorithm in 3.2.4), however the size of this system is slightly
bigger than the size of all linear systems corresponding to Pia. The numerical results for the 2D
problem are provided for the "non-optimized" partition of unity as shown in Figure 3-8 where all
the non-affine partitions are lumped into one as we just discussed.
Computational Costs
In Table 3.3 we provide the dependence on N of tuN I ts, and ANS, the actual computational times
required to obtain the reduced basis approximation UN, the partition of unity contribution S, and
the error bound ANS, respectively, during the on-line stage. The fifth column of Table 3.3 contains
ttot, the total time which is necessary to run the on-line stage for a single parameter value, as a
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Figure 3-12: Partition of unity method: the idea behind efficient partition of unity selection.
function of N. The value of ttr, the time required to obtain the "truth" finite element solution is
given in the rightmost column of the same Table.
Obviously, ttr does not depend on N at all. As we can see from Table 3.3, tuNI tS, tANS and
hence ttot are all increasing functions of N. The main contribution to ttot is provided by tANS which
J
is consistent with its operation count of O(Z Q"(Si + N)2 ) + O(Tnma SN) + O(Gn4a) (for our case
i=1
G = 1). The operation count has two terms which account for the construction of ANS from the
affine and non-affine partitions. The fact that tANs - unlike tUN and ts - is not close to zero when
N is small is explained by the presence of O(nnaSN)+0(Gn'la) term in the operation count for
ANS (note that this term has only linear dependence on N). The growth of tANS with N is mainly
J
explained by the affine component of the operation count of ANS: O(Z Qf(Si + N) 2 ).
i=1
We also note that tos displays a somewhat weak dependence on N which is consistent with its
operation count of O(QS) + O(rna S2 ) + O(QSN) + O(nnaSN) + O(S) which is linear in N. We
observe that tUN grows with N at approximately the same rate as tANS, this behavior is supported
by the operation count to obtain uN which is equal to O(QN 2 ) + O(rnaN 2) + O(N).
For this particular configuration even for the largest values of N (N = 100) we observe compu-
tational savings (measured by the efficiency ratio f'r) of approximately 7.
In general, we have noticed that the efficiency ratio of the reduced reduced basis method is an
increasing function of K, the number of nodes in the "truth" mesh.
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Table 3.3: Partition of unity method, 2D locally non-affine model
times.
problem: on-line computational
Conclusions
Using this model problem we were able to show that the partition of unity method is capable of
providing very accurate results as it was demonstrated in Figure 3-9 and Table 3.2. At the same
time our error bounds remain quite sharp which is confirmed by the effectivity plots in Figure 3-11.
Both 1 7N and r/N remain within the range of [35,65] which indeed is quite a good result. Even for
the highest value of N considered (N = 100) the total time for the on-line stage is approximately
5 times less than the time to obtain the truth solution. If we refine the "truth" mesh we can only
expect this ratio to increase, thus making the partition of unity method even more attractive for
our purposes.
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N tuNS t5sS t.NS, 1 ttot, S r ttr, 8
5 5.90e-03 2.80e-02 9.02e-02 1.24e-01 28.37 3.52
10 1.02e-02 3.13e-02 9.39e-02 1.35e-01 26.01 3.52
15 1.57e-02 3.17e-02 9.86e-02 1.46e-01 24.11 3.52
20 2.11e-02 3.29e-02 1.05e-01 1.59e-01 22.20 3.52
25 2.70e-02 3.41e-02 1.11e-01 1.72e-01 20.44 3.52
30 3.25e-02 3.52e-02 1.19e-01 1.87e-01 18.82 3.52
35 4.03e-02 3.68e-02 1.28e-01 2.05e-01 17.16 3.52
40 4.71e-02 3.79e-02 1.37e-01 2.22e-01 15.89 3.52
45 5.60e-02 4.01e-02 1.46e-01 2.42e-01 14.54 3.52
50 6.46e-02 4.12e-02 1.56e-01 2.62e-01 13.43 3.52
55 7.30e-02 4.28e-02 1.67e-01 2.83e-01 12.44 3.52
60 8.21e-02 4.44e-02 1.78e-01 3.05e-01 11.54 3.52
65 8.90e-02 4.58e-02 1.89e-01 3.24e-01 10.86 3.52
70 9.92e-02 4.76e-02 2.01e-01 3.48e-01 10.12 3.52
75 1.09e-01 4.86e-02 2.1le-01 3.68e-01 9.56 3.52
80 1.20e-01 4.98e-02 2.23e-01 3.92e-01 8.97 3.52
85 1.31e-01 5.11e-02 2.35e-01 4.17e-01 8.45 3.52
90 1.47e-01 5.24e-02 2.48e-01 4.47e-01 7.87 3.52
95 1.61e-01 5.38e-02 2.63e-01 4.78e-01 7.37 3.52
100 1.73e-01 5.54e-02 2.80e-01 5.08e-01 6.92 3.52
3.4 Application of Partition of Unity Method to Affine Coercive
Problems
The partition of unity method was originally developed by us to address locally non-affine problems
as described in Section 3.2. At the same time it might be of interest to apply the PUM to the purely
affine problems which potentially might yield better results than the classical reduced basis method.
We will describe the PUM numerical algorithm for the affine case which in fact is a simplification
of the locally non-affine case. To avoid unnecessary repetition we will proceed directly to the
numerical algorithm. Later we provide a criterion under which the partition of unity method can
provide better performance than the classical reduced basis method.
3.4.1 General Abstract Problem Statement
Just as a reminder, the original problem is given by: find u(p) E Y
a(u(p), v; p) = f(v), V v C Y, (3.111)
where a(., .; y) admits the following decomposition
Q
a(w, v; i) = Oq(p)aq(t, V), V w, v E Y,
i=1
(3.112)
where Q is the parametric complexity of the problem and aq(w, v), q = 1,..., Q is a parameter
independent bilinear form.
3.4.2 Reduced Basis Approximation
We consider an affine problem that satisfies all the regularity conditions of Chapter 2.
(3.113)
where pi E D, i = 1, ... , N. We then define our reduced-basis approximation space WN as
VVN = span(i u= (pj),i = N,
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(3.114)
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where u(pi) G Y is the solution of (3.111) for p = pi. For any p E D, we define our reduced-basis
approximation for the field solution as uN(A) which is obtained through Galerkin projection of u(p)
onto WN
a(uN(p), v) = f (v), V V E WN, (3.115)
N
UN ( UNj( (P) (j - (3.116)
We then look for 6s(pt) E Xs given by
a(uN (P) + 6s (p), v; p) = f (v), V v E XS, (3.117)
S
6S (P) = 6Sk (D)k . (3.118)
k=1
We consider iiN(p) = UN(P) + 3s(p) as the approximation to u(p). The matrix vector form of
(3.115) is given by
AN(pON(P) =NI (3-119)
where AN(p) admits the decomposition consistent with (2.11), (3.112)
Q
AN(A) = Oq()A,
q=1
where
A' =a((i, (j), N ),q=1,...,Q, i= 1 ... , N. (3.121)
We now turn to the computation of 3s(p) from (3.22); this requires solution of an S x S linear
system of equations
s(1p06sty) = Es(P) - ASN(P)!N( P), (3.122)
where
Es = f(Di), i = 1, S; (3.123)
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and where matrices As (A), ASN(p) admit the following decomposition
As(A) = q( )AS, (3.124)
i=1
Q
ASN () Eq(P)AqSN, (3.125)
i= I
where, in turn, for q = 1, ... , Q
A = a4<b, <D), i, j= 1, ... , N, (3.126)
-S6i = aq(<, , i = 1, ... ,S,j = 1,..., N. (3.127)
The vector 6s(p) is obtained by solution of (3.85). We note that the system (3.122) is not only low-
dimensional - since S is typically quite small - but also sparse because it corresponds to the finite
element discretization Ts. These two facts suggest that (3.122) is very cheap to solve: depending
on the nature of the bilinear form a(.,.;.) the operation count for solution of (3.122) is expected to
be O(S') where where r, is equal to or slightly greater than 1.
3.4.3 A Posteriori Error Estimation
The construction of the error bound almost exactly - with the exception of the non-affine component
-- follows the construction of the error bound for the locally non-affine case. Essentially we provide
a simplification of the algorithm presented in Section 3.2.1: in the purely affine case there is no
need to introduce two sets of partitions, therefore we can drop the superscripts in <Ii, i = 1, ... , S.
We start by introducing the error function eN(p) E Y as
eN([) = u(P) - UN(I)- (3.128)
We then introduce spaces Y = H 1 (Pi) such that the derivatives of functions v in the regularity
constraints for H1 spaces are evaluated from inside of the domain PfJ" and the mapping operators
Ii : Y -> Y such that
V V E Y div = n E Y : = oJR, i = 1, ... Is. (3.129)
We also define a bilinear form a-p,(.,.;.) : (Yi) 2 - R and linear functional f-pi(.) E (Yi)' such
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that
V w,V E Y: W1 Q\P = 0, Va pi = 0
ap,(ITjw, Igv;p) = a(w,v; p), (3.130)
f-p (1iv) f (v). (3.131)
We next define a function ci(pt) : D - R and a bilinear form ai(.,.) : (ya)2 -, R such that
ci (M)i(v, v) < ap, (v, v; [), V p E D, V v E Y; (3.132)
we note that though we require coercivity of a(., .;.) we do not require the same for each ap, (., .; .).
Clearly, 0 di(v, v) V v E Yj, however it may well happen that for some v E Y ap,(v, v; [) = 0.
If this is the case, we need to make sure that &j(v, v) = 0 as well, so that (3.132) holds.
Following the same approach as in Section 3.2.3 we introduce "local" residual functionals
Ri(v; [) E (Y)' (compare to (2.19)) as follows
Ri(v; p) = fpj(v) - ap (TiiN (t), v; P)- (3.133)
We subsequently look for error functions j(p) E Y as the solutions of the following local error
equations:
cj(p)( p), v) = Rj(Ij4)v; y), VvEY;i,...,S. (3.134)
The error bound /LNS(lt) is then defined as follows
S
a(eN([), eN(P); P) /LNS(P) = t ci(p)i ( ([t), ei(A); P). (3.135)
i=1
We are going to omit the proof of the bounding properties of ANS(p) since it is almost identical
to the proof of Section 3.2.3.
For each of the partitions <Ti, i = 1,..., S we denote a set {a,(.,,. , a' (.,.)} of bilinear
forms for which there exists a function v C Yj such that vimp # 0, the set of affine coefficients
corresponding to a3(.,.),j = 1,...,Q t , is then denoted as {EiP,... IE)i}. Clearly, Qj Q,
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... V i } of partitions the support of which has a
non-zero intersection with Pi. We denote the projection operators and the coefficients in (3.118)
corresponding to (Vi as I"", 6_, j =1,...,Si.
3 3 3
We next note that for each patch Pi (3.133), the expression for Ri(If*(v; P), V v E Yi, i
1, ... , S can be rewritten as
Qi
Ri(1714iv; p) = f (IDi v) - >E) i
q=1
( uNia q (11,T V iv) +
1=1 P 
Ii
Si
i p iv)) . (3.136)
k=1
We next renumber (3.136) and rewrite it in the following form:
Ki
> ip)T (v),
j=1
where Ki = 1 + Qi(N + Si) and
r (p) = 1, T'(v) = fpj(IiDiv);
for j = 2,..., 1 + QiN : j = 1 + (q - 1)N + l, q = 1,...,Qi, 1 = 1.... N
TJ( p) -UN (Y) Tp(v) = a l (,If7' iv);
for j=2+QiN,...,1+Qi(N+S) :j= 1+QiN+(q--1)S +k, q= 1,..
Tj(p) 0- (p)O
Using (3.138), (3.139), (3.140), (3.135), and (3.136) it is a simple matter to demonstrate that
j
ANS(A) Ci([i(i() i ( = t
i=1
J Ki Ki
S S/, T(I)7i(/I) di(z, Zj')
j=1 cy=)
At
(3.141)
where z., i = 1,... J; j = 1, .. ., Ki = 1 + Qi(N + Si) is obtained as the solution of
ai(z5, v) = T (v), V v E ya, (3.142)
(3.143)
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(3.137)
(3.138)
(3-139)
(3.140)
V i = 1,. . ., J. We then define a set { 4P*,
T (v) = ap q(Di v.
Therefore, (3.135) can be rewritten as
S KT K-
ANSLI := cti E> Y j3i-([t)T}j(z)A'jI. (3.144)
i=1 j=1 j'=1
Numerical Algorithm
Off-line
1. Generate SN as described in Section (2.3.4) and construct the basis for WN;
2. Precompute EN and A' as in (3.121), q 1, ... ,
3. Precompute FS as in (3.123) and A, as in (3.126), (3.127), q = 1,...,Q,
4. Precompute A', as in (3.143), i = 1,. .. , S; m, m'1, ... , 1 + Qj(N + Si).
On-line
1. Form AN as in (3.120) and solve (3.119) for UN(p). Cost: O(QN 2 ) + O(N3)
2. Form As as in (3.124), ASN as in (3.125) and solve (3.122) for 6S(A). Cost: O(QS) + Q(QSN) +
O(S');
S
3. Calculate ANSGu) from (3.141). Cost: O(Z Qf(Sj + N) 2 .
i=1
S
Total on-line cost: O(QN 2 ) + O(N 3) + O(QS 2) + O(QSN) + O(S) + L Q?(N + S,) 2
As it was in the affine case in Chapter 2, the most dominating contribution is coming from
the construction of the error bound. When making a decision which method to use for an affine
problem it is important to compare two quantities: the operation count for the error bounds for
the classical reduced basis method which is equal to O(Q 2 N 2 ) and the partition of unity methods
S
which is equal to 0(L (Qj(Si + N) 2 ).
i=1
We readily notice that of the partition of unity method is advantageous over the classical reduced
basis method with respect to the off-line stage: as we mentioned in Chapter 2 the main challenge
for the CRBM is to form Ajy as given by (2.55) which requires solution of Q2 N 2 linear systems of
size M. The partition of unity significantly reduces this computational burden: to form A', as
given by (3.143) for each i = 1, ... , S we need to solve Q?(N + S,)2 linear system of size N, the
number of nodes in Pi, and Mi typically is 0(10) times smaller than K.
For both methods we expect the calculation of the error bound to be the most computationally
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expensive part of the on-line stage. From the operation counts provided in this Section and Section
S
2.3.5 it is not obvious right away which of the operation counts O(Z (Qi(Si + N) 2) or Q 2 N 2 is
i=1
going to be smaller. We revisit this issue in later in this Chapter.
3.4.4 Numerical Results in Comparison to Classical Reduced Basis Method
We now apply the partition of unity method to the problem we described in Section 2.4 and compare
the numerical results for both methods. For the partition of unity method we select the partition
of unity in the same way geometry-wise as it is shown in Figure 3-8 for the locally non-affine case.
Convergence
In Figure 3-13 we present the convergence plots for the norm of the error and the error bound both
for the classical reduced basis method and the partition of unity method. As we can see from this
Figure, the methods essentially demonstrate the same rate of convergence with respect to lieN -
The error bound AN for the CRBM is slightly smaller than the error bound ANS for the PUM.
CRBM PUM
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Figure 3-13: Comparison of classical reduced basis (left) and partition of unity (right) methods,
2D affine model problem: IICNI y and AN as functions of N.
Effectivities
Comparing the effectivity values for the two methods in Figure 3-14 we arrive at a conclusion that
both methods provide sharp error bounds, the effectivities are slightly better (smaller) for the case
of the CRBM which is also consistent with how the methods behave in Figure 3-13. This might be
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explained by the distortions introduced into the error equations (3.134) by the partition of unity
functions <Ii, i = 1, . . ., S.
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Figure 3-14: Comparison of classical reduced basis (blue) and partition of unity (red) methods, 2D
affine model problem: effectivity rIN as a function of N.
Computational Costs
In Table 3.4 we provide the details of the decomposition of the total time required to run the
on-line stage (which we denote tt~t) into tUN tOs, and tANS, the times required to obtain UN, AS,
and ANS, respectively. As expected, the main contribution to ttot is provided by tANS which is
S
consistent with tANS operation count L (Qi(N + Si)) 2 . Very similar to the non-affine case, tosi=1
exhibits the weakest dependence on N (out of tuNI tj,, and tANS) , whereas the dependence of
tUN on N is quite strong; these two facts are consistent with operation counts for t6, and tUN:
O(QS 2) + O(QSN) + O(S') and O(QN 2 ) + O(N 3), respectively.
In Tables 3.5 and 3.6 we provide the total on-line computational time for both methods as
functions of IleNil and AN(ANS), respectively. We observe that in both Tables ttot for the PUM
is approximately twice as big as for the CRBM (we consider the ranges when the reduced basis
approximations are reasonably accurate). For both the CRBM and the PUM methods the main
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N tUN1 S tANS, S ttot, S tr, S
5 1.63e-03 4.79e-03 6.20e-03 1.26e-02 276.59 3.53
10 1.92e-03 5.20e-03 9.32e-03 1.64e-02 212.29 3.53
15 2.12e-03 5.30e-03 1.33e-02 2.07e-02 168.62 3.53
20 2.43e-03 5.31e-03 1.81e-02 2.59e-02 134.91 3.53
25 2.73e-03 5.63e-03 2.34e-02 3.18e-02 109.84 3.53
30 3.06e-03 5.79e-03 2.96e-02 3.85e-02 90.69 3.53
35 3.54e-03 5.89e-03 3.67e-02 4.62e-02 75.59 3.53
40 4.09e-03 6.14e-03 4.44e-02 5.46e-02 63.88 3.53
45 4.75e-03 6.34e-03 5.41e-02 6.52e-02 53.52 3.53
50 5.36e-03 6.59e-03 6.33e-02 7.53e-02 46.35 3.53
55 5.97e-03 6.67e-03 7.40e-02 8.66e-02 40.28 3.53
60 7.41e-03 7.61e-03 8.52e-02 1.00e-01 34.84 3.53
65 8.17e-03 7.69e-03 9.71e-02 1.13e-01 30.89 3.53
70 9.82e-03 7.85e-03 1.10e-01 1.27e-01 27.39 3.53
75 1.16e-02 8.17e-03 1.23e-01 1.43e-01 24.38 3.53
80 1.52e-02 8.05e-03 1.38e-01 1.61e-01 21.67 3.53
85 1.69e-02 9.44e-03 1.53e-01 1.79e-01 19.49 3.53
90 1.99e-02 8.63e-03 1.69e-01 1.97e-01 17.70 3.53
95 2.38e-02 9.45e-03 1.87e-01 2.20e-01 15.87 3.53
100 2.78e-02 9.48e-03 2.06e-01 2.44e-01 14.32 3.53
Table 3.4: Partition of unity method, 2D affine model problem: on-line computational times.
contributor to ttot is tAN (tANS), the time required to obtain the error bound.
We then provide the comparison for the error bound operation counts for both the classical
reduced basis method and the partition of unity method, since this operation count represents the
major numerical challenge during the on-line stage. For our 2D model problem the operation count
for the partition of unity method is higher than the operation count for the classical reduced basis
method as depicted in Figure 3-15; the on-line computational times reflect this fact.
The off-line stage run for the PUM takes significantly less time - about 40 times less in our
case - than that for the CRBM. The off-line stage is a one time computational effort, however it is
in our interest to make this computational effort as small as possible; from this point of view the
PUM clearly wins over the CRBM. As we mentioned earlier, Qi < Q, i = 1, ... , S. To emphasize
the efficiency of the partition of unity method we note that even in the most pessimistic case when
Qi = Q, i = 1, ... , S the off-line effort for the PUM will still be significantly smaller than that of
the CRBM due to the domain decomposition nature of the PUM.
One way to improve the on-line performance of the PUM is to provide a more efficient partition
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Table 3.5: Comparison of classical reduced basis (left) and partition of unity (right) methods, 2D
affine model problem: on-line computational times as functions of IIeN Y-
of unity selection which could be done by using an optimization procedure that will take into account
the parametric complexity and the geometry of the problem.
However, let us consider a situation when the error bound operation counts for the two methods
trade places. Let us revisit the ID problem studied in Section 3.2.3. For this problem Q = S - 2,
Qi < 2, Si < 3 Thus, the operation count for the error bound (PUM) is going to be less thanS
Z 4(N + 3)2 = 4S(N + 3)2. At the same time - if we address the same problem with the CRBM -
i=1
we would have (S - 2) 2 N 2 for the operation count of the error bound. It is easy to see that in this
case the PUM will perform better than the CRBM time-wise especially for larger values of S, N.
In general, based on the expressions for the operation counts for the PUM and the CRBM we
would expect the PUM to be more efficient for problems that allow partition of unity which satisfies
the following condition:
S
Q? < Q2. (3.145)
Clearly, the 1D problem we just mentioned satisfies (3.145). Furthermore, we would expect the
PUM to perform better with respect to the on-line computational times for problems where the
parameters are "domain-decomposition" based, i.e. the problems for which we can limit the par-
ticipating operators for each partition to a minimum. Clearly, this method would win in the cases
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CRBM "truth" PUM
||efNlY ttot, S - ttr, S tr ttot, 8 IeNilY
1.69e-01 2.47e-03 1415.53 3.53 321.62 1.09e-02 1.66e-01
8.07e-02 7.92e-03 440.77 3.53 225.28 1.55e-02 8.43e-02
5.12e-02 5.27e-03 662.73 3.53 178.53 1.95e-02 5.18e-02
2.44e-02 7.33e-03 476.09 3.53 146.66 2.38e-02 2.37e-02
1.25e-02 1.62e-02 215.00 3.53 87.84 3.97e-02 1.23e-02
8.23e-03 2.11e-02 165.19 3.53 70.51 4.95e-02 8.16e-03
4.5le-03 2.82e-02 123.60 3.53 55.67 6.27e-02 4.47e-03
2.40e-03 4.12e-02 84.75 3.53 40.28 8.66e-02 2.36e-03
1.36e-03 6.29e-02 55.47 3.53 29.45 1.18e-01 1.38e-03
8.65e-04 8.04e-02 43.39 3.53 23.80 1.47e-01 8.52e-04
6.54e-04 9.13e-02 38.23 3.53 21.67 1.61e-01 6.52e-04
4.70e-04 1.10e-01 31.69 3.53 18.33 1.90e-01 4.75e-04
3.46e-04 1.33e-01 26.25 3.53 15.87 2.20e-01 3.45e-04
2.61e-04 1.43e-01 24.33 3.53 14.32 2.44e-01 2.57e-04
Table 3.6: Comparison of classical reduced basis (left) and partition of unity (right) methods, 2D
affine model problem: on-line computational times as functions of the error bound.
where each partition would have just one associated operator (as in the ID problem) with or -
even better without - parametric dependence. At the same time, if the parametric dependencies
are deeply interwoven and cannot be localized the CRBM would clearly have an advantage with
respect to the on-line stage.
Turning back to the 2D model problem that was introduced in Section 2.4, we note that if we
modify the problem by eliminating the convection term the use of the PUM for this modified would
be advantageous compared the use of the CRBM with respect to the effectivity because it will allow
us to use the scalable bound conditioners as we had in the 1D case.
Conclusions
To conclude the comparison of the CRBM and PUM in application the affine problems we can state
that both methods address the affine coercive problems efficiently, both perform almost equally
well in terms of convergence and effectivity. In general, the PUM requires significantly less time to
complete the off-line stage. However, there is no clear winner as regards the on-line computational
time because for each method there are affine problems for which this method performs better than
the other method. For the cases when the PUM has a clear advantage over the CRBM for the
off-line stage and at the same time both methods provide computational savings of approximately
same magnitude during the on-line stage, the PUM could be used as a viable alternative to the
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CRBM "truth" PUM
AN ttot, S 7 tt, S tot ANS
7.58e+00 3.13e-03 1116.09 3.53 309.78 1.13e-02 7.62e+00
5.15e+00 2.79e-03 1249.78 3.53 237.08 1.47e-02 5.00e+00
1.05e+00 9.32e-03 374.35 3.53 128.99 2.71e-02 1.07e+00
8.55e-01 8.51e-03 410.27 3.53 101.59 3.44e-02 8.55e-01
5.95e-01 1.44e-02 242.74 3.53 75.59 4.62e-02 5.90e-01
3.83e-01 1.93e-02 180.95 3.53 61.48 5.68e-02 3.80e-01
1.91e-01 3.58e-02 97.61 3.53 43.51 8.02e-02 1.93e-01
8.52e-02 4.54e-02 76.79 3.53 34.84 1.00e-01 8.57e-02
6.74e-02 5.77e-02 60.44 3.53 27.86 1.25e-01 6.64e-02
4.04e-02 8.13e-02 42.92 3.53 22.56 1.55e-01 4.00e-02
3.09e-02 9.50e-02 36.72 3.53 19.21 1.82e-01 3.14e-02
2.14e-02 1.24e-01 28.04 3.53 16.25 2.15e-01 2.18e-02
1.59e-02 1.43e-01 24.33 3.53 14.32 2.44e-01 1.58e-02
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Figure 3-15: Comparison of classical reduced basis (left) and partition of unity (right) methods,
2D affine model problem: the dominating operation count for construction of error bound.
CRBM.
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Chapter 4
Locally Non-affine Problems:
Minimax Coefficient Approximation
Method
In this Chapter we are going to present the minimax coefficient method which provides an alter-
native way to treat locally non-affine problems described in Section 3.1. The minimax coefficient
approximation method (MCAM) relies on fundamentally different principles than the partition of
unity method (PUM): in the MCAM we replace the underlying functional non-affine parametric
dependence with an affine-like approximation. This idea was originally proposed in [5]. Such
a replacement allows us to subsequently address the modified locally non-affine problem within
the affine context. We now proceed to the mathematical description of the minimax coefficient
approximation method in application to the locally non-affine problems.
4.1 Minimax Coefficient Approximation Method
4.1.1 Parametric Functional Dependency
As it was described in Section 3.1, the general abstract formulation for a problem with locally
non-affine parametric dependence is given as: find u(p) such that
a(u(p), v; p) = f(v), Vv E Y, (4.1)
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where a(., .; p) admits the following decomposition
a(w, v; p) = aA(w, v; t) + aNA(w, V; P), Vv C Y, VPED, (4.2)
where, in turn, a'(.,.;.) is an affine bilinear form:
Q
a^ (w, v; p) = g (it) ai(w, v) V =, E Y, V p E D, (4.3)
q=1
where the (f(p): D -+* IR is a function and aq(.,.): Y 2 -- JR is a bilinear form without any
parametric dependence; and aNA(., .; .) is a locally non-affine bilinear form.
The equation (4.1) is equivalent to the equation (3.6). It is important to mention that the
assumption of the locally non-affine nature of the parametric dependence - as we are going to show
later in this Chapter - is crucial for the construction of the rigorous error bound.
The parametric dependence in [L in (4.2) is indeed a functional dependence. For the model
problem studied in Section 3.3 the non-affine component is introduced into the abstract formulation
(4.1) through (3.107). Evaluation of (3.107) requires numerical integration of the function k5(!; P)
(defined in (3.100)) which we perform using Gaussian quadratures. Clearly, in this case the non-
affine functional dependence is given by k5 (X; A).
We then rewrite (4.1) as
a A (u(ft), v; p) + aNA(a(f), u; g(_.; )) = f(v), V G y, (4.4)
s() = l(u(P)), (4.5)
where g(;; M) represents the functional form of the non-affine dependence and s(jt) is our output
of interest. As before, f(.), l(.) E Y' are continuous bounded linear functionals. We now impose
certain regularity restrictions on the bilinear forms a(., .; .) and aNA (., .; .) from (4.1) and (4.4), that
is, we assume that a(.,.;.) is bilinear, symmetric, coercive: there exists a(p) > 0 such that
0 < ao < a(ft) = inf a (v,v;M) Vft C D, (4.6)VEY I1vII1,
and continuous: there exists y(p) > 0 such that
a(w,v;ft) -y(t)jwjyIYvIy < 'yOjIwIIy||vjIy, Vft E D, (4.7)
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whereas aNA (., .;.) is trilinear, affine in all of its arguments, symmetric in its first two arguments
and continuous: there exists v > 0 such that
IaNA(wv;g)I < NA W 9) 2NA 2 < Vj1Wj1YI1VI1Y11IL.(Q .)- (4.8)
For aNA(.,.;.) we allow general (unrestricted, non-affine) parametric dependence. The only
limitation we impose is that this kind of general general dependence can only appear in the area
Q, C Q and the size of the former is small compared to the size of the latter. More specifically,
V v, w E Y : VIQ, = 0, WIQna = 0
aNA(u(p),v; g(,; P))= 0, V 'D. (4.9)
We solve the problem given by (4.1) using the finite element method on a fine mesh with
) nodes which ensures that the analytical solution u(p) and the finite element solution ug(p)
are practically indistinguishable from each other. The integration of the non-affine functional
dependence introduced by the function g(1; [p) is performed using the Gaussian quadratures for the
finite elements of the truth mesh which ensures the exact integration for all polynomials up to a
sufficiently high order, the details can be found in [7].
In practice the constant v (4.8) is determined (often just by inspection) based on the properties
of the form aNA(w, w; z) - which allows us to "extract" the functional dependence in z and put it
into the |1gIL-(na,) term - and the subsequent eigenproblem analysis. We are going to describe
the procedure to obtain v in the particular case of the model problem in Section 4.2.
4.1.2 Sj 1 Sample Selection
We next consider the functional form of the parametric dependence as given in (4.4). In Chapter
3 we presented the partition of unity method which enables us to address the problems with
locally non-affine parametric dependence. We now describe the underlying idea [5] for the minimax
coefficient approximation method which is based on replacing g(!; P) with the affine-like function
gm(1; p). We here provide the mathematical algorithm for such a replacement.
We begin from building a recursive sequence p9 , M = 1. We start from some random pi
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..
and set 1 (1) = g(x; p). We then generate pgI, .... , using the following recursive algorithm
Al = arg max e*_1 (p), (4.10)
WIv() = g(I;p 1 ), (4.11)
where1 SDNA is a fine enough sample (mesh) in DNA C RPNA, the area of variation of PNA
parameters that define the non-affine functional dependence; furthermore
M
( min max Ig(L; p) - Z yj ( (x), (4.12)
yEIRM XGQna j=
1* = arg min max Ig(1; p) - -yj (), (4.13)
~yE1AI 3~naj=1
M
g= 4;/0 E- * (4.14)
j=1
It is important to note that this situation is different from the case described in Section 2.3.4
where we discussed the selection of the optimal sample SN. As it was mentioned in Section 2.3.4,
when P, the number of the parameters that define the problem, is even moderately big, say 0(10),
it becomes too computationally expensive to perform a search over a mesh over D. However, when
solving (4.10) we only have to optimize over the set of PNA parameters which define the locally
non-affine dependence. Since PNA <; P, we have better chances to be able to apply (4.10) in our
sample selection algorithm when we actually choose candidates for pg, from a fine enough mesh in
D NA
It is possible to have a situation where PNA is too big for us to generate a fine mesh in DNA C
IRPNA. If such a situation occurs, we would have to utilize the approach similar to the one described
in Section 2.3.4 and replace SDNA in (4.10) with S ,, an appropriately large pool of randomly
chosen points:
p = arg max e*M(W), (4.15)
IPESMi
the cardinality of SM 01 is equal to MP001.
In the model problem introduced in Section 3.3 equals to 1 which allows us to build a fine mesh
over the area of variation of the only parameter r. The recursive nature of equations (4.10) and
'In practice we replace (4.12) with an appropriate linear programming program defined over a fine mesh in 0na.
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(4.12) guarantees that c*, _I(pg ) is a decreasing non-negative sequence. We repeat steps (4.10) and
(4.12) until e* 
- 1 (i14) gets sufficiently small and set Amax equal to the current M. We next define
the sample SX1 = {Ai, ... , a_ } and introduce the functional space V_ = span{{NIW =
g 4, pum), M = 1, . . ., Mmax}-
In order to demonstrate the validity of the approach we formulate and prove several statements
in a similar way how it was done in [5]. We first assume that
Emax (p4g mX) > Co > 0 (4.16)
for some given value of co. Using the fact that V9 C V29 C ... C V from (4.12) we see that
CI(,tS) > c2(j) > ... iEm (' 4 im) co. Let us now state and prove the Lemma 4.1
Lemma 4.1. The dimension of space Vg is equal to M, M = 1, ... , Mmax.
We proceed by induction. The basis of induction is obvious: dim(Vg) 1. Let us assume
that dim(Vf r) = M - 1, if then dim(V91 ) = M - 1 that implies that g(x; ,t{) E VV_ 1 which
contradicts EC 1*(p4y) > 0.
4.1.3 "Magic Points" Selection
Once we are done with the selection of the sample S91  we run another recursive procedure.
We now introduce a sequence of "residual" functions rAM(x), M = 1,... Mmax and a sequence of
physical points tm, M = 1, ... , Mmax that are constructed according to the following procedure
ri(L) = (1), (4.17)
= arg max |ri(1)|, (4.18)
!E~na
Bll= ( (Li); (4.19)
then, for M = 2,. . . ,Mmax
BM-1 m-1 = [ M(t1),... , M(tMI1) (4.20)
M-1
rM () = 6, (K) - Y -Of 1 j(4), (4.21)
j=1
LM = arg max IrM()I, (4.22)
=B3 = (j), 1 < ij < M. (4.23)
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We refer to the sequence t , M = 1, ... ,Max as to the "magic points". We now prove an
important lemma that guarantees the existence and uniqueness of tM.
Lemma 4.2. The rank of B" is equal to U, M = 1, ... ,Mma
As in Lemma 4.1, we proceed by induction. B 1 = max i(x)I > 0 based on Lemma 4.1. Let
Qna
us now suppose that the rank(Bm-1) = A - 1. If we now suppose that rank(BAI) = M - 1 and
look at (4.22) and jlj((t_), we readily see that rNI(tAI) = 0. What follows is that &'(x) can be
expressed as a linear combination of 1 (1),... ,-I (_) Vz E Qna which clearly contradicts Lemma
4.1. By this contradiction we prove that rank(Bm) = M and we indeed have a unique sequence of
"magic points".
We are now ready to introduce the affine-like the replacement function gm (j; p) as
M
gM(9 ; i) = a m(P)&n(m), a(P) E IRA, M K Mmax, (4.24)
m=1
= ( BA-[g( 1 ,Jp)...g(tL, A)]T. (4.25)
From (4.25) we can see that
gKm(ti; p) = g(t; t), i = 1, ... , M. (4.26)
We then introduce the interpolation error cm(p) as
EM (P) = 11(; A) - gM(!; P) IL-(Qna). (4.27)
We also define the "Lebesgue" constant Am as
M
AAJ= sup ZVak(x), (4.28)
XEQ2na k=1
where
m
B f VY(x) = (x), i = 1,. .. ,M. (4.29)
j=1
We are now ready to prove the next Lemma.
Lemma 4.3. EM(p) ep ( (1 + AM), V A E 'D, M -< Mmax-
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We first define e*(j; p) = gm (1 1; /p) - gm(x; p). We now write
e[(/t) =- g11(1;/1) +g+*; (;P) - ;)| (4) () + Ile(1[Lo (1 )-
Since e* (j; .) E we can write that
eiA(p) e:! (/i) + fl >3 (Pm(X)IIL (Qs) = E*M(P) + 1iZ 1 B '()Vk'(x)-IL-(Q)
m=1 k=1m=1
M
ei(P) + I I e* (L; P)Vim(x)llLo(0n) 1M ()(1 + AM), (4.30)
i=1
since Ile*u(z; i) IlLo(O) Wj(p)-
In [5] a proof presented where an extremely pessimistic (exponential in M) upper bound for
Am is provided. Lemma 4.3 ensures - provided that Am is sufficiently small and M is sufficiently
big -- that gm(.;.) and g(.;.) are indeed close.
We talk about measuring the error between the two functions in Section 4.2.2 and provide
concrete values for Am for the case of a 2D model problem.
We finally formulate the following Corollary.
Corollary 4.1. E*c_(pg) < Irm (ti)l (1 +ANI)e*iO(pI).
The proof of the corollary follows directly from (4.12), (4.21), and Lemma 4.3.
Later in this Chapter we will often omit the dependence in space in gmv(1, p) and g(x, p) and
write gM(f) and g(p) instead, respectively.
4.1.4 Reduced Basis Approximation
As in the partition of unity method, we introduce the sample set SN = {p1, --, [N} using one of
the sample selection algorithms described in Section 2.3.5 and subsequently construct the reduced
basis function space as WN = span{i = u(pi), 1 < i < N}. We note that this idea which was first
introduced in Section 2.3.1 remains the key component of the minimax coefficient approximation
reduced basis method. We now look for the approximation UNM(p) E WN to u(p) from (4.1) as
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the solution of
a'(uNAI(P), v; /1 ) I aNA (UlNA(p), V; 9M(P)) = f(v),Vv)CWN
M
YM(A) = E Lm(b)((z), a(p) G CR
m=1
a(p) = )-I[g(ti; f)...g T
SNAI (ft) - l(UNM (p))-
(4.31)
(4.32)
(4.33)
(4-34)
Invoking (4.32) and the properties of of aNA(.,.;.) we expand (4.31) as
Q ,,
L3 Eq(p) a' (~uNI(AI) -V) + 1 Cek (p-) a N N(A)~, V; G) =f (V), V V EY
q=1 k=1
(4.35)
We notice that the formulation (4.35) essentially has an affine structure comparable to (2.11) since
a NA(w, v; k), k = 1, ... , M does not depend on p. Since UNM ) e WN it can be decomposed as
(4.36)
4.1.5 A Posteriori Error Estimation
We start by introducing a bound conditioner [18, 39, 52, 57] - a symmetric, continuous, and coercive
bilinear form &(v, v; p) such that V p E D
a(P)(jjvIjy) 2 <- Pnin(P)&(v, v; ) a(v, v; p) Pmax(P)&(v, v; P) < '(p)(jjvIjy) 2, V V E Y, (4.37)
1 pmin(1), Pmax(P) p,
for some (preferably small) constant p E R. The more detailed of description of different types of
bound conditioners is contained in [52, 57].
We now introduce the error function eNm(p) (compare to (2.20), 3.32, 3.33, and (3.128)) as
eNM(p) = U(p) - UNM(I)- (4.39)
Using (4.1) and (4.31) we then notice that eNM(p) satisfies the following "error equation" (compare
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N
'UNM (p= ZUN (P)(i -
i=1
where
ao a(p), -Y() ?o, (4.38)
to (2.21))
a(u(p) - UNAI (u), v; ,) = f(v) - aA (UNMj(P), v; P)-
eNM(tt)
a NA (UNM(A), V; 9M(P) - aNA (UNM(),; - g9M(P)), V v E Y. (4.40)
We next introduce linear functionals Ri(v; p) and R 2(v; A) such that
R1(v; #-t)
R 2(v; P)
= f(v) - aA(UNIVI( ), v; ) - aN 4 (UNI (A), V; 91 ()),
-a NA (P),V;p -g((t g_ ).
(4.41)
(4.42)
and rewrite (4.40) as
a(eNM (P), v; P) = RI(v; p) + R 2 (v; P). (4.43)
We next consider two subproblems where we look for 6NAIV,(p) and eNM,2(P) such that
= (v; p),
= R 2(v; t).
We next introduce ANM,1() as
ANAI,1u() = &( NM,1 (P)i NM,1 (A); [).
We then invoke (4.8), (4.37), and (4.27) to obtain
&( NM,2(t), NM,2(tC); u) = R2( NM,2(A); P) V I 9) - 9M (PL) (Ina)
MW(9
(4.44)
(4.45)
(4.46)
IIUNM(P)IIYI eNM,2(I)IjY
iEM I &(U ) ; &(&Nz,2, eNNI,2) I
N(XNM(P), UNAJ (P); P)I 2(M2 N,2 - (4.47)
From (4.47) we readily construct the bound AN,2( ) for &(6NM,2, eNM,2)
&(&NM,2(0), eNM,2(P); P) 5 ANM,2u) = (() )2(UNM (P), UNM ; (4.48)
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b(NAI,1([), v; i)
&(6NM,2 (A), V; P)
Plugging v = eNM ([) into (4.43) we obtain
a(e-NA(it), CNpj((P); It) = R1(eNI(It); [) + R2(eNAr(It); It)
&(6NVAI,1(i), CNM(P); [1) -+ i(%NAI,2(P) , eNAI( 1 ); P) <
(d(eNAI,1 (it)' NM,1 (P); 1A) 1 + e (6NA,2(A), NM,2; A) .1) &(CNNI (It), eNM (P); [) <
((ANAI,1) 2 + (ANM,2)) (eNMI(I), eNAI(P); [) 2. (4.49)
We now explain how we arrived at the final result of (4.49): in the first step we invoked (4.43), in
the second - (4.44) and (4.45), in the the third Cauchy-Schwartz' inequality, and, finally, for the
last step - the definitions of ANM,1 and ANM,2, (4.46) and (4.47), respectively.
From (4.49) invoking (4.37) we readily construct the error bound ANM (It) such that
2
G(ENM(#), CN() )i N M1 AM2
+ ~(p) et (UNI(I) , UNM 2); P)2
Finally invoking (4.37) we construct the error bound ANM(I') for j eNM(1) Y
||eNNI( jY < ANNMN() _I~eNA(Jt)~y ~NM(P))
( NM,11)1 eNM,1t A
a(t) + a()
NAN,
a(PIl ) +
V
N M,2 (A)
a(p)
(UNAM(P), UNM(P); P). (4.51)
a(/-)
As before, we introduce the effectivities TNM(p) and /NM(P) which serve as a measure of the
sharpness of the error bounds ANM(P), ANM (P)
1 7NM(P)
1 < ?NM(P)
ANM(J)
a(eNM (P), CNA W; P)
=ANM(P) 
.
jjNM(P)jjY
As the equation (4.51) indicates, we have two terms that contribute to the error bound ANM (P)-
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(4.50)
(4.52)
(4.53)
(NM,1 (1), NMP 1) -2
Let us denote these terms as
ANM(IL) ANAI,(P) + ANAI,2(P), (4.54)
(N 1M, 1 (A), i NA,I(P); 11)
ANM,(_)_ (4.55)
a (tt)
veM,(it) rI(UNM (P it),UNM (P); P)() ,2 cx = ) (4.56)
We are going to discuss the importance and relative contribution of each term later in this Chapter
in Section 4.2 when we consider a particular model problem.
Similar to how it was demonstrated in [5] we now make an assumption that
g(x; ) E VS ; (4.57)
under this assumption it is then an easy matter to show from (4.26) that
cm(#) = Ig(tAI1+; A) - gi(tiW+1; /)I. (4.58)
It is important to mention that at the moment we cannot rigorously verify the validity of this
assumption for an arbitrary non-affine functional dependence. However, we did the numerical tests
of (4.58) we found that it approximately holds especially for larger values of M.
Alternatively, if we assume that the sample we choose candidates for #4g in (4.10) is arbitrarily
fine we then can bound ANNI,2(p) based on Lemma 4.3 as follows
ANM,2 <- v- ,1E U 1Ce(N1 P;1) (4.59)
a(p) a(/)
There are two important issues regarding this last assumption: first, as we mentioned earlier in this
Chapter, in many cases it is computationally impossible to come up with a reasonably fine mesh
over DNA; second, it is again impossible to provide an arbitrarily fine sample (mesh).
Thus, both of the assumptions we just presented can only be used on a heuristic level and are not
valid for completely rigorous error estimation. At the same time, both of these two assumptions -
as we will show in Section 4.1.6 - can potentially reduce the computational effort for the a posteriori
error estimation albeit at a slight loss of rigor.
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4.1.6 Off-line/Online Procedure
Reduced Basis Approximation
Invoking the decomposition (4.36) we rewrite the equation (4.31) in the matrix-vector form as
AN(U)MNM (p) = EN, (4-60)
where uNM(p) is the unknown vector of size N corresponding to the reduced basis approximation
coefficients UNI 1 (i), - , UNMN (p); and the N x N matrix AN (/p) admits the following decompo-
sition which is consistent with (4.35)
Q M
AN(I) = >N > OmN , (4.61)
q=1 i=m
where
j, ... , N,N ( , FN ()
NJ = NA m m = 1, ... IM,
(4.62)
(4.63)
and a(pt) is given by (4.33).
Error Bound
We now rewrite (4.41) as
Ri(v; /) = f(v) -
Q N
L :uN~IV(IA) (q /t)a (,v)
q=1 1=1
Q N
f(v) - >3>3 UNM1 (A)0q(p)a'((1, v) -
q=1 1=1
Renumbering (4.64) we obtain
Ri(v; It)
N
-- > uNM1J, (/i)Aa NA
11
M N
Sam() UNM (p)aNA (Qv;;(m)-
m= =1
1+N(Q+M)
j=1
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(4-64)
(4.65)
where
T1(/t) = 1, Ti(v) = f (v); (4.66)
for j = 2, ... , 1 + QN
j = 1+(q-1)N+l, Tj(p) = -eq(P)UNM (P), Tj(v) = aq((, v), q = 1,.... Ql = 1, ... , N; (4.67)
and for j = 2 + QN,...,1+ (Q + M)N
j = l+QN+(m-l)N+l, Tj (P) = -am(P)UNMI (P),j() = aNA ((i, v; Tm), m = 1, ... ,M, = 1, .. . , N.
(4.68)
Note that Tj(v) e Y', j = 1, ... , 1 + (Q + M)N is a parameter independent linear functional.
Invoking (4.65), (4.44), (4.66), (4.67), and (4.68) we can rewrite the expression for h(&NAI,1(), 6NX1,1(i); P)
as
1+N(Q+IAI) 1+N(Q+M)
E '1j=1 j'1=1
= Tj (v), V v E Y.
Invoking the bilinearity property of 6(.,.;.), we next note that &(UNM(P), UNAI ([); At) term in
(4.51) can be expressed as
N N
&(UNM(A), UNM (A); A) = 55 UNM, (A)UNM1, (Pi)&( Z, 'i';Y -[
1=1 '=1
(4.72)
We finally use (4.51), (4.69), and (4.72) to obtain the expression for ANM(p) as
1i+N(Q+M) 1+N(Q+M)
A NM E
V -It j1 j/=1
-rj (p)mf (At)Ajf +
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where
(4.69)
a (zj, V; P)
(4.70)
(4.71)
1i(eNM,1 (A), NM, I W; P) = -rj ([9t)j' ([tAjf ,
= a (zj, zj ; P), j, j' = I, . .. , I + N(Q + M),
Vjjp) N N
1 UNA11 UOU~N~IVI (P & $(OL, O' p.(4.73)
In order to determine the interpolation error e.(ip) = |g(p) - gM(11)I0-0() we have to
construct and evaluate the function g(p) -gA( (p) in nna points and determine its maximum absolute
value; clearly this procedure adds an O(Mnna) dependence to the operation count. This is why the
assumption of locally non-affine dependence is essential from the rigorous error estimation point
of view. We can reasonably expect that the contribution to the error bound resulting from the
second term of (4.73) decreases with M. In fact, if we admit a slight loss of rigor and use one of the
assumptions we presented at the end of Section 4.1.5 we can get rid of this O(Mn,,a) dependence
in the operation count.
Turning to the decomposition of the error bound ANM(P) we introduced in (4.54) we observe
that
1+N(Q+M) 1+N(Q+M)
ANAI, 1ri(p)([Ti'(p)Aij, (4.74)
> IAN ,2 i/E M (J~ S UN JMJ ( pt)UNA ( p)$(O, ii' ; AL).4.5
a(/p-0 Ia(P p =1P=
Numerical Algorithm
Off-line
1. Generate S9 as described in Section 4.1.2 and construct the basis for Vf1 ;
2. Generate B1 as shown in Section 4.1.3;
3. Generate SN as described in Section 2.3.4 and construct the basis for WN;
4. Precompute AN,FN as in (4.62), AN as in (4.63), q = 1,. . , Q, m = 1,... , M;
5. Precompute Aj as in (4.70) and ( A;) as in (4.72) j, j' = 1,..., 1+N(Q+M), 1,1' = 1,... N.
On-line
1. Calculate a(p) from (4.33). Cost: 0(M2 );
2. Form (4.62) and solve (4.60) for uNm([t). Cost: 0((Q + M)N 2 ) + O(N 3);
3. Construct the error bound ANMI(P) from (4.73). Cost: 0((Q + M) 2 N 2 ) + O(Mna).
Total on-line cost: O(M 2 ) + 0((Q + M)N 2 ) + O(N 3) + 0((Q + M) 2N 2 ) + 0(Mnna).
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Note that in the on-line operation count we have a O((Q + M) 2 N 2 ) term which might present a
significant (if not the main) contribution to this operation count based on the results of Chapter
2 where the contribution of O(Q 2 N 2 ) was the most expensive part of the on-line operation count.
Thus, the O((Q + M) 2 N 2 ) term might impose certain restrictions on the affine complexity of the
problem; we are going to return to this issue in the next Section.
4.2 Model Problem: 2D Heat Conduction Example
To illustrate the application of the minimax coefficient approximation method we consider a slightly
simplified version of the model problem introduced in Section 3.3. We now fix the geometric
parameters aj, iA, i = 1,... ,4 at the values of aref, ref, respectively. The thermal fin is then
characterized by a 6-dimensional vector
P = {ki, k2, k3 , k4 , Bi, T},
and the non-affine parametric functional dependence is given by
k5 (!; p) = exp (Tj(X - x*) 2 + (X2 - X2)2), (4.76)
where x* is left bottom corner point of Q,,,a as shown in Figure 3-4. We choose the parametric
domain D as D = [0.1, 10.0]4 x [0.01, 1.0] x [- 1.1424,1.1424]. This problem is well-posed [46] for
the same reasons as the problem in Section 3.3. We are only interested in the norm of the error
|jeNM (p) y and the respective error bound for it since the error bounds for the linear outputs -
as discussed in Chapter 2 - can be easily expressed through I eNM(p) I Y. Compared to the model
problem studied in Section 3.3, this model problem has fewer affine parameters.
4.2.1 Weak Form
We next provide the formulation of this simplified model problem which is consistent with (4.1),
(4.2), and (4.4). Based on (3.108) for the case of fixed geometry a(w, v; p) admits the following
decomposition V w, v E Y
4
a(w, v; p) = 1 ki J VwVv + Bi wV + k 5 (1, p)VwVv, (4.77)
i=O £r5 na
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f (v) = J v. (4.78)
Froot
Thus, in this case the affine part aA(.,.;.) is given by
4
aA(w, v; = ki VwVv + Bi WV; (4.79)
i=O Fext \root
whereas the non-affine part aNA b
aNA(WV;g) gVWVv, (4.80)
Q5 =Q- n
and hence the constant v as in (4.8) is derived in the following way
aNA L ) 9Loo(na) ( (VW)2 ( V)2
Qna na na
f (Vr)2
sup (H" r 2  fg9HLoc(-)Qna) fwfli' yvy. (4.81)
rey (||r|\Y-)
Here, for our model problem
f (Vr) 2
v = Qna (4.82)
rey (I~r||y)
and is obtained as the solution of a generalized eigenvalue problem. For our problem v assumes the
value of 0.999957. As we mentioned earlier, for the general case in the derivation of v from (4.8) we
would rely on some integral majorizing theorem (since in most cases the functional dependence in g
would appear in an integral because of the weak formulation) and subsequent eigenvalue analysis.
4.2.2 Numerical Results
To obtain the "truth" solution we consider a finite element mesh that consists of 21802 points.
Approximation of Non-affine Functional Dependency
We now present the numerical results for the approximation of the conductivity function described
by the equation (4.76). We first generate the sample S9, as it was discussed in Section 4.1.2. In
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Figure 4-1 we present the plots of E*The plot of ( +) (in red), IrAi+1(tM+1)I (in
blue), and EM (in green) as functions of M; c1 is averaged over Stet = {pt,... pg}, a pool of
Ntest = 10000 randomly chosen points which provides some level of statistical significance for our
test. Further in this Chapter all the numerical results - unless noted otherwise - are averaged over
Stest.
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Figure 4-1: Minimax coefficient approximation method, 2D locally non-affine problem: functional
parametric dependence approximation.
We note that c*(pg +) IrA+1(LAI±1)I which is supported by Corollary 4.1. As we can see
from Figure 4-1, EM appears to be very close to the value of c(p4 ). There are two reasons for that.
First, we choose at+ which maximizes the error c~ in (4.10), so for most points p, i = 1, . .. , Ntest
in Stest c* (Mt) < E* (pag,). Second, for each [t t E(p') > E* (pt) as follows from (4.10) and (4.21).
These two effects counterbalance each other to produce the result we observe in Figure 4-1.
From the observation of Figure 4-1 we see that our approximation gm becomes closer to g as
M increases. We can conclude that we would want M to be big enough so that it approximates the
desired functional dependence well. On the other hand, we do not want M to be too big since the
on-line operation count for the error bound as it was shown Section 4.1.6 scales as N 2 (Q + M) 2. If
M becomes too large it might jeopardize the computational efficiency of our reduced basis method
and our ability to fulfill the goals set in Section 1.3.1.
We provide the dependence of the condition number of BM and Am as functions of M in Table
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4.1. From Table 4.1 we also note that as M increases, the condition number of BAJ becomes rather
high, at the same time AM remains quite small which guarantees that E*g (p) and eU(p) do not
divert from each other too much. The reason why the condition number grows with M is explained
by the fact that the vectors the columns of BKI become more and more linear dependent since
all of them are described by the same functional dependence. The alternative "orthogonalization"
approach to construct BM is described in [5]. This approach allows to keep the condition number of
BM low, but produces some additional complications with respect to numerical integration; more
details are provided in [28, 10].
M cond(B') AM
1 1.00e+00 1.00
2 1.01e+01 1.00
3 2.82e+01 1.19
4 3.52e+02 2.32
5 5.50e+03 1.82
6 7.86e+04 2.54
7 2.25e+06 3.14
8 8.36e+07 5.05
9 1.33e+09 4.41
10 4.02e+10 2.83
Table 4.1: Minimax coefficient approximation method, 2D locally non-affine problem: cond(BNI)
and AAN as functions of M.
Convergence
As described in Section 2.3.3, we introduce a bound conditioner h(.,.; u) that is equal to
Q
&(wv) = y qaR(w,v) + aNA(WV;g(Tn))
q=1
4
VwVv+0.1 ~ J VwVv+ J exp (1.1424(Xi - X) 2 + (xi - i)2) VwVv+0.01 J W,
QO =j Qna=Q5 Fext\Froot
(4.83)
where ®q = min (p), q = 1,..., Q, min = minT. We note that this bound conditioner isAgeD /1ED
independent of p, the description of the more sophisticated bound conditioners could be found in
[52, 57]. From (4.77) we can easily see that &(w, v) satisfies (4.37) and hence is suitable for our
purposes. For this choice of bound conditioner the constants - as given in (4.37) - assume the
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Figure 4-2: Minimax coefficient approxima-
tion method, 2D locally non-affine problem:
IIeNMII y as a function of M while N is fixed.
Figure 4-3: Minimax coefficient approxima-
tion method, 2D locally non-affine problem:
IIeNM Y as a function of N while M is fixed.
following values: ao = 0.041503, pmi = 1, pmax = 100-00, -y = 10.513675, v = 0.999957.
In Figure 4-2 we present the convergence plots for the norm of the error I eNM YI y as a function
of M for several constant values of N. The respective fixed values of N are displayed in the top
right corner of each subplot of Figure 4-2. Similarly, in Figure 4-3 we provide the dependence of
I I IIy as a function of N while having M fixed.
As we can see from Figure 4-2, for every fixed value of N after M becomes large enough the
accuracy of the solution stops to grow with M and stays at a constant level which corresponds to the
flat region of each subplot. Turning to Figure 4-3 we observe that the accuracy in | Y grows
with N; we also note that the IeNM I plots in Figure 4-3 for the values of M which correspond to
the flat regions in 4-2 are practically indistinguishable from each other.
In Figure 4-4 we present the convergence plots for both |IeNNI I (in blue) and ANAI (in red) as
functions of N for different (fixed) values of M. We observe that both I IeNM and ANMl decrease
as we increase M and N. The plots for M = 7,8,9 as shown in Figure 4-4 are very close to each
other both for IjeNMII and ANM.
We can thus deduce that with a high level of certainty there is no reason to increase M past
a certain value since that will incur higher operation count for the online stage both through the
calculation of the reduced basis approximation UNM and the error bound ANM. We are going to
return to this statement later in this Chapter.
In Table 4.2 we provide a the rate of relative convergence for ANM and IjeNMII for M = 7. We
chose this value of M based on the observation of Figures 4-2, 4-3 and 4-4.
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Figure 4-4: Minimax coefficient approximation method, 2D locally non-affine problem: | eNMjj Y
and ANM as functions of N while M is fixed.
We observe from Table 4.2 that with the minimax coefficient approximation method we are able
to achieve the accuracy which is by all means acceptable in engineering practice.
Effectivity
In Figures 4-5 and 4-6 we present the plots of effectivity 7NA1 as defined in (4.53) in the same
manner we presented the plots for |jeNM 1- In Figure 4-5 we present 'TNM as a function of M for
fixed values of N. Furthermore, in Figure 4-6 qNM is plotted as a function of M while N is fixed
at different values. From Figure 4-5 we observe that as M becomes large enough 'NM reaches a
constant level. Consistently with the last observation, we see that the effectivity plots in Figure 4-6
for M = 6, 7, 8,9 are almost identical - the behavior we already observed in the case of convergence
plots in Figures 4-2, 4-3, and 4-4.
We next note that the effectivity remains in the range of [15,2000 for all values of N and M
and stays in the range of [15,40] for higher values of M (M = 6, 7, 8, 9). For the smaller values
of M (M = 1, 2, 3) the effectivity is somewhat high which is partly explained by the L' term in
(4.56).
136
I~~~~~1 - 1-- ,I
M=1
Table 4.2: Minimax coefficient approximation method, 2D
convergence of ||eNM11Y, ANM as functions of N, M = 7.
locally non-affine problem: relative
Error Bound Decomposition
We now revisit the error equation (4.49). As it was shown in Section 4.1.5
a(p)(IIeNM (11) 2 < a(eNM ([), eNM (Y); = Ri(eNAJ (P); ) R2(eNM (1); P) <
<kNM,1(P) + / NM,2(u) + 2 ANM,1()ZkNM,2()- (4.84)
We now look how well nNMI,1 and ANM,2 approximate IR1(eNM)I and |R2(eNMI)1, respectively.
In Figures 4-7, 4-8, 4-9 and 4-10 we provide the comparison of NM,1, IRI(eNM)I and LNM,2,
I R2 (eNM) as functions of M and N in the same manner as we presented the plots for the effectivity.
Our goal now is to explain what the cause of high effectivities is for the low values of M.
As we observe from Figure 4-7, for M = 1 the difference between R, (v) I and ANM,1 is relatively
big compared to the same difference for larger values of M, when the mentioned two quantities
appear to be quite close to each other. As we show in our further analysis, this effect does not
significantly affect the effectivity since when it occurs the contribution of ANM,1 to ANM is very
small. For M > 1 the difference between R1(v)l and ANMi generally remains at a constant and
relatively small level.
From Figures 4-9 and 4-10 we notice that the difference between |R 2 (v)| and aNMr,2 remains
somewhat high which is explained by the L' contribution in (4.56) and the effectivity becomes
small only when the relative contribution of ANM,2 (hence, the same applies to ANM,2) is small as
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5 6.49e-02 1.28e+00
10 4.43e-02 6.42e-01
15 1.66e-02 3.14e-01
20 6.69e-03 1.37e-01
25 3.21e-03 6.52e-02
30 1.86e-03 3.56e-02
35 9.66e-04 1.60e-02
40 5.46e-04 9.48e-03
45 2.05e-04 4.46e-03
50 1.22e-04 2.88e-03
55 6.37e-05 1.37e-03
60 4.26e-05 8.47e-04
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well. This analysis is presented in Figures 4-11 and 4-12.
Based on these observations for Figures 4-7, 4-8, 4-9, and 4-10 we can expect to have slightly
higher than usual effectivity for smaller values of M. Going back to Figures 4-5 and 4-6 we see
that this intuition is consistent with the actual values of effectivity 7INAI-
It is also important to look at the relative contribution of each of the terms ANM,1 and ANMI,2
to the error bound. As we we see from Figure 4-11 initially for small values of M the contribution
of ANM,2 dominates that of ANM,1. However, as we keep increasing M ANM,1 and ANM,2 switch
roles: now ANAI,1 becomes the main contributor to the error bound ANM whereas the contribution
of ANM,1 becomes rather small.
From Figure 4-12 we observe that for M = 1, ... , 5 and for small values of N ANM,1 initially
constitutes the major part of ANM. As we increase N, ANAI,1 and ANM,2 trade places: ANM,2
becomes dominant while the effect of ANM,1 vanishes. That explains the fact that though in
Figure 4-8 the spread between Ri (v) and ANAI,1 is rather big, the overall effectivity remains in the
reasonable range, since when M = 1 the relative contribution of ANM,1 is quite small. We also
observe that for M = 7,8,9 ANM, dominates ANM,2 for all values of N.
There is one more factor which might affect effectivities in a bad way. We look again at (4.84)
to see that so far we did not take into account the 2 ANM,1ANM,2 term which is always positive
as well as ANM1 and nNM,2; at the same time Rl(eNM) and R2(eNM) can be negative.
Taking another look at Figure 4-11 we note that for each N there exists a value of M which
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we denote M*(N) when the contributions of ANMJ,1 and ANX1,2 are approximately equal to each
other. Increasing M further past M* (N) brings us to the point where the effect of ANM,2 becomes
small compared to that of ANM,1. We denote this second characteristic value of M as M**(N). To
be more rigorous,
M**(N) = arg min IM,2 < 0.01. (4.85)
In Figure 4-13 we present the plots for M* and M** as functions of N. Clearly, V N, M*(N) <
M**(N).
Further M - N analysis
Taking into consideration the operation count of O(M 2 ) + 0((Q + M)N 2 ) + O(N 3 ) + 0((Q +
M)2 N 2 ) + O(Min) for the on-line stage as it was shown in Section 4.1.6 our goal would be to
choose N and M as small as possible and at the same provide the good accuracy. As we can see
from the convergence plots 4-3, | IeNM| is a strictly decreasing function of N. Thus, in order to
obtain the best accuracy we should choose N as large as possible. However, in an arbitrary case
the user might have certain time constraints which might prevent him or her from choosing the
largest value of N. As we can see, there is a trade-off between the accuracy of the reduced basis
approximation and the on-line computational complexity.
However, if somehow the value of N is chosen, we need to determine the optimal value of M
for this particular value of N. To maximize the accuracy while keeping M as small as possible our
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Figure 4-13: Minimax coefficient approximation method, 2D locally non-affine problem: M* and
M** as functions of N.
suggestion is to choose M to be M* < M < M**. Such a choice of M is supported by Figure 4-2
for these M the accuracy essentially reaches its best value, it is slightly better for M** than for
3M*; the difference is relatively small as we can see from the following convergence plots as we plot
eNM and ANM as functions of N and M*(N), M**(N) in Figure 4-14.
We now provide similar plots for the effectivity as a function of N and the choice of M equal to
M*(N) and M**(N). We note from Figure 4-14 that the choice of M** yields sharper effectivity
than that of M*, the difference ranges from the factor of 1.4 to 6 which is consistent with the
definitions of M* and M**.
Computational Costs
In Figure 4-16 we present the plots for tUNM and tANm the actual computational times required to
obtain UNM and ANM as functions of M for several different values of N. In the same Figure we
provide ttrt, the total computational time for the on-line stage, as a function of M.
As we observe from Figure 4-16, tANM displays stronger dependence on M than tUNM which is
consistent with their operation counts O(M 2 ) + O((Q + M)N 2 ) + O(N 3 ) and 0((Q + M) 2 N 2 ) +
O(Mnna), respectively. At the same time both tuNm and tANm exhibit strong dependence on N.
In Figure 4-17 we provide the dependence of ttot for the cases of M = M*(N) and M = M** (N).
As we can see the difference in time is rather small and - since in the case of M** we have sharper
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and IANN as functions of N and M*(N), M**(N).
error bounds - for this particular model problem it
Even for the highest values of M and N we are able
by a factor of 150: - = 2.30 which meansttoti i** 0.0154
quite significant.
makes more practical sense to choose M = M**.
to reduce the computational time approximately
that in this case the computational savings are
Conclusions
Based on the numerical results provided in Section 4.2.1 we can state that the minimax coefficient
approximation method provides an efficient and accurate way to solve coercive problems with
locally non-affine parametric dependence. The minimax coefficient approximation method yields
good results in terms of convergence, error estimation and the sharpness of the error bounds and
at the same time provides significant computational savings. Overall, the method is able to fulfill
the goals that were set in Chapter 1. We now proceed to the comparison of the MCAM and the
PUM so that we can focus on advantages and disadvantages of each method.
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4.2.3 Comparison of Partition of Unity and Minimax Coefficient Approxima-
tion Methods
In this Section we provide the comparison between the partition of unity and the minimax coefficient
based on their performance with respect to the model problem we introduced in this Chapter.
Convergence and Effectivity
In the left part of Figure 4-18 we present the convergence plots for the partition of unity method:
the norm of the error I eN Y (in blue) and the error bound ANS (in red) the construction of which
was explained in Section 3.2.3. In the right part of the Figure we present similar plots for the
minimax coefficient approximation method: for each value of N we select M = M**(N) as given
by (4.85). Based on this choice of N and M we calculate the values of | eNM y and AN M according
to Section 4.1.5.
As we observe from Figure 4-18, the PUM yields slightly better results than the MCAM both in
terms of the norm of the error I IeN I and the error bound ANS, especially for the smaller values of
N. This behavior is explained by the fact that the reduced basis approximation iizN(it) as introduced
in Section 3.2.2 is comprised of members of both WN and XS, whereas uNM(u) is only a member
of WN. As we increase N, this slight advantage of PUM vanishes and the convergence plots for
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Figure 4-16: Minimax coefficient
computational times as functions
approximation method, 2D locally non-affine problem: on-line
of M while N is fixed.
both methods become practically indistinguishable from each other. This same behavior is also
reflected by the plots of the effectivities in Figure 4-19.
Computational Costs
In Tables 4.3 we present the actual total time for the on-line stage for both the PUM and MCAM
as functions of IeNl1, 1eNMII, i.e. in such a way that IleN IeNMII (the difference is contained
within several percent at most, note the leftmost and the rightmost columns of Table 4.3).
We notice that the MCAM performs much better time-wise which is consistent with the on-line
numerical algorithms for both methods. Comparing the on-line operation counts for the MCAM:
O(M 2) + 0((Q + M)N 2 ) + O(N 3) + 0((Q + M) 2N 2 ) + O(Mnna), and the PUM: O(QN 2 ) +
j
0(nnaN 2) +O(N 3 ) + O(QS) + 0(nnaS2 ) + 0(QSN) + 0(nnaSN) + 0(SK)+ (Z Q(Si + N) 2 ) +
O(Gn'j), we observe that the main difference in the on-line computational times is explained by
the terms responsible for the evaluation of the non-affine contribution: O(Mnna) for the MCAM
and O(Gnnla) for the PUM. It is much cheaper to form a vector of size nna and determine its
maximum value (the MCAM) than to form and solve system of size nna x nna (the PUM).
In practice, we of course do not have a value of I I eNM I I since its calculation requires solution of
the original problem and we are trying to avoid that. Hence, we can only operate in terms of error
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bound ANM([L). In Table 4.4 we provide the actual on-line computational times for the PUM and
the MCAM for close values of ANM ANS which stay within several percent from each other.
Thus, we determine the relevant N and M based on the value of the error bound which means that
the Table 4.4 is a sense more important than Table 4.3. However, the PUM holds a clear advantage
over the MCAM with respect to the time required to run the off-line stage since the precomputing
of the matrices for error estimation for the PUM - as we discussed in Chapter 3 - requires solution
of the much smaller systems of equations than that for the MCAM. This observation follows from
comparison of numerical algorithms in Sections 3.2.4 and 4.1.6 (compare steps 4 and 5).
As mentioned earlier in this Chapter, the O(Q + M) 2 N 2 term in the operation count imposes a
restriction on the parametric complexity of the problems we can treat with the MCAM. This also
applies to problems where the affine and non-affine dependencies are interwoven with each other
- e.g., see the problem we introduced in Section 3.3 - which results even in a greater operation
count: O(Q + 3M) 2 N 2 , where / is a whole number greater than 1.
Conclusions
For the model problem considered in this Chapter the MCAM and the PUM demonstrate essentially
the same rate of convergence and the sharpness of error bounds; at the same time the MCAM shows
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Table 4.3: Comparison of partition of unity method and minimax coefficient approximation method:
on-line computational times as functions of error bound.
Table 4.4: Comparison of the partition of unity and the minimax.
on-line computational times as functions of ANS and AZNM-
coefficient approximation methods:
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MCAM "truth" PUM
eNMY tot tr ttr ho e
eNAIflY tt tt IeNHY
1.23e-01 1.70e-03 1352.30 2.30 21.67 1.06e-01 1.28e-01
8.19e-02 1.74e-03 1323.06 2.30 20.75 1.1le-01 8.18e-02
5.38e-02 2.13e-03 1079.51 2.30 20.36 1.13e-01 5.41e-02
1.80e-02 2.86e-03 804.53 2.30 18.41 1.25e-01 1.76e-02
5.78e-03 3.72e-03 618.98 2.30 17.24 1.33e-01 6.44e-03
3.88e-03 4.22e-03 544.51 2.30 16.61 1.38e-01 3.88e-03
1.66e-03 6.25e-03 367.81 2.30 15.09 1.52e-01 1.68e-03
8.47e-04 7.26e-03 316.79 2.30 14.37 1.60e-01 8.44e-04
5.73e-04 8.18e-03 281.32 2.30 13.87 1.66e-01 5.56e-04
2.20e-04 9.38e-03 245.32 2.30 12.84 1.79e-01 2.12e-04
9.02e-05 1.25e-02 183.29 2.30 11.59 1.98e-01 8.96e-05
6.27e-05 1.53e-02 150.77 2.30 11.24 2.05e-01 6.55e-05
4.53e-05 1.70e-02 135.19 2.30 10.76 2.14e-01 4.56e-05
MCAM "truth" PUM
ANM ttot ttr ttr ttr ttot ANS
ttot trt
1.65e+00 1.74e-03 1323.06 2.30 20.66 1.1le-01 1.74e+00
8.14e-01 2.13e-03 1079.51 2.30 20.54 1.12e-01 8.44e-01
6.18e-01 2.65e-03 867.01 2.30 18.76 1.23e-01 6.06e-01
4.13e-01 2.71e-03 848.71 2.30 18.41 1.25e-01 3.85e-01
1.1le-01 3.72e-03 618.98 2.30 17.24 1.33e-01 1.22e-01
8.12e-02 4.08e-03 564.36 2.30 17.04 1.35e-01 8.17e-02
5.64e-02 5.04e-03 456.69 2.30 16.10 1.43e-01 5.71e-02
2.01e-02 6.63e-03 347.14 2.30 14.97 1.54e-01 2.1le-02
8.72e-03 8.37e-03 274.89 2.30 13.87 1.66e-01 9.00e-03
5.91e-03 9.47e-03 242.93 2.30 13.26 1.73e-01 6.18e-03
3.66e-03 1.08e-02 212.59 2.30 12.50 1.84e-01 3.74e-03
1.97e-03 1.25e-02 183.29 2.30 11.59 1.98e-01 1.98e-03
8.93e-04 1.70e-02 135.19 2.30 10.76 2.14e-01 9.17e-04
- - 10.53 2.18e-01 8.37e-04
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Figure 4-18: Comparison of the partition of unity (left)
(right) methods: IjeNHY and ANS as functions of N;
and M**(N).
and the minimax coefficient approximation
|IeNAIIIY and and ANM as functions of N
significantly better computational times for the on-line stage. Another advantage of the minimax
coefficient approximation method is that its numerical algorithm for the on-line stage does not deal
with the specifics of the locally non-affine dependence. In general, the processing of the non-affine
dependence can be quite time consuming and might depend on the computational and programming
means available to the user. For example, if we use the partition of unity method for the model
problems studied in Sections 3.3 and 4.2 it is necessary to perform the numerical integration of the
locally non-affine component every time we run the on-line stage. The MCAM allows us to take
care of this issue during the off-line stage, whereas during the online stage only standard matrix
and vector operations are required.
However, the minimax coefficient approximation method has certain disadvantages as compared
to the partition of unity method. The operation count for the error bound ANM scales at least as
(Q + M) 2 N 2 which imposes a much harder restriction on how large Q can be so that the method
remains computationally efficient. That is the reason why in this Chapter we had to consider
a simplified version of the model problem introduced in Section 3.3 and to reduce the number
of affine parameters Q from 26 to 6. This drawback becomes especially evident when the affine
and non-affine dependencies are interwoven with each other - as they are in Section 3.3 - which
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Figure 4-19: Comparison of the partition of unity and the minimax coefficient approximation
methods, effectivities TIN as function of N and qNM as a function of N and M**(N).
results in an additional multiplier 13 > 1 in the operation count: (Q + fM) 2 N 2 . For these more
parametrically complex problems we expect the PUM to be advantageous to the MCAM both as
regards the off-line and on-line stages.
Generally, both methods are capable of addressing locally non-affine problems. Based on the
analysis of the numerical results we performed in Chapters 3 and 4 we can say the partition of unity
method better suits the cases when the number affine parameters, Q, is relatively big (Q > 10),
whereas the minimax coefficient approximation method will work better for the cases of smaller Q
(Q < 10).
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Chapter 5
Locally Non-linear Problems:
Minimax Coefficient Approximation
Method
In Chapter 2, 3, and 4 we described application of the reduced basis methods to problems which
are governed by linear partial differential equations. In this Chapter we address problems which
are governed by non-linear partial differential equations and describe application of the modified
minimax coefficient approximation method to such problems. We limit the generality of the prob-
lems we consider to locally non-linear problems, the rigorous definition of which is given later in
this Chapter.
5.1 General Abstract Problem Statement
We start by briefly repeating the notation we use throughout this thesis. As before, we consider a
suitably regular (smooth) parameter-independent domain Q C lRd, d = 1, 2, or 3, and associated
function space Y c (H'(Q))P with inner product (., -)y, norm . Y = (-, )1 2, and dual space Y';
we define a parameter set 'D c RP, a particular point in which will be denoted it.
As it was indicated in the previous Chapters, for the cases when the underlying strong for-
mulation of the governing partial differential equations is linear, the form a(.,.;.) corresponding
to the weak formulation of the same equations is bilinear. However, when the underlying strong
formulation is non-linear, the form a(.,.;.) loses the property of bilinearity.
149
In general, we are going to address well-posed problems the weak formulation of which is given
by
a(u(p), v; p) = f(v), Vv E Y,
where the form a(.,.;.) : Y x Y --+ R allows the following decomposition
a(w, v; p) = aA (w, v; p) + aNL (w, v; A), V w, V E Y,
where, in turn, aA(w, v; /_) is a bilinear, symmetric, coercive:
0 < ao < a(p) = inf aA (V, V t) D,VEY I1VIIY'
and continuous:
aA(w, v; P) < I(1p|w||yjvI|y < _O||W||Y||V||Y, V t E D, V W V y
form as described in Chapters 2, 3 and 4 that admits the regular affine decomposition
Q
aA (w, v; P) = Eq(p) a'(w, v) , V w, v E Y;
q=1
and aNL(g(w), v; [t) can be expressed as follows
aNL(wv; P) = J g(w; 1)v, V w,v C Y,
Qn1
where Qrii C Q and V p E D g(w(z); p) E C, () : R X D -+ R, ] ERd. We require that the
integral defined in (5.6) is well-defined' V w, v E Y. In some cases the fact that the integral (5.6)
is well defined could be verified by invoking Sobolev's embedding theorems and trace theorems
[17, 45, 1]. Another requirement we impose is that g(., .) is monotonically increasing in its first
argument:
V yi, y 2 C R : y 2 > Y 1 , then g(y 2 ; P) g(Yi; A). (5.7)
Generally speaking, the situation when (5.6) is not well-defined V w, v E Y (which is a necessary condition for
the well-posedness of the problem) in some cases could be addressed by selecting a different function space Y. At the
moment we assume that Y = H 1 (), however, the methodology we present in this thesis could be extended to other
function spaces which broadens the classes of problems to which our methods could be applied.
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(5.1)
(5.2)
(5.3)
(5.4)
(5.5)
(5.6)
We only apply our reduced basis methods to locally non-linear problems, i.e. problems for which
the area of Q4 d is small compared to Q. In fact, Q,, might be of lower dimension than Q, for example
it can be a part of the boundary of Q. From the finite element method standpoint we require that
the number of nodes in the discretization of Q,, - which we denote nil - is small compared to K,
the total number of nodes in the discretization of Q. To be more precise, we require that nii < .
5.1.1 Newton Method
To ease the future referencing we first provide a brief description of the Newton method which
is used to solve non-linear systems of equations numerically. We consider an arbitrary system of
equations
F1(zi,= 0, (5.8)
Fn(zi, ... ,zn)0
or, switching to the vector notation
F(z) 0, (5.9)
where z, F E JR'. The solution z* of (5.8) is obtained through the following iterative procedure
IF (k k+1( _Z k F(k), (5.10)
where JF(zk) is an n x n Jacobian matrix,
JF -( Fk). (5.11)5OXj
We define 6zk as 6zk - Zk+1 _ zk and rewrite (5.10) as
F (k) 6 k = -F(zk). (5.12)
We stop the procedure (5.12) once ||zkII - Ijzk+1 zkjI and IIF(zk)1 both reach certain
thresholds.
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5.1.2 Limitations of Classical Reduced Basis Method
We first would like to mention some of the previous and contemporary studies of reduced basis
methods applied to non-linear problems. application of the reduced basis method to Burgers
equation and Navier-Stokes equations is presented in [55] and [54, 49], respectfully. In [56] a simple
"Galerkin" reduced basis method is described and subsequently applied to a problem with cubic
non-linearity. In this Section we review this method in the context of problems with a general power
non-linearity and point to the weak sides and limitations of this method. Also in [28] a study is
presented of the reduced basis method which relies on the minimax coefficient approximation ideas
[5] in application to globally non-affine and globally non-linear problems; the key difference between
[28] and this thesis is that we address locally non-affine and locally non-linear problems for which
we are able to provide absolutely rigorous error bounds, whereas the error estimation in [28] is
obtained by admitting a certain loss of rigor.
Turning to the specifics of the problems for the "Galerkin" reduced basis method we require that
aNL(w, v; ) should satisfy all the regularity requirements of Section 5.1; furthermore aNL(W, V tt)
can be represented in the following way
aNL(iv V; A) n 0-0 J wKv, (5.13)
where K E 2Z+.2 Under these assumptions we proceed to the description of the method itself.
Reduced Basis Approximation
We start by introducing a sample in parameter domain D
SN = {/I1, - N}, (5.14)
where #i E D, i = 1, ... , N. We then define our reduced-basis approximation space WN as
WN = span(i = u(pj), i = 1, ... , N}, (5.15)
2Revisiting the issue of whether (5.13) is well-defined V v, w E Y, depending on the value of , and the dimension
of the problem it might be necessary in some cases to switch to function space different from H'(Q).
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where u(pi) E Y is the solution to (5.1) for p = pi. For any p E 'D, we define our reduced-basis
approximation for the field solution as uN(p) E WN which is obtained through Galerkin projection
of u(P) onto WN
a(UN(p),v) =f(v), V v E WN. (5.16)
As (5.2), the formulation (5.16) is a non-linear system of equations, the advantage of the latter is
that the number of unknowns is equal to N, the factor which we expect will reduce the operation
count per Newton iteration. Since we require that uN(p) E WN, uN(p) admits the following
decomposition
N
UN(P) i(i. (5.17)
i=1
Using the expression for UN([) we can write the polynomial expression for (UN(p))' as
N N
(UN (p ) - 13-i1 -.-- 3i, (ii - - - (i, (5.18)
j1=1 i =1
It is an easy matter to show that we can rearrange the terms in (5.18) in such a way that
(uN 1 c_0j1 - - - j (ji -.-.- (j,, (5.19)
jep;\f
where PA is the set of uniquely ordered K-tuples of integers 1,... , N such that for each j E pC :
ji 32 - j,. The cardinality of P, is equal to3
T(N, () -+ )! (5.20)(N - 1)!K!
For large values of N T(N, K) ~ . We next plug (5.19) into (5.16) to obtain the following
non-linear system of equations
N
ZAA,3k + EGn(P) E cj#j1 .. . Ji .. .(j = f(), i 1,.. ,N. (5.21)
k=1 j EPI
As we see, this formulation is consistent with (5.8) and (5.10). It is a simple matter to demon-
strate that in this case the assembly of the right hand side of (5.10) requires O(QN 2 ) + O( N-1)
3 The proof of this fact is provided in Appendix A.
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operations, we also have the same operation count for the assembly of the Jacobian.
We note that though we hope that N will remain small, the operation count of O(QN 2) +
O(Nl_!) can be quite high especially for larger values of ,.
Error Estimation
We then define the error function eN(p) as eN(P) = U(P) - UN(p) and using (5.1) and (5.16) we
arrive at the following error equation which holds V v E Y (compare to (2.21), (3.32), (3.33), (3.128)
and (4.40))
aA(eN(W), V; P) -- aNL (u~), v; [1) - aNL (UN(p), v; [) f(v) - a(UN (A), v; (5.22)
R(vpz)
We denote f(v) - a(UN(it), v; p) as R(v; t). Using (5.19), the polynomial expansion, and (5.5), the
affine decomposition, we can rewrite R(v; p) as
Q N
R(v; p) f (v-; p)E -((i t ) S c 0j, ... 0j ]j . .. ,v. (5.23)
q=1 i=1 j.E' n
Since g(.,.) is monotonic in its first argument we note that
aNL (U(p), eN(pt); it)~-aNL (UN(P), eN(p); A) Oni(p) (9(U(u); ft)-g(UN( p))(u()-UN(,)) > 0.
(5.24)
We next plug v = eN(A) into (5.22) and using (5.3) - the coercivity of aA(., .; p) - and (5.24) we
arrive at the following result (for more details on the dual norm definition and its relation to bound
conditioners see Sections 2.1 and 2.3.3)
a(||eN ( lY) 2 < ||R(v; Ip)||yI||eN0(1t)y-. (5.25)
We readily construct the error bound AN(p) as
1IeN( )IIY AN(A) = -|1R(v; i)Iy. (5.26)
However, construction of AN(p) requires evaluation of IIR(v; p)Ily'. The calculation of IIR(v; p)Ily'
- as it was shown in Sections 2.3.3 and 2.3.5 - depends on the number of terms in the decomposition
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of R(v; t) (5.23) which is equal to K =1 + QN + (N-1+K)! which is roughly equal to QN + N 7
for larger values of N. Thus, the operation count for the error bound scales as K 2 which is a very
big number even for moderate values of N. Even for the case when / = 3 this becomes extremely
computationally expensive.
Thus, the major fallacies of the extension of the classical reduced basis method are (i) the
impossibility to treat non-linearities different from power non-linearities described in (5.13) and
(ii) the extremely high operation count for both Newton steps and the error bound evaluation.
Further in this Chapter we present a new reduced basis method based on the minimax coefficient
approximation ideas [5] which allows us to resolve these difficulties.
5.2 Minimax Coefficient Approximation Method
We now switch back to the more general case of a non-linear problem as described in Section 5.1.
We explain the procedure that allows to us to replace the non-linear term (5.6) with an affine-like
approximation. application of the minimax coefficient approximation method to the non-linear case
is in fact very similar to how it was done in the non-affine case in Chapter 4 and essentially repeats
the same steps as laid in [5].
5.2.1 S9, Sample Selection
We begin from building a recursive sequence p9 , M = 1.We start from some random pg, set
(i(_) = g(u(j; Mg); p/) and then generate py, pg,..., using the following recursive formula
/41 = arg max ell 1 (p), (5.27)PM ApESD
)= g((; PI4); P/4), (5.28)
where
M
*() = min max Ig(u(p);p)- yj(x)I, (5.29)
MEiRM XEQAl j= 41j=1
M
-* = arg mi rnax Ig(u(4; P); p) - j yj( ()1, (5.30)
ERM XE j=
M
( ; = Z'y*j(X). (5.31)
j=1
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When we solve (5.27) we choose candidates for p-{ from a sufficiently fine sample (mesh) SD.
As we discussed earlier in Sections 2.3.4 and 4.1.2, depending on P, the number of parameters
which define our problem, it might be computationally unrealistic to actually provide such a mesh.
In this case we would have to replace SD with SNP,,, that is, a pool of Mp,, 1 randomly chosen
points. Another complicating feature of this computational algorithm is that we actually have to
solve the original problem (5.1) for all sample points in Sp (or SVI,,,1 ) which is expensive; note
that we no longer have a choice similar to the one described in Section 2.3.4 where we could choose
between the expensive "truth" (2.42) and the cheap reduced basis (2.43) approaches. Thus, for the
selection of S9 we are forced to use the "truth" approach.
We repeat steps (5.27) and (5.29) until E* -,i(tg) gets sufficiently small and set Mmax equal to
the current M. We next define the sample S = {p,..., p P } and introduce the function
space V = span{M() = g(u(1; 1A), pLu), M = 1,..., Mmax}. We note that Ell 2
EAD)>2 ... E~ 1 (Pig, ) Eo since Vf c Vg c ... c V from (5.29).
We now proceed by introducing the following Lemma.
Lemma 5.1. The dimension of space V 1 is equal to Al, Al = 1, ... ,Mmax.
The proof is analogous to the proof of Lemma 4.1.
5.2.2 "Magic Points" Selection
As in the case of the locally non-affine problems, once we are done with the selection of the
sample S9 we run another recursive procedure. We now introduce a sequence of "residual"
functions rf(j), M = 1, ... ,Mmax and a sequence of physical points tm, M = 1, ... , Mmax that
are constructed according to the following procedure
ri(j) = (1), (5.32)
1 =arg maxIr1(x), (5.33)
xE= )
Bt11 = 1(tj); (5.34)
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then, for M = 2,..., Mrnax
BM-lo,-- (Ii,.. y(y_) (5.35)
NI-i
'rM( ) = (x) - o -1 (j(4), (5.36)
j=1
LA= arg max IrI (x)I, (5.37)XEQ~1
By = jqt), 1 < ij < M. (5.38)
We refer to the sequence tM, M = 1, ... , Mmax as to the "magic points". We now formulate
the Lemma which ensures that we indeed can generate such a sequence.
Lemma 5.2. The rank of BAI is equal to M, M = 1, ... , Mrax.
The proof is similar to the proof of Lemma 4.2.
When we solve the original problem for each Newton iteration we have to evaluate g('(p); p)
where i(p) is function obtained at the kth step of the Newton method. At the moment it is not
important for us how this ii(p) is obtained. For example, ii(p) can be a regular member of Y as
in (5.1) and thus there would be K coefficients which define it(p) or, alternatively, Ei(p) can be a
member of WN, hence we would only need N coefficients to describe ii(A). For every U E Y we are
now ready to introduce the affine-like approximation gi 1 (:; p); p) for g(u; p) V M Mmax as
M
gA' (; P)= am(A) m(1), a(/i) E R', (5.39)
m=1
p = B- 1 [9( 1;I);[),. .. , g(fi(t 1 ;J))T (5.40)
From (5.40) we see that
e t(n i th int tion e I; ) ), i = 1,.... M. (5.41)
We then introduce the interpolation error Em(p) as
EM (P) = I|g(ii(X; it); P) - gVI ; P) I L-o(Q.1); (5.42)
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and define "Lebesgue" constant Am as
M
AAI sup Z AVkAI(x)I, (5.43)
XEQnl k=1
where
BrZ vj( = (,= 1,... ,M. (5.44)
j=1
We are now ready to state the next Lemma which provides a "stability" link between FM(p)
and e* ([).
Lemma 5.3. EM([) E*(p)(1 + AM), V p c 'D, M < Mma.
The proof repeats the proof of Lemma 4.3. This Lemma ensures that g'I and g are indeed close
provided that (i) M is sufficiently big - and hence e* is small - and at the same time (ii) Am is
small. In [5] an upper bound for AM is described; this upper bound appears to be very pessimistic
(exponential in M), however in usual practice Am remains relatively small (0(10)). We provide
concrete numerical results for AN in Table 5.1 when we discuss the 2D model problem. We finally
conclude this Section with the following Corollary
Corollary 5.1. E*_ ) IrI(tN)| (1 + AI)e9,_ 1 (i,).
The proof directly follows from (5.29), (5.36), and Lemma 5.3.
5.3 Application of Minimax Coefficient Approximation Method
to Locally Non-linear Problems
In this Section we describe how we can use the results of Section 5.2 to construct the minimax
coefficient approximation reduced basis method.
5.3.1 Reduced Basis Approximation
As described in Section 5.2.1, we start by selecting the sample
S ={ i, ... }(5.45)
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and constructing the basis for the function space 13
V3 span{m(') = g(u(4; [t), [t), m 1,..., M. (5.46)
We then build the matrix BA1 as given in (5.38). We next introduce the sample in the parameter
domain D
SN = fP1, - -- ,PN}, (5.47)
where pi E D, i = 1, ... , N. We define our reduced-basis approximation space VVN as
VVN = span{f = u(pi), i = 1, ... , N}, (5.48)
where u(pi) E Y is the solution to (5.1) for p = pi. The selection of SN could accomplished using
the ideas presented in Section 2.3.4.
For any p E D we look for UNM(P) E WNV which satisfies
aA (uNM (P), v; A) + J g"(p)v = f(v), V v E WN, (5.49)
QnI
Al
UNI
gm T (P) Z ar(p)(m(x), (5.50)
m=1
a(p) = B1 [g(uNMf(t; A); p.,- , 9(uNMf(tM; P); A)]T. (5.51)
In (5.49) we have replaced the non-linearity in g with an affine-like approximation gU^M which
provides an efficient way to perform Newton iterations because - as we are going to show later in
this Chapter - the Jacobian of the system of non-linear equations (5.49) essentially has an affine
structure.
5.3.2 A Posteriori Error Estimation Based on Positivity of Non-linear Contri-
bution
We start by introducing a bound conditioner [18, 39, 52, 57] - a symmetric, continuous, and coercive
bilinear form &(v, v; p) such that V [t E D, V v E Y
a (A) (I|V||I )2 <_ Pmin(A)& (V, V; A) < aA (V, V; A) < Pmax(A)& (V, V; p) : _Y(p)(||V||v)2, (5.52)
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1 < Pmin (u), pmax (P) p, aO a([t),
for some (preferably small) constant p E R. The more detailed of description of different types of
bound conditioners is contained in [52, 57].
We then define the error function eNNI(P) = U(P) - UNMI(u)-
(5.49) we arrive at the following error equation which holds V v C Y
a A (eNz(p),v; t) + J
Q,1
Using (5.1), (5.2), (5.6), and
f(v) - a (UNM ( , v; ) - UN I9M W~jv + I (gUNA (/_)- (UNM(P); 
/))v. (5.54)
We next introduce R 1 (v; i'), R 2 (v; P) E Y' such that
R,(v; #)
R 2 (v; P)
= f(v) - aA(UNM(P), v; P) - g~A^(tt)V,
= f(g 7M -g (UNt(f); ))
QnI
(5.55)
(5.56)
We now consider two subproblems
h(eN, 1 (v), V; i) R 1(v; p),
&(8NM,2(P), V; [I)= R2(v; P).
(5.57)
(5.58)
We next introduce NAI,1(11)
(5.59)
We subsequently invoke (5.56), (5.58) and Schwartz' inequality to arrive at
&($NM,,2(P),6NM,2(P);tt) = J
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where
(5.53)
(9(U(P); [1) - 9(UNAI(P); ))v =
,Y(A) <- -Y,
3LNM,1I(A) = 6,(6NM,1I(A), 6NAM,1I(A); P) -
(9 NM (A) - 9 (UNM W; A)) eNM,2 (A) :
(j(9 "M(A) -- g(uNM (/); P))2 ( NM,2(1))'2
(J(g iA"(p) - (uNM (At); 2)) s lvi| (( NM,2( ), NiNM,2(P); P)) I; (5.60)M r (1-0VEY IIt'IIy
from (5.60) we readily introduce ANM,2(P) e(#N A,2(P), 6NM,2(P); p) as follows
___ 
IllN1 p)P) VlIlIL2(Qz)\ )2ENAI,2 9 f () -(P)() 9(UN(A);) 2 (P); ). (5.61)
We then plug v = eNM(A) into (5.54) to obtain
a (eNAJ (p), eNAI (P); P) + J (g(u(P); p) -g9(UNM (i'); ))eNAI(p) = R1 (eNM(p); A)+R 2 (eNv (P); A) =
e(6NM,1(P), eNM (P); A) + &(NM,2 (P), eNM (A) ; A)
(etN,1(t), eNAI(A); P) + e(l ANM,2(A), 6NM,2(A); P) &(eNAI( (P), eNAi (P); A) - <
((zNM,1)2 + (ZXNA!,2) 2)&(e NAI(P), e N m(A);A)2; (5.62)
we now explain how we arrived at the final result of (5.62): in the first step we invoked (5.54),
(5.55), and (5.56), in the second - (5.57) and (5.58), in the the third - Cauchy-Schwartz' inequality,
and, finally, for the last step - the definitions of LNM, and ANAVI,2. Since g is monotonic in its
first argument we can write that
(g(U(P); A) - g(UNM(A); P))(U(/t) - UNM (At)) > 0. (5.63)
Using (5.52) and (5.63) we note that
c(I IeNAI(v) <Y2 a aA(eNI(p), eNM(A); P) ((ANM,1) -+ (ANAI,2 ). (5.64)
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We finally introduce ANM (A) such that
jjeNM (P)IjY < ANN((P) = ANM,1 AN,2
a(Pu) a ()
2
1 ( NM,1(t), eNM,1 (A);
a(#a)
1 II I L2(qg1  J NI+ sup
a() vEY jvIIy (A) -
6nI
g(UNAI(PA); t))
if we define (p) = s we can rewrite (5.65) as
vEY
ANAl (P) =/(DNM,1(A M) () (f (gjUAI (Pt) - 9(UNAi ([t); [t))2
n1
As (5.65) indicates, we have two terms which contribute to the error bound ANAI(p). Let us denote
these terms as ANM,1 and ANM,2 such that
AN A = ANAJ,1 + ANAI,2,
ANAI,1
/(eN I, I , CNA,1(P) ;)
= 4
- 1 IV IIL2(Q ,)
a(P) Vy |||| IVY (9"" (A) - 9(UNAI (P); A)
(5.67)
(5.68)
(5.69))2 )
<1
We are going to discuss the importance and relative contribution of ANM,1 and ANM,2 in Section
5.4 when we consider application of the minimax coefficient approximation reduced basis method
to a concrete model problem.
As usual, we introduce the effectivity r7NM(A) which serves as a measure of the sharpness of the
error bound ANM(A)
1 77NM(A) ANMl (A)
IeNM(L) IY
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; (5.65)
(5.66)
(5.70)
1
2
1
2
5.3.3 Off-line/On-line Procedure
Reduced Basis Approximation
The system of equations (5.49) is non-linear and in order to solve it we employ Newton method.
Since uNI(p) E WN we can write that
N
UNI(VI) On(P)(n. (5.71)
Plugging this expression into (5.49) we obtain
(5.72)
Q N IV
A 4N j [t)+ Cj NAij aj(t) = FN, i 1,.., N,
q=1 j=1 j=1
where
Sq=1,.. ,Q,ij = 1 .. . ,N,
CNM j
FN
(5.73)
(5.74)
(5.75)i (*), i = 1,.- -, N,
and a(p) is obtained as follows
(5.76)
Af N
BM aj (Ipt) = g( Tijg (p))
j=1 j=1
where, in turn,
(5.77)
Using (5.76) and (5.77), we now write (5.72) as
Q N
L 1: ANj Oj ( P) +
q=1 j=1
N
UNMijg(9Tjnri37(1)) = FN ,
n=1
(5.78)
where UNM E JRNxM
LNM = -NM(EM)~1
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(5.79)
Tij = ( (L), I i=1, .. ., M, j = 1, . .. ,I N.
M
Ej=1
Based on (5.49) we thus can write a linear system of equations which we need to solve for each
Newton iteration in terms of 3 and 60 as follows
Q N
E E
q=1 j=1
N
F - E
j= 1
Al N N
AU + UN ikg'(5 Tknn( p))Tkj 6 3j =
k=1 j=1 n=1
M N
ANij, 3J - E UNrikg9 (1 TknOn-()).
k=1 n=1
(5.80)
As mentioned in Section 5.1.1, we keep making Newton steps till both 116f311 and I EI become small
enough.
Error Bound
We rewrite (5.55), the expression for RI(v; M), as
Q N
R i(v; p) = f (v) - 1 ( 1-()0j(p)al((j, v)
q=1 j=1
Renumbering (5.81) we obtain
Ti(P) = 1, Ti(v) = f (V);
for i = 2, . . .,1 +QN:
i = 1 + (q - 1)j, ri(p) = - 9 q(P)j(P), Ti(v) = aq((j, V), q = 1, .. , N; (5.84)
for i=2+QN,...,1+QN+M:
i =2+ QN + l, -, = -ai( p),T (v ) = jiv,
Q.1
l = 1, ... , M.
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M
-E
rn=1
am([) / mtV. (5.81)
where for
1+QN+M
Ri(v; p) = E (5.82)
(5.83)
(5.85)
i (A) T i(V),
Next, invoking (5.59), (5.83), (5.84), and (5.85), we can rewrite the expression for &(SNAM,1(/(), NM,1(P); A)
as
1+QN+I 1i+QN+M
W ZNM,(>),3NM,(P); Tit)Ti'(p)Ajig, (5.86)
where
Ai & = (zi, zi'; p), i,i'=1,..., 1 + QN + M, (5.87)
e(zjV;[#) = Ti(v),VvEY; (5.88)
we readily construct the error bound ANM(u) fleNM(ft)IY from (5.65) as
1+QN+M1+QN+M (J( N1AI(p) 2
ANM-r i (p),rj (p) Ai, + , (it) M9 # ~ 9(UNA1(P); #)
(5.89)
Turning to the decomposition of the error bound ANM(p) we introduced in (5.67) we rewrite
the expressions for ANVI,1 and ANM,2 as
11+QN+M 1+Q N+M
ANM,1 = a()i (p) 1+N (p) AiQ,, (5.90)
ANAI,2 =P(I (g M (/t) - 9(uNiw(A); p))2 . (5.91)
In order to calculate ANM,2 we need to construct and to evaluate gUfM (p) - g(uNA(p); /1) at
all nai nodes in Qni which requires n,, operations. This is why the assumption of the local nature
of the non-linearity of the original problem is crucial for providing rigorous and at the same time
fast error estimation.
Numerical Algorithm
Off-line
1. Generate S9 as described in Section 5.2.1 and construct the basis for V 1 ;
2. Generate B-1 as shown in Section 5.2.2;
3. Generate SN as described in Section 2.3.4 and construct the basis for WN;
165
4. Precompute AN, _N- INM, and UNM, as in (5.73), (5.75), (5.77), and (5.79), respectively;
5. Precompute Aii as in (5.87), i, i' = 1, ... , 1 + QN + Al.
On-line
1. Calculate UNM(p) using Newton method as described in Section 5.3.3. Cost: Kiter0((Q +
M)N 2) + O(N 3), Kiter is the number of Newton iterations required to obtain uNMI();
2. Construct the error bound ANAI() from (5.66). Cost: O((QN + M) 2 ) + O(Mnnr)).
Total on-line cost: Kitero((Q + M)N 2 ) + O(N 3 ) + 0((QN + M) 2 ) + O(Mnni)).
The operation count of 1. results from the fact that we need to assemble the Jacobian and the
right hand side of (5.80) which requires O((Q + M)N 2 ) operations and then solve (5.80) for an
updated Newton direction which requires additional O(N 3 ) operations. The operation count of 2.
is obtained as a sum of operation counts to evaluate ANM,1(p) and ANAI,2(p) as given in (5.90)
and (5.91). Clearly, evaluation of ANM,1 () requires 0((QN + M) 2 operations whereas evaluation
of ANMI,2(P) - the main part of which is evaluation of the integral over jni - takes O(Mnni)
operations.
5.4 Model Problem: 2D Heat Conduction Example with Radia-
tion Boundary Conditions
In order to demonstrate the implementation of our minimax approximation coefficient method
(MCAM) we choose yet another variation of the two-dimensional thermal fin problem. We consider
a thermal fin with fixed geometry that is characterized by 6 parameters which constitute a 6-
dimensional vector It:
A= ki k 2  k 3  k 4 , Bi,
A1 2 P3 P4 P 5 [16
where ki, i = 1 4 is the conductivity of the ith sub-fin (Qi), Bi is the Biot number, a non-
dimensional heat transfer coefficient reflecting convective transport to the air at the fin surfaces, and
o is the emissivity of the gray surface Qni reflecting the radiative heat transfer to the environment
through Q,, corresponding to Stefan-Boltzmann law. The boundary segment Qrl is pictured in
Figure 5-1 by a thick solid line. We assume the ambient temperature of the environment to be 0
and we neglect the effect of self-irradiation.
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Figure 5-1: 2D locally non-linear model probleni: a thermal fin with convective and radiation
boundary conditions.
The geometry of the fin is constant; the vertical distance between the sub-fins is fixed at .75,
the height and the length of the sub-fins are equal to 0.25 and 2, respectively (all distances are
measured relative to the post width). For our parameter domain we choose D [0.1, 10.0]4 x
[0.01, 1.0] x [0.0, 1.0], that is, 0.1 < ki K 10.0, i = 1, . . . , 4 for the conductivities, 0.01 < Bi < 1.0,
for the Biot number, and 0.01 < - < 1.0, for the emissivity of Q,,. We only focus on the norm of
the error IIeNM( W)II Y - IIu(/) - UNM(P) IIY - where uNA(II) is our reduced basis approximation
obtained using the MCAM - since we can express the approximation for the linear outputs through
I|eNM(/)fly as it was shown in Section 2.3.3.
5.4.1 Governing Partial Differential Equations
We next provide the rigorous mathematical statement of the problem based on the underlying
partial differential equations.
Strong Form
The temperature distribution u(p), is obtained by solution of the following elliptic partial differential
equation:
-ki V 2 u2 (,V) = 0 in Qj, i = 0,.. ., 4 (5.92)
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where V 2 is the Laplacian operator, and u(p) = u(t)|Q, refers to the restriction of u(p) to Qj.
Here Qi is the region of the fin with conductivity ki, i = 0, .. , 5: Qo is thus the central post, and
Qj, i = 1, ... , 4, corresponds to the four sub-fins. We must also ensure the continuity of temperature
and heat flux at the conductivity-discontinuity interfaces Fi =_ Oo naQi, i = 1,. . , 4, where OQi
denotes the boundary of Qi:
UO(ii) = 'Uti([L), (5.93)
-(VU *() - hi) = -ki(Vui(p) - hi) on Fj, i = 1, ... , 5; (5.94)
here hi is the outward normal on OQj.
We next introduce the external boundary conditions. We impose Neumann boundary condition
on the fin root:
-(Vuo (p) - ) 1 on Froot, (5.95)
which models the heat source; and the Robin boundary condition on the whole external boundary
of the fin with the exception of its root and the radiative surface QOj:
-- ki(Vui(p) - hi) = Bi ui (p) on next i \ (rroot U 9n1), i = 0, ... , 5, (5.96)
which models the convective heat losses; finally we impose both Robin and the non-linear power
law boundary condition on Qni
-kj(Vuj(p) - hi) = Bi Un(p) + -(ut(p))4 on Qnj, i = 0, 1. (5.97)
Weak Form
We now produce the weak form of our problem by multiplying equation (5.92) by an arbitrary
function v E Y and applying the divergence theorem and boundary conditions (5.95), (5.96), and
(5.97)
4
jki Vu(p)Vv + Bi u(p)v + -Ju4(p)v - J = 0, V v E Y. (5.98)
, Fext\Froot nFroot
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In the absence of the geometric transformations the equation (5.98) defines the model problem
abstract formulation which is consistent with (5.2). The model problem is well-posed, i.e. the
solution u(p) depends continuously on p, also for our choice of 'D u(p) remains non-negative. We
here provide an outline of the proof of these facts, more details could be found in [26].
We start by formulating the following Theorem.
Theorem 5.1. Let Q C R 2 be a bounded domain with a Lipschitz boundary F. Then for
every real number p > 1 there exists a single continuous linear mapping Z : H 1 (Q) -- LP(F) which
satisfies Zv = v on F V v E Co(oj).
Theorem 5.1 guarantees that aNL(w, v; /_) is well-defined for arbitrary w, v E H 1 (Q) and hence
the weak formulation makes sense. We next define a set of admissible functions U as
U = {v C H'(Q)v > 0}, (5.99)
and a function fl(v) : H 1 (Q) -* R such that
1 A 1 Nip(v) = a, (v, v; t) + -aL (vv;p) - f(v); (5.100)2 5
By Theorem 5.1 1,,(v) is well-defined and continuous in H1(Q), moreover fl,1 (v) is also G-differentiable
and strictly convex in U; these conditions ensure [46] that there exists precisely one element
U(p) E U in which fl,,(v) attains its minimum over the set U. This element fulfills
Dfl,(i(p), v) = DI,(w, v) = aA (w, v; p) + aNL (w, v; mu) - f (v) = 0, (5.101)
which concludes the proof of the existence and uniqueness of the weak solution u(p) = ii(p) in the
sense of formulation (5.1). It is next standard to show that the weak solution depends continuously
on p.
It is important to emphasize that the the required monotonicity of g(u) = u 4 is only attained
for positive values of u(p), UNM(p), this why the positivity is essential for the construction of our
algorithm. Since we cannot a priori prove the positivity uNM(p) we need to check that the reduced
basis approximation stays positive in Qj in all points which incurs extra nni operations. Since
as it was shown in Section 5.3.3 the operation count for ANNm(p) has a O(Mnn1 ) term in it, the
additional nni operations are not going to change the operation count significantly. If for some
reason - though we never encountered this in our numerical tests - uNM(p) takes a negative value
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that means that either M or N is too small, since as we increase N and M we expect uNM(p) to
more and more close to u(p) which is in turn positive everywhere in Q. We provide more analysis
on the issue of positivity of UNM(p) and the related implications later in this Chapter when we
discuss the error bound decomposition.
5.4.2 Numerical Results
To obtain the "truth" solution we consider a finite element mesh that consists of 21802 points.
Effect of Radiation
We now demonstrate that radiation plays an important role in our model problem. In Figure 5-2
we provide the plots of the field solution u(p) for 4 different values of - for the same values of
k1, k2, k3, k4, Bi. We note that the field distribution depends on o- in a meaningful way.
92 -1 I -45 a5 1.5 2 25 3
Figure 5-2: 2D locally non-linear model problem:
(a) p = {0.10, 0.10, 0.10, 0.10, 0.01, 0.01},
(b) p = {0.10, 0.10, 0. 10,0.10, 0.01, 0.25},
(c) A = {0.10, 0.10, 0.10, 0.10, 0.01, 0.50},
(d) y = {0.10, 0.10, 0.10, 0.10, 0.01, 1.00}.
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Figure 5-3: 2D locally non-linear model problem: variation of Uroot as a function of o-, k, = 0.50,
k2 = 0.50, k3 = 0.50, k4 = 0.50, Bi = 0.50.
We continue the illustration of the importance of the non-linear parameter by presenting the
plot of Uroot, the mean temperature along Froot, as a function of a while having all other parameters
fixed. As we observe from Figure 5-3, just by varying a we achieve significant output variation.
Approximation of Non-linearity
We first present the numerical results related to the approximation of the non-linear contribution in
g(u(x; y); p). As described in Section 5.2.1, we begin from sequentially generating the sample S9.
We then generate the space of functions VW,' = span{ m(x) = g(u(1; ), m = 1, ... , M} over
which we actually perform the interpolation as given in (5.51). We choose the members of Sg from
a bigger sample set SNr 0 , of randomly generated parameter points, where MP0 01, the cardinality
of SAl 0 , is equal to 10000. As discussed earlier in Section 5.2.1, even in the case of 6 parameters,
it becomes too computationally expensive to perform a search over a fine mesh in D.
In Figure 5-4 we provide the dependencies of E*M(p4+,) (in blue) and rM+1(QM+1 (in red) as
functions of M. We observe that - as predicted by Corollary 5.1 - e*(ptjF) r+{1(tM+1)-
In Table 5.1 we provide the dependencies of Am as defined in (5.43) and the condition number
of the matrix BI as functions of M. As we see, cond(_BM) grows significantly with M. At the
same time Am remains quite small and consistent with Corollary 5.1 4E*(Amg) and rm+(LA+1) -
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Figure 5-4: Minimax coefficient approximation method, 2D locally non-linear problem: non-linear
contribution approximation.
as observed from Figure 5-4 - remain close to each other. Since our reduced basis method requires
inversion of BAI - see Section 5.3.3, (5.79) -- we might encounter numerical difficulties due to the
high condition number of BAM as M becomes larger. In any event we would not want M to be
too big since it might compromise the numerical efficiency of our reduced basis method because
of the operation count for the on-line stage presented in Section 5.3.3. The alternative approach
to construct BAI based on the orthogonalization procedure is described in [5]; there also exists an
alternative technique for magic points selection, [28], [10], however, for the purposes of this thesis
there is no need to employ more complicated procedures.
Convergence
As described in Section 5.3.2, we introduce a bound conditioner &(.,.; u) that is equal to
Q 4
, (w, v) = q>' (w, v) J VwVv + 0.1Ef VWVV + VwVv + 0.01
q=i Fext\Froot
W7, (5.102)
where eq = min 9(p), q = 1, .. , Q. We note that this bound conditioner is independent of p, the
PED
description of the more sophisticated bound conditioners could be found in [52, 57]. From (5.98) we
can easily see that &(w, v) satisfies (5.52) and hence is suitable for our purposes. For this choice of
bound conditioner the constants - as given in (5.52) - assume the following values: ao = 0.040197,
Pmin = 1, Pmax = 100.00, -yo = 10.529323.
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Table 5.1: Minimax coefficient approximation method, 2D locally non-linear problem: cond(BM)
and A,, as functions of Al.
In Figure 5-5 we present the convergence plots for the norm of the error I eNM Y = ) -
UNM (P) y as a function of M for several constant values of N. All the numerical results - unless
specifically stated otherwise - are averaged over Stest, a sample set of cardinality Ntest = 10000
which provides some level of statistical significance for our test. For each sub-plot in Figure 5-5
the corresponding value of N is displayed in the top right corner of that sub-plot.
As we observe from Figure 5-5, for every particular value of N the accuracy of the solution
becomes better as we increase M. However, once M becomes sufficiently large, the accuracy of
the solution stops to grow with M (I eNM II stops to decrease) and remains at practically the same
level which is reflected by a "flat region" of each sub-plot of Figure 5-5. This behavior of ||eNMII
strongly suggests that there is no need to pick M to be too big since it does not contribute to the
accuracy of the solution and at the same time incurs a higher operation count for both off-line and
- even more important - on-line stages. We provide more details on Al - N analysis later in this
Chapter.
Turning to Figure 5-6 we see that for every particular value of M IeNM is a strictly decreasing
function of N. Essentially, Figure 5-6 demonstrates the same kind of phenomenon we observed in
Figure 5-5: for M = 15, ... ,40 the convergence plots appear to be very close to each other.
In Figure 5-7 we present the plots for both leNM II and ANm as functions of N for several fixed
values of M. We note that both I IeNM and ANM are strictly decreasing functions of N and when
M becomes large enough the plots for both |jeNN111 and ANM collapse into two single plots. We
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M cond(B M ) Am
3 6.85e+01 1.70
6 1.18e+03 2.98
9 9.81e+03 2.93
12 8.00e+04 2.96
15 3.31e+05 4.63
18 7.72e+05 4.73
21 4.58e+06 7.62
24 5.39e+06 7.00
27 3.01e+07 13.05
30 1.98e+08 27.29
35 2.32e+08 12.82
40 4.32e+08 8.93
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Figure 5-7: Minimax coefficient approximation method, 2D locally non-linear problem: I eNMI 1Y
and ANM as functions of N while M is fixed.
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note that the convergence in I CNM I with respect to M is slightly better than that of ANM-
Table 5.2: Minimax coefficient approximation method, 2D locally non-linear problem: relative
convergence of IIeNM Y, ANM as functions of N, M = 30.
In Table 5.2 we provide the rate of relative convergence for IjeNMIIY and IIANmlIY as functionsHully IHully
of N for M = 30. We chose this particular value of M based on the observation of Figures 5-5,
5-6, and 5-7. We conclude that the MCAM is able to achieve high level of relative accuracy which
is by all means sufficient for engineering applications.
Effectivity
In Figures 5-8 and 5-9 we treat the plots of effectivity T7NM as defined in (5.70) in the same manner
as we presented the plots for | eNM In Figure 5-8 we present 7rNM as a function of M for several
fixed values of N. Next, in Figure 5-9 qNM is plotted as a function of M while N is fixed at different
values. From Figure 5-8 we observe that when M becomes large enough r;Nm reaches a constant
level. Consistently with the last observation, we see that the effectivity plots in Figure 5-9 for
M = 27, ... ,40 are almost identical -- the behavior we already observed in the case of convergence
plots in Figures 5-6 and 5-7: since for these values of M both I eNM I and ANM almost do not
change with M we would expect the same kind of behavior from the effectivity.
We next note that the effectivity remains in the range of [8,150] for all values of N and M and
stays in the range of [8,15] for higher values of M (M = 24, ... , 40) which means that for these
values of M our error bounds are indeed sharp. For the smaller values of M (M = 1, ... ,10) the
effectivity is slightly higher. We explain why this happens in the next Section. At the same time we
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N I1eNMIIY ANMN huh IlUhlY
5 4.55e-02 3.56e-01
10 2.24e-02 2.22e-01
15 7.62e-03 7.21e-02
20 3.29e-03 2.89e-02
25 1.98e-03 1.84e-02
30 1.01e-03 8.55e-03
35 4.24e-04 4.48e-03
40 2.05e-04 2.10e-03
45 1.12e-04 1.02e-03
50 4.87e-05 5.74e-04
55 2.86e-05 3.76e-04
60 2.38e-05 3.04e-04
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note that these smaller values of M are usually not that interesting from the practical point of view
since the accuracy of the solution for these values is marginal at best; to support this statement we
turn to Figures 5-5, 5-6, and 5-7.
Error Bound Decomposition
We now revisit the error equation (5.54). As it was shown in Section 5.3.2
a(t)(jleN1r(,.L)I 2 < aA (eNAI([), eNMl( ); t') + (9(U(A); A) - 9(UNA([t); P))eNAI (P)
R1(eNM (W; p) + R2(eNM (P) ; P) ANMJ,(P) + ANA/,2(P) + 2 NM,1([)LNM,2(I). (5.103)
In Figures 5-10, 5-11, 5-12 and 5-13 we provide the comparison of NMJ,1, IR1(eNM)I and
ANM,2, 1R2(eNM)I as functions of M and N in the same manner as we presented the plots for the
effectivity. Our goal now is to explain what the cause of high effectivities is for the low values of
M.
As we observe from Figures 5-10 and 5-11, the difference between R1 (eNM) and ENM,1 remains
quite small. At the same time from Figures 5-12 and 5-13 we observe that for smaller values of M
(M = 1, ... , 9) the spread between LNM,2 and 1R2(eNM)I remains relatively large. To complete
our analysis in Figures 5-14 and 5-15 we provide the dependencies of the relative contributions of
176
0 
0 
0 1
00 .5 20 40 00 .5 20 40 00 .1 20 40
- 2 0 0 5N - 2 7 0 
N - 3N
05 2 4 0 0 0 0 0
0 N- 0 0
0 .1 2 4 0 0 .5 20 40 0 0 1 20 40
0 0 0
00 .5 20 40 0 .5 20 40 00 .1 20 40
Figure 5-14: Mininax coefficient approximation
method, 2D locally non-linear problem: contri-
butions of ANAJ,1 and ANM,2 to ANM as func-
tions of M while N is fixed.
each of the terms ANM,1 and ANM,2 to the error
functions of Al and N.
K] -3
0N 20 40 60
0 
N 20 46 60
0.0
0 20 40 60
0 1' 20 40 60
0.0
0 
N 20 40 60
0.0
0 .v 20 40 60
0.5
0 .y 20 40 60
0.0
0 N 20 40 60
0.0
0 .v 20 40 60
0.0
0 N 20 40 60
0.5-
0 20 40 60
0.0
0 20 40 60
Figure 5-15: Minimax coefficient approximation
method, 2D locally non-linear problem: contri-
butions of ANAI,1 and ANM,2 to ANM as func-
tionis of N while NI is fixed.
bound ANM (note the absence of the ~sign) as
As we see from Figure 5-14, initially for small values of Al the contribution of Af,2 dominates
that of ANM,1. However, as we keep increasing Al AM,1 and ANM,2 switch roles: now ANAI,i
becomes the main contributor to the error bound ANMl whereas the contribution of ANM,2 becomes
rather small.
From Figure 5-15 we observe that for M = 1, ... ,21 and for small values of N ANAI,1 initially
constitutes the major part of ANMv. As we increase N, ANM,1 and ANM,2 trade places: 4,A,2
becomes dominant while the effect of ANM,i almost vanishes. This observation coupled with the
observation about the large spread between 1R2(eNM)I and aNM,2 in Figure 5-13 explains the high
values of effectivities in Figures 5-8 and 5-9 for low values of M.
There are two more factors which might affect effectivities in a bad way though, fortunately -
as we observe from Figures 5-8 and 5-9 - it does not happen. First, we look again at (5.103) to see
that so far we did not take into account the 2 aNM,1ANM,2 term which is always positive as well
as aNM,i and .ANm,2; at the same time R1(eNAI) and R2(eNMI) can be negative.
Second, in (5.103) we note the presence of f (g(u(pi); [t) - g(uNj(pu); pL))eNMI(,) term which -
provided that both u(pt) and uNMI(p) are positive in Q121 - is also positive. Again we emphasize that
this is the reason why the positivity of the solutions u(pt) and uNM(,U) in this case is so important
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to us. We now denote the two terms in (5.103) as
Aj(p) = aA(eNAr(P), eNAI(); p)
NA.)= f (g(u(P); P) - g(UNAIQ(A); P))eNIr(/u)
l
(5.104)
(5.105)
=NL
In Figures 5-16 and 5-17 we provide the the ratio ' as a function of N and M. Based on our
-NM
numerical simulation E=L (p) as well as UNAI(U) stay positive for all values of p in Stest (though
we can guarantee the positivity of u(p) in mathematically rigorous way - we cannot say the same
about uNAI(p)) and what is also quite good, the value of -B1(p) is small compared to .'M(pW )
which ensures that the former does not affect the effectivity in a significantly bad way. Turning
to actual numbers, we note that EN never exceeds -Ay(p) and at most reaches only half of the
value of .,A(p)
We finally take another look at Figure 5-14 and note that for each N there exists a value of
M - which we denote M*(N) - when the contributions of ANAI,1 and ANM,2 are approximately
equal to each other. Increasing M further past M*(N) brings us to the point where the effect of
ANM,2 becomes small compared to that of ANM,1- We denote this second characteristic value of
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M as M**(N). To be more rigorous,
M**(N) = min arg min ' < 0.01, Mmax (5.106)
In Figure 5-18 we present the plots for M* and M** as functions of N. Clearly, V N, M*(N) <
M**(N). As we observe from Figure 5.4.2 for high values of N, M**(N) = Mnax.
Further M - N Analysis
Taking into consideration the operation count of Kiter o((Q + M)N 2) + O(N 3) + 0((Q + M) 2N 2)+
O(Mnni) for the on-line stage as it was shown in Section 5.3.3 our goal would be to choose N and
M as small as possible and at the same provide good accuracy for our reduced basis approximation.
As we can see from the convergence plots of Figure 5-6, 1 |eNAI is a strictly decreasing function of
N. Also, looking at Figures 5-5 and 5-6, we note that the accuracy of the solution depends on N
in a greater extent than on M. Thus, in order to obtain the best accuracy we should choose N
as large as possible. However, in an arbitrary case the user might have certain constraints which
might prevent him or her from choosing the largest value of N. Clearly, there is a trade-off between
the accuracy of the reduced basis approximation and the on-line computational complexity.
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2D locally non-linear problem: I I eNI Y
However, if somehow the value of N is chosen we need to determine the optimal value of M
for this particular value of N. To maximize the accuracy while keeping M as small as possible our
suggestion is to choose Al to be M* < M < M**. Such a choice of M is supported by Figure 5-5
- for these values of Al the accuracy essentially reaches its best value, it is slightly better for M**
than for M*; the difference is quite small as we can see from the following convergence plots as we
plot CNM and ANM as functions of N, and M*(N), M**(N) in Figure 5-19.
In Figure 5-20 we provide similar plots for the effectivity as a function of N and M equal to
M*(N) and M**(N). We note that the choice of M = M** yields slightly sharper effectivity than
that of M*, by a factor that ranges between 1.5 and 3.5 which appears to be consistent with the
definitions of M* and M**.
As in the most cases with the reduced basis methods, we cannot -- especially in the multi-
parameter case - provide an a priori algorithm that would guarantee a certified level of accuracy
for all future parameter values. However, the heuristic algorithm for selecting optimal M and N is
the following. We start from constructing the sample Sj' such that we achieve a good accuracy in
M. We can measure that by running sufficient number of tests and comparing the value of cM(p) as
defined in (5.42) to the accuracy of the finite element method [51]. We also know that if M becomes
too large the condition number of BM would be become huge and this fact puts a limitation which
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is simultaneously an indirect indication that M is already sufficiently big. Given the fact that we
can approximate the non-linear term well enough, our goal now is to find the value of N which
provides the desired level of accuracy. The validity of our selection could be again tested based on
a big enough sample of randomly chosen points. Once we established the approximately "optimal"
values of M and N we can tweak them a little bit to see if, for example M is too big or if can
increase M or N just slightly to gain a big increase in the accuracy. This heuristic algorithm is in
fact consistent with a choice of M = M*(N) or M**(N). We conclude this Section by reiterating
that regardless of the choice of M, N, S9 and SN our error bounds remain rigorous.
Computational Costs
In Figures 5-21 and 5-22 we present the dependencies of the actual on-line computational times on N
and M. We denote the time required to perform one Newton iteration for the reduced basis method
as tuNM ,iter (or just tuNm) and the time to evaluate the error bound as tANM. Since the operation
counts to perform a Newton iteration and to construct the error bound are O((Q + M)N 2 + N 3 )
and O((Q + M) 2 N 2 ) + O(n,,i), respectively, we expect both tuNM,iter and tANM to increase with M
and N. We plot tUNI,iter (in red) and tANM (in green) in Figures 5-21 and 5-22.
As we observe from Figure 5-21, tuNm exhibits slightly stronger dependence on N than tANM
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Figure 5-22: Minimax coefficient approximation
method, 2D locally non-linear problem: on-line
computational times as functions of M while N
is fixed.
which is supported by the presence of O(N 3 ) term in the operation count of the former. At the
same time, both tUN, and tANM grow at the same rate with M as shown in Figure 5-22.
Finally, in Table 5.3 we present the dependence of the total computational time ttot = KitertUN+
tANM for the online stage as a function of N when M is selected to be either M*(N) or M**(N).
As we see from this Table, both choices yield significant computational savings compared to the
conventional finite element method, even for the largest values of N the efficiency ratio -t- staysZ!5 ttot
close to 500. The main reason why the computational savings for the non-linear case are signif-
icantly higher than the savings we observed in Chapters 2, 3, and 4 is that we actually perform
Newton iterations for the MCAM much faster than for the finite element "truth" method and this
effect is magnified by the factor Kiter. We also observe that for this particular model problem the
choice of M* or M** does not result in a significant difference in the on-line computational times.
Conclusions
Based on the theoretical and numerical results provided in this Chapter we can state that the min-
imax coefficient approximation reduced basis method provides an efficient and yet accurate way to
solve locally non-nonlinear problems with parametric dependence. The reduced basis method yields
certified high accuracy with respect to the "truth" solution, the rigorous error bounds we provide
appear to be quite sharp. At the same time the method demonstrates significant computational
savings. The performance of the minimax approximation coefficient method fulfills the goals set in
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Table 5.3: Minimax coefficient approximation method, 2D locally non-linear problem: ttot, the
total on-line computational time as functions of N and M*(N), M**(N).
Section 1.3.1.
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___ M*(N) M**(N)
N ttotIg. ti!2.AI ttr ttot,M'A
5 7.76e-03 3368.59 26.13 3108.02 8.41e-03
10 9.26e-03 2821.15 26.13 2635.54 9.92e-03
15 1.05e-02 2495.64 26.13 2265.29 1.15e-02
20 1.31e-02 2000.96 26.13 1820.90 1.44e-02
25 1.47e-02 1772.90 26.13 1568.11 1.67e-02
30 1.72e-02 1522.65 26.13 1342.59 1.95e-02
35 2.09e-02 1250.61 26.13 1119.01 2.34e-02
40 2.49e-02 1048.68 26.13 918.87 2.84e-02
45 2.84e-02 919.40 26.13 785.14 3.33e-02
50 3.36e-02 777.98 26.13 678.56 3.85e-02
55 3.80e-02 686.90 26.13 588.77 4.44e-02
60 4.88e-02 535.21 26.13 470.18 5.56e-02
Chapter 6
Summary and Future Work
In this final Chapter we conclude the thesis by providing final observations regarding the reduced
basis methods we described and giving an outline for the directions of the future work.
6.1 Summary
In this thesis we described and studied the following reduced basis methods: the classical reduced
basis method (CRBM), the partition of unity method (PUM), and the minimax coefficient approx-
imation method (MCAM). All of these methods are applied to problems which are governed by
partial differential equations with parametric dependencies.
All of the reduced basis methods we present are developed according to the following common
standards. The construction of these methods relies on a two stage off-line/on-line computational
framework. We first run the expensive off-line stage during which we precompute and store all
the necessary data (vectors and matrices) for the on-line stage. It is important to emphasize that
the off-line stage is run only once and after that for each new value of the parameter A we only
have to run the cheap on-line stage. The numerically efficient on-line stage consists of obtaining
an accurate reduced basis approximation uN(p) to the "truth" finite element solution u(p) and
subsequent rigorous a posteriori error bound AN(P) for the norm of the error Iu~P) - uN(p) I- We
require that uN(p) is a precise approximation of u(p) and that the error bound is sharp in a sense
that the ratio of which we call effectivity - stays close (10). All three methods -IjU(G)-UN A)II -wihw alefciiy-sascoe01) l he ehd
the CRBM, the PUM, and the MCAM - are compliant with these standards within the limits of
their applicability, the last statement is confirmed by the numerical tests described in Chapters 2,
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3, 4, and 5.
The classical reduced basis methods previously described in [49, 52, 18, 42] is important for us
because we build the methodology for the PUM and the MCAM using the ideas first developed for
the CRBM. The area of application for the CRBM is limited to linear affine coercive problems.
We also provide the description of the PUM which can be applied to a broader class of locally
non-affine coercive problems. The PUM relies on domain decomposition techniques [20, 19] and
allows us to decouple contributions from affine and locally non-affine components of the problem.
We also speak about application of the PUM to purely affine problems and note that this method
has a clear advantage over the CRBM in terms of the off-line computational effort. The comparative
analysis of the CRBM and the PUM features identifies that the PUM is a more efficient method with
respect to the off-line stage. There is no clear winner with respect to the on-line computational
efficiency because for some problems the PUM performs better and for other problems it is the
CRBM which has the edge.
The MCAM is capable of treating both locally non-affine and locally non-linear problems and
relies on replacing the underlying non-affine/non-linear component by an affine like approximation
[5]. The comparative analysis of the MCAM and the PUM applied to locally non-affine problems
leads us to the following conclusions. The PUM is again a better method with respect to the
off-line stage and it also better treats locally non-affine problems with more complex parametric
dependencies. At the same time for problems with simpler parametric dependencies the MCAM
demonstrates a much better performance than the PUM in terms of the on-line computational
times.
6.2 Future Work
We now suggest the ideas for the future work which could be carried out based on the contributions
presented in this thesis.
First, we believe it is possible to construct a "synergy" PUM-MCAM method for locally non-
affine problems. As it was described in Section 3.2.3, the domain decomposition nature of the PUM
essentially allows us to break the error estimation procedure into several sub problems most of which
are affine. We propose to apply the MCAM to the remaining non-affine problems (3.33) because
we would expect simpler parametric dependence from these problems and this is the area where
the MCAM demonstrates its best performance. The other advantage of this "synergy" method
186
is that it will allow us to avoid solution of the nna X rIna system of equations as given by (3.33)
and hence potentially generate additional computational savings. We cannot guarantee that this
"synergy" method will yield better results for all the problems in the class of locally non-affine
problems, however we expect it to be true at least for some problems in this class. In general,
the PUM-MCAM "synergy" method will enable us to address problems with more complicated
parametric dependencies more efficiently.
Second, as we mentioned in Section we compare our reduced basis approximation to a finite
element solution ug(p). Recently, there appeared several works [59, 58] which made it possible
to evaluate the error of the finite element approximation with respect to the analytical (the real
"truth") solution. It is thus quite interesting to be able to provide the error bounds for the reduced
basis approximation not with respect to the finite element but rather with respect to the analytical
solution.
Finally, the methodology developed in this thesis can also be extended to other classes of
problems with locally non-affine/locally non-linear parametric dependence such as time-dependent
[10] and non-coercive problems [56, 22], some of these of directions are currently explored by other
researchers. It is quite very important to find new applications for the reduced methods since it is
the particular applications which motivate us to improve the current methodology and helps us to
discover new aspects of our reduced methods.
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Appendix A
Proof of Formula for T(N, s)
In order to obtain the expression we construct the set K(N, K) containing N + K - 1 elements:
{1, .. , N, Ip ... , jN}. For each s-tuple j E ?? we construct a subset Cj C K(N, K) of cardi-
nality K. which comprises of all the unique integers in j plus all elements jgap corresponding to those
i for which je = ji_, i = 2, ... K, . It is easy to see that this mapping between P? and K(N, s) is
a bijection and it spans all possible subsets of cardinality , in K(N, K). Hence, the cardinality of
PA is equal to T(N, K) = N- +r
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