A generalised triangle group is a group G given by a presentation of the form
Background
A generalised triangle group is a group G given by a presentation of the form
where p, q, r > 1 are integers and W is a cyclically reduced word in the free product
x, y|x p = y q = 1 ∼ = Z p * Z q of even syllable length 2 > 0. We say that G is of type (p, q, r) and has length parameter .
A conjecture of Rosenberger [8] says that this class of groups satisfies a Tits alternative: either G is virtually soluble, or G contains a non-abelian free subgroup. Known results to date (see for example the summary in [5] ) reduce the conjecture to the three cases (p, q, r) ∈ {(2, 3, 2), (2, 4, 2), (2, 5, 2) }.
An essential representation from G to a group H is a homomorphism φ : G → H such that φ(x), φ(y) and φ(W ) have orders p, q, r respectively. In this paper we concentrate on the case where (p, q, r) = (2, 3, 2) and G does not admit an essential representation onto a cyclic group. For a generalised triangle group of type (2, 3, 2) , an essential representation onto a cyclic group exists if and only if the exponent sums of x and y in W are respectively odd and divisible by 3. Hence the absence of such a representation can arise in one of two ways: either G has even length parameter, or it has odd length parameter and the exponent-sum of y in W is not divisible by 3.
When G has even length parameter, the conjecture was proved modulo six outstanding cases in [4] . Jack Button (private communication) has since been able to use his largenesstesting software [1] to prove the conjecture for four of these six. In Appendix A below we include logs of GAP and MAPLE sessions which confirm Buttons largeness results for these four groups, as well as verifying the Rosenberger conjecture for one of the remaining two groups. The only remaining open case of the six exceptions in [4] is (1) x, y|x 2 = y 3 = ((xy) 4 (xy 2 ) 3 (xy) 2 xy 2 ) 2 = 1 .
The argument in [4] involved finding an upper bound for ( ≤ 40) in any putative counterexample, and systematically analysing the finite (but large) set of words no longer than that bound.
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In the current note we concentrate mainly on the case where (p, q, r) = (2, 3, 2), is odd and the exponent-sum of y in W is not divisible by 3. Again we achieve this by finding a bound on (in this case ≤ 49) and analysing (using parallel computations with GAP [2] ) the resulting finite set of words.
We show that, with at most one exception (up to isomorphism), the Rosenberger Conjecture holds for all such groups. The exception is the group (2) x, y|x 2 = y 3 = ((xy) 4 (xy 2 ) 3 (xy) 2 (xy 2 ) 2 ) 2 = 1 .
We have not been able to prove the conjecture for this group, but there is no evidence to suggest that it fails. Unfortunately, this approach does not apply to the case where (p, q, r) = (2, 3, 2) and G admits an essential cyclic representation, in other words is odd and the exponent-sum of y in W is divisible by 3: we cannot find a theoretical upper bound for in that case.
Summarizing the above discussion, we have Theorem 1. Let G be a generalised triangle group of type (2, 3, 2) that does not admit an essential representation onto a cyclic group. If G is a counterexample to the Rosenberger conjecture, then it is isomorphic to one of the following:
x, y|x 2 = y 3 = ((xy) 4 (xy 2 ) 3 (xy) 2 xy 2 ) 2 = 1 , x, y|x 2 = y 3 = ((xy) 4 (xy 2 ) 3 (xy) 2 (xy 2 ) 2 ) 2 = 1 .
In §2 below we treat the even length case. We outline the proof that 5 of the 6 exceptional cases from [4, Table 2 ] contain non-abelian free subgroups. The full computational details are postponed to Appendix A. In the remainder of the paper we concentrate on the odd-length case.
In §3 we recall the definition of the trace polynomial of W , and use it to obtain strong restrictions on the form of W in any putative counterexample to the Rosenberger Conjecture (Theorem 4). In §4 we describe a computer search that uses these restrictions to refine the set of possible counterexamples (up to a simple equivalence relation) to a set of size 31. In §5 we use small-cancellation theory to eliminate 16 of these groups as potential counterexamples. A more complicated application of small-cancellation techniques is used to eliminate one further group -stated as Theorem 6 in §6 and proved in Appendix C. Finally in §7 we use a variety of further methods to eliminate 13 more groups, leaving us with the single exceptional case shown above.
Our work involves a certain amount of computation. The graphs in the proof of Theorem 4 were produced using MAPLE, which was also used for the Gröbner basis calculations in Appendix A. All other computations were done using GAP [2] . Logs of GAP and MAPLE sessions verifying most of our computational results are included in Appendices A (for the even length case) and B (for the odd length case). Appendix C contains a detailed proof using pictures of the existence of free subgroups in one of the groups concerned.
Even length
In this section we outline the investigations into the case where is even. Detailed calculations are given in Appendix A. As mentioned in the Introduction, [4] deals with all such groups with 6 exceptions. Button has used his largeness test [1] to deal with 4 of the 6 exceptions and we confirm this by GAP calculations in Appendix A. We are currently unable to handle the fifth exceptional case (1) above. However we are able to confirm that the sixth exception (Group 7b in [4, Table 2 ]) has non-abelian free subgroups.
Theorem 2. The group
contains non-abelian free subgroups.
Proof. The commutator subgroup [G, G] of G has index 6 and a presentation with two generators u, v and six relators:
A Gröbner basis calculation shows that [G, G] has a representation σ :
z is an algebraic integer of degree 48 and a = T race(M ) and b = T race(N ) are roots in Q[z] of the irreducible polynomial
A further Gröbner basis calculation shows that
where c = T race(M N ). Hence the above representation σ is irreducible. Moreover, since p is irreducible of degree 12, none of a, b, c can be the trace of a matrix of order less than 25 in SL(2, C), so the image of σ in P SL(2, C) cannot be a finite or dihedral subgroup. In particular σ([G, G]), and hence G, contains a non-abelian free subgroup. Logs of sessions in GAP and MAPLE carrying out the calculations listed above are given in Appendix A below.
Trace polynomial
The standard tool for investigating generalised triangle groups is the trace polynomial, defined as follows. Construct matrices X, Y ∈ SL 2 (C[λ]) such that the traces of X, Y, XY are respectively equal to 2 cos(π/p), 2 cos(π/q) and λ. The trace polynomial τ W (λ) is defined to be the trace of W (X, Y ). It is not difficult to verify that such a choice of matrices is always possible, and that τ W does not depend on the choice. Moreover, τ W (λ) is a polynomial of degree k in λ, and the combinatorics of the word W determine the coefficients of τ W in a well-understood way. Details can be found, for example, in [6] .
If α ∈ C is a root of τ W (λ) − 2 cos(π/r), then we can obtain an essential representation of G (one which maps x, y, w to elements of orders p, q, r respectively) into PSL 2 (C) by putting λ = α in X, Y . Provided the image of this representation is non-elementary, it will contain a non-abelian free subgroup by Tits' results, and hence so will G. Thus one is reduced to consideration of words W such that the roots of τ W (λ) − 2 cos(π/r) all lie within a certain small finite set.
In the case of interest here, (p, q, r) = (2, 3, 2), X, Y have traces 0, 1 respectively, and we are interested in the roots of τ W (λ) itself. It can moreover be readily shown that in this case τ W (λ) is a monic polynomial with integer coefficients, and is odd or even depending on the parity of the length parameter .
In our case, is odd, so τ W is odd. Moreover, the roots of τ W that correspond to elementary representations are 0 (corresponding to a representation onto S 3 ), ±1 (A 4 ), ± √ 2 (S 4 ), ± √ 3 (Z 6 or a parabolic subgroup of the form Z 2 Z 6 ) and
Since τ W is odd, the negative of any root is also a root of the same multiplicity. Since τ W has integer coefficients,
is a root if and only if
is a root, in which case they have the same multiplicity. It follows therefore that G admits a non-abelian free subgroup except possibly in the cases where
e for some non-negative integers a, b, c, d, e with a odd.
We next note one further property of the trace polynomial.
Proof. The bounds on z mean that it is possible to find matrices X, Y ∈ SU (2) with Tr(X) = 0, Tr(Y ) = 1 and Tr(XY ) = z.
Recall our assumption that the exponent-sum of y in W is not divisible by 3. It follows that there can be no essential representations from G onto Z 6 or onto A 4 , and hence b = d = 0. Thus (3) becomes in this case Figure 1 . Graphs of f and g
In particular, τ W ( √ 3) = 3 a/2 , so we also have a ≤ 1 by Lemma 3. Since a is odd this actually means a = 1. So the precise form of the trace polynomial in this case depends only on the two integers c, e. We find bounds on c, e as follows.
Theorem 4. Let G be a generalised triangle group of type (2, 3, 2) with odd length parameter such that the exponent-sum of y in W (x, y) is not divisible by 3. Suppose that G does not contain a non-abelian free subgroup. Then
e with c ≤ 4 and e ≤ 2c + 2. In particular W has length parameter
Proof. The form of τ W (λ) is as stated in the theorem, from the preceding remarks. We must check the inequalities relating c, e.
Let f (λ) := (λ 4 − 3λ 2 + 1) and g(λ) := (λ 2 − 2)f (λ) 2 . Let λ 0 = 0.1 and λ 1 := 1.15. Then calculations show that
Then further calculations show that |σ 0 | ∼ 2.17 > 2 and |σ 1 | ∼ 2.08 > 2.
Hence if τ W has the above form with e ≥ 2c + 3, we have
a contradiction to Lemma 3, while if c ≥ 5 and e ≤ 2c + 2 then
also a contradiction to Lemma 3.
Searching
The bounds obtained on c and e (and hence also ) in Theorem 4 show that only finitely many words have trace polynomial of the appropriate form. In principle it is possible to determine all such words by a computer search. In order to make such a search more practical, we first prove a result that restricts the form of words that can arise. We then describe a search algorithm that will identify all words with the correct form of trace polynomial, and finally give the results of this search.
4.1.
Restricting the form of W . Up to cyclic permutation, we may write a word W in the form (xy) , (xy 2 ) or
with b(j) ≥ 1 for j = 1, . . . , t. Each maximal subword of the form (xy) b(j) or (xy 2 ) b(j) will be called a block, and the index b(j) will be called the length of the block. Note that the number of blocks is either 1 or an even number. 
e with c + e > 0 then W has 2e + 2 blocks, of which c + e have length greater than 1.
In particular e ≥ c − 2.
Proof. If W = (xy) then 2 cos(π/2 ) is a root of τ W , so τ W can have the given form only for ≤ 2. But also = degree(τ W ) is odd, so the only possibility is that = 1 and c = e = 0 as claimed. Now suppose that c + e > 0. We analyse the coefficients of λ −2 and λ −4 in τ W (λ), using the formulae in [6] . Write
is the sum of all the β(j): B 1 = j β(j), while the coefficient B 2 of λ −4 is the sum of products β(j)β(k), taken over all unordered pairs {j, k} with k / ∈ {j − 1, j, j + 1} mod . As noted in [6] , these coefficients satisfy the following equation:
We can also compute the coefficients directly from the formula
e(e − 1) 2 + 6ce + e.
Putting these equations together gives
Now the equation B 1 = −2c − 3e means that, of the = 1 + 2c + 4e values of j, precisely 2c + 2e − 1 give β(j) = −1, while e + 1 give β(j) = −exp(iπ/3) (corresponding to points in W where xy is followed by xy 2 ) and e + 1 give β(j) = −exp(−iπ/3) (places where xy 2 is followed by xy). It then follows that W can (up to cyclic conjugacy) be subdivided into 2e + 2 blocks, which are alternatingly powers of xy and of xy 2 .
It also follows that s with s > 1 gives rise to one value β(j)β(j + 1) = exp(iπ/3) and one value β(j)β(j + 1) = exp(−iπ/3) -totalling 1. All other values of β(j)β(j + 1) are precisely 1, so k − j β(j)β(j + 1) = c + e is equal to the number of blocks (xy) s or (xy 2 ) s for which s > 1.
Finally, since the total number of blocks is 2e+2, it follows that c+e ≤ 2e+2, or c−2 ≤ e, as required.
4.2.
The search algorithm. Suppose given non-negative integers c, e with c + e > 0. We wish to find all words W in Z 2 * Z 3 = x, y|x 2 = y 3 = 1 whose trace polynomial is
By Lemma 5 it suffices to consider words of the form
with t = 2e + 2 such that b(j) > 1 for precisely c + e values of j -or equivalently b(j) = 1 for precisely e + 2 − c values of j. We encode W as a list of t positive integers [b(1), . . . , b(t)], of which e + 2 − c are equal to 1. Since we are interested in classifying W only up to cyclic permutation and inversion, it suffices also to consider lists only up to cyclic permutation and reversal.
In practice, we construct our list using GAP [2] from two pieces of input: a list L of c + e positive integers totalling 2c + 2e − 1; and a subset C of {1, . . . , 2e + 2} of size e + 2 − c. The final list is obtained by adding 1 to each element of L and inserting a 1 in the positions C. This process has two advantages: the sets of possible inputs L, C for L, C respectively are of more manageable size than the overall input set L×C; and the resulting double programming loop facilitates parallelisation of the process, making implementation possible in reasonable time.
Having constructed our list of integers, we use it to calculate τ W (λ) and record only those lists that give the correct result. As a final step, we sift through the (now manageably small) list of recorded lists and delete repetitions up to cyclic permutation and reversal.
For smaller values of c and e, this algorithm can be carried out in a reasonable time-frame with the standard version of GAP. However, for higher values it was essential to use the parallel version of GAP. The longest search, with (c, e) = (4, 10), needed to test all possible lists (up to cyclic permutation and reversal) of 22 positive integers, such that precisely 8 entries are equal to 1, and whose sum is 49. In practice, 722030 lists were tested by 32 slave processors, each working for around 31240 minutes (or just over 3 weeks), to confirm that no word has trace polynomial λ(λ 2 − 2) 
Small Cancellation
Several of the groups in Table 1 satisfy a small cancellation condition. Recall that a word U is a piece of a word W (in the free product Z 2 * Z 3 ) if there are distinct words V 1 , V 2 such that each of U · V 1 and U · V 2 is cyclically reduced as written and a cyclic permutation of W ±1 . The table below expresses the words concerned (up to cyclic permutation) as a product of 3 non-pieces, each of even length at least 8. Following [5, Corollary 2.3] this is enough to confirm the existence of non-abelian free subgroups. 
Almost small cancellation
The group G = G 13 in our table does not satisfy a small cancellation condition, but comes sufficiently close for small-cancellation methods to apply.
Thus while G does not satisfy the small cancellation condition C(6) (as a quotient of the free product Z 2 * Z 3 ), it does satisfy C(5) in a fairly strong form. We will exploit this to obtain the existence of a non-abelian free subgroup.
N and B := (xy −1 ) N freely generate a free subgroup of G.
As the proof of this result is substantial and uses technology which is different from the main thrust of the paper, we have included it in Appendix C below.
Ad-hoc arguments
By §5 and Theorem 6 we have 14 exceptional words to consider, as follows. Let us denote by G n the group
where W n is the word listed in Table 1 . The Rosenberger Conjecture is known for words with length parameter ≤ 6 [9] . This covers groups G 1 , G 2 , G 4 and G 11 . Indeed, G 1 , G 2 , G 4 are finite of orders 6, 720 and 48 respectively, while G 11 is an extension of Z 3 by A 4 -see Appendix B below for a verification of this using GAP.
Groups G 3 , G 7 and G 29 can be shown to be large using GAP [2] -see Appendix B. (Recall that a group G is large if some subgroup H < G of finite index admits an epimorphism H F 2 onto the free group F 2 of rank 2. Large groups clearly contain non-abelian free subgroups.) Now the relators of G 6 are consequences of those of G 3 , so it follows that group G 3 is a homomorphic image of G 6 . Since G 3 is large, G 6 is also large. Lemma 7. Group G 5 contains a non-abelian free subgroup.
Proof. Group G 5 was shown to be infinite by Lévai, Rosenberger and Souvignier [7] . Their proof constructs a representation ρ : G → SL(3, C) of the commutator subgroup G , the image of which is generated by two matrices X, Y of order 3. A more detailed analysis of the matrices in [7] shows that XY (and hence also Y X) has eigenvalues +1, −1, −1, with the (−1)-eigenspace having dimension 1. Specifically,
where t is an algebraic number with t 6 − 3t 3 + 1 = 0. Let V be the plane spanned by the eigenvectors of XY , namely
2 and (Y X) 2 fix V and V respectively (pointwise), and so they both fix L. Under the induced action on the quotient plane C 3 /L, (XY ) 2 and (Y X) 2 are parabolic with distinct fixed subspaces. Hence they generate a non-elementary subgroup of P SL(2, C). This subgroup, and hence also G, contains a non-abelian free subgroup. Proof. It is an exercise to show that, for j = 8, 12, 16, 21, the element of G 5 represented by W 2 j is trivial. Hence G 5 is a homomorphic image of G j . Since G 5 contains a non-abelian free subgroup, so does G j .
Conclusion
Putting together the results of § §4, 5 and 7 we obtain
be a generalised triangle group, where the exponent-sums of x, y in W are coprime to 2, 3 respectively. Then either G contains a non-abelian free subgroup, or G has a soluble subgroup of finite index, except possibly where G is isomorphic to the group
This, together with the observations on the even-length case in §2 and in Appendix A, complete the proof of Theorem 1.
Appendix A: Even length relators
In [4] the Rosenberger conjectured was verified for generalised triangle groups of the form
in which x appears in W with even exponent-sum, with precisely six exceptions. The exceptional groups are defined by setting W to be one of (1) Here we give the computational details of proofs that all of the above, with the possible exception of W 7a , give rise to groups containing non-abelian free subgroups.
Jack Button (private communication) informed us that he could prove, using his largenesstesting software [1] , that the groups with W ∈ {W 9a , W 12 , W 13a , W 15a } are large -and hence in particular contain non-abelian free subgroups. Below is a log of a GAP session verifying this fact. gap> H12:=Subgroup(G12,[x,(y*x)^2*(y*x^-1)^2*y,y*x*y^-1*x*(y*x^-1)^2*y^-1, (y*x)^2*y^-1*x*y^-1*x^-1*y*x^-1*y^-1*x^-1*y ]);; gap> P9:=PresentationSubgroup(G9,H9); <presentation with 6 gens and 14 rels of total length 134> gap> P12:=PresentationSubgroup(G12,H12); <presentation with 6 gens and 14 rels of total length 154> gap> Index (G9,H9) In the case of the group defined by W = W 7b , while we are unable to prove largeness, we can verify the existence of non-abelian free subgroups (and hence the Rosenberger conjecture) by constructing an irreducible essential representation σ to P SL(2, C) from the commutator subgroup [G, G] of G (which has index 6). This is outlined in the proof of Theorem 2. The computational details are as follows. First we use GAP [2] to obtain the presentation of 
Finally, we check that p is irreducible, and that both a, b ∈ K are roots of p. It follows that none of the eigenvalues of M, N can be an n'th root of unity for any n with Euler totient φ(n) < 2 · degree(p) = 24, and hence that each of M, N has order greater than 12 in P SL(2, K). In particular, σ([G, G]) = M, N cannot be dihedral or isomorphic to one of the finite subgroups A 4 , S 4 , A 5 of P SL(2, C).
This is sufficient to confirm that σ([G, G]) is non-elementary and so contains a non-abelian free subgroup. The kernel of a representation G 11 → S 4 is free abelian of rank 3.
Verification that G 3 is large. gap> F:=FreeGroup(["x","y"]);; x:=F.1;; y:=F.2;; gap> W:=(x*y)^3*x*y^2*x*y*(x*y^2)^2*x*y*x*y^2;; The kernel of a representation G 29 → A 5 has the free group of rank 2 as a homomorphic image.
Details of proof of Lemma 4.
gap> # gap> # Proof that <x,y|x^3 = y^3 = xyxy^2xy^2x^2yxyx^2yx^2y^2 = 1> gap> # contains a nonabelian free subgroup, using the gap> # Levai-Rosenberger-Souvignier representation gap> # gap> R:=UnivariatePolynomialRing(Rationals,"t");; gap> t:=IndeterminatesOfPolynomialRing(R) [1] ;; gap> a:=-3*t^4+8*t;; gap> b:=-4*t^4+11*t;; gap> c:=2*t^3-6;; gap> d:=-5*t^5+14*t^2;; gap> e:=-7*t^5+19*t^2;; gap> f:=t^6-3*t^3+1;; gap> # now construct a conjugate of m gap> n:=y*x mod f;; gap> # n also has eigenvalues +1.-1,-1, with 1-dimensional gap> # (-1)-eigenspace we check that the plane P' spanned by gap> # its eigenvectors does not coincide with the span P of the gap> # eigenvectors of m. To do this, show that P is not gap> # invariant under n gap> q*n*ev1 mod f; [ t^4+t ] gap> q*n*ev2 mod f; [ t^4-t ] gap> # Thus P and P' are distinct, so intersect in a line L. gap> # m^2 and n^2 fix L. They act on the quotient V/L as parabolics gap> # with distinct fixed spaces, so they generate a gap> # non-elementary subgroup of PSL(2,C).
QED.
Appendix C: Pictures
In this appendix we recall the theory of pictures over a free product of groups, and use it to prove Theorem 6.
Suppose that Γ 1 , Γ 2 are groups, and U ∈ Γ 1 * Γ 2 is a cyclically reduced word of length at least 2. (Here and throughout this appendix, length means length in the free product sense.) A word V ∈ Γ 1 * Γ 2 is called a piece if there are words V , V with V = V , such that each of V · V , V · V is cyclically reduced as written, and each is equal to a cyclic conjugate of U or of U −1 . A cyclic subword of U is a non-piece if it is not a piece. By a one-relator product (Γ 1 * Γ 2 )/U of groups Γ 1 , Γ 2 we mean the quotient of their free product Γ 1 * Γ 2 by the normal closure of a cyclically reduced word U of positive length. Recall γ Figure 3 . A bridge move [3] that a picture over the one-relator product G = (Γ 1 * Γ 2 )/U is a graph P on a surface Σ (which for our purposes will always be a disc) whose corners are labelled by elements of Γ 1 ∪ Γ 2 , such that (1) the label around any vertex, read in clockwise order, spells out a cyclic permutation of U or U −1 ; (2) the labels in any region of Σ P either all belong to Γ 1 or all belong to Γ 2 ; (3) if a region has k boundary components labelled by words W 1 , . . . , W k ∈ Γ i (read in anti-clockwise order; with i = 1, 2), then the quadratic equation
Note that edges of P may join vertices to vertices, or vertices to the boundary ∂Σ, or ∂Σ to itself, or may be simple closed curves disjoint from the rest of P and from ∂Σ.
Pictures may be modified using bridge moves (Figure 3) , defined as follows. Let γ denote an arc in the surface Σ, that meets the picture P only in its endpoints, which are interior points of arcs of Γ. A bridge move is the result of altering Γ by surgery along γ. It is allowed provided that the resulting picture satisfies the above rules concerning labels within a region. The only example of this that we will use in practice is that γ divides a simply-connected region (say a Γ 1 -region) into two parts. The requirement for a bridge move is then that, in the resulting subdivision of the region-label into two subwords, each of the two subwords represent the identity in Γ 1 .
The boundary label of P is the product of the labels around ∂Σ. By a version of van Kampen's Lemma, there is a picture on the disc with boundary label W ∈ Γ 1 * Γ 2 if and only if W belongs to the normal closure of U .
A picture is minimal if it has the fewest possible vertices among all pictures with the same (or conjugate) boundary labels. In particular every minimal picture is reduced: no edge e joins two distinct vertices in such a way that the labels of these two vertices that start and finish at the endpoints of e are mutually inverse. In a reduced picture, any collection of parallel edges between two vertices (or from one vertex to itself) corresponds to a collection of consecutive 2-gonal regions, and the labels within these 2-gonal regions spell out a piece (Figure 4 ).
Since U is cyclically reduced, no corner of an interior vertex is contained in a 1-gonal region.
Recall the statement of Theorem 6:
Theorem 6 Let N 1 be an integer. Then A := (xy) N and B := (xy −1 ) N freely generate a free subgroup of G.
To prove the theorem, we suppose the conclusion false and derive a contradiction. There must be a minimal disc-picture P 1 with boundary label a cyclically reduced word in {A, B} (rewritten as a cyclically reduced word Z 1 in Z 2 * Z 3 ).
Note that there is very limited cancellation possible when re-writing a cyclically reduced word in {A, B} as a cyclically reduced word in Z 2 * Z 3 . In particular the word Z 1 has no cyclic subword of the form (y(xy 2 ) n xy) ±1 for 2 ≤ n ≤ N − 3.
To simplify our analysis of pictures, we note that we can apply bridge-moves to make every Z 2 -region a 2-gon. We then suppress the Z 2 -regions, replacing each by a single arc.
We will also make the following assumption: among all minimal pictures with boundary label Z(A, B) (and with Z 2 -regions suppressed as above, we have chosen P to maximise the number of triangular Z 3 -regions.
We will further simplify our picture by amalgamating each maximal collection of parallel arcs into a single edge e. We say that the piece P defined by the collection of parallel arcs represented by e at a vertex v is carried by e at v. The corresponding piece at the other end of e will be called the match of P .
Up to cyclic permutation in Z 2 * Z 3 we can write
where the αi are indexed hexadecimally 0, 1, . . . , C such that α(0) = α(2) = α(3) = α(4) = α(5) = α(9) = α(A) = +1 and α(1) = α(6) = α(7) = α(8) = α(B) = α(C) = −1. The fact that [7. .B] is also a non-piece allows us to discard 6 as a possible corner label, giving the result.
We may apply the above result to our minimal picture P. But we may also apply it to other reduced pictures; we exploit this in the proof of Lemma 14 below to obtain information about boundary vertices of P.
Here is one more simple result which will be useful later.
Lemma 11. If v is an interior vertex of degree 5, then no triangular corner of v can be corner 2, 3 or 9.
Proof. By Lemma 10, we know that if 2 or 3 is a corner at v in a region R, then A is an adjacent corner at v. The edge between these corners carries a piece [B. .0] so the labels of the corners of R at u, v cancel, and hence R cannot be a triangular region.
C.1: Angles and Curvature. Assign angles θ(c) to corners c of P as follows.
(1) A corner of a boundary region between a boundary edge and a non-boundary edge has angle π/2. (2) A corner of a boundary region between two non-boundary edges has angle π. Euler characteristic, and the sum is over all corners c in R. It is an immediate consequence of Euler's formula that the total curvature, summed over all the vertices and regions of P, is +2π. We next show that positive curvature does not arise in regions.
Proposition 13. Let ∆ be a region. Then κ(∆) ≤ 0.
Proof. Since no angle is greater than π, the result follows immediately for regions of nonpositive Euler characteristic, so it suffices to consider regions which are topological discs.
If ∆ is a boundary region which is a disc, then it has at least 4 corners with angle π/2 (and hence κ(∆) ≤ 0), except in one of the following two possible cases.
(1) ∆ = D 2 . In this case P is empty, and Z is the empty word, contrary to hypothesis. (2) ∂∆ consists of a single edge e together with a single arc γ ⊂ ∂D 2 . In this case the label on γ is trivial, so e and ∆ can be removed from P, contrary to the assumption of minimality. By definition, if ∆ is a triangle, then θ(c) = π/3 for every corner c of ∆, and so κ(∆) = 0. Hence we may assume that ∆ is an interior k-gonal region for some k ≥ 4. By definition θ(c) ≤ 2π/3 for each corner c of ∆, and so if k ≥ 6 then κ(∆) ≤ 0. Hence we are reduced to the case where k ∈ {4, 5}.
In any 5-gonal interior region, the labels on the corners must consist of 4 labels y and one y 2 (or vice versa), and so a bridge-move is possible across such a region (in either of two ways.
A 5-gon with κ > 0 must have all its vertices of degree 5. However, any edge joining interior vertices of degree 5 represents two or more arcs. So a bridge-move across such a region creates in its place a triangular region and a 4-gonal region, leaving the rest of the picture unchanged.
It follows from our assumption of maximality of the number of triangles that no pentagonal region has κ > 0. Thus we are reduced to the case k = 4. In particular, precisely two of the corner labels in ∆ are y and two are y 2 . Note also that κ(∆) ≤ 0 unless ∆ has at least three corners belonging to vertices of degree 5. By Lemma 10 the corner of any such vertex in ∆ has label one of 0, 1, 2, 3, 4, 5, 7, 8, 9, A.
We complete the proof by considering separate cases. .5] (if it is negatively oriented). In either case the next vertex has corner in ∆ labelled y (positively oriented corner 0 or negatively oriented corner 6). But then the 4-gon ∆ has at least three corners labelled y, which is impossible ( Figure 5 ).
This contradiction shows that the result holds whenever ∆ has a vertex of degree 5 with 5-corner in ∆. As in Case 1, we assume without loss of generality that this vertex v has positive orientation.
The clockwise edge of ∆ at v carries [6..9] which has a unique match [1..4] , so the neighbouring vertex at the other end of this edge has positive orientation and corner 0 (hence label y) in ∆.
The anti-clockwise edge from v in ∆ carries [B.
.n] with n ∈ {1, 2, 3}. In each case there is a unique match [(1 − n)..3]. Hence the neighbouring vertex at the other end of this edge has positive orientation and corner 4 (hence label y) in ∆. Thus ∆ has three corners labelled y, a contradiction ( Figure 6 ).
This contradiction shows that the result holds whenever ∆ has a vertex of degree 5 with A-corner in ∆.
Case 3. ∆ has a vertex of degree 5 with corner 0 in ∆.
As in Case 1, we assume without loss of generality that this vertex v has positive orientation.
The anti-clockwise edge of ∆ at v carries [1.
.4] which has a unique match [6..9] , so the neighbouring vertex v 0 at the other end of this edge has positive orientation and corner A (hence label y) in ∆. By Case 2, we may assume that this vertex has degree > 5, so the result follows unless the remaining two vertices of ∆ have degree 5 and corner label y 2 in ∆. Thus v 2 is either positively oriented with corner 8 in ∆, or negatively oriented with corner 0 in ∆. In the first case, we may apply the same argument to the edge joining v 2 to v 0 and deduce that v 0 has corner 0 or 8 in ∆. But we have already seen that v 0 has corner A in ∆, a contradiction. In the second case, we may apply the whole analysis to the corner v 2 rather than v, and deduce that v 0 and v 1 are negatively oriented. Again this is a contradiction.
This contradiction shows that the result holds whenever ∆ has a vertex of degree 5 with 5-corner in ∆. In particular we may assume by Case 2 that v 1 has degree > 5. Moreover, the corners of ∆ at v, v 1 are both labelled y, so we may assume that the other two corners are of degree 5 and labelled y 2 . The anti-clockwise edge of ∆ at v carries [5. .n] with n ∈ {6, 7, 8}. We may assume that this edge separates ∆ from a triangular region, for otherwise each of its incident vertices v, v 0 has at least 2 non-triangular corners. This, together with the fact that v 1 has degree > 5, would imply that κ(∆) ≤ 0.
Since the labels of the corners of ∆ at v, v 0 are opposite, the match for [5. .n] at v 0 must extend to a match for [4. .n], but not to a match for [5. . 
Conclusion
Using the results of Cases 1-6, we may assume that ∆ has three consecutive vertices of degree 5, each with corner 7, 8 or 9 in ∆. We assume without loss of generality that the middle vertex v of this sequence has positive orientation, and corner c ∈ {7, 8, 9}.
Suppose first that c = 9. Then the clockwise edge of ∆ from v carries [n..8] for n ∈ {3, 4, 5}. There is a unique match . In particular v 0 is positively oriented, with corner 8 in ∆ and hence label y 2 . The corner of ∆ at v also has label y 2 , so we may assume that the other two corners of ∆ have label y. As in previous cases, we may assume that each edge of ∆ corresponds to two or more arcs, so that a bridge move across ∆ has the effect of replacing ∆ by another 4-gonal region ∆ , without changing the degrees of the vertices of ∆ (Figure 11 ). Such a bridge-move also has the effect that the corners of v, v 0 in ∆ change from 8 to 9, 7 respectively. Hence κ(∆) = κ(∆ ) ≤ 0, as required. This completes the proof.
As a consequence of the above result, any positive curvature in our picture is concentrated at interior vertices of degree 5 with 5 triangular corners.
Hence there exist interior vertices with κ > 0. To complete the proof we distribute positive curvature from these vertices to negatively curved neighbours.
Recall from Theorem 12 that any such interior vertex v has corners 5, A, 4, 7, 1, and that the pieces [2. We say that these two vertices u 0 , u 1 are associated to v. Note that each of u 0 , u 1 is connected to v by an edge carrying a word that contains [3..4] . In particular, no vertex is associated to more than 2 such interior vertices with κ > 0. It also follows that no such vertex can itself be positively curved.
We define the amended curvature function on vertices by In other words, we distribute π/6 of positive curvature from any positively curved vertex to each of its two associated vertices. There is no adjustment to the curvature of regions, so the total curvature remains unchanged. We have already seen that there are no positively curved regions, so it remains to check that there are no vertices with positive amended curvature.
Lemma 14. For every vertex u of P, κ (u) ≤ 0.
Proof. Suppose first that u is an interior vertex of P. If κ(u) > 0 then by Theorem 12 we know that u has degree 5 with all incident corners triangular, so κ(u) = π/3. By definition, κ (u) = 0.
So we may assume that κ(u) ≤ 0. If u is not associated to any interior vertex with positive κ-curvature, then by definition κ (u) = κ(u) ≤ 0.
If u is associated to an interior vertex v of positive curvature, then v has a configuration as in Figure 12 above, and u is one of the neighbouring vertices u 0 , u 1 .
Note that the edges connecting u to u 2 , u 4 carry [B. The labels following corner 4 at u 2 , in clockwise order, are y, y 2 , y 2 , . . . , while those following 0 at u 1 in anti-clockwise order are y 2 , y 2 , y, . . . . It follows that the edge from u 1 to u 2 has at most two arcs, so the next corner of u 2 anticlockwise from the corner 0 in uu 1 u 2 is B or C.
By a similar analysis, we see that the edge u 4 u 0 has at most 3 arcs, so that the next corner of u 4 clockwise from the corner 2 in uu 4 u 0 is C, 0 or 1.
A similar analysis again shows that the edge u 0 u 1 has at most 3 arcs, so the next corner of u 0 anti-clockwise from the 6 corner in uu 0 u 1 is 7, 8 or 9, while the next corner of u 1 clockwise from the 5 corner in uu 0 u 1 is 6, 7 or 8.
Finally, since [A..1], [2.
.5] and [6. .A] are non-pieces, it follows that each of u 0 , u 1 have at least three incident corners in addition to the four in Figure 12 . In other words, each has degree at least 7, and hence κ(u) ≤ −π/3. Since u is associated to at most two interior vertices of positive curvature, κ (u) ≤ κ(u) + 2π/6 ≤ 0, as required. Now suppose that u is a boundary vertex. If u is connected to the boundary by more than one parallel class of arcs, then it has at least four corners of angle π/2, and hence κ(u) ≤ 0. If in addition it is associated to a positively curved interior vertex, then it has also at least two interior corners, with angles π/3. Hence κ(u) ≤ −2π/3 so κ (u) ≤ −2π/3 + 2π/6 < 0.
If u is not connected to the boundary, then it has degree at least 5 and at least one corner with angle π, so κ(u) ≤ −π/3 and again κ (u) ≤ 0.
Assume therefore that u is connected to the boundary by a single parallel class of arcs. The word U carried by that class has to be a cyclic subword of W 2 , and must match a cyclic subword of Z The maximal such matches are In particular U is either a piece or a product of two pieces. We may extend P to a new reduced picture P, in which u is no longer attached to the boundary by arcs, by joining either one (if U is a piece) or two new vertices to u where it joins ∂P.
If u is associated to a positively curved interior vertex v of P, then v is also a positively curved interior vertex of P to which u is associated. It follows that u has degree at least 7 in P, and hence at least 5 in P. It therefore has at least 4 interior corners, and two boundary corners, so κ(u) ≤ 2π − 2π/2 − 4π/3 = −π/3, and hence κ (u) ≤ 0 as required.
Otherwise κ (u) = κ(u) so it suffices to show that κ(u) ≤ 0. By Lemma 10, u has index at least 5 in P, so at least 4 in P, except possibly in the case where U is not a piece and the index of u in P is precisely 5. In this case U is one of [(xy) 4 ±1 . In the first case, u would be a vertex of index 5 in P, not joined to the boundary, with an incident corner C. In the second case u would have an incident corner B. In the last two cases u would have an incident corner 6. In all cases we would have a contradiction to Lemma 10. Hence u has index at least 4 in P in all cases.
But then u has at least three corners of angle ≥ π/3 together with two boundary corners of angle π/2, so κ (u) = κ(u) ≤ 0 as claimed.
This concludes the proof of Theorem 6.
