We give a complete description of the weights u, v, and ϕ needed to establish boundedness of the conjugate multidimensional Hardy operator H n multiplied by ϕ from a Lebesgue space L p,v to a local Morreytype space LM θq,u for the case 1 ≤ p ≤ q < ∞ and 0 < θ < ∞.
Introduction
Let 0 < θ, q ≤ ∞, and suppose that u is a positive measurable function on (0, ∞). We denote by B r (x) the open ball in R n centered at x with radius r > 0; in particular, if x is the origin, we denote the ball by B r .
We consider the local Morrey-type space LM θq,u of all functions f ∈ L loc θ (R n ) with finite quasi-norm:
This space is a generalization of the Morrey space M θ,λ of all functions f ∈ L loc θ (R n ) such that
where 0 ≤ λ ≤ n, 1 ≤ θ ≤ ∞. Morrey spaces are mathematically useful in the theory of partial differential equations. The reason is in the structure of these sets, which enables us to observe point-wise behaviors of functions.
During the last decade the properties of different operators in Morreytype spaces have been studied and applied. The main aim of this paper is to establish necessary and sufficient conditions for boundedness of the conjugate multidimensional Hardy operator from a Lebesgue space to a local Morrey-type space. Let us formulate the main problem of the paper more precisely.
The multidimensional Hardy operator
Together with the multidimensional Hardy operator H n , we can define the conjugate multidimensional Hardy operator H n :
where CB r is the complement of the ball B r . Suppose that ϕ is a fixed positive measurable function on (0, ∞). As mentioned above, the main aim of this paper is to find necessary and sufficient conditions on weights u, v, and ϕ for the validity of the inequality
Here v is a positive measurable function on R n and c is a constant that does not depend on f .
A similar problem was considered in the paper [5] but for the multidimensional Hardy operator H n itself. If we have an one-dimensional situation R, then the problem of boundedness of the Hardy operator H 1 and general Hardy-type operators from L p,v to L q,u has been studied and developed in an extraordinary depth. See, e.g., the monographs [8] , [9] and the review article [7] , completely devoted to this subject. However, the theory of Hardy-type inequalities in higher dimensions is a much more difficult problem, so there are not so many results. The problem of boundedness of the maximal operator, the fractional maximal operators and the Riesz potentials from one Morreytype space to another Morrey-type space chronologically precede the problem of this paper (see, e.g., the papers [1] , [2] , [3] , [4] and the references given there).
In the sequel the symbol A B means A ≤ CB with some constant C > 0 that can depend only on p, q, and θ. The notation A ≈ B means A B A. Moreover, 1/p + 1/p = 1.
Preliminaries
Let us notice that some multidimensional problems can be successfully solved using the one-dimensional theory. Thus, the crucial step in the proofs of the main results will be to reduce multidimensional inequalities to one-dimensional inequalities. The following three statements for one-dimensional inequalities will be used for the main aims. The first two theorems were proved in [10] . The third theorem is the well-known result for standard Hardy-type inequalities.
Theorem A (See [10] .) Let ν, ϑ, and ω be positive measurable functions
a and b such that 0 < a < b < ∞:
Moreover, E ≈ C, where C is the best constant in (3) . Theorem H (See, e.g., [7] .) Let 1 ≤ p ≤ q < ∞. Let ν and ϑ be positive measurable functions on (0, ∞). Then the inequality
holds for all g ≥ 0 if and only if
Moreover, H ≈ C, where C is the best constant in (4) . Moreover, the dual inequality
Moreover, H ≈ C, where C is the best constant in (5) .
Main result
Further we suppose that v(x) = V (|x|), where V is a positive measurable function on (0, ∞).
Then, inequality (1) holds if and only if the condition
holds as well as one of the following conditions 1. when 1 ≤ p ≤ min{θ, q} < ∞:
2. when 0 < θ < p and 1 < p ≤ q < ∞:
Moreover, max{A, A 1 } ≈ c, where c is the best constant in (1).
Proof. As mentioned above, the main step of the proof is to reduce multidimensional inequality (1) to some one-dimensional inequality. Thus, the proof will consist of two steps.
Step I is to prove that inequality (1) for all functions f ∈ L p,v is equivalent to the inequality:
for all positive functions g ∈ L p, v (0, ∞), where
and c 1 = c S
, S n is the surface area of the unit sphere S n−1 in R n .
Step II is to find necessary and sufficient conditions for the validity of (11) that in view of inequality equivalence will be also necessary and sufficient for the validity of (1).
I. Let I and J denote, respectively, the left side and the right side without the constant c of inequality (1) . Similarly, let I 1 and J 1 denote respectively the left side and the right side without the constant c 1 of inequality (11).
1. Suppose that inequality (1) is correct. By twice transforming from Cartesian coordinates (y 1 , y 2 , ..., y n ) and (x 1 , x 2 , ..., x n ) to spherical coordinates (ρ, σ 1 , ..., σ n−1 ) and ( ρ, σ 1 , ..., σ n−1 ), respectively, for the left side of inequality (1) we have
By substituting (13) in (12), we obtain
θ , the left side of inequality (1) can be finally reduced to the expression:
i.e., we get the left side expression of inequality (11) with the constant S , x 2 , ..., x n ) to spherical coordinates (ρ, σ 1 , ..., σ n−1 ) and take into account that v(x) = V (|x|) and f (x) = g(|x|)|x| 1−n , then we get
In view of assumption (6) 
, the right side of inequality (1) can be finally reduced to the expression:
i.e., the expression obtained is equal to the right side of (11) with the constant
n . The last fact, together with (1) and (14), gives that
In view of the assumption on the constants, c 1 = cS
, we have that inequality (11) is also correct.
2. Suppose that (11) is correct. Let
Substitute the obtained expression in the left side of (11):
Taking into account that Ë n−1 dσ = S n , we have
In view of assumption (6) ϕ(t) = ϕ(t)t n−1 θ we get
Since (1) and (11) are equivalent we can work only with (11) . The left side of inequality (11) can be presented as follows:
Therefore, inequality (11) holds if and only if the following inequalities hold simultaneously:
From Theorem A it follows that (20) holds if and only if one of the conditions (8), (9) , and (10) holds depending on the relationship between the parameters p, q, and θ.
Inequality (21) is a standard Hardy-type inequality, therefore from Theorem H condition (7) is necessary and sufficient.
Moreover, due to Theorem A and Theorem H we have that max{A, A 1 } ≈ c, where c is the best constant in (1) . The proof of Theorem 1 is complete. 
Inequality (28) is a standard Hardy-type inequality, therefore from Theorem H condition (23) is necessary and sufficient.
From Theorem B we have that (29) holds if and only if one of the conditions (24), (25), and (26) holds depending on the relationship between the parameters p, q, and θ.
Moreover, due to Theorem B and Theorem H we have that max{B, B 1 } ≈ c, where c is the best constant in (22). The proof of Theorem 2 is complete. (1) and (11) ( (22) and (27)) the assumption on the parameters can be p ≥ 1 and 0 < θ, q ≤ ∞. This assumption is wider than those in Theorem 1 (Theorem 2) itself, namely than 1 ≤ p ≤ q < ∞ and 0 < θ < ∞. (11) was investigated in [6] . Inequalities (11) and (27) were investigated in [11] . In both references [6] and [11] a wider class of the relationship between p, q, and θ was considered. In view of Remark 1 from [6] and [11] 
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