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ABSTRACT
In this thesis, we mainly study the numerical methods for stochastic homogenization of
elliptic optimal control problem, where there is random variable involved in the constraint. We
start with a simple one-dimensional optimal control problem and derive the effective equations
of the original optimal control problem and the theory results regarding the convergence of
solutions have been studied in [18]. Then an elliptic optimal control problem with coefficient
having ergodicity is studied and convergence theorem is also given regarding the effective equa-
tions. Finally, another elliptic optimal control problem, where the normal product is replaced
by the wick product, is discussed. An algorithm used to search the optimal solution is obtained.
Numerical examples are given in each chapter.
1CHAPTER 1. Overview
1.1 Introduction
In the recent years, there has been an increased interest in the stochastic partial differ-
ential equations (SPDEs) and SPDEs are known to be an effective tool in modeling complex
physical and engineering phenomena. The reason for increasing interest in uncertainties is that
uncertainties remain in most models of real world problems. Uncertainties arise either due to
insufficient or lack of knowledge (epistemic uncertainties), or due to the intrinsic variabilities
of physical quantities (aleatoric uncertainties), e.g. due to heterogeneities in materials. Due
to the intrinsic heterogeneities of materials, homogenization is also widely applied in obtaining
the corresponding effective equations. It allows us to study the global behavior of the ma-
terials with heterogeneities and describe the macroscopic behavior of the systems with a fine
microstructure.
Because of the uncertain terms (random term) involved, the numerical simulation becomes
hard and sometime probability measure theory is also needed. But, we do have couple ways to
quantify the uncertainties (random terms) [8], [15], [16], [24] and [33].
• Stochastic modeling: Uncertainties (random term) are usually modeled by stochastic
models. Stochastic models are widely used to describe the uncertainties, whose uncer-
tainties, uncertain parameters, uncertain functions and domain are described by random
variables, stochastic processes and random fields. We will focus on this method in this
thesis.
• Fuzzy sets may be used to describe uncertainties. They describe the uncertainties by
possibility functions specifying their degree of belonging to a set.
2• Besides the stochastic model and fuzzy sets, set methods are independent of probability
and possibility measure.
In this thesis, problems involving stochastic modeling, homogenization optimal control will
be discussed and analyzed. Optimal control focus on the problem of finding the optimized
solution for a system modeled by a set of differential equations (constraints) and a cost function
(objective function) that will be minimized with such optimized solution. For the optimal
control, adjoint equation-based methods are in common used for the solution of flow control
and optimization problems in [11], [12].
For the stochastic modeling describing random term with homogenization and optimization
involved, numerical simulation plays a important role in studying such problems. For this
reason, there are many numerical methods have been developed for simulating SPDEs, such as
Monte Carlo(MC) method in [25].
1.2 One Dimensional Case
First, one dimensional case is taken for example and discussed for the homogenization of an
optimal control problem in which the state equation (given by a second-order elliptic boundary
value problem) has rapidly oscillating coefficients. This work can be found in [6], [18] and [29].
Let f ∈ L2(Ω), A and B are matrices whose entries are functions on bounded domain Ω with
smooth boundary. B is also symmetric and nonnegative. N > 0 is a given constant. Let θ(x)
be a control variable and the optimal control problem is defined as follows,
−div(A∇u) = f(x) + θ(x) in Ω,
u = 0 on ∂Ω,
and the state u = u(θ) is thus defined as the weak solution in H10 (Ω) of above problem.
Then the cost function is given by
J(θ) =
1
2
∫
Ω
(B∇u,∇u) dx+ N
2
∫
Ω
θ2(x) dx.
Minimization of the above cost function is a standard minimization problem, a discussion of
which can be found in the book by [21]. A reduced form is obtained by introducing a new
3adjoint state p, 
−div(A∇u) = f(x) + θ(x) in Ω
div(At∇p−B∇u) = 0 in Ω,
where u, p ∈ H10 (Ω), and the optimal control θ∗ can be characterized by such inequality∫
Ω
(p+Nθ∗)(θ − θ∗) dx ≥ 0 ∀θ ∈ S,
where S is a subset of L2(Ω).
From the theorems and corollary from [18], one can have
θ∗ ⇀ θ
∗ weakly in L2(Ω),
where θ∗ is also an optimal control defined by a problem of the same type with matrices A∗
and B∗. More convergence results can also be found in [18]. With Lagarange multiplier, the
equivalent equation of above optimal control problem is
−div(A∇u) = f(x) + θ(x) in Ω
div(At∇p −B∇u) = 0 in Ω,
u = p = 0 on ∂Ω,
and based on the convergence theorem in [18], a system of effective equations is shown below,
−div(A0∇u0) = f(x) + θ(x) in Ω
div(At0∇p0 −B∇u0) = 0 in Ω.
The convergence results are
u ⇀ u0, as → 0 (1.2.1)
p ⇀ p0, as → 0. (1.2.2)
A numerical example is also given to shows the weak convergence between u and u0, as defined
above.
41.3 Stochastic Homogenization for Elliptic Equations with Ergodic
Assumption
For some stochastic elliptic equations with random coefficients, the coefficients may have the
ergodic property. Ergodic theory is a branch of mathematics that studies dynamical systems
with an invariant measure and related problems, and studies long-term behavior in dynamical
systems from a statistical point of view. Its initial development was motivated by problems
of statistical physics. Recently, there is increasing interest in stochastic homogenization with
stationary ergodic random variable over a probability space, and those work can be found in
[1], [3], [19], [27], [28] and [30].
For the coefficients a(x, ω) with ergodic property, we assume that the ergodic process is
involved, and
aT (x, ω) = a(T (x)ω), (1.3.1)
where a(x, ω) is a fixed random variable and T = T (x) : Ω → Ω is a transformation which
preserves the measure µ on Ω. T (x) : Ω → Ω, x ∈ Rm is called a dynamical system with m-
dimensional time, or simply an m-dimensional dynamical system if it satisfies conditions: T (0)
is a identity mapping; T is measure preserving on Ω; and f(T (x)ω) is measurable. Under these
ergordicity assumptions, an effective equation involving deterministic coefficients is obtained.
The solution of 
− (aTε (x, ω)u′(x, ω))′ = f(x) x ∈ L = (0, 1),
u(0, ω) = u(1, ω) = 0.
converges to the solution of
− d
dx
(
a¯(x)
d
dx
u¯(x)
)
= f(x) x ∈ Ω = (0, 1),
u¯(0) = u¯(1) = 0.
in L2(0, 1), where a¯ =
1∫
1
a(x) dx
.
51.4 Wiener Chaos Expansion for Homogenization of Stochastic Elliptic
Equation
Stochastic elliptic models (with random coefficients) has been widely used in modeling the
physical and engineering problems [13], [17], such as reservoir and groundwater simulations. It
makes more sense to assume that the permeability of porus media as a spatial random process
instead of a deterministic one. There are two versions stochastic models
−∇(a(x, ω)∇u(x)) = f(x) + θ(x) (1.4.1)
−∇(a(x, ω)  ∇u(x)) = f(x) + θ(x), (1.4.2)
where ω implies randomness and  denotes the Wick products.
For (1.4.1), a strong ellipticity condition is needed for wellposedness by Lax-Milgram lemma,
i.e., the coefficient a(x, ω) must be strictly positive bounded. However, because of randomness
involved in the coefficient a(x, ω), the standard ellipticity condition may not hold. A general
theory of bilinear SPDEs that includes, in particular, (1.4.2) was developed recently in [22],
where the regular product is replaced by the Wick product. The Wick product is a regular-
ization procedure to alleviate the singularity caused by the noise mentioned above. From the
view of mathematics, it is a version of Malliavin divergence operator corresponding to the Itoˆ-
Skorohod integral [32]. For the model (1.4.2), Wiener chaos expansion is a very useful tool in
numerical simulation.
Wiener chaos expansion (WCE), also referred to polynomial expansion, is a non-sampling
based method to determine evolution of uncertainty in dynamical system, when there is prob-
abilistic uncertainty in the system parameters. It is being more and more popular in the
recent years in simulation of the stochastic partial differential equations (SPDEs) with random
coefficients and/or random forcing term involved.
The WCE was first introduced by Wiener, where Hermite polynomials were used to model
stochastic processes with Gaussian random variables. The WCE discussed in this dissertation
is based on the version of Cameron and Martin [4], who developed a more explicit and intuitive
formulation for the Wiener chaos expansion with Hermite polynomial involved. The main
improvement is the discretization of the white noise process by Fourier expansion and it makes
6the simulation of solution of SPEs be accessible because it is easy to obtain the numerical
solution.
We are going to consider the Wiener Chaos solution of the stochastic elliptic equation (SEE)
− (a(x, ω)  u′(x, ω))′ = f(x) + θ(x) x ∈ L = (0, 1),
u(0, ω) = u(1, ω) = 0,
(1.4.3)
with the objective function
J(u, θ) =
c
2
E
[∫ 1
0
∣∣u − U ∣∣2 dx]+ 1
2
∫ 1
0
θ2(x) dx, (1.4.4)
where c is a constant and U(x) is deterministic.
The work for the application of WCE in numerical methods for solving elliptic equations
with random coefficients can be found in [9], [10] and [31]. But the optimal control problem
based on stochastic elliptic equation with rand coefficient involved (1.4.3) and (1.4.4), is very
challenging and difficult to simulate. There are very few works regarding the application of
WCE in such problem and these works can be found in [23] and [26].
7CHAPTER 2. One Dimension Case
2.1 Introduction
In this chapter, we will discuss the homogenization of an optimal control problem in which
the state equation (given by a second-order elliptic boundary value problem) has rapidly oscil-
lating coefficients. We just consider the one-dimensional case in this thesis. Let f ∈ L2(Ω), A
and B are matrices whose entries are functions on bounded domain Ω with smooth boundary.
B is also symmetric and nonnegative. N > 0 is a given constant. Let θ(x) be a control variable
and the optimal control problem which can be found in the paper by [18] is defined as follows,
−div(A∇u) = f(x) + θ(x) in Ω,
u = 0 on ∂Ω,
and the state u = u(θ) is thus defined as the weak solution in H10 (Ω) of above problem.
Then the cost function is given by
J(θ) =
1
2
∫
Ω
(B∇u,∇u) dx+ N
2
∫
Ω
θ2(x) dx.
Minimization of the above cost function is a standard minimization problem, a discussion of
which can be found in the book by [21] and we obtain a reduced form by introducing a new
adjoint state p, 
−div(A∇u) = f(x) + θ(x) in Ω
div(At∇p−B∇u) = 0 in Ω,
where u, p ∈ H10 (Ω), and the optimal control θ∗ can be characterized by such inequality∫
Ω
(p+Nθ∗)(θ − θ∗) dx ≥ 0 ∀θ ∈ S,
8where S is a subset of L2(Ω).
What we are interested in is that given a parameter  > 0 which tends to zero, the matrices A
and B above depend on . And we also have the same assumptions on A and B. In Kesavan’s
paper, there are also following conclusions. Suppose A is matrix depending on , then θ
∗
 exists
and is bounded in L2(Ω). Thus, we have
θ∗ ⇀ θ
∗ weakly in L2(Ω),
where θ∗ is also an optimal control defined by a problem of the same type with matrices A∗
and B∗. That paper also gives the following theorem. The solution (u, p) of system
−div(A∇u) = f(x) + θ(x) in Ω
div(At∇p −B∇u) = 0 in Ω,
u = p = 0 on ∂Ω,
is bounded and also have the following weak convergence result in (H10 (Ω))
2,
u ⇀ u0, as → 0
p ⇀ p0, as → 0
where u0, p0 satisfy the following system of equations,
−div(A0∇u0) = f(x) + θ(x) in Ω
div(At0∇p0 −B∇u0) = 0 in Ω.
2.2 One Dimension Case
For the one-dimensional case,
− ddx
(
a
du
dx
)
= f(x) + θ(x) in (0, 1),
d
dx
(
a
dp
dx − b dudx
)
= 0 in (0, 1),
we also have the similar results. Suppose (0, 1) ⊂ R, if 1a ⇀ 1a0 weakly in L∞(0, 1) and b∗ =
a20
g0
where
1
g0
=
b
a2
⇀
1
g0
weakly in L∞(0, 1).
9Then we have the following weak convergence in H10 (0, 1),
u ⇀ u0, as → 0
p ⇀ p0, as → 0
where u0, p0 satisfy the equations
− ddx
(
a0
du0
dx
)
= f(x) + θ(x) x ∈ (0, 1),
d
dx
(
a0
dp0
dx − b∗ du0dx
)
= 0 x ∈ (0, 1),
u0 = p0 = 0 x = 0, 1.
In this thesis, we rewrite this optimal control problem and consider the following forms,
− ddx(a(x)dudx ) = f(x) + θ(x) x ∈ (0, 1),
u(x) = 0 x = 0, 1.
And the cost function is
J(θ) =
β
2
∫ 1
0
|u − U |2 dx+ 1
2
∫ 1
0
θ2(x) dx,
where β  1 and U(x) is a given function. a(x) is a function defined on [0, 1]. Thus, the
optimal control θ∗ is the function in [0, 1] which minimizes J(θ) for θ(x) ∈ L2(0, 1).
2.3 Optimal Control Problem and Partial Differential Equation
It is difficult to solve this optimal problem directly. From the numerical analysis viewpoint,
it is advantageous to convert this problem to an equivalent PDE problem. Then we are able to
analyze it by finite element or finite difference methods on numerical analysis. Let’s consider
the following optimal control problem
− ddx(a(x)dudx ) = f(x) + θ(x) x ∈ (0, 1),
u(x) = 0 x = 0, 1,
min β2
∫ 1
0 |u − U |2 dx+ 12
∫ 1
0 c
2(x) dx.
10
Let v(x) ∈ L2(0, 1) and v = 0, if x = 0, 1, then
L(u, θ) =
β
2
∫ 1
0
|u − U |2 dx+ 1
2
∫ 1
0
θ2(x) dx
=
β
2
∫ 1
0
|u − U |2 dx+ 1
2
∫ 1
0
θ2(x) dx−
∫ 1
0
v(− d
dx
(a(x)
du
dx
)− f(x)− θ(x))dx.
By the integration by parts and v = 0, u = 0 if x = 0, 1, we find that∫ 1
0
v
d
dx
(a(x)
du
dx
)dx = va(x)
du
dx
|10 −
∫ 1
0
a(x)
du
dx
dv
dx
dx
= −
∫ 1
0
a(x)
du
dx
dv
dx
dx
= −ua(x)dv
dx
|10 +
∫ 1
0
u
d
dx
(a(x)
dv
dx
)dx
=
∫ 1
0
u
d
dx
(a(x)
dv
dx
)dx.
Therefore,
L(u, θ) =
β
2
∫ 1
0
|u − U |2 dx+ 1
2
∫ 1
0
θ2(x) dx
+
∫ 1
0
v
d
dx
(a(x)
du
dx
) dx+
∫ 1
0
vf(x) dx+
∫ 1
0
vθ(x) dx
=
β
2
∫ 1
0
|u − U |2 dx+ 1
2
∫ 1
0
θ2(x) dx
+
∫ 1
0
u
d
dx
(a(x)
dv
dx
) dx+
∫ 1
0
vf(x) dx+
∫ 1
0
vθ(x) dx.
Then for any t(x), w(x) ∈ L2(0, 1), we should have
〈 ∂L
∂u
, w〉 = β
∫ 1
0
(u − U)w dx+
∫ 1
0
w
d
dx
(a(x)
dv
dx
) dx
=
∫ 1
0
(
β(u − U) + d
dx
(
a(x)
dv
dx
))
w dx = 0,
〈∂L
∂θ
, t〉 =
∫ 1
0
θ(x)t(x) dx+
∫ 1
0
v(x)t(x) dx
=
∫ 1
0
(θ(x) + v(x)) t(x) dx = 0, .
Therefore,
β(u − U) + d
dx
(
a(x)
dv
dx
)
= 0,
θ(x) + v(x) = 0.
11
i.e.
− d
dx
(
a(x)
dv
dx
)
− βu = −βU(x),
v(x) = −θ(x).
Hence, v(x) = −θ(x) and the optimal problem is equivalent to the following partial differential
equation problem, 
− ddx(a(x)dudx ) + v(x) = f(x) x ∈ (0, 1),
− ddx
(
a(x)
dv
dx
)− βu(x) = −βU(x) x ∈ (0, 1)
u = 0 x = 0, 1,
v = 0 x = 0, 1.
(2.3.1)
2.4 Numerical Example
2.4.1 Discretization of the system
Now let’s look several numerical examples. Finite difference method will be applied here to
find the numerical solution. The discretization of (2.3.1) is given as below
−
a,i+ 1
2
ui+1 − (a,i+ 1
2
+ a,i− 1
2
)ui + a,i− 1
2
ui−1
h2
+ vi = fi, i = 1, 2, · · ·n− 1 (2.4.1)
−
a,i+ 1
2
vi+1 − (a,i+ 1
2
+ a,i− 1
2
)vi + a,i− 1
2
vi−1
h2
− βui = −βUi, i = 1, 2, · · ·n− 1 (2.4.2)
u0 = un = 0 (2.4.3)
v0 = vn = 0, (2.4.4)
where for any function g(x), gi = g(xi) and 0 = x0 < x1 < · · · < xn = 1 is a uniform
grid, with grid spacing ∆x = h = 1/n. We will choose a from an example in [2]. Let
a =
1
2 + 1.8 sin(2pix )
, β = 100, 000 and U(x) = sin(2pix), f(x) = x2. First, let’s look at the
graph of coefficient a(x) with different values of . Figure 2.1 shows the oscillation of the
coefficient with small  and the smaller the  is, the more oscillated the coefficient is. Next,
we will look at several examples for different values of .
(i)  = 0.01,∆x = 12000 , the graphs of u and v are shown in Figure 2.2 and Figure 2.3.
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Figure 2.1 The graph of a(x) with  = 1,  = 0.5 and  = 0.05.
(ii)  = 0.001,∆x = 12000 , the graphs of u and v are shown in Figure 2.4 and Figure 2.5.
From Figure 2.2 and Figure 2.4, we could find that, the u approximates the target function
U(x) = sin(2pix) very well, when  is small enough. This special case was studied by Kesavan
and Vanninathan, who assumed that a is periodic. For the following problem,
− ddx(a0 du0dx ) + v0(x) = f(x) x ∈ (0, 1),
− ddx
(
a0
dv0
dx
)
− βu0(x) = −βU(x) x ∈ (0, 1)
u0 = v0 = 0 x = 0, 1,
(2.4.5)
where a0 is a constant and they proved that a0 was indeed the limit of a in the topology of
H-convergence. Also for the periodic a of the one-dimensional case, they also gave its limit of
H-convergence, which is
a0 =
[
m
(
1
a
)]−1
,
where m(h) =
∫ 1
0 h(y) dy for a periodic function h on [0,1].
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Figure 2.2 The graph of u and U(x) = sin(2pix), 0 ≤ x ≤ 1,  = 0.01
2.4.2 Comparison of the results for a and a0
We will compare the relationship between
− ddx(a(x)dudx ) + v(x) = f(x) x ∈ (0, 1),
− ddx
(
a(x)
dv
dx
)− βu(x) = −βU(x) x ∈ (0, 1)
u = v = 0 x = 0, 1,
(2.4.6)
and 
− ddx(a0 du0dx ) + v0(x) = f(x) x ∈ (0, 1),
− ddx
(
a0
dv0
dx
)
− βu0(x) = −βU(x) x ∈ (0, 1)
u0 = v0 = 0 x = 0, 1,
(2.4.7)
with two numerical examples. Like the prior example, let’s suppose a =
1
2 + 1.8 sin(2pix )
, β =
100, 000 and U(x) = sin(2pix), f(x) = x2. Let u, v denote the numerical solutions of effective
equations with a and u0, v0 denote the numerical solutions of partial differential equations
with coefficient a0. Hence,
a0 =
[
m
(
1
a
)]−1
=
[∫ 1
0
(2 + 1.8 sin(2piy)) dy
]−1
=
1
2
.
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Figure 2.3 The graph of v, 0 ≤ x ≤ 1,  = 0.01
We will give several graphs to illustrate the errors between u and u0, v and v0 for different
values of .
(i)  = 0.01,∆x = 12000 , the graphs of u, v, u0, v0 and their errors are shown in Figure 2.6,
Figure 2.7, Figure 2.8, Figure 2.9.
(ii)  = 0.001,∆x = 12000 , the graphs of u, v, u0, v0 and their errors are shown in Figure
2.10, Figure 2.11, Figure 2.12, Figure 2.13.
From Figure 2.7 and Figure 2.9, we can find the oscillation of the error of u and u0.
Therefore, we can find a test function, such that u is weak convergent to u0. Analogously, the
error of v and v0 also has such oscillation, which means that v is also weak convergent to v0.
2.4.3 Comparison of values of objective functions
We are going to compare the value of the objective function that is from the original
optimal control system and the one from the effective system. Let’s take  = 0.001,∆x = 12000
for example. With numerical solution of (2.4.6) and (2.4.7).
For (2.4.6), the objective function is defined as
J(θ) =
β
2
∫ 1
0
|u − U |2 dx+ 1
2
∫ 1
0
θ2(x) dx, (2.4.8)
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Figure 2.4 The graph of u and U(x) = sin(2pix), 0 ≤ x ≤ 1,  = 0.001
Table 2.1 Comparison of values of objective functions
Original system (2.4.6) Effective system (2.4.7)
Values of J 100.3122 100.2463
where θ(x) = −v(x).
For (2.4.7), the objective function is defined as
J(θ) =
β
2
∫ 1
0
|u0 − U |2 dx+ 1
2
∫ 1
0
θ2(x) dx, (2.4.9)
where θ(x) = −v0(x). Table 2.1 shows the values of the objective functions from these two
different systems, and we find that the value of objective function from effective system is a
good approximation for the one from original system.
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Figure 2.5 The graph of v, 0 ≤ x ≤ 1,  = 0.001
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Figure 2.7 The graph of error between u and u0,  = 0.01
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Figure 2.8 The graph of v and v0,  = 0.01
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Figure 2.9 The graph of error between v and v0,  = 0.01
0 0.2 0.4 0.6 0.8 1−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
 
 
u
ε
u0
Figure 2.10 The graph of u and u0,  = 0.001
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Figure 2.11 The graph of error between u and u0,  = 0.001
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CHAPTER 3. Stochastic Homogenization for Elliptic Equations with
Ergodic assumption
3.1 Introduction
Let (Ω, µ) be a probability space, and
aT (x, ω) = a (T (x)ω) ,
where ω is a random variable and T = T (x) : Ω → Ω is a transformation which preserves the
measure µ on Ω. T (x) : Ω → Ω, x ∈ Rm is called a dynamical system with m-dimensional
time, or simply an m-dimensional dynamical system if it satisfies the following conditions:
(i) T (0) = I (I is the identity mapping), and T (x+ y) = T (x)T (y), ∀x, y ∈ Rm.
(ii) T (x) : Ω→ Ω preserves the measure µ on Ω, i.e. for every x ∈ Rm and every u measurable
set F ∈ Ω, we have
T (x)F is measurable µ(T (x)F) = µ(F).
(iii) For any measurable function f(ω) on Ω, the function f(T (x)ω) defined on the Ω×Rm is
also measurable.
Suppose a : Ω→ R satisfies the following,
(1) a(·) is µ-measurable.
(2) There exists positive constants α and β such that
α ≤ a(ω) ≤ β a.e. in Ω.
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Let aT (x, ω) = a
T
(
x
 , ω
)
, and we consider the following problem,
− (aT (x, ω)u′(x, ω))′ = f(x), x ∈ L = (0, 1),
u(0, ω) = u(1, ω) = 0.
Let
a¯ =
1
E{ 1a}
where E{1
a
} denotes the expression
E{1
a
} =
∫
Ω
1
a(ω)
dµ(ω)
and we will show that the original problem will admit a homogenization problem with above
deterministic coefficient.
3.2 Birkhoff Ergodic Theorem
We will also take one dimensional case for example.
Definition:(Mean Value [20])
Let f ∈ L1loc(R) and suppose the limit lim→0
1
|K|
∫
K
f
(x

)
dx exists for any Lebesgue measurable
subset K ⊂ R independently of K. Then, we say that f has a mean value M{f} given by
M{f} = lim
→0
1
|K|
∫
K
f
(x

)
dx.
Theorem:(Birkhoff Theorem [7])
Let f ∈ Lp(Ω), p ≥ 1. Then for almost all ω ∈ Ω the realization f(T (x)ω) possesses a mean
value in the following sense,
f(
x

) ⇀M{f} in Lploc(R).
Moreover, the mean value M{f(T (x)ω)}, considered as a function of ω ∈ Ω, is invariant, and
〈f〉 ≡
∫
Ω
f(ω)dµ =
∫
Ω
M{f(T (x)ω)}dµ.
In particular, if the system T (x) is ergodic, then
M{f(T (x)ω)} = 〈f〉 for almost all ω ∈ Ω.
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Let’s first consider the following linear elliptic differential equation with Dirichlet boundary
conditions 
− d
dx
(
a(x)
d
dx
u(x)
)
= f(x), x ∈ L = (0, 1),
u(0) = u(1) = 0.
(3.2.1)
where f ∈ L2(Ω) and a = a
(
x

)
, a(x) is periodic and satisfies α ≤ a(x) ≤ β where α, β > 0.
As for the data, we assume that
f ∈ H−1((0, 1);R) = (H10 (0, 1);R)∗.
Under natural suppositions on the coefficient function a and the data f given above, the bound-
ary problem given above does possess a unique solution u ∈ H10 ((0, 1);R).
Theorem: Let u(x) be solution of above differential equation with Dirichlet boundary
conditions. Then one has the convergence relation u → u¯ in L2(0, 1), where u¯ satisfies
− d
dx
(
a¯(x)
d
dx
u¯(x)
)
= f(x), x ∈ L = (0, 1),
u¯(0) = u¯(1) = 0.
(3.2.2)
where a¯ =
1∫
1
a(x) dx
.
Proof : For any φ ∈ H10 (0, 1) with the first equation of (3.2.2), we have
−
∫
d
dx
(
a(x)
d
dx
u(x)
)
φdx =
∫
fφ dx.
By integration by parts, ∫
a(x)u
′
(x)φ
′ dx =
∫
fφ dx.
Let φ = u in above equation with assumptions for a(s),
α‖u′‖2L2 ≤
∫
a(x)u
′
(x)u
′
(x) dx =
∫
fu′(x) dx
≤ ‖f‖L2‖u‖L2
≤ C1‖f‖L2‖u′‖L2 ,
where we have used Poincare´ inequality in the last step. Then we have
‖u‖L2 ≤
C1
α
‖f‖L2 .
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Therefore,
‖u′‖L2 ≤ C1‖u‖L2 ≤
C2
α
‖f‖L2 .
Hence, u is bounded in H
1
0 (0, 1), and then there exists u¯ ∈ H10 (0, 1), such that
u ⇀ u¯ in H
1
0 (0, 1).
Since H10 (0, 1) is compactly imbedded in L
2(0, 1), by Rellich’s Theorem,
u → u¯ in L2(0, 1).
There also exists σ such that a(x)u
′
(x) ⇀ σ in H
1
0 (0, 1) and a(x)u
′
(x)→ σ in H10 (0, 1). Since
u′(x) = (a(x)u
′
(x))
1
a(x)
and
1
a(x)
⇀
∫
1
a(x)
dx in L2(0, 1),
(
a(x)u
′
(x)
) 1
a(x)
⇀ σ
∫
1
a(x)
dx.
Since u′ ⇀ u¯′ in L2(0, 1),
u¯′ = σ
∫
1
a(x)
dx.
Let a¯ =
1∫
1
a(x) dx
. Then one has
σ = a¯u¯′ and − σ′ = f.
Hence,
−(a¯u¯′)′ = f.
Then let ω ∈ Ω be fixed but arbitrary and let’s go back the original problem with random
coefficient, 
− (aT (x, ω)u′(x, ω))′ = f(x), x ∈ L = (0, 1),
u(0, ω) = u(1, ω) = 0.
From the proof of previous theorem, we know that {u(·, ω)}>0 is bounded in H10 (0, 1) and
then
u(·, ω) ⇀ u¯(ω) in H10 (0, 1),
and so
u′ → u¯′(ω) in L2(0, 1). (3.2.3)
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Similarly, let σ(x, ω) = a
T
 (x, ω)u
′
(x, ω) and then
σ(·, ω) ⇀ σ¯(·, ω) in H1(0, 1).
By compact imbedding of H1(0, 1) into L2(0, 1), one can get that
σ(·, ω)→ σ¯(·, ω) in L2(0, 1).
Therefore,
u′(·, ω) =
σ(·, ω)
aT (·, ω)
⇀
σ¯(·, ω)
a¯
in L2(0, 1), (3.2.4)
where a¯ =
1
E{ 1a}
. By (0.1) and (0.2), one can get that
σ¯(·, ω)
a¯
= u¯′(·, ω), i.e. σ¯(·, ω) = a¯u¯′(·, ω).
Moreover, we know that −σ′(·, ω) = f for all  and therefore
−σ¯′(·, ω) = f
and so 
− (a¯u¯′(x, ω))′ = f(x), x ∈ L = (0, 1),
u¯(0, ω) = u¯(1, ω) = 0,
where ω is fixed but arbitrary. By the theory of elliptic partial differential equations, one can
get that the solution of above elliptic problem exists and unique, which means that the solution
u¯ is independent of ω. Hence, we have

− (a¯u¯′(x))′ = f(x), x ∈ L = (0, 1),
u¯(0) = u¯(1) = 0.
Let’s consider the optimal control problem
− (aT (x, ω)u′(x, ω))′ = f(x) + θ(x), x ∈ L = (0, 1),
u(0, ω) = u(1, ω) = 0,
(3.2.5)
and define the objective function
J(θ) =
β
2
E
[∫ 1
0
∣∣u − U ∣∣2 dx]+ 1
2
∫ 1
0
θ2(x) dx, (3.2.6)
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where the target function U(x) is deterministic and f(x) is a continuous function. Note that
there is a unique weak solution for (3.2.5) by Lax-Milgram theorem and the error estimate
for the solutions will be similar with what we talked before. Both will be used for the error
estimates for the optimality system of equations. The optimal control problem (3.2.5) will
become 
− (a¯u¯′(x))′ = f(x) + θ(x), x ∈ L = (0, 1),
u¯(0) = u¯(1) = 0,
(3.2.7)
with objective function
J(θ) =
β
2
∫ 1
0
∣∣u¯(x)− U(x)∣∣2 dx+ 1
2
∫ 1
0
θ2(x) dx. (3.2.8)
3.3 Numerical Example
In this section, we are going to consider a numerical example for the stochastic optimization
problem with ergodic coefficient. First, let’s look at an example for aT (x, ω) with ergodicity
property [5],
T (ω) =

0 if ω = 0,
1
ω
mod 1 if 0 < ω < 1.
(3.3.1)
One can easily show that the continued fraction map does not preserve Lebesgue measure, i.e.
there exists B ∈ B such that T−1B and B have different measure. (Indeed choose B to be any
interval.) Although the continued fraction map does not preserve Lebesgue measure, it does
preserve Gauss measure µ, defined by
µ(B) =
1
ln 2
∫
B
1
1 + s
ds. (3.3.2)
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The measure µ defined above is invariant. Here is a simple proof in [7].
µ(T−1(0, α)) = µ
( ∞⋃
k=1
(
1
k + α
,
1
k
))
=
∞∑
k=1
µ
((
1
k + α
,
1
k
))
=
1
ln 2
∞∑
k=1
∫ 1/k
1/(k+α)
dx
1 + x
=
1
ln 2
∞∑
k=1
[
log
(
1 +
1
k
)
− log
(
1 +
1
k + α
)]
=
1
ln 2
∞∑
k=1
[
log
(
1 +
α
k
)
− log
(
1 +
α
k + α
)]
=
1
ln 2
∞∑
k=1
∫ α/k
α/(k+1)
dx
1 + x
=
1
ln 2
∫ α
0
dx
1 + x
= µ((0, α)).
Therefore, by theorems in [7] we have T with invariant measure µ is ergodic.
Then let a(s) = 1 + s2, s ∈ [0, 1] and 1 ≤ a ≤ 2. Let T be continued fraction as defined above
and
Tx(ω) = x · T (ω)
and therefore,
aT (x, ω) = a(Tx/(ω)) = a(
x

· T (ω)) = 1 +
(x

)2
(T (ω))2 . (3.3.3)
By the theorem that we have claimed before, we obtain that
1
aT (x, ω)
⇀ E
{
1
a
}
in L2(0, 1)
For E
{
1
a
}
, we have
E
{
1
a
}
=
∫
Ω
1
a(s)
dµ =
1
ln 2
∫ 1
0
1
(1 + s)a(s)
ds.
For the T and a(·) defined above, we obtain that
E
{
1
a
}
=
1
ln 2
∫ 1
0
1
(1 + s)a(s)
ds
=
1
ln 2
∫ 1
0
1
(1 + s)(1 + s2)
ds
= 0.816545, (3.3.4)
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and
a¯ =
1
E
{
1
a
} = 1.2247. (3.3.5)
Consider the following homogenized optimal control problem
− (a¯u¯′(x))′ = f(x) + θ(x), x ∈ L = (0, 1),
u¯(0) = u¯(1) = 0,
(3.3.6)
with objective function
J(θ) =
β
2
∫ 1
0
∣∣u¯(x)− U(x)∣∣2 dx+ 1
2
∫ 1
0
θ2(x) dx. (3.3.7)
Based on the analysis in previous chapter, the effective equations of (3.3.6) and(3.3.7) are
− ddx(a¯du¯dx) + v(x) = f(x) x ∈ (0, 1),
− ddx
(
a¯ dvdx
)− βu¯(x) = −βU(x) x ∈ (0, 1)
u¯(x) = v(x) = 0 x = 0, 1,
(3.3.8)
where v(x) = −θ(x), f(x) = x2 and U(x) = sin(2pix). Make a partition of [0, 1] into n
subintervals and the length of each subinterval is ∆x = 1/n and xi = i∆x, i = 0, 1, . . . , n.
Let’s consider (3.3.8) at xi, i = 1, 2, . . . , n− 1 and the finite difference discretization is
−
a¯i+ 1
2
ui+1 − (a¯i+ 1
2
+ a¯i− 1
2
)u¯i + a¯i− 1
2
u¯i−1
h2
+ vi = fi, i = 1, 2, · · ·n− 1 (3.3.9)
−
a¯i+ 1
2
vi+1 − (a¯i+ 1
2
+ a¯i− 1
2
)vi + a¯i− 1
2
vi−1
h2
− βu¯i = −βUi, i = 1, 2, · · ·n− 1 (3.3.10)
u¯0 = u¯n = 0 (3.3.11)
v0 = vn = 0. (3.3.12)
Figure 3.1, Figure 3.2 and Figure 3.3 show the oscillation of coefficient aT (x, , ω) for different
values of .
Figure 3.4 shows the u¯(x) and target function U(x).
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Figure 3.1 The graph of aT (x, ω) with  = 1.
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Figure 3.2 The graph of aT (x, ω) with  = 0.5.
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Figure 3.3 The graph of aT (x, ω) with  = 0.05.
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Figure 3.4 The graph of u¯(x) and target function U(x) = sin(2pix)
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CHAPTER 4. Wiener Chaos Expansion for Stochastic Elliptic Equation
and Optimal Control
4.1 Wiener Chaos Expansion and Hermite Polynomials
In this section, we will develop the general framework to be used in the following part
regarding Wiener chaos expansion. We will start with some basic definitions and properties of
white noise probability space. Then Bochner-Minlos theorem, the Wiener-Itoˆ chaos expansion,
Kondratiev spaces and wick products will be also discussed in this section.
4.1.1 Brocher-Minlos Theorem
Let S(Rd) be the Schwartz space of rapidly decreasing smooth (C∞) real-valued function
on Rd. Under the family of seminorms
‖ f ‖k,α= sup
x∈Rd
{(1 + |x|k)|∂αf(x)|}, (4.1.1)
S(Rd) is a Fre´chet space, where k is a non-negative integer, α = (α1, . . . , αd) is a multi-index
of non-negative integers α1, . . . , αd and
∂αf =
∂|α|
∂xα11 . . . ∂x
αd
d
f, where |α| = α1 + · · ·+ αd. (4.1.2)
Let S′ = S′(Rd) be the dual of S(Rd). We will use this space as our basic probability space
and use B(S′(Rd)) as family of Borel subsets of S′(Rd). The probability measure is given by
the following theorem.
Theorem 4.1.1. The Bochner-Minlos theorem [13] There exists a unique probability measure
µ on B(S′(Rd)) with the following property:
E[ei〈·,φ〉] =
∫
S′
ei〈ω,φ〉dµ(ω) = e−
1
2
‖φ‖2 (4.1.3)
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for all φ ∈ S(Rd), where ‖ φ ‖2=‖ φ ‖2
L2(Rd), 〈ω, φ〉 = ω(φ) is the action of ω ∈ S′(Rd) on
E = Eµ denotes the expectation with respect to µ.
The proof of this theorem can be found at the appendix of [13]. The triplet (S′(Rd), B(S′(Rd)), µ)
is called the 1-dimensional white noise probability space, and µ is called the white noise mea-
sure. The following lemma can also be easily obtained.
Lemma 4.1.1. Let ξ1, . . . , ξn be functions in S(Rd) that are orthonormal in L2(Rd). Let λn
be the normalized Gaussian measure on Rn, i.e.,
dλn = (2pi)
−n
2 e−
1
2
|x|2dx1 · · · dxn;x = (x1, . . . , xn) ∈ Rn. (4.1.4)
Then the random variable
ω → (〈ω, ξ1〉, 〈ω, ξ2〉, . . . , 〈ω, ξn〉) (4.1.5)
has distribution λn. Equivalently,
E[f(〈·, ξ1〉, . . . , 〈·, ξn〉)] =
∫
Rn
f(x)dλn for all f ∈ L1(λn). (4.1.6)
4.1.2 Hermite Polynomials
There are two classical ways of constructing the Wiener-Itoˆ chaos expansion: (a) by Hermite
polynomial, (b) by multiple Itoˆ integrals. We are going to discuss the first method in details
and the second method can be found in some classical stochastic books.
Consider functions on the real axis R = (−∞,∞) with Gaussian meansure
dµ(x) = ρ(x)dx, ρ(x) =
1√
2pi
e−
x2
2 . (4.1.7)
For a probability space Ω, the L2 space with respect to measure µ is defined as
L2(µ) =
{
f :
∫
Ω
f2(x)dµ(x) <∞
}
. (4.1.8)
In the words,
L2(µ) = {f : E|f2| <∞}, (4.1.9)
where E denotes the expectation. The inner product on this space is defined as
(f, g)µ =
∫ +∞
−∞
f(x)g(x)dµ(x) =
∫ +∞
−∞
f(x)g(x)ρ(x)dx. (4.1.10)
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We also define
(f, g)µ = E(f(ζ)g(ζ)), (4.1.11)
where ζ is a standard Gaussian random variable with normal distribution N(0, 1). Thus, the
Hilbert space L2(R, µ) can also be interpreted as the space of functions of a unit Gaussian
random variable with finite variance.
The Hermite polynomials hn(x) are defined by
hn(x) = (−1)nex
2
2
dn
dxn
(
e−
x2
2
)
; n = 0, 1, 2, . . . . (4.1.12)
hn(x) are orthogonal polynomials with respect to the Gaussian measure
(hn, hm)µ = E
[
hn(xi)hm(xi)
]
= n!δnm.
Hence the normalized Hermite polynomials are defined as
Hn(x) =
hn(x)√
n!
= (n!)−
1
2 (−1)nex
2
2
dn
dxn
(
e−
x2
2
)
; n = 0, 1, 2, . . . . (4.1.13)
It is well know that {Hn(x) : n = 0, 1, 2, . . .} are a complete orthogonal basis in the Hilbert
Space L2(R, µ) [13]. Since H0(x) = 1, particularly we have
E
[
Hn(ζ)
]
=
∫ +∞
−∞
Hn(x)dµ(x) = (Hn, 1)µ = 0, if n 6= 0. (4.1.14)
Therefore, for the Hermite polynomials of order greater than zero, have mean zero.
Differentiating (4.1.12) we get
h′n(x) = xhn(x)− hn+1(x). (4.1.15)
Like most orthogonal polynomials, the generating function of Hermite polynomials is
G(x, z) = e−
x2
2
+xz =
∞∑
n=0
hn(x)
tn
n!
(4.1.16)
One the other hand, the Taylor expansion of G(x, z) with respect to z is
G(x, z) =
∞∑
n=0
∂nG(x, z)
∂zn
∣∣∣∣
z=0
zn
n!
(4.1.17)
From the definition of G(x, z), we have
G(x, z) = e
x2
2 e−
(z−x)2
2 =
∞∑
n=0
hn(x)
zn
n!
, (4.1.18)
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since
∂e−(z−x)2/2
∂z
∣∣
z=0
= −de
−x2/2
dx
, (4.1.19)
and
G(x, z) = e
x2
2
∞∑
n=0
(−1)n
n!
dn
dxn
(
e−x
2/2
)
zn =
∞∑
n=0
hn(x)
zn
n!
. (4.1.20)
Differentiating (4.1.16) with respect to x, we have
∂G(x, z)
∂x
= zG(x, z) =
∞∑
n=0
h′n(x)
zn
n!
. (4.1.21)
Comparing the coefficients of zn indicates that
h′n(x) = nhn−1(x). (4.1.22)
With (4.1.22) and (4.1.22), the recursive relation of the un-normalized Hermite polynomials is
obtained as
hn+1(x)− xhn(x) + nhn−1(x) = 0, n = 0, 1, 2, . . . (4.1.23)
with h−1 = 0 and h0 = 1. Thus the first Hermite polynomials are
h0(x) = 1
h1(x) = x
h2(x) = x
2 − 1
h3(x) = x
3 − 3x
h4(x) = x
4 − 6x2 + 3
h5(x) = x
5 − 10x3 + 15x.
By (4.1.13), the recursive relation of normalized Hermite polynomials is
√
n+ 1Hn+1(x) = xHn(x)−
√
nHn−1(x), n = 0, 1, 2, . . . . (4.1.24)
and
H ′n(x) =
√
nHn−1(x), H−1(x) = 0, H0(x) = 1. (4.1.25)
The Hermite functions ξn(x) are defined by
ξn(x) = pi
−1/4((n− 1)!)−1/2e−x2/2hn−1(√2x), n = 0, 2, 2, . . . . (4.1.26)
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4.1.3 Wiener Chaos Expansion
Now let’s definite the tensor products
ξδ := δ(δ1,...,δd) := ξδ1 ⊗ . . .⊗ ξδd , (4.1.27)
where δ = (δ1, . . . , δd) ∈ Nd denote d−dimensional multi-indices. The family of above tensor
products forms an orthonormal basis for L2(Rd). We will need to consider multi-indices of
arbitrary length. To simplify the notation , we regard as elements of the space (NN0 )c of all
sequences α = (α1, α2, . . .) with elements αi ∈ N0 and with compact support, i.e., with only
finitely many αi 6= 0. We write
J = {α = (α1, α2, . . .) : αi ∈ N0, |α| := ∞∑
i=1
<∞}, (4.1.28)
and
α! = α1!α2! · · ·
α < β if αi < βi for all i ∈ N
α+ β = (α1 + β1, α2 + β2, · · · ).
Definition 1. Let α = (α1, α2, · · · ) ∈ J , we define the Wick polynomial Hα(ω) of order |α| as
Hα(ω) =
∞∏
i=1
hαi
(〈ω, ξi〉), ω ∈ S ′(R), (4.1.29)
where 〈ω, ξi〉 denotes the standard Gaussian random variables. With µ = µm, E = Eµ, α =
(α1, α2, · · · ), β = (β1, β2, · · · ), we get
E[HαHβ] = α!δαβ, (4.1.30)
and
E[H0] = 1, E[Hα] = E[H0Hα] = 0 if α 6= 0. (4.1.31)
Then let’s introduce the Cameron-Martin theorem [13].
Theorem 4.1.2. (Cameron-Martin) Every f ∈ L2(µ) has a unique representation
f(x, ω) =
∑
α∈J
fα(x)Hα(ω) (4.1.32)
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where fα denote the αth Wiener chaos coefficients which are deterministic and Hα are the
random Wick polynomials defined by definition 4.1.29. Furthermore, the first two statistical
moments of f are given by
E[f ] = f0 and E[f
2] =
∑
α∈J
α!
∣∣fα∣∣2. (4.1.33)
Moreover, the variance of f(x, ω) is given by
V ar[f ] = E[f2]− (E[f ])2 = ∑
α∈J ,α 6=0
α!
∣∣fα∣∣2 (4.1.34)
4.2 Kondratiev Spaces and Wick Products
As we saw in the previous section, the growth condition
∑
α
α!f2α <∞ (4.2.1)
assures that
f(x, ω) =
∑
α∈J
fα(x)Hα(ω) ∈ L2(µ) (4.2.2)
Definition 2. (The Kondratiev spaces of stochastic test function and stochastic distributions.)
[13]
a) The stochastic test function spaces: Let N be a natural number. For 0 ≤ ρ ≤ 1, let
(S)Nρ = (S)
m;N
ρ (4.2.3)
consist of those
f =
∑
α∈J
fα(x)Hα(ω) ∈ L2(µ) with fα ∈ RN (4.2.4)
such that
‖ f ‖2ρ,k:=
∑
α∈J
f2α
(
α!
)1+ρ
(2N)kα <∞ for all k ∈ N (4.2.5)
where
f2α =
∣∣fα∣∣2 = N∑
k=1
(f (k)α )
2 if fα = (f
(1)
alpha), · · · , (f (N)alpha) ∈ RN . (4.2.6)
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b) The stochastic distribution spaces:
For 0 ≤ ρ ≤ 1, let (
S
)N
−ρ = ()
m;N
−ρ (4.2.7)
consist of all formal expansions
f =
∑
α∈J
fαHα(ω) with fα ∈ RN (4.2.8)
such that
‖ f ‖2−ρ,−q=
∑
α∈J
f2α(α!)
1−ρ(2N)−qα <∞ for some q ∈ N. (4.2.9)
where (2N)kα =
∏
j(2j)
kαj . (S)Nρ and (S)
N−ρ are called the Kondratiev spaces of stochastic
test function and stochastic distributions [13], respectively.
Remark 4.2.1. Note that for general ρ ∈ [0, 1] we have
(S)N1 ⊂ (S)Nρ ⊂ (S)N0 ⊂ L2(µ) ⊂ (S)N−0 ⊂ (S)N−ρ ⊂ (S)N−1 (4.2.10)
The Wick product was introduced in Wick (1950) as a tool to renormalize certain infinite
quantities in quantum field theory. In stochastic analysis the Wick product was first introduced
by Hida and Ikeda(1960). Today the Wick product is also important in the study of stochastic
(ordinary and partial) differential equations. More details can be found in this book [13].
The (stochastic) Wick product can be defined in the following way:
Definition 3. The Wick product f  g of two elements
f =
∑
α∈J
fαHα, g = f =
∑
β∈J
fβHβ ∈ (S)m;N−1 with fα, gβ ∈ RN (4.2.11)
is defined by
f  g =
∑
α,β∈J
fαgβHα+β. (4.2.12)
Furthermore, if Hα is a orthonormal basis, the Wick product can also be rewritten as
f  g =
√
(α+ β)!
α!β!
fαgβHα+β. (4.2.13)
By replacing conditions (4.2.5) and (4.2.9) by sup
α
{f2αα!(2N)kα} < ∞ for all k < ∞ and
sup
α
{f2αα!(2N)−qα} < ∞ for some q < ∞ respectively, w can definite two othe probability
38
spaces which are called the Hida test functions space (S)N and the Hida distribution space
(S)∗,N respectively. And the corresponding definite of Wick product is the same as above Wick
definition. Then we have
(S)N = (S)N0 and (S)
∗,N = (S)N−0. (4.2.14)
An important property of the spaces (S)−1, (S)1 and (S)∗, (S) is that they are closed under
Wick product.
Lemma 4.2.1. [13] For Kondratiev and Hida spaces and distribution sapces, we have
a) If f, g ∈ (S)m;N−1 , then f  g ∈ (S)m;1−1 .
b) If f, g ∈ (S)m;N1 , then f  g ∈ (S)m;11 .
c) If f, g ∈ (S)∗,N , then f  g ∈ (S)∗,1.
d) If f, g ∈ (S)N , then f  g ∈ (S).
From the definition of Wick product, we can get the following basic algebraic properties.
Lemma 4.2.2. [13]
a) (Commutative law) If f, g ∈ (S)m;N−1 , then f  g = g  f .
b) (Associative law) If f, g, h ∈ (S)m;N−1 , then f  (g  h) = (f  g)  h
c) (Distribution law) If f, g, h ∈ (S)m;N−1 , then f  (g + h) = f  g + f  h
Definition 4. (Generalized expectation) Let X =
∑
α cαHα ∈ (S)N−1. Then the vector
c0 = X˜(0) ∈ RN is called the generalized expectation of X and is denoted by E[X]. In the case
when X = f ∈ Lp(µ) for some p > 1 then then generalized expectation of F coincides with the
usual expectation
E[f ] =
∫
S′
f(ω)dµ(ω). (4.2.15)
Note that E[f ] = 〈f, 1〉 = f0 and
E[f  g] = 〈E[f ], E[g]〉, for all f, g ∈ (S)N−1. (4.2.16)
In particular,
E[f  g] = E[f ]E[g]; f, g ∈ (S)−1. (4.2.17)
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4.3 Optimal control of stochastic elliptic equation
Now let’s consider the Wiener Chaos solution of the stochastic elliptic equation (SEE)
− (a(x, ω)  u′(x, ω))′ = f(x) + θ(x) x ∈ L = (0, 1),
u(0, ω) = u(1, ω) = 0,
(4.3.1)
and define the objective function
J(u, θ) =
c
2
E
[∫ 1
0
∣∣u − U ∣∣2 dx]+ 1
2
∫ 1
0
θ2(x) dx, (4.3.2)
where c is a constant, U(x) is deterministic and f(x) ∈ L2(0, 1).
Remark 4.3.1. Since the target U is deterministic, the above objective function can be rewrit-
ten as
J(u, θ) =
c
2
∫ 1
0
|u0 − U |2dx+ c
2
∑
|α|≥1,α∈J
∫ 1
0
|uα|2dx+ 1
2
∫ 1
0
θ2(x) dx (4.3.3)
=
c
2
‖ u0 − U ‖2L2(QT ) +
c
2
‖ V ar[u] ‖2L2(QT ) +
1
2
‖ θ ‖2L2(QT ) . (4.3.4)
In realistic models, the source of randomness can be expressed by a finite number of random
variables that are mutually uncorrelated or mutually independent. For that reason, we assume
that
a(x, ω) =
N∑
n=0
an,(x)ψn(ω), (4.3.5)
where {ψi(ω)} is a series of random functions, which denotes the random sources.
Without loss of generality, we can always assume there exists a WCE of a(x, ω), which is
a(x, ω) =
∑
α∈Ja
aα,(x)Hα(ω), (4.3.6)
where Ja is the set of indices of finite random sources.
Theorem 4.3.1. Let u(x, ω) =
∑
β∈J
uβ(x)Hβ(ω) be a solution of equation (4.3.1), then the
WCE coefficient uβ satisfies
a) If |α| = |β| = 0, then
− (aα,(x)u′β(x))′ = f(x) + θ(x). (4.3.7)
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b) If |α|+ |β| ≥ 1, then let γ = α+ β and for all γ ∈ J and |γ| ≥ 1,
−
∑
β∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
aγ−β,(x)u′β(x)
)′
= 0. (4.3.8)
Proof: Plug in WCEs of u(x, ω) and a(x, ω) to the equation (4.3.1), by (4.2.13) we have
−
∑
β∈J
∑
α∈Ja
√
(α+ β)!
α!β!
aα,(x)u
′
β(x)Hα+β(ω)
′ = f(x) + θ(x). (4.3.9)
I. If |α|+ |β| = 0, by H0(ω) = 1, the following equation can be derived from (4.3.9)
− (aα,(x)u′β(x))′ = f(x) + θ(x). (4.3.10)
II. If |α| + |β| ≥ 1, let γ = α + β and for all γ ∈ J and |γ| ≥ 1, another equation can also
be derived from (4.3.9), which is
−
∑
β∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
aγ−β,(x)u′β(x)
)′
= 0. (4.3.11)
Therefore, by Theorem 4.3.1, the (4.3.1) and (4.3.2) will be rewritten as
−(aα,(x)u′β(x))′ = f(x) + θ(x), |α| = |β| = 0
−
∑
β∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
aγ−β,(x)u′β(x)
)′
= 0, γ ∈ J and |γ| ≥ 1 (4.3.12)
and the objective function
J(u, θ) =
c
2
∫ 1
0
|u0(x)− U(x)|2dx+ c
2
∑
|β|≥1,β∈J
∫ 1
0
|uβ(x)|2dx+ 1
2
∫ 1
0
θ2(x) dx. (4.3.13)
For the Winer chaos coefficients equation system (4.3.12), it is a infinite differential equation
system and has to be truncated for the numerical solution purpose. Assume that we are going
to keep the terms till the N -th order truncation with K Gaussian random variables. Let
JK,N =
{
α = (α1, α2, . . . , αK) : αi ∈ N0, |α| ≤ N}. (4.3.14)
Then the solution u(x, ω) will be truncated as
u(x, ω) =
∑
α∈JK,N
uα(x)Hα(ω). (4.3.15)
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The total number of terms involved in above truncations for u(x, ω) is
N∑
n=0
(
K + n− 1
n
)
=
(K +N)!
K!N !
, which increases very fast as K and N increase. Therefore, we need to apply an
extra ’truncation’ to (4.3.15), called sparse truncation [14], [23], to reduce the number of terms
in Wiener chaos expansion. Let
r = (r1, r2, . . . , rK) with N = r1 ≥ r2 ≥ · · · ≥ rK . (4.3.16)
Define
J rK,N = {(α1, . . . , αK)|αi ≤ ri and |α| ≤ N}. (4.3.17)
Thus, the (4.3.15) will become
u(x, ω) =
∑
α∈J rK,N
uα(x)Hα(ω). (4.3.18)
We also assume that
a(x, ω) =
∑
α∈J rK,N
aα,(x)Hα(ω), (4.3.19)
Let’s look at following example with K = 6, N = 4. With the truncation (4.3.15), there are
total
(
9
4
)
= 210 terms in the truncation, whiles there are only total 26 terms in the sparse
truncation (4.3.18). Such reducing in number of coefficients will reduce the computation cost
dramatically. Let’s introduce the adjoint function vβ(x), β ∈ J satisfying
vβ(0) = vβ(1) = 0. (4.3.20)
The associated Lagrangian can be expressed as
L(u, f ; v) = J(θ) +
∫ 1
0
v0(x)
[− (a0,(x)u′0(x))′ − f(x)− θ(x)]dx (4.3.21)
+
∑
|γ|≥1
∫ 1
0
vγ(x)
[− ∑
β∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
aγ−β,(x)u′β(x)
)′]
dx (4.3.22)
= J(θ)−
∫ 1
0
v0(x)(f(x) + θ(x))dx (4.3.23)
+
∑
γ∈J
∫ 1
0
[− ∑
β∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
aγ−β,(x)v′γ(x)
)′
uβ(x)
]
dx (4.3.24)
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Now by method of variation, we have
δL =
∑
β∈J
∂L
∂uβ
δuβ +
∂L
∂θ
δθ (4.3.25)
=
∫ 1
0
(
c(u0(x)− U(x))−
∑
γ∈Ja
(
aγ,(x)v
′
γ(x)
)′)
δu0(x)dx (4.3.26)
+
∑
β∈J
∫ 1
0
(
cuβ(x)−
∑
γ∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
aγ−β,(x)v′γ(x)
)′)
δuβ(x)dx (4.3.27)
+
∫ 1
0
(θ(x)− v0(x))δθdx. (4.3.28)
Thus if letting
c(uβ(x)− U(x)) =
∑
γ∈Ja
(
aγ,(x)v
′
γ(x)
)′
, for |β| = 0 (4.3.29)
cuβ(x) =
∑
γ∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
aγ−β,(x)v′γ(x)
)′
, for |β| ≥ 1 (4.3.30)
the variation of L is simplified as
δL =
∫ 1
0
(θ(x)− vβ(x))δθdx, where |β| = 0. (4.3.31)
This gives us a descent direction to update the control term θ(x),
δθ = −λ(θ(x)− vβ(x)), where |β| = 0 (4.3.32)
where λ is the step size.
Therefore, the stochastic problem (4.3.12) and (4.3.13) are transformed to the equivalent system
of equations (4.3.33).
−(aβ,(x)u′β,(x))′ = f(x) + θ(x), for |β| = 0
−
∑
γ∈J
β−γ∈Ja
√
β!
γ!(β − γ)!
(
aβ−γ,(x)u′γ,(x)
)′
= 0, for |β| ≥ 1
c(uβ,(x)− U(x))−
∑
γ∈Ja
(
aγ,(x)v
′
γ(x)
)′
= 0, for |β| = 0
cuβ,(x)−
∑
γ∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
aγ−β,(x)v′γ(x)
)′
= 0, for |β| ≥ 1
uβ,(x) = vβ(x) = 0, for x = 0, 1
(4.3.33)
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From Theorem 4.1.2 and (4.2.1), we know that there exist mβ and Mβ, such that
0 < mβ ≤ aβ,(x) ≤Mβ <∞, ∀β ∈ J and x ∈ (0, 1). (4.3.34)
Then assume that the function a¯β is such that
1
aβ,
⇀
1
a¯β
, weakly ∗ in L∞(0, 1). (4.3.35)
From the first equation of (4.3.33) and by the Theorem 2.1 in [18], for β ∈ J , and |β| = 0 we
obtain that
uβ, ⇀ u¯β, as → 0 weakly in H10 (0, 1), (4.3.36)
and u¯β, where |β| = 0, satisfies
− d
dx
(
a¯β(x)
du¯β
dx
)′
= f(x) + θ(x), |β| = 0 and x ∈ (0, 1). (4.3.37)
Then let us look at the second equation of (4.3.33) and assume that |β| = 1.Without loss of
generality, let β = (1, 0, . . . , 0) and β0 = {0, 0, . . . , 0}. We have
− (aβ0,u′β,)′ − (aβ,u′β0,)′ = 0, (4.3.38)
i.e.
(aβ0,u
′
β, + aβ,u
′
β0,)
′ = 0. (4.3.39)
By Theorem 2.1 in [18], for uβ,, β = (1, 0, . . . , 0) ∈ J in (4.3.39) we have
uβ, ⇀ u¯β weakly inH
1
0 (0, 1), (4.3.40)
where u¯β satisfies
(a¯β0 u¯
′
β + a¯betau¯
′
β0)
′ = 0, (4.3.41)
where a¯β =
a¯β0
g0
and g0 is such a function that
1
g
=
aβ,
a2β0,
⇀
1
g0
, weakly ∗ in L∞(0, 1). (4.3.42)
Similarly, for any β ∈ J , by the first two equations of (4.3.33) we can obtain that there exist
a¯β such that
uβ, ⇀ u¯β weakly in H
1
0 (0, 1), (4.3.43)
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where {u¯β : β ∈ J } satisfy
−(a¯β(x)u¯′β(x))′ = f(x) + θ(x), for |β| = 0
−
∑
β∈J
β−γ∈Ja
√
β!
γ!(β − γ)!
(
a¯β−γ(x)u¯′γ(x)
)′
= 0, for |β| ≥ 1
c(u¯β(x)− U(x))−
∑
γ∈Ja
(
a¯γ(x)v
′
γ(x)
)′
= 0, for |β| = 0
cu¯β(x)−
∑
γ∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
a¯γ−β(x)v′γ(x)
)′
= 0, for |β| ≥ 1
u¯β(x) = vβ(x) = 0, for x = 0, 1
(4.3.44)
For general case, there is no explicit form for a¯β, except aβ, is periodic.
Next, let us look at the special case and assume that
a(x, ω) is periodic in terms of the first variable. (4.3.45)
Therefore, each of the coefficients aα,(x) is also periodic in x. Based on the convergence results
disussed above and [18], the solution uβ,(x) of system (4.3.33) converges to the solution u¯β(x)
of the following system (4.3.46) weakly.
−(a¯β(x)u¯′β(x))′ = f(x) + θ(x), for |β| = 0
−
∑
β∈J
β−γ∈Ja
√
β!
γ!(β − γ)!
(
a¯β−γ(x)u¯′γ(x)
)′
= 0, for |β| ≥ 1
c(u¯β(x)− U(x))−
∑
γ∈Ja
(
a¯γ(x)v
′
γ(x)
)′
= 0, for |β| = 0
cu¯β(x)−
∑
γ∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
a¯γ−β(x)v′γ(x)
)′
= 0, for |β| ≥ 1
u¯β(x) = vβ(x) = 0, for x = 0, 1
(4.3.46)
45
where
a¯β(x) =
[
m
(
1
aβ
)]−1
, β = (0, 0, . . . , 0), (4.3.47)
a¯β(x) =
a¯2β0
g0
, β0 = (0, 0, . . . , 0) and β = (1, 0, . . . , 0), (4.3.48)
g0 =
[
m
(
aβ
a2β0
)]−1
, (4.3.49)
. . . (4.3.50)
and
m(f) =
∫ 1
0
f(x)dx. (4.3.51)
4.4 Numerical Example
4.4.1 Discretization of the control problem
Let us consider the following stochastic optimal control peoblem
− (a(x, ω)  u′(x, ω))′ = f(x) + θ(x) x ∈ L = (0, 1),
u(0, ω) = u(1, ω) = 0,
(4.4.1)
with the objective function
J(u, θ) =
c
2
E
[∫ 1
0
∣∣u − U ∣∣2 dx]+ 1
2
∫ 1
0
θ2(x) dx. (4.4.2)
Based on the discussion in the previous section, the optimal control problem (4.4.1) - (4.4.2)
will be transformed to
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
−(a¯β(x)u¯′β(x))′ = f(x) + θ(x), for |β| = 0
−
∑
β∈J
β−γ∈Ja
√
β!
γ!(β − γ)!
(
a¯β−γ(x)u¯′γ(x)
)′
= 0, for |β| ≥ 1
c(u¯β(x)− U(x))−
∑
γ∈Ja
(
a¯γ(x)v
′
γ(x)
)′
= 0, for |β| = 0
cu¯β(x)−
∑
γ∈J
γ−β∈Ja
√
γ!
β!(γ − β)!
(
a¯γ−β(x)v′γ(x)
)′
= 0, for |β| ≥ 1
u¯β(x) = vβ(x) = 0, for x = 0, 1
δθ = −λ(θ(x)− vβ(x)), for |β| = 0.
(4.4.3)
Let us partition the interval [0, 1] into M subintervals with equal length ∆x = 1M . Sparse
truncation for WCE will also be applied to discretize the objective function, which is given by
Jr(K,N),M =
c∆x
2
M∑
i=0
|u¯0,i − Ui|2 + c∆x
2
∑
β∈J rK,N ,|β|≥1
|u¯β,i|2 + ∆x
2
M∑
i=0
θ2i , (4.4.4)
where u¯β,i = u¯β(xi). Denote the discritization of the first order and the second order derivatives
by
u′(xi) =
(ui+1 − ui−1)
2∆x
=
δui
2∆x
, u′′(xi) =
ui+1 − 2ui + ui−1
∆x2
=
δ2ui
∆x2
(4.4.5)
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The discritization of (4.4.3) and boundary conditions at xi = i∆x, i = 1, 2, . . . ,M − 1, will be
−
(
δa¯β,iδu¯β,i
4∆x2
+
a¯β,iδ
2uβ,i
∆x2
)
= fi + θi, |β| = 0
−
∑
γ∈J rK,N
β−γ∈J rK,N
√
β!
γ!(β − γ)!
(
δa¯β−γ,iδu¯γ,i
4∆x2
+
a¯β−γ,iδ2uγ,i
∆x2
)
= 0, |β| ≥ 1
c(u¯β,i − Ui)−
∑
γ∈J rK,N
(
δa¯γ,iδvγ,i
4∆x2
+
a¯γ,iδ
2vγ,i
∆x2
)
= 0, |β| = 0
cu¯β,i −
∑
γ∈J rK,N
γ−β∈J rK,N
√
γ!
β!(γ − β)!
(
δa¯γ−β,iδvγ,i
4∆x2
+
a¯γ−β,iδ2vγ,i
∆x2
)
= 0, |β| ≥ 1
u¯β,0 = u¯β,M = 0, β ∈ J rK,N
vβ,0 = vβ,M = 0, β ∈ J rK,N
δθi = −λ(θi − vβ,i), |β| = 0.
(4.4.6)
Based on the discritized system (4.4.6),here are the iterative algorithm for this optimization:
Algorithm:
• Step 1. Initialize the control term θi, i = 0, 1, . . . ,M , and λ which is a small number.
• Step 2. Solve for (u¯α,i, vα,i) from (4.4.6)
• Step 3. Evaluate J0 = Jr(K,N),M (u¯α,i, θ)
• Step 4. Set θi = θi − λ(θi − vα,i), where |α| = 0
• Step 5. Solve for (u¯α,i, vα,i) from (4.4.6) with the new control term θ
• Step 6. Evaluate J1 = Jr(K,N),M (u¯α,i, θ)
• Step 7. If J1 > J0, set λ = 12λ, and go back to step 4. Otherwise, continue with next
step.
• Step 8. If ‖ J1 − J0 ‖‖ J1 ‖ > τ , where τ is a tolerance, set λ = 1.5λ, J0 = J1 and go back to
step 4.
Otherwise stop.
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4.4.2 Numerical example
Let
a(x, ω) =
1
1 + cos(2pix)
+
1
1− sin(2pix)ω (4.4.7)
where ω is the standard Gaussian random variable and
a(x, ω) = a
(x

, ω
)
=
1
1 + cos(2pix/)
+
1
1− sin(2pix/)ω
=
∑
α∈J rK,N
aα,(x)Hα(ω), (4.4.8)
where the coefficients aα, are
aα, =
1
1 + 0.5 cos(2pix/)
, if α = (0, 0, . . . , 0) (4.4.9)
aα, =
1
1− 0.5 sin(2pix/) , if α = (1, 0, . . . , 0) (4.4.10)
aα, = 0, if α ∈ J rK,N and α 6= (0, 0, . . . , 0) or (1, 0, . . . , 0). (4.4.11)
Therefore, by (4.3.47) - (4.3.49) one can obtain that,
I for |α| = 0,
a¯α =
[∫ 1
0
(1 + 0.5 cos(2pix)dx
]−1
= 1; (4.4.12)
II for |α| = 1 and α1 = 1,
a¯α =
1[∫ 1
0
(1+0.5 cos(2pix))2
1−0.5 sin(2pix) dx
]−1 = ∫ 1
0
(1 + 0.5 cos(2pix))2
1− 0.5 sin(2pix) dx = 1.2887. (4.4.13)
Also assume that
U(x) = sin(2pix), and f(x) = x2.
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With above assumptions, (4.4.6) will become
− a¯β,iδ
2uβ,i
∆x2
= fi + θi, for |β| = 0
−
∑
γ∈J rK,N
β−γ∈J rK,N
√
β!
γ!(β − γ)!
a¯β−γ,iδ2uγ,i
∆x2
= 0, for |β| ≥ 1
c(u¯β,i − Ui)−
∑
γ∈J rK,N
a¯γ,iδ
2vγ,i
∆x2
= 0, for |β| = 0
cu¯β,i −
∑
γ∈J rK,N
γ−β∈J rK,N
√
γ!
β!(γ − β)!
a¯γ−β,iδ2vγ,i
∆x2
= 0, for |β| ≥ 1
u¯β,0 = u¯β,M = 0, for β ∈ J rK,N
vβ,0 = vβ,M = 0, for β ∈ J rK,N .
(4.4.14)
First, let’s look at the oscillation of coefficient a(x, ω) for different small values of . Figure
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ε = 0.25
ε = 0.05
Figure 4.1 The graph of a(x, ω) with  = 1,  = 0.25 and  = 0.05. The smaller the  is, the
more oscillated the coefficient is.
4.1 shows that the coefficients is oscillated for small  and there may be difficulty if solving
directly. Therefore, homogenization method will avoid solving systems with  involved. We
choose tolerance to be 1.0 × 10−5 and the initial step size to be 0.01. With the iterative
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Table 4.1 Values of objective function J for each iteration
Iteration Value of J Iteration Value of J Iteration Value of J
1 89.2031669221943 11 26.2170293582106 21 26.1745693544463
2 33.1270823149303 12 26.2051433830445 22 26.1739820059215
3 28.0464137644130 13 26.1965463199116 23 26.1735422976979
4 26.9684256252617 14 26.1902665511716 24 26.1732129668261
5 26.6022888514217 15 26.1856470717718 25 26.1729662213385
6 26.4365476226976 16 26.1822316037798 26 26.1727813040845
7 26.3468841778225 17 26.1796969609125
8 26.2926813669778 18 26.1778108615513
9 26.2575360548715 19 26.1764045422710
10 26.2336940063908 20 26.1753543980168
algorithm mentioned above, we have the values of objective function for each iteration shown
in Table 4.1
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Figure 4.2 The graph of the convergence of values of objective function J .
Table 4.1 and Figure 4.2 show that the values of objective function converges to a value,
which can be approximated as the minimization of the original objective function, which is
26.1727813040845. The summary is shown in Table 4.2.
Next, let’s look at the graphs of u(x, ω), E[u(x, ω)] and U(x), as shown in Figure 4.3.
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Table 4.2 Summary of objective function
Initial value of J Final value of J Total number of iterations
89.2031669221943 26.1727813040845 25
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1.5
−1
−0.5
0
0.5
1
x
 
 
U(x)
u(x,ω)
E[u(x, ω)]
Figure 4.3 The graph of WCE solution u(x, ω) under control, its mean value E[u(x, ω)] and
the target function U(x).
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