We consider the Steiner Multicut problem, which asks, given an undirected graph G, a collection T = {T 1 , . . . , T t }, T i ⊆ V (G), of terminal sets of size at most p, and an integer k, whether there is a set S of at most k edges or nodes such that of each set T i at least one pair of terminals is in different connected components of G \ S. This problem generalizes several well-studied graph cut problems, in particular the Multicut problem, which corresponds to the case p = 2. The Multicut problem was recently shown to be fixed-parameter tractable for the parameter k [Marx and Razgon, Bousquet et al., STOC 2011]. The question whether this result generalizes to Steiner Multicut motivates the present work.
• The edge deletion version of Steiner Multicut is fixed-parameter tractable for the parameter k + t on general graphs (but has no polynomial kernel, even on trees). The algorithm relies on several new structural lemmas, which decompose the Steiner cut into important separators and minimal s-t cuts, and which only hold for the edge deletion version of the problem.
• In contrast, both node deletion versions of Steiner Multicut are W [1] -hard for the parameter k + t on general graphs.
• All versions of Steiner Multicut are W [1] -hard for the parameter k, even when p = 3 and the graph is a tree plus one node. This means that the mentioned results of Marx and Razgon, and Bousquet et al. do not generalize to even the most basic instances of Steiner Multicut.
Since we allow k, t, p, and tw(G) to be any constants, our characterization includes a dichotomy for Steiner Multicut on trees (for tw(G) = 1) as well as a polynomial time versus NP-hardness dichotomy (by restricting k, t, p, tw(G) to constant or unbounded).
Introduction
Graph cut problems are among the most fundamental problems in algorithmic research. The classic result in this area is the polynomial-time algorithm for the s-t cut problem of Ford and Fulkerson [30] (independently proven by Elias et al. [26] and Dantzig and Fulkerson [21] ). This result inspired a research program to discover the computational complexity of this problem and of more general graph cut problems. One well-studied generalization of the s-t cut problem is the Multicut problem, in which we want to disconnect t pairs of nodes instead of just one pair. In a recent major advance of the research program on graph cut problems, Bousquet et al. [9] and Marx and Razgon [48] showed that Multicut is fixed-parameter tractable in the size k of the cut only, meaning that it has an algorithm running in time f (k) · poly(|V (G)|) for some function f , resolving a longstanding problem in parameterized complexity (with many papers [45, 51, 34, 47] building up to this result).
In this paper, we continue the research program on generalized graph cut problems, and consider the Steiner Multicut problem. This problem was proposed by Klein et al. [40] , and appears in several versions, depending on whether we want to delete edges or nodes, and whether we are allowed to delete terminal nodes. Formally, these versions of the Steiner Multicut problem are defined as follows:
{Edge, Node, Restr. Node} Steiner Multicut Input: An undirected graph G with terminal sets T 1 , . . . , T t ⊆ V (G), and integer k ∈ N. Task: Find a set S of k {edges, nodes, non-terminal nodes} such that for i = 1, . . . , t and at least one pair u, v ∈ T i there is no u − v path in G \ S. Observe the sharp gap described by Theorem 1.1 and Theorem 1.2 between the parameterized complexity of the edge deletion version versus the node deletion version; this gap does not exist for the Multicut problem. We also note that Theorem 1.3 implies that the fixed-parameter algorithms for Multicut for parameter k [9, 48] do not generalize to Steiner Multicut.
To obtain the fixed-parameter algorithm of Theorem 1.1 we have to avoid the brute-force choice of a pair of separated terminals of each terminal set: Although one can trivially reduce every instance of the Edge Steiner Multicut problem to at most p 2 t instances of Multicut parameterized by k, this only yields an f (k) · n O(t) -time algorithm (for unbounded p). Our contribution in Theorem 1.1 is that we improve on this simple algorithm and obtain a runtime of f (k, t) · n O (1) . To this end, we prove several novel structural lemmas that show that a minimal edge Steiner cut can be decomposed into important separators and minimal s-t cuts. These lemmas hold only for the edge deletion version of Steiner Multicut, and may be of independent interest. Using a branching strategy, we ascertain the topology of the decomposition that is promised by the structural lemmas. Then it remains to optimize over important separators and minimal s-t cuts.
It has been brought to our attention that an alternative proof of Theorem 1.1 can be obtained through the technique of randomized contractions by Chitnis et al. [16] . Using the current version of the randomized contractions technique one can obtain an exponentially better dependency on the parameters k and t. However, the dependency on the size of the graph n would be worse than with our techniques. Moreover, we believe that our proof gives more insight into the actual structure of the problem. This fits the motivation of this paper, namely to understand Steiner Multicut, and to classify all its variants in terms of (parameterized) complexity. We therefore still present our view on the problem, and hope that this will be helpful for future work.
The W[1]-hardness results of Theorem 1.2 and 1.3 all rely on reductions from the Multicolored Clique problem [27] . For the proof of Theorem 1.3, we introduce a novel intermediate problem, NAE-Integer-3-SAT, which is an integer variant of the better known Not-AllEqual-3-SAT problem. We show that NAE-Integer-3-SAT is W [1] -hard parameterized by the number of variables. This is a powerful starting point for parameterized hardness reductions and should turn out to be useful to prove the hardness of other problems.
To complete our dichotomy, the second part of our paper charts the full (parameterized) complexity of Steiner Multicut on trees, that is, for graphs G with tw(G) = 1. In fact, some of the hardness results that we prove for Steiner Multicut on general graphs even hold for trees. We also show that many of the results for trees do not carry over to graphs of bounded treewidth, the only exception being a fixed-parameter algorithm for parameters tw(G) + t.
We remark that our characterization induces a polynomial time vs. NP-hardness dichotomy for Steiner Multicut, i.e., for any choice of k, p, t, tw(G) as any constants or unbounded (and all three problem variants), we either prove that Steiner Multicut is in P or that it is NPhard. This characterization can be obtained from Table 1 by considering all its polynomial time and NP-hardness results as well as using the rule that any fixed-parameter algorithm induces a polynomial-time algorithm by setting all parameters to O(1).
Related Work
We briefly cite the most relevant results on the parameterized complexity of graph cut problems. We already mentioned several results on the special case of Steiner Multicut when p = 2 (Multicut) [45, 51, 34, 9, 48, 47] . Multicut is itself a generalization of Multiway Cut, also known as Multiterminal Cut, where the goal is to delete k edges or nodes to separate all terminals from each other. This problem is NP-complete even for three terminals [20] and has been extensively studied from a parameterized point of view (see, e.g., the work of Cao et al. [12] or Cygan et al. [19] ). The parameterized complexity of many different other graph cut problems has also been considered in recent years [23, 16, 39, 45] . On trees, we only mention here that Edge Multicut and Restr. Node Multicut remain NP-hard [11] , but are fixed-parameter tractable [36, 35] . In contrast, Node Multicut has a polynomial-time algorithm on trees [11] .
Organization
We begin our exposition in Section 2 by giving easy results for certain parameter combinations of Steiner Multicut. Thereafter, we present our fixed-parameter algorithm for Edge Steiner Multicut (Theorem 1.1) in Section 3. Following this, in the two subsequent sections, we present our W[1]-hardness proofs: the proof of Theorem 1.3 in Section 4, and of Theorem 1.2 in Section 5. Section 6 then focuses on trees to complete our dichotomy. We conclude with some discussion and open problems in Section 7. For basic notions of parameterized complextiy as well as the notion of treewidth we refer the reader to Appendix A.
Easy and Known Results
In this section, we collect easy and known results about the Steiner Multicut problem. Some of these results are scattered throughout the literature, while others are new. First, observe that whenever the cut size k is constant, we can solve the problem in polynomial time by simply guessing the desired set S of at most k edges or nodes.
Furthermore, Node Steiner Multicut is trivially solvable when t ≤ k, as in this case we may simply delete an arbitrary terminal node from each set T i , resulting in a solution of size at most k; thus, any instance is always a "yes"-instance in this case.
We may reduce Steiner Multicut to p 2 t instances of Multicut by branching for each terminal set over its separated terminals. Since Multicut is in FPT for parameter k, we obtain a fixed-parameter algorithm for Steiner Multicut for parameter k + t + p. Also, since Proof. Take an instance (G, T , k), T = {T 1 , . . . , T t }, of Node Steiner Multicut and transform it to an instance of Restr. Node Steiner Multicut by adding for each terminal node v ∈ T 1 ∪ . . . ∪ T t a new pendant node v . Then replace v by v in every terminal set T i . It is easy to see that the original instance admits a node cut of size k if and only if the new instance admits a node cut of size k that does not use any terminal nodes.
Tractability for Edge Deletion and Parameter k + t
In this section, we prove Theorem 1.1, namely that Edge Steiner Multicut parameterized by k +t is fixed-parameter tractable. Our presentation of the algorithm is optimized for readability, not for the final runtime. Later we will see that this result is "maximal", in the sense that Edge Steiner Multicut is W[1]-hard parameterized by k or t alone (this follows from Theorem 6.2 and the fact that even Edge Multicut is NP-hard when t = 3 [20] respectively), that the corresponding node deletion problem is W[1]-hard parameterized by k + t (Theorem 5.1), and that there exists no polynomial kernel for Edge Steiner Multicut parameterized by k + t (Theorem 6.3).
We first show an easy reduction to the following problem variant.
Multipedal Steiner Multicut
Task: Find an Edge Steiner Multicut S of T 1 , . . . , T t of size at most k.
Lemma 3.1. Edge Steiner Multicut for the parameter k + t is fixed-parameter tractable if Multipedal Steiner Multicut is fixed-parameter tractable.
Proof. Note that the collection of terminal sets T = {T 1 . . . , T t } has a hitting set Y of size at most t that can be computed in polynomial time (just pick any node v i ∈ T i and set Y := {v 1 , . . . , v t }). Since |Y | ≤ t and t is a parameter, this is indeed a parameterized reduction to Multipedal Steiner Multicut.
In the rest of this section, we first show a fixed-parameter algorithm for the special case of Multipedal Steiner Multicut where |Y | = 1 (in Section 3.1), and then generalize this algorithm to Multipedal Steiner Multicut (in Section 3.2). We will use the following simple fact.
Lemma 3.2. Let S ⊆ E(G), T be a terminal set and x ∈ T . Then S cuts T if and only if there is a node v ∈ T such that S cuts v from x.
Proof. Recall that "S cuts T " means that S cuts some pair of nodes in T . Thus, if there is a node v ∈ T such that S cuts v from x then clearly S cuts T . Further, if no node v ∈ T is cut from x by S, then T is a connected set in G \ S, so that T is not cut by S.
Unipedal Steiner Cut
We first show how to solve the special case of Multipedal Steiner Multicut for |Y | = 1.
Unipedal Steiner Multicut
Input: A connected undirected graph G, a node y ∈ V (G), terminal sets
Theorem 3.3. Unipedal Steiner Multicut is fixed-parameter tractable.
Our algorithm for Unipedal Steiner Multicut heavily relies on the notions of important separators and closest cuts, due to Marx and Razgon [48] and Marx [46] .
Let G be an undirected graph and Let X, Y ⊆ V (G) be two disjoint sets. A set S ⊆ E(G) is an X − Y separator if no node in Y is reachable from a node in X in G \ S. For a node x we also write x − Y separator instead of {x} − Y separator and R x (S) instead of R {x} (S). Definition 3.5. Let X, Y ⊆ V (G) be two disjoint sets and S ⊆ E(G) an X − Y separator. We call S an important X − Y separator if it is inclusion-wise minimal and there is no X − Y separator S with |S | ≤ |S| and R X (S ) ⊃ R X (S).
The most valuable properties of important separators with size at most are that there are not too many of them, and that we can enumerate all of them in O * (f ( )) time. We remark that typically this is proven for the node deletion version of important separators, but a standard construction of the line graph (augmented with appropriate terminal node) shows that the same result also holds for the edge deletion variant that we consider in this section. We now come to the key property of edge separators that we use for our fixed-parameter result. It shows that any Y -closest set is a disjoint union of important x−Y separators, where x may range over all nodes in
Fix a set Y ⊆ V (G) and integer and let x ∈ V (G) \ Y . We denote by I x the set of important x − Y separators of size at most . Further set I Y := x∈V (G)\Y I x . We denote a disjoint union by . 
Proof. Let S be a Y -closest cut. Let C 1 , . . . , C m be the components of G \ S disjoint from Y . Let S i ⊆ S be the edges incident to a node in C i and a node in R Y (S). Since C i is not reachable from Y , the set S i consists of all 
It remains to argue that the S i are important separators, i.e., that S i ∈ I Y for all i. Consider any x ∈ C i . Since S i consists of all C i − R Y (S) edges in G, C i is a connected component, and S contains no edges in G[R Y (S)], S i is an inclusion-wise minimal x − Y separator. Assume for the sake of contradiction that S i is not an important x − Y separator. Then there exists a set
minimality). For notational purposes, set S j := S j for j = i. Consider the set S := j S j . We have |S | ≤ j |S j | ≤ |S| (this uses that S is the disjoint union of the S j ). Further, we
Observe that the number of Y -closest cuts can be huge, e.g., the star with midpoint y and n outgoing edges has n y-closest cuts of size . However, the number of important separators is much smaller: Lemma 3.6 shows that |I Y | ≤ 4 n. Since Lemma 3.7 shows that Y -closest cuts are generated by important separators, we can optimize over Y -closest cuts, although their number may be huge. We explain the details of this in the remainder of this section. We want to emphasize that, although the above lemma resembles the Pushing Lemma [48, Lemma 3.10] at first glance, it does not hold for the node deletion variant of closest cuts and important separators (see Marx and Razgon [48] for the analogous definitions). By inspection of the following example one can see that a closest cut is in general not a disjoint union of important separators in the node deletion case. Example: Node deletion variant. Consider the graph depicted in Figure 1 . Then {s 1 , s 2 , s 3 } is a y-closest cut, which is the union of the important v 1 −y separator {s 1 , s 2 } and the important v 2 − y separator {s 2 , s 3 }. However, {s 1 , s 2 , s 3 } is not a disjoint union of important separators.
We are now ready to present the fixed-parameter algorithm for Unipedal Steiner Multicut. Recall that we are given a graph G with a special node y ∈ V (G) and terminal sets T 1 , . . . , T t with y ∈ T i for all i. We want to find an edge Steiner multicut S * of size at most k. Recall that a set S ⊆ E(G) cuts a terminal set T i if and only if S cuts a node v ∈ T i from y (Lemma 3.2).
We define the type of an important separator S ∈ I {y} k as the set of all i ∈ {1, . . . , t} with T i ∩ R y (S) = ∅, i.e., the set of all i such that T i is cut by S, denoted by type(S). Our algorithm is a simple dynamic program where, after a trivial initialization, we iterate over all important separators S ∈ I {y} k and update the table DP as follows:
By Lemma 3.6 we have |I {y} k | ≤ 4 k n and we can enumerate I {y} k in O * (4 k ) time. Overall, the above algorithm runs in time O * (2 2k+t ). It remains to prove correctness of the algorithm.
Lemma 3.8. The dynamic program returns a value of at most k if and only if the optimal edge Steiner multicut S * has size at most k (in which case the return value coincides with |S * |).
Note that determining the size of an optimal solution suffices because of self-reducibility. With Lemma 3.8, we also finish the proof of Theorem 3.3.
Proof of Lemma 3.8. Suppose that the optimal edge Steiner multicut S * has size at most k. We can assume that S * is a {y}-closest cut. Otherwise, we can replace S * by a {y}-closest cut S with the same (or lower) cost and R y (S ) ⊂ R y (S * ), and thus S still cuts all sets T i that are cut by S * , see Lemma 3.2. By Lemma 3.7, there are important separators
Note that the latter implies that type(S * ) = i type(S i ). As S * cuts all terminal sets T i we have type(S * ) = {1, . . . , t}, showing i type(S i ) = {1, . . . , t}. Hence, i S i appears as one term in DP[{1, . . . , t}], so that we return a value DP[{1,
For the other direction, suppose that we return DP[{1, . . . , t}] = . Then there are important separators S 1 , . . . , S m ∈ I {y} k such that i |S i | = and i type(S i ) = {1, . . . , t}. Consider S :=
Steiner multicut. Further, |S| ≤ i |S i |, so we proved the existence of an edge Steiner multicut of size at most DP[{1, . . . , t}]. Together with the first direction this proves the claim.
Multipedal Steiner Multicut
In this section, we show a fixed-parameter algorithm for Multipedal Steiner Multicut in general.
We first show that any inclusion-wise minimal edge Steiner multicut S can be split into two disjoint parts, one part consisting of a union of minimal x − y separators for some x, y ∈ Y , and one part where Y is not cut at all. For this, we denote by Z the union of all edges in G that appear in a minimal x − y cut of size at most k for some x, y ∈ Y . Lemma 3.9. Let S be an inclusion-wise minimal edge Steiner multicut of G. Then we can write S = S S where:
(
Proof. In this proof we denote by δ(U ) the set of edges in G that are incident to a node in U and a node in
Consider an inclusion-wise minimal edge Steiner multicut S of size at most k. For y ∈ Y , let S y := δ(R y (S)) (i.e., the edges leaving the set of nodes that are reachable from y in G \ S). Observe that S y ⊆ S and R y (S) = R y (S y ). By the minimality of S, we have S = y∈Y S y , since the deletion of any edge of
is redundant, as its deletion does not change R y (S) for any y ∈ Y (and thus does not change which terminal set are disconnected). Deleting a set S y cuts G into several connected components. Note that if C is such a component, then δ(C) ⊆ S y (otherwise, there is a node v ∈ N (C) that is reachable in G \ S y , which contradicts that C is a component) and δ(C) contains only of C − R y (S y ) edges (since S y consists of edges incident to R y (S y )).
Let C 1 , . . . , C r+1 be the components of G \ S y that contain some node from Y . Without loss of generality, we have C r+1 = R y (S y ) (which we ignore from now on) and thus no other C i contains y. For such a component C i with x ∈ Y ∩ C i , 1 ≤ i ≤ r, the set of edges δ(C i ) is a minimal x − y cut: since x ∈ C i , y ∈ C i the set δ(C i ) is certainly an x − y cut, and since C i and R y (S y ) are connected and δ(C i ) consists only of C i − R y (S y ) edges, it is even a minimal cut. Set S y := 1≤i≤r δ(C i ) ⊆ S and S := y∈Y S y ⊆ S. Note that we have S ⊆ Z, since S is a union of minimal x − y cuts for some x, y ∈ Y , each of size at most |S| ≤ k. This proves property (1).
Let C 1 , . . . , C be the remaining components of G \ S y , i.e., the components that are disjoint from Y , and set S y := i δ(C i ) ⊆ S. Further, let S := y∈Y S y ⊆ S. We claim that Y is contained in one component of G \ S . Consider any x, y ∈ Y and a x − y path P in G that passes through S a minimum number of times (among all x − y paths). Let z ∈ Y be such that S z contains some edge e of P in S . Before e, the path P passes through S z (if x ∈ R z (S)) or it starts in R z (S) (if x ∈ R z (S)). Similarly, after e, the path P passes through S z or it ends in R z (S). In any case, since R z (S) ⊆ R z (S ) (as S ⊆ S) we can replace P by a path that avoids e by routing it through the connected set R z (S). This decreases the number of passes of P through S , contradicting minimality. This proves property (2) .
We show that S = S S . First note that S y = S y S y by construction. Above we showed S = y∈Y S y , which implies S = S ∪ S . Moreover, consider any component C i of G \ S y (that is disjoint from Y , as above). Note that C i is disjoint from R x (S) = R x (S x ) for any x ∈ Y , as x ∈ C i and any C i − x path passes through δ(C i ) ⊆ S. This shows that S y ∩ S x = ∅ for any x, y ∈ Y, x = y, since any edge e ∈ S y ∩ S x would be incident to all three of the disjoint sets R y (S y ) = R y (S), R x (S x ) = R x (S), and C i . Hence, S y is disjoint from S x for all x ∈ Y , so that S and S are disjoint.
Finally, we show R y (S) = R y (S ) ∪ R y (S ) for any y ∈ Y . With notation as above for the
S ). This proves property (3).
We may branch for each terminal set whether it is cut by S or by S , splitting T into T T . Furthermore, we may branch over k + k = k such that |S | ≤ k and |S | ≤ k . This branching leaves us with two subproblems:
(1) Find an edge Steiner multicut S of (G, T , k ) with S ⊆ Z, (2) Find an edge Steiner multicut S of (G, T , k ) such that Y is contained in one component of G \ S .
At first sight, these subproblems are not independent, since in Lemma 3.9 the sets S and S are required to be disjoint. Nevertheless, we can solve these subproblems independently and put the solutions together to a solution of the original Multipedal Steiner Multicut instance. However, first we change the above subproblems slightly to make them easier to solve. Let Z = Z (G, Y ) with Z ⊆ Z ⊆ V (G) to be fixed later. We do this because it is not known how to determine Z, but a superset Z with nice properties can be found using ideas by Marx et al. [47] , as we will explain later. Then we replace subproblem (1) by the following problem:
(1') Find an edge Steiner multicut S of (G, T , k ) with S ⊆ Z .
For subproblem (2) , let G * be the graph obtained from G by adding a new node y * and connecting y * to every y ∈ Y by k + 1 parallel edges (to avoid parallel edges, one may alternatively subdivide all these parallel edges). Further, for a terminal set T , let T * := (T \ Y ) ∪ {y * } and let T * := {T * | T ∈ T }. We replace subproblem (2) by the following problem. Intuitively, y * forces Y to be connected, so that actually find an edge Steiner multicut S that has Y in one component of G \ S .
(2') Find an edge Steiner multicut S of (G * , T * , k ). Now we show that the original Multipedal Steiner Multicut instance (G, T , k) has a solution if and only if for some branch both subproblems (1') and (2') have a solution, finishing a reduction to the two subproblems.
Lemma 3.10. There is an edge Steiner multicut of (G, T , k) if and only if for some branch (over T T = T and k + k = k) there is an edge Steiner multicut S of (G, T , k ) with S ⊆ Z and an edge Steiner multicut S of (G * , T * , k ).
Proof. Consider a branch (over T T = T and k + k = k). Assume there is an edge Steiner multicut S of (G, T , k ) with S ⊆ Z and an edge Steiner multicut S of (G * , T * , k ). We can assume, without loss of generality, that S does not contain any edges in E(G * ) \ E(G), since all these edges have k + 1 parallel copies, so that picking any of these edges does not separate any nodes. Note that S :
Consider a terminal set T ∈ T with y ∈ T ∩ Y . If T ∈ T , then some node v ∈ T is cut from y by S (since if all nodes of T connect to y then T is not cut by S ). Observe that
Thus, v is also cut from y by S. A similar arguments works if T ∈ T , so that T * is cut by S . Then some node v ∈ T * is cut from y * ∈ T * . Since y * is connected to y in G \ S , v is also cut from y by S . Hence, T is cut by S in G * and, thus, T is cut by S in G. We have shown that S is an edge Steiner multicut of (G, T , k).
For the other direction, let S be an edge Steiner multicut of (G, T , k). Without loss of generality, we assume that S is inclusion-wise minimal. Pick sets S , S as in Lemma 3.9 and consider a terminal set T and y ∈ T ∩ Y . Some node v ∈ T is cut from y by S. Since we have R y (S) = R y (S ) ∪ R y (S ) by property (3) in Lemma 3.9, node v is also cut from y by S or S .
Hence, if we let T ⊆ T be all terminal sets cut by S and T := T \ T , then all terminal sets in T are cut by S . Set k := |S | and k := k − k , then since |S | + |S | = |S| ≤ k we have |S | ≤ k . Note that T T = T and k + k = k is a valid branch. Now, S is an edge Steiner multicut of (G, T , k ) with S ⊆ Z ⊆ Z by property (1) in Lemma 3.9. Also, S is an edge Steiner multicut of (G, T , k ). To see that S is an edge Steiner multicut of (G * , T * , k ), note that by property (2) of Lemma 3.9, Y is contained in one connected component of G \ S . Since in the construction of G * we only add new paths between nodes of Y , S is an edge Steiner multicut of (G * , T , k ). As y ∈ Y and y * are connected in G * \S , and T ∩Y = ∅ in any terminal set T , we may replace the nodes in T ∩ Y by y * , so S still cuts T * . Hence, S also cuts T * .
Note that (G * , T * , k ) is an instance of Unipedal Steiner Multicut, since each terminal set contains y * . Hence, we can solve subproblem (2') in O * (f (k, t)) time by Theorem 3.3.
It remains to show how to solve subproblem (1'). We want to use the techniques by Marx et al. [47] . However, as their work considers the node deletion variant of cuts, we first transfer our problem to Restr. Node Steiner Multicut. Let V := V (G), E := E(G) and consider the following graph, which is closely related to the line graph of G:
Then Edge Steiner Multicut on (G, T , k ) is equivalent to Restr. Node Steiner Multicut on (H, T , k ), in a sense that will be made clear in Lemma 3.12.
We make use of the following theorem, which is a variant of the Treewidth Reduction Theorem by Marx et 
Now we fix
We augment the graph torso(H, Z ) by the nodes V (G) to a new graph H , as follows.
For each node v ∈ V (G), consider the connected component C of H \ Z that contains v. Let K be the set of neighbors of C in Z . Since C is a connected component and by the construction of the torso, K forms a clique in torso(H, Z ). We add the node v to the graph torso(H, Z ) and make it adjacent to all elements of K. This yields a new graph H v . We show that H v also has bounded treewidth. Since K is a clique, by basic knowledge about tree decompositions, every tree decomposition of torso(H, Z ) has a bag containing K [4, Lemma 3.1]; let (T, B) be a minimum-width tree decomposition of torso(H, Z ) and let B ∈ B be a bag containing K. We add a new bag B = B ∪ {v} to (T, B) and make it adjacent to B, yielding a tree decomposition of H v . This tree decomposition of H v has width at most one more than the width of (T, B), and thus the treewidth of H v is at most one more than the treewidth of torso(H, Z ). As the constructions of H v and H v for distinct nodes v, v ∈ V (G) do not interfere, in total the treewidth of H is increased by at most one compared to the treewidth of torso(H, Z ). Hence, we have tw(H ) ≤ h(k, |Y |) + 1.
Lemma 3.12. There is an edge Steiner multicut S of (G, T , k ) with S ⊆ Z if and only if there is a restr. node Steiner multicut S of (H , T , k ).
Proof. Let S be a restr. node Steiner multicut of (H , T , k ). Without loss of generality, we can assume that S ⊆ Z , since V (H ) = Z ∪ V and the deletion of any non-terminal node v ∈ V is redundant, since the neighborhood N (v) is a clique (so that any path through v can be stripped of v). We show that S is also an edge Steiner multicut of (G, T , k ). Assume, for the sake of contradiction, that u, v ∈ T ∈ T are cut by S in H , but there is a u − v path in G \ S. Let (e 1 , . . . , e ) be the edges of this path. Then (u, e 1 , . . . , e , v) is a u − v path in H \ S (where this time we wrote down the nodes of the path). Let e i be the first and e j be the last edge of this path that is in Z . By basic properties of the torso [48, Proposition 3.3] , e i and e j are also connected in torso(H, Z ) \ S. Further, by the construction of H , u is adjacent to e i and v is adjacent to e j in H \ S. Hence, there is a u − v path in H \ S, which contradicts that S cuts u, v in H .
For the other direction, let S be an edge Steiner multicut of (G, T , k ) with S ⊆ Z . We show that S is also a restr. node Steiner multicut of (H , T , k ). Assume, for the sake of contradiction, that u, v ∈ T ∈ T are cut by S in G, but not in H , so that there is a u − v path in H \ S. By the construction of torso(H, Z ) and H (and since S ⊆ Z ), there is also a u − v path in H \ S. However, any such path corresponds to a path in G \ S, which contradicts that u, v are cut by S in G. Hence, S is a node Steiner multicut of (H , T , k ). Since S ⊆ Z ⊆ E and T ⊆ V , S is also a restr. node Steiner multicut. Finally, the instance (H , T , k ) can be solved in O * (f (k, tw(G)) time, since the treewidth of H is bounded in k and Restr. Node Steiner Multicut is fixed-parameter tractable for parameter t + tw by Theorem 4.2. Therefore, Multipedal Steiner Multicut is fixedparameter tractable. Combined with Lemma 3.1, this proves Theorem 1.1.
Steiner Multicuts for Graphs of Bounded Treewidth
In this section, we consider Steiner Multicut on graphs of bounded treewidth. To start the exposition, we note that Edge Steiner Multicut and Restr. Node Steiner Multicut are NP-complete for trees and Node Steiner Multicut is NP-complete on series-parallel graphs [11] , which are graphs of treewidth two. This means that any efficient algorithm for Steiner Multicut on graphs of bounded treewidth needs an additional parameter.
We first show Theorem 1.3, namely that all variants of Steiner Multicut for the parameter k are W[1]-hard, even if p = 3 and tw(G) = 2 (but t is unbounded). The graph G is in fact a tree plus one node. We then contrast this result by showing that the problem is fixed-parameter tractable on bounded treewidth graphs when t is a parameter.
For the reduction to prove Theorem 1.3 we introduce an intermediate problem, that we call (Monotone) NAE-Integer-3-SAT. In this problem, we are given variables x 1 , . . . , x k that each take a value in {1, . . . , n} and clauses C 1 , . . . , C m of the form
and such a clause is satisfied if not all three inequalities are true and not all are false (i.e., they are "not all equal"). The goal is to find an assignment of the variables that satisfies all given clauses. We remark that NAE-Integer-3-SAT generalizes Monotone NAE-3-SAT (by restriction to n = 2), and that NAE-Integer-3-SAT can be solved in time O(m · n k ), by enumerating all assignments. We complement this with a W[1]-hardness result for parameter k.
To prove that NAE-Integer-3-SAT is W[1]-hard parameterized by k, we reduce from Multicolored Clique. In that problem, which is known to be W[1]-hard [27] , we are given a graph G and a (proper) coloring of G using k colors, and the goal is to decide if G has a clique that contains at least one node with each of the k colors. We use V i to denote the set of nodes of color i, set n i = |V i |, and E i,j to denote the set of edges with one endpoint in V i and the other in V j .
Lemma 4.1. NAE-Integer-3-SAT is W[1]-hard for parameter k.
Proof. Let (G, k) be an instance of Multicolored Clique. We create an instance of NAEInteger-3-SAT on variables x i , one for each color 1 ≤ i ≤ k, and y ij , one for each pair of colors 1 ≤ i < j ≤ k. We identify the nodes V i with the integers {1, . . . , n i } in an arbitrary way. We restrict x i to {1, . . . , n i } using the clause NAE(x i ≤ 0, x i ≤ 0, x i ≤ n i ), and write x i = u if the number x i corresponds to node u. Analogously, we can identify the edges uv ∈ E i,j with numbers in {1, . . . , |E i,j |} and write y ij = uv if we pick the number corresponding to edge uv. Consider the following two constraints (for any edge uv, with u of color i and v of color j):
and
If we can encode these constraints with NAE-clauses, then any satisfying assignment of the constructed NAE-Integer-3-SAT instance corresponds to a clique in G, as all chosen pairs y ij correspond to edges, and edges sharing a color i picked the same node x i . We focus on the first constraint; the second constrained is handled similarly. Note that the first constraint is equivalent to y ij = uv ⇒ x i ≥ u, and
Again, without loss of generality, we focus on the first of these constraints. It is equivalent to
which in turn can be written as NAE(y ij < uv, y ij > uv, x i ≥ u), since y ij < uv, y ij > uv cannot both be true. Note that we can replace any inequality x < a by x ≤ a − 1 (and similarly for x > a). Hence, we can encode all desired constraints if we may use "≤" and "≥" inequalities, not only "≤" inequalities, as is the case in the definition of NAE-Integer-3-SAT.
In the remainder of this proof, we reduce NAE-Integer-3-SAT with "≤" and "≥" inequalities to the original variant with only "≤" inequalities. Given any instance of NAE-Integer-3-SAT with both types of inequalities, for any variable x we introduce a new variablex. For any 1 ≤ v ≤ n, we add the constraint NAE(x ≤ v, x ≤ v,x ≤ n − v). This enforcesx = n + 1 − x. Finally, we replace any inequality x ≥ v byx ≤ n + 1 − v. This yields an equivalent NAEInteger-3-SAT instance with only "≤" inequalities.
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. We first give a reduction from NAE-Integer-3-SAT to Edge Steiner Multicut (satisfying p = 3 and tw(G) = 2). Then we show how to generalize the reduction to Restr. Node Steiner Multicut and Node Steiner Multicut.
Consider an instance of NAE-Integer-3-SAT on variables x 1 , . . . , x k taking values in {1, . . . , n} with clauses C 1 , . . . , C m . Take k paths consisting of n edges and identify their start nodes (to a common node s) and end nodes (to a common node t), respectively. The resulting graph G has tw(G) = 2, since it is not a tree, but becomes a tree after deleting s (or t). Let v i j be the j-th node on the i-th path from s to t, so that v i 0 = s and v i n = t. For each clause NAE(x i 1 ≤ a 1 , x i 2 ≤ a 2 , x i 3 ≤ a 3 ) we introduce a terminal set {v i 1 a 1 , v i 2 a 2 , v i 3 a 3 } (note that we can assume 0 ≤ a j ≤ n without loss of generality). Further, we let {s, t} be a terminal set and set the cut size to k, i.e., we allow to delete k edges. This finishes the construction. In order to separate s from t we need to cut at least one edge of each of the k paths that connect s and t, and because the cut size is k we have to delete exactly one edge per path. Say we delete the x i -th edge on the i-th path. This splits G into two components, one containing s and the other containing t. Note that we separate nodes v i j and v i j by cutting at x i ≤ j and x i > j (or with both inequalities the other way round), since then v i j is in the t-component and v i j in the s-component. Hence, the following are equivalent:
• some pair of nodes in this set is disconnected; • among the inequalities x i j ≤ a j , j = 1, 2, 3, one is true and one is false;
Therefore, the given NAE-Integer-3-SAT instance is equivalent to the constructed Edge Steiner Multicut instance.
To prove hardness for Node Steiner Multicut, we adapt the construction for Edge Steiner Multicut. We take the same graph, but let each path contain 2n − 1 internal nodes. As before, denote by v i j the j-th node on the i-th path, so that now v i 0 = s and v i 2n = t. We introduce terminal sets {v i 1 , v i 2n−1 } for all 1 ≤ i ≤ k. To separate these sets we have to delete at least one inner node of each of the k paths (i.e., a node among v i 1 , . . . , v i 2n−1 ). By setting the cut size to k we make sure that we delete exactly one inner node of every path. Say we delete the x i -th node v i x i of the i-th path. We call the node v i 2a−2 and v i 2a−1 the representatives of "x i = a". Thus, for each clause NAE(x i 1 ≤ a 1 , x i 2 ≤ a 2 , x i 3 ≤ a 3 ) we introduce the terminal sets {v
} for all c 1 , c 2 , c 3 ∈ {1, 2}, meaning that for all representatives we need to separate some pair. Note that after deleting the x i -th node, at least one representative of "x i = a" survives, and the one or two surviving representatives lie in the same component of G \ {x 1 , . . . , x k }. We let x i be the minimal value a * such that a surviving representative of "x i = a * " lies in the t-component. Then the surviving representatives of "x i = a" are contained in the t-component if and only if x i ≤ a. Hence, taking a terminal set with surviving representatives {v
}, the terminal set is satisfied if and only if the clause NAE (x i 1 ≤ a 1 , x i 2 ≤ a 2 , x i 3 ≤ a 3 ) is satisfied, completing the proof.
For Restr. Node Steiner Multicut, hardness now follows from Lemma 2.1.
We now contrast the above theorem by showing that Steiner Multicut is fixed-parameter tractable for the parameter t if the graph has bounded treewidth. Proof. We first present an MSOL formula for Node Steiner Multicut, extending the work of Gottlob and Lee [33] and Marx et al. [47] for Node Multicut. Gottlob and Lee [33] construct an MSOL formula connects(R, x, y), equal to
which expresses that x and y are connected in the subgraph of G induced by R. We then extend the formula of Marx et al. [47] to p > 2. We construct the following MSOL formula:
where X is the potential cut set and T i (x) is true if and only if x is in T i . A slight modification yields MSOL-formulas for Edge Steiner Multicut and Restr. Node Steiner Multicut. Note that X is a free set variable in the formulae.
To apply these formulae, we use Bodlaender's algorithm [5] to find a tree decomposition of G of width tw(G) in time f (tw(G)) · poly(|V (G)|), for some computable function f . Then we input the necessary MSOL formula φ and the tree decomposition into the algorithm of Arnborg et al. [2] , which runs in time g(|φ|, tw(G)) for some function g and finds a smallest set X that satisfies φ. Since |φ| is polynomial in t, the theorem follows.
Hardness for Cutsize k and Number of Terminal Sets t
In this section, we consider the Steiner Multicut problem on general graphs parameterized by k + t. We show that both node deletion versions of the problem, Node Steiner Multicut and Restr. Node Steiner Multicut, are W[1]-hard for this parameter. Proof. We present a parameterized reduction from the Multicolored Clique problem [27] to Node Steiner Multicut. Let (H, k) be an instance of Multicolored Clique, and let V i and E i,j be as in the definition of Multicolored Clique. We then create the following instance of Node Steiner Multicut. First, we subdivide each edge of H, and let N i,j denote the set of nodes that were created when subdividing the edges of E i,j . Then, add a complete graph C with 2k nodes, where we denote the nodes of C by c 1 , . . . , c 2k , and make all nodes of V i adjacent to c 2i−1 and c 2i for each i = 1, . . . , k. Let G denote the resulting graph. Observe that G[V (H)] and G[ i,j N i,j ] are both independent sets of G. We then create terminal sets T i = V i ∪ {c 2i−1 } and T i = V i ∪ {c 2i }, and terminal sets
k}. Then the created instance is (G, T , k).
Suppose that (H, k) is a "yes"-instance of Multicolored Clique, and let K denote a clique of H such that V (K) ∩ V i = ∅ for each i. Pick a node v i ∈ V (K) ∩ V i and let S = {v i | i = 1, . . . , k}. Observe that v i disconnects terminal sets T i and T i . Further, if we let n i,j denote the subdivision node of the edge (v i , v j ) ∈ E(H), then v i and v j disconnect n i,j from the rest of T i,j . Finally, |S| = k. Therefore, (G, T , k) is a "yes"-instance of Node Steiner Multicut.
Suppose that (G, T , k) is a "yes"-instance of Node Steiner Multicut, and let S ⊆ V (G) denote a node Steiner multicut of G with respect to terminal sets T such that |S| ≤ k. We claim that H[S] is a multicolored clique of H. First, observe that to disconnect T i and T i , we need that S ∩ T i = ∅ and S ∩ T i = ∅. Since |S| ≤ k, we know that S ∩ T i ∩ T i = ∅ for each i = 1, . . . , k. This implies that |S| = k, that S ⊆ V (H), and that S ∩ V i = ∅ for each i = 1, . . . , k. It remains to show that H[S] is a clique. Let v i denote the node in S ∩ V i . Suppose that (v i , v j ) ∈ E(H) for some i, j. Then consider the terminal set T i,j , and observe that for any node n ∈ N i,j at least one endpoint of the edge corresponding to n is not in S. Since S ∩ V (C) = ∅, this implies that T i,j is not disconnected by S, a contradiction. It follows that H[S] is a clique, and thus (H, k) is a "yes"-instance of Multicolored Clique.
For Restr. Node Steiner Multicut hardness follows from the statement for Node Steiner Multicut and Lemma 2.1.
Steiner Multicuts in Trees
In this section, we consider the complexity of Steiner Multicut on trees and completely characterize it with respect to various parameters. Throughout, we consider instances (G, T , k) of Steiner Multicut (in either the edge, node, or restricted-node variant) where G is a tree. Here we assume that G is rooted at an arbitrary node r ∈ V (G). For each terminal set T ∈ T , let G T denote the subtree of G induced by the terminals of T . That is, G T is the union of the shortest paths between each pair of terminals of T . Since G is rooted, G T also has a root, denoted by r(G T ) and called a terminal root.
Polynomial-time Algorithm for Node Steiner Multicut
It is known that Node Multicut can be solved in polynomial time on trees [11] . Here, we extend this algorithm to Node Steiner Multicut. Proof. Let (G, T , k) be an instance of Node Steiner Multicut where G is a tree. Let r and the terminal roots of G be defined as before. A crucial observation is that, for any T ∈ T , if the subtree G ⊇ G T of G rooted at r(G T ) contains no terminal roots except r(G T ), then there is an optimal solution that contains r(G T ). To see this, note that any solution must contain at least one node of G in order to disconnect T . Further, since G has no terminal roots except r(G T ), the set of terminal sets disconnected when removing r(G T ) is a superset of the set of terminal sets disconnected when removing any node of G .
Using the above crucial observation, a greedy strategy becomes apparent. First, if k = 0 and T = ∅, then return "no"; if k ≥ 0 and T = ∅, then return "yes". Otherwise, compute the terminal root of each terminal set. Then, find a terminal root c that is deepest in G. Add c to the cut, and recurse on the instance (G , T , k − 1) , where G is G minus the subtree rooted at c, and T is T minus every terminal set that is disconnected by c.
The above algorithm can be implemented in linear time, as follows. First, we find all terminal roots. To this end, index the nodes of G according to a post-order traversal. Then, for each terminal set T ∈ T , its terminal root is the lowest common ancestor of the lowest and highest indexed terminal in T . We can use the lowest common ancestor data structure of Harel and Tarjan [38] to find all these lowest common ancestors, and thus all terminal roots, in linear time. Second, we perform the greedy algorithm. For each node of G, we maintain a queue with a set of terminals on that node. Now apply an inverse breadth-first search; that is, number the node first visited by a breadth-first search (i.e., r) by |V (G)|, and the last one by 1, and then visit the nodes starting with number 1 up to |V (G)|. Suppose that we visit a node v. If v is not a terminal root or v is a terminal root for a terminal set that has already been disconnected, then merge the set of terminals on v with the set of terminals on the parent of v. If v is a terminal root for a terminal set that has not been cut yet, then add v to the cut and mark all terminal sets that have a terminal on v as cut. Observe that the instance must at least store (say, in a queue) on each node which terminal sets contain that node as a terminal (or, equivalently, for each terminal set all nodes that it contains). Therefore, the above algorithm indeed runs in linear time.
Parameterized Analysis for Edge Steiner Multicut and Restr. Node Steiner Multicut
The situation for Edge Steiner Multicut and Restr. Node Steiner Multicut is completely different than for Node Steiner Multicut. Cȃlinescu et al. [11] proved that both Edge Multicut and Restr. Node Multicut are NP-complete on trees. This implies that Edge Steiner Multicut and Restr. Node Steiner Multicut are para-NP-complete on trees for parameter p. In this subsection, we explore all possible other parameterizations for these problems on trees.
Parameter k
We briefly recall the definition of the Hitting Set problem, which is known to be W[2]-complete [24] . Recall that Hitting Set is the problem of, given a universe U , a family F of subsets of U , and an integer k, to decide whether there is a set H ⊆ U with |H| ≤ k such that F ∩ H = ∅ for each F ∈ F (i.e., H is a hitting set of size at most k). Proof. We reduce from Hitting Set. Let (U, F, k) be an instance of this problem, and let F(u) = {F ∈ F | u ∈ F }. We now build the following graph. For each u ∈ U , we build a path P u on |F(u)| nodes. Further, let σ u : F(u) → V (P u ) be an arbitrary bijection. We then add a root r, and for each u ∈ U , we connect r to an end of P u through a new edge e u . This is the tree G. We now build terminal sets. Let T F = {r} ∪ {σ u (F ) | ∀u ∈ F } for any F ∈ F, and let T = {T F | F ∈ F}. The final instance of Edge Steiner Multicut is (G, T , k).
Suppose that F has a hitting set H of size at most k. Let S = {e u | u ∈ H}. Note that if some terminal set T F is not disconnected in G \ S, then this contradicts that H ∩ F = ∅. Further, |S| ≤ k, and thus S is a solution for (G, T , k).
Suppose that (G, T , k) has a solution, and let S be a solution such that S ∩ {e u | u ∈ V (G)} is maximum. Since e u disconnects at least the terminal sets disconnected by any edge of P u , S \ {e u | u ∈ U } = ∅. Let H = {u | e u ∈ S}. Note that if H ∩ F = ∅ for some F ∈ F, then T F is not disconnected by S. Further, |H| ≤ k, and thus H is solution for (U, F, k).
A modification of the reduction yields the result for Restr. Node Steiner Multicut. Let (U, F, k) be an instance of Hitting Set. We again build the paths P u and the terminal sets T F (which include the root r). However, we do not connect r to an end of P u directly; instead, for each u ∈ U , we add a node n u , and connect n u to both r and an end of P u . Let G denote the resulting tree, and let T = {T F | F ∈ F }. The final instance of Restr. Node Steiner Multicut is (G, T , k).
Suppose that F has a hitting set H of size at most k. Let S = {n u | u ∈ H}. Note that if some terminal set T F is not disconnected in G \ S, then this contradicts that H ∩ F = ∅. Further, |S| ≤ k, and thus S is a solution for (G, T , k).
Suppose that (G, T , k) has a solution S. Since the only non-terminal nodes are the n u , we let H = {u | n u ∈ S} and note that |H| = |S| ≤ k. Further, if H ∩ F = ∅ for some F ∈ F, then T F is not disconnected by S. Hence, H is solution for (U, F, k).
Note that in the constructions of both theorems, we can obtain a slightly different tree structure by replacing the paths P u with stars. Further, if we do not insist that the terminal sets are pairwise disjoint, then both constructions can be simplified to a star by contracting each path P u into a single node.
Kernelizaton for t and k + t
We now consider whether Edge Steiner Multicut and Restr. Node Steiner Multicut have a polynomial kernel on trees for the parameter t. We prove the following stronger result. Note that this theorem indeed implies that Edge Steiner Multicut and Restr. Node Steiner Multicut have no polynomial kernel on trees for the parameter t.
We need the observation that Hitting Set has no polynomial kernel for the parameter solution size plus the number of sets, unless the polynomial hierarchy collapses to the third level. To see this, Dom et al. [22, Theorem 2] prove that Set Cover has no polynomial kernel for the parameter solution size plus the size of the universe, unless the polynomial hierarchy collapses to the third level. Consider an instance (E, S, k) of Set Cover. For each S ∈ S, create an element u S , and let U be the set of all these elements. For each e ∈ E, create a set F e = {u S | e ∈ S}, and let F be the family of all these sets. Then, (E, S, k) is a "yes"-instance of Set Cover if and only if (U, F, k) is a "yes"-instance of Hitting Set. Note that |F| = |E|. This completes a polynomial parameter transformation. Since both Hitting Set and Set Cover are NP-complete, the observation follows from Bodlaender et al. [8] .
Proof of Theorem 6.3. Note that the reductions of Theorem 6.2 and Theorem 6.2 give polynomial parameter transformations for k + t. Further, Edge Steiner Multicut and Restr. Node Steiner Multicut on trees and Hitting Set are NP-complete. The theorem then follows from Bodlaender et al. [8] .
Parameter k + p
This result generalizes the known algorithms for Edge Multicut and Restr. Node Steiner Multicut on trees for the parameter k [36, 35] . Proof. Let (G, T , k) be an instance of Edge Steiner Multicut, where G is a tree. Let r and the terminal roots of G be defined as before. We use the following crucial observation, which is similar to the crucial observation made in Theorem 6.1: for any T ∈ T , if the subtree G ⊇ G T of G rooted at r(G T ) contains no terminal roots except r(G T ), then there is an optimal solution that contains an edge of G T incident to r(G T ). To see this, note that any solution must contain at least one edge of G T in order to disconnect T . Further, since G has no terminal roots except r(G T ), the set of terminal sets disconnected when removing an edge e ∈ E(G T ) is a subset of the set of terminal sets disconnected when removing the edge incident to r(G T ) on the path in G from e to r(G T ).
Using the above crucial observation, a branching strategy becomes apparent. First, if k = 0 and T = ∅, then return "no"; if k ≥ 0 and T = ∅, then return "yes". Otherwise, compute the terminal roots of each terminal set. Then, find a terminal set T for which r(G T ) is deepest in G. Since |T | ≤ p, G T has at most p edges incident on r(G T ). Branch on all such edges e. Then, add e to the cut, and recurse on the instance (G , T , k − 1), where G is the connected component of G \ e that contains r(G T ), and T is T minus every terminal set that is disconnected by e. If any of the branches results in a "yes", then return "yes"; otherwise, return "no".
Correctness of the algorithm is immediate from the crucial observation. Further, observe that the algorithm has at most p k branches.
To prove the theorem for Restr. Node Steiner Multicut, we essentially combine the crucial observation of Theorem 6.1 with the above crucial observation for the edge version. Let (G, T , k) be an instance of Restr. Node Steiner Multicut, where G is a tree. As a preprocessing step, we contract any edge of which both endpoints are a terminal. Since we are not allowed to delete terminals, this is safe. However, if such a contraction makes a terminal set become a singleton set, then we may return "no". By abuse of notation, we call the resulting tree G and the resulting family of terminal sets T . Root G at a node r, and define G T and terminal roots r(G T ) as before.
We follow a branching strategy. First, if k = 0 and T = ∅, then return "no"; if k ≥ 0 and T = ∅, then return "yes". Otherwise, compute the terminal roots of each terminal set. Then, find a terminal set T for which r(G T ) is deepest in G. If r(G T ) is not a terminal node, then following the crucial observation of Theorem 6.1, we add r(G T ) to the cut, and recurse on the instance (G , T , k − 1), where G is G minus the subtree rooted at r(G T ), and T is T minus every terminal set that is disconnected by r(G T ). If r(G T ) is a terminal node, then none of the children of r(G T ) are a terminal. Since |T | ≤ p, r(G T ) has at most p neighbors in G T . Branch on all such neighbors c. Then, add c to the cut, and recurse on the instance (G , T , k −1), where G is G minus the subtree rooted at c, and T is T minus every terminal set that is disconnected by c. If any of the branches results in a "yes", then return "yes"; otherwise, return "no".
Correctness of the algorithm is immediate from the crucial observation of Theorem 6.1 and the above crucial observation for the edge version. Further, observe that the algorithm has at most p k branches. The theorem follows.
Since Edge Steiner Multicut and Restr. Node Steiner Multicut are both fixedparameter tractable on trees for the parameter k + p, it is natural to ask whether these problems admit a polynomial kernel. We answer this question negatively. Proof. It is known that Hitting Set has no polynomial kernel when parameterized by the solution size and the maximum size of any set, unless the polynomial hierarchy collapses to the third level [22, Theorem 6] . Moreover, Edge Steiner Multicut and Restr. Node Steiner Multicut on trees and Hitting Set are NP-complete. Since the reductions given in Theorem 6.2 and Theorem 6.2 are polynomial parameter transformations from Hitting Set for the parameter solution size plus maximum set size to Edge Steiner Multicut and Restr. Node Steiner Multicut, respectively, for parameter k + p, the theorem follows from Bodlaender et al. [8] .
Parameter t
We note that the result of the following theorem is actually dominated by Theorem 4.2. However, since the theorem is much simpler to prove for trees and does not rely on MSOL, we give its proof for completeness. Theorem 6.6. Edge Steiner Multicut and Restr. Node Steiner Multicut are fixedparameter tractable on trees for parameter t.
Proof. Let (G, T , k) be an instance of Edge Steiner Multicut, where G is a tree. For each T ∈ T , let G T again denote the subtree of G induced by the terminals in T . Let F = {E(G T ) | T ∈ T }. Observe that (E(G), F, k) is a "yes"-instance of Hitting Set if and only if (G, T , k) is a "yes"-instance of Edge Steiner Multicut. Recall that Hitting Set is fixed-parameter tractable parameterized by the number of sets [29] . Since |F| = t, the theorem follows.
This algorithm can be easily adapted for Restr. Node Steiner Multicut: the universe of the Hitting Set instance becomes V (G), and the family of sets becomes {V (G T )−X | T ∈ T }, where X is the set of terminal nodes.
To contrast Theorem 6.3, we prove that both Edge Steiner Multicut and Restr. Node Steiner Multicut admit a polynomial kernel on trees for parameter t + p.
Theorem 6.7. Edge Steiner Multicut admits a polynomial kernel on trees for parameter t + p.
Proof. Let (G, T , k) be an instance of Edge Steiner Multicut, where G is a tree. We describe two reduction rules.
The first reduction rule concerns leafs. Let v be a leaf of G and suppose that v is not a terminal. Let u be the neighbor of v in G. Then no minimal solution contains the edge (u, v). Hence, we may remove v without changing the feasibility of the instance. Apply this reduction rule exhaustively, until each leaf of G is a terminal.
The second reduction rule concerns nodes of degree two. Consider any triple of nodes u, v, w ∈ V (G) such that N (v) = {u, w} and v is not a terminal. Then no minimal solution selects both (u, v) and (v, w). Hence, we may remove v and connect u, w without changing the feasibility of the instance. Apply this reduction rule exhaustively, until each internal node of G is either a terminal or of degree at least three.
Observe that after applying the first reduction rule exhaustively, G has O(tp) leafs. After applying the second reduction rule, G has O(tp) internal nodes that are terminals. Further, any non-terminal internal node has degree at least three. Since the number of non-terminal internal nodes cannot exceed the number of leafs, G has O(tp) nodes in total.
Theorem 6.8. Restr. Node Steiner Multicut has a polynomial kernel on trees for parameter t + p.
Proof. Let (G, T , k) be an instance of Restr. Node Steiner Multicut, where G is a tree. We describe two reduction rules. The first reduction rule is the same as in Theorem 6.7: remove any leaf u that is not a terminal. This rule is safe, as no minimal solution contains u. Apply this reduction rule exhaustively, until each leaf of G is a terminal.
The second reduction rule is a modified version of the second reduction rule of Theorem 6.7. Consider any triple of distinct nodes (u, v, w) ∈ V (G) 3 such that N (v) = {u, w} and u and v are not a terminal. Then no minimal solution selects both u and v. Hence, we may remove v and connect u, w without changing the feasibility of the instance. Apply this reduction rule exhaustively, until each internal node of G either is a terminal, or is of degree at least three, or is of degree two and has only terminal neighbors.
Observe that after applying the first reduction rule exhaustively, G has O(tp) leafs. After applying the second reduction rule, G has O(tp) internal nodes that are terminals. Further, any non-terminal internal node of degree two has a terminal as child, and thus their number is bounded by O(tp) as well. Finally, the number of non-terminal internal nodes of degree at least three cannot exceed the number of leafs. Hence, G has O(tp) nodes in total.
Discussion
We provided a comprehensive computational complexity analysis of the Steiner Multicut problem with respect to fundamental parameters, culminating in either a fixed-parameter algorithm or a W[1]-hardness result for every combination of parameters. This way, we generalize known tractability results for special cases of Steiner Multicut, and chart the boundary of tractability for other cases. See Table 1 for a complete overview.
We leave several interesting questions for future research. A first possible extension of our work is to provide a single-exponential algorithm for Edge Steiner Multicut for the parameter k + t. The algorithm of Theorem 1.1 is at least double-exponential, because of our reliance on treewidth reduction techniques, and it would be interesting to improve on this.
A second possible extension of our work is to consider generalizations of Steiner Multicut, for example to Requirement Multicut, where each terminal set T i must be cut into r i ≥ 2 components. The approximability of this problem has been considered in several papers [50, 49, 37] . From a parameterized viewpoint, we note that all hardness results of this paper carry over to Requirement Multicut. Yet, it is an intriguing open question which of our fixed-parameter algorithms generalize to Requirement Cut.
A third possible extension is to consider directed graphs. Already Multicut is W[1]-hard in this case [48] for parameter cut size k, even on acyclic directed graphs [42] . On the other hand, Multicut is fixed-parameter tractable for the parameter k + t in directed acyclic graphs [42] . It would be interesting whether this result generalizes to Steiner Multicut. A fourth possible extension is to investigate which problems admit polynomial kernels. While we have resolved many kernelization questions in this paper, several open problems remain (see Table 2 ), in particular whether there is a polynomial kernel for the parameters k+t+p on general graphs. Answers in this research direction might shed new light on some long-standing open questions [17] on the existence of polynomial kernels for Multicut for parameter k+t (currently, only a kernel of size k O( √ t) is known [43] , and there is no kernel of size polynomial in k only [18] ).
The width of a tree decomposition (T, B) is max B∈B {|B| − 1}, and the treewidth tw(G) of G is the minimum width of all tree decompositions of G. We refer to Bodlaender [6] for some basic properties of tree decompositions.
B Tree Diagrams
We provide tree diagrams of Table 1 for each of the three versions of Steiner Multicut. The diagrams exhibit both the FPT versus W[1]-hardness/para-NP-completeness dichotomy and the polynomial-time versus NP-completeness dichotomy. To see the latter, remove all branches marked only 'param' from each of the diagrams.
In the diagrams, "T.x" refers to Theorem x, "S.x" refers to Section x, "const" means that the preceding variable is taken to be a fixed constant, "param" means that the preceding variable is taken to be a parameter, and "unb" (unbounded) means that we make no assumptions on the preceding variable. For the cases marked with a †, one has to realize that an instance with k ≥ t is always a "yes"-instance, and thus we may always assume that k < t.
