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Abstract
Haramaty and Sudan considered the problem of transmitting a message between
two people, Alice and Bob, when Alice’s and Bob’s priors on the message are
allowed to differ by at most a given factor. To find a deterministic compression
scheme for this problem, they showed that it is sufficient to obtain an upper bound
on the chromatic number of a graph, denoted U(N, s, k) for parameters N, s, k,
whose vertices are nested sequences of subsets and whose edges are between vertices
that have similar sequences of sets. In turn, there is a close relationship between
the problem of determining the chromatic number of U(N, s, k) and a local graph
coloring problem considered by Erdo˝s et al. We generalize the results of Erdo˝s et
al. by finding bounds on the chromatic numbers of graphs H and G when there is a
homomorphism φ : H → G that satisfies a nice property. We then use these results
to improve upper and lower bounds on χ(U(N, s, k)).
Keywords: graph coloring; independent system; source coding
1 Introduction
We consider the following graph coloring problem. For a positive integer N , a chain of
length f and size s is a nested sequence of sets A0 ⊆ A1 ⊆ · · ·Af ⊆ [N ] with |A0| = 1 and
|Af | = s. We denote such a chain by 〈A0, A1, . . . , Af〉; if α is the single element of A0, we
will also write 〈α,A1, . . . , Af〉. For a chain A, given by 〈A0, . . . , Af 〉, S
1(A) is defined [5]
to be the set of all chains 〈B0, . . . , Bf−1〉 such that for 0 ≤ i ≤ f − 1, Ai−1 ⊆ Bi ⊆ Ai+1,
where A−1 = ∅. Next, for a positive integer j and a positive real number x, log
(j) x
denotes the base-2 logarithm function iterated j times. Moreover, log∗ x denotes the
minimum j such that log(j) x ≤ 1. Haramaty and Sudan [5] showed that for any k, s ∈ N
the set of all chains of length 2k and size at most s can be colored with 26(s+1) · log(k)N
colors so that for chains A,A′ in this set with S1(A) ∩ S1(A′) 6= ∅ and A0 6= A
′
0, A and
A′ receive different colors. As we will show in Section 3, this result is equivalent to the
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fact that the following graph, which we denote by U(N, s, k), has a proper coloring with
26(s+1) · log(k)N colors: V (U(N, s, k)) is the set of all chains of length k and size at most
s, and
E(U(N, s, k)) = {(〈α,A1, . . . , Ak〉, 〈β,B1, . . . , Bk〉)
: α 6= β, α ∈ B1, β ∈ A1, ∀1 ≤ i ≤ k − 1 : Ai ⊆ Bi+1, Bi ⊆ Ai+1}.
In this paper we prove an upper bound on the chromatic number of U(N, s, k) that
improves the upper bound found by Haramaty and Sudan when s, k are small compared
to N , and we also prove a lower bound on the chromatic number of U(N, s, k) that greatly
improves upon previous lower bounds. Before doing so, we introduce some notation
and explain the motivation behind determining the chromatic number of the graphs
U(N, s, k).
Notation. We use the following conventions. For a chain A = 〈A0, A1, . . . , Af〉, we
let sz(A) denote the size of A, i.e. sz(A) = |Af |. For N ∈ N, we let Chain(N) denote
the set of all chains 〈A0, A1, . . . , Af〉 with f ∈ N and Af ⊂ [N ]. Given a graph G, we
let χ(G) denote the chromatic number of G, V (G) denote the set of vertices of G, E(G)
denote the set of edges of G, and for v ∈ V (G), N(v) denote the set of neighbors of v
(excluding v itself). All of our graphs have no loops; that is, for (u, v) ∈ E(G), u 6= v.
For δ ≥ 0, we let Nδ(v) denote the set of all vertices of distance at most δ from v (so
that, for instance, N(v)∪{v} = N1(v)). For sets S, T and a map f : S → T , for a subset
H ⊂ S, we let f(H) = {f(s) : s ∈ H}. For a graph G and a subset T ⊂ V (G), we let
G[T ] be the subgraph of G induced by T . We use log to denote the logarithm base 2 and
ln to denote the natural logarithm.
1.1 Motivation
The purpose in [5] of determining the chromatic number of the graphs described above
was to solve the following compression problem: for some finite universe U , suppose
that Alice is operating under the belief that a message m is chosen from U accord-
ing to the probability distribution P , and that Bob operates under the belief that m
is chosen according to the distribution Q. Both Alice and Bob know that their dis-
tributions P,Q are “close” in the sense that they know of some ∆ ≥ 0 such that
maxm∈U
(
max
(
log2
P (m)
Q(m)
, log2
Q(m)
P (m)
))
≤ ∆. The smallest such ∆ for which this inequal-
ity holds is denoted δ(P,Q). For m drawn from U according to P (written as m ∼P U),
Alice wishes to communicate m to Bob using a number of bits that is as small as possible
in expectation.
Juba et al. [6] considered a version of this question when Alice and Bob are allowed to
share common random bits, and showed that if so, they can communicate with H(P ) +
2∆+O(1) bits. Haramaty and Sudan considered this problem when Alice and Bob are not
allowed to share common random bits. To state their setup, we let P(U) be the space of
probability distributions over U ; an uncertain deterministic compression scheme is a pair
of functions E : P(U) × U → {0, 1}∗ ∪ {⊥} and D : P(U) × ({0, 1}∗ ∪ {⊥})→ U ∪ {⊥}
such that for P,Q ∈ P(U) with δ(P,Q) ≤ ∆, ∀m ∈ U , either E(P,m) =⊥ (which
happens with some small probability) or D(Q,E(P,m)) = m. In other words, with high
probability E(P,m) 6=⊥, meaning that the encoding E does not fail, and Bob can use the
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decoding function D to recover the message m. Moreover, we want the expected length
of the encoding Em∼PU |E(P,m)| to be small. If the probability that E(P,m) =⊥ is 0,
then the compression scheme is said to have no error.
The following compression scheme was introduced in [5]: if we let N = |U |, then
given P ∈ P(U), m ∈ U , let r = ⌊− log2 P (m)⌋ and f = 2⌊log
∗N⌋ − 1. We now define
a chain A of length f by setting A0 = {m} and for 1 ≤ k ≤ f , Ak = {m
′ ∈ [N ] :
| log2(1/P (m
′))− r| ≤ k∆ + 1}. Since P,Q are ∆-close, Bob knows that − log2Q(m) is
within ∆ + 1 of r, and in general, for each m′ ∈ Ak with k ≥ 1, that − log2Q(m
′) is
within (k + 1)∆ + 1 of r. Bob now constructs a chain B, given by 〈B0, . . . , Bf−1〉, such
that B0 = {w} for some w with | log2(1/Q(w)) − r| ≤ ∆ + 1, and for 1 ≤ k ≤ f − 1,
Bk = {m
′ : | log2(1/Q(m
′))− r| ≤ (k+1)∆+1}. Finally, Bob finds a chain A′ of length
f and size at most s such that B ∈ S1(A′).
As B ∈ S1(A) as well, we have that S1(A) ∩ S1(A′) 6= ∅. Hence, if the set of chains
of length f and size at most s can be colored so that for chains A,A′ in this set with
S1(A)∩S1(A′) 6= ∅ and A0 6= A
′
0, A and A
′ receive different colors, then Bob can recover
the original message m if Alice transmits the color of A (along with the integers s and
r). In particular, Bob only needs to find a chain A′ as above that has the same color as
A, and then the single element of A′0 is guaranteed to be m [5]. Therefore, to minimize
the expected length of the encoding, our goal is to color the set of such chains with as
few colors as possible subject to the coloring condition above. Recall from above that
Haramaty and Sudan showed that the set of chains of length 2k and size at most s can be
colored with at most 26(s+1) · log(k)N colors in this way. This leads to an expected length
of 2
H(P )
ǫ
+2∆ log∗N+O(1) (for an error rate of at most ǫ), which is not quite constant in N .
In order to achieve an encoding of constant size, one possibility is to reduce the number
of colors 2O(s) log(k)N to O(log(k)N) for all k ≤ log∗N − c, for some absolute constant
c. Using this upper bound for k = log∗N − c immediately gives a constant number of
colors, which corresponds to an encoding of constant size. Determining whether or not
this is possible motivates our work.
1.2 Overview of results
In Section 2, we show that the upper bound of 2O(s) · log(k)N on the chromatic number
of U(N, s, k) can be improved to 2O(2
2s) · log(2k)N . For any ǫ > 0, we can further improve
the bound to 2O(2
(1+ǫ)s) · log(2k)N for a certain subgraph of U(N, s, k) whose vertices are
chains 〈α,A1, . . . , Aδ〉 where |Ai|, 1 ≤ i ≤ δ, grows exponentially with i. To obtain these
upper bounds, we prove a result relating the chromatic numbers of graphs G,H when
there is a graph homomorphism φ : H → G:
Theorem 1. If χ(G) > 2, φ : H → G is a graph homomorphism, and r ∈ N such that
|φ(N(v))| ≤ r for each v ∈ H, then χ(H) ≤ ⌈2r log logχ(G)⌉.
Haramaty and Sudan [5] showed that in the context of Theorem 1, we have that
χ(H) ≤ 2r(r+1) logχ(G). Thus Theorem 1 is an improvement when χ(G) is large com-
pared to r. Given an arbitrary graph G, we may construct a graph H and a homomor-
phism φ as in Theorem 1 as follows: we let V (H) = {〈v, S〉}v∈V (G),S⊂N(v)∪{v},v∈S,|S|≤r+1,
and a pair (〈v, S〉, 〈u, T 〉) ∈ E(H) if and only if v ∈ T and u ∈ S and u 6= v. We will
call H the restricted neighborhood graph of G and write H = RN(G). Next, we define
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the homomorphism φ : RN(G) → G that maps 〈v, S〉 to v. It is clear that φ is indeed
a homomorphism, and moreover that |φ(N(〈v, S〉))| ≤ r for all 〈v, S〉 ∈ V (H), as each
element of φ(N(〈v, S〉)) must be in S − {v}.
In Section 4, we prove a lower bound of 2
s−2k−4
2 · log(2k)N + o(1) on the chromatic
number of U(N, s, k) as N →∞. To establish this bound, we prove a result that is similar
in nature to Theorem 1, except it provides a lower bound on χ(H) in terms of χ(G). To
state this result, we define a graph homomorphism φ : H → G to be complete if it satisfies
the following property: for any x, z ∈ V (H), if φ(z) ∈ φ(N(x)) and φ(x) ∈ φ(N(z)), then
(x, z) ∈ E(H). Then we have:
Theorem 2. Suppose φ : H → G is a complete graph homomorphism such that for any
w ∈ G and neighbors u1, . . . , ur of w, there is some v ∈ V (H) such that u1, . . . , ur ∈
φ(N(v)) and φ(v) = w. Then if χ(H) = n, we have that χ(G) ≤ 22n+2
n/2r−2
.
Together, Theorems 1 and 2 show that if φ : H → G is a complete graph homomor-
phism and r1, r2 ∈ N such that |φ(N(v))| ≤ r1 for each v ∈ V (H) and for any w ∈ G and
neighbors u1, . . . , ur2 of w, there is some v ∈ V (H) such that u1, . . . , ur2 ∈ φ(N(v)) and
φ(v) = w, then
22
χ(H)/2r1
≤ χ(G) ≤ 22χ(H)+2
χ(H)/2r2−2
. (1)
Note that we will always have r1 ≥ r2 in such a scenario.
Note that for a graph G, the homomorphism φ : RN(G) → G as described above
is complete: if 〈v, S〉, 〈u, T 〉 ∈ V (RN(G)), and φ(〈v, S〉) ∈ φ(N(〈u, T 〉)) and φ(〈u, T ) ∈
φ(N(〈v, S)), then v ∈ T and u ∈ S, but u 6= v. This clearly implies that (〈v, S〉, 〈u, T 〉) ∈
E(RN(G)). Note also that for any w ∈ G and neighbors u1, . . . , ur, then the ver-
tex 〈w, {u1, . . . , ur, w}〉 has the property that u1, . . . , ur ∈ φ(〈w, {u1, . . . , ur, w}〉) and
φ(〈w, {u1, . . . , ur, w}〉) = w. Therefore, with H = RN(G), it follows from Theorems 1
and 2 that (1) holds with r1 = r2 = r.
2 Graph Independence and Upper Bounds
Many of the results presented in this section are generalizations of analogues proven by
Erdo˝s et al. in [3], and which were discovered independently in [12]. As such, we will
make a change in notation and write U(m,R, δ) instead of U(N, s, k) to be consistent
with the notation of [3]. Erdo˝s et al. considered the following question: we say that a
graph G has a local (m,R)-coloring [3, 8, 10, 11, 12] if it has a proper coloring with m
colors that uses at most T colors in the neighborhood of each vertex (including the vertex
itself). Then given that G has a local (m,R)-coloring, how can the chromatic number of
G be bounded above? Erdo˝s et al. obtained nearly tight bounds on the answer to this
question for values of m,R in certain ranges. Many of the results presented below make
progress towards answering the following generalization of this question, which Erdo˝s et
al. also stated ([3], Definitions 4.1 and 4.2), and which was also raised by Szegedy and
Vishwanathan [12]: we say that G has a local (m,R, δ)-coloring if it has a proper coloring
with m colors that uses at most R colors in the distance-δ neighborhood Nδ(v) of each
vertex v. Then for δ > 1, by how much can the upper bound on the chromatic number
of G be improved (since if G has a local (m,R, δ) coloring, then it certainly has a local
(m,R)-coloring)?
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For a graph G, we will consider in this section collections FG of pairs (v, S) that
satisfy v ∈ V (G), S ⊂ V (G), and for each u ∈ S, (v, u) ∈ E(G). We will be particularly
interested in such collections FG that are defined as follows: for a graph H , and a graph
homomorphism φ : H → G, we define the collection of tuples FG,φ as follows:
FG,φ = {(φ(v), φ(N(v)))}v∈H .
We first make the following definition pertaining to such collections FG, which gen-
eralizes Definition 4.5 (as well as Definition 1.4) in [3], as well as an analogous definition
in [12]. In doing so, we identify the vertices in V (G) with the integers {1, 2, . . . , |V (G)|}.
Also, for a set S ⊂ V (G), we let minS = minu∈S u.
Definition 3. Consider a graph G, a collection FG as above, and n ∈ N. Then the
system of sets {Au,v}1≤u<v≤|V (G)|,(u,v)∈E ⊆ P([n]) is (G, n,FG)-independent, if, for any
(v, S) ∈ FG with v > minS,
⋂
u<v,u∈S,(u,v)∈E
Au,v −
⋃
w>v,w∈S,(v,w)∈E
Av,w 6= ∅,
and for any (v, S) ∈ FG with v < minS, we have
[n]−
⋃
w>v,w∈S,(v,w)∈E
Av,w 6= ∅.
Now we prove two lemmas which establish a link between the existence of (G, n,FG)-
independent systems and the chromatic number of graphs, which generalize Lemma 4.4
(as well as Lemma 1.2) in [3].
Lemma 4. For a graph homomorphism φ : H → G, suppose that there is a (G, n,FG,φ)-
independent system. Then χ(H) ≤ n.
Proof. Let {Au,v}1≤u<v≤|V (G)|,(u,v)∈E(G) be a (G, n,FG,φ)-independent system. Take any
vertex x ∈ V (H), and if φ(x) > min φ(N(x)) and N(x) is nonempty, define
g(x) = min


⋂
u∈φ(N(x)),u<φ(x)
Au,φ(x) −
⋃
v∈φ(N(x)),v>φ(x)
Aφ(x),v

 ,
where the set on the right hand side of the above equation is nonempty by (G, n,FG,φ)-
independence. If φ(x) < min(φ(N(x)) or N(x) is empty, then define
g(x) = min

[n]−
⋃
v∈φ(N(x)),v>φ(x)
Aφ(x),v

 .
We claim that g is a proper coloring of H . To see this, take 2 vertices x, y ∈ V (H) with
(x, y) ∈ E(H), and suppose without loss of generality that φ(x) < φ(y). The fact that
φ(x) ∈ φ(N(y)) implies that g(y) ∈ Aφ(x),φ(y). We also have that φ(y) ∈ φ(N(x)), so
g(x) 6∈ Aφ(x),φ(y), which implies that g(x) 6= g(y), as desired.
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Lemma 5. If χ(H) ≤ n, and φ : H → G is a complete graph homomorphism, then there
is a (G, n,FG,φ)-independent system.
Proof. Suppose g is a proper n-coloring of H . We define a (G, n,FG,φ)-independent
system {Au,v} as follows. For (u, v) ∈ E(G), with 1 ≤ u < v ≤ |V (G)|, we let
Au,v = {g(x) : x ∈ V (H), φ(x) = v, u ∈ φ(N(x))} .
We claim that this system is (G, n,FG,φ)-independent. For suppose not; there are two
possibilities:
1. There is some x ∈ V (H), φ(x) > minφ(N(x)), such that
⋂
u∈φ(N(x)),u<φ(x)
Au,φ(x) −
⋃
v∈φ(N(x)),v>φ(x)
Aφ(x),v = ∅.
Let ξ = g(x). We claim that
ξ ∈
⋂
u∈φ(N(x)),u<φ(x)
Au,φ(x).
To see that this is the case, note that
Au,φ(x) = {g(y) : y ∈ V (H), φ(y) = φ(x), u ∈ φ(N(y))},
so that for each u ∈ φ(N(x)) with u < φ(x), we may simply choose y = x, and
always have that u ∈ φ(N(y)). Since φ(x) > min φ(N(x)), there always exists at
least one such u.
2. There is some x ∈ V (H), φ(x) < minφ(N(x)), such that
[n]−
⋃
v∈φ(N(x)),v>φ(x)
Aφ(x),v = ∅.
Again, let ξ = g(x), so that ξ ∈ [n].
In both cases above, there must exist v > φ(x), with v ∈ φ(N(x)), such that ξ ∈
Aφ(x),v. In particular, this means that ξ = g(z), for some z ∈ V (H) with φ(z) = v
and φ(x) ∈ φ(N(z)). Since φ is complete, this immediately implies that (z, x) ∈ E(H),
which is a contradiction to the fact that both x and z are colored ξ. This completes the
proof.
Lemmas 4 and 5 immediately imply the following:
Proposition 6. If φ : H → G is a complete graph homomorphism, then χ(H) ≤ n if
and only if there exists a (G, n,FG,φ)-independent system.
From Proposition 6, in order to prove upper bounds on the chromatic number of a
graph H , we need to prove the existence of (G, n,FG,φ)-independent systems for appro-
priate choices of φ,G. To do so, we will use a result of Kleitman and Spencer [7] on the
existence of families of independent sets.
6
Definition 7 (Kleitman and Spencer, [7]). If S is an n-element set, then the k subsets
A1, . . . , Ak ⊆ S are defined to be k-independent if all 2
k intersections ∩nj=1Bj (where Bj
can be either Aj or A¯j , and where Aj and A¯j do not both appear among the Bj), are
nonempty. More generally, the m subsets A1, . . . , Am ⊆ S, for m ≥ k, are k-independent
if each k-element subset of {A1, . . . , Am} is k-independent.
Another way of stating the independence of A1, . . . , Ak is that all 2
k portions of the
Venn diagram relating A1, . . . , Ak, are nonempty. Kleitman and Spencer defined f(n, k)
to the the maximum size of a collection of a k-independent collection of subsets of an
n-element set. Their main result was:
Theorem 8 (Kleitman and Spencer, [7]). We have:
f(n, 2) =
(
n− 1
⌊n/2⌋ − 1
)
,
and there are absolute constants d1 ≥ 1, d2 so that for each fixed k ≥ 3, there is a
sufficiently large Nk, so that for all n ≥ Nk,
2d1n2
−k/k ≤ f(n, k) ≤ 2d2n2
−k
.
The proof of the lower bound for f(n, k) in [7] was probabilistic, but an explicit
construction was later found in [1]. We now use the existence of independent collections of
sets as guaranteed to exist in Theorem 8 to prove the existence of (G, n,FG)-independent
systems for appropriate choices of G,FG in Lemma 9 below. The proof of this lemma is
similar to that of Theorem 2.4 in [3].
Lemma 9. If there is an r-independent collection of k subsets of an n-element set, and
G is a graph with χ(G) = h ≤ 2k, and FG is a collection of pairs (v, S) (with v ∈ V (G),
S ⊂ V (G) and S only contains neighbors of v) where each such pair has |S| ≤ r, then
there is a (G, n,FG) independent system.
Proof. Suppose χ : G→ [h] is a proper coloring of G, and by re-ordering the vertices of
G we can assume without loss of generality that χ respects the ordering of V ; that is, for
u < v ∈ V (G), we have that χ(u) ≤ χ(v).
Next suppose that we have an n-element set Q, and subsets A1, . . . , Ak ⊆ Q that are
r-independent, for some r ≤ k. Moreover recall that h ≤ 2k. Let C = {A1, . . . , Ak}, and
suppose that {Yi : 1 ≤ i ≤ 2
k} is an enumeration of the power set P(C ) with |Yi| ≤ |Yj|
for i < j. Define the system of subsets
T = {Au,v : 1 ≤ u < v ≤ |V (G)|, (u, v) ∈ E(G)} ,
by letting Au,v ∈ Yχ(v) − Yχ(u), where we have used the fact that χ(v) > χ(u) for v > u
such that (u, v) ∈ E (so in particular, we cannot have that χ(u) = χ(v)). We are also
using the fact here that each χ(u) ≤ 2k, which follows from h ≤ 2k. We claim that the
collection T is (G, n,FG)-independent as long as for each (v, S) ∈ FG, we have |S| ≤ r.
To see this, note that for any (v, S) ∈ FG, we have that⋂
u<v,u∈S,(u,v)∈E
Au,v −
⋃
w>v,w∈S,(w,v)∈E
Av,w
= Aq1 ∩ · · · ∩Aqs ∩ A¯p1 ∩ · · · ∩ A¯pt , (2)
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for 1 ≤ q1, . . . , qs, p1, . . . , pt ≤ k, and s + t ≤ |S| ≤ r. (If v < minS, then the relevant
quantity is A¯p1 ∩ · · · ∩ A¯pt , and s = 0.) Note that each of Aq1, . . . , Aqs are equal to one
of Au,v, and that each of Ap1 , . . . , Apt are equal to one of Av,w. For any Au,v, we have
that Au,v ∈ Yχ(v), and for any Av,w we have that Av,w 6∈ Yχ(v). Therefore, we have that
Au,v 6= Av,w for all valid choice of u, w. Therefore, by r-independence of the collection
C = {A1, . . . , Ak}, we have that (2) is nonempty. This implies that T is (G, n,FG)-
independent.
Theorem 1 now follows as an immediate consequence of Lemma 9 and Theorem 8:
Proof of Theorem 1. Given φ : H → G with |φ(N(v))| ≤ r for each v ∈ H , note that
the collection FG,φ satisfies |S| ≤ r for each (v, S) ∈ FG,φ. Next, by Theorem 8, there is
an r-independent collection of 2n2
−r/r subsets of an n-element set. Therefore, by Lemma
9, as long as χ(G) ≤ 22
n2−r/r
, we have that a (G, n,FG,φ)-independent system exists.
Lemma 4 then implies that χ(H) ≤ n. Note that χ(G) ≤ 22
n2−r/r
is equivalent to
n ≥ r2r log logχ(G), which implies that χ(H) ≤ ⌈r2r log logχ(G)⌉.
2.1 Chain graphs: basic facts
Before deriving our upper bounds on χ(U(m,R, δ)) for various choices of m,R, δ, we first
establish some basic facts about the chain graphs U(m,R, δ). The first result, Proposition
10 below, explains how the result of Haramaty and Sudan [5] implies an upper bound
on χ(U(m,R, δ)) (which is weaker than ours). Haramaty and Sudan [5] showed that
for m,R, δ ∈ N, the set V (U(m,R, 2δ)) can be colored with at most 26(R+1) log(δ)m
colors, such that for any two chains A = 〈α, . . . , A2δ〉,B = 〈β, . . . , B2δ〉 in this set, if
S1(A) ∩ S1(B) 6= ∅ and α 6= β, then A and B are colored by different colors. By
Proposition 10, this implies that there is a proper vertex coloring of the graph U(m,R, δ)
with at most 2(6(R+1)) · log(δ)m colors.
Proposition 10. Let R, δ, c ∈ N. Then the following two statements are equivalent:
1. There exists a c-coloring of the set of all chains in Chain(m) that have size at most
s and length 2δ such that for any two chains A = 〈α, . . . , A2δ〉,B = 〈β, . . . , B2δ〉 in
this set, if S1(A) ∩ S1(B) 6= ∅ and α 6= β, then A and B are colored by different
colors.
2. There is a proper c-coloring of U(m,R, δ).
Proof. We first suppose that (1) is true, and construct a proper c-coloring of U(m,R, δ).
In particular, for any vertex, say A = 〈α,A1, . . . , Aδ〉, we may give it the color of
〈α,A1, A1, A2, A2, . . . , Aδ, Aδ〉, which is a chain of length 2δ and size at most R. To
see that this is a proper coloring, consider an edge (〈α,A1, . . . , Aδ〉, 〈β,B1, . . . , Bδ〉) of
U(m,R, δ). Then
〈α, {α} ∪ {β}, A1 ∪ B1, A1 ∪ B1, . . . , Aδ−1 ∪ Bδ−1, Aδ−1 ∪ Bδ−1〉
∈ S1(〈α,A1, A1, A2, A2, . . . , Aδ, Aδ〉) ∩ S
1(〈β,B1, B1, B2, B2, . . . , Bδ, Bδ〉).
Since also α 6= β, by the definition of the coloring in statement (1), it follows that
〈α,A1, . . . , Aδ〉 and 〈β,B1, . . . , Bδ〉 receive different colors.
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Next suppose that we are given a proper c-coloring of U(m,R, δ). For each chain A =
〈α,A1, . . . , A2δ〉 of size at most R and length 2δ, we giveA the color of 〈α,A2, A4, . . . , A2δ〉
∈ V (U(m,R, δ)). To see that this coloring satisfies the condition in (1), suppose that
for chains A = 〈α,A1, . . . , A2δ〉 and B = 〈β,B1, . . . , B2δ〉 of length 2δ and size at most
R, the chain C = 〈γ, C1, . . . , C2δ−1〉 ∈ S
1(A) ∩ S1(B) and α 6= β. Then α ∈ C1 ⊆ B2,
β ∈ C1 ⊆ A2, and for 1 ≤ i ≤ δ−1, A2i ⊆ C2i+1 ⊆ B2(i+1) and B2i ⊆ C2i+1 ⊆ A2(i+1). This
implies that 〈α,A2, . . . , A2δ〉 and 〈β,B2, . . . , B2δ〉 are adjacent in the graph U(m,R, δ),
which implies that A and B indeed receive different colors this way.
Our goal is to determine if it is possible to obtain some kind of bound on χ(U(m,R, δ))
that improves the bound χ(U(m,R, δ)) ≤ 2O(R) · log(δ)m from [5]. To do so, we will use
Theorems 1 and 2 to reason about χ(U(m,R, δ)); first, though, we must establish an
appropriate graph homomorphism φ used in those theorems.
We define the map φ : V (U(m,R, δ))→ V (U(m,R, δ − 1)) by
φ(〈α,A1, . . . , Aδ〉) = 〈α,A1, . . . , Aδ−1〉. (3)
It is immediate that φ is a graph homomorphism. It is also complete:
Lemma 11. For any choice of m,R, δ, the graph homomorphism φ defined in (3) is
complete.
Proof. Consider any chains A,B ∈ V (W (m, σ, δ)), and suppose that φ(A) ∈ φ(N(B))
and φ(B) ∈ φ(N(A)). Let us write A = 〈α,A1, . . . , Aδ〉 and B = 〈β,B1, . . . , Bδ〉. Since
φ(A) ∈ φ(N(B)), we have that for some C = 〈γ, C1, . . . , Cδ〉 ∈ N(B), φ(A) = φ(C). In
particular, this means that α = γ and Ai = Ci for 1 ≤ i ≤ δ − 1. Since C ∈ N(B), it
follows that α ∈ B1, β ∈ A1, and for 1 ≤ i ≤ δ − 2, Ai ⊆ Bi+1 and Bi ⊆ Ai+1. This also
gives us that Aδ−1 ⊆ Bδ. In a symmetric manner, since φ(B) ∈ φ(N(A)), we have that
Bδ−1 ⊆ Aδ. This implies that (A,B) ∈ E(W (m, σ, δ)).
The next lemma states that completeness respects restrictions to induced subgraphs.
It will be useful when we prove lower bounds on the chromatic number of induced sub-
graphs of U(m,R, δ) in Section 4. Given a graph homomorphism φ : H → G and an
induced subgraph H ′ of H , we will denote the restriction of φ to H ′ by φH′ : H
′ → G.
Moreover, in the proof of the below lemma, for a vertex x ∈ V (H), we denote by NH(x)
the neighborhood of x in H and by NH′(x) the neighborhood of x in H
′.
Lemma 12. Suppose that G,H are graphs and H ′ is an induced subgraph of H. Suppose
that φ : H → G is a complete graph homomorphism. Then the restriction φH′ : H
′ → G
is also complete.
Proof. Consider vertices x, z ∈ V (H ′) such that φH′(x) ∈ φH′(NH′(z)) and φH′(z) ∈
φH′(NH′(x)). Our aim is to show that (x, z) ∈ E(H
′). Since NH′(x) ⊆ NH(x) and
NH′(z) ⊆ NH(z), it follows that φ(x) ∈ φ(NH(z)) and φ(z) ∈ φ(NH(x)). Since φ is
complete, we have (x, z) ∈ E(H) as a consequence. Since H ′ is an induced subgraph and
(x, z) ∈ E(H ′), it follows that (x, z) ∈ E(H ′), as desired.
9
3 Upper bound on chromatic number of chain graphs
Now we use the results in the previous section to derive an upper bound on the chromatic
number of U(m,R, δ), as well as an improved upper bound on a subgraph of U(m,R, δ)
whose vertices are chains that grow exponentially in size (here recall that m,R, δ ∈ N,
where m denotes the size of the universe, R denotes that maximum size of the chains,
and δ denotes the length of the chains). We begin with a small lemma that allows us to
bound the “r” parameter in Theorem 1.
Lemma 13. For A ∈ V (U(m,R, δ)), we have that |φ(N(A))| ≤ 22·sz(A) ≤ 22R.
Proof. Write A = 〈α,A1, . . . , Aδ〉, and consider any 〈β,B1, . . . , Bδ〉 ∈ φ(N(A)). We must
have β ∈ A1, α ∈ B1, B1 ⊆ A2, and Ai−1 ⊆ Bi ⊆ Ai+1 for 2 ≤ i ≤ δ − 1, so the number
of choices for 〈β,B1, . . . , Bδ−1〉 is at most
|A1| · 2
|A2|−1 · 2|A3|−|A1| · 2|A4|−|A2| · · ·2|Aδ|−|Aδ−2|
≤ 2|A1|+···+|Aδ|−(|A1|+|A2|+···+|Aδ−2|)
≤ 22·|Aδ| = 22·sz(A).
When R≪ m, Theorem 14 improves the bound χ(U(m,R, δ)) ≤ 2O(R) · log(δ)m of [5]
to χ(U(m,R, δ)) ≤ 2O(2
2R) · log(2δ)m.
Theorem 14. If log(2δ−2)m ≥ 22
2+2R
, then χ(U(m,R, δ)) ≤ 22
2+2R
· log(2δ)m.
Proof. We use induction on δ. For the base case δ = 0, we have that U(m,R, δ) = Km,
the complete graph on m vertices. Then χ(Km) = m = log
(0)m.
Now suppose the result is true for δ − 1. Let G = U(m,R, δ − 1), so that χ(G) ≤
22
2+2R
· log(2δ−2)m. Let H = U(m,R, δ). Consider the graph homomorphism φ : H → G
defined in (3), which is complete by Lemma 11. Now consider any (v, S) ∈ FG,φ (recall
that FG,φ is the set of all pairs (φ(A), φ(N(A))), where A ∈ V (U(m,R, δ))). By Lemma
13, we have that |S| ≤ 22R. By Theorem 1, we have that
χ(U(m,R, δ)) ≤ ⌈22R22
2R
log logχ(U(m,R, δ − 1))⌉.
Since 22
2+2R
≤ log(2δ−2)m, the above equation implies that
χ(U(m,R, δ)) ≤
⌈
22R22
2R
(1 + log(2δ)m)
⌉
≤ 22+2R22
2R
log(2δ)m ≤ 22
2+2R
log(2δ)m.
We will occasionally write the upper bound in Theorem 14 as χ(U(m,R, δ)) ≤
22
2+2R
log(2δ)m + o(1) (as m → ∞) since for fixed R, δ, the upper bound holds for suffi-
ciently large m.
Next we explain how to improve the upper exponent in the upper bound of Theorem
14 from 2 + 2R to to 2 + R · r
r−1
for a particular subgraph of U(m,R, δ) defined by
a parameter r. In particular, given r,m, σ, δ ∈ N with r ≥ 2, we define the graph
Wr(m, σ, δ) as follows:
V = {〈α,A1, . . . , Aδ〉 : α ∈ A1 ⊂ A2 ⊂ · · · ⊂ Aδ ⊂ [m], ∀1 ≤ i ≤ δ, |Ai| = r
i−1 · rσ},
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Graph
Vertex growth
condition
χ upper bound χ lower bound
U(m,R, δ) |Aδ| ≤ R 22
2+2R
log(2δ)m+o(1) 2
R−2δ−4
2 log(2δ)m+ o(1)
Wr(m, σ, δ) |Ai| = r
σ+i−1, 1 ≤ i ≤ δ 22
2+rσ+δ−2(r+1)
log(2δ)m
2
rσ+δ−2(r−1)−5
2 log(2δ)m+
o(1)
Y (m, δ) |Ai| = 2i+ 1, 1 ≤ i ≤ δ 22
2+2(2δ+1)
log(2δ)m log(2δ)m
Z(m,R, δ)
|Ai| = 2i+ 1,
1 ≤ i ≤ δ − 1, |Aδ| = R
22
2+2R
log(2δ)m+o(1) 2
R−2δ−4
2 log(2δ)m+ o(1)
Table 1: Summary of chain graphs considered in this paper. In the second column
(“Vertex growth condition”) a typical vertex of any of these graphs is denoted by
〈α,A1, . . . , Aδ〉, with α ∈ A1 ⊆ · · · ⊆ Aδ ⊆ [m]. In some cells, the best known known
upper or lower bounds are determined by subgraph relations (for instance, Y (m, δ) is a
subgraph of U(m, 2δ + 1, δ), so χ(Y (m, δ)) ≤ χ(U(m, 2δ + 1, δ))).
and
E = {(〈α,A1, . . . , Aδ〉, 〈β,B1, . . . , Bδ〉) :
α 6= β, α ∈ B1, β ∈ A1, ∀1 ≤ i ≤ δ − 1 : Ai ⊆ Bi+1, Bi ⊆ Ai+1}. (4)
We refer the reader to Table 1 for a summary of the chain graphs considered in this paper,
including Wr(m, σ, δ). Note that for any vertex (chain) A ∈ V (Wr(m, σ, δ)), we have that
sz(A) = rσ+δ−1, so Wr(m, σ, δ) is an induced subgraph of U(m, r
σ+δ−1, δ). Therefore, by
Theorem 14, we have that χ(Wr(m, σ, δ)) ≤ 2
22+2r
σ+δ−1
· log(2δ)m for sufficiently large m.
In Theorem 15, we prove that we can improve the upper bound to 22
2+ r+1r ·r
σ+δ−1
.
Theorem 15. For r, σ, δ,m ∈ N with r ≥ 2 and log(2δ)m ≥ 1, we have χ(Wr(m, σ, δ)) ≤
22
2+rσ+δ−2(r+1)
· log(2δ)m.
The proof of Theorem 15 is very similar to that of Theorem 14, except it uses the
exponential growth of the chains in V (Wr(m, σ, δ)), and can be found in Appendix A.
4 Lower bounds
In this section we prove lower bounds on the chromatic number of U(m,R, δ) by estab-
lishing lower bounds on the chromatic number of certain induced subgraphs of U(m,R, δ).
The key ingredient to doing so is Theorem 2, which we prove first. We state it below in
a slightly different form:
Theorem 16. Suppose φ : H → G is a complete graph homomorphism such that for any
w ∈ G and neighbors u1, . . . , ur of w, there is some (w, S) ∈ FG,φ such that u1, . . . , ur ∈ S.
Then if χ(H) ≤ n, we have that χ(G) ≤ 22n+2
n/2r−2
.
The proof of Theorem 16 (equivalently, Theorem 2) is similar to the proof of Theorem
2.3 in [3]. The bulk of this proof is contained in Lemma 17.
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Lemma 17. Suppose G is a graph and FG is a collection of pairs (v, S) (where v ∈ V (G)
and S ⊂ V (G)) such that for any v ∈ G and neighbors u1, . . . , ur of v, there is some
(v, S) ∈ FG,φ such that u1, . . . , ur ∈ S. Also suppose that a (G, n,FG)-independent
system exists. Then there is a partition of V (G) into n′ + 1 ≤ 2n−1 + 1 sets, say
T1, T2, . . . , Tn′, Tn′+1, and collections FG[T1], . . . ,FG[Tn′ ] such that:
1. Tn′+1 is an independent set in G.
2. For 1 ≤ i ≤ n′, there is a (G[Ti], ⌊n/2⌋,FG[Ti])-independent system.
3. For each 1 ≤ i ≤ n′, for any v ∈ Ti, and neighbors u1, . . . , ur−1 in G[Ti], there is
some (v, S) ∈ FG[Ti] such that u1, . . . , ur−1 ∈ S.
Proof. Associating V (G) with {1, . . . , |V (G)|}, let us denote a (G, n,FG)-independent
system by {Au,v : 1 ≤ u < v ≤ |V (G)|, u, v ∈ V (G)}. For v ∈ V (G), and A ⊂ [n] with
|A| ≤ ⌊n/2⌋, define v to be of type A if one of the statements below holds:
1. There exists u < v with Au,v = A, or
2. There exists w > v with Av,w = [n]− A.
Note that for any vertices u < v with (u, v) ∈ E(G), either v is of type Au,v or u is of type
[n]−Au,v, where the former holds if |Au,v| ≤ ⌊n/2⌋, and the latter holds if |Au,v| ≥ ⌈n/2⌉.
Therefore, if v is not of type A for any A, then each of its neighbors is of type A for some
A, meaning that the set of vertices that are not of type A for any A form an independent
set in G; let this set be Tn′+1. The number of sets A ⊂ [n] with |A| ≤ ⌊n/2⌋ is at most
2n−1, meaning that if we index such sets by A1, A2, . . . , An′ with n
′ ≤ 2n−1 we may let Ti
be the set of all vertices of type Ai (if a vertex is of type A for more than 1 set A, we
pick A arbitrarily).
We next define the collections FG[Ti] as follows. Consider any pair (v, S) ∈ FG that
has the property that v ∈ Ti for some i. There now is either some uv < v such that
Auv,v = Ai or some uv > v such that Av,uv = [n] − Ai. We will now include the pair
(v, S ∩ Ti) in FG[Ti] if and only if uv ∈ S. In other words, we have
FG[Ti] = {(v, S ∩ Ti) : (v, S) ∈ FG, v ∈ Ti, uv ∈ S} .
Next, for 1 ≤ i ≤ n′, consider the collection FG[Ti], and pick any v ∈ Ti. Now consider
any neighbors u1, . . . , ur−1 of v in G[Ti]. Since v and uv are neighbors, we know that there
exists some (v, S) ∈ FG such that u1, . . . , ur−1, uv ∈ S. Therefore, letting Sˆ = S ∩ Ti, we
have that (v, Sˆ) ∈ FG[Ti] and that u1, . . . , ur−1 ∈ Sˆ.
Finally, we claim that for each 1 ≤ i ≤ n′ the system
{Au,v ∩Ai : 1 ≤ u < v ≤ |V (G)|, u ∈ Ti, v ∈ Ti}
is (G[Ti], ⌊n/2⌋,FG[Ti])-independent. To see this consider any (v, S) ∈ FG[Ti]. We wish to
show that
 ⋂
u<v,u∈S,(u,v)∈E(G[Ti])
Au,v ∩ Ai

−

 ⋃
w>v,w∈S,(v,w)∈E(G[Ti])
Av,w ∩Ai

 6= ∅ (5)
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if v > minS, and that
Ai −

 ⋃
w>v,w∈S,(v,w)∈E(G[Ti])
Av,w ∩Ai

 6= ∅ (6)
otherwise. We must consider two cases:
1. There is u < v such that Au,v = Ai. By construction of FG[Ti], there is some S
′
with S ∪ {u} ⊂ S ′ such that (v, S ′) ∈ FG. If v > minS, then (5) is satisfied by
(G, n,FG)-independence of {Au,v}, as Ai will be one of the terms in the intersection
in the definition of (G, n,FG)-independence and v > u ≥ minS
′. If v < minS,
then (6) is satisfied since u < v and thus Ai is again one term in the intersection in
the definition of (G, n,FG)-independence.
2. There is w > v such that Av,w = [n]− Ai. By construction of FG[Ti], there is some
S ′ with S ∪{w} ⊂ S ′ such that (v, S ′) ∈ FG. If v > minS, then v > minS
′ as well,
so (5) is satisfied by (G, n,FG)-independence of {Au,v}, as [n] − Ai will be one of
the terms in the union in the definition of (G, n,FG)-independence. If v < minS,
then regardless of whether v < minS ′, (6) is satisfied since again [n]−Ai is one of
the terms in the union in the definition of (G, n,FG)-independence.
We have shown that each of (1), (2), (3) in the statement of the lemma hold.
Now we prove Theorem 16.
Proof. Let us associate V (G) with the set {1, 2, . . . , |V (G)|}. By Proposition 6 we have
that there is a (G, n,FG,φ)-independent system.
We now use induction on r and n to prove the following claim:
Claim 18. Suppose there exists a (G, n,FG)-independent system such that for any set
of r neighbors {u1, . . . , ur} of any vertex v ∈ V (G), there is some (v, S) ∈ FG with
{u1, . . . , ur} ⊆ S. Then χ(G) ≤ 2
2n+2n/2
r−2
.
We first prove the base case r = 2. Let a (G, n,FG,φ)-independent system be denoted
{Au,v}1≤u<v≤|V (G)|. We now color G by giving v ∈ V (G) the set Bv := {Au,v}u∈N(v),u<v
as the color of v. In particular, the color of v is a set of sets, each of which is a subset of
[n], meaning that the total number of colors is 22
n
≤ 22n+2
n/22−2
. We claim that this gives
a proper coloring of G. To see this, consider any edge (v, w) ∈ E(G), such that v < w.
If there is no u < v with (u, v) ∈ E(G), then Bv is the empty set, whereas Bw at least
contains Av,w, so certainly Bv 6= Bw. Also, note that for any u < v with (u, v) ∈ E(G),
we have that (v, {u, w}) ∈ FG, meaning that Au,v − Av,w 6= ∅. Therefore, Av,w does not
contain any element in Bv as a subset, so in particular Bv cannot contain Av,w. However,
Bw does contain Av,w, meaning that Bv and Bw are distinct, as desired.
Now assume that for all r < r0 and n < n0, Claim 18 holds. Suppose that there
is a (G, n0,FG)-independent system, where FG is such that for any set of r0 neighbors
{u1, . . . , ur0} of any vertex v, there is some (v, S) ∈ FG with {u1, . . . , ur0} ⊆ S. By
Lemma 17, we may partition V (G) into sets T1, . . . , Tn′, Tn′+1, with n
′ ≤ 2n0−1, and such
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that properties (1) – (3) in the lemma are satisfied. By the inductive hypothesis and
conditions (2) and (3) of Lemma 17, we have that for 1 ≤ i ≤ n′,
χ(G[Ti]) ≤ 2
n0+2
⌊
n0
2 ⌋/2
r0−3
≤ 2n0+2
n0/2
r0−2
.
By condition (1) in Lemma 17, we have that χ(G[Tn′+1]) = 1. Therefore, we may color
the vertices of G by the product coloring of the unique i such that any v ∈ Ti and the
coloring of G[Ti], which gives:
χ(G) ≤ 1 + n′ · 2n0+2
n0/2
r0−2
≤ 22n0+2
n0/2
r0−2
,
where we have also used that only one color is needed for Tn′+1. This gives the desired
result.
For any fixed r, the function n 7→ 22n+2
n/2r−2
is a strictly increasing continuous func-
tion of n for n ∈ R+, so for any m ∈ R+ with m ≥ 2, there is a unique n with
m = 22n+2
n/2r−2
. Therefore, we may define Pr(m) to be the inverse of the function
n 7→ 22n+2
n/2r−2
for n ∈ R+. The next two lemmas establish an asymptotic form for
Pr(m) which will be useful in applying Theorem 16.
We let W : R+ → R+ be the Lambert W-function, defined as the inverse of the
function f(x) = xex. (In particular, we are letting W denote the principal branch of the
Lambert W-function, restricted to the positive reals.) Then we have the following:
Lemma 19. If m = 22n+2
n/2r−2
, then
n =
2 lnm− 2rW(21−rm2
1−r
ln 2)
4 ln 2
.
Proof. Define nˆ = 2 lnm−2
rW(21−rm2
1−r
ln 2)
4 ln 2
. Our goal is to show that nˆ = n. Note that
2nˆ = exp
(
lnm
2
− 2r−2W(21−rm2
1−r
ln 2)
)
= m1/2 · exp(−2r−2W(21−rm2
1−r
ln 2)),
which implies
2nˆ/2
r−2
= m1/2
r−1
· exp(−W(21−rm2
1−r
ln 2)), (7)
and
2nˆ = log2m−
2r−1
ln 2
· W(21−rm2
1−r
ln 2). (8)
Next we claim that
m1/2
r−1
· exp(−W(21−rm2
1−r
ln 2)) =
2r−1
ln 2
· W(21−rm2
1−r
ln 2), (9)
which, by definition of W, is equivalent to
m2
1−r
· ln 2
2r−1
= 21−r ·m2
1−r
· ln 2,
which is trivially true. By (7), (8), and (9), 2nˆ/2
r−2
= log2m − 2nˆ, so m = 2
2nˆ+2nˆ/2
r−2
.
Since the function n 7→ 22n+2
n/2r−2
is a strictly increasing function of n for any r, it must
be the case that nˆ = n, as desired.
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In the below lemma, recall that log denotes the base-2 logarithm while ln denotes the
natural logarithm.
Lemma 20. For a fixed r, we have that Pr(m) = 2
r−2 · log logm+ o(1) as m→∞.
Proof. By Lemma 19, we have Pr(m) =
2 lnm−2rW(21−rm2
1−r
ln 2)
4 ln 2
. It was shown in [2] that
W(x) = ln x − ln ln x + o(1) as x → ∞. For fixed r, note that 21−rm2
1−r
ln 2 → ∞ as
m→∞. Therefore,
4 ln 2 · Pr(m)
= 2 lnm− 2r
(
ln
(
21−rm2
1−r
ln 2
)
− ln ln
(
21−rm2
1−r
ln 2
)
+ o(1)
)
= 2 lnm− 2r
(
(1− r) ln 2 + 21−r lnm+ ln ln 2
− ln
(
(1− r) ln 2 + 21−r lnm+ ln ln 2
)
+ o(1)
)
= 2r(r − 1) ln 2− 2r ln ln 2 + o(1) + 2r ln((1− r) ln 2 + 21−r lnm+ ln ln 2)
= 2r(r − 1) ln 2− 2r ln ln 2 + 2r(1− r) ln 2 + 2r ln lnm+ o(1) (10)
= 2r ln lnm− 2r ln ln 2 + o(1)
= 2r ln logm+ o(1).
To arrive at equality (10) we have used that ln(21−r lnm + (1 − r) ln 2 + ln ln 2) =
ln(21−r lnm) + o(1) as m → ∞. From the above chain of equalities we then get that
Pr(m) = 2
r−2 ln logm
ln 2
+ o(1) = 2r−2 log logm+ o(1), as desired.
Using the previous results we next derive a lower bound on the chromatic number of
U(m,R, δ) as well as of the subgraphs Wr(m, σ, δ) considered in the previous section. To
do this we define two more families of graphs, denoted by Y (m, δ) and Z(m,R, δ) (see
also Table 1). Vertices of the graph Y (m, δ) are chains that grow arithmetically in size; in
particular for m, δ ∈ N, we define Y (m, δ) to be the subgraph of U(m, 2δ + 1, δ) induced
by the set of vertices:
V (Y (m, δ)) := {〈α,A1, . . . , Aδ〉 : α ∈ A1 ⊂ · · · ⊂ Aδ ⊂ [m], ∀1 ≤ i ≤ δ, |Ai| = 2i+ 1}.
Next, if moreover R ≥ 2δ + 1 we define Z(m,R, δ) to be the subgraph of U(m,R, δ)
induced by the set of vertices:
V (Z(m,R, δ)) =
{
〈α,A1, . . . , Aδ〉 :
α ∈ A1 ⊂ · · · ⊂ Aδ ⊂ [m], |Aδ| = R,
∀1 ≤ i ≤ δ − 1, |Ai| = 2i+ 1
}
.
By restriction to Z(m,R, δ), (3) defines a graph homomorphism φ : Z(m,R, δ)→
Y (m, δ − 1). By Lemmas 11 and 12, φ is complete.
We will derive a lower bound on χ(Z(m,R, δ)), which will then imply lower bounds
on χ(U(m,R, δ)) and χ(Wr(m, σ, δ)), for appropriate choices of r, σ. We will need a few
basic facts to do so. The following theorem gives a lower bound on the chromatic number
of Y (m, δ):
Theorem 21 ([9], Theorem 2.1). For all m, δ with log(2δ)m ≥ 1, χ(Y (m, δ)) ≥ log(2δ)m.
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Essentially equivalent statements of the above theorem can also be found in Theorem
2.7 of [5] and Theorem 7 of [4].
The next lemma states a key property of the map φ : Z(m,R, δ)→ Y (m, δ − 1) that
allows us to apply Theorem 16.
Lemma 22. For any m,R, δ with R ≥ 2δ + 1, the homomorphism φ : Z(m,R, δ) →
Y (m, δ − 1) satisfies the following property for r ∈ N with r ≤ R−(2δ−1)
2
. For any chains
A,B(1), . . . ,B(r) ∈ V (Y (m, δ − 1)), such that (A,B(i)) ∈ E(Y (m, δ − 1)) for 1 ≤ i ≤ r,
there exists a pair (A, S) ∈ FY (m,δ−1),φ such that for 1 ≤ i ≤ r, B
(i) ∈ S.
Proof. Let us write A = 〈α,A1, . . . , Aδ−1〉 and B
(i) = 〈β(i), B
(i)
1 , . . . , B
(i)
δ−1〉 for 1 ≤ i ≤ r.
Since B
(i)
δ−2 ⊂ Aδ−1 for each i, we have that |B
(i)
δ−1\Aδ−1| ≤ 2. Define
Aδ = Aδ−1 ∪
⋃
1≤i≤r
B
(i)
δ−1\Aδ−1,
so that |Aδ| ≤ 2δ−1+2r ≤ R. If necessary, add a few arbitrary elements of [m] to Aδ so
that its size is exactly R. Now define A˜ := 〈α,A1, . . . , Aδ−1, Aδ〉 ∈ V (Z(m,R, δ)). Now
indeed each B(i) ∈ φ(N(A˜)), so we may take S = φ(N(A˜)), completing the proof.
We may now derive a lower bound on χ(Z(m,R, δ)):
Theorem 23. We have χ(Z(m,R, δ)) > 2
R−2δ−4
2 log(2δ)m+ o(1) as m→∞.
Proof. By Theorem 21, we have that χ(Y (m, δ)) ≥ log(2δ−2)m. Let us write n =
χ(Z(m,R, δ)). By Theorem 16 with r =
⌊
R−(2δ−1)
2
⌋
and Lemma 22, we have that
log(2δ−2)m ≤ χ(Y (m, δ)) ≤ 22n+2
n/2r−2
. By Lemma 20, we get that
χ(Z(m,R, δ)) ≥ 2⌊
R−2δ+1
2 ⌋−2 · log(2δ)m+ o(1),
as m→∞, as desired.
Theorem 23 implies the following: given m,R, δ, there exists a graph G (namely,
Z(m,R, δ)) with a proper coloring with m colors such that there are at most R colors in
the distance-δ neighborhood of each vertex ofG, such that χ(G) > 2
R−2δ−4
2 ·log(2δ)m+o(1).
This generalizes Theorem 2.3 in [3] and Theorem 6 in [12].
Since Z(m,R, δ) is a subgraph of U(m,R, δ), the following corollary of Theorem 23 is
immediate:
Corollary 24. We have χ(U(m,R, δ)) > 2
R−2δ−4
2 log(2δ)m+ o(1) as m→∞.
We next embed Z(m/2, R, δ) inWr(m, σ, δ) for appropriate choices of R, σ, r, allowing
us to derive a lower bound on χ(Wr(m, σ, δ)) in the below corollary.
Corollary 25. For m, r, σ, δ ∈ N with r, σ ≥ 2, we have
χ(Wr(m, σ, δ)) > 2
rσ+δ−2(r−1)−5
2 log(2δ)m+ o(1)
as m→∞.
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Proof. Fix r, σ, δ. Let r˜ = rσ+δ−1 − rσ+δ−2. For sufficiently large m, we define a graph
homomorphism ψ : Z(m/2, 2δ − 1 + r˜, δ) → Wr(m, σ, δ), as follows. First choose sets
C1 ⊆ C2 ⊆ · · · ⊆ Cδ−1 ⊆ {m/2 + 1, . . . , m} such that |Ci| = r
σ+i−1 − (2i + 1) for
1 ≤ i ≤ δ − 1. This is certainly possible for large enough m.
Now consider a chain A = 〈α,A1, . . . , Aδ〉 ∈ V (Z(m/2, 2δ−1+r˜, δ)). We map it to the
chain ψ(A) := 〈α,A1 ∪C1, A2 ∪C2, . . . , Aδ−1 ∪Cδ−1, Aδ ∪Cδ−1〉. From this construction,
as well as the fact that |Aδ ∪Cδ−1| = |Aδ−1|+ |Cδ−1|+ |Aδ\Aδ−1| = r
σ+δ−2 + r˜ = rσ+δ−1,
we have that ψ(A) ∈ V (Wr(m, σ, δ)). It is also evident from the construction that ψ is
indeed a graph homomorphism, meaning that χ(Z(m/2, 2δ− 1+ r˜, δ)) ≤ χ(Wr(m, σ, δ)).
By Theorem 23, it follows that
χ(Wr(m, σ, δ)) ≥ 2
r˜−5
2 log(2δ)(m/2) + o(1) ≥ 2
rσ+δ−2(r−1)−5
2 log(2δ)m+ o(1),
as desired.
5 Conclusion
Now we compare the necessary conditions needed on the homomorphism φ : H → G to
obtain lower (Theorem 16) and upper (Lemma 9) bounds on χ(H) if we already know
χ(G). We assume that φ is complete. The requirement in Theorem 16 is that for any
v ∈ G and neighbors u1, . . . , ur ∈ V (G) of v, there is some (v, S) ∈ FG,φ such that
u1, . . . , ur ∈ S. The requirement in Lemma 9 is that for any (v, S) ∈ FG, we have
that |S| ≤ r. Note that in the specific case where G = Km and H = U(m, r + 1, 1),
these conditions are equivalent. However, for other values of G (in particular, say G =
Z(m,R, δ)), we will have that for any (v, S) ∈ FG,φ, the size of S is much larger than the
maximum number of neighbors u1, . . . , ur of v for which there is some (v, S) ∈ FG,φ such
that u1, . . . , ur ∈ S. The difference between these two conditions creates the gap in the
bound
2
rσ+δ−2(r−1)−5
2 log(2δ)m+ om(1) ≤ χ(Wr(m, σ, δ)) ≤ 2
22+r
σ+δ−2(r+1)
· log(2δ)m (11)
on χ(Wr(m, σ, δ)), from Theorem 15 and Corollary 25, as well as the gap in the bound
2
R−2δ−4
2 log(2δ)m+ om(1) ≤ χ(U(m,R, δ)) ≤ 2
22+2R log(2δ)m+ om(1), (12)
from Theorem 14 and Corollary 24. We remark that prior to our work the best known
lower bound on χ(Wr(m, σ, δ)) and χ(U(m,R, δ)) was log
(2δ)m, though it is still of great
interest to close the gap in (11) and (12).
The lower bound of 2
R−2δ−4
2 log(2δ)m+ o(1) on χ(U(m,R, δ)) from Theorem 23 casts
doubt on the possibility that there is a constant-length encryption scheme with no error
as described in Section 1. Recall that improving the upper bound on χ(U(m,R, δ)) from
[5] by replacing the term 2O(R) by a constant (independent of R) is sufficient for finding
such a compression scheme. We have shown that it is not possible to do this for small
values of δ, whereas previously such a result was only known for the case δ = 1 [3, 12].
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A Proof of Theorem 15
Lemma 26 uses the exponential growth of the chains A ∈ V (Wr(m, σ, δ)) to obtain a
better upper bound on |φ(N(A))| than the one in Lemma 13.
Lemma 26. For A ∈ V (Wr(m, σ, δ)), we have that |φ(N(A))| ≤ 2
rσ+δ−2(r−1).
Proof. Exactly as in Lemma 13, using the fact that for all 〈β,B1, . . . , Bδ−1〉 ∈ φ(N(A)),
we must have β ∈ A1, α ∈ B1, B1 ⊆ A2, and Ai−1 ⊆ Bi ⊆ Ai+1 for 2 ≤ i ≤ δ − 1, the
number of elements in φ(N(A)) is at most
2|A1|+···+|Aδ|−(|A1|+···+|Aδ−2|) = 2r
σ+δ−2(1+r).
Note that the bound in Lemma 26 can be written as |φ(N(A))| ≤ 2sz(A)·
r+1
r which is
better than the bound |φ(N(A))| ≤ 22·sz(A) from Lemma 13.
Proof of Theorem 15. We use induction on δ. For the base case δ = 0, we have that
Wr(m, σ, δ) = Km, the complete graph on m vertices. Then clearly χ(Km) = m =
log(0)m.
Now suppose the result is true for δ − 1. Let G = Wr(m, σ, δ − 1), so that χ(G) ≤
22
2+rσ+δ−2(r+1)
·log(2δ−2)m. Let H =Wr(m, σ, δ). Next, (3) defines a graph homomorphism
φ : H → G, by restricting to the induced subgraph H = Wr(m, σ, δ) of U(m, r
σ+δ−1, δ).
By Lemma 26, for each pair (v, S) ∈ FG,φ, we have that |S| ≤ 2
rσ+δ−2(r+1).
Let ρ = 2r
σ+δ−2(r+1). By Theorem 1, we have that
χ(Wr(m, σ, δ)) ≤ ⌈ρ2
ρ · log logχ(Wr(m, σ, δ − 1))⌉.
If 22
2+rσ+δ−3(r+1)
≤ log(2δ−2)m, then the above equation implies that
χ(Wr(m, σ, δ)) ≤ ⌈ρ2
ρ(1 + log(2δ)m)⌉
≤ 22+r
σ+δ−2(r+1) · 22
rσ+δ−2(r+1)
· log(2δ)m
≤ 22
2+rσ+δ−2(r+1)
· log(2δ)m.
If 22
2+rσ+δ−3(r+1)
> log(2δ−2)m, then since the function log logn
n
is a decreasing function
of integers n for n ≥ 4, we have that
log(2δ)m
log(2δ−2)m
>
2 + rσ+δ−3(r + 1)
222+r
σ+δ−3(r+1)
,
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which implies that
log(2δ)m · 22
2+rσ+δ−2(r+1)
log(2δ−2)m · 222+r
σ+δ−3(r+1)
≥
(
2 + rσ+δ−3(r + 1)
)
· 22
2+rσ+δ−2(r+1)
(
222+r
σ+δ−3(r+1)
)2 > 1,
where the last inequality follows from 2 + rσ+δ−2(r + 1) ≥ 3 + rσ+δ−3(r + 1), so we may
use the trivial bound
χ(Wr(m, σ, δ)) ≤ χ(Wr(m, σ, δ−1)) ≤ log
(2δ−2)m·22
2+rσ+δ−3(r+1)
≤ 22
2+rσ+δ−2(r+1)
·log(2δ)m.
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