Hydraulic fracturing (fracking), using high pressures and a low viscosity fluid, allow the extraction of large quantiles of oil and gas from very low permeability shale formations. The initial production of oil and gas at depth leads to high pressures and an extensive distribution of natural fractures which reduce the pressures. With time these fractures heal, sealing the remaining oil and gas in place. High volume fracking opens the healed fractures allowing the oil and gas to flow to horizontal production wells. We model the injection process using invasion percolation. We use a 2D square lattice of bonds to model the sealed natural fractures. The bonds are assigned random strengths and the fluid, injected at a point, opens the weakest bond adjacent to the growing cluster of opened bonds. Our model exhibits burst dynamics in which the clusters extend rapidly into regions with weak bonds. We associate these bursts with the microseismic activity generated by fracking injections. A principal object of this paper is to study the role of anisotropic stress distributions. Bonds in the y-direction are assigned higher random strengths than bonds in the x-direction. We illustrate the spatial distribution of clusters and the spatial distribution of bursts (small earthquakes) for several degrees of anisotropy. The results are compared with observed distributions of microseismicity in a fracking injection. Both our bursts and the observed microseismicity satisfy Gutenberg-Richter frequencysize statistics.
Introduction to Fracking
Fracking, the common term for hydraulic fracturing, dates back to the late 1940s with the first commercial applications in 1949. The original process was a secondary recovery method designed to enhance production in reservoirs where primary recovery had decreased to the point where production was no longer economical. By injecting a high viscosity fluid at high pressures into the reservoir rock, one or two large fractures were created that extended from the borehole. Also injected were large quantities of sand which ''propped'' the generated fractures open and allowed oil and gas to flow through the fractures to the borehole. We refer to this process as low-volume or traditional fracking. Traditional fracking is applied to conventional reservoirs with high permeability, typically sandstone reservoirs. Because of the high permeability, the oil and gas can readily migrate to the generated fractures and flow to the borehole where it can be extracted.
Two developments in the 1980s allowed fracking to extract oil and gas from tight shale reservoirs where the natural formation permeability is too low for economic extraction using traditional methods. The first development was horizontal drilling. Because many formations are relatively thin and lie nearly horizontally, a vertical well can only access a limited volume of reservoir rock. By turning the well bore horizontal, using directional drilling, a single well can access a much larger volume. This reduces the cost of well drilling making the extraction more economical. The second development was ''slickwater.'' In many reservoirs the low natural matrix permeability prevents the flow of oil and gas to a well. In these reservoirs, significant flow can only occur along fractures. By injecting a low viscosity fluid at high pressure, a distributed network of fractures is generated. These fractures increase the permeability in the rock surrounding the borehole allowing oil and gas to flow to the borehole. The combination of horizontal drilling with ''slickwater'' has changed the nature of fracking to a method that can be used to extract oil and gas from tight shales.
Shales are important source rocks for oil and gas (TOURTELOT 1979; ARTHUR SAGEMAN and SAGEMAN 1994) . It is estimated that a large fraction of gas and oil has been formed in black shales during anoxic periods (ULMISHEK and KLEMME 1990; KLEMME and ULMISHEK 1991; TRABUCHO-ALEXANDRE et al. 2012) . As oil and gas develop in a shale, they generate pressures sufficient to fracture the rock (OLSON et al. 2009 ). Typical shales have extensive fracture networks and joint sets. If a shale is relatively old, there is a greater chance that the natural fractures have been sealed by the deposition of silica or carbonates (GALE et al. 2007) . Fracking seems to be effective only in tight reservoirs where the natural fractures have been sealed (KING 2012) ; examples are the Barnett Shale in Texas and the Bakken Shale in North Dakota. Large quantities of natural gas are now being extracted from the Barnett Shale, and large quantities of oil are being extracted from the Bakken Shale. Fracking appears to be ineffective in increasing the production from shales where the natural fractures are open; examples are the Antrim Shale in Michigan and the Monterey Shale in California. In both cases, production of oil and gas continues to decrease. Fracture permeability of shales allow the migration of oil and gas into overlying strata which typically have a higher permeability. In the overlying strata, the oil and gas flow into structural or stratigraphic traps. These traps are the traditional reservoirs from which the majority of oil and gas recovery has occurred.
In order to understand the process and to optimize recovery, the fracking injections are often monitored using sensitive seismometers (WARPINSKI 2013). In addition to recovery boreholes, one or two monitoring boreholes are often drilled. Sensitive seismometer arrays are placed along their lengths. The recorded microseismic data is used to determine the locations and magnitudes of the microseismic events that occur during a fracking treatment. This information can be used in real time to control the pressure, rate, and composition of the injected fluid. Because of the great depths, analysis of microseismic data is one of the primary methods used to understand the fracking process, yet only 3 % of the fracking treatments performed in 2009 were microseismically monitored (ZOBACK et al. 2010 ). An example of microseismic data recorded during a four-stage frack are shown in Fig. 1 . Anisotropy plays a large role in fracking, with stress anisotropy being common. In a reservoir, the principle stresses are often not equal. Fractures grow perpendicular to the minimum principle stress and tend to be confined to the horizontal plane because the maximum principal stress in generally vertical. The distribution of microseismicity in Fig. 1 is clearly anisotropic.
As fracking has spread to more populated areas, such as the Marcellus Shale in Pennsylvania, there has been an increase in public concern over the safety of the process. The most common concerns are the potential to generate large earthquakes and the potential to contaminate drinking water. The largest recorded earthquake from a fracking treatment had a magnitude around three (ELLSWORTH 2013), much too small to cause any significant damage. However, the waste water generated during a fracking treatment is often re-injected into deep saline aquifers. There is increasing evidence that this re-injection causes larger earthquakes (KERANEN et al. 2013) . Additionally, because the microseismicity follows a power-law (Gutenberg-Richter) frequency-magnitude distribution (MAXWELL 2011), it is impossible to rule out the Map of the epicenters of microseismicity associated with four fracks of the Barnett Shale (MAXWELL 2011). The colors correspond to the four injections and the axes are distances in meters from the monitoring well possibility of large events. It has been observed that drinking wells near fracking wells contain elevated levels of methane (OSBORN et al. 2011 ). This contamination is not likely to be the result of the fracture network extending from the borehole at depth to the near-surface freshwater aquifer. Shale layers are typically 3 to 5 km deep, whereas freshwater aquifers are on the order of 100 m deep. Fractures running several kilometers would have seismic energy releases much greater that those observed during fracking treatments. These large fractures would also be undesirable from an engineering perspective. If the fracture network extends beyond the shale layer into the overlying strata, which often has a much lower permeability, significant leak-off can occur which reduces the effectiveness of the frack. The observed contamination is likely due to poor quality or damaged cement well casings. Despite the lack of understanding of the processes and increased concern over the safety of fracking, there is very little publicly available research on fracking. This paper is part of an attempt to increase the availability of fracking research that can be used to understand the processes and risks associated with fracking.
Introduction to Percolation
Percolation theory has been used to study everything from conductivity (SEAGER and PIKE 1974) to economics (CONT and BOUCHAUD 2000) . Within geophysics, percolation theory has been used to study rock transport properties (GUEGUEN and DIENES 1989) , earthquakes (OTSUKA 1971; SAHIMI et al. (1993) , and oil production KING et al. (1999) . At its core, percolation is the study of connectivity. The classical random percolation problem is as follows: given a random lattice of sites or bonds, what fraction of those bonds must be occupied for a cluster (a group of connected sites) to span from one side of a lattice to the other. This cluster is called the spanning cluster. The minimum occupation probability for which a spanning cluster exists on an infinite lattice (percolation threshold) has been shown to be a classical critical point. Near the percolation threshold, the statistics of the clusters are governed by power-laws analogous to the critical point of the liquid-gas phase transition. For a more complete introduction to percolation theory see STAUFFER and AHARONY (1994) .
There have been many variants of this initial model (SAHIMI 1994) . The variant closest to our model is called invasion percolation (WILKINSON and WILLEMSEN 1983) and has been used to study water flooding for oil recovery. Water flooding is a secondary recovery method where water is injected into a reservoir to drive oil and gas to the production well. In practice, several injection wells are drilled along one edge of an oil field and several production wells are drilled on the opposite edge. Water is injected from the injection wells and drives oil or gas to the production wells. In their model, the sites in a lattice are assigned random numbers on the interval [0, 1). The sites along one edge are added to the perimeter of a growing cluster. The site on the perimeter with the smallest random number is invaded, and all sites adjacent to the invaded site are added to the perimeter. At each time step the site on the perimeter with the smallest random number is added to the single connected cluster. A later study involved injection from a single site with the cluster growing radially (WILKINSON and BARSONY 1984) . There are two major variants of the model, trapping and non-trapping, depending on whether the defending fluid is incompressible (trapping) or compressible (non-trapping) (KNACKSTEDT et al. 2002) . Non-trapping invasion percolation has been shown to belong to the same universality class as random percolation (KNACKSTEDT et al. 2002) . One of the properties of invasion percolation is that it displays self-organized criticality, i.e the dynamics take the system to a critical state. For a review of invasion percolation see EBRAHIMI (2010).
Despite its relative simplicity, there are many aspects of percolation theory which are still unknown or not well studied. One of those aspects, addressed in this paper, is the role of anisotropy. Anisotropy is commonly introduced by occupying bonds in the horizontal direction with one probability p h and the bonds in the vertical direction with another probability p v . The critical line for 2D bond percolation on a square lattice was determined by SYKES and ESSAM (1963) . Since that time, renormalization approaches have been used to explore anisotropic percolation both on and away from criticality (IKEDA 1979; LOBB Vol. 172, (2015) Anisotropy in Fracking 9 et al. 1981; KIM and LEE 1992) . The primary experimental work has been done in the field of material conductivity (SMITH and LOBB 1979; MENDELSON and KARIORIS 1980; BALBERG et al. 1983 ). Initially, experimental results suggested that the introduction of anisotropy would cause changes to previously universal critical exponents (BALBERG 1987) . More recent work suggests that anisotropic percolation should share universal isotropic exponents (HAN et al. 1991; CELZARD and MARÊCHÉ 2003) . The applicability of these results may be limited as our model provides a method for exploring the cross-over from one-to two-dimensional percolation. This cross-over requires a change in the critical exponents from their values in 2D. Similar cross-overs in percolation models have been studied previously (CHAME et al. 1984; SOTTA and LONG 2003) . HERRMANN et al. (1993) studied anisotropic fracture propagation using a lattice of elastic beams subject to tensional failure. Fractal branching structures were obtained, but the density of fractures were much lower than in percolation models
Model
Our model is an extension of the radial invasion model first studied by WILKINSON and BARSONY (1984) . The isotropic version of our model has been given previously (NORRIS et al. 2014) . The reservoir rock is assumed to have a network of natural fractures that have been sealed by deposition. We assume a point injection of a low viscosity fluid that breaks the seals as the fluid flows from the point of injection. We neglect the viscous pressure drop during flow and assume the fluid breaks the weakest seals as it flows through the matrix of preexisting fractures. The sealed fractures are represented by a lattice of bonds. Each bond is assumed to have a effective strength (s) which we represent with a random number. For simplicity we use a 2D square lattice of bonds.
Our justification for the applicability of the 2D model is our interest in layered sedimentary deposits that have remained nearly horizontal. In many cases, the target reservoir strata (the black shale) is relatively thin (say 100 m) and the horizontal well is drilled within this strata. We hypothesize that fractures are confined to this target strata. The anisotropy we model is due to the anisotropy of the stress field in the layer. We assume the least principal stress is in the y-direction and the intermediate principal stress is in the x-direction. Thus, the induced fractures will tend to propagate in the xdirection. Fractures tend to be oriented perpendicular to the direction of the least principal stress, the ydirection, and for this reason, horizontal wells are drilled in this direction.
In order to model the preferential fracture orientation due to the existing stress field in the rock, we assign random numbers (effective strengths) to bonds oriented in the x-direction on the interval [0, 1) and bonds oriented in the y-direction on the interval [0, a) with a [ 1. When a = 1 the model is isotropic. When a ¼ 1 the model becomes one-dimensional, with propagation only in the x-direction. Additionally, the tuning of a provides a simple way of exploring the cross-over from 2D (a = 1) to 1D (a = 0) percolation.
The variable a is a measure of the anisotropy and gives the relative likelihood of a fracture to propagate in a given direction. Thus, in a simulation with a = 2, the fracture network is twice as likely to grow in the x-direction than the y-direction. We relate this choice of anisotropy to the stresses in the rock.
We can then interpret a as being the ratio of the two principal horizontal stresses in the rock. Fluid is injected from a single site and the fracture network can grow in one of four directions as illustrated in Fig. 2a . These bonds are assigned anisotropic effective strengths as explained previously. The weakest bond (smallest s) fails and the fluid-filled fracture network grows in that direction as illustrated in Fig. 2b . The bond fails and fluid flows into the opened crack due to the pressure difference between the injected fluid and the surrounding rock. The new nearest-neighbor bonds are assigned effective strengths and the process repeats. At each time step, the weakest bond on the perimeter of the growing fracture network fails, the fluid-filled fracture network grows in that direction, and new perimeter bonds are given effective strengths. Although the effective bond strength is not assigned until the bond joins the perimeter, the bond strength does not change once assigned (quenched disorder). If at anytime, the two ends of a bond belong to the growing fracture network as shown in Fig. 2c , the bond is removed from the simulation as shown in Fig. 2d . Because the differences in fluid pressure within the fluid-filled fracture network are much smaller than the difference between the pressure in the surrounding rock, these bonds are much less likely to open and can be removed from the simulation. This bond removal step leads to a non-intersecting (loopless) fracture network. In our simulations we do not include an external boundary, and the fracture network can grow indefinitely. Typically, we grow a cluster until a specified number of bonds have been added to the cluster. This can be thought of as limiting the volume of fluid injected during the fracking treatment. We refer to the number of bonds in a cluster as the mass (M) of the cluster.
In our and other invasion percolation models, growth occurs in bursts, the failure of a relatively strong bond is followed by the failure of a series of relatively weak bonds. We previously (NORRIS et al. 2014 ) introduced a definition of a burst involving a water-level. A water-level is chosen. A burst begins when the strength of a failed bond falls below the chosen water-level. The burst continues until a failed bond's strength is greater than the chosen water-level. We refer to the number of bonds in a burst as the mass (m b ) of the burst. This definition is illustrated in Fig. 3 . By choosing a water-level just below the strength of the strongest failed bond in the fracture network, we obtain a power-law distribution of bursts (NORRIS et al. 2014) . In our and other percolation models, the strength of the strongest failed bond lies just below the percolation threshold of the lattice. This makes sense because in the absence of external constraints (stopping growth at a certain mass) the fracture network would grow to infinite size, percolating the infinite lattice. The powerlaw distribution of bursts lets us interpret bursts as the observed microseismic event generated during fracking treatments.
Results
We have performed simulations for several different values of anisotropy (a). These simulations take seconds on a desktop computer for even the largest runs, making our model ideal for exploring parameter space. Our simulations are currently memory limited due to the large number of perimeter bonds that must be stored. One of the goals of this paper is to understand how the simulated microseismic events (bursts) are related to the underlying fracture network and the role anisotropy plays in the structure of both. We will first examine the statistics of grown clusters (simulated fracture networks) and then examine the statistics of bursts. In our model, the clusters represent the connected fracture network generated during a fracking treatment. It is important to understand the properties of this network to minimize risk and optimize production. For this paper, we are primarily interested in determining how anisotropy affects cluster properties.
Images of Clusters
To get an idea of the general geometry of and variations between cluster realizations, we have generated three, relatively small (M = 10,000) clusters for two different anisotropies (a = 1 and a = 4). These clusters are shown in Fig. 4 . The five largest bursts in each cluster have been colored, while the black bonds are smaller bursts and non-bursting bonds.
The clusters become more elongated with increasing anisotropy. This is expected as large anisotropies lead to weaker bonds in the x-direction. These weaker bonds provide the most likely paths for growth. As with other percolation models, there are many regions within a cluster that are completely surrounded by the cluster. The bonds on the boundaries of these cutoff regions are relatively strong with strengths greater than approximately s = 0.5 and prevent further expansion of the cluster into the cutoff region. Bonds within the cutoff regions which are not on the boundaries can have any value of s, 0\s\1. These cutoff regions are most easily observed in simulations where a = 1. This is similar to the prevention of loops in self-avoiding random walks.
Cluster growth is often asymmetrical about the point of injection despite a homogeneous distribution of strengths. In a few cases, growth occurs in nearly in a single direction. This shows that while the distribution may be symmetrical, a single realization may not exhibit that symmetry. It also shows that even small degrees of heterogeneity in an otherwise homogeneous material can result in large-scale inhomogeneous structures.
Occupation Probability
One property of interest is the distribution of bond strengths. In the isotropic case, we found that the frequency density (f ¼ dN ds ) of bond strengths in the cluster shows a sharp cutoff near the critical point of the lattice (NORRIS et al. 2014) . We have generated a single cluster of mass M ¼ 10 7 for six different anisotropies a ¼ 1; 2; 4; 8; 16; 100 and calculated the frequency density of bond strengths as shown in Fig. 5 . As in the isotropic case, the distributions of bond strengths for all the anisotropies considered show a sharp cutoff. The cutoff moves closer to 1 as anisotropy increases. Additionally, as anisotropy increases, the distribution becomes more step-like. The critical line for 2D anisotropic bond percolation has been given previously from graph theory (SYKES and ESSAM 1963) and renormalization (AROVAS et al. 1983; CHAVES et al. 1979) . The critical line in terms of p x and p y , the occupation probability for bonds oriented in the x and y directions, is
In the isotropic case this equation gives p c ¼ p x ¼ p y ¼ 0:5. In our case, we do not have two different occupation probabilities, but a largest strength which in the isotropic case was equal to the critical occupation probability. To compare the largest strengths in the anisotropic case we rewrite Eq. 2 in terms of our anisotropic parameter a p þ
To determine whether the sharp cutoffs observed in Fig. 5 are near the critical value given in Eq. 2, we look for the largest strength in a cluster of mass M ¼ 10 7 . Because small clusters often contain strengths above the cutoff, we determine the largest bond strength after an initial transient of 10,000 bonds. The largest bond strengths as a function of inverse anisotropy are shown in Fig. 6 along with the critical curve predicted by Eq. 3. We find excellent agreement between the cutoffs and the critical values predicted by Eq. 3, indicating that the largest bond strength is near the critical occupation probability for the lattice, even with the introduction of anisotropy.
Fractal Dimension
One common measure used to distinguish between clusters of different types is the fractal dimension. To our knowledge, the fractal dimension of anisotropic percolation clusters has not been measured previously.
We follow the convention presented by BUNDE and HAVLIN (2012) and define the fractal dimension (D) as the scaling exponent between the mass of the cluster M and the radius from its center r
Because we are interested in how much the reservoir is connected to the borehole, we measure the distance r from the injection site (the borehole). In general, the borehole is not the location of the center of the mass of the cluster so different results may be obtained if distances are measured from the center of mass. To obtain good statistics, we generate 1,000 clusters of mass M ¼ 10 7 for each value of anisotropy. For each cluster we center circles of varying radii r 1 ; r 2 ; :::; r i on the injection site. For each circle we determine the mass of the cluster (number of bonds) contained within each circle M 1 ; M 2 ; :::; M i . We then take the logarithm of the radii and mass data and do a leastsquares fit of aggregate log-log data to
The average cluster mass as a function of radius along with the fit for several different anisotropies are shown on a log-log plot in Fig. 7 .
For large values of r, the cluster mass flattens out as entire clusters are contained within a circle of radius r, and the cluster begins to look more point-like. For small values of r, the discrete nature of the lattice causes variations in the masses. Because of these two factors, we look for a linear region free from both types of variation. The region used for the fit is shown in Fig. 7 . Because the region used is arbitrary, the uncertainty given is the uncertainty in the fit. We see that the fractal dimension is weakly dependent on the anisotropy parameter. The fractal dimension only differs by 0.07 between a = 1 and a = 100. Initially, we thought that we could explore the cross-over to one-dimensional percolation; however, we see that anisotropies orders of magnitudes greater than those observed in reservoirs are required to significantly alter the fractal dimension.
Burst Statistics
Having quantified the anisotropic clusters generated by our model, we now turn out attention to bursts. It is important to understand how the properties of the bursts are related to the properties of the underlying cluster. In fracking, this translates into understanding how the properties of the microseismic data are related to the underlying reactivated fracture network. Our definition of a burst requires the specification of a water-level just below the largest bond strength in the cluster. In this paper, we have shown that the largest bond strength in the cluster is near the critical occupation probability for the lattice. How close the largest bond strength is to the critical occupation probability depends on the size of the cluster. We have found that as clusters grow larger, the largest bond strength becomes asymptotically close to the critical occupation probability.
For the six clusters shown in Fig. 4 we have determined the locations and sizes of the bursts using cutoffs of 0.47 and 0.77 for a = 1 and a = 4, respectively. We have plotted these bursts in Fig. 8 . The burst markers are colored and scaled according to the size m b of the burst.
Images of Bursts
We see that the bursts and clusters cover roughly the same area and have a similar outline. This indicates that bursts are useful in determining the extent of cluster growth. This suggests that Dependence of the number of opened bonds M contained within a circle of radius r centered on the injection site on the radius r for several values of the anisotropy parameter a. The best fits of Eq. 5 to the data over the region between the vertical lines gives the fractal dimension D . 172, (2015) Anisotropy in Fracking 15 bursts could be used in real time to monitor the location and direction of cluster growth. We see that the bursts of different sizes seem to be more or less evenly distributed over the cluster, rather than larger bursts bunching in one location and small bursts bunching in another. The bursts shown are just a small sample and are meant to give a qualitative illustration of the spatial distribution of bursts.
Vol
To provide a more quantitative description of bursts, we have determined the bursts for the same set of 1,000 clusters of mass M ¼ 10 7 used to calculate the fractal dimension shown in Fig. 7 . Because these are relatively large clusters, a water-level very close to the critical occupation probability must be chosen. The critical occupation probabilities and chosen water-levels for the six anisotropies considered are given in Table 1 .
Using these values, we determine the non-cumulative burst frequency-size distribution for each realization. For each anisotropy considered, we aggregate the data. For larger bursts, the aggregate data are sparse with zero or one bursts of a given mass. In this case, it is standard treatment to bin the data (MALAMUD et al. 2004) . For each anisotropy considered, we bin the data and do a linear leastsquares fit of the log-log data to the power-law distribution
For larger anisotropies there is a rollover for small bursts. This region becomes significant for a = 16 and a = 100 and has been excluded from the fit. In Fig. 9 , we give the binned data and fit for each value of anisotropy considered.
Frequency-Size Distributions
For each anisotropy value considered, we find excellent agreement with Eq. 6. The exponent takes values near 1.46, suggesting that the slope is Table 1 For the anisotropy values a we consider, we give the critical probabilities from Eq. 3 and our water-level values unchanged by the introduction of anisotropy. The rollover observed for a = 16 and a = 100 appears to be increasing with anisotropy. As the anisotropy becomes very large, this rollover may dominate the distribution. Because this is a non-cumulative distribution, the b value for bursts generated by our model is b ¼ s À 1 and b % :46 for all anisotropies considered. This is significantly lower than the b = 2 typically reported for microseismic data MAXWELL (2011). More recent work by TAFTI et al. (2013) on injection into geothermal reservoirs has found b % 1:3. We note that while the b value of our model is significantly lower than that observed during fracking treatments, our simulation is only in two-dimensions and moving to three dimensions might significantly change the b value.
Burst Fractal Dimension
To obtain a comparison between clusters and bursts, we calculate the fractal dimension for the bursts generated using our model. To obtain the fractal dimension we use the correlation function (HIRATA et al. 1987 
where N is the total number of pairs of events and N r R\r ð Þ is the number of pairs of events whose separation is less than r. If the burst distribution is fractal, the correlation should follow a power-law
The fractal dimension D is sometimes called the correlation dimension and has been used previously to compare the fractal dimension of earthquakes to the fractal dimension of percolation clusters TAFTI et al. (2013) . Using the same realizations as before, we calculate the correlation defined in Eq. 7 for the burst hypocenters. For each realization we fit the linear region to Eq. 8. If the realization does not have a large enough linear region or has two different linear realizations, it is discarded. For the six anisotropies considered, we have calculated the mean and standard deviation of the fractal dimensions of the remaining realizations. These are given in Table 2 .
In all cases, the average fractal dimension of the bursts is less than the fractal dimension of the clusters. We also find that the difference increases with increasing anisotropy. However, for relatively small anisotropies, the variation in fractal dimension is small and might not be significant in practical applications.
Burst Anisotropy
We also want to determine how the bursts are related to the underlying anisotropy in the bond strength distribution. As a simple measure of burst anisotropy, we calculated the standard deviations s x and s y in the x and y locations of the burst hypocenters relative to the injection point. This measure gives the aspect-ratio of the spatial distribution of bursts. Using the same 1,000 realizations of M ¼ 10 7 , we aggregated the burst hypocenters and computed the means and standard deviations. In performing the averages, we found that the results did not change significantly if the bursts were weighted by their size. For simplicity, the results presented here are not weighted by burst size. Additionally, we calculated the anisotropy using a common method introduced by FAMILY et al. (1985) . This method utilizes the ratio of the eigenvalues (k 1 and k 2 ) of the gyration tensor and gives an anisotropy in the range 0 (completely anisotropic) to 1 (fully isotropic). In order to compare this measure of anisotropy to our results, we take the square root of the inverse of the anisotropy defined by FAMILY et al. (1985) .
For the simulations discussed above, we have determined the mean values of the ratio of standard deviations s x s y and the mean values of the square root of the ratio of eigenvalues ffiffiffi ffi k 2 k 1 q . These results are given in Table 3 for several values of the anisotropy Table 2 The mean and standard deviations of the burst fractal dimensions D are given for the anisotropy values a that we consider Anisotropy Burst fractal dimension (D) a = 1 1.84 ± 0.11 a = 2 1.82 ± 0.15 a = 4
1.81 ± 0.17 a = 8
1.79 ± 0.16 a = 16
1.77 ± 0.17 a = 100
1.49 ± 0.25 parameter a. The two methods give similar values which are somewhat less than the anisotropy of the strength distribution a. In Fig. 10 we give the dependence of s x s y on a. We find a good fit to a linear dependence.
Discussion
High-volume fracking allows the extraction of oil and gas from tightly sealed shale reservoirs. During the initial formations of the reservoirs, natural hydraulic fractures are generated by the high pressure associated with gas and oil generation. With time, these natural hydraulic fractures are sealed by chemical deposition. The injection of a high pressure, low viscosity fluid penetrates the formation reopening the sealed fractures. This allows the migration of oil and gas to the horizontal injection/production wells.
In order to model the injection process, we used invasion percolation. We assume a 2D square lattice of bonds. These bonds represent the preexisting array of natural fractures. Each bond is assigned a random strength and the weakest bond breaks at each time step. This represents the migration of the injected fluid through the sealed network of natural fractures. This migration occurs in bursts as the fluid enters a region of weak bonds. We associate these bursts with the microseismicity that occurs during fracking injections. A primary focus of this paper is on the role of anisotropic strengths on injection patterns.
The examples of microseismicity associated with four fracking injections into the Barnett Shale, illustrated in Fig. 1, clearly show strong anisotropy. It is of interest to compare this microseismicity with the modeled microseismicity given in Fig. 8 . The state 1 injection in Fig. 1 is similar to the a = 4 injections illustrated in Fig. 8 . Both the modeled and the observed microseismicity exhibit Gutenberg-Richter frequency magnitude statistics; however, the b values differ.
Our model certainly involves a number of serious approximations. Our model uses a two-dimensional square grid. Actual fluid injections are clearly three dimensional, but seismic observations indicate that the flow tends to be confined to a relatively narrow horizontal layer. The preexisting natural fractures that the injection reopens tend to have spacings in the range 0.1-1 m, but are only approximated by a square grid.
Our model neglects the pressure drops associated with the fluid flow. This is probably a good approximation between ''bursts'' (microseismic events), but significant pressure drops may occur during a ''burst.'' Our model also assumes that the assigned bonds strengths are uncorrelated in space, some spacial correlations may be expected in actual reservoirs.
Despite the assumptions, the geometries of the invading cluster and associated modeled microseismicity are certainly qualitatively similar to the patterns of injection indicated by observed microseismicity. As discussed in our introduction, highvolume fracking is successful only if the natural fractures are largely sealed. Unsealed fractures allow the inject fluid to flow through them without producing the distributed damage required for production. An interesting future extension of this model would include some open fractures prior to injection to quantify the problems associated with fluid leakage through these fractures. Table 3 The mean values of the ratio of the standard deviations sx sy and the mean values of the square root of the ratio of eigenvalues ffiffiffi ffi k2 k1 q are given for several values of the anisotropy parameter a Anisotropy sx sy ffiffiffi ffi k2 k1 q a = 1 0.987 0.980 a = 2 1.843 1.851 a = 4 3.526 3.527 a = 8 6.589 6.589 a = 16 12.73 12.74 a = 100 78.29 78.94
Figure 10
Dependence of the burst anisotropy sx sy on the bond strength anisotropy a. A linear correlation of the data is also shown Vol. 172, (2015) Anisotropy in Fracking 19
