We construct the first examples of families of bad Riemannian orbifolds which are isospectral with respect to the Laplacian but not isometric. In our case these are particular fixed weighted projective spaces equipped with isospectral metrics obtained by a generalization of Schüth's version of the torus method.
Introduction
An orbifold is a generalization of a smooth manifold which is in general not locally homeomorphic to an open subset of R n but to the quotient of a smooth manifold U by an effective action of a finite group Γ. A Riemannian metric is then in each orbifold chart as above given by a Γ-invariant metric on U . Given a Riemannian metric on an orbifold, it is possible to generalize the manifold Laplacian and it is well-known that in the compact setting the spectrum of the orbifold Laplacian can be written as an infinite sequence 0 = λ 0 ≤ λ 1 ≤ λ 2 ≤ λ 3 ≤ · · · ∞ of eigenvalues, each repeated according to the (finite) dimension of the corresponding eigenspace ( [9] ). The observation that the spectrum contains geometric information like dimension, volume and certain curvature integrals gave rise to the field of spectral geometry which asks about the degree to which the spectrum of the Laplacian determines the geometry of the given space.
Besides a vast theory on manifolds (cf. [16] ), the spectral geometry on orbifolds has recently received rising attention, since these provide the arguably simplest type of singular spaces, and it is still an open problem, whether a singular orbifold can be isospectral to (i.e., have the same spectrum as) a manifold (though there are some results on isotropy groups, which in a way measure the degree of singularity of an orbifold ( [27, 31, 33] ). However, all known nontrivial examples of isospectral orbifolds (also compare [4, 13, 26, 32, 35] ) are good, i.e., they can be written as the quotient of a Riemannian manifold M by a discrete subgroup Γ of the isometry group of M , and the eigenspaces on the orbifold M/Γ correspond to the Γ-invariant eigenspaces on M . Since the known constructions can be seen to never yield an isospectral pair of a manifold and a singular orbifold, the more intricate setting of bad (i.e., non-good) orbifolds deserves special attention. The isospectrality of bad orbifolds was already investigated in [1] and [17] , where large families of nonhomeomorphic weighted projective spaces with their standard metrics were shown to be pairwise nonisospectral. Weighted projective spaces are a generalization of complex projective space obtained by taking certain quotients of odd-dimensional spheres by S 1 -actions with finite stabilizers.
In this work we now use certain weighted projective spaces and special metrics based on ideas in [30] to construct isospectral metrics on bad orbifolds. Our main result is the following Theorem 4.15.
Theorem. For every n ≥ 4 and for all pairs (p, q) of coprime positive integers there are isospectral families of pairwise nonisometric metrics on the orbifold O(p, q), a weighted projected space of dimension 2n ≥ 8, which is a bad orbifold for (p, q) = (1, 1).
This theorem generalizes a result on CP n (which is the case (p, q) = (1, 1) in the theorem above) from [28] .
This paper is organized as follows: Section 2 summarizes basic notions on orbifolds and some facts from the spectral geometry of compact Riemannian orbifolds.
In Section 3 we generalize results from [30] to orbifolds. The basic idea of this so-called torus method (which, in a different form, was first used in [15] ) is that the existence of related isometric actions of a fixed torus on two Riemannian orbifolds implies under very special conditions that these two orbifolds are isospectral. We also point out how the criterion for nonisometry in [30] generalizes to the orbifold case.
In Section 4 we introduce (with n, p, q as in the theorem above) our weighted projective spaces O(p, q) = S 2n+1 /S 1 with the action given by σ(u, v) = (σ p u, σ q v) for σ ∈ S 1 ⊂ C, u ∈ C n−1 , v ∈ C 2 . We then fix n, p, q and use the results from Section 3 together with other ideas from [30] to obtain families of isospectral metrics on the orbifold O(p, q). For the impatient reader Section 4.2.2 contains an alternative isospectrality proof independent of Section 3 which also implies our main result but applies only to the case of isospectral families and hence misses some potential isospectral pairs. Eventually, in Section 4.3 we show that the resulting metrics are (under certain conditions) nonisometric, thus establishing our main theorem above. Moreover, inspired by [35] , we give isospectral metrics on quotients of our weighted projective spaces by certain finite groups in Section 4.4.
Acknowledgements. This work is a condensed version of my Ph.D. thesis at the Humboldt-Universität zu Berlin and I am indebted to my supervisor Dorothee Schüth. Without her foresight this project never would have come into being and without her unceasing guidance and curiosity it could not have been finished. I would also like to thank Emily Dryden, Alexander Engel, Luis Guijarro and the referees for helpful suggestions.
Orbifold preliminaries
The concept of an orbifold was introduced by Satake in [29] and popularized by Thurston ([36] ). We basically follow Satake's definition, also compare [6, 22, 37] for basic introductions to orbifolds. However, since there seems to be no standard reference for orbifolds from the point of view of differential geometry, we will summarize basic notions and results which are necessary for the constructions in the following sections. For an extended version of this section with detailed proofs see [38] .
2.1.
Basics. An n-dimensional orbifold chart on a topological space X is given by a tuple (U, U /Γ, π) where U is an open connected subset of the underlying space X, U is a connected n-dimensional smooth manifold and Γ is a finite group acting smoothly and effectively on U . π is a continuous map U → U which induces a homeomorphism U /Γ → U . Two n-dimensional charts (U i , U i /Γ i , π i ), i = 1, 2 on the same space X are called compatible if for every x ∈ U 1 ∩ U 2 there is an n-dimensional orbifold chart (U, U /Γ, π) on X such that x ∈ U ⊂ U 1 ∩ U 2 and there are smooth embeddings (so-called injections) λ 1 : U → U 1 , λ 2 : U → U 2 satisfying π 1 • λ 1 = π = π 2 • λ 2 . A covering of X by compatible charts is called an orbifold atlas. An orbifold is then a pair O = (X, A) of a second-countable Hausdorff space X and a maximal atlas A on X. If O is connected, the dimension of O is by definition given by the dimension of the manifolds U appearing in charts on O.
The isotropy of a point x ∈ O is the isomorphism class of the stabilizer Γx, where (U, U /Γ, π) is an arbitrary chart around x andx ∈ π −1 (x). It is not hard to show that the compatibility conditions above imply that the isotropy is well-defined. Points with trivial isotropy are called regular, nonregular points are called singular. It is well-known that in every connected orbifold O the set of regular points (which we will denote by O reg ) is a connected manifold which is open and dense in O.
A smooth map between two orbifolds O 1 , O 2 is a continuous map f : O 1 → O 2 between the underlying topological spaces such that for every
A smooth map f where the local liftsf can always be chosen to be submersions is called a submersion between orbifolds.
Let A be a not necessarily maximal atlas on an orbifold O. An (r, s)-tensor field associated with A is given by a family τ = (τ π ) π∈A , where for each chart (U, U /Γ, π) (which we also denote by π for short) in A the associated element τ π is a Γ-invariant (r, s)-tensor field on U . Moreover, τ has to satisfy the following compatibility condition: Given charts (U i , U i /Γ i , π i ), i = 1, 2, in A and x ∈ U 1 ∩ U 2 , there is a chart (U, U /Γ, π) on O (which need not be in A) satisfying x ∈ U ⊂ U 1 ∩ U 2 together with injections λ 1 , λ 2 from π into π 1 and π 2 , respectively, such that λ * 1 τ π 1 = λ * 2 τ π 2 on U . A tensor field on the maximal atlas of O is called a tensor field on O. It can be shown that a tensor field on an arbitrary atlas A on O induces a unique tensor field on O. If τ is a tensor field on O, we set τ reg := τ π for π given by
A (1, 0)-tensor field is then called a vector field on O and a (0, 2)-tensor field consisting of Riemannian metrics is a Riemannian metric on O. Given a smooth real-valued function f and a Riemannian metric on O, we denote by grad f the vector field on O given in each chart π by the gradient of f • π with respect to the given metric. Note that given vector fields X 1 , . . . , X k and a (0, k)-tensor field τ on O, we can set f π := τ π (X 1 π , . . . , X k π ) ∈ C ∞ ( U ) Γ for every chart (U, U /Γ, π) on O. Patching the f π ∈ C(U ) induced by f π together, we obtain a well-defined smooth function f on O which we will denote by τ (X 1 , . . . , X k ). Given a smooth map f : O 1 → O 2 between orbifolds and an arbitrary (0, k)-tensor field τ on O 2 , the pull-back f * τ as a (0, k)-tensor field on O 1 can be defined using the pull-backs of the components of τ via local liftsf of f . In particular, this applies to a (0, k)tensor field consisting of k-forms, which we will call k-form on O.
To integrate on a compact Riemannian orbifold we first introduce densities on orbifolds. Let O = (X, A) be an n-dimensional orbifold. In analogy to the case of n-forms, a density is given by a family µ = {µ π } π∈A , where for each chart (U, U /Γ, π) in A the associated element µ π is a Γ π -invariant density on U . Moreover, we assume that µ satisfies a compatibility condition analogous to the one for tensor fields. Given a density µ on a compact orbifold O, we can define the integral of µ over O by Given a Riemannian metric g on O, note that for every chart (U, U /Γ, π) in A the Riemannian metric g π defines the Riemannian density dvol gπ on the manifold U . The density dvol g := {dvol gπ } π∈A is called the Riemannian density on (O, g). Given a smooth function f on O, we can define the integral of f over O by
We now assume that we are given a compact connected Lie group G acting smoothly and effectively on a manifold M such that the stabilizer of every point in M is finite. Denote the canonical projection by P : M → M/G. Using foliation theory, it can be shown that under these conditions the quotient M/G carries a canonical orbifold structure whose restriction to (M/G) reg is given by the usual manifold structure on the free quotient of points in M with trivial G-stabilizers ( [22, 23] ).
The quotient map P : M → M/G becomes a submersion for this orbifold structure on M/G and the isotropy of a point in M/G is given by the G-stabilizer of an arbitrary preimage by P . The pull-back P * gives an isomorphism between (0, k)-tensor fields on the orbifold M/G and Ghorizontal G-invariant (0, k)-tensor fields on M . Moreover, given a Ginvariant Riemannian metric g on M , we can canonically identify G-invariant vector fields on M which are G-horizontal with respect to g with vector fields on M/G. This isomorphism is unique in the sense that it is the unique extension of the usual isomorphism for the manifold case given by the differential of the manifold submersion P |M G :
A Riemannian submersion is by definition a submersion f between two Riemannian orbifolds such that the local liftsf can be chosen to be Riemannian submersions with respect to the given metrics. It can be shown that in the situation of the paragraph above, given a G-invariant Riemannian metric g on M , there is a unique Riemannian metric (the so-called submersion metric) g G on M/G such that the canonical projection P : (M, g) → (M/G, g G ) becomes a Riemannian submersion.
To define fundamental vector fields on orbifolds suppose we are given a Lie group G acting smoothly and effectively on an orbifold O, denote the action by φ : G × O → O and let X ∈ T e G be an element of the Lie algebra of G. We define a vector field X * on O in the following way: Let x ∈ O. Since φ is smooth, there are charts (U, U /Γ, π) and (U , U /Γ , π ) of O over
x, an open neighbourhood W of e in G and a smooth mapφ :
. By choosing U sufficiently small around x, we can assume that h :=φ(e, ·) : U → U is an embedding. Denote the inverse U ⊃ h( U ) → U by h −1 . Now recall that we had fixed X ∈ T e G and define a vector field σ x (X) on U by σ x (X)(ỹ) := d dt |t=0 h −1 (φ(exp(tX),ỹ)), where exp denotes the Lie group exponential map. It can be shown that the vector fields {σ x (X)} x∈O satisfy the compatibiliy conditions for orbifold vector fields and hence induce a unique vector field on O which we will denote by X * and call the fundamental vector field associated with X.
2.2. The Laplace spectrum. Given a Riemannian orbifold (O, , ), it is possible to generalize the Laplace operator from the manifold case by setting ∆f (x) := ∆(f • π)(x), where x ∈ O, (U, U /Γ, π) is a chart around x, x ∈ π −1 (x), f ∈ C ∞ (O) and ∆ is the Laplace operator on the Riemannian manifold ( U , , π ). The spectrum of the Laplacian on compact orbifolds was first investigated by Donnelly ([8] ). He proved the following theorem for good orbifolds which was later generalized to arbitrary orbifolds by Chiang ([7] ), also compare [9] . 
Two compact Riemannian orbifolds O 1 and O 2 are called isospectral if spec(O 1 ) = spec(O 2 ) with multiplicities. From now on O will always denote a compact Riemannian orbifold.
We will need Green's Formula for orbifolds in its complex version. To this end given a Riemannian orbifold (O, , ), let ∆ C and grad C denote the complexifications of ∆ and grad, respectively. Moreover, let , C denote the sesquilinear extension of , to complex-valued vector fields on O. The following lemma then follows directly from the respective formula for smooth functions on manifolds with compact support. 
Note that -as in the manifold setting -this lemma implies that the eigenvalues of ∆ C are real and each eigenspace of ∆ C is just given by the complexification of the eigenspace of ∆ associated with the same eigenvalue. In particular, {φ i } i≥0 from Theorem 2.1 also gives an orthonormal basis of the space of complex-valued L 2 -functions, which we will denote by L 2 (O, , ) from now on. Next consider C ∞ (O, C) as a Pre-Hilbert-space with the sesquilinear inner product
with respect to this inner product. The Rayleigh quotient R : 
As in the manifold case it can be shown that the spectrum determines the volume, dimension and other geometric properties of an orbifold ( [10, 11] ). In order to investigate which properties are not determined by the spectrum, one needs constructions of isospectral (but nonisometric) orbifolds. There are various constructions of isospectral manifolds (see [16] for an overview), but in the next paragraph we shall briefly summarize only those which have already been generalized to get examples of isospectral singular orbifolds.
Sunada's Theorem ( [34] ) in its orbifold version by Bérard ([4] ) was the first construction of isospectral singular orbifolds and was used in [13] to give examples of isospectral plane domains and in [31] to construct arbitrarily large families of isospectral orbifolds with pairwise nonisomorphic biggest isotropy groups. Both the Sunada Theorem and an explicit formula for eigenvalues on flat orbifolds ( [21] ) can even be used to construct pairs of isospectral orbifolds in which the maximal orders of isotropy groups are different ( [27] ). More intricate generalizations of the Sunada Theorem were used in [35] and [26] to give continuous families of isospectral singular orbifolds. Besides, [32] generalized results from [19] to construct isospectral orbifold lens spaces.
However, all pairs of isospectral orbifolds above are good. More precisely, they are either of the form M/Γ 1 , M/Γ 2 with Γ i discrete subgroups of the isometry group of a Riemannian manifold M or (in the case of [35] )
compact Riemannian manifolds and each Γ i a finite subgroup of the isometry group of M i . It has been shown in [14, Proposition 3.4(ii) ] that the first type cannot give an isospectral pair of a Riemannian manifold and a singular orbifold. An analogous argument (also using the heat kernel expansion from [9] , see [35, 38] ) shows that the second type cannot yield such a pair, either.
These observations are the basis for our interest in the spectral geometry of bad orbifolds. The only obvious way to construct isospectral bad orbifolds using known constructions would be to take a pair of good isospectral orbifolds O 1 , O 2 (which can, of course, be manifolds) and a bad orbifold O. Then the Riemannian products O 1 × O and O 2 × O are isospectral bad orbifolds. However, in Section 4 we will present the first examples of isospectral bad orbifolds which cannot be written as nontrivial products.
Note that it would be pointless to apply obstructions to the isospectrality of a pair of a manifold and a singular orbifold to the examples in Section 4, since our isospectral pairs and families are always diffeomorphic by definition. Also note that such obstructions in general do not apply to the case of orbifolds with boundary as it is actually possible to construct a Dirichletisospectral pair of a singular orbifold and a manifold ( [18] ). For more results on the spectral geometry of (closed) orbifolds see [9, 11] and the references therein.
The torus method for orbifolds
In this section we generalize the so-called torus method from [30] to orbifolds. Given an orbifold metric g on O we also write g for the induced (manifold) metric on O reg and its submanifolds. Note that in the theorem below we do not assume O to be oriented and dvol g stands for the Riemannian density on (O, g). In the corresponding proof and later on we also need the following notation: Let t := T e T denote the Lie algebra of T . Setting L := ker(exp : t → T ), we observe that exp induces an isomorphism from t/L to T . We will write L * := {φ ∈ t * ; φ(x) ∈ Z ∀X ∈ L} for the dual lattice. 
For each subtorus W of T of codimension 1 set
and denote the (Hilbert) sum over all these subtori by W . We obtain the decomposition We will need the following definitions and results, which generalize [30, 1.5] to our orbifold setting.
Notations and Remarks 3.2. We now fix a torus T and use the notation t = T e T , L := ker(exp : t → T ) as above. Moreover, fix a compact connected Riemannian orbifold (O, g 0 ) and a smooth effective action of T on (O, g 0 ) by isometries and set O :
, it vanishes on all X * , X ∈ t) and T -invariant. (ii) For an admissible 1-form λ on the orbifold O denote by g λ the Riemannian metric given in each chart (U, U /Γ, π) on O by
. It is not hard to verify that this indeed defines a Riemannian orbifold metric.
Note
Since λ is horizontal, Φ λ,π is unipotent and this implies dvol g λ,π = det Φ −1 λ,π dvol g 0,π = dvol g 0,π . Since this holds for every chart π, we have dvol g λ = dvol g 0 .
Using that λ and g 0 are also T -invariant, a straightforward calculation shows z * g λ,π 2 = g λ,π 1 . (iv) Moreover, note that for every x ∈ O the metric g λ on T x O restricts to the same metric as g 0 on the vertical subspace t 
Then (O, g λ ) and (O, g λ ) are isospectral.
Proof. We shall use Theorem 3.1. So let W be a subtorus of T of codimension 1 and choose µ ∈ L * such that ker µ = T e W . Let F µ ∈ Isom(O, g 0 ) be a corresponding T -invariant isometry satisfying (3.1). We will show that F W := F µ satisfies the conditions of Theorem 3.1: Since F µ is an isometry, we have by the remarks above that F * µ dvol g λ = F * µ dvol g 0 = dvol g 0 = dvol g λ . To see that F µ induces an isometry between the manifolds ( O/W, g W λ ) and 
In this case we denote by Ψ F := c F * the automorphism of t = T e T induced by the isomorphism c F on T . Obviously, each T -preserving diffeomorphism F of O reg maps T -orbits to T -orbits. In particular, F preserves O. Moreover, it is straightforward to show F * Z = Ψ F (Z) for all Z ∈ t.
(ii) We denote by Aut T g 0 (O reg ) the group of all T -preserving diffeomorphisms of O reg which, in addition, preserve the g 0 -norm of vectors tangent to the T -orbits in O and induce an isometry of the Riemannian manifold ( O/T, g T 0 ). We denote the corresponding group of induced isometries by Aut 
Then: (i) F preserves the g 0 -norm of vectors tangent to the T -orbits in O, and it induces an isometryF of ( O/T, g T 0 ). In particular, F ∈ Aut T g 0 (O) and Ψ F ∈ D. Proof. Assume that F t ∈ Isom(O, g λ ) is a 1-parameter family of isometries commuting with T . If we can show that F t ∈ T ∀t, we know that T is maximal. Since the F t commute with T , they are T -preserving. By Lemma 3.5(i) the restrictions F t|O reg induce a 1-parameter familyF t ∈ Isom( O/T, g T 0 ), hence F t ∈ Aut T g 0 (O reg ) and Ψ Ft ∈ D ∀t. Since Ψ F 0 = Ψ Id = Id and D is discrete, we have Ψ Ft = Id for all t and hence by Lemma 3.5(iii) eachF t preserves Ω λ . By (G) this impliesF t = id for all t. Lemma 3.5 and the proposition above now imply the following proposition. Its proof is almost literally the same as that of [30, Proposition 2.4] but we include it for completeness. Note that we use the fact that the isometry group of a compact orbifold is compact ( [20] ). Proposition 3.7. Let λ, λ be admissible 1-forms on O such that Ω λ has property (G). Furthermore, assume that
Proof. Suppose that there were an isometry F : (O, g λ ) → (O, g λ ). By Proposition 3.6, T is a maximal torus in Isom(O, g λ ). Since {F •z•F −1 ; z ∈ T } also is a torus in Isom(O, g λ ) and all maximal tori are conjugate, we can assume F -after possibly combining it with an isometry of (O, g λ )to be T -preserving. But then Lemma 3.5 impliesF * Ω λ = Ψ F • Ω λ with F ∈ Aut T g 0 (O reg ) and Ψ F ∈ D, which contradicts our assumption.
Examples of isospectral bad orbifolds
As mentioned in Section 2.2, one can easily obtain examples of isospectral bad orbifolds of the form O × O 1 , O × O 2 from isospectral good orbifolds O 1 , O 2 and a bad orbifold O. However, in this section we will use the constructions from the preceding section to give genuinely new examples of isospectral bad orbifolds. More precisely, for every fixed n ≥ 4 and coprime positive integers p, q we will give isospectral pairs and even families of metrics on certain 2n-dimensional weighted projective spaces (depending on p, q). The latter turn out to be bad orbifolds for (p, q) = (1, 1).
4.1.
Our weighted projective spaces. Consider the following orbifold which is a special weighted projective space: for n ≥ 4, let S 2n+1 ⊂ C n+1 denote the standard sphere and let p, q be coprime positive integers. Let S 1 ⊂ C act smoothly on S 2n+1 by 
the points of the form (u, 0) are fixed precisely by the p-th roots of unity, the points of the form (0, v) ∈ S 2n+1 are fixed precisely by the q-th roots of unity, and the action is free in all other points. For every pair (p, q) we will construct isospectral metrics on the orbifold O = O(p, q). Note that for p = q = 1 we have O = CP n . All other orbifolds in this family are singular.
Since S 2n+1 is simply connected and S 1 is connected, the orbifold fundamental group π Orb 1 (O(p, q) ) is trivial for all p, q ([2, Proposition 1.54]) and hence the orbifolds O(p, q) for (p, q) = (1, 1) are "bad", i.e., they cannot be written as a quotient of a manifold by a properly discontinuous group action.
Throughout this section, , will always denote the canonical metric on S 2n+1 ⊂ C n+1 given by the restriction of the inner product
Besides, , will also denote the unique metric on O = S 2n+1 /S 1 with respect to which the quotient map P : S 2n+1 → S 2n+1 /S 1 becomes a Riemannian orbifold submersion. In cases where the metric is not specified, we will always assume that , is used. The metric , on O will also be denoted by g 0 .
Note that isospectral families of metrics on O(1, 1) = CP n have already been given in [28] using the manifold version of the construction in the following section. Similar methods have also led to examples of isospectral families of good orbifolds ( [35] ). For results on the spectral geometry of weighted projective spaces with their standard metric see [1] and [17] .
Remark. The results from Section 4.2 easily generalize to the case that p, q 1 , q 2 are natural numbers with greatest common divisor one and S 1 acts on S 2n+1 via σ(u, v 1 , v 2 ) := (σ p u, σ q 1 v 1 , σ q 2 v 2 ). However, the nonisometry proof (in particular, the statements from Lemma 4.12 onwards) would become considerably more complicated, and so we restricted our attention to the special case q 1 = q 2 given in (4.1).
Isospectral metrics.
In this section we will give isospectral metrics on the orbifold O = O(p, q). To this end we will apply the torus method from Section 3 to a certain action of some quotient of
In order to introduce appropriate admissible 1-forms λ, λ on O we will need the following variation of [ 
We call j and j equivalent if there is A ∈ SU (m) ∪ SU (m) • Q and Ψ ∈ E such that j Z = Aj Ψ(Z) A −1 for all Z ∈ t.
(iii) We say that j is generic if no nonzero element of su(m) commutes with both j Z 1 and j Z 2 .
Note that all properties above are stable under multiplication of both j and j with a fixed nonzero real number. We will need the following proposition which is just a simplified form of [30, Proposition 3.2.6(i)]. (i) The maps j(t) are pairwise isospectral.
(ii) For t 1 , t 2 ∈ I with t 1 = t 2 the maps j(t 1 ) and j(t 2 ) are not equivalent. (iii) All maps j(t) are generic.
Remark. Note that the proof of (ii) in [30] still holds for our slightly different definition of equivalence, since Definition 4.1(ii) still implies that tr((j 2 Z 1 + j 2 Z 2 ) 2 ) = tr((j Z 1 2 + j Z 2 2 ) 2 ).
Isospectral Pairs.
In this section we will explain how two isospectral maps j, j : R 2 → su(n − 1) (which do not necessarily have to lie in a continuous family) induce isospectral metrics on our orbifold O = O(p, q) from Section 4.1. More precisely, we will describe a construction process which associates metrics g λ , g λ on O with j, j . Consider the following action of the two-torus T := S 1 × S 1 ⊂ C 2 on S 2n+1 ⊂ C n+1 :
This action is isometric and commutes with the S 1 -action above and hence induces a smooth T -action on O. This action is not effective but induces an effective action of T := (S 1 × S 1 )/{(σ, σ); σ p-th root of untity}.
Note that the exponential map t s 1 Z 1 + s 2 Z 2 → (e is 1 , e is 2 ) ∈ T induces an isomorphism t/ L T with L := span Z {2πZ 1 , 2πZ 2 } and an isomorphism t/L T with L := span Z {2πZ 1 , 2π
With O defined as in Notations and Remarks 3.2 (with respect to our effective T -action on O = O(p, q)) we then have O = P ( S 2n+1 ).
Given a linear map j :
(as already noted in the proof of [30, 3.2.2] ). Hence κ is also S 1 -horizontal, since the vertical space in (u, v) ∈ S 2n+1 under the S 1 -action is given by the real span of (ipu, iqv). Moreover, κ is S 1 -invariant, since S 1 acts isometrically and each j Z k ∈ su(n − 1) commutes with scalars in S 1 ⊂ C.
Note that this implies that κ induces a unique R 2 -valued 1-form λ on O satisfying
Moreover, since P * commutes with d, we have dλ(P * (U 1 , V 1 ), P * (U 2 , V 2 )) = dκ((U 1 , V 1 ), (U 2 , V 2 )).
We will need the following basic observations. Proposition 4.3.
(ii) For every Z ∈ t the differential P * maps the fundamental vector field Z * | S 2n+1 ∈ V( S 2n+1 ) to the fundamental vector field Z on O. (iii) Let j : t R 2 → su(n − 1) be a linear map. Then for the t-valued 1-forms κ given in (4.3) and λ given in Proof. To apply Theorem 3.3 let µ ∈ L * ⊂ t * and set
Then since j and j are isospectral, we can choose A Z ∈ SU (n − 1) as in Definition 4.1(i) and set E µ = (A Z , Id) ∈ SU (n − 1) × SU (2) ⊂ SO(2n + 2). Then E µ is an isometry on (S 2n+1 , g 0 ) and a straightforward calculation shows that with κ, κ associated with j, j via (4.3) we have µ•κ = E * µ (µ•κ ) (compare the proof of [30, Proposition 3.2.5]).
Note that E µ is S 1 -equivariant and T = S 1 ×S 1 -equivariant, hence induces a T -equivariant isometry F µ on (O, g 0 ) and for any vector X tangent to
Since both sides of (3.1) are smooth, it is satisfied on all of O.
We will show in Section 4.3 that if j, j are not equivalent and at least one of them is generic, then (O, g λ ) and (O, g λ ) are not isometric.
Moreover, since , on S 2n+1 has constant curvature one and our quotient map P : (S 2n+1 , , ) → (O, g 0 ) is a Riemannian submersion, O'Neill's curvature formula ( [24] ) implies that after multiplying j and j with a sufficiently small positive real number we can assume that the metrics g reg λ , g reg λ on O reg are so close to g reg 0 that they have positive curvature. Therefore (O, g λ ), (O, g λ ) cannot be nontrivial Riemannian product orbifolds and they are not of the trivial form described at the beginning of Section 4.
Isospectral Families.
The isospectrality proof for the pair (O, g λ ), (O, g λ ) becomes considerably simpler if j, j belong to a continuous isospectral family j(t), t ∈ I. In this setting we can alternatively apply Theorem 3.3 (or [30, Theorem 1.6]) directly to the sphere (with , replaced by a nonstandard metric h 0 ) to deduce that the induced metrics on the quotient are isospectral. To this end we modify , in such a way that the fibres of our S 1 -action (4.1) become totally geodesic.
Use the standard metric , on S 2n+1 to define a new metric h 0 on S 2n+1 by setting for
where the superscripts v and h refer to the vertical and horizontal parts with respect to the given S 1 -action (4.1) on (S 2n+1 , , ). Note that this amounts to a smooth rescaling in the vertical directions; in particular, the horizontal spaces are the same for , and h 0 (as are the vertical spaces, of course).
Moreover, note that the action of T on S 2n+1 is still isometric with respect to h 0 . Recall from Proposition 4.3 that if j : t R 2 → su(n − 1) is a linear map then the associated t-valued 1-form κ, defined as in (4.3) is T -invariant and T -horizontal, hence admissible with respect to the T -action on S 2n+1 . For such κ define h κ (X, Y ) := h 0 (X + κ(X) * , Y + κ(Y ) * ). In analogy to [30, Proposition 3.2.5] (but now with the deformed metric h 0 instead of , ) one then has: Proposition 4.5. If j, j : t R 2 → su(n −1) are isospectral in the sense of Definition 4.1(i) and κ, κ are the corresponding t-valued 1-forms on S 2n+1 given by (4.3), then (S 2n+1 , h κ ) and (S 2n+1 , h κ ) are isospectral manifolds.
Proof. We had already recalled above how the isospectrality condition was used in [30, Proposition 3.2.5] to find for each µ ∈ L * an isometry
Note that E µ acts isometrically on (S 2n+1 , h 0 ) as well. The proposition then follows from Theorem 3.3 (or from [30, Theorem 1.6]).
Remark. Using Proposition 4.3 and the denseness of S 2n+1 in S 2n+1 , it is not hard to see that given a fixed j, the induced metric h S 1 κ on our orbifold O = S 2n+1 /S 1 coincides with the metric g λ from 3.2(ii).
With respect to the metric h 0 all regular S 1 -orbits are easily seen to have length 2π. Since κ is S 1 -horizontal, we obtain the same result with respect to h κ and hence the Riemannian manifold submersion P : ( S 2n+1 , h κ ) → ( S 2n+1 /S 1 , h S 1 κ ) has totally geodesic fibres. Together with the denseness of S 2n+1 in S 2n+1 this implies that every eigenfunction on O pulls back to an eigenfunction on S 2n+1 associated with the same eigenvalue. Since linear independence is also preserved by P * , the proposition follows.
Remark. For the spectrum in the setting of Riemannian orbifold submersions with totally geodesic fibres also compare [12] .
Finally, we obtain the following proposition, which is actually just a special case of Theorem 4.4. Proof. We write 0 = µ 0 (t) < µ 1 (t) ≤ µ 2 (t) ≤ · · · for the spectrum of (O, h S 1 κ(t) ) and note that each of these functions µ i : I → [0, ∞) is continuous (as can be seen as in the compact manifold setting using Theorem 2.3). From Proposition 4.6 in connection with Proposition 4.5 we deduce that the image of each µ i is discrete. Since I is connected, this implies that each µ i is constant.
Nonisometry.
In this section we will argue that if j, j are not equivalent and at least one of them is generic in the sense of Definition 4.1, then the corresponding metrics g λ and g λ on O = O(p, q) = S 2n+1 /S 1 are not isometric. This will be a consequence of Proposition 4.14 and the nonisometry criterion in Section 3.2. Together with the results from Subsection 4.2 we will finally obtain the main result of this paper (Theorem 4.15).
Some of the arguments below are inspired by ideas in [28] . (However, we do not use concrete results due to a mistake in [28, Remark 5.9] , compare the first step in the proof of Proposition 4.14.) Before we can use the criterion from Proposition 3.7, we need some preliminary observations. Proposition 4.14 will then be a consequence of Lemmas 4.12 and 4.13. As usual, we will use the canonical metrics and the corresponding submersion metrics unless otherwise stated.
Let T = (S 1 ) 2 act on C n−1 \ {0} × (C * ) 2 by multiplication in the last two components and consider the following isometric S 1 -actions, where σ ∈
With respect to these actions, the isometry
is S 1 -equivariant. Now recall from Section 4.2.1 that
and restrict the S 1 -equivariant isometry above to the S 1 -invariant submanifold S 2n+1 / T of (C n−1 \ {0} × (C * ) 2 )/ T . Factoring out the S 1 -actions gives an isometry
where N := {(u, a, b) ∈ C n−1 \{0}×R >0 ×R >0 ; u 2 +a 2 +b 2 = 1} ⊂ S 2n−1 . Note that the S 1 -actions above are not effective. However, the quotient of S 1 by the p-roots of unity acts freely and it is the smooth structures induced by these free actions that we refer to. Analogously, O/ T is just O/T with T = T /{(σ, σ) ∈ T ; σ p = 1} acting freely on O.
Recall from Section 3.2 that π : O → O/T denotes the quotient map. For a, b > 0 with a 2 + b 2 < 1 set For x ∈ S 2n+1 consider the diffeomorphism
and the corresponding immersion
Note that r [x] = P • r x for P : S 2n+1 → S 2n+1 /S 1 = O the canonical projection. In the following calculations we will use our convention that on O the bracket , stands for g 0 . A straightforward calculation shows:
Recall that Z 1 = (i, 0), Z 2 = (0, i) denote the standard basis of t = T (1,1) (S 1 × S 1 ) ⊂ C 2 and that for Z ∈ t the symbol Z denotes the fundamental manifold vector field associated with Z with respect to the action of T (or, equivalently, T ) on O. Moreover, note that Proposition 4.3(i) implies Z k • P = P * • Z * k = P * r · * (1,1) Z k = r 
Proof. Apply Proposition 4. Proof. (4.6) follows directly from Corollary 4.9. (4.7) then follows from (4.6).
Moreover, since T is abelian and acts by isometries, we can make the following observation. of the metric g 0 = , to T is left-invariant and associated with the inner product
We first use the formulas above to show the following lemma, from which we will need only the case a = b in the proof of Proposition 4.13. Recall from 3.4(ii) that Aut T g 0 (O reg ) is the group of all T -preserving diffeomorphisms of O reg which preserve the g 0 -norm of vectors tangent to the T -orbits in O and induce an isometry of ( O/T, g T 0 ).
Proof. For c ∈ (0, 1) set
We proceed in two steps. where the tildes denote the completions of the respective metric spaces. This extension is given by
Write π : O → O/T for the canonical projection and note that π is the unique continuous extension of π : O → O/T . Moreover, note that
ExtendF ∈ Isom( O/T ) uniquely to a metric space isometry F of O/T and note that F • π = π • F by continuity. Now set N 1 := S 2n−3 × {(0, 0)} ⊂ N . Then it is straightforward to see:
(ii) N c /S 1 is precisely the set of all points in N /S 1 which have distance arccos(c) from N 1 /S 1 .
(i) and (ii) together imply that Φ
Second step. Now let a, b > 0 with a 2 + b 2 < 1 and F ∈ Aut T g 0 (O reg ) be as in the lemma and fix [x] = [(u, v)] ∈ O a,b . Note that the area of T with respect to its standard bi-invariant metric (with {Z 1 , Z 2 } an orthonormal basis of t) is 4π 2 /p, since T t/L with L = span Z 2πZ 1 , 2π p (Z 1 + Z 2 ) . By Lemma 4.11 we conclude that the area of T [x] is given by
.
Note that since F preserves the length of vectors tangent to T -orbits by definition, we have A(T [x]) = A(F (T [x])) = A(T F ([x])
). Moreover, we had seen in the first step that O c is invariant under F . These two observations and (4.8) then imply that for [(u , v 1 , v 2 )] := F ([x]) and a := |v 1 |, b := |v 2 |, we have a 2 + b 2 = a 2 + b 2 and
, the lemma follows.
Recall that we had set D := {Ψ F ; F ∈ Aut T g 0 (O reg )} ⊂ Aut(t) in 3.4(iii) and E := {φ ∈ Aut(t); φ(Z k ) ∈ {±Z 1 , ±Z 2 } ∀k = 1, 2} in Definition 4.1(ii). We are now in a position to show that in our example we have the following inclusion. Proof. Let F ∈ Aut T g 0 (O reg ). We have to show that Ψ F (Z k ) ∈ {±Z 1 , ±Z 2 } for k = 1, 2. By 3.4(i) we know F * ( Proof. Choose an arbitrary a ∈ (0, 1/ √ 2) and set L := O a,a ⊂ O. We write Ω L 0 for the t-valued 2-form on L/T induced by the curvature form Ω 0 on ( O/T, g T 0 ). Moreover, to a t-valued k-form η on a manifold we associate real-valued k-forms η 1 , η 2 via η =:
First step: calculation of Ω L 0 . In this step we will show that on
we have (Ω L 0 ) 1 = (Ω L 0 ) 2 and this form is a nonvanishing multiple of the standard Kähler form.
Recall from 3.4(iv) that ω 0 : T O → t denotes the connection form on the principal T -bundle O associated with g 0 . We first note that it is not hard to verify that with P : S 2n+1 → O the canonical projection we have for
Now write ω L 0 for the t-valued 1-form on L induced by ω 0 . (4.9) implies that for (u, v) ∈ P −1 (L) and X = (U, V ) ∈ T (u,v) P −1 (L):
, then V j is a real multiple of iv j for j = 1, 2. Using this, (4.10) implies that for X = (U, V ), X = ( U , V ) tangent to P −1 (L) in (u, v) and j = 1, 2:
Therefore, on L/T isom (CP n−2 , (1 − 2a 2 )g FS ) the form (Ω L 0 ) 1 = (Ω L 0 ) 2 is a nonvanishing multiple of the standard Kähler form.
Second step: proof of (i). Suppose that condition (N) is not satisfied. Then there is Ψ ∈ D and F ∈ Aut
Since F preserves L/T by Lemma 4.12, this implies Ω L λ = Ψ • F * Ω L λ . Now Ω λ = Ω 0 + dλ and Ω λ = Ω 0 + dλ (3.4(vi)) imply (with λ L denoting the t-valued 1-form on L/T induced by λ, and analogously for λ ):
In particular, Ω L 0 − Ψ • F * Ω L 0 is exact. Moreover, note that Proposition 4.13 implies Ψ ∈ E. The first step above shows that Ω L 0 − Ψ • F * Ω L 0 ∈ {0, 2Ω L 0 } and that 2Ω L 0 cannot be exact. Hence Ω L 0 − Ψ • F * Ω L 0 = 0 and (4.11) implies (4.12) dλ L = Ψ • F * dλ L .
Let Q : C n−1 → C n−1 denote complex conjugation and choose A ∈ SU (n − 1) ∪ SU (n − 1) • Q such that A induces (via the Hopf fibration C n−1 ⊃ S 2n−3 → CP n−2 ) the isometry on L/T (CP n−2 , (1 − 2a 2 )g FS ) corresponding to F |L/T , i.e., such that P •(A, I 2 ) |P −1 (L) = F •P |P −1 (L) . Then, with κ L denoting the restriction of κ to P −1 (L) (and analogously for κ ), pulling back both sides of (4.12) via π • P , we obtain For k ∈ {1, 2} set j k := j Z k . Letting (u, v) ∈ P −1 (L) = S 2n−3 ( 1 − 2a 2 ) × (S 1 (a)) 2 , we have by (4.3) for (U, V ) ∈ T (u,v) (P −1 (L)):
κ k (u,v) (U, V ) = (1 − 2a 2 ) j k u, U − U, iu j k u, iu . For (U 1 , V 1 ), (U 2 , V 2 ) ∈ T (u,v) (P −1 (L)) we get by elementary differentiation and skew-symmetry: dκ k (u,v) ((U 1 , V 1 ), (U 2 , V 2 )) (4.14)
where we write U h = U − U,iu 1−2a 2 iu for the orthogonal projection of U ∈ T u S 2n−3 ( √ 1 − 2a 2 ) to (iu) ⊥ . By Proposition 4.13 we can choose ε k ∈ {±1} and l ∈ {1, 2} such that Ψ(Z k ) = ε k Z l . Plugging (4.14) and the analogous formula for κ , j into (4.13), we obtain:
Setting τ k := ε k A −1 j k A − j l ∈ su(n − 1) gives 0 = (1 − 2a 2 ) τ k U h 1 , U h 2 − τ k u, iu iU 1 , U 2 . Plugging U 2 = iU 1 into the last equation, we can conclude that the map φ : C n−1 \ {0} U → iτ k U,U U 2 ∈ R is constant, say C, on span{u, iu} ⊥ \ {0} and φ(u) = φ(iu) = C. Since iτ k is hermitian and has trace zero, we have τ k = 0. This finally implies j Ψ(Z k ) = A −1 j Z k A for k = 1, 2 and therefore j Ψ(Z) = A −1 j Z A.
Third step: proof of (ii). Assume that Ω λ does not satisfy property (G). Then there is a nontrivial one-parameter familyF t ∈ Aut T g 0 (O reg ) such that F * t Ω λ = Ω λ for all t. The same argument as above (with Ψ = Id and j = j ) gives a one-parameter family A t ∈ SU (n − 1) ∪ SU (n − 1) • Q such that (A t , I 2 ) preserves dκ L . Note that A 0 = Id implies A t ∈ SU (n − 1). As in the proof of (i) the relation (A t , I 2 ) * dκ L = dκ L implies j Z = A t j Z A −1 t . Taking the derivative with respect to t in 0 gives 0 = [Ȧ 0 , j Z ] for all Z ∈ t in contradiction to the genericity assumption.
As announced in the beginning of this section, we can now put all pieces together to obtain our main result. 4.4. Isospectral quotients of weighted projective spaces. In this section we will apply ideas from [35] to give isospectral metrics on quotients of the form O(p, q)/G with O(p, q) from the preceding sections and G now a finite subgroup of the given 2-torus T (which had been introduced in Section 4.2.1).
We first phrase a special case of Sutton's results on equivariant isospectrality ( [35] , also compare [25] ) for orbifolds. Suppose we are given a Riemannian orbifold (O, g) and a finite subgroup G of its isometry group. Then O/G carries a canonical orbifold structure and a Riemannian orbifold metricḡ such that the canonical projection P : (O, g) → (O/G,ḡ) becomes a Riemannian orbifold covering. Theorem 4.16. Let G be a finite group acting effectively and isometrically on two compact Riemannian orbifolds (O 1 , g 1 ) and (O 2 , g 2 ) such that the latter are equivariantly isospectral with respect to G, i.e., such that there is a unitary isomorphism U : L 2 (O 1 , g 1 ) → L 2 (O 2 , g 2 ) between the Grepresentations τ G 1 and τ G 2 (given by τ G i (g)f (x) = f (g −1 x) for f ∈ L 2 (O i , g i ), x ∈ O i ) with the following property: U maps eigenfunctions on (O 1 , g 1 ) to eigenfunctions on (O 2 , g 2 ) associated with the same eigenvalue.
Then (O 1 /G,ḡ 1 ) and (O 2 /G,ḡ 2 ) are isospectral orbifolds.
Proof. Just adapt the proof of [35, Theorem 2.7] to this very simple case (replacing the manifolds M 1 , M 2 by O 1 , O 2 ).
The orbifolds from Theorem 3.1 are then seen to be equivariantly isospectral with respect to the torus T from that theorem via the same argument as for the manifold version, for which the equivariant isospectrality was already observed in [35] . Hence in the situation of Theorem 4.4 with G a finite subgroup of T the two orbifolds (O/G,ḡ λ ), (O/G,ḡ λ ) are isospectral. 
