Let (X n,t ) ∞ t=1 be a stationary absolutely regular sequence of real random variables with the distribution dependent on the number n. The paper presents the sufficient conditions for the asymptotic normality (for n → ∞ and common centering and normalization) of the distribution of the second-order U -statistic of X n,1 , . . . , X n,n with a kernel also dependent on n. To analyze sums of dependent random variables with rare strong dependencies the proof uses the approach that was proposed by Svante Janson in 1988 and upgraded by Mikhailov in 1991 and Tikhomirova and Chistyakov in 2015.
Introduction
In 1988, Svante Janson [1] proposed a simple technique for deriving sufficient conditions for the asymptotic normality of bounded random variables Y 1 , . . . , Y T with a joint distribution described by the dependency graph. Only one vertex in the dependency graph corresponds to each random variable Y i , and these vertices are connected by a set of edges. The following condition is satisfied:
if V 1 and V 2 are two disjoint subsets of graph vertices such that no edge of the graph has one endpoint in V 1 and the other in V 2 , then the sets of random variables {Y i , i ∈ V 1 } and {Y i , i ∈ V 2 } are independent.
In [2] , this approach was presented more generally and was subsequently used in numerous research studies devoted to the study of asymptotic distributions of functionals depending on a sequence of independent random variables ( [3] , [4] , [5] , [6] ). Finally, in 2015, Tikhomirova and Chistyakov [7] proposed a modification of the method [1] and [2] which is applicable to the families of random variables with a complete dependency graph, but the majority of dependencies between the variables are weak.
We present the main result of Tikhomirova and Chistyakov [7] . We assume that the joint distribution of the variables Y 1 , . . . , Y n , |Y i | ≤ F < ∞, is determined by the characterizing graph Γ . This is an undirected graph with the set of vertices V = {1, . . . , T } and the following properties:
1) if the random variables Y i and Y j are dependent, then the vertices i and j are connected by an edge (in particular, the graph Γ contains loops at all vertices);
2) for any natural number R, any subset V ′ ⊂ V , |V ′ | ≤ R, and any of its partition
such that there are no edges connecting vertices from V 1 with vertices from V 2 , there is a number γ R ∈ (0, 1) such that
For any subset V ′ ⊂ V, we define its set of strong dependencies L(V ′ ) as the set of those vertices of Γ that are connected by the edges with vertices from the set V ′ . Let F (V ′ ) = σ{Y t , t ∈ V ′ } be σ-algebra generated by the random variables {Y t , t ∈ V ′ }, M = T t=1 E|Y t |, and
We put
We suppose that the joint distribution of the random variables Y 1 , . . . , Y T depends on the natural number n assumed as a parameter. All characteristics mentioned above also depend on n:
Theorem 1 (Theorem 1 from [7] ). For n → ∞, let the numbers T n → ∞, the joint distribution of the random variables Y 1 , . . . , Y Tn , and the other parameters marked by index n vary so that b 0 ∈ (0, 2/3] exists such that for all b ∈ (0, b 0 ] and any natural number R
Then the moments and distribution function of the random variable S * Tn converge to the moments and distribution function of the standard normal law. Remark 1. A year after [7] , the paper [13] appeared on the site arXiv.org and was devoted to transferring the approach by [1] and [2] to the case in which the dependency graph is a complete graph, but the majority of dependencies are weak. In [13] , the joint distribution of a set of quantities is described by a weighted dependency graph in which each edge is assigned a numerical characteristic (weight), which describes the degree of dependence between adjacent variables in a certain way. The form of asymptotic normality conditions inthe work by [13] resembles similar conditions in the work by [2] , but the values included in the conditions are now determined by the weighted dependency graph. The results of applying the conditions by [13] to specific problems are presented in [13] and [14] .
Limit Theorems
Let us turn to the problem solved in the present paper.
Let (X n,t ) ∞ t=1 for every n = 1, 2, . . . be a stationary sequence of real random variables satisfying the absolute regularity condition [10, p. 3] 
where F b a is the σ-algebra of events generated by the random variables X a , . . . , X b . We note that the absolute regularity condition is somewhat weaker than the uniformly strong mixing condition [11, p. 308] φ n (t) = sup
and β n (t) ≤ φ n (t).
Let f n (x, y) : R × R → R be a bounded symmetric measurable function:
The functional called the Ustatistic with the kernel f n (x, y) is given by the formula (the definitions are given in [8] or [9] ):
(in contrast to the traditional definition, the factor 1/C 2 n is omitted before the sum).
Theorem 2. For n → ∞, let the distribution of the stationary sequence (X n,t ) ∞ t=1 , the measurable (uniformly in n) function f n (x, y), the number m n and the other parameters marked by index n vary so that b 0 ∈ (0, 2/3] exists such that, for every natural number R and all
Then the moments and distribution function of the random variable
converge to the moments and distribution function of the standard normal law.
We consider a special case in which the absolute regularity coefficient (4) decreases faster than any degree of t for t → ∞.
Theorem 3. Let the number F n be fixed starting at some value of n, n → ∞, and the joint distribution of the random variables X n,1 , . . . , X n,n and the measurable function f n (x, y) vary so that
where the positive function h(t) → ∞ for t → ∞. Then the moments and distribution function of the random variable
Proofs of Theorems
The number of summands w n (i, j) = f n (X n,i , X n,j ) in (5) is T n = C 2 n . We construct a characterizing graph for the family of random variables w n (i, j) as follows. We define some positive integer number m and denote the characterizing graph by Γ n,m .
Each variable w n (i, j) is one-to-one assigned to the vertex α = (i, j) in the graph Γ n,m . We denote the set of vertices by V (Γ n,m ). The total number of vertices in the graph Γ n,m is T n = C 2 n . The set of edges is defined as follows: 1) the graph Γ n,m contains the loop at every vertex; 2) the vertices α = (i α , j α ) andα = (iα, jα), α,α ∈ V (Γ n,m ), α =α, are connected by the edge from Γ n,m if and only if at least one of inequalities holds:
We show that Γ n,m satisfies the property (1).
, let be a stationary sequence of real random variables satisfying the absolute regularity condition (4). Then for any set V ′ ⊆ V (Γ n,m ) and its partitions V 1 ∪ V 2 = V ′ such that V 1 ∩ V 2 = ∅, where there are no edges with one endpoint in V 1 and the other endpoint in V 2 ,
The inequality (8) shows that the condition (1) is satisfied for the graph Γ n,m for every n and γ = γ R,n,m = 8Rβ n (m).
We need the following statement to derive Lemma 1.
Let I = (i 1 , . . . , i |I| ), 1 ≤ i 1 < . . . < i |I| ≤ n, and J = (j 1 , . . . , j |J| ), 1 ≤ j 1 < . . . < j |J| ≤ n, be the sets of natural numbers, and g 1 and g 2 be measurable functions of |I| and |J| real variables, respectively. Lemma 2. Let the stationary sequence of random variables (X t ) ∞ t=1 satisfy the absolute regularity condition (4) with the coefficient β(m), |g 1 (X i ; i ∈ I)| ≤ F ′ , |g 2 (X i ; i ∈ J)| ≤ F ′′ , and min i∈I, j∈J {|i − j| > m}.
Then
Proof of Lemma 2. The sets I and J can be one-to-one split into disjoint subsets
, satisfying one of the following two conditions:
Then, we can write
According to the order (12), (13), we denote I k and J k by combined notation H k . In the first case H 1 = J 1 , H 2 = I 1 , H 3 = J 2 , . . ., and in the second case H 1 = I 1 , H 2 = J 1 , H 3 = I 2 , . . . . Therefore, we use the notation X(H k ) = (X i ; i ∈ H k ), k = 1, . . . , s 1 + s 2 . It follows from the definitions that
LetX(I k ),X(J k ),X(H k ) be mutually independent copies of the random variables
We use the notation
and
where σ = (σ 1 , . . . , σ s 1 +s 2 ) is a permutation of the numbers 1, 2, . . . ,
We use one result of Yoshihara (see [12] , Lemma 1). It refers to a more general case and, in particular, instead of the boundedness of the function h, it requires the property E|h(
Thus, Yoshihara's lemma gives that
Analogously, we derive the inequality
for the function h σ x(H 1 ), X(H 2 ), X(H 3 ), . . . , X(H s 1 +s 2 ) , where x(H 1 ) = (x i ; i ∈ H 1 ). It follows that
We carry out similar estimates for other differences. The last among them is
Summarizing the obtained estimates and using the triangle inequality, we obtain
It follows from (15), (16), (17), (18) that
Analogously (18), we derive the inequalities
It follows from these inequalities, the inequalities
and the triangle inequality that
The formulas (19), (20) and the triangle inequality give (11).
Proof of Lemma 1. Lemma 1 is immediate from Lemma 2, if we consider that |f n (x, y)| ≤ F n , а |I| + |J| ≤ |V ′ |. Thus, (11) leads to (8) .
Proof of Theorem 2. We estimate the quantities in the condition (3) for our case. We begin with
where we recall w α = f n (X n,iα , X n,jα ).
The set of strong dependencies L(α) = L n,m (α) for the vertex α = (i α , j α ) in the graph Γ n,m is the set of verticesα = (iα, jα) ∈ V (Γ n,m ) for which at least one of the inequalities (7) holds. The number of the elements of this set satisfies the inequality |L(α)| ≤ 2(2m + 1)n. The set of strong dependencies L(V ′ ) = L n,m (V ′ ) for the set V ′ ⊂ V (Γ n,m ) is given by the formula
and satisfies the inequality
From formulas (22), |f n (x, y)| ≤ F n and (21), we have Q R,n,m ≤ 2RF n (2m + 1)n.
We note that, in the case under consideration,
E|f n (X n,i , X n,j )| ≤ F n C 2 n .
The use of (8), (23), (24), equality (9), and the above cited Theorem 1 from [7] leads to the following condition of the asymptotic normality for U n in the triangular array scheme: for every natural number R and all b ≤ 2/3 
