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Resumo
Neste trabalho vamos estudar sistemas de polinómios ortogonais relativamente a
sistemas de funcionais lineares, apresentando o que se entende por ortogonalidade
vectorial à esquerda e ortogonalidade vectorial à direita. A ortogonalidade vectorial
apresentada, permite reinterpretar, generalizando, o que se entende na literatura por
ortonormalidade matricial. Os sistemas de polinómios estudados satisfazem relações
de recorrência a três termos com coeficientes matriciais, que não apresentam nenhum
tipo de simetria. Além disso, prova-se que os sistemas de polinómios matriciais que
as satisfazem são de facto ortonormais relativamente a uma medida matricial com-
plexa de ortogonalidade. Estabelecem-se ainda, problemas de aproximação tipo
Hermite-Padé que nos dão uma reinterpretação do modelo de ortogonalidade estu-
dado. Assim, a reinterpretação vectorial permite estudar um caso não simétrico da
ortogonalidade matricial. Neste contexto, apresentam-se resultados assimptóticos
para sucessões de polinómios ortogonais matriciais, como é exemplo disso um teo-
rema tipo Markov. Define-se um novo conceito de classe Nevai e para sucessões de
polinómios pertencentes a esta classe estuda-se o comportamento assimptótico do
quociente entre dois polinómios consecutivos da mesma sucessão. Por outro lado,
estuda-se ainda, uma modificação da funcional vectorial por meio de uma funcional
Delta. Dão-se condições para a existência de sucessões de polinómios associados a
estas novas funcionais vectoriais e, à custa deste novo modelo, reinterpretam-se os
produtos internos de Sobolev discretos. A modificação da funcional vectorial estu-
dada permite, ainda, reencontrar resultados estudados por outros autores, como é
exemplo disso, os resultados relativos a medidas matriciais onde se adiciona uma
delta matricial. Este estudo leva-nos a encontrar o comportamento assimptótico
relativo entre uma sucessão de polinómios matriciais ortogonais pertencente à classe
matricial Nevai apresentada neste trabalho e uma sucessão que é ortogonal a uma
modificação por uma funcional Delta.
Palavras chave: Polinómios ortogonais matriciais e vectoriais, funcionais li-
neares, relações de recorrência, matriz tridiagonal por blocos, teorema de Favard,
fórmulas de Christoffel-Darboux, produtos internos de Sobolev discretos, modifica-
ções por funcionais Delta, classe Nevai, assimptóticas de polinómios ortogonais.
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Abstract
In this thesis we present the results of our research on systems of orthogonal
polynomials with respect to the systems of linear functionals focusing on the so-called
left and right vector orthogonality. The vector orthogonality presented provides a
re-interpretation of what is known in the literature as matrix orthogonality. The
systems of orthogonal polynomials researched satisfy three terms recurrence relations
with matrix coefficients that do not obey to any type of symmetry. We also prove
that symmetric systems are indeed orthonormal in relation to a complex measure
of orthogonality. Hermite-Padé approximation problems are also discussed giving
a reinterpretation of the orthogonality. The vectorial re-interpretation allow us
to study a non-symmetric case of the matrix orthogonality. In this sense, new
asymptotic results for matrix orthogonal polynomials are presented. A new concept
of the Nevai class is presented and is given the behavior of the ratio between two
consecutive polynomials belonging to this class. On the other hand, we also present a
modification of the vectorial functional using a vector functional of Dirac deltas and
their derivatives. Finally, we demonstrate necessary and sufficient conditions for the
existence of a sequence of polynomials with respect to this new vectorial functional
which provides a new model for the re-interpretation of a discrete Sobolev’s inner
product. The study of the modification of the vectorial functional also allow us to
recover some known results studied by several authors when a Dirac delta is added
to a matrix measure. This study take us to find the relative asymptotic behavior
between a sequence of orthogonal polynomials that belongs to the generalized Nevai
matrix class and a sequence that is orthogonal to a modification of it by a Delta
funcional.
Key words: Matrix and vector orthogonal polynomials, Hermite-Padé appro-
ximation problems, linear functionals, recurrence relations, tridiagonal operator,
Favard type theorems, Christoffel-Darboux formulas, discrete Sobolev inner pro-
ducts, modifications by Deltas functionals, Nevai class, asymptotics of orthogonal
polynomials.
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Introdução
Motivação
Uma questão em aberto no final dos anos oitenta do século XX consistia em saber
quando é que uma relação de recorrência com um número finito de termos da forma
h(x)pn(x) = cn,0pn(x) +
N∑
k=1
[cn,kpn−k(x) + cn+k,kpn+k(x)] (1)
onde h é um polinómio de grau N , p0 uma constante diferente de zero e cn,k, n ≥ 0
são sucessões números reais para k = 0, 1, 2, ..., N e cn,N 6= 0, estaria relacionada com
algum tipo de ortogonalidade. Desde então, vários autores, dos quais destacamos
A.J. Durán, F. Marcellán, P. Nevai e W. Van Assche, entre outros, interessaram-se
por este tema, mantendo-o actual, até aos dias de hoje. Os trabalhos de investigação
nesta área revelam uma enorme interdisciplinariedade entre as diferentes famílias de
polinómios ortogonais. De entre os inúmeros trabalhos existentes destacamos os
trabalhos [13, 14, 17, 20, 32, 37, 42, 46, 47, 48, 49, 50].
No trabalho [13], A.J. Durán apresenta, pela primeira vez, um teorema de Fa-
vard para sucessões de polinómios {pn}n∈N satisfazendo relações de recorrência da
forma (1).
O resultado acaba por ser mais tarde reformulado pelo o mesmo autor e W. Van
Assche em [17], onde se estabelece a conexão entre sucessões de polinómios ortonor-
mais matriciais e sucessões de polinómios que satisfazem relações de recorrência de
ordem superior. Como exemplo dessa conexão os autores apresentam uma interpre-
tação dos produtos internos de Sobolev discretos na forma matricial, que mais tarde
revela ser pouco eficiente no que respeita à sua manipulação.
No que respeita à ortogonalidade matricial esta foi estudada de forma pouco con-
tinuada no século passado. Na década de quarenta aparecem resultados sobre o
problema de momentos matricial por parte de M. Krein, [24] e [25], usando teoria
de operadores e só na década de oitenta voltam aparecer resultados sobre ortogo-
nalidade matricial na recta real relacionada com a teoria de dispersão “scattering
ix
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theory” dos quais destacamos os trabalhos de J. S. Geronimo, [22], e de A.I. Apte-
karev e E.M. Nikishin, [4]. A grande visibilidade da teoria sobre a ortogonalidade
matricial é dada no início da década de noventa quando A.J. Durán começou um
estudo sistemático da ortogonalidade matricial resultante da surpreendente relação
entre a ortogonalidade matricial e a ortogonalidade escalar. No trabalho [14], A.J.
Durán mostra como interpretar matricialmente a ortogonalidade escalar e como a
teoria dos polinómios ortogonais matriciais pode ser uma ferramenta poderosa para
resolver problemas da teoria escalar clássica. É com base nestas ideias de A.J. Du-
rán e na teoria desenvolvida por ele e pelos seus colaboradores, que o problema que
nos propusemos resolver, parece ter encontrado uma reinterpretação. Não pode-
ríamos ainda deixar de referir os trabalhos [13, 14, 15, 17, 19] como referências
importantes para o desenvolvimento deste trabalho.
Tendo em consideração a actualidade deste tema, o nosso trabalho tratará de
considerar relações de recorrência de ordem superior, no caso de ordem 2N + 1, da
forma:
h(x)pn(x) = c
n+N−1
n+N pn+N(x) +
2N−1∑
k=0
cn+N−1n+N−1−kpn+N−1−k(x) (2)
onde h é um polinómio qualquer de grau fixo N e onde cn+N−1j , n ≥ 0 são sucessões
de números complexos para j = n−N, . . . , n+N − 1 e cn+N−1n−N 6= 0. Consideramos
ainda, que são dados como condições iniciais p0, . . . , pN−1.
Comecemos por observar que na estrutura da relação de recorrência (2), que h
é um polinómio genérico de grau fixo N , e que não existe nenhuma restrição de
simetria nos coeficientes da relação de recorrência, como acontecia na relação (1).
Como já referimos, recordamos que casos particulares desta relação de recorrên-
cia, na presença de simetria dos coeficientes da relação de recorrência, tinham já sido
anteriormente estudados quer do ponto de vista dos polinómios de Sobolev discretos
quer sob o ponto de vista da ortogonalidade matricial.
Motivados pelo estudo das equações em diferenças não simétricas de ordem
2N+1, o propósito deste trabalho é por um lado estudar as suas soluções polinomiais
e respectiva ortogonalidade e, por outro lado, reencontrar resultados conhecidos
sobre a ortogonalidade matricial bem como obter suas generalizações.
Com este objectivo, começámos por observar que este tipo de relações tinham
uma interpretação sob um ponto de vista vectorial. Este facto, levou-nos à constru-
ção de uma estrutura vectorial adequada que permite estudar quaisquer sucessões
vectoriais de polinómios ortogonais que satisfaçam uma relação de recorrência a
três termos cujos coeficientes matriciais não satisfaçam nenhum tipo de simetria da
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forma
h(x)Bm(x) = AmBm+1(x) +BmBm(x) + CmBm−1(x)
onde {Bm}m∈N é uma sucessão de polinómios vectoriais e Am, Bm e Cm são matrizes
numéricas de dimensão N ×N , com uma determinada estrutura.
Às sucessões vectoriais de polinómios {Bm}m∈N que estudámos, surgem natu-
ralmente associadas, sucessões de polinómios matriciais {Vm}m∈N que satisfazem
relações de recorrência da três termos da forma
xVm(x) = AmVm+1(x) +BmVm(x) + CmVm−1(x) (3)
onde Am, Bm e Cm são matrizes numéricas de dimensão N ×N , com uma estrutura
específica.
Neste contexto, observámos, que podíamos estudar sucessões de polinómios ma-
triciais não necessariamente ortonormais nem necessariamente ortonormais relativa-
mente a um produto interno induzido por uma matriz de medidas definida positiva.
No entanto, rapidamente observámos que o caso ortonormal reaparece como um caso
particular.
Uma das preocupações que tivemos em mente foi saber quando é que existia
uma matriz de medidas não necessariamente definida positiva relativamente à qual
a sucessão de polinómios matriciais {Vm}m∈N que satisfaz (3) é ortogonal.
Conhecíamos já, uma resposta parcial a esta questão, dada nos trabalhos de A.J.
Durán (cf. [13], [17]) para o caso ortonormal e, também, uma outra tentativa parcial
para a resolução deste problema pode ser encontrada no trabalho [12], onde H. Dette
e outros autores, deram condições necessárias e suficientes para que este problema
tivesse solução. Neste trabalho, os autores partiram do pressuposto que existia uma
sucessão de matrizes numéricas que permitia simetrizar a relação de recorrência, isto
é, ficando assim reduzidos ao caso tratado por A.J. Durán.
Outro facto importante, que devemos salientar, é que a ortogonalidade vectorial
estudada admite uma interpretação integral e, nesta perspectiva, foi-nos possível
estender resultados assimptóticos para famílias de polinómios que satisfazem relações
de recorrência a três termos matriciais não simétricas.
Por outro lado, observámos que à custa da ortogonalidade relativamente a uma
funcional vectorial qualquer produto interno de Sobolev discreto pode ser reinter-
pretado de uma forma muito natural que apenas consiste em adicionar à funcional
vectorial original um vector cujas componentes são combinações lineares de deltas
de Dirac e suas derivadas.
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Estas observações, que inicialmente despertaram a nossa curiosidade, têm como
resultado o trabalho que aqui apresentamos.
Estrutura e objectivos
Este trabalho está estruturado em quatro capítulos que descreveremos breve-
mente.
O objectivo do primeiro capítulo consiste na recolha e apresentação de resultados
conhecidos sobre sucessões de polinómios ortonormais matriciais.
Nesse sentido definiremos a noção de produto interno sobre o espaço de polinó-
mios matriciais induzido por uma matriz de medidas definida positiva, bem como a
noção de sucessão de polinómios ortonormais relativamente a esse produto interno.
Para além disso, estabelecemos as propriedades usuais, como é o caso da relação
de recorrência a três termos, fórmulas algébricas, núcleo, identidade de Christoffel-
Darboux, entre outras. Apresenta-se, ainda, como a ortogonalidade matricial está
relacionada com a ortogonalidade escalar mostrando um análogo do conhecido para
sucessões de polinómios vectoriais e matriciais e, simultaneamente, a título de consi-
deração, apresentamos a relação existente entre sucessões de polinómios matriciais e
as sucessões de polinómios vectoriais. Ainda, relacionado com este facto, apresenta-
se como exemplo uma interpretação dos produtos internos de Sobolev discretos à
custa dos produtos internos induzidos por uma matriz de medidas definida positiva,
indicando explicitamente como tem de ser construída essa matriz de medidas.
Apresentamos, também neste capítulo, um conjunto de resultados assimptóticos
sobre sucessões de polinómios matriciais ortonormais. Nesse sentido, apresentamos
um teorema de Markov e resultados relativos a assimptóticas do quociente.
Finalmente, por forma a motivar o que apresentamos no segundo capítulo, damos
uma reinterpretação algébrica na forma vectorial de uma relação de recorrência
a (2N + 1)−termos cujos coeficientes não satisfazem qualquer tipo de simetria. Ou
seja, prova-se que se uma sucessão de polinómios satisfaz uma relação de recorrência
a (2N+1)−termos existe sempre uma sucessão de polinómios vectoriais, que sabemos
como construir, que satisfaz uma relação de recorrência a três termos e vice-versa.
No segundo capítulo motivados pela reinterpretação vectorial dada no primeiro
capítulo comeceçamos por apresentar a teoria algébrica de sucessões de polinómios
ortogonais vectoriais. Assim, define-se o que se entende por funcional vectorial e
sucessão de polinómios vectoriais. À custa destas duas noções descrevemos o que
entendemos por ortogonalidade vectorial à esquerda e ortogonalidade vectorial à
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direita. Prova-se a existência e unicidade a menos de uma constante matricial mul-
tiplicativa de sucessões de polinómios associadas a estes conceitos de ortogonalidade.
Neste capítulo, prova-se ainda que, a relação de recorrência a três termos carac-
teriza a ortogonalidade em qualquer caso, isto é, demonstram-se dois teoremas tipo
Favard, correspondentes a cada uma das noções de ortogonalidade.
Apresenta-se o conceito de função de Markov generalizada, provando que esta
função não é mais do que a função resolvente associada a um operador linear de
dimensão infinita.
Introduz-se ainda o conceito de espaço dual e base dual, bem como o que se
entende por bi-ortogonalidade. À custa da noção de bi-ortogonalidade e de uma
escolha adequada para decompor a base dual, prova-se a equivalência entre as duas
noções de ortogonalidade vectorial, anteriormente apresentadas.
No terceiro capítulo, e porque as sucessões de polinómios ortogonais à esquerda
e à direita estão relacionadas com sucessões de polinómios ortogonais matriciais,
prova-se que a ortogonalidade vectorial à esquerda e à direita são equivalentes à
ortogonal matricial à esquerda e à direita, respectivamente. Estabelecendo assim a
conexão entre a ortogonalidade vectorial e a ortogonalidade matricial.
Nesta perspectiva, generaliza-se o teorema de Favard matricial, em que se prova
que se uma sucessão de polinómios matriciais satisfaz uma relação de recorrência a
três termos cujos coeficientes são não simétricos então existe uma matriz de medidas
não necessariamente definida positiva à qual a sucessão de polinómios é ortogonal.
À custa da função de Markov generalizada, apresentada no segundo capítulo, dois
problemas tipo Hermite-Padé são estabelecidos. Mostramos que estes problemas
caracterizam a ortogonalidade vectorial, quer à esquerda quer à direita.
Apresentamos ainda um resultado de caracterização das sucessões vectoriais de
polinómios ortogonais à esquerda e à direita à custa da bi-ortogonalidade relati-
vamente à função de Markov generalizada, apresentando assim um interpretação
integral da ortogonalidade vectorial.
Finalmente, apresentamos alguns resultados algébricos como a identidade de
Christoffel-Darboux e, suas consequências, como é o caso da propriedade repro-
dutora do núcleo, que generalizam o caso matricial.
No quarto capítulo apresentamos um teorema tipo Markov para sucessões de
polinómios matriciais que são ortogonais no sentido descrito no terceiro capítulo.
Para tal, será também apresentada uma fórmula tipo quadratura. Apresentaremos
também uma generalização da definição de classe Nevai matricial. Nesta classe,
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iremos estudar o comportamento assimptótico do quociente entre dois polinómios
matriciais consecutivos da mesma sucessão.
Além disso, introduziremos o conceito de modificação de uma funcional vectorial
por meio uma funcional Delta. Entenda-se como funcional Delta uma funcional vec-
torial cujos elementos são combinações lineares de deltas de Dirac e suas derivadas.
Estudaremos quando é que estas modificações por Deltas funcionais têm associada
uma sucessão de polinómios vectoriais, isto é, daremos condições para a existência
de uma sucessão de polinómios vectoriais associada à funcional vectorial obtida por
uma modificação por uma funcional Delta.
Nestas condições, estudaremos também, as sucessões de polinómios vectoriais
associadas à funcional obtida por uma modificação por uma funcional Delta, bem
como as propriedades por esta satisfeitas.
Como um exemplo de aplicação, mostraremos que à custa das funcionais vec-
toriais obtidas por uma modificação por uma funcional Delta, podemos descrever
qualquer produto de Sobolev discreto [2, 20, 27, 28, 30] e como podemos descrever
um produto interno matricial modificado por uma Delta matriz [44, 45].
Para finalizar, apresentamos o comportamento assimptótico relativo entre duas
sucessões de polinómios ortogonais matriciais quando uma destas sucessões pertence
à classe Nevai matricial generalizada e a outra sucessão é ortogonal a uma modifi-
cação por uma funcional Delta.
Trabalho futuro
Com este trabalho prevêm-se como possíveis projectos de investigação futuros
a interpretação dos problemas de Riemann-Hilbert com respeito à ortogonalidade
neste trabalho estabelecida, o estudo de modificações racionais da medida de orto-
gonalidade e a caracterização dos clássicos Sobolev.
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CAPíTULO I
Teoria geral sobre a ortogonalidade matricial
Este capítulo tem como objectivo introduzir noções e resultados existentes sobre a
teoria de polinómios ortogonais matriciais na recta real. Os resultados apresentados
neste capítulo podem ainda ser consultados nos trabalhos [6, 12, 13, 14, 15, 16,
17, 18, 19, 21, 34, 40, 44, 45].
1. Relação de recorrência simétrica e interpretação matricial
O resultado “clássico” conhecido como teorema de Favard, (cf. [10, 41, 43]), esta-
belece que qualquer sucessão de polinómios {pn}n∈N, com pn de grau n, satisfazendo
uma relação de recorrência da forma
tpn(x) = an+1pn+1(x) + bnpn(x) + anpn−1(x), n ≥ 0,
onde an > 0 e bn ∈ R, é ortonormal relativamente a uma medida de Borel positiva µ.
No final dos anos oitenta do século XX perguntou-se quando é que uma relação de
recorrência da forma
xNpn(x) = cn,0pn(x) +
N∑
k=1
(cn,kpn−k(x) + cn+k,kpn+k(x)), (I.1)
estava relacionada com algum tipo de ortogonalidade, onde pk = 0, k < 0, cn,0, n ≥ 0,
são sucessões de números reais, cn,k, n ∈ N são sucessões de números complexos
para k = 1, . . . , N com cn,N 6= 0, onde os coeficientes da relação de recorrência (I.1)
satisfazem, claramente, um tipo de simetria.
No trabalho [13], A.J. Durán apresenta, pela primeira vez, um teorema de Fa-
vard para sucessões de polinómios {pn}n∈N satisfazendo relações de recorrência da
forma (I.1).
Nesse sentido, o autor considera, para um número inteiro positivo N , os operado-
res RN,m, m = 0, 1, . . . , N − 1, definidos no espaço linear dos polinómios, P, da
forma
RN,m(p)(x) =
∞∑
n=0
p(nN+m)(0)
(nN +m)!
xn,
1
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ou seja, o operador RN,m toma do polinómio p as potências de x congruentes com m
móduloN , depois remove o factor comum xm e altera xN para x, provando o seguinte
resultado:
Teorema I.1. Se os polinómios {pn}n∈N com pn de grau n satisfazem uma relação
de recorrência a (2N + 1)−termos como (I.1), então existe uma matriz de medidas
definida positiva µ = (µm,m′) para 0 ≤ m,m′ ≤ N−1, tal que os polinómios {pn}n∈N
são ortonormais relativamente ao produto interno B definido por
B(p, q) =
N−1∑
m=0
N−1∑
m′=0
∫
RN,m(p)(x)RN,m′(q)(x)dµm,m′(x). (I.2)
Com este teorema, a relação entre os polinómios escalares satisfazendo relações de
recorrência de ordem superior e polinómios ortogonais matriciais é estabelecida num
trabalho posterior do mesmo autor com W. Van Assche, [17], da seguinte forma:
Teorema I.2. Seja {pn}n∈N uma sucessão de polinómios satisfazendo a relação
de recorrência a (2N + 1)−termos da forma (I.1) e seja {Pn}n∈N a sucessão de
polinómios matriciais definida por
Pn(x) =

RN,0(pnN (x)) RN,1(pnN (x)) · · · RN,N−1(pnN (x))
RN,0(pnN+1(x)) RN,1(pnN+1(x)) · · · RN,N−1(pnN+1(x))
...
...
. . .
...
RN,0(p(n+1)N−1(x)) RN,1(p(n+1)N−1(x)) · · · RN,N−1(p(n+1)N−1(x))
.
Então, a sucessão de polinómios matriciais é ortonormal relativamente a uma matriz
de medidas com suporte na recta real e definida positiva.
Reciprocamente, se {Pn}n∈N, com Pn = (Pm,jn )N−1m,j=0, é uma sucessão de polinómios
ortonormais matriciais, ou equivalentemente, satisfaz uma relação de recorrência a
três termos matricial. Então, os polinómios escalares definidos por
pnN+m(x) =
N−1∑
j=0
xjPm,jn (x
N), n ∈ N, 0 ≤ m ≤ N − 1, (I.3)
satisfazem uma relação de recorrência de (2N + 1)−termos da forma (I.1).
A conexão entre a ortogonalidade escalar e a ortogonalidade matricial fornece uma
interpretação não trivial da ortogonalidade escalar em termos da ortogonalidade
matricial. Esta interpretação não trivial é a chave, da aplicação de resultados da
ortogonalidade matricial, para a resolução de problemas na teoria de polinómios
ortogonais escalares, relativamente a uma medida definida positiva.
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Observe que se reescrever a relação de recorrência (I.1) substituindo n por n+N−1,
xNpn+N−1(x) = cn+N−1,0pn+N−1(x)
+
N∑
k=0
(cn+N−1,kpn+N−1−k(x) + cn+N−1+k,kpn+N−1+k(x)) (I.4)
e considerarmos as N equações que decorrem de (I.1) a (I.4), através de cálculos
elementares podemos observar que estasN equações podem ser reescritas na seguinte
forma matricial
xN

pn(x)
pn+1(x)
...
pn+N−1(x)
 =

cn+N,N 0 . . . 0
cn+N,N−1 cn+N+1,N . . . 0
...
... . . .
...
cn+N,1 cn+N+1,2 . . . cn+2N−1,N


pn+N(x)
pn+N+1(x)
...
pn+2N−1(x)

+

cn,0 cn+1,1 . . . cn+N−1,N−1
cn+1,1 cn+1,0 . . . cn+N−1,N−2
...
... . . .
...
cn+N−1,N−1 cn+N−1,N−2 . . . cn+N−1,0


pn(x)
pn+1(x)
...
pn+N−1(x)

+

cn,N cn,N−1 . . . cn,1
0 cn+1,N . . . cn+1,1
...
... . . .
...
0 0 . . . cn+N−1,N


pn−N(x)
pn−N+1(x)
...
pn−1(x)
 . (I.5)
Ao efectuarmos a mudança de variável n = nN na relação (I.5) tem-se:
xNBn(x) = An+1Bn+1(x) + BnBn(x) + A
∗
nBn−1(x),
com
Bn(x) =
[
pnN(x) pnN+1(x) . . . p(n+1)N−1(x)
]T
, (I.6)
An+1 =

c(n+1)N,N 0 . . . 0
c(n+1)N,N−1 c(n+1)N+1,N . . . 0
...
... . . .
...
c(n+1)N,1 c(n+1)N+1,2 . . . c(n+2)N−1,N
 ,
e
Bn =

cnN,0 cnN+1,1 . . . c(n+1)N−1,N−1
cnN+1,1 cnN+1,0 . . . c(n+1)N−1,N−2
...
... . . .
...
c(n+1)N−1,N−1 c(n+1)N−1,N−2 . . . c(n+1)N−1,0
 .
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No entanto, se considerarmos o vector P0 dado por P0 = [1 x . . . xN−1]T e a base
canónica {1, x, x2, . . . } para P, o vector de polinómios Bn definido por (I.6) pode
escrever-se na forma
Bn(x) = Vn(x
N)P0(x),
onde Vn(xN) =
∑n
j=0A
n
j (x
N)j, com Anj matrizes numéricas. Por outro lado, de (I.3)
observamos que o vector Bn, se escreve na forma
Bn(x) = Pn(x
N)P0(x).
Assim, concluímos que Vn(x) = Pn(x), com Pn definido como no teorema I.2.
Estabelecemos, desta forma, que as relações de recorrência a (2N + 1)−termos ad-
mitem uma representação vectorial e que, para além disso, esta representação está
intimamente relacionada com a representação destas relaçãoes na forma matricial.
Mais detalhes, desta conexão serão discutidos ao longo deste trabalho.
As sucessões de polinómios satisfazendo relações de recorrência a (2N + 1)−termos
como (I.1) aparecem no contexto dos chamados produtos internos de Sobolev, isto
é, de um produto interno da forma
〈p, q〉S =
∫
p(x)q(x)dµ(x) +
n∑
j=1
nj∑
k=1
nj∑
m=1
M
(j)
k,m p
(k)(xj) q
(m)(xj),
onde µ é uma medida positiva, Mk,m ≥ 0 e (xj)nj=1 são números reais.
Nesse sentido, apresentamos o seguinte exemplo:
Exemplo I.1. Uma aplicação que relaciona a ortogonalidade escalar de Sobolev
com a ortogonalidade matricial pode ser encontrada em [17]. Neste trabalho, os
autores consideraram o produto escalar de Sobolev discreto (caso diagonal)
〈p, q〉S =
∫
p(x)q(x)dµ(x) +
M∑
i=1
Mi∑
j=0
λi,jp
(j)(ci)q
(j)(ci) (I.7)
onde p, q são polinómios, λi,j ≥ 0, e N = M +
M∑
i=1
Mi. Aqui, as derivadas são
tomadas em M pontos ci ∈ R, e no ponto ci a derivada de maior ordem é de
ordem Mi. Assim, é introduzido o polinómio
h(x) =
M∏
i=1
(x− ci)Mi+1,
de ordem N (com zeros nos pontos ci onde as derivadas do produto escalar são
calculadas). Com este polinómio, considera-se em vez da base canónica para o
espaço vectorial P, a base {1, x, . . . , xN−1, h, xh, . . . , xN−1h, h2, . . . }.
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Nestas condições, qualquer polinómio p de grau Nk + l com 0 ≤ l < N , pode ser
expandido nesta base como
p(x) =
N−1∑
n=0
k∑
m=0
an,mx
nhm(x),
onde an,k = 0 sempre que n > l.
Tomando os termos em xn e fazendo
Rh,N,n(p)(x) =
k∑
m=0
an,mx
m,
então, para 0 ≤ n < N , cada polinómio Rh,N,n(p) tem no máximo grau k (no caso
em que n > l, o grau é menor que k) e
p(x) =
N−1∑
n=0
xnRh,N,n(p)(h(x)).
Com estes entes, o produto escalar (I.7) é reescrito em [17], na forma
〈p, q〉S =
∫
[Rh,N,0(p)(h(x)) · · ·Rh,N,N−1(p)(h(x))] dM(x)
×

Rh,N,0(q)(h(x))
...
Rh,N,N−1(q)(h(x))
+ [Rh,N,0(p)(0) · · ·Rh,N,N−1(p)(0)]L

Rh,N,0(q)(0)
...
Rh,N,N−1(q)(0)

onde M é uma matriz N ×N de medidas dada explicitamente por
dM(x) =

dµ(x) xdµ(x) . . . xN−1dµ(x)
...
... . . .
...
xN−1dµ(x) xNdµ(x) . . . x2N−2dµ(x)

e onde L é a matriz
M∑
i=1
Mi∑
j=0
λi,jL(i, j),
com L(i, j) a matriz de dimensão N ×N
L(i, j) =

0
...
0
j!
...
k!
(k−j)!c
k−j
i
...
(N−1)!
(N−1−j)!c
N−1−j
i

[
0 · · · 0 j! · · · k!
(k−j)! c
k−j
i · · · (N−1)!(N−1−j)!cN−1−ji
]
.
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Assim, os polinómios matriciais
Pn(x) =

Rh,N,0(pnN (x)) · · · Rh,N,N−1(pnN (x))
Rh,N,0(pnN+1(x)) · · · Rh,N,N−1(pnN+1(x))
...
...
Rh,N,0(p(n+1)N−1(x)) · · · Rh,N,N−1(p(n+1)N−1(x))

são então ortonormais relativamente à matriz de medidas M(h−1) onde foi adi-
cionado um ponto massa em zero, com peso dado pela matriz L. A matriz de
medidas M(h−1) é tal que∫
F (x)dM(h−1(x)) =
∫
F (h(x)dM(x)),
onde F é uma função vectorial (ver [31]).
Desta forma, polinómios ortogonais relativamente a um produto interno de Sobolev
discreto podem ser sempre expressos como polinómios ortogonais matriciais, onde
a medida espectral que lhe está associada tem sempre um ponto massa na origem.
Veremos, neste trabalho, como também é possível fazer uma reinterpretação dos
produtos internos de Sobolev discretos através de um modelo vectorial.
2. Ortogonalidade matricial
Designemos porMN×N(K) o espaço vectorial das matrizes escalares de dimensãoN×
N sobre um corpo K, com K = R ou K = C e para um N inteiro positivo, fixo.
A matriz polinomial P , de dimensão N × N e de grau n, é uma matriz quadrada
cujas entradas são polinómios escalares de grau quanto muito n, o que é equivalente
a considerar o polinómio
P (t) = P0,nt
n + P1,n−1tn−1 + · · ·+ Pn−1,nt+ Pn,n,
onde P0,n, P1,n−1, · · · , Pn,n ∈MN×N(C) e P0,n é não-singular. A matriz polinomial P
assim definida é designada por polinómio matricial.
Sejam ainda, designados por MN×N(P) o espaço dos polinómios matriciais com
coeficientes em MN×N(C) e por MnN×N(P) o subespaço de MN×N(P) formado por
todos os polinómios matriciais de grau menor ou igual a n, sendo n um número
natural.
Seja também, W uma matriz de medidas de dimensão N ×N definida positiva, isto
é, para qualquer conjunto de Borel A ⊂ R, tem-se que a matriz numérica W (A) é
uma matriz numérica semi-definida positiva, tal que todo o número natural k,
Sk =
∫
R
tkdW (t),
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existe. Designamos Sk por momento de ordem k associado a W .
Assumindo que W tem momentos de todas as ordens e é não degenerada, ou
seja,
∫
R
P (t)dW (t)P ∗(t) é uma matriz não-singular para qualquer polinómio ma-
tricial P com coeficiente principal não-singular, estamos em condições de definir o
produto interno hermitiano sobre o espaço de polinómios matriciais MN×N(P) da
seguinte forma:
〈P,Q〉 =
∫
R
P (t)dW (t)Q∗(t). (I.8)
Observemos ainda, que o produto interno induzido porW , definida positiva, satisfaz
as propriedades:
〈P,Q〉 = 〈Q,P 〉∗,
〈C1P1 + C2P2, DQ〉 = C1〈P1, Q〉D∗ + C2〈P2, Q〉D∗,
para P, P1, P2, Q ∈MN×N(P) e C1, C2, D ∈MN×N(C).
Definição I.1. Diz-se que uma sucessão {Pn}n∈N de polinómios matriciais, de
grau n, é ortogonal relativamente a um produto interno da forma (I.8) se∫
R
Pn(t)dW (t)P
∗
m(t) = Γnδn,m, n,m ≥ 0, e Γn é definida positiva.
Diz-se que {Pn}n∈N é ortonormal relativamente ao produto interno (I.8) se∫
R
Pn(t)dW (t)P
∗
m(t) = IN×Nδn,m, n,m ≥ 0.
Devemos fazer notar que outros autores, como por exemplo B. Simon em [11],
consideram também o produto interno matricial definido por
〈P,Q〉 =
∫
R
P ∗(t)dW (t)Q(t). (I.9)
Relacionado com este produto interno tem-se outra definição de ortogonalidade ma-
tricial. Na literatura, para as distinguir, designa-se a ortogonalidade matricial asso-
ciada ao produto interno (I.8) por ortogonalidade matricial à esquerda e designa-se
ortogonalidade matricial associada ao produto interno (I.9) por ortogonalidade ma-
tricial à direita.
De notar ainda que, 〈P, P 〉 é não-singular se P tem coeficiente principal não-singular.
Aplicando o processo de ortogonalização de Gram-Schmidt à sucessão {I, tI, t2I, · · · },
obtém-se uma sucessão {Pn}n∈N de polinómios matriciais ortonormais relativamente
a (I.8), de grau n, e com coeficiente principal não-singular. Assim sendo, concluímos
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que se W é definida positiva, com momentos de todas as ordens, então existe uma
sucessão de polinómios ortonormais relativamente a W .
Das relações de ortonormalidade para {Pn}n∈N, tendo em consideração que Pn é de
grau n, observe-se que uma relação de recorrência a três termos é satisfeita pela
sucessão de polinómios matriciais {Pn}n∈N:
tPn(t) = An+1Pn+1(t) +BnPn(t) + A
∗
nPn−1(t), n ≥ 0, (I.10)
com as condições iniciais P−1(t) = 0N×N e P0(t) = IN×N , sendo
An = 〈tPn−1, Pn〉 e Bn = 〈tPn, Pn〉,
de onde deduzimos que as matrizes An são não-singulares e as matrizes Bn são
hermitianas.
Observe que a sucessão {Pn}n∈N é definida a menos de um factor multiplicativo à
esquerda por uma sucessão de matrizes unitárias, isto é, se {Un}n∈N é uma sucessão
arbitrária de matrizes unitárias, UnU∗n = I, para n ≥ 0, então a sucessão de polinó-
mios matriciais {Rn}n∈N dada por Rn(t) = UnPn(t) é também ortonormal relativa-
mente ao produto interno (I.8). Para além disso, a sucessão de polinómios {Rn}n∈N
satisfaz a seguinte relação de recorrência a três termos:
tRn(t) = UnAn+1U
∗
n+1Rn+1(t) + UnBnUnRn(t) + UnA
∗
nU
∗
n−1Rn+1(t).
A relação de recorrência (I.10) caracteriza a ortonormalidade das sucessões de poli-
nómios matriciais que a satisfazem relativamente a uma matriz de medidas definida
positiva, isto é, existe um Teorema de Favard para sucessões de polinómios matriciais
que satisfaçam (I.10).
No trabalho [40] encontramos este resultado e uma possível prova do mesmo, de
compreensão muito acessível. Outras referências para o mesmo resultado são ainda
os trabalhos [4] e [19]:
Teorema I.3. Seja {An}n∈N uma sucessão de matrizes não-singulares, {Bn}n∈N
uma sucessão de matrizes hermitianas e {Pn}n∈N uma sucessão de polinómios ma-
triciais com Pn(t) = Pn,ntn + · · ·+ Pn,0 definidos pela fórmula de recorrência
tPn(t) = An+1Pn+1(t) +BnPn(t) + A
∗
nPn−1(t), n ≥ 0,
com as condições iniciais P−1(t) = 0N×N e P0(t) = P0,0 onde detP0,0 6= 0.
Então, existe uma sucessão de momentos {Sk}k∈N onde cada Sk é uma matriz her-
mitiana e definida positiva tal que
IN×N = 〈P0, P0〉 = P0,0S0P ∗0,0 e 〈Pn, Pm〉 = 0N×N , m 6= n, m, n ∈ N0.
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Consideremos novamente a relação de recorrência (I.10). Se as matrizes não-sin-
gulares An que aparecem na relação de recorrência não são matrizes triangulares
inferiores, podemos sempre encontrar uma sucessão de matrizes unitárias {Un}n∈N
tal que Dn = Un−1AnU∗n seja triangular inferior. Sem perda de generalidade, a partir
de agora consideramos as matrizes An da relação de recorrência (I.10) triangulares
inferiores.
Definição I.2. Dada uma sucessão de polinómios ortogonais {Pn}n∈N relativamente
a uma matriz de medidas definida positiva W , designamos por polinómio de segundo
tipo ou associado de primeira espécie, que iremos denotar por P (1)n , com grau P (1)n
igual a n, o polinómio definido por
P (1)n (x) =
∫
R
Pn+1(x)− Pn+1(t)
x− t dW (t), n ≥ 1.
A sucessão de polinómios associados {P (1)n }n∈N satisfaz a relação de recorrência (I.10),
mas com as condições iniciais P (1)−1 (x) = 0N×N e P
(1)
0 (t) = A
−1
1 . Esta sucessão de
polinómios terá um papel fundamental nesta secção e nas secções posteriores.
Em [7], A. Branquinho prova o seguinte resultado no qual demonstra como a iden-
tidade de Christoffel-Darboux e a sua fórmula confluente caracterizam as sucessões
de polinómios ortonormais matriciais.
Teorema I.4. Seja {Pn}n∈N uma sucessão de polinómios matriciais tal que, para
cada n, o grau de Pn é igual a n. As seguintes condições são equivalentes:
(a) {Pn}n∈N é uma sucessão de polinómios ortonormais matriciais.
(b) {Pn}n∈N verifica, para todo o n ∈ N, a identidade de Christoffel-Darboux
P ∗n−1(z)AnPn(w)− P ∗n(z)A∗nPn−1(w) = (w − z)
n−1∑
k=0
P ∗k (z)Pk(w), w, z ∈ C.
(c) {Pn}n∈N verifica, para todo o n ∈ N, a fórmula confluente
P ∗n−1(z)AnP
′
n(z)− P ∗n(z)A∗nP ′n−1(z) =
n−1∑
k=0
P ∗k (z)Pk(z), z ∈ C,
e a relação
P ∗n−1(z)AnPn(z)− P ∗n(z)A∗nPn−1(z) = 0N×N , z ∈ C.
Observe que da relação de recorrência a três termos, satisfeita pelas sucessões de
polinómios ortogonais matriciais se obtém de forma quase directa que estas sucessões
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satisfazem identidade de Christoffel-Darboux, bem como um seu caso particular de-
signado por fórmula confluente. A mais valia do anterior resultado é que este garante
que a identidade de Christoffel-Darboux permite caracterizar a ortogonalidade.
Pode-se ainda obter-se de uma forma directa, partindo da relação de recorrência, a
seguinte relação:
P ∗n−1(z)AnP
(1)
n−1(z)− P ∗n(z)A∗nP (1)n−2(z) = IN×N , z ∈ C,
bem como a fórmula de Liouville-Ostrogradski:
P
(1)
n−1(z)P
∗
n−1(z)− Pn(z)(P (1)n−2)∗(z) = A−1n , z ∈ C.
Define-se ainda
Kn(w, z) =
n−1∑
j=0
P ∗j (z)Pj(w), (I.11)
por n-ésimo núcleo reprodutor visto satisfazer a seguinte propriedade:
Para qualquer polinómio matricial Πm(w) de grau m ≤ n− 1, tem-se
〈Πm, Kn(., z)〉 =
∫
R
Πm(w)dW (z)K
∗
n(w, z) = Πm(z).
3. Análise assimptótica
Nesta secção apresentamos resultados sobre o comportamento assimptótico dos po-
linómios ortogonais matriciais. Apresentamos um teorema de Markov que ilustra
o comportamento assimptótico do quociente entre o n-ésimo polinómio ortonormal
relativamente a uma medida definida positiva e o n-ésimo polinómio associado de
primeira espécie. Apresenta-se também, nesta secção, o comportamento assimptó-
tico do quociente entre dois polinómios ortogonais consecutivos da mesma sucessão
relativamente a uma medida definida positiva quando esta pertence à denominada
classe Nevai matricial.
3.1. Espectro de J. Comecemos por apresentar a seguinte definição:
Definição I.3. O número a é um zero do polinómio matricial Pn, de grau n e
dimensão N ×N , definido por
Pn(t) = Pn,n + Pn−1,nt+ Pn−2,nt2 + . . . P0,ntn,
se a é um zero do polinómio escalar detPn(t).
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Tendo em consideração a definição e propriedades dos determinantes resulta que
detPn(t) = (detP0,n)t
nN + termos de grau inferior.
Logo, pelo Teorema Fundamental da Álgebra, concluí-se que o polinómio matricial
Pn tem exactamente nN zeros, em geral complexos, considerando as suas multipli-
cidades.
Consideremos a matriz de dimensão infinita J construída a partir das sucessões
{An}n∈N e {Bn}n∈N que aparecem na relação de recorrência (I.10)
J =

B0 A1
A∗1 B1 A2
A∗2 B2 A3
. . . . . . . . .
 . (I.12)
É de salientar que a matriz J é uma matriz hermitiana tridiagonal por blocos de
dimensão N × N . Esta matriz é designada por matriz N-Jacobi associada aos po-
linómios {Pn}n∈N. A matriz N -Jacobi tem um papel muito importante no estudo
dos zeros dos polinómios matriciais, bem como na demonstração de resultados as-
simpóticos.
O seguinte lema mostra como o espectro do operador J está relacionado com os
zeros da sucessão de polinómios ortogonais.
Lema I.1. Para n ∈ N, os zeros dos polinómio matricial Pn são os mesmos do
polinómio escalar det(tInN×nN − Jn) (com a mesma multiplicidade) onde InN×nN é
a matriz identidade de dimensão nN×nN e Jn é a matriz Jacobi por blocos truncada
de dimensão nN × nN .
Em conclusão, os zeros do polinómio matricial Pn são reais, quando {Pn}n∈N é
uma sucessão de polinómios ortonormais com respeito à matriz de medidas definida
positiva W .
Define-se por matriz adjunta da matriz A de dimensão N ×N , adj (A), como sendo
a matriz que satisfaz a seguinte propriedade:
A adj (A) = adj (A)A = det(A)IN×N .
No que diz respeito aos zeros de um polinómio matricial têm-se ainda os seguintes
resultados:
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Lema I.2. Seja P (t) um polinómio matricial de dimensão N ×N e seja a um zero
de P (t) de multiplicidade p. Sejam
L(a, P ) = {v ∈M1×N(C) : vP (a) = 01×N}
e
R(a, P ) = {v ∈M1×N(C) : P (a)v∗ = 0N×1}.
Se dimL(a, P ) = dimR(a, P ) = p então,
(adj (P (t)))(l) (a) = 0N×N , para l = 0, . . . , p−2 e (adj (P (t)))(p−1) (a) 6= 0N×N .
Além disso,
Car (adj (P (t)))(p−1) (a) = p e (adj (P (t)))(p−1) (a),
define uma aplicação linear de M1×N(C) em L(a, P ) que é um isomorfismo de
R(a, P ) em L(a, P ).
No trabalho [6], podemos encontrar o seguinte resultado:
Lema I.3. Sejam tn,k, k = 1, . . . , s com s ≤ nN os zeros distintos do polinómio
matricial Pn. Para qualquer polinómio P (t), de grau menor ou igual a n− 1, temos
a decomposição em fracções próprias para t ∈ C \ {tn,1, . . . , tn,s},
P (t)(Pn(t))
−1 =
s∑
k=1
Cn,k
t− tn,k ,
onde
Cn,k =
lk
(det (Pn(t)))(lk)(tn,k)
P (tn,k)(adj (Pn(t)))
(lk−1)(tn,k)
e onde lk é a multiplicidade de tn,k (lk ≤ N).
Teorema (Teorema de Stieltjes-Vitali). Seja {fn}n∈N uma sucessão de funções ana-
líticas numa região aberta G do plano complexo. Se {fn}n∈N é uniformemente li-
mitada em conjuntos compactos de G e converge num subconjunto E de G onde
E tem um ponto de acumulação em G então {fn}n∈N converge uniformemente em
qualquer subconjunto compacto de G.
Uma matriz de medidas definida positiva W diz-se determinada se nenhuma outra
matriz de medidas definida positiva tem os mesmos momentos que os momentos da
matrizW , isto é, a matriz de medidas definida positivaW é unicamente determinada
pelos seus momentos Sk, k ∈ N.
O próximo resultado foi estabelecido por A.J. Durán em [15] e exibe o comporta-
mento assimptótico do quociente entre o n-ésimo polinómio ortogonal relativamente
3. ANÁLISE ASSIMPTÓTICA 13
a uma matriz de medidas definida positiva e o seu correspondente polinómio asso-
ciado.
Teorema (Teorema de Markov Matricial). Seja {Pn}n∈N uma sucessão de poli-
nómios matriciais ortonormais relativamente a uma matriz de medidas W que é
determinada. Seja ainda, {P (1)n }n∈N a sucessão de polinómios associados. Então,
lim
n→∞
P−1n (z)P
(1)
n−1(z) =
∫
dW (t)
z − t ,
para z ∈ C \ Γ e a convergência é uniforme sobre compactos em C \ Γ, onde
Γ = ∩N≥0MN , MN = ∪n≥N{zeros dePn}.
A F definido por F (z) =
∫
dW (t)
z − t chama-se função de Stieltjes (Markov) associada
à matriz de medidas W .
3.2. Classe Nevai. Dadas duas matrizes A e B (com A não-singular e B her-
mitiana) dizemos que uma sucessão de polinómios matriciais ortonormais {Pn}n∈N
satisfazendo a relação de recorrência (I.10) pertence à classe Nevai, M(A,B), se
lim
n→∞
An = A e lim
n→∞
Bn = B. Diz-se que uma matriz de medidas definida positiva W
está na classe Nevai M(A,B) se alguma das suas sucessões polinómios ortonormais
está em M(A,B).
Seja A uma matriz não-singular. A sucessão de polinómios matriciais {UA,Bn }n∈N
definida pela relação de recorrência
tUA,Bn (t) = A
∗UA,Bn+1(t) +BU
A,B
n (t) + AU
A,B
n−1(t), n ≥ 0
com condições iniciais UA,B0 = IN×N e U
A,B
−1 = 0N×N , de acordo com o teorema
de Favard, é uma sucessão de polinómios ortonormais relativamente a uma matriz
de medidas definida positiva WA,B. A sucessão {UA,Bn }n∈N não é mais do que o
análogo matricial dos polinómios de Chebyshev de segundo tipo designando-se, então,
da mesma forma. Observe ainda que, a matriz de Jacobi associada à sucessão
de polinómios ortonormais na classe Nevai não é mais do que uma perturbação
compacta da matriz de Jacobi, ou seja, é da forma:
J1 =

B A
A∗ B A
A∗ B A
. . . . . . . . .
 . (I.13)
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Se designarmos por FA,B a função de Stieltjes associada à matriz de medidasWA,B e,
sempre que, A seja uma matriz não-singular, tem-se, de acordo com o trabalho [16]:
Teorema I.5. Seja {Pn}n∈N uma sucessão de polinómios ortonormais matriciais
satisfazendo a relação de recorrência a três termos (I.10). Assuma-se ainda que,
lim
n→∞
An = A e lim
n→∞
Bn = B com A não-singular. Então,
lim
n→∞
Pn−1(z)P−1n (z)A
−1
n = FA,B(z), z ∈ C \ Γ,
onde WA,B é a matriz de pesos para os polinómios matriciais de Chebyshev de se-
gundo tipo. A convergência é uniforme para z em subconjuntos compactos de C \Γ,
onde
Γ = ∩N≥0MN , MN = ∪n≥N{zeros dePn}.
De acordo com os trabalhos [16, 34] sabe-se que FA,B é solução da equação matricial
quadrática
A∗XAX + (B − zIN×N)X + IN×N = 0N×N .
Em particular, se A é uma matriz definida positiva pode encontrar-se uma expressão
explícita para FA,B. Para tal, seja S(z) = 12A
−1/2(zIN×N −B)A−1/2, então tem-se
FA,B(z) = A
−1/2 [S(z)− (S2(z)− IN×N)1/2]A−1/2.
Além disso, a matriz S é diagonalizável a menos um conjunto finito de números
complexos z e, também o é, a matriz A1/2FA,BA1/2. Tem-se que, se a é um valor
próprio de S, então tem-se que a− (a2 − 1)1/2 é um valor próprio de A1/2FA,BA1/2,
assumindo que | a − (a2 − 1)1/2| < 1, para a ∈ C \ [−1, 1]. Facto este, garante
a existência da raiz quadrada apropriada. Como, para x ∈ R, IN×N − S2(x) é
hermitiana, então tem-se a decomposição:
IN×N − S2(x) = U(x)N(x)U∗(x)
onde N(x) é uma matriz diagonal cujas entradas são {di,i}Ni=1 e U(x) é uma matriz
unitária.
Neste caso, a matriz de pesos WA,B(x), x ∈ R, é dada por
dWA,B(x) =
1
pi
A−1/2U(x)[N+(x)]1/2U∗(x)A−1/2 dx,
ondeN+(x) é a matriz diagonal cujas entradas são dadas por d+i,i(x) = max{di,i(x), 0}.
O suporte de WA,B é então o conjunto de números reais
{y ∈ R : S(y) tem um valor próprio em [−1, 1]}.
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De facto, WA,B é absolutamente contínua relativamente à medida de Lebesgue mul-
tiplicada por uma matriz identidade, e o suporte é a união finita de no máximo N
intervalos limitados e disjuntos.
No trabalho [16] é ainda dada uma expressão dos polinómios matriciais de Chebyshev
como funções matriciais dos polinómios escalares de Chebyshev da seguinte forma:
UA,Bn = A
−1/2un (S(z))A−1/2,
onde {un}n∈N é a sucessão de polinómios escalares de Chebyshev de segundo tipo.
Exemplo I.2. Tomemos
A =
[
1 0
0 1
4
]
e B =
[
0 1
1 0
]
.
Tem-se que,
S2(z)− 4IN×N =
[
z2 −10z
−10z 16z2
]
.
Esta matriz tem o seguinte sistema de valores próprios e vectores próprios:
17z2 − 5√16z2 + 9z4
2
[
3z
4
+
√
16z2 + 9z4
4z
, 1
]
,
17z2 + 5
√
16z2 + 9z4
2
[
3z
4
−
√
16z2 + 9z4
4z
, 1
]
.
De acordo com a escolha da raiz quadrada, tem-se que FA,B vem dado por:
FA,B(z) =
1
2
[
z −4
−4 16z
]
− 1
2
√
17z2 − 5√16z2 + 9z4 + 2
√
17z2 + 5
√
16z2 + 9z4
×
[ √
2z2 +
√
32z4 − 200z2 −20√2z
−20√2z 64√2z2 + 4√32z4 − 200z2
]
,
onde as raízes foram escolhidas por forma a que FA,B fosse analítica em C \ [−52 , 52 ].
Como 4IN×N − S2(z) é diagonalizável na forma:
U(x)N(x)U∗(x),
tem-se que
(N+(x))1/2 =
[ √
5
√
16x2+9x4−17x2√
2
0
0 0
]
,
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de onde se obtém:
dWA,B(x) =
1
2pi
√
5
√
16x2 + 9x4 − 17x2√
16 + 9x2
χ[−5/2,5/2]
×
[
3|x|+√16+9x2
2
√
2
2
√
2sign(x)
2
√
2sign(x) −6|x|+2
√
16+9x2√
2
]
com
sign(x) =

1, se x > 0;
−1, se x < 0;
0, se x = 0.
No caso de A ser apenas hermitiana, é apresentado um exemplo em [16] onde WA,B
é absolutamente contínua relativamente à medida de Lebesgue multiplicada pela
matriz identidade mas com derivada de Radon-Nikodym ilimitada. No caso geral,
onde A é não-singular, nada é sabido acerca do suporte de WA,B. Além disso, nada
se conhece acerca da continuidade absoluta das entradas da matriz relativamente à
medida de Lebesgue, ou seja, podem aparecer Deltas de Dirac envolvidas.
4. Interpretação vectorial da relação de recorrência não simétrica
Dado N um inteiro positivo e dada uma sucessão de polinómios escalares {pn}n∈N,
consideremos a relação de recorrência de ordem superior,
h(x)pn(x) = c
n+N−1
n+N pn+N(x) +
2N−1∑
k=0
cn+N−1n+N−1−kpn+N−1−k(x), n ≥ 0 (I.14)
onde h é um polinómio de grau fixo N , cn+N−1j são sucessões de números complexos
para j = n−N, n−N + 1, ..., n+N − 1 e cn+N−1n−N 6= 0.
Consideremos ainda, que são dadas pi condições iniciais com i = 0, . . . , N − 1.
Em primeiro lugar, queremos provar que se uma sucessão de polinómios {pn}n∈N
satisfaz uma relação de recorrência como (I.14) então existe uma sucessão de polinó-
mios vectoriais, que designaremos por {Bm}m∈N e com uma estrutura bem definida,
que satisfaz uma relação de recorrência a três termos com coeficientes matriciais e
que o recíproco também é válido.
Teorema I.6. Seja {pn}n∈N uma sucessão de polinómios escalares e {Bm}m∈N uma
sucessão de polinómios vectoriais com o vector de polinómios Bm definido por
Bm(x) =
[
pmN(x) pmN+1(x) . . . p(m+1)N−1(x)
]T
.
Então, as seguintes afirmações são equivalentes:
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(a) A sucessão de polinómios escalares {pn}n∈N satisfaz (I.14);
(b) A sucessão de polinómios vectoriais {Bm}m∈N satisfaz
h(x)Bm(x) = AmBm+1(x) +BmBm(x) + CmBm−1(x), m ≥ 1
com condições iniciais
B−1(x) = 0N×1 e B0(x) = [p0(x) p1(x) . . . pN−1(x)]
T .
As matrizes Am, Bm e Cm são determinadas por
Am =

c
(m+1)N−1
(m+1)N . . . 0
... . . .
...
c
(m+2)N−2
(m+1)N . . . c
(m+2)N−2
(m+2)N−1
 , Bm =

c
(m+1)N−1
mN . . . c
(m+1)N−1
(m+1)N−1
... . . .
...
c
(m+2)N−2
mN . . . c
(m+2)N−2
(m+1)N−1

e Cm =

c
(m+1)N−1
(m−1)N . . . c
(m+1)N−1
mN−1
... . . .
...
0 . . . c
(m+2)N−2
mN−1
 .
Demonstração. A prova da implicação (b) ⇒ (a) é imediata, bastando ter
em consideração a estrutura da relação de recorrência a três termos e a forma dos
vectores Bm. Para provar que (a) implica (b), comecemos por reescrever (I.14)
substituindo n por n+N − 1,
h(x)pn+N−1(x) = c
n+2(N−1)
n+2N−1 pn+2N−1(x) +
2N−1∑
k=0
c
n+2(N−1)
n+2(N−1)−kpn+2(N−1)−k(x) (I.15)
e consideremos as N equações que decorrem de (I.14) a (I.15).
Através de cálculos elementares podemos observar que estas N equações podem ser
reescritas na seguinte forma matricial
h(x)

pn(x)
...
pn+N−1(x)
 =

cn+N−1n+N . . . 0
... . . .
...
cn+2N−2n+N . . . c
n+2N−2
n+2N−1


pn+N(x)
...
pn+2N−1(x)

+

cn+N−1n . . . c
n+N−1
n+N−1
... . . .
...
cn+2N−2n . . . c
n+2N−2
n+N−1


pn(x)
...
pn+N−1(x)

+

cn+N−1n−N . . . c
n+N−1
n−1
... . . .
...
0 . . . cn+2N−2n−1


pn−N(x)
...
pn−1(x)
 . (I.16)
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Ao efectuarmos a mudança de variável n = mN na relação (I.16) obtemos o preten-
dido. ¤
Acabámos então de observar que podemos reinterpretar as relações entre (I.14)
e (I.15) como uma relação de recorrência a três termos satisfeita por um vector
de polinómios onde os coeficientes da relação de recorrência são matrizes de N ×N
com entradas complexas, isto é, Am, Bm, Cm ∈MN×N(C).
Pretendemos em seguida dar significado à relação de recorrência obtida. Veremos,
no próximo capítulo, que esta relação nos dá uma caracterização da ortogonalidade
vectorial que passaremos a definir.
Genericamente, podemos dizer, que um polinómio vectorial P é um vector cujas
componentes são polinómios escalares na variável x.
Seja PN o espaço vectorial dos polinómios vectoriais com N componentes munido
das operações usuais de soma e multiplicação de um escalar em C.
Neste espaço vectorial definimos grau de P onde P = [p1 . . . pN ]T , da seguinte forma:
gr(P) =
[(
max
j=1,...,N
{gr pj}
)
/N
]
,
onde [ . ] representa a parte inteira do número.
Considerando h um polinómio de grau fixo N , o espaço vectorial dos polinómios
escalares P tem também como uma possível base
{1, ..., xN−1, h, xh, ..., xN−1h, h2, ..., xN−1h2, ...}
= {xkhj : k = 0, 1, ..., N − 1, j = 0, 1, 2, ...}. (I.17)
Para além disso, no caso particular em que tomamos h(x) = xN estamos perante a
base canónica.
Qualquer polinómio escalar p de grau mN + i, com i = 0, 1, . . . , N − 1 pode então
ser expandido nesta base como
p(x) =
m∑
j=0
N−1∑
k=0
ak,jx
k(h(x))j, com ak,j ∈ C.
Tendo em consideração a base (I.17) para P podemos então, observar que o conjunto
{P0, P1, . . . , Pj, . . . }, (I.18)
onde
Pj(x) = (h(x))
jP0(x) com P0(x) =
[
1x . . . xN−1
]T
é uma base para espaço vectorial PN .
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Definição I.4. A sucessão de polinómios vectoriais {Qm}m∈N ⊂ PN onde Qm é,
para cada m ∈ N, um polinómio vectorial de grau m, é dita uma família livre de
polinómios vectoriais.
No espaço PN , consideremos então, a família de polinómios da forma
Bm(x) =
[
pmN(x) pmN+1(x) . . . p(m+1)N−1(x)
]T
.
Qualquer elemento desta família pode ser escrito à custa dos elementos da base (I.18),
isto é, para cadam ∈ N existe uma única sucessão de matrizes {βmj }j∈N ⊂MN×N(C)
tal que
Bm(x) =
m∑
j=0
βmj Pj(x), (I.19)
com βmm uma matriz triangular inferior não-singular.
Definição I.5. Uma família livre de polinómios vectoriais {Bm}m∈N diz-se uma
família de polinómios mónicos se o seu coeficiente principal, isto é, βmm na decompo-
sição (I.19) for uma matriz numérica triangular inferior com os elementos da diagonal
principal todos de valor igual a um.
A primeira conexão natural entre polinómios vectoriais e polinómios matriciais surge
quando observamos que qualquer polinómio vectorial se escreve como o produto de
um polinómio matricial por um polinómio vectorial específico na seguinte forma
Bm = Vm(h(x))P0(x),
onde
Vm(h(x)) =
m∑
j=0
βmj (h(x))
j, com βmj ⊂MN×N(C).
Observe que o polinómio escalar pmN+k de grau mN + k com 0 ≤ k ≤ N − 1 pode
ser escrito na base (I.17) na forma
pmn+k(x) =
m∑
i=0
N−1∑
j=0
ai,jx
jhi(x).
Se considerarmos o operadorRh,N,j que toma de pmN+k os termos da forma ai,jxjhi(x)
e, então, remove o factor comum xj e altera h(x) por x, tem-se que
pmN+k(x) =
N−1∑
j=0
xjRh,N,j(pmN+k)(h(x)).
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Então, é fácil observar que, podemos escrever Bm na forma
Bm(x) = Vm(h(x))P0(x), (I.20)
onde Vm é um polinómio matricial de grau m e dimensão N ×N dado por
Vm(h(x)) =

Rh,N,0(pnN )(h(x)) · · · Rh,N,N−1(pnN )(h(x))
...
. . .
...
Rh,N,0(p(n+1)N−1)(h(x)) · · · Rh,N,N−1(p(n+1)N−1)(h(x))

e onde P0(x) =
[
1 · · · xN−1]T . Equivalentemente, se podem escrever os elementos
da sucessão de polinómios matriciais {Vm}m∈N na forma
Vm(h(x)) =
m∑
j=0
Bmj (h(x))
j, (I.21)
onde {Bmj }j∈N é uma sucessão de matrizes numéricas com Bmm uma matriz não-
singular.
CAPíTULO II
Teoria geral sobre a ortogonalidade vectorial
Neste capítulo, partindo da reinterpretação vectorial, apresentada no anterior capí-
tulo, para uma relação de recorrência de ordem superior, impõe-se que seja definida
uma estrutura vectorial adequada para dar sentido à mesma. Assim, apresentam-se
neste capítulo, os conceitos de funcional vectorial e o de sucessão de polinómios
ortogonais relativamente a uma funcional vectorial.
Nesse sentido, descrevem-se então, dois tipos de ortogonalidade, que designaremos
por ortogonalidade vectorial à esquerda e ortogonalidade vectorial à direita. Apre-
sentam-se teoremas que garantem a existência de uma sucessão de polinómios or-
togonais relativamente a uma funcional vectorial, bem como caracterizações da or-
togonalidade à custa de uma relação de recorrência a três termos com coeficientes
matriciais. Em resumo, estabelecemos os conceitos necessários para a compreensão
da ortogonalidade vectorial.
A maioria dos resultados neste capítulo encontram-se no trabalho [9].
1. Funcionais vectoriais
Seja então, (PN)∗, o espaço linear das funcionais lineares definidas sobre o espaço
linear dos polinómios vectoriais com coeficientes em C, PN , que designaremos por
espaço dual algébrico. Neste espaço, podemos então definir o que se entende por
funcional vectorial.
Definição II.1. Sejam uj : P→ C com j = 1, . . . , N , funcionais lineares. Designa-
mos o vector U =
[
u1 . . . uN
]T actuando em PN e tomando valores em MN×N(C),
definido por
U(P) := (U.PT )T =

〈u1, p1〉 . . . 〈uN , p1〉
... . . .
...
〈u1, pN〉 . . . 〈uN , pN〉
 , (II.1)
por funcional vectorial, onde “(.)” assim definido é o produto simbólico entre os
vectores U e PT , com PT = [p1 . . . pN ].
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Naturalmente, a funcional vectorial U, definida anteriormente, é uma funcional li-
near, isto é,
U(AP+BQ) = AU(P) +BU(Q), (II.2)
para A, B ∈MN×N(C) arbitrárias e quaisquer polinómios P, Q ∈ PN .
No espaço dual, (PN)∗, consideremos as seguintes definições e propriedades que nos
permitirão operar neste espaço.
Definição II.1. Seja U uma funcional vectorial. Definimos a funcional vecto-
rial xkU definida em PN sobre MN×N(C) como sendo a funcional vectorial linear
definida por
(xkU)(P) := ((xkU).PT )T = U(xkP). (II.3)
Considerando a base {Pj}j∈N para PN , definida em (I.18) onde cada Pj vem dado
por
Pj(x) = (h(x))
jP0(x),
com P0(x) = [1 x · · · xN−1]T passamos a denotar (xkU)(Pj) por Ukj . Designamos Ukj
por j-ésimo momento associado à funcional xkU.
Definição II.2. Seja Â =
l∑
k=0
Akx
k um polinómio matricial de grau l onde cadaAk ∈
MN×N(C) e seja U ∈ (PN)∗. Definimos funcional produto à esquerda de U por um
polinómio matricial Â, e denotamo-la por ÂU, como sendo a funcional definida por
(ÂU)(P) := ((ÂU).PT )T =
l∑
k=0
(xkU)(P)ATk .
Observe-se que a funcional ÂU é linear. Para além disso, no caso particular de l = 0,
tem-se a definição de funcional produto à esquerda por uma matriz numérica.
Definição II.2. Seja U uma funcional vectorial. Designamos por funcional vectorial
normalizada associada à funcional vectorial U, a funcional vectorial definida por
Û = ((U(P0))
−1)TU,
onde P0(x) =
[
1, x, . . . , xN−1
]T
. Para além disso, tem-se que
Û(P0) = (((U(P0))
−1)TU)(P0)
= U(P0)(U(P0))
−1
= IN×N .
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De agora em diante, sempre que for necessário e considerarmos conveniente, traba-
lharemos com funcionais vectoriais normalizadas.
2. Ortogonalidade vectorial
2.1. Ortogonalidade vectorial à esquerda. Definamos em seguida o que se
entende por sucessão de polinómios vectoriais ortogonal à esquerda relativamente a
uma funcional vectorial.
Definição II.3. Seja {pn}n∈N uma sucessão de polinómios escalares com grau de pn
igual a n, para n ∈ N. Seja h um polinómio de grau fixo N , {Bm}m∈N uma suces-
são de polinómios vectoriais com Bm(x) =
[
pmN(x) pmN+1(x) . . . p(m+1)N−1(x)
]T e
seja U =
[
u1 . . . uN
]T uma funcional vectorial linear. {Bm}m∈N é dita sucessão de
polinómios vectoriais ortogonal à esquerda relativamente à funcional vectorial U se
(a) (hkU) (Bm) = 0N×N , k = 0, 1, ...,m− 1;
(b) (hmU) (Bm) = ∆m, m ∈ N onde ∆m é uma matriz triangular superior
não-singular.
Lema II.1. Se {Bm}m∈N é uma sucessão de polinómios vectoriais ortogonal à es-
querda relativamente à funcional vectorial U, então para cada m ∈ N, Bm é unica-
mente determinado. Assim, verificam-se as seguintes afirmações:
(a) Se {Bm}m∈N uma sucessão de polinómios vectoriais ortogonal à esquerda re-
lativamente à funcional vectorial U e Bm(x) = CmAm(x), m ≥ 0, com Cm
uma matriz triangular superior não-singular então {Am}m∈N é uma suces-
são de polinómios vectoriais ortogonal à esquerda relativamente à funcional
vectorial U.
(b) Se {Am}m∈N e {Bm}m∈N são sucessões vectoriais de polinómios ortogonais à
esquerda relativamente a U, então existem matrizes numéricas triangulares
superiores não-singulares Cm tais que
Bm(x) = CmAm(x), m ≥ 0.
Demonstração. Se {Bm}m∈N é uma sucessão de polinómios vectoriais ortogo-
nal à esquerda relativamente à funcional vectorial U e existe uma matriz triangular
superior não-singular Cm tal que
Bm(x) = CmAm(x), m ≥ 0,
então
(hkU) (Bm) = (h
kU) (IN×NBm) = (hkU)
(
C−1m CmBm
)
= C−1m (h
kU) (Am) .
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Logo,
C−1m (h
kU) (Am) = ∆mδk,m, k = 0, 1, . . . ,m, m ∈ N,
onde δk,m é o símbolo de Kronecker. Então,
(hkU) (Am) = ∆
1
mδk,m, k = 0, 1, . . . ,m, m ∈ N,
com ∆1m = Cm∆m uma matriz triangular superior não-singular. Isto é, a sucessão
de polinómios vectoriais {Am}m∈N é ortogonal relativamente a U.
Sejam {Bm}m∈N e {Am}m∈N sucessões vectoriais de polinómios ortogonais à esquerda
relativamente a U.
Como {Am}m∈N é uma família livre de polinómios, isto é, para cada m ∈ N o grau
de Am é m então {Am}m∈N constitui uma base para PN . Logo, existem matrizes
Ck ∈MN×N(C) tais que
Bm(x) =
m∑
k=0
CkAk(x).
Pela ortogonalidade de {Am}m∈N e {Bm}m∈N relativamente a U tem-se que
(hkU) (Bm) =
m∑
k=0
Ck(h
kU)(Ak) = ∆mδk,m, k = 0, 1, . . . ,m, m ∈ N,
ou seja, Ck = 0N×N para k = 0, 1, ...,m− 1 e então,
Bm(x) = CmAm(x),
com Cm = (hmU) (Bm) (hmU)(Am))
−1 uma matriz triangular superior não-singular,
isto é, existe uma matriz Cm tal que
Bm(x) = CmAm(x), m ≥ 0,
como pretendíamos demonstrar. ¤
Antes de obter novos resultados devemos preocupar-nos com questões de existên-
cia, isto é, quando é que existe uma sucessão de polinómios vectoriais ortogonal
à esquerda relativamente à funcional vectorial U. O seguinte teorema dá-nos uma
condição necessária e suficiente para que exista uma sucessão de polinómios vectori-
ais ortogonal à esquerda relativamente à funcional vectorial U. Para tal, definimos
matriz de Hankel por blocos associada à funcional vectorial U.
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Definição II.3. Definimos como matriz de Hankel por blocos associada à funcional
vectorial U a matriz dada por
Dm =

U0 . . . Um
... . . .
...
Um . . . U2m
 , m ∈ N, (II.4)
onde Uj são os momentos de ordem j associados à funcional vectorial linear U.
Definição II.4. Uma funcional vectorial é dita quasi-definida se todas as sub-
matrizes principais de Dm, com Dm dado por (II.4), são não-singulares, para todo
o m ∈ N.
Teorema II.4. Seja U uma funcional vectorial linear. Então, U é quasi-definida se,
e somente se, existe uma única sucessão de polinómios vectoriais {Bm}m∈N tal que
Bm =
∑m
j=0 α
m
j Pj, onde αmj ∈ MN×N(C) com αmm uma matriz triangular inferior
não-singular e uma única sucessão, {∆m}m∈N, de matrizes triangulares superiores
não-singulares, tais que
(hkU) (Bm) = ∆mδk,m, k = 0, 1, . . . ,m, m ∈ N. (II.5)
Além disso,
Bm =
[
0 0 · · · ∆m
]
U(P0) · · · U(Pm)
... . . .
...
U(Pm) · · · U(P2m)

−1 
P0
...
Pm
 . (II.6)
Demonstração. Para provar que U é quasi-definida. Seja {Bm}m∈N uma su-
cessão de polinómios vectoriais com Bm =
∑m
j=0 α
m
j Pj, onde αmj ∈MN×N(C) e {Pj}
é uma base em PN , tal que Pj(x) = (h(x))jP0(x), com P0(x) =
[
1 x · · · xN−1]T .
Das condições de ortogonalidade, {Bm}m∈N é ortogonal à esquerda relativamente à
funcional vectorial U se, para k = 0, . . . ,m− 1, se tem
(
hkU
)
(Bm) =
(
hkU
)
(
m∑
j=0
αmj Pj) =
m∑
j=0
αmj (h
kU) (Pj) = 0N×N ,
e, para todo o m ∈ N, se tem
(hmU) (Bm) = (h
mU) (
m∑
j=0
αmj Pj) =
m∑
j=0
αmj (h
mU) (Pj) = ∆m.
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Tendo em consideração que (hkU)(Pj) = U(Pj+k), as condições acima podem ser
lidas na forma
[
αm0 α
m
1 · · · αmm
]
U(P0) · · · U(Pm)
... . . .
...
U(Pm) · · · U(P2m)
 = [ 0 · · · 0 ∆m ] . (II.7)
Para m = 0, em (II.7) temos que α00U0 = ∆0. Usando a não-singularidade das
matrizes α00 e ∆0, tem-se U0 uma matriz não-singular. De forma análoga, tomando
m = 1 em (II.7), tem-se{
α10 U0 + α
1
1 U1 = 0N×N
α10 U1 + α
1
1 U2 = ∆1,
i.e. α11(U2 − U1U−10 U1) = ∆1.
Como ∆1 e α11 são matrizes não-singulares então det(U2 − U1U−10 U1) 6= 0 e, como
consequência, a segunda submatriz principal é não singular. Este argumento pode
ser indutivamente repetido obtendo assim que U é quasi-definida.
Reciprocamente, para encontrar a sucessão de polinómios tal que {Bm}m∈N com
Bm =
∑m
j=0 α
m
j Pj, onde αmj ∈MN×N(C) e onde αmm é uma matriz triangular inferior
não-singular tal que (hkU) (Bm) = ∆mδk,m, k = 0, 1, . . . ,m, é equivalente a resolver
o sistema (II.7), para m ∈ N.
Param = 0, tem-se α00U0 = ∆0. Usando a não-singularidade de U0 e a decomposição
LU , podemos encontrar unicamente uma matriz triangular inferior não-singular α00
e uma matriz triangular superior não singular ∆0 tal que α00U0 = ∆0.
Para m = 1, tem-se{
α10 U0 + α
1
1 U1 = 0N×N
α10 U1 + α
1
1 U2 = ∆1,
i.e. α11(U2 − U1U−10 U1) = ∆1.
Novamente, usando o facto de a segunda submatriz principal U2 − U1U−10 U1 ser
não-singular e a decomposição LU podemos encontrar unicamente α11 uma matriz
triangular inferior não-singular e ∆1 uma matriz triangular superior não-singular
tal que α11 = (U2 − U1U−10 U1) = ∆1. Obtemos também de α10 U0 + α11 U1 = 0N×N ,
de forma única a matriz α10. Este argumento pode ser indutivamente repetido e o
resultado é estabelecido. ¤
Uma das características mais importantes das sucessões de polinómios ortogonais
escalares é que estes satisfazem uma relação de recorrência a três termos. A mesma
propriedade é identificada quando consideramos uma sucessão polinómios vectoriais
ortogonal à esquerda relativamente a uma funcional vectorial U.
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Teorema II.5. Seja U uma funcional vectorial e seja {Bm}m∈N a correspondente
sucessão de polinómios vectoriais ortogonal à esquerda relativamente à funcional vec-
torial U. Então, existem sucessões de matrizes numéricas de dimensão N , {Am}m∈N,
{Bm}m∈N e {Cm}m∈N, com Cm uma matriz triangular superior não-singular, tal que
h(x)Bm(x) = AmBm+1(x) + BmBm(x) + CmBm−1(x), m ≥ 1 (II.8)
com B−1(x) = 0N×1 e B0(x) = P0(x), onde P0(x) =
[
1x . . . xN−1
]T .
Demonstração. Comecemos por considerar hBm. Observe-se que hBm é um
polinómio de grau m+ 1, o que permite escrevê-lo na forma
h(x)Bm(x) =
m+1∑
k=0
Amk Bk(x), A
m
k ∈MN×N(C). (II.9)
Comecemos, então, por provar que Amk = 0N×N , para k = 0, 1, ...,m − 2. De facto,
se aplicarmos a funcional vectorial U a ambos os membros de (II.9), obtemos Am0 =
0N×N .
Então, podemos reescrever (II.9) na forma
h(x)Bm(x) =
m+1∑
k=1
Amk Bk(x) . (II.10)
Novamente, multiplicando ambos os membros de (II.10) por h e aplicando U, obte-
mos Am1 = 0N×N .
Continuando o processo, isto é, multiplicando em seguida por h2, depois por h3 e,
assim sucessivamente, aplicando U, obtemos que
Amk = 0N×N , para k = 0, 1, ...,m− 2 .
Assim sendo, podemos reescrever (II.9) na forma
h(x)Bm(x) = A
m
m−1Bm−1(x) + A
m
mBm(x) + A
m
m+1Bm+1(x). (II.11)
Ao multiplicarmos (II.11) por hm−1 e, ao fazer actuar U posteriormente, obtemos
que:
Amm−1 = (h
mU) (Bm)
(
(hm−1U) (Bm−1)
)−1
= ∆m∆
−1
m−1, m ≥ 1.
Utilizando a mesma técnica, obtém-se que
Amm =
[
(hm+1U) (Bm)− Amm−1(hmU) (Bm−1)
]
[(hmU) (Bm)]
−1
=
[
(hm+1U) (Bm)−∆m∆−1m−1(hmU) (Bm−1)
]
∆−1m
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e
Amm+1 =
[
(hm+2U) (Bm)− Amm−1(hm+1U) (Bm−1)− Amm(hm+1U) (Bm)
]
∆−1m+1.
A comparação com os coeficientes em (II.8) leva-nos à seguinte expressão explícita
para os coeficientes na relação de recorrência
Am =
[
(hm+2U) (Bm)− Amm−1(hm+1U) (Bm−1)− Amm(hm+1U) (Bm)
]
∆−1m+1,
Bm =
[
(hm+1U) (Bm)− Amm−1(hmU) (Bm−1)
]
∆−1m ,
Cm = ∆m∆
−1
m−1,
como prentendíamos demonstrar. ¤
Em notação matricial a relação de recorrência a três termos obtida escreve-se como
J

B0
...
Bm
...
 = h(x)

B0
...
Bm
...

onde J é uma matriz tridiagonal por blocos
J =

B0 A0
C1 B1 A1
C2 B2 A2
. . . . . . . . .
 (II.12)
que designamos à semelhança do caso matricial simétrico por matriz de N-Jacobi.
Em seguida indicaremos um importante recíproco do teorema anterior. Este teorema
estabelece que qualquer sucessão de polinómios vectoriais satisfazendo uma relação
de recorrência do tipo (II.8) é uma sucessão de polinómios vectoriais ortogonal à
esquerda relativamente a uma funcional vectorial U.
Teorema II.6 (Tipo Favard). Sejam {Am}m∈N, {Bm}m∈N e {Cm}m∈N sucessões de
matrizes numéricas de dimensão N × N com Cm uma matriz triangular superior
não-singular. Seja {Bm}m∈N uma sucessão de polinómios vectoriais definida pela
fórmula de recorrência
h(x)Bm(x) = AmBm+1(x) +BmBm(x) + CmBm−1(x), m ≥ 1
onde B−1(x) = 0N×1 e B0(x) = P0(x), com P0(x) =
[
1 x . . . xN−1
]T .
Então, existe uma funcional vectorial U tal que
(hkU) (Bm) = ∆mδk,m , k = 0, 1, . . . ,m, m ∈ N (II.13)
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onde ∆m é uma matriz triangular superior não-singular de dimensão N ×N , dada
por
∆m = Cm . . . C1∆0, m ≥ 1,
onde ∆0 é uma matriz triangular superior não-singular de dimensão N ×N .
Demonstração. O primeiro passo consiste em construir uma funcional vecto-
rial linear U que verifique (II.13) definida de forma única à custa dos seus momentos
{Um}m∈N a partir das condições:
U (B0) = ∆0, U (Bm) = 0N×N , m ≥ 1, (II.14)
onde ∆0 é uma matriz não singular triangular superior. Como {Pj}j∈N com
Pj(x) = (h(x))
jP0(x) com P0(x) =
[
1 x . . . xN−1
]T
,
é uma base para PN , então existe uma única sucessão {γmj }j∈N ⊂MN×N(C) tal que
o polinómio vectorial Bm pode ser escrito na forma Bm(x) =
m∑
j=0
γmj Pj(x). Logo,
• Para m = 0, U(B0) = γ00U(P0), i.e., U0 = (γ00)−1∆0;
• Para m = 1, U(B1) =
1∑
j=0
γ1jU(Pj), i.e., U1 = −(γ11)−1γ10U0;
• Para m = 2, U(B2) =
2∑
j=0
γ2jU(Pj), i.e., U2 = −
1∑
j=0
(γ22)
−1γ2jUj.
Para m ≥ 3, temos Um = −
∑m−1
j=0 (γ
m
m)
−1γmj Uj.
Mostremos, em primeiro lugar que, com U assim definido, se tem
(hkU) (Bm) = 0N×N , m ≥ k + 1.
Para tal, apliquemos U à relação de recorrência:
U (hBm) = AmU (Bm+1) + BmU (Bm) + CmU (Bm−1) = 0N×N , m ≥ 2,
ou seja, (hU) (Bm) = 0N×N , m ≥ 2.
De novo, multiplicando ambos os membros da relação de recorrência a três termos
por h, tem-se que
h2(x)Bm(x) = h(x)AmBm+1(x) + h(x)BmBm(x) + h(x)CmBm−1(x),
e ao aplicarmos U a ambos os membros desta última equação, tem-se que(
h2U
)
(Bm) = Am (hU) (Bm+1) + Bm (hU) (Bm) + Cm (hU) (Bm−1) = 0N×N , m ≥ 3.
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Procedendo de forma semelhante, concluímos que
(hkU) (Bm) = 0N×N , m ≥ k + 1, i.e., (hkU) (Bm) = 0N×N , k = 0, 1, ...,m− 1.
Para k = m vem que
(hmU) (Bm) = Am(h
m−1U) (Bm+1) +Bm(hm−1U) (Bm) + Cm(hm−1U) (Bm−1) ,
de onde se obtém
(hmU) (Bm) = Cm(h
m−1U) (Bm−1) = CmCm−1 ... C1∆0, m ≥ 1.
Assim, os momentos associados com a funcional vectorial U são unicamente determi-
nados por (II.14) e obtemos as condições de ortogonalidade (II.13). Assim, obtemos
o resultado pretendido. ¤
O lema II.1 diz-nos que uma sucessão de polinómios vectoriais {Bm}m∈N ortogonal
à esquerda é unicamente determinada a menos da multiplicação à esquerda por uma
matriz numérica não-singular, isto é, se {Dm}m∈N é sucessão de matrizes numéri-
cas não-singulares então a sucessão de polinómios vectoriais {Qm}m∈N onde os seus
elementos são determinados por Bm = DmQm é também ortogonal à esquerda re-
lativamente à funcional vectorial U. A sucessão de polinómios vectoriais {Qm}m∈N
satisfaz então a relação de recorrência
h(x)Qm(x) = D
−1
m AmDm+1Qm+1(x) +D
−1
m BmDmQm(x) +D
−1
m CmDm−1Qm−1(x),
com m ≥ 1 e condições iniciais Q−1(x) = 0N×1 e Q0(x) = D0P0(x), onde P0(x) =[
1x . . . xN−1
]T .
No exemplo que se segue analisaremos o que acontece se considerarmos outras con-
dições iniciais na relação de recorrência a três termos vectorial.
Exemplo II.1. Consideremos a relação de recorrência
h(x)Wm(x) = AmWm+1(x) +BmWm(x) + CmWm−1(x), m ≥ 1, (II.15)
e tomemos a sucessão {Wm}m∈N, solução desta relação, que resulta de considerarmos
as condições iniciais:
W−1(x) = 0N×1 e W0(x) = b00P0(x),
com b00 ∈MN×N(C) não-singular e P0(x) =
[
1x . . . xN−1
]T .
Esta solução está obviamente relacionada com a sucessão de polinómios vectoriais
{W˜m}m∈N definida por
W˜m(x) = (b
0
0)
−1Wm(x).
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Dizer que {Wm}m∈N verifica (II.15) é equivalente a dizer que se cumprem as relações
h(x)b00(b
0
0)
−1Wm(x) = Amb00(b
0
0)
−1Wm+1(x)
+Bmb
0
0(b
0
0)
−1Wm(x) + Cmb00(b
0
0)
−1Wm−1(x), m ≥ 1
e
h(x)b00W˜m(x) = Amb
0
0W˜m+1(x) +Bmb
0
0W˜m(x) + Cmb
0
0W˜m−1(x), m ≥ 1.
Então, a sucessão de polinómios vectoriais {W˜m}m∈N satisfaz a relação de recorrência
h(x)W˜m(x) = A˜mW˜m+1(x) + B˜mW˜m(x) + C˜mW˜m−1(x), m ≥ 1
com condições iniciais
W˜−1(x) = 0N×1 e W˜0(x) = P0(x),
onde P0(x) =
[
1x . . . xN−1
]T . Os coeficientes da relação de recorrência obtida vêm
dados por
A˜m = (b
0
0)
−1Amb00, B˜m = (b
0
0)
−1Bmb00 e C˜m = (b
0
0)
−1Cmb00.
Observe ainda que, os coeficientes matriciais, da relação de recorrência satisfeita
pela sucessão de polinómios vectoriais {W˜m}m∈N, são matrizes com a característica
de serem matrizes completas, independentemente da estrutura das matrizes Am,
Bm e Cm. Por outro lado, o teorema de Favard garante-nos ainda que esta se
trata de uma sucessão de polinómios vectoriais ortogonal à esquerda relativamente
à funcional vectorial U.
2.2. Ortogonalidade vectorial à direita. À semelhança do que apresentá-
mos anteriormente começamos por indicar o que se entende por ortogonalidade vec-
torial à direita.
Definição II.7. Seja U =
[
u1 . . . uN
]T uma funcional vectorial linear e conside-
remos a sucessão de polinómios matriciais {Gm}m∈N. A sucessão {Gm}m∈N é dita
uma sucessão de polinómios matriciais ortogonais à direita relativamente à funcional
vectorial U se
(a) Gm é um polinómio de grau m;
(b) (GTm(h(x))U) (Pj) = 0N×N , j = 0, 1, ...,m− 1;
(c) (GTm(h(x))U) (Pm) = Θm, m ∈ N onde Θm é uma matriz triangular inferior
não-singular.
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Lema II.2. Seja h um polinómio de grau fixo N . Se {Gm}m∈N uma sucessão de
polinómios matriciais em h ortogonais à direita relativamente à funcional vectorial
U, então para cada m ∈ N, Gm é unicamente determinado. Assim, verificam-se as
seguintes afirmações:
(a) Se {Gm}m∈N é uma sucessão de polinómios matriciais em h ortogonal à
direita relativamente à funcional vectorial U e Gm(h(x))) = Tm(h(x))Cm,
para m ≥ 0, com {Cm}m∈N uma sucessão de matrizes triangulares inferiores
não-singulares, então {Tm}m∈N é uma sucessão de polinómios matriciais em
h ortogonal à direita relativamente à funcional vectorial U.
(b) Sejam {Gm}m∈N e {Tm}m∈N sucessões de polinómios matriciais em h or-
togonais à direita relativamente à funcional vectorial U, então existe uma
sucessão {Cm}m∈N de matrizes triangulares inferiores não-singulares tais
que
Gm(h(x))) = Tm(h(x))Cm, m ≥ 0.
Demonstração. Seja {Gm}m∈N uma sucessão de polinómios matriciais orto-
gonais à direita relativamente à funcional vectorial U e seja {Cm}m∈N uma sucessão
de matrizes triangulares inferiores não-singulares tal que
Gm(h(x)) = Tm(h(x))Cm,
ou equivalentemente, que
GTm(h(x)) = C
T
mT
T
m(h(x)).
Multiplicando a última relação à direita por U e, posteriormente, aplicando a relação
obtida a um qualquer elemento Pj da base de PN , tem-se que:
(GTm(h(x))U)(Pj) = (C
T
mT
T
m(h(x))U)(Pj)
= (T Tm(h(x))U)(Pj)Cm.
Então, das condições de ortogonalidade para a sucessão de polinómios {Gm}m∈N,
obtém-se que
(T Tm(h(x))U)(Pj) = Θmδk,mC
−1
m , k = 0, . . . ,m, m ∈ N,
onde δk,m é o símbolo de Kronecker. Logo, tem-se que a sucessão de polinómios
{Tm}m∈N é uma sucessão de polinómios matriciais ortogonais à direita relativamente
a U, com as seguintes condições de ortogonalidade:
(T Tm(h(x))U)(Pj) = Θ
1
mδk,m, k = 0, . . . ,m, m ∈ N,
onde Θ1m = ΘmC−1m .
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Sejam {Gm}m∈N e {Tm}m∈N sucessões de polinómios matriciais ortogonais à direita
relativamente a U. Como {Tm}m∈N é uma família livre de polinómios matriciais em
h, isto é, para cada m ∈ N o grau de Tm é m então {Tm}m∈N forma uma base para o
espaço vectorial dos polinómios matriciais em h. Assim, existe uma única sucessão
de matrizes {Ck}k∈N, tal que
Gm(h(x)) =
m∑
k=0
Tm(h(x))Ck.
Pela ortogonalidade de {Gm}m∈N e {Tm}m∈N relativamente a U tem-se que
(GTm(h(x))U)(Pj) =
m∑
k=0
(T Tm(h(x))U)(Pj)Ck = Θmδk,m, k = 0, . . . ,m, m ∈ N,
ou seja, Ck = 0N×N para k = 0 . . . ,m− 1 e, então, tem-se que
Gm(h(x)) = Tm(h(x))Cm,
com Cm = (GTm(h(x))U)(Pm)((T Tm(h(x))U)(Pm))−1 uma matriz numérica triangular
inferior não-singular. ¤
Teorema II.8. Seja U uma funcional vectorial linear. Então, U é quasi-definida
se, e somente se, existe uma única sucessão de polinómios matriciais {Gm}m∈N,
com Gm(h(x)) =
∑m
j=0 β
m
j (h(x))
j, para βmj ∈ MN×N(C) onde βmm é uma matriz
triangular superior não-singular e existe uma única sucessão de matrizes triangulares
inferiores, {Θm}m∈N, tais que
(GTm(h(x))U) (Pm) = Θmδj,m, j = 0, 1, . . . ,m− 1, m ∈ N.
Além disso,
Gm(h(x)) =
[
I hI · · · hmI
]
U(P0) · · · U(Pm)
... . . .
...
U(Pm) · · · U(P2m)

−1 
0
...
Θm
 . (II.16)
Demonstração. Para provar que U é quasi-definida. Seja {Gm}m∈N uma su-
cessão de polinómios matriciais ondeGm, é para cadam ∈ N, um polinómio matricial
da forma Gm(h(x)) =
m∑
j=0
βmj (h(x))
j, com βmj ∈MN×N(C). Assim,
GTm(h(x)) =
m∑
j=0
(βmj )
T (h(x))j.
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Fazendo actuar U(Pk), onde k = 0, . . . ,m, em ambos os membros, vem(
GTm(h(x))U
)
(Pk) =
m∑
j=0
((h(x))jU)(Pk)β
m
j =
m∑
j=0
Uj+kβ
m
j .
Matricialmente temos,
U0 . . . Um
... . . .
...
Um . . . U2m


βm0
...
βmm
 =

(
GTm(h(x))U
)
(P0)
...(
GTm(h(x))U
)
(Pm)

Pelas condições de ortogonalidade, a sucessão de polinómios {Gm}m∈N é ortogonal
à direita relativamente à funcional vectorial U se
U0 . . . Um
... . . .
...
Um . . . U2m


βm0
...
βmm
 =

0
...
Θm
 , (II.17)
onde Θm é uma matriz triangular inferior não-singular de dimensão N ×N .
Para m = 0, em (II.17) temos que U0β00 = Θ0. Usando a não-singularidade das
matrizes β00 e Θ0, tem-se U0 uma matriz não-singular. De forma análoga, tomando
m = 1 em (II.17), tem-se{
U0 β
1
0 + U1 β
1
1 = 0N×N
U1 β
1
0 + U2 β
1
1 = Θ1 i.e. (U2 − U1(U0)−1U1)β11 = Θ1.
Como Θ1 e β11 são matrizes não-singulares então det(U2 − U1(U0)−1U1) 6= 0 e,
como consequência, a segunda submatriz principal é não singular. Este argumento
pode ser indutivamente repetido obtendo assim que U é quasi-definida. Reciproca-
mente, para encontrar a sucessão de polinómios matriciais tal que {Gm}m∈N com
Gm(h(x)) =
∑m
j=0 β
m
j (h(x))
j, para βmj ∈MN×N(C) onde βmm é uma matriz triangu-
lar superior não-singular tal que (GTm(h(x))U) (Pm) = Θmδj,m, j = 0, 1, . . . ,m − 1,
é equivalente a resolver o sistema (II.17), para todo m ∈ N.
Param = 0, tem-se U0β00 = Θ0. Usando a não-singularidade de U0 e a decomposição
LU , podemos encontrar unicamente uma matriz triangular superior não-singular β00
e uma matriz triangular inferior não singular Θ0 tal que U0β00 = Θ0.
Para m = 1, tem-se{
U0 β
1
0 + U1 β
1
1 = 0N×N
U1 β
1
0 + U2 β
1
1 = Θ1 i.e. (U2 − U1(U0)−1U1)β11 = Θ1.
Novamente, usando o facto de a segunda submatriz principal U2 − U1(U0)−1U1 ser
não-singular e a decomposição LU podemos encontrar unicamente β11 uma matriz
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triangular superior não-singular e Θ1 uma matriz triangular inferior não-singular
tal que (U2 − U1(U0)−1U1)β11 = Θ1. Obtemos também de U0 β10 + U1 β11 = 0N×N ,
de forma única a matriz β10 . Este argumento pode ser indutivamente repetido e o
resultado é estabelecido. ¤
O próximo resultado garante que qualquer sucessão de polinómios matriciais {Gm}m∈N
ortogonais à direita relativamente a uma funcional vectorial U satisfaz uma relação
de recorrência a três termos com coeficientes matriciais.
Teorema II.9. Seja U uma funcional vectorial e seja {Gm}m∈N a correspondente
sucessão de polinómios matriciais ortogonal à direita relativamente a U. Então,
existem sucessões de matrizes numéricas, de dimensão N ×N , {Dm}m∈N, {Em}m∈N
e {Fm}m∈N com Fm uma matriz triangular inferior não-singular tal que
h(x)Gm(h(x)) = Gm+1(h(x))Dm +Gm(h(x))Em +Gm−1(h(x))Fm, m ≥ 1 (II.18)
com condições iniciais G−1(x) = 0N×N e G0(x) = IN×N .
Demonstração. Comecemos por escrever hGTm. Observe-se que, se trata de
um polinómio de grau m+ 1 em h:
h(x)GTm(h(x)) =
m+1∑
j=0
Amj G
T
j (h(x)), A
m
j ∈MN×N(C).
Fazendo actuar U(Pk), para k = 0, . . . ,m, em ambos os membros da última equação,
tem-se que
(GTm(h(x))U)(Pk+1) =
m+1∑
j=0
(GTj (h(x))U)(Pk)(A
m
j )
T .
Das condições de ortogonalidade, observamos que para k = 0 tem-se Am0 = 0N×N .
Para k = 1 tem-se que Am1 = 0N×N , e, assim sucessivamente, até considerarmos
k = m−2 onde também se tem Amm−2 = 0N×N . Então, podemos escrever hGTm como
h(x)GTm(h(x)) = A
m
m−1G
T
m−1(h(x)) + A
m
mG
T
m(h(x)) + A
m
m+1G
T
m+1(h(x)).
Determinemos em seguida os coeficientes matriciais Amm−1, Amm e Amm+1. Para tal,
multipliquemos a última equação à direita pela funcional vectorial U:
h(x)GTm(h(x))U = [A
m
m−1G
T
m−1(h(x)) + A
m
mG
T
m(h(x)) + A
m
m+1G
T
m+1(h(x))]U.
Ao fazer actuar esta equação em Pm−1 tem-se que
(GTm(h(x))U)(Pm) = A
m
m−1(G
T
m−1(h(x))U)(Pm−1) + A
m
m(G
T
m(h(x))U)(Pm−1)
+Amm+1(G
T
m+1(h(x))U)(Pm−1),
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ou seja,
Amm−1 = (G
T
m(h(x))U)(Pm)((G
T
m−1(h(x))U)(Pm−1))
−1 = Θm(Θm−1)−1.
Ao fazer actuar esta equação em Pm, tem-se que
(GTm(h(x))U)(Pm+1) = A
m
m−1(G
T
m−1(h(x))U)(Pm)
+ Amm(G
T
m(h(x))U)(Pm) + A
m
m+1(G
T
m+1(h(x))U)(Pm),
ou seja,
Amm = [(G
T
m(h(x))U)(Pm+1)− Amm−1(GTm−1(h(x))U)(Pm)](Θm)−1.
De forma semelhante tem-se que
Amm+1 = (G
T
m(h(x))U)(Pm+2)(Θm)
−1
− Amm−1(GTm−1(h(x))U)(Pm+1)(Θm)−1 − Amm(GTm(h(x))U)(Pm+1)(Θm)−1.
TomandoDm = (Amm+1)T , Em = (Amm)T e Fm = (Amm−1)T , obtém-se o pretendido. ¤
A primeira observação que devemos fazer é que efectuando a mudança de variável
h(x) = x na relação de recorrência (II.18) obtemos a relação
xGm(x) = Gm+1(x)Dm +Gm(x)Em +Gm−1(x)Fm, m ≥ 1,
satisfeita pela sucessão de polinómios matriciais {Gm}m∈N. Naturalmente, estamos
na presença de sucessões de polinómios que também irão satisfazer algum um tipo
de ortogonalidade matricial. Este facto, serve-nos de motivação ao capítulo seguinte
em que relacionamos os resultados por nós obtidos com os resultados referentes à
ortogonalidade matricial. A ortogonalidade matricial foi introduzida no primeiro
capítulo e, no caso, em que esta podia ser caracterizada por relações de recorrência
a três termos matriciais onde os seus coeficientes satisfaziam uma determinada sime-
tria. É, então, nossa intenção vir a caracterizar sucessões de polinómios ortogonais
que satisfaçam uma relação de recorrência a três termos matricial bastante mais ge-
ral. Pretendemos, então, alcançar um análogo do teorema de Favard matricial, isto
é, provar que existe uma matriz de medidas não necessariamente definida positiva
para a qual a sucessão de polinómios matriciais {Gm}m∈N é ortogonal.
Estamos em condições de provar que se uma sucessão de polinómios matriciais
{Gm}m∈N satisfaz uma relação de recorrência da forma (II.18) então é ortogonal
à direita relativamente à funcional vectorial U.
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Teorema II.10 (Tipo Favard). Sejam {Dm}m∈N, {Em}m∈N e {Fm}m∈N sucessões
de matrizes numéricas de dimensão N ×N com Fm uma matriz triangular inferior
não-singular. Seja {Gm}m∈N uma sucessão de polinómios matriciais definida pela
fórmula de recorrência
h(x)Gm(h(x)) = Gm+1(h(x))Dm +Gm(h(x))Em +Gm−1(h(x))Fm, m ≥ 1,
com G−1(x) = 0N×N e G0(x) = IN×N .
Então, existe uma funcional vectorial U tal que
(GTm(h(x))U) (Pj) = 0N×N , j = 0, 1, ...,m− 1,
(GTm(h(x))U) (Pm) = Θm , m ∈ N
onde Θm é uma matriz triangular inferior não-singular.
Demonstração. O primeiro passo consiste em definir de forma recorrente os
momentos associados à funcional U através das condições:
|U0| 6= 0 onde Uj := U(Pj),
U (P0) é uma matriz triangular inferior não-singular,
(GTm(h(x))U) (P0) = 0N×N ,m ≥ 1.
O polinómio GTm admite sempre a representação
GTm(h(x)) =
m∑
k=0
αmk (h(x))
k, αmk ∈MN×N(C).
Multiplicando à direita a última expressão por U e aplicando esta relação ao elemento
P0 da base para PN , obtemos que
(GTm(h(x))U)(P0) =
m∑
k=0
((h(x))kU)(P0)(α
m
k )
T ,
ou, equivalentemente, que
(GTm(h(x))U)(P0) =
m∑
k=0
U(Pk)(α
m
k )
T .
Para m = 1, definimos U1 pela condição:
(GT1 (h(x))U)(P0) = U(P0)(α
1
0)
T + U(P1)(α
1
1)
T .
Assim, U1 vem dado por U1 := U(P1) = −U0(αm0 )T (α11)−T . Da mesma forma U2 é
dado pela condição
(GT2 (h(x))U)(P0) = U(P0)(α
2
0)
T + U(P1)(α
2
1)
T + U(P2)(α
2
2)
T ,
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de onde se obtém
U2 := −[U0(α20)T + U1(α21)T ](α22)−T ,
e, assim sucessivamente, se obtêm todos os momentos.
Mostremos em primeiro lugar que com U assim definido se tem
(GTm(h(x))U)(Pj) = 0N×N , m ≥ j + 1.
Para tal, começamos por transpor a relação de recorrência (II.18) e, em seguida,
multiplica-mo-la à direita por U,
h(x)GTm(h(x))U = D
T
mG
T
m+1(h(x))U+ E
T
mG
T
m(h(x))U+ F
T
mG
T
m−1(h(x))U. (II.19)
Aplicando esta relação a P0 obtém-se
(GTm(h(x))U)(P1) = (G
T
m+1(h(x))U)(P0)Dm + (G
T
m(h(x))U)(P0)Em
+ (GTm−1(h(x))U)(P0)Fm = 0N×N , m ≥ 2.
De novo, multiplicando por h a relação (II.19) e aplicando o resultado obtido a P0
obtém-se
(GTm(h(x))U)(P2) = (G
T
m+1(h(x))U)(P1)Dm + (G
T
m(h(x))U)(P1)Em
+ (GTm−1(h(x))U)(P1)Fm = 0N×N , m ≥ 3.
Procedendo de forma semelhante, concluímos que
(GTm(h(x))U)(Pj) = 0N×N , j = 0, . . . ,m− 1.
Finalmente, multiplicando a relação (II.19) por hm−1 e aplicando a equação resul-
tante a P0, vem que
(GTm(h(x))U)(Pm) = (G
T
m+1(h(x))U)(Pm−1)Dm + (G
T
m(h(x))U)(Pm−1)Em
+ (GTm−1(h(x))U)(Pm−1)Fm
= U(P0)F1 . . . Fm−1Fm.
Provámos então, que U assim definido, satisfaz as condições de ortogonalidade
(GTm(h(x))U) (Pj) = 0N×N , j = 0, 1, ...,m− 1,
(GTm(h(x))U) (Pm) = Θm , m ∈ N
onde Θm é uma matriz triangular inferior não-singular, dada por
Θm = U(P0)F1 . . . Fm−1Fm,
obtendo assim o resultado pretendido. ¤
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3. Teoria da dualidade
Nesta secção pretendemos dar a conhecer o que se entende por bi-ortogonalidade
e o que se entende por base dual para os elementos do espaço dual algébrico. A
base encontrada verifica certas propriedades como é exemplo disso o facto de esta
satisfazer uma relação de recorrência a três termos com coeficientes matriciais.
A teoria geral de polinómios ortogonais escalares diz que se {pm}m∈N uma su-
cessão de polinómios escalares mónicos e se {Ln}n∈N é uma sucessão de funcio-
nais lineares, onde Ln ∈ P∗, então {Ln}n∈N é dita sucessão dual de {pm}m∈N se
Ln(pm) = δm,n, m, n ∈ N.
Consideremos agora, a sucessão de funcionais lineares {Ln}n∈N ⊂ P∗ e a sucessão de
funcionais vectoriais lineares {Ln}n∈N dada por
Ln =
[
LnN · · · L(n+1)N−1
]T
, n ∈ N ,
que dizemos ser a sucessão de funcionais vectoriais associada a {Ln}n∈N.
Tomando em consideração a definição de funcional vectorial temos que
Ln(Bm) =

LnN(pmN) · · · L(n+1)N−1(pmN)
... . . .
...
LnN(p(m+1)N−1) · · · L(n+1)N−1(p(m+1)N−1)
 = IN×Nδm,n .
Analogamente ao caso escalar, tem-se então a seguinte definição:
Definição II.11. Seja {Bm}m∈N uma sucessão de polinómios vectoriais. A sucessão
de funcionais vectoriais {Ln}n∈N é dita sucessão vectorial dual se
Ln(Bm) = IN×N δm,n , n,m ∈ N ,
onde Bm(x) =
[
pmN(x) . . . p(m+1)N−1(x)
]T
.
Qualquer funcional vectorial U˜ pode escrever-se à custa dos elementos da sucessão
dual {Lm}m∈N da seguinte forma:
U˜ =
∞∑
n=0
αnLm,
onde (αn)T = U˜(Bn), n ∈ N e αn ∈ MN×N(C). Por isso, muitas vezes a sucessão
vectorial dual {Ln}n∈N é apenas designada por base dual.
Observe ainda que, se pretendermos escrever U, funcional vectorial à qual a sucessão
de polinómios {Bm}m∈N é ortogonal, em função da base dual tem-se que
U = (U(B0))
TL0 = (U(P0))
TL0,
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ou equivalentemente,
L0 = ((U(P0))
T )−1U.
Os próximos dois resultados dão-nos a conexão entre a ortogonalidade vectorial à
esquerda e à direita através de condições equivalentes destes dois tipos de ortogona-
lidade vectorial.
Teorema II.12. Seja U uma funcional vectorial quasi-definida, {Bm}m∈N uma su-
cessão de polinómios vectoriais e {Lm}m∈N a sucessão dual que lhe é associada.
Então, as seguintes afirmações são equivalentes:
(a) {Bm}m∈N é ortogonal à esquerda relativamente à funcional vectorial U.
(b) Existem sucessões de matrizes de dimensão N × N , {Am}m∈N, {Bm}m∈N
e {Cm}m∈N, com Cm uma matriz triangular superior não-singular tal que
{Bm}m∈N satisfaz a relação de recorrência a três termos
h(x)Bm(x) = AmBm+1(x) + BmBm(x) + CmBm−1(x), m ≥ 1, (II.20)
com B−1(x) = 01×N e B0(x) = P0(x) onde P0(x) =
[
1x . . . xN−1
]T .
(c) Existem sucessões de matrizes de dimensão N × N , {An}n∈N, {Bn}n∈N e
{Cn}n∈N com Cn+1 uma matriz triangular superior não-singular tais que
{Ln}n∈N é definida pela relação de recorrência a três termos
h(x)Ln = (Cn+1)
TLn+1 + (Bn)
TLn + (An−1)TLn−1, n ≥ 1, (II.21)
onde L0 = ((U(P0))T )−1U e L1 = (CT1 )−1(h(x)I − (B0)T )[U(P0))T ]−1U.
(d) Existem polinómios matriciais Gn(h(x)) da forma Gn(h(x)) =
∑n
j=0 β
n
j (h(x))
j,
com βnn uma matriz não-singular, tais que os elementos da base dual {Ln}n∈N
se podem expressar em função da funcional vectorial U da seguinte forma
Ln = (Gn(h(x)))
T
U, n ∈ N. (II.22)
(e) A sucessão de polinómios matriciais {Gn}n∈N definida em (II.22) satisfaz
h(x)Gn(h(x)) = Gn−1(h(x))An−1 +Gn(h(x))Bn +Gn+1(h(x))Cn+1, n ≥ 1,(II.23)
com condições iniciais G−1(h(x)) = 0N×N e G0(h(x)) = U(P0)−1.
(f) A sucessão de polinómios matriciais {Gn}n∈N definida em (II.22) é ortogo-
nal à direita relativamente à funcional vectorial U normalizada.
Demonstração. Demonstraremos as equivalências seguindo o esquema:
(a)⇔ (b), (e)⇔ (f), (b)⇔ (c), (c)⇒ (d), (d)⇒ (e) e (e)⇒ (c).
A demonstração das equivalências (a) ⇔ (b) e (e) ⇔ (f) é imediata e resulta dos
teoremas II.5 II.6, II.9 e II.10.
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Comecemos por provar que (b)⇒ (c): Seja
h(x)Ln =
n+1∑
j=0
βnj Lj, onde (β
n
j )
T = (h(x)Ln)(Bj) = Ln(h(x)Bj), j ∈ N.
Aplicando a funcional vectorial linear Ln a ambos os membros da relação de recor-
rência a três termos satisfeita por {Bk}k∈N, vem que
(βnk )
T = AkLn(Bk+1) + BkLn(Bk) + CkLn(Bk−1)
=

An−1, j = n− 1
Bn, j = n
Cn+1, j = n+ 1
0N×N , j 6= n− 1, n, n+ 1,
isto é, βnn−1 = ATn−1, βnn = BTn e βnn+1 = CTn+1, obtendo-se assim a relação de
recorrência a três termos para a sucessão de funcionais vectoriais {Ln}n∈N.
Para mostrar que (c) ⇒ (b): Seja hBm =
m+1∑
j=0
γmj Bj, γ
m
j ∈ MN×N(C). Apli-
cando a funcional vectorial Ln a ambos os membros desta representação temos que
hLn(Bm) =
m+1∑
j=0
γmj Ln(Bj) = γ
m
n . Aplicando a hipótese, vem
γmn = Ln+1(Bm)Cn+1 + Ln(Bm)Bn + Ln−1(Bm)An−1
=

Cm, n = m− 1
Bn, n = m
Am, n = m+ 1
0N×N , n 6= m− 1,m,m+ 1.
Logo, verifica-se (II.20).
Provemos que (c)⇒ (d): Por indução matemática, vamos mostrar que os elementos
de {Ln}n∈N se representam na forma Ln = (Gn(h(x)))T U, n ∈ N. Para n = 0,
temos que, L0 = ((U(P0))T )−1U. Suponhamos que esta propriedade é válida para
k = 0, 1, . . . , p, isto é, Lk = (Gk(h(x)))
T
U com grau Gk = k, k = 0, . . . , p e
verifiquemos que também é válida para k = p+1, isto é, Lp+1 = (Gp+1(h(x)))
T
U, p ∈
N. Considerando a relação de recorrência satisfeita por {Lp}p∈N e tomando em
consideração a hipótese de indução, vem
Lp+1 = (Cp+1)
−T [(h(x)I − (BTp ))Gp(h(x))− (Ap−1)TGp−1(h(x))]U
=
[
(Gp(h(x))
T ((h(x)I − (Bp))−GTp−1(h(x))Ap−1))C−1p+1
]T
U.
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Assim, Lp+1 = (Gp+1(h(x)))
T
U, p ∈ N, isto é, se a condição for verdadeira para
k = 1, . . . , p, também o é para p+ 1.
Provemos que (d) ⇒ (e): Comecemos por escrever hGTn em função dos elementos
{GTj }j∈N, isto é,
h(x)GTn (h(x)) =
n+1∑
j=0
αnjG
T
j (h(x)), onde α
n
j ∈ MN×N(C). (II.24)
Logo, ao multiplicar à direita ambos os membros da última equação por U, tem-se
que
h(x)GTn (h(x))U =
n+1∑
j=0
αnjG
T
j (h(x))U.
Aplicando ambos os membros da última relação a um elemento Bk vem
(h(x)GTn (h(x))U)(Bk) =
n+1∑
j=0
(αnjG
T
j (h(x))U)(Bk).
Como, Ln = (Gn(h(x)))
T
U, n ∈ N, tem-se que
Ln (h(x)Bk) =
n+1∑
j=0
Lj (Bk) (α
n
j )
T = (αnk)
T .
Utilizando (II.20) em (II.24) vemos que
(αnk)
T = CkLn(Bk−1) + BkLn(Bk) + AkLn(Bk+1)
=

An−1, k = n− 1
Bn, k = n
Cn+1, k = n+ 1
0N×N , k 6= n− 1, n, n+ 1
.
Assim, {Gn}n∈N satisfaz
h(x)Gn(h(x)) = Gn−1(h(x))An−1 +Gn(h(x))Bn +Gn+1(h(x))Cn+1.
Finalmente, para provar que (e) ⇒ (c), basta transpor ambos os membros da rela-
ção (II.23) e multiplicar ambos os membros da relação obtida por U, obtendo assim
de forma imediata (II.21). ¤
O anterior teorema é um resultado muito completo e de enorme importância. Em
primeiro lugar, porque demonstra que a ortogonalidade à direita relativamente a
uma funcional vectorial U é equivalente à ortogonalidade à esquerda. Em segundo
lugar, porque demonstra os polinómios matriciais Gn que aparecem na representação
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dos elementos da base dual {Ln}n∈N são os mesmos que surgem no conceito de
ortogonalidade vectorial à direita. Em último lugar, porque relaciona as diferentes
sucessões de polinómios apresentadas, bem como as relações de recorrência a três
termos por estas satisfeitas.
Teorema II.13. Seja U uma funcional vectorial quasi-definida, {Bm}m∈N e {Gn}n∈N
definidas por (II.6) e (II.16), respectivamente. Então, {Bm}m∈N e {Gn}n∈N são bi-
ortogonais relativamente a U, isto é,
((Gn(h(x)))
TU)(Bm) = IN×Nδn,m, n, m ∈ N,
se, e somente se, ∆m = (βmm)−1 e Θm = (αmm)−1. Como consequência, a sucessão
dual {Ln}n∈N associada a {Bm}m∈N é dada por Ln = (Gn(h(x)))TU, n ∈ N.
Demonstração. Existe uma única sucessão de matrizes {αmj }j∈N ⊂MN×N(C)
tal que Bm =
∑m
j=0 α
m
j Pj, onde αmm é uma matriz não-singular. Logo,
(GTn (h(x))U)(Bm) = (G
T
n (h(x))U)(
m∑
j=0
αmj Pj) =
m∑
j=0
αmj (G
T
n (h(x))U)(Pj).
Como {Gn}n∈N é ortogonal à direita relativamente à funcional vectorial U tem-se
(GTn (h(x))U)(Bm) =
{
αmmΘm, m = n
0N×N , m > n.
Logo, (GTm(h(x))U)(Bm) = IN×N se, e somente se, αmmΘm = IN×N , ou seja, Θm =
(αmm)
−1. Por outro lado, consideremos
(GTn (h(x))U)(Bm) = ((
n∑
j=0
βnj (h(x))
j)TU)(Bm) =
n∑
j=0
(h(x)jU)(Bm)β
n
j .
Analogamente, como {Bm}m∈N é ortogonal à esquerda relativamente a U temos
(GTn (h(x))U)(Bm) =
{
∆mβ
m
m , m = n
0N×N , m > n.
Logo, (GTm(h(x))U)(Bm) = IN×N se, e somente se, ∆mβmm = IN×N , isto é, ∆m =
(βmm)
−1. Assim, obtém-se o pretendido. ¤
4. Função Resolvente
Nesta secção trabalharemos apenas com funcionais lineares vectoriais normalizadas,
isto é, com funcionais vectoriais que satisfaçam
U(P0) = IN×N .
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Ainda nesta secção, iremos definir o que se entende como função de Markov matricial
generalizada e como esta se encontra relacionada com a função resolvente de um
operador linear de dimensão infinita.
Definição II.5. Seja U uma funcional vectorial linear. Definimos a função de
Markov generalizada associada a U, F, por:
F(z) := Ux
(
P0(x)
z − h(x)
)
=

〈u1x, 1z−h(x)〉 · · · 〈uNx , 1z−h(x)〉
... . . .
...
〈u1x, x
N−1
z−h(x)〉 · · · 〈uNx , x
N−1
z−h(x)〉
 , (II.25)
com z tal que |h(x)| < |z| e com x ∈ L onde L = ∪j=1,...,N supp ujx. Aqui Ux
representa a acção de U na variável x e P0(x) =
[
1 x . . . xN−1
]T .
Ao considerarmos o seguinte desenvolvimento formal
1
z − h(x) =
∞∑
n=0
(h(x))n
zn+1
, |h(x)| < |z|,
podemos ainda, encontrar outra representação possível para F, dada por
F(z) =
∞∑
n=0
((h(x))nU)(P0)
zn+1
.
Vejamos que a função de Markov generalizada está directamente relacionada com a
função resolvente associada a um operador linear de dimensão infinita que é repre-
sentado pela matriz de Jacobi (II.12) tridiagonal por blocos associada a relação de
recorrência a (2N + 1)−termos de que partimos inicialmente, ou de forma equiva-
lente, associada as relações de recorrência a três termos (II.20) e (II.23).
Definição II.6. Define-se como função resolvente associada a um operador linear
de dimensão infinita representado por uma matriz de Jacobi J , a função R dada por
R(z) =
∞∑
n=0
(Jn e0, e0)
zn+1
onde
e0 = [IN×N 0N×N · · · ]T e (Jn e0, e0) = eT0 Jne0.
Teorema II.14. Sejam U uma funcional vectorial linear normalizada, F a função
de Markov generalizada e R a função resolvente associada ao operador de dimensão
infinita representado pela matriz de blocos J definida em (II.12). Então, tem-se que
R(z) = F(z),
para z tal que |h(x)| < |z| e com x ∈ L onde L = ∪j=1,...,N supp ujx.
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Demonstração. Com vista a determinar o valor de (Jn e0, e0), n ∈ N, consi-
deremos a igualdade matricial
J

B0(x)
...
Bm(x)
...
 = h(x)

B0(x)
...
Bm(x)
...
 ,
da qual se obtém
Jn

B0(x)
...
Bm(x)
...
 = (h(x))n

B0(x)
...
Bm(x)
...
 , m ∈ N. (II.26)
Logo, da primeira equação da relação (II.26) temos que
(Jn e0, e0)B0 + · · · = (h(x))nB0.
Aplicando a funcional vectorial Ux à anterior relação e considerando as respectivas
condições de ortogonalidade, tem-se que
(Jn e0, e0)Ux(B0) = ((h(x))
nUx)(B0),
ou seja,
(Jn e0, e0) = ((h(x))
nUx)(B0)(Ux(B0))
−1.
Mas como pelas condições iniciais da relação de recorrência (II.20) se tem B0 = P0,
obtemos que
(Jn e0, e0) = ((h(x))
nU)(P0)(U(P0))
−1.
Assim,
R(z) =
∞∑
n=0
((h(x))nU)(P0)(U(P0))
−1
zn+1
.
Como se considera que a funcional vectorial é normalizada tem-se R(z) = F(z),
como pretendíamos demonstrar. ¤

CAPíTULO III
Interpretação matricial da ortogonalidade vectorial
No presente capítulo estudaremos em detalhe as sucessões de polinómios matriciais
{Vm}m∈N e {Gm}m∈N sob o ponto de vista da teoria geral da ortogonalidade matricial.
Ao estudar estas sucessões, observamos que estão associadas a dois tipos de ortogo-
nalidade matricial que iremos relacionar com a ortogonalidade vectorial à esquerda
e à direita apresentada no anterior capítulo, provando que se tratam de conceitos de
ortogonalidade equivalentes. Neste contexto, definiremos também o que se entende
por sucessão de polinómios associados de primeira espécie e respectivas proprieda-
des. Estabelecemos dois problemas tipo Hermite-Padé que caracterizam os distintos
conceitos de ortogonalidade. Apresentamos ainda relações algébricas satisfeitas por
estas sucessões como é exemplo disso uma identidade do tipo Christoffel-Darboux.
Finalmente, provamos que a função de Markov generalizada apresentada no anterior
capítulo se trata de uma medida complexa de ortogonalidade.
A maioria dos resultados neste capítulo encontram-se nos trabalhos [9, 8].
1. Ortogonalidade matricial à esquerda
O vector de polinómios Bm pode escrever-se em função de P0, da seguinte forma
Bm(x) = Vm(h(x))P0(x), (III.1)
com P0(x) =
[
1 x . . . xN−1
]T e onde Vm(h(x)) é um polinómio matricial da forma
Vm(h(x)) =
m∑
j=0
αmj (h(x))
j, αmj ∈MN×N(C).
No caso particular em que h(x) = x, tem-se
Vm(x) =
m∑
j=0
αmj x
j.
Teorema III.1. Seja U uma funcional vectorial. Sejam {Bm}m∈N uma sucessão
de polinómios vectoriais e {Vm}m∈N a sucessão de polinómios matriciais definida
por (III.1). Então, as seguintes afirmações são equivalentes:
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(a) {Bm}m∈N é uma sucessão de polinómios vectoriais ortogonais à esquerda
relativamente à funcional vectorial U.
(b) A sucessão de polinómios vectoriais {Bm}m∈N satisfaz
h(x)Bm(x) = AmBm+1(x) +BmBm(x) + CmBm−1(x), m ≥ 1
onde B−1(x) = 0N×1 e B0(x) = P0(x).
(c) A sucessão de polinómios matriciais {Vm}m∈N satisfaz
xVm(x) = AmVm+1(x) +BmVm(x) + CmVm−1(x) m ≥ 1 (III.2)
onde V−1(x) = 0N×N e V0(x) = IN×N .
Demonstração. Para demonstrar este teorema seguimos o seguinte esquema:
(a) ⇔ (b), (a) ⇒ (c) e (c) ⇒ (b). A equivalência (a) ⇔ (b), foi obtida no capítulo
anterior, no teorema II.12.
Demonstremos então que (a)⇒ (c):
Sabemos que existem matrizes γmj ∈ MN×N(C) tal que
h(x)Vm(h(x)) =
m+1∑
j=0
γmj Vj(h(x)).
Multiplicando à direita ambos os membros desta equação por P0 e aplicando U
tem-se que
(h(x)U)(Bm(x)) =
m+1∑
j=0
γmj U(Bj(x)).
Das condições de ortogonalidade à esquerda satisfeitas pela sucessão {Bm}m∈N tem-
se que γm0 = 0N×N . Multiplicando a equação resultante por h e tendo em considera-
ção as condições de ortogonalidade à esquerda obtém-se também que γm1 = 0N×N .
Procedendo de forma recorrente, isto é, multiplicando a equação resultante por hk,
com k = 2, . . . ,m − 2 e utilizando as condições de ortogonalidade prova-se que
γmj = 0N×N , j = 2, . . . ,m − 2. Assim, a sucessão {Vm}m∈N satisfaz uma relação de
recorrência a três termos da forma
h(x)Vm(h(x)) = γ
m
m−1Vm−1(h(x)) + γ
m
mVm(h(x)) + γ
m
m−1Vm+1(h(x)).
Observe-se ainda que, multiplicando à direita a última equação por P0, vem que
h(x)Bm(x) = γ
m
m+1Bm+1(x) + γ
m
mBm(x) + γ
m
m−1Bm−1(x)
e, tendo em consideração, a hipótese (a) ⇔ (b), por comparação dos coeficientes
da relação de recorrência tem-se que Am = γmm+1, Bm = γmm e Cm = γmm−1, como
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pretendíamos demonstrar. Finalmente, para provar que (c)⇒ (b), basta multiplicar
à direita (III.2) por P0, obtendo-se de imediato o pretendido. ¤
Observámos então, que a sucessão de polinómios matriciais {Vm}m∈N satisfaz uma
recorrência a três termos com coeficientes matriciais não simétricos. O que, no mo-
mento, levanta uma questão: será que existe uma matriz de medidas relativamente
à qual a sucessão de polinómios matriciais {Vm}m∈N seja ortogonal?
Em parte, a resposta a esta questão é dada nos trabalhos de A.J. Durán (cf. [13], [17])
onde se encontra uma prova deste teorema para sucessões de polinómios matriciais
que satisfazem uma relação de recorrência da forma (I.10) (simetria dos coeficientes
da relação de recorrência) e, onde, se prova que estas sucessões são ortonormais
relativamente a uma matriz de medidas definida positiva.
Uma outra tentativa parcial para a resolução deste problema pode ser encontrada
no trabalho [12], onde H. Dette e colaboradores dão condições necessárias e sufici-
entes para que este problema tenha solução partindo do pressuposto que existe uma
sucessão de matrizes numéricas que permitem simetrizar a relação de recorrência.
Devemos observar que apenas alguns autores, quando lidam com ortogonalidade
matricial, fazem uma distinção clara entre ortogonalidade matricial à direita e orto-
gonalidade matricial à esquerda. Isto porque, o usual é trabalhar-se com sucessões
de polinómios matriciais ortonormais onde as noções de ortogonalidade matricial à
esquerda e à direita são praticamente equivalentes, na medida em que as relações de
recorrência satisfeitas pelas sucessões são a mesma a menos de uma transposição.
Para dar resposta à questão que se nos coloca comecemos por definir o que enten-
demos por sucessão de polinómios ortogonais matriciais à esquerda.
Seja W uma matriz de medidas em R de dimensão N ×N não-singular e não neces-
sariamente definida positiva, isto é, para qualquer conjunto de Borel A ⊂ R, temos
que W (A) é uma matriz numérica não-singular, tal para todo o número natural k
existem Sk =
∫
R z
kdW (z), que designamos por momentos de ordem k.
Definição III.1. Diz-se que uma sucessão {Vm}m∈N de polinómios matriciais, com
Vm de grau m, é ortogonal à esquerda relativamente à matriz de medidas W se∫
R
Vm(z)dW (z)z
k = Ω1mδk,m, k,m ≥ 0, e Ω1m é triangular superior não-singular.
O próximo teorema inclui claramente um análogo do teorema de Favard para o caso
matricial não simétrico onde não se impõe que a matriz de medidas encontrada seja
definida positiva, isto é, a matriz de medidas não tem por que ser simétrica.
50 III. INTERPRETAÇÃO MATRICIAL DA ORTOGONALIDADE VECTORIAL
Teorema III.2. Seja {Vm}m∈N uma sucessão de polinómios matriciais. Então, as
seguintes afirmações são equivalentes:
(a) {Vm}m∈N é ortogonal à esquerda relativamente a uma matriz de medidas
W .
(b) Existem sucessões de matrizes numéricas {Am}m∈N, {Bm}m∈N e {Cm}m∈N,
com Am uma matriz triangular inferior e Cm uma matriz triangular supe-
rior, para m ∈ N, tal que a sucessão de polinómios matriciais {Vm}m∈N
satisfaz
zVm(z) = AmVm+1(z) +BmVm(z) + CmVm−1(z), m ≥ 1 (III.3)
onde V−1(z) = 0N×N e V0(z) = IN×N .
Demonstração. Provemos primeiro que (a) implica (b). Como a sucessão
{Vm}m∈N é também uma base para o espaço vectorial dos polinómios matriciais
podemos escrever zVm na forma
zVm(z) =
m+1∑
k=0
Amk Vk(z), A
m
k ∈MN×N(C).
Tem-se então, das condições de ortogonalidade, que
Amj
∫
Vj(z)dW (z)z
j =
∫
Vm(z)dW (z)z
j+1 = 0N×N para j = 0, . . . ,m− 2.
Assim,
zVm(z) = A
m
m−1Vm−1(z) + A
m
mVm(z) + A
m
m+1Vm+1(z),
onde
Amm =
(∫
Vm(z)dW (z)z
m+1
)
(Ω1m)
−1, Amm−1 =
(∫
Vm(z)dW (z)z
m−1
)
(Ω1m−1)
−1,
e
Amm+1 =
(∫
Vm(z)dW (z)z
m+2
)
(Ω1m+1)
−1.
Tomando Am = Amm+1, Bm = Amm e Cm = Amm−1, obtém-se o pretendido.
Finalmente, para provar que (b) implica (a), devemos começar por definir de forma
recorrente os momentos matriciais associados à matriz de medidas W a partir das
condições
S0 =
∫
dW (z) = Ω10 e
∫
Vm(z)dW (z) = 0N×N , m ≥ 1,
onde Ω10 é uma matriz triangular superior não-singular.
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Tendo em consideração que Vm se pode escrever como
Vm(z) = Vm,mz
m + · · ·+ Vm,1z + Vm,0,
com Vm,m uma matriz não-singular, então tem-se que
0N×N =
∫
Vm(z)dW (z) = Vm,mSm + · · ·+ Vm,0S0.
Logo, os momentos são definidos de forma recorrente através de
Sm = V
−1
m,m
m−1∑
j=0
Vm,jSj.
Mostremos, então, que se tem∫
Vm(z)dW (z)z
k = 0N×N , k = 0, . . . ,m− 1 e
∫
Vm(z)dW (z)z
m = Ω1m.
Da relação (III.3) tem-se que
∫
Vm(z)dW (z)z = 0N×N , m ≥ 2. De novo, multi-
plicando ambos os membros da relação de recorrência a três termos por z tem-se
que
z2Vm(z) = AmzVm+1(z) +BmzVm(z) + CmzVm−1(z)
e, consequentemente que,∫
Vm(z)dW (z)z
2 = 0N×N , m ≥ 3.
Procedendo de forma semelhante, concluímos que∫
Vm(z)dW (z)z
k = 0N×N , k = 0, . . . ,m− 1.
Para k = m tem-se que∫
Vm(z)dW (z)z
m =
∫
(AmVm+1(z) + BmVm(z) + CmVm−1(z))dW (z)zm−1
= Cm
∫
Vm−1(z)dW (z)zm−1 = CmCm−1 . . . C1Ω10.
Provámos então que∫
Vm(z)dW (z)z
k = 0N×N , k = 0, . . . ,m− 1
e ∫
Vm(z)dW (z)z
m = Ω1m,
com Ω1m = CmCm−1 . . . C1Ω10 triangular superior não-singular. ¤
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Devemos observar que o teorema que aqui apresentamos, III.2, juntamente com o
teorema III.1, ilustram a equivalência entre a ortogonalidade vectorial à esquerda e
a ortogonalidade matricial à esquerda.
Definição III.3. Seja {Bm}m∈N uma sucessão de polinómios vectoriais e seja U
uma funcional vectorial linear quasi-definida. A sucessão de polinómios matriciais
{B(1)m }m∈N de expressão
B(1)m (z) := Ux
(
Vm+1(z)− Vm+1(h(x))
z − h(x) P0(x)
)
,
onde Ux representa a acção de U na variável x, é designada por sucessão de polinó-
mios associados de primeira espécie a {Bm}m∈N e a U.
Observe que a sucessão de polinómios associados que acabámos de definir se trata
de uma sucessão de polinómios matriciais. Podemos então, verificar que a sucessão
{B(1)m }m∈N satisfaz a mesma relação de recorrência que a sucessão {Bm}m∈N mas
com diferentes condições iniciais.
Teorema III.4. Sejam U uma funcional vectorial linear quasi-definida e {Bm}m∈N
uma sucessão de polinómios vectoriais ortogonal à esquerda relativamente a U. En-
tão, a sucessão de polinómios associados a {Bm}m∈N e a U, {B(1)m }m∈N, satisfaz a
relação de recorrência a três termos com coeficientes matriciais de dimensão N ×N
dada por
zB
(1)
m−1(z) = AmB
(1)
m (z) +BmB
(1)
m−1(z) + CmB
(1)
m−2(z), m ≥ 1,
com condições iniciais B(1)−1(z) = 0N×N e B
(1)
0 (z) = A
−1
0 .
Demonstração. Recordemos que Bm se escreve como
Bm(x) = Vm(h(x))P0(x),
com P0(x) =
[
1x . . . xN−1
]T e que a sucessão de polinómios matriciais {Vm}m∈N
satisfaz a relação de recorrência
h(x)Vm(h(x)) = AmVm+1(h(x)) +BmVm(h(x)) + CmVm−1(h(x)), m ≥ 1.
Consideremos esta última relação assim escrita e a mesma relação tomando h(z) =
z. Se subtrairmos a equação escrita na variável h(x) à equação escrita em z e
1. ORTOGONALIDADE MATRICIAL À ESQUERDA 53
multiplicarmos esse resultado à direita por
P0(x)
z − h(x) tem-se
zVm(z)− h(x)Vm(h(x))
z − h(x) P0(x) = Am
Vm+1(z)− Vm+1(h(x))
z − h(x) P0(x)
+Bm
Vm(z)− Vm(h(x))
z − h(x) P0(x) + Cm
Vm−1(z)− Vm−1(h(x))
z − h(x) P0(x).
Somando e subtraindo zVm(h(x)) no numerador da expressão que aparece no pri-
meiro membro da última equação e ao fazer actuar Ux em ambos os membros, tem-se
que
zB
(1)
m−1(z) + Ux(Bm) = AmB
(1)
m (z) +BmB
(1)
m−1(z) + CmB
(1)
m−2(z),
de onde, pela ortogonalidade de {Bm}m∈N, se tem que
zB
(1)
m−1(z) = AmB
(1)
m (z) +BmB
(1)
m−1(z) + CmB
(1)
m−2(z), m ≥ 1,
com condições iniciais B(1)−1(z) = 0N×N e B
(1)
0 (z) = A
−1
0 . ¤
O próximo objectivo a que nos propomos consiste em definir um problema tipo
Hermite-Padé ao qual chamaremos problema de aproximação de Hermite-Padé à
esquerda. Veremos então, que uma condição necessária e suficiente para que uma
sucessão de polinómios vectoriais {Bm}m∈N seja ortogonal à esquerda relativamente
a uma funcional vectorial U é que esta satisfaça um problema de aproximação tipo
Hermite-Padé à esquerda.
Teorema III.5. Sejam U uma funcional vectorial linear quasi-definida, {Bm}m∈N
uma sucessão de vectorial de polinómios, {B(1)m }m∈N a sua sucessão de polinómios as-
sociados de primeira espécie e F a função de Markov generalizada definida por (II.25).
Então, {Bm}m∈N é ortogonal à esquerda relativamente à funcional vectorial U se, e
somente se,
Vm+1(z)F(z)−B(1)m (z) = ∆m+1
1
zm+2
+ · · · .
Demonstração. Da definição do polinómio B(1)m , vem
B(1)m (z) = Vm+1(z)F(z)− Ux
(
Bm+1(x)
z − h(x)
)
,
ou seja, tem-se que
Vm+1(z)F(z)−B(1)m (z) = Ux
(
Bm+1(x)
z − h(x)
)
. (III.4)
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Mas,
Ux
(
Bm+1(x)
z − h(x)
)
=
∞∑
n=0
((h(x))nUx)(Bm+1(x))
zn+1
.
Logo,
Ux
(
Bm+1(x)
z − h(x)
)
=
∞∑
n=m+1
((h(x))nUx)(Bm+1(x))
zn+1
= ∆m+1
1
zm+2
+ · · · ,
se, e somente se, {Bm}m∈N é ortogonal à esquerda relativamente a Ux. ¤
2. Ortogonalidade matricial à direita
Devemos fazer notar que, nesta secção, devido à similitude com a secção anterior,
em que abordámos o conceito de ortogonalidade matricial à esquerda e a sua relação
com a ortogonalidade vectorial à esquerda, iremos omitir a demonstração de alguns
resultados.
O teorema II.12 revela-nos a existência de uma sucessão de polinómios matriciais
que designámos por {Gm}m∈N e que permite escrever qualquer elemento da base
dual {Lm}m∈N à custa da funcional vectorial U e vice-versa, tendo em conta que
Lm = G
T
m(h(x))U, m ∈ N. (III.5)
Observámos anteriormente que esta sucessão de polinómios {Gm}m∈N satisfaz uma
relação de recorrência a três termos com coeficientes matriciais e, que para além
disso, esta sucessão de polinómios matriciais é ortogonal à direita relativamente a
uma funcional vectorial U normalizada.
À semelhança do que acontece quando estudámos a sucessão de polinómios matriciais
{Vm}m∈N, também a sucessão de polinómios matriciais {Gm}m∈N irá satisfazer um
tipo de ortogonalidade matricial. Para tal, comecemos por introduzir o que se
entende por ortogonalidade matricial à direita. Consideremos então, uma matriz de
medidas W não necessariamente definida positiva em R.
Definição III.2. Diz-se que uma sucessão {Gm}m∈N de polinómios matriciais com
Gm de grau m, é ortogonal à direita relativamente a uma matriz de medidas W em
R de dimensão N ×N não-singular se∫
R
zkdW (z)Gm(z) = Ω
2
mδk,m, k,m ≥ 0, e Ω2m é triangular inferior não-singular.
Teorema III.6. Seja {Gm}m∈N uma sucessão de polinómios matriciais com grau
de Gm igual a m tal que os seus elementos satisfazem (III.5). Então, as seguintes
afirmações são equivalentes:
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(a) {Gm}m∈N é ortogonal à direita relativamente a uma matriz de medidas W .
(b) Existem sucessões de matrizes numéricas {Am}m∈N, {Bm}m∈N e {Cm}m∈N
com Am−1 uma matriz triangular inferior e Cm+1 uma matriz triangular
superior, não singulares, para m ∈ N, tal que a sucessão de polinómios
matriciais {Gm}m∈N satisfaz
zGm(z) = Gm−1(z)Am−1 +Gm(z)Bm +Gm+1(z)Cm+1, m ≥ 1 (III.6)
onde G−1(z) = 0N×N e G0(z) = IN×N .
Demonstração. Demonstração análoga à do teorema III.2. ¤
Observe que este teorema, juntamente com o teorema II.12, ilustra a equivalência
entre a ortogonalidade vectorial à direita e a ortogonalidade matricial à direita.
Estamos em condições de definir o que entendemos por polinómios associados à
sucessão de polinómios matriciais {Gm}m∈N e à funcional linear U.
Definição III.7. Seja {Gm}m∈N uma sucessão de polinómios matriciais com coe-
ficientes matriciais de dimensão N × N e Gm de grau m. Seja U uma funcional
vectorial linear quasi-definida. A sucessão de polinómios {G(1)m }m∈N de expressão
G(1)m (z) :=
[(
GTm+1(z)−GTm+1(h(x))
z − h(x)
)
Ux
]
(P0(x)),
onde Ux representa a acção de U na variável x, é designada por sucessão de polinó-
mios associados de primeira espécie à sucessão de polinómios {Gm}m∈N e a U.
Teorema III.8. Seja U uma funcional vectorial quasi-definida e seja {Gm}m∈N
uma sucessão de polinómios matriciais ortogonais à direita relativamente a U de-
finida por (III.5). Então, a sucessão de polinómios associados a {Gm}m∈N e a U,
{G(1)m }m∈N, satisfaz a relação de recorrência a três termos com coeficientes matriciais
de dimensão N ×N , dada por
zG
(1)
m−1(z) = G
(1)
m−2(z)Am−1 +G
(1)
m−1(z)Bm +G
(1)
m (z)Cm+1, m ≥ 1,
com condições iniciais G(1)−1(z) = 0N×N e G
(1)
0 (z) = C
−1
1 .
Demonstração. Tendo em consideração que os elementos da sucessão {Gm}m∈N
são definidos por (III.5) e o teorema II.12 tem-se que
zGTm(z) = A
T
m−1G
T
m−1(z) + B
T
mG
T
m(z) + C
T
m+1G
T
m+1(z)
h(x)GTm(h(x)) = A
T
m−1G
T
m−1(h(x)) +B
T
mG
T
m(h(x)) + C
T
m+1G
T
m+1(h(x)).
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Subtraindo membro a membro as igualdades, somando e subtraindo o polinómio
matricial zGTm(h(x)) ao primeiro membro da equação resultante e, posteriormente,
multiplicando a equação obtida por
1
z − h(x) vem que,
zGTm(z)− zGTm(h(x)) + zGTm(h(x))− h(x)GTm(h(x))
z − h(x)
= ATm−1
GTm−1(z)−GTm−1(h(x))
z − h(x) +B
T
m
GTm(z)−GTm(h(x))
z − h(x)
+ CTm+1
GTm+1(z)−GTm+1(h(x))
z − h(x) .
Multiplicando, da forma usual, ambos os membros da equação à direita pela funci-
onal vectorial Ux que actua na variável x, tem-se(
z
GTm(z)−GTm(h(x))
z − h(x)
)
Ux +G
T
m(h(x))Ux
= ATm−1
(
GTm−1(z)−GTm−1(h(x))
z − h(x)
)
Ux +B
T
m
(
GTm(z)−GTm(h(x))
z − h(x)
)
Ux
+ CTm+1
(
GTm+1(z)−GTm+1(h(x))
z − h(x)
)
Ux.
Fazendo actuar ambos os membros da anterior equação no elemento P0 da base para
PN , vem que:
[
z
(
GTm(z)−GTm(h(x))
z − h(x)
)
Ux
]
(P0) +
[
GTm(h(x))Ux
]
(P0)
=
[(
GTm−1(z)−GTm−1(h(x))
z − h(x)
)
Ux
]
(P0)Am−1
+
[(
GTm(z)−GTm(h(x))
z − h(x)
)
Ux
]
(P0)Bm
+
[(
GTm+1(z)−GTm+1(h(x))
z − h(x)
)
Ux
]
(P0)Cm+1,
ou seja,
zG
(1)
m−1(z) +
[
GTm(h(x))Ux
]
(P0) = G
(1)
m−2(z)Am−1 +G
(1)
m−1(z)Bm +G
(1)
m (z)Cm+1.
Como, por (III.5),
Lm(P0) = Lm(B0) = 0N×N , m ≥ 1
tem-se que
zG
(1)
m−1(z) = G
(1)
m−2(z)Am−1 +G
(1)
m−1(z)Bm +G
(1)
m (z)Cm+1, m ≥ 1,
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como queríamos demonstrar. ¤
De forma semelhante ao que apresentámos na secção anterior, propomos-nos definir
um problema tipo Hermite-Padé ao qual chamaremos problema de aproximação de
Hermite-Padé à direita. Veremos que uma condição necessária e suficiente para que
uma sucessão de polinómios matriciais {Gm}m∈N seja ortogonal à direita relativa-
mente à funcional vectorial U é que esta satisfaça um problema de aproximação tipo
Hermite-Padé à direita.
Teorema III.9. Sejam U uma funcional vectorial linear quasi-definida, {Gm}m∈N
uma sucessão de polinómios matriciais com Gm de grau m e satisfazendo (III.5),
{G(1)m }m∈N a sua sucessão de polinómios associados de primeira espécie e F a função
de Markov generalizada.
Então, a sucessão de polinómios {Gm}m∈N é ortogonal à direita relativamente à
funcional vectorial U se, e somente se, satisfaz
F(z)Gm+1(z)−G(1)m (z) = Θm+1
1
zm+2
+ · · · .
Demonstração. Tendo em conta a definição do polinómio {G(1)m }m∈N, tem-se
G(1)m (z) =
[(
GTm+1(z)−GTm+1(h(x))
z − h(x)
)
Ux
]
(P0(x))
= Ux
(
P0(x)
z − h(x)
)
Gm+1(z)−
(
GTm+1(h(x))Ux
)( P0(x)
z − h(x)
)
,
ou seja,
F(z)Gm+1(z)−G(1)m (z) =
(
GTm+1(h(x))Ux
)( P0(x)
z − h(x)
)
, (III.7)
onde F é a função Markov generalizada.
Mas,
(
GTm+1(h(x))Ux
)( P0(x)
z − h(x)
)
=
∞∑
n=0
1
zn+1
(Lxm+1) (Pn(x)) .
Logo,
(
GTm+1(h(x))Ux
)( P0(x)
z − h(x)
)
= Θm+1
1
zm+2
+ · · · ,
se, e somente se, {Gm}m∈N é ortogonal à direita relativamente a Ux. ¤
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3. Bi-ortogonalidade
Nesta secção iremos demonstrar um importante teorema, no qual provamos como a
função de Markov generalizada, introduzida no anterior capítulo, não é mais do que
uma medida complexa de ortogonalidade.
Teorema III.10. Seja U uma funcional vectorial linear quasi-definida e seja F a
função Markov generalizada associada. Então, as seguintes afirmações são equiva-
lentes:
(a) As sucessões {Bm}m∈N e {Gm}m∈N são bi-ortogonais relativamente a U,
isto é,
(GTn (h(z))U)(Bm) = IN×Nδn,m, n,m ∈ N.
(b) As sucessões {Gn}n∈N e {Vm}m∈N, onde Bm(z) = Vm(h(z))P0(z) para m ∈
N, são bi-ortogonais relativamente a 2piiF, isto é,
1
2pii
∫
C
Vm(z)F(z)Gn(z)dz = IN×Nδn,m, n,m ∈ N.
onde C é um caminho fechado em {z ∈ C : |z| > |h(x)|, x ∈ L}, com
L = ∪j=1,...,N supp ujx.
Demonstração. Tendo em consideração que
Vm(z)F(z)Gn(z) = (G
T
n (z)Ux)
(
Vm(z)P0(x)
z − h(x)
)
,
vem
1
2pii
∫
C
Vm(z)F(z)Gn(z)dz =
1
2pii
∫
C
(GTn (z)Ux)
(
Vm(z)P0(x)
z − h(x)
)
dz.
Como Gn, Vm e P0 são funções analíticas tem-se, pela fórmula integral de Cauchy,
que
1
2pii
∫
C
(GTn (z)Ux)
(
Vm(z)P0(x)
z − h(x)
)
dz = (GTn (h(x))Ux) (Vm(h(x))P0(x)) ,
e, logo, temos para todo o n, m ∈ N
1
2pii
∫
C
Vm(z)F(z)Gn(z)dz = (G
T
n (h(x))Ux) (Bm(x)) = IN×Nδn,m.
De onde se obtém o resultado que queríamos demonstrar. ¤
O último teorema diz-nos que se {Bm}m∈N é uma sucessão de polinómios vectori-
ais ortogonais à esquerda relativamente a U é equivalente a dizer que a sucessão
{Vm}m∈N associada a {Bm}m∈N é ortogonal à esquerda relativamente a F. De forma
semelhante, dizer {Gm}m∈N é uma sucessão de polinómios matriciais ortogonais à
4. IDENTIDADE DE CHRISTOFFEL-DARBOUX 59
direita relativamente a U é equivalente a dizer que {Gm}m∈N é ortogonal à direita
relativamente a F.
4. Identidade de Christoffel-Darboux
Nesta secção apresentaremos resultados algébricos com respeito ao comportamento
das sucessões de polinómios {Vm}m∈N e {Gm}m∈N, como é exemplo disso, uma iden-
tidade do tipo Christoffel-Darboux e suas fórmulas confluentes. Para além disso,
mostra-se que a identidade do tipo Christoffel-Darboux caracteriza as sucessões de
polinómios ortogonais matriciais.
Teorema III.11. Seja h um polinómio escalar de grau fixo N e U uma funcional
vectorial quasi-definida. Sejam {Gm}m∈N e {Bm}m∈N sucessões de polinómios, com
Gm um polinómio matricial de grau m, para todo o m ∈ N e Bm um polinómio
vectorial dado por Bm(x) = Vm(h(x))P0(x), onde Vm é um polinómio matricial de
grau m, para todo o m ∈ N. Então, as seguintes afirmações são equivalentes:
(a) {Bm}m∈N é uma sucessão de polinómios vectoriais ortogonal à esquerda
relativamente a U.
(b) {Ln}n∈N é uma sucessão de funcionais vectoriais bi-ortogonal relativamente
a {Bm}m∈N tal que Ln = GTn (h(x))U.
(c) {Vm}m∈N e {Gm}m∈N verificam a fórmula tipo Christoffel-Darboux
(x− z)
m∑
k=0
Gk(z)Vk(x) = Gm(z)AmVm+1(x)−Gm+1(z)Cm+1Vm(x), (III.8)
com x, z ∈ C e m ∈ N.
(d) {Vm}m∈N e {Gm}m∈N satisfazem a fórmula confluente
Gm(x)AmVm+1(x)−Gm+1(x)Cm+1Vm(x) = 0N×N , (III.9)
m∑
k=0
Gk(x)Vk(x) = Gm(x)AmV
′
m+1(x)−Gm+1(x)Cm+1V ′m(x), (III.10)
com x ∈ C e m ∈ N.
(e) {Vm}m∈N e {Gm}m∈N satisfazem
Gm(x)AmVm+1(x)−Gm+1(x)Cm+1Vm(x) = 0N×N , (III.11)
m∑
k=0
Gk(x)Vk(x) = G
′
m+1(x)Cm+1Vm(x)−G′m(x)AmVm+1(x), (III.12)
com x ∈ C e m ∈ N.
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Demonstração. Para provar este resultado seguimos o seguinte esquema. (a)⇔
(b), (b)⇒ (c)⇒ (e), (e)⇒ (b) e (c)⇒ (d)⇒ (a).
A equivalência (a) ⇔ (b) é provada no teorema II.12. Para provar que (b) im-
plica (c) recordamos que as sucessões de polinómios matriciais {Vm}m∈N e {Gm}m∈N
verificam, respectivamente, as relações de recorrência
xVm(x) = AmVm+1(x) +BmVm(x) + CmVm−1(x) (III.13)
zGm(z) = Gm−1(z)Am−1 +Gm(z)Bm +Gm+1(z)Cm+1. (III.14)
Subtraindo o resultado de multiplicar à esquerda ambos os membros de (III.13) por
Gm(z) ao resultado de multiplicar à direita ambos os membros de (III.14) por Vm(x),
temos que
(x− z)Gm(z)Vm(x) = [Gm(z)AmVm+1(x)−Gm−1(z)Am−1Vm(x)]
− [Gm+1(z)Cm+1Vm(x)−Gm(z)CmVm−1(x)] .
e, logo, tem-se (III.8). Para provar que (c) implica (d), basta tomar z = x em (III.8)
e então obtém-se (III.9). A equação (III.10) resulta de (III.8) diferenciando relati-
vamente x e, tomando, posteriormente, z = x.
Para provar que (c) implica (e), devemos tomar z = x em (III.8) e, então, (III.11)
é válida. A equação (III.12) resulta de forma similar diferenciando (III.8) relativa-
mente a z e tomando z = x.
Para completar a prova necessitamos mostrar que (d) implica (a). Podemos reescre-
ver a equação (III.10) na forma
Gm(x)AmV
′
m+1(x)−Gm+1(x)Cm+1V ′m(x) = Gm(x)Vm(x) +
m−1∑
k=0
Gk(x)Vk(x),
ou, equivalentemente,
Gm(x)Vm(x) = Gm(x)[AmV
′
m+1(x) + CmV
′
m−1(x)]
− [Gm+1(x)Cm+1 +Gm−1(x)Am−1]V ′m(x).
Usando (III.9) temos que [(AmVm+1(x) + CmVm−1(x))V −1m (x)]
′ = IN×N . Então,
temos que
[AmVm+1(x) + CmVm−1(x)]V −1m (x) = xI −Bn,
ou seja, {Vm}m∈N satisfaz uma relação de recorrência a três termos da forma
h(x)Vm = AmVm+1(h(x)) +BmVm(h(x)) + CmVm−1(h(x)).
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Multiplicando ambos os membros da relação de recorrência a três termos por P0, da
definição de Bm e do teorema II.6, o resultado é obtido.
Finalmente, para provar que (e) ⇒ (b) procedemos de forma similar à prova de
(d)⇒ (a) partindo de (III.12) e tendo em consideração o teorema II.12. ¤
Observe-se que este resultado já era conhecido para sucessões de polinómios ortonor-
mais matriciais que satisfazem relações de recorrência simétricas, como ilustrámos no
primeiro capítulo. Com o resultado que obtivemos estendemos este resultado a qual-
quer tipo de sucessões de polinómios matriciais ortogonais. Para além disso, como
as ortogonalidades matriciais à esquerda e à direita são equivalentes às ortogonalida-
des vectorial à esquerda e à direita, respectivamente, temos que as ortogonalidades
vectoriais são também caracterizadas pela identidade de tipo Christoffel-Darboux.
Observe-se que podemos ainda deduzir das relações (III.8), (III.9),
(III.10) e (III.12), novas relações onde no lugar do polinómio matricial Vm apareça
o polinómio vectorial Bm, bastando para tal multiplicar as relações pelo elemento
P0 da base para PN .
Teorema III.12 (Fórmula de Liouville-Ostrogradski). Sejam {Vm}m∈N e {Gm}m∈N
sucessões de polinómios bi-ortogonais relativamente a F com Vm definida por (III.1)
e sejam {B(1)m }m∈N e {G(1)m }m∈N as sucessões de polinómios associados de primeira
espécie às sucessões {Vm}m∈N e {Gm}m∈N, respectivamente. Então,
B(1)m Gm − Vm+1G(1)m−1 = A−1m ,
onde Am é o coeficiente não-singular que aparece na relação de recorrência (III.3).
Demonstração. As sucessões de polinómios matriciais {Vm}m∈N, {Gm}m∈N,
{B(1)m−1}m∈N e {G(1)m−1}m∈N satisfazem as relações de recorrência (III.3) e (III.6) com
as respectivas condições iniciais.
Para provar este resultado procedemos por indução. Para m = 0 o resultado é
imediato tendo em conta as condições iniciais. Suponhamos então que a fórmula
B(1)p Gp − Vp+1G(1)p−1 = A−1p ,
é válida para p = 1, . . . ,m − 1. Para provar que também é válida para p = m
consideremos os seguintes passos: Primeiro, usamos as relações de recorrência para
B
(1)
m e Vm+1, isto é,
B(1)m Gm − Vm+1G(1)m−1 = A−1m (zIN×N −Bm)
(
B
(1)
m−1Gm − VmG(1)m−1
)
− A−1m Cm
(
B
(1)
m−2Gm − Vm−1G(1)m−1
)
.
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Segundo, provamos que B(1)m−1Gm−VmG(1)m−1 = 0N×N . Multiplicando à direita (III.4)
por Gm e multiplicando à esquerda (III.7) por Vm (substituindo m por m − 1 nas
relações (III.4) e (III.7)) e subtraindo membro a membro equações obtidas, vem que:
B
(1)
m−1(z)Gm(z)− Vm(z)G(1)m−1(z).
Logo,
B
(1)
m−1(z)Gm(z)− Vm(z)G(1)m−1(z) =
Vm(z)(G
T
m(h(x))Ux)
(
P0(x)
z − h(x)
)
− Ux
(
Bm(x)
z − h(x)
)
Gm(z).
Somando e subtraindo (GTm(h(x))Ux)
(
Bm(x)
z−h(x)
)
à última relação e tendo em conside-
ração a ortogonalidade à esquerda e à direita
B(1)m Gm − Vm+1G(1)m−1 = −A−1m Cm
(
B
(1)
m−2Gm − Vm−1G(1)m−1
)
. (III.15)
Novamente, aplicando as relações de recorrência a três termos de Gm e G
(1)
m−1 à
expressão B(1)m−2Gm − Vm−1G(1)m−1 vem,
B
(1)
m−2Gm − Vm−1G(1)m−1 = (B(1)m−2Gm−1 − Vm−1G(1)m−2)(zIN×N −Bm−1)C−1m
+ (Vm−1G
(1)
m−3 −B(1)m−2Gm−2)Am−2C−1m .
Como B(1)m−2Gm−1 − Vm−1G(1)m−2 = 0N×N , tem-se que
B
(1)
m−2Gm − Vm−1G(1)m−1 = (Vm−1G(1)m−3 −B(1)m−2Gm−2)Am−2C−1m .
Aplicando a última relação em (III.15)
B(1)m Gm − Vm+1G(1)m−1 = −A−1m Cm(Vm−1G(1)m−3 −B(1)m−2Gm−2)Am−2C−1m .
De acordo com a hipótese de indução tem-se o resultado. ¤
Definição III.3. Designaremos por polinómio Núcleo o polinómio matricial em
duas variáveis Km definido por
Km(x, y) =
m−1∑
k=0
Gk(h(y))Vk(h(x)).
Observe-se que Km(x, y) 6= Km(y, x).
Uma das propriedades mais importantes do polinómio núcleo é a sua propriedade
reprodutora. O próximo teorema dá-nos esta propriedade no caso vectorial.
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Teorema III.13. Sejam U uma funcional vectorial linear quasi-definida, {Bm}m∈N
uma sucessão de polinómios vectoriais à esquerda relativamente a U e {Gm}m∈N uma
sucessão de polinómios matriciais ortogonais à direita relativamente a U. Então,
dado um polinómio vectorial pi ∈ PN de grau fixo m, isto é,
pi(x) =
m∑
k=0
βmk Bk(x), β
m
k ∈MN×N(C) (III.16)
temos que
pi(x) = (KTm+1(x, z)Uz)(pi(z))P0(x).
Demonstração. De (III.16) e da noção de bi-ortogonalidade e do facto de os
elementos da base dual se escreverem na forma Ln = GTnU, tem-se
βmk = Lk(pi(z)) = (G
T
k (h(z))Uz)(pi(z)).
Então,
pi(x) =
m∑
k=0
(GTk (h(z))Uz)(pi(z))Bk(x).
Mas,
(GTk (h(z))Uz)(pi(z))Bk(x) = ((Gk(h(z))Vk(h(x)))
TUz))(pi(z))P0(x).
Logo,
pi(x) = (KTm+1(x, z)Uz)(pi(z))P0(x),
e obtém-se o resultado. ¤
Tem-se, ainda, o seguinte lema:
Lema III.1. Seja U uma funcional vectorial linear quasi-definida e {Bm}m∈N uma
sucessão de polinómios ortogonais à esquerda relativamente a U. Seja ainda, {Vm}m∈N
uma sucessão de polinómios matriciais tal que Bm(x) = Vm(h(x))P0(x), com P0(x) =[
1x . . . xN−1
]T .
Nestas condições, tem-se que
Vm(h(x)) = (K
T
m+1(x, z)Uz)(Bm(z)). (III.17)
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Demonstração. Tem-se que
(KTm+1(x, z)Uz)(Bm(z)) = (
m∑
j=0
V Tj (h(x))G
T
j (h(z))Uz)(Bm(z))
=
m∑
j=0
(GTj (h(z))Uz)(Bm(z))Vj(h(x))
=
m∑
j=0
(Lj)(Bm(z))Vj(h(x))
= Vm(h(x)),
como pretendíamos demonstrar. ¤
CAPíTULO IV
Classe Nevai
Neste capítulo apresentamos uma generalização do teorema de Markov matricial no
caso não-simétrico. Generalizamos o conceito de Classe Nevai apresentado no pri-
meiro capítulo para o caso não-simétrico e, na Clase Nevai apresentada, estudamos
o comportamento assimptótico do quociente entre dois elementos consecutivos da
mesma sucessão de polinómios ortogonais matriciais.
Estudamos também modificações de uma funcional vectorial, como a definida no
segundo capítulo, por meio de uma funcional Delta. Entenda-se como funcional
Delta uma funcional vectorial cujos elementos são combinações lineares de deltas
de Dirac e suas derivadas, em um ou mais pontos. Estudaremos quando é que
estas modificações por meio de uma funcional Delta tem associada uma sucessão de
polinómios vectoriais.
Finalmente, como um exemplo de aplicação, mostraremos que à custa das funcionais
vectoriais obtidas por uma modificação por uma funcional Delta, podemos des-
crever qualquer produto de Sobolev discreto [2, 20, 23, 26, 27, 28, 30, 33] e
como podemos descrever um produto interno matricial modificado por uma Delta
matriz [44, 45].
Para finalizar, apresentamos o comportamento assimptótico relativo entre duas su-
cessões de polinómios ortogonais matriciais quando uma destas sucessões pertence à
classe Nevai matricial generalizada e a outra sucessão é ortogonal a uma modificação
por uma funcional Delta.
A maioria dos resultados neste capítulo encontram-se nos trabalhos [9, 8].
1. Teorema de Markov Generalizado
Comecemos por recordar a matriz N -Jacobi
J =

B0 A0 0
C1 B1 A1
. . .
0 C2 B2
. . .
. . . . . .
 , (IV.1)
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associada às sucessões de polinómios matriciais {Vm}m∈N e {Gm}m∈N, por meio das
relações de recorrência a três termos não simétricas (III.3) e (III.6).
À semelhança do caso matricial simétrico, podemos relacionar os zeros dos polinó-
mios matriciais Gm e Vm (i.e, os zeros dos polinómios escalares detGm e detVm)
com os valores próprios da matriz Jm, onde Jm é a matriz por blocos truncada de
dimensão mN ×mN , da matriz J .
À semelhança do caso simétrico, tem-se que, para m ∈ N, os zeros dos polinómios
matriciais Gm e Vm são os mesmos do polinómio det(tImN×mN −Jm) (com a mesma
multiplicidade) onde ImN×mN é a matriz identidade de dimensão mN × mN . No
entanto, como a matriz Jm é, em geral, não hermitiana, não temos a garantia que
os zeros sejam reais.
Exemplo IV.1. Consideremos a sucessão de polinómios matriciais {Vm}m∈N gerada
pela relação de recorrência a três termos
zVm(z) = AVm+1(z) +BVm(z) + CVm−1(z), m ≥ 1,
com
A =
[
1 0
0 1
]
, B =
[
1 8
−8 1
]
e C =
[
1 0
0 −1
]
e com condições iniciais V−1(z) = 02×2 e V0(z) = I2×2. Neste caso, a matriz de
Jacobi truncada J2 de dimensão 4× 4 é da forma
J2 =

1 8 1 0
−8 1 0 1
1 0 1 8
0 −1 −8 1

e admite como valores próprios 1 + i
√
65, 1 − i√65, 1 + 3i√7, 1 − 3i√7. Logo, os
zeros do polinómio V2 são números complexos.
Devemos fazer notar que neste capítulo iremos utilizar muitos resultados sobre zeros
de um polinómio matricial, a que fizemos referência no primeiro capítulo e que tam-
bém podem ser encontrados nos trabalhos [14, 15, 16, 21]. Sempre que necessário,
reescrevemo-los no caso não-simétrico.
Nestas condições, podemos então estabelecer uma fórmula de quadratura para a
sucessão de polinómios matriciais {Vm}m∈N que satisfaz uma relação de recorrência
a três termos não-simétrica.
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Teorema IV.1 (Fórmula de Quadratura). Seja {Vm}m∈N a sucessão de polinómios
matriciais ortogonal à esquerda relativamente à matriz de medidas W no sentido da
Definição III.1. Seja ainda {Bm}m∈N a sucessão de polinómios definida por (III.1)
e seja {B(1)m }m∈N a sua sucessão de polinómios associados de primeira espécie. Con-
sideremos xm,k, k = 1, . . . , s, (logo, s ≤ mN), os zeros do polinómio matricial Vm e
Γm,k as matrizes definidas por
Γm,k =
lk(adj (Vm(x)))
(lk−1)(xm,k)B
(1)
m−1(xm,k)
(det (Vm(x)))(lk)(xm,k)
,
para k = 1, . . . , s onde lk é a multiplicidade de xm,k.
Então, para qualquer polinómio V de grau não superior a 2m− 1, tem-se∫
V (h(x))dW (h(x)) =
s∑
k=1
V (xm,k)Γm,k.
Demonstração. Seja V um polinómio matricial de grau menor ou igual a 2m−
1. Como Vm tem coeficiente principal não-singular (cf. [21]), podemos reescrever V
na forma
V (x) = C(x)Vm(x) +R(x),
com C e R polinómios matriciais de grau menor ou igual a m− 1. Logo,
V (x)V −1m (x) = C(x) +R(x)V
−1
m (x),
sempre que x não é um zero de Vm.
Como o grau R(x) ≤ m− 1, pelo lema I.3 podemos escrever
R(x)V −1m (x) =
s∑
k=1
Cm,k
x− xm,k ,
onde as matrizes Cm,k são dadas por
Cm,k =
lkR(xm,k)(adj (Vm(x)))
(lk−1)(xm,k)
(det (Vm(x)))(lk)(xm,k)
.
De acordo com o lema I.2 tem-se que Vm(xm,k) (adj (Vm(x)))
(lk−1) (xm,k) = 0N×N
e, tendo em consideração, que R(xm,k) = V (xm,k) − C(xm,k)Vm(xm,k), a expressão
anterior toma a forma
Cm,k =
lkV (xm,k)(adj (Vm(x)))
(lk−1)(xm,k)
(det (Vm(x)))(lk)(xm,k)
.
Portanto,
V (x) = C(x)Vm(x) +
s∑
k=1
Cm,k
Vm(x)
x− xm,k .
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Relembrando que,
Vm(xm,k) (adj (Vm(x)))
(lk−1) (xm,k) = (adj (Vm(x)))
(lk−1) (xm,k)Vm(xm,k) = 0N×N ,
tem-se
V (x) = C(x)Vm(x) +
s∑
k=1
Cm,k
Vm(x)− Vm(xm,k)
x− xm,k .
Tomando x = h(t), vem
V (h(t)) = C(h(t))Vm(h(t)) +
s∑
k=1
Cm,k
Vm(xm,k)− Vm(h(t))
xm,k − h(t) .
Assim, pela representação integral dos polinómios associados de primeira espécie,
B
(1)
m−1, dada por
B
(1)
m−1(z) =
∫
Vm(z)− Vm(h(x))
z − h(x) dW (h(x)),
vem que∫
V (h(t))dW (h(t)) =
∫
C(h(t))Vm(h(t))dW (h(t)) +
s∑
k=1
Cm,kB
(1)
m−1(xm,k).
Logo, pela ortogonalidade de {Vm}m∈N relativamente a W , tem-se∫
V (h(t))dW (h(t)) =
s∑
k=1
Cm,kB
(1)
m−1(xm,k),
como pretendíamos demonstrar. ¤
Observe-se que de forma análoga poderíamos encontrar uma fórmula de quadra-
tura que envolvesse a sucessão de polinómios matricial {Gm}m∈N ortogonal à direita
relativamente a W .
O próximo resultado, que designamos por Teorema de Markov Generalizado, trata-
-se de uma extensão do resultado apresentado por A.J. Durán no trabalho [15].
Este resultado estabelece o comportamento assimptótico do quociente entre o m-
ésimo polinómio ortogonal Vm relativamente à função de Markov generalizada F e
o (m− 1)−ésimo polinómio associado de primeira espécie B(1)m−1.
Teorema IV.2 (Teorema de Markov Generalizado). Seja U uma funcional vec-
torial quasi-definida, {Vm}m∈N uma sucessão de polinómios matriciais ortogonais à
esquerda relativamente à função de Markov generalizada F e seja {B(1)m }m∈N a suces-
são de polinómios matriciais associada de primeira espécie à sucessão de polinómios
vectoriais {Bm}m∈N e a U. Então,
lim
m→∞
V −1m (z)B
(1)
m−1(z) = F(z),
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para z ∈ C \ Γ e a convergência é localmente uniforme sobre compactos em C \ Γ,
onde Γ = ∩N≥0MN e MN = ∪n≥N{zeros de Vm}.
Demonstração. Em primeiro lugar, pelo lema I.3, tem-se
V −1m (z)B
(1)
m−1(z) =
s∑
k=1
Γm,k
1
z − xm,k ,
onde Γm,k são as matrizes coeficientes da fórmula de quadratura apresentada no
teorema IV.1 e onde os xm,k são zeros de Vm. Por outro lado, existem sempre
números complexos ym,k tal que h(ym,k) = xm,k, e
V −1m (z)B
(1)
m−1(z) =
s∑
k=1
Γm,k
1
z − h(ym,k) .
Consideremos, agora, a sucessão discreta de matrizes de medidas {µm}m∈N definidas
por
µm =
s∑
k=1
Γm,kδym,k .
Logo,
V −1m (z)B
(1)
m−1(z) =
s∑
k=1
Γm,k
1
z − h(ym,k) =
∫
dµm(h(x))
z − h(x) , (IV.2)
se z não é um zero de Vm. Tendo em consideração (IV.2), será então, suficiente
provar que
lim
m→∞
∫
dµm(h(x))
z − h(x) = F(z), z ∈ C \ Γ.
O primeiro passo para a demonstração deste resultado consiste em provar a conver-
gência pontual. Caso contrário, suponhamos que existe um complexo z ∈ C \ Γ,
uma sucessão crescente não negativa de inteiros {ml}l∈N e uma constante positiva
C tal que ∥∥∥∥∫ dµml(h(x))z − h(x) − F(z)
∥∥∥∥
2
≥ C > 0, l ≥ 0, (IV.3)
onde ‖ . ‖2 representa a norma espectral da matriz, isto é,
‖A‖2 = max{
√
λ : λ é um valor próprio deA∗A},
ou seja, ‖ . ‖2 corresponde a determinar o maior valor singular da matriz. Tomando
em consideração uma sucessão crescente {ak}k∈N tal que ak → ∞, e usando, o
teorema Banach-Alaoglu, podemos encontrar uma subsucessão {rl}l∈N de {ml}l∈N,
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definida numa curva γk contida no disco |z| < ak, com o mesmo k-ésimo momento
que a funcional vectorial U, para k ≤ 2rl − 1, tal que
lim
l→∞
∫
γk
f(h(x))dµrl(h(x)) =
1
2pii
∫
γk
f(h(z))Ux
(
P0(x)
z − h(x)
)
dz.
Além disso,∥∥∥∥∫ dµrl(h(x))z − h(x) − F(z)
∥∥∥∥
2
≤
∥∥∥∥∫
γk
dµrl(h(x))
z − h(x) − F(z)
∥∥∥∥
2
+
∥∥∥∥∫
`k
dµrl(h(x))
z − h(x)
∥∥∥∥
2
,
com `k no exterior do disco |z| < ak. Escrevemos S0 para o primeiro momento da
matriz de medidas µrl que é o primeiro momento de U. Então, tomando k e rl
suficientemente grandes, de (IV.2) e de (IV.3) obtemos
C
2
≤ max
(
1
|z − h(ak)|
)∥∥∥∥∫
`k
dµrl(h(x))
∥∥∥∥
2
≤ max
(
1
|z − h(ak)|
)
‖S0‖2
Mas isto, leva-nos a C = 0 e, portanto, (IV.2) não é possível.
O próximo passo consiste em provar que as funções analíticas que são as entradas
da matriz
∫
dµm(h(x))
z − h(x) são uniformemente limitadas em conjuntos compactos de
C \ Γ. Então, a convergência uniforme em subconjuntos compactos de C \ Γ resulta
do teorema de Stieltjes-Vitali’s.
Consideremos um compacto K ⊂ C \ Γ, observe que K ∩MN 6= ∅, para N suficien-
temente grande e, então, existe A > 0 tal que∣∣∣∣ 1z − h(x)
∣∣∣∣ ≤ A, para z ∈ K e h(x) ∈MN .
Então, para n ≥ N , ∥∥∥∥∫ dµn(h(x))z − h(x)
∥∥∥∥ ≤ AS0 .
A norma espectral de
∫
dµm(h(x))
z − h(x) é uniformemente limitada e, portanto, pela
equivalência das normas em espaços de dimensão finita, obtemos o resultado. ¤
De forma análoga poderíamos obter o seguinte resultado assimptótico: Seja {Gm}m∈N
a sucessão de polinómios ortogonais à direita relativamente à função de Markov ge-
neralizada F e seja {G(1)m }m∈N a sucessão de polinómios associada de primeira espécie
à sucessão {Gm}m∈N e a U. Então,
lim
m→∞
G
(1)
m−1(z)G
−1
m (z) = F(z),
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para z ∈ C \ Γ e a convergência é localmente uniforme sobre compactos em C \ Γ,
onde Γ = ∩N≥0MN e MN = ∪n≥N{zeros deGm}.
2. Assimptótica do quociente
Dadas as sucessões de matrizes {Am}m∈N, {Bm}m∈N e {Cm}m∈N, dizemos que uma
sucessão de polinómios matriciais ortogonais {Vm}m∈N que satisfaça a relação de
recorrência a três termos
zVm(z) = AmVm+1(z) +BmVm(z) + CmVm−1(z), m ≥ 0, (IV.4)
com Am e Cm matrizes não-singulares, pertence à classe matricial Nevai generali-
zada, M(A,B,C), se lim
m→∞
Am = A, lim
m→∞
Bm = B e lim
m→∞
Cm = C. Dizemos ainda
que, uma matriz de medidas F pertence à classe Nevai generalizada se alguma das
sucessões correspondentes pertence a M(A,B,C).
Observe que, a matriz de medidas F pode pertencer a mais de que uma classe
Nevai generalizada, por causa da não unicidade das correspondentes sucessões de
polinómios.
Quando A e C são matrizes não-singulares podemos introduzir a sucessão de poli-
nómios matriciais {UA,B,Cm }m∈N definida pela relação de recorrência
zUA,B,Cm (z) = AU
A,B,C
m+1 (z) + BU
A,B,C
m (z) + CU
A,B,C
m−1 (z), m ≥ 1, (IV.5)
com condições iniciais UA,B,C0 (z) = IN×N e U
A,B,C
−1 (z) = 0N×N . De acordo com o
teorema III.2, esta sucessão é ortogonal à esquerda relativamente a uma matriz de
medidas FA,B,C não necessariamente definida positiva. A esta sucessão de polinó-
mios matriciais chamamos polinómios de Chebyshev de segunda espécie generaliza-
dos. Observe que, de UA,B,C0 (z) = IN×N resulta que
∫
dFA,B,C(z) = IN×N .
Se consideramos uma sucessão de polinómios vectoriais {Bm}m∈N ortogonal à es-
querda relativamente à funcional vectorial U que satisfaz a relação de recorrência
zBm(z) = ABm+1(z) + BBm(z) + CBm−1(z), m ≥ 1,
com condições iniciais B−1(z) = 0N×1 e B0(z) = MP0(z), onde A, C e M são
matrizes não-singulares, é verdade que, a sucessão de polinómios matriciais {Vm}m∈N
definida por
Bm(z) = V (h(z))P0(z)
e a sucessão de polinómios associados de primeira espécie {B(1)m }m∈N, satisfazem a
mesma relação de recorrência com as condições iniciais V−1(z) = 0N×N , V0(z) =
MN×N , B
(1)
−1(z) = 0N×N e B
(1)
0 (z) = A
−1M , respectivamente.
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Reescrevendo as relações de recorrência para {Vm}m∈N e {B(1)m }m∈N na forma matri-
cial por blocos, temos que[
AVm+1 AB
(1)
m
Vm B
(1)
m−1
]
=
[
zIN×N −B −C
IN×N 0N×N
][
Vm B
(1)
m−1
Vm−1 B
(1)
m−2
]
.
Como a matriz A é não-singular temos que a última equação é equivalente a[
Vm+1 B
(1)
m
Vm B
(1)
m−1
]
=
[
A−1(zIN×N −B) −A−1C
IN×N 0N×N
][
Vm B
(1)
m−1
Vm−1 B
(1)
m−2
]
. (IV.6)
Reescrevendo a última equação na forma
Lm = TLm−1, m = 1, 2, . . . ,
onde
Lm =
[
Vm+1 B
(1)
m
Vm B
(1)
m−1
]
e T =
[
A−1(zIN×N −B) −A−1C
IN×N 0N×N
]
,
temos que
Lm = T
mL0
com L0 dado por
L0 =
[
A−1(zIN×N −B)M A−1M
M 0N×N
]
.
Exemplo IV.2. Tomando A, B, C e M como
A =
[
1 0
0 1
]
, B =
[
−1 0
1 −1
]
, C =
[
−1 0
0 1
]
e M =
[
m11 m12
m21 m22
]
.
As matrizes T e L0 aparecem como
T =

1 + z 0 1 0
−1 z + 1 0 −1
1 0 0 0
0 1 0 0

e
L0 =

m11(1 + z) m12(1 + z) m11 m12
−m11 +m21(1 + z) −m12 +m22(1 + z) m21 m22
m11 m12 0 0
m21 m22 0 0
 .
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A matriz T tem o seguinte sistema de valores próprios
λ1 =
1
2
(1 + z −
√
(z + 1)2 − 4), λ2 = 1
2
(1 + z +
√
(z + 1)2 − 4),
λ3 =
1
2
(1 + z −
√
(z + 1)2 + 4), λ4 =
1
2
(1 + z +
√
(z + 1)2 + 4)
e correspondentes vectores próprios são
v1 =
[
−2, 1
2
(1 + z −
√
(z + 1)2 + 4),
4
−1− z +√(z + 1)2 + 4 , 1
]
,
v2 =
[
−2, 1
2
(1 + z +
√
(z + 1)2 + 4),− 4
1 + z +
√
(z + 1)2 + 4
, 1
]
,
v3 =
[
0,
1
2
(1 + z −
√
(z + 1)2 − 4), 0, 1
]
,
e
v4 =
[
0,
1
2
(1 + z +
√
(z + 1)2 − 4), 0, 1
]
A matriz T é diagonizável por semlhança e, portanto,
Tm = SDmS−1,
onde Dm = diagonal [λm1 , λm2 , λm3 , λm4 ], para m ∈ N, e S é a matriz da forma S =
[v1| v2| v3| v4].
Usando a decomposição podemos determinar Lm+1 e então, obter Vm e B
(1)
m−1:
Vm(z) = −12Em+2
 0 0
(1 + z)m11 (1 + z)m12
+ Em+1
 (1 + z)m11 (1 + z)m12
−m112 −m122

+ Fm+1
 0 0
2m21(1 + z) +m11((1 + z)z − 2 + z) 2m22(1 + z) +m12((1 + z)z − 2 + z)

+ Em
 m11 m12
0 0
− Fm
 0 0
2m21 +m11(1 + z) 2m22 +m12(1 + z)

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B
(1)
m−1(z) = −
1
2
Em+2
 0 0
m11 m12
+ Em+1
 m11 m12
0 0
− 1
2
Fm
 0 0
m11 m12

+
1
2
Fm+1
 0 0
(1 + z)m11 + 2m21 (1 + z)m12 + 2m22

onde
Em = 2
−m (1 + z +
√
(z + 1)2 + 4)m − (1 + z −√(z + 1)2 + 4)m√
(1 + z)2 + 4
,
Fm = 2
−m (1 + z +
√
(z + 1)2 − 4)m − (1 + z −√(z + 1)2 − 4)m√
(1 + z)2 − 4 .
Por cálculos directos obtemos V −1m B
(1)
m−1 e, então, tomamos o limite quandom→∞,
e obtemos
FA,B,C(z)=
1
Dm

2m11m12 2m12
−2m11 2m11m12

− 1
4Dm
(−(1+z)+
√
(z+1)2+4)(
√
(z+1)2+4−
√
(z+1)2−4)

m11m12 m
2
12
−m211 m11m12

+ 1+z
Dm

m12m21 −m11m22 0
0 m12m22 +m11m21

+
√
(z+1)2+4−
√
(z+1)2−4
Dm

m12m21 +m11m22 m21
m22 m12m22 −m11m21

onde
Dm = −1
2
(1 + z +
√
(1 + z)2 − 4)(1 + z +
√
(1 + z)2 + 4) detM
.
É importante referir neste momento que o exemplo escolhido por nós não pertence
a nenhum dos casos estudados por A.J. Durán no trabalho [16] e também não
pode ser reduzido as esses casos através do método apresentado por H. Dette e
seus colaboradores no trabalho [12]. Assim, este exemplo motiva-nos a estudar
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o comportamento assimptótico do quociente entre dois polinómios consecutivos de
uma sucessão de polinómios pertencente à classe Nevai generalizada.
De agora em diante e sem perda de generalidade consideremos que a sucessão de
polinómios matriciais definida por (IV.4) satisfaz V0(z) = IN×N .
Antes de apresentar o resultado assimptótico necessitamos de introduzir o seguinte
resultado auxiliar:
Lema IV.1. Seja {Vm}m∈N uma sucessão de polinómios matriciais pertencente à
classe Nevai generalizada M(A,B,C). Então existe uma constante positiva M , que
não depende de m, tal que xm,k está contido no disco D = {z ∈ C : |z| < M}, para
qualquer xm,k zero de Vm.
Demonstração. Consideremos a matriz Jacobi J , definida por (IV.1), associa-
da à relação de recorrência (IV.4). Relembre-se também, que os zeros de Vm são os
valores próprios de Jm onde Jm é a matriz por blocos truncada de J , de dimensão
mN ×mN .
Tendo em consideração que as sucessões {Am}m∈N, {Bm}m∈N e {Cm}m∈N convergem
e, utilizando, o teorema do disco de Gershgorin para a localização de valores próprios,
tem-se que existe M > 0 tal que se xm,k é um zero de Vm então xm,k ∈ D onde
D = {z ∈ C : |z| < M}. Logo, Γ definido por
Γ = ∩N≥0MN ,
onde MN = ∪n≥N{zeros of Vm}, está contido em D, e supp(W ) ⊂ Γ ⊂ D. ¤
Estão então, reunidas as condições necessárias, para enunciar e provar o teorema
que estabelece o comportamento assimptótico de polinómios ortogonais matriciais
consecutivos na classe Nevai generalizada M(A,B,C), com A e C não-singulares.
A técnica utilizada para provar este resultado é similar à técnica utilizada por A.J.
Durán no trabalho [16].
Teorema IV.3. Seja {Vm}m∈N a sucessão de polinómios matriciais ortogonais à
esquerda relativamente à função de Markov generalizada F. Assumindo que se tem
lim
m→∞
Am = A, lim
m→∞
Bm = B, lim
m→∞
Cm = C e que A e C são matrizes não-singulares.
Então,
lim
m→∞
Vm−1(z)V −1m (z)A
−1
m−1 = FA,B,C(z), z ∈ C \ Γ,
onde FA,B,C é matriz de medidas para os polinómios matriciais de Chebyshev de
segunda espécie generalizados. Além disso, a convergência é uniforme para z per-
tencente a um subconjunto compacto de C\Γ, onde Γ = ∩N≥0MN , MN = ∪m≥N∆m,
com ∆m o subconjunto dos zeros Vm
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Demonstração. Primeiro, consideramos a sucessão de medidas matriciais dis-
cretas {µm}m∈N definidas por
µm =
s∑
k=1
Vm−1(h(ym,k))Γm,kGm−1(h(ym,k)) δym,k , m ≥ 0,
onde os ym,k são números complexos tais que h(ym,k) = xm,k, com xm,k, k = 1, . . . , s
os zeros do polinómio Vm e onde a matriz Γm,k é dada por
Γm,k =
lk(adj (Vm(x)))
(lk−1)(xm,k)B
(1)
m−1(xm,k)
(det (Vm(x)))(lk)(xm,k)
, k = 1, . . . , s,
sendo lk a multiplicidade de xm,k (lk ≤ N) e {B(1)m−1}m∈N a sucessão de polinómios
associados de primeira espécie a {Bm}m∈N e a U. Observe-se que a matriz Γm,k é
a matriz que aparece na fórmula de quadratura apresentada no teorema IV.1. Da
fórmula de quadratura resulta ainda que∫
dµm(h(x)) = IN×N , para m ≥ 0.
A decomposição
Vm−1(z)V −1m (z) =
s∑
k=0
Cm,k
1
z − xm,k ,
é sempre possível mesmo que os zeros sejam números complexos ou possam ter
multiplicidade superior a um (cf. [6, 15]). é claro que, as matrizes Cm,k são da
forma
Cm,k =
lkVm−1(xm,k)(adj (Vm(t)))(lk−1)(xm,k)
(det (Vm(t)))(lk)(xm,k)
.
Assim sendo,
Cm,kA
−1
m−1 =
lkVm−1(xm,k)(adj (Vm(t)))(lk−1)(xm,k)A−1m−1Cm
(det (Vm(t)))(lk)(xm,k)
.
Da fórmula de Liouville-Ostrogradski apresentada no teorema III.12, resulta que
Cm,kA
−1
m−1 =
lkVm−1(xm,k)(adj (Vm(t)))(lk−1)(xm,k)
(det (Vm(t)))(lk)(xm,k)
×
(
B
(1)
m−1(xm,k)Gm−1(xm,k)− Vm(xm,k)G(1)m−2(xm,k)
)
.
Como do lema I.2 se tem que para qualquer a, zero do polinómio matricial Vm,
Vm(a) (adj (Vm(t)))
(p−1) (a) = (adj (Vm(t)))
(p−1) (a)Vm(a) = 0N×N , (IV.7)
obtemos
Cm,kA
−1
m−1 =
lkVm−1(xm,k)(adj (Vm(t)))(lk−1)(xm,k)
(det (Vm(t)))(lk)(xm,k)
B
(1)
m−1(xm,k)Gm−1(xm,k)
= Vm−1(h(ym,k))Γm,kGm−1(h(ym,k)).
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Pela definição de µm concluímos que
Vm−1(z)V −1m (z)A
−1
m−1 =
∫
dµm(h(x))
z − h(x) , z ∈ C \ Γ.
Consideremos então, os polinómios de Chebyshev de segunda espécie generalizados
{UA,B,Cm }m∈N definidos por (IV.5). Prova-se por indução que
lim
m→∞
∫
UA,B,Cl (h(t))dµm(h(t)) =
{
IN×N , para l = 0;
0N×N , para l 6= 0.
(IV.8)
De acordo com a definição da matriz de medidas µm, temos que∫
UA,B,Cl (h(t))dµm(h(t))
=
s∑
k=1
UA,B,Cl (h(t))(h(ym,k))Vm−1(h(ym,k))Γm,kGm−1(h(ym,k)). (IV.9)
Podemos escrever
UA,B,Cl (t)Vm−1(t) = Sl,m(t)Vm(t) +
m∑
i=1
∆i,l,mVm−i(t), (IV.10)
onde Sl,m(t) é uma matriz de grau no máximo l− 1 e onde ∆i,l,m, i = 1, . . . ,m, são
matrizes numéricas. Então, de (IV.9) e (IV.10), temos que∫
UA,B,Cl (h(t))dµm(h(t)) =
s∑
k=1
(
Sl,m(h(ym,k))Vm(h(ym,k)) +
m∑
i=1
∆i,l,mVm−i(h(ym,k))
)
× Γm,kGm−1(h(ym,k)).
Novamente, pela definição dos Γm,k e (IV.7), tem-se que,∫
UA,B,Cl (h(t))dµm(h(t)) =
s∑
k=1
(
m∑
i=1
∆i,l,mVm−i(h(ym,k))
)
Γm,kGm−1(h(ym,k)).
Como 2m− 1− i ≤ 2m− 1, para i = 1, . . . ,m, pela fórmula de quadratura para Vm
tem-se que∫
UA,B,Cl (h(t))dµm(h(t)) =
m∑
i=1
∫
∆i,l,mVm−i(h(t))dW (h(t))Gm−1(h(t))
= ∆1,l,m.
O passo seguinte consiste em provar que
lim
m→∞
∆k,l,m =
{
IN×N , para k = l + 1;
0N×N , para k 6= l + 1.
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Para tal, usamos indução em l. Quando l = 0 o resultado é imediato já que se tem
∆1,0,m = IN×N e ∆i,0,m = 0N×N , para i 6= 1. Agora, suponhamos que este resultado
é válido até l e provemos que também é válido para l + 1. A relação de recorrência
para {UA,B,Cm }m∈N dá-nos
UA,B,Cl+1 Vm−1(t) = (C
−1tUA,B,Cl (t)− C−1BUA,B,Cl (t)− C−1AUA,B,Cl−1 (t))Vm−1(t).
Da fórmula (IV.10) e da relação de recorrência a três termos satisfeita pela sucessão
de polinómios matriciais {Vm}m∈N, vem que
∆k,l+1,m = C
−1(∆k,l,mBm−k +∆k−1,l,mCm−k+1 +∆k+1,l,mAm−1−k)
−C−1B∆k,l,m − C−1A∆k,l−1,m.
Para k ≥ l+3 e k ≤ l− 1, a hipótese de indução mostra que lim
m→∞
∆k,l+1,m = 0N×N .
Para k = l, l + 1, l + 2, da hipótese de indução e tomando em consideração que
lim
m→∞
Am = A, lim
m→∞
Bm = B e lim
m→∞
Cm = C, sai respectivamente que
lim
m→∞
∆l,l+1,m = C
−1A− C−1A = 0N×N ,
lim
m→∞
∆l+1,l+1,m = C
−1B − C−1B = 0N×N ,
e
lim
m→∞
∆l+2,l+1,m = C
−1C = IN×N
Estamos agora em condições de provar que
lim
m→∞
∫
dµm(h(x))
z − h(x) = FA,B,C(z), z ∈ C \ Γ.
Caso contrário, conseguimos encontrar um número complexo z ∈ C \ Γ, e uma su-
cessão crescente de números inteiros não negativos {nl}l∈N, e uma constante positiva
C tal que ∥∥∥∥∫ dµnl(h(x))z − h(x) − FA,B,C(z)
∥∥∥∥
2
≥ C > 0, l ≥ 0, (IV.11)
onde escrevemos ‖ . ‖2 para a norma espectral de uma matriz.
Como {µm}m∈N é uma sucessão de matrizes de medidas com suporte contido no disco
D (ver lema IV.1), e recordando que
∫
dµm = IN×N , obtemos, usando o teorema
de Banach-Alaoglu, que a subsucessão {rl}l∈N de {nl}l∈N, definida numa curva γM
contida no disco D, com os mesmos k-ésimos momentos que a funcional vectorial U,
para k ≤ 2rl − 1, é tal que
lim
l→∞
∫
γM
f(h(x))dµrl(h(x)) =
1
2pii
∫
γM
f(h(z))Ux
(
P0(x)
z − h(x)
)
dz,
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para qualquer função matricial continua f definida em D.
Logo, tomando f(h(x)) = UA,B,C(h(x)), temos que
lim
l→∞
∫
γM
UA,B,Cl (h(x))dµrl(h(x)) =
1
2pii
∫
γM
UA,B,Cl (h(z))Ux
(
P0(x)
z − h(x)
)
.
Por (IV.8) temos que
1
2pii
∫
γM
UA,B,Cl (h(z))Ux
(
P0(x)
z − h(x)
)
=
{
IN×N , para l = 0;
0N×N , para l 6= 0.
Mas, a sucessão de polinómios matriciais {UA,B,Cm }m∈N é ortogonal relativamente a
FA,B,C . Logo, {UA,B,Cm }m∈N é uma base para o espaço dos polinómios matriciais
obtendo assim que (IV.11) é impossível.
Cada uma das entradas da matriz
∫
dµm(h(x))
z − h(x) é uniformemente limitada sobre
conjuntos compactos de C \ Γ. Assim, aplicando o Teorema de Stieltjes-Vitali,
obtemos a convergência uniforme. ¤
3. Modificações por Deltas funcionais
Nesta secção apresentamos o conceito de uma funcional vectorial que resulta de uma
modificação por uma funcional Delta e veremos como este conceito está relacionado
com os produtos internos de Sobolev discretos. Com uma aplicação ilustraremos
como interpretar os produtos internos de Sobolev discretos na forma vectorial, que
simultaneamente serve de motivação ao estudo das modificações acima citadas.
Para que melhor se compreenda o que se entende por uma funcional vectorial que
resulta de uma modificação por uma funcional Delta, comecemos por introduzir
algumas definições.
De forma genérica, podemos dizer que uma funcional Delta é uma funcional vectorial
cujos elementos são combinações lineares de deltas de Dirac e suas derivadas em um
ou mais pontos.
Se h é um polinómio fixo de grau fixo N , definido por
h(x) =
M∏
j=1
(x− cj)Mj+1, (IV.12)
onde Mj +1 é multiplicidade de cada cj ∈ C como zero de h, então podemos definir
uma nova funcional vectorial, que resulta de uma modificação por uma funcional
Delta relativamente a h, da seguinte forma:
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Definição IV.1. A funcional vectorial U˜ definida por
U˜ = U+ Λδ, (IV.13)
onde Λ é uma matriz numérica completa de dimensão N ×N e onde
δ = [δc1 δ
′
c1
. . . δ(M1)c1 δc2 δ
′
c2
. . . δ(M2)c2 . . . δcM δ
′
cM
. . . δ(MM )cM ]
T , (IV.14)
sendo N = M +
∑M
j=1Mj, é designada por funcional vectorial modificada por uma
funcional Delta relativamente a h.
Observe-se que uma funcional Delta, isto é, uma funcional vectorial cujas componen-
tes são combinações lineares de deltas de Dirac e das suas derivadas, pode sempre
ser descrita pelo produto entre uma matriz numérica e um vector da forma (IV.14).
Começamos por apresentar um exemplo que motiva o estudo destas modificações.
Este exemplo, estabelece uma reinterpretação vectorial para um produto de Sobolev
discreto específico. Veremos mais tarde, a título de exemplo de aplicação, como
podem ser reinterpretados todos os produtos de Sobolev discretos, de forma única,
usando o modelo vectorial.
Exemplo IV.3. Consideremos o produto de Sobolev discreto
〈f, g〉S :=
∫
I
fgdµ+ λ1,1f
′(0)g′(0), onde λ ∈ R+, (IV.15)
que pode ser encontrado nos trabalhos [28] e [39].
Para estabelecer o paralelismo entre a ortogonalidade vectorial e os produtos de
Sobolev discretos, seja {p˜n}n∈N a sucessão de polinómios ortonormais relativamente
ao produto de Sobolev (IV.15), ou seja, são verificadas as seguintes condições de
ortogonalidade
〈p˜n, xk〉S = 0, k = 0, . . . , n− 1, (IV.16)
〈p˜n, xn〉S 6= 0.
Naturalmente o polinómio h(x) = x2 é um operador simétrico relativamente a este
produto de Sobolev, isto é,
〈x2f, g〉S = 〈f, x2g〉S, ∀f, g ∈ P,
e, consequentemente, a sucessão de polinómios ortonormais {p˜n}n∈N que lhe está
associada satisfaz a relação de recorrência a cinco termos
x2p˜n+1 = cn+3,2p˜n+3 + cn+2,1p˜n+2 + cn+1,0p˜n+1 + cn+1,1p˜n + cn+1,2p˜n−1, (IV.17)
para n ≥ 0.
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Por outro lado, considerando o modelo vectorial a relação de recorrência (IV.17)
admite a seguinte representação vectorial
x2B˜m(x) = A˜m+1B˜m+1(x) + B˜mBm(x) + A˜
T
mBm−1(x), m ≥ 0
onde B˜m(x) = [p˜2m(x), p˜2m+1(x)]
T ,
A˜m =
[
c2m,2 0
c2m,1 c2m+1,2
]
e B˜m =
[
c2m,0 c2m+1,1
c2m+1,1 c2m+1,0
]
.
Observe-se que B˜m = B˜Tm.
Então, pelo teorema II.6, existe uma funcional vectorial U˜ da forma
U˜ =
[
u˜1 u˜2
]T
,
tal que a sucessão de polinómios vectoriais {B˜m}m∈N é ortogonal à esquerda relati-
vamente a U˜, satisfazendo as condições de ortogonalidade
(x2kU˜)
(
B˜m
)
= 02×2, k = 0, 1, ...,m− 1 (IV.18)
(x2mU˜)
(
B˜m
)
= ∆˜m, m ∈ N
onde ∆˜m é uma matriz triangular superior não-singular.
A partir da definição II.1, as condições de ortogonalidade anteriores, são dadas
explicitamente por
(x2kU˜)
(
B˜m
)
=
[
〈u˜1, x2kp˜2m〉 〈u˜2, x2kp˜2m〉
〈u˜1, x2kp˜2m+1〉 〈u˜2, x2kp˜2m+1〉
]
=
[
0 0
0 0
]
, k = 0, . . . ,m− 1
e
(x2mU˜)
(
B˜m
)
=
[
〈u˜1, x2mp˜2m〉 〈u˜2, x2mp˜2m〉
〈u˜1, x2mp˜2m+1〉 〈u˜2, x2mp˜2m+1〉
]
=
[
• •
0 •
]
.
A funcional vectorial U˜ representa o produto de Sobolev discreto (IV.15) apenas se
é uma modificação por uma funcional Delta que passamos a descrever no que se
segue. De facto, a funcional vectorial U˜ tem a seguinte representação
U˜ = U+ Λδ (IV.19)
onde
U = [u xu]T , Λ =
[
0 0
0 −λ1,1
]
, δ = [δ0 δ
′
0]
T
,
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e onde u é uma funcional linear que actua sobre o espaço linear dos polinómios P
da seguinte forma
u(p(x)) =
∫
I
p(x) dµ(x),
onde µ é a função peso que aparece no produto de Sobolev discreto (IV.15).
Agora, temos que ilustrar que as condições de ortogonalidade (IV.16) e (IV.18) são
equivalentes:
Primeiro, tomemos k = 0, em (IV.18)
U˜
(
B˜m
)
=
[
〈1, p˜2m〉S 〈x, p˜2m〉S
〈1, p˜2m+1〉S 〈x, p˜2m+1〉S
]
=
[
0 0
0 0
]
;
em seguida k = 1, . . .m− 1,
(x2kU˜)
(
B˜m
)
=
[
〈x2k, p˜2m〉S 〈x2k+1, p˜2m〉S
〈x2k, p˜2m+1〉S 〈x2k+1, p˜2m+1〉S
]
=
[
0 0
0 0
]
;
Finalmente tomando k = m, tem-se que
(x2mU˜)
(
B˜m
)
=
[
〈x2m, p˜2m〉S 〈x2m+1, p˜2m〉S
〈x2m, p˜2m+1〉S 〈x2m+1, p˜2m+1〉S
]
=
[
6= 0 •
0 6= 0
]
.
Assim, as anteriores igualdades ilustram que as condições de ortogonalidade (IV.16)
e (IV.18) são equivalentes. Isto significa que o produto de Sobolev discreto (IV.15)
está perfeitamente representado na forma vectorial por (IV.19).
Motivados por este exemplo a primeira questão que se coloca consiste em saber
quando é que U˜ definido por (IV.13) é quasi-definida, isto é, quando é que existe
uma sucessão de polinómios vectoriais {B˜m}m∈N ortogonais à esquerda relativamente
a U˜. Assim, o primeiro passo é obter condições necessárias e suficientes para que U˜
seja quasi-definida. As condições que iremos obter, no caso do exemplo apresentado,
são as encontradas por F. Marcellán e colaboradores em [28].
No que se segue, denotaremos por {Bm}m∈N a sucessão de polinómios vectoriais orto-
gonais à esquerda relativamente a U e {B˜m}m∈N a sucessão de polinómios associada
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a U˜, isto é, a sucessão de polinómios vectoriais que satisfaz
U˜
(
B˜m
)
= 0N×N , m ≥ 1 e U˜
(
B˜0
)
é uma matriz não-singular. (IV.20)
Para além disso, à semelhança do apresentado anteriormente, denotaremos por
{V˜m}m∈N a sucessão de polinómios matriciais tal que
B˜m(x) = V˜m(h(x))P0(x),
com P0(x) =
[
1 x . . . xN−1
]T .
Antes de enunciarmos e provarmos quais são as condições para que U˜ seja quasi-
-definida, apresentamos o seguinte resultado auxiliar.
Lema IV.2. Seja {Bm}m∈N a sucessão de polinómios vectoriais ortogonais à es-
querda relativamente à funcional vectorial U e {B˜m}m∈N a sucessão de polinó-
mios vectoriais associada, no sentido de (IV.20), à funcional vectorial U˜ definida
por (IV.13). Então,
(hkU˜)(Bm) = (h
kU)(Bm) = 0N×N , k ≥ 1,
(hkU˜)(B˜m) = (h
kU)(B˜m), k ≥ 1. (IV.21)
Demonstração. A prova deste resultado é trivial. Basta ter em consideração
o facto de, que para qualquer polinómio vectorial P ∈ PN , se tem
(hkδ)(P) = 0N×N , para k ≥ 1,
obtendo de imediato as igualdades. ¤
O próximo teorema dá-nos uma condição necessária e suficiente para a existên-
cia de uma sucessão de polinómios vectoriais ortogonal à esquerda relativamente à
funcional U˜ quando esta é definida por (IV.13).
Na extensa literatura sobre sucessões de polinómios ortogonais relativamente a um
produto interno de Sobolev discreto (cf. [1, 2, 3, 20, 27, 28, 29, 30, 35, 36,
38, 39]) o leitor poderá encontrar as mesmas condições que se obtêm no seguinte
resultado.
Teorema IV.4. Seja {Bm}m∈N a sucessão de polinómios vectoriais ortogonais à es-
querda relativamente à funcional vectorial U, {B˜m}m∈N a sucessão de polinómios vec-
toriais associada, no sentido (IV.20), à funcional vectorial U˜ definida por (IV.13).
A funcional U˜ é quasi-definida se, e somente se, Λ é tal que
IN×N + δz(P0(z))ΛTKm+1(cl, cl), m ∈ N
é uma matriz não-singular para qualquer cl, zero de h, definido por (IV.12).
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Demonstração. Associadas às sucessões {Bm}m∈N e {B˜m}m∈N têm-se as su-
cessões de polinómios matriciais {Vm}m∈N e {V˜m}m∈N tais que
Bm(z) = Vm(h(z))P0(z) e B˜m(z) = V˜m(h(z))P0(z),
com P0(z) =
[
1 z . . . zN−1
]T . Utilizando a propriedade (III.17) do núcleo, tem-se
que
Vm(h(x)) = (K
T
m+1(x, z)Uz)(Bm(z)).
Semelhantemente, podemos escrever:
V˜m(h(x)) = (K
T
m+1(x, z)Uz)(B˜m(z))
= (KTm+1(x, z)U˜z)(B˜m(z))−
m∑
j=0
(
GTj (h(z))Λδz
)
(B˜m(z))Vj(h(x)),
onde δz representa o vector δ actuando na variável z. Na última equação, se anali-
sarmos a segunda parcela do segundo membro, observamos que(
GTj (h(z))Λδz
)
(V˜m(h(z))P0(z)) =
(
GTj (h(cl))Λδz
)
(V˜m(h(z))P0(z)),
com (βjk)
T ∈ MN×N(C) para qualquer cl, zero do polinómio h, independentemente
da sua multiplicidade. Então,
m∑
j=0
(GTj (h(z))Λδz )(B˜m(z))Vj(h(x)) = V˜m(h(cl))
m∑
j=0
δz(P0(z))Λ
TGj(h(cl))Vj(h(x)).
Agora, para analisar a expressão (KTm+1(z, x)U˜z)(B˜m(z)) usamos a definição do nú-
cleo Km(x, z) =
∑m−1
j=0 Gj(h(z))Vj(h(x)) e consideramos a representação para Gm,
Gm(h(x)) =
∑m
k=0 β
m
k (h(x))
k, βmk ∈MN×N(C). Então, temos
(KTm+1(x, z)U˜z)(B˜m(z)) =
m∑
j=0
[(
j∑
k=0
(h(x))kU˜z)(B˜m(z))β
j
k]Vj(h(x)).
Logo,
(KTm+1(x, z)U˜z)(B˜m(z)) = ∆˜mβ
m
mVm(h(x))
se, e somente se, {B˜m}m∈N é ortogonal à esquerda relativamente a U˜z, satisfazendo
as condições de ortogonalidade
(hkU˜)
(
B˜m
)
= 0N×N , k = 0, 1, ...,m− 1;
(hmU˜)
(
B˜m
)
= ∆˜m, m ∈ N,
onde ∆˜m é uma matriz não-singular.
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Assim, tem-se que
V˜m(h(x)) = DmVm(h(x))− V˜m(h(cl))δz(P0(z))ΛTKm+1(x, cl), (IV.22)
onde Dm = ∆˜mβmm é uma matriz não-singular. Fazendo x = cl, obtém-se
V˜m(h(cl)) = DmVm(h(cl))− V˜m(h(cl))δz (P0(z))ΛTKm+1(cl, cl),
ou seja,
V˜m(h(cl))(IN×N + δz (P0(z))ΛTKm+1(cl, cl)) = DmVm(h(cl)).
{Vm}m∈N é completamente determinado pelos dados se, e somente se,
IN×N + δz(P0(z))ΛTKm+1(cl, cl),
é uma matriz não-singular para qualquer cl zero de h, independentemente da sua
multiplicidade, com m ≥ 0. ¤
Em seguida, iremos ilustrar como o modelo vectorial que envolve modificações por
meio de uma funcional Delta descreve completamente qualquer produto de Sobolev
discreto. O estudo de sucessões de polinómios ortogonais relativamente a um pro-
duto de Sobolev discreto tem sido realizado de forma intensa mas sempre de forma
parcial, isto é, sendo estudado cada tipo de produto de Sobolev, individualmente.
De facto, já foram estudadas diferentes sucessões de polinómios ortogonais relativa-
mente a diferentes produtos de Sobolev discretos, mas tendo sempre em consideração
a medida contínua nele envolvida.
Por exemplo, F. Marcellán e A. Ronveaux em [30], H. Bavinck e H.G. Meijer em [5] e
M. Alfaro e colaboradores em [1] estudam o caso definido positivo. Nesses trabalhos
podemos encontrar propriedades algébricas destes polinómios ortogonais, resultados
sobre a distribuição de zeros e exemplos de aplicação. No entanto, a medida contínua
envolvida no produto interno em causa é sempre particularizada.
Na procura de um caso mais geral, F. Marcellán, T. Pérez e M. Piñar apresentam
no trabalho [28], um estudo sobre a forma bilinear simétrica
ϕ(p, q) = 〈p, q〉+ λp′(c)q′(c)
onde λ e c são números reais e p e q polinómios. Neste trabalho, apresentam condi-
ções necessárias e suficientes para a existência de uma sucessão polinómios ortogonais
relativamente a ϕ. Para além disso, os autores apresentam ainda um exemplo não
trivial considerando a funcional associada aos polinómios de Bessel.
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A estrutura vectorial por nós estabelecida, permitirá então, descrever os produtos
internos de Sobolev de uma forma unificadora bem como, caracterizar as correspon-
dentes sucessões de polinómios associadas.
Na verdade, a primeira tentativa de unificar o estudo sobre os polinómios de Sobolev
discretos aparece no trabalho [14] de A.J. Durán e W. Van Assche, ao qual fizemos
referência no primeiro capítulo. Acontece que, a medida matricial de ortogonalidade
descrita no trabalho [14], é de difícil manuseamento. A vantagem da estrutura
vectorial por nós estabelecida é que esta permite visualizar de uma forma quase
intuitiva qual a funcional vectorial a considerar quando se pretende descrever cada
produto de Sobolev discreto.
Assim, veremos em seguida como podemos descrever, um por um, os produtos in-
ternos de Sobolev discretos mais trabalhados ao longo dos anos.
Na verdade, uma funcional vectorial U˜ definida por
U˜ = U+ Λδ, (IV.23)
onde Λ é uma matriz numérica completa de dimensão N ×N e
δ = [δc1 δ
′
c1
. . . δ(M1)c1 δc2 δ
′
c2
. . . δ(M2)c2 . . . δcM δ
′
cM
. . . δ(MM )cM ]
T , (IV.24)
com N = M +
∑M
j=1Mj, representa sempre um produto de Sobolev discreto da
forma
〈f, g〉S =
∫
I
f(x)g(x)dµ(x) +
M∑
j=1
Mj∑
i=0
λj,if
(i)(cj)g
(i)(cj), (IV.25)
onde f e g são polinómios, λj,i ≥ 0 e N = M +
∑M
j=1Mj sempre que U esteja bem
representada e seja quasi-definida.
Observe-se que, a derivada é calculada emM pontos cj e que, no ponto cj, a derivada
de maior ordem é de ordem Mj e que o polinómio h da forma
h(x) =
M∏
j=1
(x− cj)Mj+1,
cujo grau é N e cujos zeros são os pontos cj onde as derivadas no produto interno
são calculadas é tal que
〈hf, g〉S = 〈f, hg〉S, ∀f, g ∈ P.
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Assim, se {p˜n}n∈N é a sucessão de polinómios ortonormais relativamente ao produto
de Sobolev discreto (IV.25) então {p˜n}n∈N satisfaz a relação de recorrência da forma
h(x)p˜n(x) = cn,0p˜n(x) +
N∑
k=1
[cn,kp˜n−k(x) + cn+k,kp˜n+k(x)] ,
com pi, i = 0, . . . , N − 1, condições iniciais. Esta relação de recorrência, é um caso
particular da relação de recorrência a (2N + 1)−termos (I.14) e admite a seguinte
reinterpretação vectorial
h(x)B˜m(x) = A˜mB˜m+1(x) + B˜mB˜m(x) + A˜
T
mB˜m−1(x),
onde B˜m é hermitiana e B˜m é definido por
B˜m(x) =
[
p˜mN(x) p˜mN+1(x) . . . p˜(m+1)N−1(x)
]T
.
Então, pelo teorema II.6, existe uma funcional vectorial U˜ à qual a sucessão de
polinómios vectoriais {B˜m}m∈N é ortogonal à esquerda de forma que satisfaz as
condições de ortogonalidade
(hkU˜)
(
B˜m
)
= 0N×N , k = 0, 1, ...,m− 1,
(hmU˜)
(
B˜m
)
= ∆˜m , m ∈ N,
onde ∆˜m é uma matriz triangular superior não-singular. Estamos então, em condi-
ções de estabelecer o seguinte teorema:
Teorema IV.5. Seja U˜ uma funcional vectorial linear tal que
U˜ = U+ Λδ,
onde
U =
[
uxu . . . xN−1u
]T
, δ = [δc1 δ
′
c1
. . . δ(M1)c1 δc2 δ
′
c2
. . . δ(M2)c2 . . . δcM δ
′
cM
. . . δ(MM )cM ]
T
e Λ é uma matriz de dimensão N ×N , com N =M +∑Mj=1Mj.
Então, as seguintes afirmações são equivalentes:
(a) A sucessão de polinómios ortogonais vectoriais {B˜m}m∈N é ortogonal à es-
querda relativamente a U˜.
(b) A sucessão de polinómios escalares {p˜n}n∈N é ortogonal relativamente ao
produto discreto de Sobolev
〈f, g〉S =
∫
I
f(x)g(x)dµ(x) +
M∑
j=1
Mj∑
i=0
λj,if
(i)(cj)g
(i)(cj), (IV.26)
onde f, g são polinómios e λj,i ≥ 0.
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Demonstração. A demonstração é imediata tendo em conta as considerações
anteriores, as condições de ortogonalidade e a estrutura adequada para a matriz Λ.
¤
O seguinte exemplo serve então para ilustrar como têm de ser escolhidos Λ e δ no
teorema anterior, para que a estrutura vectorial apresentada represente um deter-
minado produto de Sobolev discreto.
Exemplo IV.4. Consideremos os seguintes produtos de Sobolev discretos:
(a) Estamos na presença de um produto de Sobolev em que as derivadas são
calculadas no mesmo ponto c = 0, isto é, cj = c = 0, com j = 1, . . . ,M .
Assim, ao tomar o caso M = 1 e Mj = N − 1, obtém-se o seguinte produto
interno de Sobolev discreto
〈f, g〉S =
∫
I
f(x)g(x)dµ(x) +
N−1∑
i=0
λ1,if
(i)(0)g(i)(0),
com h(x) = xN como polinómio correspondente.
A funcional vectorial que representa este produto de Sobolev é dada por
U˜ = U+ Λδ,
onde U =
[
uxu . . . xN−1u
]T , δ = [δ0 δ′0 . . . δN−10 ]T e
Λ =

λ1,0
−λ1,1
. . .
(−1)N−1(N − 1)!λ1,N−1
.
(b) Estamos na presença de um produto de Sobolev em que as derivadas são
calculadas no mesmo ponto c, isto é, cj = c, j = 1, . . . ,M . Assim, ao tomar
o casoM = 1 eMj = N−1, obtém-se o seguinte produto interno de Sobolev
discreto
〈f, g〉S =
∫
I
f(x)g(x)dµ(x) +
N−1∑
i=0
λ1,if
(i)(c)g(i)(c),
com h(x) = (x− c)N como polinómio correspondente.
A funcional vectorial que representa este produto de Sobolev é dada por
U˜ = U+ Λδ,
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onde U =
[
uxu . . . xN−1u
]T , δ = [δc δ′c . . . δ(N−1)c ]T e
Λ =

λ1,0
cλ1,0 −λ1,1
c2λ1,0 −2cλ1,1 2λ1,2
...
...
...
. . .
cN−1λ1,0 −(N − 1)cN−2λ1,1 (N − 1)(N − 2)cN−3λ1,2 . . . (−1)N−1(N − 1)!λ1,N−1

.
(c) Estamos na presença de um produto em que adicionamos N pontos massa
distintos, cj, j = 1, . . . , N (extensão do caso Nevai, que por abuso de lingua-
gem englobamos nos produtos de Sobolev discretos). Assim, ao tomamos o
caso M = N e, necessariamente, Mj = 0, j = 1, . . . , N , obtemos o seguinte
produto
〈f, g〉S =
∫
I
f(x)g(x)dµ(x) +
N∑
j=1
λj,0f(cj)g(cj),
com h(x) = (x− c1)(x− c2) . . . (x− cN) como polinómio correspondente.
A funcional vectorial que representa este produto é dada por
U˜ = U+ Λδ,
onde U =
[
uxu . . . xN−1u
]T , δ = [δc1 δc2 . . . δcN ]T
e Λ =

λ1,0 λ2,0 λ3,0 . . . λN,0
c1λ1,0 c2λ2,0 c3λ3,0 . . . cNλN,0
c21λ1,0 c
2
2λ2,0 c
2
3λ3,0 . . . c
2
NλN,0
...
...
...
. . .
...
cN−11 λ1,0 c
N−1
2 λ2,0 c
N−1
3 λ3,0 . . . c
N−1
N λN,0
.
(d) Estamos na presença de um produto escalar de Sobolev discreto da forma
〈f, g〉S =
∫
I
f(x)g(x)dµ(x) + λ1,0f(c1)g(c1) + λ1,1f
′(c1)g′(c1) + λ2,0f(c2)g(c2).
Neste caso tomamos M = 2, M1 = 1, M2 = 0 e h(x) = (x − c1)2(x − c2)
como polinómio correspondente.
A funcional vectorial que representa este produto de Sobolev é dada por
U˜ = U+ Λδ,
onde U = [uxux2u]T , δ =
[
δc1 δ
′
c1
δc2
]T e Λ =
 λ1,0 0 λ2,0c1λ1,0 −λ1,1 c2λ2,0
c21λ1,0 −2c1λ1,1 c22λ2,0
.
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4. Assimptótica relativa
Nesta secção, iremos analisar o comportamento assimptótico relativo entre uma
sucessão de polinómios matriciais ortogonais pertencente à classe matricial Nevai
generalizada e uma sucessão que é ortogonal relativamente a uma modificação por
meio de uma funcional Delta.
Foram os trabalhos sobre pertubações na classe matricial Nevai [45, 44], de H.O.
Yakhlef, F. Marcellán e M. Piñar, que nos inspiraram a aplicar o nosso modelo na
sua reinterpretação e, simultaneamente a fazer a análise assimptótica relativa na
classe Nevai generalizada.
Primeiro, iremos reinterpretar o modelo estudado pelos autores sob um ponto de
vista vectorial. Segundo, iremos então, apresentar o comportamento assimptótico
relativo. Antes de o fazer, devemos ainda ter em consideração alguns resultados:
A função de Markov generalizada associada à funcional U˜ é denotada por F˜, sendo
esta definida na forma:
F˜(z) = U˜x
(
P0(x)
z − h(x)
)
,
com z tal que |h(x)| < |z| e com x ∈ L˜ onde
L˜ = ∪j=1,...,N supp u˜jx.
Aqui, U˜x representa a acção de U˜ na variável x e P0(x) =
[
1 x . . . xN−1
]T .
O seguinte resultado que relaciona a função de Markov generalizada F˜ com a função
de Markov generalizada F, introduzida no segundo capítulo na definição II.5.
Teorema IV.6. Sejam U uma funcional vectorial quasi-definida, U˜ uma funcio-
nal vectorial quasi-definida dada por (IV.13) e h um polinómio genérico de grau
fixo N . Sejam F e F˜ as funções de Markov generalizadas associadas a U e a U˜,
respectivamente. Então,
zF˜(z) = zF(z) + δx(P0(x))Λ
T , (IV.27)
com P0(x) =
[
1 x . . . xN−1
]T e
δ = [δc1 δ
′
c1
. . . δ(M1)c1 δc2 δ
′
c2
. . . δ(M2)c2 . . . δcM δ
′
cM
. . . δ(MM )cM ]
T ,
fazendo N =M +
∑M
j=1Mj.
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Demonstração. Da definição de F˜ temos que
zF˜(z) = z
∞∑
k=0
U˜x(h(x))
kP0(x)
zk+1
= z
∞∑
k=0
Ux((h(x))
kP0(x)) + (Λδx)((h(x))
kP0(x))
zk+1
= zF(z) + (Λδx) (P0(x)) ,
obtendo-se o resultado. ¤
No que se segue, iremos considerar h um polinómio genérico de grau fixo N , defi-
nido por h(x) =
∏M
j=1(x− cj)Mj+1 onde Mj + 1 é a multiplicidade de cada cj ∈ N
como zero de h e as sucessões de polinómios matriciais {Vm}m∈N e {Gm}m∈N onde
Vm(h(x)) =
∑m
j=0 α
m
j (h(x))
m e Gm(h(x)) =
∑m
j=0 β
m
j (h(x))
m. Estas sucessões são
bi-ortogonais relativamente à função de Markov generalizada F e satisfazem as re-
lações de recorrência (IV.4) e (II.23), respectivamente. Por outro lado, devemos
ainda considerar as sucessões de polinómios matriciais {V˜m}m∈N e {G˜m}m∈N onde
V˜m(h(x)) =
∑m
j=0 α˜
m
j (h(x))
m e G˜m(h(x)) =
∑m
j=0 β˜
m
j (h(x))
m que são bi-ortogonais
relativamente a F˜ dada por (IV.27). O seguinte resultado apresenta como estas
sucessões se encontram relacionadas:
Teorema IV.7. Seja {Vm}m∈N a sucessão de polinómios matriciais ortogonais à
esquerda relativamente a F e que satisfaz a relação de recorrência a três termos
h(x)Vm(h(x)) = AmVm+1(h(x)) +BmVm(h(x)) + CmVm−1(h(x)), m ≥ 1.
Seja ainda {V˜m}m∈N a sucessão de polinómios ortogonais à esquerda relativamente
a F˜, definido como anteriormente. Então, as sucessões de polinómios matriciais
{Vm}m∈N e {V˜m}m∈N satisfazem
h(x)V˜m(h(x)) = α
1
m+1Vm+1(h(x)) + α
2
mVm(h(x)) + α
3
m−1Vm−1(h(x)). (IV.28)
com α1m+1, α2m e α3m−1 dados por:
α1m+1 = DmAm − Lmβm0 Am
α2m = DmBm + Lmβ
m+1
0 Cm+1
α3m−1 = DmCm,
com Lm = DmVm(h(cj))[IN×N + δz (P0(z))ΛTKm+1(cl, cl)]−1δz(P0(z))ΛT e
Dm = (β˜
m
m)
−1βmm .
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Demonstração. Da demonstração do teorema IV.4, tem-se
V˜m(h(cl)) = DmVm(h(cl))[IN×N + δz (P0(z))ΛTKm+1(cl, cl)]−1.
Então, (IV.22) do mesmo teorema toma a forma
V˜m(h(x)) = DmVm(h(x))
−DmVm(h(cj))[IN×N + δz (P0(z))ΛTKm+1(cl, cl)]−1δz(P0(z))ΛTKm+1(x, cl)
Para simplificação de cálculos, designemos por Lm, a matriz
Lm = DmVm(h(cj))[IN×N + δz (P0(z))ΛTKm+1(cl, cl)]−1δz(P0(z))ΛT .
Então,
V˜m(h(x)) = DmVm(h(x))− LmKm+1(x, cl)).
Utilizando a definição de núcleo, tem-se que
h(x)V˜m(h(x)) = Dmh(x)Vm(h(x))
+ LmGm+1(h(cl))Cm+1Vm(h(x))− LmGm(h(cl))AmVm+1(h(x)).
Utilizando a relação de recorrência satisfeita pela sucessão de polinómios matriciais
{Vm}m∈N, tem-se que
h(x)V˜m(h(x)) = [DmAm − LmGm(h(cl))Am]Vm+1(h(x))
+ [DmBm + LmGm+1(h(cl))Cm+1]Vm(h(x))
+DmCmVm−1(h(x)).
Então, por comparação com os coeficientes em (IV.28), temos
α1m+1 = DmAm − LmGm(h(cl))Am
α2m = DmBm + LmGm+1(h(cl))Cm+1
α3m−1 = DmCm,
como pretendíamos demonstrar. ¤
Vejamos então, como reinterpretar o modelo estudado pelos autores H.O. Yakhlef, F.
Marcellán e M. Piñar em termos do modelo de ortogonalidade vectorial apresentado
neste trabalho. Para tal, sejam {G˜n}n∈N e {B˜m}m∈N bi-ortogonais relativamente a
U˜, isto é,
G˜Tn (h(x))U˜(B˜m) = IN×Nδn,m, (IV.29)
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onde U˜ = U+ Λδ com Λ uma matriz numérica de dimensão N ×N ,
δ = [δc1 δ
′
c1
. . . δ(M1)c1 δc2 δ
′
c2
. . . δ(M2)c2 . . . δcM δ
′
cM
. . . δ(MM )cM ]
T ,
h é definido por (IV.12) e δn,m é o símbolo de Kronecker.
De (IV.29) temos que
(G˜Tn (h(x))(U+ Λδx))(B˜m) = (G˜
T
n (h(x))U)(B˜m) + ((G˜n(h(cl)))
TΛδx)(B˜m),
onde cl é qualquer zero do polinómio h.
Mas,
((G˜n(h(cl)))
TΛδx)(B˜m)V˜m(h(cl))δx(P0)Λ
T G˜n(h(cl)).
Então, temos
(G˜Tn (h(x))(U+ Λδx))(B˜m) = (G˜
T
n (h(x))U)(B˜m) + V˜m(h(cl))δx(P0)Λ
T G˜n(h(cl)).
Pela bi-ortogonalidade, temos a seguinte interpretação matricial
1
2pii
∫
γ
V˜m(z)F˜(z)G˜m(z)dz =
1
2pii
∫
γ
V˜m(z)F(z)G˜m(z)dz
+ V˜m(h(cl))δz(P0(z))Λ
T G˜n(h(cl))
de onde se obtém o mesmo modelo que o estudado por F. Marcellán, M. Piñar e
H.O. Yakhlef quando escolhemos todos os zeros do polinómio h iguais a c.
Em seguida, deduzimos a assimptótica relativa de V˜m(Vm)−1 quando a sucessão
{Vm}m∈N pertence à classe matrcial Nevai generalizada. Para tal, necessitamos do
seguinte lema auxiliar:
Lema IV.3. Sejam {Vm}m∈N e {Gm}m∈N com Gm(h(x)) =
∑m
j=0 β
m
j (h(x))
j suces-
sões de polinómios bi-ortogonais relativamente à função de Markov generalizada F.
Sejam também, {V˜m}m∈N e {G˜m}m∈N com G˜m(h(x)) =
∑m
j=0 β˜
m
j (h(x))
j sucessões
de polinómios matriciais bi-ortogonais com respeito a F˜ definido por (IV.27).
Então,(
(βmm)
−1β˜mm
) (
α˜mm(α
m
m)
−1) = IN×N
− Vm(h(cl))(IN×N + δz(P0(z))ΛTKm+1(cl, cl))−1δz(P0(z))ΛTGm(h(cl)) (IV.30)
onde αmm e α˜mm são as matrizes não-singulares que aparecem nas expansões Vm(h(x)) =∑m
k=0 α
m
k (h(x))
k e V˜m(h(x)) =
∑m
k=0 α˜
m
k (h(x))
k.
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Demonstração. Como de (IV.22) temos que
V˜m(h(x)) = DmVm(h(x))− V˜m(h(cl))δz(P0(z))ΛTKm+1(x, cl),
onde Dm = (β˜mm)−1βmm (ver teorema II.13), podemos determinar o seguinte integral
1
2pii
∫
V˜m(h(x))F(h(x))Gm(h(x))dh(x)
=
1
2pii
∫
(Dm(Vm(h(x))− Vm(h(cl))
(
IN×N + δz(P0(z))ΛTKm+1(cl, cl)
)−1
× δz (P0(z))ΛTKm+1(x, cl)))F(h(x))Gm(h(x))dh(x)
= Dm[IN×N − Vm(h(cl))
(
IN×N + δz (P0(z))ΛTKm+1(cl, cl)
)−1
δz(P0(z))Λ
TGm(h(cl))]
Isto significa que,
α˜mm(α
m
m)
−1 = Dm[IN×N − Vm(h(cl))
× (IN×N + δz(P0(z))ΛTKm+1(cl, cl))−1 δz (P0(z))ΛTGm(h(cl))]
obtendo-se o resultado pretendido. ¤
Observe que, na classe matricial Nevai generalizada, o limite
lim
m→∞
(βmm)
−1β˜mm α˜
m
m(α
m
m)
−1
está perfeitamente determinado e vem dado por
lim
m→∞
(βmm)
−1β˜mm α˜
m
m(α
m
m)
−1 = IN×N + FA,B,C(h(cl))(F′A,B,C(h(cl)))
−1FA,B,C(h(cl)).
Se estabelecermos que
Ξ(cl) = IN×N + FA,B,C(h(cl))(F′A,B,C(h(cl)))
−1FA,B,C(h(cl))
e recordarmos que
lim
m→∞
βmm = lim
m→∞
(∆m)
−1 = lim
m→∞
(CmCm−1 . . . C1∆0)−1 = (C.C . . . C∆0)−1
lim
m→∞
αmm = lim
m→∞
(Θm)
−1 = lim
m→∞
(Θ0A−1A0 . . . Am)−1 = (Θ0A.A . . . A)−1,
temos que
lim
m→∞
β˜mm α˜
m
m = lim
m→∞
βmm Ξ(cl) lim
m→∞
αmm
= (C.C . . . C∆0)
−1Ξ(cl)(Θ0A.A . . . A)−1
Estamos, então, em condições de provar o seguinte resultado assimptótico. Para tal,
estabelecemos que limm→∞(βmm)−1β˜mm = Ψ(cl).
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Teorema IV.8. Seja {Vm}m∈N uma sucessão de polinómios matriciais ortogonais
à esquerda com respeito à função de Markov generalizada F e {Am}m∈N, {Bm}m∈N
e {Cm}m∈N as sucessões de matrizes númericas que aparecem na relação (IV.4)
satisfazendo limm→∞Am = A, limm→∞Bm = B e limm→∞Cm = C. Então, existe
uma sucessão de polinómios matriciais {V˜m}m∈N ortogonal à esquerda relativamente
a F˜ definida por(IV.27) tal que, para C \ {Γ ∪ {c}}, se tem
lim
m→∞
V˜m(h(x))V
−1
m (h(x)) = ([Ψ(cl)]
−1(IN×N − 1
h(x)− h(cl)IN×N
− [Ξ(cl)]((FA,B,C(h(cl)))−1 − (FA,B,C(h(x)))−1), (IV.31)
onde Ξ(cl) = IN×N + FA,B,C(h(cl))(F′A,B,C(h(cl)))−1FA,B,C(h(cl)) e cl é um zero de
h.
Demonstração. Se IN×N + δz (P0(z))ΛTKm+1(cl, cl), m ∈ N é não-singular,
para qualquer cl zero de h definido por (IV.12), temos que
V˜m(h(x)) = DmVm(h(x))− V˜m(h(cl))δz(P0(z))ΛTKm+1(x, cl)
onde V˜m(h(cl)) = DmVm(h(cl))
(
IN×N + δz (P0(z))ΛTKm+1(cl, cl)
)−1 eDm = (β˜mm)−1βmm .
Então, multiplicando a última relação à direita por V −1m , obtemos
V˜m(h(x))V
−1
m (h(x)) = Dm(Vm(h(x))− Vm(h(cl))
× (IN×N + δz(P0(z))ΛTKm+1(cl, cl))−1 δz(P0(z))ΛTKm+1(x, cl))V −1m (h(x))
Mas, da fórmula de Christoffel-Darboux, (III.8), temos que
Km+1(x, cl) =
1
h(x)− h(cl) [Gm(h(cl))AmVm+1(h(x))−Gm+1(h(cl))Cm+1Vm(h(x))] ,
e então, V˜mV −1m pode ser escrito como
V˜m(h(x))V
−1
m (h(x)) = Dm(IN×N −
Vm(h(cl))
h(x)− h(cl)
× (IN×N + δz (P0(z))ΛTKm+1(cl, cl))−1 δz(P0(z))ΛTGm(h(cl))
× (AmVm+1(h(x))V −1m (h(x))−G−1m (h(cl))Gm+1(h(cl))Cm+1)
Usando (IV.30) na última relação, obtemos
V˜m(h(x))V
−1
m (h(x)) = [(β
m
m)
−1β˜mm ]
−1(IN×N − 1
h(x)− h(cl)IN×N
+[(βmm)
−1β˜mm ][α˜
m
m(α
m
m)
−1](AmVm+1(h(x))V −1m (h(x))−G−1m (h(cl))Gm+1(h(cl))Cm+1)).
(IV.32)
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Escrevendo
Em = G
−1
m (h(cl))Gm+1(h(cl))Cm+1 − AmVm+1(h(x))V −1m (h(x))
= C−1m+1G
−1
m+1(h(cl))Gm(h(cl))− Vm(h(x))V −1m+1A−1m
(IV.32) torna-se
V˜m(h(x))V
−1
m (h(x)) = [(β
m
m)
−1β˜mm ]
−1(IN×N − 1
h(x)− h(cl)IN×N
− [(βmm)−1β˜mm ][α˜mm(αmm)−1]Em) (IV.33)
Do teorema IV.3 e o seu análogo para a sucessão de polinómios matriciais {Gm}m∈N,
temos que
lim
m→∞
Em = (FA,B,C(h(cl)))
−1 − (FA,B,C(h(x)))−1.
Como, existe uma sucessão de polinómios matriciais {V˜m}m∈N tal que
lim
m→∞
(βmm)
−1β˜mm = Ψ(cl)
obtemos
lim
m→∞
V˜m(h(x))V
−1
m (h(x)) = [Ψ(cl)]
−1(IN×N − 1
h(x)− h(cl)IN×N
− [Ξ(cl)]((FA,B,C(h(cl)))−1 − (FA,B,C(h(x)))−1),
como prentendíamos demonstrar. ¤
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