We construct optimal estimation algorithms over distributed networks for state estimation in the mean-square error (MSE) sense. Here, we have a distributed collection of agents with processing and cooperation capabilities. These agents continually observe a noisy version of a desired state of the nature through a linear model and seek to learn this state by interacting with each other. Although this problem has attracted significant attention and extensively been studied in several different fields including machine learning theory to signal processing, all the well-known strategies achieve suboptimal learning performance in the MSE sense. To this end, we provide algorithms that achieve distributed minimum MSE (MMSE) performance over an arbitrary network topology based on the aggregation of information at each agent. This approach differs from the diffusion of information across network, i.e., exchange of local estimates per time instance. Importantly, we show that exchange of local estimates is sufficient only over the certain network topologies. By inspecting these network structures, we also propose strategies that achieve the distributed MMSE performance also through the diffusion of information such that we can substantially reduce the communication load while achieving the best possible MSE performance. For practical implementations we provide approaches to reduce the complexity of the algorithms through the time-windowing of the observations. Finally, in the numerical examples, we demonstrate the superior performance of the introduced algorithms in the MSE sense due to optimal estimation.
Introduction
Over a distributed network of agents with measurement, processing and communication capabilities, we can have enhanced processing performance, e.g., fast response time, relative to the centralized networks by distributing the processing power over the networks [1, 2, 3] . Mainly, distributed agents observe a true state of the system through noisy measurements from different viewpoints, process the observation data in order to estimate the state, and communicate with each other to alleviate the estimation process in a fully distributed manner. Notably, the agents As noted above, computationally demanding yet fast algorithms have applications for certain network scenarios. Hence, formulating the optimal distributed estimation algorithms with respect to certain performance criteria is a significant and unexplored challenge. To this end, instead of computationally simple yet slow algorithms, we seek to formulate the optimal estimation algorithms over distributed networks in the mean-square-error (MSE) sense. We design which information to disclose and how to utilize them for the minimum MSE (MMSE) performance. In addition to the aforementioned scenarios, we also analyze the network topologies in which the optimal algorithms can also be computationally simple and require less communication load. In the single agent systems, the well-known Kalman filter is extensively used for the MMSE estimation. Due to its iterative nature and superior estimation performance, Kalman filter appeals significant attention in both control theory and signal processing literatures. Correspondingly, there have been abundant attempts to formulate distributed Kalman filter [15, 16, 17, 18] . However, while extending Kalman filter for distributed networks, these approaches develop asymptotically optimal or sub-optimal approaches in the MSE sense due to practical concerns. Particularly, the cooperation among the agents results in complex MMSE algorithms for arbitrary network topologies. As explained in [19] , once agent-1 transmits an information to agent-2, this information becomes common knowledge between the agents. This implies that agent-1 knows that agent-2 knows it, agent-2 knows that agent-1 knows it, agent-1 knows that agent-2 knows that agent-1 knows it, and so on. Therefore, in the design of the distributed MMSE estimator, we take these into consideration and utilize the exchanged information based on its content rather than a blind approach in which all exchanged information is handled irrespective of the content as in the diffusion or consensus based approaches.
In diffusion or consensus based approaches, the agents utilize the exchanged information generally through certain static combination rules, e.g., the uniform rule [20] , the Laplacian rule [21] or the Metropolis rule [22] . However, if the statistical profile of the measurement data varies over the network, i.e., each agent observes diverse signal-to-noise ratios, by ignoring the variation in noise, these rules yield severe decline in the estimation performance [2] . In such cases the agents can even perform better without cooperation [2] . Hence, we also seek to formulate the optimal utilization of the exchanged information in the MSE sense.
Consider distributed networks of the agents that observe a noisy version of an underlying state and can exchange information with only certain agents at each time instant. Note that information is transmitted over the hops since certain agents might not be connected directly. To this end, we introduce a comprehensive cost measure considering the transmission of information over the hops and the corresponding content. We formulate the MMSE estimator, called the optimal distributed online learning (ODOL) algorithm, using common knowledge about the statistical profiles and the network topology for the jointly Gaussian state and noise signals. We point out that the ODOL algorithm achieves the linear MMSE (LMMSE) performance for other statistical profiles. Notably, the ODOL algorithm utilizes the aggregation of information at each agent via time-stamped information exchange and is different from the conventional algorithms that benefit from the diffusion of local estimates [2, 8, 11] . The aggregation of information at each agent requires excessive communication load relative to the diffusion of information in general. In particular, the ODOL algorithm is not practical for real life applications due to the excessive communication load, however, we utilize this algorithm to analyze the performance of proposed approaches since the ODOL algorithm achieves the oracle performance, i.e., the distributed MMSE performance, for any network scenario.
Furthermore, we modify the ODOL algorithm by exploiting the network topology to reduce the communication load such that agents disclose their local estimates only yet achieve the 3 MMSE performance. Over tree networks excluding multiple transmission paths, the diffusion of local estimates is sufficient to achieve the distributed MMSE performance. We analytically show that for sufficiency of diffusion of estimates, tree networks could also involve cell structures that we define as the sub-networks in which all agents are connected with each other. Additionally, we formulate the optimal and efficient distributed online learning (OEDOL) algorithm, which is practical for real life applications and achieves the MMSE performance over the tree networks. Note that for an arbitrary network topology, we can construct such network connections by eliminating certain communication links. Through numerical examples, we examine the impact of constructing the spanning tree of a network on the estimation performance and observe that the impact is negligible. Finally, we propose the time windowing of the observation set in order to reduce the complexity of the algorithms. In these algorithms, agents combine the received information linearly with time-invariant combination weights. We can list our main contributions as follows: 1) We introduce a thorough cost measure considering the transmission of information over hops across networks. 2) We derive the ODOL algorithm achieving the oracle performance over arbitrary networks through the aggregation of information at each agent. 3) For practical applications, we study the network structures in which we can achieve the MMSE performance through the disclosure of local estimates. 4) We propose the OEDOL algorithm achieving the MMSE performance over certain network topologies with tremendously reduced communication load. 5) We also formulate sub-optimal versions of the algorithms with reduced complexity. 6) We provide numerical examples demonstrating the significant gains due to the introduced algorithms.
The remainder of the paper is organized as follows. We introduce the distributed MMSE framework in Section II. We study the tree networks, exploit the network topology to formulate the OEDOL algorithm that reduces the communication load and introduce cell structures enhancing the learning rate further under communication constraints in Section III. We propose the sub-optimal versions of the ODOL and OEDOL algorithms for practical implementations in Section IV. In Section V, we provide numerical examples demonstrating significant gains due to the introduced algorithms compared to the conventional algorithms. We conclude the paper in Section VI with several remarks.
Notation: Bold lower (or upper) case letters denote column vectors (or matrices). For a vector a (or matrix A), a T (or A T ) is its ordinary transpose. The terms of the vector 1 (and 0) are all 1s (and 0s) and the size of the vector will be understood from the context. We use calligraphic letters for random variables and underlined calligraphic letters for random vectors, e.g., X and X. Bold calligraphic letters, e.g., Z, denote a set of random variables. For a random variable X (or vector X), E[X] (or E[X]) represents its expectation. We work with real data for notational simplicity. The operator col{·} produces a column vector or a matrix in which the arguments of col{·} are stacked one under the other. For a matrix argument, diag{A} operator constructs a diagonal matrix with the diagonal entries of A. For a given set N, diag{N} creates a diagonal matrix whose diagonal block entries are elements of the set. The operator ⊗ denotes the Kronecker product.
Distributed-MMSE Estimation Framework
Consider a distributed network of m agents with processing and communication capabilities. In Fig. 1 , we illustrate this network through an undirected graph, where the vertices and the edges correspond to the agents and the communication links across the network, respectively. 4 For each agent i, we denote the set of agents whose information could be received at least after k hops, i.e., k-hop neighbors, by N
is the cardinality of N 
where H i ∈ Ê q×p is a known matrix, n i,t ∈ Ê q is a realization of a zero-mean white Gaussian vector process N i,t with auto-covariance Σ n i and correspondingly the observation y i,t ∈ Ê q is a realization of the random process Y i,t = H i X + N i,t . The noise n i,t is also independent from the state and the other noise parameters.
We assume that the variance of the noise signals are known, which can also be readily estimated from the data [23] . At each instant, the agents observe the underlying state through y i,t , diffuse information to the neighboring agents and receive information from them as seen in Fig. 1a . Naturally, the agents can learn the true state, under certain regularity conditions [23] , irrespective of cooperation among them, provided that their own measurements are not biased and sufficient to estimate the true state in time. However, through the cooperation of agents, we can increase the learning rate significantly [2] . To this end, we aim to find the optimal learning strategy over distributed networks in the MSE sense.
As a lower bound on the MSE performance over distributed networks, we first consider the case when there is no limitation on the amount of the disclosed information. Agents disclose their own measurements and transmit the received information from the neighboring agents (with time stamps, i.e., the information is ordered). Through this implementation, each agent can obtain the measurements of the other agents separately in a connected network. We point 5 out that the information on the non-neighboring agents could only be received after certain hops due to the sparsely connected structure. As an example, the disclosed information of j ∈ N (2) i reaches to i by passing through two communication links as seen in Fig. 1b . In particular, this case assumes that each agent has access to full information from the other agents, albeit with certain hops, and corresponds to the direct aggregation of all information across the network at each agent.
Remark 2.1:
The aggregation of all information directly at each agent and processing them optimally yield excessive communication load in general. Since the communication load is crucial for the applicability of the distributed learning algorithms [12, 14] , we also seek to reduce the communication load yet achieve the MMSE performance. In the consensus and diffusion implementations, the agents disclose the local estimates, which requires relatively reduced communication load [2, 24, 11, 8] . However, later in this paper we show that the disclosure of the local estimates is sufficient to achieve the MMSE performance only over certain network topologies.
At time t, all the information aggregated at ith agent is given by
where the information from the furthest agent is received at least after κ i hops 1 . Here, the col-
i . Particularly, the collection is explicitly defined as
Then, we have the comprehensive cost measure in the distributed-MMSE framework aŝ
and the MMSE estimate for each agent i is given by the expectation of x conditioned all the accessed information:
Correspondingly, we define the random variableX i,t as followŝ
i .
ODOL Algorithm
Importantly, since the state and the observation noise are independent Gaussian random parameters, we propose the ODOL algorithm constructing the distributed-MMSE estimator (3) in an iterative way. To this end, we collect all received information at time t as
Then, the iterations of the ODOL algorithm are given by
where
, and P i is the corresponding permutation matrix.
Distributed-MMSE Estimation with Disclosure of Local Estimate
Since the underlying state and the observation noises are independent Gaussian random parameters, the conditional expectation of the state given the observations, i.e., the MMSE estimate, is an affine combination of the observations. Hence, in this section we aim to exploit the affine transformation in order to reduce the disclosed amount of information so that each agent exchanges the necessary information in an efficient way. We point out that, as shown in the following example, disclosure of the local estimates is not sufficient to achieve the distributed MMSE performance in general. Consider a cycle network of 4 agents where agent-1 is directly connected with agents 2 and 3. At time t = 1, we obtain
Sincex 2,1 andx 3,1 are conditioned on Y 4,0 = y 4,0 commonly, the MMSE estimatorx 1,2 could not be obtained by just processing the current estimates, i.e.,
Hence, optimal processing of estimates should be elaborately considered. In the following, we analytically show that the MMSE estimate could be obtained through the disclosure of local estimates over "tree networks" but not in general.
Tree Networks
A network has a "tree structure" if its corresponding graph is a tree, i.e., connected and undirected without any cycles [26] . As an example, the conventional star or line networks have tree structures. We remark that for an arbitrary network topology we can also construct the spanning tree of the network and eliminate the cycles. In the literature, there exists numerous distributed algorithms for minimum spanning tree construction [27, 28, 29, 30, 31] .
Importantly, the following theorem shows that over tree networks we can achieve the performance of the oracle algorithm through the disclosure of the local estimates only.
Theorem 3.1:
Consider the distributed estimation framework over a tree network. Then, the distributed-MMSE estimator (3) could also be obtained bŷ
i.e., each agent can only disclose its own local estimate to achieve the MMSE performance.
Proof: Initially, agent i has access to y i,0 only and the MMSE estimator isx
. At time t = 1, the MMSE estimator is given bŷ
which can be written aŝ
As seen in Fig. 2 , over a tree network, for k ∈ {1, · · · , κ i } we have
Note that the sets in (7) are disjoint as
for all j 1 , j 2 ∈ N i and j 1 j 2 . Notably, over a tree network, by (8), we can partition the collection set defined in (1) as follows
Let the set of all accessed information by the ith agent at time t = 2 be
, y k,0 k∈N We also defineẐ
andẐ
Hence, by (10) and (11), we obtain
After some algebra, (12) could also be obtained bŷ
At time t = 3, (10) yieldsẐ [32, 33, 34] , the authors show that the performance of the diffusion based algorithms could approach the performance of a fully connected network under certain regularity conditions.
In the sequel, we propose the optimal and efficient distributed online learning (OEDOL) algorithm that achieves the distributed-MMSE performance over tree networks iteratively.
OEDOL Algorithm
We remark that the MMSE estimatex i,t linearly depends on previous estimatex i,t−1 . In order to extract the new information, we need to eliminate the previously received information at each instant on the neighboring agents. This brings in additional computational complexity. On the contrary, agents can just disclose the new information, i.e.,ẑ i,t , after eliminating all the previously exchanged information. Since we are conditioning on the linear combinations of the conditioned variables without effecting their spanned space, i.e.,ẑ i,t is computable fromx i,τ for τ ≤ t and vice versa, we can still achieve the MMSE performance by reduced computational load, yet.
At time t, agent i observes y i,t and receivesz i,t = col ẑ j 1 ,t−1 , · · · ,ẑ j π i ,t−1 . Here, we determine the content of the received information to extract the innovation within them and utilize this innovation in the update of the local estimate. In particular, the OEDOL algorithm is given bŷ
where w i,t−1 is the innovation term extracted from the received information. A i,t , B i,t , and C i,t are the corresponding weighting matrices defined as 
. . .
and we initialize the parameters asH j,τ = 0 and G j,τ = 0 for τ < 0.
The recursion of the innovation parameter w i,t is given by
and
Then, the agents discloseẑ
The detailed description of the algorithm is provided in Table 1 .
Remark 3.2: In (15), the combination matrices A i,t , B i,t and C i,t are independent from the streaming data although they are time-varying. Hence they can be computed before-hand. In that case, as an example for p = q = 1, the computational complexity of the iterations is O π 2 whereπ is the average of the cardinalities of the first-order neighborhoods across the network. Otherwise, the computational complexity of the algorithm is given by O m(π) 3 , while it is O m 3 for the oracle algorithm. Note that over the tree we have m − 1 edges and correspondinglyπ is expected to be small. Hence, the optimal diffusion strategy over tree networks also reduces the computational complexity in general (in addition to the substantial reduction in communication). In Table 2, we tabulate the computational complexities of the introduced algorithms.
While constructing the spanning tree, we cancel certain communication links in order to avoid multi-path information propagation. However, we also observe that in a fully connected network we can achieve the performance of the ODOL algorithm, i.e., the distributed-MMSE performance, through the disclosure of local observations. In particular, since all of the agents are connected, each agent can receive the observations across the network directly. Correspondingly, in a fully connected network, we can achieve identical performance with the 11 Table 1 : The description of the OEDOL algorithm.
Algorithm: The OEDOL Algorithm

Initialization:
For i = 1 to m dô
H i,τ = 0, G i,τ = 0, and w i,t = 0 for t < 0
End for
Iterations:
Do for t ≥ 0
Construction of Weights:
For j = 1 to m do CalculateH j,t and G j,t by (19) and (20) .
Determine combination matrices via (17) , (18), (22), and (23).
End for
Constructz i,t−1 through receivedẑ j,t−1 for j ∈ N i
Extraction of Innovation: w i,t−1 =z i,t−1 − D i,t−1ẑi,t−2 + T i,t−1 w i,t−3
Update: ODOL algorithm only through the disclosure of the local estimates as stated in the following corollary formally.
Discloseẑ i,t =x i,t − A i,txi,t−1 to the neighbors.
End for
Corollary 3.1:
Consider the distributed estimation framework over a fully connected network. Then, the distributed-MMSE estimator (3) could also be obtained by (4) , where agents disclose local estimates only.
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Proof: Over a fully connected network, κ i = 1 and the MMSE estimator is given bŷ
and we can also obtain (24) by (6) . Here, we havê
which yieldsx (25) and (25) is also given by (4) and the proof is concluded.
We point out that the optimal algorithms can achieve the desired performance provided that the model assumptions are satisfied. If a link or node failure occurs, the algorithms may not achieve the optimal performance. However, once we detect a link failure, we can redesign the algorithms by eliminating this link in the new reconfiguration. Hence, through such strategies, we can increase the robustness of the introduced algorithms.
In the following, we enhance the learning rate further for an arbitrary network topology by exploiting the structure of the fully connected sub-networks that we call as "cell".
Tree Networks Involving Cell Structures
We define a "cell structure" as a sub-network in which all agents are connected to each other. Intuitively, considering a cell structure as a "single" agent, we can involve the cell (i.e., all the agents in the cell) in the tree such that we can still achieve the distributed-MMSE performance through the disclosure of local estimates (although we may have loops in the cell). We list the features of the cell structures, e.g., seen in Fig. 3 , as follows:
• Agents out of a cell can connect to at most one of the agents within that cell.
• A cell structure consists of at least 2 agents.
• An agent can belong to more than one cell.
• Two different agents cannot belong to more than one cell at the same time.
• All of the agents belong to at least a cell in a connected network.
• Each agent has also the knowledge of the cells of the other agents.
• Each agent labels its cells from its own and its first order neighbor's point of view. As an example, for the agent i, C i,i 1 denotes the cell involving both i and i 1 The following theorem shows that we can achieve the performance of the oracle algorithm over tree networks involving cell structures through the disclosure of the local estimates only.
Theorem 3.2: Consider the distributed estimation framework over tree networks involving cell structures. Then, the distributed-MMSE estimator (3) could also be obtained by (4).
Proof: We point out thatẐ j,i,t denotes the set of new information received by i over j at time t. Initially, we haveẐ j,i,0 = Z j,0 = {y j,0 } and the MMSE estimator is also given by (6) over this network topology. Note that the information received by j at t = 1 is given by Z j,1 = y j,1 ,
andẐ j, j,t = ∅ by definition. Due to the cell structure, we have which leads tox
We point out that C i, j ⊂ N i and we obtain (13) . Correspondingly, for t > 0 we havê
andẐ j,i,t is constructible by the sets Z j,τ for j ∈ N i and τ ≤ t. Hence, for t > 0 we obtain (4) and the proof is concluded.
Note that we can have loops within the cell structures and still achieve the optimal performance through the diffusion of the local estimates only. In addition to the enhanced estimation rate, this will also increase the robustness of the introduced strategies against the link failures. In the sequel, we provide the sub-optimal extensions of the algorithms for practical applications.
Sub-optimal Approaches
Minimization of the cost measure (2) optimally requires relatively excessive computations. We aim to mitigate the problem sub-optimally yet in a computationally efficient approach while achieving comparable performance with the optimal case. As an example, we can approximate the cost measure (2) through time-windowing as follows
In Fig. 4 , we illustrate the time-windowing approach over the aggregated observations. We define a memory element m t denoting the expectation of the zero-mean state conditioned on all observation data time-stamped at t, i.e., m t
, where
i,t−1 represents the extracted information from the estimatex i,t−1 via the memory element m t−κ . In particular, x (e) i,t−1 is defined as follows 
This yields x
. Then, after some algebra the estimate is given byx
i,t−1 where
Hence, we obtain the sub-optimal distributed online learning (SDOL) algorithm as
where r i,t−1 is a vector consisting of currently received observation data from the neighboring agents. The combination matrices defined as 
Algorithm: The SDOL algorithm
Initialization:
x i,−1 = 0 for all i y i,τ = 0 for τ < 0 and all i
Calculate combination matrices via (27) , (28) and (29) .
Update:
i . Store r i,t−1 and y i,t in the memory accordingly.
Erase y t−κ from the memory.
Diffuse r i,t to the neighboring agents.
End for
where Table 3 , we tabulate the detailed description of the SDOL algorithm. Note that SDOL algorithm is based on the aggregation of information. Correspondingly, we can apply the time-windowing approach to the disclosure of local estimates and formulate a suboptimal efficient distributed online learning algorithm (SEDOL).
In the following we provide several remarks about the practical implementation of the SDOL algorithm.
Remark 4.1:
• We point out that in the update (26) the matrices A i , B i , C i , and D i are independent from the data and they are time invariant. Hence, they can be pre-computed and installed onto the agents. Then, the SDOL algorithm basically takes the linear average of the previous estimate, the current measurement and received data, and observation data at time t − κ.
• Different from the conventional approaches, the SDOL algorithm requires to memorize previous observations. Note that if q < p/m, storing observation data individually rather than a linear combination, i.e., m t , might be more efficient in terms of memory usage.
• The computational complexity of the SDOL algorithm is O(p 2 + 2pmq) (or say O(p 2 ) for q ≪ p/m) and the algorithm requires disclosure of a data vector with (m−1)×q dimensions.
• Finally, the steady-state MSE of the SDOL algorithm is given by
In the sequel, we also provide illustrative simulations showing the enhanced tracking performance due to the proposed algorithm over several distributed network scenarios. 17 
Illustrative Examples
In this section, we examine the performance of the introduced strategies under different sce- We compare the performance of the introduced algorithms with the diffusion implementation of Kalman updates (D-Kalman) [9] , diffusion least mean square (D-LMS) [8] , diffusion recursive least squares (D-RLS) [35] , and consensus algorithms [36] . We utilize several combination rules. In the uniform combination rule [20] , the combination weights given by agent i for neighbor j are chosen as
since N i excludes i. Correspondingly, in the relative variance rule [37, 38] , λ i, j is given by
In the D-LMS and consensus algorithms, we set µ = 0.1. In the D-RLS algorithm, we use the Laplacian combination rule [39] for the incremental update and the Metropolis combination rule for the spatial update. In Figs. 5 and 6, we compare the time evolution of the global MSE of all algorithms for spaceinvariant and space-variant noise statistics, respectively for p = 1. We set the standard deviations 18 of the noise parameters from a folded standard normal distribution in the space-variant case. The network topology is chosen arbitrarily and we can readily construct a corresponding spanning tree of that network. As an example, we can construct the spanning tree based on the paths from the most connected agent i to the others, i.e., i = arg max j π j , and then we eliminate the multipaths [27] . The relative-variance cooperation rule that considers the noise statistics to adjust the combination weights performs better than the uniform combination rule for space-variant noise profiles across the network. In Fig. 7 , we compare the performance of the proposed algorithms for relatively large state vector, i.e., p = 10, and space variant noise profiles. In Figs. 5, 6 and 7 we observe that the proposed algorithms achieve superior performance compared to the other algorithms through the optimal weight selection for the MMSE performance. Additionally, the performance of the OEDOL and ODOL algorithms are close to each other even though the OEDOL algorithm operates over the corresponding spanning tree.
In order to examine the influence of the network topology on the MMSE performance, we provide Fig. 8 . The fully connected network (or the centralized network) achieves the best possible connection among the agents whereas the line network yields the least possible connection. Over a star network, the furthest distance between the agents is 2 and a single agent, i.e., the so-called pseudo-centralized agent, can access to the information of its neighbors directly. Notably, the star and line networks are the spanning tree of the fully connected network. We observe that the MMSE over the star network is close to the MMSE over the fully connected network. Additionally, the MMSE over even the line network converges to the MMSE over the fully connected network asymptotically.
For practical implementations, we propose the SDOL algorithm. In Fig. 9 , we examine the influence of the time-windowing depth on the global MSE performance of the SDOL algorithm. We use the SDOL algorithms with time-windowing depths κ = 20 and κ = 50. The time evolution of the MSE performance differs from the MMSE behavior because the SDOL algorithms inherently assume that even at initial time, i.e., t = 0, agents have legitimate observations from 19 t = κ to t = 0. By excluding this data in time through sliding time-window, the SDOL algorithms eventually reach the best performance at the corresponding time-windowing depths and maintain this performance afterwards.
Finally, we evaluate the MSE performance of the SDOL algorithm for abruptly changing state. Assume that the state vector changes at time t = 400 abruptly. In particular, we have chosen a new realization from the standard normal distribution. In Fig. 10 , we compare the SDOL algorithms with the D-LMS algorithm. Note that we set the step size of the D-LMS algorithm as µ = 0.025 so that at steady state (if there were no state change) the D-LMS and SDOL with 20 κ = 20 algorithms achieve the same MSE performance for fair tracking performance comparison. The sliding time-window provides relative robustness against abrupt state changes due to the exclusion of the effect of the previous observations. Hence, the SDOL algorithm can also provide enhance tracking performance in the practical applications.
Conclusion
The distributed algorithms have attracted significant attention due to their wide spread applicability to highly complex structures from biological systems to social and economical networks. 21
