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IMAGE ANALYSIS FOR PREDICTING BODY 
WEIGHT IN HUMANS 
CROSS REFERENCE TO RELATED 
2 
with the plurality of other human images in the database and 
the at least one received image, a body weight prediction of 
the human. 
Other aspects of the invention are embodied in methods 
APPLICATION 
This application claims priority to U.S. Provisional appli-
cation Ser. No. 61/885,222 entitled IMAGE ANALYSIS 
FOR PREDICTING BODY WEIGHT IN HUMANS, filed 
on Oct. 1, 2013, which is incorporated fully herein by 
reference. 
5 and systems for determining a condition of a human based 
on a phenotypic response of the human from at least one 
image of the human. The systems and methods include a 
database configured to receive and store a plurality of other 
human images and configured to receive and store a plurality 
FIELD OF THE INVENTION 
10 of phenotypic response data associated with the plurality of 
other human images. The systems further include a data 
processor coupled to the database, configured to receive the 
at least one image of the human from an image source and 
determine by comparative analysis of the stored plurality of 
The present invention relates to predicting body weight. 15 other human images and the stored plurality of phenotypic 
BACKGROUND OF THE INVENTION 
Body weight (BW) is an important physiologic param-
eters in pediatric medicine given it's an essential factor for 20 
determining optimal drug dosages and intravenous fluid 
requirement, DC shock energy voltage needed for cardio-
respiratory arrest, and correct equipment sizes in pediatric 
patients undergoing resuscitation. For example, many medi-
cations for children, including life-saving medications, are 25 
dosed on a per weight basis (e.g., mL/kg). Emergency 
situations, however, may preclude the ability to weigh a 
child on a scale. In addition, the availability of accurate 
weight scales is limited in many locations in the developing 
world. There is a need for methods, systems, and apparatus 30 
to accurately and efficiently predict BW without the use of 
a scale. 
SUMMARY OF THE INVENTION 
35 
response data associated with the plurality of other human 
images in the database and the at least one received image, 
the condition of the human. 
BRIEF DESCRIPTION OF THE DRAWINGS 
The invention is best understood from the following 
detailed description when read in connection with the 
accompanying drawings, with like elements having the same 
reference numerals. This emphasizes that according to com-
mon practice, the various features of the drawings are not 
drawn to scale. On the contrary, the dimensions of the 
various features are arbitrarily expanded or reduced for 
clarity. Included in the drawings are the following figures: 
FIGS. lA, lB, 2A, and 2B are diagrams of systems for 
predicting body weight(s) in accordance with aspects of the 
invention; 
FIG. 3 is a flowchart of exemplary steps for predicting 
body weight(s) in accordance with aspects of the invention; 
FIGS. 4a and 4b are two front views and FIG. 5 is a profile 
view of a human face depicting various measurements that 
may be used to predict body weight(s) in accordance with 
various aspects of the invention; 
The inventors have recognized that the body weight 
prediction of a human and the condition of a human can be 
determined through image analysis. Aspects of the invention 
are embodied in methods and system for predicting the body 
weight of a human. Body weigh may be predicted by 
capturing an image of a face of a subject human, receiving 
FIG. 6 is a full body view of a human depicting a 
40 measurement that may be used to predict body weight(s) in 
accordance with various aspects of the invention; 
FIG. 7 is another flowchart of steps for predicting body 
weight(s) in accordance with aspects of the invention. 
an age factor of the subject human, determining a weight 
factor for the received age factor from an age-based weight 
prediction model, determining at least two facial feature 
measurement factors for the face from the captured image, 
the at least two facial feature measurement factors including 
FIG. Sa is a graph depicting CDC weight-for-age median 
45 curves reproduced from CDC data (solid) and the fourth 
order polynomial curve-fitting of each curve (dashed) for 
use in accordance with aspects of the invention; a first facial feature measurement factor extending in a first 
direction and a second facial feature measurement factor 
extending in a second direction different from the first 
direction, and applying the weight factor and the at least two 
facial feature measurement factors to a trained neural net-
work model to predict the weight of the subject human, the 
trained neural network model trained with parameters cor-
responding to the at least two facial feature measurement 
factors and the weight factor obtained from each of a 55 
plurality of other humans. 
FIG. Sb depicts a schematic of the components of an 
exemplary neural network model in accordance with aspects 
50 of the invention; 
Further aspects of the invention are embodied in systems 
for predicting the body weight of a human from at least one 
image of the human. The system includes a database con-
figured to receive and store a plurality of other human 60 
images and configured to receive and store a plurality of 
body weights associated with the plurality of other human 
images. The system also includes a data processor coupled 
to the database configured to receive at least one image of 
the human from an image source and determine by com- 65 
parative analysis of the stored plurality of other human 
images and the stored plurality of body weights associated 
FIG. Sc depicts a graph of measured weight of the 
subjects vs. weight predicted from the CDC weight-for-age 
median value (cross) and from the final neural network 
model (circle) in accordance with aspects of the present 
invention; 
FIG. 9a depicts a schematic of the artificial neural net-
work calculation process in accordance with aspects of the 
invention; and 
FIG. 9b depicts a mathematical representation of a final 
neural network model in accordance with aspects of the 
invention. 
DETAILED DESCRIPTION OF THE 
INVENTION 
FIGS. lA and lB are respective diagrams of body weight 
(BW) prediction systems 10, 12 in accordance with aspects 
US 10,430,942 B2 
3 
of the invention for predicting a body weight of a human 
from at least one image of the human. The systems 10, 12 
may also be used to capture, store and decompose anatomic 
features into quantitative metrics. In an embodiment, sys-
tems 10, 12 may be used to determine a body weight 5 
prediction for a child from at least one image of the child. 
As used herein, "child" refers to a human less than eighteen 
years of age. The predictions may be used to determine other 
weight related parameters such as body mass index (BMI). 
System 10 depicts a device 106 including an image source 10 
100, a storage device 101 including a database 102, a data 
input 105, and a data processor 104. The device 106 may be 
a camera, smart phone, tablet device, computer, etc. Other 
suitable devices will be understood by one of skill in the art 15 
from the description herein. In system 12, a remote data 
processing system 108 is separate from the image source 
100. The remote data processing system 108 includes a 
database 102 and a data processor 104. The remote data 
processing system 108 may be configured to transmit data to 20 
and receive data from the image source 100, another device 
(e.g., associated with a user), etc. Other suitable system 
configurations will be understood by one of skill in the art 
from the description herein. 
The image source 100 may be used to capture at least one 25 
image ( e.g., a digital image) of a human ( e.g., an image of 
a human face). The image source 100 may be a camera, 
video recorder, computer, smart phone, tablet, etc. The 
image(s) may be full body images and/or facial images and 
may include front, profile, and/or back views. Other suitable 30 
types of image sources, images and profiles for use in 
systems 10, 12 will be understood by one of skill in the art 
from the description herein. 
The storage component 101 is configured to store data, 
e.g., in the database 102. The storage component may be 35 
conventional memory. The storage component 101 may 
store images, data related to images, and/or a model such as 
a neural network model for processing images/image data. 
The database 102 is configured to receive and store a 
plurality of human images. In one embodiment, the database 40 
102 is further configured to receive and store a plurality of 
human body weights associated with the plurality of human 
images. In some embodiments, the database 102 is further 
configured to store one or more additional pieces of infor-
mation such as data derived from the Center for Disease 45 
Control (CDC) weight-for-age growth curve and/or mea-
surements/statistics derived from the images. As used 
herein, the terms "body weight" and "body weights" may be 
used to refer to both actual body weight(s) and predicted 
body weight(s). The database 102 may be configured to 50 
receive and store the at least one captured image from the 
image source 100. In one embodiment, the database 102 is 
configured to receive and store the body weight associated 
with the captured image(s) from the data processor 104. The 
database 102 may further be configured to store a plurality 55 
of phenotypic response data associated with the plurality of 
human images. Phenotypic response data may include the 
condition of a human ( e.g., fever, bacterial or viral infection, 
GI-related disturbances, depression, dementia-related cen-
tral nervous system disorders, etc.) at the time the image is 60 
captured. 
The data input 105 is configured to receive data that is 
captured manually and/or automatically. In one example, the 
data input is a manual data entry device such as a touch 
screen that a user may use to enter, for example, an age 65 
factor, which may be the patient's actual age, an approxi-
mation, or a guess. In another embodiment, the data input 
4 
may be an input from another device such as an age 
detection application that assesses the patient's age from, for 
example, an image. 
A data processor 104 is coupled to the storage component 
101. In an embodiment, the data processor 104 is configured 
to determine a body weight prediction of a human by 
comparative analysis of the stored plurality of human 
images (and/or measurements/statistics derived therefrom) 
and the stored plurality of body weights associated with the 
plurality of human images in the database 102 and the at 
least one captured image of the human (and/or measure-
ments/statistics derived therefrom). In such embodiments, 
the data processor 104 may be configured to send the at least 
one captured image (and/or measurements/statistics derived 
therefrom) and the determined body weight associated with 
the at least one captured image (and/or measurements/ 
statistics derived therefrom) to the database 102 to store and 
utilize in future body weight determinations. 
The data processor 104 may comparatively analyze the 
plurality of human images with the captured image by 
comparing feature points of the images (e.g., age, height, 
distance between inner ears, head height, distance between 
eye midpoint and chin, distance between eyes, etc.). Other 
feature points suitable for comparative analysis in accor-
dance with aspects of the invention will be understood by 
one of skill in the art from the description herein. The 
comparative analysis used to determine the body weight 
prediction may further be based on the patient's age and 
other data such as the CDC weight-for-age growth curve. 
The data processor 104 may utilize a model such as a neural 
network model trained using features for other human 
beings (and one or more other factors such as CDC weight-
for-age charts) in order to determine a predicted weight of a 
subject human being. 
In one embodiment, the data processor 104 is configured 
to develop a phenotypic response based on a human image. 
A phenotypic response is an assessment of how the human 
is feeling and may be linked to certain diseases. The data 
processor 104 may comparatively analyze the plurality of 
human images associated with phenotypic response data and 
the captured image by comparing phenotypic points of the 
images (e.g., age, facial discoloration, pupil dilation, mouth 
height and width, eyebrow height, etc.) to determine the 
condition of the human. Other suitable phenotypic points for 
determining a phenotypic response will be understood by 
one of skill in the art from the description herein. 
The data processor 104 may be further configured to send 
the determined body weight prediction and/or phenotypic 
response to the image source 100 (e.g., a device housing the 
image source 100), the device 106, another device (e.g., 
associated with a user), etc. In an embodiment, the data 
processor 104 is configured to send a medication dose 
prediction based on the determined body weight prediction 
to the image source 100 (e.g., a device housing the image 
source 100), the device 106, another device (e.g., associated 
with a user), etc., by querying a drug database for weight-
based dosing formulas. 
The systems 10, 12 of FIGS. lA and 1B are meant to be 
exemplary and not exclusive. One of skill in the art will 
recognize that other system configurations may be used in 
accordance with aspects of the present invention for deter-
mining body weight predictions. 
FIGS. 2A and 2B are respective diagrams of body weight 
prediction systems 20, 22 in accordance with aspects of the 
invention for predicting a body weight of a human from at 
least one image of the human and at least one anatomic 
measurement of the human. The systems 20, 22 may also be 
US 10,430,942 B2 
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used to capture, store and decompose anatomic features into 
quantitative metrics. In an embodiment, systems 20, 22 may 
be used to determine a body weight prediction for a child 
from at least one image of the child and at least one anatomic 
measurement of the child. 
System 20 depicts a device 210 including an image source 
200, a measurement source 202, and a data processor 204. 
The device 210 may be a camera, smart phone, tablet device, 
computer, etc. Other suitable devices will be understood by 
one of skill in the art from the description herein. The system 
20 optionally includes an anatomic processor 206 incorpo-
rated into the device 210. In system 22, a remote data 
processing system 212 is separate from the image source 
200 and the measurement source 202. The remote data 
processing system 212 includes a data processor 204. The 
remote data processing system 212 optionally includes an 
anatomic processor 206. Other suitable system configura-
tions will be understood by one of skill in the art from the 
description herein. 
6 
the description herein. In an embodiment, the data processor 
204 is configured to send the at least one calculated anatomic 
measurement to the image source 200 ( e.g., a device housing 
the image source 200), the device 210, another device (e.g., 
5 associated with a user), etc. In another embodiment, the data 
processor is configured to send the at least one calculated 
anatomic measurement to the anatomic processor 206. In an 
embodiment, the data processor 204 is configured to send a 
medication dose prediction based on the determined body 
10 weight prediction to the image source 200 (e.g., a device 
housing the image source 200), the device 210, another 
device (e.g., associated with a user), etc., by querying a drug 
database for weight-based dosing formulas. 
Systems 20, 22 optionally include an anatomic processor 
15 206 configured to determine a body weight prediction of a 
human based on the at least one calculated anatomic mea-
surement. In one embodiment, the anatomic processor 206 
determines a body weight prediction of the human using the 
at least one calculated anatomic measurement and a known 
The image source 200 may be used to capture at least one 20 
image ( e.g., a digital image) of a human. The image source 
200 may be a camera, video recorder, computer, smart 
phone, tablet, etc. The image(s) may be full body images 
and/or facial images and may include front, profile, and/or 
back views. Other suitable types of image sources, images 25 
and profiles for use in systems 20, 22 will be understood by 
one of skill in the art from the description herein. 
body weight prediction model (e.g., CDC weight-for-age, 
Mercy tape, APLS, ARC, Argall formula, Broselow, Catter-
mole, Leffler, Luscombe & Owens, Nelson, Shann, Theron, 
Traub-Johnson, Traub-Kichen, etc.). In an embodiment, the 
anatomic processor 206 determines a body weight prediction 
of the human using a regression model based on feature 
point measurements calculated from the image (i.e. height, 
width of head, distance between eye midpoint, head height, 
etc.) Other suitable feature point measurements to be cal-
culated from the image will be understood by one of skill in 
The measurement source 202 is configured to receive at 
least one measured dimension of a human and to send the at 
least one measured dimension to the data processor 204, the 
anatomic processor 206, and/or the remote data processing 
system 212. The at least one measured dimension may be 
one or more of the dimensions Hl, H2, H3, H4 as depicted 
in FIG. 4a, one or more of the dimensions AB, AC, AD, AM, 
BC, BD, BM, MC, CD, CE, DE, MD, ME, FC, CG, FG, HD, 
DI, HI, JK as depicted in FIG. 4b (where A corresponds to 
a right eye, B corresponds to a left eye, C corresponds to a 
nose, D corresponds to lips, E corresponds to a chin, F 
corresponds to a right edge of the face in-line with the nose, 
G corresponds to a left edge of the face in-line with the nose, 
H corresponds to a right edge of the face in-line with the lips, 
I corresponds to a left edge of the face in-line with the lips, 
J corresponds to a right edge of the face in-line with a 
midpoint between the lips and the chin, K corresponds to a 
left edge of the face in-line with a midpoint between the lips 
and the chin, and M corresponds to a midpoint between the 
eyes), one or more of the dimensions Pl, P2 as depicted in 
FIG. 5, one or more of the dimension Bl as depicted in FIG. 
30 the art from the description herein. The data processor 204 
may be configured to perform the processing function of the 
anatomic processor 206. 
The systems 20, 22 of FIGS. 2A and 2B are meant to be 
exemplary and not exclusive. One of skill in the art will 
35 recognize that other system configurations may be used in 
accordance with aspects of the present invention for deter-
mining body weights. 
FIG. 3 is a flowchart 30 of steps of a method for predicting 
the body weight of a subject human ( e.g., patient). At block 
40 300, a model is optionally developed. The model may be a 
neural network model. At block 301, at least one image of 
the subject human is captured. The image(s) may be cap-
tured by an image source, e.g., of a camera, smart phone, 
tablet device, computer, etc. In an embodiment, the subject 
45 human is a child. The image(s) may be full body images 
and/or facial images and may include front, profile, and/or 
back views. Other suitable types of image sources, images 
and profiles will be understood by one of skill in the art from 
the description herein. 
At block 302, an age factor for the patient age may 
optionally be received by a data processor. The age factor 
may be received via a conventional user input device 
associated with the devices 106/210 (e.g., a touch sensitive 
display screen). Alternatively, the age factor may be deter-
6, etc. Alternatively, one or more of the dimensions may be 
derived from the images. The measurement source 202 may 50 
also be configured to receive the age of a human and send 
the age to the data processor 204, the anatomic processor 
206, and/or the remote data processing system 212. In one 
embodiment, the measurement source 202 is configured to 
receive and send the ethnicity of a human. Other suitable 
dimensions for measurement will be understood by one of 
skill on the art from the description herein. 
55 mined automatically, e.g., from an image using an image 
processor. The data processor may also receive additional 
data of the human ( e.g., ethnicity, etc.). 
The data processor 204 receives the at least one captured 
image and the at least one measured dimension. In one 
embodiment, the data processor 204 calculates at least one 
anatomic measurement of the human based on the at least 
one captured image and the at least one measured dimen-
sion. The at least one calculated anatomic measurement may 
be arm circumference, neck, height, limb length, distance 
between eyes, distance between eye midpoint and nose/lips/ 
chin, etc. Other suitable anatomic measurements to be 
calculated will be understood by one of skill in the art from 
At block 304, at least one weight-related factor is deter-
mined. As used herein, the term "weight-related factor" 
60 refers to a dimension (e.g., length, width, weight) that may 
be used in predicting body weight. The weight-related 
factor(s) may include weight factors and/or measurement 
factors. The factor(s) may be determined, for example, via 
manual measurement and input via a data input 205 and/or 
65 automatically, e.g., by data processor 104/204 from images 
received from an image source, devices 106 and/or 210, 
another device (e.g., associated with a user), etc. 
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The weight-related factor(s) may be a dimension such as 
at least one ofHl, H2, H3, H4 as depicted in FIG. 4a, at least 
one of AB, AC, AD, AM, BC, BD, BM, MC, CD, CE, DE, 
MD, ME, FC, CG, FG, HD, DI, HI, JK as depicted in FIG. 
4b, at least one of Pl, P2 as depicted in FIG. 5, at least one 
of Bl as depicted in FIG. 6, etc. Other suitable factors for 
measurements will be understood by one of skill in the art 
from the description herein. The weight-related factor(s) 
may also include a dimension such as a weight factor based 
on a weight prediction model, for example, an age-based 
weight prediction model based on the received age factor. 
The weight prediction model may be, for example, CDC 
weight-for-age, Mercy tape, APLS, ARC, Argall formula, 
Broselow, Cattermole, Leffler, Luscombe & Owens, Nelson, 
Shann, Theron, Traub-Johnson, Traub-Kichen, etc. 
In an embodiment, the weight-related factors may include 
8 
views. Other suitable types of images and profiles will be 
understood by one of skill in the art from the description 
herein. 
At block 702, the at least one captured image is sent to a 
5 data processor for analysis. The data processor may be 
coupled to a database. In one embodiment, the database is 
configured to receive and store a plurality of human images 
and receive and store a plurality of body weights associated 
with the plurality of human images. 
10 At block 704, the data processor determines a body 
weight prediction of the human in the at least one captured 
image. In one embodiment, the data processor determines 
the body weight prediction by comparative analysis of the 
15 plurality of human images and plurality of body weights 
associated with the plurality of images in the database and 
the at least one image captured at block 700. The data 
processor may comparatively analyze the plurality of human 
images with the captured image by comparing feature points 
at least two facial feature measurement parameters and at 
least one weight factor. The at least two facial feature 
measurement factors may include including a first facial 
feature measurement factor extending in a first direction 
(e.g., horizontal) and a second facial feature measurement 
factor extending in a second direction different from the first 
direction (vertical). The at least two facial feature param-
eters may include a third facial feature measurement factors 25 
extending in substantially the same directed as the second 
facial feature measurement parameter. The first facial feature 
measurement parameter may extend between the edges of 
the face in-line with the nose (e.g., segment FG in FIG. 4b), 
the second facial feature measurement factor may extend 
between the nose and the lips of the face (e.g., segment CD 
20 of the images (e.g., age, height, distance between inner ears, 
head height, distance between eye midpoint, etc.). Other 
feature points suitable for comparative analysis in accor-
dance with aspects of the invention will be understood by 
one of skill in the art from the description herein. 
At block 706, the data processor sends the at least one 
image captured at block 700 and the body weight prediction 
determined at block 704 associated with the captured image 
to the database to be stored. In one embodiment, the deter-
mined body weight prediction is transmitted an image 
30 source, the device 106 and/or 210, another device (e.g., 
associated with a user), etc. 
in FIG. 4b), and the third facial feature measurement factor 
may extends between the lips and the chin of the face ( e.g., 
segment DE in FIG. 4b). 
The determination of a weight-related factor may include 
calculating at least one anatomic measurement based on the 
at least one captured image at block 300 and the at least one 
measured dimension. The at least one anatomic measure-
ment may be arm circumference, neck, height, distance 
between eye midpoint, and/or any other anatomic measure-
ment capable for use in body weight prediction(s) as will be 
recognized by one of skill in the art. The at least one 
anatomic measurement may be determined by an image 
analysis algorithm. 
At block 306, the body weight prediction of the human in 
the at least one captured image is determined. In an embodi-
ment, the body weight prediction of the human is determined 
based only on factors derived from the face of the human 
and, optionally, a weight factor determined from a weight 
prediction model as compared to corresponding factor( s )/ 
weights for other humans. The body weight prediction may 
be determined from the at least one factor determined at 
block 304. The body weight prediction may be determined 
by applying the factors to a model. In an embodiment, the 
body weight prediction is determined using a regression 
model based on feature point measurements/factors deter-
mined from the image ( e.g., height, width of head, distance 
between eye midpoint, head height, etc.) In another embodi-
ment, the body weight prediction is determined using a 
neural network model. 
It is contemplated that the method of flowchart 70 is not 
limited to the use of determining body weight predictions. 
For example, at block 702, the data processor may be 
35 configured to receive and store a plurality of phenotypic 
response data associated with the plurality of human images. 
Furthermore, at block 704, the data processor may compara-
tively analyze the plurality of human images associated with 
phenotypic response data and the captured image by com-
40 paring phenotypic points of the images ( e.g., age, facial 
discoloration, pupil dilation, mouth height and width, eye-
brow height, etc.) to determine the condition of the human 
in the captured image. Other suitable phenotypic points for 
determining a phenotypic response will be understood by 
45 one of skill in the art from the description herein. In one 
embodiment, the data processor at block 706 is configured 
to send a medication dose prediction based on the deter-
mined body weight prediction to the image source, the 
device 106 and/or 210, another device (e.g., associated with 
50 a user), etc., by querying a drug database for weight-based 
dosing formulas. 
In one example, a model for predicting body weight (BW) 
was developed using data collected from thirty-nine volun-
teer subjects that included their height, weight, age, gender 
55 (25 male, 14 female) and race/ethnicity (28 Caucasian, 1 
African American and 9 Asian), as well as full body and 
facial digital images (frontal and profile). Demographic 
partitions for sex (25 male, 14 female) and race (28 Cau-
casian, 1 African American and 9 Asian) were not based on 
60 a priori defined stratification. It will be understood that it 
may be possible to obtain better results by developing 
models using more subjects. The model described below is 
a neural network model. 
FIG. 7 is a flowchart 70 of steps of another method for 
predicting the body weight of a human. At block 700, at least 
one image of a human is captured. The image(s) may be 
captured by an image source, e.g., of a camera, smart phone, 
tablet device, computer, etc. In an embodiment, the human 65 
is a child. The image(s) may be full body images and/or 
facial images and may include front, profile, and/or back 
Digital images were obtained using various image sources 
such as smartphones ( e.g., Android, iPhone, etc) and digital 
cameras. The mean ages of the subjects was 14.6 (range: 
6-18) years, and the mean weight was 53.2 (range: 
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18.6-96.4) kg. Additionally, the CDC weight-for-age 
growth curve was integrated into the model to predict BW. 
The median curves of the CDC weight-for-age growth 
charts for male and female with ages between two and 
5 
twenty years were formulated with a fourth-order polyno-
mial regression using a growth charts percentile data file. 
The formula was used to calculate the CDC-inferred body 
weight prediction for each subject based on the age and sex. 
Facial features of the each subject were labeled and mea- 10 
sured manually for this study. It is contemplated that the 
facial features could be captured automatically. Eleven 
major facial landmark points were selected, and ten facial 
feature distances were measured (FIG. 4A). The measure-
ments were scaled and normalized two-dimensionally: hori- 15 
zontal distances were scaled relative to the eye-to-eye dis-
tance AB and vertical distances were scaled relative to the 
length of the face EM, which was calculated from: 
10 
°'\'n , 2 
LJJ~I (YJ - YJ(k)) 
AIC = -nlog------ + 2(p + 1) 
n 
where n is the number of samples and p is the overall number 
of parameters of the ANN. Among the overall models with 
different number of parameters, the model with smallest AIC 
was selected as the final optimal model. The bias and 
precision of the model prediction were assessed using mean 
prediction error (MPE) and MSE, respectively. In addition, 
a proportion of the studied population with percent absolute 
prediction error larger than 5%, 10% and 20% were used to 
determine the model performance. 
FIG. Sa depicts CDC weight-for-age median curves 
reproduced from CDC data (solid) and the fourth order 
polynomial curve-fitting of each curve (dashed). FIG. Sb 
depicts a schematic of the components of an exemplary 
neural network model. FIG. Sc depicts measured weight of 
EM= ED+DC +CM= ED +DC+ ✓ AC2 -( A:r 
20 the subjects vs. weight predicted from the CDC weight-for-
age median value (cross) and from the final neural network 
model (circle). 
The CDC median weight-for-age curves are well 
described by fourth-order polynomial regression, and the R2 
After normalization, 7 facial feature distances: CD, DE, 
HI, FG, JK, (AC+BC)/2, and (AD+BD)/2 were used for the 
model searching. 
Along with the age-based body weight prediction from 
the median CDC formula, the eight parameters were used as 
inputs to create the body weight prediction model using a 
three-layers feed-forward artificial neural network (ANN) 
using MATLAB and Neural Network Toolbox Release 
2014a (The Math Works, Inc., Natick, Mass., USA, http:// 
www.mathworks.com/). ANN is a machine learning method 
that can be used for non-linear regression. With reference to 
FIGS. Sb, 9a, and 9b, the ANN training applied tan-sigmoid 
transfer functions that used the input parameters to calculate 
25 of the two curves were both close to 1 (FIG. Sa). The 
CDC-inferred weight of each subject was calculated based 
on sex and age, and was used as a control reference to 
compare the results obtained from the developed model. The 
body weights were roughly estimated with a fourth-order 
30 polynomial regression equation developed using the CDC 
median weight-for-age curve (R2=0.50, MPE=-1.52 
MSE=142.50), but the accuracy for the weight prediction 
was poor with only 25.6%, 43.6% and 74.4% of the popu-
lation with relative prediction error within 5%, 10%, and 
35 20%, respectively. 
The CDC-inferred weight and the seven measured facial 
features parameters were used to develop the ANN model. 
The final model consisted of four parameter inputs (CDC 
median curve and three facial feature distances: CD, DE, a series of intermediate values (hidden neurons), and a linear 
transfer function that used linear combinations of the hidden 
neurons to calculate the output. The dataset was randomly 
divided into a training set (70%), a validation set (15%) and 
40 and FG) and four hidden neurons (FIG. Sb). The percent 
coefficient of variation calculated from the normalized 
a test set (15% ). The training process uses the training set 
data to continuously adjust weights and biases to improve 
45 
the training performance of the regression model generated 
in each repetition (epoch), and the performance of the 
validation set is calculated for the model at each epoch to 
verify that no over-fitting occurs. During the training pro-
cess, if the validation mean squared error (MSE) increases 50 
for six consecutive epochs, training is aborted. The last 
validated model is returned, and then MSE of test set is 
calculated and recorded. Since the training process ran-
domly assigns initial weights and biases that influence the 
training results, the process was repeated (retrained) with 55 
one thousand iterations, and the model with smallest test set 
MSE was adopted. 
manual measurements by three observers is 5.29%. The 
schematic of the ANN calculation process and the math-
ematical representations of the current model are shown in 
FIGS. 9a and 9b. The selected model has a MPE of0.48 and 
MSE of 18.43. Among the predicted values, 64.1 % of the 
predictions fall within 5% error, 84.6% fall within 10% 
error, and 94.9% fall within 20% error. The coefficient of 
correlation (R2) value of the prediction of the overall data is 
0.94, which is much higher than the value of 0.50 for 
CDC-inferred body weight (FIG. Sc). With this model, only 
a total of three normalized facial features distances (CD, DE, 
and FG in FIG. 4b) derived from seven facial points (Points 
A-Gin FIG. 4b) were needed from the facial digital image 
to perform weight predictions. 
FIG. 4b depicts facial feature measurements for the 
weight prediction model. The solid lines indicate the mea-
surements used in the final model; the dotted lines are the 
reference measurements for calibration; and the dashed lines 
60 are the lines used during training and were eliminated in the 
final model. 
During the model selection process, the ANN models 
were built with a combination of one to six hidden neurons 
and one to eight input parameters. The entire eight by six 
combination space of hidden neuron and input parameters 
was sampled. For each number of hidden neurons, the 
starting model has all eight input parameters, and then the 
input parameters were removed one by one based on the 
MSE of the same model complexity. For each model, the 65 
Akaike Information Criterion (AIC) was calculated using 
the formula: 
Weight prediction based only on the CDC curve yields 
insufficient accuracy to guide individual dosing (R2=0.50, 
RMSE=12.09). The addition of facial feature measurements 
to the CDC-predicted BW using a neural network provided 
a significant improvement in the prediction (R2=0.94, 
RMSE=3.49) 
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In accordance with an aspect of the invention, a novel 
weight prediction method was developed based on age-
based CDC-inferred median weight and three unique facial 
features from digital images. Although age-based CDC 
median weight alone was a weak predictor of the individual 5 
weight in the studied pediatric population, it was a signifi-
cant parameter during the ANN model development process. 
Removing age-based CDC median weight prediction from 
the input in any ANN model would cause a significant 
decrease in R2 and an increase in prediction error. The MPE 10 
and MSE for the best ANN model without age-based CDC 
median weight were 0.49 and 52.3, respectively. This find-
ing suggests that some age information is useful in order to 
improve weight prediction closer to the observed weight 
allowing facial features obtained from digital images to 15 
further refine the prediction. After replacing the age-based 
CDC median weight with age itself, the MPE and MSE for 
the best ANN model of the same model complexity were 
-0.048 and 94.4, respectively, which is greater than those 
observed in ANN model using the age-based CDC median 20 
weight, so the age-based CDC median weight prediction is 
useful for the accuracy of the prediction. 
The MPE and MSE for the male subjects are 0.41 and 
6.40, respectively, and for female subjects are 0.59 and 
39.93, respectively. Although the errors for both sexes are 25 
smaller than the error produced by the CDC-inferred weight, 
the prediction errors for female subjects are higher than the 
errors for male subjects. A larger sample size is contem-
plated for determining the prediction bias from sex differ-
ence. 30 
Using the CDC curve as the base of the model has the 
advantage of being able to extrapolate the weight prediction 
to a population with wider age range. Ethnicity is also 
correlated with facial features and dimensions as well as 
weight. However, the final ANN method does not show 35 
prediction bias related to ethnicity suggesting that the depen-
dency of the weight and face on ethnicity was accounted for 
after the weight and selected facial features were included in 
the model. 
The ANN approach was adopted because it is an efficient 40 
way to train non-linear regression models using machine 
learning. Other linear regression methods including bidirec-
tional stepwise regression were used. However, the best 
linear model trial has a MSE value of 66.01 and 14 param-
eter terms (including product terms) which has significantly 45 
higher error and AIC value than the selected ANN model. 
Although an ANN model is more complicated than linear 
regression models, the selected ANN model can be easily 
saved into and used as a computational function in MAT-
LAB or in other languages. The methodology for body 50 
weight prediction based on this approach can be automated 
with the development of a facial feature extraction algo-
rithm, as selected features are major facial landmarks and 
there are many different existing robust methods of facial 
detection and feature extraction that may be useful for this 55 
application. For example, facial feature recognition may be 
accomplished using a face features recognition algorithm 
that can detect, extract and measure the facial features to 
predict body weight. Such a face features recognition algo-
rithm can be programmed for use in in iOS and Android- 60 
based mobile devices. 
The body weight determined in accordance with aspects 
described herein may be processed, e.g., by data processor 
104, to determine other measurements. For example, the 
body weight of a subject may be combined with the height 65 
and/or surface area ( obtained through manual measurements 
and/or through analysis of images) of the subject to deter-
12 
mined body mass index using conventional algorithms. 
Although the invention is illustrated and described herein 
with reference to specific embodiments, the invention is not 
intended to be limited to the details shown. Rather, various 
modifications may be made in the details within the scope 
and range of equivalents of the claims and without departing 
from the invention. 
What is claimed: 
1. A method for predicting body weight of a human 
subject, the method comprising: 
capturing an image of a face of the subject; 
receiving an age factor of the subject; 
determining a weight factor for the received age factor 
from an age-based weight prediction model; determin-
ing at least three facial feature measurement factors for 
the face from the captured image, the at least three 
facial feature measurement factors including a first 
facial feature measurement factor extending in a first 
direction, a second facial feature measurement factor 
extending in a second direction different from the first 
direction, and a third facial feature measurement factor 
extending substantially in the same direction as the 
second facial measurement factor; and applying the 
weight factor and the at least three facial feature 
measurement factors to a trained neural network model 
to predict the weight of the subject human, the trained 
neural network model trained with parameters corre-
sponding to the at least three facial feature measure-
ment factors and the weight factor obtained from each 
of a plurality of other human subjects; wherein the face 
includes a right eye, a left eye, a nose, lips, and a chin, 
and wherein the facial feature measurement factors 
include: 
the nose to the lips; 
the lips to the chin; 
a right edge of the face in-line with the lips to a left edge 
of the face in-line with the lips; 
a right edge of the face in-line with the nose to a left edge 
of the face in-line with the nose; 
a right edge of the face in-line with a midpoint between 
the lips and the chin to a left edge of the face in-line 
with a midpoint between the lips and the chin; 
one half the sum of: 
the right eye to the nose, and 
the left eye to the nose; and 
one half the sum of: 
the right eye to the lips, and 
the left eye to the lips. 
2. The method of claim 1 further comprising determining 
a medication dose, intravenous fluid requirement, or voltage 
prediction for the subject human based on the determined 
weight prediction for the human subject. 
3. A system for predicting body weight of a human 
subject, the system comprising: 
a camera to capture images, 
a data input device, 
memory for storing an age-based weight prediction model 
and a trained neural network model, the trained neural 
network model trained with parameters corresponding 
to at least two facial feature measurement factors and a 
weight factor obtained from each of a plurality of other 
humans, the at least two facial feature measurement 
factors including a first facial feature measurement 
factor extending in a first direction and a second facial 
feature measurement factor extending in a second 
direction different from the first direction; 
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a data processor coupled to the data input device, the 
camera, and the memory, the data processor configured 
to capture an image of a face of the human subject with 
the camera, receive an age factor of the human subject 
with the data input device; determine the weight factor 5 
for the received age factor from the stored age-based 
weight prediction model; determine the at least two 
facial feature measurement factors for the face of the 
human subject from the captured image; and apply the 
weight factor and the at least two facial feature mea- 10 
surement factors to the trained neural network model to 
predict the weight of the human subject, 
further comprising additional facial feature measurement 
factors, wherein the face includes a right eye, a left eye, 
a nose, lips, and a chin, and wherein the facial feature 15 
measurement factors include: 
the nose to the lips; 
the lips to the chin; 
a right edge of the face in-line with the lips to a left edge 
of the face in-line with the lips; 
14 
a right edge of the face in-line with the nose to a left edge 
of the face in-line with the nose; 
a right edge of the face in-line with a midpoint between 
the lips and the chin to a left edge of the face in-line 
with a midpoint between the lips and the chin; 
one half the sum of: 
the right eye to the nose, and 
the left eye to the nose; and 
one half the sum of: 
the right eye to the lips, and 
the left eye to the lips. 
4. The system of claim 3, further comprising determining 
a medication dose, intravenous fluid requirement, or voltage 
prediction for the subject human based on the determined 
weight prediction for the human subject. 
5. The method of claim 1, further comprising determining 
a medication dose, intravenous fluid requirement, or voltage 
prediction for the subject human based on the determined 
weight prediction for the human subject. 
* * * * * 
