Back-Off Semi-Markovian Model for Flooding in Ad hoc Networks by Shrestha Pratikshya
 1 
 
Department of Computer Science and Communications 
Engineering 
Graduate School of Fundamental Science and Engineering 
 
 
 
Master’s Thesis 
 
 
 
Back-Off Semi-Markovian Model 
for Flooding in Ad hoc Networks 
 
 
 
January 2017 
 
 
 
 
 
Pratikshya Shrestha 
(5115FG04-5) 
 
 
 
 
 
Shimamoto Laboratory 
(Professor Shigeru Shimamoto) 
 
 
 
 
 2 
 
Acknowledgement 
 
I would like to express my immense gratitude to Professor Shigeru 
Shimamoto for his continuous guidance and support throughout my 
research activities and Master degree period. I would like to thank to all 
members of Shimamoto’s laboratory for their continuous support in both 
educational and emotional ways. 
I would also like to thank my leaders, Zhenni Pan and Megumi Saito 
for their guidance and my senior, Kang Kang for those countless discussions 
on the analytical work of my research. 
Finally, I would like to show my respect and love for my parents and 
siblings, who are always supporting me. 
 
 
Pratikshya Shrestha 
January 2017 
   
 
 
 3 
 
 
Abstract 
Reactive routing protocols in ad hoc networks do not maintain routes 
and keep the network silent when there is no traffic to be routed which is 
very beneficial in a bandwidth-starved and power-starved environment. 
However, when initiates its route discovery process, the flooding process 
carried out can lead to network congestion. A number of efficient flooding 
schemes have been proposed in order to improve the performance of a 
network. However, comparatively, there are still very little research done in 
this area theoretically. This paper proposes a semi-Markov prediction 
model to analyze the behavior of nodes with CSMA/CA protocol operated 
network during the flooding process and analyses that throughput and 
reachability of network increases with an addition of a back-off state. 
 
Keywords -  Flooding, Semi-Markov prediction model, Ad hoc network, 
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Chapter 1  
Introduction 
1.1. Background 
   Ad hoc network is an autonomous system connected with wireless links 
in which the nodes or terminals interact with each other without any 
centralized infrastructure. Nodes which are meant to be working together, 
instantly form a network whenever the communication is established. This 
feature of unwanted centralized infrastructure makes ad hoc network useful 
in disaster recovery situations and places with non-existing or damaged 
communication infrastructure where rapid deployment of a communication 
network is needed.  
  Reactive routing protocols, which are highly used in ad hoc networks for 
routing purposes and are considered beneficial in a bandwidth-starved and 
power-starved environment. An ad hoc network using reactive routing 
protocol keeps the network silent and do not maintain any routes unless any 
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data needs to be sent across it. When a route is initiated, it floods the entire 
network with broadcast messages that may lead to network congestion. This 
thesis analyzes such problem and tries to evaluate the performance of the 
network proposing a model that improves the network performance. 
 
1.2. Problem description 
  The objective of this master thesis was to propose a model that allows 
re-transmission of packets in flooding scenario so as to ensure the successful 
reception of the packet by every node which is a very important criterion in 
a reactive routing protocol’s route handling. The evaluation is done 
theoretically and analyzed based on parameters: throughput and 
reachability.  
The goal of this master thesis was to: 
 Get a general understanding of ad- hoc networks 
 Get detailed study of impact of flooding phenomenon of reactive 
routing protocols 
 Propose a Markov chain based model to improve the performance 
of the network 
 Analyze the model theoretically and compare the results with related 
works 
 9 
 
 
1.3. Thesis Organization 
The organization of the chapter is as follows: 
 Chapter 1 (Introduction) gives the background and problem 
description of this thesis.  
 Chapter 2 (Literature Review) introduces the several related works 
and express the concept of flooding. 
 Chapter 3 (Network model) introduces the model of the network. 
 Chapter 4(Results and Discussion) shows the results of the calculated 
parameters and comparative discussion with previous model. 
 Chapter 5 (Conclusion and Future Works) summarizes our research 
and future works are discussed. 
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1.4. Abbreviations 
MAC Media Access Protocol 
VP Vulnerable Period 
CSMA Carrier Sense Multiple Access 
CW Contention Window 
DIFS DCF inter-frame space 
DCF Distributed coordination function 
LTE Long Term Evolution 
RTS Request To Send 
CTS Clear To Send 
DSR Dynamic Source Routing 
AODV Ad hoc On-Demand Vector 
DSDV Destination Sequenced Distance Vector 
DYMO Dynamic MANET On demand 
GPSR Greedy Perimeter Stateless Routing 
ZRP Zone Routing Protocol 
HSR Hierarchical Support Routing  
PAR Power aware routing 
OLSR Optimized Link State Routing 
 11 
 
 
 
 
Chapter 2   
Brief description and literature review 
2.1. Wireless ad hoc networks 
A wireless ad hoc network is a network which is decentralized and do not 
rely on any pre-existing infrastructure. Different from wireless 
communication systems like 3G and LTE systems, ad hoc networks do not 
have any fixed access points to control the infrastructure. Instead, each 
terminal or node is active in the routing or transmitting process with 
dynamically formation of network among them.  
 
Figure 2.1. Difference between infrastructure based and ad hoc network 
      Infrastructure              Ad Hoc 
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Therefore, the ad hoc networks are self-forming, self-maintaining 
and self-healing architecture [1]. Due to this feature, ad hoc networks are 
found to be easily deployed in scenarios like search and rescue, disaster 
recovery and military operations, where fixed network infrastructure are not 
deployable. 
2.1.1. Routing in ad hoc network 
Routing is one of the most important process in wireless ad hoc 
networks which makes communication between nodes possible. The 
routing protocols in ad hoc networks can be classified into various 
categories, as shown in the figure. 
Figure 2.2. Division of ad hoc network routing protocols [2] 
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  The routing protocols can be divided into two categories based on the 
routing information update mechanism or how and when the route 
discovery process is being used: proactive and reactive [3]. Proactive 
routing protocols are the ones in which the routing information of the 
network is updated periodically using messages like hello messages and is 
considered very consistent. However, this continuously involves the 
network in route updating and leads more usage of energy and bandwidth. 
Therefore, in a bandwidth-starved and power-starved environment, 
reactive routing protocols are very beneficial as they discover the routes only 
when any packet is to be transmitted in the network. Whenever a node 
needs to route a destination node, initially, it knows no information about 
the destination. Therefore, the source broadcasts a route request message 
throughout the network via its neighboring nodes. This phenomenon of 
broadcasting a message throughout the network is termed as flooding.  
The process of flooding can be explained with reference to figure 2.3 
when source S needs to route to destination D, node S forwards the route 
request message to all its neighbors (A and B). Nodes A and B checks if 
their addresses match with the destination address and further transmit to 
their own neighbors, if it does not match. 
 14 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2.1. Routing table after flooding route request message 
Node Dest Next  Metric 
(Distance) 
Node Dest Next  Metric 
(Distance) 
B S S 1 ... … … … 
E S B 2 D S C 3 
C S B 2     
Figure 2.3. Source S broadcasts route request messages to its neighboring nodes 
Figure 2.4. Received nodes broadcasts route request messages to their neighboring nodes 
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This checking and forwarding of the route request message continues 
until node D receives the message and replies by sending a route reply 
message back to the source based on some evaluation metric such as 
distance, number of hops, etc.  
 
 
 
 
 
 
 
2.2. Flooding 
Being a simple algorithm to implement in wireless networks, flooding 
mechanism is widely used in routing protocols. Route discovery via flooding 
increases the probability of delivering the packet to the destination as it 
broadcasts multiple times through multiple paths. Thus, this mechanism is 
considered reliable. However, flooding causes broadcast storm problem as 
Figure 2.5. Destination node replies to the source with route reply 
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each node re-broadcasts the packet it receives to its neighbors. 
Rebroadcasts causes more redundant packets leading to increase in the 
number of collisions for transmission and finally causes network congestion 
and increases routing message overhead. This problem accelerates as the 
traffic density increases and it can be very costly in terms of wasted 
bandwidth. 
 When considering flooding mechanism, there exists a trade-off 
relationship between reliability and message overhead. On one hand, 
increasing reliability generally involves sending a greater number of 
redundant messages and thus incurs a higher message overhead [4]. This 
results in broadcast storms. On the other hand, if reduction of overhead is 
attempted by reducing the number of redundant messages, this ultimately 
decreases the reliability as redundant messages are essential to reach all the 
available nodes in the network and to recover from packet loss, if needed.  
 We have considered probabilistic flooding in this thesis, in which 
messages are rebroadcasted with a certain fixed probability. Probabilistic 
flooding is considered to reduce the number of broadcasts. 
 
 17 
 
2.3. Semi-markov model 
In probability theory, a Markov model is a stochastic model used to 
model systems that are randomly changing and it is assumed that any future 
states depend only on the current state of the system and not on the events 
or states that occurred before it. A semi-markov process can be considered 
as a probabilistic model in which the successive transition of states is 
controlled by transition probabilities of a Markov process, but the sojourn 
times in each state is described by a random variable that depends on the 
current state of the system and on the next state to which the system will 
transit to. In semi-markov process, it is not strictly markovian; the markov 
property is required only at the time of transition between the states. Thus, 
the sojourn time distribution can be arbitrary, following any probability 
density function not necessarily exponential [5]. 
 
2.3.1. Birth-death process 
 The birth-death process is a continuous-time Markov process where 
the states that can be transited to are of only two types: “births” and 
“deaths”. State birth is the one which increases the state variable by one and 
state death is the one which decreases the state by one.  
 18 
 
 With reference to figure 2.6, when a birth occurs, the process goes 
from state k to k+1. When a death occurs, the process goes from k to k-1. 
λis the birth rate and μis the death rate with which the state transitions 
 take place. 
In steady-state for a continuous-time Markov chain, the rate at which 
the system transits into a particular state must be equal to the rate at which 
the rate at which the system transits out of that state. If 𝑃𝑘 is the probability 
of being in state k in steady-state, then we can derive the following set of 
equation,  
𝜆0𝑃0 = 𝜇1𝑃1               (2.1) 
(𝜆𝑘 + 𝜇𝑘)𝑃1 = 𝜆𝑘−1𝑃𝑘−1 + 𝜇𝑘+1𝑃𝑘+1, for k ≥ 1.                               (2.2) 
Figure 2.6. Birth-death process in Markov chain [6] 
 19 
 
2.3.2.  Non birth death process 
 Sometimes a system does not follow the general birth death process 
and has a markov chain as shown in figure 2.7. This figure is a transition 
model representing exhaustive set of node behaviors in [7]. In this model, 
although there is a birth transition from state S to state F, there is no death 
transition back from state F to S.    
  
 
 
 
 
 
 
 Although this process differs from the general birth-death process, it 
does follow the Markov property which states that the rate at which the 
system transits into a particular state must be equal to the rate at which the 
rate at which the system transits out of that state. However, not all the rules 
implemented in general birth-death process can be applied for this process. 
 
Figure 2.7. Example of non birth-death process [7] 
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2.4. Literature review 
Most of the existing works focuses on the design of flooding schemes in 
order to improve the efficiency or performance of the network. The 
broadcast storm problem is so common in flooding algorithms that it has 
endangered a whole area of research [4]. The research in flooding area is 
carried out with two goals:  
 
1. To propose new schemes or improvise an existing algorithm to 
achieve higher performance evaluation parameters 
2. To characterize the performance of network analytically and through 
simulations. 
With the aim of serving the first goal, several optimizations and efficient 
broadcasting schemes have been proposed. The performance evaluation 
parameters considered for these researches were reliability, reachability, 
latency, reducing the number of message overhead, reduction of the 
number of redundant messages and so on. [8] discusses about simulation 
and analysis of algorithms by classifying existing broadcasting schemes into 
various categories and provides a detailed comparison between the 
proposed scheme in categories like algorithm efficiency, congested 
 21 
 
networks, mobile networks and combined networks. [9] provides several 
adaptive schemes, which dynamically adjusts the threshold and this is based 
on the information obtained from the local connectivity. These schemes are 
simulated and compared with previous works to show better reachability 
and efficiency offered. [10] proposes several schemes in order reduce the 
redundant rebroadcasts carried out in the flooding wave and in order to 
alleviate this problem, differentiate timing of the rebroadcasts. [11] 
introduces a model for analyzing the latency in flooding a message.  
 Authors in [12] provides an analytical discussion on the reliability 
and reachability of the broadcasting schemes to study the performance of 
plain and probabilistic flooding by calculating the probability of successful 
transmission. [13] uses a Markov chain model to analyze and evaluate the 
throughput of CSMA protocol and then compare the simulated results with 
other protocols for large networks. Authors in [14] proposed a model based 
on [12] and [13], which is applied to a sample scenario and shows the limit 
of the reachability of the model in the presence of hidden terminal problem 
and collisions.  
[14] also uses Markov chain in order to define the possible states that 
a node can be in from the time it receives a broadcast packet to the time it 
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re-transmits the packet to its neighbors. Figure 2.8 shows the three state 
Markov chain model of a node considered by the author. 
 
 
 
 
 
 
 
 
The three states considered for the model are idle state (I), successful 
transmission state(S) and collision transmission state(C). Having a physical 
network model with non-persistent CSMA as the multiple access 
technology, as and when collision occurs, the packet gets dropped. Using 
this model, the author refers to [12] and [13] to determine the probability 
of CSMA’s successful transmission in multi-hop flooding and further 
calculate the reachability of the flooding wave. With simulation carried out 
in OMNET++ with the CSMA implementation of MiXim, the theoretical 
calculation is compared. The results show that the theoretical results follow 
the simulation results only when the probability of successful transmission 
Figure 2.8. Three state markov chain model of a node [7] 
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is around 30%.  
This model has less overhead as it does not incorporate re-
transmission. However, whenever reachability of a packet to a destination 
is of major concern in a network, the additional mechanism of re-
transmission provides better throughput. 
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Chapter 3   
Network model 
3.1. Assumptions  
The following is the list of assumptions for the network model for this 
thesis: 
1. All the nodes are uniformly distributed and use the same and fixed 
transmission power with radius R. Therefore, for any node x, the area 
of its hearing region is given by π𝑅2.  
2. The transmission time is the same for all the nodes which is denoted 
by T. The time axis is divided into slots with duration equal to ‘a’. a 
is considered as the one-way propagation delay. τ is the number of 
slots required for a packet to get transmitted and is given by:  
τ =
𝑇
𝑎
               (3.1) 
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3. A node that encounters with collision is headed to the back-off state 
which can be considered as a buffer for the packets that are to be re-
transmitted after collision, whereas a node in idle state are the ones 
waiting for arrival of freshly triggered packets only. 
4. With the slotted CSMA protocol, a node is assumed to try to transmit 
with a probability p at the beginning of every slot as Bernoulli process, 
where 0 < p < 1. The probability for an actual transmission 
happening by a node is p’. 
5. Nodes’ mobility is not considered in the analysis. 
6. Throughput(TH) is defined to be the number of transmission that 
are successful per packet transmission time for a node.  
7. Reachability of a network is defined as the potential number of nodes 
in the network that can receive at least one copy of a source’s 
transmission in a flooding wave. 
 
3.2. MAC Model 
In flooding, the MAC model does not support any coordination 
function to prevent collisions of the packets as they use random medium 
access which instead alleviate collisions. Under low traffic, packet collisions 
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might not occur in a less rate, however, higher rate of collisions occur under 
high traffic. The reason for this problem can be stated due to the increased 
number of rebroadcasts that are to be carried out by each and every node 
that receives the message during the flooding process so as to reach the 
destination node. This collision may lead to no rebroadcast of messages and 
finally lead to not reaching the destination.  
The MAC layer is chosen as CSMA and there is no RTS/CTS 
handshaking neither before broadcasting nor MAC-level acknowledgement 
process after broadcasting. To broadcast a packet, a node follows the basic 
procedure of CSMA/CA. 
 
 
 
Figure 3.1. Scenario in broadcasting a packet with neighboring nodes 
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Figure 3.1 illustrates a scenario when a node i with two neighbors 
broadcasts a data packet [4]. At an instance when node i-1 is broadcasting 
a packet, node i and i+1 individually try to broadcast their packet.  Node i 
and i+1 waits for 𝑇𝐷𝐼𝐹𝑆 period. When the node detects the medium idle for 
𝑇𝐷𝐼𝐹𝑆 period, the node starts its back-off timer. If, while this timer is active, 
the node detects a busy medium, the node freezes its back off timer and the 
remaining time is used in next transmission attempt. In the given scenario, 
node i+1 resumes a count-down for its back-off timer and is assumed to 
expired earlier than the timer in node i. Therefore, node i+1 broadcasts its 
data while the node i has its timer frozen. Node i goes through the same 
medium-idle detecting procedure and broadcasts once its timer expires. A 
node sets an expiration time for its back-off timer using a fixed contention 
window, CWmin. 
 
3.3. Network model  
In a network, the channel around a node is shared by all its neighboring 
nodes. The actions of the neighboring nodes depend on their neighboring 
nodes. Hence, the exact computation of the throughput is difficult. We use 
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the same approximation approach as used by authors in [13] to evaluate the 
average throughput and [12] to evaluate the reachability for the network. 
 
3.3.1. Channel model of an individual node 
If a node x is considered, the channel around x, denoted by CH(x) is 
shared by all of its neighbors. An idle node transmits a packet with a 
probability 𝑝′ and does not transmit with 1 − 𝑝′, where 𝑝′ is defined as 
𝑝′ = 𝑝. 𝑃𝑐𝐼                   (3.2) 
where,  𝑃𝑐𝐼 is the probability that the channel is sensed to be idle in a slot 
In order to determine 𝑃𝑐𝐼 , we model the channel by a two-state 
Markov chain as shown in figure 3.2. The two states that a channel can be 
in are: the idle state I and the busy state B. Assume that at the beginning of 
the slot, channel CH(x) is in state I. If none of the nodes in the hearing 
region of node x, N(x) transmits, then CH(x) stays in state I. Otherwise, it 
goes to state B. When it enters state B, it stays there for τslots, which is a 
packet transmission time. This period is also called the transmission period. 
Due to the propagation delay, no node will act in the slot immediately 
following the transmission period. Thus, after CH(x) leaves state B, it will 
go back to state I with probability 1. The duration of state I and B, which 
are denoted by 𝐷𝐼 and 𝐷𝐵, are given by 
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𝐷𝐼 = 𝑎,   𝐷𝐵 = 1 
 
 
 
 
 
 
The steady state probabilities follow the following expression: 
        𝑃𝑐(𝐼) + 𝑃𝑐(𝐵) = 1          (3.3)    
and steady state probability of state I is computed as follows because the 
only two ways that the process goes to state I is either from I to I with the 
probability 𝑃𝑐𝐼𝐼 or from B to I with the probability 1: 
        𝑃𝑐(𝐼) = 𝑃𝑐(𝐼)𝑃𝑐𝐼𝐼 + 𝑃𝑐(𝐵)                                                                     (3.4)     
From [6], the transition probability that CH(x) does not transits from state 
I to B and the channel remains idle is denoted as 𝑃𝑐𝐼𝐼 and given by  
      𝑃𝑐𝐼𝐼 = 𝑒
−𝑝′𝑁                                  (3.5) 
where, N is the number of neighbors of node x 
Since,  
𝑃𝑐(𝐵) = 1 − 𝑃𝑐(𝐼)        (3.6)    
  
PcII 
PcIB 
1 
I B 
Figure 3.2. Markov chain model of a channel 
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We have, 
𝑃𝑐(𝐼) =
1
2−𝑃𝑐𝐼𝐼
=
1
2−𝑒−𝑝
′𝑁
       (3.7) 
 
The limiting probability that CH(x) is in state I can be obtained by 
   𝑃𝑐𝐼 =
𝐷𝐼𝑃𝑐(𝐼)
𝐷𝐵𝑃𝑐(𝐼)+𝐷𝐼𝑃𝑐(𝐼)
=
𝑎
1+𝑎−𝑒−𝑝
′𝑁
       (3.8) 
 
From (3.2), 
𝑝′ =
𝑎𝑝
1+𝑎−𝑒−𝑝
′𝑁
               (3.9) 
 
3.3.2. Semi-Markov transmission model of a node 
Now, the probability of a successful transmission from node x in a slot 
is determined. This is equal to the throughput by definition. The 
transmission model for a node is a non birth-death process based on semi-
Markov model which is proposes a back-off state that prevents nodes 
encountered with collision from dropping the packet. Instead, the nodes go 
through the same back-off state for maximum m number of times so as to 
re-transmit and attain the successful state. This aims to increase the number 
of nodes in the successful state. 
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A node is modelled in transmitting to any one of its immediate 
neighbors. This chain consists of four states. The four states are: idle state 
(I), successful transmission state (S), collision transmission state (C) and 
back-off state (B). 
 
 
 
 
 
 
 
P(I), P(S), P(C) and P(B) are the steady state probabilities of a node at the 
respective states and 
𝑃𝐼𝑆 is the transitional probability from state idle to successful transmission 
𝑃𝐼𝐶  is the transitional probability from state idle to collision transmission 
𝑃𝐶𝐵 is the transitional probability from state collision transmission to back-
off 
𝑃𝐵𝑆  is the transitional probability from state back-off to successful 
transmission 
Figure 3.3. Four state transition model representing behavior of a node 
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Assume that at the beginning of a slot, node x is in state I. At the 
beginning of next slot, x leaves state I with a probability p’ or remains in 
state I with probability (1-p’). Therefore, the transition probability 𝑃𝐼𝐼  is 
given by  
𝑃𝐼𝐼 = 1 − 𝑝
′                                                   (3.10) 
and duration of state I is one slot, i.e., 𝐷𝐼 = a. After x leaves state I, which 
means that x starts the transmission. If this transmission is successful, it 
enters state S; else state C. Therefore, the duration spent in state S and C is 
equal to the duration of a packet transmission time, i.e., 𝐷𝑆 = 𝐷𝐶= T. After 
x leaves state S, it transits back to state I with probability 1 and after x leaves 
state C, it enters state B. If the channel is found idle, x re-attempts for 
transmission. If x finds the channel busy, it makes a self-transition to this 
state with transitional probability 𝑃𝐵𝐵. Assuming that x re-attempts to reach 
state S till m number of times with minimum contention window size 
CWmin. After m number of re-attempts, x enters state S and transits back 
to state I.  
The duration spent in state B is calculated by  
𝐷𝐵 =
(2𝑝𝑐)
𝑚−1
(1−𝑝𝑐)
𝐶𝑊𝑚𝑖𝑛
2𝑝𝑐
+𝐴+
2𝑚−1𝐶𝑊𝑚𝑖𝑛
(1−𝑝𝑐)
                                        (3.11) 
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where, 𝑝𝑐 is collisional probability and given by 
             𝑝𝑐 = 1 − (1 − 𝑝
′)𝑁−1                                           (3.12) 
and 
         𝐴 = ∑ (𝛱𝑗
𝑒𝑚−1
𝑗=1 2
𝑗−1𝐶𝑊min )                                    (3.13) 
where, ∏ 1𝑒𝑗  is stationary probability of state j 
      𝛱𝑖
𝑒 = ∑ 𝛱𝑗
𝑒
𝑗≠𝑖 𝑃𝑗𝑖
𝑒,       ∀ 𝑖 ∈ (0, 𝑚)                            (3.14) 
The steady state probabilities follow the following expression: 
   𝑃(𝐼) + 𝑃(𝑆) + 𝑃(𝐶) + 𝑃(𝐵) = 1                               (3.15) 
From the extracted set of node behaviors, a Markov-based transition 
probability matrix can be formulated as below: 
            𝑇 = [
𝑃𝐼𝐼 𝑃𝐼𝑆 𝑃𝐼𝐶 0
1 0 0 0
0 0 0 𝑃𝐶𝐵
0 𝑃𝐵𝑆 0 𝑃𝐵𝐵
]             
This transition matrix provides a snapshot about the possible 
behavioral transitions of a node. The entry ‘0’ in the transition matrix 
emphasizes that this model does not consider the transition of a node at 
those elements. 
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From the state diagram, it is transparent that this mechanism is a non 
birth-death process [7]. Since, there are no direction transitions from state 
C to I; state B to C and state S to B, the balance equations of this model is 
represented through (3.16), (3.17), (3.18) and (3.19). 
 
𝑃𝐼𝑆𝑃(𝐼) + 𝑃𝐼𝐶𝑃(𝐼) = 𝑃(𝑆)                                                     (3.16) 
𝑃(𝑆) = 𝑃𝐼𝑆𝑃(𝐼) + 𝑃𝐵𝑆𝑃(𝐵)                                                         (3.17)     
𝑃𝐶𝐵𝑃(𝐶) = 𝑃𝐼𝐶𝑃(𝐼)                                                                       (3.18)                    
𝑃𝐵𝑆𝑃(𝐵) = 𝑃𝐶𝐵𝑃(𝐶)                                                               (3.19) 
             
Solving equations (3.16) - (3.19), we get, 
  𝑃(𝐼) =
𝑃𝐵𝑆
{(1+𝑝′)𝑃𝐵𝑆+𝑃𝐼𝐶+𝑃𝐼𝐶.𝑃𝐵𝑆}
                                          (3.20) 
 
  𝑃(𝐵) =
𝑃𝐼𝐶
{(1+𝑝′)𝑃𝐵𝑆+𝑃𝐼𝐶+𝑃𝐼𝐶.𝑃𝐵𝑆}
                                                   (3.21) 
 
  𝑃(𝐶) =
𝑃𝐼𝐶.𝑃𝐵𝑆
𝑃𝐶𝐵{(1+𝑝′)𝑃𝐵𝑆+𝑃𝐼𝐶+𝑃𝐼𝐶.𝑃𝐵𝑆}
                                              (3.22) 
 
  𝑃(𝑆) =
(𝑃𝐼𝑆+𝑃𝐼𝐶).𝑃𝐵𝑆
{(1+𝑝′)𝑃𝐵𝑆+𝑃𝐼𝐶+𝑃𝐼𝐶.𝑃𝐵𝑆}
                             (3.23) 
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Now, we determine the transition probability 𝑃𝐼𝑆  by considering a 
sample scenario in Figure 3.4 where node A sends a broadcast message and 
node B decides to rebroadcast the message. Let circle areas N(A) and N(B) 
represent transmission ranges of nodes A and B respectively. The additional 
area that can be benefitted from B’s rebroadcast is B(r) = N(B) − N(A). 
Area C(r) represents the overlap of hearing regions of node A and B, C(r) =
N(A) ∩ N(B).  
 
 
 
 
 
 
Let R be the radii of N(A) and N(B), and r be the distance between A and 
B. We can derive that, 
|B(r)| = |N(B)| − |C(r)| = π𝑅2 − 𝐼𝑁𝑇𝐶(𝑟)  (3.24) 
where, 
C(r) = INCT(r) = 4 . ∫ √𝑅2 − 𝑥2𝑑𝑥
𝑅
𝑟/2
   (3.25) 
or,      C(r) = 4 . [
𝑥
2
∗ √𝑅2 − 𝑥2 +
𝑅2
2
∗ sin−1
𝑥
𝑅
]
𝑟/2
𝑅
 
Figure 3.4. Illustration of hidden terminal problem [6] 
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Assuming maximum coverage area for B(r) which is when r=R. Therefore,  
C(r) = 4. [
𝑅√𝑅2 − 𝑅2
2
+
𝑅2
2
sin−1
𝑅
𝑅
−
𝑅
4
√𝑅2 −
𝑅2
4
−
𝑅2
2
sin−1
𝑅
2𝑅
] 
or, C(R) = 𝑅2𝜋 −
√3𝑅2
2
−
𝜋𝑅2
3
     (3.26) 
Substituting the values in equation 3.24, we get, 
B(r) = π𝑅2 − [𝑅2𝜋 −
√3𝑅2
2
−
𝜋𝑅2
3
] 
or,     B(r) = π𝑅2 − 𝑅2𝜋 +
√3𝑅2
2
+
𝜋𝑅2
3
 
or,     B(r) = 𝑅2 [
√3
2
+
𝜋
3
] = 0.61𝜋𝑅2    (3.27) 
and,     C(r) = 0.39π𝑅2      (3.28) 
Node A senses the channel before transmitting when it is ready to 
send the message to B. Node A can sense the interference from area C(r) in 
the same slot and it starts transmission only when it senses the channel to 
be idle. However, it is unable to sense the behavior of nodes in B(r) region 
and therefore, nodes in the B(r) region becomes its hidden terminals. When 
node B is receiving a transmission from node A, interference may occur 
from nodes either in area C(r) or in area B(r). Since, node A can sense the 
interference from area C(r) which will occur only when nodes in C(r) 
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happen to transmit at the same slot as A. However, the interference from 
B(r) region may occur at any time during the period that begins τ slots 
before node a begins to transmit and ends one slot after a completes its 
transmission. This period is illustrated in figure 3.5 and called the 
vulnerable period (VP) of CSMA. Hence, the conditions of CSMA protocol 
in order to have a successful transmission from A to B is that nodes in C(r) 
do not transmit in the same slot as node A and nodes in B(r) do not transmit 
during 2τ+1 slots of the VP.  
 
Let 𝑃𝐼𝑆(𝑟) denote the transition probability when node A is sending 
the broadcast message to B. Based on the condition for a successful 
transmission mentioned above, we have 
𝑃𝐼𝑆(𝑟) = Probability that A transmits in a slot 
×  Probability that B does not transmit in same slot   
Figure 3.5. Vulnerable period for CSMA protocol [6] 
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×  Probability that nodes in C(r) do not transmit in the same slot 
×  Probability that nodes in B(r) do not transmit in 2τ+1 slots 
According to [14], the probability that no nodes in C(r) transmit is given 
by 
             𝑃𝑐(𝑟) = (1 − 𝑝
′)
𝑁𝐶(𝑟)
𝜋𝑅2                     (3.29) 
Similarly, 
            𝑃𝑏(𝑟) = (1 − 𝑝
′)
𝑁𝐵(𝑟)
𝜋𝑅2                      (3.30) 
Therefore,  
  𝑃𝐼𝑆(𝑟) = 𝑝
′(1 − 𝑝′)(1 − 𝑝′)
𝑁𝐶(𝑟)
𝜋𝑅2 (1 − 𝑝′)
𝑁𝐵(𝑟)
𝜋𝑅2
(2𝜏+1)     (3.31) 
 
Substituting the values of C(r) and B(r) from equation 3.27 and 3.28, we 
get, 
𝑃𝐼𝑆(𝑟) = 𝑝
′(1 − 𝑝′)(1 − 𝑝′)
𝑁0.39𝜋𝑅2
𝜋𝑅2 (1 − 𝑝′)
𝑁0.61𝜋𝑅2
𝜋𝑅2
(2𝜏+1)
    
or,  𝑃𝐼𝑆(𝑟) = 𝑝
′(1 − 𝑝′)[1+
𝑁
𝜋𝑅2
{0.39𝜋𝑅2+0.61𝜋𝑅2(2𝜏+1)}]
  (3.32) 
Assuming that nodes are uniformly distributed within region N(A), 
therefore, the probability density function of the distance between A and B 
is given by 
𝑓(𝑟) = 2𝑟,         0 < 𝑟 < 𝑅     (3.33) 
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Then, the transition probability 𝑃𝐼𝑆 for node A by considering all possible 
locations of its neighbors is: 
      𝑃𝐼𝑆 = ∫ 𝑓(𝑟)𝑃𝐼𝑆(𝑟)
𝑅
0
𝑑𝑟       (3.34) 
    = ∫ 2𝑟𝑝′(1 − 𝑝′)
[1+
𝑁
𝜋𝑅2
{0.39𝜋𝑅2+0.61𝜋𝑅2(2𝜏+1)}]𝑑𝑟
𝑅
0
     (3.35) 
Substituting the value of 𝑃𝐼𝑆 in equations 3.20 - 3.23, we get the values 
for the steady state probabilities which are used to calculate the 
evaluation parameters in the next section. 
 
3.4. Throughput 
With reference from [15], P(I), P(S), P(C) and P(B) being the 
steady-state probability for state idle, successful transmission, collision 
transmission and back-off states respectively; 𝐷𝐼 ,  𝐷𝑆 , 𝐷𝐶  and 𝐷𝐵  be the 
mean time spent in respective states per transition, and P𝑖 be the limiting 
probability which is equal to the (long run) probability that the process is 
in state i, then, the limiting probability for state I (for example) should be 
proportional to 𝑃(𝐼). 𝐷𝐼. Therefore, 
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𝑃𝑖 =
𝑃(𝑖)𝐷𝑖
∑ 𝑃(𝑗)𝐷𝑗𝑗
     (3.36) 
 
In case of the model this thesis deals with, the throughput of the 
network is the number of transmission that are successful per packet 
transmission time for a node. Therefore, the throughput Th is equal to the 
limiting probability that the node is in state successful transmission state, 
which is, Th=𝑃𝑠 . 
The limiting probability of successful transmission 𝑃𝑆, which is equal to the 
throughput Th can be given by 
Th = 𝑃𝑆 =
𝑃(𝑆)𝐷𝑆
∑ 𝑃(𝑗)𝐷𝑗𝑗
 
 
or, Th =
𝐷𝑠𝑃(𝑆)
𝐷𝐼𝑃(𝐼) + 𝐷𝑠𝑃(𝑆) + 𝐷𝑐𝑃(𝐶) + 𝐷𝐵𝑃(𝐵)
 
Simplifying the equation above, we get,  
   Th =
𝑇𝑃(𝑆)
1+𝑃(𝐼)[𝑎−1]+𝑃(𝑆)[𝑇−1]+𝑃(𝐵)[𝐷𝐵−1]
      (3.37) 
 
3.5. Reachability 
Reachability is the number of nodes in the network that can receive 
at least one copy of a source’s transmission [12]. Assuming that A be the 
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source of flooding packet, as shown in figure 3.6 and the flooding terminates 
after each packet has been retransmitted a maximum of l hops, we calculate 
the reachability of the flooding. 
 
Figure 3.6. Second level of flooding retransmission 
 
Once node A broadcasts a packet to its N neighbors, the nodes that 
are present in the shaded region C(r) are the ones that will further 
retransmit the packet to node B in the second re-transmission level.  With 
reference to [12], the probability that the node B can receive at least one 
copy of A’s packet successful in the second re-transmission is given by 
𝑃𝑏 =Probability that (
node B receives atleast one copy
?̅?𝑏 nodes transmits
) 
     =1- Probability that (
node B receives no copy
?̅?𝑏
) 
R 
r 
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     = 1 − (1 − 𝑃𝑠)
?̅?𝑏               (3.38) 
where, 𝑃𝑏  is the probability of successful reception by a node at any re-
transmission level 
𝑁𝑏 is the expected value of number of nodes in the shaded region of figure 
3.6 and is given by 
?̅?𝑏 = 𝑃𝑆𝑁
2
𝜋𝑅2
∫ (2 cos−1 (
𝑟
2𝑅
) −
𝑟
𝑅2
√𝑅2 −
𝑟2
4
)
𝑅
0
𝑟𝑑𝑟  (3.39) 
The above figure shows the first two retransmission levels in which 
the packet broadcasted by source A gets flooded in the network till two hops, 
which means that l=2 in this case.  
Figure 3.7. Two level of re-transmission of flooding [12] 
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For the first level of transmission, the number of nodes reached can 
be calculated as: 
𝑁1 = 𝑃𝐴𝑁       (3.40) 
Further calculation can be done to calculate the number of nodes reached 
during the second level of transmission as: 
      𝑁2 = (𝛽. 𝑃𝑏 . 𝑁). 𝑁1     (3.41) 
or,         𝑁2 = (𝛽. 𝑃𝑏 . 𝑁). (𝑃𝐴. 𝑁) 
        or,         𝑁2 =  𝛽. 𝑃𝑏 . 𝑃𝐴. 𝑁
2   (3.42) 
where,  
𝛽 is a parameter defined as an expected increase in the coverage of nodes 
through re-transmission. It is generally expressed in percentage. 
With reference to [10], a rebroadcast of a packet after its previous broadcast 
can provide an average coverage of additional 41% area. Therefore, 
throughout the simulation, the value of 𝛽 is fixed to be 0.41.  
Further,  
𝑁3 = (𝛽. 𝑃𝑏 . 𝑁). 𝑁2 
𝑜𝑟, 𝑁3 = (𝛽. 𝑃𝑏 . 𝑁). 𝛽. 𝑃𝑏 . 𝑃𝐴. 𝑁
2 
𝑜𝑟, 𝑁3 = (𝛽. 𝑃𝑏 . 𝑁)
2. 𝑃𝐴. 𝑁   (3.43) 
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Therefore, for l re-transmission levels, 
  𝑁𝑙 = (𝛽. 𝑃𝑏 . 𝑁)
𝑙−1. 𝑃𝐴. 𝑁   (3.44) 
Substituting the value of 𝑃𝑏 from equation 3.38 we get, 
𝑜𝑟, 𝑁𝑙 = [𝛽. { 1 − (1 − 𝑃𝑠)
?̅?𝑏}. 𝑁]
𝑙−1
. 𝑃𝐴. 𝑁   (3.45) 
The potential total number of nodes that receives source A’s 
transmitted packet based on a fixed number of neighborhood is measured 
as the reachability of the flooding (𝑁𝑇) carried out by node A in the network, 
and is calculated by, 
𝑁𝑇 = 𝑃𝐴𝑁 + 𝑃𝐴𝑁 ∑ 𝑃𝑏
𝑗
𝑙−1
𝑗=1
𝑁𝑗𝛽𝑗 
 
 or, 𝑁𝑇 = 𝑃𝐴𝑁
(𝑃𝑏𝑁𝛽)
𝑙−1
𝑃𝑏𝑁𝛽−1
                (3.46) 
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Chapter 4  
Results and Discussion 
4.1. Model Parameters 
Table 4.1. Model Parameters  
Parameter Description Value 
p Packet generation probability 0.1~1 
T Packet transmission time 1 
R Transmission range 1 
𝐶𝑊𝑚𝑖𝑛 Minimum contention window 
size 
32 
m Maximum number of re-
transmission trials 
3 
a Propagation delay (slot 
duration) 
0.1~0.3 
l Retransmission levels 1~4 
β Expected increase in second 
transmission 
0.41 
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4.2. Results 
With the formulae derived in chapter 3, we have calculated the 
throughput and compared the results obtained with [14]. Figure 4.1shows 
the calculated throughput of the proposed model calculated with a=0.1 and 
packet generation probability ranging from 0.1 to 1.  
The number of successful transmission carried out by a node in this 
model, which is termed as throughput, is comparatively higher than the 
model which has no re-transmission process in [14]. At lower probability, 
the proposed model has better performance by 51%. The difference 
between the throughput decreases as the probability increases. However, 
the throughput of the proposed model still remains higher. 
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Figure 4.1. Throughput comparison at a=0.1 
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Figure 4.2 shows the throughputs of the proposed model at a=0.1 
versus the packet generation probability for various number of nodes in the 
network. For n=2, as the packet generation probability increases, the 
possibility of transmitting more number of packets by a node also increases; 
thereby increasing the throughput. However, as the value of n increases, the 
number of nodes sensing and trying to transmit over a channel increases 
resulting in the decrement of throughput of the network.  
 As the number of nodes reaches 30, there seem to be a certain level 
of throughput saturation. This could indicate that the model proposed could 
give increasing throughput with density of nodes less than 30. However, this 
can be altered by varying the parameters that effect the throughput of the 
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Figure 4.2. The throughput of the model at a=0.1 
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network. Although it appears to saturate after n=30, numerically, the 
throughput decreases very gradually for lesser values of p and can be shown 
in figure 4.3 as below. 
Fig, 4.4. The throughput of the model at a=0.2 
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Figure 4.4 shows the change in throughput values of the model when 
the value of propagation delay is varied. Comparing figure 4.3 and 4.4, it is 
clear that the model behavior remains the same as the packet generation 
probability increases. However, with an increase in the value of ‘a’ from 0.1 
to 0.2, the throughput of the network decreases from 0.245 to 0.1635 for 
n=2. This applies to all values of n considered in the figure. The reason for 
this decrement is that along with an increase in propagation delay, the slot 
duration also increases. Therefore, the duration that the slot is exposed to 
other nodes for a transmission also increases. This causes for more number 
of nodes attempting to transmit at the same time and at the same slot, which 
results in increased number of collisions. The increases number of collisions 
in the network definitely causes decrease in the throughput of the network.     
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Figure 4.5. Impact of various values of 'a' and 'p' on throughput of the model 
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Figure 4.5 shows the impact of propagation delay and packet 
generation probability on throughput. The reasons of this behavior have 
been discussed above. 
 
Figure 4.6 shows that the average throughput of the network with the 
proposed model shows the same behavior with respect to the number of 
nodes present in the network. However, with respect to the propagation 
delay, the average throughput decreases. 
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 51 
 
 
 
Figure 4.7 shows the comparison of reachability parameter between 
the proposed model and [14] with a fixed number of neighborhood N=8 
around a node and the expected percentage of increase in coverage area for 
any level of retransmission level set to be 0.41 as discussed in chapter 3. The 
potential number of reachable nodes under the above mentioned criteria by 
the proposed model is seen to be comparatively higher than the model in 
[14]. As the retransmission level increases, the number of nodes reachable 
by the flooding wave also increases in both cases. However, with the 
introduction of the back-off state in the proposed model, the difference 
between the number of nodes reachable by both the models also increases 
at higher re-transmission levels. 
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Similarly, figure 4.8 shows the possible number of nodes reachable 
versus varying packet generation probability. When comparing with the 
model without the back-off scheme, the reachability of the proposed model 
is higher even as the probability of packet generation increases. 
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Chapter 5  
Conclusions and Future Works 
5.1. Conclusions 
 In this thesis, we consider a scenario involving flooding in wireless ad 
hoc networks and studying the behavior of a node using the concept of 
Markov chain. As stated in Chapter 1, this thesis aims to improve the 
network performance, specifically, throughput and reachability of the 
network. This study does not relate to the latency or message overhead 
caused as a result of re-transmission by a node to ensure the reception of 
the message its neighbor. With basic understanding of ad hoc networks and 
detailed knowledge of flooding phenomenon, along with the modelling 
using Markov chain, the results obtained was evaluated and compared with 
previous research. The comparison proves that the performance of the 
proposed model is better than the previous one.  
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5.1.1. Chapter 2 
In this chapter, we presented an introduction to wireless ad hoc 
networks and listed the various routing protocols that are categorized based 
on different requirements. The basic phenomenon, advantages and 
disadvantages of the flooding mechanism in ad hoc networks are also 
introduced. Moreover, the semi-markovian prediction model along with the 
difference between general birth-death process and non birth-death process 
is also mentioned. Last but not the least, previous researches have been 
introduced and summary of a previous work to which this thesis could relate 
to have been presented. 
 
5.1.2. Chapter 3 
In this chapter, we listed some basic assumptions considered in order 
to derive the evaluation parameters for the model. The assumptions 
considered included the process in which the probability of a node listening 
to the channel, no mobility, MAC CSMA model and the definition of 
evaluated parameters. This chapter includes the network model of a channel 
and a node implementing the Markov chain model. The states considered 
while modeling the channel are idle state and busy state. The states 
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considered while modeling a node are idle state, successful transmission 
state, collision transmission state and back-off state. 
 Further, the derivations of throughput and reachability parameters 
are also included.  
 
5.1.3. Chapter 4 
 In this chapter, using the formulae derived in chapter 3 is used and 
the results are calculated accordingly. The obtained results are further 
compared with a previous research work which was summarized in chapter 
2. The compared results show that the proposed model has better 
performance than the previous research in context of both the parameters. 
This section presents results showing the behavior of the model as some 
parameters like propagation delay and transmission probability changes 
within some ranges.  
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5.2. Future Work 
  In the future, we plan to extend our research by simulating the 
flooding environment in a simulator and validate the calculated results with 
the simulated one. Another future work could include analyzing the 
behavior of the model more by varying the parameters that effect the back-
off state. The study in this thesis assumes no mobility. Further research 
could include a scenario with mobile nodes and simulation could be carried 
out again to validate the results. 
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