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Abstract. The multiobjective optimization model studied in this paper deals with simulta-
neous minimization of ﬁnitely many linear functions subject to an arbitrary number of uncertain
linear constraints. We ﬁrst provide a radius of robust feasibility guaranteeing the feasibility of the
robust counterpart under aﬃne data parametrization. We then establish dual characterizations of
robust solutions of our model that are immunized against data uncertainty by way of characterizing
corresponding solutions of robust counterpart of the model. Consequently, we present robust duality
theorems relating the value of the robust model with the corresponding value of its dual problem.
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1. Introduction. Consider the deterministic multiobjective linear semi-inﬁnite
program of the form
(1.1)
(P ) V-min
x∈Rn
(
c1 x, . . . , c

mx
)
such that (s.t.) at x ≥ bt ∀t ∈ T,
where V-min stands for vector minimization, ci ∈ Rn for all i ∈ I := {1, . . . ,m},
the superscript  denotes transpose, (at, bt) ∈ Rn × R for all t ∈ T , and the index
set T is arbitrary. When T is ﬁnite, (P ) becomes an ordinary multiobjective linear
optimization problem, whereas, when T is inﬁnite, (P ) is a multiobjective linear semi-
inﬁnite optimization problem. Some potential applications of these models have been
discussed in [9]. In particular, whenever m = 1, (P ) becomes a single-objective linear
semi-inﬁnite program which has been extensively studied in the literature (see [8, 13]
and other references therein).
When dealing with real-world optimization problems, the input data associated
with a multiobjective linear semi-inﬁnite program are often noisy or uncertain due
to prediction or measurement errors. For example, a multiobjective optimization
problem arising in industry or commerce might involve various costs, ﬁnancial returns,
and future demands that might be unknown at the time of the decision. They have
to be predicted and are replaced with their forecasts. They often result in prediction
errors. Similarly, some of the data, such as the contents associated with raw materials,
might be hard to measure exactly. These input data are subject to measurement
errors.
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In the single-objective optimization case of constraint data uncertainty, Ben-Tal,
El Ghaoui, and Nemirovski [2] provided a highly successful computationally tractable
treatment of the robust optimization approach for linear as well as convex optimiza-
tion problems under data uncertainty. Recently, single-objective linear semi-inﬁnite
programming problems under constraint data uncertainty were studied in [10].
In the same vein as in [10], the multiobjective linear problem (P ) in the face of
data uncertainty in the constraints can be captured by a parameterized multiobjective
linear problem of the form
(1.2)
(Pu) V-min
x∈Rn
(
c1 x, . . . , c

mx
)
s.t. vt x ≥ wt ∀t ∈ T,
where ci are given deterministic vectors in R
n for all i ∈ I, and u = (v, w) : T → Rn×R
represents a selection of a given uncertain set-valued mapping U : T ⇒ Rn+1 (in
short, u ∈ U). Let Ut := U(t) ⊂ Rn+1 for all t ∈ T . Hence, in this robust model, the
uncertainty set is the graph of U , that is, gphU = {(t, ut) : ut ∈ Ut, t ∈ T }.
A robust decision maker facing uncertainty in the constraints intends to guarantee
the feasibility of her/his decisions, so that the robust counterpart of the parametric
problem (Pu)u∈U is the deterministic problem
(1.3)
(RP ) V-min
x∈Rn
(
c1 x, . . . , cmx
)
s.t. vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ T,
where the uncertain constraints are enforced for every possible value of the data within
the prescribed uncertainty set gphU . Notice that (RP ) is an ordinary multiobjective
linear problem whenever gphU is ﬁnite (unlikely in practice). Otherwise, it is a
multiobjective linear semi-inﬁnite optimization problem.
It is worth noting that if the uncertainty also occurs in the objective functions
of problem (P ), then its corresponding robust counterpart can be rewritten in the
form of (RP ). For instance, assume that, for each i ∈ I, the vector ci is an uncertain
parameter belonging to the uncertainty set Vi. Then, the robust counterpart of the
associated parametric problem is given by
V-min
x∈Rn
(
supc1∈V1 c

1 x, . . . , supcm∈Vm c

mx
)
s.t. vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ T,
which is equivalent to
(1.4)
V-min
x∈Rn,z∈Rm
(
e1 z, . . . , e

mz
)
s.t. ei z − ci x ≥ 0 ∀ci ∈ Vi, i ∈ I,
vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ T,
where {e1, . . . , em} is the canonical basis of Rm.
Following the work of scalar robust optimization (see [1, 2, 14]), some of the key
questions of multiobjective optimization under data uncertainty include the following:
I. (Guaranteeing robust feasibility) How can one guarantee feasibility for all
realizations of an uncertain scenario?
II. (Identifying robust solutions) How can one characterize a robust solution that
is immunized against data uncertainty?
III. (Developing robust duality) How can one relate worst-case (robust counter-
part) value with the best-case (optimistic dual) value?
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In this paper, we provide some answers to the above questions for the multiob-
jective linear semi-inﬁnite programming problem with uncertain constraints within
the robust optimization framework. In particular, we ﬁrst establish a radius of ro-
bust feasibility guaranteeing the feasibility of the robust counterpart under aﬃne data
parametrization. Then, we provide dual characterizations of robust solutions of our
uncertain model by way of characterizing corresponding solutions of robust counter-
part of the uncertain model. Finally, we present robust duality theorems for our
uncertain multiobjective problem.
2. Radius of robust feasibility. In this section, we discuss the feasibility of
the robust counterpart of our uncertain multiobjective model under aﬃne data per-
turbations.
We begin by introducing some notation and preliminary deﬁnitions. Given a
subset E of a linear space (equipped with a topology not necessarily compatible with
the linear structure), convE, coneE, intE, clE, and bdE denote the convex hull,
the convex conical hull, the interior, the closure, and the boundary of E, respectively.
By 0n, ‖·‖, Bn, Rn+, and Rn++, we denote the zero vector, the Euclidean norm, the
Euclidean closed unit ball, the nonnegative orthant, and the positive orthant in Rn,
respectively. We also denote by d the Euclidean distance. For a convex cone K ⊂ Rn,
its positive polar cone is deﬁned as K+ :=
{
y ∈ Rn : xy ≥ 0 ∀x ∈ K}. Let R(T ) be
the linear space of mappings μ ∈ RT such that {t ∈ T : μt = 0} is ﬁnite and let us
denote by R
(T )
+ the positive cone in R
(T ). Finally, we recall a useful characterization
of feasibility of linear semi-inﬁnite systems which can be found in [13, Theorem 4.4].
Lemma 2.1. Let M be an index set and let (vt, wt) ∈ Rn×R for all t ∈ M . Then,
{x ∈ Rn : vt x ≥ wt, t ∈ M} = ∅ if and only if (0n, 1) /∈ cl cone{(vt, wt) : t ∈ M}.
Next, we ﬁrst discuss the feasibility of the robust counterpart of the uncertain
multiobjective model under aﬃne data perturbations under the norm data uncertainty
case, where the uncertainty is described as a ball. In other words, let α ≥ 0 and study
the feasibility of the problem
(RPα) V-min
x∈Rn
(
c1 x, . . . , cmx
)
s.t. vt x ≥ wt ∀(vt, wt) ∈ (v¯t, w¯t) + αBn+1, t ∈ T,
where the feasible set {x ∈ Rn : v¯t x ≥ w¯t, t ∈ T } of the unperturbed problem (RP0)
is nonempty. The general case where the uncertainty set is not necessarily a ball will
be treated later on.
Let Ut := (v¯t, w¯t) + αBn+1 be the norm data uncertainty set. Let U : T ⇒ Rn+1
be deﬁned as U(t) := Ut for all t ∈ T . The radius of feasibility of the parameterized
robust counterpart problem (RPα) associated with U is deﬁned to be
(2.1) ρ(U) := sup {α ∈ R+ : the feasible set of (RPα) is nonempty} .
We observe that ρ(U) is a nonnegative real number as {x ∈ Rn : v¯t x ≥ w¯t, t ∈
T } = ∅. To see that ρ(U) < +∞, we note that for a given t ∈ T , (0n, 1) ∈ (v¯t, w¯t) +
αBn+1 for a positive large enough α, in which case the corresponding problem (RPα)
is not feasible by Lemma 2.1. This shows that ρ(U) < +∞.
Moreover, the supremum in the deﬁnition of ρ(U) (see (2.1)) may not always be
attained, as illustrated in the following simple example, where {Ut, t ∈ T } is a ﬁnite
family of closed balls.
Example 2.2. Let T = {1, 2}, (v¯1, w¯1) = (1, 1, 0), (v¯2, w¯2) = (−1, 1, 0), and α = 1.
Let U1 = (1, 1, 0) + B3 and U2 = (−1, 1, 0) + B3. Then, by introducing the index set
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TR :=
⋃
t∈T Ut, we get
cl coneTR = cl
[{
x ∈ R3 : x2 > 0
} ∪ (R×{02})] = R× R+ × R,
so that (02, 1) ∈ cl coneTR and so Lemma 2.1 implies that (RPα) is infeasible for
α = 1. Moreover, it is easy to show that (RPα) is feasible for any α < 1. So, ρ(U) = 1
and the supremum in the deﬁnition of ρ(U) is not attained.
Next, we provide a suﬃcient condition guaranteeing that the supremum in the
radius of robust feasibility (2.1) is attained. To do this, recall that for a closed and
convex set A, its recession cone A∞ is deﬁned by
A∞ := {d : x+ γd ∈ A ∀γ ≥ 0, x ∈ A}.
Below, we show that, if the recession cone A∞ of the feasible set A of the unperturbed
problem is a subspace, then the supremum in (2.1) is attained. Observe that A∞ =
{x ∈ Rn : v¯t x ≥ 0, t ∈ T } = (cone{v¯t, t ∈ T })+. So, A∞ is a subspace if and only if
cl cone{v¯t, t ∈ T } is a subspace (a condition in terms of the data). We note that this
assumption is satisﬁed when the corresponding feasible set A can be written as the
Minkowski sum of a convex compact set and a subspace.
Proposition 2.3. Let A := {x ∈ Rn : v¯t x ≥ w¯t, t ∈ T } = ∅. Suppose that A∞
is a subspace. Then the supremum in (2.1) is attained.
Proof. Let ρ(U) ∈ R+ be the supremum introduced in (2.1). If ρ(U) = 0, then
the supremum is automatically attained as A = ∅. So, we assume that ρ(U) > 0 and
let αk ∈ (0, ρ(U)) be such that αk → ρ(U). Then, for each k, there exists xk ∈ Rn
such that vt x
k − wt ≥ 0 for all (vt, wt) ∈ (v¯t, w¯t) + αkBn+1, t ∈ T. This implies that
v¯t x
k − w¯t + inf
(at,bt)∈Bn+1
αk(at x
k − bt) ≥ 0 ∀ t ∈ T.
So, we have
(2.2) v¯t x
k − w¯t − αk‖(xk,−1)‖ ≥ 0 ∀ t ∈ T.
Next we show that {xk} is a bounded sequence. Suppose, on the contrary, that
‖xk‖ → ∞. We may assume that xk‖xk‖ → u ∈ A∞ with ‖u‖ = 1. Dividing by ‖xk‖
on both sides of (2.2) and passing to the limit, we have
(2.3) v¯t u− ρ(U) ≥ 0 ∀ t ∈ T.
By our assumption A∞ is a subspace. As u ∈ A∞ and ‖u‖ = 1, we see that −u ∈ A∞.
Take any x0 ∈ A. Then x0 − γu ∈ A for all γ ≥ 0. This implies that v¯t u ≤ 0 for all
t ∈ T . This contradicts (2.3), and so the claim follows.
Consequently, and by passing to subsequence if necessary, we may assume that
xk → x¯. Passing to the limit in (2.2), we have v¯t x¯−w¯t−ρ(U)‖(x¯,−1)‖ ≥ 0 for all t ∈
T . This implies that, for any (vt, wt) ∈ (v¯t, w¯t) + ρ(U)Bn+1, t ∈ T , we have
vt x¯− wt ≥ v¯t x¯− w¯t + inf
(at,bt)∈Bn+1
ρ(U){at x¯− bt}
≥ v¯t x¯− w¯t − ρ(U)‖(x¯,−1)‖ ≥ 0.
Hence, x¯ is a feasible point of (RPρ(U)) and so, the supremum in (2.1) is attained.
Example 2.2 violates the condition in Proposition 2.3. Indeed, in this case,
{x ∈ Rn : v¯t x ≥ w¯t, t ∈ T }∞ = {(x1, x2) ∈ R2 : x2 ≥ |x1|}
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is not a subspace.
Below, we provide a formula for computing the radius of robust feasibility. To do
this, we ﬁrst recall some notation. Consider the parameter space Θ := (Rn)
T × RT .
One can endow the parameter space Θ with the extended metric d˜ of the uniform
convergence on T ; that is,
d˜ ((v, w), (p, q)) := sup
t∈T
‖(vt, wt)− (pt, qt)‖ for (v, w), (p, q) ∈ Θ.
Observe that we may have d˜ ((v, w), (p, q)) = +∞.
Consider the following sets of parameters:
Θc :=
{
(v, w) ∈ (Rn)T × RT : ∃x ∈ Rn, vt x ≥ wt ∀t ∈ T
}
,
Θ∞ :=
{
(v, w) ∈ (Rn)T × RT : d˜ ((v, w),Θc) = +∞
}
, and
Θs :=
{
(v, w) ∈ (Rn)T × RT : ∃ a ﬁnite S ⊂ T, {vt x ≥ wt ∀t ∈ S} is not feasible
}
.
Recall also the so-called hypographical set [5] of the system {vt x ≥ wt, t ∈ T } deﬁned
as
(2.4) H(v, w) := conv {(vt, wt), t ∈ T }+ R+ {(0n,−1)} .
The next result provides a formula for the radius of robust feasibility. The proof of
this formula relies heavily on the characterization of the elements of Θc and some use-
ful results relating the hypographical set and Θc,Θ∞, and Θs which are summarized
in following lemma.
Lemma 2.4. Let (v, w) ∈ Θ. Then, the following statements hold:
(i) 0n+1 ∈ intH(v, w) if and only if (0n, 1) ∈ int cone {(vt, wt), t ∈ T }.
(ii) If (v, w) /∈ Θ∞, then (v, w) ∈ bdΘc if and only if (v, w) ∈ bdΘs.
(iii) If (v, w) ∈ Θc, then d˜((v, w),Θ\Θc) = d˜ ((v, w), bdΘc).
(iv) d˜ ((v, w), bdΘs) = d (0n+1, bdH(v, w)).
(v) (v, w) ∈ Θ∞ if and only if supt∈T {wt − vt x} ≡ +∞∀x ∈ Rn.
(vi) If (v, w) ∈ Θc, then d˜((v, w),Θ\Θc) = c(v, w) where c(v, w) is the so-called
consistency value of (v, w) deﬁned by c(v, w) := supx∈Rn inft∈T
vt x−wt
‖(x,−1)‖ .
Proof. Statement (i) is from [5, Lemma 5], statement (ii) is from [5, Theorem
5], statement (iii) is from [5, Corollary 1], statement (iv) is from [5, Theorem 6],
statement (v) is from [6, Theorem 3], and, ﬁnally, statement (vi) follows from [5,
Theorem 7].
Theorem 2.5 (radius of robust feasibility). Let (v¯t, w¯t) ∈ Rn × R, t ∈ T , with
{x : v¯t x ≥ w¯t, t ∈ T } = ∅. Let Ut := (v¯t, w¯t) + αBn+1, t ∈ T, and let U : T ⇒ Rn+1
be deﬁned by U(t) = Ut. Then,
ρ(U) = d (0n+1, H(v¯, w¯)) ,
where ρ(U) is the radius of robust feasibility given as in (2.1) and H(v¯, w¯) is given as
in (2.4).
Proof. We ﬁrst show that 0n+1 /∈ intH(v¯, w¯). Otherwise, Lemma 2.4 (i) gives us
(0n, 1) ∈ int cone {(v¯t, w¯t), t ∈ T } ⊂ cl cone {(v¯t, w¯t), t ∈ T } .
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Then, Lemma 2.1 implies that {x : v¯t x ≥ w¯t, t ∈ T } = ∅. This contradicts the
feasibility assumption (v¯, w¯) ∈ Θc. Hence, one has 0n+1 /∈ intH(v¯, w¯), and so,
(2.5) d (0n+1, bdH(v¯, w¯)) = d (0n+1, clH(v¯, w¯)) = d (0n+1, H(v¯, w¯)) .
We also note that (v¯, w¯) /∈ Θ∞. Otherwise, by Lemma 2.4 (v), supt∈T {w¯t − v¯t x} =
+∞ for all x ∈ Rn, but this contradicts the fact that {x : v¯t x ≥ w¯t, t ∈ T } = ∅.
Now, it follows from (2.5) and Lemma 2.4 that
d˜ ((v¯, w¯),Θ\Θc) = d˜ ((v¯, w¯), bdΘc)
= d˜ ((v¯, w¯), bdΘs)
= d (0n+1, bdH(v¯, w¯)) = d (0n+1, H(v¯, w¯)) ,(2.6)
where the ﬁrst equality is from Lemma 2.4 (iii), the second equality is from Lemma
2.4 (ii), and the third equality follows from Lemma 2.4 (iv).
Let α ∈ R+ be such that the feasible set of (RPα) is nonempty. Then, (vt, wt) ∈
Ut, t ∈ T (with Ut = (v¯t, w¯t) + αBn+1) implies that (v, w) ∈ Θc. Since (vt, wt) ∈ Ut,
t ∈ T if and only if d˜ ((v¯, w¯), (v, w)) ≤ α, we can, equivalently, say that (v, w) ∈ Θ\Θc
implies that d˜ ((v¯, w¯), (v, w)) > α. Therefore, (2.6) gives us that d (0n+1, H(v¯, w¯)) =
d˜ ((v¯, w¯),Θ\Θc) ≥ α and, as a consequence of (2.1),
ρ(U) ≤ d (0n+1, H(v¯, w¯)) .
We now show that ρ(U) = d (0n+1, H(v¯, w¯)). To see this, we proceed by the
method of contradiction and suppose that there exists α¯ ∈ R such that ρ(U) < α¯ <
d (0n+1, H(v¯, w¯)). Let Ut := (v¯t, w¯t) + α¯Bn+1 for all t ∈ T . Then, by the deﬁnition of
ρ(U),
(2.7) {x : vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ T } = ∅.
Now, recall that
c(v¯, w¯) := sup
x∈Rn
inf
t∈T
v¯t x− w¯t
‖(x,−1)‖
is the so-called consistency value of (v¯, w¯). Then, from (2.6) and Lemma 2.4 (vi), we
have
d (0n+1, H(v¯, w¯)) = d˜
(
(v¯, w¯),Θ\Θc
)
= c(v¯, w¯).
It then follows that c(v¯, w¯) > α¯, and so, there exists x¯ ∈ Rn such that inft∈T v¯

t x¯−w¯t
‖(x¯,−1)‖ >
α¯. This implies that v¯t x¯− w¯t > α¯‖(x¯,−1)‖ for all t ∈ T . Then, for each (vt, wt) ∈ Ut
and for each t ∈ T ,
vt x¯− wt = v¯t x¯− w¯t + 〈(vt, wt)− (v¯t, w¯t), (x¯,−1)〉
> α¯‖(x¯,−1)‖ − d˜((v, w), (v¯, w¯)) ‖(x¯,−1)‖ ≥ 0.
This contradicts (2.7), and so, the conclusion follows.
Remark 2.6. From the proof of the radius of robust feasibility, we indeed have
ρ(U) = d (0n+1, H(v¯, w¯)) = sup
x∈Rn
inf
t∈T
v¯t x− w¯t
‖(x,−1)‖ .
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We now provide two examples to illustrate how the radius of robust feasibility
can be computed.
Example 2.7. Consider the same example as in Example 2.2; that is, T = {1, 2},
(v¯1, w¯1) = (1, 1, 0), (v¯2, w¯2) = (−1, 1, 0), and α = 1. As calculated in Example
2.2, ρ(U) = 1. Now, since H(v¯, w¯) = conv {(1, 1, 0), (−1, 1, 0)} + R+ (0, 0,−1), the
point of H(v¯, w¯) closest to 03 is (0, 1, 0) and so d (03, H(v¯, w¯)) = 1. This shows that
ρ(U) = H(v¯, w¯) = 1.
Example 2.8. Consider the multiobjective problem
(RP ) V-min
x∈R2
(x1, x2)
s.t. vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ [0, 1] ,
where Ut = (v¯t, w¯t) + αBn+1, with (v¯t, w¯t) =
(
t, 1− t, t− t2) for all t ∈ [0, 1]. The
feasible set of
{
v¯t x ≥ w¯t ∀t ∈ [0, 1]
}
is
{
x ∈ R2+ :
√
x1 +
√
x2 = 1
}
+ R2+ (recall [13,
Example 1.1]). Moreover,
H(v¯, w¯) := conv
{(
t, 1− t, t− t2) , t ∈ [0, 1]}+ R+ {(0, 0,−1)}
is contained in the hyperplane
{
x ∈ R3 : x1 + x2 = 1
}
, so that the point of H(v¯, w¯) =
bdH(v¯, w¯) closest to the origin is projH(v¯,w¯) (03) =
(
1
2 ,
1
2 , 0
)
, and so d (03, H(v¯, w¯)) =
d (03, bdH(v¯, w¯)) =
∥∥( 1
2 ,
1
2 , 0
)∥∥ = √22 .
On the other hand, direct veriﬁcation shows that (RPα) is feasible for α <
√
2
2 and
(RPα) is not feasible for α =
√
2
2 (the constraint corresponding to t =
1
2 is 0

2 x ≥ 14 ).
So, ρ(U) = d (03, H(v¯, w¯)) =
√
2
2 , where the supremum is not attained (observe that
cl cone{v¯t, t ∈ T } = R2+ is not a subspace).
Now we consider a more general case where the uncertain set-valued mapping for
aﬃne data perturbations takes the form
(2.8) Ut := (v¯t, w¯t) + αtZ ∀t ∈ T,
with (v¯, w¯) ∈ Θc, Z ⊂ Rn+1 a compact set such that 0n+1 ∈ Z, and α ∈ l∞+ (T ), where
l∞+ (T ) denotes the positive cone of the Banach space l
∞(T ) of all bounded functions
of RT equipped with the norm ‖α‖∞ := supt∈T |α(t)|. The next corollary guarantees
the feasibility of the robust counterpart (RP ) associated with U as in (2.8) for small
enough α.
Corollary 2.9 (suﬃcient feasibility condition). Let (v¯t, w¯t) ∈ Rn × R, t ∈ T ,
with {x : v¯t x ≥ w¯t, t ∈ T } = ∅. Let μ > 0, Z be a compact set with 0n+1 ∈
Z ⊂ μBn+1, and Ut := (v¯t, w¯t) + αtZ, t ∈ T . Let U : T ⇒ Rn+1 be deﬁned by
U(t) = Ut. Then, the robust counterpart associated with U as in (2.8) is feasible for
any α ∈ l∞+ (T ) such that
‖α‖∞ <
d (0n+1, clH(v¯, w¯))
μ
.
Proof. It is an immediate consequence of Theorem 2.5 as μ ‖α‖∞ < ε entails that
αtZ ⊂ εBn+1 for all t ∈ T .
The results of this section, including Corollary 2.9, can be easily adapted to
multiobjective linear semi-inﬁnite programming with uncertainty in all data by using
its reformulation (1.4), where the uncertainty in the objective has been transferred to
the constraints.
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3. Robust optimality. In this section, we derive conditions characterizing ro-
bust solutions of a multiobjective linear semi-inﬁnite programming problem with un-
certain constraints.
We ﬁrst recall diﬀerent concepts of a solution for a deterministic multiobjective
linear semi-inﬁnite program as in (1.1) where the feasible set of (P ), denoted by X0,
is assumed to be nonempty. A feasible solution x¯ ∈ X0 is said to be eﬃcient for (P )
if there is no x ∈ X0 such that ci x ≤ ci x¯ for all i ∈ I and cj x < cj x¯ for at least one
j ∈ I. Analogously, x¯ ∈ X0 is said to be weakly eﬃcient if there is no x ∈ X0 such
that ci x < c

i x¯ for all i ∈ I. Moreover, x¯ ∈ X0 is said to be properly eﬃcient (in
Geoﬀrion’s sense) if there exists ρ > 0 such that, for all i ∈ I and x ∈ X0 satisfying
ci x < c

i x¯, there exists j ∈ I such that cj x > cj x¯ and c

i x¯−ci x
cj x−cj x¯
≤ ρ.
Let Δm+ := {λ ∈ Rm+ :
∑m
i=1 λi = 1} and Δm++ := {λ ∈ Rm++ :
∑m
i=1 λi = 1}.
As X0 is a convex set, then it is known (see [7, Chapter 3]) that x¯ ∈ X0 is weakly
eﬃcient if and only if there exists λ ∈ Δm+ such that x¯ ∈ argminx∈X0(
∑m
i=1 λ¯ic

i x),
and x¯ ∈ X0 is properly eﬃcient in the sense of Geoﬀrion if and only if there exists
λ ∈ Δm++ such that x¯ ∈ argminx∈X0(
∑m
i=1 λic

i x).
3.1. Robust solutions. Recall the robust counterpart introduced in (1.3) of the
multiobjective linear semi-inﬁnite program with uncertain constraints. Observe that,
by letting TR :=
⋃
t∈T Ut, the program (RP ) can be equivalently written as follows:
V-min
x∈Rn
(
c1 x, . . . , c

mx
)
s.t. vx ≥ w ∀(v, w) ∈ TR.
The feasible set of (RP ), denoted by X , is said to be the set of robust feasible solutions
of (Pu).
Definition 3.1 (robust eﬃcient solutions). A given x¯ ∈ Rn is said to be a
robust eﬃcient ( robust weakly eﬃcient, robust properly eﬃcient) solution of (Pu)
whenever x is an eﬃcient (weakly eﬃcient, properly eﬃcient) solution of the robust
counterpart (RP ). Denote by XE, XpE, and XwE the sets of robust eﬃcient points,
robust properly eﬃcient points, and robust weakly eﬃcient points, respectively.
Obviously, XpE ⊂ XE ⊂ XwE, with X = XwE whenever ci = 0n for some i ∈ I,
and X = XpE in the trivial case that ci = 0n for all i ∈ I.
Let us give an example illustrating the diﬀerent robust solutions for an uncertain
multiobjective linear semi-inﬁnite programming problem.
Example 3.2. Consider the uncertain problem with deterministic objectives
(Pu) V-min
x∈R2
(x1, x2)
s.t. v(k,t)x ≥ w(k,t) ∀(k, t) ∈ N× ([0, 1] ∪ {2}) ,
where u ∈ U and U : N × ([0, 1] ∪ {2}) ⇒ R3 is the uncertain set-valued mapping
deﬁned by U(k,t) :=
(
a¯(k,t), b¯(k,t)
)
+ αB3 for all (k, t) ∈ N × ([0, 1] ∪ {2}), with α > 0
and
(
a¯(k,t), b¯(k,t)
)
:=
{ (
kt, k (1− t) , k (t− t2)− 1) if (k, t) ∈ N× [0, 1] ,
(−k,−k,−2k− 1) if (k, t) ∈ N× {2} .
It can be checked that the systems{
a¯(k,t)x ≥ b¯(k,t) ∀(k, t) ∈ N× ([0, 1] ∪ {2})
}
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and {
tx1 + (1− t)x2 ≥ t− t2, ∀t ∈ [0, 1] ;−x1 − x2 ≥ −2
}
have the same feasible set F := conv (D ∪ {2e1, 2e2}), where D := {x ∈ R2+ :
√
x1 +√
x2 = 1} (see [12, Example 1] and [13, Example 1.1] for details). Since F ⊂ 3B3,
there exists δ > 0 such that the feasible set of any system of the form
(3.1)
{
v1(k,t)x1 + v
2
(k,t)x2 ≥ w(k,t) ∀(k, t) ∈ N× ([0, 1] ∪ {2})
}
such that
(3.2)
∥∥∥(v1(k,t), v2(k,t), w(k,t))− (kt, k(1− t), k(t− t2)− 1)∥∥∥ ≤ δ ∀(k, t) ∈ N× [0, 1] ,
and
(3.3)
∥∥∥(v1(k,2), v2(k,2), w(k,2))− (−k,−k,−2k− 1)∥∥∥ ≤ δ ∀k ∈ N
is also contained in 3B3 (see [13, Corollary 6.2.1] for details). Moreover, if the inequal-
ities (3.2) and (3.3) hold with δ replaced with 1√
3
min
{
1√
10
, δ
}
then the feasible set
of (3.1) is F too (see [12, Example 1]). So, if α ≤ 1√
3
min
{
1√
10
, δ
}
, the set of robust
feasible solutions of (Pu) is X = F , whereas it is easy to see that XpE = D\ {e1, e2},
XE = D, and XwE = D ∪ conv {e1, 2e1} ∪ conv {e2, 2e2}.
3.2. Characterizations of robust eﬃcient solutions. We now provide some
simple characterizations for the robust weakly eﬃcient solutions and robust properly
eﬃcient solutions. These characterizations involve the so-called active cone at x¯ ∈ X ,
A (x¯) := cone
{
v : (v, w) ∈ TR and vx¯ = w
} ⊂ Rn,
deﬁned in terms of the data of the problem (RP ), which is closely related to the cone
of feasible directions at x¯ ∈ X , given by
D (X ; x¯) := {d ∈ Rn : ∃μ > 0 such that x¯+ μd ∈ X} .
On the other hand, the program (RP ) (or its constraints system) is said to satisfy
the Farkas–Minkowski constraint qualiﬁcation (FMCQ) when X = ∅ and any linear
consequence of
{
vx ≥ w, (v, w) ∈ TR
}
is also consequence of some ﬁnite subsystem.
FMCQ holds if and only if cone {TR ∪ (0n,−1)} is closed. Moreover, FMCQ holds
whenever {Ut, t ∈ T } is a ﬁnite family of ﬁnite sets. We will say that (RP ) satis-
ﬁes the local Farkas–Minkowski constraint qualiﬁcation (LFMCQ) at x¯ ∈ X when
D (X ; x¯)
+
= A (x¯) or, equivalently, when any consequence of
{
vx ≥ w, (v, w) ∈ TR
}
determining a supporting hyperplane to X at x¯ is also consequence of some ﬁnite
subsystem. Obviously, if (RP ) satisﬁes the FMCQ, then it also satisﬁes the LFMCQ
at any x¯ ∈ X . These constraint qualiﬁcations allow us to replace D (X ; x¯)+ by A (x¯),
with A (x¯) being expressed in terms of the data of the problem. Given a feasible
solution x of a scalar linear semi-inﬁnite program min
{
cx : x ∈ X} , the KKT con-
dition c ∈ A (x¯) guarantees the optimality of x, and it is also necessary whenever the
LFMCQ holds at x¯.
Below, we present characterizations of robust solutions under the constraint qual-
iﬁcations LFMCQ. Recall that R
(T )
+ denotes the positive cone of the space R
(T ) of
functions from T to R which have a ﬁnite support.
Theorem 3.3 (characterization of robust solutions w.r.t. weak eﬃciency). Let
X be the feasible set of problem (RP ). Suppose that the LFMCQ at x¯ ∈ X holds and
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Ut is convex for all t ∈ T . Then, x¯ is a robust weakly eﬃcient solution of (Pu) if and
only if there exists λ¯ ∈ Δm+ , y¯i ∈ R(T ), (v¯t, w¯t) ∈ Ut, t ∈ T , and r¯i ∈ R such that
(3.4)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∑m
i=1 λ¯i
(
ci −
∑
t∈T y¯
i
tv¯t
)
= 0n,∑m
i=1 λ¯iy¯
i ∈ R(T )+ ,∑m
i=1 λ¯ir¯i = 0,
ci x¯ =
∑
t∈T w¯ty¯
i
t + r¯i, i = 1, . . . ,m.
Proof. [⇒] Let x¯ be a robust weakly eﬃcient solution. Let λ ∈ Δm+ be such that
x¯ ∈ argminx∈X(
∑m
i=1 λ¯ic

i x). As the LFMCQ holds at x¯,
∑m
i=1 λ¯ici ∈ A(x¯). Thus,
we can write
m∑
i=1
λ¯ici =
∑
t∈T ′
mt∑
l=1
μltv
l
t
for some mt ∈ N, μlt > 0, and (vlt, wlt) ∈ Ut with (vlt)x¯ = wlt, for all l = 1, . . . ,mt,
t ∈ T ′, with T ′ ⊂ T being a ﬁnite set. By deﬁning μt := 0 and (v¯t, w¯t) any point in
Ut, for those t ∈ T \T ′, and μt :=
∑mt
l=1 μ
l
t > 0 and
(v¯t, w¯t) :=
mt∑
l=1
μlt
μt
(vlt, w
l
t) ∈ Ut,
for those t ∈ T ′, then we get that μ ∈ R(T )+ and (v¯t, w¯t) ∈ Ut, t ∈ T . Moreover,∑m
i=1 λ¯ici =
∑
t∈T μtv¯t with v¯

t x¯ = w¯t for those t ∈ T such that μt = 0. Letting
y¯i := μ for all i = 1, . . . ,m, we have
m∑
i=1
λ¯i
(
ci −
∑
t∈T
y¯itv¯t
)
=
m∑
i=1
λ¯ici −
∑
t∈T
μtv¯t = 0n.
Furthermore,
m∑
i=1
λ¯ic

i x¯ =
∑
t∈T
μtv¯

t x¯ =
∑
t∈T
μtw¯t =
∑
t∈T
w¯ty¯
i
t ∀i = 1, . . . ,m.
Now, for each i = 1, . . . ,m, let r¯i := c

i x¯−
∑
t∈T w¯ty¯
i
t. Then, c

i x¯ =
∑
t∈T w¯ty¯
i
t + r¯i
for all i = 1, . . . ,m and
m∑
i=1
λ¯ir¯i =
m∑
i=1
λ¯i(c

i x¯−
∑
t∈T
w¯ty¯
i
t) =
m∑
i=1
λ¯ic

i x¯−
∑
t∈T
w¯tμt = 0.
[⇐] Suppose that there exist λ¯ ∈ Δm+ , y¯i ∈ R(T ) and r¯i ∈ R such that (3.4) holds.
Take any feasible point x of (RP ). Then, we have vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ T . It
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then follows that
m∑
i=1
λ¯i(c

i x− ci x¯) =
m∑
i=1
λ¯ic

i x−
m∑
i=1
λ¯ic

i x¯
=
m∑
i=1
∑
t∈T
λ¯iy¯
i
tv

t x−
m∑
i=1
λ¯ic

i x¯
≥
m∑
i=1
∑
t∈T
λ¯iy¯
i
twt −
m∑
i=1
λ¯i
(∑
t∈T
w¯ty¯
i
t + r¯i
)
= −
m∑
i=1
λ¯ir¯i = 0.
This shows that for any feasible solution x of (RP ), ci x < c

i x¯, i = 1, . . . ,m, cannot
happen simultaneously. So, x¯ is a robust weakly eﬃcient solution.
Remark 3.4. We note that, in the special case when T is ﬁnite, the above robust
weakly eﬃcient solution characterization was obtained in [11]. In fact, [11] established
a characterization for robust weakly eﬃcient solution for multiobjective linear pro-
gramming problems where the data uncertainty occurs in both the objective function
and the constraints.
Next, in the case where Ut is the scenario uncertainty set (the polytope deﬁned,
in a parametric way, in (3.5)) and T is the unit ball in Rq, q ∈ N, we show that,
whether a robust feasible point x¯ is a robust weakly eﬃcient solution or not can be
veriﬁed by solving a second-order cone programming problem. To do this, we recall
that the second-order cone SOCr, r ∈ N ∪ {0}, is given by
SOCr := {(x0, x1, . . . , xr) ∈ Rr+1 : x0 ≥ ‖(x1, . . . , xr)‖}
(in particular, SOC0 = R+). It is known that a second-order cone programming
problem can be eﬃciently solved (for example, by interior point method; see [16]).
Corollary 3.5 (tractable characterization w.r.t. weak eﬃciency: scenario un-
certainty). Let p, q ∈ N. For problem (Pu), suppose that
(3.5) Ut := conv
{
(v01 , w
0
1) +
q∑
j=1
tj(v
j
1, w
j
1), . . . , (v
0
p, w
0
p) +
q∑
j=1
tj(v
j
p, w
j
p)
}
,
where (vjk, w
j
k) ∈ Rn×R, k = 1, . . . , p, j = 1, . . . , q, and T = Bq. Let X be the feasible
set of its associated robust counterpart problem (RP ). Suppose that the LFMCQ at
x¯ ∈ X holds. Then, the following statements are equivalent:
(i) x¯ is a robust weakly eﬃcient solution of (Pu).
(ii) The following second-order cone system has a solution:
(3.6) A(λ, μ) = 0n+2 and (λ, μ) ∈
(
m∏
i=1
SOC0
)
×
(
p∏
k=1
SOCq
)
,
where A : Rm × Rp(q+1) → Rn+2 is an aﬃne mapping given by
A(λ, μ) =
⎛
⎜⎝
∑m
i=1 λici −
∑p
k=1(μ
0
kv
0
k +
∑q
j=1 μ
j
kv
j
k)∑p
k=1
(
μ0k((v
0
k)
x¯− w0k) +
∑q
j=1 μ
j
k((v
j
k)
x¯− wjk)
)
∑m
i=1 λi − 1
⎞
⎟⎠ .
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(iii) The following second-order cone programming problem has a solution:
min
(λ,μ)∈Rm×Rp(q+1)
{
0 : A(λ, μ) = 0n+2, (λ, μ) ∈
(
m∏
i=1
SOC0
)
×
(
p∏
k=1
SOCq
)}
.
Proof. [(i) ⇒ (ii)] Let x¯ be a robust weakly eﬃcient solution of (Pu). As the
LFMCQ at x¯ ∈ X holds, the preceding theorem implies that there exist λ¯ ∈ Δm+ , y¯i ∈
R
(T ), (v¯t, w¯t) ∈ Ut, t ∈ Bq, and r¯i ∈ R such that
(3.7)
⎧⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∑m
i=1 λ¯i
(
ci −
∑
t∈T y¯
i
tv¯t
)
= 0n,∑m
i=1 λ¯iy¯
i ∈ R(T )+ ,∑m
i=1 λ¯ir¯i = 0,
ci x¯ =
∑
t∈T w¯ty¯
i
t + r¯i, i = 1, . . . ,m.
For each t ∈ Bq, as (v¯t, w¯t) ∈ Ut, there exist γk ≥ 0, k = 1, . . . , p, with
∑p
k=1 γk = 1
such that
(v¯t, w¯t) =
p∑
k=1
γk
(
(v0k, w
0
k) +
q∑
j=1
tj(v
j
k, w
j
k)
)
.
For each k = 1, . . . , p, let μ¯0k =
∑m
i=1
∑
t∈T λ¯iy¯
i
tγk and μ
j
k =
∑m
i=1
∑
t∈T λ¯iy¯
i
tγktj ,
j = 1, . . . , q. Then, the second relation of (3.7) and γk ≥ 0 imply that μ¯0k =∑
t∈T (
∑m
i=1 λ¯iy¯
i
t)γk ≥ 0. Moreover, t ∈ Bq gives us that μ¯0k ≥ ‖(μ¯1k, . . . , μ¯qk)‖. Note
that
m∑
i=1
∑
t∈T
λ¯iy¯
i
tv¯t =
m∑
i=1
∑
t∈T
p∑
k=1
λ¯iy¯
i
tγk
(
v0k +
q∑
j=1
tjv
j
k
)
=
p∑
k=1
(
μ¯0kv
0
k +
q∑
j=1
μ¯jkv
j
k
)
.
Then, the ﬁrst relation of (3.7) implies that
∑m
i=1 λ¯ici −
∑p
k=1(μ¯
0
kv
0
k +
∑q
j=1 μ¯
j
kv
j
k) =
0n. To see the last assertion, we ﬁrst note that
m∑
i=1
∑
t∈T
λ¯iy¯
i
tw¯t =
p∑
k=1
(
μ¯0kw
0
k +
q∑
j=1
μ¯jkw
j
k
)
.
It then follows that
∑
t∈T
m∑
i=1
(λ¯iy¯
i
t)(v¯

t x¯− w¯t) =
m∑
i=1
∑
t∈T
λ¯iy¯
i
tv¯

t x¯−
m∑
i=1
λ¯i
∑
t∈T
y¯itw¯t
=
m∑
i=1
λ¯ic

i x¯−
m∑
i=1
λ¯i(c

i x¯− r¯i) = 0,
where the second equality follows from the ﬁrst and the last relations in (3.7), and
the third equality follows from the third relation in (3.7). So, we have
p∑
k=1
(
μ¯0k((v
0
k)
x¯− w0k) +
q∑
j=1
μ¯jk((v
j
k)
x¯− wjk)
)
=
m∑
i=1
∑
t∈T
λ¯iy¯
i
t(v¯

t x¯− w¯t)
=
∑
t∈T
m∑
i=1
(λ¯iy¯
i
t)(v¯

t x¯− w¯t) = 0.
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Therefore, we see that there exist λ¯ ∈ Δm+ and μ¯jk ∈ R, k = 1, . . . , p, j = 0, 1, . . . , q
such that ⎧⎪⎨
⎪⎩
∑m
i=1 λ¯ici −
∑p
k=1(μ¯
0
kv
0
k +
∑q
j=1 μ¯
j
kv
j
k) = 0n,
μ0k ≥ ‖(μ1k, . . . , μqk)‖, k = 1, . . . , p,∑p
k=1
(
μ¯0k((v
0
k)
x¯− w0k) +
∑q
j=1 μ¯
j
k((v
j
k)
x¯− wjk)
)
= 0.
This implies that the second-order cone system (3.6) has a solution.
[(ii) ⇒ (i)] Suppose that the second-order cone system (3.6) has a solution. Then,
there exist λ¯ ∈ Δm+ and μ¯jk ∈ R, k = 1, . . . , p, j = 0, 1, . . . , q, such that⎧⎪⎨
⎪⎩
∑m
i=1 λ¯ici −
∑p
k=1(μ¯
0
kv
0
k +
∑q
j=1 μ¯
j
kv
j
k) = 0n,
μ0k ≥ ‖(μ1k, . . . , μqk)‖, k = 1, . . . , p,∑p
k=1
(
μ¯0k((v
0
k)
x¯− w0k) +
∑q
j=1 μ¯
j
k((v
j
k)
x¯− wjk)
)
= 0.
Let x be a feasible point of (RP ). Then, we have vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ T . It
then follows that, for each k = 1, . . . , p and t ∈ Bq,
(
v0k +
q∑
j=1
tjv
j
k
)
x−
(
w0k +
q∑
j=1
tjw
j
k
)
≥ 0.
This implies that for each k = 1, . . . , p,
(3.8) (v0k)
x− w0k ≥ sup
t∈Bq
q∑
j=1
tj
(
wjk − (vjk)x
)
= ‖((v1k)x− w1k, . . . , (vqk)x− wqk)‖.
Hence,
m∑
i=1
λ¯i(c

i x− ci x¯)
=
m∑
i=1
λ¯i
(
p∑
k=1
(
μ¯0kv
0
k +
q∑
j=1
μ¯jkv
j
k
)
x
)
−
m∑
i=1
λ¯i
(
p∑
k=1
(
μ¯0kv
0
k +
q∑
j=1
μ¯jkv
j
k
)
x¯
)
=
m∑
i=1
λ¯i
(
p∑
k=1
(
μ¯0kv
0
k +
q∑
j=1
μ¯jkv
j
k
)
x
)
−
m∑
i=1
λ¯i
p∑
k=1
(
μ¯0kw
0
k +
q∑
j=1
μ¯jkw
j
k
)
=
m∑
i=1
λ¯i
p∑
k=1
(
μ¯0k
(
(v0k)
x− w0k
)
+
q∑
j=1
μ¯jk
(
(vjk)
x− wjk
)) ≥ 0,
where the last inequality follows from the fact that μ0k ≥ ‖(μ1k, . . . , μqk)‖, k = 1, . . . , p,
and (3.8). Thus, we see that x¯ is a robust weakly eﬃcient solution for (Pu).
[(ii) ⇔ (iii)] This equivalence is immediate.
Theorem 3.6 (characterization of robust solutions w.r.t. proper eﬃciency). Let
X be the feasible set of problem (RP ). Suppose that the LFMCQ at x¯ ∈ X holds and
Ut is convex for all t ∈ T . Then, x¯ is a robust properly eﬃcient solution of (Pu) if
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and only if there exists λ¯ ∈ Δm++, y¯i ∈ R(T ), (v¯t, w¯t) ∈ Ut, t ∈ T , and r¯i ∈ R such that
(3.9)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∑m
i=1 λ¯i
(
ci −
∑
t∈T y¯
i
tv¯t
)
= 0n,∑m
i=1 λ¯iy¯
i ∈ R(T )+ ,∑m
i=1 λ¯ir¯i = 0,
ci x¯ =
∑
t∈T w¯ty¯
i
t + r¯i, i = 1, . . . ,m.
Proof. [⇒] Let x¯ be a properly eﬃcient solution of (RP ). Since the LFMCQ at x¯
holds, there exists λ ∈ Δm++ such that x¯ ∈ argminx∈X(
∑m
i=1 λ¯ic

i x). Then, following
similar arguments as in the proof of Theorem 3.3, we see that (3.9) holds.
[⇐] Suppose that there exists λ¯ ∈ Δm++, y¯i ∈ R(T ), and r¯i ∈ R such that (3.9)
holds. Take any feasible point x of (RP ). Then, we have vt x ≥ wt ∀(vt, wt) ∈
Ut, t ∈ T . Following similar arguments as in the proof of Theorem 3.3, we see that∑m
i=1 λ¯i(c

i x− ci x¯) ≥ 0. Thus, the conclusion follows.
Similarly to Corollary 3.5, in the case where Ut is the scenario uncertainty set and
T is the unit ball in Rq, q ∈ N, we obtain the following numerically checkable robust
optimality condition for verifying whether a robust feasible point is robust properly
eﬃcient or not.
Corollary 3.7 (tractable suﬃcient robust optimality condition w.r.t. proper
eﬃciency: scenario uncertainty). Let p, q ∈ N. For problem (Pu), suppose that
Ut := conv
{
(v01 , w
0
1) +
q∑
j=1
tj(v
j
1, w
j
1), . . . , (v
0
p, w
0
p) +
q∑
j=1
tj(v
j
p, w
j
p)
}
,
where (vjk, w
j
k) ∈ Rn×R, k = 1, . . . , p, j = 1, . . . , q, and T = Bq. Let X be the feasible
set of its associated robust counterpart problem (RP ). Suppose that the LFMCQ at
x¯ ∈ X holds. Consider the second-order cone system (3.6) as in Corollary 3.5. If
this second-order cone system has a solution (λ¯, μ¯) with λ¯ ∈ Rm++, then x¯ is a robust
properly eﬃcient solution of (Pu).
Proof. Let (λ¯, μ¯) be a solution of the second-order cone system (3.6) with λ¯ ∈
R
m
++. This implies that λ¯ ∈ Δm++, μ¯jk ∈ R, k = 1, . . . , p, j = 0, 1, . . . , q, and⎧⎪⎨
⎪⎩
∑m
i=1 λ¯ici −
∑p
k=1(μ¯
0
kv
0
k +
∑q
j=1 μ¯
j
kv
j
k) = 0n,
μ0k ≥ ‖(μ1k, . . . , μqk)‖, k = 1, . . . , p,∑p
k=1
(
μ¯0k((v
0
k)
x¯− w0k) +
∑q
j=1 μ¯
j
k((v
j
k)
x¯− wjk)
)
= 0.
Using a similar method of proof as in Corollary 3.5, we see that x¯ is a robust properly
eﬃcient solution of (Pu).
4. Robust duality. In this section, we now develop a suitable robust duality
framework for the multiobjective linear semi-inﬁnite programming problem with un-
certain constraints. Related details for scalar optimization problems can be found in
[1, 4, 10, 15, 14].
As stated in section 1, the multiobjective linear problem (P ) in the face of data
uncertainty in the constraints can be captured by the parameterized problem (Pu),
for each ﬁxed selection u = (v, w) ∈ U , introduced in (1.2). The robust counterpart
of problem (Pu) is obtained by ﬁnding the “worst” value over all possible scenario
u ∈ U ,
(RP ) V-min
x∈Rn
(
c1 x, . . . , c

mx
)
s.t. vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ T.
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For each ﬁxed selection u = (v, w) ∈ U , we associate to (Pu) the dual problem
(Du) as follows:
(Du) V-max
λ∈Δm+
yi∈R(T ), ri∈R
(
wy1 + r1, . . . , wym + rm
)
s.t.
∑m
i=1 λi
(
ci −
∑
t∈T y
i
tvt
)
= 0n,∑m
i=1 λiy
i ∈ R(T )+ ,∑m
i=1 λiri = 0,
where wyi :=
∑
t∈T wty
i
t ∀i ∈ I. In short, we will write y :=
(
y1, . . . , ym
)
and
r := (r1, . . . , rm). We note that, for each ﬁxed parameter u, the dual problem (D
u)
is nothing but the standard Fenchel–Lagrange type dual of the primal problem which
was extensively studied in the literature. For a comprehensive survey, see [3].
We now deﬁne a deterministic problem by looking at the optimistic counterpart
of (Du),
(OD) V-max
λ∈Δm+ , (v,w)∈U
yi∈R(T ), ri∈R
(
wy1 + r1, . . . , wym + rm
)
s.t.
∑m
i=1 λi
(
ci −
∑
t∈T y
i
tvt
)
= 0n,∑m
i=1 λiy
i ∈ R(T )+ ,∑m
i=1 λiri = 0.
The optimal value of (OD) is the “best” value over all possible scenarios u = (v, w) ∈
U of (Du). In the special case when m = 1 (that is, the scalar value case), the problem
(OD) reduces to
max
y∈R(T )+ , (v,w)∈U
wy
s.t. c−∑t∈T ytvt = 0n,
which is the optimistic counterpart of the usual Lagrangian dual of a semi-inﬁnite
programming problem introduced in [10].
Definition 4.1. A feasible point (λ¯, y¯, r¯, (v¯, w¯)) of the optimistic counterpart
(OD) is said to be a weakly eﬃcient solution of (OD) if there is no feasible point
(λ, y, r, (v, w)) of (OD) such that
w¯y¯i + r¯i < wyi + ri ∀i ∈ I.
Theorem 4.2 (robust duality with respect to weak eﬃciency). Let x¯ be a robust
weakly eﬃcient solution of (Pu). Suppose that the LFMCQ at x¯ ∈ X holds and Ut is
convex for all t ∈ T . Then, there exists a weakly eﬃcient solution (λ¯, y¯, r¯, (v¯, w¯)) for
(OD) such that ci x¯ = w¯
y¯i + r¯i ∀i ∈ I.
Proof. We ﬁrst show that weak duality holds between the robust counterpart (RP )
and the optimistic counterpart (OD); that is, there is no x ∈ X and no (λ, y, r, (v, w))
feasible for (OD) such that ci x <
∑
t∈T wty
i
t + ri ∀i ∈ I. We proceed by the method
of contradiction and assume that there exists x ∈ X and (λ, y, r, (v, w)) feasible for
(OD) such that ci x <
∑
t∈T wty
i
t+ ri ∀i ∈ I. As x ∈ X and (λ, y, r, (v, w)) is feasible
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for problem (OD), we have vt x ≥ wt ∀t ∈ T , and⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∑m
i=1 λi
(
ci −
∑
t∈T y
i
tvt
)
= 0n,∑m
i=1 λiy
i ∈ R(T )+ ,∑m
i=1 λiri = 0,
λ ∈ Δm+ , yi ∈ R(T ), ri ∈ R, (v, w) ∈ U .
This implies that
m∑
i=1
λi
(
ci x−
∑
t∈T
wty
i
t − ri
)
=
m∑
i=1
λi
(∑
t∈T
yit(v

t x− wt)
)
=
∑
t∈T
(
m∑
i=1
λiy
i
t
)
(vt x− wt) ≥ 0.
On the other hand, as ci x <
∑
t∈T wty
i
t + ri ∀i ∈ I and λ ∈ Δm+ , we see that∑m
i=1 λi
(
ci x−
∑
t∈T wty
i
t−ri
)
< 0. This makes a contradiction, and so, the conclusion
follows.
In virtue of Theorem 3.3, there exists λ¯ ∈ Δm+ , y¯i ∈ R(T ), (v¯t, w¯t) ∈ Ut, t ∈ T ,
and r¯i ∈ R such that (3.4) holds. In particular, (λ¯, y¯, r¯, (v¯, w¯)) is feasible for (OD).
To see the conclusion, it suﬃces to show that (λ¯, y¯, r¯, (v¯, w¯)) is a weakly eﬃcient
solution for (OD). To see this, we proceed by the method of contradiction and
assume that there exists (λ, y, r, (v, w)) feasible for (OD) such that, for all i ∈ I,∑
t∈T w¯ty¯
i
t + r¯i <
∑
t∈T wty
i
t + ri. This, together with the last relation in (3.4),
implies that ci x¯ <
∑
t∈T wty
i
t + ri ∀i ∈ I. Since x¯ ∈ X , this contradicts the weak
duality statement, and so, the conclusion follows.
As a corollary, we obtain a version of the robust duality theorem which was given
in [10] for a single-objective linear semi-inﬁnite programming problem under data
uncertainty using a local constraint qualiﬁcation.
Corollary 4.3. Consider the programs (RP ) and (OD) with m = 1, and let
x¯ be a robust solution of (Pu). Suppose that the LFMCQ at x¯ ∈ X holds and Ut
is convex for all t ∈ T . Then, there exists a solution (y¯, (v¯, w¯)) for (OD) such that
cx¯ = w¯y¯.
Proof. Note that the programs (RP ) and (OD) with m = 1 collapse to
(RP1) min
x∈Rn
cx
s.t. vt x ≥ wt ∀(vt, wt) ∈ Ut, t ∈ T,
and
(OD1) max
y∈R(T )+ ,(v,w)∈U
wy
s.t. c−∑t∈T ytvt = 0n.
Thus, the conclusion follows from the preceding robust duality theorem.
Similarly, one can obtain duality theorems with respect to properly eﬃcient so-
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lutions. For that purpose, consider the following modiﬁed optimistic dual problem:
(MOD) V-max
λ∈Δm++, (v,w)∈U
yi∈R(T ), ri∈R
(
wy1 + r1, . . . , wym + rm
)
s.t.
∑m
i=1 λi
(
ci −
∑
t∈T y
i
tvt
)
= 0n,∑m
i=1 λiy
i ∈ R(T )+ ,∑m
i=1 λiri = 0,
where we replace λ ∈ Δm+ by λ ∈ Δm++ in (OD).
Definition 4.4. A feasible point (λ¯, y¯, r¯, (v¯, w¯)) of the problem (MOD) is said
to be an eﬃcient solution of (MOD) if there is no feasible point (λ, y, r, (v, w)) of
(MOD) such that
{
w¯y¯i + r¯i ≤ wyi + ri ∀ i ∈ I, and
w¯y¯j + r¯j < wyj + rj for at least one j ∈ I.
Analogously to Theorem 4.2, we prove the following robust duality theorem with
respect to properly eﬃcient solutions.
Theorem 4.5 (robust duality with respect to proper eﬃciency). Let x¯ be a
robust properly eﬃcient solution of (Pu). Suppose that the LFMCQ holds at x¯ ∈ X
and Ut is convex for all t ∈ T . Then, there exists an eﬃcient solution (λ¯, y¯, r¯, (v¯, w¯))
for (MOD) such that ci x¯ = w¯
y¯i + r¯i ∀ i ∈ I.
Proof. Using a similar method of proof as in Theorem 4.2, one can show that
weak duality holds; that is, there is no x ∈ X and no (λ, y, (v, w)) feasible for (MOD)
such that {
ci x ≤ wyi + ri ∀ i ∈ I, and
cj x < w
yj + rj for at least one j ∈ I.
As x¯ is a properly eﬃcient solution of (Pu) and the LFMCQ at x¯ holds, from
Theorem 3.6, there exists λ¯ ∈ Δm++, y¯i ∈ R(T ), (v¯t, w¯t) ∈ Ut, t ∈ T , and r¯i ∈ R such
that (3.9) holds. In particular, we have (λ¯, y¯, r¯, (v¯, w¯)) is feasible for (MOD). The
conclusion will follow if we show that (λ¯, y¯, r¯, (v¯, w¯)) is an eﬃcient solution of (MOD).
To see this, we proceed by the method of contradiction and assume that there exists
(λ, y, r, (v, w)) feasible for (MOD) such that
{
w¯y¯i + r¯i ≤ wyi + ri ∀ i ∈ I, and
w¯y¯j + r¯j < wyj + rj for at least one j ∈ I.
This together with the last relation in (3.9) implies that ci x¯ ≤ wyi + ri ∀ i ∈ I and
cj x¯ < w
yj+rj for at least one j ∈ I. Since x¯ ∈ X , this contradicts the weak duality
statement, and so, the conclusion follows.
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