In article by Mahmood [1] , the results for a genetic algorithm (GA), adaptive genetic algorithm (AGA), and greedy algorithm were not correctly reported in Section 5 due to a programming error. The authors have now repeated the experiments with extensive simulations and analysis using the help of an assistant (Mr. Rashed A. Bahlool), who has been added as an author. Note that, since the core focus of the paper is on the performance of an adaptive genetic algorithm and greedy algorithm, the central claims and conclusions have not been affected, but the tables and figures have been updated with correct values, and necessary changes to the text have been made, as explained below.
1. Table 4 is updated with corrected results as follows. Furthermore, results for 150 and 250 tasks have been added for a better understanding of the trends for each combination. 2. Page 13, the paragraph below Table 3 has some changes in the text. This paragraph describes the observations in updated Table 4 in point (1) above. The overall claim that Combination 4 is the best remains unaffected, but the relative performance of the four combination types has changed. 4. Table 6 has been updated with the corrected costs for a GA, AGA, and greedy algorithms. Also, costs for 150 and 250 tasks have been added. Figure 8 has been updated according to the results given in Table 6 (point (4) above). 4. Table 6 has been updated with the corrected costs for a GA, AGA, and greedy algorithms. Also, costs for 150 and 250 tasks have been added. 5. Figure 8 has been updated according to the results given in Table 6 (point (4) above). 6. The percentage improvements in Table 7 have been updated according to the corrected results given in Table 6 (given in point (4) above). The results indicate that the improvements achieved by an AGA with respect to the greedy algorithm were significantly high, in the range of 12% to over 35%. As far as a GA and AGA are concerned, the percentage improvements by an AGA were in the range of over 1.79% to 8.43%. These improvements were subjected to statistical testing. The results of this statistical testing indicated that a huge majority of improvements achieved by an AGA were statistically significant. Two exceptions were test cases with 20 and 40 tasks where the improvements were not statistically significant.
8. Figure 9 has been updated as below. 6. The percentage improvements in Table 7 have been updated according to the corrected results given in Table 6 (given in point (4) above). 7. In Section 5.3, Second paragraph, the last five lines have been re-written as follows:
The results indicate that the improvements achieved by an AGA with respect to the greedy algorithm were significantly high, in the range of 12% to over 35%. As far as a GA and AGA are concerned, the percentage improvements by an AGA were in the range of over 1.79% to 8.43%. These improvements were subjected to statistical testing. The results of this statistical testing indicated that a huge majority of improvements achieved by an AGA were statistically significant. Two exceptions were test cases with 20 and 40 tasks where the improvements were not statistically significant.
8. Figure 9 has been updated as below. 9. In the last paragraph of Section 5.3, the last eight lines of the paragraph have been re-written as follows:
The figure indicates that an AGA maintained sufficient diversity until the end of execution, while a GA with four combinations was unable to maintain diversity for longer durations. More specifically, for combinations 1 and 3, the diversity almost became zero before 330 iterations. Combinations 2 and 4 were better than the other two combinations in the sense that the diversity was maintained until around 400 iterations. However, for an AGA, the population had non-zero diversity, even at the end of execution, as is evident from Figure 10e . Therefore, it can be confidently claimed that an AGA was better than the other four combinations in terms of maintaining population diversity and consequently giving solutions of better quality. Figure 10 9. In the last paragraph of Section 5.3, the last eight lines of the paragraph have been re-written as follows:
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The figure indicates that an AGA maintained sufficient diversity until the end of execution, while a GA with four combinations was unable to maintain diversity for longer durations. More specifically, for combinations 1 and 3, the diversity almost became zero before 330 iterations. Combinations 2 and 4 were better than the other two combinations in the sense that the diversity was maintained until around 400 iterations. However, for an AGA, the population had non-zero diversity, even at the end of execution, as is evident from Figure 10e . Therefore, it can be confidently claimed that an AGA was better than the other four combinations in terms of maintaining population diversity and consequently giving solutions of better quality. 9. In the last paragraph of Section 5.3, the last eight lines of the paragraph have been re-written as follows:
The figure indicates that an AGA maintained sufficient diversity until the end of execution, while a GA with four combinations was unable to maintain diversity for longer durations. More specifically, for combinations 1 and 3, the diversity almost became zero before 330 iterations. Combinations 2 and 4 were better than the other two combinations in the sense that the diversity was maintained until around 400 iterations. However, for an AGA, the population had non-zero diversity, even at the end of execution, as is evident from Figure 10e . Therefore, it can be confidently claimed that an AGA was better than the other four combinations in terms of maintaining population diversity and consequently giving solutions of better quality. 11. Figure 1 has been re-drawn with a new structure without changing any information in the Figure. The updated figure is as follows. 12. The first line of Section 4.1 has the term (GA) removed. The updated line is:
Greedy algorithms have been extensively studied.
13. The first line of Section 4.2 has the term (GA) added. The updated line is:
The genetic algorithm (GA) is one of the most well-known evolutionary algorithms that is based on the concept of natural evolution [40] . 11. Figure 1 has been re-drawn with a new structure without changing any information in the Figure. The updated figure is as follows. 11. Figure 1 has been re-drawn with a new structure without changing any information in the Figure. The updated figure is as follows. 12. The first line of Section 4.1 has the term (GA) removed. The updated line is:
The genetic algorithm (GA) is one of the most well-known evolutionary algorithms that is based on the concept of natural evolution [40] .
