scribed in previous studies was also found in this analysis, confirming the strong effect age has on stroke outcomes. Further, a treatment effect was elicited in terms of odds ratios, yielding a previously unknown quantification of the effect of rt-PA on lesion volumes. Conclusions: Beta regression proved adept in modeling ischemic stroke lesions and offered the interpretation of covariates in terms of odds ratios. Beta regression is seen as a legitimate alternative to analyze ischemic stroke volumes.
is touted, the clinical prognostic relevance of infarct volume is not as well understood [2] [3] [4] [5] [6] .
A complication to the understanding of the clinical relevance of infarct volume is the statistical challenge of analyzing this measure. A review of clinical literature reporting at least one measure of central tendency (mean or median) and one measure of dispersion [standard deviation, range or interquartile range (IQR)] for infarct volumes identified 23 articles (online supplementary table; for all supplementary material, see www. karger.com/doi/10.1159/000330375). Most of these reported standard deviations are equal in magnitude or larger than the mean infarct volume, and most median infarct volumes are not located in the middle of the accompanying range. Additionally, several ranges include 0 cubic centimeters (cm 3 ), the minimum measurement boundary, indicating how the infarct volume distribution is 'truncated', having a mass of observations at the boundary.
Attention may be brought to differences between imaging modalities and study protocols as contributing to the skewed infarct volume distribution. Diffusionweighted magnetic resonance imaging (DW-MRI) can detect an ischemic lesion early after stroke [6, [9] [10] [11] [12] and has been shown to be more sensitive to early ischemic changes than computed tomography (CT) scans [5, 6] . However, regardless of imaging technology, the infarct distribution remains severely skewed, which is in part due to the fact that infarct volume is subject to the same strictly non-negative measurement boundaries of total brain volume. These boundary restrictions contribute to infarct volumes having an extremely non-normal distribution, leading to the consistent and repeated reporting of infarct volume distributions as 'resistant to all forms of transformation' [8] and 'ill-behaved ... [lacking any] underlying distribution' [13] .
Recent statistical developments may provide a needed solution to the intractably skewed infarct volume distribution. In this paper, beta regression is introduced that presumes the variable of interest, infarct lesion volumes, can be described by a beta distribution. The beta distribution is extremely flexible and may possibly provide an underlying distribution for modeling infarct volumes. We utilize beta regression in modeling ischemic stroke volumes from the National Institute of Neurological Diseases and Stroke recombinant tissue type plasminogen activator (NINDS rt-PA) clinical trials, comparing the results of our analysis to previously published reports.
Methods

NINDS rt-PA Clinical Trials
The NINDS rt-PA trials were two concurrent randomized, placebo-controlled, double-blind clinical trials conducted between January 1991 and October 1994 assessing the effectiveness of rt-PA in treating cerebral artery thrombosis (clot restricting or stopping blood flow) given within 3 h of ischemic stroke onset in 624 participants [14] . The trials purposed to document the therapeutic efficacy of rt-PA as well as its safety as cerebral hemorrhage was a known complication in early ischemic stroke treatment trials [14] . Further, open-label studies had provided evidence of safe dose levels and target treatment windows, contributing to the scientific and clinical equipoise needed to further test rt-PA in large clinical trial settings [14] .
The trials were similarly constructed with each using the same procedures and following the same protocol but differing on primary endpoints. The part 1 trial assessed 24-hour functional improvement as measured by the National Institutes of Health Stroke Scale (NIHSS) [15] as its primary endpoint; the part 2 trial assessed the combined functional outcomes at 3 months as measured by the NIHSS and other clinical outcomes [14] . Further detailed description of the NINDS rt-PA clinical trials are available [14] .
The rt-PA trials measured infarct volume using CT at baseline, 24 h, 1 week (within a day 7-10 window), and 3 months for a preplanned secondary analysis assessing infarct volume between treatment groups. Baseline CT scans were obtained with a 10-mm slice thickness, while all other time points were obtained with a 5-mm slice thickness. The lesion volume collected at each study time point was observed to have an extremely skewed distribution with several observations at 0 cm 3 ( fig. 1 a, b) .
The original analysis of the 'intention-to-treat' lesion volumes [16] at 3 months employed a cube-root transformation in a loglinked generalized estimating equation (GEE) model. Treatment group differences adjusting for other associated covariates were investigated, but, for reasons not clearly elucidated, 18 participants with a stroke subtype classification of 'other', as defined by the Trial of Org 10172 in Acute Stroke Treatment (TOAST) criteria [17] , were excluded from the original NINDS analysis. This multi-variable GEE analysis was able to detect an age by rt-PA interaction effect on the 3-month lesion volumes, indicating that younger trial participants given rt-PA had smaller stroke volumes at 3 months, while older trial participants given rt-PA had larger stroke volumes when compared to placebo participants of the same age. However, the effect was not quantified as only general discussion of the age/rt-PA effect was given. Further variables determined by the NINDS rt-PA study group to be associated with 3-month lesion volume were TOAST subtype and an interaction between early lesion findings on CT and NIHSS.
Beta Regression
Formally introduced in political science [18] , beta regression differs from traditional linear regression as it models a dependent variable that follows a beta distribution, not a normal distribution. The beta distribution can be parameterized by its mean and variance similar to a normal distribution. However, unlike the normal distribution, the variance of a beta distribution is a function of its mean and a 'precision' parameter, a scaling measurement describing how tightly clustered the observed data are. Beta regression uses this particular aspect of the beta distribution to model the association of explanatory variables to changes in mean and variance simultaneously.
Beta regression falls into the class of regression methods termed 'generalized linear model' (GLM). The basic setup of a GLM is mathematically defined as:
where the function f is used to relate any number n of explanatory variables X 1 through X n to changes in a dependent variable Y. In linear regression, a specific case of a GLM, an untransformed link function (identity function) is used to model the dependent variable in terms of the explanatory variables in which a unit change in any X explains a unit change in Y accounting for error and other X variables in the model. Beta regression differs from linear regression in this regard, as it uses two functions to link explanatory variables to the mean and precision parameters, respectively, of the dependent variable [18] :
where h ( X 1 , …, X n ) explains changes in the mean of Y and g ( W 1 , …, W n ) explains changes in the precision of Y . The explanatory variables represented by X and W can and often are the same, exploring how a particular variable may impact change in both mean and precision of the dependent variable. In this manner, beta regression can be employed in a similar manner to other GLMs by providing estimates of mean change in the dependent variable, but improves upon standard GLMs by modeling possible non-constant changes in variance in the dependent variable.
An interesting challenge to using beta regression is that observations of the dependent variable must fall within the (0, 1) interval. This restriction dictates the linking function of the mean h ( X 1 , …, X n ) must also conform to the (0,1) interval. The 'logit' function is most often selected as the mean link function, providing log-odd mean explanatory regression coefficients that can be easily interpreted after exponentiation as odds ratios (OR) [19] (e.g. a unit change in any X explains a difference in the log-odds of observing Y accounting for error and other X variables in the model). The precision parameter is strictly non-negative; concordantly, a strictly non-negative link function such as the 'natural log' function is used to associate g ( W 1 , …, W n ) with changes in the precision of the dependent variable. Specific inference for precision coefficients is defined as a unit change in any W explains a logarithmic unit change in the precision of Y accounting for error and other W variables in the model. General inference for precision coefficients can be related to changes in variance. Any negative parameter estimate indicates a decrease in precision and subsequent increase in variance; conversely, any positive parameter estimate indicates an increase in precision and subsequent decrease in variance.
The (0, 1) interval restriction on the dependent variable makes beta regression naturally adept for modeling percentages. Beta regression has been shown to perform better than linear regression on a transformed variable for percentage data [18] . Any variable that has values outside of the (0, 1) range naturally can be scaled as a percentage provided that the variable has a theoretical maxi-
, N is the number of total observations and Y is the original scale measurement [19] . There are distinct advantages to this percentage transformation, as it maintains the shape of a particular variable's distribution allowing non-normal distributions to be modeled easily. However, this transformation shifts any observation exactly equal to 0 or 1 slightly away from 0 or 1. The relationship between the other values is maintained, but the absolute nature of the value does change. c TOAST groups were compared to small vessel stroke subtype. d One observation from center 6 was merged into the referent group.
Multi-Variable Model Construction
Data from both NINDS rt-PA clinical trials were used to assess whether observed demographic, comorbid/risk factor, clinical feature or study variables were associated with ischemic stroke lesion volumes. As stated above, beta regression can only model variables supported within the (0, 1) interval. While a transformation can be used if a theoretical minimum and maximum are known, only the theoretical minimum of brain volume is known (0 cm 3 ). Assuming total brain volume distribution previously reported [20] (1,400 8 40 cm 3 ), the NINDS lesion volumes were transformed into percentages using 1,400 cm 3 as the theoretical maximum. Development of a multi-variable model followed accepted model development strategy [21] , with slight adaptation to compensate for the simultaneous mean and precision modeling of beta regression. This strategy explores baseline variables association with infarct volume using univariable beta regression (only one variable in the model) using a liberal significance criterion ( ␣ =
All independent variables identified during screening plus variables deemed to be of clinical importance were entered into a multi-variable mean and precision model. A one-step, backward selection removed those variables not meeting the nominal inclusion criterion of ␣ ^ 0.05, first removing all non-significant precision variables and then removing all non-significant mean variables. Any variable having a significant precision but non-significant mean effect was examined for model removal by comparing the Bayesian information criteria (BIC) [22] between models with and without the variable. BIC is a measure of goodness of fit that penalizes the model based upon the total number of parameters estimated in the model in order to prevent overfitting. Thus, BIC can be assessed before and after a covariate is removed from the model in order to choose the best parameterization possible. As a general rule of thumb, a BIC change of 6 5 gives moderate evidence of a better model; a change of 6 10 gives conclusive evidence [23] .
Upon synthesis of a final model including those variables selected as most strongly associated with stroke volume, differential and modifying effects of one selected explanatory variable on another were investigated by adding interactions between explanatory variables to the final model. These interactions were estimated using the entire data set at an increased rejection criterion of ␣ = 0.10 according to clinical and statistical guidance [16, 21, 24] . Any significant interactions were investigated using linear contrasts based upon the estimation of the beta regression model from the entire data set and not using subsets of data defined by the interaction. Any continuous variables identified in an interaction were analyzed at the estimated average values of the variables' 10th, 25th, 50th, 75th, and 90th percentiles in a linear contrast.
As a GLM, an underlying assumption of beta regression is that a linear relationship exists between dependent variable and explanatory variable through the link function. Each continuous variable screened for inclusion was inspected for linearity to the dependent variable through visual inspection of scatterplot and fitted prediction of the dependent variable. Once the final model has been constructed, the differences between prediction and observation can be estimated through residual analysis [25] . The linearity assumption can be further assessed by determining if the residuals are zero-centered and follow a normal distribution. Additionally, a formal test for collinearity does not exist in beta regression. Therefore, Spearman's rank correlation was used for all variables selected for inclusion to detect any pairwise correlations between covariates. Moderately correlated variables ( ͉ ͉ ^ 0.40) were monitored during the backward selection process; any significant parameter changes in variables upon the exit of a related variable were further investigated for collinearity. All analyses were performed using Stata v11.1 (College Station, Tex., USA).
Results
Multi-Variable Model
Twenty of thirty-one candidate variables available in the NINDS rt-PA clinical trials were selected based upon the initial univariable screening ( table 1 ). All continuous variables appeared to maintain linearity with the dependent variable upon scatterplot examination (see online suppl. fig.) . Two variables, history of atherosclerosis and admission temperature, had several missing observations (83 and 39 missing observations, respectively); these variables were not included in the multi-variable model but were investigated after the final model had been constructed. Three pairs of variables were highly related to each other leading to one variable from each pair being selected for multi-variable inclusion based upon BIC comparison. Admission mean arterial blood pressure, self-reported alcohol usage, and early CT findings, including intravascular thrombus, were each selected over admission systolic blood pressure, self-reported alcohol consumption in the previous 24 h, and early CT findings without thrombus, respectively. Study specific variables rt-PA indicator, center, time to treatment stratum, and an indicator for part 1 or 2 were included in the multi-variable model regardless of significant association with lesion volume in order to provide adjustment for these study parameters.
At the conclusion of the one-step, backward selection process, rt-PA treatment indicator, age, NIHSS, early CT findings with thrombus, TOAST subtype groups, and study-specific variables remained in the model. Pairwise interactions were investigated between these variables excluding the study-specific variables (center, stratum, and part) and the TOAST subtype due to the sparseness of the 'other' category. Three interactions were detected: rt-PA ! age, early CT findings ! NIHSS, and age ! NIHSS, indicating that the association of these variables to lesion volume changed by differing levels of the other variables. Of note, rt-PA indicator, rt-PA ! age interaction, time to treatment and part 1 or 2 indicator were the only variables not remaining in the precision model.
Model Diagnostics
Examining the residuals confirmed that the final model appropriately fit the data ( fig. 2 ) . The Pearson residuals are based upon the differences between the observed and predicted percentages. Since these values are restricted to the (0, 1) interval, it is not expected that these residuals would be normal, particularly since by definition the variance changes across the support interval. The Pearson residuals are not centered and clearly not normal as they do not follow the unit normal line. The standardized Pearson residuals are calculated as the difference between observed and predicted data accounting for the transformation used in the estimation of the dependent variable. Accounting for the link function transformations, it is clearly seen that the standardized residuals are zero-centered and follow the unit normal line. Plotting the standardized residuals by the transformed dependent variable further supports the beta regression model assumption that a linear relationship exists between the covariates and the dependent variable via the link functions. Moreover, this linear relationship is supported by the data without any particular outlier observations observed as exerting undue influence on the model estimation. Finally, plotting the standardized residuals by the observation number sorted by participant entry into the trials indicates a constant variance is maintained across observations as the residuals appear to be randomly scattered within the participant sample and are not heteroskedastic.
Parameter Inference of Mean Model
Estimates of explanatory variables association with changes in lesion volume are reported as log-odd estimates; OR can be obtained by exponentiation of these estimates, yielding the strength of association between a unit change in an explanatory variable and the odds of having a larger infarct volume. OR and 95% confidence intervals (CI) for rt-PA ! age, early CT findings ! NIHSS, and age ! NIHSS interactions, while adjusting for all other explanatory variables, were estimated using linear contrasts after fitting the final model by examining each interaction individually and holding all of the other parameters constant ( table 2 ) . OR were estimated for each interaction using linear contrasts comparing the 10th, 25th, 50th, 75th, and 90th percentiles of the continuous variables and the indicator variables. In this manner, the difference in lesion volume between treatment and placebo groups can be compared for specific reference ages. Likewise, the difference in lesion volume between those participants with and without early CT finding can be compared at specific NIHSS baseline scores.
Study participants on rt-PA in the 10th age percentile of 50.2 years have significantly decreased odds ( table 2 ; OR = 0.76, 95% CI 0.59-0.98) of having larger 3-month lesion volumes when compared to participants on placebo in the 10th age percentile. However, this is the only statistically significant treatment effect detected for the specific reference ages selected. OR indicating smaller infarct volumes in the treatment group as compared to the placebo group estimated at the 25th and 50th age percentiles are not statistically significant. OR indicating smaller infarct volumes in the placebo group as compared to treatment estimated at the 75th and 90th age percentiles are also not significant. These findings illustrate the powerful mitigating effect age has on stroke outcomes. Study participants with early CT findings and a 10th percentile NIHSS of 6 had significantly greater odds ( table 2 ; OR = 3.31, 95% CI 1.96-5.04) of having a larger infarct volume than those participants in the same NIHSS percentile without early CT findings. A statistically significant increase in odds of having a larger stroke volume is seen for those study participants with early CT findings compared to those participants without early CT findings at every NIHSS percentile except the 90th percentile.
Extremely high values of baseline NIHSS reduce the impact of an early CT finding.
Examining the interaction of the two continuous variables, age ! NIHSS, was accomplished in a similar fashion by comparing the 25th and 75th percentiles of each variable ( table 2 ) . These percentiles defined older participants as 75.4 years of age (75th) and younger participants as 60.0 years of age (25th); mild stroke severity was defined as NIHSS = 9 (25th) and severe stroke severity as NIHSS = 20 (75th). Given these reference percentiles, four specific comparisons combining the interaction were made. Participants who were older/mild had 1.30 the odds (95% CI 1.07-1.58) of having a larger infarct volume than younger/mild participants, while older/mild participants had 0.34 the odds (95% CI 0.26-0.45) of having a larger infarct volume than the younger/severe participants. Older/severe participants had 4.19 the odds (95% CI 3.34-5.25) of having a larger infarct volume than participants who were younger/mild, while older/severe participants had 1.10 the odds (95% CI 0.92-1.31) of having a larger infarct volume than the young/severe participants. Based upon these results, severe baseline NIHSS is strongly associated with larger lesion volumes, an effect magnified when combined with older age.
Parameter Inference of Precision Model
Several parameters in the final model were observed to be significantly associated with changes in precision ( table 3 ) . General inference is given as changes in the dependent variable's overall variance due to a unit increase in a given explanatory variable. If precision parameter estimates are statistically different from zero, changes in the precision and subsequently variance of the dependent variable are inferred based upon a unit change in the explanatory variable. Considering again the interactions present in the precision model, inference must include both main effects and the interaction term. Thus, examining age and the age ! NIHSS estimates, assuming NIHSS is constant, the overall effect of a unit increase in age is to decrease precision. Subsequently, a decrease in precision leads to an increase in variance as precision resides in the denominator of the variance formula for the beta distribution. Unit increases in NIHSS, assuming other variables are constant, also leads to a decrease in precision and an increase in overall variance of the dependent variable. Early CT findings as well as cardioembolic or large-vessel classified strokes are all associated with decreases in precision and increases in variance. 
Discussion
Beta regression confirmed the original GEE analysis of the NINDS investigators [16] as the age ! rt-PA interaction, TOAST subtype, and early CT findings ! NIHSS interaction were reported as being statistically significant explanatory variables of 3-month lesion volume. While no specific model estimation was presented, the NINDS investigators described a significant beneficial treatment effect on 3-month lesion volumes for younger participants; younger participants randomized to receive rt-PA had significantly smaller lesion volumes at 3 months than did participants randomized to receive placebo. This treatment effect, as estimated in the GEE analysis, is mitigated as age increases in which older rt-PA recipients have statistically insignificant larger 3-month lesion volumes than placebo recipients.
The beta regression analysis confirms the GEE finding of the rt-PA ! age interaction, although it improves upon the model as beta regression quantifies the treatment effect in terms of an OR. Moreover, beta regression improves on the GEE analysis by observing a previously undetected interaction between age and NIHSS in association with lesion volume. This age ! NIHSS interaction was reported in a previous NINDS subgroup analysis modeling a combined construct of clinical scales [26] .
It is equally important to recognize the limitations of this rt-PA analysis on lesion volume. The beta regression analysis of the rt-PA lesion volumes can be considered a realization of the pre-planned secondary analysis. However, this analysis was conducted without consultation or advisement of the NINDS rt-PA study group and should be considered a post hoc analysis. The clinical implications of the age ! rt-PA interaction are difficult to understand. More importantly, the NINDS rt-PA clinical trials were powered to detect clinical differences at 24 h (part 1) and at 3 months (part 2), not to detect if rt-PA has a differential effect on lesion volume according to age. However, concern regarding the power of beta regression to detect interactions or the possible spurious nature of the findings in general should be tempered by the current analysis' confirmation of the previous GEE analysis.
Beta regression was shown to be a useful mechanism to model the extremely skewed distribution of ischemic stroke infarct volumes. Beta regression synthesized a final model using the NINDS rt-PA clinical trials data that was similar to the previously reported model, but was able to improve upon the previous analysis by modeling the data more completely, particularly in associating explanatory variables with changes in both the mean and the precision of the dependent variable. This improved modeling led to the finding of the additional interaction of age ! NIHSS explanatory variables associated with infarct volumes.
It was unclear at the outset how beta regression would compare to the original GEE cube-root transformation analysis of the rt-PA trials. The similarity of the results from the two analytical models indicates that beta regression is a legitimate alternative to the previous analytical method. Moreover, the estimation of changes in precision by beta regression supports clinical intuition that more variability in lesion volume occurs with increases in age, NIHSS, and prior stroke findings. However, beta regression provides two distinct advantages over the previous model. It inherently models percentages which allowed a more simple and intuitive transformation of lesion volumes than previously achieved. More importantly, it offers inference in terms of OR, allowing for an interpretation of treatment effect that was previously unavailable.
