WEARY OF WATCHING OUT? - CAUSE AND EFFECT OF SECURITY FATIGUE by Olt, Christian Michael & Mesbah, Neda
Association for Information Systems
AIS Electronic Library (AISeL)
Research Papers ECIS 2019 Proceedings
5-15-2019
WEARY OF WATCHING OUT? - CAUSE AND
EFFECT OF SECURITY FATIGUE
Christian Michael Olt
Technische Universität Darmstadt, olt@is.tu-darmstadt.de
Neda Mesbah
Technische Universität Darmstadt, mesbah@is.tu-darmstadt.de
Follow this and additional works at: https://aisel.aisnet.org/ecis2019_rp
This material is brought to you by the ECIS 2019 Proceedings at AIS Electronic Library (AISeL). It has been accepted for inclusion in Research Papers
by an authorized administrator of AIS Electronic Library (AISeL). For more information, please contact elibrary@aisnet.org.
Recommended Citation
Olt, Christian Michael and Mesbah, Neda, (2019). "WEARY OF WATCHING OUT? - CAUSE AND EFFECT OF SECURITY
FATIGUE". In Proceedings of the 27th European Conference on Information Systems (ECIS), Stockholm & Uppsala, Sweden, June
8-14, 2019. ISBN 978-1-7336325-0-8 Research Papers.
https://aisel.aisnet.org/ecis2019_rp/3
  
 
Twenty-Seventh European Conference on Information Systems (ECIS2019), Stockholm-Uppsala, Sweden 
 
 WEARY OF WATCHING OUT? - CAUSE AND EFFECT OF 
SECURITY FATIGUE 
Research paper 
Olt, Christian M., TU Darmstadt, Darmstadt, Germany, olt@is.tu-darmstadt.de 
Mesbah, Neda, TU Darmstadt, Darmstadt, Germany, mesbah@is.tu-darmstadt.de 
Abstract 
Research on IS security behavior regularly identifies individuals’ personal characteristics as the reason 
why users refrain from adequate safeguarding techniques and ignore recommended security responses. 
This study aims to extend this body of literature, and sheds light on the concept of security fatigue: 
hereby, users receive numerous message cues reporting recent security risks and recommending certain 
response behaviors. However, instead of fostering awareness among individuals, users are too ex-
hausted to follow these security recommendations. This setback may result in a lack of adequate re-
sponse behavior and personal information systems being vulnerable to future threats. This paper builds 
on the theory of self-regulation, which is essential for successful risk avoidance behavior, as well as the 
concept of ego-depletion resulting from a high amount of self-regulatory activities. A measurement in-
strument for security fatigue is adopted, based on self-regulatory theory. Perceived information over-
load and locus of control are further tested to determine the level of security fatigue. In two consecutive 
online surveys, we pre-test the validity of the context adapted scales. Conducting a follow-up study to 
validate our conceptual research model, we conclude that subjective information overload is the most 
critical cause of security fatigue and a lack of adequate security behavior. 
Keywords: Security Fatigue, IS Security Behavior, Self-Regulation, Ego-Depletion. 
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1 Introduction 
Using information technology (IT) such as mobile devices or personal computers in the very diverse 
online world is not a sole benefit for individuals but also a burden (Hu and Dinev, 2005). As soon as 
users are in touch with IT devices and online services, information security plays a significant role in 
preventing threats from causing harm to the individual. Indeed, the development of technical solutions 
such as anti-malware or firewalls is supposed to assist users in protecting their personal data. However, 
in many cases, users still need to make security decisions regarding “Which password is safe?”, “Which 
anti-malware should I buy and install?”, “Is it necessary to lock my phone with a passcode?”. Even more 
burdensome is the fact, that security recommendations change over time since new security risks relent-
lessly arise every day1. 
To address this challenge, scholars explore the antecedents of usage behavior in the field of protecting 
information security. Such antecedents explain why individuals refrain from adequate security solutions 
even though they perceive a high security risk (Lebek et al., 2013; Lee and Larsen, 2009; Zahedi, Abbasi 
and Chen, 2015). Beyond that, research on information system (IS) security behavior should especially 
integrate new behavioral approaches to explore to what extent human nature determines IS security 
(Mou, Cohen and Kim, 2017). For example, social influences such as subjective norms can give valuable 
insight (Ifinedo, 2012). 
In the past, the phenomenon of security fatigue was reported mainly by online media (Franklin, 2018; 
NIST, 2016) as well as some researchers (Stanton et al., 2016; Coopamootoo, Gross and Pratama, 2017; 
Furnell and Thomson, 2009). They find that internet users show symptoms of cognitive exhaustion when 
being confronted with news about security issues and related recommendations on how to respond ade-
quately. One prominent qualitative study about security fatigue was conducted by Stanton and 
colleagues. They present findings from 40 semistructured interviews among internet users, to what ex-
tent they are aware of security advice being given. They conclude that users are likely to ignore further 
recommendations since they “are tired of being overwhelmed by the need to be constantly on alert” 
(Stanton et al., 2016, p. 28). Against this very limited background of IS research on security fatigue or 
related concepts, we extend the knowledge of behavioral IS security research by developing a theoretical 
framework that incorporates causes of security fatigue and its effects on secure behavior. 
The theoretical basis we suggest to explain the symptoms of security fatigue is ego-depletion. With this, 
the continuous decision making has a detrimental impact on subsequent volitional self-regulation 
(Baumeister et al., 1998). As we will explain, self-regulation is a cognitive process (Carver and Scheier, 
1982, 2000) which is closely tied to risk avoidance behavior in the IS security context (Liang and Xue, 
2009). Thus, our first question that we answer is: 
RQ1: Does security fatigue, as specific form of ego-depletion, lead to riskier security decisions 
regarding not responding appropriately to security recommendations? 
Additionally, we investigate which underlying causes promote the detrimental effect of security fatigue. 
Therefore, we rely on related literature and identify two causes of security fatigue as specific form of 
ego-depletion. Within the scope of this study, these causes are the perceived information overload as 
well as the lack of personal experience in successfully controlling IS security risks by following security 
recommendations. Therefore, we adhere to the related literature and investigate a possible lack of inter-
nal locus of control as the second cause for security fatigue. This leads us to our second question: 
RQ2: Do the presumed causes of security fatigue promote and reduce security fatigue? 
Our study aims to shed light on the cognitive processes behind security fatigue. Therefore, we first 
introduce the theories of self-regulation and ego-depletion to behavioral IS security literature. Second, 
we test if security fatigue, conceptualized as security-related ego-depletion, is indeed responsible for 
                                                     
1e.g., development of different online banking authentication techniques (TAN, iTAN, mTAN). Users may be unaware which 
method is considered ‘secure’ at the moment. 
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users’ ignorance of security recommendations. Third, we elaborate on two possible antecedents of se-
curity fatigue and therefore propose two possible causes why users are impaired by security fatigue. 
To support our theoretical reasoning, we conduct two quantitative surveys among internet users. 
Thereon, we discuss our results and present our theoretical contribution as well as practical implications. 
2 Conceptual Background of Security Fatigue 
“Security fatigue” is not only a term that has rarely been studied by IS researchers. Also, the conceptual 
background of security fatigue is not very clear. We presume that this might be the reason why empirical 
research on security fatigue or related concepts is quite sparse. We could only identify one qualitative 
study among end users of IT devices. The results show that users are often in the situation in which they 
are weary of being told to use strong passwords, update operating systems or to pay attention not to fall 
victim of fishing emails (Stanton et al., 2016). Thus, users are getting overwhelmed by security-related 
information and therefore reach a cognitive saturation point beyond which they are desensitized against 
these security recommendations (Furnell and Thomson, 2009). 
Furthermore, situations in which individuals are “bombarded with messages about the dangers lurking 
on the Internet” (Stanton et al., 2016, p. 26), as well as recommendations on how to protect against those 
threats without proper understanding, lead to a perception of losing control over performing necessary 
protective steps (Stanton et al., 2016). Hence, the amount of information which is supposed to raise the 
users’ IS security awareness that ultimately leads to more secure IS usage behavior has reached a tipping 
point. Instead of creating awareness of security threats and protective measures, information beyond this 
tipping point leads to cognitive exhaustion which inhibits further IS security behavior. 
In the following, we present to what extent the concept of self-regulation is a cognitive process inherent 
to IS security decisions. We furthermore extend this understanding by using the theory of ego-depletion 
that draws a line beyond which the necessary resources for self-regulatory behavior are exhausted. 
2.1 Self-Regulation 
Baumeister and colleagues define the concept of self-regulation as the “self's ability to control its own 
thoughts, emotions, and actions“ (Baumeister, F. Heatherton and Tice, 1994). When individuals override 
their initial responses (e.g., they restrain their impulses and resist temptation) guided by some higher 
order goal, this controlling ability thus falls under the concept of self-regulation (Baumeister, 2002; 
Carver and Scheier, 2000). 
Regarding the context of IS security research, the cognitive process of perceiving security risks as well 
as choosing among available protective safeguards can be understood as part of human decision making. 
As Lebek et al. (2014) present in an extensive literature review, the most widely used behavioral theories 
to predict behavioral intentions protecting oneself against security risks are the Theory of Reasoned 
Actions, the Theory of Planned Behavior, as well as Protection Motivation Theory, and the Technology 
Acceptance Model. Against this background of these behavioral theories applied to the context of IS 
security behavior, Bagozzi (2007) states that those theories indeed include multiple facets that individ-
uals consider when making IS usage decisions (i.e., perceived ease of use or perceived usefulness of a 
software or online service). However, these perceptions do not necessarily result in behavioral usage 
intentions or actual usage behavior: Bagozzi (2007) postulates that the cognitive process of self-regula-
tion is the key for understanding why individuals are able to consciously override their original desires 
in order to attain higher order goals. Self-regulation thus depicts the cognitive steering process which 
enables individuals to control their own behavior, and overwrite intuitive actions (Maes and Gebhardt, 
2000). 
Adopting a safeguard behavior to avert certain security risks is an act with no immediate benefit. Instead 
of enhancing someone’s productivity or effectiveness, the success of protecting information security is 
only present as long as no security incident has occurred (Lee and Larsen, 2009). Indeed, Brakemeier 
and colleagues show that users of IT devices tend to seek immediate benefits since users are not able to 
evaluate the potential risks inherent to adopting an online service (Brakemeier, Wagner and Buxmann, 
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2017). Thus, following security recommendations as well as choosing among various safeguards (e.g., 
deciding for the ‘best’ backup strategy of personal files) is not the intuitive behavior that users show but 
rather a necessity. To conclude, perceiving security risks as well as choosing an available safeguard 
should be understood as the result of self-regulatory decision making. 
2.2 Ego-Depletion 
The theory of self-regulation postulates that self-regulatory processes are only possible at a certain cost. 
Every single effortful act to self-regulate consumes a kind of cognitive resource which is only available 
in a limited amount (Muraven and Baumeister, 2000). It is thereby possible that continuous self-regula-
tory behavior depletes this cognitive resource when the recovery or replenishment is not possible. This 
cognitive state of exhaustion is known as ego-depletion (Baumeister et al., 1998). 
As part of self-regulation, individuals frequently need to make certain decisions (i.e., choosing among 
alternatives that allow overriding a tempting behavior). Hereby, researchers distinguish between the 
decision-making and the self-regulatory action. As a result of a series of experiments, Baumeister and 
colleagues find that the cognitive effort of decision-making reduces the mental resources of the subjects 
as well (Baumeister et al., 1998). As a consequence, the cognitive resources which are necessary to 
enact self-regulation are consumed by the decision-making processes entailed in self-regulation. 
However, the researchers also find evidence in a second experiment that individuals who are in the state 
of ego-depletion will consequently avoid further decision making (Baumeister et al., 1998). Especially 
when decision making involves weighing information about available options, individuals require men-
tal resources which are consumed by the effort of decision-making. As a result, ego-depleted individuals 
are avoiding consecutive decisions and are reluctant to make choices among alternatives. Hence, they 
behave more passively and impulsively which affects their subsequent behavioral responses to external 
stimuli (Baumeister et al., 1998; Baumeister, 2002; Muraven and Baumeister, 2000; Vohs et al., 2008). 
In the context of IS usage, we conceive insecure behavior without further consideration of secure alter-
natives (e.g., using a mobile tan for e-banking without validating the bank account number and amount 
of the transaction) as a tempting initial response. When individuals act under ego-depletion, the ability 
to override this temptation diminishes. We adopt the concept of ego-depletion as a consequence of con-
tinuous decision making which is caused by cognitive resources being exhausted and depleted. Thus, 
we conceptualize security fatigue as a state of reduced ability to self-regulate, caused by a high amount 
of security-related decisions that had been made in the recent past. We hereby base our understanding 
of security fatigue on ego-depletion literature. Within the context of IS security behavior, we further 
elaborate to what extent the concept of self-regulation is able to explain human risk aversive behavior. 
3 Hypotheses Development 
In this chapter, we first draw on related concepts that are presumed to influence individuals’ risk aversive 
behavior (RQ1). Next, we will continue with the proposed antecedents of security fatigue (RQ2) as the 
study’s second research objective. 
3.1 The Effect of Security Fatigue on Risk-Avoidance Behavior 
The field of social psychology explains how ego-depletion manifests in human behavior when individ-
uals are averting general risks (e.g., Fischer, Kastenmüller and Asal, 2012). In the context of IS security 
behavior, we understand the cognitive process of self-regulation as key for adopting further security 
measures in order to gain a higher level of protection which is impeded when individuals experience 
security fatigue. Especially in case of IS security measures which have no inherent benefit for the user 
(Lee and Larsen, 2009) (e.g., using complex passwords, locking the PC or installing security updates), 
we postulate that self-regulation is the predominant cognitive process. As such, individuals are overrid-
ing their propensity of avoiding the effort that protective behavior entails, even though it should reduce 
the risk of falling victim to a security incident. Deciding to implement a safeguard thus conforms to risk-
averse intentions and behaviors. 
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This theoretical reasoning of self-regulation as the underlying cognitive process of risk aversion, and 
therefore IS security behavior, is furthermore supported by the Technology Threat Avoidance Theory 
(Liang and Xue, 2009). Hereby, the authors Liang and Xue ascertain that security behavior functions as 
a self-regulatory process. The core idea is that security threats act as a disturbance in the individual’s 
perceived information security. For example, individuals might ascertain that their spontaneous IS usage 
intention (e.g., creating an online account using the same password as usual which is easy to remember) 
might comprise the risk of unauthorized access by some third party. A second example would be that 
some external influence (e.g., diclosure of a large database containing account data and passwords) 
increases the security threat level. These disturbances of information security let individuals make de-
cisions based on the available information about either the new risk or a new recommendation on how 
to behave securely. This decision making ultimately leads to a behavioral change in terms of security 
risk-avoidance behavior in order to regain a sufficiently secure state (Liang and Xue, 2009) such as 
assigning a password which meets certain security requirements. 
To elaborate on the effect of ego-depletion on subsequent risk-avoidance behavior, we follow the find-
ings from the psychologists Fischer and colleagues. They investigate the impact of available self-regu-
latory resources on subsequent risk-taking decisions. Especially in scenarios where proactive choices 
for risk avoidance are necessary, risky behaviors reflect the failure of successful self-regulation. In a 
general matter, most unhealthy (and thus risky) behaviors such as drinking alcohol are caused by im-
pulses or temptation (Fischer, Kastenmüller and Asal, 2012). In line with ego-depletion theory, the cog-
nitive act of weighing pros and cons of risk-avoiding alternatives further increases the state of ego-
depletion and therefore reduces the individual’s ability to self-regulate (Vohs et al., 2008). In the context 
of IS security behavior research, this implies that the concept of ego-depletion (impaired ability to self-
regulate) can explain the negative effect of security fatigue on subsequent risk avoidance. Hence, ego-
depletion leads to risky behaviors even though aversive options, such as following given security rec-
ommendations, are available. 
Within the context of IS security behavior, we extend the concept of self-regulatory risk avoidance 
(Liang and Xue, 2009) and therefor base our understanding of security fatigue on ego-depletion litera-
ture (Baumeister et al., 1998; Fischer, Kastenmüller and Asal, 2012; Vohs et al., 2008). Hence, our first 
hypothesis is that individuals having a high level of security fatigue are limited in their ability to process 
further security-related information. Thus, they have low intentions to follow security recommendations. 
H1: Security fatigue is negatively related to behavioral intention to follow security recommendations. 
3.2 Further Predictors of Risk-Avoidance Behavior 
In order to further elaborate on the response behavior of following security recommendations (RQ1), 
we draw on IS literature to include the initiating antecedents of risk avoidance into our research model 
as depicted in figure 1. As soon as security-related information is presented to individuals, the underly-
ing concept that promotes the intention of risk avoidance is perceiving a security risk as sufficiently 
harmful to the individual (Lee, Larose and Rifon, 2008). Only if this is the case, individuals become 
motivated to look out for and evaluate information related to possible countermeasures to avert these 
risks. In essence, the perception of security risks is necessary to commence the self-regulatory process 
of risk avoidance (Liang and Xue, 2009). 
 
Figure 1. Research Model 
RQ1RQ2
Intention to Follow 
Recommendation
Security Fatigue
Perceived
Susceptibility
Perceived
Severity
Perceived
Information Overload
Internal Locus of 
Control H1-
H3+
H4-
H2a+ H2b+
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The risk of falling victim to some IS security threat (e.g., unauthorized access to personal data and 
subsequent misuse of information) is usually depicted as a function of an information system’s suscep-
tibility to a threat as well as the severity in case of the incident (Johnston and Warkentin, 2010). When 
individuals begin weighing pros and cons of following a security recommendation, the risk level which 
emanates from a perceived security risk is compared to the probability that a possible safeguarding 
behavior can be applied in an effective and efficient manner (Mou, Cohen and Kim, 2017). Since risk 
perception is imperative for the self-regulatory risk aversion process to begin, we comprise this as an 
antecedent of intention to follow security recommendations in our research model as below: 
H2a: Perceived susceptibility of falling victim to security risks is positively related to behavioral inten-
tion to follow security recommendations. 
H2b: Perceived severity in case of a security incident is positively related to behavioral intention to 
follow security recommendations. 
3.3 Antecedents of Security Fatigue 
In this section we will draw attention on two aspects that might be responsible for causing a sufficiently 
high level of security fatigue, so that individuals suffer from ego-depletion and thus remain threatened 
by security risks (RQ2). 
Perceived Information Overload. First, we elaborate on the concept of information overload to gain a 
deeper understanding of how security fatigue arises and how it can be reduced. Information overload is 
often interpreted as “receiving too much information” (Eppler and Mengis, 2004). However, the con-
struct should be used in more distinctive contexts such as cognitive overload, sensory overload or com-
munication overload (Eppler and Mengis, 2004). We focus on the terminus of cognitive overload and 
adhere the understanding from Schneider (1987) who observes various information attributes to be re-
sponsible for exceeding the capacity of information being processed effectively. These attributes are 
categorized as follows: uncertainty, ambiguity, novelty, complexity, and intensity of information 
(Schneider, 1987). 
This diversity of information attributes shows that it is not sufficient to solely rely on the frequency or 
the number of security recommendations that are given to individuals. Especially the dimension of am-
biguity is relevant in the context of security fatigue. Ambiguity means that information can be 
interpreted in different ways (Schneider, 1987). As Furnell and Thomson (2009) point out, individuals 
often need to decide if security messages they receive are actually relevant to their current state of se-
curity. If the available security information is ambiguous, such a decision is harder to make. 
The second facet of information overload research is the distinction between objective information load 
in terms of the amount of information and the subjective perception to be overloaded by information. 
Individuals usually differ in their capacity to process information what leads to different levels of being 
overloaded, even if the information exposure is identic (Chen, Shang and Kao, 2009; Grisé and Gallupe, 
1999). We argue that the perceived information overload pushes individuals to their limit to make secu-
rity decisions. As a result, they may suffer from the effects of security fatigue what we conceive as ego-
depletion. Thus, individuals perceiving information overload are impaired in their self-regulatory be-
havior which is necessary for subsequent risk-avoidance behavior. 
In the context of social network usage, Lee et al. (Lee, Son and Kim, 2016) further find information 
overload to be a strong predictor of being cognitively exhausted. This argument is moreover in line with 
the qualitative research of Stanton and colleagues who state that “users are tired of being overwhelmed 
by […] all the measures they are asked to keep themselves safe” (Stanton et al., 2016, pp. 28–29). 
Therefore, we expect that perceived information overload caused by security recommendations and se-
curity fatigue are two concepts which are interwoven: 
H3: Perceived information overload is positively related to security fatigue. 
Internal Locus of Control. The second cause which has been found in user interviews to increase 
security fatigue is that individuals start to doubt that following security recommendations will actually 
make them more secure (Stanton et al., 2016). This disbelief is caused by the fact that following security 
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recommendations does not show a direct benefit (Lee and Larsen, 2009). Therefore, individuals are not 
able to create a link between their risk-aversive actions and actual success in effectively averting security 
threats (Furnell and Thomson, 2009). 
The concept of internal locus of control depicts the degree to which individuals are convinced that they 
are able to control their environment by their own actions (Ajzen, 2002). In the context of IS security 
behavior, a high degree of internal locus of control resembles the expectation that following security 
recommendations is sufficient and effective to protect against security threats successfully (Ajzen, 
2002). In an experiment, Bandura and Wood (1989) test the effect of internal locus of control on the 
subsequent ability for self-regulation. They find that the personal experience of successfully controlling 
the environment by the own action increases the level of internal locus of control. 
Bandura and Wood (1989) furthermore demonstrate that individuals who believe that environmental 
events are under their personal control (high internal locus of control) are generally more committed to 
exercise this personal control. As Bandura and Wood (1989) explain, this commitment is also present 
in self-regulatory mechanisms. Therefore, a higher locus of control enables people to draw on further 
resources to self-regulate their own behavior. Since we conceptualized security fatigue as specific form 
of ego-depletion (depletion of resources that are necessary for self-regulation), an increase in these re-
sources resembles a mitigation of ego-depletion and as such, security fatigue. 
For the context of IS security behavior, it follows that individuals who believe that their past security-
related actions were successful in avoiding security threats (e.g., avoiding identity theft by using pass-
words of high complexity) will likely be less prone to security fatigue. Therefore, we conclude this 
argument in the following hypothesis: 
H4: Internal locus of control is negatively related to security fatigue. 
4 Methodology and Empirical Study 
To empirically test our research model and hypotheses, we conducted two consecutive online surveys 
based on a hypothetical scenario. Since we could not draw on an operationalization of variables which 
have previously been applied to the IS security context, neither for security-fatigue nor ego-depletion, 
we conducted a pre-test study to evaluate the reliability and validity of a scale which we adopted from 
the ego-depletion literature. For the same argument, we included scales for perceived information over-
load as well as internal locus of control in the pre-test. Hence, we pre-test the simplistic model of only 
the constructs of security fatigue, perceived information overload, and internal locus of control (Figure 
2). Based on the results of this pre-test, we were able to validate and refine the scales we adopted to 
develop an operationalization of the security fatigue variable and its influencing factors. Thereafter, we 
conducted a follow-up survey to test our conceptual research model presented in figure 1 and to inves-
tigate the causes of security fatigue and its impact on the intention to follow security recommendations. 
 
Figure 2. Pre-test model for Perceived Information Overload, Internal Locus of Control and Se-
curity Fatigue 
Scenario. In both surveys (i.e., pre-test and follow-up), we presented the participants the same hypo-
thetical scenario in which they should imagine that their personal computer shows a high risk of being 
infected with a virus. Within the scenario, a message displayed on the computer advised to take three 
steps in order to regain a secure environment: disinfect the computer using a specific anti-virus software, 
installing new updates, and finally changing passwords for all recently used online accounts. Therefore, 
Security Fatigue
Perceived
Information Overload
Internal Locus of Control
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we put the participants in a security related mindset. Using a hypothetical scenario is a common ap-
proach in the IS behavioral research to be able to measure potential socially undesirable behavior (Sipo-
nen and Vance, 2010), such as behaving insecurely or disregarding a security advice. 
Furthermore, there are three main reasons for choosing the context within the above scenario: (1) The 
threat and recommendation should feel familiar to most users so that every user can draw on her personal 
experiences and everyday life, (2) the security message directly affects the user’s computer and data 
stored thereon in contrast to a general news message on some online media website, and (3) the message 
contains specific recommendations for actions which enable the participants to form subsequent 
intentions to follow. 
Sample Acquisition. For the initial pre-test, we obtained our sample using Facebook and invited par-
ticipants by group messages. As for our follow-up study, the participants were acquired with the assis-
tance of a market research agency located in Germany. We hereby invited participants from a wide age 
spectrum and did not rely on one homogenous group of internet users. Justification for this approach 
can be found in Lowry et al., 2016. 
Survey Structure. At the very beginning of each online survey, we informed the participants on the 
welcome page that there are no wrong answers, that they should answer honestly, and we ensured that 
all answers will be processed anonymously. This was done to avoid the participants to be subject of a 
common method bias as well as a social desirability bias (Podsakoff et al., 2003). Thereafter, we pre-
sented our hypothetical scenario of a virus infection including three different security recommendations. 
Based on this scenario, all the main constructs of our research model were queried. 
Measurements. To measure security fatigue, we rely on the theoretical relationship to self-regulation 
and ego-depletion literature. The underlying mechanism which is involved in the process of self-regu-
lation is self-control: whereas self-regulation is defined as the whole process of volitional decision mak-
ing, self-control depicts the ability to perform a specific act of initiating or overriding an action 
(Baumeister et al., 1998). Thus, making and enacting decisions encompasses acts of self-control since 
the individual needs to assert control over prevalent responses to attain personal goals. Therefore, the 
effect of ego-depletion can be depicted as reduced self-control capacity (Baumeister et al., 1998). 
For this reason, we adopted the self-control capacity scale from Christian and Ellis (2011) which as-
sesses the availability of self-regulatory resources. In the process of adapting the original 25 items to the 
security context, we needed to exclude six items since the content was not applicable to the security 
context (e.g., “This would be a good time for me to make an important decision.”). Thus, the remaining 
set of 19 items resembles the context adapted measurement instrument for security fatigue. We report 
these adapted items in table 1. 
To quantify the perceived information overload, we lent an information overload scale from Goswami 
(2015). We also adapted items from Levenson (1981) and Rotter (1966) to survey internal locus of 
control. All these items have been adapted to the IS security context of our scenario as presented in 
table 1. Intention to follow the recommendation has been measured with three items from Venkatesh, 
Morris and Davis (2003) which have previously been applied to the security context by Johnston and 
Warkentin (2010). The items for perceived risk have been operationalized by adopting items for per-
ceived susceptibility and perceived severity from Johnston and Warkentin (2010). All these items have 
been adapted to the security context of our scenario as presented in Appendix 1. 
We included the marker variable ‘tendency towards fantasizing’ (O'Guinn and Faber, 1989) to test if a 
common method bias is a problem within our sample (Podsakoff et al., 2003) and hereby followed the 
guidelines from Rönkkö, M., Ylitalo, J. (2011) and Son and Kim (2008). For all constructs, we measured 
the items on a 7-point Likert scale ranging from ‘strongly disagree’ to ‘strongly agree’. 
5 Results 
To begin with, reporting the results of our two consecutive studies, we validate the items for security 
fatigue, perceived information overload and internal locus of control using the PLS algorithm as imple-
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mented in SmartPLS. Thereon, we validate our conceptual model and analyze our data with the struc-
tural equation modeling techniques in SmartPLS (Ringle, Wende and Becker, 2015). This method is 
especially appropriate to handle small sample sizes (Hair et al., 2016) as well as to test early-stage 
theories (Joreskog, 1982). 
5.1 Pre-test Survey to Validate Items 
For our initial pre-test to validate the adopted self-control capacity scale (Christian and Ellis, 2011) 
which we adapted to the context of security fatigue, as well as to validate our adopted scales of perceived 
information overload and internal locus of control, we were able to acquire 67 participants. In order to 
ensure that the participants carefully read the questions, all participants who completed the survey faster 
than in five minutes were sorted out. The limit of five minutes was determined by a few test runs of the 
survey (Chen and Zahedi, 2016). The remaining sample size was 59. Of these 59 participants, 33 were 
females (55.9%) and 26 males (44.1%). The age of the participants was between 19 and 75 years with 
an average of 35.09 years. Furthermore, the two major groups of participants were 29 employees and 
22 students. These groups thus represent the majority in the sample. 
 
 Items 
Item Loadings 
Org. Val. 
In
te
rn
al
 L
o
cu
s 
o
f 
C
o
n
tr
o
l 
(L
o
C
) 
LoC1 
Whether I become a victim of a cyber-attack or not depends above all on 
my ability to take the right security measures. 
.485 - 
LoC2 When I make plans to take security measures, I'm sure they'll work. .776 .761 
LoC3 How secure my data is depends on the security measures I take. .564 .795 
LoC4 I can determine exactly what will happen to my data. .720 - 
LoC5 I am usually able to protect my data. .707 .740 
LoC6 
If my data is secure, it is because I have taken sufficient security 
measures. 
.784 .741 
P
er
ce
iv
ed
 
In
fo
rm
at
io
n
 
O
v
er
lo
ad
 (
IO
) IO1 There are too many different security measures to take. .621 - 
IO2 
There is too much information about each security measure that is 
appropriate for each security problem. 
.766 .737 
IO3 Information about cybersecurity is difficult to understand. .862 .872 
IO4 The information provided on cybersecurity is not clear. .862 .863 
IO5 Information about cyber security is often repetitive. .686 .738 
S
ec
u
ri
ty
 F
at
ig
u
e 
(S
F
) 
When I am confronted with security measures in the scenario described above,… 
SF1 I feel mentally exhausted. .872 .916 
SF2 it would take a lot of effort for me to concentrate on that. .901 .934 
SF3 I'd rather do something else so I feel better. .769 .789 
SF4 I feel motivated. (reverse) .520 - 
SF5 I feel drained. .785 .827 
SF6 I have lots of energy. (reverse) .552 - 
SF7 I feel worn out. .809 .840 
SF8 I feel calm and rational. (reverse) .636 - 
SF9 I can't absorb any information. .695 - 
SF10 I feel lazy.  .815 .843 
SF11 I feel sharp and focused. (reverse) .717 - 
SF12 I want to give up. .868 .874 
SF13 I feel like my willpower is gone. .680 - 
SF14 I'm unfocused. .868 .860 
SF15 I feel ready to concentrate. (reverse) .630 - 
SF16 my mental energy is running low. .920 .926 
SF17 this new challenge would appeal to me. (reverse) .487 - 
SF18 I wish I could just relax for a while. .737 .773 
SF19 I feel discouraged. .809 .835 
Table 1. Pre-test item loadings of the constructs internal locus of control, perceived infor-
mation overload and security fatigue (Item Loadings: Org. = original itemsets; 
Val. =itemsets after validation; ‘-‘ = unreliable item removed after scale validation). 
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Scale Validation. To validate the items of our measurement model, we test for convergent and discri-
minant validity of the model and follow the guidelines from Hair et al. (2016) to furthermore refine the 
scales operationalizing security fatigue, perceived information overload, and internal locus of control. 
Convergent validity determines to what extent items of the same construct are statistically similar, 
whereas discriminant validity describes to which extent items from different constructs are actually un-
related (Hair et al., 2016). We ensured convergent validity by assessing item reliability and therefore 
reporting the item loadings with their respective construct. Thereafter, we report Cronbach's α, compo-
site reliability (CR) and the average variance extracted (AVE) (Hair et al., 2016). We begin by checking 
all loadings from the original itemset which we report in table 1. 
Items which have a lower loading than the threshold of 0.7 were recursively analyzed and removed, if 
necessary (beginning with the lowest loading), until all items are of good reliability of at least 0.7 (Hair 
et al., 2016). After each removal, we recalculated the loadings for the remaining itemsets. Hereby, we 
followed the approach of Hair et al. (2016) and began removing all items from our measurement instru-
ments which have loadings below 0.4. Items with a loading ranging between 0.4 and 0.7 were carefully 
checked. They were only removed when the deletion led to an improvement of composite reliability as 
a measurement of the items’ convergent validity (Hair et al., 2016). After completion of this procedure, 
our measurement instrument fulfills the given requirements for indicator reliability. With the remaining 
sets of 11 items of security fatigue, four items of perceived information overload, and four items of 
internal locus of control, we continue with the assessment of internal consistency and convergent valid-
ity of the constructs. We report Cronbach’s α and composite reliability of all constructs in table 2 and 
conclude that all constructs exceed the threshold of 0.7 (Hair et al., 2016). Likewise, AVE was above 
the threshold of 0.5 (Hair et al., 2016) as reported in table 2. 
 
Construct Cr. α CR AVE SF LoC IO 
Security Fatigue (SF) .964 .968 .735 .858   
Internal Locus of Control (LoC)  .757 .845 .577 -.245 .760  
Perceived Information Overload (IO) .818 .880 .649 .544 -.384 .805 
Table 2. Pre-test results with itemset after validation (n = 59). 
Cronbach’s α, Composite Reliability, AVE, square-root of AVE (bold), and Construct 
Correlations. 
We determine discriminant validity by two requirements. First, the loading of each item on the respec-
tive construct needs to be greater than the cross-loadings to all other constructs (Bagozzi and Yi, 2012). 
Due to the space limitation, we do not report all cross-loadings in detail. However, investigating all 
cross-loadings, we could assure that all items fulfill this criterion. Second, the square root of AVE for 
each construct needs to exceed the correlation to any other construct (Fornell and Larcker, 1981). Ta-
ble 2 reports that all constructs have met this requirement within our pre-test. 
We conclude that after removing items as described above (Hair et al., 2016), the remaining items and 
thus constructs show convergent validity as well as discriminant validity. Following Hair et al. (2016), 
this itemset can be applied as a validated scale to measure security fatigue, perceived information over-
load and internal locus of control. 
5.2 Follow-up Study to Validate the Conceptual Model 
To test our conceptual research model and our hypotheses (Figure 1), we conducted a second online 
survey among 161 participants and implemented our validated itemsets for security fatigue, perceived 
information overload and internal locus of control. In order to ensure a high quality within the responses, 
we furthermore included an attention check (Meade and Craig, 2012): one item that asked the partici-
pants to tick the box "strongly agree". Only one person failed this attention check what leaves us with 
160 responses for further analyses. Our resulting sample covers 81 female (50.6%) and 79 male partic-
ipants (49.4%). The age of the participants was between 14 and 79 years with a mean of 43.21 years. 
Regarding the participants’ profession, the largest group were employees (42.5%). 
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Measurement Model Validation. Before we begin with the analysis of the conceptual model, we test 
the validity of the measurement model. Due to the fact that the validity of our models was described and 
checked in detail in the pre-test section, it should only be mentioned here that all requirements for the 
validation of our measurement model were also tested and fulfilled in this study. Thus, reliability and 
validity have been shown for our model. However, in this study, we want to additionally evaluate 
whether there is a risk of a common method bias (Podsakoff et al., 2003). Therefore, we added a marker 
variable as a predictor for our dependent variable, guided by Rönkkö, M., Ylitalo, J. (2011) and Son and 
Kim (2008). In our sample, this variable has no significant influence on our dependent variable as well 
as the effects of the other independent variables do not change. Hence, we conclude that it is unlikely 
that a common method bias comprises our results. 
Conceptual Model Analysis. In this subsection, we present the results of our conceptualized research 
model. We report the model fit with an SRMR of 0.061 which is well below the cut-off point of 0.08 
and therefore indicates a good model fit (Hu and Bentler, 1999). With the help of the coefficient of 
determination R² we can describe how much variance of the dependent variables is explained by our 
research model. Our model explains 23.9% of the variance of security fatigue as well as 27.5% of the 
variance of intention to follow security recommendations. As a measure of effect size (Cohen, 1992), 
we rely on f² which shows the influence of the (independent) variables on the dependent variables. The 
f² values show that security fatigue has a medium sized effect (Cohen, 1992) on intention to follow 
security recommendations. The effect is even stronger than for perceived susceptibility and severity. 
Figure 3 presents the result of our analysis performed by a bootstrapping algorithm with 5,000 subsam-
ples using SmartPLS (Ringle, Wende and Becker, 2015). All path coefficients and significance levels 
were in line with our hypotheses. Therefore, we conclude that all our hypotheses H1-H4 are supported 
by empirical data. In order to check whether full mediation or only partial mediation prevails by security 
fatigue, we ran the following post-hoc analysis. Hence, we recalculated an extended structural equation 
model with the direct connections of perceived information overload as well as of internal locus of 
control on intention to follow the recommendation. During the validation of this extended model, we 
noticed a high correlation between information overload and security fatigue. Thus, we tested for mul-
ticollinearity between the constructs by calculating the related variance inflation factors (VIF). With a 
maximum VIF of 1.4, all values are well below the cutoff criterion of 5 (Hair et al., 2016). Hence, we 
presume that multicollinearity is not an issue. The results of our post-hoc analysis show that security 
fatigue is a full mediator for perceived information overload and a partial mediator for internal locus of 
control, while all our initial relationships remain significant. 
 
Figure 3. Results of Conceptual Model (n = 160). 
6 Discussion and Implications 
Our goal is to investigate how security fatigue can be quantified and what antecedents are thus respon-
sible for individuals to refrain from following security recommendations. We hereby extend the under-
standing of IS security behavior as self-regulatory process by the impeding force of security fatigue 
which we conceptualized as a form of ego-depletion in the context of processing security recommenda-
tions and subsequent decision making. To investigate our two research questions, we present empirical 
RQ1RQ2
Intention to Follow 
Recommendation
R² = 0.275
Security Fatigue
R² = 0.239
Perceived
Susceptibility
Perceived
Severity
Perceived
Information Overload
Internal Locus of 
Control -0.413***
f²=0.220
0.398***
f²=0.197
-0.207**
f²=0.053
0.227**
f²=0.059
0.307***
f²=0.108
*p<0.05  **p<0.01 ***p<0.001
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evidence that security fatigue is indeed existent among internet users and inhibits the process of self-
regulatory security behavior. Beyond that, we create awareness among senders of security recommen-
dations, that internet users are at risk of becoming overloaded by security information and feel them-
selves out of control when new security threats emerge every day. 
6.1 Theoretical Contributions 
Based on our results, we contribute to theory in several ways. First, to the best of our knowledge, we are 
the first quantifying security fatigue among internet users. We hereby build on the theory of self-regu-
lation in the context of IS usage (Bagozzi, 2007), IS security behavior (Liang and Xue, 2009), and con-
ceptualize security fatigue as limited risk-avoidance behavior caused by ego-depletion (Fischer, 
Kastenmüller and Asal, 2012; Baumeister et al., 1998). To quantify the degree of security-related ego-
depletion, we derive items from the established scale to measure self-control capacity (Christian and 
Ellis, 2011). Based on this approach, we validated a measurement instrument containing 11 context-
adapted items to survey security fatigue. The validity and reliability of this instrument is supported by 
two consecutive online surveys using different samples of users. 
Second, we evaluated the effect size of security fatigue on intended security behavior and compare this 
with the effect size emanating from risk perception. Perceiving IS security threats as harmful is so far 
understood as the driving factor for initiating the lookout and decision making process on how to react 
to such threats (Liang and Xue, 2009). However, besides risk perception, which is the first step in the 
process of self-regulatory risk avoidance behavior (Liang and Xue, 2009), security fatigue apparently 
shows an even greater effect on risk-avoidance intention (f2 = 0.220) in terms of following security rec-
ommendations. Based on self-regulatory theory, we believe that security fatigue acts as an inhibitor for 
the second step within the self-regulatory process. Instead of being motivated to start looking for possi-
ble measures to protect against the risk, individuals are overwhelmed and exhausted by making such 
security decisions and resign in doing so (H1 supported). Hence, security fatigue interrupts the process 
of the self-regulatory risk-avoidance process, even though the security risk is perceived as sufficiently 
harmful (H2a/b supported). 
Third, we tested two antecedents of security fatigue which we derived from literature in a conceptual 
research model (perceived information overload and internal locus of control). We have shown that 
security fatigue is a mediator on intention to follow the security recommendation for both antecedents – 
for perceived information overload a full mediator and for internal locus of control a partial mediator. 
Furthermore, especially the degree of perceived information overload caused by past security recom-
mendations has a strong effect on security fatigue (H3 supported). Thus, we can confirm that security 
fatigue is indeed determined by too many inconclusive security recommendations. Instead of fostering 
new insights on how to deal with security threats, individuals in our sample are overwhelmed when 
being confronted with security-related information and reduce the intention to follow security recom-
mendations. For this reason, we conclude that typical measures to create security awareness (e.g., Lebek 
et al., 2014) are only effective under certain conditions. Following the research stream on information 
overload, we see reason to assume that the usefulness of security recommendations is depicted by an 
inverted U-shaped curve (Schroeder and Benbasat, 1975) depending on the current information load. 
This confirms the assumption that individuals reach a cognitive saturation point beyond which they are 
struggling with the security recommendations being given (Furnell and Thomson, 2009). 
6.2 Practical Implications 
Security fatigue is the result of at least two effects which should be of interest for practitioners who 
report new security threats and give recommendations on how to protect against those. First, we give 
reason to focus on the individual when giving such advice. Since being overwhelmed by information is 
of a subjective nature, security recommendations must consider the recipient’s capabilities. We suggest 
not solely to rely on technological aspects such as perceived ease of use of a certain security-enhancing 
software (e.g., anti-malware). Instead, information about risks as well as recommended response behav-
ior must be communicated precisely to reduce ambiguity and to avoid user’s confusion if the information 
is actually relevant for themselves. 
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Furthermore, individuals who perceive a low degree of locus of control also tend to become security 
fatigued (H4 supported). We believe that media is dominated by negative information cues about secu-
rity threats, possible risks, and actual security incidents. It is not surprising that users lose faith in those 
telling them that it is important to run updates, make backups and choose strong passwords when there 
is no general improvement of security in sight. As long as individuals do not see the positive effects of 
what they are supposed to do, they will doubt that those security recommendations are actually effective. 
Therefore, we suggest sending more positivistic information and security recommendations to users of 
information technology. Developers of security software could therefor implement message cues that 
inform the users about successful threat aversion. 
7 Limitations and Future Work 
Certainly, this study also has its limitations. Since the participants of our two surveys are located in 
Germany, we were not able to account for multicultural differences in our findings. Therefore, it would 
be an opportunity for future research to test the antecedents as well as effect of security fatigue in other 
cultural environments (Mou, Cohen and Kim, 2017). Investigating security fatigue as well as anteced-
ents in the context of a hypothetical scenario gives us the means of controlling the context of security-
related information as well as recommendations being given. However, this study does not necessarily 
replicate real-world conditions. We suggest that in future studies, experiments may be conducted to 
create a more realistic research environment. Hereby, especially the influencing factors of perceived 
information overload and internal locus of control could be manipulated between multiple conditions. 
Also, since our results show an R2 of 23,9% for security fatigue, further antecedents that have not been 
tested here may be able to further strengthen the causes of security fatigue. Likewise, we are only able 
to report the individual’s intention to follow a given security recommendation. Even though the 
behavioral intention is commonly regarded as a good predictor of behavior (Ajzen, 1991), future studies 
could build on our findings with an experimental design and test actual response behavior. 
One further question would be if security fatigue resembles a short-term effect or a long-term effect. It 
could be interesting to investigate the time span which is required for individuals to replenish their 
cognitive resources necessary for security related decision making. Hereby, the authors Coopamootoo, 
Gross and Pratama (2017) present an experiment in which they observe users in their password choice 
right after being confronted with an online CAPTCHA and report the related password strength. We 
suggest following their example and conduct further (i.e. longitudinal) experiments to observe the actual 
user’s behavior. 
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Appendix 
Intention to 
Follow the  
Recommendation 
(INT) 
INT1 I intend to implement the recommended measures promptly. 
INT2 I predict I will implement the recommended measures promptly. 
INT3 I plan to implement the recommended measures promptly. 
Perceived 
Susceptibility  
(SUSC) 
SUSC1 My computer is at risk for becoming infected with the described virus. 
SUSC2 It is likely that my computer will become infected with this virus. 
SUSC3 It is possible that my computer will become infected with this virus. 
Perceived 
Severity  
(SEV) 
SEV1 If my computer were infected by the described virus, it would be severe. 
SEV2 If my computer were infected by the described virus, it would be serious. 
SEV3 If my computer were infected by the described virus, it would be significant. 
Appendix 1: Additional items used within our conceptual model. 
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