. In these models, it is assumed that the observed polychotomies correspond to realizations of an underlying normal variate inside intervals of the real line that are delimited by fixed thresholds. The mathematical link between the underlying and the discrete scales is, thus, the probit function. Although threshold models have been used for analysis of different types of discrete data (eg, Meijering, 1985; Weller et al, 1988; Weller and Gianola, 1989; Manfredi et al, 1991) (1987) , and an application to prolificacy in the Iberian pig is given by P6rez-Enciso et al (1993) . (Smith, 1991 Smith and Graser (1986) .
It is interesting to note that if the data were normally distributed, the algorithm just described reduces to that suggested by Graser et al (1987) , or DFREML (Meyer, 1989) . Hence, Laplacian integration provides a generalization of DFREML to a class of non-linear models that could be termed DFMML.
VARIANCE COMPONENT ESTIMATION FROM THE POSTERIOR MEAN Theory
The posterior mean is an attractive point estimator; from a decision theory viewpoint, it can be shown to minimize expected posterior quadratic loss (Lee, 1989) (1972) , Harville (1977) , Thompson (1980) , and Gianola and Fernando (1986) , joint maximization of a joint posterior density with respect to fixed and random effects and the variance components in a linear model, often leads to a sequence of iterates for the latter converging towards zero. Harville (1977) attributed the problem to 'severe dependencies' between u and Jfl (clearly, the conditional distribution of ulE,, depends on o, u 2). As noted by Gianola et al (1990) Convergence criteria of the 2 algorithms were not directly comparable, thereby contributing to some of the discrepancy between the 2 estimates.
As noted previously, the Tierney and Kadane (1986) approach gave Jfl = 0 as the value of the variance component that maximized the joint density. To illustrate, the log joint density [6] was evaluated at the 'current' value of or2 (and of the resulting solution to system (9)) during iteration and the plot is shown in figure 2 .
Clearly, u2 = 0 would be the maximizer, giving a density value of plus infinity. (Smith and Graser, 1986; Graser et al, 1987 Approximate posterior standard errors for the variance components may be computed using a quadratic fit of the log posterior density near the mode as in Graser and Smith (1987) . The computation of the log-posterior densities allows also to construct marginal likelihood ratio tests, or posterior odds ratios, for assessing the importance of different sources of genetic and environmental variation.
Harville (1977) asserted that the posterior mode is an attractive estimator, being less sensitive than the mean to the tails of the posterior density. However, under a squared-error loss, the posterior mean is optimum. Unfortunately, the Laplacian procedure of Tierney and Kadane (1986) for computing the posterior mean would be expected to fail in many instances. Joint maximization should work well when there is a large amount of information on each random effect, eg sire models, but not in animal models. Hence, alternative numerical procedures should be sought for computing posterior means. Further enhancements to marginal estimation of parameters involving Laplacian integration are given by Kass and Steffey (1989) and Leonard et al (1989) .
