Supplementary Figure 1:
Empirical type I error rate and power for population structure but no family relatedness with purely synthetic data. Each point represents the empirical type I error rate or power across 360 data sets with varying numbers of causal SNPs and with different degrees of signal (narrow-sense heritability) and population structure.
Supplementary Figure 2:
Empirical type I error rate and power for population structure but no family relatedness with purely synthetic data. Each point represents the empirical type I error rate or power across 72 data sets with different degrees of signal (narrow-sense heritability) and population structure.
Supplementary Figure 3:
Empirical type I error rate and power for population structure but no family relatedness, with and without a direct correlation between confounding structure and the phenotype. Each point represents the empirical type I error rate or power across 360 data sets with varying numbers of causal SNPs and with different numbers of causal SNPs and different degrees of signal (narrow-sense heritability) and population structure. The plots labeled "no direct correlation" and "direct correlation" correspond to the generating processes in Figures 3a and 3b , respectively.
Supplementary Figure 4:
Empirical type I error rate and power for family relatedness but no population structure with purely synthetic data. Each point represents the empirical type I error rate or power across 90 data sets with different degrees of signal (narrow-sense heritability) and family relatedness.
Supplementary Figure 5:
Empirical type I error rate and power for family relatedness but no population structure, with and without a direct correlation between confounding structure and the phenotype. Each point represents the empirical type I error rate or power across 450 data sets with varying numbers of causal SNPs and with different numbers of causal SNPs and different degrees of signal (narrow-sense heritability) and family relatedness. The plots labeled "no direct correlation" and "direct correlation" correspond to the generating processes in Figures 3a and 3b , respectively.
Supplementary Figure 6:
Empirical type I error rate and power for both family relatedness and population structure with purely synthetic data. Each point represents the empirical type I error rate or power across 360 data sets with different degrees of signal (narrow-sense heritability), population structure, and family relatedness. ii. Order the SNPs by increasing P value.
iii. For numSNPs in {0, 1, 2, 4, …, 8192, all} (the default values), use the first numSNPs of SNPs in the ordering as features for the LMM:
1. Optimize the parameters of the LMM including  using REML.
2. Use the LMM to compute the predictive log likelihood of the test data. 6. Select the PPCA model that maximizes the sum over the folds of the log likelihood.
7. Project the individuals who were removed in step 1 onto the subspace defined by the optimal PPCA model (see next section).
In this method, we used cross-validation rather than random train-test partitions. By using crossvalidation and partitioning by chromosome (in step 3), independence between train and test sets was maximized.
Note that PCgeno determines PCs separately from the process of SNP selection. That is, PCgeno is used first to determine the PCs, and then given these PCs, a SNP selection algorithm is applied using On experiments with Linreg and LMM(SelectPheno) applied to SNPs having population structure but no family relatedness (generated as described in the main text), PCgeno outperformed PCpheno (Supplemental Figure 11) .
The difference in performance between PCpheno and PCgeno on LMM(SelectPheno) can be understood in terms of the graphical model structure in Figure 3a of the main text. First, note that the portion of the graphical-model structure for SNP generation by the Balding-Nichols model- Figure 3a with y omitted-is identical to that for PPCA with one PC. Consequently, using one PC as a fixed effect is almost equivalent to conditioning on l, which would block paths from non-causal SNPs to y, leading to control of type I error. Now, when SNP selection was used, only weak paths from l to y remained, because most causal SNPs are conditioned on. Consequently, the PCpheno algorithm, which was guided by correlations between l and y, may have erroneously selected the wrong number of PCs (usually 0 in our experiments) and thus produced open paths from the non-causal SNPs to y.
This hypothesis was validated by the results for Linreg. Namely, when we ran the PCpheno algorithm for Linreg (forcing numSNPs=0 in step 2c of the algorithm), there were stronger paths from l to y. As a result, the algorithm picked one PC across all data sets, resulting in good control of type I error.
PC estimation guided by the SNPs rather than the phenotype was not impacted by weak paths from l to y. Rather, the algorithm was able to recognize that a single latent variable could account for the correlations among the SNPs. Indeed, in our experiments, PCgeno always picked one PC.
Supplementary Figure 11:
Empirical type I error rate and power for population structure but no family relatedness with purely synthetic data. Each point represents the empirical type I error rate or power across multiple data sets with different degrees of signal (narrow-sense heritability) and population structure.
The probabilistic principal components model
In In the PC estimation method PCgeno, we estimate the parameters of the PPC model using a data set of non-closely related individuals and then project the remaining individuals onto the estimated PCs.
To obtain the projection * for a new sample * , we maximize the likelihood of * with respect to * under the PPC model:
log ( * | + * ; 2 ) = log ( * − | * ; 2 ).
The likelihood of is maximized by the least squares estimator for :
Thus, if the singular value decomposition = Λ is used to estimate and Λ, then the columns of are orthogonal, such that = ; and it follows that ̂= ( − ) , = .
