An expectation maximization method is applied to the reconstruction of X-ray tube spectra from transmission measurements in the energy range 7 − 40 keV. A semiconductor single-photon counting detector, ionization chambers and a scintillator-based detector are used for the experimental measurement of the transmission. The number of iterations required to reach an approximate solution is estimated on the basis of the measurement error, according to the discrepancy principle. The effectiveness of the stopping rule is studied on simulated data and validated with experiments. The quality of the reconstruction depends on the information available on the source itself and the possibility to add this knowledge to the solution process is investigated. The method can produce good approximations provided that the amount of noise in the data can be estimated.
Once the transmission curve T has been measured, we iteratively apply the set of equations [14, 17, 22, 23 
where S k+1 n is the n−th energy bin after (k + 1) iterations, T m is the m−th 3 measurement of the transmission curve and A t is the transpose of the matrix A. Each solution S k is computed based on the vector of attenuation measurements T , the matrix A and the output of the previous cycle. The 6 algorithm requires an initial guess S 0 and a stopping rule to break the loop. To simulate a situation in which no information about the source is available, we start the iteration from a flat distribution. To impose a constraint on the 9 maximum energy of the spectrum, we start the iteration from a triangleshaped distribution that falls to zero at E max . If the material composing the anode is known, the iteration can start from a larger value for the energy 12 bins expected to contain characteristic emissions. The relative intensities between the energy bins containing characteristic emissions and the others are not easily predicted; they depend on the tube voltage and on a number 15 of parameters related to the design of the source [24] . Based on experience, we set these values to be three times the value of the background. This was chosen by looking at calculated spectra, using the catalog provided by The
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Institute of Physics and Engineering in Medicine [25] (IPEM), in conditions similar to those encountered in the experiments. A further refinement of the starting point can be done taking into account the inherent filtration of the 21 X-ray source.
Considering the measured transmission curve as T = T ex + e, with T ex representing the exact transmission curve and e the noise related to the 24 measurement process, the discrepancy principle provides the inequality
where e = N i=1 e i 2 . This can be used to estimate the number of iterations to be performed: when the left term in Eq. 3 (residual) becomes 27 equal to or smaller than the norm of the noise the iteration is stopped. In the experiments, e can be estimated using the experimental errors on the actual transmission measurements. Other two parameters, that can be 
Simulations
The convergence properties of the method are evaluated by means of numerical simulations: the attenuation of the X-ray beam is calculated starting 6 from a known spectrum X ex and the noise is numerically added to the exact transmission. From this simulated data, the spectrum is iteratively calculated using Eq. 2 and d(k) = X k − X ex is computed after each iteration 9 k. The simulations are carried out as follows. An X-ray spectrum X(E) is computed for a tungsten target at 40 kV and 2.5 mm of aluminum inherent filtration (IPEM). A set of 22 attenuation measurements is computed 12 with a minimum intensity (T M /T 1 ) of about 10 −2 . The exact transmission curve T ex is perturbed to simulate the measurement noise. Three different noise intensities are considered and the perturbation vector e is randomly ex- 
Experimental
The single-photon-counting measurement has been experimentally realized using a microfocus source (Hamamatsu, 60KVMFX-SPL) at 10 and 15 (Fig. 1a) . The detector is a CZT semiconductor device (Amptek, XR-100T-CZT). In all the experiments we use high-purity aluminum filters (Good Fellow, 99.999 % purity) as attenuators and an energy-bin width of 3 a fraction of a keV (half or quarter) to appropriately reproduce the spectra in the energy range under investigation. The transmission curve is measured by counting the photons that have been detected by the detector. A series 6 of NIM (Nuclear Instrumentation Module) modules is used to discriminate the noise and count the events. The chain was composed by a polarity inverter, a shaping amplifier, a threshold discriminator and a counter. With 9 this semiconductor device, it is also possible to measure the energy of each interacting photon directly.
For measurements with an ionization chamber,
with µ en the energy absorption coefficient of air, ρ the density (g/cm 3 ), W is the mean energy expended per ion pair formed in a gas, e c is the charge of the electron and (e c /W ) air = (1/33.97)C/J [26] . The source used for this 15 measurement is a conventional tube for X-ray diagnostic imaging (Gilardoni Rotagil) with a tungsten anode and 2.5 mm aluminum of inherent filtration, at 40 kV and 25 mA. The transmission curve is measured using two ioniza-18 tion chambers (PTW 34047 and dosimeter PTW Unidos E; Radcal 20X6-6 and dosemeter Radcal 2026C) for a series of aluminum thicknesses ranging between 0 and 1 cm. The shot-to-shot fluctuations of a pulsed X-ray source 21 can be corrected by using the ratio of the readings of the two ionization chambers arranged as depicted in Fig. 1b .
Experimental data are collected also using a characterized [27] active pixel 24 CMOS sensor (Hamamatsu C9728DK − 10). The intensity is averaged over an area of about 100 × 100 pixels. In principle, a transmission curve can be measured pixel-by-pixel, and a two-dimensional distribution of spectra can 27 be computed for simultaneously characterizing a non-uniform X-ray beam [28, 29] . The experimental set-up is the same as reported in specific coefficients used in these calculations were obtained from the xraylib library [30, 31] . 
Results and Discussion
The reconstructions obtained from the simulated transmission curves (Section 2.1) are reported in Fig. 2 . Each reconstruction takes a few minutes 3 on a 2.33 GHz CPU. The ordinate of all the spectra plots is such that the sum over all the energy bins is normalized to unity. The optimum approximation (when d(k) is minimum) can be compared with the solutions selected 6 using the discrepancy principle. The noise intensity is 1%. The mean energy of the spectrum obtained using the stopping rule is reconstructed with less than 1% error and the energy spread with approximately 1% error in 9 Fig. 2b and with a 20% error in Fig. 2a. In Fig. 2a the iteration starts from a flat distribution and the reference spectrum is approximated with a smooth curve. In Fig. 2b the reconstruction is done imposing E max , the 12 result is almost superimposed on the reference spectra. By looking at the semi-convergence graphs (Fig. 3) it can be seen that the minimum of d(k) depends more on the starting point than on the noise level: lower minima 15 are reached in the plots in Fig. 2b and relatively smaller differences are observed between the different noise cases. Test were performed with 5% noise but they were not as well reproducible as for the other noise intensities 18 considered here: we found some cases in which Eq. 3 was not satisfied. The optimum values found for k are k opt = {229179, 37819, 11458} in the case of flat input distribution, while the discrepancy principle, i.e. when the inequality Eq. 3 is satisfied, suggests k th = {7265, 2843, 318}, respectively, for the 3 
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−3 , 5 × 10 −3 and 10 −2 noise cases. For the triangle-shaped input, the sets of numbers are k opt = {5020, 6467, 1203} and k th = {1469, 637, 600}. The values estimated by using the discrepancy principle are smaller than those 6 indicated by a minimum d(k), however it can be seen from the graphs in Fig.  3 that the actual difference (in terms of d(k)) is relatively small in the two cases. This is also reflected in the actual distributions (Fig. 2 ) which are 9 close one to each other. To test the algorithm on multiple noise realizations, the exact transmission curve is perturbed 10 3 times, for the case with 1% noise. Each energy bin n has now a distribution of values, each one coming 12 from a different noise realization, from which the mean µ n and the standard deviation σ n are extracted. The graphs µ n + σ n and µ n − σ n are plotted in Fig. 4 . The width between those curves is small compared to the actual value 15 of the spectrum in each bin, suggesting that the results are reproducible.
The tungsten anode spectra at 10 and 15 kV, reconstructed from the single-photon-counting detector measurements (Tab. 1 line 2 and 6), are 18 shown in Fig. 5 . In both cases, the error is less than 0.5% for the mean energy and less than 2% for the spread. The reconstructions are fairly close, in terms of mean energy and energy spread, to the reference spectra measured using the semiconductor device with a multi-channel analyzer [32] . We note that the spectrum at 15 kV is reproduced with less accuracy with respect to the one at 10 kV; this might be due to the stronger line emissions which are 24 not well approximated by using a smooth curve.
The tungsten anode spectrum at 40 kV (2.5 mm of aluminum inherent filtration) is reconstructed from ionization chambers measurements (Fig. 6, 
27
Tab. 1 line 3, 7 and 8). Imposing E max leads to a solution that is almost superimposed on the reference spectrum (IPEM). The reference mean energy and energy spread are respectively 28.18 and 5.12 keV. The reconstructed val- This could be due to the fact that the algorithm updates each bin by multiplication and therefore those bins initially set to non-zero values will always be non-zero. Another contribution could be related to the behaviour of the 36 attenuation as function of energy: at higher energies the relative change in attenuation becomes smaller and this makes harder X-rays more difficult to be discriminated by the algorithm.
The molybdenum-anode spectra, reconstructed using the flat-panel sensor data (Tab. 1 line 4 and 9), are shown in Fig. 7 . The mean energy is is reconstructed within 2% error. Note that the reconstructed spectra are truncated for energies below 7 keV because of the negligible sensitivity of the detector in this energy range. Truncating at 7 keV does not strongly affect 3 the spectrum reconstruction because we are discarding a very small fraction (1 × 10 −4 ) of photons. The reference spectrum is measured with the portable semiconductor (CZT) device previously used and was also computed using 
Conclusions
An expectation-maximization algorithm has been used with the discrepancy principle as a method for X-ray-spectrum reconstruction from attenua-tion data. The transmission curve has been measured using different physical quantities, various qualities of X-ray beams and experimental conditions. The method has been tested on simulated data and validated with experi-6 ments using conventional X-ray tubes in the 7 − 40 keV energy range. With few percent noise, the discrepancy principle is a suitable criterion to select the number of iterations to be performed. The method produces reasonable 9 results with experimental data in terms of mean energy, energy spread and shape of the distribution. Refinement has been evaluated on the basis of the information available. The minimum knowledge required is the noise in the 12 transmission curve. If further details about the X-ray source are known (maximum energy, characteristic emissions, inherent filtration), the reconstruction can be improved by preconditioning the initial spectrum. Those additional 15 constraints become important when the spectrum contains sharp features (e.g. mammography spectrum). If the distribution changes smoothly, the reconstructed spectrum is usually very close to the exact one (e.g. filtered 18 tungsten spectra). Mean energy and the energy spread are usually accurately estimated, even when the shape of the spectrum is not precisely reproduced. Finally, an evaluation based on the computation of the mean glandular dose provided about 5% agreement between the reference spectrum and the one reconstructed with the proposed method.
