In a Lyapunov graph the Lyapunov exponent, λ, is represented by a color in the parameter space. The color shade varies from black to white as λ goes from −∞ to 0. Some of the main aspects of the complex dynamics of the circle map (θ n+1 = θ n +Ω+(1/2π)K sin(2πθ n )(mod 1)), can be obtained by analyzing its Lyapunov graph. For K > 1 the map develops one maximum and one minimum and may exhibit bistability that corresponds to the intersection of topological structures (stability arms) in the Lyapunov graph. In the bistability region, there is a strong sensitivity to the initial condition. Using the fact that each of the coexisting stable solution is associated to one of the extrema of the map, we construct a function that allows to obtain the boundary separating the set of initial conditions converging to one stable solution, from the set of initial conditions converging to the other coexisting stable solution.
Introduction
The study of nonlinear systems requires the development of tools, analytical and/or numerical, that provide a simple and precise description of their complex behaviors. Here we use a simple graphical method to analyze the basic properties of twoparameter maps that exhibit a maximum and a minimum for some range of parameters. The existence of superstable orbits associated to the extrema of the map is well known, thus giving rise to the property of bistability. In the present work, the dynamics of such maps are studied using the Lyapunov graph in the space of parameters. The Lyapunov exponent measures the rate of separation of trajectories starting at points very close to each other in the phase space, therefore it measures the sensitivity to the initial conditions. The Lyapunov graph is obtained by plotting the Lyapunov exponent as the function of the parameters of the map. This method has been employed successfully in the case of one-parameter maps [Rössler et al., 1989; Markus, 1990 ] and here we apply it to the case of two parameters. The map we have chosen to apply the method of the Lyapunov graph is the circle map with sinusoidal nonlinearity. This map has a very rich and complex dynamics, and has been extensively used to model a great variety of systems in physics, biology, neurology, etc. [Arnold, 1965; Guevara & Glass, 1982; Kaneko, 1982 Kaneko, , 1983 Yeh & Kao, 1983; Shell et al., 1983; Jensen et al., 1984; Bohr et al., 1984; Glendinning & Tresser, 1984; Glass et al., 1984; Bélair & Glass, 1985; Mackey & Tresser, 1986; Westerwelt et al., 1987; Glass & Mackey, 1988; Casdagli, 1988; Zeller et al., 1995] . We shall also present a very simple method to obtain, with respect to the initial condition, the boundary of the basins of attraction in the regions of bistability. It should be emphasized that the method presented here can be applied to any onedimensional map depending on two parameters, and having the features described above. In Sec. 2 we present the circle map briefly. In Sec. 3 we present the Lyapunov graph method from which the dynamics of the map can be obtained. It has been proved by Singer [1978] that stable periodic orbits attract the iterates of some critical points of the map if the Schwarzian derivative is negative everywhere (the map has to be differentiable of class at least C 3 ). We shall see that the iterates of the critical points are also attracted by the chaotic attractors of the map. In Sec. 4 we introduce a function of the initial condition that allows to obtain the boundary separating the initial conditions that converge to the stable periodic orbit or chaotic attractor associated to the minimum of the map from those converging to the stable periodic orbit or chaotic attractor associated to the maximum of the map. In Sec. 5 we present the conclusion.
The Circle Map
It is possible to show that the dynamics of most systems that exhibit the "frequency locking" phenomenon can be modelled by a circle map Bohr et al., 1984] . The frequency locking phenomenon is a resonance occurring in a system of two coupled oscillators or in an oscillator driven by an external periodic force. The resonance occurs whenever a harmonic P f 1 of one oscillator is close to the harmonic Qf 2 of the other oscillator. When this happens, the frequency of the two oscillators are synchronized or locked in the rational ratio P/Q. In these systems, the interaction between the different resonances may give rise to chaotic motion. The interaction between the resonances is caused by the nonlinear coupling .
We shall study the circle map with a sinusoidal nonlinearity,
It is a map of the circle on itself, with the parametrization 0 ≤ θ n < 1. The variable θ n represents the phase of the oscillating system and is measured in discrete time intervals. The sine term corresponds to a periodic external force with amplitude K, and Ω is the frequency of the system in the absence of the nonlinear term. The dynamics of the map (1) is partially described by the rotation number, ρ, defined by [Newhouse et al., 1983; Bélair & Glass, 1985; Glass & Mackey, 1988] 
where f n (θ 0 ) denotes the nth iteration of θ 0 .
In the case of monotonic maps, the limit exists and ρ is independent of θ 0 . If the map is not monotonic (its inverse does not exist and it is not a homeomorphism) a supremum must be used in the limit, and ρ will depend on θ 0 [Bélair & Glass, 1985; Glass & Mackey, 1988] . For K < 1 the map (1) is strictly monotonic (therefore ρ does not depend on θ 0 ). If K = 1 the map (1) develops a cubic inflexion at θ = 0 but it is still invertible. For K > 1 the map (1) develops a local minimum and a local maximum, therefore, it cannot be inverted, and, as is well known, chaotic behavior can occur in this case.
The periodic orbits of the map (1) have rational rotation number ρ; the so-called quasi-periodic orbit has irrational rotation number ρ. It has been shown [Arnold, 1965] that for the map (1), for a certain value of Ω, if 0 < K < 1, the rotation number ρ may take rational values that remain fixed (frequency or phase locking) within certain intervals or windows ∆Ω. For K ∼ 0 these intervals are very small so that the probability that a random choice of Ω will result in a rational ρ is practically zero. Thus, the probability of ρ being irrational is almost 1, and this means that, for K ∼ 0, there will be only quasiperiodic orbits. As K is increased, the intervals of frequency-locking increase, and, correspondingly, increases the probability of ρ being rational. For K ∼ 1, the probability that ρ is rational is almost 1.
The regions of the (Ω, K) space where ρ is rational (resonance windows) are known as the Arnold tongues (Fig. 1) . The resonance windows are separated by quasiperiodic orbits. The width of these resonance windows increases with K so that at K = 1 the quasiperiodic orbits constitute a Cantor set of measure zero (numerical evidences of this fact were provided by Jensen et al. [1984] ; proof given by Swiatek [1989] ). The line K = 1 on the plane (Ω, K) is called the critical line. Beyond the critical line there is an overlap of resonances that will lead eventually to the chaotic motion.
The Lyapunov Graph Method
The quantity
determines the stability of the periodic orbit θ * 0 , θ * 1 , . . . , θ * n−1 (fixed points). The orbit will be stable (unstable) if |µ| < 1 (|µ| > 1). The case |µ| = 1 is undetermined. The case ( df n dθ ) = 0 corresponds to the superstable orbit.
For one-dimensional maps, the Lyapunov exponent is defined by
The Lyapunov exponent measures the rate of separation of distinct orbits. If λ < 0 the orbit is stable. The orbit is superstable (µ = 0) if λ = −∞. If λ > 0 the orbit is unstable and exhibits sensitivity to the initial conditions (exponential separation of orbits that are initially very close to each other) [Thompson & Stewart, 1986; Glass & Mackey, 1988] . In order to describe the dynamics of the map (1) we shall graph the Lyapunov exponent λ in the parameter space (Ω, K). As mentioned in the introduction, this technique has been used in the case of a single parameter (the logistic map) by Rössler et al. [1989] and Markus [1990] , and we shall apply it to the case of two parameters.
The Lyapunov graphs are constructed by computing numerically the Lyapunov exponent. Starting from an initial condition θ 0 , a large number of iterations are performed in order to eliminate possible transients. The iterations corresponding to the transient are discarded, and the Lyapunov exponent (4) is calculated using the remaining iterations (stationary regimen). The graphs have been computed for 0 ≤ Ω ≤ 1 and 0 ≤ K ≤ π.
The value of θ 0 may be kept fixed at a value chosen arbitrarily or it may be chosen randomly (0 ≤ θ ≤ 1) so as to investigate the effects of initial condition fluctuations upon the stability of the system. Figure 2 displays the Lyapunov graph obtained using the initial condition θ 0 = 0.50. The lighter the color, the less negative is the exponent. The white regions correspond to quasiperiodic orbits and in the regions that are almost white the stability is changing (bifurcation points). The structure known as Arnold tongues (see Fig. 1 ) can be seen in the interval 0 < K < 1, in which the white color predominates. Each tongue corresponds to a region of frequency locking with ρ = P/Q. The tongue width increases with K and they do not overlap for K in that interval (they are separated by white regions corresponding to quasiperiodic orbits). As already mentioned, for K ∼ 0 the orbits are quasiperiodic so the tongues are not visible in this situation (white region). In Fig. 3(b) we display a zoom of Fig. 2 (a) for 0.5 < K < 1.0, and we see that the Arnold tongues are well reproduced by the Lyapunov graph (when the tongues get very thin a better resolution is required, implying more computer time).
Beyond the critical line (K = 1) a drastic change in the topology of the graph is observed, the black color predominating for K > 1. For K > 1 the map (1) is not monotonic and there is an overlap of resonances that eventually leads to chaotic dynamics. Beyond the critical line there exists a complex bistability structure.
The Lyapunov graph displayed in the Fig. 2 (a) exhibits a very important property: self-similarity. This self-similarity is evident below the critical line. Above the critical line, the self-similarity is illustrated by the zoom displayed in Fig. 2(b) , thus indicating that scaling laws must also exist above the critical line (as predicted in [Shell et al., 1983] ).
The curves corresponding to the superstable orbits can be seen above the critical line. Generically, inside each region characterized by ρ = P/Q, there will be a main superstable curve, tangent to the critical line K = 0, associated to superstable orbits of period Q. On the main superstable curve the map has an inflexion. The superstable curves are related by a period-doubling cascade corresponding to the period-doubling cascade exhibited by the superstable orbits. In Fig. 4 , we can see the superstable curves (in black) inside the tongue with ρ = 0. The main superstable curve, tangent to the critical line, has period 1. Above it, there is a pair of intersecting superstable curves of period 2 and further above there are two pairs of intersecting superstable curves of period 4, and so on. Each pair of superstable curves intersect each other twice, forming a loop. One of the intersections corresponds to a doubly stable orbit (the minimum of the map (1) is mapped onto the maximum and vice-versa), and the other one corresponds to the coexistence of two superstable orbits (bistability), one of them associated to the maximum of the map (1) and the other one to its minimum. This is a local bistability [Shell et al., 1983] as it involves only local structures within the same frequency-locking region.
In Fig. 2 we can see that, above the critical line, the tongues develop pairs of stable arms, one going up towards the left and the other one towards the right. As K increases, the width of the arms decreases, and for large values of K the arms belonging to the different tongues tend to align parallel to each other with slopes equal to ±2π. The external boundary of the arm is a continuation of the boundary of the tongue. It is determined by the points where a stable periodic orbit appears as a result of a tangent bifurcation, its period being equal to the fundamental period of the tongue. For a tongue of fundamental period n, the external boundary is obtained by solving the following equations:
Moving across the arm, there will be a period doubling cascade after which an attractor will be generated. The internal boundary of the arm is determined by the points where the attractor loses stability via a boundary crisis, as discussed by Grebogi et al. [1982 Grebogi et al. [ , 1983 . Due to the autosimilarity property this structure is repeated ad infinitum inside an arm gives rise to the nonlocal bistability. Like in the case of local bistability, one of the coexisting stable solutions is associated to the maximum of the map (it belongs to the arm that encloses superstable curves associated to the maximum of the map) and the other one to its minimum (it belongs to the arm that encloses superstable curves associated to the minimum of the map). The fact that each stable solution can be associated to the maximum or the minimum of the map will allow us to obtain the boundary separating the set of initial conditions converging to one stable state, from the set converging to the other coexisting stable state. Figure 5 shows the intersection of the left (right) arm of the central tongue, for which ρ = 1/2, and the right (left) arm of the tongue with ρ =1/3 (ρ = 2/3). The Lyapunov graph in Fig. 5(a) was obtained starting at θ 0 = 0.1 and we notice that in the intersection region there seems to be a preference for one of the arms, depending on the parameters value, resulting in an approximate symmetry with respect to Ω = 0.5. However, this symmetry is recovered by using the initial condition θ 0 randomly chosen in the interval [0, 1], as exhibited in Fig. 5(b) . Therefore, at these intersections, there coexist two stable solutions that are strongly sensitive to the initial condition θ 0 . Two initial conditions, that are very close, may converge to different arms. Also, the same initial condition, for the slightly different parameters in the intersection region will, in general, converge to the different states. Nevertheless, we shall show that, given an initial condition θ 0 , if the mapping is associated to the minimum (maximum) of the map, it will converge to the arm going up towards right (left). Due to this, we shall denote by m (M ) the arm going up towards right (left).
In Fig. 6 we display the Lyapunov graph showing the intersection of the arm m of the tongue with ρ = 0, and the arm M of the tongue with ρ = 1. The external boundaries of the arms, as already mentioned, are determined by tangent bifurcations. So, they are obtained by solving the following system of equations [see Eqs.
(1) and (6)]
The solutions of the above system are K = ±2π Ω, confirming our assertion that, above the critical line, all the tongues have the arms aligned in the directions ±2π. In (a) the (asymmetric) Lyapunov graph was generated using θ0 = 0.1 and in (b) the symmetry was obtained by using θ0 randomly generated in the interval [0, 1[. The dashed line in (a) corresponds to the line K = 1.65.
The points of maximum and minimum of the map (1) are provided by the equation 
and for M is
Lyapunov Graph for Two-Parameters Map 287 The above functions are displayed in Fig. 7 . As we can see, f m, min (Ω) (f M, max (Ω)) tends very fast to a constant value while f m, max (Ω) (f M, min (Ω)), as we have removed the mod 1, increases approximately linearly (taking into account the mod 1 we would obtain a sawtooth function). This behavior explains why the Lyapunov graph reproduces so well the dynamics of the map (1). All the points belonging to the external boundary of the arm m (M ) will have Lyapunov exponents (3) that are very close because f m, min (Ω) (f M, max (Ω)) varies very little for Ω ≥ 0.5. At the intersection of the arm m of any tongue, and the arm M of another tongue, the points belonging to the arm M can be distinguished from the points belonging to the arm m because they will have completely different Lyapunov exponents.
In order to better illustrate how precise the Lyapunov graph is in describing the dynamics of a map, we have calculated the bifurcation diagram as one moves along the external boundary K = 2π Ω of the arm m of the tongue with ρ = 0 (see Fig. 6 ). In At Ω = 0.50, the external boundary K = 2π Ω of the arm m of the tongue with ρ = 0 (see Fig. 6 ) intersects the external boundary K = −2π Ω of the arm M of the tongue with ρ = 1, indicating bistability. Indeed, this bistability is seen in Fig. 8 (Fig. 8) shows the coexistence of a stable state with a period-doubling sequence that culminates in an attractor that is destroyed, via a boundary crisis [Grebogi et al., 1982 [Grebogi et al., , 1983 , at Ω = 0.62. In this interval, Fig. 6 shows that the boundary K = 2π Ω crosses the interior of the arm M , therefore crossing the superstable curves that belong to a period doubling sequence that culminates in an attractor. At Ω = 0.62, the external boundary K = 2π Ω crosses the internal boundary of the arm M of the tongue with ρ = 1, so, only the state belonging to the arm m will exist in the rest of the interval considered, the same being true of the bifurcation diagram in Fig. 8 . 
Boundary of the Basins of Attraction of Initial Conditions
As already mentioned, the superstable curves associated to the minimum (maximum) of the map (1) belong to m (M ). The fact that the mapping of the minimum inside m, f m, min (Ω) [ Fig. 7(b) ], varies very little (in particular, it is approximately constant in the region of intersection of arms m and M ) the same being true of the mapping of the maximum inside M , f M, max (Ω) [Fig. 7(c) ], indicates that the stable states belonging to an arm m have a point that remains closer to the minimum of the map while the stable states belonging to an arm M have a point that remains closer to the maximum of the map. This is illustrated in Figs. 9(a) and 9(b) where we display two orbits of period 4, and a chaotic attractor, respectively. The orbit (solid line) having one of its points closer to the maximum of the map belongs to the arm M of the tongue with ρ = 1, and the orbit (dashed line) having one of its points closer to the minimum of the map belongs to the arm m of the tongue with ρ = 0; the chaotic attractor in Fig. 9 (b) belongs to the arm M and it is clearly seen that it is closer to the maximum of the map. Therefore we can say that the dynamics of an arm m (M ) is determined by the minimum (maximum) of the map (1). By using the fact that the dynamics of the arms is determined by the closeness of the iterations of θ 0 to the maximum or the minimum of the map (1), we can obtain the boundary separating the set of initial conditions converging to the stability arm m, from the set of initial conditions converging to the stability arm M .
Stationary regimen
Consecutive iterations of the map (1) starting from an initial condition θ 0 , will lead to a stationary state that is either a periodic orbit or a chaotic attractor. In the latter case the transient is in general very long, and moreover, as it contains an infinite number of points, it is necessary for some careful checking to make sure that the transient is over. To this end, let us introduce the center of the distribution of points generated by N consecutive iterations of the map (1) starting from an initial value θ 0
When the stationary regimen is reached the center of the distribution of points will remain constant. Numerically we calculate the average
and the standard deviation
where
and the number of iterations k(θ 0 ) necessary for reaching the stationary regimen, within a given precision , starting from the initial condition θ 0 , is given by
In the stationary regimen we set
and
If the stationary state is a periodic orbit it consists of a finite set of points, and its period is given by the number of points. In the case of a chaotic attractor, the number of points is infinite but they are distributed in limited subintervals of [0, 1[, therefore it is possible to obtain a good approximation for C(θ 0 , N) using a finite number of points. The smaller is, the larger will be the transient, particularly in the case of a chaotic attractor.
Numerical determination of the boundary
As we have seen, for (K, Ω) in the regions of intersection of arms m and M , given an initial condition θ = θ 0 , its iteration may converge to the stable state belonging to one arm or the other. As an iteration of θ 0 approaches an extremum, df (θ) dθ = f (θ) → 0, with f (θ) > 0 in the case of a minimum, and f (θ) < 0 in the case of a maximum. Figure 10 shows the map f (θ) (1) (without mod 1, for simplicity), and the function f (θ) |f (θ)| . As we can see, in the vicinity of the maximum (minimum) of f the function f (θ) |f (θ)| diverges very fast towards −∞ (+∞). Therefore, in order to determine to which of the extrema an orbit is closer, after k(θ 0 ) + n iterations of some initial condition θ = θ 0 , we compute the value of the following functions:
with g n (θ) defined in Eq. (19).
In the stationary regimen, consecutive iterations of the map will in general produce points that lie in the vicinity of both extrema, and in this case δ + (θ) and δ − (θ) will have opposite signs. Under these circumstances, the sign of ∆(θ) will indicate which of the extrema is closer to some of the iterations of (19): If ∆(θ) < 0 (∆(θ) > 0) the initial condition θ will lead to a stable state that is closer to the maximum (minimum) thus belonging to an arm M (m). If ∆(θ) = 0 the stable state is equally close to the maximum and to the minimum, so it is not possible to say to which arm it belongs.
In the special case of orbits of period 1 (fixed points), δ + and δ − will have the same sign, and this sign will determine to which arm the state belongs. If δ + < 0 and δ − < 0 the state belongs to M and if δ + > 0 and δ − > 0 the state belongs to m.
To illustrate this method, we have calculated ∆(θ) on the line K = 1.65 in Fig. 5(a) (17)] of discarded iterations (corresponding to the transient) is of the order of 130 000 (3000) for chaotic attractors (periodic orbits), using = 10 −3 . The results are displayed in Fig. 11(a) , the points (Ω, θ 0 ) corresponding to ∆ > 0 being plotted in black, the points corresponding to ∆ < 0 being plotted in white, and the points corresponding to |∆| ≤ 10 −5 ≈ 0 being plotted in gray. For 0.4 ≤ Ω < 0.408, the plot θ 0 × Ω shows a gray stripe that corresponds to a the region of chaos that precedes the tangent border of the tongue with ρ = 1/2. At Ω = 0.408, the line K = 1.65 crosses the external boundary of the arm M of the tongue ρ = 1/2, and remains inside M until Ω = 0.411. So, in the interval [0.408, 0.411], the dynamics is associated to the maximum, thus the corresponding thin white stripe in the graph θ 0 × Ω [see Fig. 11(a) ]. In the interval 0.411 < Ω < 0.426 there is bistability [see Fig. 5(a) ], due to the intersection of the arm M of the tongue with ρ = 1/2 with the arm m of the tongue with ρ = 1/3. Correspondingly, the graph θ 0 × Ω exhibits a region in which white and black areas are separated by the regions of uniformly distributed black and white dots so that, depending on the initial condition, the system will converge to a state belonging to m (ρ = 1/3) or to M (ρ = 1/2). We have numerically verified that the initial conditions boundary is fractal in this interval. The black spots appearing in the neighbourhood of Ω = 0.45 correspond to the bistability resulting from the intersection with the arm m of the tongue with ρ = 2/5 (the string of black dots crossing M in Fig. 5(a) . As already mentioned, the superstable curves intersect twice, forming a loop. In the neighbourhood of the superstable curves, the dynamics is determined by them. Thus the two stripes, black and white, that are seen to the left and right, respectively, of Ω = 0.50, which is the Fig. 11 . (a) Set of initial conditions converging to the arm m of the tongue ρ = 0 (∆ > 0, white points), and set of initial conditions converging to the arm M of the tongue ρ = 1 (∆ < 0, black points). The gray dots correspond to the case |∆| ≤ 10 −5 ≈ 0 (see text). We have used 750 values of θ0 and Ω, uniformily distributed in the corresponding intervals. Total number of iterations: 230 000 in the case of chaotic attractors, and 103 000 in the case of periodic orbits; number of iterations discarded (corresponding to the transient): 130 000 in the case of chaotic attractor, and 3000 in the case of periodic orbits. (b) Asymptotical behavior of the trajectories generated by θmax, θmin, and θ ∈ [0, 1[, using = 10 −3 , α = 1.2 10 −6 , and β = 5.7 10 −2 . The parameters range for both cases correspond to the dashed line K = 1.65 drawn in Fig. 5(a) . point where the period 4 superstable curves intersect each other. It should be remarked that in this central region there is a gray line (corresponding to |∆|(θ) ≤ 10 −5 ) separating the white (∆(θ < 0)) and black (∆(θ) > 0) stripes. After crossing the region of intersection of the superstable curves, the line K = 1.65 enters the arm m of the tongue ρ = 1/2 [see Fig. 5(a) ], resulting in the wide black stripe seen in the graph θ 0 × Ω. In the vicinity of Ω = 0.55 this wide black stripe is interrupted by a thin stripe containing white spots. This thin black and white stripe corresponds to the bistability resulting from the intersection of the arm m (ρ = 1/2), and the arm M of the tongue with ρ = 3/5 (string of white dots crossing the arm m in Fig. 5(a) . Again, the boundary separating black and white regions is fractal. In the interval [0.574, 0.589], bistability is observed again: it results from the intersection of the arms m (ρ = 1/2), and M (ρ = 2/3). In fact, this stripe with fractal boundary separating the white and black regions can be obtained from the bistable stripe in the interval [0.411, 0.426] by exchanging the black and white, and then making the transformation θ 0 → (1 − θ 0 ). So, our results have shown that the evaluation of ∆(θ 0 ) [Eq. (22)] provides a way of separating the set of initial conditions converging to an arm m (dynamics associated to the minimum of the map), from the set of initial conditions converging to an arm M (dynamics associated to the maximum of the map).
Asymptotical behavior
In order to validate our method of evaluation of the boundary separating the basins of attraction of the two stable states, we shall compare the asymptotical behaviors of the trajectory of any point θ and the trajectory of the critical points (maximum or minimum).
Given two initial conditions θ and θ , the minimum distance between the trajectories generated by them is given by
with g n (θ) defined in (19).
As we are interested in comparing the asymptotical behaviors of trajectories starting at any point and the trajectories starting at the maximum and/or at the minimum of the map, we will consider only two values of θ :
If two distinct initial conditions tend asymptotically to the same state it follows that d θ, θ = 0 for certain values of n and m. It is very easy to obtain numerically the values of n and m for which d θ, θ = 0 if the asymptotical state is a periodic orbit. However, if the asymptotical state is a chaotic attractor, it would take an infinite time to find n and m for which d θ, θ = 0. We know that if θ and θ tend asymptotically to the same attractor, then the distance (23) will necessarily get infinitely small for some values of n and m. Nevertheless this fact is not sufficient to conclude that both trajectories are converging to the same attractor. In order to compare two chaotic attractors another criterium is required. We shall compare the center of the distribution of points [see Eq. (13)] for both attractors to determine if they are identical or not.
As already mentioned, a chaotic attractor has an infinite number of points that are distributed in a finite number of subintervals of the interval [0, 1[ so that we can compute the center of the distribution of its points, C θ [see Eqs. (13), (15) and (18)] using a large, but finite, number of points. If a quantity x has a Gaussian distribution with standard deviation σ, it is well known that the probability of x assuming a value in the interval [x 0 − aσ, x 0 + aσ] (x 0 being the true value of x) is equal to 2I(a),
For a = 2.6 the probability is ≈ 99%, so, in order to check whether two initial conditions θ and θ tend asymptotically to the same state or not (bistability), we compute the following intersection of intervals
being the upper bound of the standard deviation [see Eqs. (15) and (17)] of C θ . We then have the following numerical criterium for deciding whether the trajectories generated by θ and θ have the same asymptotical behavior or not (implying bistability):
with α β. If some of the above conditions are not satisfied then nothing can be said. It should be stressed that in our numerical investigation an undecided case has never occurred.
In Fig. 11(b) we display the result of our numerical investigation of the asymptotical behavior of the trajectories generated by θ max , θ min and θ ∈ [0, 1[, for Ω ∈ [0.4, 0.6] and K = 1.65. Taking = 10 −3 , α = 1.2 10 −6 , and β = 5.7 10 −2 , we have calculated I θ, θ using, as in Fig. 11(a) , 750 values for both θ and Ω (uniformly distributed in the corresponding intervals). Figure 11 
Comparison of Figs. 11(a) and 11(b) shows that they coincide in the regions of bistability. However, when there is a single stable state, the asymptotical behavior does not allow to identify to which arm (m or M ) the state belongs. Moreover, it is not possible to obtain the transitions to chaos occurring at Ω = 0.408 and Ω = 0.592 for the tongue with ρ = 1/2. It should also be stressed that the time required for computing Fig. 11(b) is much larger than the time required for computing Fig. 11(a) .
Conclusion
We have applied the method of Lyapunov graph to the case of two-parameters map. We have shown that in the case of the circle map the Lyapunov graph exhibits the main aspects of the complex map-dynamics. It reproduces the Arnold tongues below the critical line K = 1, and, above this critical line, it reproduces the superstable curves, the bistability regions and the self-similarity structure characteristic of the circle map. The Lyapunov graph also exhibits the strong sensitivity to the initial condition in the bistability region.
Above the critical line (when the map is nonmonotonic), the continuation of the Arnold tongues develops two arms. We have shown that the fact that the left arm (M ) is associated to the maximum of the map, and the right arm (m) is associated to the minimum of the map (this is due to the map having negative Schwartzian) results in the corresponding Lyapunov exponents being completely different. Moreover, using this fact, we have constructed the function ∆(θ 0 ) [Eq. (22) ] that indicates, for a given initial condition, to which of the coexisting stable solutions it will converge. Bistability occurs at the intersection of arms M and m belonging to the different tongues. If ∆(θ 0 ) < 0 the initial condition θ 0 will converge to the state belonging to the arm M and if ∆(θ 0 ) > 0 it will converge to the state belonging to the arm m. The plot of θ 0 ×Ω [ Fig. 11(a) ] provides the boundary separating the set of initial conditions converging to the arm m, from the set of initial conditions converging to the arm M . We have also compared numerically the asymptotical behaviors of the trajectory generated by an initial condition θ 0 and the trajectory generated by the extrema of the map. The result is displayed in Fig. 11 (b) and it shows that in the regions of bistability it coincides with Fig. 11(a) , however, when there exists a single stable state it is not possible to say whether it belongs to M or m.
This method of the Lyapunov graph can be applied to any two-parameters map. The function ∆(θ) (22) can also be used for determining the boundary of the basin of attraction of the initial condition, provided the map has one of the stable solutions with the dynamics associated to the minimum of the map and the other one associated to the maximum of the map. Moreover, this method can be used to investigate the effect of the addition of noise to the map.
