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Abstract 
Ilie focus of the present work is on the use of magneto hydrodynamics as a flow 
control device for supersonic and hypersonic vehicles. A three dimensional parabolized 
Navier Stokes solver was developed to take into account the effects of magnetic fields , 
by incorporating two magneto-hydrodynamic models. The modified solver was then used 
to study the effects of magneto-hydrodynamics on a variety of configurations, one study 
of which involved surrogate model based optimisation procedures. 
The first component of research involved validation of the low magnetic Reynolds 
number model model against well documented test cases. Good agreement with the nu- 
merical test cases for flows past a blunt body and a flat plate boundary layer flow, both in 
the presence of a magnetic field, was found. A novel application of the method of man- 
ufactured solutions to the simplified mapeto-hydrodynamic model was made to ensure 
its Accuracy. Assessment of the procedures used for numerical optimisation, were made 
against known closed-form solutions, and a theoretical axisymmetric body of revolution. 
An investigation for an optimal magnetic field configuration, for an over-sped Ram- 
jet intake was made. It was found that for a suitable choice of magnetic field strength, 
shock on lip could be achieved. Furthermore, for a suitable choice for the position of 
the magnetic field source, the design condition can also be satisfied using a weaker mag- 
netic field. Finally a study examining the use of magnetic fields for flows past a slender 
body were was performed. Given a suitably orientated dipole source, it was shown that 
the magnetic field can introduce asymmetries, for an otherwise symmetric flowfield, and 
thereby introduce side form on the missile. 
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NOMENCLATURE 
Units 
The units which am used in the nomenclature have the following meanings: 
M mass 
L length 
T time 
Symbols 
Symbol Unit Quantity 
a LIT speed of sound 
A area of cell interface; Alfven velocity 
A flux Jacobian 
A.,,,., z contributions to momentum and energy equations 
B Magnetic Field Vector - 
C LIT speed of light in a y4cUUm; magnetic field wave speeds 
C, sample point for radial basis function 
CD drag coefficient 
Cf skin ftiction coefficient 
CL lift coefficient 
CP pressure coefficient 
d, D L diameter of body 
dij Euclidean distance between samples i and j 
E ML21T2 total energy 
ej ML2/T2 total energy 
E electric field vector 
F. Flux vector normal to a surface 
h grid spacing; shift parameter 
H Volumetric source term 
ij'k unit vectors in ijk directions 
grid node index in the x dimension; multi purpose index 
Identity matrix 
grid node index in the y dimension 
diffusion term for gas species and total energy 
sum of convection and conduction current 
k grid node index in the z dimension; coefficient of thermal conductivity 
Kn Knudsen number 
I length of body; cell edge length 
L 71ýpical length scale 
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M Mach number 
In vector dipole moment 
1h 1, ocal Mach nwnber 
n direction normal to a surface; power law exponent 
fi unit normal directed into the cell volume 
P MLIT, press= 
Q vector of conserved variables 
Q magnetic interaction parameter 
r body fineness ratio 
re dipole centre, 
R distance between any point x and re 
Re Reynolds number 
Re. Magnetic Reynolds number 
R Right Hand Side of conservation equation 
bsb, 
g L grid spacing at beginning of an edge 
6S. d L grid spacing at end of an edge 
S)"O S40 Magnetic force number 
5 Surface area vector 
S volume surface; source term for manufacture solution 
t T time 
6t T simulation time step 
T temperature, in Kelvin 
U, V, W LIT velocity components of u. 
U LIT flow velocity 
V L, volurne of a grid 
X L streamwise position of dipole 
X, Y, Z L position components of x 
I L position vector 
Y objective fiWion for optimization 
a angle of incidence 
P shock angle; radial basis function exponent 
CO permittivity of ftee space 
variable to denote crossfiow (z) direction 
variable to denote crossflow (y) direction 
0 azimuthal angle on slender body 
Y ratio of the specific heats 
6 boundary layer thickness 
A L mean free path; magnetic diffusivity 
A MILT second viscosity 
A eigenvalues of Jacobian 
P MILT dynamic viscosity 
PT MILT turbulent viscosity 
is 
variable to denote streamwise direction 
unit normal in streamwise direction 
P MIL3 density; radial basis function 
P, MIL3 electric charge density 
AT Pseudo time step 
Tu Shear stress tensor 
0 thal position of dipole; normalized radial basis function 
w Vigneron's parameter, production term for gas species 
Superscripts and Subscripts 
Oa applied component of magnetic field; Alfven wave 
OA VE cell-averaged quantity 
position of SHyFE cowl 
Of fast magnetic wave 
01 tensor index; cell index; index for gas species 
(-)I. J, k denotes anything at grid node ijk 
0. reference quantity 
(. )Inv inviscid 
Oj tensor index; cell index 
Ok cell index 
(-), In minimum of a quantity 
(. )MMS manufactured solution 
04 vector directed normal to a cell interface; iteration number 
01 slow magnetic wave 
or transpose 
01,19 denotes Vigneron's approximation 
Ov's viscous 
0, vector taken in f direction 
(. )"V, Z x, yz components of given vector 00 variables on left/bottom of a cell interface 
01 variables on right/top of a cell interface 
00 non-dimensional variable 
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CHAPTER 1 
Introduction 
Interest in hypersonic flows has grown considerably since the end of the Second World 
War. The Cold War em saw the United States and the Soviet Union mjecting a vast amount 
of funds into what would prove to be the dawn of the hypersonic age. 
In 1949, the V-2, which was developed initially in Nazi Germany, and subsequently 
brought to the United States after the Second World War, was launched from the test 
grounds on White Sands. This test was one of the first in a series of experiments to assess 
the usage of multistage rockets to achieve higher altitudes, as attached to the. V-2 was an- 
other slender body rocket, the WAC Corporal. This combined "Bumper" rocket, reached 
an altitude of 4001an, and achieved a velocity of 8290 knVh, the equivalent of about Mach 
7, a record at the time. Just over ten years later, through the use of a multistage rocket, 
Yuri Gagarin's pioneering manned space mission allowed him to orbit the earth. Upon 
firing the retro rocket to take him back into the earth's atmosphere, Vostok I travelled 
at speeds up to 25 times the speed of sound. Later that year would see the beginning of 
series of test flights by the U. S. Air Force, using the X- IS, which exceeded velocities of 
Mach S. 
The above am several examples of historical firsts [8], as far as hypersonic flight is 
concerned. Following the above, events have been a series of finther milestones, Mem*M, 
Gemini and the Space Shuttle program to name but a few. More recently, NASRs X43A 
became the first test aircraft to fly at Mach 10, using a SCRAMIET engine. 
Through military applications such as Inter-Continental Ballistic Missiles (ICBM's), 
space exploration, and in the design of next generation civil aircraft, interest in hypersonic 
aerodynamics has grown considerably over the past half centuryý Although hypersonic 
flight has been achieved, research into hypersonic flight technologies still very much con- 
tinues, in the prospect of hypersonic flight being as common as large commercial aircraft 
are today. Them remain important practical hurdles that need to be overcome in order to 
make such modes of transport re-usable, and hence economically viable. 
One of the maJor problems encountered by hypersonic vehicles on a ballistic re- 
entry trajectory is extreme temperatures, as a result of heat conduction and friction, which 
the body has to endure. Upon atmospheiric reentry for example, it is known that body 
temperatures can extend up to approximately 10,000 degrees Kelvin. Vehicle designers 
must regard this as a paramount issue, as without necessary precautions the kinetic energy 
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is large enough to vapourise the body. This has consequences particularly on the shape of 
the body. In 1938, Allen and Eggers (5) made the crucial discovery that a high drag, blunt 
body would provide the best geometrical shape for an effective heat protection system. 
This design has been part of spherical section, and sphere cone bodies, such as that seen 
on the Apollo or Galileo space capsules. The more recent Shuttle program is based on a 
delta-wing geometry, but nevertheless it still employed a blunted nose region. 
In addition to the blunted geometries, a variety of thermal protection systems CrPS) 
are used on reentry vehicles to overcome the high temperatures encountered during hy- 
personic flight. Ablative thermal protections systems work by depositing layers of carbon 
on the outer layer of the body through pyrolysis, which prevents radiative heat transfer. In 
addition to this gases are produced, which act to lift the hot gas away from the body sur- 
face through blowing. This prevents heat transfer through convection. Thermal soak TPS 
consists of a set of tiles which form the surface of the body, and are designed to protect 
against a long duration of heat at a lower intensity, rather than the largest peak heat fluxes. 
The tiles used can be heated up to I OOOK, and still be relatively warm to the touch. How- 
ever they suffer from the disadvantage that they are brittle, and are easily damaged. Other 
passive and actively cooled mechanisms are available to supplement these, but the two 
approaches outlined above are most commonplace for withstanding high temperatures. 
The life cycle of such hypersonic vehicles is often given in terms of the cost of the 
thermal protection system. While it may be difficult to assess exactly the cost of such a 
system, the fact that we do not yet see hypersonic flight on a commercial scale, suggests 
that it is currently prohibitively expensive. Indeed, the aforementioned TPS on reentry 
vehicles undergo rigorous examination before the re-use of the vehicle is even consid- 
ered, and consequently hypersonic flight on a large scale is somewhat distant. Alternative 
means of protecting the vehicle need to be considered. 
Due to the high temperatures encountered during hypersonic flight, it is not uncom- 
mon for the flow to ionise. Under such conditions, ions and electrons are present in the 
flow, and to a greater or lesser extent, depending on the conductivity of the fluid, the flow 
is then subject to the effects of electromagnetic forces. It is with this in mind that research 
into the use of magneto-hydrodynamics (MHD) for hypersonic flows is being considered. 
The idea of applying a magnetic field to a hypersonic flow field was in fact con- 
sidered initially during the 1950's, at the time when interest in hypersonic flight was first 
spawning. At the time, various theoretical treatises were published outlining the effects 
of applying a magnetic field to pertinent flow problems. 
' 
At the time however, the use 
of magnetic fields was not seen as a viable solution, due to the problems associated with 
being able to apply strong enough magnetic fields to influence the flow. 
Interest in the area has become renewed recently, as the emergence of powerful 
18 
electromagnets, and various methods of ionising the flow have rekindled the potential 
applicability of magneto-hydrodynamics to hypersonic flows. While experimental and 
computational studies into the effects of magneto hydrodynamics is widespread, currently 
little has been done to address the issue as what form an optimal magnetic field should 
take for a given hypemnic vehicle. 
1.1 Aims and Objectives 
The present work aims to develop a boetter understanding of the underlying physical Phe- 
nomena that occur when a magnetic Aeld is applied to an ionised flow field, over super- 
sonic and hypersonic Right vehicles of interest. 
Specifically, the work seeks to identify the most suitable magnetic field configura- 
tion required for a generic hypersonic vehicle, given a set of design constraints. The Low 
Magnetic Reynold 
's 
number model, and the simplified magneto-hydrodynamic model are 
developed and integrated into an existing computational fluid dynamics solver, which are 
subsequently verified and validated. 
Initially studies are performed over simpler geometries, that am typical features 
found within a hypersonic vehicle, to comprehend the effects of a magnetic field in iso- 
lation. Later a full study of the flow past more general vehicles is considered to examine 
the effects in unison. 
In order to achieve the aims specified, the following objectives can be established: 
* Assess suitability of IMPNS code to solving problem typically encountered in hy- 
personic flight, in the absence of a magnetic field. 
Set up optimisation tools required to poform a MHD optimisation study. This 
requires independent testing of the MHD models, to assess the accuracy of the 
optimisation procedures flmnselves. 
Investigate several MHD models, and implement them into the IMPNS flow solver. 
Perform verification studies, as well as validation of models with available test 
cases. 
e Investigate the effects of applying a magnetic field to isolated Components Of a 
hypemonic vehicle. 
* Optimisation study on a general hypersonic vehicle, which takes into account the 
effect of the applied mapetic field. 
* Identify novel area of application for magneto-hydrodynamics to aerodynamics. 
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1.2 Outline of Thesis 
The reader should bear in mind that every chapter in this thesis forms part of the founda- 
tion that will be used in the optimisation study based on the use of a magnetic field. Every 
component of the optimisation tool must be tested rigorously. Not only is this necessary 
to ensure confidence in the methods and models used, but it is also required so that bounds 
may also be placed on their domains of applicability. With this perspective, every section 
is verified and/or validated to the greatest extent possible. 
The following chapter is a review of the environment in which hypersonic vehicles 
operate, and provides the context of what aspects ought to be considered in designing 
such a vehicle. A discussion of several prediction methods is ensued by a description 
of the parabolized Navier Stokes model, along with a demonstration of the predictive 
capabilities of the model for the problems of interest. 
Next, the phenomenology of magnetic fields applied to ionised flows is discussed, 
and an introduction as to how magneto-hydrodynamics may alleviate some of the prob- 
lems encountered is discussed. An overview as to how magnetic fields have been used in 
practical flow problems is also provided. 
Following this, the low magnetic Reynolds number model is developed and vali- 
dated, and the simplified magneto-hydrodynamic model is introduced. A method of man- 
ufactured solutions procedure is applied to the latter, to verify the implementation, and 
the former model is validated extensively to cover cases that will form building blocks for 
the final study. 
Ibis section is ensued by a description of the optimisation methods used in acrody- 
namic design, and also a discussion of sampling methods. The methods to be used subse- 
quently are tested in a closed form solution, and a minimal drag body problem which has 
a theoretical solution. 
Chapter 9 conducts a novel optimisation study over a ramjet intake, aimed at analysing 
the optimal field configuration, given a set of design considerations, and the final chapter 
considers the effects of applying a magnetic field to a slender body with the aim of gener- 
ating asymmetric side forces. The thesis concludes with a discussion of the main findings 
of the study and suggestions for further work. 
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CHAPTER 2 
The Hypersonic Flow Regime 
It is instructive at this initial stage to provide an outline as to what the prominent features 
that charactefise the hypersonic flow regime are. Given this, a quantitative description of 
the problems encountered is discerned, to which ultimately, the application of magnetic 
fields is hoped to provide a solution. 
2.1 Aerodynamics of the Hypersonic Flow Environment 
Categorisation of what constitutes the "hypersonic flow regime', is somewhat more in- 
tricate, compared to the definition of supersonic flow. The transition from subsonic to 
supersonic flow is clearly defined as the point at which the flow Mach number exceeds 
unity, and is characterised physically by the emergence of a shock. 
As the following section will demonstrate, there are many discernible characteris- 
tics of hypersonic flows that distinguish it from the supersonic regime. However, unlike 
the appearance of shock waves in the transition to supersonic flow, there is no sudden 
isolatable feature that changes in the hypersonic regime. Rather there am a series of tran- 
sitions that occur over a wide range of Mach numbers, typically anything from Mach 3 to 
about Mach 12. 
A qualitative inspection of vehicles designed for the hypersonic flow environment 
reveals clear distinctions in some of the major characteristics, compared to supersonic 
and subsonic vehicles. For example, supersonic vehicles have distinctly isolatable fea- 
tures that can be identified as the mechanisms that provide lift, propulsion and storage. 
Consider the picture below of Mig-29 [I(a)]; lift is provided by its wings, Propulsion 
by gas turbines and storage in its fuselage. In contrast, modem day hypersonic vehi- 
cles' components am mom closely integrated as the illustration of a NASA Shuttle [I (b)] 
shows. Its delta wing geometry, and fuselage can be described as being part of a more 
common unit, and indeed, its engine is located at the rear of the fuselage. The same can 
be said of the scramict powered X43 [I(c)], where the propulsion unit is located On the 
underside of the vehicle, and is designed to ensure the leading edge shock generated from 
the front of the body impinges on the cowl lip. 
Supersonic designs are commonly feature sharp nose regions, a slender fuselage, 
thin wings and sharp leading edges that are aimed to minimise wave drag at supersonic 
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(b) Shuttle 
X43 
Figure 1: Supersonic and hypersonic vehicles 
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Mig 29 
speeds. This is demonstrated in the Mig 29 figure. Hypersonic vehicles are designed with 
alternative objectives in mind however, and thus applying the same thought process in 
designing hypersonic vehicles is not entirely straight forward. Consider for example the 
Shuttle body. Its delta wings are blended with the body, with blunted leading edges, and 
its nose is also rounded. Furthemore, the underside of the aircmft is flat. Then have the 
objective of generating a shock wave that is detached ftom the body during atmospheric 
reentry, thereby reducing the heat transf: r to the body surface. The features described 
above, have all been designed with the hypersonic environment in mind. The following 
are the key aspects that constitute this flow regime, and hence govern the design of the 
aforementioned vehicles. 
o 1. THIN SHOCK LAYER: 
Conventional oblique shock theory demonstrates that for a given flow deflection 
angle, the higher the incident Mach number, the lower the wave angle. This conse- 
quence of higher Mach number has important repercussions in both vehicle design, 
and in the computational treatment when trying to. simulate such problems. The 
stronger the incident Mach number, the higher the post shock enthalpy, which cul- 
minates in a higher temperature region nearer the surface. Furthermore, since the 
shock is confined to a thinner region nearer to the body, it experiences higher heat 
transfer rates. In addition to this, the shock wave can become merged with the 
viscous boundary layer. 
This results in complications when trying to simulate the problem numerically. A 
common approach for viscous flows is to use a boundary layer solver, and couple 
it to an inviscid Euler calculation outside of the boundary layer. The boundary 
layer equations assume that the normal variation of pressure, in relation to the solid 
surface is negligible. In other words, k.,. = 0. If, as in the current case, a shock 
wave is passing through the boundary layer, then clearly such an approximation is 
unreasonable. A more sophisticated model, taking into account this variation, is 
needed. 
e 2. ENTROPY LAYER: 
A common feature of many hypersonic vehicles, is the use of a blunt cone in the 
nose region of the body. In light of the proximity of an oblique shock to the Sur- 
face of the body, and the high temperatures associated with a thin shock layer, the 
blunted region serves to detach the shock away from the body surface. This ensures 
that them is a greater distance between the body surface and the shock, and has 
beneficial effects on the heat transfer rates. 
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In the proximity of the tip of the blunt body, the shock can be regarded as a normal 
shock. As such, the entropy change across the shock in this region is larger than 
any other parts. This region of high entropy is convected downstream along the 
body surface, and has the effect of thickening the boundary layer. The region is also 
associated with larger velocity and thermodynamic gradients as a result of stronger 
vorticity, and poses similar problems to the thin shock layer when trying to use 
boundary layer calculations, as the interactions between the inviscid portion and 
the boundary layer am strongly coupled. 
3. VISCOUS EFFECTS: 
The extreme velocities associated with hypersonic flows means that the flow has 
a large amount of kinetic energy. In the presence of viscosity, this acts to increase 
the boundary layer temperature, and consequently the skin friction and heat transfer 
coefficients. Indeed, it is precisely the large heat transfer rates that govern much of 
the design of space re-entry vehicles. 
Furthermore, conventional boundary layer theory illustrates that boundary layer 
thickness, 6, scales as O(M. 2). The thickening of the boundary layer with Mach 
number has effects on the inviscid flow region, which in turn affects the viscous 
region. This interaction between'thd flow'regions has strong influences upon the 
lift and drag acting on the body, since the induced pressure acting on a body may 
change as a result of considerable interaction. 
Once again, a standard boundary'fayer/Euler calculation is ineffective, as it is inca- 
pable of resolving the interactions between the two flow regions accurately. This 
can be accounted for by the effect of the hypersonic viscous interaction parameter, 
a measure of the degree of interaction between the viscous and inviscid regions. 
9 4. HIGH TEMPERATURE EFF S: 
Within the hypersonic flow regime, the high kinetic energy in the pre-shock re- 
gion is decelerated into a Iiigh enthalpy, high temperature region, downstream of 
the shock. Týpically the post-shock temperature increases as a function of Mach 
number, and associated with this am various physical phenomena, which play an 
increasingly important role. In the absence of models that are capable of capturing 
such activity, them can be severe misrepresentationss in quantities of interest. 
To highlight such an error as an example, Anderson [8] considers the post shock 
temperature behind a normal shock. Assuming a perfect gas law, the post shock 
temperature is governed by the following shock relation; 
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Tskwk " Tw 
2y(y - 1) M,. sin'fl (2.1.1) 
( 
(y + 1)2 
) 
For an atmospheric re-entry vehicle travelling at Mach 32.5 at an altitude of 35km 
and a freestrearn temperature of 283K, 'then for a normal shock (6 = 90*), the post 
shock temperature is 58128K. Considering that the surface temperature of the sun 
is approximately 5700K, it is hard to imagine anything being able to tolerate such 
extreme temperatures. The true figure is in fact about I 1000 K, and this inaccu- 
racy is a direct consequence of using the perfect gas law, as the assumption of a 
constant ratio of specific heats y=IA, does not apply. An alternative model, such 
as chemical equilibrium and non-equilibrium models need to be used instead. Fur- 
thermore, constituent relationships for the viscosity and thermodynamic quantities 
such as thermal conductivity need to be revised. 
As the ambient temperature increases, certain processes start to occur which change 
the chemical composition of the flow. From 800K onwards, Vibrational excitation of 
diatomic molecules begins to occur, culminating in Oý disassociation from around 
2500 K, and N2 fi-om 4000K onwards, whence the following decompositions take 
place: 
02--*20 
N2 --. # 2N 
(2.11) 
At higher temperatures in excess of 9000K, the process of ionization starts to occur, 
resulting in five electrons within the flow domain; 
0, + e; - (2.13) 
N+ 
It is the presence of these free electrons that results in the communications black- 
out to the re-entry vehicle upon re-entry. Furthermore, five electrons am a source 
of electromagnetic forces which are another source of complication, as in itself, 
not only can it alter the nature of the flow by acting as another body force. The 
ionisation process can be taken into account using a non-equilibrium model which 
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incorporates electron production and absorption through the processes described by 
the above equations. Details of this can be found in [7). 
o 5. Low Density/High Altitude Flow 
Given that almost nearly all hypersonic vehicles operate within the upper regions of 
the atmosphere, it would be ill advised to ignore any changes in flow properties that 
are due to changes in the operating altitude. The degree of rarefaction, or sparsity 
of the ambient gas, is commonly measured in terms of the Knudsen number. This 
is defined as the ratio of the mean free path to a typical length scale of the problem 
in question; 
Kn = AIL (21A) 
The mean free path A represents, the - average distance a gas particle has to travel 
before colliding with another particle, and is clearly an increasing function of alti- 
tude. The magnitude of the Knudsen number has consequences on the nature of the 
physics of the flow field. For example, the mean free path, A in the above equation 
is an increasing function with respect to altitude, as the data in graph [2] illustrate. 
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Figure 2: Mean Free Path as a Function of Altitude [3] 
As such, since hypersonic vehicles typically operate at higher altitudes than most 
other aerial vehicles, its Knudsen number is typically greater, and in some instances, 
the continuum assumption (Kn -c 1) can become violated. Furthermore, it can also 
26 
be shown that at higher Knudsen numbers, the zero-slip condition ceases to be a 
good approximation of behaviour in the vicinity of a solid surfiwe, and that them is 
in fact a non-zero tangential velocity at the wall. 
It is commonplace to utilise a Navier Stokes solver for hypersonic flow problems, 
but seldom is consideration nude for the fact that the vehicle may be operating 
outside of the range of validity of the model. The following argument based on the 
Knudson number is a clear illustration of this. 
The Knudsen number provides a qualitative guide as to the type of models that 
ought to be used for different fluid dynamics problems. Týpically, for Kn 2: 1, a 
statistical mechanics formulation is considered to be most suitable, as the mean free 
path of a molecule is comparable to a length scale of the problem. Conversely, for 
Kn -c 1, the mean five path is negligibly small compared to the problem length 
scale, and hence continuum models ought to be considered. Indeed one of the basic 
assumptions of the Navier Stokes equations is that the fluid can be treated as a 
continuum, and not a collection of individual flow particles. 
For large Knudsen numbers (: *. 1), direct simulation Monte Carlo (DSMC) methods 
(68], [19] are used cornmonly, and continuum models such as the Navier Stokes 
equations, or sub-models within, are used for the alternate extreme, KA W. 1. In 
addition to this, recently there is an increasing amount of interest in the continuum- 
transition regime fivquently quoted as being in the range 0.1 :5 Kn :51, akin to 
the range of Knudsen numbers within which hypersonic vehicles operate. Various 
solution methods am currently under investigation, including hybrid Navier Stokes- 
DSMC calculations [29], [27], and 'extended hydrodynamic' models, such as the 
various forms of the Burnett equations [211, [3], [86]. 
2.2 Conclusions 
This section illustrated the operating conditions of many hypersonic vehicles, and the 
factors that need to be considered when designing vehicles, or in trying to simulate such 
flows. It highlighted the requirement for models that adequately describing hypersonic 
flow phenomena in its entirety. Chemistry models to describe the processes of dissociation 
and ionisation, and extended formulations that capture the effects of increasing Mach 
number am both areu that ought to be taken into account. 
While the current thesis will not go into detail regarding these models, it is nonethe- 
less important to be aware of the limitations of the models being used, when taking into 
account its accuracy. Despite the fact that not all models may be implemented within 
27 
IMPNS, by taking note of this, we are more aware of the fact that certain features may 
not be captured by the code, due to the lack of certain models. , 
Without a significantly greater computational capability, it would not make sense to 
implement all models that take into account chemistry, rarefaction and so on, as computa- 
tional overheads, soon increase very quickly. It is therefore necessary to make a judicious 
choice as to what models ought to be incorporated into IMPNS. The next section attempts 
to address this issue, providing an engineering background into the current and future 
roles of magneto-hydrodynamics. 
. 1i'' ".., " . 'I I, -, ,Iý. I, - 
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CHAPTER3 
IMPNS and the PNS Equations 
3.1 The Parabolised Navier Stokes Equations 
For engineering problems of interest the designer is commonly confronted with the prob- 
lem of obtaining a reasonable prototype to meet requirements. At the design stages of 
product development, time and cost constraints may well apply in being able to perform 
large scale computational calculations. Furthermore, the same argument can be applied to 
obtaining expefimental data such as wind tunnel test data, for stages in the design process 
where immediate flight test data of prototypes is not immediately available. The user may 
have simplified empirical methods at his/her disposal, but these can tend to be unreliable 
for atypical novel designs, as they are inherently dependent on data fi-om existing models. 
Restricting attention to problems that require the use of computational fluid dy- 
namics as a design tool, three dimensional solutions to the full Navier Stokes equations 
require a large amount of CPU time and memory resources. In time dependent compu- 
tations, there are several different time wales that need to be resolved, requiring small 
time-stepping. Even steady calculations involve solutions to a four dimensional problem. 
7be advent of multiprocessor machines has reduced the computation time required for 
such solutions, but the machines too represent an overhead for an organisittion. Therefore 
for large scale problem of practical engineering interest do not necessarily make this 
model practical for all situations. 
Fortunately several simplifications can be made to the Navier Stokes equations, 
which focus on particular aspects of flow physics. For example the boundary layer equa- 
tions restrict attention to flows which are in the vicinity of a solid surface, where it is 
possible to reduce the momenturn equation normal to the wall to a simple statement that 
the pmssure variations normal to the wall am equal to zero. This greatly simplifies the 
system of equations to solve, as one need not solve the full momentum equation normal 
to the wall. The mathematical nature of the equations also change, from being an ClliP- 
tic problem to a parabolic one, which lends itself to space marching algorithms that are 
easier to solve. The Euler equations on the other hand assumes that the flow is invikid, 
equivalent to letting the Reynolds number tend to infinity in the Navier Stokes equations. 
These models are advantageous as they are mom easy to solve than the full govern- 
ing equations, but at the expense of not being able to capture some of the flow phenomena. 
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Obviously, viscous interaction is not captured by the Euler equations, and there are sev- 
eral cases were the boundary layer equations are unsuitable. Near the leading edge of a 
flat plate boundary layer for example, there exists a merged layer region where the shock 
generated ftom the leading edge is submerged into the viscous region, and is indistin- 
guishable to the rest of the flow. A schematic of the leading edge region of a flat plate 
boundary layer is presented in figure [3]; 
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Figure 3: Leading Edge Characteristics of a Flat Plate, in Supersonic Flow 
The boundary layer equations are not applicable here, as the model has been for- 
mulated to deal with cases where the inviscid and viscous flow regions are essentially 
decoupled, in other words, in the "weak interactioW' region. When a boundary layer 
solver is coupled to an inviscid solver, the assumption is that the interactions between 
the viscous and inviscid regions are weak. As the flow evolves downstream, an inviscid 
region develops between the shock layer, and the viscous part of the flow. Prior to this, in 
the "strong interaction region7 of the boundary layer the viscous and inviscid parts am en- 
twined. To solve for flows in such a region the boundary layer equations may be coupled 
with an inviscid flow solver, but this method has been found to be inefficient compared to 
solvers where the governing equations capture both inviscid and viscous phenomena. 
The issue of model complexity and computational expense is of great import=e 
when choosing an appropriate model. Combining this requirement with the observation 
in the previous section that one of the main areas of application is in hypersonic reentry 
vehicles, the Parabolised Navier Stokes (PNS) equations provide a suitable compromise 
between the two ends. 
To illustrate this point, the PNS equations are able to prodict three dimensional 
steady supersonic flows efficiently. Work by Qin et al [127,14] and Tannehill [107,155] 
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illustrate the accuracy in predicting supersonic flows for slenda body vehicles such as 
missiles, and other supersonic configurations. 7be computational time required for a 
characteristic calculation is similar to that needed for the inviscid portion using an Euler 
solver, or the viscous part using a boundary layer code [6]. However, the advantage in the 
model is that it is valid in both portions of the flowfield, and is hence valid where them 
is strong interaction between the boundary layer and inviscid flow regions. 7be model 
is restrictive in the fact that the flow in the inviscid portion must be supersonic, but for 
the purposes of investigating the effect of magneto-hydrodynamics in the areas outlined 
before, this is no hindrance to the study. Indeed it is particularly suited to supersonic and 
hypersonic flows, and therefore this model was chosen as the development tool for the 
current work. 
One of the disadvantages of the parabolized Navier Stokes equations is that al- 
though it can treat subsonic portions within an attached boundary layer through m0difi- 
cations such as Vigneron's approximation, it is unable to treat flows passed a blunt nosed 
body, or regions where strearnwise separation is present, such as for a compression comer 
with a large enough wedge angle. To overcome this, one must solve for such proberns 
using a multi-sweep algorithm. The procedure for the multi-sweep algorithm is as fol- 
lows: an initial space marching sweep is performed, and the algorithm proceeds from the 
downstream to the upstream boundary of the multi-sweep region, and back again. The 
calculation continues upstream and downstream until convergence is obtained. The solu- 
tion is assumed to be converged when the convergence criterion is satisfied for all stations 
without any further iterations on any station within the multi-sweep region. 
The mathematical defivation of the parabolized Navier Stokes model is not as rigor- 
ous as the boundary layer equatio 
' 
ns or the Euler equations, but instead, have been formu- 
lated by considering particular flow problems. As a result of this, several different forms 
of the governing equations have appeared in the literature [26,139]. Some formulaions 
neglect the pressure gradient term in the strearnwise direction, a matter to be discussed 
later in this section. All come under the common label of Parabolized Navier Stokes. 
A common similarity with all, forms however, is that they consist of a simpli- 
fied form of the steady Navier Stokes equations, with viscous derivatives omitted in the 
streamwise direction. For supersonic and hypersonic flows where the flow is predomi- 
nantly in the sftamwise direction, such an assumption is usually accurate. ibe model to 
be used throughout the thesis is that first proposed by Cheng et al [261, and is given by 
the following governing equations; 
Continuity equation 
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where y is the dynamic viscosity, and the second viscosity A is taken to equal 23p. The 
efficiency in solution time is obtained from the fact that the solution procedure reduces 
from a time-marching based solver commonly used for Navier Stokes calculations to a 
space marching algorithm. This is a consequence of being able to neglect the streamwise 
viscous derivatives on the right hand side of the above equations, meaning that the solution 
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at any one station uses only information from the stations immediately prior to the current 
one. The solution procedure is therefore more memory efficient than the time mamhing 
method commonly used for Navier Stokes equations, as only the grid data for the current 
station has to be stored. For single sweep cases, the model has thus been found to be 
computationally faster than the full system of equations. 
In light of the applications outlined in the previous section, the PNS equations, 
using the multi-sweep algorithm described above, are a good choice for developing a 
magneto-hydrodynamic model. Aerospace applications where magneto-hydrodynamics 
may be utilised are almost unanimously supersonic or hypersonic, which the PNS equa- 
tions are particularly suited to. 
3.2 IMPNS Flow Solver 
It is beneficial at this point to describe the main aspects of the proposed PNS solver, so 
as to provide a suitable background into the main issues concerning finther model im- 
plementation. IMPNS (Implicit Multiple Parabolised Navier Stokes) is a space marching 
CFD solver used to simulate the effects of supersonic and hypersonic flows, by solving 
the above mentioned PNS equations. In the past it has been used to find flow solutions 
to various supersonic flow problems of interest. These include predicting flow charac- 
teristics over slender bodies [128,127,14] and in trying to understand supersonic flows 
around geometries that exhibit complex shock interaction behaviour (IS, 126). 
The PNS equations are discretised using a finite volume formulation, as shown: 
f FldS + HdV =0 
s 
fr 
with the flux F. = I'. - F. 4' and volumetric source terms H= R" - Ir" being de- 
composed into convective and diffusive contributions. P. " is given by F*. ' = (hru)o + 
(P. hr, O)r where h is the face unit nonnal vector directed into the cell volume, and 
ID = (P, pu F, PE)r + P(O, 0,0,0,1)T (3.2.2) 
The diffusive flux is defined as 
fqx-s = hr[T(O, 1, ), i,, u)r + k(O, 0,0,0, VT)r] (31-3) 
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where the components of the shear sum tensor are given by 
(auj au, Tij = Re- , (U +ju r) *+. 
36, 
Jvru (32.4) 
(Wxi äxj -3 
Closure to the above system of equations is provided by the perfect gas law, for 
the equation of state, and Sutherland's law is used to compute the laminar viscosity. An 
Euler calculation option is available for flows where viscous effects are negligible, and 
for turbulent flows, the one equation model. of Spallart and Allmaras is available. 
On a structured grid, equation [3.2.11 can be recast as 
[rj""sf]'j+"2 112 + [FIsv]'i+ll'22 + [Fcsi]li+l'2 1 -112 -1/2 -1/2 -1/2 
where s, represents the surface area of grid cell surface for the co-ordinates. f represents 
the strearnwise flow direction, and q and C are crossfiow directions. Notice that the flux in 
the strcamwise direction only includes an inviscid contribution, consistent with the PNS 
assumption. 
The space marching algorithm proceeds from the most upstream station (i=1), to 
the most downstream (i=in), one streamwise station at a time. For each station a first order 
flux is calculated based on values of flow variables immediately upstream. Then for every 
crossflow plane, a pseudo time term is added to solve for the primitive variables in an iter- 
ative manner. The fluxes across cell volumes in the crossflow directions am approximated 
using either the Flux Vector Differencing scheme of Osher and Solomon [116], the flux 
vector splitting scheme proposed by Steger and Warming [1531 or that of AUSM [89], 
with spatial resolution being enhanced by MUSCL [ 160] primitive variable interpolation. 
Viscous fluxes are calculated on a 'staggered cell', the union of two adjacent halves of 
grid cells either side of the interface being considered, and are evaluated at the staggered 
cell centre, based on information on the cell edges. 
Close inspection of equation [3. L2] illustrates the fact that space-marching cannot 
be applied directly to this equation, due to the pressure gradient term. Inde#A- strictly 
speaking the governing equations lend themselves to space marching algorithms in re- 
gions where the local Mach number is greater than one outside of the viscous region. For 
any station within subsonic parts of the boundary layer, there are upstream influences. 
A space marching solution is not well posed in such regions, resulting in exponentially 
growing solutions, that are physically invalid. As mentioned earlier, some PNS mod- 
els actually remove this term completely to ensure a simple unmodified space-marching 
34 
algorithm can be splied. 
IMPNS resolves this tam using two different methods, depending on the nature 
of the problem. Firstly, for flows not involving separation in the streamwise direction, a 
portion of the pressure gradient term is suppressed in the subsonic part of the boundary 
layer. Vigneron's modification [161] to the pressure gradient tetm is applied, which re- 
moves any elliptic influence of t,, E , and hence any upstream propagation of information. 
The inviscid flux in the strearnwise direction is replaced by 
ro 
eta, [I - W]p j (3.2.6) 
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In the above expression, t is the unit normal in the streamwise direction, and fn is equiva- 
lent to the 'local Mach number' and is given by th = fi1c. This ensures the space marched 
solution is stable, but imposes a restriction that prevents any upstream influence affecting 
the current station. 
Vignemn's approximation is restrictive in that it does not allow strearnwise separa- 
tiOn to be captured. Another method of dealing with ! k, which does not rely on the afore Ox 
mentioned approximation, is to use multi-sweeping. Initially, a single sweep calculation 
is made over the flow domain, and then the program performs a "backward sweep", from 
the end of the domain to the beginning, using flow data that has been computed fiom the 
initial sweep. Successive forward and backward sweeps of the flow domain are made, 
until convergence is obtained on all stations. This solution method removes the need for 
suppressing the strearnwise pressure gradient term, as upstream influences are fully taken 
into account. The multisweep fimction of the code greatly extends the capability of the 
code, since it allows the solver to deal with cases that involve gtrearnwise flow separation, 
and detached shocks for supersonic flows over blunt bodies. Strictly speaking under these 
circumstances, the equations are actually known as the "Thin Layer Navier Stokes" equa- 
tions, whereby all viscous derivatives in a direction parallel to body surfaces are neglected 
[6]. These mixed hyperbolic parabolic equations may be solved using time marching al-, 
gorithms; normally used to solve the compressible Navier Stokes equations, although they 
just as easily lend themselves to forward and backward space marching outlined above. 
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The above illustrates the key features of the code that need to be considered to in- 
corporate a MHD solver into the program. IMPNS also includes a multitude of other con- 
vergence acceleration procedures, such as implicit techniques and multigrid algorithms. 
The current work will not take advantage of these functionalitics, but the interested reader 
is referred to the IMPNS Theory and User Guides [91,92]. 
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CHAPTER4 
Review of Past Literature 
4.1 Introduction 
As its name suggests, magneto-hydrodynarnics deals with the study of electrically con- 
ducting fluids, such as liquid metals or plasmas. Traditionally, the area has found ap- 
plications in geophysical problems examining the influence of the Earth's magnetic field 
spanmng several tens of thousands of kilometres from the surface of the planet, as well as 
in astrophysics. Almost all matter contained within the universe consists of some kind of 
plasma, whether it be the stars, nebulae, relativistic jets or the vast amount of interstellar 
and interplanetary medium consisting of hot plasma, and cosmic rays. Magnetohydrody- 
namics selves as useful tool in describing motion within this conducting medium. Within 
engineering too, magneto-hydrodynamics has found applications in the control of liquid 
metals, within plasma confinement in nuclear fusion reactors, and in propulsion device of 
sea travelling vehicles. This has the benefit that it does not make use of any moving pans, 
and has been demonstrated to work on Mitsubishi's Yarnato 1, capable of reaching speeds' 
up to 8 knots [72]. This section provides an outline as to research that has taken place in 
the areas spanning the topic of magneto-hydrodynamics . 
This section provides an overview of the state of research to the present date, from 
the theoretical interest ftorn after the second world war, through to the most recent ad- 
vances in numerical computations, the applications proposed, as well as the experimental 
investigations so far. It will serve to illustrate some of the voids in the current knowledge 
of the area, wherein the current work will attempt to fill some of these holes. 
4.2 Interest within Aerospace 
Within the aerospace community, interest in magneto-hydrodynamics became apparent 
with the advent of hypersonic flight. In pursuit of the space race, it was clear that one of 
the key challenges posed was in the atmospheric reentry of space modules, and mapeto- 
hydrodynamics had been proposed as a control mechanism, alongside other hypersonic 
technologies. Consequently, the concept of applying magnetic fields to ionized flows for 
aerodynamics problems can be traced back to the 1950's, where several authors investi- 
gated the theoretical implications of applying magnetic fields to flow problem. 
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Bush [22] demonstrated that for a hypersonic flow past a blunt body, in the pres- 
ence of a magnetic field would reduce the surface pressure distribution on the body, and 
increase the shock stand-off distance. Lykoudis [931 was also able to demonstrate an in- 
crease in shock stand-off with a suitably orientated field, a useful consequence of which 
is that the skin friction coefficient and heat transfer coefficient to the body can be reduced. 
Attention was not restricted to reentry blunt body like configurations. For example, 
Resler and Sears [ 13 1] examined the effects of applying a uniform field between two wall 
surfaces encompassing a two dimensional channel flow. They demonstrated that upon 
applying a field normal to the flow, the flow velocities were decelerated, with increasing 
field strength. In the same work, they showed that for a one-dimensional channel flow, a 
magnetic field could be applied to prevent choking. Rossow [1361 examined the case of 
a two dimensional incompressible flow over a flat plate with a magnetic field, imposed 
normal to the flow. He demonstrated similar changes to the velocity profiles, as for the 
Resler and Sears channel flow problem, in that the, profiles are pushed finther back, the 
greater the field intensity. Furthermore, his work demonstrated that in the presence of a 
magnetic field, the heat transfer to the wall would d ecrease. 
These results had important engineering consequences, in that they identified the 
use of magnetic fields as a potential flow control device. lpdeed, in Lykoudis' article, the 
author identifies one application of magneto-hydrodynamics to be for objects travelling 
at hypersonic velocities, where the large amounts of kinetic energy are transformed into 
thermal energies. 
After considerable theoretical progress into what initially seemed like a positive 
prospect for magneto-hydrodynarnics , interest in its application to aerodynamics dwin- 
dled somewhat. The inability to generate strong enough magnetic fields, and the amount 
of energy that would have to be spent in generating magnetic fields strong enough to 
produce the desired effects on the flowfield, were some of the hindering factors. 
4.3 TPS and Heat-Transfe, r Mitigation 
In examining the hypersonic flow environment, one of the key problems is with vehicle 
reentry. At speeds greater twenty times the speed of sound, reentry vehicles experience 
temperatures in excess of up to 10000 degrees Kelvin [7]. The inability to maintain control 
of vehicles in such conditions resulted in accidents such as Soyuz I in 1967, the sub- 
orbital flight of the X-15 in November 1967, and space shuttle Columbia in February 
2003. The structural failure of Columbia was caused by damage to the thermal protection 
system UPS), on the left wing. It's leading edge was in fact damaged by a piece of 
insulation foam breaking off from the external tank during take off. Upon reentry, failure 
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of the TPS ultimately lead to the shuttle disintegrating. 
The above example is a pertinent one in the discussion of magneto-hydrodynamic 
flow control, as it provides an illuminating case as to how magnetic fields may be applied 
as a control mechanism. At the time of writing of the above works by Rester and Sears 
[ 13 11, Bush (22] and Lykoudis (931 practical limitations were in place over the strengths 
of the magnetic field achievable, and the amount of energy that could be spent in such 
a system. In the area of designing thermal protection systems for atmospheric =try, 
advances in materials, were proving to be more successful in heat transfer mitigation. 
Modem day thermal protection systems (TPS) on a shuttle consists of several dif- 
ferent materials at specific locations that are designed to provide resistance to differing 
heat loads. In the blunted nose and wing leading edges for example reinforced carbon- 
carbon is used to protect the body from temperatures exceeding 1500 Kelvin. This is also 
used in the nose cones for Intercontinental Ballistic Missiles. On other parts of the body, 
various types of surface insulation tiles line the surface of the body, again to tolerate dif- 
ferent temperatures. Modem TPS systems have the advantage that they are lightweight 
and reusable, that have allowed shuttle programs to undertake several flights using the 
vehicle. 
Nevertheless, the cost of lining reentry vehicles with TPS, arid the lack of safe- 
guards in place in case of failure, such as that witnessed during the last mission of 
Columbia in 2003, are obstacles that prevent the more widespread use of hypersonic flight 
as a commercial means of travel. Reinforced carbon-carbon tiles, for example, can exceed 
$2000 per panel [731, and considering the fact that an entire aircraft needs to covered with 
such panels, this pushes it well out of range of mass scale production for a potential com- 
mercial hypersonic vehicle. In view of this, there are still potential gains to be made in 
examining the viability of other thermal protection systems. In recent years, the concept 
of magneto-hydrodynamic flow control for such flows has begun to regain interest due to 
technological advances in various areas. 
Electromagnets, for example are demonstrably advantageous over permanent mag- 
nets since they can generate a wide range of magnetic field strengths by controlling the 
amount of electrical current flowing through their wiring. In their simplest form they 
consist of a conducting wire wrapped into loops, but placing ferromagnetic materials 
within the core also magnify the field strength. IMe advancement of electromagnetism, 
has regenerated interest in the area, as it allows for greater field strengths to be created. 
In addition to this, flow ionisation techniques, such as glow discharge generation, ra- 
dio frequency generation, and direct current discharge, has helped to widen the net of 
magneto-hydrodynamics to other classes of flows, that are'not commonly anociated with 
temperatures extreme enough to cause ionisation. 
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4.4 Experimental Investigations ' 
A considerable number of studies have investigated the effects of introducing an ionised 
medium into the forebody region of hypersonic blunt body vehicles. Plasma is injected 
into the flow in the form of a counter-acting jet, from the body surface, upstream of 
the bow shock. Ganiev et al. [57] for example , were able to demonstrate favourable 
reductions in the drag coefficient over subsonic, transonic and supersonic Mach numbers. 
They found that the drag coefficient was also dependent on the temperature of the injected 
plasma. This intuitively makes sense, since a larger temperature results in a larger speed of 
sound, which is proportional to NrT-, and hence a smaller local Mach number. This means 
that a larger area must exist in front of the blunt body for flow to pass, and therefore 
a greater standoff distance for the bow shock, and also a reduction in drag coefficient. 
Bityurin et al. [16] also reported reductions in drag using upstream energy addition to 
the stagnation region of the flow, and Shang et al. [142] have demonstrated the effect 
both experimentally and computationally, Other flow control mechanisms also exist, as 
illustrated by Miles [106], who has focused on energy deposition using microwaves and 
electron beams. 
Benefits in drag reduction of up to 6(YYo have been reported by Ganiev et al, but 
this requires the generation of a uniform plasma in a controlled environment. In trying 
to address some of the issues such as maintaining a high enough temperature to prevent 
electrons and ions recombining, or in trying to deliver such a plasma into the flowfield, 
research has also gone into developing test facilities that are capable of maintaining and 
diagnosing the stability of plasmas. One such technique is based on emitting a radio 
frequency signal, which if sufficiently intense will cause air in the vicinity of an electrode 
to ionise [143]. Dired current discharge is also an attractive alternative, whereby a current 
is passed through a gas via a cathode and an electrode [ 137]. 
It has also been shown that forcing moments may be introduced to flow geometries 
using plasma deposition [82]. Depositing energy off the centre line in front of the vehicle 
is shown to generate a controlling steering moment. In the vicinity of the body, pressure 
waves due to energy addition interact with the body itself to dived it away fiUM the depo- 
sition area. Further research into trying to control the reg ion of plasma discharge am also 
in progress ( 105]. In examining off design conditions for a typical scramjet intake, Miles 
et al., [ 105] also present studies utilising magneto-hydrodynamic as a flow control device 
to control shock structure. The incident Mach number is locally reduced by introducing 
Joule heating, and by adding an opposing body force. These body forces have the addition 
benefit of acting as a medium for power extraction ftýom the flow. Within the same study 
Miles et al present applications for plasmas and magneto-hydrodynamics in sonic boom 
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mitigation, as also investigated by Batdorf (121 and Crow and Bergmeier [371, and drag 
reduction techniques similar to plasma spike injection for blunt body flows. 
4.5 Computational Methods for MHD 
It is clear from the previous section that there are significant benefits to be pined over a 
wide number of applications from incorporating mapeto-hydrodynamics into flow con- 
trol mechanisms. Alongside the experimental endeavours to both understand the physics, 
and in identifying application areas, there has also been considerable efforts in the numer- 
ical computation of magneto-hydrodynamic flows. 
The theoretical contributions of the authors in section (4.2] have been invaluable 
in addressing the significance of its effects on an ionised flowfield. However, the effects 
observed within their works, despite displaying correct behaviour, am reliant on several 
simplifications which may not be truly representative of behaviour in the physical world. 
It would be unwise to rely on a purely theoretical model to predict the effect of an imposed 
field on a complete system. 
The problem lies in the fact that the results presented are limited by largely restric- 
tive assumptions imposed to simplify the problems they have endeavoured to address. 
In Lykoudis' [93] article for example, in deriving an expression for the shock stand-off 
distance, he assumed the following; 
e There exists a constant magnetic field, between the body and the shock. 
9 The electric field has no effect on the flow. 
4D Bow shock in front of the body is spherical or cylindrical. 
* Electrical conductivity is a "a constant. 
o Flow is inviscid. 
The second item in the above list may be justified with a reasonable degree of 
confidence, although it is strictly case dependent and relies on what the desired effects 
the researcher is hoping to achieve. Several computational studies make this assumption 
in that the contribution of the magnetic field to the Lorentz force is dominant over that 
of the electric field [71,78]. In other works however, the electric field plays a crucial 
role in trying to accelerate the flow field through energy addition [121,1581. The third 
point is restrictive in that it only permits the analysis of bodies that have a spherical front 
body region. This maybe the case for many hypersonic geometries, but does not allow a 
designer the option of considering radically different bodies. 
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The other assumptions made upon the physics of the flow need to be treated with 
caution. On the simplest level, by neglecting any viscous effects, any near wall behaviour 
is not accurately predicted. This has implications particularly for heat u=fer, a crucial 
factor to consider when dealing with hypersonic vehicles. 
A constant electrical conductivity and magnetic field is certainly a convenience, as 
it removes the requirement to compute these quantities, which are complex in themselves, 
often expressible as a tensor [59]. In a multispecies gas, it would require additional equa- 
tions for its evolution due to the motion of electrons. Imposing the constant conductivity 
assumption would commonly reduce the accuracy of the model, as it does not allow the 
model to capture the physics of the real life system. The extent of ionisation, and conse- 
quently the conductivity of the fluid is largely a function of temperature. As the previous 
section outlined, at a certain temperature, N2 begins to ionise, and then 02 at higher tem- 
peratures. Indeed, as the ambient temperature rises, a larger proportion of these molecules 
lose their electrons, and consequently the conductivity is increased. It is known that the 
temperature between a bow shock, and a body is not constant, therefore a constant con- 
ductivity assumption is not reasonable. Furthermore, the effect of a magnetic field greatly 
depends on the conductivity of the flow, so misjudgements, in predicting it may have un- 
foreseen consequences. 
The notion of a 'constant' magnetic field, may however be sensible in some situa- 
tions. A magnetic field uniformly distributed in a particular direction would satisfy such 
an assumption, for example. This is clearly convenient as it removes the need for solving 
Maxwell's equations for the magnetic field. However care needs to be exercised, as the 
nature of the flow, its effects on the magnetic field, and the orientation of the field itself 
need to be determined apriori, before committing to such an assumption. For a general 
test case, this may not always be achievable, and finthermore, for an electrically con- 
ducting fluid in the presence of a field an induced magnetic field is generated due to the 
evolution of the flow, and the field will therefore not be constant. 
Clearly, the hypotheses made in these works have to be relaxed if one is to make an 
attempt to model the physical system more accurately. One of the problems encountered 
in examining magneto-hydrodynamic flows is that it is a truly multidisciplinary topic 
[154]. For example, to be able to make use of applying a magnetic field to the flow, 
one needs to ensure a certain degree of ionisation. ' To examine this in turn requires an 
understanding of the thermodynamic phenomena entrenched within the flow. Equilibrium 
or non-equilibrium chemistry models may describe these, but also add to the complexity 
of the system. Furthermore, to determine the effects of an electromagnetic field, the 
constitutive properties of a plasma need to be understood, in addition to this. This might 
include the electron density distribution, the electrical conductivity, as well as its transport 
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properties. 
4.6 Magneto Gasdynamic Models 
4.6.1 Full Form 
In order to obtain a quantitative understanding of the effects magnetic fields have on an 
ionised fiowfield, it is necessary to prescribe an appropriate model to describe such phe- 
nomena. Tbe objective here is to describe the magneto-hydrodynamic models to be sub- 
sequently used as part of the verification and validations processes. 
The initial assumption to be made is that the medium to be analysed can be re- 
garded as a continuum. The description contained herein therefore falls short of a mi- 
croscopic gas dynamic approach, where Boltzmann's equation is combined with suitable 
electromagnetic terms. A consequence of the continuum assumption is that the Knudsen 
number, defined as Kn = AIL, the ratio of A, the mean five path, and L the character- 
istic length scale of the problem, is small, and that the fluid is dominated by collisions. 
Following this, the magneto-fluid dynamic model includes balance equations for mass, 
momentum and energy, akin to a normal fluid, as well as Maxwell's equations describing 
the evolution of the magnetic field. 
In general for a magnetic field to have an influence on a fluid, it must be at least 
partially ionised. Typically, the main constituents of air, oxygen and nitrogen, disassoci, 
ate from 2500K upwards, and will then ionise at temperatures in excess of 9000K. The 
degree of ionisation dictates the quantity of electrons present in the flow, and hence the 
conductivity of the fluid. 
For a general gas mixture in chemical non-equilibrium, in the presence of a mag- 
netic field, requires at the highest level, a solution to 10+n coupled partial differential 
equations, where n represents the total number of gas species to be modelled. This full 
system is presented here without proof, but the interested reader is refwed to [411, (24] 
and [ 154] for their derivation. 
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lop, 
T+V-(pju)+V-J., = W, (4.6.1) t 
99PC+V. j =0 (4.6.2) at 
49P +V- (pu) =0 (4.63) Tt 
apu+V-(puu+pl)-V-, 
r = pE+JxB (4.6.4) at 
ape, 
+V-[(pe, +p)u]+V. (Ju-, r. u) = J-E (4.6.5) at 
VxE =- 
OB (4.6.6) 
I, 'Tt 
. -eoc-2VxB = j+ 
OE (4.6.7) , at V-B=O (4.6.8) 
The first equation represents the mass balance equation, for the convection (piu), diffu- 
sion (JI) and production (wi) of species i. p, denotes the electric charge density, and 
the second equation is the mass balance equation for the quantity, where J represents the 
sum of the convection and conduction currents. Conservation of total mass is represented 
next, where p=7, pi, followed by the momentum and energy equations, then Faraday's 
induction law, and Ampere-Maxwell's law. The diffusive fluxes Ji and JU depend on 
electromagnetic field, as well as on pressure and temperature gradients. For full details 
the reader is referred to [4 1 ). The 10 +n equations represent a large over head in terms of 
the computational requirement to solve such a system numerically, but the overwhelming 
difficulty lies in the disparate time scales of the fluid and electric field equations. 
For example, Alfven waves associated with travelling oscillations in the plasma 
and the magnetic field, travel at the speed of light, where as acoustic waves associated 
with the flowfield travel at the speed of sound. Because of this, time accurate solutions 
are cumbersome to obtain, as extremely small time steps are needed to resolve the tem- 
poral variations of the magnetic field. Specialised methods such as that found in [43] are 
required to solve such systems that are numerically stiff. 
_ 
In addition to the above, several sections of the full set of mapeto-hydrodynamic 
equations do not lend themselves to a space marching solution algorithm, as it is not 
entirely obvious that second order derivatives appearing in this new model may be ne- 
glected in the strearnwise direction. Fortunately, there are several approximations that 
can be made in dealing with magneto-hydrodynamic equations that allow the reduction 
of the system to a more manageable system of equations, which are easier to solve. 
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4.6.2 The Magneto Hydrodynamic Approximation 
In view of the difficulties associated with solving the full magneto gas-dynamic equa- 
tions, it is natural to expect that there would be seveml approximations to the system. The 
first such model is based on the assumption that the time scale for changes in the electro- 
magnetic field is small compared to the characteristic time scale for changes in the fiow 
field. 
Omitting details, (refer to [146)) the relative magnitudes of terms appeasing in 
the Ampere-Maxwell equation [4.6.7] are examined. The displacement current density 
OE10t and the displacement current pv are considered negligibly WWI in comparison 
to the conduction current j. Furthermore pE can be regarded as being small in relation 
to jxB, in the momentum equations above, and hence neglected. 
Following the above, it can be shown that the electric field E is no longer an in- 
dependent variable, but a function of v and B. Furthermore, since the effects of non 
equilibrium thermodynamics are not considered in this work, restricting attention to a 
single gas also simplifies the system in that equation for the conservation of mass need 
only be solved for a single species. 
With the above simplifications, the governing equations to be solved reduce to the 
following: 
49P 
Y+V. (PU) 0 (4.6.9) t 
49pu BI 
t 
(4.6.10) F+V-u++ oAt I -,, oc2BB V-r t 
[PU (P 
2) 
IIB 
+V- (uD - Bu) = 
f*02 V2B 
Ot Ae 
Ope, 
+V- 
[(peg 
+p+ ADc2 
! Be 
u- ADc2B (v - B)l - at 2) 
(it42)2 
[(V x B)2 +B- V2B] 
Clearly the above model is simpler compared to the full form model, as it more Closely 
resembles the original Navier Stokes equations. The difference being die presence of cou- 
pling term in the momentum and energy equations, and the introduction of an additional 
equation: the magnetic induction equation (4.6.11], which clearly takes into account the 
effects of flow changes to the magnetic field. 
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At this point it is instructive to introduce non-dimensional variables, where all vafi- 
ables appearing in the equations are normalised. by some suitable choice of reference 
value, denoted by the subscript oo. The following non-dimensionalisations are made; 
u=V.. u*, B=B. B*, x= Lx*, = DO / V., 
p=p*p., p=p*p. V. 2, et=e, *V., A=A*A.. 
Substituting the asterisk variables into the equations above (asterisks removed for sake of 
notation convenience), the following form is obtained: 
, 90 
T+V. (PU) =0 (4.6.13) t 
(9pu +V- uu+ +S, 
*)I-S. 
BB 
I V-r (4.6.14) Ft 
[P (P 
2 Re 
OB 1 
V2 T+ V- (uB - Bu) B t 
(4.6.15) 
t Re. 
Opet 
+ V. 
[(Pet+P+S,, IB12 
u-S. B(v. B) at 2)I 
=I [(V x B)2 +B- V2B] (4.6.16) Re Re. 
where Be is usual Reynolds number defined analogously for the Navier Stokes equations. 
Re. is the magnetic Reynolds number defined as 
Re. = 
A.. V. L 
EOC2 
(4.6.17) 
and represents the "case" with which the fluid flows through the magnetic field. It is a 
representation of the ratio between the convection and magnetic diffusion effects. The 
final parameter appearing in the model, 
sm = 
oDc'B,, 
P-v. l 
(4.6.18) 
is known as the magnetic force number, and is a measure of the ratio of the magnetic force 
to the inertia force of the fluid. Defining the Alfven velocity as A=B. NfZ-oO/p., is it 
also possible to rewrite the magnetic force number as 
Sno 
_ 
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V. 2. (4.6.19) 
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The Alfven wave is associated with the speed of propagation of the magnetic field itself. 
This highlights the fact that where wave motion is important, the parameter is significant. 
4.6.3 Further Approximations 
Rewriting the model in terms of non dimensional parameters provides further insight 
into several more of the approximations that can be made to this model. This relies on 
investigating the limiting behaviour of non-dimensional parameters described above. This 
may be broken down into three separate cases. 
s 1. SmaU Magnedc Force Number: S. << I 
In this limit, any magnetic field terms appearing in the momentum and energy equa- 
tions can be assumed to be negligible, resulting in the original Navier Stokes equa- 
tions, and the induction equation for the magnetic field. This is in fad what would 
be expected as a small force number dictates that the field has very little effect 
on the flow, although the flow field may affect the evolution of the magnetic field 
sipificantly. 
* 2. Large Magnetic Reynolds Number. Re. >> I 
As Re. becomes large, the effects of magnetic convection dominate over any diffu- 
sive behaviour, and as such any dissipative terms involving the field become negli- 
gible. Consequently the governing equations adopt the form; 
ap 
+V- (pu) 0 (4.6.20) yt 
19pu +V. U+(P+S. 
"812)1-S. 
BB]=-LV. r (4.611) at 
[PU 
2 Re 
T+V-(uB-Bu)=O (4.6.22) t t 
Ope, 
+ V. 
[(peg+p+Sx, JBý) 
U-S. B(V 
,- 
B)l 
2 
(V. (U. r)+V. Q) (4.6.23) Re 
If one additionally makes the assumption that the flow is inviscid, ic we take the 
limit Re -# oo then any viscous terms appearing in the above may also be neglected. 
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ý- This form is referred to as the "Ideal MHD equationsý", and is often cited in literature 
[65], [20]. 
9 3. Small Magnetic Reynolds Number: Re. << I 
In the opposite limit, the effect of applying this assumption to the simplified form 
above is not immediately obvious. Instead, consider the governing equation for the 
magnetic field in Maxwell's equations 
VXB= J (4.6.24) 
Eoc; 
where the current is given by Olun's Law 
J: ý, (4.6.25) 
In general, the magnetic field B can be recast as the sum of an applied component 
B. , and an induced component 
ýi. -Substituting thi s into (4.6.24) results in 
Vxbi= i 
EOC2 
(4.6.26) 
which when re-written into non-dimensional form using j=A,. V. B. J* gives 
B. A. V. B. 
TV x b, * J* COC2 (4.6.27) 
equivalent to 
Vxb, * = J*Re. (4.618) 
In the limit Re. -. * 0, we see that the induced component of the field is negligibly 
small. Therefore the only component of the magnetic field we are left with is the 
applied component which remains fixed at all time. 
It is this assumption we apply to the original full form model, which results in 
a simpler model. The original Navier Stokes equations are retained, plus source 
terms which take into account the effect of the Lorentz force, and the magnetic 
energy; 
t9p+v. (Pu)=o (4.6.29) Ot 
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99pu +V- [puu + p1l = 
IV 
-r+S. Re,, j xB (4.630) Ot Re 
ape, 
at + 
-L(V. (u. r)+V. Q)+SmReJ. E (4.6.31) Re 
Extending the above to the Parabolised Navier Stokes equations is relatively straight 
forward, as the only difference is the fact that strearnwise viscous derivatives am 
neglected from the steady form the model. The source term remains unchanged. 
The outline above has illustrated there am several models open to the user wishing 
to investigate the effects of applying a magnetic field to an ionised flow. For the pur- 
poses of the current study the choice of model was primarily dictated by the amount of 
computation time needed to obtain a typical calculation. 
In view of this, the author chose not to implement the fidl form model, but rather 
the single gas model based on the magneto hydrodynamic assumption. With this form, 
the additional approximations made by taking limiting behaviour of the non-dimensional 
parameters, is easily taken into account by simply neglecting relevant terms in the com- 
putation. Separate to the above, due to its relative simplicity the low magnetic Reynolds 
number model was implemented in addition to this. Chapter [5] details the manner in 
which these models have been implemented into the IMPNS code, including the numeri- 
cal subroutines used to calculate the additional terms, and the modified algorithms used. 
Clearly a purely theoretical approach is limited in scope and applicability, and 
the experimental studies illustrating the potential of magneto-hydrodynamics is indeed 
promising. However, both these approaches lack the ability of being able to predict phe- 
nomena in the presence of plasmas and magnetic fields. In pursuit of this, considerable 
research has gone into developing a numerical fiamework that is capable of simulating 
such flow behaviour. Development has focused particularly on numerical schemes to 
solve the magneto-hydrodynamic equations, and in the simulation of these equations for 
various geometries of interest in hypersonic flows. 
The ideal magneto-hydrodynamic equations can be deduced from the full sys- 
tem [4.6.1-4.6.71, with the -additional assumptions that flow medium is assumed to be 
isotropic, the magnetic field induced by the motion of charged particles dominates the 
applied magnetic field, and viscosity and heat transfer are considered negligible. The re- 
sulting model is just the same as that of equations [4.6.91 through to [4.6.12] except all 
terms appearing on the right had side are considered negligible, and thus set to zero. An 
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alternative method of obtaining the "ideal" form, is to consider the limit of Be -0 co and 
Re. -4 co The eigenvalues of the resultant Jacobian matrix are given by 
u- Cf, U-c,., u- cir, U, u+ Cf, u+C, 8, u+ Cf (4.6.32) 
where 
B, (4.6.33) 
Irp 
y 2, pB2 (4.6.34) f2p 
2 
,2 
,=1 
ja2 
- 
Fa4 
- 
iy! pB 2 (4.6.35) 
are the AlfVen waves, and the fast and slow characteristic speeds. In the above expres- 
sions, 
ýyp4'JB12 
p 
(4.6.36) 
A close inspection of the eigenvalues of this system reveals that equations are not strictly 
hyperbolic, since there are certain cases where the eigenvalues are no longer distinct. In 
addition to this, the Jacobian itself is singular, presenting finiher numeTical difficulty in 
obtaining numerical simulations. Nonetheless a considerable research effort has gone 
into trying to develop a characteristic based scheme that maintains the shock capturing 
capability of such approximate Riemann solvers. , 
Brio and, Wu (20] linearise the magneto-hydrodynamic equations into Jacobian 
form, to construct a Roe matrix for the special case of y=2. For the general case of 
y*2 the Jacobian is instead constructed using an averaging procedure for the flow and 
magnetic field. variables over the cell interface. In the same work, Brio and Wu also 
point to the fact that the magneto-hydrodynamic equations are non-convex. The char- 
acteristic fields are neither genuinely non-linear or linearly degenerate. A consequence 
of this is that it is possible to obtain compound wave structures, where shocks may be 
attached to rarefaction waves. - As the y component of the magnetic field changes sign, 
the slow chamcteristic wave speed c, (and fast, cf) becomes smaller (greater) than the 
Alfven wave speed, c., a consequence of which is that the transverse component of the 
field goes through zero. This is a particularly important revelation in the study of numer- 
ical magneto-hydrodynamics routines, as it was able to provide insight into the complex 
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wave structures of the system. 
Examining another approach for flux evaluation, Dai and Woodward have devel- 
oped the piecewise parabolic method to treat multi dimensional magneto-hydrodynamic 
equations [39]. The equations in Lagrangian form are considered in their analysis, and 
the method is shown to be advantageous in the presence of strong shock waves, with little 
noise generation. In a separate work they also develop a simple approximate Riemann 
solver to be used in high order Godunov schemes, shown to be robust for shock tube 
examples involving multiple discontinuities [40]. 
Using a particle collision model, in the evaluation of the flux vector splitting, Xu 
proposes a kinetic flux splitting method for the governing equations [ 1661. A distribution 
function for the moving particles is considered on either side an interface, and macro- 
scopic quantities on the left and right states across the intefface may be inferred from 
this. These left and right states are subsequently used to construct F,,. 112 and Fi. 112 , and 
summed to determine the total flux over the interface. A particle collision model is ftuther 
introduced to ovemome the problems of large numerical dissipation, which considers the 
equilibrium, averaged state of macroscopic variables at the interfice itselE The model 
is claimed to require a third of the computational time of the above Riemann problem 
solvers, and avoids the numerical complications highlighted in the above studies relat- 
ing to equation non-convexity and non strict hyperbolicity of the magnewhydrodynamic 
equations. 
D'Ambrosio and Pandolfi [42] also present a flux difference splitting upwind scheme 
based on an approximate Riemann solver, by extending the technique initially proposed 
by Osher and Solomon [116]. Admissible and inadmissible discontinuities are classified 
by investigating the time evolution of initial discontinuities of a shock tube problem nu- 
merically. 1ýypically, inadmissible discontinuities tend to smear out the initial prescribed 
discontinuities, unlike those admissible ones that am preserved as the solution is maiched 
in time. 
One of the main restrictions for the above solution procedures is that for the one 
dimensional shock tube problem that is investigated, nothing is done to take into account 
the evolution of the x-component of the magnetic field. Rather, -all the cases assume 
B., = constant, which examining the equations does make sense, as in ID, the equation 
forB, is simply 11B., /& = 0. Indeed, if one tries to construct a Jacobian by taking into 
account the variation of B,,, one quickly finds that the Jacobian is in fact singular. 
Furthermom, 'the researchers also point to the fact that maintaining V-B=0 
is an important requirement to ensure stability of the numerical schemes. A non zero 
divergence can be a symptom of the numerical error of the difference scheme. Ensuring 
this condition is satisfied is another area of investigation that has received considerable 
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attention. 
The approximate Riemann. solver developed by Powell et al [122) takes into ac- 
count the eight wave structure of the governing equations. Given that the Jacobian matrix 
of the original seven-wave system is singular, an attempt is made to modify it such that 
in the eight wave system, the eigenvalues and eigenvectors for the original system remain 
unchanged, the eigenvalue corresponding to the eighth wave is u with its left and right 
eigenvalues non-singular, and that whenever B,, is constant, the eight wave problem re- 
duces to the seven wave case. With these objectives in mind, the modified Jacobian can 
be shown to be a consequence of adding 
0, 
ý4. 
B (4.6.37) 
u-B 
u 
to the right hand side of the governing equations. The eighth wave, the so called "magnetic 
flux wave" is the only wave that carries information regarding changes in the value of B.,, 
and affects only the equation for the x component of the magnetic field. Physically, this 
modification amounts to nothing more than adding a term equal to zero to the governing 
equations, since in reality V-B=0. In numerical computations however, it is the violation 
of this condition that is a common, cause of numerical instability. The inclusion of the 
above source term actually convects errors in V-B out of the flow domain, and is therefore 
beneficial in maintaining stability during computations. 
MacCon-nack [94] proposes to overcome the problem using a flux vector splitting 
approach, commonly associated with schemes such as Steger-Warming [153). Since the 
governing equations for magneto-hydrodynamics am non-homogeneous, a straight for- 
ward splitting of the flux vector is not possible, and instead, the governing equations are 
solved in a non-conservative form. MacCormack overcomes this problem by introducing 
an additional equation representing a fixed constant, which restores homogeneity of the 
system of equations. Subsequent analysis reveals that the flux Jacobian is identical to the 
form proposed by Powell [123], which overcomes the problem of a sinplarJacobian, and 
properly accounts for the evolution of B, The resultant Jacobian is split into left and right 
contributions similar to the method of Steger and Warming. 
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4.7, Numerical Investigations 
In line with the theoretical and experimental treatises that have investigated the effects of 
magneto-hydrodynamics on blunt bodies, numerous attempts have been made to try and 
quantify the effects of applying magnetic fields to such problems, using a computational 
fmmework. 
Dictiker and Hoffman for example, consider Mach 2.97 flow past an axisymmetric 
spherical body, in the presence of a magnetic field applied normally to the stagnation 
streamline [50]. The body force generated due to the presence of the field acts in the 
opposite direction to the advancing velocity field, and thus the shock stand off distance 
to the body increases. In simulating the case at several magnetic field intensities, the 
increasing shock stand off is in broad agreement with the theoretical results of Lykoudis 
[93], although them is some discrepancy, which can be attributed to the complexities in 
reproducing the assumptions made in the analytical solution. In arriving at his solution, 
Lykoudis makes the assumption that the field is constant between the shock and body 
surface, requiring an a priori determination of the bow shock location. Furthermore, in 
simulating the case using a simplified magneto-hydrodynamic model, due to the motion 
of the fluid, an induced field is generated thus violating the assumption. 
Damevin et at. examine the flow properties of a Mach 10.6 flow'past a 15 degree 
blunted cone, using different magnetic field configurations (45], [44]. An equilibrium gas 
model based on a curve fitting procedure is combined with a scalar model for the electrical 
conductivity as a function of flow temperature. T'he magnetic fields are assumed to be 
generated by magnets mounted on the body surface, and the effects of uniform, dipole and 
radial magnetic field distributions are investigated. The effects of magnetic field intensity 
are also investigated highlighting again the observation made by others that the standoff 
distance increases with increased field strength. However, for the radial field case, the 
effects are much less pronounced, as within the stagnation region, the orientation of the 
field lines is such that the Lorentz force does not act to oppose the flow. Rather, the main 
changes occur within the shoulder regions of the geometry. For a given field strength, the 
uniform field, with a y-component only is shown to have the biggest increase in shock 
stand off, which is expected given that the components of the generated Lorentz force act 
purely against the flow, in the stagnation region. More surprising is the fact the authors 
show that for this configuration, a secondary expansion wave my be generated, resulting 
in a reduction in the pressure coefficient on the stagnation streamline. In contrast, the 
dipole field does exhibit an increase in standoff, and a demase in the pressure coefficient, 
although the effects are not as pronounced as the uniform case. 
Further comparison is made to the theoretical models of Bush [22] by Poggic and 
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Gaitonde [120]. For an axisymmetric flow past a spherical body at Mach 5, a dipole, 
is located at the centre of the body radius, with varying strengths. 7be increase in shock 
standoff to body radius ratio is in qualitative agreement with the trends predicted by Bush, 
although once again there is discrepancy due to the inherent assumptions in the theoretical 
model. The most notable assumption in Bush's work is that a constant density hypothe- 
sis is made, which tends to under predict the distance between the body and the shock. 
7be heat transfer coefficient on the stagnation point is also shown to decrease with field 
strength, placing emphasis on the potential merits of magneto-hydrodynamics as a control 
device in reentry aerodynamics, as was initially proposed. 
The results for the blunt body case am consistent with those obtained by MacCor- 
mack [95], Augustinus et al. [10], Deb and Agarwal [46], Kahn et al [811 and several other 
groups. Most have examined the problem using the simplified magneto-hydrodynamic 
model, but there have also been investigations that make use of the low magnetic Reynolds 
number formulation (120? 1. Both models predict an increase in the shock standoff dis- 
tance and a deceleration of the flow in the stagnation region. 
Another application area that has received attention by the magneto-hydrodynamic 
risearch community, is in the area of viscous drag reduction. The main studies to date 
in this area have involved the application of magnetic fields to laminar and turbulent flat 
plate boundary layers. As outlined earlier, Rossow [136] argued that in the presence of 
a field acting normal to a uniform a flow, the flow would become decelerated thereby 
reducing skin friction and heat transfer. 
Using a low magnetic Reynolds number formulation, Dictiker and Hoffmann were 
able to confirm this numerically [49]. 'A series of tisis fora Mach 2 supersonic flow past a 
flat plate were conducted, in the presence of a uniform field acting normal to the plate only. 
Their results indicated that as the magnýtic force number was increased, flow throughout 
the domain was decelerated, and beyond a critical value, separation would occur. Similar 
behaviour was also observed for the case of a turbulent boundary layer, flow decelerating, 
but separation occurring at a larger value of magnetic force number. The effects were 
similar regardless of the turbulence model usedL Furthermore, their work illustrated the 
fact that the skin friction coefficient would decrease, over the whole length of the plate, 
with increasing field strength, thereby reducing the drag coefficient. In a similar work, 
Kato et al [77] demonstrated good agreement with these computations of Dietiker and 
Hoffmann [49], using a Parabolised Navier Stokes solver. 
Using direct numerical simulation (DNS), Cheng et al. have investigated the ef- 
fects on the stability of a boundary layer, in applying a magneto-hydrodynamic effects 
[25]. The gas is assumed to have a constant electrical conductivity, with magnetic dipoles 
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placed underneath the flat plate. Numerical investigations examining the effects of differ- 
ent strengths and orientations of two dipoles are consideredý particularly on the second- 
mode instability waves. 'Ihe authors confirm the results shown by Dietiker and Hoffman 
[49] and Kato et al [77], that a sufficiently strong field will tend to cause separation. How- 
ever, using a low magnetic Reynolds number model, they illustrate that , magnetic fields 
can serve to stabilise the modes, and thus inhibit transition to turbulence, ' in regions where 
the boundary layer profile is substantially modified. In a separate work investigating the 
effects of magnetic fields on turbulent boundary layers, Dietiker and Hoffmann show that 
turbulent flows may become relaminarised [48]. Skin friction profiles for turbulent calcu- 
lations in the presence of a uniform field orientated at 45 degrees to the plate show that 
for sufficiently strong fields; a laminar profile is approached. The effects were seen to be 
more prominent for cases where the field was perpendicular to the incident flow direction. 
Magneto-hydrodynamics has also been considered in modifying shock structures, 
the main application area for which is in controlling shock impingement locations for 
hypersonic inlets, operating at off design conditions. The main advantages of using 
magneto-hydrodynamic as control device, rather than purely mechanical and electrical 
devices is the response time for the control device to have effect. Týpically, control mech- 
anisms for mechanical devices may have actuation times on the order of tenths, or at best, 
hundredths of a second, which are inadequate for hypersonic applications. In contrast, 
the response times for electro-magnetic flow control mechanisms are on the order of tens 
to hundreds of nanoseconds [83). Therefore the timescales to achieve active control are 
on the same order as the timescales for modifications to the local flowfield. Additionally, 
using magneto-hydrodynamic as a flow control mechanism has the additional advantage 
that modifications can be made to flows at comparatively larger distances from the energy 
source. 
Harada et al [65] ý have examined a supersonic flowfield through a compression- 
expansion channel. In the presence of a magnetic field, the authors show that the shock 
angles are modified in the presence of a field, resulting in changes in the shock impinge- 
ment and reflection locations. Although the case examined is through a channel, it is 
precisely this idea that is the basis of magneto-hydrodynamic flow control on scramict 
intakes, as it illustrates the consequential variations in shock angle. 
The scrarnjet intake has received considerable considerable theoretical investiga- 
tion [99], [98], [l4l], [ll7], [84). The studies have stressed the importance of shock bound- 
ary layer interaction at the rampjunctions on inlet pmformance, the ramp structure prior to 
the inlet, field orientation and the effects of energy addition through Joule heating on the 
flow structure. In a computational study, Schneider and Kuranov investigated magneto- 
hydrodynamic interaction on a two dimensional scarnjet intake, with two ramp angles of 
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6.5 degrees and 8.5 degrees respectively [145]. A low magnetic Reynolds number for- 
mulation is used, with the magnetic field simulating an electromagnetic coil within the 
body. A beam of electrons are introduced into the flow, in a direction opposite to the main 
flow direction, so that the ionised region of the flow can be arbitrarily modifiedL Within 
the low magnetic Reynolds number model, the degree of ionisation and its conductivity 
is calculated using approximating functions. Two different types of current distributions, 
giving rise to different magnetic field densities are investigated, and demonstrate that the 
magnetic field generated from a circular current provides greater increment of air cap- 
ture in the hypersonic inlet. Furthermore, the field generated from two currents acting in 
opposite directions is observed to be more effective in improving air capture ratios. 
In other areas, Poggie and Updike et al. have investigated the use of mapeto- 
hydrodynamics in controlling boundary layer shock wave interactions along a compres- 
sion ramp (119], [158]. For sufficiently high compression angles, in the comer region, the 
flow is seen to locally separate. For control instruments such as flaps, separation causes 
the flap to become ineffective. To overcome this, the authors propose using magneto- 
hydrodynamics and heating to accelerate the flow in the comer region to accelerate the 
flow, thus expanding the effective region of operability of the flap. Corke et al examine a 
similar idea, using plasma actuators to enhance lift and control separation over transonic 
aerofoils, by maintaining a favourable pressure gradient over the upper surface (32]. 
4.8 Conclusions 
This section has provided an illustration as to the current state of research within magneto- 
hydrodynamics . It has shown that considerable 
inVcstigations have gone into trying to 
resolve the difficulties in finding numerical solutions of the ideal MHD equations, using 
flux difference splitting and flux vector splitting techniques to approximate fluxes, and 
through the addition of extra terms into the model that represent the physical requirement 
that the field is non-divergent. In trying to gain better understanding into the underlying 
physics of ionised flowfields in the presence of electromagnetic fields, experimental work 
has been carried out. The potential benefits highlighted by these studies in reducing drag 
coefficients, and the ability to control shock structures in hypersonic inlets, and blunt body 
configurations is certainly promising, whilst computational results into other applications 
are diverse, suggesting a lot may be gained by incorporating magneto-hydrodynamics into 
broader engineering applications. 
There are however several issues that ought to be addressed before such incorpora- 
tion may take place. As performing experimental work as a design tool is considerably ex- 
pensive, designers often use computational tools instead. With magneto-hydrodynamics, 
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this is certainly possible, as illustrated by the numerous numerical simulations that have 
been performed to date, but it seems validation of thew results to experimental data is 
lacking. Certainly them are cases where comparison of predicted and experimental data 
have been made, but these are but a handful. Ilere therefore exists an uncertainty as 
to what the potential errors may be in using numeTical results, and consequently, more 
stringent verification and validation procedures are required. 
Additionally, although several studies have been performed to examine the ef- 
fects of ionisation degree, and magnetic field properties such as strength and orienta- 
tion, thorough optimisation studies have not at present been performed. Indeed Knight 
[831 points to this fact in a recent review article discussing the applications of magneto- 
hydrodynamics. This is crucial in exploring the design options, ifmapeto-hydrodynamics 
is to be used as a more practical flow control mechanism. 
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CHAPTER 5 
Implementation of MHD Model 
The following section outlines the governing equations to be solved as a result of incor- 
porating the simplified magneto-hydrodynamic model into the Parabolized Navier Stokes 
equations. Naturally, the addition of extra terms into the governing equations necessitates 
an assessment as to the impact they may pose on the original form of the model. 7be nu- 
merical routines based on Tannehill et al's implementation [77) was used, since they have 
implemented the model into their own parabolised Navier Stokes solver. A description of 
the solution procedure, and the algorithms used to obtain numerical solutions to them am 
also described here. 
5.1 SMHD Model 
As explained in section [4.6.2] the magneto fluid dynamic equations may be simplified 
by using the magneto-hydrodynamic assumption, resulting in a reduced system. In the 
present thesis, attention is restricted to the case of a single. gas. Furthermore, viscous 
derivatives in the streamwise direction are neglected in the momentum and energy equa- 
tions, a common feature of the PNS model. Ile continuity equation remains unchanged, 
and the fidl system of equations, in non-dimensional form is given by; 
op 
Y+V. (PU)=o t 
apu 
t Y-+V- U+(P+ t 
IP9,2 
Re 
aB 
+'V - JuB - Bul =ý1 '72,0 at Re. 
49pe' +V- 
[(pet 
+p+S. 
IB12 
u-S. B(v-B) =I (V - (u -, r) +V- (S. 1.4) Tt- 2)I Re 
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In the above equations, IB12 = B, 2 + BY2 + B, 2denotes the magnitude of the magnetic field. 
As will be described in more detail subsequently, the main solution algorithm proceeds 
by solving the magnetic field equations [5.1.3] and the remaining flowfield equations 
[5.1.1,5.1.2,5.1.4] in a decoupled manner. First the solution procedure to update the mag- 
netic field terms is described. 
5.2 Magnetic Induction Equation 
Expanded out in full, the convective terms of the magnetic induction equations yields the 
following; 
B, 0 vB, - uBy wB, - uB, 
By + uBy - vB, +0+ wBy - vB, Viscous Tenns x x B,, uB, -wB,. vB.. - wBy 0 
The above form highlights the singular Jacobian matrix of the governing equations, as 
described in [4.5]. The'fact that the respective xyz components of their own derivatives 
is zero is the cause of the problem. Eigenvalue analysis of the entire system shows that 
in the x direction for example, the eigenvalue associated with the B, equation is zero. 
To overcome the issue an extra term is added to the governing equations, as described in 
numerous works [122,48,77]. With regard to the induction equations specifically, the 
temis added can be expressed as; 
uu OBx My 
+ 
OB, 
v V. B v-+ ( 
ax ay az 
W. wI 
ouB auB uB __4 4- 1 41., __" BxAOU. + ByM + B, 99 fix - az by 
vB B a+ avk5y + -8v----L - Bff + Byf-V + B, ff ax fiz ox by & 
awB. + -ffwB. BOýv + ByO-w + Bow ax ay az ax ay az 
uu 
V. BvB. V v 
ýww 
which when added to [5.2.11 gives an induction equation of the form; 
(5.2.2) 
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Bx 
a uBx a vBx a wBx U 
B., + 3- uB +- vBy az wB -D-V v 
Viscous Tenns (513) 
xy ay 
Bs 
.. 
uB. .. vB, wB, w 
The inclusion of this term resolves the issue of degeneracy, albeit at the expense of in- 
cluding another non-conservative term. Physically, the addition of a term proportional 
to V-B does not present anything new into the governing equations, since Gauss' law 
for magnetism dictates that V-B0. Therefore if this condition satisfied by the field 
initially, will be true at all time. Numerically however, them are circumstances where this 
condition is violated, thus necessitating its inclusion hem, as a correction mechanism. 
The implemented model therefore seeks to solve the above form, along with the 
modified PNS equations with the magnetic field terms and contributions from this source 
term added. As with other numerical schemes designed to solve equations using a finite 
volume formulation, the equation [5.2.31 can be cast as; 
OB 
t 
(5.2.4) T+ R(B, u) =0 t 
where R is a function of B and u, taking into account the contributions of the inviscid and 
viscous fluxes and source terms. An explicit iterative scheme of the forrn 
Jl'*' = B' - AIR (B") (5.2.5) 
is used to update the field variables. It remains to demonstrate how the various contribu- 
tions to R am made before each update of the magnetic field variables. 
9 1. Couvecdve Part 
Approximations to the convective fluxes appearing in the induction equations may 
be determined by considering systems of hyperbolic conservation laws. Consider 
the simple one dimensional system; 
Bx uBx 
xy =0 
(5.2.6) yt By + T- uB x 
. 
Bz 
.. uB,. 
This is analogous to a system of hyperbolic conservation laws 
OQ 
+ ZIF =0 (5.2.7) 
t9t t9x 
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to which we can apply a generalised. procedure to find an approximation for F. The 
flux Jacobian, defined as A= MlaQ for the current system in I -D is given by 
u00 
A= 0u0 (5.2.8) 
.00y. 
which clearly has three identical eigenvalues of A=u. The corresponding eigen- 
vectors for which are 
IIr0o 
and 0 (5.2.9) 
01 
Given these eigenvalues and eigenvectors, it is clear that the field is linearly degen- 
erate, since 
V- Ak = O, VB e R3 (5.2.10) 
Note that in the equation above, Va (awx- awy, alaB: )F. For such a case, the 
flux reduces to a simple form, as outlined in Toro [156] as; 
F(Mi+112 = 
F(Uo) ifuo>-otul 2: 0 
F(U1) ifuo< 0, ul <0 
F(Uo) + F(Ul) if uo >0, ul <0- 
0 otherwise 
(5.2.11) 
where Uo denotes the conserved variables to the left of the flux interface, and U, 
are variables to the right of the interface. Exactly the same technique is applied to 
the flux tems in the t9loly, and Olok directions, thus accounting for all contributions 
to R from the convective terms. 
2. Dissipative Part 
Calculation for the dissipative flux over an interface is calculated based upon a stag- 
gered cell, whose volume spans two adjacent cells with its centre located at the cen- 
tre of their interface, as shown in figure [4]. Consider the dissipative contribution to 
the right hand side, for the B, equation. Written explicitly, this is given by V- VB, 
To calculate this quantity, consider an auxiliary cell volume V as illustrated. For 
an arbitrary volume, we know from Gauss that; 
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vw 
Figure 4: Staggered Cell V', sparming two cells 
V- VB., dV 
ie 
fas, 
f 
As the primary interest is in the cell average value of the integrand appearing within 
the left hand side of the above, the following approximation can be assumed; 
IV- VB., dV = 6V [V - VB, ]AvE 
The quantity on the left hand side of equation (5.2.12) is determined by performing 
a summation over all interfaces for the given cell volume V. 
ýa VB, - ndS = 1: VB. - n, 
6 
tal 
from which it is infemd that 
6 
VBx - ni = [V - 
VBxIAVE 
The quantity on the left hand side of the above is evaluated by fiat determining the 
value of Bx on each interface of the auxiliary cell. This is done by taking an average 
of the surrounding cell centre values, and can be explained further with the aid of 
figure [5]. 
. 
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0' 
F i+ljk 
c 
K'112 
J-1/2-L ..... 8 K+112 
Figure 5: Cell V', used to calculate viscous flux 
Expressed in full, the above summation, using the notation provided in figure [5] 
(and neglecting 'Y' suffix here for convenience in notation) may be written as; 
-"ý'[BI+IjUSJDFH + Bj, ýksAcEG br 
Bi+IIZJ+112, kSEFGH + BI+112J-112, kSAACD 
Bi+IIZJk+1125AWEF + Bj+j12, g-j125CDGHj - (5.2.16) 
Where BI+112j*. 112. k ý 41 [Bijk + Bjj: tjk + B1+1, g + and 
Bi+112. j, k*112 =1 [Bijk + Bijkl + Bi+,,, u + Bj+jg, jj. The surface area vectors on 4 
the auxiliary cell are computed by taldng an average of the neighbouring surface 
area vectors of the original grid, and is described by the following; 
SBDFH 
[SI1.1,4k 
+ 
2 
SACEG 
1 [Selu 
+ 
2 
SEFGH 
I [sqi+IA 
+ silia 
2 
1 [S SABCD i+ sili+lj-IAI 2 "-"A 
SAREF + 
SCDGH 
[54Jk-I 
+ s4+IJA-l 
(5.2.17) 
(5.2.18) 
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The summation in equation [51.15] is thus computed in the above manner, and 
incorporated into the right hand side vector R. 
* 3. Non-Conservadve Source Term 
It remains to determine how to calculate -B - Vu. It is worth noting hem that the "V" 
hem is a Grad operator acting on each component of u, for each of the magnetic 
field equations. IMus restricting attention to the B, equation once again, we find 
that the contribution is given by; 
- 
(BO" 
+ By2ý + B, 
211 (5.2.19) 
ax ay oz) 
Here we require a modified form of Gauss' divergence theorem. If for a general 
vector, F= ca (x, y, z), where c is a constant vector, then the divergence theorem 
reducesto 
I 
IV 
V. FdV= cA adS (51.20) 
Using the fact that V- Bu =B- Vu + uV - B, and noting the second tem is identically 
equal ýo zero, we obtain 
B- VudV =I 
IV 
V- BudV (5.2.21) 
Note that in the above expression, we assume that B is constant. This is a reasonable 
assumption to make, since the domain is being discretised into finite volumes, over 
which we assume that flow and magnetic field variables am fixed. In a similar 
fashion to the evaluation of the dissipative terms, we approximate the right hand 
side of this as the average value over the cell volume, multiplied by the cell volume, 
and use Gauss once again; 
6V[V - Bu]AvE , 
Bu-ni 
where the summation takes place over all cell faces of a volume. The addition% to 
the By, B. - equations are entirely analogous, the only difference being the u velocity 
being replaced by v and w respectively. 
Having determined all components of R, B is updated using the explicit procedure de- 
scribed above. Once the magnetic variables are updated, a similm task takes place in up- 
dating the flow variables. Once again contributions to R, this time for the PNS equations 
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are calculated, and flow variables updated. The following section discusses the additional 
tems that need to be included into the R vector as a consequence of adding the magnetic 
field model. 
5.3 Additional PNS Terms 
Several methods have been assessed in the incorporation of the magnetic field terms into 
the PNS model. Here the methods used to calculate the contributions from these extra 
terms is outlined. Broadly speaking the extra terms may be grouped into those terms 
arising due to the magneto-hydrodynamic model, and those due to the addition of Pow- 
ell's source term. Although the method used to evaluate these terms is similar to that 
used to find the dissipative and non-conservative terms in the induction equations, a brief 
overview is provided herein. 
e Field Contribution from MHD model 
From equation [5.1.2] the contribution to the u-momenturn equation arising from 
the introduction of the magnetic field is given by V. A,,, where; 
(-B. 2x + BY2 + B. 2. )/2 
Am -B. By 
-B,, B, 
Once again, in analogy with the evaluation of dissipative and viscous terms in the 
induction equation, this is rewritten in finite volume form as; 
f V. A. dV=6V[V. A. ]AVE 
jv 
(53.2) 
taking the cell centre value to be the average value over the cell volume, and recast 
using divergence theorem to obtain the same result, requiring the vector quantities 
at the cell interfaces, taking their product with their respective unit normals, and 
then making a summation over all faces. For the v and w momentum equations, the 
same technique is applied to the vectors; 
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-ByBx 
A, (B, 2 - By' + B, )/2 
-ByBz (5.3.3) 
-BzBx 
A. -BzBy 
(B2 
x+ 
By2 - B, 2)/2 
and for the energy equation; 
I. ulBl'/2 - B,, (u - B) 
AE= viBI'12-By(u. B) (5.3.4) 
. 
UIB12/2 - B, (u - B) 
The above vectors are substituted into equation 153.21 and evaluated using the 
same procedure used for the dissipative te= in the induction equation. It is also 
worth noting that the evaluation of the source tems appearing in the low magnetic 
Reynolds number model are also computed in the same fashion. 
* Contribudon from Powell's soume 
Powell's source term introduces BV-B into the momentum equations, and (u - B) V- 
B into the energy equation. Expressing the above source term concisely as HV - 
B, where H= (0, B, u- B)F, we derive a finite volume approximation using the 
owing; 
6 f6v HV-BdV=HAvE I 
IV 
V-BdV= H, A, vE ; B, - ni (53.5) 
where the cell centre values are taken to be the average over the cell volume, and 
the divergence theorem used to determine contributions fiom each face. 
5.4 Solution Algorithm 
With the techniques used to update the magnetic field variables, and methods used to de- 
termine the contributions from the additional terms appearing in the momentum and en- 
ergy equations, it remains to explain the procedure used to tic these components together 
into a unified solution algorithm. Initially, on the first forward sweep, the Parabolised 
Navier Stokes equations in the absence of any magnetic field effect are computed, for 
all strearnwise stations. This allows the solution to achieve a reasonable estimate of the 
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flow prior to introducing magnetic effects. On the first back sweep, and on all subsequent 
sweeps, the modified parabolized Navier Stokes model taking into account of B is solved, 
and the magnetic induction equation is solved in the manner described in the previous 
section. 
For each strearnwise station, the flow variables in the modified PNS equations are 
updated using the methods above to calculate the right hand side vector. Next the update 
occurs for the B in the induction equations, keeping all flow variables fixed during the 
update. For each station, the procedure repeats itself until the convergence level is attained 
for the flow variables, and the algorithm proceeds onto the next or previous streamwise 
station, depending on the marching direction. The sweeping procedure is repeated until 
no further iterations need to be performed on the flow variables, for all stations within the 
domain. 
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CHAPTER 6 
Verification of the Low Re,,, Model 
This section presents two cases to validate the implementation of the low magnetic Reynolds 
number model . As explained in section [4.6.31, the advantage of the low magnetic 
Reynolds number model over the simplified model is that the magnetic induction need 
not be solved for the field. Analytical solutions exist for the model, such as a simple Hazt- 
man flow which models flow through a channel in the pmsence of a uniform fieK or the 
Rayleigh problem, where an initially stationary plate moves with a given velocity. In view 
of the fact that the base model for the IMPNS code, that is the parabolised Navier Stokes 
equations seeks solutions to steady, predominantly supersonic problems, such analytic 
test cases are intractable. 
As for comparing flow solutions to experimental data, there exist many cases that 
have assessed the potentials of MHD in hypersonic aerodynamic applications, as outlined 
in section [4.4], but often involved artificial ionisation procedures or'seeding of ionised 
particles into the flow domain, which the current model does not permit. 
in view of these restrictions, the model has been validated against several numerical 
computations of other research groups that have also looked into magneto-hydrodynamic 
flow control using the low magnetic Reynolds number model. Two such cases are pre- 
sented hem, which capture the fundamental effects of applying a specified magnetic field 
to flow problems encountered in hypersonic aerodynamics. 
6.1 Uniform Field applied to a Flat Plate 
Prior to the resurgence of interest in magneto-hydrodynamics as a flow Control Mecha. 
nism, by the aerospace community, 'a large part of the research examining the effects of 
turbulent flows with MHD had been investigated with astrophysical applications, or with 
liquid metals. lbeoretical treatises by Lykoudis [931 and other works [131,1361 point 
to conclusion that the introduction of magnetic fields tend to inhibit turbulence. Indeed 
Narasimha, [112) suggests that a process of relarruinan'sation is a feature of turbulence with 
MHD effects. 
Turbulence can be attributed to be the primary cause of flow characteristics such 
as heat transfer and drag, quantities that are of particula interest in examining flows past 
hypersonic vehicles. Therefore the current case is pertinent and justified not only as a 
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means of validating the model, but also to understand whether the model captures the 
physical characteristics of the interaction of magnetohydrodynamics and turbulence. 
Numerical investigations into the effects of applying a field normal to laminar and 
turbulent flows past a flat plate have been investigated by Dietiker and Hoffmann. [49], 
and also by Kato et al. [78]. Their results are in excellent agreement with each other, and 
comparisons to both sets of data is made here. A supersonic flow past a flat plate of lenith 
L=0.08m is considered under the following flow conditions; 
M.. = 2.0 
P. = latm 
T. = 300K 
Re. = 3.75 x 106 
0-. = 800mholm 
Re. = 0.058 
Both groups present results to the flow problem outlined above. Note that the value of 
the magnetic Reynolds number is sufficiently less than unity, indicating that the choice of 
model is suitable for the case in question. A uniform flow is applied normal to the flow 
direction, ie B,, = 0, and B, is non zero. The normal component, By is varied from O. OT 
to 1.2T, and is manifested in the governing equations by choosing appropriate values for 
S., the magnetic force number, 
Sao 
= "Illy, pul.. (6.1.1) I, IIý 
A grid consisting of 150 points in the streamwise direction and 200 points normal 
to the wall, employing clustering near the wall surface such that the height of the cell is 
I Olm above the wall. A single sweep algorithm is used intially with the flux-conservative 
Vigneron's approximation for subsonic portions of the boundary layer [91). A second 
order upwind discretisation is used to evaluate the strearnwise flux, and for the crossflow 
flux the flux difference splitting scheme of Osher and Solomon [ 116] is used. MUSCL 
interpolation [ 160) of primitive variables is employed in calculating the crossflow fluxes 
to increase spatial resolution to second order. The solution is space marched explicitly, 
using a CFL number of 0.75. 
Figures [6] illustrate the results of iterative and grid convergence studies. The ve- 
locity profiles in the absence of the magnetic field show that a convergence criteria for the 
residuals of 101 and a grid consisting of 150 x 200 points, are sufficient to ensure that the 
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Figure 6: Iterative (left) and Grid Convergence (right) of U velocity Profile 
output solution is within the asymptotic range of convergence. A similar examination of 
the velocity profiles in the presence of the field, for a given value for the magnetic force 
number has been made. This is to check if the presence of the field was having any unfort- 
seen effects on convergence. "Me plots show that the solution is asymptotically converged 
for the same grid and residual tolerances, thus a meaningful comparison of the effects of 
applying a field can be obtained by using the same grid and convergence tolerance for all 
strengths of S.. , 
6.1.1 LaminarFlow. 
Initially, laminar velocity profiles under the influence of several field strengths were in- 
vestigated, as a check to ensure that the Lorentz force generated from a magnetic field 
normal to an ionised flow acts in the opposite direction to the flow direction. Initially, a 
single sweep calculation was made, the results of which are plotted in figure [7). 
The effect of the field decelerating the flow is clearly illustrated, and the modified PNS 
equations demonstrate good agreement with the results of Dietiker and Hoffman, par6 
ticularly outside the boundary layer. Within the boundary layer, and for the cue where 
streaniwise separation occurs ( S. = 1.840), the agreement deteriorates somewhat. 
In single sweep mode, a portion of the pressure gradient in suppressed by the 
IMPNS code to ensure the equations remain hyperbolic in the subsonic part of the bound- 
my layer. Therefore since portions relating to upsftarn influence of the ft term am no- 6x 
glected, agreement within the boundary layer is affected. Furthermore, no upstream influ- 
ence is taken into account in this mode, and therefore, the solver is incapable of detecting 
separation. However, for the separated case, the model is still capable of predicting the 
velocity profile outside the boundary layer, as the good agreement with the results of 
Dietiker and Hoffman indicate. 
To overcome this, the same calculations were also preformed using the multisweep 
71 
0.01 
0.006 
too$ 
IL 
0.004 
0.002 
T- -Wi6imeftid + PN&I No %W - TWWNW MOD010.318 x 
PNS: moollo Ms 
TenrAW MaN0,0122 IK 
PNS: MOO n on 
TswAW. M@OF-i. V3 (3 
PNSI . 
273---- 
Tff*WW 
=11640 
9 
PN& moo-50 
a" IN. x 
Lp 
13 IN x 
0 02 0.4 0.6 0.6 1 
WU. 
Figure 7: Laminar velocity profiles, single sweep 
algorithm. Within the IMPNS solver, three initialisation coarse sweeps are performed, the 
upstream boundary condition is assumed to be freestream, and the downstream boundary 
condition is extrapolated from the interior on each sweep. Fig [8] shows the improvement 
in the agreement with [49] due to the additional computational effort. Agreement in the 
boundary layer is visibly better than using single sweep alone, and the PNS solutions do 
also predict separation for the largest value of S., considered. For this case however, there 
is over prediction of the reverse flow velocities in the boundary layer. 
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This can be attributed to the fact that the model is incapable of dealing with large stmam- 
wise sepamted mgions that do not reattach. Tbe case in question does not mattach befom 
the outflow boundary. The i=imax boundary is set on the assumption of a supersonic out- 
flow boundary, themfore the boundary conditions am ill posed for the separated case, and 
is a probable cause for the observed discrepancy. 
When multisweeping is used as the solution algorithm, no approximation is made 
with regard to the strearnwise pmssum gradient term, and in actual fact, the equations 
being solved are the "Thin Layer Navier Stokes " equations. A direct comparison of 
the no field calculations using single sweep and multisweep technique, demonstrates the 
marked improvement in agmement that is the consequence of allowing the code to take 
into account any upstream influence. As these am calculations made in the absence of 
the field, one can infer that the diffemnce observed is indeed an outcome of the algorithm 
used, and not the pmsence of the low magnetic Reynolds number model. Tbemfbm, for 
the case involving magnetic fields of various stirengths, the better agreement is due to 
utilising multi-sweeping. The agreement outside the boundary layer mmains unchanged, 
as hem no approximation is made on the strearnwise pmssum gradient. 
For the separated case, as the algorithm takes into account upstream influence, the 
revised algorithm also predicts separation, although agreement in the boundary layer is 
poor. This is the result of not being able to prescribe a suitable boundary condition ahead 
of the last station in the streamwise direction. The boundary hem is either extrapolated 
from the interior, or assumed to be a supersonic outflow, both of which are inappropriate 
as the flow is travelling into the domain in the boundary layer. With no knowledge as to 
what ought to be prescribed here, agreement is most likely to be compromised as a result. 
6.1.2 Turbulent Flow 
Under the same conditions outlined above, the effects of a uniform field applied to a 
turbulent flow were also considered. The effects of turbulence wem simulated using the 
Spallart-Allmams model for the turbulent viscosity, with ftwition taking place at station 
i= 75, halfway along the length of the plate. The velocity profiles illustrated in (9) 
show steeper gradients in the shramwise velocity profile, a typical feature of turbulent 
flows, given that there is typically more kinetic eneW in the near wall region compared 
to laminar boundary layers. 
lle results highlight the fact that the effect of the field is the same as that of the 
faminar profile. 'Me field acts to decelerate the incident flow, abd separation takes place 
at a higher magnetic force number, due to the turbulent nature. Unlike the laminar case, 
the flow does not separate for the S. = 1.840 case, or for magnetic interaction parameters 
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Figure 9: Turbulent velocity profiles 
greater than this, owing to the greater kinetic energy in the boundary layer. 
The deceleration of the flow has consequences on the drag experienced by the plate. 
This can be shown by considering the variation of the skin friction coefficient along the 
flat plate, as in figure [10]. As the magnetic field strength is increased the skin friction 
profiles shift downward, resulting in decreased drag over the length of the entire plate, 
as shown. Comparisons of the skin friction profiles in the turbulent region show some 
discrepancy to the computed data, but this it is important to note that in Hoffman and 
Kato et al's work, the Baldwin-Lomax algebraic turbulence model has been utilised. 
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Figure 10: Effect on Skin Friction Coefficient 
Despite being able to predict the underlying trend caused by applying a magnetic 
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field agreement in the near wall region could be better. Figure [9) shows that the discr; p- 
ancy between PNS results and that of Hoffman et al get worse as the near wall region of 
the boundary layer is approached. For example, for the case where the magnetic inter- 
action parameter is equal to 2.504, at y1L = 0.0006, them is a difference in streamwise 
velocity of approximately 91/9. 
Discrepancy is also seen in figure [10] for the PNS cues labelled "turb". As an 
illustrative example, consider the case where no magnetic field is applied, ahead of the 
turbulence transition point, at x1L = 0.35.71he turbulent PNS calculation predicts a skin 
friction coefficient of 7.308 x 101, and Kato and Tannehill's results return a value of 
5.3 x 10-4. This gives a discrepancy of approximately 40%, and is visibly clear in figure 
[10]. However, if a laminar calculation, that allows for multi-sweeping, is employed, then 
the PNS code predicts a value of 5.3 73 x 101, an error of about 1.5%. 
Given that the the above cases considered did not include the use of a magnetic 
field, there remains the possibility that the difference between the turbulent PNS results 
and those found in the literature may be the cau of different turbulence models being 
used. This cannot be ruled out entirely, but there is a strong evidence to suggest that 
it is the use of multi-sweeping that is an over-riding factor in determining the extent of 
agreement. 
Beyond the transition point, the source of error is twofold: that due to multi- 
sweeping and that due to difference in turbulence model. As is the case for the larninar 
region, the differences in skin friction coefficient magnitude may be attributable to the 
lack of multi-sweeping. Figure (101 also shows that the peak skin friction coefficient val- 
ues occur fiuther downstream for the turbulent PNS calculations compared to Kato and 
Tannehill. Such an issue is mom likely to be an issue related to the choice of tutbulence 
model. Unfortunately, the PNS code does not allow for a turbulent calculation to be made 
when multi-sweeping is employed, and so such a test is left as future work. As far as 
the low magnetic Reynolds number model validation is concerned, discrepancies can be 
attributed to other factors, but the model shows agreement for both laminar and turbulent 
calculations. 
6.2 Blunt Body Calculation 
The second validation test case was that of a hypersonic flow past a blunted cone, cor- 
responding to that found in Khan et al. (8 1] and MacCormack (96]. A set - of two di- 
mensional axisymmetric calculations are performed to investigate the effects of applying 
a field, on shock stand-off distance. The computational grid is shown in figure [I I). 
The flow is assumed to be inviscid and the conditions are specified by the following; 
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Figure 11: 2D Axisymmetric Blunt Body Grid, and Magnetic Field Lines 
M. = 15.0 (6.2.1) 
P. = 36.6Pa (6.2.2) 
T. = 294K (6.2.3) 
The applied magnetic field being given as a dipole of variable strength, the field lines for 
which are illustrated in figure [I I]. The blunted portion of the body is a circular section, 
and dipole core is placed at its centre. On the body surface, a zero slip condition for the 
velocity field is imposed, the pressure gradient normal to the wall is zero, and the wall 
is also assumed to be adiabatic. The multi-sweep algorithm is employed throughout the 
domain using three initialising coarse sweeps, with a singular line boundary condition on 
the upstream boundary, and an extrapolated boundary on the downstream boundary. The 
Steger and Warming [153] flux vector splitting scheme is used in both strearnwise and 
crossflow directions. Flow variables are updated explicitly, using a CFL number of 0.5. 
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Figure 12: Iterative (left) and Grid Convergence (right) of Pressure Coefficient Distribu- 
tion 
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Akin to the flat plate boundary layer, an iterative and grid convergence examination 
was initially undertaken. Figure [12] shows the pressure coefficient distributions along 
the surface of the body, for several residual tolerance values. The pressure coefficient 
is shown to be within the asymptotic range of convergence for the residual tolerance of 
10-6 , with little change being seen in its profile for smaller tolerances. For the three 
iterative convergence levels investigated, the shock standoff distance along the stagnation 
line is also identical, and therefore an iterative tolerance of 10-6 for the main calculation 
is justified. The figure also shows that there is little difference in the pressure coefficient 
distribution for the three grids investigated. 
Grid Standoff / body diameter 
al 63 x 30 0.635210 
126 x 60 0.631244 
251 x 120 0.633228 
Table 1: Shock Stand-off Distances on Grid Levels 
Table [6.2) shows the shock stand-off distances for three different grid levels. As the 
figures suggest, the quantity is a lot more sensitive to grid spacing than the pressure co- 
efficient distribution. Them is a 0.3% difference between the results for the 126 x 60 and 
251 x 120 grid cases, which is small enough to ensure 251 x 120 is a sufficiently fine grid. 
As discussed in chapter [4.1], there has been a substantial amount of interest in 
the effect of applying magnetic fields to blunt geometries. As Anderson explains (7], 
spherically blunted geometries such as the one investigated here arise as a consequence 
of the requirement to withstand heat conduction to the body surface for hypersonic flows. 
Conic sections result in shock attachment on the leading edge, a consequence of which 
is that there is a greater degree of heat transfered to the body. At such high Mach num- 
bers, the use of suitable geometries alone, cannot guarantee the structural integrity of the 
body, hence the adoption of various thermal protection systems. Ile ability of magneto- 
hydrodynamics is also attractive in this regard, since given a magnetic field that is ori- 
entated in such a fashion, it is possible to decelerate the incident flow if it is sufficiently 
ionised. In the present case, a dipole field is applied to a Mach 15 flow, and investigations 
into the effect of changing the field strength is made by varying the magnetic interaction 
pammeter, 
Q= 
AB02L 
P. U. 
(6.2.4) 
which upon close inspection can be shown to be the product of the magnetic force number 
S.. and magnetic Reynolds number Re.. The force number premultiplies; the source tam 
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contributions appearing in the momentum and energy equations [4.630 & 4.6311, thus 
controlling the magnitude of the magnetic field effect. 
Three separate cases are considered, corresponding to field strengths of Bo = 0,2 
and 8 Tesla, corresponding to a value of Q=0,6, and 96 respectively.. The shock standoff 
distance has been calculated by determining the location of the sonic line (M = 1) contour 
from the body surface, along the stagnation streamline, results of which are shown in 
figure [13]. 
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Figure 13: Shock standoff Distance as a function of 
The shock standoff normalised by -body diameter is plotted against the magnetic 
field strength. For the case of no magnetic field, the PNS solution shows good agreement 
to that of the Wichita group [81] and the analytical solution [36]. As the field strength 
is increased, so too does the shock standoff distance. For larger values of BO, them is 
some discrepancy to Wichita results, possibly due to the method in which shock standoff 
has been calculated, although the underlying trend of increased standoff is evident. Con- 
versely, agreement to MacCormack's data is poor, although them remains some doubt as 
to the grid convergence of MacCormack's results, as in that work, a grid consisting of 
52x52 points has been used, compared to the 25lxl30 points used in the current study. 
Despite the fact that a field has been applied, figure [13] seems to suggest that the 
gains in terms of the change in shock stand-off distance seem some what negligible. This 
can be explained by examination of the Lorentz force field in the body vicinity, as a result 
of adding the field. The current is given by the equation, 
J=E+VXB (62.5) 
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As no electric field is applied, the current acting is perpendicular to the incident flow and 
the magnetic field lines. The resulting body force acting on the fluid is perpendicular to 
the current vector, and the magnetic field lines. Combining the magnetic fleld lines and 
the flow vector yield a body force, known as the Lorentz force, and given by L=JxB. 
For the flat plate boundary layer, it is clear that this body force acts to oppose the incident 
flow, since the flow vector, and the magnetic fleld lines are perpendicular to each other. 
For the blunt body, the fleld is generated with a dipole, a consequence of which is that the 
field lines and flow vectors are not necessarily perpendicular everywhere. 
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Figure 14: Magnitude of Magnetic Field, in Tesla 
The manner in which the flow can be seen to decelerate the flow may be observed 
by considering the magnitude of the magnetic field about the body, as shown in figure 
[14]. 
One will notice that the magnitude of this force is greatest near the shoulder region 
of the body. This observation can be explained by considering the functional form of a 
dipole field. First, since the magnetic field scales with I IRIII, where R is the distance from 
the dipole, one can infer that the magnitude of the field is greater nearer to the body. Thus 
it is to be expected that the magnetic field has greater influence nearer the body. However, 
the magnitude of the magnetic field alone does not account for how it influences the flow 
field. 
Close inspection of the local Lorentz force vectors accounts for how the field influ- 
ences the flow, and is shown in figure [ 15]. 
The vector field illustrates the direction in which the magnetic field acts to try and redi- 
rect the flow. The figure indicates that the Lorentz force acts in the opposite direction to 
the incident flow around the shoulder region of the body, thereby decelerating it. How- 
ever, as one traverses across the body, towards the stagnation line, the Lorentz force is 
directed perpendicularly downward to the flow field, which is ineffective in decelerating 
79 
-- 
'I-f IlIIlIII! II 
Figure 15: Vector Field of Lorentz Force, Dipole Field 
the flow. A more effective method would be to orientate the field such that it acts in the 
the positive y-direction throughout the domain. Based on observations discussed for the 
flat plate boundary layer case, this would mean that the resultant body force is acting in 
the direction opposing the flow velocity, even along the stagnation region. For the dipole 
field this behaviour only occurs in a small vicinity as indicated, on the shoulder region 
of the body, and not over the entire domain as for the flat plate case. The deceleration, 
and consequently the increase in shock stand-off distance, is not as pronounced as one 
might expect. The flat plate boundary layer investigations illustrated that a field orien- 
tated perpendicularly to the wall was effective in decelerating the flow to the extent of 
separation. 
Evidence to suggest this phenomena can be explained in figure [ 16], which shows 
the Lorentz force vector field, for the case where a uniform magnetic field is applied. 
Clearly the force acts to oppose the oncoming flow field over a larger region around the 
body, in contrast to the dipole case. Consequently, it is to be expected that the increase in 
shock stand-off distance will be greater with this type of magnetic field orientation. This 
is demonstrated further by applying a uniform magnetic field, to the same flow conditions 
above. Figure [ 17] shows the density variations along the stagnation line; 
The magnetic interaction parameter is increased from 0 corr esponding to the no magnetic 
fleld case up to Q.,, = 6, which is the case for BO = 2T. As the field strength is increased, 
the graph indicates that the discontinuity in the density profile moves further away from 
the body surface, indicating an increase in shock stand-off. The jump in density over the 
shock also decreases, indicating that the shock is progressively weaker with increasing 
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Figure 16: Vector Field of Lorentz Force, Uniform Field 
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Figure 17: Density Profiles along Stagnation Line 
Q.,,. The density profile for Q., =6 appears inconsistent with the rest of the observed 
trend. This is because in this instance, the field is strong enough to push the detached 
shock out of the flow domain, thus any behaviour cannot be accurately captured. Hence 
the odd behaviour in this case. It therefore makes sense not to consider the output for 
cases where Q. 2: 6. 
The improved performance in shock stand-off distance is shown in figure [ 181, 
showing a direct comparison of the two field orientations, for the trend in shock stand off 
distance ratios against magnetic field strength, in Tesla. The dipole field case corresponds 
to the same parabolized Navier Stokes data presented in figure [13]. For the uniform 
field case, the shock stand off ratios for fields greater than 2 Tesla are not shown, for 
the reasons indicated above. Nevertheless, the figure confirms the fact that a uniformly 
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Figure 18: Shock Stand-off, Uniform and Dipole Fields 
distributed magnetic field is a better contender in driving the shock fiont away from the 
body, as over the limited range of data presented, it is evident that for the same magnetic 
field strength, a uniform field results in a larger gap between the body and the shock front. 
This is explained by the orientation of the Lorentz force vectors opposing the fluid motion, 
as shown in figure [ 16]. 
Unfortunately, obtaining a magnetic field that is uniformly distributed in reality is 
a non trivial task. Most magnetic fields are g4nim''ted p'a-ssiýg electrical currents through 
conducting materials. A magnetic field is generated about the coil, which more closely 
resembles a dipole field when viewed in cross section. Nonetheless, the low magnetic 
Reynolds number model accurately predicts' the''effect, of'such a uniform flow field, and 
serves to illustrate the type of field onentation one desirei, given a particular design ob- 
jective, such as widening the shock stand off distance. 
A reassuring and important point to note in figure ( 13] is the very good agreement in 
the baseline, no magnetic field case, of thi'shcwkistandoff distance to the analytic solution 
found within Cox and Crabtree [36]. As finther validation of the parabolized Navier 
Stokes solver, additional computations have been performed for the shock front location 
are computed, using Mach number as an independent variable. Since the iterative and 
grid refinement studies have already been perfonned, the same conditions have been used 
to simulate standoff distances. The cffects on the standoff to body diameter ratio, as a 
function of frcestrearn Mach number are illustrated in figure [ 19]. 
The figure contrasts the several analytic solutions and experimental observations (130] 
against data obtained using the PNS model. PNS calculations have been made using Mach 
numbers of 1.25,2.0,5.0 and 10. The simulations illustrate the asymptotically decreasing 
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Figure 19: Shock standoff Distance as a fimction of M. 
nature of the standoff with increasing Mach number, and this is in qualitative agreement 
with both the experimental data and theoretical approximations. Of the numerical sim- 
ulation results presented in the figure, the standoff profiles of Uitone and Pardee [95), 
Kawamura [79] and Nagamatsu (I 11] are all based on potential flow approximations. It 
is clear that none of these approximations give close agreement to the experimental data, 
particularly for larger Mach numbers. Hida's (701 results show improvement, and are 
based upon the assumption that the flow between the shock front and the body surface 
can be treated as incompressible, as there is little density variation in the region. 
Despite the apparently good agreement to the stand-off results in figure [13] at 
lower'mach numbers, the above figure highlights that there is in fact a certain degree of 
discrepancy with the theory proposed by the works listed in some of the diagrams. In 
contrast to the available experimental data, Van Dyke's numerical solution seems to offer 
the best agreement [ 159). Van Dyke makes use of an inverse method, whereby the shock 
is initially assumed to have a shape of a conic section, which is a reasonable hypothesis 
as most hypersomic geometries have spherical or elliptical noses. The Euler equations 
am rewritten to yield two partial differential equations, for the density and stream fi=- 
tion, and are solved for by marching from the shock to the body. IMe figure shows Van 
Dyke's results to have remarkable agreement for the spherical body geometry, but Cox 
and Crabtree [36] point out that the methods chief weakness is in its inability to reproduce 
distinguishable shock profiles for bodies that am radically different., The PNS solutions 
over predict the stand off distances, and this over prediction is seen to increase with in- 
creasing Mach number. One possible explanation for this lies in the models examined. 
Van Dykes' simulations make use of a spherical geometry, whereas the model considered 
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here is a blunted cone, albeit with a spherical nose. The shock front location is not only 
a function of the incident Mach number, but is also dependent on the sonic line, beyond 
which the flow is supersonic again. The location of the sonic line is highly dependent on 
the geometry, and may therefore account for the observed discrepancy. 
As the below discussion shows, some of the discrepancy seen can be explained due 
to the grid employed in the calculation. The beginning of this section shows that iterative 
convergence is achieved using a convergence tolerance of 10-7, and grid convergence is 
sufficient using 25 U120 grid points. 
Turning attention to the shock stand-off distance however, figure [19] shows that 
there is a degree of discrepancy between the PNS results, and the experimental observa- 
tions depicted therein. Given this, it is instructive to shed light on the error one might 
expect from the PNS solutions, as a result of using any particular grid. 
In the previous flgure, shock stand-off distances are computed by finding the cell at 
which there is an increase in thý pressure coefficient or density profile, or an decrease in 
the velocity profile, along the stagnation line. In practise, one would observe an almost 
discontinous jump in these quantities, but there is some "smearing7 over several cells. The 
issue then arises as to which position to take the stand-off measurement from, that is the 
point at which pressure starts to increase (front of the bow shock), or becomes constant 
(rear of bow shock). For the present case the author took measurements fi-orn the rear of 
the bow shock. 
As the flow domain is discretised into a finite number of cells, all standoff measure. 
ments refer to the centre of any given cell. In practise however, any given observation may 
lie anywhere within the cell, and is therefore subject an error. The error can be alleviated 
to some extent by adding more points, but regardless of this number all measurements 
will be subject to an error, as all shock stand-off measurements are taken at discretely 
positioned cell centres. lberefore it makes more sense'to examine the errors for the PNS 
result instead of further discretizing the flow domain. 
If an observation is made at distance x away fi-om the body, the enor bounds on 
this value is therefore [x - h, x, + h], where h is the grid spacing for within which the 
observation x is made. As we know how h varies with distance away from the body 
surface, it is therefore possible find the error bounds on PNS calculations observed in 
figure [ 19]. 
For each of the three grids used in the convergence study, the following table shows 
the grid spacing in non-dimensionalised units at the beginning and end of the edge used 
as the stagnation line. Here, subscript "beg7 refers to the furthest most grid spacing, next 
to the inflow boundary, and "end" refers to the spacing next to the stagnation point on the 
body surface. 
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Grid 6sýx 6sad 
vxczzwý 126x6O I. OxIO--' 5.904xlO-' 
25IA20 I. OxIO-S 2.6931xlO-3 
50lx240 I. OxIO-5 1.1801xlO-3 
Table 2: Grid properties 
The grid spacings are given in the form of a geometric progression, a, arar2,... for a 
starting value of a and a common ratio r. For the grids used in the current study, we know 
that 
ae = 6sd (6.2.6) 
where a is equal to the grid spacing at the end of the stagnation line, and n is the number of 
grid points in the cross flow direction. From this it is possible to deduce that the common 
ratio r is given by 
Nösj (6.2.7) 
Therefore, using the formula above, and given that for the three cases presented n 
60,120, and 240 we find that; 
Grid r 
126x6O 0.899021 
25IA20 0.954438 
MUM 0.978590 
Table 3: Grid Common Ratio Values 
The above figure compares the shock stand off distance against numerical and experimen. 
tal results. To determine the error bounds for the PNs calculations one must determine 
the grid spacing within which the observation is made. As shock stand off distance is 
measured from the the stagnation point, one must find the index first index 1, for which 
Ix 
EarJ>d (6.2.8) 
isw 
where d is the PNS observation. Fmm this we can conclude that cell 1, -I is where the 
observation is made, and that the spacing h needed to compute the error bounds is given 
by w4-. 
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The error bounds on each of the PNS observations are superimposed onto the grid- 
centered results in figure [19]. PNS results generally tend to over-estimate the shock 
standoff distance. For the Mach 2 calculation, there is a considerable difference between 
the experimental result, although without any accuracy bounds on the experimental data, 
it is hard to make a quantitative judgement as to what the discrepariy may be. At Mach 
numbers of 5 and 10, the error bounds are naturally smaller given the closer grid lines 
are present as the body surface is approached. If numerical bounds are considered, theri 
the former case, shows improved agreement with Van Dyke, although for the latter this 
ceases to hold true. Without experimental data for the higher Mach number cases, it is 
difficult to assess true accuracy of the PNS simulation, as comparison to other numerical 
simulations is insufficient. Therefore for larger Mach number simulations (greater thari 5) 
that require capture of shock standoff distances, caution must be interpreting the results. 
6.3 Conclusions 
In this section the low magnetic Reynolds number model has been validated against com- 
putational investigations of several groups. The cases identified are fundamental to en- 
suring that the model behaves in a manner that is consistent with theoretical results. As 
the literature review chapter outlined for example, it is known that a uniforni field applied 
to a flat plate boundary acts to decelerate the flow. 'Mis was observed for both laminar 
and turbulent cases, although a certain degree of of disagreement with the other numerical 
results were observed. 
Within the boundary layer for example, the single sweep case highlighted poor 
agreement owing to the fact that elliptic influence of the streamwise pressure gradient had 
been neglected. In contrast, use of multisweeping substantially improved agreement. The 
beneflts of using this algorithm in predicting separation are evident for the case where the 
field was strong enough to induce this behaviour, although the extent of agreement was 
hindered due to inappropriate boundary conditions. Hence it is reasonable to assume that 
multisweeping is required, when using the model for cases where strtamwise separation 
or near wall behaviour is important. Thus said, for cases where such factors are not an 
issue, the low magnetic Reynolds number model provides good agreement with other 
computation results, as the agreement outside of the boundary layer region illustrates, for 
the single sweep case. 
, 
Heat transfer mitigation on blunt bodies are also a peitinent area in hypersonic aero- 
dynamics and have received widespread interest from magneto-hydrodynamic research 
groups, and as such a spherically blunted geometry in the presence of a dipole magnetic 
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field was also investigated. Shock standoff data as a fimction of magnetic interaction pa- 
rameter highlighted agreement with the results of Kahn et al [8 11. As an additional test 
on the predictive capability of the IMPNS code, more computations of blunt body shock 
standoff distances were carried out, in the absence of a magnetic field, to compare to an- 
alytical and experimental results. Independently of the low magnetic Reynolds number 
model, simulations of the axisymmetric blunt body at several Mach numbers illustrate 
that the asymptotic decrease in shock stand off with increasing Mach number. The pre- 
dicted distances were in good agreement with the theoretical results of Van Dyke, and 
with several experimental predictions. 
On applying the magnetic dipole field to the configuration, parabolized Navier 
Stokes results exhibited the same trend in increased shock stand off distance, though the 
change seemed to be relatively small. This could be explained by examination of the 
Lorentz force generated ftorn the dipole source, as it indicated that the force vector in the 
vicinity of the stagnation region were actually acting perpendicularly to the flow dircc- 
tion, and not against it. A uniformly distributed field was shown to reproduce a Lorentz 
force that acted in the opposite direction to the flow. These effects were confirmed with 
further numerical simulations of the body under a uniform field, which highlighted the 
effectiveness of such an orientation over the dipole. Additional simulations examining 
the behaviour of shock stand off distance on free stream Mach number, in the absence of 
a magnetic field, were made, and showed good agreement with experimental data and 
Van Dyke's numerical simulations. 
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CHAPTER 7 
Verification of Simplified MHD Flow Solver 
7.1 Introduction 
This section outlines some of the commonly used veTification and validation procedures 
within computational fluid dynamics , and particular attention is paid to the verification of 
the numerical implementation of the simplified magneto-hydrodynamic model outlined in 
section [4.6.2]. The procedure asserts confidence in the implementation of the model, and 
therefore serves as an important tool in ensuring its reliability. " 
In developing an MHD solver to be incorporated into the PNS equations, one of the 
key problems is in trying to analyze the errors generated by the flow solver. Indeed, as the 
advances in computer speed and parallel architectures have allowed CFD practitioners to 
use more and more complex models, engineers must be provided with confidence in the 
simulated results as a representation of reality. The AIAA for example have introduced a 
set of guidelines aiming to standardise the methods by which CFD simulations are scru- 
tinised [351. With any form of code development, ensuring that the program executes 
its intended task efficiently, robustly, and most importantly, correctly, are of tantamount 
importance. Identifying the sources of errors am commonly performed through two pro. 
cedures, namely validation and verification. In a broader context, thew two terms am 
often used interchangeably, but to CFD practitioners, they are quite distinct. 
Validation attempts to provide answers to the quay as to whether the model being 
utilised are correct for the problem at hand, and questions whether reality is represented by 
the model. For example, an inviscid Euler code, no matter how well implemented, would 
not be capable of predicting boundary layer profiles over'a laminar flat plate at moder- 
ate Reynolds numbers, nor would the boundary layer equations be suitable for trying to 
predict the strong interaction region between the mean flow and the near wall region, at 
the leading edge of a plate in the hypersonic fiow regime. VcTification on the other hand 
addresses the issue as to whether the chosen equations are being solved correctly. It is 
a mechanism that allows the developer to critically assess if the model implementation 
accurately represents the description of the governing equations. A broad but succinct ex- 
planation is provided by Roache; "verification deals with the mathematics and validation 
deals with the physics" [ 132]. 
in trying to obtain models that accurately represent observed experimental or "real 
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life" behaviour, validation is commonly performed by comparison of computationally 
predicted results to experimental data, or high quality numerical data, such as DNS so- 
lutions to the corresponding problem. Comparing model results to analytical solutions 
such as Blasius' solution for a laminar flow past a flat plate, are common verification 
techniques, as analytical solutions can often be shown to be derivable from the model 
in question, and thus serve as a means of checking whether implementations are correct. 
With CFD codes in particular, in addition to identify coding errors, it is also necessary 
to check for iterative convergence, and in the limit of an infinitely fine grid, that the so- 
lution is asymptotically convergent. These issues are commonly solution dependent, and 
hence it is therefore necessary to perform grid and iterative convergence investigations on 
a problem by problem basis. 
7.2 Compression Expansion Corner 
In order to critically assess the implementation of the simplified magneto-hydrodynamic 
model, a test case must be identified to make meaningful comparisons to the analysis 
code. As section [7.3] explains, there remain problems in making comparisons to ex- 
perimental and analytical solutions, in the realm of magneto-hydrodynamics , 
due to the 
complexity in reproducing experimental operating conditions for the former, and because 
restrictions on the existing IMPNS solver, for the latter. Thus, a numerical solution to the 
governing equations was sought and the case identified is that of Harada et al [65], whose 
work consists of the numerical simulation of a compression-expansion comer, under the 
influence of a magnetic field. 
Figure 20: Shock and expansion waves through compression-expansion channel 
The flow is assumed to be inviscid, with a free stream pressure of I OOKPa, and an 
operating temperature of 300K. Flow is assumed to enter the channel at a Mach number 
of 2, and the influence of several field orientations has been investigated. The walls on 
the upper and lower surfaces are assumed to be adiabatic. A multi-sweep algorithm has 
been used, with Steger and Warrning [153] flux vector splitting for the streammise and 
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crossflow flux evaluation. 77hree initialization sweeps on a coarse grid is perfomed. To 
calculate fluxes on the cell interfaces, flow variables are interpolated to enhance spatial 
resolution using the MUSCL [ 160] scheme. The upstream boundary condition is assumed 
to take freestrem conditions, and on downstream boundary, the solution is extrapolated 
from the interior. Both the flow variables and magnetic fleld variables are updated ex- 
plicitly using a CFL number of 0.5. The two dimensional geometry with the shock and 
expansion wave structures is shown in figure [20]. 
As an initial baseline case, the parabolized Navier Stokes result was computed and 
compared to Harada et al, for the situation of no mapetic field applied. The grid and 
iteratively converged results are compared to their result s in figures [2 1 (a)) to [2 1 (d)] - 
Pressure profiles with respect to streamwise location, at various j-stations show good 
agreement in terms of the values through the shock. 
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Figure 2 1: Normalised pressure distributions, no magnetic field 
Despite the correct predictions in values after the shock, behind the expansion, and 
after the mfieýted shock, them are oscillatory regions at the points of discontinuity, for 
all j-stations. As the parabolized Navier Stokes solutions are both grid and iteratively 
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converged, additional grid refinement does not alleviate this behaviour however, nor too 
does running additional iterations, suggesting that unphysical behaviour in the main flow 
solver. The flux evaluation scheme used is that of Steger and Warming [153], which has 
been shown to produce more numerical dissipation in comparison to Osher [116]. Never- 
theless, the converged solutions exhibit an element of inaccuracy at shock and expansion 
interfaces. 
To account for the presence of a magnetic field, non-dimentionalised values of 
B, 1.0, and B., = 2.0 were applied at the upstream inlet of the domain, and as an 
initial condition for field values within the domain. The magnetic force number is S. = 
0.01786, and no value is imposed forthe magnetic Reynolds number, since the calculation 
does not assume any dissipation for both the fluid and for the magnetic field. On the 
channel surfaces, a zero normal boundary condition is imposed, such that A=0, for all 
magnetic field components. The governing equations that are solved for the test case are 
therefore in fact the ideal magneto-hydrodynamic equations, which neglect any second 
order derivatives in all components of the governing equations. 
In the presence of the magnetic field however, the modified code fails to converge 
to a stable solution. After the initial pass using only the parabolized Navier Stokes equa- 
tions, the solver proceeds to march by iterating over both the magnetic variables, and the 
flow variables. On the third forward sweep, the solution results in negative pressures, 
causing the solution to stop. The pressure profiles prior to the calculation terminating are 
illustrated in figures [22] through to [25]. Note that as the analysis code terminates prior 
to completing a forward sweep, the pressure profiles are only included up to x= 55.0. 
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Figure 22: Field Imposea After 2 Sweeps, Pressure Distribution at j =I 
Although the solution is not fully converged, it is worth pointing out some of the charac- 
teristics of the above profiles. For stations j=I and j= 20, the model is able to predict 
the location, and the extent of the discontinuity in normalised pressurt with reasonable 
accuracy compared to the results of Harada et al. However, their post shock values sug- 
gest that pressure is constant between the shock and expansion, a feature that is clearly 
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Figure 24: Field Imposed After 2 Sweeps, Pressure Distribution at j=50 
absent in the PNS results. In the post shock region, one would expect a constant velocity 
distribution, which, based on the form of the induction equation would suggest that in 
the absence of any gradients, the field too should be constant. If the field is constant, 
then them should be no contribution to total energy in the equation [5.1.4], as here too, 
field variables only appear within gradients. Further downstream, the PNS results show 
greater discrepancy to Harada et al, which suggests another increase in pressure behind 
the reflected shock. Without the required increases in pressure in this region, subsequent 
updates in pressure are consequently more likely to result in, negative values, causing 
termination. This is illustrated finther in profiles at j= 50 and j= 110, where the dis- 
crepancy is considerably greater. For j= 50, the initial shock-front is placed reasonably 
accurately, but the post shock pressure value, the point at which it decreases over the ex- 
pansion, and further downstream show considerable difference. At j=I 10 the agreement 
is worsened as shock front location is not captured either. With the predicted pressure 
values considerably less than that predicted by Harada et al's results, it seems to be the 
likely cause for subsequent negativity. 
To clarify unusual behaviour due to the presence of the additional terms in the 
parabolized Navier Stokes equations, a secondary test imposing a constant magnetic field 
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Figure 25: Field Imposed After 2 Sweeps, Pressure Distribution at j =I 10 
is investigated. The analysis code is run with the magnetic field conditions outlined above, 
although update of the magnetic field variables occurs during the flow solution. The plots 
within figure [26] show that the normalised pressure profiles under these circumstances 
are in fact identical to the case of no magnetic field being applied. 
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Figure 26: Constant Field Pressure Distributions, j =I and j =20 
To understand why there is no alteration to the original solution of the governing equa- 
tions, in the presence of a constant magnetic field, examine equation [4.6111. One is 
drawn to the fact that all magnetic field terms in the governing equations appear in the 
form of convective derivatives. The extra terms are therefore of the form V- IB21 or V- BB, 
which are identically equal to zero for the present situation, since the field is fixed to be 
constant everywhere. The analysis code therefore handles the case in a manner that is to 
be expected. 
Turning attention to the magnetic induction equations instead, a similar test may 
be applied to equation [5.2.31. On the initial downstream sweep, only the variables in the 
original PNS equations are solved. For all subsequent sweeps in both directions, flow field 
variables are kept constant so as to retain their initial forward sweep values, and therefore 
no update takes place. Only the magnetic field variables are updated. Ile flow variables 
con#AM Field v1 
No Fiw 
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return a solution that is identical to the no-field ca Iculation, as expected, and although 
magnetic field profiles converge to a solution (figures [27(a)] and [27(b)]), whether or not 
the solution is actually correct cannot be quantified. 
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Figure 27: Constant FlowB, and B, Distributions, along j=I 
In the work of Harada et al, the authors do not present any data for the magnetic 
field profiles, as such no inference could be made as to the accuracy of any of the magnetic 
field profiles. For the fixed flow field calculation, the figures illustrate an increase in the 
magnetic field values at about x= 16.0, and a subsequent decrease at approximately 
x= 35.0. This can be explained by the fact that there is a shock, and subsequently an 
expansion over the flow domain, although the discontinuity, and the subsequent increases 
and reductions in B, and B, seem to be "offset", compared to the beginning and end of the 
compression ramp in the geometry. Indeed4 for the no magnetic field calculations, which 
are in good agreement to Harada et al's results, the increase and decrease in normalised 
pressure occur at x= 10.0 and x= 30.0 respectively, as figures [2 1 (a)] to [21 (d)] show. 
Indeed, for the calculation in which the magnetic field and flow variables are updated 
simultaneously, despite the lack of convergence, after the first and second sweeps on the 
variables, the profiles for Bx and B. suggest that the discontinuity does in fact occur at the 
leading and trailing edges of the compression comer, thus coinciding with the form of the 
geometry. 
From examination of this data alone, it is not clear whether or not the observed 
offset is due to the fact that a slightly modified algorithm is being used here, since no flow 
variables are updated to take into account changes in the field, or whether them is some- 
thing wrong in the manner in which the induction equation is solved. To assess whether or 
not the induction equation is being solved in a consistent manner, it is therefore necessary 
to seek an alternative method that will resolve the issue. To isolate any potential problem 
associated with the simulation of the modified parabolized Navier Stokes equations, from 
the magnetic induction equations, it is necessary to choose a method that can be applied 
to the equation for the evolution of the magnetic field alone. 
95 
0 10 a) 30 40 50 so 
x (in) 
7.3 Problems with MHD Equations 
As the introductory section outlining physical characteristics of hypersonic flows reiter- 
ated, there are quite a few mechanisms at work in regimes where magneto-hydrodynamic 
effects may become influential over the flow region. Disassociation, recombination and 
radiation to name but a few of the chemical processes. Unfortunately, this in turn also im- 
poses additional modelling requirements on the implementation thus adding to the coin- 
putational cost. In view of the computational overheads, the current work focuses on 
the simplified MHD model, consequences of which are the difficulties faced in validating 
and verifying computational fluid dynamics results for magneto-hydrodynamic problems. 
The complexity lies in not being able to reproduce experimental conditions numerically. 
For example, in many experimental cases that assess the effects of applying a mag- 
netic field to an ionised flow, a plasma is artificially introduced into the flow and allowed 
to flow downstream through the field. Isolating portions of the flow to be ionised in such 
a manner is not a straight forward task in the context of partial differential equations. Fur- 
thermore, several experimental cases [144] involve chemical reactions, which require the 
use of additional modelling, such as non equilibrium chemistry models. Implementation 
of such models adds to the computational time, and is beyond the scope of the current 
thesis. These examples thus serve to illustrate the difficulties in validating the magnetic 
field models to experimental data. Examination of the magneto-hydrodynamic effects in 
isolation, is not entirely feasible when making comparisons to experiments. 
In addition to experimental results, there are several analytic solutions available, to 
simplified problems such as the MHD Rayleigh problem. A magnetic field is applied nor- 
mally to a doubly infinite flat plate, which is assumed to move impulsively with a given 
velocity in the strearnwise direction at time t=0. Another configuration capable of re- 
ceiving an analytic treatment in magneto-hydrodynamic channel flow, coined "Hartmann 
flow" whereby a field is applied normal to a flow bounded by walls. Couette flow is yet 
another channel type problem, except that one of the walls are assumed to move with a 
specified velocity at time t=0. Under all of the above circumstances the MHD equations 
reduce to a simple form, as detailed in the text by Sutton and Sherman ( 154], the solution 
for which determines the motions of the induced flow and magnetic field at a later point 
in time. 
As the solutions to these problems am known and can be represented in closed 
form, many of the recent numerical implementations of the simplified magneto hydrody- 
namic equations have been verified against these [50,56,97]. However, in the context 
of the current implementation, they are not'viable methods with which a meaningful as- 
sessment of code verification can be applied, as they are all subsonic, time dependent 
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problem, two important conditions that violate the underlying assumptions that govem 
the PNS equations. 
In light of the above issues, relating to the inability to compare to both experi- 
mental data and analytical solutions, and given that the comparison of the compression- 
expansion comer numerical solution to Harada et al's simulations yielded inconclusive 
results regarding the accuracy of the implementation, it is clear that an alternative forrn of 
verification is required to test the model. Fortunately another method exists that guaran- 
toes credibility of the implementation. The method chosen and described in the following 
section is that of the method of manufactured solutions. 
7.4 Method of Manufactured Solutions 
For numerical routines designed to solve differential equations, the method of manufac- 
tured solutions presents a simple yet effective method of verifying that the solver does 
indeed find the solution to the equations it addresses. Using the method of manufactured 
solutions for the purposes of grid convergence and code verification was initially proposed 
by Roache and Steinberg to solve elliptic partial differential equations (133]. Nelson and 
Roy for example make good use of the technique in assessing the observed order of con- 
vergence for the Wind CFD code, examining in detail the effectiveness of some of the 
options available in the program [114]. Using the method they were able to identify prob- 
lems with the viscous scheme, as well as issues with the outflow boundary conditions for 
subsonic cases. 
Instead of trying to find an exact solution to the system of partial differential equa- 
tions, the idea is to manufacture a user defined solution, and a corresponding new system 
of equations, slightly modified from the original, which is satisfied by the defined so- 
lution. One need not be concerned so much with the physical realities of the proposed 
solution, as the procedures primary aim is to verify that the computer code solves the 
governing equations it represents. Consequently, it is useful in identifying coding errors, 
and provides an independent method of verifying numerical subroutines, without using 
external sources of data as a moms of comparison. This provides additional comfort as 
no reliance is made on the accuracy of data used in assessing reliability. The following 
section is a description as to how to implement the procedure. 
Initially, a continuum solution is chosen for the variables that are to be -solved for in 
the original system. Although physical characteristics do not matter in the context of the 
procedure, it is worth bearing in mind that many CFD solvers are designed to throw ex- 
ceptions in the event of unphysical behaviour such as negative pressures or densities, and 
therefore a certain degree of caution is required. With the manufactured solution defined, 
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the modified governing equations are obtained by substituting the solution into the origi- 
nal equations, and expanding over the derivatives, products and summations appearing in 
the system., 
The result is an analytic source term, which is subsequently input into the code 
implementation in closed form. Roy [138] argues that this is one of the main disadvan- 
tages of the method of manufactured solutions, in that the procedure is code intrusive, 
in contrast to some of the other widely used verification methods, such as comparison 
to analytic solutions, and grid refinement. Nevertheless it is a more robust method for' 
assessing the accuracy of the code itself. With the above in place, the next step is to solve 
the modified equations on several grids of differing density, and evaluate the observed 
order of accuracy as the grids are refined. The observed order is compared to the formal 
order of accuracy to assess if it matches. 
The choice of manufactured solution should allow the code to achieve a degree of 
accuracy, even on a relatively coarse grid, and as such, smoothly varying functions, whose 
derivatives are also smooth and well defined, such as trigonometric or polynomial forms 
are recommended. Furthermore, in some circumstances it is possible for good accuracy 
in one variable to mask potential errors in another variable, depending on the relative 
magnitudes of the terms, and therefore the manufactured solutions should impose the 
additional constraint that the variables represented am of the same magnitude. Roy [ 13 8] 
points out that it is necessary that none of the derivatives vanish, but this is not entirely 
the case. Recall that the method aims to investigate code implementation., The power 
of the method lies in the fact that the solution is entirely arbitrary, and can therefore be 
manufactured to exercise whichever tenns we desire. This flexibility means that potential 
errors can be identified on a term by term basis. 
For example, suppose we wish to seek code verification for a general Navier Stokes 
solver. Suppose Auther that we wish to assess whether the inviscid terms are accurately 
resolved, and specifically portions of the code aimed at computing the flux contributions 
in the y and z directions, but not the x direction. Under such circumstances a wise choice 
for the manufactured solution would be a function dependent on y and z only (and pos- 
sibly time, depending on whether the code was steady or unsteady), with the additional 
constraint that the second order derivatives of the function identically vanished. The an- 
alytic source term representing this solution will take this form into account, in that it 
too will not possess any contributions in x, nor any portions due to second order deriva- 
tives. Assuming all things are working with the code, the simulated solution will converge 
towards the analytic form, as the grid is refined. More importantly, had the numerical so- 
lution not converged to the manufactured solution, we can say with confidence that there 
are errors in the calculation of the y and z convection terms. This type of knowledge 
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is extremely beneficial for the purposes of code debugging, increasingly so as system of 
equations become more complex, and is a good illustration of the contribution the method 
has to offer. 
7.5 MHD Verification 
The method of manufactured solutions may be applied to any form of governing equa- 
tion, but for the present instance, the magnetic induction equations from the simpli. 
fied magneto-hydrodynamic model are examined. 71je governing equations to be solved 
maybe are expressed as; 
M 
+V. F+SmHD=O at 
where B= (B, By, A), and F and SmYD are'the respective flux and source terms appear. 
ing in the rest of the magnetic conduction equations, as delineated in section [4.6.2], both 
of which are functions of the magnetic field B, and the velocity vector u. 
Having chosen the form of the governing equations to be solved numerically, a 
manufactured solution is chosen. This is typically a closed form analytic expression, to 
which we apply the governing equations to obtain an analytic expression for a source 
tem. 7bus, we choose;, 
Bus (7.5.2) 
where Bws is the solution expression chosen and expressed in more detail later in this 
section. This is substituted into equation (7.5.1), to yield; 
BBMS 
cit 
+V-F(BAs) + SmHD(Bus) = Sus (7.5.3) 
In the above equation, Sus is the source term corresponding to the manufactured solution, 
and is obtained by simply analytically evaluating the derivatives appearing in the left hand 
side of the equation. Symbolic manipulation software such as MuPad, or Mathernatica are 
recommended for this, to ensure the resultant form is correct. 7bis tenn is added to the 
original governing equation (7.5.1), which results in; 
ZIB 
7t +V-F+ Smqp = S.., (7.5.4) 
in the context of solving this new partial differential equation numerically, the new term 
Sms presents no difficulty, as it is evaluated in a manner similar to ftt of the source term 
appearing in the low magnetic Reynolds number model. For any given cell volume, Sms 
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is calculated as a function of its location x, to which the cell volume is multiplied. 
Having added the source term to the governing equations, the equations are solved 
for numerically using the same routines outlined in section [5.11. Grouping all terms 
except that involving the time derivative into R, the equation to be solved is therefore; 
OB 
T= (7.5.5) t 
which for a steady solution is achieved when R=0. Clearly for the modified equation 
this is obtained as B -+ Bus. This demonstrates the effectiveness of the method of man- 
ufactured solutions, as Bus is known in advance. The remainder of this section presents 
a series of tests perfonned upon the simplified MHD model implementation. 
7.5.1 Test 1: MMS as a Corrective Tool 
As the introductory section of this chapter explained, the method of manufactured so- 
lutions is a powerful method for easily identifying coding errors. Although the method 
is code intrusive, the additional portions of code that are easily identifiable and separa- 
ble from the main subroutines. Throughout the development process of the magneto- 
hydrodynamic model, the technique proved to be useful in this manner, as the following 
example demonstrates. 
Unknown to the author, during the implementation of the magneto-hydrodynamic 
model, there remained an error in the evaluation of the source term B- Vu, and in the 
portion of code dealing with the imposition of boundary conditions in the cross flow di- 
rcction, for the magnetic field variables. As with most implementation faults, it is not 
immediately obvious where the error is to be found. Fortunately, the method of manu- 
factured solutions provides a systematic procedure to break the analysis code down into 
simpler components. To investigate the accuracy of the implementation, initially the fol- 
lowing functions for the x an y components of the magnetic field were chosen; 
13; r,. A, = 5-Osin(; r(1.5x+1.0))-4. Ocos (7.5.6) k7 ) 
Bx = -5. Ocos(r(ý2+1-5)) + 6. Osin (ir (1.25y + 1.0)) (7.5.7) 
The functions were chosen such that their variation over the skewed quadrilateral domain 
w as smooth. A plot of the manufactured solution for the B,, component of the field is 
illustrated in diagram [28]. The domain was chosen to take this form to ensure that cell 
interfaces were not simply lines of constant x, and y, thus allowing the MMS procedure to 
check if the normal components of fluxes across a general interface were being evaluated 
100 
Figure 28: Manufactured Solution for B,: Test I 
it is important to note that the magwic induction equations also include contribu- 
tions from the velocity field. Thew primitive variables, alongside density and pressure, 
are updated separately in the mean flow equations. MMS in this instance is being used to 
assess the validity of the magnetic field induction equation implementation, and not the 
pNS equations, and so rather than choosing u to take an analytic expression, they were 
chosen to be constants, uo = 0.948 and vo = 0.174, corresponding to non-dimensional 
values for the case where the flow is at an incidence of 100. 
Equations [7.5.6] and [7.5.7] are substituted into the induction equations, with 
terms updated analytically to yield a manufactured source term. The sources terms are 
simply stated here, without a lengthy derivation; 
Sgý =11.25ir2sin (ir (1.5x + 1.0» - 2.25ir2cos 
31r_. ý ( ZY) 
+ 7.5nuocos (ir (1.5x + 1.0» - 3. Oirvosin 
Ir- 
(7.5.8) 
(L4ry) 
Sjry = 9.375; ýsin (ir (1.25y + 1.0» - 1.25ir2cos j+1.5 (X 
+ 7.5irvocos(ir(1.25y+I. 0»+2.5iruosin(ý+I. 5) (7.5.9) 2 
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Figure 29: B,, B., Profiles for Multiple'Grid Levels, in x and y 
and are subsequently added to the right hand side of the corresponding governing equa. 
tions. The resulting equations are solved on multiple grid levels, consisting of SOX50, 
lOOxlOO and 150ASO grid points. On the boundaries of the domain, the velocity com- 
ponents are prescribed their constant values uO and vo. The boundary values for the mag- 
netic field are calculated by detennining the x and y locations for a particular point on 
the boundary, and the expressions for the manufactured solutions, equations [7.5.6] and 
[7.5.7] are used to determine B., and By respectively. 
The solid lines in the figures [29] represent the analytic solutions given by equations 
[7.5.6] and [7.5-7]. The parabolized Navier Stokes solutions are illustrated for two grid 
levels, the coarse (SWO) and fine (150xI50) levels. The solutions are iteratively con- 
verged, as solutions were simulated for several multi sweep iterations until no difference 
could be observed in output. 
Despite these precautions the plots in figure [291 are clearly in disagreement to the 
known solution. The cross flow variations (with respect to j. station) for both components 
of the magnetic field are particularly erroneous, and are unable to capture the underlying 
trend of the analytic solutions. In contrast, the B. Y, Bv variations in i, despite their disagree- 
ment, do nevertheless indicate that the predicted solutions exhibit the visible trend. This 
0.2 0.4 0.8 0.8 1 
x (m) 
102 
would seem to suggest that the field variables are offset by some constant "shift" param- 
eftr, indicating perhaps that with regard to the streamwise variation, the implementation 
is reasonably correct. There is no guarantee that this is the case at this point however, and 
caution must be exercised. 
Having identified that them exists an error somewhere in the implementation, the 
task is therefore to identify where it is located. To this end a natural approach is to 
break the problem down into tests on smaller, individual components. One approach is to 
simplify the equations such that either only streamwise or cross flow derivatives appear 
in the governing equations. Mathematically, this is equivalent to imposing the condition 
B= 13 (x). The same form for the manufactured solution was chosen, except for the 
removal of any y-dependence, thus; 
B,, = 5. Osin (m (1.5x + 1.0)) (7.5.10) 
Bv = -5. Ocos 
(n (! 
+ 1.5)) (7.5.11) 2 
No changes are made to the analysis tool. This ensures that the test is now to determine 
y-component derivatives correctly predict that the magnetic field variables are constant 
with respect to y. The predicted solutions, am presented in figure [30). 
The analytic solution indicates that the magnetic field variables should be constant 
with respect to y, but nevertheless them is still erroneous behaviour present, as shown. 
The streamwise variations again differ, but once again, there is an evident shift parameter 
present. The disagreement however, provides further insight as to what may be causing 
error. Comparing the figures in [30] and [29] directly, it seems as though very little, if 
no improvement has been made in the magnetic field variable profiles in y. Yet the man- 
ufactured solution has now been chosen such that them can be no contribution from the 
y. deTivative components whatsoever, given its construction. Therefore the only contribu- 
tions to the right hand side vector, in equation [5.2-3] are the streamwise contributions to 
the convective and viscous fluxes, and the modified source term. 
Strictly speaking, there should be no contribution to the right hand side vector from 
the source term, as it involves derivatives in velocities u and v. In the present case, u 
and v are fixed to constant values throughout the domain, thus any derivatives must equal 
zero. There is a certain degree of confidence for the variations in x, and as such, the next 
simplification that can be made is to neglect the call the source term B- Vu. The magnetic 
field is still assumed to be a function of x only, and thus [7.5.10) and [7.5.11 ] are used as 
manufactured solutions once again. The predicted solutions are illustrated in figure [3 1 ]. 
'Me figures show a marked improvement in agreement to the analytic expressions, 
which can be seen to get better upon grid refinement. The magnetic field variable trend 
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in the streamwise coordinate closely matches the analytic expression for all stations. The 
cross flow predictions have also improved, in that the analysis code predicts a constant 
field value, although them still mmains a problem on the upperj boundary. Despite there 
still being an issue, the improvement in prediction has been facilitated by the removal of 
the source term evaluation. Therefore them must be an unintended contribution to the 
residual vector from this term. Close evaluation of the portion of code revealed in fact a 
confitsion in variables, that was resulting in the calculation of u- VB rather than B- Vu, a 
clear error. 
The graphs in figure [3 1] show improvement, although on the upper j boundary 
there remains some discrepancy. The initial test involved examination of the implemen- 
tation of the streamwise derivatives, by making the manufactured solution a function of x 
only. The above test confirms that the evaluation of the strearnwise derivatives is indeed 
correct, as the only terms being exercised am the strearnwise convective and dissipative 
tenns in the induction equation. Having also identified an error in the source term eval- 
uation, there nevertheless remains some discrepancy in solution in the figures above for 
y-variation, and as such an additional test is to check the evaluation of the cross flow 
derivatives. In analogy to the x-derivative case, the manufactured solutions for the mag. 
netic field are altered to be a fimction of y only, and hence; 
B, -4. Ocos 
13jr., 
%)) (7.5.12) k7 ) 
By 6. Osin(ir(1.25y+ 1.0)) (7.5.13) 
In addition to the above modification, the amended source term is reintroduced, as a 
further test of correctness. The manufactured source terms M reevaluated to reflect their 
modification. Figure [32) shows the predicted profiles in the absence of any streamwise 
variation of the field; 
The prediction in the cross flow variation is visibly improved compared to the original 
test, suggesting that the evaluation of the corresponding terms are in fact correct. However 
them is still an error on the upper boundary for both B, and By, in a similar region as the 
previous test. Although the magnetic field is now a function of x only, the graphs above 
show some streamwise variation, even for the analytic solutions. It is worth noting hem 
that the x-variation is in fact showing a variation of the magnetic field with respect to the 
i station. On the computational domain, the lines of constant i are not actually horizontal, 
but is given by the black slightly inclined line in figure [28), and thus the plots actually 
show a variation in variables. Despite this, the numerical results are in agreement to the 
analytic solution. 
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Figure 32: B.,, B, Profiles in x and y, Solution a function of y only 
At this point, the calculation of the x-derivatives has been shown to be correct, and 
the necessary corrections to the source term has been made, to provide Ruther improve- 
ments in prediction. The cross flow variations in figure [32] show agreement throughout 
the domain, except for the upper boundary. The fact that there is agreement would sug- 
gest that the evaluation of the y-derivatives am also correct, but since the disagreement 
is located at the top of the domain, and that all terms have now been investigated, the 
discrepancy may be due to an factor external to the actual governing equations. The prox- 
imity of the errors to the upper boundary provide Rulher indication of this, suggesting 
perhaps that it is a consequence improper boundary condition specification. 
Indeed, the original code imposed a zero normal gradient boundary condition on 
the upper boundary, given by OB/19n = 0. This condition maybe required in a physical 
calculation, but in the current theoretical exercise, the analytic solution must be specified 
on the boundaries. In other words, B, and By are determined by the form of the analytic 
solution chosen, at these points. In the framework of the method of manufactured so- 
lutions , it is in fact possible to test whether the boundary condition implementation for 
such a condition as 8B/On =0 is in fact correct, although this necessitates an additional 
condition on the manufactured solution, that it too satisfies the condition for vanishing 
normal derivatives on the boundary. 
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Figure 33: BxBy Profiles for Multiple Grid Levels, in x and y 
Having imposed the boundary condition B= Bwus instead of the zero normal 
gradient condition on the upper boundary, and reintroduced all term in the governing 
equations, a fther calculation for B=B (xy) is presented in figure [33]. The pre- 
dicted profiles for the magnetic field components are illustrated for the three grids, coarse, 
medium and fine corresponding to the 5Ox5O, IOOxIOO and l5Oxl5O grids respectively. 
profiles am taken from lines of constant x and y, along the midsection of the flow domain. 
This ensures that the profiles are well developed, and Am in the regions finthest away 
from any influence of the boundary conditions. In stark contrast to the initial predictions 
in figure [29], both the B, and By profiles show good agreement with the manufactured 
analytic solution, in both directions, even on the coarsest mesh. 7be B, profile on the 
coarsest grid shows some discrepancy, although on subsequent finer grids, the agreement 
is visibly better. 
in the strearnwise direction, the coarse grid highlights some discrepancy to the an- 
alytic profile for B., although once again, grid refinement ensures better agreement. Note 
that for both x-variation profiles, them exists a region of constant B, and B, values at 
the edge of the domain, prior to x=1. This behaviour is not part of the solution, but 
a consequence of the restrictions in having to terminate the multisweep region before 
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the last station in the flow region. Here too, the region of constant magnetic field val- 
ues diminishes as the grid is refined, providing assurance that the induction equations 
are converging towards the manufactured solutions. The use of method of manufactured 
solutions clearly identifies the errors existing in the original source code, and ensures a 
systematic fi-amework that can be applied to identify coding error. 
7.5.2 Test 2: Oscillatory Manufactured Solution 
The first test proposed a relatively simple function in that variations over the domain 
were smooth. The trigonometric functions were linear in space, thereby assuring that 
even on the coarsest of grids, a reasonably good prediction could be made by the solver. 
In order to reliably assess whether the solver was indeed grid convergent, and that the 
behaviour above was not the consequence of some other undetermined factor, another test 
was implemented, purposefully designed to break down for meshes involving fewer grid 
points. 
The second manufactured solution chosen is another function involving tiigono- 
metric functions, which is continuous, and has continuous second order partial deriva- 
tives; 
B., = xsin (x (50. Ox + 1.0)) + cos (ir (20.0); + 1.0)) 
B, = xsin(ir(15.0x+1.0)), +ycos(7r(50.0y+1.0)) 
Clearly both functions are well defined and have continuous derivatives, although the 
fundamental difference between this and the first case is that the frequency of oscillation, 
in the solution, as a result of the nonlinearity within the arguments of the trig functions. 
This frequency can be illustrated graphically, as shown in figure [34]. The figure shows 
the fact that the B, profile oscillates more rapidly in increasing x and y. 
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As in the first case, components of the velocity field were held to be the same 
constants uo and vo, and boundary conditions were chosen so that field components take 
on their values dictated by the manufactured solution. The field components, plotted along 
the mid sections of the domain, with respect to x and y are shown in figures [35] and [36]. 
The profiles illustrate the effectiveness of the test, as the field profiles in both direc- 
tions show poor agreement for the 5Ox5O grid test case. Furthermore, better agreement for 
the I 00x 100 and 150x 150 cases is clearly evident, thus providing more confirmation that 
the solver satisfies the condition that B --* Bus as the grid spacing h --# 0. This is further 
confirmed in figure [37], where the L2 norm as function of grid spacing is illustrated. 
The L2 norm is calculated by summing the squares of the discrepancy between the pre- 
dicted solution, either in B., or By, and the exact solution, over all grid locations within 
the domain. It is concisely expressed as 
rLjýýBpjvs 
- Bmmsj )2 L2, B 
(BpArs, 
i 
(7.5.16) N 
where N mfers to the total number of points sample, which is typically grid dependent, 
and B hem denotes the idea that the norm may be calculated for either component of 
the magnetic field. Figure [37] verifies that the current implementation of the simplified 
magneto-hydrodynamic model, does provide a solution to the governing equations [4.6.9]. 
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in the limit h --* 0, we find L2,,, -+ 0, and the original numerical solution converges to- 
wards the manufactured solution, even for this highly oscillatory test case. By exanutung 
the gradients of the B, and B, lines above, one can obtain an understanding of the order of 
the induction equation solver. Over the grid spacing range of [0.0 1,0.02] one can see that 
if the if the grid spacing is doubled, then the L2 norm also doubles, for both variables, 
indicating first order convergence, over the coarser grid re solutions. Over the finer grids 
however, the error measurement decreases at a faster rate with decreasing grid resolution, 
indicating that second order can be achieved with a fine enough grid resolution. 
7.6 Consequences of MMS 
As section [7.5.1] showed, the original implementation of the magneto-hydrodynainic 
induction equation concealed several errors, including the method in which the non- 
conservative source term was being calculated. The method of manufactured solutions 
has been able to identify the error, and with the correction subsequently implemented, 
it therefore nudces sense to revisit the initial compression- expansion comer calculation 
outlined in [7-21. To visualise the improvement in the induction equation performance, 
the same test is performed for the magneto-hydrodynamic model. An initial sweep for the 
pambolized Navier Stokes equations is run with no magnetic field applied, and for each 
subsequent sweep, only the magnetic induction equations am solved for, with the flow 
variables held constant. 
Figures [38(a)] and [38(b)) show the x components of the mapetic field variable, 
along the surface j=l, before and after the correction to the source term, as a result of 
the method of manufactured solutions procedure. Both diagrams illustrate the effect of 
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Figure 3 8: B, distributions, along j=I 
iterating over the magnetic induction equations over a different number of of multi-sweep 
iterations. In the limit of a large number of multi-sweeps, one would expect the magnetic 
field profiles to converge to a unique profile asymptotically, as this indicates iterative 
convergence in the magnetic field . The B, profiles before the correction highlight that 
the solution is not converging iteratively, as the number of sweeps is increased. Instead, 
the post-shock values for B, continues to increase over a larger region, as the number of 
sweeps is increased. Figure [38(a)] shows no indication of the profile converging itera- 
tively. In contrast, the magnetic field distribution with the correction applied demonstrates 
iterative convergence, as there is no difference in solution for the 10 and 50 multi-sweep 
profiles. 
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The profiles in [39(a)] and [39(b)] also illustrate a similar behaviour. Without 
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the required correction, the B. value increases over a wider range, with increasing multi 
sweep number, but is itera 
' 
tively converged after 10 sweeps, once the cormflons are ap- 
plied. The above figures am therefore a clear indication of the benefits brought about by 
the identification of the source term error using the method of manufactured solutions 
procedure. Tests in sections [7.5.1] and [7.5.2), have been able to ensure the program 
solve the intended governing equation, and the above profiles ensum that the induction 
equations are iteratively convergent. 
However, despite the above improvements in induction equation, when the two sets 
of equations are coupled together and updated in tandem, the code still fails to converge. 
As with the original simulation in section [7.2], the solver returns negative pressures on 
the third forward sweep, with the same pressure distributions as in figures [22 to 25]. 
Since the magneto-hydrodynamic induction equations have been shown to be solved for 
in a correct manner, using the method of manufactured solutions, this therefore suggests 
them may remain errors in the modifications to the parabolized Navier Stokes equations. 
Component tests on the contributions to the right hand side vectors from the extra mag- 
netic field terms also illustrate that they perform as expected. The results for this am 
included in the Appendix A. 
The component tests for the extra terms in the momentum and energy equations 
indicate that the method in which they are implemented are correct. 7bus all components, 
in the momentum, energy and magnetic induction equations are implemented correctly. 
investigating them collectively however via running the present numerical test case results 
in non-convergence. 7be solution algorithm employed, the method used to enforce the 
zero divergence condition on the mapetic field, or the non-convective nature of the extra 
terms in the parabolized equations may be causes for the observed behaviour, but due to 
lack of time, not all avenues could be pursued. Subsequent investigations into the causes 
of non-convergence are therefore left as future work. 
7.7 Conclusions 
Verification and validation of computational fiuid dynamics codes am of paramount im. 
portance in trying to assure the credibility of solutions for novel problems. Traditional 
methods for verifying the magneto-hydrodynamic equations include comparison to ex. 
perimental data, whose operating conditions are difficult to mimic, due to the requirement 
for additional modelling in the form of non-equilibrium chemistry models which cap- 
ture the process of disassociation and ionisation. This imposes an additional cost on the 
computational overhead, and is not within the scope of the current work. Comparison to 
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analytic, simplified solutions are possible alternative, but are due to the restrictions im- 
posed by the assumptions inherent in the base PNS code. Instead the numerical results 
of Harada et al [65] for a compression expansion comer simulation have been compared 
to. For the baseline case, in the absence of a magnetic field, good agreement is achieved, 
although there is a degree of overshoot at the beginning of the shock front, and through 
the expansion, which is accounted for by the order of the streamwise discretisation. 
With the magnetic field applied, the solver was not able to return a converged so- 
lution, although the pressure profiles after two sweeps suggest that the locations and the 
extent of the discontinuities through the shock and expansion wave agree with Harada 
near the lower surface. Further away, the agreement deteriorates. As an assessment of 
the accuracy of the induction equation, the case was also run by fixing the flow solution, 
although the shock and expansion locations seemed to be inconsistent to the coupled cal- 
culation. In view of the ambiguity in solution for the induction equations, the objective 
of obtaining confidence in the implementation of the simplified magneto-hydrodynamic 
equations, was addressed using the method of manufactured solutions. 
It has been known that the method of manufactured solutions is a robust procedure 
for code verification. A common problem in the area of computational fluid dynamics, 
or indeed in most areas requiring numedcal solution to systems of partial differential 
equations, is whether the set of equations are truely represented by the simulation code. 
Assessment of whether the implementation reflects- the mathematics must be determined 
before any inference can be made about the model's predictive accuracy in representing 
the of real world. i 
Used in a systematic manner, as shown in the current chapter has therefore demon- 
strated the flexibility of the technique, asiopposed to its widely held perception as simply 
being a verification tool. Prior literature, such as in works by Nelson and Roy [ 114,13 8], 
have emphasized use of the technique as a means of understanding the order of numerical 
schemes used within a CFD code, but has not paid attention to its use as a diagnostic 
procedure. The chapter has therefore filled this void by focussing on the way in which 
the method of manufactured solutions may be used to resolve inexplicable behaviour of 
a numerical scheme used to solve the simplified magneto hydrodynamic equations. The 
form of the manufactured solution can be chosen judiciously such that only those pans of 
the system of equations that wish to be investigated, can be tested. 
To this end, the first test, which examined the code's behaviour for a relatively 
simple smooth function, highlighted several errors in the analysis code, to do with the 
source term evaluation, and the calculation of boundary conditions. The second test on a 
non-linear oscillatory fitnction, whose frequency of oscillation was smaller than the grid 
spacing for the coarse grid, illustrated that such a function could not be accurately using 
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the coarsest grid. However, in the limit of grid spacing approaching zem, the L2 norm of 
the error between the predicted and actual solutions tended to zero, further confirmins the 
fact that the implementation obtains numerical solutions to the equations, in the limit of 
small grid spacing. 
With this novel application of the method of manufactured solutions verification 
procedure to the magneto-hydrodynamic equations, it is therefore safe to assume that the 
magnetic field solver provides an accurate numerical solution to the simplified magneto- 
hydrodynamic model, and it can be stated with confidence that coding errors preventing 
the correct operation of the solver have been identified during the development process. 
Indeed, the identification of the error in the source term evaluation, manifested itself in 
the compression expansion comer calculation, by ensuring that the induction equation 
was iteratively convergent. Prior to the modification, iterative convergence had not been 
achieved in the induction equation. 
Correctness of solution for the induction equation, and additional component tests 
on the magnetic field tenns in the parabolized Navier Stokes equations, were not able 
to resolve the issues of non-convergence in the fully coupled fiow solver however. 'Me 
solution algorithm itself, the manner in which the extra terms are evaluated, and the en- 
forcement of the V-B=0 condition, am some of the areas that ought to be addressed as 
part of future work. 
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CHAPTER 8 
Numerical Optimisation 
in performing optimisation various factors need to be considered in order that the limits 
and scope of the study may be fully comprehended. Issues such as sampling procedures, 
algorithm choice as to how to best optimise quantities of interest, issues of accuracy and 
trade offs between several quantities of engineering interest must all be taken into con- 
sideration. In the past gradient based techniques have been utilised considerably, based 
on direct use of an analysis tool. An analysis tool hem refers to any tool (whether it be 
computational fluid dynamics simulations, or empirical models) used to obtain a value 
for an optimisation variable, given a set of inputs. With the increase in computational 
power and resources, both academics and engineers within industry have continued to use 
mom complex numerical routines as analysis tools, which despite advances in hardware 
continue to take considerable time to obtain solutions. Gradient based techniques and 
genetic algorithms that rely on the direct use of high fldelity routines, can often prove to 
be unfeasible due to the longer computational durations needed for the analysis tool. An 
alternative method is to use substitute models for the analysis tool, one that substantially 
reduces the overheads in computing time. 
This section illustrates the alternative models available in the search procedure of an 
optimum. A wider description of the sampling procedures and optimisation techniques is 
provided, and representative applications making use of the techniques am also discussed. 
8.1 Sampling Procedures 
Sampling procedures for exploring the design space are often described by design of ex- 
periments theory, within which procedures and tools are discussed. Analysis of the design 
of experiments is based on the analysis of variance, where the variability of observations 
is split into components, arising from variability of the different factors, in this case design 
the variables that are to be tested. I 
Many optimisation studies involve trying to understand the effects of two or more 
factors. Full factorial desips are efficient procedures for such studies 
' 
as they involve a 
complete replication of all possible combinations of the levels of each factor being investi- 
gated. For example, if there am n design variables, with I levels, then a full factorial design 
would constitute taking observations (or objective function evaluations) from P samples. 
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This technique is clearly more efficient than simply taking observations by varying one 
factor at a time, and is advantageous when dealing with instances where there may be 
unforeseen interactions between input variables. Clearly this is due to the property of full 
factorial designs that given a fixed number of levels for each design variables, each and 
every combination is investigated. Despite this thorough approach, the main disadvantage 
of the full factorial approach is that the number of samples increases exponentially in the 
number of design variables. A study consisting of 7 design variables, each with 4 levels 
would require taking sample data fiom 47 = 16384 individual cases, for example. Thus 
realistically, full factorial designs are only affordable if the analysis tool used to obtain the 
observation is relatively computationally inexpensive. For high fidelity CFD calculations, 
this may not always be the case, therefore alternative sampling procedures are necessary, 
that do not require a vast number of simulations. 
One alternative, designed to broaden the design space, is the central composite 
design [521, [18]. In the presence of a uniformly distributed error better approximations 
can be made by taking samples on theboundaries of the design space. A central composite 
design consists of taking a2 level factorial design, with 2" samples, and then adding to 
this 2n axial samples at a distance a away from the faces of the space, and n, central 
points. Examples of this with n=3 is illustrated in figure [40]. 
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Figure 40: Central Composite Design with n=3 variables 
The 2" factorial design points are located over the vertices's of the design space, the axial 
points on the intermediate axes of the space. The effectiveness of the sampling procedure 
is dictated by choices for a and n, a is chosen to be equal to Vn-, the design variables 
am scaled such that they lie in the range [-1,1], containing between 3 and 5 central points. 
This ensures the variance of the entire sample has a uniform distribution, and that the 
prediction quality is approximately the same over the design space. In instances where 
the bounds on the design variables are strictly specified, axial points may be placed on the 
faces of the design space without any substantial change in the uniformity of the variance 
distribution. 
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, knother method aimed at providing a uniform sampling distribution is the D. 
Optimal design, as found in [110). 7be main idea of the method is to maximise the 
determinant of the matrix ffX, for a given regression model. This ensures the vari- 
ance of the regression coefficients is minimised. 7be method has been used to generate 
quadratic response surfaces in several aerodynamic opthint sation studies It 57], [41, [1131 
,, but has been shown not to 
be robust in cases where there has been model specification, 
commonly caused by there being too few "centre' runs in the design. This leaves regions 
in the design space where them may be large values for the variance, which is clearly 
undesirable. 
Both central composite designs and D-optimal designs are based on the assumption 
that the designer/experimentalist has some insight into the underlying trends of the fi=. 
tion to be approximated. In other words a model must be supplied for the design before 
samples can be generated. They are both advantageous over full factorial designs as a 
judicious choice can be made as to which samples to actually investigate, and D-optimal 
designs have the added benefit of being able to deal with restrictions on combinations of 
factors that may be unfeasible or impossible to run. 
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(c) Probable sub-qxwe Latin-square 
Distribution 
Figure 41: Orthogonal Sampling Procedures 
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However, within the context of magneto-hydrodynamic optimisation, in general, no knowl- 
edge may be assumed over the underlying model, making these techniques inappropriate. 
An alternative, specifically tailored for computational investigations is that of the 
latin hypercube. The original idea proposed by Mckay et al ( 103), aimed at generating 
a sample data-set that would minimise the variance caused by circumstances associated 
with input variable uncertainty, as is the case with computational experiments. Each 
design variable has bounds place on their respective values, and these intervals are di- 
vided into an equal number of sub-intervals. A random point is chosen within these 
sub-intervals, and continues to do so until every interval for each variable has been ex- 
plored. For example, consider a two-dimensional case with two parameters consisting of 
four intervals, as shown in figure [41 (a)] The grid is said to be a Latin square, if and only 
if there is one sample in each column and row. 
Random sampling methods have also been proposed as space filling designs. Sam- 
ples are obtained by selecting points at random within the variable intervals [60]. Points 
are taken without taking into account previously selected points, as in figure [41 (b)] . In, 
contrast to other methods, due to this stochastic nature of the sampling technique, there 
may well be regions unexplored by the selection procedure. To overcome this, stratified 
or orthogonal sampling adds the requirement that the points are sampled evenly [157]. 
Illustrated by figure [41 (c)] above, the sample space is divided into four equally probable 
sub-spaces. All sample points are then chosen equally such that each sub-space is ex- 
plored with the same number of samples, and that the resulting design satisfies the Latin 
square criterion. A Latin hypercube is an analogy of this extended for cases involving 
three or more parameters. The orthogonal sampling method is more efficient compared 
to simply applying the requirement for a latin hypercubc, although in practise it is more 
difficult to implement. 
The hypercube method is capable of ensuring variation of each design variable 
over several intervals, since there is flexibility in the number of samples. This property' 
has been taken advantage of in several studies, such as in [148]. Note that the number 
of samples generated from the design procedure is independent of the number of dimen- 
sions/variables. Rather, it is equal to the number of intervals used to split each of the 
intervals. Hence, it is ideal for studies involving a large number of parameters compared 
to full factorial design which is exponential in the number of design variables. 
One other method to obtain a uniform sample of experiments is that of Audze and 
Englais [9]. The technique is model independent, and is based on the Latin hypercube, 
in that only one sample is taken from each interval, although the authors had the insight 
of attempting to minimise the Euclidean distance between the sample points. The idea is 
similar to minimising the potential energy of repulsive forces, given a set of point charges 
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distri in spwe. 
8.2 Optimisation Procedures 
Once a dataset, provided using one of the numerous procedures outlined above, has been 
determined, the numerical or experimental investigator must identify a suitable optimisa- 
tion procedure. The current section serves as an illustration of the various techniques that 
have been developed over the past couple of decades, and have been successfully applied 
to aerospace optimisation problem. Numerical optimisation commonly ref: rs to the de- 
sign process of trying to minimise or maximise an objective function, with the use of 
mathematical models to simulate and predict characteristics of a particular design. Such 
procedures have become increasingly common in engineering due to relatively cheaper 
costs of running numerical simulations as opposed to developing experimental procedures 
or prototypes at the outset. 
if x is a vector of possible design variables, with f (x) the objective function to be 
optimised and g (x) the vector of constraint functions, the optimisation problem is formed 
as follows; 
minimise/maximise 
(X) 
such that the non-equality constraints; 
gi (x) 5 
(8.2.1) 
(81.2) 
am satisfied for j=1. ---, n,,. and with the additional constraints on the design muiables; 
x, L :5x, 5 XY (82.3) 
for I=1, ---., n,,,. In the above condition -YL and 
e represent the lower and upper bounds 
on the i-th design variable respectively. 
In general, them will be several local minima/maxima for any given optimisation 
problem, and as such, the solution to most optimisation problems may not 
' 
have a unique 
solution. From a designers perspective the ultimate goal is to determine the global miini- 
mum/maximum of the objective function, but no techniques investigated to date can guar- 
antee that this will be achieved. 
Many of the algorithms investigated to date am based upon calculation of sensitivity 
derivatives of the objective function, to changes in the design space. Gradients of f (x), 
with respect to x are used to determine paths of steepest descent/ascent, in the search 
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for minima/maxima. The technique is highly dependent on the initial sample point, as is 
illustrated in the following simple one variable case; 
Figure 42: Optimal soIW6n dependencý on initial point 
Suppose we wish to minimise f, given by the above curve. Clearly local minima exist, 
denoted by points m1 and m2 with the latter being the global minimum. From the above, 
if the designer were to choose s, as the initial sample point, the method would tend to 
approach mi. Given that there is a local maxima to the right of this point, there is no 
way one could obtain the global minimum m2. This is not the case had s2 been chosen, 
and serves to highlight the fact that initial sample points strongly govem the potential 
optimum solution. 
The most current method in gradient based search procedures is that of sequential 
quadratic programming based on the works of Biggs [13], Han [64] and Powell (124]. 
The idea is based on the criterion known as the Kuhn-Tucker conditions that must be 
satisfied to ensure optimality for solutions to constrained optimisation problems. It states 
that for a given objective function f and constraints gj, as described by equations [8.2.1 ] 
and [8.2.2), and the point V in the design space is an optimum solution to the problem, 
then there exists constants Aj ý-- 0, J=n,, + 1, ---, n,,. such that; 
MCM 
Vflx-, * +Z AjVgjlzux* =0 (8.2.4) 
J-1 
vk, iixmlo : -" (8.2.5) 
forJ = I, --- nqin the last equation above, wherenq is the number of equality con- 
straints. Note that V is the gradient operator with respect to the n,., design variables x. 
The first equation in the above criterion is analogous to saying that the Lagrangian; 
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wCon 
l,.. ) =f (1) + Digi (x) (82.6) 
jm 1 
vanishes at the optimum points. In gradient based optimisation, the sQp process nukes an 
approximation of the Hessian of the above function, building a quadratic representation, 
which is subsequently used to determine a search direction for a gradient search. The pro- 
cess is iterated until an acceptable minimum is obtained, which is verified by computing 
objective function values in the vicinity of the proposed point. 
Genetic Algorithms have also enjoyed interest as optimisation procedures. The 
main advantage of which lies in its ability to examine 
ihe objective function from a mul- 
titude of design points [62], and not just that in the vicinity of the current point, as is the 
case with SQP. This therefore allows a wider exploration of the design space. Addition- 
ally there is no need to compute derivative information, since the technique is based on 
encoding the parameter set, rather than on the design parameters themselves. 
As an initial step, the design space is encoded so that it can be represented as a 
chromosome. Each variable is converted into a binary string of I's and zeroes. Then 
an evolutionary process is applied to an arbitrarily chosen initial sample "populatiorr, 
which consists of three parts; selection, mutation and crossover. Selection is based on 
choosing the designs that are fittest, ie provide the best optimal function value, to ensure 
these chromosomes remain within the design space. After this selection, a new generation 
of samples are created by allowing members of the survived samples to exchange design 
characteristics. This is done by simply swapping individual components of the strings 
from I Is to O's and vice versa, with the swapping location chosen randomly. After the 
above, an arbitrary number of chromosome sites are allowed to undergo mutation, gain 
randomly. This is a crucial step in the evolutionary process, as it allows designs to go out 
of the box, and protects against any samples not being investigated by the consideration 
of selection and crossover alone. The evolution of successive generations comes to a stop 
once a solution is found to satisfy the minimuni/maximum criteria, a fixed number of 
generations has been obtained, or once a particular fitness I evel for a given function has 
been obtained, which cannot be exceeded by additional generations. 
In light of the above, optimisation based on genetic algorithms are advantageous as 
the mutation portion of the evolutionary process enables the explomtion of designs that 
may initially be outside of the scope of the study. Thus said, them am disadvantages with 
the method, most notably, the method in which constraints given by g (x) :s0 are handled. 
For samples not satisfying the respective constmints, the objective function is modified 
to incorpomte a penalty function, which may be unphysical and unrepresentative of the 
design space. Because of this, genetic algorithms are best suited to problems involving a 
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limited number of constraints. Additionally, there are issues as to the importance of muta- 
tion and crossover in the evolutionmy process, and opinion is divided over which should 
be the dominant process. Also, applying the procedure to adaptive, dynamic sample sets 
is some what more difficult, as chromosomes tend to converge to a particular point in the 
sample space early in the iterative process, which may be void as additional sample data 
becomes available. 
Thus said evolutionary algorithms have enjoyed success in numerous aerospace re-- 
lated applications. Several studies have focused on wing design problems, with the aid 
of a CFD tool. Jones et al, for example consider an aerodynamic and acoustic optimi- 
sation problem, aiming to minimise both drag and noise for a given aerofoil [76). The 
genetic algorithm was based on twenty design variables representing the aerofoil surface. 
Liu considers several different types of GA procedures to general aircraft optimisation, 
proposing a modified "intelligent Genetic Algorithm", involving a crossover operator that 
can take into account of factorial design of experiments for each new generation [90]. The 
main disadvantage of such approaches however, is that they rely on using the analysis tool 
itself, which may, as is the case in the present thesis, be prohibitively expensive when one 
considers the number of objective function evaluations that need to be made throughout 
the search process. 
8.3 Surrogate Models 
Use of either of the two procedures with the analysis tool used directly as the means of 
evaluating the cost function can be impractical if tool is time consuming or expensive 
to determine. This is commonly the case with three dimensional computational fluid 
dynamics solutions. Despite the increase in computing resources over the past couple of 
years, such as greater processor speed, this rise has been accompanied by a more common 
use of higher fidelity models that involve a higher degree of complexity, by computational 
fluid dynamics practitioners. 
An alternative is to replace the expensive numerical models with cheaper alternative 
models that are capable of providing the underlying trend in the objective function. The 
most widely used technique for this is through the use of Response Surfaces, which serve 
as an approximation to the objective function evaluated through the use of an analysis 
tool. The surface is generated from analytic evaluations of the objective function, over 
a given set of initial design points. The Design of Experiments methodology, described 
in section [8.1) provides guidance on choosing this set of initial design points. Naturally, 
the number, distribution and locations of these points are critical to the accuracy of the 
surface. 
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The additional problem arises as to how to find the most suitable functional form 
for the response surface, which must be accurate enough to mimic the trends in the ob- 
jective and constraint fi=tions. However, once this approximation is obtained, any one 
of the gradient based optimisation procedures may be used to pefform an optimisation. 
study, as successive objective finiction evaluations are now replaced by inputting design 
variables and calling the surrogate model. This section outlines the methods available f" 
the construction of a; q)roximating functions, and their uses to date in aerospace optimisa- 
tion problem. 
Response surfaces am beneficial in that one can build successively response sur- 
faces over small portkes of the design space, and thereby build a wider design region. 
The principle advantage of this is that the process is more likely to return the global op- 
timum, as several starting points can be investigated over a wider ranging design space. 
This ideal is finther compounded by the fact that after each iteration of the optimisation 
procedure, successive approximations can be made around the last optimum to create 
fiuther sub-domains, thus "homing in7' closer on the optimum. This feature has been ex- 
ploited by Rodriguez et al. ( 134), who examined the construction of sequential response 
surfaces for solving multi-disciplinary optimisation issues. 
The process is also ideal in that the approximating functions for response surfaces 
are likely to smoothen high fivquency noise within the objective function, and that nu- 
merous, objectives and constraints may be imposed without over-burdening the procedure. 
The model construction is done outside of the main analysis code, so code modificadons; 
to the tool need not be necessary. 
8.4 Response Surface Representation 
To take advantage of the benefits of surrogate models, one must obtain a test fimction 
that yields a relationship between the independent sample variables, and the dependent 
objective function. Using the notation used in section [8.2], the form of this fiuwtion can 
generally be expressed as 
Y=f (X)+£ (8.4.1) 
where f is the unknown function to be optimised, and E is An error term arising fiun fac- 
tors not considered in the determination of f at sample points xi. Estimation of this error 
depends on the method employed to obtain evaluations of f; for computational experi- 
ments, for example, this error may arise due to incomplete grid or iterative convergence, 
or discretisation. errors, [140], whereas for experimental work, measurement errors am 
frequently occurring [I 10). Several methods have been proposed to approximate the real 
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objective bmction f (x), which are outlined and discussed in the present section. 
Polynomial regression is one suchcommon technique for developing an empirical 
model. Usually, a low order polynomial is used in a specified region of the independent 
variables is used. For example, if a linear response is deemed suitable, then a possible 
approximation function may look something like; 
=, 80 +, Blxl +p2x2 +-.. +pkxk +c (8.4.2) 
where k is the number of independent variables, x, for i=1, ---, k are the independent 
variables, and fli are coefficients to be approximated. In situations where there may be 
curvature present in the objective function, a linear model may become unsuitable, and a 
natural choice would be to use a quadratic approximation of the form; 
k- 
y =, 60 + z". 1flux, +E 
Epijxixj +e (8.4.3) 
or in a more convenient matrix notation; 
y= A*rBx +. Brx +, 6o +c (8.4.4) 
requiring the determination of additional regression coefficients. In the most genew of 
circumstances it is unlikely that a polynomial regression would be a suitable approxima- 
tion over the entire design space, but in a small localised regions they usually perform 
better. To complete the model description, the regression coefficient given by the. 8's must 
be determined. 
A common method to estimate these parameters is to use a least squares fit. T'he 
designer will normally have a set of observations of the ob ective function given a set 
of sample points. If the residuals are defined to be the difference between the observed 
values and the predicted values from the surrogate model, the coefficients am determined 
such that the sum of the squares of the residuals in minimised. 
Consider a set of n experiments generated from a set of sample points x., and 
observations y.. Using a quadratic polynomial model, if xij denotes the value of the j-th 
independent variable on the i-th run, then the data may be tabulated into the following 
form. 
In this form, the residual is simply the difference between the observed value and the 
predicted value on the i-th experiment and is expressed by; 
ei = YI - (X, 11, BX, + ßrxi + ßo) (8.4.5) 
Introducing some additional notation, let 
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Xi x2 0. Xk 
YI Xi, 1 XI. 2 .. 0 XIk 
Xzl XZ2 XU 
Ynrwn Xwm, l Xarm, 2 Xwwnk 
Table 4: Table of sample data for regression coefficients 
e1p1 YI ei 
y2 e2 
(B. 4.6) 
ý Yie )ý en ) 
fir [80s. 81,19P2,29 ***9.8kke. 81,29.81.39 **' tPlAt **'9.8kktj6lt, 829 s*- . 
8k) ' (9.4.7) 
1 x!, ... x'lt xilx12 . -0 Xilxlk 0*. 
X22k X21X22 x21X2k 
.1x!, 
... XL X. IX. 2 .. -. X., Xk 
XI. k-IXI, k XII Xlk 
X2. k-IX2. k X21 X2k 
XnA-lXx, k Xxt Xisk 
Given these expressions, one can rewrite equation 8.4.5) using the vector of observed 
variables y and regression coefficients. 8 as; 
=y-Xp (8.4.9) 
To find the least squares fit response surface, the following function must be minimised 
for an suitable choice for. 8; 
= (y _ Xpr (y _X L (8) = El. I e2i e) 
which when expanded is; 
L (8) = yTy - 2.8rkýy +. BrXTXp (9.4.11) 
()ptimality is imposed on the above expression by ensuring the first derivative with respect 
to the regression coefficients vanishes; 
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19L = -2XTv + 2XTXP =0 (8.4.12) Ffi --- .1 
To solve for the coefficients, multiply both sides of the above equation by the inverse of 
matrix XrX. The least squares estimator of. 8 is then given as; 
JOI, q = 
(XTX)-'XTY (8.4.13) 
Using these coefficients, the response surface approximation fitting the observed objective 
function is given by 
AsqX (8.4.14) 
It is important to note that as the surrogate model generated approximates the data in a 
least squares sense, it may not necessanly -r, eprod - ucethe objective function values from 
the originally available sample data points. Due to the uncertain nature of the obser- 
vations, there will inevitably be uncertainty associated with the regression coefficients. 
Analysis of variance (ANOVA) tests may be used to determine which terms within the 
regression model are poor estimates. Because of the nature of the approximation, such 
estimates can affect the accuracy of the model [110]. Therefore coefficient quality needs 
to be considered when dealing with cases where several differing objective function values 
are witnessed for the same sample data, such as is the case for experimental studies. With 
the case of quadratic response surfaces, Keane and Nair [80] point out that if over a small 
enough region all continuous surfaces may be approximated adequately using a quadratic 
representation as in equation [8.4.14]. Thus the form above is useful when considering an 
objective function variation over a limited space, for example. 
To take this into account, often a modelling error representing departure from the 
true solution is added to [8.4.3], which is dependent on the sample location (140]. In the 
realm of numerical experiments, modelling error is often included in the measurement 
error term c, and is therefore treated as random white noise. This assumption is ques- 
tionable when dealing with numerical experiments where solutions am deterministic. The 
errors are not random, but are generated by not considering higher order terms that are 
not considered in the regression model. 
The Kriging methodology provides a procedure to try and model this type of bias 
erro; by assuming a model to take the form of 
y(--) =+Z (x) (8.4.15) 
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where y is the function to be modelled, p the known polynomial function of x used to ap- 
proximate the data, and Z (x) is the deviation fi=n the polynomial, a normally distributed 
random process with wro mean, and a variance of o-2. 
Since p is a global representation of the objective fimction, Z focuses on the po- 
tential local deviations from the polynomial model. Thew deviations am based on the 
assumption that the depart= from the regression model at points xi and xj will, in gen. 
eral, be correlated, the extent of which is dependent on the the distance between the pair 
of points. Mathematically, this would be equivalent to saying that the covariance matrix 
of Z is given by; 
COV [Z (1, ), Z (XJ)] = 0-2R (R (X, # XJ» 
where the correlation matrix R, is a function of the correlation function R. This fiwion 
is user-defined, but as the covariances, are expected to depend on inter-point distances, a 
common form is given by 
x 
(ii, ij) = exp j. Oä llxl, - xJkll Ob 
In the abovi expres . sion, the coffelation functiori is similar to a Euclidean norm, with Oh 
and ah being unknown coffelation parameters used to fit the data. xh is the h-th com- 
ponent of sample point x'. This representation is able to account for different degrees 
of non-linearitY and smoothness through the parameters. Larger values for Gh mean that 
correlations to the point xh am hner, and thus function variations in the vicinity of xh 
will also have steeper gradients. Function smoothness is controlled by the exponent with 
ah = 2, a for smooth variations, which then diminishes with decreasing a. 
In the Kriging framework, it is actually common place to remove the regression 
model entirely, and to replace it with a simple sample average of the stochastic process, 
11. -Ibe response of the system is then y=y+Z (x). Once a number of observations have 
been made, parametersp, trOh and ah am estimated by maximising the likelihood of the 
observed sample [ 162]. Once specified, the predicted function is given by; 
po + JK, (y - PO) (B. 4.18) 
where po, RO am determined by the maximum likelihood estimate, y is the vector of 
observed objective function values, and 
(I)r = [R (1,11), R (1,12), ---R (1, IN)] (B. 4.19j 
Equation [8.4.18] maximises the likelihood that the prediction made at a given point and 
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the observation made at the sample points were obtained by the same model. It can 
therefore be demonstrated that the approximation interpolates through the sample obser- 
vations. Specific details relating to the manner in which the parameters are determined 
can be found within [ 162). 
Them have been several studies investigating the capability of Kriging models. 
Chung and Alonso conducted a project regarding aerodynamic optimization of a super- 
sonic business jet at cruise condition [30]. The study consisted of tests involving 7 and 
14 design variables, and were able to conclude that the performance of Kriging models 
is strongly influenced by the location and number of sample points. There was a small 
difference in model accuracy compared to linear regression mode Is, but Kriging models 
were also found to be more expensive due to the time required to perform the extra step of 
determining the parameters. Simpson et al also draw attention to the complexity involved 
in obtaining the parameters [1471, [149). Hem Simpson performed-a multi-disciplinary. 
optimisation study on an spike nozzle, using both computational fluid dynamics and finite 
element methods for the structure. He illustrated little difference in model accuracy in 
comparison to a low order polynomial regression model. 
An alternative approach for developing an analytic expression for the objective 
function is to make use of radial basis functions . These are multi-dimensional interpo- 
lating functions, which, unlike linear regression models, do not assume any particular 
form. The idea was originally proposed mi a work by Hardy (66], used to approximate 
geographical surfaces. Subsequently, they have been used to represent surface data, and 
have also found applications in the solutions to partial differential equations. In the con- 
text of multi-disciplinary optimisation, they have relatively recently gained attention for 
the development of surrogate meta models. Hussain et al [741 made direct comparisons 
of radial basis functions to polynomial regression models and were able to illustrate their 
predictive advantages in reproducing several analytical test functions. Simpson et al also 
review some of the meta modelling procedures available, alongside a survey of some of 
the experimental design methodologies [149]. There are typically two forms, normalised 
and unnormalised, which can be expressed as the superposition of linear models. The 
unnormalised radial basis function is given by; 
N 
9(X) aip (111 - Cill) (8A. 20) 
Normalised radial basis functions are similar to this form, but are given by; 
9 (x) =Z ajo (llx - eill) 
ing 
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whem 
0 OIX - CID) 
p OIX - CA) (BA. 22) 
Ip (lix - CA) 
which am designed to non-dimensionalise the domains so that each design variable onto 
sham the same scale. 
Here, 9 is the surrogate form for the true response. In the above expression, N 
is assumed to be the number of pieces of sample data, with p (. ), a mdial basis function 
defined for each sample point. The function is dependent on the distance between a 
sample point input vector x and a basis function centre cj, I=1, ---, N, and aj are weights 
to be determined by the data. The radial basis functions can take various forms, and is 
user dependent, commonly reflecting the nature of the underlying data distribution. Some 
of the commonly used forms include the Gaussian distribution; 
(lix - cill) = (8.4.23) 
which have the propert Iy that data in the vicinity of c, have influence on the function over 
a particular region. Cubic splines take the fonn; 
OIX - CAD = llx - CAP (8.4.24) 
the two dimensional analogy of cubic splines known as thin plate splines; 
p (lix - cill) = llx - cill, log (Ilx - CA) (8.4.25) 
and multiquadmtics are given by; 
('Ilx - cill) = (Ilx - cil? + h)l (8.4.26) 
in contrast to Gaussian radial basis fimctions, these multiquadratics have the property 
that all data points have influence on the form of the function at all other locations. In 
particular, they have been used to construct multivariate response surfwes for several 
multidisciplinary optimisation problems [75], [102]. In the above expressions ej, aj, p and 
h are chosen to optimise the agreement between 9 and the sample data. OptHiMisation 
being usually performed over some function of the error between the sample objective 
function value, and that predicted by the meta model. 
Given a set of data points (xi, yi), the coefficients aj are determined through the 
solution of a system of linear equations. 
M. a=b (8.4.27) 
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where Mq = pj (xi), and b, = yl, the vector of observed objective functions. 
The remaining parameters such as. 8 and h in the Gaussian and multiquadratic radial 
basis functions , are determined by optimising a suitable objective function, commonly 
a least squares function of the difference between the observed and predicted objective 
functions. 
so Z [y (t) A K(w) =_y (X (t), W)J, (8.4.28) 
gal 
In this expression w denotes the set of parameters or 'weights' over which optimisation 
is performed. and the index denoted by t is an index spanning over the observed data 
sets. Note that optimisation of the above is explicitly dependent on the vector of weights. 
Finding the optimal choice ofparameters is an area that has acquired considerable interest, 
and remains one of the main challenges posed in trying to obtain better representations of 
sample data [163], [109] 
Function smoothness may also be introduced into the above as another optimisa- 
tion function. The weights that optimise the objective, function are determined through 
a learning procedure. There are several procedures available in finding these weights, 
one common approach being based on gradient descent. For every iterative time step, the 
weights are adjusted in a direction opposite to the gradient of the objective function. For 
the unnon-nalised case, the weight learning algorithm is given by; 
aj (t + 1) = aj (t) +v [y (t) -9 (x (t) , w)] p (lix (t) - cill) (8.4.29) 
and for the normalised, radial basis function; 
ai (t + 1) = a, (t) +v [y (t) -ý (x (t), w)] 0 (Ilx (t) - cill) (8.4.30) 
In the above expressions v is a 'learning rate" parameter, which serves to control the 
influence of previous data points to new data points added to the data set. The basis 
function centres, ci are chosen to be the sample data points used to generate the observed 
objective function evaluations. 
The key feature of radial basis functions is that the function generated actually in- 
terpolates through all observed function points, unlike the linear regression model, which 
can be beneficial when dealing with cases where one can determine for certain that the 
observations are indeed the true response. This property can be advantageous for com- 
putational tests involving deterministic results, but in circumstances where this is not the 
case, caution needs to be exercised as an inaccurate point may easily give rise to a function 
that misprediqts the real underlying trend of the physical variable. In contrast, as linear 
regression attempts to provide a 'best fit' curve through the sample points, this problem 
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is not as evident within the generation of the response surface, but them is more emphasis 
on identifying suitable sample point data to explore the design space sufficiently. Addi- 
tionally, one of the main disadvantages of of radial basis functions is that the designer 
has little control over the final form of the surrogate model. Even after parameter opti- 
misation, the fimction may can present spurious local maxima and minima that do not 
represent the true variation [109]. This point is of crucial importance when applying gra- 
dient based optimisation techniques, as the resultant optimum may be a function of the 
surrogate model, radier than being representative of the true point. 
8.5 Response Surface Validation 
In order to assess the capability of the sampling, least squares fitting, and optimization 
procedures outlined in the previous sections, a series of tests are presented in this section 
highlighting the eftfiveness; of the methods proposed. The section therefore provides 
the confidence in the routines that will be relied upon in subsequent sections of the thesis. 
8.5.1 Polynomial Surface 
Given that the response surface model to be used in representing an objective function 
is a second order polynomial with respect to the sample variables, it is reasonable to 
assume that the model is capable of predicting exactly the minima of functions that am 
multi-dimensional second order polynomials. 
Although the test is basic in the sense that one may obtain the optimum of a multi- 
dimensional polynomial through analytical, closed form methods, it is for this reason a 
good test, not only of the response surface generation procedure, but also of the sam- 
pling procedure. Tbe test described herein therefore also assesses whether the sample 
distribution is adequate in representing the polynomial surface. 
The second order polynomial to be investigated is given by the following function; 
(xy) = x2 ++ 3xy - 2x - 15y + 7.25 (8.5.1) 
For any function f (xy), its optinul point can be shown to satisfy; 
Of =0 
t9x (xo, ") 
Of 
= t7y oo A) 
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where (xO, yo) is the optimal point. For the function [8.5.1 ], it is easily shown that; 
Of 
7- = 2x+3y-2 x 
L= 18y + 3x - 15 (8.5.3) OY 
and equating these to zero under the condition above gives two simultaneous equations in 
two unknowns, easily solved to give an optimum of (xo, yo) = (- 1 /3,8/9), which is easily 
yy y checked that the condition on the second order discriminant, -f f-f>0 at this point 
(xo, yo) > 0, are satisfied, and therefore the point is a minimum. As a check of and that f 
the optimization procedures, the following test was performed. A domain encompassing 
this minimum was chosen, over which a set of sample points were generated using the 
latin hypercube technique. For each sample point the objective function was computed 
using the above polynomial form, and using this data set, the response surface was created. 
7be surrogate model created is a response surface with the following expression; 
fits(x, y) = 1.00000000001156lx2+8.999999999117479); 
3.000000000022974xy - 2.000000000012497x 
- 14.99999999859561ý4: 7.249999999436562 ' (8.5.4) 
which is similar to the analytic function [8-5.1 ]. The coefficients are identical to the orig- 
inal analytic function up to an accuracy of 10-1, which is to be expected as all numerical 
computations have finite precision. Passing this function into the sequential quadratic 
programming routine returns a minimum at (xy) = (-0.333333,0.888889), which is the 
same as that predicted by the analytical method described above. Thus the sampling pro- 
cedure, the surrogate model generation fi=tion based on least squares regression, and 
the sequential quadratic programming routines all collectively ensure that they are able to 
return the analytic optimal value to within machine precision, for a function that should be 
reproduced exactly by the response surface. For more complicated functions not exhibit- 
ing behaviour that is exactly quadratic one would expect a certain degree of deviation of 
the response surface model from the true objective function, but as the objective function 
here is a second order polynomial, one would expect the approximation provided by the 
surface to be an exact one, which it is. 
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8.5.2 Power Law Body . 
The initial test provided a means of validating the optimization procedures on a purely 
mathematical basis, as it did not require the use of an analysis tool. The following section 
is a more practical study, in that it involves use of the IMPNS code. The geometries to 
be examined are a series of bodies of revolution, termed 'ýpower law bodies" so called 
due to the manner in which they are generated. The objective is to determine the body of 
revolution that minimises, the drag coefficient. 
Them has been a considerable amount of interest in minimum drag geometries, 
spurred on primarily due to their applications in the design of high speed missiles. Adams 
for example was able to generate three different families of geometries, which minimised 
wave drag under three different sets of restrictions (2]. He generated bodies of revolution 
minimising wave drag, given (1) fixed length, base area and contour passing through a 
fixed point between nose and tail, (11) fixed length, base area and maximum area, and (III) 
fixed length, base area and body volume. Harris and Landrum experimentally investigate 
drag coefficient values for a series of low drag bodies of revolution, for Mach numbers 
in the range [0.6,4.0] [67]. They consider Haack-Adams bodies, which are optimal con- 
figumtions based on wave drag minimisation for bodies of fixed length, volume and base 
area, and compare drag coefficient values to their theoretical predictions. They conclude 
that the theoretical wave drag values are overestimated as the Mach number is increased, 
despite the good agreement near M. =1 -0. This observation is explained by the fad 
that the theoretical minimum is obtained using slender body theory which requires a large 
body fineness ratio r= length1diameter, compared to V191=1. For larger Mach num- 
bers, r needs to be a lot larger for the condition to be satisfied, thus accounting for the 
discrepancy between theory and experimental data. 
Prior to the widespread use of computational fluid mechanics, such theoretical ax. 
isymmetric bodies were generated based on such assumptions of slender body theory, 
linearised theory, Newtonian theory, Newtonian-Busemann and hypersonic small distur- 
bance theory. A common technique was to employ calculus of variations that would gen- 
emte optimum body profiles. A concise treatise on the subject is provided in the collection 
of works by Miele 1104). 
The simplifying assumptions used to determine such minimum drag axisymmetric 
bodies may render them out of date given that there are more advanced computational 
techniques available that area able to find optimal bodies that are also able to take into 
account more complex geometries. Nevertheless, because of the fact that their respective 
optimal configurations may be determined analytically, they remain a particularly valu. 
able tool in validating both analysis tools, and the optimisation procedures used for wider 
design studies. Cheung et al [281 for example verify their parabolized Navier Stokes 
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solver and gradient based optimization procedure, by trying to find the optimal Sears- 
Haack geometry. The sample variables are chosen to be design parameters that govem, 
the shape of the body of revolution, and optimization is performed using the PNS solvers' 
prediction for the drag coefficient as the objective function. Mason and Lee make use 
of the power law body to validate their own code [100], and for the examination of their 
inverse design methodology, whereby pressure distributions are specified, for which a' 
geometry satisfying the distribution is obtained [87]. 
In analogy to the verification procedures used in some of the above studies, this 
section makes use of the known optimal' geometry to validate the analysis tool, the PNS 
code, and the response surface optimization routines. The body of revolution under in- 
vestigation is chosen to be the power law body, owing to its relatively simple procedure 
in obtaining grids. As its name suggests, the power law body is generated by assuming 
that the radius of the body is proportional to the axial station value, raised to some power 
n. That is 
r cc x" (8.5.5) 
where r is the body radius, x the streamwise location and n the power. The power law 
body is determined by some optimal value for n, such that the axisymmetric body of 
revolution generated by the above relationship has a minimal wave drag compared to all 
other possible values for n. The effect on the body profile for several values of n is shown 
in figure [43]. 
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Figure 43: Power Law Body profiles 
It is evident that for values of n that am close to unity, the cross-sectional profile 
136 
of the body resembles a cone-like geometry, whilst as the value of n is reduced, the body 
becomes more blunted at the leading edge. Thus for sufficiently small values of n, we 
expect eventually that the conical shock will be detached from the nose of the body. 
The results of Eggers et al indicate that under a Newtonian assumption, covalent 
to taking the incident Mach number to infinity, the optimal value for n is 0.75 15 1]. Under 
a Newtonian-Busemann slender body assumption however, which also takes into account 
that the conical shock may be detached off the nose of the geometry, Cole was able to 
show that the optimum actually occurs for n=0.66 (3 1 ]. 
A typical power law geometry grid used for the study is illustrated in figure (44]. 
For convenience the strtamwise station is varied from x=0 at the nose, to x=I at 
its base. As explained above, the radius is given by the above rule, for some chosen 
value for n. This exponent is taken to lie in the range [0.6,1.0], where the case r=1.0 
corresponds to a cone body. For values of n less than the above, the tip of the body 
becomes more blunted, which subsequently yields higher drag values, as the subsequent 
results will show. 
Figure 44: Power Law Grid, for n=0.6575 
. in order to assume grid independence of the predicted drag coefficient, the solution 
for three different grids were computed for the value of n=0.65. Strictly speaking, it is 
necessary to perform the same analysis on all grids, but due to time constraints, only the 
geometry with a blunted profile was chosen for this. The table of drag coefficients shown 
in [8.5.2] indicate that a grid of 150 x 150 grid points is sufficiently fine, as the differ- 
ence in objective function values bectween the this and the finest grid is on the order of 
10-4%. On this grid therefore, an iterative examination determined that a convergence cri- 
terion of 10-6 is sufficiently small enough to show that the objective fimction is iteratively 
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converged. 
Con. Tolemnce Cd Grid Level Cd 
I--- IF 0.0760373 - 
100 x 100 1 0.0756160 7 
10-1 0.0760364 150 x 150 0.0760373 
10-9 0.0760364 200 x 200 0.0760372 
Table 5: Iterative and Grid Convergence for Power Law Body, n=0.65 
In this investigation, the only design variable is the exponent n, and as such it does 
not make sense to generate a hypercube for the sampling procedure. Instead, twenty 
equally spaced design points have been chosen over the interval [0.6,1.0], their grids 
generated using an automatic scripting routine, and run using the IMPNS code as the 
analysis tool, under inviscid conditions at Mach numbers of 3.0,4.0 and 5.0. 
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Figure 45: PNS and Response'Surfacq prýdictiops of Drag Coefficient, M. = 5.0 
Figure [45) shows the objective function values for the Mach 5.0 simulations, for 
each sample point, suggesting a minimum close to that predicted by Cole [3 11. Superim. 
posed onto this graph however is the least squares fit, response surface representation of 
the data, given by the polynomial; 
CD ze 0.21519n2 - 0.2 828 In + 0.16942 (8.5.6) 
- Sequential quadratic programming on this surrogate model predicts a minimum 
drag value of CD = 0.0764988, obtained for a value of n=0.657101, which is in good 
agreement with the result obtained by Newtonian-Busemann slender body theory. Given 
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that this theory predicts n=0.66 [100], this is a dism-pancy of approximately 0.44%. 
However, the discrepancy is greater when COMPWW to the pure Newtonian theory of 
Eggers et al [51]. This is because the IMPNS calculations take into account t f, tha orthe 
smaller values of n, the shock may become detached. Multisw is loy in P- eep emp ed the ore 
body region for all calculations in the event of such detachment, but the work of Eggers et 
al, does not take into account such a possibility. Cole's work howem acknowledges this 
as a possibility, and thus the better agreement. 
M. 
77- 
Optimum n CD(IIV 
'Z 2 3.0 - 6.04 6ý9 0.388281 
4.0 0.650329 0.361318 
5.0 0.657101 0.344245 
Table 6: Effect of Mach number on Optimum Parameter 
For the M. = 3.0 and 4.0 calculations, similar response surfaces to figure (45] are also 
obtained, but with different values for the optimum parameter n, and, drag coefficient 
values. This data is tabulated in [6], and illustrates the effect of increasing Mach number. 
One will notice in figure [451 that the parabolized Navier Stokes solution seems to under 
predict the drag coefficient value, compared to the analytical result, and that the response 
surface approximation scam better. Recall the comment earlier from Keane and Nair (901 
indicating that better data representation can be achieved if one takes a smaller domain 
of interest. As subsequent studies will demonstrate, this is indeed the case, and one can 
infer that if a smaller region encompassing the observed minimum is used as a Umle 
domain, the data will closely model the parabolized Navier Stokes form., The Newtonian- 
Busemann slender body theory used by Cole to arrive at his value of n=0.66 as the 
optimum parameter value, is also based on the assumption that the Mach number is large. 
The table above shows that as the Mach number is increased, the shape parameter does 
indeed approach Cole's optimum value, consistent with the assumption employed. Cole 
predicts Cz)(11V = 0.334, and the values above also approach this value with increasing 
Mach number, although the relative error is some what greater. For the U,, = 5.0 case for 
example, this gives an error of approximately 3.1 %. 
This discrepancy in the value CD(Ildý computed from the parabolized Navier 
Stokes simulations may be attributed to the fact that the current case requires two types 
of grids. The problem with this body is that two diffffent grid topologies need to be used, 
depending on whether the shock is attached or detached. Theory dictates that for values 
of n less than the optimum, the shock will become detached as the body becomes more 
blunt, and attached for values of n larger than the optimum. In the present case however, 
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Figure 46: Shock Standoff for n=0.625, and n=0.7025 
a grid allowing for a detached shock was generated for all n, as it was not possible to 
adapt the topology accordingly, within the confines of the automatic scripting procedures. 
Indeed in reality one would need to know whether the shock is attached or detached at the 
grid generation stage, which is not possible for the general case where the optimum would 
be unknown. Because of this, for attached calculations, the conical shock generated is not 
aligned with the cells normal the body, and as such a certain degree of accuracy may be 
lost. In fact, as the figures in [46] show, the shock is markedly detached for n=0.625, 
a value for the exponent less than the optimal predicted. For n=0.7025 however, which 
would correspond to an attached situation, one would expect a conical shock to emanate 
from the nose, but due to the topology there still remains a detached region, albeit small. 
Since two possible topologies are needed, automating the grid generation procedure to 
accommodate both types is difficult, as before the calculation is made, there is no infor- 
mation to indicate detachment or otherwise. Because of this inaccuracy, the predicted 
drag coefficient values for calculations that should involve attached shocks may be inac- 
cur-ate. A remedy might be to rerun these calculations on a more suitable topology, one 
where there is no region upstream of the nose of the body. Nevertheless both the IMPNS 
code, and the surrogate model predict an optimum that is in good agreement with Cole's 
analytical result, that places confidence both in the analysis tool, and in the procedures 
used to generate and predict optimal values. 
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CHAPTER 9 
SHyFE Optimisation Study 
The following section hwestigates the potential for using magneto-hydrodynamics as a 
flow control mechanism for a supersonic ramjet intake. A test case having practical inter- 
est has been identified, and numerically investigated using the IMPNS code to detemine 
the main governing characteristics of the intake. - along with the design operating condi- 
tions. An optimization study making use of the low magnetic Reynolds number model 
validated in section [6], and the numerical Optimization framework built in section (8) 
provide the backbone of the study, having initially determined the fundamental factors 
governing this engineering problem. 
9.1 Introduction 
The Sustained Hypersonic Flight Experiment (SHyFE) is a programme fimded by the UK 
Ministry of Defence, aimed at developing the engineering tools for designing and build- 
ing a hypersonic cruise vehicle. The objective of the study is to flight demonstrate a low 
cost ramjet powered vehicle, operating at Mach 6. After release from a rocket booster, the 
SHyFE vehicle will accelerate to Mach 6, at which point it will cruise f6r distances of ap- 
proximately 2001an. The targets of the programme were aimed at providing a significant 
technical challenge, including low cost restrictions on vehicle size, avoidance of variable 
geometry methodologies, and low operating Reynolds numben. 
We to the integrated nature of hypersonic vehicles as a whole, independent corn- 
ponent development was unlikely to generate a viable vehicle. 1bus, a collaborative study 
involving Qinetiq, Oxford University, Cranfield University, Imperial College, CGC Tech- 
nology, MT Aerospace and TNO Defence has been undertaken over the past couple of 
years, investigating pertinent factors governing the design of a hypersonic cruise vehi- 
cle, such as intake aerodynamics and combustion mechanisms within the vehicle. Boon 
and Hillier [17) have examined inviscid and viscous interactions of the ramjet intake, by 
examining the flow characteiristics in the presence and absence of the cowl. By running 
the calculations at an incidence angle of 5% they are also able to show that viscous in- 
teractions = one of the main causes of inlet unstart. Goodman and Ireland make use 
of aset of thermal models to assess the surface temperatures and heat transfer within the 
combustion chamber internally, within the Mach 4-6 range [6 11. Attention is also paid to 
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making use of thermal models in the design of experimental cooling mechanisms. The 
current status of the project, along with an overview of the milestones to date is presented 
in a paper by Dadd et al [38]. 
9.2 Intake Aerodynamics 
Inlet 
_ 
Fuel injecton Nozzle 
Figure 47: Ramjet Schematic 
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A simple schematic for a ramjet propelled system is shown in figure [47], which 
in its simplest form consists of an inlet, a fuel injector, combustion chamber and nozzle. 
The unit is designed to be operable at supersonic flows, and this alleviates the requirement 
for a unit responsible for compression, or a turbine. The propulsive efficiency of a ramjet 
engine is heavily dependent on the flow "quality" into the engine intake, and has thus the 
design of the intake has received considerable interest. 
Figure [48] illustrates one such axisymmetric SHyFE inlet. A series of intakes have 
been manufactured for testing, including making use of boundary layer trips to improve 
the low Reynolds number performance [23]. However, in the presence of trips, the bound- 
ary layer was still shown to separate, and thus alternative designs have been considered. 
The main physical features of the intake are also displayed in figure [48]. 
The blunted conical nose section at the front of the body gives rise to a detached 
conical shock. Behind this, the intake ramp is designed such that the flow compresses 
isentropically, focusing downstream to form a triple point. At the junction with the cowl, 
an oblique shock emanates from the leading edge of the cowl lip, impinging onto the cen- 
tre body, aft of the shoulder. The shoulder is designed in such a way that the produced 
expansion wave stabilises the interactions between the internal boundary layer, and the 
cowl shock. It is also designed with the step like profile to ensure boundary layer separa- 
tion does not propagate forward into the isentropic compression region, as this is a major 
cause for intake unstart. 
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Figure 48: Physical features of the SHyFE intake flowfield 
The intake configuration achieved thus far, has been designed to operate at a spe- 
cific Mach number. 7be cowl position, and the isentropic compression ramp profile are 
designed to ensure that the triple point, where conical shock and compression waves meet, 
coincides at the lip of the cowl. This ensures maximum mass flow capture is achieved with 
spillage kept to a mmininum. This is coined the "shock on lip"condition, and is associated 
with a design Mach number, M.,, which for the current case is 6. 
As the geometry is fixed, the conical shock and the compression waves will change 
position for M. * U., A similar situation may occur when the flow into the intake 
is not axisymmetric, for example when the body is opcmting at incidence. When the 
operating Mach number is less than the design value, the triple point will move upstream, 
and cease to intemct with the cowl lip. The result is a decrease in the propulsive efficiency 
of the intake, as a proportion of the compressed mass from behind the conical shock is 
allowed to flow over the cowl and not through the intake. Alternatively, if the convme 
is true, that is, the opemting Mach number exceeds the design Mach number, then the 
triple point occurs closer to the compression surface, and the focused shock front, which 
would otherwise reflect from the cowl lip at design conditions, is directed towards the 
underside of the cowl surface, by the expansion wave generated by the cowl lip. This 
type of interaction can lead to a Mach reflection, which may propagate upstream to form 
a detached shock in fiont of the cowl, and lead to unstart, where flow within the inlet 
actually revemes direction out of the intake area. 
Clearly these off design conditions pose significant challenges to the vehicle de- 
signers, as it impops bounds on the operating regions of the body. Ille vehicle has in 
fact been designed to start at an operating Mach number of 4, and has dxwn to produce 
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thrust at such conditions, albeit less than that for M., Calculations from Imperial Col- 
lege estimate 73.6% mass capture at Mach 4. Intake unstart at Mach numbers larger than 
the design M.., or when the body is operating at incidence is still a cause for concern that 
needs to be addressed. Within scramjet intake design, due to the fixed geometry consider- 
ations, the application of magneto-hydrodynamics has gained attractiveness [83], due to 
the high actuation speeds compared to mechanical devices. A similar idea can be applied 
in these circumstances. 
For an over-sped inlet operating at M. > M., one proposed method is to generate 
a Lorentz force acting in opposition to the oncoming flow direction, thereby decelerating 
the flow to achieve shock on lip. A suitably orientated magnetic field would enable higher 
mass flow rates through the intake, thereby improving engine performance. The potential 
of this technique applied to fixed geometry hypersonic inlets is a subject that has been 
investigated numerically by several groups [83], for specific operating conditions. As an 
extension of this work, the remainder of this section seeks to identify the optimum config- 
urations necessary for a magnetic field, given a set of flow conditions. The ultimate aim 
of the flow control device is to ensure the vehicle is operating back at design conditions, 
thus improving engine performance. 
9.3 Preliminary Study & Geometry Simplification 
The geometry of interest is a two dimensional axi-symmetric configuration of the SHyFE 
ramjet intake, provided by Qinetiq. A sample illustration of the geometry, and the resul- 
tant grid, is shown in figure [49], with particular attention drawn to vicinity of the cowl 
lip and intake geometry. The grid employs clustering on all boundaries, and particularly 
in the region of the cowl. In the left diagram, every third grid line has been removed for 
clarity. The grid is required to be fine in this region as it is rich in complex features such 
as detached shocks, and recirculation regions. 
Figure 49: SHyFE grid, and vicinity of the cowl 
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Figure 50: Mach number contours ahead of cowl, velocity vectors over the step 
The flow domain consists of a multi-block grid, comprised of three parts, one ahead 
of the cowl, and regions spanning the flow domain above and below the intake. The sizes 
of which of these regions are 10lx45,45x241 and 101041 respectively. As the close 
up of the cowl illustrates, this ensures that a suitable resolution of the cowl region is 
obtained. For the subsequent grid convergence study, the domain sizes are 52x23,23x 121 
and 52xl7l for the medium grid, and 26xl2 12x6l and 26x85 for the coarse grid. 
The flow conditions corresponding to the design operating conditions at an altitude 
of 32km are given by; 
M., = 6.0, Re. = 3372.73, T. = 51.85K (9.3.1) 
The flow is assumed laminar, with an adiabatic condition imposed along wall boundaries. 
Due to the nature of the flow multi-sweeping has been employed in the vicinity of the 
cowl lip, as well as in the blunted nose region of the fore-body. Since both the grid and 
operating conditions were provided by Qinetiq, an initial investigation into the prominent 
flow characteristics was performed. As no experimental data has been provided, a neces- 
sary step is to determine the extent to which optimality has been obtained, given the flow 
conditions provided. 
As the Mach number contours in figure [501 illustrates, ahead of the cowl, a de- 
tached shock is witnessed. On first inspection, this seems as though it is a non optimal 
condition, however the velocity vector field on the right illustrates that the separated re- 
gion behind the step has not extended upstream into the isentropic compression area. This 
indicates that the flow has not separated sufficiently to cause unstart. 
Given that the objective of the current section is to identify an optimal magnetic 
field configuration based on the sampling and optimisation methodologies discussed in 
chapter [8], it is clear that a large sample data set must be obtained to explore the design 
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space as widely as possible. In light of the physical characteristics observed from this 
initial investigation, typical run times for this calculation ran into the order of several 
days. The requirement for multi sweeping, both at the blunted region of the forebody and 
the cowl lip area, as well as in the vicinity of the centre body after the shoulder, are the 
main impediments to obtaining vast quantities of test caw data. 
Figure 5 1: Geometry after Modifications 
In view of the above, it was deemed necessary to make slight modifications to 
the flow geometry to ensure the necessary quantity of solutions could be sought. As the 
prominent obstructions to this end are regions requiring the use of the multi-sweep, these 
regions were of keen interest. Figure [5 1] is an illustratio n of the geometry in the vicinity 
of the cowl, once changes have been made. The key alterations include a sharpening of 
the compression ramp nose which is outside the figure, although the removal of bluntness 
at the cowl lip and simplifying the shoulder step area, behind which a separation region 
was forming, is clearly evident. The shoulder region is not included in the geometry, 
as the focus of the investigation is on the shock impingement location on the cowl, as 
opposed to flow physics within the cowl itself, and so it therefore makes sense to impose 
such a simplification. 
To ensure the optimality condition of this new geometry had not been compromised 
by the simplification process, it is necessary to perform a series of tests to confirm that 
the operating conditions that provide shock-on-lip have not been changed. To quantify 
the extent to which shock-on-lip had been achieved for a given run, the following criteria 
had been identified. The y-location of the shock lip is situated 0.0275m above the centre 
line of the centre body. At the initial strearnwise station where the cowl is situated, the 
y-position of the shock ftont was located by determining the point at which the density 
values are within a few percentage values of the freestrearn value. 
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9.3.1 Grid & Iterafive Convergence 
Iterative tolerances values of 101,10-7 and 10-9, were used to assess iterative conver. 
gence of the flow solution. The results of iterative convergence analysis on the shock 
ftont location am shown in the table below. 
Tolerance I y-position of shock front (m 
10-1 0.0275226 
10-1 
1 
0.0275226 
Table 7: Shock stand-off positions at different convergence tolerances 
The results indicate that them is no change in the shock impingement location, despite 
running for more iterations, justifying that an iterative tolerance of 101 is sufficiently 
small for convergence. Surface pressure coefficient distributions along the body surface, 
at these tolerances also show little variation between one another, serving as another jus. 
tification for using, the above value as a convergence criterion. 
To maintain confidence in so far as the solution is sufficiently grid converged, so- 
lutions obtained on three grids, consisting of 101 x 45,52 x 23,26 x 12 grid points in x 
any y respectively, have been examined. 
Grid Dimensions- yo-position of shock ftont (m)' 
101 x 45 0.0275226 
52 x 23 0.0277223 
26 x 12 0.0361004 
Table 8: Shock stand-off positions for grid levels 
As for grid convergence study, shock impingement locations in table [93.1 ), and pressure 
coefficient distributions in figure [52] illustrate limited variation between that obtained on 
the 101 x 45 and 52 x 23 grids, suggesting that the finest grid solution is well within the 
asymptotic linuit for convergence. 
00a6 9.3.2 Optima ity Con ition 
Having established confidence in the solution in terms of numeTical converge=, tests 
are carried out to confirm the shock on lip condition is identical to the unmodified grid 
geometry. They key issue is to determine the operating Mach number that would ensure 
147 
1 
0.0 
0. T 
0.6 
Timuloi4 '. 
Tol a 10*-T - Tal a 10*4, - 
s. ""_.. " ... 
1 
0.7 
1 
0.8 
0.5 
26x3l, 12xig grid 
5141.2341 VW 
IOW21,45dl grid 
0 10 20 30 40 60 80 70 80 
x (1 0, %(2)m) 
10 20 30 40 50 60 TO 80 
x (I V(2) m) 
Figure 52: Pressure coefficient profiles for iterative and grid convergence 
that the shock would impinge on the cowl lip. This is in effect an optimisation study in 
itself, and thus use could be made of the optimisation algorithms verified in section [8.2]. 
To confirm the design Mach number, a series of tests were performed for different 
values of freestream Mach number. To quantify shock on lip, as discussed earlier, 'a 
measure of the y location of the point at which density is within several percent of the free 
stream value is calculated. Given that the position of the cowl is given by y,,,, = 0.0275m, 
it makes sense to quantify the deviation of the point at which the density contour passes, 
fi, orn the cowl location. The requirement is that the shock front be as close as possible 
to the cowl, thus the quantity for which the minimum is sought is the difference between 
y,.,,. However, given that the shock location may lie above or below the cowl position, 
to turn the optimisation quantity into a variable that has an identifiable minimum, the 
absolute value of the difference is used. 
In the attempt to find the design Mach number M.,, for the modified geometry, the 
optimisation problem may be posed as follows; 
Minimise LV,,,, -Y,,. l 
su ectto 
M.. i.: s M..: 5 
(9.3.2) 
(9.3.3) 
for various values of M... In the above expression, y,,. is defined as the y-value, taken 
normal to the incident flow direction, at which p=p.. This is in f act an idealised 
definition, as in practise there is a certain degree of shock smearing, even in the presence 
of a discontinuity, and therefore the locations at which density was between I and -5 
percent of the freestrearn value, was investigated. Given this problem formulation, the 
148 
optimal sample point will coincide with the design Mach number, as it will provide the 
value closest to ensuring that the shock front will impinge on the lip of the cowl. 
As the sample space is one dimensional, there was no need to generate a latin hy- 
percube data set at which to make functional evaluations using IMPNS. Rather, a uniform 
distribution of points over a range of Mach numbers was utilised. This range was chosen 
to ensure that the original design Mach number of 6 was contained within the sample. 
Consequently, in equation [9.3.3], M., was chosen to equal 4, the lower bound on the 
operating condition for the SHyFE intake, and U.. = 9, which although significantly 
larger than the initial design condition, was idmtified as appropriate to ensure were off 
design conditions could be easily highlighted. 
Figure (531 illustrates the variation of the objective function with respect to incident 
Mach number. The locations of the density values, within 2,3 and 5% of the freestrearn 
value are compared to assess the qualities of using such a condition to judge optimality. 
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Figure 53: Shock front location as a function of Mach number 
The graph illustrates little discrepancy between the condition chosen for the fivestream 
density choice, although clearly a smaller deviation from p.. would be ideal. Graphically, 
numerical simulations for the p=1.02p. case identify the optimal point to be M. -- 6, 
which is closely in line with that of U., for the unmodified SHyFE geometry, indicating 
that the changes made to the intake geometry have not imposed significant changes to the 
optin-ad operating conditions for the intake. 
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The optimum value for the modified geometry for this investigation is easily iden- 
tifiable given the relatively simplistic graphical representation of function trends with re- 
spect to Mach number. Nevertheless, it is instructive to make an assessment as to how the 
optimisation routines perfom given the current problem. ' The least squares polynomial 
regression model, denoted by the line "RS fit" is included in the graph above to represent 
this. The approximation is progressively worse for larger Mach numbers larger than 7, 
but as discussed in section [8.4], this is due to the fact that the model is non interpolant, '- - 
instead minimising the least squared error between the sample data and the function. The 
optimum predicted by the function is at M. = 6.29 with the objective function value of 
0.06, which compared to the PNS value of OJ5, is in error by more than 100%. 
Improvements in the prediction of the'minimurn can be obtained by maldng addi- 
tional samples in the region of interest. It is clear from the graph above that the minimuný 
predicted by the response surface is offset from the sample minimum. Clearly the opti- 
mum is the region of most interest, and as such, . it is desirable to make a better represen- 
tation of the objective function in this region. Therefore, more sample points were added 
within an interval encompassing the minimum. 
The results in figure [54) show the effects of sampling additional points, with the 
new quadratic regression model superimposed. The revised minimum is found to oc- 
cur at M. = 6.11, representing an improvement to the initial estimate, compared to the 
minimum from the sample data. 
Furthermore, in addition to improvements to the sample minimum, the percentage error of 
the sample data point also improves. For the revised response surface model, the absolute 
distance function at the prescribed minimum is 0.062, an error of 36% compared to the nu- 
merical data, but nevertheless a substantial improvement. Iterating this process, of adding 
data points in the vicinity of the predicted minimum and computing a new optimum from 
an newly generated response surface, therefore ensures that a better approximation of the 
true optimum is obtained. 
Figure [54] illustrates a worsening approximation of the observed objective func- 
tion over the Mach numbers for which M. > M., but this is compensated by the fact 
that the response surface provides a better representation where there are more sample 
points, ie; in the vicinity of the minimum. This identifies one of the disadvantages in 
using the current linear regression method. The quadratic model is a good representation 
over a limited sample range, in the vicinity of the minimum in this case. However, extra 
caution needs to be exercised when trying to use the curve as a surrogate model for data 
points further away from this region. This can be attributed to the differences in the func- 
tional forms of the regression model to the sample data. It is analogous to trying to make 
a quadratic representation of a function y= JxJ. Depending on the domain of interest, 
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mum 
there will be regions where the quadratic will differ vastly from the absolute value. In the 
same way, objeaive finiction values will differ considerably. Nevertheless the quadratic 
representation is advantageous as it is able to identify the optimum sample point, as the 
current case is a good illustration of this. 
9.4 Magnetic Field Effects 
Having identified the optimal operating Mach number for the new geometry to be the 
same as that specified by the literature, a study into the feasibility of applying a mag- 
netic field was undertaken. As described in chapter [4) the potential of using magnetic 
fields has been investigated by several groups in hypersonic flow regime applications. 
The current section aims to investigate another application area, that of hypcrsonic intake 
aerodynamics, and provides an initial extension of the work to date by seeking to find 
optimal magnetic field conditions for a given flow problem. 
Section [9.21 gave an overview of the main obstacles that impede ramjet pcrfor- 
mance when flow conditions are suboptimal, - whether it be due to the flow structure being 
non-W symmetric due to incidence, or because parameters am such that shock on lip 
is not achieved. Whatever the causes, the effects are commonly detrimental, worst case 
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resulting in intake unstart, that is, mass flows in a reverse direction out from the ramjet 
intake into the external regions, which if sufficient enough, will cause the engine to cc= 
running. 
Under such operating conditions where the cost of intake failure has were impli- 
cations, the ability to achieve flow control for conditions outside the ideal operational en- 
velope has considerable benefits. Conventional flow control measures may include flaps, 
vortex generators or other mechanical devices. However, for the present configuration, 
the use of such variable geometry instruments falls outside of the design remit. 
Due to this design constraint, the application of a magnetic field is proposed to 
ensure design conditions may be achieved. The current section attempts to identify the 
optimal operating conditions for a given field, so that even at off design conditions the 
conical shock generated from the compression ramp impinges on the cowl lip. 
As a hypothetical test case, the flow Mach number is taken to be greater than A., 
corresponding to the case where the conical shock angle is smaller than for the design 
case, thus impinging on the underside of the cowl. A similar situation would be encoun- 
tered on the windward side of the body running at incidence. Such a configuration would 
require a full three dimensional calculation, but given that a large number of calculations 
are necessary, a two dimensional axisymmetric flow with M. = 6.5 has been chosen to 
represent the problem instead. For this case, in the absence of a field, PNS calculations 
revealed that - yp. I=0.3 9 8. All other flow parameters are chosen to be identical to 
that of the preliminary study. 
To isolate the effects of the strength of the field, independently of other factors, 
at first a dipole was placed ahead of the mid section at x=0.0175m on the isentropic 
compression, beneath its surface. The dipole was chosen to have a fixed location, with an 
arbitrary field strength. The magnetic field lines for a two dimensional dipole with centre 
ro is given by; 
3ro (ro - x) - R2x BO 
Ri 
where B is the magnetic flux density, x is a general point in space, R is the distance 
between any point x and the dipole origin, and BO is a measure of the strength of the 
magnetic field. Ahead of the leading edge of the geometry, the flow is assumed to be 
ionised, a requirement for the magnetic field to have influence on the flow. In practise, 
this may be achieved using one of the techniques discussed in the review article by Shang 
[144], such as radio frequency ionisation. A graphical representation of this magnetic 
field for the geometry is shown in figure [55]. 
As the main concern is the effect of magnetic field strength, the design variable 
identified was Bo, the field strength. The objective therefore was to find the optimal 
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Figure 55: Mapetic Field Line Schematic for SHyFE Geometry 
value that would minimise the objective function [9.3.2]. The reader will recall from sec- 
tion (4.6.21 the two non-dimensional parameters appearing in the low magnetic Reynolds 
number model; 
coc2BO2 
S.. = 
P-ul. 
(9.4.2) 
RI ew = 
irou. L (9.4.3) 
VOC2 
The magnetic field strength is therefore taken into account in the magnetic force number 
S.., and an appropriate range for this variable must be identified over which the field 
could be seen to have influence over the flow. In the above expressions^ and c2 am 
the permittivity of five space, and the speed of light in a vacuum, and are both known 
constants (co z 8.854 x 10-12Faradslm and c: %s 2.998 x 101mls). At the given operating 
altitude of 321an, we know that the freestream density is approximately 0.013kglm 3, and 
the ambient speed of sound 308.45mls. From the given information, and given the fact 
that the freestream Mach number is now 6.5, we may deduce that 
-S. = 15.23Do (9.4.4) 
Rem = 1.96xlO-)tro (9.4.5) 
To obtain reasonable estimates for BO and o-o above previous works dealing with hy- 
personic scramjet intakes in the presence of magnetic fields has been used as a guideline. 
Macharet et al. argue that for a hypersonic vehicle employing appropriate electron seed- 
ing, the fluid condu6tivity would be on the order of a couple of hundred mholm [98], and 
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as such a conservative value of I OOmholm has been chosen, representing a lower bound 
the conductivity of the fluid for which magnetic fields have an effect on the flow. In trying 
to revert the off design flow conditions, magnetic flux densities am on the order of I T. It 
is important to note that this choice of electrical conductivity returns Rew = 0.196, which 
is consistent with the inherent assumptions of the low magnetic Reynolds number model 
that Rew < 1. Use of the low magnetic Reynolds number model is therefore justified with 
the flow conditions specified. 
At this point it is more convenient to introduce another variable, the magnetic in- 
temetion pammeter, defined by; 
S. Rem (9.4.6) 
which under the flow conditions illustrated above suggest that Q. is of 0(l) to influence 
the flow. Changing the magnetic flux density/strength Bo is equivalent to modifying values 
of Q., and therefore there is no difference in using this as the design variable with which 
to conduct the optimization study. 
Like the preliminary investigation, initially Q,. is the only design variable, which 
on the basis is of being unit order, was chosen to span the interval [0,3]. A uniformly 
distributed set of thirty points for values of Q was chosen, and the objective function 
computed. The resultant 2nd order polynomial regression model was given by 
-yo. 1 = 0.146317 x V.. - 0.490203 x Q. + 0.48871 (9.4.7) 
which the sequential quadratic programming routine predicted to have a minimum at 
Q.. = 1.68 with an objective function value of 0.078. The results are illustrated graphi- 
cally in figure [56] below; 
Graphically, the minimum predicted by the meta model is in agreement with the computed 
data, but as with the preliminary study, the predicted value for the objective function has 
a discrepancy. Compared to the PNS computation of - yp. 1 = 3.3 x 10-3m there 
is a gross discrepancy in the predicted value as it is mom than a hundred times the PNS 
value. As a check to ensure that the method converges towards the minimum, additional 
sample data in the vicinity of the predicted minimum was taken. The new sample range 
was chosen such that Q. e [1.42.1.92]. The new response surface was generated using 
the new sample points as well as any existing points lying within this range. Sample 
data outside this region was neglected in computing the surface, as experience with the 
computations testing for Md illustrate that predictive accuracy is affected by out-lying 
data points. The domain of interest is in the vicinity of the mintimum, so it makes sense to 
neglect points that are likely to compromise accuracy in this region. The revised response 
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Figum 56: Objective function, as a function of Magnetic Intemction Pammeter 
surface, having sampled data within this new domain for Q.., is shown below; 
The revised response surface is given by the following equation, 
ýý -yp. 1 = 2.50061 x Q2. + 0.822763 x Q.. - 2.863998 (9.4.8) 
which predicts a minimum at Q. = 1.74, with a value function of 0.009m, a discrepancy 
of ten times that compared to the lowRem model (which is 8.0 xI 01m). This nevertheless 
clearly represents a marked improvement in the agreement as is indicated graphically in 
figure [57]. The results indicate therefore that for a dipole in fixed position half way 
along the compression surface, a suitably chosen magnetic field strength is capable of 
reintroducing optimal working conditions, even at Mach numbers different to M,,,,. For 
the magnetic interaction parameter Q. = 1.74, this is equivalent to a magnetic field 
strength of 0.6T. The minimum here is a global one, whose accuracy can be improved 
upon by making successive refinements of the domain of interest, and by increasing the 
number of samples them within. 
in the above plot, there are certain points on the line representing the low ReW 
model solution that need mentioning. In the vicinity of Q,. = 1.45,1.5 and 1.6, them are 
portions on the plot that seem to suggest that the objective function is constant over these 
ranges. This behaviour is actually the consequence of the method used to derive the shock 
front location. As the sampling domain is refined, it is more likely that the grid resolution 
will not be fine enough to capture the changes in density that occur on an increasingly 
smaller scale. It is therefore important to note that in performing further detailed studies 
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Figure 57: Objective function, after refinement of Q. range 
with the optimization procedure, it would be mandatory to apply additional refinement 
in the vicinity of the cowl lip. The process maybe repeated over an arbitrary number of 
iterations, depending on the accuracy required, and as future work, the ideas generated 
here may be extended over a wider range of Mach numbers, thereby obtaining suitable 
strengths under each flow condition. 
9.5 Variable Dipole Location 
The previous section demonstrated that a magnetic field of suitable strength is capable 
of ensuring optimal conditions for off design operating conditions. Applying a magnetic 
field however, represents a cost in generating it, which as one would expect, requires more 
energy, the greater its strength. This section addresses the issue of whether it is possible to 
achieve the same optimal condition, for a weaker field. Another key factor influencing the 
effects of an applied field is the location of its source. A two parameter extension study, 
examining the effects of both the field strength, and the dipole location is undertaken with 
the aim of achieving shock on lip, for the least amount of energy spent. 
To try and understand the effect of dipole location on the shock front location, a 
series of calculations were initially performed using a dipole of fixed strength, at various 
locations within the isentropic compression ramp. The Mach number. was fixed equal to 
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Figure 58: -yp. 1 as a function of dipole location 
6.5, as before, and magnetic interaction parameter values of Q=1.25,1.75 and 2.25 were 
input. Dipole positions were located 0.0 1m beneath the body surface at each strtamwise 
position, which were chosen uniformly over the interval X C: [0.05m, 0.77m) the region 
spanning the ramp. 
Figure [58] shows the absolute shock standoff distances from the cowl, as a fimction 
of dipole locations along the body, for the three magnetic interaction paramew values. 
The profile of the compression ramp is superimposed to give an indication as to where the 
dipole positions correspond to on the ramp. The graph illustrates a peak in the objective 
function end of the ramp, just prior to the cowl location. For this case, the region over 
which the magnetic field can have influence is short, and thus them is little benefit in 
applying a field hem. 
All three profiles exhibit maxima at the centre of the compression, around x 
0.38m, suggesting that dipoles located at these positions slow the flow to a considerable 
extent that the shock is now actually located above the cowl lip. An interesting obser- 
vation, is that as the dipole location is moved further downstream on the ramp surface, 
the shock impingement line actually approaches the cowl lip again. Possible explanations 
for this can be provided by examining the extent of influence of the magnetic field, at 
diffemit locations. 
Figure [591 represents the maximum value for the x component of the Lorentz 
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Figure 59: Max Lorentz Force as a function of dipole location 
force F= o- (E +vx B) x B, plotted against the dipole location with respect to the body. 
The data is taken from the case for Q.. = 1.25, though a similar trend is observed for 
the other two values of the magnetic interaction parameter. As discussed in section (4], - 
for a magnetic field orientated normal to the incident flow direction, the effect of the 
field is to generate a Lorentz force in the direction opposite to the incident direction. 
Whilst the field is not entirely perpendicular to the flow, there exist regions where this 
is so. The underlying trend illustrates that as the dipole is shifted toward the inlet, the 
magnitude of the Lorentz force decreases, except in the region closest to the inlet and at 
the central section. The increase at the cowl end can be explained by the fact that there is 
a slight increase in the gradient of the body profile in this region, and consequently, more 
momentum is transfered in the direction normal to the wall. The Lorentz force witnesses 
an increase too, strong enough to push the shock above the cowl considerably. The peak 
near the centre section accounts for the peak witnessed in the objective function in figure 
158]., What is not entirely obvious is why there are local minima in the objective function, 
between the mid-section and the cowl, even though the maximum Lorentz force is lower, 
that in the region ahead of the mid section. 
It turns out that the magnetic fields generated have a greater domain of influence, 
the finther the dipole is located downstrearn. This is illustrated in diagram (60], where 
the contours for the x component of the Lorentz force am shown, for several locations. 
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Figure 60: Lorentz force contours, Domain of influence of dipole at different locations 
For each set of contours, the dipole is situated directly beneath its central region, within 
the body surface, and the outer line in each case represents the line F., = 0, so the portions 
within this boundary maybe considered to be the region of influence of the field. As the 
dipole is moved downstream, the region enclosed by this contour expands, eventually 
resulting in two distinct enclosures, at X= 0-55m. Thus, for a given magnetic field 
strength, the reduction in Lorentz force is compensated for by the fact that the flow is 
being decelerated over a wider portion over the body, which explains why local minima 
can occur downstream of the mid-section. 
For these reasons in the region 0.45m <x<0.77m, the field is more effective in 
ensuring design operating conditions, as the objective function values are smaller than at 
the end and the mid section. However, the region does not seem to exhibit a discernible 
trend, in that the values are noisy and somewhat scattered, and the computations exhibit 
several local minima. In contrast, the forebody region, 0.0 <x<0.38m, before the peak 
position demonstrates a smoother trend, with a unique dipole location for each Q. value. 
in performing a two parameter investigation consideration must be made over the 
region over which to sample observation data. All three plots in figure [58] indicate that 
over the entire region xE [0.0,0.77m], the function trends are anything but quadratic. An 
attempt therefore, to fit a quadratic regression representation through such points, would 
result in excessive smoothing, and the surrogate model minima will not correspond to that 
observed in the data. Choosing an interpolating function, such as a radial basis function 
would overcome this problem, but there remains the risk of the model generating artificial 
minima, particularly in the rear portion of the body, where the data is noisy. Indeed 
even with radial basis functions, one cannot avoid the issue of the optimum being highly 
sensitive to the starting point, within the sequential quadratic programming algorithm. 
Depending on whether we start at x<0.38m or x>0.38m, the solutions will differ 
vastly. 
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To avoid these issues, in sampling the data to perform the optimization procedure, 
the dipole location region has been restricted to x :50.3m. Beyond x=0.3m, the profil es 
suggest that the objective function continues to increase until the mid section, and given 
that the primary concern is with minima, this is a good upper bound on the dipole position. 
Q.. = 2.5 was chosen as an upper bound on the parameter controlling the strength of the 
field, as there clear evidence that the objective function can be minimised for Q. less thark 
this value, a weaker magnetic field. Setting these bounds thus avoids the problem of poor 
data representation from using a regression model over the entire range, and the issues 
relating to the presence of several local minima within the -noisy" data in the region 
beyond the half way point on the ramp. 
Using the latin hypercube sample generator, a hundred sample points were gener- 
ated with Q.. e [0.0,2.5] and ýrdip e [0.05m, 0.3m]. The algorithm used to generate the 
hypercube is as follows. The number of design variables is n,,, = 2. The intervals f0i 
each design variable was divided into n,., equally spaced sub-intervals, where n,,., de-, 
notes the number of samples to be taken, in this case one hundred. Each sub-interval was 
assigned an integer e [0, n,., - I], and an n,,, x n,,,., matrix is generated by performing 
random permutations of these integers. In pseudo code form; 1 11 
for 
vect = [Perm (n,,,., ) - I] 
12x vect(i) +I DesignMatrix (i, J) = 1+2xn,.,, 
end for 
where Perm (n,,., ) generates a random permutation of the integers ( 1,2, nnm, ]. The 
resultant output DesignMatrix (1, J), is an n., x n,,., array, where each column contains 
the values for each design variable for a particular run. Thus each column in this matrix 
represents a sample point in the design space to be considered by the analysis tool. 
'Me procedure described above satisfies the conditions for a latin hypercube out-, 
lined in section [8], but given the fact that the sample point distribution relies on a stochas- 
tic permutation of integers, there can be no guarantee of the uniformity of data points. To,, 
ensure uniform coverage, the technique proposed by Audze and Englais [9) was used. 
Their design of experiments procedure was detenuined such that the quantity-, 
XFWIIS 
2: 2: = (9.5.1), 
where djj represents the Euclidean distance between sample points i and j. For each 
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sample generated by the above algorithm, the above summation was determined, and 
over several such generations, the distribution of points yielding the minimum [9.5.1] 
was chosen as optimum for uniformity. 
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Figure 61: Sample point distribution after I (left) and 1000 (right) simulations 
Following this procedure, a latin hypercube was generated for the cue in question, 
over the domain [0.0,2.5] x [0.05m, 0.3m]. The distribution of sample points is illustrated 
in figure [61]. The figure on the left shows the scattering of points after one permuta. 
tion, that on the right, after a thousand permutations, whereby the distribution yielding 
a smaller quantity for [9.5.1] was retained, after each permutation. Direct comparison 
of the two illustrates that a greater degree of uniforrnity is obtained having taken more 
samples aimed at decreasing the distance function. Although the computational time is 
slightly increased as a result of this procedure, only one such simulation is required to 
generate a design of experiments for an entire class of optimisation problem. 
For a given strearnwise location for the dipole origin, the y position of the dipole 
was fixed, to lie 0.1 m beneath the surface of the ramp. One can introduce this as another 
design variable, but it was deemed unnecessary for the present case. The closer the dipole 
is located to the flow the greater its influence, which is equivalent to applying a stronger 
field. Since this is taken into account through the variation of Q., it was not required 
to introduce ydip as another design variable. With the sample data sets defined thus, two 
surrogate models have been considered to represent the objective function data. 
9.6 LSQ Fit Method 
With the bounds on the design space and the sample points thus defined, the pNS oqua. 
tions, including the effects of magneto-hydrodynamic intemction, through'the low mag. 
netic Reynolds number model, has been used to obtain values for the objective function 
- y,,.. 1. The least squares (LSQ) polynomial regression model described in section 
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[8.4] is used to build a surrogate model spanning the data set. The quadratic polynomial 
representing the objective function is given by; 
ly. i-Y, k, -l ig 
1.4358X(l0.0-3 W+0.1475, jý + 2.5143 x (1 0.0-2)xy 
- 6.9540 x (1 0.0-2)x - 0.7263y + 1.1091 
Recall that the function is fitted to the data in a least squares sense, minimising the sum- 
mation of the squared error between the surface and the objective function values. The 
sample data, and function is represented graphically in figure [62]. 
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Figure 62: Sample Data and 21 order Polynomial Representation 
Clearly the response surface is non-interpolant, as the diagram shows. A sequential 
quadratic programming module, implemented in Matlab, based on the techniques dis- 
cussed in section [8-2], found the minimum objective function value to be 
1 y, ý, i - yi. - 
1. i= 0.1 74932m (9.6.1) 
located at 
0.104802m, Q. = 1.56886 
With this prediction, the corresponding sample data is substituted into the analysis tool, 
to give a prediction of 0.1901m for the objective function, corresponding to an error of 
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Figure 63: Sample Data and 2"d order Polynomial Representation, second iteration 
8%. The objective of the current section is to return the global minimum, and thus in 
an analogous fashion to the one variable investigations performed in sections [9.3.2] and 
[9.4], additional sample points are taken in the vicinity of the predicted minimum. 
Unfortunately, unlike the simple one variable investigations, it is not immediately 
obvious what range of values the new domain ought to cover, since the initial studies 
relied heavily on graphical data representation. Thus defining the bounds on the region 
over which to make additional samples is less formal. Nevertheless, the domain chosen 
was the region ±0.025m either side of the x-location for the predicted minimum, and 
±0.25 either side of the corresponding value for the magnetic interaction parameter. 
An additional twenty samples were taken over this domain, using the latin hyper- 
cube sampling procedure coupled with the routine to minimise the distribution function 
given by equation [9.5.1]. This ensured that the extended region is sampled over uni- 
formly, and that extra weighting is provided within it when building the regression model, 
due to the presence of more sample points. The revised objective function is expressed 
as; 
9.5615x(IO. 0-4)x2+ 0.1543yý + 1.9905 X (10.0-2). xy 
5.1550 X (10.0-2)X _ 0.7028y + 0.9779 
and represented graphically in figure [63]. SQP predicts a minimum of; 
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1 y«w - yh, 1. i. = 0.146793m (9.62) 
which is found at sample point; 
x=0.098963m, Q. = 1.64 
The second iteration gives a smaller value for the objective function , which at 
first 
glance may seem like an improvement in the predictive capability of the revised surro- 
gate model. However, the minimum predicted by the low magnetic Reynolds number 
model is 0.2144m, resulting in a discrepancy of 31%. Thus the apparent improvement 
actually conceals the fact that the deterministic prediction for the standoff location is ac- 
tually greater than for the first, and that the response surface's prediction has actually 
become worse. These issues suggest that a response surface based on a second order 
polynomial regression is not suitable for modelling the current domain of interest. As this 
second iteration demonstrates, the addition of extra samples, unlike the single variable 
studies, does not improve the capturing capability of the surface, due to the sampleregion 
being too large, or since the underlying function differing substantially from a quadratic 
representation. 
Furthermore, there are a considerable number of sample points whose objective 
function values lie beneath both response surfaces. Of the analysis tool evaluation's for 
example, the smallest value predicted is 0.0002m, at x=0.25125m, Q.. = 1.18750. With 
this information alone, it is not sufficient to guarantee. that this is a global minimum, 
although one might expect the model to predict a minimum in the vicinity of this point. 
Unfortunately, the polynomial regression model, based on the evidence presented thus far 
does not provide approach a minimum based using an interative procedure. 
To overcome this issue, and to find a better representation of the unknown reprtsen- 
tation of the objective function, Radial Basis Functions have been chosen as an alternative 
model. The main advantage being that its construction guarantees all sample points am 
interpolated through, and consequently, any minima appearing in the actual sample data 
will be accurately represented. 
9.7 RBF fit method 
As it was outlined in section [8), radial basis function (RBF) may be used as response, 
surface construction techniques, that satisfy the property that all sample data used to con- 
struct the surface is interpolated. The general form for the objective function based on a 
radial basis function is expressed as; 
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N 
9(X) = 2: aip (111 - cill) 
iml 
where N is the number of points sampled using the analysis tool, ci the independent sam- 
plc point data, and aj the weights calculated from the data points. The section outlining 
radial basis functions also highlighted the fact that there are several forms for p (-), such as 
Gaussian, cubic and thin plate splines. For the present case, the form chosen to represent 
the objective fiWion is the multiquadratic; 
(lix - cill) = (Ili - cill' + h)l (9.7.2) 
The predictive performance of this type of radial basis fimction depends heavily on the 
, shift paramew, 
h, and the exponent. B. Irrespective of the values chosen for h and P, 
the resultant function is always an interpolant. However the extent of smoothness of 
radial basis functions are commonly the measure used to address their petformance, and is 
strongly dependent on these values, which are user dependent. It is therefore necessary to 
estimate optimum values for these parameters, to ensure the model performs well, even on 
data that has not been obtained through use of the analysis tool. For the current study, the 
multiquadratic radial basis function has been chosen due to the fact within the literature 
there is a well documented optimisation procedure to determine these parameters for this 
type of function, in the numerous works presented by Wang [ 163,165]. 
9.7.1 RBF Tuning Procedure, 
To find optimum opemting pammeters, genemlly the idea is to minimise the following 
risk function; 
E (a) Q (x,, y,, a) '(9.7.3) 
where Q (Xi. Yi, a) ý-- Yi - Z; 71 aiP 
(Ii - xi). In this expression, y, is the function value 
observed at the i-th data point and a is the vector of weights. For this class of fimctions 
however, the difference between the observed objective function, and the predicted value 
is zero, since the function is constructed so that it is always interpolating. 
In the context of statistical learning, a good approximation to the objective function 
should minmuise the generalisation error which takes into account the statistical distribu- 
tion of xi, y, [80]. This can be done by considering E (a) =fQ (xiyi, a) dP (zl, yj), where 
p represents the joint distribution of the sample points and the observed values. Thus E 
can be approximated using a large number of sample points, but this is impractical when 
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observations require the use of a time-intensive computational model. 
The "leave one out method! ' is a method that allows the user to estimati the accu- 
racy of the model without the need for additional data. As'its name suggests, one of the 
sample points is left out, and parameters are chosen to minimise E to obtain the model 
for Q (xi, yi, a.,,. -, ). The model can then be run to predict the error at the sample point 
removed fiorn the dataset. Denoting the loss as a result of removing the k-th point to be, 
Q (xj, yj, a.. -, Jxk), the procedure is repeated n,,. times to obtain the following estimator, 
(xl, x2, ---, x.. ) =ZQ (xi, y trlx, ) (9.7.4) 
i-i 
The mean value of the leave one out estimator approaches the mean value of E, as more 
sample points are taken. In practise this minimising estimator can be an expensive task, as 
for each sample point deleted, a new surrogate model has to be computed. The procedure 
by Wang demonstrates that the objective function E can be simplified for the case of 
multiquadratic basis functions [ 164). 
For multi-quadratics, the error function defined as above, can be recast succinctly 
using the following form; 
Bij 
(9.7.5) 
where Bu are the diagonal elements of the matrix B= A-'. The matrix A is defined as 
AIj = (Ii, - xf + hf , and cl is thý vector of weights a,, which are determined by solving 
A=y, where y is the vector of observed objective function values. The derivation of 
equation [9.7.5) as the function to be nuinimised is not provided here, the interested reader 
is referred to [164]. With the aim of minimising this leave one out estimator, the shape 
parameters h and P are therefore sought. To this end, a gradient based search routine in' 
method has been used to determine these quantities. 
Using the original sample data obtained for the purpose of optimisation using the 
polynomial regression model, and the optimisation technique for the parameters above, '' 
the radial basis function has thus been computed. Given that there are approximately 
fifty sample points computed using the Low Magnetic Reynolds number model, the final 
form of the function is too long to be expressed onto this page. Instead, a graphical 
representation of the surface of the chosen domain is presented in figure [64]; 
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Figure 64: RBF function generated using original sample data 
The complexity of the objective fimction is immediately apparent from the surface repre- 
sentation, and it is quite apparent that a simple quadratic polynomial regression surface 
will not suffice in adequately representing this type of trend. The contour plot illustrates 
that there are in fact several local minima present, as indicated by the crosses in figure 
[65]. The same sequential quadratic programming technique was used to obtain the min- 
imum predicted by the function, although in view of the fact that there are several local 
tninima present, a structured procedure was required. 
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Figure 65: Objective function contours, illustrating multiple local optima 
A multitude of initial points are provided to the optimisation routine, and for each 
one a path to an optimum is found. Of these optima, the smallest is returned as the global 
minimum of the surface. The set of initial points was set up on a systematic grid spanning 
the entire domain, thus ensuring all possible outcomes, at least within the domain, can be 
evaluated. 
A similar approach to the iterative method used for the quadratic regression model 
is utilised. For every radial basis function its global minimum is predicted using the pro- 
cedure above. For each prediction, the corresponding values for the dipole location, and 
the magnetic interaction parameter is subsequently passed into the analysis tool, for a de- 
terministic evaluation of the objective function at the same point. Unlike the regression 
model however, the only extra sample point evaluated using the PNS model is that of the 
minimum, instead of a region encompassing the point. As radial basis functions interpo- 
late through sample data, it is expected that the predictive accuracy will improve in the 
neighbourhood of the additional data points as a result of their inclusion. The new sam- 
ple data point from the PNS routine is added to the sample data set, its new radial basis 
function computed, and the procedure is repeated. The results of the iterative process are 
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presented iin table [9]. 
Iteration Ix location 0 02m) Q.. 
1 26.7733 1.1923 
2 25.0457 1.1764 
3 25.1921 1.1963 
4 25.1187 1.1873 
5 25.1187 1.1873 
Aitilir Apvs I% diffemnce 
-0.0037 0.024500 115.1 
-0.0072 0.021000 134.3 
1.3331 x 10-4 1.521 x 10-4 66.7 
1.521 x 10-4 1.521 x 10-4 0.0 
Table 9: RBF and PNS predictions to objective function 
The set minimum points investigated is also superimposed on the contour plots 
after the first and last iterations, in figure [66]. It is evident from the contours that the 
radial basis function is modified considerably in this region, mflecting the prediction of 
new minima at every step. The modification is more dynamic than for the contours in the 
least squares fit model, as both contour structures in figures [621 and [63] remain largely 
unchanged. 
As the percentage errors in the above table illustrate, there is no evident successive 
improvement, or refinement towards the minimum, for each step towards the minimum. 
This type of behaviour is more evident for polynomial regression, where the region of 
interest can be identified. As discussed earlier, for this two-dimensional surface, ascer- 
taining the region of interest is non-trivial, as within the data set of observed samples, 
there exist several local minima, which may be masking the global minimum. 
Thus said, based on the sample points obtained thus far, the use of radial basis 
functions does at least provide the global minimum after only five iterations. Also, for 
each individual iteration, it is possible to argue that radial basis fiWions are more useful 
than the quadratic least squares fit, as the PNS objective function values returned from 
inputting the predicted minima are considerably smaller for the radial basis function , 
than the quadratic model. 
However, it is also important to note that some of the values predicted are negative 
and are therefore unphysical values for a function that can never exhibit this behaviour. 
one must therefore exercise caution when using the model. Also, despite the smoothing 
as result of the parameter optimization used, the quality of a radial basis function is only 
truly accurate at the points sampled using the analysis tool. The surface profile is strongly 
dependent on the distribution of sample points, and the latin hypercube sample used, 
illustrated in figure [[61]], shows that them may still be regions that could be sampled 
more. There am local minima between where the objective function is greatest, (x, Q.. ) = 
(30.0m, 2.5) and the minima predicted above. Hence the graph is certainly not monotonic 
in this region were one might expect it to be. The appearance of unphysical optima 
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Figure 66: Contour Profiles near global minimum, after I (top) and 5 (bottom) iterations 
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is unfortunately one of the disadvantages of radial basis fiinctions , and is documented 
widely in literature. 
The problems associated with creating a surrogate model of this surface can be at- 
tributed to the properties of the approximation function, but it also worth noting that there 
are some issues relating to the observed data itself. For example the objective function can 
in some instances be insensitive to slight perturbations in either one of the input variables 
to another. To understand this, consider figure [67]. 
Q402 
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Figure 67: Effect of a sinall change in 
The original shock location, for a given value of magnetic interaction parameter 
is taken to be the central location, between the two grid lines either side of it. Next, 
suppose that the magnetic interaction parameter is increased slightly, to Q., resulting in 
the effect of a decelerated flowfleld. This would result in an increase in the shock angle, 
and a corresponding shift upward in the conical shock as shown. If however, the change 
in Q,,. was so subtle that the shock position did not &hift beyond the grid line above the 
original shock, then for all intents and purposes, the shock will remain in exactly the same 
position, as far as the calculation is concerned. A natural remedy to this problem would be 
to include additional grid points, but no matter how small the spacing, the grid is always 
discrete, and therefore there will always be circumstances where incremental changes of 
the input variables will not be accurately reflected as a change in the objective function 
value. 
Although improvements can be made on the surface with mom sample points, the 
radial basis function nevertheless returns a global minimum whose objective function 
value is in agreement with the PNS results. The minimum returns a value of Q. = 1.1873, 
corresponding to a magnetic fleld with strength Bo = OAT. This demonstrates the fact 
that the same desired effect of shock on lip can be achieved through a judicious choice of 
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the location of the field source. Recall that for the dipole in fixed position in section [9.4], 
the optimum field strength was determined to be 0.6T. A natural extension of this study 
would therefore be to investigate whether a fuMer improvement can made to this value, 
either through additional sampling, or via widening the design space. 
9.8 Conclusions 
The problem was posed as to whether the flow around a hypersoni c ramjet inlet operating 
at off design conditions could be modified to ensure design operating conditions through 
the use of a magnetic field as a means of an external body force. With no experimental data, 
to compare baseline cases in the absence of a magnetic field, the initial task of determining 
the optimum operating Mach number for the geometry was determined to be M. = 6.0, 
having simplified the geometry to allow rapid use of the analysis tool. It is important to 
note that the unavailablity of comparison data makes verfication of the current section 
a challenging task. Thus although the optimisation algorithm returns the design Mach 
number stated in numerous works within the literature, due caution must be exercised 
when looking at results where magnetic field effects are included, as these cannot be 
measured against any other data source. 
An off design operating condition, which in reality would lead to vehicle unstart, 
was chosen to investigate the influence of a magnetic field. The operating Mach number 
was chosen to be greater than its design value, and for a magnetic field generated by 
a dipole at fixed location, an optimization investigation using a quadratic least squares 
regression model as a surrogate form, identified an optimum magnetic field strength that 
would ensure the shock on lip condition. 
Using the location of the magnetic field source as another design variable, it was 
also found that shock on lip can also be achieved for a smaller magnetic strength, if, 
the dipole location was chosen wisely. As the generation of magnetic fields ultimately, 
requires energy, reducing this cost isjust as important as ensuring design conditions. Ibe, 
study revealed a counter intuitive notion that there were instances when smaller peak, 
values for the Lorentz force generated were still sufficiently strong enough to ensure the. 
flow decelerated to the required amount. It was discovered that not only does the peak 
Lorentz force play an important part in ensuring optimality, the extent of the region of 
influence of the field was just as important. Depending on the location of the dipole, there 
are positions where the influence of the field is wider than for other locations, given the 
same field strength, and are therefore able to decelerate the flow over a wider region. 
The optimization procedures have been carried out using quadratic polynomial lent 
squares regression models and radial basis functions as surrogate models of the objective 
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function. The surfaces are substituted into a SQP module for determination of various 
optima. For the single variable cases investigated to determine the design Mach number, 
and the optimal magnetic interaction parameter for a fixed dipole, the regression model 
proved to be adequate to isolate the required points. Ald=gh the predicted values for 
the objective function were found to differ compared to the observed data, the model was 
able to predict global minima as additional data was added to the region of interest. 
The same cannot be said for the two variable test case involving variable field 
strengths and dipole location. Successive addition of sample points in the optimum region 
predicted by the regression model does not result in improved prediction capability. 7bis 
can be attributed to the fact that the second order model is too simplistic to accurately 
identify the trends correctly. However, radial basis functions were able to predict the 
global optimum after several iterations. The downside is that they can result in unphysi. 
cal behaviour, and as the resultant surface is more oscillatory than the regression model, 
the search procedure for the global minimum takes longer. 
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CHAPTER10 
MHD Control of Slender Body 
10.1 Introduction 
in this chapter a novel application of magneto-hydrodynamics on slender body aerody- 
namics is presented by applying the low magnetic Reynolds number model to examine 
the ability of magnetic fields in generating fomes on slender bodies. The objective of 
the current section is to demonstrate the potential of magneto-hydrodynamics in gener. 
ating side forces for cases that would otherwise not generate such forces. A parametric 
study investigating the effects of angle of incidence, strtamwise dipole location and radial 
dipole location is paformed to examine the extent of force generation under different op- 
crating conditions. Baseline test cases, in the absence of any magnetic field are included 
and'compared to available experimental data, to provide confidence in the unmodified 
IMPNS solver. However, as it was outlined in the previous chapter the lack of compara- 
tive data for cases involving mapeto-hydrodynamics means that caution is required when 
interpreting the results of applying mapetic fields to slender bodies. 
10.2 Slender Body Flow Control 
interest in controlling missiles and projectiles is a subject that has received considerable 
interest from the aerospace research community. The primary concern is to do with ac- 
curate payload deployment, and with additional mission requirements that require highly 
evasive man(rvres at incidence. It has been recognized for a while that axisymmetric 
slender bodies of revolution operating at incidence encounter cross flow separation and 
vortices, which at higher angles of attack result in vortex-induced yaw due to asymmetric 
cross flow vortex shedding [88]. Understanding the conditions under which side form 
are generated have gained interest. ý Ericsson and Reding argue for example that asym- 
metric vortices am formed when the angle of incidence exceeds the total induced angle at 
the body tip [54). This is not the case for supersonic flow, however, as vortex shedding 
emanates fi-orn the wake. 
It has also been noted that geometrical asymmetries on the body itself, such as 
dents or imperfections on the surface am also attributable to side force generation (53]. 
Moskovitz et al. ( 1081 also show that perturbations of any size that violate body symmetry 
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may cause flow asymmetry. Numerical simulations of Degani and Schiff [47] finIher 
identify the fact that stronger asymmetries are generated for perturbations that are located 
closer to the apex. 
Traditional control surfaces are particularly ineffective at larger incidences, as the 
side forces may become especially evident. In designing and manufacturing agile combat 
vehicles, there may also be uncertainty in the direction of the side force , and 
is therefore 
a very important issue. This results in limiting the performance of a projectile in the worst 
case, although significant research has been dedicated to the exploitation of such forces, as 
well as in trying to limit its effects when present. Thus the interest fi-orn aerodynamicists 
has focused on the use of numerous control devices designed to alter the vortical structures 
emanating in the wake of slender bodies operating at incidence, so that this side force can 
be attenuated to obtain a degree of control over the yawing moment. 
In one such example, Garon et al. [581 make use of MEMS devices within the nose 
region of a slender body for subsonic and supersonic flows. The presence of the device 
is shown to increase pitching moment and normal force for the subsonic case, although 
little change for the supersonic case is observed, apart fi-orn an increase in drag. In ex- 
perimental and computational studies, Corriveau et al. have shown that flow effectors 
mounted in the nose region of a projectile have positive effects in generating side forces 
at moderate angles of incidence [33,63,34]. They demonstrate that the maximal side 
force generated, for any given angle of incidence is strongly dependent on the azimuthal 
location an individual deflector, as well as on 
' 
its proxi 
* 
mity to the body tip. The resul- 
tant vortex structure is modified, yielding higher pressures on the side of the body over 
which the deflector is placed, thus yielding side force. Using a similar technique based on 
deployable flow effectors, Patel et al [I IS] devise a closed loop control system, whereby, 
the protuberances may be activated dynamically depending on pressure tapping readings 
located further downstrem along the body surface. 
While the above works have focused on making the most of artificially generating 
yaw through control devices, research has also focused on attempts to try and restrict 
side force generation, particularly at higher incidences. For example, Ng [115) carried 
out experiments to assess the effectiveness of a strake located along the nose of a slender 
body. For angles of attack less than 50% the effects of its presence were not particularly 
noticeable, but for 50* and 60% the strake was able to reduce vortex asymmetry. Stahl, 
was able to show a similar effect using fins located on the leeward side of a circular cone,, 
for subsonic flows [150). Modi and Stewart investigated several passive flow control, 
procedures to alleviate side force generation. This included delta strakes, porous tips and 
spinning tips, and were found to reduce side force from between 50% and 88%. Fisher and 
Cobleigh show that longitudinal boundary layer trips were able to reduce yaw at angles of 
176 
incidence greater than 60* [551, while using an altogether different approach, Roos (135] 
employed blowing on the nose region to suppress side force generation. Helical strips 
mounted over the whole length of the body [ 1291, and the use rotating tips on the nose of 
the projectile coupled with sh-Aes [10 1] have also gained attention. 
The above research provides indication as to some of the active and passive flow 
control devices targeting vortex structures, that are used for the end goal of either side 
force generation or inhibition. As manned flight explores the potentials of hypersonic 
velocities, so too has the delivery mechanism for projectiles. Indeed, hypersonic flight 
has long been achieved through the advent of such projectiles such as inter-continental 
ballistic missiles. The above flow control devices face two major problems in the hyper- 
sonic regime. Firstly, it is highly likely that the protuberances introduced above will have 
to endure greater loads at higher velocities, and therefore be susceptible to mechanical 
failure. At hypersonic velocities heating also becomes an issue, and hence one is left 
with the additional problem of having to ensure such devices are heat tolerant throughout 
the flight envelope. The second is that the faster a projectile is to travel, the faster the 
actuation speeds must be for any given flow control device. Knight points out that the 
response time for a mechanical or electro-mechanical control system for high speed flows 
may be measured in tenths, or at smallest, in hundredths of a second [83]. This may be 
acceptable in the supersonic regime, but as the speed domain of future vehicles becomes 
greater, such actuation speeds are more than likely to become unacceptable. 
Magneto-hydrodynamic systems in contrast have actuation times of the order of 
nanoseconds. In addition to this they have the advantage thatno moving components are 
exposed to the external flow, and are thus better suited to the hypersonic operating en- 
vironment. From identifying such benefits of magneto-hydrodynamics , and in view of 
the inherent control problems faced by slender bodies operating at supersonic/hypersonic 
velocities, it would be a natural extension to impose magnetic fields on such flow prob- 
lems. Chapter 9 made use of the control properties for an over-sped ramjet intake. In 
this chapter, the concept is extended to the problem of trying to generate side forces, by 
artificially introducing asymmetries into the flow. Dipole fields typically result in axisym' 
metric orientations, although they may be exploited to produce asymmetries by position- 
ing its source at different location s. -The present study investigates the potential for side 
force generation through imposing a field to generate disturbances, in a manner similar to 
methods used by Patel et al. [I 181 and Corriveau et al. (33,63,34]. 
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Figure 68: ONERA BI Slender Body 
10.3 Baseline Case: No Field 
To obtain confidence in the baseline calculations, a series of tests have been made to 
compare the predictive accuracy over a slender body, in the absence of any magnetic field. 
The geometry to be considered is the tangent ogive slender body examined experimentally 
at ONERA. It has been chosen due to its relatively simple profile, with no wings or fins 
present. Primary interest is on the effects of magnetic interaction on the body, and it is 
therefore convenient to choose a body without the complexities of additional geometry. 
The bI body under investigation is shown in figure [68]. 
The operating conditions for the baseline case are as follows; the incident Mach 
number has been fixed to M. = 2, and the freestrearn temperature is T.. = 183.33K. 
The Reynolds number based on body diameter is given by Re. = 0.16 x 10". The flow 
is assumed to be laminar, and an adiabatic wall boundary condition is applied on the- 
body surface. The experimental database includes sample data for turbulent calculations, 
however in view of the fact that this requires additional computational time, and since 
interest is in the interaction of the flow with the magnetic field , only laminar results are 
presented here. 
A test case of M. =2 was chosen because, as the subsequent sections of the chapter, 
will show, one is able validate the results of the IMPNS code to relevant experimental 
data. As the introductory sections of this chapter outlined, the current section is purely, 
theoretical, given that there is no data to compare the effects of applying a field. Thus it is 
useful to compare experimental data to a baseline case, in the absence of the field, so that 
one can ensure confidence in the results presented later in the chapter. 
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10.3.1 Grid and Itemtive Convergence 
Examination of the predicted lift and drag coefficients, for incidences of zero and ten de- 
grees is performed for grid and iterative studies, prior to c orriparison with experiment, as 
a necessary means of ensuring sufficient convergence in solution. The effects of changing 
the iterative tolerance, and the grid density on lift and drag coefficients are presented in 
tables [ 10] and [II]. Note that in the tables below, no data for side force is presented, 
as the flow is assumed to be symmetric about the plane y=0, for the no magnetic field 
calculations. Thus all side force coefficient values are identically equal to zero. 
COM TOI CD CL Grid Level CD CL 
1 0.1389101 0.0017850 31 x T3 x 23 0.1365621 0.00356tr 
10 0.1427760 0.0011626 60 x 85 x 45 0.1436124 0.0008521 
10-8 0.1436124 0.0008521 123 x 171 x 91 0.1466624 -0.000049 
Table 10: Iterative and Grid Convetgence a=0.0* 
v. Tol ý TO, CD' CL Grid Level CD CL 
ý 107 7 0.3207150 0.9353294 31 x 43 x 23 0.3234276 0.957 6335 
io-7 0.3298616 0.9364198 60 x 85 x45 0.3333508 0.9360126 
10-8 0.3313508 0.9360126 123 x 171 x 91 0.3356595 0.9438961 
Table 11: Iterative and Grid ConvcMc= a= 10.0- 
For the zero incidence calculations, the lift coefficient value approaches zero as the 
convergence tolerance is decreased, and the number of grid points is increased, which is 
to be expected. Ile percentage differences in CL values between successive tolerance and 
grid levels is considerable for this case however. For example, there is a 36% difference 
in lift coefficient values for the 10-1 and 10-8 iterative convergence tolerance levels, and 
an even greater difference for the two finest grids. In view of this, using lift coefficient on 
the'zero angle of incidence case is not a good measure of the extent of convergence due 
to the high variability in values. At higher incidence however them is a better indication 
of the criterion required for sufficient tolerance. For the lift coefficient, them is a 0.1% 
diffmnce between the 10' and 10-7 levels, and a 0.7% difference between the two finest 
grids, suggesting a 10-6 convergence criterion on a 60 X 85 X 45 grid is sufficient. 
Drag coefficient values are more sensitive to these parameters however, as the data 
indicates. At zero incidence, a 2.8% difference is observed between 10-6 and 10-7 con- 
vergence levels, and only 0.7% between 10-7 and 101. A similar trend is observed for 
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the a= 10.0 case; a 0.6% discrepancy in drag coefficient between 10-7 and 10-8 criteria. 
In terms of grid convergence there is a 2% difference for the finest two grids, for zero 
incidence, and at 10 degrees, comparison over the same grids returns a 0.6% difference. 
From this analysis, it is possible to infer that a smaller convergence criterion is required. 
to ensure sufficient convergence. A tolerance of 10-7 is sufficiently small to ensure that 
the relative difference compared to the next level is less than one percent. The grid chosen 
remains the same as that inferred from analysing the lift coefficient data, as the case at 
10* incidence shows little variation to the value on the finest grid. 
Although the simulations in the current case do not result in any side force being 
generated, due to the symmetry of the problem about the y=0 plane, it is neverthe- 
less necessary to ensure that factors which may contribute to side force are sufficiently 
converged. To this end, circumferential pressure coefficient variations are considered at 
several streamwise stations, along the body surface. Analysis of the pressure coefficient 
profiles by comparing the convergence tolerance level indicate minimal variation between 
the 101 and 10-1 cases, finther indicating that iterative convergence is achieved at the 
same tolerance level as for the analysis of the forces data. Figures [69(a)] to [69(d)] show 
the surface pressure coefficient distributions on three grids of variable density, compared 
to experimental data. The same grids were used as for the examinations performed on the 
lift and drag coefficient data, and the computations were run at an incidence of a= 10". 
Pressure coefficient data, fiorn the windward side of the body (0 = 0*) to the leeward side 
(0 = 180*) are plotted along the surface at x= 4D, x= 6D, x= 7D, and x 8D. All 
figures show that there is little variability in the pressure coefficient distribution for the 
three grids on the windward side, up to approximately 0= 70% although beyond this point 
the profiles begin to differ. The grid density in the circumferential direction has a strong 
impact on the solver's ability to capture cross flow separation, hence the discrepancy in 
profiles. 
Agreement to the experimental data improves with increasing strtamwise location. 
The most notable region of discrepancy is in capturing the primary separation point, oc. ' 
curring at 0z 90* for x= 4D, according to the experimental data. The graphs indicate that 
this point moves windward with increasing streamwise location; the parabolized Navier 
Stokes data demonstrates that it is able to pick up on this phenomenon, predicting the sep- 
aration point accurately. The exception is for the x= 4D profile however, the computed 
results predicting that separation takes place more towards 0= 100% In addition to the 
separation point, the magnitude of pressure coefficient value at separation also improves 
as one examines downstream data. 
Prince points out that the experimental measurement error in pressure coefficient is 
greater towards the nose of the slender body [125]. The discrepancy observed in figure 
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Figure 69: Circumferential Pressure Coefficient Distributions, on Three Grids 
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[69(a)) may be explained by the fact that over the nose area, the boundary layer displace. 
ment thickness is smaller, resulting in larger streamwise pressure gradients. Consequently 
them is a larger element of variability in pressure coefficient measurement, resulting in 
measurement uncertainty. There is limited variation between the two finest grids in the 
above figure, providing further evidence that the 60 x 85 x 45 is sufficient in resolving the 
flow field adequately. 
10.3.2 Comparison with Experiment 
With an adequate convergence tolerance and grid density defined, the following section 
makes direct comparison of parabolized Navier Stokes results to the remaining experi. 
mental data presented in [I I]. 
Circurnferential and axial pressure coefficient variations are examined at angles of inci. 
dence of a= 0". 5", 10". 15% The experimental dataset includes both laminar and tur- 
bulent calculations, but in the present instance, the concern is with the interaction of the 
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magnetic field with flow, and therefore, to avoid further uncertainty in the modelling due 
to the presence of turbulence models, only comparisons to the larninar experiments are 
made. Figures [70] to [71] represent pressure coefficient distributions on the body sur-, 
face, against axial location. Profiles for three azimuthal locations are provided, except 
for the zero incidence case, since the flow is axisymmetric in this circumstance. For all 
incidence angles, the PNS solutions show good agreement with the experimental data, for, 
all azimuthal angles considered. 
Circumferential pressure coefficient profiles for non-zem incidence calculations are 
presented in figures [72,73,74]. For each angle of incidence, stations x1D = 3,4,6,7,8, 
are examined. 
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From the three sets of data investigated, it is possible to conclude that in all cases, 
the point of primary separation is accurately predicted for all strearnwise stations, al- 
though there is considerable discrepancy in the magnitude of the pressure coefficient val- 
ues for the a= 5* case at x= 4D and 9D. Overall, agreement is worst for a= 5% - 
with greater agreement at higher incidences. Although the numerical simulations are all 
laminar calculations, a Reynolds number of 0.16 x 106 may be large enough to induce 
transition naturally. It may be the case that the comparisons made in the above do not 
reflect identical flow conditions. Prince states that there is a mismeasurcment in the cir- 
cumferential angle within the experimental data ( 125). The extent to which this angle was 
misaligned is not known, although it is a possible reason for the observed difference. An 
alternative explanation for the observed discrepancy for this case may be due to the fact 
that the vortical structures are closer to the body surface, for a= 5", compared to cases at 
higher incidence. 
10.4 Application of Magnetic Field 
A parametric study, investigating the influence and effectiveness of imposing a magnetic 
field generated ýrorn a dipole, has been undertaken. The numerical simulations up to this 
point have either been two-dimensional, such as in the validation exercises on the flat 
plate boundary layer, and the SHyFE geometry in previous chapters, or three dimensional 
but symmetric about a plane as the experimental comparative studies as in the previous 
section. In previous sections, the magnetic field imposed were relatively simplistic, in 
that they were either uniform fields, or dipole moments which did not exhibit any out of 
plane behaviour due to the nature of the problem under investigation. 
In this section an attempt is made to introduce asymmetries into the field, such that 
one may alter the vortical structure of the flow past a slender body at incidence. The 
magnetic field is three dimensional in nature, and is applied to disrupt symmetry within 
the flow, a necessary consequence of which therefore is that a full three dimensional flow 
solution is required. Another complication arising due to the magnetic field is to do with 
its orientation. The flow is assumed to be seeded with ionising particles ahead of the 
missile apex, such that the magnetic field can exert influence over the flow. In contrast 
to the two dimensional dipoles imposed on the blunt body and the ramjet intake, there 
are various orientations a three dimensional dipole may take, each resulting in different 
Lorentz force fields, and consequently different influences on the flow. It is therefore 
necessary at this point to examine in detail the pertinent factors that govern the flow 
physics in the presence of the geometry, and to obtain an intuitive understanding of what 
is required from imposing the field. 
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Figure 75: Vortex Structures for Flows at Incidence 
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Consider a slender body operating at moderate incidence, such as in the calculations 
in the previous section. In such circumstances, and under the further assumption that 
there are no other sources of inherent asymmetries, such as surface roughness or dents in 
the geometry, one would expect to See a vortex structure similar to that shown in figure 
[75(a)]. Cross flow separation takes place at identical locations either side of the body for 
a given streamwise location, and the voitices have same strength. 
To generate a yawing moment, one would require the symmetry in this structure 
to break down, as in (75(b)], such as that associated with slender body aerodynamics at 
high incidences. The vortex core is associated with a low pressure coefficient region. if 
a vortex structure such as this is achieved, there is a pressure differential between the two 
surfaces, the lower pressure region being associated to the side whose vottex is Closer to 
the geometry surface. Consequently, a side force is generated in the direction towards the 
vortex closer to the surface, ftorn right to left in the diagram above. 
It was shown in chapter 6, that a laminar boundary layer could separate under the 
influence of a magnetic fieldL The magnetic field was orientated in such a way as to be 
perpendicular to the predominant flow direction, acting to cause a decelemion in the flow 
and an eventual separation. Applying this concept to cross flow separation, one would 
require a force to act opposite to the flow direction in the cross flow plane. This would 
result in separation occurring at a point located closer towards the stagnation point on the 
windward plane in the schematic above. Thus if the force can be applied asymmetrically, 
it is possible to induce separation to occur earlier on one side of the body than the other, 
generating distorted asymmetric flow pattern. The boundary layer and SHyFE studies 
have shown that it is possible to use both an uniform field, as well as a dipole to decelerate 
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an oncoming flow. Since a uniform field is difficult to obtain in pmctise, one is left with 
trying to create a suitably orientated dipole field which genemtes a force field acting 
opposite to the flow. 
Decoleratlag 
force 
Figure 76: Magnetic Field Orientation for Slender Body 
In the current investigation therefore, flow asymmetries are sought through the use 
of magneto-hydrodynamic interaction. Consider the orientation of the magnetic field in 
figure [76]. The dipole core is shown within the body, and only the magnetic field lines' 
in the plane of the page are illustrated. It shows that given this orientation, there exist' 
magnetic field line portions that are perpendicular to the flow, particularly in the vicinity 
of the body surface. This resultS'in a Lorentz force acting opposite to the incident mean 
flow direction, as observed in the two aforementioned studies. As the dipole source is 
located off the central axis, it is guaranteed that the strength of the field to the right of it 
must be stronger than that on its left, and decelerating effect must be greater on the dipole 
side. 
Recall that in 31), the generalised, equation for the magnetic field lines generated 
by dipole is given by the following equation; 
3m(m. r)-R2m (10A. I) R5 
where r is the vector from the dipole source to a general point in space, with R its mag- 
nitude, and m is the vector dipole moment. To ensure that the magnetic field lines am 
orientated as in the above, one must choose the dipole axis to be in the y-direction. Ex- 
amining the magnetic field lines in the streamwise plane at which the dipole source is 
located, results in a form similar to the schematic in [76]. The form of the magnetic 
field used for the remainder of the study is therefore given by the above equation, with 
M= (0,1, O)r. 
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10.4.1 - Parameters Under Investigation 
To widen the scope of the investigation, several variables were identified as being pev 
tinent factors in the generation of side force, and formed the basis of the study, whose 
effects would be irwestigated. 
As explained in 
' 
the previous section, the magnetic field source was located off 
the centre line Of the geometry, on the port side of the projectile. as the sourcelocation 
strongly influences the manner in which the Lorentz force is experienced by the flow, a 
variable dipole location was also deemed necessary as test parameter. It has been men- 
tioned in the literature that the closer a perturbation is located to the apex of the body, the 
greater the asymmetry Ruther downstream along the fuselage. It is therefore appropriate 
to consider these effects, thus one of the variables introduced was the strearnwise location 
of the dipole source, located at x=0.5D, I. OD, 1.5D, 2. OD, where D is the diameter of the 
fuselage. 
The introductory section ou 
' 
dined that the primary separation point on a body at 
incidence moves windward, with increasing axial distance, and with increasing incident 
angle, due to an increase in skin ffiction coefficient and the presence of an adverse pres- 
sure gradient. To try and exert influence over this phenomenon, an additional factor in- 
troduced, coming under the umbrella of dipole location, was the effect of altering the 
azimuthal location for the source. For each strearnwise location, the dipole source was 
placed at five different azimuthal locations, denoted by an angle 0, as shown in figure 
(77]. 
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Figure 77: Azimuthal, Dipole Locations for each Sftmwise Station 
To ensure that the dipole strength is not inadvertently altered by the choice of 0, and to 
guarantee the same magnetic field strength on the surface for all azimuthal locations, in 
each case, the source was placed the same radial distance away from the body surface. 
Measured radially from the central axis of the body, each source was placed such that 
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its radial distance was O. lD away from the surface. From the flow conditions, under a 
perfect gas assumption, one can infer a value of 271.43m/s for the speed of sound and 
4.56 x 10-4kglml for the freestrearn density. The conductivity value was taken to be the 
same as that used for the SHyFE investigation, 100mholm. As the dipole sources are 
located in close proximity to the flow, a magnetic field strength on the order of 10-1 T was 
chosen. A suitable value for the magnetic interaction parameter given by equation [9A. 6] 
was therefore chosen to be 2.5 x 10-3. 
In addition to the above, since slender bodies typicaliy operate at several inci-, 
dences, the effects of modiýýing the angle of attack were also considered. To maki, 
meaningful comparisons to the test cases run in the absence of a magnetic field ,a zero 
incidence case, in addition to ct 50,10* and 15" cases were also run. The three parame-, 
ters varied in the study are therefore the strearnwise location of the dipole, the azimuthal 
angle of the dipole position, and the angle of incidence as above, each with four, five and 
four values respectively. A full parametric study comprising of eighty simulations Was 
made, the results for which am presented in the following sections. 
10.5 Results 
10.5.1 Zero Incidence 
Lateral force coefficients for the zero incidence case are shown in figure [78]. The effects 
of using four strearnwise dipole locations, and five radial locations, 0, as independent 
variables is illustrated in the figure. 
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Contrary to the initial hypothesis suggested in the previous section, the figure suggests 
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that side forces may be generated to ad on the slender body in both directions. 7be 
previous section argued that with the field orientated as in figure [76], the flow could be 
decelerated so as to cause crossflow separation ftuther towards a windward location on 
the body. Such an arrangement would result in separation occurring earlier on the dipole 
side of the body, and the ensuing vortical structure would be ftuther away from the body 
surface compared to the starboard side. A consequence of this is that the force is directed 
in the starboard direction, due to the asymmetry in vortex structure. Another immediate 
observation that can be made from figure [79), which goes against an idea outlined in 
the previous sections, is that the effects of applying a magnetic field are not necessarily 
greater the closer one approaches the apex of the slender body. 7be figure clearly shows 
that the opposite seems to be true, in that for any given azimuthal dipole position the 
effects on side force coefficient are greater as one moves downstream. 
7be above plot suggests that the problem is not quite so simplistic. For a dipole 
located at 0=2 10" and 240", the force is directed increasingly towards the port direction, 
whereas for all other incidences the side force acts in the opposite direction. Furthermore, 
for zero incidence, the baseline case in the absence of a magnetic field does not involve 
any vortical structures, and it is therefore necessary to understand the causes of the above 
observations. 
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Figure 79: Circumferential Pressure Coefficient Distributions, a= O", x = 2. OD 
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The figures in [79] show the variation of surface Pressure coefficient on the port 
and starboard portions of the body, at several statiom as indicated. On the x-axis, 0= 0" 
would refer to the windward location, and 0=IW the leeward position, if the body were 
operating at incidence. 
By considering the side force coefficient profiles in [78], only variations for the 
most extreme cases, in other words the case for x=2. OD, at 0=2 10" and 330' are 
considered. The plots on the left hand column in the above figure show that the pressure 
coefficient is for the most part greater on the starboard portion of the body, except for 
several azimuthal positions on the x=7.6D station. Thus there is a net pressure differen- 
tial generating a side force acting towards the port side, in the negative y direction. For 
0= 330', the converse is true. The pressure coefficient distribution is consistently greater 
on the port side, resulting in a net force in the positive y-direction. Thus the pressure 
coefficient distributions provide a convincing account of the observed behaviour in side 
force coefficient, and are consistent with profiles in [78]. 
An interesting question is to ask how the flow is disturbed by the magnetic field . 
The above figures show that as a result of changing the azimuthal position very slightly, 
the side force direction can be altered considerably. Greater insight into the behaviour can 
be gained by looking at the variation of vorticity magnitude across the body, as illustrated 
in figures [81 (a)] and 
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Figure 80: Vorticity Magnitude Contours, a= O", x = 2.0D, * =2 10" 
For the dipole located at 0=2 100, one can observe a vortex core forming on the lower 
portion on the dipole side (port side) of the slender body, and another further downstream, 
situated further up the port side. The former vortex is deflected away from the body 
surface, although since the latter is generated further downstream, it remains in relative 
proximity to the body even at the last station. Such vortex cores are associated with a 
region of low pressure at their centre, and serve to explain the observations in the pressure 
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coefficient profiles shown above. In figures [79(c)] and [79(e)] for example, one observes 
a sudden reduction in port side pressure coefficient at about 0= 60". Examination of 
figure [81 (a)] confirms that such an adverse pressure gradient is due to the emergence of 
the secondary vortex on the port portion of the body, and also serves to explain why a side 
force acting in the negative y-direction is observed. 
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Figure 81: Vorticity Magnitude Contours, a= O', x = 2. OD, O = 330' 
In the second case, with the dipole positioned at 0= 330', figure [?? ] shows that 
vortex is generated on the starboard side, which is directed over the top of the body, 
directing it toward the port side. Note that the orientation of the axes in the figure is 
the same as that of figure [81 (a)]. The perspective has been changed slightly for better 
visualisation of contours appearing on the leeward surface. A second starboard vortex 
can be seen to be generated downstream, as well as a secondary vortex in close proximity 
to the body. This is accounted for in the pressure coefficient profiles. In figure [79(d)], 
the dip in pressure coefficient occurring at 0= 135' can be attributed to the secondary 
vortex, whereas the subsequent drop at 0= 1500 is as a result of the detached vortex. 
This behaviour can also be observed ftuther downstream, since at x=7.6D the detached 
vortex is attributable to the reduction after 0= 160", and the secondary vortex to the fall 
at 0= 145', in figure [79(f)]. The consequence is that the pressure coefficient on the 
starboard side is lower than on the port side, resulting in a net force acting in the positive 
y-direction, providing further explanation for figure [78]. 
Exploration of the streamlines emanating from the apex of the body highlights the 
influence of the magnetic field on the fluid. Consider the streamline paths in figure [82], 
corresponding to the zero incidence case, with the dipole source situated at x=2.0 and 
0=2 10'. The streamlines emanating from the port side of the vortex are directed wind- 
ward (if at incidence) side, resulting in the vortex core observed on the bottom surface 
in figure [81(a)]. The second vortex core, located further up on the port side, can actu- 
ally be accounted for by streamlines originating from the starboard side of the missile 
nose. Thus, looking at the slender body front on as in the schematic in diagram [77], the 
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Figure 82: Streamlines, a= O", x = 2. ODo =2 10" 
magnetic field acts to redirect the flow in a "'clockwise" fashion, with mass on either side 
separating to form the observed vorticity. 
This clockwise behaviour is also confumed in [831 below, showing the streamlines 
for the dipole positioned at 0= 330*. 
Figure 83: Streamlines, a= O", x = 2. ODo = 3300 
In a similar fashion to the case where a dipole is located at 4j =2 10, one can observe 
that the streamlines from starboard side are directed Over the top of the body once again. 
However, the flow falls short of separating on the port side; instead the streamlines roll up 
into the first detached vortex observed in figure [?? ], which can be seen on the leeward 
portion. On the other hand, in the same figure, the port side streamlines are redirected 
downward to the extent that they form part of the vortical structures that are generated 
further downstrem. 
The above discussion of the evolution of the streamlines provides key understand- 
ing over the manner in which the magnetic field is influencing the flow. Mass is directed 
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downward, for flow approaching the body on the port side, and upward for that on the star- 
board side. Rather counter-intuitively, the field is more effective in redirecting the flow 
over the top of the body for 0=2 10% as in [82], even though the source is finthest from 
where mass is most affected. The converse also holds true for the dipole source located 
toward the upper surface. At 0= 330, mass is redirected from port to starboard under 
the body. Reverting back to the original hypotheses in determining a suitable magnetic 
field, it is instructive to note that the field orientation described in [76] does indeed gen- 
erate the required downward force, on the port side. This is clearly evident in both of the 
above streamline figures, indicating that on the dipole side of the body, flow is directed 
downward. 
10.5.2 Effect of Incidence 
The previous subsection investigated the effects of applying a magnetic field to the slender 
body operating at zero incidence. It was shown that side forces could be generated in 
either direction depending on the azimuthal position of the dipole, and that the strength of 
the force was highly dependent on the strearnwise position of the dipole. The generated 
force was a result of an imbalance in the pressure coefficient distributions on the port and 
starboard sides of the body, itself caused by the appearance of vortical structures at various 
positions over the geometry. The vortical structures are purely the result of applying the 
magnetic field, as at zero incidence there is no crossfiow separation present. This section 
considers how the behaviour in side force changes as a result of operating at incidence. 
Unlike the previous case, one must consider the evolution of vorticity caused by operating 
at a incidence, as well as that generated by the magnetic field , and their interaction. 
Figures [84], [85] and [86] show the variations in side force for the azimuthal angles 
and strearnwise locations for the dipole source, for angles of incidence at 5,10 and 15 de- 
grees respectively. A common observation, which was also evident for the zero incidence 
case is that as the dipole is moved downstream, the side force increases monotonically, 
acting to divert the slender body in the starboard direction. However, at zero incidence, it 
was found that for 0=2 10" and 240% the force acted in the opposite direction, diverting 
the missile to the port side. The main difference in the figures below is that regardless of 
azimuthal location, the side force acts in the same direction. Except for several isolated 
cases when the angle of incidence is 15 degrees with the dipole positioned at x=0.5D or 
x= LOD, all simulations result in the body being directed starboard. 
196 
1.4 
1 
8.4 
40240 
4-30 
*-33 
bnsbw. No lW 
0 
0 
d 
0.0 1 12 1.4 1.6 1.8 
DIRb baMb& XM 
Figure 84: Side Force Coefficient, a= 50 
1. a 
1.4 
IA 
1 
ei i 
2 0.4 
0.4 
*. 2jo 
*. M 
0-30 
"33 
o"'I". NO IM 
0 
0 
M 
1.2 1.4 1.6 
Mob I'I Igo 
Figure 85: Side Force Coefficient, a= 100 
2 
1$ 
11 
.1 I 
4-330 --*- he isid 
0.4 0.6 9.8 1 1.3 1.4 1.6 1.8 a 
000b bomim WO 
Figure 86: Side Force Coefficient, a= 15" 
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Examination of the vortical structures provides an explanation for the observed 
variations in side force coefficient. The figures in [87] show the evolution of vorticity 
magnitude contours, for the slender body operating at an angle of incidence of 5 degrees, 
with 0= 330'. 
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Figure 87: Vorticity Magnitude Contours, a= 5', 0 = 330' 
For the case where the dipole is positioned at x=0.5D, closest to the apex, figure [87(a)] 
shows that there remain some of the symmetric characteristics, as for the no field case. 
However, in analogy to the figure in [82], the streamlines are directed downward slightly, 
delaying crossflow separation on the port side. The vorticity on the starboard side is 
greater than that on the opposite portion of the body. This is slightly ambiguous from 
figure [87(a)], but is confirmed by figures [88(a)] and [88(b)], showing azimuthal pressure 
coefficient variation for this case. The stronger magnitude at its core is evidenced by the 
consistently lower surface pressure coefficient on the starboard side, hence resulting in 
positive side force generation. 
Moving the dipole position downstream is initially characterised by the absence of 
a vortex appearing on the dipole side of the body. At x= LOD for example crossflow 
separation occurs, resulting in a vortex core visible halfway along the fuselage of the 
body. As this is characterised by a low pressure region, and in the absence of an equal and 
opposite vortex on the port side, also results in side force acting in the positive y-dircction. 
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Further downstrearn at x=1.5D them is a vortex core of greater magnitude, and a suction 
vortex in proximity to the body, resulting in greater regions of low pressure coefficient. 
At x=2. OD, in figure (87(d)), the crossfiow separation vortex core is shown to occupy 
a larger region, and is directed over the top of the body. The core of the suction vortex 
also occupies a larger region than for x=1.5D, itself detaching from the surface further 
downstream. Thirdly, another vortex core is shown to emanate, after the halfway position 
on the cylinder. 
A direct comparison, demonstrating the effects of varying strearnwise dipole loca. 
tion on the pressure coefficient distribution are shown in (89]. The effects on starboard 
side are self evident; an overall reduction in pressure for all azimuthal locations, consis. 
tent with the observed vortical behaviour outlined above. 
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Figure 89: Circumferential Pressure Coefficient Distributions, a= 5*, 0 = 330", x = 7.6D 
The effects on the port side are not immediately obvious, but one can infer fnxn (99(b)) 
that the fall in pressure coefficient around (0 = 12(r - 180*), for x=2. OD is due to the 
vortex on the upper portion of the body. 
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The vortical structures observed in [87(d)) may be explained through considering 
streamlines close to the surface of the body. Consider [90], showing the path of stream- 
lines emanating from the port side of the body, fiwn the windward face. It identifies that 
the vortex appearing on the upper leeward portion of the body in [87(d)] is the result of 
the magnetic field directing flow from the apex over the top portion of the nose. In fact, 
streamlines emanating from the starboard side are also directed towards its opposite side. 
V-- 
Figure 90: Streamlines, a= 50, x = 2. OD, O = 330" 
The result is a shearing motion on the leeward side of the missile, culminating in the ob- 
served vorticity. Furthermore, the near wall suction vortex observed can also be accounted 
for by the movement of mass from port to starboard side. The third vortical structure de- 
scribed above, can be attributed to the effects of incidence, although it is clear that flow is 
also directed under the body. 
At higher incidence similar trends in the vortical structures are observed, as the 
source is moved from the apex toward the fuselage. Ile figures in [911 for example, track 
the evolution of vorticity magnitude contours for an angle on incidence of 15 degrees, with 
the azimuthal location of 0= 330*. At x=0.5D a certain degree of symmetry is preserved 
in that the vortices as a result of crossflow separation are evident. Separation occurs earlier 
on the starboard side however, meaning that the low pressure region at the vortex core on 
the port side remains closer to the body. A side force acting in in the negative y-direction 
ensues, and explains why in figure [86] a negative side force is encountered. As with the 
5 degree incidence figures above, relocating the dipole source downstream results in the 
eventual absence the port-side vortex, to be replaced by regions of high vorticity at several 
locations on the starboard side. Thus, the side force subsequently acts to divert the body 
starboard, resulting in positive side force generation, as indicated in figure [86]. 
The effects of changing the azimuthal angle 0 on the direction of the flow can be 
understood by examining the Lorentz Force field generated by imposing the magnetic 
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Figure 91: Vorticity Magnitude Contours, a= 150,0 = 330" 
field. Figure [92] illustrates the force vectors in the y-z plane, for two azimuthal angles, 
2 10* and 3 300, superimposed by the contours of the magnitude of the Lorentz force. The 
vector field is taken at the streamwise station where the nose and fuselage of the slender 
body meet. As evinced by the streamline figures above, for 0=2 10" the Lorentz force 
acts to divert mass ftom the port side to starboard. The converse is also true, but the 
asymmetry lies in the fact that the magnitude of the vector field is greater on the right 
of the figure than the left. The main observable difference for the 0= 330' case is that 
windward-acting force vectors are present fin1her up, towards the leeward side. There is 
still a force component diverting the flow over the leeward side, but to a lesser extent than 
for 0= 2100. The figures therefore reveal consistent behaviour with figure [76) in that 
the force is acting windward, but particular insight is achieved by examining behaviour 
dependent On azimuthal dipole position. 
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Figure 92: Lorentz Force Vector Field, a= 15', x = 2-OD 
10.6 Effects on Other Forces 
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The above sections illustrate that the application of magnetic field successfully generates 
side force, although consideration must be made as to which direction one wishes to exert 
the force. Examination of side force alone does not ensure successful control however, 
and in this light the current section examines the consequences on other force data. The 
variation of lift coefficient with streamwise position of the dipole are illustrated in figures 
[93] and [94] . 
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Effect of changing the azimuthal angle are also considered. The figures illustrate that as 
the angle of incidence is increased, so too does the lift coefficient. This is an expected 
consequence of operating at incidence, owing to the increased vorticity appearing on the 
leeward side. Another observable trend is that in all cases, as the source is moved down- 
stream, the lift coefficient increases. The subsection investigating the effect of incidence 
revealed that additional vortical structures on the leeward side appeared as the streamwise 
location of the dipole was increased, resulting in a lower pressure coefficient distribution. 
-lberefore, in addition to the port-starboard differential in pressure coefficient, the differ- 
ence in pressure gradient between the leeward and windward portions of the body also 
increases. Since vorticity magnitude on the leeward portion increases with x-location, so 
too does the lift coefficient. 
With the exception of the zero incidence case, the above figures identify that for any 
given strearnwise dipole position, the peak in the lift coefficient occurs when #= 270". 
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At this azimuthal location, the vortical structure appearing on leeward side of the body is 
most prominent, and can be accounted for by considering the magnitude of Lorentz force 
vector field below in figure [95). One can observe that compared to the field magnitudes 
in figures [92(a)] and [92(a)], the extent of asymmetry in the greater, particularly towards 
the leeward side of the body. 'Mis means that flow directed from the port side of the 
slender body carries greater momentum over the missile, than flow from the starboard 
side, resulting in a greater shearing motion. The result is a vortical structure of greater 
magnitude. This is confirmed by looking at the pressure coefficient values for a given 
station as in figure [96], showing values on the starboard side. The pressure coefficient 
near 0= 180" is smallest for 270, confirming the magnitude of the vorticity on the 
upper surface is greatest for this azimuthal location. 
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Figure 96: Circumferential Pressure Coefficient, Starboard side. a= 15*, x = IOD 
Any gains in terms of side force generated must be viewed in light of any potential 
limitations that might be imposed upon the operation of the slender body. In the context of 
analysing the aerodynamics of the missile, the cost associated with the generation of side 
force may be described in terms of the dmg coefficient. An increase in drag coefficient 
would result in a restriction on the operating range of the body, or the requirement for a 
greater fuel load, for any given range. It is therefore mandatory to explore the effects on 
drag caused by applying the magnetic field. 
Figures [97(a)) to [97(d)] represent the variation of drag coefficient as a function 
of strearnwise position and azimuthal angle of the dipole, for the angles of incidence 
investigated throughout the current study. Superimposed onto each plot is the baseline 
drag coefficient value, corresponding to the drag coefficient for the baseline case, where 
the magnetic field is not applied. This provides a meaningful comparison to make, as it 
provides a benchmark value to which drag values under the infiuence of a field can be 
measured against. 
204 
ol 
0. 
0 
0 
I 
0 
0 
0 
29 
29 
24 
22 
3210 * 
4^330 
U Nq ftM 
0.4 0.8 04 1 12 1.4 1.6 1.8 2 
Doole Ir, 0m9 xOD 
(a) am o* 
1.2 
1.1 
1 
0.0 
0. & 
0.4 
Ü-2 
I g 
I 
_ 1 T 
&45 
0.4 
0. " 
03 44240 
026 - - - 60 
, emo 0 0.2 - - - s4008", No and : ---% 
-ý 0.4 0.8 0.8 1 12 1,4 14 14 2 
Dipom Im Fmm'. . &v 
(b) ir - 5* 
6.6 
2 
1 1 1 
-- 
IA 
1 2 . 0210 
$6270 
64300 --0-- 
- 
OJ 403m 
0.4 0.6 0.6 1 1.2 IA IA IA 2 0.4 0.6 0.8 1 1.2 IA IA JA 2 
Do* bown. xv D*b ,- am 
(C) aa 10" (d) a 15* 
Figure 97: Drag Coefficient Variation 
it is evident from tlýe above figures that the magnetic field orientations result in drag 
coefficient values that exceed the baseline calculation value. General1y, one can conclude 
that drag increases with streamwise position, although there remains an exception for 
the zew incidence case, at x= LOD. Regardless of the position of the dipole, the drag 
coefficient value is greater than that for the no magnetic field case. Recall that the effect 
of the magnetic field has been shown to divert the flow both leeward and windward, with 
the consequence of generating additional vortical structures. 
The effects of such vortices forming is evident in the skin friction distribution over 
the, missile. Consider the skin friction contours, for the no magnetic field case in figure 
[98(a)]. In the absence of a magnetic field, the skin friction distribution is symmetric. For 
a dipole positioned at x=2. OD, both the port and starboard profiles in figure [981 show 
that the skin friction is greater over the body, particularly over the fuselage. Over the 
nose, the skin friction is greater on both sides due to the effect of the field redirecting the 
flow leeward over the body, resulting in additional drag over the entire body. The regions 
where the skin friction is considerably greater over the fuselage, are regions where one 
can associate a vortex core to be not far from the surface. 
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An unfortunate but necessary consequence in generating a side forve therefore, is the 
additional drag induced by extra skin ftiction. As evinced in figures [81(a)], [87] and 
[91 ]. The magnetic field is capable of generating vortical structures necessary to ensure 
an asymmetric pressure coefficient distribution over the body, but these are precisely the 
flow features that result in a rise in skin friction on the body surface. 
The sideforces generated due to the magnetic field therefore results in additional 
forces being produced in the axial and crossflow directions. As the side force intensi- 
fies due to placing the dipole further downstream, both the drag and lift coefficients also 
increase. The Lorentz force applied yields an asymmetric vortex structure, with greater 
vorticity magnitude resulting in a greater pressure coefficient difference between the lee- 
ward and windward portions of the body, causing lift. The same vortical structures also 
result in additional skin friction being genemted, particularly on the leeward and starboard 
portions of the body, with the consequence of additional drag. 
10.7 Stability and Comparison to Conventional Devices 
So far the discussion in the present chapter has focused on the use of magneto hydro- 
dynamics in trying to generate forces on a slender body as a means of flow control. To 
put such a discussion into a relevant context the following is a discussion on the main 
alternative methods that are available to influence forces, and a comparison of using the 
proposed MHD method against established techniques that are used in practise. 
The most widely used control measures to date have been components such as 
wings, fins and canards, which are positioned strategically at various sft=mwise loca- 
tions, and radial positions on the surface of the missile. Geometrically, these three com- 
ponents may often be of similar shape, but distinctions are drawn between them by the 
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&et that they are placed in different locations with respect to the centre of gravity of the 
body. Unlike an aircraft whose wings are fixed and employ elevators and rudders, canards, 
wings and fins on missiles are attached with hinges, for example. Thus the attachments 
a= designed to be deflectable, and it is this feature that provides the slender body control 
inechanism. 
An extensive amount of research has been conducted to examine the effect of em- 
ploying such devices. Much of the work to date has focused around attempts to quantify 
the influence of using a fin or wing by performing component-only analyses, followed 
by examination of the slender body with wings attached. Hemsch for example estimates 
force and moment estimations acting on each fin, from which cross-coupling effects and 
influence on the slender body when attached can be determined [69). Stallings provides 
a similar review, with the main emphasis on low aspect ratio wings, at high incidence 
angles [ 15 11. To test the validity of missile flow prediction code "Datcom", Abney and 
McDaniel (1) have examined the impact of forces on slender bodies both in the presence 
and absence of wings, at high angles of attack. 
While the emphasis on this has been on the resultant changes in side f=c coef. 
ficient due to adding the influence of a magnetic field, for conventional device research 
rriuch of the focus has been centred around the changes in lift and drag coefficients. Tbus, 
-it is difficult to make a side 
by side comparison of the two control methods in terms of 
side force, but contrasts are made here against data that is available. 
II For example, in Abney and McDaniel, [1) results are compared for supersonic 
ýows past BI with and without the use of fin plates at the base of the projectile. The 
fin employed is the "T3" clipped delta planfonn shape, the details of which are provided 
In' the above f, M erence. The experiments and datcom simulations are taken such that the 
freestream Mach number is 0.8, with a Reynolds number of 2.3 x 106. In their work they 
present the following results for experimental lift coefficient data. Some of their main 
findings am presented within table [ 12) below. 
Angle of Incidence CL without fin CL with fin 
0.1 0.49 
10 OA5 1.1 
15 0.9 2.5 
Table 12: CL Experimental Results for B 1, with and without fin, from [I 
It is clear from the above that the addition of four fins at the base of the body msult in 
additional lift being generated, as one would expect if the body was operating at incidence. 
Table [131 shows the lift coefficient results for a delta wing with several aspect 
207 
ratios (AR), operating at Mach 2.96. The data is taken from [151] and provides an idea as 
to the magnitude of the lift one can expect from using such a device to generate lift. The 
benefits to lift coefficient from using aa larger aspect ratio delta wing are evident, although 
Stallings also points out that increasing Mach number results in lower lift coefficients as 
there is a reduction in the windward-surface pressure coefficient, and also due to the loss 
of vortex lift on the leeward surface. 
_Angle 
of Incidence I CL, AR=0.5 CL, AR= 1.0 CL, AR=2.0 
5 0.06 0.1 0.105 
10 
1 
0.16 0.19 0.22 
15 0.23 0.28 0.34 
Table 13: Delta wing Lift Coefficient, from [151] 
Stallings also provides figures on the effect of using delta wings attached to a body. At a 
Mach number of 0.8, at 10 degrees incidence, the experimental results show that the lift 
coefficient increases from approximately 0.4 to 2.3, when delta wings are included in the 
configuration. The inclusion of strakes to the configuration increases the lift coefficient 
further to 2.9. 
It is difficult to directly compare the results given by applying a magnetic field to 
the conventional device results found in the literature, as the works do not make specific 
reference to the impact on side force, but rather on the lift coefficient generated due to the 
addition of fins and wings. Nevertheless, the above discussion does provide a benchmark 
to which one can judge the magnitude of the impact on lift coefficient due to the magnetic 
field. 
Examining figures [93) and (94) shows that as one would expect even in the ab- 
sence of the field, lift coefficient is an increasing function of incidence. Secondly specific 
figures also show that as the field source is moved downstream, lift coefficient increases. 
Comparing the effects on lift coefficient between the baseline case and the cases where 
the dipole is positioned at xdip = 2. OD, in the most extreme case, one can observe an 
increase of more than double in the lift coefficient. This is observed for the case where 
a= 100,0 = 270. The above discussions on the works by Abney and McDaniel (1], 
and Stallings [151] also show a more than double increase in lift coefficient due to the 
additions of fins and wings respectively. Given these figures one might conclude that the 
resultant change due to the magnetic field is not excessive. 
However, one must reiterate here that the purpose of applying the magnetic field 
is to try and introduce side forces that might alter and control the flight trajectory of 
the body. Figures 84,85 and 86 illustrate that such an introduction is indeed possible, 
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but this discussion highlights that them are some unintentional consequences as regards 
lift. There are two causes of the additional lift. The first is due to the body operating at 
incidence. The second is due to the low pressure regions being created on the lee%7W 
side of the body. Ibis magnetic field acts to redirect the flow, resulting in extra vofticity. 
The increase in lift can at most be a tvýofbld increase, thus fiulher analyses are required 
to try and alleviate the control mechanism of this consequence. This could be in the form 
of restricting the dipole position to be in close proximity to the body apex, or to use a 
Wcaker magnetic field. 
The above discussion therefore suggests that the changes to the lift coefficient are 
of the same magnitude as if one were to attach conventional flow control devices such a 
fins Or wings to the slender body. 'Mis unintentional consequence of imposing a field is 
thus a restriction in making use of MHD as a flow control mechanism, although to assess 
its use thoroughly one must also investigate the stability chaiacteristics of a body under 
the influence of the field. As the calculations in this chapter have examined the effect of 
angle of incidence, longitudinal stability is considered here. 
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Figure 99: Pitching Moment Coefficient, as a function of Angle of Incidence 
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Figures 99(a) to 99(d) show the variation of pitching moment coefficient with respect to 
angle of incidence for a dipole placed at each of the four strearnwise locations and 5 radial 
positions. The moment is taken about the centre of gravity of the body. A body is defined 
to be longitudinally stable if the derivative of the pitching moment with respect to a is 
negative, and as the figures show, this is generally true for most cases except where the 
angle of incidence is between zero and five degrees. It is therefore possible to conclude 
that the pitching moment acts to restore stability outside the zero to five degrees incidence 
range. Within this range, the body is longitudinally unstable, therefore caution is needed 
in operating in this domain. 
From the above figure, it can therefore be concluded that the imposition of the 
magnetic field does not disturb the longitudinal stability of the slender body, except for 
when the angle of incidence is between zero and 5 degrees. As far as yaw and rolling 
moments are concerned, the current calculations do not involve simulations with non zero 
side-slip or roll angle, so no discussions can be made as to the stability of the aircraft with 
respect to these moments. Future work therefore must address this issue by examination 
of the field effects under the influence of side slip and and roll. 
10.8 Engineering aspects of MHD control 
When considering the present test case, it is important to note the flow conditions asso- 
ciated with the problem. Given that the incidient Mach number is 2, and the freestrearn 
temperature is 183.33 Kelvin, it would be wrong to assume that the flow would become 
ionised naturally in the presence of the body. In chapter 2 it was stated that temperatures 
in excess of 9000K were needed for Oxygen and Nitrogen to ionize. 
At a low incident Mach number such as in this case, an artificial ionization mech- 
anism, such as those discussed in chapter 4, would be needed to seed the flow with elec- 
trons. It is therefore mandatory to examine the costs and penalties of these configurations 
and compare them with conventional control devices. 
In the work of Shang [144], the ionization of air using glow discharge is considered 
to be most efficient given that only the valency electrons, that is the outer shell electrons 
are removed. The ionization potential to remove an electron from an air mixture is given 
by the ionization potentials of the specific components. The ionization potentials f6r N2 
and 02 are 15.6 and 12.1 electron Volts (eV) respectively, where as alkali metals have 
lower ionization potentials. Cesium for example has an ionization potential of 3.9eV. 
Thus seeding materials such as potassium or sodium are favourable. 
Glow discharge generation can be achieved using radio frequency generation or 
direct current discharge, both of which can generate a uniform plasma. At pressures from 
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above 2 torr Shang reports that radio firquency can generate a plasm with power UP to 
1 OOW with a modest operational cost, where as direct current discharge consumes about 
I IcW,, for the equivalent plasm. Thus the operational costs for ionizing the flowfield may 
be regarded as relatively small amount in terms of power consumed. 
As for the weight penalty, in a separate work Steeves et al approximate the weight 
, of a. system to generate magnetic 
field to be on the order of I 00kg [ 152). This might 
sc=n like a prohibitively expensive cost penalty when considering a slender body such 
as in the present case, but it is important to note that in Steeves work, the vehicle in 
question is an atmospheric reentry vehicle. TU extent of the weight penalty really needs 
to be addressed in terms of the missile for which its use is intended, thus one cannot 
Vanke a single statement as to whether such a system would be prohibitive. Air to air 
Maisjiles on one hand are typically on the order of about I 00kg, thus such as system would 
be unfeasible, although some air to surface missiles can be several thousand kilograms. 
Intemontinental missiles are on the order of several tens of thousands of kilograms, and 
sm'therefore a more suitable candidate. 
It should also be mentioned that Shreeve et al [ 1521 state that aII Okg magnetic 
System was able to extract OAMW of power over a period of 1000 seconds. For a case 
involving atmospheric reentry the extent of ionization of the flowfield is likely to be a 
lot greater than that for the case where seeding particles are generated by some of the 
aforementioned systems. However, given that there, the flow is ionized, it is conceivable 
that the magnetic system may be used to extract power and supply the seeding mecha. 
flisini. What is uncleu at present 
however, is how the weight of the magnetic system 
vaijht change, depending on the extent of 
ionization. At low ionization levels, one would 
expect that a stronger field would be required 
for control, in turn necessitating a larger 
System. Thus some exploratory work for the weight penalty, given the extent of seeding 
is'also necessary. 
, jo. 9 Conclusions 
A novel application of magneto-hydrodynamic flow control, applied to slender body aero- 
dynamics has been studied. The results have shown that flow may be redirected over the 
Ilaissile, to return side 
forces in both directions, depending on the position of the dipole 
source. 
The chapter began with the aim of U*g to apply a controlling mechanism for a 
supersonic slender body flow, through the application of a magnetic field . The objective 
was to be able to generate a side force by introducing artificial asymmetries into the 
flow. The use of mapeto-hydrodynamics provides a distinct advantage over conventional 
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mechanical flow control devices, as it allows flow to be enacted upon at a distance, and 
the actuation times are considerably faster. 
To ensure accuracy of the original model in the absence of the low magnetic Reynolds 
number model , iterative and convergence studies have been performed, and an extensive 
comparison to experimental pressure coefficient distribution data has been made. Com- 
parisons to axial prtSsure coefficient distributions revealed excellent agreement at all inci- 
dences, for all azimuthal positions. With regard to circumferential pressure distributions 
on the surface, the parabolized Navier Stokes model returned good agreement in terms of 
capturing the primary separation location for all angles of incidence considered. However, 
accuracy in resolving the magnitude of the pressure coefficient showed some discrepancy, 
most notably for the a= 5* case. Laminar simulations have been performed, although 
the discrepancy in the above calculations may be the result of transition to turbulence in 
the experiment, in view of the fact that the operating Reynolds number is relatively large. 
A parametric study, investigating the effects of an asymmetrically positioned dipole 
was performed. Earlier sections revealed that magnetic fleld lines directed normally to 
the incident flow direction result in a decelerating effect. The creation of an asymmetric 
vortical structure depended upon being able to decelerate the flow in the crossflow plane, 
and therefore a dipole field was chosen such that vector dipole moment was parallel to 
the y-vector. The study considered the'effects of stiiamwise . position, azimuthal location, 
and angle of incidence on the forces generated on the body. 
At zero incidence, simulations revealed that it is possible to generate side forces act- 
ing in both directions, depending on the azimuthal position of the magnetic field source. 
For dipoles positioned in the windward region (in relation to slender body flows. at inci- 
dence), the side force generated acted to divert the body in the port direction, and dipoles 
positioned in the leeward rcgion resulted in forces acting starboard. The magnitude of the 
side force was shown to be highly dependent on the strearnwise position of the source. 
7bis result remained true for flows at incidence, although the side force in the majority 
of cases resulted in a force acting starboard, regardless of the choice of 0. The direction 
and extent of force created could be understood by examination of the vortical structures 
generated. The magnetic field redirected flow both over and under the nose region of the 
body, causing the eventual suppression of the port side vortex as the source was moved 
downstream, as well as the creation of additional structures on the leeward and starboard 
areas. Since the cores of such vortical structures are associated with low pressure, this 
resulted in differcritials in pressure coefficient on the surface, and hence the generation of 
side force . 
The same vortical structures also resulted in additional lift and drag for the missile. 
Not only is there an imbalance in pressure coefficient between the port and starboard 
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sides, the additional structures also result in greater imbalance between the windward 
and leeward pressure coefficient distributions, and thus greater lift. Greater sidn friction 
coefficient could also be identified on the body surface, within regions beneath the vortical 
structures, a contributing factor to the observed increase in drag coefficient. 
In the works by Coniveau et al (33,63,34], side force is generated through the use 
of micro flow effectors protruding from the surfitce of the missile nose. They were able 
to generate side force coefficients of up to approximately 0.6, depending on the angle of 
incidence, with minimal consequences on the lift and drag coefficiint. 7be cunmt study 
demonstrated that larger side force coefficients may be generated, at the expense of CxtM 
lift'and drag. To try and limit the effects on these force coefficients, it may be worth 
investigating the effects of field strength as well as the radial position of the source. in 
5 ome circumstances, crossflow separation may be minimised on the dipole side, resulting 
in asymmetry purely as a consequence of vortex cores of di ffcTing strength. In other cam 
however, the port side vortex was shown to disappear completely, resulting in considerable 
asymmetry. It may be possible to limit such situations through the use of weaker magnetic 
fields, and hence its investigation is waffanted as further work. 
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Conclusions and Future Work 
A research programme was initiated to evaluate the potential of magneto-hydrodynamics 
as a viable flow control device for supersonic and hypersonic vehicles. 7be initial ob- 
jective was to develop and implement magneto-hydrodynamic models into an existing 
solver, and to obtain an understanding of the effects of applying magneto-hydrodynamics 
to practical supersonic and hypersonic flow problems. Models accounting for magneto. 
hydrodynamic effects have been developed and implemented into a three dimensional 
parabolized Navier Stokes solver. The models investigated were the following; 
The simplified magneto-hydrodynamic model, accounting for the coupled interac- 
tion between a flow field and magnetic fleld, for a single species Sm. 
The low magnetic Reynolds number model , suited to circumstances where the 
magnetic Reynolds number is negligible, com-sponding to cases where the mag. 
netic field may influence the flow, but not vice vema. 
The models were verified and validated, whereupon they have been used to study the ef. 
fects of magneto-hydrodynamics on two and three dimensional flows of interest. 
- PNS and MHD model Validation and Verification 
Throughout the thesis, constant reference was made to asses-sing the predictive reliability 
of the IMPNS parabolized Navier Stokes solver in dealing with problems of interesL in 
the absence of experimental data for magneto-hydrodynamic problems to which compar. 
isons could be made, ensuring accuracy of the baseline solver was paramount. To this end 
several observations can be made; 
in verifying the low magnetic Reynolds number model, comparisons of shock stand 
off distance profiles without any magnetic field showed good agreement with ana. 
lytical and experimental data. At higher Mach numbers there was some difrerence 
with Van Dyke's simulations, possibly caused by choice of geometry. 
Good agreement with theoretical results in the prediction of an optimal parameter 
for the axisymmetric power law body was also achieve& 
prior to investigating the effects of applying a magnetic field to flow past a slender 
body, an extensive analysis going beyond prior comparisons, was undataken to 
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compare numerical simulations to experimental data. Axial pressure coefficient 
distributions showed excellent agreement for all conditions investigated. 
* Circumferential distributions also indicated that the points of primary separation 
were accurately captured. 
At low incidence however, them was a degree of discrepancy in the magnitude of 
the pressure coefficients for circumf=ntial distributions. This could be attributed 
to possible natural transition to turbulence in the experiments, or data mismeasure- 
ment. 
The simplified magneto-hydrodynamic model has been used to examine flow through 
a compression-expansion channel. In light of the fact that the model was unable to return 
a converged solution, a novel verification procedure has been applied to the magnetic 
induction equations. 
9'The method of manufactured solutions identified specific errors in the implemen- 
tation of the modified source terni and'boundiry conditions, for the equations gov- 
erning the magnetic field. 
The modifications as result of analysing the code using the method of manufacture 
solutions resulted in iterative convergence and robustness for the induction equation 
solver. 
Despite the improvement however, the full solver accounting for field-flow interactions 
could not provide convergence. Necessary future work therefore, will be in the investiga- 
tion of alternative numerical solution procedures for the simplified magneto-hydrodynamic 
equations. Satisfying the V-B=0 condition was addressed by adding Powell's source 
term to the governing equations, and subsequently re-writing the term to appear in the 
form of convective derivatives in the original equations. Furthermore, a decoupled algo- 
rithm, whereby flow and magnetic field solution variables are updated independently of 
each other had been used. In light of this, an alternative would be to employ a coupled 
algorithm, using a flux evaluation scheme that takes into account the variations in both 
sets of variables simultaneously. 
The low magnetic Reynolds number model was used to gain ftuther understanding 
as to how different types of magnetic fi 
, 
eld orientation affect a flow field. Excellent agree- 
ment was made in validating the implementation against other numerical results, and an 
uniformly distributed field was shown generate a more effective Lorentz force to deceler- 
ate incident flow for a blunt body geometry. Whilst impractical to achieve uniformity in 
practise, this provided valuable understanding as to the form of magnetic fields required 
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for subsequent studies. 
SHyFE Optimisadon Study 
One of the areas -identified in the literature that require investigation was in combining 
magneto-hydrodynamic models into an optimisation framework for practical bodies of 
interest. A novel optimisation study on a ramjet intake was therefore initiated to investi. 
gate the possibility of rectifying an off design condition. 
Using a response surface based optimisation technique with a least squares polyno- 
mial regression model, an optimal magnetic field strength was identified to ensure 
shock on lip condition, for a dipole with fixed position. 
A finther study, investigating the combined effects of magnetic field strength, and a 
variable dipole position, revealed that the same condition could be achieved with a 
weaker field, if one chose a suitable magnetic field source location. 
For cases where trends in the objective function are relatively simple, or where 
the domain of interest is relatively small, the least squares regression model was 
appropriate due to its simple formulation and speed with which a gradient based 
I search could be performed. 
The least squares regression model was found to be inappropriate for a multivariate 
optimisation problem, as them was no improvement in the search for the optimum, 
for the variable dipole location study. 
Due to their interpolating nature, radial basis functions were shown to be more ef- 
fective, although some optimurn values proved to be physically untenable. Updat- 
ing such values with the analysis code dealt with such issues, and despite the extra 
time needed in the optimum search procedure, the radial basis functions proved to 
be more effective in obtaining the global optimum over the data. 
Extending the SHyFE geometry to a full 
. 
three dimensional body would provide'greater 
understanding of some of the other complex issues related to"shock impingement control. 
For example, a three dimensional intake operating at incidence could result in spillage in 
some regions, as well as unstart in other areas. Finding an optimal field that would satisfy 
impingement over the entire lip therefore poses a significant challenge, but one that would 
result in considerable efficiency gains for the intake. 
Slender Body Flow Control 
in a novel application of magneto-hydrodynamics, it was also shown that a magnetic field 
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may be successfully applied to flows past a slender body to induce side forces, thereby 
improving manoeuvrability of missiles. 
The direction and extent of the side force was found to be dependent on angle of 
incidence of the body, as well as the streamwise position and azimuthal location of 
the dipole so=e. 
At zero incidence, side forces were shown to be generated in both directions, de- 
pending on the azimuthal location of the dipole. Sources placed in the lower quad- 
rant diverted the body in the port direction, and sources in the upper portion directed 
the missile starboard. 
At incidence, greater side forces could be generated due to the fact that there is 
already vorticity present in the flow due to naturally occurring structures in the 
absence of the field. These may exploited by enhancing or subduing the structures 
to create greater asynunctries. 
9 Regardless of incidence, it was found that moving the source downstream resulted 
in greater side force generation. 
As the side forces generated were due to low pressure regions within the vortex 
cores, the application of a field also resulted in changes to increases in the lift and 
drag coefficient. 
Other studies involving the use of flow effectors have shown that it is possible to induce 
side forces with minimal side effects on the lift and drag coefficient. Consequently, ftuther 
work is needed to achieve this outcome. The side forces generated were typically greater 
than those generated through the use of effectors, suggesting that the field imposed may 
have been excessively strong. Whilst the underlying influence of the field has been in. 
Vestigated and understood, it is not clear at present what effect changing the field strength 
would have. A natural extension therefore would be to introduce magnetic field strength 
as an additional design parameter. The study also only considered one magnetic field 
orientation, based on previous revelations concerning the nature of field/flow interaction. 
There may be more suitable orientations, depending on the incidence, for example. Fur- 
thermore, in light of the optimisation study performed for the SHyFE intake, it would be 
constructive to perform a similar analysis for the slender body. Searching for the largest 
side force generated given the above variables as the design space, as an example. 
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General 
Use of the low magnetic Reynolds number model required the assumption that the flow 
field is ionised some how. For remtry problems, due to the high temperatures, ioniution 
would be a naturally occurring phenomenon, but in the current investigations, the flow 
was assumed to be seeded artificially. T'he simplified magneto-hydrodynamic model was 
also limited in that it modelled a single species gas. Therefore to make simulations nxwe 
physically realistic, some effort could be spent as future work in the development of multi. 
species model that would capture the effects of ionisation. Such an implementation would 
allow experimental verification of numerical simulations, as many of the experimental test 
cases performed have involved artificial ionisation techniques. 
219 
220 
BIBLIOGRAPHY 
[11 EJ. Abney and M. A. McDaniel. 'AIAA-2005-5086: High angle of attack aerody. 
namic predictions using missile datcom. In AMA Applied Aerodynamics Confer- 
ence, 2005. 
[2) M. C. Adams. Determination of shapes of boattail bodies of m-volution for mini. 
mum wave drag. NACA-TN-2550. Technical m-port, NACA, 195 1. 
[3) M Agarwal, K. Y. Yun, and R. Balakzishnan. Beyond navier stokes: Burnett 
equations for 
, 
flOWs in the continuum transition regime. ApIcs ofFlulds, 13: 306 1- 
3085,200 1. 
(41 J. Ahn, HJ. Kim D. H. Lee, and 0. Rho. Response surface metW for airfoil 
design in transonic flow. Journal ofAircraft, 38: 231-238,2001. 
[5) HJ. Allen and AJ. Eggars. A study of the motion and aerodynamic heating of 
ballistic missiles entering the earth's atmosphere at high supersonic speeds. naca 
report 138 1. Technical repor4 NACA, 1958. 
[6] D. A. Anderson, J-C. Tamehill, and ILH. Pletcher. Computational Fluldmechanics 
and Heat Ransfer. Routledge, 1994. 
[7] J. D. Anderson. Hypersonic and High Temperature Gas Dynamics. AIAA, 2000. 
[8) J. D. Anderson. Modern Compressible Flow: With Historical perspective. 
McGmw-Hill, 2004. 
[9] P. Audze and V. Eglais. New approach to planning out of experiments. prvUems 
ofDynamics and Strength, 3 5: 104-107,1977. 
[10] J. Augustinus, K. A. Hoffmam, and S. Hamda. Effect of mapetic field on the 
structure of high speed flows. Journal ofSpacecraft and Rockets, 35(5): 639-646, 
1998. 
[I I] D. Barberis. Supersonic vortex flow around a missile body. AR 303. Technical 
report, AGARD, 1994. 
Ift, [12] S. B. Batdorf. Alleviation of the sonic boom by thcmW mum. journal opircra 
9: 150,1972. 
221 
[13] M. C. Biggs. Towards Global Optimization, chapter : Constrained Minimization 
Using Recursive Quadratic Programming. North-Holland, 1975. 
[14] TJ. Birch, W. S. Helliwell, S. A. Prince, G. M. Simpson, and D. K. Ludlow. AIAA- 
2002-4512: IMPNS: A space marching solver for predicting the aerodynamic char. 
acteristics of high speed missiles. In AMA Atmospheric Flight Mechanics Confer- 
ence and Exhibit, 2002,2002. 
[15] TJ. Birch, S. A. Prince, D. K. Ludlow, and N. Qin. AIAA-2001-1753: The appli- 
cation of a parabolised navier stokes solver to some hypersonic flow problems. In 
International Space Planes and Hypersonic Systems and Technologies Conference, 
I Oth, 200 1. 
16] V. Bityurin, V. Velikodny, A. Klimov, S. Leonov, and V. Potebnya. ALAA- 1999. 
3533: Interaction of shock waves with a pulse electrical discharge. In ALIA Plas. 
madynamics and Lasers Confemnce, 30th, 1999. 
[17] S. Boon and R. Hillier. AIAA-2006-3036: Mach 6 hypersonic inlet flow analysis at 
incidence. In 36th ALIA Fluid Dynamics Conference and, Exhibit, San Francisco, 
2006. 
18] G. E. Box and Dmper. Empirical model-building and response surfaces. Wiley, 
1987. 
[19] I. D. Boyd, G. Chen, and G. V. Candler. Predicting failure of the continuum fluid 
equations in transitional hypersonic flows. Physics offluids, 7: 210-218,1995. 
[20] M. Brio and C. C. Wu. An upwind differencing scheme for the equations of ideal 
magnetohydrodynamics. Journal ofComputational Physics, 75(2): 400-422,1988. 
[2 1]D. Burnett. The distribution of velocities in a slightly non-uniform gas. Proceed- 
ings of the London Mathematics. Society, 39: 385-430,1935. 
[22] W. B. Bush. Mapetohydrodynamic hypersonic flow past a blunt body. Journal of 
Aerospace Sciences, 25 (11): 685-690,1958. 
[23] T. Cain and C. Walton. AIAA-2003-7030: The sustained hypersonic flight ex- 
periment. In 12th. 4L4A International Space Planes and Hypersonic Systems and 
Technologies, 2003.1 
[24] A. B. Cambel. Plasma Physics and Magnetofluldmechanics. McGmw-Hill, 1963. 
222 
[251 F. Cheng, X. Zhong, S. Gogineni, and R. L. Kimmel. ALkA-2002-0351: Effect 
of applied mapetic field on the instability of mach 4.5 boundary layer over a flat 
plate. In AIAA Aerospace Sciences Meeting and Exhibit, 40th, 2002. 
[261 H. K. Cheng, S. Y. Chen, R. Mobley, and C. R. Huber. The viscous hypersonic 
slender-body problem: A numerical approach based on a system of composite 
equations: RM-6193-PR. Technical report, Rand, 1970. 
[27) H. K. Cheng and G. Emanuel. Perspective on hypersonic equilibrium flow. AMA 
Journal, V33 N3: 385-400,1995. 
[28] S. Cheung, P. Aaronson, and T. Edwards. Cfd optimization of a theoretical 
minimum-dmg body. Journal ofAircraft, V32N 1: 193-198,1995. 
[29) S. Y. Chou and D. Baganoff. Kinetic fluxvector splitting for the navimtokes equsi. 
tions. Jounral ofComputational Physics, V 130 N2: 217-230,1997. 
[30] H. S. Chung and JJ. Alonsd. AIAA-2000-4754: Comparison of approximation 
models with merit functions for design optimization. In Symposium on Multidiscl. 
plinary Analysis and Optimization, 2000. 
[3 1]J. D. Cole. Newtonian flow theory for slender bodies. Journal of the Aemspace 
Sciences, V24N6: 448-455,1957. 
[32] T. C. Corke, B. Mertz, and Matel M. P. AIAA-2006-1208: Pluma flow control 
optimized airfoil. In 44th AMA Aerospace Sciences Meeting and Exhibit, 2006. 
[33] D. Corriveau, N. Hamel, and E Wong. AIAA-2006-3000: Side force gewration 
mechanism for a missile with nose-mounted micro-structures. In 241h. 4L4.4.4p. 
plied Aerodynamics Conference, 2006. 
[34] D. Corriveau, N. Hitmel, and F. Wong. AIAA-2007-273: Force and moment mea. 
surements on a generic finned missile with nose-mounted micro-structures. In 45th 
AIAA Aerospace Sciences Meeting and Exhibit, 2007. 
[35] K Cosner, W. Oberkampf, C. Rumsey, C. Rahaim, and T. Shih. AIAA-2005-569: 
Aiaa committee on standards for computational fluid dynamics: Status and plarts. 
In 43rd ALM Aerospace Sciences Meeting and Exhibit, 2005. 
[36] R. N. Cox and L. F. Crabfte. Elements ofHypersonic Aenxfy7wmics. English Uni. 
versitics Press, 1965. 
223 
[37] S. C. Crow and Bergmeier G. G. Active sonic boom control. Journal of Fluid 
Mechanics, 325: 1-28,1996. 
(38] G. Dadd, R. Owen, J. Hodges, and K. Atkinson. ALAA-2006-7926: The sustained 
hypersonic flight experiment. In 14th AMNAHI Space Planes and Hypersonic 
Systems and Technologies Conference., 2006. 
[39] W. Dai and M Woodward. Extension of the piecewise parabolic method to mul- 
tidimensional ideal magnetohydrodynamics. Journal of Computational Physics, 
115(2): 485-514,12 1994. 
[40] W. Dai and RK Woodward. A simple riemann solver and high-order godunov 
schemes for hyperbolic conservation laws. Journal of Computational Physics, 
121(l): 51-65,10 1995. 
[4 1]D D'Ambrosio and D Giordano. AIAA-2004-2165: Electromagnetic fluid dynam. 
ics for aerospace applications. part 1: Classification and critical review of physical 
models. In 35th AMA Plasmadynamics and Lasers Conference, Pbrtland, Oregon. 
AIAA, June 2004. 
(42] D. D'Ambrosio and M. Pandolfi. AIAA-2004-2164: An upwind numerical method 
for the prediction of ideal mhd high speed flows. In 35th AMA Plasmadynamics 
and Lasers Conference, 2004. 
[43] D D'Ambrosio, M Pandolfi, and Giordano D. AIAA-2004-2362: Electromagnetic 
fluid dynamics for aerospace applications. part 2: Numerical simulations using 
different physical models. In 45th Aerospace Sciences Meeting and Exhibit, Reno, 
Nevada. AIAA, June 2004. 
[44] H. Damevin, J. Dietiker, and Hoffmann K. A. AIAA-2000-045 1: Hypersonic flow 
computations with magnetic field. In 38th Aerospace Sciences Meeting and Ex- 
hibit, Reno, Nevada, 2000. 
[45] H. Damevin, K. A. Hoffmann, and J. Dietiker. AIAA- 1999-3611: Numerical simu- 
lation of hypersonic mhd applications. InAMA Plasmadynamics and Lasers Con- 
ference, 30th, 1999. 
[46] P. Deb and R. Agarwal. AIAA-2000-0449: Numerical study of compressible vis- 
cous mhd equations with a bi-temperature model for supersonic blunt body flows. 
InAerospace Sciences Meeting and Exhibit, 381h, 0 12000. 
224 
[471 D. Degani and L B. Schiff. AIAA-1989-340: Numerical simulation of the effect 
of spatial disturbances on vortex asymmetry. In Aerospace Sciences Meetin& 27th, 
1989. 
[48) J. Dietiker and K. A. Hoffmann. AIAA-2001-2737: Numerical simulation of tur- 
bulent mapetohydrodynamic flows. In Plasmadynamics and Lasers Conference, 
32nd, 2001. 
[49] J. Dietiker and KA. Hoffmann. AIAA-2002-0130: Boundary layer control in mag. 
netohydrodynamic flows. In AL4A Aerospace Sciences Meeting and Exhibit, 2002. 
(5011 Dietiker and K. A. Hoffmann. Numerical simulation of mapetohydrodynamic 
flows. Journal ofSpacecraft and Rockets, 41(4): 592-602,2004. 
[511 A. J. Jr. Eggers, M. M. Resnikoff, and D. H. Dennis. NACA-TR-1306: Bodies of 
revolution having minimum drag at high supersonic airspeeds. Technical report, 
NACA, 1955. 
[521 W. C. Engelund, D. C. Stanley, M. McMillian, and R. Unal. ALkA. 1993-3967: 
Aerodynamic configuration design using response surface methodology analysis. 
InAircraft Design, Systems and Operations Meeting, 1993. 
[53) L. E. ERICSSON. AIAA-I 990-2835: Unsteady flow sepamtion on slender bodies 
at high angles of attack. In Atmosphetic Flight Mechanics Conference, 1990. 
[54] L. E. ERICSSON and J. P REDING. AIAA-1985-1797: Aerodynamic effecU of 
asymmetric vortex shedding from slender bodies. In AtmOsPheHc Flight Mech4nics 
Conference, 1985. 
[55] D. F. Fisher and B. R. Cobleigh. NASA-TM4595: Controlling forebody asymme. 
tries in flight-experience with boundary layer transition strips. Technical report, 
NASA, 1994. 
[56) D. V. Gaitonde and J. Poggie. AIAA-2000-2326: Simulation of magnetopsdy. 
namic flow control techniques. In Fluids 2000 Conference and Exhibit., 2000. 
[57] Y. Ganiev, V. Gordew, A. Krasilnikov, V. Lagutin, V. Otmennikov, and 
A. Panasenko. Aerodynamic drag reduction by plasma and hot-gas injection. Jour. 
nal of Thermophysics and Heat Transfer, 14: 10-179 2000. 
(581 K Garon, G. Abate, and W. Hathaway. ALAA-2003-1242: Free-flight testing of 
generic missile with mems protuberances. In 41st Aerospace Sciences Meeting and 
Exhibit, 2003. 
225 
[59] D. Giordano. AIAA-2002-ý 165: Hypersonic flow governing equations with clec. 
tromagnetic fields. In 33ni Plasmadynamics and Lasers Conference, 05 2002. 
[601 A. Giunta, S. Wojtkiewicz, and M. Eldred. AIAA-2003-649: Overview of modem 
design of experiments methods for computational simulations. In 41st Aerospace 
Sciences Meeting and Exhibit, 2003. 
[61) J. Goodman and P. Ireland. ALkA-2006-8071: Thermal modelling for the sustained 
hypersonic flight experiment. In 14th AMAIAHI Space Planes and Hypersonic 
Systems and Technologies Conference, 2006. 
[62] P. Hajela. Non-gmdient methods in mdo - status and potential. Journal ofAircraft, 
36: 255-265,1999. 
[63) N. Hamel, D. Corriveau, and F. Wong. ALkA-2005-4968: Numerical investigation 
on the leeside vortex manipulation of a generic missile. In 23rd AMA Applied 
Aerodynamics Conference, 2005. 
[64) S. P. Han. A globally convergent method for nonlinear programming. Journal of 
Optimization Theory andApplications, 22: 297-309,1977. 
[65] S. Harada, K. A. Hoffmann, and J. Augustinus. AIAA-1998-0981: Development 
of a modified runge-kutta scheme with tvd limiters for the ideal two-dimensional 
mhd equations. In Aerospace Sciences Meeting and Exhibit, 36th, 011998. 
[661 KL. Hardy. Multiquadratic equations of topography and other irregular surfaces. 
Joumal of Geophysical Research, 76: 1905-1915,197 1. 
[671 Jr. Harris, R. V. and E. J. Landrum. Drag characteristics of low drag bodies of 
revolution at mach numbers from 0.6 to 4.0. NASA-TN-D-3163. Technical report, 
NASA, 1965. 
[68) J. K. Harvey and M. A. Gallis. Review of code validation studies in high speed low 
density flows. Journal ofSpacecraft and Rockets, V37 NI: 8-20,2000. 
(691 M. J. Hemsch. Tactical Missile 4erodynamics, chapter : Component Build Up 
Method for Engineering Analysis of Missiles at Low to High angles of Attack. 
ALAA, 1992. 
[70) K. Hida. An approximate study on the detached shock wave in front of a circular 
cylinder and a sphere. Journal ofPhysics Society ofJapan, V8N6: 740-745,1953. 
226 
[71] K. A. Hoffinann, H. Darnevin, and J. Dietiker. AIAA-2000-2259: Numerical sim- 
ulation of hypersonic magnetohydrodynamic flows. In ALIA Plasmadynamics and 
Lasers Conference, Hst, 2000. 
[72] http: //=Lwikipc&. orgftviki/Yamato-I March 2007. 
[73] http'//www. pao. ksc. nasa. gov/nasafact/tps. htm Febmary 1989. 
(741 M. F. Hussain, R. R. Barton, and S. B. Joshi. Metamodeling: Radial basis functions, 
versus polynomials. European Journal of Operational Research, 138: 142-154, 
2002. 
(751 R. Jin, W. Chen, and T. W. Simpson. Compamtive studies of metamodeling tech- 
niques under multiple modeling criteria. Structural and Multidisciplinary Opti- 
mization, 23: 1-13,200 1. 
[76] B. R. Jones, Crossley; W. A., and A. S. Lyrifitzis. Aerodynamic and acroacoustic OP. 
timization of rotorcraft airfoils via a parallel genetic algorithm. Journal ofAim-raj?, 
37: 1088-1096,2000. 
[771 H Kato, J. C Tannehill, and Mchta U. B. AIAA-2002-0202: Computation of magne. 
tohydrodynamic flows using an iterative pns algorithm. In 40th A emspace Sciences 
Meeting and Exhibit, Reno, Nevada, 0 12002. 
[781 H Kato, J. C Tannehill, and Mehta U. B. ALAA-2003-0326: Numerical simulation 
of turbulent mhd flows using an iterative pns algorithm. In 41st Aerospace Sciences 
Meeting and Exhibit, Reno, Nevada, 2003. 
[79] T. Kawamura. On the detached shock wave in front of a body moving at speeds 
greater that the speed of sound. Uni ofKyoto College Science, 26: 207-232,1950. 
[80] A. Keane and P. Nair. Computation APProaches for Aerospace Design. Wiley, 
2005. 
0. Khan, K. Hoffmann, and J. Dictiker. NumeTical study of magnetopsdynamic 
high speed flows over blunt bodies. In 44th AUA Aerospace Sciences Meeting and 
Exhibit, 2006. 
[821 J. Kline. Microwave plasma-electron beam interactions for hypersonic flow con. 
trol. paper 3bO6. In IEEE Conference on Plasma Science, 2000,2000. 
[83) D. Knight. AIAA-2004-1191: Survey of magnetogasdynamic local flow control at 
high speeds. In 42ndAL4A Aermpace Sciences Meeting and Exhibit, 0 12004. 
227 
[84] A., L. Kuranov, A. V. Korabelnicov, V. V. Kichinskiy, and E. G. Sheiken. ALkA- 
2001-1915: Fundamental techniques of the "ajax" concept - modem state of re- 
search. In International Space Planes and Hypersonic Systems and Technologies 
Conference, I Oth, 200 1. 
[85) E. V. Laitone and 0. Pardee. NACA RMA71 10: Location of detached shock wave 
in fiont of a body moving at supersonic speeds. Technical report, NACA, 1947. 
[86] CI Lee. Unique determination of solutions to the bumett solutions. AMA Journal, 
V32 N5: 985-990,1994. 
[87) J. Lee and W. H. Mason. Development of an efficient inverse method for super- 
sonic and hypersonic body design. JOURNAL OF SPACECRAFTAND ROCKETS, 
V3lN3: 400-405,1994. 
[88) W. Letko. NACA-TN-291 1: A loW-speed experimental study of the directional 
characteristics of a sharp-nosed fuselage though a large angle-of-attack range at 
zero angle of sideslip. Technical report, NACA, 2953. 
[89] M. S. Liou. A sequel to ausm: Ausm+. Journal of Computational Physics, 
129: 364-382,1996. - 
(90) J. L. Liu. Intelligent genetic algorithm and its application to aerodynamic optimiza- 
tion of airplanes. AMA Joumal, 43: 530-538,2005. 
[9 11 D. K. Ludlow. IMPNS theory guide: Coa report NFP-0 112. Technical report, 
Cranileld University, 2001. 
[92] D. K. Ludlow. IMPNS user guide: Coa report NFP-01 12. Technical report, Cran. 
field University, 200 1. 
[931 P. S. Lykoudis. The newtonian approximation in magnetic hypersonic stagnation 
point flow. Journal ofAerospace Sciences, 28 (7): 541-546,1961. 
[941 R. W. MacCormack. AIAA-1999-3609: An upwind conservation form method for 
magneto-fluid dynamics. In AMA Plasmadynamics and Lasers Conference, 30th, 
1999. 
[95] R. W. MacCormack. ARA-2001-0195: A consmiti6n form method for mapeto- 
fluid dynamics. InAerospace Sciences Meeting and Exhibit, 39th, 0120010 ' 
[96] RN MacCormack. AIAA 2005-559: Aerodynamic flow calculations with strong 
magnetic induction and diffusion. In 43rdAL4A Aerospace Sciences Meeting and 
Exhibit, 2005., 
228 
[97) &W. MacCormack. AIAA 2006-970: Simulation of hykrsonic flow with strong 
magnetic field interaction. In 44th ALM Aerospace Sciences Meeting and Exhibit, 
2006. 
[98] S. O. Macheret, M. N. Schneider, and Candler G. V. ALAA-2004-1024: Modelling of 
mhd power generation on board entry vehicles. In 42nd AMA Aerospace &iences 
Meeting and Exhibit, 0 12004. 
[99] S. O. Macheret, M. N. Schneider, and R. Miles. Magnetohydrodynamic control of 
hypersonic flows and scmmjet inlets using electron beam ionintion. AUA Journal, 
40: 74-81,2002. 
Io (1001 W. H. Mason and J. Lee. Minimurn-drag axisymmeMc bodies in the s%Wf6 
sonic/hypersonic flow regimes. JOURNAL OF SPACECRAFT ANDROCKEJSý 
V3 IN3: 406-413,1994. 
10 11 R. D. Maynes and G. A. Gebeft. Rotating nose tip effects on slender body acro- 
dynamics at high angles of attac. JOURNAL OF SPACECRAFTAND ROCKE7S, 
V32 N6: 944-950,1995. 
[1021 D. B. McDonald, WJ. Grantham, W. L. Tabor, and MJ. Murphy. AIAA-2000-4776: 
Response surface model development for global/local optimization using radial ba. 
sis functions. In AMAWARNASOSSMO Symposium on Multidisciplinary Anal. 
ysis and Optimization, 2000. 
(1031 M. D. McKay, WJ. Conover, and RJ. Beckman. A comparison of three methods 
for selecting values of input variables in the analysis of output from a computer 
code. Technometrics, 21: 239-245,1979. 
[ 1041 A. Miele. Theory of0ptimum Aerodynamic Shves. Academic, 1965. 
(105] R. Miles, S. Macharet, L. Martinelli, R. Murray, M. Schneider, and Y. Jonikh. 
AIAA-2001-3062: PWMa control of shock waves in aerodynamics and sonic 
boom mitigation. In 32nd AMA Plasmadynamics Conference, 200 1. 
(1061 R. B. Miles. AIAA-2000-2324: Flow control by enmTY addition into high-speed 
air. In Fluids 2000 Conference and Exhibit, 2000. 
[107) J. H. Miller, J. C. Tannehill, S. L. Lawrence, and T. A. Edwards. Parabolized navier. 
stokes code for hypersonic flows in thermo-chemical equilibrium or nonequflib- 
rium. Computers and Fluids, 27(2): 199-215,1998. 
229 
[1081 C. A. Moskovitz, F. R. Dejamette, and &M. Hall. AIAA-1988-483: Effects of sur- 
face perturbations on the asymmetric vortex flow over a slender body. InAerospace 
Sciences Meeting, 26th, 1988. 
[109) A Mullur and A. Messac. ALkA-20044573: Extended radial basis functions: 
MoTe flexible and effective metamodeling. In 10th ALI. VSSMO Multidisciplinary 
Analysis and Optimization Conference, 2004. 
(110] R. Myers and D. Montgomery. Response Surface Methodology. Wiley, 1995. 
I) H. T. Nagamatsu, PLE. Jr. Sheer, and J. P, Schmid. High temperature rarefied hy- 
personic flow over a flat plate. ARS Journal, 31: 902-910,196 1. 
( 112] Namsimha. Relaminarization - mhd and otherwise. Progress In Astronautics and 
Aeronautics, 84: 30-52,1983. ''' 
1131 R. Narducci, B. Grossipan, and R. T. Haftka. ALkA. 1994-96: Sensitivity algo- 
rithms for an inverse design problem involving a shock wave. In Aerospace Sci- 
ences Meeting and Exhibit,, 1993. 
[114] C. Nelson and C. Roy. ATAA-2004-1104: Verification of the wind-us cfd code 
using the method of manufactured solutions. In 42nd AMA Aerospace Sciences 
Meeting and Exhibit,, 2004. 
[I IS] T. Ng. Effect of a single strake on the forebody vortex asymmetry. Journal of 
Airrraft, V27 N9: 844-846,1997. 
[116] S. Osher and R Solomon. Upwind difference schemes for hyperbolic systems of 
conservation laws. Mathematics of Computation, 38: 339-374,1982. 
[117) C. Park, D. W. Bogdanoff, and U. B. Mehta. AIAA 2001-792: Perfonnance of a 
nonequilibrium mhd-bypass scmmjet. In Aerospace Sciences Meeting and Exhibit, 
39th, 2001. 
[118] M. P. Patel, C. P. Tilmann, and T. Ng. Closed-loop missile yaw control via manip- 
ulation of forebody flow asymmetrics. Journal of Spacecraft and Rockets, V41 
N3: 436-443,2005. 
[1191 J. Poggie. AIAA-2006-1007: Plasma-based control of shock-wave / boundary. 
layer interaction. In 44th, 4L4A Aerospace Sciences Meeting and Exhibit, 2006. 
120] J. Poggie and D. Gaitonde. Magnetic control of flow past a blunt body: Numerical 
validation and exploration. Physics ofFluids, 14: 1720-1731,2002. 
230 
[1211 J. Poggie and D. V. Gaitonde. ALAA-2001-0196: Computational studies of mag- 
netic control in hypersonic flow. In Aewspace Sciences Meeting and Exhibit. 39th, 
012001. 
[122] K. G. Powell, P. L. Roe, V. Linde, T. Gombosi, and D. De Zccuw. A solution- 
, adaptive upwind schane for idol magnetohydrodynatnics. Journal of Compula- 
tional Physics, 154: 294-309,1999. 
[1231 K. G. Powell, P. L. Rot, R. S. Myong, T. Gombosi, and D. De Zecuw. Aiaa-1995. 
1704 an upwind scheme for mapetohydrodynamics. In ALIA Computational Fluid 
Dynamics Conference, l2th, 1995. 
[124] M. J. D. Powell. Numerical Analysis, Lecture Notes In Mathematics, chapter A Fast 
Algorithm for Nonlinearly Constrained Optimization, page 144. Springer, 1978. 
125] S. A. Prince. The aerodynamics oftigh speed aerial %vapons. PhD thesis, CMnfIeId 
University, 1999. 
[126) S. A. Prince and MJ. Williams. AIAA-2001-4066: Application of a parabolized 
navier-stokes solver to some problems in hypersonic propulsion aerodynamics. In 
AL4A Atmospheric Flight Mechanics Conference and Exhibit, 2001,2001. 
[127] N. Qin and D. K. Ludlow. Computational prediction of pitch damping for super- 
sonic blunt cones. Journal of Spacecra . 
ft and Rockets, 35: 849-851,1999. 
[128] N. Qin, D. K. Ludlow, S. T. Shaw, LA. Edwards, and A. Dupuis. Calculation of pitch 
damping coefficients for a flared projectile. Journal of Spacecraj? and Rockets, 
34: 566-568,1997. 
[129] D. M. Rao. Side-force alleviation on slender, pointed for ebodies at high angles of 
. 
ft, V 16 N 11: 763-768,1997. attack. Joumal ofAircra 
[1301 Oliver R. E. An experimental investigation of flow over simple blunt bodies at a 
nominal mach number of 5.8. Journal ofAerospace Sciences, 23,1956. 
(131] E. L. Resler and W. R. Sears- The Prospects of magneto-acrodynamics. I Aeronaut. 
Sci., 25: 235-247,1958. 
132] P. Roache. Code verification by the method of manufactured solutions. Journal of 
Fluids Enginaring, 124: 4-10,2002. 
[133) PJ. Roache and S. Steinberg. Symbolic manipulation and computational fluid dy. 
namics. ALIA, 22: 1390-4394,1984. 
231 
[134] JA Rodriguez and L. T. Renaud, J. E. and Watson. Convergence of trust region 
augmented lagrangian methods using variable fidelity approximation data. Journal 
ofMechanical Design, 120: 58-66,1998. 
[135] F. W. Roos. AIAA-1996-543: Microblowing for high-angleýof-attack vortex flow 
control on a fighter aircraft. In Aerospace Sciences Meeting and Exhibit, 34th, 
1996. 
[136] V. J. Rossow. NACA TN 3971: On flow of electrically conducting fluids over a flat 
plate in the presence of a transverse magnetic. Technical report, NACA, 1957. 
[137] J. Roth, D. Sherman, and S. Wilkinson. Electrohydrodynamic flow control with a 
glow-discharge surface plasma. ALIA Journal, 3 8: 1166-1172,2000. 
[138] CI Roy. Review of code and solution verification procedures for computational 
simulation. Journal ofComputaiional Physics, 205: 131,2006. 
[139] S. Rudman and S. G. Rubin. Hypersonic viscous flow over slender bodies with 
sharp leading edges. AMA Journal, 6(10): 1883-1889,10 1968. 
[140] J. Sacks, S. B. Schiller, and W. J Welch. Desip of computer experiments. Tech- 
nometrics, 31: 41-47,1989. 
(141] M. N. Schneider, S. O. Macherct, and R. Miles. ALkA-2003-170: Comparative 
analysis of mhd and plasma meiho &ý of scraTJet inlet control. In 41st Aerospace 
Sciences Meeting and Exhibit,, 2003. 
[142] J. Shang, J. Hayes, and K. Wurtzler. ALAA-2000-2325: Jet-spike bifurcation in 
high-speed flows. In Fluids 2000 Conference and Exhibit, 2000. 
[143] J. S. Shang, B. Ganguly, R. Umstattd, J. Hayes, M. Arman, and P. Bletzinger. 
ALAA-2000-447: Developing a facility for magneto-aerodynamic experiments. In 
Aerospace Sciences Meeting and Exhibit, 38th, 2000. 
[144] IS. Shang. Recent research in magneto-aerodynamics. Journal ofApplied Me- 
chanics, 37: 1-20,2001. 
[145] E. G. Sheikin and A. L. Kuranov. ARA-2005-3223: Scrarnjet with rnhd controlled 
inlet. In AUAICIRA Mth International Space Planes and Hypersonics Systems and 
Technologies Conference, 2005. 
[ 146] J. A. Shercliff. A Textbook ofMagnetohydnxiynamics. Pajamon, 1965. 
232 
(147] T. W Simpson. ICASE 1998-206935: Comparison of response surfitce and kriging 
models in the multidisciplinary design of the acrospike nozzle. Technical report, 
ICASE, 1998. 
148) T. W. Simpson and W. Lin, D. Kand Chen. Sampling strategies for computer expev 
iments: Design and analysis. InternationaIJournalofReliabilityandApplicadons, 
2: 209-240,2002. 
[149] T. W. Simpson, J. D. Poplinski, P. N. Koch, and J. K. Allen. Metamodels for 
computer-based engineering design: Survey and recommendations. Engineedng 
with Computers, 17: 129-150,2001. 
[150] W. Stahl. ALAA-1989-3372: Suppression of asynunetry of the vortex now . behind 
a circular cone at high incidence. In Atmosphe? lc Flight Mechanics Symposium, 
1989. 
[151] R. L. Stallings. Tactical Missile, 4erodynamics, chapter: Low Aspect Ratio Wings 
at High Angles of Attack. AIAA, 1992. 
[152] C. Steeves, H. Wadley, R. Miles, and A. Evans. A magnetohydrodynamic power 
panel for space reentry vehicles. Journal of. 4pplied Mechanics, 74: 57-64,2007. 
[153] JI. Steger and ILE Wanning. Flux vector splitting of the inviscid psdyramic 
equations with application to finite difference methods. Journal of Computational 
Physics, 40: 263-293,198 1. 
1541 W. S. Sutton and A. Shennan. Engineering Magnewhydrodynamics. McGmw. Hill, 
1965. 
[155) J. C. Tannehill, P. E. Buclow, J. 0. lelvats, and S. L. Lawrence. Three - dimensional 
upwind parabolised navier stokes code for real gas flows. Journal ofSpacecraft 
and Rockets, 27(2): 150-159,1990. 
1561 E. F. Toro. Riemann Solvers and Numerical Methodsfor Fluid Dynamic. Springer, 
2006. 
[157] R. Unal, R. UTsch, and M. McMillin. ALAA-1998-4759: Response stuface 
model building and multidisciplinary optimization using d-optimal designs. In 
AMAIUSAFINASAOSMO Symposium on Multidisciplinary Analysis and Opti. 
mization, 1998. 
233 
(158] G. A. Updike, J. S. Shang, and D. V. Gaitonde. AIAA-2005-0164: Hypersonic 
separated flow control using magneto-acrodynamic interaction. In 43rd AMA 
Aervspace Sciences Meeting and Exhibit, 2005. 
159] M. D. Van Dyke and H. D. Gordon. NASA Rep 1: Supersonic flow past a family 
of blunt axisymmetric bodies. Technical report, NASA, 1959. 
[160) B. Van Leer. Towards the ultimate conservative difference scheme. Journal of 
Computational Physics, 32: 101-136,1979. 
I 
116 1]Y. C. Vigneron, J. C. Tannehill, and J. V. Rakich. AIAA- 1978-1137: Calculation of 
supersonic viscous flows over delta wings with sharp subsonic leading edges. In 
ALIA Fluid and PlasmaDynamics Conference, 1978,1978. 
[ 1621 R. E. Walpole and R. H. Myers. Probability and statisticsfor engineers and scien. 
lists. Prentice-Hall, 2002. 
[163) B. P. Wang. AMA-2002-1344: Parameter optimization in radial basis function 
response surface approximations. In 43rdALINASMFýASCEIAHSIASC Structures, 
Structural Dynamics, and Materials Conference, 2002. 
1641 B. P. Wang. Parameter optimization in multiquadric response surface approxima- 
tions. Structural and Multidisciplinary Optimization, V26, N34: 219-223,2004. 
[165] B. P. Wang and A. Apte. AUA-2006-1814ý. Topology optimization using hyper M. 
dial basis function network. In 47thAL4NASMF, 1ASCFýAHS1ASC Structures, Struc- 
tural Dynamics, and MateHals Conference, 2006. 
[166) K. Xu. NASA/CR-1998-208747: Gas kinetic theory based flux splitting method 
for idean mapetohydrodynamics. Technical report, NASA, 1998. 
234 
APPENDIXA 
Component Testing 
The following section provides an overview of the technique used to confirm conec im- 
plementation of the additional magnetic field field terms appearing in the parabolized 
Navier Stokes equations, as a result of the magneto-hydrodynamic assumption. Section 
[5.3] illustrates the form of the additional terms arising in the momentum and enerly 
equations. 
Using Gauss' divergence theorem, from equation [5.3.21, we know that; 
6 
6V[V. AIAVE =2: A, - n, 
tal 
(A. O. 1) 
In the above equation A is any one of the vectors given by equations (5.3.11 [5.3.31 and 
[5.3.4], and n the unit normal for each cell interface. Any finite volume formulation 
discretises space into finite spaces, but the derivatives that appear in the term V-A are taken 
in an infinitesimal limit. The subroutine to determine these terms therefore constructs a 
small volume, and approximates it the value at a particular point to be the average value 
over the entire volume. 
The subroutine calculates the sum using the approach outlined in section (5.31. 
For each A1, its value on each cell interface is approximated using an average of the 
adjacent cell values, and ni are known quantities fi-orn the cell geometry. To test the 
implementation, the magnetic field variables are chosen to be the following; 
cos(x) 
sin(y) (A. 0.2) 
cos(z) 
and the velocity vector is; 
(A. 03) 
which results in the following; 
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V- Am = cos(x)sin(x) cos(x)sin(y) + cos(x)sin(z) (A. 0.4) 
V-A, = sin(y)sin(x) sin(*os(y) + sin(y)sin(z) (A. 0.5) 
V-A,, = cos(z)sin(x) cos(: )cos(v) + cos(z)sin(z) (A. 0.6) 
V- Ar = [sin(x) - cos(y) + sin(z)][cos(x) + sin(y) + cos(z)] (A. 0.7) 
A test point of xo = (1.5,1.5,1.5) is chosen, and a cell length I is also identified. A 
simple Cartesian grid was chosen as the test domain, and as such the values for B in the 
adjacent cells (1-6) are computed by considering points :0 in the x, y, z directions from xo 
respectively. With the cell centre positions defined as such, the cell normals are given by 
ng = (P, 0,0) (A. 0.8) 
, lq = (0, P, 0) (A. 0.9) 
nc = (0,0, P) (A. 0.10) 
The analytic expressions are computed using the expressions in [A. 0.7], at X0, and 
for several values of 1, the values based numerical implementation of the finite volume 
form are presented below; 
Term 
AE 
Value I I= 0.1 1=0.01 1=0.001 
0.1361163 0.1355380 
1.919433 1.916587 
0.1361163 0.1355380 
2.191665 2.187663 
0.1361091 0.1361025 
1.919405 1.919448 
0.1361091 0.1361025 
2.191627 2.191663 
Table 14: Table of smple data for Regression coefficients 
The above data indicates that as I -o 0, the numerical values approach the analytical 
values, confirming that the finite volume implementation used to determine the contribu- 
tions from terms [5.3.1] [5.3.3] and [5.3.4] in the parabolized Navier Stokes equations is 
correct. 
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