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GK-DIMENSION OF BIRATIONALLY COMMUTATIVE SURFACES
D. ROGALSKI
Abstract. Let k be an algebraically closed field, let K/k be a finitely generated field extension of tran-
scendence degree 2 with automorphism σ ∈ Autk(K), and let A ⊆ Q = K[t;σ] be an N-graded subalgebra
with dimk An < ∞ for all n ≥ 0. Then if A is big enough in Q in an appropriate sense, we prove that
GKA = 3, 4, 5, or ∞, with the exact value depending only on the geometric properties of σ. The proof uses
techniques in the birational geometry of surfaces which are of independent interest.
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1. Introduction
Throughout this paper, let k be an algebraically closed field. Let A =
⊕
n≥0An be a finitely generated
N-graded k-algebra which is locally finite (dimk An <∞ for all n ≥ 0). There is a close relationship between
such graded rings which are commutative and projective algebraic geometry; for example, a projective variety
of dimension n arises as ProjA for a commutative graded domain A of Krull dimension n + 1. Speaking
broadly, the subject of noncommutative projective geometry attempts to find interesting ways to generalize
to noncommutative rings this correspondence between commutative graded k-algebras and projective k-
schemes. The Gelfand-Kirillov (GK)-dimension is typically the most useful notion of dimension for rings in
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this theory, though it does not always match the geometric intuition. In any case, noncommutative N-graded
domains of GK-dimension 2, which correspond to noncommutative projective curves, have been classified in
geometric terms by Artin and Stafford in [AS]. The classification of noncommutative projective surfaces is an
important ongoing research problem, but it is less clear precisely which rings should correspond to surfaces.
For our purposes, given a locally finite N-graded domain A which has a graded quotient ring Q(A) ∼=
D[t, t−1;σ], we want to consider A as corresponding to a surface if the division ring D has transcendence
degree 2 over k. An important special case occurs when D = K is a field, in which case we call the
domain A birationally commutative. The goal of this paper is to calculate the GK-dimension of birationally
commutative surfaces.
The main tools to be used in the calculation are the theory of commutative projective surfaces and the
Riemann-Roch theorem. There is a major difficulty to overcome: automorphisms of fields of transcendence
degree 2 may not correspond nicely to automorphisms of projective surfaces. More specifically, given a
finitely generated field extension K/k and an automorphism σ ∈ Autk(K), we say that σ is geometric if
there exists a projective variety X with k(X) = K and an automorphism τ : X → X which induces by
pullback of rational functions the automorphism σ. Although if tr. degK/k = 1 every automorphism of K
is geometric, this sometimes fails for fields of higher transcendence degree. The main thrust of this article is
to develop techniques to deal with non-geometric automorphisms.
We are now ready to state our main result. To finesse the minor technicality that graded quotient rings
do not always exist, we consider more generally the GK-dimension of all locally finite N-graded subalgebras
A ⊆ K[t, t−1;σ] which are big in an appropriate sense (see Definition 6.1).
Theorem 1.1. Let k be algebraically closed, let K/k be a finitely generated field extension with tr. degK/k =
2, and let σ ∈ Autk(K). Then every big locally finite N-graded subalgebra A of Q = K[t, t−1;σ] has the same
GK-dimension d ∈ {3, 4, 5,∞}. Moreover, if d < ∞, then d = 4 if and only if σ is not geometric, and in
case d =∞ then A has exponential growth.
In fact, the value of GKA in Theorem 1.1 is determined by geometric data associated to the automorphism
σ; see Theorem 7.1 below for a more specific statement.
Given a projective k-scheme X , an automorphism σ : X → X and an invertible sheaf L on X , the
twisted homogeneous coordinate ring B = B(X,L, σ) is the ring
⊕
n≥0H
0(X,Ln), where Ln is defined by
L⊗σ∗(L)⊗· · ·⊗(σn−1)∗L, and for x ∈ Bm, y ∈ Bn the multiplication is defined by x⋆y = x⊗(σm)∗(y). Such
rings have good properties (such as the noetherian property) when L satisfies an additional condition called
σ-ampleness. For geometric automorphisms σ ∈ Autk(K), Theorem 1.1 is already known by work of Zhang
and the author [RZ, Theorem 1.6]. The method is as follows: chooseX projective with k(X) = K and with an
automorphism σ : X → X corresponding to σ ∈ Aut(K). Then for any big subalgebra A ⊆ Q = K[t, t−1;σ]
one may show that A is both contained in and contains a twisted homogeneous coordinate ring B. In this
way one obtains GKA = GKB(X,L, σ) for an appropriate choice of (σ-ample) L. Moreover, Artin and
2
Van den Bergh showed that for a surface X and σ-ample sheaf L, the value of GKB(X,L, σ) is either 3, 5
or ∞ [AV, Theorem 1.7]. In fact, for higher-dimensional X Keeler gave bounds on the possible values of
GKB(X,L, σ) [Ke1, Theorem 6.1], but less is known about what values are actually obtained.
For a non-geometric σ ∈ AutkK, we cannot pick a nice model X with corresponding automorphism
as in the last paragraph, so we make do by carefully picking some projective nonsingular surface X with
k(X) = K, and working with the birational map σ : X 99K X corresponding to σ ∈ Aut(K). Fortunately,
there is recent work by Diller and Favre [DF] on the dynamics of birational self-maps of smooth surfaces over
C, which contains many helpful ideas. If N1(X) = PicX/ ∼ is the group of divisors on X modulo numerical
equivalence, then there is a natural way to define an action σ∗ : Pic(X)→ Pic(X) which is given roughly by
pullback of divisors, and which descends to an action σ∗ : N1(X)→ N1(X). In fact N1(X) ∼= Zm for some
m and σ∗ is given by some (possibly non-invertible) integer matrix P . As is the case in [AV] and [Ke1], this
matrix is the key to our GK-dimension calculations. However, the notion of pullback by a birational map
is not always well-behaved under iteration; importantly, one can choose the nonsingular model X of K so
that the birational map σ : X 99K X is also stable, in the sense that the pullback map (σn)∗ is given by the
matrix Pn for all n ≥ 1 [DF, Theorem 0.1]. The cases appearing in Theorem 1.1 then correspond to the
possible Jordan forms of the matrix P , which are classified in [DF] (see Theorem 3.2 below.)
Since the paper [DF] is so fundamental to our study here, we give a rather thorough review in §2 below
of those results from that paper that we need. Since the authors of [DF] work exclusively over C and use
analytic methods and terminology, one of our aims here is to notice that many of their proofs use only
standard algebraic surface theory, which is valid for any algebraically closed field. In a few cases where a
proof in [DF] is highly analytic, we offer an alternative algebraic proof. One of the useful aspects of the [DF]
theory is that it shows that non-geometric automorphisms σ : K → K of fields K of transcendence degree
2 are rather constrained: for some model X of K, the corresponding birational map σ : X 99K X either
preserves a rational fibration of X , or else the induced action P : N1(X) → N1(X) has an eigenvalue of
modulus bigger than 1. We offer some observations of our own concerning the property of geometricity in
§3.
Given a surface X with a stable birational map σ : X 99K X and invertible sheaf L, we can set Ln =
L ⊗ σ∗L ⊗ · · · ⊗ (σn−1)∗L and build an analog of a twisted homogeneous coordinate ring, which we write
as B˜(X,L, σ) =
⊕
n≥0H
0(X,Ln) and call a twisted section ring. This construction reduces to the usual
twisted homogeneous coordinate ring when σ is an automorphism. We give the construction of these rings
in §4. Unfortunately, for non-geometric σ such rings are badly behaved: if L is also ample enough in some
sense, then we show that B˜(X,L, σ) is not finitely generated as an algebra. However, we can still calculate
the growth of the graded pieces of B˜ using the Riemann-Roch theorem, and we do this calculation in §5.
Given a finitely generated big subalgebra A of K[t, t−1;σ], it is easy to show that A is contained in some B˜,
which gives an upper bound on GKA. Finding a lower bound on GKA is trickier, though, since in general
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we cannot find a copy of some B˜ as a subalgebra of A. For the lower bound, we restrict all sections to some
curve E on X and reduce the problem to some growth estimates for divisors on the curve E. The details
are given in §6. Then the upper and lower bound estimates are combined to prove the main theorem in §7.
The main theorem has applications to the classification theory of noncommutative projective surfaces.
In [RS1, Theorem 1.1], we completely described N-graded domains A which are noetherian, generated in
degree 1, and have Q(A) = K[t, t−1;σ] for a finitely generated field extension K with tr. degK/k = 2 and σ
geometric. Namely, in large degree such an A is isomorphic either to a twisted homogeneous coordinate ring
B(X,L, σ), or to a na¨ıve blowup algebra R(X,Z,L, σ) as studied in [KRS] and [RS2]. For a non-geometric
σ, what finitely generated domains A with Q(A) = K[t, t−1;σ] might look like is still unclear; we don’t
know, for example, if any such A are noetherian. Indeed, we have developed here the background material
about non-geometric automorphisms and twisted section rings in greater detail than we really need for the
proof of the main theorem about GK-dimension, because we hope this will be of use in further work to
better understand such domains A. In any case, Theorem 1.1 gives us a first understanding of what the
noetherian examples (if any) for non-geometric σ look like: they have GK-dimension 4 (since noetherian
N-graded algebras cannot have exponential growth). Additionally, Theorem 1.1 allows the hypothesis that
σ is geometric in [RS1, Theorem 1.1] to be replaced with the alternative hypothesis that GKA = 3 or 5.
2. Review of results of Diller and Favre
In this section, the word surface will always mean a nonsingular integral projective surface over the
algebraically closed field k. The letters W,X, Y, Z will always stand for surfaces. On such a surface X , we
can identify PicX with the set of Weil divisors D up to linear equivalence or with invertible sheaves up to
isomorphism. There is a symmetric nondegenerate bilinear intersection form ( · , · ) on PicX , as defined in
[Ha, Section V.1]. We say that divisors D,E are numerically equivalent if (D−E.C) = 0 for all divisors C.
The quotient of PicX by the relation of numerical equivalence is the Neron-Severi group N1(X) = PicX/ ∼,
which is a free abelian group of finite rank. A divisor D is nef if (D.C) ≥ 0 for all irreducible curves C on X .
We also work with R-divisors up to numerical equivalence, that is, the group N1(X)R = N
1(X) ⊗Z R; the
intersection form uniquely extends to a form on N1(X)R, and D ∈ N1(X)R is called nef if (D.C) ≥ 0 for all
irreducible curves C on X . The set of nef classes forms the nef cone Nef(X) ⊆ N1(X)R. The pseudoeffective
cone NE(X) ⊆ N1(X)R is the smallest closed cone in N1(X)R containing the classes of all effective curves.
The nef cone and pseudoeffective cone are dual with respect to the intersection form, and a nef class is also
pseudoeffective. See [La] for more information on all of these standard facts.
We now review the notion of pullback of divisors by a birational map.
Definition 2.1. Let f : X 99K Y be a birational map of surfaces. The map f is defined except at a finite
set of fundamental points. Let S ⊆ X be any finite set of points in X containing all of the fundamental
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points of f , and let U = X r S, so f |U : U → Y is a morphism. Then given any divisor D on Y , the divisor
(f |U )∗(D) on U extends uniquely to a divisor f∗(D) on X . In this way, we define a map f∗ : PicY → PicX .
In the proofs below, it is useful to have a more explicit definition of the pullback map f∗ which reduces to
the case of a monoidal transformation, and we discuss this next. Suppose first that ρ :W → X is a birational
surjective morphism. Then ρ = ρ1ρ2 . . . ρn is a composition of finitely many monoidal transformations
ρi : Wi → Wi−1 for some surfaces W0 = X, W1, . . . ,Wn = W [Ha, Corollary V.5.4]. If E ⊆ Wi is the
exceptional curve for ρi, then set Fi = (ρi+1ρi+2 . . . ρn)
∗(E). It then follows from [Ha, Propositions V.3.2,
V.3.6] that the pullback map ρ∗ : PicX → PicW is an injection, with
(2.2) PicW = ρ∗(PicX)⊕ ZF1 ⊕ · · · ⊕ ZFn,
where (Fi.Fi) = −1 for all i, (Fi.Fj) = 0 for i 6= j, (D.Fi) = 0 for all D ∈ ρ∗(PicX) and all i, and
(ρ∗C1, ρ
∗C2)W = (C1.C2)X for all C1, C2 ∈ PicX . Moreover, each Fi is a nonnegative linear combination
of the finitely many irreducible curves contracting under ρ and so is effective. Given any irreducible curve
C ⊆ X , if C˜ ⊆ W is the proper transform of C then iterating [Ha, Proposition V.3.6] we have ρ∗(C) =
C˜ +
∑
aiFi for some nonnegative ai. We can also pushforward divisors: ρ∗ : PicW → PicX simply projects
onto the factor ρ∗(PicX) ∼= PicX . Alternatively, it is clear that given an irreducible curve D ⊆ Y , then
ρ∗(D) = ρ(D) if ρ(D) is a curve or 0 if ρ(D) is a point, and extending this rule linearly determines the map
ρ∗.
Now if f : X 99K Y is a birational map, then there exists another surface W and birational morphisms
φ : W → X , ψ : W → Y such that f = ψφ−1 [Ha, Theorem V.5.5]. Then it is easy to check that
f∗ = φ∗ψ
∗ : PicY → PicX is the same map as defined in Definition 2.1; in particular, this is independent of
the choice ofW . We also define pushforward of divisors by f by setting f∗ = (f
−1)∗ = ψ∗φ
∗ : PicX → PicY .
The pullback map f∗ respects numerical equivalence, and so it also induces maps f∗ : N1(Y )→ N1(X) and
f∗ : N1(Y )R → N1(X)R.
In the paper [DF], Diller and Favre define the pullback of cohomology classes by a birational map f :
X 99K Y in case k = C, using the language of complex geometry [DF, Definition 1.8]. They then give a
very useful and beautiful classification of birational self-maps of surfaces. Our main aim in this section is to
review their theory and to show that a large number of their results hold over any algebraically closed field.
For most of their proofs, we simply checked that upon substituting the algebraic language of divisors for
their more analytic language, the same proof works. In this case, we simply state their result below without
proof. In a few cases where the translation of their proof to the algebraic setting is non-obvious, or where
we need a slightly stronger formulation of a result, we provide a proof here. We review not only the main
results from [DF] we need in the sequel, but also the subsidiary results on which they depend. We hope this
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will help the careful reader who wants to check that everything goes through over arbitrary algebraically
closed fields, as well as give all readers a better idea of the flavor of the theory.
We begin with several results which follow very formally from the definitions of pullback and pushforward.
Lemma 2.3. [DF, Proposition 1.11(2)(3)] Let f : X 99K Y be a birational map. Then
(1) (Adjointness) (f∗C.D)X = (C.f∗D)Y for all C ∈ N1(Y )R, D ∈ N1(X)R.
(2) The map f∗ : N1(Y )R → N1(X)R preserves the nef and pseudoeffective cones, in other words
f∗(Nef(Y )) ⊆ Nef(X) and f∗(NE(Y )) ⊆ NE(X).
Pullback by a birational map does not generally respect the intersection form. The next result calculates
the exact nature of the discrepancy.
Lemma 2.4. [DF, Corollary 3.4] Let f : X 99K Y be a birational map and choose another surface W and
birational morphisms φ :W → X, ψ :W → Y such that f = ψφ−1. Decompose PicW ∼= φ∗(PicX)⊕ZF1⊕
· · · ⊕ ZFn with respect to the morphism φ, as in (2.2), and let Ei = ψ∗(Fi) ∈ PicY . Then each Ei is a sum
with nonnegative coefficients of irreducible curves contracting under f−1. Moreover:
(1) (f∗(C).f∗(D)) = (C.D) +
∑n
i=1(C.Ei)(D.Ei) for all C,D ∈ N
1(Y )R.
(2) (f∗(D).f∗(D)) = (D.D) for some D ∈ N1(Y )R if and only if (D.Vi) = 0 for all irreducible curves
Vi ⊆ Y contracted by f−1.
Proof. The proof of [DF, Corollary 3.4], which needs no essential change, depends only on the earlier results
[DF, Proposition 3.1, Proposition 3.2, Theorem 3.3]. These results also go through with only obvious
changes. In fact, the algebraic versions of [DF, Proposition 3.1 and Proposition 3.2] are immediate from [Ha,
Proposition V.3.6 and Corollary V.3.7] (note that we assume f is birational whereas f is allowed to be any
surjective morphism in these results in [DF]; in particular, the constant λ2 of [DF, Proposition 3.1] satisfies
λ2 = 1 in our setting.) 
The behavior of the pullback maps under composition also needs careful examination.
Lemma 2.5. [DF, Proposition 1.13] Suppose that f : X 99K Y and g : Y 99K Z are birational maps, and
consider f∗ : PicY → PicX, g∗ : PicZ → PicY , and (gf)∗ : PicZ → PicX.
(1) For any nef divisor D ∈ PicZ, f∗g∗(D)− (gf)∗(D) is effective.
(2) If there does not exist any curve C ⊆ X such that f(C) = p is a fundamental point of g, then
f∗g∗ = (gf)∗.
Proof. Since the proof in [DF] seems quite analytic, we provide an algebraic proof here. We may find a
surface W1 and birational morphisms φ :W1 → X , ψ : W1 → Y such that f = ψφ−1, and a surface W2 and
birational morphisms µ : W2 → Y , ν : W2 → Z such that g = νµ−1. Then let h = µ−1ψ : W1 99K W2 and
find a surface W3 and birational morphisms τ :W3 →W1, θ : W3 →W2 such that h = θτ−1.
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Let D ∈ PicZ, and let E = ν∗D ∈ PicW2. Let P be the finite set of fundamental points of µ−1, and
let Q = {x ∈ W1|ψ(x) ∈ P}, which is a proper closed subset of W1. Let G1, G2, . . . , Gm ⊆ W1 be the
distinct irreducible curves contained in Q. Let T = W1 \ Q and U = Y \ P . Then the birational map
µ−1ψ is represented by the morphism (µ−1|U ) ◦ (ψ|T ) : T → W2. Similarly, let R ⊆ W1 be the finite set of
fundamental points of τ−1 and put V =W1 \R, so the birational map θτ−1 is represented by the morphism
θ ◦ (τ−1|V ) : V → W2. Since µ−1ψ = θτ−1 as birational maps, it now follows from Definition 2.1 that
ψ∗µ∗E−τ∗θ∗E must be supported along the curves G1, . . . , Gm, i.e. ψ∗µ∗E−τ∗θ∗E =
∑m
i=1 aiGi ∈ PicW1.
Then f∗g∗ = φ∗ψ
∗µ∗ν
∗ and (gf)∗ = φ∗τ∗θ
∗ν∗ and so f∗g∗(D) − (gf)∗(D) =
∑m
i=1 aiφ∗(Gi). In particular,
in the case of part (2), the set of Gi’s is empty and so the equation f
∗g∗ = (gf)∗ follows.
Now suppose that D is nef as in part (1). Then E = ν∗D is also nef by Lemma 2.3(2). Write PicW1 =
ψ∗(PicY )
⊕
ZF1
⊕
· · ·
⊕
ZFn with respect to the morphism ψ as in (2.2). Since ψ
∗µ∗E ∈ ψ∗(PicY ),
(ψ∗µ∗E.Fi) = 0 for all i. Because τ∗θ
∗E is also nef by Lemma 2.3(2) and Fi is effective, (τ∗θ
∗E.Fi) ≥ 0
for each i. Setting B = ψ∗µ∗E − τ∗θ∗E, we have (B.Fi) ≤ 0 for all i. Since each Gi contracts under
ψ, Gi ∈
∑
ZFi. Also, by the first part of the proof, we have B ∈
∑
ZGi. Thus B =
∑n
i=1 biFi. Since
(Fi.Fj) = −δij , this forces bi ≥ 0 for all i and so B is effective. Finally, f∗g∗(D)− (gf)∗(D) = φ∗(B) is then
also effective. 
Now we want to concentrate on the special case of a birational map σ : X 99K X from a surface X to
itself. In particular, we want to study the pullback map σ∗ : N1(X)R → N1(X)R. Recalling that N1(X) is
a free Abelian group ∼= Zd for some d, the map σ∗ is given by some matrix in Md(Z).
Example 2.6. As Lemma 2.5 suggests, the pullback map σ∗ may behave unpredictably with respect to
iteration. For example, suppose that X = P2 and σ : P2 99K P2 is the Cremona map defined by (a : b : c) 7→
(bc : ac : ba). Then PicX = N1(X) ∼= Z and σ∗ : Z→ Z is multiplication by 2. However, σ2 is the identity
and so (σ2)∗ is also the identity.
The previous example shows that we cannot expect (σn)∗ = (σ∗)n to hold in general. The next definition
singles out birational maps without this deficiency.
Definition 2.7. The birational map σ : X 99K X is called stable (the term analytically stable is used in
[DF]) if there does not exist an irreducible curve C ⊆ X and n ≥ 1 such that σn(C) is a fundamental point
of σ.
For example, the Cremona map σ : P2 99K P2 described above is not stable, because σ contracts the line
{(a : b : c)|a = 0} to the point (1 : 0 : 0) where σ is undefined.
Remark 2.8. It is an easy consequence of the definition, using that a point p ∈ Y is a fundamental point for
some birational map ρ : Y 99K Z if and only if ρ−1 contracts some curve to p [Sh, p. 256], that σ : X 99K X
is stable if and only if σ−1 is stable. Also, note that if σ : X 99K X is stable and C is a curve such that
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σ(C) = p0 is a point, then σ(p0) = p1 is defined; then since σ
2(C) = p1, σ(p1) = p2 is defined, and so on.
Continuing inductively, we can define a sequence of points pi by the rule σ(pi) = pi+1.
Lemma 2.9. [DF, Theorem 1.14] If σ : X 99K X is stable then (σn)∗ = (σ∗)n and (σn)∗ = (σ∗)
n for all
n ≥ 1.
Proof. This is an immediate consequence of Lemma 2.5(2) and Remark 2.8. 
If σ : X 99K X is a birational map and f : Y 99K X is another birational map, then we say that the
birational map τ = f−1σf : Y 99K Y is conjugate to σ. One of the most fundamental results in [DF] is that
any birational self-map is conjugate to a stable one.
Theorem 2.10. [DF, Theorem 0.1] Let σ : X 99K X be a birational map. Then there is another surface Y
and a birational morphism π : Y → X such that π−1σπ : Y 99K Y is stable.
Next, for a birational map σ : X 99K X we study how the maps (σn)∗ : N1(X)R → N1(X)R grow with n.
In this paper, it is most convenient to measure the growth of functions using a different equivalence relation
than that traditionally used in the theory of GK-dimension [KL, p.5]. Given two functions f, g : N → R
which are monotone increasing and positive valued for all n≫ 0, we write f 4 g if there is a constant d > 0
such that f(n) ≤ dg(n) for all n ≫ 0. If f 4 g and g 4 f then we write f ∼ g. There is no difference
between this definition and the one given in [KL, p.5] for functions of polynomial growth, but our definition
distinguishes between various functions of exponential growth such as f(n) = n2n and g(n) = 2n. It is also
useful to note that if limn→∞ f(n)/g(n) is a finite positive number, then f ∼ g.
For any surface X , || · || will indicate some arbitrary matrix norm on the space EndC(N1(X)C). The
particular choice of matrix norm will never impact any of our results below. Recall that ρ = max{|λ|
∣∣λ ∈
C is an eigenvalue of σ∗} is called the spectral radius of σ∗.
Lemma 2.11. [DF, Lemma 1.12] Let σ : X 99K X be birational map and let σ∗ : N1(X)R → N1(X)R have
spectral radius ρ. Then there is a nef class D ∈ N1(X)R which is an eigenvector for σ
∗ with eigenvalue ρ.
Proof. We note here that this result follows quickly from existing references. By Lemma 2.3, σ∗ preserves the
nef cone Nef(X) ⊆ N1(X)R. Then the spectral radius ρ is an eigenvalue of σ∗ with an eigenvector in Nef(X)
by [V, Theorem 3.1]. (This is the same argument used by Keeler, for the case where σ is an automorphism,
in [Ke1, Lemma 3.2]; only the fact that σ∗ preserves the nef cone is needed.) 
Lemma 2.12. [DF, Corollary 1.16] Let σ : X 99K X be a birational map.
(1) For any birational map τ : Y 99K Y which is conjugate to σ, ||(σn)∗|| ∼ ||(τn)∗||.
(2) ||(σn)∗|| ∼ njρn for some uniquely determined real ρ ≥ 1 and integer j ≥ 0.
(3) If σ is stable, then ρ is the spectral radius of σ∗ and j + 1 is the size of the largest Jordan block in
σ∗ associated to an eigenvalue of modulus ρ.
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Proof. The proof of [DF, Corollary 1.16], which depends on [DF, Proposition 1.15] and Lemma 2.5(1), goes
through with little change to prove part (1). If σ is stable, then (σn)∗ = (σ∗)n. Choosing a basis of N1(X)C
so that σ∗ is in Jordan form, each coordinate of the matrix (σ∗)n is a C-linear combination of terms of the
form naλi where a ≥ 0, 0 ≤ i ≤ n, and λ is an eigenvalue of σ∗. If j + 1 is the size of the largest Jordan
block in σ∗ associated to an eigenvalue λ of modulus ρ, then njλn is the fastest growing such term; thus
||(σn)∗|| ∼ njρn in this case, proving part (3). Since each (σn)∗ is in EndZ(N1(X)) ∼=Md(Z) and there is a
positive lower bound on the norms of nonzero integer matrices, it follows that ρ ≥ 1. For a σ which is not
necessarily stable, it now follows from Theorem 2.10 and part (1) that ||(σn)∗|| ∼ njρn for some ρ, j with
ρ ≥ 1. The values of ρ, j are obviously uniquely determined given our definition of equivalence of functions,
completing the proof of part (2). 
Definition 2.13. Given a birational map σ : X 99K X , we associate to σ the growth data (ρ, j) as determined
by Lemma 2.12(2).
The main achievement of [DF] is to classify the possible values of growth data (ρ, j) associated to birational
maps σ : X 99K X and to describe which kinds of surfaces can appear in each case. The last results from [DF]
which we recall in this section contain the main work for this classification. We need a few more definitions.
First, a rational fibration of X is a morphism f : X → C, where C is a nonsingular projective curve and the
generic fiber of f is isomorphic to P1. A birational map σ : X 99K X preserves such a fibration if there is an
automorphism τ : C → C such that fσ = τf (as birational maps).
Lemma 2.14. [DF, Proposition 1.7] Let σ : X 99K X be a birational map which is not an automorphism,
with associated growth data (ρ, j). We choose a surface W and morphisms φ : W → X, ψ : W → X
such that σ = ψφ−1; moreover we make this choice such that the rank of N1(W ) is minimal. Choose any
decomposition φ = φ1φ2 . . . φm, where each φi is a single monoidal transformation, and let E ⊆ W be the
exceptional curve contracted by φm. Then V = ψ(E) ⊆ X is an irreducible curve which is contracted by σ−1,
and (V.V ) ≥ −1. Moreover, we have the following.
(1) If (V.V ) = −1, then there exists a monoidal transformation π : X → X ′ with exceptional curve V
(and in this case, if σ is stable then so is σ′ = πσπ−1 : X ′ 99K X ′.)
(2) If (V.V ) = 0, then there exists a rational fibration f : X → C such that V ∼= P1 is a generic fiber.
Proof. The same proof as that of [DF, Proposition 1.7] works here; we have just organized the result differ-
ently by moving some parts of the proof into the statement. The proof of the existence of a rational fibration
in case (2) depends on the classical result [BPV, Proposition 4.3], which also is valid over an arbitrary
algebraically closed field. Note that [DF, Proposition 1.7] contains an extra hypothesis that (C.C) ≤ 0 for
all irreducible curves C contracting under σ−1 (such as V ). This hypothesis is not needed in our version; we
simply draw no conclusion if (V.V ) > 0. 
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Proposition 2.15. [DF, Lemma 4.1] Suppose that σ : X 99K X is a birational map, such that ‖(σn)∗‖ is
bounded. Then σ is conjugate to an automorphism τ : Y → Y such that (τn)∗ : N1(Y ) → N1(Y ) is the
identity for some n ≥ 1.
Proof. The proof in [DF], which is easy to rewrite in algebraic language, uses Theorem 2.10, Lemma 2.12,
Lemma 2.4(2), and Lemma 2.14. 
Proposition 2.16. [DF, Lemma 4.2] Let σ : X 99K X be birational, with growth data (ρ, j) given by
Definition 2.13 such that ρ = 1. Then either (1) σ is conjugate to an automorphism τ : Y → Y , or else
(2) j = 1 and σ is conjugate to another birational map µ : Z 99K Z such that (i) µ is stable; (ii) Z has a
rational fibration f : Z → C which is preserved by µ; and (iii) if S is the set of irreducible curves contracted
by µ−1, then for all V ∈ S we have µ∗(V ) = V in N1(Z), and (Vi.Vℓ) = 0 for all Vi, Vℓ ∈ S.
Proof. This is a restatement and slight strengthening of the result of [DF, Lemma 4.2], which does not
require in case (2) the restrictions given in (iii). So we indicate the needed adjustments to the proof.
First, by Theorem 2.10 we replace X with a blowup to assume σ is stable. Suppose that σ is not an
automorphism. As in the statement of Lemma 2.14, choose a W with Neron-Severi group of minimal rank
which has morphisms φ : W → X , ψ : W → X such that σ = ψφ−1. Given any point p ∈ X which is a
fundamental point for σ, we can choose a decomposition φ = φ1φ2 · · ·φm where each φi is a single monoidal
transformation, and moreover such that the exceptional curve E ⊆W contracted by φm satisfies φ(E) = p.
Let V = ψ(E). If (V.V ) = −1, then using Lemma 2.14(1) we contract V by a single monoidal transformation
π : X → X ′ such that σ′ = πσπ−1 : X ′ 99K X ′ is again stable. Replacing X by X ′ and σ by σ′, we repeat this
process as many times as possible. The process is finite since the rank of the Neron-Severi group decreases
by one with each contraction.
If the process of the last paragraph results in an automorphism, we are done, so assume not. Then we have
obtained a stable birational map σ : X 99K X such that the set S of irreducible curves contracted by σ−1 is
nonempty. We can pick some fundamental point p of σ and repeat the first part of the previous paragraph;
then (V.V ) ≥ 0 by Lemma 2.14, since we repeated the contraction process until no longer possible. Since
ρ = 1, the proof of [DF, Lemma 4.2] (which depends on Lemma 2.11, Lemma 2.4(2), and Lemma 2.14) shows
that (V.V ) = 0, there is a rational fibration f : X → C preserved by σ with generic fiber V , that σ∗(V ) = V
in N1(X), and j = 1. The union of the curves which are contracted by σ−1 to the point p is a connected
set by Zariski’s main theorem, and all of these curves lie in the same fiber of f as V since σ preserves the
fibration. But V is a generic fiber, and so V is the only curve contracted by σ−1 to p. Moreover, any other
V ′ ∈ S must also lie in some fiber and so (V ′.V ) = 0.
Applying the previous paragraph to each fundamental point of σ, we see that each Vi ∈ S contracts by
σ−1 to a unique point pi, that σ
∗(Vi) = Vi in N
1(X), and that (Vi.Vℓ) = 0 for all Vℓ ∈ S. 
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3. Geometricity
A surface always means a nonsingular integral projective surface over the algebraically closed field k in
this section. In addition, σ : X 99K X continues to denote a birational map of a surface X .
Definition 3.1. If K is a finitely generated field extension of k with tr. degK/k = 2 and τ : K → K is a
field automorphism over k, we say that τ is geometric if there exists a surface Z with k(Z) = K such that
the corresponding birational map τ : Z 99K Z is an automorphism. Given a birational map σ : X 99K X , we
say that σ is geometric if the corresponding field automorphism σ : K → K is geometric, or equivalently if
σ is conjugate (as defined in the previous section) to some automorphism τ : Z → Z of a surface Z.
In [DF], σ : X 99K X is called bimeromorphically conjugate to an automorphism when we call it geometric.
The following is a summary theorem of the main classification result in [DF].
Theorem 3.2. [DF, Theorem 0.2] Let σ : X 99K X be a birational map, and define the growth data (ρ, j)
by Definition 2.13. Choose some matrix norm || · || on EndC(N1(X)C). Then exactly one of the following
cases occurs:
(1) ρ = 1, j = 0, ||(σn)∗|| ∼ 1, and σ is geometric; in fact, σ is conjugate to some automorphism
τ : Y → Y such that (τn)∗ : N1(Y )→ N1(Y ) is the identity for some n ≥ 1.
(2) ρ = 1, j = 1, ||(σn)∗|| ∼ n, σ is not geometric, and σ is conjugate to a birational map τ : Y 99K Y
where Y has a rational fibration f : Y → C preserved by τ .
(3) ρ = 1, j = 2, ||(σn)∗|| ∼ n2, and σ is geometric.
(4) ρ > 1, and ||(σn)∗|| ∼ njρn is growing exponentially.
Proof. Most of this follows immediately from Propositions 2.15 and 2.16 and Lemma 2.12. It only remains to
show that if ρ = 1 and σ is geometric, then j = 0 or 2. But in this case we pass to a conjugate automorphism
τ : Y → Y , and then the fact that j = 0 or 2 is shown by Artin and Van den Bergh [AV, Lemma 5.4].
For k = C, this is also shown in [DF, Theorem 4.3, Proposition 4.4] (relying on previous work of Bellon,
Cantat, and Gizatullin). In fact these results show that in case (3), it is even true that σ preserves an elliptic
fibration. We certainly expect that this also holds over an arbitrary algebraically closed field, though we
have not checked since we will not need in the sequel that σ preserves an elliptic fibration in case (3). 
Theorem 3.2 completely determines whether a birational map σ : X 99K X with ρ = 1 is geometric, in
terms of the value of j; in particular, non-geometric such maps have a very restricted form. Proposition 3.5
below offers another characterization of geometricity, independent of the value of ρ. This gives a nice intuitive
picture and will also be useful in our study of twisted section rings in the next section. In the following
definition, we single out a pathology that turns out to characterize stable non-geometric maps.
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Definition 3.3. Let σ : X 99K X be birational. Suppose that there exists a point p ∈ X such that σ−1 is
defined at pn = σ
−n(p) for all n ≥ 0, but σn is not defined at p for infinitely many n > 0. Then we say that
p is an unbalanced point and that σ is unbalanced. If no such p exists then we say σ is balanced.
Remark 3.4. The following easy observations, which are left to the reader, will be useful below. Let
σ : X 99K X be birational. If σ is unbalanced, then σn : X 99K X is also unbalanced for every n ≥ 1.
Conversely, if σ is stable and σn is unbalanced for some n ≥ 1, then σ is unbalanced.
Proposition 3.5. Let σ : X 99K X be a birational map.
(1) If σ is unbalanced, then σ is not geometric.
(2) If σ is stable, then σ is balanced if and only if σ is geometric.
Proof. (1) Let σ : X 99K X be unbalanced. As a first step, we will prove the following claim: suppose that
φ : Z → X is a birational morphism, and let τ = φ−1σφ : Z 99K Z; then τn : Z 99K Z is also unbalanced for
some n ≥ 1. Since φ is a composition of finitely many monoidal transformations, by induction it is enough
to prove the claim in case φ is itself a single monoidal transformation, say with exceptional curve E ⊆ Z
and contracted point q ∈ X . Let p ∈ X be an unbalanced point for σ, and define pn = σ
−n(p) for n ≥ 0. If
pn 6= q for all n ≥ 0, then define r = φ−1(p), while if pn = q for exactly one n, then define r = φ−1(pn+1). In
either case it is now easy to check that r is an unbalanced point for τ , so τ itself is unbalanced. Otherwise,
pi = pj = q for some 0 < i < j. Let d = j − i; then σ−d is defined at q with σ−d(q) = q. Now suppose that
σ−d is a local isomorphism at q. Then the inverse σd is also defined at q, and since σn(q) is defined for all
n ≤ 0, it follows that σn(q) is defined for all n ∈ Z. But then σn(p) is defined for all n ∈ Z, a contradiction.
Thus σ−d is not a local isomorphism at q, so σ−d induces a non-surjective map of tangent spaces Tq → Tq.
But because points of the exceptional curve E of φ correspond to tangent directions at q, it follows that
τ−d(E) = r for some point r ∈ E. Moreover, since σ−d is defined at q, τ−d is defined at every point of E
(for example, by the universal property of blowing up); in particular, at r. Thus r is an unbalanced point
for τd, proving the claim.
Next, we claim that it is impossible to have an unbalanced birational map τ : Z 99K Z and a birational
morphism ψ : Z → Y with µ = ψτψ−1 : Y → Y an automorphism. Suppose this is possible, and choose
such an example where ψ is a composition of the minimal possible number m of monoidal transformations
(obviouslym > 0). Now let q ∈ Z be an unbalanced point. Then τn fails to be defined at q for infinitely many
n > 0, say for some sequence 0 < n1 < n2 < . . . . Thus we can find irreducible curves C1, C2, · · · ⊆ Z such
that τ−ni(Ci) = q. Clearly we must have that ψ(Ci) = ri is a point for all i. Since ψ contracts finitely many
curves, we have Ci = Cj for some 0 < i < j, and so ri = rj = r, say. Moreover, µ
−ni(r) = ψ(q) = µ−n2(r);
letting d = n2−n1, we then have µd(r) = r. Work now instead with τ ′ = τd : Z 99K Z and µ′ = µd : Y → Y .
Then µ′(r) = r, so if π : Y˜ → Y is the monoidal transformation blowing up r, then µ′ lifts to an automorphism
ν = π−1µ′π : Y˜ → Y˜ . Now ψ = πθ for some morphism θ : Z → Y˜ , by [Ha, Proposition V.5.3]. But τ ′
12
is again unbalanced (Remark 3.4), and descends to an automorphism ν = θτ ′θ−1 : Y˜ → Y˜ , where θ is
composed of fewer than m monoidal transformations. This contradicts the minimal choice of m and this
contradiction proves the claim.
Finally, suppose that σ : X 99K X is unbalanced and geometric. Then we may find a surface Z and
birational morphisms φ : Z → X , ψ : Z → Y , such that µ = ψφ−1σφψ−1 : Y → Y is an automorphism. By
the first claim, τn = φ−1σnφ : Z → Z is unbalanced for some n ≥ 1. Then by the second claim, µn is not
an automorphism, a contradiction.
(2). Let σ : X 99K X be balanced and stable. Suppose that σ is not already an automorphism (in which
case we are done) and let C ⊆ X be an irreducible curve with σ(C) = p a point. By the stability condition,
σn(p) is defined for all n ≥ 0, so at a point r ∈ C for which σ(r) is defined, we have σn(r) is defined for
all n ≥ 0. There are at most finitely many points of C at which σ is not defined; for one of these, say q,
there must be a curve D with σ−1(D) = q; then by the stability condition, qn = σ
−n(q) is defined for all
n ≥ 0, with σ−1 defined at each qn, implying that σn(q) is defined for all n≫ 0 by the balanced hypothesis.
In conclusion, σn is defined at every point of C for some n ≥ 1. Then we can choose a nonsingular surface
Z and morphisms φ : Z → X,ψ : Z → X for which ψφ−1 = σn, and where φ−1 is a local isomorphism at
every point of C (see the proof of [Ha, Theorem V.5.5].) Thus (C.C)X = (φ
−1(C).φ−1(C))Z ≤ −1 since
φ−1(C) is a curve contracting under ψ. In conclusion, all irreducible curves of X contracted by σ have
negative self-intersection. Now using Lemma 2.14 (applied to σ−1) we can find a monoidal transformation
π : X → X ′ blowing down some irreducible curve contracted by σ, where replacing X by X ′ and σ by
σ′ = πσπ−1, σ′ is still stable. Moreover, σ′ is also balanced, by the first claim proved in the first half of the
proof, together with Remark 3.4.
Repeat the previous paragraph as many times as possible. It must reach an automorphism after finitely
many steps since the rank of the Neron-Severi group decreases by 1 each time. Thus we have shown that for
a stable map, balanced implies geometric, and the converse was proved in part (1). 
The preceding proposition is useful for constructing examples of non-geometric maps.
Example 3.6. We thank Michael Artin for suggesting the following example. Assume that k is uncountable.
Let X = P2, let τ : P2 99K P2 be the Cremona map of Example 2.6 and let φ : P2 → P2 be an automorphism.
Let σ = τφ : P2 99K P2. Let ℓ1, ℓ2, ℓ3 be the coordinate lines which are contracted by τ . Note that
σ−1(ℓj) = pj,0 is a point for each j. Now if we choose φ generically (outside some countable union of proper
closed subsets of PGL(2, k)), we can ensure that σn(ℓj) is a curve for all j and n ≥ 1, and moreover that
we can inductively define pj,i+1 = σ
−1(pj,i) for all j and i ≥ 0. Then σ−1 and thus σ is stable, and σ
is not geometric by Proposition 3.5 since each point pj,0 is unbalanced. Note also that PicX = Z and
σ∗ : PicX → PicX is multiplication by 2. So ρ = 2 > 1 for this stable birational map.
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We remark that there also geometric birational maps σ : X 99K X with ρ > 1; an automorphism of a K3
surface with ρ > 1 is given in [Ke1, Example 3.9]. Also, it is easy to find examples of case (2) of Theorem 3.2;
in fact, any ruled surface has a non-geometric birational map preserving the ruling which is of this type (see
[DF, Remark 7.3]).
As a further application of Proposition 3.5, we have the following result that the property of geometricity
is invariant under base extension.
Lemma 3.7. Let k ⊆ L where L is another algebraically closed field, let K/k be a finitely generated field
extension with tr. degK/k = 2, and let σ ∈ AutkK. Let F be the field of fractions of K ⊗k L, so σ extends
uniquely to an automorphism σ˜ ∈ AutL F . Then σ ∈ AutkK is geometric if and only if σ˜ ∈ AutL F is
geometric.
Proof. It is a standard result that since k is algebraically closed, K ⊗k L is a domain, so it makes sense to
consider its field of fractions F . If σ ∈ AutkK is geometric, pick a projective model X of K such that the
induced map σ : X → X is an automorphism. Then σ lifts to an automorphism σ˜ : X˜ → X˜ of the projective
L-surface X˜ = X ×Speck SpecL, so the corresponding field automorphism σ˜ ∈ AutL F is again geometric.
Conversely, if σ ∈ AutkK is not geometric, we choose a nonsingular projective model X of K such that
the corresponding birational map σ : X 99K X is stable, by Theorem 2.10. By Proposition 3.5(2), there is
some unbalanced point p ∈ X for σ; then it is easy to see that the lifted point p˜ ∈ X˜ = X ×Speck SpecL is
an unbalanced point for σ˜ : X˜ 99K X˜, so by Proposition 3.5(1), σ˜ ∈ AutL F is not geometric either. 
4. Twisted section rings
If σ : X → X is an automorphism of a surface X , then given an invertible sheaf L on X we may form
the twisted homogeneous coordinate ring B(X,L, σ) as described in the introduction. Since Bn = H
0(X,Ln)
is the full vector space of global sections of an invertible sheaf on X , many questions about B reduce to
questions about invertible sheaves. For example, the calculation of the growth of dimkBn can make use
of the Riemann-Roch theorem. In this section, we generalize this construction to form a ring B˜(X,L, σ)
where σ : X 99K X is just a stable birational map, and where B˜n = H
0(X,Ln) is the global sections of the
analogous invertible sheaf Ln on X . The growth of the graded pieces of B˜ will still be a consequence of the
Riemann-Roch theorem, and we give it in the next section. Unfortunately, for non-geometric σ the ring B˜ is
otherwise not well-behaved: we will show in this case that (for L ample enough) B˜ is not finitely generated
as an algebra.
We now describe some notational conventions that will hold throughout this section. As in previous
sections, X will always be a nonsingular integral projective surface. Given an invertible sheaf L on X , for
convenience we will assume that we have a fixed embedding L ⊆ K of L in the constant sheaf K of rational
functions K = k(X); there is then a corresponding Weil divisor D on X with L = OX(D). Given some
stable birational map σ : X 99K X , we define the pullback map σ∗ : PicX → PicX on Weil divisors as in
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Definition 2.1. Thinking in terms of invertible sheaves, we define σ∗L = OX(σ∗(D)), so there is also a fixed
embedding σ∗L ⊆ K. As in the theory of twisted homogeneous coordinate rings, it is convenient to use the
notation Lσ = σ∗L, and we define L0 = OX and Ln = L ⊗ Lσ ⊗ · · · ⊗ Lσ
n−1
⊆ K for n ≥ 1. The birational
map σ : X 99K X induces an automorphism K → K which we also call σ. Finally, we write V σ = σ(V ) for
any subset V ⊆ K.
We begin by recording some simple sheaf-theoretic properties of the pullback map.
Lemma 4.1. Let σ : X 99K X be a stable birational map, and L an invertible sheaf on X. Choose a
nonsingular surface W with birational morphisms φ :W → X and ψ :W → X such that σ = ψφ−1.
(1) Lσ ⊆ K is the reflexive hull F∗∗ = Hom(Hom(F ,OX),OX) of the sheaf F = φ∗ψ∗L ⊆ K.
(2) There is an induced injective pullback of sections map
σ∗ : H0(X,L)→ H0(X,Lσ)
which is also the restriction of the automorphism σ : K → K.
(3) If V ⊆ H0(X,L) generates L, then V σ generates Lσ except possibly at the finitely many fundamental
points of σ. Similarly, V V σ . . . V σ
n−1
generates Ln except at a finite set of points for all n ≥ 1.
Proof. (1) The sheaf F = φ∗ψ∗L is locally free except possibly at the finite set S of fundamental points of σ.
The reflexive hull F∗∗ is the unique invertible sheaf on X agreeing with F on U = X r S [RS1, Sublemma
7.7]. Now part (1) is just a reinterpretation of Definition 2.1.
(2) Note that since we have embeddings L ⊆ K and Lσ ⊆ K, taking sections we also have inclu-
sions H0(X,L) ⊆ K and H0(X,Lσ) ⊆ K. Now σ∗ : H0(X,L) → H0(X,Lσ) may be defined by com-
posing the injective pullback map ψ∗ : H0(X,L) → H0(W,ψ∗L), the bijective pushforward of sections
φ∗ : H
0(W,ψ∗L)→ H0(X,F), and the injection H0(X,F)→ H0(X,F∗∗) induced by the canonical injection
of sheaves F ⊆ F∗∗ ⊆ K. It follows formally that σ∗ is also given by restricting σ : K → K.
(3) By the construction of σ∗ in part (2), it is clear that σ∗(V ) = V σ ⊆ H0(X,F) generates the sheaf F
except possibly at the finite set S of fundamental points of σ. The injection F ⊆ F∗∗ = Lσ is an isomorphism
at points not in S, so V σ generates Lσ at points not in S. Applying this to each power σi, we see that
V σ
i
generates Lσ
i
at points not in the set Si of fundamental points of σ
i; thus V V σ . . . V σ
n−1
generates Ln
except possibly at points of the finite set
⋃n−1
i=1 Si. 
Definition 4.2. Given a stable birational map σ : X 99K X and L ⊆ K an invertible sheaf, we define the
twisted section ring
B˜(X,L, σ) =
⊕
n≥0
H0(X,Ln)t
n ⊆ Q = K[t, t−1;σ],
with multiplication induced by that of Q.
Note that if σ is an automorphism, then B˜(X,L, σ) ∼= B(X,L, σ) is the usual twisted homogeneous
coordinate ring. Defining B˜ as an explicit subring of Q is not really necessary, but it avoids a tedious proof
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that the multiplication of B˜ is associative. Still, to ensure that Definition 4.2 actually defines a ring, we
need to check that B˜ is closed under multiplication. For this, it is enough to check that B˜mB˜n ⊆ B˜m+n
for m,n ≥ 0. If f ∈ H0(X,Lm) and g ∈ H
0(X,Ln), then ftmgtn = fσm(g)tm+n and σm(g) = (σm)∗(g) ∈
H0(X,Lσ
m
n ) by part (2) of Lemma 4.1. Now since σ is stable, we have
Lσ
m
n = (σ
m)∗(L ⊗ σ∗L ⊗ · · · ⊗ (σn−1)∗L) = (σm)∗L ⊗ (σm)∗σ∗(L)⊗ · · · ⊗ (σm)∗(σn−1)∗L
= (σm)∗L ⊗ (σm+1)∗(L) ⊗ · · · ⊗ (σn+m−1)∗L
and so Lm ⊗ L
σm
n = Lm+n, as subsheaves of K. Then fσ
m(g) is the image of f ⊗ (σm)∗(g) under the
multiplication map H0(X,Lm)⊗H
0(X,Lσ
m
n )→ H
0(X,Lm+n), so B˜ is indeed a subalgebra of Q.
The goal of the rest of the section is to prove that the ring B˜(X,L, σ) is typically not finitely generated
as a k-algebra if σ is non-geometric. The exact theorem will hold only for L “ample enough”. We next
define an appropriate such class of invertible sheaves. The definition is fairly arbitrary; it is made just for
the convenience of this paper to include enough positivity properties for several later results.
Definition 4.3. Given a stable birational map σ : X 99K X , we say an invertible sheaf L on X is σ-positive
if (1) L is ample, (2) The sheaf Ln is generated by its global sections for all n ≥ 1, and (3) H
i(X,Ln) = 0
for all i > 0 and n ≥ 1.
We note that it is easy to find σ-positive invertible sheaves.
Lemma 4.4. Given σ : X 99K X stable and a very ample invertible sheaf M on X, then L = M⊗d is
σ-positive for all d≫ 0.
Proof. The proof uses the notion of Castelnuovo-Mumford regularity with respect to the very ample sheaf
M, and is mostly a matter of quoting some known results. We recall the definition: for a coherent sheaf F
on X , F is called d-regular if Hi(X,F ⊗M⊗d−i) = 0 for all i > 0. It is a fact that if F is d-regular, then F
is e-regular for all e ≥ d [La, Theorem 1.8.5]. We let regF be the smallest d for which F is d-regular.
The formula limn→∞ regM⊗n = −∞ easily follows since M is ample. By a theorem of Fujita, there is a
fixed bound M such that regF ≤ M for all nef invertible sheaves F [Fj, Theorem 1, p. 520]. Also, there is
a constant C such that for any two invertible sheaves N ,P on X , one has reg(N ⊗P) ≤ regN + regP +C
[Ke2, Proposition 2.8].
For d ≥ 1 put L =M⊗d. Then L is nef and so (Lσ ⊗ · · · ⊗ Lσ
n−1
) is nef by Lemma 2.3. Then for d≫ 0
we have regL ≤ −C −M and so regLn ≤ regL + reg(Lσ ⊗ · · · ⊗ Lσ
n−1
) + C ≤ 0. Thus Hi(X,Ln) = 0 for
i = 1, 2. Also, since Ln is 0-regular, it is generated by its global sections [La, Theorem 1.8.5 and Remark
1.8.14]. 
Theorem 4.5. Let σ : X 99K X be stable and non-geometric, and suppose that L ⊆ K is σ-positive. Then
B˜(X,L, σ) is not a finitely generated k-algebra.
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Proof. Since σ is not geometric, by Proposition 3.5 there must exist an unbalanced point q ∈ X , so q is a
fundamental point of σi for infinitely many i ≥ 1. We show first that in fact we can find a point which is a
fundamental point for all positive powers of σ. Suppose we have 0 < i1 < i2 < i3 such that σ
i1 and σi3 are
not defined at q, but σi2 (q) is defined. Then we can find irreducible curves F1 and F3 such that σ
−i1(F1) = q
and σ−i3(F3) = q, so σ
i2−i1(F1) = σ
i2(q) = σi2−i3(F3), and this contradicts the fact that σ is stable. Thus
σi is undefined at q for all i ≫ 0. Let i0 be the largest nonnegative integer such that p = σi0 (q) is defined.
Then p is a fundamental point of σi for all i ≥ 1. For each i ≥ 1 we can pick an irreducible curve Ei ⊆ X
such that σ−i(Ei) = p.
Now fix n ≥ 2 and consider the multiplication map B˜i ⊗ B˜n−i → B˜n for some 0 < i < n. Dropping the
powers of t, this may be identified with
θi : H
0(X,Li)⊗H
0(X,Ln−i)
1⊗(σi)∗
−→ H0(X,Li)⊗H
0(X,Lσ
i
n−i) −→ H
0(X,Li ⊗ L
σi
n−i) = H
0(X,Ln)
where the second map is the natural multiplication map. We claim that the image of θi is contained in
H0(X, Ip ⊗ Ln) where Ip is the ideal sheaf of the point p. Suppose for the moment that claim has been
proved for all i. Then we will have that the image of
⊕n−1
i=1 B˜i ⊗ B˜n−i → B˜n under the multiplication
map is contained in H0(X, Ip ⊗ Ln)tn. Since L is σ-positive, Ln is generated by global sections at p and so
H0(X, Ip⊗Ln) ( H
0(X,Ln). It follows that B˜ is not generated in degrees 1 through n− 1, and since n ≥ 2
was arbitrary the result follows.
It remains to prove the claim. For this, it will be enough to prove that the image of the pullback of sections
map (σi)∗ : H0(X,Ln−i) → H
0(X,Lσ
i
n−i) is contained in H
0(X, Ip ⊗ L
σi
n−i). Let N = (L
σ ⊗ · · · ⊗ Lσ
n−i−1
)
and note that N is nef by Lemma 2.3. Then Ln−i = L ⊗ N is the product of an ample and a nef sheaf,
so is also ample. Write Ln−i = OX(D) for some Weil divisor D. Given a section 0 6= s ∈ H
0(X,Ln−i), let
D′ ∈ |D| be the divisor of zeroes of s, where |D| is the complete linear system of effective divisors linearly
equivalent to D. Note that since Ln−i is generated by its sections and obviously Ln−i 6∼= OX , we have
dimk H
0(X,Ln−i) ≥ 2. It follows that for a generic D′ ∈ |D|, D′ =
∑
ajCj for some irreducible curves Cj
where (i) no Cj contracts under σ
−i, and (ii) no Cj contains a fundamental point of σ
−i. We will prove that
for all such generic D′, the support of the divisor (σi)∗(D′) contains p; then (σi)∗(s) ∈ H0(X, Ip⊗Lσ
i
n−i) will
hold for generic s ∈ H0(X,Ln−i), so for all s as required. Thus, let D′ ∈ |D| with D′ =
∑
ajCj satisfying
conditions (i) and (ii). Since D′ is ample we have (D′.Ei) > 0. Furthermore, Cj 6= Ei for each j, so some
Cj intersects Ei nontrivially; but then σ
−i is defined at every point of Cj , and σ
−i(Cj) is a curve in the
support of (σi)∗(D′) which contains the point σ−i(Ei) = p. 
The preceding theorem is not needed in the proof of the main theorem of the paper, but we have included
it as an interesting negative result. As part of the program to classify noncommutative projective surfaces,
one would like to describe in terms of geometry all connected finitely generated N-graded subalgebras A
of Q = K[t, t−1;σ], where K/k is a finitely generated field extension of transcendence degree 2. For field
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automorphisms σ which are geometric, the paper [RS1] succeeds in this goal, for those A which are also
noetherian and generated in degree 1: such an A is equal (in large degree) either to a twisted homogeneous
coordinate ring B(X,L, σ) where X is a surface, or else to a special kind of subring R(X,ZI ,L, σ) =⊕
n≥0H
0(X, In ⊗ Ln) of such a B called a na¨ıve blowup as studied in [KRS] and [RS2] (where here In =
I · σ∗I · · · (σn−1)∗I for some ideal sheaf I defining a 0-dimensional subscheme ZI of X). When σ is not
geometric, we do not know how to describe the subrings A of Q. Theorem 4.5 shows that in this case
the natural analogs of twisted homogeneous coordinate rings, the algebras B˜(X,L, σ), unfortunately do not
suffice to describe any such A. A different approach seems to be needed to understand the non-geometric
case; we hope to address this question in future work.
5. Growth of B˜
In this section, we calculate the growth of the graded pieces of a ring B˜(X,L, σ) using the Riemann-
Roch formula. For the case where σ is non-geometric we will also need to rely on the information from the
classification result Theorem 3.2. The case where σ is an automorphism is already known (see [AV, Theorem
1.7] or [Ke1, Theorem 6.1]), but we give a uniform proof that works in all cases since this takes little extra
effort.
The following is the situation we always consider from now on.
Notation 5.1. Let σ ∈ Autk(K), where K/k is a finitely generated field extension of an algebraically closed
field k, with tr. degK/k = 2. Choose a nonsingular integral projective surface X over k with k(X) = K
such that the induced map σ : X 99K X is stable (which is possible by Theorem 2.10.) Fix some basis of
N1(X) ∼= Zd and let P ∈Md(Z) be the d× d matrix representing the pullback map σ∗ : N1(X)→ N1(X).
Fix any matrix norm ‖ · ‖ on Md(C), so ||Pn|| ∼ njρn where (ρ, j) is the associated growth data (which is
independent of the choice of X by Lemma 2.12). Let K be the constant sheaf of rational functions on X .
In some of our growth calculations, it will be convenient to assume the following further restrictions on
the choice of X :
Hypothesis 5.2. Assume Notation 5.1. If σ is geometric, then by definition we can choose X so that the
map σ : X → X is an automorphism. If σ is non-geometric with ρ = 1, then by Proposition 2.16(2) we have
j = 1 and we can choose X so that σ : X 99K X is stable; σ preserves some rational fibration f : X → C;
and if S is the set of irreducible curves contracted by σ−1, then P (Vi) = Vi in N
1(X) and (Vi.Vℓ) = 0 for all
Vi, Vℓ ∈ S.
We need the following simple linear algebra lemma. The proof is similar to the proof of Lemma 2.12 and
is left to the reader.
Lemma 5.3. Fix Notation 5.1, and let Q ∈Md(R) be an invertible matrix.
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(1) ‖QPn‖ ∼ njρn.
(2) For any two column vectors v, w ∈ Rd, |vTQPnw| 4 njρn.
(3) There is a dense subset U ⊆ Rd (in fact, one can take U to be the complement of some quadric
hypersurface) such that for any v ∈ U , |vTQPnv| ∼ njρn.
We now prove a series of growth estimates for the iterates of divisor classes under the pullback map P .
Lemma 5.4. Assume Notation 5.1.
(1) For any D,E ∈ N1(X)R, we have |(PnD.E)| 4 njρn.
(2) For any ample E ∈ N1(X)R, (PnE.E) ∼ njρn.
Proof. (1) For a review of the basic facts concerning intersection theory on a surface, see [Ha, Section V.1].
In particular, it is standard that the intersection form on X is given by some symmetric real invertible
matrix Q, such that for any column vectors D,E ∈ N1(X)R ∼= Rd we have (D.E) = DTQE. Then
(PnD.E) = ETQPnD and the result follows from Lemma 5.3(2).
(2) As in part (1), let Q be the matrix of the intersection form. Let E be any ample divisor, and let U be
the open subset of Lemma 5.3(3). Since the nef cone Nef(X) ⊆ N1(X)R is a cone of full dimension d in R
d,
we can choose some C ∈ U which is nef. We can also choose m≫ 0 so that D = mE − C is nef. We have
(5.5) (PnC.C) = (Pn(mE −D).mE −D) = m2(PnE.E)− (PnD.C)−m(PnE.D).
Since D and C are nef by construction, and PnD,PnE, and PnC are nef by Lemma 2.3, (5.5) implies that
m2(PnE.E) ≥ (PnC.C) ≥ 0 for all n. Using that C ∈ U , we have (PnC.C) ∼ njρn by Lemma 5.3(3).
Together with part (1) it follows that (PnE.E) ∼ njρn as desired. 
Lemma 5.6. Assume that ρ = 1 and that Hypothesis 5.2 holds. Let D be an ample divisor on X and set
Dn =
∑n−1
i=0 P
i(D). Then (Dn.Dn) ∼ nj+2.
Proof. We claim first that for anyD ∈ N1(X) there is an integer constantN ≥ 0 such that (P b(D).P a(D)) =
(P b−a(D).D)+aN for any 0 ≤ a ≤ b. If σ is geometric, then we have chosen σ : X → X be an automorphism
in Hypothesis 5.2. In this case, P is an invertible matrix preserving the intersection form and so the claim
obviously follows, with N = 0.
Now suppose that σ is non-geometric. Then j = 1 and recall that we have assumed that X is chosen in
Hypothesis 5.2 so that if S is the set of irreducible curves contracted by σ−1, then P (Vi) = Vi in N
1(X)
and (Vi.Vℓ) = 0 for all Vi, Vℓ ∈ S. Define the classes Ei for the map σ : X 99K X as in Lemma 2.4;
each Ei is a sum with nonnegative coefficients of irreducible curves in S, and so P (Ei) = Ei in N
1(X)
and (Ei.Eℓ) = 0 for all i, ℓ. Then by Lemma 2.4(1), we see that for any class B ∈ N1(X), we have
(PB.Ei) = (PB.PEi) = (B.Ei) +
∑d
ℓ=1(B.Eℓ)(Ei.Eℓ) = (B.Ei). Now for any 0 ≤ a ≤ b, by Lemma 2.4(1),
we have
(P bD.P aD) = (P b−1D.P a−1D) +
d∑
i=1
(P b−1D.Ei)(P
a−1D.Ei)
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and by the previous calculation we also have
∑d
i=1(P
b−1D.Ei)(P
a−1D.Ei) =
∑d
i=1(D.Ei)
2. Taking N =∑d
i=1(D.Ei)
2, the claim follows by induction on a, the base case a = 0 being trivial.
Now let D ∈ N1(X) be ample. Using the claim of the first part of the proof we calculate
(Dn.Dn) =
n−1∑
i=0
n−1∑
ℓ=0
(P iD.P ℓD) =
n−1∑
i=0
(P iD.P iD) +
∑
0≤i<ℓ≤n−1
2(P iD.P ℓD)
= n(D.D) +
n−1∑
i=0
iN +
n−1∑
m=1
2(n−m)(D.PmD) +
n−1∑
m=1
(n−m− 1)(n−m)N.
Obviously n(D.D) ∼ n and
∑n−1
i=0 iN ∼ Nn
2. Using the result of Lemma 5.4, we get the growth estimate
n−1∑
m=1
2(n−m)(D.PmD) ∼
n−1∑
m=1
2(n−m)mj ∼ nj+2.
Finally,
∑n−1
m=1(n−m−1)(n−m)N ∼ Nn
3. To conclude, if σ is geometric (so N = 0) then (Dn.Dn) ∼ nj+2.
If σ is non-geometric, then j = 1 and N 6= 0 and we have (Dn.Dn) ∼ n
3 = nj+2 in this case as well. 
We now calculate the growth of the pieces of B˜(X,L, σ) (for sufficiently positive L). We will see later
that this growth is exponential if ρ > 1; here we just consider the case ρ = 1.
Proposition 5.7. Assume Hypothesis 5.2 and that ρ = 1. Let L ⊆ K be a σ-positive invertible sheaf on X,
and let B˜ = B˜(X,L, σ). Then dimk B˜n ∼ nj+2.
Proof. We have B˜n ∼= H
0(X,Ln) by definition and H
i(X,Ln) = 0 for n ≥ 1 and i > 0 by the σ-positive
hypothesis. Writing L = OX(D), we have Ln = OX(Dn) where Dn =
∑n−1
i=0 P
i(D). By the Riemann-Roch
formula, for n ≥ 1 we have
dimk H
0(X,Ln) = (Dn.Dn)/2− (Dn.K)/2 + 1 + pa
where K is the canonical divisor on X and pa is the arithmetic genus. By Lemma 5.6 we have (Dn.Dn) ∼
nj+2 since D is ample, and by Lemma 5.4 we have |(Pn(D).K)| 4 nj and thus |(Dn.K)| 4 nj+1. So
dimk H
0(X,Ln) ∼ n
j+2 as required. 
6. The lower bound
We begin this section by recalling some definitions concerning graded rings and their growth; see [KL] for
more details. Given any finitely generated k-algebra R, if V is a finite-dimensional generating subspace for R
containing 1 then the Gelfand-Kirillov dimension of R is GKR = lim logn dimk V
n (which does not depend
on V ). The algebra R is said to have exponential growth if lim(dimk V
n)1/n > 1. If R is not finitely generated
as an algebra, then GKR is defined to be the supremum of GKR′ for finitely generated subalgebras R′ ⊆ R.
Throughout N = {0, 1, 2, . . .} denotes the nonnegative integers. Let A be an N-graded k-algebra; A is
called locally finite if dimk An < ∞ for all n ≥ 0. If A is a locally finite N-graded k-algebra which is also
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finitely generated as a k-algebra, then GKA = (lim logn dimk An) + 1 (see [KL, Lemma 6.1]) and moreover
A has exponential growth if and only if lim(dimk An)
1/n > 1.
The goal we are heading towards is to understand the growth of finitely generated N-graded subalgebras
A ⊆ Q = K[t, t−1;σ] where K/k is a finitely generated field extension of transcendence degree 2. An
arbitrary such A ⊆ Q could be quite small (for example, if generated as an algebra by a single element,
isomorphic to a polynomial ring in one variable) and so we concentrate on those A which are large in Q in
the sense of the following definition from [RZ].
Definition 6.1. A locally finite N-graded subalgebra A =
⊕∞
n=0 Vnt
n ⊆ Q = K[t, t−1;σ] is called a big
subalgebra of Q if there is some n ≥ 1 and an element u ∈ Vn such that K is the field of fractions of its
subalgebra k[Vnu
−1].
To find a lower bound for the GK-dimension of a big finitely generated N-graded algebra A ⊆ Q =
K[t, t−1;σ], the idea is to compare A with rings of the form B˜(X,L, σ), the growth of which we calculated in
the last section. If σ is geometric then this is easy and is already accomplished in [RZ, Proposition 5.5(2)]:
in this case any big A contains an isomorphic copy of some twisted homogeneous coordinate ring B(X,L, σ),
and the lower bound is immediate. When σ is non-geometric, however, there is no obvious reason that A
should contain a copy of some B˜(X,L, σ); in fact this seems highly unlikely since B˜ is typically infinitely
generated. In any case, the same proof as in [RZ, Proposition 5.5(2)] does not work and so we use a different
tactic to show that A is not growing more slowly than B˜: we restrict all divisors to a generic curve E on X
and calculate a lower bound for the growth there using some combinatorial estimates.
First, we need a simple analytic lemma about the growth of functions satisfying a certain recurrence
relation. Recall the equivalence relation on growth functions introduced before Lemma 2.11.
Lemma 6.2. Let f(n) : N→ R>0 be a sequence of positive real numbers which satisfies the relation f(n+1) ≥
f(n) + f(m(n)) for some function m : N→ N and all n≫ 0.
(1) If m(n) ∼ nβ/(β+1) for some real β ≥ 0 then nα 4 f(n) for every real number 0 < α < β + 1.
(2) If m(n) ≥ n− q for some q ∈ N and all n≫ 0, then δn 4 f(n) for some real δ > 1.
Proof. (1) Fix some α with 0 < α < β + 1. It is a calculus exercise to prove that
lim
n→∞
(n+1n )
α − 1
1
n
= α,
and so ((n+1)α−nα) ∼ nα−1. Thus we can find a real λ > 0 such that (n+1)α ≤ nα+λnα−1 for all n ≥ n0,
some n0 > 0. Adjusting n0 higher if necessary, we can find a real ǫ > 0 such that m(n) ≥ ǫnβ/(β+1) for all
n ≥ n0. Again adjusting n0, since n dominates nβ/(β+1) we can also assume that n ≥ m(n) for n ≥ n0.
Finally, the hypothesis α < β + 1 implies that (α − 1) < αβ/(β + 1) and so with a final enlargement of n0
we may also assume that ǫαnαβ/(β+1) ≥ λnα−1 holds for n ≥ n0.
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Since f(n) is positive valued, we can choose a real γ > 0 so that f(k) ≥ γkα holds for all k ≤ n0. Let
n ≥ n0 and assume we have proven already that f(k) ≥ γkα for all k ≤ n. Then
f(n+ 1) ≥ f(n) + f(m(n)) ≥ γnα + γm(n)α ≥ γnα + γǫαnαβ/(β+1) ≥ γnα + γλnα−1 ≥ γ(n+ 1)α.
Thus the inequality f(n) ≥ γnα holds for all n by induction.
(2) The linear recurrence relation g(n+ 1) = g(n) + g(n− q) is well known to give a function g(n) with
exponential growth, and the hypothesis in this case implies that f(n) is growing at least this fast. 
Next, fix a nonsingular projective curve C over k, and let F = k(C) be its field of rational functions. A
finite dimensional subspaceW ⊆ F generates an invertible sheafM =WOC on C. We will use the following
convenient notation in the next result: for any f ∈ F we let d(f) = degWOC for W = k+kf . Alternatively,
if (f) is the principal divisor of the rational function f and we write (f) = P − Q where P is the divisor
of zeroes and Q is the divisor of poles, then d(f) = degP = degQ since (k + kf)OC = OC(Q). Note that
for an arbitrary vector subspace W ⊆ F , degWOC gives us no information about dimkW ; in fact, every
effective invertible sheaf on C can be generated by at most 2 sections. On the other hand, the next lemma
shows that if we have a collection of subspaces V0, V1, V2 · · · ⊆ F , then knowledge of the growth of deg ViOC
does allow us to determine the growth of dimk V0V1 . . . Vn−1.
Lemma 6.3. Let C be a nonsingular projective curve over k with F = k(C). Let V0, V1, V2, · · · ⊆ F be a
sequence of nonzero finite dimensional k-vector subspaces of F , and put dn = deg VnOC; assume that dn > 0
for n≫ 0. Let Wn = V0V1 . . . Vn−1 for each n, and put en = dimkWn.
(1) Suppose that dn ∼ nj for some integer j ≥ 0. Then for every real number 0 < α < j + 1, we have
nα 4 en 4 n
j+1.
(2) Suppose that dn ∼ njρn for some integer j ≥ 0 and real ρ > 1. Then δn 4 en for some real δ > 1.
Proof. First we give an upper bound on the growth in case (1), so suppose that dn ∼ nj. ThenMn =WnOC
is an invertible sheaf of degree hn =
∑n−1
i=0 di on C. Since dn > 0 for n ≫ 0, hn+1 > hn for n ≫ 0. In
particular, hn > 2g − 2 for n ≫ 0, where g is the genus of C. Then Mn is nonspecial for n ≫ 0 (see [Ha,
Example IV.1.3.4]) and so by the Riemann-Roch formula, en = dimkWn ≤ dimk H
0(Mn) = hn + 1 − g.
Thus en 4 hn ∼ nj+1.
Now we work on the lower bounds. Replacing each Vi with some giVi with 0 6= gi ∈ F does not affect the
numbers di or ei, so by making such replacements we may assume that 1 ∈ Vi for all i ≥ 0. ThenWn ⊆Wn+1
for all n. Also, since dimk V = 1 implies that deg VOC = 0, for n≫ 0 we must have dimk Vn ≥ 2. Consider
some such n. There is some finite set of points S ⊆ C such that all elements of Wn = V0V1 . . . Vn−1 have
poles only along points of S. Since Vn is at least 2-dimensional and contains 1, we may choose a generic
f ∈ Vn which does not have zeroes at any point in S, and such that d(f) = dn = degVnOC .
Given any g ∈ Wn, write (g) = P − Q where P is the divisor of zeroes and Q the divisor of poles of g.
Similarly, write (f) = P ′ − Q′ and (fg) = (f) + (g) = P ′′ − Q′′. By construction, P ′ and Q have disjoint
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support and so degP ′′ ≥ degP ′. We conclude that d(fg) ≥ d(f) = dn for all g ∈ Wn. Now let m = m(n)
be the largest integer such that degWmOC < dn (this makes sense, since degWmOC is eventually strictly
monotonic increasing by the first paragraph of the proof.) Then d(g′) < dn for all g
′ ∈ Wm. We conclude
that Wm ∩Wnf = 0. Since Wm +Wnf ⊆Wn+1, this leads to the formula en+1 ≥ en + em.
Now in case (1), we have dn ∼ nj and degWn = hn =
∑n−1
i=0 di ∼ n
j+1, so it is easy to see that
m(n) ∼ nj/(j+1). Then for every 0 < α < j + 1, nα 4 en by Lemma 6.2(1).
In case (2), suppose that µnjρn ≤ dn ≤ ǫnjρn for all n ≫ 0, some 0 < µ < ǫ. Note that degWnOC =∑n−1
i=0 di ≤ ǫ
∑n−1
i=0 i
jρi ≤ ǫnj(ρn − 1)/(ρ− 1). Now it is easy to see that there is an integer q > 0 such that
for all n ≥ 0, and for any 0 ≤ ℓ ≤ n− q, we have ǫℓj(ρℓ − 1)/(ρ− 1) < µnjρn. Thus m(n) ≥ n− q, and so
δn 4 en for some real δ > 1 by Lemma 6.2(2). 
Now we are ready to give a lower bound on the growth of certain subalgebras of B˜(X,L, σ).
Proposition 6.4. Assume Notation 5.1, so σ : X 99K X is a stable birational map of a nonsingular
projective model X of K, with corresponding growth data (ρ, j). Assume that the base field k is uncountable.
By Lemma 4.4, pick a very ample invertible sheaf L ⊆ K which is σ-positive, and let U = H0(X,L) ⊆ K.
Let
A = k〈Ut〉 ⊆ B˜(X,L, σ) =
⊕
n≥0
H0(X,Ln)t
n ⊆ Q = K[t, t−1;σ].
Then A has exponential growth if ρ > 1, and GKA ≥ j + 3 if ρ = 1.
Proof. For each n ∈ Z the birational map σn : X 99K X is defined except at a finite set of points Sn of X .
We may adjust the embedding L ⊆ K if necessary so that 1 ∈ U = H0(X,L) ⊆ K. Let L = OX(D), and
consider the complete linear system |D| on X . Using Bertini’s Theorem and the fact that k is uncountable,
we may choose a Weil divisor E ∈ |D| with the following properties: (i) E is an irreducible nonsingular
curve, and (ii) E contains none of the countably many points in S =
⋃
n≥1 Sn.
Let I = OX(−E) be the ideal sheaf of the divisor E. It follows from the definition of B˜ = B˜(X,L, σ) that
I =
⊕
n≥0H
0(X, I⊗Ln)t
n is a homogeneous right ideal of B˜. Recalling the notational convention Uσ = σ(U)
from Section 5, write Un = UU
σ . . . Uσ
n−1
⊆ K for each n ≥ 1 and U0 = k, so that A =
⊕
n≥0 Unt
n. For
each i, the vector space Uσ
i
generates the sheaf Lσ
i
except possibly at points in Si ⊆ S, by Lemma 4.1. Put
M(i) = Lσ
i
|E and let Vi ⊆ H
0(E,M(i)) be the image of Uσ
i
⊆ H0(X,Lσ
i
) under the restriction of sections
map. By the choice of E,M(i) is an invertible sheaf on E which is generated by the sections in Vi everywhere.
Similarly, putMn = Ln|E and letWn ⊆ H
0(E,Mn) be the image of Un ⊆ H
0(X,Ln) under the restriction of
sections map; again, Wn generatesMn on E. Choose arbitrary embeddingsM(i) ⊆ F for each i, where F is
the constant sheaf on F = k(E), which determines embeddings ofMn =M
(0)⊗M(1)⊗· · ·⊗M(n−1) ⊆ F for
each n. This also embeds Vi ⊆ F for each i and Wn ⊆ F for each n, and since Un = UUσ · · ·Uσ
n−1
in K, we
have Wn = V0V1 · · ·Vn−1 in F . Observe that there is a graded vector space map θ : A→
⊕
n≥0H
0(E,Mn)
given by restriction of sections, with kernel A ∩ I =
⊕
n≥0(Un ∩ H
0(X, I ⊗ Ln))tn and image
⊕
n≥0Wn.
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(In fact,
⊕
n≥0H
0(E,Mn) is naturally a graded right A-module and θ is a right module map, but we won’t
need this.)
In case ρ > 1, to show that A has exponential growth it will clearly suffice to show that dimkWn grows
exponentially with n. In case ρ = 1, note that by construction A1 = H
0(X,L)t and L contains a nonzero
section vanishing along the curve E, so (A∩ I)1 6= 0. In particular, the GK-dimension of the right A-module
A/(A ∩ I) satisfies GKA/(A ∩ I) ≤ GKA − 1 by [KL, Proposition 5.1(e)]. Then if we can show that
nα 4 dimkWn holds for all α < j + 1, we will have j + 2 ≤ GKA/(A ∩ I) by [KL, Lemma 6.1(b)], and so
j + 3 ≤ GKA.
Now on the curve E, putting dn = degVnOE = degM
(n) we have dn = ((σ
n)∗(E).E) by [Ha, Lemma
V.1.3]; then since E is ample, dn ∼ njρn by Lemma 5.4. In particular, notice that dn > 0 for all n ≥ 0.
Finally, by Lemma 6.3, putting en = dimkWn then en has exponential growth if ρ > 1, while n
α 4 en for
all α < j + 1 if ρ = 1. The result follows. 
7. Proof of the main theorem
We now put together the various estimates already proved to calculate the GK-dimension of big subalge-
bras A ⊆ K[t, t−1;σ].
Theorem 7.1. Let k be an uncountable algebraically closed field. Let Q = K[t, t−1;σ], where K is a finitely
generated field extension of k with tr. degK/k = 2 and σ ∈ Autk(K). Let (ρ, j) be the growth data associated
to σ, as in Notation 5.1. Given any big locally finite N-graded subalgebra A ⊆ Q, then GKA is determined
as follows:
(1) If ρ > 1, then A has exponential growth (in particular, GKA =∞).
(2) If ρ = 1, then GKA = j + 3. In particular, GKA ∈ {3, 4, 5} and GKA = 4 if and only if σ is
non-geometric.
Proof. Suppose first that ρ = 1. Choose a nonsingular projective model X of K so that the birational
map σ : X 99K X satisfies Hypothesis 5.2. Write A =
⊕
n≥0 Unt
n where Un ⊆ K. Assume for the
moment that A is finitely generated as an algebra. Since A0 is a finite-dimensional k-algebra which is a
domain and k is algebraically closed, A0 = k. Suppose that A is generated by elements of degree ≤ d.
Letting W = k + U1 + . . . Ud, then A is contained in the ring k〈Wt〉 ⊆ Q. Moreover, we can find a very
ample invertible sheaf L with an embedding L ⊆ K in the constant sheaf of rational functions such that
W ⊆ H0(X,L) ⊆ K [RZ, Lemma 5.2]. Replace L by a power L⊗m if necessary, so that L is σ-positive,
using Lemma 4.4. Then k〈Wt〉 ⊆
⊕
n≥0H
0(X,Ln)t
n = B˜(X,L, σ) ⊆ Q. But in Proposition 5.7 we saw
that dimk B˜n ∼ nj+2; hence GKA ≤ j + 3. Now since this estimate holds for all finitely generated A,
GKA ≤ j + 3 holds for an arbitrary locally finite N-graded subalgebra A of Q, by definition.
Now we find a lower bound for GKA. Choose any very ample invertible sheaf L ⊆ K which is σ-positive
and let W = H0(X,L) ⊆ K. Suppose first that ρ > 1, so we want to prove that A has exponential growth.
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In this case, by [RZ, Proposition 1.4] it suffices to find any finitely generated N-graded subalgebra of Q with
exponential growth, and so we will prove that k〈Wt〉 ⊆ Q has exponential growth.
If instead ρ = 1, then the first part of the proof shows that GKA < ∞, so A is an Ore domain by [KL,
Proposition 4.13]. Then again setting A =
⊕
n≥0 Unt
n, the same argument as in [RZ, Lemma 5.3] (using that
A is big in Q) shows that there is some n > 0 and z ∈ Un such that Wz ⊆ Un. Setting t′ = tn and σ′ = σn,
the Veronese ring A′ = A(n) contains k〈Wzt′〉, which is a big subalgebra of Q′ = Q(n) = K[t′, (t′)−1;σ′].
Note that the induced map σ′ = σn : X 99K X is again a stable birational map, with the same associated
growth data (ρ, j) = (1, j). Moreover, k〈Wzt′〉 ∼= k〈Wt′〉. It is enough to put a lower bound on GKA′, so
we now change notation back by removing the primes, and our task is again to find a lower bound for the
GK-dimension of k〈Wt〉 ⊆ Q.
Thus in both cases for ρ, the rings k〈Wt〉 ⊆
⊕
n≥0H
0(X,Ln)tn = B˜(X,L, σ) now satisfy the hypothesis
of Proposition 6.4. By that proposition, k〈Wt〉 has exponential growth if ρ > 1 and GK k〈Wt〉 ≥ j + 3 if
ρ = 1.
Taking the upper and lower bounds together, the calculation of GKA is complete. The rest of part (2)
follows immediately from the classification in Theorem 3.2. 
Proof of Theorem 1.1. The theorem follows immediately from Theorem 7.1 if k is uncountable, so we just
need to reduce to this case. Suppose that k is any algebraically closed field. Let A ⊆ K[t, t−1;σ] be a big
locally finite N-graded subalgebra, where K/k is a finitely generated field extension with tr. degK/k = 2.
Choose any field extension k ⊆ L where L is uncountable and algebraically closed. As was also noted in
Lemma 3.7, since k is algebraically closed, K ⊗k L is again a commutative domain; letting F be its field of
fractions, σ extends uniquely to an automorphism σ˜ ∈ AutL F . Consider A˜ = A⊗k L ⊆ K[t, t−1;σ]⊗k L ⊆
F [t, t−1; σ˜]. It is easy to see that A˜ is a big finitely N-graded subalgebra of F [t, t−1; σ˜], where again F/L is a
finitely generated field extension with tr. degF/L = 2. Also, GKL A˜ = GKk A. Now the result follows from
Theorem 7.1, together with Lemma 3.7. 
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