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Abstract. The paper describes a procedure for the analysis of fragments from ceramic artefacts The methodology employs the 
well known Reverse Engineering approach to suggest the collocation of a fragment on the surface of the vessel to which it 
seems to belong. The paper discusses the methodology and reports its validation, conducted by means of a numerical simulation 
and its application, for the recognition and classification of two real fragments belonging to two Apulian artefacts. The devel-
oped procedure can be considered a valid aid for the archaeologist in order to speed up his/her activity. 
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1 Introduction 
This work reports the activities that have been carried out at 
the Department of Mechanical Engineering of the University 
of Calabria (Italy), for a PRIN project (Progetto di Ricerca di 
Rilevante Interesse Nazionale), in collaboration with the chair 
of “Methodology of Archaeological Research”, Bachelor de-
gree in Tourism Sciences at the same University. 
The main task of the project consists of the development of 
a computer aided tool that aims to simplify and speed up the 
activity of an archaeologist, skilled in filing ceramic finds. 
The project is particularly concerned with finds (typically 
vessels) that are associated with mass manufacturing, when 
the number of fragments is high, and, in this context, one of 
the goals for the archaeologist consists of determining the total 
number of complete items that can be found in a site. The 
purpose of the project is to provide the archaeologist with a 
tool able to automate the counting of archaeological finds. 
This can be done only if the position of a fragment on a vessel 
can be recognized automatically. This basic aspect will be 
investigated in this paper. 
Some techniques, well known in engineering science, such 
as surface modeling and reverse engineering, have been em-
ployed in order to create, in a virtual environment, the operat-
ing conditions to evaluate the intrinsic geometric characteris-
tics related to each fragment, that can be characterized by 
Gaussian and principal curvatures. The comparison of these 
estimated values with those computed on a virtual vessel al-
lows the fragment to be located unambiguously. 
The paper reports the mathematical aspects related to the 
employed methodology and discusses the numerical simulation 
of the procedure. Furthermore, the recognition and classifica-
tion of two real fragments is presented. 
2 Brief Historical Background 
The work is related to vessel artefacts coming from a site 
located in the province of Cosenza in Northern Calabria. The 
place is called Cozzo la Torre, near Torano Castello, and the 
site is interesting from an archaeological point of view, be-
cause in it settlements dating from the twelfth to the second 
century BC have been located (de La Genière, 1977). 
 
Fig. 1. Map of Cozzo la Torre, Calabria, Italy. 
The site is on a hill, on the west slope of the Crati valley 
(Fig. 1). It was a fortified settlement, populated in the fourth 
and third centuries BC by the Brettioi (or Brettii or Bruttii), an 
indigenous Calabrian people, who for many centuries had 
been influenced by Hellenic culture. The work has been car-
ried out on fragments of two types of Apulian made artefacts 
(Lippolis, 1996), found in surveys (Genovese, 1990), (Geno-
vese, 1999) (Fig. 2):  
- kraters, open shapes, typically with a diameter of 350 
mm at the rim and 350 mm high;  
- skyphoi, open shapes, typically with a diameter of 130 
mm at the rim and 130 mm high. 
The manufacture of all these types of pottery is very elabo-
rate. In fact, most of these were decorative objects to show 
status. 
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Fig. 2. Two examples of Apulian vessels, similar to those from 
Cozzo la Torre. 
In particular kraters and skyphoi were exhibited in impor-
tant meetings such as banquets or symposia connected with 
wine drinking, and for this reason indicate high social posi-
tion; these artefacts were so precious that they were enclosed 
in the funerary kit to display wealth. 
The kraters under consideration are red-figured, often deco-
rated with various scenes, mostly of a mythological type, on 
the two opposite sides and separated by ornamental subjects 
such as palms, gyrals and acanthus leaves. 
The skyphoi are also red-figured but they have a dark 
white-washing. 
3 The RE Methodology for the Reconstruction 
In order to achieve the identification of a fragment as a 
piece of a vessel, a three-step procedure has been implemented 
following the Reverse Engineering (RE) approach (Fig. 3). 
 
Fig. 3. Summary of the employed methodology. 
The RE technique can be so summarized: given partial 
shape information of an unknown surface, construct, as far as 
possible, a complete representation of the surface of an object 
(Varady et al., 1997), (Elsasser and Hoschek, 1996). 
The main purpose is to convert a discrete data set into a 
piecewise smooth, continuous model that can be employed on 
a wide range of applications. 
The first step of the procedure consists of the acquisition of 
the fragment, a discrete data set, typically consisting of (x,y,z) 
coordinate values of measured data points, scattered or regular 
(depending on the specific set-up). 
The second step provides the mathematical formulation of 
the surface by means of the best fitting technique. 
The third step consists of the evaluation of the position of 
the fragment on the virtual vessel by the estimation of some 
intrinsic geometric parameters. 
3.1 Acquisition of a Fragment 
Many different methods for acquiring shape data (point 
cloud data, in general) exist (Fig. 4).  
 
Fig. 4. Classification of 3D data acquisition methods. 
They can be classified as contact and non-contact methods. 
In the first type, the surface is touched using mechanical 
probes at the end of an arm or of a coordinate measuring ma-
chine (CMM). 
Non-Contact methods can be magnetic, acoustic or optical. 
The latter are based on triangulation, interferometry or struc-
tured lighting. The Non-Contact methods are probably the 
most widely used and the most popular since they allow rela-
tively fast acquisition rates. 
3.2 Reconstruction of the Fragment 
Specialized software, capable of generating a digital mock-
up, starting from point clouds exist. The most famous are: 
Surfacer® (SDRC), Geomagic® (Raindrop), ICEM Surf® 
(PTC), Paraform® (Paraform), which share the common char-
acteristic of their high cost. In the proposed procedure the 
reconstruction has been done by home-made routines written 
in Mathematica® 4.0, based on the classical best fitting ap-
proach. 
3.3 Research of the Fragment position on a vessel 
The reconstructed surface of the fragment must be investi-
gated in order to extract some geometric characteristics that 
can be  
employed as useful parameters to correctly position the 
fragment on the vessel. The surface patch has to be processed 
and the Gaussian curvature computed. A first evaluation of a 
possible position can be obtained immediately comparing the 
computed value with those of the Gaussian curvature calcu-
lated on the surface of a digital model of the vessel. 
Frequently similar values of Gaussian curvatures relate to 
different points on the vessel. In order to differentiate these 
cases, the principal curvatures have also been computed, and 
the correct position of the fragment is determined by matching 
these three parameters. 
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4 Numerical Validation of the Methodology 
In order to validate and to calibrate the procedure described 
above, a numerical simulation has been carried out. Firstly a 
surface model of each type of the considered vessels was made. 
Then a virtual fragment was reconstructed starting from 
points clouds extracted from a virtual vessel. 
Furthermore some basic elements such as the density of 
point clouds and the degree of polynomial fitting, that greatly 
influence the effectiveness of the procedure, have been tested. 
4.1 Modeling of the Vessels 
Starting from drawings of the vessels, employing free-form 
surface modelling techniques, a set of virtual models have 
been reproduced (Schurmans et al., 2001), (Razdan et al., 
2001), (Rowe, 2001). 
 
Fig. 5. Geometric models of the vessels. The porcupine of the 
curvature of each profile is also shown. 
The surface modellers Rhinoceros® and Pro/Engineer® 
have been used. The axial symmetry of the vessels allowed 
them to be modelled, revolving their profile around the axis. 
The models have been made with great care because the effec-
tiveness of the procedure also depends on this first phase (Fig. 
5). 
4.2 Description of the vessel by geometric parameters 
In order to investigate the nature of a surface the Gaussian 
curvature is the most significant parameter (McIvor and Val-
kenburg, 1997). Its general expression (1), in terms of classi-
cal differential geometry, is : 
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with E, F, G being the terms present in the first fundamen-
tal form and L, M, N those present in the second fundamental 
form. 
Also the principal curvatures K1 and K2, in this particular 
case, are significant: they represent the curvature of the sur-
face curves contained in the osculating (Ko) and binormal (Kn) 
planes (Fig. 6). 
 
Fig. 6. Gaussian curvature is calculated at a point, in the 
same way as the principal curvatures. 
 
Fig. 7. Graphs of K, Ko and Kn of both the vessels vs h/H. 
These three parameters have been computed along the pro-
file at several heights (h), and in order to compare the two 
different vessels, the values have been normalized to the total 
height (H) of the vessel, using the h/H ratio.  
In figure 7 the two vessels are represented in terms of these 
intrinsic parameters. 
4.3 Creation of a Virtual Fragment as Surface Patch and 
Generation of Point Clouds 
In order to simulate a real fragment, a surface patch must 
be defined starting from a point data set extracted from the 
virtual vessel. The most suitable surface patch seems to be the 
Monge patch. It is defined on a rectangular domain in the xyz 
space as an explicit bivariate function, expressed in parametric 
form (2): 
in the (u, v) domain, that coincides with the (x, y) domain, 
defined as (x∈{xmin, xmax}, y∈{ymin, ymax}). 
In order to simulate the acquisition phase, conducted by 
scanning systems, the following step consists of the creation of 
cloud points on the surface patch. A square domain is posi-
tioned on a tangent plane of the surface of the vessel model, 
where the z axis coincides with the normal to the surface and 
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the origin with the barycentre of the domain corresponding to 
the tangent point. 
This reference system allows us to reproduce the Monge 
condition and guarantees the consistence of the methodology 
employed (Fig. 8). 
 
Fig. 8. Data acquisition of the virtual fragment. The reference 
system is oriented to permit the fitting with a Monge patch. 
The square domain is subdivided into a certain number of 
equally spaced points. The normal to the square domain, con-
ducted from these points, intersects the vessel surface in 
points, characterized by a triplet of co-ordinates, which consti-
tute the virtual cloud of points to be fitted. 
4.4 Surface Fitting by Polynomial Approximation 
In order to obtain the bivariate function that characterises 
the surface of the virtual fragment, a series of functions have 
been tested. The most suitable form, for this application, has 
been a polynomial function (Muzzupappa and Rizzuti, 1994). 
A procedure has been written in Mathematica® for fitting the 
virtual point clouds, and polynomial functions of third degree 
gave the best trade off, in terms of accuracy of the results and 
computational time. 
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From the mathematical formulation of the virtual fragment 
the parameters (Gaussian and principal curvatures) have been 
computed corresponding to the barycentric point of the patch. 
The values obtained have been compared with those com-
puted on the virtual vessels. This computation and comparison 
have been carried out to set out the best density of cloud points 
useful for the experimental testing. 
This point is strictly connected to some features that have 
been established for the whole procedure. It must in fact: 
- be used even with low computational resources; 
- attain an error of less than 1% in the estimation of K, 
Ko, Kn; 
- be employed in conjunction with low cost scanning sys-
tems. 
4.5 Calibration of the Procedure 
The calibration of the procedure, after several tests, has in-
dicated a value ranging from 0,1 ÷ 0,15 for the ratio p/L (pitch 
between points/length of the patch). The point density can be 
rather coarse, and a limited number of points (90÷100) on the 
patch can be considered. 
5 Experimental Procedure 
Two fragments of the vessels taken into consideration have 
been subjected to the procedure. For the reconstruction of the 
physical fragment a Non-Contact Acquisition System has been 
employed: the LDI PS-1100 laser scanner. 
The acquisition has been done laying the fragment on a 
plane and scanning it along an oblique direction with respect 
to the plane, with the scanner installed on a tripod, within the 
reference system x,y,z. 
5.1 Point Clouds Acquisition and Processing 
As can be seen in fig. 9, the scanned region spans a wide 
area, so the extraction of the significant data has required a 
manual operation. Using the Spider® software the region 
close to the fragment has been restricted and some points 
(typically those corresponding to the boundaries) have been 
removed. Inside the region corresponding to the more repre-
sentative zone, a domain of maximum area has been inscribed. 
The selection of the domain is particularly delicate because it 
must be chosen taking into account that, in the scanned re-
gion, zones with different reflectance can be present, and also 
because the scanning points cannot be spanned regularly. The 
next step consisted of a selection of points in order to repro-
duce the density employed in the numerical calibration, em-
ploying a p/L ratio, ranging from 0,1 to 0,15, and no more 
than 100 points (Fig.9). 
5.2 Extraction and Elaboration of Surface Patches 
In order to reproduce the Monge patch, the cloud points 
must be subjected to a change of the reference system associ-
ated to the physical fragment. The new reference X,Y,Z is 
formed by a plane (that can be considered quasi tangent to the 
cloud) which passes through three points of the cloud, suffi-
ciently far from each other, and another two planes perpen-
dicular to the first and passing through the barycentric point of 
the cloud. 
Then the procedure described in the previous section has 
been employed, and curvature parameters have been computed 
on the reconstructed fragment. 
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Fig. 9. Acquisition and processing of the point clouds of two 
real fragments. 
5.3 Comparison between Experimental and Numerical 
Data 
The skyphos fragment has been analysed with a domain of 
32x32 mm, with a ratio p/L= 0.15 and 101 points; the krater 
fragment with a domain 40x40 mm, a ratio p/L=0,1 and 97 
points.  
In order to establish the height where each fragment can be 
positioned the diagram of the Gaussian curvature is examined. 
In correspondence to the K value a straight line is traced and 
its intersection with the diagram allows to determine the loca-
tion of the height (or the heights) where that value is achieved. 
The other two diagrams for Ko and Kn can be used as an aid 
to distinguish between different possible solutions. 
 
Fig. 10. Identification of the position of the fragments, match-
ing the estimated K value with those stored. 
As can be seen in fig 10, the fragment belonging to skyphos 
(K=0,000099) has been identified unambiguously at h/H= 0,5; 
otherwise the krater (K=0,000032) has two possible solutions 
at h/H=0,33 and h/H=0.62 respectively. 
The skyphos has been identified with an error of about 
10%: Ko computed = -0,00737, Ko simulated =-0,00675; Kn 
computed = -0,0135, Kn simulated = -0,0150. 
The krater has been identified with a mean error of less 
then 4%: Ko computed = -0,00485, Ko simulated =-0,00470; 
Kn computed = -0,00662, Kn simulated = -0,00700 at the nor-
malized height of 0.62. The other solution, at h/H=0,33, gave 
a greater error for Ko and Kn. In such a case of ambiguity the 
correct choice is referred to the archaeologist who can con-
sider other aspects, such as surface texture. In this case the 
correct solution is at h/H=0.62. 
6 Conclusions 
The procedure described in the paper has been proved to be 
sufficiently precise. Further improvements can be made by 
employing a scanner laser on a device that allows the acquisi-
tion of the cloud of points along a direction perpendicular to 
the plane where the fragments will be placed. The procedure 
will be made quicker and automated by assembling and inte-
grating all the software employed. 
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