In this paper we analyse the consequences of model overidentification on testing exogeneity, when maximum likelihood techniques for estimation and inference are used. This situation is viewed as a particular case of the more general problem of considering how restrictions on nuisance parameters could help in making inference on the parameters O f interest. At first a general model is considered. A suitable likelihood function factorization is used which allows a simple derivation of the information matrix and others tools useful for building up joint tests of exogeneity and overidentifying restrictions both of Wald and Lagrange Multiplier type. The asymptotic local power of the exogeneity test in the justidentified model is compared with that in the overidentified one, when we assume that the latter is the true model. Then the pseudo-likelihood framework is used to derive the consequences of working with a model where overidentifying restrictions are erroneously imposed. The inconsistency introduced by imposing false restrictions is analysed and the consequences of the misspecification on the exogeneity test are carefully examined.
Introduction
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posed as when they pass statistical tests. This strategy of imposing successive data compatible reductions should result in a more parsimonious specification and possibly in an improvement in the properties of the estimates of the parameters of interest. The names associated with this model specification search are Hendry, Mizon, Richard (see inter alia Hendry and Mizon (1978) , Hendry (1985) and Gilbert (1986) ).
According to this specification strategy an incomplete model, i.e. a model with a number of structural equations lower than the number of endogenous variables -where the ~completiom~ is achieved through the addition of nonconstrained (i.e justidentified) reduced form equations-reveals to be a convenient starting point for the specification search. Possible reductions of such a model may involve, among others, both the moving of some endogenous variables into the set of the exogenous ones and the imposition of overidentifying restrictions. An example of this specification procedure may be found in Richard (1984) where a sequence of hypotheses is proposed and, at first, the overidentifying restrictions and then the exogeneity assumptions are tested, the statistic for these tests being the likelihood ratio test. In empirical econometrics, after all, it is very frequent to work with overidentified models. This is obvious when one considers the number of instruments used in the structural equation estimation and the number of variables that appear in the chosen specification. An increase in the number of excluded variables involves a rise in the number of overidentifying restrictions, imposed without statistical control, and consequently in the risk of misspecification, whatever the estimation technique adopted.
In this paper we analyse a testing procedure for exogeneity which permits one to evaluate the consequences we have on the test behaviour when we use overidentified models. In view of testing exogeneity we follow the specification testing strategy mentioned above, i.e. tests on ,~nuisance~ parameters. More precisely, the idea we want to pursue in this work is to try to evaluate the influence that restrictions concerning some nuisance parameters may have on the inference concerning the other parameters of the model.
Our analysis considers two possible situations of misspecification. At first we analyse an overparametrized model, i.e. a model where true overidentifying restrictions are not imposed. This framework permits us to build joint tests of exogeneity and overidentifying restrictions, and to study the consequences of overparametrization on the power of the exogeneity test. As a second situation we study the consequences arising from an underparametrized model on the exogeneity test. We pursue our analysis in the context of the pseudo-likelihood framework, since this approach permits one to find the pseudo-true value to which the statistic maximizing the pseudo-likelihood function converges, analytically. By assuming that the true model is the jus-
