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RÉSUMÉ
Les protéines accomplissent leur fonction dans la cellule grâce à leur faculté de chan-
ger de forme. Chaque classe de protéines peut se caractériser par une structure spécia-
lisée partagée par ses membres avec un certain degré de variabilité. Tel est le cas des
protéines à motifs mains-EF, qui se transforment en liant et déliant l’ion calcium. Ce
motif permet à la Troponin C de s’ouvrir et se refermer an de moduler le mécanisme
de contraction des bres musculaires. Un mécanisme similaire permet à la Calmoduline
de gérer l’activité de divers canaux cellulaires.
Les techniques de simulations numériques peuvent aider à comprendre les trajec-
toires de ces transformations. Le projet principal de cette thèse consistait à dévelop-
per une méthode informatique multi-échelle permettant de simuler des mouvements
complexes à l’intérieur d’une protéine. La représentation multi-échelle développée peut
changer et s’adapter en cours de simulation. La méthode, ART holographique, explore
l’espace en générant des basculements d’ensembles atomiques, selon des champs de
force atomistiques non biaisés indiquant à tout moment comment les ensembles doivent
pivoter. La méthode réduit le calcul des uctuations locales mais conserve une représen-
tation spatiale complète.
La représentation multi-échelle est combinée à une technique de recherche de pas-
sages de transition énergétiquement favorables, ART nouveau, qui conduit la trajectoire
moléculaire d’étape en étape. Appliquée à plusieurs protéines, dont la Calmodulin et
la Troponin C, ART holographique génère des trajectoires de transformation entre des
conformations distantes de celles-ci, déjà connues grâce aux techniques de RMN ou de
cristallographie.
L’usage d’une représentation spatiale complète tout au long de la simulation favorise
le discernement de certains détails des mécanismes. Le rôle, l’ordre d’intervention, ainsi
que la coopérativité de certains résidus et structures impliqués dans le mécanisme des
paires main-EF ont été explorés plus en détail et un état intermédiaire est proposé.
Mots clés : Simulation, multi-échelle, protéines, coopérativité, transitions, mou-
vements d’ensemble, technique d’activation relaxation
ABSTRACT
Proteins accomplish their function inside cells by means of conformational changes.
Each protein class may be characterized by a specialized structure shared by its members
with some variability. EF-hands proteins present a special motif which transforms itself
while binding or unbinding the calcium ion. This structure allows Troponin C domains
to open and close as it modulates the muscular bers contraction. A similar mechanism
allow Calmodulin to manage the activity of a diversity of protein channels.
Computational techniques may help discover how these transformations occur. The
main project of this thesis was the development of a multi-scale computational method
for the simulation of complex motions inside a protein. The multi-scale approach is
designed to adapt and change all along the simulation. The method, holographic ART,
explore conformational space by generating swiveling and rotation of atomic ensembles,
leaded by non biased atomistic forceelds. This determines at each step the overall
motion, keeping a complete spatial representation, but with minimal local uctuations
computation.
The multi-scale representation is combined with a unbiased open ended algorithm for
identifying transitions states, ART nouveau, which guides the molecular trajectory from
state to state. Applied to several proteins, the method was able to generate transforma-
tion trajectories between distant conformations known from NMR and crystallography
techniques.
The use of a complete spatial representation throughout the simulation allows the
method to capture atomistic details of each event. The purpose, the intervention order,
as well as cooperativity between some residues and sub-structures involved in the EF-
hand pair mechanism have been explored more in detail and an intermediate state is
proposed.
Keywords: simulation, multi-scale, protein, cooperativity, transition, ensemble
motions, activation relaxation technique
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Les protéines furent d’abord connues comme une classe de grandes molécules de
composition semblable et furent nommées du grec "prota" (première importance) parce
qu’elles s’avéraient essentielles dans l’alimentation (par Jons Jakob Berzelius en 1838) [270].
Par la suite, on a réussi à en obtenir des cristaux [25, 250].
En 1936, à partir de l’hémoglobine et de l’oxygène, Pauling et Coryell démontrent
que la structure d’une protéine peut changer au contact d’un ligand [210]. Dès lors on
pouvait imaginer l’importance de comprendre les liens entre la exibilité d’une protéine,
sa capacité à changer de forme, et son aptitude à servir de mécanisme pour l’accomplis-
sement d’une fonction. Des années plus tard, Linus Pauling imagine en pliant une feuille
de papier ce que pourrait être l’architecture de l’hélice _ , un des principaux motifs archi-
tecturaux des protéines. En 1951, il propose avec Robert B. Corey et H. R. Branson les
modèles architecturaux des structures hélices _ et feuillets ` , qui s’avèrent prouvés en
laboratoire par la suite [209]. On appelle maintenant ces motifs structures secondaires de
la protéine. Ils se construisent à partir d’une chaine primaire d’acides aminés, codée par
les gènes. Le milieu du siècle dernier vit aussi l’apparition de techniques permettant une
détermination de plus en plus complète de ces séquences [227]. Le début du chapitre 2
donnera un aperçu des niveaux de structures protéiques pour les non-initiés.
Les protéines permettent à la cellule de se structurer et effectuent pour elle une
grande diversité de fonctions. Chacune accomplit son action grâce à la exibilité de cer-
taines régions internes, qui lui permettent de changer de forme. Beaucoup d’entre elles
peuvent ainsi accomplir un travail mécanique. Dans le cas des protéines enzymatiques,
des changements de conformation permettent de positionner des acides aminés réactifs
dont l’action est de couper ou assembler d’autres protéines ou molécules. Les protéines
peuvent ainsi s’adapter entre elles, ou se lier à d’autres types de molécules pour former
des structures de soutien, des rails de transport, de glissières mécaniques, ou servir de
canaux de transfert à travers la surface de la cellule ou de ses organelles. De longues
2structures protéiques permettront par exemple la séparation des chromosomes lors de la
mitose cellulaire, ou encore assureront la croissance des axones selon les signaux reçus
par des canaux. Beaucoup de protéines font ofce de signal, de clef ou de mécanisme
pour modier l’opération de celles qui forment des canaux ou des glissières. Les pro-
téines excrétées formeront des structures extra-cellulaires tels le l d’araignée, la soie du
ver, les cheveux, des agelles de toutes sortes, les os et les cartilages à base de protéines
collagènes, ou des organes de propulsion telle la agelle du spermatozoïde.
Pour comprendre le fonctionnement d’une protéine on doit connaître les conforma-
tions possibles que chacune peut adopter et les chemins de transition entre ces conforma-
tions. Les méthodes expérimentales telles que la RMN et la cristallographie ont fourni
ces dernières décennies un grand nombre de modèles tridimensionnels de protéines. La
cristallographie [28] cible des protéines moyennes ou volumineuses, d’une certaines sta-
bilité, aptes à former des cristaux. La structure est déterminée à partir de l’étude de la
diffraction de rayons X traversant les cristaux. Découverte en 1946 par Felix Bloch et
Edouard Mills Purcell, la spectroscopie RMN (résonnance magnétique nucléaire) cible
généralement des protéines plus petites et plus exibles, en milieu aqueux [111]. Elle
utilise un champ magnétique externe pour discerner les relations entre certains types
d’atome et déduire la structure de la protéine et sa uctuation. Pour plusieurs protéines
nous avons ainsi accès à leur forme dite native, sans ligand, ainsi qu’à certaines formes
stables qu’elles adoptent lorsqu’elles sont en contact avec des ions, protéines ou autres
molécules. L’étude de la composition en acides aminés [231] aide à déterminer les do-
maines mobiles d’une molécule. Dans plusieurs cas, la mutagénèse dirigée [205] et la
uorescence par résonance [242] permettent de connaître quels domaines des protéines
se rapprochent au cours de leur travail et interagissent entre eux.
Les chemins de transition sont plus complexes à découvrir. La quête d’une image
plus rafnée des mouvements internes a amené le développement des méthodes de si-
mulation informatique. La protéine est complexe et comporte plusieurs niveaux d’orga-
nisation qui fonctionnent à différents rythmes vibratoires. La simulation complète d’un
mécanisme moléculaire peut devenir très coûteuses en temps de calcul. Beaucoup s’in-
vestissent donc dans la création de techniques permettant d’accélérer le calcul de ces
3mouvements. La stratégie principale du travail décrit dans cette thèse a été d’utiliser l’or-
ganisation hiérarchique des protéines de manière à générer des mouvements de grande
envergure, en évitant les longs calculs liés aux uctuations locales. La représentation
multi-échelle a été conçue pour faciliter la génération de mouvements d’ensemble à par-
tir des calculs de champs de forces atomistiques non biaisés. Elle a été appliquée à la
simulation de transformations moléculaires comportant des états intermédiaires.
Cette brève introduction est suivie de trois chapitres d’introduction plus élaborés. Le
chapitre 2 explique les caractéristiques structurales et dynamiques des protéines utiles au
développement de cette thèse. Alors que son début est consacré aux non-initiés du do-
maine protéique, le chapitre explore certaines propriétés protéiques déterminantes pour
le développement de la thèse.
Le chapitre 3 présente un tableau des principales stratégies informatiques permettant
leur étude. La complexité des protéines nécessite plusieurs approches. Ce chapitre per-
met de situer la présente recherche dans cet éventail d’efforts collectifs et de justier son
utilité.
Le chapitre 4 introduit pour sa part les protéines à mains-EF, dont certaines ont fait
l’objet d’une application de la méthode développée dans cette thèse. Nous donnons ici
un aperçu des études précédentes.
Une description des stratégies de la technique développée (holographic multi-scale
method ou HMM) fait l’objet du chapitre 5, qui explique aussi l’organisation générale
du logiciel. Le chapitre 6 est consacré aux travaux liés à l’implantation des champs
de forces atomistiques dans HMM, en particulier à EOPEP, une extension tout atome
du potentiel gros grain OPEP [171] qu’il s’est avéré utile de développer pour l’étude
des protéines choisies. Le premier article sur la méthode multiéchelle holographique
(HMM) constitue le chapitre 7. On y voit que la méthode a été mise à l’épreuve via des
déformations distantes de la conformation native de protéines à hélice _ et feuillet ` .
Le but était de vérier l’efcacité de la méthode à utiliser des forces et énergies non-
biasées pour générer des transformations conduisant à des congurations similaires aux
conformations natives.
Une étude détaillée de la transformation des domaines N-Terminaux des protéines
4Calmoduline et Troponine C a été réalisée comme application plus concrète de la mé-
thode. Ces molécules ont été choisies parce que beaucoup d’études expérimentales existent
à leur sujet, ce qui nous permettait une évaluation des forces et des faiblesses de la mé-
thode ainsi que des potentiels informatiques utilisés. L’analyse des simulations qui ont
généré une trajectoire entre les formes connues expérimentalement a permis de discer-
ner davantage le rôle de certains acides aminés dans un enchainement de mécanismes
de nature non harmonique, ainsi que la coopérativité entre certains groupes. Cette étude
a été réalisée avec deux potentiels atomiques différents, EOPEP et CHARMM19 [192]
joint au modèle de solvation EEF1 [145]. L’article fait l’objet du chapitre 8.
Finalement, nous discutons des progrès apportés par le projet et des lacunes sur les-
quelles travailler, pour conclure avec les applications possibles de la méthode et les nou-
veaux buts à atteindre.
CHAPITRE 2
INTRODUCTION AUX PROTÉINES
Ce travail participe à un vaste effort collectif qui a débuté vers le milieu du siècle
dernier avec les découvertes des expérimentateurs et théoriciens des protéines. Nous
avons hérité d’eux un éventail de notions sur la structure et la dynamique énergétique de
la protéine. Nous allons inventorier ici les connaissances qui seront utilisées pour cette
thèse, en nous attardant sur les travaux qui apportent des concepts clefs pour celle-ci. Ce
parcours se fait selon un ordonnancement logique menant aux motivations de la présente
recherche.
La première section est une base utile aux non-initiés du domaine de la structure des
protéines. Les habitués peuvent poursuivre à la section 2.2.
2.1 Hiérarchie de la structure protéique
Pour comprendre comment une protéine bouge, il faut d’abord connaître son orga-
nisation, qui s’établit en plusieurs niveaux. Des forces différentes prédominent à chaque
niveau.
2.1.1 Le niveau primaire
La protéine est formée par le ribosome [218], qui utilise le code génétique pour
guider l’assemblage de la chaîne d’acides aminés qui la compose. Les acides aminés ont
en commun un carbone, dit C_ , ainsi qu’un petit groupe d’atomes permettant de former
des liens dit peptidiques entre ces carbones _ . La jonction peptidique est planaire. Ces
jonctions permettent de former une longue chaîne linéaire, bordée tout le long de courtes
chaînes latérales. Il existe vingt sortes d’acides aminés et donc vingt sortes de chaînes
latérales, qui confèrent à chacun leur spécicité (Voir Fig. 2.1) .
Seules les forces covalentes président à la formation de la chaîne primaire et cet
assemblage se produit à l’intérieur du tunnel du ribosome [158]. Celui-ci pourrait aussi
6Figure 2.1 – Formation de la chaîne primaire protéique. En haut : Un acide aminé non
relié. En bas : une chaîne de quatre acides aminés. Un lien peptidique se forme entre
deux acides aminés grâce à la production d’une molécule d’eau. La suite de carbones _
reliés par des liens peptidiques forme la chaîne principale de la protéine. Les protéines
différent par leur nombre d’acides aminés et par la diversité des chaînes latérales. La
chaîne d’acides aminés constitue la structure primaire de la protéine. À noter : l’extrémité
de la chaîne commençant par un azote est dite N-terminale, par opposition à l’autre
qui est dite C-terminale. Le ribosome commence à construire la chaîne à partir du N-
terminal.
7favoriser une certaine tendance tri-dimensionnelle dans la chaîne à sa sortie, en vue de
la formation des structures secondaires.
2.1.2 Le niveau secondaire
La chaîne principale de la protéine peut se replier sur elle même pour former des
structures secondaires. Ces structures sont basées sur des ponts hydrogènes se formant
entre un azote d’une jonction peptidique et un oxygène d’une autre jonction peptidique
qui se partagent un proton (Fig. 2.2) Les jonctions peptidiques agissent donc comme des
carrefours, formant dans un sens les liens covalents entre les acides aminés et dans l’autre
sens des ponts hydrogènes avec d’autres jonctions peptidiques. Deux types de structures
régulières sont très fréquentes : les hélices _ (Fig. 2.3) et les feuillets ` (Fig. 2.4 et 2.5).
Les premières se constituent grâce à des ponts hydrogènes s’établissant entre les oxy-
gènes d’une série consécutive de jonctions peptidiques et les azotes de chaque jonction
peptidique située quatre acides aminés plus loin. Les feuillets ` se constituent lorsque
deux ou plusieurs sections de la chaîne principale se retrouvent côte à côte. Des ponts
hydrogènes peuvent ainsi se constituer avec une section de chaîne voisine et même deux
sections de chaînes situées de part et d’autre. Les sections de chaîne qui se longent ainsi
peuvent appartenir à la même protéine ou à différentes protéines. Selon le nombre de
lignes parallèles (ou anti-parallèles) le feuillet sera de plus en plus large. Parce qu’il pré-
sente une courbure, il peut même se refermer sur lui-même pour former un baril ` . Dans
une protéine, plusieurs structures secondaires peuvent coexister, reliées entre elles par
des boucles moins structurées.
2.1.3 Le niveau tertiaire
Les éléments de structures secondaires forment entre eux un assemblage qu’on nomme
structure tertiaire. Ce troisième niveau ne provient généralement pas de la chaîne princi-
pale, mais plutôt de l’interaction entre les chaînes latérales. Celles-ci sont relativement
8Figure 2.2 – Formation d’une structure secondaire protéique. Schéma de ponts hydro-
gènes établis entre deux sections parallèles de la chaîne. On voit qu’ici un acide aminé
sur deux interagit avec l’autre chaîne, alors que les autres sont orientés à l’opposé. Le
présent arrangement caractérise les structures secondaires de type feuillet ` aux brins
parallèles.
9Figure 2.3 – L’hélice _ . En haut : Représentation sans les chaînes latérales. Les oxygènes
(en rouge) de toutes les jonctions peptidiques sont impliqués dans des ponts hydrogènes
avec l’azote (en bleu) du quatrième suivant, ce qui assure une compaction élevée. Les
hydrogènes liés aux azotes ne sont pas montrés ici, mais on peut observer le fort rap-
prochement des oxygènes et des azotes. En bas : Représentation simpliée de la même
hélice _ à laquelle on a ajouté les chaînes latérales. Ces dernières sont impliquées dans
les formations tertiaires. Les traits pourpres à l’intérieur de l’hélice représentent les ponts
hydrogènes.
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Figure 2.4 – Formation `
anti-parallèle en épingle.
Représentation simpliée
sans les chaînes latérales.
Images générées avec py-
mol.
Figure 2.5 – Formation ` parallèle
en hélice. Représentation simpliée,
sans les chaînes latérales. Dans les
formations ` , un acide aminé sur
deux forme un pont hydrogène avec
un correspondant dans la section de
chaîne qui longe la sienne. Images
générées avec pymol.
courtes et très variables. Parmi les vingt sortes de chaînes latérales, certaines sont en-
tièrement ou presque entièrement composées de carbones et d’hydrogènes comme le
sont les huiles. En environnement aqueux, elles constituent le principal moteur de re-
pliement tertiaire. Leur contact avec l’eau n’étant pas énergiquement favorable, on les
dit hydrophobes. En milieu aqueux, elles entrainent la protéine à se replier de manière
à être positionnées à l’intérieur, hors du contact avec l’eau. Les chaînes latérales hydro-
phobes peuvent plus aisément se positionner à l’extérieur de la protéine lorsque celle-ci
est insérée à l’intérieur d’une membrane cellulaire, qui constitue un milieu hydrophobe.
En milieu aqueux, ce sont les chaînes latérales polaires ou chargées, dites hydrophiles,
qui se trouvent à entourer la protéine, car elles interagissent favorablement avec l’eau. Il
ne sera pas nécessaire pour lire cette thèse de connaître en détail les vingt acides aminés.
Les quatre aspects des acides aminés à retenir pour la lecture sont :
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1. Hydrophobie versus hydrophilie : Les chaînes latérales chargées et polaires sont
attirées par l’eau. Le contact entre l’eau et les chaînes latérales majoritairement
composées de carbone n’est pas énergétiquement favorable. Elles se retrouvent
donc entre elles, hors du contact avec l’eau.
2. Ponts hydrogènes et structures secondaires. Les contacts entre les plans pepti-
diques sont basés sur l’attraction du proton (l’hydrogène) associé à l’azote d’une
jonction par l’oxygène d’autre jonction. La coopérativité entre plusieurs ponts hy-
drogènes permet de générer des structures régulières et stables.
3. Présence d’une diversité de dimensions et de formes dans les chaînes latérales.
4. Constitution planaire de la jonction peptidique.
2.1.4 L’encodage du repliement
Les protéines codées par le ribozome représenteraient seulement une fraction des
séquences qu’on peut générer aléatoirement [153, 201]. Seules les protéines présentant
un ratio adéquat de résidus hydrophobes par rapport aux résidus hydrophiles auraient
été retenues par l’évolution. La nécessité d’une certaine compaction [54] et le contact
avec l’eau [16] sont les paramètres qui déterminent ce ratio. Le contact avec l’eau est
aussi un déterminant du nombre d’acides aminés privilégié pour les domaines : alors
qu’un trop petit nombre ne fournit pas sufsamment d’interactions internes pour leur
stabilisation, un trop grand nombre augmente les coûts entropiques (liés à la réduction
du désordre) [288].
Le repliement en forme de globule est avantageux pour l’énergie de surface [296].
Les protéines à répétition se démarquent pourtant du modèle globulaire en adoptant une
forme allongée. L’induction précoce, rapide et stable des structures secondaires empê-
cherait une réorganisation globale [71].
On observe depuis longtemps que le comportement du repliement serait principa-
lement binaire, dicté par la présence ou l’absence de résidus hydrophobes [194, 213,
303]. Les positions hydrophobes détermineraient le repliement, sans beaucoup d’égard
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Figure 2.6 – Assemblage tertiaire. Hélices _ (en rouge) et feuillets ` (en jaune). Enzyme
HPPK, chier 1Q0N.pdb. Image générée avec pymol.
à l’identité particulière des résidus tant hydrophobes que polaires. Les études par énu-
mération exacte de modèles hydrophobe/polaire (HP) sur réseau font ressortir le per-
tinence d’un code de repliement quasi binaire basé sur les états hydrophobe et po-
laire [22, 33, 54]. Ceci s’explique par le fait que les résidus hydrophiles sont aussi
"confortables" avec l’eau qu’entre eux. Ils entreraient donc peu en ligne de compte lors
du repliement. Par exemple, les myoglobines, qui transportent l’oxygène, ont chez beau-
coup d’espèces la même structure précise en deux couches d’hélices. Par contre, la com-
paraison des séquences indique que les résidus polaires se positionnent majoritairement
à l’extérieur et sont hautement interchangeables. Les résidus hydrophobes sont situés à
l’intérieur et ont souvent les mêmes positions dans la séquence [213].
Le repliement est à tel point relié à la disposition des résidus hydrophobes dans la
séquence, que bien des méthodes de prédictions de structure sont basées sur celle-ci.
Certains rythmes d’alternance des résidus hydrophobes conduisent à des structures par-
ticulières, comme c’est le cas de la répétition aux positions +3, +4, +3, +4... des résidus
hydrophobes le long de la séquence, qui privilégie la formation d’hélices _ coiled-coil
[118, 160]. La disposition des résidus hydrophobes dans la séquence permet donc de
prédire certains types de structures. Par exemple on utilise une méthode d’alignement
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des sections d’une même chaîne protéique pour y détecter la présence d’hélices ` . Dans
ce cas une suite continue de ponts hydrogènes parallèles dispose la chaîne principale
comme une hélice autour d’un cylindre [46] (voir Fig. 2.5).
Selon les expériences de dénaturation (voir section 2.2.1), les protéines globulaires
solubles formeraient d’abord un globule fondu [72, 97, 136, 232]. Les contacts hydro-
phobes formerait alors un réseau, et leur rapprochement favoriserait la formation subsé-
quente des structures secondaires [13, 127]. Cependant, les expériences de dénaturation
ne reètent pas nécessairement les conditions réelles de repliement de sortie ribosome,
qui privilégieraient un repliement graduel à partir du N-terminal [69]. Quoi qu’il en soit,
les caractéristiques spatiales très diverses des chaînes latérales ont aussi un rôle à jouer,
et non pas seulement leur nature hydrophobe ou hydrophile. Les conformations spatiales
plus ou moins volumineuse constituent des contraintes négatives empêchant certains
chemins. L’entassement spatial n’est pas le moteur du repliement, il est le résultat de la
sélection naturelle. Il permet la perpétuation de la protéine en assurant sa stabilité et son
bon fonctionnement. Les études de la mécanique de repliement de protéines de structure
très semblables, mais dont les séquences diffèrent passablement, conrment cette hypo-
thèse [12]. Le positionnement et le ratio optimal des résidus hydrophobe/hydrophile ré-
sulterait aussi de la sélection naturelle des séquences qui favorisent un repliement stable.
Les interactions atomiques précises inuenceraient peu le repliement.
La recherche d’arrangements spatiaux optimaux est un thème important pour le dé-
veloppement de cette thèse.
2.1.5 Le niveau quaternaire
Malgré son repliement tertiaire, une protéine peut présenter certaines zones hydro-
phobes à sa surface. Ceci favorise son assemblage avec d’autres protéines identiques,
pour former des homo-dimères, homo-trimères ou autres homo-polymères. Si les pro-
téines sont un peu différentes nous obtenons des hétéro-polymères. Les canaux des
membranes cellulaires sont généralement un assemblage homo-polymère ou hétéro-
polymère [141, 186, 267]. Les complexes moléculaires, ces appareils spécialisés, se
forment à partir de protéines très différentes qui se combinent même avec d’autres types
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de molécules tels les acides nucléiques. Le ribosome [218], cette usine à protéines, est
un assemblage de plusieurs protéines et molécules d’acide ribonucléique.
Figure 2.7 – Assemblage quater-
naire de quatre instances d’une pro-
téine. Images générées avec pymol.
Figure 2.8 – La troponine C englo-
bant un domaine de la troponin I en
présence d’ions calcium. Images gé-
nérées avec pymol.
2.2 La dynamique des protéines
Chaque protéine est donc agencée selon une structure précise. Dans cette struc-
ture, les éléments de structures secondaires, plutôt stables, sont reliés entre eux par des
boucles plus exibles. Ceci permet une certaine mobilité entre les éléments. Les pro-
téines effectuent des mouvements lorsqu’elles accomplissent leur fonction et adoptent
donc plus d’une conformation. Ces aspects dynamiques des protéines ont été étudiés par
les physiciens, chimistes, biochimistes, mathématiciens. Les chercheurs s’intéressent à
différents aspects de la dynamique des protéines, dans ces aspects généraux, puis pour
des détails de plus en plus précis :
1. Flexibilité des différentes zones : localisation, rythme et amplitude des mouve-
ments.
2. Interactions entre les éléments : blocage ou coopérativité.
3. Trajectoire d’un mécanisme, étapes et ordonnancement des événements.
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2.2.1 Études in vitro
Commençons par la connaissance des zones exibles et mobiles par rapport aux
zones stables. L’analyse de la diffraction des rayons X qui ont traversé les cristaux d’une
protéine fournissent de nombreux modèles tri-dimensionnels de celle-ci dans son état
stable [28]. La position moyenne de chaque atome est obtenue grâce l’étude de la den-
sité électronique. Mais on obtient aussi une indication de leur niveau d’agitation grâce
aux facteurs de Debye-Waller (B-factors) [42]. Ceux-ci sont un indice de l’instabilité
des différentes zones, ou tendance au mouvement. Ces indications concernent les uc-
tuations de faible barrière énergétique, mais permettent de cibler les zones plus exibles
de la molécule.
La résonance électromagnétiqueRMN est aussi beaucoup utilisée pour déterminer les
structures moléculaires [178]. Elle peut être un peu moins précise que la cristallographie,
mais elle est utilisée en solutions aqueuses, condition plus proche des conditions réelles.
Elle vise les molécules qui se prêtent moins bien à la cristallographie ou bien apporte des
conrmations ou informations complémentaires [24, 120]. La RMN utilise des champs
électromagétiques pour déterminer la position relative des atomes grâce à l’examen des
inuences mutuelles sur les spins nucléaires. Différents techniques axées sur la RMN
permettent aussi de déterminer les zones en mouvements. Par exemple, les vibrations
rapides des liens N-H dans la chaîne principale indiquent les zones où celle-ci a une plus
grande liberté [111].
Les informations obtenues sur la exibilité et le niveau de mouvement n’indiquent
généralement pas leur amplitude ou leur trajectoires précises. Cette connaissance est plus
difcile à obtenir. Dans certains cas, on peut faire appel à des uorophores greffés par
mutagenèse sur des domaines moléculaires a priori éloignés. Cela permet de détecter
si ces domaines entrent en contact durant l’accomplissement d’une fonction [91, 110,
242, 289]. Le GFP est un uorophore très connu basé sur les propriétés de uorescence
du plus volumineux des acides aminés, le tryptophane. Dans le GFP le tryptophane
est bien protégé, positionné à l’intérieur d’un baril de brins ` anti-parallèles de plus
de 200 acides aminés. On a étudié la façon dont sa uorescence est activée par certaines
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chaînes latérales chargées ou polaires [37, 274]. Plutôt que de greffer leGFP au complet,
il est possible de muter un résidu tryptophane à une position stratégique qui générera
éventuellement de la uorescence grâce à un rapprochement spécique [8, 66, 107].
Ainsi donc avec les techniques de uorescence, on arrive à connaître le mouvement
interne plus complet de certaines protéines.
D’autres techniques sont dédiées à l’étude des forces et énergies impliquées dans les
procecus internes ou externes de la protéine. Les études par tractions (single-molecule
force spectroscopy [221, 222]) permettent d’évaluer la force d’attachement de certains
domaines moléculaires. De telles études ont été réalisées avec la calmoduline [121, 122]
en relation avec ses différentes cibles moléculaires. Dans ces études on réussit à attacher
les deux extrémités protéiques, l’une à un matériel xe, l’autre à un nano-instrument
grâce auquel on applique une force de traction.
Les études de dénaturations [86, 187, 224, 229] permettent d’étudier les états avoisi-
nant le repliement. On obtient grâce à elles une courbe du taux de dépliement en fonction
de la concentration de dénaturant ou de la température [187]. Plus la pente de dénatu-
ration (ou valeur « m ») est abrupte, plus la ccopérativité entre les résidus est élevée
pendant l’étape de transition. Le délai qui précède la courbure est quant à lui un indice
du niveau de stabilité de l’état replié. La mutagenèse d’un seul résidu à la fois est uti-
lisée pour étudier la contribution des contacts tertiaires à la stabilité de la forme native.
Le calcul de la valeur q indique si la variation de l’énergie de transition provoquée par
la mutation est proportionnelle (valeur proche de 1) ou non (valeur 0) à la variation de
l’énergie de l’état nal :
q =
6(6Gt−d)
6(6Gr−d) où t-d = transition-dénaturé, r-d = replié-dénaturé (2.1)
Ceci donne un indice de la participation du résidu muté à la phase de transition. On
peut obtenir la répartition de ces valeurs q tout le long de la protéine. Les valeurs q
proches de 1 indiquent que l’état de transition est perturbé par la mutation dans la même
mesure que l’état nal. Cela suggère qu’une certaine organisation de cette région est
déjà présente dans l’état de transition. La déstabilisation par des mutants individuels
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peut ensuite être comparée à la déstabilisation par deux mutations à la fois. Ceci permet
de mieux comprendre les processus de coopérativité. On se sert de cette méthode pour
discerner les résidus qui agissent ensemble lors de l’étape de transition principale. Des
dénaturants (urée, guanine) sont aussi utilisés pour connaître les changements dans le
rythme de dépliement selon les mutations, par rapport à celui de la protéine native. On
peut déterminer ainsi les zones (valeur-m élevée) dont les autres zones ont besoin pour
se replier.
La dynamique de fonctionnement d’une protéine suscite certaines questions particu-
lières :
1. Les transitions s’effectuent-elles en une seule phase ou existe-t-il des états inter-
médiaires stables ?
2. Comment les parties de la protéines interagissent-elles entre elles ?
3. Les mouvements de la protéine mature impliquent-ils des transformations de la
structure secondaire ou seulement de la structure tertiaire ?
2.2.2 Paysage énergétique
La variation de l’énergie potentielle lors des transitions peut être représentée par
un paysage énergétique. Celui-ci est une image de l’aisance avec laquelle la protéine
effectue son parcours de transformation, ou au contraire, illustre les blocages qui en-
travent son chemin. Plus la coopérativité est élevée entre ses éléments, plus la protéine
est susceptible d’effectuer son parcours en une seule phase. En vue d’appuyer le déve-
loppement de cette thèse, nous allons maintenant faire ressortir ici que la coopérativité
peut être étroitement liée à la présence de multiples interactions concordantes agissant
selon une même direction de l’espace.
Les études par dénaturation ont permis d’étudier la balance des forces dans le cas
des protéines à motifs à répétition, qui représentent une simplication du cas général
et facilitent la compréhension de l’oscillation entre les états d’équilibre. Parmi les cas
particulièrement étudiés il y a l’ankyrine [174, 180], TPR [71, 166, 174], CagY du Heli-
cobacter pylori [50] et la spectrine [222]. Les motifs répétés se présentent sous forme de
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paires d’hélices _ séparées par des boucles. Dans bien des cas, la structure tertiaire peut
être considérée comme quasi unidimensionnelle, avec des contacts hydrophobes solides
établis entre chaque structure répétée et une rareté ou absence de contact avec les zones
éloignées dans la séquence.
Des études de dénaturation et de mutagenèse ont démontré une forte coopérativité
entre les motifs lors de la transition entre l’état déplié et l’état replié. À cause de la
forte coopérativité entre les unités de repliement (foldons), le repliement des zones à
répétition suit un trajet simple de la forme d’un entonnoir descendant jusqu’au minimum
énergétique de l’état replié. Ces propriétés rendent les protéines à répétition aptes à être
étudiées selon un modèle mathématique de Ising [146, 305]. Ferreiro et al. [71] ont
ainsi étudié les propriétés énergétiques des structures répétées des protéines TPR, en
représentant chaque foldon (de 34 d’acides aminés chacun) par un état binaire « Replié
» ou « Non replié ». Selon eux de légères modications ont plus d’effets pour perturber le
processus de formation chez les protéines à répétitions que chez les protéines comportant
davantage d’interactions tertiaires.
Selon le modèle, chaque foldon j tend à se déplier à cause du gain d’entropie sj
(multiplié par la température), mais que ce gain est contrecarré par les gains d’énergie
libre des foldons repliés : grâce à leur énergie interne ¡ ij, mais aussi grâce à la diminution









¡sj, j+1b jFb( j+1)F (2.2)
où U=unfolded F=folded et b j vaut 1 si l’état est présent, 0 sinon.
Selon la seconde partie de l’équation, lorsqu’un élément j se retrouve dans un état re-
plié (b jF=1) un fort effet de coopérativité entraînera le repliement des éléments j-1 et j+1.
Le système est donc binaire entre deux états, bien que les unités binaires soient des mo-
tifs d’environ 30 ou 40 résidus. Le facteur entropique sj est fonction de la concentration
de dénaturant et de la sensibilité au dénaturant. La protéine se dépliera si la concentra-
tion de dénaturant ou la température augmente. L’augmentation de l’énergie de surface
entre les foldons a pour effet de rehausser la stabilité (une plus grande quantité de déna-
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Figure 2.9 – Les motifs répétés de l’ankyrine. L’architecture de l’ankyrine se pré-
sente sous la forme de la suite répétée d’un même motif hélice-boucle-hélice. Fichier
1N11.pdb, avec mes annotations. Image générée avec pymol.
turant est requise pour amorcer le dépliement), mais aussi la coopérativité (la rapidité du
dépliement). En conditions normales la forte coopérativité entre les éléments induit un
repliement dont le comportement au niveau énergétique prend la forme d’un entonnoir
(voir Fig. 2.10(b)).
L’empilement linéaire des spires dans les molécules à motifs répétés n’est pas sans
rappeler l’empilement linéaire des spires dans une hélice _ bien que ces architectures se
situent à des niveaux d’organisation moléculaire différents. Une transition signicative
survient lorsque plusieurs éléments susceptibles de collaborer ensemble se retrouvent
rapprochés de façon à pouvoir interagir dans une même direction de l’espace. Nous ver-
rons que la technique développée dans cette thèse permet la génération de basculements
d’ensembles dans l’espace, et permet ainsi de rechercher ces rapprochements favorables.
Le parcours énergétique des protéines globulaires est plus complexe (voir Fig 2.10(b)),
présentant des rugosités, des pauses dans le parcours. Ces blocages peuvent parfois cor-
respondre à des obstacles stériques qui empêchent certains rapprochements de se faire.
Depuis longtemps on cherche à savoir si les protéines en général, ou telle protéine
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Figure 2.10 – Paysages énergétiques. (a) Paysage énergétique du repliement d’une pro-
téine à répétition : entonnoir. Deux états seulement : déplié et natif. (b) Paysage énergé-
tique du repliement d’une protéine globulaire : états intermédiaires, plusieurs phases.(c)
Paysage énergétique d’une protéine native à deux états simples. (d) Paysage énergétique
d’une d’une protéine native plus complexe : états intermédiaires entre des états plus
stables.
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en particulier, atteignent leur état natif en une seule phase de transition ou en plusieurs
étapes. Les expériences de dénaturation/renaturation des protéines globulaires montrent
que les petites protéines se replient en une seule étape, alors qu’un processus en plusieurs
étapes est nécessaire pour les plus grosses [12]. Plusieurs chemins appartenant à un
ensemble d’états de transition [55] sont empruntés au cours d’étapes de réorganisation
pour retrouver l’état natif [203]. Les éléments de structures n’apparaîtraient pas de façon
corrélée et des pauses seraient présentes dans les trajets énergétiques avant que le tout
ait convergé vers l’état natif. Onuchic et al. suggèrent via des théories statistiques que
les frustrations provoquant ces pauses sont minimales et que nous avons plutôt affaire à
un entonnoir rugueux [201, 202].
Déplaçons maintenant cette réexion vers les cas où la protéine a atteint son état na-
tif et ne se déplace plus qu’entre des états énergétiques avoisinants, ou dont la différence
énergétique relative entre les états peut être modiée par les conditions environnemen-
tales ou des clefs appelées ligands [121]. Dans le cas d’une molécule à deux états, les
paramètres environnementaux peuvent faire en sorte que les 2 états présentent un niveau
énergétique assez semblable, avec une faible barrière énergétique entre l’état fermé (re-
plié) et l’état ouvert (déplié). Nous n’avons donc plus un terrain énergétique en forme
d’entonnoir, mais bien une colline douce entre deux bassins (Fig. 2.10(c)). Pour les mo-
lécules plus complexes, un terrain plus rugueux, voire plus élevé, séparent deux bassins
ou plus (Fig. 2.10(d)). Les conditions environnementales et les ligands peuvent changer
la répartition des bassins et des sous-bassins (états intermédiaires).
2.2.3 Jeu entre les niveaux
La protéine est organisée en plusieurs niveaux et on pourrait supposer que l’état natif
atteint, seul son dernier niveau, ou structure tertiaire, oscille d’un état stable à l’autre.
Mais d’abord, le niveau tertiaire s’est-il vraiment formé avant le niveau secondaire, tel
que leur nom le laisserait supposer ?
Les premiers modèles préconisaient qu’une hélice _ pourrait se former spontané-
ment sans subir l’inuence des autres parties de la chaîne. Un paramètre de simulation
favorisant le démarrage d’une première boucle d’hélice était nécessaire, les boucles sui-
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vantes pouvant être induites selon un modèle de Ising [305]. Dans la foulée de cette
idée, on a examiné la possibilité que les structures secondaires soient formées avant la
structure tertiaire, et se rassemblent pour conduire à la structure tertiaire [74]. Cette
idée est appuyée par les observations qui indiquent que la tendance au repliement est
une tendance locale [14]. Cependant, selon les études de protéines à répétitions, la for-
mation d’hélice unique serait impossible [71]. Les nouveaux modèles préconisent que
la formation des structures secondaires est facilitée par des interactions tertiaires induc-
trices [217]. L’élongation de ces structures régulières obéit aussi aux lois de la nucléa-
tion [27, 43, 179, 190], selon lesquelles la formation d’un premier noyau diminue en-
suite l’énergie nécessaire pour l’agglomération des éléments suivants. De plus, certaines
protéines ne forment leurs structures secondaires qu’au moment de leur assemblage en
dimères [151].
La prédiction des hélices _ est principalement basée sur la recherche de résidus hy-
drophobes situés à intervalles réguliers de façon à se retrouver sur un même côté de
l’hélice _ [118, 160]. La force hydrophobe serait suscitée par le contact tertiaire entre
les régions de la chaîne et favoriserait alors la formation d’hélices selon un processus
d’optimisation de l’intercalation des résidus hydrophobes. Ces interactions tertiaires in-
ductrices s’effectuent chez les protéines à répétitions entre des sections de chaîne très
voisines, alors que des régions éloignées dans la chaîne interagissent ensemble chez les
protéines plus complexes.
Lorsque les protéines atteignent leur forme native, leurs structures secondaires ont
une grande stabilité. Le jeu de leurs mouvements se situerait alors davantage au niveau
de la structure tertiaire. Comme nous le verrons au chapitre 8, l’ouverture et la fermeture
des domaines en main-EF de la Troponin C est un exemple de mécanisme dans lequel
les structures secondaires (quatre hélices _) sont préservées [155].
D’autres mécanismes sont au contraire basés sur l’apparition et la disparition de
structures secondaires. On observe par exemple la disparition et réapparition d’un sec-
teur d’hélice lors du large mouvement de boucle de la tyrosine kinase entre son état
passif et son état actif [293]. La Troponine C et la Calmoduline ont une forme très simi-
laire : deux domaines (N-terminal et C-terminal) reliés par un long lien exible qui peut
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prendre la forme d’une longue hélice_ [11, 77, 137]. Cette longue hélice se plie en deux
lorsque les deux lobes interagissent avec des ligands, nous donnant un autre exemple
d’instabilité de structures secondaires. La présence de glycines, qui n’ont pas de chaîne
latérale, favorise une uctuation dans les structures secondaires. On retrouve un autre
exemple d’instabilité des structures secondaires au niveau d’une structure en feuillet `
qui réunit les deux motifs mains-EF d’un domaine. Cette structure est déstabilisée en
présence de l’ion calcium [75, 161, 238, 294].
Des états transitoires d’une structure secondaire à l’autre existent aussi. Un transition
d’hélice _ vers feuillet ` survient chez les protéines qui forment des bres de type
amyloïde, comme dans le cas de la protéine prion. Ollesch et al. ont utilisé la technique
time-resolved Fourier transform infrared spectroscopy pour étudier la transition de _
vers ` induite par la réduction d’un lien disulde et menant à la forme nocive de la
protéine [198]. La conguration anormale est davantage structurée que la conformation
régulière. Elle agirait comme un moule qui abaisse la barrière énergétique entre les deux
conformations et favorise l’agglutination [43].
2.2.4 Niveaux d’organisation
Les protéines comportent en elles-mêmes plusieurs niveaux d’organisation et font
elles-même partie d’organisations dites quaternaires, mais cela ne s’arrête pas là. Dans
une cellule, la complexité de tissus protéiques de grande envergure s’établit grâce à plu-
sieurs autres niveaux, dont les agencements peuvent être très semblables pour plusieurs
tissus [1]. Selon Ackbarow et Buehler, chaque niveau fonctionne selon une échelle de
temps différente, permettant de séparer la réactivité par niveau et assurant la robustesse
des tissus qui structurent la cellule ou forment les cartilages, les os ou les cheveux. La
longue hélice _ de la vimentine s’enroulera autour d’une autre permettant de former la
base de laments intermédiaires, qui eux forment la base de bres, puis de tissus plus
complexes. Le tout premier niveau de tels tissus, la séquence de la protéine, contient des
ingrédients dit "silencieux" qui assurent l’universalité et la souplesse des niveaux plus
élevés mais sont sans effet sur l’organisation du niveau le plus global. Plus précisément,
l’élasticité des niveaux intermédiaires est assurée par l’élasticité et l’uniformité des hé-
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lices _ du niveau le plus bas. Mais la séquence primaire contient aussi des éléments plus
variables, dont le rôle n’intervient qu’après la construction de plusieurs niveaux d’or-
ganisation, pour créer des jonctions spéciques aux divers types de réseaux du niveau
cellulaire. Ils assurent par exemple la différence marquée entre un cheveu et le let de
laminine enveloppant le noyau cellulaire, bien qu’ils soient construits à partir des mêmes
types de niveaux intermédiaires [1].
Le comportement d’un niveau supérieur ne peut donc être simplement déni par le
comportement moyen de ses sous-éléments. Car certains acides aminés présents au ni-
veau le plus primaire ne deviennent actifs qu’après l’établissement de plusieurs couches.
C’est aussi le cas des centres réactifs, dont le positionnement s’établit avec une grande
précision consécutivement au repliement de la protéine. Créé à partir d’éléments précis
(et conservés entre les espèces [299]) de la séquence primaire, le centre réactif ne parti-
cipe pas à l’hiérarchisation de la protéine, mais interagira avec des processus de niveau
cellulaire. En ce qui concerne les tissus complexes, l’émergence de la diversité structu-
rale se produit à partir d’éléments marginaux qui étaient d’abord inutiles dans le cadre
du fonctionnement des couches inférieures et intermédiaires, et dont le rôle n’apparaît
qu’en bout de ligne.
2.2.5 Limitations des méthodes expérimentales
Les méthodes d’investigation in vitro sont limitées entre autre par la capacité de
résolution des instruments. À l’échelle atomique, on peut difcilement obtenir directe-
ment l’image d’un processus en mouvement. On peut obtenir des indices, mais ceux-ci
peuvent aussi être faussés par le processus expérimental. Les indices de mobilité (B-
factors) de la cristallographie deviennent trop proches de la marge d’erreur [219] pour
les plus protéines de plus grande envergure. Les facteurs de Debye-Waller en surfaces
exposées sont moins ables car ils peuvent être faussés par des contacts non naturels
entre les protéines du cristal [64, 65]. La spectroscopie par résonance électromagnétique
(RMN) intervient dans des conditions aqueuses plus proches de la réalité biologique
mais la taille des protéines étudiées est plus limitée qu’en cristallographie. Néanmoins
certains progrès techniques permettent d’identier des rythmes lents dans de grosses
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molécules [111, 283].
La détermination de la exibilité permet de connaître les possibilités de mouvement.
Les trajets effectifs sont plus difciles à déterminer expérimentalement, car les tech-
niques d’investigation sont invasives et affectent les processus. Les uorophores sont
greffés par mutagenèse à des résidus de nature précise. Ils sont volumineux et il faut
choisir l’endroit où les greffer pour ne pas trop affecter le mouvement interne. Ils sont
cependant excellents pour étudier les migrations au sein ou en dehors des cellules. Uti-
lisé seul, le tryptophane est moins invasif pour détecter les interactions internes, mais il
demeure tout de même le plus volumineux des acides aminés.
Les méthodes de dénaturation cherchent à évaluer les énergies de transitions. Elles se
basent sur la mesure de signaux indiquant le dépliement ou repliement, tels que la uo-
rescence, par rapport à la quantité de dénaturant (température ou produit). Ils cherchent
ainsi à déterminer le paysage énergétique entre les états déplié et replié. Mais comme
Smart l’explique, cela suppose que l’agent dénaturant agit uniquement sur l’énergétique
de dépliement. Mais à cause de la violence des agents dénaturants, la courbe du déplie-
ment cacherait une ligne de base représentant la transmission d’une partie de l’énergie
à des processus autres que le dépliement (par exemple vibration des chaînes latérales,
effet sur le uorophore) [240]. Il y a donc des efforts de développement pour des tech-
niques de transfert d’énergie moins invasives qui permettent de distinguer les deux pro-
cessus [53, 99, 240].
CHAPITRE 3
MÉTHODES DE SIMULATION
Nous voyons ici comment l’informatique permet d’approfondir certaines questions
apportées par les expérimentateurs. Nous traçons un portrait des moyens informatiques
développés pour étudier la exibilité, les mouvements et les mécanismes des protéines,
dans cette grande quête pour comprendre leur fonction. Cela permettra de situer les
innovations de cette thèse par rapport à l’ensemble des initiatives informatiques.
De plus en plus de modèles informatiques tridimensionnels sont obtenus grâce à la
cristallographie et à la RMN. Les théories et les expérimentations ont fourni les connais-
sances en énergétique qui permettent de modéliser informatiquement les forces et les
énergies qui gouvernent les interactions atomiques. Le but des méthodes informatiques
est d’étudier les zones laissées dans l’ombre par les méthodes expérimentales, ou de
prolonger et approfondir ce qui a été découvert par les expérimentateurs et théoriciens.
Les simulations informatiques visent à déterminer les mouvements à l’intérieur d’une
protéine à partir des informations données par les fonctions d’un potentiel ou champs de
force. Le paysage énergétique informatique est déterminé par le potentiel. Celui-ci est
utilisé par la méthode d’échantillonnage (la plus ancienne étant la dynamique molécu-
laire [150, 173]), pour faciliter le choix d’une direction dans l’espace des conformations
et découvrir des formes voisines accessibles. En améliorant les méthodes d’échantillon-
nage on cherche à inventorier efcacement et exhaustivement les conformations pos-
sibles, et idéalement la probabilité de chacune.
Des calculs très complets des interactions atomiques requièrent l’utilisation de po-
tentiels de mécanique quantique, qui évaluent la densité électronique autour des noyaux
atomiques. Ceci n’est possible que pour l’étude de phénomènes atomiques dont l’échelle
de temps est très courte, et pour des molécules ou zones moléculaires de dimension
restreinte, pour des études très spéciques [147, 211]. Pour accéder à des temps mo-
léculaires plus élevés ou à des structures de plus grande dimension, on doit faire des
compromis et utiliser différentes stratégies d’approximation pour les champs de force.
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On peut aussi élaborer des techniques d’échantillonnage accélérées en plus ou au lieu
de chercher à réduire les calculs du potentiel. Les prochaines sections présentent les stra-
tégies d’accélération en trois volets : stratégies basées sur le potentiel, stratégies basées
sur l’échantillonnage, combinaison de stratégies. Nous verrons que certaines méthodes
se combinent avantageusement.
3.1 Stratégies d’accélération basées sur le potentiel
Le paysage énergétique parcouru est déni par le champs de force utilisé. La simpli-
cation du champs de force permet de diminuer la rugosité de cet espace et de faciliter
son exploration. Les stratégies consistent d’abord à réduire la quantité de calcul, puis à
éliminer des atomes, ou à les regrouper en ensembles de plus en plus grands. Voici selon
cet ordre un aperçu de stratégies courantes :
1. Potentiels quantiques
Les potentiels qui évaluent les forces atomiques au niveau quantique se situent à
l’extrémité la plus coûteuse en temps CPU. On les utilise pour étudier l’interaction
de résidus avec un ion par exemple [147, 302].
2. Mécanique moléculaire
Ensuite vient la mécanique moléculaire qui ne tient plus compte des électrons. Elle
évalue les liens covalents et leur angles comme des ressorts simples, la position
optimale des angles dihédraux (entre quatre atomes consécutifs) et les interactions
non liées, hydrophobiques et ioniques. Tous les atomes sont encore ici représentés.
3. Élimination d’atomes
Toute une catégorie d’atomes peut faire partie d’un ensemble intangible, si ceux-
ci ne sont pas représentés mais que leur effet est inclus dans les relations entre
les atomes visés par l’étude. Les potentiels à solvant implicite ont pour but d’évi-
ter les calculs liés aux très nombreuses molécules de solvant (souvent l’eau) avec
lesquelles la protéine réagit. Le solvant aqueux a pour effet de diminuer l’impact
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des liaisons entre les chaînes polaires et chargées, car elles sont aussi confortables
dans l’eau que liées entre elles. Les interactions entre elles n’interviennent qu’en
milieu fermé. Les éléments courts se retrouveront les premiers en milieu fermé
et c’est ainsi que les ponts hydrogènes de la chaîne principale induiront mutuel-
lement leur enclenchement pour former les structures secondaires. Les potentiels
à solvant implicite évaluent ces situations selon deux stratégies : étude statistique
des contacts, comme on le voit par exemple pour le potentiel OPEP [52, 171], ou
évaluation de l’absence de l’eau, selon un calcul de la SASA (solvent accessible
surface area). Ces dernières intègrent aussi des paramètres statistiques liés aux
types d’atomes. Des approximations de la SASA, calculables en des temps CPU
accessibles, et permettant la dérivation de l’énergie (pour le calcul des forces)
ont été développées. Des méthodes telles MSEED [212] étudient les intersections
entre des sphères autour des atomes pour trouver la surface accessible [79, 244].
Des approches telles EEF1 [145] et POPS [32] utilisent une fonction incluant la
distance entre les atomes, leur dimension et la dimension de la molécule de sol-
vant pour évaluer la probabilité d’inclusion d’une molécule de solvant [101, 280].
Des atomes peuvent non seulement être éliminés au niveau du solvant, mais de-
venir implicites dans la protéine. Par exemple les atomes d’hydrogène reliés aux
carbones sont souvent omis et inclus dans les carbones correspondants [192]. Ces
carbones spéciaux annoncent déjà l’idée du regroupement d’atomes car ils ont une
dimension et un comportement différents des atomes de carbone simples.
4. Regroupement d’atomes
Le champs de force utilise typiquement le temps CPU selon le carré du nombre
d’éléments. Pour réduire le nombre d’interactions à calculer, on rassemble des
éléments en un seul ensemble simplié. Une bille permet de représenter plusieurs
atomes, augmentant la durée moléculaire couverte par les simulations informa-
tiques. Avec les modèle de Go¯, une chaîne protéique peut être représentée par ses
atomes de carbone _ seulement [71, 105, 148, 265]. Par exemple, les modèles
de Go¯ utilisés par Ferrerio et Walczak pour étudier les protéines à répétitions ex-
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pliquent les causes de baisse de la coopérativité constatée lors des expériences im-
pliquant la mutation d’un simple résidu impliqué dans l’énergie de contact entre
les foldons [71] : l’énergie de surface ainsi altérée dans une zone provoque une
scission qui interrompt le processus coopératif de tout le système. Ferreiro et Walc-
zak indiquent qu’un minimumde trois foldons consécutifs doivent être intacts pour
qu’on puisse obtenir un effet coopératif. L’effet d’entonnoir énergétique provien-
drait selon eux d’un mécanisme de nucléation où les premières structures formées
recruteraient les boucles avoisinantes pour les intégrer dans un patron régulier.
On peut aussi avoir une certaine variété de billes au lieu de seulement un seul
type [128, 157]. D’autres types de billes sont utilisées dans les simulations d’acides
nucléiques [257] ou de phospholipides membranaires [234].
La dénition d’une bille implique une dénition des champs de forces qui mo-
dulent son comportement. On classie les modèles gros grains selon l’approche
utilisée pour construire champ de force [48, 264] : 1) Constitutifs (biaisés selon un
modèle de protéine particulier) [148], 2) Basés sur des connaissances (empiriques,
statistiques) [51], 3) Corrélés sur les forces atomistiques moyennes [40, 112, 247,
258] en vue d’une modélisation élastique.
Notons aussi que certaines approches cherchent à réduire l’espace conformation-
nel d’une protéine en considérant principalement les angles dihédraux, seuls sus-
ceptibles d’engendrer des changements de conformation signicatifs [85, 90, 126].
5. Réseau rigide
Alors que les approches par réseaux élastiques (Voir section 3.2) se basent sur
l’étude des fréquences moléculaires, les approches par réseaux rigides se basent
sur la densité des interactions atomiques. Celles-ci conviennent aux molécules hé-
térogènes, où la densité des interactions fortes entre les atomes peut varier beau-
coup selon les régions de la molécule. La méthode FIRST utilise un algorithme
appelé Pebble Game [113, 114]. Les atomes d’une protéine sont représentés par
les sommets d’un graphe et les interactions fortes entre les atomes par des barres
entre les sommets. On déplace des contraintes le long de ces barres, jusqu’à ce que
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les zones rigides soient identiées. Par la suite, lors de simulations de type Monte
Carlo, chaque zone rigide bougera collectivement à l’aide de légers déplacements
aléatoires (Méthode FRODA) [281], méthode qui s’applique aussi aux ARN [80].
6. Corde élastique
Si la molécule s’y prête, l’approximation peut englober tous les atomes en une re-
présentation d’unique ressort. Une macro-molécule ou une structure moléculaire
de type longiligne sera modélisée comme un unique ressort ou une suite de res-
sorts que l’on peut compresser et étirer [21, 184, 214]. Dans la section 3.3.1 nous
voyons que les tissus biologiques sont souvent des assemblages de plusieurs ni-
veaux de molécules longilignes élastiques. Ces études d’élasticité longilignes ont
leur contrepartie bidimensionnelle dans l’étude de la multi-échelle des membranes
lipidiques [109].
La diminution du nombre d’éléments à calculer permet de réduire le temps de calcul
selon un facteur appromaxivement en N2. Si la dénition du comportement du solvant
est implicitement contenue dans celui des atomes de la protéine, on évite par exemple
le calcul lié aux molécules d’eau, souvent très nombreuses. Ces approximations lissent
l’espace des conformations à visiter. Mais plus on simplie l’espace des conformations
plus il peut devenir distordu. Il risque de fournir des chemins moins ables ou approxi-
matifs et dépourvus de certains détails importants.
3.2 Stratégies d’accélération basées sur l’échantillonnage
Cette section explique comment simplier le parcours effectué par les simulations.
Avec les différents calcul de forces, le temps CPU tend à augmenter selon le carré du
nombre d’éléments. Mais la recherche des conformations possibles risque pour sa part
de faire croître le temps CPU exponentiellement. Ce problème devient bien plus consi-
dérable que celui du champ de force lorsqu’on augmente la taille de la molécule étudiée.
Ce problème est réduit si l’on utilise des champs de force de plus en plus précis, qui
évitent l’errance dans des trajets non réalistes. Ceci entre en contradiction avec la stra-
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tégie de simplication des champs de force. Un autre problème provient du risque de
longue perte de temps en errance à l’intérieur de puits d’énergie locaux. Les méthodes
d’échantillonnage accéléré visent donc à rechercher les mouvements d’une certaine en-
vergure, évitant les variations locales de conformation.
On pourrait classer ces méthodes suivant la façon dont elles suivent de près ou sur-
vole la courbure du terrain énergétique. À une extrémité nous avons la dynamique mo-
léculaire qui suit de près les courbures du terrain. Ici on quitte un creux du terrain en
espérant qu’une route s’y tracera au fur et à mesure et nous dirigera au bon endroit. A
l’autre extrémité, nous avons les méthodes d’interpolation, qui utilisent la connaissance
des conformations source et destination et tracent un parcours entre les deux. La desti-
nation s’atteint facilement, mais le parcours peut prendre des raccourcis irréalistes. Et
entre les deux stratégies, il y a des méthodes qui cherchent à éviter les minimums locaux
et à faire des déplacements d’une certaine envergure.
1. Dynamique moléculaire
Utilisée depuis plusieurs décennies[150, 173], la dynamique moléculaire demeure
la méthode d’échantillonnage la plus connue et la plus courante [20, 36, 55, 60,
123, 138, 164, 165, 189, 193, 216, 236, 291]. Elle utilise le calcul des forces pour
faire varier la vitesse et la direction de chaque atome selon la formule F= m a.
Les changements de positions modient les forces et les forces inuencent les
positions. L’ensemble atomique fera beaucoup de va et vient dans l’espace local,
mais selon les lois des probabilités et grâce à l’énergie cinétique, il empruntera
éventuellement une voie de transition vers une conformation plus distante.
2. Analyse des modes normaux
Le puits harmonique (terrain énergétique en forme de bol) dans lequel une mo-
lécule effectue un va-et-vient correspond à des valeurs propres du système. Or,
les molécules présentent des fréquences plus lentes, qui correspondent à des uc-
tuations de plus grande envergure. Pour les simuler, on peut construire un ré-
seau élastique (EN) en reliant chaque atome à d’autres par des contraintes élas-
tiques déterminées par examen des interelations observées dans les dynamiques
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moléculaires [260]. Mais de plus en plus on préfère extrapoler ces mouvements
harmoniques de grande ampleur en utilisant l’étude des modes normaux (Nor-
mal mode analysis ou NMA) [30, 115, 149, 260]. Le NMA constitue une mé-
thode d’extrapolation à partir des caractéristiques structurales d’une conforma-
tion stable de la molécule. Ses calculs se basent sur l’analyse matricielle des déri-
vées de l’énergie [88, 134]. Les grands mouvements d’allers-retours peuvent être
modélisés par des forces élastiques correspondant à leur amplitude et à leur fré-
quence. Certains atomes plus fortement reliés se déplacent ensemble. La conser-
vation d’une représentation moléculaire complète limite toutefois l’ampleur des
molécules étudiables. La méthode RTB (Rotation Translation Blocks) combine
l’approche gros grain à la NMA en dénissant des blocs d’atomes [3, 252, 253]
et permet l’étude de cibles plus imposantes. Les déplacements de basse fréquence
dépendraient de l’organisation générale de la molécule et non pas des détails lo-
caux [159]. Les approches gros-grain sont donc très utilisées en combinaison avec
le NMA [65, 102, 104, 266, 292, 300].
3. Recherche de points de selle
Au lieu de demeurer dans un bassin harmonique quelle que soit son ampleur, on
peut vouloir trouver un passage pour le quitter et trouver un bassin avoisinant.
Bien que certaines protéines présentent des mécanismes où les rythmes vibratoires
lents s’effectuent sans obstacles, il y a les protéines et autres molécules dont cer-
tains éléments sont bloqués dans l’une ou l’autre de leur position harmonique par
d’autres éléments [119, 162]. Ces cas présentent des barrières à surmonter lors du
passage d’un état à l’autre. Ces mécanismes peuvent être étudiés par les méthodes
de points de selle [17, 31, 163, 167, 170]. La forme de la selle de cheval évoque
la forme d’un col entre deux montagnes lisses. L’environnement d’un minimum
local est exploré an de découvrir de tels passages énergétiquement favorables
vers un minimum local avoisinant. Ces méthodes suivent la courbure des forces
dans l’environnement d’un minimum local. Elles ont d’abord été utilisées dans
l’étude des verres amorphes [18, 181], mais aussi dans l’étude des agrégations
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amyloïdes [139, 171, 298] et du repliement des protéines [246].
4. Interpolations
L’interpolation d’un chemin nécessite que les conformations de départ et d’arrivée
soient connues. Son but est d’éliminer les errances aux abords ou loin du che-
min de transition. L’interpolation intègre au potentiel la connaissance des contacts
qui devront être formés dans la conformation de destination. Cette intégration se
fait selon un pourcentage graduel au fur et à mesure des itérations de la simu-
lation [125]. L’interpolation est très utilisée avec les modèles de Go¯ pour com-
prendre la dynamique générale d’un mécanisme. L’étude des chemins d’ouverture
et fermeture de protéines à mains-EF a bénécié de cette méthode [265, 266].
L’interpolation peut aussi être utilisée avec des modèles atomistiques [15].
3.3 Hiérarchie et combinaisons de stratégies
La complexité des protéines, leur hétérogénéité structurale, rend difcile l’utilisation
d’une approche accélérée unique pour l’étude de leurs mécanismes. Chaque stratégie a
ses cibles privilégiées et ses limites. Leur choix dépend de ce que l’on cherche à étudier.
Les méthodes peuvent être combinées, cibler différentes zones de la molécule (ou de
l’assemblage de molécules) ou différentes étapes du chemin représentant le processus
étudié.
On distingue plusieurs niveaux de complexité dans une protéine, et aussi plusieurs
échelles de temps dans son mécanisme. Alors que le temps est géré par la méthode
d’échantillonnage, les caractéristiques spatiales sont gérées par le champs de force. Nous
avons donc en partant déjà deux niveaux : celui de la méthode d’échantillonnage et celui
du modèle et de son champ de force. Une dynamique moléculaire qui utilise un champ
de force, comporte déjà deux niveaux : celui du parcours qui génère les conformations
consécutives, et celui de la structure ou du modèle, traité par le champs de force.
Le niveau parcours est découpé en étapes et le niveau structure peut être découpé
selon différents niveaux de dénition. La méthode Froda [281] utilise deux niveaux de
dénition : les blocs qui sont dénis grâce à la méthode FIRST [113], et le niveau ato-
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mique pour les zones exibles. Elle gère les blocs rigides comme des ensembles d’élé-
ments, alors que les zones exibles sont gérées selon les atomes individuels. Le niveau
structurel a donc ici deux niveaux de dénition.
Les méthodes de recherche de passage de transition [31, 167] sont un exemple de
découpage du niveau parcours car elles génèrent des étapes. Le niveau parcours dessine
la trajectoire au l des acceptations et des rejets d’événements. Ces étapes sont dé-
nies par la technique de convergence et la relaxation. Nous avons donc deux échelles de
dénition dans le temps : celle du parcours complet et celle de chaque événement du
parcours. Nous verrons dans la section 3.3.2 que l’on peut utiliser des méthodes d’inter-
polation pour mieux dénir les états intermédiaires. Dans une simulation informatique,
nous pouvons donc fonctionner selon une hiérarchie de quatre niveaux, tel que l’exprime
la gure 3.1.
La prochaine section explique les deux principales façons de combiner deux niveaux
de dénition ou plus de la structure étudiée. La section suivante relate les approches
couramment utilisées concernant le discernement des événements dans le temps.
3.3.1 Hiérarchies structurales
À l’instar de méthodes telles la RMN et la cristallographie (B-factors), les mé-
thodes numériques démontrent que de grandes régions d’une molécule sont plutôt ri-
gides, stables, ou seulement sujettes à des uctuations locales alors que d’autres sont
dédiées aux mouvements importants. Nous pouvons tirer parti de ces différents niveaux
de mobilité dans la protéine et combiner plusieurs niveaux de dénitions. Ces modèles
gros grains où cohabitent plus d’un niveau de résolution sont dits parallèles [264] ou
concurrents [285] par opposition aux modèles sériels ou séquentiels, qui les utilisent
plutôt consécutivement l’un à l’autre. En d’autres termes, nous pouvons soit fonctionner
avec différentes couches de dénition que l’on adapte entre elles (fonctionnement pa-
rallèle ou en concurrent), ou en effectuant la projection d’un niveau de dénition sur un
autre (fonctionnement sériel ou consécutif).
1. Couches
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Figure 3.1 – Niveaux des simulations multi-échelle. Nous représentons ici les approches
multi-échelles selon deux échelles de temps et deux échelles de structure. Temps : Ni-
veau 1 = Parcours, Niveau 2=Événement. Structure : Niveau 3=Ensemble, 4=Élément).
Il est possible de dénir plusieurs degrés de résolution. Ceci s’applique en par
exemple aux systèmes où des calculs quantiques sont nécessaires pour des par-
ties ciblées d’un système. Les méthodes QM/MM intègrent des calculs quantiques
(QM) aux calculs de mécanique moléculaire (MM) [23, 185, 211, 248], deux types
de potentiel que nous avons introduit à la section 3.1. Les chaînes latérales d’une
molécule, dont les mouvements sont limités dans l’espace relativement à la chaîne
principale, peuvent être l’objet d’une approximation, alors que tous les atomes de
la chaîne principale sont conservés [51, 171], ce qui permet entre autres d’étudier
la formation des bres amyloïdes [176, 228, 279]. L’approche du NMA peut utili-
ser une hiérarchie d’approximation gros-grain [56]. Avec la méthode FRODA, les
blocs rigides déterminés par la méthodeFIRST cohabitent avec des zones exibles,
ce qui constitue aussi deux niveaux de dénition [90]. Les blocs de FIRST sont
aussi utilisés dans l’approche combinée RTB et NMA pour l’étude de protéines
globulaires [3], augmentant l’efcacité par rapport aux approches NMA de base.
La dénition de couches convient aussi aux ensembles de molécules libres, qui
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peuvent passer d’une zone à l’autre. Ainsi, dans l’approche de Matej et Delle,
une molécule d’eau sera une simple sphère, un triangle ou trio d’atomes, selon
la zone qu’elle traverse. Cela permet de concentrer les calculs complexes dans
des zones stratégiques, dans le cas d’un solvant autour d’une macro-molécule par
exemple [216].
Selon Woodcock et al., la cohabitation de deux niveaux peut être soustractive ou
additive. Avec les modèles additifs il faut dénir une zone d’interface entre les
deux représentations. Les modèles soustractifs vont calculer la zone à haute dé-
nition en mode haute précision, calculer tout l’ensemble en mode approximation,
puis soustraire ces derniers calculs pour la zone précise [285].
Des structures longilignes régulières s’organisent en plusieurs niveaux dans les
tissus biologiques. Le modèle de la corde élastique peut avoir plusieurs nivaux
de dénition et permettre entre autres de modéliser la structure de la chroma-
tine [233, 272, 276]. On étudie ainsi l’interaction de laments protéiques pour
différents types de bres : l’actine, qui constituent les bres musculaires si on
monte de plusieurs niveaux [269], ou la kératine, dont plusieurs niveaux d’agen-
cement construisent un cheveu [5]. À chaque niveau de représentation, on effectue
un montage de bres du niveau précédent, qui est réduit à une simple formule de
ressort représentant le comportement statistique moyen de ses éléments. Diverses
formules d’élasticité peuvent être établies pour dénir le comportement en étire-
ment, recourbement ou torsion [142].
2. Projection
Ici la molécule est totalement décrite selon les deux niveaux de résolution et on
effectue la traduction d’une résolution à l’autre. Des modèles élastiques sont déri-
vés d’informations obtenues lors de simulations atomistiques [40, 112]. Les simu-
lations atomistiques d’une protéine dans une membrane de phospholipides four-
nissent des moyennes de uctuations des coordonnées internes qui sont ensuite
utilisées en simulation NMA [247].
L’approche peut aussi être inversée. On étudie la formation des bres de type prion
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par une telle approche : les bres sont formées lors de simulations utilisant le mo-
dèle OPEP [51, 171] (qui est lui-même à deux niveaux de résolution concurrents),
puis on génère des représentations tout atome à partir des résultats obtenus, pour
vérier la stabilité et rafner les détails [189].
3.3.2 Combinaison de techniques pour l’échantillonnage
Le potentiel peut donc être déni en plusieurs niveaux. La méthode d’échantillon-
nage peut aussi combiner plusieurs techniques. On vise à obtenir un meilleur échan-
tillonnage des conformations possibles, ou à mieux dénir les étapes du parcours.
Le rafnement des étapes de transition est utilisé dans le cadre des méthodes de trac-
tion et d’interpolation. On évalue un point de selle entre deux points bien connus, ou
encore on cherche à explorer une zone imprécise du parcours. Lorsque l’on connait, par-
fois approximativement, la conformation de deux minimums locaux voisins, on peut uti-
liser une méthode d’interpolation entre les deux conformations et ainsi évaluer la montée
d’énergie nécessaire (énergie libre d’activation) pour ce passage [192, 245], entre autre
avec la technique Umbrella sampling [19] (échantillonage parapluie). Certains calculs,
qui utilisent la hauteur relative de l’énergie du point de selle par rapport à celle de chacun
des deux minimuns, peuvent fournir une estimation statistique sur les rythmes de pas-
sage [19, 206]. Dans les cas complexes il est plus difcile de savoir si ces conformations
représentent véritablement des étapes sur le chemin. Un chemin d’interpolation est sou-
vent établi approximativement mais peut bénécier de travaux de rafnement grâce à des
essaimages ponctuels de simulations [207]. Selon Roux et al., une trop grande dispersion
de celles-ci indique la nécessite de repositionner le chemin. On appelle recuit d’une tran-
sition (reaction path annealing) certaines techniques d’activation qui permettent l’étude
d’un présumé point du parcours et conduisent à une meilleure dénition du chemin [59].
En ce qui concerne les dynamiques moléculaires, on peut chercher à rendre l’échan-
tillonnage plus exhaustif. Avec l’approche par échange de répliques, des simulations sont
menées à différentes températures. À une température donnée, on obtiendra une certaine
diversité dans les énergies des conformations générées. Elles seront en moyenne élevées
en proportion de la température choisie. Il se présentera des situations où des énergies
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plus basses seront atteintes, correspondant à des énergies atteignables par les simula-
tions roulant à une température un peu plus basse. La simulation peut alors se poursuivre
selon cette température plus basse. Ceci permet un échantillonnage plus exhaustif des
conformations [36, 139, 230]. Cette méthode s’utilise aussi selon une variante hamilto-
nienne (qui travaille au niveau des énergies d’attraction et de répulsion entre les atomes
non-liés) [138, 287].
Lorsqu’on a pu faire un assez grand nombre de simulations pour atteindre un niveau
statistique, on peut classier les conformations et établir la probabilité de tel ou tel type
de conformation ou d’assemblage [45, 189]. Pour les ensembles atomiques qui ont un
nombre limité de conformations possibles, il peut être intéressant de répertorier et de
mémoriser chacun de ceux-ci, ainsi que les transitions entre les états [175]. Ceci peut
permettre d’établir le ou les chemins optimaux, la probabilité de chacun, et discerner les
événements rares.
3.4 Problématiques et questions ouvertes
Beaucoup d’approches et de combinaisons d’approches sont donc disponibles pour
aborder la complexité des macro-molécules. Mais quels sont les manques encore à com-
bler ?
La uctuation dans les minimums locaux représente le principal problème de perte
de temps CPU. Dans la réalité moléculaire, c’est grâce à cette uctuation que le passage
de transition vers un changement plus important sera trouvé et se produira. Les puits
harmoniques permettent d’établir des rythmes moléculaires différents à chaque échelle
d’organisation, ce qui est nécessaire au fonctionnement moléculaire. Mais au niveau
des simulations informatiques, on veut éviter de perdre du temps dans les uctuations
locales et trouver le chemin hors des puits harmoniques. Trois autres problèmes sont à
surmonter : on doit pouvoir faire la distinction entre les conformations permises par la
exibilité et les mouvements effectivement réalisés par la molécule. On doit faciliter la
découverte des mouvements d’ensemble. On veut aussi échantillonner le mieux possible
l’espace des conformations. Le tableau 3.I donne un aperçu de la recherche de cinq
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objectifs selon les différentes stratégies. Dans ce tableau les méthodes sont classées dans
l’ordre où elles ont été abordées au cours du chapitre. Il se termine avec l’approcheHMM
(Méthode hologrphique mutli-échelle) développée dans cette thèse. Un OUI majuscule
indique qu’il s’agit d’un objectif principal pour la méthode. Un plus petit oui indique
que la méthode vise une amélioration à ce niveau.
Stratégie Réduire Franchir Mouvem. Augmenter Echantill.
uctuations les collectifs réalisme exhaustif
locales barrières mouvements




(NMA) OUI OUI oui
Recherche




Couches OUI OUI oui
Projections OUI OUI OUI
Échantillonage






des états OUI OUI
HMM OUI OUI OUI
Tableau 3.I – Buts principaux selon les stratégies de simulation. Les OUI en lettres ma-
juscules indiquent les buts principaux recherchés par les méthodes en question. Les oui
en lettres minuscules indiquent ce que la méthode peut aussi favoriser, mais dans une
mesure moindre. HMM est la méthode qui est développée dans cette thèse.
Voici une description des colonnes du tableau 3.I
1. Réduction des fluctuations locales. On veut éviter de voyager indéniment dans
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un puits harmonique.
2. Franchissement des barrières. On veut découvrir et/ou étudier les passages de
transitions.
3. Mouvements collectifs. On veut découvrir et réaliser des mouvements coopéra-
tifs.
4. Réalisme des mouvements. On veut éviter les parcours erronés. On veut éviter de
confondre exibilité et mouvement effectif.
5. Échantillonnage exhaustif. On veut connaître toutes les conformations possibles,
leur probabilité respective et les chemins entre elles.
Il apparaît clair que les mécanismes protéiques se produisent à différentes échelles
de leur architecture. Certaines études s’intéressent aux mouvements amples et se prêtent
bien aux approximations qui passent sous silence les détails mécaniques plus ns. Par
contre certains mécanismes se présentent sous forme d’un enchainement séquentiel où
la survenue d’un événement spécique dépend des conditions mises en place par le mé-
canisme précédent. Nous le constatons lors du montage des niveaux des grandes struc-
tures protéiques, alors que certains résidus ne jouent un rôle que rendu au dernier niveau
du montage multidimensionnel, assurant la forme de l’architecture globale (voir sec-
tion 2.2.4), ou lorsqu’un site ne devient actif qu’après le montage précis des niveaux
de la structure protéique. Le mécanisme d’une protéine peut présenter plus d’une seule
phase, alors que des éléments ponctuels entrent en jeu en cours de route pour changer
l’état général et réorienter son déroulement.
Les stratégies d’accélération sont soumises au risque de manquer de discernement
car elles déplacent beaucoup d’éléments à la fois, ou effectuent de grands mouvements
sans discernement des détails. Les méthodes d’interpolation intègrent de plus en plus
de techniques visant à découvrir et étudier les transitions qui impliquent des barrières
d’énergies. Les méthodes d’interpolation ou d’activation de point de selle, tels les échan-
tillonnages parapluie (umbrella sampling), recuits, essaimages, permettent de simuler
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une transition, en autant qu’on ait la chance de connaître les conformations voisines
séparées par ce passage, sinon elles permettent de l’évaluer et de l’afner.
Les modes du NMA démontrent la exibilité de la protéine, mais on comprend de
plus en plus qu’on doit faire la différence entre exibilité et mouvements effectifs. Les
modes demandent une étude plus complexe pour savoir combien d’entre eux sont néces-
saires pour représenter les mouvements corrélés de la protéine (qui sont davantage en
rapport avec le mécanisme réel de la protéine) car les modes harmoniques peuvent être
contradictoires entre eux [286]. Dans certaines situations l’un des modes harmoniques
se retrouve bloqué dans l’un de ses états par d’autres éléments [162]. De plus, les uc-
tuations harmoniques, même lentes, se font aux alentours du bassin d’attraction d’une
conguration à l’équilibre, et ne sont pas aussi valables passé une certaine distance de
coupure [259]. La protéine est susceptible d’être attirée par d’autres bassins d’attrac-
tion [225]. Des efforts vont dans le sens d’élargir la méthode NMA pour intégrer ces
divergences aux cas "réguliers" [119, 225].
Les méthodes de passage de transition [17, 31, 167] permettent de simuler des che-
mins complexes sans biais sur le trajet ou la destination. Utilisées avec des représen-
tations atomistiques, elles améliorent dans une bonne mesure la rapidité de l’échan-
tillonnage des conformations environnantes. Pour augmenter la capacité d’atteindre des
conformations plus éloignées, on peut aussi les utiliser avec des approximations d’échelle.
Mais pour les protéines aux transformations plus complexes le principal effet de longs
déplacements est de faire ressortir l’erreur présente dans l’approximation du champs de
force. Comme nous le verrons au chapitre 8, les déplacements d’une certaine envergure
sont guidés par des contraintes spatiales qui réduisent le nombre de chemins possibles.
Ces contraintes risquent d’être mise inadéquatement sous silence par les approximations.
Les changements de conformation sont susceptibles de réorganiser la dénition des
zones rigides de la molécule [168]. Une reformulation de la dénition du haut niveau
est nécessaire si la nouvelle conformation implique une réorganisation des ponts hydro-
gènes, dont dépend particulièrement la dénition des zones rigides. Lorsqu’un change-
ment de conguration modie le prol de rigidité d’une molécule, il en redénit par
conséquent l’élasticité et la exibilité. Ce problème se présente aussi si nous voulons
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étudier l’effet des entrées en contact d’une protéine avec les autres molécules partici-
pant à sa fonction. Plusieurs ligands ont justement comme rôle de changer le prol de
rigidité/exibilité de la molécule.
Les dynamiquesmoléculaires tout atome standard permettent de conserver à tout mo-
ment une mouvance dans la répartition des zones rigides et exibles et elles déplacent les
éléments entre eux selon un calcul réaliste des forces et énergies. Nous avons avantage
à préserver le mieux possible ces deux conditions au l des simulations multi-échelle
pour assurer leur réalisme. Si l’on se e aux promesses du tableau 3.I au sujet de la
méthode HMM, et aux capacités des méthodes de recherche de points de selle (voir
même tableau), on peut espérer que la combinaison de HMM et de la technique de re-
cherche de point de selle ART nouveau [17, 163, 167, 174] permette de découvrir des
mouvements d’ensemble signicatifs et réalistes. Les chapitres 5 et 7 décrivent HMM
(Méthode multi-échelle holographique).
CHAPITRE 4
INTRODUCTION AUX PROTÉINES ÀMAINS EF
Les tests de la méthode ont d’abord été effectués sur des modèles de protéines ar-
ticiellement étendus, à 15 ou 20 Å du modèle natif correspondant. Ces travaux ont
permis d’évaluer la capacité de HMM, combinée à ART nouveau, à générer des mouve-
ments d’envergure. Ils sont décrits au chapitre 7. Mais le but de la méthode est l’étude de
mécanismes réels de protéines dans l’accomplissement de leur fonction. Il nous fallait
cibler une classe de protéines accessibles à une toute première application de HMM, en
tenant compte des capacités et limites actuelles de la méthode. Pour valider la capacité
de la méthode à générer des trajectoires entre conformations distantes, il nous fallait
aussi avoir sous la main deux modèles distants pour chaque protéine étudiée, provenant
de la RMN ou de la cristallographie. De préférence, le mécanisme de ces protéines de-
vait avoir fait l’objet de beaucoup d’études expérimentales. En résumé, les protéines
recherchées devaient répondre aux critères suivants :
1. Dimensions petites à moyennes.
2. Présence de plusieurs structures secondaires relativement stables.
3. Boucles exibles non contraintes.
4. Transformations non-harmonique, de bonne envergure, difciles à étudier par les
autres méthodes informatiques.
5. Disponibilité de modèles distants pour la même protéine, provenant de la RMN ou
de la cristallographie.
6. Plusieurs études in vitro disponibles concernant le mécanisme.
Nos essais préliminaires ont démontré que certaines protéines à mains EF répon-
daient à tous ces critères et se prêtaient bien à nos simulations holographiques. Nous
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pouvons démarrer les simulations à partir de l’un des modèles de la protéine, dont nous
modions d’abord les conditions pour favoriser une transformation en direction d’un
autre modèle. Beaucoup de domaines mains EF adoptent une conformation ouverte en
présence de calcium, tandis que l’absence de calcium favorise la fermeture du domaine.
Nous pouvons donc soit démarrer des simulations à partir de la conformation ouverte
connue, en retirant le calcium, ou démarrer à partir de la conformation fermée à laquelle
nous ajoutons un modèle de l’ion calcium.
Les protéines à mains EF ont bénécié de plusieurs études expérimentales pour
mieux connaître leur interaction avec les diverses protéines cibles. Elles sont présentes
dans toutes les cellules euchariotes et servent de second messager pour un grand nombre
de processus déclenchés par l’arrivées d’ions Ca2+ [235, 294, 295]. La présence de cal-
cium favorise l’ouverture de leur coeur hydrophobe [39, 63, 108], elles lient alors des
protéines cibles. Elles modulent ainsi des processus telle la signalisation [70, 91, 197],
la plasticité cérébrale [7, 96, 195], la transmission nerveuse [172], la contraction mus-
culaire [49, 68, 241], la vision [6, 256] et l’endocytose [98, 251]. Certains domaines à
mains-EF, tel celui de la calbindine, se transforment peu en présence de calcium et sont
plutôt réputés servir de tampon pour son emmagasinage [108].
4.1 Le motif main-EF
Le motif main-EF est formé d’une hélice reliée à une autre par une boucle exible,
généralement capable de lier l’ion Ca2+. Une boucle typique de liaison au calcium com-
porte 12 résidus [87] dont certaines positions sont très conservées [304]. Différentes af-
nités sont possibles, faisant en sorte que certains domaines lient le calcium de manière
endémique, alors que d’autres le lient seulement en présence d’un surplus de calcium
dans la cellule. Les subtilités dans la composition des boucles permettent donc une éta-
lonnage n des divers mécanismes selon le taux de calcium. La gure 4.1 explique le
modèle de référence de la boucle liant le calcium.
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Figure 4.1 – Schéma d’une main EF. Les 12 positions types d’une boucle de liaison
au calcium, sises entre deux hélices _ . Les positions 1, 3, 5 et 12 sont souvent des
résidus porteurs d’oxygène(s) permettant de lier le calcium. Le calcium peut être aussi
coordonné par l’oxygène de la chaîne principale en position 7.
4.2 Domaines à mains EF
La majorité des motifs à mains EF fonctionnent par paire, la seconde hélice du pre-
mier motif étant reliée par une boucle à la première hélice du deuxième motif. Les expé-
riences de Grabarek ont démontré que les deux mains-EF d’une domaine sont aussi liés
entre elles par une structure en feuillet ` qui joue un rôle important lors du mécanisme
d’ouverture [94]. Les deux boucles de liaison au calcium se longent dans leur partie cen-
trale et leur chaîne principale forme entre elles des ponts hydrogènes. La gure 8.5 du
chapitre 8 illustre la consolidation du feuillet suite au départ du calcium. Selon Graba-
rek, l’arrivée du calcium restructurerait de manière importante cette région, qui serait à
l’origine de la tendance au domaine de s’ouvrir ou de se refermer [95]. Meyer, Mabu-
chi et Grabarek ont exploré par mutagenèse l’importance de la phenylalanine précédant
immédiatement la première boucle de liaison au calcium du domaine C-terminal. Ce
résidu est situé hors du coeur hydrophobe dans la conformation fermée et stabiliserait
celle-ci. Il serait aussi important pour la conformation ouverte, pour assurer l’afnité aux
ligands [177].
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Figure 4.2 – Protéines à mains-EF. (a) Calbindine 9K : En bleu, liée au calcium. En
pêche, non liée. Formée d’une paire de motif main-EF. (b) Troponine C apo : domaine
NT à gauche, domaine CT à droite. (c) Domaine NT de la calmoduline : apo à gauche, lié
à deux calcium à droite. La première paire EF est représentée en pêche et la deuxième en
jaune. (d) La recoverine avec sa terminaison "myristoyl" externalisée lorsque la protéine
est liée au calcium (1JSA.pdb) mais intériorisée en absence de calcium (1IKU.pdb).
Images générées avec pymol.
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Chaque domaine est donc formé de quatre hélices _ pour la majorité des protéines
EF. La gure 4.2 (a) illustre la calbindin 9k, qui comporte effectivement deux mains-EF
en un seul domaine. L’image montre une superposition de la conformation liée au cal-
cium avec la conformation non liée au calcium. Sous l’action du calcium les calbindines
effectuent une transformation locale, sans ouverture ample de leur conformation [191].
Celles-ci sont particulièrement présentes dans les astrocytes et modulent entre autre l’as-
semblage des micro-tubules [195, 204].
Bien des protéines à mains EF comportent deux domaines, dits N-terminal et C-
terminal, reliés par une zone exible [11, 237, 275] qui prend dans certains cas la
conformation d’une longue hélice. Tel est le cas de la calmoduline et de la troponine
C, qui adoptent alors la forme d’une haltère. La gure 4.2 (b) montre la troponine
C lorsque cette zone de liaison entre les domaines NT et CT est déstructurée. Alors
que le domaine CT de la Toponine C est toujours lié à la troponine I, sa cible, le do-
maine NT lie la troponine I seulement en présence d’un surplus de calcium dans la
cellule. Le domaine ouvre et accapare alors la troponine I, qui empêchait la contraction
musculaire. L’arrivée du calcium provoque donc indirectement la contraction muscu-
laire [34, 68, 82, 154, 155, 239, 243].
La gure 4.2 (c) montre un seul domaine de la calmoduline, le domaine N-terminal,
dans sa version apo et fermée à gauche, dans sa version ouverte et liée au calcium
à droite. Les deux hélices composant chaque motif EF-hand prennent en présence du
calcium une position perpendiculaire. La première main EF est représentée en couleur
pêche et la deuxième en jaune. La calmoduline est ubiquitaire dans les cellules eucha-
riotes. Elle est présente dans de nombreux processus qui doivent être activés ou désac-
tivés par l’arrivée des ions Ca2+ dans la cellule [235, 294, 295]. En ouvrant sous l’in-
uence du calcium un domaine à mains-EF, elle se liera par exemple à un domaine de
canal cellulaire, qui changera alors son activité.
La recoverine est un autre exemple de protéine à mains EF qui effectue une transfor-
mation d’envergure avec l’arrivée ou le départ du calcium. Tout comme pour la troponine
C et la calmoduline, la recoverine comporte deux domaines à mains-EF, pour un total de
quatre boucles de liaison au calcium. La gure 4.2 (d) montre des changements majeurs
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entre les conformations liées et non liées. La recoverine est impliquée dans le processus
de la vision. En présence de calcium, la recoverine extériorise un appendice "myristoyl"
dont le rôle est d’inhiber une protéine inuencée par la lumière, la rhombopsine. En
absence de calcium, la recoverine enferme sa terminaison "myristoyl" [6, 256].
4.3 Études informatiques
An d’explorer plus à fond certaines propriétés, les protéines à mains EF ont aussi été
simulées par ordinateur. C’est particulièrement le cas pour la calmoduline. La table 4.I
liste différents types d’études ciblant des protéines à mains EF. Les dynamiques molé-
culaires tout-atome non biaisées ont permis d’explorer le comportement du lien central
entre les domaines NT et CT de la calmoduline et de la troponine, ainsi que le position-
nement relatif de ces domaines et l’afnité des domaines ouverts à plusieurs protéines
cibles. Elles n’ont cependant pas permis de simuler une trajectoire complète entre les
formes fermées et ouvertes d’un domaine à mains-EF.
Les études des modes normaux s’appliqueraient mal à des protéines telle la calmo-
duline, parce qu’avec la complexité de leur trajectoire, ces modes changeraient en cours
de route [254]. Les dynamiques biaisées utilisant le potentiel de Go¯ fournissent pour leur
part des trajectoires générales, mais limitées dans les détails à cause de la représentation
de chaque acide aminé par une seule sphère.
Les simulations par traction du calcium dans l’étude de Zhang et al [301], en tout
atome, conrment le rôle de la transformation du feuillet ` dans la trajectoire de trans-
formation du domaine CT de la calmoduline, tel que décrit dans les études de Grabarek.
Nous avons pour notre part étudié en tout atome et sans biais, les domaines NT de la cal-
moduline et de la troponine C. Cette étude est publiée dans l’article décrit au chapitre 8.
Nos simulations avec HMM explorent plus à fond le rôle du feuillet ` pour la trajectoire
de fermeture, ainsi que les étapes d’interaction entre certains acides aminés clef, qui ont
des rôles coopératifs, ou agissent comme contraintes stériques et comme voie de passage
pour guider la trajectoire.
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Tableau 4.I – Études de protéines à mains-EF par simulation.
Méthode utilisée Portée de l’étude
Dynamiques moléculaires Déplacement relatif domaines NT et CT, lien central
tout atome - protéine Mlc1p avec ligand 1Q4 [84]
- TPNc [137], avec ligands [100, 268]
- CAM [60, 77, 137], avec ligands [140, 290]
Calmoduline NT lié au calcium : uctuation [61, 271]
CAM boucle(s) de liaison et ions [129, 147]
Calmoduline NT lié au calcium :
reconnaissance/liaison de différents ligands [76]
Calbindine 9K : couplage entre les boucles de liaison [169]
Simulations biaisées
- potentiel de Go¯ Trajectoire générale, ouverture, fermeture domaine
[265, 266, 300]
- traction du calcium Fermeture domaine CT de la calmoduline :
transitions dans le feuillet ` [301]
Normal Mode Analysis Peu applicable à la calmoduline [134, 254]
CHAPITRE 5
STRATÉGIE ET ORGANISATION
Nous développons ici le cadre théorique et organisationnel qui sous-tend les réali-
sations décrites aux chapitres 7 et 8 (articles). Dans un premier temps nous examinons
trois notions issues des travaux précédents : le rôle de la coopérativité et des directions de
l’espace dans les niveaux d’organisation, la modélisation gros grain par blocs rigides et
les représentations par coordonnées internes. À partir de celles-ci, nous traçons les lignes
stratégiques de la nouvelle méthode multi-échelle, puis nous décrivons l’organisation lo-
gicielle qui permet son utilisation sur des modèles protéiques. La technique développée
est cependant décrite plus en détail dans le chapitre 7, et les travaux relatifs aux champs
de force sont expliqués au chapitre 6.
5.1 Vision stratégique
Dans un premier temps, voici un survol indiquant l’importance des jeux de direc-
tions et de coopérativité dans l’espace tri-dimensionnel, autant pour l’agencement des
domaines de protéines entre eux, que pour l’agencement des protéines entre elles. Ceci
constitue la principale notion à la base de la méthode développée, qui mise sur une stra-
tégie de déplacements d’envergure, avec adaptation ne des sous-éléments, le tout selon
des champs de force réaliste. Les volets de cette stratégie sont ensuite expliqués.
5.1.1 Directions de l’espace, coopérativité et étages
Commençons par examiner la situation dans une optique large. La hiérarchisation
intérieure à une protéine implique consécutivement les trois directions de l’espace. Il
en va ensuite de même pour son montage en bres, laments ou complexes. Alors que
les acides aminés s’assemblent, la structure se déploie dans une direction de l’espace.
Lorsqu’un pont hydrogène se forme, la structure se déploie dans deuxième direction de
l’espace. Mais cela peut se défaire facilement. Mais avec plusieurs ponts hydrogènes
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parallèles collaborant dans la même direction, on diminue la possibilité de défaire ce
deuxième étage : par exemple avec une spire d’hélice _ [2] ou avec deux brins ` qui
se longent. Cela veut dire que la probabilité d’aller vers le désordre est diminuée car le
système s’est fermé sur lui-même, protégé par une barrière énergétique. On a accédé à
un creux dans le paysage énergétique.
Avec les probabilités cinétiques, les éléments désorganisés iront tôt ou tard se mou-
ler le long de la structure stable et celle-ci s’allongera. Puis une troisième direction de
l’espace peut entrer en jeu. Les feuillets ` se collent grâce aux forces hydrophobes et
forment des bres telles celles des vers à soie [103]. La coopérativité des nombreuses
interactions parallèles hydrophobes constituent une grande barrière énergétique qui rend
ces bres très difciles à défaire. Les hélices _ aussi, en se longeant, se consolident en
largeur (donc selon la troisième direction de l’espace), qui donne davantage de solidité à
la précédente direction de l’espace. Par exemple les hélices _ de tropomyosines (un des
nombreux constituants des bres musculaires) se longent et s’entrelacent, formant des
coiled-coil [106].
Les assemblages de structures secondaires en protéines globulaires impliquent aussi
ainsi la troisième dimension de l’espace. Si on va plus loin, les microtubules offrent un
exemple de montage impliquant consécutivement cinq changements de direction : trois
directions de l’espace sont consécutivement sollicitées comme pour le montage de la
tubuline qui est une protéine globulaire. Ensuite une suite de globules sont assemblés en
laments dans une direction de l’espace. Puis treize laments se longent, formant une
courbure dans la direction transversale, qui se ferme en un tube [92], exible et bien plus
solide. Dans ces montages, les niveaux additionnels s’établissant dans une direction spa-
tiale différente protègent les sous-niveaux contre les incidents aléatoires. La exibilité
des niveaux inférieurs détermine aussi le comportement des niveaux supérieurs, car la
résistance du niveau supérieur dépend de la résistance des niveaux inférieurs. Selon les
études de Ackbarow et al, les hélices _ des vimentines se déplient pour absorber l’éner-
gie du poids déformant excessif que subissent les étages supérieurs de ces structures de
laments parcourant la cellule [1].
Chaque étage d’assemblages moléculaires contient un certain nombre de protéines
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(ou autres molécules) en un agencement régulier (tissus élastiques et bres) ou irrégulier
(complexes moléculaires). Ceci rappelle les agencements réguliers et irréguliers internes
à une protéine. Avec ses assemblages de structures _ , de feuillets ` et de boucles di-
verses, une protéine est souvent plus complexe qu’une bre, si l’on considère les sous-
éléments de la bre comme de simples blocs.
5.1.2 Les blocs et leur utilisation
Un bloc est une région, dans une molécule ou un assemblage moléculaire, que l’on
considère rigide par rapport aux autres parties plus uctuantes. Jacob et Thorpe étudient
les zones rigides à l’intérieur des protéines à partir du réseau des interactions fortes
reliant des sommets représentant les atomes. Leur algorithme FIRST [113, 114] discerne
les régions exibles des régions rigides en déplaçant d’un sommet à l’autre des jetons
représentant les degrés de liberté (pebble game). Ces blocs peuvent ensuite être utilisés
en simulation selon la méthode FRODA. Cette technique effectue de légers déplacements
aléatoires de ces régions en bloc, tout en simulant les zones exibles en tout atome. Elle
est utilisée pour interpoler la trajectoire possible entre deux conformations [78]. Gohlke
et al. appliquent la technique FRODA en intégrant les blocs comme éléments dans un
réseau élastique [90] ou utilisent les blocs dans une approche NMA [4]. Ceci permet
d’étudier des mouvements larges tel ceux inhérents à la protéine liant la maltodextrine,
la protéine barnase, ainsi que l’isomérase disulphide [117] ou de se concentrer sur les
parties exibles de structures aussi complexes que le tunnel du ribosome [80, 81].
Tama, Sanejouand et Brooks et al. combinent aussi des blocs à l’approche NMA, via
un modèle gros grain de blocs (RTB) de six acides aminés [252, 253], pour l’étude de
protéines de plusieurs centaines d’acides aminés (HIV-1 protease, Triglyceride lipase,
myosine) ou l’étude du ribosome [252, 253].
5.1.3 Les coordonnées internes
L’approche NMA basée sur les blocs peut utiliser des modèles exprimés en coordon-
nées internes. Celles-ci représentent les éléments les uns relativement aux autres plutôt
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que selon une base absolue. Par exemple Chu et Voth représentent chaque monomère du
lament d’actine par quatre sphères gérées relativement les unes aux autres [40]. Ceci
établit deux niveaux de simulation, les monomères étant les pièces du réseau élastique
supérieur. L’utilisation de coordonnées internes permet une certaine indépendance entre
les niveaux de simulation : les monomères sont déplacés comme un seul élément en
mode NMA, mais les quatre sphères composant chaque monomère sont aussi déplacées
de manière interne entre elle.
En dynamique moléculaire par traction, les coordonnées internes permettent une re-
présentation simpliée utilisant les angles entre les atomes de la chaîne peptidique [223].
Des molécules en tout atome sont simulés avec la technique de passage de transition AR-
TIST [297] qui utilise avec succès les coordonnées internes du programme LIGAND [143,
144].
5.1.4 ART nouveau
La méthode ART représente la première implantation d’échantillonnage de confor-
mations par passages d’états de transition [17, 18, 167, 181, 182]. D’abord utilisée pour
l’étude des verres amorphes, ART a permis d’étudier le repliement [246, 277] et l’agglu-
tination des protéines [176, 228]. ART fonctionne en quatre étapes :
1. Activation d’un ou de groupes d’atomes choisis aléatoirement, dans une direction
aléatoire.
2. Convergence vers une valeur propre négative du système, suivie jusqu’à ce que
les forces soient près de zéro. Ceci déni un point de selle. Nous poussons alors
légèrement plus loin, pour que la relaxation qui suivra ne retourne pas dans le
bassin précédent.
3. Relaxation vers le nouveau bassin.
4. Acceptation selon un critère de température de Métropolis (équation 5.1) .
E−Ere f <−(0.002 !T ! log(random[0−1.0])) (5.1)
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5.1.5 Stratégies développées dans ce projet doctoral
Le projet principal de la thèse a consisté à développé une approche multi-échelle, ap-
pelée HMM ou Holographic Multiscale Method, utilisée en conjonction avec la méthode
d’échantillonnage ART nouveau. Le terme holographique est expliqué à la section 5.2.
La méthode HMM n’a pas été développée à partir de méthodes mutli-échelle existantes.
Elle inclut cependant certains principes connus : celui des blocs et celui des coordonnées
internes, mais avec des différences importantes. En qui concerne les blocs, les modèles
multi-échelle existants ne tiennent pas compte du changement de la répartition des zones
rigides au cours du fonctionnement moléculaire. Les blocs rigides conservent les mêmes
dénitions qu’au début des simulations. Il en est de même dans les modèles élastiques,
bien que le lament d’actine de Chu et Voth utilise des blocs avec certaines uctuations
internes [40]. Nous avons élargi la dénition de bloc de deux façons. Un bloc peut bas-
culer et se mouvoir par rapport à l’ensemble dont il fait partie. Au lieu d’être déplacé
aléatoirement ou selon un champs de force prédéni, un bloc aurait avantage à être dé-
placé selon un champs de force réaliste qui s’adapte au fur et à mesure du déplacement.
Dans un contexte de transformation complexe, la précision des interactions devrait être
augmentée et non pas être diminuée. On doit pouvoir suivre l’évolution des forces et
énergies au cours du mouvement. Deuxièmement, les blocs devraient pouvoir se trans-
former de l’intérieur, et la dénition de leurs frontières devrait changer et s’adapter en
cours de simulation.HMM réalise des déplacements d’ensemble mouvant plutôt que des
mouvements de blocs rigides. La transformation intérieure est facilitée par l’utilisation
de coordonnées internes.
La stratégie du projet est de rechercher au fur et à mesure de la simulation, des pivots
et des directions de l’espace permettant le basculement des parties de ce niveau supérieur,
que ce soit pour le former ou le déformer. La détection de lieux et de directions précises
permettra d’enclencher ou de défaire les forces de coopérativité entre deux zones de
l’assemblage. Les caractéristiques souhaitées sont de cinq catégories :
1. Mouvements d’ensemble. Génération de mouvement d’ensemble plutôt que des
uctuations locales. De grandes zones de la protéines basculent par rapport à une
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sélection de pivots.
2. Passage de barrières. Capacité de simuler des trajectoires comportant des bar-
rières énergétiques : simulations conduites par une méthode de recherche de tran-
sitions énergétiquement favorables (ART nouveau).
3. Mutli-échelle adaptatif.Dénition dynamique des blocs de haut niveau, qui peuvent
se redénir au cours d’un mouvement, selon l’évolution des forces atomiques.
4. Précision de niveau atomistique. Utilisation de champs de forces atomistiques
et non-biaisés, avec dénition implicite du solvant. Déplacement des zones de
haut niveau par basculement et rotation selon les indications du champ de force
atomistique. Les blocs de haut niveau conservent une dénition atomique pré-
cise. Les forces qui leur sont appliquées sont la projection des forces du potentiel
atomique. La relaxation est en mode tout-atome après chaque événement, pour
parfaire l’adaptation des formes. On peut utiliser avec la méthode différents po-
tentiels : atomiques, gros grain, ou une combinaison des deux.
5. Analyse des interactions. Capacité de consulter la contribution énergétique de
chaque résidu et de chaque atome pour chaque conformation générée. Les gra-
phiques produits permettent de mieux discerner les enchaînements de cause à effet,
ainsi que les phénomènes de coopérativité.
5.2 Organisation du logiciel
Le modèle multi-échelle développé HMM est utilisé dans le cadre de simulations
avec la technique de recherche d’états de transition ART nouveau [17, 167]. Les deux
méthodes forment ensemble la méthode ART holographique, qui permet l’étude des
possibilités de transformations spatiales des molécules, mais sans notion de tempéra-
ture ni d’échelle de temps moléculaire. La méthode se prête à l’utilisation de potentiels
en solvant implicite. ART nouveau assure les niveaux 4-Parcours et 3-Évènement tel
que le montre la gure 5.1. Ce tableau est la version ART-holographique du tableau plus
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général 3.1 du chapitre 3. Le niveau trajectoire est formé des conformations énergétique-
ment avantageuses choisies par ART nouveau selon un critère de température Métropolis
(équation 5.1). HMM réalise le niveau 2-Ensembles du tableau 5.1 grâce aux mouve-
ments d’ensemble qu’elle permet de générer. Les champs de force atomiques réalisent
le niveau 1-Éléments.
Les événements de transition alternent avec les relaxations en tout atome. Selon la
classication de Tozzini [264], ces deux niveaux de représentations sont utilisés de ma-
nière sérielle ou séquentielle plutôt que parallèle ou concurrente : les blocs se répartissent
sur la molécule au complet et leurs forces sont reconstituées à partir de celles du modèle
atomistique. L’alternance entre les deux niveaux se fait au rythme de l’alternance entre
transition en mode multi-échelle et relaxation tout atome. Mais cela est aussi effectué à
chaque instant d’une transition, car à chaque pas de celle-ci les forces de basculement
des blocs sont réévaluées à partir des nouvelles forces atomiques.
Avant de poursuivre, nous devons dénir sur quelle base nous construisons les blocs
de haut niveau. Notre optique n’est pas de les utiliser comme des régions stables, mais
comme des régions qui peuvent basculer en un seul ensemble. Or, tout changement d’im-
portance au sein d’une protéine survient par rotation autour des angles dihédraux q et
s [85] situés de part et d’autre des C_ de la chaîne principale. La gure 5.2 montre
que seuls les changements dans les angles de torsion de la chaîne principale sont sus-
ceptibles de générer des transformations importantes. Prenant racine aux carbones _ , les
chaînes latérales n’effectuent pour leur part que des mouvements locaux. La gure 5.3
illustre le passage d’un acide aminé d’une conformation à l’autre, par basculement des
plans peptiques de part et d’autre de son C_ . Ces basculements sont la conséquence de
changements dans les angles de torsion q (angle dihédral entre les atomes N,C_ ,C,N) et
s (angle dihédral entre les atomes C,N,C_ ,C). L’angle dihédral t (C_ ,C,N,C_) situé
à l’intérieur de la liaison peptique rend celle-ci planaire et rigide. Nous générerons donc
nos mouvements en utilisant les rotations et les basculements des plans peptidiques les
uns par rapport aux autres. La gure 5.4 montre que chaque plan peptidique peut être
représenté par une base orthogonale. La base orthogonale peut être relative à celle du
plan précédent. Les carbones _ situés entre chaque jonction peptidique constituent alors
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Figure 5.1 – Les quatre niveaux de ART holographique. HMM telle qu’utilisée en com-
binaison avec la méthode ART nouveau [17, 167]. ART nouveau génère des trajectoires
(niveau 4) en choisissant des événements (niveau3). Les événements sont issus de dé-
placements d’ensemble permis par HMM (niveau 2), et d’ajustements atomiques plus
élémentaires (niveau 1).
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Figure 5.2 – Nature des mouvements amples dans une protéine. Les changements d’en-
vergure se produisent seulement via des changements dans les angles de torsion entre
quatre atomes consécutifs de la chaîne principale.
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les uniques pivots qui sont nécessaires à la méthode HMM.
Les dénitions de blocs se superposent : on obtient ainsi une dénition du compor-
tement dynamique et adaptatif du haut niveau plutôt qu’une dénition rigide. Le modèle
projette les forces atomiques sur les multiples dénitions de blocs, pour déterminer leur
inuence sur leur rotation et leur basculement, de façon à mouvoir de grandes zones en
un seul ensemble. Les blocs contiennent en eux-mêmes les pivots de d’autres blocs et
peuvent dont se transformer en cours de route selon les changements induits dans les
forces atomiques. Le modèle est dit holographique parce que la tendance de la molé-
cule complète est projetée sur chaque C_ déni comme pivot. Ceci rappelle les plaques
photographiques qui génèrent les hologrammes. Chaque point de ces plaques comporte
une image complète de l’image tridimensionnelle, mais vue sous un angle différent des
autres.
Jusqu’à 90% de des atomes d’une protéine forment naturellement des zones ordon-
nées [14], majoritairement des hélices _ et les feuillets ` . Nous pouvons exploiter la
présence de zones stables en dénissant des C_ comme pivots seulement dans les ex-
trémités de celles-ci et dans les boucles qui les relient. Ces zones seront tout de même
relaxées en tout-atome après chaque transition.
Parce que cette formulation multi-échelle est dynamique, elle présente l’avantage de
pouvoir être mise à l’épreuve à partir d’une certaine désorganisation structurale de la
protéine native. Nous avons donc prévu des tests posant certains dés, qui consistent à
démarrer les simulations à partir de formes partiellement dépliées par rapport à la forme
native. Ils sont décrits au chapitre 7.
Le logiciel HMM a été construit pour simuler la transformation à l’intérieur d’une
protéine, mais aussi en prévision de simulations sur des montages de molécules. La
méthode d’échantillonnage ART nouveau peut manipuler des vecteurs de positions et
de forces sans avoir besoin de connaître leur nature holographique ou cartésienne (-
gure 5.5). Les étapes d’activation, de transition et de relaxation de ART font toutes ap-
pel à la même fonction de calcul des forces, à laquelle ART fournit l’état courant des
positions an d’obtenir l’état courant des forces et énergies pour les besoins de ses al-
gorithmes de convergence. Le type et niveau d’architecture impliqué est caché dans la
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Figure 5.3 – Passage d’une conformation hélice _ vers feuillet ` ou l’inverse. Le dia-
gramme de Ramachandran illustre les angles q et s typiques de ces conformations. Le
changement correspond à la réorientation de chaque plan peptidique par rapport au pré-
cédent. Le carbone _ sert de pivot entre trois ensembles : la chaîne principale qui le
précède, la chaîne principale qui le suit, et la chaîne latérale (ici représentée par le sigle
SC).
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Figure 5.4 – Coordonnées relatives. Un plan peptidique peut être représenté selon une
base orthogonale relative à la base orthogonale du plan peptidique précédent. Cela per-
met de fonctionner en coordonnées internes.
fonction de calcul des forces et est transparent pour ART.
La phase de relaxation de ART utilise directement les tableaux atomiques cartésiens
des positions et des forces, tels qu’on les voit dans l’exemple de la gure 5.6. Par contre,
les étapes d’activation et de transition utilisent les tableaux des positions et des forces
selon l’architecture holographique.
5.3 Niveau holographique
L’architecture holographique de haut niveau est construite au moment de l’initiali-
sation à partir des positions atomiques. La technique d’échantillonnage ART nouveau
appelle à répétition la fonction de calcul des forces holographiques, et juge ainsi de la
façon de faire évoluer la position relative des blocs holographiques. La fonction de calcul
des forces utilise les positions pour déterminer les forces. Elle manipule une structure qui
dissimule la complexité du système étudié. Pour une protéine transformée à l’échelle ho-
lographique, la première étape sera de reconstruire la représentation atomistique à partir
des positions des blocs en coordonnées sphériques. Les forces atomiques sont alors obte-
nues par appel au potentiel atomistique. Nous avons implanté deux potentiels différents
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Figure 5.5 – Déroulement des simulations avec ART nouveau.
Figure 5.6 – Tableaux des positions atomiques cartésiennes et des forces atomiques car-
tésiennes.
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Figure 5.7 – Translation entre les niveaux de potentiel atomistique et HMM. La repré-
sentation holographique utilise le potentiel atomistique par pour calculer les forces ho-
lographiques.
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Figure 5.8 – Chevauchement des blocs holographiques. Représentation de deux décou-
pages holographiques basé chacun sur un pivot déterminé. Tableau des positions des
blocs holographiques associées à chaque pivot et tableau des forces sphériques corres-
pondantes.
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dans la méthode : EOPEP et CHARMM19 conjoint au modèle de solvation EEF1. Nous
décrivons ces potentiels au chapitre suivant. À partir des forces atomiques, la méthode
HMM reconstitue les forces sphériques pour chaque découpage holographique du haut
niveau, et les fournit ainsi à ART (voir gure 5.7). Les détails de ces transformations
sont décrits au chapitre 7.
Il a est à noter qu’ainsi nous ne cherchons aucunement à réduire les calculs des forces
atomiques. Non seulement nous effectuons les calculs atomiques au complet, mais nous
ajoutons les calculs qui permettent de projeter les forces atomiques de différentes façons,
une pour chaque dénition de bloc, qui se chevauchent les unes les autres. La gure
5.8 donne un exemple pour seulement deux pivots C_ . À chaque pivot nous avons la
première partie de la molécule, la chaîne latérale et la seconde partie de la molécule.
Nous avons donc trois angles pour dénir le comportement de la seconde partie par
rapport à la première et trois angles pour dénir le comportement de la chaîne latérale
par rapport à la première partie. Le vecteur des forces indique la tendance au basculement
et rotation de ces angles.
Nous allons descendre à une plus petite échelle avec le chapitre 6, qui décrit l’im-
plantation des champs de force atomistiques dans la méthode.
CHAPITRE 6
TRAVAIL AVEC LES POTENTIELS ATOMIQUES
La méthode multi-échelle holographique peut être utilisée en conjonction avec des
potentiels gros grains ou tout-atome. Elle a d’abord intégré le potentiel gros grain à
solvant implicite OPEP [171]. Celui-ci dénit la chaîne protéique principale en tout
atome et les chaînes latérales par une sphère aux propriétés spéciques à chaque acide
aminé. L’un des travaux de cette thèse a consisté à développer une extension atomis-
tique, EOPEP à partir du potentiel OPEP. Les atomes additionnels des chaînes laté-
rales peuvent être ajoutés pour certaines de celles-ci, ou pour la totalité de celles-ci.
Cela permet de dénir une plus grande précision où cela est nécessaire. L’implantation
dans la méthode du potentiel à solvant implicite CHARMM19 [192] a été réalisée, ainsi
que celle du modèle de solvation EFF1 [145] qui s’est avéré un complément impor-
tant de CHARMM19. CHARMM19 peut être utilisé indépendamment ou en conjonction
avec EFF1.
6.1 Intégration des potentiels à la méthode HMM
L’utilisation de potentiels à solvant implicite dans HMM nécessite une implantation
particulière de ceux-ci. Il n’est pas sufsant pour HMM de connaitre la valeur et la
direction des forces pour chaque atome. Les différents potentiels sont donc intégrés à la
méthode selon une infrastructure générale utile à celle-ci. La série verticale de rectangles
gris dans la partie gauche de la gure 6.1 représente ce que l’on demande typiquement
à un potentiel atomique. Les rectangles de couleurs à gauche représentent des calculs
additionnels utiles à nos représentations multi-échelles.
Nous avons besoin de faire la distinction entre les forces internes aux blocs et les
forces relationnelles entre ceux-ci. De plus, ceux-ci se superposent. La gure 6.2 montre
la ségrégation des forces internes par rapport aux forces relationnelles pour un pivot
situé à l’acide aminé numéro K. Pour HMM, la somme des forces sur un atome doit être
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Figure 6.1 – Intégration des potentiels atomistiques dans HMM. À gauche en gris : cal-
culs types pour la génération du vecteur des forces par atome. À droite, calculs addi-
tionnels : rectangle lilas : répartition des forces selon les trios holographiques associés à
chaque pivot C_ ; rectangle bleu : statistiques d’énergie pour chaque atome, pour les be-
soins d’analyse des enchaînements d’événements et de la coopérativité ; rectangle jaune :
mise-à-jour d’informations de contact (facultatif, utilisé pour les assemblages de molé-
cules).
Figure 6.2 – Un trio holographique. Discrimination entre les forces internes et les forces
relationnelles pour les besoins des découpages holographiques. Ici un seul découpage
est représenté, basé sur un pivot C_ de l’acide aminé numéro K.
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discriminée selon sa provenance, et cela pour chacun des découpages holographiques
de haut niveau. Ainsi pour un découpage holographique de la molécule en trois parties
au pivot C_ numéro K (partie précédente, partie suivante, chaîne latérale), nous voulons
omettre pour chaque atome i les forces provenant des atomes du bloc où il est situé. Nous
voulons seulement obtenir les forces qui sont en provenance des deux autres parties. Et
ce discernement des forces doit être fait pour chacun des découpages holographiques,
c’est-à-dire pour chaque pivot C_ .
An de mieux analyser les phénomènes de cause à effet et de coopérativité, des
chiers spéciaux peuvent être générés avec la compilation des énergies par résidu, et par
atome. Ceci a permis de construire les graphiques d’évolution des énergies par résidu
que l’on peut voir dans l’article présenté au chapitre 8. On y représente la variation
de l’énergie concernant des résidus stratégiques. Nous avons utilisé l’énergie globale,
mais nous pouvons aussi faire le discernement selon le type d’énergie et par atome.
Au moment des calculs inter-atomiques, nous pouvons aussi compiler des informations
concernant la surface utile aux méthodes de plus haute échelle. Cette compilation est
facultative et peut être activée par un paramètre de conguration.
Nous allons consacrer la suite du chapitre aux explications concernant l’implantation
des potentiels tout atome et le développement de EOPEP.
6.2 Les potentiels à solvant implicite
Pour étudier les capacités de la méthode HMM à générer des changements de longue
portée, nous l’avons utilisée avec des potentiels à solvant implicite décrivant l’occupa-
tion spatiale de manière assez précise. Le choix de deux potentiels tout atome basés sur
des stratégies différentes permet de mieux discerner comment les performances et les
limitations de la méthode sont reliées à la méthode HMM elle-même ou au potentiel
atomistique utilisé. Le modèle EEF1 [145], associé aux paramètres du champs de force
CHARMM19 [192], établit ses calculs sur la capacité d’inclure ou d’exclure l’eau dans
le volume séparant chaque paire d’atomes donnée, ainsi que selon le type de ces atomes.
Pour sa part le potentiel gros grain OPEP [171] intègre l’effet de l’eau dans les attrac-
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tions et répulsions moléculaires, grâce à des études statistiques. À partir d’OPEP, nous
avons développé le potentiel tout atome EOPEP de manière à ce qu’il utilise le même
nombre d’atomes que CHARMM19/EEF1, soit tous les atomes lourds (carbones, oxy-
gènes, azotes, soufres) et tous les hydrogènes polaires (associés aux azotes et à certains
oxygènes), tandis que les hydrogènes associés aux carbones sont implicites.
Ce chapitre décrit l’élaboration des chaînes latérales ayant permis de créer EOPEP
à partir d’OPEP. Mais tout d’abord débutons par un résumé sur le potentiel gros grain
OPEP.
6.3 OPEP
Développé par Philippe Derreumaux [171], le potentielOPEP dénit tous les atomes
de la chaîne principale et regroupe ceux de chaque chaîne latérale en une seule bille aux
propriétés caractéristiques. L’énergie totale est la somme des énergie des interactions
covalentes (locales), de celles des interactions non liées et de celles des interactions des
ponts hydrogènes (équation 6.1) .
E=+Elocal+Enonbonded+EH−bridge (6.1)
Les énergies locales comprennent les énergies le liaison, celles des angles de valence
et dihédraux, des dihédraux impropres, ainsi qu’un terme favorisant les conformations
fréquentes q et s des diagrammes de Ramachandran :














À part le fait qu’il s’agit d’un potentiel à solvant implicite, deux caractéristiques sont
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Figure 6.3 – Modèle OPEP. Modélisation des acides aminés en six atomes dans
OPEP [51]. SC représente la chaîne latérale.
principalement à la base de l’originalité et des capacités d’OPEP. La première concerne
la formation des structures secondaires, la seconde la formation des structures tertiaires.
OPEP calcule l’énergie des ponts hydrogènes (EHB1), ainsi que la coopérativité entre les
ponts hydrogènes (EHB2) (équations 6.4 à 6.10).
EHB = EHB1−4+EHB1>4+EHB2_ +EHB2` (6.4)
Pour calculer les ponts hydrogènes entre les plans peptidiques de la chaîne principale,
OPEP utilise une fonction de type Lennard-Jones 10-12 [133] (équations 6.5 à 6.7).
EHB1−4 = whb1−4 -
bonds
¡hb1−4µ(ri j)v(_i j) (6.5)
EHB1>4 = whb1>4 -
bonds
¡hbl>4µ(ri j)v(_i j) (6.6)
où
µ(ri j) = 5( mri j )
12−6( mri j )
10 (6.7)
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v(_i j) = cos2_i j si _i j > 900 , 0 sinon (6.8)
L’équation 6.7 concerne la distance entre l’hydrogène et l’atome donneur. Alors que
le nombre 12 réfère à l’exposant du terme répulsif, le nombre 10 réfère à l’exposant du
terme attractif. L’équation 6.8 tient compte de l’angle entre les atomes N-H et l’oxygène.
Le calcul de coopérativité des ponts hydrogènes concerne la formation des hélices _ et













Cette stratégie est basée sur la constatation que la prolongation d’une structure secon-
daire (en hélice _ ou en feuillet ` ) est plus facile que son initiation. Lors de nos études
de la calmoduline, des simulations ont été générées avec et sans ces calculs de coopéra-
tivité. La présence du calcul de coopérativité s’est avérée indispensable pour produire la
consolidation du feuillet ` nécessaire au retour vers la forme apo.
La deuxième caractéristique importante d’OPEP est le calcul des attractions et ré-
pulsions entre les chaînes latérales. Alors que tous les atomes de la chaîne principale
sont représentés, chaque chaîne latérale est représentée par une sphère d’une dimension
qui la caractérise et située à une distance spécique du carbone _ qui en est la racine
(voir gure 6.3). Pour chaque couple différent impliquant deux chaînes latérales, une
attraction/répulsion de type Lennard-Jones 6-12 [131] est dénie (Équation 6.11). Alors
que le terme en exposant 12 est attractif, le terme en exposant 6 est répulsif. Le sigle H
exprime un calibrage issu des statistiques sur de nombreuses protéines. Des équations
de ce type sont aussi utilisées pour les interactions non liées impliquant les autres type
d’atomes.













Pour le travail d’étude de la transformation du domaine NT de la calmoduline (Voir
chapitre 8), des tests préliminaires avaient été effectués en utilisant le potentielOPEP [171]
gros grains. Les premières simulations concernaient la stabilité de la conformation apo.
Elles ont fait ressortir que cette protéine requérait une précision accrue pour deux aspects
de la représentation atomique. Le plus important concernait la dénition des ponts hydro-
gènes entre les chaînes latérales munies d’oxygènes et les azotes de la chaîne principale.
König et Boresch ont démontré que pour les petites chaînes latérales polaires, la confor-
mation locale de la chaîne principale était davantage déterminante que les statistiques
d’afnité entre les chaînes latérales [132]. Ceci s’est effectivement avéré un facteur très
important entrainant le choix de modéliser dans EOPEP les ponts hydrogènes entre les
chaînes latérales et la chaîne principale. Les interactions polaires n’entrent souvent en
jeu qu’après la formation de la structure tertiaire. Alors elles peuvent avoir des rôles im-
portants : établir des zones de contact avec les ligands et avoir alors un effet important
sur la structure générale. Certains contacts polaires ont un rôle important en bordure des
structures secondaires (capping) ainsi qu’à l’intérieur des boucles exibles et stabilisent
le jeu de celles-ci. Ce qui pourrait paraître un détail fait une grande différence aussitôt
que l’on génère des mouvements d’envergure. Dans le cas de la calmoduline, une dé-
nition plus complète de plusieurs sérines, thréonines, aspartates et glutamates fermant
les bouts des hélices s’est avérée indispensable an de stabiliser leur mouvement par
rapport à la structure en feuillet ` servant d’échafaudage à la base du jeu entre les quatre
hélices du domaine NT. Dans le cas de la calmoduline, le résidu ASP20 forme dans la
conformation apo plusieurs ponts hydrogènes avec la chaîne principale de la première
boucle et agit ainsi comme un épaule. Ces interactions pont-H, et plusieurs autres, sont
indispensables pour stabiliser le mouvement relatif des hélices (Fig. 6.4).
Le deuxième développement de précision qui s’est avéré nécessaire concernait la
représentation spatiale plus complète des chaînes latérales. Car au sein du noyau hy-
drophobe du domaine NT de la Calmoduline, non moins de cinq phénylalanines, cinq
méthionines et nombre d’autres chaînes latérales hydrophobes, adaptent leur forme entre
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Figure 6.4 – ASP20 dans la calmoduline apo. Dans la conformation apo, le premier
résidu de la boucle 1 de la calmoduline, ASP20 forme plusieurs ponts hydrogènes avec
les azotes de la chaîne principale.
elles de manière précise.
Pour EOPEP, nous avons déployé les chaînes latérales en dénissant les atomes
de carbone, d’oxygène et d’azote, ainsi que l’hydrogène de nature polaire. Ceux-ci ont
aussi été ajoutés aux azotes et oxygènes concernés. Les carbones ont été dénis avec
leur hydrogènes implicites. Pour les dimensions, nous avons utilisé les paramètres de
type Van der Waal décrites pour le potentiel CHARMM19 [192]. Lors du déploiement
des chaînes latérales en tout atome, nous perdons l’information statistique d’OPEP, qui
décrit les afnités entre les différentes chaînes. Par contre, les énergies d’attraction entre
les types d’atomes sont encore décrites dans EOPEP avec la même stratégie de type
Lennard-Jones 6-12 de OPEP (équation 6.11), à l’exception des ponts hydrogènes. Ceci
permet éventuellement de modéliser une protéine avec deux niveaux de dénitionOPEP
et EOPEP, selon le besoin de précision. Pour les simulations décrites dans cette thèse
nous avons cependant utilisé partout la dénition tout atome.
Bien qu’employant les mêmes formules Lennard-Jones 10-12 (équations 6.7-6.8),
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la force des ponts hydrogènes impliquant des atomes de chaînes latérales a été réduite
par rapport à celles des ponts hydrogènes spéciques à la chaîne principale. Lorsque
le receveur est un oxygène d’un groupe carboxyle (aspartate, glutamate), nous conser-
vons la pleine force si l’interaction est par rapport aux azotes de la chaîne principale.
Une interaction envers un azote ou un oxygène donneur d’hydrogène d’une chaîne laté-
rale entraine cependant une diminution d’un facteur vingt. Une diminution additionnelle
d’un facteur dix est appliquée si l’interaction implique un receveur de chaîne latérale
non carboxyle. Ceci reproduit empiriquement, mais assez bien la tendance plus faible
des chaînes latérales à former des ponts hydrogènes, étant donnée leur immersion dans
le solvant aqueux. Leur formation se produit seulement lorsque les forces hydrophobes
ont forcé les rapprochements des chaînes impliquées. La calmoduline et la protéine A
ont servi pour les tests d’étalonnage. Cet étalonnage empirique visait aussi l’ajustement
des forces hydrophobes, principalement entre les carbones des chaînes latérales, ainsi
que celles des autres interactions entre oxygènes, carbones, azotes, soufres. Il s’est avéré
préférable que les interactions entre les différents types de carbone (ceux non fortement
polarisés par un lien covalent avec un atome chargé) adoptent une courbe Lennard-Jones
6-12 uniforme entre eux. Une contribution de 0.05(Kcal/mol-1)-2 par atome de carbone
(non lié à un atome chargé) a été utilisée pour la profondeur du puits énergétique. Ceci
favorise l’ajustement des formes entre elles, alors que des variations basées sur des sta-
tistiques entraînait moins bonne adaptation entre les formes. Car selon le comportement
hydrophobe, la molécule d’eau doit être présente ou absente et non pas partiellement pré-
sente. Les statistiques selon les types de carbone sont le reet du comportement moyen
et conviennent aux gros grains, qui eux ont perdu l’information sur la forme. Pour les
atomes hydrophobes, utiliser les statistiques pour calibrer les tendances revient un peu
à se servir de la conséquence de l’adaptation des formes comme si elle était la cause, et
peut induire un certain biais.
Le comportement des atomes de soufre de la méthionine a été directement calqué sur
celui de la bille méthionine deOPEP. Les interactions des atomes polaires ne concernant
pas la formation des ponts hydrogènes ont été modélisées sur la base des celles de cer-
taines chaînes gros grain OPEP. Le comportement des atomes d’oxygène et d’azote est
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calqué sur celui de la chaîne gros grain aspartate de OPEP, mais diminué d’un facteur
de deux. Le comportement des hydrogènes est diminué d’un facteur de vingt par rapport
à celui de l’arginine. Ces ajustements ont été établis suite à des tests de longue durée
évaluant la stabilité d’un ensemble de protéines, dont la protéine A native et le modèle
apo de domaine N-terminal de la calmoduline. La stabilité devait résister sur plusieurs
jours aux les activations de bonne envergure générées par ART holographique.
6.5 Travaux d’implantation de CHARMM19/EFF1
Le potentiel CHARMM19 peut être sélectionné dans le chier d’initialisation, avec
ou sans le module de solvation impliciteEFF1. Les différents termes de calcul des forces
propres à ces modèles sont invoqués dans la même infrastructure générale qui sert pour
OPEP ou EOPEP. L’implantation de CHARMM19 peut différer un peu du modèle of-
ciel au niveau du calcul des forces de torsions. La méthode en fait le parcours exhaustif,
mais selon le système utilisé pour OPEP et EOPEP. Les calculs de torsions sont calibrés
pour s’ajuster selon les potentiels. Les articles présentés aux chapitres 7 et 8 montrent
des simulations effectuées avec CHARMM19 en association avec EFF1. L’équation 6.12














où pour chaque type d’atome, V est son volume type de solvation, et 6 G free son
énergie libre de solvation. h est un paramètre qui vaut 3.5 Å, sauf pour les groupes
ioniques neutralisés où il vaut 6.0 Å. Ces groupes correspondent aux chaînes latérales
chargées et aux terminaisons NT et CT, pour lesquels la somme des charges s’annule
dans le potentiel.
Des simulations ont aussi été réalisées avec CHARMM19 sans EFF1. De manière
générale on constate alors une plus grande difculté d’effectuer les mouvements requis,
la cause étant une attraction excessive entre les chaînes latérales polaires ou chargées.
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Par contre la dénition des structures secondaires est parfois mieux assurée, à cause
d’une attraction plus efcace au sein des ponts hydrogène de la chaîne principale.
6.6 Bilan
Bien que le potentiel EOPEP en soit à ses premières utilisations, il a réussi à guider
des simulations vers des conformations proches de cibles éloignées de la conformation
de départ (voir chapitres 7 et 8). Il en est de même pour CHARMM19, que nous avons
utilisé seulement selon ses caractéristiques de base, à l’exception de l’appui important
apporté par le modèle de solvation EEF1. Nous pouvons conclure qu’il sera de plus en
plus possible de simuler des trajectoires complexes en utilisant des potentiels ab initio.
Ces potentiels ont été implantés dans le but de vérier l’efcacité de HMM. Mais la mé-
thodeHMM est en mesure d’accepter des potentiels de différents niveaux de complexité.
L’ajout de termes additionnels est aisément paramétrisable dans le chier d’initialisation.
Les simulations avec HMM constituent des tests poussés pour l’évaluation de la capacité
des potentiels ou d’un aspect spécique de représenter les états transitoires, et non pas
seulement les états stables.
CHAPITRE 7
LA MÉTHODE HOLOGRAPHIQUE
Le développement de la méthode multi-échelle holographique a débuté le jour où M.
Mousseau m’a demandé de modier le modèle de la protéine A pour déplacer une hélice
_ hors de sa position normale. Il fallait bien sûr que je crée une méthode qui la guiderait
vers sa place normale. Les dés se sont ensuite intensiés, ce qui m’a conduit à concevoir
un moyen de faire basculer plusieurs larges régions en même temps. La représentation
de ces régions en coordonnées internes s’est avérée fructueuse, à condition que les forces
d’ensemble soient ajustées au fur et à mesure selon les indications de champs de force
atomistiques.
Ma contribution à cet article en tant qu’étudiante a consisté à concevoir et dévelop-
per la méthode holographique multi-échelle. J’ai aussi développé EOPEP, une version
étendue du potentiel gros grain OPEP, en déployant les chaînes latérales en tout atome
et en calibrant leurs forces atomistiques. J’ai réalisé l’implantation du champs de force
CHARMM19 et du modèle de solvation EEF1 dans la méthode. J’ai effectué des simula-
tions à partir de modèles déployés de domaines des protéines A et G, que j’ai analysées,
et j’ai écrit la première version de l’article.
L’article a été publié au "Journal of physics : conference series" en février 2012.
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ABSTRACT
We present a multiscale approach for simulating protein flexibility. The ori-
ginality of our method is its ability to perform dynamic multiscaling based on
continuous revaluation of overlapping areas. The holographic multiscale method
overcomes the limitations of motions determined by predefined and fixed high-level
descriptions and allows the reproduction of residue-specific impact on large scale
motion. The method is tested with two different non-biased all atom implicit solvent
forcefields. These show stretched proteins A and G, with maintained secondary
structure, folding back near native states in a small number of transition events,
demonstrating the advantages of this multiscale approach.
7.1 Introduction
The success of macromolecular computer simulations rests on describing appropria-
tely two crucial aspects of these complex systems : the interactions between particles,
provided by forceelds of various descriptive levels, and the physical geometrical rea-
lization of the structure, which can be extracted from experimental data, such as X-ray
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diffraction or NMR, or constructed by methods for sampling the system’s congura-
tional space. In spite of ever growing computational resources, it is still necessary to
nd the simplest level of description and sampling that will provide the best balance for
answering the problem we are interested in.
This right balance is particularly difcult to nd when looking at large-scale protein
motions, that are often controlled by atomic-scale details but occur on time scale beyond
current’s general sampling methods. To overcome these opposite requirements, it is ne-
cessary to consider multiscaling approaches that can focus on crucial aspects of both of
interactions and motions.
Traditional molecular dynamics, for example, describes exactly, within the forceeld
limits, motion at all scales, from thermal vibrations to docking and folding. However,
because no bias is provided to favor large motion, the large majority of the computing
efforts go to describing thermal oscillations, providing little new understanding. Monte
Carlo approaches benet from considerably more freedom in selecting the appropriate
level of motion [73, 196, 281]. However, since these do not generally take forces into
account, the size of moves is typically limited by collisions and steric constraints. These
are avoided by methods such as Normal Mode Analysis (NMA) [30, 115, 149, 260],
a method that identies directly the softest directions of change by rst mapping the
protein as an elastic network to compute the lowest-frequency modes of the dynamical
matrix, a remarkably good approximation. As low frequencies only depend on the ge-
neral shape of the molecule [159], NMA can be used with simple coarse-grained level
representations [3, 253, 266, 300].
There exists many problems and phenomena, however, where large scale motion of
a molecule is affected by mutation of single residues [41, 43, 177, 263] and that cannot
be described by coarse-grained harmonic state analysis [162]. For such movements, it is
essential to adopt a multilevel representation that adapts to the role of the various mole-
cular structures and incorporates non-harmonic motions. The latter can be achieved with
activated methods that propose a non-biased approach for the study of complex transfor-
mations affecting the general shape of proteins. These approaches perform continuous
evaluations of force curvatures in order to discover energetically feasible transition pas-
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sages, providing a natural way to leave local minima and identify physically-possible
pathways [17, 31, 167, 246]. Focusing on the atomic scale, however, these methods ra-
pidly become dominated by small, local rearrangements that contribute very little to
overall congurational changes.
Here, we propose a multiscale algorithm that allows the activated method to focus
on large scale motion while retaining the capacity to adapt this representation to ato-
mistic constraints and motion. The holographic multiscale method (HMM) introduces
a dynamical denition of the various representation scale that increases considerably
the versatility of this approach compared with standard multiscale methods [3, 113, 168,
253, 281]. More precisely, the HMM combines the activation-relaxation technique (ART
nouveau), an activated method that has been used extensively for protein folding and ag-
gregation, both in cartesian [182, 228, 246, 277] and in internal coordinates [298], with
an adaptive structure-dependent multiscale representation that focuses on large coope-
rative ensemble motions while allowing, at every step, atomistic relaxation that fully
incorporates the role of specic residues and interactions on large scale dynamics.
The structure of this paper is as follows. We begin with a brief overview of multilevel
characteristic of proteins, on which the holographic view is based. We then present the
details of the holographic multiscale method, including the multiscale projection into
reduced internal coordinates. We briey discuss our in-house implicit-solvent reduced-
representation extended OPEP forceeld and then present a few test applications that
demonstrate the strength of the algorithm.
7.2 Methodology
7.2.1 Basic protein motion
A protein is a chain of a few tens to many thousands of amino acids characteri-
zed by a common part composed of a short sequence of a nitrogen and a carbon atom
positioned on each side of a central carbon (C_) and by a lateral chain, or residue,
of varying length and composition, rooted at the C_ . Amino acids are linked by their
common part through a series of covalent bonds called peptidic links, which form the
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protein’s main-chain or backbone. The presence of covalent bonds restricts effectively
the possible motion of each amino acid with respect to its neighbors to the torsion angles
situated on both sides of the C_ . With these degrees of freedom, the main-chain can
adopt a number of conformations that determine the protein secondary structures —
_-helices, ` -sheets, loops, random coils, etc. — which are further packed into a three-
dimensional organization called tertiary structure. This well-dened organization is gui-
ded by delicate balance of backbone–backbone, side-chain–side-chain, backbone–side-
chain and protein-solvent interactions, controlled by hydrogen bonds, hydrophobic, po-
lar and charge groups.
Large structural changes in the protein necessarily involve large modications of the
main-chain torsion angles, q and s , located, respectively, around the N-C_ bond, and
the C_-C bond. For example, signicant changes in these angles are required to go from
q ≈−55 and s ≈−45 degrees for _-helices to q ≈−130 to −160 and s ≈ 130 to 160
degrees for ` -sheets. Even though these angles largely characterize the protein spatial
organization, other angles and bond-lengths will adapt slightly to every conguration in
order to minimize steric effects and optimize stability. The holographic multiscale me-
thod combines these two levels of relaxation. Following other large scale motion tech-
niques [40], the HMM focuses one these angles to generate the activation. Its originality
comes from the fact that it allows all degrees of freedom to adapt during the relaxation
phase.
7.2.2 Overview of the holographic multiscale method
To focus on large scale cooperative motion, the holographic multiscale method pro-
poses a multilevel approach that starts with the protein in a local energy minimum and
goes as follows :
1. The protein conformation is described on the basis of a list of exible C_ pivots.
It is at this moment that a multiscale description is introduced, by the identica-
tion of exible (or active) regions, typically associated with loops and random-coil
conformations, and rigid regions, those with stable secondary structures. At each
82
active C_ pivot the protein is split into three blocks : the chain fragment prece-
ding the pivot, that following it, and the lateral chain. Each pivot possesses six
degrees of freedom associated with the rotation of the last two sections with res-
pect to the rst one and to each other. After each displacement step, the all-atom
Cartesian space representation of the molecule is regenerated in order to compute
the atomistic forces which are projected back onto each overlapping block deni-
tion delimited by the various freed pivots (Fig. 7.3). This generates a smoothened
congurational subspace, eliminating small, but non-diffusive, barriers.
2. A rst activated event is generated, using ART nouveau, on this reduced congu-
rational subspace, leading to a rst-order saddle point associated with large-scale
cooperative motion.
3. From this saddle-point associated with a transition state, the protein is brought
into a local-energy minimum using damped molecular dynamics applied to the
all-atom Cartesian representation with all degrees of freedom allowed to move.
These three steps represent an ART event, going from one local energy minimum
to another, passing through an activated state and following a physically-possible path-
way, that allows an efcient sampling of the congurational energy landscape. The next
sections describe in more details each of these steps.
7.2.3 Construction of elastic blocks and projected flexible regions
As mentioned in the previous section, the crucial step in HMM is the construction
of the multiscale representation. For this, we rst construct a spherical representation of
positions and forces projected onto the peptidic plane angular degrees of freedom that
determine the rotation of the q and s angles. For each of these planes, we compute an
orthogonal basis, using the C_ to C_ axis direction as rst axis,
−→a1 =
−→r C_2−−→r C_1
‖−→r C_2−−→r C_1‖ , (7.1)
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and the perpendicular direction toward the main-chain C-bound oxygen as second axis,
−→a2 =
−→r oxy−C_1− (−→r oxy−C_1×−→a1)×−→a1
‖−→r oxy−C_1− (−→r oxy−C_1×−→a1)×−→a1‖
. (7.2)




This forms the absolute base A for each peptidic plane b . We also need to create its
relative base Bb , which is orthogonal :
Bb = (Ab−1 !Ab T )T giving
−→b1,−→b2 ,−→b3 (7.4)
This relative representation allows us to evaluate the angular position (swiveling) of
the following area relatively to the preceding, using two spherical angles : the longitude












Because the blocks are three-dimensional, a third angle represents the rotation e
of the plane around its own C_-C_ axis (b1). As this axis also swivels in space, the
evaluation of its rotation requires a comparison with dened referential which we take
to be the x axis of the preceding base. We rst determine the axis of rotation c between
axis b1 and the x axis :
−→c =−→x ⊗−→b1 = (0,b1,3,−b1,2). (7.7)
We then determine the rotation matrix C around this c axis for the angular course
needed between axis b1 and x axis. We obtain this angle from the arc-cosinus of the
scalar product between axis b1 and x axis. This rotation matrixC is then used to apply a
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theoretical swivelling of the current matrix B toward the x axis of the referential previous
block, giving the matrix S :
S= (C !BT )T . (7.8)
The rst axis of matrix S coincide with the x axis. The second axis of matrix S is used
to determine the current rotation angle of the block, using its angular position relative to






The modication of these three angles corresponds to a holographic swiveling/rotation
around the peptidic junction b -1,b . With this representation, the entire protein following
a C_ pivot is allowed to swivel and rotate relatively to the preceding part. This repre-
sentation uses 3 angles instead of the 2 torsion q and s angles. This means that some
variation in the valence angles is allowed here, in addition of the easier dihedral rotations.
The valence angles around the C_ may be stressed at the beginning of the activation, but
the convergence method will soon relaxed them and conducted the motions to rotate ac-
cording to q and s dihedral angles. The position of the lateral chain is also expressed in
spherical representation relatively to the preceding peptidic plane, including a rotation
around its own C_-C` axis.
Atomic positions must be retrieved at each step of the simulation in order to compute
the forces. We rst get back axis b1 of the relative base B :
−→b1 = (sinh × cosa,cosh ,sinh × sina). (7.10)
The b2 axis is obtained using the new e angle, reversing the steps of equations 7.7,7.8,7.9.
From matrix B we get back the absolute base A :
Ab = (AT b−1,Bb T )T . (7.11)
Then the new positions are computed from the initial positions, using the initial ab-
solute base A and the current absolute base A′ as transformation matrices.
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−→ri ′ = (A′T !A)T !−→ri , (7.12)
where i is the atomic number and!ri is a three-dimensional cartesian position vector.
The rotation forces around the different axes are in correspondence with angles
around these axes. The force contribution of all the atoms of the molecule is evalua-
ted for each pair of holographic areas. The lateral chain positioned at the concerned C_
pivot is also designed as a block that can rotate relatively to them. The contribution of
each atom for the block rotation around a particular axis is inversely proportional to its
radius distance to the axis of rotation, and the part of the force that is perpendicular to
both the axis and the radius between the axis and the atom.
Fal =
-(
−→f × (−→r − (−→r !al) !al))
-‖−→r ‖ (7.13)
where l = 1,2,3.
Using the current array of relative angular positions of each overlapping block pair,
and the newly computed corresponding arrays of spherical block forces, ART nouveau
gives new arrays of relative angular positions. At each step this new array is used to
compute back cartesian atomistic positions and then the cartesian atomistic forces from
forceeld. Those are used by HMM to update the spherical holographic block forces
used by ART. Fig. 7.3 summarizes this circular process.
7.2.4 Sampling method
We use the activation-relaxation technique, ART nouveau [167, 182], to generate
energetically favorable transition events from one conformation to the other. Since the
method has been reviewed recently [163, 170], we present here only the general scheme
as applied into HMM. Starting from a conguration in a local minimum, a random di-
rection of deformation is selected among the available degrees of freedom (pivots). The
conguration is slowly deformed. At each step, the lowest eigenvalues of the Hessian
matrix are computed using a Lanczos scheme. This random deformation is continued
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until the lowest eigenvalue becomes negative, indicating the presence of a nearby rst-
order saddle point. The conguration is then pushed, in the reduced holographic projec-
tion, along the eigenvector corresponding to this eigenvalue while the energy is relaxed
in the perpendicular hyperplane. This activation phase stops when the total force be-
comes close to zero and the conguration has converged onto the transition state. During
this rst phase, motion can take place around all free pivots ; the rest of the protein is
moved as blocks. For the relaxation phase, the conguration is then nudged over the
saddle point and the system is relaxed into a new minimum using, now, the full set of
degrees of freedom in cartesian coordinates. The new conguration is then accepted or
rejected using a Metropolis criterion.
The advantage of this approach is that, by using the system’s forces to direct the ac-
tivation, collisions are naturally avoided, allowing large collective motions. An example
of an ART nouveau step can be seen in Fig. 7.4 and is discussed in Section 7.2.6.
7.2.5 Forcefields
The holographic multiscale method can be used with any non-biased implicit sol-
vation atomistic force eld. We present here results with two different force elds :
CHARMM19with the solvationmodel EEF1 as well as the extended optimized-potential
for extended proteins (EOPEP) forceeld, an extended version of the OPEP coarse grain
forceeld.
For better integrationwith HMM,we developed an in-house version of CHARMM19,
based on Ref. [192]. Following Ponder’s approach with Tinker [215], we use our own
torsion angle description, based on OPEP’s [171], but adapting the prefactors to those
of CHARMM19. We combined this potential with the EEF1 solvation model volume
exclusion terms [145]. For the latter, we applied ionic neutralization of the side-chains,
the N-terminal and the C-terminal, as specied in EEF1.
To distinguish between forceeld and methodological limitations, we also develo-
ped our own extended version of the OPEP forceeld. The original OPEP is an impli-
cit solvent reduced-representation forceeld that includes all heavy main-chain atoms
as well as a single bead for the lateral chains, with statistically-derived interactions.
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Among its original features is a four-body interaction term to describe the cooperativity
observed in the H-bond formation for stabilizing secondary structure. The quality of this
potential has been well-tested in protein folding and protein aggregation simulations for
chains of 70 residues or less [139, 171, 246, 298]. While this potential performs very
well for secondary and tertiary structures, it fails to describe precisely more exible re-
gions where long residues often dominate. EOPEP inherits OPEP’s ability to stabilize
secondary structure using a cooperativity term for the evaluation of hydrogen bridges as
well as provide side-chain hydrogen-bridge. In addition to these terms, EOPEP develops
fully the lateral chains to ensure better packing for large residues.
More precisely, EOPEP represents all side-chain’s carbon, oxygen, nitrogen, sulfur,
and polar hydrogen (linked to O or N) atoms. The various carbon congurations are
dened with implicit hydrogens. For these atoms, we adopt the van der Waals atomic
dimensions of CHARMM19 [192]. Following OPEP, attractive and repulsive interac-
tions between side-chain atoms are described using a screened Lennard Jones 6-12 term,
except for the side-chain hydrogen bridges, for which we use OPEP’s Lennard Jones 10-
12 term used in the N-H–O interactions. This choice ensures that EOPEP can be used
in conjunction with OPEP, providing a multilevel description inside a single protein and
decreasing signicantly the computational costs while adding the appropriate degree of
complexity where needed. Because of their small size, however, proteins studied here
are described fully by EOPEP.
The value for the extended set of parameters is shown in Table 7.I. To avoid overs-
tabilizing side-chain–side-chain interactions, the hydrogen bridge strength for lateral
chain is considerably reduced compared to the main-chain H-bridge. The hydrogen
bridge receptor of carboxyl groups (aspartate, glutamate) conserves main-chain inter-
action strength, while other oxygen receptor see their contribution decreased by a factor
ten, and the contribution of side-chain hydrogen bridge donor (nitrogens or some oxy-
gens) by a factor of 20. These choices reproduce the aqueous immersion effect on them,
as such contacts are generally only established consecutively to tertiary structure for-
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Tableau 7.I – EOPEP parameters for side-chain atoms. These parameters are used in
addition to the covalent bonding and main-chain main-chain interactions already dened
in OPEP. EOPEP parameters were adjusted according to the procedure described in the
text.
Interaction Implementation Partial contribution
Side-chain Hydrogen Bridge
Carboxyl ogygen 3 terms LJ10-12 As OPEP Main-chain O
Other oxygen receptor 3 terms LJ10-12 0.10 vs Main-chain O
Nitrogen and oxygen donor 3 terms LJ10-12 0.20 vs Main-chain N
Side-chain non polar Carbons 2 terms LJ6-12 0.05(Kcal/mol)2
Sulfur 2 terms LJ6-12 As OPEP MET
Non HB interaction from polar atoms
Oxygen and Nitrogen 2 terms LJ6-12 0.5 of OPEP ASP
Hydrogen 2 terms LJ6-12 0.05 of OPEP ARG
mation, which are directed by hydrophobicity [12]. Hydrophobic side-chain interactions
also follow OPEP and are described by a uniform Lennard Jones 6-12 function, with
a 0.05 (kcal/mol)2 well-depth contribution for any type of non-polar side chain carbon
atom. Sulfur atoms, for their part, are directly copied from the OPEP methionin behavior.
The EOPEP forceeld was calibrated through extensive stability tests of the native
state of protein A as well as calmodulin C and N terminals using long holographic ART
simulations. EOPEP was subsequently used unchanged in folding simulations of these
three sequences as well as Troponin C NT and Protein G.
7.2.6 Description of a typical holographic ART transition event
A typical HMM-ART event takes a few minutes on a single CPU. Fig. 7.4 reports
details for a typical accepted event during a closing simulation of the open Calmodulin
NT model, which undergoes transformation in its binding loops when deprived of its cal-
cium ions [161, 265]. For this simulation, we dened as pivots residues 18 to 31, which
include the rst binding loop, and residues 54 to 67, which include the second binding
loop. The event was started from a energy minimum at -372.9 kcal/mol. The ART nou-
veau steps are identied on the plot and correspond to the exit from the harmonic basin,
the convergence to the saddle point, the push over the saddle and the relaxation to a new
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minimum. Looking at panels (a) and (b), we note that the energy goes up rapidly as the
protein is deformed, reaching 1450 kcal/mol, at the exit of the harmonic basin in a ran-
dom direction (step 3). Since the convergence to the saddle point is accompanied by a
relaxation of the N-1 other excited degrees of freedom, the energy falls rapidly during
this next phase but the saddle point is still found at 528.6 kcal/mol above the initial mini-
mum (step 17). This unphysically large energy is due to the fact that only angles around
pivots are allowed to move, creating considerable strain in the other degrees of freedom,
such as bond lengths and various angles. Indeed, most of this strain is released during the
rst steps of the relaxation to the nal minimum, which takes place in Cartesian space,
on all coordinates, and the nal structure (step 37) is at 0.4 Å away and 4 kcal/mol (with
a total energy of -376.7 kcal/mol) below the corresponding initial state values.
Panel (c) of Fig. 7.4 reports the root mean square average of q and s Ramachandran





where i runs on the active residues of loop 1 or 2.
The initial activation takes place mostly in the rst binding loop, with relatively little
deformation in the second loop. Interestingly, most of the angular displacement in this
phase takes place during the exit of the harmonic basin and only small angular adjust-
ments are observed during the convergence to the saddle point. Relaxation allows the
full protein to react to this transformation and we see the second loop adjusting signi-
cantly during relaxation, creating a large cooperative event that changes considerably
the protein conformation.
Table 7.II reports the averaged RMSD between initial and nal states of events for
various simulations. Events can be very large, typically between 2.0 and 4.0 Å. The lar-
gest moves are unlikely to lead to low energy structures, however, and at low Metropolis
temperature, most moves tend to be rejected. Statistics for accepted events at 300 K show
that most lead to displacements are around 1 Å, which is still considerable.
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Tableau 7.II – Mean RMSD between events : statistics for a few simulation examples.
Protein Forceeld Sim mean RMSD mean RMSD
model at saddle at min at saddle at min
all events all events accepted accepted
only only
Protein A CHARMM19 5 2.29 2.39 1.27 1.28
Protein A CHARMM19 16 2.93 2.96 0.96 0.77
Protein A EOPEP 1 4.13 4.38 1.11 1.03
Protein A EOPEP 20 3.10 3.25 1.16 1.09
Protein G CHARMM19 2 2.24 2.03 1.26 0.98
Protein G CHARMM19 11 2.07 1.94 1.12 0.95
Protein G EOPEP 2 2.74 2.66 1.25 0.83
Protein G EOPEP 14 1.93 1.52 1.19 0.69
7.3 Protein models
We tested here the ability of the method to perform long distance transformations. To
do that, we rst stretched two proteins while preserving intact their secondary structure.
Folding simulations for protein A domain of protein A (1BDC pdb le), a 60-residue
three-_-helix bundle, was started from a conguration with the three helices aligned
and a 16.6 Å RMSD with respect to the native conguration (Fig. 7.5). A 56-residues
fragment of protein G model (pdb le 1GB1), composed of a _-helix and a four-stranded
` -sheet, was also articially opened to provide a starting conformation at 19.6 Å RMSD
away from the native conformation (Fig. 7.7).
Figure 7.2 shows that it is possible to consider some part of the molecule as stable
regions and avoid activations in these areas. Figure 7.8 reports the sequence of the
protein A and protein G domains used and the C_ pivots that were allowed for activation.
At each activation we performed a random choice of two trios of consecutive C-alpha
pivots among the ones underlined in Figure 7.8. We activate at each of these chosen
pivots in random directions for the three peptidic plane angles of the main chain and the
for the three rotating block angles of the side chain.
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7.4 Results and Discussion
We performed 24 folding simulations starting from the open version of protein A
model, each with 150 to 300 accepted events for CHARMM19 and 300 to 500 for
EOPEP at a Metropolis temperature of 300 K (except eop16a, which is discussed be-
low). The evolution of the best runs, both in terms of energy and RMSD are reported in
Fig. 7.9. EOPEP simulations 2 and 20 bring the model under 3.5 Å in respectively 3 hrs
and 5.5 hrs CPU time for 50 to 75 events. Simulation 20 reaches 2.8 Å at the lowest-
energy state of all simulation after 1.6 day CPU time. Convergence is slightly less for
CHARMM19/EEF1, where the best simulation (che21a) comes to 3.8 Å with the native
state.
We obtain similar results with protein G. Fig. 7.10 reports a selection of the 48 fol-
ding simulations starting from the stretched protein Gmodel, each running for 200 to 400
accepted events at 300 K. The best RMSD descent is obtained with the CHARMM19/EEF1
simulation number 33, reaching 3.7 Å with the native model. This simulation also dis-
plays the lowest energy of all 48 runs using the CHARMM19/EEF1 forceeld. Several
EOPEP simulations fall below 5 Å RMSD within 7 to 14 hours CPU time.
From HMM point of view, these bests results are excellent as HMM simulations
tests of the stability for these two proteins show that the folding runs end up near the
effective native state of each potential. Extensive HMM sampling simulations at 300 K
starting from the native model for both protein A and protein show a stabilization near
2.5 and 1.7 Å-RMSD for protein A under EOPEP and CHARMM/EEF1 and 2.5 and 3.0
Å-RMSD, respectively, for protein G (data not shown), comparable to the best results of
HMM folding.
The fact that only a fraction of all simulations reach the forceeld minima is due to
the constant temperature scheme used here. If we simply heat up a structure trapped in
a relatively high energy or RMSD basin and allow it to leave this metastable state, it is
easy to bring the sequence in more stable state. This is the case for protein A EOPEP
simulation number 16 which was trapped in a basin at around 10 Å RMSD after 250
steps. Raising the Metropolis temperature to 4000 K for about 150 events, the run ex-
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plores congurations up to 17 Å RMSD away from the crystalline state, but rapidly folds
to 4.6 Å RMSD after the temperature is brought back to 300 K. A similar but shorter test
performed at the end of simulation che45g (protein G with CHARMM19/EEF1) enable
the protein to relax from 7 to 6 Å RMSD from the native state.
Comparing the RMSD and energy evolutions in Fig. 7.9 and 7.10, we note that the
energy drop typically follows the RMSD change, reecting the existence of periods of
local adjustment for minimizing the energy after a large congurational change. While
this occurs for the four simulation sets presented in Fig. 7.9 and 7.10, the phenomenon is
particularly obvious for protein G CHARMM19/EEF1 simulations presented in Fig. 7.10
(a) and (b) : while both energy and RMSD follow a similar drop in value, for each of the
6 presented simulations, the energy relaxation occur systematically tens or more events
after a RMSD abrupt slope.
7.5 Conclusions and perspectives
This work presents the holographic multiscale method for generating efciently large
range protein motions. Large RMSD and energy steps are generated using the ART nou-
veau sampling method combined with a multiscale angular representation. In particular,
by coupling block motion for the activation to full-scale atomic relaxation, HMM takes
full advantages of the secondary structures while allowing it to change in response to
large motion. This step is crucial to couple the role of side-chains, for example, with the
stabilization of tertiary structure.
Results presented here on two model systems demonstrate the method’s efciency
for generating large reorganization along well-controlled pathways. Clearly, however, a
description of the energy landscape at the atomistic level increases the competition bet-
ween local packing and block motion. This makes it difcult to accept events that get
away from local energy basins without destabilizing the whole structure. The use of si-
mulated annealing or other relaxation techniques would greatly help here, and further
study will focus on identifying the best algorithm for constructing the proper Metropolis
temperature sequence, which could involve an additional set of activated moves on side
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chains, after each global move, to optimize the local structure before accepting or re-
jecting the event. The crucial result presented here, however, is that HMM can generate
large motions that are not necessarily observed by normal mode analysis but that can
nevertheless take place without uncontrolled steric clashes.
In addition to the model systems presented here, HMM has also been applied with
success to characterize the folding of two EF-hands proteins, Calmodulin and Troponin
C, upon removal of Ca ions. This work, to be published somewhere else, shows that
HMM can be used to identify the specic events, atomic interactions and cooperative
moves responsible for large scale changes [58].
HMM suffers nevertheless from two limitations. First, the method is not very effec-
tive for constrained loops as it requires being able to move a part of a protein with respect
to the other, something that cannot easily be done while ensure a closing constraint. An
appropriate selection of the initial deformation in ART nouveau step should be able to
lift this inefciency but more work remain to be done to establish a universal approach.
More complex, however, is the limitation on the forceeld. Because HMMworks ef-
fectively at zero K, i.e., without thermal vibrations, it must be used with implicit solvent
schemes, which are less precise than fully explicit models. The inherent exibility of
implicit-solvent model are obvious, especially with the coupling of the coarse-grained
OPEP forceeld with the all-atom EOPEP. More work, however, must be done to ensure
that these models work well away from the native state but this is beyond the develop-
ment of a method such as HMM.
Overall, HMM provides an efcient and effective tool for characterizing the multis-
cale cooperativity associated with folding and large-scale motion. By providing physi-
cally possible pathways, HMM generates ensemble motion that are likely to be close to
how real proteins work as long as forceeld are sufciently reliable.
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Figure 7.1 – A C_ is present at
the root of the residue represented
in magenta. An orthogonal basis is
dened for the two peptidic planes
on each side of this pivot, using the
two ending C_ of the plane and
the perpendicular direction within
the plane, on the oxygen side. We
obtain the absolute bases matrices
Ab −1 and Ab . Relative matrix Bb
is then dened as the representa-
tion of matrix Ab in the orthogo-
nal basis of matrix Ab −1. By pro-
jecting the cartesian-dened forces
on these bases, we obtain spheri-
cal rotating/swivelling forces of the
whole cyan area relatively to the
whole yellow area. The side-chain
represented here in magenta is also
evaluated relatively to the two large
areas, and also simulated as a rota-
ting/swiveling block.
Figure 7.2 – All C_’s of a protein
may be dened as pivots. For mul-
tiscale simulations, we consider ra-
ther some part of the molecule
(squares) as structurally stable and
dene pivots only on C_’s in the
exible zones (circles). Protein A,
for example, is dened in the fol-
lowing way : _-helices are consi-
dered stable zones and all C_’s
in the loops and at the end of _-
helices parts bordering them are
fully exible.
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Figure 7.3 – Software organization.
The activation and saddle passage
steps of ART use the high-level pi-
vot and blocks representation. Af-
ter each iteration, ART returns new
relative angular positions for the
various blocks. These are transla-
ted back into Cartesian coordinates
and the respective force is compu-
ted and then projected onto the re-
duced space corresponding to the
high-level description.
Figure 7.4 – A typical HMM/ART
event during an EOPEP closing si-
mulation of Calmodulin NT. (a)
Evolution of the total energy as
a function of iteration number.
(b) Global C_ RMSD measured
from iteration zero. (c) Root-mean
square angular displacement com-
puted over q and s , as measu-
red from iteration zero and ave-
raged over the two binding loops.
The open CAM protein model is ta-
ken from pdb 1CLL, with residues
1-3 added, totalizing 76 residues.
Vertical lines delineate the various
phases of an activation/relaxation
event. From left to right : push out-
side of the harmonic basin, conver-
gence to the saddle point, push over
the saddle, relaxation into the nal
minimum.
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Figure 7.5 – Extended protein A
with 3 helices aligned compared to
native model. In cyan : the central
helix 2. In blue : helices 1 and 3
folded toward helix 2 in the native
form. In green : helices 1 and 3 ex-
tended away from helix 2, at the
start of our simulations.
Figure 7.6 – Pink : protein A at end
of EOPEP simulation 20. White :
the native protein A model.
Figure 7.7 – Protein G with beta sheet widely opened, compared to native model. In cyan :
the central helix. In blue : the beta sheet formation folded along the central helix in the
native form. In green : in our simulations starting model, the beta sheet formation is split
away at each end of the central helix
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Figure 7.8 – Amino acid sequences of the protein A and protein G domains used
in our simulations. _-helices are represented in green, ` -strands in orange and
the loops in light purple. In the present study, activations and saddle passages
were allowed for the C_ pivots underlined in this gure. Relaxations were per-
formed in all-atom mode on the entire sequences.
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Figure 7.9 – 24 holographic simulations are performed starting from the articially open
model of protein A (three _-helices aligned), using both CHARMM19/EFF1 and EO-
PEP. From each set we show the four trajectories visiting the lowest-energy structures
and the four trajectories visiting structures with the lowest RMSD with respect to the na-
tive conformation (only simulation ch5a meets both criteria). (a) Energy and (b) RMSD
evolution as a function of the number of accepted ARTn events usign CHARMM1/EEF1.
(c) and (d), same but with EOPEP forceeld. The RMSD is measured relative to the C_
of the native form, excluding the unstable ending loops (residues 1-11 and 55-60). All
simulations are run at 300 K, except eop16a, which is run at a Metropolis temperature
of 4000 K from event 250 to a few events past 400 and then returned at 300 K.
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Figure 7.10 – 48 holographic simulations starting from the articially open model of
protein G. From each set we show the four trajectories visiting the lowest-energy struc-
tures and the four trajectories visiting structures with the lowest RMSD with respect to
the native conformation (simulations che3g and che33g meet both criteria). (a) Energy
and (b) RMSD evolution as a function of the number of accepted ARTn events using
CHARMM1/EEF1. (c) and (d), same but with EOPEP forceeld RMSD is relative to all
the C_ of the native form. All simulations are run at 300 K, except che45g, which is
run at a Metropolis temperature of 4000 K for a few events around event 270 and then
returned at 300 K.
CHAPITRE 8
ÉTUDE DE PROTÉINES À MAINS EF
Nous avons voulu voir comment la méthode HMM pouvait être appliquée à l’étude
d’un mécanisme réel. Or, les domaines à mains EF de la molécule calmoduline (décrits
au chapitre 4 et dans le présent chapitre) repositionnent leurs hélices _ de façon marquée
lors de l’accomplissement de sa fonction. De plus, grâce à la cristallographie et à la RMN,
nous disposons des deux conformations type pour cette protéine : ouverte ou fermée. En
absence de calcium, la conformation ouverte a tendance à revenir vers la forme fermée.
Nous pouvons donc générer des simulations à partir de la conformation ouverte et tester
ainsi la capacité de la méthode à conduire vers la forme fermée. Pour mieux valider la
méthode, nous avons utilisé une seconde protéine à mains EF : la troponine C. Celle-ci
est de forme similaire à la calmoduline, avec environ 70% d’identité de séquence. Cela
s’est avéré intéressant, car nous avons pu relier une différence dans le mécanisme à des
différences précises dans la séquence.
Ma contribution d’étudiante a consisté à préparer et générer les simulations, à dé-
velopper certains outils d’analyse, à analyser les simulations et à produire la version
initiale de l’article. Les outils d’analyse requis concernaient le suivi de l’évolution des
angles entre les hélices, ainsi que le suivi de l’évolution des énergies en distinguant la
contribution de chaque résidu. Cela a permis d’observer les liens de cause à effet, ainsi
que les phénomènes de coopérativité.
L’article a été publié au "Journal of Chemical Physics" en janvier 2012 et la -
gure 8.10(d) a fait la page couverture.
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ABSTRACT
The EF-hand superfamily of proteins is characterized by the presence of cal-
cium binding helix-loop-helix structures. Many of these proteins undergo conside-
rable motion responsible for a wide range of properties upon binding but the exact
mechanism at the root of this motion is not fully understood. Here, we use an un-
biased accelerated multiscale simulation scheme, coupled with two force fields —
CHARMM-EEF1 and the extended OPEP— to explore in details the closing path-
way, from the unbound holo state to the closed apo state, of two EF-hand proteins,
the calmodulin and troponin C N-terminal modules. Based on a number of closing
simulations for these two sequences, we show that the EF-hand ` -scaffold, identi-
fied as crucial by Grabarek for the EF-hand opening driven by calcium binding,
is also important in closing the EF-hand. We also show the crucial importance of
the phenylalanine situated at the end of first EF-hand helix, and identify an inter-
mediate state modulating its behavior, providing a detailed picture of the closing
mechanism for these two representatives of EF-hand proteins.




The EF-hand motif plays a crucial role in eukaryotic cellular signaling. Protein mem-
bers of this large family are characterized by a helix-loop-helix structure. Upon binding
Ca2+ ions these motifs can act as simple calcium buffers as well as undergo large motion
associated with a number of processes [10, 87, 294]. Among these EF-hand proteins, cal-
modulin has probably attracted the most attention. Using calcium as trigger token, this
small 148 residues protein opens its hydrophobic cores [161] and binds to hundred of
different protein targets [235, 294, 295], participating into a wide range of processes
such as signal transduction [70, 91, 197], endocytosis [98, 251], muscular contraction
[241], cell cycle regulation and mitosis [208, 262, 273], genes regulation [199, 200]
and neural plasticity [7, 96]. calmodulin adopts an overall dumbbell shape, with a N-
terminal module made of two EF-hands motifs at one end (helix pairs A-B and C-D),
linked with a long and highly exible _-helix to a C-terminal module with a similar
two EF-hands shape. Both ends may attach to different sites of a protein channel or grip
around the same protein domain [9, 200]. The CT domain is considered to be more
rigid, binding structurally to its target, while the NT domain, which has less afnity to
calcium, is considered the regulatory domain [301].
Each EF-hand is composed of two typical helix–Ca2+ chelation loop–helix units. It
is this pair of turn-loop structures that provides the rich conformational space needed
to accommodate the large scope of protein targets. To ensure its Ca2+ binding role,
the canonical loop sequence in EF-hands is mostly preserved with a number of crucial
residues at xed positions [87]. While the role of each residue in binding this element
has been extensively studied [87], their respective motion on the pathway connecting the
holo to apo conformations is much less understood.
The full structure of the apo and the calcium-bound states of CaM is well known [35,
135]. It has served as a basis for characterizing the overall kinetics of the CaM EF-hands.
This work is simplied somewhat by the fact that NT and CT domains are mostly in-
dependent from each other, so that it is appropriate to consider their properties separa-
tely [75, 261]. A number of experiments conrm the large conformational space sampled
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by the unbound sequence. NMR relaxation experiments have shown that the kinetics is
rapid for calcium-free CaM, suggesting important conformational changes over a 10-ns
time scale [261]. However, the exibility of the NT domain is not necessarily sufcient
to span the full apo-holo conformational space [29]. In this case, the addition of cal-
cium could force both NT and CT domains to stay open in absence of protein target,
facilitating binding [39, 75, 130]. Other works suggest rather that calmodulin’s inherent
exibility is sufcient to populate the closed form and the open form in presence of cal-
cium and that the calcium loaded open form would only be stabilized by protein target
presence [271].
Much less is known, however, about the exact pathway for going from one state
to the other and numerous computational studies have attempted to answer part of the
question. Conrming experimental observations, molecular dynamical simulations with
local constraints have shown that the bound state of the CT domain displays large ther-
mal uctuations [61]. A number of studies have also focused directly on the apo to
(unbound) holo pathway. Because of the difculty associated with representing accura-
tely both states, all simulations impose a bias in the force eld to guarantee convergence
to experimentally-derived states. Steered molecular dynamics, for example, was used to
force Ca2+ binding and dissociation from various loops in the CT domain [129, 301].
Zhang et al., for their part, used a double-Go¯ forceeld to study the unbound NT do-
main [300]. A similar approach was followed by Chen and Hummer, this time on the CT
domain [38], allowing them to identify three phases along the pathway — apo-folded,
apo-unfolded and holo-like structures — as well as by Tripathi and Portman who study
in details the structural changes taking place during the transformation and nd a signi-
cant rigidication of the loops in the NT domain as the protein moves from apo to holo
conformations [265, 266]. These results generally support the experimentally-derived
two-step Grabarek model for the Ca2+ binding mechanisms centered on a structure na-
med EF` -scaffold, associated with the residues forming the ` -sheet in the apo confor-
mation, which denes the ion’s position and allows the repositioning of the helices to
ensure binding [93, 94].
In this study, we revisit this question with an unbiased approach that allows us to
105
characterize nely the pathway from the holo to the apo form. Following previous simu-
lations, we rst focus on the unbound two EF-hand motifs of the N-terminal module of
calmodulin which has been extensively characterized. For comparison, we also simulate
the holo to apo pathway for the EF-hand motif of the troponin C N-terminal, for which
little numerical work exists. For this, we apply a multiscale scheme that samples the
phase space efciently while providing a clear description of intermediate states. This
method is combined with two potentials — CHARMM19 [192] with EEF1 solvation
model [145] and an extended version of the OPEP forceeld [171] (EOPEP).
While the details of the closing pathway differ slightly between the two sequences,
our results conrm the EF-hand ` -scaffold as a conformation switch, as proposed by
Grabarek et Meyer [94, 177]. While Grabarek principally explored the conformational
change towards the open protein form upon ion binding, our study focus on the closing
pathway upon ion unbinding. We observe that the reverse pathway is initiated by the re-
verse reorganization of the ` -scaffold. Our simulations also underline the importance of
the phenylalanine situated at the end of rst EF-hand helix of calmodulin and troponin
C, providing a more complete picture of the closing mechanism for these representatives
of this important class of proteins.
8.2 Methodology
The numerical study of closing pathways in exible proteins is challenging and most
simulations of EF-hand dynamics have used Go¯-like biased potentials to ensure success-
ful transitions back and forth between the two states [38, 265, 266, 300]. Such a bias
accelerates the effective dynamics allowing the determination of a free energy surface
while ensuring that both terminal states visited correspond to the experimentally-derived
structure. By removing possible metastable states, however, the bias can also affect the
closing pathway in uncontrolled ways. To complement these works, we follow here
an unbiased approach using a multiscale activated algorithm based on the activation-
relaxation technique (ART nouveau) [17, 167] that has been applied successfully to pro-
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tein folding [246, 277], protein aggregation [228, 278] and protein exibility [298]. The
holographic multiscale approach, which is presented in details in Ref. [57], allows to
concentrate the conformational sampling on the exible angles, which increases signi-
cantly the efciency of the method. For completeness, we summarize the algorithm
below.
This sampling method is coupled to two all-atom potentials with implicit solvent :
CHARMM19 [192] with EEF1 solvation model [145] and an extended version of the
OPEP model [171]. We describe briey below the various elements of our approach.
8.2.1 ART
Sampling of the closing trajectory is performed using the Activation Relaxation
Technique (ART nouveau) [17, 167, 182]. Starting from a conformation in a local mini-
mum, the protein is deformed in a random direction according to the prescription descri-
bed in the next subsection until a direction of negative curvature appears on the energy
surface. The conformation is then pushed along this direction while the force is minimi-
zed in the perpendicular hyperplane, bringing the system onto a rst-order saddle point
corresponding to a local transition state. From there, the conformation is brought into a
new local minimum. This set of conformations — initial minimum, saddle point, nal
minimum— forms an event. The full move is accepted using a Metropolis criterion ba-
sed on the energy difference between the nal and initial minima and a temperature of
300 K.
This method has been successfully applied to characterize the folding of a 16-residue
` -hairpin [277] and the 60-residue protein A [246], as well as the aggregation of amyloid
peptides [228, 279].
8.2.2 Holographic Multiscale Algorithm
The critical part for the efciency of ART nouveau lies in the initial deformation.
Since protein motions are based on angular deformations, it is much more efcient to
work within internal coordinates [143, 144, 297]. Even in this reduced coordinate space,
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a dominant fraction of possible moves involves breaking the secondary structure and
lead to high-energy structures that would be rejected with the ART nouveau algorithm.
Since non-local motions necessarily involve rotation of the s and q dihedral angles on
each side of the main-chain C_’s, our strategy is to constrain the initial deformation to
loop s and q angles, with _-helices able to react to the deformation, but not initiate it.
In the holographic multiscale approach, each main-chain movable angle is treated as
a pivot around which the protein, separated as two blocks, and the lateral chain can rotate
and swivel. As a consequence, the denition of exible and rigid regions is dynamical :
the set of splitting points change during one transition event, avoiding large block col-
lisions, and increasing the exibility of the approach. At each step during the activation
phase, forces are evaluated in real space and projected on each pivot, allowing a local
elastic response to the large scale motion generated by the move [57].
For the N-terminal domains of calmodulin and troponin C, we allow all C_ on the
residues forming both calcium loops as well as those bordering them to act as eventual
pivots. During the activation step, we randomly choose a few of them as initial pivots,
with random rotating directions. These deformations, which do not have to respect bio-
logical rules, are corrected naturally during activation as all angles are allowed to adapt
as the system converges to the transition state. To remove any bias imposed by the pre-
sence of rigid secondary-structure regions, the relaxation part of each event takes place
in real-space representation using a damped-MD algorithm and applied to all degrees of
freedom.
8.2.3 Forcefields
Until now, most EF-hand closing simulations have used biased potentials. We fo-
cus rather on two non-biased implicit-solvent force elds coupled with our sampling
technique : our in-house implementation of CHARMM19 [192] with EEF1 solvation
model [145] and an extended potential based on the OPEP model [171].
The implicit water solvent CHARMM19 potential is designed to be used in conjunc-
tion with different solvation models. We implement our own version of CHARMM19,
as described in Ref. [192]. Following the approach of Ponder with Tinker [215], we use
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our own torsion angle description, based on OPEP’s [171], but adapting the prefactors
to those of CHARMM19. This potential is combined with the EEF1 solvation model
volume exclusion terms [145]. We applied ionic neutralization of the side chains, the
N-terminal and the C-terminal, as specied in EEF1.
We also use an extended version of OPEP potential [171], generated by developing
C, O, N and H atoms of the side chains. The coarse grain OPEP forceeld is based on
a statistical approach for the evaluation of the side chains interactions, which are repre-
sented as unique spheres of different size, and introduces a cooperativity for main chain
hydrogen bonds. It has proven very reliable for a large number of sequences and pro-
teins of about 70 residues or less, including amyloids [139, 246, 298]. We nd, however,
that it is less appropriate for highly exible sequence such as CaM and TnC, where a
detailed description of the side-chain packing is necessary to ensure the stability of the
native state. In order to maintain the OPEP’s advantages, we develop here a new all-atom
version of the potential, the extended OPEP maintaining a simple Lennard Jones 6-12
energy to compute the interaction between the different types of carbon, oxygen and ni-
trogen. As for the CHARMM19 forceeld, all polar hydrogens are explicit in EOPEP.
Hydrogen bridges are also computed between side chain/side chain and main chain/side
chain in addition to main chain/main chain, using the traditional 10-12 force term of
OPEP. Main chain hydrogen bridge cooperativity is still evaluated as in OPEP. The di-
mensions adopted for the different side chain atom kinds (including the different kind
of carbon implicitly attached to different number of hydrogens) have been taken from
the CHARMM19 van der Waals parameters. Parameters are adjusted to generate a stable
structure for the NT domain of calmodulin and protein A, but not for troponin C.
An additional advantage of EOPEP is that it is possible to couple it with the coarse-
grained OPEP to provide a multilevel description inside a single protein, decreasing
signicantly the computational costs while adding the appropriate degree of complexity
where needed. Because of their small size, however, both proteins studied here are des-
cribed fully by EOPEP.
109
8.2.4 Sequences studied
We focus on two protein domains : the N-terminal module of calmodulin and the
N-terminal module of the muscular troponin C (Fig 8.1). Each domain consists of two
EF-hands whose cooperative binding to two Ca2+ exposes a hydrophobic core. Each
EF-hand is dened by an _-helix-loop-_-helix sequence. This motif is found in several
other calcium binding proteins, with some variations. In calmodulin, each of the EF-hand
motif central loop contains 12 residues with one glutamate and several aspartates, whose
carboxyl group oxygen atoms that bind to a Ca2+ ion [147, 152]. Binding to calcium
forces a signicant rearrangement of the two helices as they move from a rather parallel
orientation in the apo form to a mostly perpendicular orientation [161]. In the closed
form, the two calcium binding loops are interrelated by the formation of an interloop
short ` -sheet stabilized by three hydrogen bonds [135] and identied as the EF-hand
` -scaffold by Grabarek [93, 94].
The 76-residues NT module CaM apo model used is based on the NMR resolved
structures of Ref. [135] (PDB : 1CFD) while the calcium bound NT model comes from
the crystallographic characterization of Ref. [35] (PDB : 1CLL). We added the 3 missing
rst residues to the later model, and used residues of the NT part, up to the 76th. Both
NT congurations are illustrated in Fig. 8.4 panels (f) and (a) respectively.
The troponin C also presents a dumbbell shape with two E-hands motifs at each end.
This protein is dedicated to the activation of actin and myosin muscle microbers com-
ponents, by blocking the inhibitor, troponin I [68]. It is known that the CT module of
Figure 8.1 – Sequences for the NT domains of calmodulin and troponin C. Calcium
binding residues are in red ; _-helices are in green and the EF-hand ` -scaffold residues
are underlined. The residues at loop position 7 bind using the main chain oxygen.
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troponin C is structurally linked to troponin I, while the action of NT module is trigge-
red by the calcium ion [67]. The NT domain is composed of 5 helices, as helices 2-5
compose the 2 EF-hand motifs (helix pairs A-B and C-D), while the rst helix is denoted
“N”. Not counting helix N, the N-terminal domain has 70 percent identity with the cal-
modulin NT. Each troponin binding loops also contains 12 residues, but with a sequence
that differs slightly from that of calmodulin. The rst binding loop of the NT has lower
afnity to calcium [82], presenting a glycine at position 5 instead of an aspartate. For the
simulations, we used the entire 90 residues of model 01 presented in PDB 1TNQ [83]
without the Ca2+ ions. We compared the congurations generated by the simulations
with each of the 40 closed models included in PDB 1TNP [83].
8.2.5 Analysis
For all sequences RMSD is measured on C_’s only. For calmodulin, RMSD in-
cludes residues 3 to 76, leaving aside residues 1-3, which are disordered and highly
exible. For troponin C, we omit the unstable extremities — 1-15 and 86-90 — from
the RMSD calculations. RMSD are measured with respect to the non-relaxed original
experimentally-derived PDB les. Angles between helices are computed using the prin-
cipal axis method. The inertia tensor, which includes all main chain and the C` atoms
on each helix, is diagonalized and the principal axis is used as reference. Our analysis
also includes individual amino acid energy difference, underlying cooperativity between
specic groups. Energy contribution by amino acid is evaluated by adding contribution
of every main chain and side chain atom composing this amino acid. Individual atom
energy statistic comes from the different forceeld terms where two, three and four-body
contributions are split evenly between atoms involved.
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8.3 Results and Discussion
8.3.1 Simulations on calmodulin NT
8.3.1.1 Stability of the native apo conformation
We rst apply CHARMM19-EEF1 and EOPEP to the native unbound closed model
of CaMnt to assess its stability and the size of the apo basin under each potential. For
both forceelds, we perform a local unconstrained minimization from the experimental
apo form at T= 0 followed by eight independent ART simulations with a 300 K Me-
tropolis temperature and a minimum of 100 accepted events. This is a stringent test as
displacement per event can reach 1 Å RMSD.
Both simulation sets lead to stable apo structures, with unmodied ` -sheet and _-
helices. With CHARMM19-EEF1, the CaMnt apo form stabilises within a region of
about 1.5 to 2.5 Å RMSD away from the experimentally-derived structure, with the
lowest-energy structures uctuating between 2.0 and 2.5 Å (Fig. 8.2 (a) and (b)). Using
EOPEP, the calmodulin NT apo form evolves to a region of about 2.5 Å (Fig. 8.2 (c)
and (d)). Trajectories visiting the lowest-energy structures tend to remain slightly closer
to the experimental-derived structure, at about 2.3 Å. In all cases, the displacement away
from the experimental data is due to uctuations in the tertiary structure, with unchanged
secondary structure.
8.3.1.2 Folding from the unbound holo conformation
Having established the stability zone of the apo conformation, we now turn to cha-
racterizing the closing pathway. For each forceeld, 24 independent simulations with a
minimum of 100 accepted events are launched starting from the open model of CaMnt
with the calcium ions removed, at 5 Å RMSD of the apo structure, and without imposed
biased, with a 300 K Metropolis temperature.
Table 8.I reports the averaged RMSD between initial and nal states of events for
various holographic ART simulations on the open CaMnt model. The generated events
were typically between 1.2 and 1.7 Å. The largest moves are unlikely to lead to low
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Figure 8.2 – Energy and RMSD measured from the experimentally-derived closed cal-
modulin NT structure as a function of accepted ART-event for eight independent simu-
lation started from the experimental apo conformation. (a) and (b) Energy and RMSD
results, respectively, for CHARMM19-EEF1 ; (c) and (d) same for EOPEP. RMSD are
computed on C_ , excluding unstable residues 1-3.
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energy structures, however, and at low Metropolis temperature, most moves tend to be
rejected. Statistics for accepted events at 300 K show that most lead to displacements are
around 0.6 Å.
Tableau 8.I – RMSD statistics for selected trajectories. Averaged displacement measu-
red from the initial minimum to the saddle point and the nal minimum for various
simulations on both the calmodulin and troponin C using OPEP char CHARMM/EEF1
potentials. Statistics are given both for the full sets of events and those accepted only.
Model Forceeld Sim Averaged RMSD in (Å)
saddle nal min saddle nal min
all events all events accep. accep.
CAM CHARMM 14 1.53 1.24 0.73 0.44
CAM CHARMM 18 1.77 1.64 0.79 0.61
CAM EOPEP 5 1.78 1.70 0.81 0.62
CAM EOPEP 9 1.73 1.61 0.83 0.65
TPC CHARMM 11 1.24 1.09 0.72 0.53
TPC CHARMM 17 1.35 1.15 0.79 0.58
TPC EOPEP 16 1.88 1.84 0.83 0.71
TPC EOPEP 21 1.69 1.63 0.87 0.71
Using this protocol with CHARMM19-EEF1, only one pathway out of 24 reaches
the apo state, passing within a minimum distance of 2.2 Å and stabilizing at 2.4 Å. Most
other runs visit higher-energy structures at 3.5 to 4.0 Å RMSD from the apo state. For
legibility, we show respectively in Fig. 8.3 the congurational energy (panel (a)) as well
as the RMSD (panel (b)) for the four simulations leading to the lowest energy as well
as the four with the smallest RMSD with respect to the target CaMnt apo form, for a
total of six curves (trajectories che12h and che14h belong to both groups). We see that,
for the six trajectories, the energy goes down systematically, reaching a plateau during
the runs in all but one case (simulation che12h). RMSD uctuations are large except for
simulation che14h, that reaches the apo state within 20 events.
Folding is easier with EOPEP, and ten out of the 24 runs performed with this force-
eld sample within 2.2 Å of the experimentally-derived closed structure, reaching a dis-
tance identical to the closed-state basin in the previous section. As with CHARMM19-
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EEF1, Figure 8.3 (c) and (d) shows the energy and RMSD as a function of accepted even
for the four trajectories with lowest energy and RMSD. Again, the minimum RMSD,
1.9 Å to 2.3 Å, is obtained very quickly, typically within less than 30 events. Not all of
these apo-like structures are stable, however, and, in some cases, the trajectory evolves
away from this conformation as the energy goes down. Here again, an energy plateau is
generally attained within 80 to 90 events.
Before looking into the successful closing trajectories, we rst summarize the critical
closing steps extracted from our simulations, represented in Fig. 8.4 :
1. Increase in the distance between the side chain oxygen atoms of the calcium bin-
ding loops.
2. Consolidation/elongation of the ` -sheet linking the two calcium loops : a bond is
formed between THR29 and GLY61.
3. Repositioning of PHE19 at the outside of the NT module, allowing a tighter clo-
sure of helices B-C toward helices A and D. During this process, the PHE19 must
pass through a a three-residue pocket, LEU-MET-VAL, positioned at the bottom
of helix B and where it can be trapped as a metastable state before being ejected
from the hydrophobic core.
4. General increase of hydrophobic contacts as each EF-hand helices pair falls into a
stable parallel conformation.
Of the 24 EOPEP simulations, 5 fold into the apo state, all following the above me-
chanisms. For clarity, we focus on the simulation eop9h, which ows near the experimentally-
derived closed apo form but also adopts all the important structural elements of the apo
state, including the ` strand, the exit of PHE19, and the closing of the hydrophobic core.
8.3.1.3 Oxygen carrier binding residues
Simulations start from the open model with Ca2+ removed. The calcium binding re-
sidues are located at positions 1, 3, 5, 7, and 12 of each of the two binding loops. At posi-
tion 12, we have a glutamate, GLU31, for the rst EF-hand, positioned at the beginning
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Figure 8.3 – Energy and RMSD measured from the experimentally-derived closed
CAMnt structure as a function of accepted ART-event for independent simulations star-
ted from the experimentally-derived open conformation with Ca ion removed. From a
set of 24 trajectories, we present the four simulations with the lowest-energy and RMSD
structures, respectively. Panels (a) and (b) show the evolution of the energy and RMSD
for CHARMM-EEF1 simulations, respectively ; panels (c) and (d) present results for
EOPEP simulations.
116
Figure 8.4 – Closing pathway for simulation eop9h. Each EF-hand pair goes from a
rather perpendicular arrangement in the holo state toward a more parallel state in the
apo form. (a) 1CLL.pdb model up to residue 76, residues 1-3 added. (b) After a rst
minimization without Ca2+, we observe an increase in the distance between oxygen
carrier residues of the loop. (c) Event 3 : consolidation of the ` -sheet (magenta) linking
the 2 calcium binding loops. A hydrogen bridge is formed between THR29 and ILE61.
(d) Event 16 : Increase in the number of hydrophobe interactions, the core begin to close,
but the presence of PHE19 (cyan) prevent a better packing. (e) Event 19 : PHE19 gets
out of the hydrophobic core, allowing a better closing of the core. (f) Event 24 : The
helices pack together near the apo form. The end helices (A and D) are held relatively
xed in these views, in order to show the cooperative motion of helices B and C. For ease
of viewing, helices A-B (EF-hand 1) are colored in peach and helices C-D (EF-hand2)
in yellow.
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of the EF-hand exiting helix. In the presence of Ca2+ ions, GLU31 maintains the bottom
of helix B near the calcium loop. As the calcium is removed, it leaves behind several
negatively charged oxygen within a close distance in the loop area, a very unfavorable
cohabitation [249]. Not surprisingly, this unstable conformation relaxes instantaneously
in our simulations ; this step has already taken place by event number one. Fig. 8.6 (a)
shows, however, that not all side chains on the binding loop reach equilibrium at once
and a few residues, such as GLU20, GLU56 and GLU58, continue their reorganization.
This allows, for example, GLU20 to form several hydrogen bridges with the main chain
nitrogen of the loop, acting as an elbow that stabilizes the motion between helices A and
B in the apo conformation.
8.3.1.4 ` -sheet scaffold consolidation
After a few events, a number of EOPEP simulations show the formation of the ` -
sheet scaffold between the binding loops. This event generally takes place early in simu-
lation (event 22 of eop3h, event 11 of eop5h and eop13h, event 3 of eop9h, event 10 of
eop10h, event 4 of eop15h, event 9 of eop21h), except for simulation eop14h (event 36).
Fig. 8.6 (b), which shows the four residues involved in this short ` -sheet, illustrates the
precocity of this event in simulation 9, with a concomitant and abrupt energy drop for
THR29 and ILE61. In parallel, we see that ILE27 and ILE63 consolidate their double hy-
drogen bridge. These results support the EF-hand ` -scaffold model of Grabarek [93, 94]
which strongly correlates the ILE27 Phi and Psi conformation changes with the angular
transition of helices A and B between the CaM closed and open conformations. Interes-
tingly, these rst reorganization steps often bring the structure away from the nal closed
form before converging towards it, as can be seen in Fig. 8.3 for EOPEP simulations 9,
13 and 15. Among the 10 EOPEP simulations closing within 2.25 Å of the apo state,
only simulation eop14h manages to close the protein before zipping the ` -sheet. This
near native-state structure is unstable, however, and further relaxation pushes the simula-
tion away from the apo state as can be seen in Fig. 8.3. This mispacking correlates with
a delayed ` -sheet zipping that occurs at event 36.
None of the CHARMM-EEF1 simulations manages to close the ` -sheet scaffold,
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Figure 8.5 – Diagrammatic representation of the calmodulin NT closing mechanism.
Top : initial open state. Middle : Consolidation of the ` -sheet, widening out the space
between helices, freeing PHE19 latch. Bottom : Closing of the helices in parallel con-
guration, PHE19 getting outside the hydrophobic core.
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which explains why only one trajectory out of 24 reaches the apo conformational basin.
However, we observe the ` -sheet zipping with CHARMM19 without solvation terms
(data not shown), thus enhancing the strength of main chain hydrogen bridge. As expec-
ted, the inappropriate attractions from charged side chains resulting from the absence of
a solvent prevent the molecule from performing a proper closing.
In addition, we also tested for 24 simulations on calmodulin NT using EOPEP wi-
thout using the main chain cooperativity term. None of these where able to close the
` -sheet scaffold, nor complete the closing transformation. Clearly, as pointed out by
Grabarek, the EF-hand ` -scaffold is a crucial step on the pathway connecting holo and
apo. This transition is schematized by the rst two panels of the diagram in Fig. 8.5.
8.3.1.5 Exit of phenylalanine 19
` -sheet zipping is generally followed by the formation of hydrophobic contacts bet-
ween helices. Examination of Fig. 8.6(c) indicates that these contacts appear in two
phases during simulation eop9h.
First, as ILE27 and ILE63 adopt a ` -conformation, a few contacts are initiated, in-
volving PHE16, VAL35 and VAL55 (events 1-10, Fig. 8.6-c). Second, around event 19,
we observe a more general energy relaxation for hydrophobic core residues. To improve
packing, two residues, PHE12 and PHE19, move away from the core. PHE19 escapes
the hydrophobic core in only four simulations. From this and other simulations, it seems
that an early occurrence helps to further stabilize the structure in the apo conformatio-
nal basin (event 19 of eop9h, event 15 of eop10h, as well as events 10-14 of che14h).
While the RMSD of several other simulations can also reach values below 2.5 Å, their
nal states do not display the correct position for the PHE19, which should be outside
the hydrophobic core (see Figs. 8.4 (e) and (f) and 8.8 (a)). This suggests that both the
` -sheet formation and the PHE19 escape must occur in a specic order during closing to
ensure that the protein reaches the correct apo state. The PHE19 has a structurally analog
in the CT lobe, PHE 92. In both domains, this phenylalanine is located at the end of the
rst EF-hand helix, just before the rst aspartate of the rst binding loop. Experimental
mutation studies of this position in the CT module revealed an instability of the closed
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CT module form when PHE is mutated to ALA. This instability is associated with a
decreased in the accessibility of several side chains of the hydrophobic core in the cal-
cium bound open form [177]. From our simulations, PHE19 appears to play a role in the
open architecture, behaving as a lock of the EF-hand into the open form (see top panel
of Fig. 8.5 and both blue models in Fig. 8.8 with this position pointed by cyan arrows).
Thus, the absence of the bulky phenylalanine at this strategic position may compromise
the full opening of the hydrophobic core.
Simulations eop9h, eop10h, eop11h and eop23h represent the ideal folding scenario
as all structural details associated with the apo state are in place by the end of the simu-
lation. It is instructive to compare with trajectory eop21h, for example, that visits low
RMSD structures (2.0 Å) and manages a late expulsion of PHE19 towards the solvent at
event 98. The order in which this step takes place is associated with an incorrect packing
of the hydrophobic core that prevents full stabilization into the native state. Even though
PHY19 is now outside of the hydrophobic core, the conformation does not correspond
as well to the native apo state and it moves away from it after event 98 (Fig. 8.3). With
further simulations, however, as discussed in Subsection 8.3.1.8, the protein reaches a
stable apo state similar to the of the four other fully closed simulations.
Two more sets of 24 simulations showed a similar success rate for reaching the apo
from the holo state with, respectively 4 and 5 successful PHE19 exit, after about 100
accepted events (data not shown), suggesting that the results obtained here are typical.
As shown in Subsection 8.3.1.8, extending the simulation time or raising the temperature
can increase signicantly this rate of success.
8.3.1.6 Closure of the hydrophobic core
The evolution of a selection of 14 hydrophobic residues is shown in Fig. 8.6 (c).
Simulation eop9h reaches its lowest RMSD, 2.3 Å, at event 24 but an overall energy
relaxation for the hydrophobic core extends clearly up to events 85. Starting from the
open state, the NT module undergoes a motion that rst moves away from the closed
model before converging back towards the apo basin. It then continues to relax through
a series of smaller adjustments as the hydrophobic residues react to each other. The non-
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Figure 8.6 – Evolution of the energy as a function of accepted ART events during eop9h
simulation. (a) Evolution of the calcium binding residues. Following calcium removal,
the zero temperature minimization already causes a signicant energy drop before the
rst event. (b) Evolution of the six residues participating in the formation of the short
` -sheet associated with the closed form. (c) Evolution of the CaMnt 14 hydrophobic
residues.
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linear relaxation is clearly seen at events 17 and 18, when PHE19 leaves the hydrophobic
core for an energetically uncomfortable position that allows several other hydrophobic
residues to adopt low-energy conformation, as illustrated by the third panel of Fig. 8.5.
PHE12 initially accompanies PHE19’s extraction from the hydrophobic core, but while
PHE19 remains in its outside position, PHE12 later inserts back into the core.
8.3.1.7 EF-hand helices angular evolution
It is possible to characterize the closing trajectories by following the relative angle
between the four helices forming the EF-hand [10, 294]. Fig. 8.7 shows the evolution of
various angles for simulations eop9h and eop14h. These graphics underline the coope-
rativity between the two EF-hand pairs. For the rst simulation, both pairs A-B and C-D
move rapidly, within 20 and 45 events, respectively, from the open to the closed values,
and oscillate around their experimental value as the protein adjusts the ner structural
details. In some cases, eop14h, for example (Fig. 8.7, bottom), we observe an overshoot
motion in the rst helix pair that pushes the protein away from the native state.
8.3.1.8 Higher temperature simulations : characterization of the pathways to the
apo state from metastable minima
Even though the low temperature of the rst simulation set allows us to clearly iden-
tify the various steps needed for bringing calmodulin into its apo state, it leaves a large
fraction of the runs into metastable, non-native conformations. To assess the validity of
the model presented in the previous paragraphs, it is necessary to see how the protein
manages to escape from these metastable states and nd its way to the close conforma-
tion.
For this purpose, we extended the simulations on the 24 EOPEP runs at two Metro-
polis temperatures : 300 K, similar to the initial run, and 900 K, to allow the protein to
escape local minima. Even though 900 K might appear large, this temperature is ctive
as thermal uctuations are not taken into account here and the protein still moves from
local-energy minimum to local-energy minimum [246]. For both temperatures, 1500
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Figure 8.7 – Top : Evolution of the angles between various helix pairs as a function
of accepted ART events for simulation eop9h. Dashed (dotted) lines indicate the value
for the experimentally-derived open (closed) form. Bottom : Evolution of the angles
between various pairs of helices as a function of accepted ART events for simulation
eop14h. Dashed (dotted) lines indicate the value for the experimentally-derived open
(closed) form.
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Figure 8.8 – Comparison between open and close models for both (a) CAMnt and (b)
TpCnT. Open conformations are shown in blue and closed structure in magenta. The
models are aligned on the stable part of their beta sheets. The orange arrows point out
the variation of helices B and C relatively to their respective EF-hand partners A and D.
Black arrows indicates the most variable location within or nearby the ` -scaffold, not
the same for both types of molecule. Cyan arrows point the pre-loop 1 phenylalanine,
that undergoes an important relocalization relatively to helix B.
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events are attempted.
At 300 K, this leads to a further 2 runs (numbers 5 and 12) that manage to evict
PHE19. At 900 K, closing rate is even larger, will 11 runs showing an end conformation
with the PHE19 expelled and a conformation compatible with the apo state of calmo-
dulin, and a further 6 runs with the PHE19 in an intermediate state on the pathway to
ejection. Figure 8.9 shows the evolution of the total energy and RMSD as measured
from the experimental state for these 24 runs. For clarity, these are separated into four
subgroups : the ve runs already in apo state at the onset of the 900 K simulations, the
6 runs that expel PHE19 at 900 K and converged into the closed state, the 6 runs with
PHE19 stabilized in an intermediate state and the 7 that do not fold.
As discussed above, the intermediate state can be found on the pathway of each of the
11 simulations that reach a closed state either in the original 300 K or the new prolonga-
ted runs (Fig. 8.9(a)and (b)). In this intermediate position, PHE19 of helix A is inserted
within a hydrophobic pocket localized at the beginning of helix B. This pocket is formed
of LEU 32, MET 36 and VAL 35 (see Fig. 8.10). This position corresponds to a metas-
table state favorable to a further PHE19 escape. The importance of stabilizing PHE19 is
conrmed by the fact that only runs that do not position PHE19 on the outside or in an
intermediate position are rapidly destabilized with an RMSD that reaches between 5 and
9 Å (Fig. 8.9(d) and Fig. 8.10(f)). Those seven simulations all show PHE19 inside the
hydrophobic core and away from the pocket, correlating with an unstable behavior.
Even if the 900 K conformations are somewhat disturbed compared to those at 300
K, close states with externally positioned PHE19 are stable and never bring this residue
back inside the hydrophobic core. This suggests that this movement in solution should
only take place after the disruption of the ` -scaffold by an incoming Ca ion.
Extended simulations at 300 K and 900 K were also performed with CHARM19-
EEF1. Due to the observed difculty for forming an elongated ` -scaffold associated
with this forceeld, no new simulation manages to expel PHE19. Che14t, however, the
only run reaching the apo state remained very stable at 2.5Å RMSD during the 900 K
run. At 900 K, only simulation 19 manages to reach the intermediate state with PHE19 in
the LEU-MET-VAL pocket. This locks the protein in a conformation near the apo state,
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Figure 8.9 – Extension of the 24 EOPEP calmodulin NT closing simulations, using a
900 K acceptation Metropolis temperature. The vertical continuous black lines represent
the beginning of the runs at this temperature following the last 50 events accepted at 300
K. The energy (top) and RMSD from the experimentally-derived apo state (bottom) are
shown for the : (a) 5 simulations that had already succeeded PHE19 escape at metro-
polis 300 K. (b) 6 additional simulations succeeding PHE19 escape ; (c) 6 simulations
with PHE19 in an intermediate state. (d) 7 simulations with destabilizing trajectory. The
dashed vertical lines in (a) and (b) indicate the escape event of PHE19. The line is not
shown for simulations 9, 10, 11 and 21 because this event occurred before the beginning
of this graph.
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Figure 8.10 – Cartoon representation of the PHE19 as it enters and leaves the interme-
diate pocket. PHE19 of helix A and the tree pocket residues of helix B are represented
as spheres : PHE19 in yellow, VAL35 in grey, MET36 in orange and LEU32 in blue. (a)
The open calmodulin NT model. (b) While closing, the LEU-MET-VAL pocket receives
PHE19. (c) and (d) Valine 35 swivels and PHE19 nds its way toward (e) exit. (f) Typi-
cal unstable structures for simulation at 900 K where the PHE19 is neither trapped in the
intermediate state nor ejected outside the hydrophobic core. We see the ` -sheet in dark
grey at the back of the molecule. This structure appears in (c,d,e) in dark purple.
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at 2.5–3.0 Å RMSD. This observation conrms both the importance of the ` -scaffold
and the PHE19 for stabilizing the close state.
8.3.2 Simulations on troponinC NT
We also performed CHARMM19-EEF1 and EOPEP simulations on the ve helices
of the 90-residues muscular troponin C N-terminal module. We used the rst model
included in the NMR PDB le 1TNQ [83] as starting point for our stability studies.
We proceed following the same protocol as for CaM with ART simulations started from
the apo state to assess the sequence’s stability with both potentials, with the RMSD
computed from the best t of 1TNP PDB le, i.e. the 30th structure for CHARMM-
EEF1 and the 3rd for EOPEP. In both cases, the apo state is stable and trajectories remain
between 1.9 and 2.9 Å RMSD with CHARMM-EEF1 and between 2.3 and 3.3 Å RMSD
for EOPEP_ .
Twenty-four 100-accepted-event simulations are then launched from the unbound
open structure of skeletal TnC NT with both potentials. We used the unbound rst model
from the PDB le 1TNQ [83] as the initial state. Table 8.I also shows the averaged
displacements for TpCnT computed for a number of trajectories. Here, generated events
were typically between 1.1 and 1.8 Åwith, again, signicantly smaller displacements for
accepted events at 300 K.
Fig. 8.11 shows the four trajectories visiting, respectively, the lowest-energy struc-
ture and the smallest RMSD for CHARMM-EEF1 (top) and EOPEP (bottom). Several
CHARMM19-EEF1 simulations (Fig. 8.11(a)) succeed in converging near 2.5 Å RMSD
from the apo state, simulation che18t reaching 2.5 Å. As with CaM, the structure also
collapses rapidly with EOPEP and the trajectories visit conformations between 1.9 and
2.3 Å from the experimentally-derived apo state within the rst 20 to 30 events (EOPEP_
simulations 6, 13 and 23, Fig. 8.11), converging to a distance between 2.5 and 3.0 Å.
Folding of troponin C follows basically the same main steps as calmodulin NT, with
some nuances in the ` -scaffold behavior. The rst TpCnt EF-hand motif is preceded
by a phenylalanine (here at position 29) that plays a function similar to PHE19 and
PHE92 in calmodulin. Within the 24 EOPEP_ simulations, PHE29 exit was realized
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Figure 8.11 – Energy and RMSD measured from the experimentally-derived closed
TPCnt structure as a function of accepted ART-event for independent simulations star-
ted from the experimentally-derived open conformation with Ca ion removed. From a
set of 24 trajectories, we present the four simulations with the lowest-energy and RMSD
structures, respectively. Panels (a) and (b) show the evolution of the energy and RMSD
for CHARMM-EEF1 simulations, respectively. RMSD is relative to model 30 of PDB
1TNP ; panels (c) and (d) present results for EOPEP simulations, with RMSD relative to
model 03 of PDB 1TNP. Simulation eop22h reaches both energy and RMSD criteria.
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in 8 simulations, including eop13t (events 23-31), eop21t (events 104-110) and eop22t
(events13-15), represented in Fig. 8.11(c)(d)). With CHARMM19-EEF1, PHE29 exit is
partially achieved by simulations che17t (events 92-93) and che18t (events 78-80). With
this potential, many other simulations also show a relatively low RMSD with the apo
form even though PHE19 is not expelled from the hydrophobic core.
As with calmodulin, previous to PHE29 exit, we observe modications within the
troponin C NT ` -scaffold that sets up the structure for its eviction. As compared with
CaM, the region forming the ` -scaffold has almost the same conformation in the TpC
holo and apo forms, both models showing a single hydrogen bridge, at ILE37-ILE74.
However as calcium is removed, two additional hydrogen bridges are formed during the
rst energy minimization : ILE37-ILE73 and GLY35-PHE75. The ` -sheet consolidates
therefore from loop 1 position 8–loop 2 position 8 toward helices A and D (loop 1 po-
sition 6–loop 2 position 10) while the CaMnt ` -sheet, which also starts from the ILE at
loop 1 and loop 2 in position 8, zips in the reverse direction, towards helices B and C,
involving loop 1 at position 10 and loop 2 at position 6.
In the successful EOPEP PHE29 exit simulations, the ` -scaffold conformation change
is later followed by a reconguration of the 3-glycine area bordering the ` -sheet (GLY33-
34-35 at loop 1, positions 4 to 6). This zone provides a higher exibility for TpC, and in
most simulations its restructuration closely precedes the exit of PHE29. This could ex-
plain why pre-loop 1 phenylalanine exit was realized in a signicantly higher proportion
of folding simulations for TpCnt than for CaMnt.
The LEU-MET-VAL pocket also plays a role within the troponin C Nt (residues
42,46,45), even though, in EOPEP simulations, PHE29 is less deeply engaged within it
as compared with its calmondulin Nt analog. In simulations eop6t and eop16t presented
Fig. 8.11(a) and (b), we observe that PHE29 is on its way to exit the pocket, positioned
just under valine 45. In simulations eop12t and eop23t, PHE29 is still within the LEU-
MET-VAL pocket, in the intermediated state.
In both CHARMM-EEF1 simulations that nearly succeed in expelling PHE (che17t
and che18t of Fig. 8.11(a) and (b)), PHE29 is outside the LEU-MET-VAL pocket, but
lies between VAL45 and helix A. In the other simulations, PHE29 stays strongly inside
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the LEU-MET-VAT pocket. We observe considerable instability for the ` -scaffold with
respect to the closed form model at the THR39 ending in the troponin C Nt CHARMM-
EEF1 simulations. This situation may prevent the LEU-MET-VAL pocket of helix B to
gain distance from PHE29 of helix A. This points again at the importance of the ` -
scaffold formation, even though this structure is less dened in troponin C NT than in
calmodulin NT.
8.4 Conclusions and perspectives
We simulated the folding pathway, from Ca2+-unbound open holo conformations
to closed apo states, of two well-studied EF-hand : the NT domains of calmodulin and
troponin C. Trajectories are generated using an activated algorithm, ART nouveau, along
with the multi-scale holographic method, which lead to an unbiased sampling of the
conformation space with a focus on the exible regions. This allows us to complement
recent numerical work using Go¯-like biased forceeld approaches.
Our results are compatible with the EF-hand ` -sheet scaffold model proposed by
Grabarek which explains the apo to holo conformation change [93, 94]. Here we provide
a complete, four-stage, picture of the reverse motion, or folding from holo toward apo
conformation : (1) the removal of the Ca2+atom, forces the side-chain oxygen atom to
repel each other ; (2) upon release of the oxygen carrier residues, the ` -sheet scaffold
linking the 2 binding loops is able to consolidate, widening out the loops area ; (3) this
allows helix B swivel towards the inner side of PHE19 (CaMnt) or PHE29 (TpCnt),
expelling the residue outside the hydrophobic core after a variable time spent for the
PHE19 or PHY29 into a intermediate state ; (4) this motion leads to a tighter packing of
helices B and C toward helices A and D, optimizing and stabilizing the closing of the
hydrophobic core.
There is much interest in the reverse transition, where Ca2+ ions bind to the two
loops. This transition may be favored by the large apo uctuations shown by experimen-
talists. But the oxygen carrier residues repulsion is likely to prevent the tightening of the
binding loops and, consequently, a signicant occurrence of the typical open conforma-
132
tion. Thus, the ` -sheet scaffold may act as a switch for both conformational direction
changes. The closed form is stabilized by the ` -sheet consolidation/elongation tendency
along with the hydrophobic attractions between helices. The open form is a consequence
of the ` -sheet disruption by oxygenated side chains attraction toward calcium, leading
to spatial constraints locking open the rst EF-hand pair. This description of the ` -sheet
scaffold conformational switch activated by calcium is also supported by the inability of
Mg2+ to bring up the open conformation neither for calmodulin or troponin C [95].
The expulsion of the phenylalanine at the end of helix A appears to be modulated by
the presence of a LEU-MET-VAL pocket at the beginning of helix B. The valine acts as a
transitional door by which the phenylalanine goes out. The ` -scaffold elongation favors
a slight rotation of helix B (Fig. 8.10(b)), which allow the full expulsion of PHE19 or
PHE29. Due to the high stability of this state, calcium binding should be necessary to
induce the reverse tendency and thus favor reentrance of the phenylalanine.
The holographic approach used in this work has proven able to compute a class of
ensemble motions, suitable for the calmodulin and troponin C NT conformations. In the
future, we intend to apply this method to larger systems where the multiscaling approach
is essential. Here, it allows us to identify a very detailed picture of the atomic scale steps
crucial for the large conformational transition observed in EF-hands.
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CHAPITRE 9
DISCUSSION ET CONCLUSION
Au chapitre 3 nous avons vu comment de nombreux travaux ont permis de discer-
ner les lignes importantes du comportement des protéines au travers de leur apparente
complexité. Les réseaux élastiques et le NMA ont aidé à faire le discernement entre
les échelles de temps des mécanismes moléculaires [30, 104, 259]. Le regroupement
d’atomes a permis de simuler des processus autrement inaccessibles [51, 89, 113, 128,
148]. L’étude des protéines en ciblant leurs échelles de temps plus globales est une étape
d’importance majeure pour l’avancement de nos connaissances.
À partir de là, des stratégies visant la conquête des interactions plus complexes ont pu
être mises en place. Les efforts plus récents axés sur les passages de transition [31, 167]
ou l’analyse de zones spéciques du parcours [19, 206, 207, 245] permettent d’aborder
la rugosité des paysages énergétiques. Alors que la tendance était à la simplication, à
partir des bases ainsi acquises, une tendance à intégrer des informations plus détaillées
se dessine. Par exemple, les techniques de NMA ont d’abord dénudé le modèle protéique,
faisant ressortir l’importance de la conformation par rapport aux spécicités en ce qui
concerne les mouvements harmoniques [159]. Mais là aussi on cherche maintenant à re-
mettre des informations jugées pertinentes. Par exemple, Sanejouand préconise d’utiliser
le modèle de solvation EEF1 dans la modélisation NMA [225].
Dans ce courant stratégique, les travaux de la présente thèse ont consisté à placer
les échelles de temps dans l’ordre hiérarchique dit "top-down" au lieu de "bottom-up".
Nous avons fait l’inverse du processus traditionnel qui consiste à parcourir le temps
moléculaire en cumulant des processus locaux de fréquences élevées, jusqu’à ce que la
probabilité des uctuations permettent l’évènement de plus basse fréquence. L’accent
a été mis sur les mouvements d’envergure que peuvent amener les basculements pos-
sibles, mais en conservant la capacité d’éléments spéciques d’inuencer le cours de
plus gros ensembles. Nous l’avons vu au chapitre 8 avec l’exemple du déplacement de la
phénylalanine 19 de la calmoduline, qui permet une fermeture plus stable du domaine.
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Nous avons assuré la nesse de la représentation spatiale à tout moment des passages de
transition, avec en plus une adaptation ne lors de la relaxation après chaque transition.
Plus nous avons de niveaux moléculaires à étudier, plus les rapports de temps entre
les échelles génèrent des temps de simulation impossibles. La méthode HMM ne dépend
pas de la survenue d’un événement rare à un niveau pour permettre un basculement à un
autre niveau. Elle génère les différents basculements possibles entre les parties, qu’ils
soient fréquents ou non. C’est alors le rôle du potentiel atomistique utilisé d’évaluer
l’avantage énergétique de chaque transformation proposée. La méthodeHMM s’est avé-
rée efcace dans la génération de conformations de plus en plus compactes et basses en
énergie.
Cependant les grands mouvements ne s’effectuent pas nécessairement à fréquence
lente. Nous devons distinguer entre les vibrations lentes des protéines, qui sont liées
aux uctuations permises par la structure, et les mécanismes coopératifs, qui sont ra-
pides. Les processus de repliement en deux phases principales, une rapide et une longue,
sont observés dans les protéines [47, 72, 97, 306]. Dans la première phase qui est ra-
pide, la constitution du globule fondu implique des intéractions distantes. Tandis que la
deuxième phase est lente, avec les molécules d’eau emprisonnées qui se dégagent et les
structures nes qui s’ajustent.
Les simulations de fermeture de domaines rapportées aux chapitres 7 et 8 (Fig. 7.9,
7.10, 8.3 et 8.11) mettent en évidence la capacité de la méthode HMM de simuler deux
phases : dans les premières heures des simulations nous observons d’abord un change-
ment rapide dans les structures, suivi d’un plateau. Les ajustements sont alors plus lo-
caux, mais l’énergie continue de descendre. Nous pouvons considérer la première phase
comme davantage cinétique, alors que différents mouvements sont possibles. Il devient
ensuite plus difcile de générer des mouvements amples conduisant à des évaluations de
moindre énergie lorsque l’on parvient à un certain entassement moléculaire. Les bascu-
lements des chaînes latérales interviennent alors pour afner les ajustements locaux.
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9.1 Bilan pour les Mains EF
En ce qui concernent le mécanisme des mains EF, la méthode a permis d’explorer
certains phénomènes du trajet de fermeture. Pour la troponine C comme pour la cal-
moduline, les deux boucles liant le calcium se longent en leur centre et se lient par des
ponts hydrogènes. Cette zone forme un feuillet ` plus ou moins bien déni selon la
présence ou l’absence de l’ion calcium. L’attraction des oxygènes des chaînes latérales
et de la chaîne principale par le calcium tend à perturber ce feuillet. Au contraire, les
ponts hydrogènes de ce feuillet se consolident en l’absence de calcium. Cette zone ini-
tierait donc autant le mécanisme d’ouverture, selon Grabarek [93, 94], que le mécanisme
de fermeture du domaine, comme le démontrent nos simulations (chapitre 8 ). Dans le
cas du mécanisme de fermeture, la restructuration du feuillet ` entraîne un évasement
de la zone des boucles, facilité par la répulsion entre les chaînes oxygénées, qui n’est
plus contrebalancée par l’ion positif. Si la contraction de la base des mains EF favorise
l’ouverture du domaine, son évasement permet au domaine de se refermer.
Le mouvement de fermeture amène la phénylalanine terminant l’hélice A du do-
maine NT (phe19 dans le cas de la calmoduline, phe29 pour la troponine C) à l’intérieur
d’une poche hydrophobe (formée par leu32-val35-met36 dans le cas de la calmoduline,
par leu42-val45-met46 dans la cas de la troponine C). Cet état intermédiaire est présent
sur le chemin de toutes les simulations qui ont complété la transformation (voir sec-
tion 8.3.1.8). Pour évaluer la complétion, nous avons utilisé le RMSD (avec les C_ de
la conformation apo) mais aussi considéré comme critères obligatoires la consolidation
du feuillet ` ainsi que la position de phe19/29 à l’extérieur du domaine. L’ensemble
des simulations démontrent la nécessité de la formation ` avant que la sortie de la phé-
nylalanine ne puisse survenir. Après un passage plus ou moins prolongé dans la poche
hydrophobe LMV, la phénylalanine effectue sa sortie en transitant par la valine. Le pi-
votement de leur chaîne latérale respective favorise cette transition.
Nous avons constaté la capacité de la méthode à produire un chemin complet pour
la fermeture du module NT de la calmoduline, avec 11/24 simulations, et 6 simulations
sur le même chemin mais non complétées, car dans l’état intermédiaire avec la phé-
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nylalanine 19 sise dans la pochette leu-met-val. Nos simulations ne présentent pas la
transition inverse où la phénylalanine réussirait à revenir dans la poche intermédiaire.
Ceci suggère la nécessité d’une déstructuration du feuillet ` pour permettre le retour de
la phénylalanine dans le coeur hydrophobe, et donc d’une induction par l’ion calcium.
En plus de permettre la proposition d’un enchaînement d’événements pour le mé-
canisme de fermeture, les simulations mettent en relief la coopérativité de certains élé-
ments. La gure 8.6 (c) montre que la fermeture du domaine N-terminal de la calmo-
duline implique la coopérativité entre plusieurs résidus. Nous avons généré des chiers
contenant les statistiques énergétiques de chaque résidu au fur et à mesure des simula-
tions. En particulier, nous observons que le positionnement extérieur de phe19 va de pair
avec une montée en énergie de ce résidu, permettant une baisse de l’énergie de plusieurs
résidus du coeur hydrophobe.
Les protéines troponine C et calmoduline sont de proches cousines dans l’arbre phy-
logénétique [124]. Leur domaine NT comporte cependant 30% de différence de séquence
et il est intéressant de voir si cela a une répercussion au niveau du mécanisme. Nous
avons observé en fait une plus grande facilité pour la sortie de la phe29 de TPC NT que
pour la sortie de phe19 de CAMNT. L’observation des lms des simulations suggère que
cela est imputable à une plus grande exibilité de la bouche 1 avec 3 glycines consécu-
tives en position 3-4-5 pour la troponine C par rapport à gly-asp-gly pour la calmoduline
(voir Fig. 8.1). La exibilité de cette zone libère un peu plus d’espace pour le passage de
phe29.
9.1.1 Travaux futurs pour les mains EF
Une prochaine étape serait de simuler les mains-EF en relation avec leurs protéines
cibles. Cela nécessite d’étendre la méthode holographique à la simulation de complexes.
Cela requiert aussi la maîtrise des ions, dans ce cas-ci le calcium. Un modèle de l’ion
Ca2+ avait été développé dans le cadre du développement du potentiel EOPEP. Ce mo-
dèle de calcium avait été ajouté au modèle fermé et certaines simulations présentaient
le chemin suivant : resserrement des boucles et déstructuration du feuillet bêta, retour
de phe19 à l’intérieur du coeur hydrophobe en transitant par val35, leur chaîne latérale
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basculant l’une par rapport à l’autre. La gure 9.1 montre un événement illustrant ce pas-
sage, qui mène à une plus ample ouverture du domaine. Le modèle doit être perfectionné
car beaucoup de simulations ne menaient pas à l’ouverture.
Figure 9.1 – Étapes 174 (à gauche) et 175 (à droite) d’une simulation avec ajout du
calcium au modèle fermé du domaine NT de la Calmoduline. En présence du modèle
calcium, le feuillet ` est perturbé et la zone des boucles s’est rétrécie. À l’étape 174, le
domaine est partiellement ouvert et phe19 est encore à l’extérieur du coeur hydrophobe.
À l’étape suivante, phe19 est entré dans le coeur hydrophobe et le domaine a ouvert
davantage. Dans les deux gures nous pouvons observer la valine, de couleur grise, qui
agit comme porte. Seulement certaines chaînes latérales sont illustrées ici pour plus de
clarté, et l’ion calcium est représenté en rose.
9.1.2 Validations expérimentales
Nos simulations informatiques appuient l’idée que les domaines mains-EF étudiés
suivent des trajectoires précises, guidés par des composants aux positions stratégiques,
au lieu suivre une diversité de chemins. Pour valider nos résultats informatiques nous
les avons comparés avec les observations expérimentales. Nous espérions aussi apporter
de précisions supplémentaires. On peut ensuite s’interroger dans quelle mesure certains
détails des simulations peuvent être à leur tour vériés expérimentalement. Selon un
point de vue le rôle des simulations est d’apporter des précisions inaccessibles au niveau
expérimental. Mais de telles précisions sont elles utiles si elles ne peuvent pas guider
la recherche expérimentale vers de nouvelles avenues ? Dans cette optique nous devons
examiner les implications expérimentales des hypothèses amenées par les simulations.
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Peut-on capturer expérimentalement un détail précis observé dans les simulations ? Peut-
on observer expérimentalement les effets à plus grandes échelles d’une modication
précise qui seraient prédits en simulation ?
Pourrions nous par exemple vérier par mutagénèse l’importance de la consolidation
du feuillet ` dans le mécanisme de la calmoduline ainsi que celle de la val35 comme
porte de passage pour phe19 ? Dans ces deux cas, il serait indiqué de générer des si-
mulations des états mutés an d’avoir une image préalable de ce qui pourrait subvenir
expérimentalement. Il serait difcile de vérier expérimentalement la présence d’un état
intermédiaire dans la trajectoire de fermeture car il faudrait partir de l’état ouvert. Avec
l’expression in vitro nous obtenons les molécules natives et donc les domaines NT et CT
fermés. Une mutation dans le but de stabiliser l’état intermédiaire proposé pour la tra-
jectoire de fermeture risque d’empêcher d’atteindre l’état ouvert préalable à cette trajec-
toire. En ce qui concerne val35, la prédiction serait que sa mutation vers une chaîne plus
encombrante stabiliserait l’était intermédiaire de la trajectoire de fermeture mais aussi
l’état natif fermé, empêchant l’entrée de phe19 dans le coeur hydrophobe. À l’inverse,
une mutation de val35 pour une chaîne plus légère pourrait désorganiser l’état fermé
ou l’état ouvert, mais d’une manière difcilement prévisible. Des simulations avec cette
mutation pourraient cependant donner des indices.
Selon notre analyse des simulations de fermeture du domaine NT de la calmoduline
l’élongation du feuillet ` permet l’évasement des boucles et rend possible la sortie de
phe19. Encore ici, nous devons partir de l’état ouvert pour le vérier. Par contre, nous
pourrions partir de l’état fermé mais privilégier l’état ouvert en affaiblissant le pont-
hydrogène thr29N-gly61O qui consolide le feuillet ` . Nous pouvons présumer que le
domaine s’ouvrirait à l’addition de l’ion calcium, mais aurait de la difculté à revenir à
la conformation ouverte. Une première vérication concernerait la qualité de l’ouverture
du domaine. Une activation normale de l’enzyme cible est indicatrice d’une position
correcte de phe19 à l’intérieur du coeur hydrophobe [255]. Selon nos simulations, au
retrait du calcium, l’incapacité d’allonger correctement le feuillet ` devrait entraver la
sortie de phe19 hors du coeur hydrophobe. Pour empêcher cette élongation, les résidus
thr29 et/ou gly61 pourrait être mutés pour des résidus plus encombrants entravant leur
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contact au niveau de la chaîne principale.
En résumé, si l’on considère que les calmodulines exprimées expérimentalement pré-
sentent leurs domaines mains-EF initialement fermés, une mutation de val35 en un ré-
sidu plus encombrant telle la phénylalanine stabiliserait l’état fermé du domaine NT. Par
contre une mutation de gly61 en un résidu plus encombrant, telle la tyrosine, permet-
trait éventuellement l’ouverture du domaine NT en présence de calcium, et stabiliserait
peut-être l’état ouvert par la suite. Pour en faire la vérication, nous devons donc pou-
voir tester la qualité de l’état ouvert et de l’état fermé du domaine NT de la calmoduline.
La vérication de l’état ouvert pourrait être réalisée par des tests d’efcacité de liaison à
une enzyme. Le blocage dans l’état fermé pourrait être vérié par des tests d’ellipticité (à
l’aide du discroïsme circulaire) [177, 188] comparés entre les domaines sauvages fermés
et ouverts et mutant G61T.
Tan, Mabuchi et Grabarek ont observé que l’inhibition d’un domaine ou de l’autre
de la calmoduline était sufsante pour entraver l’efcacité de l’enzyme phosphodies-
térase [255]. Pour tester l’efcacité de la liaison à cet enzyme, on peut donc cloner la
calmoduline complète et la sur-exprimer. Les tests d’efcacité de l’enzyme nous permet-
trait ensuite d’évaluer la qualité de l’état ouvert du domaine NT de la calmoduline.
Liste des démarches expérimentales :
1. Obtenir l’ADN complémentaire contenant la séquence entière de la calmoduline
(foie humain ou de grenouille par exemple).
2. Mutagénèse. En plus du type sauvage, obtenir le mutant G61Y pour empêcher
l’élongation du feuillet ` : changer le codon pour TAC de la tyrosine. Obtenir
aussi le mutant V35F pour entraver l’entrée de phe19 dans le coeur hydrophobe :
changer le codon pour TTT de la phénylalanine.
3. Clonage. Couper les séquences cDNA sauvage et mutées avec les enzymes de
restrictions KpnI et PstI. Sur-exprimer avec la réaction en chaîne par polymé-
rase [183]. Vérier les trois chaînes par séquençage avec didésoxynucléotide [226].
Pour chacune des trois variantes, insérer dans un vecteur d’expression tel PKK233-
2 et intégrer à une culture bactérienne Escherichia coli [255].
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4. Purication des trois variantes de la protéine (sauvage V35F et G61T).
5. Il faut s’assurer que les mutants se soient formés selon une structure comparable
au type sauvage. On pourrait utiliser le discroïsme circulaire pour comparer les
conformations [177, 188].
6. Vérication de l’exposition au solvant.
7. Vérication de l’ouverture du domaine. Pour le type sauvage comme pour les
deux mutants, tester l’efcacité de l’enzyme associée au fur et à mesure que l’ion
calcium est ajouté. Pour les deux mutants on compare la courbe d’efcacité de
l’enzyme avec celle du type sauvage. Nous escomptons que la qualité de l’ouver-
ture et de la liaison du mutant G61Y demeure assez bonne. Nous escomptons que
l’ouverture soit compromise pour le mutant V35F.
8. Vérication du blocage de l’état ouvert. On effectue ensuite un retrait graduel
du calcium pour le mutant G61Y et pour le type sauvage an de comparer leur
diminution de liaison à l’enzyme. Nous escomptons que G61Y demeure plus ou
moins ouvert, la sortie de phe19 étant rendue plus difcile.
9. Vérication de l’afnité au calcium. Pour bien discerner l’effet des mutations sur
la liaison au calcium de l’effet des mutations sur l’ouverture du domaine, on doit
aussi évaluer la courbe d’afnité au calcium.
9.2 Bilan pour ART holographique
Les succès obtenus proviennent des stratégies suivantes :
1. Génération de mouvements d’ensemble qui précèdent les ajustements locaux.
2. Utilisation de la précision spatiale pour des mouvements de grande amplitude.
3. Pour se rendre plus facilement à bon port, en plus des calculs atomistiques dé-
taillés, on ajoute des calculs holographiques pour guider les mouvements d’en-
semble.
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4. Adaptabilité de la représentation multi-échelle, au fur et à mesure de l’évolution
des forces.
5. Capacité d’évaluer l’effet au niveau de la trajectoire de faibles différences de sé-
quence entre certaines macro-molécules. Ceci pourrait aussi s’appliquer à l’éva-
luation des mutations et des modications post-traductionnelles.
La méthode est à ses débuts et certains problèmes sont observés :
1. Dépendance aux champs de force, qui peuvent guider vers des conformations éloi-
gnées de la conformation cible connue grâce aux méthodes expérimentales.
2. Incapacité de générer des transformations dans les boucles intercalées entre deux
zones contraintes spatialement.
3. Les algorithmes ont besoin d’être perfectionnés pour assurer la sortie des états de
stagnation dans les minimums locaux lorsqu’on a atteint une condition compacte.
4. Les simulations n’ont pas pour l’instant été générées en assez grand nombre pour
que l’on puisse évaluer la probabilité des chemins observés.
9.2.1 Échantillonage
Après un certain nombre d’événements apportant une restructuration rapide, nous
observons que certaines simulations mènent à des conformations différentes du modèle
cible principal. Bien sûr, il y a toujours la question de savoir si les trajectoires d’une
protéine mènent à des conformations diverses d’énergie similaire à la protéine native ou
plutôt si les différents chemins conduisent vers la même conformation nale [47]. Mais
pour le bien des processus moléculaires l’optimisation de l’énergie devrait favoriser la
conformation la plus courante. Les résultats naux de plus basse énergie sont dépendants
de la justesse des champs de force utilisés.
Le déroulement des simulations des mains-EF semble très lié à la réussite de la fu-
sion initiale. Une tendance aux séjours dans des conformations alternatives est illustrée
par les différents plateaux des graphiques RMSD. Aux alentours de l’événement 240, la
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simulation eop16a (gure 8.3 (c) et (d)) a été menée à plus haute température de Métro-
polis, provoquant la réouverture des domaines, puis une meilleure fermeture après retour
à une température d’acceptation de 300 K vers l’événement 405.
Pour améliorer l’échantillonnage, deux points sont à considérer. Les chemins pos-
sibles sont considérablement réduits si nous utilisons un potentiel atomistique au lieu
d’un potentiel gros grain. Par rapport au potentiel gros grain OPEP d’origine, le dévelop-
pement de EOPEP a considérablement réduit la survenue des conformations alternatives.
Ceci a été observé au fur et à mesure que furent ajoutées des interactions importantes
pour les mains EF : ponts hydrogènes entre chaînes latérales et chaîne principale, re-
présentation spatiale afnée facilitant l’imbrication complexe propre aux coeurs hydro-
phobes des mains EF, discernement entre les forces attractives et répulsives au sein des
résidus, tels la glutamine et l’asparagine par exemple. L’utilisation de champs de forces
de plus en plus précis peut améliorer les simulations de certains cas de transformation
complexe.
Deuxièmement nous pouvons aussi réduire le problème des trappes liées à la forme
du paysage énergétique. Les conformations alternatives, qu’elles soient réalistes ou non,
peuvent présenter des zones de descente énergétique menant à des minima locaux d’où
il peut être plus difcile de remonter. Des ajustements ns peuvent en outre se produire,
conduisant à une évaluation énergétique moindre. Le mouvement de sortie qui suit alors,
n’ayant pas bénécié de ces ajustements ns, aura une évaluation plus élevée et sera
rejeté. Lors de l’étude de la fermeture de la calmoduline, les caractérisations supplémen-
taires à plus haute énergie d’acceptation (900K) étaient donc appropriées pour évaluer
l’habilité de la méthode à résoudre ces situations. Un algorithme détectant une stagnation
dans un plateau serait souhaitable pour réactiver la simulation.
Il serait aussi possible de construire une image des états possibles et des chemins
entre ces états. La méthode permet la génération de chiers .REL (positions relatives
des plans peptidiques et des blocs des chaînes latérales) pour chaque événement. Ces
données prennent peu d’espace et pourraient être gardées en mémoire. Elles seraient
classées hiérarchiquement, permettant de retrouver rapidement le plus proche voisin.
Pour retrouver rapidement la conformation la plus proche, la hiérarchie de comparaison
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serait la suivante : comparaison avec les positions liées aux pivots centraux seulement,
comparaison avec les autres pivots, puis en considérant aussi la position des blocs laté-
raux. La gure 9.2 montre un exemple plus simple de classication, construite d’après
les états principaux tirés des simulations de la fermeture de la calmoduline (chapitre 8).
L’étude de ces états avait permis de déterminer le chemin pris par les simulations qui
avaient réussi à atteindre les critères importants de la conguration cible.
On peut aussi s’inspirer des techniques d’échange de répliques pour diversier l’échan-
tillonnage. Des simulations peuvent être conduites selon une plus haute température de
Métropolis. Il se présente alors des cas aléatoires où l’énergie est relativement basse,
fournissant un minimum local qui n’aurait peut-être pas été échantillonné autrement.
9.2.2 Transformations dans les boucles avec extrémités fixes
La génération de transformations entre zones contraintes reste un point majeur à amé-
liorer. Une compréhension plus étendue des différents types de mouvements d’ensemble
susceptibles de survenir dans une protéine est nécessaire. On doit inventorier les diffé-
rents types de processus coopératifs possibles et développer des représentations à par-
tir desquelles on peut les générer facilement. Ces transformations coopératives ne sont
pas seulement des stratégies informatiques visant à détecter les mouvements d’enver-
gure possibles. Des mouvements coordonnés instantanés surviennent au sein des macro-
molécules. Le déplacement d’un simple élément dans un plan de l’espace 3D peut signi-
er le basculement d’une large région dans un autre plan de cet espace. Les transforma-
tions peuvent aussi consister en des basculements internes à une zone, en des étirements
ou en des contractions. Ces derniers types de transformation peuvent s’effectuer entre
zones contraintes et doivent donc être implantés dans la méthode.
9.2.3 Développement des potentiels
La convergence des simulations ART nouveau - HMM vers la cible recherchée est
dépendante de la justesse des potentiels atomiques non-biaisés utilisés. La possibilité
de générer des trajectoires non biaisées, alors que l’on connait la destination souhai-
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Figure 9.2 – Étapes principales de 24 simulations HMM-EOP pour la fermeture de la
calmoduline. L’enchaînement optimal des événements serait celui des simulations 9, 10,
11 et 21 car la sortie de phe19 permettrait la stabilité de la conformation fermée.
table, s’avère un moyen de tester de manière sévère les potentiels atomistiques. Toute
faiblesse d’une représentation des forces et énergies conduit rapidement à des confor-
mations non réalistes, alors même que la simulation multi-échelle génère des descentes
énergétiques efcaces, mais selon un paysage énergétique erroné. Il n’est plus question
ici de calibrer un potentiel en utilisant des déformations relativement locales d’un éven-
tail de molécules. Cette stratégie ne permet que d’étalonner les représentations des états
moléculaires stables. Nous en sommes ici à générer des simulations permettant de dis-
cerner en quelques heures les capacités et incapacités d’un potentiel à bien représenter
non seulement les états moléculaires stables, mais aussi les états transitoires entre des
états éloignés.
9.3 Perspectives d’application
Si l’on classe la méthode selon son domaine d’expertise, nous dirions d’abord qu’elle
vise les phénomènes non-harmoniques, qui comportent des états intermédiaires, en par-
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ticulier à cause de son utilisation en conjonction avec ART nouveau. La méthode s’ap-
plique plus particulièrement aux changements d’envergure, bien qu’elle permette de dis-
cerner le rôle d’éléments de niveau atomistique. Elle comporte un avantage sur les ap-
proximations gros grain habituelles, car elle effectue les déplacements d’ensemble selon
des champs de force précis et actualisés à tout moment, au lieu d’appliquer aux en-
sembles des forces prédéterminées et non adaptatives. Mais la méthode est à ses débuts
et son utilisation est encore limitée. Pour une utilisation plus universelle, il faut corriger
son incapacité à générer des transformations entre zones contraintes.
L’application de la méthode HMM aux domaines des protéines calmoduline, tropo-
nine C, protéine A et protéine G démontre qu’il est possible de rejoindre des conforma-
tions distantes avec des simulations non biaisées. Pour ces protéines, la méthode a permis
de discerner des processus non-harmoniques, ainsi que coopératifs, analysés grâce aux
statistiques de chaque résidu (voir gure 8.6).
9.3.1 Mutagénèse et modifications post-traductionnelles
Les premiers essais sur la calmoduline, qui se sont faits en absence de la déni-
tion de ponts hydrogènes entre les chaînes latérales et la chaîne principale, ont démon-
tré l’importance des résidus oxygénés non seulement pour la coordination du calcium,
mais aussi pour la stabilité de la conformation non liée (voir section 6.4). Ceci met
en relief le potentiel de la méthode pour tester différentes hypothèses de mutagénèse.
Qu’adviendrait-il par exemple si l’on mutait in silico phe19 de la calmoduline en une
simple alanine ? Nous pourrions peut-être reproduire les grandes lignes des constatations
faites par Meyer, Mabuchi et Grabarek au sujet de cette mutation [177]. Il peut être avan-
tageux d’effectuer des tests informatiques préliminaires avec ART holographique avant
de s’engager dans la genèse de protéines mutantes. Si l’on est limité dans le nombre de
mutations à générer et évaluer, les trajectoires obtenues en simulation pourrait aider à
ordonner les mutations selon leur intérêt.
Les modications post-traductionnelles jouent un grand rôle dans le fonctionnement
des protéines et des acides nucléiques. La phosphorylation des résidus sérine, thréo-
nine ou tyrosine permet de désactiver ou d’activer diverses protéines [44]. La glycolisa-
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Figure 9.3 – Exemples de modications post-traductionnelles. a) Glycolisation de deux
résidus lysine. b) Méthylation de l’histidine. c) myristoylation du C-terminal de la reco-
verin. c) Phosphorylation d’un résidu tyrosine. Images générées avec pymol.
tion permet l’adhésion entre les cellules [282, 284]. Les histones qui contrôlent l’ADN
sont aussi régulées par des modications post-traductionnelles, ainsi que l’ADN lui-
même [62]. La gure 9.3 donne quelques exemples de modications post-traductionnelles.
Comme c’est le cas pour la mutagénèse, ces modications sont simples à modéliser in
silico et pourrait donner lieu à des simulations comparatives.
9.3.2 Diversité moléculaire
La maitrise des différentes sortes de molécules n’est qu’une question d’ajout de dé-
nitions structurales (atomes, liens, angles de valence et de torsions) et d’ajouts de types
d’atomes aux potentiels. En ce qui concerne leur manipulation au niveau holographique,
il convient de ne sélectionner que les pivots les plus exibles pour dénir des bascule-
ments de plans relatifs. Le cas le plus difcile serait celui des ADN et ARN. Leur chaîne
comporte beaucoup plus de pivots exibles que celles des protéines. Par contre les bases
latérales ont une certaine rigidité et pivotent autour du C1 du ribose.
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9.3.3 Complexes moléculaires
Le travail de doctorat s’est concentré sur le fonctionnement interne de protéines indi-
viduelles, mais l’idée est réutilisable pour d’autres échelles d’organisation moléculaire.
La représentation en coordonnées sphériques est exible et peut aussi bien accommoder
un assemblage de molécules que l’on déplace comme des blocs rotatifs, qu’un assem-
blage des parties d’une seule protéine. Le méthodeHMM permet de faire basculer les ré-
gions internes à une molécule comme des blocs dans l’espace. Ces habilités peuvent être
appliquées aux déplacements de protéines dans un assemblage (bres et complexes mo-
léculaires) car chaque molécule peut être représentée comme un bloc mu par les forces
atomistiques projetées sur ses axes de rotation.
Une première étape accessible serait d’abord l’application de la méthode à des études
de dimérisation. Levy, Wolynes et Onuchic ont étudié trois sortes de dimérisation : obli-
gatoire, induite et non-obligatoire [151]. Lors de la dimérisation non-obligatoire, deux
molécules s’assemblent ultérieurement à leur repliement individuel. Le repliement des
dimères obligatoires survient suite à l’association des deux molécules. Pour le troisième
cas de gure, l’une des protéines a déjà atteint son repliement natif et induit le repliement
de la seconde (voir Fig. 9.4). Les capacités de ART holographique seraient à évaluer
pour la simulation de ces trois scénarios. En parallèle de la transformation individuelle
des protéines, on pourrait aussi faire basculer celles-ci comme des blocs dans l’espace.
Des ajustements aux potentiels à solvant implicite, ou l’utilisation de potentiel à sol-
vants explicites, permettrait la simulation de protéines membranaires. Elles sont souvent
composées d’hélices _ dont certaines basculent par rapport aux autres [26, 116, 156,
220], d’où l’intérêt de les étudier avec ART holographique.
9.3.4 Repliement
La variété des protéines va de pair avec une diversité des scénarios de repliement.
Comme nous l’avons vu lors des tests des protéines A et G ouvertes, ART hologra-
phique peut effectuer le repliement dans le cas où les structures secondaires sont déjà
formées. Mais bien souvent les structures secondaires sont induites consécutivement à
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Figure 9.4 – Dimères de protéines. a) b) e) Dimères obligatoires. c) d) f) Dimères non
obligatoires. (Images créées avec Pymol).
une organisation pré-tertiaire survenant lors d’une fusion préliminaire [13, 127]. Il est
donc nécessaire de parfaire la méthode pour la simulation des transformations locales.
9.4 Épilogue
Des variations importantes peuvent apparaître dans les mécanismes moléculaires ou
dans l’architecture des complexes moléculaires consécutivement à des variations locales
plus ou moins subtiles telles que les mutations, les modications post-traductionnelles
et l’effet de différents ligands. Les progrès en rapidité et en précision des techniques
numériques peuvent permettre d’afner la compréhension de ces différences.
La poursuite du développement de la méthode HMM va de pair avec celle des mo-
dules informatiques associés à celle-ci : méthodes d’échantillonnage et champs de forces
atomiques. Parce qu’en phase de développement, ART holographique doit d’abord être
appliqué à des protéines accompagnées de solides informations expérimentales. Notre
système permet ainsi de discerner plusieurs détails des trajectoires des mécanismes. Ceci
peut conduire au développement de champs de forces de plus en plus aptes à reproduire
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des transformations complexes connues. Ce n’est que lorsque les résultats de la mé-
thode seront reconnus valides dans un bon nombre de situations que l’on pourra aborder
l’exploration de mécanismes difcilement accessibles par les voies expérimentales. Les
trajectoires hypothétiques devront ensuite être validées par de nouvelles expériences in
vitro. Car les simulations informatiques s’inscrivent dans la partie théorique du cycle
traditionnel de la méthode scientique : données - hypothèses - expérimentations basées
sur les hypothèses - nouvelles données...
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