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Introduction
The study of integrability of nonlinear partial differential equations (PDEs) has been an active area of research for several decades. Presently, the most direct and widest definition of integrability is that a PDE system should possess a hierarchy of symmetries [1, 2] . Other aspects of integrability possessed by some PDE systems are a hierarchy of conservation laws [2] , a bi-Hamiltonian structure [3, 4] , and a Lax pair [5] or an inverse scattering transform [6] .
For integrable scalar evolution equations in 1+1 dimensions, both the equation and its symmetries can be typically expressed as a hierarchy of flows [7] u t = R n (u x ), n = 1, 2, . . .
given in terms of a recursion operator R, where n = 1 yields the root integrable equation u t = R(u x ), and each n ≥ 2 yields a higher-order integrable equation corresponding to a symmetry in the hierarchy X (n) = R n (u x )∂ u , while n = 0 yields the root symmetry consisting of x-translations X (0) = u x ∂ u in evolutionary form. A complete classification is known [8, 9, 10, 11, 12] for all hierarchies of integrable scalar evolution equations (1.1) with the semilinear polynomial form u t = u mx + f (u, u x , . . . , u (m−1)x ), m > 1, where f is a polynomial function with positive scaling weight k > 0 under a group of scaling transformations x → λx, t → λ m t, u → λ −q u (with group parameter λ = 0). These hierarchies consist of:
• m = 2 Burgers (q = 1); • m = 3 Korteweg-de Vries (KdV) (q = 2), modified Korteweg-de Vries (mKdV) (q = 1);
• m = 5 Sawada-Kotera (SK) (q = 2), Kaup-Kupershmidt (KK) (q = 2), Kupershmidt (K) 1 (q = 1);
• potential versions of those. In particular, every integrable semilinear positive-weight polynomial scalar evolution equation except the Ibragimov-Shabat (IS) equation belongs to these six hierarchies. (Interestingly, there is a differential substitution that transforms the IS equation into a semilinear rational evolution equation which is the root equation in an integrable hierarchy.)
In contrast [13] , no integrability classification yet exists for non-polynomial scalar evolution equations as well as for non-evolution scalar equations. However, there is a class of such equations associated to any hierarchy of integrable scalar evolution equations by considering flows defined by the kernel of the underlying recursion operator. These flows take the form R n (u t ) = 0, n = 1, 2, . . . (1.2) which are commonly called "negative flows" [14] , where R is the recursion operator of the root integrable equation u t = R(u x ). Each negative flow can be expressed, after some differential manipulations, as an equation of the general form u t mx = f (u, u x , . . . , u (m−1)x , u t , u tx , . . . , u t (m−1)x ), m > 1. A well-known example is the sine-Gordon equation, which arises as a special case of the first negative flow in the mKdV hierarchy [15] . Another familiar example is the Camassa-Holm equation, which arises from the first negative flow in the KdV hierarchy by a hodograph transformation [16] .
In the present paper, we introduce and study a more general class of negative flows given by R n (u t ) = κ n u t , n = 1, 2, . . . with κ n being a (constant) parameter. When κ n = 0, this class reduces the ordinary negative flows (1.2) associated to the root integrable equation u t = R(u x ). We will establish the following general results in Sec. 2. First, if the recursion operator R is hereditary [16] , then each generalized negative flow equation shares the hierarchy of symmetries of the root integrable equation and hence is integrable itself. Second, if the root integrable equation possesses a bi-Hamiltonian structure, corresponding to a factorization of the recursion operator R, then each generalized negative flow equation also has a biHamiltonian structure. Third, the resulting hierarchy of conservation laws arising from a biHamiltonian structure for the root equation determines a related conservation law hierarchy for each generalized negative flow equation. Fourth, this structure also gives rise to spatial first integrals that can be used to integrate each generalized negative flow equation to obtain an equivalent flow equation having a lower differential order. All of these main results hold equally well for the ordinary negative flows (1.2).
In Sec. 3, we will work out the explicit form of the first generalized negative flow for each of the integrable semilinear positive-weight polynomial scalar evolution equation hierarchies: Burgers, KdV, mKdV, SK, KK, K. Their respective hierarchies of symmetries, bi-Hamiltonian structures, and conservation laws are also derived.
Finally, in Sec. 4, we will make some concluding remarks. Other work on negative flows from different points of view can be found in Ref. [17, 18, 19, 20, 21, 22] .
General results on negative flows
We start with some preliminaries that will be needed in stating and proving the main results. The appropriate setting is variational calculus on jet spaces (see Ref. [4] ).
Let u(t, x) be a scalar function of two independent variables t, x. The jet space associated to the set of these functions is the coordinate space defined by the variables t, x, u and the partial derivatives of u to all orders, J ∞ = (t, x, u, u t , u x , . . .). A differential function on J ∞ is a smooth function f (t, x, u, u t , u x , . . .) of finitely many variables. A vector field in evolutionary form on J ∞ consists of an operator X η = η∂ u where η is some differential function. The action of a vector field on differential functions is given by the Frechet derivative prX η (f ) = η∂ u f + (D t η)∂ ut f + (D x η)∂ ux f + · · · = δ η f where D denotes a total derivative and pr denotes prolongation. This action can be viewed naturally as the infinitesimal change in the function f under the flow u t = X η (u) = η defined by the vector field X η = η∂ u . The Frechet derivative operator applied to a differential function is defined as
where
A linear pseudo-differential operator has the form
where q is a non-negative integer, and each R k is a differential function. For
|k| where the inverse total derivative D −1
x is defined by the properties D −1
x , D x ] = 0 when these operators act on an arbitrary differential function. The adjoint R * of a linear pseudo-differential operator is defined through the integration by parts identity
Any linear pseudo-differential operator has a formal inverse which is a linear pseudodifferential operator R −1 defined by the property RR −1 f = R −1 Rf = f where f is an arbitrary differential function. Note that a given operator R can have a kernel f whereby Rf = 0 holds for some particular differential function f which is possibly nonlocal (namely, f is some function of t, x, derivatives of u, and nonlocal variables given by D k x u and D k x u t with k < 0).
The Frechet derivative of a linear pseudo-differential operator is defined coefficient-wise
by the Lie derivative
(2.6) where the bracket denotes the commutator of operators. This action arises naturally as the infinitesimal change in the operator R under the flow u t = X η (u) = η defined by the vector field X η = η∂ u .
Note that for η = −u t the vector field X η = −u t ∂ u generates time translations, and consequently L Xη R = −δ ut R+[D t , R] = R t acts as the partial t-derivative on the coefficients of R. The operator R is thereby invariant under time translations iff
For the results hereafter, the main condition that will be needed on linear pseudodifferential operators R is the hereditary property [16] 
holding for all differential functions η. An equivalent formulation is given by
2.1. Symmetry properties and integrability of negative flows. Generalized negative flow equations have the form
in terms of a linear pseudo-differential operator R, where n is a positive integer and κ n is a constant. In particular, equation (2.10) will be called the generalized −n flow. A vector field X = η∂ u is an infinitesimal symmetry of this equation (2.10) iff it leaves the solution space of the equation invariant, (prXF )| F =0 = 0. This invariance condition can be formulated equivalently as
which constitutes a determining equation on the differential function η.
To begin, we first establish conditions for R to be a symmetry recursion operator.
Lemma 1.
If the operator R is both hereditary (2.8) and time-translation invariant (2.7), then R is a symmetry recursion operator for the flow equation (2.10).
The proof is straightforward. It is necessary and sufficient to show that if X η = η∂ u is an infinitesimal symmetry then so is X Rη = (Rη)∂ u . Consider
The first term in this expression (2.12) can be expanded by using the hereditary property (2.9) to get
In this expanded expression (2.13), the first term simplifies through the symmetry equation (2.11)
while the remaining terms yield telescoping sums
After the flow equation (2.10) is substituted into the terms (2.15) and (2.16), the expanded expression (2.13) yields
(2.17) Then this expression (2.17) combines with the second and third terms in expression (2.12) to give
Each term now simplifies due to the relation D t f − δ ut f = f t which holds for any differential function f . This yields
Hence, with these simplifications, the expression (2.12) becomes
which shows that (δ Rη F )| F =0 = R n (R t η) − κ n R t η will vanish whenever R t = 0. This completes the proof.
Next we establish an invariance condition on R for the generalized negative flow equation (2.10) to possess space translations as symmetries. Recall, space translations are generated by the vector field X η = −u x ∂ u with η = −u x . Lemma 2. An operator R is invariant under space translations iff
For any space-translation invariant operator R, the corresponding flow equation (2.10) possesses space translations X η = −u x ∂ u as symmetries.
The proof consists of showing that η = −u x satisfies the symmetry equation (2.11), without use of the hereditary property (2.9). Consider
The first term in this expression (2.23) can be expanded by using the invariance property (2.22) to get
which yields a telescoping sum
Substitution of the flow equation (2.10) into this expression (2.25) then shows that the first term in expression (2.23) becomes
Now this expression (2.26) can be combined with the second and third terms in expression (2.23), yielding (δ η F )| F =0 = 0. This completes the proof. We can now state the main integrability result by combining Lemmas 1 and 2 along with the following standard property of hereditary operators [4] : if R is a hereditary operator, then it is a recursion operator for each evolution equation in the hierarchy of flows (1.1). Theorem 1. Let R be a hereditary operator that is invariant under both time and space translations. Then the flow equation (2.10) possesses an infinite hierarchy of symmetries
starting with the space translation symmetry
The next symmetry X (1) = −R(u x )∂ u can be viewed as defining a root flow equation u t = R(u x ) for which the equation (2.10) represents a generalized negative flow for every n = 1, 2, . . .. In particular, all of the generalized negative flows, the root flow, and all of the higher-order flows defined by
. ., comprise a hierarchy of flows with the integrability property that they share all of the symmetries (2.27).
2.2. Bi-Hamiltonian structure of negative flows. A Hamiltonian operator D is a linear pseudo-differential operator that is skew and obeys a Jacobi relation. These two properties have an equivalent formulation in terms of an associated Poisson bracket defined by
modulo boundary terms, with F = Ω F dx denoting a functional on a domain Ω ⊆ R, where F is an arbitrary differential function. A Poisson bracket (2.28) satisfies
which corresponds to the operator D being Hamiltonian. In particular, the Poisson bracket properties can be shown to be equivalent to the conditions [4] 
holding for all differential functions η i , where the notation "≡" denotes equality modulo a total x-derivative D x θ. Two Hamiltonian operators D 1 and D 2 are said to be a compatible pair if an arbitrary linear combination c 1 D 1 + c 2 D 2 is again a Hamiltonian operator. This is equivalent to the condition [4] η
Suppose the root equation in a hierarchy (1.1) of integrable evolution equations has a bi-Hamiltonian structure
given by a compatible pair of Hamiltonian operators H, E, and two Hamiltonian functionals H, E. Then Magri's theorem [3] shows that all of the higher-order evolution equations in the hierarchy inherit a bi-Hamiltonian structure, and that the hereditary recursion operator for the hierarchy has the factorization R = EH −1 . (2.34) There is another factorization of this operator
where J is a symplectic operator. The properties of a symplectic operator J have a natural formulation in terms of an associated symplectic 2-form defined by
modulo boundary terms, with X = η∂ u being a vector field in evolutionary form, where η is an arbitrary differential function. A symplectic 2-form (2.36) is skew and closed,
(2.37) These properties correspond to the operator J being symplectic. An equivalent characterization is that an operator J is symplectic iff the formal inverse operator J −1 is Hamiltonian. A standard feature of the hereditary recursion operator (2.34) is that it can be used to produce a hierarchy of mutually compatible Hamiltonian operators
starting from the pair of Hamiltonian operators
Moreover, all of these Hamiltonian operators H (n) are compatible with the Hamiltonian operator J −1 .
We will now show that each generalized negative flow equation (2.10) possesses a biHamiltonian structure. To begin, we write equation (2.10) in the form
with the use of the factorization (2.35). Then we let
is equivalent to equation (2.39). We next write equation (2.42) in the form
in terms of the operator
It is straightforward to see that D n is a Hamiltonian operator, since J −1 and H (n−1) are a compatible Hamiltonian pair.
Recall, a differential function f depending on u and x-derivatives of u will have the form of an Euler-Lagrange expression f = E u (L) iff its Frechet derivative operator is self-adjoint,
More generally, a function f satisfying a pseudo-differential operator equation Df = 0, in which the coefficients of D depend on u and x-derivatives of u, will have the form f = δL/δu iff η 1 δ η 2 f = η 2 δ η 1 f , holds modulo a total x-derivative D x θ, for arbitrary differential functions η.
We will now state the main result and give its proof afterwards.
Theorem 2. Each generalized negative flow equation (2.10) has the bi-Hamiltonian structure
where D n = H (n−1) − κ n J −1 and J −1 are a compatible pair of Hamiltonian operators, and where H (n) = Ω H (n) dx and E (n) = Ω E (n) dx are Hamiltonian functionals with
and with h (n) defined implicitly in terms of u by equations (2.40) and (2.42).
The proof consists of showing that both
, where R * = J H is the adjoint recursion operator. To proceed with the proof, from equation (2.43)
for an arbitrary differential function η 1 . We multiply by another arbitrary differential functionη 2 to getη 2 
. By antisymmetrizing this equation in η 1 and η 2 , we obtain
where the lefthand side will vanish iff w (n) satisfies the Helmholtz condition. The righthand side can be simplified by using the Hamiltonian properties (2.30)-(2.31) of D n to get
This expression vanishes due to equation (2.43). Hence, we have
showing that w (n) satisfies the Helmholtz condition.
To complete the proof, we now show by a similar kind of argument that
satisfies the Helmholtz condition. Taking the Frechet derivative of this relation (2.50), we have
for an arbitrary differential function η 1 . We multiply by another arbitrary differential function η 2 , and integrate by parts, yielding
, and antisymmetrize in η 1 and η 2 , which gives
The lefthand side of this equation will vanish iffw (n) satisfies the Helmholtz condition. On the righthand side, the last two terms can be simplified by using the Hamiltonian properties (2.30)-(2.31) of D n to get
(2.53)
Next, the first two terms on the righthand side of equation (2.52) can be expanded by using the relation h (n) = J −1 w (n) , which yields
The first two terms on the righthand side of this equation can be simplified by using the property (2.32) that the Hamiltonian operators D n and J −1 are compatible, combined with the property that J −1 is skew. This gives
The first term on the righthand side in equation (2.55) vanishes due to the flow equation (2.43), while the second term cancels the term (2.53). Hence, after all of these steps, the righthand side of (2.52) is given by combining the remaining two terms on the righthand side in equations (2.55) and (2.54), which gives
Finally, we writeη i = Jη i , so then equation (2.52) becomes
after integration by parts, using J * = −J , whereR = D n J . The last two terms on the righthand side of equation (2.57) can be converted into the form
by using equation (2.43) followed by integration by parts using D * n = −D n . As a result, equation (2.57) becomes
The two groups of terms on the righthand side separately vanish because w (n) satisfies the Helmholtz condition. Hence, we have
showing thatw (n) satisfies the Helmholtz condition. This completes the proof. We remark that when the Hamiltonian operators H (n−1) and J −1 possess a scaling symmetry then the negative flow equation (2.45) with κ n = 0 will also possess a scaling symmetry,
In this case, the Hamiltonians (2.46) can be obtained from h (n) by an algebraic formula [23] using the scaling generator X = (−qu − xu x + m n tu t )∂ u instead of the homotopy integral formula. In particular, let s n be the scaling weight of w (n) = J (h (n) ) = δH (n) /δu and consider the action of the scaling generator on H (n) . Note that here both w (n) and H (n) are regarded as expressions depending on u as defined by equations (2.40) and (2.42). Consequently, for the first Hamiltonian H (n) , we have
after integration by parts, and we also have the variational relation XH (n) ≡ w (n) Xu = −(qu + xu x )w (n) . The term involving x in this relation can be expressed as −xu
x (u x w (n) ) using integration by parts, which yields
Equating the two expressions (2.61) and (2.62), we obtain
which yields H (n) provided that s n = q − 1. A similar algebraic formula holds for the second Hamiltonian E (n) , 
and
where h (n) and w (n) are defined by equations (2.40)-(2.42), and wherew (n) is defined by D n (w (n) ) = h (n) . A conformal scaling of t can be chosen to put either
The proof uses only the skew property of the Hamiltonian operators H and J combined with the adjoint identity (2.4). Starting from the formulation (2.42) for the generalized negative flow equation (2.10), we multiply by w (n) to get
The first term in this equation is a total x-derivative w (n)
) by applying the adjoint identity to H (n−1) * = −H (n−1) . Next, the second term in equation (2.69) can be expressed as
) by applying the adjoint identity to J * = −J . Hence, equation (2.69) reduces to a total x-derivative (2.65). The derivation of the equation (2.66) is similar. We consider the product
In this equation, the first term is a total x-derivative
) after use of the adjoint identity applied to H * = −H followed by the relation w (n) = J (h (n) ). Then applying the adjoint identity to
(n) ). Substituting these expressions back into equation (2.70), we obtain
To complete the proof, we first integrate equation (2.65) with respect to x to obtain Φ x
. We next observe that this expression is bilinear in h (n) = u t since w (n) = J (h (n) ) = J (u t ). Hence we can use a change of variable t →t(t) given by (dt/dt) 2 = |f (t)| to put f (t) = ±1 = const., which leaves the flow equation (2.10) unchanged up to a conformal scaling factor. This yields equation (2.67) . Similar steps applied to equation (2.66) give equation (2.68).
Conservation laws of negative flows.
When an evolution equation on a spatial domain Ω ⊆ R has a Hamiltonian structure u t = H(δH/δu), the Hamiltonian functional H = Ω H(t, x, u, u x , u xx , . . .)dx yields a global conservation law if H t = 0. The derivation relies on the adjoint identity (2.4) applied to the Hamiltonian operator H, and on the variational identity (2.1) applied to D t H = H ′ (u t ). Specifically, first using the variational identity we combine H) . Finally, we integrate this divergence equation over Ω, yielding the global conservation law
holding for all solutions u(t, x) of the evolution equation u t = H(δH/δu). The local form of this conservation law can be expressed as a divergence identity
in which H is the conserved density, −Ψ is the flux, and Q is the multiplier. In particular, Q satisfies the adjoint of the determining equation for evolutionary symmetries X = η∂ u , which can be shown by taking the variational derivative of the divergence identity (2.73) and restricting the resulting equation to solutions u(t, x) of u t = H(δH/δu). Solutions of the adjoint symmetry determining equation are commonly called cosymmetries or adjointsymmetries. Now consider a hierarchy (1.1) of integrable evolution equations having a Hamiltonian structure
with time-independent Hamiltonian functionals
It is well-known that each Hamiltonian functional yields a global conservation law for the root evolution equation u t = u x in the hierarchy. We will give a simple proof of this result, which we will extend to all negative flow equations (2.10) associated to the hierarchy.
Proposition 2. In a hierarchy (2.74) of Hamiltonian evolution equations, each Hamiltonian gradient
. . is a multiplier that yields a conservation law identity (2.73) with H = H (k) holding for the root equation
The proof uses the factorization R = HJ where J is a symplectic operator. From the form of the evolution equations in the hierarchy, we have
). This yields
where R * = J H is the adjoint recursion operator. In particular, the gradient of the first Hamiltonian H (0) gives the multiplier Q (0) = H −1 (u x ). Now, the variational identity (2.1) shows that
)HJ (u x ) which can be expressed in a symmetrical form after repeated integration by parts followed by use of the commutation relation RH = HR * . When k is odd, we obtain
whereas when k is even, we get
(2.79) where the notation "≡" denotes equality modulo a total x-derivative D x θ. Finally, by using the skew property of H and J , along with the adjoint identity (2.4), we see that the righthand sides of equations (2.78) and (2.79) are total x-derivatives,
We now state and prove a similar result for all negative flow equations (2.10). 
where H (l) is the time-independent Hamiltonian for the l th evolution equation.
The proof consists of showing that
) is a multiplier producing a local conservation law for each negative flow equation. Consider (R n (u t ) − κ n u t )Q (k) . The second term can be expressed as
after repeated integration by parts followed by use of Proposition 2. This establishes 0 = (
, which completes the proof.
Examples of generalized -1 flows
The root equation in each of the six hierarchies of integrable semilinear positive-weight polynomial scalar evolution equations is listed in Table 1 , where q denotes the scaling weight with respect to the group of scaling transformations
(with group parameter λ = 0). Note hereafter we use the notation u kx = ∂ k x u, k = 1, 2, . . .. In each of these six hierarchies, the generalized −1 flow equation has the form
where R is the recursion operator for the hierarchy. Only the recursion operator for the Burgers hierarchy does not possess a factorization (2.35) given by a Hamiltonian operator Integrable evolution equation H and a compatible symplectic operator J . A convenient summary of all these operators is provided in Ref. [24] . We now work out the explicit form and properties of the first generalized negative flow in each hierarchy. We will start with the Burgers hierarchy, which has no Hamiltonian structure. Next we will consider the mKdV and Kupershmidt hierarchies, which share both a scaling symmetry and a Hamiltonian operator. Last we will consider the KdV, Sawada-Kotera, and Kaup-Kupershmidt hierarchies, which share a scaling symmetry and have similar first integrals.
Burgers generalized -1 flow. The recursion operator for the Burgers hierarchy is given by
3) We can write the generalized −1 flow equation (3.2) in the Burgers hierarchy as a PDE system
involving u, a negative-flow variable h, and a potential variable h 1 . This system can be expressed equivalently in the form of a single non-evolutionary equation as follows. First, we solve equation (3.4b) for h 1 , which yields
Next, we substitute h 1 into equation (3.4c), giving
after the terms have been expanded out. Finally, we substitute h from equation (3.4a), which gives the equation
which is the generalized Burgers −1 flow. Although the Burgers −1 flow does not have a Hamiltonian structure, it does possess a first integral, which arises from the identity
holding for the PDE system (3.4). This identity yields h + we can express
Then, substituting this expression for h 1 along with h = u t into equation (3.5), we obtain the lower order non-evolutionary equation
which is equivalent to the generalized Burgers −1 flow equation (3.7) up to a conformal scaling of t. This −1 flow equation has three main properties. Firstly, it is invariant under the scaling transformation x → λx, t → λ −1 t, u → λ −1 u, κ → λ −1 κ. Secondly, it possesses a hierarchy of symmetries (2.27) from Theorem 1, where the root symmetry is an x-translation X (0) = u x ∂ u and the first higher-order symmetry
corresponds to the Burgers flow u t = u 2x + uu x . Thirdly, it can be mapped into a linear equation by a Cole-Hopf transformation u = 2v x /v, which yields
The special casec = 0 of this linear equation has been obtained previously by a related method in Ref. [20] where generalized −n flows for Burgers equation are studied.
3.2. mKdV generalized -1 flow. The recursion operator for the mKdV hierarchy has the Hamiltonian factorization
We can write the generalized −1 flow equation (3.2) in the mKdV hierarchy as a PDE system
involving u, a negative-flow variable h, and a potential variable h 1 . This system can be expressed equivalently in the form of a single non-evolutionary equation as follows. First, we substitute w from equation (3.15c) into equation (3.15b) to get
Next, we solve this equation for
and substitute it into equation (3.15d), which yields
after the terms have been expanded out. Finally, we substitute h from equation (3.15a), giving the equation
which is the generalized mKdV −1 flow. From Proposition 1, it follows that this equation (3.19) can be integrated once to obtain an equivalent equation of lower differential order, by use of the first integral (2.65). The expression for the first integral is derived from the identities 20) which together yield
holding for the PDE system (3.15). This gives the first integral (
where c(t) can be scaled by a conformal change of variable t →t(t) so that c =c = const. without loss of generality. Then we can use the resulting equation
to express
Substituting this expression for h 1 along with h = u t into equation (3.17), we obtain the non-evolutionary equation
which is equivalent to the generalized mKdV −1 flow equation (3.19) up to a conformal scaling of t. When κ = 0, the generalized mKdV −1 flow equation (3.24) reduces to the ordinary mKdV −1 flow which appears in Ref. [25] . In turn, the ordinary mKdV −1 flow reduces to u t2x = −u 2 u t + u −1 u x u tx whenc = 0. This reduced equation is equivalent to the sineGordon equation by the following steps. First, the reduced equation possesses an integrating factor Q = u tx /u 2 which yields (u t2x + u
after a conformal change of variable t →t(t).
Hence we obtain u tx = ±u ĉ 2 − u 2 t . This equation is well-known to be equivalent to the sine-Gordon equation θ tx = ±ĉ sin θ through the standard transformation u = ±θ x , u t =ĉ sin θ. There is an alternative derivation of this equivalence, which is useful to see. The reduced equation u t2x = −u 2 u t + u −1 u x u tx can be directly written as a PDE system
This system clearly satisfies D x (h 2 + h 1 2 ) = 0 which yields the first integral h 2 + h 1 2 = c 2 = const.. We can use this first integral to express h 1 = ± √ĉ 2 − h 2 and substitute this expression along with h = u t into D x h = −uh 1 , directly giving u tx = ∓u ĉ 2 − u Hence, the generalized mKdV −1 flow equation (3.24) represents a two-parameter generalization of the sine-Gordon equation. We now state some main properties of this −1 flow.
Firstly, the −1 flow equation (3.19) is invariant under the scaling transformation x → λx, t → λ −2 t, u → λ −1 u, κ → λ −2 κ. Secondly, from Theorem 1, the −1 flow equation (3.19) possesses a hierarchy of symmetries (2.27). The root symmetry is an x-translation X (0) = u x ∂ u , and the first higher-order symmetry
corresponds to the mKdV flow u t = u 3x + 3 2 u 2 u x . Thirdly, from Theorem 3, the −1 flow equation (3.19 ) also possesses a hierarchy of global conservation laws (2.81) which are related to the conservation laws of the mKdV flow. It is well-known that the first four mKdV conservation laws are given by the Hamiltonian (conserved) densities
, and
. This yields the corresponding conserved densitiesH
for the −1 flow equation (3.19) . Fourthly, the −1 flow equation (3.19) has a bi-Hamiltonian structure (2.45) from Theorem 2. This structure can be written down in a simple, explicit way in the case κ = 0, by considering the algebraic scaling formulas (2.63) and (2.64). Note q = 1, s = 0,s = 2 respectively are the scaling weights of u, w,w. For the first Hamiltonian density, we see s − q + 1 = 0 implies that the algebraic scaling formula (2.63) cannot be applied. However, since D x w = 0, we can immediately conclude that H (1) ≡ uw yields the Hamiltonian density for the first Hamiltonian structure (2.45). For the second Hamiltonian density, the algebraic scaling formula is applicable sinces − q + 1 = 0. This yields 2E (1) ≡ −uw + D −1
x (u xw ) ≡ −h 1 after integration by parts, using equation (3.15d). Hence E (1) ≡ − 1 2 h 1 yields the Hamiltonian density for the second Hamiltonian structure (2.45).
3.3. Kupershmidt generalized −1 flow. The recursion operator for the K hierarchy has the Hamiltonian factorization
We can then write the generalized −1 flow equation (3.2) in the K hierarchy as a PDE system
which involves u, a negative-flow variable h, and two potential variables h 1 , h 2 . This system is equivalent to a single non-evolutionary equation which is obtained by the following steps. We substitute w from equation (3.35c) into equation(3.35b), yielding
We now solve this equation for
and substitute it into equation (3.35e), which gives
where 
We substitute this expression into equation (3.35d), which yields
The highest derivative term in this equation comes from the D x h and then substituting h = u t , we obtain the generalized K −1 flow equation
From Proposition 1, we can integrate the flow equation (3.43) once to obtain an equivalent equation of lower differential order, by use of the first integral (2.65). The expression for the first integral is derived from the identities
Together, these identities yield
This gives a first integral
holding for the PDE system (3.35). By a conformal change of variable t →t, we can put c =c = const. without loss of generality. Then, we substitute h 2 from equation (3.37) into this first integral (3.54), which gives a quadratic equation in h 1 ,
Solving equation (3.55), and substituting h 1 into equation (3.40), we get
The highest derivative term in this equation (3.59) comes from the D 2 x A term. This gives, using equation (3.42),
Hence, by solving equation (3.59) for D 7
x h and then substituting h = u t , we obtain the lower-order non-evolutionary equation
65)
67)
68) 
Secondly, from Theorem 1, the −1 flow equation (3.43) possesses a hierarchy of symmetries (2.27). The root symmetry is an x-translation X (0) = u x ∂ u , and the first higher-order symmetry
corresponds to the Kupershmidt flow
4 u x . Thirdly, from Theorem 3, the −1 flow equation (3.43) also possesses a hierarchy of global conservation laws (2.81) which are related to the conservation laws of the Kupershmidt flow. The first three of the Kupershmidt conservation laws [26] are given by the Hamiltonian (conserved) densities
. This yields the corresponding conserved densities
for the −1 flow equation (3.43). Fourthly, from Theorem 2, the −1 flow equation (3.43) has a bi-Hamiltonian structure (2.45) which can be written down in a simple, explicit way in the case κ = 0. We consider the algebraic scaling formulas (2.63) and (2.64), where q = 1, s = 0,s = 6 respectively are the scaling weights of u, w,w. For the first Hamiltonian density, we see s − q + 1 = 0 implies that the algebraic scaling formula (2.63) cannot be applied. However, since D x w = 0, we observe H (1) ≡ uw yields the Hamiltonian density for the first Hamiltonian structure (2.45). For the second Hamiltonian density, the algebraic scaling formula is applicable sinces − q + 1 = 0. This yields 6E (1) 
x (uh) = −h 1 after integration by parts, using equation (3.35d) . Hence E (1) ≡ − 1 6 h 1 yields the Hamiltonian density for the second Hamiltonian structure (2.45). Note these two Hamiltonian densities are similar in form to those for the mKdV −1 flow (3.19).
3.4. KdV generalized -1 flow. The recursion operator for the KdV hierarchy has the Hamiltonian factorization
We can write the generalized −1 flow equation (3.2) in the KdV hierarchy as a PDE system
involving u, a negative-flow variable h, and two potential variables h 1 , h 2 . To express this system equivalently in the form of a single non-evolutionary equation, we first substitute w from equation (3.74c) into equation (3.74b),
Next, solving this equation for h 1 , we obtain
Substituting this expression into equation (3.74d), and expanding out the terms, we get
Finally, we substitute h from equation (3.74a), giving the equation
This is the generalized KdV −1 flow. From Proposition 1, we can integrate the flow equation (3.78) once to obtain an equivalent equation of lower differential order, by use of the first integral (2.65). The expression for the first integral is derived from the identities h 2 − w) = 0, and we then substitute equation (3.74c), which yields
This gives the first integral h 1 D x h + (
where c(t) can be scaled by a conformal change of variable t →t(t) so that c =c = const. without loss of generality. The resulting equation
h 2 =c (3.83) can be used to express
u − κ)(h 2 + 2c)
We now substitute this expression for h 1 along with h = u t into equation (3.76), which yields (2.27) . The root symmetry is an x-translation X (0) = u x ∂ u , and the first higher-order symmetry
corresponds to the KdV flow u t = u 3x + uu x . Thirdly, from Theorem 3, the −1 flow equation (3.78) also possesses a hierarchy of global conservation laws (2.81) which are related to the well-known conservation laws of the KdV flow. Recall, the first four KdV conservation laws are given by the Hamiltonian (conserved) densities 
(u x (u xw ) ≡ −uw − h 2 after integration by parts, using equation (3.74e). We remark that when κ = 0 the generalized KdV −1 flow equation (3.85) reduces to the ordinary mKdV −1 flow which has been studied in the special casec = 0 in Ref. [27] .
uu t can be written in the simpler form
2 v x through the use of the transformation u = −6v 2x /v [27] , up to a scaling of v.
3.5. Sawada-Kotera generalized −1 flow. The recursion operator for the Sawada-Kotera hierarchy has the Hamiltonian factorization R = HJ given by
(3.93) Then we can write the generalized −1 flow equation (3.2) in the Sawada-Kotera hierarchy as a PDE system
which involves u, a negative-flow variable h, and two potential variables h 1 , h 2 . This system is equivalent to a single non-evolutionary equation which is obtained by the following steps. First, we substitute w from equation (3.94c) into equation (3.94b) and simplify the terms by using
96)
This yields
Next, we solve this equation for h 2 , which gives
We substitute this expression (3.99) into equation (3.94e), yielding
Then, we solve equation (3.101) for
and substitute it into equation (3.94d). This gives
The highest derivative term in equation (3.104) comes from the D where 
From Proposition 1, we can use the first integral (2.65) to integrate the flow equation (3.107) once to obtain an equivalent equation of lower differential order. The expression for the first integral is derived from the identities
Combining these identities, we get
which yields the first integral
holding for the PDE system (3.94). By a conformal change of variable t →t, we can put c =c = const. without loss of generality. Then, we substitute h 2 from equation (3.99) into this first integral (3.115), which gives a quadratic equation in h 1 ,
2 ), (3.118) We solve equation (3.116 ) and substitute h 1 into equation (3.103 ). This yields
The highest derivative term in this equation comes from D x G, which gives, using equation (3.105) ,
(3.121) Hence, by solving equation (3.120) for D 7 x h and then substituting h = u t , we obtain the lower-order non-evolutionary equation
126)
127)
128) (2.27) . The root symmetry is an x-translation X (0) = u x ∂ u , and the first higher-order symmetry
X
(1) = (u 5x + 5uu 3x + 5u x u 2x + 5u 2 u x )∂ u (3.134) corresponds to the SK flow u t = u 5x + 5uu 3x + 5u x u 2x + 5u 2 u x . Thirdly, from Theorem 3, the −1 flow equation (3.107) also possesses a hierarchy of global conservation laws (2.81) which are related to the conservation laws of the SK flow. The first three SK conservation laws [26] are given by the Hamiltonian (conserved) densities H (0) = u, H (1) = − involving u, a negative-flow variable h, and two potential variables h 1 , h 2 . This system is very similar to the system (3.94) for the generalized SK −1 flow. We now write the system (3.141) as single non-evolutionary equation by the following steps. First, we substitute w from equation (3.141c) into equation (3.141b ) and simplify the terms by using equations (3.95)-(3.96) to get We substitute this expression (3.144) into the equation (3.141e), yielding Then, we solve (3.145) for
and substitute it into equation (3.141d ). This gives − D x I(u x D x G − u 2x G + K + κJ) + I(u x D linear polynomial form. As main results, several important properties of this generalization have been established, which also apply to the hierarchy of ordinary negative flows, and for each hierarchy the first generalized negative flow has been worked out explicitly.
These generalized negative flows provide a wider (new) class of non-evolutionary integrable nonlinear wave equations. Other negative flow hierarchies, such as for the Boussinesq equation and the Landau-Lifshitz equations, can be generalized in a similar way.
There are some interesting directions in which our work in the present paper can be extended.
First, the (multi) soliton solutions of the generalized negative flow equations in each hierarchy can be derived and their interaction properties can be studied and compared to the ordinary negative flow solitons as well as to the solitons of the root equation. Second, a Lax pair can be sought for each hierarchy of generalized negative flow equations, using the methods in Ref. [19] . Third, when the root equation in a hierarchy has an associated "dual-type" peakon equation, which arises from splitting the Hamiltonian operators of the root equation [29] , a relation between the peakon equation and the first generalized negative flow equation can be explored by looking for a hodograph transformation, as occurs in the KdV case [16] .
Finally, it could be interesting to study a larger generalization of the integrable hierarchies by combining together both negative and positive flows into a single equation R n (u t ) = κ n u t +κ m R m (u x ), n = 1, 2, . . . and m = 1, 2, . . ., with κ n andκ m being (constant) parameters. 
