Abstract. Water vapor and CO 2 exchanges were measured by the eddy covariance method in 24 ecosystems along a transect from the Arctic coast to the latitudinal tree line in northern Alaska during three growing seasons. Variations in net ecosystem exchange across the region were controlled by differences in the net uptake of CO 2 due to photosynthesis, rather than by differences in ecosystem respiration. Daytime CO 2 uptake was related mainly to site differences in leaf area index, whereas nighttime CO 2 efflux was related to leaf area index and soil moisture. Temperature had no effect on regional patterns of ecosystem respiration during the growing season. Regional variations in surface conductance were largely explained by the water content of the moss-soil layer. Water vapor and CO 2 fluxes were poorly coupled because water vapor exchange was determined largely by evaporation from mosses, whereas CO 2 exchange was controlled by vascular plant activity. This is in contrast to the close correlation between maximum rates of surface conductance and CO 2 assimilation that is observed at the global scale. The results also suggest that the relationship between the maximum rates of surface conductance and stomatal conductance in arctic tundra departs markedly from the global pattern, because the moss layer dried more readily than a moist soil. These spatially distributed eddy covariance measurements revealed new functional relationships among water vapor and CO 2 exchanges and their environmental controls in arctic tundra; however, there remains a need for winter flux observations and long-term measurements to understand the net effect of these processes on the annual carbon balance of the region.
INTRODUCTION
Functional relationships between ecosystem fluxes and environmental controls provide a way of linking regional and global patterns of water and CO 2 exchange to plant physiology. For example, global analyses comparing a large number of ecosystem types find strong relationships between net CO 2 flux and absorbed solar radiation (Ruimy et al. 1995) ; between surface conductance, net CO 2 flux, leaf nitrogen, and stomatal conductance (Schulze et al. 1994) ; and between maximum rates of surface conductance and stomatal conductance (Kelliher et al. 1995) . Micrometeorological techniques, in particular eddy covariance, have made it possible to obtain nearly continuous measurements of whole-ecosystem fluxes of energy, mass, and momentum without disturbing the system under study (Baldocchi et al. 1988) . Eddy covariance CO 2 flux measurements represent the sum of photosynthetic uptake, plant respiration, and soil respiration. The water vapor flux measurements include both evapotranspiration from the plant canopy and evaporation from the ground surface. These data allow us to examine the relationship between water vapor and CO 2 exchange at the ecosystem level, that is, the scale at which ecosystem processes affect regional hydrology and the climate system (Raupach et al. 1999) . The site, instrumentation, maintenance, and data processing requirements of the eddy covariance method are demanding. Therefore most previous studies, including those of arctic ecosystems , Fitzjarrald and Moore 1992 , Harazono et al. 1998 , Vourlitis and Oechel 1997 , have used it to measure temporal patterns at one or a few sites rather than to study spatial variations. However, differentiation among biotic (canopy height, LAI, productivity) and abiotic (soil moisture, soil type, topography, climate) controls on ecosystem-atmosphere fluxes requires spatially distributed flux measurements. Recently, regional patterns have been examined by synthesizing data from a number of different eddy covariance flux studies (e.g., Valentini et al. 2000b) .
In this paper, we report data from a single study in which water vapor and CO 2 fluxes were measured at 24 sites representing all of the predominant ecosystem types that occur between the arctic coastal plain and the latitudinal tree line of northern Alaska. Our main objective was to understand the functional relationships among growing-season water vapor and CO 2 exchanges and their environmental controls as they vary across the region. We therefore developed a spatially distributed approach of documenting fluxes for 1-2 weeks at each of the 24 sites to study as many sites as possible during the middle of the short arctic growing season, when plant phenology is most comparable among the different ecosystem types and climatic zones within the region.
METHODS

Study sites and measurement periods
We measured fluxes and ecosystem characteristics at 24 sites along a 317-km transect from the arctic coastal plain to the latitudinal tree line in the southern foothills of the Brooks Range, Alaska. The transect covered two major climatic zones, with a mean July temperature of 7Њ-9ЊC on the coastal plain and 9Њ-12ЊC in the foothills, and mean July precipitation of ϳ20 mm on the coastal plain and ϳ40 mm in the foothills (Fleming et al. 2000) . Anticipating that these data would be useful to parameterize arctic ecosystem processes in simulation models, we distributed the sites among a few broad ecosystem types that we expected to differ functionally and that are differentiated in regional-scale land cover datasets. We selected more sites in the ecosystem types that are widespread in the study region, and fewer in those that are relatively less common (Muller et al. 1999) . Additional shrub tundra sites were included because this type could become more common in response to climate variations (Chapin et al. 1995) . A lake was measured because arctic lakes and streams are a significant source of CO 2 to the atmosphere (Kling et al. 1991) . The sites were clustered in the vicinity of four field camps located along our transect ( Fig. 1 ) due to the logistical constraint that a helicopter with a full payload of equipment and personnel had a range of ϳ100 km. Comparative analyses suggest that the sites were representative of ecosystem types throughout northern Alaska (McFadden et al. 1998 .
To select the sites, we used remote-sensing data (a preliminary version of a vegetation map of northern Alaska by Muller et al. [1999] , topographic maps, and 1:58 000-scale color infrared aerial photographs) to assess the size, representativeness, and topographic complexity of different vegetation patches in a number of ϳ100-km 2 areas, which then were surveyed by helicopter. In each area, we examined several candidate measurement sites from the ground and chose the most homogeneous and representative examples of the ecosystem types that we wanted to study. The location of the flux tower at each site was chosen using micrometeorological and other criteria: distance of Ͼ1 km from the Dalton Highway to prevent road dust effects, relatively flat terrain with slope Ͻ5%, uniform vegetation over a fetch of Ͼ200 m, and no disturbance features (e.g., winter roads or other study sites) or abrupt changes of canopy height within the fetch. Because most of the study region has gently rolling topography, these criteria were satisfied in Ͼ80% of the area we surveyed in moist tundra, shrub tundra, wet tundra, and coastal wet tundra (the main exception being hydrologic features). A smaller proportion of the area covered by barren and dry tundra satisfied micrometeorological site requirements (Ͻ50%) because those ecosystem types usually occur on steeply sloping or complex terrain (the towers were located on broad, flat ridge tops). Similarly, because the Brooks Range coincides with tree line in our study region, the forest tundra site was located on a broad valley bottom that we estimate is representative of Ͻ20% of the area in that cover type. Analyses with a flux source area model (FSAM, Schmid and Oke 1990) showed that, under typical unstable (z/L ഠ Ϫ0.1) daytime conditions, 80-95% of the measured fluxes originated within 200 m of the meteorological mast (Eugster et al. 1997) . Muller et al. (1999) as follows: Barrens generally corresponds to ''Shadows'' but overlaps with ''Dry Prostrate-shrub Tundra and Barrens,'' Dry tundra corresponds to ''Dry Prostrate-shrub Tundra and Barrens,'' Shrub tundra corresponds to ''Moist Low-shrub Tundra and Other Shrublands,'' Moist tundra includes both ''Moist Dwarf-shrub, Tussock-graminoid tundra'' and ''Moist Graminoid, Prostrate-shrub Tundra,'' Wet tundra and Coastal wet tundra are included together in ''Wet Graminoid Tundra.'' The class ''Moist Tussock-graminoid, Dwarf-shrub Tundra'' of Muller et al. (1999) does not occur in the Kuparuk River region.
‡ No measurement available; vegetation was too short to measure with optical canopy analyzer (barrens and dry tundra) or instrument was unavailable. LAI value from a similar ecosystem (Shaver and Chapin 1991) was used to allow plotting of all sites.
The locations of the study sites are shown in Fig. 1 . Descriptions of the sites, soil properties, and canopy characteristics are given in Table 1 . The barrens was a rocky site at the top of Imnavait Mountain with crustose lichens and sparse cover of Dryas communities. Dry tundra occurred on well-drained heath ridges and bluffs with dry mosses and prostrate evergreen species. Shrub tundra was dominated by the deciduous shrubs Betula nana and Salix spp., which occurred in ''water tracks'' (areas with subsurface drainage; Chapin et al. 1988) and on a gravel bar in the Saganavirtok River. A riparian shrub tundra site was dominated by a patchy stand of Alnus crispa. Moist tundra included both (1) typical tussock tundra with approximately equal proportions of tussock graminoids (mainly Eriophorum vaginatum), low deciduous shrubs, and evergreen shrubs (''moist acidic tundra''; Walker et al. 1998) , and (2) a site dominated by non-tussock sedges (Carex bigelowii and E. triste; ''moist non-acidic tundra''; Walker et al. 1998 fens) and coastal wet tundra (ice-wedge polygon sites on the coastal plain) were both dominated by the sedges E. angustifolium and C. aquatilis. The forest tundra site, with sparse cover of Picea glauca trees generally Յ5 m tall, was typical of vegetation at the arctic tree line. At all ecosystems except the alpine barrens and dry tundra, vascular plants and mosses (mainly Sphagnum spp. and Hylocomium splendens in moist sites and Drepanocladus spp. in wet sites) covered Ͼ90% of the surface, and there was little exposed soil (Ͻ5%). The lake (Toolik Lake) is a deep (mean depth 7 m, maximum 25 m), oligotrophic kettle lake with a surface area of 150 ha. Nomenclature follows Hultén (1968) . More detailed descriptions of the ecosystem types are provided by Shaver and Chapin (1991) and Walker et al. (1998) ; the soil properties are described by Bockheim et al. (1998) and Ping et al. (1998) .
Flux measurements were made between late June and early August of 1994 to 1996. The midsummer period is the time when we expected plant physiology to be most tightly coupled to ecosystem water vapor and CO 2 fluxes. The sites studied in 1994 were measured for ϳ5 days each (using one eddy covariance system) and those studied in 1995-1996 were measured for 9-14 days each (using two systems). A spectral analysis of seasonal climate data showed that this was a reasonable length of time to characterize diurnal and weather-related controls on the fluxes (Eugster et al. 1997) . A comparison with data from a nearby flux tower that operated continuously throughout the summer showed that our measurements were representative of mid-growing season values and were not significantly affected by seasonal transitions (McFadden et al. 1998 ).
Vegetation and soil measurements
Detailed surveys of plant canopy, soil, and permafrost characteristics were made at each site. There were minor differences in the sampling design used in 1994 and 1995-1996 ; details of the latter are given because it included 75% of the sites. Vegetation was sampled at 1-m intervals along two 50-m and two 70-m transects radiating out from the instrument mast (n ϭ 240 per site). At each point we recorded the plant species at the top of the canopy (or the surface type for points without canopy cover), the canopy height (h c ), and the presence or absence of moss. Because the canopy height data include gaps, they are generally lower than the height of the dominant canopy species; the measurement was intended to reflect the average level at which the whole ecosystem interacts with the atmosphere. Leaf area index (LAI, projected leaf area per unit ground area) and the depth of the permafrost table (thaw depth) were measured at 5-m intervals along the same transects (n ϭ 66 per site). Leaf area index was measured with an optical plant canopy analyzer (model LAI-2000, LI-COR, Lincoln, Nebraska, USA) and thaw depth was measured using a 1-m steel probe. Volumetric soil water content and bulk density were determined gravimetrically for one 15 ϫ 15 ϫ 5 cm deep bulk sample from above each ground heat flux plate (n ϭ 4 plates per site). The vegetation and soil measurements were made at the time the fluxes were being measured at each site. For this reason, our thaw depth measurements reflect both site differences and temporal differences due to the time during the growing season at which we measured fluxes at the sites; thus, they were used for interpreting the flux measurements but not for analyzing geographic patterns of permafrost.
Flux instrumentation
Water vapor and CO 2 fluxes were measured using two compact, lightweight eddy covariance systems that could be deployed at remote sites by helicopter (Eugster et al. 1997) . Instruments were mounted on a telescoping mast (model 905, Met One Instruments, Grants Pass, Oregon, USA) at a height of 1.5-2 m above the ground (8 m on a triangular antenna mast at the tree line forest site). At the lake, the meteorological mast was mounted on a floating platform that was moored near the center of the lake. Wind velocity and virtual temperature fluctuations were measured with a threeaxis sonic anemometer (model SWS-211/3V or SAT-211/3Vx, Applied Technologies, Boulder, Colorado, USA). Water vapor and CO 2 fluctuations were measured with a closed-path infrared absorption gas analyzer with an internal pressure transducer (LI-COR model LI-6262). The gas analyzer was calibrated weekly with a dew point generator (LI-COR model LI-610) and an analyzed primary CO 2 standard (402 ppm, Matheson Gas Products, Montgomeryville, Pennsylvania, USA). We did not measure the change in storage below our measuring height because this term was negligible given the low height of the tundra plant canopy.
Air was sampled through a brass tube (4 mm inner diameter, 1 m long) wrapped with polyurethane insulation and reflective foil tape to reduce temperature fluctuations in the air stream. The inlet of the tube was positioned 15 cm from the center of the sonic anemometer transducer array. It was connected to the gas analyzer by 2 m (7 m at the forest tundra site) of PFTE (Teflon)-lined polypropylene tubing (3 mm inner diameter) and a 1-m PFTE filter (Gelman, Ann Arbor, Michigan, USA). Air was drawn through the system by either a rotary vane (model G8CX, Gast, Dayton, Ohio, USA) or a diaphragm (Barnant, Barrington, Illinois, USA) vacuum pump with a 1-m length of vacuum hose to damp out pulsations of the air stream. A flow rate of ϳ9 L/min was maintained by an adjustable flowmeter (model FL-3839ST, Omega Engineering, Stamford, Connecticut, USA). The flow rate was adequate to maintain turbulent flow in the air-sampling tube (Leuning and King 1992) . Analog signals from the gas analyzer were digitized by a 16-bit analog-todigital converter (model STA-HRES, Kiethley Metrabyte, Taunton, Massachusetts, USA) or by hardware in the sonic anemometer. The water vapor and CO 2 concentration data were synchronized with the sonic anemometer data (at 10 Hz in 1994 , 20 Hz in 1995 -1996 and recorded on a portable computer using in-house software.
Ground heat flux was measured using heat flux plates (model HFT-3.1, Radiation and Energy Balance Systems [REBS], Seattle, Washington, USA) buried 5-12 cm below the surface, depending on the surface cover type. The average soil temperature above each heat flux plate was measured with a 5 cm long platinum resistance thermometer (REBS model STP-1), and ground heat flux was computed from the sum of the heat stored or released in the upper soil layer plus the flux across the plate. To obtain a spatially representative ground heat flux measurement we installed four heat flux plates, one in each of the most common ground cover types at each site, and computed an area-weighted average based on data from the vegetation transects.
Radiation and ancillary meteorological sensors were mounted at ϳ2 m above the ground on a separate mast located a few meters away from the eddy covariance system. The net radiation, incident shortwave radiation, and photosynthetic photon flux densities were measured with a net radiometer (REBS models Q6.1 and Q7.1), a global radiation sensor (LI-COR model LI-200SA), and a quantum sensor (LI-COR model LI-190SA), respectively. The REBS net radiometers were compared with a standard (model S-1, Swissteco Instruments, Oberriet, Switzerland), and linear regressions were computed to adjust their calibration factors, reducing differences to Ͻ2% between the instruments. Air temperature and relative humidity were measured with an integrated sensor (model HMP-35C, Vaisala, WATER AND CO 2 EXCHANGE IN ARCTIC TUNDRA Helsinki, Finland), and air pressure was measured with a barometer (Met One Instruments model 091). Signals from the radiation and meteorological sensors were sampled every 20 s by a datalogger (model CR-21x, Campbell Scientific, Logan, Utah, USA) and averaged in 30-minute blocks to coincide with the eddy covariance flux measurements.
Computations
Flux covariances were computed over 30-minute averaging intervals using either a digital recursive filter with a 300-s time constant (McMillen 1988; 1994 sites) or linear detrending (Rannik and Vesala 1999; -1996 . Time delays for the water vapor and CO 2 signals were determined by examination of the crosscorrelation function of the scalar fluctuations and the vertical wind velocity (typically 1.0 s and 0.5 s, respectively). A coordinate rotation was performed to align the vertical velocity measurement normal to the mean wind streamlines (McMillen 1988, Kaimal and Finnigan 1994) . Dilution corrections for fluctuations in water vapor density (Webb et al. 1980) were made by software in the gas analyzer. We did not correct the fluxes for changes in air density due to sensible heat (Webb et al. 1980 ) because our sampling tube was adequate to damp out temperature fluctuations (Leuning and King 1992) . Corrections to the water vapor and CO 2 fluxes were made using either Moore's (1986) cospectral transfer functions for path averaging, sensor separation, sensor response, and sampling frequency (1994 sites), or Eugster and Senn's (1995) cospectral correction model (1995-1996 sites) . Total corrections were typically Յ15%. We followed the sign convention that positive flux densities represent mass and energy transfers into the atmosphere and away from the surface. Thus, positive CO 2 flux densities represent net efflux, and negative flux densities represent net uptake, of CO 2 by the ecosystem. Data are reported with respect to the local time (Alaska Daylight Time, UTC-8).
We screened the data according to strict criteria for instrumental and meteorological constraints (Foken and Wichura 1996) . Data were rejected when rain, snow, or ice caused spikes in the sonic anemometer signal, when the wind was coming from a 45Њ sector behind the instrument array, or when instruments were being serviced. A total of 4147 h of micrometeorological data were collected during the study, with valid flux data obtained Ͼ80% of the time. We filled short gaps in the time series (a few 30-minute values) by linear interpolation. Because our objective was to study the functional relationships between the measured fluxes and environmental variables, we did not fill longer data gaps by using empirical relationships, as is commonly done to produce long-term integrations (e.g., Falge et al. 2001) . Rather, we made ensemble averages of all valid 30-minute flux values obtained at each site. For some analyses, we binned the data into daytime (1000-1800 hours) and nighttime (2330-0400 hours) periods. In computing the mean nighttime CO 2 flux, we included data points only when the photosynthetic photon flux density was Ͻ50 mol·m Ϫ2 ·s
Ϫ1
, a level below the light compensation point for net ecosystem CO 2 uptake. The net ecosystem exchange (NEE) and the total ecosystem evaporation were computed by making a composite diurnal cycle using all valid data points measured at each site and then integrating the fluxes over a 24-h day.
The bulk surface conductance (vegetation plus soil) for water vapor transfer (G s ) was calculated by inverting the Penman-Monteith equation
where is the density of air (kg/m 3 ); D is the specific humidity deficit of the air above the canopy (kg/kg); E is the rate of evaporation (kg·m Ϫ2 ·s Ϫ1 ); is the latent heat of vaporization (J/kg); G a is the aerodynamic conductance for water vapor transfer (m/s); R n is the net radiation and G is the ground heat flux (W/m 2 ); and ϭ s/␥, where s is the slope of the saturation-specific humidity curve with respect to temperature (g·g Ϫ1 ·K Ϫ1 ) and ␥ is the psychrometric constant (g·g Ϫ1 ·K Ϫ1 ). After Thom (1975) , G a was determined as 1/(r aM ϩ r bV ), where r aM is the aerodynamic resistance for momentum transfer, equal to the wind speed divided by the square of the friction velocity ( / ), and r bV is the ''excess'' 2 u u * resistance for water vapor relative to momentum transfer, approximated by 4/u * . The values of and u * were u obtained from the 30-minute average eddy covariance measurements. Following Kelliher et al. (1997) , we screened out a small number of unrealistically high values of G s when the surface was suspected to be wet following rain, snow, or dew; thus, the data reflect dry canopy rates of surface conductance. The maximum surface conductance (G smax ) was determined by using the highest 2-3 values observed each day to compute an average over the period during which each site was measured.
The aerodynamic roughness length (z 0 ) was computed from the logarithmic wind profile:
where (z) is the mean wind velocity at height z; u * is u the friction velocity; k is the von Karman constant (0.4); and d is the zero-plane displacement height, estimated by 0.6 h c . A stability correction function was applied to z 0 under conditions of nonneutral stability (Kaimal and Finnigan 1994) . Because z 0 varies exponentially with canopy height, we report the median of all valid values obtained at each site.
Relationships among the fluxes, site characteristics, and environmental variables were examined by regression analysis using Data Desk (version 6.1, Data Description, Ithaca, New York, USA) and Igor Pro (ver- sion 4, WaveMetrics, Lake Oswego, Oregon, USA) software.
The processed 30-minute average flux data are available through the FLUXNET archive at Oak Ridge National Laboratory, Oak Ridge, Tennessee.
RESULTS
The study sites encompassed a wide range of variation in soil and plant canopy characteristics. Volumetric soil water content ranged from Յ17% at the alpine barrens, dry tundra, and tree line forest sites to 56% in coastal wet tundra and 69% in wet tundra ( Table  1 ). The moist and shrub tundras were intermediate, although the variability of soil water content within these ecosystem types was relatively high ( Table 1) . The bulk density of most surface soils was low (Table  1) , reflecting their high organic content. However, soil bulk densities in the alpine barrens, heath ridge, and river-bar shrub sites were more than four times greater than the average of the other sites (Table 1) because the fractional cover of rock and exposed mineral soil was significant in these sites (43%, 18%, and 14%, respectively), whereas it was Ͻ5% in the others (data not shown). Thaw depths ranged from 15 to Ͼ100 cm (Table 1) , reflecting both site differences and the seasonal recession of the permafrost table. Canopy height and leaf area index were low in the dry tundra, wet tundra, and coastal wet tundra sites, and highest in the tree line forest (Table 1 ). The moist tundra at tree line was taller than at other moist tundra sites because it had a high cover of relatively tall B. glandulosa shrubs; with the exception of this site, the moist tundra canopies had one-third of the height (15 Ϯ 2 cm, mean Ϯ 1 SD) and one-half of the LAI (0.61 Ϯ 0.04) of the shrub tundra sites ( Table 1) .
All of the terrestrial ecosystems we studied were net sinks for CO 2 during our growing season measurements, with net ecosystem exchange ranging from Ϫ0.35 g C·m Ϫ2 ·d Ϫ1 in the tree line forest to Ϫ1.74 g C·m Ϫ2 ·d Ϫ1 in shrub tundra (Fig. 2) . Net ecosystem exchange (NEE) averaged Ϫ0.93 g C·m
Ϫ2
·d
Ϫ1 in the widespread moist and coastal wet tundra ecosystem types, whereas NEE was 25% lower in wet meadow tundra and ϳ35% lower in the sparsely vegetated alpine barrens and dry tundra (Fig. 2) . The lake was a net source of 0.16 g C·m Ϫ2 ·d Ϫ1 (Fig. 2 ). Regional differences in NEE followed a strong linear relationship with daytime CO 2 exchange, which reflects photosynthetic uptake, but they were uncorrelated with nighttime CO 2 exchange, which is dominated by ecosystem respiration (Fig. 3) .
Regional variations in daytime CO 2 exchange were best explained by leaf area index (Fig. 4) . Site differences in LAI explained 47% of the variation in daytime CO 2 exchange, whereas thaw depth (r 2 Ͻ 0.001), soil water content (r 2 ϭ 0.005), and soil temperature (r 2 ϭ 5 URL: ͗http://www.daac.ornl.gov/FLUXNET͘ 0.01) were uncorrelated with daytime CO 2 exchange (data not shown). Vegetation-type differences in ecosystem light-response curves were consistent with LAI as the major control on daytime CO 2 exchange. For example, the light-response curve for shrub tundra, which had a high LAI, was much higher than that for moist tundra, which had a low LAI (Fig. 5 ). Nighttime CO 2 exchange was related to site differences in both LAI (Fig. 6a ) and soil water content (Fig. 6b) . Together, LAI (L) and soil water content ( v ) explained 69% of the variation in nighttime CO 2 exchange among the sites (F c ϭ 0.015 ϩ 0.01L Ϫ 0.0003 v , r 2 ϭ 0.69, P Ͻ 0.001). By contrast, soil temperature had no effect on nighttime CO 2 exchange (Fig. 6c) . Total ecosystem evaporation (evapotranspiration from the plant canopy plus evaporation from the mosssoil surface) ranged from 0.45 mm/d in the alpine barrens to 1.96 mm/d in wet tundra (Fig. 7) . As compared to NEE (Fig. 2) , evaporation rates varied less among the ecosystem types, remaining within ϳ10% of 1.1 mm/d in all except the dry alpine barrens and the wet tundra (Fig. 7) . Evaporation from the lake was similar to the average of the terrestrial sites (Fig. 7) . Because the sites were measured under different weather conditions, we normalized our measured evaporation rates with respect to the equilibrium evaporation [E eq ϭ (R n Ϫ G)/␥( ϩ 1)] before examining the regional variations in evaporation. Equilibrium evaporation represents a climatological expectation of the evaporation rate obtained over a uniformly moist surface after it has saturated the atmosphere; the normalized ratio E/E eq is equal to the coefficient ␣ of Priestley and Taylor (1972) . Values of E/E eq ranged from 0.24 in the alpine barrens to 0.87 over the lake, with an overall mean (Ϯ1 SD) of 0.55 Ϯ 0.16. Note that ϪF c is plotted such that positive values represent net CO 2 uptake by the ecosystem, as is conventional for lightresponse curves. Data were fitted to a rectangular hyperbolic function of the form ϪF c ϭ (␣Q p F ϱ )/(␣Q p ϩ F ϱ ) Ϫ R. The heavy, upper curve is for shrub tundra (n ϭ 765, F ϱ ϭ 9.7, ␣ ϭ 0.025, R ϭ 2.1), and the light, lower curve is for moist tundra (n ϭ 1275, F ϱ ϭ 5.05, ␣ ϭ 0.019, R ϭ 1.51).
Regional variations in E/E eq were strongly related to variations in surface conductance (Fig. 8) . Variations in surface conductance, in turn, were best explained by site differences in soil water content (Fig. 9) . Soil water content explained 52% of the variation in G s , whereas thaw depth (r 2 ϭ 0.05), LAI (r 2 ϭ 0.001), and soil temperature (r 2 Ͻ 0.001) were uncorrelated with G s (data not shown). Surface conductance differed more than twofold between dry tundra and wet tundra ( Table  1 ). The lowest surface conductance was in the alpine barrens (Table 1) , reflecting its minimal vegetation cover and well-drained, rocky soils. An exception to the pattern of soil moisture control on G s was the marked difference in surface conductance between the two wet ecosystem types. As a result of climate differences, the inland wet tundra had much higher G s than did coastal wet tundra (Table 1) . Although the site differences in G s were significant, an important pattern that emerged was that surface conductance in arctic tundra was low compared with other biomes, and it varied within only a small range (Fig. 10) .
Exchanges of water vapor and CO 2 are linked in most terrestrial ecosystems through the influence of plant stomatal control. The 30-minute average measurements of surface conductance were correlated with CO 2 ex- Ecology, Vol. 84, No. 10 change within most of the sites we studied; however, no relationship was observed between average rates of surface conductance and CO 2 exchange among sites (r 2 ϭ 0.1, regression not significant, data not shown). There also was no clear relationship between maximum rates of net CO 2 uptake (F cmin ) and surface conductance (G smax ) among sites (Fig. 11) . For example, while there were large differences in CO 2 uptake between moist tundra and shrub tundra, most of those sites had similar G smax values (Fig. 11) . The aerodynamic conductance (G a ) did not vary strongly among ecosystem types, with the exception that G a was 2-3 times higher in the tree line forest than in sites without trees (Table 1) . Aerodynamic conductance is a function of wind speed and roughness length, which depends on canopy height and plant density. Roughness lengths ranged from 0.0001 m over the lake to 0.257 m over the tree line forest (Table 1 ). Site differences in roughness length explained most of the variation in aerodynamic conductance (G a ϭ 12.45 ϩ 134.2 z 0 , r 2 ϭ 0.76, P Ͻ 0.0001, data not shown). The differences in roughness length, in turn, were strongly related to canopy height (z 0 ϭ 0.003 ϩ 0.087h c , r 2 ϭ 0.92, P Ͻ 0.0001, data not shown). In comparison, the relationship between roughness length and LAI was not as strong (z 0 ϭ Ϫ0.018 ϩ 0.067L, r 2 ϭ 0.37, P ϭ 0.002, data not shown).
The aerodynamic conductance was larger than the surface conductance in all ecosystem types, by several fold to an order of magnitude in the driest sites (Table  1 ). The consequences of this for ecosystem evaporation may be examined using the McNaughton and Jarvis (1983) 
, which varies between 0 and 1 depending on the ratio of G a to G s . Small values of ⍀, when G a k G s , indicate that evaporation is strongly controlled by the atmospheric humidity deficit and surface conductance. Large values of ⍀, when G a K G s , indicate that evaporation is decoupled from the atmospheric humidity deficit and is determined by available energy. In all of the arctic tundra ecosystem types ⍀ was Ͻ0.5, indicating that surface conductance and the humidity deficit were more important than available energy in controlling evaporation (Fig. 12) . The lowest values of ⍀ were in the alpine barrens, which had very low surface conductance (Table 1) , and in the tree line forest, which had relatively high aerodynamic conductance due to its high surface roughness (Table 1 ). The decoupling coefficient was lower in coastal wet tundra than in inland wet tundra because low surface temperatures and high humidity on the coastal plain reduced surface conductance (Table 1) .
DISCUSSION
Controls on CO 2 exchange
Net ecosystem exchange (NEE) in moist tundra and coastal wet tundra corresponded closely to full grow- Ecology, Vol. 84, No. 10 FIG. 12 . The decoupling coefficient (⍀) in seven arctic ecosystem types. Data are means, and error bars represent ϩ1 SE.
ing-season measurements in similar ecosystems near our study area Oechel 1997, 1999) . The contrast between the dry and the wet tundra ecosystem types was similar to differences reported between patches of dry lichen tundra and wet meadow tundra in the footprint of a 12-m tower in western Alaska ). Values of NEE in moist, dry, and shrub tundra were comparable to those measured in a fen, dry heath, and willow shrub tundra in the High Arctic , suggesting that vegetation-type NEE differences measured in our study using a common methodology and instrumentation reflect general characteristics of these types over a large area of the Arctic. The net efflux of CO 2 from the lake that we observed was consistent with chamber flux studies, which find that arctic lakes are supersaturated with CO 2 due to the transport of particulate and dissolved carbon from adjacent tundra ecosystems (Kling et al. 1991) .
Regional variations in growing season NEE were largely controlled by site differences in the net uptake of CO 2 due to photosynthesis, rather than by differences in ecosystem respiration. Similar patterns have been documented elsewhere in the Arctic on smaller scales by analyzing the fluxes coming from different patches of vegetation around a single micrometeorological tower . In contrast, regional variations in the annual carbon balance of European forests are driven by differences in ecosystem respiration, whereas gross primary production (NEE plus ecosystem respiration) varies little over sites and latitudes (Valentini et al. 2000b ). The apparent contradiction of the two sets of results is most likely due to the difference in time scales. The forest study compared regional variations in annually integrated NEE, which are determined in part by site differences in winter respiration and growing-season length (Valentini et al. 2000b) . The tundra studies were limited to the growing season, when ecosystem respiration is relatively constant . During winter, however, ecosystem respiration varies significantly across our study region due to differences in climate (the number of days that soils remain above a Ϫ5ЊC threshold for microbial activity; [Grogan and Chapin 1999, Sturm et al. 2001] ). For this reason we expect that ecosystem respiration is important for determining annual carbon exchange patterns, even though it did not control regional variations in NEE during the growing season. Winter flux measurements and long-term studies ultimately will be required to determine the relative importance of these controls on the net annual carbon exchange of the region.
Daytime net CO 2 exchange was related mainly to site differences in leaf area index. This is consistent with the result that LAI is more important than ecosystem type in explaining variations in net CO 2 flux within a high-arctic tower footprint . The relationship between CO 2 exchange and LAI at the regional scale was due to differences in the photosynthetic capacity of the vegetation that were reflected in differences in ecosystem light-response curves, as reported for eddy covariance measurements at a single site (Vourlitis and Oechel 1999) , chamber measurements (Whiting et al. 1992) , and leaf-level photosynthesis measurements of arctic vascular plants (Tieszen 1973) . The asymptotic response of CO 2 uptake with increasing LAI that we observed (Fig. 4) was likely due to canopy shading at higher levels of LAI, as is observed in arctic toposequences (Shaver et al. 1996) . Nighttime CO 2 exchange, which is dominated by ecosystem respiration, increased with leaf area index, as is found in the High Arctic . This may be explained by a combination of leaf maintenance respiration increasing with LAI, as well as soil respiration increasing with soil organic matter quality and root biomass on higher productivity sites (Nadelhoffer et al. 1991 , Hobbie 1996 . Soil water content had a secondary effect on nighttime CO 2 efflux, whereas temperature did not explain site differences. Similarly, regional patterns of soil respiration in the Eurasian Arctic are more strongly controlled by the position of the water table, which determines soil moisture, than by temperature (Christensen et al. 1998) . Growth chamber experiments using tussock tundra mesocosms also show that CO 2 exchange responds more strongly to manipulation of drainage than to manipulation of temperature (Johnson et al. 1996) . Site differences in soil respiration along a toposequence in the same region we studied show that soil water content exerts a primary influence on CO 2 efflux by limiting oxygen diffusion, while soil temperature modifies eco-system respiration rates (especially on a diurnal cycle) within a range determined by the soil water content (Oberbauer et al. 1992) . Consistent with this explanation, the 30-minute average CO 2 fluxes were correlated with diurnal temperature variations within sites, but temperature did not explain differences in ecosystem respiration among sites.
Controls on water vapor exchange
Evaporation rates in the different tundra ecosystem types were typical of growing-season values reported for similar ecosystems in Alaska (Fitzjarrald and Moore 1992 , Vourlitis and Oechel 1997 , Harazono et al. 1998 ) and the High Arctic (Harding and Lloyd 1998 , Lloyd et al. 2001 , Soegaard et al. 2001 ). The average value of E/E eq across all of the sites (mean Ϯ 1 SD ϭ 0.55 Ϯ 0.16) was within the range of 0.5 to 0.6 reported for a heterogeneous tower footprint in western Alaska that included dry tundra, wet tundra, and small lakes (Fitzjarrald and Moore 1992) . The largest difference in evaporation among the sites was between the two wet tundra ecosystem types, with evaporation rates from inland wet tundra twice as high as those from coastal wet tundra. This contrast was due to a difference in local climate; at the coastal plain the mean daytime air temperature (12.9ЊC) and saturation deficit (3.7 g/kg) were much lower than at the inland wet tundra sites (17.8ЊC and 8.2 g/kg), resulting in low evaporation even though soil water content was high. Low rates of evaporation at coastal wet tundra sites in the Canadian Arctic (Rouse 1984) and in Alaska (Harazono et al. 1998 ) are attributed to the advection of cool, moist air from the ocean. These studies also show that offshore flow with relatively warm, dry wind produces much higher rates of evaporation from coastal wet tundra as compared to onshore flow; however, the latter condition is more common during the growing season in Alaska (Kozo 1982 , Harazono et al. 1998 .
Evaporation from the lake was lower than that from wet tundra ecosystems; however, E/E eq was higher over the lake than in any of the terrestrial sites. This reflected the fact that deep lakes like the one we studied, which are cold and clear, use most of the net radiation to heat the water (G), leaving less available energy (R n Ϫ G) to drive evaporation. In contrast, shallow thaw lakes on the arctic coastal plain have high rates of evaporation, similar to the wettest terrestrial sites we studied .
Variations in evaporation across the region were controlled by differences in surface conductance. Similarly, at a single site, surface conductance commonly explains temporal variations in evaporation (e.g., Wilson and Baldocchi 2000) . The surface conductance and aerodynamic conductance values were comparable to those reported for other moist tundra Moore 1992, Vourlitis and Oechel 1999) and wet tundra (Harazono et al. 1998) ecosystems. The aerodynamic conductance of arctic tundra ecosystems was similar to other graminoid-dominated vegetation types, such as temperate grasslands, reflecting the influence of canopy height and structure on aerodynamic conductance (Kelliher et al. 1993) . The relationship between roughness length and canopy height that we determined for arctic tundra ecosystems (z 0 /h c ഠ 0.09) was within the range of 0.08 to 0.12 typically observed across global vegetation types (Monteith and Unsworth 1990) . In contrast to the aerodynamic conductance, the maximum surface conductance of tundra was less than one-third that of temperate grasslands (Kelliher et al. 1993) . Consistent with this, the average decoupling coefficient (⍀) was 0.34 in tundra, while it is typically 0.8 in grasslands (Jarvis and McNaughton 1986) . The difference in the decoupling coefficient can be attributed to the low surface conductance of tundra because its aerodynamic conductance was similar to that of grasslands.
Regional variations in surface conductance were largely explained by site differences in soil water content but were poorly correlated with leaf area index. The 30-minute average flux data generally showed a positive correlation within sites between daytime surface conductance and CO 2 flux, as is found in many ecosystems (e.g., Kim and Verma 1990) . However, in contrast to the global-scale pattern (Schulze et al. 1994) , there was no clear relationship across sites between the maximum rates of surface conductance and net CO 2 uptake. This contrast may be explained by the fact that a large fraction of the evaporation in arctic tundra originates from mosses rather than vascular plants (Stuart et al. 1982) , whereas the net CO 2 uptake reflects the activity of vascular plants more than mosses (Murray et al. 1989) . Consistent with this explanation, the diurnal course of surface conductance in arctic tundra closely follows the saturation deficit and reaches a maximum in the afternoon, whereas the peak CO 2 uptake occurs hours earlier (McFadden et al. 1998) .
To understand why the surface conductance in arctic tundra is so low (Fig. 10) it is useful to examine the relationship between the maximum surface conductance (G smax ) and stomatal conductance (g smax ). The ratio of the conductances is fairly conservative across global ecosystem types (G smax /g smax ഠ 3), because it reflects compensating effects of decreasing plant canopy evapotranspiration and increasing soil evaporation as leaf area index diminishes (Kelliher et al. 1995) . Maximum stomatal conductance in arctic tundra (ϳ5 mm/s; Oberbauer and Oechel 1989 ) is about average for unmanaged ecosystem types globally because it is constrained by leaf nitrogen limitations on photosynthetic capacity (Field and Mooney 1986 , Schulze et al. 1994 , Reich et al. 1997 . However, maximum surface conductance in arctic tundra is much lower (ϳ5 mm/s; Table 1 ) than would be expected based on the global pattern. While Kelliher et al. (1995) attributed this departure to the limited amount of surface conductance data available for arctic ecosystems at the time (only Fitzjarrald and Moore 1992) , the large dataset of the present study confirms that G smax /g smax ഠ 1 in arctic tundra, approximately one-third of the value observed in other biomes.
The global-scale relationship between G smax and g smax can be described by a simple model that accounts for both the plant-canopy and the soil contributions to ecosystem evaporation (Kelliher et al. 1995) . In modeling G smax Kelliher et al. (1995) reasonably assumed that soil evaporation occurs at the ''equilibrium'' rate; that is, the rate determined by the available energy (R n Ϫ G), rather than the diffusion of water in the soil (Priestley and Taylor 1972) . This suggests two factors that may explain why the observed values of G smax in arctic tundra are much lower than the model would predict. First, the model probably overestimates available energy in arctic ecosystems because it does not include ground heat flux, which is a negligible term in temperate latitudes. In the Arctic the strong heat sink of permafrost makes ground heat flux a large component (Ն20%) of the daytime surface energy budget (McFadden et al. 1998 , suggesting that the predicted soil evaporation rate was ϳ20% too high. A more significant factor is that mosses, rather than exposed soil, cover most of the ground surface in arctic tundra ecosystems. Evaporation from the ground surface probably does not occur at the equilibrium rate because it is limited by water diffusion from moist or saturated organic soil horizons to the moss surface, which is exposed to the atmosphere. Low surface conductance is also observed in Siberian sites with moist soils and high moss cover (Valentini et al. 2000a ), suggesting that it is a common feature of northern ecosystems. The low surface conductance in these ecosystems can be explained in part by the fact that, although mosses lack stomatal control, their resistance to water loss increases exponentially as tissue water content decreases (Oechel and Sveinbjö rnsson 1978) . We commonly observed desiccation of the moss surface under sunny conditions when atmospheric moisture demand was high. A complete explanation must additionally include the resistance to the transport of water from moist soil horizons to the live moss layer. These factors could partially explain a tendency of climate models to overestimate evaporation at high latitudes (Lynch et al. 1999 ).
CONCLUSIONS
Spatially replicated eddy covariance measurements in 24 arctic tundra ecosystems identified relationships among water vapor and CO 2 exchanges and their environmental controls that would not have been apparent from the temporal pattern at one or a few sites. Variations in NEE across the region were largely controlled by differences in the net uptake of CO 2 due to photosynthesis, rather than by differences in ecosystem respiration. Leaf area index was important for explaining both daytime CO 2 uptake and nighttime CO 2 efflux. Soil moisture was an important environmental control on ecosystem respiration and surface conductance. Temperature had no effect on regional patterns of ecosystem respiration during the growing season. Water vapor and CO 2 fluxes were poorly coupled because water vapor exchange was determined largely by evaporation from mosses, whereas CO 2 exchange was controlled by vascular plant activity. This is in contrast to the close correlation between maximum rates of surface conductance and CO 2 assimilation that is observed at the global scale. The relationship between maximum surface and stomatal conductances in arctic tundra departed strongly from the global pattern because the moss layer dried more readily than a moist soil.
