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functions of moderate growth in the unit disc
Abstract
We give a survey of results on zero distribution and factorization of
analytic functions in the unit disc in classes defined by the growth of
log |f(reiθ)| in the uniform and integral metrics. We restrict ourself by
the case of finite order of growth. For a Blaschke product B we obtain
a necessary and sufficient condition for the uniform boundedness of all
p-means of log |B(reiθ)|, where p > 1.
Let D(z, t) = {ζ ∈ C : |ζ−z| < t}, z ∈ C, t > 0, and D = D(0, 1). Denote by
H(D) the class of analytic functions in D. For f ∈ H(D) we define the maximum
modulus M(r, f) = max{|f(z)| : |z| = r}, 0 ≤ r < 1. The zero sequence of a
function f ∈ H(D) will be denoted by Zf . In the sequel, the symbol C with
indices stands for positive constants which depend on parameters indicated.
We write a(r) ∼ b(r) if limr↑1 a(r)/b(r) = 1, x+ = max{x, 0}. Throughout this
paper by (1−w)α, w ∈ D, α ∈ R, we mean the branch of the power function such
that (1 − w)α
∣∣∣
w=0
= 1. BV [a, b] stands for the class of functions of bounded
variation on [a, b].
We are primary interested in zero distribution of analytic functions from
classes defined by growth conditions in the unit disc. The topic is closely related
to the problem of factorization of such classes.
Usually, the orders of growth of an analytic function f in D are defined as
ρM [f ] = lim sup
r↑1
log+ log+M(r, f)
− log(1− r)
, ρT [f ] = lim sup
r↑1
log+ T (r, f)
− log(1− r)
,
where T (r, f) = 12pi
∫ 2pi
0
log+ |f(reiθ)| dθ. It is well known that
ρT [f ] ≤ ρM [f ] ≤ ρT [f ] + 1, (0.1)
and all admissible values of the orders are possible ([1], [2], [15]).
The paper is organized in the following way. In Sections 1 and 2 we give
a survey of results on zero distribution and factorization in subclasses of H(D)
defined by the growth conditions on T (r, f) and logM(r, f), respectively. In
Section 3 we consider the concept of ρ∞-order, that goes back to works of C.
N. Linden. This notion allows us to prove several new results for functions with
ρM < 1. Finally, in Section 4 we prove a criterion of uniform boundedness of
the integral means of log |B(reiθ)|, where B is a Blaschke product.
We do not consider zero distribution and factorization either of functions of
infinite order or meromorphic functions. We address the reader who is interested
in factorization of meromorphic functions to [13].
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1 Classes defined by the growth of T (r, f)
1.1 Zero distribution and growth of T (r, f)
To be more precise we start with canonical products. Let Z = (zn) be a sequence
of complex numbers in D without accumulation points in D. We define the
exponent of convergence of Z by (inf ∅ = +∞)
µ[Z] = inf
{
µ ≥ 0 :
∑
zn∈Z
(1 − |zn|)
µ+1 <∞
}
.
It is well known [6, 7, 19, 21] that the Djrbashian-Naftalevich-Tsuji canonical
product
P (z, Z, q) =
∞∏
n=1
E
(1− |zn|2
1− z¯nz
, q
)
, (1.1)
where E(w, 0) = 1− w,
E(w, q) = (1− w) exp{w + w2/2 + · · ·+ wq/q}, q ∈ N,
is an analytic function with the zero sequence Z provided that
∑
zn∈Z
(1−|zn|)q+1 <
∞. We note that if q = 0 then P (z, Z, 0) = CB(z, Z), where C =
∏
zn∈Z
|zn|,
B(z, Z) =
∏
zn∈Z
z¯n(zn − z)
|zn|(1 − z¯nz)
is the Blaschke product constructed by the sequence Z.
Let n(r, ZP ) be the number of zeros in D(0, r),
ρn[P ] = lim sup
r↑1
log+ n(r, P )
− log(1− r)
, (1.2)
be the order of the counting function of ZP . Under the technical assumption
that 0 6∈ Zf we also consider the Nevanlinna counting function N(r, Zf ) =∫ r
0
n(t,Zf )
t
dt. Note that N(r, Zf ) ≤ T (r, f) +O(1) due to the first fundamental
theorem of R.Nevanlinna [12].
In 1953 Naftalevich [19], and in 1956 Tsuji [21] proved that
ρT [P ] = (ρn[P ]− 1)
+. (1.3)
Moreover, (ρn[P ] − 1)
+ is equal to the convergence exponent µ(ZP ), and the
order of N(r, ZP ).
This result was improved by F. Shamoyan in [22, 23].
Let ω ∈ C1[0, 1) be positive, monotone and such that∫ 1
0
ω(t) dt < +∞, sup
r∈[r0,1)
∣∣∣ (1− r)ω′(r)
ω(r)
∣∣∣ < qω < +∞, (1.4)
where r0 ∈ (0, 1). If ω is an increasing function we assume in addition that
0 < qω < 1. The class A
∗
ω consists of analytic functions f in the unit disc
satisfying ∫ 1
0
ω(r)T (r, f) dr < +∞. (1.5)
2
If ω(r) = (1− r)α−1, α > 0, the A∗ω coincides with Djrbashian’s class A
∗
α which
consists of analytic functions f in the unit disc satisfying∫ 1
0
(1− r)α−1T (r, f) dr < +∞. (1.6)
Remark that (1.6) implies ρT [f ] ≤ α. On the other hand f ∈ A∗α provided that
α > ρT [f ].
Theorem A ([23, Theorem 1]). Let ω be a monotone positive function satisfying
(1.4), Z = (zk) ⊂ D. In order that Z be a sequence of zeros of a function
f ∈ A∗ω, f 6≡ 0 it is necessary and sufficient that∑
zk∈Z
(1− |zk|)
2ω(|zk|) < +∞. (1.7)
Moreover, under condition (1.7) Djrbashian’s canonical product P (z, Z, α) (see
(1.9) below) is convergent in D and belongs to A∗ω for α > qω.
1.2 Factorization of classes defined by the growth of T (r, f)
Canonical and parametric representations of functions analytic in D and of finite
order of the growth were obtained [6, 7, 8] in 1940’s by M. M. Djrbashian using
the Riemann-Liouville fractional integral.
Theorem B. If f ∈ A∗α, α > 0 then f admits a representation
f(z) = Cλz
λP (z, Zf , α) exp
{α
pi
∫
D
log |f(ζ)|(1 − |ζ|2) dm2(ζ)
(1− ζ¯z)α+2
}
, (1.8)
where Cλ is a complex constant, λ ∈ Z+, m2 is the planar Lebesgue measure,
P (z, Zf , α) is a canonical product with the zeros Zf , and of the form
P (z, Zf , α) =
∏
k
(
1−
z
zk
)
exp{−Uα(z, zk)}, (1.9)
where
Uα(z, zk) =
2α
pi
∫
D
log |1− w
ζ
|(1− |w|2) dm2(w)
(1− w¯z)α+2
, z ∈ D.
Moreover, P (z, Zf , α) converges in D if and only if∑
zk∈Zf
(1− |zk|)
α+1 < +∞.
M.M. Djrbashian [7] noted that P (z, Zf , α) has the form (1.1) if α ∈ N.
Besides the class A∗α, which can be defined by the condition
sup
0<r<1
∫ 2pi
0
(∫ r
0
(r − t)α−1 log+ |f(teiϕ)| dt
)
dϕ < +∞,
M.M.Djrbashian considered the class Aα defined by
sup
0<r<1
∫ 2pi
0
(∫ r
0
(r − t)α−1 log |f(teiϕ)| dt
)+
dϕ < +∞.
Obviously, A∗γ ⊂ A
∗
α ⊂ Aα ⊂ Aβ , γ < α < β. Moreover, the function gα(z) =
exp
{
1
(1−z)α+1
}
belongs to Aα \A
∗
α.
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Theorem C. The class Aα, α > −1, coincides with the class of functions repre-
sented in the form
f(z) = Cλz
λBα(z) exp
{ 2pi∫
0
dψ(θ)
(1 − e−iθz)α+1
}
≡ Cλz
λBα(z) exp{gα(z)}, (1.10)
where ψ ∈ BV [0, 2pi],
∑
zk∈Zf
(1−|zk|)
α+1 < +∞; Bα(z) =
∏
k
(
1− z
zk
)
e−Wα(z,zk)
is Djrbashian’s product
Wα(z, ζ) =
∫ 1
|ζ|
(1− x)α
x
dx+
∑
k
Γ(α+ k + 1)
Γ(α+ 1)Γ(1 + k)
×
×
(
(ζ¯z)k
∫ 1
|ζ|
(1− x)α
xk+1
dx−
(z
ζ
)k ∫ |ζ|
0
(1− x)αxk−1 dx
)
.
More general results for arbitrary growth are obtained in [9].
2 Classes defined by the growth logM(r, f)
2.1 Zero distribution and growth of logM(r, f)
B. Khabibullin [13] considered the following problem.
Problem 2.1. Given a sequence Z in D without accumulation points in D, find
the lowest possible growth of logM(r, f) in the class of analytic functions f 6≡ 0
vanishing on Z.
An increasing continuous function d : [a, 1)→ [0, 1), where a ∈ [0, 1) is called
[13] a shift function if t < d(t) < 1 for t ∈ [a, 1).
Theorem D ([13, Theorem 1]). Let Z be a sequence in D, d be convex or concave
shift function. Then there exists a function f ∈ H(D), f 6≡ 0 such that Zf ⊃ Z
and logM(r, f) ≤ C
d(r)−rN(r, Z) for some positive constant C.
Another approach was used by C.N.Linden. In 1964 ([14]) he established
a connection between ρM [P ] and the zero distribution of P , where P is of the
form (1.1). To clarify this connection we need some definitions.
Let
(reiϕ) =
{
ρeiθ : r ≤ ρ ≤
1 + r
2
, |θ − ϕ| ≤
pi(1 − r)
2
}
,
and ν(reiϕ) be the number of zeros of P in (reiϕ). We define
ν1(r, P ) = max
ϕ
ν(reiϕ), ν[P ] = lim sup
r↑1
log+ ν1(r, P )
− log(1 − r)
, (2.1)
Theorem E ([14, Theorem V]). With the notation above we have
ρM [P ]
{
= ν[P ], ρM [P ] ≥ 1,
≤ ν[P ] ≤ 1, ρM [P ] < 1.
(2.2)
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This result was improved and generalized by F. Shamoyan in [22, 23]. We
follow the notation of [22]. Let ϕ be nonnegative increasing function on (0,+∞).
Set
X∞ϕ =
{
f ∈ H(D) : log |f(z)| ≤ C(f)ϕ
( 1
1− |z|
)}
. (2.3)
Assume that for
βϕ = lim inf
x→+∞
xϕ′(x)
ϕ(x)
, αϕ = lim sup
x→+∞
xϕ′(x)
ϕ(x)
we have βϕ ≤ αϕ < +∞.
Theorem F ([22, Theorem 1]). Suppose that ϕ satisfies the above conditions.
i) Let βϕ > 1. If f ∈ X∞ϕ , f(0) = 1, then ν(r, Zf ) ≤ Cϕ
(
1
1−r
)
for some
positive constant C;
ii) Let βϕ > 0. If Z be an arbitrary sequence in D such that ν(r, Z) ≤
Cϕ
(
1
1−r
)
for some positive constant C, then P (z, Z, α) ∈ X∞ϕ for every
α > αϕ + 1.
As we can see, this theorem gives a description of zeros for functions f ∈
H(D) of finite order ρM [f ] > 1. A counterpart of this result for functions of
infinite order is obtained in [23, Theorem 2].
2.2 Factorization of classes defined by the growth
of logM(r, f)
In [14, Theorem I] Linden proved the following result.
Theorem G. Let f be analytic in D and of order ρM [f ] ≥ 1. Then
f(z) = zpP (z)g(z),
where P is a canonical product displaying the zeros of f , p is nonnegative integer,
g is non-zero and both P and g are analytic and of ρM -order at most ρM [f ].
Further, in Theorem IV [14], Linden showed that if ρM [f ] < 1 one has
max{ρM [P ], ρM [g]} ≤ max{ρM [f ], ν[f ]}.
For ϕ(x) = xρ, ρ > 0 we denote Xρ = X
∞
ϕ .
V. I. Matsaev and Ye. Z. Mogulski [18] established that if we take P (z) =
P (z, Zf , s), s ≥ [ρ] + 1, s ∈ N, in the representation of Theorem G, then the
function g has the form
g(z) = exp
∫ 2pi
0
Sq(ze
−iθ)γ(θ) dθ, z ∈ D, (2.4)
where q = [ρ] + 1, Sq(z) = Γ(q + 1)
(
2
(1−z)q − 1
)
is the generalized Schwarz
kernel, γ is a real valued function such that γ ∈ Lip(q−ρ) for noninteger ρ, and
γ satisfies Zygmund’s condition |γ(θ+h)− 2γ(θ)+γ(θ−h)| ≤ Ch for integer ρ.
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In [24] F.Shamoyan showed that non-zero factor Uα(z) in Djrbashian’s rep-
resentation (1.8) can be written in the form (2.4) with q not necessary integer
such that q > α, and (k = [q − α])
∫ 2pi
0
∫ 2pi
0
γ(k)(t+ θ)− 2γ(k)(θ) + γ(k)(θ − t)
|t|1+q−α
dt dθ < +∞.
In view of relation (0.1) the following problem arises naturally.
Problem 2.2. Given 0 ≤ σ ≤ ρ ≤ σ + 1, describe the class Aρσ of analytic
functions in D such that ρT [f ] = σ, ρM [f ] = ρ.
In [15] Linden constructed canonical products from Aρσ when ρ > 1, and
ρ − 1 ≤ σ ≤ ρ. In [2] this problem was solved by the first author under the
restriction that ρ ≥ 1. A solution is given in terms of so called complete measure
of an analytic function in the sense of Grishin (see [11, 10]).
Let f ∈ H(D) be of the form
f(z) = Cqz
λP (z, Zf , q) exp
{ 2pi∫
0
Sq(ze
−iθ)dψ∗(θ)
}
, (2.5)
where ψ∗ ∈ BV [0, 2pi],
∑
zk∈Zf
(1− |ak|)q+1 < +∞, λ ∈ Z+, Cq ∈ C.
Let M be Borel’s subset of D. A complete measure λf of genus q in the
sense of Grishin is defined by of as
λf (M) =
∑
Zf∩M
(1− |zk|)
q+1 + ψ(M ∩ ∂D), (2.6)
where ψ is the Stieltjes measure associated with ψ∗.
A characterization of λf for f ∈ Aρσ is given in [2, Theorem 4]. Another
application of λf can be found in [3]
3 A concept of ρ∞-order
Many theorems valid on analytic functions of finite order in D fail to hold when
ρM -order is smaller than 1 (see e.g. [2], [14], [16]).
In particular, for a Blaschke product B we always have 0 ≤ ν[B] ≤ 1, so
Theorems E and F give no new information on zero distribution of B.
The question arises:
Question. What kind of growth characteristic can describe zero distribution in
the case when ρM [f ] ≤ 1?
For a meromorphic function f(z), z ∈ D, and p ≥ 1 we define
mp(r, f) =
(
1
2pi
∫ 2pi
0
| log |f(reiθ)||p dθ
) 1
p
, 0 < r < 1.
We write
ρp[f ] = lim sup
r↑1
logmp(r, f)
− log(1− r)
.
A characterization of ρp-orders can be found in [17].
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We define ρ∞-order of f as
ρ∞[f ] = lim
p→∞
ρp[f ],
(existence of the limit follows from the fact that Lp-norms are monotone in
p). It follows from the First fundamental theorem of Nevanlinna that ρ1[f ] =
ρT [f ]. Besides, it is known (e.g. [16]), that ρM [f ] ≤ ρp[f ] +
1
p
(p > 0), which
generalizes (0.1). Consequently, ρM [f ] ≤ ρ∞[f ]. Moreover, Linden [16] proved
that ρ∞[f ] = ρM [f ] provided that ρM [f ] ≥ 1. Thus, the values ρ∞[f ] and ν[f ]
have similar behavior with respect to the maximum modulus order, when f is
a canonical product.
Remark. To omit confusion, we have to note that Linden used the notation
λ∞(f) for ρM [f ]. But he did not consider the limit limp→∞ ρp[f ] when ρM [f ] <
1.
For a sequence Z in D with finite convergence exponent we define ν[Z] =
ν[P (z, Z, q)] for an appropriate choice of q. It is clear that the definition does
not depend on q.
The following theorem answers the question posed above.
Theorem H ([5, Theorem 1.1]). Given a sequence Z in D such that ν = ν[Z] <
∞ and an integer s such that s ≥ [ν] + 1, we define the canonical product
Ps(z) = P (z, Z, s). Then ρ∞[Ps] = ν.
Corollary ([5, Theorem 1.2]). Let f ∈ H(D). Then ν[f ] ≤ ρ∞[f ].
Example 3.1. Let zk = 1−1/(k log
2 k), k ∈ {3, . . .}. We consider the Blaschke
product B(z, Z). Since |B| is bounded in D, we have ρM [B] = ρT [B] = 0, and
consequently ρ∞[B] ≤ 1.
On the other hand, it is easy to check that
n(r, B) ∼
1
(1− r) log2(1− r)
, r ↑ 1,
and
d1
(1 − r) log2(1− r)
≤ ν(r) ≤
d2
(1− r) log2(1− r)
, r ↑ 1,
for some positive constants d1, d2. Hence, ν[B] = 1, and by the corollary
ρ∞[B] = 1.
Taking into account Theorem 3 we deduce that max{ρM [P ], ρM [g]} ≤ ρ∞[f ]
in Theorem G. A counterpart of Theorem G is valid without restrictions on the
value of order.
Theorem I ([5, Theorem 2.1]). Let f be analytic in D, and of finite order ρ∞[f ].
Then
f(z) = zpP (z)g(z),
where P is a canonical product displaying the zeros of f , p is nonnegative integer,
g is non-zero and both P and g are analytic and of ρ∞-order at most ρ∞[f ].
Some another applications of the concept of ρ∞-order such as logarithmic
derivative estimates can be found in [5].
The proof of Theorem H relies on the inequality s ≥ [ν] + 1. Since the
theorem is not applicable for Blaschke products one may ask what are relations
between zero distribution of a Blaschke product and its ρ∞-order.
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Here we prove the following Carleson-type result. Let
S(ϕ, δ) = {ρeiθ ∈ D : ρ ≥ 1− δ,−piδ < θ − ϕ ≤ piδ}
be the Carleson square based on the arc [ei(ϕ−piδ), ei(ϕ+piδ)].
Theorem 3.2. Let Z be a sequence in D such that
∑
zk∈Z
(1 − |zk|)s+1 < +∞
for some nonnegative integer s, Ps(z) = P (z, Z, s).
i) Let γ ∈ (0, s+ 1]. If∑
zn∈S(ϕ,δ)
(1 − |zn|)
s+1 ≤ C1δ
γ , δ ∈ (0, 1), (3.1)
for some constant C1 independent of ϕ and δ, then for all p ≥ 1
mp(r, log |Ps|) ≤

 C2(1− r)
γ−s−1
(
log
1
1− r
+ 1
)
, γ ∈ (0, s+ 1);
C2(log
2(1− r) + 1), γ = s+ 1.
(3.2)
ii) If s = 0, and for all p ≥ 1 we have that mp(r, log |B|) ≤ K(1 − r)1−γ for
some constant K independent of p and r and γ ∈ (0, 1] then (3.1) holds.
For a Blaschke product we define λ(ϕ, r) =
∑
zk∈ZB∩S(ϕ,
1−r
2
)(1 − |zk|).
Corollary 3.3. Let B be a Blaschke product. Set
t[B] = sup{γ ≥ 0 : max
ϕ
λ(ϕ, r) = O((1 − r)γ)}.
Then ρ∞[B] = 1− t[B].
Corollary 3.4. If B is an interpolating Blaschke product, then mp(r, log |B|) ≤
C(log2 11−r + 1) for all p ≥ 1.
4 Proof of Theorem 3.2
We start with proving of i). We write Em(re
iϕ) = S
(
ϕ, (1 − r)2m−1
)
, m ∈ N,
E0(z) = ∅. So E1(re
iϕ) = S(ϕ, 1 − r), and Em(reiϕ) = D for m ≥ m(r) =[
log2
1
1−r
]
.
Lemma 4.1. Let Z be a sequence in D such that
∑
zk∈Z
(1 − |zk|)s+1 < ∞.
Suppose that for some K and γ ∈ (0, s+ 1] condition (3.1) holds. Then
∞∑
k=1
∣∣∣1− |zk|2
1− zz¯k
∣∣∣s+1 ≤


C3
(1− |z|)s+1−γ
, γ ∈ (0, s+ 1),
C3 log
1
1−|z| , γ = s+ 1.
z ∈ D,
for some constant C3 = C3(s, γ) > 0.
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Proof of the lemma. It is easy to see that |1 − rρkei(ϕ−θk)| ≥ C4(1 − r)2m for
zk = ρke
iθk ∈ D \ Em with some absolute constant C4. Then
∑
k
(1− |zk|2)s+1
|1− reiϕz¯k|s+1
=
m(r)∑
m=1
∑
zk∈Em\Em−1
(1 − ρ2k)
s+1
|1− rρei(ϕ−θk)|
≤
≤
2s+1
(C4(1 − r)2m−1)s+1
∑
z∈Em
(1− ρk)
s+1 ≤
4s+1
(C4(1− r))s+1
m(r)∑
m=1
C1((1− r)2m)γ
2m(s+1)
≤
≤
C5(s)
(1− r)s+1−γ
m(r)∑
m=1
2m(γ−s−1).
The last sum is bounded by a constant depending on γ and s for γ ∈ (0, s+1),
and equals m(r) in the case γ = s + 1. This implies the assertion of the
lemma.
We shall need some known results.
Theorem J (see [20, Theorem V.24, p.222; Theorem V.25, p.224]). For the
canonical product Ps(z)
log+ |Ps(z)| ≤ C6(s)
∑
m
∣∣∣1− |zm|2
1− zz¯m
∣∣∣s+1, z ∈ D, ∑
m
(1− |zm|) = +∞; (4.1)
if Dm denotes the disc D
(
zm, (1− |zm|2)s+4
)
then
log+
1
|Ps(z)|
≤ K log
1
1− |z|
∑
m
∣∣∣1− |zm|2
1− zz¯m
∣∣∣s+1, 1
2
≤ |z| < 1, z 6∈
⋃
m
Dm.
(4.2)
Note that the following arguments essentially repeat that from [16, Lemma
1].
We first suppose that γ < s+ 1. Then, let s ∈ N. We have to prove that
∫ 2pi
0
| log |Ps(re
iθ)||p dθ ≤ Cp7
logp 11−r
(1− r)p(s+1−γ)
. (4.3)
We deal with the integral in (4.3) by covering the range of integration by [pi/(1−
r)] + 1 intervals of the form [τ + r − 1, τ + 1 − r] for τ = 2k(1 − r) and k ∈
{0, . . . , [pi/(1− r)]}, showing that
τ+1−r∫
τ+r−1
| log |Ps(re
iθ)||p dθ ≤ Cp8 (1− r)
−p(s+1−γ)+1 logp
1
1− r
(4.4)
for each τ , where the constant C8 is independent of τ . For convenience and
without loss of generality, we may suppose that τ = 0 and 34 ≤ |zm| < 1. For
given r, let γr = {z = reiθ : r− 1 ≤ θ ≤ 1− r}, and F (r) = {m : Dm ∩ γr 6= ∅},
where Dm are the exceptional discs of Theorem J. From the definition of the
discs Dm and assumptions on (zm) it follows that 1− 4−3 ≤
1−r
1−|zm|
≤ 1 + 4−3.
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Hence
∑
zm∈F (r)
(1−|zm|)s+1 ≥
(1−r)s+1
2s+1 |F (r)|, where |F (r)| denotes the number
of elements in the set F (r). Thus, by (3.1), we have
|F (r)| ≤ C9(1− r)
γ−1−s. (4.5)
We consider the factorization Ps = B1B2B3, where
B1(z) =
∏
m 6∈F (r)
E
(1− |zm|2
1− z¯mz
, s
)
,
B2(z) =
∏
m∈F (r)
exp
s∑
j=1
1
j
(1− |zm|2
1− zz¯m
)j
,
B3(z) =
∏
m∈F (r)
(
1−
1− |zm|
2
1− zz¯m
)
=
∏
m∈F (r)
( z¯m(zm − z)
1− zz¯m
)
.
First we note that Theorem J and Lemma 4.1 give∫ 1−r
r−1
| log |B1(re
iθ)||pdθ ≤
∫ 1−r
r−1
Cp10 log
p 1
1− r
(∑
m
∣∣∣ 1− |zm|2
1− reiθ z¯m
∣∣∣s+1)p dθ
≤ Cp10 log
p 1
1− r
1
(1 − r)p(s+1−γ)
2(1− r) =
Cp11(s, γ) log
p 1
1−r
(1− r)p(s+1−γ)−1
. (4.6)
Next, the inequality |1− zz¯m| >
1
2 (1− |zm|
2) yields
| log |B2(z)|| <
∑
m∈F (r)
s∑
j=1
1
j
∣∣∣1− |zm|2
1− zz¯m
∣∣∣j ≤ C12|F (r)|.
Hence (4.5) implies∫ 1−r
r−1
| log |B2(re
iθ)||pdθ ≤ Cp13(1− r)
1−p(s+1−γ). (4.7)
Finally, in [16, p.124] it is proved that∫ 1−r
r−1
| log |B3(re
iθ)||pdθ ≤ C14|F (r)|
p(1− r) (4.8)
Inequality (4.4) now follows from (4.6)–(4.8).
In the case s = 0 the only difference in the proof is that there is no product
B2, and |B1(z)| ≤ (
∏
m |zm|)
−1.
We now suppose that γ = s+1. In this case |F (r)| is bounded uniformly in
r. Instead of (4.6), using Lemma 4.1, we obtain∫ 1−r
r−1
| log |B1(re
iθ)||pdθ ≤
∫ 1−r
r−1
Cp10 log
p 1
1− r
(∑
m
∣∣∣ 1− |zm|2
1− reiθ z¯m
∣∣∣s+1)p dθ
≤ 2Cp10 log
2p 1
1− r
(1− r). (4.9)
Hence, mp(r, log |Ps|) = O
(
log2(1− r)
)
as r ↑ 1.
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We now prove ii). Consider the function
K(z, ζ) =
1
1− |ζ|
log
∣∣∣1− zζ¯
z − ζ
∣∣∣, z ∈ D, ζ ∈ D.
This function has many nice properties. It is nonnegative. Moreover, (ζ = ρeiθ,
z = reiϕ)
K(z, ζ) =
1
2(1− ρ)
log
(
1 +
(1− r2)(1 − ρ2)
r2 − 2rρ cos(ϕ − θ) + ρ2
)
, (4.10)
and therefore
lim
ρ→1−
K(z, ρeiθ) =
1− |z|2
|ρeiθ − z|2
.
We need the following property
|K(z, ζ)| ≥
1
12
1− |z|2
|z − ζ|2
, 1− |ζ| ≤
1
2
(1 − |z|). (4.11)
Indeed, since log(1 + x) ≥ x1+x , x ∈ (0, 1), using (4.10), we deduce that
|K(z, ζ)| ≥
1 + ρ
2
1− r2
|z − ζ|2
1
1 + (1−r
2)(1−ρ2)
|z−ζ|2
. (4.12)
The condition 1− |ζ| ≤ 12 (1 − |z|) yields that |ζ| ≥
1
2 , and
|z − ζ| ≥ 1− |z| − (1 − |ζ|) ≥
1− |z|
2
.
Therefore
1 + ρ
2
1− r2
|z − ζ|2
1
1 + (1−r
2)(1−ρ2)
|z−ζ|2
≥
3
2
1
1 + 1−ρ
2
1−r 4(1 + r)
≥
≥
3
4
1
1 + 2(1 + ρ)(1 + r)
≥
1
12
.
Inequality (4.11) is proved.
Then we can write that log |B(z)| = −
∑
zk∈Z
K(z, zk)(1−|zk|)+
∑
k log |zk|.
Using (4.11), we obtain
| log |B(reiθ)|| ≥
∑
zk∈S(ϕ,
1−r
2
)
K(reiϕ, ζ)(1−|zk|) ≥
∑
zk∈S(ϕ,
1−r
2
)
(1− r2)(1− |zk|)
12|reiϕ − zk|2
.
Elementary geometric arguments show that |reiϕ − ρeiθ| ≤ |reiϕ − eiθ| for 1 >
ρ ≥ r ≥ 0. It then follows that
| log |B(reiθ)|| ≥
1
12
∑
zk∈S(ϕ,
1−r
2
)
1− r2
|reiϕ − eiθ|2
(1− |zk|) ≥
≥
1
3(pi
2
4 + 1)
1− r2
(1− r)2
∑
zk∈S(ϕ,
1−r
2
)
(1 − |zk|) ≥
∑
zk∈S(ϕ,
1−r
2
)(1 − |zk|)
3(pi
2
4 + 1)(1− r)
.
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Recall that λ(ϕ, r) =
∑
zk∈S(ϕ,
1−r
2
)(1 − |zk|). From the definition of S(ϕ, δ) it
follows that for fixed r the function λ(ϕ, r) is piecewise constant and continuous
from the right. Therefore it attains its maximum on some interval [ϕ1(r), ϕ2(r)),
ϕ2(r) > ϕ1(r). By the assumption of the theorem we deduce that
C1
(1− r)1−γ
≥
(∫ 2pi
0
| log |B(reiϕ)||p dϕ
) 1
p
≥ C15
(∫ 2pi
0
(
λ(ϕ, r)
)p
dϕ
) 1
p
1− r
.
Hence
max
ϕ
λ(ϕ, r)(ϕ2(r)− ϕ1(r))
1
p ≤
(∫ 2pi
0
λp(ϕ, r) dϕ
) 1
p
≤
C1
C15
(1− r)γ .
Tending p→∞ we obtain the assertion of ii).
This paper was inspired by the “Conference on Blaschke Products and their
Applications” (Fields Institute, Toronto, July 25–29, 2011) organized by Javad
Mashreghi and Emmanuel Fricain. I would like to thank the organizers and the
staff of the Fields Institute for hospitality and financial support.
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