Abstract: With the avalanche of protein sequences generated in the post-genomic age, many typical topics in bioinformatics, proteomics and system biology are relevant to identification of various attributes of uncharacterized proteins or need this kind of knowledge. Unfortunately, it is both time-consuming and costly to acquire the desired information by purely conducting biochemical experiments. Therefore, it is highly desirable to develop automated methods for fast and accurately identifying various attributes of proteins based on their sequences information alone. This is the convergence between bioinformatics and artificial intelligence techniques (AI). To establish powerful computational methods in this regard, one of the key procedures is to find an effective mathematical expression for the protein samples that can truly reflect their intrinsic correlation with the target to be predicted. To realize this, the pseudo amino acid (PseAA) composition or PseAAC was proposed. Stimulated by the concept of PseAAC, a series of different modes of PseAAC were developed to deal with proteins or proteins-related systems. The current review is mainly focused on those PseAAC modes that were formulated via cellular automata. By using some optimal space-time evolvement rules of cellular automata, a protein sequence can be represented by a unique image, the so-called cellular automata (CA) image or CAI. Many important features, which are deeply hidden in piles of long and complicated amino acid sequences, can be clearly revealed through their CAIs. It is anticipated that, owing to its impressive power, intuitiveness and relative simplicity, the CAI approach holds a great potential in bioinformatics and other related areas.
I. INTRODUCTION
With the explosion of protein sequences entering into data banks, one of the most important tasks in bioinformatics is to develop automated methods for efficiently determining their attributes in a large-scale manner [1] . The topics of protein bioinformatics are very wide and include many areas, such as prediction and characterization of protein function, localization, secondary structure, tertiary structure, quaternary structure, solvent accessibility, sequential/structural motifs, folding rates, binding interaction with ligands, DNA, RNA, as well as protein-protein interactions (see, e.g., [2] [3] [4] [5] [6] ). All of these are far more challenging than the topics in the classical molecular biology because they will involve not only very large structural components but also extremely complicated dynamic processes. Although all these investigations can be done by conducting a variety of biochemical experiments, the straightforward approach of performing experiments is not only time-consuming but also very costly.
There are two different ways to formulate protein sequence samples to develop effective method for predicting protein attributes: the sequential model and the discrete model. The most basic method for the sequential model is *Address correspondence to this author at the Computer Department, JingDe-Zhen Ceramic Institute, Jing-De-Zhen 333403, China; Tel: 1 416-214-1144; Fax: 1 416 214 3403; E-mails: xiaoxuan0326@yahoo.com.cn; xxiao@gordonlifescience.org the sequence-similarity-search-based tools, such as BLAST [7] . However, this kind of approach failed to work when the query protein does not have significant sequence similarity to those of known attributes. Thus, various discrete models were proposed.
The simplest discrete model used to represent a protein sample is its amino acid (AA) composition or AAC [8] . Given a protein sequence P with L amino acid residues as formulated by
where R 1 represent the 1 st residue, R 2 represent the 2 nd residue, R L represent the L-th residue, and they each belong to one of the 20 native amino acids: A, C, D, E, F, G, I, K, L, M, N, P, Q, R, S, T, V, W, and Y. Amino acid composition is defined as the occurrence frequencies of 20 different amino acids in a protein sequence; i.e.,
where
corresponds to one of 20 amino acid types and i n the number of amino acid type i occurring in the protein sequence of length L, and T the transpose operator.
However, if using Eq. 2 to represent a protein sample, all its AA sequence-order information would be lost, and hence the prediction quality based on such a model might be limited. To deal with this kind of situation, the pseudo amino acid (PseAA) composition or PseAAC was proposed [9] . According to the concept of PseAAC, a protein sample can be formulated with a discrete model yet without completely losing its sequence information. Rather than Eq. 2, the protein P of Eq. 1 should be formulated as
where Ever since the concept of PseAAC was introduced, it has been widely used to study various problems in proteins and proteins-related systems [10] , such as protein structural class prediction [11, 12] , classification of amino acids [13] , protein subcellular location prediction [12, 14, 15] , GPCR (G-proteincoupled receptor) family prediction [16] [17] [18] , membrane protein type prediction [14, 19] , enzyme functional classification [20] [21] [22] , signal peptide prediction [23] , predicting DNA-binding proteins [24] , and so on.
The current review is focused on various modes of PseAAC formulated by cellular automata. By using some optimal space-time evolvement rules of cellular automata, a protein sequence can be represented by a unique image, the so-called cellular automata image (CAI). Many important features, which are deeply hidden in a long and complicated amino acid sequence, can be clearly revealed thru its CAI.
II.
CELLULAR AUTOMATA IMAGE AND FEATURES EXTRACTION
Cellular Automata Image
A protein sequence is formed by 20 native amino acids, and it is very difficult to find its characteristic pattern particularly when the sequence is very long and complicated. However, if they can be converted to some diagrams, some important features can be automatically manifested and become easily visible. The benefit to do so is quite like those cases that introduction of graph or diagram approaches to study biological systems can provide an intuitive picture or useful insights, helping us to catch the essence or core of the problem as demonstrated in a series of previous studies (see, e.g., [17, [25] [26] [27] [28] [29] [30] [31] [32] ).
However, there is a common characteristic in the general visual methods DNA sequences, i.e., the point of the special curve corresponding to a certain nucleic acid is colligated only with the base prior to it, while the effects of all the bases behind it are totally ignored. This is inconsistent with the fact that all the bases in a gene are coupled with each other as an entity in nature. Protein sequence visualization has the same problem. In view of this, a completely new and different method is introduced to image the molecular sequences. This method is based on cellular automata.
As a first step, each of the 20 native amino acids is coded in a binary mode according to Table 1 , which can better reflect the chemical and physical properties of an amino acid, as well as its structure and degeneracy [33] . Through the above encoding procedure, a protein sequence is transformed to a series of digital signals.
Thus, a protein sequence with N amino acids is initially converted to a string with 5N 0 or 1 codes, i.e.,
where g i (t) = 0 or 1 (i = 1, 2, L, 5N ) as defined by Table   1 . Suppose the time for each updated step is consecutively expressed by t = 0, 1, 2, L, , we have
For rule 84 [34] (Fig. 1) , we have
with the spatially periodic boundary conditions given by g 0 (t) = g 5N (t) and g 5N +1 (t) = g 1 (t) (8) The th i grid at t is filled with white color if g ( ) 0 i t = , while it is filled with black color if g ( ) 1
i t = . Accordingly, each P(t) (t = 0, 1, 2, L, ) in Eq. 7 corresponds to a narrow ribbon mixed with white and black colors. Scanning these ribbons successively on to a screen or sheet will generate a 2D (2-dimensional) black-and-white image. The image thus evolved is called the cellular automaton image (CAI). Its advantage is that it can help us visualize some special features hidden in a long and complex sequence [33] .
If the rule and time for the evolution are all changeless, the molecular sequence and image thus produced will be one-to-one correspondence. Because digital codes for amino acid and nucleotide are of degeneracy, the images will appear in different cells for the first row at least, and those proteins which belong to a same protein attribute must have some similar textures in their CA images. The CAI set up a bridge between the protein bioinformatics and image recognition. Thus, the existing image recognition methods can been used to extract the textures of the CAI for the usage in formulating the PseAAC to study various problems in proteins and protein-related systems.
PseAAC Derived from CAI

1) Complexity Factor (CF)
The complexity of a symbolic sequence can be measured by the minimal number of steps required for its synthesis in a certain process [35] . For each step only two operations were allowed in the process: either generating an additional symbol that ensures the uniqueness of each component
or copying the longest fragment from the part of a synthesized sequence. Suppose a string S expressed by
Its substring is expressed by
The complexity measure factor, C LS (S) of a non-empty sequence S synthesized according to the following procedure is defined by the minimal number of steps: = r a q into the sequence followed by a dot. Thus, it could not be obtained by the copying operation. If the answer is "yes", then no new symbol is needed and we can go on to proceed with 
The above equation implies that the complexity measure factor for the string S=0001101001000101 is 6. As for the CAI, we can obtain the corresponding complexities from each line in Eq. 6.
2) Geometric Moments
Geometric moments are the most popular types of moments and have been frequently used for a number of image analysis tasks. The two-dimensional geometric
The image centroid is given by (14) When the geometric moments pq in Eq. 13 are referred to the image centroids (x c , y c ) , they become the central moments pq c , as given by
The central moments pq c are invariant to any spatial translation or rotation of the image; to make them invariant to the area scaling as well [36] , let us take the normalized form as given by Hu [37] pq 0 = pq c 00 c ( )
Based on Eq. 16, several RTS (rotation, translation, sizescaling) invariant functions were defined by 
3) Gray Level Co-Occurrence Matrix (GLCM)
According to the definition by Haralick et al. [38] , the GLCM is a matrix of frequencies at which two pixels, separated by a certain vector, occur in the image. The GLCM is a tabulation of how often different combinations of pixel grey level occur in an image, as can be formulated by P GLCM = 00 01 10 11 (24) where P GLCM represents the GLCM for P in Eq. 6; 00 is the total number of the "00" pairs counted when scanning g i (t) (i = 1, 2,L,5N ; t = 1, 2,L, ) in Eq. 6 from left to right row-by-row; 01 , the total number of the "01" pairs counted; and so forth.
While P GLCM can provide a quantitative description of a spatial pattern, they are too unwieldy for practical image analysis. Thus, Haralick proposed a set of scalar quantities for summarizing the information contained in a GLCM. He originally proposed a total of 14 quantities, or features; however, typically only a subset of them is often used [39] , they are (1) angular second moment (ASM), (2) contrast (CON), (3) inverse different moment (IDM), and entropy (ENT), as formulated below:
ENT = ij log ij j=0
III. APPLYING PSEAAC DERIVED FROM CAI AND OTHER APPROACHES TO PREDICT PROTEIN ATTRIBUTES
The features extracted from the CAIs of proteins have been used in several areas, as summarized below.
Protein Subcellular Location Prediction
Information of the subcellular localization of proteins is important because it can provide useful clues for revealing their functions and help understand the intricate pathways that regulate biological processes at the cellular level. Xiao et al. extracted the complexity measure factors of the former 6 lines in protein CAI as the PseAAC component for predicting protein subcellular localization [33] .
The concept of PseAAC was expanded to incorporate the functional domain (FunD) information for predicting protein subcellular localization based on the fact that the function of a protein is closely correlated with its subcellular location. Proteins often contain several modules or domains, each with a distinct function. Based on such a fact, several FunD databases were developed, such as SMART [40, 41] , Pfam [42] , CDD [43] . As a paradigm, here let us consider version 2.11 of CDD database, which covers 17,402 common protein domains and families. With each of the 17,402 domain sequences as a gauge base, a given protein sample can be defined in a PseAAC space with 17402 components according to the following formula
The information extracted from the GO database was also used to formulate PseAAC for predicting protein subcellular localization. Doing so was based on an assumption that proteins mapped onto the GO database space would be clustered in a way better reflecting their subcellular locations, although the percentage of proteins with known subcellular location annotations in the GO database is even lower than that in the Swiss-Prot database. The procedures for formulating the PseAAC with the GO database were illustrated in [44] [45] [46] [47] [48] [49] [50] [51] .
The concept of PseAAC was also be extended to cover the sequential evolution information for predicting protein subcellular localization. It was through the PSSM (PositionSpecific Scoring Matrix) [52] that the sequential evolution information was incorporated into PseAAC [50, 51] .
Compared with the earlier-stage predictors that cover the scope from only 2 to 5 subcellular locations, some predictors developed recently can cover up to 22 subcellular locations including acrosome, cell membrane, cell wall, centrosome, chloroplast, cyanelle, cytoplasm, cytoskeleton, endoplasmic reticulum, endosome, extracell, Golgi apparatus, hydrogenosome, lysosome, melanosome, microsome, mitochondrion, nucleus, peroxisome, spindle pole body, synapse, vacuole. Some recent predictors were developed according to different specific organisms such as human, plant, and bacterium. This will make the prediction more accurate without reducing the value of practical application because the source of a query protein usually is known.
Multiplex proteins that can simultaneously exist at two, or move between, two or more different location sites are particularly interesting because they may have some special biological functions important for basic research as well as drug development [53] . However, most existing predictors can be used only on the assumption that each protein has one, and only one, subcellular location, the so-called "singlelocation" case. Particularly, as pointed out by Millar et al. [54] , recent evidence indicates that an increasing number of proteins have multiple locations in the cell. Recently, some powerful and flexible predictors [50, 51] were developed by integrating the gene ontology information, functional domain information, and sequential evolutionary information through three different modes of PseAAC to predict the subcellular locations of multiple-locations proteins.
Protein Structural Classes Prediction
The structural class is an important attribute used to characterize the overall folding type of a protein. Therefore, prediction of the structural class has attracted many investigators [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] . Xiao et al [11] used the complexity measure factor as the PseAA components to reflect the overall sequence-order feature, leading to higher success rates in predicting the structural class of proteins. Later on they proposed using geometric moments from the CAI of protein (Fig. 2) to formulate the PseAAC [68] , also achieving a high success rate. Ding et al [69] adopted multifarious physicochemical properties to construct a series of sequence-order correlation factors for the PseAAC originally formulated in [9] , and obtained quite promising results. Ravi et al [70] presented a novel feature vector based on physicochemical property of amino acids for prediction protein structural classes. First, protein sequences were transformed to discrete time series according to physicochemical scales, then a wavelet-based time-series technique was proposed for extracting features from mapped amino acid sequence and a fixed length feature vector for classification is constructed. Similarly, Li et al [71] proposed a PseAAC mode by combining the continuous wavelet transform (CWT) with principal component analysis (PCA) for the prediction of protein structural classes. Firstly, the digital signal was obtained by mapping each amino acid according to various physicochemical properties. Secondly, CWT was utilized to extract new feature vector based on wavelet power spectrum (WPS), which contains more abundant information of sequence order in frequency domain and time domain, and PCA was then used to reorganize the feature vector to decrease information redundancy and computational complexity. This approach achieved further improvement on the prediction quality.
Prediction of protein folding patterns is one level deeper than that of protein structural classes, and hence is much more complicated and difficult. To deal with such a challenging problem, many PseAAC modes have been proposed. For example, by using the amphiphilic PseAAC [72] to represent protein samples, a powerful prediction was proposed in this regard [73] . Recently, the method was further improved by incorporating the functional domain and sequential evolution information [74] .
GPCR Family Class Prediction
G-protein coupled receptors (GPCRs) form the largest family of membrane proteins responsible for communication between the cell and the environment. GPCRs play a key role in cellular signaling pathways that regulate many basic physiological processes such as neurotransmission, cellular metabolism, secretion, growth, cellular differentiation, inflammatory and immune responses, smell, taste and vision. The malfunction of GPCRs is implicated in the pathology of many diseased and their progression such as ulcers, allergies, migraine, anxiety, psychosis, and glaucoma. This makes GPCRs as an essential target for drug development. But very few crystal GPCR structures have been determined because they are difficult to crystallize and most of them will not dissolve in normal solvents. According to the GPCRDB (release 10.0), GPCRs are classified into the following 6 main families: (a) rhodopsin like, (b) secretin like, (c) metabotrophic/glutamate/pheromone; (d) fungal pheromone, (e) cAMP receptor, and (f) Frizzled/Smoothemed family. Guo classified GPCRs and nuclear receptors on the basis of protein power spectrum from fast Fourier transform (FT) [75] . Fast Fourer transform (FFT) was used to transform proteins of variable length into fixed length vector. Gao and Wang predicted GPCRs at four levels by dipeptide composition [76] . Dipeptide composition represents the occurrence frequency of all consecutive amino acid pairs in a protein sequence and corresponds to a 400 dimension feature vector. Xiao et al. used the GLCM factors extracted from the cellular automaton images (Fig. 3) to distinguishing Gprotein-coupled receptor functional classes [17] , On the basis of this approach, a web-server GPCR-CA is built and freely accessible at http://icpr.jci.edu.cn/bioinfo/GPCR-CA. Shortly afterwards, Lin et al. [77] constructed another higher quality benchmark dataset with a wider coverage scope and Very recently, by hybridizing two different modes of PseAAC, a power predictor called GPCR-2L was developed for predicting GPCRs and their types [18] . The predictor is accessible at http://icpr.jci.jx.cn/bioinfo/GPCR-2L.
Predicting Transmembrane Regions in Protein
Meanwhile, the complexity measure factors extracted from the CAIs were also used for predicting the transmembrane regions [78] .
IV. CONCLUSION AND PERSPECTIVES
The huge amount of biology data generated in the postgenomic era has stimulated the development of bioinformatics. Many typical topics in sequential bioinformatics are relevant to prediction of protein attributes. For example, given an uncharacterized protein sequence, does it locate in nucleus or other subcellular location? What kind of structural characteristics does it have? Is it a GPCR or a non-GPCR? If it is the former, to which GPCR functional type does it belong? The list of questions is vast.
Artificial intelligence techniques can help us find the answers to these questions in a timely manner, and various computational methods were developed, therefore promote the development of bioinformatics. One of the fundamental steps in developing these methods is how to effectively formulate protein samples for statistical treatment.
The number of possible sequence order patterns in proteins is extremely large, which has posed a formidable barrier for using the sequential model to conduct effective statistical prediction. But using the simple AAC discrete model will miss all the sequence-order information and hence limit the prediction quality. To deal with such a dilemma, the concept of PseAAC was proposed. According to PseAAC, the information of constituent amino acids in a protein as well as some of its sequence pattern or order are reflected via a set of discrete numbers, the so-called PseAA components [79] .
Ever since the concept of PseAA composition was introduced, many different modes of PseAAC were stimulated by various approaches, such as stochastic signal processing, Fourier transform, low-frequency Fourier spectrum analysis, supervised locally linear embedding, sequence-order correlation factors, grey dynamic modeling, among others. In principle, the more the components the PseAAC is formed, the more sequence-order information it contains. However, it might cause over-fitting problem if the PseAAC contains too many components. Therefore, an optimal PseAAC should consist of as many key and as few trivial components as possible.
By encoding a protein sequence into digital format with genetic and physical chemistry information, followed by the cellular automaton image approach, many important features, which are originally hidden in the biomolecule sequences, can be clearly revealed in a visible manner.
According to Wolfram's theory [34] , each protein sequence is corresponding to a cellular automaton image with its own textural feature. Accordingly, those proteins that belong to a same attribute should have some similar textures as far as their cellular automaton images are concerned. And the features extracted from their cellular automaton images can be used to cluster or distinguish various attributes of proteins. It was based on such a rationale that the complexity factor approach, geometric invariant moment approach, and gray level co-occurrence matrix approach were adopted in formulating various modes of PseAAC.
