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We propose a new theoretical approach to nucleation processes. As an alternative to free-energy
based theories such as Classical Nucleation Theory, we derive from first principles by means of a
projection operator formalism a Fokker-Planck-like equation of motion for the size distribution of
the nuclei formed at a first order phase transition. Our method is inspired by the work of Grabert [H.
Grabert, Projection operator techniques in nonequilibrium statistical mechanics, Springer, 1982] and
makes use of projection operators in order to capture out-of-equilibrium as well as memory effects.
We express the equation of motion in a form that allows for direct comparison to the Markovian
limit, which is currently used in most models of nucleation processes. The conditions under which
this limit is reached are then discussed and, in particular, we analyze the impact of memory on
the evolution of the nucleation process. We conclude by showing how an accurate experimental
measurement of the moments of the cluster size distribution can be efficiently used to quantify
out-of-equilibrium effects.
INTRODUCTION
Nucleation is part of a broad class of physical pro-
cesses which are described in terms of “reaction coor-
dinates”, i.e. processes for which it is useful to reduce
the description of the complex microscopic dynamics to
a small set of observables that capture the essential fea-
tures of the process of interest. Nucleation phenomena
encompass processes which have impact in diverse scien-
tific fields [1, 2]. If, for instance, a metal melt is cooled
to solidify, the mechanical properties of the product will
depend on details of the cooling process and, in partic-
ular, on the rate at which crystallites nucleate and grow
[3, 4]. Similarly, in the atmosphere liquid droplets or
crystallites nucleate from supercooled water vapour [5–
7]. The details of the size distribution and morphology
of these aggregates have an impact on the weather.
The common feature of all nucleation processes is that
a system is initialized in a metastable state and is ex-
pected to reach a qualitatively different, stable state
in the long-time limit after crossing a first order phase
transition. Although the process involves a very large
number of microscopic degrees of freedom, the stan-
dard way of describing it focusses on the dynamics of
a simple reaction coordinate, in most cases the size of a
droplet (aggregate, cluster or crystallite resp. 1). “Clas-
sical Nucleation Theory” (CNT) is the prevalent theo-
retical approach used to analyzed the dynamics of this
reaction coordinate. CNT was developed in the 1930’s
[8–10] and still enjoys great popularity (see e.g. ref[11–
19]). The main idea underlying CNT is to assume that
1 We will use the term “droplet” throughout this article, but our
arguments apply equally to aggregates that precipitate from
solution and crystallites that form in a supercooled melt.
the probability of forming a droplet of a certain size is
governed by the interplay between a favourable volume
term, driven by the chemical potential difference be-
tween the metastable phase and the stable phase, and
an unfavourable interfacial term controlled by the in-
terfacial tension. The competition between these oppo-
site contributions produces a free energy barrier that
can be overcome due to thermal fluctuation. These
concepts are accompanied by an additional assumption:
the evolution is expected to be Markovian, which allows
to model the process by a memory-less Fokker-Planck
equation of the form of eqn. (2) where the drift term
a1 includes the free energy competition between volume
and surface contributions. Although this picture yields
good qualitative results, it fails to reproduce experi-
mental and numerical data quantitatively, often even
by many orders of magnitude [20–26]. We will show in
this article that one potential cause of the discrepancy
are memory effects.
A droplet of a certain size can be realized by a large
number of different microscopic configurations. When
modeling nucleation we do thus inevitably deal with a
coarse-graining problem, i.e. we reduce the description
of the full microscopic problem to that of one quan-
tity averaged over a non-equilibrium ensemble of micro-
scopic trajectories. Often it is useful to model coarse-
grained variables in a probabilistic way (although, in
principle, one could derive a deterministic equation of
motion for a coarse-grained variable from a bundle of
underlying deterministic microscopic trajectories). A
common strategy is to work on the level of the prob-
ability distribution p(α, t) of the observable A, that is
the probability that the observable A has the value α
at time t. In cases of ergodic dynamics without exter-
nal driving, p(α, t) is expected to reach an equilibrium
distribution pβ(α) in the long-time limit. At all times,
2one can relate p(α, t) to the time-dependent phase-space
probability density, ρ(Γ, t), that corresponds to the en-
semble of trajectories, via
p(α, t) =
∫
dΓρ(Γ, t)δ(α −A(Γ)) (1)
If the dynamics of the coarse-grained variable is Marko-
vian, the Fokker-Planck equation is sufficient to describe
the dynamics of p(α, t), i.e.
∂p(α, t)
∂t
=
∂
∂α
[a1(α)p(α, t)] +
∂2
∂α2
[a2(α)p(α, t)] (2)
where a1 and a2 are called drift and diffusion coeffi-
cients, respectively. Although it is difficult to assess a
priori whether a coarse-grained variable has Markovian
dynamics, the Fokker-Planck equation is often used to
analyse epxerimental or numerical results.
Here, we propose a new approach that allows us to
derive the full, non-Markovian, equation of motion of
p(α, t). Following the work of Grabert [27], we derive
from the underlying microscopic dynamics by means of
a suitable projection operator an equation of motion
that contains memory, takes the form of a non-local
Kramers-Moyal expansion and allows us to draw a di-
rect comparison to the Fokker-Planck equation. In the
context of nucleation, we then show how one can quan-
tify deviations from purely Markovian dynamics. Then
we investigate the origin of the memory effects and their
consequences, and we discuss how a careful analysis of
the moments of the cluster size distribution from experi-
ment or computer simulation can be used to measure the
various coefficients that quantify the out-of-equilibrium
effects. We finally explain why we think that inconsis-
tencies in the definition of the reaction coordinate might
be the cause of mismatch between CNT and experimen-
tal results.
GENERAL FORMALISM - GRABERT’S
APPROACH
Projection operator techniques are often used to de-
rive Generalized Langevin Equations for a set of dynam-
ical variables such as e.g. the reaction coordinates of a
complex process. These techniques are based on the
definition of a projection operator that distinguishes a
main contribution to the dynamics, the so-called drift
term, from a marginal one. The choice of the projec-
tion operator can be adapted in order for the drift term
to be tuned to the problem under study. Grabert has
shown how to use these techniques instead in order to
derive an equation of motion for the probability density
p(α, t) of a dynamical variable A, i.e. the probability for
the variable A to be equal to α at time t [27] (which
is a description of the Fokker-Planck-form rather than
the Langevin-form). Here, the idea is to define a projec-
tion operator that makes use of an equilibrium phase-
space density in order to be able to use some of the
known equilibrium properties of the system, although
still describing a full non-equilibrium process. With
this method one obtains a mathematically accurate non-
equilibrium “Fokker-Planck-like” description that uses
equilibrium parameters as input. We recall the main
steps:
Based on an arbitrary phase-space observable A, i.e. a
variable that is fully determined by the position Γ in
phase-space, we define distributions ψα that act on
states Γ as
ψα(Γ) = δ(A(Γ) − α) (3)
These distributions are themselves completely deter-
mined by the position Γ in phase-space and can thus be
treated as dynamical variables for which we can apply
projection operator techniques. The following projec-
tion operator is then defined:
PX(Γ) =
∫
dα
∫
dΓ′ρβ(Γ
′)ψα(Γ
′)X(Γ′)
pβ(α)
ψα(Γ) (4)
where X is an arbitrary dynamical variable and
pβ(α) =
∫
dΓρβ(Γ)ψα(Γ) (5)
is the equilibrium probability density corresponding to
the dynamical variable A and β = 1/kBT . In words,
PX(Γ) is the sum of the equilibrium averages of the
observable X in all the subspaces A(Γ) = α weighted
each with their equilibrium probability. It is easily ver-
ified that P 2 = P , i.e. P is a projection operator. In
particular, we have
P [f(Γ)δ(α− A(Γ)] ∝ δ(α−A(Γ)) (6)
Now we would like to obtain an equation of motion for
ψα(t), the average of which is the out-of-equilibrium
time-dependent probability distribution p(α, t) of A,
namely
p(α, t) ≡
∫
dΓρ(Γ, t)ψα(Γ) (7)
where ρ(Γ, t) is the out-of-equilibrium phase-space den-
sity. As in any projection operator formalism, the main
idea of the derivation is to split the propagator eiLt,
where iL is the Liouville operator of the underlying mi-
croscopic model, into a parallel and an orthogonal con-
tribution. The standard Dyson decomposition yields
[28]
eiLt = eiLtP +
∫ t
0
dτeiLτPiLQeiL(t−τ)Q+QeiLtQ (8)
3where Q = 1 − P . Most of the following steps consist
in mathematical transformations relying on the iden-
tity iLψα(Γ) = −ψαiLA(Γ) and on the fact that ρβ
is the equilibrium phase-space density, which implies
iLρβ = 0 (for details see supplemental material, as well
as ref. [27]). The resulting equation of motion is
∂p(α, t)
∂t
= − ∂
∂α
[
w
(1)
β (α)p(α, t)
]
+
∫ t
0
dτ
∂
∂α
∫
dα′D(α, α′, t− τ)pβ(α′) ∂
∂α′
(
p(α′, τ)
pβ(α′)
)
(9)
where
w
(i1,··· ,ip)
β (α) =
1
pβ(α)
×
∫
dΓρβ(Γ)ψα(Γ)
[
(iL)i1 A(Γ)
]
· · ·
[
(iL)ip A(Γ)
]
(10)
D(α, α′, t) =
1
pβ(α′)
∫
dΓ′ρβ(Γ
′)Rα(t,Γ
′)Rα′(0,Γ
′)
(11)
Rα(t,Γ) = Qe
iLQtψα(Γ)iLA(Γ) (12)
This equation is valid only if the last term of the Dyson
decomposition eqn. (8) vanishes. This holds if the initial
phase-space density ρ(0,Γ) as well as the equilibrium
density are so-called “relevant densities”, i.e. they are
fully determined by the probability distributions p(α, 0)
and pβ(α). Formally, this condition is written as:
ρ(0,Γ)
ρβ(Γ)
=
p(A(Γ), 0)
pβ(A(Γ))
(13)
This condition is rather strong and implies that the
observable A must be chosen carefully: in the initial
state as well as in the final equilibrated one, all the mi-
crostates Γ such that A(Γ) = α must be equivalent.
APPLICATION TO NUCLEATION
We now consider the formation and growth of a
droplet of the stable phase that emerges from a
metastable bulk phase. A variable that measures the
size of the droplet is a natural reaction coordinate for
this process. However, we need to keep in mind that,
in order for the formalism derived in the previous para-
graph to apply, the variable A must be fully determined
by the position of the system in phase-space. There
could be several droplets in one single system at the
same time. Their size distribution would not be a vari-
able of the type defined above, while e.g. the size of the
largest droplet in the system or the average size of all
droplets present simultaneously would be suitable vari-
ables. The specific choice of the reaction coordinate will
have an impact on the quantitative application of the
theory, but the general structure of the resulting equa-
tions will not be affected. We will therefore develop
our arguments under the assumption that the reaction
coordinate is a variable N that counts the number of
particles in the largest droplet in the system. Note that
we will change the notation A and α to N and n, re-
spectively.
Let us simplify eqn. (9), or at least cast it in a more
intuitive form. Since our observable depends only on the
positions of the particles (and not on their momenta),
we can easily show that all functions w
(i1,··· ,ip)
β (n) van-
ish as long as
∑p
k=1 ik is an odd number. This result
is a direct consequence of the invariance of the equi-
librium phase-space density ρβ(Γ) under the transfor-
mation pi → −pi, where pi is the momentum of the
particle i. Thus, w
(1)
β (n) = 0, and the first term of
eqn. (9) vanishes.
The second step is to recast pβ(n) in terms that allow
for a direct comparison between the theory we develop
here and CNT. In equilibrium, the probability of finding
a certain macrostate can be related to an effective free
energy. In particular, given the observable N we can
define a “free energy profile” ∆G(n) that is related to
the probability pβ(n) via
∆G(n) := − 1
β
ln(pβ(n))
= − 1
β
ln
[∫
dΓρβ(Γ)δ(n−N(Γ))
]
(14)
This definition is consistent with the notion of the free
energy of a bulk equilibrium system, and it allows us to
write pβ(n) = e
−β∆G(n). Note, however, that we have
not used any additional bulk, equilibrium observables
as input such as e.g. an interfacial tension or a super-
saturation to define ∆G(n). In particular, we have not
invoked the capillarity approximation.
We can thus transform eqn. (9) noting that
pβ(n)
∂
∂n
(
p(n, τ)
pβ(n)
)
=
(
∂
∂n
+ β
∂∆G(n)
∂n
)
p(n, τ)
(15)
At this stage, eqn. (9) is still non-local in n, and our
final goal is to obtain an equation that can be easily
compared to the Fokker-Planck equation. We will there-
fore decompose the non-locality into a Kramers-Moyal
expansion with memory. To do this, we first write the
Taylor expansion of the phase-space function Rn(t,Γ)
defined in eqn. (12), i.e.
Rn(t,Γ) =
∞∑
p=0
tp
p!
Q [iLQ]p ψn(Γ)iLN(Γ) (16)
Given the relation iLψn = −∂ψn∂n iLN and that for any
variable X(Γ) we have P [Xψn] ∝ ψn, we assume the
4following structure
∂lRn
∂tl
∣∣∣∣
n,t=0
=
l∑
k=0
rl,k(n,Γ)
∂kψn
∂nk
(17)
This identity is proven by induction in the supplemental
material, and an expression for rl+1,k(n,Γ) is given in
terms of all the preceding terms rl′≤l,k(n,Γ). Inserting
eqn. (17) into eqn. (11), we obtain after some algebra
D(n, n′, t) =
∞∑
k=0
∂k
∂nk
[dk(n, n
′, t)δ(n− n′)] (18)
where the functions dk(n, n
′, t) are defined by
dk(n, n
′, t) =
1
pβ(n′)
∫
dΓρβ(Γ)

 ∞∑
p=k
ζp,k(n,Γ)
tp
p!

 iLN(Γ)δ(n−N(Γ)) (19)
and
ζp,k(n) =
p∑
k′=k
(−1)k′−k
(
k′
k
)
∂k
′−krp,k′ (n,Γ)
∂nk′−k
(20)
We will then set d˜k(n, t) := dk(n, n, t), the Taylor ex-
pansion of which can be expressed in terms of the func-
tions w
(i1,··· ,ip)
β (n). As an example, we show d˜0(n, t) =∑∞
n=0 w
(2n+1,1)
β (n)
t2n
(2n)! . The expansion eqn. (18) serves
to transform the non-locality in n into a sum of contri-
butions of all the derivatives of p(n, t) with respect to
n. The equation of motion of the time-dependent prob-
ability distribution of the droplet size then becomes
∂p(n, t)
∂t
=
∫ t
0
dτ
∞∑
k=0
∂k+1
∂nk+1
[
d˜k(n, t− τ)
(
∂
∂n
+ β
∂∆G(n)
∂n
)
p(n, τ)
]
(21)
which is the central result of our work.
The structure of eqn. (21) is similar to a Fokker-
Planck equation but it differs from it in two major
points: the non-locality in time and the sum involving
an infinite number of effective diffusion constants d˜k.
Given the complexity of the terms d˜k, we cannot make
a general statement about their impact on the evolution
of p(n, t), which would hold for all nucleation processes
independently from the details of the microscopic dy-
namics. But we will lay out in the following sections
how eqn. (21) compares to existing nucleation theories
and how one can extract information on d˜k from exper-
iments and simulations.
Before comparing eqn. (21) to CNT, we rewrite it as
a non-Markovian Kramers-Moyal expansion[29]
∂p(n, t)
∂t
=
∞∑
k=1
∂k
∂nk
∫ t
0
dτ
[
D(k)(n, t− τ)p(n, τ)
]
(22)
where the coefficients D(k) are identified as
D(1)(n, t) = d˜0(n, t)β
∂∆G(0)β (n, t)
∂n
(23)
and
D(k)(n, t) =d˜k−1(n, t)β
∂∆G(k−1)β (n, t)
∂n
+ d˜k−2(n, t)
(24)
for k ≥ 2, where we have defined ∆G(k)β (n, t) = ∆G(n)−
ln
(
d˜k(n, t)
)
/β. This final recasting of the equation will
later be useful in order to evaluate the time-evolution
of the moments of the distribution.
DERIVATION OF CNT
In CNT (and most extensions of CNT) the nucleation
process is described by a standard Fokker-Planck equa-
tion, i.e
∂p(n, t)
∂t
=
∂
∂n
[
D0(n)
(
∂
∂n
+ β∆G′(n)
)
p(n, t)
]
(25)
where ∆G′(n) = ∂∆G(n)/∂n. The functional form of
the free energy profile has been, and still is, a subject of
debate. While there is consensus in the literature about
5the fact that ∆G(n) is determined by an interplay be-
tween a favourable drift term, which increases with the
volume of the droplet and the thermodynamic driving
force of the phase transition, and an unfavourable sur-
face term controlled by the interfacial tension, and that
the competition between the terms creates a barrier that
needs to be overcome in order for the stable phase to
grow, details of ∆G(n) vary depending on the specific
nucleation problem that is modelled and the level of ap-
proximation that is considered appropriate to it.
In the CNT framework the nucleation rate is expected
to be proportional to e−β∆G
∗
, where ∆G∗ is the height
of the free energy barrier. Unfortunately, CNT fails to
quantitavely reproduce a large number of experimen-
tal results. In addition, the discrepancies are not sys-
tematic: CNT either underestimates or overestimates
nucleation rates, depending on the system. Explana-
tions for these discrepancies have been offered on dif-
ferent levels: by considering inconsistencies in the func-
tional form of ∆G (see e.g. the review by Laaksonen
and Oxtoby [30] or the one by Ford [31]), by addressing
the choice of reaction coordinate [16, 32–35], the infi-
nite size of the system [36], the fixed position of the
droplet in space [37], the simple form of the free en-
ergy profile which does not account for the structure of
the droplet [38–40], by including nonclassical effects in
a density-functional approach [41–43], or by using dy-
namical density-functional-theory instead of the over-
simplified free energy picture [44, 45], by testing the
capillarity approximation [46], by adapting the value of
the interfacial tension2 and by challenging the basic as-
sumptions of transition state theory, i.e. the accuracy of
the Markovian approximation [47] and the validity of a
Fokker-Planck description [48–50].
Here, we suggest that of all these valid objections and
improved theories, the last point is crucial: the struc-
ture of the Fokker-Planck equation itself must be put
into question. We claim that corrections to the Fokker-
Planck equation in the form of eqn. (21) cannot be a
priori assumed to be negligible. They need to be as-
sessed for each individual nucleation problem.
Given eqn. (21) we can now derive CNT from a the-
ory that has been derived from first principles (rather
than construct CNT as a phenomomenological descrip-
tion, as it has been done in the literature so far). The
approximations that are needed to transform eqn. (21)
into eqn. (25) are the following:
• All coefficients d˜k(n, t) for k ≥ 1 vanish.
2 To “correct” the value of the interfacial tension in retrospect
in order to make CNT predictions fit the experimental data is
such a common strategy, that we would need to list hundreds
of references here.
(Or they are such that
∫∞
0
d˜k(n, t)dt = 0 and vary
on a timescale much shorter than the timescale of
p(n, t).)
• The timescale of d˜0(n, t) is very short compared to
the one of p(n, t), such that we can approximate
it by
d˜0(n, t− τ) = D0(n)δ(t− τ) (26)
D0(n) =
∫ n
0
d˜0(n, t)dt (27)
These approximations might be appropriate in some sit-
uations, but the spectrum of processes that are referred
to as nucleation phenomena is so broad that it is very
unlikely that they apply in general.
Note also, that Pawula’s theorem does not remove
the discrepancies. In the Markovian case (i.e. locality
in time), Pawula’s theorem would apply: the Kramers-
Moyal expansion eqn. (22) could then safely be trun-
cated at order k = 2 if at least one even coefficient
D(2k) vanished. Irrespective of whether this condition
also applies here, at least the (k = 2)-term always needs
to be taken into account. This yields a term in addition
to CNT, on the r.h.s. of eqn. (22)
∂2
∂n2
∫ t
0
dτ d˜1(n, t− τ)β
∂∆G(1)β (n)
∂n
p(n, τ) (28)
REMARKS
The effects of memory on the nucleation rate
Which impact does the non-locality in time of the
equation motion have on the phenomenology of nucle-
ation processes? 3 From equ. (21), we define the flux of
probability J (n, t) as
J (n, t) =
∞∑
k=0
∂k
∂nk
∫ t
0
dτ
[
d˜k(n, t− τ)
(
∂
∂n
+ β∆G′(n)
)
p(n, τ)
]
(29)
In the CNT limit, only the first term remains, and
d˜0(n, t) is approximated by a Dirac distribution in time.
Assume now that d˜0(n, t) were instead an exponential
function and its timescale were not necessarily infinitely
3 Note that a recent study of memory effects for a simple barrier
crossing problem has been presented on the Langevin level in
ref. [51] and that memory effects during diffusive barrier cross-
ing have been discussed in ref. [52]
6t1 t
∗(n) t2
p(n, t)
d˜0(n, t− t1)
d˜0(n, t− t2)
FIG. 1. Schematic plots of p(n, t) and d˜0(n, t− τ ) for a fixed
value of n, and two values of t, lower and greater than t∗(n).
The convolution of these functions will have an impact on
the resulting flux.
shorter than any other timescale involved in the prob-
lem. The effect of this on the flux can be understood as
follows:
Since the variable we consider in our formalism is well-
defined on phase-space (say the number of particles in
the largest droplet in the system), p(n, t) for a fixed
value of n evolves as follows: if the system is initialized
in the metastable phase, we have p(n, t = 0) ≃ δ(n).
For any value of n > 0, p(n, t) will thus necessarily
grow at short times. In the long-time-limit, the size of
the largest cluster in the system will eventually grow in-
finitely large. Thus, p(n, t) will decrease at long times,
for any finite value of n. Therefore we conclude that
for any value of n there should exist a maximum of
p(n, t) that would be located at a certain time that one
notes t∗(n). However, the term ∂p(n, t)/∂n should be
negative and constantly growing towards 0, because the
distribution p(n, t) would spread over an always wider
range of n as time passes. This effect has impact when
it comes to comparing the effect of memory on the flux
compared to a Markovian theory. We illustrate this in
figure 1. In the Markovian limit, we would approximate∫ t
0 dτ d˜k(n, t− τ)p(n, τ) ≃ p(n, t)
∫∞
0 dτ d˜k(n, τ). If at a
certain time t, the past values of p(n, t) are lower than
the current one (t = t1 in figure 1), the actual convolu-
tion product will result in a smaller contribution than
the Markovian approximation. On the other hand, if the
past values of p(n, t) (within the timescale of the mem-
ory function) are greater than the current one (t = t2
in figure 1), we obtain a convolution product yielding a
result greater than the Markovian case. We can do the
same analysis for the diffusive term, for which only one
regime applies. We therefore have to distinguish vari-
ous contributions, which we summarize in the following
table:
n < n∗ n > n∗
Drift Diff. Drift Diff.
t < t∗(n)
Sign + - - -
≶ CNT < > < >
t > t∗(n)
Sign + - - -
≶ CNT > > > >
The ’Sign’ rows indicate the sign of the flux while the ’≶
CNT’ rows indicate whether a non-vanishing timescale
of the memory function strengthens or weakens the
flux (in absolute value) compared to the Markovian
case. The labels “Drift” and “Diff.” refer to the drift
term d˜k(n, t− τ)β∆G′(n)p(n, τ) and the diffusion term
d˜k(n, t−τ)∂p(n,τ)∂n , respectively. We conclude that in nu-
cleation processes, the diffusive part of the flux would
tend to be enhanced by memory effects, whereas the
drift contribution due to free energy should be reduced
at short times but progressively enhanced at long times
due to memory.
A procedure to analyze experimental data
Now that the structural discrepancies between CNT
and our formalism have been discussed, we show here
the consequences of comparing eqn. (21) to eqn. (25).
Let us first focus on the moments of the distribution
p(n, t). By multiplying eqn. (22) by np and then inte-
grating over n on the whole definition interval [0,∞],
we can write an equation of motion for the moment of
order p, i.e.
∂
∂t
〈np(t)〉 =
p∑
k=1
(−1)kp!
(p− k)!
∫
dnnp−k
∫ t
0
dτD(k)(n, t−τ)p(n, τ)
(30)
provided p(n, t) vanishes at the boundary of the domain
of integration of n. Note that for a given p, the sum here
contains only p terms. This implies that the moment of
order p depends only the functions D(k)(n, t) for k ≤ p.
Therefore, as k grows, D(k)(n, t) quantifies the discrep-
ancies from a purely diffusive process.
This observation can be exploited in a practical way.
Let us estimate the first-order coefficient d˜0(n, t). We
can first apply equ. (30) for p = 1, reading
∂
∂t
〈n(t)〉 =−
∫
dn
∫ t
0
dτD(1)(n, t− τ)p(n, τ)
=−
∫
dn
∫ t
0
dτ d˜0(n, t− τ)β
∂∆G(0)β (n, t− τ)
∂n
p(n, τ)
(31)
In order to proceed, we need to make a guess on the
dependence of d˜0(n, t) on t and n. In many situations,
7it is reasonable to assume that the time-dependence of
this coefficient is not related to its n-dependence. In this
case we write d˜0(n, t) = λ0(t)f0(n). Now, we take the
Laplace-transform equation (31), we use the convolution
theorem and we invert the resulting relation to find
λˆ0(s) = − s 〈nˆ(s)〉 − 〈n(0)〉
β
∫
dnf0(n)
∂∆G
(0)
β
(n)
∂n pˆ(n, s)
(32)
where s is the reciprocal time associated to the Laplace-
space and the symbol ˆ(· · · ) stands for the Laplace trans-
form. In order to evaluate the right-hand side of this
equality, we need three ingredients:
• a measurement (or simulation data) of the time-
dependent probability density p(n, t) (and based
on this of the average 〈n(t)〉),
• the functional form of f0(n),
• the equilibrium free energy profile ∆G(n)
(e.g. from simulation in a biased ensemble)
If these three quantities are accessible, we obtain a
measurement of the time-dependence of the coefficient
d˜0(n, t).
This procedure can then be iterated in order to access
higher order terms. In fact, applying equ. (30) for p = 2
allows to extract λˆ1(s), which is epxressed as a function
of λˆ0(s). Since we could measure this 0-order function
in the previous iteration, we can now measure λˆ1(s).
Reproducing the same procedure for p = 3 will then
yield λˆ2(s), and so on for arbitrarily large orders. The
number of iterations that can be taken in this procedure
is limited only by the statistical accuracy whith which
p(n, t) has been measured.
An inconsistency in CNT
To conclude, we mention an issue concerning the mo-
ments of the droplet size distribution in CNT. From
eqn. (25), one can compute the evolution of the average
〈n(t)〉 as
d 〈n(t)〉
dt
= −Λ0
∫ ∞
0
dn nν
(
β∆G′(n)− ν
n
)
p(n, t)
(33)
where we have assumed D0(n) = Λ0n
ν . Given the
functional form ∆G(n) = −∆µn + γ¯nν , with γ¯ =
γ
(√
36pi/ρ
)2/3
we can show that for ν = 2/3, and if
the inequality
(
β∆µ
4
√
3
)2
≥
(
βγ¯
9
)3
(34)
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FIG. 2. n# and n♭ as a function of ∆µ (for γ¯ = β = 1
and ν = 2/3). For low values of ∆µ there are two solutions
for the equation n∆G′(n) = ν, as shown in the inset which
represents graphically this equation for three values of ∆µ,
the middle one being the critical value shown in equation
(34).
is fulfilled, there exist two real values n# and n♭ which
are such that β∆G′(n#) − ν
n#
= β∆G′(n♭) − ν
n♭
= 0,
i.e.
n# =
(
4γ¯2 + 2χγ¯ + χ2
9∆µχ
)3
(35)
n♭ =
8
81
(
γ¯
∆µ
)3
− 2
3
1
β∆µ
− γ¯
[
(1− i√3)χχ′3 + (1 + i√3)γ¯χ′′3]
81χ2∆µ3
(36)
where we have defined
χ =
(
8γ¯3 + 9(729∆µ2 − 48βγ¯3)1/2∆µ/β − 243∆µ2/β
)1/3
(37)
χ′3 =
1
3
χ3 +
16
3
γ¯3 (38)
χ′′3 =χ′3 + χ3 (39)
which have the units of energies. These solutions and
the condition (34) are shown in figure (2). If the equa-
tion admits two solutions, there are two changes of sign
in β∆G′(n) − ν/n for n > 0 and we might face the
following problem: since p(n, t) is by definition always
positive, the whole integrand might change sign as a
function of time. At short times p(n, t) would be very
small for large values of n and thus the contribution
from n < n♭ would dominate, yielding a negative con-
tribution. On the other hand, at longer times the large
8values of n would dominate such that the whole inte-
grand will yield a positive output. This is problematic
because the left-hand-side of eqn. (33) is expected to
have a constant (positive) sign. We thus conclude that
something might is ill-posed in CNT.
Note that the choice and the careful definition of the
variable N matter significantly. The inconsistency ex-
posed above can be observed if p(n, t) is clearly domi-
nated by high or low values of n at a certain time. More
precisely, the inconsistent change of sign happens if the
upper bound of the integral in equation (33) can be ap-
proximated by n♭ at short times (i.e. p(n, t) ≃ 0 for
n > n♭) and equivalently if the lower bound can be re-
placed by n♭ at long times (p(n, t) ≃ 0 for n < n♭). In
the formalism we have developed, we have to work with
a variable A that is uniquely defined from the location
in phase-space, and thus we chose it to be the size of the
largest droplet in the system. In such a case, p(n, t) will
be highly dominated by the largest values of n at long
times given that all the small droplets in each single re-
alization of the process are not accounted for and we
would therefore observe that p(n, t) ≃ 0 for n < n♭ at
long enough times. However, in CNT one writes the the-
ory on the level of one single droplet, meaning that the
variable is not defined from the full phase-space. In that
case the probability density p(n, t) consists in the prob-
ability of observing a droplet of size n in an infinite sys-
tem at time t and we might expect it to be non-zero for
n < n♭ even at long times, thus the change of sign might
not occur. What we conclude from this observation is
the following. The structure of the Fokker-Planck-like
equation has been here derived for a variable uniquely
derived from phase-space, which is particularly suitable
for experiments and simulations which often analyse a
full (finite) system. On the other hand, CNT is writ-
ten in terms of a single droplet embedded in an infi-
nite system. The variables used in these approaches are
not fully consistent with each other and the example
given here shows that this inconsistency might be one
of the causes of mismatch between theory and experi-
ment. Moreover, the issue seems to appear in the limit
of small ∆µ (see (34)), which is usually the regime for
which CNT is expected to be working fine. We think
that the expansion (21) might help solve the problem,
and that the additional terms of the expansion together
with the memory effects can be a source of improvement
of the theory.
CONCLUSION
In this paper we have presented a new approach to nu-
cleation theory based on a general projection operator
formalism. We show that Classical Nucleation Theory
is a limit case of a more general formalism that cap-
tures memory and out-of-equilibrium effects. We have
shown that the problem can be casted in the form of a
Kramers-Moyal expansion that is non-local in time and
that can be related to the standard Fokker-Planck equa-
tion used in CNT. We have demonstrated that memory
effects affect the probability flux, enhancing or reducing
it depending on the cluster size. We have finally intro-
duced a rather simple scheme that allows to quantify
memory effects from experimental data, and explained
why a careful definition of the cluster size in a single
system has to be chosen in order to avoid inconsisten-
cies.
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SUPPLEMENT MATERIAL
Properties of the projection operator
As mentioned in the main text, the projection opera-
tor P is defined as
PX(Γ) =
∫
dα
∫
dΓ′ρβ(Γ
′)ψα(Γ
′)X(Γ′)
pβ(α)
ψα(Γ) (40)
Let us apply it on a function of the form X(Γ) =
f(Γ)ψα(Γ):
PX(Γ) =
∫
dα′
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)f(Γ′)ψα(Γ
′)
pβ(α′)
ψα′(Γ)
=
∫
dΓ′ρβ(Γ
′)f(Γ′)
∫
dα′
δ(α′ −A(Γ′))δ(α −A(Γ′))δ(α′ −A(Γ))
pβ(α′)
=
∫
dΓ′ρβ(Γ
′)f(Γ′)
δ(A(Γ) −A(Γ′))δ(α −A(Γ′))
pβ(A(Γ))
=
(∫
dΓ′ρβ(Γ
′)f(Γ′)δ(A(Γ) −A(Γ′))
)
δ(α−A(Γ))
pβ(A(Γ))
(41)
which proves the identity P [f(Γ)ψα(Γ)] ∝ ψα(Γ). In
particular if f(Γ) = 1, this relation is used to prove
P 2 = P .
Detailed derivation of Grabert’s formalism
We recall here the derivation that Grabert has de-
veloped in [27] in order to obtain a Fokker-Planck-like
equation for the time-dependent probability density of
an arbitrary observable A. P being a time-independent
projection operator, we start by recalling the Dyson
identity:
eiLt = eiLtP +
∫ t
0
dτeiLτPiLη(t− τ) + η(t)
where we have defined
η(t) = [1− P ] eiLt(1−P ) (42)
The Dyson decomposition can be applied on the time
derivatives of the state functions iLψα reading:
ψ˙α(t) =
∫
dα′
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)iLψα(Γ′)
ρβ(α′, t)
ψα′(t)
+
∫ t
s
dτeiLτ
∫
dα′
∫
dΓ′ρβ(Γ
′)ψα′ (Γ
′)iLFα(t− τ,Γ′)
pβ(α′)
ψα′(τ)
+ eiLsFα(t− s,Γ) (43)
where we have defined
Fα(t,Γ) = (1− P )eiLt(1−P )iLψα(Γ) (44)
ψα(t) = e
iLtψα(Γ) (45)
We can explicit the action of the Liouville operator on
the state functions ψα:
iLψα(Γ) =
∑
i
Γ˙i
∂
∂Γi
δ(A(Γ) − α)
= −
∑
i
Γ˙i
∂A(Γ)
∂Γi
∂
∂α
δ(A(Γ) − α)
= − ∂
∂α
ψα(Γ)iLA(Γ) (46)
and therefore we can rewrite (44) as
Fα(t,Γ) = − ∂
∂α
Rα(t,Γ) (47)
with
Rα(t,Γ) ≡ (1− P )eiLt(1−P )ψα(Γ)iLA(Γ) (48)
We then rewrite the first term in the r.h.s. of eqn. (43)
as follows:
∫
dα′
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)iLψα(Γ′)
pβ(α′)
ψα′(t)
= − ∂
∂α
[∫
dα′
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)ψα(Γ
′)iLA(Γ′)
pβ(α′)
ψα′(t)
]
= − ∂
∂α
vβ,αψα(t) (49)
where we have defined the drift as
vβ,α =
∫
dΓρβ(Γ)ψα(Γ)iLA(Γ)pβ(α)−1
To simplify the second term in the r.h.s. of eqn. (43) we
need to introduce a new tool in the formalism: we de-
fine the transposed projector PT acting on the densities’
space such that
∫
dΓµ(Γ)PX(Γ) =
∫
dΓX(Γ)PTµ(Γ) (50)
From the definition of P in eqn. (4) we can explicit the
transposed operator as follows:
∫
dΓµ(Γ)PX(Γ)
=
∫
dΓµ(Γ)
∫
dα
∫
dΓ′ρβ(Γ
′)ψα(Γ
′)X(Γ′)
pβ(α)
ψα(Γ)
=
∫
dΓ′X(Γ′)
{
ρβ(Γ
′)
∫
dα
∫
dΓψα(Γ)µ(Γ)
pβ(α)
ψα(Γ
′)
}
(51)
11
and so
PTµ(Γ) = ρβ(Γ)
∫
dα
∫
dΓ′ψα(Γ
′)µ(Γ′)
pβ(α)
ψα(Γ)
We can now rewrite the phase space integral in the sec-
ond term of the r.h.s. of eqn. (43) as
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)iLFα(t− τ,Γ′)
=
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)iL
(
− ∂
∂α
Rα(t− τ,Γ′)
)
=
∂
∂α
∫
dΓ′ρβ(Γ
′)Rα(t− τ,Γ′)iLψα′(Γ′)
= − ∂
∂α
∂
∂α′
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)iLA(Γ′)Rα(t− τ,Γ′)
(52)
where we have used eqn. (47); in the third identity we
have used the property 〈XiLY 〉β = −〈Y iLX〉β . This
identity is only valid because ρβ is by definition a sta-
tionary distribution, which implies iLρβ = 0. Thus in
the standard scalar product (X,Y ) = 〈XY 〉β , iL is anti-
self-adjoint. We can now keep on working on eqn. (52)
to turn it into a simpler form. It holds:
∫
dΓρβ(Γ)ψα′ (Γ)iLA(Γ)Rα(t− τ,Γ)
=
∫
dΓρβ(Γ)ψα′ (Γ)iLA(Γ)[
(1− P )2eiL(t−τ)(1−P )ψα(Γ)iLA(Γ)
]
=
∫
dΓ
[
(1− P )eiL(t−τ)(1−P )ψα(Γ)iLA(Γ)
]
[
(1− PT ) (ρβ(Γ)ψα′ (Γ)iLA(Γ))
]
=
∫
dΓρβ(Γ)
[
(1− P )eiL(t−τ)(1−P )ψα(Γ)iLA(Γ)
]
[(1− P ) (ψα′(Γ)iLA(Γ))]
=
∫
dΓρβ(Γ)Rα(t− τ,Γ)Rα′ (0,Γ) (53)
where in the first line we have used the property (1 −
P )2 = 1− P , while in the third we have used the iden-
tity PT (ρβX) = ρβPX which can be proven straight-
forwardly. We can now regroup everything together and
rewrite eqn. (43) as
ψ˙α(t) = − ∂
∂α
[vβ,αψα(t)]−
∫ t
s
dτeiLτ
∫
dα′
∂
∂α
∂
∂α′
∫
dΓ′ρβ(Γ
′)Rα(t− τ,Γ′)Rα′(0,Γ′)
pβ(α′)
ψα′(τ) + e
iLsFα(t− s,Γ)
= − ∂
∂α
[vβ,αψα(t)]− ∂
∂α
∫ t
s
dτeiLτ
∫
dα′
∂
∂α′
[D(α, α′, t− τ)] ψα′(τ)
pβ(α′)
+ eiLsFα(t− s,Γ) (54)
where we have defined the diffusion kernel
D(α, α′, t) =
∫
dΓ′ρβ(Γ
′)Rα(t,Γ
′)Rα′(0,Γ
′) (55)
Now, we can rewrite pβ(α) by using the anti-self-
adjointness of iL, i.e.
p(α, t) =
∫
dΓe−iLtρ(0,Γ)ψα(Γ)
=
∫
dΓρ(0,Γ)eiLtψα(Γ) =
∫
dΓρ(0,Γ)ψα(t)
(56)
Therefore, we can multiply (54) by ρ(0,Γ) and integrate
over Γ to obtain eqn. (9) in the main text. However, for
this result to be exact, the average of the ’stochastic’
term must vanish. In fact we have:
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∫
dΓρ(0,Γ)eiLsFα(t,Γ) =
∫
dΓρ(0,Γ)eiLs(1− P )Yα(t,Γ)
=
∫
dΓρ(s,Γ)Yα(t,Γ)−
∫
dΓρ(s,Γ)PYα(t,Γ)
=
∫
dΓρ(s,Γ)Yα(t,Γ)−
∫
dΓρ(s,Γ)
∫
dα′
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)Yα(t,Γ
′)
pβ(α′)
ψα′(Γ)
=
∫
dΓρ(s,Γ)Yα(t,Γ)−
∫
dα′
∫
dΓρ(s,Γ)ψα′ (Γ)
pβ(α′)
∫
dΓ′ρβ(Γ
′)ψα′(Γ
′)Yα(t,Γ
′)
=
∫
dΓρ(s,Γ)Yα(t,Γ)−
∫
dα′
p(α′, s)
pβ(α′)
∫
dΓρβ(Γ)ψα′(Γ)Yα(t,Γ)
=
∫
dΓρβ(Γ)
[
ρ(s,Γ)
ρβ(Γ)
−
∫
dα′
p(α′, s)
pβ(α′)
ψα′(Γ)
]
Yα(t,Γ)
=
∫
dΓρβ(Γ)
[
ρ(s,Γ)
ρβ(Γ)
− p(A(Γ), s)
pβ(A(Γ))
]
Yα(t,Γ) (57)
where Yα(t,Γ) = e
iL(1−P )tiLψα(Γ). In order for the
average noise to vanish, one needs the difference of the
ratios in the latter equation to vanish. This is true when
one works with ’relevant’ variables, or relevant densities
(in Grabert’s meaning), i.e. the density in phase-space
in fully determined by the probability density of the
variable A.
Expansion of the function D(α, α′, t)
We show here how we transform the non-locality in
α in eqn. (9) into a non-Markovian Kramers-Moyal ex-
pansion. To do this, we first expand D(α, α′, t) into its
Taylor series, i.e.
D(α, α′, t) =
∞∑
p=0
tp
p!
∫
dΓ′ρβ(Γ
′)Rp(α,Γ)R0(α
′,Γ)
(58)
where we have defined
Rp(α,Γ) :=
∂pRα(t,Γ
′)
∂tp
∣∣∣∣
t=0
(59)
= (1− P )[iL(1− P )]p (ψα(Γ)iLAΓ)) (60)
Since we know the relation iLψα = −iLA∂ψα∂α , we guess
that the application of the operator [iL(1 − P )]p yields
derivatives of ψα with respect to α up to order p. For-
mally, we assume
Rp(α,Γ) =
n∑
k=0
rp,k(α,Γ)
∂kψα
∂αk
(61)
where the coefficients rp,k are defined via this equation.
This identity can be proven in the following way. As-
sume eqn. (61) is valid, notice that Rp+1 = (1−P )iLRp,
and thus apply the operator (1−P )iL to eq. (61). The
first term containing only the action of the Liouvillian is
straightforwardly put into the same form as eqn. (61),
but the projected part must be taken with care. In
fact, one needs to use the following relation: for any
functions fk(x) and g(x) of a vraiable x, one can show
for any p ∈ N
p∑
k=0
fk(x)
∂kg(x)
∂xp
=
p∑
k=0
dk
dxk
(hp,k(x)g(x)) (62)
with
hp,k(x) =
p∑
k′=k
(
k′
k
)
(−1)k′−k d
k′−kfk′(x)
dxk′−k
(63)
This result allows to derive the following induction re-
lation
rp+1,0 =iLrp,0 −
p∑
k′=0
∂k
′ 〈ξp,k′ + χp,k′〉α,β
∂αk′
(64)
rp+1,k =iLrp,k − rp,k−1iLA
−
p∑
k′=k
(
k′
k
)
∂k
′−k 〈ξp,k′ − χp,k′〉α,β
∂αk′−k
+
(
p+ 1
k
)
∂p+1−k 〈χp,p+1〉α,β
∂αp+1−k
if 0 < k < p+ 1 (65)
rp+1,p+1 =− rp,piLA+ p(χp,p+1) (66)
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where we have defined
ξp,k =
p∑
k′=k
(
k′
k
)
(−1)k′−k d
k′−k (iLrp,k′ )
dαk′−k
(67)
χp,k =
n+1∑
k′=max(1,k)
(
k′
k
)
(−1)k′−k d
k′−krp,k′−1
dαk′−k
iLA (68)
The induction relation is closed by specifying the first
element, namely
r0,k(α,Γ) = iLA(Γ)δk,0 (69)
Now, we use again the identity (62) to transform (61)
and find
Rp(α,Γ) =
p∑
k=0
∂k
∂αk
(ζp,k(α,Γ)ψα) (70)
where we have defined
ζp,k(α) =
p∑
k′=k
(−1)k′−k
(
k′
k
)
∂k
′−krp,k′ (α,Γ)
∂αk′−k
(71)
This equation is finally inserted into the Taylor series of
D(α, α′, t) to find
D(α, α′, t) =
∞∑
k=0
∂k
∂αk
[dk(α, α
′, t)δ(α− α′)] (72)
where we have defined
dk(α, α
′, t) =
1
pβ(α′)
×
∫
dΓρβ(Γ)

 ∞∑
p=k
ζp,k(α,Γ)
tp
p!

 iLA(Γ)δ(α −A(Γ))
(73)
This proves the structure of eq. (21) and that the gen-
eralized diffusion constants d˜k(α, t) = d(α, α
′, t) have
their first k−1 initial time-derivatives vanishing at t = 0.
Odd orders of w
(i1,··· ,ip)
β (n)
From the definition (10) of the functions w
(i1,··· ,ip)
β (n)
we can infer the following. Since N(Γ) is a function
of the positions only, and thus iLN(Γ) = ∑j pjm ∂N∂qj ,
an arbitrary power of the Liouvillian (iL)pN can be
written as a sum of terms, each of them being propor-
tional to a product of momenta pj1 · · ·pjk such that the
global power k is of the same parity as p. The product
of all these powers in (iL)i1N · · · (iL)ipN , as requires
the definition of w
(i1,··· ,ip)
β (n) can then also be decom-
posed into terms proportional to a power of momenta
of the same parity as
∑
k ik. If this quantity is odd, we
thus have to average an odd power of momenta using
an equilibrium measure. Since equilibrium requires an
even distribution ρβ for the momenta, we conclude that
w
(i1,··· ,ip)
β (n) = 0 if
∑
k ik is odd.
