Abstract-A neural network approach is proposed for the characterization of twisted wire bundles multiconductor transmission lines. The neural network is suitably trained with few cross section configurations to learn the behavior of the per unit length parameters of the nonuniform bundle. The procedure allows a fast characterization of the nonuniform bundles multiconductor transmission lines.
I. INTRODUCTION

S
INCE the wide spread use of wire bundles in all modern electronic devices, the interconnects modeling has become a very important topic in many electromagnetic compatibility (EMC) problems such as the analysis of crosstalk and the prediction of the field coupling to multiconductor transmission lines (MTLs) [1] , [2] . In the common practice, the interconnections among electronic devices are realized by means of twisted wire bundles, especially in transport and industrial applications. In order to suitably model the twisted wire bundles interconnects, a nonuniform MTL characterization is required: the nonuniform MTL can be decomposed as the series cascade of several MTL branches. The model accuracy increases as the number of uniform branches used. The resulting MTL characterization could be very time consuming since a great amount of simulations are required to calculate the per unit length (p.u.l.) parameters of the different branch configurations.
In this paper, a neural networks approach is proposed to characterize twisted wire bundles MTL. Indeed, the requirements of the previously described problem make the application of neural networks very appealing. Neural networks are performing successfully where other methods do not, e.g. in recognizing and matching complicated, vague, or incomplete patterns. They have been applied in solving a wide variety of problems regarding system identification, prediction and design [3] - [5] .
In the proposed approach, a neural network is trained to learn the behavior of the MTL p.u.l. parameters for few wire bundle geometrical configurations. Once trained, the network can be used to evaluate the p.u.l. parameters of all the cross section F. Maradei is with the Electrical Engineering Department, University of Roma "La Sapienza," 00184 Roma, Italy (e-mail: maradei@elettrica.ing.uniroma1.it).
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configurations corresponding to the different branches, allowing a fast characterization of the nonuniform MTL. The generalization capabilities of neural networks make it possible to train the network on a representative set of input/target pairs and get good results, thus resulting in a useful tool for MTLs analysis.
In this paper, two geometries are considered. The first one consists of a group of three twisted wires, parallel to a ground plane located at a distance . Each wire is insulated and the wires are enclosed within an overall dielectric coating. The second one consists of a group of four twisted insulated wires, placed in a proper domain. One of the cables is assumed as reference cable.
A fractal model has been considered to generate randomly the wire bundle configuration, in order to simulate a wide variety of real industrial cables [1] . An attempt has been also made to generate a neural system able to characterize any of them.
II. THE NEURAL NETWORK APPROACH
The model design is composed of two main steps. The first step consists in the network learning procedure: the network is trained to learn the relationship between the wire's electric parameters and the corresponding geometric configuration. The training data set is obtained by a numerical simulation based on the finite-element method (FEM). Due to the time-consuming FEM simulations, a minimal size of training set has to be chosen using a growing technique. To validate the model, a set of further FEM simulations is performed and presented to the net to estimate the performances of the network.
In the second step, the trained network can be used to predict the electric parameters even for configurations untried during the training phase.
In case of randomly twisted bundles of wires, the tridimensional position of wires along the transmission line has been calculated by using the random midpoint displacement algorithm (RMD) [6] , as proposed in [1] . The RMD generates fractal curves in two-dimensional (2-D) planes, allowing a quick simulation of real configurations, with different meandering degree.
The considered problem can be classified as a typical real to real mapping problem. Multilayer perceptrons architectures (MLP) have demonstrated to be very powerful for this kind of problems. In the present paper, MLP networks with different architectures and different training algorithms have been tested in order to obtain good input-output mappings. The simulations have been performed using the neural networks toolbox of Matlab [7] .
Among the different training algorithms, Levemberg-Marquard showed the best performance. In the following sections, data on the best architectures, depending on the case studied, will be provided. The previously described procedure can also be applied to other problems, e.g., the crosstalk determination as a function of electrical and geometrical characteristics of the cable.
III. RESULTS
A. Deterministic Model of Wire Bundle
As a first example, a simple MTL with the cross section shown in Fig. 1 has been considered. It consists of three wires with a double dielectric coating each and an overall dielectric insulation. The conductor radius is mm. The radius of the dielectric coatings are mm, mm, mm, and mm. The wire's centers coordinates of the initial cross-section configuration are , , and . The MTL height above the ground plane is mm. The three wires maintain the same relative position along the entire MTL. The nonuniform bundle is generated by a rotation of the wires around the bundle axis of an angle between 0 and 120 (see Fig. 1 ).
The MLP network has been trained to learn the relationship between the MTL capacitance matrix [C] and the cross-section corresponding geometry, i.e., the angle.
Firstly, a training set consisting of 25 couples of patterns has been considered, with ranging from 0 to 120 with step of 5 , and
The network mean squared error (MSE) in the training set is of the order of 10 , while the results for configurations obtained randomly choosing , and never presented to the network, show a mean error less than 1% on the capacitance values.
To evaluate the validity of the proposed approach, the size of the training set and, consequently, the number of FEM simulations, has been further reduced. In this second test, the training set consists of 13 patterns corresponding to ranging from 0 to 120 with step of 10 . The validation set consists of the 12 patterns corresponding to ranging from 5 to 115 with step of 10 . The error in the validation set is still of the order of , while the maximum error on the capacitance values is of few %, that is still an acceptable value.
Note that the small number of training patterns is due to the regular behavior of the input-output relation considered in this first very simple illustrative example. To highlight the power of the neural network system as a simulation tool, more realistic configurations have to be considered. For this purpose a fractal model of the cable has been developed and the resulting random bundles of wires have been used as test cases.
B. Fractal Model of Wire Bundle
A bundle of wires has been defined as a group of wires whose relative position vary in any cross section along the line axis . In order to generate real industrial configuration, the bundle model is a fractal model, obtained with a Random Midpoint Displacement (RMD) method [8] . The principle is as follows.
The algorithm takes as inputs the positions of the end points, chosen in a proper 2-D domain in the ( ) plane. Each cable is subdivided in two parts with a point in the middle. The added point is shifted in and coordinates direction by a random value generated with Gaussian distribution. In the next steps the same procedure is recursively applied, reducing the displacement value (i.e., the Gaussian variance ) by a prefixed amount on each step according to (1) where is the number of iteration and . is called Hurst exponent and it controls the roughness assigned to the iterative process, allowing the tuning of the cable smoothness.
The process stops when the desired resolution is reached or the desired size of bundle is acquired.
The overlapping of cable is avoided step by step by using a constrained optimization algorithm [7] . When two cables overlap, the last cable is shifted in the domain, minimizing the displacement from the initial position.
The bundle is forced to stay in a square domain of side, where is the radius of the wires.
C. Random Wire Bundle
As previously mentioned, a more realistic configuration has to be considered. In particular, an MTL with four wires randomly generated using the fractal model discussed in the previous section is considered, using a Hurst exponent and an initial variance . The conductors radius is mm, the radius of the dielectric insulation is mm, and the dielectric permittivity is . One of the conductors, labeled as conductor number 4, is assumed as reference conductor.
As in the previous example, a MLP with two hidden layers of 15 neurons each, has been trained with the Levemberg-Marquard algorithm, to learn the relationship between the MTL capacitance matrix and the corresponding cross-section geometry. In this case, the geometry is represented by the Cartesian coordinates of the four conductors centers. Consequently the neural network has eight neurons in the input layer and six neurons in the output layer. 
TABLE I CAPACITANCE MEAN ERRORS FOR THE TRAINING AND THE VALIDATION SETS
A trial and error procedure has been followed to choose the minimal number of training patterns sufficient to perform the desired function approximation.
The training set consists of 128 couples related to randomly chosen cable cross sections, while a validation set has been built considering 897 configurations, different from those used to train the net, and sequentially taken along the length of the cable. The mean lines of the random bundle used to extract the training and the validation sets are shown in Fig. 2 .
The network MSE reached after a very small number of epochs is of the order of , while the mean errors in the p.u.l. capacitance values in the training and in the validation sets are reported in Table I .
The network output and the actual values of some coefficients of the p.u.l. capacitance matrix are shown in Fig. 3 for the validation set made by 897 cross section configurations.
It should be noted that, even though the neural system has been trained with a contained number of configurations, the p.u.l. parameters can be predicted with high precision, for a number of cross sections as large as you want, allowing an accurate characterization of the MTL. Highest precision can be reached if the number of training patterns is increased.
D. Generalized Neural Tool to Characterize Wire Bundles
In order to extend the use of the described approach to the prediction of the p.u.l. capacitance matrix for any bundle configuration different from the one used to train the network, a larger training set has been built by randomly generating the -Cartesian coordinates of the centers of the wires within the selected domain. In this case, a training set of 986 patterns has been built, assuming the same geometrical and electrical parameters of the last example. An MLP with two hidden layers of 23 neurons each, has been trained with the Levemberg-Marquard algorithm, reaching after 500 epochs a MSE of the order 10 .
The coefficients and obtained by the neural network approach are compared in Fig. 4 with the corresponding actual values for the different cross section configurations considered as training set. To test the generalization capability of the neural system a test set is constructed by considering 129 configurations, sequentially taken along the length of a cable generated by using the fractal model with . The mean errors in the p.u.l. capacitance values in the training and validation sets are reported in Table II. The network output  and the actual values of some capacitance matrix coefficients TABLE II  CAPACITANCE MEAN ERRORS FOR THE TRAINING AND THE VALIDATION Table II are still acceptable, pointing out the efficiency of the proposed methodology.
IV. CONCLUSION
A neural model to calculate the per unit length capacitance matrix of a wire bundle MTL has been presented. The model parameters has been identified starting from the knowledge of few configurations, making an effort in order to minimize the number of FEM simulations.
The network training has been performed in three different cases, of increasing complexity, i.e., the training set was constituted by three wires with fixed relative position, a fractal bundle of four wires, and a bundle of four wires randomly located in a square domain.
Results show the effectiveness of the proposed approach in each considered case.
The proposed neural approach was revealed to be useful and efficient. In fact, while the FEM simulation to analyze one cross section configuration lasts some minutes, the trained neural network gives the results in few ms.
Moreover, comparison of the precision obtained with different numerical methods, e.g., Ansys and Ansoft, encourages the extension of the neural approach to other EMC topics.
