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 U. Introduction. 
     Let be a differential operator of  HOrmander type  ; 
                    r 
 =  2 V
at   + V  20  '  a=1 
 wherea ,  a =, are Cm-vector fields on Rd. Under the 
condition (H.1) coof these vector fields given in §2 below, the 
                                                    au fundamentalsolutionp(t
,x,y) of the heat equation=  .fu exists. 
Its short time expansion of the form 
                                                 ,2  (0.1) p(t,x,y)exp(d(xy) )t-N12 ( co +  cit +) as  tIO                            2t 
has been studied by many authors in both analytical and probabilistic 
methods, cf. e.g. J--M.Bismut  [7], T.J.S.Taylor [21], S.Kusuoka [11], 
S.Watanabe [24],  R.Leandre  [16], G.Ben Arous [3]. Among others, 
G.Ben Arous [3] has shown that (0.1) holds with N = d when the pair 
 (x,y) of points x and y is out of the cut-locus, i.e. when 
 (i) there exists a unique h0 E KTniY11  , 
 (ii) the deterministic Malliavin covariance with respect to x 
       and  ho is non-degenerate, 
 (iii) x and y are not conjugate along  h0 ( i.e. the Hessian of 
      the mapping h E  KX'Y I1111112 is non-degenerate at  h0 ), 
                              2 
 -  1  -
cf. §2 for the precise meaning of notions and notations like  Kx'Y  , 
Ks,minthe deterministic Malliavin covariance, etc. Also, d(x,y) 
in (0.1) is the control metric or the Carnot-Caratheodory metric 
which coincides with the  H-norm of elements in Kx
min'Indeed, it 
was shown by  R.Leandre [13],[14] and  [15] that, under the assumption 
of  (H.1)0, , it holds generally 
 (0.2)  lim  2t log p(t,x,y) = - d(x,y)2 
 t•O 
     When the pair (x,y) is in the cut-locus, we can still expect 
that (0.1) holds but the exponent N is usually greater than d  . 
In the simplest case of x = y , the expansion (0.1) with d(x,y) = 0 
has been obtained by G.Ben Arous [4],  R.Leandre [16] and S.Takanobu 
[20] under some restriction on the drift vector field V0If this 
restriction is violated, the situation is much more complicated, cf 
G.Ben Arous [5], G.Ben  Arous-R.Leandre  [6]. 
      Consider the case (x,y) is in the cut-locus and x y  . 
First we consider the case when  (i) is violated but (ii) and (iii) 
remain valid for every  ho  E  Kmin. Here, however, the definition of 
non-conjugacy in (iii) should be modified as  : 
 (iii)' the Hessian of the mapping h E  Kx'Y  —>  I11,102 is                                                 2 
     non-degenerate at  !lc,  in the  direction  ormal to  KITIJI  . 
Then we can expect that (0.1) holds with N = d + dim just as 
in the case of the heat kernel on a sphere with  = a half of the 
Laplacian and y is antipodal to x . ( cf.  S.A.Molchanov  [17]. 
            x y Note thatK
minis in one-to-one correspondence with the set of 
minimal geodesics ( minimal horizontal curves given in §2 ) 
                                                   x,y 
connecting x and y and hence dim Kmin = the dimension of the set 
of all minimal geodesics connecting x and y . ) A typical example 
of this situation is the case of the Heisenberg group realized by R3 
and  x  = (0,0,0) , y =  (0,0,n) ,  n cf B.Gaveau [9], R.Azencott 
 -  2  -
 [2] ). In this case,  KITen constitutes a one-dimensional submanifold 
in the Cameron-Martin  Hilbert space and N  = 4  = d + dim Kx'lf, 
                                                                      min
furthermore, the condition (ii) is violated, i.e., the deterministic 
Malliavin covariance degenerates at h E  K
min, we may still expect 
                                                x,y that (0
.1) holds with N > d + dim K
min  ' however. 
     Purpose of this paper is to illustrate these situations in a 
concrete case of the nilpotent Lie group  N4
,2 realized by  R" In 
this case, an explicit integral representation of the heat kernel was 
obtained by B.Gaveau  [9] ( cf. also M.Chaleyat-Maurel [8] ) and the 
short time expansion (0.1) could be obtained directly from it. We 
follow here, however, a probabilistic approach given by H.Uemura-
S.Watanabe  [22]which can explain well the role of dim <1;11 and the 
degeneracy of the Malliavin covariance in the determination of N 
and which may give some insight, we hope, in more general situations. 
     Finally, we explain briefly our method. First we represent the 
heat kernel as 
 (0.3)  p(82,x,y) =  E[(5y(X)l 
by a generalized expectation of a generalized Wiener functional in 
the sense of S.Watanabe  [24] where  X6                                              is the solution of the 
following stochastic differential  equation  : 
            dXt =  6  2  Va(Xt)0dwc( + 62V0(Xt)dt 
(0.4)  a=1 
 Xo =  S  . 
      is, of course, the Dirac  6-function at  y E Rd. We evaluate the  6Y 
generalized expectation in the right-hand side of (0.3) by appealing 
to the theory of large deviations and the theory of asymptotic 
expansions of Wiener functionals as developed in S.Watanabe [24]. 
Roughly,  X7 conditioned by =  y will be concentrated on the set 
 M33,y       = ( cx,h;h  E Kxmin,y                              ) of minimal horizontal curves connecting 
 -  3  -
 x and y as  610 , actually will be distributed uniformly on this 
set. It will be shown clearly by our probabilistic method how this 
limiting behavior f tied-down trajectories  X7 is reflected on that 
of p(62,x,y) as  610  . 
     Here the author wishes to express his sincere thanks to 
Professors S.Watanabe and S.Takanobu for their valuable suggestions 
and hearty encouragement. 
 1. Probabilistic preliminaries. 
      In this section we introduce some notions and results on 
asymptotic expansions of generalized Wiener functionals as are 
necessary in the future. The reader is refered to  S.Watanabe  [23), 
 [24] for details. 
     Let (  W,N,u ) be an abstract Wiener space.  Ds(E) ( s E R  , 
 15 p  <cc. ) be the completion of  3r(E) (  :=  ( E-valued polynomial 
Wiener functionals ) ) by the norm 11.11P
's= 11(I-L)s/2, where LIIp
is the  Ornstein-UhLenbeek operator ( the  number operator ) ,  11.11 
is the  LP-norm with respect to the measure  g , and E is a 
separable  Hilbert space. Especially when E R , we denote  Ds 
instead of  Ds(R). Then it holds that  e(E)  =  LP(E,g) and  Ds(E)*, 
                                                    s the dual space of Ds(E) , coincides with D(E) under the 
identification of D2(E)*( =  L2(E,g)* ) with itself, q being the 
conjugate exponent of p ; 1/p + 1/q = 1  . 
     We define  H-derivative D :  ?(E)  ,(H0E) by  DF(w)[h]  := 
    F(w+Eh)-F(w)   lim 
,hEN. Here  110E  is  a  Hilbert space formed of 
6106 
all linear operators from  1.1 to E of Hilbert-Schmidt type endowed 
with the  Hilbert-Schmidt inner product. D can be extended to a 
 -  4  -
bounded linear operator  Ds(E)  Ds1(HOE) and we denote again this 
extended linear operator by  D . If  D* is the dual operator of 
 D , then  D* maps from  Ds+1(H0E) to  Ds(E) and L =  -D*D . ( See 
also  N.Ikeda-S.Watanabe [10] or H.Sugita [19]. ) 
    Set  Dw(E) := nnD(E), bw(E) :=nDs(E) , 
         s>0 1<pODps>0p 
b-W(E) Vsw                 D
p(E) and D(E):=VUps(E)                                                                       We      s>0 led<cos>0 l<Ygw"ps‘'' 
call an element of  Dw(E) a  generalized  Wiener  functional in 
analogy with the Schwartz distribution theory When E = R we 
denote them simply by  Dc° ,  Ow ,  Oc° ,  Dc° respectively For G E 
 ir and  1 E  Dc° (  or  G E  lir and  D  E  D-'  )  ,  G.0  ( =  0.G ) E  D-c° 
 is• defined by  <  G•$ , F  > := 
D_w< $ ,  G•F >Ow [ resp.  := 
   <  0 ,  G•F >  ] for all F E  DW  . 
 ID 
     For F(w) = (  F1 (w), ,  Fd(w)  )  E  Dw(Rd)  i.e. Ft(w) E 
  =  1,...,d , set  aii(w) = <  DFi(w),DFj(w)  >1.1 ,  i,j =  1,...,d  . 
Here  <-.*>H means the inner product of H We call this dxd 
matrix valued Wiener functional a(w) = (  aij(w)  ) the 
 Halliavin  covariance of F . If a(w) is positive definite for 
almost  all  w  and furthermore  ( det  a(w)  )1E n, we say                                                              1<p<co 
that F is non-degenerate ( in Malliavin's sense ), and in this 
case, for any T E  9"(Rd) , a tempered Schwartz distribution on Rd  , 
its  pull-back T(F) is defined as an element of  D-" . For  G  E  D" 
 , we denote < T(F) ,  G > ( =<  G-T(F) , 1 >) by 
    D-'D'D-wOw 
 E[T(F)-G] or  E[G•T(F)] . Especially when T =  by  , the Dirac's 
 5-function at y  E Rd ,  E[G.8  (F)] =  E[GIF=y]•13(y) , p(y) being the 
 C  -density of F  . 
                                    fssLet  F(e
,w) Eu(E) for all  6 E (0.1] If  11F(6,w)11  p,s 
 o(6) as  610 , we say  F(6,w) = 0(6n) as  610 in  Ds(E) . When 
 F(8,w) E  ir(E) for all  6 E (0,1] , we say  F(E,m) =  0(6n) as  610 
 in  Dm(E) if  F(E,w) =  o(6n) as  610 in  W9(E) for all  s > 0 
 -  5  -
and p E  (1.co) . Similarly we define  F(e,w) =  o(6n) in  r(E) , in 
    c°
(E)co     (E) and in D(E)  . 
     Let  F(6,w)  E  Ds(E) for all  6 E  (0,1] . We say  F(6,w) has 
the asymptotic  expansion in  Ds(E)  : 
 F(6,w)  -  fo(w) +  6•f1(w) +  62•f2(w) +  •• as  610 in  Ds(E) 
if fi(w) E  Ds(E) , i = 0.1,2,•• , and furthermore for all n , 
 n 
            F(s,w) -  2 Bt.fi(w)  =  0(8n) as 610 in Ds(E) . 
                        i=0 
Similarly we define the asymptotic expansion in  e(E) , in  bw(E)  , 
in  r(E) and in  D-°'(E) For example, we say  F(6,w) has the 
asymptotic expansion in  r(E) when for all  n and s , there 
exists p  . p(s,n) such that fi(w)  E  Ds(E) , i = 0,1,2,•02 , and 
  P 
 n 
 F(c,w) -  2 st.fi
P(w)  = o(6n) as  610 in Ds(E)  . 
            i=0 
                                  .,—      Let  F(s,w) Eu(Rd) ) for all 6 E (0,1] and  or(6,m) be its 
Malliavin covariance. We say  F(s,w) is uniformly non-degenerate if 
 F(6,w) is non-degenerate for all  6  E (0,11 and furthermore 
 lim  Iltdet  cr(e,w)) IllP< w for all p  E (1,W) 
 610 
      Here we give an important theorem concerning the asymptotic 
expansion of pull-backs. 
 Theorem 1.1. ( S.Watanabe [24] ) 
     Let a family  F(c,w) E Dm(Rd) , 0< 6  1 , be uniformly 
non-degenerate and have the asymptotic expansion in EC(Rd)  : 
           F(s,w)  -  fo(w) +  6•1.1(w) +  • • as  61() in  e(Rd) 
Then for  all T  E  g'(Rd) , its pull-back  T(F(6,w)) E  fic° and has 
the asymptotic expansion in  D 
             T(F(6,w))  -  (1)0(W)+ 6•4)1(W) +  ...  610 Ln 
                                           
. 
. 
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Furthermore, these  coefficients  $i(w) , i =  0,1,2,—. , are obtained 
from the  formal  Taylor  expansion of T ,  i.e.  formally from 
 T(F(6,w))  =  T(f0) +  OT(f0)(  6•f1 +  82•f2 + — ) 
     12      + ..aT(f0) (  s'fi  +  82,f2 +  ... )0(  6.f
, +  82.f2 +  • ) +  —  , 
 namely $i(w) is obtained by picking up aLL coefficients of 6iin 
the right-hand side above. For  example,  00 =  T(f0) ,  $1 =  er(fo)fi 
and  $2 =  8T(f0)12 +  -1  02T(f0)  flofi  • 
 Corollary 1.2. 
     Under the same assumptions as in Theorem 1 1, 
 ECT(F(6,11)))  "  U$0(w)] +  8.F.E$1(w)) +  ... as  610  . 
 2. Stochastic representation of heat kernels. 
      Here we discuss the stochastic representation of the fundamental 
solution of heat equations by using the above results. Consider the 
following differential operator  f of  HOrmander type on Rd : 
              1  r 
 4 Va2        f =--  ,
 a=1 
             d
         T.t0 
                                                                        a
where  Va(s) =2.Va(s) TiT,  a =  1,•••,r , and we assume Vi(x) E 
                 i=1 
     d.3 C
b(R):= the totality of C-functions such that all derivatives are 
                                                 0 b
ounded. Let p(t,x,y) be the fundamental solution of-5 -  f , i.e. 
 [ 
 2E  p(t,x,y) =  fx p(t,x,y) 
                Jim p(t,x,y) = 8x(y)  . 
 810 
 p(t,x,y) can be obtained probabilistically by the following way  : 
Let (  14,P ) be an r-dimensional Wiener space, i.e.  Wic; :=  { w = 
(Lit) E C([0.1]-41r) ; Wo = 0 1 is a Banach space endowed with the 
 -  7  -
norm  IIwU := sup  Intl and P is the Wiener measure on  WE . Let 
 tE[0.1] 
 H be the  Cameron-Martin subspace of  WE , i.e.  H is a  Hilbert 
space consisted of all absolutely continuous functions on  [0,1] whose 
Radon-Nikodym derivatives are square integrable with the norm 
 1 dh 2  :=(  J  I dt-I dt )1/2                             .Then ( Wo,H,P ) is an abstract Wiener 
 0 
space. Now consider the following stochastic differential equation ( 
abbr. S.D.E. ) on  Rd  : 
 dXti"  Va(Xt)odwa 
(2.1)  a=1 
 X0  x  . 
                                                    a H
ere  wt  = ( wt,,  wt )  E  Wo and .dwt denotes the stochastic 
differential of Stratonovich type. We denote by  Xt the solution of 
S.D.E. (2.1) We assume the following  HOrmander-type condition on 
the vector fields Va  , a =  1,•••,r  : 
 (H.1)0, If we set 
 H(n)  =  (  x  E  Rd  ;  -t.o.{[V ,[V,•••,[V ,V]]• ](x)  ,                          a
1 a2c(k-1ak 
                                                                    Tx(Rd) a. E{  1,...,r I, kn)Tx(K ) 
            then n61 H(n)Rd 
                              = Here  t.o. means the linear span. In the case n61H(n) ( =  H(N) ) 
                                                                           = = Rd , we say the condition  (H.1)N is fulfilled. From now on we 
 always assume  (H.1)0 Then it is known ( cf. S.Kusuoka-D.W.Stroock 
[12] ) that the Malliavin covariance  a(t) of  X  E  D(Rd) is 
non-degenerate for each fixed t  E (0,1] , more precisely positive 
constants K1 =  K1(p) and K2 exist such that  E[Idet  cr(01-13]11P 
 Kit-K2 , t E (0,1] , p  E (1.w) Hence 5(Xt) Eb-c°. Moreover we 
can see that 
           p(t,x,y) = E[OY(Xt)] . 
 _ 8  _
     Let X6be a solution of the following S.D.E. (2.2)  : 
              dXt =  6 r   Va(Xt)0dt? 
 t (2.2)  a=1 
 X0 =  x  . 
                    6Z Then it is easy to see that  { X
t )- (  X52t  ) , so the fundamental 
solution p(t,x,y) can be expressed also by 
 P(62,x,Y) = E[6.y(XS)] 
In the following we use this representation to study its asymptotic 
behavior as  610  . 
     For each h E  H , consider the following differential equation  : 
 r dha 
 (2.3)      ddte(t) t                     =2Va(c(t)).dt 
                             a=1 
 c(0) = x  . 
We denote the solution by  cx,h(0 Such a curve for some x and 
 h is called a  horizontal curve  with respect to  {  Va I For all 
 x , y  E Rd , set                              
;  cx,h(1) . y  }  .  Kx'Y = (hEH 
Then under the condition (H.1)m, it is well-known that Kx'Y    0 
for  all x , y  E Rd ( cf.  J--M.Bismut [7] , Th.1.14 ). Thus, for all 
 x  ,  y  E  Rd  , we set 
           d(x,y) =  min {  HMI/ ; h  E  e'Y  }  . 
This defines a metric called the  control  metric of x and y . Let 
 Kx'Y  =  {  h  E  e'Y  ;  MI  = d(x,y)  )  . 
 min  H 
Then it is also well-known that K5,ymin  0 ( cf.  J -M.Bismut [7] , Th. 
1.14 ) We define  itis'Y by 
 mx,y  =  {  cx,h ;                          h E e'Y } 
 min 
and call its element the  minimal  horizontal curve connecting x and y. 
 -  9  -
     Consider the following differential equation on dxd matrix  : 
      rdha 
 (2.4)     ddtY(t)t                   . 2 @Va(e(t»y(t).at 
                           a=1 
               Y(0) = / , 
where c(t) is the solution of (2.3) and  @Ifa(x) is a dxd matrix 
whose  (i,j)-component is ella(x)lexi. This solution is denoted by 
 Yx,h(0 . With this solution we define a dxd matrix  ax'h by 
  cx,h = 2 f1Yx'h(1)Yx'h(t)-1Va(eT'h(0)                  a=1 0 
 ® yx,h(1)Yx,h(0-1V
a(cx,h(t)) dt  . 
This  ax,h is called the  deterministic  Maltiavin  covariance with 
respect to x and h and plays an important role later when we 
discuss the minimal horizontal curve. 
     We define the  Hamiltonian  function associated to the vector 
fields  Va ,  a =  1,•••,r , by 
                1r                                      -
2-  H(p,x) = 4 <  P.Va(X) >2  ,  (p,x) E  T*(Rd)  ,  a=1 
where  <•,*> denotes the coupling of elements in Tx(Rd) and 
 Tx(Rd) . Consider the following  Hamilton  equation with respect to 
 H(p,x) above  : 
 =211( px) 
 tept't 
 (2.5) 
 814  P
t  =  -  JY(  Pt '  xt  )  , 
                        • where denotes the time derivative 4-.tThe solution of this 
equation (2.5) is called a  bicharacteristic. We denote the 
bicharacteristic with an initial value  (/30  ,  X0) by (  pt(po,x0)  , 
Xt(po,x0) ) . Now we summarize some results concerning to the 
bicharacteristic. Refer to J.-M.Bismut [7] for details. 
 (2.6-I) Let  pt :=  pt(po,x0) ,  XL :=  xt(po,s0) and  ht  := 
                                    - 10 -
 (  <pt.V1(xt)>  ,  ..•  , <pt,Vr(xt)> ) Then 
 cx0'h(t)  =  x  (po,s0) 
 (2.6-ff) If  thë deterministic Malliavin covariance  ox0,h 
              h E  Kx°'Y , is non-degenerate. i.e. det  crx°'h > 0 , then  min 
             there exists a unique  p0 such that 
                                      o'                         esh(t) = x (po ,x0) 
 (2.6-M) The following (H.2) is a sufficient condition on 
             vector fields  V
u ,  a = 1,  • ,r , for the non-degeneracy 
             of its deterministic Malliavin covariance  :
 (H.2) V1°(x).  Vr(x0) are Linearly  independent and 
 t.J ( V1°(X) ,  Vr(so) , [1/1,Y](x0) ,, 
 [Vr'n(xo)  }  = T(Rd)                                                  Tx 
           for every  fixed  x =  (  xi  ,  • ,  xr )  ERr\(())  setting 
         Y  =  2  A  v  . 
                         C4 CX  a=1 
            Namely, if (H.2) is satisfied at  x0 E  Rd , then 
              det as0,h                      > 0 for every h  E  11 such that h 0  . 
 3. Nilpotent Lie groups of  order r with n-generators. 
     In this section we introduce a nilpotent Lie group which will be 
the main subject of this paper (  cf. B.Gaveau [9] ) Let V1 , 
 Vn be Cm-vector fields. For1= ( i1 ' ,ik ) E  { 1, ,n k 
we define  V[I] and  V by 
             V[I] = [VL
1,[1,i2'...[V/ .Vk•,                                          k-1
V = VE
1.1/i2• .V1 
                                        - 11 -
and let  III be the length of I . ( In this case  I/I = k. ) It is 
easy to show that there exist constants  AIJ such that 
 VE11 =  2  AIJ•VJ 
and  AIJ = 0 if Ill  x  IJI 
 Definition 3.1. 
     We say that a system of vector fields  ( V1  , ,  V
n ) is 
free of order r at x if  2  a1.V[I](x) = 0  ,a  E  R  , implies 
 I/Isr 
 2  a1  AIJ = 0 for all J satisfying IJI  5 r Let V = 
 1/17- 
 t.o.  { V1  , ,  V
n  } We say the vector space V is free of 
order r if (  V1  , ,  Vn  ) is free of order r for all x  . 
 Definition 3.2. 
     Let  g be a Lie algebra. 
 i)  g is said to be  nilpotent of order r if  g = V1  S  s  Vr 
where  Vi ,  i =  1,•••,r , are vector subspaces of  g satisfying V2 
=  [VI,V1] ,  V3 =  EV1,V2I , ,  Vr =  [V1,Vr-1]  ,  [V1,Vr] = (0) and 
 (Vi,V3] c  Vi+j 
 ii) Furthermore  g is said to have n generators if dim  V1 =  n 
and moreover V1 is free of order r  . 
     We say  g is a  nilpotent  Lie  algebra of order r  with 
n-generators if i) and ii) above are satisfied and denote it by 
 nn
,r . Let Nn,r be a Lie group corresponding to Tin,r . This 
 Nn
,r is called a  nilpotent Lie group of order r  with n-generators. 
From now on, we assume r = 2  . 
 Proposition 3.1. 
    Let  nn2 =  VI  s V2 ,  {  Vi  ,  i = ,n  } be a base of V'  , 
                                     - 12 -
andvA:=Bia,v0.ThertasystentiVL,Vjk'•15i 5n ,  15 j  < k 
 sn  is  a  base  of  n
n,2  • 
 Proof. 
     Set  2  aI.V[I](x) = 0 where  a1 = 0 if I =  (ii,i2) 
 1/152 
satisfies  it >  i2  . Since  V1 is free,  2 ar•AIJ = 0 for all 
 1/152I 
 J . Therefore by taking J = i ,  i  =  1,•••,n , or J = (j,k) ,  15 j 
< k  sn  , we see easily that  a = 0  ,  i e.  {  V  , Vjk;• 15 i5n,  15 
j < k  5n  } is linearly independent. Since  V((i
i,i2)] 
                 it is clear that the above system is a base. -[(L
2,i1)], // 
      With this base we can introduce a canonical coordinate on  N
n,2 
as follows  : 
                                        7 4-4 exp (
i1xV21...    (x,x(jk))15i5n tt+isj2ksn                                              x(jk)jk ) E  Nn,2  •
                        < 
 isj<ksn 
Hence  Nn
,2 is realized by  Rn(n+1)/2                                               under this coordinate and the 
group action is given as follows by  Campbell-Hausdorff's theorem  : 
                                                       1 
                                                        j(x,x(A))-(y,Y(jk))  = (xi+yi,x(jk)+y(jk)2+—(xyk-xkjy)) .
Define mappings Land Ron Rn(n+1)12by     (
xi,x(jk))                                  (Y(jk)) 
           L(x
r'x(jk))(zi'z(jk)) = (xi,x(jk))  (zi,z(jk)) 
and 
 R(yy
(jk))(zi,z(jk)) =  (zi,z(jk)).(y,Y(jk))  • 
Then both L(x
i,x(jk))and R(Y                                                are affine mappings with                                 (jk)) 
the determinants 1 and so the Haar measure of  Nn
,2 is the Lebesgue 
measure. Under this coordinate V is expressed as follows  : 
 (3.1) V  = 4(2k @x  ax+2) 
                        k<is (ki) k>ixk @x(ik) 
Set 
                                     - 13 -
       n,2 =• 2                          •V.         i1t 
Obviously (  Vi ,  15  i  sn  ) satisfies (H.1)2 . The group N
22 is 
                       , called the  3-dimensionat  Heisenberg group ( cf. B.Gaveau [9]  , 
H.Uemura-S.Watanabe [22] ), and the group  N3
,2 does not play a 
different role from  N2
,2 in our future considerations Thus, in 
this paper, we assume n = 4 and study the group  114
,2 exclusively. 
 Notations. ( cf  H.Uemura-S.Watanabe [22) ) 
 i)  x  E  R" is denoted by x =  (xi'x(jk))i =1,  ••,4 or by  [x,X] 
 1sj<ks4 
where  x E R4 and X E  0(4) := the totality of 4x4 real 
skew-symmetric matrices, defined by x =  (x1,• ,x4) and 
 x(ij) if  i<j  , 
           X..
tj= -x(jt)if  i>j  , 
               O otherwise. 
We also denote such X by  2 x8..- 2xb..                             .. (tj) tj.(jt)tj 
              1,<3t>j 
 ii) For every Q  E 0(4) we define a mapping T(Q) on  RI° by 
 T(Q)x =  [Qx,C2XtQ] 
 iii) For X,Y  E  n(4) , define X  — Y if and only if X  =  QYtQ for 
some Q  E 0(4) 
 Remark  3_1. 
     Noting that  QXtQ  E  n(4) and that  11X11 =  11QXtQl1 ,  11.H being a 
16-dimensional Euclidean norm by regarding X as an element of 
16-dimensional Euclidean space, we know T(Q)  E 0(10) . And it is 
easy to see that  tT(Q) =  T(Q) 
 4. Computation of minimal horizontal curves. 
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     In this section we determine all the minimal horizontal curves 
on  N4
,2 connecting the origin 0 and x =  [0,XJ . For each h  E 
 K0,x , the horizontal curve ch(t) =  (ch,i(t).ch,(jk)(t)) 
 isj<k4 
and the deterministic Malliavin covariance 
 cii  ai(mn) 
       a (=  a(h)) =                       (kL)i
a(kL)(mn)  1Si
,js4 ,  1<ka4 ,  1Sm<nS4 
are given as follows  : 
 eh =  ht  , =  1,• .4  , 
     h,(jk)1k•                    (t)=-2- f{ hsj-hs - h•hjds ,  is j < k  S4  ,                                 SS 
    • d 
where =at and  ch(1) =  [0,X7 and 
 aij  =  5  ,  1S  i,j  S4  , 
 a(kL)j  aj(kL)                       0 if k j and  I, j , 
           a(1a)k=k(kL)  =fih:dt 
 0  (' 
 (kL)LL(kL)ri,k          = antdt , 
                           J0 
 a(k1,)(mn)                         = 0 if  {k,L,m,n} = {1,2,3,4) 
 a(kL)(1a)  f1 ((h)2 +  (ht)21 dt  , 
 0 
 a(kl)(kn)  f1  .L  .n  tt dt ,  0 
         a(1<1)(mk)= a =111                  (mk)(kl)Lm                            ,•htdt 
                                                                      u and
 a(kL)(mL)  f1.k.m                             t-ntdt  0 
 Proposition 4.1. 
      If rank X = 4 , the above  deterministic  MaLLiavin  covariance 
 a is non-degenerate. 
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 Proof. 
     For all X  E  0(4) , there exists U  E  0(4) such that U = 
 ul(812-821) +  U2(634-648) and X  — U . If rank X = 4 , then 
 rank U = 4 , i.e.  721,U2   0 It is enough to prove in the case 
 X = U because 
           a(Qh)  = T(Q)  cr(h) tT(Q) , Q  E 0(4)  , 
which is easily obtained by that 
          Y0,Qh(0= T(Q) Y°,h(t)  tT(Q) 
and that 
 4 
           T(Q)2 .,Va(eh(t))0Va(ch(0) tT(Q) 
                        ly=1
 4 
 =  2 V(eQh(t»011
a(cQh(0)  , 
 a=1"A 
 Yx,h and Vabeing as in (2.4) and (3 1) respectively. 
     Since h  E K0,[0,U] 
      fl                   ht dt = 0  ,  i  =  1,•••,4  , 
             0 
           i1 
                        -I  2 f ( hlt.h2t-  hi.iq  ) dt=u1(0  )  , 
(4.1)0 
      1i  1         t fo(qil                    .k1 - h.hi ) dt =  u2 (   0  )  , 
    1 1
t 
            =f( hi-hi- htht) dt = 0 if  (i,j)   (1,2), (3,4)  . 
  o [
    2tt 
     It is easy to show that  a is transformed into the following 
 0 by a general linear mapping:0ij = 50A(0)k=  0k(ij)  = 0 
for all  15  i < j  4 , k =  1,••.,4 , and  0"4"") are given by 
                                                        1 
                                                                        s
replacing h  with  W in a(ii)(") , where htt:=/itt- fhtds  .
 0 Clearly (4.1) remains valid under replacing h with h 
     Now it is enough to show that  t3 = 0 implies = 0 where 
we set  0  = (0(ij)(kL)t,kkeeebN 
                                                                                                                                                                                                                                                     . 
                                         and t =kC121C13914,c,23.4524,4534I                      )1i<j4
 1kas4 
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Since 
 1            ttelt= j (( -t12:Tq+ t23*-1-q+ t24•Wi )2 
 0 
                    + ( t12'Wi +  13•rq +  t14  77C1 )2
                    + (  tis'rq +  t23*Wi -  t34'W1)2
 + (  t14'W +  t24*f +  t34*Fq )2  } dt  , 
we see that  ttat = 0 is equivalent to the following (4.2)  : 
 i -t12'Wli  +  t23-7 +  t24'hl = 0  , 
 (4.2)  J  t12'Wi + tia'iPt +  t14'rq =0  ,
           1  t13•Fq +  23-hi - t84*121= 0 ,
 (  t14  Tilt +  t24.Wi  + t34-rq =  0 . 
Then substituting (4.2) into (4.1), we can easily show  t = 0 . This 
completes the proof.  // 
      Thus, in view of  (2.6-11), the minimal horizontal curve in this 
case is obtained from bicharacteristics. This is also true in the 
case rank X = 2 , because we can reduce this case to that of 
Heisenberg group. 
     Now we determine the bicharacteristics on N4
,2  . Substituting 
(3.1), the Hamilton equation  (2.5) is given by 
              • =  4 4. 1 ( 7 k.,(ki) _ 7  k(1k) 
I 
 Oi  t 't  k>i  t  Pt } , 
 I (1:4) =I--(4.4-4.4) , 
         t 
            bii= -( 2 Wi'/Dii) - 210j•13(ji) ) 
            1<j it 1>j t  t 
 (4.3)  1T.1,(ij)(1j)I . 2 x1.19(ji)(j1)                  7
1 1<j                  - {zxt-pt.pt
 i<j L>j  t  t                        'Pt     i 
1  -  2  xl•p(ij)•p(j1)  -  2 xk.p(ki)(ji)                 i<ja t  t  t  k<j<i  t  t'Pt } 
            ((t',,i)=0  .
      - Moreover it is easy to show that 
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 (4.4) htt(  := <pt'Vi(xtt)> ) ='/' 
 • Since(ij)=p(ij)1,    t0                          and {xt are obtained by (xt) , setting 
                      t1  xt =t( x,---,xit) and pt=( pt,--,pi)  , we must solve the 
following  equation  : 
 d  xt -A I  xt  (4
.5)       dt  (pt  )=  i A2  -A )(  pt 1 . 
Here A = (  aij  )i
,j=1,•  -,4 E  n(4) is given by 
                    I.,(ij) ,  i  <  j                        2'p0 
       a=1(ji)        ij -
2.P0  ,  i >  i  , 
               0 ,  i  =  j  , 
and  I denotes the 4x4 identity matrix. 
 Proposition 4.2. 
     For aLL Q E 0(4)  , 
             pt(  T(Q)P0,T(Q)xo ) =  T(Q)Pt(Po,x0) 
  ( 
 xt(  T(Q)P0,T(Q)xo ) =  T(Q)xt(po,x0)  • 
 Proof. 
      It is easy to see that 
                           -QAtQ     d( C2st 1 [ /Q   dtxt)              apt                      (QAtQ)2 -QAtQ                      QPt
so the assertion of this proposition is obvious.  // 
 Remark 4.1. 
     We know that for all A E  o(4) , there exist Q E 0(4) and Q E 
Q(4)  := {  q1(512-821)  +  q2(834-848) E  o(4) ; 0    q1    q2  1 such that 
          A =  QQtQ 
Thus, by the proposition above, we can conclude that determining all 
the minimal horizontal curves connecting 0 and x = [0,X] is 
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equivalent to determining all (  iio (  = [po,2Q] ),Q ) E R1°  X 0(4)  , 
Q E Q(4) , such that the H-norm of h , given by (4.4) from the 
solution of (4.3) with the initial value  (1i0,0) satisfying 
 x1(i0,0) =  T(tQ)x , takes a minimum. 
     Replacing A by Q E Q(4) in (4.5), we have 
    4it 
                    i-1  = _cl.x2i+,2i-1                                             f't
         -2i2i-1 
       x= q •x +Pt 
 (4.6)      t i tt                    .2i-1 
              P t= -q2'x2i-1  -  q .p2i  i  t i  t
        .2i22i2i-1 
            Pt= -cli.xt+'Li:Pt ,  t = 1,2  , 
with initial value  (x0,p0) :=  (O,P0) . We denote the solution of 
(4.6) by (  xt(150),pt(130) ) . ( In the  following we  always assume  xo 
=  0 , so we  always  omit  xo. ) In this case clearly ht =  xt and 
the solution of (4.6) is  : 
a) if  qi = 0 
               x2ti-1(/-30) =/-3(2)i-it 
     22i              Xit(N)  =130t 
                p2i-1-             t           2i(Po)  :273:i-1 
         Pt(Po) = Po  , 
b) if  qi > 0 
                x2ti-1()30.=(po,-,2 
              2ii-1/2qi)sin2qit + (ai/2qt)(cos2qit - 1) 
                                                         xt(o) = -(po2i-1/2qi)(cos2qtt - 1)  + (po2i/2qt)sin2qit 
  i-1i              pt(190)=(W-1(P0) 1) - (po/2)sin2qit 
 Ptt(P0)1)  , 
                , 4, 
thus, always,Low2._-  =.  2 05(15)2                               2H2  
i=1 
     By the condition  xi(p0) = 0 ,  i =  1,•••,4 , we must have that 
                  -2 
           qi= re:,  ri  E  N if (Poi-1'Po2i)   (0,0) , 
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                -2-2i 
and we set ri = 0 whenpoi-1=Po = 0 
  (ij)1                                      -
2 
     xi (Po) and—11hq, are computed as follows  : 
 i) In the case 0  = r1 =  r2  , 
    (ij)1        xl(po) = 0 and= 0  . 
 ii) In the case 0 = r1 < r2  , 
 (14) -  xi  (Po) = 0 if  (ij)  x (34)  , 
           xi34)(ii0)4r
21                            n.1058)24.(15(1)2) 
and 
           1-11h112 = 2r2n.s134)00)  . 
 ii)' 2         In the case 0 < r1  = r2  = r  , 
 xi12)(P0) = 4rn.1(45D2(14)2)  , 
 x113)(P0) =  4 
                            4r71.( P°.13°P°.13°  )  ' 
 1   x114)(P0)  4rn.{  156_158  14.N  } 
 xi23)(ii0) -1 4rn.(14-.198N.YDO ) , 
                       1 
           xi24)(fic)4rn -1-36.1-58 ) 
1
 x184)(50)  =  717i•«/0802 +  (N)2) 
and 
 2•11h112 =  2rn.  ( xii2)(p0)  xi34)(p0) ) 
H
 iii) In the case 0 < r1 < r2  , 
          xi12)04r1 n                   0) =•1(13(024.14                                            ()2)  ,                                i 
 si34)(50)  = 4r1
27c•(658)2 (1D61)2) 
            (ij)-           x
l(Po) = 0 otherwise 
and 
           1•11h112 = 2r1n•xP2)(P0) + 2r2n•xi34)(150) 
          2 Thus, by setting  xl(P0) =  [0,X(/00)] , we know that  : 
            in the case i)  , rank  X(po) = 0  , 
            in the case ii) or ii)'  , rank  X(po) = 2 
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and 
            in the case iii)  , rank  X(iio) = 4  . 
Therefore the cases that the given matrix X is rank 0 (i.e. X = 0), 
rank 2 and rank 4 correspond respectively to the case i), the case 
ii) or and the case iii). 
     Finally we find the  minimaL horizontal curves  xt connecting 
 0 and x =  [0,X] Equivalently we determine all h  Ex  min 
 I. The case of rank X = 0 , i e. X = 0  . 
     In this case clearly  xt = 0 and h = 0
 II. The case of rank X = 2  . 
     First of all we show that the case can be reduced to the 
case ii). 
    Define 000E 0(2) and A(4) E 0(4) by 
                ( cos0-sin0   0)  , 0  E R  ,            0= sin0 cos() 
and 
                        cos01.00
2 -sin01.008 
 (4.7)A(4)=            0sin0
1.004 cos01.005 
where 0 = (  01.02,03,04 ) and 05  =  -02+03+04 Then it is easy to 
see that for given Q  E Q(4) such that  ql = q2  ,  S2 E 0(4) 
satisfies  QQtg-2 = Q if and only if Q =  N14) , and that for all z  E 
R4, there exists 0 such that  Arz =  t(  0.0,Z3,Z4 ) . Thus if 
        = [P6,0] ),Q' ) attains the minimal horizontal curve and 
furthermore  Q is as in ii)', there exists 0 such that 
           T(A(4))116 = [/06,0] ,/4= t( 0,0,Po3'Po4)  •
So, by Proposition 4.2 and the invariance of  H-norms under the 
orthogonal mapping, the case ii)' is reduced to the case ii) ( Recall 
                 i-1i              -2-2 th
at we set q. = 0 ifpo=po = 0 ) . Therefore we only 
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consider the case ii). 
     Let U1 =  U(884-643) ,  U >0 , be the matrix satisfying X  - U1  , 
thus there exists Q E 0(4) such that  tQXQ  =  Ul . All of such Q 
are obtained by  (  Q1A1;)2) ; 0 = ( 01,02 ) E  [0,2702 ) , where Q1 is 
an element of 0(4) satisfying  tQ1XQ1 = U1 and 
              00
10                       01 
 (4.8)  Ae)  = 0  °0
2 
This is easily seen from the fact that 
 tQUIQ = U1  if and only  if  0 =  Ae) for some 0 
and that  tQlXQI  = U1 implies  tQ1Q1U1tQ1Q1  =  U1 
     Since  xi341(ii0) =  U , •11h1q/ =  2r2u7 and this takes a minimum 
when r2 = 1 . So  xi  a4)(iio) =  Til.,((m)2 +  "x1)2) =  U , i.e. 
 (m)2  1. 6561,2                      ) = 4RU 
Thus, for some  a E  [0,2n) , we can write 
        fi_58 =  VITuit•cosa  /-5(1 =  iTiTTL•sina  . 
 Therefore 
          h1t(ii°) = h2t(ii°) = 0 
and 
        (q(130) 1 = 9ju/n•sin 2nt           10              t(iio)a.  iiTii•( 1 - cos  2nt  ) 
                                                                         ,x Notingthat 0
0.0a = 00.1.0( , every element of Kmin°is obtained by 
          hl = Q1yie)11  , 
 where 
 (4.9) Wtt( =( 0,0.,-sin  2nt,lu/n•(1 - cos  2nt) ) 
Since hlt= h2t= 0,we can change  A(21 to the following  A(1)  :  0  0 
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 (4.10) A(01)  =(0)                                 , 0 E [0,2n)  .                00 
                     0 
                              0,x Thus everyelem
ent of K
min is obtained by 
(4.11) , 0 E  [0,2n)  . 
 M. The case rank X = 4  . 
 111-a) The case X  — U2 =  U1(812-621) +  U2(384-643)  Ui >  U2 > 0 . 
     Similarly to the case  II, we know that all Q E 0(4) satisfying 
 tQXQ = U2 are obtained as in the form Q  =  Q2A62) , 0 = (01.02)  E 
 [0,2702  , Q2 being any fixed element of 0(4) such that  tQ2XQ2 = 
 U2 . Also J2--•11h1111 =  Zrluin +  2r2u271 , so it takes a minimun when 
 r1 = 1 and r2 = 2 . Therefore every element of K
m0in is obtained 
by 
 (4.12) Q2A(02)h 
where 
 (4.13)  ht =  t(  ,FLITTE•sin  2nt,  ^u1/7•(1 - cos  2nt), 
 ^u2/27E•sin  47(t,  ^ U2/2n•(1 - cos  Lint) ) 
and  A(2) is as in (4.8). 
 III-b) The case X —  U3 =  U(812-821+634-643) ,  U 0  . 
     Similarly to the case  II or  III-a) we know that all Q satisfying 
 tQXQ =  U3 are obtained by Q  =  Q3,464) where  Q3 is any fixed 
element of 0(4) satisfying  tQ3E23 =  U3 . After all every element 
      0,x of K
min is obtained by 
 (4.14)  he  = Q3A(04)h ,  0  = (01,02,03,04)  E [°,71/27X[0,2703 
where  A(4) is as in (4.7) and h is given by 
 (4.15)  ht =  t(  ATR•sin  2nt,  ii777•(1 - cos  2nt), 
 4nt,  ^u/2n•(1 - cos  4nt) )  . 
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5. Asymptotic expansion of the heat kernel  on  N4
,2 
     Here we compute the asymptotic behavior of the heat kernel 
 p(c2,0,x) , x = [O,U]   0 . x is classified into the following 
three cases ( cf. §4 ). 
 ( Case A ) U  -  u(834-843) ,  u >  o  . 
 ( Case B ) U  -  u1(512-521) +  U2(534-543) ,  u1 >  u2 >  o 
 ( Case C ) U  -  u(612-621+834-543) ,  u > 0  . 
     Now consider the following S.D.E. associated to  Z on the 
4-dimensional Wiener space  : 
            dXt =  6 4   Va(Xt),,,d1P 
(5.1)  a=1 
 X0 = 0 
where  Va ,  a =  1,•••,4 , are given in (3.1). We denote the solution 
 by Xet= ( x7,1' ,x7,(j1k)                              ii=1,—.4'Then)(7is obtained in the 
 lsj<k4 
following concrete form  ; 
         (,X't = Mait i = 1,—,4  , 
  t 
             X'(ik) =  62Sjk(t,w) ,  ls j < k  54  ,             t 
where 
 t j           Sj1k(t,w) =--- f ( wsdwsk                                     - wskdwsj  )  .  0 
Define an  o(4)-valued process S(t,w) by 
 S(t,w) =  2 sij(t,w)5-  2 Sji'(t,w)5j• 
        i<jtj  i>ji
Then 
 p(c2,0,x) =  E[5x(X)] 
                      = E[8
[0,U]([6w1,62S(1,w)))] 
For every Q E 0(4) , set U'  =  tQUQ . Then, recalling Remark 3.1, 




          =  EIS([6w1 ,62S(1,w)])] 
             T(tQ)[0,U] 
           E[8[0
,U](T(Q)[8w1,82S(1,w)])] 
 = 
          = E[8[0
,U]([6Q1,71,62S(1,Qw)l)] 
            E[5[O
,U]([6wt,62S(1,w)])]  . 
 = Therefore, it is sufficient to treat the following three cases  : 
 ( Case A ) U  =  u(834-543) , u > 0 
 ( Case B ) U  =  ul(812-821)  +  u2(834-643) ,  u1 >  u2 > 0 
 ( Case C ) U =  u(512-621+534-643) ,  u > 0  . 
 ( Case A ) U =  u(834-543) ,  u > 0 . 
     In this case every element h0 of /0!xis obtained as in 
                                                       min 
(4.11)  : 
 he = A(0Ir1 , 0 E  [0,2n)  , 
where Amandhare given in (4.10) and (4.9), respectively. 
     We want to obtain the asymptotic behavior of the heat kernel 
 p(62,0,x) as  610 through the expression  p(62,0,x) =  E[45x(X)] 
by evaluating the generalized expectation of the right-hand side. 
Roughly, the family of diffusions (  X6t  ) conditioned by  XE = x 
will be concentrated on the family M0'x , actually, will be 
distributed uniformly on M0'x as  610 . To see how this fact will 
be reflected on the asymptotic behavior of  p(82,0,x) , we will 
proceed as in H.Uemura-S.Watanabe [22]. 
     First, we need the following lemma. 
 Lemma 5.1.A. ( cf. H.Uemura-S.Watanabe [22] ) 
     For every  fixed  0o  E  [0,2n) , there exists  no >  0 , such that 
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for each  n , 0 <  n <  no , there  exists y =  y(n) > 0  satisfying 
                 (d 1,hd2(1)h)>=1
10_00J -0\d0-0)w>HT-7<Ao'6H) d01 
                                                                                             - 
                                   on ( w ;  0.1-A(1)1102  <  y  )  O
o 
and 
 (5.2)  { 0 ; 0,1("h - A(,)M2 < y ) c  { 0 ; 10-001 < n  }  .         00
0 
Here  <h,41>14  is the extended  H-inner product of h E H and w E  W61 
 defined by 
 4  1  <11,w>11  =  2  f httdwt 
                t 
 i=1 0 
and  0•^2  is  defined by 
                           1  lw022 = 1w112  f  iwt12                                   dt , w E  W61 
  0 
 Proof 
                                                2 
     Let  F(0,w)d,(1)                          1-10,w>/ ./and its Jacobian      =d0\A (1)-                                                          a-7<Ah,w>n be
denoted by  J(0,w) . Clearly J(0,w) is continuous with respect to 
the norm  101+11102 and it is easy to check that 
            J(000y)1)  = -47-2 ( 0  )  . 
So we can find  no and  yo such that J(0,w) < 0 for all (0,w) E 
 ( 0 ;  10-001 <  no  )x( w ; lw-A(1)71^2 < Yo  } Furthermore for any                                 0
0 
 n  <  no , we can choose  y =  v(n) <  yo such that for every w E ( w 
 ; llw-A(1)h02 < y  ) there exists some 0E ( 0 ; 10-001  < n  )       0
0 
satisfying  F(Ow,w) = 0 . The reason is as follows  : 
    Let  Wn =  { 0 ;  10-001 <  n  ) and  Fn  =  { F(0,w) ;OEWn}. 
That 0  E Fn
h00Oois easily seen from that F(00,A(1)h) = 0 On the 
other hand  it  is easy to show that  if x  E Fnn                                         wo wnwowri'wo F n  )c 
, then x  E  eFn  .  But  Fn  is  open  and  hence  if  xEFn , there  W
O  2J  wo 
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exists  y(n) > 0 such that x E  Fn for all  w satisfying  Ow-w002 
<  y(n) . Setting  w0 = A(lO
orh and x = 0 , we conclude the above 
 statement. 
     Let G(w) E  r be a Wiener functional whose support is 
contained in  (  w ;  11w - A(1)h112 <y) . Then                           G
o 
 E[f  8(F(0,w))-(-J(0,w))  dO  G(w)] 
 10-Gokn 
       = I                   E[6  de 
    10-0o1 <n 
            =lim  f E[49,(F(0,w».(-J(e,w)).G(w)]  de  .
 ihto. 10-001<n"' 
Here  (n ) is a sequence in Y(Rd) := the Schwartz space of 
rapidly decreasing Cam-functions on Rd ) which converges to  .5o in 
the distribution sense. Now clearly (5.2) is satisfied for all y 
small enough. Note that the support of G(w) is contained in  { w  ; 
 Ow - A(1)hO2 < y ) . Thus, by the change of variable x =  F(0,w) ,      G
o 
the above is equal to 
 lim (x) dx  G(w)] 
 nt-  Fn  m 
           =  E[G(w)]  , 
and this completes the proof.  // 
 Remark 5.1. 
     We can easily show that 
             d2 (            - R-67<A01)h,w>ll =  tyyrh,w>H 
and 
        d,A(1iA() 
         d01) 
               '"0'-'H= (—0+(/2)h'w>li 
so the equality in Lemma 5.1.A is equivalent to 
                  «A(1)(1)h,o>H  dO = 1                       o0+ 702)h°J>H.<A                         )0 
 10-Ookn 
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                   0 x      Sin
ce K1  := K
minis compact, for all y > 0 , there exist 
 (  h41 ,, hDm ) c K1 such that  K1 c .81 vwhere 
 Vi=  (wE  WD ;  1w-h  1022 < y2/2  ) 
Set 
 4. 
 U ( w E  t.t(SI ;  1w-h 1122  ( y2 )  V 
                                                                                                                                                                                              • Let 111(t)E  e(R) satisfy  OS  S1 ,  1,1((t) = 1 on  W  S  y2/2 and 
 J. 
 *(t) = 0 on  W  s  y2 . Set  T  (w) =  *(11w-h  1122)  . Then  it is 
easy to see that  T  E and 
 Iu (w)  Z  T(w)v  (w) 
 n 
Setting  O(w) = 1 - .1T1(1 -  T  (w)) , we see clearly 
            1 -  (1)(w)  S  I 
                      _AV e 
                           t=1t 
and t.A1Ve is a closed set which is disjoint from K1 . Now 
         = 
 p(s2,0,x) =  E[8x(X)] 
 =  EIS
x(X1)(1 -  $(6w))] +  EESx(A1)$(6w)] 
                  = jp> jp) 
Here y which appears in the definition of  $ is the constant  y(fl) 
in Lemma 5.1.A associated with  r which will be decided in Lemma 5.4 
below. 
 Lemma 5.2. ( cf. S.Watanabe (24] Lemma 3.3 ) 
     There exists a constant c > 0 such that 
 Ji1)( =  E[bx(X)(1 -  $(6w))) ) =  0(expf-(111ill/21 + e)/262)) 
Proof 
     Clearly for every  S > 0  , 
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 ECSx(X?)(1 -  (1)(6w))l 
         =  E(8x(X?)•*(1X? -  x12/62) (1 -  (1)(6w))]  .
By an integration by parts, the above integral can be given in the 
form 
 2  E[P06,w)*("(Ix-x12/82)jui(1-1/)(mi)(1ew-h  L1122)cp(x)]  ,
where  P  (6,W) is a polinomial of X? ,1X?-x12,Hew-h1122  ,  y(6) 
( := the inverse of the Malliavin covariance of  X? ) and their 
derivatives, and  (1) is a bounded continuous function on  R". 
Appealing to S.Kusuoka-D.W.Stroock (12], we know 
 E[IPk(6,w)11°11113 =  0(6-k) for some k E N  . 
Thus there exists a constant  M such that 
 Jil)  CLM.P(  lx-x1  s  bY , 6W E .A1v illq 
where +I= 1 . By R.Azencott Ell, we have     Pq 
 lim  62 log P(  Sy ,  6W E 
t.A1v ] 
                                                                       = 
           elo 
             - inf  {  1•Hhq ;  10°'h(1) -  xl  s  by , h E  i1Vic}  . 
Now the right-hand side of the above inequality is strictly less than 
                       -,-  -1by taking  8  small enough, because, otherwise, by taking 
                                                     0,hm 
 8 = 1/m , there exist him E H satisfying  1c (1)-xl  s  y/m ,  hm E 
t.A1viand  limHhmH2 sHhH2.Then taking a subsequence (11711,) of =H 
 (hm) , there exists  h such that  h  W weakly. Such  W 
satisfies  OW112  s ,ih112Hc(I'W(1) = x and  h E.tA1vi•Therefore  W 
= 
 E  K1 and this is a contradiction because  .1 Vic 
                                        iand  K1 are                                              t=1 
disjoint. 
     This completes the proof.  // 
     In the following, therefore, we consider  JP) Let 
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 n  n 
           (1)  = 1 - .11 (1 - Ti) =  2  $i  ' 
        t=1  L =1 
where  01 =  4'1  ,  $2 =  'F2  (1-V1) ,  (1)3 =  T3(1-4'1)(1-42) ,  ... . Then 
clearly (1),
,./,=  (Di ,  i =  1,•••,n . By Lemma 5.1.A and Remark 5 1,                ui 
              .___.(80(<A“-)02)h,w>H)<A1)h,w>/,d0.(1)i(w)  =(1)1.,(w)  ,            10Oiln 
 i  =  1,...,n 
So 
 JP) =  EISx()(,)11)(6w)] 
 n 
        = 2 Ers
x(x)(1)i(Ew)]  i=1 
 n 
 =EIS
[0,U]                          ([6w1,826(1,w)l)(1)I,(6w)]   2 
             i=1 
             n 
        =2rE[8([6w1 ,62S(1,w)])5(<04-(7112),sw>H) 
          i=lwjil1\qig         lin_,_[0,U)0 
     u 
 •<0,6m>14•)i(6w)] dO
        n 
                                                            ,        =2f exp(-11h0il-H/262).E[exp(-<h0,w>H/6) 
 i=1 10-4i1<n 
                           1 A              x 8[0,0]((  6w1 , Ef (h-s''dwi - h0'jdw) +  c2Sii(1,w) ))                    sss  0 
               x .50(<h0+(1/2),h0+6W>H).<0,0+6w>H.$i(1-18+sw)] dO , 
where the last equality is due to the Cameron-Martin transformation 
abbr C-M transformation ) w-4 w + (h018) . Now we give some 
notations. 
 Notations. 
     For w ,  tit  E  WP/ , we define 4x4 matrices  w®$ ,  ideij and  woL 
as follows  : 
 1 . .                                         t
,./           (weij)0= f wt.wt dt  , 
0
              1.. 
     _.It          (mow)ij = 1 wtdwt 
          0 
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and 
                     1 
                                 t           (WOW)ij =fwt dw • 
 0 Of course, we define them only when the right-hand sides have meaning 
as ordinary or stochastic integrals. 
 Remark 5.2. 
     It is easy to see that 
           S(1,w) = (  woL -  Low ) 
and that, for every 4x4 matrix A  , 
 (Aw)oij =  A(w0i4) ,  wo(Aii) (woi-i)tA  , 
 (AL)®1J  A(Loii) ,  Lo(A-6)  = (Leij)tA  , 
 (Aw)oij =  A(woia) and wo(A''W)  (w0i5)tA  . 
     Then 
                     n 
 jp)2         =f                                 exp (Huic0irmi2/262) .E[exp(-<A(0I)h,w>H/6) 
                 i=1J10-#il<n 
                                    62••                     x
o(6w1)5(S(A(1)hw                                              ew -0A(01)h) +—(wOw-wem)) 
                                                 x0(0i0+(n/2)(1)h ,A"0)h +  6w>H) 
                     x  <A(1  )1 ,A(1 )1i+ 6W>H*0(A(1)72+ SW)]  dO 
   and noting that  V) E 0(4) and Remark 5.2, this is equalto 
                                                        p (             exp(-117flqi/262)• 2 f E[exp(-<n,tA'01)"w>H/6) 
 i=1 lo-trikn 
                    x0(6A"0).t0                                                                 A''',                        w)
 xo(A(1)(6(hetA(1)L  -  tA(1)Lo7) 
                        62t(t•t,•t(,)t(,)           A"woA(1)w - A()10) A m)) A) 
 0  0  0  0  0 
 x 50«tA(1).A0 +()n/2)h  h  +  6'tA(1)W> ) 
                                                                                           ' 
                    x ,  Ii + 5.tV)w>//.(13i(A61)(ti + 8•tAgl1)w)]  dO  . 
By the invariance of Wiener measure under an orthogonal 
transformation, we see, noting also thattA(1)A(i)0+002)= A(1)              n/2
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                                  nIJP) = exp(-11W1112//262•)2  E(exp(-<1t,w>H/6) 
                                 i=1 10-4 1<n 
                                                                     2 
    0••w              x 5[0,0](T(A("?®h))(6w1,6(hOw -oh) +6w 
                                                                  --(wow -o]) 
                    x  5 (<A(n/2h,Ii+ SW>)  0 
                    x <h ,  h +  cw>11•$1.,(NI"h +  6/161)w)]  de  . 
Since <A
n/2(')h,W>H= 0  ,  -<W,w>H/6 = 2n•S34(1,w) under the condition 
that  (hOW -  W0h) +  ..(w(2012 -  WOw) = 0 and that  Ac(11)mi = 0 ( note 
that  h'  =  h2  E 0 ) and  T(A6")) E 0(10) , we have finally, 
                       n 
           JP)  = exp(-11W11/2//262)•2fEEexp(2n•S34(1,w)) 
                                  i=1 10-4i1<n 
                                62••                       x  50(6w1) 50(6(1ow - woh) +T---(mow -  wow)) 
 x 50(<A
n/2h,sw>H) 
                   x <h, h  +  sw>11.$,L(V)1i +  cly)w)] dO  . 
     Define  R"-valued Wiener functional  g6"(w) by 
 (5.3) g6") (w) = (  w1,S12(1,w),(7lOw -  w0h)0 ,15i<j54 
 (i,j)(1,2) 
                         <A(1)h,w» ,                    n/2H 
then by Lemma 5.4 and Lemma 5.5, given below, we can conclude that 
 (5.4) JP) ^- exp(-11h1111/262).6 12  2 ,(JW)h) dO                                i=114°(1)         10-
 E(exp(2n•S34(1,w))  50(g6")(w))1.11hIlii as  610  . 
Lemma 5.3.A. 
           E[exp(2nS34(1,w)) 50(g6"(w))] = 2r3u3  • 
Proof. 
    (i)(i)(i)    Define t
k' nk, k = 1,2,... , and no =  by 
                      1  (5.5)(i) = f sin  2nkt  dw , k = 1,2, ,  t =  1,•••,4 , 
      0 
                     1            (i) 
           nk=  ^ 2-  f cos  2nkt  dwt , k =  1,2, ,  i =  1,•••,4  , 
0
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and 
              nog)  =  w1 ,  i  =  1,—,4  • 
Then we can easily show that 
           Si(1,w) = 1—k[i(t(j)(n()-/2•1/(oi))-(L)(n(j)n(j)»1          2
nk =1kk.k---  
,  1S  i  <  j  54  , 
 (Wei) -  Lfh)13 =  , 
 (710L -  Lo'h)14 =  , 
 (hoi) -  LoW)23  =  -11LTa 5i2) 
 (Wei.) -  LoW)24 =  ViTTZ  (ni2)-/-2-•02)) 
 (Wei)  -  LoW)84  =  ul2n  (ti4)+(nis)-/-f-n63))) 
and 
           oi7t/2 'clrhw>Hau. (ti8)... 04)) 
Thus 
 Elexp(27634(1,w))  50(g6"(w))] 
          = E[8
0(01),02),-12                              (10J),-Vu/271.tii),VitTa(ni1)-/Y.7761)), 
 -,5727.ti2) ,Vui2n(n12)_,5.02)))] 
           x  E[exp{ 2 i(q4)(17k3)_iy.n63)) _ tk3)(nk4)_ii.04)))) 
                      k=1 
            o(03),04),,572n(ti4)+(ni3)....n63))),/57/(ti3)_ni4)))] 
        =  JP) x  JY)  . 
     By Proposition 5.1 below, we see that  J31) = 1ai7 . On the 
other hand, 
 JY) = E[exp(2k(tk4)nk3) -q3)/q4)))] 
                      k2 
      x EEexp(ti4)0 ,3) ti3)04))103)=04)=ti4)+03)=ti3)_04)=0] 
                 x  {(2n)2-^det C 1 1  , 
where C is the covariant matrix of (03),04),^02n(t14)+W)), 
 4E(t13)-0.4))) and it is easy to see that det C =  4u2 . So, by a 
slight computation, we have 
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 jy> =(1 -i7)-1 
                     k=2 
 x  E[exp(- (11(t1.4)_ni3))//)2((ti3)+,7i4))/^2)2))3    2' TiFT/ 
 -1
-   k22  1 
 =TT
(1 - /77)  X ((1/%/2iidldx) 8             =coe-x  7i  U 
                1                  = .g7
1-727/  •
Thus the assertion of this lemma is concluded.  // 
 Proposition 5.1. 
     Let  ,W) be as  in the proof of above  Lemma. Then 
          jY)- TaTt7  • 
 Proof. 
     Noting that 
          I e-27titx                    dt = 5 ,                 x 
it is easy to see that 
           cAl)=f E[exp(-27tit•2(t((2) - t(k2)n(kI)» 
                   k=lIkk"71 
                         101)=02)=t11)=w)=n11)=ni2)=03 _1                                                          P(0) dt  , 
where  p1(x) is the density of the law of (00i),n(2)                                                                        ,-,(0271.til),
/u/27(.(ni 1)_/--.n(01)),-,/U/2a.t2),,/u/2n.(ni2)-fi.02))) and  pi(0)  =                   i 
 1 ---7 . By a slight computation, the above conditional expectation is 27tU 
equal to 
              Tf E.(exp(-2ni•1  (t(1),/(2)  -  t(2),/(1)))) 
            k=2  k  k k  k  k
           k2  
                 =  
 kn                 2 4m2t2 + k2 
    = 
                        2n2t               = (1 4. 4n2t2) 
 sinh  2n2t • 
Thus 
                                           27(2t  
               24 
           (Ai)-I _(1 4. 4712t2)           7msinh 2a2t dt                                                       co 
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             3
 16nu2  '  // 
 It is easy to see that  Hhil2 =  Linn and hence, 
                                  3,2t2 f         Jp)2nu exp(-)8-1225712$.(A(1)h)  de  .   6t0                                           i=1  10-0i1<n 
Now 
 20,0W)h) dO          i=ifle-D1<nL° 
          = 2II(A(1)h)-$ i0(A(1)h) dO 
                           0 
 i=1 104 1<nUi 
 n112n 
          = 2IU0(A(i)h).$ (A(1)1i)  de 
 i=1 0 
            n 2n          =2f(A(01)3t)  dO = 2n  .
              i=1 0 
We have, therefore, 
         JJ21)exp(-22)6-12  1a77 as 610  .
     Therefore, we can now conclude the following. 
 Theorem 5.1.A. 
      In Case A, i.e., x = [0,U] ,
1U u(584-843) ,  u > 0  ,                           2nu)P(C2,0,x)exp(---7 c 1216nu23 as . 
                                                  ( Case B ) U = u1(512-821)  U2(534-543) ,  U1 >  U2 > 0 . 
                                                     0,x      I
n this case every element h-0 of Kmin is obtained as in 
(4.12)  : 
                 A(02)h , 0 =  (01,02) E [0,271)2 
where A(02) and h are as in (4.8) and (4.13), respectively. We 
set  h[1]            and  h[2]                        by
 h[1]=t(  ,/u1/7t sin  27tt ,  ful/a (1 - cos  27tt) , 0 ,0 ) 
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and 
 ht                   =t(  0 , 0 ,  ,/u2/2n sin  4nt ,  ^L2/271 (1 -  cos  4nt) ). 
     Similarly as in Case A, we need only to evaluate 
 JP) :=  E[6x(X)(1)(6w)] 
where Xt6  is a solution of S.D.E. (5.1) and  (I) is defined as in 
                                     0,x Case A associated with K
2  := Kmin  ' x =  [0,U] . Again  y(n) used 
in the definition of  (I) is given by the following lemma with n 
determined by Lemma 5.4 below. In the following we use the same 
notations as in Case A. 
 Lemma 5.1.B. 
     For every  00 E  (0,27t)2 , there exists  no >  0 such that for 
each  n  E  (01no) there exists  y(n) > 0 satisfying 
                   0(2)                   6
0«5(1<A0h'w>11)i=i,2)          10-00<ni 
                                82                          det((80.80 <A82)h,w>H)i,j=1,2)  d91d02 = 1 
                          j 
                            on  { w ; Ilw-A(2)//112 <  Y )                                           0
0 
and 
 ( 0 ;  11A1;32)h - V 0)1/112  <y)c{0;  10-001  <n}  . 
     Proof is similar to Lemma 5.1.A and omitted. 
 Remark 5.3. 
     It is easy to see that 
    a<A(/,(1] 
           eel2)hw>0'H= <ACA)1+(n/2),02)"'w'H  
            aA(2) 
           e02eh-0-'-'H =  <A(E1,02+(71/2))02]  w> 
 H and 
 2 
            det((00 .
t00 <A2)h,w>H)i,j=1,2 
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 = <A(2)013w>H.<A(2)023,w>H   
     Thus, denoting  dO =  d01d02  , 
 JP) =  EC.5x(X)(1)(sw)] 
                    n 
 =  2 Eca
x(X)(1)i(8w)] 
            i=1 
                     n 
 L=1 10_4ii<nE[80(cw1)8u(s2S(1,w)) 
 . 2 f 
 x 8 (<A(0(2
1+(n/2),02))h[1],ew>H),<A(2)11[1],sw>14   
          x 80(‹A(A)1.02+(n/2))02J,sw>H)-<A(2)h[2],sw>H.4) (ew))  dO . 
                                                         i Note that <A(2)11""],6w>His a function of  01 and  (w1,w2) , and 
                            <A(2)12[2],6w>H that of 02 and  (0,w4)  . 
     By the C-M transformation w  --4 w + (A(02)h/6)  , 
 n            jp) = 2  f exp (-0A(2)hH2H/262) E[exp(-<A(2)h,w>H/6) 
     00  i=1  IA-Aikn 
                                                                                                                                                                                   • »
                x 80(6w1)a0(6 (A(2)hew - weAe)h) +—                                                             62(wow - wow 
        x 8)                   0((A(A1+(n12),02)01),A(2)h + 6W»  0 H 
 X  8  «A(2)                    0(01.02+(n/2))02],A82)h + 6w>H) 
                           2)  X <Ah[1] ,A(2)h  + 6w><A(2)h[2],A(2)h.1_6w>                          (     0H0H 
                            x $.
t(A(2)h +  6w))  dO 
and noting that  Ae) E 0(4) and Remark 5.2, this is equal to 
                                 71 
 exp(-11h112/262)f E[exp(-<h,tA(2)w>H/6)            
                       i=d10-Dikn 
 x 801                       (sA(2).tA(2)w)        00
                 x 80(A(2)(6(hetA(2'w -  tA(2)woh)  0 0  0 
                               62t(2)t(2)'t(2)•t(2)t(2)   + -T(A
owoAow-AoWOAow))Ao) 
                                             t                x 8  (<tA(2).A((6)1+(n/2),02)0( 2 )H                                   hEl),h + 6 Aw>)  0 0 
 X 8 (<tA62)-A(8)1,02+(n/2))h[27,h + 6tA'2)w>H)  00 
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                  x <013,h + c',tA(2)w>.01[2],h+Et/1(2)w> 
                          0H 
 x (I)i0(A(2)(h  +tA(2)W))]  dO  . 
By the invariance of Wiener measure under an orthogonal 
transformation, we see, noting also that <A(2)h[1],h>                                                 (
n/2,0) 
<A(0,702)h,h>H = 0  , 
                                          71 
            JP) =  exp(-11h112/262)r  E[exp(-<h,w>/6) 
 i=1  1s1-0i1<n
                                2••                 x 6(0,0](T(V))[6w1,6(hOw -  ®h) +6(w®w -  wow») 
              x 80(6<A((/2,0)h[1],w>H) 80(6<A(0:702)h121,w>H) 
                 x <h,h+sw> <h[2],h+6w>.4) (A(02)(h+sw))]  dO .                          i 
Since T(A(02))  E 0(10)  and  -<h,w>H/6 =  2n•S12(1,w) +  4n•S34(1,w) 
                               •• 
under the condition that (hew -  w®h) +.6(wcow -  wow)  = 0 and that 
 A(02)w,= 0 , we have finally, 
                     ' 
                                          71           JP) = exp(-Ohnk/262) I 
 i=1 
 E[exp(271S12(1,w) +  4nS34(1,w))  80(6w1) 
           ••2•• 
                 x 80(6 (heir-woh) +6-(wow -  wow)) 
                x s (6<A(2)                             h[1]                       (n/2,0),w>H) 80(6<A(0,n/2)h(2]w>)   0•H 
                 x <h[1],h+ew>H-<h,h+sw>H.$ (A(2)(h+sw))] dO .                                           0 
     Therefore, setting  R12-valued Wiener functional  g62>(w) by 
 (5.6)  g62>(w)  = (  wl , (hew -  woh)ii ,Ii<j4  , 
                     <A(;1lh[1]w> 
                        2,0)H (0,n/2)      ,H                                             , <A(2)02]w> )  , 
we have by Lemma 5.4 and Lemma 5.5 below. 
 (5.7)  JP)  -  exp(-11hq/262)•6  1 .1101N  1111[2]ok 
n
 x 2 (1)(A2)h) dO  L=1f1O-41<n 
              x  E[exp(271S12(1,w) +  4nS34(1,w))  60(W)(w))) as  610  . 
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 Lemma 5.3.B. 
 ECexp  (27612(1,w) +  4nS34(1,w))  50(962)(w))] 
         3  
 64n4u1u2(u12  u22) 
 Proof. 
     Let  p2(x) be the density of the law of  W)(w) Then 
 E[exp(27612(1,w) +  4nS34(1,w))  30(9.62)(m))] 
            =  E[exp(27612(1,w) +  47(S34(1,w))1902)(w)=0]•P2(0)  , 
and it is easy to see that  P2(0) = 1674u
1u2(2u14-u2)2 • 
     Let  E(2) ,  1i<j4 , be the  (i,j)-component of  (how -  ?Joh)  .  ij 
Then 
 Ei3) =  ^ L1/2n  t12) +  ^ uon(W) -  ^•7761))  , 
          EiS) = ^ uon ti3) - ^U2/47E W) 
       •=  ti4) +  ^ u2/47E(01) -  , 
           •= - ^u1/2n(li3) - V2.03)) -  ^u2/471 tF)  , 
           •= - ^u1/2n(ni4) - +  ^ u2/471(/22) - 1.02)) 
and 
          ^= ^U2/471 + ^ u2/471(W) - ^•03)) 
Hereare as in (5.5) Set     ti 
         (12),n
(702.0)(2)h[1],wW                                      >= -127m,()  - ni2))    -.- 
and 
              74(2)  ._ <A(2) 
                      (0,n/2)h[2],w> = -V471u2(W) -  W") 
Then 
 ECexp(2TES12(1,w) +  4nS34(1,w))1902)(w)=0) 
 2 k (2k) (2k -1) —  (2k-1)     =  ECexp( (nm-^2.no ) 
                 k=1 m=1m m 
         ((,—((                         -2k-1)m(n2k)m-v2.n2k)o)0197)6(w)=0] 
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            2 (2k)  (2k -1) (2k-1) (2k) ,H-(2        =uE[exp(t
k nk -k nk11"22k-)                                                         1,2k=0  '2k2)=" 
             k=1 
          XE(exp( FW)nY) - (l>T(2)) 2(W)n13) - C13)/1(14))) 
              I- = = = 0] 
             2 
          x R  E[exp( ii(t(2k)n(2k-1)  _ (2k-1)(2k)))] 
- 
 k=1 m=3 mm 
          =  /1  x  /2  x  /3 
Here  g(2)  iS  i < j  54 , denote random variables constructed by  ij 
                     ( excluding theterms
ok) from =(2)  .                              ij 
                                                         2 cc,1                1      We see asily that  11 = 71and that  13 =U (1 -/-14)- = 9. 
                                                                                          m4                                                         k =1 m=3 
So all we must do is to compute  12  . 
      Define  X(2)  ,  i =  1,•••,4 , by 
 XP)  = - iu2/2.n13)AT1*)  , 
          XP)  =  ^ u212•t14) -fiiiW*nP)  , 
 xy)  ^c212•ti3)  '51.t21) 
and 
 V42) = -  ^U212'n14) 
Then 
 exp{ 1(p2)np) _ tp)np))2(ti4)ni3)  _ ti3)0 .4))) 
      2 
          = exp((2(U1+22/2)/(2U1+U2)2)(-X1 .2  ))02) +  WW)) +  P2(2)) 
where  P2(8) is a polynomial of degree 2 in 4 variables  2 = (12213), 
E-...(ii),L1H),gW) whose constant term is 0. This equality is obtained 
by the orthogonal decomposition in L2(P) of t(i) and n(k) with 
respect to t..4.( ),for example,t22) is 
decomposed by 
 t2)  _  (2u2+u2) (iT.H                                 7ET'Xi2) - inu2.) )  • 
         1 Noting that X;.-2) ti t/(0,u1+(u2/2)) , i =  1,•••.4  ,
 12 = ECexp((2(u1+2U2)/(2U1+u2 )2)(_xi2)w) )62)w)))] 
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                              )2/3(1.112 -.1L22)                   = (2U14.U2 
     Combined  /1 ,  12 and  13 with  p2(0) , we conclude this 
 lemma.  // 
 It is easy to compute that  HhH2 =  LInui +  87m2 ,  11013112 =  4nu1 
and  0023112 =  87m2 , and we can show that 
          72' f $.(A(02)h)  dO  =  4n2 
 i=1 
in the same way as in Case A. Therefore we have 
 JP)  ti  exp(-2n(U1+2U2)/82)  6-12  26 2 as  610  . 
                                            U1 -u2 
      In conclusion, we have 
 Theorem 5.1.B. 
      In Case B,  i.e., x =  [(),U] , U  ti  U1(512-621)  U2(534-643) 
 U1 >  U2 > 0  , 
 p(c2.0,x)  exp(-2n(u1+2u2)/62)  5-1266 as si0  .                                                      u
t-U22 
 ( Case C ) U =  U(612-621+634-648)  U 0 
                                                     0,xIn this ca
se every element ht) of Kmin is obtained as in 
(4.14)  : 
            he=  A(4)11 ,  0 = (01.02.03,04)  E  (0,7021x[0,2n)3  , 
where  A(4) and h are as in (4.7) and (4.15), respectively 
      Now we need a lemma corresponding to Lemma 5.1.A or 5.1.B, but 
we must take care that the Malliavin covariance  E of 
 (<A(4)hwis degenerate at  01= 0 or  01 =  n/2  e0'i0   i=1,•••,4 
since det I  =  32.29.n4.u4.  cos201.sin201 Thus the corresponding 
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lemma is as follows. 
 Lemma 5.1.C. 
     For every  00 E  (0,n/2)x[0,2n)3 , there  exists  n0 > 0 such 
that for each  n E  (0,no) , there  exists y  =  y(n) > 0  satisfying 
          ,h71                60'(@Ai(4(4)-'-'H  )        10-001<n i=1,...,4 
                 det  ((008200 <A(4)hw>H ))  de = 1 
 tj0' i,j=1,•  •.4 
                               on  { w ; Ow-A(4)hil2  <  Y 1 ,
and 
 
(  0 ;  flA84)h - AOH2  < y  }  c (  A ; 10-801 < n  ) 
where dO =  de1de2d03d04  . 
 Remark 5.4. 
     Now we fix  00 E  (0,n/2)x[0,2703 , then for every  4x4 matrix A 
we have 
                        5(—2—<A(4)h,Aw>          f10-001<n°(aei-11H )'                                                                    t=1,•• ,4 
                det  ((  82                       @O.0<A(4)hAw>H ) de = 1 
) 
                            tj0' i,j=1,•••.4 
                               on  { w ; DAw-A(4)h112 < y  ) •                                         fl
o 
Moreover if A E 0(4)  , 
 (5.8)t(hw>              1<n804NT<"4>             0H ))     fr0-00t=1, .•.4 
                               02   det (( n0.00,  <tA.A64)h,w>11) ) dO = 1 
                tt,j=1,...,4 
                               on  { w ;  Ew-tA•A(4)h112 <  y )  . 
Especially let A be A(4).A(4) nl  E (0,702)x[0,2n)3.Then                       O
o0' 
 tA .A(4)h  A(4)h  .  Therefore Lemma 5.1.0 is extended in the form 
' 
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(5.8) for all elements of  K"x 
 min 
     Now we define  11 ,  , etc. in the same way as in Case A or in 
Case B, and it is enough to treat 
 JP)  :=  E[8x(X)  $(6w)l  . 
By (5.8), the definition of $i(w) and the transformation  w -4 
 A(4).tA(4)w we have  R
O 
                  8((—2—<A(4)h w> )             0 a00'H        10-0,1<,i i=1 ,• .4 
        det {(  82 <A(4)hw>  } dO(A)•tA(4)w)        00.80'H )-"          ti,j=1,....4—Oo 




 JP) 2 E[8(x)i(62J)] 
               i=1A 
            =2f u80(8W)  8u(62S(1,w)) 
                i=1  10-001<n 
                                 e (4>                       x  80((ee<A0 h,sw>11  ) 
 i=1,•••.4 
 X det ((  82<A(4)h6W>                            (@0 .80' H 
                       t  j i,j=1,.. ,4 
 x(8A(4).tA(4)w)]  dO                                  i 
 —t  Ro 
              =  2f exp  (-11A(4)M12/262) E[exp(-<A(4)h,w>H/6) 
 00  i =1  0-001<n 
                                2•• 
               x 80 '(Swi) 80(S(A(4)hew -w6                                                0A(4)h) +(wow -wow))        002 
 x <A(4)hle>  0@Ai'Hlh'=A0")h+Ew 1i=1, •.4 
               x det  {(  82<A)hh'>                  ee@00'Hlh'=A")h+sw)
             t j0i,=1,...,4 
                                                                             A 
                              xi(A(-A)—t0                           A(-0)0.A(4"n+ 6464)•tA(4)w))  de  .          _ 90 
where the last equality is obtained by a C-M transformation w  —f 
 w +  A(4)106 . Noting that A04) E 0(4) and Remark 5.2, this is  0 
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equal  to 
              n  2  f exp(-11142H/262) E[exp(-<h,t/84)/.7>H/6) 
 L=l.  0_-001<n 
                                 x 80(6,4(84).t)44)wt) 
              x 80(A(4)(6(hetA(4)id - tA(4)2doh)  0 0 9 
                             +62(tA(4)wotA(4)id -tA(4)idotA(4)m))tA(4))  28000
_0 
                ((—2-<A(4) x 8,                 0@0i0_hh'>illh'=A(4)h+EA(4).tA(4)w)                   090i=1„4) 
       (  92  x d
et (('              (00.@00')hh>'Hlh'=A(4)h+sA(4) tA(4)m )           tj<A _() 0. 0  L,,i=1,* ',4 
                     (4) t(4)(4)(4)t(4)(4)t(4)  X $i(A0N o-A0h + eA4.A0Ao•AoN)](18_     i-t 
By the invariance of Wiener measure  under an orthogonal 
               0 transformation,80---<A(4)h,h'>H1h'=A(4)h= 0 and  T(A(4)) E 0(10) , 
                                                                                            i ---0
we finally see, noting  that  -<h,m>06  =  27612(1,w) +  47634(1,m) 
                    6•• under the condition  (how -  moh) +Vwora -  mow)  = 0 and  wl = 0  , 
                                  n 
 JP)  =  exp(-11h1111/262)  2  f  Erexp(2T612(1od)+471s34(1,w)} 
 i=1  10-0_01<n 
                      x 610(873) 802(6 (how - w0h) +L.4._(L107:7 - :)0w)) 
                                                           (L                           X SO(8'5W<An4)tiOt1-4=A                                       >111/21(4)m)                Quiut=1
,—.)                                                                4
                              2 
           x det ((8  <A(4)hh'>                 (@e.e09'Hlh'=A(4)h+8A(4)w) }              tj-0 9L,j=1,•••,4 
 x 41(A(4)  tA(4).A(4)h + 6/164).-tA4) lq, w)]  d0'(1
i 00 0_k()!‘k        --I, 
     Define  R14-valued Wiener functional  gV6(u) by 
 (5.9) gV6(w) = ( wi ,  (how - m0h)0,1t(j54  , 
                    ( Ai<Arh,h>H1h,=A(4)w )  )  0.  i=1,• .4 
Then, by Lemma 5.4 and Lemma 5.5, given below, we have 
                                             n 
 (5.10)  JP)  - exp(-11hq/262) 6 14 2 r 
                                          i=1J1P-1 .01<n 
 E[exp(27tS12(1,w)+471S34(1,W)  50(9(` 30(m))) 
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                   x det ((  82 <A(4)hh'>                           80.800'Illh'=A(4)h) 
                tj 0  i,j=1,  ..,4 
                                      X  $ (4t4).tA(4).A(4)h) d.0                        y
i oo  0 
 Lemma 5.3.C. 
 E.Cexp(2nS12(1,72)+47tS34(1,w))  50(gV0(?,7))] 
       1  = 
 21u.3•2tb•e sin  0  -1-cos  01 
 Proof. 
     Let  p3(x) be the density of the law of  g(3)(w) , then  0
,0 
 E[exp(2nS12(1,w)+4nS34(1,w))  50(giy(w))] 
           =  ECexp(2nS12(1,w)+4nS34(1,w))136(w)=01•p(31(0) 
 0  1  and it is easy to see that  p3(0)Let                                           =2"38 •U"e•sin 01•cos 01' 
 7-7") = (heid - ideh) '1i<js4,and=7(3)=2<A(4)h,h'>'=A(4)  ijij—k 80
k  0Hh                                                      0w 
 , k =  1,•••,4 . Then using t(i) , n(k)in (5.5), we have 
                = ^ u/2n t(2) + ^ u/2n(nil) - VT.7761))  , 
 Ei3) =  ^ u/277  ti" -  IWTTR  tP) , 
          c=.13) = AT/2n ti4) ^u/4n(7721) - "2*7761))  , 
 22) = -  17772R(77i3) - ^2.7763)) -  ^u/4n  02) , 
          7:24) = A7T2R(04)  ./T.nO4)) + ^ u/477(7722)^*7762)) 
                =  ^ u/477 04) + AT/4n(n23) VT.03))  , 
 2i3) = -  FiTurt cos(02-03)  (01) +  02)) 
                     -  4nu sin(02-03) (01) - TI(2)) 
                 + VDT./  cos(02-03)  (ni"  + 04)) 
                  - sin(02-03) (ti3) - ni4)) , 
            7-13)  = -  ^2R21  cos201  (t(l) -  02)) 
                   -  IOW sin 01 cos 01  sin(02-03)  (W)  02)) 
                    + ^Om sin 01 cos 01 cos(02-03) (01) - 7722)) 
                   +  ^ 2RU sin  01 cos 01  sin(02-03)  (03)  4-WI)) 
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                    + 2nu sin  Al cos 01  cos(02-03)  (t13) -  04)) 
                  +  4nu cos2e1 (t23) -W")  , 
           .2.13) =  -/5E.(tp)  -  w1)) 
and 
 E.V) = - V27tU  sin201  (tit)  -  02)) 
                  +  /717Tit sin 01 cos  Al  sin(82-03)  (nP) +  W)) 
                    -  ^4nu sin  Al cos  Al  cos(e2-03)  (W) - n(2)) 
                  -  lait sin  Al cos  Al  sin(02-03)  (03) + W)) 
                    -  ^27tu sin 01 cos  Al  cos(A2-03)  (t13) -  04)) 
                   -  4nu  cos2o1 ((3)  -  W") 
Now set FIV) = '(3) 7-743) and ---123)  =  7:23)  cos201 (7:733)-k43))  ,
i.e. 
 k(18) = -  (tit)  _  np)) 
and 
 L;27:23) = - ^4nu sin 01 cos  Al  sin(02-03)  (TIP) +  W)) 
                   +  /715i-U sin  Al cos  Al  cos(A2-83)  ((1)  nP)) 
                  +  /art sin  Al cos  Al  sin(02-03)  (08) + W)) 
                    +  ^ 2itu sin  Al cos  Al cos(02-03)  (tI3) - 04))  , 
and let ":-1(3ij) , 1S i < j  4 , be random variables obtained by 
                    ( excluding the terms nok), k =  1,•••,4 , from  2(3) Then  ij 
 E[exp(2nS12(1,w) +  4nS34(1,w))1gV6(m)=0] 
        2 on. — (2k-1) 
 m 
        =E[exp( 2 2/i{tom(2k)0/(2k-1)-^2•no 
 k=1  m=1 
          (((2k)                         -2k-1)(nm2k)- .5.n0»)Ig(3)(w)=o)      cm0 .0 
 (2k-1) (2k) +(2k)  (2k-1))    =E[exp(n mnm 
                     k=1  m=1 
 a.(3) = 0  ,  lsi<jS4 ,  mi" =  a(3) =  ":13) = kV) = 0]  —
ij 
 Ecexpl(-  ti1)0 _2)  tp)np)) (_ w)w)  24)n23)))1 
                                       X43)  = = ,a10) = 733) = 0]
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          x  E[exp( Ji_(ty)np)  -  tp)np)) 2( ,14)n13)  -  t13)n14)))  
I  2113) = = -s123)  =  =  13)  =  223)  =  0] 
           2 co 
          x  n  n  E[exp( k(t(2k)n(2k-1)  _ 02k-1),,(2k)                                                      ))]                                                                       -,711
 k=1 m=3 m m m 
          =  I1  x  [2 X [3 
Here the second equality is obtained by that W) = 0 ,  i  =1,•••,4  ,
and that ==2,13)= 0 if and only if"?'"P) =71P) =43>  = 
              2 k21  0 , and it is easy to see that Is = U U (1 -  ) = 9 and 
                                           k=1 m=3 
that 
 /1  = E[exp(-t(11)n(12))13)=0) x E[exp(ti 2)0 .1))1ei(1?)=0] 
              x E[exp(- W)W))IE33)=0]  x  Ecexp(W)W))13)=0]
                                      4 
             =( (1/1-2  2e R) dx )  = 
                                                - w 
      Define X(3)  ,  i  =  1,.•.,4  , by 
 X13) = -  /.03) +  2.22)  , 
       XP) =- 2.01)  , 
       )03) =  2.21) 
and 
 W) =  _ fi.04) _  2.n22) 
Then 
               1 (5.11) exp(2__(p2)np) _ tp)np))2(t14)n13) _ t(3)n(4)))) 
            =  exp{ -1(X(13)X23)  -  X33)X113)) +  P3(2)  ) 
where  P3(2) is a polynomial of degree 2 in 4 variables 2 =  (2(13), 
                   whose constant term is 0. This equality is obtained 
in the same way as in Case B. Noting that 
 ":"P) =  1712-i  {(XP)  X13))  COS(02-03) -  (W)  XV)) sin(02-03)) 
and that 
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     F7L23) = hilt sin 01 cos 01 
              x  ((X) -  Xi3)) sin(02-03) +  (XW) +  W))  cos(02-03)}, 
we have 2i3) = LIP) = 0 if and only if  Xi3)-X23) = 0 and 
 )03)+W) = 0 . Thus 
 12 =  E[exp(-  ()(13)X23) -  X33)W))/1 
 Xi3)-X23) = 0 ,  XP)+W) =  0] 
               E[exp(- Ix(13)xp))Ixi"-X23)0] 
             6 
                   x  E[exp( 1)03)W) )IXV)+W) = 0] 
1
                            6
 = for  )03)+)08, ,  )03)-W)  —  N(0,12)  . 
     Combined  /1  ,  12 and 13 with plE3)(0) , the proof is 
 completed.  // 
      It is easy to compute that 
 2 
        det  ((   (                 80.@0'Hlh'=A(4)h )
                   j<A04)h 0  i,j=1,•••,4 
              =  32.29.714.u4.  cos201  sin201 
and that  OW =  127tu , so we have 
                                     n 
            JP)  - exp(-67M162)  6-14_ih7 2 
 i=1,110-001<n 
 0  (A(4).tA(4).A(4)0  -sin 01 cos 01  de as  64,0  . 
  t  Qo  0 
 Proposition 5.2. 
 Define a  metric g on K°by                                    min
 g = 2 gijdOtdOi 
where 
               (4)a                                   A(4)h>g
ij =<-5-6—A0 h '0 H 
                                     - 48 -
If we  introduce another  metric  g" on 10'xby 
                                                 min 
 g' =  2 gij                      de'idEri
where 
             a-=a(4)h,A(4)h>       '7ij 80' 0" 80 H 
and, for some  a E  [0,n/2]x[0,2703,A04()= A
a(4)•A0(4) , then g =  g-. 
 Proof. 
                       80kne0 
                    7 
                             A(4)A(4)h,7-  A(4)A(4)h>  gib  =
           keek "ig°@()80'a0H                         LLj 
 00,  @A,  n 
 =.A(4)(4)h @A4).-A(4)17,, 
               k,Lj2aveoN/aokA-a-0-'80-a0"'H 
 00L  e0,  n 
             =  7< A(4)h A(4)h> 
                ''                8080e0k 0'L  0 H 
              - 780k  a0 
              k`1,  80i  e0:7.  kl 
So it is easy to see that  g =  g"  •  II 
     Since li/y1)hilii is independent of 0 , it is clear that 
                                    2 
            <A(4)h'eeA0(4)h>-          a0H.90.0e0 <N14)1"'›Hlh'=A(4)h  • 
             t0          L j 0 
Thus 
 n 
 f(1),(4(4)•Ao).110t(4(4)                                            h) sin 01  cos 01  dO           i=110-001<n mimo 
n 
         =  2 r (1 )(A(4).A(4).A(4)h) sin 01 cos 01  dO 
           t=1J10_001<nUi i  i,  0 
       = 2  r (I, .4)i)(44).tAo(14)Iq14)h) 
 070             i=0 E [0,n/2lx[0,23 
                                                   sin 01 cos 01  dO 
 n        =  2  I c/u..(bi)(AV)h) sin 01 cos 01 dO 
 i=1 0  E [0,m/2]x(0,27)3- 
 =
                                      n 
                                      1.,..1(1),,(54)h) sin 01 cos 01  dO  0 E [0,702)x[0,271)8 
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         = 4n3  . 
Here the third equality is due to Proposition 5.2. Therefore 
 JP)  —  exp(-6RU/62)  E-14  tE as 610 
      In conclusion, we have 
 Theorem 5.1.C. 
      In Case C, i.e., x =  CO,U] , U  —  U(812-621+534-543) , U > 0  , 
 p(62,0,x)  "  exp(-6nu/82)  E-14  tE as  610 
     We finish this section by proving two lemmas quoted above which 
assured the asymptotics (5.4), (5.7) and (5 10). 
     Let xi:Rn(i)                         —bR , i = 1,2,3 , be  C -functions satisfying 
 Supp xic {  1x1   1  } where n(1) = 11 , n(2) = 12 and n(3) = 14. 
 Lemma 5.4. 
 A) We can choose  n > 0 such that for  cal, i =  1,•••,7/  , 
 exp(2mS34(1,w))  x1(q1)(w))  $i(A61)(h+6m)) 
           =  exp(27634(1,w))  Xi  (g61)(w))  clyil(y)h) + 0(8) 
                              as  610 in  r if  18—DiI <  n • 
Furthermore  0(6)  is uniform on  { 0 ; 10-4iI <n) . Here $i 'ili  
,  i =  1,•  •,n , are as  in the statement after Lemma 5.1.A. 
 B) We can choose  n > 0 such that for  ati i =  1,• ,n  , 
 exp(2T612(1,w)+4nS34(1,w))  x2(g2 (w))  $i(A62)(h+sw)) 
            =  exp(271312(1,w)+47634(1,w)}x2 9.62)(w))ii(AV)h) +  0(6) 
                                as 610 in  fic° if  0-Ail <  n  . 
Furthermore  0(6) is uniform on { 0 ; 10-4i1 <  n  }  • 
 C) For  att  00 E  (0,702)x(0,27)3  we can choose  n >  o such that 
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for  all  i =  1,"',n  , 
 (5.12)  exp(2RS12(1,w)+4nS34(1,w))  X8(gL9(w)) 
 .4) (A,(4) tA(4).A(4)(h+cw)) 
                         Q0 
 =  exp(2RS12(1,w)+4RS84(1,w))  x3(gV6(w)) 
 .4)  (A(4)  A(4).A(4)h) +  0(6) 
 Q0  0 
                               as  610 in  if' if IQ-Oil n  . 
Furthermore  0(6) is uniform on (  0 ; < n  ) 
     Here  g61>(w) , g(S2)(w) and  g,;86(w) are as in (5.3), (5.6) 
and (5.9),  respectively, and we define  g£1>(w) , g2>(w) and 
 g(3)0(w) by 
 g(1)(w) = (  w1 ,  S12(1,w)  , 
 ((Wei) -  idoh) +  6S(1,47))ij 
,  1t<j4, , (itlR/2h,w>H)  , 
 (i,j)(1,2) 
 g(2)(w) = ( w1 ,((head - Loh) + 6S(1,w))                                                      tj 1i<j4 '
                                    <A(,11(21                                        (R/2
.0)hm>(                                                   H'(0,R12)h,w>II  )
and 
 g(3)(w) = (  wl ,  ((hot.) -  i7012) +  6S(1,m))ij  ,  15i<jS4  '  6,0 
                         (   <N14)h,h'>11112,=A(4)w  ))  .  0L=1,....4 
 Proof. 
      We prove only C), the others being similarly proved. We use the 
same notations as in Lemma 5.3.C. 
     It is enough to prove that we can choose  n > 0 such that 
 (5.13) sup  II  exp(27S12(1,w)+4nS84(1,w)) Xq(g(3)(w))                                                               - 6
,0  0<651,18-4i1<n 
                                     (14(4)A(4) A(4)(10.6w)) <                   0 9
0  L  (P) 
for some p > 1 . This is because the estimate (5.12) is true for 
almost all w and (5.13) guarantees the uniformly integrability, 
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thus (5.12) is valid in the sense of  LP for some p > 1 : The 
 La-estimate of its higher order H-derivatives can be obtained in the 
same way. 
        ((i)      Using ti)
, nin (5.5) the integrand of (5.12) is expressed 
by 
 exp(-  t11)(n12)_^2•n62))  nv)) 
 _  tp)(w)_^•n64)) 24)(7123)_^.7163))) 
                                  (4)t(4)(4)           .x3(9V6(w».$(AA
 uAoo(h+6w))  _o 
 x exp(  tP)(W)-  ,5.7162))  tp)(n21)_^2.01))) 
                   2(_ ti3)(n14)_s5.04)) t(i4)(n(13)_^•03))) ) 
             (((                .x3(g36(w)).$(A,,,4)tA,4).A„4)(h+cw)) 
                            yi 
              2 co  x  exp(22((2k)(,(2k-1) -72-.wk-1)) 
             k=1  m=3 m mgm 
 _ t(2k-1),,,(2k)  _fi•74)2k))))                                     "N 
              .x3(g
6")(w)) 
 =  /1  x  72  x  /8  . 
It is easy to see that sup  E[/3P] <  co , 1 < p < 3/2 , thus all we 
 6,0 
must do is to verify 
 (5.14) sup  E[(/1  x  12)q] <  W , for some q > 3  . 
 6,0 
              tIf$(A(4) . A(-A)—.14(4) (h+6w)) > 0 , then we have     io
o0 
            0,4(4)-tA(4).A(4)(h+sw) - A(4)1/11<  Y        0
00'u2 
where y  =  y(n) is as in Lemma 5.1.C. Hence 
  1 1           621  lw412 dt - 2 f1(46,4).t A(4)(A(004)_A(4),ht12 
      00—i0o0 dt  ( 2y2  , 
i.e. 
  1  1           621 Iw#12 dt - 2  f(4))ht12dt < 2y2 .
     0t"'000 
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For all  n >  0 , there exist y' =  y'(n) such that 11/04)-k4)11<                                            0
vo013 
 1' if  10-001 <  n and  y'10 as  n10  . So there exists a constant 
K > 0 satisfying 
             1  (5.15) 821  lw  12 dt < 212 +  2Ky'2 
             0 for all  E E (0,1] . On the other hand,  x3(q36(w)) > 0 implies 
that 
 lvil <  &  , 
 1.2(3) +  ESti(1,w)1 <  5 
and 
 
I  5-15—<A84)h'h'›Hlh'=A(4)w  I <  8 
for some  5 > 0 . Clearly, for any constant  el E R  , 
 exp(el(t7V)(777(7!)-i.nOi))1)  x3(ge6(w)) 
          = exp(eit;"//7V)) exp(-,5eli(lit)nV)) x3(qTw)) 
 exp(eit;t)7/V))  expdell-^2•8•t7(71") 
and  exp(Ic1l-i2.8-qi)) E  Lq for all q > 0 . Therefore w can 
         ( assume noi)=  o in (5.13). 
     First we treat with the term  fl . Clearly 
 exp(-ti1)n(2))  X3(qTW)) 
    2 2        = exp(24(ti 1)_0.2))/,5 ) _ ((tp)+,fl2))//  IN)(,,NN                                                                                                   I/A3kg(8kW//
       =  exp{-1(1)+n(2))2}  exp((.143))2/87M)  X3(q36(w)) 
2 
 s  exp(52/27tu)  exp{- )  ) E  Lq for all q >0  . 
Similarly we can prove  exp(-W)W1))  x3(ge6) E  Lq for all q > 0  . 
Next 
 2          exp(ti 2)ni")exp(--1((ti2)-ni")//)  exp(i1(.(13))2) 
and 
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               tex,),A(4) tA(4)./1(4)(11+6w))            Y'le12IWiktik Qo 
 s exp(  71«  1+^u/n  )8 +16s12(1,w)12  )) 
It is easy to show that there exist a Brownian motion B(t) on  1,0, 
such that 
                            1 es12(1,w)B(62i ((w)2 (w2)2) dt 
 o Appealing to (5 15), for each q > 1 we can choose n such that 
                        ((             sup E(exP(citi2)flil)ii(A(4)•tA4).A4)(h+sw))] <  w  . 
                                     0 
 6,0 00 
 Similarly,  for  each  q  >  1  we  can  choose  n  such that 
            sup  EIexp(c/w)np)1 thtA(4).A(4)A(4)(0.61,1))] <                  ,i,,0 
 6,00 - 
Therefore it is easy to check that 
 sup  EI11(1)  < , q > 1 
 6,0 
     As for the term  12 it is enough by (5.11) to treat with the 
            1 terms exp(--60(0(2 -  X3X4)} and  exp(P3(E)) . Clearly 
 IP3(2)1 s 2 c21...t.("1 +  2 c31:1."ij)1 I—kt:=:(3)1    ij 
 2  c217=:(3)1 +  2 e31(17.'.(3)12 + l'=7(3)12)                                        2 —ij 
Noting that Itt'(3ij)15S+  ISSii(1,w)1 on  x3 >0 , we can control the 
term  exp(P3(2)) in the same way as in  /I . Furthermore, noting 
that  1213)1  8 and  Ili23)1 <  8 if x3 > 0 , we can easily show 
that  1X1-X212  +  1X3+X412 <  232 , the term  exp{-  60(0(2 - x3x4» is 
also controled in the same way as in  11 . Therefore 
           sup  E[/2q] <  co for all q > 1 
 8,8 
and this completes the proof.  // 
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Lemma 5.5 
 ALL of g?,g(61), g(2) and g6(are uniformly non-degenerate. 
                                                       ,u 
 Remark 5.5. 
     The above lemma ensures the asymptotic expansions of  8  (g(1))  ,                                                   0  6 
 8 (g(2)) and  8  (g")) , thus, combined with Lemma 5.4, we can  6  0  6
,0 
justify the asymptotics (5.4), (5.7) and (5.10) and furthermore the 
asymptotic expansions of  JP) ,  JP) and  JP) Hence, we can 
conclude that  p(t,0,x) has the expansion of the form (0.1), the 
main term of which is given by Theorem 5 1.A, B and C respectively 
 Proof of Lemma 5.5. 
      Here we treat only  gl) since the others can be proved in a 
similar way. 
     Let  g(11(w) be the R11-valued Wiener process given by 
             ry(1)(w) = ( w s12(t,w)                 '76
,t 
                   t
            (J('t                      o(- ntdwt)+CSUJ (t,w)  )1Si<j4 
 (i,j)(1,2) 
                                         2f (A(1)-h)l'ciwt)                                               n/2tt                                      i 0 
Clearly  g("(w)  g(1)(w)  Then  g(I)(w) satisfies the following 
 6,1  6 6, 
S.D.E.  : 
 4 
 dg(1)(w) =  2 La(g,t,g(1)(m))0dwu 
 6,L                             u=1
where La(6,t,) ,  a = 1,  ..,4 ,= (1,...,t11) (X,XI)  E  R11 
are given by 
 L1(6,t,) =                               dx
1 
   1X
2.t.                         (8X(12)(63:34-2hi)•ox(13)(8X4+2ni).                                                           LOX(1 ))' 
            L2(8,t.) = 
                            ox             2 
                      +  2 (X1.@(6x3+2h1)L(6x4+2V).                 X(12)VX( 3)teX(24))' 
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                    @L
3(6,t,t)  =--                          8X3
       +(.                   *Exiex(13) +6X2'@x(23) (6X4+2tq)'@x(34)) 
                                 -  ^ 4nu sin  2nt "A-1- 
and 
            L(6,t,t)  =     4 0X
4 
   (. ))                         SX1                               VX(14> + 6X2 .@X(24) + (6X+2hi. 'ex( 340 
                                + ^4RU cos 2nt 
     Let  1'6  be the  11x11 matrix given by
            dY6= eL(6,t,g(1)) YE.dwu               ttt 
where  el,a(6,t,0  is the  11x11 matrix given by  (8I_a(6,t,0)Lj = 
    L ---L
a(6,t,0 . Then we have 
    66 4  1c 
           <Dg(1)(w),Dg(1)(w)>= Y`c 2  f (77) 1 L(6,t,g(1)(w)) 
                    a=t 0` 6,t 
                                          6                        ®1)L
6                                                         (6,t,g(1,t)(m)) dt tY1 . 
       - By a slight computation, we know that det  YE1 = 1 Therefore we 
will only evaluate the integral part which will be denoted by  (7(60,/). 
     Let  t = (1, 1,'0)L=1
,.4E Ril Then we can easily                            jk... 
 lsj<k4 
compute that 
            tt a(6
,m)  1, 
 1                      I"                 =((  LI - LI2*wi - t13(e)a); +Vu/TIsin  2nt) 
                  o 
                                    -1-14(Ewil +  ^ u/n(1 - cos  2nt,))}2 
                     + {  1,9 +  L12-bq -  t23(6w; +  ./u/71 sin  271t)
                                  - L24(Ewl +  ^ 10R(1 -  cos  2710))2
                     ^ (  Lg  113'w: 
 7,84(621q  +  ^ u/n(1  -  cos  2nt)) -  1,1•^4itu sin 2nt }2 
            • {  L4  1,24"di 
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 /34(6wi + ^ L/71 sin  27a)) +  L1-,/4nu cos  2nt  )2) dt  . 
Now we will prove that for any T large enough, 
           1Teq  (5.16) P( infc(6,1.7)<) el e-e2/ 
 111=1 
for some positive constants  el ,  e2 and  e3 all of which are 
independent of  6 . We know easily that 
 P( sup  L  a(6,w)  1,ZT )  s  c4  e-e5T 
 Ill=1 
for some positive constants  e4 and  e5 which are independent both 
of  6 and  L . Thus it is enough to estimate 
 P(  tl  a(s,w)  Z <  1) 
uniformly in  L ( cf. S.Kusuoka-D.W.Stroock [12], Appendix). 
Appealing to J.Norris  [18] or  N.Ikeda-S.Watanabe [10], however, it is 
easy to check that 
 P(  tL  a(6,w)  Z <  1)  s  eG  e-c7TC8 
where  e6 ,  e7 and  e6 are positive constants all of which are 
independent of  L Thus (5.16) is concluded. 
     Then it is easy to see that 
 lim  E[Idet <g(1)(w),g(1)(w)>I-P] < 
        66  64-0 
for all p > 0 , and this completes the proof.  // 
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