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1. Introduction
The weighted Hardy–Littlewood–Sobolev inequality of Stein and Weiss [1] states that
∫
Rn
∫
Rn
f (x)g(y)
|x|α |x− y|λ|y|β dxdy  C‖ f ‖r‖g‖s (1.1)
holds for f ∈ Lr(Rn), g ∈ Ls(Rn) with 1 < r, s < ∞, 0 < λ < n, 0 α + β  n − λ,
1
r
+ α
n
< 1,
1
s
+ β
n
< 1, and
1
r
+ 1
s
+ α + β + λ
n
= 2.
Here, ‖ · ‖r denotes the Lr(Rn) norm and the constant C = C(r, s, λ,α,β) does not depend on the choice of f and g .
To obtain the best constant for the inequality (1.1), one desires to maximize the functional
J ( f , g) :=
∫
Rn
∫
Rn
f (x)g(y)
|x|α |x− y|λ|y|β dxdy
under the constraint ‖ f ‖r = ‖g‖s = 1. In the case where α,β  0 and α + β + λ < n, Lieb [2] proved the existence of
a pair of maximizing functions f , g for this variational problem. By assuming that f and g are nonnegative functions,
the corresponding system of the Euler–Lagrange equations is derived as
* Fax: +81 22 795 6400.
E-mail address:michiaki@math.tohoku.ac.jp.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.12.004
M. Onodera / J. Math. Anal. Appl. 389 (2012) 498–510 499⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λ1 f (x)
r−1 = 1|x|α
∫
Rn
g(y)
|x− y|λ|y|β dy,
λ2g(x)
s−1 = 1|x|β
∫
Rn
f (y)
|x− y|λ|y|α dy,
(1.2)
where λ1 and λ2 are the Lagrange multipliers which satisfy λ1 = λ2 = J ( f , g). Note that, if (r − 1)(s − 1) = 1, then we
may assume λ1 = λ2 = 1 by taking c1 f , c2g instead of f , g with appropriate constants c1 and c2. For convenience, we
rewrite the system (1.2) by u := f r−1, v := gs−1, p := 1/(r − 1) and q := 1/(s− 1) to obtain the following system of integral
equations:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u(x) = 1|x|α
∫
Rn
v(y)q
|x− y|λ|y|β dy,
v(x) = 1|x|β
∫
Rn
u(y)p
|x− y|λ|y|α dy,
(1.3)
where u ∈ Lp+1(Rn), v ∈ Lq+1(Rn), 0 < p,q < ∞,
α
n
<
1
p + 1 ,
β
n
<
1
q + 1 , and
1
p + 1 +
1
q + 1 =
α + β + λ
n
. (1.4)
The determination of the functional forms of solutions to the integral system (1.3) yields the best constant for the
weighted Hardy–Littlewood–Sobolev inequality (1.1). Lieb [2] classiﬁed all the maximizers of the functional J = J ( f , g)
under the constraints ‖ f ‖r = ‖g‖s = 1 in the special case where α = β = 0 and r = s. It was shown that any maximizer
must be of the form
f (x) = g(x) = c
(
t
t2 + |x− x0|2
)(2n−λ)/2
(1.5)
with some constants c ∈R, t > 0, and x0 ∈Rn . In the paper [2], he posed the problem of the classiﬁcation of all the critical
points (not only maximizers) of the functional, i.e., that of all the solutions to the integral system (1.3), in the case where
α = β = 0, p = q and u = v .
Letting u = v reduces the system to the single equation
u(x) =
∫
Rn
u(y)
n+γ
n−γ
|x− y|n−γ dy, (1.6)
where γ = n − λ. This integral equation corresponds to the well-known differential equation
(−)γ /2u = u(n+γ )/(n−γ ), (1.7)
which has been investigated by many authors. In particular, when γ = 2, Gidas, Ni and Nirenberg [3] proved the radial
symmetry of positive solutions to (1.7) under the additional condition that u(x) = O (|x|2−n) as |x| → ∞, and hence the
solutions must be of the form (1.5). Then, Caffarelli, Gidas and Spruck [4] obtained the same result without imposing the
decay condition at inﬁnity. Their proof was simpliﬁed by Chen and Li [5], and Li [6]. Moreover, Wei and Xu [7] studied more
general equation (1.7) with γ being even numbers between 0 and n.
Later, Chen, Li and Ou [8,9] introduced an integral form of the method of moving planes to prove the symmetry of
solutions to Eq. (1.6) and to the system (1.3) when α = β = 0, p,q  1 and pq = 1, and therefore they solved the open
problem posed by Lieb (see [10] for a different argument by using the method of moving spheres). They also discussed
about the relation between the integral equation (1.6) and the differential equation (1.7).
Now our attention turns to the integral system (1.3) for general α, β and p,q > 0. The symmetry of solutions was studied
by Jin and Li [11]. Chen, Jin, Li and Lim [12] obtained the optimal integrability of solutions to the system when α,β  0,
and Jin and Li [13] extended the result to the case where α or β is even negative. By using the integrability of solutions,
Li and Lim [14] studied the proﬁles of solutions around the origin and the inﬁnity. However, their results are restricted
to the case where p,q  1 and pq = 1, since the methods use linear operators to make a regularity lifting argument. This
restriction was removed by Hang [15] when α = β = 0 by developing a nonlinear technique. He proved the symmetry and
regularity of solutions in this case for all 0 < p,q < ∞. This technique was also applied to a different integral system by
Hang, Wang and Yan [16].
In this paper we develop the methods of obtaining integrability, regularity and symmetry by adopting a nonlinear ap-
proach to show the proﬁles of solutions to the integral system (1.3) for general α, β and 0 < p,q < ∞. This paper uniﬁes
and extends the previous results obtained by other authors and completes the study in full generality.
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Theorem 1.1. Suppose that a pair of nonnegative functions u ∈ Lp+1(Rn) and v ∈ Lq+1(Rn) (0 < p,q < ∞) is a solution to the
integral system (1.3), where 0 < λ < n, 0 α,β , α+β +λ < n, and the condition (1.4) are satisﬁed. Then, u ∈ Lr(Rn) and v ∈ Ls(Rn)
hold for r, s satisfying
max
{
α
n
,
qβ + α + β + λ
n
− 1
}
<
1
r
< min
{
α + λ
n
,
q(β + λ) + α + β + λ
n
− 1
}
, (1.8)
max
{
β
n
,
pα + α + β + λ
n
− 1
}
<
1
s
< min
{
β + λ
n
,
p(α + λ) + α + β + λ
n
− 1
}
. (1.9)
We show an analogous result in the case where α or β is strictly less than 0. Here, we may assume β < 0 without loss
of generality.
Theorem 1.2. Suppose that a pair of nonnegative functions u ∈ Lp+1(Rn) and v ∈ Lq+1(Rn) (0 < p,q < ∞) is a solution to the
integral system (1.3), where 0 < λ < n, β < 0, 0 α+β < n−λ, and the condition (1.4) are satisﬁed. Then, u ∈ Lr(Rn) and v ∈ Ls(Rn)
hold for r, s satisfying
α
n
<
1
r
< min
{
α + β + λ
n
,
q(β + λ) + α + β + λ
n
− 1
}
, (1.10)
max
{
0,
pα + α + β + λ
n
− 1
}
<
1
s
< min
{
β + λ
n
,
(p + 1)(α + β + λ)
n
− 1
}
. (1.11)
Theorems 1.1 and 1.2 play an important role to determine the proﬁles of solutions to the integral system (1.3). In fact,
we show the following result concerning the proﬁles of solutions, which completes the previous study by Li and Lim [14].
In the theorem, we use the notation u(x) ∼ A/|x|γ as |x| → 0 to mean that lim|x|→0 |x|γ u(x) = A. Remark that the condition
α + β + λ < n and (1.4) imply that either qβ + β + λ < n or pα + α + λ < n holds and also that either q(β + λ) + β > n or
p(α + λ) + α > n holds. This fact can be easily conﬁrmed by simple computations.
Theorem 1.3. Suppose that a pair of nonnegative functions u ∈ Lp+1(Rn) and v ∈ Lq+1(Rn) (0 < p,q < ∞) is a solution to the
integral system (1.3), where 0 < λ < n, 0  α + β < n − λ, and the condition (1.4) are satisﬁed. Then, u and v have the following
proﬁles.
(i) Around the origin.
Assume moreover that qβ + β + λ < n. Then, it holds that
u(x) ∼ A0|x|α and v(x) ∼
⎧⎪⎪⎨
⎪⎪⎩
A1
|x|β if pα + α + λ < n,
− A2 log|x||x|β if pα + α + λ = n,
A3
|x|pα+α+β+λ−n if pα + α + λ > n,
as |x| → 0. Here the constants A0 , A1 , A2 , A3 are given by
A0 :=
∫
Rn
v(y)q
|y|λ+β dy, A1 :=
∫
Rn
u(y)p
|y|λ+α dy, A2 := ωn−1
( ∫
Rn
v(y)q
|y|λ+β dy
)p
, and
A3 :=
( ∫
Rn
v(y)q
|y|λ+β dy
)p ∫
Rn
1
|e1 − z|λ|z|α(p+1) dz,
where ωn−1 denotes the surface area of the unit sphere, and e1 = (1,0, . . . ,0).
(ii) Around the inﬁnity.
Assume moreover that q(β + λ) + β > n. Then, it holds that
u(x) ∼ B0|x|α+λ and v(x) ∼
⎧⎪⎪⎨
⎪⎪⎩
B1
|x|β+λ if p(α + λ) + α > n,
B2 log|x|
|x|β+λ if p(α + λ) + α = n,
B3
|x|p(α+λ)+α+β+λ−n if p(α + λ) + α < n,
as |x| → ∞. Here the constants B0 , B1 , B2 , B3 are given by
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∫
Rn
v(y)q
|y|β dy, B1 :=
∫
Rn
u(y)p
|y|α dy, B2 := ωn−1
( ∫
Rn
v(y)q
|y|β dy
)p
, and
B3 :=
( ∫
Rn
v(y)q
|y|β dy
)p ∫
Rn
1
|e1 − z|λ|z|2n−(α+λ)(p+1) dz.
Note that Theorem 1.3 ensures that the integrability intervals (1.8), (1.9) of solutions to the system (1.3) are optimal.
The radial symmetry of solutions will be proved by means of an integral form of the method of moving planes introduced
by Chen, Li and Ou [8,9]. Assuming that p,q 1, Jin and Li [11] studied the system (1.3) for general α,β  0. On the other
hand, Hang [15] developed the method to treat the case where either p < 1 or q < 1, and proved the symmetry of solutions
for 0 < p,q < ∞ when α = β = 0. We extend their results for general 0 < p,q < ∞ and α,β  0.
Theorem 1.4. Suppose the same assumption as in Theorem 1.1. Then, u and v are smooth away from the origin, radially symmetric,
and strictly decreasing in the radial direction. Moreover, the center of the symmetry must be the origin unless α = β = 0.
This paper is organized as follows. In Section 2, we consider integrability of solutions. By developing a nonlinear con-
traction mapping technique, it is shown that solutions must belong to the Lebesgue spaces with exponents in certain ranges
as stated in Theorems 1.1 and 1.2. In Section 3, we study the asymptotic proﬁles of solutions u, v around the origin and
the inﬁnity, and prove Theorem 1.3. The main ingredient is the a priori integrability of solutions obtained in Theorems 1.1
and 1.2. In Section 4, an integral form of the method of moving planes is used to prove Theorem 1.4, in which regularity
and radial symmetry are concerned. In the case where α > 0 or β > 0, the symmetric center is shown to be the origin,
since solutions have singularities at the origin.
In the following sections, C denotes a generic constant and BR(x) is the ball of radius R > 0 with center at x ∈Rn .
2. A priori integrability of solutions
The method we use here is based on a regularity lifting argument employed in the work of Chen, Jin, Li and Lim [12]
and Jin and Li [13]. They considered the operators T ρ1 , T
ρ
2 deﬁned by
T ρ1 g(x) :=
1
|x|α
∫
Rn
v(y)q−ρ g(y)ρ
|x− y|λ|y|β dy,
T ρ2 f (x) :=
1
|x|β
∫
Rn
u(y)p−(1/ρ) f (y)1/ρ
|x− y|λ|y|α dy,
with ρ = 1. It is easy to see that any solution u, v to the system (1.3) satisﬁes T ρ1 v = u and T ρ2 u = v . To explain the idea
of their work concisely, we assume that ‖u‖p+1, ‖v‖q+1 are suﬃciently small. When ρ = 1, the mapping T deﬁned by
T ( f , g) := (T ρ1 g, T ρ2 f ) is a linear operator from Lp+1(Rn) × Lq+1(Rn) into itself and it can be shown that T is a contraction
mapping with the unique ﬁxed point (u, v). Here, Lp+1(Rn) × Lq+1(Rn) is the product space equipped with the norm
‖( f , g)‖p+1,q+1 := ‖ f ‖p+1 + ‖g‖q+1. Moreover, T also becomes a contraction mapping from Lr(Rn) × Ls(Rn) into itself
with r, s satisfying some conditions. As shown in [12, Theorem 1], it then turns out that a unique ﬁxed point in the space
Lr(Rn) × Ls(Rn) must coincide with (u, v). This implies that u ∈ Lr(Rn) and v ∈ Ls(Rn).
However, the above argument is available only when p,q > 1, since the reason that the mapping T becomes a con-
traction mapping relies on the inequalities ‖T ρ1 g‖r  C‖v‖q−ρq+1 ‖g‖ρs and ‖T ρ2 f ‖s  C‖u‖p−(1/ρ)p+1 ‖ f ‖1/ρr , i.e., q − ρ > 0 and
p − (1/ρ) > 0 are required for T to be a contraction mapping. In addition, we need to take ρ = 1; otherwise T is no longer
a contraction mapping. This prevents us from extending the above argument to the case where either p or q is smaller
than 1.
In this section we consider the composite mapping T ρ1 T
ρ
2 or T
ρ
2 T
ρ
1 instead of T with general ρ , and treat all the cases
0 < p,q < ∞. Then, as we will demonstrate later, it can be proved that the nonlinear operator T ρ1 T ρ2 is a contraction
mapping from Lr into itself when ρ  1 and so is T ρ2 T
ρ
1 when ρ  1 with r being in a certain range. From this fact we
can obtain the integrability of either u or v , and subsequently that of the other by Eqs. (1.3) combined with the weighted
Hardy–Littlewood–Sobolev inequality. Along this way, we prove Theorem 1.1 which is the key to obtaining the proﬁles of
solutions to the integral system (1.3) as we will see in the next section.
We should remark that this kind of nonlinear approach was employed by Hang [15], and Hang, Wang and Yan [16] to
prove the regularity and symmetry of solutions to the system (1.3) and a different system of integral equations associated
with a sharp inequality for harmonic functions. Here we develop the idea to show a priori integrability of solutions.
Proof of Theorem 1.1. First observe from the equality in (1.4) that the assumption α + β + λ < n is equivalent to the
inequality pq > 1, and hence there exists ρ such that 1/p < ρ < q. In what follows, we often use a variant of the weighted
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w(x) := 1|x|α
∫
Rn
h(y)
|x− y|λ|y|β dy
belongs to the space Lr(Rn) and satisﬁes ‖w‖r  C‖h‖μ , provided that h ∈ Lμ(Rn) with
1
μ
+ β
n
< 1, 0 <
1
μ
+ β + λ
n
− 1, and 1
r
= 1
μ
+ α + β + λ
n
− 1.
This follows from the inequality (1.1) and a duality argument.
Step 1. Let us derive basic inequalities together with suﬃcient conditions for these inequalities to hold. Applying the
weighted Hardy–Littlewood–Sobolev inequality and then Hölder’s inequality, we have
∥∥T ρ1 g∥∥r  C
∥∥vq−ρ gρ∥∥
μ
 C‖v‖q−ρq+1 ‖g‖ρs (2.1)
for g ∈ Ls(Rn), provided that r, s 1 satisfy
1
μ
:= q − ρ
q + 1 +
ρ
s
,
1
μ
+ β
n
< 1, 0 <
1
μ
+ β + λ
n
− 1, and 1
r
= 1
μ
+ α + β + λ
n
− 1. (2.2)
Similarly, we see that
∥∥T ρ2 f ∥∥s  C
∥∥up−(1/ρ) f 1/ρ∥∥
ν
 C‖u‖p−(1/ρ)p+1 ‖ f ‖1/ρr (2.3)
for f ∈ Lr(Rn), provided that r, s 1 satisfy
1
ν
:= p − (1/ρ)
p + 1 +
1/ρ
r
,
1
ν
+ α
n
< 1, 0 <
1
ν
+ α + λ
n
− 1, and 1
s
= 1
ν
+ α + β + λ
n
− 1. (2.4)
Note that, in view of (1.4), the last equalities in (2.2) and (2.4) are equivalent to each other. Moreover, we see that r, s  1
satisfy the conditions (2.2) and (2.4) if and only if
α
n
<
1
r
<
α + λ
n
,
β
n
<
1
s
<
β + λ
n
and
1
r
− 1
p + 1 = ρ
(
1
s
− 1
q + 1
)
. (2.5)
From (2.5) we derive the following single condition for s:
max
{
1
ρ
(
α
n
− 1
p + 1
)
+ 1
q + 1 ,
β
n
}
<
1
s
< min
{
1
ρ
(
α + λ
n
− 1
p + 1
)
+ 1
q + 1 ,
β + λ
n
}
. (2.6)
This means that, for any given s satisfying (2.6), we can take r so that the condition (2.5) holds. Similarly, we have the
following single condition for r:
max
{
ρ
(
β
n
− 1
q + 1
)
+ 1
p + 1 ,
α
n
}
<
1
r
< min
{
ρ
(
β + λ
n
− 1
q + 1
)
+ 1
p + 1 ,
α + λ
n
}
. (2.7)
Step 2. Here we show that, depending on the value of ρ , u ∈ Lr(Rn) or v ∈ Ls(Rn) holds for r, s satisfying (2.6) and (2.7).
To handle even the case where ‖u‖p+1 or ‖v‖q+1 is not small, we consider the following operators T ρ,A1 , T ρ,A2 instead
of T ρ1 , T
ρ
2 :
T ρ,A1 g(x) :=
1
|x|α
∫
Rn
v A(y)q−ρ g(y)ρ
|x− y|λ|y|β dy +
1
|x|α
∫
Rn
(v(y) − v A(y))q
|x− y|λ|y|β dy,
T ρ,A2 f (x) :=
1
|x|β
∫
Rn
uA(y)p−(1/ρ) f (y)1/ρ
|x− y|λ|y|α dy +
1
|x|β
∫
Rn
(u(y) − uA(y))p
|x− y|λ|y|α dy,
where uA and v A are deﬁned by
uA(x) :=
{
u(x) when |x| A or |u(x)| A,
0 otherwise,
v A(x) :=
{
v(x) when |x| A or |v(x)| A,
0 otherwise.
Then, it is easy to see that T ρ,AT ρ,A v = v and T ρ,AT ρ,Au = u.2 1 1 2
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1 becomes a contraction by taking A to be suﬃciently large. By the
simple fact that (a + c)1/ρ − (b + c)1/ρ  a1/ρ − b1/ρ for a b  0, c  0 and the Minkowski inequality, we see that
∣∣(T ρ,A1 g1(x))1/ρ − (T ρ,A1 g2(x))1/ρ ∣∣
(
1
|x|α
∫
Rn
v A(y)q−ρ |g1(y) − g2(y)|ρ
|x− y|λ|y|β dy
)1/ρ
.
In view of the inequalities (2.1) and (2.3), it then follows that
∥∥T ρ,A2 T ρ,A1 g1 − T ρ,A2 T ρ,A1 g2∥∥s  C‖uA‖p−(1/ρ)p+1 ‖v A‖(q/ρ)−1q+1 ‖g1 − g2‖s  12‖g1 − g2‖s (2.8)
for s satisfying the condition (2.6). Here the last inequality holds if A is taken to be suﬃciently large. Therefore, for such
a number s, T ρ,A2 T
ρ,A
1 becomes a contraction mapping from L
s(Rn) into itself. In particular, s = q + 1 satisﬁes (2.6), and
hence we deduce that v ∈ Ls(Rn) (see [12, Theorem 1]). Similarly, it can be shown that, if ρ  1, then T ρ,A1 T ρ,A2 becomes
a contraction mapping from Lr(Rn) into itself for large A, so that u ∈ Lr(Rn) for r satisfying (2.7).
Step 3. We are now in a position to complete the proof by taking an appropriate number ρ . We may assume that q  p
and hence q > 1 without loss of generality. Although the case where p > 1 was already treated in the paper [12], we also
give the proof of this case for the sake of completeness.
Let us ﬁrst consider the case where p  1. Since 1  1/p < ρ < q, we use the contraction mapping T ρ,A2 T
ρ,A
1 . In view
of (2.6), ρ should be taken as small as possible to obtain the maximal integrability of v , i.e., ρ → 1/p. Then, we see that
v ∈ Ls(Rn) for
max
{
p
(
α
n
− 1
p + 1
)
+ 1
q + 1 ,
β
n
}
<
1
s
< min
{
p
(
α + λ
n
− 1
p + 1
)
+ 1
q + 1 ,
β + λ
n
}
. (2.9)
This is equivalent to the condition (1.9). Moreover, with this integrability of v , it follows from the ﬁrst equation in (1.3) and
the weighted Hardy–Littlewood–Sobolev inequality that u ∈ Lr(Rn) for
1
r
= q
s
+ α + β + λ
n
− 1, (2.10)
where s satisﬁes (2.9),
q
s
+ β
n
< 1 and 0 <
q
s
+ β + λ
n
− 1.
Here, these three conditions for s can be represented by
max
{
1
q
(
1− β + λ
n
)
,
β
n
}
<
1
s
< min
{
1
q
(
1− β
n
)
,
β + λ
n
}
, (2.11)
since we see from pq > 1 that
p
(
α
n
− 1
p + 1
)
+ 1
q + 1 <
1
q
(
1− β + λ
n
)
and
1
q
(
1− β
n
)
< p
(
α + λ
n
− 1
p + 1
)
+ 1
q + 1 .
Therefore, by (2.10) and (2.11), we deduce that u ∈ Lr(Rn) for
max
{
α
n
,
qβ + α + β + λ
n
− 1
}
<
1
r
< min
{
α + λ
n
,
q(β + λ) + α + β + λ
n
− 1
}
.
This completes the proof for the case where p  1.
Next we turn to the case where p > 1. Then, we have two possible choices of ρ . Let us take ρ such that 1/p < 1 ρ < q,
and consider the contraction mapping T ρ,A2 T
ρ,A
1 . As in the previous case, taking ρ as small as possible, i.e., ρ = 1, we see
that v ∈ Ls(Rn) for
max
{
α
n
− 1
p + 1 +
1
q + 1 ,
β
n
}
<
1
s
< min
{
α + λ
n
− 1
p + 1 +
1
q + 1 ,
β + λ
n
}
. (2.12)
Consequently, it follows from the ﬁrst equation in (1.3) that u ∈ Lr(Rn) for
1
r
= q
s
+ α + β + λ
n
− 1,
where s satisﬁes the condition (2.12),
q + β < 1 and 0 < q + β + λ − 1.
s n s n
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as (1.9). To this end, we take ρ such that 1/p < ρ  1 < q, and consider the contraction mapping T ρ,A1 T
ρ,A
2 . In view of (2.7),
we take ρ as large as possible to obtain the maximal integrability of u, i.e., ρ = 1. Then, we see that u ∈ Lr(Rn) for
max
{
β
n
− 1
q + 1 +
1
p + 1 ,
α
n
}
<
1
r
< min
{
β + λ
n
− 1
q + 1 +
1
p + 1 ,
α + λ
n
}
. (2.13)
Consequently, it follows from the second equation in (1.3) that v ∈ Ls(Rn) for
1
s
= p
r
+ α + β + λ
n
− 1,
where r satisﬁes the condition (2.13),
p
r
+ α
n
< 1 and 0 <
p
r
+ α + λ
n
− 1.
This implies that v ∈ Ls(Rn) holds for
max
{
β
n
,
pα + α + β + λ
n
− 1
}
<
1
s
< min
{
β + λ
n
,
p(α + λ) + α + β + λ
n
− 1
}
,
as required. 
Remark 2.1. In the remaining case α + β + λ = n, i.e., pq = 1, since the last inequality in (2.8) fails to hold, the regularity
lifting argument does not work. As pointed out by Lieb [2, p. 369], we cannot expect the existence of maximizers for the
variational problem in this case.
Theorem 1.2 can be proved by an analogous way, and we omit the proof. However, one needs to be careful with each
calculation since the condition β < 0 requires slight modiﬁcations. In fact, an obvious condition μ > 1 must be taken into
account as well as (2.2) and (2.4) so that the inequalities (2.1) and (2.3) hold.
3. Asymptotic proﬁles around the origin and the inﬁnity
Employing the a priori integrability of solutions obtained in Theorems 1.1 and 1.2, we study the proﬁles of solutions to
the system (1.3) around the origin and the inﬁnity. The analysis is analogous to the previous work by Li and Lim [14], in
which the case where p,q  1, pq = 1 was treated. We should remark that, if either α or β is negative, one needs more
elaborate technique to obtain the result. In fact, Lei, Li, and Ma [17] recently investigated this matter, and their argument
directly applies to our case with the aid of Theorem 1.2. Here we give the detail of the proof for the case α,β  0, since
a similar technique will be also required in the next section.
Proof of Theorem 1.3. We divide the proof of (i) into three steps. In what follows, we always assume that α,β  0, and we
refer to the recent paper [17] for the remaining cases. As we will demonstrate later, (ii) can be reduced to (i) by Kelvin-type
transforms.
Step 1. Let us prove that
A0 =
∫
B1(0)
v(y)q
|y|λ+β dy +
∫
Rn\B1(0)
v(y)q
|y|λ+β dy < ∞. (3.1)
We apply Hölder’s inequality to the ﬁrst integral and obtain∫
B1(0)
v(y)q
|y|λ+β dy  ‖v‖
q
sε,B1(0)
∥∥|y|−(λ+β)∥∥ n−ε
λ+β ,B1(0)
< ∞,
where sε  1 is deﬁned by (q/sε) + ((λ + β)/(n − ε)) = 1 with small ε > 0. Indeed, s = sε satisﬁes the inequality (1.9) for
small ε > 0, and hence v ∈ Lsε (Rn). This can be justiﬁed by checking the following inequalities:
1
q
(
1− λ + β
n
)
>
β
n
,
1
q
(
1− λ + β
n
)
>
pα + α + β + λ
n
− 1,
1
q
(
1− λ + β
n
)
<
β + λ
n
,
1
q
(
1− λ + β
n
)
<
p(α + λ) + α + β + λ
n
− 1. (3.2)
The ﬁrst inequality follows from the assumption qβ + β + λ < n, while the others follow from (1.4) and the assumption
α + β + λ < n. In a similar fashion, we see from (3.2) that the second integral in (3.1) is also ﬁnite.
M. Onodera / J. Math. Anal. Appl. 389 (2012) 498–510 505Step 2. We consider the proﬁle of u around the origin. Let us show that |x|αu(x) → A0 as |x| → 0. For δ > 0 and |x| δ/2,
we observe that∣∣∣∣
∫
Rn
v(y)q
|x− y|λ|y|β dy −
∫
Rn
v(y)q
|y|λ+β dy
∣∣∣∣

∫
Bδ(0)
(
v(y)q
|x− y|λ|y|β +
v(y)q
|y|λ+β
)
dy +
∫
Rn\Bδ(0)
∣∣∣∣ v(y)
q
|x− y|λ|y|β −
v(y)q
|y|λ+β
∣∣∣∣dy. (3.3)
Here we use Young’s inequality to derive
1
|x− y|λ|y|β 
λ
λ + β
1
|x− y|λ+β +
β
λ + β
1
|y|λ+β ,
and then apply Hölder’s inequality as in Step 1 to show that∫
Bδ(0)
(
v(y)q
|x− y|λ|y|β +
v(y)q
|y|λ+β
)
dy → 0 as δ → 0.
On the other hand, since |x − y|−λ  2λ|y|−λ for |x| δ/2 and |y| δ, the second term in (3.3) converges to 0 as |x| → 0
for ﬁxed δ > 0 by Lebesgue’s convergence theorem together with (3.1). Therefore by taking δ → 0 we obtain the desired
proﬁle of u.
Step 3. We are now concerned with the proﬁle of v around the origin. In the case where pα + α + λ < n, we observe as
in Steps 1 and 2 that A1 < ∞ and |x|β v(x) → A1 as |x| → 0.
Next, let us assume that pα + α + λ = n. Then, for suﬃciently small δ > 0 and large R > 0, by taking |x| δ/R we have
− |x|
β
log|x| v(x) = −
1
log|x|
∫
Bδ(0)
(A0 + oδ(1))p
|x− y|λ|y|n−λ dy −
1
log|x|
∫
Rn\Bδ(0)
u(y)p
|x− y|λ|y|α dy
= − (A0 + oδ(1))
p
log|x|
( ∫
Bδ/|x|(0)\BR (0)
1
|e1 − z|λ|z|n−λ dz + C1(R)
)
− C2(δ, |x|)
log|x| ,
where oδ(1) → 0 as δ → 0, and
C1(R) :=
∫
BR (0)
1
|e1 − z|λ|z|n−λ dz,
C2(δ, |x|) :=
∫
Rn\Bδ(0)
u(y)p
|x− y|λ|y|α dy 
(
R
R − 1
)λ ∫
Rn\Bδ(0)
u(y)p
|y|λ+α dy.
Here we note that, since the inequality
∫
Rn\Bδ(0)
u(y)p
|y|λ+α dy 
(
3
2
)λ ∫
Rn\Bδ(0)
u(y)p
|z − y|λ|y|α dy 
(
3
2
)λ
|z|β v(z)
holds for |z| δ/2, it follows that
C2
(
δ, |x|)
(
R
R − 1
)λ(3
2
)λ 1
|Bδ/2(0)|
∫
Bδ/2(0)
|z|β v(z)dz

(
R
R − 1
)λ(3
2
)λ 1
|Bδ/2(0)|1/(q+1) ‖v‖q+1,
where |Bδ/2(0)| stands for the measure of Bδ/2(0). We proceed to calculate
∫
Bδ/|x|(0)\BR (0)
1
|e1 − z|λ|z|n−λ dz =
∫
Sn−1
δ/|x|∫
R
rλ
|e1 − rω|λ
1
r
dr dω
= ωn−1
λ
(
log δ − log|x| − log R),(1+ oR(1))
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calculations, we deduce that
− |x|
β
log|x| v(x) =
(
A0 + oδ(1)
)p( ωn−1
(1+ oR(1))λ
(
1+ log R − log δ
log|x|
)
− C1(R)
log|x|
)
− C2(δ, |x|)
log|x| .
Therefore,
limsup
|x|→0
∣∣∣∣− |x|
β
log|x| v(x) − A2
∣∣∣∣ oδ(1) + oR(1) → 0
as δ → 0 and R → ∞.
Let us consider the case where pα + α + λ > n. Since α(p + 1) < n and λ < n, we see that
A3 = A0p
∫
Rn
1
|e1 − z|λ|z|α(p+1) dz < ∞.
For suﬃciently small δ > 0 and |x| δ/2, it holds that
|x|pα+α+β+λ−nv(x) = |x|pα+α+λ−n
( ∫
Bδ(0)
(A0 + oδ(1))p
|x− y|λ|y|α(p+1) dy + C2
(
δ, |x|)
)
= (A0 + oδ(1))p
∫
Bδ/|x|(0)
1
|e1 − z|λ|z|α(p+1) dz + C2
(
δ, |x|)|x|pα+α+λ−n.
Here, for each δ > 0, C2(δ, |x|) is again uniformly bounded for |x| δ/2. Therefore,
limsup
|x|→0
∣∣|x|pα+α+β+λ−nv(x) − A3∣∣ oδ(1) → 0
as δ → 0. This completes the proof of (i).
Step 4. In order to consider the proﬁles of u and v around the inﬁnity, we use the following Kelvin-type transforms:⎧⎪⎪⎨
⎪⎪⎩
u˜(x) := |x|− 2np+1 u
(
x
|x|2
)
,
v˜(x) := |x|− 2nq+1 v
(
x
|x|2
)
.
Then, it is easy to see that u˜ ∈ Lp+1(Rn), v˜ ∈ Lq+1(Rn) with ‖u˜‖p+1 = ‖u‖p+1, ‖v˜‖q+1 = ‖v‖q+1. In terms of u˜, v˜ , the
system (1.3) can be rewritten as⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u˜(x) = 1|x|α˜
∫
Rn
v˜(y)q
|x− y|λ|y|β˜ dy,
v˜(x) = 1|x|β˜
∫
Rn
u˜(y)p
|x− y|λ|y|α˜ dy,
(3.4)
where
α˜ = 2n
p + 1 − α − λ, β˜ =
2n
q + 1 − β − λ.
By observing
α˜
n
<
1
p + 1 ,
β˜
n
<
1
q + 1 , and
1
p + 1 +
1
q + 1 =
α˜ + β˜ + λ
n
,
we see that the same argument as in Steps 1–3 can be applied to this new system (3.4). Therefore, when q(β + λ) + β > n,
i.e., qβ˜ + β˜ + λ < n, it holds that
u˜(x) ∼ A˜0|x|α˜ and v˜(x) ∼
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
A˜1
|x|β˜ if pα˜ + α˜ + λ < n,
− A˜2 log|x||x|β˜ if pα˜ + α˜ + λ = n,
A˜3
|x|pα˜+α˜+β˜+λ−n if pα˜ + α˜ + λ > n,
as |x| → 0. Here the constants A˜0, A˜1, A˜2, A˜3 are given by
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∫
Rn
v˜(y)q
|y|λ+β˜ dy, A˜1 :=
∫
Rn
u˜(y)p
|y|λ+α˜ dy, A˜2 := ωn−1
( ∫
Rn
v˜(y)q
|y|λ+β˜ dy
)p
, and
A˜3 :=
( ∫
Rn
v˜(y)q
|y|λ+β˜ dy
)p ∫
Rn
1
|e1 − z|λ|z|α˜(p+1) dz.
By easy calculations, we see that A˜0 = B0, A˜1 = B1, A˜2 = B2, A˜3 = B3. Moreover,
lim|x|→∞|x|
α+λu(x) = lim|x|→0 |x|
α˜ u˜(x) = B0,
lim|x|→∞|x|
β+λv(x) = lim|x|→0 |x|
β˜ v˜(x) = B1,
lim|x|→∞
|x|β+λv(x)
log|x| = lim|x|→0−
|x|β˜ v˜(x)
log|x| = B2,
lim|x|→∞|x|
p(α+λ)+α+β+λ−nv(x) = lim|x|→0 |x|
pα˜+α˜+β˜+λ−n v˜(x) = B3,
which complete the proof of (ii). 
4. Radial symmetry of solutions
Here we discuss the radial symmetry of solutions to the system (1.3). Before we proceed to the proof of Theorem 1.4,
we show the smoothness of solutions away from the origin. This will be needed when we employ an integral form of the
method of moving planes.
In the case where α = β = 0, Chen and Li [18] and Hang [15] studied the smoothness of solutions. In such a case, as
shown in Theorem 1.1, a solution pair u ∈ Lp+1(Rn), v ∈ Lq+1(Rn) possesses a priori integrability u ∈ Lr(Rn), v ∈ Ls(Rn) for
any large numbers r, s < ∞. Then, by the integrability and Eqs. (1.3) it is shown that u and v are bounded, and therefore
the smoothness of u and v follows. However, for general α,β  0, solutions have possible singularities at the origin in view
of Theorem 1.3. This implies that we cannot expect the boundedness of solutions.
In the following lemma, we show that u and v are locally bounded in Rn \ {0}, which will be proved by a similar
argument employed in the proof of Theorem 1.3. As in Theorem 1.3, we may assume that qβ + β + λ < n without loss of
generality.
Lemma 4.1. Suppose the same assumption as in Theorem 1.1 and that qβ + β + λ < n. Then, there is a constant C > 0 such that
u(x) C|x|α and v(x)
⎧⎪⎪⎨
⎪⎪⎩
C
|x|β if pα + α + λ < n,
C max{− log|x|,1}
|x|β if pα + α + λ = n,
C
|x|pα+α+β+λ−n if pα + α + λ > n,
hold for x = 0. Moreover, u and v are inﬁnitely differentiable in Rn \ {0}.
Proof. Let us ﬁrst prove the upper bounds for u and v . By employing Young’s inequality and Hölder’s inequality as in the
proof of Theorem 1.3, we observe that
u(x) = 1|x|α
∫
Rn
v(y)q
|x− y|λ|y|β dy
 C|x|α
{∫
Rn
v(y)q
|x− y|λ+β dy +
∫
Rn
v(y)q
|y|λ+β dy
}
 C|x|α .
Next we consider the bound for v . In the case where pα + α + λ < n, the same argument as above yields v(x)  C/|x|β .
When pα +α +λ = n, we use the proﬁle of u around the inﬁnity stated in Theorem 1.3. We observe that, in any case, there
exists ε > 0 such that |u(x)| C |x|−(α+ε) for large |x|. Hence, by taking suﬃciently large R > 0, we see that
|x|β
max{− log|x|,1} v(x)
1
max{− log|x|,1}
{ ∫
BR/|x|(0)
C
|e1 − z|λ|z|n−λ dz +
∫
Rn\BR (0)
u(y)p
|x− y|λ|y|α dy
}
 C + 1
max{− log|x|,1}
∫
n
C
|x− y|λ|y|n−λ+pε dy  C .
R \BR (0)
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|x|pα+α+β+λ−nv(x)
∫
Rn
C
|e1 − z|λ|z|α(p+1) dz C .
Thus we have proved the upper bounds.
Now we consider the smoothness of u and v . For x0 ∈Rn \ {0}, by deﬁning B1 := B |x0|/4(x0) and B2 := B |x0|/2(x0), let us
show that u and v are smooth in B1. In the representations
u(x) = 1|x|α
(∫
B2
v(y)q
|x− y|λ|y|β dy +
∫
Rn\B2
v(y)q
|x− y|λ|y|β dy
)
=: 1|x|α
(
u1(x) + u2(x)
)
,
v(x) = 1|x|β
(∫
B2
u(y)p
|x− y|λ|y|α dy +
∫
Rn\B2
u(y)p
|x− y|λ|y|α dy
)
=: 1|x|β
(
v1(x) + v2(x)
)
,
we see that u2, v2 are inﬁnitely differentiable in B1, since vq/|y|β , up/|y|α are locally integrable in Rn and vq/|y|λ+β ,
up/|y|λ+α are integrable in Rn \ BR(0) for large R > 0. Indeed, this integrability follows from the following inequalities:
max
{
β
n
,
pα + α + β + λ
n
− 1
}
<
1
q
(
1− β
n
)
,
max
{
α
n
,
qβ + α + β + λ
n
− 1
}
<
1
p
(
1− α
n
)
,
1
q
(
1− λ + β
n
)
< min
{
β + λ
n
,
p(α + λ) + α + β + λ
n
− 1
}
,
1
p
(
1− λ + α
n
)
< min
{
α + λ
n
,
q(β + λ) + α + β + λ
n
− 1
}
.
Then, by noting that vq/|y|β and up/|y|α are bounded in B2, we proceed to a bootstrap argument to deduce that u and v
are smooth in B1. 
With the smoothness of solutions, we use an integral form of the method of moving planes to prove Theorem 1.4. The
case where α = β = 0 was already studied by Hang [15], so that we assume α > 0 or β > 0 in the following proof.
Proof of Theorem 1.4. We may assume q > p without loss of generality. Then, let us choose ρ > 1 so that 1/p < ρ < q.
For τ ∈R, we deﬁne a half space Hτ := {x = (x1, x′) ∈Rn | x1 < τ } and the reﬂection point xτ := (2τ − x1, x′) of x. We also
deﬁne uτ (x) := u(xτ ), vτ (x) := v(xτ ),
Ωuτ :=
{
x ∈ Hτ
∣∣ uτ (x) > u(x)},
Ω vτ :=
{
x ∈ Hτ
∣∣ vτ (x) > v(x)}.
Step 1. Let us take arbitrary τ  0 and x ∈ Ω vτ . By changing of variables, we see that
v(x) = 1|x|β
∫
Hτ
u(y)p
|x− y|λ|y|α dy +
1
|x|β
∫
Hτ
u(yτ )p
|xτ − y|λ|yτ |α dy
 1|x|β
∫
Hτ
u(y)p
|x− y|λ|y|α dy +
1
|xτ |β
∫
Hτ
u(yτ )p
|xτ − y|λ|yτ |α dy,
vτ (x) = 1|xτ |β
∫
Hτ
u(yτ )p
|x− y|λ|yτ |α dy +
1
|xτ |β
∫
Hτ
u(y)p
|xτ − y|λ|y|α dy
 1|xτ |β
∫
Hτ
u(yτ )p
|x− y|λ|yτ |α dy +
1
|x|β
∫
Hτ
u(y)p
|xτ − y|λ|y|α dy.
Hence,
0 vτ (x) − v(x)

∫ (
1
|x− y|λ −
1
|xτ − y|λ
)(
u(yτ )p
|xτ |β |yτ |α −
u(y)p
|x|β |y|α
)
dyHτ
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∫
Ωuτ
(
1
|x− y|λ −
1
|xτ − y|λ
)(
u(yτ )p
|x|β |y|α −
u(y)p
|x|β |y|α
)
dy

∫
Ωuτ
1
|x|β |x− y|λ|y|α
((
u(yτ )
1/ρ)pρ − (u(y)1/ρ)pρ)dy
 pρ
∫
Ωuτ
uτ (y)p−(1/ρ)
|x|β |x− y|λ|y|α
(
uτ (y)
1/ρ − u(y)1/ρ)dy.
Consequently, by applying the weighted Hardy–Littlewood–Sobolev inequality and then Hölder’s inequality, we see that
‖vτ − v‖q+1,Ω vτ  C
∥∥up−(1/ρ)τ (u1/ρτ − u1/ρ)∥∥ p+1
p ,Ω
u
τ
 C‖uτ ‖p−(1/ρ)p+1,Ωuτ
∥∥u1/ρτ − u1/ρ∥∥ρ(p+1),Ωuτ . (4.1)
Now let us estimate the right-hand side of (4.1). For τ  0 and x ∈ Ωuτ , we have
u(x) 1|x|α
∫
Hτ
v(y)q
|x− y|λ|y|β dy +
1
|xτ |α
∫
Hτ
v(yτ )q
|xτ − y|λ|yτ |β dy
 1|x|α
∫
Ω vτ
v(y)q
|x− y|λ|y|β dy +
1
|xτ |α
∫
Ω vτ
v(yτ )q
|xτ − y|λ|yτ |β dy
+ 1|x|α
∫
Hτ \Ω vτ
v(y)q
|xτ − y|λ|y|β dy +
1
|xτ |α
∫
Hτ \Ω vτ
v(yτ )q
|x− y|λ|yτ |β dy,
uτ (x)
1
|xτ |α
∫
Hτ
v(yτ )q
|x− y|λ|yτ |β dy +
1
|x|α
∫
Hτ
v(y)q
|xτ − y|λ|y|β dy
 1|x|α
∫
Ω vτ
v(yτ )q
|x− y|λ|y|β dy +
1
|xτ |α
∫
Ω vτ
v(y)q
|xτ − y|λ|yτ |β dy
+ 1|xτ |α
∫
Hτ \Ω vτ
v(yτ )q
|x− y|λ|yτ |β dy +
1
|x|α
∫
Hτ \Ω vτ
v(y)q
|xτ − y|λ|y|β dy,
and therefore from the inequality (a + c)1/ρ − (b + c)1/ρ  a1/ρ − b1/ρ for a b  0, c  0 and the Minkowski inequality it
follows that
0 uτ (x)1/ρ − u(x)1/ρ

(
1
|x|α
∫
Ω vτ
v(yτ )q
|x− y|λ|y|β dy +
1
|xτ |α
∫
Ω vτ
v(y)q
|xτ − y|λ|yτ |β dy
)1/ρ
−
(
1
|x|α
∫
Ω vτ
v(y)q
|x− y|λ|y|β dy +
1
|xτ |α
∫
Ω vτ
v(yτ )q
|xτ − y|λ|yτ |β dy
)1/ρ

( ∫
Ω vτ
(
v(yτ )q/ρ − v(y)q/ρ
|x|α/ρ |x− y|λ/ρ |y|β/ρ
)ρ
dy +
∫
Ω vτ
(
v(yτ )q/ρ − v(y)q/ρ
|xτ |α/ρ |xτ − y|λ/ρ |yτ |β/τ
)ρ
dy
)1/ρ
 21/ρ
( ∫
Ω vτ
(v(yτ )q/ρ − v(y)q/ρ)ρ
|x|α |x− y|λ|y|β dy
)1/ρ
 2
1/ρq
ρ
( ∫
v
v(yτ )q−ρ(v(yτ ) − v(y))ρ
|x|α |x− y|λ|y|β dy
)1/ρ
.Ωτ
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∥∥u1/ρτ − u1/ρ∥∥ρ(p+1),Ωuτ  C‖vτ ‖(q/ρ)−1q+1,Ω vτ ‖vτ − v‖q+1,Ω vτ . (4.2)
Combining the inequalities (4.1) and (4.2) yields
‖vτ − v‖q+1,Ω vτ  C‖uτ ‖p−(1/ρ)p+1,Ωuτ ‖vτ ‖
(q/ρ)−1
q+1,Ω vτ ‖vτ − v‖q+1,Ω vτ . (4.3)
Step 2. We are now in a position to move a moving plane from x1 = +∞ to the left. By the inequality (4.3), let us show
that Ω vτ = ∅ for large τ  0. Indeed, by observing
‖uτ ‖p+1,Ωuτ  ‖u‖p+1,Rn\Hτ → 0 as τ → +∞,
‖vτ ‖q+1,Ω vτ  ‖v‖q+1,Rn\Hτ → 0 as τ → +∞,
we can deduce that
‖vτ − v‖q+1,Ω vτ 
1
2
‖vτ − v‖q+1,Ω vτ
for suﬃciently large τ  0. This implies that Ω vτ = ∅.
Now by deﬁning τ0 := inf{τ  0 | Ω vσ = ∅ for σ  τ }, we will show that τ0 = 0. Let us suppose that τ0 > 0. Then, by
deﬁnition, we have vτ0 (x)  v(x) for x ∈ Hτ0 . We can say moreover that vτ0 = v . This can be conﬁrmed by assuming
vτ0 = v and deriving a contradiction. Indeed, for x ∈ Hτ0 , it follows from the inequalities
u(x) − uτ0(x)
∫
Hτ0
(
1
|x− y|λ −
1
|xτ0 − y|λ
)
v(y)q − vτ0(y)q
|x|α |y|β dy > 0,
v(x) − vτ0(x)
∫
Hτ0
(
1
|x− y|λ −
1
|xτ0 − y|λ
)
u(y)p − uτ0(y)p
|x|β |y|α dy > 0
that vτ0 (x) < v(x). This and the continuity of v imply that
‖vτ ‖q+1q+1,Ω vτ =
∫
Rn
∣∣v(x)∣∣q+1χΩ vτ (xτ )dx → 0 as τ → τ0,
since χΩ vτ (xτ ) → 0 as τ → τ0 for each x ∈ Rn \ {x1 = τ0}. Therefore, in view of (4.3), there exists a small number ε > 0
such that Ω vσ = ∅ for σ  τ0 − ε. This is a contradiction. Consequently, vτ0 = v , and hence uτ0 = u. However, this symmetry
implies that u and v do not have singularities at the origin. By Theorem 1.3, this is impossible unless α = β = 0. Therefore,
we deduce that τ0 = 0 as required. We can repeat the above procedure in all directions, so that u and v must be radially
symmetric with respect to the origin and strictly decreasing in the radial direction. 
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