Multilabel classification is an important problem in a wide range of domains such as text categorization and music annotation. In this paper, we present a probabilistic model, Multilabel Logistic Regression with Hidden variables (MLRH), which extends the standard logistic regression by introducing hidden variables. Hidden variables make it possible to go beyond the conventional multiclass logistic regression by relaxing the one-hot-encoding constraint. We define a new joint distribution of labels and hidden variables which enables us to obtain one classifier for multilabel classification. Our experimental studies on a set of benchmark datasets demonstrate that the probabilistic model can achieve competitive performance compared with other multilabel learning algorithms. * The authors are with the
Introduction
Classification is one of the most widespread and classical supervised learning problems in machine learning. Classification problems exist quite extensively in many domains and research areas. In single-label classification tasks, it is assumed that each instance belongs to one and only one class and therefore is assigned a single label. The goal is to learn a mapping from given data (training data) to their respective labels which is able to predict the label of unseen instances (test data). There have been a number of approaches to tackle multiclass classification tasks, including bayesian and probabilistic approaches, support vector machines, and artificial neural networks.
Although multiclass classification has pervasive applications and has been applied successfully to many real-world problems, there exist learning tasks which do not fit in multiclass learning framework. In constrast to multiclass (single-label) classification, in multilabel setting an instance could belong to multiple classes simultaneously and therefore, more than one label needs to be assigned to each instance. For example, a news document could be categorized as both politics and economics labels simultaneously. In fact, a multilabel classification problem can be decomposed into a number of independent binary classification problems. However, it might not be optimal to solve binary classification problems independently since some labels might be correlated to each other. Therefore, multilabel classification is more challenging. Some of these challenges include exponential growth of possible number of label combinations, label dependencies and structured output spaces [1] , unbalanced datasets [2] , and computational cost of developing and training these models. Multilabel classification is related to many real-world applications such as text categorization [3, 4, 5, 6, 7] , image and scene classification [8, 9] , and multimedia automatic annotation and suggestion systems.
Logistic regression (LR) is one of the most common and well-known approaches to solve the multiclass classification tasks and has proven its value in the statistics and machine learning community. Standard LR assumes that only one elements of a label vector is 1 and others are 0 (one-hot-encoding) since it uses a multinoulli distribution [10] . Thus, it naturally fits the multiclass setting. We estimate the parameters of LR based on maximum likelihood estimate and predict a label of an instance in a probabilistic way. However, in multilabel setting, one-hot encoding is the core difficulty for extending LR to a multilabel classification framework. The reason is that we can not assign multiple 1s to a label simultaneously because the multinoulli distribution is no longer a valid probability distribution. In spite of this limitation of LR, a number of approaches using LR for multilabel classification has been proposed in the literature. Those approaches used independent binary LRs and combined other methods such as k -nearest neighbor (KNN) to consider correlations among labels. Despite all the existing approaches for multilabel logistic regression, no framework has been proposed for training the classifiers within one model. In this paper, we propose Multilabel Logistic Regression with Hidden variables (MLRH), which extends standard LR by introducing hidden variables. A hidden variable or a latent variable is a variable which is not directly observable and affects the response variable. Hidden variables are sometimes used to explain observed variables or relationships between variables. We propose a novel joint probability model of hidden variables and labels to go beyond the conventional classification tasks.
The rest of this paper is organized as follows: Related work is discussed in Section 2. Our MLRH method is then described in Section 3. We briefly discuss the optimization algorithm in Section 4 and related experiments are described in Section 5. The paper ends with a conclusion and future work in Section 6. Some of detailed derivations of our method are discussed in Appendices A.
Related Work
As it was mentioned, there have been approaches in the past which extend LR for multilabel classification. Cheng and Hï¿oellermeier [11] proposed an approach to combine both logistic regression and instance-based learning. Their IBLR model basically uses binary LRs for each class. In addition, to consider correlations among labels, labels of neighboring instances are weighted by KNN and combined with the parameter of each LR. In other words, their model uses the labels of neighboring instances as extra attributes in a logistic regression scheme and train one classifier for each label. Bian et al. [12] presented the CorrLog model, which explicitly model pairwise correlation between labels and combine it with independent LR for each class. In the CorrLog model, pairwise correlation is defined as weighted sum of products between labels and is added to the parameter of each LR. Li et al. [13] combined the CorrLog model with elastic-net regularization. Liu et al. [14] proposed MLSLR model, in which independent LRs are combined with elastic-net regularization for each class and then they are trained. However, the MLSLR do not consider possible label dependencies among labels. Teisseyre [15] propose similar approaches to the MLSLR model, but Teisseyre considers label depedencies by suggesting chaining rule of probabilities of each label. These approaches and some other approaches [16, 17] are based on using separate LRs for each class.
Our approach is based on a hidden variable model explained in details in the next section for extending multiclass logistic regression to multilabel case. There also have been models based on hidden variables in logistic regression which are mainly concerned with conventional multiclass (single-label) classification problem. Memisevic et al. [18] proposed the Gated Softmax model, which adopt mixture model and predicts labels by summing over all possible configurations of hidden variables. In the Gated Softmax model, hidden variables are combined with each input feature quadratically. Xu et al. [19, 20] proposed Multinomial Latent Logistic Regression (MLLR) model. The MLLR model also asscociates hidden variables with each input feature. These approaches basically stem from the idea that the probability Pr (y | x, W ), which we want to estimate, can be obtained from a joint probability of hidden variables and labels by marginalizing over all possible configurations of hidden variables, i.e.,
The Gated Softmax and MLLR model use the following conditional probability,
Our model is also based on the conditional probability (Eq. 2). However, in contrast to the previous approaches, we will suggest a new joint conditional probability that can be applied to both multiclass and multilabel setting.
Multilabel Logistic Regression with Hidden Variables
In this section, we briefly review multiclass logistic regression and then propose our joint probability model of hidden variables and labels for multilabel logistic regression. We demonstrate that multiclass logistic regression can be obtained from this joint probability model and show that multilabel logistic regression can also be achieved from the joint probability model.
Multiclass Logistic Regression
In the multiclass classification problem with K classes (K ≥ 2), we are given N training data
The goal is to learn a model from the training data such that given a new test input x t , it can predict the label vector y t . Logistic regression is one of the well-known approaches for this task. Logistic regression originates from the idea of applying regression model to classification by setting the log-odds to be linear function of parameters and features [10] , i.e.,
log-odds=log
Pr
where w is a weight vector or decision surface between classes. Using the fact that sum of all the K possibilities is 1 and if Pr (y K = 1 | x, W ) is chosen to be the reference, we can obtain the probabilities for each class,
The linear function of parameters and features, w T k x, can also view as a score function, or an activation function [21] , i.e.,
We can also obtain the posterior probabilities Pr (y | x) (Eq. 4) by exponentiating and normalizing (Eq. 5).
Note that a bias term b can be added easily by augmenting an extra dimension to W and x. In the multiclass logistic regression, the assumption is that every feature vector x belongs to one and only one class. Then, the probability of the training set is
where µ ik = Pr (y ik = 1 | x i , W ). Note that each instance x i is drawn from an independent multinomial distribution (but not identical). The optimal parameters of multiclass logistic regression are obtained by minimizing the negative log-likelihood,
For a test instance x t , we assign the k -th label, y k , to be 1, if the posterior probability Pr (y tk = 1 | x t , W ) has the maximum value (winner-take-all).
Hidden Variables
Hidden variables, as described in Section 1, can be used to explain relationships between variables. A hidden variable model is a model that learns a relationships between a set of observable variables and a set of hidden variables. Many hidden variable models have been proposed in the literature, and thus have a long history [22, 23, 24, 25] . As we weill see, a hidden variable approach is a sufficient condition to derive the standard logistic regression. Furthermore, hidden variables enable us to go beyond multiclass setting by relaxing single label constraint (one-hot-encoding) and accommodating logistic regression to multi-label framework. We will derive the standard logistic regression from first principles with hidden variables. Then, we discuss its inherent problem and suggest our Multilabel Logistic Regression with Hidden variables (MLRH) model. We introduce binary hidden variables h,
into the softmax function (Eq. 4). Since we condiser the multiclass setting, we put the one-hot encoding setting to the hidden variables h,
The joint probability model of hidden variables h and labels y is
where
This joint probability distribution is actually same with the joint model (Eq. 2) we discussed in Section 2. By defining 0 × log 0 to be 1, we can get back the standard logistic regression model. We compute marginal probability Pr (y | x, W ) over all the possible configurations of hidden variables h,
For example, assume the number of classes is two (K = 2). After some algebra, we can easily obtain the follwing set of probabilities which are identical to the softmax function (Eq. 4),
Pr (y 1 = 0,
Therefore, we proved that the joint probability model (Eq. 10) of hidden variables and lables works well in the multiclass setting. However, there exists an inherent problem related to log term in the joint porbability, which we call as a mismatch problem. Consider the two-class case. The joint probability (Eq. 10) can be simplified as
In multiclass setting, h y1 1 × h y2 2 produce 1 if both h k and y k have same value (e.g. 0 0 × 1 1 = 1), otherwise it becomes 0. In other words, if h k and y k do not match, the joint probability (Eq. 10) becomes 0. However, in the multilabel setting we should relax the one-hot encoding setting of labels y,
where K is the number of classes. To go beyond multiclass setting, the constraint of hidden variables 9 is also relaxed,
This relaxation causes the mismatch problem to h y k k . Table 1 shows an example of the mismatch problem. Regardless of values of labels y, h y k k always produces 1 when every component of h is 1. Thus, an extra exponential term is always added in the joint probability (Eq. 10) when every hidden variable is 1, and thus hidden variables do not reflect the information of labels correctly. 
Therefore, we modified the joint probability model (Eq. 10) to resolve the mismatch problem. Instead of the exponential scheme of h k and y k , we introduce the multiplication scheme of h k and y k , i.e.,
and the normalization constant Z (·) is computed as
Note that hidden variables h and y are mapped to {−1, 1} space in (Eq. 19). This prevents the result multiplication scheme to be 0 because even one 0 can make entire result be 0. Now their product r k produces 1 If h k and y k are match, otherwise it becomes −1, and therefore hidden variables reflect the information of labels correctly. The multiplication scheme resolves the mismatch problem and prevents the previous joint probability model (Eq. 10) to produce biased results. In the modified joint probability model (Eq. 18), we remape the space of r k from {−1, 1} to {0, 1} to ensure that all the probabilities are always greater than or equal to 0. Since the modified joint probability model is essentially same as the previous model (Eq. 10) in multiclass setting, we can get back the standard logistic regression by marginalizing the joint probability (Eq. 18) over hidden variables.
Multilabel Logistic Regression with Hidden Variables
In the multilabel classification with K classes (K ≥ 2), we are given N training data
K . But instead of K k=1 y ik = 1, y ik can have multiple 1s. Since logistic regression stems from multinoulli distribution, multiclass logistic regression can not be naturally extended to solve the multi-label problem by having multiple 1s in label y because it will not be a valid probability distribution. However, hidden variables enables to relax the one-hot-encoding setting and thus allows us to go beyond multiclass problems. We first consider a two-class multilabel classification problem, and then later consider the general case. We enumerate all the possible configurations of hidden variables h in the joint probability model (Eq. 18). Table 2 shows that from equation 20, the partition function Z (x, W ) becomes 
Note that the joint probability model Pr (y, h | x, W ) is valid in the multilabel setting since y h
The observation is that if y k = 1, then exp w T k x term is included in the marginal probability. We can obtain a new probability distribution over label y with hidden variables
Then, the probability of the training set becomes
Our objective function is the negative log-likelihood of (Eq. 27),
Note that the objective function (Eq. 28) is convex since the Hessian of ℓ (W ) is positive definite (proof in Appendix A.3).
Generalization to K classes
We now consider the general multi-label problem with K > 2 classes. We consider the maximum number of labels that a training instance can belongs to, i.e.,
That means, we observe that a feature vector x i can belong to at most M classes simultaneously in training set. Therefore, we restrict the label space when training. This restriction reduces the computational complexity. The generalized multilabel logistic regression model is
where the partition function Z (x, W ) is
Detailed derivation for the generalized model is presented in Appendix A.1. The probability of the training set and its negative log-liklihood are
and
It is worth mentioning that regularization terms could also be added to objective function 33 to prevent overfitting and a trade off could be found between regularization terms and error terms.
Extension to Hilbert Spaces and Kernels
Logistic regression framework were developed based on the assumption of linear separability between classes. However, this assumption is not always the case since there are many problems in which features are not linearly separable. To address this issue, Kernels were introduced to map a non-separable dataset into an implicit higher dimensional reproducing kernel Hilbert space (RKHS) H known as feature space where mapped data are linearly separable. Via kernels, it is possible to compute the inner products of mapped features without explicitly computing the features in the feature space (Kernel trick) [26] . If φ : X → H is a mapping from the original space to a feature space, then a kernel is defined as a function κ : X × X → R, such that for every
By representer theorem [27] , each weight vector w k can be written as a linear combination of all projected patterns φ (x i ) := κ (·, x) in RKHS as
With (Eq. 34), (Eq. 35), and the following notation
The objective function (Eq. 33) becomes
Prediction
In this section, we discuss two different test strategy for the prediction. The first strategy is the winner-takeall (WTA) method and the second strategy is the marginal probability method. The WTA method is conventional decision criterion. In the WTA scheme, a test pattern is assigned to the class with maximum discriminant function value. We can apply the WTA method to our MLRH model since we can compute probabilities for each configuration set of labels (see, e.g., Eq. 22, 23, and 24). The weakness of the WTA method is that the maximum number of labels which can be assigned to a test instance is rectricted by the maximum number of labels that a traing instance belongs to.
To overcome the weakness of the WTA approach, we employ the marginal probability method. The marginal probability method enables us to assign arbitrary number of labels to a test instance by computing the marginal probability for each label. Therefore, each label can be assigned independently and probabilistically. Morevover, we can reduce computation complexity by removing all the comparison procedure of the WTA method.
Winner-Take-All
As discussed previously, the WTA method can also be used for our multilabel logistic regression model. In this test scheme, a test instance x t is assigned the label configuration y t with maximum posterior probability Pr (y t | x t , W ) The label configurations are restricted to have at most M labels (Eq. 29). For example, if the number M = 3 in K classes, we will assign at most 3 labels to a test instance x t simultaneously. We discuss the WTA method in detail in Appendix A.2.
Marginal Probability
For the second strategy, we use a marginal probability approach to predict test labels. Assume the number of classes is 2 (K = 2). We can compute the marginal probability by using (Eq. 22, 23, and 24)
We will assign each label separately based on the marginal probabilities. Thresholds for assigning a label would be 0.5 or they can be also be obtained by cross validation. We do not put any constraint on the number of labels that a test instance x t can belong to simultaneously. Therefore, the benefit of this test scheme is that we can assign labels in a probabilistic way, even if there are unobserved label configurations during training.
Majorization-Minimization
In this section, we briefly discuss the Majorization-Minimization (MM) optimization scheme [28] . MM is an optimization framework for both convex and non-convex functions. An MM procedure operates by iteratively optimizing a surrogate function that majorizes the objective function. A function g (θ | θ m ) is said to majorize a real-valued function f (θ) at θ m if
The surface θ → g (θ | θ m ) lies above the surface f (θ) and touches f (θ) at point θ = θ m . Therefore, minimizing or descending on g (θ | θ m ) is guaranteed to be a descent step on f (θ). If θ m+1 is the minimizer of g (θ | θ m ), then we establish f θ m+1 = g θ m+1 | θ m+1 and descend on g θ | θ m+1 . This MM algorithm forces f (θ) downhill [28] .
Hunter and Lange [28] also presented majorization via a quadratic upper bound, which can apply to logistic regression. If a convex function κ (θ) is twice differentiable and has bounded curvature, by the mean value theorem, we can majorize κ (θ) by
where M is a positive definite matrix such that M − ∇ 2 κ (θ) is nonnegative definite for all θ. Although this quadratic majorization is not sharp, we can achieve the global minimum since κ (θ) is convex. We will show that the quadratic majorization works reasonably in logistic regression by comparing to the existing libraries, and then majorize the objective function (Eq. 33).
MM Algorithm for Multiclass Logistic Regression
In multiclass logistic regression, the objective function is the negative log-likelihood of the probability of training set (Eq. 6),
The gradient and Hessian of ℓ (W ) with respect to w k are
Let X and α be [
Validity of the MM Algorithm
We compare the results of the MM algorithm in logistic regression to those of scikit-learn [29] and statsmodels [30] libraries. We use Iris and Wine datasets for the experiments. Table 3 shows that the MM algorithm (Eq. 48) works well comparing to existing libraries. 
MM Algorithm for Multilabel Logistic Regression
Derivation of the MM algorithm for the MLRH model is same as described in Section 4.1. The detailed derivation is presented in Appendix A.3. The MM algorithm for the MLRH model is
where g (w m k ) is given by
with the partition function Z (x, W ) (Eq. 31).
Experimental Results
This section is devoted to experimental studies that we conducted to evaluate the performance of our MLRH model. Before presenting and discussing our experimental results, we briefly discuss some learning algorithms as baseline methods, and give some information about datasets and evaluation metrics.
Learning Algorithms -Binary Relevance and Label Powerset
Multilabel classification can be converted into a number of binary (single-label) problems in a straightforward manner. In binary relevance (BR) learning, a multilabel classification problem is decomposed into a number of independent binary classification problems. Since in BR, each binary classifer is trained independently, the correlation among labels is ignored. Nevertheless, BR usually serves as benchmark to other multilabel approaches [31] . For assigning a label to a test pattern, it is possible to come up with a probabilistic scheme for confidence levels and consider a threshold for scores for which each value or probability above threshold gives rise to a label. We used BR with Support Vector Machine (SVM) [32] as a benchmark. In Label Powerset (LP) learning, a multilabel classification problem with K classes is transformed to a multiclass problem with 2 K classes. A standard multiclass technique can then be applied to solve the problem. It is shown that such an approach can give the best empirical results [33] . One of the drawbacks of this approach is that there might be no training patterns corresponding to one or more combinations of labels and no classifier is learned for them during training and therefore these label combinations can not be recognized during testing. We solved transformed LP via multiclass logistic regression.
Dataset
We tested our MLRH model on two benchmark multilabel datasets, scene [34] and emotions [35] . Overview of these datasets is given in Table 4 . 
Evaluation Metrics for Multilabel case
We use the following evaluation metric:
• Exact Match Ratio is simply the ratio of correctly classified instances to all instances. The predicted label of an instance is correct if it is exactly same as the actual (true) label of the instance.
• Hamming loss [36] is defined as the fraction of incorrectly predicted labels to the total number of labels averaged over all instances and normalized by number of classes,
where △ denotes symmetric difference of two sets.
Results
We used 5-fold cross validation for training the classifiers. We tuned the hyperparameters in such a way that BR-SVM performs at its best. As shown in Table 5 , our MLRH model with WTA test scheme tends to outperforms other methods in terms of Exact Match Ratio since our model considers each possibilities of label sets. In marginal probability test scheme, we simply set the thresholds for each class to be 0.5. Therefore, the marginal probability test scheme can be improved by setting optimal thresholds via cross validation, which is one of our future works. 
Conclusion and Future Work
In this paper, we proposed a multilabel logistic regression model via defining a joint distribution of hidden and observed variables. To our knowledge, it is the first approach to extend the standard logistic regression by introducing hidden variables. We derived logistic regression for multiclass from first priciples by using hidden variables and then obtained multilabel logistic regression using the joint probability distribution. We also proved that our objective function (negative log-likelihood) is convex, and thus employ a simple optimization scheme, majorization-minimization. For the objective function, weight regularization can be used if needed.
The experimental results show that the proposed multilabel logistic regression model can be competitive comparing to a set of baseline methods for multilabel learning. For future work, we will apply our model to different multilabel tasks and compare other learning algorithms. We will compute the optimal thresholds of the marginal probability test scheme via cross-validation. We are considering to deploy the objective function 33 as a loss in the last layer of a neural network for training multilabel classifiers. 
A.3 MM Algorithm for MLHR model
From the objective function (Eq. 33), the gradient of ℓ (W ) with respect to w k are
Let α be equal to ∇ w k Z (x, W ) /Z (x, W ). Then Hessian is
where X = [x 1 , x 2 , . . . 
