Abstract-Motivated by topology control in ad-hoc wireless networks, Power Assignment is a family of problems, each defined by a certain connectivity constraint (such as strong connectivity). These problems have been studied in the past [19], [6], [9], [10] . In this paper we consider delay bounds as an additional constraint to provide Quality of Service. Delay is measured by the number of hops on a path between two nodes. We present an algorithm for Minimum Power Bounded Hops Broadcast with guaranteed bicriteria ratio of (O(log n), O(log n)) for general graphs. That is, in the solution produced by our algorithm, the number of hops between the root and any other node is at most O(log n) times the given bound and the power is at most O(log n) times the power of optimal solution.
I. INTRODUCTION
Multihop wireless networking is finding widespread applications in recent years. Consequently efficient battery power utilization is rapidly becoming an important issue.
With the current technology, each node can (possibly dynamically) adjust its transmitting power, based on the distance to the receiving node and the background noise, to conserve energy. The nodes can relay packets in order to provide connectivity while keeping the ranges small and thus reducing power requirement.The computation of low power assignments to meet global topological constraints has been considered in the past [19] , [20] .
In several applications however, Quality of Service becomes an issue. For example, large delays are typically not acceptable, and the number of total hops taken by a packet must be bounded. This motivates the study of the problems described below.
In the most general model, a weighted directed graph H = (V, E) with power requirements c : E → R + is given by the positioning of the n wireless nodes, where c(u, v) represents the power requirement for the node u to establish a unidirectional link to node v. But, reflecting the broadcast nature of ad hoc wireless networks, once a node u transmits with power p(u), all nodes v with c(u, v) ≤ p(u) receive the signal. A function p : V → R + is called a power assignment, and it induces a directed graph, always denoted by G = (V, F), with links uv whenever p(u) ≥ c (u, v) . The goal of the Power Assignment problem is to minimize the total power ∑ v∈V p (v) such that the induced digraph satisfies certain connectivity constraint. In this paper we consider three connectivity constraints, along with the constraint on number of hops that routing requires. For simplicity of exposition, we use mostly the following equivalent definition of the Power Assignment problem: given a directed spanning subgraph H, define the power of a vertex u as p H (u) = max uv∈E(H) c(uv) and the power of H as p(H) = ∑ u∈V p H (u).
An important special case (which we call the Euclidean case) is when the input graph G = (V, c) has power requirements given by c(u, v) = c(v, u) = ||u, v|| κ , where ||u, v|| is the Euclidean distance and κ is a constant between 2 and 5. This case is motivated by signal transmission in a network embedded in a two-dimensional space without any obstacles [18] , with κ being the path-loss exponent.
Minimization of power conflicts with bounding the number of hops in the induced subgraph, as has been noted by [8] , [15] and formal trade-off results in a similar but different model have been obtained by [1] . Indeed, if we look at the following example in the Euclidean case: n points on the line with distance 1 in between two consecutive vertices, we note that without a bound on the number of hops Min-Power Broadcast Power assignment when number of hops is restricted to one. The ratio of the power of constrained to the unconstrained solution may be large, proportional to the number of nodes in this geometric case. In general graphs, the ratio can be arbitrarily high.
has an optimum of n − 1, while with a bound of one hop, the unique solution requires (n − 1) κ power.
A number of papers on power efficient network design have appeared in the past where the QoS has been addressed. These related works emphasize protocol design [13] and QoS issues [10] , [2] . The paper [2] demonstrates low delay and high throughput in a mobile geometric environment.
Numerous papers on Power Assignment have been published recently and we refer to [7] for a slightly out-ofdate survey. We mention here only work on bounded-hops Power Assignment. Kirousis et. al. [15] consider Min-Power Bounded-Hops Strong Connectivity when the power requirements are Euclidean and the nodes are equidistant on the line. In [9] Clementi et. al. present a 2-approximation algorithm for Min-Power Bounded-Hops Strong Connectivity for the more general case when the nodes are on the line, but not equidistant. In the Euclidean case, [8] obtains constant ratio algorithms for Min-Power Bounded-Hops Strong Connectivity for well spread instances. In a related work, Sanders et. al [3] discuss running time issues in calculating exactly boundedhops min-power paths.
In this paper we consider the most general graph model. We do not make any assumptions regarding the input power requirement digraph -the algorithm can handle asymmetric power requirements, which are motivated by the possibility that the different nodes have transmission power availibility and by applications in solving Network Lifetime [5] .
We obtain (O(log n), O(log n)) bicriteria approximation algorithms for Min-Power Bounded-Hops Broadcast, MinPower Bounded-Hops Strong Connectivity, and Min-Power Bounded-Hops Symmetric Connectivity. That is, our output has number of hops bounded by O(d log n) and power at most O(log n) times the power of the optimum solution with number of hops d.
For the Euclidean case, we can show that simple postprocessing gives an O((log n) κ )-approximation algorithm for MinPower Bounded-Hops Broadcast. Similar, but weaker results hold for Min-Power Bounded-Hops Strong Connectivity and Min-Power Bounded-Hops Symmetric Connectivity. We draw on a number of algorithmic techniques [17] , [16] , [14] .
The organization of the paper is as follows. Section II gives the main algorithm for Min-Power Bounded-Hops Broadcast, after introducing definitions and the reduction mentioned above. Sections III and IV discussed the extension of our techniques to Bounded-Hops Min-Power Strong Connectivity and Bounded-Hops Min-Power Symmetric Connectivity. The postprocessing technique for the Euclidean case is presented in Section V. We present conclusions and open problems in Section VI.
II. BOUNDED-HOPS BROADCAST
It is known that Min Power Bounded Hops Broadcast is NP-hard [4] . Moreover, there is an approximation preserving reduction from the conventional bicriteria problem Bounded Diameter Minimum Spanning Tree (BDMST) [17] to MinPower Bounded-Hops Broadcast. It is therefore, difficult to improve the guarantees provided by the algorithm presented in this paper.
We present some definitions that will be used in the description and analysis of the algorithm.
An approximation for the following problem will be used as a subroutine to the main algorithm.
a) Budgeted Set Coverage [14] : The input consists of a collection of sets R = {S 1 , S 2 , ..., S m } with associated prices
The goal is to find a collection of sets S ⊆ R , such that the total sum of the prices of the sets in S does not exceed the budget B, and the total number of elements covered is maximized.
Khuller et. al. [14] presented a 1 − 1/e-approximation algorithm for Budgeted Set Coverage. However, that result can not be used directly since the instances in our case have exponentially many sets. b) Branch: A branch is a directed graph S = (r S ,V S , E S ) such that (V S , E S ) contains a directed path from the vertex r S (called the root of the branch) to every vertex of V S . A dbounded branch is a branch such that every node is no more than d hops away from the root of the branch.
The main algorithm assumes an estimate B on the power of the optimum solution is given. The algorithm finds a rrooted spanning arborescence of depth O(d log n) and power O(B log n), if a solution of power at most B exists, but might terminate with a "failure" message if no such solution exists. A simple binary search on the value of B (in case of failure, the value of B is increased, otherwise a lower value is tried) would then give a bicriteria (O(log n), O(log n)) approximation for Min-Power Bounded-Hops Broadcast.
A. Main Algorithm
The main Algorithm 1 Broadcast given below is based on the approximation algorithm of Marathe et al [17] for the BDMST problem. The algorithm works in phases and maintains a set of edges Q and a set P of nodes such that all the remaining node are reachable from P ∪ {r} by paths of Q with small number of hops (the precise bound on the number of hops is given in Lemma 4).
In each phase, the algorithm uses the solution of a Budgeted Set Coverage instance attempting to significantly reduce |P| without exceeding a certain budget.
B. Solving the Budgeted Set Coverage Problem
The Budgeted Set Coverage instance setCoverage(P) used in Step 4 of the main algorithm Broadcast has P as elements, a set of vertices of G. The sets are given by certain d-bounded branches, the price of a branch is its power, and a branch S i covers a vertex v if v ∈ V S i . Precisely, we allow only valid branches, which are branches S with |V S ∩ P| ≥ 2 or with r S = r. Such a restriction is needed to show a significant reduction (used later in the proof of Lemma 4) of |P|. There are exponentially many sets in this Budgeted Set Coverage problem, and this does not allow the direct application of the algorithm from [14] .
However, the approximation algorithm for Set Coverage ( [12] [11] [14] ) is greedy, and we can still use a modified greedy strategy. Assuming the optimum solution has power at most B, we can determine a set (a branch) with average power per node covered at most B/|U|, where U is the current set of uncovered nodes.
The algorithm is described in detail on the next page as Algorithm 2 setCoverage. 12: Compute and output a Breadth First Search tree on the graph induced by Q. This is the routing tree.
C. Determining a good valid branch A valid branch S is good if and only if p(S)/|U ∩ V S | ≤ B/|U|, a property needed later in the proof of Lemma 2. Given
a graph G, a set of uncovered nodes U and a vertex v, the goal is to find a good valid branch rooted at v, if such a branch exists.
The algorithm builds branches W by first selecting a root v and a vertex w and setting W to consist of the arcs from v to those nodes u with c(vu) ≤ c(vw). Until a good valid branch is found, the algorithm repeatedly and greedily adds shortest paths of appropriate number of hops from covered to uncovered nodes. The algorithm uses as a subroutine shortestBoundedPath(y, z, i), which returns the path in G from vertex y to vertex z using at most i edges and having cost c minimum. We use d W (v, y) to denote the length, in number of edges, from v to y in W . The detailed algorithm is given in full below: Algorithm 3 Greedy.
D. Analysis and Correctness
The analysis proceeds in the reverse order, starting with the correctness of Algorithm 3 and finishing with the bounds of Algorithm 1. The next lemma is the counterpart of Lemma 4.1 and Theorem 3.1 of [16] , and a variation of it is used in [5] .
Lemma 1: Assuming there is a solution to the original problem of power at most B, Algorithm 3 finds a good valid branch.
The next lemma uses the method of Hochbaum and Pathria [12] (see also [11] ) designed for analyzing the greedy algorithm for Set Coverage, the simpler version of Budgeted Set Coverage where all the sets have price 1. We did not attempt to optimize the two constants in the lemma.
Lemma 2: Provided there is a solution to the original problem with power at most B, the algorithm setCoverage finds a set of valid branches of total power at most 2B and together covering at least |P|/3 nodes of P.
Algorithm 2 setCoverage(P)
Require: A set of uncovered nodes P ⊆ V \{r}. Implicit input parameters are the directed graph G(V, E, c), diameter bound d, budget B, and root r.
Ensure: Returns a set S of d-bounded valid branches such that their total power is no more than 2B and at least 1/3 of the nodes of P are covered, provided there is a solution to the original problem with power at most B; may exit with "failure" if no such solution exists.
i ← i + 1 10:
exit failure 14: else 15: return S
16: end if
We continue with the proof of the correctness of the main algorithm 1, which follows closely Marathe et. al [17] .
Lemma 3: The number of phases of Algorithm 1 is O(log n).
Proof: In each phase, at least 1/3 of the nodes in P are covered. Thus the total number of the nodes in the next phase is less than or equal to 2|P|/3 uncovered nodes and at most |P|/6 roots of branches, as each branch whose head is not the root covers at least two nodes of P. Thus in each phase the number reduces by a fraction of 1/6, and thus the number of phases is O(log n) as |P| is n to start with.
The next two lemmas appear basically in [17] .
Lemma 4: The depth of the solution produced by Broadcast is O(log (n)d).
Proof: It follows immediately by induction that after phase i, for every v ∈ V , Q contains a path of length at most di from some vertex of P to v.
Lemma 5: The power of the output is O(B log n). Proof: The lemma follows immediately from the facts that there are O(log n) phases and in each we incur no more than 2B power.
We now combine the above two lemmas to state the central result of this section:
Theorem 6: Assuming there is a solution to the original problem of power at most B, the solution produced by the algorithm 1 has power O(B log n) and all the nodes are reachable from the root within O(d log n) hops for all w ∈ V \ {v} do 3:
while
end while 10 :
end if 13: end for 14: end for 15: return failure
III. BOUNDED-HOPS STRONG CONNECTIVITY
In this section we use the result and methods of the previous section to give an approximation algorithm for Min-Power Bounded-Hops Strong Connectivity with asymmetric power requirements.
Let the total power of optimum solution be OPT . It contains both a broadcast tree and an incoming arborescence each of cost at most OPT . We can build the broadcast tree using the above algorithm and the incoming arborescence can be built by a straightforward modification of the greedy procedure. The proof of the next theorem is omitted for the lack of space.
Theorem 7: There is a polynomial-time algorithm for MinPower Bounded-Hops Strong Connectivity whose output has power O(p(OPT ) log n) and every node is reachable from another node by a path of length O(d log n), where OPT is an optimum solution of diameter d.
IV. BOUNDED-HOPS SYMMETRIC CONNECTIVITY
The Greedy greedy subroutine can be adapted for MinPower Bounded-Hops Symmetric Connectivity. We state the result without proof.
Theorem 8: There is a polynomial-time algorithm for MinPower Bounded-Hops Symmetric Connectivity whose output has power O(p(OPT ) log n) and diameter O(d log n), where OPT is an optimum solution of diameter d.
V. BOUNDED-HOPS BROADCAST IN EUCLIDEAN CASE
The approximation factors for the broadcast problem can be improved in the case when nodes represent points in an The algorithm simply shortcuts paths of O(log n) hops (as illustrated in Figure 5 ) and the pseudocode of the recursive procedure is given below. First call has h = d. In the algorithm, q is such that the output of the Algorithm 1 has depth qd. Proof: The depth property follows immediately by induction on h.
Algorithm 4 Shortcut(T, h)
We show that p T (r) ≤ q κ−1 ∑ u∈M\L p T (u) and the rest follows by induction. Let u be such that c(ru) = max v∈M c(rv) and let P =< x 0 = r, x 1 ,...,x j = u > be the directed path in T from r to u, and note that j ≤ q. Then ||ru|| κ ≤ j κ−1 ∑ j−1 i=0 ||x i x i+1 || κ , as the worst case occurs when ||x 0 x 1 || = ||x 1 x 2 || = ... = ||x j−1 x j ||.
Note that for i = 0, 1,..., j − 1 we have p T (x i ) ≥ ||x i x i+1 || κ and that x i ∈ M \ L. Therefore p T (r) ≤ q κ−1 ∑ u∈M\L p T (u) and the lemma follows.
We know by Lemmas 4 and 5 that we can assume that the output of the algorithm of Section II has depth dq, with q = O(log n), and power O(p(OPT ) log n), where OPT is an optimum solution of depth d. Based on the discussion above we have:
Theorem 10: There is a O((log n) κ )-approximation algorithm for Min-Power Bounded-Hops Broadcast in the Euclidean case.
