This paper addresses a fundamental issue in the multicommodity flow theory. For an undirected capacitated supply graph (G, c) having commodity graph H, the maximum multiflow problem is to maximize the total flow-value of multicommodity flows with respect to (G, c; H). For a commodity graph H, the fractionality of H is the least positive integer k with property that there exists a 1/k-integral optimal multiflow in the maximum multiflow problem for every integercapacitated supply graph (G, c) having H as a commodity graph. If such a positive integer k does not exist, then the fractionality is defined to be +∞. Around 1990, Karzanov raised the problem of classifying commodity graphs with finite fractionality, gave a necessary condition (property P) for the finiteness of fractionality, and conjectured that the property P is also sufficient.
INTRODUCTION
Let G = (V G, EG) be an undirected graph with nonnegative edge capacity c : EG → R+. Let S ⊆ V G be a set of terminals. Let H be a simple undirected graph on S, called a commodity graph. A multiflow (multicommodity flow) f is a pair (P, λ) of a set P of paths connecting the ends of some edge of H and its nonnegative flowvalue function λ : P → R+ satisfying capacity constraint P P ∈P:e∈P λ(P ) ≤ c(e) for e ∈ EG. The total flow-value f is defined to be P P ∈P λ(P ). The maximum multiflow problem with respect to (G, c; H) is formulated as:
Maximize f over all multiflows f for (G, c; H). (1.1) This is a fundamental optimization problem in operations research.
Sometimes (1.1) has a special combinatorial solution, depending on the structure of commodity graph H. Suppose H = K2 (one edge). Then problem (1.1) is the maximum flow problem. The max-flow min-cut theorem, due to Ford-Fulkerson [5] , says that if c is integral, then there exists an integral maximum flow. Suppose H = K2 + K2 (a matching of size 2). Then problem (1.1) is the maximum 2-commodity flow problem. Hu [13] showed that there exists a half-integral maximum flow whenever c is integral. However, in 3-commodity flow problem, an analogous theorem does not hold. It is known that there is no positive integer k such that all integer-capacitated 3-commodity flow problems have a 1/k-integral maximum flow.
Motivated by these facts, Karzanov [16] defined the fractionality frac(H) of a commodity graph H by the least positive integer k with the property that there exists a 1/kintegral maximum flow in problem (1.1) for every integercapacitated graph (G, c) having H as a commodity graph. If such a positive integer k does not exist, then frac(H) is defined to be +∞. The above-described examples show frac(K2) = 1, frac(K2 + K2) = 2, and frac(K2 + K2 + K2) = +∞.
Karzanov [17] raised the following fundamental problem:
Classify the commodity graphs having finite fractionality.
By a deep analysis on the LP-dual to (1.1), Karzanov [16] showed that the following property (property P) is necessary for the finiteness of the fractionality: (P) for any triple A, B, C of pairwise intersecting maximal stable sets of H, we have A ∩ B = B ∩ C = C ∩ A. See also [22, Section 73.3b ].
Further he conjectured that property P is also sufficient for the finiteness of fractionality [17] . Our main contribution solves this conjecture in an algorithmic form: This completes the classification of commodity graphs having finite fractionality. In particular we have frac(H) ∈ {1, 2, 4, 6, 8, 12, 24, +∞}. Still there is a gap from the stronger conjecture frac(H) ∈ {1, 2, 4, +∞}.
Overview. We consider (1.1) in a general weighted version. Instead of a commodity graph, we are given a nonnegative terminal weight µ :`S 2´→ R+. Here a multiflow f is a pair (P, λ) of a set P of paths connecting distinct terminals in S and its nonnegative flow-value function λ : P → R+ satisfying the capacity constraint. The total flow-value f µ is defined to be P P ∈P µ(sP , tP )λ(P ), where sP and tP denote the ends of P . The µ-weighted maximum multiflow problem is formulated as:
Maximize f µ over all multiflows f for (G, c; S). (1.2) Problem (1.1) for commodity graph H is a special case of (1.2) for 0-1 valued weight µH defined by µH (s, t) = 1 def ⇐⇒ st ∈ EH. Then the fractionality frac(µ) of terminal weight µ is defined by a similar way. For a terminal weight µ, a polyhedron Pµ and its subset Tµ in R S + are defined by
This polyhedral set Tµ is called the tight span, introduced independently by Isbell [14] and Dress [4] . The dimension dim Tµ is defined to be the largest dimension of faces of Tµ. Karzanov [19] and the author [9] established that the 2-dimensionality of Tµ is necessary for the finiteness of frac(µ). Further, as is remarked in [9, Section 7], the property P of H is equivalent to the 2-dimensionality of the tight span of the corresponding 0-1 weight µH . We derive Theorem 1.1 from a constructive proof of the following general result. Our proof is based on a deep analysis on LP-dual to (1.2), initiated by Karzanov [16, 18, 19] and continued by the author [9, 11] . As is well-known, e.g., [20] , the LP-dual to (1.2) is given as a linear optimization over metrics on V G:
In [11] , we established that if dim Tµ ≤ 2, then weight µ is embedded into a CAT(0) complex K and LP-dual (1.3) is equivalent to a version of the minimum 0-extension problem on the graph of K. Our proof is based on this special duality relation. Section 2 briefly summarizes this embedding into CAT(0) complexes and the combinatorial multiflow duality. Section 3 sketches the proof of the main result, which is based on a fractional version of splitting-off method for finding an optimal multiflow with bounded denominator. The prototype of this method was devised in [9] for a special case.
In closing, we shall remark that this type of a method for bounding the denominator of an optimal solution seems new in the area of combinatorial optimization or polyhedral combinatorics. In the design of approximation algorithms for NP-hard problems, an optimal solution of an LP-relaxation with small denominator often plays crucial roles. Let us mention some connection to such an area below.
Connection to 0-extension, multicut, and integer multiflow. The LP-dual (1.3) naturally arises as a relaxation of multicut or 0-extension problem. Suppose that µ is 0-1 valued weight corresponding to a commodity graph H. Then (1.3) is an LP-relaxation of the minimum multicut problem for (G, c; H). Garg, Vazirani, and Yannakakis [7] gave an O(log k)-approximation algorithm based on this relaxation, where k = |EH|. Suppose that µ is a metric. Then, by the nonnegativity of c, the inequality constraint in (1.
3) becomes the equality constraint d(s, t) = µ(s, t) (s, t ∈ S)
. This is a metric relaxation of the minimum 0-extension problem for (G, c; µ), originally considered by Karzanov [18] . Calinescu, Karloff, and Rabani [2] devised an O(log k)-approximation algorithm based on this relaxation, where k = |S|. Of course, (1.1) is a natural LP-relaxation of the integer multiflow maximization problem. A design of a good approximation algorithm for integer multiflows is still a great challenge [8, 24] .
We hope that our result and method would provide new idea and tools to the area of approximation algorithms.
MULTIFLOW COMBINATORIAL DUALITIES
Here we describe a combinatorial duality relation for µ-weighted maximum multiflow problem (1.2) by a folder complex. A folder complex (an F-complex) is a CAT(0) polygonal complex obtained by gluing Euclidean right-triangular cells, introduced and studied by Chepoi [3, Section 7] . We shall represent terminal weight µ as a distance among subsets (not necessarily points) in a metric space on an F-complex. For a metric d on a set S and two subsets A, B ⊆ S, the minimum distance d(A, B) between A and B is defined by min{d(p, q) | (p, q) ∈ A × B}. We use the notion of piecewise Euclidean cell complexes; see [1] for a formal definition. The detail of this section is given by Section 2 in the full version [12] .
Folder complexes. We consider a finite 2-dimensional piecewise Euclidean cell complex K by obtained by gluing squares and isosceles right triangles along edges of the same isometry type. More precisely, for some positive real δ, each Therefore if two 2-cells share a common edge e, then e is either the hypotenuse of both of them or a leg of both of them.
A folder of K is a square, or the union of all triangles sharing one common hypotenuse; see Figure 1 . So K is obtained by gluing folders along legs. Then K is called a folder complex
, is simply-connected and has nonpositive curvature; see [1] . This curvature condition can be characterized in a combinatorial way as follows. For each vertex p in K, consider the boundary graph of the union of all folders containing p, and replace each hypotenuse by series of two legs. The resulting graph (link graph) Πp has girth at least 8 if and only if the curvature at p is nonpositive. Therefore K is an F-complex if and only if K is simply connected and for each vertex p in K the link graph Πp has girth at least 8 A subset R of K is called normal if it satisfies the following axiom: (1) R is a connected subcomplex of K with the property that if R contains a leg e, then every cell containing e belongs to R and (2) there are no two triangles σ and σ sharing a leg and a right angle such that (σ ∪ σ ) ∩ R coincides with the union of the hypotenuses of σ and σ .
Although K has the l2-length metric by definition, we are mainly interested in the l1-length metric. Note that each 2-cell has a natural l1-metric so that the coordinate axes are parallel to legs. From this we can naturally define the l1-length metric dK.
Let Γ = Γ K be the (simple undirected) graph consisting of all legs of K, called the leg-graph. Equivalently, Γ is the graph obtained by deleting all hypotenuses from the 1-skeleton graph of K. The edge-length of Γ is given by δ uniformly. Let d Γ,δ denote the shortest path metric on Γ with uniform edge-length δ. For two normal sets N and M , one can easily see
An F-complex K is said to be orientable if its leg-graph Γ has an orientation the property that (1) in each square its diagonal edges have same direction (in the local coordinate), and (2) in each folder consisting of triangles, the hypotenuse joins a source and a sink.
F-complex realization and multiflow duality. For a terminal weight µ :`S 2´→ R+ on terminal set S, an Fcomplex realization of µ is a pair (K; {Rs}s∈S) of an Fcomplex K and a family {Rs}s∈S of normal sets satisfying
µ(s, t) = dK(Rs, Rt) (s, t ∈ S).
Namely µ is realized by the distances among normal sets Rs. 
(2) µ has an F-complex realization.
It is known that a realization of µ is obtained by subdividing 2-dimensional polyhedral set Tµ into triangles and squares [9, 11] . See Sections 6 and 7 in the full version [12] for details. Here by the size we mean the number of maximal cells.
Suppose that a weight µ on terminal set S has an Fcomplex realization (K; {Rs}s∈S). Consider the µ-problem (1.2) for (G, c; S) and consider the following discrete location problem (a version of the minimum 0-extension problem) on the leg-graph Γ of K:
Our previous paper established the following duality relation, extending a result in [18] .
Theorem 2.3 ([11, Theorem 2.1]). Suppose that K is orientable. Then the maximum value of the µ-problem (1.2) is equal to the minimum value of the discrete location problem (2.1).
By subdivision we can always replace a nonorientable realization by orientable one; see Figure 2 . So by an F-complex we mean orientable one.
Let µ be a weight on terminal set S, and let (K; {Rs}s∈S) be its (orientable) F-complex realization. Let (G, c) be a capacitated graph with terminal set S. The optimal value of (1.2) is denoted by opt(G, c). A map ρ feasible to the dual (2.1) is called a potential. 
SPLITTING-OFF WITH POTENTIAL UPDATE
Our proof of the main theorem is based on a fractional version of splitting-off operation. Recall the splitting-off operation; see, e.g., [6, 15, 21] . For two edges e = xy and e = yz incident to y, a triple (e, y, e ) is called a fork. For a fork τ = (e, y, e ), the splitting-off operation at τ is to decrease the capacity of edges e and e by one, and add a new edge e * joining y, z with unit capacity. A fork τ is said to splittable if the splitting-off operation at τ does not decrease the optimal value opt(G, c). The splitting-off is a powerful algorithmic method to prove the existence of an integral optimal multiflow in Eulerian instances. However we will face the situation that there is no splittable fork and no integral optimal multiflow. How can we prove the existence of a 1/k-integral optimal multiflow for a positive integer k independent on the size of supply graph ? Our previous paper [10] devised a (prototype of) method to overcome this difficulty by a fractional splitting-off operation combining dual update. The detail of this section is given by Sections 3 and 4 in the full version [12] .
Basic idea of the proof. Here we describe a basic idea of our proof. Suppose that we are given an instance of the problem (G, c; S, µ) and an F-complex realization (K; {Rs}s∈S) of µ with leg-length δ = 2. Suppose further that (G, c) is Eulerian. In this extended abstract, for giving a clear explanation of the essential idea, we assume here that µ is a metric. Then we can always take an optimal multiflow with property that no flow passes through a terminal as an intermediate node, and hence it is unnecessary to consider splitting-off at terminals; there are subtle technical problems on splitting-off at terminals in the case where µ is not a metric (see the full version). Furthermore we can take a realization K such that each Rs is a single vertex; this is the ordinary metric embedding of µ into K. So the problem (2.1) is (essentially) the minimum 0-extension problem on the graph Γ . We work on the 2-subdivision K 2 instead of K; see Figure 2 . By using the standard method [6, p. 50], convert (G, c) so that each inner node has degree four; this is a technical requirement.
For an optimal potential ρ, partition the set of inner nodes in V G into three sets: See Section 3.3 in [12] for the proof. Therefore, if (G, c) is Eulerian and Mρ ∪ Cρ = ∅, then there is an integral optimal multiflow. Based on this proposition, we consider the following proof scheme. We always keep (G, c) together with optimal potential ρ, denoted by (G, c; ρ). We repeatedly update (G, c; ρ) → (G1, c1; ρ1) → · · · → (Gm, cm : ρm) toward the goal where (i) Mρ m ∪ Cρ m = ∅, (ii) (Gm, kcm) is Eulerian for a positive integer k independent on the size of input, and (iii) an optimal multiflow for (Gi−1, ci−1) can be recovered from an optimal multiflow for (Gi, ci). Then set (G, c) ← (Gm, kcm). According to Proposition 3.1, there is an integral multiflow in (G, c) . By reversing the procedure, we obtain a 1/k-integral optimal multiflow for the original supply graph. This is our proof scheme.
Next we describe this update procedure, which is a fractional version of the splitting-off. For a fork τ = (e, y, e ), consider the graph (G τ , c) obtained from (G, c) by adding a new inner node y τ and a new edge e τ = yy τ and reconnecting e and e to y τ . The capacity of e τ is defined by c(e) + c(e ). Then we can identify a multiflow for (G, c) 
Suppose that we are given an optimal potential ρ for (G, c). Then ρ can also be extended to an optimum for (G τ , c) by setting ρ(y τ ) := ρ(y). By the min-max relation (Theorem 2.3), α(τ ) can also be represented as
A potential ρ attaining the minimum in RHS is called critical. Note that ρ is optimal to the new graph (G τ , c τ ). The SPUP operation at an unsplittable fork τ is to update (G, c; ρ) ← (G τ , c τ ; ρ ) for a critical potential ρ with respect to τ .
The second key claim is that we can always take a critical potential ρ obtained by moving ρ toward a desired direction. To describe it, orient leg-graph Γ 2 of K 2 so that each vertex in K is a source, and each midpoint of a folder in K is a sink, which is denoted by − → Γ 2 ; see (1) there is a forward neighbor ρ of ρ such that ρ is also optimal and ρ (y) = ρ(y) (thus y ∈ S ρ ), or (2) there are a fork τ at y and its critical forward neighbor ρ of ρ such that α(τ ) = 1 and {y, y τ } ⊆ S ρ .
According to two propositions, we repeatedly apply SPUP operations toward Mρ ∪ Cρ = ∅ (Proposition 3.3 (1) can also be regarded as SPUP with α(τ ) = 0). In the procedure, each node is moving into Sρ. Here we emphasize that even degree condition at Sρ is unnecessary to keep α(τ ) half-or 2/3-integral. A particular lucky situation is the case where both y and y τ fall into Sρ. Although edge e τ may have very fractional capacity, it never contributes the denominatorincrease of α in the subsequent SPUP procedure. This is an intuition behind our proof.
The whole proof is carried out as follows. We may assume that there is no splittable fork. Take an optimal potential ρ. Take a fork τ at inner node y in Cρ. According to Proposition 3.2, apply SPUP operation (G, c; ρ) ← (G τ , c τ ; ρ ) for a critical forward neighbor ρ of ρ. Repeat it. Then Cρ is nonincreasing. By appropriate choices of forks at Cρ, we can make (G, c; ρ) such that (i) Cρ = ∅, (ii) (G, 12c) is Eulerian, and (iii) each inner node in Mρ has even degree in (G, 6c); this is the most difficult part in the proof [12, Section 4] . Set (G, c) ← (G, 6c). Again make (G, c) so that each inner node in Mρ has degree four. Take an inner node y in Mρ. According to Proposition 3.3, replace ρ by ρ with property (1) or apply SPUP at a fork τ with property (2). Then Mρ decreases. Further (G, 2c) is Eulerian, and each inner node in Mρ has even degree. Repeat it until Mρ is empty. Then the resulting problem has a half-integral optimal multiflow, and thus the original problem has a 1/12-integral optimal multiflow. The proof is done.
Algorithmic discussion. Here we briefly discuss how to obtain a strongly polynomial time algorithm; see Section 7 in the full version [12] for details. Our proof is constructive. Each step searches all nodes and forks of required properties, and applies splitting-off or SPUP to decrease the number of nodes in question. Once the problem becomes trivial to have an integral optimum, we obtain a 1/k-integral optimum for the original problem by reversing the operations. It uses oracles for computing an optimal potential, computing the splitting capacity, and computing a critical neighbor. By a technical requirement of our proof, we need to make the input supply graph have degree at most four. The reduction in [6, p. 50] 
replaces inner node x by O((deg x)
2 ) new inner nodes of degree four, where deg x denotes the degree of x. To get polynomial time algorithm, we need to decrease the degree before this reduction. This is naturally achieved by the splitting-off as a preprocessing. Let n = |V G|. As in [15, Section 4] , by examining splitting-off for all forks (in O(n 3 ) steps) we can make (G, c) have no splittable fork. This can be done in strongly polynomial time.
Now one can easily see that each inner node has degree O(n 2 ); an inner node of sufficiently large degree always has a splittable fork. By the reduction, each node x is replaced by O(n 4 ) nodes of degree four, and the supply graph has O(n 5 ) nodes. Then we can apply our proof directly, and we obtain a strongly polynomial time algorithm to find a 1/12-integral optimal multiflow. Recall Proposition 2.2. In the case where µ comes from a commodity graph with property P, the assumption fixing the size of a realization is unnecessary. Thus we obtain the algorithmic part of Theorem 1.1.
