We present an approach to combining selected configuration interaction (SCI) and initiator full configuration interaction quantum Monte Carlo (i-FCIQMC). In the current i-FCIQMC scheme, the space of initiators is chosen dynamically by a population threshold. Here, we instead choose initiators as the selected space (V) from a prior SCI calculation, allowing substantially larger initiator spaces for a given walker population. While SCI+PT2 adds a perturbative correction in the first-order interacting space (FOIS) beyond V, the approach presented here allows a variational calculation in the same space, and a perturbative correction in the secondorder interacting space. The use of a fixed initiator space reintroduces population plateaus into FCIQMC, but it is shown that the plateau height is typically only a small multiple of the size of V. Thus, for a comparable fundamental memory cost to SCI+PT2, a substantially larger space can be sampled. The resulting method can be seen as a complimentary approach to SCI+PT2, which is more accurate but slower for a common selected/initiator space. More generally, the results presented show that the current initiator approach to FCIQMC is an unnecessarily severe approximation, and that more accurate approaches to ameliorating the fermion sign problem exist.
I. INTRODUCTION
Within electronic structure theory, several methods are available for systematic convergence to the exact solutions of a given system and basis set. One such option is full configuration interaction quantum Monte Carlo (FCIQMC) [1] [2] [3] [4] , a method which allows a stochastic sampling of the FCI solution by a projector Monte Carlo approach. In practical applications of FCIQMC, the initiator adaptation (i-FCIQMC) is almost always used [5] [6] [7] , which biases the projection to ameliorate the sign problem, but can be converged to the exact solution with increasing walker populations. A second approach is selected configuration interaction (SCI or sCI) [8] [9] [10] [11] [12] [13] [14] [15] [16] . In contrast to FCIQMC, SCI is a deterministic method which iteratively searches for the most important determinants in a desired solution, and performs a variational calculation in the selected space. It is then common to add a second-order perturbative correction to this SCI solution, referred to as SCI+PT2, which may be calculated by stochastic or semi-stochastic approaches 14, 17 . Similarly to i-FCIQMC, this method approaches exactness as the size of the selected space increases. These approaches are just two possibilities for systematic convergence to the FCI solution, with further approaches including the density matrix renormalization group (DMRG) method [18] [19] [20] [21] , many-body expanded FCI (MBE-FCI) [22] [23] [24] , and extensions to FCIQMC such as model space QMC (MSQMC) [25] [26] [27] . In the initial investigation of the FCIQMC approach, the entire FCI space was sampled without bias, giving an exact sampling of the desired solution. Performing FCIQMC in this way results in a population plateau in the simulation. 2 For walker populations less than this plateau, the ground state solution will die away compared to stochastic noise (the fermion sign problem), while above this plateau the solution may be sampled stably. As such, this plateau height sets a minimum a) Electronic mail: nicksblunt@gmail.com memory requirement on the simulation. Crucially, the plateau height is often significantly lower than the size of the FCI space, allowing the exact solution to be sampled for systems where this state in unobtainable in deterministic approaches. Similarly, there will also be a population plateau if a fixed truncated space is sampled, at a height lower than the size of this space. Therefore, one approach to obtaining an accurate solution within this scheme would be to sample the largest truncated space possible for the available computational resources.
The original FCIQMC approach has since been improved upon by the initiator adaptation to FCIQMC (i-FCIQMC) [5] [6] [7] . In this, the Hamiltonian is truncated by preventing spawnings between pairs of unimportant determinants. Here, the importance of a determinant is decided by a population criterion; all determinants with a population greater than n a are defined as initiators, and the Hamiltonian may act freely on these states. In contrast, non-initiators may only spawn to occupied determinants (i.e., all other Hamiltonian elements are set to 0). Doing so removes the population plateau, so that an arbitrarily small walker population may be used. The number of initiators is always a small fraction of the walker population, so that the space sampled scales with the walker population and remains manageable. However, the fact that population plateaus are removed entirely from i-FCIQMC suggests that the truncation performed is actually too severe. For a given walker population there should exist an approximation for which more accurate results can be obtained, and where the sign problem remains manageable.
In this study we investigate one such approach, using a fixed space of initiators taken as the selected space (V) from a prior SCI calculation. It is important to recognize that this is not the same as performing the FCIQMC algorithm within V, which would give back the same SCI result with lower efficiency. Rather, because initiators are allowed to spawn to any connected determinant, the space sampled (without rejections) in this approach contains both V and the space of its connections, known as the first-order interacting space (FOIS). The rejected spawnings then sample the second-order inter-acting space, which may be used to estimate an accurate perturbative correction. Importantly, we will show that the plateau height for this approach is usually similar to the size of V, even in cases where the FOIS is larger by several orders of magnitude.
This can be seen as an alternative approach to extending SCI, beyond the current SCI+PT2 protocol. Of course, another option to improving the accuracy in SCI+PT2 is to simply use a larger selected space. However, this option is only available when memory permits. SCI is eventually limited by the need to store a vector the size of V on each computing node. The approach presented here also allows variational estimates and reduced density matrices to be sampled without approximation 28, 29 for the wave function in V+FOIS, so that estimation of general observables is trivial. The approach also reduces the need for extrapolations to reach sub-milli-Hartree accuracy. In exchange for this improved accuracy, the approach to be described is certainly slower than SCI+PT2 methods for a common selected/initiator space. As such, in many cases the original SCI+PT2 approach will be preferable, and we instead see the method to be described as a complimentary approach, which is particularly useful for treating very large active spaces with many orbitals. Variational Monte Carlo and diffusion Monte Carlo also exist as effective QMC approaches to extend SCI 11, [30] [31] [32] [33] [34] [35] , although these are quite different to the FCIQMC-based approach to be described.
It should be noted that selected spaces from SCI have been used as deterministic spaces in the semi-stochastic FCIQMC approach previously 3 . Since all deterministic states are automatically initiators in the semi-stochastic method, there is some similarity with the approach here. However, the approach to be presented goes beyond previous work in several ways. This includes using substantially larger selected spaces, similar in size to the walker population, the addition of a perturbative correction, and other advances to be described.
In Sec. (II) we discuss theory, providing a recap of FCIQMC and i-FCIQMC before describing the hybrid SCI/i-FCIQMC approach and the calculation of a PT2 correction. In Sec. (III A) we investigate the sign problem in this hybrid approach by assessing population plateaus for various systems. The method is compared to the previous i-FCIQMC method in Sec. (III B), and to SCI+PT2 in Sec. (III C).
II. THEORY

A. FCIQMC
We begin with a brief overview of FCIQMC and its initiator adaptation. More thorough presentations have been given elsewhere [1] [2] [3] 5, 6 . FCIQMC is a projector QMC method, where the ground-state wave function is converged upon by repeated application of an operatorP = 1 − ∆τ (Ĥ − E S 1) to an initial state,
whereĤ is the Hamiltonian operator, and E S is a shift applied to keep the walker population roughly constant.
As has been pointed out 36 , this can be derived as a steepest descent approach to minimize the variational energy, and performs imaginary-time propagation as in diffusion Monte Carlo and similar methods 37, 38 . Expanding the FCIQMC wave function in a basis of determinants (or other many-particle basis), |Ψ(τ ) = i C i (τ )|D i , the coefficients are updated by
This projection could of course be performed exactly, which would obtain the FCI solution in the limit of large τ . Instead, FCIQMC performs a stochastic sampling of both of the wave function coefficients, C i (τ ), and also the application ofĤ in Eq. (2) . Each iteration, each walker on |D j randomly chooses a connected site |D i (where j = i) to spawn to. The spawning amplitude is set such that the expected amplitude spawned onto |D i from |D j is rigorously equal to −∆τ H ij C j (τ ), ensuring that the algorithm is unbiased on average. For a determinant |D i with amplitude C i (τ ), we define the number of walkers as N i , each with amplitude C i (τ )/N i . In the following we often drop the τ dependence of C(τ ) for notational ease. The full algorithm can then be achieved by the following steps:
1. Spawning: Loop over all occupied determinants, |Dj (with Nj walkers, each with a signed amplitude of Cj/Nj ). For each walker on |Dj , generate a connected determinant |Di (where i = j and Hij = 0) with a probability Pgen(i ← j), which should be calculated. Then create a new walker on |Di with amplitude equal to −∆τ
2. Death: Loop over all occupied determinants, |Di , and add −∆τ (Hii − ES)Ci to each amplitude.
Annihilation:
Merge all newly spawned walkers with the previous walkers to obtain the new walker list. Amplitudes on repeated determinants should be summed together, so that each occupied determinant appears only once in the list.
4.
Rounding of small walkers: For all determinants with |Ci| < 1, stochastically round the unsigned walker coefficient up to 1 with probability |Ci|, otherwise kill the walker. Unoccupied determinants are not stored.
To define the number of walkers, N i , Umrigar and coworkers 3 suggest N i = max(1, ⌊|C i |⌉), although other choices are possible 39 . The expected total amplitude spawned onto |D i from all connected sites is given by
Here,Ĥ off contains the off-diagonal components ofĤ in the FCIQMC basis. Note that diagonal elements of H are not included, as these are accounted for in the death step. Along with C, S is the other large array stored in an FCIQMC implementation, and will be important for defining energy estimators later. There are other propagators which can be applied to perform a stochastic sampling of the ground-state wave function. We recently suggested the use of preconditioning in FCIQMC 40 , which uses the following projection:
This allows the time step to be set much larger, such that FCIQMC can typically converge within 20 − 30 iterations. However, the expense of a step in FCIQMC also scales closely with the step size, such that the overall time savings for convergence are limited (although excitation generators optimized for the preconditioned case could change this). Nonetheless, we showed that this is a substantial benefit for the calculation of perturbative estimators, and so we will often use this propagation in our results. Note that the energy E in Eq. (5) is set equal to the value of the projected energy, E ref , from the current iteration:
which ensures that the population on the |D 0 , the reference determinant, remains exactly constant.
B. i-FCIQMC
In theory the above algorithm can be performed with arbitrarily low walker populations. However, in practice a sign problem is encountered below a system-specific walker population, which effectively sets a minimum memory requirement for the simulation. As the walker population grows in the early stages of a simulation, the population eventually enters a 'plateau' period; if one chooses to stabilize the population before this point then a severe sign problem is observed.
To overcome this, Cleland et al. introduced the initiator adaptation to FCIQMC (i-FCIQMC) 5, 6 . In this, initiators are defined as determinants with a population (|C i |) greater than a threshold, n a , which is usually set to either 2 or 3. During propagation, certain Hamiltonian elements are then effectively set to 0 by preventing spawning between certain determinants. Specifically:
1. Initiators may spawn to any connected determinant.
2. Non-initiators may only spawn to already-occupied determinants. Other spawned walkers generated from non-initiators are rejected.
In the original scheme 5 , spawnings from two noninitiators to the same site with the same sign were also accepted, even if previously unoccupied. This is referred to as the 'coherent-spawning rule', which we do not use in this article. However, we do allow one exception to the above rules in the results to be presented: if at least one spawning event occurs to a site from an initiator, then we choose to allow all other spawning events to that site in that iteration (regardless of their origin). In practice however, this has little effect on final results, as such events are rare.
C. SCI+iQMC
In the above scheme, initiators are defined as determinants with walker populations greater than n a . Because the vast majority of occupied determinants have exactly |C i | = 1, the size of the initiator space is always a small fraction of the total walker population. In practice this ensures that the plateau height is much smaller than the current walker population, so that population plateaus are not encountered. However, this can be viewed as evidence that the walker population in use is unnecessarily large for the given truncation applied toĤ, or equivalently that a less severe truncation could be applied with the same walker population.
It would therefore be sensible to investigate approaches to increase the size of the initiator space for a given walker population. For this purpose, selected CI (SCI) is perhaps ideally suited. SCI is a deterministic method which iteratively selects the most important determinants in a solution according to some criterion. [8] [9] [10] [11] [12] [13] [14] Each iteration, SCI diagonalizes the Hamiltonian within a selected space, V, (sometimes referred to as the 'reference' or 'variational' space), and then expands this space by choosing the most important connected determinants by some criteria, repeating this process until convergence. Several variants of SCI exist, often with differing selection criteria. In the CIPSI (configuration interaction using a perturbative selection done iteratively) method 8,10 the selection criteria is obtained by first-order perturbation theory,
where E 0 is the energy within the current selected space. Meanwhile, HCI (heat-bath configuration interaction) 13, 17, 41 uses the following metric,
Each iteration, the selected space is expanded to include all connected determinants with f i greater than some threshold, ǫ. As ǫ → 0, the algorithm approaches FCI. This SCI procedure provides an effective way to select the most important determinants (those with the largest amplitudes in the FCI wave function), up to a truncation of some desired size.
To improve upon the approximation in i-FCIQMC, we therefore suggest defining the initiator space to equal the selected space from a prior SCI calculation. Besides this, the initiator rules are almost unchanged; walkers within the initiator space may spawn to any connected determinant, occupied or otherwise, while non-initiators may spawn to any occupied determinant. However, we add the rule that a non-initiator may spawn to any determinant within the initiator space, even if it is not occupied. This latter situation never occurs in the original approach, but may do in this modified method. We note one exception to the above (which has been used for the results in this article, but which is non-essential): if an initiator spawns to an unoccupied determinant, then all other spawning attempts to that determinant (in the same iteration) are accepted, even from non-initiators. For ease of referring to this approach rather than i-FCIQMC or SCI+PT2 methods, we will use the acronym SCI+iQMC (SCI followed by initiator QMC).
It is important to consider what this approach does from a theoretical point of view. Evolving by Eqs. (2) or (5) will converge to the ground state of the corresponding Hamiltonian. Thus, understanding the accuracy of this approach requires understanding the truncation onĤ.
It can be seen that this hybrid approach interpolates between two Hamiltonian truncations as the walker population is increased. We denote these two Hamiltonians H A and H B :
Here, V is the selected space, and C is the space of all connections to V, excluding those already in V (the FOIS). H V is the Hamiltonian projected into V, H C is the Hamiltonian projected into C, and D C is the Hamiltonian diagonal in C. H VC contains elements connecting V and C, and D ′ contains diagonal elements in the remaining space beyond V and C.
It can be seen that SCI+iQMC interpolates between these two Hamiltonians as follows. Walkers in V (which are initiators) may always spawn to any connected determinant in either V or C, corresponding to H V and H VC blocks, respectively. However, in the limit of a zero walker population, walkers in C will be unable to spawn to any determinants except those in V, since those in C will be both unoccupied and non-initiators. This corresponds to spawning with H A . In contrast, in the limit of large walker populations, all determinants in C will be occupied, so that all walkers may spawn freely between and within V and C. This corresponds to spawning with H B . Therefore, the hybrid SCI+iQMC approach will interpolate between these two Hamiltonians as the walker population is increased. A non-diagonal element of H C will be set to zero whenever a corresponding determinant is unoccupied. We will assess the accuracy of this approach with varying walker population in Sec. (III A), and compare to SCI+PT2 in Sec. (III C).
It is reasonable to ask whether it is better to simply use either H A or H B -what is the benefit of the intermediate Hamiltonian that depends on the instantaneous walker distribution? Ideally we would like to use H B , which is the full Hamiltonian projected into V ⊕ C. However, doing so requires knowing whether a newly-spawned walker is within this space. This either requires storing C, which is not feasible, or checking whether the new determinant is connected to any state in V, which is far too expensive, even with approaches for quickly finding connections as described in Ref. (41) . Moreover, we have tested this Hamiltonian and find that the resulting population plateau is substantially higher than with the proposed Hamiltonian choice, often by several orders of magnitude, even though variational energies are not substantially lower. In contrast, H A is simple and efficient to use, but is less accurate than the proposed SCI+iQMC Hamiltonian, and does not reduce the population plateau noticeably. Moreover, we find that the PT2 correction (to be described) is less effective, even after updating the form of this correction appropriately. Thus, the above initiator rules are a pragmatic choice, which give accurate results within V ⊕ C for reasonable memory requirements, as will be demonstrated.
Note that while most determinants in C will be instantaneously unoccupied, every determinant in both V and C has the opportunity to become occupied during the simulation, and final estimates will be an average over all such states. Despite this, the average wave function will not equal the true ground state of H B , and variational energies will be higher than the corresponding energy.
We also note that energies obtained from the solution of H A are closely related to those from second-order perturbation theory, as performed in SCI+PT2. Indeed, this eigenvalue problem for H A can be recast as an effective Hamiltonian eigenvalue problem entirely in V, as has been performed by Loos and co-workers 42 . However, the final method here will differ, primarily by allowing trivial construction of a variational energy estimate (and reduced density matrices) for the resulting wave function, and perturbative corrections in the second-order space.
Lastly we point out that while the final result has some dependence on simulations parameters, this dependence is less than in the current i-FCIQMC scheme where the initiator space itself is dependent on parameters such as the time step and excitation generator. This is most notable in the case of bloom events, where a spawned walker is created with a magnitude greater than, n a , instantly becoming an initiator. Using a fixed initiator space removes this dependence.
D. Estimators and SCI+iQMC+PT2
We will now describe how to calculate a second-order perturbative (PT2) correction from the rejected spawnings in the above approach. This is similar to the PT2 correction in SCI+PT2, but will sample a much larger space for a given V -up to the second-order interacting space beyond V. It is also the same estimator that has been applied recently to the previous i-FCIQMC method 40, 43 , but will now sample a larger space for a given walker population.
We first describe how to calculate a variational energy estimate for the sampled wave function. As described in Section II B, the two main arrays stored in an FCIQMC implementation are the walker array itself, with coefficients C, and the spawned walker array, with coefficients S, as defined in Eq. (4). After communication, C and S are distributed across processes based on their indices by the same mapping. Thus, C i and S i are always stored on the same process for any |D i , so that estimators expressed as products of C i and S i with same index are efficient to calculate. The variational energy, E var , may be obtained as
Here, replica sampling is used to avoid biases, as described elsewhere 28, [44] [45] [46] . Specifically,
i |D i are obtained from two independent FCIQMC simulations with different initial random number seeds. This avoids biases in estimating expectation values of products of random variables. In practice E var and its statistical error are estimated by averaging the numerator and denominator of the above expression over all iterations after convergence (which is also the case for all estimators). Spawnings from both replicas can be used to reduce the noise in this expression, giving the final estimator used,
We next discuss how to calculate a PT2 correction to E var from the rejected spawned walkers. This estimator was originally derived by supposing that i-FCIQMC samples a zeroth-order space, so that a PT2 correction can be constructed by analogy with SCI+PT2. 43 However, a more careful derivation can be given by using the approach taken by Guo et al. 47 in the context of DMRG [18] [19] [20] [21] (and a similar derivation by Sharma 48 ). Specifically, we define a zeroth-order Hamiltonian aŝ
whereP = |Ψ Ψ|,Q = 1 −P , |Ψ is the FCIQMC wave function and E 0 is a corresponding energy estimate (which will be set to E var ).Ĥ d contains the diagonal elements ofĤ in the FCIQMC basis. With this definition ofĤ 0 , the FCIQMC wave function and energy are, by construction, the zeroth-order wave function and energy, and the first-order correction to the energy is zero. The second-order correction is obtained by
whereV =Ĥ −Ĥ 0 . This expression can be evaluated exactly, as was done by Guo et al. 47 We simply state their result, using the same notation,
where
It was shown that the term |B| 2 /C is essentially negligible compared to A. We have implemented this term in the SCI+iQMC approach and find the same conclusion, and so we do not consider this further. We instead take ∆E 2 = A. To write this term in a form accessible to the current method, first note that for the definition ofĤ 0 given above,QV |Ψ = (Ĥ − E 0 )|Ψ . Therefore,
The replica trick can be used to avoid significant bias, setting Ψ| → Ψ 1 | and |Ψ → |Ψ 2 . Then,
To get from Eq. (25) to (26), we took the zeroth order energy (E 0 ) to equal the variational energy (E var ) and used Eq. (15) . This gives an expression for the (unnormalized) PT2 correction to E var . It is also possible to obtain a simplified form for A which typically has smaller noise than Eq. (26), and will be our final expression. To obtain this, we can divide determinants |D i into two groups depending on whether spawnings are rejected (in both replicas) or allowed (in at least one replica) by the initiator criteria:
When the simulation is in equilibrium we have that C i (τ + ∆τ ) = C i (τ ), on average. Using Eq. (2) or (5) and rearranging then gives
= − 1 ∆τ
once the simulation has equilibrated. This is only true for determinants |D i where the spawnings are not rejected due to the initiator criteria, otherwise Eq. (2) and (5) do not apply. As a result, the second and third terms on the right hand side of Eq. (27) cancel on average. Therefore the final expression for the PT2 correction is
which applies equally for both the previous and current initiator FCIQMC approaches. This estimate of ∆E 2 is formed as a sum over spawnings which are rejected due to the initiator criteria. There must be such a rejection on both replicas 1 and 2 on the same determinant for a non-zero contribution. This correction must be added to the variational energy estimate, E var , to be accurate. However, any reasonable estimate of the ground-state energy can be used in the denominator of Eq. (30), since E 0 is well separated from all contributing H ii . Because ∆E 2 is constructed from spawned walkers already present in a simulation, it can be constructed almost for free, requiring no significant extra computational steps. This is a notable difference to SCI+PT2, where the PT2 calculation is a separate algorithmic step. In the following we will use 'SCI+iQMC' to refer to calculation of E var , and 'SCI+iQMC+PT2' to refer to calculation of E var + ∆E 2 , but there is no significant PT2 step beyond the construction of ∆E 2 from Eq. (30).
E. Summary of procedure
As well as using SCI to generate the initiator space, we also use orbitals optimized by SCI. This approach was described by Smith et al., 49 and has become common in performing heat-bath CI calculations recently 41, 50 . The orbitals are obtained by performing a CASSCF procedure to optimize active-active rotations, using SCI as an approximate solver within the active space. In cases where FCI is desired, the CAS is simply chosen as the entire space. In cases where one wishes to perform a CASSCF calculation within a reduced active space, active-active rotations can be optimized together with core-active, core-virtual and active-virtual rotations. We take this approach in all results presented, unless stated otherwise. When heat-bath CI (HCI) is used as the SCI method, Smith et al. refer to this approach as aHCISCF. Below we refer to the more general approach as SCI-CASSCF.
The full procedure can therefore be summarized as follows:
1. Optimize the molecular orbitals by performing a SCI-CASSCF procedure with a fixed SCI threshold.
2. Using these optimized orbitals, perform a further SCI calculation (with a different threshold, in general) and output the final selected space determinants.
3. Perform an initiator FCIQMC simulation, defining the space of initiators as the selected space from SCI. Typically, we also initialize the FCIQMC wave function as the SCI wave function. For all of our calculations the SCI method is taken as HCI, but any SCI method would be valid. We also use the semi-stochastic adaptation to FCIQMC 3,51 , where part of the FCIQMC projection is performed exactly within a deterministic space. We always take the deterministic space to equal the selected space, unless stated otherwise. Previously, we typically used deterministic spaces of size ∼ 10 4 , and never more than 10 6 . In the following we will sometimes use much larger deterministic spaces for the semi-stochastic approach, up to ∼ 2 × 10 7 in the current work. To aid in this task, we have implemented and used the algorithm for fast Hamiltonian construction described recently by Li et al. 41 
III. RESULTS
All of our SCI and SCI+PT2 calculations were performed using the semi-stochastic heat-bath CI (SHCI) method, using the Dice code 52 . The PySCF package 53 was used to generate molecular integral files, and also to perform CASSCF optimization of orbitals, using the algorithm described in Ref. (54) . FCIQMC calculations were performed using NECI 55 . DMRG benchmarks were generated with BLOCK 19-21,56,57 . We denote the SHCI threshold (controlling the size of V) as ǫ. For all SHCI calculations, the threshold for the perturbative stage (usually labelled ǫ 2 or ǫ PT ) is set to 10 −10 Ha, which provides converged PT2 energies. All calculations, both for SHCI and FCIQMC, use a many-particle basis of time-reversal symmetrized functions 58 , rather than Slater determinants, although we use the term 'determinant' for a many-particle basis state to be consistent with the common case. All of the theory presented is identical in either basis.
The geometries of formamide, acetone and benzene were taken from Ref. (59) . The geometry of butadiene was taken from Ref. (60) . The geometry of the water dimer was taken from Ref. (61) , optimized at the CCSDTQ/jun-cc-pVDZ level. The geometry of hexacene was taken from Ref. (62) , and the geometry of BPEA was optimized by PySCF (using the geomeTRIC library 63 ) at the B3LYP/6-31G 64,65 level. For hexacene and BPEA, these geometries were then modified on the order of ∼ 10
−4Å
or less to exactly enforce D 2h symmetry for subsequent calculations, which changed Hartree-Fock energies by less than 0.05 mHa. All geometries are presented in Supplementary Material.
A. Plateau heights in the hybrid approach
In i-FCIQMC, the number of initiators is always a small fraction of the total walker population, ensuring that no severe sign problem occurs. With a fixed initiator space, however, one would not expect to be able to use an arbitrarily small walker population. The severity of the sign problem in FCIQMC can typically be assessed by the height of the population plateau; only above this plateau can sensible results be obtained, so that the plateau essentially sets a minimum walker population for the simulation. It is therefore important to assess the typical plateau height in the SCI+iQMC approach. As discussed in Section II C, the space variationally sampled in this approach (albeit with an approximate Hamiltonian) is V ⊕ C. This is substantially larger than V in general, usually by several orders of magnitude. For the SCI+iQMC approach to be worthwhile, the plateau height should be much lower than this space size.
Examples of population plateaus are shown in Fig. (1) . Each subplot shows the population dynamics of a simulation. The systems are formamide, acetone, benzene, and the (26e, 26o) full π-valence space of hexacene. A ccpVDZ basis set was used in each case. Core 1s electrons were frozen in (a)-(c). For hexacene, a prior CASSCF optimization was performed using HCISCF with ǫ = 5 × 10 −5 Ha. The dashed line in each subplot shows the size of the selected/initiator space, N V , taken from SHCI. Both the walker population (N w ) and also the number of occupied determinants (N occ ) are shown. In the original algorithm, N w is always smaller than N occ because the minimum walker weight is 1. With the semi-stochastic adaptation, however, determinants with amplitude less than 1 are allowed in the deterministic space, so that N occ > N w is typical. The initial value of N occ is equal to N V , because we initialize from the SCI wave function.
It should be noted that the plateau height is in general slightly dependent on the simulation parameters. For example, it has been pointed out 2 that as the shift, E S , approaches the exact ground-state energy, the plateau becomes lower but longer. We also observe the plateau height to depend slightly on the initial walker population. However, in general this variation is not significant. It should also be emphasized that one can bypass the plateau altogether by using an initial walker population above the plateau height. We only investigate plateaus here as a way of investigating the sign problem severity. Details of the SHCI and FCIQMC parameters used are given in the Supplementary Material.
For formamide (18e, 54o) and hexacene (26e, 26o), the plateau height in N w is actually below the size of the initiator space, and the plateau in N occ is within a factor of 2 of this size. This plateau height then grows slowly with system size. For benzene (30e, 108o), which has ∼ 3.8 × 10
5 basis states connected to the Hartree-Fock determinant, the plateau in N occ is larger than the initiator space by a factor of between 4 and 5 times.
All of the systems considered in Fig. (1) use a cc-pVDZ basis set. However, the size of FOIS space relative to that of V grows quickly with the orbital basis set, so it is important to investigate larger basis sets. This is done in Table (I) , where we have considered the water dimer in cc-pVDZ, cc-pVTZ and cc-pVQZ basis sets. Additionally, we have considered plateau heights both with and without the semi-stochastic adaptation, and with both Hartree-Fock and optimized orbitals. In each case, we chose ǫ in the SHCI calculation to give a selected space of size ∼ 7.5 × 10 5 . Our first observation is that using optimized orbitals substantially reduces the sign problem, with the plateau height reduced by roughly an order of magnitude in each case. Similarly, using the semistochastic adaptation also reduces the plateau height. We used a deterministic space equal to V, though using a smaller space is also possible, which will modify the plateau height accordingly. There is a general increase in plateau height with basis set size, as expected, although the increase is only a small factor for each increase in the basis set cardinal number. Thus, studying quadruple-ζ basis sets is reasonable with this approach. However, we were not able to perform orbital optimization for ccpVQZ due to current memory limitations, which could pose an issue in using optimized orbitals for large systems.
It is therefore possible to sample a variational energy within V ⊕C, with a walker population that is a small factor of the size of V, although this is certainly dependent TABLE I . Population plateau heights in SCI+iQMC for the water dimer at equilibrium geometry. NV denotes the number of determinants in V. All electrons were correlated. We considered both Hartree-Fock orbitals and orbitals optimized by aHCISCF, both with and without the semi-stochastic adaptation. When the semi-stochastic adaptation was used, the deterministic space was set equal to V. There is a modest increase in plateau height with basis set cardinal number. The semi-stochastic adaptation and optimized orbitals are both seen to reduce the sign problem. 
on the system, basis, and simulation parameters. However, it should again be emphasized that the Hamiltonian in this approach is not H B , and therefore the accuracy needs considering. Results in Table II show the accuracy of this approach as a function of walker population with a fixed selected/initiator space. Here we consider formamide in a cc-pVDZ basis and with a frozen core, (18e, 54o). In order that we may solve for the exact lowest eigenstate of H B , we take a very small selected space of size 361 from SHCI (with ǫ = 0.02 Ha). The dimension of V ⊕ C is then ∼ 3 × 10 7 . The lowest eigenvalues of H V and H B are −169.3035 Ha and −169.4575 Ha, respectively. It can be seen that even with a walker population of only 10 3 , around 86% of this energy difference is retrieved by the hybrid procedure, even using a variational energy estimator. As N w is increased, energies tend to the lowest eigenvalue of H B , as justified in Section II C.
B. Comparison with i-FCIQMC
We now consider comparison with the previous i-FCIQMC approach, where initiators are defined by the population criteria. Fig. (2) shows results for the same formamide example from Section III A, (18e, 54o). We consider i-FCIQMC using both HartreeFock (HF) orbitals and orbitals optimized by the aH-CISCF procedure 49 (with ǫ = 2 × 10 −4 Ha). These re- sults are compared to the hybrid approach where initiators are defined as the selected space from SHCI, with the corresponding SHCI parameters (ǫ) shown on the upper X-axis. Here, walker populations of roughly 1.5 times the size of V were used, which is sufficient to exceed the plateau. i-FCIQMC calculations were then run with the same walker populations for comparison. Note that we only consider estimators E var (labelled 'SCI+iQMC') and E var+PT2 (labelled 'SCI+iQMC+PT2'). We do not consider projected energy estimators, such as E ref . Although these have been more commonly used in FCIQMC, they are nonvariational, making it challenging to fairly assess the accuracy of the sampled wave functions in different approximations. Moreover, in practice it is not uncommon to find that E var is lower than E ref .
From Fig. (2) it can be seen that optimized orbitals give substantially better energies than Hartree-Fock orbitals. This is expected, and has already been noted in SHCI 49, 50 , but it is nonetheless interesting to note the size of the improvement in FCIQMC. For example, with a small walker population of ∼ 1.8 × 10
4 , the error in i-FCIQMC with HF orbitals is ∼ 59 mHa, which is reduced to ∼ 23 mHa with optimized orbitals. Using the SCI+iQMC approach (with an initiator space equal to the SHCI selected space with ǫ = 0.002 Ha), this error is reduced to 8.5 mHa for the same walker population. If the PT2 correction is included then this error is reduced to less than 0.2 mHa, with a statistical error of 0.17 mHa. SCI+iQMC simulations used preconditioning 40 and a larger spawned vector list in order to reduce statistical errors on the PT2 correction. However, computational costs were otherwise very similar for all results of a given N w . Thus, even for this non-trivial system with 18 electrons in 54 orbitals, near-FCI accuracy can be obtained with a walker population of ∼ 1.8 × 10
4 . Hexacene is considered next, taking the (26e, 26o) full π-valence space, which is a more strongly correlated example. This system has been studied by electronic structure methods several times previously 62, 66, 67 . A prior CASSCF calculation was performed using the HCISCF approach 49 with ǫ = 5 × 10 −5 Ha. Results in Fig. ( 3) then demonstrate convergence to the exact CASCI solution with these orbitals. The benchmark energy is from DMRG with M = 4000 renormalized states, which was verified against extrapolated SHCI. For i-FCIQMC results we consider orbitals with active-active rotations performed (labelled "opt.") and not performed ("unopt."). The former optimized orbitals were used for SCI+iQMC results. For SCI+iQMC, walker populations ∼ 2 times greater than the size of the selected space were used. i-FCIQMC simulations were then performed at identical walker populations for comparison. Results show a similar trend to those for formamide. The variational energy is substantially reduced by using optimized orbitals, and further reduced using the hybrid approach to form the initiator space from SHCI. The PT2 correction is relatively small for this system, removing less than 50% of error, presumably because the system is more strongly correlated. Results for formamide in a cc-pVDZ basis with a frozen core (18e, 54o). Results show SCI+PT2 using the SHCI approach, and SCI+iQMC and SCI+iQMC+PT2 results using the same selected space, as labelled by the SHCI parameter, ǫ. Top: Energies from SCI+PT2, SCI+iQMC and SCI+iQMC+PT2, as the SHCI parameter (ǫ) is varied. Bottom: The size of the SHCI selected space compared to the walker population (per replica), and the total number of occupied determinants (across both replicas).
C. Comparison with SCI+PT2
We next consider comparison with the semi-stochastic heat-bath CI (SHCI) method. The space sampled by the surviving spawns in SCI+iQMC is identical to the FOIS sampled by the PT2 correction in SHCI. As such, it is not unreasonable to expect E var in SCI+iQMC to be comparable to the perturbatively-corrected energy in SHCI. However, the rejected spawns in the hybrid approach can also be used to form a perturbative correction in the second-order space, which one might expect to be substantially more accurate, particularly in weaklycorrelated systems. In exchange for this improved accuracy, this QMC approach will be slower than SHCI for a common selected/initiator space.
We first consider the formamide molecule again, taking the same geometry, basis set and optimized orbitals as used in Sec. (III B). Results are presented in Fig. (4) . The ǫ values on the X-axis denote the thresholds used for SHCI, and the same selected spaces are used in the subsequent SCI+iQMC calculations. Note that SCI+iQMC and SCI+iQMC+PT2 results are identical to those presented in Fig. (2) . As expected, SCI+PT2 has similar accuracy to SCI+iQMC, although it should be noted that the latter estimate is rigorously variational (within statistical errors). Including the PT2 correction for SCI+iQMC gives substantially more accurate results, as previously seen for this system in Fig. (2) This has been a common test system recently for FCIQMC, SCI and DMRG 21, 40, 43, 50, 60, 68 . Optimized orbitals were taken from aHCISCF (with ǫ = 8 × 10 −5 Ha). For a given selected space, the hybrid approach is more accurate than SHCI here, although the walker population used to achieve this result is notably somewhat higher than the size of V. As for formamide, including the PT2 correction to SCI+iQMC results in much improved energies, removing ∼ 80% of error for each ǫ value. We emphasize, however, that the walker populations used were as much as 10 times larger than the size of the selected space used, for this system. This larger walker population was chosen primarily to reduce statistical noise on the perturbative correction.
Lastly we consider 9,10-bis(phenylethynyl)anthracene (BPEA). This molecule was recently experimentally suggested as a singlet fission chromophore 69, 70 . We do not assess the singlet fission status of BPEA here, saving this task for future work, but instead use BPEA as a further test system. We consider the full π-valence space, (30e, 30o). A CASSCF orbital optimization was performed including active-active rotations (using aHCISCF with ǫ = 5 × 10 −5 Ha). The results in Fig. (6) then demonstrate convergence to the exact CASCI solution with the resulting orbitals. The benchmark energy is from DMRG with M = 3000, and is consistent with extrapolated SHCI results. SCI+iQMC variational energies are seen to be more accurate than SCI+PT2 for a common selected space, here removing about 50% of error. Similarly to results for hexacene (26e, 26o), the PT2 correction is less successful than for weakly-correlated ex- amples, but nonetheless a notable improvement. Furthermore, these perturbatively-corrected results can be used to successfully extrapolate to the exact limit, in an identical manner to the extrapolation of SCI+PT2 against variational SCI energies. For this system the walker populations used (per replica) were essentially identical to the corresponding selected space sizes, while the total number of occupied determinants (across both replicas) was larger by a factor of ∼ 3 times.
We now consider the relative computational costs in SCI+PT2 and SCI+iQMC+PT2 approaches. We specifically consider the SHCI approach to SCI+PT2 here. The lower subplots of Figs. (4) , (5) and (6) can be used to assess the fundamental memory costs of each approach. In particular, SCI at least requires a small number of arrays the size of V, whereas FCIQMC requires at least a small number of arrays the size of N occ . These results suggest that, for a given amount of memory, the hybrid approach can be used to obtain more accurate results, particularly for weakly correlated systems. It should be emphasized, however, that both methods typically store several other large arrays in order to improve their efficiency. In particular, SHCI typically stores the sparse Hamiltonian in V, and uses the Davidson method, which requires holding several additional vectors. The PT2 correction can also be made substantially more efficient by using large memory arrays, first by performing a larger calculation in the deterministic PT2 step, and second by using larger batches in the stochastic PT2 step. Similarly, FCIQMC also typically stores other large arrays, including the sparse Hamiltonian for the semi-stochastic approach. Also, we recently showed that the statistical error on ∆E 2 can be reduced more quickly 40 by performing N spawn > 1 spawns per walker. This requires setting the spawning array appropriately larger compared to the main walker array. For the above calculations for BPEA, formamide and butadiene, N spawn was set to between 10 and 500. Specifically, N spawn = 10 was used for BPEA, N spawn = 100 for formamide, and N spawn was varied between 20 (for ǫ = 4 × 10 −5 Ha) and 500 (for ǫ = 6 × 10
−4
Ha) for butadiene results. Therefore, the spawning arrays formed the main memory requirements in the above simulations. This approach speeds up the calculation of the PT2 correction by a factor of ∼ N spawn , as argued in Ref. (40) , so that this not essential but certainly helpful. Timings are challenging to compare because they are highly implementation-dependent, and also highlydependent on the simulation parameters used, including the amount of memory assigned for this task. However, SHCI is faster for a common selected space between the two approaches, usually by an order of magnitude or more on identical hardware. As such, the hybrid SCI+iQMC+PT2 approach presented here can be seen as a complimentary alternative to SCI+PT2 methods. The ability to exactly sample reduced density matrices 28, 29 for the FOIS wave function can perhaps be seen as a particular benefit, which should make accurate estimation of properties more reliable. The hybrid approach also reduces the need for extrapolations. Moreover, FCIQMCbased approaches avoid the need to store an entire vector in V on each computing node, which ultimately limits the size of the selected space that can be used in SCI methods.
IV. CONCLUSION
We have presented an approach to combining SCI and i-FCIQMC methods. By choosing the initiator space in i-FCIQMC to equal the selected space from a prior SCI calculation, the space sampled can be made substantially larger than in the current i-FCIQMC approach for a given walker population, thus improving the accuracy over the current method. This comes at the cost of reintroducing population plateaus into the method, although this perhaps suggests more efficient use of the sparse sampling in FCIQMC. Compared to i-FCIQMC, this approach gives systematically lower energies for a given walker population. It has also been shown that using orbitals optimized by aHCISCF greatly benefits this approach, both by improving accuracy and also by reducing the severity of the sign problem. We also find these orbitals to reduce the statistical error on ∆E 2 . Interestingly, using the semistochastic adaptation can reduce the severity of the sign problem further.
It has also been shown that the walker population needed to accurately sample the FOIS beyond V is, for all systems studied, only a small factor of the size of V itself, even when the FOIS is larger by several orders of magnitude. RDMs can then be constructed in this space, as already performed in FCIQMC 28, 29 , which will be important for accurately calculating properties in future studies. The resulting variational energies from SCI+iQMC wave functions are comparable, and sometimes lower than SCI+PT2 energies using the same selected space. Further including the PT2 correction to SCI+iQMC can improve energies substantially, particularly for weakly correlated systems.
A current limiting factor to this approach is that the statistical error on the PT2 correction to SCI+iQMC is often large, particularly due to the use of the replica trick. Currently, this requires large spawning arrays to improve the situation, and often extended running time. We are investigating alternative approaches to similar corrections that avoid using the replica trick, which we hope will improve this situation significantly. We also expect that the speed of FCIQMC can be significantly improved with excitation generators optimized for the preconditioned algorithm. With these developments, there is a hope of providing benchmark accuracy for a new range of systems in the near future.
