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Abstract
We will consider modules over principal ideal domains that are neither fields nor complete discrete valu-
ation rings and show their wild behavior in two instances, which we explain for simplicity in the category of
abelian groups. In the first case we consider constructions of large E-rings: This question was answered in
1987 by Dugas, Mader, Vinsonhaler [M. Dugas, A. Mader, C. Vinsonhaler, Large E-rings exist, J. Algebra
108 (1) (1987) 88–101]. Recall that a ring A is an E-ring if the canonical map EndZA → A (ϕ → ϕ(1))
is an isomorphism. The second question was raised in 1997 by Emmanuel Dror Farjoun and answered
recently in [R. Göbel, S. Shelah, Uniquely transitive torsion-free abelian groups, in: Rings, Modules, Alge-
bras, and Abelian Groups, in: Pure Appl. Math., vol. 236, Marcel Dekker, 2004, pp. 271–290]. There is a
(non-trivial) torsion-free abelian group G (other than Z and with pure elements) such that its automorphism
group AutG acts sharply transitive on the pure elements of G. These abelian groups G are called UT-groups
(or UT-modules for more general rings). Recall that pure elements of a torsion-free abelian group are those
divisible only by ±1 and note that automorphisms leave the family pG of pure elements of G invariant. The
two apparently distinct questions, can be unified and strengthened. The link between them is the notion of a
pure-invertible ring A, which simply means that all pure elements of ZA (seen as abelian group) are units of
the commutative ring A. For technical reasons (to have non-trivial pure elements) we also require that A is
ℵ1-free as abelian group. In the first part of this paper we transform Farjoun’s problem into a ring theoretic
question on A. It turns out that A must be a pure-invertible ring and an E-ring at the same time. In the
second part of the paper we construct such rings assuming ZFC + CH (the special continuum hypothesis).
Thus the existence of UT-groups follows and as a byproduct we obtain a new class of E-rings which are at
the same time principal ideal domains.
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1. Introduction
We will construct particular R-modules with the help of suitable R-algebras, and let R be an
arbitrary principle ideal domain (for short PID) which is neither a field nor a complete discrete
valuation ring. As mentioned in the abstract, we want to consider two virtually distinct problem,
one is related to automorphism groups of R-modules and the other is about the existence of
E(R)-algebras. First we would like to discuss these two questions separately and then pass to
their uniformization. There is an intensive literature on the existence of various kinds of E(R)-
algebras; see [16, Chapter 13] for a survey and references. An R-algebra A is called E(R)-
algebra, if the canonical map δ : EndR A → A by ϕ → ϕ(1) is a ring isomorphism. The crucial
definition and the basic properties of E-rings (for R = Z) come from the seminal paper of Schultz
[27] from 1973. Some years later it became clear that E-rings are not only useful in module
theory, but also have fruitful applications in homotopy theory and in non-commutative group
theory; see [8,9,14,16,23,26]. They are useful tools in the work of Pierce (see [25]), and the
existence of arbitrarily large indecomposable E-rings was first shown in [5]. More recently also
superdecomposable E(R)-algebras were constructed in [11]. Since subrings of the rationals are
E-rings and PIDs at the same time, we would like to find out if there are arbitrarily large rings
satisfying these two condition. Thus guided by the existence of such small E-rings we want to
consider the following problem:
Find large E(R)-algebras that are at the same time principal ideal domains.
Our second task comes from a classical problem in group theory, which can be stated for
modules. A group G of maps acts transitively on a set S if for every ordered pair (x, y) of ele-
ments of S there is some g ∈ G with xg = y. If g is uniquely determined by xg = y, then G acts
sharply transitive on S. This notion is important for classifying (finite) groups, see e.g. Wielandt
[28] for subgroups of the symmetric group. Numerous questions on abelian p-groups come up,
if we view an abelian group A through its automorphism group G = AutA. The problem about
the existence transitive (fully transitive) abelian p-group as in Kaplansky [22] comes up; see [1,
2,19,24] for contributions. For the related torsion-free case we would like to mention [4,6,17,18].
These classical results are relatives of Farjoun’s problem concerning the existence of sharply
transitive abelian groups. Similar to Kaplansky’s question, where an automorphism of an abelian
p-group mapping the element x to the element y requires that the Ulm-sequences of x and y
must be the same, in the torsion-free case the necessary arithmetical restriction is much simpler.
Pure elements must be mapped to pure elements.
Thus let pRM denote the set of all pure elements an R-module M and recall that y ∈ pRM
if and only if for any x ∈ M , r ∈ R with rx = y follows r ∈ R∗ (where R∗ is the group of units
of R). Thus we say that an R-module M is transitive if AutM acts transitive on pRM . If AutM
also acts sharply transitive on pRM , then M is called sharply transitive or a UT-module (UT for
uniquely transitive). The group Z satisfies pZ = {1,−1} and AutZ = {idZ,− idZ}, thus Z is a
UT-group. Emmanuel Dror Farjoun raised the following question (in 1997):
Are there UT-groups different from Z?
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the UT-module problem becomes vacuous. In order to avoid such trivial answers we require that
pRM = ∅ for any R-module M . In fact we will also assume that M is an ℵ1-free R-module, i.e.
every submodule of countable rank is free; thus |pRM| = |M| if |R| < |M|. Note that in this case
(more generally for modules of type 0) every element in M is a multiple of some pure element, so
the cardinal equation is obvious. Also |pRM| = |AutM| is immediate from the sharp transitivity
of M .
We also note that the transitive, torsion-free groups constructed by Dugas, Shelah [6] under
V = L are not sharply transitive. First examples for UT-groups are given in Göbel, Shelah [15].
Using iterated pushouts and Strong Black Box-arguments the existence of UT-groups M of size
|M| = κ = μ+ (the successor cardinal of μ) with μ = μℵ0 was established. These examples
M are also ℵ1-free. Their endomorphism rings are isomorphic to integral group rings ZF over
non-commutative free groups F of rank κ .
Our new construction uses ZFC + CH and is based on methods from ring theory. We will
apply iterated localizations of R-algebras A that do not destroy ℵ1-freeness of the R-modules
RA; see also [20]. The proofs presented here are more transparent and can be considered for
various other aspects. In a forthcoming publication [12] we will use the basic facts of this paper
and remove the special continuum hypothesis CH and (Φ(κ)) from Theorem 2.4, respectively.
However for this we must pay a little: The final arguments will depend on the General Black
Box. They are at the same time E(R)-algebras and PIDs having as modules R-modules the
desired UT-modules structure; see Theorem 2.4.
The key which opens the uniformization of the two problems is the following
Definition 1.1. Let R be a PID. We call a commutative R-algebra A pure-invertible if RA is
ℵ1-free and pRA = A∗. In particular the pure elements of the R-module RA have inverses in the
R-algebra A.
Thus, assuming the special continuum hypothesis, it is our aim to construct pure-invertible R-
algebras (hence PIDs; see Lemma 2.8) that are E(R)-algebras; see Theorem 2.4. These algebras
answer the two question raised above.
Our notations are standard, see [7,10,16,21], homomorphisms are applied on the right.
2. Basic tools
For convenience of the reader we state the Weak Diamond Principle and an implication we
use later on. Let P(S) be the collection of all subsets of a set S. A continuous ascending chain
A =⋃α<κ Aα is a κ-filtration if |Aα| < κ for all α < κ .
Definition 2.1 (The Weak Diamond Principle Φκ(E)). Let E be a stationary subset of a regular
uncountable cardinal κ . We will say that the weak diamond principle Φκ(E) holds if for any
family of partition functions
Pα :P(α) → {0,1} (α ∈ E)
there is a weak diamond function ρ :E → {0,1} such that for all X ⊆ κ the set {α ∈ E |
Pα(X ∩ α) = ρ(α)} is stationary in κ .
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weak diamond principle Φℵ1(ℵ1) is equivalent to the weak continuum hypothesis 2ℵ0 < 2ℵ1 . In
particular Φℵ1(ℵ1) follows from CH. We will use the following trivial consequence of Φκ(E),
see e.g. [7, Lemma VI.1.7, p. 148].
Theorem 2.2. Assume Φκ(E). Let S be a set of cardinality κ , S =⋃α<κ Sα a κ-filtration of S
and Pα :P(Sα) → {0,1} be a partition function for each α ∈ E. Then there is a weak diamond
function ρ :E → {0,1} such that the set {α ∈ E | Pα(X ∩ Sα) = ρ(α)} is stationary in κ for
all X ⊆ S.
UT-modules over PIDs
Let p be a fixed prime of the PID R such that R̂p = R, where R̂p denotes the p-adic com-
pletion of R. If R = R̂p , then R is a complete discrete valuation domain, so we will assume that
R is a PID but neither a field nor a complete discrete valuation domain. Notions as torsion-free,
pure, etc., will refer to R.
Let M be a torsion-free left R-module and pM = pRM be the set of all pure elements in M .
The module M is called R-homogeneous if for every element m ∈ M there are r ∈ R and
m′ ∈ pM with m = rm′. Furthermore M is κ-free (for some cardinal κ > |R|) if every sub-
module U ⊆ M of rank less than κ is free. Note also that all κ-free modules are homogeneous.
The module M is a UT-module if for any ordered pair (x, y) of pure element in M there is exactly
one automorphism ϕ ∈ AutM mapping x onto y. Thus AutM acts sharply transitive on pM .
First observe that R itself is always a UT-module. This is also the only free UT-module.
Proposition 2.3. Any homogeneous UT-module over a PID R with characteristic χ(R) = 2 is
indecomposable.
Proof. Let M be a homogeneous UT-module. Clearly, if ϕ ∈ AutM has a fixed point x ∈ pRM
(xϕ = x), then ϕ = id. Suppose that M = M1 ⊕ M2 with M1 = 0 and M2 = 0. We can consider
the map ϕ which acts as identity on M1 and as multiplication by −1 on M2. This map has a fixed
point x ∈ pRM1 because pRM1 = ∅. From χ(R) = 2 follow ϕ = id, a contradiction. 
An R-algebra A is called an E(R)-algebra if the map δ : EndR A → A by ϕ → ϕ(1) is a
ring isomorphism. Observe that every E(R)-algebra is commutative [27]. For any R-algebra A
and any faithful right A-module M we will identify a ∈ A with the induced R-endomorphism
m → ma on M , which for E(R)-algebras is the map δ−1. We now can state the main theorem of
this paper:
Main Theorem 2.4 (Φ(κ)). Let R be a PID with R̂ (= R̂p for some prime p ∈ R) of transcen-
dence degree  2 over R and let ℵ0  |R| < κ be a successor cardinal. Then there exists a
principal ideal domain A, which is also an E(R)-algebra, such that RA is an ℵ1-free UT-module
of cardinality κ .
Here Φ(κ) means that Φκ(E) holds for some stationary subset E ⊆ κo = {α < κ | cf(α) = ω}.
Two elements π,π ′ ∈ R̂ are algebraically independent over A, if 0 is the only polynomial
f (x, x′) ∈ A[x, x′] such that f (π,π ′) = 0 (viewed in R̂). If such π,π ′ ∈ R̂ exist, R̂ is of tran-
scendence degree  2 over A. If R is a principal ideal domain of cardinality |R| < 2ℵ0 that is
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Theorem 1.1.20].
By CH we have the cardinal condition 2ℵ0 = ℵ1, thus 2ℵ0 < 2ℵ1 and Φℵ1(ℵ1) hold. Thus,
assuming ZFC + CH, for every countable PID R which is not a field there exists a principal ideal
domain A, which is an E(R)-algebra, such that RA is an ℵ1-free UT-module of cardinality ℵ1.
Remark 2.5. The existence of transcendental elements in Theorem 2.4 implies that R is neither
a field nor a complete discrete valuation domain. Furthermore, ℵ0  |R| because R is not a field.
The following well-known result explains that the conditions on R are also necessary for
Theorem 2.4.
Theorem 2.6. (See [22, Corollary 1, p. 53].) If R is a complete discrete valuation domain, then
any non-trivial reduced, torsion-free R-module has a non-trivial cyclic summand.
The next lemma is immediate from Theorem 2.6 and Proposition 2.3.
Lemma 2.7. If M = 0 is a homogeneous UT-module over a complete discrete valuation do-
main R, then M ∼= R.
Pure-invertible algebras and localizations
Let π,π ′ ∈ R̂ be algebraically independent over R. We will work with the class K = KR of
all pure-invertible R-algebras A with π,π ′ algebraically independent over A. If we replace R by
some PID A ∈ K with also these π,π ′ algebraically independent over A, then K becomes KA.
Observe that R is a pure-invertible R-algebra and thus R ∈ K.
We first collect some useful algebraic properties of pure-invertible rings and of members in K.
The definition of a pure-invertible R-algebra is of finite character. Thus it is immediate that K is
closed under taking unions of pure ascending continuous chains. Moreover we have the following
Lemma 2.8. Let A be a pure-invertible R-algebra. Then A is a PID having the same ideal
structure as R. Also X ⊆∗A Y if and only if X ⊆∗R Y for arbitrary A-modules X and Y .
Proof. The cyclic R-module 1R ⊆ A is isomorphic to R, because RA is ℵ1-free; let R = 1R ⊆ A
be as subring. Next we use that RA is a homogeneous R-module.
If a, a′ ∈ A, there are e, e′ ∈ pRA = A∗ with a = re and a′ = r ′e′ for suitable r, r ′ ∈ R. If also
aa′ = 0, then rr ′ = 0, hence either a = 0 or a′ = 0 and A is a domain. From a = re also follows
aA = reA = rA. Now let J = 〈aiA | i ∈ I 〉 be any ideal of A. By the above there are suitable
elements ri ∈ R with J = 〈riA | i ∈ I 〉. Let r = gcd{ri | i ∈ I } be the greatest common divisor
in R. Hence
rR = 〈riR | i ∈ I 〉. (2.1)
If x ∈ J , then there are ti ∈ A with x =∑i∈I ri ti = r ·∑i∈I rir ti ∈ rA. Thus J ⊆ rA. Con-
versely, if ra ∈ rA, then by (2.1) follows r =∑i∈I ri ti ∈ 〈riR | i ∈ I 〉 for some ti ∈ R ⊆ A. Thus
ra ∈ J and also rA ⊆ J . We have shown that J = rA. In particular all ideals of A are of the form
rA for some r ∈ R. The first claim of the lemma follows.
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versely, let X ⊆∗R Y and consider ay = x for a = re with a ∈ A, r ∈ R, e ∈ A∗, x ∈ X and
y ∈ Y . From ay = rey = x follows ry = e−1x ∈ X and by R-purity follows rx′ = e−1x for
some x′ ∈ X. Thus ax′ = rex′ = x and X ⊆∗A Y follows. 
Lemma 2.9. If C ∈ KB and B ∈ KA, then also C ∈ KA.
Proof. If C ∈ KB and B ∈ KA, then pAC = pBC = C∗ by Lemma 2.8. Let {ci | i < n} be a finite
subset of C. Then
〈Aci | i < n〉∗A ⊆ 〈Bci | i < n〉∗B ⊆ C,
where 〈Bci | i < n〉∗B is B-free and an ℵ1-free A-module. In particular 〈Aci | i < n〉∗A is A-free
and C is an ℵ1-free A-module by Pontryagin’s theorem. The elements π,π ′ ∈ R̂ are algebraically
independent over C by C ∈ KB . Thus C ∈ KA. 
It will be basic that K is closed under particular localizations. Let T ⊆ A \ {0} be a multi-
plicatively closed subset of the R-algebra A. Note that elements in T are regular since A is a
PID.
Definition 2.10. If T is multiplicatively closed in A, then (as usual) AT = T −1A = { at | a ∈ A,
t ∈ T } denotes the localization of A at T.
Thus AT ⊆ Q(A) is a subring of the quotient field Q(A). We will need many pure-invertible
R-algebras for constructing UT-modules and hence provide the next lemma.
Lemma 2.11. If A is a PID, μ an ordinal and A[xα | α < μ] the polynomial ring over A in
commuting variables xα , then
T = pAA[xα | α < μ] = pA
(
A[xα | α < μ]
)
is multiplicatively closed in A[xα | α < μ] and A[xα | α < μ]T is an ℵ1-free A-module.
Proof. A polynomial ring is as A-module a direct sum A[xα | α < μ] =⊕m∈Mμ Am, where
Mμ = 〈xα | α < μ〉 is the monoid of all monomials generated by the commuting variables xα .
Let xα < xβ if α < β . This ordering on the generators extends naturally to the lexicographic
ordering on Mμ, which is compatible with multiplication.
Let f =∑mi=0 aimi , g =∑nj=0 bjm′j be elements from A[xα | α < μ] and suppose q | fg for
some prime q ∈ A. Then q also divides either f or g. To see this, for contradiction we can assume
without loss of generality that q  ai, bj for all coefficients of f and g, respectively. Moreover let
the summands of the polynomials f,g be ordered naturally, i.e. let mk < ml , m′k < m′l for k < l.
From the m0m′0-component of the product fg we get
q | fg ⇒ q | a0b0 ⇒ q | a0 or q | b0
contradicting the choice of f and g. It follows immediately that pAA[xα | α < μ] is a multiplica-
tively closed subset of the polynomial ring A[xα | α < μ] and the localization A[xα | α < μ]T is
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A[xα | α < μ]T is an ℵ1-free A-module. (2.2)
Choose any elements fi
gi
∈ A[xα | α ∈ μ]T for i < n and n < ω. By Pontryagin’s theorem it is
enough to show that 〈fi
gi
| i < n〉∗ ⊆ A[xα | α < μ]T is A-free.
From gi ∈ T (i < n) follows h =∏i<n gi ∈ T because T = pAA[xα | α < μ] is multiplica-
tively closed, and the map
Φ :A[xα | α < μ]T → A[xα | α < μ]T ,
(
f
g
→ f h
g
)
is an A-module automorphism. Therefore it is sufficient to show that(〈
fi
gi
∣∣∣ i < n〉
∗
)
Φ ∼=
〈(
fi
gi
)
Φ
∣∣∣ i < n〉
∗
⊆ A[xα | α < μ] ⊆∗ A[xα | α < μ]T
is A-free. To see A[xα | α < μ] ⊆∗ A[xα | α < μ]T , assume that q ∈ R is a prime, f,g ∈ A[xα |
α ∈ μ] and h ∈ T with f = q · g
h
. Then qg = f h and q | f , and g
h
= f
q
∈ A[xα | α < μ] is
immediate, because A[xα | α < μ] is a free A-module. 
We can also show that A[xα | α < μ]T is pure-invertible and this can be generalized to the
following theorem.
Theorem 2.12. Let λ be an ordinal cofinal to ω and A =⋃α<λ Aα ∈ K an R-pure ascending
chain of rings from K. Moreover, let V =⋃k<ω A[yβk | β  μ] be an ascending chain of com-
mutative rings ordered by the ordinal μ. If I is a finite subset of μ+ 1 = {β | β  μ} and
V (I) =
⋃
k<ω
A[yβk | β ∈ I ],
then there are ascending chains of ordinals
⋃
k<ω
K(β, k) = ω(β ∈ I ),
⋃
k<ω
ν′(k) = λ and N <ω
with V (I) =
⋃
k<ω,k>N
Aν′(k)[yβK(β,k) | β ∈ I ] ⊆∗ V
an R-pure ascending chain of rings with Aν′(k)[yβK(β,k) | β ∈ I ] ∼= Aν′(k)[xβ | β ∈ I ]. Moreover,
VT is pure-invertible and an ℵ1-free R-module for T = pRV and the fixed elements π,π ′ ⊆ R̂ are
algebraically independent over V iff they are algebraically independent over VT , and VT ∈ K.
Proof. V is a union of an ascending chain of commutative rings (hence V is a commutative
ring).
Claim 1. RV is an ℵ1-free R-module.
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k(i) < ω and finite subsets I (i) of μ + 1. If I =⋃i<n I (i), then si ∈ V (I) (i < n). For large
k > N we have 〈Rsi | i < n〉∗ ⊆ Aν′(k)[yβK(β,k) | β ∈ I ] ⊆∗ V , where
Aν′(k)[yβK(β,k) | β ∈ I ] ∼= Aν′(k)[xβ | β ∈ I ]
is ℵ1-free. Hence 〈Rsi | i < n〉∗ is R-free and V is ℵ1-free by Pontryagin’s theorem.
Claim 2. T is multiplicatively closed.
Let t1, t2 ∈ T with t1t2 /∈ T . Then t1, t2 are pure in V while t1t2 is not. As above there are
k < ω, I ⊆ μ+ 1 finite, such that t1, t2 are pure in Aν′(k)[yβK(β,k) | β ∈ I ] while t1t2 is not. This
contradicts
Aν′(k)[yβK(β,k) | β ∈ I ] ∼= Aν′(k)[xβ | β ∈ I ]
and Lemma 2.11, where we use
pRAν′(k)[xβ | β ∈ I ] = pAν′(k)Aν′(k)[xβ | β ∈ I ] (see Lemma 2.8).
Hence the localization VT ∈ K is well-defined.
Claim 3. {π,π ′} is algebraically independent over VT .
Let 0 = f (x, x′) ∈ VT (x, x′) with f (π,π ′) = 0. Multiplying f with the common denomi-
nator of its coefficients gives some polynomial 0 = F(x, x′) ∈ V (x, x′) with F(π,π ′) = 0. But
{π,π ′} is algebraically independent over V , a contradiction.
Claim 4. pRVT = { vu | v ∈ pRV = T , u ∈ T } = (VT )∗ and V ⊆∗ VT .
The inclusion “⊆” of the first equation is obvious. In order to show “⊇” let q ∈ R be a prime,
s′ ∈ V and s, t, t ′ ∈ T with q · s′
t ′ = st . Again there are k ∈ ω, I ⊆ μ+ 1 finite, such that
s, s′, t, t ′ ∈ Aν′(k)[yβK(β,k) | β ∈ I ] ∼= Aν′(k)[xβ | β ∈ I ].
Thus qs′t = st ′ and q | s follows, contradicting s ∈ T . The second equation is obvious, while the
second part of the last claim follows similarly.
Claim 5. VT is an ℵ1-free R-module.
Let n < ω and choose any elements si
ti
∈ VT (i < n). By Pontryagin’s theorem it is sufficient,
to show that 〈 si
ti
| i < n〉∗ ⊆ VT is R-free. By Claim 2 also t = ∏i<n ti ∈ T because ti ∈ T
(i < n), and thus Φ :VT → VT , s′t ′ → s
′t
t ′ is an R-module automorphism. Therefore it is sufficient
to show that (〈 si
ti
| i < n〉∗)Φ ∼= 〈( siti )Φ | i < n〉∗ ⊆ V ⊆∗ VT is R-free. But this follows from
Claim 1. 
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ℵ1-free R-module, A[x]T ∈ KA, A[x] ⊆ A[x]T as rings and A ⊕⊕k<ω Axk+1 ⊆∗ A[x]T as
R-modules.
Proof. A[x]T ∈ K is a special case of Theorem 2.12 (choose λ = ω, Aα = A, μ = 1, yβk = x,
K(β, k) = k and ν′(k) = k). Obviously {π,π ′} is algebraically independent over A[x], A[x] ⊆
A[x]T and A[x] = A ⊕⊕k<ω Axk+1 ⊆ A[x]T . If f,g ∈ A[x], h ∈ T and q ∈ R is a prime with
f = q · g
h
, then qg = f h and q | f . Thus g
h
= f
q
∈ A[x] and A[x] ⊆∗ A[x]T follows. From
A ⊆∗ A[x] ⊆∗ A[x]T follows that A[x]T /A is an ℵ1-free A-module and thus an ℵ1-free R-
module, while A ∈ KA implies A[x]T ∈ KA by Corollary 2.13, where T = pRA[x] = pAA[x]
from Lemma 2.8. 
The crucial application of Theorem 2.12 is Step Lemma 3.7.
3. The Step Lemma
Let λ be an ordinal cofinal to ω and (Aα)α∈λ be an R-pure ascending chain in K with Aβ/Aα
ℵ1-free as R-module, Aβ ∈ KAα for all α  β ∈ λ and successor ordinals α < λ. The class K is
closed under unions of pure ascending chains as noted in Section 2, thus Aλ =⋃α<λ Aα ∈ K. It is
easy to see that Aλ is a p-pure submodule of Âλ, say Aλ ⊆∗p Âλ. Suppose there is a transcenden-
tal element eα ∈ Aα+1 over Aα , i.e. Aα[eα] ⊆ Aα+1 as rings and Aα ⊕⊕k∈ω Aαek+1α ⊆∗ Aα+1
as R-modules for all successor ordinals α < λ. We define for all α < λ the monoid of monomials
Mα = 〈eβ | α  β < λ with β a successor ordinal〉.
By induction follows Mα = ⊕m∈Mα Aαm ⊆∗ Aλ as (external) direct sum with M̂α ⊆∏
m∈Mα Âαm. Every element of M̂α can be expressed as a sum of at most countably many
m-components (from Âαm), and we can assign to m ∈ M̂α an α-support [m]α ⊆ Mα of all
monomials m with non-trivial m-component of m. Let sup[m]α be the minimal ordinal γ with
[m]α ⊆ 〈eβ | β < γ 〉. Finally observe that M̂α ⊆∗ Âλ for all α < λ, and Aλ =⋃α<λ Mα is an
ascending chain of ℵ1-free modules. We are now ready to introduce branches for Aλ.
Definition 3.1. If rˆ =∑i<ω piri ∈ R̂ ⊆ Âλ, (ν(i))i<ω is a strictly ascending sequence of suc-
cessor ordinals with
⋃
i<ω ν(i) = λ and m ∈ Aν(0), then
y = y0 = rˆm+
∑
i<ω
pieν(i) =
∑
i<ω
pi(rim+ eν(i)) ∈ Âλ
is a branch of Âλ. For all k < ω set
yk =
∑
ki<ω
pi−k(rim+ eν(i)) =
( ∑
ki<ω
pi−kri
)
m+
∑
ki<ω
pi−keν(i) ∈ Âλ.
Remarks. Often (see e.g. [3,16]) elements y with m = 0 are called branch elements and other-
wise branch-like elements. The family yk (k < ω) is called a divisibility chain (in [3]). It is used
to describe p-purifications of submodules (see below). Moreover, we will use obvious changes of
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and p-pure submodule, respectively.
Let {yβ | β  μ} be a family of branches of Âλ for some ordinal μ. Suppose that the support
[yβ ]α ∩ [yγ ]α is finite (3.1)
for all β = γ  μ with successor ordinals νβ(0), νγ (0) α < λ.
We summarize some of our forthcoming arguments. Recall that π,π ′ is also algebraically
independent over Aλ ∈ K. We will choose rˆβ ∈ {π,π ′} for each β  μ. If V = Aλ[yβ | β 
μ] ⊆ Âλ is the R-subalgebra of Âλ generated by Aλ and the family yβ (β < μ) of algebraically
independent elements (see Lemma 3.3), then V∗ ⊆ Âλ is the p-purification of V in Âλ which can
be expressed as V∗ =⋃k∈ω Aλ[yβk | β  μ] (see Lemma 3.4), where V̂∗ = Âλ. Finally consider
the localization A = (V∗)T , where T = pR(V∗) is multiplicatively closed (see Lemma 3.7).
Statement and proof of the Recognition Lemma are similar to the proof of the corresponding
result in [3]. Thus its proof is omitted.
Recognition Lemma 3.2.
(i) If α < λ is an ordinal, then the α-support [m]α is countable for any m ∈ M̂α .
(ii) The α-support [m]α of m ∈ M̂α ∩Aλ is bounded in λ, thus sup[m]α < λ.
(iii) The α-support [y]α of a branch y ∈ M̂α is always infinite and unbounded, thus sup[y]α = λ.
Furthermore [y]α = {eν(i) | i < ω, α  ν(i)} for all ν(0) α < μ.
(iv) Let {yk | k < n} be a finite set of branches as in (3.1) and M′ = 〈yk | k < n〉 the cor-
responding monoid of monomials. Then (by (3.1)) distinct branches yi and yj have only
finitely many generators eα in common.
(v) We may adjoin the generators in (iv) to Aα such that [yi]α ∩ [yj ]α = {1} for i = j < n and
large successor ordinals α < λ.
(vi) [m]α ∩[m′]α = {1} for all m = m′ ∈ M′ and [m]α is infinite and unbounded for all 1 = m ∈
M′, where α < λ as in (v).
(vii) For every β < λ, every polynomial f ∈ Âβ [yk | k < n] and every α < λ large enough, the
support [f ]α decomposes into the union of the α-supports of the non-constant monomials
from f . Thus Âβ [yk | k < n] is freely generated by the branches yk .
In the next lemma we make use of the polynomial representation of elements in V = Aλ[yβ |
β  μ]. Let M = 〈xβ | β  μ〉 be the monoid freely generated by the xβs and M′ = 〈yβ | β  μ〉
be freely generated by the yβs (see the Recognition Lemma 3.2). Equip M and M′ each with a
lexicographic ordering defined as in Lemma 2.11, respectively.
Lemma 3.3. Aλ[yβ | β  μ] ∼= Aλ[xβ | β  μ] is a ring isomorphism, where the xβs are free
generators, and the set {π,π ′, yβ | β  μ} is algebraically independent over Aλ. The set μ + 1
can be replaced by any ( finite) subset I ⊆ μ+ 1 = {β | β  μ}.
Proof. The proof of this lemma will follow from two claims.
Claim 1. The set {π,π ′, yβ | β  μ} is algebraically independent over Aλ.
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f (π,π ′, yβ | β  μ) = 0. Write f (x, x′, xβ | β  μ) =∑ni=0 fi(x, x′)mi with distinct mono-
mials mi ∈ M and fi(x, x′) = 0 for all 0  i  n. Thus ∑ni=0 fi(π,π ′)m′i = 0 holds, where
m′i ∈ M′ is the monomial induced by mi . Looking now at the α-support [
∑n
i=0 fi(π,π ′)m′i]α
for large successor ordinals α < λ the Recognition Lemma 3.2(vii) implies fi(π,π ′) = 0 for all
0 i  n. We use that {π,π ′} is algebraically independent over Aλ, and it follows fi(x, x′) = 0,
contradicting the assumption fi(x, x′) = 0. Therefore {π,π ′, yβ | β  μ} is algebraically inde-
pendent over Aλ.
Claim 2. Aλ[yβ | β  μ] ∼= Aλ[xβ | β  μ].
This follows directly from Claim 1. The canonical isomorphism Aλ[xβ | β  μ] Φ−→ Aλ[yβ |
β  μ] is well-defined by xβΦ = yβ . 
To ease notations, let ν′ = (ν′(k))k∈ω ⊆ λ be an ascending unbounded sequence of ordinals
and write yν′k = yK(ν′,k) for K(ν′, k) = min{i < ω | ν′(k)  ν(i)} for all k < ω, where ν is the
ascending sequence related to the branch y.
Lemma 3.4. For the p-purification V∗ holds
V∗ =
⋃
k<ω
Aλ[yβk | β  μ] =
⋃
k<ω
Aλ[yβν′k | β  μ]
as ascending chains of rings. The set μ+ 1 can be replaced by any ( finite) subset I ⊆ μ+ 1.
Proof. We only need to show that
V∗ =
⋃
k<ω
Aλ[yβν′k | β  μ].
(The equality V∗ =⋃k<ω Aλ[yβk | β  μ] follows by the same arguments.)
Note that
yβ,k = plyβ,k+l +
l−1∑
i=0
pi(rk+im+ eν(k+i)) for all branches yβ and k, l ∈ ω, (3.2)
and (K(ν′, k))k<ω obviously is an ascending unbounded sequence. From this follows easily that⋃
k<ω Aλ[yβν′k | β  μ] is an ascending chain of rings contained in V∗.
To see the reverse inclusion, choose any v ∈ V∗. Thus piv ∈ V = Aλ[yβ | β  μ] for some
i < ω, where only finitely many branches yβ (β ∈ I ) for some finite subset I of μ+ 1 contribute
to piv. For any β ∈ I choose some j (β) < ω with K(ν′, j (β)) i. Then v ∈ Aλ[yβν′k′ | β  μ]
for k′ = max{j (β) | β ∈ I }, where we use (3.2) to remove some pi -divisible polynomial in the
variables yβν′k′ from piv and Aλ ⊆∗ Âλ for the pi -divisibility of the rest. 
From Lemma 3.4 also follows that V∗ is a subring of Âλ. We let V (I) = Aλ[yβ | β ∈ I ]∗ be
p-purification for every finite subset I ⊆ μ+ 1.
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V (I) =
⋃
k<ω
Aλ[yβk | β ∈ I ] =
⋃
k<ω
Aλ[yβν′k | β ∈ I ] ⊆∗ V
for every finite I ⊆ μ+ 1.
Proof. From Lemma 3.3 follows
Claim 1. The set {π,π ′} is algebraically independent over V = Aλ[yβ | β  μ].
Next we show
Claim 2. The set {π,π ′} is algebraically independent over V∗.
Let 0 = f (x, x′) ∈ V∗(x, x′) with f (π,π ′) = 0. Multiplying f with a suitable pn (n < ω)
gives some 0 = F(x, x′) ∈ V (x, x′) with F(π,π ′) = 0, contradicting Claim 1.
From Lemma 3.4 follows that
Claim 3. V (I) = ⋃k<ω Aλ[yβk | β ∈ I ] = ⋃k<ω Aλ[yβν′k | β ∈ I ] are unions of ascending
chains. 
We need further details about the polynomial representations of elements f ∈ Aν′(k)[yαν′k |
α  μ]. Thus let M′
ν′k = 〈yαν′k | α  μ〉 and equip M′ν′k with a lexicographic ordering as in
Lemma 2.11.
Lemma 3.6. For any finite I ⊆ μ+ 1 there exists an N <ω with
V (I) =
⋃
k<ω,k>N
Aν′(k)[yβν′k | β ∈ I ]
as R-pure ascending chain of rings.
Proof. First we show
Claim 1. Aλ[yβν′k | β  μ] ∼= Aλ[xβ | β  μ].
The yβν′ks are branches and
[yβ ]α ∩ [yγ ]α is finite
for all β = γ  μ and successor ordinals νβ(0), νγ (0)  α < λ. It follows that [yβν′k]α ∩
[yγ ν′k]α ⊆ [yβ ]α ∩ [yγ ]α also is also finite. Thus [yβν′k]α ∩ [yγ ν′k]α is finite for all successor
ordinals νβν′k(0), νγ ν′k(0)  α < λ, where νβν′k(0) = νβ(K(ν′, k)), νγ ν′k(0) = νγ (K(ν′, k)),
and the family {yβν′k | β  μ} again has property (3.1).
Now Lemma 3.3 applies. We get Aλ[yβν′k | β  μ] ∼= Aλ[xβ | β  μ]. Thus we can compare
coefficients, and the lexicographic ordering on M′ ′ is established.ν k
R. Göbel, D. Herden / Journal of Algebra 311 (2007) 319–336 331Claim 2.
⋃
k<ω Aλ[yβν′k | β ∈ I ] =
⋃
k<ω Aν′(k)[yβν′k | β ∈ I ].
“⊇” is clear and the right-hand side of the equation is obviously an ascending chain of rings,
see Definition 3.1 and (3.2). For the reverse inclusion let v ∈ Aλ[yβν′k | β ∈ I ] and choose
k′  k such that the coefficients of the polynomial expression for v belong to Aν′(k′). Then
v ∈ Aν′(k′)[yβν′k′ | β  μ] follows.
Thus
V (I) =
⋃
k<ω
Aλ[yβν′k | β ∈ I ] =
⋃
k<ω
Aν′(k)[yβν′k | β ∈ I ].
Next we want to show
Claim 3. Aν′(k)[yβν′k | β ∈ I ] ⊆∗ Aν′(k+1)[yβν′k+1 | β ∈ I ] for all k < ω large enough.
Let q be a prime element, f = ∑mi=0 aimi ∈ Aν′(k)[yβν′k | β ∈ I ] and g = ∑nj=0 a′jm′′j ∈
Aν′(k+1)[yβν′k+1 | β ∈ I ] with ai, a′j ∈ Aλ, mi ∈ M′ν′k , m′′j ∈ M′ν′k+1 such that qg = f . We may
assume (w.l.o.g.) q  ai for all coefficients of f and let mi < mi+1 be ordered naturally for all
0  i < m. We apply (3.2) and obtain a polynomial representation of f in Aν′(k+1)[yβν′k+1 |
β ∈ I ]. Next we equate coefficients of qg = f (Claim 1). The monomial of maximal order for
f in Aν′(k+1)[yβν′k+1 | β ∈ I ] is m′m. We get m′m by replacing all yβν′k in mm by yβν′k+1. The
coefficient of the m′m-component is pkam for suitable k < ω. Thus q | pkam, and q = p. For k
large enough the supports of yβν′k (β ∈ I ) and thus the supports of the mis are disjoint. By (3.2)
we can remove again p-divisible component from f =∑mi=0 aimi in Aν′(k+1)[yβν′k+1 | β ∈ I ].
Examining the remaining sum it follows p | ai by the disjoint supports and p |∑mi=0 aimi . Thus
p = q  ai is a contradiction. 
Step Lemma 3.7. Let μ and λ be ordinals and cf(λ) = ω. Moreover let (Aα)α<λ be an R-pure
ascending chain in K with Aλ =⋃α<λ Aα ∈ K such that Aβ/Aα is an ℵ1-free R-module and
Aβ ∈ KAα for all α  β < λ and successor ordinals α < λ. Suppose that there are elements eα
with polynomial rings Aα[eα] ⊆ Aα+1 and Aα ⊕⊕k<ω Aαek+1α ⊆∗ Aα+1 as R-modules for all
successor ordinals α < λ. Let yβ = rˆβmβ +∑i<ω pieνβ(i) ∈ Âλ (β  μ) be branches such that[yβ ]α ∩ [yγ ]α is finite for all distinct β,γ  μ and successor ordinals νβ(0), νγ (0) α < λ.
If V = Aλ[yβ | β  μ] ⊆ Âλ and A = (V∗)T , where T = pR(V∗), then the following holds.
(a) A ∈ K and A ∈ KAα for all successor ordinals α < λ.
(b) A/Aα is an ℵ1-free R-module for all successor ordinals α < λ.
(c) A ⊆∗ Âλ is p-pure and A/Aλ = 0 is p-divisible (in particular A/Aλ is not ℵ1-free).
(d) If η :U → Aλ is a homomorphism with P ⊆ U ⊆ Aλ, P = ⊕i<ω Reνμ(i), a, b ∈ U ∩
pAνμ(0) ⊆ U ∩ pAλ and (η = s) Ra ⊕ Rb for all s ∈ Aλ (where we identify η with its
unique extension ηˆ A ∩ Û ). Then we can choose yμ ∈ Âλ with yμη /∈ A (hence η does not
extend to an endomorphism of A).
Proof. (a) Then A ∈ K follows from Theorem 2.12, using also Lemmas 3.4, 3.5 and 3.6. By
the assumptions follows that (Aβ)αβ<λ is an Aα-pure ascending chain in KAα for all successor
ordinals α < λ. Thus we may replace the PID R by Aα , and A ∈ KAα holds.
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is an ℵ1-free Aα-module and in particular an ℵ1-free R-module.
(c) Since Aλ is a p-reduced PID, we have Âλ = (Âλ)∗ ∪˙ pÂλ. Thus Q(Âλ) = Âλ[ 1p ] for the
quotient field of Âλ. From V∗ ⊆∗ Âλ follows T = pR(V∗) ⊆ (Âλ)∗ and Aλ = (V∗)T ⊆ Âλ, and
clearly A = Aλ, thus 0 = A/Aλ ⊆ Âλ/Aλ is p-divisible. Let s ∈ V∗, s′ ∈ Âλ and t ∈ T with
ps′ = s
t
. From ps′t = s follows s′t ∈ V∗ and s′ ∈ A, thus A ⊆∗ Âλ.
(d) Now an old trick (when realizing rings as endomorphism rings, see [3]) applies again. We
first try
yμ = y = −πa +
∑
i<ω
pieνμ(i),
and get the ring A0 = (V∗)T . (This does not affect (3.1).)
If we are lucky, then yη /∈ A0 and the proof is finished. Otherwise assume that yη ∈ A0 =
(V∗)T , hence yη = f (y)g(y) for some polynomials f,0 = g ∈ Aλ[yβ, y | β < μ]. We now try a new
branch for yμ. Let y′ = π ′b +∑i<ω pieνμ(i) and set A1 = (V ′∗)T ′ . We claim (that we are lucky
in this case)
y′η /∈ A1.
Suppose for contradiction that also y′η ∈ A1, thus y′η = f ′(y′)
g′(y′) for some f
′,0 = g′ ∈ Aλ[yβ, y′ |
β < μ]. We take the difference of the two equations above.
From y′ = πa + π ′b + y follows
(πa + π ′b)η = y′η − yη = f
′(y′)
g′(y′)
− f (y)
g(y)
= C(y, y
′)
B(y, y′)
,
thus
(πa + π ′b)η ·B(y,πa + π ′b + y) = C(y,πa + π ′b + y)
and
(π · aη + π ′ · bη) B(y,πa + π ′b + y) = C(y,πa + π ′b + y) (3.3)
where 0 = B,C ∈ Aλ[yβ, y, y′ | β < μ] and aη, bη ∈ Aλ. Now Lemma 3.3 applies again and
we equate coefficients of (3.3). Choose first the exponent n and then the exponent m as large
as possible, such that the ymy′n-component of B(y, y′) = 0 is non-trivial. Thus the πn+1ym-
component of (3.3) is
π(aη)
(
u(yβ)
)
ym(πa)n = (v(yβ))ym(πa)n+1,
hence
aη
(
u(yβ)
)= a(v(yβ)), (3.4)
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applies also to π ′b. Thus the π ′n+1ym-component of (3.3) is
π ′(bη)
(
u(yβ)
)
ym(π ′b)n = (v(yβ))ym(π ′b)n+1,
hence
(bη)
(
u(yβ)
)= b(v(yβ)) (3.5)
with polynomials u,v again as in the last display. Next comparing coefficients in (3.4) and (3.5)
we get
(aη)s = at and (bη)s = bt for suitable 0 = s, t ∈ Aλ.
Thus aη = t
s
a, bη = t
s
b and (η = t
s
) Ra ⊕Rb with t
s
= (aη)a−1 ∈ Aλ (a ∈ pAλ = A∗λ), contra-
dicting the assumptions of Step Lemma 3.7(d). 
Observation 3.8. Condition (d) of the Step Lemma 3.7 can be replaced by the following.
(d) For any a, b ∈ pAνμ(0) ⊆ pAλ there are two extensions A0 and A1 of Aλ only depending on
the bounded part of the branch yμ, namely on a and b, such that for any homomorphism
η :U → Aλ with a, b ∈ U and P ⊆ U ⊆ Aλ, P =⊕i<ω Reνμ(i), the following holds.
If η extends to both A0 and A1, then (η = s) Ra ⊕Rb for some s ∈ Aλ.
4. The main construction
Let κ be an uncountable successor cardinal, R a PID with |R| < κ and {π,π ′} ⊆ R̂p alge-
braically independed over R for some prime element p ∈ R. We choose a set A of cardinality
|A| = κ and a κ-filtration A =⋃α∈κ Aα with |A0| = |A1 \A0| = |R| and |Aα| = |Aα+1 \Aα| =|R||α| for all 0 < α < κ . Fix elements eα ∈ Aα+1 \Aα for all successor ordinals α < κ . Further-
more let E ⊆ κo = {α ∈ κ | cf(α) = ω} be a stationary set satisfying the Weak Diamond Principle
Φκ(E). We decompose E = ⋃˙γ<κEγ with Eγ stationary and Φκ(Eγ ), see [7, Theorem VI.1.10,
p. 149], and assign a set Eab = Eγ to every pair (a, b) ∈ A × A. Without loss of generality we
can assume a, b ∈ Aα for all α ∈ Eab. Furthermore, choose for every α ∈ Eab a strictly ascending
chain of successor ordinals
⋃
i<ω να(i) = α with a, b ∈ Aνα(0).
Inductively we want to define a ring structure on the sets Aα such that (Aα)α<κ becomes a
continuous chain in K. In particular Aα will be a left R-module and a right EndR Aα-module.
The union A =⋃α<κ Aα of this continuous chain will satisfy Theorem 2.4 as left R-module.
Next we define suitable weak diamond functions ρab :Eab → {0,1}.
The ring structure of Aα can be viewed as a subset of A6α , and partial maps Aα → Aα are
subsets of A2α , thus ring structure and partial endomorphisms can be viewed as subsets of Relα =
A6α ∪ A2α , where the A6α-part describes the ring Aα . For simplicity we suppress the algebraic
structure of Aα and restrict ourselves to P(Relα). We define partition functions
pabα :P(Relα) → {0,1} for all α ∈ Eab.
Let pabα (X) = 0 for X ∈ P(Relα), if the following holds.
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(ii) Aβ/Aγ is an ℵ1-free R-module and Aβ ∈ KAγ for all γ  β < α and successor ordinals
γ < α.
(iii) Aγ [eγ ] ⊆ Aγ+1 as rings and Aγ ⊕⊕k<ω Aγ ek+1γ ⊆∗ Aγ+1 as R-modules for all successor
ordinals γ < α.
(iv) Aγ ⊆∗p Âγ for all γ < α.
(v) The map η :U → Aα (U ⊆ Aα) induced by X is a partial endomorphism with a, b ∈ U ∩
pAνα(0) ⊆ U ∩ pAα .
(vi) If A0α and A1α are the fixed extensions of Aα given by A0 and A1 in Step Lemma 3.8(d) for
μ = 0, y0 = yα , y = −πa + yα and y′ = π ′b + yα , then η does not extend to A0α .
Otherwise we put pabα (X) = 1.
By the Weak Diamond Principle Φκ(Eab) there exists a global partition function ρab :Eab →
{0,1} for the κ-filtration Rel = A6 ∪A2 =⋃α<κ Relα such that for all X ∈ P(Rel) the set{
α ∈ Eab
∣∣ pabα (X ∩ Relα) = ρab(α)} is stationary in κ.
We now construct A inductively.
Let A0 = R. Suppose that the structure on Aβ (β < α) is defined.
Case 1. α = β + 1, β /∈ E.
Construct Aα from Aβ using localizations (see Corollary 2.13) and for successor ordinals β
identify eβ = x, thus
Aα = Aβ [eβ ]pAβ [eβ ].
Case 2. α = β + 1, β ∈ Eab.
• If a, b ∈ pAβ , let A0β and A1β be the fixed extensions of Aβ given by A0 and A1 in Step
Lemma 3.8(d) for μ = 0, y0 = yα =∑i<ω pieνα(i), y = −πa + yα and y′ = π ′b+ yα . Then
we define Aα = Aρ
ab(β)
β .• Otherwise use the construction described in Case 1.
Case 3. If α < κ is a limit ordinal, then let Aα =⋃β<α Aβ .
We deduce some easy facts about the constructed chain (Aα)α<κ .
Lemma 4.1. Let (Aα)α<κ be constructed as above.
(a) (Aα)α<κ is a well-defined pure continuous chain in K.
(b) If α  β < κ with α a successor ordinal, then Aβ/Aα is an ℵ1-free R-module and Aβ ∈ KAα .
(c) |A0| = |A1 \ A0| = |R| and |Aα| = |Aα+1 \ Aα| = |R||α| holds for all 0 < α < κ , i.e. the
union
⋃
α<κ Aα is a κ-filtration.
(d) Aα ⊆∗p Âα for all α < κ .
R. Göbel, D. Herden / Journal of Algebra 311 (2007) 319–336 335Proof. This is an easy transfinite induction on α < κ using Lemma 2.9, Corollary 2.13 and Step
Lemma 3.7.
Finally we state some basic properties of the R-algebra A =⋃α<κ Aα .
Theorem 4.2. If (Aα)α<κ is the chain as above and A =⋃α<κ Aα , then the following holds.
(a) A ∈ K is an ℵ1-free R-module and |A| = κ .
(b) A ∈ KAα and A/Aα is ℵ1-free for all successor ordinals α < κ .
(c) If ψ ∈ EndR A and a, b ∈ pA, then there exists an s ∈ A with (ψ = s) Ra ⊕Rb.
Proof. (a) and (b) are an immediate consequence of Lemma 4.1.
(c) For any ψ ∈ EndR A let X ∈ P(Rel) induce the ring structure of A and the endomor-
phism ψ . By Φκ(Eab) the set E′ = {α ∈ Eab | pabα (X ∩ Rellα) = ρab(α)} is stationary in κ
and C = {α < κ | Aαψ ⊆ Aα} is a cub. In particular ψ Aα ∈ EndAα holds for all α ∈ C. If
α ∈ C then let Xα ∈ P(Relα) be the set inducing the ring structure of Aα and the endomorphism
ψ Aα . Thus Xα = X ∩ Relα holds. Since E′ ∩ C is stationary and non-empty we can choose
some β ∈ E′ ∩ C, where a, b ∈ Aβ holds. In particular β ∈ Eab and Aβ+1 is constructed from
Aβ with the Step Lemma 3.8, thus Aβ+1 ⊆∗ (̂Aβ)p . We now can write any m ∈ Aβ+1 as a p-adic
limit of a sequence (mi)i<ω ⊆ Aβ , and (miψ)i<ω ⊆ Aβ (recall β ∈ C) converges to mψ by con-
tinuity. By Lemmas 4.1 and 4.2 Aβ+1 ⊆ A and A/Aβ+1 are ℵ1-free, Aβ+1 is p-adically closed
in A and mψ ∈ Aβ+1. Hence Aβ+1ψ ⊆ Aβ+1; thus ψ Aβ extends to ψ Aβ+1 ∈ End(Aβ+1).
Now suppose that no s ∈ Aβ satisfies (ψ = s) Ra⊕Rb ⊆ Aβ . Then ψ Aβ does not lift to both
A0β and A1β by Step Lemma 3.8(d). In particular ψ Aβ does not lift to A
pabβ (Xβ)
β by definition of
the partition function pabβ . Using the above follows
pabβ (Xβ) = pabβ (X ∩ Relβ) = ρab(β) and A
pabβ (Xβ)
β = Aρ
ab(β)
β = Aβ+1
for β ∈ E′ ∩C by our construction. Thus ψ Aβ does not lift to Aβ+1, a contradiction. 
We are ready to prove Theorem 2.4.
Proof. By the last theorem A ∈ K is a PID and an ℵ1-free R-module. The inclusion A ⊆ EndR A
is obvious. If ψ ∈ EndR A, then we apply Theorem 4.2(c). There is a family (sab)a,b∈pA of
elements sab ∈ A such that (ψ = sab) Ra ⊕Rb ⊆ A for all a, b ∈ pA. In particular (ψ = sab =
sab′) Ra, hence a(sab − sab′) = 0 and sab = sab′ holds for all a, b, b′ ∈ pA. Thus there is a
universal s ∈ A with sab = s for all a, b ∈ pA, and (ψ = s) ∑a∈pA Ra = A holds. This yields
ψ = s ∈ A, hence EndR A = A and AutR A = A∗. In particular A is an E(R)-algebra and we
finally show that AutR A = A∗ acts sharply transitive on A.
AutR A acts transitively on A, because the automorphism ba maps a to b for any a, b ∈
pA = A∗. On the other hand, it follows s1 = s2 from as1 = as2 for arbitrary s1, s2 ∈ AutR A
and a ∈ pA. Thus AutR A also acts sharply transitive on A and A is a UT-module. 
336 R. Göbel, D. Herden / Journal of Algebra 311 (2007) 319–336References
[1] D. Carroll, B. Goldsmith, On transitive and fully transitive abelian p-groups, Math. Proc. R. Ir. Acad. 96A (1)
(1996) 33–41.
[2] A.L.S. Corner, The independence of Kaplansky’s notions of transitivity and full transitivity, Quart. J. Math. Oxford
Ser. (2) 27 (1976) 15–20.
[3] A.L.S. Corner, R. Göbel, Prescribing endomorphism algebras—A unified treatment, Proc. London Math. Soc. 50 (3)
(1985) 447–479.
[4] M. Dugas, J. Hausen, Torsion-free E-uniserial groups of infinite rank, in: Abelian Group Theory, Proc. Perth Conf.,
1987, in: Contemp. Math., vol. 87, 1989, pp. 181–189.
[5] M. Dugas, A. Mader, C. Vinsonhaler, Large E-rings exist, J. Algebra 108 (1) (1987) 88–101.
[6] M. Dugas, S. Shelah, E-transitive groups in L, in: Abelian Group Theory, Proc. Perth Conf., 1987, in: Contemp.
Math., vol. 87, 1989, pp. 191–199.
[7] P. Eklof, A. Mekler, Almost Free Modules, Elsevier Science, Amsterdam, 2002.
[8] E. Dror Farjoun, Cellular Spaces, Null Spaces and Homotopy Localization, Lecture Notes in Math., vol. 1622,
Springer, Berlin, 1996.
[9] T. Faticoni, Each countable reduced torsion-free commutative ring is a pure subring of an E-ring, Comm. Alge-
bra 15 (12) (1987) 2545–2564.
[10] L. Fuchs, Infinite Abelian Groups, vols. 1, 2, Academic Press, New York, 1970, 1973.
[11] L. Fuchs, R. Göbel, Large superdecomposable E(R)-algebras, Fund. Math. 185 (2005) 71–82.
[12] R. Göbel, D. Herden, The existence of large E(R)-algebras that are sharply transitive modules, Comm. Algebra, in
press.
[13] R. Göbel, W. May, Independence in completions and endomorphism algebras, Forum Math. 1 (1989) 215–226.
[14] R. Göbel, S. Shelah, Constructing simple groups for localizations, Comm. Algebra 30 (2) (2002) 809–837.
[15] R. Göbel, S. Shelah, Uniquely transitive torsion-free abelian groups, in: Rings, Modules, Algebras, and Abelian
Groups, in: Pure Appl. Math., vol. 236, Marcel Dekker, 2004, pp. 271–290.
[16] R. Göbel, J. Trlifaj, Approximations and Endomorphism Algebras of Modules, de Gruyter Exp. Math., vol. 41,
Walter de Gruyter, Berlin, 2006.
[17] J. Hausen, On strongly irreducible torsion-free groups, in: Abelian Group Theory, Proc. Third Oberwolfach Conf.
on Abelian Groups, 1985, Gordon and Breach, London, 1987, pp. 351–358.
[18] J. Hausen, E-transitive torsion-free abelian groups, J. Algebra 107 (1987) 17–27.
[19] G. Hennecke, Transitivitätseigenschaften abelscher p-Gruppen, PhD thesis, University of Duisburg-Essen, Campus
Essen, 1999.
[20] D. Herden, Uniquely transitive R-modules, PhD thesis, University of Duisburg-Essen, Campus Essen, 2005.
[21] T. Jech, Set Theory, Springer, Berlin, 2000.
[22] I. Kaplansky, Infinite Abelian Groups, University of Michigan Press, 1971.
[23] A. Libman, Cardinality and nilpotency of localizations of groups and G-modules, Israel J. Math. 117 (2000) 221–
237.
[24] C. Megibben, Large subgroups and small homomorphisms, Michigan Math. J. 13 (1966) 153–160.
[25] R.S. Pierce, E-modules, in: Abelian Group Theory, Proc. Perth Conf., 1987, in: Contemp. Math., vol. 87, 1989,
pp. 221–240.
[26] J.L. Rodriguez, J. Scherer, Cellular approximation using Moore spaces, in: Cohomological Methods in Homotopy
Theory, in: Progr. Math., vol. 196, 1998, pp. 357–374.
[27] P. Schultz, The endomorphism ring of the additive group of a ring, J. Aust. Math. Soc. 15 (1973) 60–69.
[28] H. Wielandt, Unendliche Permutationsgruppen, Tübingen 1959/60, new ed., York University, Toronto, 1967.
