Introduction
The amount of detailed information available from a real-world environment os overwhelming. Yet, humans hae the ability to ignore minute detail and extract information from the environment at a level of detail that is appropriate for the purpose of the observation [Witkin83] . Machine learning systems that operate in >.,Ch a detailed structural environment must be able to abstract over unnecessary _e-Lail in the input and determine which attributes are relevant to the learning -ask.
Substructure discovery is the process of identifying concepts describing interesting and repetitive "chunks" of structure within structural descriptions of the environment. Once discovered, the substructure concept can be used to simplify the descriptions by replacing all occurrences of the substructure with a single form that represents the newly discovered concept. The discovered substructure concepts allow abstraction over detailed structure in the original descriptions and provide new, relevant attributes for subsequent learning tasks.
I
This paper describes the substructure discovery method used in the SUBDUE s stem [Holder88] . The SUBDUE system consists of a substructure discovery module, a substructure specialization module for specializing the substructures discovered by SUBDUE, and an incremental substructure background knowledge V;
module that retains previously discovered substructures for use in subsequent
Ulearning tasks. Only the discovery module of SUBDUE is presented in this paper.
Section 2 defines substructure and related terms. Section 3 discusses the substructure generation process, and Section 4 defines the heuristics used in the , substructure selection process. Section 5 outlines SUBDUE's substructure discovery algorithm, and Section 6 illustrates some examples of SUBDUE's performance. Finally, Section 7 summarizes the substructure discovery process in SUBDUE and discusses future work.
Substructure
In a graphical sense, a substructure is a collection of nodes and edges r comprising a connected subgraph of a larger graph. However, the substructures discovered by SUBDUE represent more than just a syntactic definition of a subgraph. Substructures are concepts. Substructure discovery is concerned with identifying substructures that represent interesting concepts, not just interesting gra structure. Thus, substructures, or equivalently substructure concepts, .r should be interpreted as both collections of structurally related objects and as the S."
conjunctive concepts describing them.
An appropriate language for describing substructures is an extension to the first order logic called Variable-valued Logic system 2 (VL 2 ) [Michalski80], which
• .is a subset of the Annotated Predicate Calculus (APC) [Michalski83a] . Figure 1 illustrates an input example along with the substructure discovered by SIJBDUE. Both the input exanipie and the substructure are expressed in the same substructure description language. The expression for the input example shown in An external connection of an occurrence of a substructure is a neighboring .
relation of the occurrence that has as an argument at least one object not contained in the occurrence. In other words, an external connection of an occurrence of a substructure is a relation that relates one or more objects in the occuience Lo one or more objects not in the occurrence. For the first occurrence listed above, there is only one external connection, [ON(S1.R1)=T].
Substructure Generation
An essential function of any substructure discovery system is the generation of alternative substructures. The substructure generation process constructs new substructures from the objects and relations in the input examples. SUBDUE's substructure discovery algorithm employs an approach to substructure generation called minimal expansion. An expansion approach begins with smaller substructures and expands them by appending additional structure from the input examples. Minimal expansion expands the substructures by appending the jsmallest amount of additional structure. In the context of substructures, this is equivalent to adding one neighboring relation. Thus, minimally expanding a substructure to form a new substructure involves appending one neighboring relation to the substructure. For example, according to the three neighboring relations of the occurrence,
ai
[SHAPE(S1)=SQUARE]>, the substructure in Figure 1 would be expanded to generate . the following three substructures %
< [SHA PE(OBJECT-0001 )=TRIANGLE][SHAPE(OBJECT-0002)=SQUARE] [ON(OBJECT-O00 1,OBJECT-0002 )=T][COLOR(OBJECT-0001 )=RED] > < [SHAPE(OBJECT-OO 1)=TRIANGLE][SHAPE(OBJECT-0002)=SQUAREI 0 [ON( OBJECT-0001.OBJECT-0002 )=T][COLOR(OBJECT-O002 )=GREEN] > <[SHAPE(OBJECT-OOO1)=TRIANGLE][SHAPE(OBJECT-0002)=SQUARE] ON(OBJECT-0001.OBJECT-0002)=T][ON(OBJECT-0002.OBJECT-0003)=T]>
-:-'.'SUBDUE uses an exhaustive minimal expansion technique for generating alternative substructures from a single substructure. The exhaustive version of * this technique generates new substructures by considering all possible neighboring V ~ relations of the original substructure. To avoid the combinatorical explosion of this process, SUBDUE uses the substructure selection process to select the most p-omising substructure for expansion.
* -4.
Substructure Selection After using the method from the previous section to construct a set of alternative substructures, SUBDUE's substructure discovery algorithm chooses 2VI| one ol these substructures as the best hypothetical substructure. This is the task of substructure selection. The method of selection employs a heuristic evaluation lunction to order the set of' alternative substructures based on their heuristic cuality. This section presents the four heuristics used by SUBDUE to evaluate a substructure: cognitive savings, compactness, connectivity and coverage.
The first heuristic, cognitive savings, is the underlying idea behind several utility and data compression heuristics employed in machine learning [Minton8", Whitehall87, Wolff82] .
Cognitive savings measures the amount of data compression obtained by applying the substructure to the input examples. In other words, the cognitive savings of a substructure represents the net reduction in complexity after considering both the reduction in complexity of the input examples after replacing each occurrence of the substructure by a single conceptual entity and the gain in complexity associated with the conceptual definition of the new substructure. The reduction in complexity of the input examples can be computed as the number of occurrences of the substructure multiplied by the complexity of the substructure. Thus, the cognitive savings of a substructure, S, for a set of input examples, E, is computed as
In the above computation of cognitive savings the complexity of the substructure is typically a function of the number of objects, the number of relations, and the aritv of the relations in the substructure. However, the number of occurrences of the substructure is more complicated to measure, because occurrences may overlap in the input examples. For instance, Figure 2 shows two q input examples along with the substructure found by the discovery process. Here, the circles represent objects and the lines represent relations. At first glance, the number of occurrences of the substructure in Figure 2a may appear to be four; however, the number of non-overlapping occurrences is less than four. Figure 2a illustrates the problem of object overlap, and Figure 2b illustrates the problem of relation overlap. In view of the overlap problem, computation of the number of occurrences must reflect the number of unique occurrences. In SUBDUE's substructure discovery algorithm, the compiexViz S) is defined as the size of the substructure, S, where the size is computed as the sum of the ,-umber of objects and relations in the substructure. As discussed above, the nwu7zer_of_occurrences(S.E) is more complicated to compute. because the occUrrences may overlap in the input examples. In view of the overlap problem, simply counting all objects and relations in the overlapping occurrences would incorrectly state the true cognitive savings of the substructure. Therefore, the L onplexitVreduction'S,E) is redetined to be the number of objects and relations in the occurrences of the substructure, where overlapping objects and relations are counted only once. The number of such objects is referred to as #unique-objects, and the number of such relations is referred to as #uniquerelations. Thus, the cognitive savings of a substructure, S, with occurrences, OCC, in the set of input examples, E. is computed as The second heuristic, compactness, measures the "density" of a substructure. This is not density in the physical sense, but the density based on the number of relations per number of objects in a substructure. The compactness heuristic is a generalization of Wertheimer's Factor of Closure, which states that human attention is drawn to closed structures [Wertheimer39] . Graphically, a closed * substructure has at least as many relations as objects, whereas a non-closed substructure has fewer relations than objects [Prather76]. Thus, closed substructures have a higher compactness value. Compactness is defined as the ratio of the number of relations in the substructure to the number of objects in the substructure.
Input Example

compactness(S) = #relations(S) #objects(S)
For each of the substructures in Figure 2 , #relations(S) = 4 and #objects(S) = 4; thus, compactness = 4/4 = 1.
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The third heuristic, connectivity, measures the amount of external connection in the occurrences of the substructure. The connectivity heuristic is a variant of Wertheimer's Factor of Proximity [Wertheimer39] , and is related to earlier *numerical clustering techniques [Zahn.l] . These works demonstrate the human preference for "isolated" substructures, that is, substructures that are minimally related to adjoining structure. Connectivity measures the "isolation" of a substructure by computing the average number of external connections over all the occurrenccs of the substructure in the input examples. The number of external connections is to be minimized; therefore, the connectivity value is computed as the inverse of the average to arrive at a value that increases as the number of external connections decreases.
Thus, the connectivity of a substructure, S, with occurrences, OCC, in the set of input examples, E, is computed as The final hiuristic, coverage, measures the amount of structure in the input examples described by the substructure. The coverage heuristic is motivated from S.
research in inductive learning and provides that concept descriptions describing ,.
more input examples are considered better [Michalski83b] . Coverage is defined as the number of unique objects and relations in the occurrences of the substructure * •divided by the total number of objects and relations in the input examples. Thus, the coverage of a substructure, S, with occurrences, OCC, in the set of input examples, E, is computed as
coverage(S.E) = #unique-objects(OCC) + #unique-relations(OCC) #objects(E) + #relations(E)
For both substructures in Figure 2 the occurrences of the substructure describe every object and relation in the input example; thus, coverage = 1.
Ultimately, the value of a substructure, S, for a set of input examples, E, is computed as the product of the four heuristics.
value(S.E) = cognitive savings(S.E) * compactness(S) * connectivity(S.E) * coverage (S.E) In this way the compactness, connectivity and coverage heuristics refine the cognitive savings by increasing or decreasing the total value to reflect specific qualities of the substructure. Thus, for the substructure in Figure 2a 
Substructure Discovery Algorithm
Ideally, an algorithm for discovering substructure should converge on the best •,Llbst.--ucLire in terms of the goa th the discovery task. The goal of the Lil ubstructure discovery algorithm, in general. is to identify the substructure in the input examples that maximizes the capacity for complexity reduction and maximizes the interestingness of' the substructure concept. SUBDUE measures both these characteristics with the heuristic evaluation function defined in Section 4. However, the number of possible substructures is exponential in the number of relations within the given input examples. If left unconstrained, the algorithm may eventually consider all possible substructures. SUBDUE imposes a computational limit on the algorithm to constrain the number of substructures considered. ,
The substructure discovery algorithm used by SUBDUE is a computationally constrained best-first search guided by the substructure generation and selection processes. The algorithm is given one or more input examples and a limit on the amount of computation performed. The algorithm begins by forming the set, S, of alternative substructures. Initially, the set has only one element, the substructure corresponding to a single object, with as many occurrences as there are objects in the input examples. As the algorithm progresses, the discovered substructures are kept in the set, D, which is initially empty.
The next step in the algorithm is a loop that continuously generates new substructures from the substructures in S until either the computational limit is :xceeded or the set of alternative substructures, S, is exhausted. The loop begins by selecting the best substructure in S. Here, the value computation of Section 4 is employed to choose the best substructure from the alternatives in S. Once selected, the best substructure is stored in BESTSUB and removed from S. Next. if BESTSUB does not already reside in the set D of discovered substructures, then BESTSUB is added to D. The substructure generation method ot Section 3 is then ; *.;.
used to construct a set of new substructures by minimally expanding BESTSUB.
The newly generated substructures that have not already been considered by the algorithm are added to S, and the loop repeats. When the loop terminates, D contains the set of discovered substructures.
Thus, the substructure discovery algorithm searches for the heuristically best substructure until all possible substructures have been considered or the amount of computation exceeds the given limit. Due to the large number of possible substructures, the algorithm typically exhausts the allotted computation before considering all possible substructures. Therefore, the algorithm may not find the substructure that maximizes the heuristic evaluation function. However,
experiments in a variety of domains indicate that the heuristics perform well in -.guiding the search toward more promising substructures [Holder88] .
Examples
This section presents two examples that demonstrate SUBDUE's ability to d4scover substructure and the advantages to be gained by other learning systems -rom the discovery of substructure concepts. Each example is run on a Texas -.
:1 '".,.Instruments
Explorer using a Common Lisp implementation of the SUBDUE Tv 1 em.
-6.1. Example 1 Example I illustrates a possible application of the substructure discovery algorithm to the task of discovering macro-operators in plans. The example is drawn from the "blocks world" domain. The operators for this domain are taken .rom [NilssonSO] i: pickup, putdown, stack and unstack.
For this example, suppose the initial world state is as shown in Figure 3a , and the desired -oal is in Figure 3b . The proof tree of operators to achieve the goal is -shown in Figure 3c . With this proof tree as input, SUBDUE discovers the * " substructure shown in Figure 3d after considering 19 alternative substructures. The substructure represents a macro-operator for accomplishing a subgoal to stack a block, x, on another block, z, when a block, y, is already on top of block z.
Macro-operators discovered by SUBDUE can be used in several ways. Replacing the occurrences of the macro-operator in the original proof tree by instantiations of the macro-operator can reduce the storage requirements of the schema constructed from the entire proof tree. Retaining the macro-operators , "discovered within a proof tree would provide sub-schemas in addition to the -~ schemas learned by an explanation-based learning (EBL) system [DeJong86, Mitchell86] . The sub-schemas would increase the amount of operationalized
unstack(e.f) putdown(e) putdown(f) putdown ( After 701 seconds of processing time, INDUCE produces the concept shown in Figure 4b . Next, all six examples are given to SUBDUE using the same 1 78 relations. After considering seven alternative substructures for 101 seconds of processing time, SUBDUE discovers the substructure concept of a benzene ring as shown on the left side of Figure 4c . The newly discovered substructure is then used to reduce the complexity of the original examples by replacing each occurrence of the benzene ring with a single relation, i.e., This paper describes the method used by the SUBDUE system to discover substructures in structured examples. The method involves a computationally constrained best-first search guided by four heuristics: cognitive savings, compactness, connectivity and coverage. Alternative substructures are generated .bv the minimal expansion technique that constructs new substructures by adding minimal structure to previously considered substructures. The two examples demonstrate SUBDUE's ability to find plausible substructures and the possible uses of these substructures by other learning systems.
*Earlier work in substructure discovery can be found in Winston's ARCH program [Winston'S] . Winston used several domain dependent methods to identify recurring structure in the blocks world examples. Recent work in substructure discovery includes Whitehall's PLAND system for discovering substructure in action sequences [Whitehall87]. Whitehall uses the cognitive savings heuristic along with three levels of background knowledge to discover loops and conditionals in the sequences.
.In addit'on to the substructure discovery module, SUBDUE also contains a substructure specialization module and a substructure background knowledge 
