Linear locally nilpotent derivations and the classical invariant theory,
  I: The Poincare series by Bedratyuk, Leonid
ar
X
iv
:0
91
0.
54
32
v1
  [
ma
th.
AG
]  
28
 O
ct 
20
09
LINEAR LOCALLY NILPOTENT DERIVATIONS AND THE CLASSICAL
INVARIANT THEORY, I: THE POINCARE´ SERIES
LEONID BEDRATYUK
Abstract. By using classical invariant theory approach a formulas for computation of the
Poincare´ series of the kernel of linear locally nilpotent derivations is found.
1. Introduction
Let K be a field of characteristic 0. A derivation D of the polynomial algebra K[Zn],
Xn = {z1, z2, . . . , zn} is called a linear derivation if
D(zi) =
n∑
j=1
ai,jzj , ai,j ∈ K, i = 1, . . . , n.
If the matrix AD := {ai,j}, i, j = 1, . . . , n is nilpotent one then the linear derivation is called
a Weitzenbo¨ck derivation. The Weitzenbo¨ck derivation is a locally nilpotent derivation of
K[z1, z2, . . . , zn]. Any Weitzenbo¨ck derivation D is completely determined by Jordan normal
form of the matrix AD. Denote by Dd, d := (d1, d2, . . . , ds) a Weitzenbo¨k derivation with
Jordan normal form of ADd which consists of s Jordan blocks of sizes d1+1, d2+1, . . . , ds+1.
Weitzenbo¨ck derivation which determined by unique Jordan block of size d + 1 is called the
basic Weitzenbo¨ck derivation and denoted by ∆d.
The algebra
kerDd = {f ∈ K[Zn]|Dd(f) = 0} ,
is called the kernel of the derivation Dd. It is well known that the kernel kerDd is a finitely
generated algebra, see [1]–[3]. However, it remained an open problem to find a minimal system
of homogeneous generators (or even the cardinality of such a system) of the algebra kerDd even
for small sets d.
On the other hand, the problem to describe of the kernel kerDd can be reduced to an old
problem of the classical invariant theory, namely to the problem to describe of the algebra of
joint covariants of several binary forms.
It is well known that there is a one-to-one correspondence between Ga-actions on an affine
algebraic variety V and locally nilpotent K-derivations on its algebra of polynomial functions.
Let us identify the algebraK[Zn] with the algebraO[K
n] of polynomial functions of the algebraic
variety Kn. Then, the kernel of the derivation Dd coincides with the invariant ring of the induced
via exp(tDd) action:
kerDd = K[Zn]
Ga ∼= O(Kn)Ga .
Now, let Bd1 , Bd2 , . . .Bds be the vector K-spaces of binary forms of degrees d1, d2, . . . , ds
endowed with the natural action of the group SL2. Consider the induced action of the group
SL2 on the algebra of polynomial functions O[Bd ⊕K
2] on the vector space Bd ⊕K
2, where
Bd := Bd1 ⊕Bd2 ⊕ . . .⊕Bds , dim(Bd) = d1 + d2 + . . .+ ds + s.
Let U2 be the maximal unipotent subgroup of the group SL2. The application of the Grosshans
principle, see [4], [5] gives
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O[Bd ⊕K
2]SL2 ∼= O[Bd]
U2.
Thus
O[Bd ⊕K
2] sl2 ∼= O[Bd]
u2 .
Since U2 ∼= (K,+) and Kz1 ⊕Kz2 ⊕ . . .⊕Kzn ∼= Bd it follows
kerDd ∼= O[Bd ⊕K
2] sl2 .
In the language of classical invariant theory the algebra Cd := O[Bd ⊕ K
2] sl2 is called the
algebra of joint covariants for s binary forms, the algebra Sd := O[Bd]
u1 is called the algebra
of joint semi-invariants for binary forms and the algebra Id := O[Bd]
sl2 is called the algebra
of invariants for binary forms of degrees d1, d2, . . . , ds. The algebras of joint covariants of the
binary forms were an object of research in the classical invariant theory of the 19th century.
The reductivity of SL2 implies that the algebras Id, Sd ∼= kerDd, are finitely generated
Z-graded algebras. The formal power series PId,PDd = PSd ∈ Z[[z]],
PId(z) =
∞∑
i=0
dim((Id)i)z
i,PSd(z) =
∞∑
i=0
dim((Sd)i)z
i,
are called the Poincare´ series of the algebras of joint invariants and semi-invariants. The
finitely generation of the algebras Id and Sd implies that their Poincare´ series are expansions
of certain rational functions. We consider here the problem of computing efficiently these
rational functions. It can be the first step in describing these algebras.
Let us recall that the Poincare´ series of the algebra of covariants for binary form of degree
d equals the Poincare´ series of kernel of the basic Weitzenbo¨ck derivation ∆d. For the cases
d ≤ 10, d = 12 the Poincare´ series of the algebra of invariants and covariants for the binary
d-form were calculated by Sylvester and Franklin, see [14], [15]. To do so, they used the
Sylvester-Cayley formula for the dimension of graded subspaces. In [16] the Poincare´ series for
∆5 was rediscovered. Springer [7] derived the formula for computing the Poincare´ series of the
algebras of invariants of the binary d-forms.This formula has been used by Brouwer and Cohen
[8] for the Poincare´ series calculations in the cases d ≤ 17 and also by Littelmann and Procesi
[12] for even d ≤ 36. For the case d ≤ 30 in [9] the explicit form of the Poincare series is given.
In [10], [11] we have found Sylvester-Cayley type and Springer type formulas for the basic
derivation ∆d and for the derivation Dd for d = (d1, d2). Also, for those derivations the Poincare´
series was found for d, d1, d2 ≤ 30. Relatively recently, in [13] the formula for computing the
Poincare series of the Weitzenbo¨ck derivation Dd for arbitrary d was announced.
In this paper we have given Sylvester-Cayley type formulas for calculation of dim((Id)i,
dim(kerDd)i and, Springer-type formulas for calculation of PId(z), PDd(z) = PSd(z) for
arbitrary d. Also, for the cases d = (1, 1, . . . , 1), d = (2, 2, . . . , 2) the explicit formulas for
PId(z), PDd(z) are given.
2. Sylvester-Cayley type formula for the kernel
To begin with, we give a proof of the Sylvester-Cayley type formula for the kernel of
Weitzenbo¨ck derivations Dd, d := (d1, d2, . . . , ds).
Let us consider the polynomial algebra K[Xd] generated by the set of variables
Xd :=
{
x
(1)
0 , x
(1)
1 , . . . , x
(1)
d1
, x
(2)
0 , x
(1)
2 , . . . , x
(2)
d2
, . . . x
(s)
0 , x
(s)
1 , . . . , x
(s)
ds
}
.
Define on K[Xd] the linear nilpotent derivation Dd, d := (d1, d2, . . . , ds) by
Dd(x
(k)
i ) = i x
(k)
i−1, k = 1, . . . , s.
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Also, define on K[Xd] two linear derivations D
∗
d
and Ed, by
D∗
d
(x
(k)
i ) = (dk − i) x
(k)
i+1, Ed(x
(k)
i ) = (dk − 2 i) x
(k)
i , k = 1, . . . , s.
The linear locally nilpotent derivation D∗
d
is said to be the dual derivation with respect to the
derivation Dd.
By direct calculation we get
[Dd,D
∗
d
] (x
(k)
i ) = Dd
(
D∗
d
(
x
(k)
i
))
−D∗
d
(
Dd
(
x
(k)
i
))
= (dk − 2i) x
(k)
i = Ed(x
(k)
i ).
In the same way we get [Dd, Ed] = −2Dd and [D
∗
d
, Ed] = 2D
∗
d
. Therefore, the polynomial
algebra K[Xd] considered as a vector space becomes a sl2–module. The basis elements
(
0 1
0 0
)
,(
0 0
1 0
)
,
(
1 0
0 −1
)
of the algebra sl2 act on K[Xd] as follows:(
0 1
0 0
)
.f = Dd (f) ,
(
0 0
1 0
)
.f = D∗
d
(f) ,
(
1 0
0 −1
)
.f = Ed (f) ,
for any f ∈ K[Xd].
Let u2 = K[Xd] be the maximal unipotent subalgebra of sl2. As above, let us identify the
algebras Id, Sd,
Id := K[Xd]
sl2 = {v ∈ K[Xd]|Dd(v) = D
∗
d
(v) = 0},
Sd := kerDd = K[Xd]
u2 = {v ∈ K[Xd]|Dd(v) = 0},
with the algebras of joint invariants and joint semi-invariants of the binary forms of the degrees
d1, d2, . . . , ds. For any element v ∈ Sd a natural number m is called the order of the element
v if the number r is the smallest natural number such that
(D∗
d
)r(v) 6= 0, (D∗
d
)r+1(v) = 0.
It is clear that any semi-invariant of order r is the highest weight vector for an irreducible
sl2-module of the dimension r + 1 in K[Xd].
The algebra simultaneous covariants is isomorphic to the algebra of simultaneous semi-
invariants. Therefore, it is enough to compute the Poincare´ series of the algebra Sd.
The algebras K[Xd], Id, Sd are graded algebras:
K[Xd] = (K[Xd])0 + (K[Xd])1 + · · ·+ (K[Xd])m + · · · ,
Id = (Id)0 + (Id)1 + · · ·+ (Id)m + · · · ,
Sd = (Sd)0 + (Sd)1 + · · ·+ (Sd)m + · · · .
and each (K[Xd])m is the complete reducible representation of the Lie algebra sl2.
Let Vk be the standard irreducible sl2-module, dimVk = k + 1. Then, the following primary
decomposition holds
(K[Xd])m ∼= γm(d; 0)V0 + γm(d; 1)V1 + · · ·+ γm(d;m · d
∗)Vmd∗ , (1)
here d∗ := max(d1, d2, . . . ds) and γm(d; k) is the multiplicity of the representation Vk in the
decomposition of (K[Xd])m. On the other hand, the multiplicity γm(d; k) of the representation
Vk is equal to the number of linearly independent homogeneous simultaneous semi-invariants of
the degree m and the order k. In particular, the number of linearly independent simultaneous
invariants of degree m is equal to γm(d; 0). These arguments prove
Lema 2.1.
(i) dim(Id)m = γm(d; 0),
(ii) dim(Sd)m = γm(d; 0) + γm(d; 1) + · · ·+ γm(d;md
∗).
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Let us recall some general facts about the representation theory of the Lie algebra sl2.
The set of weights of a representation W denote by ΛW , in particular, ΛVd = {−d,−d +
2, . . . , d}. A formal sum
Char(W ) =
∑
λ∈ΛW
nW (λ)q
λ,
is called the character of a representation W, here nW (λ) denotes the multiplicity of the weight
λ ∈ ΛW . Since, a multiplicity of any weight of the irreducible representation Vd is equal to 1,
we have
Char(Vd) = q
−d + q−d+2 + · · ·+ qd.
Let us consider the s sets of variables x
(1)
0 , x
(1)
1 , . . . , x
(1)
d1
, x
(2)
0 , x
(1)
2 , . . . , x
(2)
d2
, . . . , x
(s)
0 , x
(s)
1 , . . . , x
(s)
ds
.
The character Char ((K[Xd])m) of the representation (K[Xd])m, see [17], equals
Hm(q
−d1 , q−d1+2, . . . , qd1 , q−d2, q−d2+2, . . . , qd2, . . . , q−ds, q−ds+2, . . . , qds),
where Hm(x
(1)
0 , x
(1)
1 , . . . , x
(1)
d1
, . . . , x
(s)
0 , x
(s)
1 , . . . , x
(s)
ds
) is the complete symmetrical function
Hm(x
(1)
0 , x
(1)
1 , . . . , x
(1)
d1
, . . . , x
(s)
0 , x
(s)
1 , . . . , x
(s)
ds
) =
=
∑
|α(1)|+...+|α(s)|=m
(x
(1)
0 )
α
(1)
0 (x
(1)
1 )
α
(1)
1 . . . (x
(1)
d1
)α
(1)
d1 · · · (x
(s)
0 )
α
(s)
0 (x
(s)
1 )
α
(s)
1 . . . (x
(1)
ds
)α
(s)
d1 ,
where |α(k)| :=
di∑
i=0
α
(k)
i .
By replacing x
(k)
i = q
dk−2 i, we obtain the specialized expression for the character (K[Xd])m,
namely
Char((K[Xd])m) =
=
∑
|α(1)|+...+|α(s)|=n
(qd1)α
(1)
0 (qd1−2·1)α
(1)
1 . . . (q−d1)α
(1)
d1 . . . (qds)α
(s)
0 (qds−2·1)α
(s)
1 . . . (q−ds)α
(s)
ds =
=
∑
|α(1)|+...+|α(s)|=n
q
d1|α(1)|+...+ds|α(s)|+
“
α
(1)
1 +2α
(1)
2 +···+d1 α
(1)
d1
”
+...+
“
α
(s)
1 +2α
(s)
2 +···+ds α
(s)
ds
”
=
=
md∗∑
i=−md∗
ωn(d; i)q
i,
here ωm(d; i) is the number of nonnegative integer solutions of the following system of equations:

d1|α
(1)|+ . . .+ ds|α
(s)|+
(
α
(1)
1 + 2α
(1)
2 + · · ·+ d1 α
(1)
d1
)
+
+ . . .+
(
α
(s)
1 + 2α
(s)
2 + · · ·+ ds α
(s)
ds
)
= i
|α(1)|+ . . .+ |α(s)| = m.
(2)
We can summarize what we have shown so far in
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Theorem 2.1.
(i) dim(Id)m = ωm(d; 0)− ωm(d; 2),
(ii) dim(Sd)m = ωm(d; 0) + ωm(d; 1).
Proof. (i) The zero weight appears once in any representation Vk, for even k, therefore
ωm(d; 0) = γm(d; 0) + γm(d; 2) + γm(d; 4) + . . .
The weight 2 appears once in any representation Vk, for even k > 0, therefore
ωm(d; 2) = γm(d; 2) + γm(d; 4) + γm(d; 6) + . . .
Taking into account Lemma 2.1, we obtain
ωm(d; 0)− ωm(d; 2) = γm(d; 0) = dim(Id)m.
(ii) The weight 1 appears once in any representation Vk, for odd k, therefore
ωm(d; 1) = γm(d; 1) + γm(d; 3) + γm(d; 5) + . . .
Thus,
ωm(d; 0) + ωm(d; 1) =
= γm(d; 0) + γm(d; 1) + γm(d; 2) + . . .+ γm(d;n d) =
= dim(Sd)m.

Simplify the system (2) to

d1α
(1)
0 + (d1 − 2)α
(1)
1 + (d1 − 4)α
(1)
2 + · · ·+ (−d1)α
(1)
d1
+ · · ·+
+dsα
(s)
0 + (ds − 2)α
(s)
1 + (ds − 4)α
(s)
2 + · · ·+ (−ds)α
(s)
ds
= i,
α
(1)
0 + α
(1)
1 + · · ·+ α
(1)
d1
+ · · ·+ α
(s)
0 + α
(s)
1 + · · ·+ α
(s)
d1
= n.
It well-known that the number ωm(d; i) of non-negative integer solutions of the above system
is equal to the coefficient of tmzi of the expansion of the series
fd(t, z) =
=
1
(1− tzd1)(1− t zd1−2) . . . (1− t z−d1) · · · (1− tzds)(1− t zds−2) . . . (1− t z−ds)
.
Denote it in such a way: ωm(d; i) := [t
mzi] (fd(t, z)). Observe that fd(t, z) = fd(t, z
−1).
The following statement holds
Theorem 2.2.
(i) dim(Id)m = [t
m](1− z2)fd(t, z),
(ii) dim(Sd)m = [t
m](1 + z)fd(t, z).
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Proof. Taking into account the formal property [xi−k]f(x) = [xi](xkf(x)), we get
dim(Id)m = ωm(d; 0)− ωm(d; 2) = [t
m]fd(t, z)− [t
m z2]fd(t, z) =
= [tm]fd(t, z)− [t
m]z−2fd(t, z) = [t
m]fd(t, z)− [t
m]z2fd(t, z
−1) =
= [tm](1− z2)fd(t, z).
In the same way
dim(Sd)m = ωm(d; 0) + ωm(d; 1) = [t
m]fd(t, z) + [t
m z]fd(t, z) =
= [tm]fd(t, z) + [t
m]z−1fd(t, z) = [t
m](1 + z)fd(t, z).

It is easy to see that the dimensions dim(Id)m, dim(Sd)m alow the folloving representations:
dim(Id)m = [t
m]
1
2pii
∮
|z|=1
(1− z2)fd(t, z)
dz
z
,
dim(Sd)m = [t
m]
1
2pii
∮
|z|=1
(1 + z)fd(t, z)
dz
z
.
3. Springer type formulas for the Poincare´ series
Let us prove a Springer type formulas for the Poincare´ series PId(z), PSd(z) = PDd(z) of
the algebras simultaneous invariants and semi-invariants of two binary forms.
Consider the C-algebra C[[t, z]] of the formal power series. For an arbitrary m,n ∈ Z+ define
C-linear function
Ψm,n : C[[t, z]]→ C[[z]],
in the following way:
Ψm,n
(
∞∑
i,j=0
ai,j t
izj
)
=
∞∑
i=0
aim,inz
i.
Denote by ϕn the restriction of Ψm,n to C[[z]], namely
ϕn
(
∞∑
i=0
aiz
i
)
=
∞∑
i=0
ainz
i.
There is an effective algorithm of calculation for the function ϕn, see [10]. In some cases
calculation of the functions Ψ can be reduced to calculation of the functions ϕ. The following
statements hold:
Lema 3.1. For R(z) ∈ C[[z]] and for m,n, k ∈ N we have:
Ψ1,n
(
R(z)
(1− tzk)m
)
=


1
(m− 1)!
dm−1(zm−1 ϕn−k(R(z)))
dzm−1
, n > k;
R(0)
(1− z)m
, n = k;
R(0), if k > n.
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Proof. Let R(z) =
∑∞
j=0 rjz
j . Observe, that
1
(1− x)m
=
1
(m− 1)!
[
1
1− x
](m−1)
x
=
∞∑
i=0
(
s+m− 1
m− 1
)
xs.
Then for n > k we have
Ψ1,n
(
R(z)
(1− tzk)m
)
= Ψ1,n
(∑
j,s≥0
(
s+m− 1
m− 1
)
rjz
j(tzk)s
)
=
= Ψ1,n
(∑
s≥0
(
s+m− 1
m− 1
)
rs(n−k) (tz
n)s
)
=
∑
s≥0
(
s+m− 1
m− 1
)
rs(n−k)z
s.
On other hand
1
(m− 1)!
(
zm−1ϕn−k(R(z))
)(m−1)
z
=
1
(m− 1)!
(
∞∑
s=0
rs(n−k)z
m+s−1
)(m−1)
z
=
=
1
(m− 1)!
∑
s≥0
(s+m− 1)(s+m− 2) . . . (s+ 1)rs(n−k)z
s =
∑
s≥0
(
s+m− 1
m− 1
)
rs(n−k)z
s.
This proves the case n > k.
Taking into account the formal property
Ψ1,n (F (tz
n)H(t, z)) = F (z)Ψ1,n(H(t, z)), F (z), H(t, n) ∈ C[[t, z]],
for the case n = k we have
Ψ1,n
(
R(z)
(1− tzn)m
)
=
1
(1− z)m
Ψ1,n (R(z)) =
R(0)
(1− z)m
.
To prove the case n < k, observe that, the equation ks + j = ns for n < k and j, s ≥ 0 has
only one trivial solution j = s = 0. We have
Ψ1,n
(
R(z)
1− tzk
)
= Ψ1,n
(∑
j,s≥0
rjz
j(tzk)s
)
=Ψ1,n
(∑
j,s≥0
rjt
szks+j
)
= r0 = R(0).

The main idea of the calculations of the paper is that the Poincare´ series PId(z), PSd(z)
can be expressed in terms of functions Ψ. The following simple but important statement holds:
Lema 3.2. Let d∗ := max(d). Then
(i) PId(z) = Ψ1,d∗
(
(1− z2)fd(tz
d∗ , z)
)
,
(ii) PSd(z) = Ψ1,d∗
(
(1 + z)fd(tz
d∗ , z)
)
.
Proof. Theorem 2 states that dim(Id)n = [t
n](1− z2)fd(t, z). Then
PId(z) =
∞∑
n=0
dim(Id)nz
n =
∞∑
n=0
(
[tn](1− z2)fd(t, z)
)
zn=
=
∞∑
n=0
(
[(tzd
∗
)n](1− z2)fd(tz
d∗ , z)
)
zn=Ψ1,d∗
(
(1− z2)fd(tz
d, z)
)
.
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Similarly, we prove the statement (ii).
We replaced t with tzd
∗
to avoid of a negative powers of z in the denominator of the function
fd(t, z). 
Write the function fd(t, z) in the following way
fd(t, z) =
1∏s
k=1(tz
− dk , z2)dk+1
,
here (a, q)n = (1− a)(1− a q) · · · (1− a q
n−1) denotes the q-shifted factorial.
The above lemma implies the following representations of the Poincare´ series via the contour
integrals:
Lema 3.3.
(i) PId(t) =
1
2pii
∮
|z|=1
1− z2∏s
k=1(tz
− dk , z2)dk+1
dz
z
,
(ii) PSd(t) =
1
2pii
∮
|z|=1
1 + z∏s
k=1(tz
− dk , z2)dk+1
dz
z
.
Proof. We have
PSd(t) =
∞∑
n=0
dim(Id)nt
n =
∞∑
n=0
(
[tn](1 + z)fd(t, z)
)
tn=
=
∞∑
n=0
(
[tn]
1
2pii
∮
|z|=1
(1 + z)fd(t, z)
dz
z
)
tn=
1
2pii
∮
|z|=1
(1 + z)fd(t, z)
dz
z
.
Similarly we get the Poincare´ series PId(t). 
Note that the Molien-Weyl integral formula for the Poincare´ series Pd(t) of the algebra of
invariants of binary d-form can be reduced to the following formula
Pd(t) =
1
2pii
∮
|z|=1
1− z2
(1− tzd)(1− tzd−2) . . . (1− tz−d)
dz
z
=
1
2pii
∮
|z|=1
1− z2
(tz− d, z2)d+1
dz
z
.
see [19], p. 183. An ingenious way to calculate such integrals proposed in [20].
After simplification we can write fd(tz
d∗ , z) in the following way
fd(tz
d∗ , z) =
(
(1− t)β0(1− tz)β1(1− tz2)β2 . . . (1− tz2 d
∗
)β2d∗
)−1
,
for some integer β0, . . . βd∗ . For example
f(1,2,4)(tz
4, z) =
1
(1− t) (1− tz2)2 (1− tz3) (1− tz4)2 (1− tz5) (1− tz6)2 (1− tz8)
.
It implies the following partial fraction decomposition of fd(tz
d∗ , z) :
fd(tz
d∗ , z) =
2 d∗∑
i=0
βi∑
k=1
Ai,k(z)
(1− tzi)k
,
for some polynomials Ai,k(z).
By direct calculations we obtain
Ai,k(z) =
(−1)βi−k
(βi − k)! (zi)βi−k
lim
t→z−i
∂βi−k
∂tβi−k
(
fd(tz
d∗ , z)(1− tzi)βi
)
.
Now we can present Springer type formulas for the Poincare´ series PId(z) and PSd(z).
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Theorem 3.1.
PId(z) =
d∗∑
i=0
βi∑
k=1
1
(k − 1)!
dk−1
(
zk−1ϕd∗−k((1− z
2)Ai,k(z))
)
dzk−1
,
PSd(z) =
d∗∑
i=0
βi∑
k=1
1
(k − 1)!
dk−1
(
zk−1ϕd∗−k((1 + z)Ai,k(z))
)
dzk−1
.
Proof. Taking into account Lemma 3.1 and linearity of the map Ψ we get
PSd(z) = Ψ1,d∗
(
(1 + z)fd(tz
d∗ , z)
)
= Ψ1,d∗
(
2 d∗∑
i=0
βi∑
k=1
(1 + z)Ai,k(z)
(1− tzi)k
)
=
=
d∗∑
i=0
βi∑
k=1
1
(k − 1)!
dk−1
(
zk−1ϕd∗−k((1 + z)Ai,k(z))
)
dzk−1
.
The case PId(z) can be considered similarly. 
Note, the Poincare´ series PId(z) and PCd(z) of the algebras of invariants and covariants of
binary d-form equal
PId(z) =
∑
0≤k<d/2
ϕd−2 k
(
(−1)kzk(k+1)(1− z2)
(z2, z2)k (z2, z2)d−k
)
,
PCd(z) =
∑
0≤k<d/2
ϕd−2 k
(
(−1)kzk(k+1)(1 + z)
(z2, z2)k (z2, z2)d−k
)
,
see [7] and [10] for details.
4. Explicit formulas for small d
The formulas of Theorem 3.1 allow the simplification for some small values d.
Theorem 4.1. Let s = n and d1 = d2 = . . . = dn = 1, i.e. d = (1, 1, . . . , 1). Then
PId(z) =
n∑
k=1
(−1)n−k
(k − 1)!
(n)n−k
(n− k)!
dk−1
dzk−1
((
z
1− z2
)2n−k−1)
,
PSd(z) =
n∑
k=1
(−1)n−k
(k − 1)!
(n)n−k
(n− k)!
dk−1
dzk−1
(
(1 + z)z2n−k−1
(1− z2)2n−k
)
,
where (n)m := n(n + 1) · · · (n+m− 1), (n)0 := 1 denotes the shifted factorial.
Proof. For d = (1, 1, . . . , 1) ∈ Zn we have d∗ = 1 and
fd(tz
d∗ , z) =
1(
(1− t)(1− tz2)
)n = A0,1(z)
1− t
+ · · ·+
A0,n(z)
(1− t)n
+R(z),Ψ1,1 (R(z)) = 0,
where
A0,k =
(−1)n−k
(n− k)!
lim
t→1
∂n−k
∂tn−k
(
1
(1− tz2)n
)
.
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By induction we get
lim
t→1
∂m
∂tm
(
1
(1− tz2)n
)
= (n)m
(z2)m
(1− z2)n+m
.
Thus,
A0,k =
(−1)n−k(n)n−k
(n− k)!
(z2)n−k
(1− z2)2n−k
.
Now, using Theorem 3.1 and the property ϕ1(F (z)) = F (z), for any F (z) ∈ Z[[z]] we have
PSd(z) = Ψ1,1
(
s∑
k=1
(1 + z)A0,k
(1− t)k
)
=
s∑
k=1
Ψ1,1
(
(1 + z)A0,k
(1− t)k
)
=
=
n∑
k=1
1
(m− 1)!
dk−1
dzk−1
(
zk−1ϕ1((1 + z)A0,k)
)
=
n∑
k=1
1
(m− 1)!
dk−1
dzk−1
(
(1 + z) zk−1A0,k
)
=
=
n∑
k=1
(−1)n−k
(k − 1)!
(n)n−k
(n− k)!
dk−1
dzk−1
(
(1 + z)z2s−k−1
(1− z2)2n−k
)
.
The case PId(z) can be considered similarly. 
Theorem 4.2. Let d1 = d2 = . . . = dn = 2, d = (2, 2, . . . , 2), then
PId(z) =
n∑
k=1
(−1)n−k
(n− k)(k − 1)!
dk−1
dzk−1
(
n−k∑
i=0
(
n− k
i
)
(n)i(n)n−k−i(1− z)z
2n−k−i−1
(1− z)n+i(1− z2)2n−k−i
)
,
PSd(z) =
n∑
k=1
(−1)n−k
(n− k)!(k − 1)!
dk−1
dzk−1
(
n−k∑
i=0
(
n− k
i
)
(n)i(n)n−k−iz
2n−k−i−1
(1− z)n+i(1− z2)2n−k−i
)
.
Proof. It is easy to check that in this case we have
fd(tz
2, z) =
1(
(1− t)(1− tz2)(1− tz4)
)n .
The decomposition fd(tz
2, z) into partial fractions yields
fd(tz
2, z) =
n∑
k=1
(
Ak(z)
(1− t)k
+
Bk(z)
(1− tz2)k
+
Ck(z)
(1− tz4)k
)
,
for some rational functions Ak(z), Bk(z), Ck(z). Then
PSd(z) = Ψ1,2
(
(1 + z)fd(tz
2, z)
)
=
=
n∑
k=1
(
Ψ1,2
(
(1 + z)Ak(z)
(1− t)k
)
+Ψ1,2
(
(1 + z)Bk(z)
(1− tz2)k
)
+Ψ1,2
(
(1 + z)Ck(z)
(1− tz4)k
))
.
Lemma 3.1 implies that
Ψ1,2
(
(1 + z)Ck(z)
(1− tz4)k
)
= 0,
and
Ψ1,2
(
(1 + z)Bk(z)
(1− tz2)k
)
=
Bk(0)
(1− z)k
, k = 1, . . . , n.
I. THE POINCARE´ SERIES 11
But
Bk(z) =
(−1)n−k
(n− k)!(z2)n−k
lim
t→z−2
∂n−k
∂tn−k
(
1
(1− t)n(1− tz4)n
)
.
It is easy to see that this parial derivatives has the following form
∂n−k
∂tn−k
(
1
(1− t)n(1− tz4)n
)
=
Bk(t, z)
((1− t)(1− tz4))2n−k
.
for some polynomial Bk(t, z). Moreover, degt(Bk(t, z)) = n− k. Then
Bk(z) =
(−1)n−k
(n− k)!(z2)n−k
lim
t→z−2
Bk(t, z)
((1− t)(1− tz4))2n−k
=
=
(−1)n−kz2nBk(1/z
2, z)
(n− k)!((z2 − 1)(1− tz4))2n−k
.
It follows that Bk(z) has the factor z
2k and then Bk(0) = 0. Thus
Ψ1,2
(
(1 + z)Bk(z)
(1− tz2)k
)
= 0, k = 1, . . . , n.
Therefore
PSd(z) =
n∑
k=1
Ψ1,2
(
(1 + z)Ak(z)
(1− t)k
)
=
n∑
k=1
1
(k − 1)!
dk−1
dzk−1
(
zk−1ϕ2((1 + z)Ak(z))
)
.
Let us to calculate Ak(z). We have
Ak(z) =
(−1)n−k
(n− k)!
lim
t→1
dn−k
dtn−k
(
fd(tz
2, z)(1− t)n
)
=
=
(−1)n−k
(n− k)!
lim
t→1
dn−k
dtn−k
(
1
(1− tz2)n(1− tz4)n
)
=
=
(−1)n−k
(n− k)!
lim
t→1
n−k∑
i=0
(
n− k
i
)(
1
(1− tz2)n
)(i)
t
(
1
(1− tz4)n
)(n−k−i)
t
=
=
(−1)n−k
(n− k)!
lim
t→1
n−k∑
i=0
(
n− k
i
)
(n)i(n)n−k−i
z2i
(1− tz2)n+i
z4(n−k−i)
(1− tz4)2n−k−i
=
=
(−1)n−k
(n− k)!
n−k∑
i=0
(
n− k
i
)
(n)i(n)n−k−i
(z2)2(n−k)−i
(1− z2)n+i(1− z4)2n−k−i
.
Taking into account that ϕ2(F (z
2)) = F (z), and ϕ2(zF (z
2)) = 0 we obtain
ϕ2((1 + z)Ak(z)) = ϕ2(Ak(z)) =
=
(−1)n−k
(n− k)!
n−k∑
i=0
(
n− k
i
)
(n)i(n)n−k−i
(z)2(n−k)−i
(1− z)n+i(1− z2)2n−k−i
.
12 LEONID BEDRATYUK
Thus,
PSd(z) =
n∑
k=1
Ψ1,2
(
(1 + z)Ak(z)
(1− t)k
)
=
n∑
k=1
1
(k − 1)!
dk−1
dtk−1
(
zk−1ϕ2((1 + z)Ak(z)
)
=
=
n∑
k=1
(−1)n−k
(n− k)!(k − 1)!
dk−1
dzk−1
(
n−k∑
i=0
(
n− k
i
)
(n)i(n)n−k−iz
2n−k−i−1
(1− z)n+i(1− z2)2n−k−i
)
.
By replacing the factor 1 + z with 1− z2 in PSd(z) and taking into account that
ϕ2((1− z
2)Ak(z)) = (1− z)ϕ2(Ak(z)),
get the Poincare´ series PId(z). 
5. Examples
For direct computations of the function ϕn we use the following technical lemma, see [10]:
Lema 5.1. Let R(z) be some polynomial of z. Then
ϕn
(
R(z)
(1− zk1)(1− zk2) · · · (1− zkm)
)
=
ϕn
(
R(z)Qn(z
k1)Qn(z
k2)Qn(z
km)
)
(1− zk1)(1− zk2) · · · (1− zkm)
,
here Qn(z) = 1 + z + z
2 + . . .+ zn−1, and ki are natural numbers.
As example, let us calculate the Poincare´ series PD(1,2,3). We have d
∗ = 3 and
f(1,2,3)(t, z) =
1
(1− tz4)2 (1− tz2)2 (1− tz5) (1− tz3) (1− tz) (1− tz6) (1− t)
.
The decomposition f(1,2,3)(t, z) into partial fractions yelds:
f(1,2,3)(t, z) =
A0,1(z)
1− t
+
A1,1(z)
1− tz
+
A2,1(z)
1− tz2
+
A2,2(z)
(1− tz2)2
+
A3,1(z)
1− tz3
+
A4,1(z)
1− tz4
+
+
A4,2(z)
(1− tz4)2
+
A5,1(z)
1− tz5
+
A6,1(z)
1− tz6
.
By using Lemma 3.1 we have
PD(1,2,3)(z) = Ψ1,3
(
(1 + z)f(1,2,3)(t, z)
)
=
= Ψ1,3
(
(1 + z)A0,1(z)
1− t
)
+Ψ1,3
(
(1 + z)A1,1(z)
1− tz
)
+
+Ψ1,3
(
(1 + z)A2,1
1− tz2
)
+Ψ1,3
(
(1 + z)A2,2(z)
(1− tz2)2
)
+Ψ1,3
(
(1 + z)A3,1(z)
1− tz3
)
=
= ϕ3 ((1 + z)A0,1(z)) + ϕ2 ((1 + z)A1,1(z)) + ϕ1 ((1 + z)A2,1(z)) +
+ (zϕ1 ((1 + z)A2,2(z)))
′
z + A3,1(0).
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Now
A0,1(z) = lim
t→1
(
f(1,2,3)(t, z)(1− t)
)
=
=
1
(1− z4)2 (1− z2)2 (1− z5) (1− z3) (1− z) (1− z6)
.
and
ϕ3((1 + z)A0,1(z)) =
=
2 z11 + 7 z10 + 14 z9 + 29 z8 + 34 z7 + 42 z6 + 42 z5 + 33 z4 + 21 z3 + 14 z2 + 4 z + 1
(1− z5) (1− z)3 (1− z4)2 (1− z2)2
.
As above we obtain
A1,1(z) = lim
t→z−1
(
f(1,2,3)(t, z)(1 − tz)
)
=
=
z
(1− z3)2 (1− z)2 (1− z4) (1− z2) (1− z5) (z − 1)
,
ϕ2((1 + z)A1,1(z)) = −
z (4 + 13 z2 + 6 z + 6 z6 + z7 + 13 z4 + 9 z5 + 12 z3)
(1− z2) (1− z5) (1− z3)2 (1− z)4
.
A2,1(z) = −
1
z2
lim
t→z−2
(
f(1,2,3)(t, z)(1− tz
2)2
)′
t
=
= −
z3 (5 z6 + 5 z5 + 6 z4 + 2 z3 − z2 − 2 z − 2)
(1− z4)2 (1− z) (1− z3)2 (1− z2)3
,
ϕ1((1 + z)A2,1(z)) = −
z3 (5 z6 + 5 z5 + 6 z4 + 2 z3 − z2 − 2 z − 2)
(1− z4)2 (1− z)2 (1− z3)2 (1− z2)2
.
A2,2(z) = lim
t→z−2
(
f(1,2,3)(t, z)(1− tz)
2
)
=
z3
(1− z4) (1− z)3 (1− z3) (1− z2)2
,
(zϕ1 ((1 + z)A2,2(z)))
′
z = (z(1 + z)A2,2(z))
′
z =
=
z3 (10 z6 + 13 z5 + 20 z4 + 16 z3 + 14 z2 + 7 z + 4)
(1− z2)2 (1− z3)2 (1− z)2 (1− z4)2
.
At last
A3,1(z) = lim
t→z−3
(
f(1,2,3)(t, z)(1− tz
3)
)
=
z7
(1− z3)2 (1− z)5 (1− z2)
.
Thus A3,1(0) = 0.
After summation and simplification we obtain the explicit expression for the Poincare´ series
PD(1,2,3)(z) =
p(1,2,3)(z)
(1− z4)2 (1− z)2 (1− z2) (1− z3)2 (1− z5)
,
where
p1,2,3(z) = z
14 + z13 + 6 z12 + 12 z11 + 20 z10 + 29 z9 + 35 z8 + 39 z7 + 35 z6 + 29 z5+
+20 z4 + 12 z3 + 6 z2 + z + 1.
14 LEONID BEDRATYUK
The following Poincare´ series obtained by using the explicit formulas of Theorem 3.2 and
Theorem 3.3
PD(1,1)(z) =
1
(1− z)2 (1− z2)
,PD(1,1,1)(z) =
1− z3
(1− z)3 (1− z2)3
,
PD(1,1,1,1)(z) =
z4 + 2 z3 + 4 z2 + 2 z + 1
(1− z)2 (1− z2)5
,
PD(1,1,1,1,1)(z) =
z6 + 3 z5 + 9 z4 + 9 z3 + 9 z2 + 3 z + 1
(1− z)2 (1− z2)7
,
PD(1,1,1,1,1,1)(z) =
z8 + 4 z7 + 16 z6 + 24 z5 + 36 z4 + 24 z3 + 16 z2 + 4 z + 1
(1− z)2 (1− z2)9
PD(1,1,1,1,1,1,1)(z) =
p7(z)
(1− z)2 (1− z2)11
p7(z) = z
10 + 5 z9 + 25 z8 + 50 z7 + 100 z6 + 100 z5 + 100 z4 + 50 z3 + 25 z2 + 5 z + 1.
PD(2,2,2)(z) =
1 + 4 z2 + z4
(1− z)3 (1− z2)5
,PD(2,2,2,2)(z) =
1 + 9 z2 + 9 z4 + z6
(1− z)4 (1− z2)7
PD(2,2,2,2,2)(z) =
1 + 16 z2 + 36 z4 + 16 z6 + z8
(1− z)5 (1− z2)9
,
PD(2,2,2,2,2,2)(z) =
z10 + 25 z8 + 100 z6 + 100 z4 + 25 z2 + 1
(1− z)6 (1− z2)11
,
PD(2,2,2,2,2,2,2)(z) =
z12 + 36 z10 + 225 z8 + 400 z6 + 225 z4 + 36 z2 + 1
(z − 1)7 (1− z2)13
.
By using Maple we computed the Poincare´ series up to n = 30. The case n = 2 agrees to the
results of the paper [11].
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