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Abstract
It is known that the weights of a complex weighted homogeneous polynomial f with
isolated singularity are analytic invariants of (Cd , f −1(0)). When d = 2,3 this result holds
by assuming merely the topological type instead of the analytic one.
G. Fichou and T. Fukui recently proved the following real counterpart: the blow-Nash
type of a real singular non-degenerate convenient weighted homogeneous polynomial in
three variables determines its weights.
The aim of this paper is to generalize the above-cited result with no condition on
the number of variables. We work with a characterization of the blow-Nash equivalence
called the arc-analytic equivalence. It is an equivalence relation on Nash function germs
with no continuous moduli which may be seen as a semialgebraic version of the blow-
analytic equivalence of T.-C. Kuo.
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1 Introduction
K. Saito [28] proved that the weights of a complex weighted homogeneous polynomial f
with isolated singularity are analytic invariants of (Cd, f −1(0)). Then it was proved for d = 2
and d = 3, respectively by E. Yoshinaga and M. Suzuki [30] and by O. Saeki [27], that the
weights are also determined by the topological type of (Cd, f −1(0)).
T. Fukui [13, Conjecture 9.2] conjectured the real counterpart for the blow-analytic equiv-
alence of T.-C. Kuo [19]. Do two weighted homogeneous polynomials with isolated singu-
larity which are blow-analytically equivalent share the same weights?
2010 Mathematics Subject Classification. 14B05 (32S15 14E18 14M25 14P99).
⋆ Department of Mathematics, Faculty of Science, Saitama University, 255 Shimo-Okubo, Sakura-ku, Saitama 338-
8570, Japan.
E-mail address: jbcampesato@mail.saitama-u.ac.jp
Research supported by a Japan Society for the Promotion of Science (JSPS) Postdoctoral Fellowship (Short-term)
for North American and European Researchers.
2 On the arc-analytic type of some weighted homogeneous polynomials
In the two variable case, the positive answer has been given by O. M. Abderrahmane
[1] for weighted homogeneous polynomials non-degenerate with respect to their Newton
polyhedron.
Then G. Fichou and T. Fukui [12] proved the conjecture for non-degenerate convenient
weighted homogeneous polynomials in three variables up to the blow-Nash equivalence.
The aimof this article consists in proving that Fukui’s conjecture holds for non-degenerate
convenient weighted homogeneous polynomials, with no condition on the number of vari-
ables, up to the arc-analytic equivalence, a characterization of the blow-Nash equivalence.
It is proved in [3] that the arc-analytic type of a singular Brieskorn polynomial deter-
mines its exponents. The main idea of the proof of this last result consists in computing
the motivic zeta function of a Brieskorn polynomial thanks to a convolution formula. Next
we show that we may recover the exponents from the formula obtained with the previous
computation. We conclude by noticing that the motivic zeta function is an invariant of the
arc-analytic equivalence.
Notice that Brieskorn polynomials are non-degenerate convenient weighted homoge-
neous polynomials. However, since the variables are no longer separated, we can’t use the
convolution formula anymore to recover theweights of such aweighted homogeneous poly-
nomial. Instead, the main idea of this article consists in using a formula allowing one to
compute the zeta function of a non-degenerate polynomial from its Newton polyhedron, in
order to reduce to a similar combinatorial problem as in the Brieskorn polynomials case.
The main theorem of this article states that the arc-analytic type of a singular non-
degenerate convenient weighted homogeneous polynomial determines its weights.
Theorem 1.1 (Main theorem). Let f , g ∈R[x1, . . . ,xd] be two non-degenerate convenient weighted
homogeneous polynomials. If f and g are arc-analytically equivalent, then
(i) either they are both non-singular, and in this case they are arc-analytically equivalent to x1,
(ii) or they share the same weights (up to permutations and up to a positive factor, as explained in
Remark 1.5).
We briefly recall the definitions of the objects involved in the previous statement.
Remark 1.2. In this article anon-degeneratepolynomial is a polynomialwhich is non-degenerate
with respect to its Newton polyhedron. See Definition 3.7.
Definition 1.3. A polynomial f ∈ R[x1, . . . ,xd] is said to be convenient if its Newton polyhe-
dron ⋆ intersects all the coordinate axes, i.e. for all i = 1, . . . ,d a pure monomial of the form
x
δi
i
, δi ∈N>0, appears in the expansion of f with a nonzero coefficient.
Definition 1.4. Apolynomial f ∈R[x1, . . . ,xd] is said to beweighted homogeneous if there exists
(w1, . . . ,wd) ∈N
d
>0
and w ∈N>0 such that
∀λ ∈R, f (λw1 x1, . . . ,λ
wd xd)=λ
w f (x1, . . . ,xd)
Remark 1.5. Under the assumptions of Theorem 1.1, the weight system (w1, . . . ,wd) ∈ N
d
>0
of f is well defined up to a multiplicative factor. Notice also that reordering the variables
doesn’t change the arc-analytic type of a polynomial.
Hence, fromnowon,we refer to theweights of f as the unique primitive vector † (w1, . . . ,wd) ∈
N
d
>0
such that f is weighted homogeneous with respect to the weights (w1, . . . ,wd) and we
assume that w1 ≥ ·· · ≥wd.
This article is structured as follows. First, Section 2 recalls the definition of the arc-
analytic equivalence together with the definition and the needed properties of the invariant
of the arc-analytic equivalence which we will use, namely the motivic zeta function. Then,
Section 3 introduces a formula to compute the above cited invariant for a non-degenerate
polynomial. Finally, Section 4 contains the essence of the proof of Theorem 1.1.
⋆ See Definition 3.1.
† i.e. gcd(w1, . . . ,wd )= 1.
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2 Recollection
2.1 The arc-analytic equivalence
The arc-analytic equivalence is a characterization of the blow-Nash equivalence of G. Fichou
[8, 9, 10]. It avoids using Nash modifications in its definition and it allows one to prove, as
expected, that it is an equivalence relation on Nash function germs.
G. Fichou [8, 9] proved that the blow-Nash equivalence admits no continuous moduli
for isolated singularities. A. Parusiński and L. Păunescu [25] recently proved that the arc-
analytic equivalence admits no continuous moduli even for families of non-isolated sin-
gularities. We refer the reader to the survey [4, §7.1] for more details on the arc-analytic
equivalence.
Definition 2.1 ([3, Definition 7.5]). Two Nash function germs ⋆ f , g : (Rd,0)→ (R,0) are arc-
analytically equivalent if f = g◦ϕ where
• ϕ : (Rd,0)→ (Rd,0) is a semialgebraic homeomorphism,
• ϕ is arc-analytic † ,
• there exists c> 0 such that |detdϕ| > c where dϕ is defined ‡ .
Remark 2.2 ([2, Theorem 3.5]). Let ϕ : (Rd,0)→ (Rd,0) be a semialgebraic homeomorphism
which is also arc-analytic. If there exists c> 0 such that |detdϕ| > c where dϕ is defined then
ϕ−1 is also arc-analytic and there exists c′ > 0 such that |detdϕ−1| > c′ where dϕ−1 is defined.
Proposition 2.3 ([3, §7]). • The arc-analytic equivalence is an equivalence relation.
• Two Nash function germs are arc-analytically equivalent if and only if they are blow-Nash equiv-
alent.
2.2 A motivic invariant of the arc-analytic equivalence
This section recalls the definition and some properties of the motivic zeta function intro-
duced in [3]. We adopt the notations of the survey [4, §7.2]. This motivic zeta function is an
invariant of the arc-analytic equivalence whose construction is similar to the motivic zeta
functions of Denef–Loeser [7] as the ones of Koike–Parusiński [17] and Fichou [8, 9].
Proposition 2.4 ([24, §4.2]). A semialgebraic subset S of Pn
R
is anAS-set if for every real analytic
arc γ : (−1,1)→Pn
R
satisfying γ((−1,0))⊂ S, there exists ε> 0 such that γ((0,ε))⊂ S.
Definition 2.5. Let K0(AS) be the free abelian group spanned by the symbols
§ [X ] with
X ∈AS modulo the following relations:
(1) If there is a bijection X →Y whose graph is AS then [X ]= [Y ].
(2) For X ∈AS and Y ⊂ X a closed AS-subset we set [X \Y ]+ [Y ]= [X ].
The cartesian product induces a ring structure:
(3) [X ][Y ]= [X ×Y ].
Remark 2.6. • We denote by 0= [∅] the class of the empty set. It is the unit of the addition.
• We denote by 1= [pt] the class of the point. It is the unit of the multiplication.
• We denote by LAS = [R] the class of the affine line and we setMAS =K0(AS)
[
L
−1
AS
]
.
Theorem 2.7 ([21],[8],[22]). There is a unique map β : AS → Z[u], called the virtual Poincaré
polynomial, such that
⋆ A Nash function is a real analytic function with semialgebraic graph.
† i.e. ϕmaps real analytic arcs to real analytic arcs by composition, it is a notion defined by K. Kurdyka [20].
‡ K. Kurdyka [20] proved that a semialgebraic arc-analytic map is real analytic outside a set of codimension 2.
§ It is well defined since AS is a set.
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• β factorises through a ring morphism β : K0(AS)→Z[u].
• If X compact and non-singular then β(X )=
∑
i dimHi(X ,Z2)u
i .
Moreover, if X 6=∅ then degβ(X )= dim X and the leading coefficient of β(X ) is positive ⋆ .
Remark 2.8. The virtual Poincaré polynomial induces a ringmorphismβ :MAS →Z[u,u
−1].
The following Grothendieck group is an adaptation of the one of Guibert–Loeser–Merle
[15] to our settings.
Definition 2.9 ([3, Definition 3.4]). For n ∈ N>0, we denote by K0(AS
n
mon) the free abelian
group spanned by the symbols [
ϕX :R
∗  X →R∗
]
where X ∈AS , the graph ΓϕX ∈AS , the graph of the action ΓR∗×X→X ∈AS and finally for all
(λ,x) ∈R∗×X , ϕX (λ · x)= λ
nϕX (x), modulo the following relations
(1) If there exists f : X →Y an R∗-equivariant bijection with AS-graph such that the fol-
lowing diagram commutes
X
f
≃
//
ϕX
  
❆❆
❆❆
❆❆
❆❆
Y
ϕY
~~⑥⑥
⑥⑥
⑥⑥
⑥
R
∗
then we set [
ϕX :R
∗  X →R∗
]
=
[
ϕY :R
∗  Y →R∗
]
(2) If Y is an R∗-invariant closed AS-subset of X then[
ϕX :R
∗  X →R∗
]
=
[
ϕX |Y :R
∗  Y →R∗
]
+
[
ϕX |X\Y :R
∗  X \Y →R∗
]
(3) Let ϕY : R
∗ 
τY → R
∗ be a symbol and ψ = ϕY prY : Y ×R
m → R∗. Let σ and σ′ be two
actions of R∗ on Y ×Rm which are two liftings † of τ then ψ : R∗

σ(Y ×R
m)→ R∗ and
ψ :R∗

σ′ (Y ×R
m)→R∗ are two symbols and we add the relation[
ψ :R∗

σ(Y ×R
m)→R∗
]
=
[
ψ :R∗

σ′ (Y ×R
m)→R∗
]
The fiber product over R∗ induces a ring structure:
(4) We add the relation[
ϕX :R
∗  X →R∗
][
ϕY :R
∗  Y →R∗
]
=
[
R
∗  (X ×R∗ Y )→R
∗
]
where the action of R∗ on X ×R∗ Y is diagonal from the previous ones.
The cartesian product induces a structure of K0(AS)-algebra
‡ :
(5) Let [A] ∈K0(AS) and
[
ϕX :R
∗  X →R∗
]
∈K0(AS
n
mon) then we set
[A] ·
[
ϕX :R
∗  X →R∗
]
=
[
ϕX prX : A×X →R
∗
]
where the action is trivial on A and unchanged on X .
Definition 2.10. We set K0(ASmon) = lim−−→
K0(AS
n
mon) where the direct system is induced
by modifying the R∗-action by λ ·K0(ASnmon) x = λ
k ·K0 (AS
m
mon)
x when n = km. Notice that
K0(ASmon) has a natural structure of K0(AS)-algebra.
Remark 2.11. • Wedenote by 0= [∅] the class of the empty set. It is the unit of the addition.
• For n ∈ N>0, we set 1n = [id :R
∗ 
R
∗→R∗] ∈ K0(AS
n
mon) where the action is defined by
λ · r = λnr, it is the unit of the product. Notice that the 1n are identified under the inductive
limit so that they induce an element 1 ∈ K0(ASmon) which is also the unit of the product.
Under the previous identification, we may chose 11 as a representative and assume that
1= [id :R∗

R
∗→R∗] where the action is given by translation i.e. λ · r = λr.
⋆ If X =∅ then β(∅)= 0.
† i.e. prY (λ ·σ x)= λ ·τ prY (x).
‡ The algebra structure is given by the structural morphism K0(AS) → K0(AS
n
mon) defined by [A] →[
prR∗ : A×R
∗→R∗
]
where the R∗-action is λ · (a,r)= (a,λnr).
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• We denote by L = LAS · 1 the class of the affine line and we set M = K0(ASmon)
[
L
−1
]
so
thatM has a natural structure ofMAS -algebra.
The following properties of K0(ASmon) andMAS will be useful in what follows.
Proposition 2.12 ([3, End of §3]). The map ASnmon → AS defined by
(
ϕX :R
∗  X →R∗
)
7→ X
induces:
• A morphism of K0(AS)-modules · : K0(ASmon)→K0(AS),
• A morphism ofMAS -modules · :M→MAS .
Proposition 2.13 ([3, Proposition 4.16]). Let ε ∈ {+,−}. The map ASnmon → AS defined by(
ϕX :R
∗  X →R∗
)
7→ϕ−1
X
(ε1) induces:
• A morphism of K0(AS)-algebras F
ε : K0(ASmon)→K0(AS),
• A morphism ofMAS -algebras F
ε :M→MAS .
Remark 2.14. Themorphisms of the last proposition are compatible with the ring structures
since the fiber product over a point coincides with the cartesian product.
The following zeta function is a real analog of the equivariant motivic zeta function of
Denef–Loeser.
Definition 2.15 ([3, Definition 4.2]). Let f : (Rd,0)→ (R,0) be a Nash function germ. We set
Z f (T)=
∑
n≥1
[
acnf :R
∗ 
Xn( f )→R
∗
]
L
−ndTn ∈MT
where Xn( f )=
{
γ= a1t+·· · +ant
n, ai ∈R
d, f γ(t)= ctn +·· · , c 6= 0
}
, acn
f
: Xn( f )→ R
∗ is the an-
gular component map defined by acn
f
(γ) = ac( f γ) = c and where the action is defined by
λ ·γ(t)= γ(λt).
Remark 2.16. Notice that the coefficients Pi(a1, . . . ,an) of
f (a1t+·· ·+an t
n)= P1(a1, . . . ,an)t+·· ·+Pn(a1, . . . ,an)t
n
+·· ·
are polynomials in the ai j . So Xn( f ) is the Zariski-constructible subset of R
dn described by
P1 = ·· · = Pn−1 = 0 and Pn 6= 0 andXn( f ) is inAS . Under the same identification, ac
n
f
is given
by the polynomial Pn so that its graph is in AS.
Theorem 2.17 ([3, Theorem 7.11]). If f , g : (Rd,0) → (R,0) are two arc-analytically equivalent
Nash function germs then Z f (T)= Zg(T).
Definition 2.18 ([3, Definition 6.6]). Let f : (Rd,0) → (R,0) be a Nash function germ. We
define the modified zeta function of f by
Z˜ f (T)= Z f (T)−
1−Znaive
f
(T)
1−T
+ 1
where Znaive
f
(T) is defined by applying α 7→α ·1 to the coefficients of Z f (T).
Remark 2.19. Particularly, the modified zeta function is an invariant of the arc-analytic
equivalence too. Moreover, by [3, Corollary 6.14], it encodes the same information as Z f (T):
Z f (T)= Z˜ f (T)+
1−L−1Z˜naive
f
(T)
1−L−1T
− 1
3 The modified zeta function of a non-degenerate polyno-
mial
Definition 3.1. Let f =
∑
ν∈Nd cνx
ν ∈R[x1, . . . ,xd]. We define the Newton polyhedron of f by
Γf =Conv
 ⋃
ν∈Nd
cν 6=0
(
ν+Rd
≥0
)
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Definition 3.2. For τ a face of Γf , we set fτ(x)=
∑
ν∈τ cνx
ν.
Definition 3.3. We define the supporting function m :Rd
≥0
→R≥0 by m(k)= inf
{
k · x, x ∈ Γf
}
.
Definition 3.4. The trace of k ∈ Rd
≥0
is τ(k)=
{
x ∈Γf , k · x=m(k)
}
.
Definition 3.5. We define the dual cone of a face τ of Γf by σ(τ)=
{
k ∈ Rd
≥0
, τ(k)= τ
}
.
Notation 3.6. We denote by Γc
f
the set of compact faces of Γf .
Definition 3.7. A polynomial f ∈R[x1, . . . ,xd] is non-degenerate (with respect to its Newton
polyhedron) if
∀τ ∈Γc
f
,
{
x ∈ (R∗)d, ∀i = 1, . . . ,d,
∂ fτ
∂xi
(x)= 0
}
=∅
Remark 3.8. For a face τ ∈Γc
f
, notice that fτ is weighted homogeneous and hence, by Euler
formula,{
x ∈ (R∗)d,
∂ fτ
∂x1
(x)= ·· · =
∂ fτ
∂xd
(x)= 0
}
=
{
x ∈ (R∗)d, fτ(x)=
∂ fτ
∂x1
(x)= ·· · =
∂ fτ
∂xd
(x)= 0
}
Lemma 3.9 ([26, Proposition 3.13]). For τ ∈ Γc
f
and k ∈ σ(τ)∩Nd, we set
[
fτ : (R
∗)d \ f −1τ (0)→R
∗
]
:=
[
fτ :R
∗ 
(
(R∗)d \ f −1τ (0)
)
→R
∗
]
∈K0
(
AS
m(k)
mon
)
where the action is given by λ · (xi)i = (λ
ki xi)i.
Then
[
fτ : (R
∗)d \ f −1τ (0)→R
∗
]
∈K0(ASmon) doesn’t depend on the choice of k ∈ σ(τ)∩N
d.
Notation 3.10. For m ∈Z, we denote byFmM the subgroup ofM spanned by the elements
of the form [S]L−i where i −dim S ≥ m. It defines a filtration and we denote by M̂ the
completion ofMwith respect to this filtration.
Remark 3.11. Notice that β · and βF± factorises through the image of M→ M̂ since the
kernel is ∩FmM and if α ∈ ∩FmM then β(α) = 0 and βFε(α) = 0 by consideration on the
degree. We deduce that it also holds for the Euler characteristic with compact support χc
by evaluating the virtual Poincaré polynomials in u=−1.
A similar formula to the one of the following result has been proved in different settings:
by A. N. Varchenko [29] for the zeta function of the monodromy, by J. Denef and F. Loeser
[6, §5] for the topological zeta function, by J. Denef and K. Hoornaert [5, Theorem 4.2] for
the Igusa p-adic zeta function and by G. Guibert for the motivic zeta function [14, Proposi-
tion 2.1.3]. The proof of G. Fichou and T. Fukui [12] already relies on an adaptation of this
construction to the virtual Poincaré polynomial.
Theorem 3.12 ([3, Theorem 5.15]). Let f ∈ R[x1, . . . ,xd] be non-degenerate, then the following
equality holds in M̂T:
Z f (T)=
∑
τ∈Γc
f
([
fτ : (R
∗)d \ f −1τ (0)→R
∗
]
+
[
pr2 : f
−1
τ (0)∩ (R
∗)d×R∗→R∗
]
L
−1T
1−L−1T
)
Sσ(τ)(T)
where R∗ acts on f −1τ (0)∩(R
∗)d×R∗ by λ·(x, t)= (x,λt) and where Sσ(τ)(T)=
∑
k∈σ(τ)∩Nd L
−|k|Tm(k)
with |k| =
∑d
i=1
ki .
Remark 3.13. Notice that for the purpose of the previous theorem, we may have simply set
M̂=M
[
1
1−L−a
, a ∈N>0
]
.
The proof of Theorem 1.1 relies on the formula induced byTheorem3.12 for themodified
zeta function.
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Corollary 3.14. Let f be non-degenerate, then the following equality holds in M̂T:
Z˜ f (T)=
∑
τ∈Γc
f
([
fτ : (R
∗)d \ f −1τ (0)→R
∗
]
−
[
pr2 : f
−1
τ (0)∩ (R
∗)d×R∗→R∗
]
+
(L− 1)d
1−T
)
Sσ(τ)(T)−
T
1−T
Remark 3.15. By the very definition of L and 1, we have
(L− 1)d =
[
pr2 :R
∗  (R∗)d ×R∗→R∗
]
Proof of Corollary 3.14.
Znaivef (T)=
∑
τ∈Γc
f
([
(R∗)d \ f −1τ (0)
]
·1+
[
f −1τ (0)∩ (R
∗)d
]
· (L− 1)
L
−1T
1−L−1T
)
Sσ(τ)(T)
=
∑
τ∈Γc
f
(
(L− 1)d−
[
f −1τ (0)∩ (R
∗)d
]
·1+
[
f −1τ (0)∩ (R
∗)d
]
· (L− 1)
L
−1T
1−L−1T
)
Sσ(τ)(T)
=
∑
τ∈Γc
f
(
(L− 1)d+
[
pr2 : f
−1
τ (0)∩ (R
∗)d×R∗→R∗
] T− 1
1−L−1T
)
Sσ(τ)(T)
Thus
Z˜ f (T)= Z f (T)−
Znaive
f
(T)− 1
T− 1
+ 1
=
∑
τ∈Γc
f
[fτ : (R∗)d \ f −1τ (0)→R∗]+[pr2 : f −1τ (0)∩ (R∗)d×R∗→R∗] L−1T
1−L−1T
+
(L− 1)d
1−T
−
[
pr2 : f
−1
τ (0)∩ (R
∗)d×R∗→R∗
]
1−L−1T
Sσ(τ)(T)− T
1−T
=
∑
τ∈Γc
f
([
fτ : (R
∗)d \ f −1τ (0)→R
∗
]
−
[
pr2 : f
−1
τ (0)∩ (R
∗)d×R∗→R∗
]
+
(L− 1)d
1−T
)
Sσ(τ)(T)
−
T
1−T
■
4 Application to convenient non-degenerate weighted ho-
mogeneous polynomials
Throughout this section, we use the notation Z˜ f (T)= A f (T)+B f (T)−
T
1−T
where
A f (T)=
∑
τ∈Γc
f
([
fτ : (R
∗)d \ f −1τ (0)→R
∗
]
−
[
pr2 : f
−1
τ (0)∩ (R
∗)d×R∗→R∗
])
Sσ(τ)(T)
and
B f (T)=
(L− 1)d
1−T
∑
τ∈Γc
f
Sσ(τ)(T)
We will see that the modified zeta function of a convenient non-degenerate weighted
homogeneous polynomial is very similar to the one obtained for a Brieskorn polynomial [3,
§8] using the convolution formula.
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Remark 4.1. When f is a convenient non-degenerate weighted homogeneous polynomial,
the cones dual to the compact faces of its Newton polyhedron are simplicial.
More precisely such a cone is spanned by w and at most d−1 vectors of the natural basis,
where w is the primitive vector normal to the compact facet. Indeed, a compact face of the
Newton polyhedron of f is the convex hull of xδi
i
for i in a subset I of {1, . . . ,d} (where we
identify the monomials and the exponents). The dual cone of such a face is then spanned
by w and e i for i ∉ I.
Notation 4.2. For I ⊂ {1, . . . ,d} we set δI = lcm {δi, i ∈ I}.
Remark 4.3. The vectorwdefined in Remark 4.1 as the primitive vector normal to the unique
compact facet of Γf is the weight vector of f . It is given by
w=
(
δ{1,...,d}
δi
)
i=1,...,d
4.1 Computation of B f (T)
Lemma 4.4. Let f ∈ R[x1, . . . ,xd] be a convenient non-degenerate weighted homogeneous polyno-
mial. We denote by δi the exponent of the pure monomial xi of f . Then
B f (T)−
T
1−T
=−
∑
m≥1
L
−
∑d
i=1
⌊
m
δi
⌋
Tm
Proof. Let k ∈ (N\{0})d. Since (R\{0})d =
⊔
τ∈Γc
f
σ(τ), there is a unique τ ∈ Γc
f
such that k ∈ σ(τ)∩
N
d. By definition of σ(τ), m(k) = k · x for x ∈ τ. By Remark 4.1, at least one pure monomial
x
δi
i
lies in τ and then m(k)= k · (0, . . . ,δi , . . . ,0).
Thus the coefficient of Tm in B f (T)−
T
1−T
is
(L− 1)d
∑
k∈(N\{0})d
m(k)≤m
L
−|k|
− 1= (L− 1)d
∑
k∈(N\{0})d
L
−|k|
− (L− 1)d
∑
k∈(N\{0})d
m(k)>m
L
−|k|
− 1
= 1− (L− 1)d
d∏
i=1
∑
ki≥
⌊
m
δi
⌋
+1
L
−ki − 1
=−(L− 1)d
d∏
i=1
L
−
⌊
m
δi
⌋
−1
1−L−1
=−(L− 1)d
∏d
i=1
L
−
⌊
m
δi
⌋
(L− 1)d
■
Corollary 4.5. Let f ∈R[x1, . . . ,xd] be a convenient non-degenerate weighted homogeneous polyno-
mial. We denote by δi the exponent of the pure monomial xi of f .
Denote by an the coefficients of Z˜ f (T), so that
Z˜ f (T)=
∑
n≥1
anT
n
Let m ∈N>0 such that ∀i, δi ∤m. Then
am =−L
−
∑d
i=1
⌊
m
δi
⌋
Proof. Under our assumptions m(k) = k · (0, . . . ,δi , . . . ,0) for some i. Since ∀i, δi ∤ m we get
that A f (T) doesn’t contribute to the coefficient of degree m. ■
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4.2 Computation of A f (T)
Lemma 4.6. Let f ∈ R[x1, . . . ,xd] be a convenient non-degenerate weighted homogeneous polyno-
mial. For ∅ 6= I ⊂ {1, . . . ,d} we denote by τI the face of Γ
c
f
intersecting the xi-axis exactly for i ∈ I.
Then
Sσ(τI )(T)=
1
(L− 1)d−|I|
∑
r≥1
L
−
∑d
i=1
⌊
rδI
δi
⌋
T rδI
Proof. Notice that, by Remark 4.1, σ(τI ) is the cone spanned by w and e i for i ∉ I.
Denote by am the coefficients of Sσ(τI ) so that Sσ(τI )(T)=
∑
m≥1 amT
m.
Fix m ∈N\{0}. We may assume that δI |m otherwise am = 0.
Let k ∈ (N\ {0})d . Then k ∈ σ(τI ) and satisfies m(k) = m if and only if for i ∈ I, kiδi = m and
for j ∉ I, k j ≥
⌊
m
δ j
⌋
+1.
Thus
am =
∑
kiδi=m,i∈I
k j≥
⌊
m
δ j
⌋
+1, j∉I
L
−|k|
= L
−
∑
i∈I
m
δi
∑
k j≥
⌊
m
δ j
⌋
+1
j∉I
L
−k j
= L
−
∑
i∈I
m
δi
∏
j∉I
L
−
⌊
m
δ j
⌋
−1
1−L−1
=
L
−
∑d
i=1
⌊
m
δi
⌋
(L− 1)d−|I|
■
Fix I ⊂ {1, . . . ,d}. Notice that the face τI is entirely included in the intersection of the
coordinate hyperplanes {x j = 0} for j ∉ I. Hence, fτI ∈ R[xi, i ∈ I], i.e. the variables x j, j ∉ I,
don’t appear in the expansion of fτI . Hence, by 2.9.(3), we have the following equality[
fτI : (R
∗)d \ f −1τI (0)→R
∗
]
= (L− 1)d−|I|
[
fτI : (R
∗)|I| \ f −1τI (0)→R
∗
]
where, in the RHS, we identify (R∗)|I| with
{
(x1, . . . ,xd) ∈R
d, ∀ j ∉ I,x j = 0, ∀i ∈ I,xi 6= 0
}
.
Using the structure ofMAS -algebra, we also have[
pr2 : f
−1
τI
(0)∩ (R∗)d×R∗→R∗
]
= (L− 1)d−|I|
[
pr2 : f
−1
τI
(0)∩ (R∗)|I|×R∗→R∗
]
We derive the following corollary from Lemma 4.6 and these last two equalities.
Corollary 4.7. Let f ∈R[x1, . . . ,xd] be a convenient non-degenerate weighted homogeneous polyno-
mial. With the previous notations, we obtain
A f (T)=
∑
∅6=I⊂{1,...,d}
([
fτI : (R
∗)|I|\ f −1τI (0)→R
∗
]
−
[
pr2 : f
−1
τI
(0)∩ (R∗)|I|×R∗→R∗
]) ∑
r≥1
L
−
∑d
i=1
⌊
rδI
δi
⌋
T rδI
4.3 Digression: a rationality formula
It is known thatwemaydeduce fromTheorem3.12 a rationality formula for Z f (T) (or Z˜ f (T))
by using simplicial (or regular) subdivisions of the dual cones. However, the formulae pre-
viously obtained in this section allowus to give a rationality formula for Z˜ f (T)without using
a subdivision when f is a convenient non-degenerate weighted homogeneous polynomial.
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Indeed, for ∅ 6= I ⊂ {1, . . . ,d} and by writing the Euclidean division of r by
δ{1,...,d}
δI
, we get
∑
r≥1
L
−
∑d
i=1
⌊
rδI
δi
⌋
T rδI =
∑
q≥0
δ{1,...,d}
δI
−1∑
s=0
L
−
∑d
i=1
(
q
δ{1,...,d}
δi
+
⌊
sδI
δi
⌋)
Tqδ{1,...,d}+sδI − 1
=
∑ δ{1,...,d}δI −1
s=0
L
−
∑d
i=1
⌊
sδI
δi
⌋
T sδI
1−L
−
∑d
i=1
δ{1,...,d}
δi Tδ{1,...,d}
− 1
=
∑ δ{1,...,d}δI
s=1
L
−
∑d
i=1
⌊
sδI
δi
⌋
T sδI
1−L
−
∑d
i=1
δ{1,...,d}
δi Tδ{1,...,d}
=
∑ δ{1,...,d}δI
s=1
L
−
∑d
i=1
⌊
sδI
δi
⌋
T sδI
1−L−|w|Tm(w)
The last equality derives from Remark 4.3:
L
−|w|Tm(w)= L
−
∑d
i=1
δ{1,...,d}
δi Tδ{1,...,d}
We can do the same for the formula of Lemma 4.4 by taking the Euclidean division of m
by δ{1,...,d}:
∑
m≥1
L
−
∑d
i=1
⌊
m
δi
⌋
Tm =
∑
q≥0
δ{1,...,d}−1∑
s=0
L
−
∑d
i=1
(
q
δ{1,...,d}
δi
+
⌊
s
δi
⌋)
Tqδ{1,...,d}+s− 1
=
∑δ{1,...,d}
s=1
L
−
∑d
i=1
⌊
s
δi
⌋
T s
1−L−|w|Tm(w)
Hence, we obtain the following formula.
Proposition 4.8. Let f ∈R[x1, . . . ,xd] be a convenient non-degenerate weighted homogeneous poly-
nomial. We denote by δi the exponent of the pure monomial xi of f . Then
Z˜ f (T)=
∑
I⊂{1,...,d}
([
fτI : (R
∗)|I|\ f −1τI (0)→R
∗
]
−
[
pr2 : f
−1
τI
(0)∩ (R∗)|I|×R∗→R∗
]) ∑ δ{1,...,d}δI
s=1
L
−
∑d
i=1
⌊
sδI
δi
⌋
T sδI
1−L−|w|Tm(w)
with (R∗)|∅| = {0}, fτ∅ = 0 and δ; = 1.
4.4 Proof of the invariance of the weigths
Lemma 4.9. Let f ∈ R[x1, . . . ,xd] be a convenient non-degenerate weighted homogeneous polyno-
mial. Denote by an the coefficients of Z˜ f (T), so that
Z˜ f (T)=
∑
n≥1
anT
n
Denote by δi the exponent of the pure monomial xi of f . Assume that ∀i,δi ≥ 2. Let m be such that
2|m and δi ∤m for δi 6= 2. Then
am =α2L
−
∑d
i=1
⌊
m
δi
⌋
with βF+(α2) 6= 0.
Proof. Let I2 = {i,δi = 2}⊂ {1, . . . ,d} then, by Lemma 4.4 and Corollary 4.7,
am =α2L
−
∑d
i=1
⌊
m
δi
⌋
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where
α2 =
( ∑
∅6=I⊂I2
([
fτI : (R
∗)|I| \ f −1τI (0)→R
∗
]
−
[
pr2 : f
−1
τI
(0)∩ (R∗)|I|×R∗→R∗
]))
− 1
We may assume that I2 6=∅ since, otherwise, βF
+(α2)= 0−1 6= 0.
Next,
βF+(α2)=
( ∑
∅6=I⊂I2
(
β
(
f −1τI (1)⊂ (R
∗)|I|
)
−β
(
f −1τI (0)⊂ (R
∗)|I|
)))
−1
=
∑
∅6=I⊂I2
β
(
f −1τI (1)⊂ (R
∗)|I|
)
−
∑
∅6=I⊂I2
β
(
f −1τI (0)⊂ (R
∗)|I|
)
−β({0})
=β
(
f −1τI2
(1)⊂R|I2|
)
−β
(
f −1τI2
(0)⊂R|I2|
)
For the last equality, we use the identification of R|I| with
{
(x1, . . . ,xd) ∈R
d, ∀ j ∉ I,x j = 0
}
.
Indeed, for I ⊂ I2, we have R
|I| ⊂R|I2| and so
β
(
f −1τI (1)⊂ (R
∗)|I|
)
=β
(
x ∈R|I2|, fτI2
(x)= 1,∀i ∈ I,xi 6= 0,∀ j ∈ I2 \ I,x j = 0
)
hence we may rewrite the first sum using the additivity of β:∑
∅6=I⊂I2
β
(
f −1τI (1)⊂ (R
∗)|I|
)
=
∑
∅6=I⊂I2
β
(
x ∈R|I2|, fτI2
(x)= 1,∀i ∈ I,xi 6= 0,∀ j ∈ I2 \ I,x j = 0
)
=β
( ⊔
∅6=I⊂I2
{
x ∈R|I2|, fτI2
(x)= 1,∀i ∈ I,xi 6= 0,∀ j ∈ I2 \ I,x j = 0
})
=β
(
x ∈R|I2|, fτI2
(x)= 1
)
We use the exact same argument for the second sum with the additional term β({0}) since
0 ∈ f −1τI2
(0)⊂R|I2|.
By a linear change of coordinates, we may assume that fτI2 is a homogeneous Brieskorn
polynomial of degree 2. When we take the value at u=−1, which is just the Euler character-
istic with compact support, the first term is odd by [10, Proposition 2.1] or [11, Proposition
2.1] whereas the second term is even by [10, Corollary 2.5] or [11, Proposition 2.1]. Hence
βF+(α2)(u=−1) 6= 0 and so βF
+(α2) 6= 0. ■
Remark 4.10. The proof of Lemma 4.11 works as it is to prove Lemma 4.9. Nevertheless,
the above proof of Lemma 4.9 is easier for that particular situation.
Lemma 4.11. Let f ∈ R[x1, . . . ,xd] be a convenient non-degenerate weighted homogeneous polyno-
mial. Denote by an the coefficients of Z˜ f (T), so that
Z˜ f (T)=
∑
n≥1
anT
n
Denote by δi the exponent of the pure monomial xi of f . Assume that ∀i,δi ≥ 2. Let m be such that
4|m and δi ∤m for δi 6= 2,4. Then
am =α4L
−
∑d
i=1
⌊
m
δi
⌋
with βF+(α4) 6= 0.
Proof. Let I4 = {i,δi |4}⊂ {1, . . . ,d} then, by Lemma 4.4 and Corollary 4.7,
am =α4L
−
∑d
i=1
⌊
m
δi
⌋
where
α4 =
( ∑
∅6=I⊂I4
([
fτI : (R
∗)|I| \ f −1τI (0)→R
∗
]
−
[
pr2 : f
−1
τI
(0)∩ (R∗)|I|×R∗→R∗
]))
− 1
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We may assume that I4 6=∅ since, otherwise, βF
+(α4)= 0−1 6= 0.
Next
χcF
+(α4)=
( ∑
∅6=I⊂I4
(
χc
(
f −1τI (1)⊂ (R
∗)|I|
)
−χc
(
f −1τI (0)⊂ (R
∗)|I|
)))
−1
=
∑
∅6=I⊂I4
χc
(
f −1τI (1)⊂ (R
∗)|I|
)
−
∑
∅6=I⊂I4
χc
(
f −1τI (0)⊂ (R
∗)|I|
)
−χc({0})
=χc
(
f −1τI4
(1)⊂R|I4|
)
−χc
(
f −1τI4
(0)⊂R|I4|
)
For the last equality, we use the identification of R|I| with
{
(x1, . . . ,xd) ∈R
d, ∀ j ∉ I,x j = 0
}
.
Indeed, for I ⊂ I2, we have R
|I| ⊂R|I2| and so
χc
(
f −1τI (1)⊂ (R
∗)|I|
)
=χc
(
x ∈R|I4|, fτI4
(x)= 1,∀i ∈ I,xi 6= 0,∀ j ∈ I4 \ I,x j = 0
)
hence we may rewrite the first sum using the additivity of χc as in Lemma 4.9.
We use the exact same argument for the second sum with the additional term χc({0}) since
0 ∈ f −1τI4
(0)⊂R|I4|.
Denote by f CτI4
the complexification of fτI4 . Since
χc
(
f −1τI4
(x)
)
≡χ
(
f C−1τI4
(x)
)
mod 2
we have
χc
(
f −1τI4
(1)⊂R|I4|
)
−χc
(
f −1τI4
(0)⊂R|I4|
)
≡χ
(
f C−1τI4
(1)⊂C|I4|
)
−χ
(
f C−1τI4
(0)⊂C|I4|
)
mod 2
Since f CτI4
is weighted homogeneous, f C−1τI4
(1) is homeomorphic to theMilnor fiber of f CτI4
at 0 [23, Lemma 9.4] and since f CτI4
is convenient and non-degenerate, the Euler characteristic
of its Milnor fiber can be computed from its Newton polyhedron (See [23, p. 64] and [18,
1.10 Théorème I.(ii).]).
Since f CτI4
is non-degenerate, χc
(
f C−1τI4
(0)⊂C|I4|
)
can be computed from its Newton poly-
hedron formula [16, Theorem 2].
Hence
χc
(
f −1τI4
(1)⊂R|I4|
)
−χc
(
f −1τI4
(0)⊂R|I4|
)
mod 2
only depends on the Newton polyhedron of fτI4 .
So we may assume that
fτI4
(x)=
∑
i
εix
2
i +
∑
j
η j x
4
i
with εi ,η j ∈ {±1}. But then (see the proof of [3, Proposition 8.3])
χc
(
f −1τI4
(1)⊂R|I4|
)
−χc
(
f −1τI4
(0)⊂R|I4|
)
≡ 1 mod 2
Thereby βF+(α4)(u=−1)=χcF
+(α4) 6= 0 and thus βF
+(α4) 6= 0. ■
The previous results allow one to prove Theorem 1.1 using the proof of [3, Proposition
8.3]. We recall it for ease of reading.
The proof is structured as follows. We first handle the non-singular case so that we
can next focus on the singular one. In the latter, the idea is to prove that we can recover
the weights of a singular convenient non-degenerate weighted homogeneous polynomial f
from its modified zeta function. Since it is an invariant of the arc-analytic equivalence, this
induces that the arc-analytic type of such a polynomial determines its weights.
More preciselywe are going to deduce the exponents δi of the puremonomials of f from
its modified zeta function, which is enough by Remark 4.3. The first step is to find an upper
bound K of these exponents in order to reduce to a finite number of possibilities. Finally,
we construct (and solve) a linear system in the unknown variables mult(q)= #{i, δi = q} for
q≤K , which is enough to recover the exponents.
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Proof of Theorem 1.1. We first fix some notations.
Let f ∈ R[x1, . . . ,xd] be a convenient non-degenerate weighted homogeneous polynomial.
Denote by an the coefficients of Z˜ f (T), so that
Z˜ f (T)=
∑
n≥1
anT
n
Denote by δi the exponent of the pure monomial xi of f .
Notice that f is singular if and only if ∀i,δi ≥ 2. Indeed, if, for example, δ1 = 1 then
f (x1, . . . ,xd)= x1+h(x2, . . . ,xd) since the monomials of f lie in the convex hull of x
δi
i
and thus
f is non-singular. Otherwise, if ∀i,δi ≥ 2 then wemay apply the Euler formula to the partial
derivatives of f to show that f is singular at the origin.
If f is non-singular, then, by a change of coordinates, we may assume δ1 = 1 and f is
arc-analytically equivalent to (x1, . . . ,xd) 7→ x1 by applying the Nash inverse function theo-
rem to (x1, . . . ,xd) 7→ (f (x1, . . . ,xd),x2, . . . ,xd). Notice that in this case Z˜ f (T)= 0. Actually, by
Corollary 4.5, f is non-singular if and only if Z˜ f (T)= 0.
Now let f and g be two convenient non-degenerate weighted homogeneous polynomi-
als which are arc-analytically equivalent. If f is non-singular then Z˜ f (T)= Z˜g(T)= 0 and g
is also non-singular. Moreover, they are both arc-analytically equivalent to (x1, . . . ,xd) 7→ x1.
Hence, from now on, we may assume that ∀i ∈ {1, . . . ,d}, δi ≥ 2.
Then, by Corollary 4.5,
lim
p
1−degβ
(
ap
)
p
= lim
p
∑d
i=1
⌊
p
δi
⌋
p
=
d∑
i=1
1
δi
where p goes through the prime numbers.
Hence, we may deduce from [3, Lemma 8.5] an upper bound K of the set {δ1, . . . ,δd}.
For q ∈N, set mult(q)= #{i, δi = q}. The goal is to prove that we can retrieve mult(q) for
q ≤K from Z˜ f (T). This will prove, using Remark 4.3, that we may recover the weights of f
from Z˜ f (T). Which is enough to achieve the proof of Theorem 1.1 since Z˜ f (T) is an invariant
of the arc-analytic equivalence.
First, to lighten the redaction, we enlarge the set {1, . . . ,K} as follows. Set
P = {p prime, p≤K}
and for p ∈P , set
γp =max
{
γ, pγ ≤K
}
Set
Q =
{∏
p∈P
pαp , 0≤αp ≤ γp
}
Then {δ1, . . . ,δd}⊂ {1, . . . ,K}⊂Q and we are going to compute mult(q) for q ∈Q from the co-
efficients of Z˜ f (T).
Notice that mult1= 0.
The proof is now divided into different steps.
Step 1: Equations involving mult(q) for q ∈Q such that 6|q.
Let q =
∏
p∈P p
αp with α2,α3 ≥ 1 and 0 ≤ αp ≤ γp for p ∈ P \ {2,3}. By the Chinese
Remainder Theorem, we may find n ∈N\{0,1} such that:
∀r ∈Q, r|n−1⇔ r = 1
∀r ∈Q, r|n⇔ r|q
∀r ∈Q, r|n+1⇔ r = 1
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Indeed, it suffices to choose n such that{
n≡ pαp mod pαp+1 if αp ≥ 1
n≡ 2 mod p if αp = 0
Hence, by Corollary 4.5,
−degβ(an+1)+degβ(an−1)=
∑
r∈Q
r|q
mult(r)
Step 2: Computation of mult2.
Similarly, let n be such that
n≡ 22 mod 23
n≡ 3 mod 32
n≡ 5 mod 52
n≡ 3 mod p for p ∈P \{2,3,5}
then

∀r ∈Q, r|n−2⇔ r|2
∀r ∈Q, r|n−1⇔ r = 1
∀r ∈Q, r|n⇔ r|22 ·3 ·5
∀r ∈Q, r|n+1⇔ r = 1
∀r ∈Q, r|n+2⇔ r|2
Hence, by Lemma 4.9,
−degβF+(an+2)+degβF
+(an−2)=mult2+
∑
r∈Q
r|n
mult(r)
We may derive mult2 from the last since, in Step 1, we got an equation of the form∑
r∈Q
r|n
mult(r)= cst
where the right-hand side “cst” can be computed in terms of the β(ai)’s.
Step 3: Computation of mult q for q ∈Q such that 2 ∤ q,3 ∤ q.
Let q=
∏
p∈P p
αp with α2 =α3 = 0 and 0≤αp ≤ γp for p ∈P \{2,3}.
Similarly, let n be such that

n≡ pαp mod pαp+1 if αp ≥ 1
n−1≡ 0 mod 23
n−1≡ 0 mod p if p 6= 2 and αp = 0
then

∀r ∈Q, r|n−3⇔ r|2
∀r ∈Q, r|n−2⇔ r = 1
2 ·3|n−1
∀r ∈Q, r|n⇔ r|q
∀r ∈Q, r|n+1⇔ r|2
Hence, by Lemma 4.9,
−degβF+(an+1)+degβF
+(an−3)=mult2+
∑
r∈Q
r|n−1
mult(r)+
∑
r∈Q
r|q
mult(r)
Since we already computed mult2 in Step 2 and since we already got, in Step 1, an
equation of the form ∑
r∈Q
r|n−1
mult(r)= cst
we derive an equation of the form ∑
r∈Q
r|q
mult(r)= cst
Then we may compute recursively mult q for q ∈Q such that 2 ∤ q,3 ∤ q by varying the
αp .
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Step 4: Computation of mult3 and mult4.
Similarly, let n be such that

n≡ 22 mod 23
n+1≡ 5 mod 52
n+2≡ 6 mod 32
n+2≡ 0 mod p if p ∈P \{2,3,5}
then

∀r ∈Q, r|n−3⇔ r = 1
∀r ∈Q, r|n−2⇔ r|2
∀r ∈Q, r|n−1⇔ r|3
∀r ∈Q, r|n⇔ r|22
∀r ∈Q, r|n+1⇔ r|5
2 ·3|n+2
∀r ∈Q, r|n+3⇔ r = 1
Hence, by Corollary 4.5,
−degβF+(an+3)+degβF
+(an−3)= 2mult2+mult3+mult4+mult5+
∑
r∈Q
r|n+2
mult(r)
Since we computed mult2 in Step 2, since we computed mult5 in Step 3 and since we
get an equation of the form
∑
r∈Q
r|n+2
mult(r) = cst in Step 1, we get an equation of the
form
(1) mult3+mult4= cst
Now let n be such that

n≡ 23 mod 24
n≡ 32 mod 33
n≡ 0 mod p if p ∈P \{2,3}
then

∀r ∈Q, r|n−4⇔ r|22
∀r ∈Q, r|n−3⇔ r|3
∀r ∈Q, r|n−2⇔ r|2
∀r ∈Q, r|n−1⇔ r = 1
2 ·3|n
∀r ∈Q, r|n+1⇔ r = 1
∀r ∈Q, r|n+2⇔ r|2
∀r ∈Q, r|n+3⇔ r|3
∀r ∈Q, r|n+4⇔ r|22
Hence, by Lemma 4.11,
−degβF+(an+4)+degβF
+(an−4)=
∑
r∈Q
r|n
mult(r)+3mult2+2mult3+mult4
Sincewe computedmult2 in Step 2 and sinceweget an equation of the form
∑
r∈Q
r|n
mult(r)=
cst in Step 1, we get an equation of the form
(2) 2mult3+mult4= cst
Equations (1) and (2) allow us to compute mult3 and mult4.
Step 5: Computation of mult q for q ∈Q such that 2|q,3 ∤ q,4 ∤ q.
Let q=
∏
p∈P p
αp with α2 = 1, α3 = 0 and 0≤αp ≤ γp for p ∈P \{2,3}. Similarly, let n be
such that

n≡ pαp mod pαp+1 if αp ≥ 1 and p 6= 2
n+1≡ 5 mod 52 if α5 = 0
n+2≡ 23 mod 24
n+2≡ 6 mod 32
n+2≡ 0 mod 7 if α7 = 0
n≡ 4 mod p for p ∈P \{2,3,5,7}, αp = 0
then

∀r ∈Q, r|n−3 ⇔ r = 1
∀r ∈Q, r|n−2 ⇔ r|22
∀r ∈Q, r|n−1 ⇔ r|3
∀r ∈Q, r|n⇔ r|q
∀r ∈Q, r|n+1 ⇔ r = 1 if α5 ≥ 1
∀r ∈Q, r|n+1 ⇔ r|5 if α5 = 0
2 ·3|n+2
∀r ∈Q, r|n+3 ⇔ r = 1
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Hence, by Corollary 4.5,
−degβ(an+3)+degβ(an−3)=
∑
r∈Q
r|q
mult(r)+
∑
r∈Q
r|n+2
mult(r)+mult2+mult3+mult4(+mult5)
Since we already computed mult2 in Step 2, mult3,mult4 in Step 4, mult5 in Step 3
and since we got in Step 1 an equation of the form∑
r∈Q
r|n+2
mult(r)= cst
we finally obtain an equation of the form∑
r∈Q
r|q
mult(r)= cst
Thus we may compute mult q for q ∈Q such that 2|q,3 ∤ q,4 ∤ q by varying the αp.
Step 6: Computation of mult q for q ∈Q such that 4|q,3 ∤ q.
Let q=
∏
p∈P p
αp with α2 ≥ 2, α3 = 0 and 0≤αp ≤ γp for p ∈P \{2,3}. Similarly, let n be
such that
n≡ pαp mod pαp+1 if αp ≥ 1
n−1≡ 3 mod 32
n−2≡ 5 mod 52 if α5 = 0
n≡ 4 mod p for p ∈P \{2,3,5}, αp = 0
then

∀r ∈Q, r|n−3 ⇔ r = 1
∀r ∈Q, r|n−2 ⇔ r|2 if α5 ≥ 1
∀r ∈Q, r|n−2 ⇔ r|2 ·5 if α5 = 0
∀r ∈Q, r|n−1 ⇔ r|3
∀r ∈Q, r|n⇔ r|q
∀r ∈Q, r|n+1 ⇔ r|1
Hence, by Corollary 4.5,
−degβ(an+1)+degβ(an−3)=
∑
r∈Q
r|q
mult(r)+
∑
r∈Q
r|n−2
mult(r)+mult3
Since we already computed mult3 in Step 4 and since we got an equation of the form∑
r∈Q
r|n−2
mult(r) in Step 5, we obtain an equation of the form
∑
r∈Q
r|q
mult(r)= cst
Thus we may compute mult q for q ∈Q such that 4|q,3 ∤ q by varying the αp.
Step 7: Computation of mult q for q ∈Q such that 3|q,2 ∤ q.
Let q=
∏
p∈P p
αp with α3 ≥ 1, α2 = 0 and 0≤αp ≤ γp for p ∈P \{2,3}. Similarly, let n be
such that
n−1≡ 22 mod 23
n≡ pαp mod pαp+1 if αp ≥ 1
n+1≡ 5 mod 52 if α5 = 0
n≡ 3 mod p for p ∈P \{2,3,5}, αp = 0
then

∀r ∈Q, r|n−2 ⇔ r|1
∀r ∈Q, r|n−1 ⇔ r|22
∀r ∈Q, r|n⇔ r|q
∀r ∈Q, r|n+1 ⇔ r|2 if α5 ≥ 1
∀r ∈Q, r|n+1 ⇔ r|2 ·5 if α5 = 0
∀r ∈Q, r|n+2 ⇔ r|1
Hence, by Corollary 4.5,
−degβ(an+2)+degβ(an−2)=
∑
r∈Q
r|q
mult(r)+
∑
r∈Q
r|n−1
mult(r)+
∑
r∈Q
r|n+1
mult(r)
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Since we got an equation of the form
∑
r∈Q
r|n−1
mult(r) in Step 6 and an equation of the
form
∑
r∈Q
r|n+1
mult(r) in Step 5, we obtain an equation of the form
∑
r∈Q
r|q
mult(r)= cst
Thus we may compute mult q for q ∈Q such that 3|q,2 ∤ q by varying the αp .
Step 8: Computation of mult(q) for q ∈Q such that 6|q.
We may now compute mult(q) for q ∈Q such that 6|q by varying the αp in Step 1.
■
The arguments of the previous proof also allow one to prove [3, Corollary 8.4] without
using the convolution formula.
Theorem 4.12 ([3, Corollary 8.4]). The arc-analytic type of a singular Brieskorn polynomial de-
termines its exponents.
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