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Unconventional magneto-transport fingerprints in the quantum Hall regime (with applied mag-
netic field from one to several tens of Tesla) in chemically functionalized graphene are reported.
Upon chemical adsorption of monoatomic oxygen (from 0.5% to few percents), the electron-hole
symmetry of Landau levels is broken, while a double-peaked conductivity develops at low-energy,
resulting from the formation of critical states conveyed by the random network of defects-induced
impurity states. Scaling analysis hints towards the existence of an additional zero-energy quantized
Hall conductance plateau, which is here not connected to degeneracy lifting of Landau levels by
sublattice symmetry breakage. This singularly contrasts with usual interpretation, and unveils a
new playground for tailoring the fundamental characteristics of the quantum Hall effect.
PACS numbers: 72.80.Vp, 73.63.-b, 73.22.Pr, 72.15.Lh, 61.48.Gh
I. INTRODUCTION
In graphene, the electron-hole symmetry and the coex-
istence of electrons and holes at the Dirac point play an
important role in the concept of massless Dirac fermions1,
which is intimately connected to a large class of intriguing
quantum transport phenomena such as Klein tunneling2,
weak-antilocalization3,4 and anomalous quantized Hall
conductivity5–7. In the high magnetic field regime,
graphene exhibits a symmetric electron/hole energy spec-
trum, which includes a zero energy Landau level (where
electrons and holes coexist), and non-equidistant Landau
levels (LLs), with energies εn = sgn(n)
√
2h¯vF 2eB|n|,
where vF = 10
6ms−1 is the Fermi velocity, B is the mag-
netic field and n is the integer LL index1,8.
Several symmetry-breaking mechanisms can lift the
four-fold degeneracy of LLs9,10. In particular, the pres-
ence of an additional quantized Hall plateau σxy = 0
at low energy in high-mobility samples has been ten-
tatively analyzed in terms of energy-splitting (gap) of
the zero-energy LL, either driven by Zeeman interac-
tion (spin degeneracy lifting) or the formation of quan-
tum Hall ferromagnetism11–13. The scaling of the zero-
energy split gap with magnetic field remains however the-
oretically and experimentally debated, with a behavior
changing from linear to
√
B-like, depending on the un-
derlying dominant symmetry breaking or on the sample
quality13,14. In highly disordered graphene, a crossover
from the Efros-Shklovskii to Mott variable-range hopping
has been reported and related to a localization length ex-
ceeding the screening length, thus elucidating the nature
of transport at the Hall plateau transition and emphasiz-
ing the important role of disorder15. The existence of a
metal-insulator transition (MIT) is actually a central as-
pect of the quantum Hall effect (QHE) theory, which re-
quires the robustness of electronic states at the center of
Landau level, which have peculiar multifractal properties
(critical states)16,17. The recent observation of a quan-
tized Hall conductance in highly resistive (millimeter-
scale) hydrogenated graphene, with mobility less than
10cm2/V.s and estimated mean free path far beyond the
Ioffe-Regel limit, even suggests some unprecedented ro-
bustness of the QHE in strongly damaged graphene, a
fact that crucially demands for theoretical inspection and
analysis of the related MIT18.
On the other hand, in absence of magnetic fields, ad-
sorbed impurities and defects are found to produce a
large variety of additional transport features in graphene,
such as resonant tunneling, mobility gaps and electron-
hole asymmetry (see for instance19–22). Available high-
field magnetotransport experiments in graphene also fre-
quently present some weak electron-hole asymmetry to-
gether with some conductivity variability23–25, which
could hint towards a signature of specific impurities.
However, no connection with specific disorder has been
established so far. Besides, the possibility of tuning QHE
fingerprints by intentional disorder (chemical function-
alization, controlled doping,...)26–28 would certainly al-
low a richer exploration of the metal-insulator transition
and the QHE phase diagram in two-dimensional systems,
which could be interesting for metrology issues29–31.
The present Letter reports on high-field magnetocon-
ductivity fingerprints of graphene functionalized by oxy-
gen (epoxy) defects, using highly efficient quantum trans-
port simulations. The complex interplay between chemi-
cal disorder and magnetic field on the MIT and the QHE
are studied for realistic magnetic field strengths (from a
few to several tens of Tesla). For an epoxy defect con-
2centration as low as 0.5%, a strong electron-hole mag-
netotransport asymmetry is observed, with an almost
complete suppression of Landau levels for electrons, in
contrast to the robustness of quantum Hall regime for
hole conduction. Most importantly, a low concentration
of epoxy defects induces magnetoconductivity split peaks
around the zero energy, whose separation scales almost
linearly with the magnetic field. This observation, to-
gether with the analysis of the energy-dependent conduc-
tivity scaling behavior, indicates the formation of critical
states and mobility edges. These remarkable high-field
magnetotransport characteristics should be accessible by
experiments using soft chemical treatment of graphene
such as atomic oxygen deposition in ultrahigh vacuum32
or ozone exposure33, which preferentially produce epoxy
defects.
II. METHODS
To explore quantum transport in oxygen-
functionalized graphene, first a simple π-π* orthogonal
tight-binding (TB) model with nearest neighbors hop-
ping of 2.6 eV is used for pristine graphene, represented
by the Hamiltonian H0. Following a previous ab initio
study based on a supercell approach21,34, two additional
orbitals (px and pz) per defect are included to account
for the presence of oxygen adatoms in C–C bridge
position. Electronic parameters between oxygen atoms
and their nearest neighbor carbon atoms (denoted p and
q) are introduced as
Hepoxypq = ǫ1
(
c†pcp + c
†
qcq
)
+ ǫxd
†
xdx + ǫzd
†
zdz (1)
+
[
γx
(
c†pdx − c†qdx
)
+ γz
(
c†pdz + c
†
qdz
)
+ h.c.
]
for zero magnetic field34, where dx and dy are the
annihilation operators for the extra orbitals located in
bridge position, ǫ1 = 1.5 eV, ǫx = −2.5 eV, ǫz = −1 eV,
γx = −4.68 eV, γz = 3.9 eV, yielding the total Hamilto-
nian H = H0+
∑
epoxyH
epoxy. The effect of the external
magnetic field is taken into account through a standard
Peierls phase factor on the hopping elements of the
Hamiltonian35–37. High-magnetic field transport is stud-
ied with an order-N , real space implementation of the
Kubo approach for σ(E,B)38,39. The scaling properties
of σ can be followed through the dynamics of elec-
tronic wavepackets using σ(E, t) = e2ρ(E)∆X2(E, t)/t,
where ρ(E) is the density of states, ∆X2(E, t) =
Tr
[
δ(E − Hˆ)
∣∣∣Xˆ(t)− Xˆ(0)
∣∣∣2
]
/T r
[
δ(E − Hˆ)
]
(with
Xˆ(t) the position operator in Heisenberg representation)
is the energy- and time-dependent mean quadratic
displacement of the wave packet. Calculations are
performed on systems containing more than ten million
carbon atoms, which corresponds to sizes larger than
500× 500 nm2, and randomly distributed defects. In all
simulations, the energy smearing factor is 1.5 meV.
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FIG. 1. (color online) Density of states for various magnetic
fields B and oxygen concentrations. Epoxy defect concentra-
tions are 0.5% (a), 1% (b) and 4.4% (c) whereas the magnetic
field ranges from 1 Tesla to 80 Tesla.
III. RESULTS
A. Disorder-induced QHE asymmetry
The evolution of the electronic structure under high
magnetic fields is first scrutinized by varying the density
of adsorbed oxygen impurities. Figure 1 presents the
density of states (DOS) for three different epoxy defect
densities, namely 0.5% (a), 1% (b) and 4.4% (c). For the
lowest concentration of 0.5%, magnetic fields higher than
1 T are required to observe the onset of the zero-energy
LL, whereas no LL signature is observed at higher ener-
gies at 1 T. By further increasing the field to 10, 50 and
80 T, the sequence of LLs clearly develops on the hole
side of the spectrum, with distances between LLs (∆ǫn)
in full agreement with the expected
√
B spacing (for ex-
ample ∆ǫ1 ≈ 0.3 eV at 80 T)8. In contrast, LLs only
partially develop in the electron region of the spectrum.
The 1% density is also shown to inhibit any LL on the
electron side of the spectrum, whereas the formation of
LLs in the hole side becomes more difficult and requires
higher magnetic fields. For densities as high as 4.4%, a
total disappearance of LLs is observed throughout the
whole spectrum and even fields as large as 80 T fail to
generate the zero-energy level.
B. Magnetoconductivity fingerprints
The conductivity σ is further analyzed for several rep-
resentative defect densities and magnetic fields. Figures 2
(a) and (b) show σ(E) in units of the conductance quan-
tum (G0 = 2e
2/h), computed at the largest accessible
time scale (t = 5.7 ps) for impurity densities of 1% (a)
and 0.5% (b) at B = 80T. The rescaled B -dependent
DOS is superimposed (dashed lines) for the sake of com-
parison.
The electron-hole asymmetry reported for the DOS
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FIG. 2. (color online) (a) σ(E) in units of the conductance
quantum for 1% epoxy defect density. (b) σ(E) for 0.5%
epoxy defect density. Dashed lines denote the corresponding
(rescaled) DOS in both panels. (c) Length dependent σ(L)
at four selected energies indicated in (a).
consistently develops for the conductivity as well, and
is even more pronounced. It is worth noticing that σ(E)
downscales with the defect density for sufficiently high
electron energies (compare for instance Figs. 2 (a) and
(b) at E = 0.4 eV), whereas it hardly changes for the
lowest energy LL0, as well as for the first (LL-1) and
second (LL-2) Landau levels on the hole side of the spec-
trum.
Figure 2(c) provides a clearer insight into the transport
properties on the electron and hole side of the spectrum
by showing the length-dependent conductivity σ at 80T
for the selected electron energies E1 to E4 indicated in
Fig. 2(a). On the electron side, at E3 and E4, the con-
ductivity slowly decreases with L, thus indicating the
transition from diffusive to localized regime. This is con-
sistent with the impeded formation of LLs in this energy
region. On the hole side of the spectrum, E2 corresponds
to the σ peak (LL-1 center) and E1 corresponds to the σ
minimum in between LL-1 and LL-2. At E2 the conduc-
tivity does not decrease with L, thus clearly confirming
that the states remain delocalized. On the contrary, at
E1 states localize with a rapidly decreasing σ.
The main finding of the study is described in Fig. 3
and Fig. 4. The peculiar feature [already observed in
Figs. 2 (a) and (b)] is the doubly peaked conductivity
seen in the lowest energy LL0, whose degeneracy is how-
ever not lifted by (defect-induced) sublattice symmetry
breakage. Actually, the conductivity scaling in Fig. 3(b)
at the two peaks (E2 and E4) from Fig. 3(a) remains
length-independent, whereas the decay of σ at energies
E1, E3 and E5 (where the DOS remains finite) clearly ev-
idences the localized nature of corresponding states and
formation of insulating regime. Such a feature indicates
the existence of some MIT and the formation of critical
states in between which a zero-energy Hall conductivity
plateau possibly could develop17,40. This is entirely dif-
ferent from the LL-1 discussed above. Additional trans-
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FIG. 3. (color online) (a) Structure of the double peaked σ(E)
in units of the conductance quantum for 1% epoxy defect
density (solid lines). Superimposed rescaled DOS in dotted
lines. (b) Length dependent σ(L) at the five selected energies
indicated by colored points in (a).
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FIG. 4. σ(E) for 1% epoxy defects and varying the field.
verse conductivity calculations are required to confirm
this new zero energy plateau, but are out of the scope of
the present study.
Figure 4 gives the further evolution of the double-
peaked conductivity σ(E) with increasing magnetic field
for 1% epoxy defect concentration. Figure 5 shows that
the magnetic field dependence of the peak separation
∆E(B) = E4(B) − E2(B) exhibits a steeper slope for
higher epoxy density (1.77%). The different trends be-
tween lower and higher impurity concentrations thus offer
an experimental test when measuring QHE in weakly ox-
idized and disordered graphene. Possible sublinear mag-
netic field dependence might serve as an additional hint.
Proper characterization of the samples might also rule
out between this and other explanations from the lit-
erature. However, such a surprising behavior cannot
be explained in terms of sublattice-symmetry breaking
arguments and demands for an alternative interpreta-
tion. The value of ∆E at zero field has a different, more
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FIG. 5. (color online) Peak separation ∆E(B) = E4(B) −
E2(B) for different defect concentrations.
conventional, origin. Indeed, it represents the separa-
tion between conventional diffusive (or weakly localized)
states by states (E=0) with stronger localization behav-
ior, which is observed for moderate concentration of non-
resonant adsorbates41. This conductivity dip was not ob-
served in our previous zero-field study21 due to the larger
numerical smearing of states.
C. Origin of the double-peak conductivity
structure
Under magnetic field, the electronic structure of pris-
tine graphene consists of well-separated degenerate flat
LLs. The DOS of the lowest LL is peaked at zero energy,
while the corresponding local DOS (LDOS) is spatially
uniform over the system. When a single epoxy impurity
is introduced, two peaks (one at negative energy and a
smaller one at positive energy) appear in the LDOS close
to the oxygen atom (at one of the bridging carbon atoms),
as shown in Fig. 6 for different magnetic fields. This in-
dicates the formation of two impurity-bound states. The
energy separation between these two states in Fig. 6(a)
increases roughly linearly with B. We recall that we ob-
served a similar linear increase for the two conductiv-
ity peaks of Fig. 4. The similar magnetic field scaling
is a first indication of the importance of these single-
impurity-pinned states, which are investigated in more
detail below.
First, the locality of such states is analyzed. In
Fig. 6(b), the LDOS is plotted for the carbon atoms along
a line passing through one of the bridging carbon atoms
at B=80 T for the two energies E6 and E7 indicated in
Fig. 6. At E6 = 0, in between the two peaks, the LDOS
corresponding to LL0 turns out to be suppressed over a
region with a radius of about 5 nm around the defect.
At the energy of the peak E7 and in the same spatial re-
gion, the LDOS is high and decays rapidly with distance
from the epoxy. This observation confirms the bound na-
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FIG. 6. (color online) (a) A single oxygen atom on pristine
graphene sheet: total DOS and LDOS for a bridging carbon
atom at different magnetic fields. (b) Spatial dependency of
LDOS by distance from the oxygen atom (at y = 0) at 80T.
ture of the corresponding state. Additionally, the spatial
extension of the bound state is driven by the magnetic
field intensity and it is actually of the same order as the
magnetic length (lB ∼ 25.7/
√
B nm).
The connection between the quasi-localized nature of
bound states as seen in the LDOS in Fig. 6(b) with the
formation of extended (critical) states conveying length-
independent conductivity is not straightforward and even
counterintuitive. We rationalize this intriguing point as
follows. These impurity bound states couple to each
other, even at relatively low defect density (magnetic
lengths are larger than the average distance between im-
purities). In fact, the overlap between different bound
states gives rise to new states, which occur over a cer-
tain energy window [the broad DOS feature of LL0 in
Fig. 2(a)]. The width of this window depends on the
coupling strength, which increases for higher oxygen con-
centration and is at the origin of the concentration de-
pendence of the peak separation in Fig. 5. Together with
the increase of the splitting of states for higher magnetic
fields (as seen for the isolated epoxy in Fig. 6), this ex-
plains the trends observed in Fig. 5. Finally the for-
mation of a double conductivity peak in absence of any
splitting of the original LL0 (Fig. 3) is thus found not to
be related to any symmetry breaking mechanism, but to
the occurrence of resonant energies at which percolation
takes place between impurity-states, whereas the zero-
energy states are localized inside the fragmented pristine
regions, carrying no current, in total contrast to the case
of pristine graphene with homogeneous disorder42.
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lengths (solid lines) at 4.4% with superimposed rescaled DOS
for chosen fields (dashed lines). Inset: length-dependent con-
ductivity scalings at chosen energies.
D. High disorder concentration regime
Finally, the strong disorder limit for epoxy disorder is
explored. In Fig. 7 the localization length ξ is estimated
for 4.4% of disorder by fitting σ(L) with an exponen-
tial law21. The scaling behaviors of σ(L) are shown in
the inset. The DOS is superimposed for 0, 30, 50 and
80 Tesla for reference. Surprisingly, for this high disor-
der case where the formation of a clear LL spectrum is
jeopardized in the DOS [see also Fig. 1(c)], states are
not equally (de)localized over the energy spectrum. At
zero energy, localized states occur between two bands
of more extended states. This is consistent with the
previous analysis based on percolation of local impurity
states. High magnetic fields are necessary to compen-
sate the conventional disorder induced localization effects
(lower inset), which is confirmed by the smaller local-
ization lengths on the electronic side where disorder is
stronger (main frame). Similarly, a high-B value is re-
quired to resolve the peaks of delocalized states in the
spectrum. The localized states seem to be less sensitive
to the effect of the magnetic field. On the other hand the
field tunes the localization length by up to one order of
magnitude in the low energy region (about 40 meV away
from the zero-energy reference). The robustness of such
delocalized states at high disorder might explain recent
experimental works observing QHE features in highly hy-
drogenated samples18.
IV. DISCUSSION AND CONCLUSION
Weak densities of oxygen ad-atoms induce specific
QHE features, such as the breakdown of electron-hole
symmetry of the high energy LLs. Additionally, despite
the absence of a true energy gap, two low-energy con-
ductivity peaks, strongly robust to disorder, are related
to the coupling of local impurity-pinned bound states,
whose spatial extension and overlap is monitored by the
magnetic-field strength. These results suggest the pos-
sibility to measure an additional quantized Hall conduc-
tance plateau (at σxy = 0) due to such impurity-pinned
local Landau levels.
The specific role of disorder played in this study is
different from literature predicting the QHE to be robust
under three kinds of disorder, namely (i) weak potentials
VW (satisfying VW < h¯ωc)
43,44, (ii) scattering centers
defined by potential VSC (satisfying a distance d between
centers larger than the magnetic length lB)
45–47 and (iii)
smooth potentials VS (satisfying ∆VS =
h¯ωc
lB
)46,48–55.
Epoxy is a scattering center, in the sense that it in-
duces intervalley mixing responsible for quantum local-
ization effects21. However, the disorder concentrations
in this study do not satisfy the d ≫ lB criterion from
(ii). The novelty of this study is that it hints towards
the existence of extended states based on a percolation
model56,57 in the case of scattering centers, a framework
up to now (to the best of our knowledge) only related to
smooth potentials46,48–55 where it was also confirmed ex-
perimentally49. Differently from smooth potentials where
the critical energyEc (energy at which the extended state
is found) is predicted to be at zero energy for electron-
hole symmetric potentials , for epoxy disorder, these crit-
ical energies E±c are found at the left and right of E = 0
eV. The states at energies away from E±c are localized
as expected from the literature, possibly leading in this
case to a zero energy Hall pleateau. Actually, a similar
zero energy Hall plateau has recently been observed in
disordered graphene58, but without any ultimate conclu-
sion about its origin. We believe the present work might
represent a possible key of interpretation and provide the
necessary cornerstone for a better understanding of im-
purity related critical states. Future calculations might
try to generalize the existence of these critical states to
a larger class of impurities.
The recent demonstration of chemical control of depo-
sition of monoatomic oxygen atoms on graphene32, to-
gether with several QHE experiments in oxidized and
hydrogenated graphene59,60 pave the avenue for in-depth
exploration of the QHE in chemically-modified graphene
based materials. A low-temperature scanning gate mi-
croscopy technique61 to observe percolation of states in
the bulk could shed further light on the specific behavior
at these new critical energies.
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