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ABSTRACT 
This paper is concerned with the iterative method for estimating the optimum overrelaxation para- 
meter. The improved power method (IP method) with the greatest rate of  convergence is derived 
and compared with the Chebyshev polynomial iterative method (CP method) and the other iterative 
methods. Two algorithms (algorithms A and B) based on the IP method are presented. Some 
numerical results are shown. 
I. INTRODUCTION 
In the past decade, many iterative methods [1]-[6] have 
been developed for solving the large sparse linear system 
A x = b (1) 
where A is a given real n X n matrix which is 2-cyclic, 
consistently ordered, symmetric and positive definite 
[1], [7], b is a given real n X 1 vector and x is an n X 1 
vector to be determined. 
For example, (1) arises from the finite element or finite 
difference analysis of elliptic partial differential equations 
(PDEs). 
Some iterative methods [4], [8]-[10] especially by semi- 
iteration [11], i.e., Chebyshev acceleration and conjugate 
gradient acceleration are more effective, requiring the use 
of the acceleration parameters. On the other hand, the 
point (or the block) successive overrelaxation iterative 
method (SOR method) [1], [7] has wide use in engineer- 
ing fields for solving (1), because it is practical and con- 
venient in using the five-point stencils for a large class of 
the elliptic PDEs [12] and especially because it is familiar 
to engineers. In the SOR method, the optimum overrelax- 
ation parameter 60011 ] is required in order to obtain a 
solution with the desired accuracy in the least computing 
time. In practice, two basic approaches are used for 
selecting the overrelaxation parameter. The first approach 
is based on apriori methods [1], [71, [13]-[151, i.e., the 
estimate for 6o0 is obtained prior to the start of the SOR 
method. The second approach isbased on a posteriori 
methods [1], [16]-[21], i.e., the estimate for co o is ob- 
tained by using some informations during the SOR proc- 
ess. Various power methods play important roles in both 
a priori and a posteriori methods. The Chebyshev poly- 
nomial iterative method (CP method) [14], [15] has been 
recognized as the most efficient of the a priori methods, 
and it has been used for selecting automatically the over- 
relaxation parameter in the SOg program package [14], 
[221. 
In this paper, the various iterative methods for estimat- 
ing 6o0 are discussed from the viewpoint of the conver- 
gence rates, and consequently the improved power 
method (IP method) with the iteration matrix H(ros) is 
derived (see table 1). The IP method gives rise to the 
greatest rate of convergence and is superior to the CP 
method in the convergence rate and computational cost. 
Also, two practical algorithms (algorithms A and B) 
based on the IP method are presented. The algorithms 
A and B belong to the categories ofapriori, and a 
posteriori methods, respectively. In chapter 2 the general 
iterative method for estimating 6o0 is described, and in 
chapter 3 the ordinary power method COP method) 
with the iteration matrix G[=H(1)] and the CP method 
are rated. In chapter 4 the IP method is formulated, and 
the theoretical results of the convergence rates are 
tabulated. Moreover, in chapter 5 the elementary 
divisors [23]-[26] of the iteration matrix H(ros) for the 
IP method are discussed. Also, in chapters 6 and 7 the 
algorithms A and.B are presented and numerically 
compared with the CP method and the other methods. 
In chapter 8:the main results are summarized. 
2. DEFINITIONS AND GENERAL ITERATIVE 
METHOD 
The coefficient matrix A in (1) can be written as 
A = D-E  T -E  (2), 
where D is the diagonal matrix consisting of the diagonal 
elements of A and -E is the stricdy upper triangular 
part of A. For the splitting of (2) the point SOR itera- 
tion matrix H(co) is given by 
H(w) ---- (D-wET) -1 [wE + (I -w).D] (3) 
where 6o is the overrelaxation parameter. For convenience 
sake, the assumption is made that the elementary 
divisors of H(ro) are all linear for 60 E [1,600]. Rigor- 
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ously speaking, this does not hold [26], and its validity 
will be analytically and numerically discussed in chapter 
5. Now, the iterative method for estimating the optimum 
overrelaxation parameter 600 is expressed at the k-th 
stage as 
y(k) = Pk [n(w)] y(0) = Pk [Xl(W)] fik (co) V(co) a(w) 
(4) 
where Pk[H(6o)], COE [1,Ws] is a k-degree matrix poly- 
nomial and Pk(Z) (IPk(z)l ~<1) is the k-degree polynomial 
of z satisfying Pk[X1 (6o)] ~= 0. Also, Ws(< COO) is given 
by (22) in chapter 4. Here, y(0) is an arbitrary n X 1 
initial iterated vector formally written as 
y(0) = V(w) a(CO) (5) 
and Ak(CO ) is the n X n diagonal matrix represented as
Ak(CO ) = diag {1, Vk[X2(6o)]/Pk[Xl(CO)], 
.... Pk[Xn(CO)]/Pk[XI(CO)] } (6) 
where ~i(CO ) (i= 1,2 ..... n) is the i-th eigenvalue of H(CO) 
corresponding to the eigenvector vi(CO ). For COE[1,COs] it
is known [26] to be 
1 > Xl(CO ) > X2(6o ) = ... = Xs(CO ) > IXs+ 1 (CO)t = 
... = IXt (co)l ~> ... t> Ikn (6o)1 t> 0 (7) 
Also, V(CO) = [v I (CO),v2(CO) . . . . .  Vn(CO)] is the n X n com-  
p lex  matrix and a(CO) = [al(CO ), a2(CO ) ..... an(CO)]T is the 
n X 1 coefficient vector in (5) satisfying al(CO ) =/= 0. 
Here, unless the assumption described above is made, the 
principal vector (or the generalized eigenvector) of grade 
greater than I should be suitably taken [26] instead of 
vi(CO ) in V(CO). Then, Pk[H(CO)] must be selected such 
that the iterated vector y(k) of (4) asymptotically 
approaches to the direction of the dominant eigenvector 
v 1(6o). Note that both a pr/or/and aposteriori methods 
are expressed as (4), and that non-stationary iterative 
methods being empirical (e.g., [161, [17]) are not exam- 
ined. Finally, the optimum overrelaxation parameter 
CO0E(1,2) is known to be determined from the spectral 
radius S[H(6o)] = XI(6o ), 6oE[1,6o0) as follows : 
COO = 2/[1 +,v/TZS-(G)], (8) 
S(G) = S(B) 2 (9) 
and 
S(B) ={S[H(6o)]+CO-1}/{W~ }, (10) 
where S[.] denotes the spectral radius, G = H(1) is the 
point Gauss-Seidel iteration matrix and B=D -1 (ET+E) 
is the point Jacobi iteration matrix [11, [71. The conver- 
gence rate C(k) (or the error-reduction factor) of the 
iterative method expressed as (4) may be defined by 
C(k) = IIAk(CO ) -All, (II) 
where I1.11 denotes the spectral norm and A is the n X n 
diagonal matrix represented asA = itiag {1, 0 ..... 0).The 
so-called convergence rate is normally defined to be 
-In C(k) (e.g., [7]), but the authors use (11) for con- 
venience of manipulation. 
3. CHEBYSHEV POLYNOMIAL ITERATIVE METHOD 
First, the ordinary power method (OP method) with the 
point Gauss-Seidel iteration matrix G is described. The 
generated polynomial during the iterative process is 
simply Pk(z) = z k, and the iterated vector y(k) is ex- 
pressed from (4)-(6) as 
y(k) = Gky(0) = S(G) k Ak(1 ) V(1) a(1), (12) 
where ~(1)(E[0, i]) is the nonnegative r al number, 
S(G) = XI(1 ) and y(0) = V(1) a(1). The convergence 
rate C O of the OP method is derived from (11) and (12) 
as  
C O = [Xs(1)/StG)]k = Ol k, (13) 
where 01 = Xs(1)/S(G ) (<1) is known to be the 
dominance ratio [7] and Xs(1) ( -  ~2(1)) is the sub- 
dominant eigenvalue of G. Next, the Chebyshev poly- 
nomial iterative method (CP method) [14], [15] is de- 
scribed. This method is the semi-iteration with respect 
to G. The iterated vector y(k) is expressed from (4)-(6) 
as  
y(k) = Vk(G)y(0) = Pk[S(G)] Ak(1) V(1 ) a(1), (14) 
where the generated polynomial i s  
Pk(z) = Tk[2Z/Xs(1 ) -1]/Tk(2/o 1-1). Here, Tk(z ) is 
the Chebyshev polynomial of degree k defined by 
Tk(Z ) = cos(kcos-lz) for Izl ~ 1 and Tk(z ) = cosh(kcosh-lz) 
for [zl > 1. The Pk(Z) is the polynomial with the least 
maximum modulus over the range [0, Xs(1)], also 
satisfying Pk[S(G)] = 11271. From (11) and (14), the 
convergence rate C t of the CP method is derived as 
C t -- 1/Tk(2/o1-1 ) . (15) 
In the CP method, three successive vectors y(k), y(k-1) 
and y(k-2) are at least required for the generation [151 
of Pk(z) based on the well-known recursive formula 
Tk(Z ) = 2zTk_l(Z ) -Tk_2(z ) with T0(z ) -- i and 
Tl(Z ) = z. Also, the dominance ratio 01 and the sub- 
dominant eigenvalue Xs(1 ) are required. The results ob- 
tained in this chapter are summarized in table 1. Here, 
it can be proved from (13) and (15) that C t < C O for 
any k > 0, because the ratio C0/C t is a decreasing func- 
tion ofo  I E (0,1] with the maximum value 1 foro I = 1 
(see fig. 3). Therefore, the CP method is an improve- 
ment over the OP method or over the point Ganss-Seidel 
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iterative process, in the sense of the convergence rate 
C(k) defined by (11). On the other hand, the'SOR proc- 
ess is itself an acceleration of the point Gauss-Seidel 
iterative process. So, in the following chapter the authors 
will consider another improvement over the OP method 
which is formulated during the specific SOR process. 
4. IMPROVED POWER METHOD 
The power method uring the SOR process is described, 
which has a greater rate of convergence than the ordinary 
power method (OP method). This method is the station- 
ary iteration of H(60) e._e_m_~loying the specific 60 E(1,60"~, 
where w* = 2/[1+x/1-~,*] and X* = 4S(G)Ol/(1+Ol) ~. 
Here, 60* (:# 1) is the overrelaxation parameter for 
which 0(60*) = 0 1 in (13) and (17). It can be proved 
that 60" ~ (60s' 600)" Accordingly, the iterated vector y(k) 
at the k-th stage for this method is expressed from (4)-(6) 
as 
y(k) = H(60) k y(0) = S[H(60)] k Ak(60 )V(60) a(60), (16) 
where the generated polynomial is simply Pk(Z) = z k 
being similar to.the form in the OP method, 
S[H(60)] = X1(60), 60 E (1, w*) and y(0) = V(60) a(60). 
Then, from (11) and (16) the convergence rate C a of this 
method is easily derived as 
c a = (IX s (60) I/S[H(60)]) k = o(60) k. (17) 
It is noted from (13) and (17) that the dominance ratio 
01 = e(1). Now, the improved power method (IP 
method) with the greatest rate of convergence is formu- 
lated. Consider the minimal problem giving the conver- 
gence rate C m = em k, such as 
o m = min {0(60) = IXs(60)llXl(60);60E(1,co*)). (18) 
For the i-th eigenvalue ~ki(60 ) of H(60) (60E[1,2)) it is 
well known (e.g., [1], [12]) that 
~(60)/ai 2 602 = [Xi(60)+60_112 ' (19) 
where/ai 2 = ~(1), i = 1,2 ..... n, i.e.,/a i is the i-th eigen- 
value of B. Then, by considering only the positive/ais 
(see [12]), (19) is rewritten as 
x /~ = [60Pi + X/602pi2-4(60-1)]/2" (20) 
For the largest X /~ in (20) the following relation can 
be derived : 
d 
d - -~-~ = [#iV~ (60) - 1]/[2 x /~ - 60kti]. (21) 
From (20) and (21), each )ki(60 ) is found to be minimized 
for 60 = 60i = 2/[1 + lX~7-Xi(1)] satisfying 
60i 2/~i 2-4 (60i- 1) = 0 and ki(60i) = 60i- 1, and it is also 
seen to be the real number for 60 g 60i" Hence, 
~'1(60 {= S[H(60)]) and hs(60 ) become real numbers for 
60 g ¢o s. Also for the largest X/~i(60 ) (i = 1, s) in (20) and 
the previous analysis it can be found out that for 
(1, 60s], d~ [ %/'As(60)/)~1(60) ] 6oE < 0 and 
[X/Xi-~'~) ] < 0 (i = 1, s), where d60 
60s = 2/[ 1+ x/1 - OlS(G)]. (22) 
Thus Ca< C O for any k(> 0). Note that Xs(60) becomes 
a complex number for 60 E (60s' 600] and that 0(60) in- 
creases in this interval. For 60E (600,2 ] both X1(60) and 
Xs(60 ) become complex numbers with lX1(60)1 = IXs(60)[. 
Note also that 0(60) > 0 1 = o(1) for 60 > 60* and 
especially 0(60) = 1 for 60 ~ 60 0 which means no con- 
vergence. Then, o m may be expressed as 
°m = °(COs) = (60s - 1) / S[H(60s) ]. (23) 
The practical determination f ¢o s is described in chapter 
6. From (13), (19) and (23) the convergence rate C m is 
reduced to 
C m = Om k = [(1 - x/'l - Ol)/(1 + Ix/T'~- Ol)] k. (24) 
The IP method has therefore been simply formulated as 
the stationary iteration of H(60) employing the specific 
60 = 60s in (16); it has the greatest rate of convergence. 
b 
1.0 
.9 
.8 
for h=I/25, 
ca s =1.6704 (<r,a o =I,7772} 
a m =0.73 77 
for h=Y50, 
%=I .  8195(<c~ o =I.0818) 
cTm = O. 8.5"71 
for h=ll lO0, 
c~ s = 1,9053{ <c.o 0 =1.9390) 
am =0.9259 
V 
. ,  , I ~ I = I ~ ! = 
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¢.,d 
Fig. 1. Behavior of the factor 0(60) dominating the con- 
vergence rate for the power iteration during the 
SOR process, n= (1/h-1) 2 is the order of PDE- 
related linear system and h is the mesh size. 
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Fig. 2. Behavior of the factors o(1) and o(60s), o(1) = o 1 
is the dominance ratio 
Here, it is obvious to be C m ~ C a < C O from the above 
descriptions, for example, from the results illustrated in 
fig. 1, 2 and 3. These figures how the behavior of the 
factor o(60), 60 E [1,2) for the PDE-related model 
problem (e.g., [7]) described in chapter 7. The IP method 
is compared with the Chebyshev polynomial iterative 
method (CP method), in respect of the convergence rate. 
The con~rgence rate C t given by (15) is rewritten as 
C t = 1/cosh(kz), (25) 
where for 2/01 - 1 > 1 
z = cosh -1 (2/01 - 1). (26). 
TABLE 1. Comparison of the improved power method and the 
1.0 
.8 
.6 
~a ./, 
0 20 /,0 60 80 100 
k 
Fig. 3. Behavior of the convergence rate C(k). C_, C t 
and C o are the convergence rates of the I~  
method, the CP method and the OP method, 
respectively 
Also, from (24) and (26) it is derived to be 
z = -lno m. (27) 
Therefore, from (24), (25) and (27) it is obtained to be 
C t = 2omk/(1 +Om 2k) = 2Cm/(l+Cm2 ). (28) 
It is emily found to be C m < C t for any k (> 0), since 
always o m < 1. Moreover, Cm is nearly estimated to be 
Ct/2 for the small Om, and it approaches toC t when o m 
other methods 
Method 
Iteration Relaxation 
matrix parameter 
H(60) 60 
Polynomial Convergence 
Pk[Xi(60)] rate 
c(k) 
cf. 
Ordinary power 
tOP method) 
Chebyshev polynomial 
iterative (CP) method 
G 1 
G 1 
~i(1) k 
Tk[2Xi(I )1o IS(G) - 1 ] 
Power method 
H(60) 1 < 60 < 60* Xi(60)k during SOR process 
Improved power 2 Xi(60s)k 
tIP) method H(60s) 1 + X/i- 0 ls(G) 
(=%) 
Tk(21o I - 1) 
olk(=c0 ) 
1 
Tk(2/o 1-1) 
(=C t) 
o(60) k (=c a) 
Om k (= C m) 
o I -- Xs(1) < 1 
--},1(1) 
C t - 2Cm _ > C m 
( l+Cm 2) 
0(60)--IXs(60)l 
Xi(60) 
1- lx/T~-ol~ 
o m = < .  01 
1 +~/i -o 1 
note : G = H(1)  
60* = 2/[1 + lx/1-2"X-~-X * ] ; X* = 4StG) Ol/(1+Ol )2 
i 
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is very dose to 1. For example, in the PDE-related model 
problem C m = 0.46309, C t = 0.76263 at the 10-th stage 
are computed for the order n = 9801 (1/h = 100) of (1). 
From fig. 3, it is also seen to be Cm< Ct~ C O < 1 for 
any k. The results obtained in the chapter 3 and this 
chapter are summarized in table 1. The OP method with 
C 0, the power method with C a and the IP method with 
C m are simply the stationary iterations of the iteration 
matrices G, H(to), to ~ (1, to*) and H(tos), respectively, 
and their computational costs are, in practice, less than 
for the CP method, though they all include one opera- 
tion of the matrix-vector multiplication for each k. 
Furthermore, in both the IP method and the CP method, 
the estimation of the dominance ratio 01 is required. 
This might be easily obtained uring the point Gauss- 
Seidel iterative process, for example, as described in 
chapter 6, but it is, in general, likely to be very trouble- 
some during the semi-iterative process for the CP 
method. Note that the estimates of 01 are obtained faster 
during the CP process of Hageman [1~] than during the 
Gauss-Seidel process. 
5. ELEMENTARY DIVISORS FOR IMPROVED POWER 
METHOD 
We examine first the elementary divisors of G which is 
the iteration matrix for the OP method or the semi- 
iteration matrix for the CP method. Since the coefficient 
matrix A of (1) is consistently ordered, it may be 
partitioned into 
51 -g l  o - . .  
_gT 52 " ' . . .  
A m = = QAQ T 
"" " - .  "" Dn'~l ""-Era-1 
" -  -T  Dm (29) 0 -Em_ 1 
where Di and Ei are the n i X n i, n i X ni+ 1 submatrices 
(n 1 + n 2 +... + n m = n), respectively, Q is a permutation 0 
matrix and m ~ 2. Here, A n = A(m = n) and n i = 1 for 
Q = I, where I denotes the n X n unit matrix. For 
example, the red-black ordering [1] leads to A 2 (m=2), -1 
and then the elementary divisors of G are known to be 
all linear [23], [24]. The natural ordering [1] being con- ,-, 
venient for the programming leads to A m (m > 2), and ~" -2  
then G is known to have the nonlinear elementary divisors 
associated with zero eigenvalues, i.e., ki(1 ) = 0. However, 
only if A is consistently ordered, there exists a permuta- -3 
don matrix Q such that A 2 = QAQ T (see [1]). Therefore, 
it is possible to select he ordering or Q so that the 
elementary divisors of G become all linear, and then (12) 
and (14) are valid. Next, the elementary divisors of 
H(o0), to E (1, to*) which is the iteration matrix for the 
IP method or the power method uring the SOR 
process are examined. The H(to) has not necessarily 
linear elementary divisors. This is not because the 
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degree of the elementary divisors is dependent upon the 
ordering of A, but because h is varying with to [26]. The 
authors have recently obtained the following results [25] 
on the ehmentary divisors of the point SOR iteration 
matrix H(to) : 
(i) For both 60 =/= 1 and 60 =/= toi (= 2/[1 +41 -/ai2]), the 
multiplicity r i of the i-th eigenvalue/a i of B is equal to 
the multiplicity of ki(to), and it is also equal to the 
nullity of H(to)-Xi(to)I. Then, the corresponding 
elementary divisors of H(to) are all linear. 
(ii) For to = top the multiplicity r i ofgt i (=/: 0) is equal 
to the nullity of H(to) - ki(to)I, but it is not equal to 
the multiplicity of ki(to ) being 2r i. Then, H(to) has the 
nonlinear elementary divisors of degree d, where 
2~<d~r i+ l .  
Note that by different fashions [14], [23], [24] these 
results have been shown for block SOR methods. From 
the above (i) and (ii), the convergence rate C a given by 
(17) should be rewritten into 
I (dk_l iXs(O0)l 1-d o(to)k ;~0 = toi e (1, 60*) = (30)  Ca L o(to) k ; to =/= top 
where for the case o ld  = 2 and to = top see [1], [26]. 
Similarly, the convergence rate C m for the IP method 
given by (24) should be rewritten into 
Cm = (dkl)- (tos - 1) l -d Om k (3!) 
From (30) and (31) it is theoretically seen that C a for 
6o = toi and C m are not monotonically decreasing with 
k. Fig. 4 shows the behavior of the logarithmic error e(k) 
of the estimated optimum overrelaxation parameter 
to0(k) by the IP method and the CP method, for a PDE- 
related model problem. Here, e(k) = loglto0(k ) -toO I is 
assumed to be continuous function of k, and the broken 
11h=50 
'~-~.~...... OP method 
\ y l  P method 
~,~CP method 
| l  ~1 , I • ! , I , -4 
0 10 20 30 40 50 
k 
Fig. 4. Behavior of the logarithmic error e(k) of the 
estimated optimum overrelaxation parameter 
to0(k ) by the IP method and the CP method. 
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curve illustrates the results obtained by the OP method. 
The red-black orderings are employed for theCP method 
and the OP method, and they give rise to the convergence 
rates C t and CO, respectively, since G has linear ehmen- 
tary divisors. Also, the natural ordering is employed for 
the IP method. In order to examine the greatest rate of 
convergence and the degree d in (31), the exact value of 
co s = 1.81955 (~ coO = 1.88183) is used in the IP 
method, where 01 = 0.99408, C t = 1/Tk(1.01191 ) 
(< C o = 0.99408 k) and 
Cm=(  k d- l)  0"819551-d X 0.85716 k from (31). It is 
numerically apparent from fig. 4 that the IP method 
gives the greatest rate of convergence, and that it is not 
affected significantly by the nonlinear elementary divisors 
of H(Cos). Therefore, the degree of the nonlinear elemen- 
tary divisors may be approximated to be at most d = 2, 
and, in practice, the convergence rate C_ can be validly 
estimated by (24) instead of (31). Final~ny, it has been 
numerically confL,-med that (4) is roughly valid, and 
that the convergence rate C(k) given by (11) is a reason- 
able index for examining the effectiveness of the iterative 
methods. The authors think that it is necessary to study 
on the degree d of the elementary divisors for the other 
orderings and more general problems. 
6. ALGORITHM 
Two examples of the algorithms based on the IP method 
are presented. They are named algorithms A and B, 
which belong to the categories of a priori and a posteriori 
methods,respectively. 
6.1. Algorithms A 
This algorithm consists of three processes, i.e., the OP, 
the IP and the SOR processes. 
(i) The OP process C 0 ~ k ~£).  This process is prepared 
for the determination of the overrelaxation parameter 
Cos required in the subsequent IP process (~ ~ k ~+m).  
Then~ as seen from (22), the spectral radius S(G) and the 
dominance ratio 01 are required. Using the iterated 
vector y(k) expressed by (12), the estimates Sk(G ) and 
0 l(k) at the k-th stage are obtained, as follows : 
Sk(G ) = [y(k),y(k-1)]/[y(k-1),y(k-1)], (32) 
and 
o I (k) = x/~r (k), r(k)] / [r(k-1 ), r(k-1)], (33) 
where [,  ] denotes the inner product, r(k)=y(k)-y(k-1) 
is the residual vector and y(k) is normalized by Sk(G ). 
Also, the initial iterated vector y(0) is suitably selected 
to be positive, e.g., y(0) = [1,1 .... ,1] T. Note that the 
convergence of lira Ol(k ) = 01 can be easily proved 
k-~ ** 
[14], [221. Then, Sk(G ) and Ol(k ) become larger for 
some k than their t~ue values. Here, the estimate C0s(k ) 
for co s based on (22) is computed by 
Cos(k) = 2/[ l+x/T-o l (k)  Sk(G)], (34) 
where COs(k ) is monotonically increasing according to 
k, since G has linear elementary divisors and the inner 
products of (32) and (33) are used for the positive vector 
y(0). Then, the final estimate C0s(~ ) (< coO) is desired to 
be larger, but in numerical experiments it has confmned 
that £ should be selected approximately tobe 10 for the 
small n(~ 103) and to be 30 for the large n(~ 104). 
(ii) The IP process (£<k~+m).  Using the iterated 
vector y(k) expressed by (16), the estimate 
S k {H [co s (£)]) for S [H (cos)] is successively obtained 
from the similar formula to (32). Then, the estimate 
co0(k) for coO based on (8)-(10) is computed by 
co0(k) = 2/[1+V~ - Sk(G ) 1, (35) 
where 
Sk(G ) = [Sk{H[Cos(£)] } + Cos(£)-112/[Cos(£) 2 s k {H[Cos(£)]  ]. 
(36) 
In order to terminate this process, i.e., to determine the 
iteration umber m, the Hageman's strategy [14], [15] 
being used in the CP method must be modified, as 
described below. Let I(Co) be the iteration umber 
required by the SOR method using Co. The essence of 
the strategy is to minimize the total iteration umber 
IT(k ) = k +I(Co0(k)). (37) 
Then, the following relative quantity ~ (k) (9 0) is 
defined :
(k) = I [Co0(k)] / I(co0) - 1, (38) 
where the estimate co0(k) will agree with CoO if ~ (k) = 0 
and IT(k ) = k+[1 +~(k)] I(Co0). Here, I(Co), Co = COO' 
Co0(k) can be roughly estimated by using the asymptotic 
rate of convergence R {S[H(CO)])= log[1/S[H(Co)]] [71. 
That is, (38) is approximately [14]~rewritten into 
(k) = [R** {S[H(Co0)])- ito. [S (H[Co0(k) l)]/it** [S (H[Co0(k)] ~ 
~. ~[ISk(G)-Sk-l(G)ll/[2[1-Sk(G)][1-°l(~)]]; Sk(G)>S(G) 
[x/[Sk(G)-Sk_I(G)I / ~/[1-Sk(G)][1-Ol(~)] ; Sk(G)<S(G), 
(39) 
where Sk(G ) is given by (36) and o1(£ ) is the final 
estimate obtained from (33). Note that o1(£ ) is used in- 
stead of Ol(k ) (£~k~+m) [15]. Therefore, the 
criterion to terminate the tP process is given by 
(k) < ~, (40) 
where 8 is an input parameter which should be selected 
to minimize IT(k ) given by (37). It has been confLrmed 
in numerical experiments hat 8 ~- 0.05 will work well 
for most cases. 
(iii) The SOR process (k>£+m). Using the final 
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estimate 600(~+m) for 600, this process is performed for 
solving (1), which is expressed as 
x(k) = H[600(£+m)] x(k-1) + g[600(9+m)], (41) 
where x(k) is the k-th approximant for the solution x of 
(1), x(£~-m) is the initial approximant and is suitably 
given, and g(60) = 60(D-60ET) -lb. Finally, in order to 
terminate this process, the suitable criterion for the 
approximant x(k) will be selected, e.g., 
IId(k)ll= < e, (42) 
where d(k) = x(k)-x(k-1) is the k-th displacement vector, 
e is an input parameter being very small and I1.11=o denotes 
the maximum vector norm. Note that IT(k ) given by (37) 
is an estimate for k = I T satisfying (42), and that IT is 
the total iteration umber equired in the actual com- 
putations. 
7. NUMERICAL EXPERIMENTS 
The elliptic PDE-related model problem is expressed as 
V 2 ¢ (x,y) = 0 ; (x, y) E ~ (45) 
subject o 
¢ (x,y) = f(x,y); (x,y) E a~2, (46) 
where V 2 is the 2-dimensional Laplacian, f(x,y) is a 
given function defined on ~2 and ~2 = (0,1) X (0,1) is 
the square domain. Then, applying the five-point stencils 
to (45) and (46), the linear system of (1) arises, where 
~2 is subdivided into the regular meshes with the mesh 
sizes h and the order n of (1) is (1/h-1) 2. 
500 
400 
6.2. Algorithm B 
This algorithm consists of the same processes as in the 
algorithm A. 300 
(i) The OP process (0< k~ £). As the iterated vector y(k) ... 
in (12), the displacement vector d(k) is taken from the ~, 
point Gauss-Seidel iterative process for solving (1). That -'~ 
is, 200 
y(k) = x(k) - x(k-1) = d(k), (43) 
where 
x(k) = G x(k-1) +g(1), (44) 100 
x(0) is the initial approximant and is suitably selected to 
be larger than x, and g(1) = (D-ET)-lb. Then, the over- 
relaxation parameter 60s is estimated by the formulae 
similar to (32)-(34). 
(ii) The IP process (£< k~ £+m). Ag the iterated vector 
y(k) in (16), the displacement vector d(k) is taken from 
the specific SOR process with the overrelaxation para- 
meter 60s(£). Then, the estimate 600(k) for 60 0 is obtained 
from the formulae similar to (35) and (36). Also, the 
strategy as described in 6.1 (ii) is used. 0 
(iii) The SOR process (k>g+m). Using the final estimate 
600(~+m) in the IP process, the SOR process expressed -1 
as (41) is performed. In order to terminate this process, 
a suitable criterion such as (42) is used. 
Note that the CP method is applicable to the determina- -'- -2 
don 60s in the algorithms A and B, and that it is an accel- ~e 
eration of the OP process. Also, the algorithm B is a 
systematic improvement over C~,'r6 's method [16]. -3 
Actually, the group of 12 iterations using 
60 = 600(1;)-[2-600(1;)]/4 (k = 121;+ 1;1;=0,1 .... ), 
where 600(1;) is the estimate for 600 in Carr~'s method, 
may be corrected by the IP process in the algorithm B. 
11h=60 
x3 .  m=O (OP method) 
/ 
\ \  \ f . . . .  L . . . . . . . . .  
\ 1=15 ~ x 
i=0 
(l P method) 
Algor i thm A 
0 I I I I 
0 20 40  60  8O 100 
k 
Fig. 5. Behavior of the estimated total iteration umber 
IT(k ) in the algorithm A. ~, m are the required 
iteration umbers in the OP process and the 1I' 
process, respectively. 
11h=60 
~ . ~  m=0 (OP method)  
t I=0  method)  0 
• L . , . , . , 1 , -4 
0 10 20 30 40 50 
k 
Fig. 6. Behavior of the logarithmic error e(k) of the 
estimated optimum overrelaxation parameter 
600(k) during the OP process and the IP process 
in the algorithm A. 
6O 
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I,- 
M 
I 0 s 
10 2 
/ _ 
/ 
/ 
/ 
OP method /'~ 
/ 
/ 
,o. / Algorithm A 
C P method using 
Hageman's strategy 
io'  
10' 10 2 3x102 
l lh 
Fig. 7. Minimum Value of the required total iteration 
number I T by the algorithm A. Comparisons with 
the OP method and the CP method using the 
Hageman's strategy are given, where e = 10 -6 is 
set  
l -  
m 
10 3 
10 2 
no/~convergence 
(>900) 
® 
e .cf Algorithm B 
o Carr6's method 
101i I I i i i i ' ' '  ' 
10' 10 2 3xll 12 
1/h 
Fig. 8. Minimum value of the required total iteration 
number I T by the algorithm B. Comparisons with 
CarrCs method are given, where e = 10 -6 is set 
TABLE 2. Algorithm A and the behavior of the 
relative quantity ~ (k). 
1/h = 40(n = 1521), £= 10 
Iter- Estimate Relative Estimate 
ation for cOO quantity for I T c£ 
number 
k co0(k) 8(k) IT(k ) 
5 1.7807. 1.778 249 OP process 
10 1.8098 1.230 206 
15 1.8379 0.636 159 
20 1.8480 0.361 140 
25 1.8525 0.184 129 
27 1.8535 0.121 125 
29 1.8543 0.038 118 
30 1.8546 0.001 118 
31 1.8549 0.003 119 
IP process 
[m = 19 (k=29 
if6 =0.05 is 
set in (40).] 
Note : I T the total iteration umber actually required. 
The numerical results for the elliptic PDE-related linear 
systems are shown in figs. 5, 6, 7 and 8, and in table 2, 
where the red-black orderings are used. Fig. 5 shows 
the behaviors of the estimate IT(k ) for the total itera- 
tion number I T, in the algorithm A. Here, IT(k ) is 
assumed to be a continuous function of k. It is 
apparent that IT(k ) may be uniquely minimized. Also, 
the iteration umber £required in the OP process is 
seen to be approximately 20 for this case of n = 3481 
(1/h = 60). Fig. 6 shows the behavior of the estimates 
c00(k ) during the OP process and the subsequent IP 
process in the algorithm A. Here, m = 0 and £ = 0 denote 
the OP method and the IP method, respectively. The 
OP method is seen to be accelerated by introducing the 
IP process. In table 2, the stopping test for the IP 
process is given. It is found that IT(k ) may only be well 
enough minimized if the input parameter 8 is selected 
to be 0.05. Fig. 7 shows the total iteration umbers I T 
actually required in the algorithm A and the CP method 
using the Hageman's strategy. Here, the input parameter 
e= 10 -6 is set in (42). The algorithm A is more power- 
ful than the CP method and gives rise to the stable con- 
vergence for n. Note that the CP method requires the 
red-black orderings and three iterated vectors. Fig. 8 
shows the total iteration umbers I T actually required 
in the algorithm B and CarrCs method. The algorithm B
is seen to be more stable than Carr~'s method. From 
fig. 7 and 8, it is clear that for all 1/h's the algorithm A
is better than the algorithm B, although the former is 
an apriori method and the latter is an aposteriori one. 
The authors think that the algorithm A is preferable in 
the cases of solving (1) with many different b's and 
making the program package. Note that the algorithms 
A and B require at most one auxiliary vector, and that 
the convenient orderings for users may be selected. 
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8. CONCLUSION 
The main resxdts are summarized, as follows : 
(i) The iterative method for estimating the optimum over- 
relaxation parameter w0 is generally expressed, including 
both a priori and a posteriori methods, and the conver- 
gence rate C(k) is defined. 
(ii) The improved power method (IP method) is formu- 
lated, and the overrelaxation parameter co s is given by 
minimizing the convergence rate C a of the power method 
during the SOP, process (Fig. 1). 
(iii) The convergence rates C m, C t and C O of  the IP 
method, the Chebyshev polynomial iterative method (CP 
method) and the ordinary power method (OP method), 
respectively, are derived, h is found that Cm<Ct<C0 
for any iteration umber k(> 0), and that the IP method 
gives the greatest rate of  convergence (see table 1). 
(iv) According to the theoretical results, the iteration 
matrix H(Ws) of the IP method has the nonlinear elemen- 
tary divisors of  degree d (2gd<r i+ l ) ,  but their in- 
fluences on the convergence is not obviously seen in the 
numerical experiments ( ee fig. 4). In most cases, it may 
be suggested that d = 2 at most. 
(v) The practical algorithms A and B for estimating 60 0 
and solving the PDE-related linear systems are presented, 
based on the IP method. They may be easily programmed 
and introduced to the ordinary SOR program package. 
(vi) The algorithm A is one ofapriori  methods and is a 
simple combination of the IP and the SOR processes 
with the OP process. This is at the k (> £)-th stage an 
accderation of  the CP method and the OP method (see 
fig. 5, 6 and 7). 
(vii) The algorithm B is one o fa  posteriori methods and 
is identified with the algorithm A during the SOK proc- 
ess. This is the systematic mprovement over non- 
stationary iterative methods being empirical, e.g., over 
Carr~'s method (see fig. 8). It may be finally concluded 
that the IP method is efficient and extensively useful, 
and that it is superior in the convergence rate and the 
computational cost to the CP method and the OP 
method. Also, most results in this paper are valid for 
block iterative methods. 
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