Model-based iterative reconstruction algorithms for low-dose X-ray computed tomography (CT) are computationally expensive. To address this problem, we recently proposed a deep convolutional neural network (CNN) for low-dose X-ray CT and won the second place in 2016 AAPM Low-Dose CT Grand Challenge. However, some of the textures were not fully recovered. To address this problem, here we propose a novel framelet-based denoising algorithm using wavelet residual network which synergistically combines the expressive power of deep learning and the performance guarantee from the frameletbased denoising algorithms. The new algorithms were inspired by the recent interpretation of the deep CNN as a cascaded convolution framelet signal representation. Extensive experimental results confirm that the proposed networks have significantly improved performance and preserve the detail texture of the original images. Index Terms-Deep learning, low-dose CT, framelet denoising, convolutional neural network (CNN), convolution framelets.
framelet-based denoising approaches [29] , [30] . Furthermore, we can provide the theoretical guarantee of the algorithm to converge.
Compared to the recent proposals of learning-based optimization approaches [16] , [24] , one of the important advantages of our work is that our deep network is no more a black box but can be optimized for specific restoration tasks by choosing optimal framelet representation. Thus, we can employ an improved wavelet residual network (WavResNet) [31] in our deep convolutional framelet denoising thanks to its effectiveness in recovering the directional components. We confirm our theoretical reasoning using extensive numerical experiments. Our source code can be found at https://github.com/eunh/low_dose_CT.
II. THEORY
For simplicity, we derive our theory for 1-D signals, but the extension to 2-D image is straightforward.
A. Frame-Based Denoising
Consider an analysis operator W given by W = w 1 · · · w m , where the superscript denotes the Hermitian transpose and {w k } m k=1 is a family of function in a Hilbert space H . Then, {w k } m k=1 is called a frame if it satisfies the following inequality [32] :
where α, β > 0 are called the frame bounds. Then the recovery of the original signal can be done from the frame coefficient c = W f using the dual frameW satisfying the frame condition:W W = I, since f =W c =W W f = f. This condition is often called the perfect reconstruction (PR) condition. We often callW as the synthesis operator. The frame is said to be tight, if α = β in (1) . This is equivalent toW = W or W W = I . Suppose that noisy measurement g ∈ R n is given by
where f * ∈ R n is a unknown ground-truth image and e ∈ R n denotes the noise. Then, the classical tight frame-based denosing approaches [26] , [27] solve the following alternating minimization problem:
where λ, μ > 0 denote the regularization parameters. The corresponding proximal update equation is then given by [26] , [27] :
where T λ (·) denotes the soft-thresholding operator with the threshold value of λ, and f n refers to the n-th update. Thus, the frame-based denoising algorithm in (3) is designed to remove insignificant parts of frame coefficients through shrinkage operation, by assuming that most of the meaningful signal has large frame coefficients and noises are distributed across all frame coefficients.
One of the most important advantages of this framelet-based denoising is its proven convergence [26] , [27] . Our goal is thus to exploit the proven convergence of these approaches for our CNN based low-dose CT denoising. Toward this goal, in the next section we show that CNN is closely related to the frame bases.
B. Deep Convolutional Framelets
Here, the theory of the deep convolutional framelet [25] is briefly reviewed to make this work self-contained. To avoid special treatment of boundary condition, our theory is mainly derived using circular convolution. Specifically, let f = [ f [1] , · · · , f [n]] T ∈ R n be an input signal and ψ = [ψ [d] , · · · , ψ [1] ] T ∈ R d denotes filter represented as the flipped version of vector ψ. Then, the convolution operation in CNN can be represented using Hankel matrix operation [25] . Specifically, a single-input single-output (SISO) convolution with the filter ψ is given by a matrix vector multiplication:
where
Similarly, multi-input multi-output (MIMO) convolution with the matrix input F := [ f 1 · · · f p ] and the multi-channel filter matrix
can be represented as
where H d| p (F) is an extended Hankel matrix by stacking p Hankel matrices side by side:
In (5), ψ j i ∈ R d , i = 1, · · · , q; j = 1, · · · , p refer to the j -th input channel filters to generate the i -th output channel. Note that the convolutional representation using an extended Hankel matrix in (6) is equivalent to the multi-channel filtering operations commonly used in CNN [25] .
= [ψ 1 , · · · , ψ q ] and˜ = [ψ 1 , · · · ,ψ q ] ∈ R d×q ) are frames and its duals satisfying the frame condition:
Accordingly, we can obtain the following matrix identity:
where C := H d ( f ) denotes the framelet coefficient. This results in the following encoder-decoder layer structure [25] :
C := f (11) where is from (5) by setting q = 1, and
Similarly, for a given matrix input Z ∈ R n× p , we can also derive the paired encoder-decoder structure [25] :
where the encoder filter is given by (5) and the decoder filters is defined by
such that they satisfy the frame condition
The simple convolutional framelet expansion using (11), (10), (13) and (14) is so powerful that the deep CNN architecture emerges from them. Specifically, by inserting the pair (13) and (14) between the pair (11) and (10), we can derive a deep network structure. For more detail, see [25] .
C. Deep Convolutional Framelet Denoising
Now, note that the computation of our deep convolutional framelet coefficients can be represented by analysis operator:
whereas the synthesis operator is given by the decoder part of convolution:W
If the frame conditions (8) or (16) are met at each layer, we can therefore use the classical update algorithm in (3) for denosing. Then, what is the shrinkage operator that corresponds to T λ (·) in (3)? One of the unique aspects of deep convolutional framelets is that by changing the number of filter channels, we can achieve the shrinkage behaviour [25] . More specifically, low-rank shrinkage behaviour emerges when the number of output filter channels are not sufficient. Therefore, the explicit application of the shrinkage operator is no more necessary.
To understand this claim, consider the following regression problem under low-rank Hankel structured matrix constraint:
where f * ∈ R n denotes the ground-truth signal, r is the upper bound of the rank, and H d ( f ) ∈ R n×d . The low-rank Hankel structured matrix constraint in (17) is known for its excellent performance in image denoising [33] , artifact removal [34] and deconvolution [35] . A classical approach to address (17) is using the explicit singular value shrinkage operation to impose the lowrankness [36] , [37] . However, using deep convolutional framelets, we do not need such explicit shrinkage operation. More specifically, let V ∈ R d×r denote the basis for R (H d ( f )) where R(·) denote the range space. Then, there always exist two matrices pairs ,˜ ∈ R n×n and ,˜ ∈ R d×r satisfying the conditions
where R(V ) denote the range space of V and P R(V ) represents a projection onto R(V ). Note that the bases matrix˜ ∈ R d×r in (18) does not satisfy the frame condition (8) due to the insufficient number channels, i.e. r < d. However, we still have the following matrix equality that is essential for deep convolutional framelet expansion [25] :
Accordingly, we can define a space H r by collecting signals that can be decomposed to the single layer deep convolutional framelet expansion:
Then, the regression problem in (17) can be equivalently represented by
which implies that the explicit rank condition is embedded as a single layer convolutional framelets. However, (19) holds for any signals that can be represented by arbitary ( ,˜ ) and ( ,˜ ) satisfying (18) , and we should find ones that are optimized for given data. In our deep convolutional framelets, and˜ correspond to the generalized pooling and unpooling which are chosen based on the application-specific knowledge [25] , so we are interested in only estimating the filters and˜ . Then, the main goal of the neural network training is to learn ( ,˜ ) from training
assuming that { f * (i) } are associated with rank-r Hankel matrices. Thus, (19) can be modified for the training data as follows:
which can be converted to the neural network training problem:
The idea can be further extended to the multi-layer deep convolutional framelet expansion with nonlinearity. Then, (21) is equivalently to the standard neural network training. Once the network is fully trained, the inference for a given noisy input f is simply done by Q( f ; ,˜ ), which is equivalent to find a denoised solution. Therefore, using deep convolutional framelets with insufficient channels, we do not need an explicit shrinkage operation and the update equation (3) can be replaced by
where Q( f n ) is the deep convolutional framelet output. However, one of the main differences of (24) from (3) is that our deep convolutional framelet does not satisfy the tight frame condition that is required to guarantees the convergence of (3). Therefore, to guarantee the convergence, we need to relax the iteration using Krasnoselskii-Mann (KM) method [38] as described in Algorithm 1. Then, using the standard tools of proximal optimization [38] , we can show that the sequence generated by Algorithm 1 converges to a fixed point.
Theorem 1: There exists a parameter μ ∈ (0, 1) such that the deep convolutional framelet denoising algorithm in Algorithm 1 converges to a fixed point.
Proof: See Appendix B.
Algorithm 1 Pseudocode Implementation 1: Train a deep network Q using training data set. 2: Set 0 ≤ μ ≤ 1 and 0 < λ n < 1, ∀n. 3: Set initial guess of f 0 and f 1 . 4: for n = 1, 2, . . . , until convergence do 5:
Algorithm 1 corresponds to a recursive neural network (RNN) as shown in Fig. 1 , which is related to an iterative network in [23] . If we use μ = 0 and λ n = 1, the first iteration of Algorithm 1 corresponds to a feed-forward deep convolutional framelet denosing algorithm, which is also important by itself. In Experimental Results, we show the improvement using RNN. However, our feed-forward network is much faster with compatible image quality. Thus, we believe that both algorithms are useful in practice. Both algorithms have the same neural network backbone Q(·), which will be described in detail in the following section.
D. Optimizing the Network Architecture
In order to have the best denoising performance in framebased denosing, the frame bases should have good energy compaction properties. For example, due to the vanishing moments of wavelets, wavelet transforms can annihilate the smoothly varying signals while maintaining the image edges, thus resulting in good energy compaction. Thus, wavelet frames such as contourlets [39] are often used for denoising. Furthermore, low-dose X-ray CT images exhibit streaking noise, so the contourlet transform [39] is good for detecting the Fig. 1 .
Proposed RNN structure for deep convolutional framelet denoising. streaking noise patterns by representing the directional edge information of X-ray CT images better. Thus, we are interested in using WavResNet [31] that employs the contourlet transform [39] . The proposed WavResNet architecture is illustrated in Fig. 2 . WavResNet has three unique components: contourlet transform, concatenation, and skipped connection. WavResNet is an extension of our prior work [13] that has similar network architecture except that residuals at each subband are estimated by the neural network [31] . In this paper, we provide a new interpretation of WavResNet using the theory of deep convolutional framelets [25] .
Specifically, for a given signal f ∈ R n , the directional subband transform {T k } p k=1 , T k ∈ R n×n in contourlet transform satisfies the resolution of identity: (25) which implies that there exists inverse transform {T k } p k=1 to utilize all subband signals to recompose the original signal. Thus, the signal f can be decomposed into directional components:
Then, our goal is to obtain the deep convolutional framelet representation of the input matrix
Because this multi-channel input size is big, we further decompose the signal using patch extraction operator
where {P l } l denotes the (overlapping) patch that has the same spatial location across all subbands. The WavResNet does not use any pooling, i.e. =˜ = I n×n , since the global correlations have been removed using the contourlet transform. Thus, by inserting each Z l in (14) and (13), we have
The successive layers are similarly implemented using the standard multi-channel convolution in CNN. The resulting patch-by-patch CNN processing are performed on all parts of images, and the final results are obtained by averaging. Another important component of WavResNet is the boosting using the concatenation layer. This is closely related to the boosting scheme in classification that combines multiple weak classifiers to obtain a stronger classifier [40] . Specifically, suppose that perfect recovery (PR) condition satisfies for all cascade of encoder-decoder network. Then, the recovery condition for deep convolutional framelets up to L-layer can be written by (1) . . .
and the superscript (i) denotes the i -th layer. Thus, for a given intermediate encoder output
, a boosted decoder can be constructed by combining multiple decoder representation:
where L i=1 w i = 1. This procedure can be performed using a single multi-channel convolution after concatenating encoder outputs, as shown in Fig. 3(a) . In experimental results, we will show that this provides improved denoising performance thanks to the boosting effect.
Finally, WavResNet has the skipped connection [41] as shown in Fig. 3(b) . In order to understand the role of the skipped connection, note that the low-dose input f (i) is contaminated with noise so that it can be written by
where h (i) denotes the noise components and f * (i) refers to the noise-free ground-truth. Then, the network training (21) using the skipped connection can be equivalently represented as the network training to estimate the artifacts: Therefore, if we can find a convolution filter such that it approximately annihilates the true signal f * (i) [42] :
then we can find the decoder filter˜ such that
Thus, our deep convolutional framelet with a skipped connection can estimate the artifact h (i) and remove it from f (i) . On the other hand, using the similar argument, we can see that if
then a deep convolutional framelet without the skipped connection can directly recover the ground-truth signal f * (i) , i.e. Q( f (i) ; ,˜ ) f * (i) . Then, which one is better? In our case, the true underlying signal has lower dimensional structure compared to the random CT noises, so the annihlating filter relationship in (32) is more easier to achieve [42] . Therefore, we use the skipped connection as shown in Fig. 3(b) .
By combining the contourlet transform, boosting and skipped connection, we conjecture that WavResNet can represent the signal much more effectively which makes the deep convolutional framelet denoising effective.
III. METHOD

A. Proposed Network Architecture
In Fig. 2 , we first apply non-subsampled contourlet transform to generate 15 channels inputs [39] . There is no downsampling or up-sampling in the filter banks; thus, it is a shift invariant. We used 4 level decomposition and 8, 4, 2, 1 directional separations for each level, which produces the total 15 bands. Thus, we have 15 subband channels.
The first convolution layer uses 128 set of 3 × 3 × 15 convolution kernels to produce 128 channel feature maps. The shift invariant contourlet transform allows the patch processing and we used 55 × 55 × 15 patches for the training and inference. Then, the final contourlet coefficients are obtained by taking patch averaging. Based on the calculation in [25] , a sufficient condition to meet the PR is that the number of output channel should be 270, which is bigger than 128 channels.
Thus, the first layer performs a low-rank approximation of the first layer Hankel matrix. Then, the following convolution layers use two 3 × 3 × 128 convolution kernels, which is again believed to perform low rank approximation of the extended Hankel matrix approximation. Later, we will provide an empirical result showing that the singular value spectrum of the extended Hankel matrix indeed becomes compressed as we go through the layers.
We have 6 set of main module composed of 3 sets of convolution, batch normalization, and ReLU layers, and 1 bypass connection with a convolution and ReLU layer. Finally, as shown in Fig. 2 , our network has the end-to-end bypass connection [25] so that we can directly estimate the noise-free contourlet coefficients while exploiting the advantages of skipped connection [41] . Another uniqueness of the proposed network is that it has the concatenation layer as shown in Fig. 3(a) . Specifically, our network concatenates the outputs of the individual modules, which is followed by the convolution layer with 128 set of 3 × 3 × 896 convolution kernels. As discussed before, this corresponds to the signal boosting using multiple signal representation. In optimization aspect, this also provides various paths for gradient backpropagation. Finally, the last convolution layer uses 15 sets of 3 × 3 × 128 convolution kernels. This may correspond to the pair-wise decoder layers with respect to the first two convolutional layers.
B. Network Training
We trained two networks: a feed-forward network and an RNN. We applied stochastic gradient descent (SGD) optimization method to train the proposed network. The size of minibatch was 10. The convolution kernels were initialized by random Gaussian distribution. The learning rate was initially set to 0.01 and decreased continuously down to 10 −7 . The gradient clipping was employed in the range [−10 −3 , 10 −3 ] to use a high learning rate in the initial steps for fast convergence. For data augmentation, the training data were randomly flipped horizontally and vertically. Our network was implemented using MatConvNet [43] in MATLAB 2015a environment (Mathworks, Natick).
The training processes are composed by three stages. In stage 1, we trained the network using original database DB 0 which consists of a pair of quarter-dose and routinedose CT images. After the network converged initially, stage 2 is proceeded sequentially. In stage 2, we add databases DB i gradually which consists of quarter-dose input, inference results from Q k ( f i ), and routine-dose CT images. Here, Q k denotes the trained network until k-th epochs and f i is the i -th inference results. Finally, in stage 3, we added a database whose both input and target images are routine-dose CT images. The theoretical background of such training is from the framelet nature of deep convolutional neural network [25] . Specifically, the neural network training is to learn the framelet bases from the training data that has the best representation of the signals. Thus, the learned bases should be robust enough to have near optimal representation for the given input data set. In our KM iteration, each iterative steps provided the improved images, which needs to be fed into the same neural network. Thus, the framelet bases should be trained to be optimal not only for the strongly aliased input but also for the near artifactfree images. The resulting network was used for both our RNN and feed-forward networks.
C. Training Dataset
We used projection data obtained from 2016 Low-Dose CT Grand Challenge. The raw projection data were measured by a 2D cylindrical detector that moves along a helical trajectory using a z-flying focal spot [44] . These projections were approximated into fanbeam projection data by a single slice rebinning technique [45] . We reconstructed X-ray CT images using conventional filtered backprojection algorithm. The number of pixels in X-ray CT images is 512×512 and the slice thickness is 3mm. We have 9 patient data sets of routine dose and quarter dose data for the training. Eight patient data were used for the training and validation, and the remaining one patient data was used for testing. Among the eight patient data, we used 3236 slices for the training and the remaining 350 slices for the validation.
For phantom studies, we used CT image data from Seoul National University Bundang Hospital, Korea. The number of pixels is 512 × 512 and the slice thickness is 4mm. The network was trained using 50 patient data sets of routinedose, 13% dose, 25% dose, and 50% dose images. This study received technical support from Siemens Healthcare (Erlangen, Germany) to simulate CT images at various low dose levels. Low dose images were simulated by inserting Poisson noise into the projection data of routine dose and reconstructing images from those projection data using the filtered back projection method. The number of individual dose images is 7617 slices and we arbitrarily selected 540 slices and 60 slices for training and validation, respectively, for every 50 epoch. To quantify the resolution and contrast at test phase, we used the Catphan 500 (The Phantom Laboratory, Salem, NY, USA) composed of various modules. The spatial resolution was evaluated using a high-resolution module (CTP528), and contrast-to-noise ratio (CNR) were evaluated using a low contrast module (CTP515). The contrast was calculated as the difference of mean CT numbers between a supra-slice target (contrast of 1.0% and diameter of 15mm) and the adjacent background area. The noise was defined as the standard deviation of the CT numbers of the adjacent background area. Mean CT numbers and standard deviations were calculated from circular region-of-interest (ROI) having a diameter of 1 cm in the target and the adjacent background area. ROIs were placed at the exactly same locations on the images produced by different algorithms. 
D. Baseline Algorithms
We compared the proposed method with the other denoising algorithms such as BM3D [46] , MBIR regularized by total variation (TV), ALOHA [47] , the image domain deep learning approach (RED-CNN) [14] , and CNN with GAN loss [21] . MBIR regularized by TV was solved using an alternating direction method of multiplier (ADMM) [2] and Chambolle's proximal TV [48] . The details of RED-CNN and GAN were obtained from the original paper and we have implemented them accordingly [14] , [21] .
To verify the improvement of the new algorithm, we perform comparative study with our previous deep network in wavelet domain for "2016 Low-Dose CT Grand Challenge" [13] . We call this network as AAPM-Net. The main difference between the proposed one and the AAPM-Net comes from the definition of the target images. In AAPM-Net, the target images was the original wavelet coefficients except the lowest frequency band. More specifically, in AAPM-Net, the lowest frequency band target is the residual, whereas the higher frequency band signals are the wavelet coefficients themselves. Therefore, this is not a ResNet from the perspective of deep convolutional framelets. On the other hand, in WavResNet, the residual wavelet coefficients between the routine-dose and low-dose inputs are estimated for every subband. In the current implementation, the final network output is the artifact-corrected images by subtracting the estimated artifacts using the end-to-end skipped connection as shown in Fig. 2 . In order to demonstrate the importance of signal boosting, we also implemented a symmetric network as illustrated in Fig. 4 . Except for the concatenation layers, the symmetric network also has identical 6 modules structures with symmetric encoder and encoder structures.
IV. EXPERIMENTAL RESULTS A. Comparison With AAPM-Net
To confirm the improvement over the AAPM-Net, we present the restoration images of one patient data in the test data set (see Fig. 5 ). This data have routine-dose images that can be used for subjective evaluation and objective evaluation using RMSE, PSNR, and SSIM.
In Fig. 5 , various kinds of slices such as liver and pelvic bones are described and the magnified images are expressed in the yellow boxes. In AAPM-Net results, noise level is significantly reduced, but the results are blurry and lose some details. On the other hand, the result of the proposed networks (feed-forward and RNN) results clearly shows that the improved noise reduction while maintaining the edge details and the textures which is helpful for diagnostic purpose. More specifically, for the case of an liver image in Fig. 5(a) , the proposed network results retain the fine details such as vessels in the liver and it has better sharpness than the AAPM-Net. In Fig. 5(b) , the detail of internal structure of intestine was not observed in quarter-dose images and AAPM-Net results, while they are well-recovered in proposed network results. To examine the streaking noise reduction ability, we presented the slice which has the pelvic bone in Fig. 5(c) . Proposed networks were again good at preserving the edge details such as inside region of the bones and the texture of the organ which located between the bones, while the streaking artifacts were completely removed. Among the feed-forward and RNN network structure, the results by RNN suppress more streaking artifacts compared to the feedforward neural network. In Fig. 6 , the PSNR plots for Q( f n ) and f n in Algorithm 1 are illustrated. The result shows that averaged PSNR value for RNN ( f n ) are increased according to the iterations and it converged after 5 iterations. On the other hand, PSNR value for the direct network output Q( f n ) increase initially but started to decrease with iteration after the initial peak. Eventually, the PSNR values for RNN surpass the feed-forward network. This again confirms the convergence of the proposed RNN approach thanks to the KM iteration. However, our feedforward network at the 1st iteration is also useful thanks to the computational advantage, so we provide the both results. In our KM iteration, μ is a parameter for incorporating the effect of the original low-dose image. This parameter also controls the convergence behavior of KM iteration. The experimental results with various values of μ showed that the lower value tends to provide better results. However, if μ is less than 0.1, it did not converge and the image quality decreased in terms of iterations. Thus, we set μ = 0.1 to get the best results while the algorithm retains the robustness.
The coronal and sagittal view of the restoration results by our RNN are described in Fig. 7 . The quarter-dose images show that the noise levels are different depending on the slices. The lower part of the images exhibits a high noise level because the pelvic bones are included. The result shows that the noise level was reduced gradually according to the iterations. The last iteration reconstructed result maintains the edge details and textures which are helpful for diagnostic purpose. The yellow arrow indicates the vessel in the liver and the last iteration result has better sharpness. The proposed method can remove a wide range of noise levels and maintain the texture and edge information. The difference images between the result images and routine-dose images in Fig. 8 confirm the superiority of our method over AAPM-Net. The difference images of proposed network only contains the noise of low-dose X-ray CT images, while the difference images of AAPM-Net also contains the edge information.
B. Ablation Study
To demonstrate the advantages of the proposed method, we preformed the ablation study by excluding some structures from the network and applying the same training procedures. Fig. 2 are lower than those of the proposed methods, which confirms the signal boosting effect from the concatenation.
In addition, we have investigated the effects of network hyper-parameters such as the number of channels, the number of layers in module, the number of modules, the kernel size, and the patch size as shown in Fig. 9 . Here, network performance improves with more layers in each module until it reaches 3. With more than three layers, we have found that the network is difficult to train due to many parameters to be optimized. As the number of modules increases, network performance improves slightly at the expense of increased reconstruction time. Given the compromise between performance and reconstruction time, we used six modules for our network. We observed that the filter size 3 × 3 gave the best result with reasonable processing time for real applications. In addition, we found that the patch size is not critical. However, the reconstruction time and its receptive field lead us to choose the patch size of 55 × 55 for our network. Finally, with more channels, the performance improved. But due to the memory requirement as well as to prevent overfitting, we chose 128 channels.
C. Low-Rank Approximation Property
To verify our theory that CNN is closely related to the Hankel matrix decomposition [25] , we performed experiments to verify whether the trained network imposes low-rank approximation of the Hankel matrix. Specifically, we constructed extended Hankel matrices using the output channel images from each module in Fig. 2 . Then, we plotted the singular value spectrum in Fig. 10 . Blue dashed line is the result of the first module's extended Hankel matrix constructed from output feasture maps and the red solid line is the sixth module's extended Hankel matrix constructed from output features maps. We observed that the singular value spectrum becomes compressed as we go through layers, which indicates each layer of CNN performs the low-rank approximation of the Hankel matrix. These results clearly suggest the link between trained CNN and the low rank Hankel matrix decomposition. Fig. 11 shows the results by the comparative algorithms such as BM3D [46] , MBIR regularized by TV, ALOHA [47] , RED-CNN [14] , and GAN loss [21] . BM3D is a state-of-art of image denoising algorithm using nonlocal patch processing, MBIR is currently a standard algorithm of low-dose X-ray CT images, and the RED-CNN is recently proposed deep network for low-dose X-ray CT, and ALOHA is the latest low rank Hankel matrix method.
D. Comparison With Existing Algorithms
The intensity of the transverse view in Fig. 11 is adjusted to see inside structures of the lung. The result of BM3D loses the details in the lung such as vessels and exhibited some cartoon artifact. The result of MBIR appears a little blurred and textures are reconstructed incorrectly. On the other hand, deep learning based denoising algorithms have better performances than the other algorithms. However, RED-CNN results are somewhat blurry and exhibit remaining noises in the coronal view, while the proposed method provides clear restoration results.
With regard to the computation time, the CNN frameworks need learning to train the networks. Our method took 20 hours to train the network through 3 stages as described in Section III, and RED-CNN took 6 hours to train. For the restoration step, the CNN framework is advantageous compared to the other classical algorithms such as BM3D or MBIR TV. Table II presents the computation times of each method. Our method takes approximately 2.05 seconds per slice for restoration which have 512 × 512 pixels with MATLAB implementation using a graphical processing unit (NVidia GeForce GTX 1080 Ti). 
E. Contrast and Resolution Loss Study
To evaluate the contrast and spatial resolution loss, we compared the various algorithms using Catphan phantom at various dose levels such as 13%, 25%, and 50% of the original dose. In Fig. 12 , the representative restoration results from 25% dose are illustrated, where the magnified areas are indicated by yellow boxes. By visual inspection, we can see that RED-CNN and the proposed method preserve the resolution lines better than other methods, and among them our method was better at all resolution grids.
To investigate the spatial resolution loss at low dose level, Fig. 13 illustrates the intensity profile along the two resolution grids in Catphan phantom at various dose level. Down to quarter dose level, the proposed feed-forward network does not exhibit significant resolution loss. At 13% dose, we started to observe resolution loss especially at area (a). In addition, Table III shows the contrast to noise (CNR) variations at various radiation dose levels. The CNR values of our method gradually decreases from 50% to 13%, but they outperform the CNR values of FBP results at the same dose levels. These results clearly confirm the robustness of the proposed method at various dose levels. 
F. Evaluation of Lesion Detection
To verify the proposed method, we have performed taskdriven experiment to evaluate the lesion detection performance by quarter-dose FBP, MBIR TV and the proposed method. We used 20 test data sets from the 2016 Low-Dose CT Grand Challenge. A board-certified radiologist (Won Chang) with seven years of experience in liver CT interpretation assessed the data set and recorded the exact locations of the lesions with blind to the reconstruction methods. The detection rates for solid focal hepatic lesions in Table IV were compared using the McNemar test with Bonferroni correction and a difference with a p > 0.017 was considered significant. Since small number of radiologist involved in this study, it was not statistically significant, but the proposed method showed a significant higher lesion detection rate than FBP (73% vs. 57%, p-value=0.0412) and MBIR(73% vs. 62%, p-value=0.1336). With more radiologists involved, we are currently studying large scale statistical evaluation of the method, which will be reported later in a clinical journal.
V. CONCLUSION
In this paper, we proposed a deep convolutional frameletbased denoising algorithm for low-dose X-ray CT restoration by synergistically combining the proven convergence of the classical framelet-based algorithm and the expressive power of deep learning. To provide the theoretical background for performance improvement, we employed the recent proposal of deep convolutional framelets that interprets a deep learning as a multilayer implementation of convolutional framelets with ReLU nonlinearity. Our theory resulted in two network structures: a feed-forward and RNN architectures. Moreover, by combining the redundant global transform, residual network (ResNet) and signal boosting from concatenation layers, the proposed feed-forward and RNN network provided significant improvement compared to the prior work by retaining the detailed texture. Using extensive experimental results, we showed that the proposed network is good at streaking noise reduction and preserving the texture details of the organs while the lesion information is maintained.
