Multiple–True–False Questions Reveal the Limits of the Multiple–Choice Format for Detecting Students with Incomplete Understandings by Couch, Brian et al.
University of Nebraska - Lincoln
DigitalCommons@University of Nebraska - Lincoln
Faculty Publications in the Biological Sciences Papers in the Biological Sciences
6-2018
Multiple–True–False Questions Reveal the Limits
of the Multiple–Choice Format for Detecting
Students with Incomplete Understandings
Brian Couch
University of Nebraska - Lincoln, bcouch2@unl.edu
Joanna K. Hubbard
University of Colorado, Boulder, jhubbard@truman.edu
Chad Brassil
University of Nebraska - Lincoln, cbrassil@unl.edu
Follow this and additional works at: http://digitalcommons.unl.edu/bioscifacpub
Part of the Biology Commons, Educational Assessment, Evaluation, and Research Commons,
Educational Methods Commons, and the Higher Education Commons
This Article is brought to you for free and open access by the Papers in the Biological Sciences at DigitalCommons@University of Nebraska - Lincoln.
It has been accepted for inclusion in Faculty Publications in the Biological Sciences by an authorized administrator of DigitalCommons@University of
Nebraska - Lincoln.
Couch, Brian; Hubbard, Joanna K.; and Brassil, Chad, "Multiple–True–False Questions Reveal the Limits of the Multiple–Choice
Format for Detecting Students with Incomplete Understandings" (2018). Faculty Publications in the Biological Sciences. 685.
http://digitalcommons.unl.edu/bioscifacpub/685
Couch,  Hubbard,  &  Brass il  in  BioSc ience  68 (2018)       1
Published in BioScience 68:6 (June 2018), pp 455–463. 
doi:10.1093/biosci/biy037    
Copyright © 2018 Brian A. Couch, Joanna K. Hubbard, and Chad E. Brassil.  
Published by Oxford University Press on behalf of the American Institute  
   of Biological Sciences. Used by permission.
    
Multiple–True–False Questions Reveal 
the Limits of the Multiple–Choice 
Format for Detecting Students with 
Incomplete Understandings  
Brian A. Couch, Joanna K. Hubbard, and Chad E. Brassil  
Abstract
By having students select one answer among several plausible options, multiple–
choice (MC) questions capture a student’s preferred answer but provide little 
information regarding a student’s thinking on the remaining options. We con-
ducted a crossover design experiment in which similar groups of introductory 
biology students were assigned verbatim questions in the MC format or mul-
tiple–true–false (MTF) format, which requires students to separately evaluate 
each option as either true or false. Our data reveal that nearly half of the stu-
dents who select the correct MC answer likely hold incorrect understandings of 
the other options and that the selection rates for individual MC options provide 
inaccurate estimations of how many students separately endorse each option. 
These results suggest that MC questions systematically overestimate question 
mastery and underestimate the prevalence of mixed and partial conceptions, 
whereas MTF questions enable students and instructors to gain a more nuanced 
portrait of student thinking with little additional effort.  
Keywords: assessment, multiple–choice, multiple–true–false, question format, 
undergraduate education  
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Instructors use assessment ubiquitously throughout undergraduate sci-
ence courses to gauge student under standing of important concepts. In 
addition to measuring student understanding, assessment can serve to 
communi cate course expectations, provide feedback that promotes learn-
ing, facilitate student discussion, and empower stu dents to take respon-
sibility for their own learning (Angelo 1998, Black and Wiliam 2009). 
Assessment prompts come in a variety of formats, and the item types 
selected for a test, quiz, or other assessment activity can have signifi-
cant effects on student study behaviors and overall student performance 
(Bridgeman and Morgan 1996, Stanger-Hall 2012).  
Undergraduate teaching and assessment take place in a context of lim-
ited resources and practical constraints (Dancy and Henderson 2010, Eb-
ert-May et al. 2011). As a consequence, many instructors choose to ad-
minister closed-ended items with predefined response options, allowing 
for rapid machine grading. The multiple–choice (MC) format, in which 
students select a single preferred answer from a list of several plausi-
ble options, has achieved widespread use in science, technology, engi-
neering, and math (STEM) disciplines, including biology courses. Over 
30% of under graduate STEM instructors report the use of MC exams 
in all or most of the courses they teach (Hurtado et al. 2012), and this 
percentage is likely higher among biology instructors teaching large in-
troductory courses that serve as gateways to a major. Indeed, most in-
troductory biology text books include supplementary learning programs 
and test banks that use MC questions. With MC questions, incorrect re-
sponses are designed to represent known student miscon ceptions, and 
the response rates for each so-called distractor are taken by instructors 
as indications of the prevalence of the misconception among students. 
MC questions have thus been employed for diagnostic purposes in the 
form of in-class clicker questions or within concept inventories, allow-
ing instructors to modify their instruction on the basis of student per-
formance (Mazur 1996, Wood 2004, Caldwell 2007, Libarkin 2008, Ad-
ams and Wieman 2011).  
As diagnostic probes, assessment items are designed to accurately 
reveal student thinking regarding a concept or   problem, a task that is 
made difficult by the complex and incoherent structure of student men-
tal models. Biology stu dents often have mixed or partial understandings 
in which they simultaneously hold correct and incorrect ideas about a 
particular concept (Nehm and Reilly 2007). For example, students may 
correctly understand that DNA mutations arise randomly in a population 
and also incorrectly believe that organisms can induce specific mutations 
to overcome an environmental stress (Nehm and Schonfeld 2008). The 
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mixed nature of student thinking presents a problem for the MC format, 
in which students can only endorse one response option. MC response se-
lections provide informa tion on a student’s preferred answer but provide 
no direct information regarding a student’s desire to select the remain ing 
options. As a result, students can select the correct option while simulta-
neously believing (but being unable to indicate) that some of the remain-
ing distractors are also correct. Conversely, a student may select an in-
correct option but still think the correct option is true, albeit to a lesser 
extent. Therefore, the artificial requirement to only select one answer 
in the MC format creates a problem for biology instructors, because it 
can obscure their ability to diagnose student thinking regarding the var-
ious answer options. Furthermore, MC questions are prone to test-taking 
strate gies (e.g., option elimination), which tend to be underused by low-
performing students and students from underrepre sented groups (Kim 
and Goetz 1993, Ellis and Ryan 2003, Stenlund et al. 2017).  
Multiple–true–false (MTF) questions represent an alter native format 
that retains many of the benefits and grading efficiencies of the MC for-
mat. MTF questions consist of a question stem followed by a series of 
prompts or statements that students evaluate as being true or false. MTF 
questions function similarly to MC questions in which students “select all 
that apply,” except that MTF questions require marking of both correct 
and incorrect statements. By having students evaluate each statement, 
MTF questions have the potential to detect students with mixed concep-
tions, because student answers to a single question stem can include both 
cor rect and incorrect responses (Parker et al. 2012). The MTF format also 
potentially mitigates test-taking strategies that rely on option compari-
son. Previous research has shown that MTF questions are adequately fa-
miliar to students and that the conceptions detected by MTF questions 
mirror the response patterns observed in open-ended interviews (Fe-
derer et al. 2013). Although MTF questions cannot replace open-ended 
questions, similar multiple–response questions can have item difficulties 
similar to free-response (FR) questions (Kubinger and Gottschall 2007) 
and recapit ulate some aspects of FR answers (Wilcox and Pollock 2014). 
In a previous study comparing MTF and FR formats, we also found that 
the rate of correct responses to MTF questions correlates with the rates 
at which students will list the corre sponding conceptions in FR answers 
(Hubbard et al. 2017).  
Despite the potential strengths of the MTF format, stud ies have not 
directly compared student response patterns between MC and MTF ques-
tions. This comparison is important because MC questions are in wide-
spread use, but the degree to which these questions fail to capture the 
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presence of incomplete understandings remains unclear. The parallel 
structure of the MC and MTF formats provides an opportunity to inves-
tigate this limitation (Figure 1); MC questions with one correct response 
and three distractors are functionally equivalent to MTF questions with 
one true statement and three false statements, and these questions can 
be interchanged by restructuring the response input while leaving the 
question prose the same. When answering such MTF questions, many 
upper-division biology students who correctly identify the true state-
ment also incorrectly mark at least one of the remaining false state-
ments as true (Couch et al. 2015). Although these results suggest that 
the MC format may overlook a substantial number of students holding 
mixed or partial conceptions, these same questions were not answered 
by students in the MC format, preventing a direct comparison of MC 
and MTF responses.  
Figure 1. MC and MTF question formats. (a) Generic format for MC and MTF ques-
tions. For MC questions, students select one response option. For MTF questions, 
students answer either true or false for each of the four statements. These formats 
are interchangeable when a question has only one correct or true option or state-
ment, and the various options are nonmutually exclusive. (b) Example of an inter-
changeable MC×MTF question. In the MC format, this question appeared with four 
response options, with “A” being the correct option. In the MTF format, this ques-
tion appeared as is shown in the figure, with the first statement being true and the 
remaining statements all being false.   
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In this study, we sought to address several research ques tions related 
to how response patterns and question scores differ when verbatim ques-
tions are posed in either an MC or MTF format. To what extent do the two 
formats differ in revealing students who have not mastered all the con-
cepts included in a question? How do the rates at which students select a 
particular MC option compare with the rates at which they will endorse 
the same option expressed as an MTF statement? How do the question 
scores and overall scores that students receive differ between the MC and 
MTF formats? Are findings regarding the two formats on exams recapit-
ulated in the context of clicker questions? By address ing these questions, 
we sought to provide empirical informa tion to guide instructors as they 
select and interpret different question formats.  
Experimental design  
For our main investigation, we implemented a within-subjects controlled 
experimental design within the four-unit exams of an introductory bi-
ology course that enabled us to compare response patterns for verbatim 
MC and MTF questions administered to similar groups of students. This 
design was similar to that described previously (Hubbard et al. 2017), but 
the exams included in these two studies took place in different semesters 
with different students and different questions. Clicker questions were 
asked in MC and MTF-like formats throughout the term, so the students 
had practice with both formats prior to exams.  
For each unit exam, we began by generating a question bank consisting 
of MC and MTF questions, each having four different response options or 
statements (Supplemental Figure S1). The question bank for each exam 
consisted of 5 control MC questions, 10 experimental MC×MTF questions 
hav ing one correct or true and three incorrect or false response options, 
and 9 control MTF questions containing two or three true statements. 
The answer options for the experi mental MC×MTF questions were non-
mutually exclusive,   meaning that each option could be interpreted in-
dependently from the others. We did not include MTF questions with ei-
ther zero or four true statements because of previous obser vations that 
students were reluctant to select those patterns during interviews (Couch 
et al. 2015), suggesting that their inclusion could have introduced re-
sponse artifacts.  
These questions were used to make two exam versions. Control MC 
and control MTF questions appeared identi cally on both versions. Half of 
the MC×MTF questions appeared in the MC form on Version A and in the 
MTF form on Version B (i.e., Set 1). The other half of the experimental 
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questions appeared in the reciprocal arrangement: as MTF questions on 
Version A and as MC questions on Version B (i.e., Set 2). Importantly, 
the MTF section had a roughly even balance of questions with one, two, 
or three true statements to discourage students from biasing their ques-
tion responses toward a particular pattern (Cronbach 1941). Versions A 
and B were then distributed to the students in a semi-random fashion 
on exam day, alternating across auditorium rows. Across the semester, 
20 control MC questions, 32 control MTF questions, and 36 experimental 
MC×MTF questions were included in the final analyses. A total of 249 stu-
dents were enrolled in the course, and 194 students agreed to have their 
course data released for research purposes, represent ing a 78% partici-
pation rate. Additional details on exam construction, administration, and 
processing can be found in the supplemental materials.  
Data analyses  
For the within-student experimental design, the main effect of question 
format was robust to chance differences in the particular samples of stu-
dents taking the two test versions. However, to check for differences, we 
assessed the equiva lence of students taking the different exam versions. 
We cal culated overall student scores for control questions, collected in-
coming ACT scores for the students taking each version, and analyzed 
the differences at the student level between versions for each exam with 
Student’s t-tests. To compare scores on control questions, we calculated 
the percentage correct for each MC and MTF question and determined 
the Pearson’s correlation between the percentage correct for each ques-
tion on the two different versions. The percentage correct for an MTF 
question equals the average percentage correct for each of the four true–
false (T–F) statements.  
Apparent mastery was determined for the experimental MC×MTF 
questions appearing in either the MC or MTF formats. For the MC for-
mat, apparent mastery was calcu lated as the percentage of students who 
selected the correct option. For the MTF format, apparent mastery was 
calcu lated as the percentage of students who provided a fully cor rect an-
swer in which they answered all four T–F statements correctly (i.e., they 
answered true for the one true statement and false for the three false 
statements). Apparent mastery rates were compared at the question level 
between the MC and MTF formats using a paired Student’s t-test.  
We further wished to compare the rates at which students would 
endorse or provide an affirmative marking of the vari ous answer op-
tions in the two formats. In the MC format, the endorsement rates were 
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calculated as the percentage of students who selected each option, and 
in the MTF format, the endorse ment rates were calculated as the per-
centage of students who marked true for each T–F statement. The en-
dorsement rates were then grouped according to whether the underlying 
option was intended to be correct or true versus incorrect or false. In-
correct or false options were further grouped accord ing to whether the 
option was the first, second, or third most popular distractor in the MC 
format. The endorsement rates for the response options were compared 
between the MC and MTF formats at the question level using a two-way 
ANOVA (2 formats × 4 options), with question as a random effect, to pro-
tect against type I errors. This was followed by a post hoc paired Stu-
dent’s t-tests to identify differences in statement endorsement rates be-
tween the two formats.  
For question-level scores, we calculated the percentage cor rect for 
each experimental MC question and the average per centage correct for 
the four T–F statements constituting each MTF question. For overall 
scores, we calculated the percent age correct for each student across all 
experimental MC ques tions and all experimental MTF statements. We 
compared question scores and overall scores across the two formats by 
(a) calculating Pearson’s correlations between the two formats, (b) deter-
mining whether average scores differed between for mats with Student’s 
t-tests, and (c) identifying the intersection of the regression line with the 
one-to-one line for scores in the two formats; the shape of the regression 
line was determined by comparing the fit of linear and nonlinear models. 
Comparison with multiple–choice and multiple–true–false–like 
clicker questions  
To determine whether the results from exams were robust to context, 
we implemented a follow-up experiment the next year with different 
assessment stakes and response technique. We used two sections of the 
same course taught by the same instructor to compare response pat-
terns for 16 new clicker questions asked in either MC or MTF-like for-
mats. MTF-like clicker questions were delivered by hav ing the students 
manually input all the statements thought to be true on their clicker de-
vices in alphanumeric mode and omit statements thought to be false. 
For example, the students would type “AC” if they thought statements 
“A” and “C” were both true. These experimental clicker questions with 
one correct or true option were embedded within a broader set of MC 
questions (with a single correct option) and MTF questions with two 
or three true statements. The experimental questions were displayed 
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alternately to one section in the MC format and to the other section in 
the MTF format. A total of 468 students were enrolled in the two course 
sections, and 405 students agreed to have their course data released 
for research purposes, representing an 87% participation rate. To de-
termine whether the effect of format was robust across the two con-
texts (i.e., high-stakes exams and low-stakes clickers), we calculated the 
fractional relationship of endorsement rates (MTF or MC) in each con-
text (the main data from exams versus the follow-up data from click-
ers) and compared these relationships with a two-way ANOVA at the 
question level (2 contexts x 4 options).  
Students perform similarly on control questions  
The bulk of our analyses focused on the data set com ing from exams. 
For this main investigation, there was no significant difference in over-
all control question scores or incoming ACT scores across the differ-
ent versions, suggest ing they were taken by groups with similar per-
formance for each exam (Supplemental Table S1). At the individual 
ques tion level, we calculated the percentage correct for control MC and 
control MTF questions and found a strong correla tion between these 
question scores on the two exam versions (Supplemental Figure S2; 
MC: r = .95, p < .001; MTF: r = .96, p < .001). These correlations pro-
vide a baseline of the mini mal variation expected for identical ques-
tions and indicate that other factors, such as question order, did not 
have major impacts on control question scores.  
Multiple–choice questions overestimate mastery of all the  
response options  
Using the experimental MC×MTF exam questions, we esti mated the de-
gree to which the different formats revealed complete or incomplete un-
derstandings of the various response options. We analyzed this “apparent 
question mastery” by comparing the percentage of students who an-
swered correctly in the MC format with the percentage of students who 
gave a fully correct answer in the MTF format, in which they answered 
all four T–F statements correctly. For most questions, the percentage cor-
rect in the MC format exceeded the percentage fully correct in the MTF 
format (Figure 2 a). On average, the students answered the MC for mat 
correctly 67% of the time, whereas a similar group of students provided 
a fully correct answer in the MTF format only 36% of the time (Figure 
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2 b; t(35) = 11.39, p < .001). Thus, although many of the students were 
given full credit in the MC format, only about half of these students would 
have been able to demonstrate complete question mastery when asked 
to evaluate all the response options.  
Multiple–choice questions misestimate the independent 
endorsement rates for each option  
To further understand the differences between the MC and MTF formats, 
we analyzed the endorsement rates for each   response option. In the MC 
format, endorsement of an option was indicated by a student selecting 
this option. In the MTF format, an endorsement occurred when a stu-
dent marked true for a given T–F statement. We compared the percent-
age selecting each MC option with the percent age marking true for each 
corresponding T–F statement, and these relationships were separately 
visualized for the intended correct or true option (Figure 3 a) and the 
incor rect or false options (Figure 3 b–d). For the correct or true option, 
Figure 2. The apparent mastery rates for individual questions. (a) The dots repre-
sent apparent mastery rates for each MC × MTF question. The x-axis gives the per-
centage of students who selected the correct option in the MC format, and the y-
axis gives the percentage of students who gave a fully correct response in the MTF 
format, in which all four true–false statements were answered correctly. The dotted 
line represents the one-to-one line in which response options would appear if they 
had the same apparent mastery rates in the different formats. (b) The average ap-
parent mastery rates in the MC and MTF formats. The gray bars represent the av-
erage percentage correct in the MC format or percentage fully correct in the MTF 
format. The error bars represent standard errors of the mean. Paired Student’s t-
test: t(35) = 11.39, ∗∗∗ p < .001.   
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Figure 3. The endorsement rates for individual response options. (a–d) The dots 
represent endorsement rates for the response options in each MC×MTF question. 
The x-axis gives the percentage of students who selected the given option in the MC 
format, and the y-axis gives the percentage of students who marked true for the 
corresponding T–F statement. The gray dots in (a) show endorsement rates for the 
correct or true option, and the gray dots in (b)–(d) show endorsement rates for the 
incorrect or false options, grouped based being the first, second, or third most pop-
ular distractor in the MC format. The dotted lines represent the one-to-one lines 
in which response options would appear if they had the same endorsement rates 
in the different formats. (e) The average endorsement rates for the correct or true 
option and the three incorrect or false options. The gray bars represent the average 
percentage of students selecting the given MC option, and the white bars represent 
the average percentage of students marking true for the corresponding MTF state-
ment. The error bars represent standard errors of the mean. ANOVA: main effect of 
format, F(1, 245) = 120.8, p < .001; post hoc paired Student’s t-tests: correct, t(35) 
= –6.33; first distractor, t(35) = –8.26; second distractor, t(35) = –9.17, third dis-
tractor: t(35) = –10.46; all ∗∗∗ p < .001.  
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a higher percentage of students tended to mark true in the MTF format 
than the percentage of students who selected the corresponding MC op-
tion. A higher percentage of students also marked each incorrect or false 
option as true in the MTF format than the percentage of students who 
selected each corresponding MC distractor.  
To estimate the magnitude of these differences, we calcu lated the av-
erage endorsement rate for each response option across all MC×MTF 
questions (Figure 3 e; ANOVA: main effect of format, F(1, 245) = 120.8, 
p < .001). For the correct or true option, we found that roughly 67% 
of the students selected this option in the MC format, whereas 81% of 
the stu dents marked true for this statement in the MTF format (t(35) = 
–6.33, p < .001). For the incorrect or false options, we found that these 
options were selected at relatively low rates in the MC format (20%, 
9%, and 4% averages for the first, second, and third distractors, respec-
tively), but these same statements were endorsed to a greater extent in 
the MTF format (39%, 31%, and 23% averages for the corresponding 
false statements; first distractor, t(35) = –8.26; second distractor, t(35) 
= –9.17, third distractor: t(35) = –10.46; all p < .001). Thus, compared 
with the MTF format, MC questions underestimated both the percent-
age of students who would have endorsed the correct option as well as 
the percentage of students who would have incorrectly endorsed each 
false option.  
The effect of question format can be particularly striking when con-
sidering individual questions. For the sample question shown in Figure 
1, 95% of the students correctly identified the correct option in the MC 
format, implying that most of the students had mastered the underlying 
concept that enzymes cata lyze reactions by lowering the transition-state 
energy level. The MC format also provided little indication that the stu-
dents struggled with the other distrac tors: only 5% of the students picked 
any of the other options. In the MTF format, we found that only 49% of 
the students answered all four T–F statements cor rectly, suggesting that 
many of the stu dents still struggled with one or more concepts underly-
ing reaction dynamics. This question along with additional examples in 
supplemen tal table S2 demonstrated how the two formats showed some 
correspondence in overall answer patterns, whereas the MC format ob-
scured finer details in how the students would have separately responded 
to the various response options.  
Couch,  Hubbard,  &  Brass il  in  BioSc ience  68 (2018)       12
Multiple–choice and multiple–true–false formats differ in their 
question scores and overall scores  
We further compared how scores differed for individual MC×MTF ques-
tions. We calculated the question score for each question (i.e., the per-
centage correct for MC and the average percentage correct of all four 
statements for MTF) and analyzed the association between scores in the 
MC and MTF formats (Figure 4 a). There was a strong correlation be-
tween the percentage correct for questions in the MC and MTF for mats (r 
= .79, p < .001). On average, MC question scores were five points lower 
than MTF question scores (MC: mean [M] = 67.5, standard error of the 
mean [SEM] = 3.4; MTF: M = 72.1, SEM = 1.8; t(35) = –2.05, p = .048), 
but differences in the scores for each question depended on the question 
difficulty, as was indicated by the position of the linear regression line 
relative to the one-to-one line. For questions of which roughly 75% of the 
students answered correctly in the MC format, the percentage correct in 
the MTF format was similar. For ques tions of which the percentage cor-
rect in the MC format was below 75%, the percentage correct in the MTF 
format tended to be higher (e.g., an MC question with 48% correct had 
Figure 4. The individual question scores and overall student scores. (a) The gray 
dots represent the percentage correct for each MC×MTF question in either the MC 
or MTF format (r = .79, p < .001). The percentage correct for a MTF question equals 
the average percentage correct for each of the four T–F statements. The solid line 
represents the linear regression line. (b) The open gray dots represent the percent-
age correct across all experimental MC questions and MTF statements for each stu-
dent (r = .75, p < .001). The solid line represents the quadratic regression line. The 
dotted lines in both panels represent the one-to-one lines in which questions would 
appear if they had the same percentage correct in the different formats.   
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an MTF percentage correct of 63%). Conversely, for questions of which 
the percentage correct in the MC format was above  75%, the percent-
age correct in the MTF format tended to be lower (e.g., an MC question 
with 93% correct had an MTF percentage correct of 83%).  
To determine how the MC and MTF formats affected the overall stu-
dent scores, we separately calculated the percent age correct across all 
experimental MC and MTF questions for each student (figure 4b). Again, 
there was a strong cor relation between overall scores in the two formats 
(r = .75, p < .001), with the average student scores being five points 
lower in the MC format than in the MTF format (MC: M = 67.1, SEM = 
1.3%; MTF: M = 71.8, SEM = 1.0%; t(192) = –5.47, p < .001). Similar to 
question scores, the effect of format on overall student performance de-
pended on student ability levels. In this case, however, the relationship 
was best fit with a nonlinear regression line (F(1) = 5.61, p = .02 for lin-
ear versus nonlinear fit). By comparing the regression line with the one-
to-one line, we saw that the low-performing students scored higher on 
MTF than on MC questions, whereas the high-performing students per-
formed at more similar levels between the two formats.  
Differences between the two formats are recapitulated on  
clicker questions  
To determine whether the observed response patterns were robust to 
context, we compared MC and MTF-like clicker question responses from 
the follow-up experiment. We observed that the MC format again un-
derestimated the endorsement rates for both correct and incorrect op-
tions and that the fractional relationship between the endorse ment rates 
in the two formats was similar across contexts (supplemental figure S3; 
ANOVA: main effect of context, F(1, 241) = 0.08, p = .78, interaction be-
tween context and option, F(4, 241) = 0.36, p = .84). There was a signif-
icant effect of answer option, which indicated that the fractional rela-
tionship differed among the various options (main effect of option, F(4, 
241) = 18.17, p < .001).  
Discussion  
When we consider the purposes of assessment, the MTF format has cer-
tain advantages over the MC format, par ticularly in the biological sci-
ences, in which students often evaluate different aspects or explanations 
of a phe nomenon. First, although the MC format implicitly rests on a 
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cognitive model in which student conceptions are coherent at the level 
of an individual question, the MTF format acknowledges that students 
typically hold mixed and partial understand ings. Second, the MTF for-
mat provides a question score that includes par tial credit and produces 
estimations of the extent to which students sepa rately endorse each re-
sponse option. Finally, the MTF format requires little additional writing 
or grading effort but can uncover a greater richness in student thinking 
to inform instructors as they make judgments about student learning.  
Our findings suggest that the most important divergence in MC and 
MTF questions lies at the level of how the two formats convey the level 
of understand ing of the various response options. In particular, our re-
sults show that the MC format systematically overestimates the percent-
age of students with full ques tion mastery and that selection rates in the 
MC format differ significantly from corresponding evaluations of each 
statement in the MTF format. Therefore, instructors should keep in mind 
that correct MC responses do not equate with full question mastery and 
that students who switch from an incorrect option to the correct option 
after a period of instruction or peer discussion may still retain underly-
ing misconceptions. Furthermore, instruc tors should use caution when 
attempting to use distractor selection rates on MC clicker questions, con-
cept inventories, or other instruments to estimate the frequency of incor-
rect ideas. Our previous research has shown that students infrequently 
list incorrect conceptions in their answers to FR questions (Hubbard 
et al. 2017), so the current findings suggest that the MTF format has a 
unique capacity to diag nose the presence of latent misconceptions that 
go underes timated by both the MC and FR formats.  
With respect to question scores, we found that for easy MC questions, 
the requirement to evaluate all options resulted in lower MTF scores. 
However, for difficult MC questions, partial credit and potential guess-
ing enabled students to achieve higher MTF scores, so instructors should 
keep in mind that student MTF question scores may overestimate how 
readily students would be able to identify the correct answer in the MC 
format. Instructors can address this apparent discrepancy by analyz-
ing indi vidual MTF statement response rates to diagnose student under-
standing of the various concepts in the question. We also discovered that 
lower-performing students benefited the most from the MTF format, sug-
gesting that the MTF format can selectively raise exam grades for stu-
dents at risk of failing a course.   
By targeting and revealing a more nuanced portrait of student think-
ing, the MTF format also has additional ben efits related to how assess-
ment supports the learning process (Black and Wiliam 2009). Assessment 
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can serve to commu nicate and represent learning expectations, and 
whereas the MC format conveys a sense that students can achieve suc-
cess by recognizing the correct answer from a list of options, the MTF 
format establishes that learning involves evaluating both correct and in-
correct ideas (Richardson 1992). Next, MTF questions provide specific 
information about areas of partial understanding, enabling students and 
instructors to adjust their practices to promote more complete learning. 
Finally, in cases in which assessment questions are used to facilitate peer 
discussion, such as with clicker questions, the MTF format potentially 
encourages students to discuss all the different options rather than at-
tempting to find one cor rect answer.  
In choosing a question format, instructors aim to gather the most valid 
and reliable portrait of student understanding available under the partic-
ular testing conditions (Crocker and Algina 2006). Many of the validity 
and reliability advan tages of the MTF format stem from a student’s abil-
ity to answer more MTF statements than MC questions in a given time 
period. Although the ratio varies based on the length of the question stem 
and the number of answer choices, students can answer roughly 2.6–3.4 
MTF statements in the same time as 1 MC question with 4–5 response 
options (Frisbie and Sweeney 1982, Kreiter and Frisbie 1989). Thus, stu-
dents take slightly longer to answer a full MTF question compared with 
a similar MC question, but each MTF ques tion provides multiple pieces 
of information on student understanding, whereas an MC question only 
captures a single student response. This can enable coverage of a broader 
range of topics and improves an assessment’s con tent validity (i.e., the 
degree to which an assessment samples across a given domain).  
Multiple–true–false question scoring  
When using the MTF format, instructors must choose how to score the 
questions. A main concern is that the rela tively high guess rate will in-
troduce noise that undermines the internal reliability of an instrument 
(i.e., consistency of responses across items). Thus, researchers have de-
veloped scoring rules to account for the guess rate by only giving students 
credit for a question if they exceed the guessing threshold or by applying 
a penalty for wrong answers. However, these various scoring rules reduce 
the amount of information in the score, introduce potential artifacts, and 
provide no benefit to test reliability (Gross 1982, Hsu et al. 1984, Tsai and 
Suen 1993). Among scoring rules, the rule in which students only earn 
credit for a question if they answer all four T–F statements correctly has 
the lowest guess rate, but by reducing all levels of partial understand ing 
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to zero credit, this rule forfeits a significant amount of information on 
within-question variation and decreases test reliability (Tsai and Suen 
1993). Thus, the partial-credit scoring rule used here is suitable for in-
structional purposes (Siddiqui et al. 2016). Furthermore, this partial-
credit scoring rule is easy to calculate and consistent with the underly-
ing premise that MTF questions capture mixed and partial conceptions. 
Limitations and considerations for using multiple–true–false 
questions  
Although the data presented here suggest that the MC and MTF for-
mats differ in how they reveal student understand ing, it is important to 
consider potential artifacts introduced by the MTF format. For exam-
ple, early research indicated that students tend to mark true more often 
than false in the MTF format, and this difference is more pronounced 
when students are asked to evaluate each option as true or false than 
when directed to only indicate the true options (Cronbach 1941). How-
ever, these results contradict more recent data suggesting that students 
tend to leave alterna tives blank on MTF assessments with directions to 
only indicate the true options (Pomplun and Omar 1997). We aimed to 
combat potential MTF response tendencies by giving students practice 
answering MTF questions in class and by including an even balance of 
questions with one, two, or three true statements. Thus, students would 
not have received a benefit from systematically guessing true or marking 
certain response patterns on MTF exam ques tions. Although some MTF 
response patterns may seem implausible to an expert, previous interview 
studies have found that students may not view contradictory answers as 
illogical, in some cases because they have misinterpreted the meaning 
of statements that include naïve ideas (Federer et al. 2013). Taken to-
gether, these limitations underscore the inherent difficulties in measur-
ing student thinking and highlight the need for additional research to 
understand how faculty interpret and value student responses to closed-
ended questions.  
During the design process, instructors should consider their assess-
ment objectives and choose formats that meet their needs while taking 
into account the available resources and administration constraints. Com-
pared with MC ques tions, our data suggest that the MTF format provides 
a more complex picture of student thinking regarding the various options 
while requiring virtually no additional question writing or scoring ef-
forts. There are two cases in which the MC format would still be appro-
priate. The first situation occurs when the answer options are mutually 
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exclusive, such that answering one option negates the other options. For 
example, the MC format would be appropriate for a genetics problem in 
which students predict the proportion of offspring with a particular gen-
otype. The second situation occurs when the instructor wants students 
to make com parisons among response options. For example, instructors 
in clinical medicine might ask students to select the best treatment plan 
among several viable options (Chandratilake et al. 2011). Nonetheless, 
when the answer options contain different—even if closely related—con-
ceptions, the MTF format provides the most direct way to assess student 
under standing of these ideas.     
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