Notation and terminology.
Throughout the paper, we denote by R a commutative ring with identity, and by Sn the formal power series ring -R[[Xi, ..., Xn]] in n-indeterminates overJ?. If {dy. jaeA is a collection of elements of R, then ({ ffa }a e A) will denote the ideal of R generated by { Oa } a e A-If A is an ideal of R and if T is a unitary overring of R, then AT will denote the extension of A to T. In particular, if aeJR, then (aT) will be the ideal of T generated by a. We write %n to denote the ideal of Sn generated by {Xi}^^, and if there is no ambiguity, we will simply write %. If A is an ideal of R, then we use (A, ^) [or (A, %)] to denote the ideal ASn+^n of Sn. Moreover, we will write A[[Xi, .... Xn]] to denote the ideal of Sn consisting of those power series, each coefficient of which is in A. We remark that in general A[[Xi, ..., Xn]] is distinct from A Sn, but, if A is finitely generated, equality holds [3] .
A collection of ideals j At },^ of the ring R will be called a d-sequence of ideals provided that for any n, meco, there exists a A-eco, depending on n and 772, such that A^CA^nA^. If ^2 is the topology induced on R by the d-sequence (A^^), then R is a topological ring under the topology ^2. It is well known that (R, Q) is HausdorfT if, and only if, F\ Ai == (o). We say that (R, Q) is complete if each Cauchy sequence Z'€M of (R, i2) converges to an element of J?. If there exists an ideal A oi R such that A 1^ Ai for each I'eco, then 12 will be called the A-adic topology, and we write (R, A) to denote the topological ring R under this topology.
Topological aspects.
It follows, from [6] , lemma (1.1), that if A is an ideal of R such that R is a complete HausdorfT space in the A-adic topology, then (jR (a)) is a complete HausdorfT space for each aeA. Conversely, observe that if A == (fli, ..., Gn), then A^C(a^, ..., a^) for any Aeoj. It follows, therefore, that if Bk== (a^, ...,^) for each ^ec*), and if ^2 is the topology induced on jR by the sequence of ideals {Bk}ke^9 ^hen ^2 is equivalent to the A-adic topology. Hence, (R, A) is complete if, and only if, (R, Q) is complete. Extending [7] , theorem (3.4) , to an ideal with a finite basis, it is straightforward to show that if (R, (di)) is complete for each i, then (R, ^2), and hence (R, A), is complete. Thus, if (jR, A) is HausdorfT, we have the converse of [6] , lemma (1.1), in case A is finitely generated.
It should be remarked here that the assumption that (7?, A) is HausdorfT is necessary as even the hypothesis that (R, (di)) is a complete HausdorfT space for each i does not imply that (R, A) is HausdorfT. In [6] , lemma (1.1), it is shown that if (R, (di)) is a complete HausdorfT space, then di belongs to the Jacobson radical J of R; hence, if F\ J^ = (o), It might be noted here that one direction of theorem 2.1 can be proved directly for the case when jR is not assumed to have an identity element. But the proof of lemma 1.1 of [6] depends rather strongly on the assumption that R has an identity element. Nevertheless, lemma 1.1 of [6] and hence theorem 2.1 and corollary 2.2 of this paper, are true for the case when R does not possess an identity. For, let T == R [e], the ring obtained by the canonical adjunction of an identity to R. (Choose e so that T has characteristic zero). Then any ideal A of -R is also an ideal of T, and it can be shown that (R, A) is complete (Hausdorff) if, and only if, (T, A) is complete (Hausdorff). From this fact, it follows easily that the preceding results of this section (and lemma 1.1 of [6] ) extend to the case when R does not have an identity element.
For the remainder of the paper, we will assume that -R possesses an identity. We now turn our attention to the question of completeness 
While verification of these statements is rather detailed, it is nevertheless straightforward, and we omit the proof here (see also [4] , lemma 2).
Observe that if ^ is the A-adic topology for some ideal A of R, then, since (A, ^SrA^+X^A, ^ for each /ceco, it follows that JR is complete in the A-adic topology if, and only if, Sn is complete in the (A, %)-adic topology. Moreover, if A is finitely generated, then (AS',z)^= A^pCi, ... 
Finite groups of .R-automorphisms of jR[[X]].
Throughout this section, we write S to denote the formal power series ring 2?[[X]]. The main purpose of this section will be to prove the following generalization of a result of SAMUEL [9] . THEOREM 3.1.
-Let R be a noetherian integral domain with identity, and suppose that the integral closure of R is a finite R-module. Let G be a finite group of R-automorphisms of S, and let S° denote the invariant subring of G on S. Then there exists feS such that S 0 == R [[f]].
We require several preliminary results before proving theorem 3.1. Our proof will essentially follow that of SAMUEL, but we will need to make strong use of the results of [7] and theorem 2.6 of [6] . We begin by making the following definition. DEFINITION 3.2. -Let feS, and suppose that S is a complete Hausdorff space in the (f)-adic topology. By the results of [8] , there exists a unique jR-endomorphism cp/ of S mapping X onto f. We write R [[f\] to denote the range of cpy.
We remark that it follows from Remark 2.4 that the above definition is a more general definition of R [[f] ] than that given in [6] . We mean this in the sense that there exist rings R and elements feS such that R [[f] ] is defined by definition 3.2, but not by the definition given in [6] .
The following lemma is a generalization of [7] , lemma 4.9; its proof is trivial. 
ff^Y^VW, then G is the identity on R[[f]].
ZQG Corollary 3.5 shows that ^[[fflc^ for any ring R and finite group G of it-automorphisms of S. The remainder of the paper will be concerned with showing that if R satisfies the hypothesis of theorem 3.1, then the reverse containment holds.
The following theorem is^a restatement of several of the results of [7] . Suppose now that R is a noetherian ring, and let R' be a unitary « overring of R, which is a finite JP-module. If (3==V^x'e5 and if (R, (to)) is a complete Hausdorff space, then R is a noetherian ring complete and Hausdorff in its (froA')-adic topology ([II], theorem 15, p. 276). Hence, by theorem 3.6, there exist unique R and .R'-endomorphisms 9? and cpp of S and S'=R' [[X] ], respectively, such that <pp(X) = cpp(X) = (3. Furthermore, if 9? is onto [and hence, an auto-morphism ( [8] , theorem 4.7)], then &i is a unit of R. Therefore, since &j must also be a unit of R, it follows that cp^ is onto (and hence, an automorphism). Our next result shows that cop is the unique extension of cpp to y. Since 9^ is the unique .R'-endomorphism of S 1 mapping X onto .6, it suffices to show that cpp, restricted to S, is equal to cpp. We shall have need of a precise definition of cp|.
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Let a ===VcyX^e5', and suppose that (7?, (co)) is a complete /=0
HausdorfT space. Then there exists a unique -R-endomorphism cpa of S such that cpa(X) = a ( [7] , theorems 4.2 and 4.3). For any element h^^hiX^S, cpa(/0 is defined to be ^p^X^ where
( \ \ pk(h)== lim7^( YA^' ) for each Aecoo.
The limit is taken in (R, (Co)), and ^^g) == 9k for any element oo ff=^X^S [7] .
f==:0
We can now prove the following. converges to a unique element dk of JR. But since each Cauchy sequence of (R, (bo)) is Cauchy in (.R', (boR)) and since (J?, (&o^)) is HausdorfT, it follows that pk(h) == dk^R for each Tcecoo. Therefore, <pp(*S)^S, and thus cpp, restricted to S, is an -R-endomorphism of S mapping X onto (3. But cpp is the unique jR-endomorphism of S mapping X onto (3, and therefore, c^, restricted to S, is equal to cpp. Our next result shows that if the coefficients of (3 satisfy certain conditions, then, if g^S' and if ^(g)^S, then g itself is an element of S. This fact will be applicable to the proof of theorem 3.1. The method of proof used here is the same as that used in [9] . where the limit is taken in (R', (boR')). Let E be the JP-submodule of -R' generated by i and { g^ j/e^o-We show that E === R. We first make some observations. Since BCJ and since jy is a finite jR-module, we have that (R, BR') is HausdorfT, and, furthermore, since BE is an JP-submodule of R, BE is closed in (R, BR) ([II], theorem 9, p. 262). Moreover, since (boR^^BR, and since (R, (boR)) is complete, we have that each Cauchy sequence of (R, (boR)) converges in (R, BR) also. Thus, in particular, since BE is closed in (R, BR), if {ii/} yî s a sequence of elements of BE, Cauchy in (R, (boR)), then j iiy (yeco converges to a unique element u e BE in (J?', BR). We make strong use of this fact.
