Abstract-Time-domain finite-element solutions of Maxwell's equations require the solution of a sparse linear system involving the mass matrix at every time step. This process represents the bulk of the computational effort in time-dependent simulations. As such, mass lumping techniques in which the mass matrix is reduced to a diagonal or block-diagonal matrix are very desirable. In this paper, we present a special set of high order 1-form (also known as curl-conforming) basis functions and reduced order integration rules that, together, allow for a dramatic reduction in the number of nonzero entries in a vector finite element mass matrix. The method is derived from the Nedelec curl-conforming polynomial spaces and is valid for arbitrary order hexahedral basis functions for finite-element solutions to the second-order wave equation for the electric (or magnetic) field intensity. We present a numerical eigenvalue convergence analysis of the method and quantify its accuracy and performance via a series of computational experiments.
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I. INTRODUCTION

F
INITE-element solutions of the Maxwell vector wave equation using 1-form (also known as "edge" or curl-conforming) basis functions have been used with tremendous success over the past several years. However, one major drawback to this approach is that a sparse linear system involving the mass matrix needs to be solved at every time step (more than once per step for high order time integration methods [1] ). This computational cost is not prohibitive, but it does represent the bulk of computational effort required to perform time domain simulations of wave propagation. For the special case of lowest order basis functions and an orthogonal Cartesian mesh, it is possible to invert the mass matrix exactly in operations [2] . This algorithm does not extend to higher order discretization, however. Mass lumping techniques, in which the mass matrix is reduced to a diagonal matrix, have been used in the computational mechanics and acoustics [3] communities for the standard first-order Lagrangian (or nodal) elements with much success, and in fact this is the norm for time-dependent computational mechanics [4] . In this approach, the mass matrix is reduced to a diagonal matrix where each entry is a measure of the volume (or ) of each element. This matrix is trivial to invert, resulting in a drastic speedup for time-dependent problems.
An analog of this procedure is therefore highly desirable for 1-form finite-element solutions of Maxwell's equations. Unstructured triangular and tetrahedral computational meshes are popular for electromagnetics because they allow for the accurate modeling of complicated geometries. In [5] , the mass lumping idea is applied to Maxwell's equations in a relativly straightforward manner with good results for first-order elements. In [6] and [7] , orthogonal 1-form basis functions were developed for triangular and tetrahedral elements, respectively. These result in a diagonal mass matrix. One disadvantage of this approach is that it employs local "bubble" functions, which are required to produce orthogonality but do not increase the accuracy of the computational solution. A second disadvantage is that it is not clear how to extend these orthogonal basis functions to arbitrary order.
Hexahedral computation meshes are difficult to generate for complex geometries, but for simple geometries they often lead to increased efficiency. It is well known that for the special case of lowest order 1-form basis functions on an orthogonal Cartesian mesh, the mass matrix can be made diagonal by using the trapezoidal rule for the required integrations. The result is equivalent to a finite-difference time-domain method. In [2] , an effective preconditioner was created in order to efficently invert mass matrices formed with first-order elements. An approach for higher order 1-form basis functions, involving the second family of Nedelec finite-element spaces [8] , was developed in [9] and [10] . In this approach a three-way tensor product of Gauss-Lobatto points is chosen for both the interpolation points for the Nedelec edge basis functions, and the integration points used to compute the mass and stiffness integrals. This leads to the formation of block diagonal mass matrix which can be inverted with little computational cost. However, the second family of Nedelec spaces introduces spurious modes to the solution which can lead to the degradation of accuracy.
Another approach developed in [9] avoids the problem of spurious modes by using the original Nedelec finite-element spaces [11] . In this approach orthogonal elements are used so that the directions of the basis functions are in , or . Since these directions are mutually orthogonal, mass integrals involving dif-fering directions will all evaluate to zero, leaving only three sets of mass integrals to consider. Separate quadrature rules are applied to each of the three sets of mass integrals, and the off diagonal mass matrix elements are eliminated. While this approach does lead to a diagonal mass matrix, the restriction to orthogonal meshes limits its utility.
In our proposed generalized mass lumping (GML) approach [12] , the original Nedelec finite-element spaces [11] are used along with multiple quadrature rules. By considering a total of nine sets of mass integrals, we are able to generalize to non-Cartesian unstructured hexahedral meshes. We believe it is possible to extend this method to include tetrahedral meshes, but such an extension is nontrivial and beyond the scope of this paper. On orthogonal meshes, this method still produces diagonal mass matrices, and on nonorthogonal elements, this method greatly increases the sparsity of mass matrices. In this paper we evaluate the accuracy and efficiency of the GML approach on both orthogonal and nonorthogonal meshes. An eigenvalue analysis is used to quantify the dispersive proprieties of the GML approach. The key result is that, on a distorted unstructured hexahedral mesh, the GML method reduces the computational cost by an order of magnitude, with negligible loss in accuracy.
II. SEMIDISCRETE WAVE EQUATION
The second-order wave equation for the time dependent electric field intensity is given by in in on at at (1) For the sake of simplicity, we consider here the case of time-independent material properties and zero conductivity. The semidiscrete version equation can be written as (2) where and are the mass and stiffness matrices. Typically a second-order central-difference "leapfrog" method is used to integrate (2) , which requires the repeated solution of a linear system of the form . For efficiency, iterative methods such as diagonally scaled conjugate gradient are used to solve this system. The computational cost depends upon both the sparsity and conditioning of the mass matrix . In Section III, special basis functions and quadrature rules are developed that result in increased sparsity and improved conditioning of the mass matrix , significantly increasing the efficiency of the overall method. As done in [13] and [14] the basis functions are constructed on the reference element (a cube) and then transformed to the actual element using the appropriate transformation laws.
It should be noted that in many cases the "leapfrog" method is not the preferred choice for time discretization. For instance, the unconditionally stable Newmark-Beta method can be advantagous and is quite popular for the solution on such equations. The improvements of implicit methods like Newmark-Beta do not come without some cost, which in this case is the need to solve a more complicated linear system involving the sum of the mass and stiffness matrices. This calls into question the usefulness of the improved mass matrix sparsity that the GML method provides, since we will be stuck with the much less sparse stiffness matrix anyway. However, initial testing has shown that when the same GML method is applied to the stiffness matrix there is also an increase in sparsity. When considering the sum of the mass and stiffness matrices, there is a roughly 25% reduction in the number of nonzero entries. While this is not the order of magnitude one sees when using the "leapfrog" method, it is still a welcome improvement.
III. BASIS FUNCTIONS
The Lagrange interpolatory polynomial of degree is defined by a distinct set of 1 real valued interpolation points denoted by the symbol , such that . The polynomial is constructed in such a way that it has a value of unity at interpolation point and a value of zero at every other interpolation point. A formula for the Lagrange interpolatory polynomial of degree is given by (3) By construction these polynomials satisfy the interpolation property given by (4) Let denote a 1-form basis on the reference element. These 1-form basis functions of polynomial degree are given by (5) where the superscripts , and denote the basis functions parallel to the , and direction vectors, respectively. The basis function interpolation locations are found at the well-known Gauss-Legendre integration points and at the lesser known Gauss-Lobatto integration points on [0, 1]. The Gauss-Legendre points, along with their associated weights, form a quadrature rule that maximizes the order of integration. The Gauss-Lobatto points and weights work in a similar fashion; however, they maximize the order of integration with two of the integration points constrained to the endpoints 0 and 1.
In order to satisfy the locality property, we can break this set of basis functions into three mutually disjoint subsets such that (6) where the subscripts , and denote the edges, faces, and volume of the reference element, respectively. For 1-forms, locality implies that the edge basis functions should have nonvanishing tangential components along one and only one edge. The face basis functions will have nonvanishing tangential components along one and only one face with zero tangential components along any edges. Finally, the volume basis functions will have zero for tangential components along either edges or faces. The 1-form edge basis functions of polynomial degree are given by (7) This set of functions is grouped into three subsets, one for each of . The indexes and loop over the four edges that are tangent to these basis vectors. The index loops over the basis functions per edge for a total of 12 . The 1-form face basis functions of polynomial degree are given by (8) This set of functions is grouped into six subsets, two for each face representing the contravariant basis vectors that are in the plane of that face. The index loops over the two faces that are coplanar to these basis vectors. The indexes and loop over the 2 1 basis functions per face for a total of 12 1 . Finally, there will be a total of 3 1 interpolatory basis functions that are internal to the reference element given by (9) IV. BILINEAR FORMS AND GENERALIZED MASS LUMPING In order to make integration computations as simple and efficient as possible, it is advantageous to begin by introducing a reference element and associated coordinate system. As shown, we chose the unit cube and the standard basis vectors for our reference element and coordinate system (10) For 1-forms on an arbitrary hexahedral element , we have the following symmetric bilinear forms (integrated over the reference coordinate system for convenience): (11) (12) where is the mapping from the coordinate system of the reference element to the coordinate system of the arbitrary element and is the Jacobian of that mapping. The mass and stiffness matrices created using these forms will scale as (meters) and , respectively. As in (5), the basis functions can be divided into three distinct sets based on the directions they are pointing. Using these three sets of basis functions, a total of nine sub-mass matrices can be defined by (13) where again superscripts , and denote the directions the basis functions are pointing. These sub-mass matrices can be grouped together to form the original mass matrix by (14) Now, as long as the order of accuracy remains consistent, each of these nine sub-mass matrices can be formed using different quadrature rules to approximate their mass integrals. The three sub-mass matrices on the diagonal each consist of basis function interactions from a single set of bases. Since each set of basis functions interpolates on a simple set of points defined by a tensor product, the following choices arise for their quadrature points: (15) where and are again the Gauss-Legendre and Gauss-Lobatto quadrature points, respectively, and , and are the indexes into and . The choice of these quadrature points with their associated weights defines three quadrature rules with a single high order of accuracy 2 ) in , and . While there are many other possibilities using the same number of quadrature points, they either have lower orders of accuracy or differing orders of accuracy in the different directions and the three different integration rules. To maintain accurate results, it is important to have consistent high orders of accuracy in the quadrature rules. Also, by choosing the quadrature points and basis interpolation points that coincide, use of the interpolation Each of the 18 basis functions evaluates to one at one of the interpolation points and evaluates to zero at all of the others. This is also true for at quadrature points since they coincide with the interpolation points. If an (xx) mass integral includes two different (x) basis functions, then the approximate integral evaluates to zero, since one of the two basis function will evaluate to zero at all of the quadrature points.
property (4) is made in all three dimensions to obtain the following property: (16) where corresponds to the , and found in the definition of the basis functions (5). Now, if the mass integral is approximated with a quadrature rule using the points and the associated quadrature weights , the following result is obtained: (17) This forms a diagonal sub-mass matrix by the mechanism outlined in Fig. 1 . Similar results exist to form diagonal and sub-mass matrices using the and quadrature points defined in (15) .
On an orthogonal element the other six sub-mass matrices are all zero due to the dot products in their mass integrals and the orthogonality of the basis function vectors. However, on an arbitrary element these conditions cannot be guaranteed and the off-diagonal sub-mass matrices must be constructed. Also, whether an element is orthogonal or not, a quadrature rule is needed in order to evaluate the stiffness integrals. In order to maintain consistency, a quadrature rule with a similar order of accuracy (2 1) to the other three quadrature rules must be used. One such quadrature rule lies on the points defined by (18) This particular set of quadrature points has the advantage of using the interpolation property (4) to introduce more zeros into the matrix with the following result:
This result does not lead to the formation of diagonal sub-mass matrices. However, a simple count reveals that it does lead to the elimination of 1 of the elements in the sub-mass matrix (see Fig. 2 ). Similar results apply to the other five sub-mass matrices to eliminate 1 of their entries.
V. NUMERICAL EXPERIMENTS
A. Scalability Analysis
In this experiment, methods are employed that are similar to those described in [15] to determine the scalability of preconditioned conjugate gradient inversion of the lumped mass matrix. In order to carry out the experiment a simple three-dimensional (3-D) nonuniform mesh is created and mass matrices are constructed for various -and -refinements of the mesh. The -refinements are designed to preserve the fundamental structure of the original mesh (see Fig. 3 ). Diagonally scaled condition numbers are computed for each of the matrices and can be found in Tables I and II . The condition numbers of the mass matrices formed using full integration rules are included for comparison.
Also, the conjugate gradient method with diagonal preconditioning is applied and the number of iterations required for convergence on a solution to a tolerance of 10 can be found in Tables III and IV . Again, the numbers for fully integrated matrices are included for comparison.
These data illuminate more of the computational strengths of the GML method. For the case of -refinement, the diagonally scaled condition numbers appear to be nearly constant for both the fully integrated and GML matrices, indicating scalability for Fig. 2 . Illustration of the (3) quadrature rule being applied to an (xy) mass integral for second-order basis functions on the unit cube. The three different planes are slices for different z values, with the x's and y's marking the interpolation points for the (x) and (y) basis functions and the circles marking the quadrature points. Each of the 36 basis functions evaluates to one at one of the x or y interpolation points and to zero at the two z-planes that do not contain that interpolation point. If an (xy) mass integral includes an (x) basis function from one z-plane and a (y) basis function from a different z-plane, then the approximate integral will evaluate to zero, since either the (x) or (y) basis function will evaluate to zero at all of the quadrature points. TABLE I  CONDITION NUMBERS FOR H-REFINEMENTS   TABLE II  CONDITION NUMBERS FOR P-REFINEMENTS   TABLE III  NUMBER OF PCG ITERATIONS FOR H-REFINEMENTS   TABLE IV  NUMBER OF PCG ITERATIONS FOR P-REFINEMENTS both. However, the lumped mass matrices have condition numbers roughly 5 better than the fully integrated mass matrices. This leads to a roughly 2 improvement in computational cost due to the reduced number of PCG iterations required to converge to a solution.
In the case of -refinement, the effects are even more dramatic. The condition numbers for the fully integrated mass matrices do not appear to be constant while the GML matrices seem nearly so, indicating that only the GML matrices maintain scalability. At higher order, the gap in condition numbers jumps to roughly 10 . This leads to a roughly 3 improvement in computational cost due to the reduced number of PCG iterations required to converge on a solution.
B. Eigenmode Convergence
A significant issue encountered when modeling Maxwell's equations with the Nedelec finite element approach is the introduction of numerical dispersion error. This error causes an inaccuracy in the phase velocity of simulated waves. In simulations where the phase information of the waves is important, the dispersion error limits the effective length of time a simulation can be evolved before losing accuracy. Since an analytical dispersion analysis is intractable on unstructured computa- tional meshes, we employ an eigenvalue analysis to quantify the dispersion.
If a time harmonic solution is assumed for a source-free region in (1) in the absence of conductivity, we have the vector Helmholtz equation (20) This equation can be cast into a generalized eigenvalue problem where the domain of the problem is a resonant cavity and the values are the eigenmodes of that cavity. Similarly, a discrete version of this eigenvalue problem can be formed in the following manner: (21) where the values approximate the eigenmodes of the cavity. Using these two eigenvalue problems, the eigenmodes can be computed both analytically and computationally. Exact and approximate dispersion relations can also be introduced and combined in the following manner: (22) where is the wave number, is the exact wave speed, and is the approximate wave speed. This gives a simple relationship between eigenvalue approximation error and the dispersive phase velocity error.
In order to study this issue, the dominant mode error for the unit cube was computed using the four different refinements found in Fig. 4 for , and . Mass and stiffness matrices using both full integration and GML integration were used to compute the errors for comparison, and all of the results can be found in Fig. 5 .
As the data in Fig. 5 show, the levels of eigenmode error are similar for matrices created using full integration and GML integration. This indicates that the dispersion errors are also similar for the two different integration techniques. It is interesting to note that using exact numerical integration results in overestimating the eigenvalues (phase velocity higher than ), while the GML integration results in underestimating the eigenvalues (phase velocity lower than ). This is consistent with results for the standard second-order elliptic eigenvalue problem [16] , [17] Finally, by measuring the slopes of the trends found in Fig. 5 , the order of accuracy can be found for both eigenmodes and correspond to higher order) with respect to mesh element size h. The top plot shows the eigenvalue convergence for mass and stiffness matrices formed using full integration, while the bottom plot shows the same for matrices formed using GML integration. dispersion. The slopes of the trends were found by obtaining a linear least squares fit, and the results can be found in Table V .
As expected from the results in [18] , the data in Table V shows that when using the th-order Nedelec elements with full integration, a 2 order of accuracy is obtained. The data also show that an accuracy of order 2 is obtained when GML integration is used as well. This indicates that the GML integration technique does not significantly effect the dispersion error of the Nedelec finite element approach.
C. Eigenmodes Using a Non-Cartesian Mesh
Early finite-element methods for modeling Maxwell's equations did not use the proper spaces of approximation, and therefore introduced spurious modes into their solutions. With some methods these spurious modes coincide with the proper eigenmodes when a Cartesian mesh is used, but they begin to diverge on more general meshes. Numerous analyses have shown that the use of 1-form basis functions eliminate spurious modes. However, these analysis assume exact integration, and it is therefore important to investigate the effect of using approximate integration in the GML method. As spurious modes are most clearly seen in eigenvalue computations, a simple resonant cavity experiment was performed in the following manner.
As in the previous section, a resonant cavity can be approximated with the discrete eigenmode (21). So, the exact and approximate eigenmodes can be computed and compared to find the error. Also, it is well known that spurious modes may arise in the computational method if it does not accurately model the following grad-curl relationship:
In that case, the null space dimension of the generalized eigenvalue matrix will be too small and there will be fewer zero eigenmodes in the computation. In this case, since the gradients of functions are represented with order 0-form (nodal) elements, the null space should have dimension equal to the number of order 0-form degrees of freedom, save one for constant functions.
Our experiment was carried out on a resonant cavity in the shape of the unit cube with a chevron pattern (see Fig. 6 ), which has a set of well-known eigenmodes. The mass and stiffness matrices were formed using a full integration method and the GML method for , and . The dimension of the null space was computed in each case by counting the number of zero eigenmodes and can be found in Table VI . The errors in the first few eigenmodes were computed in each situation and can be found in Tables VII and VIII. As Tables VII and VIII show, the error grows with the value of the eigenmode. This is to be expected since higher eigenmodes correspond to higher frequencies, which are more difficult to approximate with polynomials. The very high error values come from the low-order basis functions attempting to approximate frequencies beyond their Nyquist sampling limit. However, the error can be alleviated by increasing the order of the approximation.
Also, the data show that the matrices created using the GML integration scheme have similar levels of error in their eigenmodes to the matrices created using the full integration method. INTEGRATION AND THE GML INTEGRATION SCHEME   TABLE VII  EIGENMODE ERRORS FOR THE FULL INTEGRATION METHOD   TABLE VIII  EIGENMODE ERRORS FOR THE GML INTEGRATION METHOD More importantly, in both cases the dimensions of the null spaces match their expected values. This indicates that the matrices created with the GML integration scheme can accurately model electromagnetic problems, without corrupting the solutions with spurious modes.
D. Time-Domain Coaxial Cable
In order to get a sense of the computational savings that the GML scheme provides, a simple coaxial cable signal propagation Fig. 7 . View of the mesh representing the coaxial cable. In the light speed scaled coordinates, the inner radius is 2.0 light seconds, the outer radius is 6.69 light seconds, and the length of the cable is 80 light seconds. Finally, waves of 10 light seconds wavelength were fed into the cable. simulation was performed. Such a cable simulation has numerous desirable qualities that make it a good diagnostic tool. As can be seen in Fig. 7 , the mesh is nonorthogonal, so it will test the GML method in the general case. There is a well-known analytical solution (we assume a pure TEM mode) to the coaxial cable problem, so error norms can be computed and compared. In this experiment, the mesh in Fig. 7 was used with secondorder basis functions utilizing both the full integration method and the GML method to compute the matrices. For purposes of simplicity, both and were set to one, which scales all of the coordinates by the speed of light. Sparsity plots of the mass matrices can be found in Fig. 8 . Perfect electrical conductor (PEC) boundary conditions were applied to the inner and outer surfaces, an absorbing boundary condition that is exact for the TEM mode was applied to one of the ends, and the analytical solution was used to provide the proper voltage source for the other end. In both cases a timestep of 0.1 s was used. It is worth noting that a stability analysis similar to that found in [19] reveals that a maximum timestep of 0.19 s could have been used in the full integration case, while a maximum timestep of 0.27 s could have been used in the GML integration case. The ability to take larger timesteps in this case adds to the significant computational savings of the GML scheme. However, in this case it is advantageous to use the same timestep for accurate comparisons of the results. This experiment led to the results found in Table IX. The data in Table IX show a roughly 3.5 improvement in overall computational cost when using the GML method. This includes all of the overhead of applying the boundary conditions and constructing the right-hand side of the matrix equation at each timestep. If the extra computational savings of using the larger timestep is figured in, a total improvement of 5 is expected.
In order to compare accuracy between methods, data on the error in the simulations was also collected and displayed in Fig. 9 .
As the data in Fig. 9 show, the error when error using the GML method is nearly identical to the error when using the full integration method. The error in both cases is of course rising due to the phase velocity error discussed in a previous section.
E. RF Signal Propagation in a Random Rough Surface Environment
In this example, we simulate the propagation of a 200 MHz radio-frequency (RF) signal in a random rough surface environ- Fig. 8 . Sparsity plots of the coaxial cable mass matrices using a full integration scheme and the GML integration scheme In this example simulation, we choose a tunnel with an average diameter of 2 m and a total length of 50 m. The random rough surface was generated as follows.
Step 1) Generate a cylindrical surface of appropriate radius and length.
Step 2) Add a random perturbation of specified standard deviation to the surface.
Step 3) Smooth the random surface (low-pass filter) to introduce a surface correlation of a given length.
Step 4) Generate a 3-D Cartesian mesh, where the electrical conductivity of each element depends upon whether the element is inside the random surface (air) or outside the random surface (earth). For mesh elements that straddle the random surface, a volumefraction is used to determine the conductivity. The computational mesh consists of 388, 800 hexahedral elements and is shown in Fig. 10 . Note that the portion of the mesh representing the air has been removed to illustrate the random rough surface. Because the mesh is structured and orthogonal (i.e., Cartesian), the GML method will yield a diagonal mass matrix regardless of the polynomial degree of the basis functions, and will therefore lead to drastic improvement in computational performance for time-dependent calculations.
A dipole antenna is placed at one end of the tunnel, modeled by applying a time-dependent current source to one of the mesh edges, while a simple absorbing boundary condition is placed at the other. A PEC boundary condition is applied to the remaining walls of the cave to fully define the problem. The simulation is performed using both standard lowest order basis functions and higher order basis functions. In Table X , we compare the computational performance statistics for the case with full integration and GML integration. Note that without using the GML technique, the mass matrix requires on average 24 PCG iterations to achieve a residual error tolerance of 10 . When using the GML technique on Cartesian grids, the mass matrix is made diagonal and inversion is therefore trivial. The average CPU time used per simulation time step is an order of magnitude less when using the GML method for a total speedup of roughly 10 . Note that the total CPU time per step in this measurement includes more than just the linear solve time; it also includes the CPU time required for the application of boundary conditions, current sources, and time integration. In Table XI , we compare the computational performance statistics using high order basis functions on the same Cartesian mesh. The total number of electric field unknowns has increased by an order of magnitude; and to satisfy the Courant stability condition, the discrete time step must be cut in half. Again, note that without using the GML technique, the mass matrix now requires on average 31 PCG iterations to achieve a residual error tolerance of 10 . By using the GML technique, the mass matrix is once diagonal resulting in a speedup of roughly 10 . In Fig. 11 , we show plots of the base 10 log of the computed electric field vector magnitude at the final simulation time step along a "lineout" portion down the center of the cave for the high order case. Note that the results with full integration and with GML integration are essentially identical.
VI. CONCLUSION
We have presented a generalized mass lumping scheme to be used in the vector finite-element solution of Maxwell's equations. The method uses the now standard Nedelec 1-form polynomial basis functions, with specially chosen interpolation points and specially chosen inexact quadrature rules. The method is designed to yield diagonal mass matrices for orthogonal meshes, and highly sparse and well-conditioned matrices for nonorthogonal unstructured meshes. This GML method reduces the computation cost of solutions by an order of magnitude and maintains scalability for both -and -refinements. The scheme also has levels of dispersion error and error similar to the standard full integration schemes, making it suitable for use in computational electromagnetics. 
