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Abstract
In this paper, we study quantities at infinity and the appearance of limit cycles from the equator in poly-
nomial vector fields with no singular points at infinity. We start by proving the algebraic equivalence of
the corresponding quantities at infinity (also focal values at infinity) for the system and its translational
system, then we obtain that the maximum number of limit cycles that can appear at infinity is invariant for
the systems by translational transformation. Finally, we compute the singular point quantities of a class of
cubic polynomial system and its translational system, reach with relative ease expressions of the first five
quantities at infinity of the two systems, then we prove that the two cubic vector fields perturbed identically
can have five limit cycles simultaneously in the neighborhood of infinity and construct two systems that
allow the appearance of five limit cycles respectively. The positions of these limit cycles can be pointed
out exactly without constructing Poincaré cycle fields. The technique employed in this work is essentially
different from more usual ones, The calculation can be readily done with using computer symbol operation
system such as Mathematics.
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In the qualitative theory of planar polynomial differential systems, contributing to Hilbert’s
sixteen problem, the bifurcation of limit cycles is a hot topic. For polynomial differential system
dx
dτ
= P(x, y), dy
dτ
= Q(x,y), (1)
where P(x, y) and Q(x,y) are real polynomials in x, y. Let Hn(In) be the maximum possible
number of limit cycles in the neighborhood of the origin (infinity) of system (1) when P and Q
are of degree at most n. In the case of bifurcation of limit cycles at the origin, a lot of work had
been done (see monograph [1,2] and [11–14]). It is known that H2  3 and H3  12.
For the case of infinity, there are very few results on this problem. The solution to this problem
is still open even in the case of cubic system. The some more earlier work had been done (see
monograph [1] and [3,4]). In order to create cubic vector fields with the maximum possible
number of limit cycles from the equator, the bifurcation of limit cycles at infinity has been studied
in [3,4], and both obtained five limit cycles at infinity.
The importance of the study of the vector field at infinity appears in [3], where the general
case of the simultaneous birth of k limit cycles from the equator of the Poincaré sphere in the case
of a vector field with no singular point at infinity are concerned with, which is called bifurcation
infinity of order k. This can only occur for polynomial vector fields of odd degree, namely we
can write the 2n + 1 degree systems as follows
dx
dτ
=
2n+1∑
k=0
Xk(x, y),
dy
dτ
=
2n+1∑
k=0
Yk(x, y), (2)
where Xk =∑α+β=k Aαβxαyβ,Yk =∑α+β=k Bαβxαyβ are homogeneous polynomials of de-
gree k of x, y. In addition, the classic methods of Poincaré return map and Lyapunov coefficients
are used to compute focal values (Lyapunov constants) for studying the bifurcation of limit cycles
in [3].
In [5,6], the authors gave a new method that took the calculation of focal values of real systems
into the calculation of the singular point quantities of complex systems, which made it possible
to compute the focal values of higher degree systems. For the method being employed, as far as
the number of limit cycles bifurcated at infinity (large-amplitude limit cycles) is concerned, there
are some results as follows: cubic system, four limit cycles in [6], quintic system, eight limit
cycles in [8], and seventh-order system, nine limit cycles in [9]. Recently, the authors of [7,10]
get six limit cycles at infinity in a cubic system (i.e., I3  6).
In this paper, we are also concerned with the quantities at infinity and the appearance of limit
cycles from the equator of the Poincaré sphere in the case of a vector field with no singular point
at infinity. In Section 2, we study the relation between quantities at infinity (also focal values
at infinity) for one of systems (2) and quantities at infinity for its translational system, prove
that the two sets of corresponding quantities at infinity are the algebraic equivalent. Then we
obtain that the maximum number of limit cycles that can appear at infinity is invariant for the
systems by translational transformation. In Section 3, we compute the singular point quantities
of a class of cubic polynomial system of (2) with X0 and Y0 appearing and its translational
system, which are considered by few authors. The first five singular point quantities have been
computed with computer algebra system Mathematica for the two systems respectively. The
recursion formula we present in this paper for the calculation of quantities at infinity is linear
and then avoids complex integrating operations. Therefore, the calculation can be readily done
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the two cubic vector field can have maximal five limit cycles simultaneously in the neighborhood
of infinity and construct two systems that allow the appearance of five limit cycles. This work is
essentially different from more usual ones.
2. Quantities at infinity for the translational system
The ideas of this section come from [6], where the qualitative theory of infinity in planar
polynomial vector fields is studied. Since it is difficult to find in the western literature, we first
recall the main notions and results related to the quantity at infinity in [6]. For more details,
see [6].
Consider system (2), suppose that there exists σ > 0, so that
xY2n+1(x, y) − yX2n+1(x, y) σ
(
x2 + y2)n+1. (3)
From (3), the equator Γ∞ on the Poincaré closed sphere is a trajectory of system (2), having no
real singular point. Γ∞ is the equator cycle or the infinite point (on Gauss sphere) of system (2).
By means of transformation x = cos θ/r , y = sin θ/r , in order that r = 0 corresponds to the
equator, system (2) can be transformed into
dr
dτ
= −1
r2n−1
2n+1∑
k=0
ϕ2n+2−k(θ)rk,
dθ
dτ
= 1
r2n
2n+1∑
k=0
ψ2n+2−k(θ)rk, (4)
where
ϕk+1(θ) = cos θ Xk(cos θ, sin θ) + sin θ Yk(cos θ, sin θ),
ψk+1(θ) = cos θ Yk(cos θ, sin θ) − sin θ Xk(cos θ, sin θ), (5)
k = 0,1,2, . . . . Particularly, from (3), we have ψ2n+2(θ) σ > 0.
System (4) can be transformed into
dr
dθ
= r
∞∑
k=0
Rk(θ)r
k, (6)
where the function on the right-hand side of Eq. (6) is convergent in the range θ ∈ [−4π,4π],
|r| < r0, and
Rk(θ + π) = (−1)kRk(θ), k = 0,1,2, . . . . (7)
For sufficiently small h, let
d(h) = r(2π,h) − h, r = r(θ,h) =
∞∑
m=1
vm(θ)h
m (8)
be the Poincaré succession function and the solution of Eq. (6) satisfying the initial-value condi-
tion r|θ=0 = h.
Lemma 2.1. (See [6, Theorem 1.1]) For any positive integer m, among v2m(2π) and v2m(2π),
vk(π), there exists expression of the relation
[
1 + v1(π)
]
v2m(2π) = ξ (0)m
[
v1(2π) − 1
]+ m−1∑ ξ (k)m v2k+1(2π), (9)
k=1
Y. Liu, Q. Wang / Bull. Sci. math. 130 (2006) 360–375 363where ξ (k)m are all polynomials of v1(π), v2(π), . . . , v2m(π) and v1(2π), v2(2π), . . . , v2m(2π)
with rational coefficients.
We restrict our analysis to systems with higher-degree terms given exactly by
X2n+1(x, y) = (−y + δx)
(
x2 + y2)n, Y2n+1(x, y) = (x + δy)(x2 + y2)n, (10)
then system (2) becomes
dx
dτ
= (−y + δx)(x2 + y2)n + 2n∑
k=0
Xk(x, y),
dy
dτ
= (x + δy)(x2 + y2)n + 2n∑
k=0
Yk(x, y) (11)
relevantly, in (5) and (8)
ϕ2n+2(θ) = δ, ψ2n+2(θ) = 1, v1(θ) = e−δθ . (12)
It is evident that the Poincaré succession function in (8) for system (11) has
d(h) = (e−2πδ − 1)h + ∞∑
m=2
vm(2π, δ)hm. (13)
Definition 2.1. (See [6, Definition 1.1]) For system (11), in the expression (13), if δ = 0, then
infinity is called the strong focus, and the quantity of (v1(2π) − 1) is called the 0th focal value
at infinity; if δ = 0 and v2(2π) = v3(2π) = · · · = v2m(2π) = 0, v2m+1(2π) = 0, then infinity is
called the fine focus of order m, and the quantity of v2m+1(2π) is called the mth focal value at
infinity, m = 1,2, . . . ; if δ = 0, and for any positive integer m, v2m+1(2π) = 0, then infinity is
called a center.
By means of transformation
z = x + yi, w = x − yi, T = iτ, i = √−1 (14)
system (11) can be transformed into following system:
dz
dT
= (1 − iδ)zn+1wn +
2n∑
k=0
Zk(z,w),
dw
dT
= −(1 + iδ)wn+1zn −
2n∑
k=0
Wk(z,w), (15)
where z,w,T are complex variables and
Zk(z,w) =
∑
α+β=k
aαβz
αwβ, Wk(z,w) =
∑
α+β=k
bαβw
αzβ
we call that system (11) and (15) are concomitant.
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parameters. For any positive integer m  3, if there exist ξ2, ξ3, . . . , ξm−1, so that vm(2π) +∑m−1
k=2 ξkvk(2π) = v, where ξks are all polynomials of aαβs, bαβs with complex coefficient, then
v and vm(2π) are called algebraic equivalence, we denote v ∼ vm(2π). For any constant λ = 0,
we use the sign v ∼ λv2m(2π) to indicate λ−1v ∼ v2m(2π).
Lemma 2.2. (See [6, Theorem 3.1]) For system (11) with δ = 0, we have v2(2π) = 0, and for
any positive integer m, we have v2m(2π) ∼ 0. Moreover, if v ∼ v2m+1(2π), then there exist
ξ1, ξ2, . . . , ξm−1, so that v2m+1(2π)+∑m−1k=1 ξkv2k+1(2π) = v, where ξks are all polynomials of
aαβs, bαβs with complex coefficient.
Lemma 2.3. (See [6, Theorem 3.2′]) For system (15) with δ = 0, we can derive successively the
terms of the following formal series:
F(z,w) = 1
zw
∞∑
k=0
f(2n+1)k(z,w)
(zw)k(n+1)
, (16)
where f(2n+1)k = ∑α+β=(2n+1)k cαβzαwβ is a homogeneous polynomial of degree (2n + 1)k
with c0,0 = 1, ck,k = 0 for k = 1,2, . . . , such that
dF
dT
∣∣∣∣(15)δ=0 = (zw)
n
∞∑
m=1
μm
(zw)
m+1 (17)
and
μm ∼ 1iπ v2m+1(2π), m = 1,2, . . . , (18)
where v2m+1(2π) is mth focal value at infinity of system (11).
Definition 2.3. (See [6, Definition 3.2]) For system (15) with δ = 0, the μm, given in (17) is
called the mth singular point quantity at infinity, m = 1,2, . . . .
Now we consider the relation of two sets of quantities at infinity for system (11) and its
translational system.
By means of transformation
x = x˜ + x0, y = y˜ + y0, (19)
system (11) can be transformed into the following system:
dx˜
dτ
= (δ(x˜ + x0) − (y˜ + y0))((x˜ + x0)2 + (y˜ + y0)2)n + 2n∑
k=0
Xk(x˜ + x0, y˜ + y0),
dy˜
dτ
= ((x˜ + x0) + δ(y˜ + y0))((x˜ + x0)2 + (y˜ + y0)2)n + 2n∑
k=0
Yk(x˜ + x0, y˜ + y0), (20)
relevantly, system (15) can be transformed into the following system:
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dT
= (1 − iδ)(z˜ + z0)n+1(w˜ + w0)n +
2n∑
k=0
Zk(z˜ + z0, w˜ + w0),
dw˜
dT
= −(1 + iδ)(w˜ + w0)n+1(z˜ + z0)n −
2n∑
k=0
Wk(z˜ + z0, w˜ + w0), (21)
where
z0 = x0 + iy0, w0 = x0 − iy0, z˜ = z − z0, w˜ = w − w0. (22)
Then we have the following theorem.
Theorem 2.4. If δ = 0 holds, the quantities at infinity for system (20) are algebraic equivalent to
the corresponding quantities at infinity for system (11), namely,
μ˜m ∼ μm, or v˜2m+1(2π) ∼ v2m+1(2π), m = 1,2, . . . , (23)
where μm, μ˜m are mth singular point quantity at infinity of system (15)δ=0 and (21)δ=0 re-
spectively, v2m+1(2π), v˜2m+1(2π) are mth focal value at infinity of system (11)δ=0 and system
(20)δ=0 respectively.
Proof. According to Lemma 2.3, we can derive successively the terms of the following formal
series:
F1(z˜, w˜) = F(z˜ + z0, w˜ + w0)
= 1
(z˜ + z0)(w˜ + w0)
∞∑
k=0
f(2n+1)k(z˜ + z0, w˜ + w0)
[(z˜ + z0)(w˜ + w0)]k(n+1) , (24)
such that
dF1
dT
∣∣∣∣(21)δ=0 =
[
(z˜ + z0)(w˜ + w0)
]n ∞∑
m=1
μm
[(z˜ + z0)(w˜ + w0)]m+1 . (25)
Note that (|z˜|, |w˜|) = ∞ and (|z0|, |w0|) < ∞, then
1
(z˜ + z0)(w˜ + w0) =
1
z˜w˜(1 + q) =
1
z˜w˜
∞∑
j=0
(−q)j , (26)
where
q = 1
z˜w˜
(z˜w0 + z0w˜ + z0w0), 0 |q| 	 1, (27)
moreover, for the above expression of q , one can get
1
z˜w˜
(z˜w0 + z0w˜) = (z˜w0 + z0w˜)(z˜w˜)
n
z˜w˜(z˜w˜)n
(28)
and
1
(z0w0) = z0w0(z˜w˜)
2n+1
2n+1 , (29)z˜w˜ z˜w˜(z˜w˜)
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(z˜w˜)(n+1)·1 and
f(2n+1)·2
(z˜w˜)(n+1)·2 respectively. Then F1(z˜, w˜) in
(24) has also the same form as expression (16):
F1(z˜, w˜) = 1
z˜w˜
∞∑
k=0
f˜(2n+1)k(z˜, w˜)
(z˜w˜)k(n+1)
, (30)
where f˜(2n+1)k = ∑α+β=(2n+1)k cαβ z˜αw˜β is a homogeneous polynomial of degree (2n + 1)k
with c0,0 = 1. Obviously, from (30), we can get f˜0(1,1) = 1.
For system (20)δ=0, with diacritical sign, additionally write expression (8):
r = r(θ,h) = v˜1(θ)h +
∞∑
k=2
v˜k(θ)h
k = h +
∞∑
k=2
v˜k(θ)h
k, (31)
and let
z˜ = r−1eiθ , w˜ = r−1e−iθ . (32)
From (31), for sufficiently small h, let
Fˆ1(θ,h) = F1
(
r−1(θ,h)eiθ , r−1(θ,h)e−iθ
)= ∞∑
k=0
f˜(2n+1)k
(
eiθ , e−iθ
)
rk+2(θ,h), (33)
then
Fˆ1(2π,h) − Fˆ1(0, h)
=
∞∑
k=0
f˜(2n+1)k(1,1)
[
rk+2(2π,h) − hk+2]
= (r(2π,h) − h) ∞∑
k=0
f˜(2n+1)k(1,1)
[
rk+1(2π,h) + rk(2π,h)h + · · · + hk+1]
= (r(2π,h) − h) ∞∑
k=0
f˜(2n+1)k(1,1)
[
(k + 2)hk+1 + o(hk+1)]
= (r(2π,h) − h)(2h + o(h))
= 2h
∞∑
m=2
v˜m(2π)hm
(
1 + o(1))
= 2
∞∑
m=2
v˜m(2π)hm+1
(
1 + o(1)). (34)
On the other hand, consider applying the expressions (4) and (25). Similar to the expression
(26), we can get
1
(z˜ + z0)(w˜ + w0) = r
2
∞∑
j=0
(−q)j , (35)
namely now,
q = (r2z0w0 + z0re−iθ + w0reiθ ). (36)
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Fˆ1(2π,h) − Fˆ1(0, h)
=
2π∫
0
dFˆ1
dθ
dθ =
2π∫
0
dFˆ1
dT
dT
dθ
dθ = i
2π∫
0
dFˆ1
dT
dτ
dθ
dθ
= i
2π∫
0
[ ∞∑
m=1
μm
(
r2(θ,h)
(
1 +
∞∑
j=1
(−q)j
))m+1−n
× r2n(θ,h)
(
1 +
∞∑
k=1
rk(θ,h)ψ2n+2+k(θ)
)−1]
dθ
= 2π i
∞∑
m=1
μmh
2m+2
2π∫
0
[
r2m+2(θ,h)(1 + o(1))
2πh2m+2
(
1 +
∞∑
k=1
rk(θ,h)ψ2n+2+k(θ)
)−1]
dθ
= 2π i
∞∑
m=1
μmh
2m+2
2π∫
0
1
2π
(
1 +
∞∑
k=1
ck(θ)h
k
)
dθ
= 2π i
∞∑
m=1
μmh
2m+2(1 + o(1)), (37)
where ψ2n+2+k(θ), ck(θ) (k = 1,2,3, . . .) are analytic. Comparing (34) with (37) and applying
mathematical induction to m, one can get
v˜2m+1(2π) = iπ
(
μm +
m−1∑
k=1
ξ (k)m μk
)
, (38)
where ξ (k)m (k = 1,2, . . . ,m − 1) are polynomial functions of coefficients of system (21) includ-
ing z0 and w0. According to Definition 2.2 and the transitive law of algebraic equivalence, we
complete the proof. 
Remark 1. If δ = 0, then for system (20) and system (11), v˜1(2π) = v1(2π) = e−2πδ holds,
obviously (v˜1(2π) − 1) ∼ (v1(2π) − 1) also holds. So we can say that for any translational
system of system (2), the quantities at infinity are algebraic equivalent and the order number of
focal values at infinity is invariant.
Moreover, from Definition 2.1 and Theorem 2.4, we have
Corollary 2.5. For system (11) and system (20), if there exists a positive integer m, such that
v1(2π) − 1 = v3(2π) = v5(2π) = · · · = v2m−1(2π) = 0, (39)
then
v˜1(2π) − 1 = v˜3(2π) = v˜5(2π) = · · · = v˜2m−1(2π) = 0,
v˜2m+1(2π) = v2m+1(2π). (40)
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perturbed system (11) and system (20). In our study, let a small parameter ε appear in the co-
efficients, such that Xk(x, y, ε), Yk(x, y, ε) are analytic at x = y = ε = 0, which coefficients
are power series of ε with non-zero convergence radius, and let δ be a function of ε. Then we
conveniently denote vm(θ) in expression (8) by vm(θ, ε, δ).
For polynomial systems, the solution of Eq. (6) r = r(θ,h, ε) = r(θ,h, ε, δ) is analytic at
δ = 0 to parameter δ. So the following holds:
v˜2m+1(2π, ε, δ) = v˜2m+1(2π, ε,0) + δϕ2m+1(Aαβ,Bαβ, δ), (41)
where ϕ2m+1(Aαβ,Bαβ, δ) are analytic at δ = 0, m = 0,1,2, . . . . And more, according to Theo-
rem 2.4 and Lemma 2.2, we can get
v˜2m+1(2π, ε, δ) = v2m+1(2π, ε, δ) +
m−1∑
k=1
ξ (k)m v2k+1(2π, ε, δ) + δϕ2m+1(Aαβ,Bαβ, δ),
(42)
then have the following
Theorem 2.6. For system (11) and system (20), if there exists a positive integer m, and any
perturbations such that
0 <
∣∣v1(2π) − 1∣∣	 ∣∣v3(2π)∣∣	 · · · 	 ∣∣v2m−1(2π)∣∣	 ∣∣v2m+1(2π)∣∣, (43)
then
0 <
∣∣v˜1(2π) − 1∣∣	 ∣∣v˜3(2π)∣∣	 · · · 	 ∣∣v˜2m−1(2π)∣∣	 ∣∣v˜2m+1(2π)∣∣ (44)
and
v˜1(2π) = v1(2π), v˜2m+1(2π)v2m+1(2π) > 0, (45)
namely, the maximum possible number of limit cycles at infinity is invariant for the systems by
translational transformation.
3. The particular case of cubic systems
For system (11) or system (15), let n = 1, then the systems are cubic, and theirs translational
systems (20) or (21) are also cubic. Moreover, if δ = 0 holds, then the coefficients of cubic
systems (15) and (21) satisfy the following conditions:
a˜00 = a00 + a01w0 + a02w20 + a10z0 + a11w0z0 + a20z20 + w0z20,
a˜01 = a01 + 2a02w0 + a11z0 + z20, a˜10 = a10 + a11w0 + 2a20z0 + 2w0z0,
a˜02 = a02, a˜11 = a11 + 2z0, a˜20 = a20 + w0,
b˜kj = a˜kj , kj ∈ {00,01,10,02,11,20}, (46)
where z0 = x0 + iy0, w0 = x0 − iy0.
According to Lemma 2.3, we have the following recursive formulas to compute the singular
point quantities at infinity of cubic system (15)δ=0, and the proof has been given in [7].
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series:
F(z,w) = 1
zw
∞∑
k=0
f3k(z,w)
(zw)2k
(47)
such that
dF
dT
=
∞∑
m=1
μm
(zw)m
, (48)
where f3k = ∑α+β=3k cαβzαwβ is a homogeneous polynomial of degree 3k with c0,0 =
1, c3m,3m = 0 for m = 1,2, . . . . Then the singular point quantities at infinity μm, m = 1,2, . . . ,
are give by the following formulas:
c[0,0] = 1, when (α = β > 0), or α < 0, or β < 0, c[α,β] = 0,
then
c[α,β] = 1
3(α − β)
(
(3 − 2α + β)(b00c[α − 5, β − 4] + b01c[α − 4, β − 2]
+ b02c[α − 3, β]
)+ (2β − 3 − α)(a00c[α − 4, β − 5] + a01c[α − 2, β − 4]
+ a02c[α,β − 3]
)+ (a20(3 − α + 2β) + b11(β − 2α))c[α − 2, β − 1]
+ (a11(2β − α) + b20(β − 3 − 2α)c[α − 1, β − 2] + ((2a10 + b10)β
− (a10 + 2b10)α
)
c[α − 3, β − 3]) (49)
and
μ[m] = (b20 + b20m − a11m)c[3m − 1,3m − 2] + m(b10 − a10)c[3m − 3,3m − 3]
− (a20 + a20m − b11m)c[3m − 2,3m − 1] − (m − 1)
(
a00c[3m − 4,3m − 5]
− b00c[3m − 5,3m − 4] − b01c[3m − 4,3m − 2] + a01c[3m − 2,3m − 4]
+ a02c[3m,3m − 3] − b02c[3m − 3,3m]
)
. (50)
It has been noted that there exist three translational invariants of the coefficients for the cubic
system (15) with n = 1 and δ = 0, i.e.,
a˜02 = a02, b˜02 = b02,
2a˜20 + 2b˜20 − a˜11 − b˜11 = 2a20 + 2b20 − a11 − b11. (51)
Then we turn to discussion on a specific cubic system and its translational system.
Consider real cubic polynomial system:
dx
dτ
= A00 + A10x + A01y + A20x2 + A11xy + A02y2 + (δx − y)
(
x2 + y2),
dy
dτ
= B00 + B10y + B01x + B20y2 + B11xy + B02x2 + (x + δy)
(
x2 + y2), (52)
where
370 Y. Liu, Q. Wang / Bull. Sci. math. 130 (2006) 360–375A02 = t4 − t3, B02 = 3s4, B20 = s4, A20 = −t3 − t4,
A11 = −2s4, B11 = −2t4, B01 = s1 + s2, A01 = s1 − s2,
B10 = t1 − t2, A10 = −t1 − t2, B00 = s0, A00 = −t0, (53)
and δ, ∀sk , tk ∈ R, k ∈ {0,1,2,3,4}.
By the transformation (14), system (52) can be transformed into
dz
dT
= a00 + a10z + a01w + a20z2 + a11zw + (1 − iδ)wz2,
dw
dT
= −b00 − b10w − b01z − b20w2 − b11zw − (1 + iδ)w2z, (54)
where
a00 = s0 + it0, a01 = s1 + it1, a10 = s2 + it2,
a11 = s3 + it3, a20 = s4 + it4, bkj = akj , kj ∈ {00,01,10,11,20} (55)
and
s3 = 2s4 (56)
namely the coefficients of system (54) satisfy conjugate condition, and such that the three trans-
lational invariants disappear in (67), i.e.,
a02 = 0, b02 = 0, 2a20 + 2b20 − a11 − b11 = 0. (57)
Using the recursive formulas in Theorem 3.1, we compute the singular point quantities at
infinity of system (54)δ=0 and simplify them, then we get
Theorem 3.2. The first five singular point quantities at infinity of system (54)δ=0 are as follows:
μ1 = −2i(t2 − s4t3 − 2s4t4),
μ2 = 2iC1
(
s0 − s1s4 − s2s4 + 2s34 + t1t4 − s4t3t4
)
,
μ3 = iC1C2
(
s4t1 − s2t3 + 2s24 t3 + s1t4 − 3s2t4 + 6s24 t4 − t23 t4 − 3t3t24 − t0
)
,
μ4 = 23 iC
2
1C2C3
(
6s24 − 2t23 − 11t3t4 − 8t24 − 3s2
)
,
μ5 = − 112 iC
2
1C2C3
(
C22 +
(
s1 − s24 − 6t23 − 25t3t4 − 25t24
)2)
, (58)
where
C1 = t3 + 2t4,
C2 = t1 − s4t3,
C3 = 2s24 − s2 − t3t4, (59)
and in the above expression of μk , we have already let μ1 = μ2 = · · · = μk−1 = 0, k = 2, . . . ,5.
From Theorem 3.2, we have
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only if one of the following three conditions holds:
(i) t2 = t∗2 , C1 = 0, (60)
(ii) t2 = t∗2 , s0 = s∗0 , C2 = 0, (61)
(iii) t2 = t∗2 , s0 = s∗0 , t0 = t∗0 , C3 = 0, (62)
where
t∗2 = s4(t3 + 2t4),
s∗0 = s1s4 + s2s4 − 2s34 − t1t4 + s4t3t4,
t∗0 = s4t1 − s2t3 + 2s24 t3 + s1t4 − 3s2t4 + 6s24 t4 − t23 t4 − 3t3t24 . (63)
Moreover, if (60) holds, then system (54)δ=0 has the first integral
a00w + 12a01w
2 + b00z + s2wz + b20w2z + 12b01z
2 + a20wz2 + 12w
2z2 = const. (64)
Under the condition (61) or (62), for system (54)δ=0, the first twenty singular point quantities at
infinity are all zero respectively, but further study will be needed on the integrability.
By the transformation (19) or
z = z˜ + z0, w = w˜ + w0, (65)
system (54) can be transformed into
dz˜
dT
= a00 + a10(z˜ + z0) + a01(w˜ + w0) + a20(z˜ + z0)2
+ a11(z˜ + z0)(w˜ + w0) + (1 − iδ)(w˜ + w0)(z˜ + z0)2,
dw˜
dT
= −b00 − b10(w˜ + w0) − b01(z˜ + z0) − b20(w˜ + w0)2
− b11(z˜ + z0)(w˜ + w0) − (1 + iδ)(w˜ + w0)2(z˜ + z0). (66)
Also using the recursive formulas in Theorem 3.1, and replacing akj , bkj with a˜kj , b˜kj in (46)
respectively, we compute the singular point quantities at infinity of system (66)δ=0. Moreover,
from (67) and (57), one can get
a˜02 = 0, b˜02 = 0, 2a˜20 + 2b˜20 − a˜11 − b˜11 = 0. (67)
Then simplify the singular point quantities, we get
Theorem 3.4. The first five singular point quantities at infinity of system (66)δ=0 are as follows:
μ˜1 = μ1,
μ˜2 = μ2 + C1y0μ1,
μ˜3 = μ3 + 12C1C2x0μ1,
μ˜4 = μ4,
μ˜5 = μ5, (68)
where Ci (i = 1,2) and μk (i = 1, . . . ,5) are given in (58). Similarly, in the above expression
of μ˜k , we have already let μ˜1 = μ˜2 = · · · = μ˜k−1 = 0, k = 2, . . . ,5.
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4. Bifurcations of limit cycles
In this section, we investigate existence of 5 limit cycles for system (52) and its translational
system. From Theorem 3.3, we can presume that 6th singular point quantity at infinity is not
possible for system (54)δ=0 even for the generic case, and the maximum possible number of the
limit cycles from infinity is 5.
Then, from Theorem 3.2 and letting C1C2C3 = 0, we have the following theorem.
Theorem 4.1. For system (54)δ=0, μ1 = μ2 = · · · = μ4 = 0,μ5 = 0 if and only if the following
conditions hold:
s2 = s∗2 =
1
3
(
6s24 − 2t23 − 11t3t4 − 8t24
)
,
t2 = t∗2 , s0 = s∗0 , t0 = t∗0 , (69)
and
t3 = −2t4, t1 = s4t3, (70)
where the expressions of t∗2 , s∗0 and t∗0 have been given respectively by (63).
Since any real parameter group: {s4, t4, t3, s1, t1} satisfying the condition (70), has no effect
on the discussion, we can set P = (s∗4 , t∗4 , t∗3 , s∗1 , t∗1 ) arbitrarily. Now, we consider bifurcations of
limit cycles at infinity for perturbed system (52). Starting from the critical values be denoted by
P and expressions (69), and show the existence of 5 limit cycles. Then, we have the following
theorem for the generic case.
Theorem 4.2. There exist the coefficients of system (54) perturbed as
δ = 0,
s2 = s∗2 + ε4, t2 = t∗2 + ε1,
s0 = t∗0 + ε2, t0 = t∗0 + ε3, (71)
such that
e−2πδ − 1 = ik0πε10 + o
(
ε11
)
, μ1 = k1ε8 + o
(
ε9
)
,
μ2 = k2ε6 + o
(
ε7
)
, μ3 = k3ε4 + o
(
ε5
)
,
μ4 = k4ε2 + o
(
ε3
)
, μ5 = K5 + o(ε), (72)
where 0 < ε 	 1 and k0, k1, . . . , k4,K5 are complex constants so that
g(h) = i(k0 + k1h2 + k2h4 + k3h6 + k4h8 + K5h10) (73)
has 5 simple positive roots: h1, h2, . . . , h5, namely, there are 5 limit cycles in a small enough
neighborhood of infinity for system (52), which are near circles (x2 + y2)−1 = h2j ε2, j =
1, . . . ,5.
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point P , then
μ4
(
s∗4 , t∗4 , t∗3 , s∗1 , t∗1 , s∗2 + ε4
)
≈ μ4
(
s∗4 , t∗4 , t∗3 , s∗1 , t∗1 , s∗2
)+ d4ε4 = d4ε4 = k4ε2 (74)
where
d4 = −2iC21C2C3
∣∣
P
= 0 (75)
holds, so we get ε4 = k4ε2/d4.
At the same time, consider μ5. Easily estimate μ5 near the critical point, namely
μ5
(
s∗4 , t∗4 , t∗3 , s∗1 , t∗1 , s∗2 + ε4
)= μ5(P ) + o(ε), (76)
where
μ5(P ) =
[
− 1
12
iC21C2C3
(
C22 +
(
s1 − s24 − 6t23 − 25t3t4 − 25t24
)2)]
P
= 0 (77)
holds, so we can let K5 = μ5(P ).
Similarly, we can follow the above procedure to estimate μ2 and μ3, then evaluated at P yield
μ2
(
s∗4 , t∗4 , t∗3 , s∗1 , t∗1 , s∗2 + ε4, s∗0 + ε2
)
≈ μ2
(
s∗4 , t∗4 , t∗3 , s∗1 , t∗1 , s∗2 , s∗0
)+ d2ε2 = d2ε2 = k2ε6 (78)
and
μ3
(
s∗4 , t∗4 , t∗3 , s∗1 , t∗1 , s∗2 + ε4, t∗0 + ε3
)
≈ μ3
(
s∗4 , t∗4 , t∗3 , s∗1 , t∗1 , s∗2 , t∗0
)+ d3ε3 = d3ε3 = k3ε4 (79)
where
d2 = 2i
(
t∗3 + 2t∗4
) = 0,
d3 = −i
(
t∗3 + 2t∗4
)(
t∗1 − s∗4 t∗3
) = 0 (80)
hold, so we get ε2 = k2ε6/d2 and ε3 = k3ε4/d3.
Finally, consider perturbation on μ1 and δ. For μ1, we can let
t2 = s∗4
(
t∗3 + 2t∗4
)+ ε1 (81)
where ε1 = i2k1ε8, then one get μ1 = k1ε8. At the same time we can let
δ = −1
2
ik0ε10, (82)
this can satisfy conditions (72).
On the other hand, from v2m+1(2π) ∼ iπμm, according to Theorem 2.4 and Lemma 2.2,
similar to the analytical procedure to get formulas (42), we can also get
v2m+1(2π, ε, δ) = iπμm + iπ
m−1∑
k=1
ξ (k)m μk + δϕ2m+1(Aαβ,Bαβ, δ) (83)
where ξ (k)m (k = 1,2, . . . ,m − 1) are polynomial functions of coefficients of system (54).
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v1(2π, ε, δ) − 1 = ik0πε10 + o
(
ε11
)
,
v3(2π, ε, δ) = ik1πε8 + o
(
ε9
)
,
v5(2π, ε, δ) = ik2πε6 + o
(
ε7
)
,
v7(2π, ε, δ) = ik3πε4 + o
(
ε5
)
,
v9(2π, ε, δ) = ik4πε2 + o
(
ε3
)
,
v11(2π, ε, δ) = iK5π + o(ε),
v2m(2π, ε, δ) = O
(
v2m−1(2π, ε, δ)
)= O(ε12−2m) (m = 1,2, . . . ,5). (84)
From (84), we get Poincaré succession function
d(εh) = r(2π, εh) − εh
= (v1(2π, ε, δ) − 1)εh + v2(2π, ε, δ)(εh)2 + v3(2π, ε, δ)(εh)3 + · · ·
= (ik0πε10 + o(ε11))εh + O(ε10)(εh)2 + (ik1πε8 + o(ε9))(εh)3 + · · ·
+ O(ε2)(εh)10 + (iK5π + o(ε))(εh)11 + · · ·
= πε11h[g(h) + εhG(h, ε)], (85)
where G(h, ε) is analytic at (0,0).
From (85) and the Implicit function theorem, the succession function d(εh) has 5 simple
positive zero points which are close to h1, h1, . . . , h5 sufficiently. Thus, the proof has been com-
pleted. 
Theorem 4.3. Suppose that system (66) is perturbed identically as (71) in Theorem 4.2, there are
also 5 limit cycles in a small enough neighborhood of infinity for corresponding translational
system of system (52), which are near circles (x2 + y2)−1 = h2j ε2, j = 1, . . . ,5.
Proof. From Theorems 3.4 and 4.2, for system (66), one get easily
e−2πδ − 1 = ik0πε10 + o
(
ε11
)
, μ˜1 = k1ε8 + o
(
ε9
)
,
μ˜2 = k2ε6 + o
(
ε7
)
, μ˜3 = k3ε4 + o
(
ε5
)
,
μ˜4 = k4ε2 + o
(
ε3
)
, μ˜5 = K5 + o(ε). (86)
Similarly, we can also complete the proof. 
From Theorems 4.2, 4.3 and the generality of translational transformation (19) or (65), let ki
(i = 0,1, . . . ,4) be suitable values such that g(h) has 5 simple positive roots, we can get that
system (52) and its any translational system bifurcate 5 limit cycles from infinity simultaneously.
The following are the case.
Theorem 4.4. In Theorem 4.2, let
k0 = −14400K5, k1 = 21076K5, k2 = −7645K5,
k3 = 1023K5, k4 = −55K5, (87)
Y. Liu, Q. Wang / Bull. Sci. math. 130 (2006) 360–375 375then, when 0 < ε 	 1, there are 5 limit cycles in a small enough neighborhood of infinity for
system (52) and its any translational system respectively, which are near circles (x2 + y2)−1 =
j2ε2, j = 1, . . . ,5.
Proof. Substituting ki (i = 0,1, . . . ,4) into (73) and simplify it, we have
g(h) = (h2 − 1)(h2 − 22)(h2 − 32)(h2 − 42)(h2 − 52)K5, (88)
where g(h) has just five simple positive roots (i.e., h = 1,2,3,4,5). 
Remark 2. For any system with X0 and Y0 appearing in (2), there exist a translational trans-
formation such that X0 and Y0 disappear necessarily, moreover the corresponding quantities at
infinity have the algebraic equivalence. We think it would be interesting to investigate simulta-
neous bifurcation from the finite singular point and infinity for system (2) further.
The computational programs of Theorems 3.2 and 3.4 are available in the following email
address: wqinlong@163.com.
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