Gibbs sampling is a simulation tool for obtaining marginal distributions from a nonnormalized joint density. Such a probabilistic description likely fails to convey the power of Gibbs sampling as a technique for tting statistical models. Since its introduction into the mainstream statistical literature by , it has become a widely employed computational tool. In particular, practitioners appreciate its potential to t a virtually limitless range of models. With the wide availability of high-speed computing, the Gibbs sampler and, in fact, general sampling-based approaches have become valuable weapons in the data analysts arsenal. Simulation has emerged as the dominant technology for carrying out statistical inference in complex models.
MOTIVATION
The di culty in obtaining marginal distributions from a nonnormalized joint density is integration. Suppose, for example, is a p 1 In what sorts of settings would we have need to marginalize a nonnormalized joint density?
The most prominent application is for inference within a Bayesian framework. Here models , we might seek to learn about the marginal behavior of this surface. In some applications we may start with a normalized multivariate density, h( ); but modeling considerations may constrain to a subset, S, of p dimensional Euclidean space. To learn about features of the restricted density would require high dimensional, likely intractable, integrations over S: As a last example, directed graphs (as in Whitaker, 1990 ) provide an attractive means of representing the joint distribution of a collection of random variables, some observable, some not. In studying the propagation of information through the graph, various marginal and conditional distributions are of interest. Again, we nd ourselves confronted with the foregoing problem.
MONTE CARLO SAMPLING AND INTEGRATION
Simulation based approaches for investigating the nonnormalized density f( ) appeal to the duality between population and sample. In particular, if we can generate arbitrarily many observations from h( ) = f( )= R f( ), we can learn about any feature of h( ) using the corresponding feature of the sample. We refer to this approach as Monte Carlo sampling.
Strategies for carrying out such sampling usually involve the identi cation of an importance sampling density, g( ); which has two properties. First, it is easy to sample, and second it is close, in some sense, to h( ). Strategies for developing importance sampling densities are described in Geweke (1989) , Berger and Oh (1992) , and West (1992) . Given a sample from g( ) we convert this to a sample from h( ) by resampling as in Rubin (1988) and in Smith and Gelfand (1992) . If one is interested only in computing expectations under h( ), this can be done directly with samples from g( ) see, e.g., Ripley (1987) 
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; ::: . If t is large enough, i.e., after a su ciently long \burn-in" period,
is approximately distributed according to h( ):
A bit more formally, suppose P( ! A) admits a transition density, p( j ) with respect Also highly recommended is the set of three read Royal Statistical Society papers in 1993
by Besag and Green, Smith and Roberts, and Gilks, et al, along with roughly 100 pages of discussion. Our focus here is on one such algorithm, the Gibbs sampler, which has emerged as the most widely used and to which we devote the balance of our discussion.
Before doing so, we note that, as mentioned in the introduction, the considerable recent and ongoing research e ort in the area of MCMC sampling has concentrated on (i) probabilistic issues -conditions for convergence, rates of convergence, bounds on the number of iterations to achieve convergence within a given tolerance, behavior of so-called ergodic averages, i.e., averages of the form, t ?1
); as t grows large,
(ii) algorithmic development -e cient sampling, accelerating convergence, adaptive algorithms, choice of parametrization, sampling schedules, starting values, practical diagnosis of convergence, (iii) demanding application.
We shall elaborate this e ort with regard to the Gibbs sampler in the sequel.
THE GIBBS SAMPLER
The Gibbs sampler was introduced as a MCMC tool in the context of image restoration by Geman and Geman (1984) . Their setting involves a Markov Random Field (MRF) model which, as we clarify below, utilizes at the pixel level, the spatial aspects of an image. Gelfand and Smith (1990) o ered the Gibbs sampler as a very general approach for tting statistical models. In this regard they extended the applicability of the work of Geman and Geman and also broadened the substitution sampling ideas which Tanner and Wong (1987) proposed under the name of data augmentation.
Suppose we partition into r blocks, i.e., = ( A critical observation is that h( i j 1 ; :::; i?1 ; i+1 ; :::; r ) / f( ) where f( ) is viewed as a function of i with all other arguments xed. Hence, we always \know" (at least up to normalization) the full conditional densities needed for the Gibbs sampler. In this regard, our framework di ers from the MRF setting of Geman and Geman (1984) . The MRF model presumes local distributional speci cation, i.e., for each i ; its full conditional density h( i j 1 ; :::; i?1 ; i+1 ; :::; r ) = h( i j j 2 N i ) where N i is a set of \neighbors" of i :
For instance, in imaging, such neighbors might be the set of pixels adjacent to a given pixel.
Such simpli cation is natural in spatial modeling. But then an obvious question is whether the set of densities, h( i j j 2 N i ); uniquely determine h( ): Here Geman and Geman argue that if each h( i j j 2 N i ) is a so-called Gibbs distribution the answer is yes, and, in fact, that this provides an equivalent de nition of a MRF. Moreover, the fact that each i is updated by making a draw from a Gibbs distribution motivated them to refer to the entire updating scheme as Gibbs sampling.
Another useful observation concerns the case where f( ) arises as the restriction of a joint density to a set S. If i is univariate, the full conditional distribution for i involves a onedimensional cross section of S which typically constrains i to an interval or set of intervals.
Sampling a univariate density subject to such restriction is usually straightforward (Devroye 1986 , p. 38). Gelfand, Smith, and Lee (1992) discuss a wide range of statistical applications utilizing this idea.
The Gibbs sampler can also be used to investigate conditional distributions associated with f( ) as in Gelfand and Smith (1991):
HOW TO SAMPLE THE i Conceptually, the Gibbs sampler emerges as a rather straightforward algorithmic procedure. One aspect of the art of implementation is e cient sampling of the full conditional distributions. Here there are many possibilities, such as: (i) f( i j 1 ; :::; i?1 ; i+1 ; ::; r ) may be a standard distribution. In particular, in the Bayesian framework, for some of the i the form of the prior speci cation will be conjugate with the form of i in the likelihood. Hence, the full conditional distribution for i will be a \posterior" updating of a standard prior. Note that, even if this were the case for every i , f( ) itself need not be a standard distribution; conjugacy may be more useful for Gibbs sampling than for analytical investigation of the entire posterior.
(ii) The rejection method as discussed in Devroye (1986) or Ripley (1987) .
(iii) The weighted bootstrap as discussed in Smith and Gelfand (1992) .
(iv) The ratio-of-uniforms method as described in Wake eld, Gelfand, and Smith (1992). 
1 ;
(1) 2 will tend to be near (0) 2 : Many iterations will be required to traverse the joint density. The Gibbs sampler is obviously hampered by its limitation to only horizontal or vertical moves. Clearly, these problems can only grow worse in more than two dimensions, with more than two components.
INSERT FIGURE 1 ABOUT HERE
Formal examination of convergence rates is available. See Meyn and Tweedie (1993), Rosenthal (1995a,b) , and Polson (1995) , for instance. It is appealing to use these rates to determine the number of iterations needed to achieve convergence within a speci ed tolerance. Unfortunately, the bounds associated with these rates typically are far too loose to be useful in practice (though see Rosenthal, 1994) , often yielding the required number of iterations to be orders of magnitude larger than practically feasible. Hence, almost all applied work has relied upon the use of a range of diagnostic tools applied to the output of one or more sampled chains. In principle, convergence can never be assessed using such output since comparison can only be between di erent iterations of one chain or between di erent observed chains but never with the true stationary distribution. Hence, any diagnostic can be fooled by a suitably pathological f( ). This is a somewhat pessimistic view. In the majority of statistical application, there is hope that f( ) will not be too poorly behaved.
Such optimism stems from the fact that most statistical models are de ned through standard distributions, that dependence is typically sparse as a result of assumed exchangeabilities in hierarchical speci cations, and that central limit theorem implications will roughly hold even with moderate sample sizes. In this regard, the selection of starting points, i.e., of a starting distribution is critical. Gelman and Rubin (1992) note that such a distribution should be overdispersed relative to f( ). They propose locating the high density regions through a mode-nding program, computing the Hessian (second derivative) matrix associated with f( ) and downweighting, through resampling, regions of low density. How easily these suggestions can be implemented for a given f( ) varies. In practice, it is often simplest to obtain an approximate importance sampling density for f( ) using mixture distributions, following West (1992) and then in ate its covariance matrix. This mixture density can be adaptively re ned, as in M uller (1995).
Choice of parametrization plays a signi cant role in the behavior of f( ). Linear transformation of is easiest to work with. Though one might be tempted to try to nd a trans-formation which makes the components roughly uncorrelated, in practice this has proven hopeless when is of high dimension. Estimation of such a transformation is extremely unstable. Gelfand, Sahu and Carlin (1995a,b) provide a less ambitious but often bene cial linear transformation using so-called hierarchical centering. In the case of generalized linear mixed models, Vines, Gilks and Wild (1994) suggest, for such overparametrized models, transformation to a lower dimensional, full rank space.
Lastly, the advantages of judicious blocking are apparent. Since the Gibbs sampler simultaneously updates the components of i , high correlation within a block presents no problem. What is important is weak correlation between blocks.
INFERENCE USING THE OUTPUT OF THE GIBBS SAMPLER
Ultimately, the retained output from the Gibbs sampler will be a set of j ; j = 1; 2; :::; B;
where each j is assumed to be approximately distributed from h = f= R f: If independently started parallel chains are used, observations from di erent chains are independent. However, observations within a given chain are dependent. \Thinning" of the output stream, i.e., taking every k th iteration, perhaps after a burn-in period, yields approximately independent observations within the chain, for k large enough. Apparently, the choice of k hinges upon the autocorrelation in the chain. Hence, sample autocorrelation functions are often computed to assess the dependence.
As noted earlier, for inference about h( ) we study the samples. For a speci ed feature of h we compute the corresponding feature of the sample. Since B can be made arbitrarily large inference using f j g can be made arbitrarily accurate. In the case of expectations with respect to h( ), we compute corresponding sample averages. To reduce the variability in such averages, proposed a Rao-Blackwellized* average which often is easy to compute.
With the prospect of tting such a broad range of models, one naturally turns to the questions of model adequacy and model comparison. Within the Bayesian framework the answer is provided by predictive densities. Such densities arise from integrating a suitable nonnormalized joint density for observations and over and are thus are expressible only as high dimensional integrals. Gelfand and Dey (1994) show how such densities may be straightforwardly sampled using the j ; in principle, this makes model determination routine.
APPLICATIONS
We conclude with a summary of the range of settings to which the Gibbs sampler has been applied. The following is illustrative rather than comprehensive. Indeed, the foregoing discussion has noted the essentially limitless range of models which can be tted using sampling-based methods.
Normal data models Generalized linear (mixed) models -Zeger and Karim (1991); Dellaportas and Smith Longitudinal data models -Lange, Carlin and Gelfand (1992) 
