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Introduzione 
Molti esperimenti con i ratti mostrano che i comportamenti “corretti” separati dal rinforzo 
primario da lunghi periodi di tempo o lunghe sequenze di stimolazione sensoriale, sono 
appresi lentamente o per nulla (Lieberman, 1993). Questo lavoro propone una possibile 
spiegazione di tali risultati utilizzando una versione connessionistica del “modello attore-
critico” di apprendimento per rinforzo proposto da Sutton e Barto (1998). Questo modello 
presenta una elevata plausibilità dal punto di vista psicologico (Baldassarre e Parisi, 2000), ed 
anche una discreta plausibilità dal punto di vista neuroanatomico e fisiologico (Houk et al., 
1995). 
 
Metodo 
Questa sezione propone un esperimento ideale realizzato con ratti simulati con il calcolatore, 
volto a mostrare la spiegazione del fenomeno in esame data dal modello connessionista 
descritto in seguito. (Nota metodologica: questo lavoro sfrutta la possibilità resa dai modelli 
simulativi di condurre esperimenti difficilmente realizzabili nella realtà). Un esperimento 
consta di più prove effettuate con lo stesso ratto e ripetuto con 10 ratti diversi (diversi “semi” 
per i numeri casuali). I risultati esposti dopo sono una media per i 10 ratti. In ogni prova il 
ratto è trasportato da un carrello all’interno di un corridoio lungo 1 unità (arbitraria) e sulle 
cui pareti laterali sono disegnati dei “landmarks”. Degli specchi garantiscono che dall’interno 
il corridoio appaia illimitato alle estremità. Ad una estremità del corridoio è posto del cibo. 
Ogni prova termina quando il ratto raggiunge una delle due estremità. Il modello del ratto è 
composto da due reti neurali a due strati, l’attore ed il critico. Le unità di entrata di queste due 
reti neurali sono attivate da 200 “features” che si attivano in corrispondenza di elementi 
diversi (ed unici) dei landmarks. Ciascuno di tali elementi è posizionato in un punto scelto a 
caso lungo le pareti del corridoio ed è visibile da una certa distanza (scelta a caso tra 0 e 0,05). 
Quando il ratto si trova entro questa distanza la feature corrispondente si attiva con 1, 
altrimenti si attiva con 0. L’attore implementa delle associazioni stimolo-risposta (da 
apprendere) dove la risposta consiste in un movimento di lunghezza 0,01 verso sinistra o 
verso destra lungo il corridoio (due unità di uscita sigmoidi codificano “localmente” tali 
azioni). Ai fini della selezione di una delle due azioni, il livello di attivazione delle due unità 
di output è considerata come probabilità per realizzare una competizione stocastica. Si assume 
che dopo l’esecuzione dell’azione il ratto non ricordi più i precedenti percetti. La posizione 
contenente il cibo (“goal”) produce un rinforzo primario innato di +1. Con la sua unica unità 
di uscita lineare il critico attribuisce una “valutazione” (tra 0 ed 1) ad ogni posizione del 
corridoio. Questa rappresenta la valenza di rinforzo secondario attribuita a quella posizione. 
Modificando i suoi pesi il critico deve apprendere ad attribuire una valutazione decrescente 
alle varie posizioni con distanza crescente dal goal. Ciò avviene aggiornando (con la “regola 
delta”) i pesi dopo l’esecuzione di ogni azione in modo tale che il valore attribuito alla 
posizione prima dell’esecuzione è parzialmente avvicinato al valore “scontato” (cioè 
moltiplicato per un “coefficiente di sconto” pari a 0.9) della posizione dopo l’esecuzione. In 
questo modo la valutazione di ogni posizione tenderà ad approssimare la media delle 
valutazioni delle posizioni a cui porta l’attore in base alla distribuzione di probabilità di scelta 
delle azioni da esso espressa. L’aggiornamento dei pesi dell’attore avviene invece come 
  
segue. Ogni volta che una azione viene eseguita, viene calcolata la differenza tra la 
valutazione delle posizioni occupate dopo e prima dell’esecuzione. Se la differenza è positiva 
(ciò significa che il ratto è passato ad una posizione più vicina al goal) i pesi dell’attore 
vengono aggiornati (con la “regola delta”) in modo che la probabilità di selezione dell’azione 
eseguita aumenti, mentre se la differenza è negativa (ciò significa che il ratto si è allontanato 
dal goal) vengono aggiornati in modo che diminuisca (“legge dell’effetto”, Thorndike, 1911). 
L’esperimento è diviso in due fasi. La prima fase comprende 1000 prove. In ogni prova il 
ratto viene messo sul carrello mobile che si muove con una sequenza di azioni casuali (50% di 
probabilità di andare a destra o a sinistra) mentre il critico aggiorna i suoi pesi come se le 
azioni fossero state decise dall’attore. I pesi dell’attore non sono aggiornati. Queste prime 
prove assicurano che il critico converga alle valutazioni corrispondenti al movimento casuale 
del carrello. Nella seconda fase vengono condotte altre 1000 prove in cui il carrello si muove 
da una estremità all’altra del corridoio alternativamente. Questo assicura che ogni azione è 
selezionata per ogni posizione uno stesso numero di volte. Durante queste prove l’attore 
aggiorna i suoi pesi come se avesse selezionato l’azione autonomamente mentre i pesi del 
critico non sono aggiornati. Ogni 100 prove viene misurata la differenza di probabilità 
(“competenza”) assegnata alle due azioni dall’attore in corrispondenza di 100 posizioni 
equidistanti distribuite su tutta la lunghezza del corridoio. Se il ratto “sa cosa fare” in una 
certa posizione, la competenza sarà vicina ad 1, se “non sa cosa fare” sarà vicina a 0. 
 
Risultati e conclusione 
La prima fase dell’esperimento mostra che le valutazioni apprese dal ratto per posizioni 
lontane dal goal sono basse e variabili. Nella seconda fase il ratto diventa rapidamente 
“competente” per posizioni vicine al goal mentre tarda a diventarlo per posizioni lontane. Ciò 
avviene nonostante le valutazioni siano già state completamente propagate all’indietro a 
partire dal goal, e nonostante il carrello garantisca una esplorazione uniforme delle posizioni. 
Il risultato dipende dalla intrinseca natura del modello, per il quale le valutazioni decadono 
esponenzialmente allontanandosi dal goal. Essendo le valutazioni di posizioni molto lontane 
dal goal vicine allo 0, gli scarti tra le valutazioni di due posizioni contigue sono piccoli ed 
affetti da rumore quindi offrono un segnale molto debole per l’apprendimento dell’attore. 
Assumendo la plausibilità biologica dell’architettura e dei meccanismi del modello, si può 
concludere dicendo che le situazioni di stimolazione che sono separate dal rinforzo primario 
da lunghi intervalli di tempo e lunghe sequenze percettive assumono scarso valore come 
rinforzi secondari, e ciò rallenta o impedisce l’apprendimento del comportamento. 
 
Riferimenti bibliografici 
Baldassarre G., Parisi D. (2000). Classical and instrumental conditioning: From laboratory 
phenomena to integrated mechanisms for adaptation. In Meyer J-A., Berthoz A., Floreano D., 
Roitblat H., Wilson S.W. (eds.), From Animals to Animats 6: Proceedings of the Sixth 
International Conference on the Simulation of Adaptive Behaviour - Supplement Volume. 
Honolulu: International Society for Adaptive Behaviour. 
Houk C.J., Adams L.J., Barto G.A. (1995). A model of how basal ganglia generate and use 
neural signals that predict reinforcement. In Houk C.J., Davis L.J., Beiser G.D. (eds.), Models 
of Information Processing in the Basal Ganglia. Cambridge, Mass.: The MIT Press. 
Lieberman A.D. (1993). Learning – Behaviour and Cognition. Pacific Grove, Ca.: 
Brooks/Cole Publishing. 
Skinner B.F (1938). The Behaviour of Organisms. New York: McMillan. 
Sutton R.S., Barto A.G. (1998). Reinforcement Learning: An Introduction. Cambridge, Mass.: 
The MIT Press. 
Thorndike E.L. (1911). Animal Intelligence. New York: McMillan. 
