Three phase oil, gas, and water flow in liquid-rich shale plays is investigated in this paper, using a state-of-the-art technique of dividing shale matrix into different sub-media. Shale reservoirs always present numerous challenges to modeling and understanding, from unintuitive, heterogeneous, and difficult to characterize rock properties, to limited understanding of the governing flow equations, lack of fundamental knowledge on related desorption mechanisms, and nearly impermeable formations with pores on the order of magnitude as the mean free path of gas molecules. This work proposes a partitioning scheme to divide porous media in shale into three different sub-media (porosity systems) with distinctive characteristics: inorganic matter and kerogen (in the shale matrix), along with fracture network (natural or hydraulic). The current model gives us the capability of better analyzing the complex nature of mass transfer in shale. Relative permeabilities in our model are accounted for by employing the functions specifically presented for shale reservoirs. Our model can also handle various flow and storage mechanisms corresponding with shales such as molecule/wall interactions and slippage of the gas phase, multicomponent desorption, and capillarities. Simulation results show that hydrocarbon production from shale reservoirs exhibits complicated dynamics that are controlled by a number of different factors. Because of very high capillary pressure in shale, water is observed to imbibe into the water-wet inorganic matter during the late production period. On the contrary, mass flow in the oil-wet kerogen is mostly limited to two-phase oil and gas flow. Although kerogen is considered to be a rich source of hydrocarbon, relatively high capillary pressure and very low rock permeability hinder oil production in organic-rich shale. We might be able to address such problems by employing an appropriate production enhancement technique compatible with the ultra-tight nature of such reservoirs.
Introduction
Recently, considerable advances in shale related operations have introduced these resources as a secure and stable source to meet the growing demand for energy. A significant portion of these advances is attributed to the development of brilliant new technologies that make possible the discovery and production of new hydrocarbon resources. What makes shale reservoirs somehow distinctive, or better said challenging, compared to conventional hydrocarbon resources, is complicated geological and petrophysical properties of these reservoirs. Shale reservoirs are usually known by their extremely low permeability. This low permeability, by itself, has created a great deal of difficulties when working on shale. In addition to that, new explorations of liquid-rich shale plays with complicated multiphase flow physics have made the subject even more exciting. Having a solid understanding of the microstructural controls on permeability, porosity systems, hydraulic properties, wettability, etc. will certainly expand our capability to utilize shale resources more efficiently. Nowadays, high precision analytical tools are employed to examine the microstructure of shale formations. Curtis et al. (2010; investigated samples from different shale plays and reported significant variations in mineral content, micro texture, fabric, pore type, etc. depending on age, mineralogy, and kerogen type and content in those samples. Despite distinctive characteristics of different shale samples, there has been a certain common point observed specifically among hydrocarbon bearing organic shales and that was the presence of kerogen (organic matter with a high carbon content present in sedimentary rocks), scattered in an inorganic frame of minerals like quartz, clay, carbonate, and pyrite. Presence of kerogen in shale increases porosity, changes grain density, provides hydrocarbon source, imparts anisotropy, alters wettability, and introduces different flow and storage mechanisms Davies et al. 1991; Sondergeld et al. 2010) . Additionally, several studies show that kerogen pores in a continuous organic framework can form an effective pore system to dominate flow pathway Curtis et al. 2010; Loucks et al. 2009) . All these evidences demonstrate the importance of considering a designated porosity system to model flow behavior in kerogen. To better characterize this subtle pore system Yan et al. (2013a; and Alfi et al. (2014) proposed a micro-scale model with a shale subdivision scheme. SEM studies show porosity in shale is found in kerogen, between grains, in pyrite framboid, fossils, within minerals, and in the form of microcracks . Loucks et al. (2012; 2010) have classified pores in mudrocks into three major matrix-related types of interparticle and intraparticle pores, found between or within particles, in mineral matrix and intraparticle pores located in kerogen. Pores in kerogen can have irregular shapes with an elliptical cross section ranging from 5 to 750 nm. Relatively similar pore classification schemes in mudstone and shale are presented based on mineralogy, connectivity, and texture (Lu et al. 2011; Milner et al. 2010) . Understanding the abundance, distribution, and spatial interrelationships of each pore type is important because each type may contribute differently to permeability, leading to a need to understand the distribution of pores and establish their connectivity.
In this paper, we introduce a model to divide shale systems into different sub-media and account for the variability in mineralogy, pore size and structure, and flow behavior of each sub-medium. The current model is furnished with the capability of handling three phase oil, gas, and water flow in liquid-rich shale considering the appropriate multiphase flow related functions. In addition to that, multicomponent hydrocarbon adsorption and molecule/wall interactions of the gas phase are incorporated into the model.
Review of the Current Multiple Permeability Approach
Inspired by what has been mentioned so far, this paper proposes a state-of-the-art approach to model multiphase flow of hydrocarbons in unconventional liquid-rich shale reservoirs. Understanding storage and flow mechanisms from such reservoirs, as in the Eagle Ford, Woodford, and Bakken, is crucial in the overall effort to increase the ultimate hydrocarbon production. Based on geological evidence from high resolution analytical tools, three different porosity/permeability systems with distinctive hydraulic, wettability, transport, and storage characteristics, have been recognized in shale reservoirs, named as kerogen, inorganic matter, and natural or hydraulic fractures. In this work, we have developed a robust model to investigate three-phase (water, liquid and gas phase hydrocarbon) flow in ultra-low permeability liquid-rich shale reservoirs. This is achieved by an innovative technique of subdividing shale into three porosity/permeability systems and using appropriate flow mechanisms (convective and/or diffusive) in each sub-medium. Geological images show that the distribution of kerogen within inorganic minerals and the size of natural fractures are all at the micrometer scale, thus it is reasonable to control the simulation model within micrometer size if subdivision of shale matrix is required. One advantage of the current micrometer scale model is that with the diverse distribution of different porosity systems in the model, different physics can be assumed in various porosity types we have considered in shale (inorganic matter, kerogen, or fracture). By noticing the fact that each of these media can respond differently in similar situations, our model captures the complex dynamics in shale. The current multiple porosity model is built upon a unique tool for simulating general multiple porosity systems in which several porosity/ permeability systems may be tied to each other through arbitrary transfer functions and connectivities. Kerogen grid blocks in our model are mainly made of carbon-rich material, which is the main source of hydrocarbon generation during diagenesis. Looking at the shale structure, one can see that kerogen units are dispersed in an inorganic frame . This is achieved in our model through a rigorous Monte Carlo algorithm, where kerogen grids are randomly distributed in the shale matrix (Yan 2013; Yan et al. 2013c ). Abundance of kerogen grids is calculated using the Total Organic Carbon (TOC) value, kerogen and inorganic matter density and porosity:
where, N krg and N total are the number of kerogen and total grid blocks respectively, inorg and inorg represent the inorganic matter density and porosity, krg and krg specify the density and porosity of kerogen (all in consistent units).
Total Organic Carbon (TOC) is a measure of the current quantity of kerogen or organic richness and is defined as the mass percent of organic matter in the shale matrix. The current model considers no limits in connectivity of different porosity systems (inorganic, kerogen, and fracture) where kerogen grid blocks can be neighbor to other kerogen and inorganic grids, or directly sit adjacent to the fracture grids ( Fig. 1 shows kerogen blocks dispersed in the inorganic frame). As also predictable by its organic nature, kerogen is considered to be oil-wet (Curtis et al. 2012; Passey et al. 2010; Wang and Reed 2009) . This is important because it can directly affect capillary pressure and relative permeability. Our results show the indispensable role of such properties in simulating hydrocarbon transport process in shale, which stresses out the necessity of better characterizing kerogen in shale matrix to come up with more realistic models. Although different shale samples may show significant variations in microstructure, kerogen with reported pore sizes ranging from a few nanometers up to micrometer, is thought to play an important role in hydrocarbon transport processes and permeability pattern in shale as it is considered by the majority of researches to have a fairly high porosity (Curtis et al. 2010; Curtis et al. 2012; Loucks et al. 2009; Sondergeld et al. 2010; Wang and Reed 2009 ). On one hand, high capillary pressure in oil-wet kerogen, due to small pore throat sizes in shale, could cause this media to pull hydrocarbon (mainly oil) and store it into itself; on the other hand, large connected network of highly porous kerogen could reach a percolation threshold and produce a pathway for movement of hydrocarbons (mainly gas) within the shale. Being mostly made of carbon-rich material, with a high surface ratio, kerogen is considered to adsorb hydrocarbon molecules onto its surface. As pressure drops in the reservoir, adsorbed hydrocarbons will desorb into the gas phase and can be produced at a later time.
Kerogen grid blocks in the shale matrix are distributed within an inorganic frame. Inorganic matter is mainly composed of quartz, clay minerals, carbonate, pyrite, etc. Porosity of the inorganic matter appears to be a place of debate as different authors have reported somehow contradictory results, which may somehow be attributed to considerable variations in microstructure of different shale plays (Curtis et al. 2010; Curtis et al. 2012; Loucks et al. 2012) . In this paper, however, we will assume the inorganic matter has slightly lower porosity compared to the kerogen. Passey et al. (2010) suggested that the wettability of inorganic matter differs from that of kerogen where inorganic matter is considered to be water-wet. Having a designated inorganic sub-medium with water-wet characteristics mainly contributes to the ability to better model dynamic water behavior. Despite kerogen, hydrocarbon adsorption in the inorganic matter might be so weak as to be neglected under moisture conditions. In fact, inorganic matter can store hydrocarbons only through compressed fluid accumulated in its pores. Geological evidences show that pore sizes in the shale matrix (kerogen and inorganic matter) are very small. Although the continuum flow assumption and Darcy equation can still be used to model liquid (water or oil) flow in shale; such models fail to accurately predict gas flow behavior because of the significance of molecule/wall collisions and the consequent rarefaction effects. Our current model will account for such a deviation from conventional gas flow behavior by incorporating a second-order slip boundary condition and a correction term expressed as rarefaction coefficient. This mechanism is considered to occur for the gas phase flow in both kerogen and inorganic matter but the coefficients vary based on the mean pore sizes in those media. More information about hydrocarbon desorption and flow mechanisms is provided later in sections 3.1 and 3.2. Note that there are some other types of complexities related with shale reservoirs like variation of phase behavior and fluid properties as a result of pore proximity effects and these effects can also be incorporated into the current model if required (Didar and Akkutlu 2013a; Didar and Akkutlu 2013b) .
Inorganic and kerogen grid blocks in the model are surrounded by high permeability natural or hydraulic fracture grids. This grid network of natural fracture serves as a pathway to connect the shale matrix to the hydraulic fracture system and wellbore. During the production period, hydrocarbon flows from matrix into the natural fracture network and the pressure within the fracture network can be immediately depleted to the level of the bottomhole pressure. Numerous kerogen flakes can be crossed by high permeability fractures and act as hydrocarbon sources for those pathways. Fig. 2 shows a schematic of the mass transfer between different porosity systems in our model. Various numerical approaches can be employed to reduce the computational cost of problems with high degrees of complexity and heterogeneity (Efendiev et al. 2013; Ghasemi et al. 2014 ).
Fundamental Equations of Flow and Storage

Flow mechanisms and formulation
When considering fluid flow mechanisms in conventional reservoirs (with relatively larger pore throat sizes), classical flow equations and continuum theory (momentum transfer by means of bulk phase viscosity; fluid velocity matches solid velocity at walls) holds true and Darcy equation can be used to calculate the mass transfer rate:
( 2) where v is the fluid velocity, K is intrinsic permeability of reservoir, is fluid viscosity and ٌP is pressure gradient (all in consistent units). This equation, and the assumption of zero slip velocity, are true generally when the pore throat size is not less than 1 m. On the other hand, in shale we have different pore sizes that might be as small as 5 nm or larger than a few micrometers. Although continuum assumption is still applicable for the liquid phase flow behavior; for such small pore radii, pore size becomes comparable to the mean free path of the molecules in the gas phase (defined as the mean length of a path covered by a molecule between subsequent collisions). This means molecule/pore wall collisions become important as gas molecules strike the pore walls and tend to slip at walls instead of having zero velocity. Consequently, rarefaction effects become more important and thus pressure drop, shear stress, heat flux, and related mass transfer rate in the gas phase cannot be calculated using standard flow and heat transfer formulas based on the continuum assumption. To use the appropriate flow equation in such situations we should first identify the gas flow regime in porous media. Employing dimensionless Knudsen number as the ratio of mean free path of molecules to the hydraulic radius of pores in porous media, we can identify the corresponding flow regime.
in which K n is Knudsen number (dimensionless), is the mean free path of gas molecules and r h is the mean hydraulic radius of pores in porous media (both in consistent units). Knudsen number is in fact, a measure of the degree of rarefaction of gases encountered in flow through narrow pores. Schaaf and Chambre (1961) , Roy et al. (2003) , and Mahulikar et al. (2007) classified different regimes of gas flow and appropriate flow equations depending on Knudsen number (Fig. 3 ). For K n less than 0.001, the hydraulic radius of pores is fairly larger than the mean free path of molecules, meaning that the molecule/wall interactions become kind of negligible and Navier-Stokes equations with no-slip boundary condition can be applied. For Knudsen numbers being in the range of 0.001 to 0.1 (slip flow), mean free 
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path of molecules becomes comparable to the pore radius and molecule/wall interactions start becoming significant. Based on Fig. 3 , for this region, Navier-Stokes equations with a first-order slip boundary condition can be used to account for the slippage occurring as a result of molecules colliding the walls of pores. As Knudsen number further increases (0. 1 to 10), there will be a "transition" region between slip type flow and free molecular type flow. The dual nature of this specific region, called transition flow regime, makes flow modeling such a challenging problem as continuum assumptions break down while approaches like molecular dynamics (MD) or probabilistic models like direct simulation Monte Carlo (DSMC) are prohibitively expensive in terms of computational cost. Being able to find an accurate and computationally efficient mass transfer model in this region is of a considerable importance for us as our calculations show that gas flow in shale reservoirs will be characterized as either slip or transition regime (Knudsen number will be between 0.05 to 3). Knudsen numbers of 10 and more are categorized as the free molecular regime and are not the subject of discussion in this paper. Beskok and Karniadakis (1999) proposed a unified physics-based model, using a second-order slip boundary condition and a correction term expressed as rarefaction coefficient to predict volumetric and mass flow rates as well as pressure distribution in pores, which is appropriate for all rarefaction regimes and different pore geometries. Our mass transfer calculation in this paper is based on the Beskok and Karniadakis (1999) formulation with some modifications to account for the non-tube irregular shape of pores in hydrocarbon reservoirs with a tortuous flow path (Civan 2010) . Formulas are presented compatible with the conventional petroleum engineering nomenclature so it can be conveniently incorporated into the simulators. To find the gas phase mass flow rate in tight pores of shale reservoirs, we should first find Knudsen number based on Eq. (3). The real gas mean free path in Eq. (3) is calculated using Roy et al. (2003) formulation: 
(4)
Replacing density based on the compressibility factor, Eq. (4) becomes (5) In these equations, is the mean free path (m), is gas viscosity (Pa.s), is gas density (kg/m 3 ), R is the universal gas constant (8314.46 J/kmol/K), T is absolute temperature (K), P is pressure (Pa), z is the gas compressibility factor (z-factor), and M is the gas molecular weight (kg/kmol or gr/mol). There are numerous equations in literatures correlating hydraulic pore radius of the porous media (r h ) to different reservoir rock properties. In this paper, we will use the equation presented by Civan (2010) . The reader will be referred to the related articles for detailed information about these correlations. The value of hydraulic radius to be used in Eq. (3) is calculated by (6) where is the tortuosity (unitless), K is the intrinsic permeability (m 2 ), and is porosity (unitless, fraction). Inserting Eqs. (5) and (6) into Eq. (3), one can calculate dimensionless Knudsen number. Based on the value of Knudsen number, Beskok and Karniadakis (1999) (and later adopted into the conventional petroleum engineering nomenclature by Civan (2010)), presented the following formula, which is valid in the entire Knudsen number range and second-order accurate in the slip flow regime, to characterize rarefied gases flow in small pores:
where, K is the intrinsic permeability, K apparent is the apparent permeability (both in consistent units), and K n is Knudsen number. Coefficients b and ␣ will be explained in the following discussion. In this research, we have used the concept of apparent permeability as a way to incorporate the effect of gas slippage into our simulator. In fact, for the gas phase flow, the apparent permeability, which is somehow larger than the intrinsic permeability, will replace K in Eq. (2). This new gas phase flow calculation formula will account for the improved mass transfer mechanism due to molecule/wall interactions in tight media. Eq. (8) represents a generalized form of gas phase velocity in a water-gas-oil three-phase system.
here, v G is the gas phase velocity, K apparent is gas phase apparent permeability, K rG represents the gas relative permeability, G is the gas viscosity, and ٌP G is the gas pressure gradient (all in consistent units). In Eq. (7), the term 1 ϩ ␣K n is considered to be the rarefaction coefficient correction that is introduced to the model to account for the increased rarefaction effects for higher Knudsen numbers with ␣ defined as a function of Knudsen number. The term b in Eq. (7), defined as the slip coefficient, is an empirical parameter to be determined experimentally or from linearized Boltzmann or direct simulation Monte Carlo (DSMC). The physical meaning of b is the vorticity flux into the surface divided by the vorticity of flow field on the surface (Beskok and Karniadakis 1999) . The value of b ϭ 0 corresponds to the Maxwell's firstorder boundary condition and generates erroneous results for Knudsen numbers in the interest range of this paper, as a consequence of breakdown of the slip flow theory based on the first-order slip boundary conditions. Instead, b ϭ Ϫ1 (corresponding to the general second-order boundary condition) has been reported to predict the flow more accurately (this value is used in work as it generates more reliable data for the flow regime of interest in this paper). Being computationally efficient to be implemented into reservoir simulators, the current model will provide fairly accurate predictions in certain Knudsen ranges. However, it should not keep us from mentioning the fact that this model ignores the effect of "Knudsen layer" (a local thermodynamically nonequilibrium region, due to molecule/wall interactions, extending proportional to the mean free path of molecules (Dongari et al. 2011) ). For small K n values, Knudsen layer is thin and does not affect the slip velocity calculations considerably. As K n increases to an intermediate range, both fully developed viscous flow (boundary layer) and Knudsen layer appear in the pore. Beskok and Karniadakis (1999) have reported an error of 10% in slip velocity at K n ϭ 1 as a result of this ignorance. The coefficient ␣ in Eq. (7) is a function of Knudsen number and varies from zero in the slip flow regime to an appropriate constant value (␣ 0 ) in the free molecular flow regime (K n ¡ ϱ). Eq. (9) represents the relation between ␣ and Knudsen number (Beskok and Karniadakis 1999) : (9) where ␣ 1 ϭ 4.0 and ß ϭ 0.4 are correlation constants. The value of ␣ 0 is calculated by equalizing the theoretical mass flow rate in the free molecular flow regime and the asymptotic mass flow rate calculated using the general second-order boundary condition when K n ¡ ϱ
in which the slip coefficient (b) is equal to Ϫ1 for the general second-order boundary condition. Some alternative regression-based formulas for calculating ␣ have been discussed by Civan (2010) .
Multicomponent adsorption
The process in which a solid surface binds molecules of other types to itself is called adsorption. In fact, it is a surface phenomenon caused by intermolecular attractive forces between the solid surface and fluid. Adsorption depends on different factors like the molecular structure of the solid surface, the polarization and size of molecules, and their interaction with the solid. The relation between amount of fluid adsorbed on the solid surface (here we consider that to be our porous media) and pressure/temperature is referred to as "adsorption model". Although not extensively evaluated for the case of unconventional organic shales, the authors believe the commonly used empirical models like the Langmuir isotherm are practically accurate to be used in such reservoirs. Butler and Ockrent (1930) were the first to "extend" the Langmuir model (originally presented by Langmuir (1917) ) for competitive adsorption. This model assumes a homogeneous surface of energy adsorption, no interaction between adsorbed species, and that all adsorption sites are equally available for all adsorbed species. In this work, the extended Langmuir model is used in the following form:
in which V gi is the adsorption capacity (m 3 (of adsorbed gas at standard condition) /kg (of rock)) of component i, V Li , is the Langmuir volume for component i (m 3 /kg), P i and P j are partial pressures of component i and j in the gas phase (Pa), and finally P Li and P Lj represent the Langmuir pressure for individual components i and j (pressures at which half of the gas capacity V L remains adsorbed, Pa).
Mass balance equation
In this paper three-phase aqueous, organic (the term 'oil phase' might be used interchangeably), and gas flow is considered in the shale reservoir where three different components (water, light oil, and gas) are distributed between those phases. We assume that the mutual solubility of water and hydrocarbon components (organic and gas phase) is negligible, but the light oil and gas component can be transformed between the organic and gas phase using appropriate dissolution functions.
The governing mass balance equation for the gas component is written as (12) and for the oil component as (13) in which and are mass fraction of gas and oil component in the gas phase, and are mass fraction of gas and oil component in the organic phase, P G , G , G , S G , and K rG are gas phase pressure, density, viscosity, saturation, and relative permeability, P 0 , 0 , 0 , S 0 , and K r0 represent organic phase pressure, density, viscosity, saturation, and relative permeability with , z, and g accounting for porosity, elevation, and gravity constant. As mentioned in section 3.1, K is the intrinsic permeability and K apparent is the apparent permeability to the gas phase (slippage effect is considered here). q g,adsorbed is mass of the gas component adsorbed in the unit volume of media and q o,adsorbed is that of the oil component. Note that all these variables should be used in consistent units. Mass balance equation for the water component is as follows (14) where P A , A , A , S A , and K rA represent aqueous phase pressure, density, viscosity, saturation, and relative permeability. In these equations, t represents the time. The summation of aqueous, organic, and gas phase saturation values is equal to unit. Depending on the wettability of each medium, phase pressures (P A , P G , and P o ) are related to each other through capillary pressure. In Eqs. (12) through (14), the left hand side refers to the component mass flux and the right hand side represents the accumulation term. Since gas and light oil components exist in both organic (or oil) and gaseous phase (hydrocarbon dissolution in the aqueous phase is neglected), their flux term includes both of these phases, and in analogy, their accumulation term covers the compressed storage of both organic and gaseous phases and desorption of the gaseous phase. For the water component, it becomes easier since we assume water component exists only in the aqueous phase, which means that the dynamics of water component transport goes through Darcy flow and compressed storage of the aqueous phase. Gas and liquid phase thermodynamic properties are calculated using Peng Robinson Equation of State (Peng and Robinson 1976) . Mass balance equations are discretized in space using the integrated finite difference concept (Narasimhan and Witherspoon 1976) . This approach provides a general discretization scheme to handle up to three dimensional domains with a set of discrete meshes. Each mesh has a certain control volume for a proper averaging or interpolation of transport properties or thermodynamic variables. Time discretization in our simulator is performed using a backward, first order, fully implicit finite difference scheme.
Model Specifications and System Properties
As mentioned earlier, based on numerous geological data, the distribution of kerogen in inorganic minerals and the size of natural fractures are reported to be on the order of a micrometer. Hence, it looks reasonable to develop a model with similar dimensions if subdivision of shale matrix is necessary. In this paper, a single shale matrix cuboid is simulated using a 100 m ϫ 100 m ϫ 100 m model (Cartesian 3D) where the surrounding fracture network has a fracture aperture of 1 m (total of 10648 grid blocks). The number of organic and inorganic grid blocks in the matrix is determined using Eq. (1). The TOC value for this reference model is 9.5 wt%. Before starting the simulation, the model is initialized with the current capillary pressure functions and the resulting equilibrium values are found. A constant pressure boundary condition (pressure in the fracture network) is applied at outer boundaries of the model where pressure of the fracture is kept constant at 10 MPa (1450 psi). Fracture is considered to be fully saturated with water from which water can imbibe into the shale matrix at later production times. Initial pressure in the inorganic matter is set at 32.3 MPa (4680 psi) while that of kerogen is 37.8 (5475 psi). Kerogen and inorganic grids have different water and hydrocarbon initial saturations as well. Mainly composed of carbon containing material, kerogen is believed to be the sole source of hydrocarbon generation during diagenesis and thermal maturation process. This generated hydrocarbon will later migrate to the adjacent zones and partially saturate those media. That being said, kerogen is initially filled with hydrocarbon (60% oil and 35% gas) in our model with a low initial water saturation (5%). On the other hand, water-wet inorganic media contains higher amounts of initial water (30%) with initial gas and oil saturations equal to 45% and 25% respectively.
Due to the fact that our current model decomposes liquid-rich shale matrix into two different sub-domains (kerogen and inorganic) in a mixed-wet system with three-phase gas-oil-water flow occurring in the pore system, assigning appropriate multi-phase related properties (relative permeability and capillary pressure) to each medium is extremely important. Water dynamics in shale reservoirs is important during the hydraulic fracturing and hydrocarbon production period. Because of its affinity to the inorganic matter and high capillary pressure in such a tight medium, water is likely to be imbibed into the shale matrix. Although a large quantity of research has studied different aspects of capillary pressure in shale reservoirs, this phenomenon still stays ambiguous due to the complex interactions of water molecules with extremely small scale pores in organic shale. In this paper, the original formulation of Brooks and Corey is employed to model capillarities (Brooks and Corey 1964) . The Brooks and Corey capillary pressure function was not originally derived for shale with such small mean pore sizes; however, because of the similarities in mineralogy and petrophysical properties of the shale and sand type reservoirs, the authors believe this formula is still applicable for shale by using the appropriate rock characterization parameters (pore size distribution and capillary entry pressure). Eqs. (15) and (16) 
in which c is the capillary pressure at a wetting phase saturation of S wet , P is the pore size distribution factor, and P e is the capillary entry pressure (in consistent units). Residual wetting phase saturation is depicted by S wetr in the formula.
Higher porosity of the kerogen compared to the inorganic matter (see section 2) and the fact that some authors have demonstrated kerogen pores to form the major connected or effective pore network in some shale plays like Barnett Curtis et al. 2010; Loucks et al. 2009 ) have led us to consider a slightly larger mean pore throat size in kerogen with a higher permeability and lower capillary pressure. Fig. 4 shows the capillary pressure graphs used in this paper.
Three-phase relative permeability in our model is calculated using the modified Stone I model (Aziz and Settari 1979) . Before starting the discussion, it is helpful to mention that in all the following calculations S wet stands for the wetting phase saturation, S inrwet represents the intermediate wetting phase saturation, and S nonwet is the non-wetting phase saturation in porous media occupied by oil, gas, and water where S wet ϩ S inrwet ϩ S nonwet ϭ 1. Three-phase relative permeabilities of the wetting, intermediate wetting, and non-wetting phases are denoted by K r, wet , K r, inrwet , and K r, nonwet respectively. In the modified Stone I approach, the wetting phase relative permeability (water is the wetting phase in inorganic matter while oil is the wetting phase in kerogen) depends only on the wetting phase saturation (K r, wet ϭ f (S wet )) and non-wetting phase relative permeability (gas in the inorganic matter and water in kerogen) is calculated solely based on the non-wetting phase saturation (K r, nonwet ϭ g(S nonwet )). In other words, functions f and g in these formulas can be any appropriate twophase relative permeability relations (Fig.  5) where the wetting phase saturation used in f is S wet and assuming the rest of media is occupied by a fictitious non-wetting fluid that has a saturation of 1 -S wet . On the other hand, g is calculated considering a non-wetting phase saturation of S nonwet where the remainder of the pore space is occupied by a fictitious wetting phase with a saturation of 1 -S nonwet . Wetting phase two-phase relative permeability function (f) is considered to be the same for both drainage and imbibition and is calculated using relative permeability functions specifically derived for shale reservoirs (Dacy 2010) : (17) where S wcw is the critical wetting phase saturation with respect to the wetting phase and n w is the wetting phase drainage/imbibition exponent. Non-wetting phase two-phase relative permeability function (g), however, is different for the drainage and imbibition case. For drainage, the following formulation is employed for shale reservoirs (Dacy 2010): (18) in which S wcnw is the critical wetting phase saturation with respect to the non-wetting phase, S ncw is the critical non-wetting phase saturation, and n nwd is the non-wetting phase drainage exponent. The function g for the imbibition case in shale is written as (Dacy 2010) 
where S wi is the initial wetting saturation, S nwt is the non-wetting trapped saturation, and n nwt is the non-wetting phase imbibition exponent. Now, to calculate the intermediate wetting phase (gas phase in kerogen and oil phase in inorganic) three-phase relative permeability (K r,inwet ), we first define the following auxiliary functions (20)
Figure 5-Two-phase relative permeability curves used to calculate three-phase relative permeability in shale.
Here, S inrwr is the intermediate wetting phase residual saturation and S wc represents the wetting phase critical saturation. We then define h(S wet ) for the drainage case as (23) and for the imbibition one as (24) Although the definition of parameters used in Eqs. (23) and (24) are the same as those in Eqs. (18) and (19), the values of those parameters are not necessarily identical in both cases (Eqs. (18) and (19) correspond to the non-wetting/intermediate wetting two-phase relative permeability case while Eqs. (23) and (24) refer to the wetting/intermediate wetting case). To avoid overcomplicating the situation, we will use the same nomenclature for these cases here. Next step is to consider l(S nonwet ) as (25) The previous statement about the definition of the parameters and their values holds true in case of comparing Eqs. (17) and (25). Introducing a relative permeability normalization factor () equivalent to the effective relative permeability of the intermediate wetting phase when the non-wetting phase saturation is equal to zero and the wetting phase saturation is equal to its critical saturation (S wc ), we have (26)
Finally, combining Eqs. (20), (26), and (27) with the relative permeability normalization factor (), the intermediate wetting phase three-phase relative permeability (K r,inwet ) is written as (28) The main dimensions of the simulated system are shown in Table 1 .
Results and Discussion
Shale matrix depletion process
In this section, we will discuss hydrocarbon production/water imbibition from/into the matrix for a reference case with properties discussed in section 4. Due to the small dimensions of the current simulation case, the abscissa in our graphs is plotted using a dimensionless time function, which is calculated by normalizing the actual time by the minimum simulation time step size. This will in fact represent a better picture of the simulation progress in a more readable time scale. Fig. 6 shows the average pressure in the shale matrix and fracture. According to the graph, pressure in the inorganic matter decreases when hydrocarbon production starts. This is because oil and gas will leave water-wet inorganic matter (with a higher gas and organic phase pressure) towards low pressure fracture network. At later times, when pressure depletes in the matrix, aqueous phase pressure in the water-wet inorganic matter falls below the fracture pressure, resulting in a counter current water imbibition from fracture into the matrix, which has additional benefits of displacing hydrocarbon from the matrix, as mentioned by many researchers such as Luo and Wang (2009) . Water movement into the inorganic matrix will not be very effective during the early imbibition stages due to its low relative permeability at initial water saturations.
As hydrocarbon production continues, water starts invading the shale matrix from the edges. Water saturation increases gradually and water establishes its way deep into the shale matrix to replace the depleted gas and oil (Fig. 7 ). This will build up the pressure in the inorganic matter at later production periods (solid line in Fig. 6 ). Average pressure in kerogen follows a trend similar to that of the inorganic matter in the early times of the simulation. In the middle stages of simulation, pressure decrease in kerogen will be slightly steeper than that of inorganic indicating a more efficient depletion process in kerogen as a result of higher permeability in kerogen and hydrocarbon movement from kerogen into the fracture. Oil movement in kerogen follows two different flow paths. One path relates to the kerogen grid blocks that are directly connected to the fracture blocks (with a lower pressure). In these connections, hydrocarbon will always move from high pressure kerogen to low pressure fracture. The other flow path correlates to the connections where oil-wet kerogen grid blocks sit adjacent to the water-wet inorganic grids. In these cases, capillary pressure in shale matrix with a fairly small mean pore size plays an important role. This dual nature of oil transport in kerogen along with the gas phase movement into and out of kerogen specify pressure dynamics in this medium. Contrary to inorganic, mass transfer in kerogen is mostly limited to hydrocarbon flow (oil and gas phase) where aqueous phase saturation stays at low values without considerable changes (Fig. 7) . Fig. 8 and Fig. 9 show oil and gas saturation in the shale matrix. As discussed before, oil and gas saturations in inorganic matter decrease as a result of hydrocarbon production and water imbibition into the inorganic matter. Mass transfer in kerogen, however, is mostly limited to two-phase flow with a very low immobile water saturation that is trapped in the small pores of kerogen. According to Fig. 8 , oil saturation in kerogen does not change considerably during the course of simulation. Looking more precisely, one can detect slight increase in oil saturation at late production periods. This is because of the oil flux from water-wet inorganic into oil-wet kerogen as a consequence of high capillary pressure in low permeability shale reservoirs and is, in fact, compensating for oil flow from kerogen to low pressure fracture. Similar to oil, gas saturation in kerogen does not change too much (Fig. 9) . Although the results so far show considerable changes in fluids' pressure and saturation in shale matrix during the simulation time, the conclusion should not be made that the same order of magnitude change can be expected in real shale reservoirs in a short production period. Instead, it should be noticed that changes discussed in this paper occur in a very small scale model (100 m ϫ 100 m ϫ 100 m) and observing the same order of changes in a real field scale model of shale may require tens to hundreds of years. Fig. 10 depicts the amount of gas and oil produced from matrix. Compared to the oil phase, gas shows a higher ultimate recovery. Higher gas recovery is predictable as gas phase has a lower viscosity and at the same time, molecule/wall interactions and slip phenomenon at pore walls (discussed in section 3.1) will improve permeability to the gas phase. Despite the fact that the shale reservoirs discussed in this paper have considerable liquid hydrocarbon saturations (liquid-rich shale), extremely low permeability of shale matrix (in the order of nanoDarcy) and high capillary pressures in such reservoirs hinder oil phase flow (modeled using regular continuum flow approach) in porous media. This problem sometimes can be severe enough to shut down the entire production process in liquid-rich shales as the operation would not be profitable. A remedy to such problems might be to employ appropriate production enhancement methods compatible with the tight nature of such reservoirs (Fai-Yengo et al. 2014; Yu et al. 2014) .
Mass transfer dynamics will better be understood using 3D maps of pressure and water saturation distribution in the shale matrix at different production times (Fig. 11) . The red blocks in the saturation and pressure map at the early production time represent kerogen. Kerogen blocks are randomly distributed in the inorganic frame. As expected, pressure in the matrix begins to decrease as hydrocarbon production starts through the surrounding low pressure fracture network. While pressure in the matrix depletes, water saturation does not change considerably during the early stages of production. This is because water relative permeability in water-wet inorganic matter is low and water is not able to establish its way from fracture to matrix. As production continues, pressure further decreases in the matrix and water starts invading the system from the sides, making its way deeper into the matrix. As water saturation increases at the matrix faces, its relative permeability increases and water movement into the matrix becomes easier. Water imbibition into the shale matrix is responsible for the pressure increase observed at later times of simulation (dimensionless time ϭ 10 7 ) as also observed in Fig. 6 . Effect of TOC on hydrocarbon production As mentioned earlier, TOC is a measure of organic-richness of the shale. Productive shale plays have, in general, higher TOC values. TOC values in our model are reflected in the number of kerogen grid blocks. To see how TOC can affect flow dynamics in shale, we have sensitized its influence on hydrocarbon production by using three different TOC values of 6% 9.5% (reference case discussed earlier), and 13%. Results are analyzed in terms of average matrix pressure and total gas and oil production. In this section, rather than being worried about the actual meaning of recovery factor (hydrocarbon produced divided by hydrocarbon in place for each case), we are interested in comparing the cumulative hydrocarbon production in each sensitivity case. This is achieved using the concept of "normalized cumulative production", which is calculated by normalizing the cumulative hydrocarbon production in each case to a constant total hydrocarbon in place (calculated from the reference case). A higher "normalized cumulative production" simply means higher amounts of produced hydrocarbon and normalizing all values to a constant number (hydrocarbon in place of the reference case) instead of reporting the actual productions makes the production values more readable and comparable to each other. Fig. 12 shows average shale matrix pressure for cases with different TOC values follow a similar trend without any noticeable difference.
Cumulative gas production increases for higher TOC cases (Fig. 13) . As TOC increases in shale, the number of kerogen grid blocks increases in the system. High porosity kerogen can store considerable amounts of hydrocarbon. Compared to the liquid phase, gas phase flow in shale is more efficient when considering its lower viscosity and improved permeability due to molecular slippage. Because of these reasons, higher TOC cases produce more gas. On the other hand, oil flow in the shale matrix has been restricted by its ultra-low permeability, and according to Fig. 14 , TOC values do not alter oil production substantially, even though oil in place increases with TOC. 
Conclusions
In this paper, we proposed a micrometer scale model with a shale subdivision scheme to simulate three phase oil, gas, and water flow in liquid-rich shale. Basically, porous media in shale is divided into three main parts: inorganic matter, kerogen (these two sub-systems form the shale matrix), and fracture network (hydraulic or natural fracture). Each of these subsystems has its own hydraulic, wettability, transport, and storage characteristics. Capillary pressure and relative permeability effects are explicitly accounted for in our model by employing appropriate functions specifically presented for shale reservoirs. On one hand, inorganic matter is considered to be water-wet with a relatively low porosity and high capillary pressure. Having a designated inorganic sub-block mainly contributes to the ability of better modeling dynamic water behavior in the system. On the other hand, oil-wet kerogen has a higher porosity compared to the inorganic matter and can be a rich source of hydrocarbon. Our simulation results show that although total gas production increases as TOC increases in the shale matrix, oil flow does not change considerably because it is significantly influenced by low permeability of shale matrix and relatively high capillary pressure in kerogen. Due to a very small mean pore size in shale reservoirs, capillary pressure can have quite significant effects on flow dynamics of such reservoirs. This indicates the necessity of employing solid experimental techniques to comprehensively investigate capillarities in shale reservoirs. 
