Recently, deep learning models play more and more important roles in contents recommender systems. However, although the performance of recommendations is greatly improved, the "Matthew effect" becomes increasingly evident. While the head contents get more and more popular, many competitive long-tail contents are difficult to achieve timely exposure because of lacking behavior features. This issue has badly impacted the quality and diversity of recommendations. To solve this problem, look-alike algorithm is a good choice to extend audience for high quality long-tail contents. But the traditional look-alike models which widely used in online advertising are not suitable for recommender systems because of the strict requirement of both real-time and effectiveness. This paper introduces a real-time attention based look-alike model (RALM) for recommender systems, which tackles the challenge of conflict between real-time and effectiveness. RALM realizes real-time lookalike audience extension benefiting from seeds-to-user similarity prediction and improves the effectiveness through optimizing user representation learning and look-alike learning modeling. For user representation learning, we propose a novel neural network structure named attention merge layer to replace the concatenation layer, which significantly improves the expressive ability of multifields feature learning. On the other hand, considering the various members of seeds, we design global attention unit and local attention unit to learn robust and adaptive seeds representation with respect to a certain target user. At last, we introduce seeds clustering mechanism which not only reduces the time complexity of attention units prediction but also minimizes the loss of seeds information at the same time. According to our experiments, RALM shows superior effectiveness and performance than popular lookalike models. RALM has been successfully deployed in "Top Stories" Recommender System of WeChat, leading to great improvement on diversity and quality of recommendations. As far as we know,
INTRODUCTION
As for contents recommender systems, the traditional recommendation algorithms such as collaborative filtering [15] and content based algorithms [12] have been applied widely. Recently, deep learning models such as deep neural networks (DNNs) and recurrent neural networks (RNNs) are more and more popular on recommendation task [4] [3] [2] . These deep learning based methods effectively capture the user preferences, item features and non-liner relationship between user and item, which show better performance compared with traditional algorithms on recommendation in most situations.
However, these end-to-end models like deep learning networks aim at improving the performance of recommendation, and tend to predict higher CTR (click-through rate) for the head contents than the long-tail ones. It means that popular articles and those target user have clicked are always preferred. At the same time, there are many competitive long-tail contents including contents from manual pushing, novelties and latest news. These long-tail contents are usually short of behavior features, which are essential for recommendation models. As a result, they are difficult to achieve wide and timely exposure. We call it the "Matthew effect" in recommender systems, leading to low quality and poor diversity of recommended contents. Apart from the performance, improving the quality and diversity of recommendation results have become common problems faced with many recommender systems.
Figure 1: Audience Extension in Recommender System
To solve this problem, we need an efficient user targeting strategy helping to extend the audience of those good long-tail contents. Look-alike modeling [10] is popular on audience extension technology which is widely used in online advertising [8] . As there is a candidate for audience extension and a certain amount of users who have clicked it, named seeds, the look-alike models essentially aim to find group of users who are similar to the seeds. Because of less features for long-tail contents in recommendation campaign, the look-alike model is a good choice which only depends on the seed users as inputs instead of specific features of contents. However, unlike advertising, the efficacy of audience extension in recommender system is measured by multiple aspects:
• Real-time -The articles which need audience extension are produced continually by news pipeline and manual operations. They have to be distributed in real-time owing to the strict time sensitivity. This is the most important feature of audience extension in recommender system. • Effective -The audience extension is a complementary service independent of existing recommendation framework based on CTR prediction. We have to improve the effectiveness and try the best to preserve the performance on CTR prediction. At the same time, it requires high accuracy and diversity of user interest representation and seeds feature representation.
• Performance -There are tens of thousands candidates available for audience extension at the same time and up to millions of seeds for one candidate. The audience extension system should score all candidates with high performance online. So that the look-alike model can not be too complicated due to time complexity.
The traditional look-alike models such as regression based models [17] have to be trained against each candidate offline, then do prediction online. Therefore they can not be real-time. The similarity based look-alike algorithms make real-time work, but the effectiveness is much inferior to the regression models. To solve this problem, Yahoo came up with hybrid model in 2016 [9] . This model actually balances the performance and effectiveness through a user-to-user similarity graph, but it still need several hours of time to prepare the feature weights for each candidate before coming into force. Generally speaking, real-time look-alike models are usually based on seeds-to-user similarity calculation, which may lead to the damage of accuracy because of poor representation of user and seeds, and the difficulties are listed in detail as following:
• User Representation. To improve the diversity of user interest, as many as fields of user features should be used for user representation learning. The deep learning based models are capable to model multiple fields of features. However, according to our experiments, the deep models like DNN show worse performance if feeding weak-relevant fields of features as input. We believe the strongly-relevant features like interested tags lead to overfitting, while the weaklyrelevant features such as shopping interests take limited even negative effect.
• Seeds Representation. The seeds are accumulating continually in recommender system and will consist of various and a large amount of users, even some noisy users. How to represent the seeds using the representation of each user is another difficult task. For one thing, to improve the robustness, every seed should take different contribution to the seeds group. For another, due to large amount of users in the seeds, the target user may only be similar to a part of them. So we should model the local information to improve the adaptivity.
In this paper, a approach named Real-time Attention Based Lookalike Model(RALM) is designed to not even realize real-time lookalike model, but also guarantee the effectiveness. RALM is a similarity based look-alike model, which consists of user representation learning and look-alike learning. (1). For user representation learning, instead of applying traditional concatenate layer, we design a novel network structure named attention-merge layer which shows significant superior performance on multi-fields features. (2) . To optimize the seeds representation, look-alike learning models global representation and local representation of seeds based on global and local attention units. (3). RALM applies seeds clustering which is processed asynchronously online to reduce the scale of seeds and the time complexity of online prediction on attention units. The main contributions of our work are summarized as follows:
• Improve the effectiveness of user representation learning. We design a specific deep interest network for multifields user interests representation learning, which introduces a novel network structure named attention merge layer. The attention merge layer solves overfitting and noise problems brought by strongly-relevant features and weaklyrelevant features. According to our experiment, the attention merge layer is much more effective to capture various fields of interests compared with concatenation layer which is widely used now.
• Improve the robustness and adaptivity of seeds representation learning. (1) . We apply global attention unit to learn the global representation of seeds. Global attention unit weights the representative individuals and punishes the noisy users, which is much more robust than equally processing. (2) . Meanwhile, we introduce local attention unit to extract the local representation of seeds, which weights the relevant individuals to target user. The local attention unit adaptively learns seeds representation with respect to a certain target user, so that the representation of seeds varies over different audiences, which improves the seeds expressive ability significantly.
• Realize a real-time and high-performance look-alike model. To update the latest seeds information, the global and local representation of seeds should be processed online in real-time. Considering the large amount of computation on attention units, we come up with k-means clustering to partition seeds into k clusters. This novel process contributes that the complexity of look-alike computation is greatly reduced while minimizing the loss of seeds information. Meanwhile, because the clustering result changes while the vector of seeds fine tuned in training, we introduce an iterative training progress of seeds clustering and deep model training. Furthermore, based on the seeds-touser look-alike method, only the vectors of seeds and target user are fed as input of the predicting model, so the candidate articles go into effect as soon as seeds uploaded. As far as we know, this is the first real-time look-alike model applied in recommender system.
BACKGROUND
WeChat is the most popular messaging app in China, which has more than 1.4 billion users. Except messaging, WeChat also provides contents services. Users are able to reach personalized articles, news and videos from "Top Stories", a product of contents feed powered by personalized recommender system. There are millions of new contents produced everyday and billions of daily page view. As we introduced in last chapter, due to the "Matthew effect", an effective audience extension is what we need to promote the recommendations of the competitive long-tail contents.
RELATED WORK
To implement audience extension, recent works mainly focus on user representation and look-alike algorithm. User representation purposes on representing a user in an effective form based on their features. The easiest way is to denote a user by a feature vector f = (f 1 , , f n ), in which f n is a categorical feature [16] . In many cases, the dimension of a feature vector can be up to millions and sparse, resulting as an inefficient representation. LSH is another way of user representation. The dimension of feature vectors is reduced, and each user is assigned to a cluster based on the hash signature, or alternatively, assigned by clustering algorithm like K-means [5] . However, these methods make calculations directly on raw feature values, and no iterative learning task is used. This representation is coarse and lack of information.
Deep learning models are getting more and more popular in recommender systems because of their ability to learn high-level interactions and hidden information among variety of features. Different from CTR prediction, deep learning models in user representation focus on learning a dense "embedding" vector for users. Youtube DNN model [4] shares a widely used deep network structure to learn the embedding of user. However, with regard to multi-fields user features, including both strong and weak features, we draw a conclusion that concatenation layer leads to bad performance because of overfitting on strong features and underfitting on weak features.
As to look-alike algorithm, previous works are mainly concluded into two categories: similarity based methods and regression based methods.
Similarity based methods determine similarity between seeds and users based on distance measurement. With user embedding vectors learned from user representation tasks, the similarity between two users can be measured based on their embeddings. Jaccard similarity, Cosine similarity and dot product are available measures. Then the similarity between set of users (seeds) and a target user can be calculated as average similarity of the target user to all of the seeds. In this way, users are simply targeted to majority of users in seeds, and information carried by less but possibly more similar users is lost.
Regression based methods treat look-alike as a regression problem. A simple but impressive method is applying LR(Logistic Regression) model [13] to train a regression model against each target item. Seed users will be treated as positive example, and sample a certain amount of non-seed users to be negative example. As a result, users who look like the seeds will be predicted with higher score. In addition, FM [14] and MLP (Multiple Layer Perceptron) [6] have been used in audience extension. All of these regression based models essentially aim to maximize the possibility of observed behavior of seeds based on user features. But the problem is the training process must take much time offline against every target item. On the one hand, regression based models need accumulating seeds as positive examples to update the current model. On the other hand, the model has to be trained again if a new item is added. When new items are frequently generated in the system, they are hard to come into force in time. So regression based models can not be applied on real-time audience extension.
Besides, Yahoo posted a method combining above two methods [9] . There are two steps in this method. First, all users are clustered, and a candidate user set is generated according to the article. Second, use a regression based model like LR or even a simple feature selection to filter out irrelevant users. This method is designed to adapt massive dataset and large-scale audience extension in Yahoo. Meanwhile, it abandons complexity and precision of look-alike algorithm as a compromise of online performance.
Attention mechanism is firstly applied in Machine Translation [1] . It supposes that when faced with a sentence, man pays different attention to the words according to different context. General attention [18] outputs a weight matrix, by which word embeddings can be weighted summed to one according to a context embedding. Self attention [7] takes only current words as consideration, and learn weights to sum with themselves. Recently, attention has been applied in recommender systems successfully, such as DIN [19] which proved that attention mechanism is able to extract diverse user interests on variety of features.
SYSTEM
In this section we will introduce the framework of RALM based audience extension system from high-level perspective and more details will be presented in next section from modeling perspective. 
Overview
There are several types of candidates for audience extension in "Top Stories" recommender system of WeChat, such as latest news, manually-tagged high quality articles and long tail interest contents. All of them are produced through real-time pipeline, updating the candidates database online. There are thousands of candidates available for audience extension at the same time. For each available candidate, the system collects the seeds who click it asynchronously to update the seeds-cluster embedding database.
The user vectors are produced offline by user representation learning, while the local and global vectors of seeds are predicted online based on the vectors of seed clusters and the offline lookalike model. When an audience creates a request, serving process will firstly fetch the vector of the current audience, and iterate through the candidates to score the look-alike similarity between audience and seeds of candidates.
The key components can be concluded into three parts: offline training, online asynchronous processing, online serving.
Offline Training
The online serving of audience extension depends on the user embeddings and the model for seeds embedding. We propose to train look-alike model offline in two phases, named user representation learning and look-alike learning.
• Phase1: User Representation learning. The user representation model is developed based on deep learning network, which takes all fields of user features as input and user behaviors in WeChat as training samples, such as reading articles, playing videos, shopping goods, playing musics, subscriptions and so on. The output of user representation model is the universal user embeddings which represent multi-fields of features.
• Phase2: Look-alike learning. Look-alike learning is based on attention model and clustering algorithm, which takes universal user embeddings generated in last phase as input and audience extension campaign samples as training samples, producing user embeddings for look-alike which is used for look-alike similarity prediction. On the other hand, the attention models of global and local seeds embeddings are generated in this process, which are used for predicting adaptive seeds representation.
Online Asynchronous Processing
Online asynchronous processing mainly aims at updating seeds embedding database in real-time. The members of seeds are accumulating while audience extension serving, and as we introduced in introduction section, we apply K-means clustering to partition seeds into k clusters. So the asynchronous workflow consists of two components:
• User feedback monitor: The audience extension system updates the seeds of candidates through monitoring the click behaviors of all WeChat users in real-time. Considering explosive growth of seeds may impact the performance of clustering, we keep the latest 3 million click-users as the seeds of a candidate.
• Seeds clustering: Although the seeds are updated in realtime, clusters are not necessary updated every time when new seed inserted in. The system runs K-means algorithm every 5 minutes to cluster the new seeds. The embeddings of cluster centroids are saved in database as the raw representation of seeds, which will be used for online predicting of seeds embeddings. The raw representation of seeds R seeds is defined as:
where E cent r oid k is the embedding of centroid of the k-th cluster.
Online Serving
Firstly, audience extension system fetches the look-alike embedding of current user. Then for each candidate, we fetch the centroid embeddings of the seeds as input of look-alike model. The lookalike model predicts the global embedding of seeds through global attention unit, and predicts the local embedding of seeds through local attention unit. The attention units will be described in detail next section. Finally, online serving module scores the look-alike model by calculating the global similarity and the local similarity. Given user u and seeds s, the score of look-alike model is defined as:
where E дlobal s is the global embedding of seeds, E local s is the local embedding of seeds, α and β are the weight factors for the global and local similarity. We adapt α = 0.3 and β = 0.7 for "Top Stories" recommender system of WeChat. The look-alike model score will be taken as weighting factor in ctr prediction work-flow. Because RALM is based on similarity calculation and only take high-level embeddings as input, the look-alike online serving process is simple and high-performance.
MODEL
In this section, we will present how we learn user representation, seeds representation and model the look-alike similarity between seeds and target user.
Features
There are many features contributed to user interests including two types: categorical features and continuous features. Categorical features contain univalent (like gender, location) and multivalent (like interested keywords) features. For a value or a set of value representing one kind of categorical features, we call it a feature field. As for continuous features such as age, pre-trained feature vectors are normalized and scaled to the range between 0 and 1. For example, in WeChat, the features include gender, age, location, interested tags, interested categories, apps logged in, media ids, accounts subscribed, shopping interests, search interests, social network relations and so on.
User Representation Learning
User interest can be very complicated and diverse, just like his/her age, nation or what he/she has read that determine what he/she will read the next. Thus we design a deep neural network model involving variety of user features to learn a comprehensive representation of user's interest on contents. User representation learning is elaborated in three parts: sampling, model structure and attention merge layer.
Sampling. We treat user representation learning as multi-class classification that chooses an interest item from millions of candidates. To improve training efficiency, we use negative sampling instead of traditional softmax when calculating loss. Obviously, if we pick items as negative example randomly, the sampled distribution will deviate from reality. So we developed a loss like NCE loss noted by Google in word2vec [11] . To imitate an unbiased distribution, we firstly rank all candidate items by their frequency of appearance, and then calculate the possibility of each item depending on its rank:
where x i denotes the i-th item, k denotes the rank of the i-th item, D denotes the max rank of all the items, and p(x i ) represents possibility of picking the i-th item as a negative example. In case that the most active users' behaviors dominate the training loss, we limit max number of positive examples for each user to 50, and sample in a positive/negative proportion of 1/10. Then we apply softmax function to normalize possibilities of a choice c on an item i from those sampled items based on user's feature U and feature of the item Xi:
where u ∈ R N denotes a high-dimensional embedding of the user, x j ∈ R N denotes embeddings of all the items. In this task, user embeddings are produced from a deep neural network, which will be elaborated in the part of model structure. In addition, we take both explicit and implicit feedback as example to ensure diversity of recommendation results. Behavior on all types of contents like article, video and website will be considered as example to ensure the representation cover more aspects of user's interest.
Model structure. We refer to Youtube DNN as the base model, which includes an embedding layer, a concatenation layer and a MLP layer. In embedding layer, all features of same field are embedded into fixed length vectors, then fed into average pooling layer. After all fields of features are embedded, we concatenate them as a wide dense layer which are fed into MLP layers. At last, the output of the last layer is the embedding of the user. Notice that item embeddings are randomly initialized, and will be updated while training. It is convenient for this model to handle heterogeneous and multi-fields features. With user embedding u and the i-th item embedding x i , we calculate P(c = i |U , X i ) and the cross entropy loss:
where y i ∈ {0, 1} is the label, and we use Adam Optimizer to minimize the loss. When loss converges, the output of last layer will be the representation of user interests. Attention merge layer. In base model, different feature fields are concatenated like e i = (e i 1 ; e i 2 ; ...; e i k ). However, through observing the training process of network parameters, we find that optimization is always overfitted to some certain fields, which are strongly relevant to user interest on contents, such as interested tags. It leads to a result that the recommended results are determined by the few strongly-relevant fields. However, weakly-relevant fields, which are usually underfitting, such as shopping interests should also make contribution to recommendation. As a result, the model can not learn comprehensively on multi-fields features, and will lack diversity of recommended results.
To solve this problem, we pose attention merge layer instead of concatenation in representation model. In base model, concatenation forces all users' interest to be learned into the same distribution. In this way, a few strongly-relevant fields affecting majority of users are much weighted, resulting a high-dimensional and sparse weight matrix. Whereas attention unit can learn personalized distribution of weights according to contextual user features, and activate different parts of neurons for various fields. It ensures that strongly-relevant fields and weakly-relevant fields both make effects during training. Therefore we design attention merge layer to learn user-related weights for multiple fields.
As shown in right part of Fig.3 , n fields are embedded with the same length m as vector h ∈ R m , and then we concatenate them in dimension 2, resulting a matrix H ∈ R n×m . Next, we compute weights vector a as follows:
where W 1 ∈ R k ×n and W 2 ∈ R k are weight matrix, k denotes size of attention unit, u ∈ R n represents the activation unit for fields, a ∈ R n represents weights of fields. Afterwards, we calculate
Then we take it as the input of the MLP layer and get universal user embedding. Attention merge layer gains a greatly improvement over concatenation, which will be presented in the section of experiments.
Look-alike Learning
Now we have high-dimensional representation namely universal user embedding for all users. What to do next is learning correlation between seed users and target user. This task is as well a supervised learning on user-item behavior, whereas the difference from representation learning is that this task is focused on a specific campaign, on which users just show part of their interest. We will introduce look-alike learning in following parts: model structure, transforming matrix, local attention, global attention, iterative training and loss.
Model structure. Look-alike learning model builds up with two towers as the left part in Fig.3 . The left tower called "seeds tower", takes embeddings of n seed users as input, denoted as R seeds ∈ R n×m , where m denotes dimension of user representation embeddings. A fully-connected layer acting as a transforming matrix is presented at first layer, converting input matrix of size n × m to size n × h, where h denotes dimension of the transformed embeddings. Afterwards, a self attention unit and a general attention unit are involved in pooling embeddings into one vector of size h. Meanwhile at the right tower called "target tower", a vector of size m is simply transformed to size h. At the top of the two towers, dot product of these two vectors from both sides is computed, representing similarity between seed users and target user. As to recommendation, the similarity is essentially the possibility of specific item being clicked by the target user.
Transforming matrix. This weight matrix sized m × h is designed to make projection from universal user embedding vector space to a look-alike aware space. Although user embeddings are learned from variety kinds of behavior, taking pre-trained features as input can still possibly cause overfitting. To prevent overfitting, we make both towers share the training of transforming matrix. ReLU unit is used before output to catch nonlinear features. After transforming, the group of seed users are represented as n vectors of size h. Local attention. To compute similarity between seeds and the target user, we have to pooling seeds vectors into one. Average pooling is a commonly used method. However, averaging is to find the centroid of seeds, leading to a result that common information is saved whereas outliers and personalize information are m. In general, among millions of seed users, there might be only a small part of users whose interest is related to the target user. Thus we pose a local attention unit here to activate local interest with regard to a certain target users and adaptively learn a personalized representation of seeds to the target user:
where W l ∈ R h×h denotes the attention matrix, E s denotes seed users, E u denotes target user, E local s is an embedding of local information of seeds. Notice that if an item has millions of seed users, it will cost n * h * h times computing for local attention where n is million level, causing problem in online predicting. To reduce the time complexity of computation, we cluster the seed users through K-means algorithm into k clusters, and for each cluster we calculate the average mean of seeds vectors. By doing this, we get k vectors of size h, where k represents the number of clusters. Thus calculation times is reduced from n * h * h to k * h * h, where k is usually less than 100. Notice that K-means clustering is taken before epoch starts and cluster centroids are saved in memory, so that only n times of inference are calculated during each epoch of training. Global attention. As for global information of seed users, we add a self attention unit to model the weight each seeds cluster contribute to the global representation:
where W д ∈ R s×n denotes the attention matrix and s denotes the attention size, E дlobal s outputs a weighted summed vector representing the global information of seed users E s . The global information extracted by self attention is related to the interest distribution of E s themselves. As Fig.4 , with both local and global information E дlobal and E local , we can calculate the similarity between seeds and target user according to Eq.(1). Iterative training. After transformation and back propagation, values of user embeddings are changed. In order to keep feeds clustering synchronous with user embeddings, we rerun feeds clustering after each epoch ends. So we propose an iterative training process that train look-alike learning model and clustering alternately round by round.
Loss. We use sigmoid cross entropy function as loss function:
where D represents the training set, x denotes user embedding as input, y is the label in {0, 1}, p(x) is the prediction score between seed users and target user through sigmoid function.
EXPERIMENTS 6.1 Experimental Setup
Dataset. We use real traffic logs from Wechat "Top Stories" recommender system, which are randomly sampled and contains 2,984,724 users, 43,500 articles and 8,891,670 samples. Features include user gender, age, interested categories and tags and historically read articleID. The samples are formatted as {uid, item_id, is_click }. Notice that in order to make model be fair, we eliminate users who read more than 50 articles or have no behaviors a day. While training, user features and seed user ids of item is joined by uid and item_id. The model takes all features as input and outputs predicting score for each user-item pair. Model setup. We use Adam optimizer with learning rate of 0.001. The mini-batch size is 256. The embedding size of both user representation and look-alike embeddings is set to 128. The number of clusters k is set to 20.
Competitors
• LR. Logistic Regression is a commonly used regressionbased look-alike model. We implement it to verify effectiveness of deep model.
• Yahoo Look-alike Model. A model combining similaritybased and regression-based method. To effectively compare, we choose information value as feature selection, and take p j > 0.5 as positive filter.
• Youtube DNN. Youtube DNN is a deep model using concatenation merging multi-field user features, whereas RALM uses attention merge layer. We implement it to compare expressive ability of user interests between these two models.
• RALM with average. To represent seed users, averaging is a simple way of pooling multiple user emebeddings. To prove effectiveness of attention mechanism on global and local information, we set a model using average pooling to merge all seed users to one, instead of attention units.
Metrics
Generally, loss and AUC are commonly used metrics in ranking model evaluation. However, the competing models define different loss function and make it hard to compare loss. Moreover, AUC is related to positive/negative proportion in samples, and sometimes cannot truly reflect online performance. We introduce a metric called "precision at K", marked as prec@K, denoting how many of recommended top K results will hit user's actually read items. The equation is as follows:
where K denotes number of recommended results, R iK denotes top K items in user i's recommended results ordered decreasingly by predicting score, S denotes item set that user has read, N represents number of users in test set. Notice that some users may read less than K items, leading to a irregular low prec@K, so we get a minimum between K and size of S i . In this experiment, we compare models by AUC and prec@K with K ∈ {10, 50}. Table 1 shows the experimental results on Wechat Dataset. Notice that our dataset is large, and in order to make comparison quickly, we take a few features into consideration. As a result, AUC is not as high as that on public datasets. We can see LR performs not well, verifying advantages of deep models. Besides it is due to its shortage in capturing information of clusters. Yahoo Look-alike Model performs better than LR. Meanwhile, it is weak than deep models. The reason is that it is posed to use in massive case, and take a non-iterative feature selection as filter. Youtube DNN achieves 0.0391 absolute AUC gain over Yahoo Look-alike Model, proving effectiveness of deep model. RALM with average pooling achieves 0.033 absolute AUC gain over Yahoo Lookalike Model, but is weak than Youtube DNN. It implies that simply averaging user embeddings is not as effective as an end-to-end deep model. RALM with attention units performs the best among all the models. It achieves 0.0109 absolute AUC gain and 0.0078/0.0022 prec@10/prec@50 gain over Youtube DNN. This improvement verifies that attention mechanism does help in extracting seed users' information and find local relation between seeds and target users. 
Experiments on attention merge layer
In user representation learning, we have many individual fields of feature to add into deep model. In order to learn relations and interactions among different fields, we make a comparison between concatenation and attention merge layer in user representation learning.
Shown as Fig.5 , attention merge layer performs much better than concatenation in AUC and loss in testing set, and spend less batches to converge. We owe it to the design of attention unit. When fields are concatenated and fed forward, same parts of neurons are activated to all users. When it comes to attention merge layer, different neurons will be activated faced to different users, meaning that personalize interactions among features are learned, which do a favor for the model performance.
Experiments on clustering
In look-alike learning, cluster number k is a key parameter in Kmeans clustering. We conduct an experiment to observe how k value affects the performance. In this experiment, k is set to 5,10,20,50,100, and each metric is averaged from testing set after 5 epochs training. 6 shows that as k increases, the performance of model gets better. It indicates that the more clusters generated, the less information of seeds lost. On the other hand, bigger k means more computation in online prediction. In Fig.6 we can see an elbow point in curves where k = 20, after which the metrics hardly get higher. As a compromise, we set k = 20 in our online model. 
Results from online A/B testing
To verify the real benefits RALM brings to our recommender system, we conduct an online A/B testing in Wechat "Top Stories" recommender system from 2018-11 to 2018-12. We split online traffic by userID and arrange the same proportion to control group and experimental group. To evaluate the performance online, following metrics are involved: Exposure: An exposure means a user read an item, and it is only counted once for a user. As audience extended by look-alike model, more user should be reached for given items, and exposure is expected to increase.
CTR (Click-through Rate): As audience increased, many new users sharing the same interests with seeds are reached. Therefore, CTR is expected not to decrease.
Category&Tag Diversity. One of our purpose is enriching user's interest in our system, so we define a metric named diversity. It is represented by number of content categories or tags a user has read in a day. With a more comprehensive user representation, more kinds of contents will be reached and category&tag diversity are expected to increase.
Gini Coefficient. RALM aims at relieve Mathew Effect, thus we use Gini coefficient to measure the distribution of clicks on all items in recommender system. A higher Gini coefficient indicates that more long-tail contents are consumed and the system is much better at distributing contents.
From Table 2 we can see owing to audience extension, exposure gains a great promotion. Meanwhile CTR increases a little, showing that the extended users are exactly interested in those contents as well. Furthermore, by applying attention merge layer in user representation, more hidden factors affecting user's interest are mined. As a result, audiences are able to be extended via more aspects of interest, and category&tag diversity are increased significantly. In general, RALM makes a high quality and diverse extension for the seeds, by which all recommended contents can reach proper target users. Correspondingly, Gini coefficient achieves a 5.36% gain.
CONCLUSIONS
In this paper, we present RALM as a way to realize real time audience extension. We propose a two-phase modeling in RALM including user representation learning and look-alike learning. In user representation learning, we introduce attention merge to learn effective relations among different fields of user features. In lookalike learning, we design local and global attention unit to learn an adaptive representation of seed users with respect to target user. Based on this model, we build a system containing offline training and online serving. With techniques such as asynchronous preprocessing and seeds clustering, online predicting is able to be real-time. Now RALM based audience extension system has been deployed in Wechat "Top Stories" recommender system.
