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the handover latency of PMIPv6 and its distributed solution. They use the results obtained from analytic and experimental performance to evaluate the benefits of deploying a DMM solution. In Lee (2012) , the authors present a novel protocol for IP mobility support. This protocol is referred to as a host-based DMM in the current mobile networks. In addition, they compare the performance of their protocol and Mobile IPv6 in terms of throughput and handover latency. Lee analyses and compares existing IPv6 mobility management protocols in Lee (2013), including the recently standardized PMIPv6 and fast PMIPv6. Lee and his coauthors analyse the performance of IPv6 mobility management protocols in terms of handover latency, handover blocking probability, and packet loss, and provide a few numerical results.
In Nguyen (2013), the author proposes a solution to improve existing PMIPv6 using a DMMbased inter-domain mobility scheme. This solution brings the mobility anchors near to the access network and provides mobility service to the nearby area of the gateway that genuinely requires continuous service. The partially distributed solution shows better performance than other solutions.
Handover management for Distributed Mobility Management
continuous VoIP services are randomly placed in the simulation area, and they are moved according to the random-walk model at speeds of 20 m/s, 40 m/s, 60 m/s, 80 m /s and 1 00 m/s. All users are registered to a nearby cell that is controlled by the S-GW and is connected to the P-GW. In this section, the Existing Handover (eHO) denotes the existing handover solution that is introduced by the IETF (2016). 
The Handover Latency
Handover latency is the time between last packet received from the serving eNodeB and the time of the first packet received from the target eNodeB. In other words, latency is the execution time of the handover procedure, when UE has disconnected from an old connection and is waiting for a new connection acceptance message from the target eNodeB.
In LTE networks, an eNodeB can perform the handover latency, and there is no difference in the definition of handover latency for the handover types. Table 2 shows the average values of the handover latency over the given traffic scenario in the eHO and proposed HoBF (50 simulation runs). The X2 handover latency of the proposed HoBF is shorter than that of the eHO. The S1 handover latency of the proposed HoBF is longer than that of the eHO because of the packet forwarding process between P-GWs. Also, the size of cell affects both handover types in the eHO solution. Our proposed HoBF can reduce the effect of cell radius. On the other hand, the little changed latency can support twolevel buffering: (1) to queue packets that are stored in the buffer; and (2) The Packet loss
