This article provides a general and accurate mathematical model for the epidemics dynamics of a large class of animal diseases. The issue is to offer to the scientist interested in applications a quite concise and practicable explanation how to validitate the model parameters by means of the software tool Microsoft Excel ® .
Introduction.
The search for precise mathematical descriptions of epidemics, both human and animal, has a long and successful history. It started from classic articles like those of Kermack and McKendrick (1927 , 1932 , 1933 and has been exhibited in monographs of the highest scientific level: See, e.g., Bayley (1975) , Murray (1990, ch. 19, 20) , Grenfell and Dobson (1995) , Schuster (1995) , Isham and Medley (1996) , and Diekmann and Heesterbeek (1999) . These theories involve deep tools from the highest mathematics, including partial differential equations. Usually, little attention is paid to the questions of fitting such models to empirical data and to the accuracy of match between theory and practice. The present article attempts to help fill this gap by describing a model which is relatively simple and, at the same time, sufficiently general for applications to very diverse animal epidemics. The general scope of the discussion will be an animal disease characterized by the following properties:
• The epidemics breaks out, after a while reaches a maximum, and ultimately disappears again, at least for the region and time span under observation.
• The decline is effected by drastic and extensive human actions. There is a certain time interval which elapses until these provisions are brought to full effect.
• There may be a latency period T whose length is not negligible compared to the total duration of the epidemics.
• A sure diagnosis of the disease is always connected with the death of the infested animal. As two rather divergent examples, BSE and footand-mouth disease will be considered. Our issue is to provide for the scientist aimed at applications a very concise explanation how to implement the model on the basis of concrete data, by means of the software package Microsoft Excel ® , and how to gain possible predictions as well as computational results on hypothetical scenarii.
2. Basic assumptions of the model. Our considerations apply to one fixed infectious disease involving one kind (species) of animals, restricted to some given geographical region. We define (continuously differentiable) model functions for the following quantities, all depending on the time variable t: g(t) = the number of infected 1 animals at time t h(t) = the number of infectious animals at time t (i.e., those which are likely to transmit the disease to others) f * (t) = the number of animals who died/were killed in the time interval [0, t] in an infected state, f(t) = the number of animals that were slaughtered, resp. culled in the time range [0, t] and were diagnosed as being infectious with the disease Obeying to the principle that every mathematical model has to compromize between accuracy to reality and relative simplicity, we assume that between these four quantities the following relations hold (c 0 , c 1 , … are numerical constants throughout):
(A) The relative proportion of undetected cases is invariant in time, i.e. f * (t) = c 0 f(t) (B) Let T denote the latency period of the disease. There are h(t) infectious animals at time t, which necessarily must have been infected already at time t -T. We suppose that they are a constant proportion of all infected animals alive at time t -T, i.e.
(C) The frequency of slaughtered or culled animals with a positive diagnosis of the disease is always proportional to the number of infectious animals 3 :
Next we are going to analyze the change rate g´(t) of the number g(t) of infected animals. Obviously g(t) is reduced by kills/deaths whose number at time t is f *´( t) = c 0 f´(t). On the other hand, it increases by new infections, whose number initially should be proportional to the number of infectious animals, say, c 3 h(t).
Typically, at a certain time drastic and effective actions are set (we leave the details for special cases to the reader's expertise), which ultimately reduce the factor c 3 to some substantially smaller value c 4 .
denote the time interval which it takes until these provisions against the spread of the disease are fully organized and activated. Summarizing what we said, we obtain
Combining this with (C) and (B), we infer that
We avoid an exact analysis of this differentialdifference equation; see, e.g., Bellman and Cooke (1963) for a comprehensive classic account on this intrinsic theory. For our present purpose we approximate g(t -T) by its linear Taylor expansion g(t) -T g´(t) , to get after a short calculation After replacing t by t -T, one more appeal to (B) and (C) furnishes
counts the number of all infected animals at time t, no matter if they are already infectious or not. Therefore, g(t) ≥ h(t) throughout. 2 If many animals are being infected at a certain time t -T, say, then clearly the amount of infectious animals will increase drastically as soon as the latency period T has passed. This dependance is modeled in the simplest possible way, namely by a linear equation. 3 This assumption implies that the relative chances of an infectious animal to be diagnosed remain constant during the outbreak of the disease. I.e., the provisions to test animals and detect the infectious ones are not overrun by the increasing number of cases. 4 It will turn out convenient to use this notation, instead of, say, [t 1 , t 2 ]. This helps to keep the final formulas relatively simple. The same applies to u + v, u -v used a bit later. 5 The deeper mathematical truth may be sketched as follows: The equation g'(t)/g(t-T) = c either possesses an exponential solution; for this, g'(t)/g(t) is a constant, too, and our approximation is essentially correct. Or its solutions are all oscillating functions: This possibility may be ruled out by our general assumption that the epidemics has only one single outbreak. {446, 1641,6958,13038,22931,35276,37011,26096, 15710,8879,4933,3502,2703,1633,1103,1211,670} (4) For positive integers t ≤ 17, let F(t) denote the sum of the first t numbers in the list of data (4). Then, by the foregoing theory, the values F(t) and f(t) should approximately coincide for t = 1, …,17. I.e., by the method of least squares, the parameters t 0 , L, u, v, A, B are to be determined such that they minimize the sum
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Validating the parameters with Excel
® . We describe how to carry out this task with the help of the software tool Microsoft Excel ® (see Figure 1 ). To start with the parameters involved, we attribute (by means of the menu options Insert -name -create) to the cells in line 6 the names t 0 , …,F written above in line 5. For convenience, we notice below in cells B9 through E9 the values of u + v, u -v, Lu and √ -Lv which occur in the model function (2). Into cells H6 through K6 we enter the definitions contained in the formulas (3). E.g., into cell H6 we write
0;SQRT(L*v);TRUE) + A and accordingly in I6, J6, and K6.
with the definition t 0 = t 1 + T. It is simple and reasonable to assume that the value of the right-hand side decreases linearly from c 5 to c 6 , while t ranges from t 0 -L to t 0 + L. Writing c 5 := u + v, c 6 := u -v for convenience, we thus arrive at the final model equation
Observe that all the four parameters involved in the definition of (except the variable t) are constants which ultimately will be fitted to concrete data.
3. Solving the differential equation. Integrating eq. (1), the left-hand side becomes ln f´(t), hence taking exponentials and integrating one more time yields Therefore, on each of the intervals t ≤ t 0 -L and t ≥ t 0 + L, the general solution reads
with constants A, B, E, F at our disposal. On the intermediate range the analysis is more subtle. Since here ∫Z(t)dt gives a quadratic polynomial, the ultimate result involves the Gauss error function. In fact, let N(x; s) denote the cumulative probability function of a normal distribution with mean 0 and standard deviation s, i.e.,
Then the general solution of the differential equation (1) reads
Here the coefficients A, B, …, F are not completely independent. In fact, writing f 1 (t), f 2 (t), f 3 (t), for the three function terms at the right-hand side of (2), the plausible condition that the graph of f(t) should be connected and smooth, also at t = t 0 ± L, leads to the equations Vet. Med. -Czech, 50, 2005 (5) Med. -Czech, 50, 2005 (5) 
for . Med. -Czech, 50, 2005 (5) : 0-
The next step is to put in the specific data of the British BSE epidemics. After entering the integers 1 to 17 in the A-column, we fill in the numbers of BSE-cases per year from the list of data (4) into the cells B16 through B32. To get in the column C the cumulative BSE-numbers, we write into cell C16: = SUM($C$16: C16) and copy this down until cell C32. The columns F, G, H are to receive the definitions of the three functions on the right-hand side of (2). Thus we write into F16
Similarly, cell G16 gets the entry
SQRT(L*v); TRUE)
Furthermore, into H16 we write
The distinction of three cases, as required by (2), is effected by entering into I16
Column J is to contain the squared differences (F(t) -f (t)) 2 , thus we put into J16 = (C16 -I16)^2
Now we mark cells F16 through J16 and copy down till line 32. Finally, the auto-sum device (or, = SUM(J16:J32) ) attributes the sum Q to the cell J36.
We are now set to determine the parameters t 0 , u, v, A, B, L, with the help of the Solver of Microsoft Excel ® . First of all, reasonable initial values are required for our search. A look at a plot of the data points, from columns A and C, suggests that t 0 ≈ 6. (see Figure 2. ) Further, a little reflection shows that u + v > 0 and u -v < 0 are in the 10 -1 range, hence we start with u ≈ 0.2, v ≈ 0.4, and further L ≈ 1. Minimizing cell J36, we first allow only A, B (i.e., cells D6 and E6) to vary. We apply the Solver once for t ≥ 7.157
Discussion of the parameter values estimated. Let us recall the practical meaning of some of the constants involved:
• t 0 = t 1 + T, where t 1 is the mid-point of the timeinterval where actions against the disease are being brought to full effect, and T is the (maximal) latency period. For BSE, T ≈ 4 years roughly, hence t 1 ≈ 1.85 (t = 0 corresponding to the beginning of 1987), which is a good guess, since the ban of feeding cattle by meat-and-bone meal came into force in the UK in July 1988. • 2L is the length of the time-span until anti-epidemics provisions were fully effective. Again, 2L = 2.6 years appears quite plausible, recalling how long it took until the threat of BSE was recognized and adequate measures were supported by the majority of people involved.
• For later reference we note that v is a measure for the effectiveness of the provisions taken: Recall that the right-hand side of eq. (1) The graphics in Figure 3 displays the drastic effect of earlier or later response to the BSE threat on the total damage caused by the disease. We remark parenthetically that similar calculations work well for smaller parts of the UK, on the basis of the data provided by DEFRA 2004. For the special case of BSE, earlier variants of the model have been exposed in Kühleitner and Nowak (2003) , and in Nowak (2004) . 6 The numerical values obtained may depend slightly on the version of Microsoft Excel ® employed and on the setting of the Solver options. Timischl (1995, p. 6): {2,5,0,2,5,3,8,10,6,6,10,11,21,20,12,24,12,16,28, 16,8,11,19,9,11,15,10,8,7,8}. Here the count concerns whole farms reported newly infested with foot-and-mouth disease per day, not individual animals; this, however, does not affect the reasoning in the construction of the model. We may in fact use the same Excel ® sheet as before. The only essential change is in column B where the new data are to be entered.
7 Further, everything must be copied down until 30 lines altogether. The Excel ® Solver readily yields the (rounded) parameter values for t ≤ 11.21 264. 54 -247.39 N(-0.1216(t -14.48 Figure 4 shows again an excellent match with the data. We add a few comments on the parameter Figure 3 . BSE epidemics in the UK, calculations of hypothetical scenarii, assuming counter actions in effect one year later, resp., half a year earlier values obtained. Firstly, L = 3.28 suggests that it took about six and a half days until anti-epidemic actions were in full effect. Considering that these included traffic restrictions and cancellations of mass events, apart from the activation of the public alertness to the threat, this might seem plausible. Further, since the (maximal) latency period with FMD is about T = 7 days (including one or two days of sometimes delayed diagnosis), we infer that t 1 = t 0 -T ≈ 7.5. Hence the beginning t 1 -L of counter actions should have been a few days after the initial outbreak, which is again quite reasonable.
We conclude the discussion of this example by two predictions on hypothetical scenarii. This time we ask: What would have happened if the antiepidemics actions were more or less efficient? To answer this, on our Excel ® sheet we (a) increase v by 0.03 (and decrease u by the same amount to keep u + v constant), and (b) decrease v by 0.03 (increasing u by 0.03). Excel ® readily yields the corresponding modified parameter values which by (2) give the new model functions -9.29 + 9.86e 0.1762t for t ≤ 11.21 223. 59 -203.95 N(-0.1516(t -14.48 for t ≤ 11.21 340. 94 -326.94 N(-0.0916(t -14.48 6. Predictions from few initial data. To stress the applicability of our model, we proceed to show how it admits to predict, with reasonable accuracy, the development of an epidemic outbreak from relatively few data from the initial period. In fact, returning to the example of BSE in the UK, let us suppose we knew only the data of the first 4 years. Assume further that counter actions were as timely and efficient as in reality 8 : I.e., the values of u, v, t 0 , and L remain unchanged, while the coefficients A, B are determined anew by a least squares fit involving the first 4 data points only. From these, new values of C, D, E, and F are calculated. This task is carried out most easily, using the Excel ® sheet of Figure 1 : In cell J36 the definition is changed to = SUM(J16: J19) and the Solver is used again to minimize J36, with only cells D6 and E6 variable now. This yields the new coefficients A = -4 096, B = 1 898, C = 1.588×10 5 , D = -1.499×10
5 , E = 1.862×10 5 , F = -2.029×10 6 , and the "prognosis" model function Figure 6 shows its graph together with all data points and thus confirms the accuracy of the prediction. We can carry out as well analogous calculations for the FMD example, fitting the model function first to the initial 10 data points (out of 30), 8 It is a priori clear that an assumption of this kind is needed. Initial data alone cannot provide information about counter actions undertaken later. Further, the analysis of other BSE data as given by DEFRA (2004) confirms (at least approximately) that it is reasonable to consider u, v, t 0 , and L as constants for BSE outbreaks under similar circumstances. Of course, t 0 may be adapted, e.g., according to the date of the ban of meat-and-bone meal. 271. 02 -253.7 N(-0.1216(t -14.48 and similarly for f prog, 7 (t). Their graphs are displayed in Figure 7 , showing both a satisfactory match with the data points of the whole outbreak of FMD. Of course, one can also gain predictions for epidemic events based on initial data along with certain hypotheses that the counter actions are undertaken earlier or later, more or less efficiently than in some cases observed before: These assumptions will result in a change of the values u, v, and t 0 , as discussed in sections 4.3 and 5. Since there is no immediate way to test the reliability of such predictions, we do not enter into more details.
