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THE DUNKL-CHEREDNIK DEFORMATION OF A HOWE DUALITY
DAN CIUBOTARU AND MARCELO DE MARTINO
Abstract. We consider the deformed versions of the classical Howe dual pairs (O(r,C), sl(2,C)) and
(O(r,C), spo(2|2,C)) in the context of a rational Cherednik algebra Hc = Hc(W, h) associated to a finite
Coxeter group W at the parameters c and t = 1. For the first pair, we compute the centraliser of
the well-known copy of s ∼= sl(2,C) inside Hc. For the second pair, we show that the classical copy of
g ∼= spo(2|2,C) inside the Weyl-Clifford algebra W ⊗ C deforms to a Lie superalgebra inside Hc ⊗ C and
compute its centraliser algebra. For a generic parameter c such that the standard Hc-module is unitary,
we compute the joint ((Hc)s, s)- and ((Hc ⊗ C)g, g)-decompositions of the relevant modules.
1. Introduction
1.1. In his influential paper [Ho], Howe described a uniform formulation of the First Fundamental Theory
of Classical Invariants in terms of the Weyl algebra (or the Weyl-Clifford algebra). More precisely, let G be
a classical Lie group (over C) and let V be its standard module. Consider the complex vector spaces U0 and
U1 defined as finite direct sums of copies of V and V
∗ and let A(U0, U1) = S(U0)⊗∧(U1). LetWC(U0, U1)
denote the unital associative subalgebra of End(A(U0, U1)) generated by multiplication by elements in U0
or U1 and differentiation by elements in U
∗
0 or U
∗
1 . This algebra is isomorphic to W(U0) ⊗ C(U˜1), where
W(U0) is the Weyl algebra of partial differential operators on U0 with polynomial coefficients and C(U˜1) is
the Clifford algebra associated to the complex vector space U˜1 = U1⊕U
∗
1 and the symmetric bilinear form
given as the extension of the natural bilinear pairing U1 × U
∗
1 → C. The results of [Ho], now commonly
referred to as Howe duality, give the multiplicity-free joint decomposition of A(U0, U1) for the pair (G,Γ
′),
where Γ′ is a Lie algebra or superalgebra that generates WC(U0, U1)
G, the algebra of G-invariants inside
the Weyl-Clifford algebra.
A first example occurs for G = O(r,C), U0 = V
∗ ∼= Cr and U1 = {0}. In this case, A(U0, U1) is the
algebra P (V ) ∼= C[z1, . . . , zr] of polynomial functions on V . The Lie algebra s spanned by the Laplacian
∆, the norm-square operator |z|2=
∑
j z
2
j and 4h := [∆, |z|
2] = 4E + 2r, where E =
∑
j zj∂zj is the
Euler’s degree operator, generate a copy of s ∼= sl(2,C) which is the appropriate Lie algebra that generates
the O(r,C)-invariants inside the Weyl algebra. The Howe duality obtained is the multiplicity-free joint
(O(r,C), sl(2,C))-decomposition
P (V ) =
⊕
m∈Z≥0
Hm ⊠ Lsl(2)(m+ r/2), (1.1)
where ⊠ denotes the external tensor product, Hm is the space of harmonic polynomials of degree m, which
is a finite-dimensional irreducibleO(r,C)-module, and Lsl(2)(m+r/2) is the irreducible infinite-dimensional
lowest weight sl(2,C)-module of lowest weight m+ r/2 ∈ C.
Still for G = O(r,C), a second example, which will be very important to the present work and is
explained in [CW] together with many other explicit examples of Howe dualities for Lie superalgebras, is
for the case U0 = V
∗ = U1. Here, A(U0, U1) reduces to the space Ω(V ) = ⊕m,l∈Z≥0Ω
l
m(V ) of polynomial
differential forms on V , where Ωlm(V ) = Pm(V ) ⊗ ∧
lV ∗, and the algebra g that generates the invariants
inside the appropriate Weyl-Clifford algebra is isomorphic to the Lie superalgebra g ∼= spo(2|2,C). Below,
in Subsection 2.3, we shall recall the basic structure theory of this algebra and in Section 3 some of its
theory of lowest weight representations. For the purposes of this introduction, it suffices to mention that
in the decomposition g = g0¯ ⊕ g1¯, the even subalgebra is isomorphic to sp(2,C)⊕ so(2,C) ∼= gl(2,C). It
contains the copy of s ∼= sl(2,C) that appears in the decomposition (1.1). The Cartan subalgebra of g is
2010 Mathematics Subject Classification. 16S37, 17B10, 20F55.
This work was supported in part by the Engineering and Physical Sciences Research Council grant [EP/N033922/1] (2016).
1
2 DAN CIUBOTARU AND MARCELO DE MARTINO
two-dimensional, spanned by elements h, z, where h is the semisimple element of s ∼= sl(2,C) and z spans
the centre of g0¯ ∼= gl(2,C). Thus, a weight for a g-representation will be represented by a pair (µ, ν) ∈ C
2.
We shall fix a choice of negative root-vectors (see (2.9) and (4.3)) amongst which lies the Laplacian. To
describe the Howe-duality obtained in this case, let B(r) denotes the set {(0, 0), (1, r − 1)} ∪ {(m, l) |
1 ≤ m, 0 ≤ l ≤ r − 2} ⊆ Z≥0 × Z≥0. The statement is the multiplicity-free joint (O(r,C), spo(2|2,C))-
decomposition (see [CW, Theorem 5.39]; their decomposition is labeled by hook-partitions and we will
reinterpret the set B(r) in that setting in (5.4))
Ω(V ) =
⊕
(m,l)∈B(r)
Mlm ⊠ Lspo(2|2,C)(m+ r/2, l− r/2), (1.2)
where Lspo(2|2,C)(m+ r/2, l− r/2) denotes an irreducible infinite-dimension lowest weight g-representation
and Mlm ⊆ Ω
l
m(V ) denotes the space space of lowest weight vectors for the action of g, which is a finite-
dimensional irreducible O(r,C)-module.
1.2. In this paper, instead of directional derivatives and theWeyl algebra, we shall consider the differential-
difference operators introduced by Dunkl [Du] and the rational Cherednik algebra [EG, Section 4]. Fol-
lowing the customary notations, let W denote a real reflection group acting on a Euclidean vector space of
dimension r and denote by h its (complexified) reflection representation. We denote by Hc = Hc(W, h) the
rational Cherednik algebra at the parameter c (and t = 1, in [EG]). For each irreducible representation τ
of W , we let Mc(τ) be the corresponding standard module. In Section 2 we shall recall the definition of
these objects. Our main goals is to describe the decompositions analogous to (1.1) and (1.2) in the context
of the rational Cherednik algebra Hc.
Starting with the pair that yields the decomposition in (1.1), it has been known [He] that the Dunkl-
version of the s ∼= sl(2,C) copy inside the Weyl algebra survives the deformation and is also present
in the rational Cherednik algebra Hc, for all values of the parameter c. One of the issues encountered
when passing to the deformed version is that the full action of the orthogonal group is lost. However, we
show that an algebra closely related to the orthogonal Lie algebra does exist for all parameters c. Fix an
orthonormal basis of h and let Xij , with 1 ≤ i < j ≤ r denote the differential-difference version of the
classical realisation of the basis of the orthogonal Lie algebra so(r,C) inside the Weyl algebra (see (6.1)).
The first result we prove is the following:
Theorem A. Let Uc denote the unital, associative subalgebra of Hc generated by CW and the elements
Xij with 1 ≤ i < j ≤ r. Then Uc is the centraliser algebra of s ∼= sl(2,C) in Hc.
The algebra Uc seems to be interesting in its own right. We explore the relations between its generators
Xij and find that Uc is a non-homogeneous quadratic algebra over CW , which is very close to being a
Drinfeld orbifold algebra, but not quite, see Section 6.2.
The idea to consider deformed versions of Howe duality for certain dual pairs has, of course, been
explored before. In [BSO], for example, the notion of generalised Fock space was introduced in order
to study the classical Segal-Bargmann transform in the context of Dunkl-operators. The Dunkl-version
of the sl(2)-triple mentioned above acts on this Fock space as annihilation, creation and number oper-
ators. Among other results [BSO, Section 5], Ben-Sa¨ıd and Ørsted exhibited a (W, s)-decomposition of
the polynomial space analogous to (1.1), as well as precise formulas for the projection onto the spaces
of Dunkl-harmonic polynomials and a Hecke-type formula for the Dunkl-transform. Their decomposition
theorem, thus, yields a deformed version of the (O(r,C), sl(2,C))-duality. With respect to the dual pair
(Uc, s) we find the following refinement of their decomposition:
Theorem B. Let τ be an irreducible W representation and fix a generic parameter c (as in Assumption
5.5) for which the standard module Mc(τ) is unitary. Then, as a (Uc, s)-module, we have a multiplicity-free
decomposition
Mc(τ) =
⊕
m∈Z≥0
Hc(τ)m ⊠ Lsl(2)(m+ r/2−Nc(τ)),
where Nc(τ) is the scalar by which the central element Ωc =
∑
α>0 cαsα in CW acts on τ and Hc(τ)m is
the space of the Dunkl-harmonic elements of degree m. In particular, each Hc(τ)m is a finite-dimensional
unitary simple Uc-module.
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Before we describe our results obtained for the deformation of the second decomposition (1.2), we
mention that the related pair (Pin(r), spo(2|1)) was studied before in, for example, [DBOSS] and [OSS],
where, explicit formulas for the projection onto the kernel of the Dunkl-Dirac operator are given and
Fourier-type transforms associated to the Dunkl-Dirac operator are studied. Subsequently, [DBOVJ] also
studies the centraliser algebra of the relevant superalgebra that appears and its relations with the higher-
rank Bannai-Ito algebra. (See Section 4 of loc. cit. and the references therein.)
The case that we consider in this paper, (O(r,C), spo(2|2,C)), has two additional difficulties in com-
parison to the cases mentioned so far. The first one is that finite-dimensional spo(2|2,C)-representations
are not necessarily completely reducible, like they are for sl(2,C) and spo(2|1,C). The second and main
difference is that, when considering the deformed version of g = spo(2|2,C), the central element of the
even subalgebra g0¯ contains the extra term Ωc (see (4.2)) which acts diagonally on both the polynomial
part and the exterior algebra part and depends, in an essential way, on the parameter function c. The
element Ωc lies in the centre of the CW ; it has already been present in the computations of the square of
the Dirac operator [Ci] in the context of Drinfeld algebras.
Using the Dirac operator, we define elements Fij (see (7.4) and (7.5)) which are closely related to the
classical diagonal realisation of the orthogonal Lie algebra (see [CW, Section 5.3.4]) inside Hc ⊗ C (here C
is the Clifford algebra of h⊕ h∗). We prove
Theorem C. Let Vc denote the unital associative subalgebra of Hc ⊗ C generated by the diagonal copy
of CW and the elements Fij with 1 ≤ i < j ≤ r. Let ZW denote the centre of CW and let Rc denote
the centraliser algebra of g ∼= spo(2|2,C) in Hc ⊗ C. Then, for all c, V
ZW
c ⊆ Rc, and when c is generic,
VZWc = Rc.
We remark that when c = 0, R0 = V0 ∼= A(so(h)
∆)#W , where A(so(h)∆) denotes the associative
subalgebra of W ⊗ C generated by the Lie algebra so(h) embedded diagonally in W ⊗ C.
Just as for the deformed version of the decomposition (1.1), fix an irreducible representation τ of W
and a generic parameter c (as in Assumption 5.5) for which the standard module Mc(τ) is unitary and
consider the module Kc(τ) =Mc(τ) ⊗ ∧h
∗.
Theorem D. As an (Rc, g)-module, the space Kc(τ) decomposes as
Kc(τ) =
⊕
σ∈Ŵ
⊕
(m,l)∈B(r)
Mc(τ, σ)
l
m ⊠ Lspo(2|2,C)(m+ r/2 −Nc(τ), l − r/2 +Nc(σ)).
Here, Mc(τ, σ)
l
m is the σ-isotypic component of the space of lowest weight vectors at the bidegree (m, l).
Each Mc(τ, σ)
l
m is a finite dimensional unitary Rc-module.
1.3. Acknowledgements. We thank H. De Bie, R. Oste and K. McGerty for the fruitful discussions we had
while preparing this work.
2. Initial definitions and notations
2.1. The rational Cherednik algebra. Let E = Rr be a Euclidean space and identify E and E∗ by means
of the Euclidean structure. We shall denote by (·, ·) the Euclidean structures on both spaces.
Let R ⊆ E∗ be a root system, with R+ a fixed set of positive roots. We will typically use the notation
α > 0 instead of α ∈ R+. Denote by W the Weyl group of R and fix a parameter function c : R → C,
denoted c(α) = cα which satisfies cwα = cα, for all w ∈ W and α ∈ R. To each α ∈ R, denote by sα the
reflection with respect to the hyperplane orthogonal to α. We extend this to a linear operator on C[E].
Denote by ∆α the corresponding divided-difference operator
∆α =
1
α (1− sα) ∈ End(C[E]).
For each η ∈ E, we let Tη ∈ End(C[E]) denote the Dunkl operator, defined by
Tη(p) = ∂η(p)−
∑
α>0
cα(α, η)∆α(p),
for all p ∈ C[E]. For every ξ ∈ E∗, let Mξ denote the multiplication operator of C[E]. The associative
subalgebra of End(C[E]) generated {Mξ, Tη, w | ξ ∈ E
∗, η ∈ E,w ∈ W} is a realisation of the so-called
rational Cherednik algebra (see [EG, Section 4]). Formally, let h = EC, denote by T(h ⊕ h
∗) the tensor
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algebra of the complex vector space h ⊕ h∗ and by 〈·, ·〉 the bilinear pairing h∗ × h → C. Whenever A is
a C-algebra and G is a finite group acting on A, we shall denote by A#G the skew-group algebra, which
satisfies the relations gag−1 = g(a), for all g ∈ G and a ∈ A.
Definition 2.1. The rational Cherednik algebra Hc(W, h) is the unital, associative algebra over C given
as the quotient of T(h⊕ h∗)#W modulo the relations
[y, y′] = 0 = [x, x′], y, y′ ∈ h, x, x′ ∈ h∗,
[y, x] = 〈x, y〉 −
∑
α>0
cα〈α, y〉〈x, α
∨〉sα, y ∈ h, x ∈ h
∗. (2.1)
In what follows, we shall denote the rational Cherednik algebra simply by Hc, leaving the data (W, h)
implicit. As a vector space, this algebra satisfies the PBW property Hc = C[h] ⊗ CW ⊗ C[h
∗], and this
triangular decomposition leads to the notion of category Oc. We refer the reader to [GGOR] for the
details on this theory. Denote by Ŵ the set of equivalence classes of irreducible CW -modules. For any
τ ∈ Ŵ with representation space V (τ), we shall denote byMc(τ) ∈ Oc the corresponding standard module
Mc(τ) = Hc ⊗W#C[h∗] V (τ), where h acts on V (τ) by zero. We shall denote by Nc(τ) ∈ C, the scalar by
which the central element
∑
α>0 cαsα ∈ CW acts on the irreducible module V (τ).
Extend the Euclidean structure on E to a positive-definite Hermitian structure on h = EC (and on
h∗ = E∗
C
), which we shall still denote by (·, ·) and make the convention that this pairing is linear in the
first variable. This defines an anti-linear isomorphism ∗ : h → h∗ defined by y∗1(y2) = (y2, y1) for all
y1, y2 ∈ h. We denote the inverse also by ∗ and extend it to an anti-linear anti-involution on Hc, by setting
s∗α = sα, for all α ∈ R+.
Fix aW -invariant unitary structure on V (τ). Denote by βc,τ the uniqueW -invariant Hermitian form on
Mc(τ) that coincides with the Hermitian structure of V (τ) in degree zero and satisfies the contravariance
property
βc,τ (yz, z
′) = βc,τ (z, y
∗z′),
for all y ∈ h and z, z′ ∈Mc(τ) (see [ES, Proposition 2.2], [DO, Section 2.4] and also [BSO, Theorem 3.7]).
It follows that (Mc(τ), βc,τ ) is a ∗-Hermitian Hc-module.
Lemma 2.2. Denote by C the R-vector space of real-valued parameter functions. Assume c ∈ C and fix
τ ∈ Ŵ .
(a) For c = 0, the standard module M0(τ) is unitarisable and irreducible.
(b) There exists a neighbourhood U(τ) of 0 ∈ C such that Mc(τ) is unitarisable and irreducible for all
c ∈ U(τ).
(c) Let τ = triv and for each σ ∈ Ŵ , let m(σ) denote the minimal homogeneous degree in which σ
occurs in C[h]. Then, Mc(triv) is unitarisable and irreducible if and only if c is in the convex
region of C determined by the inequalities (m(σ)− (Nc(triv)−Nc(σ)) > 0, for σ ∈ Ŵ \ {triv}.
Proof. Items (a) and (b) were discussed in [ES, Proposition 3.1]. Item (c) is [DO, Proposition 2.24].
Because we use different notations, for convenience, we sketch the argument. Denote only by βc the
contravariant form for τ = triv . We shall show that βc is positive-definite if and only if the condition in
item (c) is fulfilled.
Fix an orthonormal basis {yj} ⊆ E ⊆ h and let {xj} ⊆ h
∗ be a dual basis. Note that this implies that
x∗j = yj , for all 1 ≤ j ≤ dimE. If p ∈Mc(triv) is a homogeneous polynomial of degree m contained in the
σ-isotypic component then it is standard that the element E(c) =
∑
j xjyj ∈ Hc acts on p by the scalar
m − (Nc(triv) − Nc(σ)). Note that if p is W -invariant, this reduces to the polynomial degree. Further,
assume by induction on the polynomial degree m that βc(q, q) > 0, whenever 0 6= q and q is homogeneous
of degree l < m. If 0 6= p is homogeneous of degree m ≥ m(σ) and is in the σ-isotypic component, then
(m− (Nc(triv)−Nc(σ)))βc(p, p) = βc(E(c)p, p) =
∑
j
βc(yjp, yjp) > 0, (2.2)
which yields the claim, since any polynomial can be uniquely decomposed in terms of its degree and isotypic
component. For the other implication, assume βc is positive definite and let 0 6= p be of degree m(σ) and
in the σ-isotypic component. Then, (2.2) implies that (m(σ) − (Nc(triv) −Nc(σ)) > 0. This finishes the
proof. 
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2.2. The Clifford algebra. Set V = h⊕h∗ and extend the natural bilinear pairing h∗×h→ C to a symmetric
bilinear pairing B : V × V → C, by declaring B(y, y′) = 0 = B(x, x′), for all y, y′ ∈ h and x, x′ ∈ h∗.
Let C = C(V,B) be the Clifford algebra over C associated to V and the bilinear pairing indicated, with
Clifford relation
{v, v′} = vv′ + v′v = B(v, v′), (2.3)
for all v, v′ in V . Since V = h⊕ h∗ is even dimensional, C has S = ∧h∗ as the irreducible spin module with
Clifford action σ : C → EndC(S) given by
σ(x)(ω) = µx(ω) = x ∧ ω, σ(y)(ω) = ∂x(ω), (2.4)
for all y ∈ h, x ∈ h∗ and ω ∈ S. Here, ∂y is the contraction characterised by ∂y(x) = 〈x, y〉, and extended
to ∧h∗ as an odd derivation. Note that:
Proposition 2.3. Fix an orthonormal basis {yj} ⊆ E of h = EC and a dual basis {xj} ⊆ h
∗. Then, the
element
∑
j xjyj ∈ C acts as multiplication by l ∈ Z≥0 on S
l = ∧lh∗.
Proof. Follows from
∑
j σ(xj)σ(yj)(x) = x, for all x ∈ h
∗. 
Similarly to what was defined for Hc, we extend the anti-linear isomorphism ∗ : h → h
∗ to an anti-
linear anti-involution on C = ∧V . The Hermitian product (·, ·) on h∗ = E∗
C
extends to a positive-definite
Hermitian structure (·, ·)S on S, which, on decomposable vectors of degree l, takes the form (x
′
1 ∧ · · · ∧
x′l, x
′′
1 ∧ · · · ∧ x
′′
l )S = det((x
′
j , x
′′
k)), with x
′
1, . . . x
′
l, x
′′
1 , . . . , x
′′
l ∈ h
∗. One checks that (·, ·)S satisfies
(σ(y)(ω), ω′)S = (ω, σ(y
∗)ω′)S,
for all y ∈ h and ω, ω′ ∈ S and thus (S, (·, ·)S) is a ∗-unitary C-module.
2.3. The spo(2|2,C) Lie superalgebra. We will follow the conventions from [CW]. The Lie superalgebra
spo(2|2,C) is explicitly realised as the subspace of Mat4(C) given by
spo(2|2,C) =


a b y u
c −a −v −x
x u d 0
v y 0 −d
 ; a, b, c, d, x, y, u, v ∈ C
 ⊆ Mat4(C).
We will fix the following basis for g := spo(2|2,C):
h := E11 − E22, e
+
1 := E12, e
+
2 := E31 − E24, e
+
3 := E14 + E32,
z := E33 − E44, e
−
1 := E21, e
−
2 := E13 + E42, e
−
3 := E41 − E23.
(2.5)
The even part g0¯ is spanned by h, z, e
±
1 and is isomorphic to sp(2)⊕ o(2). They satisfy the relations
[h, e±1 ] = ±2e
±
1 , [e
+
1 , e
−
1 ] = h, [h, z] = 0 = [e
±
1 , z]. (2.6)
The odd part g1¯ is spanned by e
±
2 , e
±
3 and the adjoint action of g0¯ on g1¯ is expressed by the relations
[h, e±2 ] = ∓e
±
2 , [z, e
±
2 ] = ±e
±
2 , [h, e
±
3 ] = ±e
±
3 , [z, e
±
3 ] = ±e
±
3 ,
[e±1 , e
∓
2 ] = 0, [e
±
1 , e
±
2 ] = −e
±
3 , [e
±
1 , e
±
3 ] = 0, [e
±
1 , e
∓
3 ] = −e
∓
2 .
(2.7)
Moreover, the odd elements satisfy the anti-commutation relations
{e+2 , e
−
2 } = h+ z, {e
+
3 , e
−
3 } = h− z, {e
∓
2 , e
±
3 } = ±2e
±
1 ,
{e±2 , e
±
2 } = 0, {e
±
3 , e
±
3 } = 0, {e
±
2 , e
±
3 } = 0.
(2.8)
The equations above provide a complete set of relations for spo(2|2,C). They can be better understood
in terms of a root space decomposition of g. Let t = Ch ⊕ Cz be a Cartan subalgebra, realised as the
subspace of diagonal matrices, and let {δ, ǫ} ⊆ t∗ be the basis dual to {h, z}. The root system of g with
respect to t is Φ = {±2δ} ∪ {±δ ± ǫ} and we will declare the roots α1 := 2δ, α2 := ǫ − δ and α3 := ǫ + δ
to be the positive ones. The root space decomposition is g = t⊕ (⊕α gα) with g±αi spanned by e
±
i . The
(super) commutation relations [gα, gβ ] ⊆ gα+β are contained in the equations (2.6) to (2.8). With respect
to the linear basis fixed in (2.5), we let
u− := Ce−1 ⊕ Ce
−
3 and n
− := u− ⊕ Ce−2 . (2.9)
Similarly, we define n+ and u+.
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3. Lowest weight modules for spo(2|2)
3.1. Standard and lowest weight modules. Let a = a0¯ ⊕ a1¯ be a finite-dimensional super Lie algebra (over
C). We shall denote by U(a) its universal enveloping algebra. If {e1, . . . , ep} ⊆ a0¯ and {o1, . . . , oq} ⊆ a1¯
are linear bases, then U(a) satisfies the PBW Theorem (see [CW, Theorem 1.36]):
Theorem 3.1. The set {oq11 · · · o
qs
q e
p1
1 · · · e
pr
r | q1, . . . , qs ∈ {0, 1}, p1, . . . , pr ∈ Z≥0} is a basis for U(a).
The algebra g has a triangular decomposition g = n+ ⊕ t⊕ n−, where t is the Cartan subalgebra of g.
We let b− = t⊕n−, so that U(g) = U(n+)⊗U(b−). For each λ = aδ+ bǫ ∈ t∗, we let Cλ denote the simple
t-module at λ. The standard module at λ is defined as
V(λ) := U(g)⊗U(b−) Cλ.
Let vλ = 1⊗ 1 ∈ V(λ). From the PBW Theorem 3.1, it follows that the set
{(e+2 )
q2(e+3 )
q3(e+1 )
pvλ | q2, q3 ∈ {0, 1}, p ∈ Z≥0} (3.1)
is a linear basis for V(λ). Throughout, by a lowest weight module for g = spo(2|2,C), we shall mean a
g-module generated by a single nonzero vector that is annihilated by n−. Such modules are, necessarily, a
quotient of V(λ), for some λ ∈ t∗.
3.2. Modules for the Grassmann algebra. In this section, we shall follow [Ma, Chapter 18, §2], although our
discussion is slightly different since we consider a bigraded theory instead of just graded. Let Γ = ∧[e2, e3]
be the Grassmann (or exterior) algebra in two generators. They satisfy the relations
e22 = 0 = e
2
3, e2e3 = −e3e2.
We shall view Γ as a bigraded algebra with Γ = Γ(0,0) ⊕ Γ(−1,1) ⊕ Γ(1,1) ⊕ Γ(0,2) and
Γ(0,0) = C, Γ(−1,1) = Ce2, Γ(1,1) = Ce3, Γ(0,2) = Ce2e3 = Ce3e2.
The indecomposable modules of Γ are well-understood. Up to isomorphism and degree shifts, an indecom-
posable Γ-module is either the free module on one generator or a lightning-flash module, which we recall
the definition next:
Definition 3.2. Let J ⊆ Z and δi ∈ {0, 1} for i = 2, 3. Let also {xj | j ∈ J} be a set of generators with
x0 in degree (0, 0), xj in degree (2j, 0) and put F = ⊕j∈JΓxj. Define:
(1) L(k, δ2, δ3), with J = {0, 1, . . . , k}, as the quotient of F modulo the relations
e3xj = e2xj+1, (1− δ2)e2x0 = 0, (1− δ3)e3xk = 0.
(2) L(+∞, δ2), with J = {0, 1, . . .}, as the quotient of F modulo the relations
e3xj = e2xj+1, (1− δ2)e2x0 = 0.
(3) L(−∞, δ3), with J = {. . . ,−1, 0}, as the quotient of F modulo the relations
e3xj = e2xj+1, (1− δ3)e3x0 = 0.
(4) L(∞), with J = {. . . ,−1, 0, 1, . . .}, as the quotient of F modulo the relation
e3xj = e2xj+1.
Theorem 3.3 ([Ma], Theorem 5, Chapter 18, §2). Every Γ-module has a decomposition, unique up to
isomorphism, as the coproduct of a free module and the coproduct of lightning flash modules.
Definition 3.4. Let M be a Γ-module. For j ∈ {2, 3} define the vector space H(M, ej) := ker(ej)/im(ej).
We shall call them the ej-homology of M . If M is bigraded, the homologies inherit the grading.
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3.3. Lowest weight modules and the Grassmann algebra. From (2.8), the elements e+2 , e
+
3 generate a copy
of Γ inside U(n+). The purpose of this section is to classify, in terms of indecomposable modules for
the Grassmann algebra Γ ∼= ∧[e+2 , e
+
3 ], the types of lowest weight modules that will be of interest to us.
Throughout, we shall view U(n+) as a bigraded algebra by declaring e+1 to be of degree (2, 0) and e
+
2 , e
+
3
to be of degree (−1, 1) and (1, 1), respectively.
Proposition 3.5. Let λ ∈ t∗. The standard module V = V(λ) is a free Γ-module on the generators
{(e+1 )
pvλ | p ∈ Z≥0}. If we declare vλ to be of degree (0, 0), then V = ⊕p∈Z≥0(V(2p,0) ⊕V(2p−1,1) ⊕V(2p,2))
with
dimV(2p,0) = 1 = dimV(2p,2), dimV(−1,1) = 1, dimV(2p+1,1) = 2,
for all p ∈ Z≥0.
Proof. From the description (3.1) of the linear basis of V, each v2p := (e
+
1 )
pvλ generates a Γ-module
isomorphic to Γ. Moreover, (e+2 )
q2(e+3 )
q3(e+1 )
pvλ is of degree (−q2 + q3 + 2p, q2 + q3), with p ∈ Z≥0 and
q2, q3 ∈ {0, 1}. Counting the occurrences of a bidegree (m,n) we get
V(2p,0) = C((e
+
1 )
pv0), V(2p,2) = C(e
+
2 e
+
3 (e
+
1 )
pv0),
V(−1,1) = C(e
+
2 v0), V(2p+1,1) = C(e
+
3 (e
+
1 )
pv0)⊕ (e
+
2 (e
+
1 )
p+1v0),
(3.2)
which yields the claim on the dimensions. 
Remark 3.6. The (p, q)-degree space of V(λ) corresponds to the (λ+ pδ + qǫ)-weight space.
Corollary 3.7. Let L be a lowest weight module for g generated by v0. If we declare v0 to be of degree
(0, 0), then, as a graded Γ-module, we have L = ⊕p∈Z≥0(L(2p,0) ⊕ L(2p−1,1) ⊕ L(2p,2)) and
dimL(2p,0) ≤ 1, dimL(2p,2) ≤ 1, dimL(−1,1) ≤ 1, dimL(2p+1,1) ≤ 2,
for all p ∈ {0, 1, . . .}.
Let p− ⊆ g0¯ denote the subalgebra of the even part spanned by h, z, e
−
1 . If µ ∈ t
∗ = Cδ ⊕ Cǫ, we shall
denote by U(µ) = U(g0¯)⊗U(p−) Cµ the corresponding standard module of g0¯ at µ.
Proposition 3.8. Let λ ∈ t∗. The restriction of V(λ) to its even part g0¯ ∼= gl(2) decomposes as
V(λ) = U(λ) ⊕ U(λ+ ǫ− δ)⊕ U(λ+ 2ǫ)⊕ U(λ+ ǫ+ δ).
Proof. Let v1 := vλ, v2 := e
+
2 vλ, v3 := e
+
2 e
+
3 vλ and v4 := e
+
2 e
+
1 vλ−λ(h)e
+
3 vλ. It is clear that {v1, v2, v3, v4}
is a linearly independent set, from the description of the PBW basis in (3.1). Moreover, these vectors are
in the weight spaces of V(λ) of weight λ, λ+ α2, λ+ (α2 + α3) and λ+ α3, respectively.
Using Proposition 3.5, the claim will follow if we show that these vectors are killed by e−1 . Since
[e−1 , e
+
2 ] = 0, we have e
−
1 v1 = 0 = e
−
1 v2. Further, e
−
1 v3 = e
+
2 [e
−
1 , e
+
3 ]vλ = −(e
+
2 )
2vλ = 0. Finally, note that
e−1 v4 = e
+
2 [e
−
1 , e
+
1 ]vλ − λ(h)[e
−
1 , e
+
3 ]vλ = −λ(h)e
+
2 vλ + λ(h)e
+
2 vλ = 0,
as required. 
Remark 3.9. In [BDSES, Proposition 2] a similar discussion for the decomposition of the Verma module
for the super Lie algebra sl(1|2) ∼= spo(2|2) was made.
Proposition 3.10. Let L be a lowest weight module for spo(2|2,C) with lowest weight λ ∈ t∗ and generated
by a lowest weight vector vλ, in degree (0, 0). Suppose that:
(a) e+1 acts injectively,
(b) the homology H(L, e+2 ) is concentrated in degree (0, 0),
(c) the homology H(L, e+3 ) is concentrated in degree (−1, 1).
Then, as a Γ-module, L is generated by J = {(e+1 )
pvλ | p ∈ Z≥0}. Moreover, if both homologies are trivial,
then L is free. If H(L, e+2 ) 6= 0, then L
∼= L(+∞, 0). If H(L, e+3 ) 6= 0, then L
∼= L(+∞, 1).
Proof. The injectivity of e+1 implies that the set J in the statement is indeed a set of generators of
L as a Γ-module. Next, the conditions on the degree in which the e+3 -homology appears imply that
e+3 (e
+
1 )
pv0 6= 0 for all p ∈ Z≥0. The condition on the degree of the e
+
2 -homology imply that, if nonzero,
then H(L, e+2 )
∼= L(0,0), so e
+
2 v0 = 0 and H(L, e
+
3 ) = 0. In this case, using (3.2) and the easy identity
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[e+2 , (e
+
1 )
p+1] = (p+1)e+3 (e
+
1 )
p, we have dimL(2p,0) = 1 = dimL(2p+1,1) and dimL(2p,2) = 0 = dimL(−1,1),
for all p ∈ Z≥0, so that L ∼= L(+∞, 0). If H(L, e
+
3 ) 6= 0, then e
+
3 e
+
2 v0 = e
+
2 e
+
3 v0 = 0. Using again
[e+2 , (e
+
1 )
p] = pe+3 (e
+
1 )
p−1, it follows that e+2 e
+
3 (e
+
1 )
pv0 = 0 from which dimL(2p,2) = 0, for all p ∈ Z≥0 and
also e+3 (e
+
1 )
pv0 ∈ e
+
2 (C(e
+
1 )
p+1v0), by exactness of e
+
2 . Hence, dimL(2p,0) = 1 = dimL(2p−1,1) from which
L ∼= L(+∞, 1). If both are zero, then L is free. 
Definition 3.11. Let λ ∈ t∗. We shall denote by L(λ) any irreducible lowest weight representation of
spo(2|2,C) of lowest weight λ. If L(λ) is such a module, in view of Proposition 3.10, we shall write,
L(λ) = L0(λ), L(λ) = L1(λ) or L(λ) = V(λ) if L(λ) is isomorphic to L(+∞, 0), L(+∞, 1) or if it is a
free Γ-module, respectively.
4. The realisation of spo(2|2,C) inside Hc ⊗ C
4.1. The realisation. In this subsection, we will describe a realisation of the Lie super algebra g =
spo(2|2,C) inside the algebra Hc ⊗ C. We start by describing an embedding of CW into C, which is
particular to the situation of a Clifford algebra in even dimension. For each α ∈ R+ let α ∈ h
∗ and α∨ ∈ h.
Consider the elements τα ∈ C, which were first introduced in [Ci, Section 4.5], and are given by
τα := 1− αα
∨ = α∨α− 1 ∈ C. (4.1)
Proposition 4.1. The elements {τα | α ∈ R+} satisfy τ
2
α = 1 and the braid relations τατβτα = τsα(β).
Proof. This is discussed in [Ci, Section 4.5], but with a different normalisation for the Clifford relation. For
convenience, we spell out the direct computations here. First, using {α∨, α} = 2 and {α, α} = 0 = {α∨, α∨}
in C, we get (αα∨)2 = 2αα∨ thus (1 − αα∨)2 = 1.
Next, note that if x ∈ h∗, then αα∨x = xαα∨ + 〈α∨, x〉α, from which
ταxτα = x− xαα
∨ − αα∨x+ (αα∨x)αα∨ = x− 2xαα∨ − 〈α∨, x〉α+ 2xαα∨ = sα(x).
A similar computation now using yαα∨ = αα∨y + 〈α, y〉α∨ yields ταyτα = sα(y), for all y ∈ h. This
implies the braid relations and we are done. 
Because of the braid relations, the assignment sα 7→ τα extends to a homomorphism W → C and an
embedding CW → C. Denote by ρ : CW → Hc ⊗ C the diagonal embedding. Define
Ωc :=
∑
α>0
cαsα ⊗ τα ∈ (Hc ⊗ C)
W . (4.2)
Now, fix bases {xi} ⊆ E
∗ and {yj} ⊆ E. We recall that we have identified E and E
∗ by means or the
Euclidean structure on E, so we can and will assume that these bases are orthonormal and correspond to
each other in the above-mentioned identification. Put hi := {xi, yi} ∈ Hc and zi := [xi, yi] = (2xiyi−1) ∈ C.
Define the following elements in Hc ⊗ C:
H :=
∑
i
1
2hi ⊗ 1, Z :=
∑
i 1⊗
1
2zi +Ωc,
E+1 := −
∑
i
1
2x
2
i ⊗ 1, E
−
1 :=
∑
i
1
2y
2
i ⊗ 1,
E+2 :=
∑
i yi ⊗ xi, E
−
2 :=
∑
i xi ⊗ yi,
E+3 := −
∑
i xi ⊗ xi, E
−
3 := −
∑
i yi ⊗ yi.
(4.3)
The rest of this subsection is devoted to proving the following result:
Theorem 4.2. The elements H,Z,E±1 , E
±
2 , E
±
3 defined in (4.3) span a copy of spo(2|2,C) inside Hc ⊗C.
Remark 4.3. Setting c = 0 yields a realisation of spo(2|2,C) inside the Weyl-Clifford algebra conjugate
to the general description of the algebras spo(2m|2n,C) described in [CW, Section 5.3.4].
Remark 4.4. In comparison with [DO] and [DJO], the image of E+2 and E
−
2 inside End(Mc(triv) ⊗ S),
correspond to the deformed exterior derivative d(c) and the boundary operator ∂ acting on polynomial
differential forms on h.
Lemma 4.5. The elements defined in (4.3) are contained in (Hc ⊗ C)
W .
Proof. The claim follows because the bases {xi} ⊆ E
∗ and {yi} ⊆ E are orthonormal and the element Ωc
is Weyl-group invariant. 
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Proposition 4.6. The elements H,Z,E±1 span a copy of gl(2) inside Hc ⊗ C.
Proof. The fact that H,E±1 form an sl(2)-triple was discussed in [He, Theorem 3.3]. Certainly, we have
that this sl(2)-triple commute with Z0 = Z − Ωc =
∑
i 1 ⊗
1
2zi ∈ C. The claim will follow if they also
commute with Ωc. But note that if p ∈ H
W
c , then Ωc(p ⊗ 1) =
∑
α>0 cαsα(p)sα ⊗ τα = (p ⊗ 1)Ωc. Since
this is the case for H,E±1 , we are done. 
Proposition 4.7. Let Z0 = Z − Ωc =
∑
i 1 ⊗
1
2zi ∈ C and x ∈ h
∗, y ∈ h, Let also p ∈ Hc and ω ∈ C. The
following relations hold in Hc ⊗ C:
[H,x⊗ ω] = x⊗ ω, [H, y ⊗ ω] = −y ⊗ ω,
[Z0, p⊗ x] = p⊗ x, [Z0, 1⊗ y] = −p⊗ y.
Proof. In the case of a real reflection group, it is known that the element H is the grading element of Hc
(see [GGOR, Section 3.1] or [EM, Proposition 3.18]), which yields the equations in the first row. As for
the second row, note that in C, we have
[zi, x] = (xiyi − yixi)x − x(xiyi − yixi) = 2(xiyix+ xixyi) = 2〈x, yi〉xi,
from which [Z0, p⊗ x] = p⊗ [Z0, x] = p⊗ x. Similarly, [zi, y] = −y and [Z0, p⊗ y] = −p⊗ y. 
Corollary 4.8. The relations [H,E±2 ] = ∓E
±
2 , [H,E
±
3 ] = ±E
±
2 , [Z,E
±
2 ] = ±E
±
2 and [Z,E
±
3 ] = ±E
±
3 hold
in Hc ⊗ C.
Proof. The relations involving H are immediate from Proposition 4.7. By the Weyl-group invariance of
Lemma 4.5, we have [Z,E±j ] = [Z0, E
±
j ], for j ∈ {2, 3} and the claim now follows from Proposition 4.7. 
Lemma 4.9. Let p =
∑
j x
2
j and q =
∑
k y
2
j in Hc. Then [−p, yk] = 2xk and [q, xk] = 2yk.
Proof. Note that if p0 ∈ C[h], q0 ∈ C[h
∗] and x ∈ h∗, y ∈ h, then
[y, p0] = ∂y(p0)−
∑
α>0
cα〈α, y〉∆α(p0) and [q0, x] = ∂x(q0)−
∑
α>0
cα〈x, α
∨〉∆α(q0).
This is easily proven by induction on the degree of the polynomials involved and the details can be found
in, for example, [CDM, Propositions 2.5 and 2.6]. Since p and q in the statement are W -invariant, they
are killed by the operators ∆α which yields the claim. 
Proposition 4.10. The relations [E±1 , E
±
2 ] = −E
±
3 , [E
±
1 , E
∓
3 ] = −E
∓
2 and [E
±
1 , E
∓
2 ] = 0 = [E
±
1 , E
±
3 ] hold
in Hc ⊗ C.
Proof. Using that [−
∑
j x
2
j , yk] = 2xk, from Lemma 4.9, we compute
[E+1 , E
+
2 ] =
∑
j
xj ⊗ xj = −E
+
3 and [E
+
1 , E
−
3 ] = −
∑
j
xj ⊗ yj = −E
−
2 .
Similarly, now using [
∑
j y
2
j , xk] = 2yk, we get [E
−
1 , E
−
2 ] = −E
−
3 and [E
−
1 , E
+
3 ] = −E
+
2 . The other
equations follows from [x2j , xk] = 0 = [y
2
j , yk], for all j, k. 
So far, we have shown that the relations in (2.6) and (2.7) are satisfied.To finish the proof of Theorem
4.2, we need to establish the anti-commutation relations in (2.8). The relations {E±2 , E
±
2 } = 0 = {E
±
3 , E
±
3 }
are easy to verify, since in these cases, the right-hand side of the tensor anti-commutes while the left-hand
side commutes. Further, using the Clifford relation {xi, yj} = δij we get
{E+2 , E
−
3 } = −
∑
ij
yiyj ⊗ {xi, yj} = −2E
−
1 and {E
−
2 , E
+
3 } = −
∑
ij
xixj ⊗ {yi, xj} = 2E
+
1 .
For the last anti-commutation equations {E+2 , E
−
2 } = H + Z, {E
+
3 , E
−
3 } = H − Z and {E
±
2 , E
±
3 } = 0, we
need the following:
Lemma 4.11. With the choices of bases made, we have [yi, xj ] = [yj , xi], for all i, j.
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Proof. The point here is that the bases of h and h∗ were chosen to be orthonormal in E and E∗ and they
relate to each other under the identification of E and E∗. Hence, we can write 〈x, yi〉 = (x, xi), for all i
and x ∈ E∗. Also, we can view α∨ = 2α/(α, α) ∈ h∗. Then,
[yi, xj ]− [yj , xi] = −
∑
α>0
2cα
(α, α)
((α, xi)(xj , α)− (α, xj)(xi, α))sα = 0,
as required. 
As in the proof of the previous lemma, we may write 〈x, yi〉 = (x, xi) for any x ∈ E
∗. Using the
identities
∑
i(α, xi)xi = α ∈ E
∗ ⊆ h∗ and
∑
j(xj , α
∨)yj = α
∨ ∈ E ⊆ h, we get
{E+2 , E
−
2 } =
∑
ij
(yixj ⊗ xiyj + xjyi ⊗ yjxi + (xjyi ⊗ xiyj − xjyi ⊗ xiyj))
=
∑
ij
[yi, xj ]⊗ xiyj + xjyi ⊗ {yj, xi}
=
∑
ij
(δij −
∑
α>0
cα(α, xi)(xj , α
∨)sα)⊗ xiyj +
∑
j
xjyj ⊗ 1
=
∑
j
1⊗ xjyj −
∑
α>0
cαsα ⊗ αα
∨ +
∑
j
xjyj ⊗ 1.
Adding and subtracting (
∑
α>0 cαsα ⊗ 1 +
r
2 ⊗ 1), where r = dim h, yields
{E+2 , E
−
2 } =
∑
j
1⊗ (xjyj −
1
2 )−
∑
α>0
cαsα⊗ (αα
∨ − 1)+
∑
j
(xjyj +
1
2 )⊗ 1−
∑
α>0
cαsα ⊗ 1 = Z0+Ωc +H.
Similarly, but now using Lemma 4.11
{E+3 , E
−
3 } =
∑
ij
[yj , xi]⊗ yjxi + xiyj ⊗ {xi, yj}
=
∑
ij
[yi, xj ]⊗ yjxi + xiyj ⊗ {xi, yj}
=
∑
ij
(δij −
∑
α>0
cα(α, xi)(xj , α
∨)sα)⊗ yjxi +
∑
j
xjyj ⊗ 1
=
∑
j
1⊗ (yjxj −
1
2 )−
∑
α>0
cαsα ⊗ (α
∨α− 1) +
∑
j
(xjyj +
1
2 )⊗ 1−
∑
α>0
cαsα)⊗ 1
= −(Z0 +Ωc) +H.
For the last relation {E±2 , E
±
3 } = 0, using Lemma 4.11 again, we compute
{E+2 , E
+
3 } =
∑
ij
yixj ⊗ xixj =
∑
i<j
([yi, xj ]− [yj , xi])⊗ xixj = 0.
Similarly, {E−2 , E
−
3 } = 0, and this finishes the proof of Theorem 4.2.
Remark 4.12. In [DBOVJ], it is studied many realisations of the Lie super algebra spo(2|1) inside an
algebra A⊗C, where C is a suitable Clifford algebra and A is a general algebra possessing only the commu-
tativity of the variables in h and h∗ and the condition of Lemma 4.9 (the rational Cherednik algebra is an
example of such A). They also study the symmetry algebra (centraliser) of these realisations of spo(2|1)
inside A⊗C. It is natural to ask if similar considerations for spo(2|2) and their symmetry algebras can be
made in that context.
4.2. A ∗-structure on spo(2|2,C). The ∗-structures on Hc and on C described in Section 2 naturally induce
a ∗-structure on the tensor product Hc ⊗ C. It is straightforward to check that, with respect to the choice
of orthonormal bases {xi} ⊆ E
∗ and {yj} ⊆ E made, we have
(yj ⊗ 1)
∗ = xj ⊗ 1 and (1 ⊗ yj)
∗ = 1⊗ xj . (4.4)
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We endow the space Kc(τ) := Mc(τ) ⊗ S with the Hermitian form 〈·|·〉 = 〈·|·〉c,τ given by the product
between the corresponding forms, discussed in Section 2.
Proposition 4.13. The ∗-structure on Hc ⊗ C restricts to a ∗-structure on g = spo(2|2,C), defined in
(4.3).
Proof. Using (4.4), it is immediate that (E±1 )
∗ = −E∓1 , (E
±
2 )
∗ = E∓2 , (E
±
3 )
∗ = E∓3 and H
∗ = H . It is also
straightforward that Z∗0 = Z0, since in C, we have [xj , yj ]
∗ = [xj , yj ], for all 1 ≤ j ≤ r. Now, from
(αα∨)∗ =
∑
jk
(α, yj)(α
∨, xk)(xjyk)
∗ =
∑
jk
2
(α,α) (α, yj)(α, xk)xkyj = αα
∨,
we obtain τ∗α = τα and hence Ω
∗
c = Ωc, which together with Z
∗
0 = Z0 implies Z
∗ = Z. It is straightforward
to check that ∗ preserves the relations (2.6) up to (2.8) 
Corollary 4.14. For every irreducible W representation τ , the space (Kc(τ), 〈·|·〉) is a ∗-Hermitian
spo(2|2,C)-module. In the notation of Lemma 2.2, if c ∈ U(τ), then Kc(τ) is a unitarisable spo(2|2,C)-
module.
5. The decomposition of Kc(τ)
In this section, we shall prove our main theorem. Fix, once and for all, τ ∈ Ŵ and c ∈ C , so that
(Kc(τ), 〈·|·〉) is a ∗-Hermitian g = spo(2|2,C)-module. For convenience, if necessary, we shall omit c and τ
from the notations.
5.1. A coarse decomposition. For each pair of integers (m, l) we let K lm := C[h]m ⊗ V (τ) ⊗ S
l, where Sl
denotes the l-th exterior power of h∗. For σ ∈ Ŵ we let K lm(σ) denote the σ-isotypic component of K
l
m.
We have
Kc(τ) =
⊕
m,l∈Z≥0,σ∈Ŵ
K lm(σ). (5.1)
Note that (5.1) is in fact the weight space decomposition of K with weights defined by the following (recall
that r = dim h):
Proposition 5.1. The generators H,Z of the Cartan subalgebra of g act on θ ∈ K lm(σ) via λm,l,σ ∈ t
∗
characterised by
Hθ = (m+ r2 −Nc(τ))θ and Zθ = (l −
r
2 +Nc(σ))θ. (5.2)
Proof. It is a standard computation that
∑
j xjyj+
r
2 −
∑
α>0 cαsα act by the scalar m+
r
2 −Nc(τ) on the
degree m-part of Mc(τ). Moreover, since Ωc is the image of the central element
∑
α>0 cαsα ∈ CW under
the diagonal embedding ρ : CW → Hc ⊗ C, it acts by Nc(σ) on the σ-isotypic component. We are left
to show that
∑
j(xjyj −
1
2 ) acts on S
l by the scalar l − r2 . But this is indeed the case, from Proposition
2.3. 
Note also that (5.1) is in fact an orthogonal decompostion:
Proposition 5.2. We have 〈K lm(σ)|K
l′
m′(σ
′)〉 = 0, if (m′, l′) 6= (m, l) or σ′ 6= σ.
Proof. The form 〈·|·〉 is given by the product of the Hermitian structures onMc(τ) and S. The orthogonality
with respect to l is immediate from the definition of (·, ·)S, while with respect to the polynomial degree m
and the isotypic component σ, it follows from [DO, Proposition 2.17]. 
Definition 5.3. Define
M =Mc(τ) := {θ ∈ Kc(τ) | Xθ = 0, for all X ∈ n
− ⊆ g}
A = Ac(τ) := {θ ∈ Kc(τ) | Xθ = 0, for all X ∈ u
− ⊆ g}
H = Hc(τ) := {θ ∈ Kc(τ) | E
−
1 θ = 0}.
We shall call the nonzero elements of Mc(τ) as the lowest weight vectors of Kc(τ).
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Remark 5.4. Since the generators of n− are homogeneous, we can decompose the spaces in Definition
5.3 with respect to bidegrees (m, l). By W -invariance of these operators, we can decompose further with
respect to the isotypic components. We shall write Mlm :=M∩K
l
m and M
l
m(σ) :=M∩K
l
m(σ). Similar
for A and H.
From now onward, we shall assume that the parameter c ∈ C is chosen to be in the open neighbourhood
U(τ) of 0 ∈ C , in the notations of Lemma 2.2, so that Kc(τ) is unitarisable. We also impose the following
generic condition on c:
Assumption 5.5. Assume the parameter c ∈ U(τ) ⊆ C is such that r2 − Nc(τ) /∈ Z≤0 and also that
Nc(τ) −Nc(σ) /∈ Z≥0, for all σ ∈ Ŵ \ {τ}.
Proposition 5.6. The space K lm, of homogeneous elements of bidegree (m, l) decomposes as
K lm =
[m/2]⊕
p=0
(E+1 )
p(Hlm−2p),
where [·] denotes the integer part of a real number.
Proof. This result is the first part of [BSO, Theorem 5.1]. We present an argument, for convenience. Our
argument is by induction on the polynomial degree. Suppose first that m = 2k is even. For k = 0 the
result is trivially true, so assume it for all k′ < k, and note that, because 〈·|·〉 is positive definite, we have
K l2k = H
l
2k ⊕ (H
l
2k)
⊥.
The claim will follow by the inductive hypothesis, if we show that (Hl2k)
⊥ = E+1 (K
l
2k−2). Certainly,
〈Hl2k|E
+
1 (K
l
2k−2)〉 = 0, since (E
+
1 )
∗ = −E−1 . Now, let U := H
l
2k ⊕ E
+
1 (K
l
2k−2). We shall argue that
U⊥ = 0. Suppose there exists 0 6= θ ∈ U⊥ ⊆ K l2k. If that was so, we would have 0 6= E
−
1 θ ∈ K
l
2k−2, since
otherwise θ ∈ U ∩ U⊥. But then, E+1 E
−
1 θ ∈ U and hence
0 = 〈θ|E+1 E
−
1 θ〉 = −〈E
−
1 θ|E
−
1 θ〉 < 0,
a contradiction that shows U⊥ = 0. The argument for m odd is entirely analogous. 
Proposition 5.7. The space Hlm decomposes as an orthogonal sum
Hlm =M
l
m ⊕ E
+
2 (M
l−1
m+1)⊕ Fm−1(M
l−1
m−1)⊕ E
+
2 E
+
3 (M
l−2
m ),
where the element Fm ∈ n
+, for m ∈ Z≥0, is defined by
Fm := E
+
2 E
+
1 − λmE
+
3 ,
and λm = (m+
r
2 −Nc(τ)) = λm,l,σ(H), which is nonzero, from the Assumption 5.5.
Proof. That each summand is in Hlm, follows from (the proof of) Proposition 3.8. Next, we show that the
summands are orthogonal. If θ ∈ Mlm and ψ ∈ K, then, for j ∈ {2, 3}, we have 〈θ|E
+
j ψ〉 = 〈E
−
j θ|ψ〉 = 0,
which implies thatMlm is orthogonal to the other summands. Now, let θ ∈M
l−1
m+1 and ψ ∈ K. Decompose
θ =
∑
σ θσ, with respect to the isotypic components and let λσ be the scalar such that (H +Z)θσ = λσθσ.
Then
〈E+2 θ|E
+
2 E
+
1 ψ〉 = 〈E
−
2 E
+
2 θ|E
+
1 ψ〉 = −〈E
−
1 (H + Z)θ|ψ〉 = −
∑
σ
λσ〈E
−
1 θσ|ψ〉 = 0,
where we used that E−2 E
+
2 θ = (H + Z)θ and E
−
1 θσ = 0, because of W -invariance. Now using E
−
3 E
+
2 θ =
−2E−1 θ = 0, we have 〈E
+
2 θ|E
+
3 ψ〉 = 0. Similarly, 〈E
+
2 θ|E
+
2 E
+
3 ψ〉 =
∑
σ λσ〈E
−
3 θσ|ψ〉 = 0, from which
E+2 (M
l−1
m+1) is orthogonal to the other summands. Finally, if θ is in M
l−1
m−1 and ψ ∈ K, we compute
〈E+3 θ|E
+
2 E
+
3 ψ〉 = 〈E
−
2 E
+
3 θ|E
+
3 ψ〉 = 〈{E
−
2 , E
+
3 }θ|E
+
3 ψ〉 = 0
and
〈E+2 E
+
1 θ|E
+
2 E
+
3 ψ〉 = 〈(H + Z)E
+
1 θ|E
+
3 ψ〉 − 〈E
+
2 E
−
2 E
+
1 θ|E
+
3 ψ〉 =
∑
σ
λσ〈E
−
3 E
+
1 θσ|ψ〉 = 0,
since [E+1 , E
−
2 ] = 0 and [E
−
3 , E
+
1 ] = E
−
2 . This shows that the summands are indeed orthogonal.
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Now, let U ⊆ Hlm denote the sum in the right-hand side of the statement. We can write H
l
m = U ⊕U
⊥.
We claim that U⊥ = 0. Suppose there exists 0 6= θ ∈ U⊥ ⊆ Hlm. If it were the case that E
−
2 θ = 0, then
we would have θ ∈ Mlm, so it must be that E
−
2 θ 6= 0. That said, if it were the case that E
−
3 θ = 0, then,
E−1 E
−
2 θ = [E
−
1 , E
−
2 ]θ = 0, from which we would conclude that 0 6= E
−
2 θ ∈ M
l−1
m+1. But,
0 < 〈E−2 θ|E
−
2 θ〉 = 〈θ|E
+
2 (E
−
2 θ)〉 = 0,
since E+2 (E
−
2 θ) ∈ E
+
2 (M
l−1
m+1) ⊆ U which is orthogonal to U
⊥. So it must be the case that both E−2 θ
and E−3 θ are nonzero. Since [E
−
1 , E
−
3 ] = 0, if it were the case that E
−
2 (E
−
3 θ) = 0, we would obtain that
0 6= E−3 θ ∈ M
l−1
m−1. But then, since θ ∈ U
⊥ and Fm−1E
−
3 θ ∈ U , we would have that
0 = 〈θ|Fm−1E
−
3 θ〉 = 〈E
−
1 E
−
2 θ|E
−
3 θ〉 − λm−1〈E
−
3 θ|E
−
3 θ〉 = −λm〈E
−
3 θ|E
−
3 θ〉 6= 0,
in view of Assumption 5.5. Hence, the existence of 0 6= θ ∈ U⊥ implies that E−2 E
−
3 θ 6= 0. But since
E−1 (E
−
2 E
−
3 θ) = [E
−
1 , E
−
2 ]E
−
3 θ = 0, we would have that 0 6= E
−
2 E
−
3 θ ∈M
l−2
m , from which
0 < 〈E−2 E
−
3 θ|E
−
2 E
−
3 θ〉 = −〈θ|E
+
2 E
+
3 (E
−
2 E
−
3 θ)〉 = 0,
as E+2 E
+
3 (E
−
2 E
−
3 θ) ∈ U . This contradiction finishes the proof. 
Corollary 5.8. The g-module Kc(τ) is generated by its lowest weight vectors. Moreover, it decomposes
as a direct sum of irreducible lowest weight g-modules.
Proof. The claim that Kc(τ) is generated by Mc(τ) is immediate from Propositions 5.6 and 5.7. As for
the second claim, from the orthogonality of the pairing, described in Proposition 5.2, we have that if
0 6= θ ∈ Mlm(σ) and 0 6= θ
′ ∈ Ml
′
m′(σ
′), then U(g)(θ) is orthogonal to U(g)(θ′). Hence if Llm(σ) denotes
the g-module generated byMlm(σ), we obtain an orthogonal direct sum decomposition K = ⊕m,l,σL
l
m(σ).
Finally, if 0 6= θ ∈ Mlm(σ) and L = U(g)(θ), then the exact sequence
0→ L→ Llm(σ)→ Q→ 0,
where Q is the quotient module, splits because of unitarity. This implies the desired result. 
5.2. Refining the decomposition. The next task is to describe the lowest weight spo(2|2,C)-modules oc-
curring in decomposition of Corollary 5.8. We start by describing the possible bidegrees (m, l) for which
Mlm 6= 0. Recall that A denotes the subspace of K killed by u
− = CE−1 ⊕ CE
−
3 . Let l ⊆ g denote the
subalgebra generated by H,Z,E±2 . This algebra shares the same Cartan subalgebra as g and l
∼= gl(1|1).
Note that:
Proposition 5.9. The space A is an l-module.
Proof. Certainly, H and Z preserve A. If θ ∈ A, then E−1 (E
±
2 θ) = [E
−
1 , E
±
2 ]θ = 0 and, similarly,
E−3 (E
±
2 θ) = {E
−
3 , E
±
2 }θ = 0, from the relations in (2.7). 
Describing the spaces Mlm is equivalent to describing the kernel of E
−
2 inside A
l
m, for each bidegree
(m, l). Now, for each n ∈ Z, define the diagonal complex
A(n) :=
⊕
m+l=n
Alm.
The restriction to the σ-isotypic components will be denoted by A(n, σ), and we have A(n) = ⊕σA(n, σ).
Note that E±2 (A(n, σ)) ⊆ A(n, σ), from which we conclude that (A(n, σ), E
±
2 ) are chain complexes. Note
also that
A =
⊕
0≤n,σ∈Ŵ
A(n, σ)
and that A(0) = K00
∼= V (τ).
Proposition 5.10. For n > 0, the chain complexes (A(n, σ), E±2 ) are exact, for all σ ∈ Ŵ . Moreover,
A(n) = E+2 (A(n))⊕ E
−
2 (A(n)).
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Proof. The first claim follows from the fact that {E+2 , E
−
2 } = H + Z acts on A(n, σ) by the scalar
n − (Nc(τ) − Nc(σ)), which is non-zero, because of Assumption 5.5. From exactness, the second claim
follows because kerE±2 = E
±
2 (A(n)) from which its orthogonal complement is E
∓
2 (A(n)). 
Proposition 5.11. Recall that r = dim h and suppose that 0 6= θ ∈Mlm ⊆ A
l
m. Then,
(1) m = 0 implies l = 0,
(2) l ≤ r − 1,
(3) l = r − 1 implies m ≤ 1.
Proof. From Proposition 5.10, if n = m+ l > 0, then θ ∈ Mlm implies θ ∈ E
−
2 (A(n)). Suppose first that
m = 0. If it were the case that l > 0. Then, θ ∈ E−2 (A(l)). But, E
+
2 θ ∈ A
l+1
−1 = 0, which would imply
that θ ∈ E+2 (A(l)) ∩ E
−
2 (A(l)) = 0. Thus, l = 0, and we proved (1).
Assume from now that m > 0. Then, θ ∈ E−2 (A(m + l)), from which l ≤ r − 1, settling (2). Finally,
suppose that l = r − 1. Note that E+3 θ 6= 0, otherwise 0 = {E
+
3 , E
−
3 }θ = (m + 1 − (Nc(τ) + Nc(σ)))θ,
which is non-zero, from Assumption 5.5. Then, E+2 E
+
3 θ ∈ A
r+1
m = 0, which implies that E
+
3 θ = E
+
2 θ1, for
some 0 6= θ1 ∈ A, since E
+
3 θ ∈ A
r
m+1 and the complex (A(m+ r + 1), E
+
2 ) is exact. But then,
0 < 〈E+3 θ|E
+
3 θ〉 = 〈E
+
2 θ1|E
+
3 θ〉 = 〈E
−
3 E
+
2 θ1|θ〉 = 0,
as E−3 E
+
2 = −2E
−
1 + E
+
2 E
−
3 . Thus, m ≤ 1. 
Denote by B(r), the subset of Z≥0×Z≥0 that satisfies the conditions (1) - (3) of Proposition 5.11. Note
that, for r > 1 we have
B(r) := {(0, 0), (1, r − 1)} ∪ {(m, l) | m ≥ 1, 0 ≤ l ≤ r − 2} ⊆ Z≥0 × Z≥0 (5.3)
and B(1) = {(0, 0), (1, 0)}. We can interpret the set B(r) in terms of hook partitions. Recall that a
partition is a sequence of integers λ = (λ1, . . . , λk) with λ1 ≥ · · · ≥ λk ≥ 0. Recall also that a partition λ
is called a hook partition if λj ≤ 1 for j > 1. We shall denote by λ
′ the transpose partition λ′ = (λ′1, . . . , λ
′
t),
where t = λ1 and λ
′
j is the number of indices i for which λi ≥ j. Denote by P(1|1) the set of all hook
partitions. We shall denote by (0) the empty partition and (1k) the partition (1, . . . , 1) with k ∈ Z>0 parts
equal to 1.
Proposition 5.12. The map Λ : Z≥0 × Z≥0 → P(1|1) defined by Λ(m, l) = (Λ1, . . . ,Λl+1), with Λ1 = m
and Λj = 1 for j > 1 induces a bijection between B(r) and the set
H(r) := {λ ∈ P(1|1) | λ′1 + λ
′
2 ≤ r}. (5.4)
Proof. Note that Λ(0, 0) = (0). If (0, 0) 6= (m, l) ∈ B(r), from the description (5.3), we have
Λ(m, l)′1 + Λ(m, l)
′
2 =
{
l + 1 ≤ r, if m = 1
l + 2 ≤ r, if m > 1,
from which Λ(B(r)) ⊆ H(r). Define a map Υ : P(1|1) → Z≥0 × Z≥0 in the opposite direction by
Υ(0) = (0, 0) and Υ(λ) = (λ1, λ
′
1 − 1), if λ 6= (0). For all λ ∈ H(r) \ {(0)}, from λ
′
1 + λ
′
2 ≤ r we get
λ′1 − 1 ≤ r − 1− λ
′
2 ≤ r − 1.
Since 0 ≤ λ′2 ≤ 1, the extremal case λ
′
1 − 1 = r − 1 implies λ
′
2 = 0 and hence λ1 = 1. It follows that
Υ(H(r)) ⊆ B(r). It is straightforward to check Υ ◦ Λ|B(r)= idB(r) and Λ ◦Υ|H(r)= idH(r). 
Theorem 5.13. Fix c as in Assumption 5.5 and let H(r) be as in (5.4). For each λ ∈ H(r), let m(λ) = λ1,
l(λ) = λ′1−1 and , for every irreducible CW -module σ, let L(λ
♮σ ) be an irreducible lowest weight g-module
with lowest weight λ♮σ = λm(λ),l(λ),σ, defined by (5.2). Then, the space Kc(τ) decomposes as a direct sum
Kc(τ) =
⊕
λ∈H(r)
⊕
σ∈Ŵ
dim(M
l(λ)
m(λ)(σ))L(λ
♮σ ).
Moreover, in the terms of Definition 3.11, we have L((0)♮σ) = L0(λ0,0,σ), L((1
r)♮σ) = L1(λ1,r−1,σ) and
L(λ♮σ ) = V(λ♮σ ), otherwise.
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Proof. The decomposition itself is a rewriting of Corollary 5.8. As for the second part of the statement,
we start by noting that evidently, E+1 ∈ g acts injectively on Kc(τ). Moreover, we claim that the E
+
2 -
homology of Kc(τ) is concentrated in bidegree (0, 0), whereas the E
+
3 -homology is in degree (0, r). Indeed,
for each n ∈ Z, consider the diagonal complexes
K(n) :=
⊕
m+l=n
K lm and K
′(n) :=
⊕
m−l=n
K lm,
whose σ-isotypic components we denote by K(n, σ) and K ′(n, σ), respectively. We note that
K =
⊕
0≤n,σ∈Ŵ
K(n, σ) =
⊕
−r≤n,σ∈Ŵ
K ′(n, σ).
Similar to the discussion for (A(n, σ), E+2 ) done in Proposition 5.9, we have that (K(n, σ), E
+
2 ) and
(K ′(n, σ), E+3 ) are chain complexes. For n > 0, the complexes (K(n, σ), E
+
2 ) are exact, since {E
+
2 , E
−
2 } =
H + Z acts by the nonzero scalar n − (Nc(τ) − Nc(σ)) on K(n, σ) and H(K,E
+
2 ) = K
0
0
∼= V (τ). Sim-
ilarly, since {E+3 , E
−
3 } = H − Z acts by the scalar r + n − (Nc(τ) + Nc(σ)) on K
′(n, σ), we conclude
that (K ′(n, σ), E+3 ) is exact for n > −r and H(K,E
+
3 ) = K
r
0
∼= V (sgn⊗τ). The result now follows from
Proposition 3.10. 
Remark 5.14. When c = 0 and τ = triv, the decomposition described above reduces to the (1|1)-case in
[CW, Theorem 5.39]. There, the spaces Mlm become a lowest weight module for the orthogonal group.
Example 5.15. The assumptions on c are rather important. Consider the case in which dim h = 1 and
W = S2 is the cyclic group of order 2 and let τ = triv. Fix x ∈ h
∗ and y ∈ h with 〈x, y〉 = 1 and let
α := x ∈ h∗, α∨ := 2y ∈ h. In this case, we have that
Kc(triv) = (C[x]⊗ C+)⊕ (C[x]⊗ C−),
where C± are the trivial and the sign representations of S2. We will write C+ = C1 and C− = Cx. It
is not hard to show that the only vectors annihilated by E−1 , E
−
2 and E
−
3 in this case are v+ := 1⊗ 1 and
v− := x⊗ 1. Whenever c is as in the as in Assumption 5.5, we get, from Theorem 5.13 and from the fact
that CS2 is the centraliser of g = spo(2|2,C), an (S2, g) decomposition
Kc(triv) = (C+ ⊠ L+)⊕ (C− ⊠ L−). (5.5)
Here, L± are lowest weight spo(2|2,C)-representation generated by v± and of lowest weight λ± that satisfy
(λ+(H), λ+(Z)) = (
1
2 − c,−
1
2 + c) and (λ−(H), λ−(Z)) = (
3
2 − c,−
1
2 − c).
Moreover, in terms of Grassmann algebra modules (see Section 3.2 and Definition 3.11), we have that
L+ ∼= L(+∞, 0) and L− ∼= L(+∞, 1). Now, note also that
E+2 (v−) = E
+
2 (x⊗ 1) = (1 − 2c)(1⊗ x).
When c = 12 , which is outside the allowed set from Assumption 5.5, the module L− is also isomorphic to
L(+∞, 0) as a Grassmann algebra module and the vector 1 ⊗ x will not be present the right-hand side of
(5.5); in this case, Kc(triv) does not admit a decomposition as a direct sum of lowest weight modules for
spo(2|2,C).
Given λ ∈ H(r), or equivalently, a bidegree (m, l) ∈ B(r), it is not a priori clear if Mlm 6= 0. However,
in [CW, Section 5.3.5], Cheng and Wang exhibited precise nonzero vectors in Mlm when τ = triv and
c = 0, for all (m, l) ∈ B(r). Using them, it is easy to conclude thatMlm 6= 0 for c = 0 and any τ ∈ Ŵ . We
can, on the other hand, compare the spaces of lowest weight vectors at the parameter c with the ones at
0 ∈ C . From Assumption 5.5, following [DO, Theorem 2.9], there is a unique W -equivariant linear map
ϑ : Kc(τ)→ Kc(τ) satisfying
(0) ϑ(K lm) ⊆ K
l
m for all m and l,
(1) ϑ is the identity on K00
∼= V (τ),
(2) ϑ(p⊗ ω) = (ϑp)⊗ ω, for all ω ∈ S and
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(3) E+2 ϑ = ϑE
+
2 (0), where E
+
2 (0) acts on K(τ) as the operator
E+2 (0) =
∑
j
∂yj ⊗ 1⊗ µxj : C[h]⊗ V (τ)⊗ S→ C[h]⊗ V (τ) ⊗ S.
Proposition 5.16. The complexes A0(τ, n, σ) and Ac(τ, n, σ) are isomorphic, for all n ∈ Z≥0 and σ ∈ Ŵ .
In particular, M0(τ) ∼=Mc(τ).
Proof. Let E−1 (0) and E
−
3 (0) denote the endomorphisms of Kc(τ) in which the action of y ∈ h is by means
of directional derivatives in the Weyl algebra instead of their Dunkl version. Note that the intertwiner map
ϑ also satisfies Ty(ϑp) = ϑ(∂yp), for all p ∈ C[h] [DO, Corollary 2.13] so it follows that E
−
1 ϑ = ϑE
−
1 (0).
Moreover, from property (2) of ϑ, we see that ϑ does not act on the spinor part. If ⋆ denotes the Hodge
star operator on S, it is straightforward to check that E−3 = (−1)
p ⋆−1E+2 ⋆ on S
p, from which we conclude
that E−3 ϑ = ϑE
−
3 (0), and hence A0(τ, n, σ)
∼= Ac(τ, n, σ), for all n. 
6. The centraliser algebra of s = sl(2,C) in Hc
6.1. The centraliser algebra of sl(2,C). Since the algebra s spanned by H,E±1 is isomorphic to sl(2,C)
and is contained in g, we start by studying the centraliser of s inside Hc = Hc ⊗ 1 ⊆ Hc ⊗ C. Recall that
we have fixed an orthonormal basis {yi} of h and a dual basis {xj} of h
∗. Define the elements
Xij := xiyj − xjyi ∈ Hc, (6.1)
for 1 ≤ i < j ≤ r. We may extend this definition to arbitrary i, j, by setting Xji = −Xij . Denote by a the
C-linear span of all the elements Xij with 1 ≤ i < j ≤ r = dim h.
Lemma 6.1. The elements of a = span{Xij | 1 ≤ i < j ≤ r} commute with s = sl(2,C).
Proof. From [H,x] = x and [H, y] = −y for all x ∈ h∗ and y ∈ h, it follows that each Xij commutes with
H . Further, let p :=
∑
u x
2
u and q :=
∑
u y
2
u. From Lemma 4.9, we have
[p,Xij ] = ([p, xiyj ]− [p, xjyi])
= (−2xixj + 2xjxi) = 0
and similarly [q,Xij ] = 0, finishing the proof. 
Remark 6.2. In the c = 0 case, it is straightforward to check that a is a Lie algebra isomorphic to the
orthogonal Lie algebra so(r,C) = so(h). For general c, we only have a linear isomorphism between a and
so(h), see Proposition 6.9 for the commutations relatations in a.
Definition 6.3. Define U = Uc as the associative subalgebra of Hc generated by CW and a.
Recall that when c = 0 the rational Cherednik algebra becomes the smash product W#W , where W
denote the Weyl algebra acting on C[h]. This algebra comes equipped with a natural filtration in which the
elements of h⊕ h∗ have degree one and the associated graded algebra W is isomorphic to C[h]⊗C[h∗]. In
Section 8, we show that the analogous subalgebras s, a ⊆ W are such that A(a), the associative subalgebra
generated by a, is the centralizer of s in W . Assuming this, we shall describe how the result in the Dunkl-
Cherednik case can be obtained from the classical one. Let t be an indeterminate. Define the generic Weyl
algebra W [t] to be the unital associative algebra over C[t] generated by x ∈ h∗ and y ∈ h subject to the
relations [t, x] = 0 = [t, y] = [x, x′] = [y, y′] and
[y, x] = t〈x, y〉,
for all x, x′ ∈ h∗ and y, y′ ∈ h. Then, the set {tnxαyβ | n ∈ N, α, β ∈ Nr} is a C-linear basis for W [t].
Here, xα and yβ is the usual multi-index notation. Define the degree d ∈ N space W [t]d to be the linear
span of the monomials {tnxαyβ | 2n+ |α|+|β|= d}. It is straight-forward to check that the generic Weyl
algebra W [t] = ⊕d∈NW [t]d is a graded C-algebra. We note that the specialization W(1) =W [t]⊗C[t] C1,
in which C1 is the C[t]-module in which t acts as 1, is naturally isomorphic to W .
The subspaces s and a of Hc defined above have analogues in W and W [t] that we shall denote in the
same way. Note that the Lie subalgebra s, when seen as s ⊆ W [t]2 is a no longer a Lie algebra because of
the gradings involved. But we are still interested in determining the centralizer of s in W [t]. Let A(a)[t]
denote the associative subalgebra of W [t] generated by a ⊆ W [t]2.
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Proposition 6.4. The subalgebra A(a)[t] is the centralizer algebra of s in W [t]. As a C-vector space, we
have
A(a)[t] =
⊕
n∈N
tnA(a).
Proof. The description of A(a)[t] as C-vector space is rather clear. Let [·, ·]W denote the commutator in
W and [·, ·] is the commutator in W [t]. If v ∈ h∗ ⊕ h and q ∈ W , it is straight-forward to check that
[v, q] = t[v, q]W , from which [v1v2, q] = t[v1v2, q]W , for all v1, v2 ∈ h
∗ ⊕ h, because of the Leibniz rule. It
follows that, for all X ∈ s and q ∈ W , we have [X, q] = t[X, q]W . Thus, if q ∈ W and p = t
nq is such
that [X, p] = 0 for all X ∈ s, it follows from Proposition 8.12 in Section 8, that q ∈ A(a). Next, for each
n, d ∈ N let qn ∈ W be a homogenous element of degree d, that is, a lift of an element of degree d in W to
W . Given p =
∑
tnqn ∈ W [t] with qn as above, if p commutes with s it follows that each t
nqn ∈ W [t]2n+d
commutes with s, since they all lie in different pieces of the graded algebraW [t] and thus qn ∈ A(a). Since
a general p ∈ W [t] can be expressed as finite sum of element tnqn with qn ∈ W homogeneous, we are
done. 
Theorem 6.5. The algebra U is the centraliser of s = sl(2,C) inside Hc.
Proof. We know that U ⊆ CentHc(s). To prove the other inclusion, let t be an indeterminate that commutes
with h∗ ⊕ h and CW . Consider the generic algebra Hc[t] defined over C[t] with relations similar to (2.1),
but with
[y, x] = t〈x, y〉 −
∑
α>0
cα〈α, y〉〈x, α
∨〉sα, (6.2)
for y ∈ h and x ∈ h∗. Using (6.2), it is not hard to show (see for example[CDM], Propositions 2.5 and 2.6)
that if p ∈ C[h] and q ∈ C[h∗], then
[y, p] = t∂y(p)−
∑
α>0 cα〈α, y〉∆α(p)sα
[q, x] = t∂x(q)−
∑
α>0 cα〈x, α
∨〉∆α∨(q)sα, .
(6.3)
where ∆α is the operator α
−1(1− sα) acting on C[h] and ∆α∨ is similarly defined and acts on C[h
∗].
Note that as a C-vector space, we have Hc[t] = C[t]⊗C[h]⊗C[h
∗]⊗CW . Consider the filtration of Hc[t]
in which t is in degree 2, h∗⊕h is in degree 1 and CW is in degree 0. Then the associated graded C-algebra,
Gr(Hc[t]), is isomorphic to W [t]#W . If we let U [t] denote the associative subalgebra of Hc[t] generated
by a and CW and endow U [t] with the filtation of Hc[t] described above, then Gr(U [t]) ∼= A(a)[t]#W .
Further, from (6.3), if p ∈ C[h]⊗ C[h∗] ⊆ Hc[t] and X ∈ s, then
[X, p]Hc[t] ≡ [X, p]W[t], (6.4)
modulo lower filtration degree. Thus, it follows from (6.4), Proposition 6.4 and Gr(U [t]) ∼= A(a)[t]#W ,
that CentHc[t](s) ⊆ U [t]. Specializing to t = 1 gives the desired result. 
For each 0 ≤ l ≤ r = dim h, the subspaceKc(τ)
l = ⊕m≥0K
l
m is an Hc-module isomorphic toMc(τ⊗∧
lh).
The (W, s) decomposition these modules were essentially studied in [BSO]. Since the algebra s is ∗-
invariant, then so is its centraliser U . We have:
Proposition 6.6. For each m, l ∈ Z≥0 the space H
l
m is a ∗-unitary U-module. Moreover, when l = 0, as
an (U , s)-module we have
Kc(τ)
0 =
⊕
m∈Z≥0
Hc(τ)
0
m ⊠ Lsl(2)(m+ r/2 −Nc(τ)), (6.5)
where Lsl(2)(µ) denotes the irreducible lowest weight sl(2)-module with lowest weight µ ∈ C.
Proof. Since U is the centraliser of s = sl(2,C), each Hlm is a U-module, and the unitarity is because Kc(τ)
is a unitary Hc⊗C-module. The decomposition follows from Theorem 5.13; note that when l = 0, we have
that E−2 and E
−
3 acts as zero on K
l
m, from which M
0
m = H
0
m. 
We now compute the commutators of the elements Xij .
Proposition 6.7. In Hc, we have the following relations:
(1) X ∗ij = −Xij;
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(2)
[Xij ,Xkl] = Xil[yj , xk]−Xkj [yl, xi]−Xjl[yi, xk] + Xki[yl, xj ]
= [yj , xk]Xil − [yl, xi]Xkj − [yi, xk]Xjl + [yl, xj ]Xki.
(6.6)
Remark 6.8. Notice that the “structure constants” of the X ’s in the commutation relation (6.6) are
elements of CW . When c = 0, (6.6) becomes the commutation relation in the Lie algebra so(h):
[Xij ,Xkl]0 = δjkXil − δliXkj − δikXjl + δljXki.
Proof. Claim (1) is immediate from the definition. For (2), notice that the second equality follows from
the first, by applying ∗. The first equality is proved by a direct computation, which we sketch next. We
first consider
[xiyj , xkyl] = xi[yj, xk]yl − xk[yl, xi]yj
= δjkxiyl − δlixkyj −
∑
α>0
cα〈α, yj〉〈xk, α
∨〉xisα(yl)sα +
∑
α>0
cα〈α, yl〉〈xi, α
∨〉xksα(yj)sα
= xiyl[yj , xk]− xkyj[yl, xi] +
∑
α>0
cα (〈α, yj〉〈xk, α
∨〉〈α, yl〉xi − 〈α, yl〉〈xi, α
∨〉〈α, yj〉xk)α
∨sα,
and there are three other similar commutators that enter in the calculation of [Xij ,Xkl]. We may organise
them by writing:
[Xij ,Xkl] = RHS −
∑
α>0
cαRαα
∨sα,
where RHS is the right hand side of the desired formula (6.6) and
Rα = 〈α, yj〉〈α, yl〉〈xk, α
∨〉xi − 〈α, yl〉〈α, yj〉〈xi, α
∨〉xk + 〈α, yi〉〈α, yk〉〈xl, α
∨〉xj − 〈α, yk〉〈α, yi〉〈xj , α
∨〉xl
− 〈α, yi〉〈α, yl〉〈xk, α
∨〉xj + 〈α, yl〉〈α, yi〉〈xj , α
∨〉xk − 〈α, yj〉〈α, yk〉〈xl, α
∨〉xi + 〈α, yk〉〈α, yj〉〈xi, α
∨〉xl
The coefficient of xi in Rα is 〈α, yj〉(〈α, yl〉〈xk, α
∨〉 − 〈α, yk〉〈xl, α
∨〉) = 0, since {xi} and {yi} are dual
orthonormal bases. The same holds for xj , xk, xl, hence Rα = 0. 
The relations in (6.6) can be written in a coordinate-free form. Consider T : h → h∗, the linear
isomorphism that sends yi 7→ y
T
i = xi, for all i. We thus have an identification a = span{Xij}
∼= ∧2h∗,
under which, we have that Xij corresponds to xi ∧ xj . We shall still denote by 〈·, ·〉 the bilinear pairing
h∗ × h∗ → C and extend it to a non-degenerate bilinear pairing ∧ph∗ × ∧ph∗ → C, for all p, via the
determinant: for all ψi, uj ∈ h
∗, let
〈ψ1 ∧ · · · ∧ ψp, u1 ∧ · · · ∧ up〉 = det(〈ψi, uj〉).
If X ,Y ∈ a and u, ψ ∈ h∗, define the contractions X x u ∈ h∗ and ψ y Y ∈ h∗ by requiring for all v, φ ∈ h∗
〈X x u, v〉 = 〈X , u ∧ v〉 and 〈φ, ψ y Y〉 = 〈φ ∧ ψ,Y〉.
We note that x y Y = −Y x x for all x ∈ h∗ and Y ∈ a. Note also that a is not closed under the bracket
of Hc, unless c = 0. Let [·, ·]0 : a× a→ a be the Lie bracket on a ∼= so(h). For each α ∈ R ⊆ h
∗ define the
skew-bilinear map κα : a× a→ a via
κα(X ,Y) = (X x α
∨) ∧ (α y Y). (6.7)
Since this expression is quadratic, we have κα = κ−α.
Proposition 6.9. For any X ,Y ∈ a ⊆ Hc, we have
[X ,Y] = [X ,Y]0 −
∑
α>0
cακα(X ,Y)sα. (6.8)
Proof. By bilinearity, it suffices show that the right-hand side agrees with (6.6), when we substitute X
and Y by Xij and Xkl, respectively. For a fixed α > 0, one computes, for all u ∈ h
∗, that
〈Xij x α
∨, u〉 = 〈Xij , α
∨ ∧ u〉 = 〈xi, α
∨〉〈xj , u〉 − 〈xj , α
∨〉〈xi, u〉,
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from which Xij x α
∨ = 〈xi, α
∨〉xj − 〈xj , α
∨〉xi. Similarly, α y Xkl = 〈α, xl〉xk − 〈α, xk〉xl. Then,
(Xij x α
∨) ∧ (α y Xkl) =
〈α, xj〉〈xk, α
∨〉Xil − 〈α, xl〉〈xi, α
∨〉Xkj − 〈α, xi〉〈xk, α
∨〉Xjl + 〈α, xl〉〈xj , α
∨〉Xki. (6.9)
It follows from (6.9) that (6.6) can be written as
[Xij ,Xkl] = [Xij ,Xkl]0 −
∑
α>0
cακα(Xij ,Xkl)sα,
and we are done. 
6.2. Relation with Drinfeld orbifold algebras. It is natural to ask if the algebra U of the previous subsection
can be seen as a Drinfeld orbifold algebra, a notion introduced in [SW], which we recall next. Suppose
that G is a finite group acting linearly on a finite-dimensional C-vector space V and that κ : V × V →
CG⊕ (V ⊗CG) is a skew-bilinear parameter function. If T is a subset of T(V )#G, we shall denote by (T )
the ideal generated by T . Then, the algebra
Hκ := T(V )#G/({uv − vu− κ(u, v) | u, v ∈ V }) (6.10)
is said to be a Drinfeld orbifold algebra if satisfies the PBW property. Building over the work Braverman
and Gaitsgory [BG], Shepler and Witherspoon gave a precise criterion for when Hκ possesses the PBW
property. To state these conditions, write κ =
∑
g κgg and for g ∈ G, put κg = κ
L
g + κ
C
g where κ
C
g :
V × V → C and κLg : V × V → V . The group G acts naturally on any function ϕ on V × V taking values
on a CG-module by (gϕ)(u, v) = g(ϕ(g−1(u), g−1(v))). In particular, it acts on κ via
(gκ)(u, v) =
∑
h
g(κh(g
−1(u), g−1(v)))ghg−1,
for all u, v ∈ V .
Theorem 6.10 ([SW], Theorem 3.1). The algebra Hκ is a Drinfeld orbifold algebra if and only if the fol-
lowing conditions hold, for all g ∈ G and v1, v2, v3 ∈ V , where Alt3 denotes the group of cyclic permutations
of order 3:
(i) The parameter function κ is G-invariant.
(ii)
∑
σ∈Alt3
κLg (vσ(2), vσ(3))(vσ(1) − g(vσ(1))) = 0 in S(V ).
(iii)
∑
σ∈Alt3
∑
h∈G κ
L
gh−1(vσ(1)+h(vσ(1)), κ
L
h (vσ(2), vσ(3))) = 2
∑
σ∈Alt3
κCg (vσ(2), vσ(3))(g(vσ(1))−vσ(1)).
(iv)
∑
σ∈Alt3
∑
h∈G κ
C
gh−1(vσ(1) + h(vσ(1)), κ
L
h (vσ(2), vσ(3))) = 0.
In our context, we have V = a = ∧2h∗ and G = W . The linear parts κLg are only non-zero for the
identity and the reflections of W and we can write
κ = κ1 −
∑
α>0
cακαsα : a ∧ a→ a⊗ CW, (6.11)
where κ1 = [·, ·]0 : a ∧ a → a is the Lie bracket on a at c = 0 and κα is as in (6.7). In order to discuss if
the properties of Theorem 6.10 are satisfied, we shall need the following identities:
Lemma 6.11. Let u, v, x ∈ h∗, g ∈ GL(h∗), α ∈ R+ and X ∈ a. Then:
(1) g(X x x) = g(X ) x g(x).
(2) (u ∧ v) x x = 〈u, x〉v − 〈v, x〉u.
(3) sα(X ) = X − α ∧ (X x α
∨).
(4) [u ∧ v,X ]0 = u ∧ (X x v)− v ∧ (X x u).
Proof. The first two are immediate from the definitions. For (iii), it suffices to prove for X = u ∧ v and
sα(u ∧ v) = (u− 〈u, α
∨〉α) ∧ (v − 〈v, α∨〉α) = u ∧ v − α ∧ ((u ∧ v) x α∨),
using (2). For (4), it suffices to consider the case where u, v,X is replaced by xi, xj , xk ∧ xl. But, using
(1) we have
xi ∧ ((xk ∧ xl) x xj)− xj ∧ ((xk ∧ xl) x xl) = δkjxi ∧ xl − δljxi ∧ xk − δkixj ∧ xl + δlixj ∧ xk
which coincides with the usual bracket in a at c = 0 (see Remark 6.8). 
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Proposition 6.12. The parameter function κ of (6.11) satisfies (i), (iii) and (iv) of Theorem 6.10.
Proof. Our parameter κ has no constant term so κCw = 0 for w ∈ W . In particular, it automatically
satisfies condition (iv) of Theorem 6.10. As for the proof of (i), certainly κ1 is W -invariant, since the Lie
bracket is equivariant. Now let sβ be a simple reflection. From the definitions and Lemma 6.11(1) , we
have sβ(κα(sβX , sβY)) = (X x sβ(α
∨)) ∧ (sβ(α) y Y). Thus,
sβκβ = κβ and
sβκα = κsβ(α) permutes the
remaining roots positive roots.
We are left to prove (iii). There are two cases to consider: (a) when g = 1 and (b) when g = sα is a
reflection. For (a), the condition is rephrased as∑
σ∈Alt3
[2Xσ(1), [Xσ(2),Xσ(3)]0]0 −
∑
α>0
c2ακα(Xσ(1) + sα(Xσ(1)), κα(Xσ(2),Xσ(3))) = 0, (6.12)
for all X1,X2,X3 ∈ a. The first summand is zero because of the Jacobi identity on a at c = 0. For the
other factors, we claim that, for all α, we have κα(sα(X1), κα(X2,X3)) = κα(X1, κα(X2,X3)) = 0. For this
claim, first note that, using Lemma 6.11(3), we have sα(κα(X ,Y)) = κα(X ,Y)− α ∧ (κα(X ,Y) x α
∨), for
all X ,Y ∈ a. But using Lemma 6.11(1) and the definition of κα we have
κα(X ,Y) x α
∨ = 〈X x α∨, α∨〉(α y Y)− 〈α∨, α y Y〉(X x α∨) = 0, (6.13)
as α∨ ∧ α∨ = 0 = α∨ ∧ α, from which sα(κα(X ,Y)) = κα(X ,Y). Using that
sακα = κα, as seen in the
proof of part (i), we get κα(sα(X1), κα(X2,X3)) = κα(X1, κα(X2,X3)). But
κα(X1, κα(X2,X3)) = (X1 x α
∨) ∧ (α y κα(X2,X3)) = (κα(X2,X3) x α
∨) ∧ (X1 x α) = 0,
from (6.13). This finishes the proof of the identity in (6.12).
Now let us consider the case (b) when g = sα. Here, the condition (iii) of Theorem 6.10 is rephrased
as, for each α ∈ R+∑
σ∈Alt3
2κα(Xσ(1), [Xσ(2),Xσ(3)]0]) + [Xσ(1) + sα(Xσ(1)), κα(Xσ(2),Xσ(3))]0 = 0. (6.14)
For this identity, first note that, for all u1, u2, u3 ∈ h
∗, we have∑
σ∈Alt3
(uσ(1) ∧ uσ(2)) x uσ(3) = 0. (6.15)
This is straightforward using Lemma 6.11(2). We now claim that∑
σ∈Alt3
[α ∧ (Xσ(1) x α
∨), κα(Xσ(2), Xσ(3))]0 = 0. (6.16)
Indeed, write ξj := Xj x α ∈ h
∗, with j = 1, 2, 3. Then, we compute, using Lemma 6.11(4)
[α∨ ∧ ξ1, κα(X2,X3)]0 = α
∨ ∧ (κα(X2,X3) x ξ1)− ξ1 ∧ (κα(X2,X3) x α
∨)
= (2/〈α, α〉)α∨ ∧ ((ξ2 ∧ ξ3) x ξ1),
where we used (6.13). When we sum over Alt3, we get zero, from (6.15). Now using Lemma 6.11(3) and
(6.16), it follows that (6.14) is equivalent to∑
σ∈Alt3
κα(Xσ(1), [Xσ(2),Xσ(3)]0) + [Xσ(1), κα(Xσ(2),Xσ(3))]0 = 0. (6.17)
After a rather long computation (which we skip), it can be verified that the left-hand side of (6.17) paired
with φ ∧ ψ for φ, ψ ∈ h∗ is always zero, which implies the claim. 
Remark 6.13. It turns out that, in general, the parameter κ does not satisfy the condition (ii) of Theorem
6.10, and therefore Hκ is not a Drinfeld algebra, as can be viewed from the following observation. First,
the above-mentioned condition is equivalent to∑
σ∈Alt3
κα(Xσ(2),Xσ(3))(Xσ(1) − sα(Xσ(1))) = 0, (6.18)
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in S(a), for all α ∈ R+ and Xj ∈ a. But, fix α ∈ R+ and let x1, x2, x3 ∈ h
∗ be such that 〈xj , α〉 = 0.
Then, the left-hand side of (6.18) reads as
4〈α, α〉
∑
σ∈Alt3
(xσ(3) ∧ xσ(2))(xσ(1) ∧ α),
which is, in general, not zero in S(∧2h∗). Hence the natural surjection
Hκ ։ U
is not an isomorphism. It may be interesting to investigate the class of algebras satisfying only items (i),
(iii) and (iv) of Theorem 6.10, or to find a natural class of algebras for which Uc is an example.
7. The centraliser algebra of g = spo(2|2) in Hc ⊗ C
Let R = Rc denote the (super)centraliser of g inside Hc ⊗C. From the W -invariance of the elements in
g, it is clear that ρ(CW ) ⊆ R. The spaces Mlm(σ) of lowest vectors for g are R-modules. In this section,
we investigate the algebra R.
7.1. The centraliser algebra of g. Denote by
ZW = the centre of CW.
From the previous subsection, we know the centraliser of the sl(2) in Hc is U . Define the Dirac element
D = E+2 + E
−
2 ∈ g. (7.1)
Lemma 7.1. R = ZU⊗C(D).
Proof. Clearly R ⊆ ZU⊗C(D). For the converse, it is sufficient to check that H,E
+
1 , E
−
1 and D generate
g. Using the relations in g, we have E±2 =
1
2 (D ∓ [H,D]), E
+
2 and E
−
2 are obtained. Next since D
2 =
{E+2 , E
−
2 } = H + Z, Z is generated. Finally, E
±
3 = −[E
±
1 , E
±
2 ], so all of g is generated. 
Lemma 7.2. Assume that the parameter c is such that Nc(τ) − Nc(σ) /∈ Z, for all τ 6= σ ∈ Ŵ (in
particular, this is the case when c is as in Assumption 5.5). Then:
(i) An element h ∈ Hc ⊗ C commutes with Z = Z0 + Ωc if and only if [Z0, h] = 0 = [Ωc, h]. In
particular, R = ZU⊗C0(D).
(ii) [Ωc, h] = 0 if and only if h commutes with ρ(ZW ). Therefore,
R ⊂ ZU⊗C0(ρ(ZW )) =
⊕
σ∈Ŵ
eσ(U ⊗ C0)eσ,
where {eσ : σ ∈ Ŵ} is the system of orthogonal idempotents in ZW .
Proof. Suppose h ∈ Hc ⊗ C commutes with Z. Since ad(Z) preserves each subspace Hc ⊗ Cn, we may
assume without loss of generality that h ∈ Hc ⊗ Cn. Recall that ad(Z0) acts by n · Id on Hc ⊗ Cn, hence
we wish to prove that n = 0. By the assumptions, we have [Ωc, h] = −nh. Consider the action of h on
the Hc⊗C-module Kc(triv). If f is an element of Kc(triv) which lies in the isotypic component of σ ∈ Ŵ ,
and we denote f ′ = h · f , then we find that
Ωc · f
′ = (Nc(σ)− n)f
′.
Hence f ′ is an eigenvector for the action of Ωc, but then it should have an eigenvalue of Nc(τ) for some
τ ∈ Ŵ . From the hypothesis of the lemma, it follows that n = 0.
Moreover, this calculation shows that for every σ ∈ Ŵ , if f is in the σ-isotypic component of Kc(triv),
then so is f ′ = h · f . But this means that the action of h commutes with that of ρ(eσ), where eσ ∈ ZW is
the idempotent corresponding to σ. Since Kc(triv) is a faithful Hc ⊗ C-module, it follows that [h, eσ] = 0
in Hc ⊗ C. But since {eσ} is a basis of CW
W , the first inclusion follows. The rest is a general algebra
fact: if {ei} is a finite system of orthogonal idempotents in an associative unital algebra A, such that∑
ei = 1, then the commutator of {ei} in A is
⊕
i eiAei, as it can be seen easily from the decomposition
A =
⊕
i,j eiAej . 
Since g is closed under the anti-involution ∗, so is R.
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Proposition 7.3. In the notation of Theorem 5.13, for each λ ∈ H(r) and σ ∈ Ŵ , the isotypic space
M
l(λ)
m(λ)(σ) is a ∗-unitary R-module. Moreover, we have an (R, g)-decomposition
Kc(τ, σ) =
⊕
λ∈H(r)
M
l(λ)
m(λ)(σ)⊠ L(λ
♮σ ). (7.2)
Proof. The unitarity follows from the fact that Kc(τ) is a unitary Hc⊗C-module. Since R is the centraliser
of g, the (R, g)-module decomposition as in the statement follows from Theorem 5.13. 
We now proceed to determine R. For that, we use a variation of the idea of Dirac cohomology in the
setting of Cherednik algebras, as in [Ci]. Define
(Hc ⊗ C)0 =
⊕
n∈Z
(Hc)n ⊗ C−n,
to be subspace of elements of total degree 0. Here, just as for Hc, we give degree +1 to x and degree −1 to
y in C and denote by Cl the subspace of total degree l in C. Note that the defining relations in C preserve
the grading, which makes C a Z-graded algebra (not just filtered).
It is clear from the relations that (Hc ⊗ C)0 is the centraliser in Hc ⊗ C of H + Z0. Let (Hc ⊗ C)
ZW
0
denote the centraliser of ρ(ZW ) in (Hc ⊗ C)0. Define
d : (Hc ⊗ C)0 → (Hc ⊗ C)0, d(a) = Da− (−1)
|a|D,
dW : (Hc ⊗ C)
ZW
0 → (Hc ⊗ C)
ZW
0 , dW = d |(Hc⊗C)
ZW
0
,
(7.3)
where |a| is the parity of a, i.e., |a|= (n mod 2), if a ∈ Hc ⊗ Cn; in other words, d is the supercommutator
of D. It is immediate that
d2 = [D2,−] = [H + Z,−]
and therefore, d2W = 0 (while d
2 6= 0 because of the presence of Ωc).
Theorem 7.4 (cf. [Ci, Theorem 3.5]). kerdW = im dW ⊕ ρ(CW ).
Proof. The corresponding statement for d restricted to (Hc⊗C)
W
0 is proved in [Ci] and it is based on three
steps:
(1) A passage to the associated graded S(h+ h∗)#W ⊗ C (with respect to the PBW-filtration of Hc),
where the corresponding differential dW is identified with the differential in a certain W -deformed
Koszul complex;
(2) A proof that the deformed Koszul complex is exact except in degree 0 where the cohomology equals
CW ;
(3) An inductive step to go from the associated graded dW to dW ([Ci, §3.3]), where one needs to use,
in the language of this paper, that dW has total degree 0 in Hc ⊗ C, which allows one to lift the
appropriate elements from (S(h+ h∗)#W ⊗ C)0 to (Hc ⊗ C)0.
All the steps of the proof work just the same with ZW -invariants in place of W -invariants. Notice that
CWZW = CW , hence the absence of any invariants in the 0-cohomology of dW . 
Corollary 7.5. R = ρ(CW )⊕ (d(Hc ⊗ C))
ZW ∩ (U ⊗ C0)
ZW .
Proof. By Lemmas 7.1 and 7.2,R = Z(U⊗C0)ZW (D). But an element in (U⊗C0)
ZW which commutes withD
is the same as an element of ker dW ∩(U⊗C0)
ZW . This means that R = ker dW ∩(U⊗C0)
ZW , and the claim
now follows from Theorem 7.4, using that ρ(CW ) ⊂ (U ⊗C0)
ZW and that d((Hc⊗C)
ZW ) = (d(Hc ⊗C))
ZW
since d is W -invariant. 
The expressions Xij = xiyj − xjyi define elements in both in C and in Hc. Define
X∆ij = Xij ⊗ 1 + 1⊗ Xij ∈ Hc ⊗ C. (7.4)
Remark 7.6. As it is well known, see [CW] for example, when c = 0, the span of X∆ij defines a Lie algebra
a∆ isomorphic to so(r,C) inside W ⊗ C, the tensor product of the Weyl algebra and the Clifford algebra,
which centralises spo(2|2,C).
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For every i, j, define the elements
Fij =
1
2
d(xi ⊗ yj − xj ⊗ yi + yj ⊗ xi − yi ⊗ xj). (7.5)
Lemma 7.7. We have F∗ij = −Fij and
Fij = X
∆
ij −
1
2
∑
α>0
cαsα ⊗ (1− sα)(Xij).
In particular, Fij ∈ U ⊗ C0.
Proof. The first claim follows immediately from the definition of ∗. The formula follows from a direct and
easy calculation whose complete details we skip. For example, one verifies that d(xi ⊗ yj − xj ⊗ yi) =
X∆ij −
∑
α>0 cαsα ⊗ α(〈xi, α
∨〉yj − 〈xj , α
∨〉yi), and the second half of Fij follows by applying ∗. The final
claim is then clear from the definition of U . 
Motivated by Corollary 7.5 and Lemma 7.7, we make the following definition.
Definition 7.8. Let V = Vc be the subalgebra of Hc ⊗ C generated by the elements Fij and CW .
Remark 7.9. When c = 0 the algebra V is isomorphic to A(a∆)#W , where A(a∆) is the associative
subalgebra of W⊗C generated by a∆ ∼= so(r,C), the diagonal copy of so(r,C) in W⊗C. This algebra is the
centraliser algebra of spo(2|2,C) in W ⊗C. In Section 8, we provide a proof of this statement. In general,
V can be regarded as a deformation of the smash product A(a∆)#W .
It is clear from the discussion so far that,
VZWc ⊆ R. (7.6)
In order to argue about the reverse inclusion, let again t be an indeterminate and consider the generic
algebra Hc[t] defined over C[t] used in the proof of Theorem 6.5. With a similar computation to the one
in Lemma 7.7 but now in Hc[t]⊗ C, the element Fij defined in (7.5) satisfies
Fij = Xij ⊗ 1 + t⊗Xij −
1
2
∑
α>0
cαsα ⊗ (1− sα)(Xij) ∈ Hc[t]⊗ C. (7.7)
Consider the filtration of Hc[t] ⊗ C in which the elements of CW ⊗ C are in degree 0, the elements of
V = h∗ ⊕ h are in degree one, and the indeterminate t is in degree 2. The associated graded object
is Gr(Hc[t] ⊗ C) = (W [t]#W ) ⊗ C. We remark that the degree d-space is of (W [t]#W ) ⊗ C is linearly
isomorphic toW [t]d⊗CW ⊗C. Take the induced filtration on V [t], the subalgeabra of Hc[t]⊗C analogous
to V , and let Gr(V [t]) be the associated graded object. Let us write
Gij = Xij ⊗ 1 + t⊗Xij
and denote the linear span of {Gij | 1 ≤ i < j ≤ r} by a
∆[t] ⊆ W [t]2 ⊗ C.
Lemma 7.10. There is an algebra isomorphism Gr(V [t]) ∼= A(a∆[t])#W , where A(a∆[t]) is the associative
subalgebra of W [t]⊗ C ⊆ (W [t]#W )⊗ C generated by a∆[t].
Proof. From (7.7), we see that in Gr(V [t]), Fij ≡ Gij . On the other hand, in Hc ⊗ C, equation (6.8),
together with an easy (and known) calculation of the commutator of the elements Xij in C, imply that:
[Gij ,Gkl] = t[X
∆
ij ,X
∆
kl ]0 −
∑
α>0
cακa(Xij ,Xkl)sα ⊗ 1 ∈ Hc[t]⊗ C. (7.8)
Here, we denote by [X∆ij ,X
∆
kl ]0 the commutator in the Lie algebra a
∆ ∼= so(r,C)∆ inside W ⊗ C. But this
means that, in the associated graded algebra, [Gij ,Gkl] ≡ t[X
∆
ij ,X
∆
kl ]0 and this is enough to conclude the
claim of the lemma. 
Proposition 7.11. The subalgebra A(a∆[t]) is the centralizer algebra of g in W [t]⊗ C.
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Proof. Let u ∈ W and suppose that p = u ⊗ c ∈ W ⊗ C. Let [·, ·]W⊗C denote the commutator in W ⊗ C.
Then, note that
[D, p] = [D, u](1⊗ c) + (u⊗ 1)[D, c] = [D, u]W⊗C(t⊗ c) + (u ⊗ 1)[D, c]. (7.9)
Now let p =
∑
i ui ⊗ ci ∈ W [t] ⊗ C be an element that commutes with g. Then, we can assume that
ui ∈ A(a)[t], ci ∈ C0 and [D, p] = 0. We can decompose an element ui ∈ A(a)[t] as ui =
∑
tnqi,n with
qi,n homogeneous, for each i. Further, recall the filtration on C in which V = h
∗ ⊕ h has degree one. The
associated graded object satisfies Gr(C) = ∧(h∗⊕ h), so it can assume that p =
∑
i ui⊗ ci ∈ W [t]⊗C with
ui = t
nqi, n fixed and qi ∈ W , ci homogeneous. But using (7.9) we obtain
[D, p] = tn
(∑
i
[D, qi]W⊗C(t⊗ ci) + (qi ⊗ 1)[D, ci]
)
= 0,
so it suffices to prove the result for p =
∑
i ui ⊗ ci with ui ∈ W and ci ∈ C0 homogeneous. But, in this
situation, we claim that if all ci are of positive degree, then [D, p] = 0. Indeed, we can adapt the arguments
in the proof of Proposition 8.16 to conclude that. This works because the crucial part of that argument
uses the commutation of D (or rather of E+2 ) with the Clifford algebra part and that does not have any
factor of t involved. Granted this claim, if there are ci of degree zero, we can subtract a suitable element
of G∆ ∈ A(a∆[t]) so that p− G∆ is a linear combination of u′i ⊗ c
′
i with c
′
i all of positive degree. Since we
also have [D, p− G∆] = 0, the claim implies that p = G∆ ∈ A(a∆[t]). This finishes the proof. 
Theorem 7.12. Assume that the parameter c is such that Nc(τ) −Nc(σ) /∈ Z, for all τ 6= σ ∈ Ŵ . Then
the centraliser algebra of g in Hc ⊗ C is R = V
ZW .
Proof. We already know that VZW ⊆ R. We shall work on Hc[t] ⊗ C. From Corollary 7.5, adapted to
Hc[t]⊗C, we have that R[t] = ker dW ∩(U [t]⊗C0)
ZW . With respect to the filtration on Hc[t]⊗C considered
above, the decomposition of Corollary 7.5 becomes
Gr(R[t]) = CW ⊕ d¯(W [t]#W ⊗ C)ZW ∩ (Gr(U [t])⊗ C0)
ZW .
Here, d¯ is the corresponding differential in (W [t]#W )⊗ C and we noted in the proof of Theorem 6.5 that
Gr(U [t]) ∼= A(a)[t]#W . However, from Proposition 7.11 and the fact that g = spo(2|2,C) is generated by
D and sl(2,C), we see that in the associated graded object, we have
d¯(W [t]#W ⊗ C) ∩ (A(a)[t]#W ) ⊗ C0 = A(a
∆[t])#W.
Hence Gr(R[t]) = (A(a∆[t])#W )ZW . Then, comparing with Lemma 7.10, we get Gr(R[t]) ∼= Gr(V [t])ZW .
The claim in the theorem follows by specializing t = 1. 
Remark 7.13. Computations of the commutators [Fij ,Fkl] in V indicate that, unlike U , V is not a (non-
homogeneous) quadratic algebra over CW , or at least not with the generators Fij. However, one can easily
see that V ⊗ C is a quadratic algebra over CW ⊗ C.
7.2. Dual pairs. In this last section, we apply the theory of dual pairs in order to study some of the
multiplicities of the decompositions obtained thus far. Let A be an associative algebra and m be a Lie
subalgebra of A. We may regard A as a module of m via the adjoint action.
Lemma 7.14. Suppose that A is locally finite under the adjoint action of m and that m is a reductive Lie
algebra. Then A = Am ⊕ ad(m)(A).
Proof. Follows from the well-known result that, for any finite dimensional m representation (V, π) we have
V = V m ⊕ π(m)(V ). 
We remark that the proof of Lemma 7.14 does not hold for the pair (Hc ⊗ C, g) since finite dimensional
g = spo(2|2)-modules are not completely reducible in general.
Now let M be a simple A-module and η : A → EndC(M) the corresponding representation. The
following result is the analogue in our setting of [GW, Lemma 4.2.3] or [Ho, proof of Theorem 8, Lemma
1].
Lemma 7.15. Suppose X is an m-invariant subspace of M such that X is a finite sum of simple lowest
weight m-modules. Then the map Am → Homm(X,M), a 7→ η(a) |X is surjective.
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Proof. Suppose X =
∑n
i=1 L(λi), where L(λi) are simple lowest weight module of m. Let vi, 1 ≤ i ≤ n
denote the corresponding lowest weight vectors. Then every 0 6= φ ∈ Homm(X,M) is uniquely determined
by the images φ(vi), 1 ≤ i ≤ n. By Jacobson’s Density Theorem, there is a ∈ A such that φ(vi) = η(a)vi.
This means that the natural map A→ Homm(X,M) is surjective. Now, let B := η(A)|X⊆ HomC(X,M).
From what was just said, we have Homm(X,M) ⊆ B. Since B is quotient of A, it is also a locally finite
ad(m)-module, so just like in Lemma 7.14, we have B = Bm ⊕ ad(m)(B). It follows that Homm(X,M) ⊆
Bm. On the other hand, since the map A → B is an ad(m)-homomorphism, and from Lemma 7.14, we
have that Am → Bm is surjective, yielding claim. 
The next result is the analogue of [GW, Theorem 4.2.1].
Theorem 7.16. Suppose that M has a decomposition into m-isotypic components, M =
⊕
LE(L)L,
where L ranges over a set of (isomorphism classes of) simple lowest weight modules of m, and such that
the multiplicity spaces E(L) = Homm(L,M) are finite dimensional.
(i) Every E(L) is a simple Am-module.
(ii) If E(L) ∼= E(L′) then L = L′.
Proof. The proof is identical with the proof of [GW, Theorem 4.2.1] on page 196-197 of loc.cit., using
Lemma 7.15 in place of [GW, Lemma 4.2.3]. 
Corollary 7.17. The (U , s) decomposition in (6.5) is multiplicity-free.
Proof. The pair (Hc, s) satisfies the assumptions of Lemma 7.14, as the commutator with s = 〈H,E
+
1 , E
−
1 〉
preserves the filtration subspaces H
(n)
c defined by giving x and y degree 1 and CW degree 0, which are
finite-dimensional subspaces of Hc. 
8. On the centralizer algebras in the classical case
In this section, let W denote the Weyl algebra acting on the polynomial algebra C[h] and let C denote
the Clifford algebra of the pair (V,B) as considered in Section 2.2. For completeness, we provide arguments
to determine the subalgebras of W and of W ⊗ C that centralizes the non-deformed versions of sl(2,C)
and spo(2|2,C). We shall make use of the following two easy results. First, let A be a filtered, unital
associative C-algebra. Denote by A(t), t ∈ N, the pieces of the ascending filtration of A. Suppose further
that Γ, a are Lie (super)algebras contained in A(2) such that
(a) [Γ, a] = 0,
(b) if P ∈ A(2) commutes with Γ, then P ∈ a⊕ C.
Denote by A(a) the associative subalgebra of A that is generated by a. From (a), we have that A(a) ⊆
CentA(Γ). To determine whether A(a) = CentA(Γ), under these assumptions, consider:
Lemma 8.1. Let t ∈ Z≥2 and suppose that whenever P ∈ A
(t) commutes with Γ there exists U ∈ A(a)
such that
P ≡ U mod A(t−1). (8.1)
Then, P ∈ A(a). In particular, if (8.1) holds for all t ≥ 2, then A(a) = CentA(Γ).
Proof. Let U = U1. From (8.1), we get that P − U1 ∈ A
(t−1). Since P and U1 commutes with Γ, we find
U2 ∈ A(a) such that P −U1−U2 ∈ A
(t−2). Proceeding by induction, we find U1, . . . Ut−2 ∈ A(a) such that
P −
∑t−2
j=1 Uj ∈ A
(2) and commutes with Γ. By (b), this is in A(a). Since each Uj ∈ A(a), then so is P .
This finishes the proof. 
The next result is an observation, whose proof is clear.
Lemma 8.2. Let E be the quotient of a vector space U and σ : E → U a section of the quotient map
q : U → E. Given any finite set {e1, . . . , eN} such that {σ(e1), . . . , σ(eN )} is linearly independent in U ,
then
∑
i aiei = 0 in V implies a1 = · · · = aN = 0.
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8.1. The sl(2)-case. Let H,E±1 and Xij , for 1 ≤ i < j ≤ r, be the elements in W analogous to the ones
of Hc considered in section 6.1. Then we know that the Lie algebra s spanned by {H,E
±
1 } is isomorphic
to sl(2,C) and the Lie algebra a spanned by {Xij | 1 ≤ i < j ≤ r} is isomorphic to so(r,C). In this
section we will prove that the associative subalgebra A(a) of W generated by a is the centralizer algebra
of s = sl(2,C).
With respect to the natural filtration in which elements of V = h∗ ⊕ h have degree one, the associated
graded object W of the Weyl algebra is isomorphic to S(h∗) ⊗ S(h), where S(h∗) denotes the symmetric
algebra on h∗. If X ∈ Sm(h∗) ⊗ Sn(h), then [H,X ] = (m − n)X . Hence, the eigenvalues of ad(H) on
W are the integers n ∈ Z. Denote by Wn the n-eigenspace of ad(H). As a linear space, we thus have
W0 ∼= ⊕p∈NS
p(h∗)⊗ Sp(h).
Definition 8.3. Let Π ⊆ N2 be the set of all ordered pairs π = (i, j) with 1 ≤ i, j ≤ r. We order Π via
(i, j) ≤ (k, l) under the lexicographic ordering of N2. Let M˜p denote the set of all multisets of cardinality p,
that is, δ = {δ1, . . . , δp}, with δk ∈ Π and we allow an element of δ to have multiplicity. Let M˜ = ∪pM˜p.
Definition 8.4. We say that (i1, j1)≪ (i2, j2) if and only if i1 ≤ i2 and j1 ≤ j2. Given µ = {µ1, . . . , µp} ∈
M˜ , we say that µ is a double multi-index if µk ≪ µk+1, for all 1 ≤ k ≤ p. We let M ⊆ M˜ denote
the set of all double multi-indices and Mp be the subset of the ones of cardinality p. We shall write
µ = [µ1, . . . , µp] ∈ M to indicate that elements of µ are ordered with respect to the partial ordering ≪.
Definition 8.5. We order the set M˜ by declaring δ ≺ ǫ if |δ|< |ǫ| and if |δ|= |ǫ|, then δ  ǫ lexicographi-
cally according to the total ordering of Π. The subset M of double multi-indices is thus endowed with this
ordering.
We shall now relate the notion of double multi-indices with linear bases of W0. Note first that the
usual notion of multi-indices as vectors in Nr is equivalent to that of ordered multisets α = [i1, . . . , ip] with
1 ≤ ik ≤ ik+1 ≤ r for all k. We shall write xα = xi1 · · ·xip . Note that there is a bijective correspondence
between elements in Mp and pairs of multi-indices of cardinality p, given by
µ = [(i1, j1), . . . , (ip, jp)] 7→ ([i1, . . . , ip], [j1, . . . , jp]) = (α(µ), β(µ)). (8.2)
The inverse map will be denoted (α, β) 7→ µ(α, β), obtained by setting µk = (ik, jk), for all k.
Definition 8.6. For each (i, j) ∈ Π, let Mij := xiyj ∈ W0 and if µ ∈ Mp is a double multi-index put
Mµ = .Mµ1 · · ·Mµp ∈ W0. Define also
Bij :=
{
Mij , if i ≤ j
Xij =Mij −Mji, if i > j,
and let Bµ = Bµ1 · · · Bµp ∈ W0, whenever µ ∈ Mp.
Proposition 8.7. The set {Mµ | µ ∈ M } is a linear basis for the space W0.
Proof. From the PBW property for W , the set {xαyβ | α, β multi-indices with |α|= |β|} is a linear basis
ofW0. Using the bijective correspondence of (8.2), let µ = µ(α, β). Since in the associated graded we have
Mµ = xαyβ , we are done. 
Definition 8.8. Let Π = Π′ ∪ Π′′ where Π′ = {(i, j) | i > j} and Π′′ is the complement. We shall also
write Mp = M
′
p ∪M
′′
p where M
′
p = {µ ∈ Mp | µk ∈ Π
′ for all k} and M ′′p is the complement.
Proposition 8.9. The set {Bµ | µ ∈ M } is also a linear basis for the space W0.
Proof. Let µ ∈ M . We claim that, with respect to the ≺ ordering,
Bµ =Mµ +
∑
ν≺µ
sgn(ν)Mν , (8.3)
where the ν ≺ µ entering in the sum above are the ones obtained when we distribute the product over the
factors Xikjk =Mikjk −Mjkik , which translates to transposing a pair (ik, jk) to (jk, ik) and reordering to
get double multi-indices, if necessary. Granted the claim, it follows that for each fixed p, the linear span
of {Mµ | µ ∈ ∪q≤pMq} and {Bµ | ∪q≤pMq} inside W0 coincide. Moreover, the matrix of change of basis
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from {Mµ | µ ∈ ∪q≤pMq} to {Bµ | µ ∈ ∪q≤pMq} is triangular, because of (8.3). So the claim will finish
the proof.
As for the claim, suppose first that there is k with 1 < k < p = |µ| and µk = (ik, jk) is in Π
′ (i.e.,
satisfies ik > jk). Let µ¯k = (jk, ik) and assume that il ≤ jl if l ∈ {k − 1, k + 1}. Then,
ik−1 ≤ jk−1 ≤ jk < ik ≤ ik+1 ≤ jk+1. (8.4)
Hence, ν = [µ1, . . . , µk−1, µ¯k, µk1 , . . . , µp] is also in Mp (as (8.4) grants that µk−1 ≪ µ¯k ≪ µk+1) and
ν ≺ µ since µ¯k < µk in the lexicographic ordering. Assume next that µ contains a chain µk−1 ≪ µk ≪
· · · ≪ µk+q ≪ µk+q+1 satisfying q > 0 and µl ∈ Π
′ in the range k ≤ l ≤ k + q. For simplicity, assume
µs ∈ Π
′′ if s < k or s > k + q. We are seeking to show that we can write
Bµ =Mµ1 · · ·Mµk−1(Mµk −Mµ¯k) · · · (Mµk+q −Mµ¯k+q )Mµk+q+1 · · ·Mµp =Mµ +
∑
ν≺µ
sgn(ν)Mν .
So we need to consider the effect of the transpositions µ¯l in the product above. Note that for each l in
the range k ≤ l ≤ k + q we get jl < il+1 and jl−1 < il, but we can not guarantee that il−1 ≤ jl or that
il ≤ jl+1. Hence, the multi-set ν
′ = {µ1, . . . , µ¯l, . . . µp} may not be a double multi-index, since it may not
be the case that µl−1 ≪ µ¯l ≪ µl+1. If ν
′ ∈ M , the argument of the previous paragraph applies and we
will be done. So suppose that ν′ is not in M . We then need to reorder the chains
i1, . . . , il−1, jl, il+1, . . . , ip and j1, . . . , jl−1, il, jl+1 . . . , jp. (8.5)
When reordering the first chain, since il > jl, then jl ends up in position s with s ≤ l and s the largest index
such that is−1 ≤ jl < is. It follows that (jl, js) < (is, js) and hence ν
′ ≺ µ. The reordering of the second
chain will yield a double multi-index ν′′  ν′ ≺ µ, as required. Such a reorderings involves commutations
in the Weyl algebra, so we may get multi-indices of same cardinality as µ and also multi-indices of smaller
cardinality, which are necessarily smaller then µ in the ≺ ordering, as well. I
In the general case, a double multi-index may have several chains of pairs in Π′ and there may be more
than one transposition involved. In these cases, we can focus on the transposition of smallest index and
apply the arguments above, since M is lexicographically ordered. 
Example 8.10. To illustrate (8.3) in the argument of the previous proposition, consider the double multi-
index µ = [(1, 2), (4, 2), (4, 3), (4, 4)]. Then, Bµ = M12(M42 −M24)(M43 −M34)M44. Applying the
distribution yields
Bµ =Mµ −Mν′
1
−Mν′
2
+Mν3 .
Here, ν′1 = {(1, 2), (2, 4), (4, 3), (4, 4)}, ν
′
2 = {(1, 2), (4, 2), (3, 4), (4, 4)} and ν3 = [(1, 2), (2, 4), (3, 4), (4, 4)].
Note that ν′1 and ν
′
2 are not double multi-indices since, respectively, (2, 4) 6≪ (4, 3) and (4, 2) 6≪ (3, 4). So
we need to reorder these terms. But
Mν′
1
= (x1y2)(x2y4)(x4y3)(x4y4) = (x1y2)(x2y3)(x4y4)
2 + (x1y2)(x2y3)(x4y4)
and
Mν′
2
= (x1y2)(x4y2)(x3y4)(x4y4) = (x1y2)(x3y2)(x4y4)
2,
hence Bµ =Mµ − (Mν1 +Mσ1)−Mν2 +Mν3 with ν1 = [(1, 2), (2, 3), (4, 4)
2], σ1 = [(1, 2), (2, 3), (4, 4)],
ν2 = [(1, 2), (3, 2), (4, 4)
2] and ν3 as above. Moreover, νj ≺ µ for all j.
Lemma 8.11. The multiplication map m : Sq(h∗ ⊗ h) ⊗ S2(h) → Sq(h∗) ⊗ Sq+2(h) is surjective and
admits a section σ that maps a monomial xi1 · · ·xiq ⊗ yj1 · · · yjq+2 into Mµ1 · · ·Mµq ⊗ yjq+1yjq+2 , with
µk = (ik, jk).
Proof. For each (i, j) ∈ Π, we let M˜ij = xi⊗yj ∈ h
∗⊗h. Then, for each δ = {δ1, . . . , δq} ∈ M˜q we let M˜δ =
M˜δ1 · · · M˜δq ∈ S
q(h∗⊗h), so that the set {M˜δ⊗yiyj | δ ∈ M˜q, 1 ≤ i ≤ j ≤ r} is a basis S
q(h∗⊗h)⊗S2(h).
The multiplication map send each basis element to m(M˜δ ⊗ yiyj) = (xi1 · · ·xiq ⊗ yj1 · · · yjq )(yiyj), from
which the claims follow. 
Proposition 8.12. The associative subalgebra A(a) of W generated by a ∼= so(r,C) is the centralizer
algebra of s = sl(2,C).
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Proof. Let t ≥ 2 and P ∈ W(t). Suppose that P commutes with s ∼= sl(2,C). Since it commutes with H ,
we have P ∈ W0, so in particular t = 2s. Hence, we can write
P =
∑
µ∈Ms
bµBµ + ξ (8.6)
with ξ ∈ W(t−1). In order to check (8.1), we need to show that [E−1 , P ] = 0 implies P is congruent to an
element of A(a), modulo W(t−1). To that end, suppose that in the expression of P in (8.6) we only had
double multi-indices µ ∈ M ′′s . We shall show that, in this case, if [E
−
1 , P ] = 0 then P = 0. This will imply
the result. Now, since [E−1 ,Bµ] =
∑
k Bµ1 · · · [E
−
1 ,Bµk ] · · · Bµs , we obtain, modulo W
(t−1), that
[E−1 , P ] ≡
∑
µ
∑
k|µk∈Π′′
bµBµ1 · · · B̂µk · · · Bµsyikyjk .
Recall that the associated graded objectW is isomorphic to S(h∗⊕h) = ⊕p,q≥0S
p(h∗)⊗Sq(h). Further, we
have that the top-degree piece of [E−1 , P ] lives in the part of W that is isomorphic to S
s−1(h∗)⊗ Ss+1(h).
Note that the set {Bνyiyj | ν ∈ Ms−1, 1 ≤ i ≤ j ≤ r} is not linearly independent in S
s−1(h∗) ⊗ Ss+1(h),
due to commutation relations between Bν and yi, yj . However, {B˜δ ⊗ yiyj | δ ∈ M˜s−1, 1 ≤ i ≤ j ≤ r} is a
basis of Ss−1(h∗ ⊗ h)⊗ S2(h); the proof that {B˜δ | δ ∈ M˜s−1} is a basis of S
s−1(h∗ ⊗ h) is similar to the
one discussed in Proposition 8.7. Hence, using Lemmas 8.11 and 8.2, we conclude that if [E−1 , P ] = 0, then
bµ = 0 for all µ since, if we let σ denote the section of the multiplication map as in Lemma 8.11, then the set
{σ(Bµ1 · · · B̂µk · · · Bµsyikyjk) | µ ∈ Ms, k with µk ∈ Π
′′} is a subset of a linear basis of Ss−1(h∗⊗h)⊗S2(h)
and thus linearly independent. 
8.2. The spo(2|2)-case. We now let H,E±1 , E
±
2 , E
±
3 and X
∆
ij = Xij ⊗ 1 + 1⊗Xij , for 1 ≤ i < j ≤ r, be the
elements analogous to the ones defined in (4.3) and (7.4) for W ⊗ C. The Lie super algebra g spanned by
{H,E±1 , E
±
2 , E
±
3 } is isomorphic to spo(2|2,C) and the Lie algebra a
∆ spanned by {X∆ij | 1 ≤ i < j ≤ r}
is also isomorphic to so(r,C). We note that X∆ij is a diagonal copy of so(r,C) in W ⊗ C. In this section
we will prove that the associative subalgebra A(a∆) of W ⊗ C generated by a∆ is the centralizer algebra
of g ∼= spo(2|2,C).
First recall that with respect to the natural filtration in which elements of V = h∗ ⊕ h have degree one,
the associated graded object C of the Clifford algebra is isomorphic to ∧(h∗)⊗∧(h). Similarly to the Weyl
algebra, ad(Z) acts on ∧m(h∗)⊗∧n(h) as (m−n) times the identity, so we denote by Cn the n-eigenspace
of ad(Z). We thus have C0 ∼= ⊕
r
p=0 ∧
p (h∗) ⊗ ∧p(h). Further, let A = W ⊗ C and we endow it with the
filtration A(t) =
∑
p+q=tW
(p) ⊗ C(q), from which the associated graded object satisfies A =W ⊗ C.
For each (i, j) ∈ Π, let Mij = xiyj ∈ C0 and we define Mµ with µ ∈ M just as before. However, since
x2j = 0 = y
2
j , the elements Mµ with µ ∈ M may be zero in C.
Definition 8.13. Given (i, j), (k, l) ∈ Π, let us denote (i, j)≪ (k, l) if i < k and j < l. Let Rq ⊆ Mq be
the subset of all double multi-indices of cardinality q such that ρ ∈ Rq if and only if ρ1≪ ρ2 ≪ · · ·≪ ρq.
Let R = ∪rq=0Rq.
Proposition 8.14. The set {Mρ | ρ ∈ R} is a linear basis of C0.
Proof. Similar to Proposition 8.9. 
We note that because the elements Mij ∈ C0 are quadratic, they actually commute in C. Thus, the
linear span of Mρ, with ρ ∈ Rq is isomorphic to ∧
q(h∗) ⊗ ∧q(h) which is a quotient of Sq(h∗ ⊗ h), with
linear basis {M˜µ | µ ∈ M˜q}. Similar to the Weyl algebra case, we have natural sections in this setting as
well.
Lemma 8.15. The multiplication map
m : Sp(h∗ ⊗ h)⊗ (h⊗ h∗)⊗ Sq(h∗ ⊗ h)→ (Sp(h∗)⊗ Sp+1(h))⊗
(
∧q+1(h∗)⊗ ∧q(h)
)
is surjective and admits a section σ that maps
σ : xα ⊗ yβ ⊗ xξ ⊗ yζ 7→ M˜µ1 · · · M˜µp ⊗ (yjp+1 ⊗ xm0)⊗ M˜ν1 · · · M˜νq
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with α = [i1, . . . ip], β = [j1, . . . jp+1], ξ = [m0,m1, . . . ,mq], ζ = [n1, . . . , nq] and µk = (ik, jk), νk =
(mk, nk).
Proof. This proof is analogous to Lemma 8.11. 
Proposition 8.16. The associative subalgebra A(a∆) of A = W ⊗ C generated by a∆ is the centralizer
algebra of g ∼= spo(2|2,C).
Proof. Let t ≥ 2 and suppose that P ∈ A(t). Suppose that P commutes with g ∼= spo(2|2,C). Since P
commutes with the even subalgebra of g, it follows that P ∈ A(a) ⊗ C0, from which t = 2s is even. Put
q0 = s if s ≤ r or q0 = r if s > r. Thus, we can write P ≡ P0 + P1 + · · · + Pq0 modulo A
(2s−1) with
Pq ∈ W
2p
⊗ C
2q
and p + q = s. Further, we note that P0 =
∑
µ∈M ′s
cµXµ ⊗ 1. For each µ ∈ M
′
s, let
X∆µ = X
∆
µ1 · · · X
∆
µs so that the element X =
∑
µ cµX
∆
µ has the same W
2s
⊗ C
0
component as P . Thus,
P −X ≡ P ′1 + · · ·+ P
′
q0 commutes with g and only have components in W
2p
⊗ C
2q
with q > 0. We claim
that P ′q = 0, for all q > 0. This implies that P is congruent, modulo A
(t−1), to an element of A(a∆), so
the claim together with Lemma 8.1 yields the result.
For each q > 0, let p = s−q and write P ′q =
∑
ν,ρ cν,ρXν⊗Mρ, with the sum running over (ν, ρ) ∈ M
′
p×
Rq. Then, modulo A
(t−1), we have [E+2 , P
′
q] ≡ Lq+Rq with Lq ∈ W
2p−1
⊗C
2q+1
and Rq ∈ W
2p+1
⊗C
2q−1
.
Here, Lq is obtained from
∑
ν,ρ cν,ρ[E
+
2 ,Xµ](1⊗Mρ) and Rq from
∑
ν,ρ cν,ρ(Xµ ⊗ 1)[E
+
2 , Eµ]. Thus,
Rq = −
∑
ν,ρ
q∑
k=1
cν,ρXνyjk ⊗ xikMρ1 · · · M̂ρk · · ·Mρq . (8.7)
Starting with q = 1, we have P ′1 =
∑
ν,(ij) cν,(ij)Xν ⊗ Mij . The equation [E
+
2 , P − X ] = 0 implies
R1 = −
∑
ν,(ij) cν,(ij)Xνyj⊗xi = 0, since R1 is the only component of [E
+
2 , P−X ] that lives inW
2s−1
⊗C
1
.
In light of Lemma 8.2 we take E = Ss−1(h∗)⊗ Ss(h)⊗ h∗ and U = Ss−1(h∗ ⊗ h)⊗ (h⊗ h∗). Note that R1
lies in the portion ofW
2s−1
⊗C
1
that is isomorphic to E. Using the section of the surjective multiplication
map U → E described in Lemma 8.15 (with p = s− 1 and q = 0), we conclude that R1 = 0 implies that
all cν,(ij) = 0, since the set {σ(Xνyj ⊗ xi) | ν ∈ Ms−1, 1 ≤ i, j ≤ r} is part of a basis of E. Hence, P
′
1 = 0.
By induction, assuming P ′u = 0 for all u < q, the equation [E
+
2 , P −X ] = 0 implies Rq = 0, since from
the inductive hypothesis, Rq will be the only component of [E
+
2 , P −X ] that lives in W
2p+1
⊗C
2q−1
, with
p+ q = s. Now let E = Sp(h∗)⊗Sp+1(h)⊗∧q(h∗)⊗∧q−1(h) and U = Sp(h∗⊗h)⊗ (h⊗h∗)⊗Sq−1(h∗⊗h).
Note that Rq lies in the piece of W
2p+1
⊗ C
2q−1
that is linearly isomorphic to E. Further the set {B˜ν ⊗
(yj ⊗ xi)⊗ M˜τ | ν ∈ M˜p, τ ∈ M˜q−1, 1 ≤ i, j,≤ r} is a basis of U , so from Lemmas 8.2, 8.15 and (8.7), we
conclude that 0 = [E+2 , P −X ] forces all cν,ρ to be zero and hence P
′
q = 0. Thus, P −X = 0, and we are
done. 
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