We consider non-negative distributional solutions u ∈ C 1 (B R ) to the equation −div[g(|∇u|)|∇u| −1 ∇u] = f (|x|, u) in a ball B R , with u = 0 on ∂B R , where f is continuous and non-increasing in the first variable and g ∈ C 1 (0, +∞) ∩ C[0, +∞), with g(0) = 0 and g (t) > 0 for t > 0. According to a result of the first author, the solutions satisfy a certain 'local' type of symmetry. Using this, we first prove that the solutions are radially symmetric provided that f satisfies appropriate growth conditions near its zeros.
INTRODUCTION
Gidas, Ni and Nirenberg have proved in their celebrated paper [10] that positive solutions to some uniformly elliptic problems in symmetric domains are symmetric. A sample result is the following Theorem A. Let B R be a ball in R N with radius R > 0 centered at the origin. Further, let f ∈ C[0, +∞) and
where f 1 is Lipschitz continuous and f 2 is non-decreasing. Finally, let u be a solution of the following problem
Then u is radially symmetric and radially decreasing. More precisely, there is a function U ∈ C 1 ([0, +∞)) such that The proof of this result was based on the Alexandrov-Serrin moving plane method which turned out to be a very powerful technique in showing symmetry results for solutions to elliptic and parabolic problems in the sequel, see [17] , [11] , [1] , [12] , [13] , [7] , [18] and [8] . The survey article [14] and the monograph [9] provide many further references about this subject.
Let us point out that extensions of Theorem A to the case that f = f (|x|, u) and f is nonincreasing in the first variable have also been treated in [10] . Further, one can show radial symmetry of solutions if one replaces ∆ by the p-Laplace operator when 1 < p < 2, see [5] , [6] . However, the following example shows that the question of symmetry becomes more delicate if one replaces the Laplacian by a degenerate elliptic operator, and/or if the assumptions for f are weakened. The graph of u is built by three radially symmetric mountains, one of them having a plateau at height 1 while the other two are congruent to each other with their feet lying on the plateau.
After a short computation we see that u is a weak solution of the following problem
.
Note first that f ∈ C ∞ ((0, 1) ∪ (1, 2)) ∩ C[0, 2), since s > p p−1 . Breaking of (radial) symmetry takes place at the level u = 1 where f (1) = 0. Let us inspect several cases in more detail. (i) Let p = 2 (Laplacian case) and s > 2.
Then
. This is not surprising, since Theorem A tells us that the solutions are radially symmetric when f ∈ C 0,1 . (ii) If p ∈ (1, 2) and s > p p−1 , or if p > 2 and s ∈ ( p p−1 , p p−2 ), then we have f ∈ C p−1−(p/s) [0, 2), but f ∈ C 0,1 [0, 2). (iii) If p > 2 and s ≥ p p−2 , then we have f ∈ C 0,1 [0, 2]. Another approach to symmetry has been introduced by one of the authors. It is based on a rearrangement technique called continuous Steiner symmetrization (see [2] , [3] ). The method allows to obtain 'local' symmetry properties for weak (distributional) solutions of the following problem,
where g and f satisfy certain properties. Roughly speaking, a function is locally symmetric, if it is radially symmetric and radially decreasing in some annuli and flat elsewhere. For a precise definition of local symmetry we refer to the next section (Section 2). Note that the function u in Example 1.1 is locally symmetric. Our paper consists of two parts. After presenting the local symmetry results of [3] in Section 2, we will use the Strong Maximum Principle for the degenerate elliptic operator L to obtain radial symmetry of the solutions, provided that the right-hand side f satisfies appropriate growth conditions near its zero points (see Theorems 3.5 and 3.6 of Section 3).
Note that a similar analysis for the p-Laplace operator, (p > 1), that is, for
has already been carried out by one of the authors in [4] .
Still one would like to know whether or not solutions of (P) with symmetry breaking (as they appear in Example 1.1) are 'physically relevant'. To this aim we study problem (P) and its relation to an associated variational problem in a second part of our paper. For simplicity we restrict ourselves to the case that f is independent of |x|. Then solutions of (P) are critical points to the variational problem
Using the local symmetry result of [3] , a Pohozaev-type identity, as well as calculating second variations of J in certain directions, we prove that local and global minimizers of J in K are radially symmetric under rather mild conditions (see Theorems 4.2, 4.5 and 4.9 of Section 4).
LOCAL SYMMETRY
In this and the following section we study symmetry properties of solutions of problem (P). We will always assume that the functions g and f satisfy the following properties,
Let us first recall a local symmetry result of [3] . Remark 2.2. The conditions (2.5)-(2.9) imply that u is radially symmetric and radially decreasing in annuli A k , (k = 1, . . . , m), and flat elsewhere in B R . Note also that, since u ∈ C 1 (B R ), we have that
and if R k < R, then also
Lemma 2.3. (see [3] , Theorem 7.2) Let u be a weak solution of (P), where the functions g and f satisfy the conditions (2.1)-(2.4). Then u is locally symmetric.
In the sequel, we will say that a function u ∈ C 1 (B R ) is radially symmetric and radially non-increasing, if there is a non-increasing function U ∈ C 1 [0, R] such that
Remark 2.4. Assume that u is as in Lemma 2.3, and that the mapping
Then the radial symmetry of u in the annulus A k implies that z k = 0. Vice versa, if z k = 0, then f must be independent of |x| in A k . This leads to the following symmetry result.
Corollary 2.5. Let u, g and f be as in Lemma 2.3, and assume that the mapping r −→ f (r, t) is strictly decreasing for r ∈ [0, R] and t ∈ [0, max B R u]. Then u is radially symmetric and radially non-increasing.
RADIAL SYMMETRY
In this section we will use the Strong Maximum Principle for the operator L to obtain radial symmetry of the solutions of problem (P) under some additional conditions on f . Our results and proofs are modelled after [4] where a similar analysis was carried out for the p-Laplacian.
First we recall a general version of the Strong Maximum Principle, see [16] . Let g ∈ C[0, +∞), g strictly increasing and g(0) = 0. Further, assume ϕ ∈ C[0, +∞), ϕ(t) ≥ 0 for all t, and ϕ(0) = 0. Finally, let u ∈ C 1 (Ω) be a distributional solution to
where Ω is a domain in R N . Here and in the following we make the convention that
By the Strong Maximum Principle (SMP) for (3.1) to hold, we mean the statement that if u is a solution of (3.1) with u(x 0 ) = 0 for some x 0 ∈ Ω, then u ≡ 0 in Ω.
It will be convenient to work with the following definition.
where the functions H and Φ are given by
In order for the strong maximum principle to hold for (3.1) it is necessary and sufficient that ϕ ∈ A g .
Remark 3.3. In case of the p-Laplace operator we have g(t) = t p−1 , (p > 1), and condition (3.2) reads
for some C > 0.
It is well-known that the SMP implies the following Before stating the main results of this section, we make a simple observation.
Proof : First assume that x 0 ∈ ∂B ρ (z) and ρ > 0. By (2.9) and (2.10) we have that
Assume that f (|x 0 |, u(x 0 )) > 0. Then, by the continuity of the functions f and u, there is a number
Since u is a solution of (P), we may apply Lemma 3.2 to conclude that u(
But this contradicts (3.6).
We have verified that f
, the Strong Maximum Principle tells us that there
). Since also y k → x 0 , we obtain (3.8) in this case. Now suppose that (3.9) does not hold. Then one of the following situations (i) or (ii) occurs:
(i) there is an annulus in the decomposition (2.5), denoted by
Clearly in both cases
which means that f (|x 0 |, u(x 0 )) = 0. then there is a number δ ∈ (0, τ ) and a function ϕ ∈ A g such that
Then there are mutually disjoint balls Proof: By Lemma 2.3, u is locally symmetric. First we claim that the annuli A k in (2.6) are in fact punctured balls, i.e., we have (3.13) r k = 0, (k = 1, . . . , m). . We set w := u 0 − u. Then w ∈ C 1 (A), w > 0 in A and w = |∇w| = 0 on ∂B ρ (z). Furthermore, assumption (a) yields
for some function ϕ ∈ A g . But this is impossible, by Lemma 3.4. Hence, we must have ρ = 0. This proves (3.13).
Next we claim that
We fix some l ∈ {1, 2, . . . , m}, and set
for all
x ∈ B R \ B R l (z l ). Since u l ≤ u, this implies that u = 0 on ∂B R l (z l ), and (3.14) follows. Now the assertions of the Lemma follow from (3.13) and (3.14) . then there is a number δ > 0 and a function ϕ ∈ A g such that
Then u is radially symmetric and radially non-increasing. Moreover, there is a number R ∈ [0, R) such that U (r) < 0 for r ∈ (R , R), and Then u is radially symmetric and radially non-increasing. Moreover, there holds
Proof: By Lemma 3.7, u satisfies (3.10)-(3.12). We split into two cases. 
INSTABILITY OF NON-SYMMETRIC SOLUTIONS
In this section we study radially symmetric solutions in an annulus. We focus on their stability w.r.t. the associated variational problem.
We assume g ∈ C[0, +∞) ∩ C 1 (0, +∞) , g(0) = 0 , and g is strictly increasing;
We set
Let Ω be a bounded domain in R N with C 1 -boundary. We consider weak solutions to the following boundary value problem,
The solutions u are critical points to the variational functional
We say that u is a global minimizer for J in X if u ∈ X and
Furthermore, we say that u is a local minimizer for J on X if u ∈ X and there exists an ε > 0 such that
Our first result treats the Neumann boundary conditions: Then we have u ≡ 0 in Ω.
Proof : Since u is a critical point for J in X, it is a solution of the boundary value problem (4.3). Hence, for every vector field h ∈ C 1 Ω, R N , the following integral identity of Pohozhaev-type holds (see [15] , formula (4)),
Choosing h(x) = x this becomes
The left-hand side of (4.6) is zero by (4.4) . Hence, we further deduce
The right-hand side of (4.7) is positive unless u ≡ 0, in which case we have J(u) = 0. The lemma is proved. Now we show that if Ω is a ball, then nonnegative global minimizers of J in X are radially symmetric.
Theorem 4.2. Let u be a solution of (P) which is also a global minimizer for J in X,
with Ω = B R . Then u is positive in B R , radially symmetric and radially non-increasing. Moreover, conditions (3.15) and (3.16) hold.
Proof : u is locally symmetric by Lemma 2.3. Suppose that u is not radially symmetric. Then there exists a ball B :
Then v ∈ X and Next, our aim is to show that also nonnegative local minimizers to J in a ball are radially symmetric. As a first step, we examine local minimizers in starshaped domains. We call a domain Ω starshaped w.r.t. the origin if for any x ∈ Ω we have {tx : 0 ≤ t ≤ 1} ⊂ Ω. Let Ω be starshaped w.r.t. the origin. Furthermore, let u be a solution to (4.3) satisfying (4.4), such that u is a local minimizer for J in X. Finally, assume that (4.9) the mapping t −→ g(t) t 1−N is strictly decreasing.
Then u ≡ 0 in Ω. In turn, recalling G = g and F = f on R + = [0, +∞), this implies that the mapping
t is strictly decreasing for all t > 0.
Now we set for any ε > 0,
Then u ε ∈ X. In view of (4.7) and (4.10) we have 
Then u ε ∈ X and proceeding analogously as in the last proof we obtain
with equality only if ∇u = 0 in B ρ (z). Since u is a local minimizer, this implies that u = const. in B ρ (z), and the assertion follows.
Next we examine radially symmetric solutions of the problem
where A is the annulus
Lemma 4.6. Let u be a distributional solution of (4.12) which is radially symmetric. Moreover, assume:
(iv) there exist positive constants Γ and t 0 such that
Then there exists a function Φ ∈ C 1 0 (R 1 , R 2 ) such that (4.14)
Remark 4.7.
(a) Notice carefully that we do not assume that f is C 1 at u 1 and u 2 .
The assumption (4.13)) is technical, but it is essential in the proof that we present below. Note also, that it is satisfied for many relevant differential operators. Here are some examples:
where c k > 0, p k > 1, (k = 1, . . . m); 3. g(t) = t √ 1+t 2 , (minimal surface operator); 4. g(t) = e −Γt −α with α ∈ (0, 1] and Γ > 0. It is not satisfied, for instance, for g(t) = e −Γt −α when α > 1 and C > 0.
Proof of Lemma 4.6. : The idea is to use an appropriate cut-off function of U for Φ. We put Φ := U H, where H ∈ C 1 0 (R 1 , R 2 ). Then we evaluate (4.15)
Since g ∈ C 1 (0, +∞), f ∈ C 1 (u 2 , u 1 ) and u(x) = U (|x|), we have that
This yields (4.17) Q 3 = 2(N − 1)
Further we obtain, using integration by parts,
Then another integration by parts and (4.16) yield (4.18) Q(H) = (N − 1)
An integration of (4.16) gives for every r ∈ (R 1 , R 2 ),
In view of assumption (iii) this means that Finally, let ε ∈ (0, (R 2 − R 1 )/2), and choose H = H ε ∈ C 1 0 (R 1 , R 2 ), such that 0 ≤ H ε ≤ 1, |H ε | ≤ 2/ε on (R 1 , R 2 ) and H ε (r) ≡ 1 for r ∈ (R 1 + ε, R 2 − ε). Since U < 0, we estimate Remark 4.8. The assertions of Lemma 4.6. still hold true for R 1 = 0, that is, for punctured balls B R 2 \ {0}. In such situation, the condition f (u 1 ) = 0 in (iii) can be dropped. The proof is analogous and is left to the reader. Theorem 4.9. Suppose that f ∈ C 1 (0, +∞) and g satisfies assumption (iv) of Lemma 4.5. Further, let u be a solution of problem (P) which is also a local minimizer of J in X. Then u is radially symmetric and radially decreasing, and moreover, (3.15) and (3.16) hold.
Proof : u is locally symmetric by Lemma 2.3. Assume that A k := B R k (z k ) \ B r k (z k ), (k ∈ N), is one of the annuli in the representation (2.5). Then there is a function U ∈ C 1 [r k , R k ] such that u(x) = U (|x − z k |) in A k , U (r) < 0 for r ∈ (r k , R k ). Moreover, setting u − k := U (R k ) and u + k := U (r k ), we have u ≥ u + k in B r k (z k ). It follows that U ∈ C 2 (r k , R k ) and U satisfies (4.16). Assume first that R > R k > r k ≥ 0. Then we have by Remark 2.2. that U (R k ) = U (r k ) = 0, f (u − k ) = 0, and moreover, f (u + k ) = 0 in case that r k > 0. Since u is a local minimizer to J in X, we have that J(u + εϕ) ≥ J(u) for all ϕ ∈ C 1 0 (B R ) whenever |ε| is small enough. This implies (4.24) B R g (|∇u|) (∇u · ∇ϕ) 2 |∇u| 2 + g(|∇u|) |∇ϕ| 2 |∇u| 2 − (∇u · ∇ϕ) 2 |∇u| 3 − f (u)ϕ 2 dx ≥ 0.
In particular, if ϕ has compact support in A k and is radial, that is, ϕ(x) = Φ(|x − z k |) for some function Φ ∈ C 1 [r k , R k ], (4.24) implies (4.25)
But this contradicts to Lemma 4.6. Hence we must have that R k = R, which means z k = 0 and m = 1. The assertion follows.
