Purpose: In this work, an approach to computer aided diagnosis (CAD) system is proposed as a decision-making aid in Parkinsonian syndrome (PS) detection. This tool, intended for physicians, entails fully automatic preprocessing, normalization, and classification procedures for brain singlephoton emission computed tomography images. Methods: Ioflupane[ 123 I]FP-CIT images are used to provide in vivo information of the dopamine transporter density. These images are preprocessed using an automated template-based registration followed by two proposed approaches for intensity normalization. A support vector machine (SVM) is used and compared to other statistical classifiers in order to achieve an effective diagnosis using whole brain images in combination with voxel selection masks. Results: The CAD system is evaluated using a database consisting of 208 DaTSCAN images (100 controls, 108 PS). SVM-based classification is the most efficient choice when masked brain images are used. The generalization performance is estimated to be 89.02 (90.41-87.62)% sensitivity and 93.21 (92.24-94.18)% specificity. The area under the curve can take values of 0.9681 (0.9641-0.9722) when the image intensity is normalized to a maximum value, as derived from the receiver operating characteristics curves.
I. INTRODUCTION
Parkinsonian syndrome (PS) or Parkinsonism is characterized by the presence of hypokinesia associated with rest tremor and/or rigidity and/or postural instability. From a clinical point of view, the most common condition in this syndrome is Parkinson's disease (PD). PD is neurodegenerative disorder that originates from the progressive loss of dopaminergic neurons of the nigrostriatal pathway. Since the introduction of functional nuclear imaging techniques, several approaches based on different modalities of brain imaging have been proposed to investigate the implications on brain functions, as the ones based on magnetization transfer imaging, 1 T1-weighted magnetic resonance imaging (MRI), 2 or functional MRI. 3 Specifically, investigating the striatal dopamine transporter status by means of brain imaging techniques has been suggested to increase the diagnostic accuracy in the case of Parkinsonian syndromes. 4, 5 The dopamine transporters (DAT) are proteins situated at the presynaptic terminal of dopaminergic neurons which are responsible for the re-uptake of dopamine. Measurements of the density of these transporters using in vivo tomographic techniques with specific ligands, for instance by single-photon emission computed tomography (SPECT) or positron emission tomography (PET), provide a direct evaluation of the integrity of these presynaptic terminals. Several tracers derived from tropane and cocaine analogs have been used for this purpose, including Ioflupane or [ 123 I]FP-CIT (N-ω-fluoropropyl-2β-carbomethoxy-3β- nortropane). The use of these radiopharmaceutical agents has shown to be a suitable method for delimiting patients with or without involvement of the dopaminergic system in several studies. 4, 6, 43 The principal finding of these studies is a reduced uptake of the tracer in the striatum of patients with PS.
Standard analyses of DAT SPECT imaging studies are performed by visual inspection using a predefined rating, [7] [8] [9] [10] or the analysis of regions of interest (ROI). 11, 12 In the latter, semiquantitative parameters are proposed in order to index absolute differences between specific/nonspecific uptake in the tomographic examinations with [
123 I]FP-CIT, minimizing the possible sources of error that may arise due to the exclusive use of visual evaluation. 5 Semiquantitative parameters are measures of the activity in the relevant brain structures, that are usually obtained by calculable ratios between the activity of manually-defined ROIs.
The importance of an accurate quantification is linked to the fact that it enables follow-up investigations to monitor disease progression and therapeutic effects. This motivates the development of automated techniques for quantification, not depending on time consuming operator-intensive work, nor expertise skills in manually placing the ROIs. Automation can be achieved by localizing the ROIs with the aid of several software packages, such as OSA, 13 BRASS, or quantiSPECT. 14, 15 These methods lead to similar performance when compared to visual assessments developed by experts, but require some anatomic standardization of the images. Since DAT images contain considerably low anatomic details, complementing the images with structural information is usually an adopted solution. Automation can also be achieved via statistical testing for feature selection, i.e., the use of parametric mappings 2, [16] [17] [18] or analysis of variance (ANOVA) tests. 19 On the other hand, holistic analysis of the images based on singular value decomposition (SVD) combined with a Bayesian classifier have been proposed. 20 This method avoids the limitations of voxel-wise statistical approaches that do not consider interactions among voxels.
Recently, there has been an increasing interest in machinelearning techniques using support vector machine (SVM) to assist diagnosis in brain imaging data, such as Alzheimer's disease (AD) diagnosis with magnetic resonance imaging (MRI), 21, 22 SPECT (Refs. [23] [24] [25] [26] or PET, 27 and also for PD diagnosis using MRI.
2 Machine-learning techniques for pattern recognition are multivariate and supervised approaches that take into account characteristics of different distributed populations encoded in complex high-dimensional features and use them to categorize the data. The requirements of a diagnostic tool are potentially satisfied by such classification techniques, serving to develop computer aided diagnosis (CAD) systems.
The aims of this work are: (i) the evaluation of the SVMbased classification performance in DaTSCAN images, when compared to other possible classifiers, and (ii) the elimination of any time-consuming, skilled operator-dependent intervention in order to build a fully automatic CAD system. For the latter issue we propose the extraction of intrinsic parameters of the image for establishing the DAT binding ratios, avoiding the introduction of a priori information about the disease or anatomical standardization.
This work is organized as follows. In Sec. II the image acquisition, preprocessing, and classification methods used in this paper are presented. Then, in Secs. III and IV, we describe the experiments that were carried out on the Ioflupane-I-123 SPECT database, summarizing the classification performance obtained by the proposed methodology. In Sec. V, the results are discussed in terms of statistical measures and classifiers and lastly, in Sec. VI, the conclusions are drawn.
II. MATERIALS AND METHODS

II.A. Image acquisition and labeling
The images were obtained between 3 and 4 h after the intravenous injection of 185 MBq (5 mCi) of Ioflupane-I-123, with prior thyroid blocking with Lugol's solution. The tomographic study (SPECT) with Ioflupane/FP-CIT-I-123 was performed using a General Electric gamma camera, Millennium model, equipped with a dual head and general purpose collimator. A 360
• circular orbit was made around the cranium, at 3
• intervals, acquiring 60 images per detector with a duration of 35 sec per interval, each consisting of a 128 × 128 matrix. Transaxial image slices were reconstructed using the filtered back-projection algorithm without attenuation correction, and applying a Hanning filter (cutoff frequency equal to 0.7).
Clinical diagnosis (a parameter used as "gold standard" to establish the existence of PS) was made by a group of neurology specialists in movement disorders of our center, basically by taking into account the existence or not of presynaptic impairment after a clinical follow-up, with a established minimum period of 18 months. Although PD is the most representative pathology of PS, there are other pictures which, though they differ clinically from this, are also expressed by this set of symptoms. Worth noting are multi-system atrophy (MSA), progressive supra-nuclear palsy (PSP) and corticobasal degeneration (CBD), in which unlike PD, there is involvement at the post-synaptic level of the nigrostriatal pathway as well as involvement of the presynaptic terminal (a detailed description of the database can be found in Ref. 28) .
The images were interpreted by three nuclear medicine specialists, with masking of the clinical diagnosis. Visual assessment was established by exclusively considering the normal/abnormal criterion and after arriving at a consensus report between the three specialists. Specifically, whether the FP-CIT SPECT allowed differentiation of a group of conditions with presynaptic involvement from others in which their integrity was checked. The assessments were done without trying to assign them to different clinical groups within the set of pathological studies. A study was considered to be "normal" when bilateral, symmetrical uptake appeared in caudate and putamen nuclei, and "abnormal" when there were areas of qualitative reduced uptake in any of the striatal structures.
A total of 208 subjects (100 patients and 108 controls) were included in the study. Subjects were randomly selected from the total studies performed in our center until December 2008 and referred to it in order to perform an FP-CIT tomographic study because of a movement disorder. Those patients who were receiving treatment with drugs and had known or suspected effect on the level of the dopaminergic transporters through direct competitive mechanism, were not included in this cohort. Mean age was 70.2 years (ranging from 41 to 87) with a standard deviation of 10.2 years.
II.B. Normalization
The normalization procedure involves two steps. First, the SPECT images are spatially normalized using the SPM 8 software 29 in order to ensure that any given voxel in different images refers to the same anatomical position across the brains. The normalization stage is based on the affine part of the SPM normalization procedure, a method that assumes a general affine model with 12 parameters 30 and a Bayesian framework that maximizes the product of the prior function (which is based on the probability of obtaining a particular set of zooms and shears) and the likelihood function (derived from the residual squared difference between the template and the source image). The template is calculated by registering the N c = 108 control images to a randomly chosen one by affine transformations. Then, the registered images and their hemisphere midplane reflections are averaged to create the template:
where X c denotes the subset of control images, N c the number of control images, t i (x, y, z) is the ith image and t i (−x, y, z) is its reflected image in the x = 0 hemisphere midplane. Thus, provides a symmetric image (Fig. 1) . After spatial normalization, the second step is the intensity normalization. An intensity normalization is required in order to establish comparisons between the uptake value in areas of specific activity (binding to dopaminergic transporters) and areas of nonspecific activity (vascular activity) between subjects. A successful approach is to estimate the nonspecific activity in ROIs, manually delineated or with the help of MRI coregistration, and then reparametrize the counts of the whole image to the aforementioned value. Common choices are the occipital cortex or cerebellum. 11 In the context of CAD systems, manually interventions in the pre-processing of the images can be considered as a drawback, since they require a degree of experience, and fully automatic assistance is desired. Furthermore, MRI complementing images are not always available. Therefore, the problem of intensity normalization is tackled here by obtaining an intrinsic parameter from the image I p , and estimating the binding activity as
where t denotes the spatially normalized image, and t the intensity and spatially normalized image. The value I p is determined by two alternative methods described below:
r Normalization to a maximum: I p is obtained from a 100-bin-histogram of intensities. The spectrum of the images can be distorted by outliers if the maximum intensity value of the images is chosen, and small values may cause image saturation. Therefore, I p is obtained by averaging the range of intensities covered by the 95th bin. The last preprocessing step is the application of a mask. This mask is defined on the mean imaget:
where N is the total number of images, and t i is the ith normalized image. The binary mask g is obtained by considering the volumes with intensity above the threshold h. This mask is used to isolate the regions of specific and nonspecific activity from skull or outside brain regions:
II.C. Classification
After preprocessing, binary classification of the images is accomplished in order to aid the diagnosis. Different classifiers are selected to test the robustness of the classifier, its accuracy and the influence of the preprocessing steps (different intensity normalizations, masks,. . . ) on the classifier performance. The objective of a binary classifier is to build a function f : R M −→ {±1} using the training data, that is, M-dimensional patterns x i and their class labels y i , so that f will correctly classify new examples (x, y). The input data are formed by concatenating the intensity values of each image t i into a M-dimensional vector x i , with M ∼ 5 × 10 5 voxels, belonging to the class PS (+1), or normal control (NC) (−1). Only linear decision functions are selected without nonlinear kernels, to avoid the well-known peaking phenomenon, that occurs when increasing the classifier complexity in a feature space with dimension much bigger than the number of samples. Three different choices for f are used: support vector machines (SVM), k-nearest neighbor (KNN), and nearest mean (NM). A short description of them can be found below.
II.C.1. Support vector machines
SVMs are based on linear discriminant functions that define decision hypersurfaces or hyperplanes in a multidimensional feature space, that is,
where w is known as the weight vector and w 0 as the bias. The weight vector w is orthogonal to the decision hyperplane and the optimization task consists of finding the unknown parameters w i , i = 1, . . . , M, defining the decision hyperplane. Among the different design criteria, the maximal margin hyperplane is selected since it leaves the maximum margin of separation between the two classes. Since the distance from a point x to the hyperplane is given by z = |g(x)|/ w , the optimization problem is reduced to minimizing the cost function J (w) = 1/2 w 2 subject to
where y i ∈ ±1 are the class labels. The solution w is found to be a linear combination of N s ≤ M feature vectors s i named support vectors and the optimum hyperplane is called the support vector machine:
where α i are the solution of a quadratic optimization problem that are usually determined by quadratic programming or the well-known sequential minimal optimization algorithm (see Ref.
32 for details).
II.C.2. K-nearest neighbor
An object is classified by a majority vote of its neighbors, with the object being assigned to the most common class amongst the classes of its k nearest neighbors, measured in terms of some distance. k is a positive integer, typically small:
where y i is the class of the x i nearest neighbor. The class of x is assigned computing the sign of f knn , and thus the sample is classified as +1 if f knn (x) > 0 and −1 if f knn (x) < 0. For instance, if k = 1, then the object is simply assigned to the class of its nearest neighbor. We choose k = 5 and the Euclidean distance in the experimental results.
II.C.3. Nearest mean
The nearest mean classifier, also called minimum distance classifier, 33 makes use of the mean characteristic vectors μ 1 and μ 2 from two classes defined as
where N j is the number of characteristic vectors x i with label y j belonging to the class C j . This model attributes the label of the nearest mean vector to a characteristic vector x with unknown label. Therefore, the classifier is defined as
where the sample is classified as +1 if f nm (x) > 0 and −1 if f nm (x) < 0. In Eq. (10), the inner product defined through the matrix product (x − μ i ) T (x − μ i ) is an example of similarity criterion for classification based on a distance measure.
II.D. Receiver operator characteristic analysis
A receiver operator characteristic (ROC) curve is generated by varying the threshold that defines the class belongings in Eqs. (7), (8) , and (10), which was set to 0 by default. From the ROC analysis, the optimal operation point for each classifier is obtained, together with the area under curve (AUC) and their respective confidence bounds. The optimal operation point is derived from the intersection of the ROC curve and the slope parameter S of the cost function defined as
where cost(I |J ) is the cost of assigning an instance of class J to class I. P = True Positives + False Negatives and N = True Negatives + False Positives are the total instance counts in the positive and negative class, respectively. 34 The confidence bounds are estimated by vertical averaging 35 throughout the resampling cross validations, and the AUC is estimated by trapezoidal approximation.
We used two existing methods in the literature as a reference: the semiquantitative method proposed by OrtegaLozano et al. 12 (OL) and the automated method proposed by Towey et al. 20 (TBN). The former is based on a semiquantitative analysis of manually selected regions to estimate the binding ratios [we have reported in Table I the most compelling results, obtained using the striatum/occipital (E/O) index and the same database (prevalence 0.48)]. The latter uses a singular value decomposition and extracts three principal components to train a Bayesian classifier.
III. EXPERIMENTS
Several experiments were performed on the previously described database, by considering three pre-processing procedures:
r Raw, for only spatial normalization without intensity normalization.
r Experiment I, for intensity normalization to the maximum.
r Experiment II, for integral intensity normalization.
Each preprocessing procedure leads to a different dataset. For each dataset, the performance of three classifiers was studied: nearest mean classifier, k-nearest neighbor classifier, and SVM classifier. The effect of including or excluding noisy information in the classifier was also studied, through the use of masks to isolate brain structures from skull and outside brain regions. Also the scores obtained by applying the Eqs. (7), (8) , and (10) were used in order to extract the ROC curves.
The classification performance was tested by cross validation, that was conducted by leaving out 1/3 of the total number of subjects for testing, and training the classifier with the remaining part of the dataset. The performance of the classifier was estimated for several random selections of the training and testing subsets (sampling with replacement) in a similar fashion as bootstrapping, 36 in which repetitions on items in the training and testing sets are allowed in consecutive steps. This random selection was constrained to preserve the prevalence as balanced as possible, understanding by prevalence the proportion between the number of samples in the positive and negative classes for both training and testing subsets. The previously described process was repeated 30 times. From this process, confidence bounds can be also estimated.
IV. RESULTS
The results from ROC analysis are summarized in Tables I  and II. Figure 4(a) shows the ROC results obtained without using brain masking, and Fig. 4(b) shows the results considering the masked images. In the latter case, the results obtained using the singular value decomposition method proposed by Towey et al. 20 (TBN) are also displayed. Tables I and II , the best performance is obtained when using a SVM classifier. The value of h in Eq. (4) is manually fixed to the minimum value that isolates the brain from the noisy background of the images, and the classification accuracy is always improved when removing this background. Table I A further analysis is performed in order to test the significant differences between the proposed method and the baseline. The AUC parameter is selected from all the experiments using masked brain images and an ANOVA test is performed under the assumption of independence between all values. KNN-raw and NM-raw results were excluded due to its bad performance. The hypothesis of equal AUC values for all methods is rejected with at p < 0.00001, and a multiple comparison procedure 37 is performed to test two-by-two differences at a confidence level of α = 0.05. Figure 3 shows the results of this analysis, where TBN results are taken as reference. Red color indicates significant differences, while gray color indicates no significant differences. SVM Experiment I is shown to provide significant greater AUC values that all the other tested methods.
V. DISCUSSION
The simple voxel-as-features (VAF) approach, that was successfully applied in other problems like MRI analysis for AD or autism diagnosis, 22, 38 allows to evaluate the effects of the CAD design elements for recognition. The best scheme is found to be SVM classification, leading to near 90% of classification rates, provided that the outside brain regions are subtracted. Comparable results are obtained with TBN, which has been shown to be superior to a substantial number of published methods, such as those based on BRASS software. 14, 15 From Fig. 3 , it follows that SVM can reproduce TBN results without significative differences, even with a simple preprocessing that masks the brain. This fact indicates the impact of the classifier selection in the CAD-system design. In addition, from Table I and the ROC results, one may deduce that normalization to the maximum is slightly better than integral normalization. This first result is discussed in detail below.
In normalization to the maximum scheme, uptake values in the striatal structures are matched for both classes, controls, and patients, losing the relation between loss of dopamine receptors and decreased count number. Thus, the interpretation in terms of absolute uptake values is lost [see Fig. 5(c) ]. The objective of this approach is to extend the size of discriminative regions by interchanging the roles of specific/nonspecific areas of activity. Figure 2(b) shows how low intensity values corresponding to areas of nonspecific activity follow differentiated distribution functions, depending on the subject class belonging.
Integral intensity normalization preserves absolute differences in the uptake values, producing a similar measure for nonspecific regions, and differences in striatal structures with highest intensity counts, as can be seen in Figs. 2(a) and 5(b). This method is inexact and more sensitive to extreme values, for instance subjects with severe loss of dopamine receptors, high intra-subject differences in the binding potential, or outlier characteristics. On average, integral intensity normalization in Tables I and II shows wider confidence intervals which depend on the training/testing subset selection, in contrast with the less variable results using normalization to the maximum. However, both intensity normalization procedures lead to comparable generalization estimations.
It is worth noting that this CAD system proposes two effective intensity normalizations that eliminate operatordependent manipulations. Unlike methods that require the manual preselection of relevant information by means of statistical analysis 17 or expert-dependent manipulations, 9 the proposed approach is fully automated and SVM can use all the information in a brain scan. In addition, the results are reproducible within the same image set, in contrast with OL (see Table I ). Moreover, despite the overlapping on the confidence bounds of both semiquantitative technique and CAD system, the robustness of the proposed method is superior. Automation eliminates observer/experimenter bias completely, decreases the intensive work in imaging processing and time-consuming operations are reduced to real-time responses.
The present study has some limitations clearly related to the complexity "per se" of the group of diseases included in the PS class, as MSA, PSP or CBD. This results in a PS pattern that includes more variability than in TBN (prevalence of the Parkinsonian syndromes differ), which is also confirmed by the lower performance obtained following the same methodology. Second, the width of the confidence intervals can give a measure of the dependence of the performance parameters, as accuracy or specificity, on the training and testing subsets selection. The variability of these parameters with respect to the sampling suggests the existence of a nontrivial number of variations on the PS pattern that strongly modifies the decision hyperplanes of the classifiers. On the other hand, some unavoidable error is introduced in the generalization estimation in in vivo studies. Due to the lack of a definitive diagnosis, it is necessary to establish clinical evaluation as a reference parameter to train the classifiers, affecting the labeling confidence. A question naturally arises as to whether the classification performance is affected by increasing the labeling confidence, which definite answer constitutes a work under progress. As a conclusion, the choice of the method for intensity normalization does not deserve as much attention as the classifier selection, as may be seen from Tables I and II. The  results presented in Table II show a strong dependence between: (i) the preprocessing steps and classifier performance, (ii) the KNN classification performance and the selected image masking process, and (iii) the intensity normalization and the nearest mean model. Both models show interesting peaking values with adequate choices of masking and intensity normalization, but poor results in other cases. The lack of robustness suggests that the isolated success of these models can be partially attributed to the sample on which they are tested, and may vary on different databases. On the other hand, SVM classification shows robust results with remarkable success even using raw-masked data. Moreover, benefits are obtained when using the proposed normalization to the maximum. However, performance parameters show a high degree of stability under other normalization procedures, yielding to classification rates around 90%. Summarizing, SVM shows robust results with high performance when using different preprocessing steps, becoming a reasonable choice for implementing the CAD system. Besides, intensity normalizations show interesting properties, being the normalization to the maximum the most suitable choice. 
VI. CONCLUSION
The present work evaluates the impact of different design elements for the development of a CAD system for PS detection based on DaTSCAN image analysis and classification. First, it is focused on removing expensive manual operation, in the sense of requiring for skills, knowledge, or an expertise degree of the operator, as well as for reducing time costs. Two alternatives are proposed to establish comparisons between specific/nonspecific uptake areas. The method is based on the extraction of intrinsic parameters from the images without using anatomical information, resulting in two automatic procedures for intensity normalization. Secondly, the behaviour of some well-known classifiers is analyzed in terms of robustness and generalization capabilities. From the analysis, it is concluded that the selection of the classifier has the highest impact in the classification performance, being the SVM classifier in combination with normalization to the maximum the optimal choice. It is also shown that the elimination of irrelevant information through brain masking increases the accuracy of the classifiers. In the light of the presented results, automation can eliminate operator-dependent actions and simultaneously, performance can be improved with the development of CAD-systems based on machine-learning paradigms.
These results open the possibility to apply optimized algorithms to improve CAD performance in DaTSCAN SPECT imaging in combination with SVM classification. Feature selection and feature extraction techniques can be applied to extract relevant information from the images, i.e., Gaussian mixture models, independent component analysis, or partial least squares, which have been successfully applied to other imaging studies. [39] [40] [41] An open problem is also the possibility of considering multi-class classification, given the importance of different Parkinsonian syndromes identification. 17, 18, 42 Distinguishing among different Parkinsonian syndromes may constitute a challenge, possible to tackle with SVMs.
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