Abstract. We give a flasque resolution of the Zariski sheaves of Rost cycle modules in terms of 2-dimensional idèles on surfaces. We give explicit formulas relating this idèle resolution with the Gersten-type andČech resolution. As an application we recover an old formula expressing intersection multiplicities in terms of tame symbols and aČech analogue thereof. We show that this approach is workable for explicit computations.
Leaving details and definitions to the main body of this text, our main result can be summarized by saying that for integral smooth surfaces over a field k and a Rost cycle module M * there is a flasque resolution of Zariski sheaves
where M * is the Zariski sheaf associated to M * and I • are sheaves of 'surface idèles' -a large part of the text works out what this is supposed to mean. As a consequence one obtains subquotients of 'idèle objects' which express for example • K-cohomology groups H p (X, K q ), the terms on the E 2 -page of the BrownGersten-Quillen coniveau spectral sequence; • in particular Chow groups H p (X, K p ) ∼ = CH p (X); • cohomology groups H p Zar (X, H q (µ ⊗r n )), (n, char k) = 1, the terms of the E 2 -page of the Bloch-Ogus coniveau spectral sequence ("H-cohomology");
• certain variations of these, e.g. a variant H p (X, K t q ) of K-cohomology coming from Milnor K-groups modulo divisible elements; this is relevant if one wants to use so-called topological Milnor K-groups K top n in the idèles, see §2.3 for details. These variations all stem from the basic principle that all these groups are sheaf cohomology groups of Zariski sheaves of various Rost cycle modules.
The direct 1-dimensional analogue of this theory with K-theory coefficients in degree 1 would recover either Chevalley's classical idèles (without infinite places) in the number field case or the corresponding function field analogue due to Iwasawa. Our idèle resolution, eq. 0.1, respects product structures 1 and as an application we recover a formula of expressing intersection multiplicities through tame symbols (and analogous explicit formulas for all cycle modules with a product structure). We give an example computation (a negative self-intersection number, see §8).
in theČech and idèle resolution (for Gersten this is well-known and gives the classical definition of the product of the Chow ring). This recovers a 30-year old formula of Parshin which expresses the intersection multiplicity in terms of tame symbols of idèles, cf.
[24] (see Gorchinskiy [12] for another approach). We complement this by a further variation of this theme by using the comparison to theČech resolution, giving (notation explained in the text). Here the indices β * depend on a disjoint decomposition of the scheme space X related to the construction of an explicit contracting homotopy for theČech complex. This (and the idèle) formula works for any intersection without needing the divisors to intersect properly (no "moving").
Leitfaden:
• We define 2-dimensional idèles with cycle module coefficients, Def. 3 on page 21; • We prove this provides a flasque resolution of the Zariski sheaf M * of a cycle module, Prop. 5; we denote these 'idèle representatives' of cohomology groups by H p (Γ(X, I • )); • We give a bicomplex whose E 1 -pages depending on the filtration chosen give either the Gersten resolution or our idèle resolution of M * , Prop. 6;
• As an application of that we obtain explicit formulas for mapping explicit cohomology class representatives from one resolution to another, specifically A 1 (X, M * ) → H 1 (Γ(X, I • )), Prop. 7, and H 2 (Γ(X, I • )) → A 2 (X, M * ), Prop. 8; • Using the classicalČech resolution for sheaf cohomology, there are similar bicomplexes whose E 1 -pages depending on the filtration chosen give either the Gersten, idèle orČech resolution. As an application of that we obtain quite analogous explicit formulasȞ 1 (X, M * ) → H 1 (Γ(X, I • )), Prop. 9, andȞ 2 (X, M * ) → A 2 (X, M * ), Prop. 10; • More such formulas could be developed, but these are the only ones we have further use of;
• Next, we assume the cycle module M * is equipped with a product structure M * × M * → M * . We show that the cup product '⌣' inČech cohomology has a counterpart in the idèle resolution, which we denote by '∨' to have a clear distinction, an 'idèle cup product'. We prove that both induce the same product to cohomology, Prop. 11; • Connecting this with the fact that the intersection product can be expressed as such a product in cohomology, we obtain an idèle and aČech resolution formula for intersection multiplicities in terms of tame symbols. While the idèle version is known since Parshin, the latter seems to be new.
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Overview of Multidimensional Adèles
This section surveys the ideas and motivations behind the concept of multidimensional adèles/idèles. It puts this work into a context, but is not necessarily required in any of the ensuing sections.
(1) Origins: The concept of (ordinary 1-dimensional) adèles/idèles has proven very successful for studying global fields, most notably number fields. They provide the natural backdrop for the formulation of global class field theoryà la Chevalley, their topology reflects the basic pillars of algebraic number theory (e.g. finiteness of the class number, Dirichlet's Unit Theorem), and exploiting the self-duality of the adèles as a LCA group and the associated harmonic analysis one obtains a very powerful tool in the study of zeta and L-functions via zeta integrals on the adèles (known as the Tate-Iwasawa method, "Tate's Thesis", [28] ). Especially the latter had previously only been available through works of Hecke on theta functions; a complicated immanently global approach not allowing for a global-local perspective as the adèle method does. (2) Idèles as Sheaves: Let us focus on the function field case for a start. Then from a scheme perspective, adèles/idèles can be formulated as Zariski sheaves on an integral smooth curve X of finite type over a (finite where K × is the locally constant sheaf with value K × and the products are to be read as sheaves U → v (. . .) over all closed points v ∈ U (0) and the prime ' ′ ' in ′ denotes a certain finiteness constraint. A nice exposition using this sheaf-theoretic picture is given in [2, §3] , which in turn is based on Tate's work [29] . The latter note in particular gives an extremely elegant and short proof of the residue theorem
res x ω = 0 for a global rational 1-form ω ∈ Ω 1 K/Fq based on a genuinely adelic approach. (3) Adèles of Schemes: Replacing multiplicative groups by additive groups, the counterpart of eq. 1.2 yields a quotient encoding H 1 (X, O X ). Parshin then more generally saw the possibility to use variations of adèles to resolve arbitrary quasicoherent sheaves for curves, and then also for surfaces [23] . Initially, these works were inspired by applications to class field theory and for example the ideas in the book [27] by Serre. There is a recent approach to a reciprocity law of Parshin for surfaces using 2-dimensional adèles by Osipov and Zhu [21] . The generalization of adèles to dimension 2 requires various new ideas. See [3] , [15] for Beilinson's generalization allowing to resolve quasi-coherent sheaves using higher-dimensional adèles in any dimension. Generally, these idèles have a 'semi-simplicial ' [30] , let us assume we are in this situation), one can write down the sequence eq. 1.2 with K 2 in place of K 1 and take the maps as in eq. 1.2, but this time applied to the two slots a i , b i individually. It is natural to ask whether the sequence remains exact. It turns out it does, i.e.
is a flasque resolution. For example, for the projective line P 1 k this would imply
We will not prove this (not too difficult fact) in this text as we wish to focus on surfaces. The group H 1 (P in any dimension from a different perspective, however using adèles which replace completions by localizations (e.g. Z (p) instead of the p-adics Z p ), so-called "noncomplete/rational adèles". See also the work of Osipov [20] for studies of the functorial behaviour of a certain notion of (completed) K-theory idèles. These works were very inspiring.
Cycle Modules
All schemes are assumed Noetherian, separated and finite-dimensional. Fix a field k.
Firstly, let us recall the basic notions of Rost's theory of cycle modules, see [26] for details (or [7] for some newer developments). We summarize the key features, mildly less general as in Rost's setup.
Rost works only with fields which are finitely generated over k as explained in [26, p328] . This is too restrictive for our purposes. We allow all field extensions F/k. Also, unlike in Rost's work, for us:
We should point out that with this definition of a (discrete) valuation even k(s, t) possesses Z-valued valuations with residue field k, i.e. the transcendence degree over k can drop further than just by 1. The corresponding valuation rings are Noetherian, but not essentially of finite type over k. Rost rules them out by demanding valuations to be geometric over k, but we cannot do this since this forbids most interesting valuations arising after completion, e.g. the t-adic valuation of k((t)) is not geometric over k.
Moreover, the p-adic valuations on Q are excluded by the above definition since they are not trivial on Q.
Axiomatic Patterns. For every field extension
Then a cycle module is an object function {field extensions F/k} −→ {Z-graded abelian groups} along with some extra structure D1-D4 satisfying various axioms. The extra structure (called transfers) is given as follows: Suppose E, F are fields containing k:
D1: For every field extension (k ֒→) F ֒→ E there is an abelian group morphism of relative degree 0,
For every finite field extension (k ֒→) F finite ֒→ E there is an abelian group morphism of relative degree 0,
D3: For every field (k ֒→) F the group M * (F ) has the structure of a graded left-K
For every field (k ֒→) F and every discrete valuation v on F , there is an abelian group homomorphism of relative degree −1,
, where κ (v) denotes the residue field of the valuation ring A v ⊆ F corresponding to v. ∂ F v is called the boundary map at v. Various axioms need to be satisfied, see below. For later use one also needs an elaboration of D4, which will play a very prominent role in this text:
Let X → Spec k be an excellent scheme, x ∈ X (i) a codimension i point for some i, y ∈ X (i+1) a codimension i + 1 point, y ∈ {x}, i.e. y can also be read as a codimension 1 point in the integral closed subscheme {x} ֒→ X. One defines a boundary map ∂ x y : M * (κ (x)) −→ M * −1 (κ (y)) as follows: The stalk O {x},y is 1-dimensional local ring, and a domain since {x} is integral. By excellence, the normalization
(in its own field of fractions κ (x)) is a finite morphism, so the maximal ideal y in Spec O {x},y has a finite preimage y 
where κ (v i ) denotes the residue field with respect to the valuation v i (i.e. the residue field κ (y
is as in D4. Note that the finiteness of the normalization morphism ϕ, eq. 2.1, implies that κ (v i ) /κ (y) is a finite field extension, so D2 is indeed available. These transfer morphisms need to satisfy a long list of axioms, R1a-R3f ("cycle premodule axioms"), for which we refer to [26, Def. 1.1], and the two crucial axioms ("cycle module axioms"):
FD: For every normal integral scheme X → Spec k with rational function field K, and any α ∈ M * (K), we have
) for at most finitely many codimension 1 points x ∈ X (1) (note that the stalk O X,x at a codimension 1 point is a DVR with field of fractions K and residue field κ (x), thus giving a discrete valuation v on K, so ∂ K x refers to this valuation; equivalently use ∂ η x , where η denotes the generic point of X).
C: For every 2-dimensional local domain (R, m) with field of fractions K, Spec R → Spec k, and every α ∈ M * (K) we have
where x runs through all height 1 primes, i.e. x ∈ (Spec R) (1) , (0) denotes the generic point of Spec R.
Unramified Cycles and Rost Complex.
We need several other results and constructions related to cycle modules. Firstly, for every excellent nequidimensional scheme X → Spec k we define
where the coproduct is taken over the codimension p points of X. Here q is a Z ≥0 -grading and along p ≥ 0 one obtains a complex C • (X, M q ) by defining the q-degree-preserving differential
by using for all pairs x ∈ X (p) and y ∈ X (p+1) , y ∈ {x} (i.e. y is a codimension 1 point of the integral closed subscheme {x}), the boundary map
y for all such pairs y ∈ {x}. This is a differential, ∂ 2 X = 0, see [26, Lemma 3.3] . In fact this property is essentially equivalent to axiom C of a cycle module. One defines
Hence, M * (X) is a subgroup of C 0 (X, M * ) and its elements are called unramified cycles, see [26, p338] . Letting U → M * (U ) for Zariski opens U , we can turn this into a sheaf M * (U ) := M * (U ). Moreover, we call
the Rost complex of X with coefficients in M * . The first morphism is the subgroup inclusion, all further morphisms are the differential ∂ X . As our scheme is assumed to be n-equidimensional, the sets X (i) for i > n are empty, so C i (X, M * ) = 0, showing that the Rost complexes are two-sided bounded.
Examples of Cycle Modules.
Let us list the most prominent examples of cycle modules and note that they are available for all fields F/k (as opposed to the treatise of Rost, who only considers fields F which are finitely generated over k):
(1) The simplest cycle module is given by the Milnor K-ring itself:
(2) Algebraic (Quillen) K-groups also provide an example: M * (F ) := K * (F ). See Rost [26, Rmk. 1.12] for details.
(3) The Galois cohomology of certain Galois modules also provides examples. See Rost [26, Rmk. 1.11] for details. For this suppose k is a field, n ≥ 1 an integer coprime to char k (it is important here that the residue fields of k with respect to any discrete valuation in our sense will have the same characteristic because we demand valuations to be trivial on k, so n will still be coprime to it). Suppose X → Spec k is smooth. We write G F := Gal(F sep /F ) as a short-hand. Let Λ be a finite n-torsion Galois module over k, i.e. a continuous G k -module which is finitely generated as a Z/n-module. Write Λ (q) := Λ ⊗ µ . If Λ is a finite n-torsion G k -module, (n, char k) = 1, the object function
is a cycle module.
Proof. See [26, Rmk 1.11, 2.5].
(4) A new aspect: For higher local class field theory so-called 'topological Milnor K groups' K top * are more convenient than ordinary Milnor K groups. Topological Milnor K-theory, see [9] , [32] , is useful in order to reflect the continuity features of completed fields, e.g.
p has a natural topology and there are groups K top * which reflect such topological features. Moreover, the local reciprocity map is injective on these groups, whereas it has a divisible subgroup as its kernel for ordinary Milnor K-groups. As proven in [9] , if we disregard the topology, we can at least define algebraically
of elements of infinite height (= p-divisible elements for all p; for higher local fields this coincides with the maximal divisible subgroup, see [9] ). This definition makes sense for all fields and has been investigated by Izhboldin, see [16, §2.5] . If F has characteristic zero, then unlike ordinary Milnor K groups these groups vanish if n exceeds the cohomological dimension 3 of the field F . We wish to emphasize that the cycle module structure of K M * induces all maps D1-D4 to eq. 2.9, in particular K t n is a cycle module -and thus our idèle resolution applies to K We denote the corresponding Zariski sheaf (à la eq. 2.6) by K t * . Its cohomology can differ from the one of K M * , e.g. naïvely 
Proof. According to the Gersten resolution of the cycle module sheaf on the left-hand side, the group
In characteristic p > 0 the p-cohomological dimension is always ≤ 1, whereas the mod p quotient of Milnor K groups can be non-trivial. To obtain a consistent picture, one needs to modify Galois cohomology, see [17, §5.1]. We will not go into this.
but Z has no non-trivial divisible elements (i.e. Z div = 0) and so the cokernel is the same as for
We believe it is very interesting to investigate the cycle module K t * for the following reason: For higher local fields F one has K t n (F ) = K top n (F ) algebraically, but the latter groups are sequential-topological groups. The group operation is sequentially continuous; sadly it is usually not continuous, so one does not have a topological group structure (see [9] ). Still, using such sequential topological structures it might then be possible to equip the whole idèle complex with a wellbehaved topological structure. Such a construction could be useful to obtain a theory of 'higher harmonic analysis' on the idèles which might shed new light on L-functions, see §9 for an outline of this circle of ideas.
Relation to Coniveau Spectral Sequences.
In the special case of Galois cohomology coefficients, i.e. as in Prop. 1, the Rost complex appears as the E 1 -page of the Bloch-Ogus spectral sequence converging toétale cohomology filtered by coniveau [5] . Define a Zariski sheaf H q (•, r) as follows
where U is a Zariski open in X, Λ as in Prop. 1. This is defined in [5, beginning of §4] . Note that this is a Zariski sheaf. For example, H p (Spec k, H q (•, r)) = 0 for n ≥ 1 for any field k, quite unlike H q ((Spec k)é t , Λ (q + r)) which can be nonzero for arbitrarily large q if the field k has sufficiently large Galois cohomological dimension.
, where M Λ(r−q) * denotes the Zariski sheaf of the cycle module defined in eq. 2.8 for the Galois module Λ (r).
Proof. This is a rephrasing of [5, Thm. 4.2, part (4.2.2)].
Proposition 2 (Bloch, Ogus [5, Prop. 3.9] ). Under these assumptions, there is a spectral sequence
where (1) N denotes the coniveau filtration as in
(2) C p (X, M * ) denotes an entry of the Rost complex as in eq. 2.4;
is the cycle module as in eq. 2.8 for the Galois module Λ (r), r ∈ Z.
For the algebraic K-theory cycle module M * (F ) = K * (F ) the Rost complex gives the E 1 -page of the Brown-Gersten-Quillen spectral sequence converging to algebraic K-theory filtered by coniveau, see [25, Thm. 5.4 ].
2.5. Pullback & Pushforward. Suppose X, Y are equidimensional excellent schemes (say n X , n Y -equidimensional).
2.5.1. Pushforward. If X, Y are finite type over a field and f : X → Y is proper, Rost constructs a pushforward f * : [26, §3.4 ]. This construction carries over to the case of X, Y just equidimensional excellent and f a finite morphism, see Lemma 3 below. 2.5.2. Pullback. If X, Y are finite type over a field and f : X → Y is flat, Rost constructs a pullback operation f
.5] (he also gives a more general pullback operation, for which we have no use). To prolong this to excellent schemes, we say that a flat morphism of constant relative dimension r is a flat morphism f : X → Y such that there is some r ∈ Z such that for all y ∈ Y and all generic points x ∈ f −1 ({y}) (0) one has
Example 2 (Example not of finite type). Let (O, m) be a regular 2-dimensional local domain containing a field and K its field of fractions. Then the composition
is flat of constant relative dimension −1. To see this, note that the scheme on the left is the fiber of the closed point (0) in O, so y = (0) is the only point in the image; O m ⊗ O K is a 1-dimensional domain (we shall prove this in Lemma 7), so its zero ideal x = (0) is the unique generic point of the fiber and so r = −1.
We shall need the following easy fact:
For any y ∈ Y and x ∈ X (0)
y ∈ Z and a flat pullback
We shall use that certain properties of pushforwards and pullbacks carry over to the case of finite pushforwards and flat pullbacks of constant relative dimension.
′ are the morphisms induced by base change.
Then the diagrams We shall need the following easy facts:
Lemma 4. Let (R, m) be an n-dimensional equicharacteristic complete Noetherian local domain and f ∈ m some non-zero element (in particular n ≥ 1).
If I is an ideal of a ring R, the sets Proof. The morphism is the composition of
(1) Firstly, f is flat. It is surjective since for every prime y ( = R) in R the prime
] is a preimage, so f is faithfully flat. The localization g is flat, but not surjective (the prime (t) does not lie in the image 
] is a prime, and t ∈ y[[t]] implies 1 ∈ y, which is impossible. It follows that the composition f • g is surjective, so f • g is a faithfully flat morphism. 
] is in fact the unique minimal prime in the preimage. Then
where ' * =' follows from Lemma 4.
2.6. The Gersten Property. We shall need the following general Gerstenconjecture-type property for cycle modules:
. Suppose X is a local ring of a smooth scheme X ′ → Spec k and let M * be a cycle module. Then the complex
This shows that the sheafification of eq. 2.7 provides a flasque resolution of M * , [26, Cor. 6.5] . Moreover, we need the analogous statement for complete rings. Such a statement is not proven in [26] , but the general principle of proof is well-known since Quillen's paper on algebraic K-theory and readily applies to cycle modules as well:
Proposition 4. Suppose X → Spec k is an equicharacteristic complete regular local scheme with residue field in F and let M * be a cycle module. Then the complex
We shall use the following lemma, which is very well-known since in similar shape it appears in most proofs of Noether Normalization:
Then there is a ring automorphism σ (fixing F ) of the shape 
such that ∂ X α = 0, there exists some β = (β x ) x∈X (p) with ∂ X β = α. Since R is assumed regular and therefore all its localizations are regular and thus factorial, for every local ring O X,x the codimension 1 closed subschemes {y} OX,x (this means we take the Zariski closure in Spec O X,x ) are principal divisors and cut out by some irreducible elements, say π y ∈ O X,x . Then {y} OX,x = Spec O X,x / (π y ). Assume X = Spec O X,x for the moment. Next, by Cohen's Structure Theorem there is a (non-canonical) ring isomorphism
since ht (x) = p. After possibly changing the isomorphism by Lemma 6 we can assume that π y is distinguished, i.e. the w p -coefficients of π y do not all lie in the ideal (w 1 , . . . , w p−1 ). Then by Weierstraß Preparation there is a unit u ∈ O × X,x and a Weierstraß polynomial 
Here the arrows g, π are the product projections. The arrow X → A is not smooth (unlike its counterpart in [26, proof of Prop. 6.4.]), but flat of constant relative dimension 1. The arrow Y → A is a finite morphism since by our Weierstraß Preparation above we have
The arrow i : Y → X is a closed immersion, so it is finite. Finally, note that 
• g ′ * is the flat pullback of constant rel. dim. 0 (Lemma 5); • {w p } denotes the left-multiplication by units on C
• , see [26, §3.6] for the definition of this operation, but essentially this just uses the left-K M 1 -module operation D3 on cycle modules, and note that w p ∈ O × V is indeed a unit on V (in fact we just chose V as to make this statement valid);
• j : V → Z is the open immersion (and flat of constant relative dimension 0) and j * is a non-proper pushforward along this open immersion. Beware:
• π : Z → X is the product projection. It is a finite morphism, one sees this by direct inspection of eq. 2.11 or abstractly by base change from the finiteness of Y → A.
As for the proof of [26, Prop. 6.4] one computes that H is a chain homotopy between the closed immersion pushforward i * and the zero morphism:
This completes the proof.
3. Preparations
is a smooth 2-dimensional local domain with residue field κ (x) and essentially of finite type over a field k so that κ (x) /k is a finite field extension. We write X := Spec O for simplicity.
Notation. Let us agree on the following notation:
• O x is the x-adic completion of O; This is a 2-dimensional complete regular local domain; • O y , for every height 1 prime y ∈ (Spec O) (1) , is the y-adic completion of the localization O y ; This is a 1-dimensional complete regular local domain. Hence, it is a CDVR with residue field κ (y);
• O x,y ′ i , for every height 1 prime y ∈ (Spec O) (1) and y This is a 1-dimensional local field 4 with residue field κ (y); • K x := Frac O x (this does not appear in the idèles, rather O x ⊗ K will need to be used)
This is a 2-dimensional local field with residue fields κ (y ′ i ) and κ (x):
Here the upward arrows denote the inclusion of the rings of integers (= the valuation rings) into their fields of fractions and the rightward arrows denote the surjections on the relative residue fields. See [19] for an overview regarding higher local fields.
3.3. Points on these local schemes. We shall need a few facts about the structure of these rings: The natural morphism j : Spec O x → Spec O is faithfully flat and thus surjective and we decompose
disjointly, where X i denotes the set of primes y such that j( y) ∈ (Spec O) (i) , i.e. it contains the primes whose contractions to O are of height 0 ≤ i ≤ 2. The primes itself may have a different height in O x , we clarify this now: Definition 2. We shall call the height 1 primes y of O x such that y / ∈ X 1 transcendental height 1 primes.
Lemma 7. We have:
there is a bijection). This bijection preserves residue fields, i.e.
for all y ∈ X 0 . Moreover,
(1) the preimage j −1 (y) = { y 1 , . . . , y r } is finite with y i ∈ X 1 and every element in X 1 arises this way.
it is Noetherian. We may regard it as a subring of the field of fractions
, and the latter satisfies
must also be factorial, so the height 1 primes are principal, so the ring must be a PID.
is a height zero prime and thus the zero ideal since O is a domain. Hence, X 0 bijects to the primes in the formal fiber O x ⊗ O K. As we know the structure of the latter scheme by part (2) of this lemma, we get the zero ideal plus a lot(!) of height 1 primes. These are precisely the transcendental primes. For the residue field at some y ∈ X 1 we use that y ∩ K = (0) (as y maps to the zero ideal) and thus in terms of localizing a multiplicative subset,
where O − {0} denotes the image in O x / y. (4) Let y ∈ X (1) be given. By definition all primes in the preimage j −1 (y) lie in X 1 and conversely the elements in this set map to height 1 primes. We recall that j is surjective, so it suffices to prove that each preimage j −1 (y) is finite. To see this, note that the formal fiber is 
surjects onto M * −2 (κ (x)) just as the lower row of eq. 3.3 does. However, in eq. 3.4 y runs only through non-transcendental primes, so under the arrow '↑' these summands are sent to zero anyway. Thus, for any element on the right in the upper row of eq. 3.3, we can find a candidate in the lower row being sent to zero in M * −2 (κ(x)), then use exactness of the lower row.
Two-dimensional Idèle Sheaves with Cycle Module Coefficients
Overview: In this section we define the sheaves which give the idèles for surfaces. We fix an integral smooth surface X over a field k, η denotes its generic point and pick a cycle module M * over k. Notation: We shall use a simplified notation to define these sheaves. We shall write expressions like
and the latter is easily seen to be a flasque sheaf (the restriction to smaller opens is the identity on factors). Analogously for x , where x runs through all closed points 1) . For y ′ it is equivalent to also incorporating the closed points in the fiber of (0), y is just the transcendental primes.
We shall also need certain finiteness conditions constraining the sheaves of eq. 4.1:
means that we consider only those elements (α y ) y such that α y ∈ M * ( O y ) for all but finitely many y. 
) for all but finitely many x.
The condition (a) ensures that the sum in (b) is finite. 
The sum over non-transcendental primes y ′ i in (b) is automatically finite. Construction of Idèle Sheaves: We define a tricomplex W 0 of sheaves on X with values in abelian groups by
The arrows are defined by the respective flat pullbacks, e.g.
is induced from the flat pullback/the restriction res Ky Kη of the cycle module. These sheaves are all flasque (easy to see) and considering the arrows in the direction '←−' we conclude that the diagonal complex of W 0 is exact (because all these arrows are the identity map).
Lemma 9. The morphisms in the above diagram are well-defined.
Proof. For some arrows it may be necessary to convince ourselves that they are well-defined: 
) exists: For all but finitely many x we have 
). The sum in (3a).(b) is just the above sum, but with y ′ only running over non-transcendental
, we have ∂ Kx y (α x ) = 0 for all nontranscendental primes, so it is actually the same sum. Hence, it remains to treat the finitely many remaining x having ∂ Kx y (α x ) = 0 for some transcendental prime y. But (3a).(b) only needs to hold for all but finitely many x, so this case does not matter. For the remaining arrows it is obvious that they are well-defined.
We define a tricomplex W 1 as follows:
Again, all these sheaves are flasque. Using the fact that the set of all height 1 primes y ′ in O x decomposes disjointly into the transcendental primes y and nontranscendental primes y ′ i , it is easy to see that the diagonal complex of W 1 is also exact.
Lemma 10. The morphisms in the above diagram are well-defined.
Proof. Easy.
Finally, we define a (rather trivial) tricomplex W 2 as follows:
Again, the sheaves are flasque and the diagonal complex is exact.
Having given these definitions, we turn this data into a complex with values in tricomplexes of sheaves 
(written as superscripts) for the individual entries of tricomplexes, the cross sections of the complex W • in the individual entries are as follows:
where writing ∂ x y stands for ∂ x y (see eq. 2.2) over all codimension 1 points y ∈ {x} (1) . It will soon play a key role that W X
• is just Rost's Gersten resolution for the Zariski sheaf M * of the cycle module M * , as in eq. 2.7, turned into sheaves. The above cross section complexes are generally not exact (e.g. W Moreover, we define sheaves 'idèles with a reciprocity constraint' by
′′′+recip.
Remark 2. Here in (1) the word 'reciprocity constraint' refers to the fact that an element in M * (K) when diagonally mapped to ′ y M * ( K y ) automatically satisfies y ∂ y x ∂ y x = 0. As this sum runs over all curves y through a fixed closed point x, this is sometimes called a reciprocity law 'around a point'. Thus, for us, by a reciprocity constraint we understand a necessary criterion to be in the image of the diagonal map. Analogously for (2) .
The morphisms we are taking kernels of are well-defined by the finiteness conditions (1) and (3a).(b) respectively. It is easy to see that the second sheaf is flasque (since the product is indexed over x ∈ U (2) ). Unlike all other sheaves discussed in this section so far (apart from M * ), the sheaf 
Next, we compute the cohomology of the complex W • (which is a tricomplex since W • is a complex of tricomplexes). We get:
is the tricomplex of sheaves given by
where M * denotes the Zariski sheaf of the cycle module M * .
Proof. This is really just the definition of unramified cycles, see eq. 2.6. For W
02
• use Lemma 8. Note that certain finiteness conditionsà la ′′ and ′′′ have disappeared here since they are automatically satisfied.
Definition 3.
We define a complex of flasque sheaves (depending on the cycle module M * which we have fixed): For the proof of this we need some preparation:
Lemma 13. The sequence of sheaves
is exact.
This again shows that
′+recip. y M * ( K y ) cannot be flasque, for otherwise the above complex would give a length 2 flasque resolution and so H 2 (X, M * ) = 0 always (which is not true).
Proof. The injectivity is clear since for each open set U the group of sections M * (U ) is defined as a subgroup of η∈U (0) M * (K η ), see eq. 2.6. In particular, injectivity holds on the level of stalks. Exactness in the middle is easy: Let x be an point in X, U x ∋ x some open neighbourhood. Suppose local sections α η ∈ M * (K η ) and α y ∈ M * ( O y ) over U x are given and go to zero on the right, i.e. for all codimension 1 points y ∈ U 
by Prop. 3. The element (∂ Ky y α y ) placed in the third term of this sequence (note that by the idelic condition ′ this is non-zero only for fin. many points y and the reciprocity constraint shows that the element goes to zero on the right) admits a preimage f η ∈ M * (K η ). Secondly, note that (after possibly shrinking U x to a smaller neighbourhood) β y := res Ky Kη f η − α y satisfies ∂ Ky y β y = 0 for all y ∈ U x by construction, so β y ∈ M * ( O y ). It is easy to see that (f η , β y ) is a preimage of α y . This proves our claim.
Lemma 14. The sequence of sheaves
Proof. The proof is very similar to the one of the previous lemma. For injectivity, Lemma 8 shows that the rows in the commutative diagram (4.6) 0
are exact, where y runs through the transcendental primes in O x . The existence of the arrow (↓) and its injectivity follow. For exactness in the middle, suppose we are given
) going to zero on the right. This unwinds as (4.7) ∀x, y ′ i : res
and applying the boundary ∂
. We conclude 
and that f ⊕ β x,y ′ i provides a preimage. This completes the proof.
Proof (of Prop. 5). Combining Lemmata 13 and 14 we see that the diagonal complexes of the top and bottom face of the cube in fig. 4 .4 (i.e. the opposite faces w.r.t. the arrows '↑') are exact up to a cokernel isomorphic to x M * −2 (κ (x)) because of the reciprocity constraints. It is not hard to see that this forces the overall diagonal complex to be exact.
Lemma 15. The tricomplexes of sheaves
Proof. Direct verification.
Comparison Maps for Idèles
Now we set up a bicomplex B from the entries of the tricomplexes W • , • W • being indexed by a lower index in {0, 1, 2},
• the entries being indexed by an upper index in {0, 1, 2, 01, 02, 12, 012} as in fig. 4 .3:
i.e. the columns are the diagonal complexes of the tricomplexes W • , truncated from the top by cutting away the initial term W X
• ('un-augmented'); and the rows follow
Clearly B is a bicomplex of sheaves with values in abelian groups. Apply the global section functor Γ (X, ·) and note that this preserves exactness since all sheaves in the bicomplex are flasque.
We quickly study the two bicomplex spectral sequences associated to Γ (X, B). We denote by ↓ E • the spectral sequence whose E 0 -page differential comes from the downward arrows '↓', and by → E • the spectral sequence whose E 0 -page differential comes from '→'.
p,q = 0 for p ≥ 1 and these pages are stationary (= E ∞ respectively). In particular, it trivially converges to H p (X, M * ).
Here the groups A q (X, M * ) are as in [26, §5, especially p. 356; first paragraph].
Proof. For ↓ E 1 we find in the first row
2 ) → 0 and zero elsewhere. This follows from the observation that the diagonal complex each tricomplex W i is exact as sheaves, and then also after applying Γ(X, ·) by flasqueness. Unwinding definitions this yields Rost's Gersten resolution of M * , namely 0 →
i.e. in the ↓ E 2 = ↓ E ∞ -page the first row are the corresponding cohomology groups, denoted by A q (X, M * ). Contrastingly, the → E 1 -page reads Based on this result, we can formulate explicit comparison maps between the groups A q (X, M * ) and H q (Γ(X, I • )):
is given by sending a cycle [y, γ y ] ∈ C 1 (X, M * ) with y ∈ X (1) and γ y ∈ M * −1 (κ (y)) to the idèle
• g x is any preimage of (res
In particular, these preimages exist. This defines ϕ on generators and does not depend on any choices (all idèles produced this way are cohomologous in I • ).
Proof. This is a standard argument proceeding by unwinding zig-zags in the bicomplex. We follow the zig-zag (5.1)
In our case, we begin with [y,
In the sense of an edge map, this kernel maps diagonally to an element in the bicomplex
in the upper-right of our zig-zag, namely
and [y, res
with f y and g x as stated in the claim. The existence of f y follows from the exactness of
. For the existence of g x one uses the exactness of
(Gersten for O x , Prop. 3), noting that [y, γ y ] goes to zero on the right which holds by the assumption it represents an element in A 1 (X, M * ), i.e. it is a cocycle.
We get a preimageg ∈ M * (K η ) and then define g x := res 
and it is easy to see that the differential W sends this element to zero, so this gives us a representative for H 1 (Γ(X, I • )). It follows from extensive diagram chasing that this definition is well-defined, a homomorphism, and an isomorphism.
where for every x ∈ X (2) the parameter y ′ i runs through all non-transcendental primes in O x .
Proof. As in the previous proof, this is an immediate consequence of chasing zig-zags in the bicomplex. This time the relevant zig-zag is
Comparison Maps forČech cohomology
Firstly, recall that for an open cover U = (U α ) α∈I and Zariski sheaf F there arě Cech cohomology groups, which we denote byȞ i (U, F ), defined as the cohomology of theČech complex
where we denote by U α an open in U, and by U α0...αr := i=0,...,r U αi the respective intersections. For any refinement U ′ of U, there is a canonical induced morphism
over the diagram in which U runs through all open covers
5 and arrows are the refinements. This is a filtering colimit since any two covers admit a common refinement. We haveȞ i (X, F ) ∼ = H i (X, F ) for all sheaves we work with (as they all admit a flasque resolution), so we may express sheaf cohomology this way.
sgn σ f α0...αi holds for all permutations σ ∈ S i+1 and f α0...αwαw ...αi−1 = 0 for all 0 ≤ w ≤ i − 1. The alternatingČech cocycles form a subcomplex ofČ i (U, F ) and one can show that the inclusion of the subcomplex is a quasi-isomorphism.
Remark 3. It is worth emphasizing that f α0...αw αw...αi−1 = 0 is a separate condition. It follows from the first property just for elements which are not 2-torsion,à la f αβ = −f βα , so 2f αα = 0 in the case of i = 1. In this text we shall always work with this subcomplex of alternating cochains.
Lemma 16 (Algebraic "Partition of Unity"). Assume the open cover U is finite, i.e. I is a finite set. Suppose F is a flasque sheaf such that (1) for every restriction res
for any two opens of the form U γ0...γsγs+1...γr =: V ⊆ U := U γ0...γs there is a morphism
where
We suppress some set-theoretical issues.
(3) for every open V := U γ0...γs and all indices β ∈ I we have
Define a homomorphism
Then H is a contracting homotopy for theČech complexČ
Hδ + δH = idČi (U,F ) .
Proof. Direct computation.
Lemma 17.
Assume the open cover U is finite, i.e. I is a finite set. For all the sheaves as in eq. 4.1 the assumptions of Lemma 16 can be fulfilled: For y A y with
α .
Define for any open U := U γ0...γs and further intersection V := U ∩U β (= U γ0...γsβ ) the homomorphism
A y → y∈U (1) A y by id Ay if y ∈ Σ β 0 otherwise.
and U
α , or X (2) and U (2) α for sheaves of the types η A η or x A x respectively. For x,y ′ i also use X (2) and U (2) α and recall that for every x the parameter y ′ just runs through certain primes of O x ).
Proof. A disjoint decomposition as in eq. 6.1 exists since U is an open cover, so X = U α ; in particular
α . For example (well-)order the set I and then let x ∈ Σ α if and only if α is the (unique) smallest element of I such that x ∈ U α . It remains to prove the properties (2) and (3). For (2) observe that for every prime y the map E V Vα • res V Vα on A y is id Ay if y ∈ Σ α and zero otherwise. Since U is a finite cover and the Σ α form a disjoint decomposition, the equality
follows, proving property (2). Then (3) is a direct verification.
We now use these contracting homotopies to work out certain very explicit maps between various cohomology groups: where β η , β y , β x ∈ I are the unique indices such that η ∈ Σ βη , y ∈ Σ βy , x ∈ Σ βx and y in the right-most formula is the image of y
Proof. We build a bicomplex whose p-th row is built by taking the p-thČech resolution group of a copy of I • . Again we follow zig-zags as in the proof of Prop. 7, but now using a bicomplex comparing theČech and the idèle resolution. The groups in ↓ E 2 1,0
are just
Explicitly, we choose any representative for ourČech cohomology class (
We use the edge map to get to E 0 0,1 . We construct a preimage in E 
Explicitly, 
where y is the image of y
This is aČech 0-cocycle iň H 0 (U, I 1 ), so it glues to a global section in Γ(X, I 1 ). Thus, if we want to evaluate the component of f
we need to choose for β any index in I such that y ∈ U
(1) β (and because it glues to a global section, the choice of any such β does not matter). Similarly for the components f Σ α = X, we may also use it to find canonical indices β, β ′ for these purposes. For any y ∈ X (1) let β y ∈ I be the unique index such that y ∈ Σ βy . We get since δ y∈Σα will only be non-zero for α = β y by uniqueness and there is just a single β η with η ∈ Σ η (since we assume X is integral, so it is irreducible with a unique generic point X (0) = {η}). Finally, as we work with alternatingČech cochains, we must have f βyβy = 0 -see Rmk. 3 for 2-torsion. For W 
can be described as follows:
where 7 isomorphism if we replace the left-hand side by the colimit over all refinements
• β x is to be chosen such that x ∈ U βx , • β y ∈ I is the unique index such that y ∈ Σ βy , β η the unique element such that η ∈ Σ βη .
Despite true in this more general version, the statement of the lemma becomes entirely symmetric if we also choose β x ∈ I as the unique element with x ∈ Σ βx .
Products
One can consider pairings of cycle modules, as defined in [26, Def. 2.1] . Such a pairing consists of a bilinear pairing of abelian groups
′′ are cycle modules. Certain axioms, called P1-P3 in [26] , need to be fulfilled. We are only interested in the case M = M ′ = M ′′ , i.e. a 'product' operation
Example 6. For example M * = K M * has such a pairing, just given by the ordinary product in the Milnor K theory ring.
Cup Product onČech Cochains.
We quickly recall the construction of the cup product in sheaf cohomology on theČech resolution. For general sheaves F , G with values in abelian groups, the tensor sheaf F ⊗ Z G (where Z denotes the locally constant sheaf Z) has stalks
ForČech cochains on an open cover U = (U α ) α∈I ones fixes an ordering on the index set I and defines a Z-bilinear pairing where α 0 < · · · < α p+q and where F res and G res denote the restrictions to smaller opens of the sheaves F , G respectively; and are not to be confused with the restrictions of a cycle module. Then prolong (f ⌣ g) α0...αp+q to an alternatingČech cochain by sign-permuting indices to α 0 < · · · < α p+q . 8 The identity
is easy to show and proves that eq. 7.2 induces a pairing ofČech cohomology groups, the cup product.
Remark 5. If one defines the cup product in a derived setting as the morphism '∪' in
this cup product relates (after taking the colimit over all refinements of covers) to the one in eq. 7.2 by composing with RΓ(pr), where pr :
Next, fix a cycle module M * along with a pairing · : M n × M m → M n+m to itself as in the previous subsection. This induces a Z-bilinear pairing
(the pairing of cycle modules)
of Z-module sheaves, i.e. sheaves with values in abelian groups. Recall that for every open U ⊆ X the group M * (U ) is defined as in eq. 2.6. Thus, showing that the pairing is well-defined amounts to proving that e · f is unramified if e, f are, but by axiom P3 we have for every discrete valuation v the identity
where π is any uniformizer of the valuation ring O v and {−1} refers to the left-K M 1 -module structure of axiom D3. This verifies the well-definedness. The morphism of sheaves M * ⊗ Z M * → M * + * induces functorially a morphism betweenČech cochain groups and composing this with the cup product, we get morphismš Explicitly, define a Z-bilinear pairing of sheaves of abelian groups
(where y is the image of y
where again a cycle module is fixed and '·' refers to a pairing as in eq. 7.1. Similarly to the cup product in eq. 7.2 this pairing does not have much symmetry before going to cohomology.
We now claim that on the level of cohomology, the above definition is the precise counterpart of the cup product construction onČech cochains:
Proposition 11 (Product Compatibility). Suppose X is integral and M * admits a product structure (in the sense of eq. 7.1). Then the map ∨ descends to cohomology, i.e. is well-defined as in the lower row of (7.4)
and this diagram commutes, where the downward arrows and λ, θ are the comparison maps of Prop. 8 and Prop. 10 respectively.
Proof.
(1) Firstly, we prove that the pairing in the lower row is well-defined, i.e. δe ∨ f and e ∨ δf are mapped to coboundaries. We only prove this for e ∨ δf and leave the other case to the reader: Let any two idèles e = (e Then the idelic differential yields (by using axiom P2a of a cycle module pairing several times, eq. 7.5 and δe = 0 which we may assume since we only need our claim for cocycles)
In particular, δf ∨ e is a coboundary. For e ∨ δf one proceeds similarly.
(2) Next, we prove the commutativity of eq. 7.4. Suppose (g αβ ) αβ , (h αβ ) αβ ∈ C 1 (U, M * ) areČech 1-cocycle representatives of arbitrary elements g, h ∈ H 1 (X, M * ) and a sufficiently fine open cover U. According to the description of the cup product in eq. 7.2, the image inȞ 2 (U, M * ) in the upper row is represented by theČech 2-cocycle
where M * res
denotes the restriction map of the sheaf M * and is not to be confused with the restrictions of the cycle module M * . We fix a disjoint decomposition X = α∈I Σ α as in Lemma 17. According to Prop. 9 idèle representatives for the image under τ :
using the same notation as in the statement of Prop. 9, analogously for h ′ . Using these representatives and writing '·' for the pairing of the cycle modules, the image in the lower row under ∨ (see eq. 7.3) is
Kη (g βηβy · h βyβx ) by R1a, P2a. According to Prop. 8 the image in A 2 (X, M * ) can be represented by
For every closed point x ∈ X (2) the set {y For an open U the group M * (U ) is a subgroup of M * (κ (η)), so we may consider g βηβy , h βyβx as elements of M * (κ (η)), η being the unique generic point of X, and with this interpretation we can discard the restrictionsà la M * res U βη βy U βη βy βx in the above. Comparing this equality with the one in eq. 7.6, our claim follows from using the commutativity of the diagram
opens coming from cones σ i . In particular, U := (U i ) i=0,1,2,3 is an open cover we may use for theČech cohomology. Define V := F n \ U 0 as the reduced closed complement of U 0 . Using the same cover as for F n , this locally comes down to 
Graphically, the decomposition of the complement V is depicted on the right in the above figure. The two circles represent V 1 and V 3 (≃ P 1 k ). Summarized, F n decomposes as follows:
• (height 2) the unique generic point η lies in Σ 0 ;
• (height 1) the generic points of all integral curves of U 0 are in Σ 0 . Σ (j : X → Spec k is the structure morphism; compare with eq. 7.8; the meaning of β η , β y , β x is as in Prop. 10; see also eq. 0.2). As the formula eq. 6.2 really mostly depends on the values of β η , β y , β x for various y, x, it is convenient to do a case-distinction depending on these values. Since β η = 0 always, we are left with 
where * indicates an element of the shape {a, a −1 }. Whereas these elements are usually non-zero, we have {a, a −1 } = {a, −1}, so they are 2-torsion. Thus, when being mapped to an intersection number, i.e. to Z, they necessarily vanish, so we may disregard them already here. The value β y = 3 is impossible since Σ 3 does not contain generic points of curves. The value β y = 2 is only possible if y = V 3 , but the only non-trivial entry is at β x = 1, however by the nature of our decomposition no closed points on the curve V 3 lie in Σ 1 . Thus, only for β y = 1 non-trivial symbols occur. Note that β y = 1 implies y = V 1 and all the closed points of V 1 lie in Σ 1 and Σ 2 , so the case β x = 3 is also impossible. For β x = 2 the closed point must be V 1 ∩ V 3 , given by x = (X −1 , X −n Y −1 ) in U 2 = Spec k[X −1 , X −n Y −1 ] and y | U2 = V 1 | U2 = (X −1 ). Hence, the whole sum of eq. 8.1 reduces to the single expression
= −nj * ∂ x {X −n Y −1 } = −nj * [x, 1 Z ] = −n ∈ Z since x is a closed point of degree 1 on F n .
Perspectives
Apart from cycle modules various other 'coefficient systems' for adèles/idèles can be considered, e.g. the aforementioned case of quasi-coherent sheaves or Gorchinskiy's homology sheaves [12] . Apart from encoding the respective cohomology groups, these constructions sometimes also allow very interesting approaches to prove various results, e.g. the residue theorem on curves as pioneered by Tate [29] or Weil's Reciprocity Law for tame symbols on curves, see [2] . A related approach can for example be found in [1] .
9.1. The Anticipated Picture for Schemes over Z. The strongest driving force behind the concept of adèles/idèles is however the hope to use these mechanisms in an arithmetic context, i.e. for schemes over Spec Z. We do not really touch this matter in the present text, but certainly this text concerns the first step in the following general philosophy:
• Formulate invariants of objects in a geometric context (over a field, or in positive characteristic where no archimedean places are to be expected) using the language of idèles.
• Then transfer such an idèle picture to an arithmetic situation, e.g. a number field or an arithmetic surface X → Spec Z and exploit that the language of idèles seems to be predestined for implementing archimedean contribution.
At least for number fields Chevalley's idèles (including infinite places) provide a remarkably powerful tool. It is reasonable to expect that a similar approach for arithmetic surfaces can also be carried out. The key point is that it seems to be difficult to implement a theory of archimedean places using Zariski sheaves on schemes since the archimedean points are not represented by points of the space underlying a scheme. One hopes that direct manipulations with idèle complexes can provide a more natural setup for archimedean investigations. We quickly want to outline a sketch of the expected picture for an integral proper flat surface j : X → Spec Z. The set of codimension 1 points y decomposes disjointly into vertical and horizontal curves, according to whether the image j(y) is of codimension 1 or 0. Then the horizontal curves i : {y} ֒→ X are orders in number fields in a canonical way by considering the composition j • i : {y} → Spec Z. Hence, there is a natural notion of an infinite place for horizontal curves which should play the role of additional closed points. x , need to be equipped with a topology. For O × x this is straight-forward, but for groups like K 2 ( K x ) or K 2 ( K x,y ) the matter is considerably more complicated. However, answers to these problems are known and we survey this in §2.3. For a general cycle module M * and a topological field F the question of equipping the groups M n (F ) with a suitable topology is completely open. (B) In order to have harmonic analysis available, these groups would classically have to be locally compact to carry a Haar measure. This is fine for classical 1-dimensional idèles (by the assumption of finite residue fields), but for surfaces the corresponding groups are not locally compact; no Haar measure exists. We again refer to A. Weil's [31, p. VI (Foreword), 2nd paragraph] for a discussion strongly suggesting that this is rather a defect of an insufficiently general harmonic analysis than an actual organic obstacle. For the construction of 2-dimensional zeta integrals a generalized harmonic analysis needs to be used. See [11] for details on this approach using K t -idèles (the groups K t reappear in §2.3 in this text). See also [18] for 2-dimensional Haar integration, or [14] for more on this circle of problems. Many open questions remain though. (C) Following this line of thought, one is led to the observation that instead of the (so called rank 1) ring of integers O x,y ⊂ K x,y in the 2-dimensional local fields K x,y is probably not the correct object to consider for harmonic analysis purposes. Rather, the (so called rank 2) ring of integers O x,y turns out to be the relevant object. This ring arises as the (Krull) discrete valuation ring on the right-hand side in O where v 2 is a lexicographically ordered rank 2 discrete valuation coming from both the curve y and the point x. In the present text we have not touched this perspective. See [11] for more information.
