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Strong interference exists in many passive localization problems and may lead to the inefficacy of traditional
localization methods. In this study, a hybrid passive localization method is proposed to address strong interference.
This method combines generalized cross-correlation and interference cancellation for time-difference-of-arrival
(TDOA) measurement, followed by a time-delay-based iterative localization method. The proposed method is
applied to a preliminary experiment using three hydrophones. The TDOAs estimated by the proposed method are
compared with those obtained by the particle filtering method. Results show that the positions are in agreement
when the TDOAs are accurately obtained. Furthermore, the proposed method is more capable of localization in the
presence of a strong moving jamming source.
Keywords: Interference cancellation, Radon transform, Cross-correlation, Localization, Underwater acoustics1 Introduction
Passive source localization is a significant and important
topic in signal processing because of its minimal impact
on the environment and low susceptibility to the effects
of clutter. This viable approach has certain advantages in
navigation [1], speaker tracking [2], radar [3], and under-
water acoustics [4,5]. The time-delay-based method is
the most widely used localization strategy, which is a
two-step scheme. In general, time-difference-of-arrival
(TDOA) measurements of a passive signal on spatially
separate receivers are first estimated, followed by the
solution of nonlinear hyperbolic equations using the
range-difference information obtained from the product
of the measured time delays and the known propagation
speed. Thus, the source position can then be determined
based on the sensor array geometry.
In localization, a straightforward TDOA estimation be-
tween a pair of receivers can be realized by determining
the peak of the cross-correlation function. A generalized
cross-correlation called the phase transform (PHAT) [6],
which uses the normalized spectra of the signals, is
commonly used in time-delay measurements [7–9]. The* Correspondence: lei.bo@nwpu.edu.cn
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However, since each pair can have zero, one, or two inter-
sections, the logic to find the correct one is nontrivial.
Also, determining the correct weighting is difficult. Solving
the hyperbolic functions using nonlinear least squares has
been considered as a possible approach [10], in which a
Taylor-series expansion is used for linearization and the so-
lution is determined iteratively. A two-step weighted least-
squares algorithm proposed by Chan [11] could provide
the final solution of the position coordinates by exploiting
the known relation between the intermediate variable and
the position coordinates. Young et al. [12] explored the use
of cross-correlation-based TDOA methods for localization
by a modified minimum-variance distortionless response
technique. Lui [13] derived a semi-definite programming
algorithm for source localization by integrating some
available prior information. Friedlander [14] estimated
the range and depth of an underwater source by meas-
uring the propagation delay differences among multiple
propagation paths on two vertically deployed receivers.
Felisberto et al. [15] further developed a localization
method that minimizes a time-delay objective function
with respect to the depth and range with the use of ais distributed under the terms of the Creative Commons Attribution 4.0
rg/licenses/by/4.0/), which permits unrestricted use, distribution, and
e appropriate credit to the original author(s) and the source, provide a link to
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(PF) has also been used to automate detection and
localization [16, 17].
Furthermore, a number of approaches have been pro-
posed for multitarget localization. A PF-based algorithm
was developed for the localization and tracking of multiple
acoustic sources in reverberative environments [18]. Based
on maximum-likelihood estimation, a technique using two
omnidirectional passive sensors for the detection and
estimation of a target in the presence of false measure-
ments was developed [19], where the target motion
parameters are obtained by directly maximizing a
joint-likelihood function. A multitarget tracking formula-
tion [20] was studied as an incomplete data problem,
where a maximum-likelihood estimator was derived based
on an expectation–maximization algorithm [21]. The like-
lihood estimator is maximized indirectly by iterating the
expectation and maximization steps until certain ap-
propriate convergence conditions are satisfied and is
successfully applied to the state estimation of nonmaneu-
vering targets in a cluttered underwater environment. A
nonlinear least-square technique was used to compute
the motion parameters for each target by modeling the
Gaussian mixture probability density functions of TDOA
measurement errors [22].
Without loss of generality, the localization technique
described in this paper is based on TDOA measurement
between spatially separated hydrophones. However, a
problem originates from the boat-noise target signal be-
ing totally polluted by strong interference. This contam-
ination is common in a coastal environment and may be
in the form of interference from moving merchant ships,
artificial noise, and marine mammal bioacoustics, among
others. If the signal-to-interference ratio is low, then
localization may be inaccurate when the TDOAs of the
two signals are close. Therefore, the interference has to
be canceled before TDOA estimation. Accordingly, this
paper presents a hybrid localization method integrated
with interference cancellation. The method comprises
three steps. First, PHAT processing is applied to the re-
corded data. Second, an interference cancellation method
involving the Radon transform [23, 24] is exploited, so that
the TDOAs on each pair of receivers are accurately ac-
quired. Finally, iteration is performed to search for the
source position. The proposed method is validated by aFig. 1 Sketch of the proposed hybrid localization method, comprising thre
and localizationpreliminary experiment, in which a moving jamming
source is present.
The remainder of the paper is organized as follows:
Section 2 presents the framework of the hybrid localization
method. In Section 3, an experimental demonstration with
three spatially separated hydrophones in a lake is provided.
Section 4 further discusses the proposed method, with a
moving interference taken into consideration. Section 5
presents the conclusions of this study.
2 Framework of the method
In underwater localization, the target signals are con-
taminated by strong interference, and this contamination
may result in inaccurate TDOA measurement. As a re-
sult, the efficacy of conventional localization methods is
affected. The framework of the proposed localization
method, which can cancel interference, comprises three
processing steps, as shown in Fig. 1. PHAT processing is
first applied to the received data from each pair of re-
ceivers, followed by a novel interference cancellation
method involving the Radon transform, whereby, the
TDOAs of the target signal are obtained. The final
process is to localize the target source based on the esti-
mated TDOAs of all receiver pairs.
2.1 PHAT processing
Let s(t) and p(t) represent the boat-noise target signal
and interference from a jamming source, respectively,
and x1(t) and x2(t) represent the signals received by two
hydrophones located at distant locations and arranged in
a known geometry. These two received signals are re-
spectively expressed as
x1 tð Þ ¼ s t−D1ð Þ þ p t−Di1ð Þ þ n1 tð Þ;
x2 tð Þ ¼ s t−D2ð Þ þ p t−Di2ð Þ þ n2 tð Þ; ð1Þ
where the unknown parameters D1 and D2 are the time
delays of the target signal on the two hydrophones, Di1
and Di2 are the time delays of the interference, and n1
and n2 are additive noises on the two hydrophones. In
general, the interference is uncorrelated with the target
signal s(t). Thus, TDOAs D1 −D2 and Di1 −Di2 may be
derived as two peaks of the common cross-correlation
function between the two hydrophone signals. However,
if the interference-to-signal ratio is strong, the peak of thee processing steps: PHAT processing, interference cancellation,
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PHAT method, which is a generalized cross-correlation
processing method, has the capability to suppress the inter-
ference power and can be mathematically expressed as
y tð Þ ¼ IFFT X1 fð ÞX

2 fð Þ
X1 fð Þj j X2 fð Þj j
 
; ð2Þ
where * indicates complex conjugation and X1(f ) and
X2(f ) are the spectra of x1(t) and x2(t), respectively. In
the PHAT output y(t), two peaks corresponding to the
interference and target signal are present. When both
TDOAs are close, the TDOA of the target signal is diffi-
cult to accurately obtain because the target-signal peak
of the PHAT output is significantly obscured. Therefore,
the interference should be suppressed before TDOA es-
timation. Even in cases in which the two peaks are to-
tally separated, the cancellation process is beneficial to
automatically determine the TDOA.
2.2 Interference cancellation
If a strong jamming source exists in the background, an
obvious additional peak will appear in the PHAT output.
In block processing, the sampled waveform of the target
signal when the source is moving is divided into blocks,
and PHAT processing is applied to each of the blocks.
Once the PHAT outputs are organized into a cross-
correlation matrix, in which each row represents a PHAT
output, a false trajectory corresponding to the peaks may
be present along the running time dimension. In most
cases, the trajectory does not exhibit a straight-line behav-
ior. If the PHAT outputs are rearranged to generate a line
for the dominant interference component, the Radon trans-
form can be exploited, which is effective for line detection.
On the basis of this intuition, a novel processing method is
proposed for interference cancellation on the PHAT out-
puts. The procedure of this method is illustrated in Fig. 2
and described as follows:Fig. 2 Interference cancellation method, whereby the Radon transform is e
the interference is canceled by the inverse Radon transform on their differe1. Successive blocks of the received signals on each
receiver pair are processed using the PHAT
technique to generate a cross-correlation matrix.
Given that the Radon transform renders good line
detection, all the peaks of the PHAT outputs, which
correspond to the dominant interference component
in the matrix, are aligned to generate a line along the
running time axis. Thus, a new matrix is generated, as
shown on the left of Fig. 2. In this way, an output
matrix P with dimension N ×M is produced, where N
is the number of processed blocks andM is the length
of the PHAT output. The output matrix has a nearly
straight vertical line along the running time axis, and
this line corresponds to peaks of the interference
cross-correlation. The offset of each PHAT peak in
the processing procedure is stored in memory for
later use.
2. The first M rows of P are selected and form the
block named P1, which is of dimension M ×M and,
in this example, covers an event when the target
signal and interference have the same or similar
TDOAs. The second block following P1, named P2,
is also of dimension M ×M. The Radon transform is
performed on both matrices:
P ¼ RT Pð Þ;1R 1
P2R ¼ RT P2ð Þ; ð3Þ
where RT (∙) denotes the Radon transform. The trans-
formed matrix P1R contains both the TDOA variations
of the interference and target signal along the running
time dimension, whereas the matrix P2R contains only
information of the interference. If the target signal is
partially contained in P2, then a negative peak will ap-
pear in the interference cancellation result.
3. Let ΔPR = P1R − P2R, so that the interference in P1R
is canceled. The inverse Radon transform (IRT) is then
applied to ΔPR, yieldingxecuted on two aligned matrices selected from the PHAT outputs, and
nce
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As shown in (4), the PHAT output of the target signal
is retained, whereas that of the interference is canceled.
The TDOA of the target signal can then be evaluated ac-
cording to the peak position on the relative time axis by
undoing the recorded offset compensation from step 1
above.
Theoretically, parameter M is independent of the mov-
ing speed of the source. Only variations in the peak
values of the PHAT results can degrade the jamming
signal cancellation performance. If the variation in the
jamming signal is weak, then a large M value may be set,
and vice versa.
Once the TDOAs on the receiver pairs are determined,
the position of the object is further assessed by estimating
the intersection point of each pair of hyperbolic functions
or determining the true position values by some other
method.
2.3 Localization algorithm
N receivers are assumed to be located at position (ai, bi),
and the general formulation of TDOA distance between
Receiver i and Receiver j for source position (X,Y) is
mathematically described as
Δdij ¼ f X;Y ; ai; bi; aj; bj
 
; 1≤i < j≤N : ð5Þ
The distance function f can be estimated using the
geometry for the direct wave without boundary interaction
or using a ray model for multipath propagation. The
nonlinear Eq. (5) is overdetermined when N > 3, and
the solution can then be derived by nonlinear least-squares
estimation of (X,Y), given by
X^ ; Y^








For simplification, Q = (X,Y) is used to represent the
position of the object. Therefore, with the use of a least-
squares criterion, the minimization problem in vector
notation can be written as
Q̂¼ arg min
Q
Δd−f Qð Þ½ TR−1 Δd−f Qð Þ½ 
n o
; ð7Þ
where Δd = (Δd1,2,⋯, ΔdN − 1,N)
T and are the covariance
matrix of the TDOA measurements. The minimum-
variance solution can be obtained using the stochastic
gradient algorithm
Qmþ1 ¼ Qm−μmf 0Q Qmð Þ Δd−f Qmð Þ½ ; ð8Þ
where f
0
Q indicates the derivation of function f with re-
spect to Q. A good choice of step size is formulated by







The performance of the localization method depends
on the accuracy of the TDOA measurement, Δd. For N
hydrophones, the maximum number of intersection













¼ p!q! p−qð Þ! is the number of combinations of
p things taken q at a time.
Once the number of hydrophones exceeds 3, the prob-
lem is overdetermined. Given time-delay errors caused
by noise, waveguide fluctuation, and interference, a good
solution may not be achieved if a large error exists on
some of the hydrophones. Therefore, three hydrophones
is a good choice for a practical localization system.
3 Experimental demonstration
3.1 Experiment configuration
A preliminary experiment was conducted in a lake with
a depth of 40 m, aimed to verify the localization method
under strong interference with a limited number of hy-
drophones. The configuration is shown in Fig. 3. An
omnidirectional broadband transmitter with center fre-
quency of 10 kHz was deployed as a jamming source at
a depth of 10 m and range of 1100 m. Owing to the
limited conditions of this experiment, only three hy-
drophones were deployed at a depth of 10 m, with the
#1 and #2 hydrophones being 5 m apart and #2 and #3
hydrophones being 10 m apart. The hydrophone out-
puts were followed by a pre-filter with a pass-band of
4–16 kHz (to verify the proposed method under strong
interference). A boat approximately 4 m in length was
traveling at a speed of approximately 0.5 m/s, based on
its global positioning system (GPS).
The sound speed profile measured by CTD (conduct-
ivity–temperature–depth) is shown in Fig. 4a. The upper
isovelocity volume exhibits a constant sound speed of
approximately 1484 m/s. In the lower volume, the sound
speed profile shows a negative gradient because of the
temperature decrease. The sound speed was measured
down to a depth of 33 m because exact information
below that level was not available. At the lower volume,
the sound speed was evaluated according to the negative
gradient with respect to a reference value of 1445 m/s at
a depth of 40 m. The bottom was assumed to be a half-
space with a density of 1.6 g/cm3 and a sound speed of
1720 m/s. This assumption did not bear any impact on
the propagation path.
Fig. 3 Experimental configuration, showing three hydrophones at a depth of 10 m, a boat traveling at low speed, and a jamming source at a
distance of approximately 1100 m from the receivers
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onment were computed using the Bellhop ray model [25,
26] with the source located at a depth of 0.5 m, as shown
in Fig. 4b. Most of the rays travel downward and are then
reflected from the bottom. Direct-path waveforms were re-
ceived at a depth of 10 m when the source range was less
than 500 m, and bounces at the boundaries occurred more
than once when the source distance exceeded 700 m.
As the boat moves beyond the receiver array, a 5–15 kHz
linear frequency modulation (LFM) signal was radiated
from the jamming source with a duration of 0.1 s and re-
peated every 0.5 s. Both the LFM signal and boat noise
were simultaneously filtered and recorded. Even though the
spectrum of the boat noise is lower at frequencies of
only a few thousand hertz, it is more significant for theSound speed (m/s)

















Fig. 4 Measured sound speed profile and propagation paths from the pos
constant value at depths of more than 18 m but a negative gradient below
(moving boat) was set to 0.5 minterference cancellation study. A portion of the waveform
recorded on the #1 hydrophone and its power spectrum
are shown in Fig. 5. The plots show that the boat noise is
approximately 25 dB lower than the LFM jamming signal
and is therefore seriously contaminated.
Given that the jamming source was practically motion-
less, a line in the cross-correlation output matrix should
exist. Therefore, the interference cancellation procedure
can be simplified in subsequent processing because PHAT
peak offsets are not necessary.
3.2 Processing results and comparison
All three hydrophone outputs were used to compute the
TDOAs, as described in (5). Consequently, three hyper-
bolic functions were generated. The PHAT results fromRange (km)

















ition of the small boat. a Sound speed, showing approximately
this depth. b Ray model outputs where the depth of the source
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Fig. 5 Characteristics of signal received on #1 hydrophone. a Received waveform. b Power spectral density, showing boat noise (dark line)
significantly polluted by interference (light line)
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and #2) are shown in Fig. 6a. The peaks of the cross-
correlation output of the boat noise are evident, owing
to the spectral normalization of the interference by PHAT
processing. The proposed interference cancellation method
was then applied to the PHAT output, where parameter
M = 400 and pulses 1–400 were selected for P1, whereas
pulses 11–410 were selected for P2. The interference
cancellation results in Fig. 6b show that the interference
was well suppressed throughout the entire running time,
particularly at the crossing event. The TDOAs are corre-
sponding to the time delays of the maximum values of the
rows of matrix ~P were finally determined, as shown in
Fig. 7a. The result obtained by the PF method is shown in
Fig. 7b for comparison. The PF method apparently trackedRelative time (ms) 

































Fig. 6 Processing results for data received on the first hydrophone pair at
signal component, before (a) and after (b) interference cancellation, are almthe wrong target at the crossing, whereas the proposed
method provides a satisfactory assessment of the TDOAs.
The localization process was then performed using the
assessed TDOA for each of the three receiver pairs. The
results for the proposed method throughout the entire
running time are shown in Fig. 7c, where μ = 1, showing
that the boat traveled approximately along a straight
line. By contrast, a portion of the results obtained using
PF method is shown in Fig. 7d. Both methods have
nearly the same localization results, with a difference
not exceeding 20 m along the y direction.
4 Experiment on moving jamming source
In Section 3, the jamming source is almost motionless
and cooperative. In actual multitarget localization,Relative time (ms) 

































a running time from 40 to 60 s, showing that the TDOAs of the target
ost the same
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Fig. 7 TDOA estimation and localization results based on PHAT processing of the first pair of signals. a TDOA proposed method. b TDOA PF method
(unavailable at the crossing event). c Localization proposed method. d Localization PF method (only the portion with the correct TDOAs is shown)
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strong. Strong moving jamming sources could include a
merchantman or military vessel. In this scenario, the same
problem prevails in the TDOA estimation. Given that the
trajectory does not exhibit a line on the PHAT outputs,
additional preprocessing is required for TDOA estimation
used in localization. When PHAT processing is performed,
the strongest peaks from the outputs should be aligned
and the deviations stored in memory. Subsequently, the
interference cancellation method is performed by block
processing. Afterward, the TDOA of the target signal is
connected using the recorded deviations.
As an example, two moving sources are present in this
experiment: one is the same boat whose trajectory is
known based on its GPS, and the other is an unknown
boat moving at a high speed. In processing, the second
boat is considered the jamming source. The recorded
waveforms are prefiltered the same as in Section 3 and
processed in 0.5-s blocks. The two correlation outputs
are displayed in Fig. 8a, corresponding to the jammingsource (dark curve) and target source (light curve). The
relative delays of the jamming source indicate that it
moves in the opposite direction of the target source. At
a running time of approximately 68 s, the two sources
are at the same position and thus have the same TDOA.
Given the relative time delays of the interference align-
ment, interference cancellation is performed on the PHAT
output, yielding the result shown in Fig. 8b. The strong
moving jamming source is eliminated, whereas the target
source is retained. Some portions of the interference are
not well isolated because of variations in the jamming
source when it moves, as mentioned in Section 2.2.
The relative time delays of the target source on the re-
ceiver pairs can then be obtained directly, even at a running
time close to the crossing event. Finally, the localization re-
sults are obtained, as shown in Fig. 8c, which agrees well
with the GPS measurements in Fig. 8d.
The Radon transform works well for line detection.
When the signal-to-interference ratio is very weak, a
weak variation in the PHAT output exists at the crossing
Relative time (ms) 
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Fig. 8 Moving jamming source suppression. a PHAT outputs for the first pair in 0.5-s blocks. b Processing results with the strong jamming source
subtracted. c Localization results. d GPS measurements (solid line and dashed line represent the evaluated and measured ranges, respectively)
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well during the interference cancellation. Consequently,
the trajectory of the target signal will be interrupted at
the crossing event, causing a gap in the estimated time
delays. Given that the wideband jamming source (mov-
ing boat noise) has a good correlation function, the
interference has only a slight influence on the TDOA
estimation in the experiment. Nevertheless, this influ-
ence is sufficient to show the efficacy of the proposed
method. If the jamming signal does not have a sharp
correlation peak, this method may be more applicable.
5 Conclusions
In passive localization, the target signal is significantly
contaminated by strong interference. As a result, trad-
itional localization methods may be ineffective. In this
study, a hybrid method involving PHAT processing,
interference cancellation, and position searching is pro-
posed. By certain additional preprocessing of the PHAToutputs, the interference can be adequately suppressed,
allowing for good localization results in the preliminary
experiments.
Although the experimental range is not the main con-
cern of this study, the localization method can also achieve
good performance at farther distances. A large system
aperture is expected in that case, such as a long-baseline
sensor array to achieve better localization. Furthermore,
joint estimation is suggested for multiple localization sys-
tems when the number of receivers is more than three.
One possible application of this method is the moni-
toring of multiple moving acoustic sources with fixed
hydrophones. A factor that is likely to impact the per-
formance of this method is strong variation in the inter-
ference. This problem may be solved by applying a
constant strength to the PHAT output setting over an
appropriate threshold. In the experimental investigation,
only direct arrival signals are considered. However,
multipath propagation may not be negligible at longer
Lei et al. EURASIP Journal on Advances in Signal Processing  (2016) 2016:130 Page 9 of 9ranges. Thus, a ray model may be necessary for time-delay
estimation. A possible method to address this issue is to
replace the analytical partial derivatives by a numerical
method; however, this may require substantial computa-
tional resources.
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