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APPROXIMATION METRICS FOR DISCRETE AND CONTINUOUS SYSTEMS
ANTOINE GIRARD AND GEORGE J. PAPPAS

Abstract. Established system relationships for discrete systems, such as language inclusion, simulation, and bisimulation, require system observations to be identical. When interacting with the
physical world, modeled by continuous or hybrid systems, exact relationships are restrictive and not
robust. In this paper, we develop the first framework of system approximation that applies to both
discrete and continuous systems by developing notions of approximate language inclusion, approximate simulation, and approximate bisimulation relations. We define a hierarchy of approximation
pseudo-metrics between two systems that quantify the quality of the approximation, and capture the
established exact relationships as zero sections. Our approximation framework is compositional for
synchronous composition operators. Algorithms are developed for computing the proposed pseudometrics, both exactly and approximately. The exact algorithms require the generalization of the
fixed point algorithms for computing simulation and bisimulation relations, or dually, the solution
a static game whose cost is the so-called branching distance between the systems. Approximations
for the pseudo-metrics can be obtained by considering Lyapunov-like functions called simulation and
bisimulation functions. We illustrate our approximation framework in reducing the complexity of
safety verification problems for both deterministic and nondeterministic continuous systems.

1. Introduction
Compositional modeling in concurrency theory [Mil89], and complexity reduction in the formal verification of discrete systems [CGP00] have resulted in a wealth of system relationships, including
the established notions of language inclusion, simulations and bisimulations [CGP00]. These notions
have had great impact in not only reducing the complexity of discrete systems [BCM+ 90], but also
in reducing problems for continuous and hybrid systems to purely discrete problems [AHP00]. Much
more recently, the notions of simulation and bisimulation have resulted in new equivalence notions for
nondeterministic continuous [Pap03, TP04, vdS04] and hybrid systems [HTP05, JvdS04, PvdSB04].
The notions of language inclusion, simulation, and bisimulation for both discrete and continuous
systems are all exact, requiring external behavior of two systems to be identical. As exact relationships between discrete systems do not permit any error, there are clear limitations in the amount
of system compression that can be achieved. Approximate relationships which do allow for the
possibility of error, will certainly allow for more dramatic system compression. Even though this
has been the tradition for deterministic continuous systems [ASG00], it has been recently argued
convincingly [CB02, PHW03, vBMOW03], that even for more quantitative classes of finite transition systems, such as labeled Markov processes [DGJP04], probabilistic automata [vBMOW03], and
quantitative transition systems [dAFS04], notions of system approximation are not only better candidates for complexity reduction but also provide more robust relationships between systems. The
challenge in developing approximate system relationships is the quantification of the quality of the
approximation.
This research is partially supported by the Région Rhône-Alpes (Projet CalCel) and the National Science Foundation
Presidential Early CAREER (PECASE) Grant 0132716.
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The goal of this paper is to provide a theory of system approximation that applies to both finite
(discrete) and infinite (continuous) transition systems by providing approximate generalizations of
language inclusion, simulation, and bisimulation. By generalizing the exact notions we ensure that
our framework captures the traditional exact notions for finite systems as a special case, while
developing more robust notions of system approximation for infinite transition systems.
To technically achieve our goal, we consider metric transition systems, which are transition systems
equipped with metrics on the state space and the observation space. Based on observation metric,
we develop a hierarchy of approximation pseudo-metrics between two metric transition systems measuring the distance from reachable set inclusion and equivalence, language inclusion and equivalence,
simulation and bisimulation relations. For a large subclass of systems, the notions of exact language
inclusion, simulation, and bisimulation are naturally captured as the zero sections of the pseudometrics. Furthermore, the relationship among the various approximation metrics is analogous to the
relationship among the exact notions. For synchronous composition of metric transition systems, we
show that the language, simulation and bisimulation metrics are compositional.
We then propose algorithms for computing the proposed pseudo-metrics, both exactly and approximately. Algorithms for exact computation require the generalization of the fixed point algorithms for
computing simulation and bisimulation relations [KS90], or dually, the solution a static game whose
cost is the so-called branching distance between the systems [dAFS04]. Algorithmic relaxations
for computing approximations of the pseudo-metrics can be obtained by considering Lyapunov-like
functions called simulation and bisimulation functions, which are also shown to be compositional.
This line of research has been motivated by the algorithmic verification of hybrid systems. The significant progress in the formal verification of discrete systems [BCM+ 90], has inspired a plethora of
sophisticated methods for safety verification of continuous and hybrid systems. The approaches range
from discrete and predicate abstraction methods [AHP00, ADI02, TK02], to reachability computations [ABDM00, ADG03, CK99, KV00, MT00, Gir05], to Lyapunov-like barriers [PJ04]. However,
progress on continuous (and thus hybrid) systems has been limited to systems of small continuous
dimension, motivating research on model reduction [HK04], and projection based methods [AD04]
for safety verification.
Since the results of this paper could be of great use in the above methods, we conclude this paper with two continuous examples that illustrate how our framework can be used in computing an
over-approximation of the distance between two systems, and in reducing the complexity of safety
verification for both deterministic and nondeterministic continuous systems. These examples, even
though they illustrate the power of our approximation framework, are simple cases of a more systematic computational framework that is currently under development for linear systems [GP05a]
and nonlinear systems [GP05b], and will be part of a future publication.

2. Exact Relationships for Transition Systems
2.1. Transition systems. In this paper, we will consider the framework of transition systems which
enable us to model in a unified way both discrete and continuous systems with either deterministic
or nondeterministic dynamics (see e.g. [Pap03]). The results in this section can be reviewed in much
greater detail in [CGP00].
Definition 2.1 (Transition system). A (labeled) transition system with observations is a tuple
T = (Q, Σ, →, Q0 , Π, hh.ii) that consists of:
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a (possibly infinite) set Q of states,
a (possibly infinite) set Σ of labels,
a transition relation →⊆ Q × Σ × Q,
a (possibly infinite) set Q0 ⊆ Q of initial states,
a (possibly infinite) set Π of observations,
an observation map hh.ii : Q → Π.

The set of labeled transition systems associated to a set of labels Σ and a set of observations Π is
denoted T (Σ, Π).
σ

A transition (q, σ, q 0 ) ∈→ will be denoted q → q 0 . We assume that the systems we consider are
σ
non-blocking so that for all q ∈ Q, there exists at least one transition q → q 0 of T . If for any state
σ
q ∈ Q and any label σ ∈ Σ, there exists at most a unique transition q → q 0 of T and, in addition, the
0
set of initial states Q contains a single element, then T is called deterministic. Transition system T
is called finite if Q and Σ are finite sets, and infinite otherwise. For all labels σ ∈ Σ, the σ-successor
is defined as the set valued map given by
n
o
σ
∀q ∈ Q, Postσ (q) = q 0 ∈ Q| q → q 0 .
We denote with Supp(Postσ ) the support of the σ-successor which is the subset of elements q ∈ Q
such that Postσ (q) is not empty. A state trajectory of T is an infinite sequence of transitions,
σ0

σ1

σ2

q 0 → q 1 → q 2 → . . . , where q 0 ∈ Q0 .
σ0

σ1

σ2

An external trajectory is a sequence of elements of Π × Σ × Π of the form π 0 → π 1 → π 2 → . . . . The
set of all external trajectories associated to a set of labels Σ and a set of observations Π is denoted
E(Σ, Π). An external trajectory is accepted by transition system T if there exists a state trajectory
of T , such that for all i ∈ N, π i = hhq i ii. The set of external trajectories accepted by transition
system T is called the language of T , and is denoted by L(T ). The reachable set of T is the subset
of Π defined by:
½
¾
σi
Reach(T ) = π ∈ Π| ∃{π i → π i+1 }i∈N ∈ L(T ), ∃j ∈ N, π j = π .
One of the most important problems for transition systems is the safety verification problem. The
safety verification problem asks whether the intersection of Reach(T ) with an unsafe set ΠU ⊆ Π is
empty or not. The verification of finite transition systems of very high cardinality has motivated the
development of various notion of system equivalence and system refinement that potentially reduce
the complexity of safety verification [CGP00].
2.2. Exact transition system relationships. For complexity reduction as well as for enabling
compositional modeling and analysis, various notions of exact system equivalence and refinement have
been established in the formal methods community [CGP00]. In this section, we quickly review the
established exact relationships in order to develop approximate versions in the subsequent sections.
Let T1 = (Q1 , Σ1 , →1 , Q01 , Π1 , hh.ii1 ) and T2 = (Q2 , Σ2 , →2 , Q02 , Π2 , hh.ii2 ) be two labeled transition
systems with the same set of labels (Σ1 = Σ2 = Σ) and the same set of observations (Π1 = Π2 = Π)
(i.e. T1 and T2 are elements of T (Σ, Π)).
If L(T1 ) ⊆ L(T2 ), then it is clear from the definition of the reachable set that Reach(T1 ) ⊆ Reach(T2 ).
Thus, given an unsafe set ΠU , if T2 is safe then T1 is safe, since if the intersection of Reach(T2 ) and
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ΠU is empty then it follows that the intersection of Reach(T1 ) and ΠU is also empty. Similarly,
we obtain that if L(T1 ) = L(T2 ) then Reach(T1 ) = Reach(T2 ). However, given two transition
systems T1 and T2 , checking language inclusion (L(T1 ) ⊆ L(T2 )) and language equivalence (L(T1 ) =
L(T2 )) is computationally demanding for finite transition systems, and infeasible for most infinite
transition systems. This has motivated the development of stronger notions of system refinement
and equivalence, namely simulation and bisimulation.
Definition 2.2 (Simulation). A relation S ⊆ Q1 × Q2 is called a simulation relation (of T1 by T2 )
if for all (q1 , q2 ) ∈ S:
(1) hhq1 ii1 = hhq2 ii2 ,
σ
σ
(2) for all q1 →1 q10 , there exists q2 →2 q20 such that (q10 , q20 ) ∈ S.
For transition systems with a finite number of states and a finite number of labels, checking whether
a relation S is a simulation relation is much easier (polynomial) than checking language inclusion [CGP00].
Definition 2.3. T2 simulates T1 (denoted T1 ¹ T2 ) if there exists S, a simulation relation of T1 by
T2 , such that for all q1 ∈ Q01 , there exists q2 ∈ Q02 such that (q1 , q2 ) ∈ S.
Note that the relation ¹ is a preorder on the set T (Σ, Π) of transition systems. An interesting case
is when a relation is a simulation of T1 by T2 as well as a simulation of T2 by T1 . Such a relation is
called a bisimulation.
Definition 2.4 (Bisimulation). A relation B ⊆ Q1 × Q2 is a bisimulation relation between T1 and
T2 if for all (q1 , q2 ) ∈ B:
(1) hhq1 ii1 = hhq2 ii2 ,
σ
σ
(2) for all q1 →1 q10 , there exists q2 →2 q20 such that (q10 , q20 ) ∈ B,
σ
σ
(3) for all q2 →2 q20 , there exists q1 →1 q10 such that (q10 , q20 ) ∈ B.
If any initial state of T1 can be related to an initial state of T2 and conversely, then T1 and T2 simulate
each other. We say that T1 and T2 are bisimilar.
Definition 2.5. T1 and T2 are bisimilar (denoted T1 ∼
= T2 ) if there exists B, a bisimulation relation
between T1 and T2 such that, for all q1 ∈ Q01 , there exists q2 ∈ Q02 such that (q1 , q2 ) ∈ B and
conversely.
The relation ∼
= is an equivalence relation on the set of transition systems T (Σ, Π). Bisimulations have
been vital in collapsing infinite transition systems to bisimilar finite transition systems, especially
in the context of timed and hybrid systems [AHP00]. The different relationships between transition
systems are summarized in the following classical result:
Theorem 2.6 (Hierarchy of system relationships). For all T1 , T2 ∈ T (Σ, Π),
T1 ∼
= T2 ⇒ L(T1 ) = L(T2 ) ⇒ Reach(T1 ) = Reach(T2 )
⇓
⇓
⇓
T1 ¹ T2 ⇒ L(T1 ) ⊆ L(T2 ) ⇒ Reach(T1 ) ⊆ Reach(T2 ).
Let us remark that if T1 and T2 are bisimilar then solving the reachability problem for T1 is equivalent
to solving the reachability problem for T2 . Even though from a verification perspective we would
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like to relate the reachable sets of transition systems, complexity considerations force us to consider
stronger relationships between transition systems. However, it is well known that the notions of
simulation and bisimulation are different than language inclusion or language equality only for nondeterministic transition systems [Mil89]. For deterministic labeled transition systems, the notions
become equivalent.
Theorem 2.7. If T1 and T2 are deterministic then the following equivalences hold:
T1 ∼
= T2
T1 ¹ T2

⇐⇒
⇐⇒

L(T1 ) = L(T2 ),
L(T1 ) ⊆ L(T2 ).

The fact that, in the presence of nondeterminism, simulation and bisimulation are stronger than
language (or trajectory) equivalence has resulted in novel notions of exact system equivalence for
nondeterministic dynamical, control, and hybrid systems [Pap03, TP04, vdS04, HTP05].
3. Metric Transition Systems
As exact relationships between transition systems do not permit any error, there are clear limitations
in the amount of system compression that can be achieved. Approximate relationships which do
allow for the possibility of error, will certainly allow for more dramatic system compression. Even
though this has been the tradition for deterministic continuous systems [ASG00], it has been recently
argued convincingly that even for more quantitative classes of finite transition systems, such as
labeled Markov processes [DGJP04], probabilistic automata [vBMOW03], and quantitative transition
systems [dAFS04], notions of system approximation are not only better candidates for complexity
reduction but also provide more robust relationships between systems. The challenge of approximate
system relationships is the quantification of the quality of the approximation.
The goal of this paper is to provide a theory of system approximation that applies to both finite
(discrete) and infinite (continuous) transition systems, by providing approximate generalizations of
the exact relationships of Section 2.2. By generalizing the exact notions we ensure that our framework
captures the traditional exact notions for finite systems as a special case, while developing more robust
notions of system approximation for infinite transition systems. To technically achieve our goal, we
must equip the transition systems we consider with some topological structure that is induced by
metrics on the state space and the observation space.
Definition 3.1 (Metric transition systems). A transition system T = (Q, Σ, →, Q0 , Π, hh.ii) is called
a metric transition system if (Q, dQ ) and (Π, dΠ ) are metric spaces. The set of metric transition
systems associated to a set of labels Σ and a set of observations Π is denoted TM (Σ, Π).
Note that, in this paper, we do not equip the set of labels Σ with any metric (equivalently we consider
Σ with the trivial discrete metric). In this paper, we also need to distinguish a special class of metric
transition systems that enjoy some additional regularity assumptions.
Definition 3.2 (Regular metric transition systems). A metric transition system T ∈ TM (Σ, Π) is
called regular if
(1) its set of initial values Q0 is compact,
(2) its observation map hh.ii is continuous,
(3) its transition relation satisfies the following properties:
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(a)
(b)
(c)
(d)

for
for
for
for

all
all
all
all

σ
σ
σ
σ

∈ Σ,
∈ Σ,
∈ Σ,
∈ Σ,

the set valued map Postσ is continuous1,
Supp(Postσ ) is an open subset of Q,
for all q ∈ Supp(Postσ ), Postσ (q) is a compact subset of Q,
for all q ∈ Supp(Postσ ), Postσ (q) has a compact neighborhood.

The set of regular metric transition systems is denoted TM∗ (Σ, Π).
Remark 3.3. For usual metric spaces such as finite dimensional vector spaces, property (3.d) is a
direct consequence of the property (3.c). However, as noted in [Wei05], it is not necessarily the case
when we consider some infinite dimensional metric spaces such as the functional space L2 . Such
metric spaces arise if the set of states is derived from partial differential equations.
Let us present some broad classes of regular metric transition systems that are of great interest in
this paper. In particular, we are interested in finite transition systems as models of discrete systems,
and infinite transition systems as models of continuous systems.
3.0.1. Finite transition systems. If Q is a finite set, then for any metrics defined on Q and Π, it is
easy to check that the properties of Definition 3.2 hold. This example, although trivial, ensures that
the framework developed in this paper will apply and capture the existing exact relationships for
purely discrete systems.
3.0.2. Continuous dynamical systems. Let us consider the following differential inclusion
½
ẋ(t) ∈ F (x(t)), x(0) ∈ I, x(t) ∈ Rn ,
y(t) = g(x(t)), y(t) ∈ Rp
where F is a set valued map. This framework includes ordinary differential equations as well as
control systems [Aub91]. Following [Pap03], we can derive a nondeterministic labeled transition
system T = (Q, Σ, →, Q0 , Π, hh.ii) from this differential inclusion by the following procedure:
• the set of states is Q = Rn ,
• the set of labels is Σ = R+ ,
t
• the transition relation is given by q → q 0 if and only if there exists a function x(.) such that
x(0) = q, x(t) = q 0 and for almost all s ∈ [0, t], ẋ(s) ∈ F (x(s)),
• the set of initial values is Q0 = I,
• the set of observations is Π = Rp ,
• the observation map is given by hhxii = g(x).
Let us assume that I is compact and g is continuous. If in addition the set valued map F is
continuous, has compact convex images and linear growth, that is
∃c, ∀x ∈ Rn , ∀y ∈ F (x), kyk ≤ c(kxk + 1)
then we can show that the defined transition system satisfies the conditions of Definition 3.2.
1Set-valued continuity concepts are stated in Appendix.
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4. Approximation Metrics for Metric Transition Systems
Metric transition systems have enough structure to develop a hierarchy of system approximation
metrics, eventually resulting in an approximate version of Theorem 2.6. We begin with notions of
approximate reachability and approximate language inclusion, and continue with the stronger notions
of approximate simulation and bisimulation.
4.1. Reachability and Language Metrics. Since the set of observations is now a metric space
(Π, dΠ ), we can denote by h→
Π and hΠ respectively the directed and undirected Hausdorff distances
(see Appendix for a quick review) associated to the metric dΠ . The reachability metric between T1
and T2 is naturally defined as the Hausdorff distance between Reach(T1 ) and Reach(T2 ).
Definition 4.1 (Reachability metrics). The directed and undirected reachability metrics are defined
respectively as
→
d→
R (T1 , T2 ) = hΠ (Reach(T1 ), Reach(T2 )) ,
dR (T1 , T2 ) = hΠ (Reach(T1 ), Reach(T2 )) .

Since the reachability metrics are Hausdorff distances, the following result is a direct consequence of
the well-known properties of Hausdorff distances.
Theorem 4.2. The reachability metrics are pseudo-metrics on the set of metric transition systems
TM (Σ, Π) and
d→
R (T1 , T2 ) = 0
dR (T1 , T2 ) = 0

⇐⇒
⇐⇒

cl (Reach(T1 )) ⊆ cl (Reach(T2 )) ,
cl (Reach(T1 )) = cl (Reach(T2 )) .

For safety verification, the reachability metric is of great interest. Indeed, if we could compute
d→
R (T1 , T2 ) we would have that
(4.1)

Reach(T1 ) ⊆ N (cl(Reach(T2 )), d→
R (T1 , T2 ))

where N (π, δ) denotes the δ neighborhood of π ∈ Π. Hence, if the distance separating Reach(T2 )
and the unsafe set ΠU is strictly greater than d→
R (T1 , T2 ), then the intersection of Reach(T1 ) and ΠU
is empty and therefore T1 is safe.
Unfortunately the reachability metric is impossible to compute exactly for most infinite metric transition systems, and extremely difficult for most finite transition systems. We will therefore develop
a hierarchy of stronger metrics, starting with two metrics that measure the distance between the
languages between two systems. In order to define a distance between two languages, we first have
to consider a metric in the space of external trajectories. Let s1 and s2 be two elements of E(Σ, Π):
σi

σi

s1 = {π1i →1 π1i+1 }i∈N , s2 = {π2i →2 π2i+1 }i∈N .
Since we are interested in safety verification problems, it makes sense to define the distance between
s1 and s2 as
½
supi∈N dΠ (π1i , π2i ) if ∀j ∈ N, σ1j = σ2j
dE (s1 , s2 ) =
+∞
otherwise.
Proposition 4.3. dE is a metric on the set of external trajectories E(Σ, Π).

8

ANTOINE GIRARD AND GEORGE J. PAPPAS

Proof. Let s1 , s2 , s3 be elements of E(Σ, Π):
σi

σi

σi

s1 = {π1i →1 π1i+1 }i∈N , s2 = {π2i →2 π2i+1 }i∈N , s3 = {π3i →3 π3i+1 }i∈N .
If there exists j ∈ N such that σ1j 6= σ2j or σ2j 6= σ3j then the triangular inequality trivially holds
since the righthand side of the inequality is equal to +∞. Moreover, if there exists j ∈ N such that
σ1j 6= σ3j , then we have either σ1j 6= σ2j or σ2j 6= σ3j . Hence, the triangular inequality holds as well.
Therefore, let us assume that for all j ∈ N, σ1j = σ2j = σ3j . Then,
dE (s1 , s3 ) = sup dΠ (π1i , π3i ) ≤ sup(dΠ (π1i , π2i ) + dΠ (π2i , π3i ))
i∈N

≤

i∈N

sup dΠ (π1i , π2i )
i∈N

+ sup dΠ (π2i , π3i ) = dE (s1 , s2 ) + dE (s2 , s3 ).
i∈N

The second property (dE (s1 , s2 ) = 0 ⇐⇒ s1 = s2 ) and the third property (dE (s1 , s2 ) = dE (s2 , s1 ))
are quite obvious.
¤
Let h→
E and hE denote respectively the directed and undirected Hausdorff distance associated to the
metric dE . Since L(T1 ) and L(T2 ) are subsets of E(Σ, Π), the language metric between T1 and T2
can then be defined as the Hausdorff distance between the languages L(T1 ) and L(T2 ).
Definition 4.4 (Language metrics). The directed and undirected language metrics are defined respectively as
→
d→
L (T1 , T2 ) = hE (L(T1 ), L(T2 )) ,
dL (T1 , T2 ) = hE (L(T1 ), L(T2 )) .

The meaning of the directed language metric is the following. For any external trajectory of the
system T1 , we can find an external trajectory of the system T2 , with the same sequence of labels,
such that the distance between the observations of the two systems remains bounded by d→
L (T1 , T2 ).
Similar to the reachability metrics, the following result follows as a consequence of the properties of
Hausdorff distances.
Theorem 4.5. The language metrics are pseudo-metrics on the set of metric labeled transition
systems TM (Σ, Π) and
d→
L (T1 , T2 ) = 0
dL (T1 , T2 ) = 0

⇐⇒
⇐⇒

cl(L(T1 )) ⊆ cl(L(T2 )),
cl(L(T1 )) = cl(L(T2 )).

The following inequalities hold between the reachability and language metrics.
→
Theorem 4.6. For all T1 , T2 ∈ TM (Σ, Π), d→
R (T1 , T2 ) ≤ dL (T1 , T2 ) and dR (T1 , T2 ) ≤ dL (T1 , T2 ).

Proof. Let ε > 0. Let π1 be an element of Reach(T1 ). There exists an external trajectory of T1 ,
σi

s1 = {π1i →1 π1i+1 }i∈N
such that π1j = π1 for some j ∈ N. There also exists an external trajectory of T2 ,
σi

s2 = {π2i →2 π2i+1 }i∈N
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j
j
→
such that dE (s1 , s2 ) < d→
L (T1 , T2 ) + ε. Particularly, this means that dΠ (π1 , π2 ) < dL (T1 , T2 ) + ε.
j
→
→
Since π2 is an element of Reach(T2 ), we have dR (T1 , T2 ) < dL (T1 , T2 ) + ε. This holds for all ε > 0,
→
hence d→
¤
R (T1 , T2 ) ≤ dL (T1 , T2 ). The inequality for the undirected metrics is straightforward.

The computation of d→
L (T1 , T2 ) and dL (T1 , T2 ) is also extremely difficult (but feasible in the case of
quantitative, finite transition systems [dAFS04]). We will therefore consider approximate versions
of the stronger notions of simulation and bisimulation.
4.2. Approximate simulation and simulation metric.
4.2.1. Approximate simulation. We introduce a notion of approximate simulation that is obtained
by relaxing the exact observational equivalence required by exact simulation relations. Instead of
requiring that the observations of two systems start and remain identical, we require that they start
and remain close.
Definition 4.7 (Approximate simulation). Let T1 , T2 ∈ TM (Σ, Π). A relation Sδ ⊆ Q1 ×Q2 is called
a δ-approximate simulation relation (of T1 by T2 ) if for all (q1 , q2 ) ∈ Sδ :
(1) dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ δ,
σ
σ
(2) for all q1 →1 q10 , there exists q2 →2 q20 such that (q10 , q20 ) ∈ Sδ .
Since dΠ is a metric, for δ = 0 we recover the established definition of exact simulation relation.
Parameter δ can serve as a measure of simulation precision.
Definition 4.8. Transition system T2 approximately simulates T1 with precision δ (noted T1 ¹δ T2 ),
if there exists Sδ , a δ-approximate simulation relation of T1 by T2 such that for all q1 ∈ Q01 , there
exists q2 ∈ Q02 such that (q1 , q2 ) ∈ Sδ .
The following results ensure that the set of δ-approximate simulation relations has a maximal element.
Lemma 4.9. Let {Sδi }i∈ISbe a (possibly nondenumerable) family of δ-approximate simulation relations of T1 by T2 . Then, i∈I Sδi is a δ-approximate simulation relation of T1 by T2 .
S
Proof. Let (q1 , q2 ) ∈ i∈I Sδi , there exists i ∈ I such that (q1 , q2 ) ∈ Sδi . Then, dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ δ.
S
σ
σ
Moreover, for all q1 →1 q10 , there exists q2 →2 q20 such that (q10 , q20 ) ∈ Sδi ⊆ i∈I Sδi .
¤
Given a precision parameter δ, Lemma 4.9 allows us to define the largest simulation relation between
two systems.
Definition 4.10. Let {Sδi }i∈I be the set of δ-approximate simulation relations of T1 by T2 . The
maximal δ-approximate simulation relation of T1 by T2 is defined by
[
Sδmax =
Sδi .
i∈I

It is clear that T2 approximately simulates T1 with precision δ if and only if for all q1 ∈ Q01 , there
exists q2 ∈ Q02 such that (q1 , q2 ) ∈ Sδmax . Approximate simulation relations define a parameterized
family of relations on the set of metric transition systems TM (Σ, Π). These relations satisfy the
following properties:
Proposition 4.11. Let T1 , T2 and T3 ∈ TM (Σ, Π):
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(1) For all δ ≥ 0, T1 ¹δ T1 ,
(2) For all δ ≥ 0, if T1 ¹δ T2 , then for all δ 0 ≥ δ, T1 ¹δ0 T2 ,
(3) For all δ ≥ 0, δ 0 ≥ 0, if T1 ¹δ T2 and T2 ¹δ0 T3 , then T1 ¹δ+δ0 T3 .
Proof. The first property is obvious. Let us remark that a δ-approximate simulation relation of T1
by T2 is also a δ 0 -approximate simulation relation of T1 by T2 (for δ 0 ≥ δ); the second property is
straightforward. T1 ¹δ T2 , let Sδmax be the maximal δ-approximate simulation relation of T1 by T2 .
T2 ¹δ0 T3 , let Sδmax
be the maximal δ 0 -approximate simulation relation of T2 by T3 . Let us define the
0
following relation Sδ+δ0 ⊆ Q1 × Q3 :
Sδ+δ0 = {(q1 , q3 ), ∃q2 ∈ Q2 , (q1 , q2 ) ∈ Sδmax and (q2 , q3 ) ∈ Sδmax
}.
0
Let (q1 , q3 ) ∈ Sδ+δ0 , let q2 be the corresponding element of Q2 ,
dΠ (hhq1 ii1 , hhq3 ii3 ) ≤ dΠ (hhq1 ii1 , hhq2 ii2 ) + dΠ (hhq2 ii2 , hhq3 ii3 ) ≤ δ + δ 0 .
σ

σ

σ

For all q1 →1 q10 , there exists q2 →2 q20 such that (q10 , q20 ) ∈ Sδmax , there also exists q3 →3 q30 such
that (q20 , q30 ) ∈ Sδmax
. Hence, (q10 , q30 ) ∈ Sδ+δ0 . Therefore, Sδ+δ0 is a (δ + δ 0 )-approximate simulation
0
relation of T1 by T3 . Moreover, for all q1 ∈ Q01 , there exists q2 ∈ Q02 such that (q1 , q2 ) ∈ Sδmax , there
also exists q3 ∈ Q03 such that (q2 , q3 ) ∈ Sδmax
. Therefore, T1 ¹δ+δ0 T2 .
¤
0
Let us remark that contrary to the relation ¹, the relation ¹δ (for δ > 0) is not a preorder2 on
the set of metric transition systems TM (Σ, Π). Indeed, the third property of Proposition 4.11 is
not a transitivity property. However, it can be interpreted as a triangular inequality and therefore
the precision of the approximate simulation of T1 by T2 appears to be a good criterion to define a
distance between the two systems.
4.2.2. Simulation metric. The simulation metric is defined as the tightest precision δ with which T2
approximately simulates T1 .
Definition 4.12 (Simulation metric). The simulation metric is defined by
d→
S (T1 , T2 ) = inf { δ | T1 ¹δ T2 } .
Theorem 4.13. The simulation metric is a directed pseudo metric on the set of metric labeled
transition systems TM (Σ, Π) and
T1 ¹ T2 =⇒ d→
S (T1 , T2 ) = 0.
Proof. Let T1 , T2 and T3 be elements of TM (Σ, Π). Let us remark that from Proposition 4.11, we
have the following inclusion:
ª
©
δ + δ 0 | T1 ¹δ T2 and T2 ¹δ0 T3 ⊆ {δ| T1 ¹δ T3 } .
Hence,

©
ª
0
d→
S (T1 , T3 ) = inf {δ| T1 ¹δ T3 } ≤ inf δ + δ | T1 ¹δ T2 and T2 ¹δ 0 T3
→
≤ inf {δ| T1 ¹δ T2 } + inf {δ| T2 ¹δ T3 } = d→
S (T1 , T2 ) + dS (T2 , T3 ).

Therefore, the triangular inequality holds. The second part of the proposition is obvious.

¤

The following example shows that the converse direction of Theorem 4.13 does not hold for the
general class of metric transition systems TM (Σ, Π).
2However, the relation T / T defined as ∃δ : T ¹ T is a preorder in T (Σ, Π).
1
2
1
M
δ 2
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Example 4.14. Let us consider two labeled transition systems T1 = (Q1 , Σ1 , →1 , Q01 , Π1 , hh.ii1 ) and
T2 = (Q2 , Σ2 , →2 , Q02 , Π2 , hh.ii2 ) where Q1 = Q2 = R, Σ1 = Σ2 = {τ }, Q01 = Q02 = R, Π1 = Π2 = R,
τ
and hhq1 ii1 = q1 , hhq2 ii2 = q2 . The transition relation of T1 is given by q1 →1 q10 where
½
q1 + 1, if q1 < 0
0
q1 =
q1 − 1, if q1 ≥ 0
τ

The transition relation of T2 is given by q2 →2 q20 where
½
q2 + 1, if q2 ≤ 0
0
q2 =
q2 − 1, if q2 > 0
Let us remark that both successor maps Postτ1 and Postτ2 are discontinuous. Let S be an exact
simulation relation of T1 by T2 , then necessarily S is a subset of {(q1 , q2 ) ∈ R2 | q1 = q2 }. It is easy
to check that (0, 0) cannot be in S. Therefore, T2 does not exactly simulate T1 . Now let δ > 0, let
us define the following relation
©
ª
Sδ = (q1 , q2 ) ∈ R2 | |q1 − q2 | ≤ δ and q1 < q2 ≤ bq1 c + 1 .
Let us prove that Sδ is a δ-approximate simulation relation of T1 by T2 . Let (q1 , q2 ) ∈ Sδ , then
τ
τ
|q1 − q2 | ≤ δ. Let q1 →1 q10 , if q1 < 0 then q10 = q1 + 1. q1 < 0 implies that q2 ≤ 0. Thus, q2 →2 q20
0
0
0
0
0
0
with q2 = q2 + 1. Then, |q1 − q2 | = |q1 − q2 | ≤ δ and q1 < q2 ≤ bq1 c + 2 = bq1 + 1c + 1 = bq1 c + 1.
Hence, (q10 , q20 ) is in Sδ . Similarly, if q1 ≥ 0 then q10 = q1 − 1. q1 ≥ 0 implies that q2 > 0. Then,
τ
q2 →2 q20 with q20 = q2 − 1. Then, |q10 − q20 | = |q1 − q2 | ≤ δ and q10 < q20 ≤ bq1 c = bq1 − 1c + 1 = bq10 c + 1.
Therefore, (q10 , q20 ) is in Sδ . We proved that for all δ > 0, Sδ is a δ-approximate simulation relation
of T1 by T2 . Let q1 ∈ R, let q2 = min(q1 + δ, bq1 c + 1), then (q1 , q2 ) ∈ Sδ . Therefore, for all δ > 0
T1 ¹δ T2 and hence d→
S (T1 , T2 ) = 0. This is an example where a system T1 is not exactly simulated
by a system T2 but the simulation metric between the two systems is equal to zero.
The above example illustrates that the converse direction of Theorem 4.13 will require the development of some topological results about simulation relations that will require the additional structure
of regular metric transitions systems TM∗ (Σ, Π).
Lemma 4.15. Let T1 , T2 ∈ TM∗ (Σ, Π), let R ⊆ Q1 × Q2 be a closed subset then
n
o
σ
σ
R0 = (q1 , q2 ) ∈ R| ∀q1 →1 q10 , ∃q2 →2 q20 , (q10 , q20 ) ∈ R
is a closed subset as well.
Proof. Let (q1 , q2 ) ∈ cl(R0 ), there exists a sequence {(q1i , q2i )}i∈N of elements of R0 converging to
σ
(q1 , q2 ). First, let us remark that since R is closed, (q1 , q2 ) ∈ R. Let q1 →1 q10 (i.e. q10 ∈ Postσ1 (q1 )),
since the support of the σ-successor is open, there exists n ∈ N, such that for all i ≥ n, q1i ∈
Supp(Postσ1 ). The set valued map Postσ1 is lower semicontinuous, hence there exists a sequence
{q10i }i≥n such that for all i ≥ n, q10i ∈ Postσ1 (q1i ) and which converges to q10 . Since (q1i , q2i ) is in R0 ,
then for all i ≥ n, there exists q20i ∈ Postσ2 (q2i ) such that (q10i , q20i ) ∈ R. By assumption, the set
Postσ2 (q2 ) has a compact neighborhood V . Since Postσ2 is upper semicontinuous and since {q2i }i∈N
converges to q2 , there exists m ≥ n such that for all i ≥ m, q20i ∈ Postσ2 (q2i ) ⊆ V . V is a compact,
hence there exists a subsequence of the sequence {q20i }i≥m which we will also note {q20i }i≥m and which
converges to a limit q20 ∈ V . Now, for all neighborhood W of Postσ2 (q2 ) (W ⊆ V ), there exists p ≥ m
such that for all i ≥ p, q20i ∈ Postσ2 (q2i ) ⊆ W . Hence q20 ∈ cl(W ). Since this holds for all neighborhood
of Postσ2 (q2 ) we have q20 ∈ cl (Postσ2 (q2 )) = Postσ2 (q2 ) because Postσ2 (q2 ) is compact. Hence, we have
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σ

q2 →2 q20 . (q10 , q20 ) is the limit of a sequence of elements of the closed subset R, therefore (q10 , q20 ) ∈ R.
Hence, (q1 , q2 ) ∈ R0 which is consequently closed.
¤
A consequence of Lemma 4.15 is the following.
Proposition 4.16. Let T1 , T2 ∈ TM∗ (Σ, Π), and let Sδ be a δ-approximate simulation relation of T1
by T2 . Then cl(Sδ ) is also a δ-approximate simulation relation of T1 by T2 .
Proof. It is easy to see that we have
n
o
σ
σ
Sδ ⊆ (q1 , q2 ) ∈ cl(Sδ )| ∀q1 →1 q10 , ∃q2 →2 q20 , (q10 , q20 ) ∈ cl(Sδ ) ⊆ cl(Sδ ).
Then, from Lemma 4.15, it follows that
n
o
σ
σ
(4.2)
(q1 , q2 ) ∈ cl(Sδ )| ∀q1 →1 q10 , ∃q2 →2 q20 , (q10 , q20 ) ∈ cl(Sδ ) = cl(Sδ ).
Let (q1 , q2 ) ∈ cl(Sδ ), there exists a sequence {(q1i , q2i )}i∈N of elements of Sδ converging to (q1 , q2 ).
Since the observation maps hh.ii1 and hh.ii2 are continuous,
dΠ (hhq1 ii1 , hhq2 ii2 ) = lim dΠ (hhq1i ii1 , hhq2i ii2 ) ≤ δ.
i→+∞

Together with equation (4.2), this allows to conclude that cl(Sδ ) is also a δ-approximate simulation
relation of T1 by T2 .
¤
Corollary 4.17. Let T1 , T2 ∈ TM∗ (Σ, Π), and let Sδmax be the maximal δ-approximate simulation
relation of T1 by T2 . Then Sδmax is a closed subset of Q1 × Q2 .
Proof. Sδmax is a δ-approximate simulation relation of T1 by T2 , so is cl(Sδmax ). Hence, since Sδmax is
the maximal δ-approximate simulation relation of T1 by T2 , we have cl(Sδmax ) ⊆ Sδmax .
¤
Before we can state the main result about the simulation metric, we will require the following lemma.
Lemma 4.18. Let {Rε }ε>0 be a family of closed subsets of Q1 × Q2 indexed over the strictly positive
real numbers and such that for all ε1 ≤ ε2 , Rε1 ⊆ Rε2 . Let q1 ∈ Q1 and let C2 be a compact subset
of Q2 :
∀ε > 0, ∃q2 ∈ C2 , such that (q1 , q2 ) ∈ Rε =⇒ ∃q2 ∈ C2 , such that ∀ε > 0, (q1 , q2 ) ∈ Rε .
Proof. Let {εi }i∈N be a decreasing sequence of reals converging to 0. Then, for all i ∈ N, there exists
q2i ∈ C2 such that (q1 , q2i ) ∈ Rεi . Since C2 is compact, there exists a subsequence of {q2i }i∈N which
we will also note {q2i }i∈N and which converges to a limit q2 ∈ C2 . Let ε > 0, there exists n ∈ N such
that for all i ≥ n, εi ≤ ε and hence Rεi ⊆ Rε . Therefore, for all i ≥ n, (q1 , q2i ) ∈ Rε which is closed.
Hence, (q1 , q2 ) ∈ Rε .
¤
The main result about simulation metrics states that for regular metric labeled transition systems,
the zero section of the simulation metric coincides with the exact simulation relation ¹ of Section 2.2.
Theorem 4.19. For all T1 , T2 ∈ TM∗ (Σ, Π),
T1 ¹ T2 ⇐⇒ d→
S (T1 , T2 ) = 0.
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Proof. Let T1 , T2 ∈ TM∗ (Σ, Π), such that d→
S (T1 , T2 ) = 0. This implies that for all δ > 0, T1 ¹δ T2 .
Equivalently, for all q1 ∈ Q01 , for all δ > 0, there exists q2 ∈ Q02 such that (q1 , q2 ) ∈ Sδmax . From
Corollary 4.17, for all δ > 0, Sδmax is closed. Moreover, since Q02 is compact, it follows from Lemma
0
0
max . Let us define
4.18 that for all qT
1 ∈ Q1 , there exists q2 ∈ Q2 such that for all δ > 0, (q1 , q2 ) ∈ Sδ
max
the relation S = δ>0 Sδ , we have
∀q1 ∈ Q01 , ∃q2 ∈ Q02 such that (q1 , q2 ) ∈ S.

(4.3)

Let us prove that S is an exact simulation relation. Let (q1 , q2 ) ∈ S,
∀δ > 0, dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ δ ⇐⇒ dΠ (hhq1 ii1 , hhq2 ii2 ) = 0 ⇐⇒ hhq1 ii1 = hhq2 ii2 .
σ

σ

Let q1 →1 q10 . For all δ > 0, there exists q2 →2 q20 such that (q10 , q20 ) ∈ Sδmax . Since Postσ2 (q2 ) is
σ
compact, it follows from Lemma 4.18 that there exists q2 →2 q20 such that for all δ > 0, (q10 , q20 ) ∈ Sδmax .
Equivalently,
σ
σ
∀q1 →1 q10 , ∃q2 →2 q20 such that (q10 , q20 ) ∈ S.
Hence S is an exact simulation relation. Equation (4.3) allows to conclude that T1 ¹ T2 .
¤
The relationship between the simulation metric and the language metric is captured by the following
result which holds for all metric transition systems, not necessarily regular.
→
Theorem 4.20. For all T1 , T2 ∈ TM (Σ, Π), d→
L (T1 , T2 ) ≤ dS (T1 , T2 ).
σi

i+1
i 1
Proof. Let δ > d→
S (T1 , T2 ), then T1 ¹δ T2 . Let s1 = {π1 → π1 }i∈N ∈ L(T1 ), there exists a state
trajectory of T1 :
σi

{q1i →1 1 q1i+1 }i∈N such that ∀i ∈ N, hhq1i ii1 = π1i .
q10 ∈ Q01 then there exists q20 ∈ Q02 such that (q10 , q20 ) is in Sδmax , the maximal δ-approximate simulation
relation of T1 by T2 . Using the second property of Definition 4.7 it can be shown by induction that
there exists a state trajectory of T2 ,
σi

{q2i →2 2 q2i+1 }i∈N such that ∀i ∈ N, σ1i = σ2i and (q1i , q2i ) ∈ Sδmax .
σi

Let s2 = {π2i →2 π2i+1 }i∈N be the associated external trajectory accepted by T2 (for all i ∈ N,
hhq2i ii2 = π2i ). Then, we have for all i ∈ N, dΠ (π1i , π2i ) = dΠ (hhq1i ii1 , hhq2i ii2 ) ≤ δ. Therefore,
since the external trajectories s1 and s2 share the same sequence of labels, dE (s1 , s2 ) ≤ δ. Hence,
→
→
→
d→
¤
L (T1 , T2 ) ≤ δ. This holds for all δ > dS (T1 , T2 ), therefore dL (T1 , T2 ) ≤ dS (T1 , T2 ).
For deterministic transition systems, the equivalence between exact language inclusion and exact
simulation has an approximate analogue, as the following result shows.
→
Lemma 4.21. If T2 is deterministic then d→
L (T1 , T2 ) = dS (T1 , T2 ).

Proof. Let Lδ be the subset of Q1 × Q2 defined by the following: (q10 , q20 ) ∈ Lδ if for all sequence of
σ0

σ1

σ2

transitions of T1 starting in q10 , q10 →1 q11 →1 q12 →1 . . . , there exists a sequence of transitions of T2
σ0

σ1

σ2

with the same sequence of labels and starting in q20 , q20 →2 q21 →2 q22 →2 . . . , such that for all i ∈ N,
dΠ (hhq1i ii1 , hhq2i ii2 ) ≤ δ. Let us prove that Lδ is a δ-approximate simulation relation of T1 by T2 . Let
σ0

(q10 , q20 ) ∈ Lδ , first it is clear that we have dΠ (hhq10 ii1 , hhq20 ii2 ) ≤ δ. Let q10 →1 q11 , since (q10 , q20 ) ∈ Lδ
σ0

then there exists a transition q20 →2 q21 . Note that since T2 is deterministic, any sequence of transitions
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σ0

of T2 starting in q20 with the label σ 0 begins with the transition q20 →2 q21 . Let us consider a sequence
σ1

σ2

σ3

σ0

σ1

σ2

of transitions of T1 starting in q11 , q11 →1 q12 →1 q13 →1 . . . , then q10 →1 q11 →1 q12 →1 . . . is a
sequence of transitions of T1 as well. Since (q10 , q20 ) ∈ Lδ , there exists a sequence of transitions of
T2 with the same sequence of labels and starting in q20 and therefore beginning by the transition
σ0

σ0

σ1

σ2

q20 →2 q21 : q20 →2 q21 →2 q22 →2 . . . , such that for all i ∈ N, dΠ (hhq1i ii1 , hhq2i ii2 ) ≤ δ. Thus,
(q11 , q21 ) ∈ Lδ and therefore Lδ is a δ-approximate simulation relation of T1 by T2 . Let δ > d→
L (T1 , T2 ),
1
0
0
0
let q0 ∈ Q1 . Since T2 is deterministic then, there exist a unique initial state q2 ∈ Q2 . Moreover, since
0 0
→
δ > d→
L (T1 , T2 ), it is clear that (q1 , q2 ) ∈ Lδ . Hence, T1 ¹δ T2 . Since this holds for all δ > dL (T1 , T2 ),
→
→
dS (T1 , T2 ) ≤ dL (T1 , T2 ). Lemma 4.20 allows to conclude.
¤
The fact that the simulation metric is stronger (for nondeterministic systems) than the language
inclusion metric will result in algorithms for its computation, which are advantageous especially in
the context of infinite metric transition systems. Before we discuss their computation in Sections 6
and 7, we present similar results for approximate bisimulations.
4.3. Approximate bisimulations and bisimulation metric. The development of approximate
bisimulation is similar to the development of approximate simulation. We therefore state all results
without their conceptually and technically similar proofs.
4.3.1. Approximate bisimulation. If a relation is a δ-approximate simulation relation of T1 by T2 as
well as a δ-approximate simulation relation of T2 by T1 , then it is called a δ-approximate bisimulation
relation.
Definition 4.22 (Approximate bisimulation). Let T1 , T2 ∈ TM (Σ, Π). A relation Bδ ⊆ Q1 × Q2 is
a δ-approximate bisimulation relation between T1 and T2 if for all (q1 , q2 ) ∈ Bδ :
(1) dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ δ,
σ
σ
(2) for all q1 →1 q10 , there exists q2 →2 q20 such that (q10 , q20 ) ∈ Bδ ,
σ
σ
(3) for all q2 →2 q20 , there exists q1 →1 q10 such that (q10 , q20 ) ∈ Bδ .
Definition 4.23. T1 and T2 are said to be approximately bisimilar with the precision δ (denoted
T1 ∼
=δ T2 ), if there exists Bδ , a δ-approximate bisimulation relation between T1 and T2 such that for
all q1 ∈ Q01 , there exists q2 ∈ Q02 such that (q1 , q2 ) ∈ Bδ , and conversely.
Similar to approximate simulation relations, we can show that the union of a (possibly nondenumerable) family of δ-approximate bisimulation relations between T1 and T2 is a δ-approximate bisimulation relation between T1 and T2 . It follows that there exists a maximal δ-approximate bisimulation
relation between T1 and T2 .
Definition 4.24. Let {Bδi }i∈I be the set of δ-approximate bisimulation relations between T1 and T2 .
The maximal δ-approximate bisimulation relation between T1 and T2 is defined by
[
Bδmax =
Bδi .
i∈I

Clearly, T1 and T2 are approximately bisimilar with precision δ if and only if for all q1 ∈ Q01 , there
exists q2 ∈ Q02 such that (q1 , q2 ) ∈ Bδmax , and conversely. Approximate bisimulation relations for
metric transition systems satisfy the following properties.
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Proposition 4.25. Let T1 , T2 and T3 ∈ TM (Σ, Π):
(1) For all δ ≥ 0, T1 ∼
=δ T1 ,
(2) For all δ ≥ 0, if T1 ∼
=δ T2 , then for all δ 0 ≥ δ, T1 ∼
=0δ T2 ,
0
(3) For all δ ≥ 0, δ ≥ 0, if T1 ∼
=δ T2 and T2 ∼
=δ0 T3 , then T1 ∼
=δ+δ0 T3 .
Contrarily to ∼
=, the relation ∼
=δ (for δ > 0) is not an equivalence relation3 on the set of metric labeled
transition systems TM (Σ, Π). But the above properties enable us to define a bisimulation metric in
TM (Σ, Π).
4.3.2. Bisimulation metric.
Definition 4.26 (Bisimulation metric). The bisimulation metric is the function defined by
dB (T1 , T2 ) = inf {δ | T1 ∼
=δ T2 } .
Theorem 4.27. The bisimulation metric is a pseudo metric on the set of metric transition systems
TM (Σ, Π) and
T1 ∼
= T2 =⇒ dB (T1 , T2 ) = 0.
Theorem 4.28. For all T1 , T2 ∈ TM (Σ, Π), dL (T1 , T2 ) ≤ dB (T1 , T2 ) and d→
S (T1 , T2 ) ≤ dB (T1 , T2 ).
Proof. The proof of the first inequality is similar to the proof of Lemma 4.20. However, let us
remark that a δ-approximate bisimulation relation is also a δ-approximate simulation relation. Hence,
T1 ∼
¤
=δ T2 implies that T1 ¹δ T2 and therefore d→
S (T1 , T2 ) ≤ dB (T1 , T2 ).
If we assume that the metric transition systems we consider are also regular, then, similar to the
simulation metric, we obtain that the zero section of the bisimulation metric coincides with the exact
equivalence relation ∼
= from Section 2.2.
Theorem 4.29. For all T1 , T2 ∈ TM∗ (Σ, Π),
T1 ∼
= T2 ⇐⇒ d→
B (T1 , T2 ) = 0.
For deterministic systems, the notions of language equivalence and exact bisimulation holds also
between the approximate versions of these notions. It implies that for deterministic systems the
language and the bisimulation metrics are equal.
Theorem 4.30. If T1 and T2 are deterministic then dL (T1 , T2 ) = dB (T1 , T2 ).
4.4. Hierarchy of system approximations. The results of Theorem 4.6, 4.20 and 4.28 can be
summarized in the following theorem which is the analog of Theorem 2.6 for our approximation
metrics.
Theorem 4.31 (Hierarchy of system approximations). For all metric transition system T1 , T2 ∈
TM (Σ, Π), the following relationships hold (where → stands for ≥)
dB (T1 , T2 ) → dL (T1 , T2 ) → dR (T1 , T2 )
↓
↓
↓
→
→
→
dS (T1 , T2 ) → dL (T1 , T2 ) → dR (T1 , T2 )
3However, the relation T ≈ T defined as ∃δ : T ∼
1
2
1 =δ T2 is an equivalence relation in TM (Σ, Π).
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All the metrics defined in this section provide an over-approximation of the directed reachability
metric which is useful for reducing the complexity of the safety verification problem (see equation
(4.1)). Let us remark that for regular metric labeled transition systems, a slightly weaker version of
Theorem 2.6 is obtained by considering the zero sections of the different metrics:
T1 ∼
= T2 ⇒ cl(L(T1 )) = cl(L(T2 )) ⇒ cl(Reach(T1 )) = cl(Reach(T2 ))
⇓
⇓
⇓
T1 ¹ T2 ⇒ cl(L(T1 )) ⊆ cl(L(T2 )) ⇒ cl(Reach(T1 )) ⊆ cl(Reach(T2 )).
For deterministic labeled transition systems, according to Lemmas 4.21 and 4.30, some of the approximation metrics are equal. The following theorem summarizes these results:
Theorem 4.32. If T1 and T2 are deterministic then the following equalities hold:
dB (T1 , T2 ) = dL (T1 , T2 ),
→
d→
S (T1 , T2 ) = dL (T1 , T2 ).
5. Compositional Approximations
One of the most powerful features of simulation and bisimulation is that they allow compositional
reasoning. In fact, simulation and bisimulation have their origins in concurrency theory [Mil89],
before impacting formal verification [CGP00]. In this section, we show that the approximate metrics
we developed in the previous section are also compositional, in an approximate sense.
We illustrate the compositionality of our metrics for synchronous composition. The composition of
two metric transition systems T1 = (Q1 , Σ1 , →1 , Q01 , Π1 , hh.ii1 ) and T2 = (Q2 , Σ2 , →2 , Q02 , Π2 , hh.ii2 )
is denoted T1 ||T2 and is defined by T1 ||T2 = (Q, Σ, →, Q0 , Π, hh.ii) where:
• the set of states Q = Q1 × Q2 ,
• the set of labels Σ = Σ1 ∩ Σ2 ,
• the transition relation is given by
σ

σ

σ

(q1 , q2 ) → (q10 , q20 ) ⇐⇒ q1 →1 q10 and q2 →2 q20 ,
• the set of initial states Q0 = Q01 × Q02 ,
• the set of observations Π = Π1 × Π2 ,
• the observation map is given by hh(q1 , q2 )ii = (hhq1 ii1 , hhq2 ii2 ).
Therefore the systems synchronize on common events4, and we assume that the composition is nonblocking. Since (Π1 , dΠ1 ) and (Π2 , dΠ2 ) are metric spaces, we consider the metric space (Π, dΠ ) where
the metric dΠ is defined by
¡
¢
¡
¢
¡
¢
dΠ (π1 , π2 ), (π10 , π20 ) = dΠ1 π1 , π10 + dΠ2 π2 , π20 .
If U1 = (P1 , Σ1 , →1 , P10 , Π1 , hh.ii1 ) is an approximation of T1 , and U2 = (P2 , Σ2 , →2 , P20 , Π2 , hh.ii2 ) is
an approximation of T2 , we show that U1 ||U2 is an approximation of T1 ||T2 , from the perspective of
our language metrics.
Theorem 5.1. For all T1 , U1 ∈ TM (Σ1 , Π1 ), T2 , U2 ∈ TM (Σ2 , Π2 ),
→
→
d→
L (T1 ||T2 , U1 ||U2 ) ≤ dL (T1 , U1 ) + dL (T2 , U2 ),
dL (T1 ||T2 , U1 ||U2 ) ≤ dL (T1 , U1 ) + dL (T2 , U2 ).
4More general composition operators can and will be considered in future work.
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σ2

Proof. Let s be an element of L(T1 ||T2 ), s = (π10 , π20 ) → (π11 , π21 ) → (π12 , π22 ) → . . . . It is clear from
σ0

σ1

σ2

the definition of the composition that s1 = π10 →1 π11 →1 π12 → . . . is an element of L(T1 ) and that
σ0

σ1

σ2

→
s2 = π20 →2 π21 →1 π22 → . . . is an element of L(T2 ). Let δ1 > d→
L (T1 , U1 ), δ2 > dL (T2 , U2 ), then there
σ0

σ1

σ2

exists an element of L(U1 ) with the same sequence of labels than s1 , r1 = ρ01 →1 ρ11 →1 ρ21 → . . .
such that for all i ∈ N, dΠ1 (π1i , ρi1 ) ≤ δ1 . Similarly, there exists an element of L(U2 ) with the same
σ0

σ1

σ2

sequence of labels than s2 , r2 = ρ02 →2 ρ12 →2 ρ22 → . . . such that for all i ∈ N, dΠ2 (π2i , ρi2 ) ≤ δ2 . Note
σ0

σ1

σ2

that r1 and r2 share the same sequence of labels, therefore r = (ρ01 , ρ02 ) → (ρ11 , ρ12 ) → (ρ21 , ρ22 ) → . . .
is an element of L(U1 ||U2 ). Moreover, for all i ∈ N,
¡
¢
dΠ (π1i , π2i ), (ρi1 , ρi2 ) = dΠ1 (π1i , ρi1 ) + dΠ2 (π2i , ρi2 ) ≤ δ1 + δ2 .
Hence, since s and r share the same sequence of labels, dE (s, r) ≤ δ1 + δ2 . Therefore, for all
→
→
δ1 > d→
L (T1 , U1 ) and δ2 > dL (T2 , U2 ), dL (T1 ||T2 , U1 ||U2 ) ≤ δ1 + δ2 which leads to the first inequality.
The second inequality is obtained by symmetry.
¤
Therefore approximate language inclusion is compositional. The following results show that it is also
the case for approximate simulation and approximate bisimulation.
Proposition 5.2. Let T1 , U1 ∈ TM (Σ1 , Π1 ), T2 , U2 ∈ TM (Σ2 , Π2 ), then
T1 ¹δ1 U1 and T2 ¹δ2 U2
T1 ∼
=δ1 U1 and T2 ∼
=δ2 U2

=⇒
=⇒

T1 ||T2 ¹δ1 +δ2 U1 ||U2 ,
T1 ||T2 ∼
=δ1 +δ2 U1 ||U2 ,

Proof. T1 ¹δ1 U1 , let S1 be the corresponding δ1 -approximate simulation relation of T1 by U1 .
Similarly, T2 ¹δ2 U2 , let S2 be the corresponding δ2 -approximate simulation relation of T2 by U2 .
Let S be the subset of Q1 × Q2 × P1 × P2 defined by
S = {(q1 , q2 , p1 , p2 ) ∈ Q1 × Q2 × P1 × P2 | (q1 , p1 ) ∈ S1 and (q2 , p2 ) ∈ S2 } .
Let (q1 , q2 , p1 , p2 ) ∈ S, then since (q1 , p1 ) ∈ S1 and (q2 , p2 ) ∈ S2 :
dΠ (hh(q1 , q2 )ii, hh(p1 , p2 )ii) = dΠ1 (hhq1 ii1 , hhp1 ii1 ) + dΠ2 (hhq2 ii2 , hhp2 ii2 ) ≤ δ1 + δ2 .
σ

σ

σ

Let (q1 , q2 ) → (q10 , q20 ), then q1 →1 q10 and q2 →2 q20 . Since (q1 , p1 ) ∈ S1 and (q2 , p2 ) ∈ S2 , there exist
σ
σ
σ
p1 →1 p01 and p2 →2 p02 such that (q10 , p01 ) ∈ S1 and (q20 , p02 ) ∈ S2 . Hence, (p1 , p2 ) → (p01 , p02 ) and
(q10 , q20 , p01 , p02 ) ∈ S. Therefore, S is a (δ1 + δ2 )-approximate simulation relation of T1 ||T2 by U1 ||U2 .
Let (q1 , q2 ) ∈ Q01 × Q02 , there exists p1 ∈ P10 such that (q1 , p1 ) ∈ S1 . There also exists p2 ∈ P20 such
that (q2 , p2 ) ∈ S2 . Hence, (q1 , q2 , p1 , p2 ) ∈ S. Therefore, T1 ||T2 ¹δ1 +δ2 U1 ||U2 . The second part of
the proposition is proved using a symmetrical reasoning.
¤
Theorem 5.3. For all T1 , U1 ∈ TM (Σ1 , Π1 ), T2 , U2 ∈ TM (Σ2 , Π2 ),
→
→
d→
S (T1 ||T2 , U1 ||U2 ) ≤ dS (T1 , U1 ) + dS (T2 , U2 ),
dB (T1 ||T2 , U1 ||U2 ) ≤ dB (T1 , U1 ) + dB (T2 , U2 ).
→
Proof. Let δ1 > d→
S (T1 , U1 ), δ2 > dS (T2 , U2 ), then T1 ¹δ1 U1 and T2 ¹δ2 U2 . Therefore, from
Proposition 5.2, T1 ||T2 ¹δ1 +δ2 U1 ||U2 and d→
S (T1 ||T2 , U1 ||U2 ) ≤ δ1 + δ2 . Since this holds for all
→ (T , U ), then d→ (T ||T , U ||U ) ≤ d→ (T , U ) + d→ (T , U ). The proof of
δ1 > d→
(T
,
U
),
δ
>
d
1
1
2
2
2
1
2
1
2
1
1
2
2
S
S
S
S
S
the second inequality is similar.
¤
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In this part, we showed that our approximation framework allows compositional reasoning. Indeed,
the composition of approximations is an approximation of the composition. Note that even though
our compositionality results hold for the language, simulation, and bisimulation metric, they do not
hold for the reachability metric. This is further evidence that for safety verification, overapproximating the reachability metric with the language, simulation, or bisimulation metric, can further
decompose safety analysis by exploiting the above compositionality results.
6. Exact Metric Computation
In the previous sections, we presented a compositional theory of system approximation for metric
transition systems. In this section, we focus on the computation of the simulation and bisimulation metrics since the language (and hence reachability) metrics are either impossible to compute
for infinite transition systems, or computationally demanding for finite quantitative transition systems [dAFS04].
We propose two approaches for computing the simulation and bisimulation metric. The first approach, described in this Section, focuses on computing exactly the metrics using a natural generalization of the fixed-point (or game-theoretic) interpretations of simulation and bisimulation. The
second approach, described in Section 7, is a relaxation of the first approach, offering approximate
upper bounds for the metrics at a reduced computational cost.
6.1. Maximal approximate simulations. For the established exact simulations of Section 2.2,
a computable characterization of the maximal exact simulation relation is often given in terms of
the fixed point of a decreasing sequence of subsets of Q1 × Q2 . A similar approach can be used
for the maximal δ-approximate simulation relation. We assume that the metric transition systems
we consider are regular. Let us consider the following algorithm whose goal is to search for such
relations.
Algorithm 6.1. Let T1 , T2 ∈ TM∗ (Σ, Π). For a given δ ≥ 0, define the following sequence {Sδi }i∈N
of subsets of Q1 × Q2 :
Sδ0
= {(q1 , q2 ) ∈ Q1 × Q2 | dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ δ}
σ
σ
i+1
Sδ
= {(q1 , q2 ) ∈ Sδi | ∀q1 →1 q10 , ∃q2 →2 q20 , (q10 , q20 ) ∈ Sδi }, i ∈ N.
Lemma 6.2. For all δ ≥ 0, for all i ∈ N, the subset Sδi is closed.
Proof. Since the observation maps hh.ii1 and hh.ii2 are continuous, it is clear that the subset Sδ0 is
closed. Assuming that the subset Sδi is closed for some i ∈ N, then, according to Lemma 4.15, Sδi+1
is closed as well.
¤
For metric transition systems with a finite number of states, it is clear that Algorithm 6.1 reaches a
fixed point in a finite number of steps. For infinite transition systems, Algorithm 6.1 may not reach
a fixed point in a finite number steps. However, the sequence {Sδi }i∈N does approach a fixed point
as i goes to +∞. This fixed point is the maximal δ-approximate simulation relation of T1 by T2 .
Theorem 6.3. Let {Sδi }i∈N be the decreasing sequence of sets defined by Algorithm 6.1 and Sδmax be
the maximal δ-approximate simulation relation of T1 by T2 . Then, the following properties hold:
∀i ∈ N, Sδmax ⊆ Sδi ,
Ti=+∞ i
Sδ = Sδmax .
i=0
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Proof. It is clear that Sδmax ⊆ Sδ0 . Hence, let us assume that Sδmax ⊆ Sδi , for some i ∈ N. Let
σ
σ
(q1 , q2 ) ∈ Sδmax ⊆ Sδi , for all q1 →1 q10 , there exists q2 →2 q20 such that (q10 , q20 ) ∈ Sδmax ⊆ Sδi .
Hence, (q1 , q2 ) ∈ Sδi+1 . By induction, the first part of the theorem is proved. Now, let us show
T
T
that i=+∞
Sδi is a δ-approximate simulation relation of T1 by T2 . Let (q1 , q2 ) ∈ i=+∞
Sδi , then
i=0
i=0
σ
0
0
particularly (q1 , q2 ) ∈ Sδ . Hence, dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ δ. Let q1 →1 q1 , from the construction of the
sequence {Sδi }i∈N , for all i ∈ N, there exists q20i ∈ Postσ2 (q2 ) such that (q10 , q20i ) ∈ Sδi . Since Postσ2 (q2 )
is compact, there exists {q20ik }k∈N a subsequence of {q20i }i∈N converging to an element q20 in Postσ2 (q2 ).
Let i ∈ N , there exists n ∈ N such that for all k ≥ n, ik ≥ i and hence Sδik ⊆ Sδi because the sequence
{Sδi }i∈N is decreasing. Thus, for all k ≥ n, (q10 , q20ik ) is an element of Sδi which is closed. Hence,
Ti=+∞ i
(q10 , q20 ) is in Sδi for all i ∈ N. It follows that i=0
Sδ is a δ-approximate simulation of T1 by T2 .
T
max
From the first part of the theorem, it is clear that Sδ ⊆ i=+∞
Sδi which allows to conclude. ¤
i=0
6.2. Directed branching distance. A dual approach to Algorithm 6.1 consists in characterizing
the maximal approximate simulation relations of T1 by T2 as the level sets of a function. Let us
consider the following algorithm.
Algorithm 6.4. Let T 1, T2 ∈ TM∗ (Σ, Π). Define the following sequence {fSi }i∈N of functions from
Q1 × Q2 to R+ ∪ {+∞}:
fS0 (q1 , q2 ) = dΠ (hhq1 ii1 , hhq2 ii2 )




fSi+1 (q1 , q2 ) = max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup
σ

q1 →1 q10

inf
fSi (q10 , q20 ) , i ∈ N.
σ

q2 →2 q20

For transition systems with a finite number of states, it is shown in [dAFS04], that Algorithm 6.4
reaches a fixed point in a finite (polynomial) number of steps. In the more general case of metric
transition systems, the following lemma shows that the sequence of functions {fSi }i∈N converges in
a pointwise sense.
Lemma 6.5. Let {fSi }i∈N be the sequence of functions defined by Algorithm 6.4. For all (q1 , q2 ) ∈
Q1 × Q2 , the sequence {fSi (q1 , q2 )}i∈N is increasing.
Proof. For all (q1 , q2 ) ∈ Q1 × Q2 , it is clear that fS0 (q1 , q2 ) ≤ fS1 (q1 , q2 ). Let us assume that for some
i ∈ N, for all (q1 , q2 ) ∈ Q1 × Q2 , fSi (q1 , q2 ) ≤ fSi+1 (q1 , q2 ). Let (q1 , q2 ) ∈ Q1 × Q2 , then it is clear that
sup

inf
fSi (q10 , q20 ) ≤ sup
σ

0
q1 →1 q10 q2 →2 q2
σ

σ

inf
fSi+1 (q10 , q20 ).
σ
0

q1 →1 q10 q2 →2 q2

Hence, it is straightforward that fSi+1 (q1 , q2 ) ≤ fSi+2 (q1 , q2 ).

¤

As a consequence of Lemma 6.5, for all (q1 , q2 ) ∈ Q1 × Q2 , the sequence {fSi (q1 , q2 )}i∈N converges in
R+ ∪ {+∞}. Hence, the sequence of functions {fSi }i∈N converges pointwise to a limit introduced in
[dAFS04] for transition systems with a finite set of states as the branching distance.
Definition 6.6. Let {fSi }i∈N be the sequence of functions defined by Algorithm 6.4. The directed
branching distance [dAFS04] between T1 and T2 is the function defined by
∀(q1 , q2 ) ∈ Q1 × Q2 , fSmin (q1 , q2 ) = lim fSi (q1 , q2 ).
i→∞
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Before giving the main result on the duality between the approach using relations and the approach
using functions, we will need the following lemma.
Lemma 6.7. Let f : Q1 × Q2 :→ R + ∪{+∞} be a function with closed level sets:
For all δ ≥ 0, Vδ (f ) = {(q1 , q2 ) ∈ Q1 × Q2 | f (q1 , q2 ) ≤ δ} is a closed subset.
Let δ ≥ 0, q1 ∈ Q1 and let C2 be a compact subset of Q2 , then
∀ε > 0, ∃q2 ∈ C2 , such that f (q1 , q2 ) ≤ δ + ε =⇒ ∃q2 ∈ C2 , such that f (q1 , q2 ) ≤ δ.
Proof. Let us remark that the family of sets {Vδ+ε (f )}ε>0 satisfies the assumptions of Lemma 4.18.
Hence, if for all ε > 0 there exists q2 ∈ C2 such that f (q1 , q2 ) ≤ δ + ε (i.e. (q1 , q2 ) ∈ Vδ+ε (f )), then
from Lemma 4.18, there exists q2 ∈ C2 such that for all ε > 0, (q1 , q2 ) ∈ Vδ+ε (f ) (i.e. f (q1 , q2 ) ≤
δ + ε). Since this holds for all ε > 0, it follows that f (q1 , q2 ) ≤ δ.
¤
Theorem 6.8. Let {Sδi }i∈N be the sequence of sets defined by Algorithm 6.1 and {fSi }i∈N be the
sequence of functions defined by Algorithm 6.4. Then, for all i ∈ N ,
©
ª
(6.1)
∀δ ≥ 0, Sδi = (q1 , q2 ) ∈ Q1 × Q2 | fSi (q1 , q2 ) ≤ δ .
Let Sδmax be the maximal δ-approximate simulation relation of T1 by T2 and fSmin be the directed
branching distance between T1 and T2 . Then,
©
ª
∀δ ≥ 0, Sδmax = (q1 , q2 ) ∈ Q1 × Q2 | fSmin (q1 , q2 ) ≤ δ .
Proof. Let us prove the first part of the theorem. For i = 0, it is clear that equation (6.1) holds.
Let us assume that equation (6.1) holds, for some i ∈ N. Let δ ≥ 0, let (q1 , q2 ) ∈ Sδi+1 , then for all
σ
σ
q1 →1 q10 , there exists q2 →2 q20 such that (q10 , q20 ) ∈ Sδi (i.e. fSi (q10 , q20 ) ≤ δ). Therefore, we have
sup
σ

q1 →1 q10

inf
fSi (q10 , q20 ) ≤ δ.
σ

q2 →2 q20

In addition, since (q1 , q2 ) ∈ Sδi+1 ⊆ Sδi , we have dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ fSi (q1 , q2 ) ≤ δ. Hence,
fSi+1 (q1 , q2 ) ≤ δ. Reciprocally, let (q1 , q2 ) be an element of Q1 × Q2 , such that fSi+1 (q1 , q2 ) ≤ δ. Let
σ
q1 →1 q10 , then for all ε > 0, there exists q20 ∈ Postσ2 (q2 ), such that fSi (q10 , q20 ) ≤ δ + ε. From Lemma
i
6.2, for all ε > 0, Sδ+ε
is a closed subset, hence fSi has closed level sets. It follows from Lemma 6.7
0
that there exists q2 ∈ Postσ2 (q2 ) such that fSi (q10 , q20 ) ≤ δ (i.e. (q10 , q20 ) ∈ Sδi ). Now let us remark that
fSi (q1 , q2 ) ≤ fSi+1 (q1 , q2 ) ≤ δ, hence (q1 , q2 ) ∈ Sδi . Therefore, (q1 , q2 ) ∈ Sδi+1 . Hence, the first part
of the theorem is proved by induction. The second part of the theorem is straightforward from the
following sequence of equivalences:
fSmin (q1 , q2 ) ≤ δ ⇐⇒ ∀i ∈ N, fSi (q1 , q2 ) ≤ δ ⇐⇒ ∀i ∈ N, (q1 , q2 ) ∈ Sδi ⇐⇒ (q1 , q2 ) ∈ Sδmax .
¤
Let us remark that particularly, the zero set of the directed branching distance between T1 and T2 is
the maximal exact simulation relation of T1 by T2 . Another interesting fact is that the level sets of
the functions {fSi }i∈N and fSmin are closed subsets.
For metric transition systems with an infinite set of states, the fixed point iteration of Algorithm 6.4
may not be an efficient way to compute the directed branching distance. An alternative method is
to solve the following fixed-point equation.
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Theorem 6.9. The directed branching distance between T1 and T2 is the smallest function defined
on Q1 × Q2 with values in R+ ∪ {+∞} satisfying the following functional equation:


fSmin (q1 , q2 ) = max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup

(6.2)

σ

q1 →1 q10

inf
fSmin (q10 , q20 ) .
σ

q2 →2 q20

Proof. Let (q1 , q2 ) ∈ Q1 × Q2 , for all i ∈ N, we have fSi (q1 , q2 ) ≤ fSmin (q1 , q2 ). Hence, for all i ∈ N,
sup
σ

q1 →1 q10

inf
fSi (q10 , q20 ) ≤ sup
σ

q2 →2 q20

Therefore, for all i ∈ N, we have

σ

q1 →1 q10

inf
fSmin (q10 , q20 ).
σ

q2 →2 q20





fSi+1 (q10 , q20 ) ≤ max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup
σ

q1 →1 q10

inf
fSmin (q10 , q20 ) .
σ

q2 →2 q20

When i tends to +∞, this inequality becomes




fSmin (q1 , q2 ) ≤ max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup
σ

q1 →1 q10

inf
fSmin (q10 , q20 ) .
σ

q2 →2 q20

Since for all (q1 , q2 ) ∈ Q1 × Q2 , the sequence {fSi (q1 , q2 )}i∈N is increasing, then the sequence
n
o
σ
σ
supq →
inf q →
f i (q 0 , q 0 )
q0
q0 S 1 2
1

1 1

2

2 2

i∈N

is increasing as well. Let l(q1 , q2 ) ∈ R+ ∪ {+∞} denote the limit of this sequence. For all i ∈ N,
sup
σ

q1 →1 q10

inf
fSi (q10 , q20 ) ≤ l(q1 , q2 ).
σ

q2 →2 q20

σ

σ

Let q1 →1 q10 , for all i ∈ N, for all ε > 0, there exists q2 →2 q20i , such that fSi (q10 , q20 ) ≤ l(q1 , q2 ) + ε.
σ
From Lemma 6.7, it follows that for all i ∈ N, there exists q2 →2 q20i , such that fSi (q10 , q20i ) ≤ l(q1 , q2 ).
Postσ2 (q2 ) is compact, then there exists {q20ik }k∈N a subsequence of {q20i }i∈N which converges to q20 ∈
Postσ2 (q2 ). Let i ∈ N, there exists n ∈ N, such that for all k ≥ n, ik ≥ i. Hence for all k ≥ n,
fSi (q10 , q20ik ) ≤ fSik (q10 , q20ik ) ≤ l(q1 , q2 ). Since this holds for all k ≥ n, we have fSi (q10 , q20 ) ≤ l(q1 , q2 ).
σ
This holds for all i ∈ N and hence, fSmin (q10 , q20 ) ≤ l(q1 , q2 ). We proved that for all q1 →1 q10 , there
σ
exists q2 →2 q20 , such that fSmin (q10 , q20 ) ≤ l(q1 , q2 ). Therefore,
sup
σ

inf
fSmin (q10 , q20 ) ≤ l(q1 , q2 ).
σ
0

q1 →1 q10 q2 →2 q2

Hence,





max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup
σ

inf
fSmin (q10 , q20 ) ≤ fSmin (q1 , q2 ).
σ
0

q1 →1 q10 q2 →2 q2

Now, let us prove that fSmin is the smallest function satisfying equation (6.2). Let f be a solution of
(6.2), then for all (q1 , q2 ) ∈ Q1 × Q2 , f (q1 , q2 ) ≥ dΠ (hhq1 ii1 , hhq2 ii2 ) = fS0 (q1 , q2 ). By induction, it is
easy to show that for all i ∈ N f (q1 , q2 ) ≥ fSi (q1 , q2 ) and hence f (q1 , q2 ) ≥ fSmin (q1 , q2 ).
¤
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Let us remark that the directed branching distance fSmin is the smallest solution of the fixed-point
equation (6.2) in the sense that for all solution f of (6.2), for all (q1 , q2 ) ∈ Q1 × Q2 , fSmin (q1 , q2 ) ≤
f (q1 , q2 ).
We now arrive to the main result of this section which states that for regular metric transition
systems, the simulation metric can be computed by solving a static game where the cost function of
the game is the directed branching distance.
Theorem 6.10. Let fSmin be the directed branching distance between T1 and T2 . Then,
d→
S (T1 , T2 ) = sup

(6.3)

q1 ∈Q01

inf fSmin (q1 , q2 ).

q2 ∈Q02

0
0
Proof. Let δ > d→
S (T1 , T2 ), then T1 ¹δ T2 . Hence, for all q1 ∈ Q1 , there exists q2 ∈ Q2 , such that
(q1 , q2 ) ∈ Sδmax . From Theorem 6.8, it follows that fSmin (q1 , q2 ) ≤ δ. Consequently,

sup
q1 ∈Q01

inf fSmin (q1 , q2 ) ≤ δ.

q2 ∈Q02

Since this holds for all δ > d→
S (T1 , T2 ),
sup

inf fSmin (q1 , q2 ) ≤ d→
S (T1 , T2 ).
0

q1 ∈Q01 q2 ∈Q2

Conversely, let
δ = sup
q1 ∈Q01

inf fSmin (q1 , q2 ).

q2 ∈Q02

Let q1 ∈ Q01 , then for all ε > 0, there exists q2 ∈ Q02 such that, fSmin (q1 , q2 ) ≤ δ + ε. From Lemma
6.7, there exists q2 ∈ Q02 such that, fSmin (q1 , q2 ) ≤ δ. Hence, for all q1 ∈ Q01 , there exists q2 ∈ Q02 ,
such that (q1 , q2 ) ∈ Sδmax . Consequently, T1 ¹δ T2 and therefore d→
¤
S (T1 , T2 ) ≤ δ.
To summarize, in order to exactly compute the simulation metric, one must solve equation (6.2)
in order to obtain the branching distance, and then solve the much easier static game (6.3). In
Section 7, we will consider relaxations of equation (6.2), but we first develop analogous results for
exactly computing the bisimulation metric.
6.3. Maximal approximate bisimulations. The development of this section is similar to the
exact computation of the simulation metric and therefore the proofs in this section are omitted.
The well known bisimulation algorithm [KS90], can be generalized for approximate bisimulations as
follows.
Algorithm 6.11. Let T1 , T2 ∈ TM∗ (Σ, Π). For δ ≥ 0, define the following sequence {Sδi }i∈N of
subsets of Q1 × Q2 :
Bδ0
Bδi+1

= (
{(q1 , q2 ) ∈ Q1 ×
¯ Q2 | dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ δ}
)
σ
σ
¯
0 , (q 0 , q 0 ) ∈ B i and
0 , ∃q →
q
→
q
∀q
¯
2 2
2
1 2
δ
, i ∈ N.
=
(q1 , q2 ) ∈ Bδi ¯ 1 σ 1 10
σ
0
0
0
i
¯ ∀q2 →2 q2 , ∃q1 →
1 q1 , (q1 , q2 ) ∈ Bδ

The above algorithm approaches the maximal (coarsest) approximate bisimulation relation Bδmax .
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Theorem 6.12. Let {Bδi }i∈N be the decreasing sequence of sets defined by Algorithm 6.11 and Bδmax
be the maximal δ-approximate bisimulation relation between T1 and T2 . Then, the following properties
hold:
∀i ∈ N, Bδmax ⊆ Bδi ,
Ti=+∞ i
Bδ = Bδmax .
i=0
6.4. Branching distance. If we represent approximate simulation relations as levels sets of functions, then the following dual approach based on functions can be used for fixed-point computation.
Algorithm 6.13. Let T 1, T2 ∈ TM∗ (Σ, Π). Define the following sequence {fBi }i∈N of functions from
Q1 × Q2 to R+ ∪ {+∞}:
fB0 (q1 , q2 ) = dΠ (hhq1 ii1 , hhq2 ii2 )




fBi+1 (q1 , q2 ) = max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup

inf
fBi (q10 , q20 ), sup
σ

0
q1 →1 q10 q2 →2 q2
σ

σ

inf
fBi (q10 , q20 ) , i ∈ N.
σ
0

q2 →2 q20 q1 →1 q1

As for the case of approximate simulation, we can show that for all (q1 , q2 ) ∈ Q1 × Q2 , the series
{fBi (q1 , q2 )}i∈N is increasing. Hence, the sequence of functions {fBi }i∈N converges pointwise in R+ ∪
{+∞}.
Definition 6.14. Let {fBi }i∈N be the sequence of functions defined by Algorithm 6.13. The branching
distance [dAFS04] between T1 and T2 is the function defined by
∀(q1 , q2 ) ∈ Q1 × Q2 , fBmin (q1 , q2 ) = lim fBi (q1 , q2 ).
i→∞

The duality between the approach using relations and the approach using functions is captured by
the following result.
Theorem 6.15. Let {Bδi }i∈N be the sequence of sets defined by Algorithm 6.11 and {fBi }i∈N be the
sequence of functions defined by Algorithm 6.13. Then, for all i ∈ N ,
©
ª
∀δ ≥ 0, Bδi = (q1 , q2 ) ∈ Q1 × Q2 | fBi (q1 , q2 ) ≤ δ .
Let Bδmax be the maximal δ-approximate bisimulation relation between T1 and T2 and fBmin be the
branching distance between T1 and T2 . Then,
©
ª
∀δ ≥ 0, Bδmax = (q1 , q2 ) ∈ Q1 × Q2 | fBmin (q1 , q2 ) ≤ δ .
The branching distance is the smallest solution of the fixed-point equation given by the following
theorem.
Theorem 6.16. The branching distance between T1 and T2 is the smallest function defined on
Q1 × Q2 with values in R+ ∪ {+∞} satisfying the following functional equation:


fBmin (q1 , q2 ) = max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup
σ

q1 →1 q10

inf
fBmin (q10 , q20 ), sup
σ

q2 →2 q20

σ

q2 →2 q20

inf
fBmin (q10 , q20 ) .
σ

q1 →1 q10

Finally, similar to the simulation metric, for regular metric transition systems, the bisimulation
metric can computed by solving a static game where the cost function of the game is the branching
distance.
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Theorem 6.17. Let fBmin be the branching distance between T1 and T2 . Then,
Ã
d→
B (T1 , T2 )

= max

!

sup inf fBmin (q1 , q2 ), sup inf fBmin (q1 , q2 )
0
0
q1 ∈Q0 q2 ∈Q2
q2 ∈Q0 q1 ∈Q1
1

.

2

In this section, we proposed a method for the exact computation of the simulation and the bisimulation metrics between regular metric transition systems. It consists in solving a static game where
the cost function is the branching distance (see Theorems 6.10 and 6.17). For systems with a finite
number of states, fixed point Algorithms 6.4 and 6.13 for the computation of the branching distance
are guaranteed to terminate within a finite number of states. For systems with an infinite number of
states, these algorithms do not necessarily reach a fixed point in a finite number of iterations. Then,
an alternative approach is to solve directly the functional equations given by Theorems 6.9 and 6.16.
However, in cases where the equations given by Theorems 6.9 and 6.16 are difficult to solve, one can
consider the relaxation that are proposed in the following section.
7. Approximate Metric Computation
One of the great advantages of having metric structure on transition systems, is that metrics enable
us to consider relaxations. If the equations given by Theorems 6.9 and 6.16 are difficult to solve, then
we can consider relaxations that will result in computing an over-approximation of the simulation or
the bisimulation metrics. The relaxations we propose are based on classes of functions that we call
simulation and bisimulation functions.
7.1. Simulation Functions. Let T1 = (Q1 , Σ, →1 , Q01 , Π, hh.ii1 ) and T2 = (Q2 , Σ, →2 , Q02 , Π, hh.ii2 )
be two elements of TM∗ (Σ, Π)5. A simulation function between T1 and T2 is a positive function defined
on Q1 × Q2 , bounding the distance between the observations associated to the couple (q1 , q2 ) and
non increasing under the dynamics of the systems.
Definition 7.1 (Simulation function). A function fS : Q1 × Q2 → R+ ∪ {+∞} is called a simulation
function between T1 and T2 if its level sets are closed, and for all (q1 , q2 ) ∈ Q1 × Q2 :


fS (q1 , q2 ) ≥ max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup
σ

inf
fS (q10 , q20 ) .
σ
0

q1 →1 q10 q2 →2 q2

For regular metric labeled transition systems, simulation functions are reminiscent of (robust) Lyapunov functions and can be seen as relaxations of the directed branching distance. In fact, the
directed branching distance is a simulation function itself:
Theorem 7.2. Let T1 , T2 ∈ TM∗ (Σ, Π) and let fSmin be the directed branching distance between T1
and T2 . Then, fSmin is the smallest simulation function between T1 and T2 .
Proof. We know that fSmin has closed level sets. From Theorem 6.9, it is clear that fSmin is a simulation
function. Let fS be a simulation function between T1 and T2 , let {fSi }i∈N be the sequence of functions
defined by Algorithm 6.4. We have, for all (q1 , q2 ) ∈ Q1 × Q2 , fS (q1 , q2 ) ≥ dΠ (hhq1 ii1 , hhq2 ii2 ) =
fS0 (q1 , q2 ). By induction, it is easy to show that for all (q1 , q2 ) ∈ Q1 × Q2 , for all i ∈ N, fS (q1 , q2 ) ≥
fSi (q1 , q2 ) and hence fS (q1 , q2 ) ≥ fSmin (q1 , q2 ).
¤
5Even though we do not need to assume that T and T are regular, we do have to assume that for all labels σ ∈ Σ,
1
2

the successor maps Postσ1 and Postσ2 have compact images.
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As in Theorem 6.9, the directed branching distance fSmin is the smallest simulation function between
T1 and T2 in the sense that for all simulation function fS , for all (q1 , q2 ) ∈ Q1 × Q2 , fSmin (q1 , q2 ) ≤
fS (q1 , q2 ). Thus, the directed branching distance between T1 and T2 will be also called minimal
simulation function between T1 and T2 .
A simulation function between T1 and T2 is a convenient way to define a family {Sδ }δ≥0 of approximate simulation relations of T1 by T2 .
Theorem 7.3. Let fS be a simulation function between T1 and T2 . Then for all δ ≥ 0,
Sδ = {(q1 , q2 ) ∈ Q1 × Q2 | fS (q1 , q2 ) ≤ δ}
is a δ-approximate simulation relation of T1 by T2 .
σ

Proof. Let (q1 , q2 ) ∈ Sδ , then dΠ (hhq1 ii1 , hhq2 ii2 ) ≤ fS (q1 , q2 ) ≤ δ. Let q1 →1 q10 , then for all ε > 0,
σ
there exists q2 →2 q20 such that fS (q10 , q20 ) ≤ fS (q1 , q2 ) + ε ≤ δ + ε. From Lemma 6.7, there exists
σ
q2 →2 q20 such that fS (q10 , q20 ) ≤ δ. Hence Sδ is a δ-approximate simulation relation of T1 by T2 . ¤
Let us remark that particularly the zero set of a simulation function is an exact simulation relation.
We can now state the following result which shows that an over-approximation of the simulation
metric can be computed by solving a game where the cost function is a simulation function.
Theorem 7.4. Let fS be any simulation function between T1 and T2 . Then,
d→
S (T1 , T2 ) ≤ sup

inf fS (q1 , q2 ).
0

q1 ∈Q01 q2 ∈Q2

Proof. Let
δ = sup
q1 ∈Q01

inf fSmin (q1 , q2 ).

q2 ∈Q02

Let q1 ∈ Q01 , then for all ε > 0, there exists q2 ∈ Q02 such that, fSmin (q1 , q2 ) ≤ δ + ε. Hence, for all
ε > 0, T1 ¹δ+ε T2 . Therefore, d→
¤
S (T1 , T2 ) ≤ δ.
The above theorem enables us to over-approximate the simulation metric by relaxing the solution of
equation (6.2) with Lyapunov-like simulation functions. In addition to this relaxation, the following
result shows that, for the synchronous composition defined in Section 5, simulation functions are also
compositional.
Theorem 7.5. Let fS1 be a simulation function of T1 by U1 and fS2 be a simulation function of T2
by U2 , then fS = fS1 + fS2 is a simulation function of T1 ||T2 by U1 ||U2 .
Proof. Let (q1 , q2 , p1 , p2 ) ∈ Q1 × Q2 × P1 × P2 , then
fS (q1 , q2 , p1 , p2 ) = fS1 (q1 , p1 ) + fS2 (q2 , p2 )
≥ = dΠ1 (hhq1 ii1 , hhp1 ii1 ) + dΠ2 (hhq2 ii2 , hhp2 ii2 ) = dΠ (hh(q1 , q2 )ii, hh(p1 , p2 )ii) .
σ

σ

σ

σ

σ

Let (q1 , q2 ) → (q10 , q20 ), then q1 →1 q10 and q2 →2 q20 . Let ε > 0, there exist p1 →1 p01 and p2 →2 p02
such that fS1 (q10 , p01 ) ≤ fS1 (q1 , p1 ) + ε and fS2 (q20 , p02 ) ≤ fS2 (q2 , p2 ) + ε. Hence, for all ε > 0, there
σ
exists (p1 , p2 ) → (p01 , p02 ) such that fS (q10 , q20 , p01 , p02 ) ≤ fS (q1 , q2 , p1 , p2 ) + 2ε. Therefore,
fS (q1 , q2 , p1 , p2 ) ≥
which leads to the expected result.

sup

inf
σ

0 0
(q1 ,q2 )→(q10 ,q20 ) (p1 ,p2 )→(p1 ,p2 )
σ

fS (q10 , q20 , p01 , p02 )
¤
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7.2. Bisimulation Functions. We now consider similar relaxations for the bisimulation metric.
Bisimulation functions are defined in a similar way to simulation functions. The proofs of the results
of this part are omitted because they are similar to the proofs for simulation functions.
Definition 7.6 (Bisimulation functions). A function fB : Q1 × Q2 → R+ ∪ {+∞} is a bisimulation
function between T1 and T2 if its level sets are closed and for all (q1 , q2 ) ∈ Q1 × Q2 :


fB (q1 , q2 ) ≥ max dΠ (hhq1 ii1 , hhq2 ii2 ) , sup
σ

q1 →1 q10

inf
fB (q10 , q20 ), sup
σ

q2 →2 q20

σ

q2 →2 q20

inf
fB (q10 , q20 ) .
σ

q1 →1 q10

For regular metric labeled transition systems, we can show that the branching distance is a bisimulation function.
Theorem 7.7. Let T1 , T2 ∈ TM∗ (Σ, Π), let fBmin be the branching distance between T1 and T2 . Then,
fBmin is the smallest bisimulation function between T1 and T2 .
Thus, the directed branching distance between T1 and T2 will be also called minimal bisimulation
function between T1 and T2 .
Theorem 7.8. Let fB be a bisimulation function between T1 and T2 , then for all δ ≥ 0,
Bδ = {(q1 , q2 ) ∈ Q1 × Q2 | fB (q1 , q2 ) ≤ δ}
is a δ-approximate bisimulation relation of T1 by T2 .
Particularly the zero set of a bisimulation function is an exact bisimulation relation.
Theorem 7.9. Let fB be a bisimulation function between T1 and T2 . Then,
Ã
d→
B (T1 , T2 )

≤ max

sup

inf fB (q1 , q2 ), sup
0

q1 ∈Q01 q2 ∈Q2

!

inf fB (q1 , q2 ) .
0

q2 ∈Q02 q1 ∈Q1

The following theorem states that bisimulation functions are compositional.
Theorem 7.10. Let fB1 be a bisimulation function between T1 and U1 and fB2 be a bisimulation
function between T2 and U2 , then fB = fB1 + fB2 is a simulation function of T1 ||T2 by U1 ||U2 .
In this section, we proposed Lyapunov-like relaxations for computing over-approximations of the simulation and the bisimulation metrics, which can further overapproximate the language and reachability metric between two transition systems. In the final section, we illustrate how these computations
could be used for reducing the complexity of safety verification problems for continuous systems.
8. Verification Illustration
Despite significant progress in the formal verification of discrete systems [BCM+ 90], the progress
for continuous (and thus hybrid) systems has been limited to systems of small continuous dimension. The Lyapunov-like relaxations of Section 7 allow us to use a wealth of Lyapunov techniques for
approximating simulation and bisimulation functions. We present two examples, one simply illustrating the steps of our framework for nondeterministic linear systems, and one showing how Lyapunov
equations can dramatically reduce the complexity of safety verification problems for deterministic
linear systems with an approximation error that is easily computable and acceptable.
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8.1. Nondeterministic Continuous Systems. Consider the following continuous-time linear system with bounded disturbances:

 ẋ1 (t) = − 2x1 (t) + y1 (t) + z1 (t) + d1 (t)
ẏ1 (t) = − x1 (t)
+ z1 (t) + d1 (t)

ż1 (t) =
x1 (t) − y1 (t) − 2z1 (t)
The system is observed through the variable π1 (t) = x1 (t). The values of the disturbance d1 (.) is
constrained in the set [−1, 1]. The initial state lies in the polytope I1 given by:
©
ª
I1 = (x1 , y1 , z1 ) ∈ R3 | − 1 ≤ x1 − y1 − z1 ≤ 1, 8 ≤ y1 ≤ 9, −6 ≤ z1 ≤ −4 .
As stated previously, we can derive a regular metric transition system T1 ∈ TM∗ (R+ , R) which is
also nondeterministic. We want to show that T1 can be approximated by the regular metric labeled
transition system T2 ∈ TM∗ (R+ , R) generated by the following linear system:
ẋ2 (t) = −x2 (t) + d2 (t).
The system is observed through the variable π2 (t) = x2 (t). The values of the disturbance d2 (.) are
constrained in the set [−1, 1]. The initial value of the state variable lies in the interval I2 = [2, 5].
Let us show that
fB (x1 , y1 , z1 , x2 ) = |x1 − y1 − z1 | + |y1 + z1 − x2 |
is a bisimulation function between T1 and T2 . First, let us remark that from the triangular inequality
|x1 − x2 | ≤ fB (x1 , y1 , z1 , x2 ).
Hence, fB (x1 , y1 , z1 , x2 ) bounds the distance between the observations of T1 and T2 . Moreover, we
can check that
∂fB
∂fB
∂fB
∂fB
ẋ1 +
ẏ1 +
ż1 +
ẋ2 = −2|x1 − y1 − z1 | − |y1 + z1 − x2 |
∂x1
∂y1
∂z1
∂x2
+ (d1 − d2 ) sgn(y1 + z1 − x2 ) .
Hence, for all disturbance d1 (t) (respectively d2 (t)) there exists a disturbance d2 (t) (respectively
d1 (t)) such that dfB (x1 (t), y1 (t), z1 (t), x2 (t))/dt is negative. Therefore, fB is non increasing under
the dynamics of the systems. Hence, it is clear that fB is a bisimulation function between T1 and T2 .
¿From Theorem 7.9, an over-approximation of the bisimulation metric between T1 and T2 can be
computed by solving a game. We can check that
sup

inf fB (x1 , y1 , z1 , x2 ) =

(x1 ,y1 ,z1 )∈I1 x2 ∈I2

sup
(x1 ,y1 ,z1 )∈I1

|x1 − y1 − z1 | = 1

and that
sup

inf

x2 ∈I2 (x1 ,y1 ,z1 )∈I1

fB (x1 , y1 , z1 , x2 ) = 0.

Hence, dB (T1 , T2 ) ≤ 1. The systems T1 and T2 are approximately bisimilar with the precision 1. We
now propose to use this result to compute an over-approximation of the reachable set of T1 . From
Theorem 4.31, we know that the distance between the reachable sets of T1 and T2 (i.e. the reachability
metric) is bounded by dB (T1 , T2 ) and hence by 1. It is easy to compute the reachable set of T2 which
is equal to (−1, 5]. Then, from Theorem 4.31, we obtain that Reach(T1 ) ⊆ [−2, 6]. The systematic
computation of such approximations for nondeterministic linear systems using robust Lyapunov
techniques is the focus of current research for both linear [GP05a] and nonlinear systems [GP05b].

28

ANTOINE GIRARD AND GEORGE J. PAPPAS

8.2. Deterministic Continuous Systems. The second example we consider consists in the approximation of a high dimensional deterministic linear system of the form:
½
ẋ1 (t) = A1 x1 (t), x1 (t) ∈ R100 , x1 (0) ∈ I1 ,
(8.1)
π1 (t) = C1 x1 (t), π1 (t) ∈ R2
where I1 is a bounded polytope of R100 . The unstable subspace of the system is of dimension 6.
The dynamics on the 94 dimensional stable subspace was chosen at random. We want to verify that
the system is safe, that is if the intersection of its reachable set with an unsafe set ΠU , shown in
Figure 1, is empty. We approximated this system with two different deterministic linear systems of
smaller dimension.
The first approximation we considered is six dimensional and consists of simply projecting the original
system on its unstable subspace. Similar to the previous example, we computed a (quadratic)
bisimulation function between the two systems by solving a Lyapunov equation (see [GP05a] for
more details). Then, an upper bound of the bisimulation metric between the two systems was
computed by solving the game given by Theorem 7.9. The second approximation is a ten dimensional
approximation consisting of the projection of the original system on the subspace spanned by the
eigenvectors associated to the eigenvalues with the largest real part.
Figure 1 shows reachable sets of the hundred dimensional system, its six dimensional approximation,
and its ten dimensional approximation and the associated approximation errors. We can see that the
six dimensional approximation does not allow us to conclude that the system is safe, even though
the original system is actually safe. However, by adding slightly more modeling detail, the ten
dimensional approximation allows to conclude that the original system is safe.
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Figure 1. Reachable sets of the original hundred dimensional system (left) and of
its six dimensional and ten dimensional approximations (center and right). The circle
on the left figure and the inner circle on the others represent the unsafe set ΠU . The
outer circle on the center and right figure consists of the set of points whose distance
to ΠU is smaller than the upper bound of the bisimulation metric.
The reachable sets were computed using the very recent zonotope techniques [Gir05]. The system
(Pentium 3, 700 MHz, Scilab) needed 51 seconds to compute the reachable set of the hundred dimensional system. It needed less than 1 second to process the six dimensional approximation, including
the computation of the reachable set, the computation of a bisimulation function and the computation of an upper bound of the bisimulation metric. It needed about 4 seconds to process the same
tasks for the ten dimensional approximation. This is strong evidence, that approximate bisimulations
allow to significantly reduce the computation time of the verification process. In [GP05a, GP05b],
we propose systematic methods for the computation of simulation and bisimulation functions for
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linear systems and nonlinear systems, that could be used for reducing the complexity of most safety
verification approaches for continuous and hybrid systems.
The example also illustrates the important point that robustness simplifies verification. Indeed, if
the distance between the reachable set of the original system and the set of unsafe states would have
been larger then the approximation of the original system by its unstable subsystem might have been
sufficient to check the safety. Generally, the more robustly safe a system is, the larger the distance
from the unsafe safe, resulting in larger model compression and easier safety verification.
9. Conclusion
In this paper, we have developed a framework of system approximation for metric transition systems
by developing a hierarchy of metrics for reachable set inclusion, language inclusion and simulation
and bisimulation relations. Our framework is compositional and captures the established exact relationships for discrete systems, and enables approximate relationships for deterministic and nondeterministic continuous systems. The exact computation of the metrics, which requires the branching
distance and solving a static game, can be relaxed in a Lyapunov-like manner using simulation and
bisimulations functions.
Future research includes developing algorithmic methods for computing such functions for linear, nonlinear, and hybrid systems. Even though we considered synchronous composition in this paper, more
general composition operators will also be considered. Finally, for sophisticated verification properties expressible in temporal logics, an exciting direction emerges in understanding the relationship
between approximation metrics and more robust semantics of spatial and temporal logics [DCMM04].
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Appendix
Set Valued Continuity. Following [Aub91] , the set valued map Postσ is called:
• upper semicontinuous at q ∈ Q if for any neighborhood V of Postσ (q),
∃η > 0 such that ∀q 0 ∈ Q, dQ (q, q 0 ) ≤ η =⇒ Postσ (q 0 ) ⊂ V.
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• lower semicontinuous at q ∈ Supp(Postσ ) if for any q 0 ∈ Postσ (q) and for any sequence of
elements qn ∈ Supp(Postσ ) converging to q, there exists a sequence of elements qn0 ∈ Postσ (qn )
converging to q 0 .
• continuous at q ∈ Supp(Postσ ) if it is both upper semicontinuous and lower semicontinuous
at q. If Postσ is continuous at all q ∈ Supp(Postσ ) then we say that it is continuous.
Metrics, Hausdorff distance.
Definition 9.1 (Metric). A metric on a set E is a positive function d : E × E → R ∪ {+∞}, such
that the three following properties hold:
(1) for all e1 ∈ E, e2 ∈ E, e3 ∈ E, d(e1 , e3 ) ≤ d(e1 , e2 ) + d(e2 , e3 ),
(2) for all e1 ∈ E, e2 ∈ E, d(e1 , e2 ) = 0 ⇐⇒ e1 = e2 ,
(3) for all e1 ∈ E, e2 ∈ E, d(e1 , e2 ) = d(e2 , e1 ).
We say that (E, d) is a metric space. If the second property is replaced by e1 = e2 =⇒ d(e1 , e2 ) = 0
then d is called a pseudo-metric. If the third property is dropped, then d is called a directed metric.
A metric on a set E induces a natural metric on the set of subsets of E known as the Hausdorff
distance (see e.g. [Ewa96]).
Definition 9.2 (Hausdorff distance). Let E1 and E2 be two subsets of E. The directed Hausdorff
distance associated to the metric d is defined by
h→ (E1 , E2 ) = sup

inf d(e1 , e2 ).

e1 ∈E1 e2 ∈E2

The Hausdorff distance associated to the metric d is then
h(E1 , E2 ) = max (h→ (E1 , E2 ), h→ (E2 , E1 )) .
We have the following classical theorem.
Theorem 9.3. The (directed) Hausdorff distance is a (directed) pseudo-metric on the set of subsets
of E and
h→ (E1 , E2 ) = 0 if and only if cl(E1 ) ⊆ cl(E2 )
h(E1 , E2 ) = 0 if and only if cl(E1 ) = cl(E2 )
where cl(Ei ) denotes the closure of the set Ei .
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