Abstract. We investigate the existence of solutions of the Dirichlet problem for the differential inclusion 0 ∈ ∆x(y) + ∂ x G(y, x(y)) for a.e. y ∈ Ω, which is a generalized Euler-Lagrange equation for the functional
Introduction. We study the following differential inclusion:
0 ∈ ∆x(y) + ∂ x G(y, x(y)) for a.e. y ∈ Ω, (1.1) where Ω ⊂ R n , ∆ is the Laplace operator and ∂ x G(y, x) denotes the subdifferential of the function R x → G(y, x), y ∈ Ω. We will prove the existence of a solution for (1.1) in the subspace W Our approach covers the case when the map G is subquadratic at infinity.
Hypothesis (H).
Let Ω be a bounded domain in R n having a locally Lipschitz boundary. Assume that the function G : Ω × R → R is measurable with respect to the first variable, convex with respect to the second and for a.e. y ∈ Ω and x ∈ R, where a, b ∈ (0, ∞), k, l ∈ L 1 (Ω, R), 1 < p < r ≤ 2.
d dx G(y, x)) and some additional estimates on G x , we can obtain the existence result for (1.1) from the existence of a minimum of energy. In [9] , where the one-dimensional case has been discussed, G is continuously differentiable with respect to the second variable, moreover G and G x satisfy some special growth conditions. These assumptions are associated with the existence of the Gateaux differential for the given functional.
In the general case described by hypothesis (H), inclusion (1.1) cannot be deduced from the existence of a minimum of J. In order to obtain the existence of a solution for (1.1) we develop a duality theory. As we see in Section 5, the duality principle enables a numerical characterization of minimizing sequences and approximation of the infimum of (1.2). Moreover we are able to establish an approximate solution for (1.1).
For the reader's convenience, we repeat relevant material from [2] and [4] without proofs. 
2. The existence of a minimum for J. Now we prove the existence of a minimum for the functional J. To this end we have to make some additional assumptions concerning the set Ω:
, where B(z, R) is the ball centered at z with radius R. In the case r = 2 we assume that p 2 /b > R.
Throughout the paper, unless otherwise stated, we shall assume hypotheses (H) and (H1).
Proof. By the assumptions on G, we obtain
where the last relation is a consequence of the Poincaré inequality ( [10] ). When r < 2, this chain of relations gives the lower boundedness of J on W 1,2 (Ω, R) and on W 1,2 0 (Ω, R). Using hypothesis (H1), we get the same conclusion in the case r = 2. The above condition and (H1) imply that there is a minimizing sequence {x n } n∈N ⊂ W 1,2 0 (Ω, R) for J, which is bounded in the || · || W 1,2 (Ω,R) norm. Hence we can choose a subsequence {x n k } k∈N weakly convergent to
and further, from the definition of {x n } n∈N ,
3. Duality principles. Because hypothesis (H) is not sufficient to deduce the existence of a solution for (1.1) from Theorem 2.1, we develop a duality theory. Using hypothesis (H) we can see that the functionals introduced below are well defined. Set
(Ω, R)}.
As usual, B + C = {b + c; b ∈ B and c ∈ C}.
We will prove a duality principle describing the relations between J and the dual functional
After some calculations, we can give an equivalent and simpler form of J
0 (Ω, R)}. Using (3.1), (3.3) and Theorem 1.1, we obtain
We now introduce the functional J
and D, we have
Now we can prove the following
Proof. From (3.5), (3.4) and the definitions of C and D, we deduce
The above and the equality J
Variational principles.
We now formulate and prove the variational principle for minimizers. From these results we will obtain the existence of a solution of (1.1). 
J(x).
Proof. From Theorem 2.1, we deduce the existence of an x ∈ W 1,2
is convex, lower semicontinuous and coercive. Moreover L 2 (Ω, R) is a reflexive space. Therefore the map M attains its infimum at some z ∈ L 2 (Ω, R). On the other hand,
G(y, x(y)) dy.
Combining these results we deduce
Let p ∈ B and div p = z (we write for brevity
where y = (y 1 , . . . , y n ), and a = (a 1 , . . . , a n ) is a certain element of Ω).
We also note that (4.6) where J * x is the polar of J x . Indeed,
Substituting (4.6) into (4.
Consider the map
By hypothesis (H) this functional is convex, lower semicontinuous and coercive. Thus, by the reflexivity of the space C, h attains its minimum at v ∈ C. Using the fact that J x (0) = −J(x), (4.5) and (3.4) we deduce that Proof. In view of Theorem 2.1 we deduce the existence of a minimizer x of J : W 1,2 0 (Ω, R) → R. Using Theorem 4.1 we can find p = p + v ∈ B + C satisfying (4.1). Applying (4.2) yields
for a.e. y ∈ Ω. Hence, by the properties of the subdifferential, we obtain
for a.e. y ∈ Ω. On the other hand, (4.3) gives ∇x(y) = p(y) and further ∆x(y) = div p(y) for a.e. y ∈ Ω. Combining these relations completes the proof. 
Minimizing sequences.
In this section we present another application of the duality principle. We prove a theorem for minimizing sequences of J analogous to Theorem 4.1. Due to these results we obtain a numerical approximation of the minimum of J.
Moreover for all n ∈ N,
and for given ε > 0, there exists n 0 ∈ N such that for n > n 0 , This implies that for given ε > 0, there exists n 0 ∈ N such that ε > J(x n )−a for n > n 0 . From now on, the proof is similar to that of Theorem 4.1.
Analogously we obtain for all n ∈ N the existence of p 0 n ∈ B such that (5.2) holds. Combining (5.2) and the equality J *
0) for all n ∈ N. Now using the definition of the perturbation J x and the above results, we may infer that for all n ∈ N,
On the other hand, ε + a > J(x n ) for n > n 0 . Thus we obtain
where the last equality follows from (3.4). Using the ideas of the proof of Theorem 4.1, we deduce that for each n ∈ N, there exists v n ∈ C such that sup
Taking p n = p 0 n + v n , n ∈ N, we also deduce that for given ε > 0, there exists Finally, we recall that J # x n (−p n ) ≤ a + ε for n > n 0 . From this fact and the previous assertion, we get (5.3). The last inequality is a consequence of the definition of a and the equality (5.7).
6. An application. Now we give an application of this theory for a class of PDE of elliptic type. 
