Abstract. The Borcherds Φ-function is the automorphic form on the moduli space of Enriques surfaces characterizing the discriminant locus. In this paper, we give an algebro-geometric construction of the Borcherds Φ-function.
Introduction
In [2] , Borcherds discovered a beautiful automorphic form on the moduli space of Enriques surfaces, which is closely analogous to the Dedekind η-function. In this paper, this automorphic form is called the Borcherds Φ-function. Up to a constant, the Borcherds Φ-function is characterized as the automorphic form of weight 4 on the period domain for Enriques surfaces with respect to the automorphism group of the Enriques lattice, whose zero divisor is exactly the discriminant locus.
Besides the original constructions [2] , [3] , several distinct understandings of the Borcherds Φ-function are known [22] , [13] , [26] . However, even though its direct connection with the moduli space of Enriques surfaces, no explicit algebro-geometric construction of the Borcherds Φ-function has been known until now. The purpose of the present paper is to give such a construction modeled after the following classical result for the Dedekind η-function: For an elliptic curve y 2 = 4x 3 −g 2 x−g 3 equipped with a symplectic basis {α, β} of its first integral homology group, the value of the Dedekind η-function evaluated at its period τ α,β = ( β dx/y)/( α dx/y), ℑτ α,β > 0 is given by the formula (1.1) η (τ α,β ) 24 = g 2000 Mathematics Subject Classification. Primary: 14J15, Secondary: 11F03, 14J28, 32N10, 32N15, 58G26.
1
Since the period of an Enriques surface, i.e., the period of its universal covering K3 surface, does depend on the choice of a marking, the value of the Borcherds Φ-function makes sense only for marked Enriques surfaces. However, the Petersson norm of the Borcherds Φ-function is independent of the choice of a marking and hence is well defined even for non-marked Enriques surfaces. For an Enriques surface Y , the Petersson norm of the Borcherds Φ-function evaluated at its period point is denoted by Φ(Y ) . If Y has rational double points (RDP's for short), then Φ(Y ) is defined as the value Φ( Y ) , where Y → Y is the minimal resolution.
Firstly, we give an algebro-geometric expression of Φ(Y ) . For this, we need explicit equations defining Enriques surfaces. Let f 1 , g 1 , h 1 ∈ C[x 1 , x 2 , x 3 ] and f 2 , g 2 , h 2 ∈ C[x 4 , x 5 , x 6 ] be quadratic forms and define f, g, h ∈ C[x 1 , . . . , x 6 ] as
We set X (f,g,h) = {[x] ∈ P 5 ; f (x) = g(x) = h(x) = 0}, which is preserved by the involution on P 5 ι(x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) = (x 1 , x 2 , x 3 , −x 4 , −x 5 , −x 6 ).
If (f, g, h)
is not special, then X (f,g,h) is a K3 surface on which acts ι freely. Hence
is an Enriques surface. In fact, every Enriques surface is expressed as the minimal resolution of some Y (f,g,h) by Verra [24] and Cossec [5] . We define a canonical differential ω on X (f,g,h) as the residue of (f, g, h) (cf. [8] ). Namely, let F, G, H ∈ C[x 1 , . . . , x 5 ] be the inhomogeneous equations of f, g, h obtained by setting x 6 = 1, respectively. The meromorphic canonical form on C 5 dx 1 ∧ · · · ∧ dx 5 F (x)G(x)H(x) extends to a meromorphic canonical form on P 5 with logarithmic poles along the divisor div(f gh) ⊂ P 5 . We set
where Υ is a locally defined holomorphic 2-form on P 5 such that
Then ω = Υ| X (f,g,h) is independent of the choice of Υ as above. Our first theorem is stated as follows (cf. Theorem 3.1).
is an Enriques surface with possibly RDP's, then
where R(f i , g i , h i ) is the resultant of f i , g i , h i .
We remark that a weaker version of (1.2) was obtained by Maillot-Rössler [16] . As a consequence of Theorem 1.1, we get an extension of (1.1) to the Borcherds Φ-function (cf. Theorem 4.1). Write ·, · for the cup-product on H 2 (X (f,g,h) , Z). Theorem 1.2. Assume that Y (f,g,h) is smooth. Let v ∈ H 2 (X (f,g,h) , Z) be an anti-ι-invariant primitive isotropic vector of level ℓ ∈ {1, 2} and let v ∨ ∈ H 2 (X (f,g,h) , Z) be its Poincaré dual. Let v ′ ∈ H 2 (X (f,g,h) , Z) be another anti-ι-invariant primitive isotropic vector of level ℓ with v, v ′ = ℓ. Then, by choosing a suitable marking α v,v ′ of X (f,g,h) , the vector
is the period of Y (f,g,h) via α v,v ′ (cf. Sect. 4) and the following equality holds
Here Φ ℓ (z) is the Borcherds Φ-function with respect to the level ℓ cusp (cf. Sect. 2.2).
We point out a similarity of (1.3) to the Thomae type formula of MatsumotoTerasoma [18] for certain K3 surfaces.
Let M o 3,6 (C) be the set of complex 3 × 6-matrices without vanishing 3 × 3-minors. Considering the loci of the moduli space of Enriques surfaces parametrized by M o 3,6 (C), we get an explicit relation between the Borcherds Φ-function and certain theta functions. For N = (n ij ) = (n 1 , . . . , n 6 ) ∈ M (n 1k w 1 + n 2k w 2 + n 3k w 3 )}, which is identified with its minimal resolution Z N . After a suitable choice of a system of transcendental cycles of Z N , the period of Z N , denoted by Ω N , lies in
where M 2 (C) is the set of complex 2 × 2-matrices (cf. [25] , [18] and Sect. 5.3).
For Ω ∈ D and pqr stu , the theta function Θ ( Since the Borcherds Φ-function is expressed as an additive Borcherds lift by Freitag-Salvati-Manni [7] , it may not be surprising that the restriction of the Borcherds Φ-function to a subdomain isomorphic to D is expressed as a theta series. As a by-product of Theorem 1.3, we shall show that θ a,b (T ) 8 is expressed as an infinite product of Borcherds type, where θ a,b (T ) is an arbitrary even theta constant of genus 2 (cf. Corollary 6.4). We remark that the product of all even theta constants of genus 2 is expressed as a Borcherds product by Gritsenko-Nikulin [11] .
Enriques surfaces and the Borcherds Φ-function
A free Z-module of finite rank endowed with a non-degenerate, integral, symmetric bilinear form is called a lattice. For a lattice L = (Z r , ·, · ) and
1 0 ) and let E 8 be the even unimodular negative-definite lattice of rank 8. The K3-lattice L K3 and the Enriques lattice Λ are defined as
We fix a primitive embedding
2.1. K3 and Enriques surfaces. A K3 surface X is a smooth compact complex surface with H 1 (X, O X ) = 0 and the trivial canonical line bundle
Let X be the universal covering of Y and let θ : X → X be the non-trivial covering transformation of X over Y . Then X is a K3 surface and θ is an anti-symplectic holomorphic involution without fixed points. By e.g. [1] , there is an isometry of lattices α :
where
The pair (Y, α) is called a marked Enriques surface if the isometry α satisfies (2.1).
We set
Let Ω + Λ be one of the connected components of Ω Λ , which we give in Sect. 2.2. Then Ω + Λ is a bounded symmetric domain of type IV of dimension 10. Set
The projective action of O + (Λ) on Ω + Λ is proper and discontinuous. We define
The period of a marked Enriques surface (Y, α) is defined as
and the period of an Enriques surface Y is defined as the O + (Λ)-orbit of ̟(Y, α):
is the coarse moduli space of Enriques surfaces via the period map.
2.2.
The Borcherds Φ-function and its basic properties.
The Borcherds
Up to a constant, the Borcherds Φ-function is defined as the holomorphic function Φ(Z) on C(Ω + Λ ) with the following properties (C1), (C2), (C3):
The zero divisor of Φ is the cone C(D). In [2] , Φ(Z) (precisely speaking Φ 2 (w) below) was constructed. In [3, Example 13.7] , Φ(Z) (precisely speaking Φ 1 (z), Φ 2 (w) below) was constructed as the Borcherds lift of certain vector valued modular form for M p 2 (Z). Since the lattice used in [3, Example 13.7] is distinct from Λ, we also refer to [27, Example 8.9] , where Λ is used in the construction of Φ as the Borcherds lift.
The Petersson norm of Φ(Z) is the
Since χ 2 is trivial by Lemma 2.1 below, Φ(Z) 2 is invariant under the actions of the groups O + (Λ) and C * . We regard Φ 2 as a C ∞ function on M in what follows. For an Enriques surface Y , we define
Let κ be the Kähler form of the Bergmann metric on M and let δ D be the Dirac δ-current associated to the divisor D. By the Poincaré-Lelong formula, we get
as currents on M. Here the coefficient 1/2 enters in the formula, because the projection Ω + Λ → M is doubly ramified along D. Lemma 2.1. The character of Φ 2 is trivial. 
. Let {e ℓ , f ℓ } be a basis of U(ℓ) such that e ℓ , e ℓ = f ℓ , f ℓ = 0 and e ℓ , f ℓ = ℓ. Regarding U and U(2) as direct summands of Λ, we get e
be the component of C M1 whose closure contains e 2 , f 2 . Then Ω + Λ is defined as the component corresponding to
, we may and will assume that e 1 ,
The automorphic factor for the
we get the automorphic property of ℑu, ℑu M ℓ by (2.4), (2.5)
2.2.3. The Borcherds Φ-function with respect to the level ℓ cusp. We define the Borcherds Φ-function with respect to the level ℓ cusp as the pullback of Φ(Z) to
By (C1), Φ(Z) can be recovered from Φ ℓ (u). In this sense, Φ and Φ ℓ are equivalent. By (2.4), (2.5), (C1), (C2), Φ ℓ (u) satisfies the following functional equation
for all g ∈ O + (Λ). By (2.6), the Petersson norm of Φ is expressed as follows on
The relation between Φ 1 and Φ 2 is as follows.
By the inequality ℑw, 
when (ℑz) 2 ≫ 0. Here the series {c(n)} ⊂ Z is defined by the generating function:
By this explicit expression, Φ(Z) is defined without an ambiguity of constant now. 
is expressed as the following infinite product:
. 
Then we get by (2.10) (2.13)
We set w E8(z) :
, we get ℑ f 1 , w M2 → +∞ and e 1 , w M2 = −1/τ , w E8(2) = −z E8(2) /τ by (2.8). We set σ := e 1 , w M2 and Φ E 2 (σ) := lim ℑ w,f1 M 2 →+∞ Φ 2 (w). In the same way as above, we deduce from (2.12) that (2.14)
Since σ = −1/τ , we get the following by substituting (2.13) and (2.14) into (2.9)
2.3. Degenerations of Enriques surfaces and the Borcherds Φ-function.
Theorem 2.3. Let ∆ ⊂ C be the unit disc. Let Z 0 be a K3 surface with at most nodes as its singularities and let f : (Z, Z 0 ) → (∆, 0) be a flat deformation of Z 0 . Let ι : Z → Z be a holomorphic involution preserving the fibers of f . For t ∈ ∆, set Z t := f −1 (t), ι t := ι| Zt and S t := Z t /ι t . Assume the following:
(i) Z is smooth.
(ii) The fixed-point-set of the ι-action on Z consists of one node of Z 0 , say o.
(iii) The map f : Z → ∆ is projective. Then S t is an Enriques surface for t = 0 and the following holds
Proof. (Step 1) Let ∆ be another disc and set
Then π t is an isomorphism for t ∈ ∆ * and is the minimal resolution for t = 0. There exists a simultaneous resolution f : Z → ∆ of f : Z → ∆. Then f is a smooth (possibly non-projective) morphism and Z t is a smooth K3 surface for t = 0. By (ii), S t is an Enriques surface for t = 0.
(Step 2) We recall the simultaneous resolution of f : Z → ∆. By (ii), we can write Sing(Z 0 ) = {o, p 1 , q 1 , . . . , p m , q m } with ι 0 (p i ) = q i . By (iii) and an argument using morsification, there is a system of coordinates (O, (z 1 , z 2 , z 3 )) near o such that
Similarly, there is a system of coordinates (
We define U α and V α in the same manner. By [4, Sect. 2.7] , O is a complex manifold and is the closure of the graph of the rational map
Moreover, the obvious projection π := pr 1 :
(Step 3) Let ι be the meromorphic involution on Z induced by the involution ι × id ∆ on Z × ∆ ∆. Then ι is a holomorphic involution on Z E 0 exchanging F α and F ′ α . For t ∈ ∆ * , set ι t := ι| Zt and S t := Z t / ι t . Since the family f : Z → ∆ is differentiably trivial, it admits a marking µ, i.e., a trivialization of the local system µ : R 2 f * Z ∼ = L K3 such that the condition (2.1) is satisfied for all t ∈ ∆ * . Let
be the period map for the marked family ( f : ( Z, ι) → ∆, µ). Let Π : Ω + Λ → M be the projection. Since Z t = Z t 2 , ι t = ι t 2 and hence S t = S t 2 , we have
We define the embeddings j α : Σ × ∆ ֒→ U α and j
be the Poincaré dual of E t and define
Similarly, we define roots
). Since ι t preserves E t and reverses its orientation for t = 0 by (2.16), (2.19), we get
Hence dim π 0 (Γ) = 0 and Supp(Γ) is contained in the exceptional divisor of π 0 .
Write
(Step 6) Let K Z be the canonical bundle of Z. Since K Z is a trivial line bundle on Z, there is a nowhere vanishing holomorphic 3-form ξ on Z. For t ∈ ∆, we set
Then η t := η t 2 is regarded as a non-zero canonical form on Z t for t = 0. By (2.16), we can express η t = e ψ(z) dz 2 ∧ dz 3 /z 1 on a neighborhood of o, where ψ(z) is a holomorphic function near o. By this expression of η t and (2.19), we get
This, together with (2.18), yields the result.
3. An algebraic expression of Φ 3.1. The (2, 2, 2)-model of an Enriques surface. Let Sym(3, C) be the set of complex 3 × 3-symmetric matrices. For S = (s ij ) ∈ Sym(3, C), we set
If X (A,B) is a smooth complex surface, then X (A,B) is a K3 surface by the adjunction formula. We say that (A, B) is admissible if R(A)R(B) = 0 and X (A,B) is a reduced complex surface with at most RDP's. When (A, B) is admissible, X (A,B) is a K3 surface with at most RDP, i.e., the minimal resolution of Table 1 ] for an explicit formula.
By definition, X (A,B) is preserved by the involution on P
When ι preserves a subset V ⊂ P 5 , we define 
Sing X (A,B) with logarithmic poles along div q 1 ∪div q 2 ∪div q 3 , which extends to canonical form on P
5
Sing X (A,B) with logarithmic poles along
Then there exists a locally defined 2-form Υ on P
Sing X (A,B) such that
be the inclusion. We define
which is independent of Υ. In this section, we prove the following theorem.
3.2.
A Grassmannian and a family of K3 surfaces with involution. Let V be the complex vector space of quadratic forms in the variables x 1 , x 2 , x 3 , y 1 , y 2 , y 3 invariant under the involution (3.1) : y 1 y 2 : y 1 y 3 : y 2 y 3 ). Then Ψ induces the embedding P 5 /ι ֒→ P 11 . Hence Sing(Ψ(P 5 )) = Ψ((P 5 ) ι ). Let S be the Grassmann variety of 3-dimensional linear subspaces of V :
We identify S with the Grassmann variety of 9-dimensional subspaces of
12 ×Gr(9, C 12 ) be the tautological vector bundle of rank 9 over Gr(9, C 12 ) and let π :
be the projective-space bundle associated to L. We regard P(L) as a complex submanifold of codimension 3 of
. By the canonical identification between S and Gr(9, C 12 ), the fiber L s := p −1 (s) ⊂ P 11 is the linear subspace of codimension 3 corresponding to s ∈ S.
In P 11 ×S, we have two subvarieties Ψ(P 5 )×S and P(L). We define Y ⊂ P 11 ×S and
, which are equipped with the projections π : Y → S and π : X → S. For s ∈ S, set
If {F s , G s , H s } ⊂ V is a basis of the 3-dimensional subspace of V corresponding to s ∈ S, then we have the expressions
Here X s is regarded as the scheme defined by the ideal sheaf generated by F s , G s , H s . It is clear that for every s ∈ S, there exists (A, B) ∈ Sym(3, C) ⊗ C 6 such that X s = X (A,B) . Conversely, X (A,B) = X s for some s ∈ S if and only if the three vec-
6 satisfies this condition, we set
Hence X (A,B) = X s(A,B) in this case. We define S * := {s ∈ S; π : X → S is flat at any x ∈ X s }, S o := {s ∈ S * ; Sing(X s ) = ∅}.
Since the non-flat locus and the critical locus of π are Zariski closed subsets of X , S * and S o are Zariski open subsets of S. Then π : X | S * → S * is a flat family of projective surfaces, which is smooth over S o . We define D * := S * S o and
where emb(X s , x) denotes the embedding dimension of the germ (
Lemma 3.2. The following hold:
Then Sing(X s ) consists of isolated hypersurface singularities. Let (Z, 0) ∈ Sing(X s ). Let Def(Z, 0) be its miniversal deformation space and let f : (Z, (Z, 0)) → (Def(Z, 0), 0) be the miniversal deformation of (Z, 0). 
be an arbitrary point. Then X s has at most nodes as its singular points. Since any deformation of a node is either a smoothing or a trivial deformation, s is an interior point of
Hence E is a closed subset of S with respect to the Euclidean topology. We get
, where A denotes the closure of a subset A ⊂ S with respect to the Euclidean topology on S. Since D * D o is a Zariski closed subset of S by (1), so is E.
Assume that there is a component E ′ ⊂ E with dim E ′ = dim S − 1. Regard E ′ as a reduced effective divisor of S. Since S is a Grassmann variety and hence Pic(S) = Z, E ′ must be an ample divisor of S. Then, for any irreducible subvariety T ⊂ S with dim T > 0, T ∩ E ′ is either a divisor of T or T itself. In particular, we always have dim[T ∩E] ≥ dim T −1 for any proper subvariety T ⊂ S with dim T > 0. However, by Lemma 3.3 below, there exists a subGrassmannian T ⊂ S of dimension 9 such that dim[
3.3. A subfamily parametrized by a subGrassmannian. In this subsection, we use the coordinates (x 1 , . . . , x 6 ) instead of (x 1 , x 2 , x 3 , y 1 , y 2 , y 3 ). Write M p,q (C) for the set of complex p × q-matrices. For N = (n 1 , . . . , n 6 ) ∈ M 3,6 (C), n i ∈ C 3 , we set ∆ ijk (N ) := det(n i , n j , n k ) and we define
The Grassmann variety of 3-dimensional subspaces of C 6 is defined by
For N ∈ M (3, 6; C) with rk(N ) = 3, the corresponding point of T is denoted by [N ] . For 1 ≤ i < j < k ≤ 6, we set
We regard T as a subGrassmannian of S by the embedding
Then we get for N = (n 1 , . . . , n 6 ) with rk(N ) = 3
Then there exists i < j < k such that ∆ lmn (N ) = 0 for any {l, m, n} = {i, j, k}. In particular, any two column vectors n l , n m of N are linearly independent for l = m.
If 4 of the coordinates of x vanish, then there are l < m such that n l x 2 l + n m x 2 m = 0. Since n l , n m are linearly independent, we get x l = x m = 0 and hence all coordinates of x vanish. This contradicts x ∈ P 5 . Thus the condition x = (
implies the existence of 1 ≤ l < m < n ≤ 6 with x l x m x n = 0.
Since the Jacobian matrix of the defining equations of X [N ] at x is given by the 3 × 6-matrix 2N · diag(x 1 , . . . , x 6 ), since any two column vectors of N are linearly independent, and since 3 of x 1 , . . . , x 6 are non-zero, there is a pair 1 ≤ p < q ≤ 3 such that df p ∧df q = 0 at x. For simplicity, assume that df 1 ∧df 2 = 0 at x. Then f 1 , f 2 are part of local coordinates of P 5 around x. Choose a non-vanishing 2×2-minor det n1i n1j n2i n2j = n 1i n 2j − n 1j n 2i = 0. Then we get
Hence, on a neighborhood of (
3.4.
A natural pluricanonical differential associated to a (2, 2, 2)-model. 3.4.1. Equivalence of (2, 2, 2)-models. We set
, we define
) is induced by a projective transform of P 5 associated to an element of GL(
3.4.2.
A pluricanonical differential on X s and its invariance property. Define
If s ∈ D + , then X s is a K3 surface with RDP's. Since the singular fiber of any flat deformation of a RDP contains at most RDP's,
For an admissible (A, B) ∈ Sym(3, C) ⊗ C 6 , we define
.
Then Ξ X (A,B) is an ι-invariant pluricanonical form of weight 8 on X (A,B) and is identified with a pluricanonical form of weight 8 on Y (A,B) .
Proof. We can write (A ′ , B ′ ) = (A · P, B · P ), P ∈ GL(C 3 ). By (3.3), (3.2), we get
By the explicit formula [14, p.215, Table 1 ] for R(A), we get
The result follows from these two equalities.
After Lemma 3.4, it makes sense to define for s = s(A, B)
Then we get a section
Here K X /S denotes the relative dualizing sheaf of the family π :
Then the projection π : X → S is GL(C 6 ) ι -equivariant, and π * K ⊗8 X /S is equipped with the structure of a GL(
Letting g be a scalar matrix, we get χ(g) = det(g). Hence
It is classical that
By these two equalities, we get T * g Ξ g·s = Ξ s . This proves the lemma. We define the GL( (
Proof.
(1) Since X Assume that the former has a non-trivial solution c ∈ P 2 . Since generic three conics of P 2 have no points in common, we can find a vector-valued holomorphic function ∆ ∋ t → (A(t), B(t)) ∈ Sym(3, C) ⊗ C 6 satisfying the following conditions:
(ii) For t = 0, {x ∈ P 2 ; Q(x; A 1 (t)) = Q(x; A 2 (t)) = Q(x; A 3 (t)) = 0} = {c}. (iii) For t = 0, {x ∈ P 2 ; Q(x; B 1 (t)) = Q(x; B 2 (t)) = Q(x; B 3 (t)) = 0} = ∅.
We get γ(0) = o by (i) and γ(∆ {0}) ⊂ R o by (ii), (iii). This proves (2).
3.4.3.
A canonical Hermitian metric on the space of pluricanonical forms. Let X be a K3 surface with possibly RDP's. For every ν ∈ Z >0 , H 0 X, K ⊗ν X is equipped with the Hermitian structure · L 2/ν , which depends only on the complex structure on X, such that
The Hermitian structure on the the invertible sheaf π * K ⊗ν X /S | S o ∪D + induced from this fiberwise Hermitian structure is also denoted by · L 2/ν . By Lemma 3.5, the norm
By the existence of simultaneous resolution of the family π :
be the period map for the family of Enriques surfaces π :
ι -equivariant and ̟ is dominant. By the existence of simultaneous resolution of the family π :
where Y s → Y is the minimal resolution. Since s ∈ R if and only if Y s is not an Enriques surface, i.e., ̟(s) ∈ D, we get on
Theorem 3.7. The following equality of GL(
Proof. (Step 1)
Recall that κ is the Kähler form of the Bergman metric on M. Let δ R be the Dirac δ-current on
2 L 2 is a local potential function of ̟ * κ, we get the following equation of currents on S o ∪ D o by the Poincaré-Lelong formula
Sing(R o ) be an arbitrary point. Let C ⊂ S be a compact Riemann surface intersecting R o transversally at o. Let (∆, t) be a coordinate neighborhood of C centered at o such that ∆ {0} ⊂ C ∩ S o . For t ∈ ∆, let s(t) ∈ S be the corresponding point in S. Write s(t) = s(A(t), B(t)), where the map ∆ ∋ t → (A(t), B(t)) ∈ Sym(3, C) ⊗ C 6 is holomorphic. Since s(0) = o ∈ R o and s(∆ {0}) ⊂ S o , the flat family π : X | ∆ → ∆ has the following properties:
(i) X s(t) is smooth for t ∈ ∆ {0} and Sing(X o ) consists of nodes.
(
and #X ι o = 1. We see that X | C is smooth on a neighborhood of X o if the curve germ (C, 0) ⊂ (S, o) is generic. It suffices to prove the smoothness of X at Sing(X o ).
Let p = (x 0 , y 0 ) ∈ Sing(X o ). Set f i (x, y; t) := Q(x; A i (t)) + Q(y; B i (t)) for i = 1, 2, 3. For ( A, B) ∈ Sym(3, C) ⊗ C 6 , we define
Since X s(t) is defined by the system of equations f i (x, y; t) = Q(x; A i (t))+Q(y; B i (t)) (i = 1, 2, 3) and hence the corresponding Jacobian matrix at p = (x 0 , y 0 ) is given by the 3 × 7-matrix J p,(∂tA(0),∂tB(0)) , X | C is smooth at p = (x 0 , y 0 ) if rank J p,(∂tA(0),∂tB(0)) = 3. Since p = (x 0 , y 0 ) ∈ X o is a node by (i) and hence emb(X o , p) = 3, we get
by Jacobi's criterion. Since (x 0 , y 0 ) = (0, 0) and hence the linear map
is surjective, we deduce from (3.7) that rank J p,( A, B) = 3 for generic ( A, B) ∈ Sym(3, C) ⊗ C 6 . This implies that the subset of Sym(3, C) ⊗ C 6 defined by
is a proper Zariski closed subset. Hence X is smooth at every point of Sing(
p∈Sing(Xo) V p . This proves that X | C is smooth on a neighborhood of X o for a generic curve germ (C, 0) ⊂ (S, o).
(Step 3) Let (C, 0) ⊂ (S, o) be a generic curve germ such that X | C is smooth on a neighborhood of X o . By Step 2 (i), (ii), we may apply Theorem 2.3 to the deformation germ of K3 surfaces with involution f : (X | C , ι) → C. Then we get
Since R o is a dense Zariski open subset of R by Lemma 3.6 (2), we get the following equation of currents on
Comparing (3.6) and (3.9), we get the following equation of currents on
, it follows from the Hartogs extension principle that ∂ log(̟ * Φ 2 / Ξ L 1/4 ) extends to a holomorphic 1-form on the Grassmann variety S. Since H 0 (S, Ω 1 S ) = 0 by the rationality of S,
This proves the existence of a constant C ∈ R such that the following equality of functions on S holds (3.10)
Restricting (3.10) to a certain subset of S, we get C = 1 by Theorem 7.5 below.
Let λ be the Hodge bundle on M. By Lemma 2.1, Φ 2 is a holomorphic section of λ ⊗8 . Regarding Φ 2 ∈ H 0 (M, λ ⊗8 ), we get div(Φ 2 ) = D. To emphasize, denote by · Pet the Petersson norm on λ. Theorem 3.7 implies the following.
Corollary 3.8. There exists a GL(C 6 ) ι -equivariant holomorphic isometry
of holomorphic Hermitian line bundles on
The desired equality follows from Theorem 3.7. 
, and the following equality holds:
Recall that {e ℓ , f ℓ } is a basis of U(ℓ) with e 2 ℓ = f 2 ℓ = 0 and e ℓ , f ℓ = ℓ. We extend
is the period of the marked Enriques surface (Y (A,B) , α v,v ′ ) under the isomorphism (2.3). In this section, we prove the following theorem. A,B) , Z) be the Poincaré dual of v. Then the following equality holds:
For the proof, we need some intermediary results.
Lemma 4.2. The following equality holds:
In particular, there exists a unique angle
Proof. For simplicity, write z :
. By the definition of the Petersson norm (cf. Sect 2.2), we get
By (2.6) and the equality ω (A,B) , v = v ∨ ω (A,B) , we get (4.4)
Substituting (4.3) and (4.4) into the formula in Theorem 3.1, we get (4.1).
Proof. For simplicity, write
for all m, n ∈ Z and x ∈ M ℓ . By this expression and (2.5), we get
. By (2.7) and Lemma 2.1, we get
After Lemma 4.3 and (4.
8 . (2.5) , the automorphic factor for the Borcherds Φ-function Φ ℓ is expressed as
given by (2.3). We get (A,B) )), e ℓ α w,w ′ (ω (A,B) ), e ℓ = α v,v ′ (ω (A,B) ), e ℓ α w,w ′ (ω (A,B) ), e ℓ = ω (A,B) , v ω (A,B) , w . 
By Lemma 2.1 and the automorphic property of Φ
for all (A, B) with s(A, B) ∈ S o and primitive isotropic vector v ∈ H 2 (X (A,B) , Z) − of level ℓ. Here C is the constant in (3.10).
Proof. Since S o is connected, it suffices to show that c ℓ (·) is a locally constant function on
There is a small neighborhood U of s 0 in S o such that the family of K3 surfaces π : X | U → U is topologically trivial. By the topological triviality, we can choose v, v ′ and α v,v ′ to be constant under the identification of the fiber X s = π −1 (s) with X s0 . Choosing U sufficiently small, we may assume that there exists a holomorphic section σ : C,D) ).
, Z) − be another primitive isotropic vector of level ℓ with w, w ′ = ℓ. Then the following equality holds
Proof. Let γ : ∆ ∋ t → (A(t), B(t)) ∈ Sym(3, C) ⊗ C 6 be a holomorphic map such that s(A(t), B(t)) ∈ S o for t = 0 and (A(0), B(0)) = (C, D). Let π : X × S ∆ → ∆ be the family of K3 surfaces induced from π : X → S by γ. Then π −1 (t) = X (A(t),B(t)) for t ∈ ∆. Let ω be the holomorphic section of the relative dualizing sheaf K X ×S∆/∆ such that ω(t) = ω (A(t),B(t)) for t ∈ ∆. There exists a simultaneous resolution π ′ : X ′ → ∆ of the family π :
, where ν is a certain integer. Then ω induces a nowhere vanishing holomorphic section ω ′ of the relative dualizing sheaf of the family π ′ : X ′ → ∆ such that ω ′ (t) = ω (A(t ν ),B(t ν )) for t = 0 and ω ′ (0) = p * ω (C,D) . Since the family π : X ′ → ∆ is topologically trivial, w and w ′ can be regarded as 2-cocycles of (π ′ ) −1 (t) for all t ∈ ∆. Hence the functions f (t) := Φ ℓ α w,w ′ (z A(t),B(t),w,w ′ ) 2 and g(t) :=
R(A(t))R(B(t)) 2π
−2
Since f (t)/g(t) = c ℓ for t = 0 by Lemma 4.5, we get f (0)/g(0) = c ℓ . This proves the result.
Proposition 4.7. There exists a non-zero constant c ℓ with |c ℓ | = C such that A,B) ).
Proof. The result follows from Lemmas 4.5 and 4.6.
Proof of Theorem 4.1 In Theorem 7.5 below, we shall prove that c ℓ = 1 in Proposition 4.7 for ℓ = 1, 2. The result follows from Proposition 4.7.
Borcherds Φ-function and theta function
In this section, we give a new relation between the Borcherds Φ-function and certain theta functions closely related to the configuration space X o (3, 6).
The configuration space
We define
) is denoted by [N ] . We consider the following group actions on X o (3, 6): The symmetric group S 6 acts on M (3, 6) by N σ := (n σ(1) , . . . , n σ(6) ) for N = (n 1 , . . . , n 6 ) ∈ M (3, 6) and σ ∈ S 6 . This S 6 -action descends to an S 6 -action on 3, 6) . By [25, Chap.7 Prop.3.3] , the actions of S 6 and ∨ on X o (3, 6) commute. We refer to [25, for more details about X o (3, 6). 3, 6) . In this subsection, we use the coordinates (x 1 , . . . , x 6 ) instead of (x 1 , x 2 , x 3 , y 1 , y 2 , y 3 ). For
Ten families of Enriques surfaces parametrized by
In this section, the holomorphic 2-form on X N defined as the residue of f 1 (x; N ),
For a later use, let us give an explicit formula for ω N . Setting x 3 = 1, we consider the affine coordinates (x 1 , x 2 , x 4 , x 5 , x 6 ) of P Since
By the definition ω N = Υ| XN , we get the expression on X N {x 4 x 5 x 6 = 0}
Then J is also written as and N ∈ M (3, 6), we set ∆ J (N ) := ∆ j1j2j3 (N )∆ j4j5j6 (N ). We define an involution ι J on P 5 by 
Proof. The symmetric group S 6 acts on P 5 by σ(
and since Y N, J = Y N σ , the left hand side is equal to Φ(Y N σ ) by Theorem 3.1.
5.3.
Borcherds Φ-function and theta function. We consider another families of K3 surfaces over X o (3, 6) (cf. [25] , [18] ).
where w denotes the coordinate of the fibers of O P 2 (3). When N ∈ M o 3,6 (C), Z N is the singular K3 surface with 15 nodes defined as the double covering of P 2 , whose branch divisor is the union of 6 lines n 1i z 1 + n 2i z 2 + n 3i z 3 = 0 (i = 1, . . . , 6). Let π : W N → Z N be the minimal resolution of Z N . Then W N is a smooth K3 surface. By construction,
). We define a holomorphic section of the dualizing sheaf of Z N by
On the open subset Z N ∩ {z 3 = 0}, we get the expression
, where (y 1 , y 2 ) is the inhomogeneous coordinates of P 2 . Let H 2 (W N , Z) − be the anti-invariant part of H 2 (W N , Z) with respect to the involution induced by the one (z, w) → (z, −w) on Z N . In 
, it follows from the Riemann-Hodeg bilinear relations that
Following [18, Eq. (15)], we define the normalized period of W N by
where 
. Set e(x) := exp(2πix). Following [18, p. 137], we set When a partition J corresponds to (a, b) ∈ Ev by the above rule, we define
The Petersson norm of Θ [a,b] (Ω) is the function on D defined as 
Namely, one has the equality of functions ̟ *
Proof. (
Step 1) Firstly, we set J = 123 456 and prove the assertion in this case.
Then V K is an affine subspace of C 5 , whose closure in P 5 is denoted by V K . Set
Let ϕ : P 5 → P 5 be the map defined as ϕ(x 1 : . . . :
). Since V K = ϕ(X (K,I) ) and ω (K,I) = i −3 ϕ * ξ K , we get by Theorem 5.1 and (5.1)
Here η ( t K,I) ∧ η ( t K,I) is regarded as a volume form on P 2 and the last line follows from (5.2) and the formula deg(ϕ) = 2 5 . For g ∈ GL(C 3 ), let f g ∈ P GL(C 3 ) be the projective transform
Here η N ∨ is regarded as a canonical form on Z N ∨ in the last line. By (5.6), we get
Here the second equality follows from [18, Eq. (4)] and the following identity (5.8) det
where we wrote η ij = η ij (N ∨ ) and η = η(N ∨ ) and used 
Step 2) Let J be an arbitrary partition and let σ ∈ S 6 be a permutation such that J = σ(1)σ(2)σ(3) σ(4)σ(5)σ (6) . By [18, Th. 2] and (5.8), we get for all N ∈ M o (3, 6),
Since Y N, J = Y N σ , the result follows from (5.10) and (5.9) applied to N σ .
5.4.
The case where X N is a Jacobian Kummer surface. Let λ := (λ k ) ∈ C 6 be such that λ k = λ l for all k = l. Then
is a curve of genus 2 with the ordered set of branch points λ = (λ k ). We identify C λ with the corresponding projective curve. Then
) is equipped with the basis {ω 1 = dx/y, ω 2 = xdx/y}. Let {A 1 , A 2 , B 1 , B 2 } be the canonical basis of H 1 (C λ , Z) as in [18, Sect. 3.1] . Since {λ k } is an ordered set, C λ is equipped with a level 2-structure. The period of C λ is defined by
where S 2 is the Siegel upper half-space of degree 2 and Γ(2) ⊂ Sp 4 (Z) is the principal congruence subgroup of level 2. Let K(C λ ) be the Kummer surface associated to the Jacobian variety of C λ . There are two models of K(C λ ). For each λ i , the point (1 : λ i : λ 
Then K(C λ ) is isomorphic to the minimal resolution of the double covering of P 2 with branch divisor ℓ 1 ∪ · · · ∪ ℓ 6 . Hence
On the other hand, it follows from [9, p.769-770, p.789] that
By the second expression of K(C λ ), we have ten free involutions {ι J } on K(C λ ).
Recall that, for a, b ∈ {0, 
Theorem 5.3. Let J be a partition corresponding to (a, b) ∈ Ev. Then 6. An infinite product expansion of theta constants of genus two 6.1. Periods of principally polarized Abelian surfaces.
T22 ∈ C 2 , we define
Then A T is an Abelian surface with period matrix (T, I 2 ). Let θ(z, T ) ∈ O(C 2 ×S 2 ) be the Riemann theta function and let C T be the theta divisor of A T :
be the complement of the Sp 4 (Z)-orbit of the diagonal locus in S 2 . Let T ∈ S o 2 . Then C T is a curve of genus 2 with Jacobian variety A T . Let i T : C T ֒→ A T be the inclusion, which induces an isomorphism
Equipped with the basis {a
The domain of type IV associated to the lattice A is defined as
By the Riemann-Hodge bilinear relations,
We define an isomorphism of complex manifolds 
In what follows, φ(A) is equipped with the basis {Γ 
be the Poincaré dual of the proper inverse image of sym * (γ i × γ j ) with respect to the resolution r :
Recall that if C T ∼ = C λ with some λ ∈ C 6 , then 
By the Mayer-Vietoris exact sequence, we get
, Z), we get by (6.2), (6.3), (6.4)
⊥ by (6.5), we get the result.
6.3. Switches and periods of Jacobian Kummer surfaces. Let π : K → S 2 be the universal family of Kummer surfaces with π −1 (T ) = K T = K(C T ) for all T ∈ S 2 . By fixing an order of odd characteristics (a, b), a, b ∈ {0, 1} 2 , the branch points of the canonical map Φ |KC T | : C T → P 1 are also ordered, because they are given by the 6 points {(
is equipped with the 10 fixed-point-free involutions {ι J }. Proof. By (6.6) and (6.7), there exists λ ∈ C * with α J (Γ Comparing the inner products with e ℓ , we get λ = 2. Set Proof. For short, write z(T ) for z J (T ) and α for α J . Let λ ∈ C 6 be such that even (a, b) . Since Φ ℓ (z(T )) ∈ Z{q 11 , q 12 , q 22 } and θ a,b (T ) 8 ∈ Z{q 11 , q 12 , q 22 }, we get C ∈ Q by (6.11). Since |C| = 1, this implies C = ±1. By (6.11) again, Φ ℓ (z(T )) 2 = ±θ a,b (T ) 16 . If Φ ℓ (z(T )) 2 = −θ a,b (T ) 16 , then Φ ℓ (z(T )) = ± √ −1θ a,b (T ) 8 ∈ √ −1Z{q 11 , q 12 , q 22 }. Since Φ ℓ (z(T )) ∈ Z{q 11 , q 12 , q 22 }, we get a contradiction Φ ℓ (z(T )) ≡ 0. This proves C = 1. 4 is expressed as an infinite product of Borcherds type. In fact, Gritsenko-Nikulin [11] proved that ∆ 5 (T ) is a Borcherds product.
Kummer surfaces of product type and involutions of even type
In this section, we prove C = c 1 = c 2 = 1 in (3.10) and Proposition 4.7 by studying Φ for those Enriques surfaces which are the quotient of a Kummer surface of product type by involutions of even type. Let H be the complex upper-half plane.
7.1. Elliptic functions. For τ ∈ H, set E τ := C/2Z + 2τ Z. Let ℘(u; 1, τ ) be the Weierstrass ℘-function on the u-plane associated to the lattice Z + τ Z. The map E τ = C/2Z + 2τ Z ∋ [u] → (℘( u 2 ; 1, τ ) : ℘ ′ ( u 2 ; 1, τ ) : 1) ∈ P 2 is an isomorphism from E τ to the cubic curve defined by the affine equation w 2 = 4(z − e 1 )(z − e 2 )(z − e 3 ), where e 1 = ℘( By [12, p.215, Tabelle II], sn( √ e 1 − e 3 u) is an odd function with period lattice Γ 1 := 2Z + τ Z and cn( √ e 1 − e 3 u) (resp. dn( √ e 1 − e 3 u)) is an even function with period lattice Γ 2 := 2Z + (1 + τ )Z (resp. Γ 3 := Z + 2τ Z). We regard sn( √ e 1 − e 3 u), cn( √ e 1 − e 3 u), dn( √ e 1 − e 3 u) as periodic meromorphic functions on C with period lattice Γ 1 ∩ Γ 2 ∩ Γ 3 = 2Z + 2τ Z. Namely, they are meromorphic functions on E τ .
By [12, p.204] , [20, p.69] , the theta constants are defined as Then √ e 2 − e 3 = π θ 2 (τ ) 2 
