We study the automatic computation of asymptotic expansions of functional inverses. Based on previous work on asymptotic expansions, we give an algorithm which computes Hardy-field solutions of equations~(y) = r, with~belonging to a large class of functions.
Introduction
Asymptotic in symbolic computation have long been restricted to formal power series manipulations. In the recent years, new approaches have given rise to more and more general types of series (see [4, 14, 15] ) and this opens up a new field of applications to computer algebra that we shall christen "symbolic asymptotic". In the same way as symbolic integration is based on differential algebra, the existing theory of symbolic asymptotic is based on Hardy fields. We shall review some properties of Hardy fields in Section 1. Two important notions for formal manipulations and for proving theorems were introduced in [19, 16] , these are nested forms and nested expansions.
Nested forms are expressions like
). 2. .~(l++(') (~)) g > where 1 is a real constant and~11) (r) tends to O when z tends to infinity (a formal definition will be given below). In certain cases, one can compute a nested form of~(l) (z), introducing a new function~(z) and then repeat the process, thus generating a sequence of nested forms; this sequence is called a nested ezpansion.
In previous papers by J. Shackell [15, 19, 16, 18, 17] , algorithms are described that enable the computation of nested expansions for: t) exp-log functions, i.e. real functions of one variable composed by finitely many exponential, logarithms and real algebraic functions, it) Liouvillian functions and iii) solutions of algebraic differential equations (provided that these lie in a Hardy field).
In this paper, we give an algorithm to compute a nested expansion of y(~), where y(z) is a solution of f(y) =2, z + co.
The class of allowable functions f, includes some which are not mesomorphic at infinity, which means that the problem cannot always be solved by functional inversion and when the saddle-point method applies, the saddlepoint is defined by
One is then interested in the asymptotic behaviour of the solutions to this equation when n tends to infinity. This paper is structured as follows: in Section 1, we recall the elementary theory of Hardy fields and prove a result concerning Hardy fields and functional inversion. Then in Section 2, we reduce the problem to the case when the inverse function tends to infinity.
In Section 3
we show how to obtain the first asymptotic approximation to the inverse, and give a proof of its correctness.
In the next section we describe the algorithm for the full asymptotic expansion and prove our main result which is that the algorithm computes the nested expansion of the inverse function. Input: a function f(y) 6 F given as a nested form.
Output: the first nested form for y(x), the Hardy-field solution of f(y) = z tending to infinity at infinity. 
we obtain an implicit equation
where for simplification we have set gl (y) =~1-l'd(y).
This last equation will be the basis of our iteration. gi(y) = e;[ifiy"
and we substitute (2) into this giving
We next note that since y(gi) =~(eo (iP8 . G)) <~(ln,),
we must in this case have p > m. We can therelfcme rewrite (4) as follows.
where for p -m = 1 we have 
7(91(Y)) < is (a, c, pwhere we have set gi+l (y) = G(y) . h(~(y), y). We have~(gi+l ) < -y(gi) < -y(l~), and since
gi+l belongs to the asymptotic field 3, and thus can be fed back into the algorithm.
End of the algorithm.
We have to prove that the process described above yields a nested form for y(z) in a finite number of steps.
We begin with the following lemma. where we have set g~~~(y) = gl (y). h(~(y), y). The proof that g~~~E $ is easily done by rewriting gj~~from (11) as a function of gj~) (y) and~(y). We can therefore feed g~~~back into the algorithm as before.
We can thus summarize our full algorithm as follows.
Algorithm: Full Nested Form.
1.
2.
3.
4.
Note Determine the singularities off to be investigated. (11) 
