Abstract
Introduction
Logical and analogical reasoning are two of the most important means of human reasoning. In order to make intelligent machines with the ability of reasoning, many efforts have been made by the scientists in computer science and psychology. Logical reasoning is a strict and efficient type of reasoning because it follows the basic law of modus ponens: P, P →Q ⇒ Q, where P →Q is a rule.
The law means that we can get the consequence Q once P fires. Based on a set of strict rules, logical reasoning is easier to be implemented automatically with computer than analogy reasoning. Therefore, symbolic rules constitute very popular knowledge representation models in the development of artificial intelligence and expert systems. As a common form of knowledge representation, rules are used in many intelligent systems and argued convincingly [1] [2] [3] . In recent years, a lot of hybrid models have integrated rule-based reasoning and other reasoning types (such as case based reasoning, neural network, decision tree, and etc) have been proposed [4] [5] [6] [7] .
Analogy reasoning relies on more similar past experiences other than strict laws and rules. Analogy reasoning tries to deal with new problems with the existing experiences [8, 9] . So it seems that analogy reasoning is more complex and difficult to be executed automatically than logical reasoning. Many scientists have done many interesting works such as SME(structure-mapping Engine) [10, 11] , ACME(Analogical Constraint Mapping Engine) [12] , Copycat [13] , Sapper, AMBR [14, 15] , CBR(case-based reasoning) [16] [17] [18] , and etc. CBR has been proven to be applicable to problem in solving and decision support in many fields such as health science [19] , document retrieval [20] , workflow management [21] .
Analogy reasoning aims to execute the translation of knowledge or solutions from a given domain into another similar one. It is difficult to be implemented mechanically for its difficulty and complexity of formalization. Meanwhile, results followed from logical reasoning is of course true since each step is strict and reliable based on symbolic logic during reasoning process. A mathematical model has been proposed for analogical reasoning from the view of first-order logic [22] . The model is mainly influenced by Genter's structure theory and Indurkhya's theory. Additionally, almost all of these works focus on measuring the similarity and the common physical structure between the base and the target, but few of them pay attention on the semantic relations between nodes.
As a semantic model, semantic Link network is to represent and to discover the potential knowledge among web resources [23] [24] [25] . This paper proposes a mathematic model for analogy reasoning over semantic link network. The model describes on the common semantic structure between SLNs of different domains.
Semantic relationship basis and logical reasoning
Semantic relationships among world objects are intricate, multifarious, and difficult to describe. In fact, for a certain problem, it might be impossible and unnecessary to take all potential semantic relationship types into account in a field. A reasonable and efficient solution is to choose some primary semantic relationship types as a basis for the involved problem. Seven semantic types in the active document framework (ADF) have been proposed: cause-effective (ce), implication (imp), subtype (st), similar-to (sim), instance (ins), sequential (seq) and reference (ref) [23] . The semantic annotations on the web indicate some useful semantic relationships between web objects like videos, pictures, software, or documents [26] .
Such a set of primary semantic relationship types representing all or almost all primary semantic relationships for a given domain can be worked out by the domain experts. And we call it the basis of the involved problem or field, denoted as (ω 1 , ω 2 , …, ω m ). A reasoning rule involved in the semantic relationships is with the form of ω i ·ω j ⇒ ω k , which means a relation ω k can be deduced by two connected relations ω i and ω j . Thus a set of reasoning rules R={ω i ·ω j ⇒ ω ij | ω i ,ω j , ω ij is in B, and ω ij is not null}. Conveniently, if nothing can be retrieved from ω i ·ω j , we define a null reasoning rule, and denote it as ω i ·ω j ⇒ null [24] .
Logical reasoning can be easily executed over an SLN based on a reasoning rule set [23, 24] . Within a semantic basis (ω 1 , ω 2 , …, ω m ), the relationships between two semantic factors can be classified into three classes [27] . 
2)
Exclusive. Ω i is exclusive to ω j , denoted Exclusive(ω i ,ω j ), means that the two relationships ω i and ω j cannot occur between the same pair of resources at the same time.
3) Independent or compatible. Ω i is compatible with ω j , denoted Compatible(ω i , ω j ), means that the two relationships ω i and ω j cannot affect each other.
Analogical reasoning over semantic link network
Analogical reasoning is based on the assumption: for an assertion in the base domain, there might be a counterpart in the target domain. That is to say, once we find some features of certain objects or relationships among objects or solutions (algorithms) for some problem in the base, the counterpart may be constructed in the target through the mapping. And the reliability of such an analogy result relies on the mapping. Meanwhile, Gentner's theory addresses the common physical structures between the two domains; however, it cannot reflect the common internal semantic structures, especially the semantic relations. In this section, we try to construct a semantic mapping theory between SLNs.
Semantic link network consists of two kinds of things: objects (semantic components) and semantic links [25] . Each SLN is attached with a given semantic basis B. A solution or an algorithm (denoted as ρ) aims to a problem P in a semantic link network S is a limited sequence 1 2 ( , , , )
where i θ can be any of operations on semantic objects (such as object insertion, deletion, or update) or operations on semantic links (link insertion, deletion, or update).
Example. Figure 1 
Reliable Analogical reasoning between SLNs
The primary process of analogy reasoning is shown figure 2, and it can be executed according to the following steps between two semantic link networks.
a) The network of solar system S solar b) The network of scientific research S research Figure 1 . Two examples of Semantic Link Network 1) Try to translate a problem P in a semantic link network (the target) into another one (the base), then we get a counterpart problem P'. 2) To find the solution S' in the base semantic link network. 3) Translate the solution S' from the base semantic link network into the target semantic link network, then get the solution S for the problem P.
Generally, we assume the answer S' for P' has been given or it's easy to obtain during the second step. Therefore, the key issue involved in the above process is the technique to execute the translation. The reliability of the analogy relies on the mapping between the base SLN and the target one. The covariant functor between SLNs provides a reliable means of translation. 2) For each semantic factor ω in B, there is a semantic factor T(ω) in B′;
3) For each semantic link l: 1 �⎯⎯� 2 in S, there is a semantic link T(l):
A semantic covariant functor from S to S′ can be viewed an integration of three functions for semantic factors, semantic links, and semantic objects. Example. We can construct a semantic functor T between S solar and S research as shown in table 1.
Actually, for a problem P in S, we can easily translate it into T(P) in S' by substituting the respective image under the covariant functor T for each semantic object, semantic link, and semantic factor involved in P. Assume that the solution for the problem in the base has been given in the second step. Finally, we should translate the solution from the base back into the target. However, there may be some trouble with the final backward translation for we can't assure any object or link in S′ has one unique inverse image in S under the covariant functor T. Therefore, the covariant functor should be further restrained. 
Essentially, a semantic isomorphism T constitutes a 1-1 mapping from S to S′ in three different aspects. Thus, T(S) =S′. In such a case, the two SLNs share not only the same topological structure but also the same semantic structure. In such a case each object or each link in S′ has a unique inverseimage in S, and then we can translate the solution for P′ in S′ into a solution for P in S.
It's trivially to verify that S solar and S research are semantic isomorphism under the semantic functor T defined above. For an object O′ and a link l' in S′, we denote their inverseimages as T -1 (O′) and T -1 (l') in S under the functor T. Thus, an operation 1 ( ) T θ η − = in S can be retrieved for an operation η in S′ by substituting the respective objects and links. And then, an algorithm 1 2 ( , , , )
As discussed above, the semantic isomorphism T assure the translation between the two SLNs.
Under such an isomorphism, we can easily translate the objects and semantic links. So the analogical solution for the problem P can be retrieved. However, even then, such an analogical solution may be not reliable for the reason that the functor T may not preserve the semantic reasoning rules. Definition 3. Let T be a covariant semantic functor from S to S', B and B' be the respective semantic basis. T is called semantic rule preserved, if it meets the following conditions. 1) For a semantic factor ω and its reversion ω R in S, ( ( 
The reasoning rules for B solar and B research are listed in table 2. It is easy to verify that the semantic functor T between B solar and B research is semantic-rule-preserved according to the semantic basis mapping shown in table 1. A special case of semantic rule preserved functor T is that T is a identity function from B to itself, i.e., T(ω i )=ω i for all ω i ∈B. That means the two SLNs share the same semantic basis.
Definition 4. Let T be a covariant semantic functor from S to S′. S and S′ are called semantic equivalent under T, if T is a semantic isomorphism and semantic rule preserved.
Obviously, two semantic equivalent SLNs share almost all semantic features. Of course, the analogical solution from such an identical semantic environment is reliable. Thus, we have the following analogy theorem. �⎯⎯⎯⎯⎯� be the connected chain, from which α is retrieved. That means α=α 1 •α 2 •…•α n+1 holds in S. T is a covariant semantic functor, and we can find a connected chain ( ) ( 1 ) �⎯⎯⎯� ( 1 ) ( 2 ) �⎯⎯⎯� ( 
2) There are two parts. The first is the reliability. The precondition is that we can construct a proof for the fact ρ is a reliable solution for the problem P in S. And the proof consists of a sequence of logical reasoning according to the reasoning rules. Under the functor T, we can easily map the proof in S into a similar proof for the fact T(S) which is a reliable solution for the problem T(P) in S'. It's the fact T can preserve the reasoning rules assures the reliability of the analogy.
The second is the consistency, and we use the method of reduction to absurdity. As the above discussion, we need to consider the semantic link insertion operations. For a consistent algorithm ρ occurred in S, we assume that is inconsistent in S'. Then there must be at least one operation which insert or modify at least one link ( ): ( ) ( )
i T f T A T B
ω  → which is incompatible with some other semantic link T(g). For T is a semantic isomorphism and semantic rule preserved, T(g) has an inverse image g which is conflict with f in S. According to the definition of T(ρ), f is inserted or modified by θ i which included in ρ, and θ i is not consistent in S for f and g are not incompatible. The assumption goes to an absurdity. The theorem asserts such a fact: two semantic equivalent SLNs share the same set of semantic features because they share the same semantic structure and the same reasoning rules set. And in such a case, the analogical reasoning is of course reliable. That means we can easily find the solution for a certain problem in an SLN as long as its counterpart one has been found in a certain semantic equivalent SLN. Algorithm 6. Let S and S' are semantic equivalent under a covariant semantic functor T. And P is a problem which need a solution in S.
1) Translate the problem P in S into T(P) in S'. 2) Find a solution S' for T(P) in S'.
3) Translate the solution S′ in S' into T -1 (S) in S.
Corollary 7.
Let S and S′ be two SLNs. If S and S′ share the same semantic base B, and they are semantic isomorphism under a covariant semantic functor T, then
1) For any relationship α from A to B in S, there exists a semantic relationship T(α)= α from T(A)
to T(B) in S. 2) For any reliable and consistent solution ρ for a problem P in S, its counterpart T(ρ) is also reliable and consistent for the respective problem T(P) in S '.
In many cases, however, it's difficult to find such two appropriate semantic equivalent pair even if there are many similar settings to have a chance to execute the analogy reasoning. So we should adjust the similar SLNs to some appropriate state. In fact, if T only preserves the semantic rules, the reliable analogy reasoning can be executed between two SLNs which are not equivalent. Algorithm 8. Reliable analogy reasoning under semantic rule preserved functor.
1) Translate the Problem. In order to translate the problem P from S into S ', we should assure the image is unique for each object under the functor T. a) Overlook the objects in S which don't occurred in the problem P, overlook all the semantic links in S which involved with these idle objects. The above algorithm actually constructs a semantic isomorphism by modifying the two SLNs. Moreover, T is semantic rule preserved, so we can easily verify the soundness of the above algorithm.
Unreliable Analogical reasoning between Semantic SLNs
Indeed, in many cases, we cannot assure the functor is semantic isomorphism or semantic rule preserved, although we are able to construct a semantic covariant functor between two SLNs. And the analogy reasoning is generally something uncertain. In these cases, the two SLNs share the same topological structure but not the same semantic structure. Then the analogy procedure can be executed step by step, although the reasoning result might not be sound. However, such a reasoning result may be useful to solve the problem for the possibility of that the result might be the just one.
Conjecture 9. Let S and S′ be two semantic link networks. If S and S′ are semantic isomorphism under a covariant semantic functor T, then 1) For any relationship α from A to B in S, there might be a semantic relationship T(α) from T(A)
to T(B) in S'. 2) For any reliable and consistent solution ρ for a problem P in S, its counterpart T(ρ) might be reliable or consistent for the problem T(P) in S′ respectively.
Although T might not be semantic rules preserved, it is a 1-1 mapping for both objects and semantic links between S and S′. Therefore, intuitively, the two SLNs, which share the similar semantic structure and the identical topological structure, might share many semantic features, especially semantic links. In light of this view, the above conjecture has a considerable reliability. Even so, the soundness of the analogical conclusion should be verified.
Let T be a semantic rule preserved functor between S and S′, it can preserve the 1-1 mapping for all objects, but it cannot assure semantic isomorphism. In the case, only the semantic links are different, so we can compute their semantic similarity based on the difference of semantic link set. At first, we define the semantic similarity of In conjecture 2, T is only a semantic functor which is neither semantic rule preserved nor semantic isomorphism. The two SLNs only share a similar topological and semantic structure. We are unknown how many semantic features they share. Therefore, the analogy is with the worst credibility. Of course, the analogical result should be verified.
Similar to the preceding algorithms, it's easy to develop two algorithms according to the above conjectures.
Case study and Applications
Analogy reasoning is one the most important reasoning models in scientific research. In this section, we will study a case involved in analogy reasoning between semantic link networks. The analogy result, published in [23] , show that the soundness and efficiency of the algorithm 8.
In [23] , we have proposed the theory and some algorithms for the refinement of rule base. The primary part of this work is actually an analogy to the normalization for relational database schema. The analogy is described as follows according to algorithm 8.
Description.
1. The original problem. For a given product rule base R, which consist of a set of product rule, we hope to find a new rule base R m such that 1)R m consists of the minimal number of rules; and 2) R m is equivalent to R.
The involved objects and links.
There might be a lot of objects and links in the domain of product rule base. Here, we assume each product rule is with the Horn form. And all the objects and links not occurred in the problem are overlooked. Thus we get a semantic model as shown in figure3. 3. The base link network for analogy. The base is about the normalization of relational database schema. Also we have only used a small part related with the theory about the data dependency. In fact, we have an efficient algorithm to compute the minimal cover of the functional dependency set. Still, we assume the functional dependency is with the form of X→A just like a horn-clause, where X is a set of attributes, and A is a single attribute. The semantic model F is shown in figure 4 . 4. The semantic covariant functor. We can easily to construct a semantic functor T from R to F, and the function of T on the objects are as follows. On the abstract level, T(Rule Base)=Functional Dependency Set, T(Rule)=Functional Dependency, T(Literal set)=Atrribute Set, T(Literal)=Atrribute.
On the instance level, T(R)=F, T(P)=X, T(R m )=F m , T(q)=A, T(rule:P→ q)=fd: X→A.
And the function of T on the semantic links is also easy to obtained, here we do not list them. Obviously, the functor T preserves the semantic rules from the following list. For the functional product rule base, the primary semantic factors include closure, Mincover, equivalent, and the set of reasoning rules is {Closure⋅ equivalent = closure, closure 3) Translate the solution back to the target. As translating the algorithm back, we find there are two conceptions which have no inverseimages in the target, where F + is the closure of F and is used to determine whether two functional dependency set are equivalent, and X F + is used to determine whether a given functional dependency is consisted in F. So we should insert two corresponding conceptions R Similarly, the algorithm of computing the closure ( ) R C P can be obtained by analogy to the algorithm of computing the closure X G + in the base.
Discussion and conclusion
The brain of human being is the greatest and the most perfect system to execute logical and analogy reasoning. In our daily life, logical and analogy reasoning is the two most general and useful ways to accommodate the new environment, to deal with the new issues, to learn new knowledge, and etc. As an unthinking automaton, the computer can only juggle symbols and follow its program slavishly. Logical reasoning can be done mechanically according to the provided reasoning rules. Therefore, it is possible for logical reasoning to be mechanically implemented with a high speed. However, it may be a puzzle for the computer to implement analogy reasoning. The primary reasons is that the process of analogy reasoning can neither be formalized with a symbol form and nor be executed step by step. Analogy reasoning is more intricate than logical reasoning since it relies on two similar semantic environments. In many cases, analogy reasoning may be something which can be carried out with a brilliant flash of insight on the part of the thinker. So it is the most difficult for analogy to be formalized and mechanized. There are two primary issues: 1) how to deal with the semantic relationships during analogy reasoning, and 2) how to construct a reliable mapping in a semantic environment.
In this paper, we propose a mathematic analogy reasoning model for semantic link network. To deal with the intricate and multiple semantic relationships within the semantic environment, we propose the conception of semantic relationship basis to simplify the issue. Based on the conception, we introduce the conception of semantic functor to construct a reliable map between two SLN s. Then a reliable analogical reasoning model and some algorithms based on these conceptions have been developed. We also discuss some unreliable reasoning models and algorithms over semantic link network. At last, a case study about analogy shows the validity and reliability of our analogical reasoning model.
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