We study instantaneous quenches to finite temperature in the two-dimensional square lattice Ising antiferromagnet in the presence of a longitudinal external field. Under single spin flip Metropolis algorithm dynamics, this protocol produces a pair of magnetization plateaus that prevent the system from reaching the equilibrium ground state except for some special values of the field. We explain the plateaus in terms of stable local configurations. arXiv:2001.09268v1 [cond-mat.stat-mech] 
I. INTRODUCTION
The Ising model is the basis for much of our modern theoretical understanding of both magnetism and phase transitions. Remarkably, after nearly a century of intensive study it still has more to teach us. In this paper, we study instantaneous quenches in the twodimensional (2D) square lattice Ising antiferromagnet (AFM) in a uniform external magnetic field using single spin flip Metropolis Monte Carlo dynamics. We show that the field stabilizes a pair of nonequilibrium magnetization plateaus whose lifetime diverges at low temperature. This breakdown of ergodicity occurs despite the absence of intrinsic disorder. Between the plateaus is a valley of ergodicity where the system converges to the correct equilibrium state. We describe the magnetization plateaus and their stability in terms of stable local spin configurations. Equilibration requires Monte Carlo updates that can move domain walls. The field breaks these updates and causes the emergence of a great number of local energy minima where each spin flip is locally irreversible. This is true even for very small fields which do not change the equilibrium ground state. This system provides a simple case for understanding ergodicity breakdown in Monte Carlo more generally and may have useful parallels to other sticky problems such as the random-field Ising model [1] and spin glasses [2] .
II. BACKGROUND
The Ising antiferromagnet in an external field h is defined:
where σ i = ±1, J = 1 and i, j represents a sum over nearest neighbors on a 2D square lattice with periodic boundary conditions. Hereafter we will set J = 1 and use dimensionless units. The equilibrium zero-temperature * iaizzi@bu.edu behavior is quite simple: for h = 0, there are two degenerate ground states composed of an alternating arrangement of up and down spins. The energy of each of these states is
The field contributes −hm z to the energy. For |h| > h s = 4, the field is strong enough to drive a first order phase transition to the fully polarized state. The magnetization is therefore [3] :
For finite temperature, the staggered AFM ground states appear below T c = 2.27. The dynamics of ferromagnetic case have been well studied [4] [5] [6] [7] [8] [9] . Studies of quenches in the ferromagnet have established the existence of a limited set of stable nonequilibrium states-striped states with straight domain walls dividing the system into two or more domains [4] [5] [6] [7] [8] [9] . In the absence of a field, the antiferromagnet can be mapped onto the ferromagnet by a simple transformation of flipping all spins on one sublattice. Adding a uniform external field breaks this transformation. There have been relatively few studies of the AFM Ising model in a uniform field: a handful of mostly theoretical papers [10] [11] [12] [13] [14] and some Monte Carlo studies [15, 16] , none of which have reported the plateaus that we will describe here.
III. MONTE CARLO DYNAMICS
Markov chain Monte Carlo (MCMC or simply Monte Carlo) is one of the most common numerical techniques in statistical physics and beyond. At the core of MCMC is a Markov process: a procedure for stochastically generating a sequence of states via a transition probability function P (x → x ). In order to be a valid Markov process, P (x → x ) must (i) produce a stationary distribution π(x) such that the probability of occupying each state x remains constant over time, (ii) be aperiodic (nonrepeating), and (iii) be ergodic. Ergodicity requires that from any state x one can reach any other state x with a finite number of steps [17] .
When designing a Monte Carlo program, condition (i) can be met by enforcing the detailed balance condition, and condition (ii) is satisfied by using random numbers. Condition (iii) is more difficult to guarantee because ergodicity (or the ability of a simulation to equilibrate) is not a trivial property of the transition probabilities (dynamics), but depends also on the parameters andfor practical purposes-on the amount of computer time available. For example, although single spin flip updates in the ferromagnetic Ising model are ergodic, below T c the time required to flip between the competing ground states rapidly diverges with size, and finite-time simulations will eventually be unable to recover the ergodicity. This is common when there is a symmetry-breaking transition.
Monte Carlo is used precisely when it would be impossible to brute force test all possible combinations of states to ensure that they are connected by a finite number of steps. 1 In most cases, a well-designed Monte Carlo program running for a very long time will only visit a vanishingly small fraction of the full state space. Guaranteeing ergodicity is therefore impossible in most cases. 2 Instead, when testing a new Monte Carlo program one typically tests for ergodicity empirically by checking that the simulation appears to produce equilibrium behavior and that the autocorrelation time is short, but this does not guarantee that it is sampling the full space.
In this work, we use the standard Metropolis algorithm [19] with randomly-selected single spin-flip updates [20] . For each update, we select a spin σ i at random and flip it with probability
where σ j are its nearest neighbors. Updates that decrease the energy or leave it unchanged are always accepted and updates that increase the energy are accepted with P = e −∆E/T (similar, but not identical to Glauber dynamics [21] ). Each Monte Carlo sweep consists of L 2 of these attempted spin flips. We focus on instantaneous quenches from T = ∞ → T F by starting with a randomized initial state and perform standard MC updates at T F . Since the Ising model has no intrinsic physical dynamics, any Monte Carlo update scheme is necessarily artificial. Monte Carlo updates need not bear any resemblance to physical processes, since the goal is just to sample the state space according to the probability distribution. Therefore, simulation time does not necessarily correspond to physical time in any meaningful way. This is especially true for more complicated update schemes like cluster algorithms or loop updates in quantum Monte Carlo. Nonetheless, single spin flip updates do resemble plausible physical dynamics and are often used in analogy to physical dynamics [4-9, 21, 22] . Similar physical dynamics could also be obtained by adding a small transverse field h(σ + +σ − ). In any case, Monte Carlo is a common technique and it is interesting to understand Monte Carlo dynamics in their own right. The breakdown of ergodicity we will describe here represents a simple way to understand non-ergodic behavior that occurs in more complicated Monte Carlo methods [18, [23] [24] [25] where the underlying mechanisms are more difficult to understand.
IV. OBSERVATIONS
In Fig. 1 we plot the magnetization m resulting from instantaneous quenches to finite inverse temperature β = 1/T at external field h. After the quench, MC updates are performed for some time until the system reaches either equilibrium or a frozen state. At the highest temperature here (T = 1 < T c ) the magnetization behaves as expected for equilibrium, with the finite temperature rounding off the sharp edges in the zerotemperature curve [Eq.
At lower temperatures the behavior is quite unusual.
The magnetization develops two plateaus that become progressively sharper at lower temperatures. Unlike conventional magnetization plateaus, these do not pass through the equilibrium zero-temperature magnetization curve, but are instead substantially higher. For 0 < h < 2 there is a plateau at m 1 ≈ 0.057 and for 2 < h < 4 there is a plateau at m 2 ≈ 0.282 (example plateaus states can be seen in Figs. 3 and 4 ). The plateaus begin to appear at T = 1 4 and are well-defined by T = 1 8 . Even at finite temperatures, the updates that move out of the plateaus states are exponentially suppressed. Stranger still, equilibrium magnetization is restored in 'valleys of ergodicity' between the plateaus at h = 2 and possibly also slightly below h = h s . These valleys become narrower as T → 0, and for T = 0 we expect that equilibrium will only be restored at exactly h = 2. Near and slightly below the saturation field (h = 4) ergodicity is at least partially restored at finite temperature and we see another 'valley of ergodicity' that becomes narrower and closer to h s as T → 0, although we do not discuss this further in this work. Hereafter, we will focus on instantaneous quenches to zero temperature and leave more complicated quench procedures and finite temperature effects for future study.
Extrapolating from Fig. 1 we can write down the magnetization curve that would result from a quench to exactly zero temperature:
This is dramatically different from the equilibrium behavior [Eq. (3)]. Here we can make a few further observations about the plateaus. The plateau states do not break any obvious symmetries of the system (see Figs. 3 and 4). The system reaches a frozen state extremely quickly, typically within 10 Monte Carlo sweeps. The plateau states are stable for extremely long times, and the stability diverges rapidly as T → 0. The number of plateau states grows at least exponentially in L.
V. LOCAL CONFIGURATIONS
The magnetization plateaus do not reflect any ordering or symmetry-breaking transition. Instead, they are a nonequilibrium phenomenon that can be understood in terms of local spin configurations that are stable under our dynamics. We will set J = 1 and define x, y: 6)]. In the updates, the neighbors are treated as fixed and the center spin is flipped C y x → C y −x . For each pair (row) C y ±1 , the configuration with lower energy is stable and the other is unstable (at T = 0). If they are degenerate, then they are always flipped with probability P = 1. For h = 0, the transitions are described by the white arrows; the stable state is for x to be antiparallel to y, and when y = 0, C 0 ±1 are degenerate. For h > 0, C 0 −1 becomes unstable and always flips to C 0 +1 (as indicated by the green arrow). As h increases, it is able to overcome the effects of the neighbors. For h > 2, the direction of the C +2 −1 transition changes (as described by the blue arrow). Above h = 4, the spin always flips to + and only C y +1 is stable (red arrow).
where σ i is the spin that we will attempt to flip and {σ j } are its nearest neighbors (which should be considered fixed). We will define these local spin states using the notation:
In Fig. 2 we show 10 local spin configurations that describe all possible combinations of x = ±1 and y = 0, ±2, ±4 (other configurations are reachable by rotations and permutations of the neighbors).
In the language of these local states, the Metropolis algorithm chooses a random spin, which is at the center of a configuration C y x and attempts to flip it to C y −x . This results in a change of energy
From Eq. (4) the probability of accepting this spin flip is
At zero temperature the updates are even simpler: changes are accepted if and only if E(C y
When y = h, C y x and C y −x are degenerate so ∆E = 0. ∆E = 0 updates are special because they are locally reversible (they can be undone), whereas reversing a ∆E < 0 update requires a ∆E > 0 update, which is not allowed at T = 0. We will refer to these ∆E = 0 updates as reversible updates. 3 Reversible updates are only present when h is tuned to one of the five possible values of y = 0, ±2, ±4. These values of h correspond to the 'valleys of ergodicity' observed in Fig. 1 . For all y = h, either C y +1 or C y −1 is stable and the other is unstable.
VI. EXPLANATION OF PLATEAUS
We can describe spin states in terms of local spin configurations ( Fig. 2 ). Configurations C ±4 ∓1 correspond to bulk AFM ground states. The AFM ground states have one sublattice fully occupied by C +4 −1 and the other occupied by C −4 +1 . Configurations C ±2 ∓1 correspond to horizontal and vertical domain walls [see Fig. 3 ]. In frozen states, every single spin is at the center of one of several allowed (stable) local configurations.
A. T = ∞ Our quenches start from a randomized initial spin state corresponding to T = ∞. All C 0,±2,±4 ±1 are allowed. The expected proportions can be derived from simple combinatorics (see Appendix A). The numerical results in Table I validate these predictions.
B. h = 0
At h = 0, the system can be mapped exactly onto the Ising ferromagnet [4] . The stable local configurations are
+1 , while C 0 +1 and C 0 −1 are degenerate and switching between them is reversible. In terms of domains, the stability of C +4 −1 and C −4 +1 means bulk AFM domains are stable, and the stability of C +2 −1 and C −2 +1 makes straight-line domain walls stable as well. Domain wall corners (C 0 ±1 ) are unstable. This means that even at zero temperature, there are reversible updates that move domain walls and make it possible to reach the ground state in finite time. In practice, after an instantaneous quench to T = 0 the system will become stuck in a stable stripe state [4, 5, 9] with probability P = 0.3390..., which can be derived from a connection to continuum percolation at the critical point [8] . The domain walls in these stripe states account for the ≈ 2% -
Example m1 plateau state generated by an instantaneous quench from T = ∞ → 0 with h = 1 and L = 20.
Markers ± indicate spin, and the background shading shows the AFM domains. Each spin is at the center of a stable local configuration and no further updates are possible. Excess + spin is located along the domain walls. of C ±2 ∓1 states in Table I . 4 Note that the AFM ground states and the stripe defect states are all frozen states under these dynamics.
C. First plateau
The first (m 1 ) plateau occurs for 0 < h < 2. The field breaks the degeneracy between C 0 +1 and C 0 −1 , so now only C 0 +1 is stable and there are no reversible local spin flips. Bulk domains and straight domain walls remain stable, but now corners and diagonal domain walls with excess FIG. 6. Magnetization histograms for (a) the m1 and (b) m2 plateaus resulting from 2,000 independent instantaneous quenches from T = ∞ → 0 for a 256 × 256 system with h = 1 and h = 3, respectively. We use the same bin width for both histograms. These distributions are narrow and wellseparated both from each other and from the ground state.
+ spin are stable as well, giving rise to a net magnetization. In Fig. 3 , we show an example of an m 1 plateau state. The m 1 plateau is composed of an ensemble of all states that obey these domain wall rules. The initial random state is a mix of all C y x . As the simulation progresses, it eventually flips all the unstable
In Table I we show the result of averaging over many realizations of these frozen plateau states; only the expected stable local configurations are present. Once the system is composed of only allowed local spin configurations, no further updates are possible since any single spin flip would raise the energy and be rejected. Two of these stable states are the true AFM ground states, but almost all initial states will intersect with some other stable state first and become permanently stuck there. There are so many plateau states that the probability of reaching the ground state becomes vanishingly small. In Fig. 6(a) , we show a histogram of the magnetization in the m 1 plateau. The distribution of magnetizations within the frozen plateau states is very narrow and does not overlap with the ground state or the other plateau. The excess energy above the ground state [ Fig. 7(a) ] is also narrowly distributed about a mean.
D. h = 2
Around h = 2, the simulation recovers ergodicity. There is now a ∆E = 0 update: C +2 +1 ↔ C +2 −1 . The presence of this reversible update allows free movement of domain walls and makes it possible to reach the true ground state even for zero temperature quenches (although the time required to do so can be very long). For T = 0, ergodicity is only recovered at exactly h = 2, but for finite temperature there is a 'valley of ergodicity' centered around h = 2 which becomes broader at higher temperatures. Quenches with h = 2 are actually slightly better at finding the true AFM ground state than quenches with h = 0. The stripe defects that appear for some h = 0 quenches [4] are no longer stable. It is possible to become stuck in an analogous diagonal stripe state, but this is much less common. These diagonal stripe defects appear in Table I as a small population of C 0 +1 . The stability of these diagonal stripes is likely affected by the aspect ratio [8] ; it is therefore possible that for some non-square system one could guarantee reaching the ground state for h = 2, although we have not investigated that here.
E. Second Plateau
In the second (m 2 ) plateau (2 < h < 4) the stable local states are C +4 also Table I ). An example of such a configuration can be seen in Fig. 4 . In the m 2 plateau, bulk domains are still stable, but straight domain walls are not. Only diagonal domain walls are stable, and these host the excess + spin, causing the net magnetization of m 2 ≈ 0.282.
Similar to the m 1 plateau, the magnetization [ Fig. 6(b) ] and energy [ Fig. 7(b) ] in the plateau states are narrowly-distributed and well-separated from both the ground state and the other plateau. Somewhat counterintuitively, the energy of the m 2 plateau is actually lower than the m 1 plateau, even though it is further from equilibrium.
F. h = hs
At h = h s , the behavior is also unusual. Notably, the temperature dependence vanishes rapidly as T → 0 with m(h = h s ) → 0.55. Even a low T , the simulation does not freeze; it instead samples a highly-degenerate manifold of ground states, which are combinations of the fully polarized state and both AFM ground states. In Fig. 5 , we show an example of such a state: there are patches of both AFM ground states as well as fully-polarized areas. For T = 0 quenches, the simulation samples a range of magnetizations, but the energy always converges to the exact ground state [Eq. (2)]. Each (−) spin is surrounded by four (+) spins (C +4 −1 ), but (+) spins can have any number of parallel neighbors, so C ±0 +1 , C ±2 +1 and C ±4
+1
are all present (see Table I ).
In Fig. 8 , we compare the magnetization for quenches to β for h = 3.99, 4.00, 4.01. At h sat the temperature dependence vanishes rapidly, and even T = 1 resembles T = 0. Small deviations from h s , however, cause large temperature effects. For 1.01 × h s , the magnetization quickly converges to saturation (m = 1). For 0.99 × h s , the behavior is more interesting-the magnetization first decreases (corresponding to the h = h s − valley of ergodicity) and then increases as the temperature becomes low enough for 0.99 × h s to lie in the m 2 plateau.
The reason for the vanishing temperature dependence has nothing to do with the conventional Ising ordering transition (which occurs at T c ≈ 2.27); it is a property of our dynamics. For h = 4, there are six allowed local spin configurations: the degenerate pair C +4 ±1 and four other states with x = +1 (C +2 +1 , C +4 0 , C +4 +1 , C −2 +1 , C −4 +1 ) with frequencies shown in Table I . Almost half of the sites are in either C 4 +1 or C 4 −1 states, which are degenerate and can be flipped with probability P = 1. The remaining sites 
More than half of the sites are in one of the y = 4 states, but the update rate for these states is so low that their contribution to the dynamics is negligible. C 2 +1 is the most numerous and has the highest chance to be flipped (compared to y = 0, −2, −4), but for T = 1 the acceptance rate is already very low, at P = 0.018. At 28% of the population, only about 1% of accepted flips at T = 1 will be C 2 +1 → C 2 −1 , so the effect is very weak and decreasing exponentially with β. Flipping the other states (C 0,−2,−4 +1 ) is even more strongly suppressed. It might be interesting to study this point using Glauber dynamics [21] , because at moderate temperatures, the difference between Glauber and Metropolis dynamics is much more pronounced. The behavior for quenches at h = h s can also be mapped onto a 'reversible random sequential adsorption process' [26, p. 220] or the zero-mobility hard squares problem [27] [28] [29] [30] . We discuss these connections in more detail in Appendix B.
VII. CONCLUSIONS
We have examined quenches to low temperature in the square-lattice Ising antiferromagnet using single-spin-flip Metropolis algorithm dynamics and shown that an external field can cause a breakdown of ergodicity and stabilize a pair of nonequilibrium magnetization plateaus. These plateaus are stable despite the absence of frustration or intrinsic disorder, the conventional causes of freezing behavior. We described the plateaus in terms of local spin configurations that are stable under our dynamics. The plateaus consist of an ensemble of states where each spin is at the center of one of these stable local configurations. From such states, all single spin flips raise the energy by at least J. This corresponds to an extremely rough energy landscape without a clear gradient pointing towards the ground state (at least from the perspective of these dynamics). The local energy minima are so numerous that the odds of reaching the true ground state are vanishingly small, since paths to the ground state will almost always intersect one of the plateau states, where the simulation will become stuck. The underlying mechanism for this behavior is that the field breaks the degeneracy of local spin configurations, which eliminates updates that can move domain walls at zero energy cost. The presence of stable domain walls makes it impossible to reach the ground state.
The process of gradient descent through an energy landscape is often described in terms of a simple height function in some high-dimensional space. This description can be misleading. The choice of dynamics determines the connections within this state space and even the distances between states. With single spin flip dynamics (as we use here) each state is connected to exactly N other states. Under a different choice of dynamics (e.g. Swendsen-Wang [20] ), each state could be connected to an entirely different set of states. The space is totally rearranged by the choice of dynamics, therefore the notion of which states are nearby is completely dependent on the dynamics as well. Gradients, therefore, also depend on the dynamics. A local energy minimum under one choice of dynamics might lie on a steep slope under another.
Although the details of the magnetization plateaus will depend on the specific update scheme, the underlying principle causing the breakdown of ergodicity is quite general: a Markov chain can become non-ergodic when there are few reversible updates available. 5 Intuitively, the fastest way to the ground state is to use updates with a large negative ∆E, and by that logic, ∆E = 0 updates are a waste of time. In fact, ∆E = 0 updates are critical for avoiding local energy minima because they allow movement along equal-energy paths to find the true global minimum. This fact is implicitly incorporated into many Monte Carlo update schemes (like cluster methods) that try to find groups of spins, etc., that can be updated without changing the energy.
Here we have made no attempt to 'fix' the frozen dynamics. Using different dynamics or simulated annealing might allow the system to reach the ground state, but our goal was to study the freezing process itself. Understanding how Monte Carlo methods fail is crucial because MCMC methods are depended upon to serve as a reliable, unbiased 'numerical experiments' with well-defined statistical error and few approximations. 6 Usually, disordered systems like this are difficult to study because the dynamics are so slow. In this case, the dynamics are exactly frozen. The MC sweeps rapidly flip all the 'available' spin flips; once every spin is at the center of one of the stable local states, no further changes are possible. Ironically, this makes this particular system very easy to study since it freezes so quickly and so completely that there is no need for long simulations.
Our findings suggest a number of interesting avenues for further study. It may be possible to enumerate all possible plateau states based on the domain wall rules we identified in Section VI using a scheme similar to Ref. 3 . That enumeration could quantify the scaling of the number of plateau states and possibly allow an analytical derivation of some of the empirical values here such as the magnetizations of the plateaus. It may also be possible to find a connection to percolation theory that describes the plateaus as Ref. 8 did for the frozen stripes in the ferromagnet. The type of plateaus that occur in the 2D Ising AFM are likely to be quite general, and similar plateaus probably occur on other lattices, with other Hamiltonians, and with other dynamics; examining these broader applications could uncover universal features. There may be useful comparisons with the freezing that occurs in systems with intrinsic disorder such as the random field Ising model [1] or spin glasses [2] . In this work we have mostly ignored finite temperature effects. There are a number of interesting questions at nonzero temperature: what is the maximum temperature T * at which the plateaus appear, and how do the 'valleys of ergodicity' between the plateaus scale with temperature?
Finally, in this paper we have considered only square (L × L) systems with periodic boundary conditions; Barros et al. [8] have shown that for the ferromagnet, the probability of becoming stuck in a stripe state depends on the aspect ratio 7 and boundary conditions. This is the result of a connection to percolation theory and the probability of a cluster spanning the system. This connection is highly nontrivial and it is unclear how it would generalize to the m 1 and m 2 plateaus with their more complicated and highly degenerate arrangements of stable domain walls, but this is a promising avenue for future research. These plateau states may be less stable for non-square aspect ratios, or that the total magnetization associated with each plateau may change.
For T = ∞, each spin will independently take values σ i = ±1 with equal probability. There are 2 5 = 32 possible states of the center spin and its four neighbors. Of those 2 4 = 16 have the center spin up, and 2 4 have the center spin down. For the operators C −4 −1 , C −4 +1 , C +4 −1 and C +4 +1 , there is only one way to arrange four par-allel neighbors, so those each appear with probability P = ( 1 2 ) 5 = 3.125%. For configurations with three parallel and one antiparallel neighbors C −2 −1 , C −2 +1 , C +2 −1 and C +2 +1 , there are 4 1 = 4 states for each; therefore, those states each appear with probability P = 4( 1 2 ) 5 = 12.5%. Finally for the configuration with two (+) and two (−) neighbors (C 0 −1 and C 0 +1 ) there are 4 2 = 6 possible configurations for each and those states each appear with probability P = 6( 1 2 ) 5 = 18.75%. These predictions are confirmed by numerical tests on 3,000 random states in Table I .
Appendix B: Mapping onto other problems at hs
At the saturation point (h = h s ) the AFM ground states and the fully-polarized state have the exact same energy, and all three can coexist at no energy cost. At zero temperature there is a sharp jump from m(h = 4 − ) = 0 to m(h = 4 + ) = 1 at equilibrium, which is smoothed out at finite temperature. The saturation point has connections to two other statistical physics problems. The first is the reversible random sequential adsorption process [26, p. 220] where the 'empty' state is the fully-polarized, all-C +4 +1 configuration, and (−) spins (or C +4 −1 objects) randomly adsorbed onto sites. The restriction of local spin configurations becomes a rule that no (−) spin will adsorb onto a site where any of its nearest neighbors are (−). The second is the so-called hard squares problem [27] [28] [29] [30] with µ = 0, where hard-core particles with a radius of one (excluding nearest neighbor sites) are adsorbing on a lattice.
