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Abstract
A robust output tracking control technique for nonlinear systems is developed. First,
the Takagi and Sugeno (T–S) Fuzzy model with parametric uncertainties is employed to
represent a nonlinear system. Based on (T–S) fuzzy model, fuzzy robust state feedback
output tracking controller and fuzzy robust observer-based output tracking controller
are proposed. Suﬃcient conditions are derived for robust asymptotic output tracking
controllers in the format of linear matrix inequalities (LMIs), which can be very eﬃ-
ciently solved by using LMI optimization techniques. The eﬀectiveness of the proposed
fuzzy tracking controllers is ﬁnally demonstrated through numerical simulations on an
inverted pendulum.  2002 Elsevier Science Inc. All rights reserved.
Keywords: Fuzzy control; Fuzzy plant model; Fuzzy observer; Parametric uncertainties;
Stability; Robustness
1. Introduction
Fuzzy control is one of the useful control techniques for uncertain and ill-
deﬁned nonlinear systems. Control actions of the fuzzy controller are designed
by some linguistic rules. This property makes the control algorithm to be
understood easily. The early design of fuzzy controllers is heuristics. It
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incorporates the experience or knowledge of the designed into the rules of the
fuzzy controller, which is ﬁne-tuned based on trial and error. A fuzzy controller
implemented by neural network was proposed in [2,3]. Through the use of
tuning methods, fuzzy rules can be generated automatically, which makes the
design very simple. In spite of the usefulness of the fuzzy control, its main
drawback comes from the lack of a systematic control design methodology.
Particularly, stability analysis, robustness and good performance of a fuzzy
system are not easy.
To solve these problems, the idea that a linear system is adopted as the
consequent part of a fuzzy rule has evolved into the innovative Takagi and
Sugeno (T–S) model [1], which becomes quite popular today. For a few years,
the trend of fuzzy control has been to develop some systematic design algo-
rithms so as to guarantee the control performance and system stability for the
T–S fuzzy model-based control technique is simple and eﬀective in the control
of complex systems with nonlinearity, such as the inverted pendulum [5] and
chaotic systems [6].
Besides stabilization problem, tracking control designs are also important
issues for practical applications: for example, in robotic tracking control,
missile tracking control and attitude tracking control of aircraft. However,
there are very few studies concerning with tracking control design based on the
T–S fuzzy model, especially for continuous-time systems [10]. In general,
tracking control design is more general and more diﬃcult than the stabilization
control design. In [7], feedback linearization technique is proposed to sys-
tematically design a fuzzy tracking controller for discrete-time systems. As
pointed out in [8], the controller derived by feedback linearization may not be
bounded, i.e., the fuzzy controller is not guaranteed to be stable for non-
minimum phase system. Lam and co-workers [9] studied a model following
control and addressed the robustness of the fuzzy controller on the assumption
that the state variables are available. In practice, this assumption does not
hold. Tseng et al. [10] proposed fuzzy tracking control design for nonlinear
dynamic systems via T–S fuzzy model. However, their works did only concern
on the tracking control of nominal T–S fuzzy systems without considering T–S
fuzzy systems in the presence of norm-bounded time-varying uncertainty. So
the robustness of the whole control tracking control system cannot be guar-
anteed.
Motivated by the aforementioned concerns, this paper discusses the robust
output tracking control design for nonlinear systems in the presence of the
norm-bounded time-varying uncertainty. The T–S fuzzy model with para-
metric uncertainties is ﬁrst employed to represent a nonlinear system. Based on
(T–S) fuzzy robust observer-based output tracking controller are proposed.
Suﬃcient conditions are derived for robust asymptotic output tracking con-
trollers in the format of linear matrix inequalities (LMIs), which can be very
eﬃciently solved by using LMI optimization techniques. The overall proposed
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design methodology presents a systematic and eﬀective framework for an in-
verted pendulum.
2. Problem formulation
A fuzzy dynamic model proposed by Takagi and Sugeno [1] is often used to
represent a nonlinear system. The T–S fuzzy model is a piecewise interpolation
of several linear models through membership functions. The fuzzy model is
described by fuzzy If–Then rules and will be employed here to deal with the
control design problem for the nonlinear system. The ith rule of the fuzzy
model for the nonlinear system is of the following form [6]:
T–S fuzzy model:
Plant Rule i:
IF z1ðtÞ is Mi1 and z2ðtÞ is Mi2 and . . . znðtÞ is Min;
THEN
_xðtÞ ¼ ðAi þ DAiÞxðtÞ þ ðBi þ DBiÞuðtÞ þ w;
yðtÞ ¼ CixðtÞ;
i ¼ 1; 2; . . . ; q; ð1Þ
where Mij is a fuzzy set (j ¼ 1; 2; . . . ; n), zðtÞ ¼ ½z1ðtÞ; . . . ; znðtÞT is the premise
variable vector. xðtÞ ¼ ½x1ðtÞ; x2ðtÞ; . . . ; xnðtÞT 2 Rn is the state vector, uðtÞ 2 Rm
is the control input vector, uðtÞ ¼ ½u1ðtÞ; u2ðtÞ; . . . ; umðtÞT 2 Rm is the control
input vector, and yðtÞ 2 Rl is the system output vector, wðtÞ denotes unknown
but bounded disturbance. Ai 2 Rnn, Bi 2 Rnm and Ci 2 Rln are systemmatrix,
input matrix and output matrix, respectively, DAi and DBi are time-varying
matrices with appropriate dimensions, which represent parametric uncertainties
in the plant model, and q is the number of rules of this T–S fuzzy model.
The fuzzy system is inferred as follows:
_xðtÞ ¼
Xq
i¼1
liðzðtÞÞ½AixðtÞ þ BiuðtÞ þ
Xq
i¼1
liðzðtÞÞ½DAixðtÞ þ DBiuðtÞ þ w;
yðtÞ ¼
Xq
i¼1
liðzðtÞÞCixðtÞ;
ð2Þ
where
wiðzðtÞÞ ¼
Yn
j¼1
MijðzjðtÞÞ; liðzðtÞÞ ¼
wiðzðtÞÞPq
i¼1 wiðzðtÞÞ
; i ¼ 1; 2; . . . ; q;
in which MijðzjðtÞÞ is the grade of membership of zjðtÞ in Mij. Some basic
properties are:
wiðtÞP 0;
Xq
i¼1
wiðtÞ > 0; i ¼ 1; 2; . . . ; q:
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It is clear that
liðzðtÞÞP 0;
Xq
i¼1
liðzðtÞÞ ¼ 1; i ¼ 1; 2; . . . ; q:
The T–S uncertain fuzzy model in (2) is a general nonlinear time-varying
equation with parametric uncertainties and has been used to model the be-
haviors of complex nonlinear dynamic systems [6].
Consider a reference mode as follows [10]:
_xrðtÞ ¼ ArxrðtÞ þ rðtÞ; ð3Þ
where xrðtÞ is reference state, Ar speciﬁc asymptotically stable matrix, rðtÞ
bounded reference input.
Deﬁne the tracking error as
erðtÞ ¼ xðtÞ 	 xrðtÞ:
Then the objective is to design a T–S fuzzy model-based controller, which
stabilizes the fuzzy system (2) and achieves the H1 tracking performance re-
lated to tracking error erðtÞ as follows [10]:Z tf
0
eTr ðtÞQerðtÞdt6 q2
Z tf
0
wT wdt; ð4Þ
where w ¼ ½wðtÞ rðtÞ T for both reference input rðtÞ and external disturbance
wðtÞ, tf terminal time of control, Q positive deﬁnite weighting matrix, q a
prescribed attenuation level.
The physical meaning of (4) is that the eﬀect of any wðtÞ on tracking error
erðtÞ must be attenuated below a desired level q forms the viewpoint of energy,
no matter what wðtÞ is, i.e., the L2 gain from wðtÞ to erðtÞ must be equal to or
less than a prescribed value q2.
Since the dynamic system (2) has time-varying uncertain matrices, it is not
easy to design the controller gain matrices. In order to ﬁnd these gain matrices,
Ki, the uncertain matrices should be removed under some reasonable as-
sumptions. Therefore, we assume, as usual, that the uncertain matrices DAi and
DBi are admissibly norm-bounded and structured.
Assumption 1. The parameter uncertainties considered here are norm-bounded,
in the form [6]:
½DAi;DBi ¼ DiFiðtÞ½E1i;E2i;
F Ti ðtÞFiðtÞ6 I ;
where Di, E1i, and E2i are known real constant matrices of appropriate di-
mension, and FiðtÞ is an unknown matrix function with Lebesgue-measurable
elements, I is the identity matrix of appropriate dimension.
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3. Fuzzy state feedback tracking control design
In this section, we assume that the all state variables are available for
feedback control. Later in Section 4, we will relax this assumption. In this case,
the fuzzy controller is designed as:
IF z1ðtÞ is Mi1 and z2ðtÞ is Mi2 and . . . andznðtÞ is Min;
THEN uðtÞ ¼ 	KierðtÞ; i ¼ 1; 2; . . . ; q; ð5Þ
where Ki 2 Rmn is a constant feedback gain to be determined.
Hence, the overall fuzzy controller is given by
uðtÞ ¼
Xq
i¼1
liðzðtÞÞKierðtÞ: ð6Þ
Substituting (6) into (2) yields
_xðtÞ ¼
Xq
i¼1
Xq
j¼1
liðzðtÞÞljðzðtÞÞððAi þ DAiÞxðtÞ þ ðBi þ DBiÞKjerðtÞÞ
þ wðtÞ: ð7Þ
Deﬁne the augmented state vector and external disturbance vector as follows
xðtÞ ¼ ½ xðtÞ xrðtÞ T; wðtÞ ¼ ½wðtÞ rðtÞ T:
Then (2) and (7) become, on using (6),
_xðtÞ ¼
Xq
i¼1
Xq
j¼1
liðzðtÞÞljðzðtÞÞð Aij þ D AijÞxðtÞ þ wðtÞ; ð8Þ
where
Aij ¼ Ai þ BiKj 	BiKj0 Ar
 
; D Aij ¼ DAi þ DBiKj 	DBiKj0 0
 
:
The main results on the fuzzy tracking control design of T–S fuzzy model,
with parametric uncertainties, are summarized in the following theorem:
Theorem 1. If there exist a symmetric and positive definite P, some matrices Ki,
(i ¼ 1; 2; . . . ; q) such that the following matrix inequalities are satisfied, then for a
prescribed q2, H1 tracking control performance in (4) is guaranteed via the T–S
fuzzy model-based state-feedback controller (6):
ATijP þ P Aij þ
1
q2
PP þ Qþ ETij Eij þ P Di DTi P < 0; ð9Þ
where
Q ¼ Q 	Q	Q Q
 
; Eij ¼ Ei1 	 Ei2Kj 	Ei2Kj0 0
 
;
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Di ¼ Di 00 Di
 
; FiðtÞ ¼ FiðtÞ 00 FiðtÞ
 
:
Proof. Consider the Lyapunov function candidate
V ðtÞ ¼ xðtÞTPxðtÞ; ð10Þ
where the weighting matrix P ¼ PT > 0. The time derivative of V ðtÞ is
V ðtÞ ¼ _xðtÞTPxðtÞ þ xðtÞTP _xðtÞ: ð11Þ
By substituting (8) into (11), we get
_V ðtÞ ¼
Xq
i¼1
Xq
j¼1
liljx
TðtÞ ATijP

þ P Aijþ D ATijP þ PD Aij

xðtÞ
þ wTPxðtÞþxTðtÞP –wðtÞ
¼
Xq
i¼1
Xq
j¼1
liljx
TðtÞ ATijP

þ P AijþD ATijP þ PD Aij

xðtÞþ wTPxðtÞ
þxTðtÞP –wðtÞ	 q2 wT w	 1
q2
wT wþ 1
q2
wT wþ q2 wT w
¼
Xq
i¼1
Xq
j¼1
liljx
TðtÞ ATijP

þ P AijþD ATijP þ PD Aij

xðtÞ
	 1
q
PxðtÞ	 qwðtÞ
	 
T
1
q
PxðtÞ	 qwðtÞ
	 

þ 1
q2
xTðtÞPPxðtÞþ q2 wT w
6
Xq
i¼1
Xq
j¼1
liljx
TðtÞ ATijP

þ P Aijþ D ATijP þ PD Aij

xðtÞ
þ 1
q2
xTðtÞPPxðtÞþ q2 wT w
¼
Xq
i¼1
Xq
j¼1
liljx
TðtÞ ATijP þ P AijþD ATijP þ PD Aijþ
1
q2
PP
	 

xðtÞþ q2 wT w:  ð12Þ
Lemma 1 [14]. Given constant matrices X and Y of appropriate dimensions, the
following inequality holds:
X TY þ Y TX 6X TX þ Y TY :
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Applying Lemma 1 to xTðtÞðD ATijP þ PD AijÞxTðtÞ, we have
xTðtÞ D ATijP

þ PD Aij

xðtÞ6xTðtÞ ETij F Ti DTi PxðtÞ þ xTðtÞP Di Fi EijPxðtÞ
6xTðtÞ ETij F Ti Fi EijxðtÞ þ xTðtÞP Di DTi PxðtÞ
6xTðtÞ ETij EijxðtÞ þ xTðtÞP Di DTi PxðtÞ: ð13Þ
Substituting (13) into (12) yields:
_V 6
Xq
i¼1
Xq
j¼1
liljx
TðtÞ ATijP

þ P Aij þ ETij Eij þ
1
q2
PP þ Qþ P Di DTi P

xðtÞ
þ q2 wT w: ð14Þ
From (9), we get
_V ðtÞ6 	 xTðtÞ QxðtÞ þ q2 wT wðtÞ: ð15Þ
Integrating (15) from t ¼ 0 to t ¼ tf yields:
V ðtf Þ 	 V ð0Þ6 	
Z tf
0
xTðtÞ QxðtÞdt þ q2
Z tf
0
wT wdt
¼ 	
Z tf
0
eTr ðtÞ QerðtÞdt þ q2
Z tf
0
wT w dt: ð16Þ
Or equivalentlyZ tf
0
eTr ðtÞ QerðtÞdt6 eTr ð0ÞPerð0Þ þ q2
Z tf
0
wT w dt: ð17Þ
That is (4) and the H1 control performance is achieved with a prescribed q2.
It is noted that Theorem 1 gives the suﬃcient condition of ensuring the
stability of the fuzzy system (2) and achieving the H1 tracking performance
(4). However, it does not give the methods of obtaining the solution of a
common positive matrix P for (9). In general, it is not easy to analytically
determine such a common positive matrix, fortunately (9) can be transferred
into LMIs, which can be solved in a computationally eﬃcient manner using
convex optimization techniques such as the interior point method [4].
For the convenience of the design, we assume
P ¼ P11 0
0 P22
 
: ð18Þ
By substituting (18) into (9), we obtain
F11 F12
F21 F22
 
< 0;
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where
F11 ¼ ðAi þ BiKjÞTP11 þ P11ðAi þ BiKjÞ þ 1q2 P11P11 þ Q
þ ðEi1 þ Ei2KjÞTðEi1 þ Ei2KjÞ þ P11DiDTi P11;
F12 ¼ F T21 ¼ 	ðEi1 þ Ei2KjÞTðBiKjÞ 	 Q;
F22 ¼ ATr P22 þ P22Ar þ Qþ
1
q2
P22P22 þ P12DiDTi P22:
ð19Þ
By the Schur complement, (19) is equivalent to
H11 H12 0
H21 H22 P22
0 P22 	q2I
" #
< 0;
where
H11 ¼ ðAi þ BiKjÞTP11 þ P11ðAi þ BiKjÞ þ 1q2 P11P11 þ Q
þ ðEi1 þ Ei2KjÞTðEi1 þ Ei2KjÞ þ P11DiDTi P11;
H12 ¼ HT21 ¼ 	ðEi1 þ Ei2KjÞTðBiKjÞ 	 Q;
H22 ¼ ATr P22 þ P22Ar þ Qþ
1
q2
P22P22 þ P12DiDTi P22:
ð20Þ
In the following, we can solve P11, P22 and Kj by the following two-step pro-
cedures:
In the ﬁrst step, note that (20) implies that H11 < 0, i.e.,
ðAi þ BiKjÞTP11 þ P11ðAi þ BiKjÞ þ 1q2 P11P11 þ Q
þ ðEi1 þ Ei2KjÞTðEi1 þ Ei2KjÞ þ P11DiDTi P11 < 0: ð21Þ
By introducing new variables W ¼ P	111 and Yj ¼ KjW , then (21) is equivalent
to the following matrix inequalities:
WATi þ ðAiW þ BiYjÞ þ YjBi þ
1
q2
I þ DiDTi þ WQW
þ Ei1Wð þ Ei2Yj
T
Ei1Wð þ Ei2Yj

< 0: ð22Þ
By the Schur complement, (22) is equivalent to the following LMIs:
Uij W Ei1W þ Ei2Yj
W T 	Q	1 0
ðEi1W þ Ei2YjÞT 0 	I
2
4
3
5 < 0; ð23Þ
where
Uij ¼ WATi þ AiW þ BiYj þ YjBi þ
1
q2
I þ DiDTi :
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The parameters W and Yi (thus P11 ¼ W 	1, Kj ¼ YjW 	1) can be obtained by
solving the LMI (23).
The second step, by substituting P11 and Kj into (21), then (21) becomes a
standard LMI’s. Similarly, we can easily solve P22.
4. Fuzzy observer-based tracking control
In the previous section, fuzzy tracking control requires that all the state
variables are available. In practice, this assumption often does not hold. In this
situation, we need to estimate state vector x from output y for feedback control.
Suppose the following fuzzy observer is proposed to deal with the state
estimation of the fuzzy system (2)
IF z1ðtÞ is Mi1 and z2ðtÞ is Mi2 and . . . and znðtÞ is Min
THEN
_^xðtÞ ¼ Aix^ðtÞ þ BiuðtÞ þ Gi½yðtÞ 	 y^ðtÞ;
y^ðtÞ ¼ Cix^ðtÞ;
i ¼ 1; 2; . . . ; q; ð24Þ
where Gi 2 Rnl is constant observer gain to be determined.
The overall fuzzy observer is represented as follows
_^xðtÞ ¼
Xq
i¼1
liðzðtÞÞAix^ðtÞ þ
Xq
i¼1
liðzðtÞÞBiuðtÞ þ
Xq
i¼1
liðzðtÞÞGi½yðtÞ 	 y^ðtÞ;
y^ðtÞ ¼
Xq
i¼1
liðzðtÞÞCix^ðtÞ: ð25Þ
Deﬁne observation error as
eðtÞ ¼ xðtÞ 	 x^ðtÞ: ð26Þ
Design the observer-based fuzzy controller in the form
uðtÞ ¼
Xq
i¼1
liðzðtÞÞKiðx^ðtÞ 	 xrðtÞÞ: ð27Þ
From systems (7), (25) and (26), we obtain
_eðtÞ ¼
Xq
i¼1
Xq
j¼1
liðzðtÞÞljðzðtÞÞðAi 	 GiCj þ DBiKjÞeðtÞ
þ
Xq
i¼1
Xq
j¼1
liðzðtÞÞljðzðtÞÞDAiÞxðtÞ þ wðtÞ: ð28Þ
The augmented system composed of (2), (3) and (28), on using (27), can be
expressed in the following form:
_~xðtÞ ¼
Xq
i¼1
Xq
j¼1
liðzðtÞÞljðzðtÞÞð ~Aij þ D ~AijÞ~xðtÞ þ ~Ei ~wðtÞ; ð29Þ
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where
~xðtÞ ¼ ½ eðtÞ xðtÞ xrðtÞ T; ~wðtÞ ¼ ½ 0 wðtÞ rðtÞ T;
~Aij ¼
Ai 	 GiCj 0 0
	BiKj Ai þ BiKj 	BiKj
0 0 Ar
2
64
3
75;
D ~Aij ¼
DBiKj DAi 0
0 DAi þ DBiKj 	DBiKj
0 0 0
2
64
3
75;
~Ei ¼ I I 00 0 I
 T
:
The main result on fuzzy observer-based tracking control for the T–S fuzzy
system with norm-bonded uncertainties is summarized in the following theo-
rem.
Theorem 2. If there exist symmetric and positive definite matrix ~P , some matrices
Ki and Gi (i ¼ 1; . . . ; q), such that the following matrix inequality are satisfied,
then for a prescribed q2, H1 tracking control performance in (4) is guaranteed via
fuzzy observer-based controller (27):
~ATij ~P þ ~P ~Aij þ
1
q2
~PEiETi ~P þ ~Qþ ~ETij ~Eij þ ~P ~Di ~DTi ~P < 0; ð30Þ
where
~Di ¼
Di 0 0
0 Di 0
0 0 Di
2
4
3
5; ~Eij ¼ Ei2Kj Ei1 00 Ei1 þ Ei2Kj 	E12Kj
0 0 0
2
4
3
5;
~F ðtÞ ¼
FiðtÞ 0 0
0 FiðtÞ 0
0 0 FiðtÞ
2
4
3
5; ~Q ¼ 0 0 00 Q 	Q
0 	Q Q
2
4
3
5:
Proof. Consider the Lyapunov function candidate
V ðtÞ ¼ ~xTðtÞ ~P~xðtÞ; ð31Þ
where the weighting matrix ~P ¼ ~PT > 0. The time derivative of V ðtÞ is
V ðtÞ ¼ _~xTðtÞ ~P~xðtÞ þ ~xTðtÞ ~P _~xðtÞ: ð32Þ
By substituting (29) into (32), and repeating the procedures of proof of The-
orem 1, we obtain
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_V ðtÞ6
Xq
i¼1
Xq
j¼1
lilj~x
T ~ATij ~P þ ~P ~Aij þ D ~ATij ~P þ ~PD ~Aij þ
1
q2
~PEiETi ~P
	 

~xðtÞ
þ q2 ~wT ~w: ð33Þ
Applying Lemma 1 to ~xTðtÞðD ~ATijP þ PD ~AijÞ~xðtÞ, we have
~xTðtÞðD ~ATij ~P þ ~PD ~AijÞ~xðtÞ ¼ ~xTðtÞ ~ETij ~F Ti ~DTi ~P~xðtÞ þ ~xTðtÞ ~P ~Di ~Fi ~Eij~xðtÞ
6~xTðtÞ ~ETij ~F Ti ~Fi ~Eij~xðtÞ þ ~xTðtÞ ~P ~Di ~DTi ~P~xðtÞ
6~xTðtÞ ~ETij ~Eij~xðtÞ þ ~xTðtÞ ~P ~Di ~DTi ~P~xðtÞ: ð34Þ
Substituting (34) into (33) yields:
_V ðtÞ6
Xq
i¼1
Xq
j¼1
lilj~x
T ~ATij ~P þ ~P ~Aij þ ~ETij ~Eij þ ~P ~Di ~DTi ~P þ
1
q2
~PEiETi ~P
	 

~xðtÞ
þ q2 ~wT ~w: ð35Þ
Form (30), we get
_V ðtÞ6 	 ~xTðtÞ ~Q~xðtÞ þ q2 ~wTðtÞ~wðtÞ: ð36Þ
In the same manipulation as in the previous section, we getZ tf
0
erðtÞTQerðtÞdt6 erð0ÞTPerð0Þ þ q2
Z tf
0
~wT ~w dt: ð37Þ
That is (4) and the H1 control performance is achieved with a prescribed q2.
In the following, we transfer matrix inequality (30) into LMI’s, and obtain
the symmetric deﬁnite matrix ~P .
We suppose
~P ¼
P11
P22
P33
2
4
3
5: ð38Þ
By substituting (38) into (30), we obtain
S11 S12 0
S21 S22 S23
0 S32 S33
2
4
3
5 < 0; ð39Þ
where
S11 ¼ ðAi	GiCjÞTP11þ P11ðAi	GjCjÞþKTj ETi2Ei2Kj þ P11DiDTi P11þ
1
q2
P11P11;
S12 ¼ ST21 ¼ 	ðBiKjÞTP22 þ ðEi2KjÞTEi1 þ P11P22;
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S22 ¼ ðAi þ BiKjÞTP22 þ P22ðAi þ BjKjÞ þ ETi1Ei1
þ ðEi1 þ Ei2KjÞTðEi1 þ Ei2KjÞ þ P22DiDTi P22 þ
1
q2
P22P22;
S23 ¼ ST32 ¼ 	P22BiKj 	 ðEi1 þ Ei2KjÞEi2Kj;
S11 ¼ ATr P33 þ P33Ar þ ðEi2KjÞTðEi2KjÞ þ P33DiDTi P33 þ
1
q2
P33P33:
By the Schur complement, (39) is equivalent to
M11 P11 P11Di M41 0 0
P11 	q2I 0 0 0 0
ðP11DiÞT 0 	I 0 0 0
MT41 0 0 M44 M45 0
0 0 0 MT45 M55 P33
0 0 0 0 P33 	 1q2 I þ DiDTi
 	1
2
66666666664
3
77777777775
< 0; ð40Þ
where
M11 ¼ ATi P11 þ P11Ai 	 ðGiCjÞTP11 þ P11GiCj þ KTj ETi2Ei2Kj
M14 ¼ MT41 ¼ S12; M44 ¼ S22; M45 ¼ MT54 ¼ S23;
M55 ¼ ATr P33 þ P33Ar þ ðEi2KjÞTðEi2KjÞ:
Since ﬁve parameters P11, P22, P33;Kj and Gi should be determined from (39),
there are no eﬀective algorithms for solving them simultaneously. However, we
can solve them by the following two-step procedures.
In the ﬁrst step, note that (40) implies that M44 < 0, i.e.,
ðAi þ BiKjÞTP22 þ P22ðAi þ BjKjÞ þ ETi1Ei1
þ ðEi1 þ Ei2KjÞTðEi1 þ Ei2KjÞ þ P22DiDTi P22 þ
1
q2
P22P22 < 0: ð41Þ
With W22 ¼ P	122 and Yj ¼ KjW22, (41) is equivalent to
W22ATi þ AiW22 þ BiYj þ Y Tj BTi þ
1
q2
I þ DiDTi þ W22ðETi1Ei1 þ QÞW22
þ ðEi1W22 þ Ei2YjÞTðEi1W22 þ Ei2YjÞ < 0: ð42Þ
By the Schur complement, (42) is equivalent to the following LMI’s:
Wij W22 Ei1W22 þ Ei2Yj
W T22 	ðETi1Ei1 þ QÞ	1 0
ðEi1W22 þ Ei2YjÞT 0 	I
2
4
3
5; ð43Þ
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where
Wij ¼ W22ATi þ AiW22 þ BiYj þ Y Tj BTi þ
1
q2
I þ DiDTi :
The parameters W22 and Yj, i.e., P22 ¼ W 	122 and Kj ¼ YjW 	122 are obtained by
solving LMI in (43). In the second step, by substituting P22 and Kj into (41),
(41) becomes a standard LMIs. Similarly, we can easily solve P11, P33 and Gi
from (41). 
5. Simulation example
To illustrate the proposed fuzzy robust tracking control approach, a control
problem of balancing an inverted pendulum on a cart is considered. Denote
x1 ¼ x, x2 ¼ _x, then the equation of the motion is given by [9] _x1 ¼ x2
_x2 ¼ g sinðx1Þ 	 amlx
2
2 sinð2x1Þ=2	 a cosðx1Þu
4l=3	 aml cos2ðx1Þ ; ð44Þ
where x and _x are the angular displacement about the vertical axis (in rad) and
the angular velocity (in rad s	1), respectively, g ¼ 9:8 m=s2 is the acceleration
Fig. 1. The trajectories of the state variable x1 and the reference state variable xr1xð0Þ ¼ ½60; 0 and
x^rð0Þ ¼ ½0; 0.
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due to gravity, a ¼ 1=mþM , m ¼ 2 kg is the mass of the pendulum, M ¼ 8 kg
is the mass of the cart, 2l ¼ 1 m is the length of the pendulum, and u is the
force applied to the cart. It was reported in [9] that the system of (44) can be
approximated by a fuzzy plant model with the following two rules:
Plant rule 1:
IF x1 is about 0
THEN _x ¼ ðA1 þ DA1ÞxðtÞ þ B1uðtÞ þ w
y1ðtÞ ¼ C1xðtÞ:
Plant rule 2:
IF x1 is about p=2
THEN _x ¼ ðA2 þ DA2ÞxðtÞ þ B2uðtÞ þ w
y2ðtÞ ¼ C2xðtÞ;
where
A1 ¼
0 1
g
4l=3	aml 0
 
; A2 ¼
0 1
2g
pð4l=3	amlb2Þ 0
 
;
Fig. 2. The trajectories of the state variable x2 and the reference state variable xr2xð0Þ ¼ ½60; 0 and
x^rð0Þ ¼ ½0; 0.
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B1 ¼
0
	a
4l=3	aml
 
; B2 ¼
0
ab
4l=3	amlb2
 
; C1 ¼ C2 ¼ 10
 T
;
b ¼ cosð88Þ; x 2 	 p
2
;
p
2
 
;
where DA1 and DA2 represent the system parameters uncertainties but bounded,
the elements of DA1 and DA2 randomly achieve the values within 30% of their
nominal values corresponding to A1 and A2; DB1 ¼ DB2 ¼ 0. Based on as-
sumption 1, we deﬁne
D1 ¼ D2 ¼ 0:3 00 0:3
 
; E1 ¼ E2 ¼ 15 00 15
 
;
E21 ¼ E22 ¼ 0;
w ¼ ½0 Dg sinðx1Þ=ð4l=3	 aml cos2ðx1ÞÞT;
where Dg ¼ gð6370 103=6370 103 þ HÞ, H 2 ½0; 100.
Fig. 3. The trajectories of the state variable x1 and the reference state variable xr1xð0Þ ¼ ½60; 0 and
x^rð0Þ ¼ ½0; 0.
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The membership functions are chosen as:
l1ðxðtÞÞ ¼
1þ 2x1p ; 	 p2 6 x16 0
1	 2x1p ; 06 x16 p2

; l2ðxðtÞÞ ¼
	 2x1p ; 	 p2 6 x16 0;
2x1
p ; 06 x16 p2 :

The reference model given by
_xr1
_xr2
	 

¼ 0 1	4 	3
	 

xr1
xr2
	 

þ 0
sinðtÞ
 
: ð45Þ
In the following simulation, we only give the results in the case of the
variables unavailable. For Q ¼ I , and q ¼ 0:06, solving LMIs (43) and (40) by
LMI optimization algorithm [11], feedback and observer gain matrices can be
obtained as
K1 ¼ ½ 1900:13 2483:11 ; K2 ¼ ½ 3:33 7:12 ;
G1 ¼ ½ 1019:89 483:00 T; G2 ¼ ½ 405:37 170:41 T:
The initial values of the states are chosen xð0Þ ¼ ½60; 0, x^ð0Þ ¼ ½0; 0,
xrð0Þ ¼ ½0; 0 and xð0Þ ¼ ½	60; 0, x^ð0Þ ¼ ½0; 0, xrð0Þ ¼ ½0; 0. Figs. 1–4
Fig. 4. The trajectories of the state variable x2 and the reference state variable xr2xð0Þ ¼ ½	60; 0
and x^rð0Þ ¼ ½0; 0.
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illustrate the closed-loop system behaviors. The simulation results show that
the T–S fuzzy model-based controller through fuzzy observer is robust against
norm-bounded parametric uncertainties.
6. Conclusions
In this paper, we have developed a robust fuzzy tracking control design
methodology for T–S fuzzy model with parameter uncertainties in both the
conditions of the state variables available or unavailable. The basic approach is
based on the rigorous Lyapunov stability theory, and the basic tool is LMI.
Some suﬃcient conditions for robust stabilization of the fuzzy system and
achieving the H1 tracking performance are formulated in the LMIs format. To
demonstrate the eﬀectiveness of the proposed controller design method, the
design scheme is applied to controlling the inverted pendulum system. The
simulation results have veriﬁed the eﬀectiveness of the proposed control design
method.
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