Wireless Internet access over GPRS, the packet-oriented extension to GSM, provides for higher data rates and more efficient network utilization compared to circuit-switched access. The performance of the Internet protocols in GPRS is dependent not only on the quality of the radio link, but also on the buffering in the GPRS network. In this report we investigate the impact of buffering on TCP performance. Measurements are conducted in a GPRS testbed consisting of real network nodes with real protocol implementations. If the buffer between the fixed and the wireless networks is large, then the round trip times may become very long. Measurements with different buffer settings indicate that the buffer could be decreased in order to reduce the queuing delay, without degrading the throughput. Measurements of concurrent packet-and circuit-switched traffic show that buffered data is flushed immediately as the GPRS traffic is preempted by circuitswitched calls. When resources are available again, the lost data must be retransmitted. In many cases this could be avoided by guarding the data with a timer. 
Introduction

In the field of wireless Internet one of the systems that plays an important role is the General Packet Radio Service (GPRS), which works over the widely deployed Global System for Mobile Communications (GSM). GPRS was designed to give mobile users access to packet data networks like the Internet. The Transmission Control Protocol (TCP) used in the Internet was initially designed to work over fixed networks. Due to the different characteristics of some wireless networks, such as long delays, low throughput, and high packet error rates, the performance of TCP may be degraded in such networks.
For the case of the GPRS network the performance of TCP has been studied during the last years. In [16, 20, 29] the impact of different GPRS radio conditions on TCP performance is analyzed, and [3, 9, 11] show how the delays in the GPRS network affect TCP behavior. The performance of the TCP Eifel algorithm, which detects and avoids spurious retransmissions, is analyzed in [10] , and the performance of Snoop is evaluated in [25] .
One component of GPRS and other cellular networks that has a direct impact on TCP performance is buffering of data in intermediate nodes which is described in e.g. [3, 11, 27] . In [27] an active queue management scheme optimized for cellular networks is proposed and evaluated through simulation. In [3, 11] measurements of TCP in a real GPRS network are presented. The measurements do not focus exclusively on buffering, but as real networks are used aspects of buffering are taken into account. The analysis and simulation study in [4] suggests buffering of GPRS data as a means to reduce the blocking probability for GPRS when the GPRS traffic is preempted by circuit-switched calls with higher priority. However, TCP is not directly considered in this study.
In contrast to the related work, we evaluate the effect of GPRS buffering on TCP in detail. Our work is based on measurements in a GPRS testbed consisting of real network nodes with real protocol implementations and an emulated radio environment. The measurements show that the buffer settings used in many commercial networks result in very long queuing delays when buffers are filled. This may have a negative impact on user experience, if the queuing delays become unacceptable for interactive traffic. The results indicate that a smaller buffer gives shorter delays without any substantial reduction in throughput. We also found that the GPRS traffic suffers more than necessary if it is preempted by traffic with higher priority, such as circuit-switched calls. In the testbed and in many commercial networks, the buffer in the base station controller (BSC) is flushed immediately when there are no resources left for GPRS traffic. In many situations, data loss could be avoided if the BSC waited for a short time before flushing its buffer.
The remainder of the paper is structured as follows: Section 2 gives a brief explanation of the GPRS system and of TCP. Section 3 presents the measurement testbed. In Section 4 and Section 5 measurements of the impact of GPRS buffering are presented. In Section 4 we investigate how TCP is affected by the number of available GPRS channels and by the buffer setting of intermediate nodes. In Section 5 the interaction with preemption by circuit-switched traffic is considered. Related work is further described The GPRS transmission plane, taken from [8] and discussed in Section 6. Finally, Section 7 summarizes the conclusions and outlines our plans for future work.
Background
In this section some background on GPRS and TCP is provided. The main purpose is to provide the information required for the rest of the paper, not to give a complete picture of either GPRS or TCP.
Overview of GPRS
GPRS [8, 2] is a packet-oriented extension to GSM that supplies higher data rates and sharing of radio resources. The GPRS system makes changes to the GSM system in the fixed network and in the radio interface. In the fixed network the GPRS system adds two new nodes: the Gateway GPRS Support Node (GGSN) and the Serving GPRS Support Node (SGSN). In the radio interface Packet Data Channels (PDCHs) are introduced for GPRS data and signaling traffic. A PDCH corresponds to a GSM timeslot which is either dedicated for GPRS traffic or dynamically allocated when a PDCH is required. The PDCHs that are available in a cell can be shared between many mobile stations, since GPRS resources are only assigned to a mobile station when it has data to transmit. A single mobile station may also use more than one PDCH, depending on the type of terminal. Figure 1 shows the main nodes and the protocols that take part in a data transmission through the GPRS network [8] . The GGSN connects the GPRS network to other packet data networks, such as the Internet, over the Gi interface. User data from an external packet network is transmitted from the GGSN over the Gn interface to the SGSN, and then the SGSN routes packets over the Gb interface to the right Base Station Subsystem (BSS).
The GGSN and SGSN nodes exchange IP datagrams carrying user data and signaling messages over the GPRS Tunneling Protocol (GTP) which in turn runs on top of a TCP/IP protocol stack. The SGSN manages logical links with the mobile terminals in its routing area using the Logical Link Control (LLC) protocol. The Subnetwork Dependent Convergence Protocol (SNDCP) multiplexes packets from possibly different network layer protocols, such as IP and X.25, and segments and reassembles network protocol data units (PDUs) if necessary. Optionally, SNDCP also performs header and data compression. Between the SGSN and the BSS, the Base Station Subsystem GPRS Protocol (BSSGP) and the Network Service protocol operate over Frame Relay. BSSGP flow controls data in the down link between the SGSN and the BSS. This is further described in Section 3.
In the radio interface (Um) the GPRS system adds new coding schemes and retransmission protocols. Four coding schemes are standardized for transmitting data blocks (CS1-CS4) [6] . Coding scheme 1 (CS-1) is the most robust code and it is used for signaling, whereas any of the four coding schemes can be used for data transmission. In the radio interface LLC and Radio Link Control (RLC) protocols are defined to work in two modes: unacknowledged and acknowledged mode. In both protocols the acknowledged mode provides a more reliable transmission of data frames and blocks.
Overview of TCP
The TCP protocol provides reliable data transport [24] . TCP performs congestion and flow control. Congestion control depends on the congestion window (cwnd) variable [1] which is used as an estimate of the instantaneous capacity of the network. The cwnd limits the amount of data the TCP sender can inject into the network. The sender performs flow control based on feedback from the receiver. The receiver sets the advertised receiver window field in the acknowledgments to inform the sender about the available space in the receiver buffer. At any moment, the outstanding data, i.e., the number of bytes whose acknowledgment has still not been received by the TCP sender, is limited by the minimum of the cwnd and the advertised receiver window.
The TCP sender has two ways of detecting that a packet is missing and needs to be retransmitted: timer-driven and data-driven retransmission. The TCP sender performs a timer-driven retransmission by calculating the round trip time (RTT) of the TCP segments. TCP manages a retransmission timer based on the RTT measurements. The timer is set when a segment is transmitted. If no acknowledgment is received within a time out period, then data is considered lost. The missing data is retransmitted and the TCP sender enters a slow start phase. In the slow start phase the cwnd is set to one packet and increased with one packet with each ACK the TCP sender receives. When a slow start threshold (ssthresh) value is reached, the congestion avoidance algorithm is used. In the congestion avoidance phase one new segment is added per RTT.
A data-driven retransmission is performed when the TCP sender receives three duplicate acknowledgments. The missing segment is retransmitted and then the TCP sender uses the algorithms fast retransmit and fast recovery. In fast recovery a packet is transmitted for each incoming ACK. When the TCP sender receives an acknowledgment for the retransmitted segment, it enters the congestion avoidance phase.
The performance of TCP may be enhanced by the use of optional features. Some of the commonly used options are selective acknowledgments (SACK) [18] and timestamps [15] . The SACK option gives the TCP sender precise information about the TCP segments that have arrived at the receiver. The timestamps option provides an additional means to identify segments and their acknowledgments. The RTT can be measured also for retransmitted segments which gives more accurate RTT measurements due to the higher RTT sampling frequency. A timestamp is added to outgoing segments and the same timestamp is used in the acknowledgment.
Experimental Environment
This section gives an overview of the GPRS testbed, the emulated radio environment, the methodology for data collection and analysis, and the parameter settings used in the measurements.
GPRS Testbed
The GPRS testbed used for the measurements is shown in Figure 2 . The testbed consists of a client, a GPRS network, and a server. The client uses the GPRS network to access services provided by the server. The client in this testbed is a laptop connected with a serial cable to a GPRS terminal at the R reference point. The GPRS terminal accesses the GPRS network over the radio interface. In order to provide controllable and repeatable radio conditions, an emulated radio environment is used at the radio interface. The emulated radio environment, which is further described in the next subsection, interconnects the client with the BSS which consists of a Base Station Controller (BSC) and at least one Base Transceiver Station (BTS). The GPRS terminal communicates with the BTS in the cell on which it currently camps. The BTS is connected at the Abis interface with a BSC which provides control functions and physical links over the Gb interface to an SGSN.
Since the server is placed in a wired network which is faster than the GPRS network, data from the server is buffered in the GPRS network before it is transmitted over the radio interface to the client. The buffering is based on time rather than on a fixed buffer size. The maximum time that user data may be buffered before it is transmitted over the radio interface, is determined by the maximum holding time [8] . The buffer management in the GPRS network is coordinated between the SGSN and the BSC. The rate of the data transmitted from the SGSN to the BSC in the downlink is limited by BSSGP flow control. The SGSN keeps track of the time that user data is buffered and when user data is transmitted in BSSGP PDUs to the BSC, the time that is left of the maximum holding time is indicated in the PDU lifetime header field [7] . After the maximum holding time data is considered old and is discarded from either the SGSN or the BSC buffer, depending on where data is resided. It is then up to the end hosts or LLC to retransmit the discarded data if necessary. In the experiments presented, the end hosts use TCP to recover discarded data. The BSSGP buffers in the SGSN and in the BSC may be considered as one logical buffer. In this paper we use the term BSSGP buffer, when the physical location of buffered data is unimportant. We also use the term BSSGP buffer setting to denote the maximum holding time.
In the GPRS testbed a range of parameters are controllable. Some examples are the number of GSM and GPRS users active in the system at a given time, the BSSGP buffer setting, the number of PDCHs, and the coding scheme.
Emulated Radio Environment
The radio channel is emulated with variable attenuators, a signal generator, and a fading simulator. The terminal is either placed in a shielded box which is connected to the radio environment or its antenna is directly connected to the radio environment through a cable. The purpose is to protect the terminal from undesired interference from the surroundings and also to prevent the terminal from performing cell reselection to a cell outside the testbed.
The signal level received by the terminal is highest close to the BTS and decreases with the distance. Objects in the surrounding may also attenuate the received signal level. These phenomena are emulated with variable attenuators which are used to adjust the received signal level on the uplink and the downlink channels.
A radio channel is affected by interference from transmission on radio channels in other cells. A signal generator configured for Gaussian minimum shift keying (GMSK), which is the modulation technique used in GSM, is used to emulate interference. Varia-tions in the radio quality over time is emulated with a fading simulator that is capable of emulating Rayleigh fading. The emulated environment provides various frequency hopping schemes, and it is possible to control the number of frequencies used in a scheme.
Data Collection and Analysis
When measurements are conducted, it is possible to collect data at four places in the testbed. On the client and the server machines, Ethereal [5] captures IP packets in the pcap format [19] which is a format commonly used by most network analyzer tools. The pcap information is then analyzed with Tcptrace [23] and scripts developed by the authors. At the Abis interface the NetHawk analyzer [22] captures GSM and GPRS protocol PDUs for signaling as well as for user data. If a TEMS 1 GPRS terminal is used, then it is also possible to connect the GPRS terminal to a laptop which gathers statistics such as LLC throughput, the number of PDCHs used, etc.
Parameter Settings
The parameter settings used in the experiments are described below. There is only one GPRS client in the system and the application model used is bulk transfer over one TCP connection. In all the measurements, data is transmitted in the downlink from the server in the wired network to the GPRS client. The end hosts run Linux 2.4.2-2 using the default TCP version with the default settings of TCP options. This implies that SACK and timestamps are enabled and that the maximum receiver window is 64KB. The GPRS terminal is an Ericsson TEMS Investigation R520m v.R1D, which is capable of using three PDCHs in downlink and one in uplink. As mentioned in the previous subsection, this terminal provides features for gathering of statistics. Before this terminal was chosen, measurements were conducted to verify that the performance of the TEMS is comparable to other terminals available on the market.
In all the measurements CS-2 is used, LLC is run in unacknowledged mode and RLC in acknowledged mode (reliability class 3 [8] ). SNDCP compression is disabled, since compression complicates the analysis of the data traffic, and because header compression may degrade performance in case of data loss [14] . Cell reselection is avoided, which implies that the mobile camps on the same cell throughout the measurements. The radio quality is nearly optimal with a received signal level of -80dBm and a C/I of 20dB. The radio conditions are not varied, since the impact of low radio quality is outside the scope of the measurements.
The measurements are conducted for two settings of the BSSGP buffer: 63 and 5 seconds. A BSSGP buffer setting of 63 seconds is commonly used in commercial networks, and 5 seconds is chosen because this is a timeout value used for other timers in GPRS, e.g. on the RLC/MAC layer. In addition to the parameter settings presented above the number of PDCHs is varied for the measurements described in Section 4, and the GPRS data transfer is preempted by traffic with higher priority for various lengths of the preemption periods for the measurements described in Section 5.
Impact of the BSSGP Buffer Setting
The purpose of the measurements described in this section is to examine the impact of the BSSGP buffer setting on TCP performance under ideal radio conditions. The measurements are performed for 1, 2, and 3 PDCHs, and in each measurement data is transmitted to the client for 15 minutes. Hence, the amount of data transmitted depends on the number of PDCHs. The BSSGP buffer is first set to 63 seconds and then the measurements are repeated for a buffer setting of 5 seconds.
Overview of Results
An overview of the measurement results is provided in Table 1 . The table shows throughput, the percentage of TCP retransmissions performed, and statistics on the round trip times. As expected, the throughput increases roughly linearly with the number of PDCHs used. Considering signaling overhead and protocol header overhead at varying layers in the stack the throughput is close to optimal. This is also expected since there is only one user in the system and nearly optimal radio conditions. The throughput is very similar for a BSSGP buffer setting of 63 seconds and a setting of 5 seconds. For both buffer settings the GPRS radio interface, which is the bottleneck link, operates at full capacity most of the time.
Looking at the percentage of retransmissions performed by TCP we see that very few retransmissions occur when the BSSGP buffer is set to 63 seconds. For a BSSGP buffer setting of 63 seconds the transmission is primarily receiver limited, which implies that the advertised receiver window sets the upper limit for the speed of the transmission.
No packets are dropped at the BSSGP buffer. Only sporadic packet losses occur in the network and the percentage of retransmissions does not depend on the number of PDCHs. Retransmissions are much more frequent when the BSSGP buffer is set to 5 seconds. In this case, the transmission is network limited, as buffer overflows occur at regular intervals at the BSSGP buffer. This does, however, not greatly impact the TCP throughput for the analyzed bulk transfer. Since the speed of the bottleneck link is higher for more PDCHs, the percentage of retransmissions decreases as the number of PDCHs increases.
Examining the maximum round trip time experienced further supports the scenario described above. For a BSSGP buffer setting of 63 seconds, the maximum round trip time experienced is proportional to the number of PDCHs used. When the transmission is receiver limited, the bottleneck at the GPRS radio interface leads to a larger maximum queuing delay in the BSSGP buffer at lower transmission speeds. Even though there is only one user in the GPRS system the maximum round trip time for one PDCH is close to 48 seconds. This is not a problem for the considered bulk transfer. However, the use of a large BSSGP buffer may lead to severe problems if interactive traffic is to coexist with bulk applications. When the BSSGP buffer is set to 5 seconds the maximum round trip time is almost independent of the number of PDCHs. The maximum queuing delay experienced in the BSSGP buffer is limited by the maximum holding time in all three cases. The minimum round trip time is close to one second for all measurements. It reflects the delay in a network with empty buffers.
Detailed Analysis
In this subsection, we provide a detailed analysis of four select measurements from Table 1 . BSSGP buffer settings of 63 and 5 seconds are examined for transmissions over one and three PDCHs. The analysis further illustrates the results described above and details TCP's behavior. The Tcptrace tool [23] was used to generate the displayed graphs. As long as the receiver window is not limiting the transmission, the measure outstanding data, as reported by Tcptrace, can be seen as an estimate of the congestion window.
Transmission with a BSSGP buffer of 63 seconds
The TCP performance for a transmission over one PDCH with the BSSGP buffer set to 63 seconds is illustrated in Figure 3 . Figures 3(a) , 3(b) , and 3(c) show the sequence number evolution, the outstanding data, and the round trip time values, respectively. In all the graphs, time is indicated by minutes and seconds relative to the first segment in the trace file. In the time sequence graph in Figure 3 (a) the y-axis indicates relative sequence numbers. As TCP numbers each byte, the y-axis illustrates the total number of bytes transmitted. The outstanding data graph in Figure 3(b) shows the amount of unacknowledged data captured at given times. This graph shows that the transfer is limited by the receiver window. In the beginning of the transfer, the outstanding data increases until it stabilizes at 64KB which is the maximum value of the receiver window. At 04:30 the sender decreases the transmission rate due to loss of a single segment. This is reflected in Figure 3(b) , since the outstanding data decreases after the loss. Then the outstanding data increases again toward the maximum receiver window, but it is never reached again. Figure 3(c) shows that the round trip time starts at one second and then increases, as more packets are injected into the network. When the outstanding data has reached the maximum receiver window, the round trip time is almost 48 seconds because of the excessive buffering in the BSSGP buffer. After the data loss, TCP reduces its transmission rate, which gives the BSSGP buffer time to empty. The round trip time is close to one second before it starts to increase again.
The corresponding graphs for a transmission over three PDCHs are shown in Figure 4 . These graphs have a similar pattern as those for the transfer over one PDCH, but the sequence number evolution is faster, and the round trip time is shorter. Figure 4 (a) indicates that three times more data is transmitted over three PDCHs than over one. The outstanding data, illustrated in Figure 4 (b), reaches the same value as for one PDCH, and hence the transfer over three PDCHs is also limited by the receiver, rather than by the network. Figure 4 (c) shows that the maximum round trip time is just above 16 seconds which is only one third of the round trip time reached for the transmission over one PDCH.
Also in this transfer a single segment is lost. This is shown in Figure 4 (a), and further detailed in the time sequence graph from the server trace in Figure 5 . This graph clearly illustrates that the transmission is limited mainly by the receiver window. Transmitted segments are represented by diamonds, the advertised receiver window by the upper stair shaped line, and cumulative acknowledgments by the stair shaped line below the segments. Retransmitted segments are marked with an R and selective acknowledgments with an S. The graph shows that the sender transmits as much data as is allowed by the receiver window, since the diamonds representing segments coincide with the upper stair shaped line representing the advertised receiver window. At 05:08 the lost segment is retransmitted because of the incoming selective acknowledgments. The receiver window is reached and no new data is transmitted until all outstanding data is acknowledged at 05:24. As the TCP sender has not transmitted any new segments for 10-15 seconds, which is far more than one RTT, the congestion window validation algorithm [12] is used. In this case the result is that the sender enters slow start after the idle period [28] .
Transmission with a BSSGP buffer of 5 seconds
Figures 6(a), 6(b), and 6(c) show the sequence number evolution, the outstanding data, and the round trip time values, respectively, for a transmission over one PDCH with a buffer setting of 5 seconds. In contrast to the results for a 63 seconds buffer, the time sequence graph in Figure 6 (a) shows that data losses occur at regular intervals. The transmission is limited by the network, since the outstanding data, shown in Figure 6 (b), stays way below the maximum value of the receiver window. The outstanding data varies between a few KB and 18KB, and the round trip time fluctuates between 2 and 9 seconds.
The regular variations in outstanding data and in round trip time are caused by data losses which result in a scenario that is repeated throughout the transmission every time a data loss occurs. As the sender increases its transmission rate, more data is buffered in the BSSGP buffer, and eventually data is discarded because it has been stored for the maximum holding time. The sender reduces its transmission rate and retransmits the discarded data. The BSSGP buffer empties, and then the same sequence of events is repeated all over again. The same scenario occurs also for a transmission over three PDCHs, as shown in Figure 7 . Data is discarded from the BSSGP buffer at regular intervals also in this case, as shown in Figure 7 (a), but not as frequently as for the transmission over one PDCH. The BSSGP buffer does not fill up as fast, since more bandwidth is available over the radio interface with three PDCHs. Figure 7 (c) shows that the round trip time is about the same as for the transmission over one PDCH. The reason is that the maximum holding time of the BSSGP buffer is short enough to set an upper limit on the round trip time regardless of the number of PDCHs. Figure 7(b) shows that the outstanding data varies between a few KB and 35KB which is higher than for the transmission over one PDCH. This comes from the fact that more bandwidth is available over three PDCHs. Figure 8 shows a detailed graph from the transmission over three PDCHs illustrated in Figure 7 . The graph shows an example of the TCP behavior at the server side when data is discarded from the BSSGP buffer. The transmission rate is limited by the network, which can be concluded by looking at the graph. The upper stair shaped line representing the advertised receiver window is never reached.
At 03:57 a segment is retransmitted due to the incoming SACK which indicates that a segment is lost. The next SACK received triggers the transmission of a new segment. Then three segments are retransmitted due to the incoming SACKs. In total four segments are discarded, since they could not be transmitted over the radio interface before their maximum holding times were reached.
Discussion of Results
The results depend both on the buffer setting and on the number of PDCHs used. TCP throughput remains almost the same for both buffer settings, but it increases with an increasing number of PDCHs. The round trip time is strongly related to the buffer setting, and the 63 seconds buffer results in an extremely long round trip time, almost 48 seconds for one PDCH in this case. The transmission is receiver limited and up to 64KB may be buffered in the GPRS network. The 5 seconds buffer gives a shorter round trip time, but at the cost of data loss due to BSSGP buffer overflows. The transmission is network limited, since data is discarded from the BSSGP buffer. However, the retransmitted TCP segments do not waste any radio resources, since the lost data is discarded from the BSSGP buffer before it is transmitted over the radio link.
The long round trip time caused by a BSSGP buffer setting of 63 seconds is not a problem for the throughput of the considered bulk transfer. From a user's perspective, on the other hand, a long round trip time may be undesirable. If a user chooses to interrupt a transmission, for example by pressing the stop button in a web browser, then data buffered in the BSSGP buffer must first be transmitted before the user can receive any new data. Excessive buffering and long round trip times may also cause problems for interactive traffic if data is transmitted over both bulk and interactive connections simultaneously. The interactive traffic may also suffer in case of data loss, since TCP reacts slowly to errors when the queuing delay in the BSSGP buffer results in a long round trip time.
The measurements indicate that problems due to excessive buffering can be allevi- ated by decreasing the BSSGP buffer setting. A BSSGP buffer of 5 seconds reduces the maximum round trip time with 80%, from 48 to 9 seconds, for one PDCH and with 50%, from about 17 to 8 seconds, for three PDCHs.
Interaction with Preemption
The focus of the measurements presented in this section is to investigate how a GPRS data transfer is affected when it loses all its resources due to preemption by circuitswitched calls with higher priority. In order to preempt the GPRS resources, circuitswitched calls are set up between GSM terminals located in the same cell as the GPRS client. The GPRS client itself does not take part in any of the circuit-switched calls. We use the term preemption period to denote the time interval during which there are no resources available for GPRS traffic, because all resources are occupied by circuitswitched calls. The preemption periods tested are 3, 6, and 15 seconds. The measurements are conducted for BSSGP buffer settings of 63 and 5 seconds. Each measurement lasts in total for 40 minutes and during this time the GPRS resources are preempted completely at least 30 times. The time between two consecutive preemption periods is one minute and during this time data is transmitted to the client over 3 PDCHs. Table 2 gives an overview of the results. The table shows throughput, percentage of retransmissions, and round trip time statistics for the tested preemption periods and BSSGP buffer settings. There are two general observations that can be made from the overview of the results. The first is that the performance of TCP does not degrade with the length of the preemption periods in the tested time interval, as the results are similar for preemption periods of 3, 6, and 15 seconds. The second is that the results are almost the same for both BSSGP buffer settings which is in contrast to the results for three PDCHs in Section 4. The throughput, the percentage of retransmissions, and the average round trip times are now similar for both BSSGP buffer settings. Further comparison with the results for three PDCHs in Section 4, shows that preemption results in lower throughput, higher percentage of retransmitted data, and shorter average round trip times. The transmission is network limited for both BSSGP buffer settings, also for 63 seconds. In contrast to the measurements in Section 4, the data losses are unrelated to the BSSGP buffer setting. Data is not stored long enough in the BSSGP buffer for the maximum holding time to expire. The traces of captured traffic indicate that data losses occur every time the GPRS data transfer is preempted. This is due to the BSC buffer being immediately flushed when the GPRS resources are preempted. Depending on the length of the preemption periods, buffered data may also be discarded from the GPRS terminal. The transmission is stalled during the preemption period and in order to restart the transmission again after the preemption period, new data transmitted from the server or an acknowledgment from the client is required. This is explained in further detail in the next subsection.
Overview of Results
Detailed Analysis
Even if the TCP performance is almost the same for all preemption periods, slightly different scenarios were found in the trace files. The traces for preemption periods of 3 and 6 seconds show a similar pattern of TCP behavior and GPRS signaling. As the results are similar, we present only the results for 3 seconds preemption in more detail. For 15 seconds preemption another series of events are triggered. Other GPRS signaling messages are transmitted and TCP uses another strategy for error recovery. The results for 15 seconds preemption are presented, and we explain how they differ from the results for the shorter preemption periods.
Preemption periods of 3 seconds
The result for preemption periods of 3 seconds with the BSSGP buffer set to 63 seconds is shown in Figure 9 . Figures 9(a) , 9(b), and 9(c) show the sequence number evolution, the outstanding data, and the round trip time values, respectively. Figure 10 shows the corresponding result for a 5 seconds BSSGP buffer setting. There is no clear visible difference between the graphs for the different BSSGP buffer settings. The time-sequence graphs show that data losses occur every minute which is each time the GPRS data transfer is preempted. This indicates that the transmission is network limited for both settings of the BSSGP buffer. Except for the first minute of transmission, the outstanding data peaks at 16KB for both buffer settings, and the round trip time varies between 1 and 4 seconds.
The transmissions are network limited for both BSSGP buffer settings, but the reason for data loss cannot be that data is discarded because it has been stored for the maximum holding time. A closer examination of the trace files indicates that data is discarded from the BSC buffer immediately as the transmission is preempted. In the typical case, about ten segments are discarded every time the transfer is preempted. The transmission is stalled for a few seconds due to the preemption. Then it is restarted again because an acknowledgment is transmitted from the client to the server. The acknowledgment has been buffered in the GPRS terminal during the preemption period.
A typical preemption scenario is illustrated in detail in the time-sequence graphs in Figure 11 . These graphs are taken from the results for the 63 seconds BSSGP buffer, but the same scenario is also found in the traces for the 5 seconds buffer. The trace from the server is shown in Figure 11(a) , and the client trace for the same time is shown in Figure 11 (b). The time indications on the x-axis are relative to the first segment captured in the server and client trace files, respectively. Both the traces from the end hosts are required in order to determine the actual sequence of events.
The graphs in Figure 11 show that the 3 seconds preemption period results in a pause in the TCP transfer of about 7 seconds. The client trace in Figure 11 (b) clearly shows that no data is received for 7 seconds, between 10:08 and 10:15. According to the server trace in Figure 11(a) , the server has eleven outstanding segments at 10:08. The client receives and acknowledges three of these segments before the preemption period. The acknowledgments are buffered in the GPRS terminal and do not reach the server until after the preemption period. The rest of the outstanding segments are lost and hence not found in the client trace. At 10:13 the retransmission timer expires and the server retransmits the first outstanding segment, but this retransmitted segment is also lost. At 10:15 an acknowledgment that has been buffered during the preemption period arrives at the server. The incoming acknowledgment triggers the server to transmit a new segment. The client transmits a SACK in response, since eight segments are missing. The server transmits one more new segment before the lost segments are retransmitted one by one each time an acknowledgment arrives. The retransmitted segments arrive out of order at the client, since the client has already received two new segments with higher sequence numbers. Out of order segments are indicated with an O in the graph.
In total nine segments (including the first retransmission) are discarded from the BSC buffer during the preemption period. The transmission is restarted after the preemption period by an acknowledgment that has been buffered in the GPRS terminal. This is further supported by inspecting the trace from the Abis interface. The first event captured at the Abis interface after the preemption period is a request for an uplink channel from the client.
Every time the transfer is preempted, data is discarded immediately from the BSC buffer. The SGSN buffer, on the other hand, does not discard any data due to preemption. Data is stored in the SGSN buffer for the maximum holding time also when the transfer is preempted. This is clearly illustrated in the detailed traces from the the first preemption period. 2 In Figure 12 the first preemption period of 3 seconds for the 63 seconds buffer is shown. Before the transfer is preempted, the outstanding data reaches the maximum receiver window of 64KB. In the server trace in Figure 12 (a), this is illustrated, since the segments, are drawn just below the stair shaped line representing the advertised receiver window. The transmission is paused for nearly 7 seconds due to the preemption period. Ten segments are discarded from the BSC buffer when the transfer is preempted, and the rest of the segments transmitted before the pause are buffered in the SGSN until the transfer is resumed after the preemption. The lost segments are retransmitted because of the SACKs that are received after the preemption period. The pause in the transmission is clearly shown in the client trace in Figure 12(b) , since there is a gap in the sequence of incoming segments. The lost segments are immediately discarded from the BSC buffer when the transfer is preempted, and not because they have been stored for the maximum holding time. The maximum holding time does not come into play, since the buffer is set to 63 seconds. The first 13 segments received after the gap were stored in the SGSN As mentioned above, the results presented in this section applies also to preemption periods of 6 seconds, since the data loss pattern and error recovery are almost the same for 3 and 6 seconds preemption. The traced preemption periods cause data loss of approximately ten segments, and, since the transfer is restarted by an acknowledgment, TCP uses fast retransmit and fast recovery to recover from the data loss. Even though the results in Table 2 are similar for all settings of the preemption period, the traces for 15 seconds preemption reveals a slightly different scenario for error recovery, as discussed next.
Preemption periods of 15 seconds
The behavior of TCP is similar for both BSSGP buffer settings also for 15 seconds preemption. Figure 13 and Figure 14 show the results for BSSGP buffer settings of 63 and 5 seconds, respectively. The results in the graphs are similar to those for 3 and 6 seconds preemption described in the previous section. The outstanding data reaches 16KB, and the round trip time peaks at 4 seconds. Higher values are only reached once before the first preemption period. Preemption of 15 seconds also causes data loss in the BSC of approximately ten segments. In the typical case a preemption period of 15 seconds is long enough to cause timer-driven retransmission and slow start instead of fast retransmit and fast recovery. The transmission is restarted by a retransmission from the server rather than by an acknowledgment from the client. Figure 15 shows a typical scenario from the server and client traces of 15 seconds preemption for a BSSGP buffer setting of 63 seconds. A similar scenario occurs also for a 5 seconds BSSGP buffer. The server trace in Figure 15 (a) shows that during the 15 seconds preemption period the server times out twice before acknowledgments start to come back from the client. The client trace in Figure 15 (b) shows that, after the preemption period, the second retransmission arrives as a duplicated segment (indicated with an R). The client transmits an acknowledgment in response to the retransmitted segment. A comparison between the server and client traces indicates that nine segments (including the first retransmission) are lost due to the preemption, and that the time out events cause the server to enter a slow start phase in which the lost segments are retransmitted.
In contrast to the typical scenario for the shorter preemption periods, the first event after the preemption is a retransmission from the server, not an acknowledgment from the client. The preemption period of 15 seconds is long enough for the GPRS terminal to empty its buffer, and therefore there are no buffered acknowledgments to transmit after the preemption period. The Nethawk trace from the Abis interface supports this scenario, since it indicates that the second retransmission triggers a request for a downlink channel as the first event after the preemption period.
As for 3 seconds preemption, the preemption period of 15 seconds also causes loss of nearly ten segments. It would be reasonable to expect the error recovery to take longer to complete after a preemption period of 15 seconds than for a shorter preemption period. This is however not the case. It takes approximately 20 seconds in both cases from the beginning of the pause in the transmission until all the lost segments are recovered. For the shorter preemption periods of 3 and 6 seconds, incoming acknowledgments trigger fast retransmit and fast recovery, and for 15 seconds preemption the server times out and uses slow start instead. Since nearly ten consecutive segments are lost, slow start is more efficient than fast retransmit and fast recovery which compensates for the longer preemption period. 
Discussion of Results
The results are similar for both buffer settings and all preemption periods tested, as described above. Packet losses occur at regular intervals that coincide with the preemption periods. After the initial slow start phase the transfer stabilizes and the outstanding data reaches levels of about 16KB, and the round trip time varies between just above 1 second and 4 seconds. The preemption periods cause data loss of up to eleven segments, e.g. 16KB, which corresponds to all outstanding data. The congestion window does not have enough time to increase more, since the time between consecutive preemption periods is only a minute. The only time when the outstanding data is above 16KB is before the first preemption period. If the time between the preemption periods had been longer, then the results for the 63 and 5 seconds buffer settings would differ, because the round trip times would be longer and the amount of outstanding data larger for the 63 seconds buffer.
The time it takes for TCP to recover from data loss is almost the same regardless of the length of the preemption period. The preemption periods of 15 seconds result in retransmission time out and slow start in the typical case. After the shorter preemption periods, on the other hand, fast retransmit and fast recovery are used instead. Since almost ten consecutive segments are lost due to preemption, slow start leads to quicker recovery which compensates for the longer preemption period.
In the measurements the BSC discards buffered data immediately as the GPRS transfer is preempted, and then new data, either an acknowledgment from the client or a retransmitted segment from the server, is required in order to start the GPRS transfer again after the preemption period. The TCP performance would improve if the BSC waited for a short time before it flushes its buffer, and if data buffered in the SGSN was transmitted as soon as GPRS resources became available again after a preemption period.
Related Work
Most studies of TCP over GPRS are based on analytical models and simulations. They also often focus on the performance of the GPRS system as a whole, rather than on the performance experienced by an individual GPRS user.
Some interesting studies performed through simulation and analysis are presented in [4, 9, 10, 13, 16, 20, 25, 27, 29] . The impact of GPRS radio channel parameters on TCP performance is examined in [16, 20, 29] . The effect of sudden delays that typically occur in a GPRS network is described for different TCP implementations in [9] . In [10] an evaluation of the Eifel algorithm for TCP over GPRS is presented, and the performance of the Snoop TCP protocol over GPRS is examined in [25] . In [13] throughput and buffer usage in GPRS are analyzed and compared to GSM. In [26, 27] an active queue management scheme for cellular networks is proposed and evaluated through simulation. The analysis and simulation study in [4] suggests buffering of preempted GPRS data during preemption periods as a means to improve the blocking probability for GPRS.
The work described in [3] and in [11] is closely related to ours, since both studies are performed in an environment with real network nodes and protocol implementations. In contrast to our measurements, the studies do not experiment with different buffer settings, but as real networks are used aspects of buffering are also taken into account. Gurtov et al. [11] describe measurements conducted in a public GPRS network and in a GPRS testbed provided by Sonera. The GPRS testbed is similar to the testbed we use. Performance measures of throughput, round trip time, delay, data loss, and buffer size, are conducted. The behavior of TCP, LLC, and RLC is examined in detail by inspecting traces from the Abis and Gb interfaces. Both stationary and mobile conditions are considered. The measurements presented in [3] are conducted in Vodafone UK's public GPRS network. The characteristics of GPRS links are examined, and the impact of excessive buffering on TCP behavior is illustrated and explained.
According to [3] and [11] , the over-sized network buffers used in many commercial networks may result in very long round trip times when the buffers in the GPRS network are filled. The buffering in Sonera's GPRS network is measured to 50KB for tests with TCP [11] , and tests with UDP reported in [3] indicate that over 120KB of UDP data can be buffered in Vodafone UK's GPRS network. In [11] it is suggested that the optimal buffering per user is 5-10 packets, i.e. 7-15KB, in a GPRS network with a bandwidthdelay product of less than 5KB.
In [3] a proxy between the GPRS network and the fixed network is proposed, as a means to reduce the amount of buffered data. The proxy splits the TCP connection into two connections and uses a technique called TCP cwnd clamping. The congestion window used on the proxy side of the GPRS network is set to a fixed value which is closer to the bandwidth-delay product for the radio link. The proxy also sets the advertised receiver window in the acknowledgments going back to the TCP sender in order to limit buffering in the proxy.
Other authors also suggest adjustment of the advertised receiver window as a simple solution to limit the maximum amount of data TCP transmits to the GPRS network. The advertised receiver window could either be set once before a TCP connection is established [21] , or it could be adjusted dynamically based on information about the radio channel from lower layers [17] . The advantage of adjusting the advertised receiver window is that it does not require any modification to the GPRS network, but the disadvantage is that all GPRS clients must be configured.
In [26, 27] an active queue management scheme is proposed as a means to avoid over-buffering in cellular networks, such as GPRS and third generation cellular networks. In contrast to other active queue management schemes, the proposed scheme uses the bandwidth-delay product of the wireless link to limit the instantaneous queue size. It also applies a deterministic dropping policy. The scheme is evaluated with good results in a simulated third generation cellular network.
The problem with long round trip times as a result of excessive buffering is also illustrated by our measurements. Furthermore, our measurements indicate that queuing delays can be reduced without much negative effect on throughput, if the BSSGP buffer is decreased. This implies that it may not be necessary to use active queue management, add a proxy, or modify the advertised receiver window in order to improve TCP performance. The operators could easily adjust the BSSGP buffer setting to a smaller maximum holding time instead.
In [11] mobility and cell re-selection are examined, both in the testbed and in the public network provided by Sonera. The measurements in the public network indicate that the GPRS data transfer is stopped for 3 to 15 seconds, when cell re-selection occurs. In the test network cell re-selection lasts for 2-5 seconds. Cell re-selection causes data loss of about ten TCP segments in the downlink, because data buffered in the BSC is discarded instead of being transmitted to the new cell.
The preemption periods tested in our measurements are similar to the time it takes for cell re-selection to complete. Cell re-selection seems to have a similar impact on TCP performance as preemption, since the BSC discards all buffered data in both cases. In the preemption case, TCP performance would suffer less if buffered data was guarded by a timer before it is discarded or if data was buffered until resources for GPRS traffic become available again after the preemption period. As long as traffic classes are differentiated and preemptive priority is applied, problems related to preemption must be taken into account.
Conclusions and Future Work
In this paper we experimentally evaluate TCP performance over GPRS. In particular we investigate the impact of buffering in the GPRS network on TCP performance. The setting of the BSSGP buffer does not appear to greatly influence TCP throughput. However, a large BSSGP buffer may cause very high delays in the system. This may lead to problems if interactive traffic is to coexist with bulk transfers. In our measurements a BSSGP buffer setting of 63 seconds leads to queuing delays of up to 48 seconds when a single PDCH is assigned to GPRS. In this situation a user that downloads a large web page and decides to move on to another location would have to wait at least 48 seconds before data for the new page can start to appear. This is clearly an undesirable scenario. Measurements with a BSSGP buffer setting of 5 seconds indicate that smaller buffer settings can be used to reduce queuing delays with only marginal impact on throughput.
The impact of preemption on performance is also studied. We investigate what happens when GPRS traffic is preempted by high priority traffic, i.e. circuit-switched calls. In this situation data that is buffered in the BSC is immediately discarded when the GPRS resources are lost. Data that is stored in the SGSN buffer remain in the system until their maximum holding time expires. New data, either in the form of a retransmitted segment or in the form of an acknowledgment buffered in the GPRS terminal, is needed to start up the transfer again after the preemption period ends. Since several TCP segments get lost when the BSC buffer is flushed it takes a substantial amount of time to recover even for short preemption periods. For a preemption period of 3 seconds it normally takes over 20 seconds to recover. This problem could potentially be avoided by applying a timeout period before flushing data from the BSC buffer when the GPRS resources are preempted. Another alternative would be to leave the data in the buffer until resources become available again. Data buffered in the SGSN buffer should also be immediately transmitted when resources for GPRS become available again.
A GPRS measurement testbed that combines the use of real network equipment and protocol implementations with a precise control over radio channel conditions is used for the experiments. Unlike simulations and live measurements, the testbed supports TCP performance measurements over a real GPRS network, yet it provides a repeatable environment in which a wide range of parameter settings can be explored. At the same time, we must be aware that the presented results are not directly applicable for all GPRS systems. Since the handling of buffering is partly system dependent, a testbed with a different hardware and software configuration will produce different results. Still, we feel that real measurements in a controllable environment are invaluable for the understanding and enhancement of TCP performance in the GPRS system.
Our plans for future work include further experiments with different buffer settings and how these affect various application models. We also plan to examine TCP performance when the number of available PDCHs varies dynamically. Measurements of mobility would allow for interesting comparison with the results from the preemption measurements.
