Introduction
Variable metric methods such as the DFP algorithm tend to be very sensitive to factors that weaken their approximation to the conjugate gradient method (e.g., nonquadratic terms in the objective function, line-search inaccuracy, roundoff errors). It has been known for a long time that this sensitivity is substantially affected by the scaling of the objective function. In Part I of this paper it was demonstrated that this sensitivity actually depends on the "single step convergence rate" which is a bound on the stepwise decrease in function value. This bound is a function of the condition number of the matrix R = D"12V2f(x)D"12 where D is the current iiuverse Hessian approximation. Poor scaling of the objective function (through multiplication by a scalar) may cause this condition number to increase during the process of minimization. Consequently, this will cause deterioration in the single-step convergence rate, and will increase the algorithm's sensitivity to the destructive factors mentioned above.
The self-scaling variable metric algorithms mentioned in Part I of this paper form a two-parameter family of variable metric algorithms where the parameters are restricted so as to guarantee monotonic decrease in the condition number of R when the algorithms are applied to a quadratic function. This will consequently insure good scaling. Algorithm 1 below describes the general family of self-scaling variable metric algorithms, based on the theory presented in Part I of this paper.
Step 5. Set Step 6. Add one to i and return to Step 2. In summary of Part I of the paper we list below the main properties of the above algorithm.
1. Di is positive definite for any i provided that Do is positive definite and pi qi > 0 2. In the quadratic case the algorithm is a conjugate gradient algorithm, provided Do = I, and converges in n steps.
3. In the quadratic case the condition number of Ri is monotonically decreasing. In this part of the paper we are concerned with the practical implementation of SSVM\1 algorithms. The practical value of Algorithm 1 depends on the possibility of implementing Step 4 without evaluating the eigenvalues of Ri. Fortunately, it is possible to generate scaling factors -yi using only readily available information. We develop a family of formulae for generating yi and investigate its properties. We also discuss the implications of varying -yi in Algorithm 1. Experimental results are provided for a particular SSV1\'I algorithm that has been tested in comparison with the DFP method on several functions.
A Convex Class of Scaling Factors
In this section we introduce a convex class of formulae for computing -yi that satisfy the requirement of Step 4 in Algorithm 1. These formulae use only information that is already generated in the algorithm for other purposes. 
A Class of SSVM Algorithms
The scaling-factors generator developed in the last section can be incorporated in Algorithm 1 to form the following class of SSViA algorithms.
Algorithm 2.
Begin with any starting point xo.
Step 1. Set i = 0 and choose Do to be a positive definite matrix.
Step 2. Set di = -Digs.
Step 3. A\linimizef(xi + ada) with respect to a > 0 to obtain ai, pi = aedi,xi+, xi + pi, gi+1 = Vf(xi+1) and qi = g+1 -g
Step 4. Choose ' In view of the above definition it follows that condition (30) is a necessary and sufficient condition for -y to be an optimal scaling factor. This condition is given in terms of the eigenvalues of P0. Using the results of Theorem 2 we obtain a sufficient condition for optimality of -y in terms of the eigenvalues of R. 
Alternative Strategies and Related Properties
In certain cases difficulties associated w ith poor scaling can be eliminated merely by iniitially scaling the problem. This corresponds to choosing a sequence {7i} such that i= Unfortunately, in a general purpose algorithm scaling only on the first iteration may be insufficient. When considering nonquadratic functions one may expect that the changes in the Hessian, as the algorithm proceeds, may cause the eigenvalues of the matrix Hl'2DiSH12 to drift aw-ay from unity unless the problem is rescaled. Thus in these cases the initial scaling algorithm may eventually lose the properties associated with self-scaling. Cases in which initial scaling is insufficient are not always predictable. Thus using the above strategy may not always overcome the deficiencies of classical variable metric algorithms. An example wNhich illustrates such difficulties is discussed in ?6.
It is clear that the changes in the Hessian could be compensated by using occasionally as i 1. However this may raise the question of how often to scale. Algorithm 2 resolves this problem by readjusting -yi at each step. Unfortunately, by allowing the scaling factor -yi to vary we lose the property Dn = H-1 in the quadratic case ("Property 1"). On the other hand, we ensure monotonic improvement in the single-step convergence rate which is implied by monotonic decrease in K (Ri) ("Property 2"). In the remainider of this section we compare the "initial scaling" strategy with that used in Algorithm 2 by discussing the implications of trading Property 1 for Property 2. This discussion also applies to comparison between SSViAI and classical variable metric algorithms and is the key to understanding the results of the experiments presented in ?6.
The trading of Property 1 for Property 2 is meaningless in the quadratic case where Do = I and exact line search is perforined. This is because in this case Algorithm 1 will become the conjugate gradient algorithm independently of Step 4, generating a unique sequence of points that converge to the minimum in n steps. Property 1 in that case would provide a Newton step on the (n + 1 )th iteration which yields the minimum. However it is redundant, since the minimum is reached in n steps by virtue of the conjugacy. Propeity 2, on the other hand, ensures that the decrease in the function at each step N-ill be at least as good as for steepest descent. This superiority to steepest descent, how-ever, is again secured by the fact that the algorithm is conjugate gradient (see Luenberger [5] ).
In order to understand the meaning of trading 1'roperty 1 for 2 and to predict the consequences in practical cases, w-e have to consider in a more heuristic manner a perturbationi from the ideal that will destroy the conjugacy and the ??-step convergence. Such a perturbation may be associated with inaccurate linle search, nonquadratie terms in the objective function, or roundoff errors. It may be argued that in such a ease Property 1 will still tend to provide a good step every (mi + 1 )th iteration if the progress at initermediate steps is poor. If for example the algorithm jams for n. steps in a small nieighborhood, the Dn+? w-ill be a good local approximationl of the inverse Hessiani, yielding an approximate Newton step. Property 2, on the other hand, will imprQve the progress oni each step.
On the basis of the above argument, we may anticipate an advantage for Property 1 in the case of a difficult functioni with few variables. In such a case having a good step every (n + 1 )th iteration will compensate for the poor initermediate steps. As the number of variables becomes larger the importance of Property 1 decreases while that of Property 2 increases. This can be explained by the infrequency of the good steps provided by Property 1 and the increase in the cumulative contribution of the good intermediate steps provided by Property 2. Furthermore when the number of variables n is large, the number of iterations required to obtain a reasonable approximation to the solution may be expected to be a low multiple of n or even less than n. The above argument is illustrated in Figure 1 in which the steepest descent method that converges linearly is used as a reference. 
Numerical Experiments and Discussion
The numerical experiments were aimed at testing the effect of self-scaling and at verifying the theory presented so far. Since testing the effect of varying the parameters SOi and Gi in Algorithm 2 was out of the scope of this paper, we used only a special case of that algorithm where Gi = spi = 0 for all i. This algorithm was compared with the DFP algorithm, which corresponds to 6i = 0 and 'yi = 1 for all i. Both the SSVM\l and the DFP algorithms were run with and without restarting after every n steps.
These algorithms were already compared for two test problems in Part I of this paper. In the first example, it was demonstrated that the SSVI\i algorithm is far less sensitive to nonquadratic terms in the objective function than the DFP method. Furthermore, in contract to the DFP algorithm, the SSVM\1 is always better than steepest descent. In a second example for which detailed results are given in [5] , it was shown that the SSVM algorithm is far less sensitive to the line search inaccuracy than the DFP algorithm. It was also demonstrated that the DFP method may become inferior to steepest descent in the presence of a small error in line search, while the SSVM algorithm is always at least as good as steepest descent. In the quadratic case with exact line search both algorithms performed identically, as is implied by the theory.
In the rest of the experiments described below we use several nonquadratic test problems with the variables ranging in number from two up to fifty. The results of these experiments are summarized in Table 1 Minimum point: x* = (1, 1,1, 1 ).
Starting point: = (-3, -1, -3, -1) . The results given in Table 1 show that for a small number of variables the DFP algorithm has an advantage. However, as the number of variables increases, the SSVM algorithm becomes better. In the cases we ran, the SSVM algorithm was better than DFP for functions with more than six variables. This behavior can be explained by the fact that the DFP algorithm has Property 1 mentioned in ?5 while the SSVM algorithm has Property 2. The argument given in ?5 regarding the tradeoffs between these two properties is supported by the results.
The limited experiments with the initial-scaling strategy were successful with the banana function. However the quartic function is a classical example where this strategy performs poorly. In the latter case the Hessian matrix at the minimum is identically zero and therefore as the algorithm progresses the eigenvalues of the Hessian as well as the eigenvalues of R drift constantly toward zero. Thus unless 7i is adjusted constantly, as occurs in the SSVM algorithm, 1/,yi does not remain in the span of the eigenvalues of Ri and the self-scaling property is lost. Nevertheless, this strategy was better than the DFP method except for one case in which the eigenvalues of the Hessian at the starting point were large so that the function had to be scaled down. This initial down-scaling proved disadvantageous in later stages when unscaling became necessary.
The quartic functions with large numbers of variables also illustrate cases where convergence can be achieved with the SSVA1I algorithms in fewer iterations than the number of variables. This again illustrates the advantages of Property 2 compared to Property 1 for a large number of variables. In fact, the detailed numerical results in [6] show that the SSVi\MI algorithm always was better than the DFP algorithm on the first n steps even in cases where the DFP method won. Thus if we stopped the algorithms before n steps, the SSVM would always yield a better approximation to the minimum than the DFP algorithm.
For some reason the number of gradient and function evaluations per line-search was slightly higher for the SSVM algorithm in all cases. This can only be explained by the fact that in the program used the heuristic parameters in the line-search were adjusted for the DFP algorithm which gave this method an advantage.
COMPUTATIONAL REMARKS
The numerical experiments were done on an IBM 360/65 computer with single precision. The program used was a modiffied version of the algorithm FELPO1\IIN (see [9] ) programmed in ALGOL W. The same program was used to test all the methods and only the updating formula was altered accordingly. The line-search was the same in all cases, and was based on cubic interpolation. The stopping rule for the linesearch was: Stop if the new point is obtained between the last two points, and the new function is lower than at the last two points. The new point was also required to satisfy the condition pi'qi > 0 to guarantee positive definiteness of the Di matrices. The stopping rule for the complete algorithm was based on the stepsize and the norm of the gradient. However, successful convergence always resulted in function values within 10-9 or less (depending oIn the function) from the minimum.
A feature added to the algorithms on a heuristic basis was to reset the inverse Hessian approximation to a diagonal matrix with random elements in the interval [0.1, 2] if the denominators in the updating formula became too small. However this was not done more than once in succession.
The algorithms had several error exits for the following cases:
(1) The direction of search was not a direction of descent. Further investigation is required to analyze the effect of varying the parameters spi and 6i in Algorithm 2, and to obtain criteria for choosing these parameters. A possibility that should be considered is to choose spi so that yi is as close as possible to unity. -yi wsill then automatically become unity if the problem is already well-scaled. The selection cpi = Oi = 0 used in this paper for demonstrating the virtues of self scaling, is by no means an optimal choice of these parameters. Further experiments (to be reported elsewhere) actually indicate that different values of spi and &i may lend to much better performance of Algorithm 2. Additional improvement may also be obtained by relaxing the line-search (see Oren [7] ).
