In a previous work [5] the authors developed formulas for the second order partial derivatives of the Perron root as a function of the matrix entries at an essentially nonnegative and irreducible matrix. These formulas, which involve the group generalized inverse of an associated M-matrix, were used to investigate the concavity and 
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: ('j Elsevier Science Publishing Co., Inc., 1985 tive and irreducible matrix A when the Perron root is viewed as a function of a single entry of the matrix. These formulas, which involved the group generalized inverse of a singular and irreducible M-matrix Q which can be associated with A, permitted the examination of whether the Perron root as a function of that entry is convex or concave.
It was therefore quite natural for the authors to seek parallel expressions for the second order partial derivatives of the corresponding Perron vector, and furthermore to use these formulas to investigate the Perron vector as a function of the matrix entries.
We mention that certain aspects of the dependence of the Perron vector on the matrix entries have already been investigated in [6] . The authors of that article (Elsner, Johnson, and Neumann) show that if one or any number of entries of one row, say row i, of an essentially nonnegative matrix are increased and all the other rows remain fixed, and if the ith entry of the Perron vector is held a fixed constant equal to 1, then the remaining entries of the Perron vector strictly decrease. This behavior should be contrasted with the behavior of the Perron root, which strictly increases under the circumstances just described.
Of the two proofs provided by Elsner, Johnson, and Neumann one was analytical. It rested on the fact (see Wilkinson [16, that if an n x n matrix possesses a simple eigenvalue, then in a sufficiently small neighborhood of A in the space of all n X n matrices a corresponding eigenvector, subject to a fixed normalization, is an analytic function of the entries of the matrix and, as such, its entries are infinitely many times differentiable functions in that neighborhood. This underlying approach of [6] will continue to be taken for the most part of the present paper. In Section 3 of this paper we shall briefly continue to investigate the first derivative of the Perron vector. We shall obtain different formulas for this derivative which correspond to different normalization strategies for the eigenvector. However, the main goal of this section will be to show that the group generalized inverse of a singular and irreducible M-matrix can be diagonally scaled, via a positive diagonal matrix, to an entrywise column diagonally dominant matrix. A probabilistic consequence of this result, which has been proved in the literature on Markov chains, though thought not to have been explicitly expressed, will also be presented.
We develop the main results of this paper in Section 4. As indicated earlier, we shall consider here only perturbation in one row of the matrix, and the normalization which we shall apply to the Perron vector will be to fix the value of the entry of this vector whose index coincides with the index of the row which is being perturbed. To simplify matters we shall assume that the entries of the perturbed row are either independent variables or linear functions in the same parameter. Roughly speaking, our results here indicate that if the perturbation is such that the Perron root is an increasing function in a neighborhood of A and if the group generalized inverse of the singular and irreducible M-matrix Q which we associate with A is itself an M-matrix, then in a neighborhood of A the Perron vector is convex. By means of an example we show, however, that if the entries of the row which is subjected to the perturbation are polynomials of degree higher than 1, then even if the group generalized inverse of Q is an M-matrix, the Perron vector need not be a convex function of the perturbation.
In Section 2 a brief summary of the notation and concepts which will be used in this paper will be given.
NOTATION AND TERMINOLOGY
In this paper we shall mostly be concerned with the class of the n x n essentially nonnegative and irreducible matrices @ ",'1:= { A=(a,j)~R"~"~a__ 'J 2 0 for i # j and A is irreducible}, where R"," denotes the set of all n x n real matrices, and where by an irreducible matrix is meant a matrix A = (a ij) for which for each pair of indices i # j, 1 < i, j < n, there exists a chain aii,,ai,i2,...,ai j of nonzero elements in A. We remark that a"," forms an open set in the set of all n x n essentially nonnegative matrices but not in R",". The symbols z ",n and %n will denote the set of all matrices in R"'" whose off-diagonal entries are nonpositive numbers and negative numbers, respectively.
Next, if f,(A) = det(hZ -A) is the characteristic polynomial of A, then for i # j, i, j = 1,. . . , n. In this paper we shall understand entrywise column diagonal dominance to mean a weaker property than (2.3): DEFINITION 2.1.
A matrix B = ( bij) E R Nan is entrywise column diago-
We next come to generalized inverses. Let B E R", ", and consider the matrix equations
(1) BCB=B, (2) CBC= C, and (3) BC= CB.
Let 0f p c {1,2,3}. Furthermore, for a vector u = (ui . . . u,,)~ 6 R", we shall reserve the symbol U to denote the (n -l)-vector given by u=(u, ... u,)T.
FURTHER OBSERVATIONS ON THE FIRST DERIVATIVE
We begin by deriving formulas for the first derivative of the Perron vector when this eigenvector is subjected to different normalizations. Assume then that J is an interval on the real line such that for each t E J, A( t ) is an n x n essentially nonnegative and irreducible matrix, and such that A( t ) is differentiable throughout J. For convenience, whenever no confusion may arise, we shall suppress tl,e argument t in all expressions involving A( t ), its Perrron root, and its Perron vector.
To obtain the various first derivatives of the Perron vector with respect to the different normalizations, let z = z(t) be an n-vector whose entries are Hence x' is given by (3.6). We next proceed to consider some special subcases.
Subcase l(i).
Suppose that p = 1, so that x is normalized so that its Z,-norm equals unity. Suppose further that A is column stochastic throughout J. As now z = e and N(Q*)= N(Q), we have .zTQ* = 0 because of the column stochasticity of Q. Thus in this special subcase Equation (3.6) reduces to x'= Q#A'x, a formula which has recently been obtained and investigated by Golub and Meyer in [8] .
Subcase l(ii).
Assume now that p = 2, so that x is normalized such that its Euclidean length is one. Then z = X. Let y be the left Perron vector of A normalized so that yTx = 1. Then on premultiplying (3.6) by y?' we obtain that yTx' = -xTQ*A'x.
Suppose further now that only the first row of A is variable over J and set n p:= C a;,x,. In addition '0 the condition that zTx = 1, we assume that z is (I constant vector throughout J. Then Equation (3.5) trivially reduces to (3.6).
We further note that subcase l(i) is also a subcase of the present case. However, of special interest to us now will be to examine the situation when only one row of A, say row 1, is perturbed and when the corresponding entry of Z, namely zI, is held a fixed positive constant throughout J while the remaining entries of .z are all zero. Thus, if Z, = 6, then the Perron vector r is subjected to the normalization that xI = l/6 throughout J. Without loss of generality let us assume that 1 = 1 and let p be given by (3.8). Then, as the last n -1 rows of A' are zero, A'x = be, and .zTQ#A'x = BSQE = (P/xr)QE, and so Equation (3.6) yields that or, specifically, for each i = 2,. . . , n, for i,j=l,..., n with i # j. That is, if D = diag( l/w r, l/w,, . . . , l/w,,), then DP# is an entrywise column diagonally dominant matrix (in the sense of Definition 2.1).
Proof
Without loss of generality we shall prove (3.12) for the case j = 1.
Since P is a singular and irreducible M-matrix, P = r(B)Z -8 for some 12 X n essentially nonnegative and irreducible matrix B. The constant matrix B can be embedded in a family of essentially nonnegative and irreducible matrices A = A(t), t E J, with the following properties: (1) the first row of the matrices in the family consists of nondecreasing differentiable functions on J, and at least one entry in this row is a strictly increasing function throughout J, (2) the remaining n -1 rows of the matrices in the family remain fixed throughout J, and (3) for some to E J, B = A(t,).
For each t E J, let x = r(t) be the Perron vector of A normalized so that xi = wi. Now, on the one hand, our assumption on the behavior of the first row of the matrices in the family imply that p = C a;,x, > 0
V't E J. lJ=l
On the other hand, the results of Elsner, Johnson, and Neumann [6, Theorem 3 . l] imply that x: < 0 for i = 2,. . . , n, from which our claim in (3.12) for the case j = 1 easily follows. n Next, if T is the transition matrix for a regular Markov chain, let Xi;') denote the following random variable:
DEFINITION. first
Xi;' is the number of times the process is in state Sj in the n stages when the process was initially in state Si.
According to Meyer [ll, Theorem 3.21 , if P = I -T, then ,"p$ P(XI;') -n(z -wyij) = pi7 for all i, j = 1,. . . , n, where E( .) denotes the expected value function. Thus Theorem 3.1 has the following corollary. COROLLARY 3.2 (Meyer [ll, p. 454, .
In an n-state regular Markov process, )_n~ { E( Xi;') -E( X;I")} < 0 whenever i f j, i, j = 1,. . . , n.
Proof.
The result follows directly from (3.12) since here wr = we = . . . = w, and since, as is well known, I-PP* has identical columns. n Let us consider some further implications of Equation (3.10). Since xi = 0 and since the last n -1 rows of A' are zero, it follows, using the notation for the partitioning of Q introduced in Section 2, that
and so, as QKK is a nonsingular h4-matrix, (Before continuing, we mention that (3.13) and (3.14) were first found in Elsner, Johnson, and Neumann [6] and served there for the analytical investigation of X' mentioned in the introduction.) Thus from (3.10) and (3.14) we have that 
The proof follows easily from considering (3.10) (3.14) (3.15) and the fact that Q&z? > 0. that in the sense of Definition 2.1, DP* is column
MAIN RESULTS
As indicated in the introduction to this paper, in this section we shall develop formulas for various second order derivatives of the Perron root with respect to the matrix entries under the assumption that only one row of the matrix is perturbed, which, without loss of generality, we shall take to be the first row. These expressions will allow us to investigate the convexity and concavity of the Perron vector as a function of the entries.
Throughout most of this section we shall make the following assumptions. (ii) If x is a right Perrcm vector of A E 9, then x has already been normalized so that its first entry is a fixed positive constant S.
We remark that the condition (4.1) which will considerably simplify our work here, is equivalent to the supposition that the first row in 9 consists either of entries which are linear functions in the same parameter, say t, or entries which are variables independent of each other.
We begin by obtaining a formula for the second differential of the right Perron vector. which is the first equality in (4.2).
To obtain the second equality in (4.2) let us derive explicit formulas for dr and d 2r. According to (2.6) dr= f at-da,j= i (Z-QQ*)j&i,j. From (4.6), (4.7), (4.9) and the third equality in (4.2) we observe that
Thus (4.11) follows at once from (4.10) as dr f 0.
n We now consider the implications of Theorem 4.1 in two special cases. Both cases occur when only one entry in the first row of A is perturbed. In the first case this entry is an off-diagonal entry, whereas in the second case it is the diagonal entry. An important assumption for our results here is that the entries of Q" beneath the (1,l) entry are negative. In the notation of Section 2 this means that Qgi < 0. We mention that in Neumann, Poole, and Werner [12] , the question is raised of characterizing all singular and irreducible M-matrices P for which P#E Z", ". In Deutsch and Neumann [5] it has been shown that if n = 2 or if P = r(B)Z -B, where B is an n x n essentially irreducible matrix of rank 1, then P* E Z2 'I. We further remark that since N(P) = N(P*), if P*G Z",", then P* is itself a singular and irreducible M-matrix, and that as an example due to Meyer [ll, p. 4621 shows, it is possible for the offdiagonal entries in a column of P* to be negative without P#E Z",". 
Proof.
The first equality in (4.13) follows easily from (4.12) (4.9) and (4.6), because here da,, = 0 for all u # s, u = 1,2,. . . , n. The second equality in (4.13) follows now from (2.5) and (2.6). Finally, if Q,", < 0, then af/a~, > 0, so that Xr is a convex function of the (1: s) entry in a neighborhood of A in cp . n. n 
Similarly to the proof of (4.13), the proof of the first equality in (4.14) follows from (4.12), (4.9), and (4.6) as here da,,, = 0 for u = 2,. . ., n.
The second equality in (4.4) is now a direct consequence of (2.5) and (2.6).
Next, after some manipulation with a formula for the group inverse of a row stochastic singular and irreducible M-matrix obtained by Meyer in 111, Theorem 5.11, the following identity can be derived:
[y,SQ,,: -031 n: = -8Qk. (4.14) now follows by substituting (4.15) in the second equality of (4.14).
Finally, if Q,", < 0, then it is immediate from (4.14) that a2?/af, > 0, so that X is convex in some neighborhood of A in a",". n
REMARKS.
( (iii) Consider now A E Cp", n given in (3.16). As seen from (3.17), Q$i L 0. On letting S = 1, our computations using (4.15) shows that a'?( A) ~ A ( 0.93750 a;, 060000 -0.12500) r.
We therefore conclude that, in general, if A E a"," and Q;i*i 4: 0, then X is not necessarily a convex function of the diagonal entry in a neighborhood of A in @"3".
(iv) In connection with the computation in the previous remark, since Qzi < 0 by (3.17), using the same normalization S = 1 we have thought to verify the results of Theorem 4.2. Here the rightmost expression in (4.13) yields for A in (3.16) that a'%( A) ~ G ( .65625 .75000 .625OO)r.
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We conclude this paper with a counterexample showing that if the variable row of the matrix, which we shall continue to assume to be the first row, does not consist of entries which are linear functions in the same parameter or variables which are independent of each other, then X, the truncated Perron vector, need not be a convex function of the entries in a neighborhood of A E @"zn even if Q"= (r(A)Z -A)"E Z;,". For that purpose let w(t) be a nonnegative function on the interval J. Let A, = (a ij) E @2,2 be a nonnegative matrix, and define A(t) = A, + w(t)e,y', t E I, (4.16) where y = (yi, ys)r is a left Perron vector of A,. As mentioned earlier in this section, Q"(t) = [r(A(t))I -A(L)]#E Z2' for all t E J. Next, because it follows that r@(t))= +%)+YP@).
(4.17)
Thus, if x(l) = (1, X(t))r is the right Pen-on vector of A(t), t E J, normalized so that its first entry is the fixed constant 1, then the eigenvalue-eigenvector relation A( t )x(ti = r( A(t))x(t) yields, by (4.16) and (4. so that X is concave function in a neighborhood of A, which lies in the matrix interval A( t ), t E J. If, however, w( t ) = t k with k >, 3, then (4.19) 
yields that
,"( A,) = X"(0) = 0, so that at A,, X( t ) has a point of inflection.
