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Master equation approach for interacting slow- and stationary-light polaritons
M. Kiffner1 and M. J. Hartmann1
1Technische Universita¨t Mu¨nchen, Physik-Department I, James-Franck-Straße, 85748 Garching, Germany
A master equation approach for the description of dark-state polaritons in coherently driven
atomic media is presented. This technique provides a description of light-matter interactions under
conditions of electromagnetically induced transparency (EIT) that is well suited for the treatment
of polariton losses. The master equation approach allows us to describe general polariton-polariton
interactions that may be conservative, dissipative or a mixture of both. In particular, it enables us
to study dissipation-induced correlations as a means for the creation of strongly correlated polariton
systems. Our technique reveals a loss mechanism for stationary-light polaritons that has not been
discussed so far. We find that polariton losses in level configurations with non-degenerate ground
states can be a multiple of those in level schemes with degenerate ground states.
PACS numbers: 42.50.Gy,32.80.Qk,42.50.Xa,42.65.-k
I. INTRODUCTION
Photons are ideal carriers for quantum information
over long distances. This is due to the large propaga-
tion speed of light and the fact that photons in free
space do not interact with each other. On the other
hand, the generation of highly entangled light fields and
the realization of photon gates requires strong photon-
photon interactions [1]. Nonlinear media can mediate an
effective interaction between photons, but the strength
of this induced coupling is usually weak. Thus the re-
alization of strong photon-photon interactions is a ma-
jor challenge in quantum information science. Similarly,
strong photon-photon interactions are a key requirement
for quantum optical implementations of highly correlated
many-body systems [2]. A substantial research effort
[3–14] is currently devoted to these systems where com-
bined excitations of light and matter, i.e. polaritons,
reproduce the dynamics of bosons with tunable mass
and different interaction types. Several effects in corre-
lated many-body systems were considered, including the
realization of Bose-Hubbard models [3–6, 14], quantum
transport [8, 9], nonlinear effects in driven dissipative
systems [7, 15], Bose-Einstein condensation [11], and the
realization of a Tonks-Girardeau gas [10, 12, 13] of po-
laritons.
Dark-state polaritons [16–18] represent bosonic quasi-
particles that arise in light-matter interactions under
conditions of electromagnetically induced transparency
(EIT) [19]. The generic EIT scheme consists of a gas
comprised of three-level atoms in Λ configuration that are
driven by a strong control field and a weak probe field on
separate transitions. EIT gives rise to a multitude of in-
triguing effects like the slowing and stopping of light [20–
22], the coherent storage and retrieval of light [16, 17, 23–
25] and stationary light [11, 26–33]. Of particular rel-
evance for quantum optical realizations of strongly cor-
related many-body systems is stationary light where the
polaritons experience a quadratic dispersion relation like
bosons in free space. Moreover, EIT in atomic four-level
systems gives rise to a strongly enhanced Kerr nonlin-
earity for the probe fields [34–40]. This effect results in
a two-particle contact interaction between the polaritons
that can be conservative [12, 41] or dissipative [13].
Experimental setups that show great promise for the
realization of strongly correlated polariton systems are
arrays of coupled microcavities doped with emitters [42–
46] or optical fibers that couple to atoms [47, 48]. In
general, strong light-matter interactions require the con-
finement of light to small interaction volumes. Here we
consider the experimental setup [47] shown in Fig. 1,
where photons and atoms are simultaneously confined
to the hollow core of a photonic-crystal fiber, and the
level scheme of each atom is shown in Fig. 2. Since the
light-guiding core of the optical fiber is of the same order
of magnitude as the optical wavelength, the fiber repre-
sents a one-dimensional waveguide for the optical fields.
Note that a second potential realization is comprised of
the experimental setup in [48], where multi-color evanes-
cent light fields surrounding an optical nanofiber couple
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FIG. 1. (Color online) Considered setup of N atoms confined
to an interaction volume of length L and transverse area A.
Ω± are the Rabi frequencies of the classical control fields, and
Eˆ± are the quantum probe fields. A typical intensity profile
of the quantum fields is shown for the case of stationary light
where the control fields have the same intensity (Ω+ = Ω−).
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FIG. 2. (Color online) Atomic level scheme. γij is the full
decay rate on the |i〉 ↔ |j〉 transition, δ and ∆ label the de-
tuning of the probe fields with states |3〉 and |4〉, respectively,
and ε is the two-photon detuning.
to atoms trapped in an optical lattice.
Existing descriptions [16, 17] of dark-state polaritons
in EIT systems are based on a Heisenberg-Langevin ap-
proach for the polariton field operator. Here we present a
different approach and derive a master equation for the
reduced density operator of dark-state polaritons. The
master equation technique facilitates the treatment of
polariton losses and allows one to account for general
polariton-polariton interactions that may be conserva-
tive, dissipative or a mixture of both. This is an im-
portant achievement since it opens up the possibility to
study dissipation-induced correlations [49, 50] in polari-
ton systems. Dissipative polariton-polariton interactions
are promising in the quest for highly correlated systems
since they can be considerably stronger than their conser-
vative counterparts [13]. Second, our method reveals an
additional loss term for stationary-light polaritons whose
importance depends on the structure of the atomic level
scheme and that was not discussed in the literature yet.
This paper is organized as follows. In Sec. II we set
up a master equation for the atoms interacting with the
quantized probe and classical control fields inside the 1D
waveguide, see Figs. 1 and 2. We then transfer the orig-
inal master equation into a master equation solely for
dark-state polaritons. This process is detailed in Sec. III
and consists of four steps. First, we show that the en-
tire problem can be described in terms of bosonic quasi-
particles if the number of atoms is much larger than the
number of probe field photons, see Sec. III A. The con-
cept of dark-state polaritons is introduced in Sec. III B,
and the formulation of the original master equation of
Sec. II in terms of dark-state polaritons and all other ex-
citations is presented in Sec. III C. In the final step of
the derivation we trace out all excitations except for the
dark-state polaritons, see Sec. III D. The master equa-
tion for dark-state polaritons under conditions of station-
ary light and for arbitrary (conservative or dissipative)
polariton-polariton interactions is presented in Sec. IV.
Here we summarize all conditions that grant the valid-
ity of our approach. The special case where the level
scheme in Fig. 2 is reduced to the Λ subsystem is dis-
cussed in Sec. IVA. We compare the predictions of our
master equation to the results of a numerical integration
of Maxwell-Bloch equations and find excellent agreement.
The full master equation including the most general form
of polariton-polariton interactions is covered in Sec. IVB,
and the mapping to the dissipative Lieb-Liniger model is
outlined in Sec. IVC. Finally, in Sec. IVD we compare
the advantages and disadvantages between the atomic
level schemes in Figs. 2 and 5 that both give rise to the
same master equation for dark-state polaritons.
II. DESCRIPTION OF THE SYSTEM
We start with a more detailed description of our one-
dimensional model shown in Figs. 1 and 2. Each of the N
atoms interacts with control and probe fields denoted by
Ω± and Eˆ±, respectively. The control fields of frequency
ωc are treated classically and Ω+ (Ω−) labels the Rabi
frequency of the control field propagating in the posi-
tive (negative) z direction. In addition, we assume that
the control fields are spatially homogeneous and that the
Rabi frequencies Ω± are real. The probe fields Eˆ+ and
Eˆ− are quantum fields that propagate in the positive and
negative z direction, respectively. They are defined as
Eˆ±(z) =
∑
k
a±kc+ke
i(±kc+k)z , (1)
where a±kc+k are photon annihilation operators of a
mode with frequency ω±kc+k and kc (−kc) is the wave
number of the control field Ω+ (Ω−). We assume that the
wave numbers k satisfy |k| ≪ kc which implies that the
envelope of the quantum fields varies slowly on a length-
scale defined by the wavelength of the optical fields.
We model the time evolution of the atoms and the
quantized probe fields by a master equation [51] for their
density operator ̺,
˙̺ = − i
~
[H, ̺] + Lγ̺, (2)
where the system Hamiltonian H = H0 + HΛ + HNL
is comprised of three parts. H0 describes the free time
evolution of the atoms and the probe fields, and HΛ ac-
counts for the interaction of the probe and control fields
with the Λ-subsystem formed by states |1〉, |2〉 and |3〉.
On the other hand, HNL accounts for the coupling of the
probe fields to the |2〉 ↔ |4〉 transition and results in a
nonlinear coupling between probe field photons [34–40].
In a rotating frame that removes the time-dependence of
the classical laser fields, H0, HΛ and HNL are given by
H0 =− ~
∑
k
(ωp − ωkc+k)a†kc+kakc+k (3)
− ~
∑
k
(ωp − ω−kc+k)a†−kc+ka−kc+k
− ~
N∑
µ=1
[
εA
(µ)
22 + δA
(µ)
33 + (∆ + ε)A
(µ)
44
]
,
3HΛ =− ~
N∑
µ=1
{
S
(µ)
32
[
Ω+e
ikczµ +Ω−e
−ikczµ
]
(4)
+ g1S
(µ)
31
[
Eˆ+(zµ) + Eˆ−(zµ)
]}
+ h.c.,
HNL =− ~g2
N∑
µ=1
S
(µ)
42
[
Eˆ+(zµ) + Eˆ−(zµ)
]
+ h.c. . (5)
Here Aµii and S
(µ)
ij are projection and transition operators
of atom µ at position zµ, respectively,
Aµii = |iµ〉〈iµ|, S(µ)ij = |iµ〉〈jµ| (i 6= j), (6)
ωp is the central frequency of the probe pulse, and g1
(g2) is the single-photon Rabi frequency on the |3〉 ↔ |1〉
(|4〉 ↔ |2〉) transition. The detuning of the probe field
with respect to the transition |3〉 ↔ |1〉 (|4〉 ↔ |2〉) is
labeled by δ (∆), and ε is the two-photon detuning,
δ = ωp − ω31, ∆ = ωp − ω42, ε = ωp − ωc − ω2. (7)
Here the energy of level |i〉 is ~ωi (we set ω1 = 0) and
transition frequencies are denoted by ωij = ωi−ωj . The
term Lγ̺ in Eq. (2) accounts for spontaneous emission
from states |3〉 and |4〉,
Lγ̺ =− γ31
2
N∑
µ=1
(
A
(µ)
33 ̺+ ̺A
(µ)
33 − 2S(µ)13 ̺S(µ)31
)
(8)
− γ32
2
N∑
µ=1
(
A
(µ)
33 ̺+ ̺A
(µ)
33 − 2S(µ)23 ̺S(µ)32
)
− γ42
2
N∑
µ=1
(
A
(µ)
44 ̺+ ̺A
(µ)
44 − 2S(µ)24 ̺S(µ)42
)
,
where γij is the full decay rate on the transition |i〉 ↔ |j〉
(see Fig. 1). Finally, we introduce the parameter
∆ω = ωp − ωc = ω2 + ε (9)
which describes the frequency difference between the
probe and control fields. Note that ∆ω is practically
equal to the frequency splitting ω2 between the ground
states |1〉 and |2〉 if the two-photon detuning ε is small.
Next we outline the approach we developed to reduce the
master equation (2) for the atoms and quantized probe
fields into a master equation solely for dark-state polari-
tons [16], formed by collective excitations of photons and
atoms.
III. MASTER EQUATION FOR DARK-STATE
POLARITONS: DERIVATION
Here we show that the master equation (2) can be sim-
plified considerably if we assume that almost all atoms
are in state |1〉 and that the total number of photons is
much smaller than the number of atomsN . This assump-
tion allows us to study the system dynamics entirely in
terms of independent bosonic quasi-particle excitations,
see Sec. III A. A second simplification is made possible by
the concept of dark-state polaritons [16, 17] introduced
in Sec. III B. Dark-state polaritons are bosonic quasi-
particles that decay only indirectly via the coupling to
other bosonic modes that are termed bath excitations.
In the so-called slow-light regime, this coupling is much
slower than the decay of the bath excitations which is
of the order of the decay rates of the excited states |3〉
and |4〉. The existence of these two different time scales
enables us to derive a Markovian master equation for the
reduced density operator of the dark-state polaritons as
outlined in Sec. III D. Throughout this Section, all tech-
nical details and lengthy definitions are moved to the
Appendix.
A. BOSONIZATION
Here we show that the system described in Sec. II can
be mapped to a much simpler system if almost all atoms
are in state |1〉 and if the total number of photons is much
smaller than the number of atoms N . We begin with the
description of a simple system that consists ofM bosonic
modes. The annihilation operator of mode i is given by
Oi (i ∈ {1, . . . ,M}) and O = {O1, . . . , OM} denotes the
set of all operators that obey the commutation relations
[
Oˆi, Oˆ
†
j
]
= δ(i, j),
[
Oˆi, Oˆj
]
= 0. (10)
If |0〉 is the vacuum state of the system, it follows that
|{n1, . . . , nM}〉 =
M∏
i=1
1√
ni!
(
Oˆ†i
)ni |0〉 (11)
is a normalized state with ni excitations in mode i and
a total number of
∑M
i=1 ni excitations. Furthermore, we
note that the total state space ofM bosonic modes is the
tensor product of the state spaces Hi associated with the
individual modes,
Hosc = H1 ⊗H2 ⊗ . . .⊗HM . (12)
Next we show how the system of Sec. II can be mapped
to this simple model outlined in Eqs. (10)-(12). First we
define a vacuum state where all probe field modes are
empty and all atoms are in state |1〉,
|0〉 = |{0}phot; 11, . . . , 1N〉. (13)
4Second, we define the following operators (m ∈ Z)
Ak = akc+k sinϕ+ a−kc+k cosϕ, (14)
Dk = akc+k cosϕ− a−kc+k sinϕ, (15)
Xk(m) =
1√
N
N∑
µ=1
S
(µ)
12 e
−i(mkc+k)zµ , (16)
Hk(m) =
1√
N
N∑
µ=1
S
(µ)
13 e
−i(mkc+k)zµ , (17)
Ik(m) =
1√
N
N∑
µ=1
S
(µ)
14 e
−i(mkc+k)zµ , (18)
where k = n2π/L (n ∈ Z) and Ak (Dk) is a sum (dif-
ference) of two counter-propagating probe field modes.
Since a±kc+k are photon annihilation operators, it fol-
lows that Ak and Dk obey bosonic commutation rela-
tions. The angle ϕ depends on the relative strength of
the Rabi frequencies Ω+ and Ω− and is defined by [28, 29]
sinϕ =
Ω+√
Ω2+ +Ω
2
−
, cosϕ =
Ω−√
Ω2+ +Ω
2
−
. (19)
The operatorXk(m) describes a collective spin coherence
that is slowly oscillating for m = 0 and fast oscillating
for m 6= 0. The operators H†k(m) and I†k(m) create an
excitation in the excited states |3〉 and |4〉, respectively.
Next we show that the operators defined in Eqs. (16)-(18)
obey bosonic commutation relations for all wave numbers
k and all m ∈ Z if almost all atoms are in state |1〉. As
an example, we discuss the commutation relations for
Xk(m). Within a manifold with fixed m, we find
[
Xk(m), X
†
p(m)
]
=
1
N
N∑
µ=1
(
A
(µ)
11 −A(µ)22
)
ei(p−k)zµ (20)
≈ 1
N
N∑
µ=1
ei(p−k)zµ (21)
≈ 1
L
L∫
0
dzei(p−k)z = δ(k, p) ,
where we set A
(µ)
11 ≈ 1 and A(µ)22 ≈ 0 since almost all
atoms are in state |1〉. Furthermore, we employed that
the mean distance between atoms is much smaller than
1/|k| for all relevant wavenumbers k contributing to the
slowly varying envelopes of the control fields. In the case
m 6= n, we find
[
Xk(m), X
†
p(n)
] ≈ 1
N
N∑
µ=1
ei[(p−k)+(n−m)kc]zµ . (22)
In contrast to Eq. (20), the sum cannot be converted into
an integral since the mean spacing between the atoms is
much larger than 1/kc for realistic densities, where kc is
the wavenumber of an optical transition. However, the
sum in Eq. (22) represents the average of random num-
bers on the unit circle in the complex plain, which is zero
in the limitN →∞. We can thus set [Xk(m), X†p(n)] ≈ 0
for m 6= n. Since [Xk(m), Xp(n)] = 0, it follows that the
operators Xk(m) obey bosonic commutation relations if
almost all atoms are in state |1〉, and corrections scale
with 1/N . The same result is found for Hk(m) and
Ik(m). Furthermore, we point out that Xk(m), Hk(m)
and Ik(m) describe independent excitations up to cor-
rections that scale with 1/N , i.e., [Xk(m), H
†
p(n)] ≈ 0,
[Xk(m), I
†
p(n)] ≈ 0 and [Ik(m), H†p(n)] ≈ 0.
In summary, we can introduce the set of bosonic oper-
ators
O = {Ak, Dk, Xk(m), Hk(m), Ik(m)} k
m∈Z
(23)
if almost all atoms are in state |1〉. This condition can be
met if the total state spaceHtot of the system is restricted
to the subspace
HFE = Span
{
|{n1, . . . , nM}〉
∣∣ M∑
i=1
ni ≪ N
}
(24)
that is spanned by states with much less excitations than
number of atoms N . From a physical point of view, the
system dynamics will be restricted to this subspace if the
number of photons is much smaller than the number of
atoms, and if initially almost all atoms are in state |1〉.
In Appendix A, we show that the Hamiltonian H and
the decay term Lγ̺ can be expressed entirely in terms
of the bosonic operators in Eq. (23) if the state space
is restricted to HFE. We denote the density operator in
HFE by ˜̺, and the master equation (2) in HFE can be
written as
˙̺˜ = − i
~
[H˜, ˜̺] + L˜γ ˜̺, (25)
where H˜ = H˜0 + H˜Λ + H˜NL. The operators H˜0, H˜Λ,
H˜NL and L˜γ ˜̺ are defined in Eqs. (A12), (A14), (A15)
and (A16), respectively. These operators approximate
their counterparts without tilde in the subspace HFE and
are comprised of the bosonic operators in Eq. (23).
B. DARK-STATE POLARITONS
The interaction Hamiltonian HΛ of the Λ-subsystem
has the important property that a certain class of its
eigenstates are so-called dark states |D〉. These states
are called dark since they do not contain a contribution
of the excited state |3〉 and are thus immune against spon-
taneous emission. A simple example for a dark state is
given by
|D〉 = ψ†k|0〉, (26)
where the unique definition of the operator ψk is [29]
ψk = Ak cos θ −Xk sin θ. (27)
5In this equation, Ak is a superposition of two counter-
propagating probe field modes, and Xk = Xk(0) de-
scribes a slowly varying collective spin coherence. The
mixing angle θ determines the weight of the photonic
(Ak) and atomic (Xk) components contributing to ψk
and is defined as [16, 17, 26, 28, 29]
sin θ =
√
Ng1
Ω0
, cos θ =
√
Ω2+ +Ω
2
−
Ω0
, (28)
Ω0 =
√
Ng21 +Ω
2
+ +Ω
2
−. (29)
A short calculation shows that |D〉 in Eq. (26) is an
eigenstate of HΛ in Eq. (4) with eigenvalue zero, i.e.,
HΛ|D〉 = 0. Furthermore, Eq. (27) implies that |D〉 does
not contain a contribution of the excited state |3〉. It
follows that state |D〉 is indeed a dark state of the in-
teraction Hamiltonian HΛ. Note, however, that |D〉 is
not an eigenstate of the remaining parts H0 and HNL
of the full Hamiltonian, and these terms give rise to a
non-trivial time evolution of the dark-state polaritons.
The results of Sec. III A and Eq. (27) imply that the op-
erators ψk obey bosonic commutation relations in HFE,[
ψk, ψ
†
p
] ≈ δ(k, p), (30)
and the quasi-particles associated with these excitations
are termed dark-state polaritons. It follows from Eq. (30)
that
|D〉 =
∏
k
1√
nk!
(
ψ†k
)nk |0〉 (31)
represents a normalized dark state with
∑
k nk excita-
tions. We emphasize that the photonic part Ak of ψk
contains a pair of counter-propagating probe field modes
that are grouped around the wavenumbers of the con-
trol fields ±kc rather than the mean wavenumbers ±kp
of the probe fields, see Eq. (14). Note that the states in
Eq. (31) would not be true dark states if the probe field
modes in Ak were grouped around ±kp and if both Ω+
and Ω− were different from zero.
C. BOSONIZATION WITH DARK-STATE
POLARITONS
We have shown in Sec. III A that the master equa-
tion (2) can be formulated in terms of bosonic modes if
the system dynamics is restricted to the subspace HFE.
Here we restate this model in terms of long-lived dark-
state polaritons introduced in Sec. III B. With the defi-
nition of the bright-state polariton [11]
φk = Ak sin θ +Xk cos θ (32)
and the inverse relations of Eqs. (27) and (32), we replace
the operators Ak and Xk(0) in O [see Eq. (23)] by ψk and
φk. This allows us to write the subspace HFE in Eq. (24)
as the tensor product of the state space HS of dark-state
polaritons and the state space HB of all other modes
termed bath excitations,
HFE = HS ⊗HB . (33)
The partition of all bosonic modes into dark-state po-
laritons and bath excitations is motivated by our aim
to derive a master equation for the long-lived dark-state
polaritons only, see Sec. III D.
In the following, we assume that the Rabi frequencies
of the control fields are identical and set
Ωc = Ω+ = Ω−. (34)
With this choice, HΛ gives rise to the stationary light
phenomenon [26, 27] that allows us to trap the probe
field inside the medium. Note that any other choice of the
Rabi frequencies Ω± can be treated within the formalism
introduced here, and in these cases the calculation follows
exactly the same route as detailed below. If the operators
Ak and Xk(0) in the master equation (25) are replaced
by ψk and φk, we obtain (see Appendix B)
˙̺˜ = − i
~
[HS, ˜̺]− i
~
[V, ˜̺] + LB̺, (35)
where
HS = −~(sin θε+ cos2 θ)
∑
k
ψ†kψk (36)
describes the free time evolution of the dark-state polari-
tons. Here we choose a small two-photon detuning
ε = − cot2 θ∆ω (37)
such that HS = 0. The dynamics of the bath excitations
is governed by the Liouvillian
LB ˜̺ = − i
~
[HB, ˜̺] + L(B)γ ˜̺, (38)
where HB accounts for the unitary time evolution of the
bath modes and the decay of bath excitations is deter-
mined by L(B)γ ˜̺. The interaction between dark-state po-
laritons and other excitations in HB is described by the
interaction Hamiltonian V . The definitions of HB, L(B)γ ˜̺
and V are provided in Appendix B.
The decay term L(B)γ ˜̺ results in a finite lifetime of
the bath excitations that is of the order of the lifetimes
of the excited states |3〉 and |4〉. On the other hand,
the dark-state polaritons decay only indirectly via the
coupling to bath excitations mediated by V . In the slow
light limit, this coupling is much slower than the decay
of the bath excitations. This existence of two different
time scales opens up the possibility to derive a Markovian
master equation for the dark-state polaritons alone, and
this procedure is outlined in the next Section IIID.
6D. ELIMINATION OF THE BATH
In the previous Sections III A-III C we achieved to
transform the initial master equation (2) within the sub-
space HFE into a master equation for long-lived dark-
state polaritons and fast-decaying bath excitations. Here
we are especially interested in the quantum state ̺D of
the dark-state polaritons that is obtained from ˜̺ by a
partial trace over all excitations except for the dark state
polaritons. We derive the corresponding master equa-
tion for ̺D from Eq. (35) via projection operator tech-
niques [51] and assume that the initial state of the system
factorizes into a product of the initial polariton state ̺D
and the vacuum state ̺B of the bath modes,
˜̺(t = 0) = ̺D ⊗ ̺B. (39)
Furthermore, we employ the Born-Markov approxima-
tion [51] and obtain
˙̺D = −S(̺D) + h.c., (40)
where
S(̺D) = 1
~2
∞∫
0
dτTrB
{[
V, eLBτV ̺D ⊗ ̺B
]}
. (41)
The application of the Born-Markov approximation re-
quires that the coupling of the dark-state polaritons to
bath excitations is sufficiently weak and in particular
small as compared to the decay rate of bath excitations.
Conditions for the validity of the Born-Markov approx-
imation as well as the assumption in Eq. (39) are dis-
cussed in Sec. IV and Appendix C. In order to outline
the evaluation of Eq. (41), we write V as
V = V (+) + V (−), (42)
where the rising and lowering parts of V are defined as
V (+) =
∑
i
B†i Si , V
(−) =
∑
i
BiS
†
i , (43)
respectively. In this equation, Si represents a system
operator comprised of dark-state polaritons, and Bi is a
bath operator. Since we assume that the bath is initially
in its vacuum state, we have V (−)̺B = 0 which allows
us to replace V ̺B by V
(+)̺B in Eq. (41). In addition,
the second interaction Hamiltonian V in Eq. (41) can
be replaced by V (−) since the contribution of V (+) is
negligible, see Appendix C. We thus arrive at
S(̺D) = 1
~2
∞∫
0
dτTrB
{[
V (−), eLBτV (+)̺D ⊗ ̺B
]}
=
1
~2
∑
i,j
∞∫
0
dτTrB
{
Bie
LBτB†j̺B
}
(44)
×
(
S†i Sj̺D − Sj̺DS†i
)
,
and the evaluation of the bath correlation functions
TrB{Bi exp[LBτ ]B†j̺B} is presented in Appendix C. The
final result for the master equation (40) is discussed in
the next Section IV.
IV. MASTER EQUATION FOR DARK-STATE
POLARITONS: RESULTS
The master equation (2) in Sec. II describes the in-
teraction of classical control and quantized probe fields
with N atoms. In Sec. III we demonstrated that this
master equation can be converted into a master equation
for the reduced density operator ̺D of dark-state polari-
tons. For equally strong control fields [see Eq. (34)] and
in the slow-light limit cos2 θ ≪ 1 [see Eq. (29)], we obtain
˙̺D =− i
~
[Hnd, ̺D]− i
~
[H3, ̺D]− i
~
[H4, ̺D]− Γ
2Ω20
cos2 θ
∑
k
ω2k
(
ψ†kψk̺D + ̺Dψ
†
kψk − 2ψk̺Dψ†k
)
(45)
− Γ
2Ω20
∆ω2 cos2 θ
∑
k
(
ψ†kψk̺D + ̺Dψ
†
kψk − 2ψk̺Dψ†k
)
− g
2
2γ42/2
∆2θ + γ
2
42/4
cos2 θ
∑
k,p,q
(
ψ†pψ
†
k−pψqψk−q̺D + ̺Dψ
†
pψ
†
k−pψqψk−q − 2ψqψk−q̺Dψ†pψ†k−p
)
,
where
Hnd = −~ δ
Ω20
∆ω2 cos2 θ
∑
k
ψ†kψk, (46)
H3 = −~ δ
Ω20
cos2 θ
∑
k
ω2kψ
†
kψk, (47)
H4 =
~∆θg
2
2
∆2θ + γ
2
42/4
cos2 θ
∑
k,p,q
ψ†pψ
†
k−pψqψk−q. (48)
7Here ∆ω = ωp − ωc is the frequency difference between
the probe and control fields,
∆θ = ∆− cot2 θ∆ω, (49)
and Γ = γ31 + γ32 is the full decay rate of state |3〉.
Next we summarize the conditions under which
Eq. (45) holds. First of all, we note that the two-photon
detuning ε is constrained by Eq. (37), and it was assumed
that Ω0 defined in Eq. (29) is large as compared to the
decay rates of the excited states and the detuning with
state |3〉,
Ω0 ≫ Γ, γ42, |δ|. (50)
A key assumption in the derivation of Eq. (45) is that
the number of atoms is much larger than the number of
photons, and that initially almost all atoms are in state
|1〉. This condition is a prerequisite for the bosonization
described in Sec. III A. Furthermore, it was assumed in
Sec. III D that initially all bath modes are in the vacuum
state, and that the initial density operator of the total
system factorizes, see Eq. (39). These conditions can be
met if the initial dark-state polariton state is prepared
via the slowing and stopping of a probe pulse [16, 17, 20–
22, 24, 25, 52]. In this case, the initial state of the dark-
state polaritons is a slowly-varying spin coherence, and
all other modes are in the vacuum state. The regime
of stationary light can then be entered if the counter-
propagating control fields are adiabatically switched on.
The derivation of Eq. (45) relies on the validity of the
Born-Markov approximation. The Born approximation
employed in Sec. III D requires that the coupling between
the dark-state polaritons and other excitations is suffi-
ciently weak and holds in the slow-light regime where
cos2 θ ≪ 1. On the other hand, the Markov approxi-
mation relies on the existence of two very different time
scales. The fast time scale is represented by the bath
correlation times TB and is of the order of the lifetimes
of the excited states |3〉 and |4〉. On the other hand, the
slow time scale TS is given by the typical evolution time
of dark-state polaritons. The condition TS ≫ TB which
justifies the Markov approximation is fulfilled provided
that the following inequalities hold,
cos2 θc2k2max
Ω20
≪ 1, 2|δ| cos
2 θc2k2max
Ω20Γ
≪ 1, (51)
16g22 cos
2 θNph
γ242
≪ 1. (52)
Here c is the speed of light in the fiber, Nph is the number
of photons in the pulse and kmax ≥ |k| is the maximum
of all occupied wave numbers. In addition, we empha-
size that the Markov approximation is only possible if
we assume that the fast ground-state coherences Xk(m)
form 6= 0 [see Eq. (16)] are washed out due to the atomic
motion on a timescale comparable to the lifetime of the
excited state |3〉, see Appendix C. Note that this condi-
tion is not required in the case of the level scheme dis-
cussed in Sec. IVD. If ΓFO denotes the decay rate of the
fast oscillating spin coherences, the validity of the master
equation (45) requires
(Ω0 cos θ)
2
ΓFO
≪ Γ. (53)
If this condition is not fulfilled but if ΓFO is of the order
of the decay rates of the excited states, then the gen-
eral structure of Eq. (45) remains the same, but the pre-
factors of H3, Hnd and the decay terms proportional to
Γ will be different.
Finally, we note that the Hamiltonian Hnd in Eq. (46)
represents a constant energy shift of the polariton exci-
tations. This term is only present if ∆ω 6= 0 and hence if
the ground states |1〉 and |2〉 are non-degenerate. In the
following, we will work in an interaction picture with re-
spect to Hnd, and the representation of the master equa-
tion in this rotating frame can be obtained if Hnd is omit-
ted in Eq. (45).
A. STATIONARY LIGHT
In this Section we focus on the phenomenon of sta-
tionary light [26, 27] that arises from the interaction of
the probe and control fields with the Λ system formed
by states |1〉, |2〉 and |3〉. Formally, the reduction of the
master equation (45) to this case is accomplished if the
coupling constant g2 is set equal to zero. In the follow-
ing, we formulate the master equation in terms of the
operator
ψ(z) =
1√
L
∑
k
eikzψk. (54)
It follows from Eq. (30) that ψ is a bosonic field operator
that obeys the commutation relations
[ψ(z), ψ†(z′)] = δ(z − z′), [ψ(z), ψ(z′)] = 0. (55)
The master equation (45) for g2 = 0 reads
˙̺D =− i
~
[H3, ̺D] + L1̺D + L2̺D, (56)
where H3 is defined in Eq. (47) and shows that the po-
laritons experience a quadratic dispersion relation. With
the definition (54), this Hamiltonian can be written in
the form of a kinetic energy term,
H3 =
~
2
2meff
L∫
0
dz∂zψ
†∂zψ, (57)
where
meff = − ~Ω
2
0
2δc2 cos2 θ
(58)
is the effective mass of the polaritons.
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FIG. 3. (Color online) Decay of the k = 0 polariton mode
for non-degenerate ground states |1〉 and |2〉. The solid line
shows the decay according to Eq. (62), the corresponding re-
sult from a numerical integration of Maxwell-Bloch equations
is indicated by red dots. The parameters are ∆ω = 150Γ,
cos2 θ = 2.5 × 10−4, Ω0 = 90Γ, δ = 0 and ε is fixed by
Eq. (37). The initial spin coherence R21 (see Appendix D)
has a Gaussian shape R21 ∝ exp[−(z − z0)
2/(2σ2)] with
σ = 24.3Γc/Ω20 , and the control fields are ramped up accord-
ing to Ωc(t) = 0.5[1 + tanh(t− 10/Γ)] × Γ. The initial value
〈ψ†0ψ0〉init refers to 〈ψ
†
0ψ0〉 at t = 20/Γ where the control fields
have attained their maximal value of Ωc = Γ.
The terms L1̺D and L2̺D in Eq. (56) describe polari-
ton losses and are defined as
L1̺D = − Γ
2Ω20
c2 cos2 θD[∂zψ], (59)
L2̺D = − Γ
2Ω20
∆ω2 cos2 θD[ψ], (60)
respectively, where
D[Xˆ] =
L∫
0
dz(Xˆ†Xˆ̺D + ̺DXˆ
†Xˆ − 2Xˆ̺DXˆ†) (61)
is a dissipator in Lindblad form [51] for an operator Xˆ.
The term L1̺D arises due to the coupling between dark-
state polaritons and the difference mode Dk. Since the
decay rate of the individual modes increases quadrati-
cally with the wave number, L1̺D does not result in an
exponential damping but leads to diffusion [27, 28]. On
the contrary, L2̺D leads to identical decay rates for all
modes. This term stems from the coupling between dark-
state polaritons ψk and bright polaritons φk. Since this
loss mechanism has not been discussed in the literature
yet, we investigate it in more detail here. First of all,
we note that L2̺D is proportional to ∆ω2, and ∆ω prac-
tically coincides with the splitting of the ground states
|1〉 and |2〉 [see Eq. (9)]. An important consequence of
L2̺D is that in contrast to EIT, dark-state polaritons in
the k = 0 mode decay under the conditions of stationary
light provided that the ground states |1〉 and |2〉 are non-
degenerate. The decay of the mean number of dark-state
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FIG. 4. (Color online) The number of dark-state polaritons
is shown as a function of time. The results of Eqs. (64) and
Eq. (65) are represented by the solid and the dotted line, re-
spectively. The good agreement indicates that the polariton
losses are described correctly by the master equation (56).
The number of polaritons follows the dashed line if the addi-
tional decay term L2̺D in Eq. (56) is omitted. The parame-
ters are the same as in Fig. 3.
polaritons in the k = 0 mode can be calculated from
Eq. (56) and is given by
∂t〈ψ†0ψ0〉 = −
Γ
Ω20
∆ω2 cos2 θ〈ψ†0ψ0〉. (62)
The accuracy of this result can be confirmed numerically
if 〈ψ†0ψ0〉 is evaluated via Maxwell-Bloch equations for
classical probe fields (see Appendix D). The result is
shown in Fig. 3, where the solid line corresponds to the
exponential decay according to Eq. (62). The dotted line
represents 〈ψ†0ψ0〉 obtained from the numerical integra-
tion of Maxwell-Bloch equations and is in perfect agree-
ment with the predictions of the master equation (56).
Next we compare the impact of the loss terms L1̺D
and L2̺D. Equations (59) and (60) imply that L2̺D
becomes comparable to L1̺D if |∆ω| is of the order of
ckmax. Since ckmax ≈ |∆ω| + cσk where σk is the width
of the polariton pulse in k space, the two loss terms are
comparable if
|∆ω| ≥ cσk. (63)
On the other hand, the width σk can be estimated to be
of the order of 2π/L, where L is the length of the system.
The inequality (63) thus implies that the impact of L2̺D
is of the same order of L1̺D if the wavelength associated
with the beat note ∆ω of the probe and control fields is
comparable or shorter than L. For realistic values of L of
a few centimeters, the term L2̺D will have a significant
impact if |∆ω| is of the order of a few GHz or larger. Note
that polariton losses can be minimized by minimizing
|∆ω|. This is obvious for L2̺D since it is proportional to
∆ω2. However, also the impact of L1̺D increases with
increasing values of |∆ω| since ckmax ≈ |∆ω|+ cσk.
The total losses of dark-state polaritons can be calcu-
lated from Eq. (56). We find that the mean number of
9dark-state polaritons 〈N〉 obeys
∂t〈N〉 = − Γ
Ω20
cos2 θ
(
∆ω2 +
1
〈N〉
∑
k
ω2k〈ψ†kψk〉
)
〈N〉,
(64)
where N = ∑k ψ†kψk is the polariton number operator.
The solid line in Fig. 4 shows the losses of polaritons
according to Eq. (64) where 〈ψ†kψk〉 was calculated via
the numerical integration of Maxwell-Bloch equations,
see Appendix D. On the other hand, the number of dark-
state polaritons is proportional to the electromagnetic
field intensity,
〈N〉 ∝
L∫
0
dz
(|G+|2 + |G−|2) , (65)
where G+ (G−) is the Rabi frequency of the classical probe
field propagating in the positive (negative) z direction. In
order to test Eq. (64), we evaluate the right-hand side of
Eq. (65) as a function of time from a numerical integra-
tion of Maxwell-Bloch equations. The result is shown as
the dotted line in Fig. 4 and in excellent agreement with
the findings of Eq. (64). Finally, the dashed line in Fig. 4
represents the polariton losses if the term L2̺D were ne-
glected and shows that L2̺D contributes significantly.
Note that the parameters of the first stationary light ex-
periment [27] indicate a ratio of |∆ω|/(ckmax) ≈ 0.75,
which is even larger than the value of |∆ω/(ckmax) ≈ 0.25
chosen in Fig. 4.
We emphasize that the loss term L2̺D arises only in
the presence of two counter-propagating control fields.
In this case, the photonic component Ak in Eq. (14)
of the dark-state polaritons ψk is comprised of counter-
propagating probe field modes that are grouped around
the wave numbers ±kc of the control field rather than
the probe field, see Sec. III B. It follows that the total
Hamiltonian H = H0+HΛ+HNL in Sec. II does not pos-
sess a true dark state for ∆ω 6= 0. Even the dark-state
polaritons ψk in the k = 0 mode experience a coupling to
bright-state polaritons φk and thus decay. This mecha-
nism is at the heart of Eq. (62) that describes the loss of
dark-state polaritons in the k = 0 mode. The situation is
different in a standard EIT configuration where only one
pair of co-propagating probe and control fields is present,
and the loss of dark-state polaritons is described by L1̺D
only.
B. STATIONARY LIGHT WITH
TWO-PARTICLE INTERACTION
Next we restate the full master equation (45) in terms
of the field operators ψ(z) defined in Eq. (54). In addi-
tion to the terms discussed in Sec. IVA, we have to take
into account all contributions proportional to the cou-
pling constant g2 in Eq. (45) that account for elastic and
inelastic polariton-polariton interactions. We obtain [13]
~ ˙̺D = −iHeff̺D+i̺DH†eff+I̺D+~L1̺D+~L2̺D, (66)
where Heff is a non-hermitian Hamiltonian,
Heff = H3 +
g˜
2
∫ L
0
dzψ†2ψ2 , (67)
and H3, L1̺D and L2̺D are defined in Eqs. (57), (59)
and (60), respectively. The parameter
g˜ =
2~Lg22 cos
2 θ
∆− cos2 θ∆ω + iγ42/2 (68)
is the complex coupling constant, and
I̺D = −Im(g˜)
L∫
0
dzψ2̺Dψ
†2. (69)
The term proportional to g˜ in Eq. (67) and I̺D in
Eq. (69) account for elastic and inelastic two-particle in-
teractions that originate from the coupling of dark-state
polaritons to the excited state |4〉. More precisely, the
real part of g˜ gives rise to a hermitian contribution to
Heff that accounts for elastic two-particle collisions. On
the other hand, the imaginary part of g˜ together with
I̺D gives rise to a two-particle loss term that can be
written in Lindblad form as Im(g˜/2)D[ψ2].
The master equation (66) is equivalent to Eq. (45) and
describes a one-dimensional system of bosons with effec-
tive mass meff that experience elastic and inelastic two-
particle interactions. Except for the two loss terms L1̺D
and L2̺D, Eq. (66) can be identified with the dissipative
Lieb-Liniger model discussed in the next Section.
C. DISSIPATIVE LIEB-LINIGER MODEL
The original Lieb-Liniger model [53] established in
1963 describes bosons in one dimension that experience
a repulsive contact interaction. In the limit of strong
interactions, the bosons can enter the regime of a Tonks-
Girardeau gas [54] where they behave with respect to
many observables as if they were fermions. Recently, it
was shown [49] that the original Lieb-Liniger model can
be generalized to systems where the bosons experience a
contact interaction with complex coupling constant, i.e.,
they undergo elastic or inelastic two-particle interactions.
This dissipative Lieb-Liniger model [49] shows that even
a purely dissipative interaction effectively results in a re-
pulsion and produces a Tonks-Girardeau gas in the limit
of strong interactions.
The master equation (66) can be identified with the
dissipative Lieb-Liniger model provided that the loss
terms L1̺D and L2̺D are negligible. In the following
we specify the conditions that justify this approxima-
tion and assume that ∆ω2 is small enough such that the
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impact of L2̺D is small as compared to L1̺D, see Sec-
tion IVA. On the other hand, the diffusion term L1̺D is
negligible if two conditions are met. First, the dynamics
induced by the kinetic energy term proportional to meff
in Eq. (67) must be fast as compared to the inverse de-
cay rate of polaritons introduced by L1̺D. This can be
achieved if we set |δ| ≫ Γ. Second, losses due to L1̺D
must be negligible which imposes a limit on the maximal
evolution time
tmax ≪ 1
Γ
1
cos2 θ
2Ω20
c2k2max
. (70)
Note that tmax ≫ 1/Γ is much larger than the lifetime of
the excited state |3〉. Under these conditions, the master
equation (66) reduces to
~ ˙̺D = −iHeff̺D + i̺DH†eff + I̺D (71)
and can be identified with the generalized Lieb-Liniger
model [49] for a one-dimensional system of bosons with
mass meff and complex interaction parameter g˜. All fea-
tures of the Lieb-Liniger model [49, 53] are characterized
by a single, dimensionless parameter
G =
meffg˜
~2Nph/L
, (72)
where Nph is the number of photons in the pulse. In the
strongly correlated regime |G| ≫ 1, the interaction be-
tween the particles creates a Tonks-Girardeau (TG) gas
where polaritons behave like impenetrable hard-core par-
ticles that never occupy the same position. Depending
on the sign of the detuning δ and ∆, the elastic inter-
action between the polaritons can be either attractive or
repulsive. The dissipative component of the interaction
is negligible for ∆≫ γ42. In this case, the preparation of
a TG gas of polaritons with repulsion can be achieved if
δ∆ < 0 [12]. Note that the interaction becomes attrac-
tive if δ∆ > 0 which opens up the possibility to enter
the super Tonks-Girardeau regime for polaritons [55–57].
Since the coupling constant g˜ in Eq. (68) is maximal for
∆ = 0, the Lieb-Liniger parameter |G| and hence the
induced correlations are maximal for purely dissipative
interactions [13].
D. OTHER REALIZATIONS
The master equation for dark-state polaritons in
Sec. IV was derived under the assumption that the level
scheme of each atom is given by Fig. 2. Here we point
out that stationary light and interacting dark-state po-
laritons can be realized as well with the level scheme
in Fig. 5 that was suggested in [11, 29]. Moreover, a
straightforward modification of the formalism described
in Sec. III demonstrates that the level scheme of Fig. 5
leads to the same master equation (45) for dark-state po-
laritons as the configuration in Fig. 2. On the contrary,
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FIG. 5. (Color online) Alternative level scheme that gives rise
to the master equation for polaritons described in Sec. IV. All
symbols are defined in the same way as in Fig. 2.
each system displays characteristic advantages and dis-
advantages that we discuss now.
The major difference between the two configurations
is that the level scheme in Fig. 5 creates stationary light
via the double-Λ system formed by states |1〉, |2〉, |3〉
and |3˜〉. Here each probe field interacts only with the
co-propagating control field, and thus no fast oscillating
spin coherencesXk(m) form 6= 0 are produced [58]. This
feature is a significant advantage of the system shown
in Fig. 5, since it implies that the master equation (45)
remains valid for ultracold atoms or stationary atoms
where the condition (53) cannot be fulfilled.
On the other hand, the implementation of the configu-
ration in Fig. 5 comes along with difficulties that do not
occur in the case of the level scheme in Fig. 2. First, we
note that the transitions in the Λ configuration of Fig. 2
can be selected by polarization, even if the ground states
|1〉 and |2〉 are degenerate. This is not the case for the
level scheme in Fig. 5 where the level splitting between
the ground states |1〉 and |2〉 must be large enough such
that the transitions |2〉 ↔ |3〉, |1〉 ↔ |3〉 and |2〉 ↔ |3˜〉,
|1〉 ↔ |3˜〉 can be addressed independently. Consequently,
the parameter |∆ω| must be significantly larger than the
Rabi frequencies Ω± of the control fields which leads to
additional losses, see Sec. IV. Second, we point out that
the initial polariton pulse in k space is centered around
∆ω/c if it is prepared via the slowing and stopping of a
probe pulse. The reason for this is that the wave num-
bers k of stationary-light polaritons have to be grouped
around the wavenumbers ±kc of the control fields, see
Sec. III B. If the kinetic energy of the stationary-light
polaritons is different from zero (i.e., δ 6= 0) and in the
case of the level scheme of Fig. 5, the mandatory choice
of ∆ω 6= 0 will lead to a moving polariton pulse even if
the control fields have the same intensity.
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V. SUMMARY
In this paper we introduced a technique for the de-
scription of light-matter interactions under conditions of
EIT. More specifically, we described a general method
for the derivation of a master equation for dark-state po-
laritons. In contrast to the standard description [16, 17]
based on a Heisenberg-Langevin approach, our master
equation facilitates the treatment of polariton losses.
This achievement allows us to model general polariton-
polariton interactions that may be conservative, dissipa-
tive or a mixture of both. In particular, the master equa-
tion approach enables us to study dissipation-induced
correlations [49, 50] that are promising in the quest for
highly correlated systems since they can be considerably
stronger than their conservative counterparts [13]. For
the illustration of our technique we use the example of
stationary light polaritons that experience a conservative
or dissipative interaction. The resulting master equation
is discussed in various limiting cases. For stationary-light
polaritons we find an additional loss mechanism that was
overlooked so far. It is related to the fact that the to-
tal Hamiltonian of the system does not possess a true
dark state if the ground states are non-degenerate. In
particular, polariton losses in level configurations with
non-degenerate ground states can be a multiple of those
in level schemes with degenerate ground states. Further-
more, we specified conditions that allow us to reduce the
full master equation for dark-state polaritons to the dis-
sipative Lieb-Liniger model [49]. Finally, we discussed
the atomic level scheme in Fig. 5 that leads to the same
master equation for dark-state polaritons as the one in
Fig. 2 and compared the advantages and disadvantages
of both configurations.
At the heart of our approach is a mapping of the full
system dynamics to a conceptually simple system of cou-
pled bosonic modes. This mapping could be the starting
point for future studies of EIT systems beyond a Marko-
vian master equation for dark-state polaritons.
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Appendix A: REPRESENTATION OF
OPERATORS IN HFE
Here we show how the master equation Eq. (2) can be
expressed in terms of bosonic creation and annihilation
operators if the system dynamics is restricted to the sub-
space HFE. To this end, let Xˆ be an operator acting on
the total state space Htot. In the following, we describe
a procedure that allows one to construct an operator XˆO
that comprises of bosonic operators Oi ∈ O [see Eq. (23)]
and that coincides approximately with Xˆ in the subspace
HFE. The latter condition implies that XˆO and Xˆ must
necessarily obey the same commutation relations with
the creation operators O†i (Oi ∈ O) in HFE,
[
Xˆ, O†i
]
HFE
=
[
XˆO, O
†
i
]
HFE
. (A1)
Furthermore, we have XˆO|s〉 = Xˆ |s〉 for an arbitrary
state |s〉 ∈ HFE. In all situations considered below, the
operator Xˆ annihilates the vacuum state, Xˆ|0〉 = 0. In
addition to Eq. (A1), we thus require
XˆO|0〉 = 0 . (A2)
The two conditions in Eqs. (A1) and (A2) are sufficient
to determine XˆO since they guarantee that the matrix
elements of Xˆ and XˆO are identical in the subspace HFE.
In order to see this, we evaluate the action of Xˆ applied
to the states |{n1, . . . , nM}〉 that span HFE,
Xˆ |{n1, . . . , nM}〉 =
[
Xˆ,
M∏
i=1
1√
ni!
(
Oˆ†i
)ni] |0〉 . (A3)
Here we employed the definition (11) and the relation
Xˆ|0〉 = 0. The recursive application of the identity
[A,BC] = [A,B]C +B[A,C] allows us to write the com-
mutator on the right-hand side of Eq. (A3) as a sum
of terms where only the commutator of Xˆ with one of
the creation operators O†i appears. Therefore, Eqs. (A1)
and (A2) guarantee that the matrix elements of Xˆ and
XˆO are identical in the subspace HFE.
As an example, we discuss the representation of∑N
µ=1 A
(µ)
22 in terms of the operators Oi ∈ O. The only
non-vanishing commutators are
[
N∑
µ=1
A
(µ)
22 , X
†
k(m)
]
= X†k(m), (A4)
and we have
∑N
µ=1A
(µ)
22 |0〉 = 0. According to
Eqs. (A1), (A2) and with the bosonic commutation rela-
tions obeyed by the operators Xk(m), the representation
of
∑N
µ=1A
(µ)
22 in HFE is given by
N∑
µ=1
A
(µ)
22 =
∑
m
∑
k
X†k(m)Xk(m). (A5)
The representation of the remaining operators that ap-
pear in the Hamiltonian H in Eq. (2) can be found in a
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similar way, the result is
N∑
µ=1
A
(µ)
33 =
∑
m
∑
k
H†k(m)Hk(m), (A6)
N∑
µ=1
A
(µ)
44 =
∑
m
∑
k
I†k(m)Ik(m), (A7)
N∑
µ=1
S
(µ)
32 e
ikczµ =
∑
m
∑
k
Xk(m)H
†
k(m+ 1), (A8)
N∑
µ=1
S
(µ)
32 e
−ikczµ =
∑
m
∑
k
Xk(m)H
†
k(m− 1), (A9)
N∑
µ=1
S
(µ)
42 e
i(kc+k)zµ =
∑
m
∑
p
Xp−k(m)I
†
p(m+ 1), (A10)
N∑
µ=1
S
(µ)
42 e
−i(kc−k)zµ =
∑
m
∑
p
Xp−k(m)I
†
p(m− 1).
(A11)
These relations together with the inverse relations of
Eqs. (14) and (15) allow us to find the representation
of H0, HΛ and HNL in HFE,
H˜0 =− ~∆ω
∑
k
(
A†kAk +D
†
kDk
)
+ 2~ sinϕ cosϕ
∑
k
ωk
(
A†kDk +AkD
†
k
)
(A12)
− ~ε
∑
m
∑
k
X†k(m)Xk(m)− ~δ
∑
m
∑
k
H†k(m)Hk(m)− ~(∆ + ε)
∑
m
∑
k
I†k(m)Ik(m) (A13)
− ~(sin2 ϕ− cos2 ϕ)
∑
k
ωk
(
D†kDk −A†kAk
)
,
H˜Λ =− ~Ω0 sin θ
∑
k
{
Ak
[
H†k(1) sinϕ+H
†
k(−1) cosϕ
]
+Dk
[
H†k(1) cosϕ−H†k(−1) sinϕ
]}
(A14)
− ~Ω0 cos θ
∑
m
∑
k
Xk(m)
[
H†k(m+ 1) sinϕ+H
†
k(m− 1) cosϕ
]
+ h.c.,
H˜NL =− ~g2
∑
k
Ak
∑
m
∑
p
Xp−k(m)
[
I†p(m+ 1) sinϕ+ I
†
p(m− 1) cosϕ
]
(A15)
− ~g2
∑
k
Dk
∑
m
∑
p
Xp−k(m)
[
I†p(m+ 1) cosϕ− I†p(m− 1) sinϕ
]
+ h.c..
For the full representation of the master equation in HFE it remains to transform the decay term Lγ̺D, see Eq. (8).
The representation of the terms that describe the decay of the excited states in Eq. (8) can be found via Eqs. (A6)
and (A7). Since the super-operator L˜γ ˜̺ must preserve the trace of the density operator, we find
L˜γ ˜̺ =− Γ
2
∑
m
∑
k
[
H†k(m)Hk(m)˜̺+ ˜̺H
†
k(m)Hk(m)− 2Hk(m)˜̺H†k(m)
]
(A16)
− γ42
2
∑
m
∑
k
[
I†k(m)Ik(m)˜̺+ ˜̺I
†
k(m)Ik(m)− 2Ik(m)˜̺I†k(m)
]
,
where Γ = γ31 + γ32 is the full decay rate of the excited state |3〉.
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Appendix B: DEFINITIONS
The master equation (35) is obtained from (25) for Ω+ = Ω− and if we exchange the set of operators
{Ak, Xk(0), Hk(1), Hk(−1), Ik(1), Ik(−1)} by the new set {ψk, φk, Pk, Qk, Uk, Vk} according to
ψk = Ak cos θ −Xk(0) sin θ, φk = Ak sin θ +Xk(0) cos θ, (B1)
Pk = [Hk(1) +Hk(−1)]/
√
2, Qk = [Hk(1)−Hk(−1)]/
√
2, (B2)
Uk = [Ik(1) + Ik(−1)]/
√
2, Vk = [Ik(1)− Ik(−1)]/
√
2. (B3)
Since the old and new operators are related by a unitary transformation, the new operators {ψk, φk, Pk, Qk, Uk, Vk}
obey bosonic commutation relations. If the inverse relations of Eqs. (B1)-(B3) are plugged into Eqs. (A12), (A14)
(A15) and (A16), we obtain the master equation (35). Furthermore, we employ the condition in Eq. (37) and the
definition ∆θ = ∆− cot2 θ∆ω. The bath Hamiltonian in Eq. (38) is comprised of four parts,
HB = H
(0)
B +H
(1)
B +H
(2)
B +H
(3)
B , where (B4)
H
(0)
B =− ~∆ω
∑
k
(
D†kDk + φ
†
kφk
)
− ~δ
∑
k
(
P †kPk +Q
†
kQk
)
− ~∆θ
∑
k
(
U †kUk + V
†
k Vk
)
(B5)
+ ~
∑
k
ωk
(
φ†kDk +D
†
kφk
)
− ~Ω0
∑
k
(
P †kφk + Pkφ
†
k +Q
†
kDk +D
†
kQk
)
− ~ε
∑
m
m 6=0
∑
k
X†k(m)Xk(m)− ~δ
∑
m
m 6=0
∑
k
H†k(m)Hk(m)− ~∆θ
∑
m
m 6=0
∑
k
I†k(m)Ik(m),
H
(1)
B =−
1
2
~Ω0 cos θ
∑
k
[
Xk(−2)
(
P †k −Q†k
)
+Xk(2)
(
P †k +Q
†
k
)]
(B6)
− 1√
2
~Ω0 cos θ
∑
k
[ ∑
m
m 6=0,−2
Xk(m)H
†
k(m+ 1) +
∑
m
m 6=0,2
Xk(m)H
†
k(m− 1)
]
+ h.c.,
H
(2)
B =− ~g2 cos θ
∑
k
[
U †k
∑
p
φpφk−p + V
†
k
∑
p
Dpφk−p
]
+ h.c., (B7)
H
(3)
B =−
1
2
~g2
∑
k
∑
p
[(
U †k − V †k
)
Xk−p(−2) (φp +Dp) +
(
U †k + V
†
k
)
Xk−p(2) (φp −Dp)
]
(B8)
− 1√
2
~g2
∑
k
∑
p
[ ∑
m
m 6=0,−2
I†k(m+ 1)Xk−p(m)(φp +Dp) +
∑
m
m 6=0,2
I†k(m− 1)Xk−p(m)(φp −Dp)
]
+ h.c..
The dominant contribution to the bath Hamiltonian HB is represented by H
(0)
B . The term H
(1)
B accounts for the
modification of stationary light due to the fast oscillating spin coherences. Furthermore, H
(2)
B and H
(3)
B arise from the
coupling of bath excitations to the transition |4〉 ↔ |2〉. We write the interaction Hamiltonian in Eq. (38) as a sum
of three parts
V = V (0) + V (1) + V (2), where (B9)
V (0) =− ~ cos θ∆ω
∑
k
(
ψ†kφk + ψkφ
†
k
)
+ ~ cos θ
∑
k
ωk
(
ψ†kDk +D
†
kψk
)
(B10)
+ ~g2 cos θ
∑
k
(
U †k
∑
p
ψpψk−p + Uk
∑
p
ψ†pψ
†
k−p
)
,
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V (1) =~g2
∑
k
(
U †k
∑
p
φpψk−p + V
†
k
∑
p
Dpψk−p
)
+ h.c., (B11)
V (2) =− 1
2
~g2 cos θ
∑
k
∑
p
[(
U †k − V †k
)
ψpXk−p(−2) +
(
U †k + V
†
k
)
ψpXk−p(2)
]
(B12)
− 1√
2
~g2 cos θ
∑
k
∑
p
[ ∑
m
m 6=0,−2
I†k(m+ 1)ψpXk−p(m) +
∑
m
m 6=0,2
I†k(m− 1)ψpXk−p(m)
]
+ h.c.. (B13)
The term V (0) describes the coupling of one or two dark-state polaritons to one bath excitation. On the other hand,
V (1) arises from the coupling of one dark-state polariton and one bath excitation to the transition |4〉 ↔ |2〉. The
remaining part V (2) accounts for the coupling of a dark-state polariton and a fast spin coherence to the transition
|4〉 ↔ |2〉. Finally, the decay term L(B)γ ˜̺ in Eq. (38) reads
L(B)γ ˜̺ =−
Γ
2
∑
k
(
P †kPk ˜̺+ ˜̺P
†
kPk − 2Pk ˜̺P †k
)
− Γ
2
∑
k
(
Q†kQk ˜̺+ ˜̺Q
†
kQk − 2Qk ˜̺Q†k
)
(B14)
− Γ
2
∑
m
m 6=±1
∑
k
[
H†k(m)Hk(m)˜̺+ ˜̺H
†
k(m)Hk(m)− 2Hk(m)˜̺H†k(m)
]
− γ42
2
∑
k
(
U †kUk ˜̺+ ˜̺U
†
kUk − 2Uk ˜̺U †k
)
− γ42
2
∑
k
(
V †k Vk ˜̺+ ˜̺V
†
k Vk − 2Vk ˜̺V †k
)
− γ42
2
∑
m
m 6=±1
∑
k
[
I†k(m)Ik(m)˜̺+ ˜̺I
†
k(m)Ik(m)− 2Ik(m)˜̺I†k(m)
]
.
Appendix C: BATH CORRELATION FUNCTIONS
Here we outline the calculation of the bath correlation
functions
TrB
{
Bie
LBτB†j̺B
}
(C1)
that enter the master equation for dark-state polaritons
via Eqs. (40) and (44). In the following, we approximate
the Liouvillian LB by
L(0)B ̺D = −
i
~
[H
(0)
B , ̺D] + L(B)γ ̺D, (C2)
which amounts to neglect H
(1)
B , H
(2)
B and H
(3)
B in the ex-
pression for HB. In a first step, we show how the bath
dynamics can be solved exactly with respect to the super-
operator in Eq. (C2), and then we specify the conditions
that allow us to neglect H
(1)
B , H
(2)
B and H
(3)
B . The sim-
plified bath dynamics according to Eq. (C2) justifies to
replace V in the commutator [V, . . .] of Eq. (41) by V (−),
see Sec. III D. Furthermore, we argue that the domi-
nant contribution to Eq. (44) stems from the interaction
Hamiltonian V (0), while V (1) and V (2) can be neglected.
At the end of this section, we show that V (1) is indeed
negligible if the dynamics of the system is restricted to
the subspace HFE. In addition, all correlation functions
in Eq. (C1) where either Bi, Bj or both stem from V
(2)
vanish. V (2) may thus only contribute to higher-order
terms beyond the Born approximation, but this effect
will be small in the slow light limit since V (2) is propor-
tional to cos θ.
Here we only take into account the bath operators
Bi ∈ {Dk, φk, Uk} that appear in the interaction Hamil-
tonian V0 in Eq. (B10). In principle, all combinations
of these bath operators can enter the correlation func-
tions in Eq. (44). Their evaluation can be accomplished
if the correlation functions in Eq. (C1) are regarded as
mean values of an operator Bi with respect to the time-
dependent, non-hermitian operator Xˆ = eLBτB†j̺B,
‖Bi‖ = TrB
{
BiXˆ
}
. (C3)
It follows that the equations of motion for these mean
values are given by
∂t‖Bi‖ = − i
~
TrB
(
[Bi, H
(0)
B ]Xˆ
)
+TrB
(
BiL(B)γ Xˆ
)
.
(C4)
If we apply this result to the operator Uk, we find that the
time evolution of ‖Uk‖ is determined by a single equation
∂t‖Uk‖ =
(
i∆θ − γ42
2
)
‖Uk‖ . (C5)
On the other hand, the mean values of ‖Dk‖ and ‖φk‖
are coupled to ‖Pk‖ and ‖Qk‖ via the following set of
15
linear equations,
∂t‖φk‖ = i∆ω‖φk‖ − iωk‖Dk‖+ iΩ0‖Pk‖ ,
∂t‖Pk‖ = (iδ − Γ/2) ‖Pk‖+ iΩ0‖φk‖ ,
∂t‖Dk‖ = i∆ω‖Dk‖ − iωk‖φk‖+ iΩ0‖Qk‖ ,
∂t‖Qk‖ = (iδ − Γ/2) ‖Qk‖+ iΩ0‖Dk‖ . (C6)
It follows that the only non-vanishing terms in Eq. (44)
are given by
S(̺D) =∆ω2 cos2 θ
∑
k,p
I1
(
ψ†kψp̺D − ψp̺Dψ†k
)
(C7)
+ cos2 θ
∑
k,p
I2ωkωp
(
ψ†kψp̺D − ψp̺Dψ†k
)
+ g22 cos
2 θ
∑
k,p
I3
∑
k′,p′
×
(
ψ†k′ψ
†
k−k′ψp′ψp−p′̺D − ψp′ψp−p′̺Dψ†k′ψ†k−k′
)
− cos2 θ∆ω
∑
k,p
ωkI4
(
ψ†kψp̺D − ψp̺Dψ†k
)
− cos2 θ∆ω
∑
k,p
ωpI5
(
ψ†kψp̺D − ψp̺Dψ†k
)
,
where the integrals over the bath correlation functions
are defined as
I1(k, p) =
∞∫
0
dτTrB
[
φke
LBτφ†p̺B
]
, (C8)
I2(k, p) =
∞∫
0
dτTrB
[
Dke
LBτD†p̺B
]
, (C9)
I3(k, p) =
∞∫
0
dτTrB
[
Uke
LBτU †p̺B
]
, (C10)
I4(k, p) =
t∫
0
dτTrB
[
Dke
LBτφ†p̺B
]
, (C11)
I5(k, p) =
t∫
0
dτTrB
[
φke
LBτD†p̺B
]
. (C12)
We illustrate the evaluation of the integrals in Eqs. (C8)-
(C12) using the example of
I1 =
∞∫
0
dτ‖φk‖ , (C13)
where the mean value ‖φk‖ is taken with respect to Xˆ =
φ†p̺B. The integral in the latter equation can be regarded
as the Laplace transform of ‖φk‖ evaluated at s = 0. In
order to determine I1, we write the system of differential
equations (C6) in matrix form,
∂ty =My , (C14)
where M is a 4× 4 matrix and
y = (‖φk‖, ‖Pk‖, ‖Dk‖, ‖Qk‖). (C15)
Since all mean values tend to zero for t→∞ due to the
presence of the decay term L(B)γ ̺D, the Laplace transform
y˜(s) of y(t) exists and Eq. (C14) yields sy˜(s) − y(0) =
M y˜(s). In the limit s→ 0, we thus obtain
y˜(0) = −M−1y(0), (C16)
where y(0) represents y at time t = 0. Since the mean
values are taken with respect to Xˆ = φ†p̺B, we have
y(0) = (1, 0, 0, 0) and thus y˜(0) can be determined. Fi-
nally, I1 can be identified with [y˜(0)]1, i.e., the first com-
ponent of y˜(0) in Eq. (C16). The evaluation of the re-
maining integrals follows the same route and yields
Re[I1] = Re[I2] ≈ Γ
2Ω20
δ(k, p) , (C17)
Im[I1] = Im[I2] ≈ − δ
Ω20
δ(k, p) , (C18)
Re[I3] = γ42/2
∆2θ + γ
2
42/4
δ(k, p) , (C19)
Im[I3] = ∆θ
∆2θ + γ
2
42/4
δ(k, p) , (C20)
I4 = I5 ≈ 0 . (C21)
These simple expressions for the integrals represent an
expansion of more complicated terms that holds if Ω0 is
sufficiently large as compared to the detuning |δ| and the
decay rates of the excited states [see Eq. (50)]. In ad-
dition, ∆ω and |ωk|max must be at most of the order of
Ω0. If the expressions in Eqs. (C17)-(C21) are plugged
into Eq. (C7), we obtain the final result for our mas-
ter equation (45). The validity of the Markov approxi-
mation requires that the decay of the bath functions in
Eqs. (C8)-(C12) is fast as compared to the change of the
density operator introduced by these terms. Since the
correlation functions decay on a timescale that is of the
order of 1/γij , the Markov approximation is justified if
the conditions in Eqs. (51) and (52) are met.
Next we specify the conditions that allow us to neglect
H
(1)
B , H
(2)
B and H
(3)
B . The Hamiltonian H
(1)
B describes
the modification of stationary light due to the fast os-
cillating spin excitations Xk(m) (m 6= 0). These exci-
tations are washed out due to the motion of the atoms,
and the corresponding decay rate ΓFO depends on the
temperature of the atomic cloud. Note that the decay of
the slowly varying spin excitations Xk(0) is significantly
smaller than ΓFO since the relevant wavenumbers are sev-
eral orders of magnitude smaller. We emphasize that
a Markovian master equation for the dark-state polari-
tons corresponding to the level scheme in Fig. 2 is only
possible if ΓFO is comparable to the decay rate of the
excited states. More specifically, the Hamiltonian H
(1)
B
alters the set of equations (C6) and introduces a cou-
pling between ‖Pk‖, ‖Qk‖ and the fast spin coherences
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‖Xk(±2)‖. Due to the decay of ‖Xk(±2)‖, the effective
coupling between ‖Pk‖, ‖Qk‖ and ‖Xk(±2)‖ is given by
(Ω0 cos θ)
2/ΓFO if Ω0 cos θ ≪ ΓFO [59]. It follows that
the effect of H
(1)
B is negligible provided that the condi-
tion in Eq. (53) holds, which means that the effective
coupling between ‖Pk‖, ‖Qk‖ and ‖Xk(±2)‖ is negligi-
ble on the timescale 1/Γ which represents the lifetime
of excitations in modes {Dk, φk, Pk, Qk}. Note that the
decay of fast oscillating coherences and condition (53) is
not required in the case of the level scheme discussed in
Sec. IVD.
The Hamiltonian H
(2)
B gives rise to a modification of
Eq. (C5) that determines ‖Uk‖,
∂t‖Uk‖ =
(
i∆θ − γ42
2
)
‖Uk‖+ ig2 cos θ
∑
p
‖φpφk−p‖ .
(C22)
If the probe field modes form a (quasi-)continuum, then
the second term in Eq. (C22) gives rise to an additional
decay channel of excitations in the mode Uk. We find
that the associated decay rate is at most given by
ΓU = Γ1DΩ0 cos
2 θ/Γ, (C23)
where Γ1D = g
2
2L/c is the decay rate of the excited state
|4〉 into the fiber modes. It follows that the influence
of H
(2)
B is negligible provided that ΓU is much smaller
than γ42, which can always be achieved in the slow-light
regime.
It remains to discuss the impact of H
(3)
B and V
(1).
These terms are negligible since the physical processes
described by them are off-resonant and therefore strongly
suppressed. Formally, the latter result can be obtained
via a rotating-wave type approximation if the operators
φk andDk in H
(3)
B and V
(1) are expressed in terms of new
bosonic operators that diagonalizeH
(0)
B . The influence of
these operators is found to be small if g2/Ω0 ∝ 1/N ≪ 1,
where N is the total number of atoms.
Finally, we note that we have verified the validity of the
approximations discussed above by the numerical com-
parison of our master equation with the results of the
full dynamics for a single mode.
Appendix D: MAXWELL-BLOCH EQUATIONS
Here we outline the numerical integration of the cou-
pled Maxwell-Bloch equations [60] for classical probe and
control fields that interact with the Λ subsystem formed
by states |1〉, |2〉 and |3〉. The density operator of a sin-
gle atom at position z is denoted by R, and the coher-
ence R31 = 〈3|R|1〉 is written as the sum of two counter-
propagating terms,
R31(z, t) = R
(+)
31 (z, t)e
ikpz +R
(−)
31 (z, t)e
−ikpz . (D1)
We assume that the probe fields are weak such that we
can set R11 ≈ 1, and apply the secular approximation
where we drop fast oscillating terms exp[±2ikpz]. The
Bloch equations of the system are thus given by [28, 61]
∂tR
(±)
31 = iΩce
∓i∆ω
c
zR21 + (iδ − Γ/2)R(+)31 + iG± (D2)
∂tR21 = iεR21 + iΩc
(
ei
∆ω
c
zR
(+)
31 + e
−i∆ω
c
zR
(−)
31
)
,
(D3)
where G+ (G−) is the Rabi frequency of the classical probe
field that propagates in the positive (negative) z direc-
tion, and kp = ωp/c is the wave number corresponding
to the central frequency ωp of the probe field. Note that
G±(z, t) are slowly varying functions of position and time.
On the other hand, the Rabi frequency Ωc of the each
control field is assumed to be position-independent but
varies with time. The Bloch equations have to be solved
consistently with Maxwell’s equations that yield [28, 61](
1
c
∂t ± ∂z
)
G± = iNg
2
1
c
R
(±)
31 , (D4)
where we employed the slowly varying envelope approx-
imation [60]. The set of equations (D3) and (D4) allows
us to determine G± as well as the atomic variables R.
Note that equivalent results without the secular approx-
imation can be obtained [29] if the level scheme in Fig. 4
is employed.
In the slow light limit, the expectation value of the
polariton pulse in position space is directly proportional
to the expectation value of the ground-state coherence,
〈ψ(z)〉 ∝ 〈R12〉(z). (D5)
It follows that 〈ψk〉 can be calculated from 〈R12〉(z) via
a Fourier transformation with respect to position, and
we have 〈ψ†kψk〉 = |〈ψk〉|2 since a classical probe field
corresponds to a coherent state.
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