Abstract-In this paper, a novel variational framework is introduced toward automatic 3-D building reconstruction from remote-sensing data. We consider a subset of building models that involve the footprint, their elevation, and the roof type. These models, under a certain hierarchical representation, describe the space of solutions and, under a fruitful synergy with an inferential procedure, recover the observed scene's geometry. Such an integrated approach is defined in a variational context, solves segmentation both in optical images and digital elevation maps, and allows multiple competing priors to determine their pose and 3-D geometry from the observed data. The very promising experimental results and the performed quantitative evaluation demonstrate the potentials of our approach.
I. INTRODUCTION
T HREE-DIMENSIONAL building and landscape models are of great interest for various engineering applications such as urban and rural planning, updating geographic information system (GIS), augmented reality, 3-D visualization, virtual tourism, location-based services, navigation, wireless telecommunications, disaster management, noise, and heat and exhaust-spreading simulations. All are actively discussed in the computer vision and geoscience scientific community, and some of them have already entered or are expected to enter the market soon. The prohibitively high costs of generating manually such models explain the emergency toward automatic approaches. Furthermore, it should be noted that the required output spatial accuracy is of major importance, particularly at large scales, as it designates the method's operational functionality, performance, and success.
In order to obtain such a 3-D vector description of a scene's geometry, apart from single 2-D aerial and satellite images, 3-D information-digital elevation models (DEMs)-is also re- quired. DEMs can be obtained indirectly with classical photogrammetric multiview-stereo techniques [1] or more recently, using emerging airborne or spaceborne active sensors like Light Detection and Ranging (LIDAR), also known as airborne laser scanning, and interferometric synthetic aperture radar (INSAR). The collection of DEMs from such active sensors is increasing rapidly as these technologies become more widely available and cost effective, contrary to the indirect imagebased multiview-stereo reconstruction methods [2] . In particular, image matching and accurate breakline positioning are not trivial tasks and become cumbersome as spatial resolution gets higher over complex scenes or urban regions and in untextured areas or at depth discontinuities [3] . Both LIDAR and INSAR principles allow building-detection applications with an advantage on LIDAR in terms of spatial resolution and potential nadir-view acquisitions, and with an advantage on INSAR in terms of the technology's robustness in weather conditions [4] . Despite the recent intensive research toward 3-D building extraction and reconstruction based on various remotesensing data and several model-free or model-based procedures ( [5] - [13] and the references therein), we are still far from the goal of the initially envisioned fully automatic and accurate reconstruction systems [14] , [15] . Processing remote-sensing data still poses several challenges.
On the one hand, intensity images, 2-D projections of the real 3-D world, are inherently ambiguous, and shadows or occlusions frequently occur. Edge-, line-, corner-, and junctiondetection techniques as well as purely image-driven (edge or region-based) segmentation techniques usually fail to operate effectively due to the misleading low-level information. Algorithms (like [16] - [20] ) that were designed to extract and reconstruct buildings based only on purely image-driven functions and step-by-step procedures possess native limitations. For several scenes, moreover, DEMs from several sources are often available. Thus, sophisticated approaches should be able to adapt to every given situation and be able to process images, point clouds, or height/depth/disparity maps.
On the other hand, processing LIDAR or INSAR data involves, in general, oblique view acquisitions, limited resolution of the samples near surface edges, presence of noise due to errors from the GPS/inertial navigation system, other registration errors, poor reflectivity properties of some surfaces, shadowing/layover effects, multipath backscattered signals, and speckle [4] . Although, they are nowadays holding a significant position in the market that is increasing rapidly, in most cases, the overall spatial resolution of the cost-effective acquisitions is usually lower than the nowadays commercially available highresolution aerial and satellite imagery [14, Fig. 1(a) and (b) ]. Thus, algorithms (like [2] , and [21] - [23] ) that were designed to reconstruct buildings exclusively from DEMs are-mostly or partly-based on corner-, junction-, edge-or line-detection processes, and step-by-step procedures possess native limitations particularly in terms of spatial accuracy.
In this paper, we aim to address the aforementioned challenges by introducing a novel variational framework toward large-scale building reconstruction through information fusion and grammar-based building priors. Multiple 3-D competing priors are considered transforming reconstruction to a labeling and an estimation problem. In such a context, we fuse images and DEMs toward recovering a 3-D model. Our formulation allows data with the higher spatial resolution to constrain properly the footprint detection in order to achieve the optimal spatial accuracy (Fig. 1, top) . Therefore, we are proposing a variational function that encodes a fruitful synergy between observations and multiple 3-D grammar-based building models. Our models refer to a grammar, which consists of typologies of 3-D shape priors (Fig. 2 ). In such a context, first, one has to select the most appropriate model and then determine the optimal set of parameters aiming to recover the scene's geometry (Fig. 1, bottom) . The proposed objective function consists of two segmentation terms that guide the selection of the most appropriate typology and a third DEM-driven term which is being conditioned on the typology. Such a prior-based recognition process can segment both rural and urban regions (similar to [2] ) but is able as well to overcome detection errors caused by the misleading low-level information (like shadows or occlusions), which is a common scenario in remote-sensing data [ Fig. 1(a) and (c)].
Our goal was to develop a single generic framework (with no step-by-step processes) that is able to efficiently account for multiple 3-D building extraction, no matter if their number or shape is a priori familiar or not. The motivation was to design an automated and generic solution based on the type of data that are nowadays most available and cost effective. In particular, we worked with aerial and satellite images of high and very high resolution (0.5-1.5 m ground resolution) and with elevation maps of medium and high resolution (1.0-3.0 m ground resolution). Doing multiview stereo, using simple geometric representations like 3-D lines and planes, merging data from ground sensors, or working with dense height data of very high ground resolution (< 0.6 m) was not our interest here. In addition, since usually for most sites, multiple aerial images are missing, our goal was to provide a solution even with the minimum available data, like a single panchromatic image and an elevation map, contrary to approaches that were designed to process multiple aerial images or multispectral information and cadastral maps (like in [17] , [24] , and [25] ), which much eases the scene's classification. Moreover, contrary to [26] , the here proposed variational framework does not require dense imagematching processes and a priori given 3-D line segments or a rough segmentation. The main contributions of this paper are the following.
1) We have developed a novel recognition-driven variational framework to address multiple 3-D building extraction and reconstruction. It is an inferential approach that fuses optical images and digital elevation maps, is defined in a variational context, solves segmentation in both spaces, and allows multiple competing priors to determine their pose and 3-D geometry from the observed data. 2) We have introduced a grammar-based building representation to efficiently describe the space of solutions. By describing our numerous building models with a certain hierarchy and grammar and by formulating, respectively, our energy terms, the search space of solution during the optimization procedure has been narrowed effectively. Apart from new building models, other classes of terrain features can be added or removed from the database, controlling, respectively, the type of objects that can be addressed by the system. The remainder of this paper is structured in the following way. In Section II, the introduced grammar-based representation of the prior building models is described. The proposed variational framework for multiple 3-D building extraction and reconstruction is detailed in Section III, along with a description of energy minimization and optimization steps. Experimental results and the performed quantitative evaluation are given in Section IV, and finally, conclusions and perspectives for future work are given in Section V.
II. BUILDING MODELING THROUGH A HIERARCHICAL GRAMMAR
Numerous 3-D model-based approaches have been proposed in literature. Statistical approaches [27] , [28] aim to describe variations between the different prior models by measuring the distribution of the parameter space. These models are capable of modeling a building with rather repeating structure and of limited complexity. In order to overcome this limitation, methods using generic, parametric, polyhedral, and structural models have been considered [16] - [20] , [22] , [23] . The main strength of these models is their expressional power in terms of complex architectures. On the other hand, inference between the models and observations is rather challenging due to the important/high dimension of the search space. Consequently, these models can only be considered in a small number. More recently, procedural modeling of architectures has been introduced, as well as vision-based reconstruction, using mostly facade views [29] . Such a method recovers the 3-D geometry using an L-system grammar [30] which is a powerful and elegant tool for content creation. Despite the promising potentials of such an approach, one can claim that the inferential step that involves the derivation of model parameters automatically is still a challenging problem, particularly when the grammar is related to the building-detection procedure [31] - [34] .
Hierarchical representations are a natural selection to address complexity while at the same time recover representations of acceptable resolution. Toward this end, a dictionary of basic shapes (intermediate and final ones) was employed, which uses a set of footprints that are parametric (the same footprint can produce numerous buildings with the same concept geometry); then, with an extrude rule, the volume of the building is generated (subject to certain parameters), another rule will split the main building from the roof (subject to certain parameters), and then it decomposes the roof into parts (subject to certain parameters). The employed vocabulary of basic shapes include the footprint, the volume, the main building, the roof, and the roof plains, while the inferential step consists of a fixed derivation sequence of rules that involves the derivation of model parameters. Trying on the one hand to avoid the association of our vocabulary with numerous rules and on the other, aiming at exploiting all the actual design knowledge of our problem, we formulated our vocabulary through hierarchical representations in order to address the problem's complexity while at the same time recover representations of acceptable resolution.
Therefore, the shape-prior formulation involves two components: the type of footprint and the type of roof (Fig. 2) . First, we structure our prior-model spaceΦ by ascribing the same pointer i to all models that belong to the family with the same footprint. Thus, all buildings that can be modeled with a rectangular footprint have the same index value i. Then, for every family (i.e., every i), the different types of building tops (roofs) are modeled by the pointer j (Fig. 2) . Under this hierarchyΦ i,j , the prior database can model from simple to very complex building types and can be easily enriched with more complex structures. Such a formulation is desirously generic but forms a huge search space. Therefore, appropriate attention is to be paid when structuring the search step.
Given the set of footprint priors, we assume that the observed building is a projective transformation of the footprint. Given, the variation of the expressiveness of the grammar and the degrees of freedom of the transformation, we can now focus on the 3-D aspect of the model. In such a context, only the building's main height h m and the building's roof height h r (x, y) at every point need to be recovered. The proposed typology for such a task is shown in Fig. 3 . It refers to the rectangular case, but all the other families can respectively be defined. More complex footprints, with usually more than one roof type, are decomposed to simpler parts which can, therefore, similarly be recovered. Given an image I(x, y) at domain (bounded) Ω ∈ R 2 and an elevation map H(x, y)-which can be seen both as an image or as a triangulated point cloud-let us denote by h m the main building's height and by P m the horizontal building's plane at that height. We proceed by modeling all building roofs (flat, shed, gable, etc.) as a combination of four inclined planes. We denote by P 1 , P 2 , P 3 , and P 4 these four roof planes and by ω 1 , ω 2 , ω 3 , and ω 4 , respectively, the four angles between the horizontal plane h m and each inclined plane (Fig. 3) . Every point in the roof rests strictly on one of these inclined planes, and its distance with the horizontal plane is the minimum compared with the ones formed by the other three planes.
With such a grammar-based description, the five unknown parameters to be recovered are as follows: the main height h m (which has a constant value for every building) and the four angles ω. In this way, all but two types of building tops/roofs can be modeled. For example, if all angles are different, we have a totally dissymmetric roof ( Fig. 2-Φ 1,5 ), if the two opposite angles are right then we have a gable-type one ( Fig. 2-Φ 1,4 ) , and if all are zero, we have a flat one (Φ 1,1 ). The platform and the gambrel roof types cannot be modeled but can be easily derived. The platform one (Φ 1,2 ), for instance, is the case where all angles have been recovered with small values, and a search around their intersection point will estimate the dimensions of the rectangular-shape box above the main roof plane P m (e.g., Fig. 10 ). With the aforementioned formulations, instead of searching for the best among i × j (e.g., 5 × 6 = 30) models, their hierarchical grammar and the appropriately defined energy terms are able to cut down effectively the solution space.
More specifically, although such a formulation is desirously generic, it forms a huge search space, and thus, appropriate attention has to be paid when structuring the search step. Toward this end, based on a fruitful synergy with our energy terms (detailed in the following section), we avoid modifying all the possible properties of the basic shapes from our vocabulary, reducing the number of necessary rules. In this way, a nice balance was introduced between the power of the modeling framework (the syntax and semantics of the grammar) and the complexity of the rules required by the framework. This fact is maybe not too obvious for a not-so-extensive vocabulary like the one employed here, but this is due to the resolution of the data that this system is designed to process and the detail of the 3-D geometry that needs to be recovered. A small vocabulary proved sufficient enough. Richer grammars with intermediate structure and shape classification are necessary for more detailed full-scene reconstruction applications fusing data of higher quality from aerial, satellite, or ground sensors [34] .
III. MULTIPLE 3-D BUILDING PRIORS IN COMPETITION
Let us consider a pair of images: one that corresponds to the visible domain (I) and the corresponding digital elevation map (H). In such a context, one has first to separate the buildings from the background (natural scene), extract the corresponding footprint types, and determine their geometry. If we consider the two images, then this can be formulated as a segmentation problem. Since neither the number nor the topology of the scene is known, we employ the level-set methods [35] . This can be achieved through the deformation of an initial surface that aims at separating the natural components of the scene from the man-made parts. Let φ : Ω → R + be a level-set representation defined at the dense-image resolution level. We assume that one can establish correspondences between the pixels of the image and the ones of the DEMs. Then, the segmentation can be solved in both spaces (R 2 ) through the use of regional statistics. In the visible image, we would expect that the buildings are different from the natural components of the scene. On top of that, in the DEM, one would expect that man-made structures will exhibit elevation differences from the natural part of the scene. These two assumptions can be used to define the following segmentation function:
where H is the Heaviside step function, and r obj and r bg are object and background are positive monotonically decreasing data-driven functions driven from the grouping criteria. The simplest possible approach would involve the Mumford-Shah [36] approach that aims at separating the means between the two classes. In general, choosing the appropriate region descriptors (r obj and r bg ) depends heavily on the nature of the images to be considered. One can model the scene in regions with desired objects and in the background and then assume that these regions are characterized by Gaussian densities [37] . When such an assumption seems unrealistic, one can consider a more flexible parametric density function, like a Gaussian mixture [38] , or nonparametric densities [39] in order to describe the visual properties of the object and the background. Furthermore, in cases where color information or other remote-sensing data like radar or hyperspectral imagery is available, these region descriptors can be accordingly formulated. One should note the following: 1) that the aim of this paper is not to address the image component of the method and 2) that such image components are defined in a modular content and can easily be adapted to the image content. Therefore, we will assume a rather simple segmentation component just for demonstration purposes. To this end, in all our experiments and in similar manner with [37] and [40] , the following region descriptors were employed:
where A is either I or H and μ obj is the mean and σ obj the covariance matrix of the object appearance (similar definition for the background). Using such a formulation, the scene was modeled as a collection of smooth surfaces and a background, based on observations made at every iteration. Although, such a data-driven formulation has been considered frequently in computer vision, it is based on a rather simplistic assumption of homogeneity and therefore fails when it is violated. For example, in Fig. 1 , the output result from such a purely data-driven term is shown superimposed on the initial image. The condition of nonhomogeneous regions arises frequently in satellite imaging (both in optical images and DEMs) due to shadows, partial occlusion of the objects of interest, registration errors, poor reflectivity properties, etc. In order to cope with the lack of visual support, one can consider the use of prior knowledge [41] . This can be achieved through the integration of global shape prior constraints into the segmentation process. These constraints can encode both 2-D as well as 3-D measurements. The 2-D constraint, which indicates the type of building footprint, can be determined by fusing our observations, while the 3-D constraint can be determined from the DEM. Let us now consider an abuse of notation and introduce an additional prior component in the process E prior = E 2D + E 3D .
A. Multiscale Projective-Invariant Footprint Registration
Let us first consider the footprint prior. In order to facilitate the introduction of the concept, we will assume that the building which corresponds to the observed footprint is known. Then, the observed image depends on the pose of the sensor, and therefore, a geometric transformation is to be considered toward establishing a correspondence between the model and the extracted footprint in the image. In the most general case, ifφ is the prior model, then this geometric transformation will minimize the following function [27] :
with T being the admissible geometric relation between the two corresponding shape contours. In the context of our work, we have assumed that a planar projective homography is a reasonable selection. Such a transformation is a mapping M : P 2 → P 2 such that points p i are collinear if and only if M (p i ) are collinear (projectivity preserves lines) [1] .
Following the formulations of [40] and [42] , the homograph is calculated directly in its explicit form T = r + ((1/d)tn T ), where T is the homography matrix determined by the translation and rotation between the two views t and r and by the structure parameters n and d of the world plane. The translation is described by the vector t = (t x , t y , t z ), the rotation matrix r ∈ R 3 (constrained by the three angles α, β, and γ), and, since the world plane is not generally perpendicular to the optical axis, the unit vector n is obtained by first rotating it by an angle ξ around the y-axis and then by an angle ψ around the x-axis. Thus, the nine pose parameters T (α, β, γ, t x , t y , t z , ξ, ψ, d) need to be estimated.
Such a function (2) will constrain the segmentation process with respect to a single prior. However, in our case, one has to account for multiple priors. This can be implemented either through a competition approach where all priors are considered and the one performing better is retained or through a vectorvalued labeling [40] , [43] . This function can be considered to address multiregion segmentation. The role of the labeling function is to evolve dynamically in order to select/indicate the regions where a given priorφ i is to be enforced.
For the general case with a large number of building priors (Φ i,j ) and possibly some further independent unknown objects (which should therefore be segmented based on their intensity only), we employed a vector-valued labeling function 
For example, in cases where k = 2, then the indicator function models four regions, i.e.,
With the aforementioned k-dimensional labeling formulation, which is capable of for dynamic labeling of up to ν = 2 k regions, the following cost function can account for a recognition-driven segmentation, based on multiple competing shape priors
with the two parameters λ and ρ > 0. The term associated with the two objects are normalized with respect to the variance of the respective template:
Contrary to [43] , the labeling function's dimensionality k is not a priori fixed and is calculated during optimization. Let a positive scalar q denote the number of resulting segments from the imagedriven functional. Then
In this way, during optimization, the number of selected regions ν = 2 k depends on the number of possible building segments according to φ, and thus, the k-dimensional labeling function L obtains incrementally multiple instances. In Figs. 4 and 5, the optimization procedures yield a 2-D labeling. With such a labeling ν = 4, the indicator function models four regions, and for Fig. 5 , for example, the first three are responsible for the three detected buildings while the fourth one for the background. It should be also mentioned that here, the initial poses of the priors are not known.
B. Grammar-Based Building Reconstruction
In order to determine the 3-D geometry of the buildings, one has to estimate the height of the structure with respect to the ground and the orientation angles of the roof components i.e., five unknown parameters: the building's main height h m which has a constant value for every building and the four angles ω of the roof's inclined planes (Θ i = (h m , ω 1 , ω 2 , ω 3 , ω 4 ) ). These four angles (Fig. 3) , along with the implicitly derived dimensions of every building's footprint (from E 2D ), can define the roof's height at every point (pixel) h r (x, y)
where D: is the perpendicular distance between the horizontal plane P m and the roof's inclined plane P 1:4 . The distance, e.g., between P 1 and P m in Fig. 3 , is the actual roof's height at that point (x, y) and can be calculated as the product of the tangent of the plane's P 1 angle and the horizontal distance d 1 lying on the plane P m . D(P 1 , P m ) is also the minimum distance in that specific point compared with the ones that are formed with the other three inclined planes.
Utilizing the 3-D information from H-either from point clouds or from a height map-the corresponding energy E 3D that recovers our five unknowns for a certain building i has been formulated as follows:
Each prior that has been selected for a specific region is forced to acquire such a geometry so that at every point, its total height matches the one from the available DEM. It is a heavily constrained formulation and, thus, robust. The recognitiondriven reconstruction framework introduced here now takes the following form with respect to φ, T i , L, and Θ i :
The energy term E seg addresses fusion in a natural way and solves segmentation φ in both the I(x) and H(x) spaces. The term E 2D estimates which family of priors (i.e., which 2-D footprint i) under any projective transformation T i best fit at each segment (L). Finally, the energy E 3D recovers the 3-D geometry Θ i of every prior by estimating the building's h m and h r heights.
C. Energy Minimization
In order to minimize the energy function (7), one can consider a gradient-descent approach which will update simultaneously φ, T i , L, and Θ i .
1) Evolution of the Segmentation:
For fixed labeling and transformation parameters, the level-set function φ evolves according to
Apart from the first image-driven component, there is an additional relaxation term toward the priorφ i in all image regions where x i > 0. Thus, the segmentation favors the curve propagation in regions indicated by the labeling function.
2) Evolution of the k-Dimensional
Labeling Function: For a fixed level-set function φ and transformation parameters, the gradient descent with respect to the labeling functions L i corresponds to an evolution of the form
where the derivatives of the indicator functions x i are calculated from (3). The first two terms guide the labeling L to indicate the transformed priorsφ i which are most similar to the given function φ (i.e., each labeled segment or the background).
The last term imposes spatial regularity in the labeling L j and enforces the selected regions to be compact by preventing flippings with the neighboring locations.
3) Pose Estimation: The optimization of the projective transformation parameters T (α
of each selected priorφ i was achieved with a multiscale process, in order to handle both global and local shape deformations. The multiscale approach is implemented via a fixed-point iteration on both the level-set function φ and shape priorsφ i with a downsampling strategy by a factor l. The general gradient-descent equation for each of the transformation parameters (denoted by u i ) has, thus, the following form:
4) Evolution of the Building's 3-D Geometry:
For a fixed segmentation φ, a labeling L, and transformation parameters T i , the 3-D geometry Θ i of each selected building model is derived by a gradient-descent process with respect to the building's height h m and the four angles ω η , η{1 : 4}. Computing ϑE 3D /ϑh m is straightforward, while
where
which can be calculated with the following rules:
min(x1; x2; x3; x4) = min (min(x1; x2); min(x3; x4)) .
IV. EVALUATION

A. Quantitative Measures
The quality assessment of 3-D data ( [45] , [46] and their references therein) involves the assessment of both the geometry and topology of the model. During our experiments, the quantitative evaluation was performed based on the 3-D ground-truth data which were derived from a manual digitization procedure. The standard quantitative measures of Completeness, Correctness, and Quality (a normalization between the previous two) were employed. To this end, the quantitative assessment is divided into two parts: First, for the evaluation of the extracted 2-D boundaries, i.e., the horizontal localization of the building footprints (like those shown in Fig. 11 ) and, second, for the evaluation of the hypsometric differences, i.e., the vertical differences between the extracted 3-D building and the ground truth (like those shown in Fig. 12) .
In order to assess the horizontal accuracy of the extracted building footprints, the measures of horizontal true positives (HTPs), horizontal false positives (HFPs), and horizontal false negatives (HFNs) were calculated, i.e., Moreover, for the evaluation of the hypsometric differences between the extracted buildings and the ground truth, the measures of vertical true positives (VTPs), vertical false positives (VFPs), and vertical false negatives (VFNs) were also calculated. The VTP are the voxels among the corresponding HTP pixels that have the same altitude with the ground truth. Note that HTPs may correspond to the following: 1) to voxels with the same altitude as in the ground truth (VTP) and 2) to voxels with a lower or higher altitude than the ground truth (VFN and VFP, respectively). Thus, the VFPs are the voxels with a hypsometric difference with the ground truth, containing all the corresponding voxels from the HFP and the corresponding ones from the HTP (those with a higher altitude than the ground truth). Respectively, the VFNs are the voxels with a hypsometric difference with the ground truth, containing all the corresponding voxels from the HFN and the corresponding ones from the HTP (those with a lower altitude than the ground truth). To this end, the 3-D quantitative assessment was based 
B. Experimental Results
The developed algorithm has been applied to a number of scenes where remote-sensing data were available. 1 In Figs. 4  and 5 , the results for the detection and reconstruction of a small number of buildings are presented. The algorithm managed in all cases to accurately recover their footprint and overcome lowlevel misleading information due to shadows, occlusions, etc. In addition, despite the conflicting height similarity between the desired buildings, the surrounding trees, and the other objects, the developed algorithm managed to robustly recover their 3-D geometry as the appropriate priors were chosen. In both cases of Figs. 4 and 5 , the performed quantitative evaluation indicated that the algorithm's completeness, correctness, and overall quality-standard quantitative measures for man-made object extraction was 98% and 96%, respectively. Fig. 6 , results are shown for a quite complex scenario (data set #1). The considered areas consist of complex landscape, multiple objects of various classes, shadows, occlusions, different texture patterns, and an important terrain variability. For both test site, just a single panchromatic aerial image with approximately 0.7-m spatial resolution and the corresponding DEM in a lower resolution (of approximately 2.5 m) were available. The detected building footprints superimposed on the data are shown in Fig. 6 (left) and a 3-D view of the recovered 3-D geometry is shown in Fig. 6 (right) . All buildings-except the one at the top left of the scene-were extracted and reconstructed. All of them have been recognized with a different identity (have been labeled and numbered uniquely) apart from the three-building segment at the top right corner of the scene. It was poorly detected but also appears as one segment in the ground-truth data. The performed quantitative evaluation reported an overall horizontal-detection correctness of approximately 93% and completeness of approximately 88%, indicating the algorithm's high potentials. Furthermore, regarding the vertical detection accuracy, the algorithm had an overall 3-D voxel-based detection quality of 80%, with a 3-D completeness of 86% and a higher 3-D correctness of 93% (Table I, data  set #1) .
Furthermore, the developed algorithm was applied to another test site (data set #2 of similar quality), with important terrain variability and complex landscape, including multiple objects of various classes, shadows, occlusions, and different texture patterns (Fig. 7) . The different steps from the optimization procedure are shown in Fig. 8 . After a small number of iterations, the algorithm converged and managed to accurately recover the scene's 3-D geometry. All buildings-except the one in the middle of the scene-were extracted and accurately reconstructed. Note that in its convergence, the algorithm managed to effectively account for all the roof types. In cases where, during the optimization procedure, there was a significant difference between the calculated inner energies (between data, detection, and the temporal recovered geometry), the algorithm (with an unsupervised manner) was forced to search for an optimal solution. In Figs. 9 and 10 , two cases of decomposing the reconstruction task at possible local minima are shown. In Fig. 9 , the resulting temporal (iteration t − 1) detected footprints (in red) that are much different from the ones of the data-driven segmentation term (in green color). Therefore, the algorithm automatically was forced to decompose the registration process seeking for a more optimal solution, which was derived in the next iteration [i.e., comparing the results in red contours of Fig. 9(a) and (b) ]. Similarly, in Fig. 10 , the roof of the building was wrongly recovered (at iteration t − 1) as a flat one [ Fig. 10(c) ]. The calculated difference between the recovered model and the height data [ Fig. 10(b) ] forced the algorithm to decompose the reconstruction process. The roof was correctly reconstructed at the next iteration [ Fig. 10(d) ].
The performed quantitative evaluation for the second data set reported an overall detection 2-D correctness of approximately 98%, indicating the algorithm's high potentials. The algorithm's overall detection 2-D completeness was measured at approximately 87%, and its overall detection quality is 85% (Table I , data set #2). The nicely reconstructed buildings and the reconstructed scene are shown in Fig. 7 . In Table I , the reported voxel-based evaluation indicated the vertical differences between the ground truth and the reconstructed buildings with a 3-D correctness of 95% and a 3-D completeness of 87%.
Last but not least, the robustness and operational functionality of the proposed method is shown in Fig. 11 , where another test site has been reconstructed (data set #3). This complex landscape contains a big variety of texture patterns, more than 80 buildings of different types (detached singlefamily houses, industrial buildings, etc.) and multiple other objects of various classes. One can directly observe (Fig. 11 , first row) that shadows and occlusions were strongly present both on the two available aerial images (with a ground resolution of approximately 0.5 m) and on the coarser digital surface model (of approximately 1.0-m ground resolution). The proposed generic variational framework managed to accurately extract the 3-D geometry of the scene's buildings, searching among various footprint shapes and various roof types. The robustness and functionality of the proposed method is also shown in the second and third row of Fig. 11 , where one can clearly observe the HTP, HTN, and HFN. The performed quantitative evaluation reported an overall horizontal detection 2-D correctness of 90% and an overall horizontal detection 2-D completeness of 84% (Table I , data set #3). Compared with the purely image-driven detection results (with an overall detection quality of lower than 65%), the proposed competing 3-D shape priors under a fruitful synergy with the energy terms were able to successfully recover the scene's geometry. In the last row of Fig. 11 , the reconstructed buildings and the reconstructed scene are shown, demonstrating that the proposed generic variational framework managed to accurately extract the 3-D geometry of the scene's buildings, searching among various footprint shapes and various roof types.
The aforementioned qualitative observations are supported by the quantitative measures reported in Table I and shown in Fig. 12 . More specifically, in Fig. 12 , the hypsometric/vertical difference between the extracted buildings and the ground truth is shown. The VFN voxels are in red color, while the VFP ones are in green. Similarly, in Fig. 4(c) the VFN and VFP voxels-corresponding to the HTP pixels-are shown. The performed quantitative evaluation reported both overall 3-D (Table I , data set #3).
C. Discussion
As has been demonstrated in the experimental results, multiple buildings can be automatically extracted and reconstructed, without any a priori information, for their exact shape or number. The selected shape priors geometrically evolve in time (Fig. 8 ) and determine the 3-D vector description of all the scene's buildings. Although, in this way, a recognition process has been elegantly integrated into a variational segmentation framework, in cases where the data term cannot detect possible building regions, the algorithm naturally fails since all energy terms are associated with the φ function. The evolution of the labeling function is driven by the competing shape priors, and each selected image region is ascribed to the best fitted one. The joint multiscale optimization of the transformation parameters allowed keeping track of the correct pose of each object. The function is also consistent with the philosophy of level sets as it allows multiple independent-object detection.
Toward designing a generic framework for automatic 3-D building extraction, in all our experiments, the tuning parameters , μ, λ, and ρ were left constant, and the texture on the building walls has been added for visualization purposes. In particular, the parameter (1), which controls which observation affects more the data-driven segmentation term, was set to = 0.85. This was mainly because we were focusing on cases where the higher spatial resolution was on the optical data and not on the DEM, and thus, the segmentation term was constrained accordingly. Regarding the positive weight μ of the shape prior terms (7), it was set empirically to μ = 1 equalizing the importance of all energy terms. Furthermore, the two parameters λ and ρ of the prior term E 2D (4) were set to 0.95 and 1, respectively. The parameter ρ = 1 acted as a TV regularization operator and forced the boundary that separates the labeling regions to have minimal length, imposing spatial regularity in the labeling enforcing the selected regions to be compact by preventing flippings with the neighboring locations. Setting the parameter λ-which balances the competition between the background region and the one of the shape prior-to 0.95 slightly affected the outcome of the segmentation process by decreasing the relative size of the identified background region. Last but not least, we would like to mention that the sensitivity of the proposed framework to the initialization of level-set function was significantly low. The obtained results were practically independent of the initialization.
Furthermore, in all our experiments, the eight (i) by six (j) prior building models shown in Fig. 2 were used, but this database can be updated with other more complex shapes. In cases where the detected building cannot be sufficiently described from any shape from the database-under any possible planar projectivity-the algorithm fails to accurately detect its boundaries or 3-D geometry. A certain solution is to construct a large database with all the representative shape samples (derived, for example, from cadastral maps) but then, the computation time will increase a lot. Searching, in our experiments, in a space of eight possible solutions for every detected segment, the developed algorithm in MATLAB, without an optimized coding, managed to converge approximately after a couple of hours (8 to 12 iterations) in an ordinary iPentiumM 2 GHz and for an image of approximately half a million pixels. However, with an efficient C++ implementation, the processing time will be decreased by a factor of 1000, given prior experience in similar problems, allowing near real-time applications. To the best of our knowledge, formulating large scale 3-D reconstruction under a single generic variational framework using such a grammar-based modeling (numerous 3-D competing priors formulated under a narrow search space) and fusion of high and very high resolution images and depth maps, was not done before. This combined grammar-based approach for segmentation and reconstruction can determine accurately (overcoming shadows, occlusions, etc.) the buildings' pose and 3-D geometry based on just a single panchromatic image and an elevation map.
V. CONCLUSION AND FUTURE PERSPECTIVES
We have developed a generalized variational framework which addresses large-scale reconstruction through information fusion and competing grammar-based 3-D priors. We have argued that our inferential approach significantly extends previous 3-D extraction and reconstruction efforts by accounting for shadows, occlusions, and other unfavorable conditions, and by effectively narrowing the space of solutions due to our novel grammar representation and energy formulation. The successful recognition-driven results along with the reliable estimation of buildings 3-D geometry suggest that the proposed method constitutes a highly promising tool for various object extraction and reconstruction tasks.
Our framework can be easily extended to process spectral information, by formulating, respectively, the region descriptors and to account for other types of buildings or other terrain features. Real-time applications can be considered through the direct implementation of the level-set evolution function at the level of the graphics processing units (GPUs) that could drastically decrease computational complexity. The proposed method alternates between the estimation of the grammar parameters and the evolution of the level set that does perform the segmentation in the image space. The computational complexity of the method is due to the level-set evolution (99% of the time). The level-set formulation results on individual evolution equations at the pixel level being connected only with the neighboring ones, therefore, a GPU architecture is perfectly suitable for this task. Furthermore, in order to address the suboptimality of the obtained solution, the use of the compressed sensing framework by collecting a comparably small number of measurements rather than all pixel values is currently under investigation. Last but not least, introducing hierarchical procedural grammars [34] can reduce the complexity of the prior model and provide access to more efficient means of optimization.
