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Abstract
The objective of this paper is to provide, for the problem of univariate symmetry (with
respect to speciﬁed or unspeciﬁed location), a concept of optimality, and to construct para-
metric and signed rank tests achieving such optimality. This requires embedding symmetry
into adequate families of asymmetric (local) alternatives. We construct such families by con-
sidering non-Gaussian generalizations of classical ﬁrst-order Edgeworth expansions indexed
by a measure of skewness such that (i) location, scale and skewness play well-separated
roles (diagonality of the corresponding information matrices), and (ii) the classical tests
based on the Pearson-Fisher coeﬃcient of skewness are optimal in the vicinity of Gaussian
densities. The signed-rank tests we are proposing are based on an original estimator of cross-
information quantities, and are distribution-free (asymptotically distribution-free, in the case
of unspeciﬁed location) under an extremely broad class of symmetric densities. Asymptotic
relative eﬃciencies with respect to the classical Gaussian procedure are particularly high
when Gaussian scores are considered, and uniformly larger than one, for instance, over the
whole class of Student and power-exponential densities.
AMS 1980 subject classiﬁcation : 62M15, 62G35.
Key words and phrases : Skewed densities, Edgeworth expansion, Ranks, Local asymptotic
normality, Locally asymptotically most powerful tests, Tests for symmetry.
1 Introduction.
1.1 Testing for symmetry.
Symmetry is one of the most important and fundamental structural assumptions in statistics,
playing a major role, for instance, in the identiﬁability of location or intercept under nonpara-
metric conditions: see Stein (1956), Beran (1974) and Stone (1975). This importance explains
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1the huge variety of existing testing procedures of the null hypothesis of symmetry in an i.i.d.
sample X1,...,Xn.
Classical tests of the null hypothesis of symmetry—the hypothesis under which X1 − θ
d =
−(X1 − θ) for some location θ ∈ R, where
d = stands for equality in distribution—are based
on third-order moments. Let m
(n)
k (θ) := n−1  n
i=1(Xi − θ)k and m
(n)
k := m
(n)
k ( ¯ X(n)), where
¯ X(n) := n−1  n
i=1 Xi. When the location θ is speciﬁed, the test statistic is
n1/2m
(n)
3 (θ)/(m
(n)
6 (θ))1/2, (1.1)
the null distribution of which, under ﬁnite sixth-order moments, is asymptotically standard
normal. When θ is unspeciﬁed, the classical test is based on the empirical coeﬃcient of skewness
b
(n)
1 := m
(n)
3 /s3
n, where sn := (m
(n)
2 )1/2 stands for the empirical standard error in a sample of size
n. More precisely, this test relies on the asymptotic standard normal distribution (still under
ﬁnite moments of order six) of
n1/2m
(n)
3 /(m
(n)
6 − 6s2
nm
(n)
4 + 9s6
n)1/2. (1.2)
These two tests are generally considered as Gaussian procedures, although Gaussian assumptions
are not required—and despite the fact that none of them can be considered optimal in any
Gaussian sense, as asymmetric alternatives clearly cannot belong to the Gaussian world. Despite
the long history of the problem, the optimality features of existing procedures thus are all but
clear, and optimality issues remain essentially unexplored.
Symmetry however typically is a nonparametric hypothesis. Nonparametric tests of symme-
try based on empirical distribution functions have been proposed as early as Butler (1969) (with
a test statistic of the Kolmogorov-Smirnov type), by Rothman and Woodrofe (1972) and Hill
and Rao (1977) (with a test statistic of the Cram´ er-von Mises type). As usual in such context,
some arbitrary distance is adopted on the space of distribution functions, but no optimality
issues are considered; consistency rates moreover are nonparametric.
The null hypothesis of symmetry on the other hand also enjoys a rich group invariance
structure, that should not remain unexploited. Maximal invariance arguments in this con-
text naturally bring signs and signed-ranks into the picture. The most popular nonparametric
signed-rank tests of symmetry (with respect to the origin or any speciﬁed location) are the
sign test, based on the binomial distribution of the number of negative signs in a sample of
size n, and Wilcoxon’s signed-rank test, based on the exact or asymptotic null distribution of
S
(n)
W := n−1/2  n
i=1 siR
(n)
+,i, where s1,...,sn denote the signs, and R
(n)
+,1,...,R
(n)
+,n the ranks of
absolute values in a sample of size n. Again, these tests are not optimal in any satisfactory
sense against asymmetry: actually, they are locally asymptotically one-sided optimal against
location shifts—under otherwise unspeciﬁed density for the sign test, under logistic densities for
the Wilcoxon one. There is no way such tests can be adapted to an unspeciﬁed location context.
And the sign test is completely insensitive to nonsymmetric alternatives preserving the median.
Another signed-rank test based on signs is the runs test proposed by McWilliams (1990) and
further investigated by Henze (1993). Although not addressing any well-identiﬁed alternative,
this test has low sensitivity against location shifts. The triples test by Randles et al. (1980)
is location-invariant, and also based on signs. Those signs however are those of quantities of
the form Xi + Xj − 2Xk, 1 ≤ i < j ≤ n, i  = k  = j, which do not follow from any concept of
group invariance and are not distribution-free. Optimality properties again are unclear, though
performances in simulations appear to be very good (Section 5.2).
2The main objective of this paper is to provide this classical problem with a concept of
optimality that coincides with practitioners’ intuition, and to construct parametric and signed-
rank tests achieving such optimality. This requires embedding the null hypothesis of symmetry
into adequate families of asymmetric alternatives. We therefore deﬁne local (in the Le Cam
sense) alternatives indexed by a measure of skewness such that (i) location, scale, and skewness
play well separated roles (diagonality of the corresponding information matrices), and (ii) the
traditional tests based on b
(n)
1 become locally and asymptotically optimal in the vicinity of
Gaussian densities. As we shall see, this objective is achieved by considering local ﬁrst-order
Edgeworth approximations of the form
φ(x − θ) + n−1/2ξ(x − θ)φ(x − θ)((x − θ)2 − κ), (1.3)
where φ as usual stands for the standard normal density, κ(=3) is the Gaussian kurtosis coeﬃ-
cient, θ is a location parameter and ξ is a measure of skewness, and non-Gaussian generalizations
thereof (see (2.1)). The resulting tests (for speciﬁed as for unspeciﬁed location θ) are valid under
a broad class of symmetric densities, and parametrically eﬃcient at some reference (standard-
ized) density f1. Of particular interest are the pseudo-Gaussian tests (with Gaussian reference
density), which appear to be closely related with the test based on b
(n)
1 .
These tests however are still of a parametric nature, and often require undesirably strong
distributional assumptions such as (for the pseudo-Gaussian case) ﬁnite moments of order six.
Based on the group invariance features of the problem, we also construct signed-rank coun-
terparts, which are distribution-free (asymptotically distribution-free in case of an unspeciﬁed
location), and hence remain valid under much milder distributional assumptions (for the speci-
ﬁed location case, they are valid in the absence of any distributional assumption), while retaining
optimality features at correctly speciﬁed densities.
For instance, the normal score signed-rank test rejecting the null hypothesis of symmetry for
large values of
T
 
(n)
φ1 (θ) :=
1
 
nγ
 
(n)(φ1)
n  
i=1
si(θ)Φ−1
 n + 1 + R
(n)
+,i(θ)
2(n + 1)
   
Φ−1
 n + 1 + R
(n)
+,i(θ)
2(n + 1)
  2
− 3
 
, (1.4)
where Φ is the standard normal distribution function, si(θ) and R
(n)
+,i(θ) stand for the signs and
ranks of the absolute values of Zi(θ) := Xi − θ, and
γ
 
(n)(φ1) := n−1
n  
r=1
Φ−1
 n + 1 + r
2(n + 1)
   
Φ−1
 n + 1 + r
2(n + 1)
  2
− 3
 2
,
is distribution-free under the hypothesis of symmetry with respect to θ, asymptotically equivalent
to the test based on b
(n)
1 under Gaussian densities, hence asymptotically most powerful against
local alternatives of the form (1.3) with ξ > 0. And, under a very broad class of non-Gaussian
densities (containing, among many others, all Student and power-exponential ones), the ARE
(see Section 5.1) of this signed-rank test is strictly larger than one with respect to the test based
on b
(n)
1 .
1.2 Outline of the paper.
The problem we are considering throughout is that of testing the null hypothesis of symmetry.
In the notation of the previous section, ξ (see (2.1) for a more precise deﬁnition) is thus the
3parameter of interest, while the location θ and the standardized null symmetric density f1 either
are speciﬁed or play the role of nuisance parameters; as for the scale σ, we always treat it as a
nuisance.
The paper is organized as follows. In Section 2.1 we describe the Edgeworth-type families
of local alternatives, extending (1.3), we are considering. Section 2.2 establishes the local and
asymptotic normality (with respect to the location, scale and asymmetry parameters) result
that provides the main theoretical tool of the paper. The classical Le Cam theory then allows
for developing asymptotically optimal procedures for testing symmetry (ξ = 0), with speciﬁed
or unspeciﬁed location θ.
A parametric (as opposed to rank-based) approach of the problem is considered ﬁrst. Sec-
tion 3.1 rapidly solves the unrealistic case of a speciﬁed standardized density f1, with speciﬁed
or unspeciﬁed location θ. The more practical case of an unspeciﬁed f1 is treated in Section 3.2,
where we obtain versions of the optimal (at given f1) tests that remain valid under g1  = f1, for
speciﬁed (Section 3.2.1) and unspeciﬁed (Section 3.2.2) location θ, respectively. The particular
case of pseudo-Gaussian procedures (optimal for Gaussian f1 but valid under any symmetric
density with ﬁnite moments of order six) is studied in detail in Section 3.3 and their link with
classical tests of symmetry is discussed.
The assumption of ﬁnite sixth-order moments however places a rather severe limitation on
the validity of pseudo-Gaussian methods. Less restrictive conditions can be expected from
nonparametric methods based on signed ranks. Such methods are investigated in Section 4. A
signed-rank version of the LAN result of Section 2.2 is constructed in Section 4.1. In Section 4.2,
we propose nonparametric signed-rank (hence completely distribution-free) versions of the opti-
mal procedures deﬁned in Section 3.1 for speciﬁed location θ. The case of unspeciﬁed θ is treated
in Section 4.3, and requires the delicate estimation of a cross-information quantity of the same
type as those appearing in in the asymptotic variance of R-estimators. This estimation problem
is discussed extensively in Section 4.5, where we develop a simple and original solution. Some
special cases (van der Waerden, Wilcoxon, and Laplace versions) of the rank-based statistics are
described in Section 4.4.
Finally, Section 5 is devoted to measures of performance: asymptotic relative eﬃciencies
(Section 5.1) and simulations (Section 5.2) all indicate the superiority of the signed-rank proce-
dures over the pseudo-Gaussian ones. An appendix (Section 6) collects technical proofs.
2 A class of locally asymptotically normal families of asymmet-
ric distributions.
2.1 Families of asymmetric densities based on Edgeworth approximations.
Denote by X X X(n) := (X
(n)
1 ,...,X
(n)
n ), n ∈ N an i.i.d. n-tuple of observations. The null hypotheses
we are interested in are
(a) the hypothesis H
(n)
θ of symmetry with respect to speciﬁed location θ ∈ R: under H
(n)
θ , the
Xi’s have density function x  → f(x) := 1
σf1(x−θ
σ ) (all densities are over the real line, with
respect to the Lebesgue measure), for some unspeciﬁed σ ∈ R+
0 , where f1 belongs to the
class of symmetric standardized densities
F0 :=
 
f1 : f1(−z) = f1(z) and
  1
−∞
f1(z)dz = 0.75
 
.
4The scale parameter σ here is not the standard error, but the median of the absolute values
|Xi − θ|, thus avoiding moment assumptions;
(b) the hypothesis H(n) :=
 
θ∈R H
(n)
θ of symmetry with respect to unspeciﬁed location.
As explained in the introduction, eﬃcient testing requires the deﬁnition of families of asym-
metric alternatives exhibiting some adequate structure, such as local asymptotic normality, at
the null. For a selected class of densities enjoying the required regularity assumptions, we there-
fore are embedding the null hypothesis of symmetry into families of distributions indexed by
θ ∈ R (location), σ ∈ R+
0 (scale), and a parameter ξ ∈ R characterizing asymmetry. More
precisely, consider the class F1 of densities f1 satisfying
(i) f1 ∈ F0;
(ii) there exists ˙ f1 such that, for all z0 ∈ R, f1(z0) =
  z0
−∞
˙ f1(z)dz > 0, where
(iii) z  → φf1(z) := − ˙ f1(z)/f1(z) is monotone increasing and
(iv) I(f1):=
  +∞
−∞
φ2
f1(z)f1(z)dz, J(f1):=
  +∞
−∞
z2φ2
f1(z)f1(z)dz, K(f1):=
  +∞
−∞
z4φ2
f1(z)f1(z)dz
are ﬁnite;
(v) there exists β > 0 such that
  ∞
a
f1(z)dz = O(|a|−β) and φf1(z) = o(|z|β/2−2) as z → ∞.
This class F1 thus consists of all standardized densities f1 that are (i) symmetric with respect
to the origin, (ii) nonvanishing over R and absolutely continuous, (iii) strongly unimodal (that
is, log-concave), (iv) have ﬁnite information I(f1) and J(f1) for location and shape, and, as we
shall see, K(f1) for asymmetry, and satisfy (v). Note that, under strong unimodality, ﬁniteness
of K(f1) automatically implies that of I(f1) and J(f1).
For all f1 ∈ F1, let κ(f1) := J(f1)/I(f1), and denote by P
(n)
θ,σ,ξ;f1 the probability distribution
of X X X(n) when the Xi’s are i.i.d. with density
f(x) =
1
σ
f1
 
x − θ
σ
 
− ξ
1
σ
˙ f1
 
x − θ
σ
   
x − θ
σ
 2
− κ(f1)
 
I[|x − θ| ≤ σ|z∗|] (2.1)
+sign(ξ)
1
σ
f1
 
x − θ
σ
 
{I[x − θ > sign(−ξ)σz∗] − I[x − θ < sign(ξ)σz∗]},
where θ and σ clearly are location and scale parameters, ξ a measure of skewness, κ(f1)
(strictly positive for f1 ∈ F1) the generalized kurtosis coeﬃcient just deﬁned, and z∗ the
unique (for ξ small enough; unicity follows from the monotonicity of φf1(z)) solution of f1(z∗) =
ξ ˙ f1(z∗)((z∗)2 − κ(f1)). Note that the function deﬁned in (2.1) is indeed a probability density
(nonnegative, integrating up to one). Moreover, x  → f(x) is continuous whenever ˙ f1(x) is,
vanishes for x ≤ θ +σz∗ if ξ > 0, for x ≥ θ + σz∗ if ξ < 0, and is left- or right-skewed according
as ξ < 0 or ξ > 0. As for z∗, it tends to −∞ as ξ ↓ 0, to ∞ as ξ ↑ 0; in the Gaussian case, it is
easy to check that |z∗| = O(|ξ|−1/3) as ξ → 0.
The intuition behind this class of alternatives is that, in the Gaussian case, (2.1), with
ξ = n−1/2τ yields (for x ∈ [θ ± σz∗]) the ﬁrst-order Edgeworth development of the density of
the standardized mean of an i.i.d. n-tuple of variables with third-order moment 6τσ3 (where
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Figure 1: Graphical representation of the Gaussian Edgeworth family (2.1) (f1 = φ1), for
ξ = 0, 0.05, 0.10, and 0.15.
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Figure 2: Graphical representation of the double-exponential Edgeworth family (2.1) (f1 = fL),
for ξ = 0, 0.05, 0.10, and 0.15.
standardization is based on the median of absolute deviations from θ). For a “local” value of ξ,
of the form n−1/2τ, (2.1) thus describes the type of deviation from symmetry that corresponds
to the classical central-limit context. As we shall see, the locally optimal test in such case is the
traditional test based on b
(n)
1 .
Besides the Gaussian one, interesting special cases of (2.1) are obtained in the vicinity of
(the constants Cν, aν > 0, a > 0, b > 0 and d > 0 are such that f1 ∈ F1)
(i) the Student distributions with ν > 2 degrees of freedom, with standardized densities
f1(z) = ftν(z) := Cν(1+aνz2/ν)−(1+ν)/2, I(f1) = aν(ν + 1)/(ν + 3), J(f1) = 3(ν + 1)/(ν + 3)
and K(f1) = 15ν(ν + 1)/aν(ν − 2)(ν + 3); note that the corresponding Gaussian val-
ues, namely I(φ1) = a = 0.4549, J(φ1) = 3 and K(φ1) = 15/a (standardized density
f1(z) = φ1(z) :=
 
a/2π exp(−az2/2)) are obtained by taking limits as ν → ∞;
(ii) the logistic distributions, with standardized density f1(z) = fLog(z) :=
√
bexp(−
√
bz)/(1+
exp(−
√
bz))2, I(f1) = b/3, J(f1) = (12 + π2)/9, and K(f1) = π2(120 + 7π2)/45b;
(iii) the double-exponential distributions, with standardized density f1(z) = fL(z) := (1/2d)exp(−|z|/d),
I(f1) = 1/d2, J(f1) = 2, and K(f1) = 24d2.
(iv) the power-exponential distributions, with standardized densities f1(z) = fEη(z) := Cη,g exp(−(gz)2η),
η ∈ N, I(f1) = 2g2ηΓ(2 − 1/(2η))/Γ(1 + 1/(2η)), J(f1) = 1+2η, and K(f1) = 2gη/Γ(1 + 1/(2η));
the constants aν, a, b, d, and g are such that the various medians of absolute values be equal
to one. Figures 1 and 2 provide graphical representations of some densities in the Gaussian
and double-exponential Edgeworth families (2.1) (f1 = φ1 and f1 = fL, respectively). In the
6Gaussian case, the skewed densities are continuous, while in the double-exponential case, due to
the discontinuity of ˙ fL(x) at x = 0, they exhibit a discontinuity at the origin.
2.2 Uniform local asymptotic normality (ULAN).
The main technical tool in our derivation of optimal tests is the uniform local asymptotic nor-
mality (ULAN), with respect to ϑ ϑ ϑ := (θ,σ,ξ)′, at (θ,σ,0), of the parametric families
P
(n)
f1 :=
 
σ>0
P
(n)
σ; f1 :=
 
σ>0
 
P
(n)
θ,σ,ξ;f1|θ ∈ R, ξ ∈ R
 
, (2.2)
where f1 ∈ F1. The following result is proved in the appendix.
Proposition 2.1 (ULAN) For any f1 ∈ F1, θ ∈ R, and σ ∈ R+
0 , the family P
(n)
f1 is ULAN at
(θ,σ,0)′, with (writing Zi for Z
(n)
i (θ,σ) := σ−1(X
(n)
i − θ) and φf1 for − ˙ f1/f1) central sequence
∆ ∆ ∆
(n)
f1 (ϑ ϑ ϑ) =:




∆
(n)
f1;1(ϑ ϑ ϑ)
∆
(n)
f1;2(ϑ ϑ ϑ)
∆
(n)
f1;3(ϑ ϑ ϑ)



 = n−1/2
n  
i=1



1
σφf1(Zi)
1
σ(φf1(Zi)Zi − 1)
φf1(Zi)
 
Z2
i − κ(f1)
 


 (2.3)
and full-rank information matrix
Γ Γ Γf1(ϑ ϑ ϑ) =



σ−2I(f1) 0 0
0 σ−2(J(f1) − 1) 0
0 0 γ(f1)


 (2.4)
where γ(f1) := K(f1)−
J 2(f1)
I(f1) . More precisely, for any ϑ ϑ ϑ(n) := (θ(n),σ(n),0)′ such that θ(n)−θ =
O(n−1/2) and σ(n) − σ = O(n−1/2), and for any bounded sequence τ τ τ(n) = (t(n),s(n),τ(n))′ ∈ R3,
we have, under P
(n)
ϑ ϑ ϑ(n);f1, as n → ∞,
Λ
(n)
ϑ ϑ ϑ(n)+n−1/2τ τ τ(n)/ϑ ϑ ϑ(n); f1 := log


dP
(n)
ϑ ϑ ϑ(n)+n−1/2τ τ τ(n); f1
dP
(n)
ϑ ϑ ϑ(n); f1


= τ τ τ(n)′∆ ∆ ∆
(n)
f1 (ϑ ϑ ϑ(n)) −
1
2
τ τ τ(n)′Γ Γ Γf1(ϑ ϑ ϑ)τ τ τ(n) + oP(1)
and ∆ ∆ ∆
(n)
f1 (ϑ ϑ ϑ(n))
L → N(0 0 0,Γ Γ Γf1(ϑ ϑ ϑ)).
The diagonal form of the information matrix Γ Γ Γf1 conﬁrms that location, scale, and skewness,
in the parametric family (2.2), play distinct and well separated roles. Note that orthogonality
between the scale and skewness components of ∆ ∆ ∆
(n)
f1 (ϑ ϑ ϑ) automatically follows from the symmetry
of f1, while for location and skewness, this orthogonality is strongly related to the deﬁnition of
κ(f1). The Gaussian versions of (2.3) and (2.4) are
∆ ∆ ∆
(n)
φ1 (ϑ ϑ ϑ) = n−1/2
n  
i=1



a
σZi
1
σ(aZ2
i − 1)
aZi(Z2
i − 3
a)


 and Γ Γ Γφ1(ϑ ϑ ϑ) =



aσ−2 0 0
0 2σ−2 0
0 0 6/a


,
respectively (recall that a = 0.4549).
73 Optimal parametric tests
3.1 Optimal parametric tests: speciﬁed density.
For speciﬁed f1 ∈ F1, consider the null hypothesis H
(n)
θ;f1 :=
 
σ∈R
+
0 {P
(n)
θ,σ,0;f1} of symmetry with
respect to some speciﬁed location θ, and the null hypothesis H
(n)
f1 :=
 
θ∈R
 
σ∈R
+
0 {P
(n)
θ,σ,0;f1}
of symmetry with respect to unspeciﬁed θ. ULAN and the diagonal structure of (2.4) imply
that substituting discretized root-n consistent estimators   θ and   σ for the unknown θ and σ has
no inﬂuence, asymptotically, on the ξ-part of the central sequence. Recall that a sequence of
estimators ˆ λ(n) deﬁned in a sequence of experiments {P
(n)
λ |λ ∈ Λ} indexed by some parameter
λ is root-n consistent and asymptotically discrete if, under P
(n)
λ , as n → ∞,
(C1) ˆ λ(n) − λ = OP(n−1/2), and
(C2) the number of possible values of ˆ λ(n) in balls with O(n−1/2) radius centered at λ is bounded
as n → ∞.
An estimator λ(n) satisfying (C1) but not (C2) is easily discretized by letting, for some arbitrary
c > 0, λ
(n)
# := (cn1/2)−1sign(λ(n))⌈cn1/2|λ(n)|⌉, which satisﬁes both (C1) and (C2). Subscripts #
in the sequel indicate such discretization (the constant c will play no role): the notation ˆ θ#,
  σ#, ... in the sequel is tacitly used for sequences of estimators satisfying (C1) and (C2). It
should be noted, however, that (C2) has no implications in practice, where n is ﬁxed, as the
constant c can be chosen arbitrarily large.
It follows from the diagonal form of the information matrix (2.4) that locally uniformly
asymptotically most powerful tests of H
(n)
θ;f1 (resp., of H
(n)
f1 ) can be based on ∆
(n)
f1;3(θ,   σ#,0)
(resp., on ∆
(n)
f1;3(  θ#,   σ#,0)), hence on T
(n)
f1 (θ,   σ#) (resp., on T
(n)
f1 (  θ#,   σ#)), where
T
(n)
f1 (θ,σ) :=
1
 
nγ(f1)
n  
i=1
φf1(Zi(θ,σ))
 
Z2
i (θ,σ) − κ(f1)
 
. (3.5)
Root-n consistent estimators of θ and σ that do not require any moment assumptions are,
for instance, the medians   θ := Med(X
(n)
i ) and   σ := Med(|X
(n)
i −   θ|) of the X
(n)
i ’s and of their
absolute deviations from   θ, respectively.
The following proposition then results from classical results on ULAN families (see, e.g.,
Chapter 11 of Le Cam 1986).
Proposition 3.1 Let f1 ∈ F1. Then,
(i) T
(n)
f1 (  θ#,   σ#) = T
(n)
f1 (θ,σ)+oP(1) is asymptotically normal, with mean zero under P
(n)
θ,σ,0;f1,
mean τγ1/2(f1) under P
(n)
θ,σ,n−1/2τ;f1, and variance one under both.
(ii) The sequence of tests rejecting the null hypothesis of symmetry (with standardized den-
sity f1) whenever T
(n)
f1 (θ,   σ#) (resp., T
(n)
f1 (  θ#,   σ#)) exceeds the (1 − α) standard normal
quantile zα is locally asymptotically most powerful, at asymptotic level α, for H
(n)
θ;f1 (resp.,
for H
(n)
f1 ) against
 
ξ>0
 
σ∈R
+
0 {P
(n)
θ,σ,ξ;f1} (resp.,
 
ξ>0
 
θ∈R
 
σ∈R
+
0 {P
(n)
θ,σ,ξ;f1}).
8It follows that the nonspeciﬁcation of θ and σ does not cause any loss of eﬃciency when the
standardized density f1 itself is speciﬁed.
The Gaussian version of (3.5) is
T
(n)
φ1 (θ,σ) :=
 
a3
6n
n  
i=1
Zi(θ,σ)
 
Z2
i (θ,σ) −
3
a
 
where, due to the linearity of Gaussian scores, the traditional Slutsky Lemma applies, so that   σ
and   θ need not be discretized. If moreover the sample mean ¯ X(n) is used in as   θ, T
(n)
φ1 (  θ,   σ)
reduces to (na3/6)1/2m
(n)
3 /  σ3. Both T
(n)
φ1 (  θ,   σ) and T
(n)
φ1 (θ,   σ) are asymptotically equivalent
to the standardized version n1/2b
(n)
1 /[( 6 − 6 2 4 + 9 3
2)/ 3
2]1/2 of b
(n)
1 which, under Gaussian
densities, reduces to n1/2b
(n)
1 /
√
6 (an equivalence which in general does not hold under non-
Gaussian distributions). The traditional test, based on the Fisher coeﬃcient of skewness (that
is, on (1.2)), is thus locally asymptotically optimal under Gaussian assumptions, whether θ
is speciﬁed or not, whereas the speciﬁed-θ test based on m
(n)
3 (θ)/(m
(n)
6 (θ))1/2 (see (1.1)) is
suboptimal.
Locally asymptotically maximin two-sided tests are easily derived along the same lines.
3.2 Optimal parametric tests: unspeciﬁed density.
The parametric tests based on (3.5) achieve local and asymptotic optimality at correctly spec-
iﬁed f1, which sets the parametric eﬃciency bounds for the problem, but has limited practical
value, as these tests are not valid anymore under density g1  = f1. If Proposition 3.1 is to be
adapted to the more realistic null hypotheses H
(n)
θ :=
 
g1 H
(n)
θ;g1 and H(n) :=
 
g1 H
(n)
g1 under
which the (symmetric) density remains unspeciﬁed, three problems have to be treated with care
under g1  = f1: the centering and scaling of T
(n)
f1 under the null, and the impact on the asymp-
totic distribution of T
(n)
f1 of the substitution of   θ (under H(n)) and   σ (under H
(n)
θ and H(n)) for
θ and σ.
3.2.1 Speciﬁed location.
Let us ﬁrst assume that both θ and σ are speciﬁed. Write ∆
(n)
f1;3(κ) for n−1/2
n  
i=1
φf1(Zi)(Z2
i − κ),
where κ ∈ R+
0 . Note that ∆
(n)
f1;3(κ) remains centered under P
(n)
θ,σ,0;g1, irrespective of the choice of κ.
Indeed, the functions z  → φf1(z)z2 and z  → φf1(z) are skew-symmetric, and their expectations
under any symmetric density are automatically zero—provided that they exist. The variance
under P
(n)
θ,σ,0;g1of ∆
(n)
f1;3(κ) is then
γκ
g1(f1) := Eg1[(φf1(Zi)(Z2
i − κ))2] = Kg1(f1) − 2κJg1(f1) + κ2Ig1(f1),
where
Ig1(f1) :=
  ∞
−∞
φ2
f1(z)g1(z)dz, Jg1(f1) :=
  ∞
−∞
z2φ2
f1(z)g1(z)dz
and (still, provided that those integrals exist)
Kg1(f1) :=
  +∞
−∞
z4φ2
f1(z)g1(z)dz.
9We know from Le Cam’s third Lemma that, under P
(n)
θ,σ,0;g1, the impact on ∆
(n)
f1;3(κ) of an
estimated scale depends on the asymptotic joint distribution (still, under P
(n)
θ,σ,0;g1) of ∆
(n)
f1;3(κ)
and ∆
(n)
g1;2. Now,
 
∆
(n)
f1;3(κ)
∆
(n)
g1;2(θ,σ,0)
 
= n−1/2
n  
i=1
 
φf1(Zi)(Z2
i − κ)
1
σ(φg1(Zi)Zi − 1)
 
(3.6)
is easily shown to be asymptotically normal under P
(n)
θ,σ,0;g1, with diagonal covariance matrix,
since, as the integral of a skew-symmetric function,
  ∞
−∞ φf1(z)(z2 −κ)(φg1(z)z −1)g1(z)dz = 0.
The eﬀect on the asymptotic distribution of ∆
(n)
f1;3(κ) of a root-n perturbation of σ thus is
asymptotically nil; the asymptotic linearity result of Proposition 6.1 allows for extending this
conclusion to the stochastic perturbations induced by substituting a duly discretized root-n
consistent estimator   σ
(n)
# for σ. Such a substitution thus does not aﬀect the asymptotic behavior
of ∆
(n)
f1;3(κ).
For f1 ∈ F1 and g1 ∈ Ff1 := {g1 ∈ F1 : Kg1(f1)<∞} (due to strong unimodality, ﬁniteness
of Kg1(f1) below also implies ﬁniteness of Ig1(f1) and Jg1(f1)), let γ(n)(f1) = γ(n)(f1,θ,σ)
:= K(n)(f1) − 2κ(f1)J (n)(f1) + κ2(f1)I(n)(f1), where
I(n)(f1) = I(n)(f1,θ,σ) := n−1
n  
i=1
φ2
f1(Zi(θ,σ)), (3.7)
J (n)(f1) = J (n)(f1,θ,σ) := n−1
n  
i=1
Z2
i (θ,σ)φ2
f1(Zi(θ,σ)), (3.8)
and
K(n)(f1) = K(n)(f1,θ,σ) := n−1
n  
i=1
Z4
i (θ,σ)φ2
f1(Zi(θ,σ)), (3.9)
under P
(n)
θ,σ,0;g1 are consistent estimates of Ig1(f1), Jg1(f1), and Kg1(f1), respectively. Now, in
practice, I(n)(f1), J (n)(f1), and K(n)(f1), hence γ(n)(f1) cannot be computed from the obser-
vations, and Zi(θ,   σ#) is to be substituted for Zi(θ,σ) in (3.7)-(3.9), yielding γ(n)(f1,θ,   σ#).
This substitution in general requires a slight reinforcement of regularity assumptions. Routine
application of Le Cam’s third Lemma implies that γ(n)(f1,θ,   σ#) − γ(n)(f1,θ,σ) is oP(1) under
P
(n)
θ,σ,0;g1 provided that the asymptotic covariance of γ(n)(f1,θ,σ) and ∆
(n)
g1;2 is ﬁnite. A simple
computation (and the strong unimodality of f1 and g1) shows that a suﬃcient condition for
this is   ∞
−∞
z5φ2
f1(z)φg1(z)g1(z)dz < ∞. (3.10)
Denote by F∗
f1 the subset of Ff1 for which (3.10) holds. Deﬁning the test statistic
  T
(n)
f1 (θ,σ) :=
1
 
nγ(n)(f1,θ,σ)
n  
i=1
φf1(Zi(θ,σ))
 
Z2
i (θ,σ) − κ(f1)
 
(3.11)
and the cross-information quantities
Ig1(f1,g1) :=
  +∞
−∞
φf1(z)φg1(z)g1(z)dz, Jg1(f1,g1) :=
  +∞
−∞
z2φf1(z)φg1(z)g1(z)dz,
10and
Kg1(f1,g1) :=
  +∞
−∞
z4φf1(z)φg1(z)g1(z)dz
(which for f1 ∈ F1 and g1 ∈ F∗
f1 are ﬁnite because of Cauchy-Schwarz), we have the following
result.
Lemma 3.1 Let f1 ∈ F1 and g1 ∈ F∗
f1. Then,
(i)   T
(n)
f1 (θ,   σ#) =   T
(n)
f1 (θ,σ) + oP(1) is asymptotically normal, with mean zero under P
(n)
θ,σ,0;g1,
mean
τ
Kg1(f1,g1) − Jg1(f1,g1)(κ(f1) + κ(g1)) + Ig1(f1,g1)κ(f1)κ(g1)
[Kg1(f1) − 2Jg1(f1)κ(f1) + Ig1(f1)κ2(f1)]1/2 (3.12)
under P
(n)
θ,σ,n−1/2τ;g1, and variance one under both.
(ii) The sequence of tests rejecting the null hypothesis H
(n)
θ :=
 
g1∈F∗
f1
H
(n)
θ;g1 of symmetry with
respect to speciﬁed θ whenever   T
(n)
f1 (θ,   σ#) exceeds the (1−α) standard normal quantile zα
is locally uniformly asymptotically most powerful, at asymptotic level α, for H
(n)
θ against
 
ξ>0
 
σ∈R+
0 {P
(n)
θ,σ,ξ;f1}.
The tests based on   T
(n)
f1 (θ,   σ#) enjoy all the validity (under H
(n)
θ ) and optimality (against
 
ξ>0
 
σ∈R
+
0 {P
(n)
θ,σ,ξ;f1}) properties one can expect. However, a closer look reveals that they
are quite unsatisfactory on one count: under g1  = f1, their behavior strongly depends on the
arbitrary choice of the concept of scale (here, the median of absolute deviations). Consider,
for example, the Gaussian version of (3.11) which takes the form (here again, Slutsky’s Lemma
allows for not discretizing   σ)
  T
(n)
φ1 (θ,σ) =
1
 
nγ(n)(φ1)
n  
i=1
 
aZ3
i (θ,σ) − 3Zi(θ,σ)
 
,
where, letting m
(n)
k (θ) := n−1  n
i=1(Xi−θ)k, we deﬁne γ(n)(φ1) = γ(n)(φ1,θ,σ) := a2σ−6m
(n)
6 (θ)−
6aσ−4m
(n)
4 (θ)+9σ−2m
(n)
2 (θ). The test based on   T
(n)
f1 (θ,   σ) is a pseudo-Gaussian test, hence opti-
mal under Gaussian assumptions; the asymptotic shift (3.12) is τ
 
6/a under P
(n)
θ,σ,n−1/2τ;φ1, and
τ[5a 4 − (9 + 3aκ(g1)) 2 + 3κ(g1)][a2 6 − 6a 4 + 9 2]−1/2, where  k :=
  ∞
−∞ zkg1(z)dz, under
P
(n)
θ,σ,n−1/2τ;g1. This asymptotic shift strongly depends on a, hence on the (arbitrary) choice of
the scale parameter. Setting to one the standard error instead of the median of absolute devia-
tions would signiﬁcantly modify the local behaviour of   T
(n)
f1 (θ,   σ#) under g1  = f1, which is quite
undesirable.
Now, the choice of κ = κ(f1) as a (nonrandom) centering in (3.11) is entirely motivated by
optimality considerations under P
(n)
θ,σ,0;f1, and does not aﬀect validity. It follows that replacing
κ(f1) with any data-dependent sequence κ(n) such that κ(n) − κ(f1) = oP(1) under P
(n)
θ,σ,0;f1 has
no impact on   T
(n)
f1 (θ,σ) under P
(n)
θ,σ,0;f1. Let us show that this sequence κ(n) can be chosen in
order to cancel the unpleasant dependence of the test statistic on the deﬁnition of scale.
11Provided that f1 ∈ F⊙
1 := {h1 ∈ F1 : z  → φh1(z) is diﬀerentiable, with derivative ˙ φh1},
integration by parts yields
Ig1(f1,g1) =
  ∞
−∞
˙ φf1(z)g1(z)dz and Jg1(f1,g1) = 2
  ∞
−∞
zφf1(z)g1(z)dz+
  ∞
−∞
z2 ˙ φf1(z)g1(z)dz.
Therefore, Ig1(f1,g1), Jg1(f1,g1), and κg1(f1,g1) := Jg1(f1,g1)/Ig1(f1,g1) under P
(n)
θ,σ,0;f1 are
consistently estimated by
I(n)⊙(f1) = I(n)⊙(f1,θ,σ) :=
1
n
n  
i=1
˙ φf1(Zi(θ,σ)),
J (n)⊙(f1) = J (n)⊙(f1,θ,σ) :=
2
n
n  
i=1
Zi(θ,σ)φf1(Zi(θ,σ)) +
1
n
n  
i=1
Z2
i (θ,σ) ˙ φf1(Zi(θ,σ))
and
κ(n)⊙(f1) = κ(n)⊙(f1,θ,σ) := J (n)⊙(f1)/I(n)⊙(f1), (3.13)
respectively. Clearly, κ(n)⊙(f1) satisﬁes the requirement that κ(n)⊙(f1) − κ(f1) = oP(1) under
P
(n)
θ,σ,0;f1. In practice, however, κ(n)⊙(f1,θ,σ) cannot be computed from the observations, and
κ(n)⊙(f1,θ,   σ#), where Zi(θ,   σ#) has been substituted for Zi(θ,σ), is to be used instead. As
in the estimation of γ(n)(f1) in the previous section, this substitution requires mild additional
regularity conditions. Le Cam’s third Lemma implies that κ(n)⊙(f1,θ,   σ#) − κ(n)⊙(f1,θ,σ) is
oP(1) under P
(n)
θ,σ,0;g1 as soon as the asymptotic covariances of I(n)⊙(f1) and J (n)⊙(f1) with
∆
(n)
g1;2 are ﬁnite. A simple computation (and the strong unimodality of f1 and g1) shows that a
suﬃcient conditions for this is
  ∞
−∞
z3 ˙ φf1(z)φg1(z)g1(z)dz < ∞ and
  ∞
−∞
z ˙ φf1(z)φg1(z)g1(z)dz < ∞ (3.14)
(not redundant, since ˙ φf1 is not necessarily monotone).
Denote by F⊙
f1 the subset of F∗
f1 for which (3.14) holds. Emphasize the dependence of ∆
(n)
f1;3(κ)
on θ and σ by writing ∆
(n)
f1;3(κ,θ,σ): it follows from Lemma 6.5 in the appendix that, for f1 ∈ F⊙
1
and g1 ∈ F⊙
f1, the diﬀerence between ∆
(n)
f1;3(κ(n)⊙(f1,θ,   σ#),θ,   σ#) and ∆
(n)
f1;3(κg1(f1,g1),θ,σ) is
+oP(1). Letting (still for f1 ∈ F⊙
1 )
T
(n)⊙
f1 (θ,σ) :=
1
 
nγ(n)⊙(f1)
n  
i=1
φf1(Zi(θ,σ))
 
Z2
i (θ,σ) − κ(n)⊙(f1)
 
(3.15)
where γ(n)⊙(f1) = γ(n)⊙(f1,θ,σ) := K(n)(f1) − 2κ(n)⊙(f1)J (n)(f1) + (κ(n)⊙(f1))2I(n)(f1), we
thus have the following result.
Proposition 3.2 Let f1 ∈ F⊙
1 and g1 ∈ F⊙
f1. Then,
(i) T
(n)⊙
f1 (θ,   σ#) = T
(n)⊙
f1 (θ,σ)+oP(1) is asymptotically normal, with mean zero under P
(n)
θ,σ,0:g1
and mean
τ
Kg1(f1,g1) − Jg1(f1,g1)κg1(f1,g1)
[Kg1(f1) − 2Jg1(f1)κg1(f1,g1) + Ig1(f1)κ2
g1(f1,g1)]1/2 (3.16)
under P
(n)
θ,σ,n−1/2τ;g1, and variance one under both.
12(ii) The sequence of tests rejecting the null hypothesis H
(n)
θ :=
 
g1∈F
⊙
f1
H
(n)
θ;g1 of symmetry (with
speciﬁed location θ, unspeciﬁed scale σ and unspeciﬁed standardized density g1) whenever
T
(n)⊙
f1 (θ,   σ#) exceeds the (1−α) standard normal quantile zα is locally asymptotically most
powerful, at asymptotic level α, for H
(n)
θ against
 
ξ>0
 
σ∈R
+
0 {P
(n)
θ,σ,ξ;f1}.
The advantage of statistic (3.15) compared to (3.11) is that, irrespective of the underlying
density, its behavior does not depend on the deﬁnition of the scale parameter. Considering again
the Gaussian version of (3.15)
T
(n)⊙
φ1 (θ) := T
(n)⊙
φ1 (θ,σ) =
1
 
nγ(n)⊙(φ1)
n  
i=1
(Xi − θ)
 
(Xi − θ)2 − 3m
(n)
2 (θ)
 
, (3.17)
where γ(n)⊙(φ1) := m
(n)
6 (θ) − 6m
(n)
2 (θ)m
(n)
4 (θ) + 9(m
(n)
2 (θ))3, the asymptotic shift (3.16) takes
the form τ[5 4 −9 2
2][ 6 − 6 2 4 + 9 3
2]−1/2 under P
(n)
θ,σ,n−1/2τ;g1, which does not depend on the
deﬁnition of the scale parameter (see Section 3.3 for details). This shift reduces to τ
 
6/a under
P
(n)
θ,σ,n−1/2τ;φ1 (the same value as for   T
(n)
φ1 (θ,σ), which conﬁrms that optimality under Gaussian
densities has been preserved).
The assumption that f1 ∈ F⊙
1 places a restriction on the score function which, mild as it
may be, nevertheless excludes the classical double-exponential (sign test) scores, since φfL(z) =
sign(z)/d is not diﬀerentiable. In this case, however, Ig1(fL,g1) reduces to 2g1(0)/d—which is
consistently estimated by I(n)⊙(fL) := 2 ˆ g1(0)/d (where ˆ g1 is some kernel estimator of g1)—
and Jg1(fL,g1) reduces to 2
d
  ∞
−∞ |z|g1(z)dz— which is consistently estimated by J (n)⊙(fL) :=
2
dn
 n
i=1 |Zi(θ,   σ#)|. Then, κ(n)⊙(fL) := J (n)⊙(fL)/I(n)⊙(fL) is such that κ(n)⊙(fL) − κ(fL) =
oP(1) under P
(n)
θ,σ,0;fL.
3.2.2 Unspeciﬁed location.
We now turn to the case under which both f1 and the location θ are unspeciﬁed. Again, θ is
to be replaced with some estimator, but additional care has to be taken about the asymptotic
impact of this substitution. It follows from Le Cam’s third Lemma that the impact, under
P
(n)
θ,σ,0;g1, of an estimated θ on ∆
(n)
f1;3(κ) can be obtained from the asymptotic behavior of
 
∆
(n)
f1;3(κ)
∆
(n)
g1;1(θ,σ,0)
 
= n−1/2
n  
i=1
 
φf1(Zi)(Z2
i − κ)
1
σφg1(Zi)
 
,
which is asymptotically normal with asymptotic covariance matrix
 
γκ
g1(f1) δκ
g1(f1,g1)
δκ
g1(f1,g1) σ−2I(g1)
 
where δκ
g1(f1,g1) := σ−1(Jg1(f1,g1)−κIg1(f1,g1)). Clearly, this covariance δκ
g1(f1,g1) vanishes iﬀ
κ = κg1(f1,g1) which, for g1 = f1, coincides with κ(f1). Now, assuming that an estimate κ(n)(f1)
such that κ(n)(f1) − κg1(f1,g1) = oP(1) under P
(n)
θ,σ,0;g1 exists, ∆
(n)
f1;3(κ(n)(f1)) is asymptotically
equivalent to ∆
(n)
f1;3(κ(f1)) under P
(n)
θ,σ,0;f1, and asymptotically uncorrelated with ∆
(n)
g1;1(θ,σ,0)
and ∆
(n)
g1;2(θ,σ,0)—hence, asymptotically insensitive (in probability) to root-n perturbations of
13both θ and σ, under P
(n)
θ,σ,0;g1. It follows from Section 3.2.1 that κ(n)⊙(f1) deﬁned in (3.13) is
such an estimator. The same reasoning as in Section 3.2.1 implies that this still holds when
substituting, in ∆
(n)
f1;3(κ), any estimators   θ# and   σ# satisfying (C1) and (C2) for θ and σ.
Lemma 6.5 in the appendix ensures that ∆
(n)
f1;3(κ(n)⊙(f1,   θ#,   σ#),   θ#,   σ#) can be substituted for
∆
(n)
f1;3(κg1(f1,g1),θ,σ). We thus have shown the following result.
Proposition 3.3 Let f1 ∈ F⊙
1 and g1 ∈ F⊙
f1. Then,
(i) T
(n)⊙
f1 (  θ#,   σ#) = T
(n)⊙
f1 (θ,   σ#)+oP(1) = T
(n)⊙
f1 (θ,σ)+oP(1) is asymptotically normal, with
mean zero under P
(n)
θ,σ,0:g1, mean (3.16) under P
(n)
θ,σ,n−1/2τ;g1, and variance one under both.
(ii) The sequence of tests rejecting the null hypothesis H(n) :=
 
g1∈F
⊙
f1
 
θ∈R H
(n)
θ;g1 of symmetry
(with unspeciﬁed location θ, unspeciﬁed scale σ and unspeciﬁed standardized density g1)
whenever T
(n)⊙
f1 (  θ#,   σ#) exceeds the (1− α) standard normal quantile zα is locally asymp-
totically most powerful, at asymptotic level α, for H(n) against
 
ξ>0
 
θ∈R
 
σ∈R
+
0 {P
(n)
θ,σ,ξ;f1}.
This test is based on the same test statistic T
(n)⊙
f1 as the speciﬁed-location test of Proposi-
tion 3.2, except that the (here unspeciﬁed) θ is replaced by an estimator   θ#; the local powers
of the two tests coincide: asymptotically, again, there is no loss of eﬃciency due to the non-
speciﬁcation of θ.
3.3 Pseudo-Gaussian tests.
Particularizing the reference density f1 as the standard normal one φ1 in the tests of Sec-
tions 3.2.1 and 3.2.2 yields pseudo-Gaussian tests, based on the test statistic T
(n)⊙
φ1 (θ) deﬁned
in (3.17). These tests are optimal under Gaussian assumptions, but remain valid when those
assumptions are violated. Again, a simple Slutsky argument allows for replacing θ (if unspeci-
ﬁed) with any consistent estimator   θ without going through discretization; moreover, (3.17) does
not depend on σ. The tests based on T
(n)⊙
φ1 (θ) and T
(n)⊙
φ1 ( ¯ X(n)) both are closely related to the
traditional test of symmetry based on b
(n)
1 . More precisely, under any P
(n)
θ,σ,0;g1, g1 ∈ (F⊙
φ1 =)Fφ1
(note that the assumption g1 ∈ F⊙
φ1 = Fφ1 implies that g1 has ﬁnite moments of order six ),
T
(n)⊙
φ1 (θ) = T
(n)⊙
φ1 ( ¯ X(n)) + oP(1) =
√
nm
(n)
3 /(m
(n)
6 − 6m
(n)
2 m
(n)
4 + 9(m
(n)
2 )3)1/2 + oP(1),
where the right-hand side is the empirically standardized form (1.2) of b
(n)
1 .
We thus have the following result.
Proposition 3.4 Let g1 ∈ Fφ1,   θ = θ + oP(n−1/2), and denote by  k the moment of order k of
x  → g(x) = σ−1g1(x/σ). Then,
(i) T
(n)⊙
φ1 (  θ) = T
(n)⊙
φ1 (θ)+oP(1) is asymptotically normal, with mean zero under P
(n)
θ,σ,0:g1, mean
τ[5 4 − 9 2
2]/[ 6 − 6 2 4 + 9 3
2]1/2 under P
(n)
θ,σ,n−1/2τ;g1, and variance one under both.
(ii) The sequence of tests rejecting the null hypothesis of symmetry (with speciﬁed location θ)
H
(n)
θ :=
 
g1∈Fφ1 H
(n)
θ;g1 whenever T
(n)⊙
φ1 (θ) exceeds the (1−α) standard normal quantile zα is
locally asymptotically most powerful, at asymptotic level α against
 
ξ>0
 
σ∈R
+
0 {P
(n)
θ,σ,ξ:φ1}.
14(iii) The sequence of tests rejecting the null hypothesis of symmetry (with unspeciﬁed loca-
tion) H(n) :=
 
g1∈Fφ1
 
θ∈R H
(n)
θ;g1 whenever T
(n)⊙
φ1 (  θ) exceeds the (1 − α) standard nor-
mal quantile zα is locally asymptotically most powerful, at asymptotic level α against
 
ξ>0
 
θ∈R
 
σ∈R
+
0 {P
(n)
θ,σ,ξ:φ1}.
For the sake of completeness, we also provide (with the same notation) the following result on
the asymptotic behavior of the (suboptimal) test based on m
(n)
3 (θ). The proof is straightforward,
and details are left to the reader.
Proposition 3.5 Let g1 ∈ Fφ1. Then, n1/2m
(n)
3 (θ)/(m
(n)
6 (θ))1/2 is asymptotically normal, with
mean zero under P
(n)
θ,σ,0:g1, mean τ[5 4 − 3κ(g1) 2]/ 
1/2
6 under P
(n)
θ,σ,n−1/2τ;g1, and variance one
under both.
4 Rank-based tests for symmetry.
4.1 Signed-rank versions of the central sequence.
As mentioned in the introduction, the hypothesis of symmetry enjoys strong group invariance
features. The null hypothesis H
(n)
θ of symmetry with respect to θ indeed is generated by the
group G
(n)
θ , ◦ of all transformations Gh of Rn such that Gh(x1,...,xn) := (h(x1),...h(xn)), where
limx→±∞ h(x) = ±∞, and x  → h(x) is continuous, monotone increasing, and skew-symmetric
with respect to θ (i.e. h(θ − z) = −h(θ + z)). A maximal invariant for that group is known to
be the vector of signs (s1(θ),...,sn(θ)), along with the vector of ranks (R
(n)
+,1(θ),...,R
(n)
+,n(θ)),
where si(θ) is the sign of Xi − θ and R
(n)
+,i(θ) the rank of |Xi − θ| among |X1 − θ|,...,|Xn − θ|.
General results on semiparametric eﬃciency (Hallin and Werker 2003) indicate that, in such
context, the expectation of the central sequence ∆ ∆ ∆
(n)
f1 (ϑ ϑ ϑ) conditional on the signs and ranks
yields a version of the semiparametrically eﬃcient (at f1 and ϑ ϑ ϑ) central sequence. The only
component of the central sequence ∆ ∆ ∆
(n)
f1 which is used in this section is the ξ-component ∆
(n)
f1;3,
with signed-rank version
∆
 
(n)
f1;3(θ) := n−1/2
n  
i=1
si(θ)φf1
 
F−1
1+
 R
(n)
+,i(θ)
n + 1
    
F−1
1+
 R
(n)
+,i(θ)
n + 1
  2
− κ(f1)
 
, (4.1)
where F1+ = 2F1 −1 and F1 denote the distribution functions of |Zi| and Zi, respectively, when
Zi has density f1. Later on, however, we also will need the rank-based version
∆
 
(n)
f1;1(θ) := n−1/2
n  
i=1
si(θ)φf1
 
F−1
1+
 R
(n)
+,i(θ)
n + 1
  
of the θ-component.
The following asymptotic representation result follows from the classical H´ ajek theory for
linear signed-rank statistics (see, e.g., Chapter 3 of Puri and Sen 1985).
Proposition 4.1 Let f1 ∈ F1 and g1 ∈ F0. Then,
(i) ∆
 
(n)
f1;3(θ) = n−1/2
n  
i=1
φf1
 
F−1
1 (G1(Z
(n)
i (θ,σ))
   
F−1
1 (G1(Z
(n)
i (θ,σ))
 2
− κ(f1)
 
+ oL2(1)
as n → ∞, under P
(n)
θ,σ,0;g1, and hence ∆
 
(n)
f1;3(θ) = ∆
(n)
f1;3(θ,σ,0) + oP(1) under P
(n)
θ,σ,0;f1;
15(ii) ∆
 
(n)
f1;3 has mean zero and variance
γ
 
(n)(f1) :=
1
n
n  
r=1
φ2
f1
 
F−1
1+
  r
n + 1
    
F−1
1+
  r
n + 1
  2
− κ(f1)
 2
= γ(f1) + o(1)
under P
(n)
θ,σ,0;g1, as n → ∞.
The asymptotic equivalence under P
(n)
θ,σ,0;f1 of ∆
 
(n)
f1;3(θ) and ∆
(n)
f1;3(θ,σ,0) indicates that semi-
parametric and parametric eﬃciencies in this problem coincide.
4.2 Optimal signed-rank tests of symmetry: speciﬁed location.
Proposition 4.1 immediately allows for constructing a distribution-free rank-based test of sym-
metry with respect to a speciﬁed location θ. Let
T
 
(n)
f1 (θ) :=
∆
 
(n)
f1;3
 
γ
 
(n)(f1)
=
1
 
nγ
 
(n)(f1)
n  
i=1
si(θ)φf1
 
F−1
1+
 R
(n)
+,i(θ)
n + 1
    
F−1
1+
 R
(n)
+,i(θ)
n + 1
  2
−κ(f1)
 
,
(4.2)
and deﬁne the cross-information coeﬃcients
I(f1,g1) :=
  1
0
φf1
 
F−1
1 (u)
 
φg1
 
G−1
1 (u)
 
du,
J(f1,g1) :=
  1
0
(F−1
1 (u))2φf1
 
F−1
1 (u)
 
φg1
 
G−1
1 (u)
 
du, and (4.3)
K(f1,g1) :=
  1
0
(F−1
1 (u))2(G−1
1 (u))2φf1
 
F−1
1 (u)
 
φg1
 
G−1
1 (u)
 
du;
Denote by F
 
f1 := {g1 ∈ F0|I(f1,g1) < ∞,J(f1,g1) < ∞, and K(f1,g1) < ∞} the class of
densities for which these integrals exist.
Proposition 4.2 Let f1 ∈ F1. Then,
(i) T
 
(n)
f1 (θ) is asymptotically normal, with mean zero under
 
g1∈F0
 
σ∈R
+
0 P
(n)
θ,σ,0;g1, mean
τ
 
K(f1,g1) − J(f1,g1)κ(g1) − J(g1,f1)κ(f1) + I(f1,g1)κ(f1)κ(g1)
 
/
 
γ(f1)
under
 
σ P
(n)
θ,σ,n−1/2τ;g1, g1 ∈ F
 
f1, and variance one under both;
(ii) The sequence of tests rejecting the null hypothesis H
(n)
θ :=
 
g1∈F0
 
σ∈R
+
0 P
(n)
θ,σ,0;g1 of sym-
metry with respect to θ whenever T
 
(n)
f1 (θ) exceeds the (1−α) standard normal quantile zα is
locally asymptotically most powerful, at asymptotic level α, against
 
ξ>0
 
σ∈R+
0 {P
(n)
θ,σ,ξ;f1}.
Only asymptotic critical values are reported in Part (ii) of the proposition, but exact ones
of course also can be considered (or simulated), as the test is entirely distribution-free. The
two-sided version also readily follows.
164.3 Optimal signed-rank tests of symmetry: unspeciﬁed location.
When θ is unspeciﬁed under the null, a consistent estimator   θ has to be substituted for θ,
yielding aligned signs si(  θ) and aligned ranks R
(n)
+,i(  θ). The eﬀect of this alignment procedure is
taken care of in a similar way as in Section 3.2.2. Let
∆
 
(n)
f1;3(κ;θ) := n−1/2
n  
i=1
si(θ)φf1
 
F−1
1+
 R
(n)
+,i(θ)
n + 1
    
F−1
1+
 R
(n)
+,i(θ)
n + 1
  2
− κ
 
,
κ ∈ R+
0 . The asymptotic joint distribution, under P
(n)
θ,σ,0;g1, of


∆
 
(n)
f1;3(κ;θ)
∆
(n)
g1;1(θ,σ,0)

 = n−1/2
n  
i=1

 φf1
 
F−1
1 (G1(Z
(n)
i (θ,σ))
   
F−1
1 (G1(Z
(n)
i (θ,σ))
 2
− κ
 
1
σφg1(Zi(θ,σ))

+oP(1),
(a similar asymptotic representation as in Part (i) of Proposition 4.1 clearly holds for ∆
 
(n)
f1;3(κ;θ))
is asymptotically normal with asymptotic covariance matrix


γ
 
κ(f1) δκ(f1,g1)
δκ(f1,g1) σ−2I(g1)


where γ
 
κ(f1) := K(f1) − 2κJ (f1) + κ2I(f1) and δκ(f1,g1) := σ−1(J(f1,g1) − κI(f1,g1)).
Since the covariance δκ(f1,g1) is zero for κ = κ
 
(f1,g1) := J(f1,g1)/I(f1,g1), Le Cam’s third
Lemma implies that ∆
 
(n)
f1;3(κ
 
(f1,g1);θ), as well as ∆
 
(n)
f1;3(κ
 
(n)(f1;θ);θ), where κ
 
(n)(f1;θ) is
any consistent (under P
(n)
θ,σ,0;g1) estimator of κ
 
(f1,g1), are asymptotically insensitive to root-n
perturbations of θ. The same reasoning as in Section 3.2 yields the asymptotic equivalence
∆
 
(n)
f1;3(κ
 
(n)(f1;   θ);   θ) − ∆
 
(n)
f1;3(κ
 
(n)(f1;θ);θ) = oP(1) under P
(n)
θ,σ,0;g1 for any estimator   θ# of θ
satisfting (C1) and (C2) and any density g1 in
F
 
∗
f1 := {g1 ∈ F0 | I(g1) < ∞,I(f1,g1) < ∞, and J(f1,g1) < ∞}.
Estimating κ
 
(f1,g1) consistently, however, is delicate, and a precise description of κ
 
(n)(f1;θ) is
postponed to Section 4.5. Note that κ
 
(f1,f1) = κ(f1).
Deﬁning
T
 
(n)∗
f1 (θ) :=
1
 
nγ
 
(n)∗(f1)
n  
i=1
si(θ)φf1
 
F−1
1+
 R
(n)
+,i(θ)
n + 1
    
F−1
1+
 R
(n)
+,i(θ)
n + 1
  2
− κ
 
(n)(f1;θ)
 
, (4.4)
where γ
 
(n)∗(f1) := 1
n
 n
r=1 φ2
f1
 
F−1
1+
 
r
n+1
    
F−1
1+
 
r
n+1
  2
− κ
 
(n)(f1;θ)
 2
, we have established
the following result.
Proposition 4.3 Let f1 ∈ F1. Then,
(i) T
 
(n)∗
f1 (  θ#) is asymptotically normal, with mean zero under
 
g1∈ F
 
∗
f1
 
θ∈R
 
σ∈R
+
0 P
(n)
θ,σ,0;g1,
mean τ[K(f1,g1)−J(g1,f1)κ
 
(f1,g1)][K(f1) − 2κ
 
(f1,g1)J(f1) + κ
 
2(f1,g1)I(f1)]−1/2 un-
der P
(n)
θ,σ,n−1/2τ;g1, g1 ∈ F
 
∗
f1, and variance one under both;
17(ii) The sequence of tests rejecting the null hypothesis H(n) :=
 
g1∈ F
 
∗
f1
 
θ∈R
 
σ∈R
+
0 P
(n)
θ,σ,0;g1
of symmetry with respect to unspeciﬁed θ whenever T
 
(n)∗
f1 (  θ#) exceeds the (1−α) standard
normal quantile zα is locally asymptotically most powerful, at asymptotic level α, against
 
ξ>0
 
θ∈R
 
σ∈R
+
0 {P
(n)
θ,σ,ξ;f1}.
4.4 The van der Waerden, Wilcoxon, and Laplace tests of symmetry.
Important particular cases of (4.2) and (4.4) are the Laplace (sign-test or double-exponential
scores), Wilcoxon (logistic scores), and van der Waerden (normal score) tests, which are optimal
at double exponential, logistic, and normal distributions, respectively.
The van der Waerden tests are based on f1 = φ1, with F−1
1+(u) = φf1(F−1
1+(u)) = a−1/2Φ−1(u+1
2 ),
where Φ(x) is the cumulative distribution function of the standard normal distribution. The
speciﬁed location statistic (4.2) then reduces to
T
 
(n)
vdW(θ) :=
1
 
nγ
 
(n)(φ1)
n  
i=1
si(θ)Φ−1
 n + 1 + R
(n)
+,i(θ)
2(n + 1)
   
Φ−1
 n + 1 + R
(n)
+,i(θ)
2(n + 1)
  2
− 3
 
,
where γ
 
(n)(φ1) := n−1  n
r=1 Φ−1
 
n+1+r
2(n+1)
   
Φ−1
 
n+1+r
2(n+1)
  2
− 3
 2
. The unspeciﬁed location
statistic (4.4) is
T
 
(n)∗
vdW(  θ) :=
1
 
nγ
 
(n)∗(φ1)
n  
i=1
si(  θ)Φ−1
 n + 1 + R
(n)
+,i(  θ)
2(n + 1)
   
Φ−1
 n + 1 + R
(n)
+,i(  θ)
2(n + 1)
  2
−κ
 
(n)(φ1;   θ)
 
,
where γ
 
(n)∗(φ1) := n−1  n
r=1 Φ−1
 
n+1+r
2(n+1)
   
Φ−1
 
n+1+r
2(n+1)
  2
− κ
 
(n)(φ1;   θ)
 2
.
In the Wilcoxon case (logistic density), one easily checks that F−1
1+(u) = b−1/2 ln 1+u
1−u and
φf1
 
F−1
1+(u)
 
= b−1/2u. Therefore, (4.2) reduces to
T
 
(n)
W (θ) :=
1
(n + 1)
 
nγ
 
(n)(fLog)
n  
i=1
si(θ)R
(n)
+,i(θ)
  
ln
 n + 1 + R
(n)
+,i(θ)
n + 1 − R
(n)
+,i(θ)
  2
−
12 + π2
3
 
,
where γ
 
(n)(fLog) := (n+1)−2n−1  n
r=1 r2
  
ln n+1+r
n+1−r
 2
− 12+π2
3
 2
. When the location θ under
the null is unspeciﬁed, the Wilcoxon version T
 
(n)∗
W (  θ#) of (4.4) is easily derived by replacing
κ(fLog) := 12+π2
3 in the formula above by κ
 
(n)(fLog;   θ), where κ
 
(n)(f1;θ) is the consistent
estimate described in Section 4.5.
The Laplace score version of (4.2) is associated with the double exponential density f1 = fL.
One easily obtains F−1
1+(u) = −dln(1 − u) and φf1
 
F−1
1+(u)
 
= 1/d, hence
T
 
(n)
L (θ) :=
1
 
nγ
 
(n)(fL)
n  
i=1
si(θ)
  
ln
 
1 −
R
(n)
+,i(θ)
n + 1
  2
− 2
 2
,
where γ
 
(n)(fL) := n−1  n
r=1
  
ln
 
1− r
n+1
  2
−2
 2
. The unspeciﬁed location test statistic (4.4)
is derived along the same lines as previously.
184.5 Estimation of cross-information quantities.
4.5.1 Consistent estimation of I(f1,g1) and J(f1,g1).
Implementing the rank-based tests of Section 4.3 requires consistent estimation of κ
 
(f1,g1),
that is, consistent estimation of the cross-information quantities I(f1,g1) and J(f1,g1). The
cross-information for location I(f1,g1) is a familiar quantity in classical rank-based inference.
It explicitly appears, indeed, in the asymptotic powers of traditional rank and signed-rank tests
for location, and in the asymptotic variance of the corresponding R-estimators. In a diﬀerent
context (R-estimation of shape), its counterpart also plays a central role in the construction of
one-step R-estimators (Hallin, Oja, and Paindaveine 2006).
Estimating I(f1,g1) however is not straightforward. No empirical version of this expectation
is available, as it involves the unknown score φg1 associated with the unspeciﬁed density g1.
Various methods have been proposed for estimating it. Some of them (Lehmann 1963; Sen 1966)
involve comparisons of lengths of conﬁdence intervals. Some others (Kraft and van Eeden 1972,
Antille 1974, or Jureˇ ckov´ a and Sen 1996, page 321) rely on the asymptotic linearity property
of rank statistics. More elaborated approaches involve kernel estimates of g1—hence cannot be
expected to perform well under small and moderate sample sizes. Such kernel methods have been
considered, for Wilcoxon scores, by Schweder (1975) (see also Cheng and Serﬂing 1981, Bickel
and Ritov 1988, and Fan 1991) and, in a more general setting, in Section 4.5 of Koul (2002). All
these methods however involve quite arbitrary choices (choice of a conﬁdence level for conﬁdence
intervals; choice of an arbitrary O(n−1/2) perturbation for the method based on asymptotic
linearity; choice of a kernel for the estimation of g1). An unpleasant feature of all these choices
is that, although they do not aﬀect consistency and asymptotic eﬃciency, they have a dramatic
impact on ﬁnite sample results. As for kernel methods, they require large sample sizes and are
kind of antinomic to the spirit of rank-based methods: if densities are to be estimated, indeed,
using them all the way by inserting estimated scores into the parametric tests of Section 3.1
seems more coherent than considering ranks.
A more sophisticated and less arbitrary way of dealing with this estimation problem was
proposed (in a diﬀerent context) by Hallin, Oja, and Paindaveine (2006). The basic intuition
is that of solving a local linearized likelihood equation. Along with a consistent estimator of
I(f1,g1), the method also provides an eﬃcient (at P
(n)
θ,σ,0;f1) R-estimator of θ, which can be used
in the alignment process.
In the present setting, this estimator of I(f1,g1) is constructed as follows. Denoting by   θ and
  σ root-n consistent (under P
(n)
θ,σ,0;g1, g1 ∈ F
 
∗
f1) estimators of θ and σ, respectively, by   θ# and
  σ# their discretized versions, and by ∆
 
(n)
f1;1;# a discretized version of ∆
 
(n)
f1;1, let, for any β > 0,
θ
 
(n)
∗ (β) :=   θ# + n−1/2β  σ2
#∆
 
(n)
f1;1;#(  θ#). (4.5)
Choosing a further arbitrary discretization constant c > 0, put βℓ := ℓ/c, ℓ ∈ N, and deﬁne
β−
1 := min{βℓ | ∆
 
(n)
f1;1;#(θ
 
(n)
∗ (βℓ+1))∆
 
(n)
f1;1;#(  θ#) < 0}, β+
1 := β−
1 +
1
c
,
and
β∗
1 := β−
1 +
1
c
∆
 
(n)
f1;1;#(θ
 
(n)
∗ (β−
1 ))
∆
 
(n)
f1;1;#(θ
 
(n)
∗ (β−
1 )) − ∆
 
(n)
f1;1;#(θ
 
(n)
∗ (β+
1 ))
.
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I(n)(f1) := (β∗
1)−1 = I(f1,g1) + oP(1) (4.6)
under P
(n)
θ,σ,0;g1, g1 ∈ F
 
∗
f1, as n → ∞. Moreover, θ
 
(n)
f1 := θ
 
(n)
∗ (β∗
1) is an eﬃcient (at P
(n)
θ,σ,0;f1—
eﬃciency here is in the parametric sense) R-estimator of θ. A proof for this can be obtained by
parallelling that of Section 4.2 in Hallin, Oja, and Paindaveine (2006). The same claim however
also follows from the more general result we are deriving in the appendix (Proposition 6.3).
The estimation method just described for I(f1,g1) unfortunately does not apply to J(f1,g1).
Contrary to I(f1,g1), J(f1,g1) indeed is not associated with any optimal one-step R-estimation
procedure (it does not follow as the covariance, under P
(n)
θ,σ,0;g1, of any component ∆
 
(n)
f1;ℓ(ϑ ϑ ϑ)
of the rank-based version of the central sequence with the corresponding component ∆
(n)
g1;ℓ(ϑ ϑ ϑ)
of ∆ ∆ ∆(n)
g1 (ϑ ϑ ϑ)). Proposition 6.3 therefore develops a generalization of the Hallin, Oja, and Pain-
daveine (2006) method, based on a simple asymptotic linearity property.
Using the same notation as above, consider the discretized version S
 
(n)
f1;#(  θ#) of
S
 
(n)
f1 (θ#) := n−1/2
n  
i=1
s
(n)
i (θ#)φf1
 
F−1
1+
 R
(n)
+,i(θ#)
n + 1
 
  
F−1
1+
 R
(n)
+,i(θ#)
n + 1
 
 2
.
It follows from the proof of Proposition 6.2 that
S
 
(n)
f1 (θ + n−1/2t) := S
 
(n)
f1 (θ) − tσ−1J(f1,g1) + oP(1)
as n → ∞ under P
(n)
θ,σ,0;g1, g1 ∈ F
 
∗
f1, for all t ∈ R. All other assumptions of Proposition 6.3
hold, hence also the desired consistency (4.9) of the estimator we now describe.
Proceeding as in (4.5) above, let
θ
 
(n)
∗∗ (β) :=   θ# + n−1/2β  σ# S
 
(n)
f1:#(  θ#), (4.7)
β−
2 := min{βℓ | S
 
(n)
f1;#(θ
 
(n)
∗∗ (βℓ+1)) S
 
(n)
f1;#(  θ#) < 0}, and β+
2 := β−
2 +
1
c
. (4.8)
Deﬁning
β∗
2 := β−
2 +
1
c
S
 
(n)
f1;#(θ
 
(n)
∗∗ (β−
2 ))
S
 
(n)
f1;#(θ
 
(n)
∗∗ (β−
2 )) − S
 
(n)
f1;#(θ
 
(n)
∗∗ (β+
2 ))
,
Proposition 6.3 entails
J (n)(f1) := (β∗
2)−1 = J(f1,g1) + oP(1) (4.9)
under P
(n)
θ,σ,0;g1, g1 ∈ F
 
∗
f1, as n → ∞.
4.5.2 Practical implementation.
Here again, all discretizations in the construction of I(n)(f1) and J (n)(f1) are required for the
purpose of asymptotic results, but can be dispensed with in applications, where n remains ﬁxed;
the practical versions of (4.6) and (4.9) therefore are
I(n)(f1) := (β∗
1)−1 and J (n)(f1) := (β∗
2)−1, (4.10)
20respectively, where
β∗
1 := inf{β > 0 | ∆
 
(n)
f1;1(  θ + n−1/2β  σ2∆
 
(n)
f1;1(  θ))∆
 
(n)
f1;1(  θ) ≤ 0}
and
β∗
2 := inf{β > 0 | S
 
(n)
f1 (  θ + n−1/2β  σS
 
(n)
f1 (  θ))S
 
(n)
f1 (  θ) ≤ 0},
which follow from adopting “large” values of the discretizing constants (letting c → ∞). The
ratio J (n)(f1)/I(n)(f1) then provides the estimator κ
 
(n)(f1;θ) of κ
 
(f1,g1) required in the deﬁ-
nition (4.4) of the test statistic of Proposition 4.3.
5 Asymptotic relative eﬃciencies and ﬁnite-sample performance.
5.1 Asymptotic relative eﬃciencies.
The asymptotic shifts provided in Propositions 4.2 and 4.3, together with the pseudo-Gaussian
results of Propositions 3.4 and 3.5 allow for computing ARE values for the tests based on
T
 
(n)
f1 (θ) and T
 
(n)∗
f1 (  θ#) with respect to their classical (pseudo-)Gaussian counterparts, based
on m
(n)
3 (θ) (1.1) and b
(n)
1 (1.2), respectively. Those ARE values are obtained as the squared ratios
of those local shifts, for various densities g1. The pseudo-Gaussian tests, hence also our ARE
values, require ﬁnite sixth-order moments. But signed-rank tests of course remain valid without
such assumption and, whenever g1 is such that  6 = ∞, the asymptotic relative eﬃciency of any
signed-rank test with respect to its pseudo-Gaussian competitor can be considered as inﬁnite.
Proposition 5.1 Let f1 ∈ F1 and g1 ∈ Fφ1; denote by  k the moment of order k of g1.
(i) The asymptotic relative eﬃciency under g1 of the speciﬁed-location signed-rank test based
on T
 
(n)
f1 (θ) with respect to the classical procedure based on m
(n)
3 (θ) (i.e. on (1.1)) is
AREg1 (T
 
(n)
f1 (θ)/m
(n)
3 (θ))
=
 
K(f1,g1) − J(f1,g1)κ(g1) − J(g1,f1)κ(f1) + I(f1,g1)κ(f1)κ(g1)
 2
/γ(f1)
 
5 4 − 3κ(g1) 2
 2
/ 6
.
(ii) The asymptotic relative eﬃciency under g1 of the speciﬁed-location signed-rank test based
on T
 
(n)
f1 (θ) with respect to the classical procedure based on b
(n)
1 (i.e. on (1.2) or, equiva-
lently, on T
(n)⊙
φ1 (θ,   σ)) is
AREg1 (T
 
(n)
f1 (θ)/b
(n)
1 ) = AREg1(T
 
(n)
f1 (θ))/T
(n)⊙
φ1 (θ,   σ))
=
 
K(f1,g1) − J(g1,f1)κ(g1) − J(g1,f1)κ(f1) + I(f1,g1)κ(f1)κ(g1)
 2
/γ(f1)
 
5 4 − 9 2
2
 2
/[ 6 − 6 2 4 + 9 3
2]
.
(iii) The asymptotic relative eﬃciency under g1, g1 ∈ Fφ1 ∩ F
 
∗
f1 of the unspeciﬁed-location
signed-rank test based on T
 
(n)∗
f1 (  θ#) with respect to the classical procedure based on b
(n)
1
(i.e. on (1.2) or, equivalently, on T
(n)⊙
φ1 (  θ,   σ)) is
21AREg1 (T
 
(n)∗
f1 (  θ#)/b
(n)
1 ) = AREg1(T
 
(n)∗
f1 (  θ#)/T
(n)⊙
φ1 (θ,   σ))
=
 
K(f1,g1) − J(g1,f1)κ
 
(f1,g1)
 2
/[K(f1) − 2κ
 
(f1,g1)J(f1) + κ
 
2(f1,g1)I(f1)]
 
5 4 − 9 2
2
 2
/[ 6 − 6 2 4 + 9 3
2]
.
Numerical values of these AREs, under t6.5, t8, t10, t20, normal, logistic, and double-expo-
nential densities are displayed in Tables 1 and 2. Those values are quite high, particularly so
under heavy tails (see the Student density with 6.5 degrees of freedom). Also, the AREs of
the van der Waerden tests are uniformly larger than or equal to one. The tests with power-
exponential scores however are not performing as well less under Student, logistic and double
exponential densities. On the other hand, under the power-exponential density with exponent 2,
the classical procedure based on m
(n)
3 (θ) has no power at all, yielding inﬁnite ARE values (the
shift in denominator is zero) in Table 1.
actual density g1
score
f1 ft6.5 ft8 ft10 ft20 φ1 fE2 fE3 fE5 fLog fL
ft6.5 4.6923 1.8304 1.3556 1.0350 0.9374 0.9593 1.0669 0.9055 1.1843 1.2734
3.9000 1.8338 1.6019 1.7313 2.3436 ∞ 3.6063 0.3666 1.3948 1.1005
ft8 4.6848 1.8333 1.3618 1.0462 0.9542 1.0170 1.1670 1.0646 1.1849 1.2430
3.8938 1.8367 1.6091 1.7501 2.3855 ∞ 3.9446 0.4309 1.3955 1.0742
ft10 4.6648 1.8308 1.3636 1.0540 0.9679 1.0733 1.2707 1.2459 1.1826 1.2126
3.8771 1.8342 1.6113 1.7630 2.4197 ∞ 4.2951 0.5044 1.3928 1.0479
ft20 4.5765 1.8074 1.3543 1.0612 0.9904 1.2008 1.5258 1.7512 1.1670 1.1381
3.8037 1.8108 1.6003 1.7752 2.4759 ∞ 5.1574 0.7089 1.3745 0.9835
φ1 4.3988 1.7494 1.3199 1.0510 1.0000 1.3402 1.8394 2.4753 1.1304 1.0405
3.6560 1.7526 1.5596 1.7580 2.5000 ∞ 6.2175 1.0020 1.3313 0.8992
fE2 2.5240 1.0455 0.8207 0.7145 0.7515 1.7834 3.3911 7.2764 0.6740 0.4248
2.0978 1.0475 0.9698 1.1952 1.8788 ∞ 11.4624 2.9454 0.7938 0.3671
fE3 1.3575 0.5802 0.4699 0.4391 0.4988 1.6399 3.6878 9.7508 0.3776 0.1844
1.1283 0.5812 0.5552 0.7345 1.2470 ∞ 12.4654 3.9471 0.4448 0.1593
fE5 0.3853 0.1770 0.1541 0.1685 0.2245 1.1766 3.2606 11.0283 0.1208 0.0317
0.3202 0.1773 0.1820 0.2819 0.5611 ∞ 11.0214 4.4642 0.1423 0.0274
fLog 4.6839 1.8311 1.3593 1.0439 0.9528 1.0132 1.1739 1.1232 1.1864 1.2566
3.8930 1.8345 1.6062 1.7462 2.3820 ∞ 3.9680 0.4547 1.3973 1.0860
fL 4.1826 1.5952 1.1574 0.8454 0.7283 0.5303 0.4759 0.2449 1.0436 1.4286
3.4764 1.5982 1.3677 1.4141 1.8208 ∞ 1.6088 0.0991 1.2291 1.2346
Table 1: AREs, under Student (6.5, 8, 10, and 20 degrees of freedom), normal, power-exponential
(exponents 2, 3, 5), logistic and double-exponential densities, of various signed-rank tests (based
on Student, van der Waerden, power-exponential, Wilcoxon, and sign test scores), with respect
to the pseudo-Gaussian test (based on b
(n)
1 , see Proposition 5.1(ii); ﬁrst line) and with respect
to the classical test of skewness (based on m
(n)
3 , see Proposition 5.1(i); second line), for testing
symmetry about a speciﬁed location θ.
5.2 Simulation results.
In order to investigate the ﬁnite-sample performance of the proposed procedures, we generated
N = 5,000 independent samples of size n = 100 from the skewed normal SN(λ) and skewed
Student St(ν,λ) densities (with ν = 3 and ν = 8 degrees of freedom) deﬁned by Azzalini and
22actual density g1
score
f1 ft6.5 ft8 ft10 ft20 φ1 fE2 fE3 fE5 fLog fL
ft6.5 4.6923 2.7856 1.3628 1.0580 0.9902 1.3769 2.0874 3.7623 1.1853 1.3607
ft8 4.6915 1.8333 1.3634 1.0591 0.9919 1.3974 2.1401 3.9103 1.1850 1.3580
ft10 4.6895 2.7846 1.3636 1.0601 0.9938 1.4173 2.1906 4.0506 1.1848 1.3559
ft20 4.6803 2.7795 1.3623 1.0612 0.9978 1.4627 2.3052 4.3671 1.1839 1.3517
φ1 4.6547 2.7642 1.3558 1.0589 1 1.5129 2.4359 4.7336 1.1799 1.3452
fE2 4.1723 1.6254 1.2084 0.9448 0.8993 1.7834 3.5036 8.4598 1.0536 1.1581
fE3 3.7109 1.4365 1.0629 0.8255 0.7833 1.7052 3.6878 10.1646 0.9311 1.0196
fE5 3.0659 1.1736 0.8610 0.6594 0.6200 1.4453 3.4284 11.0283 0.7591 0.8346
fLog 4.6878 2.7828 1.3618 1.0585 0.9926 1.3728 2.0678 3.6975 1.1864 1.3644
fL 4.2172 1.6241 1.1911 0.8966 0.8094 0.7332 0.9128 1.4280 1.0620 1.4286
Table 2: AREs, under Student (6.5, 8, 10, and 20 degrees of freedom), normal, power-exponential
(exponents 2, 3, 5), logistic and double-exponential densities, of various signed-rank tests (based
on Student, van der Waerden, power-exponential, Wilcoxon, and sign test scores), with respect
to the pseudo-Gaussian test (based on b
(n)
1 , see Proposition 5.1(iii)), for testing symmetry with
unspeciﬁed location θ.
Capitanio (2003), for λ = 0, 3, and 6, with λ = 0 implying symmetry. Each of these samples
was subjected to the following tests for symmetry, at asymptotic level α = 5%: the classical
test of skewness, based on m
(n)
3 (θ) and (1.1), the (optimal) pseudo-Gaussian tests based on b
(n)
1
and (1.2), the van der Waerden test (Section 4.4), several tν-score tests (ν = 3 and 8) and the
Wilcoxon test (Section 4.4), all for testing symmetry with respect to speciﬁed (θ = 0) location
and with respect to unspeciﬁed location, and the two tests proposed by Randles et al. (1980),
which are based on the signs of Xi + Xj − 2Xk, 1 ≤ i < j < k ≤ n. Since the sign of λ is
not directly related to that of ξ, we only performed two-sided tests. Rejection frequencies are
reported in Table 3.
None of the tests T
 
(n)
f1 (θ) and T
 
(n)∗
f1 (  θ) are optimal in this Azzalini and Capitanio context.
Inspection of Table 3 nevertheless reveals that the classical tests of skewness based on m
(n)
3 (θ)
and b
(n)
1 collapse under t3, which has inﬁnite third-order moments, and under the related St(3,λ)
densities. The same tests fail to achieve the 5% nominal level under the Student distribution with
8 degrees of freedom (despite ﬁnite sixth-order moments), and show weak performance under
the St(8,λ) density. The rank-based tests T
 
(n)
f1 (θ) and T
 
(n)∗
f1 (  θ) are often too conservative (the
rejection frequencies under the null hypothesis are strictly below 5%) when asymptotic critical
values are used. This undesirable feature has an impact on the rejection frequencies under
skewed densities. In order to improve power, simulated critical values were also computed.
The resulting tests apparently satisfy the 5% probability level constraint. It is to be noted
however that the test statistics T
 
(n)∗
f1 (  θ) are only asymptotically distribution-free; therefore,
those simulated critical values are only an approximation. The tests of Randles yield high
rejection frequencies, in particular under skewed Student St(ν,λ) densities. Those tests are less
conservative (they fail to achieve the level of 5% in several cases, showing signiﬁcant overrejection
under the null hypothesis). Recall moreover that they are not distribution-free.
23SN(λ) St(3,λ) St(8,λ)
Test λ λ λ
0 3 6 0 3 6 0 3 6
m
(n)
3 (θ) 0.0396 0.1926 0.3514 0.0152 0.0208 0.0392 0.0278 0.0982 0.1720
b
(n)
1 0.0410 0.6222 0.8740 0.0244 0.0670 0.1210 0.0368 0.3076 0.5510
T
 
(n)
t3 (θ) 0.0458 0.6368 0.9256 0.0398 0.2156 0.3798 0.0474 0.4190 0.7238
0.0488 0.6528 0.9318 0.0436 0.2282 0.3914 0.0508 0.4370 0.7330
T
 
(n)∗
t3 (  θ) 0.0426 0.6888 0.9552 0.0370 0.1876 0.3398 0.0442 0.4428 0.7796
0.0532 0.7224 0.9628 0.0446 0.2152 0.3712 0.0534 0.4798 0.8090
T
 
(n)
t8 (θ) 0.0492 0.7090 0.9626 0.0426 0.2712 0.4510 0.0496 0.4884 0.7972
0.0534 0.7242 0.9664 0.0474 0.2834 0.4634 0.0526 0.5044 0.8086
T
 
(n)∗
t8 (  θ) 0.0368 0.6798 0.9578 0.0354 0.1786 0.3266 0.0418 0.4256 0.7656
0.0522 0.7334 0.9696 0.0516 0.2178 0.3716 0.0568 0.4876 0.8092
T
 
(n)
φ1 (θ) 0.0504 0.6810 0.9328 0.0476 0.2786 0.4704 0.0490 0.4760 0.7774
0.0536 0.6900 0.9346 0.0494 0.2866 0.4804 0.0524 0.4858 0.7870
T
 
(n)∗
φ1 (  θ) 0.0338 0.6642 0.9544 0.0344 0.1696 0.3052 0.0400 0.4086 0.7440
0.0560 0.7382 0.9672 0.0572 0.2188 0.3696 0.0580 0.4838 0.8088
T
 
(n)∗
fLog(θ) 0.0490 0.7088 0.9620 0.0434 0.2738 0.4562 0.0504 0.4918 0.7984
0.0524 0.7212 0.9642 0.0466 0.2848 0.4688 0.0518 0.5056 0.8084
T
 
(n)∗
fLog(  θ) 0.0370 0.6806 0.9552 0.0356 0.1820 0.3292 0.0412 0.4308 0.7702
0.0520 0.7328 0.9660 0.0506 0.2192 0.3754 0.0550 0.4882 0.8106
TR1 0.0504 0.7154 0.9518 0.0562 0.2640 0.4442 0.0588 0.5158 0.8336
TR2 0.0576 0.7324 0.9562 0.0602 0.2760 0.4610 0.0644 0.5380 0.8448
Table 3: Rejection frequencies (out of N = 5,000 replications), under various symmetric and
related skewed normal and Student distributions (Azzalini and Capitanio 2003) SN(λ) and
St(ν,λ) (ν = 3, 8 and λ = 0, 3, 6) of (i) the classical tests of skewness, based on m
(n)
3 (θ) and
b
(n)
1 , (ii) the van der Waerden test, tν-score tests (ν = 3 and 8), and the Wilcoxon test, based
on asymptotic critical values (ﬁrst line) and simulated critical values (second line), and (iii) the
tests of Randles et al. (1980).
6 Appendix.
6.1 Proof of Proposition 2.1.
The proof relies on Swensen (1985)’s Lemma 1 which involves six suﬃcient conditions. Most
of them readily follow from the form of local likelihoods, and are left to the reader. The most
delicate one is the quadratic mean diﬀerentiability of (θ, σ, ξ)  → f
1/2
θ,σ,ξ; f1(x), where fθ,σ, ξ; f1(x)
is the density in (2.1), which we establish in the following lemma.
Lemma 6.1 Let f1 ∈ F1, θ ∈ R, σ ∈ R+
0 and ξ ∈ R. Deﬁne
gθ,σ,ξ;f1(x) :=
1
σ
f1
 
x − θ
σ
 
−
ξ
σ
˙ f1
 
x − θ
σ
   
x − θ
σ
 2
− κ(f1)
 
I[|x − θ| ≤ σ|z∗|]
+sign(ξ)
1
σ
f1
 
x − θ
σ
 
{I[x − θ > sign(−ξ)σz∗] − I[x − θ < sign(ξ)σz∗]},
Dθg
1/2
θ,σ,0;f1(x) :=
1
2
σ−3/2f
1/2
1
 
x − θ
σ
 
φf1
 
x − θ
σ
 
,
Dσg
1/2
θ,σ,0;f1(x) :=
1
2
σ−3/2f
1/2
1
 
x − θ
σ
   
x − θ
σ
 
φf1
 
x − θ
σ
 
− 1
 
, and
24Dξg
1/2
θ,σ,ξ;f1(x)|ξ=0 :=
1
2
σ−1/2f
1/2
1
 
x − θ
σ
 
φf1
 
x − θ
σ
   
x − θ
σ
 2
− κ(f1)
 
Then,
(i)
 
{g
1/2
θ+t,σ+s,r;f1(x) − g
1/2
θ+t,σ+s,0;f1(x) − rDξg
1/2
θ+t,σ+s,ξ;f1(x)|ξ=0}2dx = o(r2),
(ii)
 
{g
1/2
θ+t,σ+s,0;f1(x) − g
1/2
θ,σ,0;f1(x) −
 
t
s
 ′ 
 Dθg
1/2
θ,σ,0;f1(x)
Dσg
1/2
θ,σ,0;f1(x)

}2dx = o


 
   
 
 
 
t
s
  
   
 
 
2
,
(iii)
 
{
 
Dξg
1/2
θ+t,σ+s,ξ;f1(x)|ξ=0 − Dξg
1/2
θ,σ,ξ;f1(x)|ξ=0
 
}2dx = o(1) as s and t tend to zero,
(iv)
 
{g
1/2
θ+t,σ+s,r;f1(x) − g
1/2
θ,σ,0;f1(x) −



t
s
r



′ 



Dθg
1/2
θ,σ,0;f1(x)
Dσg
1/2
θ,σ,0;f1(x)
Dξg
1/2
θ,σ,ξ;f1(x)|ξ=0



}2dx = o



   
 
 
 
   



t
s
r



   
 
 
 
   
2

.
Proof. (i) Decompose
   
g
1/2
θ+t,σ+s,r;f1(x) − g
1/2
θ+t,σ+s,0;f1(x) − rDξg
1/2
θ+t,σ+s,ξ;f1(x)
 2
dx into
a1 + 2a2 where
a1 =
 
|u|<|z∗|
  
1
σ + s
f1(u)
 1/2  
1 + rφf1(u)(u2 − κ(f1))
 1/2
−
 
1
σ + s
f1(u)
 1/2
−
r
2
(σ + s)−1/2 ˙ f1(u)
f
1/2
1 (u)
(u2 − κ(f1))
 2
(σ + s)du
and
a2 =
 
u>|z∗|
  
(σ + s)−1f1(u)
 1/2
−
r
2
(σ + s)−1/2 ˙ f1(u)
f
1/2
1 (u)
(u2 − κ(f1))
 2
(σ + s)du.
Since, for |x| < 1, (1 + x)1/2 = 1 + x
2(1 + λx)−1/2 for some λ ∈ (0,1), one easily obtains that
a1 =
r2
4
 
|u|<|z∗|
 
(σ + s)−1/2 ˙ f1(u)
f
1/2
1 (u)
(u2− κ(f1))((1 + λrφf1(u)(u2− κ(f1)))−1/2− 1)
 2
(σ + s)du
For |u| < 1, (1 − (1 + λu)−1/2)2 ≤ 22−λ
1−λ, and the integrand is bounded by
2
2 − λ
1 − λ
(u2 − κ(f1))2
 
˙ f
1/2
1 (u)
f
1/2
1 (u)
 2
which is square-integrable; the Lebesgue dominated convergence theorem thus implies that a1
is o(r2). Turning to a2, we have that a2 ≤ C((σ + s)−1a21 + a22) where
a21 :=
 
u>|z∗|
f1(u)du and a22 :=
r2
4
 
u>|z∗|
 
˙ f1(u)
f
1/2
1 (u)
 2
(u2 − κ(f1))2 du
The deﬁnition of F1 implies that a21 = O((z∗)−β), hence that a21 = o(r2) if r(z∗)β/2 → ∞ as
r → 0. This latter condition holds, since φf1(z) = o(zβ/2−2) and since the deﬁnition of z∗ entails
25that −1 = r(z∗)β/2 φf1(z∗)
z∗(β/2−2)
(z∗2−κ(f1))
z∗2 . An application of the Lebesgue dominated convergence
theorem again yields a22 = o(r2).
(ii) This is a particular case of Lemma A.1 in Hallin and Paindaveine (2006) (here in a simpler
univariate context).
(iii) The fact that Dξg
1/2
θ,σ,ξ;f1(x)|ξ=0 is square integrable implies that
||Dξg
1/2
θ+t,σ,ξ;f1(x)|ξ=0 − Dξg
1/2
θ,σ,ξ;f1(x)|ξ=0||L2 = o(1)
as t tends to zero. Deﬁne f1;exp(x) := f1(ex) and (f
1/2
1;exp(x))′ := 1
2f
−1/2
1 (ex) ˙ f1(ex)ex. For the
perturbation of σ, we have
   
Dξg
1/2
θ,σ+s,ξ;f1(x)|ξ=0 − Dξg
1/2
θ,σ,ξ;f1(x)|ξ=0
  2
dx
= 2σ
  ∞
0
 
 
 σ−1/2z
 
(1 +
s
σ
)−3/2(f
1/2
1;exp)′(ln(z) − ln(1 +
s
σ
)) − (f
1/2
1;exp)′(ln(z))
 
−σ−1/2z−1κ(f1)
 
(1 +
s
σ
)1/2(f
1/2
1;exp)′(ln(z) − ln(1 +
s
σ
)) + (f
1/2
1;exp)′(ln(z))
  
 
 
2
dz
≤ C(c1 + c2)
where
c1 =
  ∞
−∞
 
e
3
2(u−ln(1+ s
σ))(f
1/2
1;exp)′(u − ln(1 +
s
σ
)) − e
3
2u(f
1/2
1;exp)′(u)
 2
du
and
c2 =
  ∞
−∞
 
e
−1
2 (u−ln(1+ s
σ))(f
1/2
1;exp)′(u − ln(1 +
s
σ
)) − e
−1
2 u(f
1/2
1;exp)′(u)
 2
du.
Now, both e
−1
2 u(f
1/2
1;exp)′(u) and e
3
2u(f
1/2
1;exp)′(u) are square-integrable since f1 ∈ F1. Therefore,
the quadratic mean continuity implies that c1 and c2 are o(1) when s → 0.
(iv) The left-hand side in (iv) is bounded by C(b1 + b2 + b3), where
b1 =
   
g
1/2
θ+t,σ+s,r;f1(x) − g
1/2
θ+t,σ+s,0;f1(x) − rDξg
1/2
θ+t,σ+s,ξ;f1(x)
 2
dx,
b2 =
   
g
1/2
θ+t,σ+s,0;f1(x) − g
1/2
θ,σ,0;f1(x) − (t, s)
  Dθg
1/2
θ,σ,0;f1(x)
Dσg
1/2
θ,σ,0;f1(x)
  2
dx,
and
b3 =
   
r
 
Dξg
1/2
θ+t,σ+s,ξ;f1(x) − Dξg
1/2
θ,σ,ξ;f1(x)
  2
dx.
The result follows from (i), (ii) and (iii). ￿
6.2 Asymptotic linearity.
6.2.1 Asymptotic linearity of ∆
(n)
f1;3.
The asymptotic linearity of ∆
(n)
f1;3 is required in the construction of the optimal parametric test
of Section 3.2.2. Note that the proof below needs uniform local asymptotic normality in θ and σ
only.
26Proposition 6.1 Let f1 ∈ F1 and g1 ∈ Ff1. Then, under P
(n)
θ,σ,0; g1, as n → ∞,
(i) ∆
(n)
f1;3(θ + n−1/2t,σ,0) = ∆ ∆ ∆
(n)
f1;3(θ,σ,0) − tσ−1 (Jg1(f1,g1) − κ(f1)Ig1(f1,g1)) + oP(1) for
all t ∈ R, and
(ii) ∆ ∆ ∆
(n)
f1;3(θ,σ + n−1/2s,0) = ∆ ∆ ∆
(n)
f1;3(θ,σ,0) + oP(1) for all s ∈ R.
Proof. Deﬁne D
(n)
f1;3(θ,σ) := n−1/2  n
i=1 φf1(Z
(n)
i (θ,σ))(Z
(n)
i (θ,σ))2. Let Kf1(u) := φf1(G−1
1+(u))
(G−1
1+(u))2. Note that D
(n)
f1;3(θ,σ,0) = n−1/2  n
i=1 si(θ)Kf1(G1+(|Z
(n)
i (θ,σ)|)) Writing θn for
θ + n−1/2t(n), Z
(n)
i for Z
(n)
i (θ,σ), s
(n)
i for sign(Z
(n)
i ), Z
(n)
i;n for Z
(n)
i (θ + n−1/2t(n),σ) and s
(n)
i;n for
sign(Z
(n)
i;n ), we show that
n−1/2
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s
(n)
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i;n |)) − n−1/2
n  
i=1
s
(n)
i Kf1(G1+(|Z
(n)
i |)) + t(n)σ−1Jg1(f1,g1)
is oP(1); the proof of (ii) and that of
n−1/2
n  
i=1
φf1(Z
(n)
i (θ +
t(n)
√
n
,σ)) = n−1/2
n  
i=1
φf1(Z
(n)
i (θ,σ)) − tσ−1Ig1(f1,g1) + oP(1)
are derived along the same lines and are therefore left to the reader. Let
K
(l)
f1 (u) := Kf1(
2
l
)l(u −
1
l
)I[
1
l
< u ≤
2
l
] + Kf1(u)I[
2
l
< u ≤ 1 −
2
l
]
+Kf1(1 −
2
l
)l((1 −
1
l
) − u)I[1 −
2
l
< u ≤ 1 −
1
l
].
Continuity of u  → Kf1(u) implies continuity of u  → K
(l)
f1 (u) on the interval ]0,1[. Moreover,
since this function is compactly supported, it is bounded for any l ∈ N0, by the monotone
increasing function Kf1(u), uniformly in l and in u (at least for l suﬃciently large). One shows
easily that D
(n)
f1;3(θ,σ) decomposes into D
(n,m)
1 +D
(n,m)
2 −R
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1 +R
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2 +R
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by E0 expectation under P
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si(Kf1(G1+|Z
(n)
i |) − K
(l)
f1 (G1+|Z
(n)
i |)),
R
(n,l)
2 =
1
√
n
n  
i=1
si;n(Kf1(G1+|Z
(n)
i;n |) − K
(l)
f1 (G1+|Z
(n)
i;n |))
and R
(n,l)
3 = t(n)σ−1(Jg1(f1,g1) − J (l)
g1 (f1,g1)).
In order to establish (??), we prove that D
(n,l)
1 and D
(n,l)
2 are oP(1) under P
(n)
(θ, σ, 0); g1, as
n → ∞, for ﬁxed l, and that R
(n,l)
1 , R
(n,l)
2 and R
(n,l)
3 are oP(1) under the same sequence of
hypotheses, as l → ∞, uniformly in n. For the sake of convenience, these three results are
treated separately (Lemmas 6.2, 6.3 and 6.4).
27Lemma 6.2 For any ﬁxed l: D
(n,l)
1 = oP(1) as n → ∞, under P
(n)
(θ, σ, 0); g1.
Lemma 6.3 For any ﬁxed l: D
(n,l)
2 = oP(1) as n → ∞, under P
(n)
(θ, σ, 0); g1.
Lemma 6.4 (i) Under P
(n)
(θ, σ, 0); g1, R
(n,l)
1 = oP(1) as l → ∞, uniformly in n,
(ii) R
(n,l)
2 = oP(1) as l → ∞, under P
(n)
(θ, σ, 0); g1, uniformly in n (for n suﬃciently large), and
(iii) R
(n,l)
3 is o(1) as l → ∞, uniformly in n .
Proof of Lemma 6.2. Consider the i.i.d. variables T
(n,l)
i := si;nK
(l)
f1 (G1+|Z
(n)
i;n |)−siK
(l)
f1 (G1+|Z
(n)
i |).
One easily veriﬁes that D
(n,l)
1 = n−1/2  n
i=1(T
(n,l)
i −E0[T
(n,l)
i ]). Writing Var0 for variances under
P
(n)
(θ, σ, 0); g1, we have that
E0(D
(n,l)
1 ) ≤ n−1E0[(
n  
i=1
(T
(n,l)
i − E0[T
(n,l)
i ]))2]
≤ n−1Var0[
n  
i=1
(T
(n,l)
i − E0[T
(n,l)
i ])] = Var0[T
(n,l)
i ] ≤ E0[(T
(n,l)
i )2]
and it only remains to show that
E0[(T
(n,l)
i )2] = E0[(si;nK
(l)
f1 (G1+|Z
(n)
i;n |) − siK
(l)
f1 (G1+|Z
(n)
i |))2] = o(1)
as n → ∞. Now,
(si;nK
(l)
f1 (G1+|Z
(n)
i;n |) − siK
(l)
f1 (G1+|Z
(n)
i |))2
= (si;nK
(l)
f1 (G1+|Z
(n)
i;n |) − si;nK
(l)
f1 (G1+|Z
(n)
i |) + si;nK
(l)
f1 (G1+|Z
(n)
i |) − siK
(l)
f1 (G1+|Z
(n)
i |))2
≤ 2(K
(l)
f1 (G1+|Z
(n)
i;n |) − K
(l)
f1 (G1+|Z
(n)
i |))2 + 2(K
(l)
f1 (G1+|Z
(n)
i |))2(si;n − si)2.
Because u  → K
(l)
f1 (u) is continuous and |Z
(n)
i;n −Z
(n)
i | is oP(1), K
(l)
f1 (G1+|Z
(n)
i;n |)−K
(l)
f1 (G1+|Z
(n)
i |)
also is oP(1). Moreover, since K
(l)
f1 is bounded, this convergence to zero also holds in quadratic
mean. Similarly, K
(l)
f1 (G1+|Z
(n)
i |)(si;n −si) = oP(1) since K
(l)
f1 (G1+|Z
(n)
i |) is bounded and |si;n−
si| is oP(1). Finally, both si;n and si are bounded, implying that this convergence to zero also
holds in quadratic mean. 2
Proof of Lemma 6.3. Let B
(n,l)
1 :=
1
√
n
n  
i=1
siK
(l)
f1 (G1+(|Z
(n)
i |)): as n → ∞, under P
(n)
(θ, σ, 0); g1,
B
(n,l)
1 is asymptotically N(0,E[(K
(l)
f1 (U))2]), where U stands for a random variable uniformly
distributed over (0,1). Also, letting B
(n,l)
2 :=
1
√
n
n  
i=1
si;nK
(l)
f1 (G1+|Z
(n)
i;n |), it follows from ULAN
that B
(n,l)
2 −t(n)σ−1J
(l)
g1 (f1,g1) is asymptotically N(0,E[(K
(l)
f1 (U))2]) as n → ∞, under P
(n)
(θ, σ, 0); g1.
Since D
(n,l)
1 = B
(n,l)
2 − B
(n,l)
1 − E0[B
(n,l)
2 ] = oP(1), we have that B
(n,l)
2 − E0[B
(n,l)
2 ] is asymp-
totically N(0,E[(K
(l)
f1 (U))2]) as n → ∞, under P
(n)
(θ, σ, 0); g1. Therefore, , still as n → ∞,
D
(n,l)
2 = E0[B
(n,l)
2 ] − t(n)σ−1J (l)
g1 (f1,g1) = o(1).
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Proof of Lemma 6.4. (i) We have that
E0
  
R
(n,l)
1
 2 
≤ CE0
  
Kf1(G1+|Z
(n)
i |) − K
(l)
f1 (G1+|Z
(n)
i |)
 2 
= C
  ∞
−∞
 
Kf1(u) − K
(l)
f1 (u)
 2
du;
for any u ∈]0,1[, K
(l)
f1 (u) converges to Kf1(u) and the integrand is bounded (uniformly in l) by
4(Kf1(u))2, which is integrable on ]0,1[. The Lebesgue dominated convergence theorem implies
that E0[(R
(n,l)
1 )2] = o(1) as l → ∞, uniformly in n.
(ii) The claim here is the same as in (i), with Z
(n)
i;n replacing Z
(n)
i . Accordingly, (ii) holds under
P
(n)
(θn, σn, 0); g1. That it also holds under P
(n)
(θ, σ, 0); g1 follows from Lemma 3.5 in Jureˇ ckov´ a (1969).
(iii) Note that
 
 
 Jg1(f1,g1) − J (l)
g1 (f1,g1)
 
 
 
2
=
 
 
 
 
  1
0
φg1(G−1
1 (u))(K
(l)
f1 (u) − Kf1(u))du
 
 
 
 
2
≤I(g1)
  1
0
((K
(l)
f1 (u) − Kf1(u)))2du,
where the integrand is bounded by 4(Kf1(u))2, which is square-integrable. Pointwise convergence
of K
(l)
f1 (u) to Kf1(u) implies that Jg1(f1,g1) − J
(l)
g1 (f1,g1) = o(1) as l → ∞. The result then
follows from the boundedness of (t(n)). ￿
6.2.2 Substitution of ∆
(n)
f1;3(κ(n)⊙(f1,   θ#,   σ#),   θ#,   σ#) for ∆
(n)
f1;3(κg1(f1,g1),θ,σ).
Lemma 6.5 Let f1 ∈ F⊙
1 and g1 ∈ F⊙
f1. Then, under P
(n)
θ,σ,0;g1,
(i) ∆
(n)
f1;3(κg1(f1,g1),   θ#,   σ#) − ∆
(n)
f1;3(κg1(f1,g1),θ,σ) = oP(1)
(ii) ∆
(n)
f1;3(κ(n)⊙(f1,   θ#,   σ#),   θ#,   σ#) − ∆
(n)
f1;3(κg1(f1,g1),   θ#,   σ#) = oP(1)
(iii) ∆
(n)
f1;3(κ(n)⊙(f1,   θ#,   σ#),   θ#,   σ#) − ∆
(n)
f1;3(κg1(f1,g1),θ,σ) = oP(1)
Proof. Part (i) is a direct consequence of Proposition 6.1. The left hand side in (ii) can be
written as
T
(n)
1 × T
(n)
2 := (κ(n)⊙(f1,   θ#,   σ#) − κg1(f1,g1)) × n−1/2
n  
i=1
φf1(Z
(n)
i (  θ#,   σ#)) (6.1)
where T
(n)
1 is oP(1). Now, ULAN implies that
T
(n)
2 = n−1/2
n  
i=1
φf1(Z
(n)
i (θ,σ)) +
 
σ−1Ig1(f1,g1) 0
 
n1/2
     θ#
  σ#
 
−
  θ
σ
  
+ oP(1), (6.2)
as n → ∞ under P
(n)
θ,σ,0;g1. Hence, the central limit theorem and the root-n consistency of   θ# and
  σ# entail that (6.2) is OP(1); the result follows. As for (iii), it readily follows from (i) and (ii).￿
296.2.3 Asymptotic linearity of the signed-rank version of the central sequence.
Proposition 6.2 Let f1 ∈ F1 and g1 ∈ F
 
∗
f1. Then, for all t ∈ R,
∆
 
(n)
f1;3(θ + n−1/2t) := ∆
 
(n)
f1;3(θ) − t  σ−1
# (J(f1,g1) − κ(f1)I(f1,g1)) + oP(1) (6.3)
as n → ∞ under P
(n)
θ,σ,0;g1. In particular, S
 
(n)
f1 (θ + n−1/2t) = S
 
(n)
f1 (θ) − t  σ−1
# J(f1,g1) + oP(1)
as n → ∞ under P
(n)
θ,σ,0;g1, g1 ∈ F
 
∗
f1.
Proof. The result follows from van Eeden (1972)’s Theorem 3.2. ￿
6.2.4 A general method of estimation for cross-information quantities.
In this section, we prove a general result for the estimation of cross-information quantities. The
notation is the same as in Section 4.5, but is used in a generic way. Here S
 
(n)(θ), with discretized
version S
 
(n)
# (θ), denotes an arbitrary sequence of statistics involving the ranks R
(n)
i (θ) of an n-
tuple of residuals Z
(n)
i (θ) which, under a collection of probability measures P
(n)
θ,σ;g1 are i.i.d., with
standardized density g1. The following assumptions are made: under P
(n)
θ,σ;g1, as n → ∞,
(R1) S
 
(n)(θ) is OP(1) but not oP(1);
(R2)   θ is a root-n consistent estimator of θ, with discretized version   θ#;
(R3) for all t ∈ R, S
 
(n)(θ + n−1/2t) := S
 
(n)(θ) − tσ−1J(g1) + oP(1), and
(R4) σ is consistently estimated by   σ, say.
Note that θ and σ here are not to be interpreted necessarily as location and scale parameters:
this notation is adopted in order to match that of Section 4.5. More precisely, similar to (4.7)
and (4.8), deﬁne θ
 
(n)(β) :=   θ# + n−1/2β  σ# S
 
(n)
# (  θ#), where   σ# is a discretized version of   σ,
β− := min{βℓ := ℓ/c | S
 
(n)
# (θ
 
(n)(βℓ+1)) S
 
(n)
# (  θ#) < 0} and β+ := β− +
1
c
.
Note that, β± being OP(1), θ
 
(n)(β±) is still a discrete, root-n consistent estimator of θ: As-
sumption (R3) and a classical argument (see Lemma 4.4 of Kreiss 1987) therefore imply that
S
 
(n)
# (θ
 
(n)(β±))S
 
(n)
# (  θ#) = (1 − J(g1)β±)(S
 
(n)
# (  θ#))2 + oP(1). (6.4)
Deﬁning
J (n)(g1) := [β∗]
−1 :=



β− +
1
c
S
 
(n)
# (θ
 
(n)(β−))
S
 
(n)
# (θ
 
(n)(β−)) − S
 
(n)
# (θ
 
(n)(β+))




−1
,
we then have the following result.
Proposition 6.3 Under Assumptions (R1)-(R4), J (n)(g1) = J(g1) + oP(1) under P
(n)
θ,σ;g1, as
n → ∞.
30Proof. In view of (6.4) and (R1), for all δ > 0, ε > 0 and η > 0, there exists N = N(δ,ε,η)
such that, for all n ≥ N,
P
(n)
θ,σ;g1
  
1 − J(g1)β± 
S
 
(n)
# (  θ#) ∈
 
S
 
(n)
# (θ
 
(n)(β±)) ± ε
 
and
 
 
 S
 
(n)
# (  θ#)
 
 
  ≥ δ
 
≥ 1 − η. (6.5)
Therefore, still for n ≥ N, with P
(n)
θ,σ;g1 probability larger than 1 − η (all subsequent statements
are made for n ≥ N and with P
(n)
θ,σ;g1 probability larger than 1 − η),
   
 S
 
(n)
# (  θ#)
   
  ≥ δ and the
straight line
β  → (1 − J(g1)β)S
 
(n)
# (  θ#), (6.6)
which intersects the horizontal axis at β0 = J −1(g1), is comprised, for β ∈ [β−,β+], between
the lines
β  → S
 
(n)
# (θ
 
(n)(β−)) + c(β − β−)(S
 
(n)
# (θ
 
(n)(β+)) −S
 
(n)
# (θ
 
(n)(β−))) ± ε, (6.7)
the intersections of wich with the horizontal axis are
β±
0 := β∗ ± ε/|S
 
(n)
# (θ
 
(n)(β−)) − S
 
(n)
# (θ
 
(n)
# (β+))|.
Assume that ε < δJ(g1)/4c, and that S
 
(n)
# (  θ#) is positive (the negative case follows along
the same lines). Then (6.6) has negative slope −J(g1)S
 
(n)
# (  θ#) ≤ −δJ(g1); the fact that
it is comprised, for β ∈ [β−,β+], between the two straight lines (6.7), with common slope
−c( S
 
(n)
# (θ
 
(n)(β−)) − S
 
(n)
# (θ
 
(n)
# (β+))), implies that
S
 
(n)
# (θ
 
(n)(β−)) − S
 
(n)
# (θ
 
(n)
# (β+)) ≥
1
c
δJ(g1) − 2ε > 2ε > 0.
Four distinct cases are possible:
(a) S
 
(n)
# (θ
 
(n)(β−)) > ε > 0 > −ε > S
 
(n)
# (θ
 
(n)(β+)); then β−
0 ≤ β0 = J −1(g1) ≤ β+
0 , and
|β0 − β∗| ≤ |β−
0 − β+
0 | = 2ε/c|S
 
(n)
# (θ
 
(n)(β−)) − S
 
(n)
# (θ
 
(n)(β+))| ≤ 2ε/(δJ (g1) − 2cε).
(b) ε > S
 
(n)
# (θ
 
(n)(β−)) > 0 > −ε > S
 
(n)
# (θ
 
(n)(β+)); then, the intersection β0 between (6.6),
with slope −J(g1)S
 
(n)
# (  θ#) and the horizontal line needs not be in [β−
0 , β+
0 ]. However, β0
is bounded from below by
β−−(S
 
(n)
# (θ
 
(n)(β−))−ε)/(4εc−J (g1)S
 
(n)
# (  θ#)) ≥ β−−(S
 
(n)
# (θ
 
(n)(β−))−ε)/(4εc−J (g1)δ).
It follows that
β∗ − β0 < β+
0 − β0
≤ β− +
S
 
(n)
# (θ
 
(n)(β−)) + ε
c(S
 
(n)
# (θ
 
(n)(β−)) − S
 
(n)
# (θ
 
(n)(β+)))
− β− +
S
 
(n)
# (θ
 
(n)(β−))) − ε
4cε − δJ (g1)
≤
S
 
(n)
# (θ
 
(n)(β−))) + ε
δJ(g1) − 4cε
−
S
 
(n)
# (θ
 
(n)(β−))) − ε
δJ(g1) − 4cε
=
2ε
δJ(g1) − 4cε
.
(c) S
 
(n)
# (θ
 
(n)(β−)) > ε > 0 > S
 
(n)
# (θ
 
(n)(β+)) > −ε; mutatis mutandis, the same as case (b).
31(d) ε> S
 
(n)
# (θ
 
(n)(β−))≥0> S
 
(n)
# (θ
 
(n)(β+))>−ε; then, S
 
(n)
# (θ
 
(n)(β−))− S
 
(n)
# (θ
 
(n)(β+)) < 2ε,
which is compatible with S
 
(n)
# (θ
 
(n)(β−))−S
 
(n)
# (θ
 
(n)(β+)) > 1
cδJ (g1)−2ε iﬀ ε > 1
4cδJ (g1).
But, from the beginning, we have assumed a smaller value of ε: this case thus is void.
Summing up, we have shown that, for for all δ > 0, ε < 1
4cδJ(g1) and η > 0, there exists
N = N(δ,ε,η) such that, for all n ≥ N, with P
(n)
θ,σ;g1 probability larger than 1 − η,
|J −1(g1) − β∗| = |β0 − β∗| ≤ min
 
2ε
δJ(g1) − 2cε
,
2ε
δJ(g1) − 4cε
 
=
2ε
δJ(g1) − 4cε
,
a quantity which goes to zero as ε → 0. The result follows. ￿
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