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We use the half-filled zeroth Landau level in graphene as a regularization scheme to study the
physics of the SO(5) non-linear sigma model subject to a Wess-Zumino-Witten topological term
in 2+1 dimensions. As shown by Ippoliti et al. [PRB 98, 235108 (2019)], this approach allows
for negative sign free auxiliary field quantum Monte Carlo simulations. The model has a single
free parameter, U0, that monitors the stiffness. Within the parameter range accessible to negative
sign free simulations, we observe an ordered phase in the large U0 or stiff limit. Remarkably,
upon reducing U0 the magnetization drops substantially, and the correlation length exceeds our
biggest system sizes, accommodating 100 flux quanta. The implications of our results for deconfined
quantum phase transitions between valence bond solids and anti-ferromagnets are discussed.
Introduction. At critical points the renormalization
group allows for the definition of emergent symmetries
and field theories. For example, the semi-metal to insu-
lator transitions in graphene1–3 have an emergent Lorentz
symmetry4,5 so that space and time can interchangeably
be used6 to efficiently compute critical exponents. Mod-
els that capture the physics of deconfined quantum crit-
icality (DQC)7,8 – the JQ model for example9 – have an
SO(3) × C4 symmetry, but at criticality the C4 point
group is enlarged to a higher U(1) symmetry. Improved
models, with SO(3) × U(1) symmetry have been pro-
posed to study DQC.10 Formulating the theory of DQC
with eight component Dirac fermions akin to graphene
and Yukawa coupled to a quintuplet of anti-commuting
mass terms11 quite naturally leads to the conjecture of
an emergent SO(5) symmetry.12–14 Compelling numeri-
cal evidence for this emergent symmetry has been put
forward15 in the realm of loop models.16
Let us now consider a phase transition with enhanced
symmetry and a relevant operator α which breaks it. In
this case, formulating a model with higher symmetry al-
lows us to assess the nature of the transition. Schematic
RG flows for an enhanced SO(5) symmetry that is bro-
ken down to SO(3) × SO(2) are shown in Fig. 1. While
α breaks the SO(5) symmetry, U0, conserves it. If the
higher symmetry model is in an ordered phase, then the
transition is first order [Fig. 1(a)]. The spin-flop tran-
sition corresponding to the field-driven reorientation of
the easy axis falls into this category. Alternatively, the
enhanced symmetry model can be critical such that the
transition is continuous [Fig. 1(b)]. As an example for
this scenario, we can consider the one-dimensional DQC
between a dimer and Ne´el state in the XXZ model consid-
ered in Refs.17,18 and realized in.19 The critical point has
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FIG. 1. Possible RG flows in the U0 versus α phase. α corre-
sponds to the amplitude of a term that breaks down the SO(5)
symmetry to SO(3) × SO(2). The horizontal line corresponds
to the α = 0 or to SO(5) symmetry. Red bullets, corresponds
to phases where the symmetry group is spontaneously broken.
The black bullet is an SO(5) disordered phase. Blue (green)
bullets denote critical (multi-critical) points. In scenario (a)
the SO(5) model orders and the shaded region depicts a slow
RG flow (see text). In (b) the SO(5) model remains criti-
cal. In (c) the SO(5) model has an ordered and critical phase
separated by a multi-critical point. Finally, in (d) the SO(5)
model shows an order-disorder transition.
a U(1) symmetry that is broken by the umklapp operator
that tunes through the transition. As a third possibility,
the enhanced-symmetry model may have a relevant tun-
ing parameter U0 – and associated (multi) critical point
– that does not break the enhanced symmetry. Fig. 1(c)
describes a scenario where the ordered state gives way
to a critical phase. In this case, tuning α leads to first
order or continuous transitions depending upon the value
of U0. Finally, in Fig. 1(d) U0 drives an order-disorder
transition. Aside from fine tuning, the transition from
the SO(3) to SO(2) broken symmetry states is first order
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2or separated by a disordered phase.
The aim of this letter is to investigate the O(5) non-
linear sigma model in 2+1 dimensions with a Wess-
Zumino-Witten geometrical term. As mentioned above,
this model can be obtained by integrating out quintuplets
of anti-commuting mass terms in Dirac systems.12–14
S =
1
g
∫
d3x(∇ϕˆ)2 + SWZW. (1)
Here ϕˆ corresponds to a five-dimensional unit vector.
The model has a manifest SO(5) symmetry, and a single
parameter, the stiffness. The question we would like to
address in this work is the nature of the phase diagram
as a function of the stiffness.
Model and method. The work of Ippoliti et al.20
demonstrates that a nonlinear sigma model with exact
SO(5) symmetry can be constructed using 8 component
Dirac fermions quenched in the zeroth Dirac Landau level
(ZLL). As opposed to a lattice approach, one remains
in continuum space time, but the single particle Hilbert
space remains finite and counts the 4Nφ states of the
ZLL, where Nφ is the number of magnetic fluxes piercing
the two dimensional space. The model reads:
Hˆ =
∫
V
d2x
(
U0
2
[ψˆ†(x)ψˆ(x)− C(x)]2
− U
2
5∑
i=1
[ψˆ†(x)Oiψˆ(x)]2
) (2)
where the fermion annihilation operator are projected
onto the ZLL: ψˆa(x) =
∑Nφ
k=1 φk(x)cˆa,k. The index a
runs from 1 · · · 4 corresponding to the four Dirac ZLLs.
It’s crucial that the operators ψˆ(x) (ψˆ†(x)) do not satisfy
the canonical commutation rules due to the projection.
The wave functions of the ZLL, φky (x), are computed
in the Landau gauge which diagonalizes the translation
invariance along one direction (see SM). The background
C(x) ≡ 2∑Nφky=1 |φky (x)|2 ensures particle-hole symme-
try in Eq. (2).
For i = 1 · · · 5, Oi, are mutually anti-commuting ma-
trices. A convenient choice reads:
τx ⊗ I2, τy ⊗ I2, τz ⊗ ~τ i = 1, 2, ...5. (3)
The 10 matrices Lij = − i2
[
Oi, Oj
]
, i, j = 1 · · · 5, are the
generators of the SO(5) group and commute with the
Hamiltonian. Along the SO(5) high symmetry line, the
Hamiltonian has only one energy scale U0/U .
Let ϕi(x) = 〈ψˆ†(x)Oiψˆ(x)〉 and assume that the mass
gap ∆ ∝ |ϕ| is finite. One can then omit amplitude
fluctuations of the vector ϕ(x), integrate of the fermions
in the large mass approximation to obtain an effective
field theory for ϕˆ(x) ≡ ϕ(x)/|ϕ(x)| that corresponds
precisely to Eq. (1).21 Here, we identify U0/U to 1/g.
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FIG. 2. Temperature dependence of the uniform charge
susceptibility χC for U0 = −1.
As mentioned previously, our numerical simulations
are based on the work of Ippoliti et al.20 that show how
to formulate a negative sign free auxiliary field QMC
for the Hamiltonian of Eq. (2) in the parameter range
U0/U ≥ −1. The algorithm is formulated in Fourier
space,
Hˆ =
1
2V
∑
q
(
U0nˆ(q)nˆ(−q)− U
5∑
i=1
nˆi(q)nˆi(−q)
)
,
(4)
with ψˆ†(x)Oiψˆ(x) = 1V
∑
q e
−iq·xnˆi(q) and
ψˆ†(x)ψˆ(x) − C(x) = 1V
∑
q e
−iq·xnˆ(q). As shown
in the supplemental material (SM) one key point is to
use a Fierz identity to avoid the negative sign problem.
For each q we then use a complex Hubbard-Stratonovich
transformation to decouple the interaction term. Aux-
iliary field QMC simulations turn out to be involved.
The difficulty lies in the fact that the projected density
operators are not local and that they do not commute
with each other. In the SM we show that for a symmetric
Trotter decomposition, that preserves the hermiticity of
the imaginary time propagation, the systematic error
scales as (∆τ Nφ)
2
. Here we have set the magnetic unit
length, lB , to unity such that Nφ corresponds to the
volume. We also note that the SO(5) symmetry is broken
by the Trotter decomposition such that it potentially
introduces a relevant operator. For all these reasons,
great care has to be taken to control the systematic
error, and we are obliged to scale ∆τ as 1/Nφ. A
detailed account of the Trotter error is given in the SM.
Since we are working in the continuum, the sum over
momenta is not bounded. However, the density operator
contains a factor e−
1
4q
2l2B and momenta the exceed a
critical value can be safely omitted. Adopting this
regularization strategy restricts the sum over momenta
to order Nφ values again for the case lB = 1. Again
a detailed test of the choice of the momenta cutoff
3is given in the supplemental material. Taking all the
above into account yields a computational effort that
scales as N5φβ where β is the inverse temperature. This
should be compared to the generic N3φβ scaling for
say the Hubbard model. The above explains why our
simulations are limited to Nφ = 100. We have used
the finite temperature auxiliary field algorithm22–24 of
the algorithms for lattice fermions (ALF)-library.25 The
details of our implementation are discussed in the SM.
Numerical results. For the simulations we set the en-
ergy scale by choosing U = 1, the length scale by choos-
ing lB = 1 and vary U0 and the volume Nφ. We found
that an inverse temperature of β = 160pi2 suffices to ob-
tain ground state properties on our largest system sizes,
Nφ = 100.
In Fig. 2 we plot the uniform charge susceptibility,
χC =
β
Nφ
(〈nˆq=0nˆq=0〉 − 〈nˆq=0〉〈nˆq=0〉). (5)
The charge fluctuations decay exponentially upon re-
ducing the temperature as expected for an insulating
state of matter. Since ψˆ†(x)Oiψˆ(x) are mass terms,
any non-vanishing expectation value of these fermion bi-
linears, ϕi, will lead to a charge gap. Owing to the SO(5)
symmetry the single particle gap is proportional to the
norm of this five component vector, |ϕ|.
Although |ϕ| is finite, phase fluctuations can destroy
ordering. To numerically investigate this possibility, we
compute the order parameter correlation function
S(q) =
1
Nφ
5∑
i=1
〈nˆiqnˆi−q〉. (6)
For an ordering wave vector Q, the local moment reads
m =
√
1
Nφ
S(Q) (7)
and it is convenient to define a renormalization group
invariant quantity
R ≡ 1− S(Q+ ∆q)
S(Q)
(8)
with |∆q| = 2pi√
Nφ
. In the ordered (disordered) phase R
converges to unity (zero) and the local moment takes a fi-
nite (vanishing) value. At a critical point, the correlation
ratio converges to a universal value.
In Fig. 3(a) we plot the correlation ratioR as a function
of system size for various values of U0. For system sizes
up to Nφ = 20 all curves scale downwards and would sug-
gest a critical or disordered phase. Beyond Nφ = 20 and
for large values of U0 the correlation ratio changes behav-
ior and grows. The length scale at which this crossover
occurs can naturally be interpreted as a measure of the
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FIG. 3. Correlation ratio R as a function of 1/Nφ (a) and U0
(c), as well as the O(5) order parameter (b) as a function of
1/
√
Nφ. The dashed lines and the inset is the extrapolation
via the fitting form m(Nφ)
2 = m2Nφ→∞ + a/
√
Nφ + b/Nφ.
Negative extrapolated values of m2 suggest a critical or dis-
ordered state. In both cases the polynomial, in inverse linear
length, fitting form is not justified.
correlation length. For these large values of U0, a finite
size extrapolation of the square of the local moment (see
Fig. 3(b)) is consistent with a finite value (see inset of
Fig. 3(b)). In Fig. 3(c) we replot the correlation ratio as
a function of U0. The data is consistent with a crossing
at U0 ' 3. Below this value, R does not scale to zero,
4as already seen in Fig. 3(a), and hence signals a phase
where the correlation length exceeds our system sizes.
Discussion. In Fig. 1 we show possible RG flows in
the U0 versus α plane where α corresponds to the ampli-
tude of a term that breaks down the SO(5) symmetry to
SO(3) × SO(2).
Fig. 1(a) corresponds a scenario where the topological
term is irrelevant and the model orders for all values of
the stiffness. Taken at face value, our results do not
support this point of view. However we cannot exclude
the possibility that an ordered phase with small magnetic
moment will occur on larger system sizes. In this case,
the transition as a function of α from the SO(3) to SO(2)
broken symmetries corresponds to a spin-flop transition.
In contrast in Fig. 1(b) we assume that the SO(5)
model corresponds to a CFT. In this case, α is a rele-
vant parameter, and the transition from SO(3) to SO(2)
broken symmetry phases is continuous with an emergent
SO(5) CFT at the critical point. This SO(5) CFT could
be a candidate theory for DQCP. Again in light of our
data, this scenario seems unlikely since at large values of
U0 our data supports an ordered phase.
In Fig. 1(c) we assume that the observed ordered phase
gives way to a critical phase corresponding to an SO(5)
CFT. Adding the α axis implies that along the SO(5)
line we have a multi-critical point as well as a criti-
cal one. Our data actually favors this scenario: below
U0 = U
c
0 ' 3 the correlation ratio does not seem to scale
to zero, and is hence consistent with a critical phase. If
such is the case, the nature of the transition between
SO(3) and SO(2) broken symmetry states, with emer-
gent SO(5) symmetry, depends upon the value of U0 and
is either continuous or first order. There are a number of
models that show a transition from SO(2) (VBS/SSC) to
SO(3) (AFM/QSH) broken symmetry phases and that fa-
vor continuous or weakly first order quantum phase tran-
sitions. For instance, 3D loop models16 (ηNeel = 0.259(6),
ηVBS = 0.25(3)), the J-Q model,
9,26 as well as transitions
between quantum spin Hall insulators and s-wave super-
conductors, (ηQSH = 0.21(5), ηSSC = 0.22(6))
10 all seem
to show similar exponents and are believed to belong to
the class of DQCP with emergent spinons coupled to a
non-compact U(1) gauge field. Compelling evidence of
emergent SO(5) symmetry has been put forward for the
loop model.15 However, the value of the anomalous di-
mension lies at odds with conformal bootstrap bounds,
η > 0.52,27 for emergent SO(5) symmetry. Systematic
drift in the exponents has been observed in.16 Within the
present context one can understand the above in terms
fix-point collision put forward in.28–31 Consider a third
axis – the dimension – and assume that the sketch of
Fig. 1(c) is realized close to the physical dimension d = 2
but that before approaching d = 2 the multi-critical and
critical points collide and develop a complex component.
In this case we are back to the spin-flop transition of
Fig. 1(a) but with the important insight that the RG flow
becomes arbitrarily slow due to proximity of a fix-point
collision. The shaded region in Fig. 1(a) schematically
depicts the region where the RG flow becomes very slow.
Proximity to a critical point motivates fitting the QMC
data to the form: m = m0+aN
− η+z4
φ . In the region where
our correlation length exceeds the size of our system we
obtain a good fit with robust anomalous dimension η =
0.28(2) under the assumption of z = 1 (see the SM).
The agreement with the aforementioned QMC results is
remarkable. We note that this exponent is much larger
than the one of the 3D classical O(5) critical point, with
η = 0.036(6).32 We conclude this section by noting that
Ref.33 introduces a fermion model showing a DQCP with
emergent SO(5) symmetry and that has exponents that
comply with the bootstrap bounds. This model could be
a realization of the SO(5) CFT conjectured in Fig. 1(c).
Fig. 1(d) describes the possibility of an order-disorder
transition along the SO(5) line. Note however that on
the accessible system sizes, we cannot resolve the length
scale associated with the disordered state. This scenario
excludes a DQCP with emergent SO(5) symmetry, and
the transition from the disordered to ordered phases in-
volve SO(3) or SO(2) critical points. As shown in Fig. 2
the insulating phase has vanishing charge susceptibility.
The existence and nature of an SO(5) symmetric disor-
dered phase is intriguing. Starting from Dirac fermions
any band insulating state necessarily involves SO(5) sym-
metry breaking. Hence in the conjectured phase dia-
gram of Fig. 1(d) the disordered phase is not adiabat-
ically connected to a band insulator. In fact, if the dis-
ordered phase preserves the particle-hole symmetry, the
arguments of Ref.28 rule out any gapped phase (even a
topological one), because the particle-hole symmetry for-
bids the SO(5) Hall-conductance argued to be necessary
in any such insulator.
Conclusions – Our data on systems up to NΦ = 100
show that the SO(5) non-linear sigma model exhibits an
ordered phase in the limit of large stiffness. Remarkably
(and within the accessible parameter range where nega-
tive sign free AFQMC simulations can be carried out),
we observe another regime characterized by a correlation
length that exceeds our system size. Given the afore-
mentioned body of work on DQC and insights from the
conformal bootstrap approach, our results find a natu-
ral interpretation by assuming that the model lies close
to a fix-point with small complex component28–30 such
that the RG flow becomes very slow and shows pseudo-
critical behavior. Clearly larger system sizes are desirable
so as to confirm this point of view. Although very ap-
pealing, as implemented the Landau level projection ap-
proach comes with a computational effort that scales as
N5φβ as opposed to N
3
φβ for the generic Hubbard model.
Further improvements to the code will have to be imple-
mented so as to reach bigger flux values. The method can
also be applied to the O(4) model with θ-term at θ = pi
5by setting one mass term to zero. This will have impact
on our understanding of easy plane de-confined quantum
critical points with emergent O(4) symmetry.
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6SUPPLEMENTAL MATERIAL
Landau Level projection
We consider electrons confined to the two-dimensional
x-y plane and in a transverse magnetic field:
Hˆ0 =
1
2m
(
Pˆ − eA(r)
)2
. (9)
In the Landau gauge, A(r) = B(0, x, 0) (r = (x, y, z)),
translations along the y direction leave the Hamiltonian
invariant such that the momentum in this axis, py, is a
good quantum number. On a torus of size Lx × Ly the
wave function of the first Landau level reads:
φpy (r) =
1√
Ly
1√
lB
√
pi
e−(x/lB−sign(B)pylB)
2/2eipyy.
(10)
Here the magnetic length scale is defined as l2B =
φ0
2pi|B| ,
with φ0 =
h
e , and the number of magnetic fluxes piercing
the system, Nφ =
|B|V
φ0
, is an integer so as to guarantee
uniqueness of the wave function. Finally the momentum
in the y-direction is given py =
2pin
Ly
with n ∈ 1, · · · , Nφ.
From here onwards we will consider
The orbital wave function of the first Landau level of
free electrons in a magnetic field and that of the zero
energy Landau level (ZLL) in graphene are identical. In
graphene, however, there is an SU(4) symmetry such the
electron carries an additional flavor index, a ∈ 1, · · · , 4.
Let cˆpy,a destroy an electron in the ZLL with flavor index
a and momentum py. These operators satisfy canonical
fermion commutation rules:{
cˆ†py,a, cˆp′y,a′
}
= δa,a′δpy,p′y ,
{
cˆpy,a, cˆp′y,a′
}
= 0. (11)
Our Hamiltonian is defined in terms of projected field
operators.
ψˆa(r) =
Nφ∑
py=1
φpy (r)cˆa,py . (12)
Since the ZLL does not span the Hilbert space the pro-
jected field operators do not satisfy the fermion canonical
commutation rules, and before formulating the AFQMC
we have to express everything in terms of the canonical
operators cˆa,py . Defining the Fourier transform of the
four component spinor:
ψˆ†p =
1√
V
∫
V
d2reip·rψˆ†(r) (13)
we obtain
Hˆ =
5∑
i=0
∫
V
d2r
Ui
2
[ψˆ†a(r)O
i
abψˆb(r)− C(r)δi,0]2
=
5∑
i=0
Ui
2
∑
q
∑
q′
∫
V
d2r(
1
V
eiq·rNˆ i(q))(
1
V
eiq
′·rNˆ i(q′))
=
1
2V
5∑
i=0
∑
q
Nˆ i(q)UiNˆ
i(−q)
(14)
Here, O0, is the unit matrix and ψˆ†(r)Oiψˆ(r) =
1
V
∑
q e
−iq·rNˆ i(q) for i = 1 · · · 5 and ψˆ†(r)ψˆ(r) − C(r)
= 1V
∑
q e
−iq·rNˆ0(q)
Neglecting the constant background term at i = 0, the
density operators Nˆ i(q), can be expressed in terms of the
canonical operators cˆ†py :
Nˆ i(q) =
∑
p
ψˆ†pO
iψˆp−q
=
1
V
∑
p
∫
V
∫
V ′
d2rd2r′eip·re−i(p−q)·r
′
∑
k1
cˆ†k1φ
∗
k1(r)O
i
∑
k2
cˆk2φk2(r
′)
=
1
V
∑
p
∑
k1
∑
k2
cˆ†k1O
icˆk2
∫
V
∫
V ′
d2rd2r′(
1√
Ly
pi−
1
4√
lB
e−ik1ye−
1
2 (
x
lB
−k1lB)2eip·r
)
·
(
1√
Ly
pi−
1
4√
lB
e+ik2y
′
e
− 12 ( x
′
lB
−k2lB)2ei(p−q)·r
′
)
=
∑
p
2lBpi
1/2
Lx
eipxpyl
2
Be−l
2
Bp
2
x/2
ei(px−qx)(py−qy)l
2
Be−l
2
B(px−qx)2/2cˆ†pyO
icˆpy−qy
=
1
2
√
pi
e−l
2
Bq
2/4
∑
py
eiqxpyl
2
B cˆ†
py+
qy
2
Oicˆpy− qy2
(15)
In the last step, the sum over px is carried out by chang-
ing sums to integrals and taking the limit Lx →∞. With
the substitution k = py +
qy
2 and
nˆi(q) =
Nφ∑
k=1
4∑
a,b=1
F (q)e
i
2 (2k−qy)l2Bqx(cˆ†a,kO
i
a,bcˆb,k−qy
− 2δqy,0δi,0)
(16)
the Hamiltonian reads:
Hˆ =
1
8piV
5∑
i=0
∑
q
nˆi(q)Uinˆ
i(−q). (17)
In the above, a(b) = 1, 2, 3 and 4 is the flavor index, and
F (q) ≡ e− 14 (q2x+q2y)l2B . The background term 2δqy,0δi,0
7can easily be verified by Fourier transform the real space
background C(r) (see main text).
As we will shown in the next subsection, this exponen-
tial decaying factor is essential for the QMC simulation
since it provides a natural cutoff for the momenta q. Fi-
nally, setting the magnetic unit length to unity such that
2pi
V =
1
Nφ
we obtain:
Hˆ =
1
16pi2Nφ
5∑
i=0
∑
q
nˆi(q)Uinˆ
i(−q) (18)
Fierz identity and absence of the negative sign
problem
To avoid the negative sign problem in the QMC simu-
lations we use the Fierz identity to rewrite Eq. (14) as:
H =
1
2Nφ
3∑
i=0
∑
q
nˆi−qg
inˆiq (19)
Instead of the original density operators in Eq. (16), the
ni(i = 0, 1, 2, 3) operators are based on 4 matrix:
I4, τx ⊗ I2, τy ⊗ I2, τz ⊗ I2. (20)
Eq. (19) is identical to Eq. (14) when g
0
8pi2 = U0+U ,
g1
8pi2 =
g2
8pi2 = −2U , and g
3
8pi2 = 2U . Here we consider the SO(5)
symmetric point and set Ui = −U for i ∈ 1, · · · , 4. The
absence of sign problem holds for the region of U0 ≥ −U ,
follows from the work of Ref.34 and is discussed in detail
in reference.20 The above matrix structure also gives an
explicit SU(2) symmetry which holds for each Hubbard-
Stratonovich field configuration.
Trotter errors
Since n(q)† = n(−q), the exponential of operators at
each time slice is given by:
e
− ∆τ2Nφ (nˆ
i
qg
inˆi−q+nˆ
i
−qg
inˆiq)
=e
− ∆τ4Nφ [g
i(nˆiq+nˆ
i
−q)
2−gi(nˆiq−nˆi−q)2]
(21)
To ensure hemiticity, we use a symmetric Trotter de-
composition:
Z = Tr [
N∏
m=1
e−
∆τ
2 Hˆm
1∏
n=N
e−
∆τ
2 Hˆn ]Lτ (22)
where Hˆm corresponds to the N = 2× 4×Nq operators
± gi4Nφ (nˆiq±nˆi−q)2. Nq is the number of momentum points
used for the simulation. As we will see below Nq scales
as Nφ.
For two operators Hˆ1 and Hˆ2 the leading order error
produced in the symmetric Trotter decomposition reads:
e−
∆τ
2 Hˆ1e−∆τHˆ2e−
∆τ
2 Hˆ1
=e−∆τ(Hˆ1+Hˆ2)+
∆τ3
12 [2Hˆ1+Hˆ2,[Hˆ1,Hˆ2]] +O(∆τ4)
(23)
Iterating the above formula gives:
N∏
m=1
e−
∆τ
2 Hˆm
1∏
n=N
e−
∆τ
2 Hˆn = e−∆τ((
∑N
m=1 Hˆm)+λˆ)+O(∆τ4)
(24)
where
λˆ ≡ −∆τ
2
12
(
N−1∑
m=1
N∑
m′=m+1
[2Hˆm + Hˆm′ , [Hˆm, Hˆm′ ]]
+
N−1∑
m=1
N∑
m′=m+1
N∑
m′′=m+1
[Hˆm′ , [Hˆm, Hˆm′′ ]](1− δm′,m′′))
(25)
and δm′,m′′ the Kronecker delta. Using time dependent
perturbation theory, we then obtain:
(
N∏
m=1
e−
∆τ
2 Hˆm
1∏
n=N
e−
∆τ
2 Hˆn
)Lτ
=e−βHˆ − e−βHˆ
∫ β
0
dτeτHˆ λˆe−τHˆ +O(∆τ3)
(26)
with Lτ =
β
∆τ the number of time slices. λˆ is measure of
the leading order error on the free energy density:
fQMC ≡− 1
βV
ln Tr (
N∏
m=1
e−
∆τ
2 Hˆm
1∏
n=N
e−
∆τ
2 Hˆn)Lτ
=f +
1
βV
∫ β
0
dτ〈eτHˆ λˆe−τHˆ〉+O(∆τ3)
=f +
1
V
〈λˆ〉+O(∆τ3)
=f +
1
2piNφ
〈λˆ〉+O(∆τ3)
(27)
In the above we have set lB = 1 so as to replace V by Nφ,
and f = − 1βV ln Tr e−βHˆ . Since the interacting operators
for different masses i do not commute with each other,
the Trotter decomposition breaks the SO(5) symmetry of
Hamiltonian (a SU(2) symmetry is left due to the Fierz
identity in Eq. (19)).
To evaluate the expectation value of λˆ, we first evaluate
8the commutator of two density operators:
[nˆi(q1), nˆ
j(q2)]
=F (q1)F (q2)
∑
k
cˆ†k{e
i
2 (2k−(q1y+q2y))l2B(q1x+q2x)
(2 cos(θq1,q2)[Oi, Oj ] + 2i sin(θq1,q2){Oi, Oj})}cˆk−(q1y+q2y)
=
F (q1)F (q2)
F (q1 + q2)
{n[Oi,Oj ](q1 + q2)2 cos(θq1,q2)
+n{Oi,Oj}(q1 + q2)2i sin(θq1,q2)}
(28)
where θq1,q2 =
l2B
2 (q1yq2x − q1xq2y). Since the density
operators do not commute we can estimate the mag-
nitude of the Trotter error as follows. Let ||Aˆ|| ≡
max|Ψ〉,|||Ψ〉||=1||Aˆ|Ψ〉||. Since the Hamiltonian
∑
mHm
is an extensive quantity, ||∑mHm|| ∝ NΦ. Here m runs
over a set of order NΦ momenta, hence implies that typ-
ically, Hm ∝ N0Φ. Using this to estimate the systematic
error, yields the result:
fQMC = f +O
(
∆τ2N2Φ
)
. (29)
Hence, to keep the Trotter error under control we have
to scale ∆τ as 1/NΦ.
The Trotter error in our model has a different scaling
behavior, than for models with only local interaction such
as the Hubbard model. For local interactions ||λ|| scales
as NΦ, such that the systematic error on the free energy
density is size independent.
An improved estimator is introduced, based on the
SO(5) invariant structure factor:
S(q) =
1
Nφ
5∑
i=1
〈nˆiqnˆi−q〉. (30)
The magnetization and correlation ratio used for the scal-
ing analysis in the main part of the paper is based on the
above structure factor.
Fig. 4 shows a numerical comparison of the correlation
ratio for multiple system sizes. In Fig. 4 (a) we consider
a constant ∆τ while in Fig. 4 (b) we scale ∆τ with the
volume: ∆τ = 25.6pi2/Nφ. As mentioned previously, our
Trotter decomposition breaks the SO(5) symmetry such
that a convenient measure of the finite time step sys-
tematic error is the discrepancy between the Ne´el and
VBS order parameters. At constant ∆τ = 3.2pi2 the
correlation ratio defined from the Ne´el, VBS and SO(5)
order parameters progressively differ as a function of sys-
tem size. On the other hand, for simulations where we
keep ∆τNφ constant, see Fig. 4 (b), no SO(5) symmetry
breaking up to Nφ = 32 is apparent. In all our simula-
tions we have kept ∆τNφ constant.
Cutoff
The effective interacting strength in Eq. (19) is con-
trolled by a momentum dependent function F (q) in
 0.6
 0.65
 0.7
 0.75
 0.8
 0.85
 0  0.05  0.1  0.15  0.2  0.25
R
1/Nφ
U0=1.0, ∆τ=3.2pi
2
(a)
RSO5
RN
RV
 0.66
 0.69
 0.72
 0.75
 0.78
 0.81
 0.84
 0  0.05  0.1  0.15  0.2  0.25
R
1/Nφ
U0=1.0,  ∆τ=25.6pi
2/Nφ
(b)
RSO5
RN
RV
FIG. 4. Correlation ratio R of Neel, VBS order and the
improved estimator for a fix ∆τ as 3.2pi2 (a), and for a linear
scaling of ∆τ = 25.6pi2/Nφ (b). The simulation is based on
U0 = 1.0, of system sizes Nφ = 4, 8, 12, 16, ...32, with β = 1.
Eq. (16):
F (q) = e−
1
4 (q
2
x+q
2
y)l
2
B (31)
The exponential decay of the interacting strength gives a
natural cutoff in the momentum space. In particular, we
we can consider momenta satisfying F (q) > Fmin. As
shown in Fig. 5, for Nφ = 4, 8 and 12 at U0 = U = 1,
the cutoff dependence of the correlation ratio is negligible
up to Fmin = 0.01. In our calculations, we have chosen
Fmin = 0.01. Setting lB = 1 implies that the number of
q-vectors we consider for a given cutoff scales as Nφ.
Comparison to exact diagonalisation
A benchmark calculation of QMC with the exact diag-
onalization(ED) is performed, based on comparing exact
ground state of a half filled system, to a finite tempera-
ture AFQMC simulation at low enough temperature (β =
9 0.72
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FIG. 5. Correlation ratio as a function of Fmin for Nφ = 4, 8
and 12, at U0 = U = 1, β = 160pi
2,∆τ = 3.2pi2.
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FIG. 6. Ground state energy (a) and magnetic order param-
eter (b) based on AFQMC as a function of ∆τ , as well as ED.
The calculation is performed at U0 = 0.5, U = 1.0 for Nφ = 3.
320pi2). As an example we consider U0 = 0.5, U = 1.0 at
Nφ = 3. In Fig. 6, we see that the two methods show
consistent results for the ground state energy and the
SO(5) invariant correlation function at zero momentum
in the limit of small ∆τ . Both the Neel(VBS) correlation
function based on the average value of density operators
of only the i = 1, 2, 3 (4, 5) term in Eq. (30) are equally
shown in Fig. 6(b).
U0 〈m〉0 η χ2/DOF
-1.0 0.03(1) 0.33(2) 1.51
-0.5 0.01(1) 0.28(2) 1.32
0.0 0.03(1) 0.29(2) 1.78
0.25 0.028(7) 0.27(1) 0.92
0.5 0.04(1) 0.28(2) 0.25
1.0 0.05(1) 0.28(2) 1.17
2.0 0.064(7) 0.26(2) 0.98
4.0 0.11(1) 0.26(2) 1.75
8.0 0.27(1) 0.38(2) 1.11
TABLE I. Collective fit using Eq. (32).
Fitting of the magnetization: proximity to fix-point
collision
Another assumption is that, the ground state in the
cases of U0 > 0 is always in a O(5) symmetry breaking
phase, with a small magnetization. Here we show the fit
details based on:.
m = m0 + aN
− η+z4
φ (32)
As we can see from Table I, the χ2/DOF of fit are
acceptable, when all the system sizes are included. The
η exponent is robust as function of U0, except the point
of U0 = 8. On the other hand, the extrapolated magne-
tization become nonzero within when U0 ≥ 0.25.
