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Abstract
In this paper, the inversion free variant of the basic ﬁxed point iteration methods for obtaining the maximal positive deﬁnite
solution of the nonlinear matrix equation X + A∗X−A = Q with the case 0< 1 and the minimal positive deﬁnite solution of
the same matrix equation with the case 1 are proposed. Some necessary conditions and sufﬁcient conditions for the existence
of positive deﬁnite solutions for the matrix equation are derived. Numerical examples to illustrate the behavior of the considered
algorithms are also given.
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1. Introduction
In this paper, we consider the iterative solution of the nonlinear matrix equation
X + A∗X−A = Q, (1.1)
where A is a nonsingular matrix, Q is a Hermitian positive deﬁnite matrix and with two cases: 0< 1 and > 1.
The equation
X + A∗X−1A = Q, (1.2)
which is representative of Eq. (1.1) for  = 1 have many applications in control theory; dynamic programming;
statistics; Kalman ﬁltering, etc., see [1,11,20,23,10] and the references therein. Eq. (1.2) has been studied by some
authors [17,1,11,13,6,9,4,23,5,10,20] and different iterative methods for computing the positive deﬁnite solutions with
linear and quadratic rate of convergence are proposed. Eq. (1.1) for  ∈ (0, 1) (or  is a positive integer number) and
 Research supported by Scientiﬁc Research Fund of Hunan Provincial Education Department of China (05C797), by China Postdoctoral Science
Foundation (2004035645) and by National Natural Science Foundation of China (10571047).
∗ Corresponding author.
E-mail address: yunzhenp@163.com (Z.-y. Peng).
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.01.033
Z.-y. Peng et al. / Journal of Computational and Applied Mathematics 200 (2007) 520–527 521
Q=I have been considered in Refs. [8,7,18,19,3,14,15,22]. Hasanov in [16] considered the Eq. (1.1) for  ∈ (0, 1] and
Q is a Hermitian positive deﬁnite matrix. He derives necessary conditions and sufﬁcient conditions for the existence
of positive deﬁnite solutions for the equation and also proposes an iteration method for obtaining the maximal positive
deﬁnite solution of the equation.
In this paper, we will propose inversion free variant of the basic ﬁxed point iteration methods for obtaining the
maximal positive deﬁnite solution of Eq. (1.1) with the case  ∈ (0, 1] and the minimal positive deﬁnite solution of
Eq. (1.1) with the case  ∈ [1,∞). We also give necessary conditions and sufﬁcient conditions for the existence of
positive deﬁnite solutions for the matrix equation, and numerical examples to illustrate the behavior of the considered
algorithms.
For Hermitian matrices X and Y, we write XY (X>Y) if X − Y is a Hermitian positive semideﬁnite (deﬁnite)
matrix.AHermitian solutionX+ of thematrix equation is calledmaximal solution ifX+X for anyHermitian solution
X of the matrix equation. A minimal solution X− can be deﬁned similarly. By A∗, (A), max(A) and min(A), we
denote the conjugate transpose, the spectrum, the maximal and the minimal eigenvalue of the matrix A, respectively. I
represents the identity matrix of size implied by context.
2. Inversion free variant of the basic ﬁxed point iterations
Zhan in [23], for ﬁnding positive deﬁnite solution of Eq. (1.2), proposed an algorithm that avoids matrix inversion
for every iteration called inversion free variant of the basic point iteration as the following:
Take X0 = Q, Y0 = Q−1. For k = 0, 1, 2, . . . , compute
Xk+1 = Q − A∗YkA,
Yk+1 = Yk(2I − XkYk).
Guo and Lancaster in [13] discussed the convergence rate of Zhan’s algorithm, and furthermore, modiﬁed as follows
to improve the convergence properties.
Take X0 = Q, 0<Y0Q−1. For k = 0, 1, 2, . . . , compute
Yk+1 = Yk(2I − XkYk),
Xk+1 = Q − A∗Yk+1A.
For obtaining a more accurate algorithm than Zhan’s and which has less number of operations than the algorithm of
Guo and Lancaster, El-Sayed et al. in [6] proposed the following algorithm for the maximal solution of Eq. (1.2) when
Q = I :
Take X0 = Y0 = I. For k = 0, 1, 2, . . . , compute
Yk+1 = (I − Xk)Yk + I,
Xk+1 = I − A∗Yk+1A.
As a generalization, we propose the following inversion free of the basic ﬁxed point iteration method:
Algorithm 2.1.
Take Y0 = Q−1. For k = 0, 1, 2, . . . , compute
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Xk = Q − A∗Y k A,
Yk+1 = Yk(2I − XkYk),
for obtaining the maximal positive deﬁnite solution X+ of Eq. (1.1) with the case  ∈ (0, 1].
We also propose the following inversion free of the basic ﬁxed point iteration method:
Algorithm 2.2.
Take Y0 = Q−1. For k = 0, 1, 2, . . . , compute
Xk = (AY kA∗)1/,
Yk+1 = Yk(2I − QYk + XkYk),
for obtaining the minimal positive deﬁnite solution X− of Eq. (1.1) with the case  ∈ [1,∞).
To prove the convergence properties of above algorithms, we introduce the following lemmas.
Lemma 2.1 (see Parodi [21]). If A>B > 0 (or AB > 0), then A >B (or AB > 0) for all  ∈ (0, 1], and
A <B (or 0<AB) for all  ∈ [−1, 0).
Lemma 2.2. Assume X is a positive deﬁnite solution of Eq. (1.1).
(i) If  ∈ (0, 1], then (1−)/min (AQ−1A∗)(−1)/max (AQ−1A∗)(AQ−1A∗)1/ <X<Q − A∗Q−A.
(ii) If  ∈ [1,∞), then 
√
AQ−1A∗ <X<Q − 1−max (Q)−1min (Q)A∗Q−A.
Proof. The proof of (i) can be found in Theorem 2.3 in [16]. The following is the proof of (ii). Since X is a positive
deﬁnite solution of the matrix equation X + A∗X−A = Q, then X<Q and A∗X−A<Q. Since A∗X−A<Q, we
have X >AQ−1A∗ and thus we have by Lemma 2.1 that (AQ−1A∗)1/ <X. Since X<Q, then X−1 >Q−1, i.e.,
(X−)1/ >(Q−)1/. By Theorem 2.1 in [12] for 0<(1/)< 1, we have X− > 1−max (Q)−1min (Q)Q− and thus we
have A∗X−A> 1−max (Q)−1min (Q)A∗Q−A. Hence X = Q − A∗X−A<Q − 1−max (Q)−1min (Q)A∗Q−A. 
Lemma 2.3. If thematrixA isHermitianmatrix,matricesAandQcommute,and |max(A)| 
√
min(Q)+1/(+1)+1
is fulﬁlled, then Eq. (1.1) for  ∈ (0,∞) has a positive deﬁnite solution.
Proof. Since A is Hermitian, Q is Hermitian positive deﬁnite and A and Q mutually commuting, then there are real
diagonal DA = diag(a1, a2, . . . , an),DQ = diag(q1, q2, . . . , qn)> 0 and a unitary n × n matrix U whose columns are
the common eigenvectors, such that A=U∗DAU,Q=U∗DQU . According to the condition in the lemma on max(A),
we have
|as |2 min(Q)
+1
( + 1)+1 (s = 1, 2, . . . , n).
Now we shall try to ﬁnd the positive deﬁnite solution of Eq. (2.1) of the form
X = U∗diag(1, 2, . . . , n)U ,
where s ∈ (0, qs) for all 1sn. But it is easy to see that such X will be a solution of Eq. (1.1) if
s + |as |2−s = qs or s (qs − s) = |as |2. (2.1)
Z.-y. Peng et al. / Journal of Computational and Applied Mathematics 200 (2007) 520–527 523
From
|as |2 min(Q)
+1
( + 1)+1 = minqs∈(Q) max∈[0,qs ] 
(qs − ) (s = 1, 2, . . . , n),
it follows that for every s, there exists s ∈ (0, qs) such that (2.1) holds. So the matrix X = U∗diag(1, 2, . . . , n)U
will be the positive deﬁnite solution of Eq. (1.1). 
Lemma 2.4 (see Zhan [23]). If C and P are Hermitian matrices of the same order with P > 0, thenCPC+P−12C.
Lemma 2.5 (see Bhatia [2]). If 0< 1, and P and Q are positive deﬁnite matrices of the same order with P,QbI
> 0, then ‖P  −Q‖b−1‖P −Q‖ and ‖P− −Q−‖b−(+1)‖P −Q‖. Here ‖.‖ stands for one kind of matrix
norm.
About Algorithm 2.1, we have the following results.
Theorem 2.1. If Eq. (1.1) for the case  ∈ (0, 1] has a positive deﬁnite solution, and {Xk} and {Yk} are determined by
Algorithm 2.1, then
X0 >X1 >X2 > · · · , lim
k→∞Xk = X+; Y0 <Y1 <Y2 < · · · , limk→∞Yk = X
−1+ .
Proof. Since X+ is a positive deﬁnite solution of Eq. (1.1), we have by Lemmas 2.1 and 2.2 that
X0 = Q − A∗Y 0 A = Q − A∗Q−A>X+, Y0 = Q−1 <X−1+ .
By Lemmas 2.1 and 2.4, we have
Y1 = 2Y0 − Y0X0Y0X−10 <X−1+
and
Y1 − Y0 = Y0(Y−10 − X0)Y0 = Q−1(Q − X0)Q−1 > 0.
According to Lemma 2.1 and inequalities Y1 <X−1+ , Y1 >Y0, we have
X1 = Q − A∗Y 1 A>Q − A∗X−+ A = X+
and
X1 − X0 = −A∗(Y 1 − Y 0 )A< 0.
Hence X0 >X1 >X+ and Y0 <Y1 <X−1+ . Assume that
Xs−1 >Xs >X+, Ys−1 <Ys <X−1+ , s = 2, 3, . . . ,
we will prove the inequalities
Xs >Xs+1 >X+, Ys <Ys+1 <X−1+ .
According to Lemmas 2.1 and 2.4, we have
Ys+1 = 2Ys − YsXsYsX−1s <X−1+
and
Xs+1 = Q − A∗Y s+1A>Q − A∗X−+ A = X+.
Since YsX−1s−1 <X−1s , we have Y−1s >Xs . Thus we have by Lemma 2.1 that
Ys+1 − Ys = Ys(Y−1s − Xs)Ys > 0
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and
Xs+1 − Xs = −A∗(Y s+1 − Y s )A< 0.
Hence we have by induction that X0 >X1 >X2 > · · ·>Xk >X+ and Y0 <Y1 <Y2 < · · ·<Yk <X−1+ are true for all
k = 0, 1, 2, . . ., and so limk→∞Xk and limk→∞Yk exist. Taking limit in the Algorithm 2.1 leads to Y = X−1 and
X = Q − A∗X−A. Moreover, as each Xk >X+, then X = X+. The theorem is proved. 
Theorem 2.2. If Eq. (1.1) for the case  ∈ (0, 1] has a positive deﬁnite solution and after n iterative steps of Algorithm
2.1, we have ‖I − XnYn‖< , then
‖Xn + A∗X−n A − Q‖(−2)/min (AQ−1A∗)(1−)/max (AQ−1A∗)1−max (Q)‖A‖2.
Proof. From the proof of Theorem 2.1, we haveQ−1 <Yn <X−1n <X−1+ for all n=1, 2, . . . .Thus we have by Lemma
2.2 that
Q−1 <Yn <X−1n < 
(−1)/
min (AQ
−1A∗)(1−)/max (AQ−1A∗)(AQ−1A∗)−1/.
And this implies
−1max(Q)I <Yn <X−1n < 
(−2)/
min (AQ
−1A∗)(1−)/max (AQ−1A∗)I .
Since
Xn + A∗X−n A − Q = Xn − Xn+1 + A∗(X−n − Y n+1)A
= A∗(Y n+1 − Y n )A + A∗(X−n − Y n+1)A
= A∗(X−n − Y n )A,
we have by Lemma 2.5 that
‖Xn + A∗X−n A − Q‖ = ‖A∗(X−n − Y n )A‖
‖A‖2‖X−n − Y n ‖
−(−1)max (Q)‖A‖2‖X−1n − Yn‖
1−max (Q)‖A‖2‖X−1n ‖‖I − XnYn‖
(−2)/min (AQ−1A∗)
(1−)/
max (AQ
−1A∗)1−max (Q)‖A‖2.
The theorem is proved. 
For Algorithm 2.2, we have the following results.
Theorem 2.3. If Eq. (1.1) for the case  ∈ [1,∞) has a positive deﬁnite solution and {Xk}, {Yk} are determined by
Algorithm 2.2, then
X0 <X1 <X2 < · · · , lim
k→∞Xk = X−; Y0 <Y1 <Y2 < · · · , limk→∞Yk = (Q − X−)
−1
.
Proof. Since X− is a positive deﬁnite solution of Eq. (1.1), we have by Lemmas 2.1 and 2.2 that
X0 = 
√
AY 0A∗ = 
√
AQ−1A∗ <X−, Y0 = Q−1 <(Q − X−)−1.
By Lemmas 2.1 and 2.4, we have
Y1 = 2Y0 − Y0(Q − X0)Y0(Q − X0)−1 <(Q − X−)−1
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and
Y1 − Y0 = Y0 − Y0(Q − X0)Y0 = Q−1X0Q−1 > 0.
According to Lemma 2.1 and inequalities Y1 <(Q − X−)−1, Y1 >Y0, we have
X1 = 
√
AY 1A∗ <

√
A(Q − X−)−1A∗ = X−
and
X1 − X0 = 
√
AY 1A∗ − 
√
AY 0A∗ > 0.
Hence X0 <X1 <X− and Y0 <Y1 <(Q − X−)−1. Assume that
Xs−1 <Xs <X−, Ys−1 <Ys < (Q − X−)−1, s = 2, 3, . . . ,
we will prove the inequalities
Xs <Xs+1 <X−, Ys <Ys+1 <(Q − X−)−1.
According to Lemmas 2.1 and 2.4, we have
Ys+1 = 2Ys − Ys(Q − Xs)Ys(Q − Xs)−1 <(Q − X−)−1.
Thus
Xs+1 = 
√
AYs+1A∗ <

√
A(Q − X−)−1A∗ = X−.
Since Ys ≤ (Q − Xs−1)−1 <(Q − Xs)−1, we have Y−1s >Q − Xs . Thus
Ys+1 − Ys = Ys[Y−1s − (Q − Xs)]Ys > 0
and
Xs+1 − Xs = 
√
AYs+1A∗ − 
√
AYsA∗ > 0.
Hence we have by induction that X0 <X1 <X2 < · · ·<Xk <X− and Y0 <Y1 <Y2 < · · ·<Yk < (Q − X−)−1 are
true for all k = 0, 1, 2, . . . , and so limk→∞Xk and limk→∞Yk exist. Taking limit in Algorithm 2.2 leads to
Y = (Q−X)−1 and X = 
√
A(Q − X)−1A∗, i.e., X =Q−A∗X−A. Moreover, as each Xk <X−, then X =X−. The
theorem is proved. 
Theorem 2.4. If Eq. (1.1) for the case  ∈ [1,∞) has a positive deﬁnite solution and after n iterative steps of Algorithm
2.2, we have ‖I − (Q − Xn)Yn‖< , then
‖Xn + A∗X−n A − Q‖max(Q).
Proof. Since Xn = (AYnA∗)1/, we have A∗X−n A = Y−1n . Note that Y−1n Q for n = 0, 1, . . . , it follows
‖Xn + A∗X−n A − Q‖ = ‖Y−1n − (Q − Xn)‖
‖Y−1n ‖‖I − (Q − Xn)Yn‖
max(Q).
The theorem is proved. 
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3. Numerical experiments
In this section, we give some examples to illustrate the convergence of various algorithms we have discussed. All
the tests are performed by MATLAB with machine precision around 10−10. The practical stopping criterion we used
as the residual ‖X + A∗X−A − Q‖F < 10−10, where ‖T ‖F stands for the Frobenius norm of the matrix T.
Example 3.1. Given nonsingular matrix A and Hermitian positive deﬁnite matrix Q as following:
A =
⎛
⎜⎜⎜⎜⎜⎝
8 2 −3 4 0 8
−8 2 3 4 −5 8
2 3 4 5 1 2
−1 2 3 −3 4 −3
2 1 −1 7 1 3
3 −5 7 1 12 6
⎞
⎟⎟⎟⎟⎟⎠
,
Q =
⎛
⎜⎜⎜⎜⎜⎝
292 −18 −48 60 152 62
−18 94 −36 54 −116 10
−48 −36 186 22 168 76
60 54 22 232 −16 220
152 −116 168 −16 374 50
62 10 76 220 50 372
⎞
⎟⎟⎟⎟⎟⎠
.
When  = 12 , using Algorithm 2.1 and iterating 13 steps, we get the maximal positive deﬁnite solution of the matrix(1.1) is
X+ ≈ X13 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
271.4885 −18.9080 −45.4928 62.5945 144.9124 64.5717
−18.9080 88.4462 −35.1293 52.1931 −111.0214 9.9209
−45.4928 −35.1293 180.5229 19.5463 164.9520 71.2818
62.5945 52.1931 19.5463 221.1372 −12.2116 206.2869
144.9124 −111.0214 164.9520 −12.2116 362.0045 52.8456
64.5717 9.9209 71.2818 206.2869 52.8456 348.7343
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with the residual ‖X13 + A∗X−1/213 A − Q‖F = 1.3719 × 10−11.
When =3, usingAlgorithm 2.2 and iterating eight steps, we get the minimal positive deﬁnite solution of the matrix
(1.1) is
X− ≈ X8 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.7959 0.0007 −0.0016 0.0029 −0.0002 −0.0004
0.0007 0.7948 −0.0017 0.0021 0.0009 −0.0001
−0.0016 −0.0017 0.8029 −0.0073 −0.0073 0.0003
0.0029 0.0021 −0.0073 0.8053 0.0067 −0.0013
−0.0002 0.0009 −0.0073 0.0067 0.8036 −0.0006
−0.0004 −0.0001 0.0003 −0.0013 −0.0006 0.7944
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with the residual ‖X8 + A∗X−38 A − Q‖F = 7.8408 × 10−12.
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