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ABSTRACT
Social media has grown to be a crucial information source for phar-
macovigilance studies where an increasing number of people post
adverse reactions to medical drugs that are previously unreported.
Aiming to effectively monitor various aspects of Adverse Drug
Reactions (ADRs) from diversely expressed social medical posts,
we propose a multi-task neural network framework that learns
several tasks associated with ADR monitoring with different levels
of supervisions collectively. Besides being able to correctly classify
ADR posts and accurately extract ADR mentions from online posts,
the proposed framework is also able to further understand reasons
for which the drug is being taken, known as ‘indications’, from
the given social media post. A coverage-based attention mechanism
is adopted in our framework to help the model properly identify
‘phrasal’ ADRs and Indications that are attentive to multiple words
in a post. Our framework is applicable in situations where limited
parallel data for different pharmacovigilance tasks are available. We
evaluate the proposed framework on real-world Twitter datasets,
where the proposed model outperforms the state-of-the-art alter-
natives of each individual task consistently.
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1 INTRODUCTION
Various prescription drugs intended to be taken for medical treat-
ment are released into the market. However, studies have found that
many of such drugs can be counterproductive [5, 25]. The harmful
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reactions or injuries that are caused by the intake of drugs are
known as Adverse Drug Reactions (ADR) [31] and happens to be
the fourth leading cause of death in the United States [5]. Preventive
steps such as ADR monitoring and detection, which are collectively
called Pharmacovigilance, are critical to ensure safety to patients’
health. Initial activities toward pharmacovigilance during clinical
trials fail to reliably signal all the negative effects that could poten-
tially be caused by a drug due to certain restrictions, calling the
need for post-market ADR surveillance. Nevertheless, potentially
harmful drugs remain unflagged as traditional post-market ADR
monitoring methods suffer from under-reporting, incomplete data,
and delays in reporting [31].
Owing to the presence of large user base on social media, a vast
amount of data gets generated. Compared to clinical information
retrieval from electronic health records (EHR) that pose the problem
of limited access [37], the free accessibility of web data presents a
lucrative source of medical data. This data has recently caught the
attention of researchers for public health monitoring[17, 26]. Task-
oriented crowdsourcing platforms are designed to collect patient
feedbacks as introduced in [27]. A popular platform where health-
related data in the form of posts/ tweets are exchanged between
users is Twitter1. The posts cover a wide range of topics concerning
health such as experience getting a disease/illness, symptoms of it,
the drugs that were taken and harmful reactions from them.
Social media platforms offer a robust source of health-related
data that patients are found to consult to learn about other’s shared
health-related experiences [16, 31, 41, 42]. The fact that this data is
up-to-date and is generated by patients overcomes the weaknesses
of traditional ADR surveillance techniques. Thus social media is
indispensably important and could complement traditional infor-
mation sources for more effective pharmacovigilance studies, as
well as potentially serve as an early warning system for unknown
ADRs [21]. However, users with different background knowledge
or various linguistic preferences tend to generate social media posts
with diverse expressions and ambiguous mentions, which pose a
series of challenges for pharmacovigilance studies:
• Diversely expressed ADRs: In Twitter, the use of non-
medical terms to craft one’s tweet is very prevalent. For
example, never sleeping or sleep deprived being used to de-
scribe the ADR insomnia. These ‘phrasal’ ADRs framed with
casual words could easily merge with other irrelevant words
in the post and make the detection task more difficult.
• Indications misidentified as ADRs: An ‘Indication’ in a
health-related post can be defined as a medical condition,
disease or illness for which the drug has been prescribed to
treat it. As both indications and ADRs can be referred to by
1https://twitter.com
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the same drug, indications could be easily misidentified for
ADRs. Without a deep understanding of the role that each
symptom plays in a post, such misidentification could be
problematic.
Tweet 1: I’m starting to think my Paroxetine turns panic
attacks into fat.
Tweet 2: Any ideas on treating depression naturally
Paxil is making me gain unwanted pounds and water
weight...Thanks
Figure 1: Pharmacovigilance reported in social media posts.
Figure 1 shows common tweets for Pharmacovigilance taken
from PSB 2016 Social Media Shared Task Twitter dataset [32], where
the token in red denotes the ‘Drug’ being taken, blue denotes the
‘Indication’, and green the ‘ADR’. In Tweet 1, the drug Paroxetine
is being taken to treat panic attacks, with an adverse reaction of
weight gain mentioned as fat. So panic attacks is an instance of
Indication while fat is the ADR. In Tweet 2 while the drug Paxil is
prescribed to treat the indication depression, it causes ADRs of gain
unwanted pounds and water weight. In both cases it is possible for
the Indications ’panic attacks’ and ’depression’ to get mislabeled as
both commonly occur as ADRs as well.
All previous works [7, 13, 21, 22] in pharmacovigilance stud-
ies have focused on solving the ADR tasks separately. As a tweet
containing ADR mention can also have other medical mentions
such as Indications or beneficial effects, it is important to incorpo-
rate these representations to ensure disambiguity when trying to
learn each task. Lexicon-based approaches [3, 17, 39] have been
commonly adopted in earlier approaches, where ADR tokens in a
text fragment are looked up in a corpus containing ADR mentions.
However, the occurrence of non-medical terminologies to describe
ADRs in social media makes them unsuitable. While machine learn-
ing approaches such as Naive Bayes, Support Vector Machine and
Maximum Entropy [4, 14, 40] require the use of hand-engineered
features.
Trying to conquer these problems, we propose a multi-task
framework based on the sequence learning model that jointly learns
several related pharmacovigilance tasks. Mining from pharmacovig-
ilance forms an interesting multi-task problem as complimentary
pharmacovigilance tasks with supervision at different levels can be
jointly learned. The data for these related tasks share semantic and
syntactic similarities, and leveraging these shared representations
can improve learning efficiency and prediction accuracy. The joint
learning of the objective functions of the tasks can transfer what
is learned from one task to other tasks and improve them. This
is suitable for pharmacovigilance tasks as they contain data with
occurrences of multiple medical terms, which otherwise makes
identification of a certain category (i.e ADR or Indication) of medi-
cal term difficult. We incorporate these ideas by extending the basic
recurrent neural network encoder-decoder such that our multi-task
model shares an encoder among all the tasks and uses a different
decoder for each task. Our assumption is that the shared encoder
would learn predictive representations capturing the nuances of
each task and, hence, help disambiguate an ’ADR’ from an ’Indi-
cation’. On the other hand, a task-specific decoder decodes the
shared encoder representation to produce task-specific output. Fur-
thermore, by incorporating multi-granular supervision through
different tasks, the decoder can successfully produce output at the
sentence and word level.
Recent years have seen a spike in the use of sequence-to-sequence
models for difficult learning tasks like machine translation [34]
and summarization [20]. A sequence-to-sequence model takes a
sequence as input into an encoder, projects it to an intermediate
encoded representation, which is then passed through a decoder
to generate a sequence as the output. The proposed architecture
shown in Figure 2 is a recurrent neural network-based encoder-
decoder model augmented with attention and coverage mechanism
to handle multiple tasks for pharmacovigilance. The reason for
using a sequence to sequence model to model the multiple tasks is
to be able to capture their shared representations with the encoder
and generate outputs for each task with multiple decoders. We pro-
pose a multi-task learning framework for three pharmacovigilance
tasks — ADR Classification, ADR Labeling and Indication Labeling—
hypothesizing that the interactions between the tasks through joint
learning would improve learning and generalization ability of each
individual task. While most works on ADR classification and de-
tection have tried to learn a single objective function, by jointly
learning multiple objective functions for the tasks we introduce
a novel approach for pharmacovigilance that is seen to boost the
performance. Moreover, the learned features from multiple tasks
help to reduce the false positives in mislabeling Indications as ADRs
and vice versa. When an ADR\Indication occurs as a phrase rather
than a single word, it can make the detection task more difficult.
Adding coverage to the attention mechanism helps overcome this
as it accumulates the attention from all the previous decoder time
steps and facilitates in learning all previous ADR\Indication words
in a phrase.
The main contributions of this work are summarized as follows:
(1) Designed a unified machine learning framework to learn
several pharmacovigilance tasks from social media posts si-
multaneously. To the best of our knowledge, this problem has
not been studied carefully and has scope for novel research.
(2) Adding coverage to attention mechanism has shown to im-
prove detection of not only ’phrasal’, but also single worded
ADRs and Indications.
(3) State-of-the-art in terms of results obtained on real-world
Twitter datasets compared to contemporary work in phar-
macovigilance.
2 PRELIMINARY: TASKS
With our multi-task framework, we jointly learn three pharma-
covigilance tasks, where the input tweet representation is encoded
through a shared encoder. Each task is modeled as a sequence clas-
sification or sequence labeling problem. Description of each task is
given below.
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Figure 2: Model Architecture. We use different colors for each task-specific decoder. The shade of the colored block indicates
its value. For example, the second word panic is an Indication, so gets higher attention weight (the dark blue block), which
helps in successfully labeling it as an Indication.
2.1 ADR Classification
This is a binary classification task to separate out the ADR assertive
posts. The two classes are ‘ADR’ and ‘NotADR’ where ‘ADR’ label
indicates a post with ADR mention in it. While ‘NotADR’ means
it does not have any ADR, although can have other medical terms
such as drugs and Indications.
It tries to learn a function that maps a sequence x to a class label
l ∈ RL where L is the total number of classes [38] and L = 2.
x→ l , l ∈ RL (1)
2.2 ADR Labeling
A sequence labeling task aiming to identify ADR in a post. The
detected ADRs are tagged with the ‘ADR’ label. It tries to find the
most likely sequence of tags given the input sequence x, that is the
sequence with the highest probability.
y′ = argmax
y
P(y |x) (2)
We use two tags to annotate the tokens of the input for ADR
labeling. ’ADR’ tag corresponds to a token with ADR mention and
’O’ tag denotes a non-ADR word.
2.3 Indication Labeling
A sequence labeling task aiming to identify Indication in a post. The
detected Indications are taggedwith the ‘Indication’ label. Like ADR
labeling, it tries to find the tagged sequence of highest probability.
We used two tags to annotate the tokens of the input for Indi-
cation labeling. ‘IND’ tag corresponds to a token with Indication
mention and ‘O’ tag denotes a non-Indication word.
3 OUR MODEL
Our proposed multi-task framework is depicted in Figure 2. It is
composed mainly of three components — embedding module, en-
coder and decoder. The embedding module is intended to capture
the meaning and semantic associations between pharmacovigilance
words. All the tasks have a common encoder so that shared repre-
sentations can be generated, capturing both the ADR and Indication
contextual information. Lastly, the decoders employ a combined
attention and coverage mechanism to facilitate the detection of
ADR and Indications of various lengths. Each component of our
RNN Encoder-Decoder model is described in detail in the following
subsections.
3.1 Input
Our input x = (x1,x2, ...,xT ) is a piece of text corresponding to a
social media post comprising a sequence of T words, where each
xi represents a word in the vocabulary of size V .
3.2 Word Representations
Medical terms in a tweet post can take different roles and the
same medical word or phrase can mean different things in different
context. For example, ‘panic attacks’ can occur both as an ADR
as well as an Indication depending on the mention of the drug
and other patterns. In order to capture their meanings as well as
the semantic relationships and context they are being used in, we
generate their word embeddings.
The character representation of each word is also generated to
capture its morphological features. These character representations
can help in capturing the representations for words such as ‘sleep-
ing’ where the word embedding matrix might have an entry for just
‘sleep’. This character representation is similar to that implemented
for doing Named Entity Recognition [29].
The final representation of a word is the concatenation of its
word embedding and character representations to incorporate users’
diverse expressions.
Word Embedding: For each word xt we get its corresponding
low-dimensional dense vector, e_wordt , by looking up in a V x m
size word-embedding matrix, where m is the dimensions of the
word-embedding.
Character Representation: Each word in a sentence can be
denoted as xt = (c1, c2, ...) such that ct ∈ RG , where G is the vocab-
ulary size of all the characters. Similar to word embedding, we first
get the character embedding vector for each character by looking up
in a G x p character-embedding matrix, where p is the dimensions
of the character-embedding. The sequence of character-embedding
vectors, e_chart , of the word is then fed to a bidirectional LSTM
[12]. The final character representation, e ′_chart , is obtained by
concatenating the forward and backward final states.
The final word embedding vector et for each word is thus,
et =
[
e_wordt , e ′_chart
]
(3)
3.3 Encoder
We use a single layer Bi-Directional RNN as the encoder, with LSTM
as the basic recurrent unit due to its ability to incorporate long-term
dependencies [12]. As the purpose of the encoder is to capture the
shared representations of the multiple tasks, these representations
should include contextual information in both the forward and
backward directions, where the outputs of each task can depend
on these previous and future elements in the sequence. So we pass
the input sequence through a Bi-LSTM to serve this purpose. The
Bi-LSTM achieves this by passing the input sequence in its original
order through a forward LSTM, which encodes a hidden state
−→
h t
for each time step t. Also, a reversed copy of the input sequence is
passed through a backward LSTM, that encodes a hidden state
←−
h t .
The forward and backward hidden states are then concatenated to
represent the final hidden state of the encoder at each time step.
ht =
[−→
h t ,
←−
h t
]
(4)
−→
h t = LSTM
[
xt ,
−→
h t−1
]
(5)
←−
h t = LSTM
[
xt ,
←−
h t−1
]
(6)
3.4 Decoder
On the decoder side, we allocate a single layer uni-directional LSTM
with attention mechanism for each task in order to produce output
specifically for that task. The Coverage mechanism is integrated in
the attention mechanism to give the model a sense of how much
attention it has already assigned so far.
3.4.1 Attention Mechanism. Conventional Encoder-Decoder for
sequence-to-sequence tasks has shown to have limitations as it tries
to decode a fixed-length encoded vector when generating output
[2]. The fact that the last encoder hidden state is required to hold the
summary of all the timesteps, in practice, doesn’t hold, especially,
for longer sentences [6].
The use of attention has come a long way in tasks ranging from
image captioning [36] to machine translation [6]. By peeking over
all the encoder states and weighing them according to their rele-
vance to the current output to generate, it produces the attention
distribution. This attention distribution gives a signal where to
attend to more in the input sequence.
We use additive attention from [2], where attention distribution
at is calculated as:
gt i = v
T
a tanh (Wahi +Wbst−1 + battn ) (7)
at = so f tmax
(
gt
)
(8)
hi is an encoder hidden state and st−1 is the previous decoder
hidden state at decoding timestep t. va , Wa , Wb , and battn are
learnable attention parameters. Finding an attention score using the
attention function gt i (hi , st−1) between each encoder state hi and
the decoder state preceding the current output state, tells exactly
where to pay attention to in the input sequence when decoding.
The encoder hidden states are then combined with the atten-
tion distribution to give the context vector defined as the attention
weighted sum of the encoder hidden states,
cont =
∑
i
hiat i (9)
This context vector, along with the previous decoder hidden
state st−1, outputs the label generated at previous timestep, yt−1.
The aligned encoder hidden state ht is used to compute the decoder
state st at time step t for ADR and Indication labeling tasks.
st = f (st−1,ht ,yt−1, cont ) (10)
Whereas for the ADR Classification task, the decoder state at
time step t is a function of st−1 and cont .
st = f (st−1, cont ) (11)
For all the tasks, initial decoder hidden state s0 is set to the final
encoder hidden state.
3.4.2 Coverage Mechanism. Due to the colloquial nature of con-
versations on social network, ADRs are expressed in everyday lan-
guage and also take phrasal form. Consider the following example
tweet, Just took Seroquel. Now I’m freaking out that I will end up
sleeping 15 hrs and miss my 12pm appt tomorrow, where sleeping 15
hrs is an ADR taking a phrase form. The phrasal ADRs can also be
expressed as a list of ADRs, illustrated by the tweet @user I hated
Effexor. It makes you hungry, dizzy, and lethargic. That culminated in
a large weight gain for me, where hungry, dizzy, and lethargic are a
list of ADRs occurring as a phrase for the drug Effexor. As we found
from preliminary experiments that with just attention it cannot
detect all the ADR words in these phrases, we introduce coverage
into our decoder to solve this problem. For every decoder timestep
we keep track of a coverage vector ct , implemented as in [33] for
summarization. The coverage vector sums up the attention distri-
bution from all the previous decoder timesteps. However, unlike in
[33] we impose a window for the previous decoder timesteps and
set it to 3. We do this as most ADRs are comprised of few words and
considering attention from all the previous timesteps can include
attention from non-ADR words, which can jeopardize the attention
distribution of ADR phrase located at the end of a post. With the
coverage vector, in case if a word in a phrasal ADR does not get
identified, the attentive words based on the attention distribution
for the neighboring ADR words can help locate it. In other words,
it helps secure the ADR label for the other words in a phrasal ADR.
Coverage also contributes in avoiding mislabeling an Indication as
an ADR and vice versa as it implicitly keeps track of the location of
a word. That is, unlike conventional additive attention - which only
uses encoder states ht to find the attentive words - by summing
up attention values assigned so far, it provides information about
how far the model has attended from the beginning of the sentence.
This way it learns the boundaries of attention for the ADR and
Indication words. It is defined as,
ct =
s=t−3∑
s=t−1
as (12)
With only attention mechanism, if for the word sleeping in the
first example attention was focused on the words Seroquel, freaking
and out to identify it as an ADR, it does not guarantee that it will
attend to similar words for 15 and recognize it as a part of the ADR
phrase since 15 can frequently appear with words irrelevant to ADR
mention. By augmenting attention mechanism with coverage, we
hypothesize that by also focusing on the words that were attended
to in the previous time steps, 15 can be properly tagged as an
ADR. That is, when decoding 15 it will pay attention to the words
Seroquel, freaking and out, that were helpful in tagging sleeping
correctly. Hence this hybrid attention with coverage module can
enable capturing the words in an ADR phrase, which otherwise
just with attention can get missed.
We update the attention distribution to the following as coverage
is now part of the attention mechanism,
gt i = v
T
a tanh (Wahi +Wbst−1 +Wcct i + battn ) (13)
3.5 Output
Our task-specific output is calculated as the following,
ADR Classification: The context vector can be viewed as a
high-level representation of the post and is used as features for the
classification task.
y = so f tmax (Wclasscon + bclass ) , (14)
whereWclass and bclass are learnable parameters.
ADR Labeling and Indication Labeling: The context vector
at each decoder timestep, coni , can be viewed as the final repre-
sentation for the word, which is used with the decoder state, si , to
predict the output at that timestep.
yi = so f tmax
(
W ′ [si , coni ] + b ′
)
, (15)
where W’ and b’ are learned during training independently for the
ADR labeling and Indication labeling tasks.
4 TRAINING THE MODEL
We train our model jointly over all the datasets. Cross-entropy is
used as the loss function during training, which is defined for each
task as:
ADR Classification:
L (θclass ) = −
1
n
∑
x
(
Yx logY ′x + (1 − Yx ) log(1 − Y ′x )
)
, (16)
where n is the training data size, x means over all inputs, Y is the
true label and Y’ the predicted label probability. θclas = (θsrc ,θ1),
where θsrc is a collection of shared parameters among all the tasks
for the encoder and θ1 are the parameters for ADR Classification
decoder.
ADR Labeling:
L (θADRlab ) =
1
n
∑
x
log P (Yx |Xx ;θADRlab ), (17)
where θADRlab = (θsrc ,θ2) and θ2 is the parameter for ADR Label-
ing decoder.
Indication Labeling:
L (θI NDlab ) =
1
n
∑
x
log P (Yx |Xx ;θI NDlab ), (18)
where θI NDlab = (θsrc ,θ3) and θ3 is the parameter for Indication
Labeling decoder.
During training, we use the weighted loss which consists of a
total number of T tasks:
total loss =
T∑
t=1
ωtLt . (19)
Total loss is a linear combination of loss for all tasks, where ωt
is the weight for each task t respectively.
5 EXPERIMENTAL SETTINGS
5.1 Datasets
ADR Classification: We use the Twitter dataset from PSB 2016
Social Media Shared Task for ADR Classification [32]. This dataset
was created from tweets collected using generic and brand names
of the drugs, along with their phonetic misspellings. It contains
binary annotations of ‘0’ and ‘1’ referring to ‘ADR’ and ‘notADR’
respectively. Although the original dataset contains a total of 10,822
tweets, we could download only 7044 tweets from the given IDs.
We consider only the 1081 tweets out of these that overlap with
the tweets in ADR Labeling dataset as belonging to ‘ADR’ class.
Another 1081 tweets are randomly sampled from the ‘notADR’
class. This is done as all the tasks share the same encoder and we
exploit the shared input representations. We manually labeled the
supplemental dataset discussed below and add it to the existing
dataset. We divided the tweets randomly into training, test and
validation datasets with splits of 70%-15%-15%.
ADR Labeling: For ADR Labeling, we use the Twitter dataset
from PSB 2016 Social Media Shared Task for ADR Extraction [32].
It contains around 2000 tweets annotated with tweet ID, start offset,
end offset, semantic type (ADR/Indication), UMLS ID, annotated
text span and the related drug. However, at the time of this study
1081 of the annotated tweets were available for download. We
supplemented this dataset with a small dataset [7] of 203 tweets
collected betweenMay 2015 to December 2015 from Twitter. We use
the split 70%-15%-15% for the training, test and validation datasets.
We customized this dataset to only include the ADR annotations.
Indication Labeling: The corpus and splits used for indication
labeling are the same as that for ADR Labeling. We customized this
dataset to only include the Indication annotations.
5.2 Training Details
Our implementation is based on the open source deep learning
package Tensorflow [1]. Glove [28] toolkit was used to pre-train
the word embeddings, which were then used to initialize the em-
beddings in the model. We specifically used the model trained on
Twitter in Glove to be able to generate the word-embeddings of
the words unique to our Twitter dataset. We set the number of
units in the LSTM cell to 128 and the dimensionality of word and
char embeddings are set to 200 and 128 respectively. All the for-
get biases in the LSTMs are set to 1. In every epoch, we perform
mini-batch training of each parallel task corpus with a batch size of
16. Regularization is done on the non-recurrent connections with a
dropout rate of 0.5. We used Adam Optimization [15] method with
a learning rate of 0.1 during training. All weights and biases in the
attention and coverage component were initialized with Xavier [11]
initialization. The development set was used to tune the value of
the hyper-parameter weight,ω, for the loss of each task. The setting
1, 1 and 0.1 for the losses of ADR labeling, Indication labeling, and
ADR classification are used for the final experiments as it gave best
results on the development set.
6 RESULTS AND DISCUSSION
6.1 Evaluation
We use precision, recall and F-1 score as the evaluation measures.
For a particular class i , precision and recall can be defined with the
respective equations pi = T P iT P i+FN i and ri =
T P i
T P i+F P i , where TP i
is the number of true positives, FN i is the number of false negatives
and FP i is the number of false positives. F-1 score is calculated from
the precision and recall as F -1 = 2pi ripi+ri .
For two tagging tasks, namely, ADR and Indication Labeling,
we did approximate matching [7, 35] on the predicted labels for
the ADR phrasal words against their actual labels. Approximate
matching works by checking if one or more of the ADR spans in an
ADR phrase could be identified correctly with the ‘ADR’ tags. For
example, for the following tweet I was on Cymbalta for 5 days. Cold
turkey had sweats, migraine, tremors while on & 3 days after. with
the actual ADR span sweats, migraine, tremors, predicting the tag
as ‘ADR’ for any of the three spans or their combinations would
be considered correct. The approximate match precision and recall
are calculated as:
pi =
# of ADR spans correctly tagged
# of predicted ADR spans (20)
ri =
# of ADR spans correctly tagged
# of actual ADR spans (21)
6.2 Baselines
As we could not find any previous work that performs multi-task
learning on pharmacovigilance tasks, we compare it against two
baseline methods and state-of-the-art approaches for the indepen-
dent tasks to demonstrate the effectiveness of our proposed model.
• BLSTM-Random,BLSTM-Pretrained-learnable, BLSTM-
Pretrained-fixed: The architecture of this model is known
as Bidirectional Long Short-TermMemory (BLSTM) RNN [7].
It combines a forward RNN and a backward RNN and uses
only word embeddings as the features. In BLSTM-Random
the word-embeddings are randomly initialized and treated
as learnable parameters. BLSTM-Pretrained-learnable and
BLSTM-Pretrained-fixed use pre-trained word-embeddings
trained on a large non-domain specific Twitter dataset. The
only difference between them is that BLSTM-Pretrained-
learnable treats the words-embedding values as learnable pa-
rameters, while BLSTM-Pretrained-fixed as fixed constants.
• CRNN: State-of-the-art model for doing ADR Classification
task. CRNN [13] is a convolutional neural network concate-
nated with a recurrent neural network. They used GRU as
the basic RNN unit and RLU for the convolutional layer.
• CNNA: State-of-the-art model for doing ADR Classification
task. CNNA [13] is a convolutional neural network with
attention mechanism incorporated.
• MT-NoAtten: Our multi-task framework for pharmacovigi-
lance tasks without any attention. We use a non-attention
RNN as the decoder in this case.
• MT-Atten: Our multi-task framework for pharmacovigi-
lance taskswith just attentionmechanism. Coverage is turned
off during training.
• MT-Atten-Cov: This is our proposed multi-task framework
for pharmacovigilance tasks with combined attention and
coverage mechanism.
6.3 Overall Performance
To show the validity of our model, we report results on three exper-
iments. The results obtained from applying our model to the test
sets are presented in Tables 1, 2 and 3.
In the first experiment, we train our multi-task model jointly
on the three parallel datasets corresponding to each of the three
tasks. Results for each task from this experiment are compared
against two baselines, which are depicted in Table 1. As the pur-
pose of coverage is to be able to have a greater coverage for the
ADR/ Indication words in an ADR/ Indication phrase, we turn it
off in the classification decoder and use it in the two tagging tasks.
So, results for classification task are not reported with MT-Atten-
Cov model. For the remaining two tasks, we can observe that our
method outperforms both the baselines in terms of the precision,
recall, and F-score. Although approximate matching would consider
the identification of any ADR/ Indication span as a true positive
and we would expect comparable results for MT-Atten-Cov and
MT-Atten models, the fact that MT-Atten-Cov has superior results
empirically confirms that incorporating coverage with attention
helps in capturing ‘phrasal’ and single ADR words which are not
attended to with just the attention mechanism. We achieve a 1.50%
and 0.90% F-1 score improvement for ADR labeling and Indication
labeling respectively over the MT-Atten model. The experimental
values for Indication labeling task happen to be low across all the
models due to the sparsity of tweets containing indication words.
Nevertheless, we gain improvement with our model against both
the baselines. We gain an F-1 score improvement of 21. 32%, 13.59%
and 23.43% over the MT-NoAtten model for classification, ADR
detection, and Indication labeling respectively. By examining the
precision and recall results, we can say that the better performance
of our model can be attributed to the improvement of both.
In the second and third experiments, we train our model sepa-
rately on ADR classification and ADR detection tasks respectively
and provide the comparison against results from the model trained
in experiment one. As Indication detection was not performed as
an independent task in any previous works, we do not provide
Table 1: Test set results for the three tasks with the proposed model and the two baselines.
MT-Atten-Cov MT-Atten Baseline MT-NoAtten Baseline
Metrics P (%) R (%) F-1 (%) P (%) R (%) F-1 (%) P (%) R (%) F-1 (%)
ADR Classification N/A N/A N/A 72.88 70.54 70.69 69.63 60.60 55.62
ADR Labeling 72.31 87.5 79.24 70.88 86.81 78.04 60.50 78.88 68.47
Indication Labeling 47.50 50.2 48.82 46.87 50.00 48.38 34.22 41.20 37.38
Table 2: Comparison of ADR Classification Task test results
to previous approaches. Single-Atten-Cov Task refers to the
independent taskmodel trained on only the ADR Classifica-
tion dataset.
P (%) R (%) F-1 (%)
CRNN 49.00 55.00 51.00
CNNA 40.00 66.00 49.00
Single-Atten-Cov 70.21 70.05 70.13
MT-Atten 72.88 70.54 70.69
Table 3: Comparison of ADR Labeling Task test results to
previous approaches. Single-Atten-Cov Task refers to the in-
dependent task model trained on only the ADR Labeling
dataset.
P (%) R (%) F-1 (%)
BLSTM-Random 64.57 63.32 62.72
BLSTM-Pretrained-learnable 60.47 80.70 68.58
BLSTM-Pretrained-fixed 70.43 82.86 75.49
Single-Atten-Cov 71.50 86.22 78.17
MT-Atten-Cov 72.31 87.50 79.24
a separate table with comparisons to previous approaches for it.
We can see from Table 2 that our multi-task model improves the
performance in terms of the F-1 score with 0.79 % for classification
compared to a single task model. While for the ADR detection task
results in Table 3, it makes 1.35% improvement. These empirical
findings cast light on that shared input representations and interac-
tions between tasks result in mutual benefit for all tasks. Comparing
all the independent classification models (Single-Atten-Cov Task,
CRNN, and CNNA) against each other, we can further see the ad-
vantage of using attention for the classification task, where Single-
Atten-Cov has an average improvement of 28.71% over CRNN and
CNNA. Although CNNA incorporates attention in its model, we as-
sume using an RNN encoder-decoder with attention is more helpful.
Similarly for ADR detection, from Table 3 we can see that our single
task ADR detection model (Single-Atten-Cov Task) outperforms
the best model among BLSTM (BLSTM-Pretrained-fixed) by 3.43%.
Classification performance for our multi-task model attained higher
F-1 scores over the CRNN and CNNA models by 27.85% and 30.66%
respectively, while for ADR detection, multi-task model improves
by 4.73% over the best performing BLSTM models.
6.4 Case Study
To get a deeper insight into how augmenting coverage to attention
mechanism benefits our model, we sample several tweets from
the test dataset. The tags predicted by our model for these tweets
are compared against those from the baseline MT-Atten model.
All usernames are anonymized for privacy concerns. In order to
validate the results that our model produced, we further visualize
the attention heatmaps for some of the tweets depicted in Figure 3.
The following two tweets illustrate the ability of our model to
correctly label the single ADR word as ‘ADR’, while the MT-Atten
model makes wrong prediction. This justifies the higher precision
and recall gained by our model over MT-Atten.
• Tweet 1: @user1 bloody zombie I also take Venlafaxine thats
for cronic depression bipolar is a difficult illness to deal with
True Tags: [‘O’, ‘O’, ‘ADR’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’,
‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’]
MT-Atten: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘ADR’,
‘O’, ‘O’, ‘O’, ‘ADR’, ‘O’, ‘O’, ‘O’, ‘O’]
MT-Atten-Cov: [‘O’, ‘O’, ‘ADR’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’,
’ O ’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’]
ADR: zombie
The degree of attention received by each source word when
decoding a target word for Tweet 1 is visualized in Figure 3, where
darker shades denote higher score. When it is predicting the tag for
target token ‘zombie’, more attention is given to the words ‘zombie’,
‘Venlafaxine’, ‘difficult’ and ‘illness’. Due to coverage, attentive
words ‘difficult’ and ‘illness’ from previous timesteps were also
attended. These words facilitated in predicting the ‘ADR’ tag for
this word. Furthermore, indication words ‘bipolar’ and ‘depression’
receiving low attention weights are prevented from mislabeling.
• Tweet 2: Cymbalta, my mood has worsened
True Tags: [‘O’, ‘O’, ‘ADR’, ‘O’, ‘O’]
MT-Atten: [‘O’, ‘O’, ‘O’, ‘O’, ‘ADR’]
MT-Atten-Cov: [‘O’, ‘O’, ‘ADR’, ‘O’, ‘ADR’]
ADR: mood
The following tweets contain ADRs captured by our model but
missed by MT-Atten.
• Tweet 3: I’m sorry you have ostrich halitosis @user2 but that
IS a side effect of once monthly boniva.
True Tags: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘ADR’, ‘O’, ‘O’, ‘O’, ‘O’,
‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’]
MT-Atten: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’,
‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’]
MT-Atten-Cov: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘ADR’, ‘O’, ‘O’, ‘O’,
‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’]
ADR: halitosis
Figure 3: Attention Heatmaps for Tweets 1, 4 and 5.
• Tweet 4: Crying randomly at nothing and everything. Sigh.
Thank you #effexor #withdrawls Can you just exit my system
already.
True Tags: [ADR’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘ADR’,
‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’]
MT-Atten: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’,
‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’]
MT-Atten-Cov: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’,
‘ADR’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’]
ADR: Crying ADR: withdrawls
From the attention heatmap of this tweet shown in Figure 3, we
can see that the first ADR word ’crying’ has overall low attention
for all the words. Also, as it happens to be the first word of the
sentence, no coverage was passed. This is the reason why it is not
detected as an ADR by both the baseline and our model. Whereas,
for the secondADR ‘withdrawals’ sourcewords ‘crying’, ‘randomly’,
‘at’ and ‘nothing’ were attended to more than others. Moreover,
‘Effexor’ and ‘withdrawals’ from the attention of previous word
‘Effexor’ were also instrumental in the right tag assignment of
‘withdrawals’.
With the following tweet we can see how coverage causes atten-
tion from previous ADR word ’heart’ to identify ’was’ as part of the
ADR phrase. We can see the baseline model MT-Atten mislabels it.
• Tweet 5: @user3 I took a vyvanse and drank a 12oz redbull
this morning. My heart was hurting a lil bit haha
True Tags: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’,
‘O’, ‘O’, ‘ADR’, ‘ADR’, ‘ADR’, ‘O’, ‘O’, ‘O’, ‘O’]
MT-Atten: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’,
‘O’, ‘O’, ‘ADR’, ‘O’, ‘ADR’, ‘O’, ‘O’, ‘O’, ‘O’]
MT-Atten-Cov: [‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’, ‘O’,
‘O’, ‘O’, ‘O’, ‘O’, ‘ADR’, ‘ADR’, ‘ADR’, ‘O’, ‘O’, ‘O’, ‘O’]
ADR: heart was hurting
7 RELATEDWORK
Pharmacovigilance in Social Media: Pharmacovigilance has be-
come a very active area of research [24]. Initial work on phar-
macovigilance in social media performed detection and extrac-
tion tasks on health forum (e.g., DailyStrength, MedHelp) data
[17, 21, 25]. These works also focused on investigating posts men-
tioning adverse reactions associated with a fewer number of drugs.
Over the years, a wide range of drugs have been used and other
platforms such as Twitter have emerged as a valuable source for
ADR monitoring [9, 10, 23].
Two of the most prevalent tasks for pharmacovigilance studies
are the detection of posts containing ADRmention and extraction of
the ADR mentions from posts [31]. Due to the scarcity of annotated
resources for this study, most works have been performed using
small annotated datasets [17, 21]. While some work used large
unannotated dataset employing an unsupervised approach [3, 5].
For ADR extraction, ADR lexicons and knowledge bases have been
the most widely used resource [31]. However, medical terms are
rarely used in social media posts and raisemapping issues. Applying
deep neural networks for pharmacovigilance has found its way
in some recent works [7, 13]. These approaches benefit from not
having to explicitly specify the features, but rather learn them in
the training process.
As mention of ‘Indication’ co-occurs with ADRs in a post, no
previous work has performed ‘Indication’ detection/extraction as
a separate task. Although some works have used it as features
in a machine learning approach [22], the sparsity of ‘indications’
has been an issue. With our multi-task approach that includes
‘Indication’ extraction as a separate task, we show that interaction
between related tasks can improve learning for all.
Multi-task Learning: Use of multi-task learning models has be-
come ubiquitous for many machine learning applications in areas
ranging from natural language processing, speech recognition to
computer vision [30]. Multi-task learning with encoder-decoder
come in one of the three flavors: one-to-many, many-to-one and
many-to-many approaches [19]. In One-to-many models, tasks
share a common encoder and have a task-specific decoder. A one-
to-many approach was used in [8] for translation task from a source
language to multiple target languages. The shared encoder captured
the syntactic and semantic similarity existing across different lan-
guages. On the other hand, a many-to-one approach is suitable for
tasks where a decoder can be easily shared, such as multi-source
translation. Lastly, a many-to-many approach allows multiple en-
coders and decoders.
Our one-to-many approach is similar in spirit to [18] used for
joint slot filling and intent detection tasks. However, our work has
the following differences: 1) learns more tasks jointly 2) use of
coverage with attention mechanism. 3) use of pre-trained word
embeddings.
8 CONCLUSION
Performing pharmacovigilance on Twitter can augment the exist-
ing ADR surveillance system which suffers from various clinical
limitations. In this work, we provide an end-to-end solution for
three ADR detection and extraction tasks. These problems have
conventionally been approached separately and didn’t leverage
the interactions between the tasks. Exploiting the similarity that
these tasks have, we proposed a multi-task encoder-decoder frame-
work. All the tasks share one encoder to model the interactions
and semantic/syntactic similarity between them. While each has its
own decoder to produce output specific to that task. Our empirical
findings validate how learning all tasks jointly improves precision
and recall over state-of-the-art approaches. Additionally, the pro-
posed solution is a hybrid attention model with coverage to deal
with ADRs occurring as phrases. Through results and case studies
we show that not only is this hybrid model able to achieve higher
phrasal ADR word coverage compared to the baselines but is also
able to identify single ADRs correctly.
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