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In this paper, we establish the existence and stability of a 3-
D transonic shock solution to the full steady compressible Euler
system in a class of de Laval nozzles with a conic divergent part
when a given variable axi-symmetric exit pressure lies in a suitable
scope. Thus, for this class of nozzles, we have solved such a
transonic shock problem in the axi-symmetric case described by
Courant and Friedrichs (1948) in Section 147 of [8]: Given the
appropriately large exit pressure pe(x), if the upstream ﬂow is still
supersonic behind the throat of the nozzle, then at a certain place
in the diverging part of the nozzle a shock front intervenes and
the gas is compressed and slowed down to subsonic speed so that
the position and the strength of the shock front are automatically
adjusted such that the end pressure at the exit becomes pe(x).
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1. Introduction and main results
In this paper, we are concerned with the existence and stability of a transonic shock solution in a
de Laval nozzle with a conic diverging part for the three-dimensional full steady compressible Euler
system. The 3-D steady full Euler system is
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
div(ρu) = 0 (conservation of mass),
div(ρu ⊗ u) + ∇ P = 0 (conservation of momentum),
div
((
ρ
(
e + |u|
2
2
)
+ P
)
u
)
= 0 (conservation of energy),
P = P (ρ, S), e = e(ρ, S) (equations of state),
(1.1)
where u = (u1,u2,u3), ρ , P , e and S stand for the velocity, density, pressure, internal energy and
speciﬁc entropy, respectively. Moreover, the pressure function P = P (ρ, S) and the internal energy
function e = e(ρ, S) are smooth in their arguments. In particular, ∂ρ P (ρ, S) > 0 and ∂Se(ρ, S) > 0 for
ρ > 0, and c(ρ, S) =√∂ρ P (ρ, S) is called the local sound speed.
For the ideal polytropic gas, the equations of state are given by
P = Aργ e SCv and e = P
(γ − 1)ρ ,
here A, Cv and γ are positive constants and 1 < γ < 3.
(1.1) is a quasilinear system which is hyperbolic for supersonic ﬂows (i.e., |u| > c(ρ, S)) and
elliptic–hyperbolic for subsonic ﬂows (i.e., c(ρ, S) > |u|). Both cases generally contain shock waves
and other strong singularities, which greatly complicate the related analysis. In the present paper, we
are interested in the existence and uniqueness of a multidimensional transonic shock solution in a
3-D conic divergent nozzle for the Euler system (1.1) with axially symmetric exit pressure lying in
an appropriate scope. It is well known that the transonic shock problem in a de Laval nozzle is a
fundamental one in ﬂuid dynamics and has been extensively studied by many authors under various
assumptions, see Refs. [5–8,10,12,20,21,25–28] and so on. However, the following physically relevant
transonic shock pattern in a de Laval nozzle posed by Courant and Friedrichs (see page 386 of [8])
still remains to be solved in general: Given the appropriately large end pressure pe(x) in the de Laval
nozzle, if the upstream ﬂow is still supersonic behind the throat of the nozzle, then at a certain place
in the diverging part of the nozzle a shock front intervenes and the gas is compressed and slowed
down to subsonic speed. The position and the strength of the shock front are automatically adjusted
so that the end pressure at the exit becomes pe(x). In this paper, we focus on solving such a multidi-
mensional transonic shock problem for the 3-D full steady Euler system (1.1) with the axi-symmetric
exit pressure.
We now describe the class of the 3-D nozzle which will be used later on. Assume that the nozzle
walls Γ (see Fig. 1) is C3,α-regular for X0 − 1 <
√
x21 + x22 + x23 < X0 + 1 (the constant α ∈ (0,1)) and
Γ consists of two parts Γ 1 and Γ 2 with Γ 1 including the wall for the converging part of the nozzle,
while Γ 2 being the diverging part of a conic sector which is represented by
√
x22 + x23 = x1 tan θ0 with
x1 > 0, X0 < r < X0+1 and 0 < θ0 < π2 . For simplicity and without loss of generality, the C3,α-smooth
supersonic incoming ﬂow (u−0 (x), P
−
0 (x), S
−
0 ) is assumed to be spherically symmetric near r = X0, that
is, u−0 (x) = U
−
0 (r)x
r , P
−
0 (x) = P−0 (r) and S−0 is a constant (it should be noted that this assumption can
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of the nozzle wall Γ 2, one can be referred in [13]).
Suppose that the transonic shock surface Σ and the ﬂow ﬁeld behind Σ are denoted by x1 =
η(x2, x3) and (u
+
1 (x),u
+
2 (x),u
+
3 (x), P
+(x), S+(x)), respectively. Then the Rankine–Hugoniot conditions
on Σ become
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[(
1,−∇x′η(x′)
) · ρu]= 0,[((
1,−∇x′η(x′)
) · ρu)u]+ (1,−∇x′η(x′))t[P ] = 0,[(
1,−∇x′η(x′)
) ·(ρ(e + 1
2
|u|2
)
+ P
)
u
]
= 0,
(1.2)
here x′ = (x2, x3).
In addition, the entropy function S(x) satisﬁes the physical entropy condition (see [8]):
S+(x) > S−0 on x1 = η(x2, x3). (1.3)
On the exit of the nozzle, the end pressure is prescribed by
P+(x) = Pe + εP0(θ) on r = X0 + 1, (1.4)
here ε > 0 is suitable small, θ = arcsin
√
x22+x23
r , P0(θ) ∈ C2,α[0, θ0] with
P ′0(0) = P ′0(θ0) = 0,
∥∥P0(θ)∥∥C2,α([0,θ0])  C,
the constant Pe denotes by the end pressure for which a symmetric shock lies at the position r = r0
with r0 ∈ (X0, X0 + 1) and the supersonic incoming ﬂow is given by (U−0 (r), P−0 (r), S−0 ). For more
details, one can see Section 147 in [8] or Theorem 1.1 of [28].
Since the ﬂow is tangent to the nozzle wall Γ 2: x22 + x23 = x21 tan2 θ0, then
x1u
+
1 tan
2 θ0 − x2u+2 − x3u+3 = 0 on Γ 2. (1.5)
As been stated in Section 147 of [8] or Theorem 1.1 of [28], under the above assumptions on
the nozzle and the symmetric supersonic incoming ﬂow near the throat of the nozzle, there exists a
unique symmetric transonic shock solution for the given constant end pressure Pe in a suitable scope.
Furthermore, the position of the shock, r = r0, depends monotonically on the given end pressure. This
solution will be called the background solution in this paper. Let (U+0 (r), P
+
0 (r), S
+
0 ) (S
+
0 is a constant)
be the subsonic part of the background solution for r0 < r < X0 + 1, which can be extended into the
domain {r: r0 − δ0  r  X0 +1} (δ0 > 0 is some constant depending only on the supersonic incoming
ﬂow, see Theorem 1.1 of [28]) and the corresponding extension will be denoted by (Uˆ+0 (r), Pˆ
+
0 (r), S
+
0 ).
The main result in this paper is
Theorem 1.1 (Uniqueness and existence). Under the assumptions above, there exists a constant ε0 > 0 such
that for all ε ∈ (0, ε0], the problem (1.1)–(1.5) has a unique transonic shock solution
(
u+1 ,u
+
2 ,u
+
3 , P
+, S+;η(x2, x3)
)
,
which satisﬁes the following properties:
426 J. Li et al. / J. Differential Equations 248 (2010) 423–469(i) η(x2, x3) ∈ C3,α( S¯e), here Se = {(x2, x3): (η(x2, x3), x2, x3) ∈ Σ}, which is the projection of the shock
surface Σ on the (x2, x3)-plane. Moreover, there exists a constant C0 > 0 (depending only on α and the
supersonic incoming ﬂow) such that
∥∥η(x2, x3) −√r20 − x22 − x23∥∥C3,α( S¯e)  C0ε. (1.6)
(ii) (u+1 (x),u
+
2 (x), P
+(x), S+(x)) ∈ C2,α(Ω¯+), and
∥∥(u+1 ,u+2 ,u+3 , P+, S+)− (uˆ+1,0, uˆ+2,0, uˆ+3,0, Pˆ+0 , S+0 )∥∥C2,α(Ω¯+)  C0ε, (1.7)
where Ω+ is the subsonic region given by
Ω+ =
{
(x1, x2, x3): η(x2, x3) < x1 <
√
(X0 + 1)2 − x22 − x23,
√
x22 + x23 < x1 tan θ0
}
, (1.8)
and (uˆ+1,0, uˆ
+
2,0, uˆ
+
3,0, Pˆ
+
0 ) = (Uˆ+0 (r) xr , Pˆ+0 (r)) with (Uˆ+0 (r), Pˆ+0 (r)) standing for the extension of the
background subsonic solution (U+0 (r), P
+
0 (r)).
Remark 1.1. It should be emphasized that there is no restriction on the open angle of the divergent
part of the nozzle in Theorem 1.1 as in the previous studies [5–7,15,25–28] which require that the
nozzle is nearly ﬂat.
Remark 1.2. Besides the assumption that the nozzle must be slowly varying, most of the previous
known uniqueness and existence results (except [15]) require that the boundary condition at the exit
has to be modiﬁed (other than the given exit pressure) and/or the shock surface must go through a
ﬁxed point on the wall of the nozzle in advance which makes the transonic shock problem ill-posed
in general as shown in [25,28]. We have removed all these assumptions and thus solved the transonic
shock problem posed originally by Courant and Friedrichs in [8] for this class of de Laval nozzles
described in this paper.
Remark 1.3. In [15], the transonic shock problem due to Courant and Friedrichs in a class of
2-dimensional de Laval nozzle with a straight divergent part of the nozzle is nearly ﬂat and the
Mach number for the incoming ﬂow is suitably large which are used to prove the important prop-
erty that the shock position depends monotonically on the exit pressure that plays the key role in
the proof of the well-posedness results in [15]. It should be noted that in this paper, we establish
the well-posedness of the transonic shock problem without these assumptions in [15], yet, our new
approach cannot yield the monotonic dependence of the shock position on the exit pressure.
We now comment on the proofs of the main results in this paper. It should be noted that there
have been many works on transonic shocks and general steady ﬂows in a variable duct (see [3–10,
12,14–16,19–30] and the references therein). In particular, for transonic shocks in a slowly variable
nozzle, under the additional assumptions that the shock curve (surface) goes through a ﬁxed point
in advance together with some other modiﬁed exit boundary conditions, the authors in [5–7] and
[25–28] show that a transonic shock in a slowly variable nozzle exists uniquely for the 2-D or 3-D
potential ﬂow equations and the full Euler systems by the contractible mapping principle in the sub-
sonic domain where the shock is ﬁxed and the direct iteration technique on the shock position can
be used. However, for the physically relevant boundary condition of given pressure at the exit, the
requirement of the shock surface going through a ﬁxed point in advance will lead to the ill-posedness
of the problem as shown in [25,28], thus the shock location should be completely free, then the
methods in [5–7] and [25–28] do not work and subsequently the new ideas are introduced in [15].
More concretely, in [15], by establishing the monotonic and continuous property of the shock position
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transonic shocks in 2-D slightly curved nozzles for the steady full Euler system when the exit pres-
sures are given in a suitable scope. Here it should be emphasized that in all these works mentioned
above, the nozzle walls are all assumed to be slowly varied so that the background solutions are
close to some constant states, which are crucial in the analysis and related computations. However,
for the class of nozzles considered in this paper, the background solutions are actually large varying
functions, which lead to some new diﬃculties, so it seems diﬃcult to adapt previously known meth-
ods here. Thus in the present paper, we will search for a new approach to determine the position
of the transonic shock surface together with the downstream subsonic solution. More concretely, by
decoupling the 3-D full Euler system supplemented with the shock equation, one can obtain a ﬁrst
order 2 × 2 nonlinear elliptic system with variable coeﬃcients, nonlocal terms and singular terms, a
ﬁrst order nonlinear hyperbolic equation and an algebraic equation along the streamline. Such a non-
linear system is then solved by a carefully chosen linear iteration scheme which is based on solving
a boundary value problem for a ﬁrst order 2 × 2 linear elliptic system with nonlocal terms, singu-
lar terms and unknown constant (the approximate position of the shock at the wall of the nozzle).
A key step here is to treat a general second order nonlocal elliptic equation with a singular term
and an unknown constant (see (4.1) in Section 4). Thanks to the “good” properties of the coeﬃcients
and boundary conditions in (4.1), the singular term can be removed by reformulating the equation in
three-dimensional spaces (see (4.4)–(4.6)). So that the resulted equation contains the nonlocal terms
and unknown constant. By using again the properties of the coeﬃcients and the boundary condition,
we ﬁrst prove the C2,α-regularity for any H1-weak solution of (4.6) if such a solution exists. Subse-
quently, we can derive the uniqueness of H1-weak solution by applying the Strum–Liouville theorem,
the Maximum Principle and Hopf’s lemma, together with a separation variable method. Based on the
uniqueness result, we can further apply the Lax–Milgram theorem and Fredholm alternative theo-
rem to show the existence of H1-weak solution. Moreover, some necessary a priori estimates can
be obtained. From this, a contractible mapping on the downstream subsonic solution and the shock
surface can be constructed and established. Thus, the proof on Theorem 1.1 is completed. In addition,
compared with the 2-D case of a transonic shock problem in a 2-D angular nozzle in [16], except
the involved complications from the multidimensional spaces, we have to overcome the new techni-
cal diﬃculties which are induced by ﬁnding the compatibility conditions on the symmetry axis and
handling the singularities and source terms in the transformed equations near the symmetry axis. It
should be mentioned that our approach is inﬂuenced by the work in [17] and [19], yet the analysis
there cannot be applied here.
The rest of the paper is organized as follows. In Section 2, we will reformulate the 3-D prob-
lem (1.1) with the boundary conditions (1.2)–(1.5). First we introduce a transformation on the variable
x = (x1, x2, x3) such that the nozzle wall Γ 2 is changed into a cuboid surface, and give a suitable
decomposition on the velocity u+ so that the radial speed U+1 and two angular speeds U
+
2 ,U
+
3 can
be separated explicitly. By the Euler system on (U+1 ,U
+
2 ,U
+
3 , P
+, S+) and the exit boundary condi-
tion (1.4), it is natural to search for a solution with U+3 ≡ 0. Furthermore, by a series of simpliﬁcations,
the Euler system (1.1) can be decomposed as a 2 × 2 ﬁrst order elliptic system for P+ and ω = U+2
U+1
together with the singular term, the shock surface equation and the entropy S+ (see (2.39) in Sec-
tion 2), a ﬁrst order nonlinear hyperbolic equation on S+ (see (2.40)) and an algebraic equation on
(U+1 ,U
+
2 , P
+, S+) along the streamline (see (2.41)). In Section 3, using the decomposition techniques
in Section 2, we linearize the resulted nonlinear equations and construct a suitable iteration scheme,
especially, a linear 2×2 ﬁrst order elliptic system with the nonlocal term, a singular term and an un-
known constant (see (3.12) in Section 3) is derived. From this, we can further obtain a second order
nonlocal elliptic equation including a singular term and an unknown constant (see (3.24) in Section 3).
In Section 4, by use of the Lax–Milgram theorem and Fredholm alternative theorem together with the
separation variable method, we can show that the ﬁrst order 2×2 elliptic system (3.12) can be solved
and the unknown constant can be determined simultaneously thanks to the delicate treatments on
the singular term of (3.12) in Appendix B. In Section 5, based on the results in Section 4, we can es-
tablish some a priori estimates on the linearized equations derived in Section 3 and further complete
the proof on Theorem 1.1. In Appendix A, we give some detailed computations on the boundary con-
428 J. Li et al. / J. Differential Equations 248 (2010) 423–469ditions of (P+, S+) on the shock surface and the resulted nonlinear ﬁrst order elliptic system (given
in (2.36) of Section 2) with some explicit linear terms which have to be specially treated. Addition-
ally, some useful inequalities and estimates on the singular terms in Sections 3–5 will be given in
Appendix B.
In what follows, we will use the following convention:
O (κ) means that there exists a generic constant C > 0 independent of ε and the function κ such
that the function O (κ) satisﬁes ‖O (κ)‖C1,α  Cκ .
2. The reformulation on problem (1.1) with (1.2)–(1.5)
Due to the geometrical property of the 3-D nozzle, as in [28], it is convenient to use the following
spherical coordinate transformation
{ x1 = r cos θ,
x2 = r sin θ cosϕ,
x3 = r sin θ sinϕ
(2.1)
and decompose (u+1 ,u
+
2 ,u
+
3 ) as
⎧⎪⎨
⎪⎩
u+1 = U+1 cos θ + U+2 sin θ,
u+2 = U+1 sin θ cosϕ − U+2 cos θ cosϕ − U+3 sinϕ,
u+3 = U+1 sin θ sinϕ − U+2 cos θ sinϕ + U+3 cosϕ,
(2.2)
here 0 θ  θ0, 0 ϕ < 2π .
Under the spherical coordinate transformation (2.1), the domains
Ω = {(x1, x2, x3): x1 > 0, X0 <√x21 + x22 + x23 < X0 + 1,
√
x22 + x23 < x1 tan θ0
}
and
Ω+ =
{
(x1, x2, x3): η(x2, x3) < x1 <
√
(X0 + 1)2 − x22 − x23,
√
x22 + x23 < x1 tan θ0
}
are changed into
R = {(r, θ,ϕ): X0 < r < X0 + 1, 0 θ < θ0, 0 ϕ < 2π} (2.3)
and
R+ =
{
(r, θ,ϕ): ψ(θ,ϕ) < r < X0 + 1, 0 θ < θ0, 0 ϕ < 2π
}
, (2.4)
respectively, where r = ψ(θ,ϕ) stands for the shock position Σ in the spherical coordinate (r, θ,ϕ).
By the coordinate transformation (2.1) and the decomposition (2.2), for any C1 solution (U+1 ,U
+
2 ,
U+3 , P+, S+), it follows a direct but tedious computation that (1.1) and (1.2) take such forms respec-
tively
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂r
(
ρ+U+1
)− 1
r
∂θ
(
ρ+U+2
)+ 1
r sin θ
∂ϕ
(
ρ+U+3
)+ 2
r
ρ+U+1 −
1
r
ρ+U+2 ctg θ = 0,
U+1 ∂rU
+
1 −
1
r
U+2 ∂θU
+
1 +
1
r sin θ
U+3 ∂ϕU
+
1 +
∂r P+
ρ+
− (U
+
2 )
2 + (U+3 )2
r
= 0,
U+1 ∂rU
+
2 −
1
r
U+2 ∂θU
+
2 +
1
r sin θ
U+3 ∂ϕU
+
2 −
1
r
∂θ P+
ρ+
+ U
+
1 U
+
2
r
+ (U
+
3 )
2
r
ctg θ = 0,
U+1 ∂rU
+
3 −
1
r
U+2 ∂θU
+
3 +
1
r sin θ
U+3 ∂ϕU
+
3 +
1
r sin θ
∂ϕ P+
ρ+
+ U
+
1 U
+
3
r
− U
+
2 U
+
3
r
ctg θ = 0,
U+1 ∂r S
+ − 1
r
U+2 ∂θ S
+ + 1
r sin θ
U+3 ∂ϕ S
+ = 0
(2.5)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ρU1] + 1
ψ(θ,ϕ)
∂θψ[ρU2] − 1
ψ(θ,ϕ) sin θ
∂ϕψ[ρU3] = 0,
[
ρU21 + P
]+ 1
ψ(θ,ϕ)
∂θψ[ρU1U2] − 1
ψ(θ,ϕ) sin θ
∂ϕψ[ρU1U3] = 0,
[ρU1U2] + 1
ψ(θ,ϕ)
∂θψ
[
ρU22 + P
]− 1
ψ(θ,ϕ) sin θ
∂ϕψ[ρU2U3] = 0,
[ρU1U3] + 1
ψ(θ,ϕ)
∂θψ[ρU2U3] − 1
ψ(θ,ϕ) sin θ
∂ϕψ
[
ρU23 + P
]= 0,[
e + 1
2
|U |2 + P
ρ
]
= 0,
(2.6)
where U = (U1,U2,U3).
Meanwhile, (1.4) and (1.5) are changed into
P+(r, θ,ϕ) = Pe + εP0(θ) on r = X0 + 1 (2.7)
and
U+2 = 0 on θ = θ0 (2.8)
with
P ′0(0) = P ′0(θ0) = 0. (2.9)
Due to the regularity requirement of the solution in Theorem 1.1 and the character of decomposi-
tion (2.2), there exists a natural boundary condition on θ = 0 such that
U+2 (r,0,ϕ) = U+3 (r,0,ϕ) = 0. (2.10)
On the other hand, according to the radial symmetric property of the supersonic incoming ﬂow
and the axi-symmetric end pressure condition (2.7), we search for one solution of (2.5) with (2.6)–
(2.10) which has such an axi-symmetric form
(
U+1 ,U
+
2 ,U
+
3 , P
+, S+;ψ)= (U+1 (r, θ),U+2 (r, θ),0, P+(r, θ), S+(r, θ);ψ(θ)). (2.11)
Namely, the solution is independent of the angular variable ϕ .
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under the axi-symmetric form (2.11), for any C1 solution, (2.5) and (2.6) are actually equivalent to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂r(ρU1) − 1
r
∂θ (ρU2) + 2ρU1
r
− ρU2
r
ctg θ = 0,
ρU1∂rU1 − 1
r
ρU2∂θU1 + ∂r P − ρU
2
2
r
= 0,
ρU1∂rU2 − 1
r
ρU2∂θU2 − 1
r
∂θ P + ρU1U2
r
= 0,
U1∂r S − 1
r
U2∂θ S = 0
(2.12)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ρU1] + ψ
′(θ)
ψ(θ)
[ρU2] = 0,
[
ρU21 + P
]+ ψ ′(θ)
ψ(θ)
[ρU1U2] = 0,
[ρU1U2] + ψ
′(θ)
ψ(θ)
[
ρU22 + P
]= 0,[
e + 1
2
|U |2 + P
ρ
]
= 0.
(2.13)
In addition, the boundary conditions (2.7)–(2.8) and (2.10) are rewritten as
P (r, θ) = Pe + εP0(θ) on r = X0 + 1 (2.14)
and
U2(r,0) = U2(r, θ0) = 0. (2.15)
It is noted that, for some notational abuses, we still denote the domains by
R = {(r, θ): X0 < r < X0 + 1, 0 θ < θ0} (2.16)
and
R+ =
{
(r, θ): ψ(θ) < r < X0 + 1, 0 θ < θ0
}
. (2.17)
Next, we derive the Dirichlet boundary conditions of (P , S) on the shock surface Σ: r = ψ(θ).
Thank to the third equation in (2.13), r = ψ(θ) satisﬁes
ψ ′(θ) = −ψ(θ)
(
ρU21ω
[P ] + ρU21ω2
)(
ψ(θ), θ
)
, (2.18)
where ω = U2U .1
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{
P − P+0 (r0) = g˜1
(
U22, P
−
0 − P−0 (r0),U−0 − U−0 (r0)
)
,
S − S+0 (r0) = g˜2
(
U22, P
−
0 − P−0 (r0),U−0 − U−0 (r0)
)
,
(2.19)
where g˜i(0,0,0) = 0 for i = 1,2. For more detailed properties of g˜i (i = 1,2), one can see Lemma A.1
of Appendix A.
As in [28], we now reformulate and decouple the elliptic–hyperbolic system (2.12).
First, we derive the ﬁrst order elliptic system for the pressure P and the angular velocity ω.
In fact, by
r
ρU21
({
the second equation in (2.12)
}− U1 × {the ﬁrst equation in (2.12)})
and
1
ρU21
({
the third equation in (2.12)
}− U2 × {the ﬁrst equation in (2.12)}),
together with the fourth equation in (2.12), and the boundary conditions (2.14)–(2.15) and (2.19), we
arrive at
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂θω + ω ctg θ + r
(
1
ρU21
− 1
ρc2(ρ)
)
∂r P + ω
ρc2(ρ)
∂θ P − ω
2 + 2
r
= 0 in R+,
∂rω −
(
1
ρU21
− ω
2
ρc2(ρ)
)
∂θ P − ω
ρc2(ρ)
∂r P − ω
r
+ ω
2
r
ctg θ = 0 in R+,
P − P+0 (r0) = g˜1
(
U22, P
−
0 − P−0 (r0),U−0 − U−0 (r0)
)
on r = ψ(θ),
P = Pe + εP0(θ) on r = X0 + 1,
ω(r,0) = ω(r, θ0) = 0.
(2.20)
On the other hand, it follows from the fourth equation in (2.12), (2.19) and the Bernoulli’s law that
⎧⎨
⎩U1∂r S −
1
r
U2∂θ S = 0 in R+,
S − S+0 (r0) = g˜2
(
U22, P
−
0 − P−0 (r0),U−0 − U−0 (r0)
)
on r = ψ(θ)
(2.21)
and
U21
(
1+ ω2)+ 2γ P
(γ − 1)ρ = C0 ≡
(
U−0 (X0)
)2 + 2γ P−0 (X0)
(γ − 1)ρ−0 (X0)
. (2.22)
Based on these decompositions, in order to show Theorem 1.1, it is enough to solve Eqs. (2.18) and
(2.20)–(2.22). Additionally, it is more convenient to reduce the free boundary problem (2.20)–(2.22)
into a ﬁxed boundary value problem as in [28] by setting
⎧⎨
⎩ z1 =
r − ψ(θ)
X0 + 1− ψ(θ) (X0 + 1− r0),
z = θ.
(2.23)2
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E+ =
{
(z1, z2): 0< z1 < X0 + 1− r0, 0 z2 < θ0
}
. (2.24)
And a direct computation yields
⎧⎪⎪⎨
⎪⎪⎩
∂r = X0 + 1− r0
X0 + 1− ψ(z2) ∂z1 ,
∂θ = z1 − (X0 + 1− r0)
X0 + 1− ψ(z2) ψ
′(z2)∂z1 + ∂z2 .
(2.25)
From this, together with the coordinate transformation (2.23), Eqs. (2.18) and (2.20)–(2.21) have
such forms respectively
ψ ′(z2) = −ψ(z2) (ρU
2
1ω)(ψ(z2), z2)
P (ψ(z2), z2) − P−0 (ψ(z2)) + (ρU21ω2)(ψ(z2), z2)
in [0, θ0] (2.26)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1ω −
X0 + 1− ψ(z2)
(X0 + 1− r0)rρU21
∂z2 P −
(z1 − (X0 + 1− r0))ψ ′(z2)
(X0 + 1− r0)rρU21
∂z1 P
+ (X0 + 1− ψ(z2))
(X0 + 1− r0)r(U21 − c2(ρ, S))
(
U21 + c2(ρ, S)
)
ω = F1(U1,ω, P , S) in E+,
∂z1 P +
(X0 + 1− ψ(z2))ρU21c2(ρ, S)
r(X0 + 1− r0)(c2(ρ, S) − U21)
(∂z2ω + ω ctg z2)
− 2(X0 + 1− ψ(z2))ρU
2
1c
2(ρ, S)
r(X0 + 1− r0)(c2(ρ, S) − U21)
= F2(U1,ω, P , S) in E+,
P − P−0 (r0) = g˜1
(
U22, P
−
0
(
ψ(z2)
)− P−0 (r0),U−0 (ψ(z2))− U−0 (r0)) on z1 = 0,
P = Pe + εP0(z2) on z1 = X0 + 1− r0,
ω(z1,0) = ω(z1, θ0) = 0
(2.27)
and
⎧⎪⎨
⎪⎩
(
(X0 + 1− r0)ψ(z2) +
(
X0 + 1− ψ(z2)
)
z1 + (X0 + 1− r0 − z1)ψ ′(z2)ω
)
∂z1 S
− ((X0 + 1− ψ(z2))ω)∂z2 S = 0 in E+,
S − S+0 (r0) = g˜2
(
U22, P
−
0
(
ψ(z2)
)− P−0 (r0),U−0 (ψ(z2))− U−0 (r0)) on z1 = 0,
(2.28)
where
F1(U1,ω, P , S) =
(
X0 + 1− ψ(z2)
X0 + 1− r0 ×
1
ρ(c2(ρ, S) − U21)
)
×
(
−ω
2
r
(
z1 − (X0 + 1− r0)
X0 + 1− ψ(z2) ψ
′(z2)∂z1 P + ∂z2 P
)
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2
1ω
r
(
z1 − (X0 + 1− r0)
X0 + 1− ψ(z2) ψ
′(z2)∂z1ω + ∂z2ω
)
− ρc
2(ρ, S)
r
ω2 ctg z2 + ρU
2
1ω
3
r
)
, (2.29)
F2(U1,ω, P , S) = (X0 + 1− ψ(z2))U
2
1c
2(ρ, S)
(X0 + 1− r0)(U21 − c2(ρ, S))
(
1
r
ω
c2(ρ, S)
∂z2 P
+ z1 − (X0 + 1− r0)
r(X0 + 1− ψ(z2))
ω
c2(ρ, S)
ψ ′(z2)∂z1 P −
ρω2
r
+ z1 − (X0 + 1− r0)
r(X0 + 1− ψ(z2)) ρψ
′(z2)∂z1ω
)
(2.30)
and
r = ψ(z2) + X0 + 1− ψ(z2)
X0 + 1− r0 z1. (2.31)
It will be checked that the functions Fi(U1,ω, P , S) (i = 1,2) are error terms of second order al-
though there exists a singular term ρc
2(ρ,S)
r ω
2 ctg z2 in F1 near z2 = 0, which will be treated carefully
later on.
With abuses of notations, we still denote by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
U1(z) = Ui
(
ψ(z2) + X0 + 1− ψ(z2)
X0 + 1− r0 z1, z2
)
, U˜+0 (z1) = U+0 (z1 + r0),
ω(z) = ω
(
ψ(z2) + X0 + 1− ψ(z2)
X0 + 1− r0 z1, z2
)
,
P (z) = P
(
ψ(z2) + X0 + 1− ψ(z2)
X0 + 1− r0 z1, z2
)
, P˜+0 (z1) = P+0 (z1 + r0),
S(z) = S
(
ψ(z2) + X0 + 1− ψ(z2)
X0 + 1− r0 z1, z2
)
(2.32)
and set
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
W1(z) = U1(z) − U˜+0 (z1),
W2(z) = ω(z),
W3(z) = P (z) − P˜+0 (z),
W4(z) = S(z) − S+0 ,
W5(z2) = ψ(z2) − r0,
W = (W1,W2,W3,W4,W5).
(2.33)
In addition, it is noted that the corresponding background solution (U˜+0 (z1), P˜
+
0 (z1), S
+
0 ) in (2.32)
satisﬁes
∂z1 P˜
+
0 −
2γ
r0 + z1
(U˜+0 )2
c2(ρ˜+, S+) − (U˜+)2 P˜
+
0 = 0. (2.34)0 0 0
434 J. Li et al. / J. Differential Equations 248 (2010) 423–469Then by the notations in (2.32)–(2.33) and a direct computation, one can derive from Eqs. (2.26)–
(2.28) and (2.22) that
W ′5(z2) = −ψ(z2)
(ρU21)(0, z2)
P (0, z2) − P−0 (ψ(z2)) + (ρU21ω2)(0, z2)
W2(0, z2) (2.35)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1W2 −
1
(z1 + r0)ρ˜+0 (U˜+0 )2
∂z2W3 −
c2(ρ˜+0 , S
+
0 ) + (U˜+0 )2
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
W2
+ (X0 + 1− r0 − z1)∂z1 P˜
+
0
(z1 + r0)(X0 + 1− r0)ρ˜+0 (U˜+0 )2
W ′5(z2) = F3(z1,W ,∇W ),
∂z1W3 +
ρ˜+0 (U˜
+
0 )
2c2(ρ˜+0 , S
+
0 )
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
(∂z2W2 + W2 ctg z2)
+ 2γ
(
X0 + 1− ψ(z2)
r(X0 + 1− r0)
PU21
U21 − c2(ρ, S)
− P˜
+
0 (U˜
+
0 )
2
(z1 + r0)((U˜+0 )2 − c2(ρ˜+0 , S+0 ))
)
= F4(z1,W ,∇W ),
W3(0, z2) = B1W5(z2) + R1(z2),
W3(X0 + 1− r0, z2) = εP0(z2),
W2(z1,0) = W2(z1, θ0) = 0,
(2.36)
where
F3(z1,W ,∇W ) =
(
X0 + 1− ψ(z2)
r(X0 + 1− r0)ρU21
− 1
(z1 + r0)ρ˜+0 (U˜+0 )2
)
∂z2W3
+
(
(X0 + 1− ψ(z2))(U21 + c2(ρ, S))
r(X0 + 1− r0)(c2(ρ, S) − U21)
− (U˜
+
0 )
2 + c2(ρ˜+0 , S+0 )
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
)
W2
+
(
(X0 + 1− r0 − z1)∂z1 P˜+0
(z1 + r0)(X0 + 1− r0)ρ˜+0 (U˜+0 )2
− (X0 + 1− r0 − z1)∂z1 P
r(X0 + 1− r0)ρU21
)
W ′5(z2)
+ F1(U1,ω, P , S) − F1
(
U˜+0 ,0, P˜
+
0 , S
+
0
)
, (2.37)
F4(z1,W ,∇W ) =
(
ρ˜+0 (U˜
+
0 )
2c2(ρ˜+0 , S
+
0 )
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
− (X0 + 1− ψ(z2))ρU
2
1c
2(ρ, S)
r(X0 + 1− r0)(c2(ρ, S) − U21)
)
× (∂z2W2 + W2 ctg z2) + F2(U1,ω, P , S) − F2
(
U˜+0 ,0, P˜
+
0 , S
+
0
)
(2.38)
and
B1 = 2(γ − 1)(ρ
−
0 U
−
0 )(r0)
r0(c2(ρ
+
0 , S
+
0 ) − (U+0 )2)(r0)
(
U+0
((
U+0
)2 + 2
γ − 1c
2(ρ+0 , S+0 )
)
− U−0
((
U+0
)2 + 1
γ − 1c
2(ρ+0 , S+0 )
))
(r0),
R1(z2) ≡ R1
(
W (0, z2)
)= O (∣∣W (0, z2)∣∣2),
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Lemma A.1 in Appendix A.
It is noted that the term
2γ
(
X0 + 1− ψ(z2)
r(X0 + 1− r0)
PU21
U21 − c2(ρ, S)
− P˜
+
0 (U˜
+
0 )
2
(z1 + r0)((U˜+0 )2 − c2(ρ˜+0 , S+0 ))
)
in the left-hand side of the second equation of (2.36) is not an error term of second order, whose
treatment has been given in Lemma A.2 of Appendix A. Then, (2.36) can be rewritten as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1W2 −
1
(z1 + r0)ρ˜+0 (U˜+0 )2
∂z2W3 −
c2(ρ˜+0 , S
+
0 ) + (U˜+0 )2
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
W2
+ (X0 + 1− r0 − z1)∂z1 P˜
+
0
(z1 + r0)(X0 + 1− r0)ρ˜+0 (U˜+0 )2
W ′5(z2) = F3(z1,W ,∇W ),
∂z1W3 +
ρ˜+0 (U˜
+
0 )
2c2(ρ˜+0 , S
+
0 )
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
(∂z2W2 + W2 ctg z2)
+ B3(z1)W3 + B4(z1)W4 + B5(z1)W5 = F4(z1,W ,∇W ) + R3(W ),
W3(0, z2) = B1W5(z2) + R1(z2),
W3(X0 + 1− r0, z2) = εP0(z2),
W2(z1,0) = W2(z1, θ0) = 0,
(2.39)
here the meanings of Bi(z1) (i = 3,4,5) and R3(W ) are deﬁned in Lemma A.2 of Appendix A. In
particular, F3, F4 and R1, R3 are the error terms of second order.
Meanwhile, in terms of (2.28) together with Lemma A.1 of Appendix A and (2.22), we have
⎧⎨
⎩
(
(X0 + 1− r0)ψ(z2) +
(
X0 + 1− ψ(z2)
)
z1 + (X0 + 1− r0 − z1)ψ ′(z2)W2
)
∂z1W4
− ((X0 + 1− ψ(z2))W2)∂z2W4 = 0 in E+,
W4(0, z2) = B2W5(0, z2) + R2(z2)
(2.40)
and
W1 + γ
γ − 1
1
ρ˜+0 U˜
+
0
W3 − γ
γ − 1
P˜+0
(ρ˜+0 )2U˜
+
0
(
ρ − ρ˜+0
)= F5(W ), (2.41)
where
F5(W ) = − 1
2U˜+0
W 21 −
U21
2U˜+0
W 22 +
γ
(γ − 1)ρρ˜+0 U˜+0
W3
(
ρ − ρ˜+0
)
− γ P˜
+
0
(γ − 1)ρ(ρ˜+0 )2U˜+0
(
ρ − ρ˜+0
)2
. (2.42)
It is noted that both R2(z2) and F5(W ) in (2.40)–(2.42) are error terms of second order.
By the preparations above, Theorem 1.1 is a consequence of the following conclusion:
Theorem 2.1. Under the assumptions in Theorem 1.1, there exists a positive constant C depending only on α
and the supersonic incoming ﬂow such that the system (2.35) and (2.39)–(2.41) has a unique solution W with
the following estimates
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i=1
‖Wi‖C2,α(E¯+) + ‖W5‖C3,α([0,θ0])  Cε. (2.43)
Furthermore, W satisﬁes
⎧⎪⎨
⎪⎩
∂z2Wi(z1,0) = ∂z2Wi(z1, θ0) = 0, i = 1,3,4,
W2(z1,0) = ∂2z2W2(z1,0) = W2(z1, θ0) = 0,
W ′5(0) = W (3)5 (0) = W ′5(θ0) = 0.
(2.44)
3. An iteration scheme
In this section, we construct an iteration scheme to solve the nonlinear problem (2.35) and (2.39)–
(2.41).
To this end, we introduce an iteration space as follows
Ξδ =
{
W :
4∑
i=1
‖Wi‖C2,α(E¯+) + ‖W5‖C3,α([0,θ0])  δ; ∂z2W j(z1,0) = ∂z2W j(z1, θ0) = 0, j = 1,3,4;
W2(z1,0) = ∂2z2W2(z1,0) = W2(z1, θ0) = 0; W ′5(0) = W (3)5 (0) = W ′5(θ0) = 0
}
, (3.1)
where the constant δ > 0 will be determined later on.
In terms of the notation in (2.33), each Wˆ ∈ Ξδ has the following expression
(
Uˆ1(z), ωˆ(z), Pˆ (z), Sˆ(z); ψˆ(z2)
)
. (3.2)
Next, we deﬁne a linear iteration scheme to solve the problem (2.35) and (2.39)–(2.41).
3.1. The determination of W¯5
Due to (2.35), W¯5 is deﬁned as
W¯ ′5(z2) = −
r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0) − P−0 (r0)
W¯2(0, z2) + F6(z2), (3.3)
where
F6(z2) =
(
r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0) − P−0 (r0)
− ψˆ(z2) ρˆ(0, z2)(Uˆ1)
2(0, z2)
Pˆ (0, z2) − P−0 (ψˆ(z2)) + (ρˆ(Uˆ1)2(Wˆ2)2)
)
Wˆ2(0, z2).
Since Wˆ ∈ Ξδ , so it follows easily that
{
F6(0) = F ′′6 (0) = F6(θ0) = 0,
‖F6‖Ck,α [0,θ0]  Cδ‖Wˆ2‖Ck,α(E¯+), k = 0,1,2.
(3.4)
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From (2.40), we may deﬁne W¯4 as (for the convenience and requirement to analyze the conver-
gence of our iteration scheme, we will give a minor modiﬁcation on such a W¯4 later on, one can
see (3.10) below)
⎧⎪⎨
⎪⎩
(
(X0 + 1− r0)ψˆ(z2) +
(
X0 + 1− ψˆ(z2)
)
z1 + (X0 + 1− r0 − z1)ψˆ ′(z2)Wˆ2
)
∂z1 W¯4
− ((X0 + 1− ψˆ(z2))Wˆ2)∂z2 W¯4 = 0 in E+,
W¯4(0, z2) = B2W¯5(z2) + Rˆ2(z2),
(3.5)
here Rˆ2(z2) = R2(Wˆ (0, z2)).
Let z2(s;β) be the characteristics going through (z1, z2) with z2(0;β) = β deﬁned by
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dz2(s;β)
ds
=
( −(X0 + 1− ψˆ(z2))Wˆ2
(X0 + 1− r0)ψˆ(z2) + (X0 + 1− ψˆ(z2))z1 + (X0 + 1− r0 − z1)ψˆ ′(z2)Wˆ2
)∣∣∣∣
z=(s,z2(s;β))
,
z2(z1;β) = z2, z2(0;β) = β.
(3.6)
Due to (3.6), the variable β can be regarded as the function of z = (z1, z2) as
β = β(z). (3.7)
Moreover, it follows from (3.6) that
β − z2
=
z1∫
0
(
(X0 + 1− ψˆ(z2))Wˆ2
(X0 + 1− r0)ψˆ(z2) + (X0 + 1− ψˆ(z2))z1 + (X0 + 1− r0 − z1)ψˆ ′(z2)Wˆ2
∣∣∣∣
z=(s,z2(s;β))
)
ds.
(3.8)
Due to Wˆ2(z1,0) = Wˆ2(z1, θ0) = 0, then (3.6) and (3.8) imply
β(z1,0) = 0, β(z1, θ0) = θ0, ‖β − z2‖Ck,α(E¯+)  C0‖Wˆ2‖Ck,α(E¯+), k = 0,1,2. (3.9)
It is noted that (3.5) is a ﬁrst order linear partial differential equation of W¯4, then it follows from
the characteristics method and the initial condition that we can set
W¯4(z) = W¯4
(
0, β(z)
)= B2W¯5(z2) + F7(z), (3.10)
where
F7(z) ≡ F7(Wˆ )(z) = B2
β(z)∫
z
Wˆ ′5(s)ds + R2
(
Wˆ
(
0, β(z)
))
.2
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instead of that in (3.5).
In addition, by (3.9) and (A.2) in Lemma A.1 in Appendix A, we can obtain
⎧⎪⎨
⎪⎩
∂z2 F7(z1,0) = ∂z2 F7(z1, θ0) = 0,
‖F7‖Ck,α(E+)  Cδ
(
4∑
i=1
‖Wˆ i‖Ck,α(E¯+) + ‖Wˆ5‖Ck+1,α [0,θ0]
)
for k = 0,1,2. (3.11)
3.3. The determination of W¯2, W¯3 and W¯5(θ0)
By (2.39) with (3.3), (3.10), (2.19) and (A.1) in Appendix A, in terms of the unknown shock position
W¯5(θ0) at the nozzle wall θ = θ0 (it should be noted that W¯5(θ0) is unknown so far and will be
determined together with the solution W¯2 and W¯3 to the linearized problem), we may deﬁne W¯2,
W¯3 and W¯5(θ0) as follows
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1 W¯2 −
1
(z1 + r0)ρ˜+0 (U˜+0 )2
∂z2 W¯3 −
c2(ρ˜+0 , S
+
0 ) + (U˜+0 )2
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
W¯2
− (X0 + 1− r0 − z1)∂z1 P˜
+
0
(z1 + r0)(X0 + 1− r0)ρ˜+0 (U˜+0 )2
× r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0) − P−0 (r0)
W¯2(0, z2)
= F3(z1, Wˆ ,∇Wˆ ) − 1
r0 + z1
(
1− z1
X0 + 1− r0
)
∂z1 P˜
+
0
ρ˜+0 (U˜
+
0 )
2
F6(z2),
∂z1 W¯3 +
ρ˜+0 (U˜
+
0 )
2c2(ρ˜+0 , S
+
0 )
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
(∂z2 W¯2 + W¯2 ctg z2)
+ B3(z1)W¯3 +
(
B4(z1)B2 + B5(z1)
)(
W¯5(θ0) + r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0) − P−0 (r0)
θ0∫
z2
W¯2(0, s)ds
)
= F4(z1, Wˆ ,∇Wˆ ) + R3(Wˆ ) − B4(z1)F7(z) +
(
B4(z1)B2 + B5(z1)
) θ0∫
z2
F6(s)ds,
W¯3(0, z2) = B1
(
W¯5(θ0) + r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0) − P−0 (r0)
θ0∫
z2
W¯2(0, s)ds
)
− B1
θ0∫
z2
F6(s)ds + R1
(
Wˆ (0, z2)
)
,
W¯3(X0 + 1− r0, z2) = εP0(z2),
W¯2(z1,0) = 0,
W¯2(z1, θ0) = 0.
(3.12)
To write the ﬁrst equation in (3.12) into the divergence form and for convenience of notations, we
deﬁne
λ1(z1) = exp
(
−
z1∫
0
c2(ρ˜+0 , S
+
0 ) + (U˜+0 )2
(s + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
(s)ds
)
,
λ2(z1) = 1
(z + r )ρ˜+(U˜+)2 λ1(z1) > 0,1 0 0 0
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+
0
(z1 + r0)(X0 + 1− r0)ρ˜+0 (U˜+0 )2
r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0) − P−0 (r0)
λ1(z1) 0
with λ3(X0 + 1− r0) = 0,
λ4(z1) = exp
( z1∫
0
B3(s)ds
)
> 0,
λ5(z1) = ρ˜
+
0 (U˜
+
0 )
2c2(ρ˜+0 , S
+
0 )
(z1 + r0)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
λ4(z1) > 0,
λ6(z1) =
(
B4(z1)B2 + B5(z1)
)
λ4(z1) > 0,
λ7(z1) = r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0) − P−0 (r0)
> 0, (3.13)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
G1(z) = λ1(z1)
(
F3(z1, Wˆ ,∇Wˆ ) − (X0 + 1− r0 − z1)∂z1 P˜
+
0
(z1 + r0)(X0 + 1− r0)ρ˜+0 (U˜+0 )2
F6(z2)
)
,
G2(z) = λ4(z1)
(
F4(z1, Wˆ ,∇Wˆ ) + R3(Wˆ ) − B4(z1)F7(z) +
(
B4(z1)B5 + B5(z1)
) θ0∫
z2
F6(s)ds
)
,
G3(z2) = R1
(
Wˆ (0, z2)
)− B1
θ0∫
z2
F6(s)ds.
(3.14)
It follows from the expressions of F3(z1, Wˆ ,∇Wˆ ) and F4(z1, Wˆ ,∇Wˆ ) together with (3.4), (3.11),
(A.2), (A.13) in Appendix A and (B.7) of Lemma B.2 in Appendix B that
{
G1(z1,0) = G1(z1, θ0) = 0, ∂z2G2(z1,0) = ∂z2G2(z1, θ0) = 0,
‖G1‖Ck−1,α(E¯+) + ‖G2‖Ck−1,α(E¯+)  Cδ‖Wˆ ‖Ck,α(E¯+), k = 1,2,
(3.15)
and
{
∂z2G3(0) = ∂z2G3(θ0) = 0,
‖G3‖Ck−1,α [0,θ0]  Cδ‖Wˆ ‖Ck,α(E¯+), k = 0,1,2.
(3.16)
On the other hand, it follows from (3.13)–(3.14) and direct computations that Eq. (3.12) can be
easily rewritten as
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ1(z1)W¯2
)− ∂z2(λ2(z1)W¯3)− λ3(z1)W¯2(0, z2) = G1(z) in E+,
∂z1
(
λ4(z1)W¯3
)+ λ5(z1)(∂z2 W¯2 + W¯2 ctg z2) + λ6(z1)
(
W¯5(θ0) + λ7
θ0∫
z2
W¯2(0, s)ds
)
= G2(z) in E+,
W¯3(0, z2) = B1
(
W¯5(θ0) + λ7
θ0∫
z1
W¯2(0, s)ds
)
+ G3(z2),
W¯3(X0 + 1− r0, z2) = εP0(z2),
W¯2(z1,0) = 0,
W¯2(z1, θ0) = 0.
This is equivalent to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ1(z1)W¯2
)− ∂z2
(
λ2(z1)W¯3 − λ3(z1)
(
W¯5(θ0)
λ7
+
θ0∫
z2
W¯2(0, s)ds
)
−
θ0∫
z2
G1(z1, s)ds
)
= 0 in E+,
∂z1
(
λ4(z1)W¯3
)+ λ5(z1)(∂z2 W¯2 + W¯2 ctg z2) + λ6(z1)
(
W¯5(θ0) + λ7
θ0∫
z2
W¯2(0, s)ds
)
in E+,
W¯3(0, z2) = B1
(
W¯5(θ0) + λ7
θ0∫
z1
W¯2(0, s)ds
)
+ G3(z2),
W¯3(X0 + 1− r0, z2) = εP0(z2),
W¯2(z1,0) = 0,
W¯2(z1, θ0) = 0.
(3.17)
In order to solve the problem (3.17), our approach is to introduce a potential function φ(z) such
that the ﬁrst order elliptic system (3.17) with nonlocal terms and singular term can be reduced into
a second order elliptic equation with nonlocal term and singular term together with some suitable
boundary conditions.
Indeed, by the ﬁrst equation in (3.17), we can set
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂z1φ = λ2(z1)W¯3 − λ3(z1)
(
W¯5(θ0)
λ7
+
θ0∫
z2
W¯2(0, s)ds
)
−
θ0∫
z2
G1(z1, s)ds,
∂z2φ = λ1(z1)W¯2,
φ(0, θ0) = 0.
(3.18)
In this case, due to λ1(0) = 1, so
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⎪⎪⎪⎪⎩
W¯2 = ∂z2φ
λ1(z1)
,
W¯3 = ∂z1φ
λ2(z1)
− λ3(z1)
λ2(z1)
(
φ(0, z2) − W¯5(θ0)
λ7
)
+ 1
λ2(z1)
θ0∫
z2
G1(z1, s)ds.
(3.19)
Substituting (3.19) into the second equation in (3.17) yields
∂z1
(
λ4(z1)
λ2(z1)
∂z1φ
)
+ λ5(z1)
λ1(z1)
(
∂2z2φ + ∂z2φ ctg z2
)
−
(
λ6(z1) + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
))(
φ(0, z2) − W¯5(θ0)
λ7
)
= G2(z) − ∂z1
(
λ4(z1)
λ2(z1)
θ0∫
z2
G1(z1, s)ds
)
. (3.20)
Next, we derive the boundary conditions for φ(z).
By the boundary condition of W¯3(0, z2) in (3.17) and the expression (3.18), we arrive at
W¯3(0, z2) = −B1λ7
(
φ(0, z2) − W¯5(θ0)
λ7
)
+ G3(z2).
This, together with the second expression of (3.19), yields
∂z1φ(0, z2) +
(
B1λ7λ2(0) − λ3(0)
)(
φ(0, z2) − W¯5(θ0)
λ7
)
= λ2(0)G3(z2) −
θ0∫
z2
G1(0, s)ds. (3.21)
It follows from W¯3(X0 + 1 − r0, z2) = εP0(z2), the second expression of (3.19) and λ3(X0 + 1 −
r0) = 0 that
∂z1φ(X0 + 1− r0, z2) = ελ2(X0 + 1− r0)P0(z2) −
θ0∫
z2
G1(X0 + 1− r0, s)ds. (3.22)
In addition, by W¯2(z1,0) = W¯2(z1, θ0) = 0, one has
∂z2φ(z1,0) = ∂z2φ(z1, θ0) = 0. (3.23)
Therefore, the problem (3.17), in terms of (3.18)–(3.23) is equivalent to the following boundary
value problem for a second order nonlocal elliptic equation for φ(z) with the unknown constant
W¯5(θ0)
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∂z1
(
λ4(z1)
λ2(z1)
∂z1φ
)
+ λ5(z1)
λ1(z1)
(
∂2z2φ + ∂z2φ ctg z2
)
−
(
λ6(z1) + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
))(
φ(0, z2) − W¯5(θ0)
λ7
)
= G2(z) − ∂z1
(
λ4(z1)
λ2(z1)
θ0∫
z2
G1(z1, s)ds
)
in E+,
∂z1φ(0, z2) +
(
B1λ7λ2(0) − λ3(0)
)(
φ(0, z2) − W¯5(θ0)
λ7
)
= λ2(0)G3(z2) −
θ0∫
z2
G1(0, s)ds,
∂z1φ(X0 + 1− r0, z2) = ελ2(X0 + 1− r0)P0(z2) −
θ0∫
z2
G1(X0 + 1− r0, s)ds,
∂z2φ(z1,0) = ∂z2φ(z1, θ0) = 0,
φ(0, θ0) = 0.
(3.24)
As will be shown in Section 4, (3.24) can be solved under the conditions
λ6(z1)λ7 + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
)
> 0 and B1λ7λ2(0) − λ3(0) < 0,
which can be veriﬁed in Section 5.
3.4. The determination of W¯1
In terms of (2.41), we set
W¯1 = − γ
γ − 1
1
U˜+0 ρ˜
+
0
W¯3 + γ
γ − 1
P˜+0
U˜+0 (ρ˜
+
0 )
2
(
ρ¯ − ρ˜+0
)+ F5(Wˆ ), (3.25)
where F5(Wˆ ) satisﬁes
{
∂z2 F5(z1,0) = ∂z2 F5(z1, θ0) = 0,
‖F5‖Ck,α(E+)  Cδ‖Wˆ ‖Ck,α(E+) for k = 0,1,2.
(3.26)
In next two sections, we will solve the system (3.12) and give the related a priori estimates on
W¯ = (W¯1, W¯2, W¯3, W¯4, W¯5) and further complete the proofs of Theorems 2.1 and 1.1.
4. Solving a boundary value problem for a nonlocal elliptic system with a free parameter
In this section, we will solve the boundary value problem (3.12). To this end, we ﬁrst discuss
the following more general boundary value problem for such a second order elliptic equation with a
singular term and a nonlocal term
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⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
a1(z1)∂z1u
)+ ∂z2(a2(z1)∂z2u)+ a2(z1)∂z2u ctg z2 − a3(z1)(u(0, z2) + κ)= ∂z1 f in E+,
∂z1u(0, z2) − a4
(
u(0, z2) + κ
)= g1(z2),
∂z1u(X0 + 1− r0, z2) = g2(z2),
∂z2u(z1,0) = 0,
∂z2u(z1,1) = 0,
u(0, θ0) = 0,
(4.1)
where the smooth functions ai(z1) (1 i  3) and the constant a4 satisfy a10  a j  a20 (1 j  4)
for some positive constants a10 and a20. In addition,
f ∈ C1,α(E¯+), gi ∈ C1,α
([0, θ0]) for i = 1,2, (4.2)
moreover, f and gi (i = 1,2) satisfy the following compatible conditions
∂z2 f (z1,0) = ∂z2 f (z1, θ0) = 0, g′i(0) = g′i(θ0) = 0 for i = 1,2. (4.3)
Here we emphasize that the constant κ in (4.1) is free and will be determined together with the
solution u itself.
In order to treat the singular term a2(z1)∂z2u ctg z2 in (4.1) and further study the existence and
regularity of the solution to (4.1), it is convenient to use the following cylindrical coordinate transfor-
mation:
x1 = z1, x2 = z2 cos θ, x3 = z2 sin θ
with 0 θ  θ0.
Set
E1 =
{
(x1, x2, x3): 0< x1 < X0 + 1− r0, x22 + x23 < θ20
}
,
E2 =
{
(x2, x3): x
2
2 + x23 < θ20
}
,
U (x) = u(x1,√x22 + x23 ).
Then (4.1) can be rewritten as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂x1
(
a1(x1)∂x1U
)+ ∂x2(a2(x1)∂x2U)+ ∂x3(a2(x1)∂x3U)+ a2(x1)b1(x2, x3)∂x2U
+ a2(x1)b2(x2, x3)∂x3U − a3(x1)
(
U (0, x2, x3) + κ
)= ∂x1 f (x1,
√
x22 + x23
)
in E1,
∂x1U (0, x2, x3) − a4
(
U (0, x2, x3) + κ
)= g1(√x22 + x23 ) in E2,
∂x1U (X0 + 1− r0, x2, x3) = g2
(√
x22 + x23
)
in E2,
(x2∂x2 + x3∂x3)U (x) = 0 on x22 + x23 = θ20 ,
U (0, x2, x3) = 0 on x22 + x23 = θ20 ,
(4.4)
where
bi(x2, x3) =
(
ctg
(√
x22 + x23
)− 1√
x22 + x23
)
xi+1√
x22 + x23
, i = 1,2. (4.5)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂x1
(
a1(x1)∂x1 U˜
)+ ∂x2(a2(x1)∂x2 U˜)+ ∂x3(a2(x1)∂x3 U˜)+ a2(x1)b1(x2, x3)∂x2 U˜
+ a2(x1)b2(x2, x3)∂x3 U˜ − a3(x1)U˜ (0, x2, x3) = ∂x1 f
(
x1,
√
x22 + x23
)
in E1,
∂x1 U˜ (0, x2, x3) − a4U˜ (0, x2, x3) = g1
(√
x22 + x23
)
in E2,
∂x1 U˜ (X0 + 1− r0, x2, x3) = g2
(√
x22 + x23
)
in E2,
(x2∂x2 + x3∂x3)U˜ (x) = 0 on x22 + x23 = θ20 .
(4.6)
Indeed, if the problem (4.6) has a unique solution u˜ ∈ C2,α(E¯1) of the form U˜ = u1(x1,
√
x22 + x23 ),
then U (x) = U˜ (x) − u1(0, θ0) with κ = u1(0, θ0) solves the problem (4.4) uniquely since the unique-
ness results for the problem (4.4) and (4.6) are equivalent. Let u(z) = u1(z1, z2) − u1(0, θ0). It then
follows from the symmetry of f and gi and the uniqueness of solutions to the problem (4.6) that
∂z2u1(z1,0) = 0 and (u(z), κ) solves the problem (4.1). Furthermore, by (B.6) of Lemma B.2 in Ap-
pendix B, u1(z) ∈ C2,α(E¯+).
We now focus on the problem (4.6).
First, we homogenize the boundary conditions of (4.6). To this end, we deﬁne an unknown function
U1(x) = U˜ (x) + 1
a4
g1
(√
x22 + x23
)−(x1 + 1
a4
)
g2
(√
x22 + x23
)
. (4.7)
In this case, by use of g′i(θ0) = 0 (i = 1,2), then it follows from (4.6) and a direct computation
that
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂x1
(
a1(x1)∂x1U1
)+ ∂x2(a2(x1)∂x2U1)+ ∂x3(a2(x1)∂x3U1)+ a2(x1)b1(x2, x3)∂x2U1
+ a2(x1)b2(x2, x3)∂x3U1 − a3(x1)U1(0, x2, x3) = ∂x1 f
(
x1,
√
x22 + x23
)+ G(x) in E1,
∂x1U1(0, x2, x3) − a4U1(0, x2, x3) = 0 in E2,
∂x1U1(X0 + 1− r0, x2, x3) = 0 in E2,
(x2∂x2 + x3∂x3)U1(x) = 0 on x22 + x23 = θ20 ,
(4.8)
where
G(x) =
3∑
i=2
∂xi
{
a2(x1)xi√
x22 + x23
(
1
a4
g′1
(√
x22 + x23
)−(x1 + 1
a4
)
g′2
(√
x22 + x23
))}
+
3∑
i=2
a2(x1)bi−1(x2, x3)xi√
x22 + x23
(
1
a4
g′1
(√
x22 + x23
)−(x1 + 1
a4
)
g′2
(√
x22 + x23
))
− a3(x1)
a4
g1
(√
x22 + x23
)+(a3(x1)
a4
− a′1(x1)
)
g2
(√
x22 + x23
)
. (4.9)
Next, to prove the existence of solutions to (4.9), we start with the regularities of solutions to (4.6).
Lemma 4.1 (Regularity estimates). If f and gi (i = 1,2) satisfy (4.2)–(4.3), then any H1(E1)-weak solution
U˜ of (4.6) has a higher regularity with C2,α(E¯1) and admits the following estimates
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(
‖ f ‖Cα(E¯+) +
2∑
i=1
‖gi‖Cα [0,θ0] + ‖U˜‖H1(E1)
)
(4.10)
and
‖U˜‖C2,α(E¯1)  C
(
‖ f ‖C1,α(E¯+) +
2∑
i=1
‖gi‖C1,α [0,θ0] + ‖U˜‖H1(E1)
)
. (4.11)
Proof. Since f and gi (i = 1,2) satisfy (4.2)–(4.3), then it follows from (B.5)–(B.6) of Lemma B.2 in
Appendix B that
‖ f ‖Ck,α(E¯+) ∼ ‖ f ‖Ck,α(E¯1), ‖gi‖Ck,α [0,θ0] ∼ ‖gi‖Ck,α(E¯1) (i = 1,2) for k = 0,1. (4.12)
On the other hand, by Sobolev imbedding theorem and trace theorem, we have
∥∥U˜ (0, x2, x3)∥∥L2(E2)  C‖U˜‖H1(E1). (4.13)
It is noted that the boundary conditions in (4.6) are compatible at the corners due to (4.3), then
it follows from [1,2] (or [18]) and the interior and boundary estimates in [11] that U˜ admits the
estimate (4.10). In this case, U˜ (0, x2, x3) ∈ C1,α(E¯1) holds true. By the boot-strapping method, we can
arrive at (4.11). Thus, the proof of Lemma 4.1 is completed. 
Next, we show the uniqueness of weak solutions to (4.6).
Lemma 4.2 (Uniqueness). If U˜ ∈ H1(E1) is a weak solution of (4.6), then U˜ is unique.
Proof. It only suﬃces to prove that U˜ ≡ 0 is a unique H1(E1)-weak solution to the following homo-
geneous problem
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂x1
(
a1(x1)∂x1 U˜
)+ ∂x2(a2(x1)∂x2 U˜)+ ∂x3(a2(x1)∂x3 U˜)+ a2(x1)b1(x2, x3)∂x2 U˜
+ a2(x1)b2(x2, x3)∂x3 U˜ − a3(x1)U˜ (0, x2, x3) = 0 in E1,
∂x1 U˜ (0, x2, x3) − a4U˜ (0, x2, x3) = 0 in E2,
∂x1 U˜ (X0 + 1− r0, x2, x3) = 0 in E2,
(x2∂x2 + x3∂x3)U˜ (x) = 0 on x22 + x23 = θ20 .
(4.14)
For this end, we will use the separation method to treat the problem (4.14). At ﬁrst we consider
the following eigenvalue problem
{
∂2x2Y + ∂2x3Y + b1(x2, x3)∂x2Y + b2(x2, x3)∂x3Y + μY = 0 in E2,
(x2∂x2 + x3∂x3)Y = 0 on x22 + x23 = θ20 .
(4.15)
Since it follows from the expression of bi(x2, x3) (i = 1,2) and Lemma B.1 in Appendix B that
bi(x2, x3) belongs to C0,1(E¯3), then by use of Theorem 8.6 in [11] and the Hopf’s lemma, we know
that (4.15) has countable eigenvalues
0 = μ1 < μ2 < · · · < μn < · · · , lim μn = +∞
n→∞
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thogonal basis in the space
H = {U¯ ∈ H1(E2): (x2∂x2 + x3∂x3)U¯ ∈ H− 12 (∂E2)}. (4.16)
On the other hand, due to U˜ ∈ H1(E1), then it follows from Lemma 4.1 that U˜ ∈ C2,α(E¯1) holds
true. This, together with (x2∂x2 + x3∂x3 )U˜ = 0 on ∂E2, yields that U˜ has such an expression
U˜ (x) =
+∞∑
n=1
Xn(x1)Yn(x2, x3) in H
1(E2), (4.17)
where
Xn(x1) =
∫ ∫
E2
U˜ (x)Yn(x2, x3)dx2 dx3 ∈ C2,α[0, X0 + 1− r0].
Substituting (4.17) into (4.14) shows that for every n 1
⎧⎪⎨
⎪⎩
(
a1(x1)X
′
n(x1)
)′ − μna2(x1)Xn(x1) − a3(x1)Xn(0) = 0,
X ′n(0) − a4Xn(0) = 0,
X ′n(X0 + 1− r0) = 0.
(4.18)
If Xn(0) > 0, then it follows from the Maximum Principle and Hopf’s lemma that Xn(x1) cannot
achieve its positive maximum anywhere (noting that a2(x1), a3(x1) and μn are positive). Namely,
Xn(x1) must be non-positive. However, this contradicts to Xn(0) > 0. Analogously, Xn(0) < 0 is also
impossible. Thus, only Xn(0) = 0 is permitted. In this case, it follows from the Maximum Principle
and Hopf’s lemma again that Xn(x1) ≡ 0 and consequently U˜ (x) ≡ 0. Thus, we complete the proof of
Lemma 4.2. 
Based on Lemma 4.2, we have the following existence result.
Lemma 4.3 (Existence). If f and gi (i = 1,2) satisfy (4.2)–(4.3), then (4.6) has a unique H1(E1)-weak solu-
tion U˜ (x) which satisﬁes
‖U˜‖H1(E1)  C
(‖ f ‖Cα(E¯+) + ‖g1‖C1,α([0,θ0]) + ‖g2‖C1,α([0,θ0])). (4.19)
Proof. We use Lax–Milgram theorem and Fredholm alternative theorem in [11] and [17] to study
Eq. (4.6). It is noted that the uniqueness of H1(E+) solution of (4.6) has been derived in Lemma 4.2.
Due to
∣∣〈∂x1 f ,U 〉∣∣ C‖ f ‖Cα(E¯1)‖U‖H1(E1) (4.20)
and
∣∣〈G(x),U 〉∣∣ C‖U‖H1(E1)(‖g1‖C1,α([0,θ0]) + ‖g1‖C1,α([0,θ0])), (4.21)
consequently, in order to use Lax–Milgram theorem to show the existence of solution to (4.6), it
remains to establish the coerciveness and boundedness of the corresponding bilinear form to such a
problem
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
LK (U1) = ∂x1
(
a1(x1)∂x1U1
)+ ∂x2(a2(x1)∂x2U1)+ ∂x3(a2(x1)∂x3U1)− KU1
+ a2(x1)b1(x2, x3)∂x2U1 + a2(x1)b2(x2, x3)∂x3U1 − a3(x1)U1(0, x2, x3)
= ∂x1 f
(
x1,
√
x22 + x23
)+ G(x) in E1,
∂x1U1(0, x2, x3) − a4U1(0, x2, x3) = 0 in E2,
∂x1U1(X0 + 1− r0, x2, x3) = 0 in E2,
(x2∂x2 + x3∂x3)U1(x) = 0 on x22 + x23 = θ20 ,
(4.22)
where K is a suitably large positive constant.
Since it follows from a direct computation that
〈−LK (U1),U1〉
= 〈a1(0)∂x1U1,U1〉∣∣x1=0 +
∫ ∫ ∫
E1
(
a1(x1)(∂x1U1)
2 + a2(x1)(∂x2U1)2 + a2(x1)(∂x3U1)2
)
dx
−
∫ ∫ ∫
E1
(
3∑
i=2
a2(x1)bi−1(x2, x3)∂xi U1U1
)
dx
+ K
∫ ∫ ∫
E1
(U1)
2 dx+
∫ ∫ ∫
E1
a3(x1)U1(0, x2, x3)U1 dx
=
∫ ∫
E3
a1(0)a4
(
U1(0, x2, x3)
)2
dx2 dx3
+
∫ ∫ ∫
E1
(
a1(x1)(∂x1U1)
2 + a2(x1)(∂x2U1)2 + a2(x1)(∂x3U1)2
)
dx
−
∫ ∫ ∫
E1
(
3∑
i=2
a2(x1)bi−1(x2, x3)∂xi U1U1
)
dx+ K
∫ ∫ ∫
E1
(U1)
2 dx
+
∫ ∫ ∫
E1
a3(x1)U1(0, x2, x3)U1 dx,
then we can deﬁne the related bilinear form to (4.22) as
B(U , v) =
∫ ∫
E3
a1(0)a4U (0, x2, x3)v(0, x2, x3)dx2 dx3
+
∫ ∫ ∫
E1
(
a1(x1)∂x1U∂x1 v + a2(x1)∂x2U∂x2 v + a2(x1)∂x3U∂x3 v
)
dx
−
∫ ∫ ∫
E1
(
3∑
i=2
a2(x1)bi−1(x2, x3)∂xi U v
)
dx+ K
∫ ∫ ∫
E1
U v dx
+
∫ ∫ ∫
E
a3(x1)U (0, x2, x3)v dx. (4.23)1
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B(U1,U1)
a220
2
∫ ∫
E3
(
U1(0, x2, x3)
)2
dx2 dx3 + a20
2
∫ ∫ ∫
E1
|∇U1|2 dx
+
(
K − a
2
10(b0a20 + 1)
2a220
)∫ ∫ ∫
E1
(U1)
2 dx
 a20
2
‖U1‖H1(E1), if K >
a20
2
+ a
2
10(b0a20 + 1)
2a220
(4.24)
and
∣∣B(U , v)∣∣ C‖U‖H1(E1)‖v‖H1(E1), (4.25)
here b0 > 0 is a constant such that |bi(x2, x3)| b0 holds true for i = 1,2.
Thus, it follows from Lax–Milgram theorem that (4.6) is uniquely solved in H1(E1). Moreover,
by the Fredholm alternative theorem and the Hölder regularity estimates to solutions of the second
order elliptic equation with the compatibility conditions at the cornered points, we know that (4.6)
has a unique H1(E+) solution which admits the estimate (4.20). Thus, we complete the proof of
Lemma 4.3. 
Based on Lemmas 4.1–4.3, we can study the solvability of the problem (3.17).
Proposition 4.4. If
λ6(z1) + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
)
> 0, B1λ2(0)λ7 − λ3(0) < 0, (4.26)
then the problem (3.17) has a unique solution (W¯2, W¯3, W¯5(θ0)) ∈ C2,α(E¯+) × C2,α(E¯+) × R satisfying
‖W¯2‖Cl,α(E¯+) + ‖W¯3‖Cl,α(E¯+) +
∣∣W¯5(θ0)∣∣
 C
(
2∑
i=1
‖Gi‖Cl−1,α(E¯+) + ‖G3‖Cl,α(E¯+) + ε‖P0‖Cl,α([0,θ0])
)
for l = 1,2 (4.27)
and
W¯2(z1,0) = ∂2z2 W¯2(z1,0) = W¯2(z1, θ0) = 0, ∂z2 W¯3(z1,0) = ∂z2 W¯3(z1, θ0) = 0. (4.28)
Proof. In terms of the potential function φ(z) deﬁned in (3.18) and G4(z) =
∫ θ0
z2
G1(z1, s)ds.
In this case, (3.17) can be reduced into (see (3.24))
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ4(z1)
λ2(z1)
∂z1φ
)
+ λ5(z1)
λ1(z1)
(
∂2z2φ + ∂z2φ ctg z2
)
−
(
λ6(z1) + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
))(
φ(0, z2) − W¯5(θ0)
λ7
)
= G2(z) − ∂z1
(
λ4(z1)
λ2(z1)
G4(z)
)
in E+,
∂z1φ(0, z2) +
(
B1λ7λ2(0) − λ3(0)
)(
φ(0, z2) − W¯5(θ0)
λ7
)
= λ2(0)G3(z2) − G4(0, z2),
∂z1φ(X0 + 1− r0, z2) = ελ2(X0 + 1− r0)P0(z2) − G4(X0 + 1− r0, z2),
∂z2φ(z1,0) = ∂z2φ(z1, θ0) = 0,
φ(0, θ0) = 0.
(4.29)
Since the background solution is smooth, then λi(z1) (1  i  6) in (4.29) are all smooth. By the
compatibility conditions (2.9), (3.15)–(3.16) and the solvability condition (4.26), then it follows from
Lemmas 4.2 and 4.3 that (4.29) has a unique solution (φ, W¯5(θ0)) ∈ C2,α(E¯+) × R satisfying
‖φ‖Cl+1,α(E¯+) +
∣∣W¯5(θ0)∣∣
 C
(
2∑
i=1
‖Gi‖Cl,α(E¯+) + ‖G3‖C1,α(E¯+) + ε‖P0‖C1,α([0,θ0])
)
for l = 0,1. (4.30)
Consequently (3.17) has a unique solution (W¯2, W¯3, W¯5(θ0)) ∈ C1,α(E¯+) × C1,α(E¯+) × R such that
‖W¯2‖Cα(E¯+) + ‖W¯3‖Cα(E¯+) +
∣∣W¯5(θ0)∣∣
 C
(
2∑
i=1
‖Gi‖Cα(E¯+) + ‖G3‖C1,α(E¯+) + ε‖P0‖C1,α([0,θ0])
)
for l = 0,1 (4.31)
and
W¯2(z1,0) = W¯2(z1, θ0) = 0, ∂z2 W¯3(z1,0) = ∂z2 W¯3(z1, θ0) = 0. (4.32)
Next, we estimate ‖(W¯2, W¯3)‖Ck,α(E¯+) for k = 1,2.
Rewrite (3.17) as
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ1(z1)W¯2
)− ∂z2(λ2(z1)W¯3)= G5(z),
∂z1
(
λ4(z1)W¯3
)+ λ5(z1)(∂z2 W¯2 + W¯2 ctg z2) = G6(z),
W¯3(0, z2) = G7(z2),
W¯3(X0 + 1− r0, z2) = G8(z2),
W¯2(z1,0) = 0,
W¯2(z1, θ0) = 0,
(4.33)
where
G5(z) = G1(z) + λ3(z1)W¯2(0, z2),
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(
W¯5(θ0) + λ7
θ0∫
z2
W¯2(0, s)ds
)
,
G7(z2) = G3(z2) + B1
(
W¯5(θ0) + λ7
θ0∫
z2
W¯2(0, s)ds
)
,
G8(z2) = εP0(z2).
Combining (4.32) with (2.9) and (3.15)–(3.16) yields
G5(z1,0) = G5(z1, θ0) = 0, G ′6(z1,0) = G ′6(z1, θ0) = 0,
G ′j(0) = G ′j(θ0) = 0 ( j = 7,8). (4.34)
Then W¯3 satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ1(z1)
λ4(z1)
∂z1
(
λ4(z1)W¯3
))+ ∂z2(λ2(z1)∂z2 W¯3)+ a2(z1)∂z2 W¯3 ctg z2
= ∂z1
(
λ1(z1)
λ5(z1)
G6(z)
)
+ ∂z2G5(z) in E+,
W¯3(0, z2) = G7(z2),
W¯3(X0 + 1− r0, z2) = G8(z2),
∂z2 W¯3(z1,0) = ∂z2 W¯3(z1, θ0) = 0.
(4.35)
Due to (4.34), then the boundary condition in (4.35) are compatible at the cornered points. Thus,
similar to the proof procedure of Lemma 4.1, W¯3 admits the following estimates
‖W¯3‖Cl,α(E¯+)  C
6∑
i=5
(‖Gi‖Cl−1,α(E¯+) + ‖Gi+2‖Cl,α([0,θ0]))
 C
(
‖W¯2‖Cl−1,α(E¯+) +
∣∣W¯5(θ0)∣∣+ 2∑
i=1
‖Gi‖Cl−1,α(E¯+)
+ ‖G3‖Cl,α([0,θ0]) + ε‖P0‖Cl,α([0,θ0])
)
for l = 1,2. (4.36)
On the other hand, it follows from the second equation in (4.33) and W¯2(z1,0) = 0 that
W¯2(z) = 1
λ5(z1) sin z2
z2∫
0
sin s
(
G6(z1, s) − ∂z1
(
λ4(z1)W¯3
)
(z1, s)
)
ds. (4.37)
Since λi(z1) (1  i  6) is smooth, then (4.37), together with the ﬁrst equation in (4.33) and
Lemma B.3 in Appendix B, yields
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(
‖W¯2‖Cl−1,α(E¯+) +
∣∣W¯5(θ0)∣∣+ 2∑
i=1
‖Gi‖Cl−1,α(E¯+)
+ ‖G3‖Cl,α([0,θ0]) + ε‖P0‖Cl,α([0,θ0])
)
for l = 1,2. (4.38)
Due to ∂z2G6(z1,0) = 0 and ∂z2 W¯3(z1,0) = 0, then it follows from the second equation in (4.33)
and (B.12) of Lemma B.3 in Appendix B that
∂2z2 W¯2(z1,0) = 0. (4.39)
Thus, (4.27) can de derived from (4.36) and (4.38) together with (4.31). In addition, (4.28) has also
been proved in (4.32) and (4.39). Namely, we complete the proof of Proposition 4.4. 
5. A priori estimates and proofs of Theorems 2.1 and 1.1
In this section, we establish a priori estimates on the iteration scheme given in Section 3, and
further look for a ﬁxed point for some mapping from Ξδ into Ξδ so that Theorems 2.1 and 1.1 can
be shown. For this end, ﬁrst we now give some useful estimates on (3.3), (3.10), (3.17) or (3.24),
and (3.25).
5.1. Solving the problem (3.17) and estimating W¯2, W¯3 and W¯5(θ0)
According to Proposition 4.4, one needs to verify
λ6(z1)λ7 + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
)
> 0, B1λ7λ2(0) − λ3(0) < 0 (5.1)
so that (3.24) can be solved.
It follows from the second equations in (2.12) and (2.27) that the subsonic background solution
( P˜+0 (z1), U˜
+
0 (z1), ρ˜
+
0 (z1), S
+
0 ) satisﬁes
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂z1 P˜
+
0 =
2
r0 + z1
ρ˜+0 c2(ρ˜
+
0 , S
+
0 )(U˜
+
0 )
2
c2(ρ˜+0 , S
+
0 ) − (U˜+0 )2
,
∂z1 U˜
+
0 = −
2
r0 + z1
c2(ρ˜+0 , S
+
0 )U˜
+
0
c2(ρ˜+0 , S
+
0 ) − (U˜+0 )2
.
(5.2)
Subsequently,
∂2z1 P˜
+
0 = −
2ρ˜+0 (U˜
+
0 )
2c2(ρ˜+0 , S
+
0 )
(r0 + z1)2(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)3
× ((2γ + 1)(U˜+0 )4 − 4(U˜+0 )2c2(ρ˜+0 , S+0 )+ 5c4(ρ˜+0 , S+0 )). (5.3)
In addition, one has
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dz1
(
λ3(z1)λ4(z1)
λ2(z1)
)
= λ7
(
λ6(z1) + d
dz1
((
1− z1
X0 + 1− r0
)
∂z1 P˜
+
0 λ4(z1)
))
= λ7λ4(z1)
{(
B2B4(z1) + B5(z1)
)− 1
X0 + 1− r0 ∂z1 P˜
+
0
+
(
1− z1
X0 + 1− r0
)(
∂2z1 P˜
+
0 + ∂z1 P˜+0 B3(z1)
)}
. (5.4)
It is noted that
B5(z1) − 1
X0 + 1− r0 ∂z1 P˜
+
0 =
2ρ˜+0 c2(ρ˜
+
0 , S
+
0 )(U˜
+
0 )
2
(X0 + 1− r0)(r0 + z1)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
(
X0 + 1
r0 + z1 − 1
)
= 1
X0 + 1− r0 ∂z1 P˜
+
0
(
X0 + 1
r0 + z1 − 1
)
(5.5)
and
∂2z1 P˜
+
0 + ∂z1 P˜+0 B3(z1) = ∂z1 P˜+0
(
B3(z1) − 1
(r0 + z1)(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)2
(
(2γ + 1)(U˜+0 )4
− 4(U˜+0 )2c2(ρ˜+0 , S+0 )+ 5c4(ρ˜+0 , S+0 ))
)
= − 1
r0 + z1 ∂z1 P˜
+
0 . (5.6)
Thus, substituting (5.5)–(5.6) into (5.4) and noting that B2 > 0, B4(z1) > 0 and λi > 0 (i = 4,7)
due to Lemmas A.1–A.2 in Appendix A and (3.13) respectively, one gets that
λ6(z1)λ7 + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
)
= λ7λ4(z1)B2B4(z1) > 0. (5.7)
Furthermore, since λ1(0) = 1, it holds that
B1λ7λ2(0) − λ3(0) = λ7λ2(0)
(
B1 − ∂z1 P˜+0 (0)
)
= λ7λ2(0) 2(ρ˜
+
0 U˜
+
0 )(0)
r0(c2(ρ˜
+
0 , S
+
0 ) − (U˜+0 )2)(0)
× ((γ − 1)(U˜+0 (0))2 + c2(ρ˜+0 , S+0 )(0))(U˜+0 (0) − U−0 (r0))< 0.
Combining this with (5.7) yields (5.1). On the other hand, by Proposition 4.4, we know that (3.17)
has a unique solution (W¯2, W¯3, W¯5(θ0)) satisfying
‖W¯2‖C2,α(E¯+) + ‖W¯3‖C2,α(E¯+) +
∣∣W¯5(θ0)∣∣
 C
(∥∥G1(z)∥∥C1,α(E¯+) + ∥∥G2(z)∥∥C1,α(E¯+) + ∥∥G3(z)∥∥C2,α [0,θ ] + ε‖P0‖C2,α [0,θ0])
 C
(
ε + δ2) (5.8)
and
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where the last inequality in (5.8) follows from (3.15)–(3.16).
5.2. Estimating W¯5(z2) in (3.3)
By the estimates of W¯2 and W¯5(θ0) in (5.8), the unique solution W¯5(z2) of (3.3) satisﬁes
‖W¯5‖C3,α([0,θ0])  C
(∣∣W¯5(θ0)∣∣+ ‖W¯2‖C2,α(E¯+) + ∥∥F6(z2)∥∥C2,α(E¯+)) C(ε + δ2). (5.10)
Furthermore, it follows from (3.4) and (5.9) that
W¯ ′5(0) = W¯ (3)5 (0) = W¯ ′5(θ0) = 0. (5.11)
5.3. Estimating W¯4(z) in (3.5)
It follows from (3.9)–(3.10) and (A.2) in Appendix A that
‖W¯4‖C2,α(E¯+)  C
(‖W¯5‖C2,α([0,θ0]) + ∥∥F7(z)∥∥C2,α(E¯+)) C(ε + δ2). (5.12)
Moreover, by (3.10)–(3.11) and (5.11), we arrive at
∂z2 W¯4(z1,0) = ∂z2 W¯4(z1, θ0) = 0. (5.13)
5.4. Estimating W¯1(z) in (3.25)
From the algebraic equation (3.25) together with (3.26) and (5.8)–(5.13), we have
‖W¯1‖C2,α(E¯+)  C
(‖W¯3‖C2,α(E¯+) + ‖W¯4‖C2,α(E¯+) + ∥∥F5(z)∥∥C2,α(E¯+)) C(ε + δ2) (5.14)
and
∂z2 W¯1(z1,0) = ∂z2 W¯1(z1, θ0) = 0. (5.15)
Based on those estimates in the above fours steps, we are now ready to show Theorem 2.1.
Proof of Theorem 2.1. In order to prove Theorem 2.1, we now look for a suitable contractible map-
ping T based on the scheme in Section 3.
Due to (5.8)–(5.15), we deﬁne a mapping T as follows
T (Wˆ ) = W¯ , (5.16)
where Wˆ = (Wˆ1, Wˆ2, Wˆ3, Wˆ4, Wˆ5) and W¯ = (W¯1, W¯2, W¯3, W¯4, W¯5). Moreover, due to the esti-
mates above, we know that T is a continuous mapping from Ξδ into itself for properly chosen
δ = O (1)ε > 0.
Next, we show that the mapping T is contractible.
For any given two states Wˆ 1 = (Wˆ 11 , Wˆ 12 , Wˆ 13 , Wˆ 14 , Wˆ 15 ) and Wˆ 2 = (Wˆ 21 , Wˆ 22 , Wˆ 23 , Wˆ 24 , Wˆ 25 )
in Ξδ , in terms of the notations in (2.33), the corresponding functions (U˜11, ω˜1, P˜1, S˜1, ψ˜1) and
(U˜12, ω˜2, P˜2, S˜2, ψ˜2) are also known respectively. Now we set
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(
Wˆ i
)= W¯ i
with W¯ 1 = (W 11 , W¯ 12 , W¯ 13 , W¯ 14 , W¯ 15 ) and W¯ 2 = (W¯ 21 , W¯ 22 , W¯ 23 , W¯ 24 , W¯ 25 ).
Let
Yˆ (z) = (Yˆ1(z), Yˆ2(z), Yˆ3(z), Yˆ4(z), Yˆ5(z2)), Y (z) = (Y1(z), Y2(z), Y3(z), Y4(z), Y5(z2))
with Yˆ i(z) = Wˆ 1i − Wˆ 2i and Yi(z) = W¯ 1i − W¯ 2i (1 i  5).
In order to obtain the contractibility of the mapping T in the Banach space Ξδ , it remains to
establish some estimates on Yi for 1 i  5. To this end, we divide the estimates into the following
four steps.
Step 1. The estimate of shock location deviation. By (3.3) and a direct computation, it holds that
Y ′5(z2) = O (1)Y2(0, z2) + O (ε)Yˆ . (5.17)
This implies that
∥∥Y ′5∥∥C1,α([0,θ0])  C‖Y2‖C1,α(E¯+) + Cε
(
4∑
i=1
‖Yˆ i‖C1,α(E¯+) + ‖Yˆ5‖C1,α([0,θ0])
)
. (5.18)
Step 2. The estimate of the entropy difference. First, as in (3.6), deﬁne the characteristics zi2(s;βi) going
through z = (z1, z2) with zi2(0;βi) = βi as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dzi2(s;βi)
ds
=
( −(X0 + 1− ψˆi(z2))Wˆ i2
(X0 + 1− r0)ψˆi(z2) + (X0 + 1− ψˆi(z2))z1 + (X0 + 1− r0 − z1)ψˆ ′i (z2)Wˆ i2
)∣∣∣∣
z=(s,zi2(s;βi))
,
zi2(z1;βi) = z2, zi2(0;βi) = βi
(5.19)
for i = 1,2.
Set l(s) = z12(s;β1) − z22(s;β2), then it follows from (5.19) and a direct computation that⎧⎨
⎩
dl
ds
= O (ε)l + O (1)Yˆ2
(
s; z22(s;β2)
)+ O (ε)(Yˆ5(z22(s;β2)), Yˆ ′5(z22(s;β2))),
l(z1) = 0, l(0) = β1 − β2,
(5.20)
where the quantity O (ε) in (5.20) belongs to C1,α(E¯+) due to Wˆ 12 ∈ C2,α(E¯+) and Wˆ 15 ∈ C3,α([0, θ0]).
In addition, the C1,α estimate of β1 − β2 can be derived in terms of (5.20).
Indeed, it follows from (5.20) that
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
β1 − β2 =
0∫
z1
(
O (ε)l(t) + O (1)Yˆ2
(
t; z22(t;β2)
)+ O (ε)(Yˆ5(z22(s;β2)), Yˆ ′5(z22(s;β2))))dt,
l(s) =
s∫
z
(
O (ε)l(t) + O (1)Yˆ2
(
t; z22(t;β2)
)+ O (ε)(Yˆ5(z22(s;β2)), Yˆ ′5(z22(s;β2))))dt,
(5.21)1
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∥∥∂z1(β1, β2)∥∥C1,α(E¯+)  Cε, ∥∥∂z2(β1, β2)∥∥C1,α(E¯+)  C .
This, together with (5.21), yields
‖β1 − β2‖C1,α(E¯+)  C
(‖Yˆ2‖C1,α(E¯+) + ε‖Yˆ5‖C2,α([0,θ0])). (5.22)
In addition, it follows from (3.10) that Y4 satisﬁes
Y4(z) = O (ε)(β1 − β2) + O (1)Y5(β2) +
4∑
i=1
O (ε)Yˆ i(0, β2) + B2
β2(z)∫
z2
Yˆ ′5(s)ds. (5.23)
This, together with (3.9) and (5.22), means that Y4 admits the following estimate
‖Y4‖C1,α(E¯+)  C
(
‖Y5‖C1,α([0,θ0]) + ε‖β1 − β2‖C1,α(E¯+) + ε
4∑
i=1
‖Yˆ i‖C1,α(E¯+) + ε‖Yˆ5‖C2,α([0,θ0])
)
 C
(
‖Y5‖C1,α([0,θ0]) + ε
4∑
i=1
‖Yˆ i‖C1,α(E¯+) + ε‖Yˆ5‖C2,α([0,θ0])
)
. (5.24)
Step 3. The estimates of Y2(z), Y3(z) and Y5(θ0). It is noted that Y2, Y3 and Y5(θ0) satisfy
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ1(z1)Y2
)− ∂z2(λ2(z1)Y3)− λ3(z1)Y2(0, z2) =
5∑
i=1
(
O (ε)Yˆ i + O (ε)∇ Yˆ i
)
,
∂z1
(
λ4(z1)Y3
)+ λ5(z1)(∂z2Y2 + Y2 ctg z2) + λ6(z1)
(
Y5(θ0) + λ7
θ0∫
z2
Y2(0, s)ds
)
=
5∑
i=1
(
O (ε)Yˆ i + O (ε)∇ Yˆ i
)+ O (ε)(β1 − β2) + O (1)
β2(z)∫
z2
Y ′5(s)ds
+ O (ε)(∂z2 Yˆ2 + Yˆ2 ctg z2),
Y3(0, z2) = B1
(
Y5(θ0) + λ7
θ0∫
z2
Y2(0, s)ds
)
+
5∑
i=1
O (ε)Yˆ i,
Y3(X0 + 1− r0, z2) = 0,
Y2(z1,0) = Y2(z1, θ0) = 0.
(5.25)
Thus, by (4.27) with l = 1, we arrive at
‖Y2‖C1,α(E¯+) + ‖Y3‖C1,α(E¯+) +
∣∣Y5(θ0)∣∣ Cε
(
4∑
‖Yˆ i‖C1,α(E¯+) + ‖Yˆ5‖C2,α([0,θ0])
)
. (5.26)i=1
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Y1 = O (1)Y3 + O (1)Y4 + O (ε)(Yˆ1, Yˆ2, Yˆ3, Yˆ4). (5.27)
This yields
‖Y1‖C1,α(E¯+)  C
(
‖Y3‖C1,α|(E¯+) + ‖Y4‖C1,α(E¯+) + ε
4∑
i=1
‖Yˆ i‖C1,α(E¯+)
)
. (5.28)
Therefore, based on Steps 1–4 above, it follows from (5.18), (5.24), (5.26) and (5.28) that
4∑
i=1
‖Yi‖C1,α(E¯+) + ‖Y5‖C2,α([0,θ0])  Cε
(
4∑
j=1
‖Yˆ j‖C1,α(E¯+) + ‖Yˆ5‖C2,α([0,θ0])
)
, (5.29)
here the constant C > 0 depends only on α and the supersonic incoming ﬂow. Thus, for suitably
small ε, then (5.29) implies that the mapping T is contractible in (C1,α(E+))4×C2,α[0, θ0]. Then there
exists a unique solution W = (W1,W2,W3,W4,W5) in Ξδ which solves (2.35)–(2.36) and (2.40)–
(2.41). Furthermore, it follows from the deﬁnition of Ξδ that W satisﬁes the estimate (2.43) and the
compatibility condition (2.44). Hence, we complete the proof of Theorem 2.1. 
Finally, we prove Theorem 1.1.
Proof of Theorem 1.1. It follows from Theorem 2.1 that the system (2.26)–(2.28) with (2.22) has a
unique solution
(
U1(z),U2(z), P (z), S(z);ψ(z2)
)
,
which satisﬁes
∥∥(U1(z),U2(z), P (z), S(z))− (U˜+0 (z),0, P˜+0 (z), S+0 )∥∥C2,α(E¯+) + ‖ψ − r0‖C3,α [0,θ0]
 Cε (5.30)
and ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂z2U1(z1,0) = ∂z2U1(z1, θ0) = 0,
U2(z1,0) = ∂2z2U2(z1,0) = U2(z1, θ0) = 0,
∂z2 P (z1,0) = ∂z2 P (z1, θ0) = 0,
∂z2 S(z1,0) = ∂z2 S(z1, θ0) = 0,
ψ ′(0) = ψ(3)(0) = ψ ′(θ0) = 0.
(5.31)
This implies that the system (2.12) with (2.13)–(2.15) has a unique solution (U1(r, θ),U2(r, θ),
P (r, θ), S(r, θ);ψ(θ)) which satisﬁes
∥∥(U1(r, θ),U2(r, θ), P (r, θ), S(r, θ))− (Uˆ+0 (r),0, Pˆ+0 (r), S+0 )∥∥C2,α(R¯+) + ‖ψ − r0‖C3,α [0,θ0]
 Cε (5.32)
and
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⎪⎪⎪⎪⎩
∂θU1(r,0) = ∂θU1(r, θ0) = 0,
U2(r,0) = ∂2θ U2(r,0) = U2(r, θ0) = 0,
∂θ P (r,0) = ∂θ P (r, θ0) = 0,
∂θ S(r,0) = ∂θ S(r, θ0) = 0,
ψ ′(0) = ψ(3)(0) = ψ ′(θ0) = 0.
(5.33)
In addition, due to (2.1)–(2.2), the solution to the problem (1.1) with (1.2)–(1.5) has such a form
(S+, P+)(x1, x2, x3) = (S, P )
(√
x21 + x22 + x23,arcsin
( √x22 + x23√
x21 + x22 + x23
))
,
u+1 (x1, x2, x3) = U1
(√
x21 + x22 + x23,arcsin
( √x22 + x23√
x21 + x22 + x23
))
x1√
x21 + x22 + x23
+ U2
(√
x21 + x22 + x23,arcsin
( √x22 + x23√
x21 + x22 + x23
)) √x22 + x23√
x11 + x22 + x23
,
u+2 (x1, x2, x3) = U1
(√
x21 + x22 + x23,arcsin
( √x22 + x23√
x21 + x22 + x23
))
x2√
x21 + x22 + x23
− U2
(√
x21 + x22 + x23,arcsin
( √x22 + x23√
x21 + x22 + x23
))
x1x2√
x21 + x22 + x23
√
x22 + x23
,
u+3 (x1, x2, x3) = U1
(√
x21 + x22 + x23,arcsin
( √x22 + x23√
x21 + x22 + x23
))
x3√
x21 + x22 + x23
− U2
(√
x21 + x22 + x23,arcsin
( √x22 + x23√
x21 + x22 + x23
))
x1x3√
x21 + x22 + x23
√
x22 + x23
,
(5.34)
and the shock position x1 = η(x2, x3) is given by the following implicit function
G(x1, x2, x3) ≡
√
x21 + x22 + x23 − ψ
(
arcsin
( √x22 + x23√
x21 + x22 + x23
))
= 0, (5.35)
where
∂x1G =
x1√
x21 + x22 + x23
+ ψ ′
(
arcsin
( √x22 + x23√
x21 + x22 + x23
)) √x22 + x23
x21 + x22 + x23
> 0
holds true due to ‖ψ ′‖C2,α [0,θ ]  Cε.0
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+
2 (x), u
+
3 (x), P
+(x), S+(x)) ∈ C2,α(Ω¯+) and satisﬁes the
estimates in Theorem 1.1.
Finally, we prove η(x2, x3) ∈ C3,α( S¯e) and satisﬁes (i) of Theorem 1.1.
Since the shock surface x1 = η(x2, x3) is determined by (5.35), then
∥∥η −√r20 − x22 − x23∥∥L∞(Se)  C‖ξ − r0‖L∞[0,1]  Cε. (5.36)
On the other hand, η(x2, x3) satisﬁes the Rankine–Hugoniot conditions (1.2), then
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂x2η =
[ρu1u2][P + ρu23] − [ρu1u3][ρu2u3]
[P + ρu22][P + ρu23] − [ρu2u3]2
,
∂x3η =
[ρu1u3][P + ρu22] − [ρu1u2][ρu2u3]
[P + ρu22][P + ρu23] − [ρu2u3]2
.
(5.37)
Similarly, η0(x2, x3) =
√
r20 − x22 − x23 also satisﬁes (5.38) when the solution (ρ±, P±,u±) is re-
placed by the corresponding background solution in (5.37).
Therefore, by (5.36), the interpolation theorem in Hölder space and a direct computation, one has
∥∥∇x2,x3(η(x2, x3) −
√
r20 − x22 − x23
)∥∥
C2,α( S¯e)
 C
(
ε + ∥∥∇x(S+0 , Pˆ+0 , uˆ+1,0, uˆ+2,0, uˆ+3,0)∥∥C2,α∥∥η −
√
r20 − x22 − x23
∥∥
C1,α( S¯e)
)
 C
(
ε + ∥∥η −√r20 − x22 − x23 ∥∥L∞(Se))+ 12
∥∥∇x2,x3(η −
√
r20 − x22 − x23
)∥∥
C2,α( S¯e)
.
This shows that x1 = η(x2, x3) satisﬁes the estimate (i) in Theorem 1.1. Thus we complete the proof
of Theorem 1.1. 
Appendix A
In this appendix, we provide some detailed information needed in Section 2.
Lemma A.1. For g˜i (i = 1,2) given in (2.19) and W j (1 j  5) deﬁned in (2.33), we have
g˜1 = B1W5 + R1(W ),
g˜2 = B2W5 + R2(W ), (A.1)
where
B1 = 2 cvρ
−
0 U
−
0 c
2(ρˆ+0 , Sˆ
+
0 )
r0((Uˆ
+
0 )
2 − c2(ρˆ+0 , Sˆ+0 ))
(
U−0 (r0)
((
Uˆ+0 (r0)
)2 + 1
γ − 1c
2(ρˆ+0 , Sˆ+0 )
)
− Uˆ+0 (r0)
((
Uˆ+0 (r0)
)2 + 2
γ − 1c
2(ρˆ+0 , Sˆ+0 )
))
,
B2 = 2 (γ − 1)cv
r0
(ρ−0 U
−
0 )(r0)
Pˆ+(r )
(
Uˆ+0 (r0) − U−0 (r0)
)
> 0.0 0
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Ri(W ) = O
(∣∣W (0, z2)∣∣2) and ∂z2 Ri(W )(0) = ∂z2 Ri(W )(θ0) = 0 for i = 1,2. (A.2)
Proof. It follows from (2.13) and (2.33) that on z1 = 0,
⎧⎪⎪⎨
⎪⎪⎩
ρU1 − ρ˜+0 U˜+0 =
(
ρ−0 U
−
0
)(
ψ(z2)
)− (ρ−0 U−0 )(r0) + O (1)W 22 ,(
ρU21 + P
)− (ρ˜+0 (U˜+0 )2 + P˜+0 )
= (ρ−0 (U−0 )2 + P−0 )(ψ(z2))− (ρ−0 (U−0 )2 + P−0 )(r0) + O (1)W 22 .
(A.3)
In addition, by the equation of state and Bernoulli’s law (2.22), we can consider U1 and ρ as the
functions of (W2, P , S) as
U1 = U1(W2, P , S), ρ = ρ(W2, P , S). (A.4)
A direct computation yields
∂(ρU1)
∂(P , S)
∣∣∣∣
(0, P˜+0 ,S
+
0 )
=
(
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
U˜+0 c2(ρ˜
+
0 , S
+
0 )
,−
(U˜+0 )2 + 1γ−1c2(ρ˜+0 , S+0 )
cv U˜
+
0 c
2(ρ˜+0 , S
+
0 )
P˜+0
)
, (A.5)
∂(ρU21 + P )
∂(P , S)
∣∣∣∣
(0, P˜+0 ,S
+
0 )
=
(
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
c2(ρ˜+0 , S
+
0 )
,−
(U˜+0 )2 + 2γ−1c2(ρ˜+0 , S+0 )
cvc2(ρ˜
+
0 , S
+
0 )
P˜+0
)
. (A.6)
Then,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
U˜+0 c2(ρ˜
+
0 , S
+
0 )
W3 −
(U˜+0 )2 + 1γ−1c2(ρ˜+0 , S+0 )
cv U˜
+
0 c
2(ρ˜+0 , S
+
0 )
P˜+0 W4
= −2 (ρ
−
0 U
−
0 )(r0)
r0
W5(z2) + O
(|W |2),
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
c2(ρ˜+0 , S
+
0 )
W3 −
(U˜+0 )2 + 2γ−1c2(ρ˜+0 , S+0 )
cvc2(ρ˜
+
0 , S
+
0 )
P˜+0 W4
= −2 (ρ
−
0 (U
−
0 )
2)(r0)
r0
W5(z2) + O
(|W |2).
(A.7)
Solving (A.7) yields
W3(0, z2) = B1W5(z2) + O
(∣∣W (0, z2)∣∣2), (A.8)
W4(0, z2) = B2W5(z2) + O
(∣∣W (0, z2)∣∣2), (A.9)
where
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−
0 U
−
0 )(r0)
r0(c2(ρ˜
+
0 , S
+
0 ) − (U˜+0 )2)(r0)
(
U˜+0
((
U˜+0
)2 + 2
γ − 1c
2(ρ˜+0 , S+0 )
)
− U˜−0
((
U˜+0
)2 + 1
γ − 1c
2(ρ˜+0 , S+0 )
))
(r0),
B2 = 2 (γ − 1)cv
r0
(ρ−0 U
−
0 )(r0)
P˜+0 (r0)
(
U˜−0 (r0) − U+0 (r0)
)
.
On the other hand, it follows from the compatibility conditions in Ξδ , (A.7) and a direct computa-
tion (A.2) holds true. This proves Lemma A.1. 
Lemma A.2. Let
G  2γ
(
X0 + 1− ψ(z2)
r(X0 + 1− r0)
PU21
U21 − c2(ρ, S)
− Pˆ
+
0 (Uˆ
+
0 )
2
(z1 + r0)((Uˆ+0 )2 − c2(ρˆ+0 , Sˆ+0 ))
)
.
Then G has such an expression
G = B3(z1)W3 + B4(z1)W4 + B5(z1)W5 + R3(W ), (A.10)
where
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
B3(z1) = 2γ
(z1 + r0)ρˆ+0 (c2(ρˆ+0 , Sˆ+0 ) − (Uˆ+0 )2)2
× (ρˆ+0 (Uˆ+0 )4 − P+0 (Uˆ+0 )2 + 2 Pˆ+0 c2(ρˆ+0 , Sˆ+0 ))> 0,
B4(z1) =
2γ ( Pˆ+0 )2((Uˆ
+
0 )
2 + 2γ−1c2(ρˆ+0 , Sˆ+0 ))
cv(z1 + r0)ρˆ+0 (c2(ρˆ+0 , Sˆ+0 ) − (Uˆ+0 )2)2
> 0,
B5(z1) = 2γ (X0 + 1) P˜
+
0 (U˜
+
0 )
2
(X0 + 1− r0)(z1 + r0)2(c2(ρ˜+0 , S+0 ) − (U˜+0 )2)
> 0
(A.11)
and
R3(W ) = O
(∣∣W (z)∣∣2). (A.12)
Furthermore, if W ∈ Ξδ , then
∂z2 R3(z1,0) = ∂z2 R3(z1, θ0) = 0. (A.13)
Proof.
G = 2γ (U˜
+
0 )
2
(z1 + r0)((U˜+0 )2 − c2(ρ˜+0 , S+0 ))
W3 + 2γ
2 Pˆ+0
z1 + r0
(Uˆ+0 )2 + 2γ−1c2(ρˆ+0 , Sˆ+0 )
(c2(ρˆ+0 , Sˆ
+
0 ) − (Uˆ+0 )2)2
(
P
ρ
− Pˆ
+
0
ρˆ+0
)
+ 2γ (X0 + 1) P˜
+
0 (U˜
+
0 )
2
(X + 1− r )(z + r )2(c2(ρ˜+, S+) − (U˜+)2)W5 + O
(|W |2)0 0 1 0 0 0 0
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+
0 )
2
(z1 + r0)((U˜+0 )2 − c2(ρ˜+0 , S+0 ))
W3
+ 2γ
2 P˜+0
z1 + r0
(U˜+0 )2 + 2γ−1c2(ρ˜+0 , S+0 )
(c2(ρ˜+0 , S
+
0 ) − (U˜+0 )2)2
×
(
1
ρ˜+0
W3 − P˜
+
0
(ρ˜+0 )2
(
1
c2(ρ˜+0 , S
+
0 )
W3 − P˜
+
0
cvc2(ρ˜
+
0 , S
+
0 )
W4
))
+ 2γ (X0 + 1) P˜
+
0 (U˜
+
0 )
2
(X0 + 1− r0)(z1 + r0)2(c2(ρ˜+0 , S˜+0 ) − (U˜+0 )2)
W5 + O
(|W |2)
= B1(z1)W3 + B2(z1)W4 + B3(z1)W5 + R3(W ), (A.14)
where the coeﬃcients Bi(z1) (i = 4,5,6) and the error term R3(W ) are given in (A.11) and (A.12).
In addition, (A.13) can be directly obtained from the expression of G(z), ﬁxed wall boundary con-
ditions and axi-symmetric assumption. Thus the proof of Lemma A.2 is completed. 
Appendix B
In this appendix, we will give some elementary facts which are used frequently in Sections 3–5 to
deal with the singular terms in Sections 3–5.
We also use the notations for Ei (i = 1,2) as in the beginning of Section 4.
Lemma B.1. Set φ(x2, x3) = (ctg
√
x22 + x23 − 1√
x22+x23
) x2√
x32+x23
. Then it holds that
‖φ‖C0,1(E¯2)  C . (B.1)
Proof. Rewrite φ(x2, x3) as
φ(x2, x3) =
∫ 1
0 (cos(
√
x22 + x23 ) − cos(s
√
x22 + x23 ))ds
sin(
√
x22 + x23 )
x2√
x22 + x23
= 2x2√
x22 + x23
∫ 1
0 sin(
s+1
2
√
x22 + x23 ) sin( s−12
√
x22 + x23 )ds
sin(
√
x22 + x23 )
.
It is easy to see that
‖φ‖L∞(E¯2)  C . (B.2)
For any two points (x21, x31) and (x22, x32) in the domain E2, it follows from a direct computation
that
φ(x21, x31) − φ(x22, x32) = I1 + I2 + I3, (B.3)
where
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(
ctg
(√
x221 + x231
)− 1√
x221 + x231
)
x21 − x22√
x221 + x231
,
I2 = −
(
ctg
(√
x221 + x231
)− 1√
x221 + x231
)
x22((x21 − x22)(x21 + x22) + (x31 − x32)(x31 + x32))√
x221 + x231
√
x222 + x232(
√
x221 + x231 +
√
x222 + x232)
,
I3 = x22√
x222 + x232
(
ctg
(√
x221 + x231
)− 1√
x221 + x231
− ctg(√x222 + x232 )+ 1√
x222 + x232
)
.
To this end, we only estimate I3 since I1 and I2 can be treated similarly.
For notational convenience, we deﬁne R1 =
√
x221 + x231 and R2 =
√
x222 + x232, and assume that
R1  R2 without loss of generality. Then a direct computation yields
|I3|
∣∣∣∣ R1R2 sin(R2 − R1) − sin(R1) sin(R2)(R2 − R1)R1R2 sin(R1) sin(R2)
∣∣∣∣.
Since
∣∣R1R2 sin(R2 − R1) − sin(R1) sin(R2)(R2 − R1)∣∣
=
∣∣∣∣∣R1R2(R2 − R1)
1∫
0
1∫
0
(
cos
(
s(R2 − R1)
)− cos(sR1) cos(tR2))dsdt
∣∣∣∣∣
 R1R2|R2 − R1|
(
2 sin(R2) sin(R2) + sin(R1) sin(R2)
)
,
then one has
|I3| C |R1 − R2|
and further
∣∣φ(x21, x31) − φ(x22, x32)∣∣ C |R1 − R2|. (B.4)
Combining (B.4) with (B.2) yields Lemma B.1. 
Remark B.1. The analysis in the proof of Lemma B.1 implies that
∥∥∥∥ctg(
√
x22 + x23
)− 1√
x22 + x23
∥∥∥∥
C0,1(E¯2)
 C .
Lemma B.2.
(i) For φ(z1, z2) ∈ Cα(E¯+) with 0 < α < 1, then there exists a constant C > 1 such that
1 ∥∥φ(x1,√x22 + x23 )∥∥Cα(E¯ )  ‖φ‖Cα(E¯+)  C∥∥φ(x1,
√
x22 + x23
)∥∥
Cα(E¯ ). (B.5)C 1 1
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C > 1 such that
1
C
∥∥φ(x1,√x22 + x23 )∥∥Ck,α(E¯1)  ‖φ‖Ck,α(E¯+)  C∥∥φ(x1,
√
x22 + x23
)∥∥
Ck,α(E¯1)
. (B.6)
(ii) If φ(z1, z2) ∈ Ck,α(E¯+) with k = 1 or k = 2 and φ(z1,0) = 0, then there exists a constant C > 1 such
that
∥∥ctg(z2)φ∥∥Ck−1,α(E¯+)  C‖φ‖Ck,α(E¯+), k = 1 or k = 2. (B.7)
Proof. Since (B.5)–(B.6) can be veriﬁed directly, so we omit the details here. It remains to show (B.7).
Since φ(z1,0) = 0, one has
ctg(z2)φ = cos(z2) z2
sin z2
1∫
0
∂z2φ(z1, sz2)ds = cos(z2)
(
1+ z2 − sin z2
sin z2
) 1∫
0
∂z2φ(z1, sz2)ds.
This yields for k = 1 or 2,
∥∥ctg(z2)φ∥∥Ck−1,α(E¯+)  C
(
1+
∥∥∥∥ z2 − sin z2sin z2
∥∥∥∥
Ck−1,α [0,θ0]
)
‖∂z2φ‖Ck−1,α(E¯+). (B.8)
Since
d
dz2
(
z2 − sin z2
sin z2
)
= 1− cos z2
sin z2
− z2 − sin z2
(sin z2)2
cos z2,
d2
dz22
(
z2 − sin z2
sin z2
)
= 1+ z2 − sin z2
sin z2
− 2cos z2(1− cos z2)
(sin z2)2
+ 2(cos z2)
2(z2 − sin z2)
(sin z2)3
,
then we can verify that
∥∥∥∥ z2 − sin z2sin z2
∥∥∥∥
C1,1[0,θ0]
 C . (B.9)
Combining (B.9) with (B.8) yields (B.7) for k = 1 or k = 2. Thus, Lemma B.2 is proved. 
Lemma B.3. If F (z) ∈ Cα(E¯+), then the function
V (z) = 1
sin z2
z2∫
0
sin sF (z1, s)ds
satisﬁes
∥∥∂z2V (z)∥∥Cα(E¯+)  C‖F‖Cα(E¯+). (B.10)
Furthermore, if F (z) ∈ C1,α(E¯+) and ∂z2 F (z1,0) = 0, then V (z) satisﬁes
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and
∂2z2V (z2,0) = 0. (B.12)
Proof. V (z) can be rewritten as
V (z) = 1
sin z2
z2∫
0
sin s
(
F (z1, s) − F (z1,0)
)
ds + tan
(
z2
2
)
F (z1,0). (B.13)
A direct computation yields
∥∥∥∥∂kz2
(
tan
(
z2
2
)
F (z1,0)
)∥∥∥∥
Cα(E¯+)
 C‖F‖Cα(E¯+) for k = 1 or k = 2. (B.14)
Based on (B.13)–(B.14), in order to show Lemma B.3, it suﬃces to consider the case of F (z1,0) = 0
in (B.10) and F (z1,0) = ∂z2 F (z1,0) = 0 in (B.11) respectively.
First, we prove (B.10) with F (z1,0) = 0.
It follows from a direct computation that
∂z2V = F (z1, z2) − I4 cos z2, (B.15)
where
I4 = 1
sin z2
z2∫
0
sin sF (z1, s)ds. (B.16)
Since
∂z2 I4 = F (z1, z2) −
1
(sin z2)2
z2∫
0
sin sF (z1, s)ds,
then it follows from (B.16) that
{‖I4‖Cα(E¯+)  C‖F‖Cα(E¯+) + ‖∂z2 I4‖L∞(E+)  C‖F‖Cα(E+),
I4(z1,0) = 0. (B.17)
Combining (B.17) with (B.15) yields (B.10).
Next, we prove (B.11) in the case of F (z1,0) = ∂z2 F (z1,0) = 0.
It follows from (B.13) that
∂2z2V = I5 + I6 cos z2 + I7,
where
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(sin z2)3
z2∫
0
sin sF (z1, s)ds,
I6 = − 1
sin z2
F (z1, z2),
I7 = ∂z2 F (z) − 2I4.
We now estimate Ii (5 i  7).
It follows from (B.17) and the condition ∂z2 F (z1,0) = 0 that
{‖I7‖Cα(E¯+)  C‖F‖C1,α(E¯+),
I7(z1,0) = 0. (B.18)
In addition, since F (z1,0) = 0, so
I6 = − 1
sin z2
F (z1, z2) =
(
1− z2 − sin z2
sin z2
) 1∫
0
∂z2 F (z1, sz2)ds.
By (B.9) in Lemma B.2, one has
{‖I6‖Cα(E¯+)  C‖F‖C1,α(E¯+),
I6(z1,0) = 0. (B.19)
Finally, we deal with I5.
Since F (z1,0) = ∂z2 F (z1,0) = 0, then
I5 = 2
(sin z2)3
z2∫
0
sin s
( 1∫
0
(
∂z2 F (z1, ts) − ∂z2 F (z1,0)
)
dt
)
s ds. (B.20)
This derives
‖I5‖L∞(E+)  C‖F‖C1(E¯+). (B.21)
Furthermore, for any two different points z21 and z22 in (0, θ0], we have
I5(z1, z21) − I5(z1, z22)
= 2
(sin z21)3
z21∫
z22
sin s
( 1∫
0
(
∂z2 F (z1, ts) − ∂z2 F (z1,0)
)
dt
)
s ds
− 2(sin z21 − sin z22)((sin z21)
2 + sin z21 sin z22 + (sin z22)2)
(sin z21 sin z22)3
×
z22∫
sin s
( 1∫ (
∂z2 F (z1, ts) − ∂z2 F (z1,0)
)
dt
)
s ds.0 0
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∣∣I5(z1, z21) − I5(z1, z22)∣∣ C |z21 − z22|α‖F‖C1,α(E¯+).
Combining this with (B.20)–(B.21) yields
‖I5‖Cα(E¯+)  C‖F‖C1,α(E¯+). (B.22)
On the other hand, due to ∂z2 F (z1,0) = 0, then it follows from (B.20) that
I5(z1,0) = 0. (B.23)
Thus, (B.11)–(B.12) follows from (B.18)–(B.19) and (B.22)–(B.23) together with (B.13). Thus,
Lemma B.3 follows. 
Lemma B.4.
(i) For φ(z1, z2) ∈ Ck,α(E¯+) with k = 0 or k = 1 and φ(z1,0) = 0, then
3∑
i=2
∥∥∥∥ xi√
x22 + x23
φ
(
x1,
√
x22 + x23
)∥∥∥∥
Ck,α(E¯1)
 C
∥∥φ(z1, z2)∥∥Ck,α(E¯+) for k = 0 or k = 1. (B.24)
(ii) For φ ∈ C2,α(E¯+) and φ(z1,0) = ∂2z2φ(z1,0) = 0, then
3∑
i=2
∥∥∥∥ xi√
x22 + x23
φ
(
x1,
√
x22 + x23
)∥∥∥∥
C2,α(E¯1)
 C
∥∥φ(z1, z2)∥∥C2,α(E¯+). (B.25)
Proof. Set Vi(x1, x2, x3) = xi√
x22+x23
φ(x1,
√
x22 + x23) (i = 2,3). Then
‖Vi‖L∞(E1) 
∥∥φ(z)∥∥L∞(E+), i = 2,3. (B.26)
Due to the terms of V2 and V3, it suﬃces to treat V2.
First, we prove (B.24).
For any two different points (x11, x21, x31) and (x12, x22, x32) in the domain E1, without loss of
generality, we assume |x21| |x22|, then
V2(x11, x21, x31) − V2(x12, x22, x32)
= x21√
x221 + x231
φ
(
x11,
√
x221 + x231
)− x22√
x222 + x232
φ
(
x12,
√
x222 + x232
)
= J1 + J2 + J3, (B.27)
where
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
J1 = x21 − x22√
x221 + x231
φ
(
x11,
√
x221 + x231
)
,
J2 = − x22((x21 − x22)(x21 + x22) + (x31 − x32)(x31 + x32))√
x221 + x231
√
x222 + x232(
√
x221 + x231 +
√
x222 + x232)
φ
(
x11,
√
x221 + x231
)
,
J3 = x22√
x222 + x232
(
φ
(
x11,
√
x221 + x231
)− φ(x12,√x222 + x232 )).
Since φ(z1,0) = 0 and |x21| |x22| by assumption, a direct computation yields
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
| J1| [φ]α (|x21| + |x22|)
1−α
(x221 + x222)
1−α
2
|x21 − x22|α  21−α[φ]α |x21 − x22|α,
| J2| 2[φ]α |x22|(|x21 − x22| + |x31 − x32|)
(x221 + x231)
1−α
2
√
x222 + x232
 23−α[φ]α
(|x21 − x22|α + |x31 − x32|α),
| J3| [φ]α
(
(x11 − x12)2 + (x21 − x22)2 + (x31 − x32)2
) α
2 .
(B.28)
Combining (B.28) with (B.26) and (B.27) yields
‖V2‖Cα(E¯1)  C‖φ‖Cα(E¯+). (B.29)
For φ ∈ C1,α(E¯+) and φ(z1,0) = 0, we have
∂x1V2 =
x2√
x22 + x23
∂z1φ
(
x1,
√
x22 + x23
)
,
∂x2V2 =
x23√
x22 + x23
3
φ
(
x1,
√
x22 + x23
)+ x22
x22 + x23
∂z2φ
(
x1,
√
x22 + x23
)
,
∂x3V2 = −
x2x3√
x22 + x23
3
φ
(
x1,
√
x22 + x23
)+ x2x3
x22 + x23
∂z2φ
(
x1,
√
x22 + x23
)
.
Next, it is only required to analyze ∂x2 V2 since the treatments on ∂x1V2 and ∂x3V2 are analogous.
Rewrite ∂x2 V2 as
∂x2V2 = J5 + J6,
where
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
J5 = x
2
3
x22 + x23
1∫
0
(
∂z2φ
(
x1, θ
√
x22 + x23
)− ∂z2φ(x1,
√
x22 + x23
))
dθ,
J6 = ∂z2φ
(
x1,
√
x22 + x23
)
.
Set
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(
x1,
√
x22 + x23
)=
1∫
0
(
∂z2φ
(
x1, θ
√
x22 + x23
)− ∂z2φ(x1,
√
x22 + x23
))
dθ.
Obviously, V¯ (x1,0) = 0. Subsequently, applying the same argument as for (B.29) yields
‖ J5‖Cα(E2)  C‖φ‖C1,α(E1). (B.30)
In addition, by (B.5) in Lemma B.2, one has
‖ J6‖Cα(E2)  C‖φ‖C1,α(E1). (B.31)
∂x1V2 and ∂x3V2 can be estimated similarly. These, together with (B.29), yield (B.24).
Next, we show (B.25).
For φ(z) ∈ C2,α(E1) and φ(z1,0) = ∂2z2φ(z1,0) = 0, one has
∂2x1V2 =
x2√
x22 + x23
∂2z1z1φ
(
x1,
√
x22 + x23
)
,
∂2x1x2V2 =
x23√
x22 + x23
3
∂z1φ
(
x1,
√
x22 + x23
)+ x22
x22 + x23
∂2z1z2φ
(
x1,
√
x22 + x23
)
= x
2
3
x22 + x23
1∫
0
(
∂2z1z2φ
(
x1, θ
√
x22 + x23
)− ∂2z1z2φ(x1,
√
x22 + x23
))
dθ + ∂2z1z2φ
(
x1,
√
x22 + x23
)
,
∂2x1x3V2 = −
x2x3√
x22 + x23
3
∂z1φ
(
x1,
√
x22 + x23
)+ x2x3
x22 + x23
∂2z1z2φ
(
x1,
√
x22 + x23
)
.
It follows from φ(z1,0) = 0, ∂2z1φ(z1,0) = 0 and (B.29) that∥∥∂2x1V2∥∥Cα(E1)  C‖φ‖C2,α(E1). (B.32)
By similar estimates as for (B.30)–(B.31), we can arrive at
3∑
i=2
∥∥∂2x1xi V2∥∥Cα(E1)  C‖φ‖C2,α(E1). (B.33)
Similar bounds apply to ∂2xi x j V2 (i, j = 2,3).
Therefore, (B.25) follows from (B.32)–(B.33) and (B.24). 
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