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One difficulty to find the fastest route in route planning is how to determine the 
precise travel time on each road. In the real world, the travel time of each road varies 
with time, weather condition and many other factors. The thesis aims at studying 
route planning algorithms that use statistical models to predict the changes of travel 
time for each road and calculate the fastest route. Using the historical data of main 
roads in Washington D.C. area, the thesis studied major factors that would affect the 
travel time. Different statistical models are presented and compared to fit the travel 
time of each road. Then the LASSO regression model is chosen, and different 
predictive route planning algorithms are introduced to fulfill our goal. Finally, 
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Chapter 1: Introduction 
Motivation 
Traffic congestion has become a matter of concern to all of us, and it is one of 
the leading factors that restrict the normal operation of our society and economy 
(Arnott, 2001). Not all roads in a road system are crowded during rush hours. 
Exhaustively allocating road resource, such as guiding drivers to use roads with less 
traffic, would help to relieve the traffic pressure. Traffic condition would be different 
in different periods of a day. For example, I-495, which is a part of Washington D.C. 
beltway, is extremely busy during rush hours. Moreover, traffic conditions of a road 
on different sides would also vary from each other. For example, traffic into 
Washington, D.C. on the road I-395 in Virginia is heavy in the morning, while the 
traffic out of Washington, D.C. on I-395 is massive in the evening. In this case, 
highways cannot be merely given higher priority by automotive navigation systems to 
ordinary roads at any time of a day. Sometimes, traveling through certain ordinary 
roads is fast than taking highways. Also, drivers should be informed to avoid taking 
the roads that are crowded during their travel. 
Furthermore, the traffic condition and weather condition of different roads 
would keep changing during our journey. For a long-distance trip that might take 
several hours, the weather conditions of various road pieces could significantly vary 
from each other. The traffic condition of different road pieces might also change from 
the time point when the route is planned to the moment when the car is traveling to 





roads we are going to travel to and avoid taking the routes that would be busy in the 
future. 
This thesis aims at studying the predictive route planning problem, which 
considers the shortest travel time between our starting point and the destination. We 
require a predictive route planning method that can take real-time traffic and weather 
conditions into consideration, predict their changes, and evaluate their effect on our 
travel time at the very beginning. 
Background 
In the late 1980s, people introduced electronic technology, communication 
technology, and computer technology into the transportation system, which can 
improve traffic congestion, traffic safety, and road accident rescue. Such system is 
named as the intelligent transportation system. Route Planning is one of the most 
significant parts of the intelligent transportation system (Wootton, García-Ortiz, & 
S.M., 1995). It is responsible for finding a minimum-cost path for the users, which 
can either be the shortest distance or the least travel time from the origin to the 
destination. With the increasingly complex traffic environment nowadays, a well-
planned route is essential because it can not only help personal users save their time 
during their journeys but also can create economic value for companies. 
We already have multiple efficient point-to-point shortest path algorithms to 
help us fulfill our demand to find the desired path. Dijkstra’s algorithm and A* 
Search are two widely used methods for detecting the optimum route. The difficulty 
of applying these route planning methods to solve our real-world route planning 





travel time on each road in this thesis. Performing data analysis and obtaining the 
statistical models of the travel time on different roads can help us make judgments 
and take optimal actions to choose the best path. In 2012, a group of engineers from 
IBM tackled traffic congestion problems in Boston by merging multiple data streams 
to predict the traffic conditions of different roads in a day (IBM Corporation, 2012). 
They used the data captured from citizen’s cell phones, street sensors, and 
surveillance cameras to analyze the traffic data. By using the acquired results, they 
successfully helped people in Boston plan their traveling routes to avoid congested 
roads and make the city smarter. 
The success story gives us an example that by analyzing historical traffic data, 
we can find the major factors that would affect the travel time of different roads. By 
performing statistical analysis, we would get the quantitative relationships between 
these factors and obtain the predictive models for the travel time.  
Scope of Work 
In our thesis, we are going to do some surveys on different statistical models. 
Also, we will modify and implement some existing route planning methods. We want 
to combine these techniques to solve the predictive route planning problem. 
The main scope of the work can be divided into two parts. The first part is to 
select, gather, and analyze the traffic data and weather data. We are going to select 
some highways and main streets in Washington D.C. area. After we have retrieved all 
the data we need, we will implement different statistical models, including linear 
regression, LASSO regression, generalized linear model, and sure independence 





validation to compare the accuracy of each model and choose a best fit traffic model 
for each road. 
The second part of this thesis is to use the traffic model we obtained to 
implement the predictive route planning. We will first use traditional route planning 
algorithms like Dijkstra’s Algorithm to solve our problem. Then we are going to 
explore deterministic approximate dynamic programming. 
Structure of the Thesis 
The first chapter states the research problem and some background of the 
research question. It also gives us an outline of the order of information in the thesis. 
In Chapter 2, we focus on the data analysis of the traffic and weather 
information of some main roads in Washington D.C. area. We first present how we 
selected the roads and dates that we are going to study. We also show the relevant 
data we retrieved in section 1. In section 2, we talk about the 4 different kinds of 
statistical models. We discuss how to use LASSO regression and sure independence 
screening to select the most significant factors to the travel time. In the last section, 
we show how to use cross-validation to compare these models and make the 
conclusion which model is the best fit for our problem. 
Predictive route planning algorithms are presented in Chapter 3. We first 
introduce some basic concepts from graph theory. Then we discuss some common 
techniques that are widely used in solving shortest path problems, including breadth-
first search, depth-first search, and Dijkstra’s algorithm. In the 2nd section, we show 
how we used these traditional methods to find the fastest travel path in our road 





dynamic programming. We also show how to apply approximate dynamic 
programming to our question in the last section. 
In Chapter 4, we perform the analysis of algorithms which are mentioned in the 
previous chapter. We discuss the space complexity of the algorithms and introduce a 
method to reduce the memory space required. Also, we calculate the computational 
time of each of the predictive route planning algorithms. We compare the algorithms 
and see how they perform in different road networks with different numbers of nodes 
and arcs. We also test these algorithms to run multiple times and see their long-term 
performance. Finally, we present how our program fulfills the aim of the thesis, 
which is to give us different optimal routes with the same origin and destination to 
avoid some crowded roads during different time periods of a day. 
We conclude some finding to our predictive route planning methods in our last 
chapter, which is the Chapter 5. Also, we put forward some ideas on possible future 









Chapter 2: Model Analysis 
 In this chapter, we introduce different statistical models for the roads in 
Washington D.C. area. We will talk about how we select the roads and analyze the 
most significant factors that would affect the travel time on these roads. The chapter 
is divided into three sub-sections. In section 1, we first take a brief look at how other 
researchers studied the influencing factors of traffic conditions. Then we collect 
traffic data and weather data based on their conclusions. In the 2nd section, we 
introduced 3 different types of regression models, which are Linear Regression, 
LASSO Regression, and Generalized Linear Model. Also, we apply Sure 
Independence Screening to screen out the less significant factors in our models. We 
used R to run these methods on our data and built four different kinds of traffic 
models to calculate the travel time on different roads. In our last section, we 
compared these four kinds of models by using cross-validation and selected the most 
suitable model for our road network. Through building and comparing these models, 
we obtained the predictive functions that can help us calculate the travel time of 
different roads, which will be used to support the predictive route planning methods 
to find the most time-saving route in the next chapter. 
Data Collection 
Roads and Factors Selection 
In this part, we are going to look through the functional classification of roads, 
which is to group the roads with the same features together, and the analysis of the 





which roads we are going to study and what kinds of factors we need to collect for 
building our models.  




US Business Route 
State Route in dense urban areas 
Secondary 
State Route 
State Business Route 





National Scenic Byway 
Unclassified Minor Road 
We can categorize the roads according to their functions and capacities to 
achieve management aims to ensure traffic flows freely and safely. In the United 
States and Canada, the basic hierarchy comprises freeways, arterials, collectors, and 
local road (U.S. Department of Transportation, Federal Highway Administration, 
1974). According to the definitions of these four types of roads, freeways are 
typically designed for high-speed vehicular traffic. The primary function of an arterial 
road is to deliver traffic from collector roads to freeways. Collector roads are 
designed to provide access to residential properties, and the local roads are some 





administrative system further defined the four levels that the roads can be classified 
into, which are presented in table 2.1. 
Usually, the first two types of roads are responsible for a large amount of traffic 
travel every day. Traffic jams happening on these roads might decrease the efficiency 
of daily economic activities and deteriorate the urban transportation system (Bureau 
of Transportation Statistics, 2017). 
In our thesis, we will focus on the roads in D.C. area that belong to the first two 
categories. To be more specific, we will choose some US routes and state routes. 
Based on the classifications mentioned above, we are going to choose 3 roads from 
Maryland, which are (1) I-495, (2) MD-50, and (3) MD-201. We will take 3 roads 
from Virginia, which are (1) I-66, (2) I-495, and (3) I-395. Also, five roads will be 
included in our study from Washington, D.C., which are (1) DC-295, (2) DCI-295, 
(3) DCI-395, (4) George Washington Memorial Parkway, and (5) US-50. Figure 2.1 
shows us a brief view of the road network we are going to study. 
 





Lay shows us the basic concepts of the road transportation system. He studied 
the interaction of the roads, people, and the environment of the road system and 
summarizes the main factors that would affect the traffic condition, which are: (1) 
condition of the road, which is the geometry of the road, (2) performance of the 
vehicle, (3) traffic condition, (4) environment and (5) weather (Lay, 2009). 
More recently, Li used the number of passing vehicles per meter of a road in an 
hour to represent the capacity of roads. By analyzing the capacity of roads, Li studied 
different factors that would affect the traffic conditions on the road in quantity (Li, 
2012). Furthermore, he explained the most significant subfactors of these 5 main 
categories, which is shown in table 2.2. 
Table 2.2 Main factors that would affect traffic condition 
The condition of the 
road 
Lane width, the number of lanes of a road 
Lateral space of the lane 
The condition of the road surface 
Length of stadia 
The slope of the road 
Length of the ramp 
Performance of the 
vehicle 
Ability of acceleration 
Ability of deceleration 
Climbing ability 
Traffic condition 
Types of cars running on the road 
Distribution of lanes 
Changes in traffic volume 
The frequency of overtaking and 
transferring lanes 




Weather conditions. Rain, snow, etc. 
Human factors are also important in some complex transportation systems 





usually subjective and varies in different situations. Therefore, we will mainly focus 
on the factors to traffic condition mentioned above. Our next step is to collect the data 
corresponding to these factors. 
Traffic Data Collection 
RITIS is the Regional Integrated Transportation Information System. It is a data-
driven platform for transportation analysis, monitoring, and data visualization built 
and maintained by CATT Lab at the University of Maryland (CATT Lab, 2018). 
RITIS gathers traffic volume, speed, and road events from roadway sensors, radar, 
and video. It reorganizes all the data and stores them in the database as is shown in 
Figure 2.2.  
 
Figure 2.2 Operating principle of RITIS (Retrieved from Ritis.org) 
Traffic Message Channel (TMC) is a technology for delivering traffic and travel 
information to motor vehicle drivers. RITIS breaks a road into many different road 
pieces and uses name each road piece by the TMC it uses. Figure 2.3 illustrates how 
RITIS names the ID to different road pieces and distinguishes the differences between 






Figure 2.3 TMC Identifications 
Meaning of symbols: 
"P": Northbound or Eastbound, internal paths 
"N": Southbound or Westbound, internal paths 
"+": Northbound or Eastbound, external paths 
"-": Southbound or Westbound, external paths 
TMC location coding describes two types of paths for every location code: 
“internal path” and “external path.” The internal path refers to the area just past the 
decision point or intersection at which the TMC code was placed (for example, a 
freeway off-ramp), while the external path refers to the section of the road leading up 
the decision point (Rajbhandari, 2012). 
Using RITIS, we can either check real-time traffic data or look up historical 
information from the data archive as is shown in Figure 2.4. In our thesis, we use the 
traffic information provided by RITIS to perform data analysis. Based on Lay and 
Li’s conclusion, we are going to collect the data for the road condition from RITIS. 
Also, we will consider the average speed of cars on the adjoining road pieces. We 
will use the data of I-395, which is a part of the Capital Beltway in Virginia, as an 






Figure 2.4 User Interface of RITIS 
Figure 2.5 shows a part of the identification list for all TMCs retrieved from 
RITIS. Each road piece is given an ID and accompanied with the location, the length, 
and many other road information.  
 
Figure 2.5 Identification list for all TMCs 
Figure 2.6 shows the traffic data we retrieved from RITIS. The reference speed 





very few vehicles on the road. It corresponds to the speed typically measured around 
midnight or 1 AM. As for the confidence, note that these speeds are estimated by 
blending (1) information from vehicles equipped with GPS devices and (2) historical 
data. When the number of probe vehicles is low, more weight would be put on the 
historical data and report smaller confidence level. 
 
Figure 2.6 TMC traffic conditions 
Weather Data Collection 
Weather conditions are also main factors that would affect the transportation on 
the road (Li, 2012). We will collect weather conditions like temperature, visibility, 
precipitation, and weather events on each day during different time periods. Also, we 






Historical weather data are collected from Weather Underground, which is a 
website where weather data are stored and shared. As is shown in Figure 2.7, we 
would use the weather data in March 2017 as an example for our analysis. In which 
the temperature has a broad range between 23℉ and 80.1℉. There are 16 kinds of 
weather events in total, which are (1) Light Rain, (2) Overcast, (3) Mostly Cloudy, (4) 
Heavy Rain, (5) Scattered Clouds, (6) Partly Cloudy, (7) Unknown, (8) Light Snow, 
(9) Clear, (10) Light Freezing Rain, (11) Ice Pellets, (12) Light Ice Pellets, (13) 
Heavy Ice Pellets, (14) Rain, (15) Light Drizzle, and (16) Mist. 
We used weather information from 3 different weather observation points in 
DMV area for different roads. Roads in Virginia will use the weather information 
retrieved from Annandale, roads in Washington, D.C. will use the weather data 
observed in Washington D.C., and the roads in Maryland will use the weather data 






Figure 2.7 Illustration of historical weather data 
Data Selection, Solving, and Combination 
We introduce dummy variables to represent some discrete variables like the 
TMC sets, the day of the week, and the weather events. Figure 2.8 shows how we use 
dummy variables to represent TMCs. When the value of a variable is 0, the 
coefficient of that variable would have no impact on the predicted values.  On the 
other hand, its coefficient acts to alter the dependent variable, which is the travel time 
in our thesis, when it takes the value of 1. We also discretized the time in a day. We 






Figure 2.8 Illustration of the dummy variables of the TMC sets 
Figure 2.9 illustrates the weather data we retrieved from Weather Underground. 
We will delete the data to remove rows with missing records, such as the Heat Index. 
Also, we introduce an intermediate variable called Timer, which is calculated 
by: 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 60 × 𝐻𝐻𝐻𝐻𝐻𝐻𝑇𝑇 + 𝑀𝑀𝑇𝑇𝑀𝑀𝐻𝐻𝑀𝑀𝑇𝑇 
The time interval for the weather conditions is 20 minutes. We will combine 
traffic conditions and weather information by adding the weather information at the 
end of each row of the traffic condition list if the timer of traffic dataset falls in the 
time interval of the weather information. 
Additionally, we will take the average speed of the previous road piece and the 
average speed for the road piece after current road piece into consideration. These 







Figure 2.9 Illustration of the weather information 
Statistical Models 
Linear Regression Model 
The data, which we obtained for the road I-395 in March 2017, have multiple 
independent variables, including 55 dummy variables for the road pieces, 7 dummy 
variables for the day of the week, 24 dummy variables for the time of the day, 16 
dummy variables for different weather events, and 10 continuous variables for 10 
weather parameters such as temperature and wind speed. We are going to use these 





Multiple linear regression is our first model introduced to show the relationship 
between multiple explanatory variables and a response variable. We are going to fit 
the observed data to a linear equation, which can be represented as: 
µ𝑦𝑦 =  𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2 + ⋯+ 𝛽𝛽𝑛𝑛𝑥𝑥𝑛𝑛 
In the equation, µ𝑦𝑦 is the mean of the observed response values, which are 
represented as 𝑦𝑦𝑖𝑖.  𝑥𝑥𝑖𝑖 = (𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3,⋯ , 𝑥𝑥𝑛𝑛) are 𝑀𝑀 independent explanatory variables, 
and they are the 102 independent variables for the road I-395. The values 𝛽𝛽𝑖𝑖 =
(𝛽𝛽1,𝛽𝛽2,𝛽𝛽3,⋯ ,𝛽𝛽𝑛𝑛) are the corresponding estimated coefficients to the independent 
variables and 𝛽𝛽0 is the intercept. The residual δ𝑖𝑖 is defined as the deviation between 
the observed travel time and their calculated mean: 
δ𝑖𝑖 = 𝑦𝑦𝑖𝑖 − µ𝑦𝑦 
We will use the ordinary least squares method to estimate the coefficients which 
can minimize the sum of squared residuals: 









We will use the lm() function in R to calculate the linear regression model for 
our model. The Linear Regression Model we got for the travel time of I-395 is 
attached in Appendix A. 
Generalized Linear Model 
In linear regression, the dependent variable is a linear combination of the input 
components. Which means ordinary linear regression assumes that the response 





do not have continuous real-valued response variables, ordinary linear regression 
might not fit the model very well. 
Generalized linear model is a more flexible way of fitting the model. It allows 
the response variables whose distribution belongs to some exponential family, e.g., it 
can be Exponential, Gamma, and Binomial (Nelder & Wedderburn, 2012). The main 
idea is that generalized linear model introduces a link function g to the linear 
regression: 
µ𝑦𝑦 = g−1(𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2 + ⋯+ 𝛽𝛽𝑛𝑛𝑥𝑥𝑛𝑛) 
The coefficients in the generalized linear model, which are 𝛽𝛽𝑖𝑖, are usually 
estimated by maximum likelihood, maximum quasi-likelihood, or Bayesian 
techniques (Das & Dey, 2007). 
Table 2.3 shows us some common distributions and their link functions in the 
generalized linear model. 
Table 2.3 Common distributions and canonical link functions 
Distribution Definition Domain Link name 
Link Function 
Xβ = g(µ) 
Mean 
Function 
Normal Real: (−∞, +∞) Identity Xβ = µ µ = Xβ 
Exponential Real: 
(0, +∞) Inverse Xβ = µ




(0, +∞) Inverse Squared Xβ = µ
−2 µ = (Xβ)−1 2⁄  
Poisson Integer: 0, 1, 2, … Log Xβ = ln (µ) µ = exp (Xβ) 
Figure 2.10 shows us the histogram of the dependent variable, which is the travel 
time in our thesis, from the historical data set. It gives us a brief view of the 





The Q-Q plot shown in Figure 2.16 also supports the evidence that the data set is right 
skewed, which we will discuss later. 
 
Figure 2.10 Histogram of the dependent variable 
Gamma distribution with the “log” link function, Gamma distribution with the 
“inverse” link function, and the Inverse Gaussian distribution with the “inverse 
squared” link function are typically used to solve skewed data (Ngo, 2016). Poisson 
distribution is used for cases that have discrete variables, and it is not suitable for our 
project because the travel time is a set of continuous numbers. Therefore, we are 
going to compare the first three types of generalized linear models mentioned in this 
paragraph to see which fits our model better. 
We use the glm() function in R to calculate generalized linear models for our 





LASSO Regression Model 
Although the least square method yields an unbiased estimator, it cannot perform 
very well under multicollinearity in the independent variables. In the situation of 
collinearity, the multiple regression may change erratically in response to small 
changes in the model or the data. It will also affect the calculations regarding 
individual predictors. Therefore, we want to find a way to rule out some factors that 
are less significant to the prediction of the response variable. 
Least absolute shrinkage and selection operator (LASSO) is a widely used 
regression analysis method (Tibshirani, 1996). The main feature of LASSO 
regression is that it adds an L-1 norm into the ordinary linear regression model. The 
estimator of LASSO can be represented as: 







The characteristic of LASSO regression is that it can perform the variable 
selection and adjust the complexity of the model while fitting the generalized linear 
regression. The basic idea of LASSO is to force the sum of the absolute value of the 
regression coefficients to be smaller. Some certain coefficients would be set to zero, 
which means those factors would be picked out of the model. Take bivariate 
regression model as an example, as is shown in Figure 2.11, the shadow area is 
formed by 𝜆𝜆∑ �𝛽𝛽𝑗𝑗�
𝑝𝑝






Figure 2.11 LASSO Regression 
In the case presented in Figure 2.11, 𝛽𝛽1 will be set to 0 first while 𝛽𝛽2 remains in 
the regression model. Using this method, we can effectively choose a simpler model 
that only include the most significant coefficients. 
We are going to use the glmnet() package in R to perform the LASSO 
regression on our data. The LASSO Regression Model we calculated for the travel 
time of I-395 is attached in Appendix B. 
Sure Independence Screening 
LASSO regression is a widely used approach for variable and model selection. 
However, it has some limitations that it may not perform well in high dimensional 
settings, which means when we have a massive number of independent variables to 
select from, due to the simultaneous challenges of computational expediency, 
statistical accuracy and algorithmic stability (Fan & Song, 2010). 
Sure independence screening (SIS) is an independent screening framework by 
ranking the marginal correlations (Fan & Song, 2017). We assume that the 𝑝𝑝𝑛𝑛 
independent variables in our true regression model is: 





Then the maximum marginal likelihood estimator would be defined as: 
?̂?𝛽𝑗𝑗𝑀𝑀 = �?̂?𝛽𝑗𝑗,0𝑀𝑀 , ?̂?𝛽𝑗𝑗,1𝑀𝑀 � = 𝑎𝑎𝑇𝑇𝑎𝑎𝑇𝑇𝑎𝑎𝑥𝑥𝛽𝛽0,𝛽𝛽1𝐿𝐿(𝛽𝛽𝑗𝑗,0 + 𝛽𝛽𝑗𝑗,1𝑥𝑥𝑗𝑗 , 𝑦𝑦𝑖𝑖) 
In the equation, 𝐿𝐿(𝛽𝛽𝑗𝑗,0 + 𝛽𝛽𝑗𝑗,1𝑋𝑋𝑗𝑗,𝑌𝑌) is called the likelihood function. It represents 
the likelihood that 𝛽𝛽𝑗𝑗,0 + 𝛽𝛽𝑗𝑗,1𝑥𝑥𝑗𝑗  equals to 𝑦𝑦𝑖𝑖 when the parameters 𝛽𝛽0 and 𝛽𝛽1 are given. 
Therefore, the maximum marginal likelihood estimator is trying to find 𝛽𝛽0 and 𝛽𝛽1 that 
can make the possibility that 𝛽𝛽𝑗𝑗,0 + 𝛽𝛽𝑗𝑗,1𝑥𝑥𝑗𝑗 equals to 𝑦𝑦𝑖𝑖 the biggest. 
 Thus, we can select the most significant variables by changing the threshold 
𝛾𝛾𝑛𝑛, which is a predefined value to screen out some factors whose coefficients are 
smaller than it: 
Μ�𝛾𝛾𝑛𝑛 = �1 ≤ 𝑗𝑗 ≤ 𝑝𝑝𝑛𝑛: �?̂?𝛽𝑗𝑗
𝑀𝑀� ≥ 𝛾𝛾𝑛𝑛� 
By changing the threshold value and rule out the less significant factors by the 
ranking, we can compare the influence of different variables to the model and decide 
which variables would be remained in our model. We will use cross-validation to 
compare the influence of different threshold values and choose the best result that has 
the least mean square error between the observed travel time and the result we get 
from the regression model. Details will be covered in section 2.3 
We used R to write the code for sure independent screening. For each factor in 
the regression model, we calculated its generalized linear model to fit the travel time. 
Then, we calculated �?̂?𝛽𝑗𝑗𝑀𝑀� for each of them and used cross-validation to compare the 
mean square errors between the observed value and calculated value when using 
different threshold values. We will explain the process in detail later in the model 
comparison section. Results of mean square errors for different threshold values can 






Among all the models we calculated, all TMCs are considered significant to the 
prediction of the travel time. Figure 2.12 gives us a part of the result from the LASSO 
regression model. In the figure, two of the TMCs are given negative estimated 
coefficients, and one of them is given a positive value. Note that we are estimating 
the effects of the independent variables on the travel time. Therefore, if the estimated 
coefficient has a positive value, that means the factor would increase our travel time. 
On the contrary, the factor would reduce the travel time if it is negative. 
 
Figure 2.12 Partial result of the LASSO regression for TMCs 
These models give us different estimated coefficients of each TMC, but both 
linear model and LASSO regression believe that the TMCs are the most significant 
factors of all. The orders of magnitude for these coefficients are usually -1 or -2. 
While the coefficients for other factors, such as time and weather, are usually 10 
times smaller. However, generalized linear model and sure independence screening 
believe the TMCs are not significant as is shown in Figure 2.13.  
 





Take Figure 2.14 as an example, as we can see from the estimated coefficients, 
the coefficient for the factor “Sunday” is marked as “NA”. These are because of 
singularity. When we define dummy variables for each day, we give it a value 1 if it 
is that day. Otherwise, the value would be 0. It causes the seven factors to be linearly 
dependent. If the factors from “Monday” to “Saturday” are all 0s, the value of 
“Sunday” will certainly be 1. In this case, R would not define the coefficient for 
“Sunday”. The coefficient of “Sunday” will instead be set as the average value and 
the coefficients for other six factors are estimated compared to “Sunday”. For 
example, when the factors from “Monday” to “Saturday” are 0s, the regression model 
will calculate the travel time for “Sunday”. When the factor “Monday” takes the 
value as 1, the model will calculate the travel time for Mondays by finding how much 
time it would spend more than on Sundays. 
 
Figure 2.14 Singularity in the linear model 
The linear regression model and LASSO regression consider the traveling time 
of I-395 on Thursdays are longer than other days in a week. The traveling time of I-
395 on Sundays is shorter than other days. We can suggest that people would use the 
road more often on Thursdays, and thus the traveling time would become longer due 
to the heavy traffic. On the contrary, people would use I-395 less on Sundays 
compared to other days. However, the coefficients for other models are hard to 





time on Sundays is the longest, which is contrary to reality. 
Sure independence screening thinks the average speed on the adjacent TMCs is 
less significant. However, the LASSO model tells us the average speed on the 
adjacent TMCs would affect the travel time. If the average speed on adjacent TMCs 
is fast, the travel time on the TMC will become shorter. 
As we can see from the remaining coefficients for factors like weather and time, 
LASSO regression gives us the best explanation for their effect on the travel time. 
Among the 24 hours of a day, there is less traffic on the road between 2:00 AM and 
3:00 AM. On the contrary, the traffic is really heavy between 5:00 AM and 10:00 
AM, as well as 6:00 PM and 7:00 PM. Extreme weather conditions would also affect 
the travel time. For example, the travel time would become longer if it rains heavily. 
However, some other mild weather conditions would not that much affect the travel 
time. For example, if temperature and wind speed remains within a reasonable range, 
the effect is considerable because their coefficients have an order of magnitude as ten 
to the negative three. 
 
Figure 2.15 Part of estimated coefficients for weather conditions by SIS 
Figure 2.15 shows us the partial result of estimated coefficients by the sure 
independence screening. The model thinks these weather conditions will reduce the 
travel time, which doesn’t make much sense. 
As a conclusion, the LASSO regression gives us the model that is easiest to 







Q-Q (quantile-quantile) plot is a statistical method to compare two different 
probability distributions with each other. To draw a Q-Q plot, we need first to choose 
the set of intervals for the quantiles. A point (x, y) on the plot corresponds to one of 
the quantiles of the second distribution (y-coordinate) plotted against the same 
quantile of the first distribution (x-coordinate). If the two distributions being 
compared are identical, the Q–Q plot follows the 45°-line y = x. If the two 
distributions are the same after linearly transforming the values in one of the 
distributions, then the Q–Q plot would follow some line, but not necessarily the line y 
= x. 
In our linear regression model, we assume our data was normally distributed. 
Under this hypothesis, we are drawing a Q-Q plot to compare the distribution of the 
data for the travel time with the normal distribution. As is shown in Figure 2.16, the 
data points are almost a straight line on the left side of origin point on the x-
coordinate, but its tail goes up at the right side. The Q-Q plot shows us that the data 







Figure 2.16 Q-Q Plot for Normal Distribution 
Since we have found that the data of travel time is right-skewed, we would like 
to try if we add a log function to adjust our independent variables, which is usually 
used for adjusting right-skewed data (Feng, et al., 2014), would improve our result. 
As is shown in Figure 2.17, adding the log function does improve the model because 
it reduced the range of the standardized residuals from (-3,60) to (-4,6). 
 
Figure 2.17 Q-Q Plot for Normal Distribution after the log-transformation 
We now test the Gamma distribution with the “log” link function. As is shown in 






Figure 2.18 Q-Q plot for GLM with Gamma distribution and log link function 
Figure 2.19 shows us the Q-Q plot for Gamma distribution with the “inverse” 
link function. The standardized residual lies between (-10,10). 
 
Figure 2.19 Q-Q plot for GLM with Gamma distribution and inverse link function 
We also considered the inverse Gaussian distribution with “Inverse Square” link 
function, but the generalized linear model shows that it considered all the factors in 
the regression model insignificant. The result can be checked in Appendix E. This 
indicates that the model is not suitable for our data and we are not going to do further 





From the Q-Q plots, we can conclude that our data is right-skewed and linear 
regression model might not be suitable for our traffic model. Also, we can rule out the 
generalized linear model that has inverse Gaussian distribution with “inverse square” 
link function. In the next step, we are going to use cross-validation method to fit the 
data and choose the best model for the remaining candidates. 
Cross-Validation 
Cross-Validation is a data-driven way to evaluate and compare different 
regression models we created. The basic idea of cross-validation is to divide the data 
we have into two parts. One is used for training the regression model, and the other is 
used as a testing set to evaluate how our model fits the data (Refaeilzadeh, Tang, & 
Liu, 2009). In our thesis, we mainly used two different types of cross-validation, 
which are (1) holdout cross-validation and (2) k-fold cross-validation. 
The first type of cross-validation is called holdout cross-validation. When we 
have a large quantity of data, holdout cross-validation is the easiest and a time-saving 
method to assess our model. We can directly divide the original set into two parts, 
which are the training set and the test set as is shown in Figure 2.20. For example, we 
can suggest one of them takes 80% of the original data, and the other would take the 
remaining 20%. We are going to train our regression model using the data from the 
training set. After we have got the regression model, we would use it to fit the data in 
the test set. By evaluating the model with the test set, we can see how well our model 
performs. Although the holdout cross-validation is a relatively easy and fast way to 
test the model, it has some issues. For example, not all of our data set are used to train 






Figure 2.20 Holdout cross-validation 
The second type of cross-validation is called k-fold cross-validation. In this 
method, we divide the whole original set into K roughly equal parts. For each 𝑘𝑘 =
1, 2, 3,⋯ , K. Each time, we choose the kth fold as the test fold to evaluate the model 
trained by the other K-1 folds. After we have completed all the iterations, we would 
use the mean value of all the mean square errors to represent the deviation of the 
whole model. In K-fold cross validation, all data are used both as training data and 
testing data, which successfully avoid the problem that holdout cross-validation has. 
But the process of K-fold cross-validation would take a long time compared to 
holdout cross-validation. Because in K-fold cross validation, each fold of data is 
trained 𝑘𝑘 − 1 times and tested once. Especially in our thesis, we are going to test each 
𝜆𝜆 value in LASSO regression and different 𝛾𝛾𝑛𝑛 values in sure independence screening, 
the whole process would spend us a lot of time. Figure 2.21 gives us an example that 






Figure 2.21 5-fold cross-validation 
We will use both these methods to evaluate the accuracy of different models. We 
will use 5-fold cross-validation to evaluate the linear regression model because 
computing the mean squared errors for the model is relatively fast. However, it would 
take us a lot of time to perform 5-fold cross-validation on LASSO regression and sure 
independence screening. In order to save time, during the evaluation of LASSO 
regression models and sure independent screening, we will first use holdout cross-
validation to rule out some 𝜆𝜆 values and 𝛾𝛾𝑛𝑛 values that give us a large mean square 
error. For example, when selecting the threshold value for sure independence 
screening, we first perform the holdout cross-validation for calculating mean squared 
errors of different threshold values is sure independence screening. From Figure 2.22 
we can easily rule out the first two points that have high mean squared errors. For 
those top-ranking threshold values, we will perform another 5-fold cross-validation to 






Figure 2.22 Holdout cross-validation results 
Result 
The mean squared error (MSE) of travel time in the linear regression model for 
I-395 is 0.02269. The MSE of travel time in LASSO regression is 0.02274. The MSE 
of travel time in SIS is 0.031. However, the MSE for the GLM model (Gamma 
distribution and “inverse” link function) is 0.814, which is higher than other three 
models. We can tell that the MSE for LM and LASSO are very close and small. Also, 
SIS successfully screens out some irrelevant features and improve the GLM model. 
Since LASSO regression reduces the size of LM and its coefficients are easier to 
explain, we conclude that LASSO regression helps us get the best fit model among all 
these methods. We will use the model calculated by LASSO regression and move to 
the next step of our thesis, which is to build a route planning method that can predict 






Chapter 3: Predictive Route Planning Algorithms 
 This chapter discusses the predictive route planning methods to find the 
fastest travel path using the regression model obtained in the previous chapter. In the 
first section, we will give an initial idea, which is called the random path method, to 
solve the route planning problem. Next, we are going to introduce graph theory and 
talk about some common graph traversal methods that are used to search for the path 
between the origin and the destination. We will also apply the graph traversal method 
to our route planning problem to find the fastest path. In section 3, we are going to 
introduce Approximate Dynamic Programming, which is also known as 
reinforcement learning in the field of artificial intelligence. We will use deterministic 
Approximate Dynamic Programming to solve our predictive route planning problem. 
Finally, we are going to use an example to illustrate how these algorithms give us 
different optimal paths at different time periods. 
Random Path Method 
Introduction 
When talking about route planning problems to find the fastest path, a natural 
way is to find all possible paths from our origin to the destination and record the 
travel time for each of them. Then, we are going to compare the travel time and 





Implementation of the Random Path Method 
The main idea is to take multiple trials in our road-network randomly and set a 
temporary variable to store the fastest trial through iterations. 
We are going to use t to represent the time of the day and D means a day of the 
week. We will take Tr as the traffic condition at the TMC we are on and use W as the 
weather condition. Both of these two variables are changing with t. T(TMC, t, Tr, W) 
represents the travel time for the TMC we are at. We are going to use the LASSO 
regression model mentioned in Chapter 2 to calculate the travel time for each road 
piece. LM(D, t, Tr(t), W(t)) represents the predicted value of LASSO model. 
T(TMC, t, Tr, W) = LM(D, t, Tr(t), W(t)) 
The Pseudocode for the random path method is: 
Step 0. Initialization 
 Step 0a. Set the starting point as our initial state 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆, which is the  
   starting TMC 
   Set the destination as our goal state 𝑆𝑆𝐸𝐸𝑁𝑁𝑆𝑆, which is the ending 
   TMC 
 Step 0b. Initialize the route list 𝐿𝐿 = [𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆] # Used to store the path in 
   each trial 
   Initialize 𝑇𝑇 # Accumulated travel time from the origin 
   Initialize 𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 # Current TMC we are at 
   Initialize 𝐿𝐿𝑏𝑏 = [ ] # List to store the best path 
   Initialize 𝑇𝑇𝑏𝑏 = 9999 # Travel time on the best path 





 Step 0d. Set n = 1, which is the number of the trial 
 Step 0e. Read in the starting time, give it to T𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆  
 Step 0f. Set N=100 (for example), which is the total trials we want to 
   evaluate 
Step 1. While 𝑀𝑀 < 𝑁𝑁 
 Step 1a. While 𝑆𝑆𝑡𝑡 ≠ 𝑆𝑆𝐸𝐸𝑁𝑁𝑆𝑆 
  Use the regression model 𝐶𝐶𝑎𝑎𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇() function to compute the travel 
  time of 𝑆𝑆𝑡𝑡 
T(TMC, t, Tr, W) = LM(D, t, Tr(t), W(t)) 
  Choose the next TMC in our trial using M𝑙𝑙 
S𝑡𝑡+1𝑛𝑛 = M𝑙𝑙(S𝑡𝑡
𝑛𝑛) 
  Add next TMC into L𝑛𝑛 
𝐿𝐿𝑛𝑛 =  𝐿𝐿𝑛𝑛 + 𝑆𝑆𝑡𝑡+1𝑛𝑛  
  Update current TMC we are at 
𝑆𝑆𝑡𝑡𝑛𝑛 = 𝑆𝑆𝑡𝑡+1𝑛𝑛  
  Update accumulated travel time from the origin 
𝑇𝑇 = 𝑇𝑇 + 𝐶𝐶S𝑡𝑡
𝑛𝑛 





   𝑇𝑇𝑏𝑏 = 𝑇𝑇  # Update the best travel time 
   𝐿𝐿𝑏𝑏 = 𝐿𝐿  # Update the best route 
Step 2. Output the results, 𝑇𝑇𝑏𝑏 and 𝐿𝐿𝑏𝑏 
Result 
We are going to use an example to show the result of our algorithm. We choose 
the TMC, whose ID is “110P04613”, as the origin, and we use the TMC, whose ID is 
“110+04632”, as the destination. The locations of these two TMCs are shown in 
Figure 3.1. 
 
Figure 3.1 Selected start TMC and end TMC in the road network 
We are going to set the day of the week to be Thursday and the time of the day 






Figure 3.2 Inputs and outputs of the random path method 
The random path is an easy method to accomplish, but it is obvious that it has 
many problems such as low efficiency. Next, we are going to explore some more 
intelligent algorithms to solve our route planning problem. 
Graph Traversal Method 
Introduction to Graph Theory 
Graph theory has been applied to many fields nowadays. We would encounter 
problems like navigation, network analysis, and program flows which all would use 
graphs to simplify the systems and build up models for the systems. 
A graph consists of a nonempty set V = (𝑣𝑣1, 𝑣𝑣2,⋯ , 𝑣𝑣𝑛𝑛), a possibly empty set 
E = (𝑇𝑇1, 𝑇𝑇2,⋯ , 𝑇𝑇𝑛𝑛) and an incidence mapping φ associated with the graph. The 
elements of V and E are called the vertices (nodes) and edges (arcs, links) of the graph 
(Smith, 2003). 
G = (V, E) 
A number 𝑐𝑐𝑖𝑖𝑗𝑗 may be associated with an arc (𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗), which refers to a directed 
arc from 𝑥𝑥𝑖𝑖 to 𝑥𝑥𝑗𝑗. These numbers are called weights. A graph with weights is then 





𝑥𝑥𝑖𝑖 and the resulting graph is then called vertex-weighted. Consider a path µ 
represented by the sequence of arcs (𝑎𝑎1,𝑎𝑎2,⋯ , 𝑎𝑎𝑛𝑛), the length (cost) of the path ℓ(µ) 
is taken to be the sum of the arc weights on the arcs in µ. 
ℓ(µ) = � 𝑐𝑐𝑖𝑖𝑗𝑗
(𝑥𝑥𝑖𝑖,𝑥𝑥𝑗𝑗) 𝑖𝑖𝑛𝑛 µ
 
The shortest path problem is one of the fundamental questions in graph theory. 
Our project can be classified into the shortest path problem with determined start 
point and destination. We are going to use the vertex-weighted graph model to 
simplify our road network. The nodes represent all the TMCs in our road network. 
The weight of each node is the travel time of that road piece, which changes with the 
time that we traveled to that road piece. 
After we have defined our graph model of the road network, we need to develop 
a method that can give us the fastest travel route between the given origin and 
destination. Dijkstra algorithm is a frequently used method to solve shortest path 
problems with determined start and end points. Next, we are going to talk about how 
this method works and how we can apply it to our route planning problem. 
Dijkstra’s Algorithm 
In an undirected vertex-weighted graph G = (V, E), suppose that each node V[i] 
has the cost of w[j], and we want to calculate the shortest path between two nodes. 
Dijkstra’s algorithm is a suitable method to solve such a problem by looking for the 
shortest path from a source node to all other vertices. It picks the unvisited vertex 





and updates the neighbor's distance if the new distance is smaller (Dijkstra, 1959). 
The principle of Dijkstra’s algorithm can be represented as the flowchart in Figure 
3.3: 
 
Figure 3.3 The Principle of Dijkstra’s Algorithm 
By introducing the data structure “stack” into the algorithm (Knuth, 1997), we 
can write the Pseudocode for the algorithm as: 
Step 1. Enter the adjacent nodes of the source node into the stack 𝑆𝑆; 
Step 2. Adjust the stack by sorting the costs of the nodes, put the node which has 
smaller cost on the top 
Step 3. Select the top node in 𝑆𝑆, mark it as 𝐻𝐻 and pop it out of 𝑆𝑆; 
Step 4. While 𝑀𝑀 < 𝑁𝑁 do 
  Look for the nodes that are adjacent to 𝐻𝐻 





   Update its cost and adjust its position in 𝑆𝑆 
  Else 
   Push the adjacent node into 𝑆𝑆 
   Adjust 𝑆𝑆 
Dijkstra’s algorithm can provide us the shortest path from the origin to any other 
node in the graph, which is unnecessary for our problem. We only need to calculate 
the shortest path between the origin and the destination. Therefore, we need to modify 
the algorithm and add rules that how it searches for the destination. Next, we are 
going to discuss some graph traversal methods and combine them with the Dijkstra’s 
algorithm. 
Graph Traversal Methods 
Graph traversal is also known as graph search. It is a process that we start from a 
certain vertex in a graph and visit each other vertices until we reach our destination. 
We can only visit each vertex in the graph once and only once. 
Classified by the order in which the vertices are visited, graph traversal can be 
categorized into two different algorithms, which are depth-first search and breadth-
first search. Graph traversal is the fundamental method solving graph connectivity 
problems, topological sorting, and finding critical paths. 
(1) Depth-first search method 
Similar to pre-order traversal in a tree, the main idea of depth-first search is to 
select a certain vertex 𝑣𝑣𝑖𝑖 in a graph, and we begin searching from 𝑣𝑣𝑖𝑖 by visiting an 





path, we need to go back and start from 𝑣𝑣𝑗𝑗  to search for the next vertex by pre-order 
traversal till all vertices have been visited. 
The example shown in Figure 3.4 gives us the order of traveling through the 
nodes using depth-first search on the graph, which is: 
𝑉𝑉0 → 𝑉𝑉1 → 𝑉𝑉3 → 𝑉𝑉7 → 𝑉𝑉4 → 𝑉𝑉2 → 𝑉𝑉5 → 𝑉𝑉6 
 
Figure 3.4 Depth-first search in a graph 
The Pseudocode for depth-first search is: 
Step 0. Initialize the stack S; 
Step 1. Input the start point 𝑉𝑉0; Set it as explored; Enter 𝑉𝑉0 into S; 
Step 2. While S is not empty do 
  Read the top element in S, set as v𝑆𝑆 
  If v𝑆𝑆 has unexplored adjacent vertex 𝑤𝑤 then 
   Set 𝑤𝑤 as explored 
   Push 𝑤𝑤 in the front of S 
  Else: 





(2) Breadth-first search method 
Different from depth-first search, breadth-first search visits the neighbor vertices 
first before visiting its child vertices. The example shown in Figure 3.5 gives us the 
order of traveling through the nodes using breadth-first search on the graph, which is: 
𝑉𝑉0 → 𝑉𝑉1 → 𝑉𝑉2 → 𝑉𝑉3 → 𝑉𝑉4 → 𝑉𝑉5 → 𝑉𝑉6 → 𝑉𝑉7 
 
Figure 3.5 Breadth-first search in a graph 
Likewise, we can write the Pseudocode for breadth-first search, which is: 
Step 0. Initialize queue Q; Initialize visited[𝑉𝑉0,𝑉𝑉1, … ,𝑉𝑉𝑛𝑛] = 0; 
Step 1. Visit start point 𝑉𝑉0; Set visited[𝑉𝑉0] = 1; Enter 𝑉𝑉0 into Q; 
Step 2. While Q is not empty do 
  𝑉𝑉𝑓𝑓 = the first element in Q 
  Dequeue 𝑉𝑉𝑓𝑓 from Q 
  𝑊𝑊 = the adjacent vertices of 𝑉𝑉𝑓𝑓 
  For all adjacent vertices 𝑤𝑤 in 𝑊𝑊 do 
   If w has not been visited, then 
    visited[𝑤𝑤] = 1; Enter 𝑤𝑤 at the end of Q 





Comparison Between Breadth-first Search and Depth-first Search 
The choice between these two methods heavily depends on the structure of our 
graph and the number and location of our solutions. If the endpoint is far from the 
start point and each node only has considerable branches, BFS might perform better 
than DFS. However, it would be a better choice to use DFS when we know the 
destination is not far away from the start point and there are many branches. 
As we can see from Figure 2.1, our road network is a sparse graph, which means 
there are not many branches for each vertex. Therefore, using BFS can calculate our 
optimal solution faster. We are going to use BFS for the implementation of predictive 
route planning. 
Implementation of the Graph Traversal Method 
Suppose our road network shown in Figure 2.1 is a directed graph represented by 
G = (V, E) with nonnegative arc (road piece) cost 𝑐𝑐𝑖𝑖𝑗𝑗. The edges of the graph are the 
road pieces(TMCs). The vertices of the graph are the nodes between each road piece. 
The cost of each edge is changing with time and determined by weather and time 
when the car is traveling on that road piece. We will also use the LASSO regression 
model mentioned in Chapter 2 to calculate the travel time for each road piece. 
Additionally, we need to construct a value dictionary to store the cost value and 
the cumulated travel time for each TMC. We are going to use S𝑖𝑖 to represent the 
states, which are the TMCs. 𝑇𝑇𝑆𝑆𝑖𝑖 is the cost value, which is the travel time at S𝑖𝑖. 










VD[𝑇𝑇][0] contains all the TMCs. The cost value, which is the travel time for each 
TMC, is calculated by the LASSO regression model and stored in VD[𝑇𝑇][1]. 
We are going to update the value dictionary and store the shortest travel time 
from our source node to each vertex in VD[𝑇𝑇][2]. The update function for the 
cumulated travel time is given by: 
VD[𝑇𝑇][2] = min {VD[𝑇𝑇][2], VD[𝑗𝑗][1] + VD[𝑗𝑗][2]} 
Initially, each cumulated travel time, which is the VD[𝑇𝑇][2], is given the value of 
999, which is a number that is large enough. Suppose VD[𝑗𝑗] stores the information of 
the previous adjacent TMC. We are going to compare the cumulated travel time of 
current TMC with the cumulated travel time of the previous TMC plus the cost value 
of the previous TMC. We are going to update and record the minimum value of these 
two and give it to the current TMC. 
Pseudocode of the predictive route planning algorithm based on graph traversal 
method is: 
Step 0. Initialization 
 Step 0a. Read in the transition matrix 






  S1: It represents a TMC (road piece) 





  𝐶𝐶𝑆𝑆1(𝑇𝑇𝑆𝑆1): Immediate Cost of S1, which is the travel time of S1, it  
      depends on 𝑇𝑇𝑆𝑆1. Using the regression model, when we have 
      𝑇𝑇𝑆𝑆1, we can find the weather condition and traffic condition at 
      that time and calculate the travel time of S1. 
 Step 0c. Initialize the list for optimal path OP = [] 
Step 1. Input starting point, set as S. Input ending point, set as E; Enter current state S 
 into the decision set: D = [S] 
Step 2. Time calculating loop: 
       For all states in decision Set: 
  Look for next states in the transition matrix 
  Make current states in the decision set leave 
  Enter next states into the decision set (except the ending point) 
  Calculate the cost values for all next states based on the regression  
  model 
T(TMC, t, Tr, W) = LM(D, t, Tr(t), W(t)) 
  Update the value dictionary for new states in the decision set 
VD[𝑇𝑇][2] = min {VD[𝑇𝑇][2], VD[𝑗𝑗][1] + VD[𝑗𝑗][2]} 
  Look for in the cumulated travel time for all new states in the time  
  recording list 
  If the cumulated travel time (C𝑆𝑆) for a state is smaller than the value in 
  the list 
   update it in its value dictionary 





   delete the state from decision set 
  *When there is no state in the decision set, the time calculation is  
  completed 
Step 3. Route finding loop: 
 Start from the ending point, find the value dictionary of the destination 
 Calculate corresponding previous cumulated travel time, 𝑇𝑇 represents the total 
 travel time 
C𝑆𝑆 = 𝑇𝑇 − 𝑇𝑇𝑆𝑆𝑖𝑖  
 Look for the new C𝑆𝑆 in the value dictionary 
 Add the founded road piece into OP list reversely […, TMC, End Point] 
Step 4. Output the result: OP list and optimal travel time 
Result 
We will use the same origin, destination, day of the week, and time of the day to 
test our predictive route planning method. Figure 3.6 gives us a brief illustration of 
the inputs and outputs of our program. It gives us the same optimal route as the result 
of the random path method. However, there is little difference in the estimated travel 
time. We would consider the error is caused by decimal precision since we are given 
the same path. 
 





Approximate Dynamic Programming 
Dynamic Programming 
Dynamic programming is a method for solving a complex problem by breaking 
it down into a collection of simpler subproblems (Bellman, Dynamic Programming, 
1957). The main idea of Dynamic Programming is to split the problem and define the 
relationship between each sub-problem. Using dynamic programming, the problem 
can be resolved in a recursive or a divide-and-conquer way. 
The core of dynamic programming is to divide the problem into sub-states, 
which relies on how we define the states and the state transfer functions that vary 
from different questions. Let’s first make clear some basic concepts in dynamic 
programming. 
(1) Multi-stage decision problems 
Multiple-stage decisions refer to decision tasks that consist of a series of 
interdependent stages leading towards a final resolution. The decision-maker must 
decide at each stage what action to take next in order to optimize performance 
(Johnson & Busemeyer, 2001). 
(2) Stage 
The division of a sequence of a problem into various subparts is called stages. 
Stages may be different when we take different processes to solve the problem. 
Dynamic programming decomposes the problem into a set of n stages of analysis, 
each stage corresponding to one of the decisions. Each stage of analysis is described 






The state represents a specific, measurable condition of the problem. It can be 
defined as the set of parameters that can uniquely identify a certain position or 
standing in the given problem (Elmaghraby, 1970). 
(4) Decision 
The decision is a choice or action that evolves the current state to the next state 
based on current stage. 
(5) Policy 
A policy is a set of principles to guide decisions and achieve rational outcomes 
(Bagnell, Kakade, NG, & Schneider, 2004). 
(6) State transition equation 
At stage 𝑘𝑘, when the state variable 𝑥𝑥(𝑘𝑘) is given, we can choose to take decision 
𝐻𝐻(𝑘𝑘) to get the state variable 𝑥𝑥(𝑘𝑘 + 1) at stage 𝑘𝑘 + 1. We can use a function to 
represent the relation between 𝑥𝑥(𝑘𝑘), 𝐻𝐻(𝑘𝑘), and 𝑥𝑥(𝑘𝑘 + 1): 
𝑥𝑥(𝑘𝑘 + 1) = 𝑇𝑇𝑘𝑘(𝑥𝑥(𝑘𝑘),𝐻𝐻(𝑘𝑘)) 
The equation is called state transfer equation. It shows the correspondence 
between 𝑥𝑥(𝑘𝑘), 𝐻𝐻(𝑘𝑘), and 𝑥𝑥(𝑘𝑘 + 1). Once 𝑥𝑥(𝑘𝑘) and 𝐻𝐻(𝑘𝑘) are given, 𝑥𝑥(𝑘𝑘 + 1) will 
also be determined. 
(7) Backward recursion approach 
Backward recursion approach takes a problem decomposed into a sequence of n 
stages and analyzes the problem starting with the last stage in the sequence, working 





Figure 3.7 presents an example how dynamic programming works (Brown, 
1979). In this problem, we are trying to find the minimum cost path from node A to 
node G. The costs are marked on each edge. 
 
Figure 3.7 Example question of dynamic programming 
The question is divided into 4 different stages, and each node represents a 
different state. Dynamic programming solves the problem backward. Before we start 
solving this question, we are going first to introduce the Bellman’s equation: 
�
𝐷𝐷0(𝐺𝐺) = 0
𝐷𝐷𝑘𝑘(𝑗𝑗) =  min�Dk−1(𝑇𝑇) +  cij�𝑇𝑇 ∈ stage k– 1}
 
In the equation, 𝐷𝐷𝑘𝑘(𝑗𝑗) represents the distance from state 𝑗𝑗 at stage k to our goal 
point 𝐺𝐺. The distance of 𝐷𝐷𝑘𝑘(𝑗𝑗) is calculated by the minimum combination of the 
distance from state 𝑇𝑇 at stage 𝑘𝑘 − 1 to G and the immediate cost moving from state 𝑇𝑇 
to state 𝑗𝑗. It is obvious that the distance of our goal point to itself is 0. 
We are going to calculate the shortest distance from state A to state G using 
dynamic programming. 
(1) Phase I 






𝑓𝑓1(𝐶𝐶1) = min{𝑑𝑑1(𝐶𝐶1,𝐸𝐸)} = 5
𝑓𝑓1(𝐶𝐶2) = min{𝑑𝑑1(𝐶𝐶2,𝐸𝐸)} = 3
𝑓𝑓1(𝐶𝐶3) = min{𝑑𝑑1(𝐶𝐶3,𝐸𝐸)} = 6
 
Table 3.1 Phrase I of Dynamic Programming 
 To E 𝐻𝐻1∗ 𝑓𝑓1
∗ 
𝐶𝐶1 5 𝐶𝐶1 to E 5 
𝐶𝐶2 3 𝐶𝐶2 to E 3 
𝐶𝐶3 6 𝐶𝐶3 to E 6 
 
(2) Phase II 
𝑘𝑘 = 2, we have 2 options for stage 𝑠𝑠2, which are 𝐵𝐵1 and 𝐵𝐵2. 
Objective function: 











Table 3.2 Phrase II of Dynamic Programming 
 To 𝐶𝐶1 To 𝐶𝐶2 To 𝐶𝐶3 𝐻𝐻2∗ 𝑓𝑓2
∗ 
𝐵𝐵1 3+5 4+3 2+6 𝐵𝐵1 to 𝐶𝐶2 7 
𝐵𝐵2 4+5 2+3 1+6 𝐵𝐵2 to 𝐶𝐶2 5 
 
(3) Phase III 



















Table 3.3 Phrase III of Dynamic Programming 
 To 𝐵𝐵1 To 𝐵𝐵2 𝐻𝐻3∗ 𝑓𝑓3
∗ 
𝐴𝐴1 4+7 3+5 𝐴𝐴1 to 𝐵𝐵2 8 
𝐴𝐴2 7+7 9+5 𝐴𝐴2 to 𝐵𝐵1 or 𝐴𝐴2 to 𝐵𝐵2 14 
𝐴𝐴2 5+7 3+5 𝐴𝐴3 to 𝐵𝐵2 8 
 
(4) Phase IV 
k = 4, we only have 1 options for stage 4, which is 𝑆𝑆. 
Objective function: 





Table 3.4 Phrase IV of Dynamic Programming 
 To 𝐴𝐴1 To 𝐴𝐴2 To 𝐴𝐴3 𝐻𝐻4∗ 𝑓𝑓4
∗ 
S 5+8 2+14 6+8 S to 𝐴𝐴1 13 
 
Finally, we get the optimal path of the question: 





We can obtain the minimum distance from S to E using dynamic programming, 
which is 13. What’s more, we have got all optimal paths from any starting node to our 
destination E. 
Approximate Dynamic Programming 
Although using dynamic programming can solve optimization problems, 
sometimes it is hard for us to get the answer to a large and complex question. For 
example, suggest our system has 10 stages, and each stage has 2 states. In this case, 
we need to make decisions for 2 × 2 × (10 − 1) = 36 times. When the number of 
stages increases to 20 and each stage has 3 states, the total number of decisions we 
need to compare will increase to 3 × 3 × (20 − 1) = 171. It would take a lot of 
memory to store all the choices. Such phenomenon is called the curse of 
dimensionality because when the dimensionality increases, the volume of the space 
increases so fast that it would be hard for us to handle (Bellman, 1961). 
ADP is introduced to solve three types of curses of dimensionalities that 
dynamic programming might faces, which are high dimensional state variables, 
information variables, and potential actions (Powell, 2011). 
Different from dynamic programming, ADP uses approximate value functions 
for each state instead of the exact cost. The optimal distance from each state to our 
destination does not have to be precise and correct at first. At each state, ADP 
chooses a sample path, which is a route from the origin to the destination, in an 
iteration. Through iterations, ADP learns from each sample path it travels and updates 
its value function using Bellman’s equation. Thus, it can learn from better policies 





For our problem, we are using a deterministic road model. Once we determine 
the start TMC, the end TMC, the time of the day, and the day of the week, we can use 
our regression model to calculate the travel time for each road piece and the total 
travel time. Therefore, we are going to modify this generic procedure to fit and solve 
our own problem. 
Implementation of the Deterministic Approximate Dynamic Programming 
In our thesis, once the time period and TMC is given, we can calculate the travel 
time that is a constant value by using the LASSO regression model. Therefore, we 
will use deterministic approximate dynamic programming to implement the 
predictive route planning. 
Same as the assumptions that we made for the Graph Traversal method in the 
previous section, we are also going to take the road network shown in Figure 2.1. 
Likely, we would still use the regression model presented in Chapter 2 to calculate 
the travel time for each road piece. 
We are going to build a lookup table to store the cost value, the cumulated travel 
time, and the value function for each TMC. We are going to use S𝑖𝑖 to represent the 
states, which are the TMCs. 𝑇𝑇𝑆𝑆𝑖𝑖 is the cost value, which is the travel time at S𝑖𝑖. 
𝐶𝐶𝑆𝑆𝑖𝑖(𝑇𝑇𝑆𝑆𝑖𝑖) means the cumulated travel time from the origin to the current state. 𝑉𝑉𝑡𝑡�
𝑛𝑛(𝑆𝑆𝑖𝑖) 
is the value function for S𝑖𝑖 in the nth sample path, which is the distance from S𝑖𝑖 to the 
destination. 
LT = �
�S1 𝑇𝑇𝑆𝑆1 𝐶𝐶𝑆𝑆1(𝑇𝑇𝑆𝑆1) 𝑉𝑉𝑡𝑡�
1(𝑆𝑆1)�








The value functions would all be given the initial value of 999, which is a 
number that is large enough. We are going to update the minimum value of the value 
function to the corresponding TMC in the lookup table in each iteration. 
One thing that would affect the learning effect is the balance between 
exploration and exploitation. Exploration is used for gathering more information from 
the unknown future states and exploitation is to make the best decision from the given 
current information. The best long-term strategy may involve short-term sacrifices 
because it used to gather enough information to make the best overall decisions. In 
order to deal with the exploration and exploitation problem during our trials for 
different sample paths, we are going to ask the program first to choose the TMCs that 
haven’t been explored when it is making decisions. Additionally, we would give 
some chance to take the TMC with higher travel time to our destination because we 
would like to explore further to their subsequent TMCs to see if they would give us 
better results. While we are trying to choose which next TMC to choose, the program 
will have 80% chance to choose the TMCs with calculated better travel time. The 
TMCs that doesn’t have a better result will also have 20% chance to be selected.  
The Pseudocode of Approximate Dynamic Programming is: 
Step 0. Initialization 
 Step 0a. Initialize the Lookup Table: 
   [[S1, 𝑇𝑇𝑆𝑆1, 𝐶𝐶𝑆𝑆1(𝑇𝑇𝑆𝑆1), 𝑉𝑉𝑡𝑡�
1(𝑆𝑆1)], 
    [S2, 𝑇𝑇𝑆𝑆2, 𝐶𝐶𝑆𝑆2(𝑇𝑇𝑆𝑆2), 𝑉𝑉𝑡𝑡�
1(𝑆𝑆2)], 





   S1: State variable, it represents a TMC (road piece) 
   𝑇𝑇𝑆𝑆1: Accumulated Travel Time when we are at S1 
   𝐶𝐶𝑆𝑆1(𝑇𝑇𝑆𝑆1): Immediate Cost of S1, which is the travel time of S1, 
   it depends on 𝑇𝑇𝑆𝑆1. Using the regression model, when we have 
   𝑇𝑇𝑆𝑆1, we can find the weather condition and traffic condition at 
   that time and calculate the travel time of S1. 
   𝑉𝑉𝑡𝑡�
1(𝑆𝑆1): Initial estimated value function. It is the estimated  
   travel time from S1 to our destination S𝑛𝑛 
   We are going to initialize the lookup table for all road pieces 
   and set 𝑇𝑇𝑆𝑆𝑖𝑖, 𝐶𝐶𝑆𝑆𝑖𝑖(𝑇𝑇), 𝑉𝑉𝑡𝑡�
1(𝑆𝑆𝑖𝑖) all 999s. 
 Step 0b. Set the starting point as our initial state 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆, which is the  
   starting TMC 
   Set 𝑉𝑉𝑡𝑡�
0(𝑆𝑆𝐸𝐸𝑁𝑁𝑆𝑆) = 0 
   Set the destination as our goal state 𝑆𝑆𝐸𝐸𝑁𝑁𝑆𝑆, which is the ending 
   TMC 
   Use 𝑆𝑆𝑡𝑡 to represent our current stage, initialize 𝑆𝑆𝑡𝑡 to be 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 
 Step 0c. Read in the adjacency matrix M𝑙𝑙 of the road pieces 
 Step 0d. Set n = 1, which is the number of the sample path 





 Step 0f. Set N=100 (for example), which is the total sample paths we 
   would like to evaluate 
Step 1. Choose the next state in a sample path ω𝑛𝑛  
S𝑡𝑡+1𝑛𝑛 = 𝐷𝐷(S𝑡𝑡
𝑛𝑛, 𝑥𝑥𝑡𝑡𝑛𝑛) 
 # Exploration and Exploitation 
 Generate a random variable R~U(0,1), R follows uniform distribution  
 between 0 and 1 
 If R < 0.2: # Use exploration strategy 
  Look for the next stages we can take in M𝑙𝑙, select one of them  
  completely randomly 
  If the chosen state already exists in our sample path, use the same  
  strategy to choose another state. 
  # Avoid circuit in our sample path 
  # When all possible next stages of current stage have been explored, 
  we still want to give the stages with higher value functions   
  opportunities to look at for their next stages 
 Else: # Use Exploitation strategy 
  Look for the minimum value function for current state in M𝑙𝑙 





  # these states haven’t been explored, explore them first 
   Choose one of these states 
  Else 
   Choose the next state with the minimum cost function value 
𝑣𝑣�𝑡𝑡𝑛𝑛 = min𝑥𝑥𝑡𝑡
(𝐶𝐶𝑡𝑡(S𝑡𝑡𝑛𝑛, 𝑥𝑥𝑡𝑡) + 𝑉𝑉�𝑡𝑡+1𝑛𝑛−1(S𝑡𝑡+1)) 
  If the chosen state already exists in our sample path, use the same  
  strategy to choose another state. 
  # Avoid circuit in our sample path 
Step 2. While 𝑆𝑆𝑡𝑡+1 ≠ 𝑆𝑆𝐸𝐸𝑁𝑁𝑆𝑆 # Update the lookup table 
 Step 2a. Use the regression model 𝐶𝐶𝑎𝑎𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇() function to compute immediate 
    cost of 𝑆𝑆𝑡𝑡 
T(TMC, t, Tr, W) = LM(D, t, Tr(t), W(t)) 





 Step 3c. Update the value functions 
  For all road pieces we have traveled in the sample path ω𝑛𝑛 
  # If the value function is still the initial value and hasn’t been updated 





   𝑣𝑣�𝑡𝑡𝑛𝑛 = min𝑥𝑥𝑡𝑡
(𝐶𝐶𝑡𝑡(S𝑡𝑡𝑛𝑛, 𝑥𝑥𝑡𝑡) + 𝑉𝑉�𝑡𝑡+1𝑛𝑛−1(S𝑡𝑡+1)) 
  # If we have found a better value for the value function 
  If 𝑣𝑣�𝑡𝑡𝑛𝑛 < 𝑣𝑣�𝑡𝑡𝑛𝑛−1: 
   𝑣𝑣�𝑡𝑡𝑛𝑛 = min𝑥𝑥𝑡𝑡
(𝐶𝐶𝑡𝑡(S𝑡𝑡𝑛𝑛, 𝑥𝑥𝑡𝑡) + 𝑉𝑉�𝑡𝑡+1𝑛𝑛−1(S𝑡𝑡+1)) 
 Step 3d. Update current state 
  S𝑡𝑡𝑛𝑛 = S𝑡𝑡+1𝑛𝑛  
Step 3. If current state ≠ 𝑆𝑆𝐸𝐸𝑁𝑁𝑆𝑆, go to step 1 
Step 4. If n < N, set the current state S𝑡𝑡𝑛𝑛 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆. Set n = n + 1, go back to step 1 
Step 5. The minimum total travel time would be 𝑉𝑉𝑡𝑡�
𝑛𝑛(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) 






 Until we reach 𝑆𝑆𝐸𝐸𝑁𝑁𝑆𝑆 
Result 
We will use the same example as we did for the graph traversal method to show 
the result of our algorithm. We are going to choose the TMC with its ID 
“110P04613” as the start point. We will use the TMC which is “110+04632” as the 





We are going to give our program the same inputs, as is shown in Figure 3.8. 
Figure 3.8 also gives us a brief view of the initial lookup table. All the value functions 
are given the value as 999. 
 
Figure 3.8 Inputs of the ADP and the initial Value Functions 
Figure 3.9 shows us the lookup table after 48th iteration. The lookup table after 
48th iteration has already given us the optimal result. To be more specific, the 
program only needs about 30 iterations to find the optimal solution for our road 
network. 
 





Figure 3.10 gives us the outputs of the ADP. It gives us the same optimal path 
from the TMC “110P04613” to the TMC “110+04632” as the other two algorithms. 
 
Figure 3.10 Outputs of the ADP 
Optimal Routes in Different Time Periods 
All the three algorithms can give us the same optimal paths with the same given 
inputs. Now, we are going to test our algorithms to see whether they can select the 
optimal paths during different time periods according to real-time traffic condition, 
which is the main goal that we would like to accomplish. 
Suppose we are now near Tysons Corner Center, which is marked with the green 
sign in Figure 3.11. We want to visit Lady Bird Johnson Park, which is marked with 
the red sign in the figure. We have two options to choose from our simulated road 
network. One way is to go north via I-495 and then use George Washington 
Memorial Parkway to get to our destination. The other way is to travel south via I-495 
and then use I-66 to get to the park. Both of these routes have a length of about 15 
miles. We are going to use our predictive route planning algorithms to find the 






Figure 3.11 Illustration of the origin and destination of the test road 
Table 3.5 gives us the test cases that we are going to perform. As is shown in the 
table, we are going to choose two different days of the week, which are Wednesday 
and Sunday. Also, we are going to test the routs at different times of the day. We will 
choose 4 different time periods on Wednesdays in which we will make our trip. We 
will also test the travel time between 6:00 PM and 7:00 PM on Sundays as the 
treatment group to test case 4. 
Table 3.5 Test cases of optimal routes in different time periods 
 
The recommended route calculated by all the three algorithms are the same. As 
we can see from the table, the travel time on both routes varies in different time 
periods. Both roads are crowded in the morning between 9:00 AM and 10:00 AM, 
and it takes us more time to travel through the roads compared to other test cases.  
Between 6:00 PM and 7:00 PM on Wednesday, using I-66 would cost us more time 
Test Case Road Taken Origin Destination Day of the week Time of the day Time of Travel (min) Recommended Route
I-495-GW PKY 110P04611 110-04325 Wednesday 9:00 AM - 10:00 AM 33
I-495-I-66 110N04611 110+04325 Wednesday 9:00 AM - 10:00 AM 31
I-495-GW PKY 110P04611 110-04325 Wednesday 10:00 AM - 11:00 AM 24
I-495-I-66 110N04611 110+04325 Wednesday 10:00 AM - 11:00 AM 27
I-495-GW PKY 110P04611 110-04325 Wednesday 2:00 PM - 3:00 PM 22
I-495-I-66 110N04611 110+04325 Wednesday 2:00 PM - 3:00 PM 21
I-495-GW PKY 110P04611 110-04325 Wednesday 6:00 PM - 7:00 PM 26
I-495-I-66 110N04611 110+04325 Wednesday 6:00 PM - 7:00 PM 28
I-495-GW PKY 110P04611 110-04325 Sunday 6:00 PM - 7:00 PM 24










than using George Washington Memorial Parkway. It is likely that people usually get 
off work around 6:00 PM on Wednesdays and more people would use I-66 to go 
home instead of using George Washington Memorial Parkway, and it increases the 
travel time on I-66. However, as we can see in the test case 5, the travel time for both 
roads is shorter than the same time period on Wednesdays. I-66 would be a better 
choice on Sundays between 6:00 PM and 7:00 PM. 
Therefore, we can conclude that different paths would cost us different travel 
time at different times. Our predictive route planning algorithms are able to help us 






Chapter 4: Comparison between the Route Planning Algorithms 
 In this chapter, we first present a way to reduce the storage space for the 
adjacent TMCs in our road network (Golden, 1988). Next, we are going to discuss the 
computational time of the predictive route planning methods we presented in the 
previous chapter. We will compare the pros and cons of these methods and find out 
which works better for the route planning problem. 
Storage Space Analysis 
We are going to use the four TMCs shown in Figure 4.1 to show how we can 
reduce the storage space for the road links in our program. The IDs for these four 
TMCs are “110+04269” (it belongs to MD-295 and goes from the down left corner to 
the middle in the figure), “110-04268” (it belongs to MD-295 and goes from the 
middle to the down left corner in the figure), “110P04631” (it belongs to I-495 and 
goes from the top left to the down right in the figure), and “110N04631” (it belongs 
to I-495 and goes from the down right to the top left in the figure). 
 






Matrix representation is a widely used method to represent a finite graph. The 
elements in the matrix tell us whether each pair of vertices is adjacent or not in the 
graph. Figure 4.2 gives a brief view of how we can form the adjacency matrix for the 
given four TMCs. The direction of each edge for each pair of nodes is defined from 
rows to columns. If two nodes are connected, it will be given the value as “1” in the 
matrix. On the contrary, the value would be given as “0” if two nodes are 
disconnected. 
 
Figure 4.2 Adjacency matrix 
If we use 𝑀𝑀 to represent the total number of TMCs in our road network and use 
𝑇𝑇 to represent the total number of links between the road pieces, the space 
complexity for recording the entry position of each node is 𝑀𝑀 and 𝑀𝑀2 is the space 
complexity for storing the adjacency matrix. The total storage space of the computer 
memory that we need for the matrix representation method can be represented as: 






Adjacency table is another method to gather the information of all the nodes and 
arcs from the graph. Different from the matrix representation method, adjacency table 
directly records each pair of adjacent vertices. As is shown in Figure 4.3, the structure 
contains two parts. The first part is to give entry positions to all the nodes in our road 
network. The second part is to store each arc in the graph. 
 
Figure 4.3 Adjacency table 
Using this method, the space complexity for node data is 𝑀𝑀 and the space 
complexity for arc data is 2𝑇𝑇. The total space complexity can be represented as: 
𝑆𝑆(𝑀𝑀) = 𝑀𝑀 + 2𝑇𝑇 
Conclusion 
Notice that most values in the adjacency matrix are 0s, it would take us much 
more space using the adjacency matrix than using adjacency table. As a conclusion, 
we are going to use the adjacency table for storing the information of how each pair 





Running Time Analysis 
In this section, we will test the running time for the algorithms to seek the 
optimal path in different situations, including different origins and destinations, 
different origins and same destination, and the increasing complexity of the road 
network. We want to find out which algorithm is for our route planning problem. 
Test of Algorithms with Different Origins and Destinations 
We will first test the running time of the algorithms to find the optimal path with 
different origins and destinations. We want to see how these algorithms would 
perform when there are increasing numbers of TMCs and intersections between the 
start point and the ending point. 
Table 4.1 shows us the test cases that we are going to perform. We take some 
parts out of our whole road network one at a time. We will test the performance of the 
algorithms by increasing the number of TMCs and the number of intersections in the 
sub-network. We will control the factors “Day of the week” and “Time of the day” to 
be the same in all these test cases. By changing the starting and ending TMCs, we can 
have different length and complexity of the road network. 
Table 4.1 Test results for different origins and destinations 
 
Test case 1 and test case 2 gives us the simplest road network where there is only 
Test case Start TMC End TMC Number of TMCs Number of Intersections Random path (second) Graph traversal (second) ADP (second)
1 110P04614 110P04625 23 0 0.091807 0.12234 0.12656
2 110P04614 110+04631 34 0 0.118175 0.12713 0.12527
3 110+04626 110+04633 29 1 0.184836 0.18753 0.23682
4 110+04622 110+04633 55 1 0.192727 0.19044 0.26748
5 110P04630 110+16073 147 3 2.9574 1.47897 1.76997
6 110+04626 110+16073 163 3 3.08747 1.46034 2.18832
7 110+04990 110P04634 246 7 8.94447 2.17301 3.32777
8 110+04990 110-04624 217 7 9.57377 2.21393 3.55131
9 110-04327 110+04637 357 9 14.00697 2.46434 5.91790
10 110-04174 110-04631 401 9 15.84213 2.49498 6.07711
11 110P04612 110+16073 503 12 20.34828 2.77386 7.42403





a list of TMCs and no intersections, which means the path is straightforward from our 
source node to the destination. Then, we gradually increase the number of TMCs and 
the number of intersections in the road network. Finally, in test case 11 and test case 
12, we would use the full graph to test the running time. 
How we define when the program has found the optimal path is clear for the 
graph traversal method because it calculates the travel time to all TMCs in the graph. 
It will compare all the possible routes to the destination and directly give us the best 
choice it can make. However, things would become complicated for the random path 
method and for approximate dynamic programming because both of these methods 
are trying different sample paths from the start point to our destination through 
iterations. The methods might find the optimal path by chance but maybe not aware 
that it has the best solution. Therefore, we set the rule that if these methods visit 
through the optimal solution at the second time and cannot make any improvement to 
it, we would consider they have found the optimal path. 
 
Figure 4.4  Time for finding optimal paths with different origins and destinations 
As we can see from table 4.1, the computational time for all three kinds of route 





more intuitive view of the tendency of the growth of the computational time. Also, it 
helps us compare the performance of the three different algorithms. In the first two 
test cases, whose number of TMCs and intersections are small, all these three 
algorithms can easily find the optimal path and the program runs fast. However, when 
our graph grows bigger and more complex, the running time of all these methods 
become longer. 
Among all these three methods, the running time of random path method grows 
the fastest. The reason is that when the graph becomes more complicated, it is harder 
for the method to find the direct path to our destination. It would waste time on longer 
paths that go away from the destination. Comparing between the graph traversal 
method and the ADP, the graph traversal method performs better. The reason is that 
our graph is a sparse graph and there are not too many choices to examine at the 
intersection. Therefore, it won’t take much time for the method to explore all the 
paths in the graph. Although ADP also looks for the destination by travelling through 
different sample paths, it records and updates the value function for the cost of each 
TMC to the destination through iterations, which is different from the random path 
methods. Thus, it can reject some long paths that it has examined and stick to better 
routes with lower values of the cost function. 
Test of Algorithms with Denser Road Networks 
The previous test shows that the graph traversal method performs better than the 
other two algorithms in a sparse road network. However, the road network is usually 
a dense graph, which means there would be lots of intersections connecting different 





algorithms in a more complex road network. 
As is shown in Figure 4.5, we artificially create a road network by randomly 
picking TMCs in Washington D.C. area. Each TMC will be chosen only once. We 
first determine a center node, which is “110P04603”, to be our first layer of the road 
network. Then we add four more TMCs around the center node and connect them to 
be our second layer. Using the same method, we would get our third layer and so on. 
 
Figure 4.5 Illustration of a denser road networks 
The number of TMCs, which is defined as 𝑀𝑀, on the 𝑇𝑇𝑡𝑡ℎ (𝑀𝑀 > 2) layer can be 
represented as: 
𝑀𝑀 = 4 × [2 × (𝑇𝑇 − 1) − 2] + 4 = 8𝑇𝑇 − 4 
We are going to use 𝑗𝑗 to represent the largest number of layers we can have. The 









We have 503 different TMCs in total. Thus, 𝑁𝑁 should be smaller or equal to 503. 
We can calculate that j can take the value as 11 at most. We are going to test the 
running time of the algorithms when the number of layers increases from 6 to 11. 
There are not many TMCs in the graph when the number of layers is less than 6 and 
all the algorithms can solve them easily. Therefore, we are not going to test these 
cases. In all tests, we set our origin at the top-left of the graph and we want to get to 
the bottom-right corner. The day of the week will all be set as Thursday and the time 
of day will all be set as 11:10 AM. 
Table 4.2 shows us the results of the test. As we can see from the table, all three 
algorithms perform worse than the previous test. The result shows that the random 
path method is totally not applicable. The computational time for the graph traversal 
method increases greatly compared to the test cases with the similar number of TMCs 
in the previous section. However, the computational time for ADP doesn’t increase as 
greatly as the other two methods. 
Table 4.2 Computational time for different test cases 
 
Figure 4.6 gives us a clearer view of the results of graph traversal method and 
ADP. In the first three test cases, the graph traversal method can give us the optimal 
path faster than ADP. But after test case 4, ADP starts to perform better than the 
Test case Number of Layers Number of TMCs Random path (second) Graph traversal (second) ADP (second)
1 6 133 4.77 1.68 1.85
2 7 185 10.83 2.03 2.46
3 8 245 13.41 3.70 3.66
4 9 313 22.16 5.38 5.43
5 10 389 37.04 7.55 6.46





graph traversal method. It is likely that ADP can perform better in a denser road 
network because it only considers one sample path at a time and then updates the 
value function. On the contrary, the graph traversal method takes all possible choices 
at any intersection into consideration at the same time, which increases the running 
time of the program. 
 
Figure 4.6 Time for finding the optimal path with the increasing complexity of the 
road network 
Test of Algorithms with the Same Destination and Different Origins 
One of the advantages of ADP is that it calculates the shortest travel time to the 
destination for each of the node on the sample path. It means that the method 
calculates not only the answer to one route planning problem, but also a series of 
questions that share the same destination. This test is designed to examine how all 





Table 4.3 Test cases for Same Destination and Different Origins 
 
As is shown in Table 4.3, we set our destination to be the TMC “110+16073”. 
We are going to test a set of origins between the TMC “110P04612” and our 
destination. We will also keep the “Day of the week” to be Thursday and “Time of 
the day” to be 11:10 AM. 
 
 
Figure 4.7 Time for finding the optimal path with the same destination and different 
origins 
Figure 4.7 tells us the result of the test. As we can see from the graph, the 
performance of random path method is very unsteady, and the computational time 
varies between 8 seconds to 21 seconds. Since the method is randomly picking paths 
Test case 1 2 3 4 5
Origin 110+16073 110P16073 110+04634 110P04634 110+04635
Destination 110P04612 110P04612 110P04612 110P04612 110P04612
Random path (second) 13.414 20.6948 15.3235 16.3987 15.3128
Graph traversal (second) 2.507435 2.617607 2.842682 2.460343 2.54518
ADP (second) 7.424034 3.348512 0.478071 0.059442 0.058716
Test case 6 7 8 9 10
Origin 110P04635 110+04636 110P04636 110+51498 110P51498
Destination 110P04612 110P04612 110P04612 110P04612 110P04612
Random path (second) 20.3025 14.8876 13.7458 20.2119 16.3063
Graph traversal (second) 2.625921 2.762889 2.826987 2.712559 2.979012





to explore, there is no wonder why it takes very long time to find the optimal path and 
has a broad range of time in a large graph. The running time for the graph traversal 
method is very stable and the running time is usually between 2.5 seconds and 3 
seconds. It is much better than the random path method. 
The running time of ADP is long for the first two trials, which are about 7 
seconds and 4 seconds. Then, the time taken for finding the optimal path would 
become short later, which are less than 1 second. The reason for this phenomenon is 
that ADP uses the cost value function to store the shortest travel time from each TMC 
to the destination. And the program can still use the lookup table to get the values for 
future use. Therefore, the program can avoid some long paths that have been explored 
in the previous iterations.  
Conclusion 
Based on all the tests performed above, we can conclude that we would 
recommend ADP for solving route planning problems. The reason is that it performs 
better than other two algorithms when we have a more complex road network. Also, 
the approximate dynamic programming can give us the answers to a series of 
questions that shares the same destination by solving only one route. However, the 
random path method is not as good as the other two methods, and it should not be 





Chapter 5:  Conclusion and Future Work 
In our thesis, we studied the main factors that would affect the travel time of 
roads in Washington D.C. area and implemented different statistical models to fit 
them. LASSO regression was chosen as the best fit for the travel time. Also, we 
introduced some route planning algorithms that can help us find the fastest path using 
the predicted travel time for each road piece between the origin and the destination. 
ADP was recommended to be used for planning the route. In our last chapter, we are 
going to present our findings and some future work that might be illuminating. 
Summary of Findings 
(1) Main factors that affect traffic conditions. 
From the LASSO regression model that we obtained in chapter 2, we can tell 
that extreme weather conditions have a great impact on everyday traffic. The most 
significant weather condition is heavy rain, while some mild weather condition will 
not affect the traffic condition much. For example, temperature and wind speed are 
less significant to the traffic on the road if they are within reasonable ranges. Busy 
hours in Washington D.C. area are between 9:00 AM and 10:00 PM, as well as 6:00 
PM and 7:00 PM. The traffic on Thursdays is the busiest in a week. 
(2) The coefficients of LASSO model are easier to explain. 
Compared to other statistical models, the coefficients calculated by LASSO 
regression is closer to reality and easier to explain. For example, some factors that 
have negative effects on the travel time have positive coefficients in the regression 





coefficients in the model. 
(3) LASSO regression reduces the number of features and obtains the same mean 
squared error. 
Compared to the linear regression model, the LASSO model for I-395 removes 
forty-nine less significant explanatory factors. It reduces the number of features in the 
model while keeping the same mean squared error calculated by 5-fold cross-
validation. 
(4) SIS can improve the prediction accuracy of GLM. 
SIS is able to screen out some irrelevant features from GLM. It reduces the mean 
squared error of GLM and improves the model. 
(5) ADP is a better method to solve complicated route planning problems. 
For a complicated route planning problem, applying approximate dynamic 
programming can provide us with the desired result faster. One of the advantages of 
using approximate dynamic programming is that it can learn from the historic trails 
and the learning results can be inherited and used for solving other questions. 
Future Research 
(1) Use stochastic models to calculate the predicted travel time. 
In our thesis, we used deterministic regression models for the predicted travel 
time. Once the independent variables in the function are defined, the travel time of the 
roads would be determined as a fixed value. In reality, the prediction cannot just be a 
determined number, and it should vary with a distribution. We can further study our 






(2) Study a more complex road network including urban streets. 
In this thesis, we mainly studied some US routes and State routes, which are 
usually highways, in Washington D.C. area as is mentioned in Chapter 2. We did not 
take major urban streets into consideration. Factors that affect travel time on urban 
streets might be different from those on highways. For example, traffic light plays a 
significant role in controlling traffic flows. An appropriate traffic light cycle length 
can help relieve traffic congestion and reduce the travel time (National Association of 







Appendix A: Result of Linear Regression 
 
Call: 
lm(formula = Traveling.Time.min. ~ ., data = test1) 
 
Residuals: 
    Min      1Q  Median      3Q     Max  
-0.8300 -0.0332 -0.0025  0.0276 12.6236  
 
Coefficients: (3 not defined because of singularities) 
                                Estimate Std. Error  t value Pr(>|t|)     
(Intercept)                    7.515e-01  2.461e-03  305.307  < 2e-16 *** 
X110.04651                     2.390e-01  1.771e-03  134.986  < 2e-16 *** 
X110P04650                     7.717e-02  1.771e-03   43.574  < 2e-16 *** 
X110P04651                     7.569e-01  1.791e-03  422.522  < 2e-16 *** 
X110.04652                     4.704e-01  1.791e-03  262.578  < 2e-16 *** 
X110P04652                     5.639e-01  1.785e-03  315.944  < 2e-16 *** 
X110.16046                     4.350e-01  1.785e-03  243.761  < 2e-16 *** 
X110P16046                     7.160e-01  1.774e-03  403.642  < 2e-16 *** 
X110.04653                     1.548e-01  1.774e-03   87.247  < 2e-16 *** 
X110P04653                     7.779e-01  1.781e-03  436.815  < 2e-16 *** 
X110.04654                     9.905e-01  1.781e-03  556.191  < 2e-16 *** 
X110P04654                     6.193e-01  1.779e-03  348.068  < 2e-16 *** 
X110.04655                     4.253e-01  1.779e-03  239.014  < 2e-16 *** 
X110P04655                     7.297e-01  1.776e-03  410.994  < 2e-16 *** 
X110.04656                     2.055e-01  1.775e-03  115.764  < 2e-16 *** 
X110P04656                     6.468e-01  1.772e-03  365.052  < 2e-16 *** 
X110.04657                     1.507e-01  1.772e-03   85.030  < 2e-16 *** 
X110P04657                     6.043e-01  1.752e-03  344.908  < 2e-16 *** 
X110.04298                     6.405e-01  1.760e-03  364.007  < 2e-16 *** 
X110.04299                     9.732e-02  1.749e-03   55.632  < 2e-16 *** 
X110P04299                     5.874e-01  1.819e-03  323.017  < 2e-16 *** 
X110P04298                     1.079e+00  1.768e-03  610.065  < 2e-16 *** 
X110.04300                     7.477e-02  1.753e-03   42.657  < 2e-16 *** 
X110P04300                     6.280e-02  1.783e-03   35.227  < 2e-16 *** 
X110.04301                     8.398e-02  1.783e-03   47.110  < 2e-16 *** 
X110P04301                     3.145e-01  1.778e-03  176.846  < 2e-16 *** 
X110.04302                    -1.646e-01  1.778e-03  -92.576  < 2e-16 *** 
X110P04302                     1.334e-01  1.771e-03   75.356  < 2e-16 *** 
X110.04303                    -6.506e-02  1.877e-03  -34.658  < 2e-16 *** 
X110N04302                     1.105e-01  1.333e-03   82.875  < 2e-16 *** 
X110.04301.1                  -8.656e-02  1.333e-03  -64.934  < 2e-16 *** 
X110N04301                     2.008e-01  1.365e-03  147.049  < 2e-16 *** 
X110.04300.1                   8.117e-02  1.365e-03   59.455  < 2e-16 *** 
X110N04300                     4.589e-02  1.328e-03   34.564  < 2e-16 *** 
X110.04299.1                   1.535e-02  1.328e-03   11.561  < 2e-16 *** 
X110N04299                     3.551e-01  1.331e-03  266.819  < 2e-16 *** 
X110N04298                     1.149e+00  1.331e-03  863.421  < 2e-16 *** 
X110.04298.1                   9.991e-02  1.376e-03   72.611  < 2e-16 *** 
X110.04657.1                   5.343e-01  1.376e-03  388.332  < 2e-16 *** 
X110N04657                     6.159e-01  1.338e-03  460.380  < 2e-16 *** 
X110.04656.1                   1.281e-01  1.338e-03   95.788  < 2e-16 *** 
X110N04656                     6.087e-01  1.332e-03  456.916  < 2e-16 *** 
X110.04655.1                   1.629e-01  1.332e-03  122.256  < 2e-16 *** 
X110N04655                     7.140e-01  1.345e-03  530.751  < 2e-16 *** 
X110.04654.1                   3.840e-01  1.345e-03  285.417  < 2e-16 *** 
X110N04654                     6.056e-01  1.340e-03  451.798  < 2e-16 *** 
X110.04653.1                   9.957e-01  1.340e-03  742.818  < 2e-16 *** 







X110.16046.1                   1.181e-01  1.342e-03   87.994  < 2e-16 *** 
X110N16046                     7.267e-01  1.361e-03  533.777  < 2e-16 *** 
X110.04652.1                   4.128e-01  1.361e-03  303.244  < 2e-16 *** 
X110N04652                     5.155e-01  1.320e-03  390.383  < 2e-16 *** 
X110.04651.1                   5.100e-01  1.320e-03  386.283  < 2e-16 *** 
X110N04651                     7.246e-01  1.335e-03  542.644  < 2e-16 *** 
X110.04650                     2.155e-01  1.335e-03  161.339  < 2e-16 *** 
X110N04650                            NA         NA       NA       NA     
Monday                         1.412e-02  6.599e-04   21.395  < 2e-16 *** 
Tuesday                        1.406e-02  7.216e-04   19.483  < 2e-16 *** 
Wednesday                      9.742e-03  7.422e-04   13.126  < 2e-16 *** 
Thursday                       2.253e-02  7.193e-04   31.326  < 2e-16 *** 
Friday                         1.453e-02  6.230e-04   23.328  < 2e-16 *** 
Saturday                       7.980e-03  6.813e-04   11.712  < 2e-16 *** 
Sunday                                NA         NA       NA       NA     
X0.1am                        -7.626e-03  1.117e-03   -6.830 8.51e-12 *** 
X1.2am                        -9.954e-03  1.131e-03   -8.804  < 2e-16 *** 
X2.3am                        -1.363e-02  1.119e-03  -12.177  < 2e-16 *** 
X3.4am                        -8.609e-03  1.064e-03   -8.089 6.02e-16 *** 
X4.5am                         3.477e-03  1.064e-03    3.268 0.001084 **  
X5.6am                         2.047e-02  1.084e-03   18.894  < 2e-16 *** 
X6.7am                        -1.219e-02  1.088e-03  -11.200  < 2e-16 *** 
X7.8am                        -2.942e-02  1.111e-03  -26.472  < 2e-16 *** 
X8.9am                        -3.133e-02  1.128e-03  -27.780  < 2e-16 *** 
X9.10am                        3.528e-02  1.126e-03   31.330  < 2e-16 *** 
X10.11am                       5.973e-03  1.119e-03    5.336 9.50e-08 *** 
X11.12am                       3.747e-03  1.300e-03    2.881 0.003960 **  
X0.1pm                         4.475e-03  1.288e-03    3.474 0.000513 *** 
X1.2pm                         1.805e-02  1.106e-03   16.322  < 2e-16 *** 
X2.3pm                         1.315e-02  1.089e-03   12.074  < 2e-16 *** 
X3.4pm                         3.249e-03  1.079e-03    3.011 0.002601 **  
X4.5pm                         2.924e-03  1.081e-03    2.704 0.006846 **  
X5.6pm                         9.555e-04  1.067e-03    0.895 0.370685     
X6.7pm                         1.156e-02  1.068e-03   10.827  < 2e-16 *** 
X7.8pm                        -9.268e-03  1.051e-03   -8.820  < 2e-16 *** 
X8.9pm                        -1.089e-02  1.040e-03  -10.471  < 2e-16 *** 
X9.10pm                       -1.019e-02  1.035e-03   -9.847  < 2e-16 *** 
X10.11pm                      -5.615e-03  1.035e-03   -5.426 5.76e-08 *** 
X11.12pm                              NA         NA       NA       NA     
Previous.Average.Speed.mph.   -7.681e-03  2.581e-05 -297.580  < 2e-16 *** 
Average.Speed.Afterwards.mph. -5.498e-03  2.568e-05 -214.043  < 2e-16 *** 
Temp.F.                        2.031e-03  6.224e-05   32.633  < 2e-16 *** 
Dew.Point.F.                  -1.918e-03  6.739e-05  -28.468  < 2e-16 *** 
Humidity                       7.915e-02  3.580e-03   22.108  < 2e-16 *** 
Pressure.in.                  -1.147e-03  1.015e-03   -1.131 0.258203     
Visibility.mile.               2.899e-03  1.786e-04   16.232  < 2e-16 *** 
Wind.Speed.mph.               -1.762e-04  3.568e-05   -4.939 7.85e-07 *** 
Gust.Speed.mph.               -1.674e-04  2.178e-05   -7.684 1.54e-14 *** 
Precip.in.                    -2.648e-02  1.381e-02   -1.917 0.055225 .   
Light.Rain                    -7.817e-02  3.139e-02   -2.490 0.012760 *   
Overcast                      -6.635e-02  3.140e-02   -2.113 0.034582 *   
Mostly.Cloudy                 -7.282e-02  3.138e-02   -2.320 0.020315 *   
Heavy.Rain                     7.039e-03  3.153e-02    0.223 0.823380     
Scattered.Clouds              -6.807e-02  3.139e-02   -2.168 0.030126 *   
Partly.Cloudy                 -7.041e-02  3.146e-02   -2.238 0.025236 *   
Unknown                       -5.116e-02  3.157e-02   -1.621 0.105117     









Clear                         -7.573e-02  3.152e-02   -2.403 0.016276 *   
Light.Freezing.Rain           -1.023e-01  3.162e-02   -3.235 0.001216 **  
Ice.Pellets                   -9.541e-02  3.174e-02   -3.006 0.002647 **  
Light.Ice.Pellets             -5.912e-02  3.134e-02   -1.886 0.059244 .   
Heavy.Ice.Pellets             -7.698e-02  3.253e-02   -2.366 0.017966 *   
Rain                          -7.217e-02  3.138e-02   -2.300 0.021444 *   
Light.Drizzle                 -8.521e-02  3.151e-02   -2.704 0.006844 **  
Mist                          -5.289e-02  3.161e-02   -1.673 0.094241 .   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 0.1506 on 1026700 degrees of freedom 
Multiple R-squared:  0.8161, Adjusted R-squared:  0.8161  


































           [,1]       [,2]       [,3]       [,4]       [,5] 
[1,] 0.02261860 0.02263285 0.02286591 0.02302202 0.02227251 
[2,] 0.02294357 0.02288694 0.02195830 0.02133232 0.02433075 
 











lm(formula = Traveling.Time.min. ~ X110.04651 + X110P04650 +  
    X110P04651 + X110.04652 + X110P04652 + X110P16046 + X110.04653 +  
    X110P04653 + X110.04654 + X110P04654 + X110P04655 + X110.04656 +  
    X110P04656 + X110.04657 + X110P04657 + X110.04298 + X110.04299 +  
    X110P04299 + X110P04298 + X110.04300 + X110P04300 + X110.04301 +  
    X110P04301 + X110.04302 + X110P04302 + X110.04303 + X110N04302 +  
    X110.04301 + X110N04301 + X110.04300 + X110N04300 + X110.04299 +  
    X110N04299 + X110N04298 + X110.04298 + X110.04657 + X110N04657 +  
    X110.04656 + X110N04656 + X110.04655 + X110N04655 + X110.04654 +  
    X110N04654 + X110.04653 + X110N04653 + X110.16046 + X110N16046 +  
    X110.04652 + X110N04652 + X110.04651 + X110N04651 + X110.04650 +  
    X110N04650 + Thursday + Sunday + X2.3am + X5.6am + X7.8am +  
    X8.9am + X9.10am + X10.11am + X1.2pm + X2.3pm + X6.7pm +  
    Previous.Average.Speed.mph. + Average.Speed.Afterwards.mph. +  
    Temp.F. + Humidity + Wind.Speed.mph. + Overcast + Heavy.Rain +  
    Scattered.Clouds + Light.Drizzle, data = test1) 
 
Residuals: 
    Min      1Q  Median      3Q     Max  
-0.7099 -0.0851 -0.0085  0.0282 13.5421  
 
Coefficients: 
                                Estimate Std. Error  t value Pr(>|t|)     
(Intercept)                    8.288e-01  2.019e-03  410.553  < 2e-16 *** 
X110.04651                    -5.667e-02  2.140e-03  -26.477  < 2e-16 *** 
X110P04650                    -2.186e-01  2.141e-03 -102.107  < 2e-16 *** 
X110P04651                     4.566e-01  2.146e-03  212.735  < 2e-16 *** 
X110.04652                     1.700e-01  2.146e-03   79.195  < 2e-16 *** 
X110P04652                     2.526e-01  2.151e-03  117.459  < 2e-16 *** 
X110P16046                     4.047e-01  2.151e-03  188.113  < 2e-16 *** 
X110.04653                    -1.565e-01  2.151e-03  -72.765  < 2e-16 *** 
X110P04653                     4.705e-01  2.147e-03  219.107  < 2e-16 *** 
X110.04654                     6.831e-01  2.147e-03  318.128  < 2e-16 *** 
X110P04654                     3.101e-01  2.149e-03  144.320  < 2e-16 *** 
X110P04655                     4.215e-01  2.148e-03  196.198  < 2e-16 *** 
X110.04656                    -1.027e-01  2.148e-03  -47.810  < 2e-16 *** 
X110P04656                     3.420e-01  2.146e-03  159.365  < 2e-16 *** 
X110.04657                    -1.541e-01  2.146e-03  -71.827  < 2e-16 *** 
X110P04657                     3.113e-01  2.158e-03  144.252  < 2e-16 *** 
X110.04298                     3.594e-01  2.234e-03  160.900  < 2e-16 *** 
X110.04299                    -1.652e-01  2.179e-03  -75.814  < 2e-16 *** 
X110P04299                     3.379e-01  2.166e-03  156.019  < 2e-16 *** 
X110P04298                     8.443e-01  2.172e-03  388.795  < 2e-16 *** 
X110.04300                    -1.844e-01  2.203e-03  -83.675  < 2e-16 *** 
X110P04300                    -1.655e-01  2.171e-03  -76.219  < 2e-16 *** 
X110.04301                    -1.443e-01  2.171e-03  -66.460  < 2e-16 *** 
X110P04301                     8.321e-02  2.168e-03   38.379  < 2e-16 *** 
X110.04302                    -3.958e-01  2.168e-03 -182.569  < 2e-16 *** 
X110P04302                    -9.346e-02  2.187e-03  -42.742  < 2e-16 *** 
X110.04303                    -3.176e-01  2.212e-03 -143.553  < 2e-16 *** 
X110N04302                    -1.359e-01  1.422e-03  -95.631  < 2e-16 *** 
X110N04301                    -5.180e-02  1.416e-03  -36.576  < 2e-16 *** 
X110N04300                    -2.203e-01  1.403e-03 -157.048  < 2e-16 *** 
X110N04299                     9.052e-02  1.402e-03   64.563  < 2e-16 *** 
X110N04298                     8.846e-01  1.402e-03  630.895  < 2e-16 *** 







X110N04656                     3.201e-01  1.400e-03  228.654  < 2e-16 *** 
X110.04655                     1.161e-01  2.149e-03   54.027  < 2e-16 *** 
X110N04655                     4.266e-01  1.398e-03  305.248  < 2e-16 *** 
X110N04654                     3.139e-01  1.399e-03  224.352  < 2e-16 *** 
X110N04653                     4.700e-01  1.400e-03  335.826  < 2e-16 *** 
X110.16046                     1.238e-01  2.150e-03   57.564  < 2e-16 *** 
X110N16046                     4.295e-01  1.405e-03  305.722  < 2e-16 *** 
X110N04652                     2.187e-01  1.428e-03  153.206  < 2e-16 *** 
X110N04651                     4.447e-01  1.397e-03  318.398  < 2e-16 *** 
X110.04650                    -6.449e-02  1.397e-03  -46.178  < 2e-16 *** 
X110N04650                    -2.699e-01  1.450e-03 -186.136  < 2e-16 *** 
Thursday                       1.333e-02  6.398e-04   20.832  < 2e-16 *** 
Sunday                        -9.386e-03  7.068e-04  -13.279  < 2e-16 *** 
X2.3am                        -7.652e-03  1.191e-03   -6.425 1.32e-10 *** 
X5.6am                         1.027e-02  1.089e-03    9.431  < 2e-16 *** 
X7.8am                         2.279e-03  1.119e-03    2.037   0.0417 *   
X8.9am                         1.004e-02  1.142e-03    8.788  < 2e-16 *** 
X9.10am                        7.743e-02  1.140e-03   67.899  < 2e-16 *** 
X10.11am                       1.279e-02  1.125e-03   11.372  < 2e-16 *** 
X1.2pm                         8.953e-03  1.153e-03    7.762 8.39e-15 *** 
X2.3pm                         6.463e-03  1.103e-03    5.857 4.70e-09 *** 
X6.7pm                         3.929e-02  1.076e-03   36.515  < 2e-16 *** 
Previous.Average.Speed.mph.   -5.353e-03  3.474e-05 -154.074  < 2e-16 *** 
Average.Speed.Afterwards.mph. -4.388e-03  3.522e-05 -124.586  < 2e-16 *** 
Temp.F.                        4.190e-04  1.948e-05   21.511  < 2e-16 *** 
Humidity                      -2.291e-02  1.172e-03  -19.555  < 2e-16 *** 
Wind.Speed.mph.               -2.834e-04  3.166e-05   -8.953  < 2e-16 *** 
Overcast                       3.749e-03  5.288e-04    7.089 1.35e-12 *** 
Heavy.Rain                     9.092e-02  4.861e-03   18.705  < 2e-16 *** 
Scattered.Clouds               7.873e-03  8.359e-04    9.419  < 2e-16 *** 
Light.Drizzle                 -2.118e-02  1.943e-03  -10.900  < 2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 0.2182 on 1026746 degrees of freedom 
Multiple R-squared:  0.6139, Adjusted R-squared:  0.6139  











































           [,1]       [,2]       [,3]       [,4]       [,5] 
[1,] 0.02250041 0.02299586 0.02274397 0.02273968 0.02269053 





glm(formula = Traveling.Time.min. ~ ., family = Gamma(link = "inverse"), 
    data = Mar395, start = c(0.21, 1, 0, 0, 0, 0, 0, 0, 0, 0, 
        0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
        0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
        0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 
        0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
        0, 0, 0, 0, 0, 55, 55, 57, 55.9, 0.96, 29.96, 7, 8.1, 
        0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)) 
 
Deviance Residuals: 
    Min       1Q   Median       3Q      Max   
-3.2663  -0.0704  -0.0236   0.0394   3.6441   
 
Coefficients: (3 not defined because of singularities) 
                                Estimate Std. Error  t value Pr(>|t|)     
(Intercept)                    2.771e+01  5.231e-02  529.739  < 2e-16 *** 
X110.04651                    -2.404e+01  5.350e-02 -449.285  < 2e-16 *** 
X110P04650                     8.189e-01  9.693e-02    8.449  < 2e-16 *** 
X110P04651                    -2.772e+01  5.179e-02 -535.244  < 2e-16 *** 
X110.04652                    -2.671e+01  5.208e-02 -512.846  < 2e-16 *** 
X110P04652                    -2.708e+01  5.198e-02 -520.919  < 2e-16 *** 
X110.16046                    -2.623e+01  5.229e-02 -501.671  < 2e-16 *** 
X110P16046                    -2.761e+01  5.182e-02 -532.867  < 2e-16 *** 
X110.04653                    -1.066e+01  7.241e-02 -147.284  < 2e-16 *** 
X110P04653                    -2.775e+01  5.178e-02 -535.811  < 2e-16 *** 
X110.04654                    -2.802e+01  5.169e-02 -542.072  < 2e-16 *** 
X110P04654                    -2.732e+01  5.189e-02 -526.398  < 2e-16 *** 
X110.04655                    -2.621e+01  5.229e-02 -501.177  < 2e-16 *** 
X110P04655                    -2.759e+01  5.179e-02 -532.769  < 2e-16 *** 
X110.04656                    -2.054e+01  5.687e-02 -361.129  < 2e-16 *** 
X110P04656                    -2.738e+01  5.184e-02 -528.151  < 2e-16 *** 
X110.04657                    -1.564e+01  6.363e-02 -245.819  < 2e-16 *** 
X110P04657                    -2.732e+01  5.183e-02 -527.034  < 2e-16 *** 
X110.04298                    -2.742e+01  5.178e-02 -529.560  < 2e-16 *** 







X110P04299                    -2.725e+01  5.178e-02 -526.134  < 2e-16 *** 
X110P04298                    -2.749e+01  5.169e-02 -531.864  < 2e-16 *** 
X110.04300                    -2.354e+01  5.362e-02 -438.935  < 2e-16 *** 
X110P04300                    -2.496e+01  5.256e-02 -475.002  < 2e-16 *** 
X110.04301                    -2.521e+01  5.243e-02 -480.924  < 2e-16 *** 
X110P04301                    -2.660e+01  5.189e-02 -512.544  < 2e-16 *** 
X110.04302                    -2.692e+00  8.796e-02  -30.607  < 2e-16 *** 
X110P04302                    -2.579e+01  5.218e-02 -494.207  < 2e-16 *** 
X110.04303                     8.461e-01  9.641e-02    8.777  < 2e-16 *** 
X110N04302                    -2.443e+01  5.222e-02 -467.851  < 2e-16 *** 
X110.04301.1                   9.516e+00  8.564e-02  111.121  < 2e-16 *** 
X110N04301                    -2.542e+01  5.200e-02 -488.753  < 2e-16 *** 
X110.04300.1                  -2.280e+01  5.277e-02 -432.109  < 2e-16 *** 
X110N04300                    -1.705e+01  5.585e-02 -305.187  < 2e-16 *** 
X110.04299.1                  -1.011e+01  6.146e-02 -164.464  < 2e-16 *** 
X110N04299                    -2.652e+01  5.180e-02 -511.993  < 2e-16 *** 
X110N04298                    -2.805e+01  5.163e-02 -543.292  < 2e-16 *** 
X110.04298.1                  -1.912e+01  5.460e-02 -350.155  < 2e-16 *** 
X110.04657.1                  -2.723e+01  5.173e-02 -526.425  < 2e-16 *** 
X110N04657                    -2.743e+01  5.171e-02 -530.485  < 2e-16 *** 
X110.04656.1                  -1.527e+01  5.727e-02 -266.630  < 2e-16 *** 
X110N04656                    -2.742e+01  5.171e-02 -530.338  < 2e-16 *** 
X110.04655.1                  -2.053e+01  5.387e-02 -381.138  < 2e-16 *** 
X110N04655                    -2.770e+01  5.168e-02 -535.934  < 2e-16 *** 
X110.04654.1                  -2.624e+01  5.188e-02 -505.739  < 2e-16 *** 
X110N04654                    -2.739e+01  5.171e-02 -529.651  < 2e-16 *** 
X110.04653.1                  -2.805e+01  5.164e-02 -543.207  < 2e-16 *** 
X110N04653                    -2.780e+01  5.167e-02 -537.916  < 2e-16 *** 
X110.16046.1                  -1.044e+01  6.138e-02 -170.027  < 2e-16 *** 
X110N16046                    -2.771e+01  5.169e-02 -536.027  < 2e-16 *** 
X110.04652.1                  -2.621e+01  5.190e-02 -505.077  < 2e-16 *** 
X110N04652                    -2.700e+01  5.176e-02 -521.727  < 2e-16 *** 
X110.04651.1                  -2.698e+01  5.176e-02 -521.157  < 2e-16 *** 
X110N04651                    -2.773e+01  5.167e-02 -536.689  < 2e-16 *** 
X110.04650                    -2.412e+01  5.238e-02 -460.469  < 2e-16 *** 
X110N04650                            NA         NA       NA       NA     
Monday                        -7.243e-03  2.625e-03   -2.759  0.00579 ** 
Tuesday                       -2.629e-02  2.706e-03   -9.716  < 2e-16 *** 
Wednesday                     -2.670e-02  2.788e-03   -9.575  < 2e-16 *** 
Thursday                      -1.883e-02  2.796e-03   -6.734 1.65e-11 *** 
Friday                        -1.178e-04  2.560e-03   -0.046  0.96331     
Saturday                      -2.487e-02  2.738e-03   -9.084  < 2e-16 *** 
Sunday                                NA         NA       NA       NA     
X0.1am                        -8.697e-03  4.547e-03   -1.913  0.05580 .   
X1.2am                         2.249e-03  4.689e-03    0.480  0.63148     
X2.3am                         7.567e-03  4.683e-03    1.616  0.10617     
X3.4am                         2.619e-02  4.501e-03    5.819 5.91e-09 *** 
X4.5am                         3.001e-02  4.534e-03    6.619 3.61e-11 *** 
X5.6am                         7.561e-02  4.716e-03   16.034  < 2e-16 *** 
X6.7am                         3.541e-02  4.604e-03    7.691 1.47e-14 *** 
X7.8am                        -7.217e-02  4.264e-03  -16.924  < 2e-16 *** 






X9.10am                       -1.757e-01  4.113e-03  -42.725  < 2e-16 *** 
X10.11am                      -6.695e-02  4.461e-03  -15.010  < 2e-16 *** 
X11.12am                       4.190e-02  5.610e-03    7.469 8.10e-14 *** 
X0.1pm                         2.023e-03  5.408e-03    0.374  0.70837     
X1.2pm                         1.002e-02  4.676e-03    2.143  0.03210 *   
X2.3pm                        -4.836e-03  4.579e-03   -1.056  0.29094     
X3.4pm                        -2.566e-02  4.384e-03   -5.853 4.83e-09 *** 
X4.5pm                        -1.254e-02  4.435e-03   -2.828  0.00468 ** 
X5.6pm                         9.013e-02  3.941e-03   22.869  < 2e-16 *** 
X6.7pm                         1.082e-01  3.778e-03   28.652  < 2e-16 *** 
X7.8pm                         5.788e-03  3.992e-03    1.450  0.14709     
X8.9pm                        -1.372e-02  4.239e-03   -3.236  0.00121 ** 
X9.10pm                       -2.080e-02  4.210e-03   -4.941 7.78e-07 *** 
X10.11pm                      -1.037e-02  4.226e-03   -2.455  0.01410 *   
X11.12pm                              NA         NA       NA       NA     
Previous.Average.Speed.mph.    1.514e-02  7.208e-05  210.009  < 2e-16 *** 
Average.Speed.Afterwards.mph.  9.291e-03  7.680e-05  120.977  < 2e-16 *** 
Temp.F.                        7.510e-03  1.653e-04   45.440  < 2e-16 *** 
Dew.Point.F.                  -7.474e-03  1.757e-04  -42.533  < 2e-16 *** 
Humidity                       3.774e-01  1.108e-02   34.052  < 2e-16 *** 
Pressure.in.                   2.097e-02  3.591e-03    5.840 5.21e-09 *** 
Visibility.mile.              -8.892e-03  6.898e-04  -12.890  < 2e-16 *** 
Wind.Speed.mph.               -2.933e-03  1.330e-04  -22.042  < 2e-16 *** 
Gust.Speed.mph.                1.079e-03  8.036e-05   13.425  < 2e-16 *** 
Precip.in.                    -3.469e-01  4.311e-02   -8.048 8.42e-16 *** 
Light.Rain                    -8.677e-01  1.139e-01   -7.621 2.53e-14 *** 
Overcast                      -8.568e-01  1.139e-01   -7.520 5.50e-14 *** 
Mostly.Cloudy                 -8.562e-01  1.138e-01   -7.525 5.27e-14 *** 
Heavy.Rain                    -9.613e-01  1.138e-01   -8.447  < 2e-16 *** 
Scattered.Clouds              -8.529e-01  1.140e-01   -7.479 7.49e-14 *** 
Partly.Cloudy                 -8.576e-01  1.141e-01   -7.518 5.59e-14 *** 
Unknown                       -8.332e-01  1.149e-01   -7.250 4.18e-13 *** 
Light.Snow                    -8.302e-01  1.140e-01   -7.282 3.29e-13 *** 
Clear                         -8.786e-01  1.143e-01   -7.686 1.51e-14 *** 
Light.Freezing.Rain           -9.713e-01  1.145e-01   -8.485  < 2e-16 *** 
Ice.Pellets                   -9.226e-01  1.150e-01   -8.023 1.03e-15 *** 
Light.Ice.Pellets             -5.905e-01  1.132e-01   -5.216 1.83e-07 *** 
Heavy.Ice.Pellets             -9.549e-01  1.188e-01   -8.038 9.13e-16 *** 
Rain                          -9.361e-01  1.137e-01   -8.229  < 2e-16 *** 
Light.Drizzle                 -9.299e-01  1.144e-01   -8.130 4.28e-16 *** 
Mist                          -9.118e-01  1.151e-01   -7.924 2.29e-15 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 






Appendix D: Result for Sure Independence Screening 
(1) Result of Five-Fold Cross-Validation for SIS 
 



















[1] "Screening Threshold" 
[1] 2.491235 
 
[1] "Number of Variables after screening" 
[1] 108 
 
[1] "Variables Left" 
[1] "X110.04651" "X110P04650" "X110P04651" "X110.04652" "X110P04652" "X110.16
046" "X110P16046" "X110.04653" "X110P04653" "X110.04654"          
[11] "X110P04654" "X110.04655" "X110P04655" "X110.04656" "X110P04656" "X110.0
4657" "X110P04657" "X110.04298" "X110.04299" "X110P04299"          
[21] "X110P04298" "X110.04300" "X110P04300" "X110.04301" "X110P04301" "X110.0
4302" "X110P04302" "X110.04303" "X110N04302" "X110.04301.1"        
[31] "X110N04301" "X110.04300.1" "X110N04300" "X110.04299.1" "X110N04299" "X1
10N04298" "X110.04298.1" "X110.04657.1" "X110N04657" "X110.04656.1"        
[41] "X110N04656" "X110.04655.1" "X110N04655" "X110.04654.1" "X110N04654" "X1
10.04653.1" "X110N04653" "X110.16046.1" "X110N16046" "X110.04652.1"        
[51] "X110N04652" "X110.04651.1" "X110N04651" "X110.04650" "X110N04650" "Mond
ay" "Tuesday" "Wednesday" "Thursday" "Friday"     
[61] "Saturday" "Sunday" "X0.1am" "X1.2am" "X2.3am" "X3.4am" "X4.5am" "X5.6am
" "X6.7am" "X7.8am"     
[71] "X8.9am" "X9.10am" "X10.11am" "X11.12am" "X0.1pm" "X1.2pm" "X2.3pm" "X3.
4pm" "X4.5pm" "X5.6pm"     
[81] "X6.7pm" "X7.8pm" "X8.9pm" "X9.10pm" "X10.11pm" "X11.12pm" "Temp.F." "De
w.Point.F." "Pressure.in." "Wind.Speed.mph."     
[91] "Gust.Speed.mph." "Precip.in." "Light.Rain" "Overcast" "Mostly.Cloudy"  
  "Heavy.Rain" "Scattered.Clouds" "Partly.Cloudy" "Unknown" "Light.Snow" 
[101] "Clear" "Light.Freezing.Rain" "Ice.Pellets" "Light.Ice.Pellets" "Heavy.







[1] "Removed Variables" 
[1] "Previous.Average.Speed.mph." "Average.Speed.Afterwards.mph." "Humidity" 
"Visibility.mile."   
 
Call: 
glm(formula = Traveling.Time.min. ~ ., family = Gamma(link = "inverse"),  
    data = Mar395_SIS_train, start = start.SIS) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.1240  -0.1164  -0.0351   0.0660   4.3477   
 
Coefficients: (2 not defined because of singularities) 
                      Estimate Std. Error t value Pr(>|t|)     
(Intercept)          1.952e+09  6.167e+09   0.317   0.7516     
X110.04651          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04650          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04651          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04652          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04652          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.16046          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P16046          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04653          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04653          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04654          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04654          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04655          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04655          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04656          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04656          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04657          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04657          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04298          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04299          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04299          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04298          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04300          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04300          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04301          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04301          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04302          -1.952e+09  6.167e+09  -0.317   0.7516     
X110P04302          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04303          -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04302          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04301.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04301          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04300.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04300          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04299.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04299          -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04298          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04298.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04657.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04657          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04656.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04656          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04655.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04655          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04654.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04654          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04653.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04653          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.16046.1        -1.952e+09  6.167e+09  -0.317   0.7516     








X110.04652.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04652          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04651.1        -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04651          -1.952e+09  6.167e+09  -0.317   0.7516     
X110.04650          -1.952e+09  6.167e+09  -0.317   0.7516     
X110N04650          -1.952e+09  6.167e+09  -0.317   0.7516     
Monday              -3.702e-02  3.675e-03 -10.073  < 2e-16 *** 
Tuesday             -1.828e-01  3.951e-03 -46.262  < 2e-16 *** 
Wednesday           -9.876e-02  4.127e-03 -23.930  < 2e-16 *** 
Thursday            -1.365e-01  3.905e-03 -34.958  < 2e-16 *** 
Friday              -1.277e-03  3.624e-03  -0.353   0.7245     
Saturday            -6.322e-02  3.860e-03 -16.380  < 2e-16 *** 
Sunday                      NA         NA      NA       NA     
X0.1am              -2.661e-02  6.516e-03  -4.084 4.42e-05 *** 
X1.2am               5.167e-03  6.682e-03   0.773   0.4393     
X2.3am               3.317e-02  6.700e-03   4.950 7.42e-07 *** 
X3.4am               5.911e-02  6.441e-03   9.178  < 2e-16 *** 
X4.5am               1.069e-01  6.516e-03  16.413  < 2e-16 *** 
X5.6am               2.172e-01  6.777e-03  32.048  < 2e-16 *** 
X6.7am               1.036e-01  6.599e-03  15.704  < 2e-16 *** 
X7.8am              -2.457e-01  6.090e-03 -40.350  < 2e-16 *** 
X8.9am              -3.607e-01  6.036e-03 -59.759  < 2e-16 *** 
X9.10am             -5.295e-01  5.746e-03 -92.162  < 2e-16 *** 
X10.11am            -7.592e-02  6.512e-03 -11.660  < 2e-16 *** 
X11.12am             9.963e-02  8.052e-03  12.374  < 2e-16 *** 
X0.1pm               1.466e-02  7.738e-03   1.894   0.0582 .   
X1.2pm               1.051e-01  6.740e-03  15.595  < 2e-16 *** 
X2.3pm               8.732e-02  6.584e-03  13.262  < 2e-16 *** 
X3.4pm              -5.495e-03  6.313e-03  -0.870   0.3841     
X4.5pm               2.767e-02  6.399e-03   4.324 1.53e-05 *** 
X5.6pm              -3.800e-02  6.182e-03  -6.147 7.89e-10 *** 
X6.7pm              -3.446e-01  5.539e-03 -62.213  < 2e-16 *** 
X7.8pm              -6.487e-02  6.020e-03 -10.776  < 2e-16 *** 
X8.9pm              -3.717e-02  6.065e-03  -6.129 8.86e-10 *** 
X9.10pm             -4.607e-02  6.003e-03  -7.673 1.68e-14 *** 
X10.11pm            -2.763e-02  6.050e-03  -4.566 4.97e-06 *** 
X11.12pm                    NA         NA      NA       NA     
Temp.F.             -5.215e-03  1.507e-04 -34.606  < 2e-16 *** 
Dew.Point.F.         5.125e-03  1.335e-04  38.394  < 2e-16 *** 
Pressure.in.         6.575e-02  5.540e-03  11.869  < 2e-16 *** 
Wind.Speed.mph.     -3.282e-04  1.972e-04  -1.665   0.0960 .   
Gust.Speed.mph.      2.517e-03  1.207e-04  20.851  < 2e-16 *** 
Precip.in.          -1.059e+00  6.474e-02 -16.362  < 2e-16 *** 
Light.Rain          -1.904e+00  1.690e-01 -11.267  < 2e-16 *** 
Overcast            -1.880e+00  1.694e-01 -11.099  < 2e-16 *** 
Mostly.Cloudy       -1.871e+00  1.694e-01 -11.049  < 2e-16 *** 
Heavy.Rain          -2.156e+00  1.694e-01 -12.727  < 2e-16 *** 
Scattered.Clouds    -1.939e+00  1.693e-01 -11.449  < 2e-16 *** 
Partly.Cloudy       -1.880e+00  1.698e-01 -11.072  < 2e-16 *** 
Unknown             -2.029e+00  1.708e-01 -11.877  < 2e-16 *** 
Light.Snow          -2.196e+00  1.693e-01 -12.974  < 2e-16 *** 
Clear               -1.902e+00  1.700e-01 -11.188  < 2e-16 *** 
Light.Freezing.Rain -2.102e+00  1.699e-01 -12.369  < 2e-16 *** 
Ice.Pellets         -1.971e+00  1.706e-01 -11.551  < 2e-16 *** 
Light.Ice.Pellets   -2.127e+00  1.684e-01 -12.631  < 2e-16 *** 
Heavy.Ice.Pellets   -1.883e+00  1.760e-01 -10.697  < 2e-16 *** 
Rain                -2.034e+00  1.690e-01 -12.039  < 2e-16 *** 
Light.Drizzle       -1.856e+00  1.695e-01 -10.950  < 2e-16 *** 






Appendix E: Result for Generalized Linear Model with Inverse Gaussian distribution 
and “inverse squared” link function 
 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for Gamma family taken to be 0.1214687) 
 
    Null deviance: 655067  on 718539  degrees of freedom 
Residual deviance:  56023  on 718433  degrees of freedom 
AIC: -1772729 
 




glm(formula = Traveling.Time.min. ~ ., family = inverse.gaussian(link = "1/mu^2"), 
    data = Mar395_train, start = c(0.21, 1, 0, 0, 0, 0, 0, 0, 
        0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
        0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
        0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 
        0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
        0, 0, 0, 0, 0, 0, 0, 55, 55, 57, 55.9, 0.96, 29.96, 7, 
        8.1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
        0, 0)) 
 
Deviance Residuals: 
    Min       1Q   Median       3Q      Max   
 -0.607   29.074   49.843   58.048  184.627   
 
Coefficients: (3 not defined because of singularities) 
                                Estimate Std. Error t value Pr(>|t|) 
(Intercept)                     3787.712   6092.431   0.622    0.534 
X110.04651                     -1887.450   8424.678  -0.224    0.823 
X110P04650                       288.041   9369.111   0.031    0.975 
X110P04651                     -5906.200   6864.284  -0.860    0.390 
X110.04652                     -3967.076   7694.626  -0.516    0.606 
X110P04652                     -4545.563   7511.878  -0.605    0.545 
X110.16046                     -3418.603   8010.437  -0.427    0.670 
X110P16046                     -5620.477   7020.937  -0.801    0.423 
X110.04653                        -6.963   9396.853  -0.001    0.999 
X110P04653                     -5979.054   6864.485  -0.871    0.384 
X110.04654                     -6785.043   6273.872  -1.081    0.279 
X110P04654                     -4980.467   7274.229  -0.685    0.494 
X110.04655                     -3382.478   7965.749  -0.425    0.671 
X110P04655                     -5611.112   6836.746  -0.821    0.412 
X110.04656                      -907.401   8926.935  -0.102    0.919 
X110P04656                     -5120.242   7039.070  -0.727    0.467 
X110.04657                      -320.996   9137.985  -0.035    0.972 
X110P04657                     -4967.352   6893.632  -0.721    0.471 
X110.04298                     -5198.914   6602.034  -0.787    0.431 
X110.04299                     -1732.934   7917.459  -0.219    0.827 
X110P04299                     -4828.698   6613.472  -0.730    0.465 
X110P04298                     -5173.115   5656.535  -0.915    0.360 
X110.04300                     -1690.902   7867.506  -0.215    0.830 







X110.04301                     -2253.953   7273.731  -0.310    0.757 
X110P04301                     -3550.083   6748.285  -0.526    0.599 
X110.04302                      -120.811   8239.655  -0.015    0.988 
X110P04302                     -2717.347   7099.372  -0.383    0.702 
X110.04303                       273.951   9168.493   0.030    0.976 
X110N04302                     -2094.407   6274.824  -0.334    0.739 
X110.04301.1                      95.012   6769.377   0.014    0.989 
X110N04301                     -2645.324   6272.138  -0.422    0.673 
X110.04300.1                   -1480.198   6528.039  -0.227    0.821 
X110N04300                      -602.138   6713.428  -0.090    0.929 
X110.04299.1                    -196.169   6815.790  -0.029    0.977 
X110N04299                     -3705.621   6020.401  -0.616    0.538 
X110N04298                     -6828.113   5169.921  -1.321    0.187 
X110.04298.1                    -746.279   6851.656  -0.109    0.913 
X110.04657.1                   -4788.162   5964.280  -0.803    0.422 
X110N04657                     -5193.585   5863.395  -0.886    0.376 
X110.04656.1                    -384.914   6938.056  -0.055    0.956 
X110N04656                     -5174.938   5848.550  -0.885    0.376 
X110.04655.1                    -998.381   6787.966  -0.147    0.883 
X110N04655                     -5798.309   5742.899  -1.010    0.313 
X110.04654.1                   -3430.026   6266.954  -0.547    0.584 
X110N04654                     -5117.112   5904.857  -0.867    0.386 
X110.04653.1                   -6912.124   5268.006  -1.312    0.189 
X110N04653                     -6055.849   5709.982  -1.061    0.289 
X110.16046.1                    -100.939   7019.766  -0.014    0.989 
X110N16046                     -5817.635   5830.207  -0.998    0.318 
X110.04652.1                   -3425.747   6348.782  -0.540    0.589 
X110N04652                     -4442.987   6008.541  -0.739    0.460 
X110.04651.1                   -4399.206   6020.286  -0.731    0.465 
X110N04651                     -5889.027   5665.035  -1.040    0.299 
X110.04650                     -1994.410   6502.488  -0.307    0.759 
X110N04650                            NA         NA      NA       NA 
Monday                           104.039   2427.368   0.043    0.966 
Tuesday                          -85.221   2697.789  -0.032    0.975 
Wednesday                         72.530   2670.654   0.027    0.978 
Thursday                         160.818   2500.618   0.064    0.949 
Friday                            13.092   2315.599   0.006    0.995 
Saturday                          26.218   2501.835   0.010    0.992 
Sunday                                NA         NA      NA       NA 
X0.1am                             6.758   4267.466   0.002    0.999 
X1.2am                            34.430   4356.263   0.008    0.994 
X2.3am                            38.845   4315.893   0.009    0.993 
X3.4am                            29.036   4116.751   0.007    0.994 
X4.5am                            22.769   4115.565   0.006    0.996 
X5.6am                            56.192   4220.125   0.013    0.989 
X6.7am                           -13.656   4152.980  -0.003    0.997 
X7.8am                          -181.401   4014.924  -0.045    0.964 
X8.9am                          -264.321   3930.568  -0.067    0.946 
X9.10am                         -211.749   3908.965  -0.054    0.957 
X10.11am                        -135.834   4158.837  -0.033    0.974 
X11.12am                          90.554   5023.351   0.018    0.986 
X0.1pm                            48.401   5012.393   0.010    0.992 
X1.2pm                            79.503   4344.819   0.018    0.985 
X2.3pm                            59.016   4270.680   0.014    0.989 
X3.4pm                             2.830   4158.971   0.001    0.999 
X4.5am                            22.769   4115.565   0.006    0.996 
X5.6am                            56.192   4220.125   0.013    0.989 
X6.7am                           -13.656   4152.980  -0.003    0.997 
X7.8am                          -181.401   4014.924  -0.045    0.964 
X8.9am                          -264.321   3930.568  -0.067    0.946 
X9.10am                         -211.749   3908.965  -0.054    0.957 
X10.11am                        -135.834   4158.837  -0.033    0.974 






Appendix F: Result for Generalized Linear Model with Inverse Gaussian distribution 
and “log” link function 
 
X0.1pm                            48.401   5012.393   0.010    0.992 
X1.2pm                            79.503   4344.819   0.018    0.985 
X2.3pm                            59.016   4270.680   0.014    0.989 
X3.4pm                             2.830   4158.971   0.001    0.999 
X4.5pm                            30.234   4177.909   0.007    0.994 
X5.6pm                           194.238   3716.733   0.052    0.958 
X6.7pm                           189.498   3507.356   0.054    0.957 
X7.8pm                            -2.172   3613.569  -0.001    1.000 
X8.9pm                             3.922   3983.642   0.001    0.999 
X9.10pm                          -22.506   3956.447  -0.006    0.995 
X10.11pm                          -2.080   3948.537  -0.001    1.000 
X11.12pm                              NA         NA      NA       NA 
Previous.Average.Speed.mph.       51.968     76.271   0.681    0.496 
Average.Speed.Afterwards.mph.     39.464     80.125   0.493    0.622 
Temp.F.                           35.481    175.259   0.202    0.840 
Dew.Point.F.                      11.211    198.310   0.057    0.955 
Humidity                         894.667  11723.040   0.076    0.939 
Pressure.in.                     185.819   3497.324   0.053    0.958 
Visibility.mile.                  -9.968    628.984  -0.016    0.987 
Wind.Speed.mph.                    1.221    130.669   0.009    0.993 
Gust.Speed.mph.                    3.842     72.869   0.053    0.958 
Precip.in.                     -1477.213  46675.966  -0.032    0.975 
Light.Rain                     -6001.496 109800.737  -0.055    0.956 
Overcast                       -6047.534 109806.586  -0.055    0.956 
Mostly.Cloudy                  -5955.233 109754.010  -0.054    0.957 
Heavy.Rain                     -6572.162 109806.356  -0.060    0.952 
Scattered.Clouds               -6084.366 109690.601  -0.055    0.956 
Partly.Cloudy                  -6118.419 110078.384  -0.056    0.956 
Unknown                        -6040.595 110618.450  -0.055    0.956 
Light.Snow                     -5971.156 109942.256  -0.054    0.957 
Clear                          -6050.332 110151.756  -0.055    0.956 
Light.Freezing.Rain            -6202.639 110473.475  -0.056    0.955 
Ice.Pellets                    -6114.949 110916.119  -0.055    0.956 
Light.Ice.Pellets              -5496.676 109589.271  -0.050    0.960 
Heavy.Ice.Pellets              -6176.623 113835.441  -0.054    0.957 
Rain                           -6127.204 109706.280  -0.056    0.955 
Light.Drizzle                  -6189.849 110247.265  -0.056    0.955 
Mist                           -6202.456 110787.494  -0.056    0.955 
 
(Dispersion parameter for inverse.gaussian family taken to be 95364.09) 
 
    Null deviance:    3695483  on 719490  degrees of freedom 
Residual deviance: 1631583326  on 719381  degrees of freedom 
AIC: 4613216 
 
Number of Fisher Scoring iterations: 25 
glm(formula = Traveling.Time.min. ~ ., family = Gamma(link = "log"), 
    data = Mar395_train) 
 
Deviance Residuals: 
     Min        1Q    Median        3Q       Max   







Coefficients: (3 not defined because of singularities) 
                                Estimate Std. Error  t value Pr(>|t|)     
(Intercept)                   -1.846e+00  2.868e-03 -643.640  < 2e-16 *** 
X110.04651                     1.884e+00  2.053e-03  917.741  < 2e-16 *** 
X110P04650                     1.099e-01  2.061e-03   53.320  < 2e-16 *** 
X110P04651                     3.202e+00  2.078e-03 1540.591  < 2e-16 *** 
X110.04652                     2.658e+00  2.082e-03 1276.690  < 2e-16 *** 
X110P04652                     2.864e+00  2.071e-03 1382.491  < 2e-16 *** 
X110.16046                     2.541e+00  2.076e-03 1223.806  < 2e-16 *** 
X110P16046                     3.151e+00  2.060e-03 1529.538  < 2e-16 *** 
X110.04653                     7.065e-01  2.063e-03  342.424  < 2e-16 *** 
X110P04653                     3.232e+00  2.072e-03 1559.415  < 2e-16 *** 
X110.04654                     3.510e+00  2.070e-03 1695.069  < 2e-16 *** 
X110P04654                     2.981e+00  2.065e-03 1443.683  < 2e-16 *** 
X110.04655                     2.504e+00  2.067e-03 1211.114  < 2e-16 *** 
X110P04655                     3.156e+00  2.056e-03 1534.990  < 2e-16 *** 
X110.04656                     1.419e+00  2.059e-03  689.250  < 2e-16 *** 
X110P04656                     2.995e+00  2.063e-03 1451.624  < 2e-16 *** 
X110.04657                     9.486e-01  2.058e-03  460.860  < 2e-16 *** 
X110P04657                     2.898e+00  2.042e-03 1419.076  < 2e-16 *** 
X110.04298                     2.887e+00  2.040e-03 1415.418  < 2e-16 *** 
X110.04299                     1.320e+00  2.034e-03  648.688  < 2e-16 *** 
X110P04299                     2.578e+00  2.104e-03 1224.977  < 2e-16 *** 
X110P04298                     3.241e+00  2.065e-03 1569.538  < 2e-16 *** 
X110.04300                     1.185e+00  2.037e-03  581.774  < 2e-16 *** 
X110P04300                     1.307e+00  2.065e-03  632.810  < 2e-16 *** 
X110.04301                     1.505e+00  2.071e-03  726.733  < 2e-16 *** 
X110P04301                     2.085e+00  2.066e-03 1009.142  < 2e-16 *** 
X110.04302                    -4.428e-01  2.059e-03 -215.057  < 2e-16 *** 
X110P04302                     1.734e+00  2.057e-03  843.025  < 2e-16 *** 
X110.04303                    -2.665e-01  2.183e-03 -122.079  < 2e-16 *** 
X110N04302                     1.705e+00  1.551e-03 1099.060  < 2e-16 *** 
X110.04301.1                  -4.529e-01  1.551e-03 -291.993  < 2e-16 *** 
X110N04301                     2.012e+00  1.588e-03 1266.799  < 2e-16 *** 
X110.04300.1                   1.448e+00  1.588e-03  911.874  < 2e-16 *** 
X110N04300                     8.679e-01  1.542e-03  562.782  < 2e-16 *** 
X110.04299.1                   4.097e-01  1.544e-03  265.361  < 2e-16 *** 
X110N04299                     2.418e+00  1.546e-03 1563.442  < 2e-16 *** 
X110N04298                     3.512e+00  1.545e-03 2272.495  < 2e-16 *** 
X110.04298.1                   1.128e+00  1.599e-03  705.370  < 2e-16 *** 
X110.04657.1                   2.829e+00  1.601e-03 1766.396  < 2e-16 *** 
X110N04657                     2.986e+00  1.554e-03 1921.581  < 2e-16 *** 
X110.04656.1                   9.327e-01  1.554e-03  600.277  < 2e-16 *** 
X110N04656                     2.970e+00  1.550e-03 1916.579  < 2e-16 *** 
X110.04655.1                   1.386e+00  1.550e-03  893.815  < 2e-16 *** 
X110N04655                     3.144e+00  1.564e-03 2009.962  < 2e-16 *** 
X110.04654.1                   2.460e+00  1.565e-03 1571.295  < 2e-16 *** 
X110N04654                     2.968e+00  1.562e-03 1899.980  < 2e-16 *** 
X110.04653.1                   3.508e+00  1.559e-03 2249.877  < 2e-16 *** 
X110N04653                     3.226e+00  1.559e-03 2068.784  < 2e-16 *** 
X110.16046.1                   6.602e-01  1.558e-03  423.852  < 2e-16 *** 
X110N16046                     3.196e+00  1.582e-03 2020.784  < 2e-16 *** 
X110.04652.1                   2.522e+00  1.581e-03 1594.999  < 2e-16 *** 
X110N04652                     2.787e+00  1.535e-03 1815.953  < 2e-16 *** 
X110.04651.1                   2.777e+00  1.535e-03 1808.466  < 2e-16 *** 
X110N04651                     3.145e+00  1.553e-03 2024.649  < 2e-16 *** 
X110.04650                     1.874e+00  1.550e-03 1209.656  < 2e-16 *** 
X110N04650                            NA         NA       NA       NA    
Monday                         3.186e-02  7.673e-04   41.527  < 2e-16 *** 
Tuesday                        3.651e-02  8.389e-04   43.524  < 2e-16 *** 
Wednesday                      2.955e-02  8.629e-04   34.243  < 2e-16 *** 
Thursday                       3.884e-02  8.355e-04   46.488  < 2e-16 *** 







Saturday                       7.152e-03  7.915e-04    9.036  < 2e-16 *** 
Sunday                                NA         NA       NA       NA    
X0.1am                        -5.726e-03  1.296e-03   -4.417 1.00e-05 *** 
X1.2am                        -4.896e-03  1.313e-03   -3.730 0.000191 *** 
X2.3am                        -9.014e-03  1.299e-03   -6.937 4.01e-12 *** 
X3.4am                        -5.828e-03  1.236e-03   -4.715 2.42e-06 *** 
X4.5am                         1.437e-02  1.234e-03   11.648  < 2e-16 *** 
X5.6am                         3.652e-02  1.258e-03   29.027  < 2e-16 *** 
X6.7am                        -5.673e-03  1.263e-03   -4.491 7.09e-06 *** 
X7.8am                        -1.822e-02  1.290e-03  -14.116  < 2e-16 *** 
X8.9am                         2.467e-02  1.310e-03   18.832  < 2e-16 *** 
X9.10am                        9.429e-02  1.307e-03   72.120  < 2e-16 *** 
X10.11am                       3.766e-02  1.300e-03   28.973  < 2e-16 *** 
X11.12am                       5.152e-03  1.505e-03    3.423 0.000620 *** 
X0.1pm                         8.927e-03  1.493e-03    5.979 2.25e-09 *** 
X1.2pm                         3.125e-02  1.284e-03   24.334  < 2e-16 *** 
X2.3pm                         2.309e-02  1.265e-03   18.256  < 2e-16 *** 
X3.4pm                         8.656e-04  1.252e-03    0.691 0.489278     
X4.5pm                         7.776e-03  1.254e-03    6.200 5.64e-10 *** 
X5.6pm                        -4.455e-03  1.240e-03   -3.594 0.000326 *** 
X6.7pm                        -3.055e-02  1.240e-03  -24.649  < 2e-16 *** 
X7.8pm                        -1.978e-02  1.220e-03  -16.205  < 2e-16 *** 
X8.9pm                        -1.757e-02  1.209e-03  -14.535  < 2e-16 *** 
X9.10pm                       -1.702e-02  1.203e-03  -14.155  < 2e-16 *** 
X10.11pm                      -1.076e-02  1.200e-03   -8.966  < 2e-16 *** 
X11.12pm                              NA         NA       NA       NA    
Previous.Average.Speed.mph.   -1.544e-02  2.995e-05 -515.378  < 2e-16 *** 
Average.Speed.Afterwards.mph. -1.270e-02  2.982e-05 -425.862  < 2e-16 *** 
Temp.F.                        7.836e-04  7.239e-05   10.824  < 2e-16 *** 
Dew.Point.F.                  -2.322e-04  7.837e-05   -2.962 0.003055 ** 
Humidity                       1.631e-02  4.163e-03    3.918 8.92e-05 *** 
Pressure.in.                   1.866e-02  1.180e-03   15.818  < 2e-16 *** 
Visibility.mile.               4.502e-03  2.078e-04   21.670  < 2e-16 *** 
Wind.Speed.mph.                3.196e-04  4.144e-05    7.712 1.24e-14 *** 
Gust.Speed.mph.               -2.894e-04  2.530e-05  -11.439  < 2e-16 *** 
Precip.in.                     5.747e-02  1.602e-02    3.588 0.000333 *** 
Light.Rain                    -6.604e-01  3.649e-02  -18.100  < 2e-16 *** 
Overcast                      -6.461e-01  3.650e-02  -17.702  < 2e-16 *** 
Mostly.Cloudy                 -6.505e-01  3.648e-02  -17.831  < 2e-16 *** 
Heavy.Rain                    -6.087e-01  3.665e-02  -16.606  < 2e-16 *** 
Scattered.Clouds              -6.430e-01  3.649e-02  -17.619  < 2e-16 *** 
Partly.Cloudy                 -6.431e-01  3.657e-02  -17.583  < 2e-16 *** 
Unknown                       -6.240e-01  3.669e-02  -17.005  < 2e-16 *** 
Light.Snow                    -6.364e-01  3.658e-02  -17.399  < 2e-16 *** 
Clear                         -6.509e-01  3.664e-02  -17.766  < 2e-16 *** 
Light.Freezing.Rain           -6.871e-01  3.675e-02  -18.695  < 2e-16 *** 
Ice.Pellets                   -6.673e-01  3.690e-02  -18.086  < 2e-16 *** 
Light.Ice.Pellets             -7.054e-01  3.643e-02  -19.361  < 2e-16 *** 
Heavy.Ice.Pellets             -6.394e-01  3.780e-02  -16.916  < 2e-16 *** 
Rain                          -6.563e-01  3.648e-02  -17.994  < 2e-16 *** 
Light.Drizzle                 -6.589e-01  3.663e-02  -17.989  < 2e-16 *** 
Mist                          -6.395e-01  3.674e-02  -17.405  < 2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for Gamma family taken to be 0.02145065) 
 
    Null deviance: 656541  on 719490  degrees of freedom 
Residual deviance:  12602  on 719381  degrees of freedom 
AIC: -2857975 
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