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1. Introduction
In this work we consider the general system
dx
dt
= −y − p(x, y), dy
dt
= x+ q(x, y) (1)
and its corresponding phase plane equation
dy
dx
= − x+ q(x, y)
y + p(x, y) . (2)
Here p and q are homogeneous polynomials of degree n 2. The aim is to determine speciﬁc forms for p and q such that
(0,0) will be a center. That is, conditions so that all trajectories within a suﬃciently small open neighborhood of the origin
are closed. This problem has been widely studied since it was ﬁrst formulated by Poincaré [1]. The conditions for n = 2,3
are completely known; the quadratic case is discussed in [2–4] and conditions for the cubic case are given in [5]. However,
beyond this, very little is known about the general problem. Some partial results for n = 4,5,6,7 are given in [6–8].
Poincaré devised a method for determining if the origin is a center by seeking an analytic solution of the form
U (x, y) =
∞∑
k=2
Uk(x, y), where U2(x, y) = 12
(
x2 + y2) (3)
and Uk(x, y) is a homogeneous polynomial of degree k. This solution is required to satisfy the condition
dU
dt
= ∂U
∂x
dx
dt
+ ∂U
∂ y
dy
dt
=
∞∑
k=2
V2k
(
x2 + y2)k. (4)
Here, the V2k are called the Poincaré–Lyapunov coeﬃcients. A necessary condition for the existence of a time-independent
ﬁrst integral is that these coeﬃcients should all be zero. Then U (x, y) = C will be a ﬁrst integral of the system (1)–(2),
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76 G.R. Nicklason / J. Math. Anal. Appl. 358 (2009) 75–80provided the series converges, and the origin will be a center. Based on the work in [9–12] it is known that there are three
independent Poincaré–Lyapunov coeﬃcients for n = 2 and ﬁve [13] independent coeﬃcients for n = 3. For n 4 the number
of independent Poincaré–Lyapunov coeﬃcients remains an open question.
One approach to the center problem is to determine conditions for which the Poincaré–Lyapunov coeﬃcients vanish. This
method is used with limited success in [6–8,14–16]. The main problem with this approach, as with any other constructive
method for obtaining center conditions, is the large number of nonlinear equations which must be solved simultaneously.
Another approach is to seek systems which are integrable, usually in the sense of ﬁnding an integrating factor. If the
resulting solution is analytic on a neighborhood of the origin, these trajectories will be closed and the origin is a center. In
this work we will demonstrate a method for ﬁnding center conditions which is based solely on certain parity properties of
a particular differential equation.
It is well known [17] that the system (1)–(2) can be transformed to an Abel differential equation of the ﬁrst kind
dρ
dθ
= ψ3(θ)ρ3 + ψ2(θ)ρ2,
where ψ3 and ψ2 are trigonometric polynomials of degree 2(n + 1) and n + 1 respectively. The critical point (0,0) will be
a center if the solution of this equation satisﬁes ρ(2π) = ρ(0), or equivalently, if ρ(−π) = ρ(π). In the next section we
establish the form of the equation and observe that if ψ3 and ψ2 satisfy some simple parity conditions, its solution satisﬁes
the condition ρ(−θ) = ρ(θ). Then, in this case, the origin will be a center.
In Section 3 we investigate a simple result which shows how to construct center conditions for any n1 = n + 2k, where
k is a positive integer, from existing center conditions for n. We observe that a number of the results in the literature for
n = 4,5,6,7 fall into this category of centers.
2. Derivation of the Abel differential equation and center conditions
Following [17] we set x = r(θ) cos θ, y = r(θ) sin θ in (2) to obtain
dr
dθ
= ξ(θ)r
n
1+ η(θ)rn−1 (5)
and deﬁne
ρ(θ) = r(θ)
n−1
1+ η(θ)r(θ)n−1 .
Then (5) is transformed to
dρ
dθ
= ψ3(θ)ρ3 + ψ2(θ)ρ2, (6)
where
ψ3(θ) = −(n − 1)ξ(θ)η(θ), ψ2(θ) = (n − 1)ξ(θ) − η′(θ)
and
ξ(θ) = sin θq(cos θ, sin θ) − cos θ p(cos θ, sin θ),
η(θ) = sin θ p(cos θ, sin θ) + cos θq(cos θ, sin θ). (7)
Here ξ and η are trigonometric polynomials of degree n + 1. In [14] and several follow-up papers forms of these functions
are given which will ensure that the functions p and q deﬁned by them are homogeneous polynomials. We adapt these
forms to our purposes by taking for n odd
ξ(θ) = α0 +
M∑
k=1
(α2k cos2kθ + β2k sin2kθ),
η(θ) = a0 +
M∑
k=1
(a2k cos2kθ + b2k sin2kθ), (8)
where M = [(n + 2)/2] and [. . .] is the greatest integer function. If n is even, we have
ξ(θ) =
M∑
k=1
(
α2k−1 cos(2k − 1)θ + β2k−1 sin(2k − 1)θ
)
,
η(θ) =
M∑(
a2k−1 cos(2k − 1)θ + b2k−1 sin(2k − 1)θ
)
, (9)k=1
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βn+1 must be satisﬁed. In these expressions we can allow for a general transformation of the form θ → θ + θ0 where θ0 is
a constant. However, since this has no fundamental effect on the basic center conditions, we will generally not take it into
consideration except where necessary.
In order for a center to exist we want the solution of (6) to satisfy ρ(−π) = ρ(π). This will be true if the solution ρ is
itself an even function. Conditions which will guarantee this are provided by the following
Lemma. Let f and g be continuous functions deﬁned on an interval −a  x  a where a > 0 and which satisfy f (−x) = − f (x),
g(−x) = −g(x) on that interval. Let y0 be a real number. Then the initial value problem
dy
dx
= f (x)y3 + g(x)y2, y(0) = y0
has a unique solution which satisﬁes y(−x) = y(x) on some interval −b  x b where 0 < b a.
The proof of this result can easily be established by showing that the functions y(x) and y(−x) satisfy the same differen-
tial equation with an initial condition y(0) = y0. So, by the Existence–Uniqueness theorem y(−x) = y(x) and the evenness
of the solution is established.
To apply the result of the lemma to (6) we must determine conditions on ξ and η so that ψ3 and ψ2 are both odd
trigonometric polynomials. Writing ξ = ξe + ξo and η = ηe + ηo as the sum of their even and odd parts respectively, we see
that ψ3 and ψ2 will be odd if
ξe(θ)ηe(θ) + ξo(θ)ηo(θ) = 0 and (n − 1)ξe(θ) − η′o(θ) = 0.
These lead to the ﬁrst order differential equation
ηe(θ)
dηo
dθ
+ (n − 1)ξo(θ)ηo = 0 (10)
for ηo. The form of this equation suggests that it is reasonable to expect it to have trigonometric polynomial solutions of
degree n + 1. We can obtain solutions for small values of n by assuming appropriate forms for the constituent functions
and solving the resulting system of equations for the coeﬃcients. We have used Maple to produce such solutions and for
each n, multiple solutions are obtained. In most cases it is diﬃcult to determine if the solutions for a given n obtained in
this fashion are actually different or belong to some general class of solutions.
The general solution of (10) can be expressed as
∣∣ηo(θ)∣∣= α exp
(∫ −(n − 1)ξo(θ)
ηe(θ)
dθ
)
, (11)
where α is a constant. When we checked the algebraically obtained solutions in the integral in (11), every case indicated
that an appropriate form for the integral is
1
2
ln |1− cosνθ | + 1
2
ln |1+ cosνθ | + ln ∣∣λ(θ)∣∣, (12)
where ν = 1,2 according as n is even or odd. Here
λ(θ) = A0 +
N∑
k=1
Ak cos2kθ, (13)
where N = [n/2 − 1] and the Ak ’s are arbitrary constants. If N = 0, we take λ(θ) = A0. In view of (11)–(13), it seems
reasonable to set
ηo(θ) = α sinνθλ(θ) (14)
and use this to deﬁne the remaining functions by
ξe(θ) = 1
n − 1η
′
o(θ), ηe(θ) = −
sin2θ
κα
ηo(θ), ξo(θ) = sin2θ
κα
ξe(θ), (15)
where κ = 1,2 if n is odd or even. Again, these are exactly the forms suggested by the algebraic solutions. Although they
can be simpliﬁed somewhat, we have left them like this because we wish to recall them in this form in the next section. In
these it is easy to verify that the trigonometric polynomials ηo , ξe and ηe , ξo have degrees n− 1 and n+ 1 respectively and
that they satisfy the condition ξe(θ)ηe(θ) + ξo(θ)ηo(θ) = 0.
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Theorem. Let the functions ξ = ξe + ξo , η = ηe + ηo in (6) satisfy Eqs. (13)–(15). Then the solution ρ(θ) is an even function of θ and
the origin is a center for the system (1) for any integer n 2.
Now that we have an explicit representation of conditions which will make ρ even, we need to consider whether these
do provide for new center conditions or if they are simply a re-classiﬁcation of previously known conditions. We will focus
our attention on those centers which produce an even ρ.
The general symmetric centers are those which possess a line of symmetry which passes through the origin. In [8],
which provides a complete listing of known center conditions, a result is given which states that the origin is a symmetric
center or the system is time-reversible if ξ(θ + θ0), η(θ + θ0), where θ0 is a constant, are respectively odd, even. Since this
means that ψ3, ψ2 of (6) are odd, the corresponding ρ is even. These are the only existing center conditions with that
property. So, the fundamental question is: Does there exist a single transformation θ → θ + θ0 with the property that it will
transform the functions ξ , η of the theorem into odd, even functions respectively? Although we believe it is clear that this
not going to be possible in general, we will demonstrate this for a particular case.
If n 4 is even and α, AN = 0, we can show that
η(θ) = 1
8
N∑
k=0
Ak
[
cos(2k + 3)θ − cos(2k + 1)θ − cos(2k − 1)θ + cos(2k − 3)θ]
+ α
2
N∑
k=0
Ak
[
sin(2k + 1)θ − sin(2k − 1)θ]
= 1
8
AN cos(n + 1)θ + 1
8
(AN−1 − AN) cos(n − 1)θ + αAN
2
sin(n − 1)θ + plus lower order terms.
Letting θ → θ + θ0 in this expression and retaining only even terms, we are immediately forced to take θ0 = mπ/(n + 1)
where m is an integer because of the absence of a sin(n + 1)θ term. The sin(n − 1)θ will be missing if
4αAN cos(n − 1)θ0 + (AN − AN−1) sin(n − 1)θ0 = 0.
Since there is no reason to expect this to be satisﬁed for an arbitrary choice of coeﬃcients, η cannot generally be trans-
formed into an even function. A similar discussion will hold for n  5 odd. So the centers provided for in the theorem do
represent a new class of centers except in certain very simple cases such as α = 0.
For n = 2,3 the centers must fall into existing categories. If n = 2, we have
ξ2(θ) = A0
4
sin3θ + A0
4
sin θ + αA0 cos θ, η2(θ) = A0
4
cos3θ − A0
4
cos θ + αA0 sin θ (16)
and we can see from [8, Theorem 7] that these are a subclass of the Lotka–Volterra centers. For n = 3
ξ3(θ) = A0
2
sin4θ + αA0 cos2θ, η3(θ) = A0
2
cos4θ + αA0 sin2θ − A0
2
. (17)
If θ → θ + π/4 in these, ξ3 will become odd and η3 will become even. So these are symmetric centers.
For n 4 the theorem provides for a new general class of centers. In the following corollary, we give the speciﬁc forms
of ξ and η based on the theorem for n = 4, . . . ,8. In these expressions we have redeﬁned the constants in λ(θ) to produce
simpler forms and eliminated all numerical fractions by multiplying each pair of functions by a suitable constant.
Corollary. Let A1, . . . , AN where N = [n/2] and α be real numbers. Then the solution ρ(θ) of (6) will be an even function of θ and
the origin will be a center of the system (1) in the following cases.
(1) For n = 4 if
ξ(θ) = 3A2 sin5θ + A1 sin3θ + (A1 − 3A2) sin θ + 4α(3A2 cos3θ + A1 cos θ),
η(θ) = 3A2 cos5θ + 3A1 cos3θ − 3(A1 + A2) cos θ + 12α(A2 sin3θ + A1 sin θ).
(2) For n = 5 if
ξ(θ) = 2A2 sin6θ + A1 sin4θ − 2A2 sin2θ + 2α(2A2 cos4θ + A1 cos2θ),
η(θ) = 2A2 cos6θ + 2A1 cos4θ − 2A2 cos2θ − 2A1 + 4α(A2 sin4θ + A1 sin2θ).
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ξ(θ) = 5A3 sin7θ + 3A2 sin5θ + (A1 − 5A3) sin3θ + (A1 − 3A2) sin θ
+ 4α(5A3 cos5θ + 3A2 cos3θ + A1 cos θ),
η(θ) = 5A3 cos7θ + 5A2 cos5θ + 5(A1 − A3) cos3θ − 5(A1 + A2) cos θ
+ 20α(A3 sin5θ + A2 sin3θ + A1 sin θ).
(4) For n = 7 if
ξ(θ) = 3A3 sin8θ + 2A2 sin6θ + (A1 − 3A3) sin4θ − 2A2 sin2θ + 2α(3A3 cos6θ + 2A2 cos4θ + A1 cos2θ),
η(θ) = 3A3 cos8θ + 3A2 cos6θ + 3(A1 − A3) cos4θ − 3A2 cos2θ − 3A1
+ 6α(A3 sin6θ + A2 sin4θ + A1 sin2θ).
(5) For n = 8 if
ξ(θ) = 7A4 sin9θ + 5A3 sin7θ + (3A2 − 7A4) sin5θ + (A1 − 5A3) sin3θ + (A1 − 3A2) sin θ
+ 4α(7A4 cos7θ + 5A3 cos5θ + 3A2 cos3θ + A1 cos θ),
η(θ) = 7A4 cos9θ + 7A3 cos7θ + 7(A2 − A4) cos5θ + 7(A1 − A3) cos3θ − 7(A1 + A2) cos θ
+ 28α(A4 sin7θ + A3 sin5θ + A2 sin3θ + A1 sin θ).
3. Related center conditions
In the following we demonstrate that any center condition for a given n can be used to produce a family of related
center conditions for any integer n1 > n having the same parity. We can see an example of this in the solutions obtained
in the previous section. Suppose n1 is even, then using the notation of Eqs. (13)–(15) and letting all coeﬃcients except A0
be zero, we have from (16) that ξ(θ) = ξ2(θ)/(n1 − 1) and η(θ) = η2(θ). That is, the center conditions for n1 are related
directly to pre-existing center conditions for n = 2. A similar result holds if n1 is odd when the comparison is made with
the n = 3 forms given in (17). These results, as well as many others are a direct consequence of the following elementary.
Proposition. Let n  2 be an integer and suppose that ξn(θ), ηn(θ) deﬁne a center of the system (1) for n. Let n1 > n be an integer
having the same parity as n. Then the functions ξn1 (θ) = ξn(θ)/K , ηn1 (θ) = ηn(θ) deﬁne a center for n1 where K = (n1 − 1)/(n− 1).
We can easily establish this by making the substitution r = RK in (5). Alternatively, we can note that the transformation
ξ → ξ/K , η → η leaves Eq. (6) for ρ unchanged. Systems obtained in this manner have integrability properties similar to
the original system in the following sense: If μ(r, θ) is an integrating factor of the original equation (5), then RK−1μ(RK , θ)
is an integrating factor for the transformed system. It is straightforward to show that the exactness condition for the
transformed equation
dR
dθ
= 1
K
ξ(θ)Rn1
1+ η(θ)Rn1−1
reduces to that of the original equation (5) for this choice of integrating factor.
Although the proposition is completely elementary, its application seems to have gone largely unnoticed. One of the
identifying features of centers deﬁned in this fashion is the absence of terms like cos(n1+1)θ , sin(n1+1)θ in the expressions
for ξn1 , ηn1 since these terms cannot appear in ξn , ηn. A number of the results listed in [8] for n = 4, . . . ,7 are exactly of
this type. In particular, in the notation of that paper, all results in [8, Theorems 9–12] for which Rn+1 = 0 fall into this
category of centers. For example, applying the proposition to the Hamiltonian condition of [8, Theorem 7] for n = 2 leads
immediately to case (iv.1) of [8, Theorem 9] for n = 4. Noting that the Hamiltonian condition for a general n is given by
ξ(θ) = −η′(θ)/(n + 1), we can immediately produce a new center condition for n = 6 by deﬁning
η6(θ) = η2(θ), ξ6(θ) = 1
5
ξ2(θ) = − 1
15
η′2(θ),
where η2 is a general trigonometric polynomial of the form (9). Clearly, for each even integer n1 > 2, there will be a
corresponding center condition which can be related back to the original Hamiltonian condition for n = 2.
So, in spite of the elementary nature of the proposition, we must consider its consequences. For any n > 3 we not only
have to determine all conditions which depend on n, i.e. αn+1βn+1 = 0 in Eqs. (8) and (9), but we must also rediscover all
those conditions provided by the proposition for smaller values of n. When we express center conditions in polar coordi-
nates in terms of ξ , η, this identiﬁcation of precedent centers is straightforward. However, if we use cartesian coordinates
80 G.R. Nicklason / J. Math. Anal. Appl. 358 (2009) 75–80and seek to determine for what parameter values the Poincaré–Lyapunov coeﬃcients (4) will vanish, these conditions will
be much more diﬃcult to ﬁnd. Apart from the fact that the system of equations to be solved for the vanishing of the
Poincaré–Lyapunov coeﬃcients increases greatly in complexity with increasing values of n, this absence of prior center
conditions may be one reason why the cases n = 2,3 have been fully determined.
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