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Abstract
In this paper we develop a Bayesian bivariate spatial group lasso model for multivariate regression
analysis applicable to studies examining the influence of genetic variation on brain structure. Our
model is motivated by an imaging genetics study of the Alzheimer’s Disease Neuroimaging Initiative
(ADNI), where the objective is to examine the association between images of volumetric and cortical
thickness values summarizing the structure of the brain as measured by magnetic resonance imaging
(MRI) and a set of 486 SNPs from 33 Alzheimer’s Disease (AD) candidate genes obtained from 632
subjects.
A bivariate spatial process model is developed to accommodate the correlation structures typ-
ically seen in structural brain imaging data. First, we allow for spatial correlation in the imaging
phenotypes obtained from neighbouring regions on the same hemisphere of the brain. Second, we
allow for correlation in the same phenotypes obtained from different hemispheres (left/right) of
the brain. To do this we employ a proper bivariate conditional autoregressive spatial model for
the errors in a bivariate spatial regression model. In addition to spatial correlation, we encourage
sparsity in the regression coefficients relating each SNP to the brain imaging phenotypes by as-
signing a group lasso prior and using the corresponding Gaussian scale-mixture representation to
∗The authors wish it to be known that the first two authors should be regarded as joint First Authors.
†Corresponding Author: nathoo@uvic.ca.
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facilitate computation. Two approaches are developed for Bayesian computation: (i) a mean-field
variational Bayes algorithm and (ii) a Gibbs sampling algorithm. In addition to developing the
spatial model and computational procedures to approximate the posterior distribution, we also
incorporate Bayesian false discovery rate (FDR) procedures to select SNPs.
We implement the new model, the new algorithms, and Bayesian FDR for this model in a new
a release of the R package bgsmtr for imaging genetics. This package is available for download on
the Comprehensive R Archive Network (CRAN). In our motivating imaging genetics study of the
ADNI database we fit both the proposed spatial model and a non-spatial group-sparse multi-task
regression model based on previous work. We show that the new spatial model demonstrates su-
perior performance and thus the use of a spatial model is practically useful for our application.
Keywords: Bayesian Model, Spatial Model, Imaging Genetics, Variational Bayes
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1. INTRODUCTION
We consider multivariate multiple regression modeling within the context of imaging genetics where
interest lies in uncovering the associations between genetic variations and neuroimaging measures
as quantitative traits (QTs). This problem has received a great deal of attention recently and
is challenging because it combines the analysis of neuroimaging data with genetic data (see e.g.,
Vounou et al., 2010; Stein et al., 2010; Silver et al., 2010; Inkster et al., 2010; Hibar et al., 2011; Ge
et al., 2012; Thompson et al., 2013; Stingo et al., 2013; Zhu et al., 2014; Hibar et al., 2015; Huang
et al., 2015; Huang et al., 2017; Lu et al., 2017). Recent reviews of statistical issues in this area
are discussed in Liu and Calhoun (2014) and Nathoo et al. (2018).
The neuroimaging measures can serve as endophenotypes for neurological disorders such as
Alzheimer’s disease (AD). AD has been considered widely as an application in imaging genetics
with many recent studies focussing on the ADNI database. As described in Szefer et al. (2017),
the estimated heritability of late-onset AD is 60 - 80 percent (Gatz et al., 2006). The largest
susceptibility allele is the 4 allele of APOE (Corder et al. 1993), which may play a role in 20 to
25 percent of AD cases. The remaining heritability of AD may be explained by many additional
genetic variants and these may have a small effect.
Data analysis within this setting can range from studies considering a specific candidate region
of interest (ROI) within the brain and a specific candidate genetic marker in the simplest case, to
massive brain-wide genome-wide analyses in the most challenging case. In our work, we consider the
intermediary setting where interest lies in assessing the association between a moderate number
of brain imaging phentoypes (e.g., 111 ROIs in Vounou et al., 2010; 12 ROIs in Wang et al.,
2012; 93 ROIs in Zhu et al., 2014; 56 ROIs in Greenlaw et al., 2017) and with the number of
SNPs ranging from between a few hundred to a few thousand. Within this setting a multivariate
model with regression matrix jointly characterizing the associations between all ROIs and genetic
markers is feasible; although, as detailed in the aforementioned references, we still face a challenging
multivariate potentially high-dimensional regression problem.
Greenlaw et al.(2017) recently proposed a Bayesian group sparse multi-task regression model
where the primary focus is the use of a new shrinkage prior based on a product of multivariate
Laplace kernels developed following the ideas of Park and Casella (2008) and Kyung et al. (2010).
3
The specific prior developed in Greenlaw et al.(2017) is motivated by the penalized multi-task
regression estimator proposed by Wang et al. (2012). This development is an effort to move from
point estimation to Bayesian credible intervals in a generalization where the mode of the posterior
distribution in the model of Greenlaw et al. (2017) is exactly the estimator proposed by Wang et
al. (2012).
While Greenlaw et al. (2017) demonstrate the advantage of uncertainty quantification in their
imaging genetics application to the ADNI study, their model makes a simplifying assumption for
the covariance matrix of the imaging phenotypes, where the first level of their model assumes:
y` |W, σ2 ind∼ MVNc(WTx` , σ2Ic) ` = 1, . . . , n (1)
where y` = (y`1, . . . ,y`c)
T denotes the vector of imaging phenotypes for subject `, where ` =
1, . . . , n; W is the regression matrix; x` = (x`1, . . . ,x`d)
T , where x` denotes the vector of genetic
markers for subject `. The assumed covariance structure ignores spatial correlation as well as bilat-
eral correlation across brain hemispheres. By the latter we mean correlation in similar structures
on opposite hemispheres of the brain (e.g., a priori we expect the volume of the right hippocampus
to be correlated with the volume of the left hippocampus).
We develop a new model that allows for this type of correlation by adopting a proper bivariate
conditional autoregressive process (BCAR; see, e.g., Gelfand and Vounatsou, 2003; Jin et al., 2005)
for the errors in the regression model. While spatial models for functional magnetic resonance
imaging (fMRI) and other neuroimaging modalities have been developed to a large extent (see,
e.g., Penny et al., 2005; Bowman, 2005; Bowman et al., 2008; Derado et al., 2013; Teng et al.,
2018a; Teng et al., 2018b), to our knowledge there has been very little development of explicitly
spatial models for imaging genetics. One exception is the mixture model developed by Stingo et al.
(2013) where an Ising prior, a binary Markov random field, is used for Bayesian variable selection.
Our model is rather different in both its aims and structure as it is based on a continuous bivariate
Markov random field that is specified at the first level of the model for the imaging data directly.
Typically, models incorporating multivariate CAR specifications are used for modelling ob-
servations (in the case of a proper CAR model) or spatially-varying parameters when multiple
observations or parameters appear at each spatial site. For our application the use of this process
is non-standard in the sense that we do not model multiple observations at each site, but rather, we
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pair corresponding observations on opposite hemispheres of the brain and use the bivariate spatial
process to model a combination of the bilateral correlation across the left and right brain hemi-
spheres as well as the spatial correlation within each hemisphere. As a matter of fact for the MRI
data considered in our application the bilateral correlation is the stronger signal in the observed
data and so it is important to account for it.
For the bivariate spatial model we use a separable BCAR process as it is reasonable in our
application to assume (as it might be in many neuroimaging studies) that the spatial structure
on the two hemispheres of the brain is similar. Non-separable multivariate spatial models (see,
e.g., Gelfand and Banerjee, 2010; MacNab 2016) could be adopted for more flexibility allowing
the spatial structure on the two hemispheres to be different; however, we do not expect that this
additional flexibility would be useful in the current context. This spatial process is combined with
a group Lasso prior for the regression coefficients, where each group corresponds to a single row
of W. Each row in this case represents the associations between a given SNP and the phenotypes
across all ROIs. We employ a bivariate Gaussian scale mixture representation of a group Lasso
prior in order to facilitate Bayesian computation.
To compute the posterior distribution we develop two algorithms, both of which are imple-
mented in our R package bgsmtr for imaging genetics regression modelling. The first is a Gibbs
sampling algorithm and the second is a faster mean-field variational Bayes (VB) approximation
to the posterior distribution (see e.g., Ormerod and Wand, 2010; Nathoo et al., 2013; Teng et al.,
2018a; Teng et al., 2018b). Within the context of hierarchical models for spatial data, mean-field
VB inference has been considered by Ren et al. (2011). In addition to the computation of the
posterior distribution, the bgsmtr package now incorporates Bayesian FDR procedures (Morris et
al., 2008) for SNP selection. This can be used alongside or as an alternative to SNP selection based
on credible intervals.
The overall contribution of our work is four-fold. First, we develop an explicitly spatial model
for imaging genetics based on the BCAR process. Second, we develop both an MCMC algorithm
and a mean-field VB algorithm for approximating the posterior distribution. Third, we incorpo-
rate Bayesian FDR procedures for SNP selection within the new spatial model. Fourth, our new
developments are implemented in the latest version of the bgsmtr R package that is available for
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download on CRAN.
The remainder of this paper is structured as follows. In Section 2, we present our new spatial
model that has been motivated by the ADNI-1 study. Computation of the posterior distribution
and SNP selection is discussed in Section 3. In Section 4 we apply our new model to our moti-
vating application examining data from the ADNI-1 study, examining 56 structural brain imaging
phenotypes, 486 SNPs from 33 genes, and 632 subjects. The paper concludes with a discussion in
Section 5.
2. BAYESIAN SPATIAL REGRESSION MODEL
Let y` = (y`1, . . . ,y`c)
T and x` = (x`1, . . . ,x`d)
T denote the imaging measures at c ROIs and the
genetic data respecitvely for subject `, ` = 1, . . . , n, where x`j ∈ {0, 1, 2} represents the number of
minor alleles of the jth SNP for subject `. The regression model takes the form E(y`) = W
Tx`, ` =
1, . . . , n, where W has dimensions d × c and Wij represents the association between the ith SNP
and the jth ROI imaging phenotype.
Our model is developed for settings where the imaging data are symmetric with the same
measures collected on each hemisphere of the brain. This is true when the neuroimaging data
are considered at the voxel level and it is also the case for the study considered here where we
analyze MRI data from the ADNI-1 database preprocessed using the FreeSurfer V4 software. The
FreeSurfer software is used to conduct automated parcellation to define volumetric and cortical
thickness values from the 28 ROIs considered in Shen et al. (2010), Szefer et al. (2017), and
Greenlaw et al. (2017) on each hemisphere leading to c = 56 brain measures in total.
As described in Szefer et al. (2017), potential confounders in the analysis are population strat-
ification and APOE genotype. Since true population structure is not observed, a set of principal
coordinates from multidimensional scaling are used to derive proxy variables for population strat-
ification in the data. We also adjust for APOE genotype, since it can account for the population
stratification in the data, over and above the principal components or principal coordinates (Lucotte
et al. 1997).
The response imaging measures at each brain ROI are first adjusted for the ten principal coor-
dinates, as well as for dummy variables representing APOE genotype, using weighted ordinary least
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squares regression. The residuals from each regression are then used as the adjusted neuroimaging
phenotypes (Szefer et al., 2017).
Let y`i = (y
(L)
li , y
(R)
li )
′ be the brain summary measures obtained at the ith ROI in the left
hemisphere (L) and the right hemisphere (R). Then y` = (y
′
`1, . . . ,y
′
`c/2)
′ is the imaging data
ordered so that left-right imaging phenotype pairs are adjacent in the response vector. There are
thus c/2 ROIs on each hemisphere and we let A denote a c/2×c/2 symmetric neighborhood matrix
which in the simplest case can have binary elements, where Aij = 1 indicates that ROI i and j are
neighbors i 6= j, or more generally Aij ≥ 0 and Aii = 0, i = 1, . . . , c/2. The bgsmtr R package
allows the user to specify the neighborhood matrix A or in the absence of user input takes Aij to
be the average of the absolute value of the sample correlation between ROI i and ROI j, where the
average is taken over left/right hemisphere. The regression model then takes the form
y` = W
Tx` + ` (2)
and the model for the errors ` is a mean-zero multivariate normal distribution of dimension c,
which can be specified through a set of c/2 compatible bivariate conditional distributions for li =
(
(L)
li , 
(R)
li )
′, specified as follows:
li|l{−i}, ρ,Σ ∼ BVN
( ρ
Ai.
c/2∑
j=1
Aijlj ,
1
Ai.
Σ
)
where ρ ∈ [0, 1) characterizes spatial dependence with ρ = 0 corresponding to independence across
all ROI pairs and Σ is a 2 × 2 matrix where κ = Σ12/
√
Σ11Σ22 ∈ (−1, 1) quantifies within pair
dependence, and with κ = 0 corresponding to independence within ROI pairs. As far as we are
aware, this spatial model for neuroimaging data is one of the first to explicitly model dependence
across brain hemispheres in addition to accounting for local spatial dependence.
Under this new specification the first level of the regression model takes the following form:
y`|W ,Σ ind∼ MVNc(W Tx`, (DA − ρA)−1 ⊗Σ) (3)
where DA = diag{Ai., i = 1, ..., c/2} and Ai. =
∑ c
2
j=1Aij . For the regression coefficients, we let
W˜ij∗ = (Wij ,Wij+1)
′, j = 2j∗ − 1, j∗ = 1, ..., c2 , and we adopt a shrinkage prior based on a
bivariate scale mixture
W˜ij∗ |ω2i ,Σ ind∼ BVN(0, ω2i Σ),
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ω2i |λ2 iid∼ Gamma(
c+ 1
2
, λ2/2), Σ ∼ Inv-Wishart(v,S),
where ρ and λ2 are tuning parameters controlling spatial dependence and regression sparsity re-
spectively. These can be varied across a coarse grid and selected using information criteria. In
our application we select these parameters using the WAIC as recommended in similar contexts by
Greenlaw et al. (2017) and Nathoo et al. (2016). Alternatively, ρ can be fixed at a default value
of ρ = 0.95 corresponding to a relatively high level of spatial correlation when this is a reasonable
assumption, and λ2 can be varied over a range of values with the number of active SNPs recorded
for each such value. The results can then be summarized based on a desired or expected level of
sparsity. The remaining hyperparameters v and S are set at v = 2 and S = I to yield a prior that
is somewhat vague, and they can be varied as part of a sensitivity analysis.
3. COMPUTATION AND SNP SELECTION
3.1 Bayesian Computation
Bayesian inference for our proposed model is based on the posterior distribution P (Θ|Y), where
Θ = {W ,Σ,ω2} and Y denotes the imaging data for all n subjects. Posterior computation can
be implemented using Gibbs sampling. The update steps for this algorithm are listed in Algorithm
1 and their derivations are given in the Supplementary Material (Web Appendix B).
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Algorithm 1 Gibbs Sampling Algorithm
1. Set tuning parameters λ2 and ρ.
2. Initialize W ,Σ,ω2 and repeat steps (3) - (6) below to obtain the desired Monte Carlo sample size
after burn-in.
3. For k = 1, ..., d, update W (k)T as:
W (k)T ∼ MVNmkc( µk∼ , Σk),
4. Where:
µk
∼
= Σk
(
−
n∑
`=1
(x
(k)
` ⊗ Ic)[(DA − ρA)⊗Σ−1(t−1)] × (x(−k)T` ⊗ Ic)(W (−k)T(t−1) )
+
n∑
`=1
(x
(k)
` ⊗ Ic)[(DA − ρA)⊗Σ−1(t−1)]y`
)
,
Σk =
(
Hk +
n∑
`=1
(x
(k)
` ⊗ Ic)[(DA − ρA)⊗Σ−1(t−1)] (x(k)T` ⊗ Ic)
)−1
,
Hk =
[{
1
ω2k(t−1)
}
⊗ I c
2
⊗ Σ−1
]
.
5. Update Σ as:
Σ ∼ Inverse-Wishart(S∗, v∗)
where:
S∗ =
n∑
l=1
c
2∑
i=1
c
2∑
j=1
bij y˜∗liy˜
∗
li
T
+
d∑
i=1
c
2∑
j∗=1
W˜ij∗W˜
T
ij∗
ω2i
+ S,
v∗ = 2n+
cd
2
+ v, y∗l = yl −W Txl,
y˜∗Tlj∗ = (y
∗
lj , y
∗
lj+1), W˜ij∗ = (Wij , Wij+1).
6. For i = 1, . . . , d update ω2i , through
1/ω2i ∼ Inverse-Gaussian
(√
λ2
c∗i
, λ2
)
where:
c∗i = tr(
c
2∑
j∗=1
˜wij∗ ˜wij∗
TΣ(t)
−1)
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Algorithm 2 mean-field Variational Bayes Algorithm
1. Set tuning parameters λ2 and ρ.
2. Initialize q(W ), q(Σ), q(ω2) and cycle through steps (3) - (5) below until the increase in the lower bound
L(q) is negligible.
3. For k = 1, ..., d, update
Σ−1
q(Wk)
←
([
diag
{
µq(ηi)
}
i∈pik ⊗ I c2 ⊗ (vq(Σ)Sq(Σ))
]
+
n∑
`=1
(x
(k)
` ⊗ Ic)[(DA − ρA))⊗ (vq(Σ)Sq(Σ))](x(k)T` ⊗ Ic)
)−1
,
µq(Wk) ← Σq(Wk)
(
−
n∑
`=1
(x
(k)
` ⊗ Ic)[(DA − ρA)⊗ Eq(Σ)(Σ−1)](x(−k)T` ⊗ Ic)
(
µq(W−k)
)
+
n∑
`=1
(x
(k)
` ⊗ Ic)[(DA − ρA)⊗ Eq(Σ)(Σ−1)]y`
)
4. Update Sq(Σ) as
Sq(Σ) ←
n∑
l=1
c
2∑
i=1
c
2∑
j=1
Eq(bij)y˜∗liy˜
∗
li
T
+
d∑
i=1
c
2∑
j∗=1
Eq
(
W˜ij∗W˜
T
ij∗
)
µq(ηi) + S
where:
Eq(bij) = [DA − ρA]ij
5. for i = 1, ..., d, update µq(ηi)
µq(ηi) ←
√
λ2
Eq(c∗i )
where:
Eq(c
∗
i ) = Eq
tr( c2∑
j∗=1
W˜ij∗W˜ij∗
T
Σ−1)

Update:
λq(ηi) ← λ2
µq(ω2i ) ←
1
µq(ηi)
+
1
λq(ηi)
V arq(ω2i ) ←
1
µq(ηi)λq(ηi)
+
2
λ2q(ηi)
As a faster albeit more approximate approach to computing the posterior distribution, we also
develop a mean-field VB algorithm. As opposed to Monte Carlo sampling, variational inference is
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based on solving an optimization problem. The approximation q(θ) to the posterior distribution
P (θ|Y) is based on constructing and optimizing a lower bound on the marginal likelihood P (Y).
Assuming that q(θ) has the same support as P (θ|Y), the log-marginal likelihood can be written
as logP (Y)
=
∫
q(θ) log{P (Y,θ)
q(θ)
}dθ +
∫
q(θ) log{ q(θ)
P (θ|Y)}dθ
= Eq[log{P (θ,Y)
q(θ)
}] + Eq[log{ q(θ)
P (θ|Y)}]
= F(q,Y) +KL(q||p) ≥ F(q,Y).
Here, KL(q||p) denotes the Kullback-Leibler divergence from q to p and the final inequality is true
since KL(q||p) ≥ 0. The approximation to P (θ|Y) by q(θ) is obtained by restricting q(θ) to a
manageable class of distributions and maximizing the lower bound F(q,Y) (which is equivalent to
minimizing KL(q||p)) over that class. In the case of mean-field VB, the restriction of q(θ) is to a
product form q(θ) =
∏J
j=1 qj(θj). In the specific context of our model the assumed product form
is a follows
P (Θ|Y ) ≈
[ d∏
k=1
q(W (k))
][ d∏
i=1
q(ω2i )
]
q(Σ) (4)
where W (k) is the kth row W .
We maximize the functional F(q1, . . . , qJ ,Y) over the qj ’s using a coordinate ascent procedure.
The update steps for this procedure take the form (see, e.g., Ormerod and Wand, 2010)
qi(θi) =
exp{Eθ−i [logP (θi|Y,θ−i)]}∫
exp{Eθ−i [logP (θi|Y,θ−i)]}dθi
where the expectation is taken with respect to q−i(θ−i) =
∏
l 6=i ql(θl). This leads to a set of
update equations related to the EM algorithm (Beal, 2003) that are iterated until convergence to
a local optimum. These update equations are presented in Algorithm 2 and their derivations are
detailed in the Supplementary Material (Web Appendix B). On convergence the approximation to
the posterior distribution is based on (4) as well as the solutions
q(W (k)) ≡ MVN(µqW (k) ,ΣqW (k) )
q(ω2i ) ≡ Reciprocal Inverse Gaussian(µq(ηi), λq(ηi))
q(Σ) ≡ Inverse-Wishart(Sq(Σ), vq(Σ))
11
where the statistics {µqW (k) ,ΣqW (k) , k = 1, . . . , d}; {µq(ηi), λq(ηi), i = 1, . . . , d}; Sq(Σ), vq(Σ) are
obtained as the output of the iterative Algorithm 2.
3.2 Bayesian FDR
The Bayesian FDR procedure applied in our work for SNP selection follows the approach de-
veloped in Morris et al. (2008), but it has been adapted and implemented for the current spa-
tial model. We assume that we have N samples W
(1)
ij , . . . ,W
(N)
ij from the posterior distribution
(obtained through Gibbs sampling or through simply simulating from the variational approxima-
tion) for each of the regression coefficients Wij , i = 1, · · · , d, j = 1, · · · , c. Let c∗ be a known
critical value. Given this value, we compute a posterior tail probability for the i-th SNP at
region j as pij = Pr(|Wij | > c∗|Y), i = 1, . . . , d; j = 1, . . . , c, which can be approximated by
pij ≈ N−1
∑N
i∗=1 I
{
|W (i∗)ij | > c∗
}
and we replace any pij = 1 with 1 − (2N)−1. Given these pos-
terior tail probabilities and a desired global FDR-bound α, we denote by φα the corresponding
threshold chosen so that a SNP-region pair (i, j) is selected if pij > φα. The cut-off φα can be com-
puted by sorting {pij , i = 1, · · · , d; j = 1, . . . , c} in descending order {p(i), i = 1, · · · , d× c}, then
φα = p(λ), with λ = max
{
l∗ : (l∗)−1
∑l∗
l=1 (1− p(l)) ≤ α
}
. The threshold φα is a cutpoint on the
posterior probabilities that controls the expected Bayesian FDR below level α.
The value of c∗ can be chosen based on prior knowledge of what constitutes an effect size of
interest or, in the absence of such knowledge, it can be chosen empirically based on the data. For
example, posterior quantities such as the average or minimum posterior standard deviation taken
over all regression coefficients are possible choices. The latter is the default choice in bgsmtr.
4. ADNI-1 STUDY OF MRI AND GENETICS
We apply our spatial model as well as the group sparse multi-task regression model of Greenlaw et
al. (2017) to MRI and genetic data collected from n = 632 subjects from the ADNI-1 database.
The response measures are obtained by preprocessing the MRI data using the FreeSurfer V4
software which conducts automated parcellation to define volumetric and cortical thickness values
from the 28 ROIs considered in Shen et al. (2010), Szefer et al. (2017), and Greenlaw et al. (2017)
on each hemisphere of the brain, leading to c = 56 brain measures in total. These ROIs are chosen
based on prior knowledge that they are related to Alzheimer’s Disease and are described in detail
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in Table 2 of Greenlaw et al. (2017). Each of the response variables are adjusted for age, gender,
education, handedness, baseline total intracranial volume (ICV), potential population stratification
and APOE genotype and centered to have zero-sample-mean and unit-sample-variance.
The genetic data comprise SNPs belonging to the top 40 Alzheimer’s Disease (AD) candidate
genes listed on the AlzGene database as of June 10, 2010. The data presented here are queried
from the genome build as of December 2014, from the ADNI-1 data. After quality control and
imputation steps, the genetic data used for this study include 486 SNPs from the 33 targeted genes
discussed in Szefer et al. (2017) and Greenlaw et al. (2017). The freely available software package
PLINK (Purcell et.al., 2007) is used for genomic quality control. Thresholds used for SNP and
subject exclusion are the same as in Wang et. al. (2012), with the exception that we require a
more conservative genotyping call rate of at least 95% (Ge et al. 2012).
We fit our new spatial model to these data using both Algorithm 1 (Gibbs sampling) and
Algorithm 2 (VB). In addition, we fit the model developed in Greenlaw et al. (2017) using using
the MCMC sampler derived therein. In all cases, MCMC sampling is run for 10,000 iterations with
the initial 5,000 iterations discarded. The required computation time for the spatial model (MCMC)
is 50 hours on a single core (2.66-GHz Xeon x5650) with 20GB of RAM, while the computation for
the model of Greenlaw et al. (2017) is 5hrs. The VB algorithm is run to convergence and requires
only 0.5hrs.
To compare the spatial and non-spatial models and to choose values for the tuning parameters,
we use the WAIC (Vehtari et al., 2017). This criterion can be computed from posterior simulation
output and takes the form
WAIC = −2
n∑
l=1
logEW,Σ [p(y` |W,Σ)|y1, . . . ,yn]
+2
n∑
l=1
V ARW,Σ [log p(y` |W,Σ)|y1, . . . ,yn]
where p(y` |W,Σ) is the multivariate normal density function associated with the conditional
autoregressive model (3), and the expectation and variance are taken with respect to the posterior
distribution. This quantity can be seen as an approximation to generalized leave-one-out cross-
validation error and only requires a single fit of the model, with lower values being preferred.
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Figure 1: ADNI-1 Data - Relationship between WAIC and ρ for different values of λ2.
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Figure 1 presents the WAIC computed for a number of different choices of the tuning parameters
ρ and λ2 and suggests using values of ρ = 0.8 and λ2 = 10, 000 for the ADNI-1 data. In this case,
the value of the WAIC is 83, 170. The WAIC obtained for the non-spatial model of Greenlaw et al.
(2017) with tuning parameters selected according to their implementation is 108, 745. This rela-
tively large difference in WAIC suggests that our proposed spatial model has superior performance
in our study.
Figure 2 presents the number of SNPs chosen by the spatial model for each ROI using Bayesian
FDR as a function of the tuning parameter λ2 for both Gibbs sampling and VB. As expected, the
curves are monotone decreasing but it is interesting to note that their shapes differ when comparing
the algorithms. In particular, VB selects a larger number of SNPs at all values of λ2. This suggests
that the VB algorithm is a fairly rough approximation since MCMC is a gold standard and it
has associated consistency guarantees (Robert and Casella, 2004). The VB algorithm is thus best
suited for obtaining starting values to initialize the MCMC, and it can also be used as a tool to
gain some initial insight (based on the mean-field approximation) into the data while the MCMC
sampler runs to completion. This is useful because the MCMC sampler requires a relatively long
run time, and the VB algorithm can be used initially (requiring 30 minutes in our study) while the
MCMC sampler runs (requiring 50 hrs in our study).
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Figure 2: ADNI-1 Data - Relationship between the number of selected SNPs in each region and
λ2. Each region is represented with a curve in each panel of the figure. The left panel shows this
relationship for MCMC combined with Bayesian FDR (α = 0.05) while the right panel shows the
same relationship for VB with Bayesian FDR (α = 0.05).
For the values of the tuning parameters selected by WAIC (ρ = 0.8, λ2 = 10, 000) the average
number of SNPs selected per ROI is 2, while more than half of the ROIs have no SNPs selected. In
total, 75 SNPs across all 56 ROIs are selected and these are listed in Table 1 of the Supplementary
Material (Web Appendix A) along with the corresponding phenotypes that they are associated
with. With the VB approximation, 150 SNPs are selected, and the set of SNP-ROI pairs selected
by MCMC is a proper subset of the set selected by VB. In addition, the subset of SNPs and
phenotypes also selected by the approach of Greenlaw et al. (2017) where the marginal posterior
95% credible interval is used for SNP selection are also highlighted in bold in Table 1 of the
Supplementary Material (Web Appendix A).
Considering all three approaches, the most consistent signal is found at the APOE gene, where
all three methods select SNP rs405509 and find associations with right-Midtemporal (thickness of the
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middle temporal gyrus), right-Supramarg (thickness of the supramarginal gyrus), right-MeanFront
(mean thickness of Fusiform, parahippocampal, and lingual gyri, temporal pole and transverse
temporal pole), and finally right-MeanLatTemp (mean thickness of the Inferior temporal, middle
temporal, and superior temporalgyri). It is pertinent to note that this SNP is the only APOE SNP
contained within the set of 486 targeted SNPs included in our study. It is also interesting to note
that the selected associations for this SNP all correspond to ROIs in the right brain hemisphere.
The associated point estimates and 95% credible intervals for the four ROIs are given in Table 1,
for both the spatial and original model. Both models yield very similar posterior summaries and all
of these indicate a positive association between the imaging phenotypes and the number of APOE
rs405509 minor alleles.
Table 1: ADNI-1 Study: 95% equal-tail credible intervals for the ROIs selected by Bayesian FDR
for APOE SNP rs405509.
Spatial Model Original Model
Region Mean 95% CI Mean 95% CI
Left Postcentral 0.13 [0.03, 0.24] 0.12 [0.02, 0.22]
Right SupFrontal 0.12 [0.02, 0.22] 0.15 [0.05, 0.25]
Left Supramarg 0.13 [0.02, 0.23] 0.15 [0.05, 0.26]
Right Supramarg 0.14 [0.04, 0.24] 0.13 [0.02, 0.22]
Another consistent signal is found at the ACE gene with SNP rs4311, which is found associated
with 12 ROIs. We note that all but one of these ROIs is in the right hemisphere, and three of these
ROIs (all of which are in the right hemisphere) are in common with the ROIs selected for this SNP
by Greenlaw et al. (2017).
In Figure 3 we indicate the SNPs chosen for each ROI, where the SNPs are grouped on the
x-axis by gene and the ROIs are grouped in left/right pairs on the y-axis. The selected SNPs for
each ROI are shown for the case where the tuning parameter λ2 = 1000 and also for the case where
λ2 = 10, 000. In both cases the value of the spatial tuning parameter is set at ρ = 0.8 as suggested
by Figure 1.
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Figure 3: ADNI-1 Data: SNPs chosen with the spatial model fit using Gibbs sampling and Bayesian FDR (α = 0.05)
are highlighted in red for each phenotype. The black ticks on y-axis indicate the phenotypes from the left/right
hemisphere, and the SNPS from same gene are indicated by the ticks on x-axis. The top panel corresponds to the
case λ2 = 1000 while the bottom panel corresponds to the case λ2 = 10, 000.
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Examining Figure 3, two ROIs stand out has having a relatively broad genetic signal that
persists even as the tuning parameter increases from λ2 = 1000 to λ2 = 10, 000. These are Left-
Supramarg (thickness of the left supramarginal gyrus) and Left-SupTemporal (thickness of the left
superior temporal gyrus). For the case where λ2 = 1000 phenotype Left-Supramarg is associated
with 188 SNPs (top panel of Figure 3) and this decreases to 24 SNPs (bottom panel of Figure 3)
when λ2 = 10, 000. When λ2 = 1000 phenotype Left-SupTemporal is associated with 188 SNPs and
this decreases to 23 SNPs when λ2 = 10, 000. This is to be compared with the average number of
SNPs selected over all ROIs when λ2 = 10, 000 which is just 2.
5. CONCLUSION
We have developed a spatial multi-task regression model for relating genetic data to multivariate
imaging phenotypes. The model uses a shrinkage prior with group penalization for the coefficients
of each SNP (rows of W) in the regression structure and the error structure for the imaging
phenotype is based on a proper bivariate conditional autoregressive model, which allows for both
spatial correlation as well as bilateral correlation across brain hemispheres. Ours is one of the first
explicitly spatial hierarchical models for imaging genetics and neuroimaging to account for both
spatial correlation and bilateral correlation. The new model along with Bayesian FDR procedures
and both VB and Gibbs sampling algorithms are implemented in the latest version of the bgsmtr
R package.
With regards to the two computational algorithms, we recomend that the approximate VB
procedures be used to initialize the MCMC algorithm and also to obtain an initial insight into the
data while the MCMC sampler runs. It appears that VB combined with Bayesian FDR tends to
be too liberal in selection of SNPs, and in our application the SNP-ROI pairs selected by MCMC
+ Bayesian FDR are a proper subset of that selected by VB + Bayesian FDR.
Our analysis of the ADNI-1 data found a consistent signal from APOE SNP rs405509 as well
as ACE SNP rs4311. In both cases phenotypes in the right hemisphere of the brain seem to be
favored. In terms of having a broad genetic signal, the thickness of the left supramarginal gyrus
and the thickness of the left superior temporal gyrus seem to be associated with the largest number
of SNPs.
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While our current methodology is best suited for situations where the analysis is focussed on a
relatively small set of targeted SNPs (no more than a few thousand) and a moderate number of ROIs
(no more than 100), these are settings in which a full multivariate model fomr imaging genetics can
be specified and fit. Extending applicability of the methodology to settings with massive numbers
of genetic and neuroimaging variables is an avenue for future work. Divide and conquer strategies
such as the consensus Monte Carlo algorithm (Scott et al., 2016) as well as splitting up the brain
into a smaller number of sub-regions might lead to feasible implementations for such settings. Their
design and implementation for imaging genetics should prove to be a substantial challenge.
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Supplementary Material for the ’A Bayesian Spatial Model for Imaging
Genetics’
WEB APPENDIX A: SELECTED SNPS AND THE CORRESPONDING REGIONS OF
INTEREST FOR THE ADNI-1 APPLICATION
Table S1: Application to ADNI-1 data: The 75 SNPs and corresponding phenotypes selected from the
proposed Bayesian spatial group lasso regression model with Gibbs Sampling combined with Bayesian
FDR at α = 0.05. These same SNP-ROI pairs are also selected by variational Bayes combined with
Bayesian FDR at α = 0.05. SNPs and phenotypes in bold correspond to those also chosen using 95%
credible intervals and the model of Greenlaw et al. (2017).
SNP Gene Phenotype ID (hemisphere)
rs4305 ACE SupTemporal(L), Supramarg(L)
rs4311 ACE AmygVol(R), CerebCtx(R), HippVol(R), InfParietal(R), Parahipp(R), Precentral(L),
SupFrontal(R),SupParietal(R), Supramarg(R), TemporalPole(R), MeanCing(R),
MeanMedTemp(R)
rs4353 ACE Supramarg(R)
rs405509 APOE MidTemporal(R), Supramarg(R), MeanFront(R), MeanLatTemp(R)
rs11191692 CALHM1 SupTemporal(L)
rs3811450 CHRNB2 SupParietal(R)
rs2025935 CR1 Postcentral(L), Supramarg(L)
rs10780849 DAPK1 InfParietal(R)
rs1105384 DAPK1 TemporalPole(R), MeanCing(L)
rs1473180 DAPK1 CerebWM(L)
rs17399090 DAPK1 MeanCing(L)
rs3095747 DAPK1 Postcentral(L)
rs3118853 DAPK1 SupTemporal(L)
rs3124237 DAPK1 InfParietal(R)
rs3124238 DAPK1 SupTemporal(L)
rs4877368 DAPK1 Parahipp(R)
rs4878117 DAPK1 Parahipp(R)
rs913782 DAPK1 InfParietal(R)
Continued on next page
1
Table S1 – Continued from previous page
SNP Gene Phenotype ID (hemisphere)
rs10916959 ECE1 Supramarg(L)
rs212539 ECE1 SupTemporal(L), Supramarg(L)
rs4654916 ECE1 SupTemporal(L), Supramarg(L)
rs6584307 ENTPD7 InfParietal(R)
rs11601726 GAB2 SupTemporal(L), Supramarg(L)
rs7927923 GAB2 SupTemporal(L)
rs17561 IL1A InfTemporal(R)
rs16924159 IL33 TemporalPole(L), MeanCing(L)
rs928413 IL33 Postcentral(L)
rs1433099 LDLR CerebWM(L), SupFrontal(R)
rs2228671 LDLR MidTemporal(R)
rs2569537 LDLR MeanCing(R)
rs6511720 LDLR Postcentral(L), Supramarg(L)
rs688 LDLR Supramarg(L)
rs2184226 MTHFR SupTemporal(L), Supramarg(L)
rs3737964 MTHFR MeanSensMotor(R)
rs4846048 MTHFR Supramarg(L)
rs12209631 NEDD9 CerebWM(L)
rs1475345 NEDD9 InfParietal(R)
rs16871157 NEDD9 SupTemporal(L), Supramarg(L)
rs17496723 NEDD9 MeanFront(R)
rs2072834 NEDD9 Supramarg(L)
rs2182335 NEDD9 Precuneus(R), MeanTemp(R)
rs2182337 NEDD9 SupTemporal(L)
rs2950 NEDD9 SupTemporal(L), Supramarg(L)
rs4713379 NEDD9 InfParietal(R)
rs744970 NEDD9 Supramarg(L)
rs760680 NEDD9 PostCing(L), Postcentral(L), SupTemporal(L), Supramarg(L)
rs10501604 PICALM Supramarg(L)
rs7938033 PICALM Supramarg(L)
Continued on next page
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Table S1 – Continued from previous page
SNP Gene Phenotype ID (hemisphere)
rs6084833 PRNP PostCing(L), SupTemporal(L)
rs10748924 SORCS1 InfTemporal(R)
rs10786972 SORCS1 MeanCing(L), MeanTemp(R)
rs10787010 SORCS1 PostCing(L), MeanSensMotor(L)
rs10787011 SORCS1 Supramarg(L)
rs10884399 SORCS1 Supramarg(L)
rs11193198 SORCS1 SupTemporal(L)
rs12240854 SORCS1 Postcentral(L), SupTemporal(L)
rs1269918 SORCS1 CerebWM(L)
rs1887635 SORCS1 SupTemporal(L)
rs2149196 SORCS1 MidTemporal(R), Parahipp(R)
rs2243581 SORCS1 SupTemporal(L)
rs2418811 SORCS1 PostCing(L), SupTemporal(L)
rs596577 SORCS1 Supramarg(L)
rs7903481 SORCS1 InfParietal(R), InfTemporal(R)
rs10502262 SORL1 Postcentral(L)
rs1699102 SORL1 PostCing(L), Postcentral(L), SupTemporal(L), Supramarg(L)
rs1699105 SORL1 SupTemporal(L)
rs2276346 SORL1 Supramarg(L)
rs3781832 SORL1 Supramarg(L)
rs4936632 SORL1 SupTemporal(L)
rs661057 SORL1 SupTemporal(L)
rs726601 SORL1 Supramarg(L)
rs762484 TF MeanCing(L)
rs1568400 THRA MeanTemp(R)
rs3744805 THRA HippVol(R), Parahipp(R), Precuneus(R)
rs7219773 TNK1 Parahipp(R)
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WEB APPENDIX B: DERIVATIONS FOR THE GIBBS SAMPLING AND MEAN FIELD
VARIATIONAL BAYES ALGORITHM
Based on the hierarchical prior setting, the joint posterior distribution can be expressed up to a
normalizing constant as
p(W ω21 , · · · , ω2d,Σ, |Y ) ∝ p(Y |W ,Σ)p(W |Σ,ω2)p(ω2)p(Σ)
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The full conditional distribution of W (k)
The full conditional distribution of W (k), k = 1, . . . , d is expressed as
(W (k)T )
∣∣Y ,W (−k),ω,Σ ∼MVNmkc( µk∼ , Σk),
where
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Since we already have the full conditional distribution, the mean field approximation for variational
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bayes can be derived as:
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We still can see that q((W (k)T )) is still MVN with
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Then, we can also compute:
Eq[log(q(vecW
(k)T ))] = Eq
[
− 1
2
log|2piΣq(Wk)| −
1
2
(
vec(W (k)T )− µq(Wk)
)T
Σ−1
q(Wk)
(
vec(W (k)T )− µq(Wk)
)]
= −1
2
log|2piΣq(Wk)| −
1
2
µTq(Wk)Σ
−1
q(Wk)
µq(Wk)
+ Eq
[
− 1
2
(W (k)T )TΣ−1
q(wk)
(W (k)T ) + (W (k)T )TΣ−1
q(wk)
µq(wk)
]
= −1
2
log|2piΣq(Wk)| −
1
2
µTq(Wk)Σ
−1
q(Wk)
µq(Wk)
− 1
2
(
µTq(Wk)Σ
−1
q(wk)
µq(Wk) + tr(Σ
−1
q(Wk)
Σq(Wk))
)
+ µTq(Wk)Σ
−1
q(wk)
µq(wk)
= −1
2
log|2piΣq(Wk)| −
1
2
tr(Σ−1
q(Wk)
Σq(Wk))
Full conditional distribution of Σ:
p(Σ
∣∣Y ,W ,ω2) ∝ p(Y |W ,Σ)p(W |Σ,ω2)p(Σ)
∝ |(DA − ρA)−1 ⊗ Σ|−n2 exp
{
− 1
2
n∑
`=1
(y` −W Tx`)T [(DA − ρA)⊗ Σ−1]
(y` −W Tx`)
}
×
d∏
i=1
|ω2iΣ|−
c
4 exp
−12
c
2∑
j∗=1
W˜Tij∗ (ω
2
iΣ)
−1 W˜ij∗

× |S|
v
2
2vΓ2(
v
2 )
|Σ|− v+32 exp
{
−1
2
tr(SΣ−1)
}
Denote y∗l = yl −W Txl, y˜∗
T
lj∗ = (y
∗
lj , y
∗
lj+1), j = 2j
∗ − 1, j∗ = 1, ..., c2 , l = 1, ..., n, B =
DA − ρA, then dim(B)= c2 × c2 . Let bij = B[i, j], bij is a scalar,where i = 1, ..., c2 , j = 1, ..., c2 .
Using |E⊗F | = |E|n|F |m, where dim(E) = n×n and dim(F ) = m×m. tr(G)+tr(Q) = tr(G+Q)
where dim(G)=dim(Q) and tr(JK) = tr(KJ) where dim(J)=dim(KT ). This can be simplified as:
p(Σ
∣∣Y ,W ,ω2) ∝ |DA − ρA|nc4 |Σ|−n exp
−12 tr
 n∑
l=1
c
2∑
i=1
c
2∑
j=1
bij y˜∗liy˜
∗
li
T
Σ−1

×
d∏
i=1
|ω2iΣ|−
c
4 exp
−12
c
2∑
j∗=1
W˜Tij∗ (ω
2
iΣ)
−1 W˜ij∗

× |S|
v
2
2vΓ2(
v
2 )
|Σ|− v+32 exp
{
−1
2
tr(SΣ−1)
}
.
Since |DA− ρA| ,
∏d
i=1 |ω2i |−
c
2 and |S|
v
2
2vΓ2(
v
2
) do not depend on Σ, they can be factored out of the
6
expression. This leaves,
p(Σ
∣∣Y ,W ,ω2) ∝ |Σ|−n exp
−12 tr
 n∑
l=1
c
2∑
i=1
c
2∑
j=1
bij y˜∗liy˜
∗
li
T
Σ−1

× |Σ|− cd4 exp
−12 tr
 d∑
i=1
c
2∑
j∗=1
W˜ij∗W˜ij∗
T
ω2i
Σ−1

× |Σ|− v+32 exp
{
−1
2
tr(SΣ−1)
}
.
∝ |Σ|−
2n+ cd
2
+v+3
2 exp
−12 tr
 n∑
l=1
c
2∑
i=1
c
2∑
j=1
bij y˜∗liy˜
∗
li
T
+
d∑
i=1
c
2∑
j∗=1
W˜ij∗W˜
T
ij∗
ω2i
+ S
Σ−1

Therefore
Σ ∼ Inverse−Wishart(S∗, v∗)
Where
S∗ =
n∑
l=1
c
2∑
i=1
c
2∑
j=1
bij y˜∗liy˜
∗
li
T
+
d∑
i=1
c
2∑
j∗=1
W˜ij∗W˜
T
ij∗
ω2i
+ S
v∗ = 2n+
cd
2
+ v
S∗ is a 2 × 2 matrix and v∗ is a scalar. Similarly, we can derive the mean field approximation
for Σ based on the full conditional distribution as follows:
q(Σ) ∝ exp
{
Erest
(
logP (Σ|rest)
)}
∝ exp
{
Erest
(
− 2n+
cd
2 + v + 3
2
log(|Σ|)− 1
2
tr
[(
n∑
l=1
c
2∑
i=1
c
2∑
j=1
bij y˜∗liy˜
∗
li
T
+
d∑
i=1
c
2∑
j∗=1
W˜ij∗W˜ij∗
T
ω2i
+ S
)
Σ−1
])}
∝ exp
{
− 2n+
cd
2 + v + 3
2
log(|Σ|)−Erest
(1
2
tr
[( n∑
l=1
c
2∑
i=1
c
2∑
j=1
bij y˜∗liy˜
∗
li
T
+
d∑
i=1
c
2∑
j∗=1
W˜ij∗W˜ij∗
T
ω2i
+ S
)
Σ−1
])}
This is still a Inverse-Wishart distribution. That is
q(Σ) ∼ Inverse−Wishart(Sq(Σ), vq(Σ))
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Since B = DA− ρA, then dim(B)= c2 × c2 . Let bij = B[i, j], bij is a scalar,where i = 1, ..., c2 , j =
1, ..., c2 . Wij be i
th row and jth column of matrix W, W˜ij∗ = (Wij ,Wij+1), j = 2j
∗−1, j∗ = 1, ..., c2 .
Then we can have:
Erest(bij) = [DA − (ρA)]ij
For w˜ij∗ = (Wij ,Wij+1), j = 2j
∗ − 1, j∗ = 1, ..., c2 .
Eq(W )(W˜ij∗W˜
T
ij∗) =
 Eq(W )W 2ij Eq(W )(WijWij+1)
Eq(W )(WijWij+1) Eq(W )W
2
ij+1

Now, for Eq(W )W
2
ij and Eq(W )WijWij+1, we can get that:
Eq(W )W
2
ij = (µq(wi)j)
2 + Σq(wi)(j,j)
Eq(W )W
2
ij+1 = (µq(wi)j+1)
2 + Σq(wi)(j+1,j+1)
Eq(W )WijWij+1 = µq(wi)jµq(wi)j+1 + Σq(wi)(j,j+1)
Sq(Σ) = Erest
 n∑
l=1
c
2∑
i=1
c
2∑
j=1
bij y˜∗liy˜
∗
li
T
+
d∑
i=1
c
2∑
j∗=1
W˜ij∗W˜ij∗
T
ω2i
+ S

=
 n∑
l=1
c
2∑
i=1
c
2∑
j=1
Eq(bij)y˜∗liy˜
∗
li
T
+
d∑
i=1
c
2∑
j∗=1
Eq
(
W˜ij∗W˜ij∗
T
)
Eq
( 1
ω2i
)
+ S

vq(Σ) = 2n+
cd
2
+ v
Now for log(q(Σ)):
Eq(log(q(Σ))) = Eq
[
vq(Σ)
2
log|Sq(Σ)| − log(2vq(Σ))− logΓ2(
vq(Σ)
2
)− v + 3
2
log(|Σ|)− 1
2
tr(Sq(Σ)Σ
−1)
]
=
vq(Σ)
2
log|Sq(Σ)| − log(2vq(Σ))− logΓ2(
vq(Σ)
2
)− Eq
[
v + 3
2
log(|Σ|)− 1
2
tr(Sq(Σ)Σ
−1)
]
Full Conditional of ω 2:
We consider a joint update of the scale mixing variable based on the corresponding full condi-
tional distribution. We have:
p(ω2
∣∣Y ,W ,Σ) ∝ p(W |Σ,ω2)p(ω2|λ2)
∝
d∏
i=1
(ω2i )
− c2 |Σ|− c4 exp
−12
c
2∑
j∗=1
w˜Tij∗ (ω
2
iΣ)
−1 w˜ij∗

×
d∏
i=1
(λ
2
2 )
c+1
2
Γ( c+12 )
(ω2i )
c+1
2 −1 exp{−λ
2
2
ω2i }
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∝
d∏
i=1
(ω2i )
− 12 exp
{
−
(
λ2
2
)
ω2i −
c∗i
2ω2i
}
where:
c∗i =
c
2∑
j∗=1
W˜Tij∗Σ
−1W˜ij∗ = tr(
c
2∑
j∗=1
W˜ij∗W˜
T
ij∗Σ
−1)
The above expression shows that the scale mixing variables are conditionally independent given
Y ,W ,Σ, ρ, λ2. We next apply a transformation of variable ηi = (ω
2
i )
−1, Jacobian =
∣∣ d
dηi
ω2i
∣∣ = η−2i
which yields:
p(ω2
∣∣Y ,W ,Σ, ρ, λ2) ∝ d∏
i=1
(ηi)
− 32 exp
{
−
(
λ2
2ηi
)
− ηic
∗
i
2
}
and from this we see that the conditional distributions lie within the Inverse Gaussian family. More
specifically we have
ηi =
1
ω2i
∣∣∣ Y ,W ,Σ, ρ, λ2 ∼ Inverse-Gaussian(√λ2
c∗i
, λ2
)
, i = 1, . . . , d.
Now, since we already know the full conditional distribution of ωi, we have:
q(ηi) ∝ exp
{
Eq
(
logP (ηi|rest)
)}
∝ exp
{
Eq
(
− 3
2
log(ηi)−
(
λ2
2ω2i
)
− ω
2
i c
∗
i
2
)}
∝ exp
{(
− 3
2
log(ηi)−Erest
(
λ2
2ηi
)
−Eq
(
ηic
∗
i
2
))}
∝ exp
{(
− 3
2
log(ηi)−Eq(λ2)
(
λ2
2
)
1
ηi
−Ec∗i (c∗i )
(ηi
2
))}
∝ exp
{(
− 3
2
log(ω2i )−
(
µq(λ2)
) 1
2ηi
−Ec∗i (c∗i )
(ηi
2
))}
Therefore, q(ηi) is still an Inverse-Gaussian distribution with
µq(ηi) =
√
µq(λ2)
Ec∗i (c
∗
i )
λq(ηi) = Eq(λ2)(λ
2) = µq(λ2)
Now, since ηi is an Inverse Gaussian, then ω
2
i = 1/ηi will be a reciprocal of inverse gaussian.
where we have:
µq(ω2i ) =
1
µq(ηi)
+
1
λq(ηi)
V arq(ω2i ) =
1
µq(ηi)λq(ηi)
+
2
λ2q(ηi)
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For Eq(log(q(ω
2
i ))), we can compute as:
Eq(log(q(ω
2
i ))) = Eq
[
1
2
(
log(λq(ηi))− log(2pi)− log(ω2i )
)
− λq(ηi)(1− ω
2
i µq(ηi))
2
2µ2q(ηi)ω
2
i
]
=
1
2
(
log(λq(ηi))− log(2pi)
)
− Eq
[
log(ω2i )
]− λq(ηi)Eq
[
1
2µ2q(ηi)
(
1
ω2i
)
− 1
µ2q(ηi )
+
ω2i
2
]
For Eq(log(ω
2
i )), we can use Taylor series to approximate as:
Eq(log(ω
2
i )) = log(µq(ω2i ))−
1
2µω2i
V arq[ω
2
i ]
Then, we can have:
Eq(log(q(ω
2
i ))) =
1
2
(
log(λq(ηi))− log(2pi)
)
− log(µq(ω2i ))−
1
2µω2i
V arq[ω
2
i ]
− λq(ηi)Eq
[
1
2µ2q(ηi)
(
1
ω2i
)
− 1
µ2q(ηi )
+
ω2i
2
]
=
1
2
(
log(λq(ηi))− log(2pi)
)
− log(µq(ω2i ))−
1
2µω2i
V arq[ω
2
i ]
− λq(ηi)
[
1
2µ2q(ηi)
µq(ηi) −
1
µ2q(ηi )
+
µq(ω2i )
2
]
Therefore, the posterior distribution can be approximated by mean field variational bayes as:
P (Θ|Y ) ≈
d∏
k=1
[
qW (k)(W
(k))
] d∏
i=1
[
qω2i (ω
2
i )
]
qΣ(Σ)
where:
qW (k)(W
(k)) ≡MVN(µqW (k) ,ΣqW (k) )
qω2i (ω
2
i ) ≡ reciprocal of Inverse Gaussian(µq(ηi), λq(ηi))
qΣ(Σ) ≡ Inverse−Wishart(Sq(Σ), vq(Σ))
Lower Bound L(q) for Variational bayes.
We now have derived the optimal q distributions. The logarithm lower bound takes following
explicit form:
L(q) = Eq[log(P (Y ,θ))]− Eq[log(q(θ))]
= Eq
[
log(p(Y |W ,Σ, ρ)) + log(p(W |Σ,ω2)) + log(p(ω2|λ2)) + log(p(Σ))]− Eq[log(q(θ))]
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Now, taking the expectation with respect to q for each component in above, we have:
Eq(log(p(Y |W ,Σ, ρ))) = Eq
[
− n
2
log|(DA − ρA)−1 ⊗ Σ| − 1
2
n∑
`=1
(y` −W Tx`)T [(DA − ρA)⊗ Σ−1]
(y` −W Tx`)
]
= −n
2
log|(DA − µq(ρ)A)−1 ⊗ µq(Σ)| − Eq
[
1
2
n∑
`=1
(y` −W Tx`)T [(DA − ρA)
⊗ Σ−1](y` −W Tx`)
]
Eq(log(p(W |Σ,ω2))) = Eq
[ d∑
i=1
c
2∑
j=1
(
−1
2
log|ω2iΣ| −
1
2
w˜Tij(ω
2
iΣ)
−1w˜ij
)]
=
[ d∑
i=1
c
2∑
j=1
−1
2
log|µq(ω2i )µq(Σ)| − Eq
(
1
2
w˜Tij(ω
2
iΣ)
−1w˜ij
)]
Eq(log(p(ω
2|λ2))) = Eq
[ d∑
i=1
(c+ 1
2
log(
λ2
)
− log(Γ(c+ 1
2
)) + (
c+ 1
2
− 1)log(ω2i )−
λ2
2
ω2i
)]
=
[ d∑
i=1
(c+ 1
2
Eq(log(λ
2)− log(2))− log(Γ(c+ 1
2
)) + (
c+ 1
2
− 1)Eq(log(ω2i ))
− 1
2
Eq(λ
2)Eq(ω
2
i )
)]
Eq(log(p(Σ))) = Eq
[
const− (v + 3
2
)
log|Σ| − 1
2
tr(SΣ−1)
]
=
[
const− (v + 3
2
)
log|µq(Σ)| − 1
2
tr(Sµq(Σ−1))
]
Now, let’s take a look at the Eq[log(q(θ))], which could be written as:
Eq[log(q(θ))] = Eq[log(q(W ))] + Eq[log(q(ω
2)] + Eq[log(q(Σ))]
=
K∑
k=1
Eq[log(q(vec(W
(k)T )))] +
d∑
i=1
Eq[log(q(ω
2
i )] + Eq[log(q(Σ))]
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