A system is proposed that combines textual and visual statistics in a single index vector for content-based search of a WWW image database. Textual statistics are captured in vector form using latent semantic indexing based on text in the containing HTML document. Visual statistics are captured in vector form using color and orientation histograms. By using an integrated approach, it becomes possible to take advantage of possible statistical couplings between the content of the document (latent semantic content) and the contents of images (visual statistics). The combined approach allows improved performance in conducting content-based search. Search performance experiments are reported for a database containing 350,000 images collected from the WWW. c 1999 Academic Press Key Words: content-based image database indexing and retrieval; vector space representation; latent semantic indexing; world wide web search engines.
INTRODUCTION
The growing importance of the World Wide Web has led to the birth of a number of image search engines [18, 23, 46, 46a, 48] . The Web's staggering scale puts severe limitations on the types of indexing algorithms that can be employed. Luckily, due to the scale and unstructured nature of the WWW, even the most basic indexing tools are welcome. Existing image engines allow users to search for images via an SQL keyword interface [18, 48] and/or via query by image example (QBE) [23, 46, 48] .
In QBE, the system presents an initial page of representative (or randomly selected) image thumbnails to the user [15] . The user then marks one or more images as relevant to the search. The visual statistics for these images are then used in defining a query. The user's success in locating images in the database depends in great part on which images appear within this initial group of thumbnails. Given the numerous and diverse images available in a WWW index, it is difficult to guarantee that there will be even one relevant image shown in the initial page. We call this the page zero problem.
Other WWW image engines allow the user to form a query in terms of SQL keywords [18, 48] . This alleviates the page zero problem, since the user can give text information that narrows the scope of possible images displayed on page zero. To build the image index, keywords are extracted heuristically from HTML documents containing each image, and/or from the image URL. It is assumed that textual cues extracted from the text near an image in the HTML document will provide clues about that image's semantic content. Unfortunately, it is difficult to include visual cues within an SQL framework. This results in systems that inherently force visual information into textual form, or systems that treat textual and visual cues disjointly.
We present an approach that is a natural integration of textual cues and visual cues. The proposed technique allows for textual information and visual information to be used together in a vector space representation of the images without giving any different and arbitrary importance to the different sources of information. By truly unifying textual and visual statistics, one would in fact expect to get better results than either used separately.
In our system text statistics are captured in vector form using latent semantic indexing (LSI) [12, 29a] . The text associated with an image, as it appears in the HTML document, is represented by low-dimensional vectors that can be matched against user queries in the LSI "semantic" space. Visual statistics (e.g., color and orientedness) are also computed for each image. The LSI vector and visual statistics vector are then combined into a unified vector that can be used for content-based search of the resulting image database.
By using an integrated approach, we are able to take advantage of possible statistical couplings between the content of the document (latent semantic content) and the contents of images (image statistics). Furthermore, LSI implicitly addresses problems with synonyms, word sense, lexical matching, and term omission.
A quantitative evaluation of the retrieval performance of our system, based on the target testing paradigm [11] , is also reported.
RELATED WORK
To date, there have been a number of query-by-image content (QBIC) demos available via the web, e.g., Virage [25] , IBM QBIC [15] , Cypress [16] , Photobook [40] , VisualSeek [48] , Jacob [29] , and Mars [38] . Nearly all systems include some form of color-and texture-based image similarity measures. In addition, some systems provide search on image composition [25] , shape [15, 33, 40] , faces [5, 40] , and/or groupings of colored blobs [37] . None of these systems provides a Web search engine in that each only operates on a local demo database of a few thousand images stored at the host web site. However, the algorithms developed in these and other QBIC systems serve as an excellent starting point for building WWW image search engines.
ImageRover is joined by others in the first wave of image search engines: AltaVista's A/V Photo Finder [1] , Yahoo's Image Surfer [52] , Lycos media search tool [32] , Corbis Picture Experience [2] , WebSeer [18] , WebSeek [48] , ImageSearch [30] , and PicToSeek [23] . Two of these systems [2, 32] use only standard textual information within a SQL framework and do not allow content-based search. The others allow some form of content-based search.
PicToSeek [23] indexes images collected from the WWW using purely visual information (no text cues). In particular, invariant color image features are extracted from the images. In addition, the collected images are automatically cataloged by image analysis methods into various image styles and types: JFIF-GIF, gray-color, photograph-synthetic, size, date of creation, and color depth.
A similar system, WebSeek [48] , performs semi-automatic classification of images into a taxonomy of categories, using associated text and filename cues. Color histogram based similarity matching can then be used to find images with a similar color content within a category or over the entire catalog.
In Yahoo's Image Surfer [52] , the images, collected from the Internet, are manually classified into categories. The user is allowed to search for visually similar images inside the category. The image similarity measure is based on color, texture, and structure.
ImageSearch [30] allows the user to specify the search example via an iconic sketch interface. The interface allows the user to position representative image icons to form the example image (e.g., human face, sky, sand stone, and grass). Search of the index is then conducted using trigrams derived from the binary contour map of each image. A weighting framework is then used in computing the similarity of image trigram features at multiple scales, based on Kullback relative information.
AltaVista's A/V Photo Finder [1] indexes images based on textual and visual cues. As a precomputation, index terms are extracted from the HTML document containing each image, and image features are extracted via Virage's Image Engine [25] . During a query, the user first specifies words that describe the desired image. Photo Finder then retrieves thumbnails of images in the index that best match the initial keyword query. For any particular retrieved image, the user can ask Photo Finder to display 24 other "visually similar" images. Unfortunately, these visually similar images are retrieved ignoring the key words specified earlier in the query. Visual and textual cues cannot be combined in guiding the query, nor is relevance feedback possible.
In WebSeer [18] the information for finding images on the WWW is obtained from two sources: the associated HTML text and the image itself. The text it uses to describe an image is easily found in the HTML document containing the image. In particular, the filename, the caption, the alternate text, the hyperlinks, and the HTML title are considered relevant. Information obtained directly from the image is some statistics (width, height, file size, type, etc.) and the number of faces present. These two sources of information are then integrated in a standard SQL framework.
A different approach in the exploitation of textual and visual information is taken in PICTION [49] (picture and caption), though not to images on the WWW. In this system the image caption is used as a cue to identify human faces in an accompanying newspaper photograph. Even though this technique could be successfully used to index magazine pictures, its application to HTML documents on the WWW is not straightforward.
If carefully extracted, keywords may help guide the search to basic categories. Unfortunately, keywords may not accurately or completely describe image content. Cues about image content must also come directly from the image, especially once the user wants to narrow the search within a basic category, e.g., cats or cars. The ImageRover approach is most similar in spirit to that of WebSeer; however, ImageRover differs in that it allows searches of Web images based directly on image content. ImageRover's overall system architecture and underlying algorithms will now be described in detail.
APPROACH
The system we implemented uses precomputed features. For each image collected from the Internet a vector characterization, based on the visual content and on the surrounding text, is computed off line. The vectors are then used in the query phase. In other words, the search for images on the WWW is conducted as a simple k-nearest-neighbor problem search with relevance feedback [46] in a local database.
In our current implementation the visual statistics computed are a color histogram and an orientation histogram. Other image features that can be expressed in vector form can be easily added to the system. The textual statistics are based on LSI [12] and consist of a fixed size vector per image.
To start a query the user inserts a few words related to the images he or she is looking for. The system projects the query document (i.e., the words given by the user) into the LSI space to obtain a vector representation of the query and to compute the k-nearest neighbors in the LSI subspace of the complete feature space. This solves the page zero problem as, in general, most of the images returned by the system are related by context to what the user is looking for. The user can then steer the system toward the desired images by simply selecting the most relevant images and iterating the query. These refinements of the query are performed in the complete feature space and the different sources of information are mixed through our relevance feedback framework.
Basically, the way we combine the textual and the visual statistics is based on user feedback. Dissimilarity is expressed as a weighted combination of distances between subvectors. The main idea is to give more weight to the features that are consistent across the example set chosen by the user.
Latent Semantic Indexing (LSI)
The context in which an image appears can be abstracted from the containing HTML document using the LSI method [12] . LSI works by statistically associating related words to the semantic context of the given document. The idea is to project words in similar documents to an implicit underlying semantic structure. This structure is estimated by a truncated singular value decomposition (SVD). The latent semantic indexing procedure is as follows.
To begin with, each image's associated HTML document is parsed and a word frequency histogram is computed. The documents in the database are not similar in length and structure. Also, all words in the same HTML document may not be equally relevant to the document context. Hence, words appearing with specific HTML tags are given special importance by assigning them higher weight as compared to all other words in the document.
The system assigns different weights to the words appearing in the title and headers and in the alt fields of the img tags along with words emphasized with different fonts like bold and italics (see Table 1 ). These weight values were chosen heuristically according to their approximate likelihood of useful information that may be implied by the text. Selective weighting of words appearing between various HTML tags helps in emphasizing the underlying information of that document. Related weighting schemes are proposed in [18, 43] .
The weights given are computed by just counting a single occurrence of the word as many times as the corresponding weight value for which it qualifies in the table. For example, if the word "satellite" appears between the title tags in the HTML document once, then it is counted as 5.00 instead of 1.00. All Table 1 . In addition, words appearing before and after a particular image are also assigned a weight based upon their proximity to the image. The weighting value is computed as ρ · e −2.0 · pos/dist , where pos is the position of the word with respect to the image and dist is the maximum number of words considered in applying such weighting. In the current implementation, the dist is 10 and 20 for words appearing before and after the image respectively. The constant ρ = 5.0, so that the words nearest to the images get weighted slightly less than and equal to the words appearing in the alt field of that image and the title of the Web page, respectively.
The choice of this weighting function was dictated by the assumption that words close to an image in the HTML document are related to the image itself. We also assumed that the degree of relatedness decreases exponentially with the distance from the image. This may not always be the case; however, we found these assumptions reasonable in most Web pages we visited in an informal survey of WWW sites.
As a result of this weighting scheme, images appearing at different locations in an HTML document will have different LSI indices. Each image in the Web page is now associated with its unique context within a document by selectively weighting words based on proximity to the image.
A term × image matrix A is created; the element a i j represents the frequency of term i in the document containing image j with a weight based on its status and position with respect to the image. Retrieval may become biased if a term appears several times or never appears in a document. Hence further local and global weights may be applied to increase/decrease the importance of a term in and among documents. The element a i j is expressed as the product of the local (L(i, j)) and the global weight (G(i)). Several weighting schemes have been suggested in the literature. Based on the performance reported in [14] , the log-entropy scheme was chosen. According to this weighting scheme, the local and the global weights are given as
where t f ik is the pure term frequency for term i in HTML document k not weighted according to any scheme, and ndocs is the number of documents used in the training set. The matrix A = [a i j ] is then factored into U, , V matrices using the singular value decomposition
where
The columns of U and V are referred to as the left and right singular vectors, respectively, and the diagonal elements of are the singular values of A. The first r columns of the orthogonal matrices U and V define the orthonormal eigenvectors associated with the r nonzero eigenvalues of A A T and A T A, respectively. For further details about the SVD and the information conveyed by the matrices, readers are directed to [7] .
The SVD decomposes the original term-image relationships into a set of linearly independent vectors. The dimension of the problem is reduced by choosing the k most significant dimensions from the factor space which are then used for estimating the original index vectors. Thus SVD derives a set of uncorrelated indexing factors, whereby each image is represented as a vector in the k-spacex
where q is the word frequency histogram for the image with the appropriate weight applied. The resulting LSI vectorx LSI provides the context associated with an image and is combined with its computed visual feature vectors and stored in the database index.
Visual Statistics
Several color spaces, histogram techniques, and similarity metrics have been proposed (see for example [15, 39, 47, 50] ). Due to the lack of a common testbed and the high degree of subjectivity involved in image retrieval tasks, it is still unclear which technique most closely mimics human perception [22] . Similarly, the use of texture content [15, 17, 31, 42, 51] for image retrieval has still some unanswered questions. Finally, even though the Brodatz [10] data set has been used extensively in comparing different techniques for texture indexing, it is not clear that one can draw any definitive conclusion about their efficacy for indexing general imagery on the WWW.
The visual statistics we use to describe an image are the color histogram and dominant orientation histogram. The statistics are computed over the whole image and five overlapping regions [46] . The technique provides a reasonable compromise between computational complexity and descriptive power. In any case, the choice of the optimal image statistics is beyond the current scope of the ImageRover system. The ImageRover architecture is general enough to allow inclusion of any image descriptor that can be expressed in vector form. This allows easy extension of the system when future, improved representations become available.
Color. Color distributions are calculated as follows.
Image color histograms are computed in the CIE L * u * v * color space [27] , which has been shown by Gargu and Kasturi [21] to correspond closely to the human perception of color. To transform a point from RG B to L * u * v * color space, it is first transformed into CIE XY Z space. In our implementation we use the conversion matrix for CIE Illuminant C (overcast sky at noon).
where the reference values are (X 0 , Y 0 , Z 0 ) = (0.981, 1.000, 1.182) and (u 0 , v 0 ) = (0.2010, 0.4609), for white under CIE Illuminant C. For each of the subimages, the color distribution is then calculated using the histogram method [26] . Each histogram quantizes the color space into 64 (4 for each axis) bins. Each histogram is normalized to have unit sum and then blurred.
Texture orientation.
The texture orientation distribution is calculated using steerable pyramids [19, 24] . For this application, a steerable pyramid of four levels was found to be sufficient. If the input image is color, then it is first converted to grayscale before pyramid computation. At each pyramid level, texture direction and strength at each pixel is calculated using the outputs of seven X -Y separable, steerable quadrature pair basis filters.
The separable basis set and interpolation functions for the second derivative of a Gaussian were implemented directly using the nine-tap formulation provided in Appendix H (Tables IV and  VI) of [19] . The resulting basis is composed of three G 2 filters to steer the second derivative of a Gaussian and four H 2 filters to steer the Hilbert transform of the second derivative of a Gaussian.
At each level in the pyramid, the output of these filters is combined to obtain a first-order approximation to the Fourier series for oriented energy E G 2 H 2 as a function of angle θ,
where the terms C 1 , C 2 , C 3 are as prescribed in [19] , Appendix I. Dominant orientation angle θ d and the orientation strength m at a given pixel are calculated via the formulae
Orientation histograms are then computed for each level in the pyramid. Each orientation histogram is quantized over [− ]. In the current implementation, there are 16 histogram bins, thus the number of bins allocated for direction information stored per subimage is 64 (4 levels · 16 bins/level). Each histogram is then normalized to have unit sum. Once computed, the histogram must be circularly blurred to obviate aliasing effects and to allow for "fuzzy" matching of histograms during image search [41] .
In practice, there must be a lower bound placed on the accepted orientation strength allowed to contribute to the distribution. For the ImageRover implementation, all the points with the strength magnitude less than 0.005 are discarded and not counted in the overall direction histogram.
The orientation measure employed in ImageRover differs from that proposed by Gorkani and Picard [24] . While both systems utilize steerable pyramids to determine orientation strengths at multiple scales, there is a difference in how histograms are compared. In the system of Gorkani and Picard, histogram peaks are first extracted and then image similarity is computed in terms of peak-to-peak distances. In practice, histogram peaks can be difficult to extract and match reliably. In our system, histograms are compared directly via histogram distance, thereby avoiding problems with direct peak extraction and matching.
Dimensionality reduction.
For each image digested, there are n visual statistics vectors computed. In the current implementation n = 2 × 6 as we use two image analysis modules (color and texture) and compute the statistics over six image regions (the whole image plus five regions [46] ). These visual statistics vectors can be combined to form an aggregate visual statistics vector X vis .
In ImageRover, it is assumed that the probability distribution of the visual statistics vectors is Gaussian and that the n subvectors are independent. This may only provide a fair approximation to the true distribution of image statistics; however, the assumption simplifies computation considerably and can alleviate the empty space problem [13] . Under such assumptions, the covariance matrix Σ is block diagonal and the diagonal elements Σ i
. . .
Note that the Σ i and µ x i can be precomputed on a large training set of images selected at random from the full database. In practice, we have found that a training set of 50,000 images taken at random from the full image database is sufficient to characterize the distribution. Assuming a diverse training set, there is no need to recompute them when new images are added to the system. Given Σ i and µ x i , it is then possible to reduce the dimensionality for each subspace via principal components analysis (PCA) [13, 20] . For the ith subspace, we compute the eigenvalues and eigenvectors of the subspace covariance matrix Σ i . The resulting eigenvalues and eigenvectors are sorted in decreasing order by eigenvalue. The eigenvectors φ j describe the principal axes of the distribution and are stored as columns in the PCA transform matrix Φ i . The associated eigenvalues λ j describe the variances along each principal axes and are stored in the diagonal matrix Λ i .
The transform matrix Φ i decouples the degrees of freedom in the subspace. Once it is decoupled, it is possible to compute a truncated feature space that accounts for most of the covariance of the distribution. Although all eigenvectors are needed to represent the distribution exactly, only a small number of vectors are generally needed to encode samples in the distribution within a specified tolerance. In practice, the first k eigenvectors are used, such that k is chosen to represent the variance in the dataset within some error threshold τ . In our experiments setting t = 0.1 (10% error) resulted in a dimensionality reduction of over 85%.
Once eigenvalues and eigenvectors are computed, it is possible to compute a truncated basis that accounts for most of the covariance of the distribution and then project each vector x i onto the new basis to obtainx i ,
where the columns of Φ i are the principal eigenvectors of the distribution and the diagonal matrix i is composed of the corresponding eigenvalues. Note that, once i , Φ i , and µ x i have been computed on a training set, there is no need to recompute them when new images are added to the system. The transformation (16) is computed for each image during the initialization of the system and the result is stored in the archive as a much lower dimensional vector
T .
Integration of Textual and Visual Statistics
The global feature vector, representing the content of the image, is a composite of several subvectors: dimensionally reduced color histograms and orientation histograms for each of six overlapping image regions [46] and the LSI descriptor as described above. Different techniques have been proposed to combine different features in a global similarity measure [3, 11, 28, 34, 36, 38, 44] . In some of these techniques the user has to state explicitly the relevance of each feature, in others the system infers the feature weights based on relevance feedback information.
We used a linear combination of normalized Minkowsky distances. One reason for choosing this approach is its inherent compatibility with optimizations to spatial indexing techniques [4, 46] . Another reason is that a weighted combination of Minkowski distances satisfies the axioms for a metric space. The weights of the linear combination and the order of each Minkowsky metric are inferred by the system via the relevance feedback technique described in next section.
As the global distance is a linear combination of distances between the subvectors, normalization is needed to make these distances comparable. To analyze the statistical properties of these distances we randomly selected 50,000 pairs of images from our test database. For all pairs of images, the distances between their index vectors (x, y) were computed using each of the Minkowsky distance measures. We considered separately the distances between subvectors (x i , y i ). We then examined the distributions of these distances for each metric and for each subvector. As these distance distributions appeared to be approximately normally distributed we decided to normalize using a Gaussian model, along the lines of [28, 38, 44] .
In practice, for each feature i and for each Minkowsky distance metric L m we computed the mean µ 
where as stated before the means and the variances are computed based on the probability distribution of the images contained in the database,
and is the shift we give to the normalized Gaussian to mimic the original distribution. In our experiment we set = 3.
Note that the expected value µ (i) m can be computed off line over an entire database or a statistically significant subset of it. Moreover, if the database is reasonably large, we do not need to recompute this factor when new images are added to the archive.
Relevance Feedback
In query by example it is difficult to determine the appropriate combination of similarity measures for a particular search. Directly prompting users for weightings is problematic, since it may require that users grasp the technical details of the underlying representation. One way around this is to allow the users to provide example images; this keeps nettlesome image content parameters hidden from the user. ImageRover employs a novel approach to this relevance feedback problem.
Relevance feedback enables the user to iteratively refine a query via the specification of relevant items [45] . By including the user in the loop, better search performance can be achieved. Typically, the system returns a set of possible matches, and the user gives feedback by marking items as relevant or not relevant. Given user-specified relevant images, the system must then infer what combination of measures should be used.
Cox et al. [11] proposed a Bayesian relevance feedback framework for image retrieval. For every image in the database they compute the probability of it being a relevant image given the complete history of the query (i.e., the images displayed and the corresponding user actions). Experimental results for this technique are given on a small database and the high number of iterations required to find an image makes this technique inadequate for use on a very large database.
Rui et al. [44] proposed a method to formulate image queries in the same framework used for text retrieval. In practice each component of the image feature is considered like the term weight in the classical information retrieval formulation. They report quantitative evaluation on a very small texture database and show that on that data set relevance feedback improves retrieval performance.
In [36] the authors formulate the relevance feedback problem as a probability density estimation. Based on the user feedback (positive and negative) they present an algorithm to estimate feature densities. In this way they infer which features are of interest to the user. Their technique has been evaluated on Columbia [35] and VisTex databases and has been shown to perform slightly better than standard relevance feedback approaches adapted from information retrieval.
Other techniques [8] have also been proposed recently to determine the optimal similarity metrics to use.
Our system employs a relevance feedback algorithm that selects appropriate L m Minkowski distance metrics on the fly. The algorithm determines the relative weightings of the individual features based on feedback images. This weighting thus varies depending upon the particular selections of the user.
Assume that the user has specified a set S of relevant images. The appropriate value of m for the ith subvector should minimize the mean distance between the relevant images. The order of the distance metric is determined as
andL m (x, y) is the normalized Minkowski metric as defined in previous section. Queries by multiple examples are implemented in the following way. First, the average query vector is computed for S. A k-nearest neighbor search of the image index then utilizes the weighted distance metric
where the w i are relevance weights,
The constant is included to prevent a particular characteristic or a particular region from giving too strong a bias to the query. The resulting relevance feedback mechanism allows the user to perform queries by example based on more than one sample image. The user can collect the images he or she finds during the search, refining the result at each iteration. The main idea consists of giving more importance to the elements of the feature vectors with the lowest variances. These elements very likely represent the main features the user is interested in. Experimental results have confirmed this behavior.
Another advantage of our formulation is that it is not dependent on the particular features employed in representing the visual content of images. We can reasonably expect that the system will remain efficient as more image analysis modules are included, because the computational complexity will scale linearly with the number of features employed.
SYSTEM IMPLEMENTATION
We implemented a fully functional system to test our approach. For the experiments described in this paper, our database contained approximately 350,000 unique and valid images. Two images are considered unique if they have different URLs. An image is valid if both its width and height are greater than 64 pixels; images not satisfying this heuristic were discarded. In practice some of the documents and the images are duplicated as sometimes the same document or the same image appears with a different URL due to name aliasing.
To have a significant sampling of the images present on the WWW a list of links related to diverse topics was needed. For the experiments reported in this paper, we selected the pages reported in Table 2 as the starting point for our Web robots. A demo version of the resulting ImageRover index is available on line at http://www.cs.bu.edu/groups/ivc/ImageRover. The current implementation of the system is not optimized for speed. The query server and the Web server run on an SGI Origin 200 with 4 R10000 180 MHz processors and 1 GB RAM. After dimensionality reduction the visual features are reduced to a vector of dimension around 200, so fewer than 500 floating point numbers (about 2 Kbyte) per image are required and keeping in memory 100,000 images requires approximately 200 Mbyte. As all the data can be kept in memory, a brute force search of the k-nearest neighbors takes around 3 s. In the case of the page zero we have to compute the LSI vector corresponding to the key words provided by the user. This is a simple vector by matrix product, and, even though the dimension is high, it takes less than 1 s.
User Interface
The user interacts with the system through a web browser. The user specifies a set of keywords; this set of keywords can be considered as a text document. An LSI index is computed for the keywords and used to match nearest neighbors in the subspace of all LSI vectors in our image database. This is page zero.
Once the user finds and marks one or more images to guide the search, the user can initiate a query with a click on the search button. Similar images (the number of returned images is a user chosen value) are then retrieved and shown to the user in decreasing similarity order. The user can then select other relevant images to guide the next search and/or deselect one or more of the query images and iterate the query. There is no limit either on Figures 1-3 show an example search in our system. Figure 1 shows the first 15 matches in response to the query "mountain bike race." This is page zero. It is evident that several kinds of images are related to the same key words. By providing relevance feedback, the user can now narrow the search to images that share not only the same key words but also similar visual properties. Figure 2 is a set of images found by the system using the relevance feedback. The top two images are the images selected by the user: images of cyclists racing together. The next three rows contain the retrieved 15 nearest neighbors. Images are displayed in similarity rank order, right to left, top to bottom. In this particular example, ImageRover ranked other racing photographs as closest to the user-provided examples. The other returned images not only share similar text cues, but also share similar color and texture distributions.
Example Search
Similarly, Fig. 3 shows the output of the system given the same page zero, but different relevance feedback from the user. In this example, the user selected images of mountain bikes. The system then retrieved images that were relevant to the user's query. As can be seen, the use of visual features and relevance feedback is very useful in removing the ambiguity that is almost always present when using key words to retrieve images.
EXPERIMENTAL EVALUATION
The system has been tested with human subjects. The experiments were intended to evaluate the effectiveness of performance achieved through the combined use of visual and textual features. To evaluate quantitatively our system, the target test paradigm [11] was used. This technique evaluates how good a system is at finding a specific image in the database. Cox et al. [11] have pointed out that if a system performs well in a target search it is reasonable to think that it performs well also for the more useful category search, i.e., looking not for a particular image but for some class of images, though this has not been proven experimentally.
Experimental Setup
The system we used for the experiments was initially trained with a randomly selected subset of the collected data containing 58,908 images. The eigendecompositions for the LSI vectors and the visual features were performed only once and new images were inserted into the system only as a projection into the reduced feature space. Since the training set was selected so that it was representative of the documents available on the Web, and since the size of the training set was considerable, it seems reasonable to assume that retraining the system is not required. For instances where training is required, standard techniques for updating SVD-based indexing schemes have been reported in [9] .
After the training step, we indexed a set of 10,000 images disjoint with the training set and stored them in the database. A subset of 100 images in the database were selected (randomly) to be retrieved. Two subjects were asked to find each of the images using our system, one at a time. The subjects used for the test are two of the authors. This implies that the performance reported is probably representative of what can be achieved by an expert user. The subjects were first presented with one of the 100 images displayed in a window on the computer screen. While the target image remained visible, the subjects could then formulate a query of the WWW image database via the user interface as described above. This process was repeated for all 100 images in the test set.
In practice, for each image, the subjects independently typed in a few keywords relevant to the target image to obtain a starting set of 100 images (page zero). In the current experiments the subjects have used four keywords on average per search. The subjects could then further refine the search through iterations of the relevance feedback mechanism. At each iteration, the system displayed the 100 top matches for the query. The resulting images were shown to the subject downsampled (the biggest dimension of the downsampled image was 128 and the other was such that the aspect ratio was unchanged) and ordered on the base of the matching score (decreasing left to right and then top to bottom).
A search was considered successful if the subjects could get the target image displayed in the top 100. A search was considered unsuccessful if the subject could not get the target image displayed in the top 100 within four iterations of relevance feedback. This limit on the number of feedback iterations was chosen to reflect the amount of time a typical user would be willing to devote in finding an image. The time the subject spent to consider the top 100 results was on average less than 30 s.
Sensitivity to Database Size
To measure how the system scales with the number of images archived, the experiments were repeated at various database sizes: 10,000, 30,000, 50,000, and 100,000 images, respectively. To evaluate search performance with respect to the types of feature vectors employed, multiple trials were conducted in which textual only, visual only, and combined textual and visual features were included into the indexing vector. In each set of trials, the subjects were asked to find the same randomly selected subset of 100 images. To avoid biasing of the subjects, due to an increased familiarity with the data set, we asked them to use the same keywords for generating page zero during each trial.
The average percentage of target images that subjects were able to successfully retrieve, is shown in Fig. 4 . The graph depicts the percentage of images found as a function of the number of images contained in the test database. Note that the results included in the graphs also include the images which are not related to the surrounding text and hence carry no valuable LSI information. Out of the 100 images used in the test set, there were 44 such images. Assuming that such images are common on the Web, the results are expressed as the total number of images selected for search. The percentage of images that the subjects were able to retrieve decreases as the number of images increases but is still reasonable considering the database size. With a database size of 10,000, the retrieval success rate with combined cues was around 35%, degrading to about 18% as the database size increased to 100,000. The lowest curve on the graph shows the percentage of images that subjects retrieved in page zero. The other curves show the performance when users were allowed to use relevance feedback. To determine the major contributor in performance improvement, experimental trials were conducted in which the system employed visual statistics only, LSI only, and LSI and visual statistics combined in relevance feedback. As can be seen, relevance feedback using combined features offers a significant performance improvement over using either of the features separately.
Sensitivity to LSI Dimension
In a separate set of trials with a different test set, the sensitivity to LSI dimension was tested for a database of 10,000 images at six levels: dim(L S I ) = 64, 128, 256, 384, 512, 768. The tests were done by searching for 50 random images. Again as in the previous case, 18 images could not be described by key words. Results of this experiment are shown in Fig. 5 . The graph shows how subjects' success rates improved when a higher LSI dimension was employed. The steepest improvement in performance was achieved with LSI dimension of 256. After that, performance increased more slowly with increasing LSI dimension. This is consistent with results reported in [14] , where it was observed that as LSI dimension increases the performance curve flattens out and then actually drops off slightly (due to noise).
DISCUSSION
It is evident from our experiments that based on text features only, it is sometimes possible for subjects to find the target image in page zero. If the target image did not appear in page zero, then the subjects were almost twice as likely to find that image when textual and visual features were combined in relevance feedback rather than used individually.
In most of the queries, the combined textual and visual refinements gave improved performance over visual only or textual only. However, in some cases, the visual features can confuse the system and negatively affect the performance of the system. For example, if the user is looking for an image of "a man drinking" the visual features we use (color and orientation histograms) are of no help in the query refinement process as different images of men drinking can have totally different color and orientation histograms. In these cases, the textual information is more likely to encode the relevant information and the visual features can accidentally confuse the system; e.g., if the example images happen to have very similar orientation histograms in one of the subregions, this feature will be erroneously considered by the system as the feature that the user is interested in. Perhaps this problem can be addressed through the use of blob-based search methods [6] coupled with face detection and recognition.
In contrast, let us assume that the user is looking for "a man playing soccer." In this case the visual features are very likely to encode relevant information (we expect a green smooth background at least in the corner subregions) and they are very useful in the query refinement step. Note that in both cases we were interested in "actions," but only in one of the cases can visual features help during the refinement step.
Similarly when looking for "things" often the visual features can improve the retrieval performance, but sometimes they are of no help and confuse the system. For example, consider a user searching for a picture of "the surface of Mars." Using textual features, the user easily gets images of the surface and of the whole planet. Using visual features, it is very simple to steer the system toward the images the user is interested in. In contrast, if the user is looking for "a man wearing a space suit," the visual features are not very likely to help as different space suits and different environments can lead to totally different visual characteristics. The use of additional and more sophisticated visual features could definitely increase the number of cases where the visual cues can help in the query refinement. We leave this for future work.
In the experiments, it was also observed that the average number of relevance feedback steps required to steer the system toward the wanted image was independent of the database size and LSI dimensions used. Whenever an image was successfully retrieved via relevance feedback, it was found in 1.9 feedback iterations on average. This means that if the user cannot find the wanted image in a few steps he or she may not be able to find the image at all.
In both experiments, the retrieval for database size of 10,000 images and 256 LSI dimension was consistently around 34-40%. This further confirms the consistency of retrieval performance of our system independent of the set of images chosen for search.
We performed an analysis to characterize why subjects were unable to retrieve certain images from the index. We observed that often, the inability to find a particular image is due to a lack of correlation between the image content and the surrounding text, e.g., banners or specific logos. It was also found that in some cases, there are Web pages like photo galleries which contain several images and/or very little text. Finally, in some cases, subjects were simply unable to form a page zero query, because it was difficult to describe the content of a particular test image with words. Examples of such images are shown in Fig. 6 .
Some failed searches using the system may also be attributed to the presence of ambiguous words in the documents. It was observed that if words like "image," "photo," etc. were given for page zero, then the system retrieved several images from photo galleries and did not provide any good starting images if the user was going to search for satellite images. Similar problems are also encountered if the document containing images does not contain any text.
We experimentally found that a 256-dimensional LSI vector leads to good results for our data set, despite the breadth of the subject matter of documents included in the LSI training. The optimal LSI dimension may also be obtained using an MDL framework [53] . Figure 5 shows that the net increase in the retrieval performance drops significantly after LSI dimension 256. The graphs   FIG. 6 . Examples of images that subjects could not describe with words.
are still increasing but this increase may be compensated for by using more key words. In experiments reported in [14] , the average number of key words for a search on a database of around 5000 documents was 10. Increase in the number of key words is expected to overcome this problem by a stronger match. Also, the dictionary used to create the word histograms is ad hoc and was chosen according to the frequencies of various words in a set of representative documents.
We expect that even in a very large database (with millions of images) it will be possible to retrieve specific images in many cases using our technique. In other cases, the user will be able to find several relevant images. Using all the features it is possible to converge the search faster (1.9 steps as reported by our experiments) as opposed to using individual features which may require several steps before finding the actual image.
SUMMARY
We proposed a general framework for the indexing of images with associated text and implemented a prototype WWW image search engine to evaluate the performance of our approach. We found that the maximum performance was achieved when both visual and textual information were used in the relevance feedback framework. The experiments showed that when both textual and visual information are used in the refinement, results are significantly better than those achievable using visual only or textual only information.
In our experience, the use of LSI in generating page zero has certain advantages over the classical keyword vector method [45] employed in most WWW text search engines and some image search engines [1, 18, 48] . In particular, LSI implicitly addresses problems with synonyms, word sense, lexical matching, and term omission. This is a distinct advantage over the keyword vector approach, in that user-specified terms do not need to be an "exact match." On the other hand, due to dimensionality reduction, LSI can sometimes lack the specificity provided by the keyword vector method.
For the sake of demonstrating our approach, we chose to utilize only two existing methods for encoding visual statistics. The choice of the optimal image statistics is considered beyond the scope of this paper. Our purpose was instead to formulate and evaluate a technique to integrate textual and visual information for image retrieval. We suspect that the demonstrated power of our unified approach can be easily extended to include more powerful visual features in the future.
