ABSTRACT Today, genomic prediction (GP) is an established technology in plant and animal breeding programs. Current standard methods are purely based on statistical considerations but do not make use of the abundant biological knowledge, which is easily available from public data bases. Major questions that have to be answered before biological prior information can be used routinely in GP approaches are which types of information can be used, and at which points they can be incorporated into prediction methods. In this study, we propose a novel strategy to incorporate gene annotation into genomic prediction of complex phenotypes by defining haploblocks according to gene positions. Haplotype effects are then modeled as categorical or as numerical allele dosage variables. The underlying concept of this approach is to build the statistical model on variables representing the biologically functional units. We evaluate the new methods with data from a heterogeneous stock mouse population, the Drosophila Genetic Reference Panel (DGRP), and a rice breeding population from the Rice Diversity Panel.
Drosophila melanogaster (Ober et al. 2012) , plants (Jannink et al. 2010; Hayes et al. 2013) , domestic animals (Hayes and Goddard 2010) , and aquaculture species (Sonesson and Meuwissen 2009) . Accompanied by the fast development of genotyping and sequencing technologies in the last decades, a huge number of different methods for GP have been established (Gianola 2013; de Vlaming and Groenen 2015; Misztal and Legarra 2016) . Among these methods, the current standard method is ridge regression best linear unbiased prediction (rrBLUP) which uses single nucleotide polymorphisms (SNPs) as predictor variables. It has been shown that this marker effect ridge regression model can be translated into a relationship matrix based approach Most of the established GP methods are based on purely statistical considerations and disregard existing biological knowledge. A remarkable difference exists between the -often mechanistically simplistic -structure of statistical models describing the phenotype and the complexity of the biological processes underlying the phenotypic expression. Only recently, researchers started to work on bridging the gap between mathematical models and underlying biological mechanisms. Encouragingly, several recent studies have shown that integrating biological information in proper ways improves predictive ability under certain circumstances. For instance, it has been shown that GP accuracies can be improved by incorporating results from genome wide association studies (GWAS), either from databases (Zhang et al. 2014) or from the data set on hand (de los Campos et al. 2013; Gao et al. 2015; Ramstein et al. 2016) . Other types of biological information, which are easily available from public databases, include gene annotation, information on biochemical interactions, and gene expression networks. In some of the latest publications, different types of biological knowledge were incorporated by partitioning markers into classes based on their functional annotation (Morota et al. 2014; Do et al. 2015; Abdollahi-Arpanahi et al. 2016; MacLeod et al. 2016) or gene ontology categories (Edwards et al. 2016) . After the partitioning, one approach is to assign different prior distributions to the different classes of SNPs and then to use all markers for prediction (MacLeod et al. 2016) . Another way is performing GP with each class separately and then selecting classes that give the best predictive ability for further predictions (Morota et al. 2014; Do et al. 2015; Abdollahi-Arpanahi et al. 2016; Edwards et al. 2016) . It has been demonstrated that these approaches for incorporating biological knowledge improve the predictive ability in some cases.
At the same time, it is suggested to alter the structure of the standard models using alternative predictor variables, for instance haplotypes or interactions terms (Su et al. 2012; Jiang and Reif 2015; Martini et al. 2016) . Whereas standard models are based on individual SNP markers, several new approaches are built on haplotypes (Calus et al. 2008; Cuyabano et al. 2014 Cuyabano et al. , 2015 Meuwissen et al. 2014; Yang 2015) , that is on tuples of SNPs. The basic underlying assumption for models based on individual markers is that, at a sufficiently high density, at least one marker is in linkage disequilibrium (LD) with each quantitative trait locus (QTL). However, if more than two alleles of a gene exist in a population, multi-allelic haplotypes are expected to capture the state of a QTL better than single markers (Calus et al. 2008; Meuwissen et al. 2014) . For this reason, haplotypes instead of single markers were used as predictor variables in several recent publications (Cuyabano et al. 2014 (Cuyabano et al. , 2015 Meuwissen et al. 2014; Yang 2015) . In these studies, for each haploblock, pseudomarkers were created by counting the number of copies of the respective allele carried by a certain individual (Meuwissen et al. 2014) . Thus, the pseudo-marker matrix had the entries {0,1,2} and the haplotype based relatedness matrix was constructed as the dot products of the rows of this pseudo-marker matrix. The relatedness matrix was further scaled by the number of haploblocks.
Here we propose several new approaches of using gene annotation to define haplotypes in both numerical dosage and categorical effect models. To bridge the gap between the mathematical models and biology, the first step is to describe the biological system using a mathematical model on its biologically functioning units. As a first attempt, we consider the protein coding genes (and thus the corresponding proteins) including their regulatory regions as biologically acting units, hoping to capture some characteristics of the biology of complex phenotypes. In addition, we extend the haplotype based categorical effect models to epistasis models and show how all these approaches can be translated into relatedness matrices. We then test the prediction performance of our approaches with several data sets with different genetic background and discuss the similarities and relatedness of the different approaches.
Material and Methods
In order to incorporate gene annotation into GP, we firstly mapped SNPs to genes according to their relative positions, and defined haploblocks using the phased SNP data (detailed description below). Gene based haplotypes were coded using both numerical and categorical approaches. Numeric coding refers to a dosage model in which the assumption of intra-locus additive allele effects is made (Calus et al. 2008; Cuyabano et al. 2014 Cuyabano et al. , 2015 Meuwissen et al. 2014; Yang 2015) . With A denoting the reference allele in a diploid population, intra-locus additivity means for instance for the SNP marker based GBLUP that the marker state AA (=2) at locus i, has twice the effect of AB (=1). The categorical coding does not assume this intra-locus additivity, but models the effect of a haplotype allele being present twice, independent of the effect when being present once. For instance, the effect of configuration AA in Table 1 is assumed to be independent from AB. Thus, the categorical model can capture dominance (Martini et al. 2017) . We then constructed relatedness matrices for both types of models. The following sections give a detailed description of these steps. 
SNP mapping and gene based haploblock derivation
The latest version of the gene annotation of each considered species was downloaded from Ensemble (http://www.ensembl.org) using the biomaRt package (Durinck et al. 2005 (Durinck et al. , 2009 ) of the statistical platform R (R Core Team 2016) (Table 3 ). Only genes indicated as "protein_coding" by the "gene_biotype" attribute were considered. Gene boundaries were extended by 5kb in both upstream and downstream flanking regions to include possible regulatory elements. Then SNPs were mapped to these genic regions based on their corresponding genomic positions. After the SNP mapping step, SNP sets were formed for genes with at least one mapped marker. For genes with only one mapped SNP, the corresponding haploblock existed of only this marker. For genes with more than one mapped SNP, phased alleles of the corresponding SNPs were combined into haplotypes with the approach described by Meuwissen et al. (2014) . Briefly, haplotypes were built via the following steps:
• Initialization: for each gene, start with the first SNP j = 1.
• Step 1: include SNP j + 1 into the haploblock.
•
Step 2: determine the number of alleles of the haploblock defined by these j + 1 markers across the whole population. • Step 3: repeat Step 1 and Step 2 if the number of alleles remains below a previously chosen threshold restricting the number of alleles of a haploblock (we used 10 as proposed by Meuwissen et al. (2014) ). Otherwise, if the number of alleles exceeds this threshold, the lastly added SNP is excluded from the current haploblock and is used as the starting position of the next haploblock. Return the alleles of the current haploblock and go to the initialization step with the lastly added SNP to define the next haploblock. Repeat this procedure until all SNPs of the currently considered gene are processed.
This approach produces one or more haploblocks with at least two haplotype alleles per block for each gene. The effects of haplotypes were then coded with two different ways:
1) Numerical (allele dosage) coding: For each haploblock, artificial SNPs are created for each haplotype allele, and these "SNPs" are coded as the number of copies ({0,1,2}) present in the respective individual. The sum over all alleles of a certain autosomal haploblock must be two for each individual when diploid species are considered. 2) Categorical coding: Haplotype variants are coded by the haplotype allele configurations (genotypes). Each allele combination has its own independent effect in the categorical coding strategy. Table 1 contrasts the different codings of a haploblock with four alleles A, B, C, and D.
The genomic prediction models
We compared the predictive ability of the proposed approaches to the standard GBLUP (VanRaden 2008). The genomic prediction model can be expressed as
where y is the vector of pre-corrected phenotypes; 1 n is an n × 1 vector with entries equal to one; µ is the overall mean; g ∼ N (0, Kσ 2 g ) is a vector of genetic values and K is the relatedness matrix of the respective models (Table 2) ; σ 2 g is the genetic variance; e ∼ N (0, Iσ 2 e ) is a vector of residuals and σ 2 e is the model residual variance.
For GBLUP, the relatedness matrix was calculated according to VanRaden (2008) . Briefly, let p k denote the minor allele frequency (MAF) of marker k, M denote the {0,1,2} coded genotypes, and Z denote the MAF adjusted marker matrix with entries (0 − 2p k ), (1 − 2p k ) and (2 − 2p k ) for genotypes AA, AB, and BB, respectively. The relatedness matrix is calculated as
. The "extended GBLUP" (EGBLUP) (Su et al. 2012; Jiang and Reif 2015; Martini et al. 2016) , whose epistasis relatedness matrix is EG = G#G, was also calculated for comparison. Here, # denotes the Hadamard product. In EGBLUP, we only modeled the interaction effect and ignored the additive SNP effects, since additive effects can be expressed as the sum of their interactions. Moreover, we saw in previous studies that the predictive ability of the model including both matrices -the additive and the pairwise interaction matrix-will usually tend to the predictive ability of the model with only the matrix with higher predictive ability. Thus, a small potential gain faces the disadvantage of potentially causing numerical problems in the estimation of the variance components, due to the very similar structure of the matrices G and EG.
For the SNP-based categorical model (CM; Martini et al.
(2017)), the relatedness matrix S has the entries
, where φ ijk is scored 1 if individual i and j share the same genotype at maker k, otherwise φ ijk is scored 0, m is the number of SNPs. For data sets of completely inbred lines without heterozygous markers, the CM model has been shown to be equivalent to GBLUP (Martini et al. 2017) . The first order epistasis among markers can be modeled by extending CM to the CE (categorical epistasis) model, where the genotype combinations of each pair of loci are treated as categorical variables and the relatedness of two individuals is measured by counting the number of pairs of markers in the same state. The relatedness matrix of CE can be expressed as E = 0.5 × mS#(mS + 1 n×n )/m 2 (Martini et al. 2017) .
Analogously, we also used these two types of models for gene annotation based variables (see above). In the numerical allele dosage coding, pseudo-markers are created and the haplotype based, intra-locus additive genetic relatedness matrix is constructed as the dot product of the haplotype allele matrix (M H GA ). The intra-locus additive relatedness matrix is
, where M H GA is a matrix of pseudo-markers with values 0, 1, and 2 representing the number of copies of each haplotype allele being present and where Q is the number of haploblocks. We call this model haplotype based genomic best linear unbiased prediction given gene annotation (G H BLUP|GA). For comparison, the haplotype-based model without gene annotation (G H BLUP) was also calculated.
Here the haplotype based relatedness matrix is Meuwissen et al. 2014) . Haplotypes are built here for each chromosome separately (starting with the first marker and following their physical order).
In the categorical coding, we count the number of haploblocks which are in the same state between pairs of individuals, and the relatedness is measured as the ratio between the number of haploblocks with identical state and the total number of haploblocks. In an equation form, the relatedness matrix can be expressed asS with entriesS ij = ∑ Q q=1 φ ijq Q representing the relatedness between individuals i and j. Moreover, φ ijq is scored 1 if individual i and j have the same state on haploblock q, otherwise φ ijq is scored 0. We call this model haplotype based Table 2 Relatedness matrices in corresponding models (see text for definition of the variables). # means "Hadamard product".
Models
Relatedness matrices (K) Description
Haplotype based GBLUP given gene annotation
Categorical marker effect model
Categorical epistasis model
Haplotype based CM
Haplotype based CE
Haplotype based CM given gene annotation
Haplotype based CE given gene annotation categorical model given gene annotation (C H M|GA). Similar to the SNP version of the categorical model, we can build a relatedness matrix for modeling the first order epistasis among haploblocks in the formẼ = 0.5 × QS#(QS + 1 n×n )/Q 2 . We call this model the haplotype based categorical epistasis model given gene annotation (C H E|GA). For comparison, a categorical haplotype model based on the haploblocks suggested by Meuwissen et al. (2014) (without the use of gene annotation) was constructed as well. We denote the categorical version of this haplotype model as C H M. A corresponding epistatic version which models the first order epistasis among haploblocks was developed and denoted as C H E.
In the G H BLUP|GA, C H M|GA, and C H E|GA models, only SNPs which have been mapped to genes are included. Therefore, we evaluated a broadened model
including unmapped markers as well. The model terms here are the same as those defined in model 1, except for the additional term g u ∼ N (0, K u σ 2 g u ) which models the effects captured by unmapped SNPs. Here K u and σ 2 g u denote the relatedness matrix calculated with unmapped SNPs and the corresponding variance component. We introduced the notation G H BLUP|GA * , C H M|GA * , and C H E|GA * , for the broadened versions, respectively. In G H BLUP|GA * ,
where Z u is the matrix containing the MAF adjusted genotypes of unmapped SNPs and where m is the number of unmapped
. In C H E|GA * ,
In both models 1 and 2, variance components were estimated using average information restricted maximum likelihood (AI-REML) (Jensen et al. 1997) 
Data
For all data sets used for model evaluation, SNPs with a call rate of less than 95% or minor allele frequency (MAF) smaller than 0.01 and individuals with a call rate of less than 95% were excluded. Missing genotypes were imputed and phased simultaneously using Beagle (version 4.1) (Browning and Browning 2008 ) -which was embedded in the synbreed R package (version 0.11; Wimmer et al. (2012) ) -using the default parameter settings. Important characteristics of the data sets after quality control are described in Table 3 .
Mouse data
The heterogeneous stock (HS) mice data was generated by the Wellcome Trust Centre for Human Genetics (WTCHG) (Valdar et al. 2006a) . Genotypes and phenotype records were available at http://mtweb.cs.ucl.ac.uk/mus/www/ mouse/HS/index.shtml. In total, 9,266 SNPs and 1,940 individuals remained after quality control steps. For computational simplicity, we used the pre-corrected phenotypes provided by Valdar et al. (2006b) . Physical positions of single nucleotide polymorphisms (SNPs) were mapped to the latest version of the mouse genome (Mus musculus, assembly GRCm38.p4) with the biomaRt (Durinck et al. 2005 (Durinck et al. , 2009 ) R package. Only SNPs mapped to the GRCm38.p4 were used for further analysis. Gene boundaries were downloaded from Ensemble with the biomaRt (Durinck et al. 2005 (Durinck et al. , 2009 ) R package. Sixteen phenotypic traits related to growth, obesity, and immunology were used in this study to compare the performance of our models.
Drosophila melanogaster data
The Drosophila Genetic Reference Panel (DGRP) is a population consisting of 205 inbred lines derived from the Raleigh, USA population (Mackay et al. 2012) . Genetic variants called from whole genome sequencing data were downloaded from the DGRP2 website (http://dgrp2.gnets. ncsu.edu/). In total, 2,863,909 SNPs remained after quality control steps. The gene annotation information of the latest version of the D. melanogaster genome (Drosophila melanogaster, assembly Release 6) was downloaded from Ensemble via the biomaRt (Durinck et al. 2005, 2009) R package (Table 3) . We used two adaptive traits (Mackay et al. 2012) , one food intake trait (Garlapow et al. 2015) , two alcohol sensitivity traits (Morozova et al. 2015) , and twelve olfactory behavior traits (Arya et al. 2015) to evaluate the models. The line means (males and females independently) of all traits were adjusted for the effects of a Wolbachia infection and five major inversions (In(2L)t, In(2R)NS, In(3R)K, In(3R)P, and In(3R)Mo) using a mixed modelȲ = Xb + u + e.Ȳ is a vector of line means; X is a design matrix assigning the fixed effects b to the lines. The random line effects were modeled u ∼ N (0, Gσ 2 u ), where G is the marker derived genomic relationship matrix according to VanRaden (2008) ; e ∼ N (0, Iσ 2 e ) is a vector of model residuals. Variance components were estimated using the regress (Clifford and McCullagh 2014) R package. The adjusted phenotypesȲ − Xb -without any weight -were used for model evaluation.
Rice data The genotypes and phenotypes of the rice breeding population were downloaded from the rice diversity panel (https://ricediversity.org; Begum et al. (2015) ; Spindel et al. (2015) ). In total, 315 elite rice breeding lines from the International Rice Research Institute (IRRI) irrigated rice breeding program were included in this data set. Several traits such as plant height (PH), flowering time (FLW), and grain yield (YLD) were recorded in both, the dry (DS) and the wet season (WS) for the years 2009-2012. The means of the phenotypes across years for DS or WS for each line were used as response variable (provided by Spindel et al. (2015) ). In total, 58,227 SNPs passed the quality control steps and remained for further analysis. The gene annotation information of the latest version of the rice genome (Oryza sativa Japonica Group, Build 4.0 ) was downloaded from Ensemble via the biomaRt (Durinck et al. 2005 (Durinck et al. , 2009 ) R package.
Predictive ability evaluation
We used 20 replicates of a 5-fold random cross-validation to assess the predictive ability of the different approaches. The variance components were estimated within the training set. Phenotypes of the validation set were treated as unknown and genetic values were predicted based on models 1 and 2, respectively. The predictive ability was calculated as Pearson's correlation between the predicted genetic values and the (pre-corrected) phenotypes of the validation population. Predictive abilities of other models were compared to GBLUP (allele dosage models) or CM (categorical models) via a two-sided t-test. Moreover, for Figure 1 , the relative predictive abilities were calculated as the ratio between the mean predictive ability of the alternative models and that of GBLUP. The models were clustered based on these relative predictive abilities using the pheatmap R package, where the hierarchical clustering is performed according to the euclidean distance of the vectors of relative predictive abilities for all traits.
Data availability
The mouse data used in this study is available at http://mtweb. cs.ucl.ac.uk/mus/www/mouse/HS/index.shtml. The Drosophila melanogaster data is available at http://dgrp2.gnets.ncsu.edu/.
The rice breeding population data is available at https:// ricediversity.org.
Results

Predictive abilities on the considered data sets
In this work, we considered marker based and (gene annotation guided) haplotype based models. We built the models on numerical allele dosage or on categorical variables, and incorporated epistasis. In the following, we will compare the predictive ability of the different models on three data sets. The results are summarized in Figure 1 and Tables 4 and 5 . Additional results for the Drosophila data set, which are not included in these tables, can be found in Supplementary Table 1 .
Mouse data
Let us consider the predictive abilities of the different models for the growth related traits body weight at six to ten weeks (W6W, W7W, W8W, W10W) and the growth slope from six to ten weeks (GSL). Here, we observe consistent patterns for certain changes of numerical dosage and categorical models (Figure 1 ). The step from GBLUP to G H BLUP improves predictive ability by 4 − 6%, which can similarly be observed from CM to C H M. The improvement from marker based models to the gene annotation guided haplotype based models is less than from marker based models to the ordinary haplotype models without the use of gene annotation. Moreover, the incorporation of epistasis improves the predictive ability consistently from GBLUP to EGBLUP, from CM to CE, from C H M to C H E, and from C H M|GA to C H E|GA. Overall, C H E shows the highest predictive ability for these traits, and the differences between |GA models and those incorporating the unmapped markers in a second matrix (|GA * ) are small.
For the obesity related traits, body mass index (BMI) and body length (BL), all categorical models and EGBLUP are outperformed by GBLUP (Tables 4 and 5 ). For the numerical dosage models, we see that the predictive ability of GBLUP is increased by the step to G H BLUP, which again is improved by using gene annotation in G H BLUP|GA. Analogously, the predictive ability of CM is similar to that of C H M, which is improved by incorporating gene annotation information in C H M|GA. The same stepwise improvement is true for CE, C H E, and C H E|GA. Comparing the epistasis models to the additive effect models, we observe an increase in predictive ability for all categorical models. The predictive ability of CE is higher than that of CM, which can analogously be observed comparing C H M to C H E, and C H M|GA to C H E|GA. The use of a second relatedness matrix constructed with unmapped markers does not lead to a relevant increase in predictive ability (Figure 1 , Tables 4 and  5 ). Overall, due to the relative low performance of the categorical models, G H BLUP|GA, and G H BLUP|GA * perform best for BMI and BL, respectively. For the immunology traits except CD8Intensity, we observe a relatively homogeneous predictive ability across all models (Tables 4 and 5). The performance of EGBLUP is constantly low on these traits. For the traits CD8+, CD4+/CD3+, CD8+/CD3+, and CD4+/CD8+, we see that the categorical gene annotation based haplotype models C H M|GA and C H E|GA perform notably better than the other models. The epistasis variant C H E|GA improves the predictive ability slightly, compared to C H M|GA.
Drosophila data
In the DGRP population, we analyzed 17 phenotypic traits (34 trait-sex combinations) related to adaptation, food intake, alcohol sensitivity, and olfactory behavior (Supplementary Table 1 ). Overall, gene annotation based models improve or maintain the predictive ability in 13 out of 34 scenarios compared to SNPs based models (Supplementary Table  1 ). GBLUP performs best in 15 scenarios. Predictive ability of CM is omitted since it is similar to GBLUP (identical in 21 scenarios) due to the extremely rare occurrence of heterozygotes (0.39%) in the DGRP population. Tables 4 and 5 show the two traits for which gene annotation based models show a considerable improvement. In one of the alcohol sensitivity traits, which was measured as alcohol knockdown time (Mean Elution Time, MET) in an "inebriometer" after a second exposure (E2) following a 2 hours recovery period (Morozova et al. 2015) , G H BLUP|GA improves the predictive ability in females from 0.202 to 0.225 compared to GBLUP. However, the predictive ability for E2 in males is close to zero. In the olfactory behavior trait "1-hexanol", predictive ability is improved by G H BLUP|GA from 0.185 (0.235) in GBLUP to 0.223 (0.254) for females (males). For both traits E2 and 1-hexanol, for which G H BLUP|GA and C H M|GA have the same performance, neither modeling epistasis nor including unmapped SNPs in a second relatedness matrix leads to an additional improvement.
Rice data
With the rice data, we observe a systematic improvement by the use of models built on gene annotation based haplotypes. Whereas the performance of G H BLUP is on average very similar to that of GBLUP across traits, G H BLUP|GA systematically outperforms other numerical dosage models on five out of six traits (Table 4) . The categorical models CM, C H M, and C H M|GA (Table 5) perform very similar to their numerical allele dosage counterparts, which meets our expectations on the similarity of GBLUP and CM on data with a low heterozygocity rate. For the categorical espistasis models, we observe a systematic improvement of predictive ability from CE to C H E and to C H E|GA. For the incorporation of epistasis, we see a consistent tendency across traits. Thus, CE tends to perform better than CM, C H E better than C H M, and C H E|GA better than C H M|GA. However, the transition from the additive to the epistasis model does not improve predictive ability of numerical allele dosage models on the traits plant height and flowering time (from GBLUP to EGBLUP). Overall, for plant height, flowering time, and grain yield, predictive abilities were improved by C H E|GA by 6.4% (8.1%), 6.7% (9.9%), and 17.6% (21.7%), respectively, in dry season (wet season) compared to GBLUP. An inclusion of unmapped SNPs in a second relatedness matrix did not improve predictive ability for any trait / model combination for the rice data. 
Predictive ability vs. unexplained variance
To highlight the difference between explained variance and predictive ability, we plotted the unexplained error variance for each model and trait against the predictive ability (Figure 2) . Here, we excluded the C H E model, because its relatedness matrix has very small off-diagonal elements for the mouse data set. This leads to a situation in which the covariance matrix is more similar to the identity matrix than usual. Consequently, a certain part of the variance can be assigned to either the error or to the relatedness matrix, which causes extreme estimates for the variance components for some traits on the mouse data. Considering Figure 2 , we see that there is a negative correlation between the error variance and predictive ability for most of the traits, which indicates that a model explaining the variance better also gives a higher predictive ability. However, this correlation is not −1 and has a high variation across traits. For some traits, it is even positive for the considered models. Moreover, we see also that EGBLUP has the tendency to be perceived as an "outlier" in several traits, which has already been seen with the results on predictive ability alone.
Discussion
The concept of gene annotation based haplotype models
The prediction methods used in this work are all built on the classical standard assumption of the genetic values (and the error terms) being multivariate Gaussian distributed. Different concepts of defining matrices reflecting genomic relatedness were applied and the well-known mixed model equations (Henderson 1984) were used for the prediction of genetic values. Implicitly, each protocol of constructing a relatedness matrix is based on prior assumptions on how the multivariate Gaussian distributed genetic values are generated. For instance for the GBLUP model these assumptions are that each marker has an intra-locus additive dosage effect, and that all these marker effects are independent realizations from the same 1-dimensional Gaussian distribution. Clearly, in a situation in which the number of markers (predictor variables) is much higher than the number of individuals, and without penalization of effect sizes, any fit of the data which is generated by one of the presented models can also be obtained by an intra-locus additive marker model. However, the regularization implemented by the shrinkage of effect sizes in the ridge regression approach pushes the estimated effects towards the framework defined by the prior assumptions. Thus, prior assumptions reflecting underlying biological processes may improve the estimation of the effects of the predictor variables. In this work, these prior assumptions were set by building the model on predictor variables defined by protein coding genes. Not each marker has an effect, but rather the biological unit "gene". More specific knowledge, for instance on the biology of the respective trait, has not been used. With this conceptually simple modification, the epistatic C H E|GA model had a higher predictive ability than GBLUP for all traits of the rice and the mouse data, except for BMI and BL (Tables 4  and 5 ; Figure 1 ). For the Drosophila data set, GBLUP remained the best model on average (Supplementary Table 1) .
Predictive abilities and model clusters
The predictive abilities of the different models are shown relative to the predictive ability of GBLUP in Figure 1 . This relative performance gives four main clusters (based on the predictive abilities for the data presented in Figure 1 ; an extended pattern based on the data including all traits of the Drosophila data set can be found in Supplementary Figure 1 ).
The first cluster consists of EGBLUP only, whose relative predictive ability varies substantially across traits. The reason for being distinct from all other models can be seen in the centering by allele frequencies, which had been applied to the additive GBLUP matrix, before the Hadamard square was calculated. Since the epistatic effects are modeled as products of the centered matrix entries, this EGBLUP version is built on allele-frequency-dependent parametric models for the interaction effects, which means that each pair of marker has its own interaction model, which may lead to the strong variation of the performance across traits (Martini et al. 2017) . The second cluster consists of the four categorical epistasis models, of which C H E|GA( * ) shows the highest average predictive ability across traits. CE is more similar to C H E than to C H E|GA( * ), which is in line with the conceptual structure of the models. In C H E, consecutive SNPs are combined into haploblocks but no external information is used to define them. C H E|GA( * ) uses the gene annotation information additionally. In particular on the rice data, this conceptual construction steps also translate into predictive ability, where CE is outperformed by C H E, whose predictive ability is further improved by C H E|GA( * ) for all traits. The third cluster contains G H BLUP|GA and C H M|GA, both of which are built upon gene-annotation based haplotypes. Even though the underlying variables are more complex than single markers, their behavior relative to each other is very similar to the comparison of the marker based numerical dosage model GBLUP and the categorical marker model CM ( Figure  1 ).
The fourth cluster consists of GBLUP, G H BLUP, CM, and C H M. Except for the traits BMI, BL, and CD8Intensity, the performance of CM is very similar to that of GBLUP. Indeed, both methods are also theoretically identical in the case that each predictor variable has only two possible states, for instance due to complete homozygosity (Martini et al. 2017) . However, their performances on the mouse data set illustrate that the mean predictive ability of CM and GBLUP can also be very similar for data in which the two homozygous and the heterozygous states are well represented (56.06%, 34.40%, and 9.53% of 0, 1, and 2, respectively). The two models perform very similarly for the majority of the considered traits, and their difference is only visible for BMI, BL, and CD8Intensity. The fact that GBLUP is more similar to its haplotype analogue G H BLUP than to the categorical marker model CM is most probably a result of the difference in predictive ability for these traits. Indeed, if the additional traits of the Drosophila data set are included, GBLUP and CM are closest (Supplementary Figure 1) , which may be a result of the high frequency of homozygous markers in the DGRP data set (84.10%, 0.39%, and 15.51% of 0, 1, and 2, respectively) and of the two models consequently being almost identical for all additional traits which have not been included in Figure 1 .
Overall, the clusters based on predictive abilities are in line with the conceptual construction of the models. Our results show that accounting for gene locations when defining haploblocks can improve the predictive ability, using intra-locus additive or categorical models. Across the traits of Figure 1 , the categorical epistasis model C H E|GA shows the highest predictive ability on average. For the rice data, C H E|GA has the highest predictive ability for five of six traits. The trait plant height in dry season is predicted best by C H M|GA. Adding a second relatedness matrix defined by SNPs that have not been mapped to genes (indicated by an *) does not systematically improve the predictive ability for most of the considered traits, indicating that unmapped SNPs do not contain sufficient additional information.
Factors affecting the performance of the gene annotation based haplotype models
As previously argued, the |GA approaches are based on the concept of defining biologically functional units as predictor variables and by this constructing a statistical framework which reflects the underlying biological processes. In addition to general factors affecting the performance of GP such as the training set size, the number of markers, the genetic distance between training and test set, and the genetic architecture of the trait of interest (Shengqiang et al. 2009; Daetwyler et al. 2010) , there are other important factors influencing the performance of gene annotation based prediction methods.
Evidently, a reference genome and the annotation information must be available for the target species. The quality of the annotation information will have an important impact on the number of predictor variables, on the set and the number of markers which is mapped to genes, and on how the markers are clustered. Generally, with a decreasing number of markers, the average predictive ability will decrease (Ober et al. 2012) . However, in our results the addition of a second relatedness matrix based on unmapped markers did overall not relevantly improve predictive ability. Thus, the marker reduction does not seem to be a critical point for the data sets used in this work.
Addressing the percentage of genes represented by haploblocks, in the mouse data set only 18.4% (4,100 out of 22,225) of all genes were represented by SNPs (Table 3) . For the rice data set, for which the |GA models improved the predictive ability strongly, 63.1% (22,509 out of 35,679) of the genes were modeled by at least one haploblock, whereas for the Drospohila data 90.4% (12,586 out of 13,918) of the genes were included in the model. Even though the latter had the highest percentage of represented genes, the use of gene annotation did not lead to a systematic improvement, but GBLUP outperformed the other models for the majority of the traits (Supplementary Table 1 ). Besides other factors, this may in part be a result of the small population size, and of the way that the phenotypes were corrected. The correction already included the G matrix and may have slightly adapted the remaining variance to this matrix. Nevertheless, we used this approach of correction since a correction for fixed effects was necessary and this type of correction has already been used previously (Edwards et al. 2016) .
Concerning this genotype-phenotype mapping, the results on the mouse data, where all categorical models are outperformed by GBLUP for the traits BMI and BL, illustrate again that a crucial point is the trait specific architecture. The fact that the CM model, which has an advantage when dominance structures are present (Martini et al. 2017) , is significantly outperformed by GBLUP can be seen as an indicator for the absence of statistical dominance. However, the observation of a reduced predictive ability of categorical models, which incorporate dominance, should be interpreted with caution since such global quantities may not be directly linked to a biological genetic architecture of the trait (Huang and Mackay 2016) .
Another important characteristic may be the average number of markers included in a haploblock which is influenced by the number of markers mapped to a gene, but also by the LD pattern of the data. It is clear that in a data set for which each haploblock consists of only one marker, a haplotype model is identical to the corresponding marker model. For the mouse data with 5, 036 mapped SNPs and 4, 119 haploblocks (Table 3) , the majority of the haploblocks consists of not more than two markers (on average 1.22 markers per haploblock). This explains partially why the increase in predictive ability with gene annotation based haplotypes is not on the same scale as for the rice data (1.76 markers per haploblock). However, our results also show that an increasing average number of markers per haploblock does not necessarily make a model more different from a marker based model. This becomes clear by considering the fact that all haplotype models without the use of gene annotation have a higher average number of markers per haploblock than the |GA models, but are still clustered closer to their respective marker model than the |GA models. The average number of markers per haplotype was 7.28, 7.32, and 8.08 for the mouse, the DGRP, and rice data for the models without gene annotation, which was reduced to 1.22, 3.4, and 1.76 respectively for the |GA models. For data sets with a rapid LD decay, adding markers to a haplotype block will rapidly increase the number of haplotype alleles. With the "maximum number of alleles" method, which we used for the construction of haplotypes, a lower LD leads to fewer markers per haploblock, which may make the haplotype based models more similar to the corresponding SNP based models. The DGRP population exhibits a rapid LD decay (Mackay et al. 2012) , which is also reflected by the fact that the haploblocks in models without gene annotation on average have a comparable number of markers for the three data sets, even though the marker density of the DGRP data is much higher. For the DGRP data, the average number of markers per haploblock is the highest of the three data sets (3.4) for the |GA models, which is a consequence of the high number of markers mapped to genes. This illustrates again that the interplay of multiple factors makes pure and simple statements on the causes of differences in the predictive ability difficult.
Conclusions
In this study, we proposed different ways to incorporate gene annotation information into different haplotype based genomic prediction approaches, including categorical and epistasis models. We used gene annotation information to point at the DNA segments which are more likely to play an important role in the biology of the trait and to define the model on the biologically functional unit "gene". We validated the new methods with several data sets representing different data structures (with respect to marker density, extent of LD and diversity) and a wide range of traits. Our results show that gene annotation can be beneficial in the construction of haplotype based models, if some pre-requirements, such as the availability of a reference genome and sufficiently accurate gene annotation information, are fulfilled. The suggested strategy allows us to measure the pairwise individual similarity on the gene level and provides a novel option for incorporating gene annotation into GP.
Supplementary Table 1. Predictive ability in the DGRP (mean ± SE).
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