Abstract: In this paper, a two-dimensional (2-D) vector quantization with vector linear prediction (VLP-VQ) is proposed to improve the transmission performance of the digital mobile fronthaul (MFH). Compared with the conventional vector quantization based on kmeans clustering algorithm, the VLP technique can decrease the mean square error of the orthogonal frequency division multiplexing (OFDM) samples by around 5-50% and thereby greatly reduce the quantization noise at the transmitter. In the proof-of-concept experiment, the proposed scheme is demonstrated in a 25-km 10 Gbaud/λ four-level pulse amplitude modulation intensity modulation and direct detection system. In the 5G new radio environment, the experimental results proved the ability of the proposed digital MFH to support 27, 20, 16, and 13 100-MHz OFDM with 4, 16, 64, and 256 quadrature amplitude modulation based antenna-carrier containers at quantization bits per sample of 3, 4, 5, and 6. Compared with the conventional 2-D vector quantization, the error vector magnitude performance of the proposed scheme is significantly improved with the same number of quantization bits.
Introduction
Recently, centralized radio access network (C-RAN) attracts more and more concerns since it has been considered as a promising solution to the fifth generation (5G) mobile communication [1] . Thanks to the rapid development of radio over fiber (RoF) technologies [2] - [4] , the MFH in the C-RAN can satisfy most requirements for the ever-increasing transmission capacity of the mobile communication [5] - [8] . As shown in Fig. 1 , there are two implementation methods for the MFH, which are the analog [9] , [10] and digital [11] - [18] links, respectively. The traditional analog MFH has a high spectral efficiency and a simple system structure. However, the transmitted radio frequency (RF) signals will inherently suffer the nonlinearity over the analog MFH transmission from the distributed unit (DU) to the active antenna unit (AAU).
Compared with the analog one, digital MFH technology which transmits digitized signals in the optical link exhibits a better transmission performance. Among others, the common public radio interface (CPRI) based digital mobile fronthaul can provide an excellent solution to suppress the nonlinear distortions by transmitting digitized in-phase and quadrate (I/Q) components of the OFDM signals, which is obtained employing pulse code modulation (PCM) with 15 quantization bits [11] . However, this scheme requires a higher transmission bandwidth and results in a reducing of the spectral efficiency. Several methods have been proposed to solve this problem. Refs. [12] , [13] provide a differential pulse code modulation (DPCM) scheme that can greatly reduce the quantization noise at the same quantization bits. However, the time division multiplexing (TDM) technology is required in this scheme to transmit the I/Q components OFDM sampled signals in the optical link, respectively. In Refs. [14] - [16] , the delta-sigma modulation technique is employed to obtain a high spectral efficiency by using 1 or 2 bits quantizer. However, a large oversampling rate is necessary, which will raise the requirement at the transmitter. Recently, the rapid development of deep learning has led to some successful applications in the quantization process of digital MFH. For instance, the SOFM neural network [17] and machine learning algorithm based on k-means [18] . Compared with the conventional scalar quantization based digital MFH, these schemes use a vector quantization method to improve the spectral efficiency of the digital MFH.
In this paper, a 2-D vector quantization scheme using VLP is proposed for the MFH in RoF transmission. In the MFH, an offline VLP technique is introduced to optimize the predictor coefficients, and then the k-means clustering algorithm is adopted to realize the 2-D vector quantization. As the VLP technique can reduce the mean square error of the OFDM samples, the vector signals can be quantized with less quantization noise. Finally, a proof-of-concept experiment is carried out to investigate the transmission performance of the proposed digital MFH in a 25 km 10 Gbaud/λ four-level pulse amplitude modulation (PAM-4) intensity modulation and direct detection (IM/DD) system. The experimental results verified that a significant error vector magnitude (EVM) performance improvement can be achieved with the same number of quantization bits.
Principles
The architecture of the VLP-VQ based digital MFH is shown in Fig. 2 . In the DU, Original signals after baseband processing are firstly implemented carrier aggregation. Then, the aggregated vector signals are encoded by the proposed VLP-VQ scheme and translated to be the PAM-4 baseband signals. In the digital MFH optical link, the PAM-4 signals after electro-optical conversion are transmitted over the single mode fiber (SMF). In the AAU, it follows the opposite operation. The received optical signals are firstly implemented optical-electro conversion and PAM-4 demodulation. Then, the sampled vector signals are recovered by utilizing VLP-VQ demodulation. Finally, the carrier deaggregation are implemented to recover the baseband signals, which are subsequently sent to the RF front end.
In the following, we will introduce the implementation principle of the proposed scheme in detail, including the principle of VLP, the k-means clustering algorithm for 2-D vector quantization and the 2-D vector quantization utilizing VLP-VQ.
Principle of Vector Linear Prediction
The schematic diagram of the proposed VLP-VQ scheme for the digital MFH is shown in Fig. 3 . At the transmitter, I/Q components of the OFDM samples are constructed as a 2-D vector sequence
where L is the length of the OFDM samples. The input of vector quantizer is the prediction error vector, which can be defined as:
where s n is the original OFDM vector andŝ n is the output of vector predictor. Then, the prediction error vector e n is quantized into the output of vector quantizerê n , and the quantization error of the vector quantizer is:
The transmission signals of the channel i n is PAM-4 code pattern, which is the index ofê n . At the receiver, the decoder restores the index i n into the output of vector quantizerê n . The reconstructed vector signals of the OFDM samples are:s
Substituting the Eq. (1) and (2) into Eq. (3):
According to the Eq. (4), the difference value between the input original vector s n and the reconstructed vectors n is just the quantization error q n of the difference signal e n .
Before the 2-D vector quantization, the offline VLP is implemented to obtain the required parameters C and A as shown in Fig. 3 , where A = {A 1 , A 2 , . . . , A p } and p is the order of vector linear predictor. The prediction coefficients C and codebook A need to be updated only when the number of quantization bits and the order of quadrature amplitude modulation (QAM) change. For the offline training process of VLP, the first N samples are intercepted from the OFDM samples S in order to improve the quantization efficiency and decrease the latency of the MFH link. X = {s 1 , s 2 , . . . , s N }, where N is the length of vector set X , η = N /L represent the rate of training vector sequence. C is the optimal codebook which will be introduced in Section 2.2. A finite memory vector linear predictor with memory length p can be defined through the linear prediction coefficient matrix set A . Using the p -order predictor, the output of vector predictorŝ n can be obtained by using the previous observed values
In Eq. (5), A j is a D × D matrix, where D is the dimension of vector signals. Here, D is set to be 2, which represents I/Q components of the OFDM samples, respectively. Using the squared error measurement, the performance of the p -order vector predictor can be defined as J = E [ e n 2 2 ], for a given memory length of p and in all possible coefficient matrix set, the vector linear predictor is optimal if the coefficient matrix set selected by the vector linear predictor can minimize the above measure J . To describe the statistical characteristics of a random vector sequence, the 2-order statistical properties of the vector process {s n } need to be determined. The D × D correlation matrix is defined as:
where
According to the orthogonal law, for a 1-order linear predictor with the formŷ = Bx, it is optimal if and only if each error component it produces is orthogonal to each observation value. In other words, if ε = y − Bx, then: E [ε i x j ] = 0, i = 1, 2, . . . , q; j = 1, 2, . . . , r , where q and r are the dimensions of prediction values y and observation values x, respectively. Therefore, the optimal prediction coefficient matrix must make the prediction error vector e n orthogonal to each of the observable vectors s:
Substituting the Eq. (1) and (5) into Eq. (7):
The simpler expression of Eq. (8) is:
Eq. (9) can be represented as the following matrix equation:
. . .
In Eq. (10), the Levinson-Durbin algorithm [19] - [22] can be used to solve the coefficient matrix set A of the optimal linear predictor of the p -order stationary D -dimensional vector sequence under normal conditions. For each input vector, the computational complexity of the VLP-based online signal prediction is D 3 . Due to the high complexity of the VLP-based signal prediction, the dimensions D is set to be 2 for simplicity.
The k-Means Clustering for 2-D Vector Quantization
As shown in Fig. 3 , the optimal codebook C is generated by employing k-means clustering algorithm [23] , [24] . Firstly, the prediction error vector set E can be obtained by an offline VLP. Then the kmeans clustering algorithm is implemented in order to obtain the optimal codebook. The detailed algorithm execution process is shown in Table 1 . Here, the quantization bits are defined as: Q B s = log 2 k, where k is number of clusters. For vector quantization, quantization bits per sample (Q B s/Sa) is usually used as the quantization measurement, and Q B s/Sa = Q B s/D . For scalar quantization, it can be considered as a special form of vector quantization, where D is 1. In the transmission of digital baseband signals, spectral efficiency is usually determined by the transmission rate R of the signals, and the transmission rate can be defined as:
where f s is the sampling rate of the analog-to-digital conversion. According to the Eq. (11), when f s is constant, the transmission rate R is proportional to Q B s/Sa when f s is constant. Consequently, in order to improve the transmission performance of the system, Q B s/Sa must be small enough to achieve higher spectral efficiency. For each input vector, the computational complexity of the k-means-based online full codeword search algorithm for quantization is kD . In the transmission, the delay issue is also needed to be considered. Some improved algorithms, such as the partial distortion search algorithm [25] and the fast nearest neighbor search algorithm [26] , can reduce the quantization complexity and support low-delay transmission. Fig. 4 (a) and (b) show the 2-D vector quantization with/without 5-order VLP, respectively. Here, the number of clusters k is 64 and the rate of training vector sequence η is 0.1. The blue points represent the OFDM samples or the difference values of OFDM samples. The codebook C consists of all codewords (the red point) and the cluster boundary is determined by Voronoi partition [27] . The blue points in each Voronoi cell will be quantized as the corresponding codeword. Compared with Fig. 4(b) , the blue points in Fig. 4(a) are obviously more concentrated. Moreover, the codewords are denser in the central area and the quantization noise of the vector signals near the center is much smaller. Consequently, the 2-D vector quantization scheme by employing VLP will have a smaller dynamic range and a better performance in the digital MFH. Fig. 4 (c) and (d) show the 1-D probability distribution of OFDM samples with/without 5-order VLP, respectively. It can be seen that both of them are Gaussian-shape and the mean value μ is 0. The mean square error σ is 0.198 in Fig. 4 (c) and 0.245 in Fig. 4(d) . Obviously, the mean square error σ of the OFDM samples after the VLP processing is much smaller (i.e., the dynamic range of the signals is reduced). Therefore, the 2-D vector quantization scheme by employing VLP will have a better system performance with the same Q B s/Sa. Generally, a predictor with higher order results in a lower quantization noise. However, due to the cost of predictor, a 5-order vector predictor is usually sufficient for the VLP based 2-D vector quantization. 
2-D Vector Quantization With VLP-VQ

Experimental Setup
Experimental Results and Discussions
We firstly analyze the quantization performance by testing the EVM of received OFDM demodulation signals with VLP-VQ and k-means clustering schemes, respectively. The transmission environment is set to be 25 km error-free transmission with the ROP of −5 dBm. Fig. 6 shows the EVM Consequently, a suitable value of the η is required to obtain a trade-off between the computation complexity and the system performance. As seen in Fig. 6 , η = 0.1 is basically enough to meet our requirements. Moreover, due to the characteristics of the k-means clustering algorithm, the rate of the training sequence η is proportional to the number of quantization bits. In this paper, the rate of training sequence η of 0.02, 0.05, 0.1, 0.2 are corresponding to the Q B s/Sa of 3, 4, 5 and 6, respectively. Table 2 shows the EVM performance versus the order of vector linear predictor based on the proposed VLP-VQ scheme. For comparison, the EVM performance of the traditional k-means clustering scheme is presented in the first column tagged as NA. The QAM order of OFDM signals is 64 and η = 0.1. Obviously, the EVM performance by employing VLP-VQ is better than the conventional k-means clustering scheme. Moreover, the EVM performance increases gradually with the increasing of the order of vector linear predictor, which matches well with the conclusion in Section 2.3. Table 3 shows the EVM performance comparison between the proposed VLP-VQ and conventional k-means clustering schemes under an error-free transmission condition. The digital MFH is designed for supporting AxC containers of 27, 20, 16, 13 100-MHz OFDM with the QAM orders of 4, 16, 64, 256 and the corresponding Q B s/Sa of 3, 4, 5, 6, respectively. The corresponding constellation graphs are also presented, which can intuitively reflect the changes of the EVM performance. Compared with the conventional k-means clustering based vector quantization for digital MFH, the proposed VLP-VQ scheme can reduce the EVM values by 2.53%, 1.53%, 0.82%, 0.61% for 4, 16, 64, 256 QAM, which shows a significant improvement of conventional vector quantization scheme based on k-means clustering and will suitable for the future C-RAN. RS-FEC is used in the IM/DD system, error-free transmission can be achieved when BER is below the threshold of 5 × 10 −4 . The EVM performance as a function of the ROP in the digital MFH for B2B and 25 km SSMF transmission based on the proposed VLP-VQ scheme is shown in Fig. 8(a) . For the QAM modulation order of 4, 16, 64, 256, the Q B s/Sa are set to be 3, 4, 5, 6, respectively. Compared with the EVM thresholds specified by 3GPP [28] (the thresholds for 4 QAM, 16 QAM, 64 QAM, 256 QAM are 17%, 12.5%, 8% and 3.5%, respectively), the EVM performances of all the QAM orders have significant improvements. The EVM values decrease with the ROP increases. When the ROP is large than −7 dBm, the improvements of the EVM performances become slow and tend to be stable. Fig. 8(b) shows the EVM performance as a function of the ROP in the digital MFH for 25 km SSMF transmission based on the proposed VLP-VQ and conventional k-means clustering schemes. The EVM performance of the proposed VLP-VQ scheme is obviously better since it has lower quantization noise than the conventional k-means clustering based vector quantization under the same conditions. Moreover, the EVM advantage of VLP-VQ is more obvious when the order of QAM is lower.
Conclusions
In conclusion, we have proposed and experimentally demonstrated a digital MFH utilizing VLP-VQ scheme for the future C-RAN. Compared with the conventional 2-D vector quantization based on k-means clustering, the proposed quantization scheme based on VLP technique can decrease the mean square error of the OFDM samples, which greatly improves the EVM performance of the digital MFH by reducing the quantization noise. The performance improvement of the proposed scheme is investigated in a 25 km 10 Gbaud/λ PAM-4 IM/DD system. The experimental results show that for the supported AxC containers of 27, 20, 16, 13 100-MHz OFDM with the QAM orders of 4, 16, 64, 256 and the corresponding Q B s/Sa of 3, 4, 5, 6, the proposed scheme can decrease the EVM values by 2.53%, 1.53%, 0.82%, 0.61%, respectively.
