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Chapter 1
Introduction
A great achievement of theoretical physics is the standard model of particle
physics (hereafter SM). It unifies in the same framework the weak, electromag-
netic and strong forces. Its predictions follow from a very restricted set of assump-
tions and a small number of fundamental constants that have to be determined
experimentally.
Despite its simplicity, the SM has been proven to be in very good agreement
with almost all experimental data accumulated in the last 50 years.
There are however indications that the SM does not describe the physics
of energies above a few TeV, but is only a low energy effective theory of a more
general theory. The SM in its minimal form fails to explain the observed neutrino
mass and mixings. Another weak point of the SM is the so-called Higgs mass
fine-tuning problem. The radiative corrections to the mass of the Higgs boson
are quadratic, so that to avoid divergences, one has to fix the actual value of the
Higgs mass to a precision of one in 1030. This procedure seems unnatural. The
theorists also wish to unify gravitation (which is not a part of the SM) with the
existing high energy model. In that respect, extensions of the SM which offers
the possibility of including gravity in their framework are very attractive.
Due to the lack of experimental data in the range of energies where the SM
is expected to fail, a wide choice of extensions of the SM have been proposed.
Among the possibilities of extending the standard model, there is Supersymme-
try which proposes a symmetry relating fermions with bosons. The presence of
this symmetry forces the inclusion of partner particles, so called supersymmetric
partners for each currently known particles, whose masses are above the energy
reach of the current experiments.
One nice feature of supersymmetry is that it allows one to unify all forces
at energy scales (a little bit lower than) the Plank scale. Another possibility is
to enlarge the number of dimensions of the physical space, but to keep our low
energy world in a 4 dimensional subspace.
The next challenge for high energy physics (and for the SM) will be the LHC,
the Large Hadron Collider currently in construction at CERN. Since almost all
1
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the extensions of the SM introduce new particle at the TeV scale, the LHC offers
the possibility of discriminating between these models.
1.1 The Standard model of particle physics
The SM of particle physics describes the known particles and their interaction.
It encompasses the weak, electromagnetic and strong interactions.
The interaction between the matter particles is carried by bosonic particles
of spin one. The photon is the carrier of the electromagnetic force, the W and Z
boson are the carriers of the weak interaction, responsible for the beta decay of
atoms. The strong force that glues the nucleus together is carried by the gluon.
Matter particles are fermions with spin one half. The matter particles are
of two types, the quarks and the leptons. The leptons do not take part in the
strong interaction, but only in the electroweak interaction. The quarks are the
constituents of the nucleus. The leptons and quarks occur in a three-fold de-
generacy, that is, for each lepton or quark there are two particles with exactely
the same quantum numbers, except for the mass. The three different classes of
particles are called generations. The SM is based on gauge theories. In these
theories, the interactions are the consequence of the symmetry between particles.
The symmetry group of the SM is SU3 × SU2 × U1 The SU3 colour symmetry is
unbroken. The SU2 × U1 are spontaneously broken, which leads to the mass of
the weak gauge bosons W and Z.
1.1.1 QCD
In this thesis, we are mainly interested in the part of the SM governed by the
strong interaction. The theory describing the strong interaction is Quantum
Chromo Dynamics (QCD). In this theory, the strong interaction between the
quarks is carried by massless gluons. The charge of the quarks is called the
colour. The gluon also carry a (colour) charge, unlike the photon that does not
have a (electric) charge. One paradigm of QCD is so-called colour confinement,
which states that at macroscopic scales, only colour neutral objects (e.g. no
quarks or gluons) can be observed.
QCD factorization
One particularity of the strong interaction is the so called asymptotic freedom,
which means that the strength of the interaction decreases with increasing energy.
This allows us to treat QCD in perturbative theory, if the momentum transfer is
high enough.
To study the properties of colour-charged objects, one has to collide colour
neutral compound particles build up from colour-charged particles (hadrons).
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Due to asymptotic freedom, the constituents of the hadrons (the partons) can
be considered as free particles if the energy is large enough. The description
of hadronic collision within the pQCD framework is obtained as follows. One
first computes the cross section for the interaction between all combinations of
colour-charged partons (the partonic cross sections), where the colour-charged
particles are considered as free particles, then one convolves these partonic cross
sections with the probability of finding the initial state colored particles in the
hadrons. These probabilities are called parton density functions (PDFs). They
are specific to the type of hadron but independent of the process considered, and
can therefore be extracted from experimental data and used to make predictions
for other experiments.
The final state particles can also carry a colour charge. Since no colour-
charged particles can be observed as free state, the colour-charged particles will
convert into colour-neutral particles. The experimental signature of a colour-
charged particle is a more-or-less collimated bunch of particles called a jet. From
characteristics of the jets one could infer information on the parton that produced
it, without knowing the details of the particles forming the jets.
The conversion of partons into colour-neutral compound particles can be mod-
eled in the form of so-called fragmentation functions which are the probability of
a given final state parton to fragment into a given observed final state. In this
case, to get a prediction for the experimental signature of the considered event,
one has to convolve the result of the convolution of PDFs-partonic cross sections
with these fragmentation functions.
1.2 Radiative corrections
The success of the physics program at LHC does not only rely on the experimental
setup of the machine but also on the precise knowledge of the expected cross
sections in the SM and its different extentions. Not only the cross sections of
the process related to the expected new physics have to be computed, but also
the cross sections of all processes of the SM which have the same or similar
experimental signatures, the so-called background. A precise knowledge of the
background is mandatory to separate effects of “known (boring)” SM physics
from the “new (interesting!)” physics. It is not unusual that the extraction of
this background from experimental data has to be carried out using theoretical
predictions.
A precise prediction of the cross section for the production of new particles
and their related background processes can be achieved using the framework of
Quantum Field Theory (QFT) which provides a perturbative expansion in a small
parameter of the cross sections of interest. In the case of the LHC, the underlying
theory is perturbative Quantum Chromo Dynamics (pQCD). The cross section
and other observables are computed as a series expansion in the strong coupling
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constant. At energies available at LHC, the strong coupling constant is of the
order of 1/10, this means that the first term in this expansion, called Leading
Order (LO), does not, in general, suffice to make a reliable prediction. The second
term of the expansion, the so called Next-to-Leading Order (NLO) and sometimes
also the third term, called Next-to-Next-to Leading Order (NNLO) have to be
added to increase the reliability of the prediction.
The computation of an observable is thus composed of its LO contribution
corrected by additional terms called radiative corrections. The computation of
these additional terms is of increasing difficulty. For the corrections to a single
given process there are more subprocesses to consider which are more difficult
to compute than the original process. The main source of complication is the
emergence of divergences, which will in the end cancel if the computation is done
consistently, but these divergences prevent the direct numerical evaluation of the
correction term. One has to first perform analytical work on the complicated
expressions, in order to extract the singular behavior of the corrections, before
evaluating the correction numerically.
1.2.1 Singularity structure of cross sections
The radiative corrections to a given process are composed of two different parts,
the real and the virtual part that can (and have to) be computed separately.
Both parts will have divergences but the sum of the two contributions yields a
finite result. This cancellation is only possible if the divergent contributions of
both the real and the virtual corrections are extracted on a consistent way. To
achieve this goal, the two types of (divergent) corrections have to be regularized.
The divergences are avoided by introducing a (more or less) unphysical parameter
Λ. By taking this parameter to go to the physical limits we recover the physical
result (and the divergences). This procedure is carried out on both corrections
with the same regularization scheme so that the physical limit can be taken on the
sum of the corrections and yield a well defined finite result, since the cancellation
of the divergences is now apparent and parameterized by the parameter λ.
The most usual way to regularize the divergences in Yang-Mills theories is
dimensional regularization, where the number of space-time dimensions d = 4−2ǫ
is kept arbitrary. In this way, the divergences are displayed as poles in ǫ, allowing
for their explicit cancellation. Physical results are recovered by taking the limit
ǫ→ 0 after cancellation of the divergences. Another regularization scheme is the
so called cut-off regularization where one eliminates the divergence due to large
momenta in the loop momentum integrals by imposing a upper bound Λ on the
momentum integral. The divergences will be reduced to logarithms of ratios of
the cutoff Λ with scales present in the problem. These logarithms will cancel in
the sum of the corrections, giving the expected finite result. Infrared divergences
can be regularized by introducing a small mass parameter for massless particles
like the photon or the gluon. This however violates gauge symmetry.
1.2. RADIATIVE CORRECTIONS 5
The necessity for radiative corrections is due to our inability to capture exper-
imentally all the details of the interaction. Since we are unable to look directly
in the interaction region but only observe asymptotic states far away from the
interaction region, we can not distinguish events where no quantum fluctuations
occurred from those where one (or more) occurred. On the other hand, in a re-
alistic experiment, the granularity (the limit on the precision) of the detector(s)
does not allow to distinguish between a process and the same process with one
more particles emitted either with very small energy (soft) or in the same direc-
tion (collinear) as the primary particles. These two sorts of processes give rise to
the same experimental signatures as the original process and contribute to the
total experimentally-measured cross sections and have therefore to be taken into
account in the theoretical prediction.
Virtual corrections
The first contribution to the radiative corrections to a given process arises from
quantum corrections in the form of internal off-shell particles propagating in a
virtual loop. To compute the amplitude of this process, one has to integrate over
the momenta of the internal particles. This integral can become divergent in two
different ways.
First it can become divergent in the limit of very large internal momenta
(so-called ultraviolet divergences), in which case a sensible result for the cross
section is obtained by a redefinition of the a priori unphysical parameters of
the Lagrangian. These parameters in the lagrangian have no physical meaning,
before they are related through a prediction to experimental data. Given the
measurement of some observable, one can infer the values for the parameters
in the Lagrangian. From these values one can then make prediction for other
processes. When dealing with UV divergences, the parameters of the Lagrangian
are consistently set in such a way that the divergences cancel for every prediction.
The procedure of resetting the values of the parameters of the Lagrangian
is called renormalization. The parameters of the Lagrangian are renormalized
to match the physical data at a given scale. Doing it at another scale would
lead to another numerical value for the parameters. The value of a physical
observable does not depend on the place where we decide to match the parameters
of the Lagrangian. When computing predictions with perturbation theory, the
independence of the result from the renormalization scale is however not given
any more. Since it would be, if one were to compute all orders in the perturbative
series, one can use the dependence on the renormalization scale to estimate the
error made by neglecting higher-order terms in the perturbation series.
The integral over the internal momenta can also become divergent in the case
of massless internal particles for very small momenta. This divergence will even-
tually cancel with the infrared divergence of the real part of the NLO correction.
The standard method for dealing with virtual corrections is the Passarino-
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Veltman reduction [1] which reduces the set of integrals arising from the loop
momenta to scalar integrals. These are in turn reduced using integration by part
identities to linear combinations of a much smaller set of basis integrals called
master integrals, which are the only ones to be evaluated explicitly .
Real corrections
The second type of contributions to the radiative corrections to a given process is
caused by the emission of one or more additional soft or collinear particles with
the same initial state. The computation of this part of the radiative corrections
requires the knowledge of the matrix elements of the process with more external
particles (that can possibly become collinear or soft). These matrix elements
will become divergent when the additional particles become collinear or soft with
respect to one of the external particles.
The standard method for the computation of real corrections is the so-called
subtraction method. The extraction of the divergent part is achieved by adding
and subtracting a so-called subtraction term to the matrix element of the process
with more final state partons. This subtraction term is designed to contain
exactly the same divergences as the matrix element itself, being however simple
enough to be integrated analytically over the phase space configuration where
one or more particles become soft or collinear. The difference between the matrix
element and the subtraction term is free of divergences and can (in principle) be
integrated numerically. The art consists in the proper construction of subtraction
terms. Catani and Seymour provided a general very algorithmic method for the
construction of subtraction terms called dipole formalism [2]. Variations of this
method have been proposed; one of them will be described in chapter 5.
1.2.2 Importance of radiative corrections
Due to the renormalization-scale dependence of the coupling strength, leading
order predictions suffer from a large absolute normalization uncertainty. The
inclusion of NLO is mandatory to reduce the normalization uncertainty of the
LO order, as most NLO predictions have a preferred scale which reduces the
scale uncertainties considerably. In addition NLO corrections may substantially
change the kinematical shape of certain observables, such as the transverse jet-
energy distribution. Therefore any precise measurements of the experiments at
a hadron collider should be compared to theoretical predictions of at least NLO
accuracy.
1.3 Outline
This thesis is divided into two parts. The first will present tools for high energy
computations while the second shows some of their applications.
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Due to the appearance of divergences in the radiative corrections to the cross
section of high energy process, a straightforward numerical treatment is not pos-
sible. First some analytical work has to be done to extract the divergences from
the correction, so that, once these divergences have been removed, the correc-
tions can be computed numerically. One of these analytical tasks is to integrate
complicated functions with arguments depending on the number of space-time
dimensions d, which has to be kept arbitrary in the framework of dimensional
regularization. In this context, hypergeometric functions and their generaliza-
tions are ubiquitous. The physical results are obtained by taking the limit where
the arbitrary parameter d goes to the physical four space-time dimensions. Thus
it is not the exact result in d but its expansion around d = 4 that is relevant for
the purpose of computing physical quantities. Since d often appears in the pa-
rameters of the hypergeometric functions, we are often confronted with the task
of expanding these functions around given values of their parameters. Chapter
3 describes algorithms that allow to perform this expansion and present their
implementation in a user-friendly tool.
The functions resulting from this expansion are called harmonic polyloga-
rithms and have been introduced in ref. [3]. They are described in chapter 2,
where we also present their extension to complex arguments. The implementa-
tion of their properties for the computer algebra program Mathematica is also
presented.
Applications for the expansion of hypergeometric functions and the harmonic
polylogarithms are presented in chapter 6, where hypergeometric functions are
the result of the integration of master integrals. These have to be expanded
around d = 4, which leads to expressions containing harmonic polylogarithms.
Chapter 5 is devoted to the extension of the antenna formalism [4–6] for the
construction of infrared subtraction terms to processes with initial state partons,
like for example at the LHC. An application of this extension is presented in
chapter 7, where we construct the quark-quark induced contribution to the NNLO
real correction to top pair production.
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Chapter 2
Harmonic polylogarithms
This chapter is partly based on the paper
“HPL, a Mathematica implementation of the Harmonic Polylogarithms” [1]
published with Tobias Huber in Computer Physics Communications.
2.1 Introduction
Harmonic polylogarithms (HPLs) [2] are a generalization of the usual polylog-
arithms [3] and of the Nielsen polylogarithms [4]. HPLs appear in many cal-
culations in high energy physics. Due to their construction through iterated
integrations, they are useful for constructing solutions of differential equations,
as they appear in the computation of master integrals. They are found in three-
loop deeply inelastic splitting and coefficient functions [5–8], in two-loop massive
vertex form factors [9–16], in two-loop Bhabha scattering [17–22], in multi-loop
three-point and four-point functions [23–33] and 3-loop QED muon g-2 [34] and
in more formal developments [35].
HPLs can be extended to complex arguments, like in two-loop massive master
integrals [36, 37] and in the anomaly contribution to the heavy quark form
factors [14].
HPLs of real arguments also show up the expansion of hypergeometric func-
tions around their parameters for integer-valued parameters [38–41], whereas
HPLs of imaginary arguments appear in the expansion of hypergeometric func-
tions around half-integer parameters1.
The HPLs have already been implemented for the algebraic manipulation
language FORM [42]. This implementation is described in ref. [43] and can be
found in ref. [44]. FORTRAN code for the numerical evaluation of the HPLs is
also available [45]. A numerical implementation is also available for the C++
libraries GiNaC [46], described in ref. [47].
1see chapter 3
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This chapter first reviews the properties of the HPLs described in ref. [2]. A
new representation more suitable for the extension of the HPL to the complex
plane is also presented. Then we present the Mathematica package HPL which
provides an implementation of the properties presented in the first part, along
with a numerical evaluation over the entire complex plane.
2.2 Properties of the harmonic polylogarithms
In this section, we review the properties of the HPLs described in ref. [2] that
are covered by the implementation HPL. We also introduce a new representation
that is more suitable for the extension of the HPLs to the complex plane.
Harmonic polylogarithms (HPL) are defined [2] through recursive integration
of so-called weight functions. The number of integrations is called the weight of
the HPL. The usual weights are
f1(x) =
1
1− x ,
f0(x) =
1
x
,
f−1(x) =
1
1 + x
, (2.1)
and the corresponding weight-one HPLs are
H(1; x) =
x∫
0
f1(t)dt =
x∫
0
1
1− tdt = − log(1− x),
H(0; x) = log(x) ,
H(−1; x) =
x∫
0
f−1(t)dt =
x∫
0
1
1 + t
dt = log(1 + x) . (2.2)
HPLs of higher weights are then given by
H(n0; x) =
1
n!
logn x ,
H(a, a1,...,k; x) =
x∫
0
fa(t)H(a1,...,k; t)dt , (2.3)
where we use the notations
ni = i, ..., i︸ ︷︷ ︸
n
and a1,...,k = a1, ..., ak.
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A useful notation introduced in ref. [2] for harmonic polylogs with non-zero right-
most index is given by dropping the zeros in the vector a, and adding 1 to the
absolute value of the next non-zero index to the right for each dropped 0. This
gives for example (3,−2) for (0, 0, 1, 0,−1). We can extend this notation to all
index vectors by allowing zeros to take place in the rightmost position of the
new index vector. This gives for example (3,−2, 0, 0) for (0, 0, 1, 0,−1, 0, 0). We
will enclose index vectors in this notation in curly brackets and refer to it as the
“m”-notation, as opposed to the “a”-notation. Some formulae or transformations
are more easily expressed in the one or the other notation, therefore we keep both
notations in parallel.
For the extension to arguments in the complex plane it is convenient to define
the linear combinations
H(+; x) = H(1; x) +H(−1; x) ,
H(−; x) = H(1; x)−H(−1; x) ,
H(±, a1,...,k; x) = H(1, a1,...,k; t)±H(−1, a1,...,k; t) , (2.4)
which correspond to introducing the weight functions
f+(x) =
2
1− x2 , f−(x) =
2x
1− x2 . (2.5)
We will refer to these two weights together with the weight f0 as the ”±” weights
as opposed to the “integer” weights f1, f0 and f−1.
The formula for the derivative of the HPLs follows directly from the definition
d
dx
H(a, a1,...,k; x) = fa(x)H(a1,...,k; x). (2.6)
2.2.1 Product algebra
The product of two HPLs of weights w1 and w2 can be expressed as a linear
combination of HPLs of weight w = w1 + w2. The formula in the “a”-notation
for two HPLs with weight vectors p and q is given by
H(p1, . . . , pw1; x)H(q1, . . . , qw2; x) = H(p; x)H(q; x) =
∑
r∈p⊎q
H(r; x) , (2.7)
where p ⊎ q is the set of all arrangements of the elements of p and q such that
the internal order of the elements of p and q is kept. For example one has for
p = (a, b) and q = (y, z)
H(a, b; x)H(y, z; x) = H(a, b, y, z; x) +H(a, y, b, z; x)
+H(a, y, z, b; x) +H(y, a, b, z; x)
+H(y, a, z, b; x) +H(y, z, a, b; x) . (2.8)
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The product identity of the HPLs (2.7) is based on the general property
t∫
0
dx1
t∫
0
dx2 =
t∫
0
dx1
x1∫
0
dx2 +
t∫
0
dx2
x2∫
0
dx1 , (2.9)
and is independent of the type of weights considered.
2.2.2 Extraction of the singular behavior
HPLs can have divergences in x = 0 and x = 1. The divergent part can be ex-
tracted with the help of the above product rules. Divergences at 0 are logarithmic
with behavior ≃ logn(x) if there are n 0s at the right end of the index vector. In
this case one can make the divergent behavior explicit by writing
H(a1,...,k; x)H(0; x) =
H(a1,...,k, 0; x) +H(a1,...,k−1, 0, ak; x) + · · ·+H(0, a1,...,k; x) , (2.10)
which one can solve for H(a1,...,k, 0; x). Recalling that H(0; x) = log(x), the
divergent log stands now explicitly outside the HPL. If there are more zeros in
the right end of the index vector, one has to use this method recursively, until all
trailing zeros have been exchanged for logs.
Similarly, when there are n 1s or −1s at the very left of the index vector a
logarithmic divergence ≃ logn(1 ∓ x) appears. It can be extracted in the same
way as above. One cannot however extract simultaneously the H(−1; x) and
H(1; x) divergent parts, as shown by the following example
H(1,−1; x) = H(−1; x)H(1; x)−H(−1, 1; x).
Since HPLs with ± weights contain singularities both at 1 and −1 it is only
meaningful to extract the 0s from the weight vector.
2.2.3 Minimal set
The procedure for extracting the divergent parts of an HPL described in Section
2.2.2 allows to express many HPLs in terms of HPLs without divergences at 0
and 1 (so called “irreducible” ones) and products of HPLs of smaller weight. The
product rules described in Section 2.2.1 also provide relations between HPLs of
a given weight and HPLs of lower weight. One can combine all these relations
to get a minimal set of HPLs for a given weight from which one can construct
all other HPLs of this given weight, up to products of HPLs of lower weight.
Table 2.1 shows the number of HPLs, irreducible HPLs and the dimension of the
minimal set as a function of the weight [2].
Only the number of elements in the minimal set is fixed, there is a freedom left
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Weight Full basis Irreducible set Minimal set
1 3 3 3
2 9 4 3
3 27 12 8
4 81 36 18
5 243 108 48
6 729 324 116
7 2187 972 312
8 6561 2916 810
Table 2.1: Dimensions of the different bases
for the choice of which elements are to be taken as independent. Our choice was
first to exclude all HPLs whose divergent behavior can be extracted along the
lines of Section 2.2.2 from the minimal set. For the remaining ones, we ordered
the index vectors with the following procedure. One adds one to all indices of the
index vector (in the “a”-notation), the result is to be interpreted as the expansion
in base 3 of a number. This number describes the index vector on a unique way.
We used this numbering to sort the irreducible HPLs and choose to express later
ones in terms of earlier ones.
As a consequence of the fact that the product identities rely on the general
property (2.9) and not on the special form of the weight function, the reduction
to a minimal set for HPLs of ± weights is exactly equivalent to the reduction
to the minimal set for integer weights. In our implementation of the new +−
weights, we use exactly the same procedure as for the integer weights, replacing
the weight +1 by + and −1 by −.
2.2.4 Series expansion
In this section, we address the series expansion of the HPLs about x = 0. The
HPLs are analytic in zero and can be expanded in a power series when the trailing
zeros in the index vector are removed and expressed as logarithms. The series
coefficients can be defined recursively. Let us call Zi(a1,...,k) the coefficients of the
expansion of H (a1,...,k; x)
H(a1,...,k; x) =
∞∑
i=0
xiZi(a1,...,k), Zk(...) = 0 for k ≤ 0 . (2.11)
We assume that the index vector has no trailing 0, as these lead to log(x) di-
vergences. These divergences have to be made explicit by the procedure of Sec-
tion 2.2.2. One can construct the coefficients Zi(a1,...,k) recursively using the
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definition of the HPLs for k > 1
H(a, a1,...,k; x) =
∫ x
0
dx′fa(x′)H(a1,...,k; x′) =
∞∑
i=0
Zi(a1,...,k)
∫ x
0
dx′fa(x′)x′
i
.
(2.12)
For the three different possibilities 1, 0,−1 for a we get∫ x
0
dx′
1− x′x
′i =
∫ x
0
dx′
∞∑
j=i
x′j =
∞∑
j=i+1
xj
j
,
∫ x
0
dx′
x′
x′i =
xi
i
,∫ x
0
dx′
1 + x′
x′i =
∫ x
0
dx′(x′)i
( ∞∑
j=0
(−x)j
)
= (−1)i+1
∞∑
j=i+1
(−x)j
j
. (2.13)
The recursion relation for the Zi’s is found by interchanging the order of the
summations over i and j
Zj(1, a1,...,k) =
1
j
j∑
i=2
Zi−1(a1,...,k) ,
Zj(0, a1,...,k) =
1
j
Zj(a1,...,k) ,
Zj(−1, a1,...,k) = (−1)
j
j
j∑
i=2
(−1)iZi−1(a1,...,k) . (2.14)
For the “m”-notation, we can use the same notation for the coefficient of the
series expansion, as no confusion is possible
H ({m1,...,k}; x) =
∞∑
j=0
xiZj(m1,...,k) .
Here again we assume that all log(x) divergences have been made explicit by
the procedure of Section 2.2.2, so that the vector m1,...,k has no trailing 0. The
recursion relations for n positive reads
Zj(n,m1,...,k) =
1
jn
j∑
i=2
Zi−1(m1,...,k) ,
Zj(−n,m1,...,k) = (−1)
j
jn
j∑
i=2
(−1)iZi−1(m1,...,k). (2.15)
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The end points of the recursion are the expansions of H({n}; x) and H({−n}; x)
H({n}; x) = Lin(x) =
∞∑
i=1
xi
in
,
H({−n}; x) = −Lin(−x) =
∞∑
i=1
−(−x)i
in
, (2.16)
which give
Zi({n}) =


sgn(n)i+1
i|n|
i > 0
0 i ≤ 0 .
The coefficients for the series expansion of the ± weights can be found by adding
or subtracting those for the integer weights, namely
Zj(+, a1,...,k) =
1
j
j∑
i=2
(1 + (−1)i+j)Zi−1(a1,...,k)
Zj(−, a1,...,k) = 1
j
j∑
i=2
(1− (−1)i+j)Zi−1(a1,...,k) . (2.17)
2.2.5 Analytical properties
HPLs of integer weights have logarithmic divergences at 1,−1 and branch cuts
on (−∞,−1), (1,∞) or both depending on whether they have 1 or −1 weights
occurring in their index vectors. HPLs with ± weights always have both branch
cuts and have as many logarithmic singularities in both −1 and 1 as there are
+s or −s before the first zero from the left of the weight vector.
HPLs have logarithmic (logn(0)) divergences at 0 if they have n 0s at the right
of the weight vector. They also have a branch cut on (−∞, 0).
2.2.6 Argument transformation
This section presents the argument transformations for HPLs. We will take the
argument to lie in the complex plane with the two cuts C− = (−∞,−1) and
C+ = (1,∞). We will further denote the upper half complex plane by C+ and
the lower complex plane by C−. We consider the real axis on these cuts only as
the limit of a complex argument approaching the real axis. So a “real argument
with infinitesimal small positive imaginary part” will be addressed in this section
exactly the same way as a argument in the upper complex plane.
For HPLs on the real axis the argument transformations described in ref. [2]
map the integration range to a range starting or ending at a point where a
potential singularity lies. Therefore these transformations have to be applied to
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HPLs put into a form where the potentially divergent parts are explicitly factored
out in the form of HPLs of weight one, for which the analytic continuation is
known.
Extending the HPLs to the complex plane allows to map the integration so
that it avoids the divergent points for each HPL, without having to put them in
a factored form. We will refer to the transformation involving a transformation
of the integration path into the complex plane as “complex”, as opposed to the
“real” transformations where the integration path is only on the real axis. In
analogy to the “real” transformation which introduced HPLs evaluated at unity,
the “complex” transformations introduce HPLs evaluated at i and −i.
The transformation x→ −x
We first consider the transformation x→ −x. It takes an argument from C+ into
C− and conversely. Using the definition of the HPLs,∫ −x
0
dx′fa(x′)H(..., x′) = −
∫ x
0
dyfa(y)H(...,−y), (2.18)
we see that the weight functions transform the following way
f1(x
′)→ −f−1(y) f0(x′)→ f0(y) f−1(x′)→ −f1(y)
f+(x
′)→ −f+(y) f−(x′)→ +f−(y) . (2.19)
The transformation of HPLs without trailing 0’s is easily done, we have for integer
weights
H(n1, ..., nw;−x) = (−1)sH(−n1, ...,−nw; x) , (2.20)
with s given by the number of non zero weights (the length of the vector in the
“m” notation) and for ± weights by
H(s1, ..., sw;−x) = (−1)sH(s1, ..., sw; x) , (2.21)
with this time s given by the number of + weights only. So we see that HPL
with ± weights and no trailing zeros are either odd or even, when the number of
+ weights is odd or even, respectivly.
The case of trailing zeros is more tricky. Consider x = reiφ
H0(x) = log x = log(r)+ iφ , H0(−x) = log(−x) = log(r)+ i(φ±π) , (2.22)
with the + sign for argument in C− and − for C+. HPLs of higher weights
with trailing zeros can be treated by extracting the trailing zeros, as described in
Section 2.2.2.
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The transformation x→ 1/x
We consider the transformation
x =
1
y
for HPLs with ± weights. The results for integer weights can be obtained in the
same way and are described in refs. [1, 2]. The identities for weight 1 read
H(0; x) = −H(0; y),
H(+; x) = H(+; y) + iπΘ(x),
H(−; x) = H(−; y) + 2H(0; y) + iπΘ(x). (2.23)
where Θ(x) is +1 in the upper half complex plane and −1 in the lower half
complex plane. For higher weight we proceed by induction. We take x to be in
the lower complex plane, so that y is in the upper complex plane. We split the
integration into two pieces,
H(s, s2,...,k; y) =
1/x∫
0
dx′fs(x′)H(s2,...,k; t) =


i∫
0
dx′ +
1
x∫
i
dx′

 fs(x′)H(s2,...,k; x′)
= H(s, s2,...,k; i)−
x∫
−i
dt′
t′2
fs
(
1
t′
)
H
(
s2,...,k;
1
t′
)
= H(s, s2,...,k; i)−

 x∫
0
−
−i∫
0

 dt′
t′2
fs
(
1
t′
)
H
(
s2,...,k;
1
t′
)
. (2.24)
We have for the different cases s = 0 and s = + and s = −,
dt
t2
f0
(
1
t
)
=
dt
t
dt = f0(t)dt ,
dt
t2
f+
(
1
t
)
= dt
(
1
t2 − 1
)
= −f+(t)dt ,
dt
t2
f−
(
1
t
)
= dt
(
2
(t2 − 1)t
)
= dt
(
2t
t2 − 1 −
2
t
)
= (−f−(t)− 2f0(t)) dt.
(2.25)
We only need to replace
H
(
s2,...,k;
1
t′
)
by its representation in terms of HPLs of argument t′. The case of x in the lower
complex plane is treated exactly on the same way, separating the integration at
x′ = −i.
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The transformation x→ 1− x
1 + x
We consider the transformation
x =
1− y
1 + y
for HPLs with ± weights. The results for the integer weights obtained on the
same way and are described in [1, 2]. The identities for weight 1 read
H(0; x) = −H(+; y),
H(+; x) = −H(0; y),
H(−; x) = −H(0, y) +H(+, y)−H(−; y)− 2 log 2. (2.26)
For higher weight we proceed by induction. We split the integration into two
pieces.
H(s, s2...k; y) =
1−x
1+x∫
0
dx′fs(x′)H(s2...k; t) =


i∫
0
dx′ +
1−x
1+x∫
i
dx′

 fs(x′)H(s2,...,k; x′)
= H(s, s2,...,k; i)−
x∫
−i
2dt′
(1 + t′)2
fs
(
1− t′
1 + t′
)
H
(
s2,...,k;
1− t′
1 + t′
)
= H(s, s2,...,k; i)−

 x∫
0
−
−i∫
0

 2dt′
(1 + t′)2
fs
(
1− t′
1 + t′
)
H
(
s2,...,k;
1− t′
1 + t′
)
.
(2.27)
We have for the different cases s = 0, s = + and s = −,
2dt′
(1 + t′)2
f0
(
1− t′
1 + t′
)
=
2dt′
1− t′2 = f+(t
′)dt′ ,
2dt′
(1 + t′)2
f+
(
1− t′
1 + t′
)
=
1
t′
dt′ = f0(t′)dt′ ,
2dt′
(1 + t′)2
f−
(
1− t′
1 + t′
)
= dt′
1− t′
t′(1 + t′)
= (f0(t
′)− f+(t′) + f−(t′)) dt′.
(2.28)
Now we only need to replace
H
(
s2,...,k;
1− t′
1 + t′
)
by its expansion in terms of HPLs of argument t′ and perform the integration
using the definition of the HPLs.
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The transformation x2 → x
Since we cannot express 1+x2 as sum of the basis functions f1, f0 and f−1, we will
exclude index vectors with negative indices for our considerations. The identities
for weight 1 are
H(0; x2) = log(x2) = 2H(0; x),
H(1; x2) = − log(1− x2) = H(1; x)−H(−1; x) = H(−; x). (2.29)
The first identity holds on the complex plane except for the branch cut (−∞, 0)
whereas the second equation holds on the entire complex plane except for (1,∞).
For higher weights we use the relations,
H(0, m2...,k; x
2) =
∫ x2
0
dx′
x′
H(m2,...,k; x
′)
= 2
∫ x
0
dt′
t′
H(m2,...,k; t
′2),
H(1, m2...,k; x
2) =
∫ x2
0
dx′
1− x′H(m2,...,k; x
′)
=
∫ x
0
dt′
(
1
1− t′ −
1
1 + t′
)
H(m2,...,k; t
′2) (2.30)
recursively, where H(m2,...,k; t
′2) is expressed as HPLs of argument t′, which are
known in a recursive approach.
The transformation x→ 1− x
We consider the transformation
x→ 1− x.
Since 1/(2−x) (the transform of 1/(1+x) = f−1) can not be expressed as linear
combinations of the fi’s, we will only consider index vectors without a negative
index. We first have the identities for weight 1
H(0; 1− x) = log(1− x) = −H(1; x),
H(1; 1− x) = − log(x) = −H(0; x). (2.31)
Again, these identities hold everywhere except for x in (−∞, 0) or in (1,∞) .
Here again, we evaluate recursively in the depth. We use the fact that one can
express HPLs with 1s on the left of the index vector as product of H(1; x) (whose
transformation we know from above) and HPLs without left 1s and treat only
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the case of a 0 as the left index. For this we use the formula
H(0, m2...,k; 1− x) =
∫ 1−x
0
dx′
x′
H(m2,...,k; x
′)
=
∫ 1
0
dt′
t′
H(m2,...,k; x
′)−
∫ 1
1−x
dx′
x′
H(m2,...,k; x
′)
= H(0, m2,...,k; 1)−
∫ x
0
dt′
1− t′H(m2,...,k; 1− t
′) ,
(2.32)
where one has to insert for H(m2,...,k; 1 − t′) the expansion in terms of HPLs of
argument t′ known from the recursion. The HPLs (with positive ms) evaluated
for argument 1 are related to the multiple zeta values (MZV). This aspect is
treated in Section 2.2.8.
2.2.7 HPLs on the imaginary axis
A nice property of the HPLs of weights + and − are that they are (provided they
have no trailing zeros) either purely real or imaginary. Appending a + weight to
an HPL that is real on the imaginary axis will change it into purely imaginary
and vice versa. Appending a − weight doesn’t change its nature.
2.2.8 Values at unity and multiple zeta values
HPLs of argument 1 are constants and deserve special treatment. They are
related for positive ms to the Multiple Zeta Values (MZVs) and for general ms
to colored MZVs. The relation can be found through induction and reads2
H({m1,...,k}; 1) = N(m1,...,k)ζ(m˜1,...,k), k > 1 ,
H({m}; 1) = ζ(m) , m > 0 ,
H({−m}; 1) = (1− 21−m)ζ(m) , m > 0 . (2.33)
The MZVs ζ are defined by,
ζ(m1, . . . , mk) =
∞∑
i1=1
i1−1∑
i2=1
· · ·
ik−1−1∑
ik=1
k∏
j=1
sgn(mj)
ij
i
|mj |
j
, (2.34)
and are described in the literature, for example in refs. [48, 49]. The vector m˜ is
obtained from the vector m via
m˜ = (m1, sgn(m1)m2, . . . , sgn(mi−1)mi, . . . , sgn(mk−1)mk) . (2.35)
2see appendix 2.C for a proof.
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The factor N(m1,...,k) is given by
N(m1,...,k) = (−1)#(mi<0) . (2.36)
The MZV’s also form an algebra. Due to this fact, they can be expressed in
terms of a few mathematical constants like powers of π, ζ-functions and polylogs
at specified values. We list some of the identities of refs. [48, 49] in Appendix
2.A. For the implementation of the HPL at unity, we translated the tables of
the FORM package harmpol.h [2] and their expansions for weight 7 and 8
htable7.prc and htable8.prc to Mathematica.
In these tables, there appear some constants that are not expressible through
usual constants like π, ζ(n), log(2), or Lin(1/2). Using the different relations
between the different MZVs, one can reduce the number of independent constants.
These independent constants are listed in appendix 2.B.
For index vectors with left 1’s, there appear divergences of the form
∞∑
i=1
1
i
= S(1,∞) = H(1; 1).
These divergences are well defined3 and can cancel during a calculation. Right 0s
can be extracted with the method of Section 2.2.2. All factors H(0; 1) = log(1) =
0 vanish, even when multiplied by H(1; 1) = − log(0), since
log(x) logn(1− x)→ 0, x→ 0, n > 0.
Values at i
The argument transformations of the above Section 2.2.6 use the values of the
HPLs with ± weights at x = i. For the lower weights we have
H(+, i) =
iπ
2
H(−, i) = log(2) ,
H(+,−, i) = i (2C − π log(2)) , H(−,+, i) = i
(
−2C + 1
2
π log(2)
)
,
H(0,+, i) = 2iC , H(0,−, i) = −π
24
,
H(+, 0, i) = −2iC − π
2
4
, H(−, 0, i) = −π
24
− i
2
π log(2) , (2.37)
where C is Catalan’s constant
C =
∞∑
k=0
1
(2k + 1)2
.
To find the values at i for higher weights, one can use the following properties
3see ref. [2] for more details.
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• The product identities relates HPLs in i with HPLs of lower weights at i.
• Some HPLs can be written in terms of more commonly known functions,
whose values at x = i are known.
• Using the argument transformation x2 → x one can relate the values of
HPLs with only “−” and 0 weights to the values of HPLs with integer
weights at −1.
• Since the “complex” transformations of Section 2.2.6 involve HPLs at i and
the “real” ones not, comparing them leads to relations between different
HPLs at i.
The number of relations is, however not sufficient to solve for all HPLs at i. A
list of values of HPLs at i is given in Appendix 2.E
2.3 The Mathematica implementation HPL 2
In this section, we describe the extension of the Mathematica implementation
HPL to complex arguments. Version 2 of HPL includes all features of the first
version as well as the following new elements,
• numerical evaluation of HPLs for complex arguments,
• new weights + and −,
• new function HPLArgTransform.
For completeness, we will not restrict the description to the new features of HPL
but will also repeat the features that did not change. The package can be found
at link [50] where installation instructions can be found. After installation, the
package can be loaded via
<< HPL-2.0.m
It should be loaded at the beginning of the Mathematica session.
2.3.1 New functions
The package HPL defines the following new functions
• HPL[m,x] is the harmonic polylogarithm H(m; x), where m is a list repre-
senting the index vector. For integer weights, we chose the “m”-notation as
the standard notation. It is possible to give as the argument a vector in the
“a”-notation, or even in a mix between the two notations, as no confusion
is possible. Results will be displayed in the “m”-notation. It is also possible
to mix ± and integer weights.
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*********** HPL 2.0 **************
Author: Daniel Maitre, University of Zurich
Rules for minimal set loaded for weights: 2, 3, 4, 5, 6.
Rules for minimal set for + - weights loaded for weights: 2, 3, 4, 5, 6.
Table of MZVs loaded up to weight 6
Loading Tables of values at I loaded up to weight 6
Table of values at I loaded
HPL@82, 1<, xD
HPL@81, 0, -1<, xD
HPL@8plus, minus<, xD
HPL@8plus, 3, minus<, xD
HPL@82, 1<, xD
HPL@81, -2<, xD
HPL@8plus, minus<, xD
HPL@8plus, 3, minus<, xD
• HPLMtoA[m List],HPLAtoM[a List] convert vectors from the “m”- to the
“a”-, and from the “a”- to the “m”-notation respectively. Both can convert
vectors which mix the two notations.
HPLMtoA@82, -3, 0<D
HPLAtoM@81, 0, 0, 1, 0, -1, 0<D
80, 1, 0, 0, -1, 0<
81, 3, -2, 0<
HPLMtoA@82, plus, minus, 0<D
HPLAtoM@80, 1, plus, 0, minus, 0<D
80, 1, plus, minus, 0<
82, plus, 0, minus, 0<
• HPLpm21m1, HPL1m12pm convert HPLs with ± weights into HPLs with inte-
ger weights and vice versa.
HPLpm21m1@HPL@8plus, minus<, tDD
-HPL@8-1, -1<, tD + HPL@8-1, 1<, tD - HPL@81, -1<, tD + HPL@81, 1<, tD
HPL1m12pm@HPL@81, -2<, xDD
-
1
4 HPL@8minus, 0, minus<, xD +
1
4 HPL@8minus, 0, plus<, xD -
1
4 HPL@8plus, 0, minus<, xD +
1
4 HPL@8plus, 0, plus<, xD
It is also possible to convert a function with integer weights into the corre-
sponding sum of functions of of ± weights, and vice versa.
HPLpm21m1@8plus, minus<, fD
-f@-1, -1D + f@-1, 1D - f@1, -1D + f@1, 1D
HPL1m12pm@81, -2<, fD
-
1
4 f@minus, 0, minusD +
1
4 f@minus, 0, plusD -
1
4 f@plus, 0, minusD +
1
4 f@plus, 0, plusD
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• HPLLogExtract extracts the singular behavior of HPLs, using the methods
presented in Section 2.2.2, for
integer weights in their argument at 0 and 1.
+− weights in their argument only at 0.
The result is displayed as function of log(x), log(1− x) or H(1; x), H(0; x)
depending on the option settings (see Section 2.3.3).
HPLLogExtract@HPL@81, 2<, xDD
HPL@81<, xD HPL@82<, xD - 2 HPL@82, 1<, xD
HPLLogExtract@HPL@8plus, minus, 0<, xDD
HPL@80<, xD HPL@8plus, minus<, xD - HPL@80, plus, minus<, xD - HPL@8plus, 0, minus<, xD
$HPLAutoConvertToKnownFunctions = True;
HPLLogExtract@HPL@81, 2<, xDD
-Log@1 - xD PolyLog@2, xD -
2 J 12 Log@1 - xD
2 Log@xD + Log@1 - xD PolyLog@2, 1 - xD - PolyLog@3, 1 - xD + Zeta@3DN
HPLLogExtract@HPL@8plus, minus, 0<, xDD
-HPL@80, plus, minus<, xD - HPL@8plus, 0, minus<, xD + HPL@8plus, minus<, xD Log@xD
In the case of mixed integer and ± weights, only the divergences at 0 are
factored.
• HPLConvertToKnownFunctions returns its argument with HPLs replaced
by their representation in terms of more common functions, whenever pos-
sible.
HPLConvertToKnownFunctions@HPL@82, 2<, xDD
1
2 PolyLog@2, xD
2
- 2 PolyLog@2, 2, xD
HPLConvertToKnownFunctions@HPL@8plus<, xDD
LogA 1 + x1 - x E
It is only needed if the option $HPLAutoConvertToKnownFunctions is set
to False (see Section 2.3.3).
• HPLProductExpand returns the value obtained by replacing products of
HPLs of same argument by their representation as a linear combination
of HPLs, as presented in Section 2.2.1.
HPLProductExpand@HPL@82, 1<, tD HPL@81, 0<, tDD
HPL@81, 2, 2<, tD + 2 HPL@81, 3, 1<, tD + 2 HPL@82, 1, 2<, tD +
HPL@82, 2, 1<, tD + HPL@81, 2, 1, 0<, tD + 3 HPL@82, 1, 1, 0<, tD
HPLProductExpand@HPL@81, 0<, tD HPL@8-1<, tD HPL@81, -1<, tDD
2 HPL@8-1, 1, 1, -2<, tD + HPL@8-1, 1, 2, -1<, tD + HPL@81, -2, 1, -1<, tD +
3 HPL@81, -1, 1, -2<, tD + HPL@81, -1, 2, -1<, tD + 4 HPL@81, 1, -2, -1<, tD +
4 HPL@81, 1, -1, -2<, tD + 2 HPL@81, 2, -1, -1<, tD + HPL@8-1, 1, -1, 1, 0<, tD +
2 HPL@8-1, 1, 1, -1, 0<, tD + 2 HPL@81, -1, -1, 1, 0<, tD +
3 HPL@81, -1, 1, -1, 0<, tD + 4 HPL@81, 1, -1, -1, 0<, tD
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HPLProductExpand@HPL@8plus, minus<, tD HPL@81, -1<, tDD
HPL@81, -1, plus, minus<, tD + HPL@81, plus, -1, minus<, tD + HPL@81, plus, minus, -1<, tD +
HPL@8plus, 1, -1, minus<, tD + HPL@8plus, 1, minus, -1<, tD + HPL@8plus, minus, 1, -1<, tD
In order to expand all products, HPLProductExpand expands its argument
(using Expand), so that terms of the form
H(. . . ; x)
(
H(. . . ; x) +H(. . . ; x) + . . .
)
.
are also replaced. For large expressions this might be time consuming, one
should in this case first collect the products of HPLs and apply HPLProductExpand
only to the products and not to the whole expression.
HPLProductExpand@HPL@82<, tD HHPL@81, 0<, tD + HPL@8-1<, tDLD
HPL@8-2, 1<, tD + HPL@8-1, 2<, tD + 2 HPL@81, 3<, tD +
HPL@82, -1<, tD + HPL@82, 2<, tD + HPL@81, 2, 0<, tD + 2 HPL@82, 1, 0<, tD
Since the product properties are general, the function works for any vectors
of symbolic weights.
HPLProductExpand@HPL@8a, b<, xD HPL@8y, w, z<, xDD
HPL@8a, b, y, w, z<, xD + HPL@8a, y, b, w, z<, xD +
HPL@8a, y, w, b, z<, xD + HPL@8a, y, w, z, b<, xD +
HPL@8y, a, b, w, z<, xD + HPL@8y, a, w, b, z<, xD + HPL@8y, a, w, z, b<, xD +
HPL@8y, w, a, b, z<, xD + HPL@8y, w, a, z, b<, xD + HPL@8y, w, z, a, b<, xD
• HPLConvertToSimplerArgument returns its argument with HPLs of related
arguments replaced by their expansion as a sum of HPLs of simpler argu-
ments. Which transformations are implemented depends on the type of
weights. They are:
integer weights −x, x2, 1− x, 1/x, x/(x− 1) and (1− x)/(1 + x)
± weights −x, 1/x, and (1− x)/(1 + x).
HPLConvertToSimplerArgument@HPL@82, 1<, -xDD
HPL@8-2, -1<, xD
HPLConvertToSimplerArgument@HPL@82, 1<, 1 - xDD
-HPL@81, 0, 0<, xD + Zeta@3D
HPLConvertToSimplerArgumentAHPLA81, 1<, 1 - x
1 + x
EE
1
2 HHPL@8-1<, xD - HPL@80<, xD - Log@2DL
2
HPLConvertToSimplerArgument@HPL@82<, HxLHx - 1LDD
-HPL@82<, xD - HPL@81, 1<, xD
HPLConvertToSimplerArgument@HPL@8plus, minus<, H1 - xLH1 + xLDD
Π2
6 + HPL@80, 0<, xD + HPL@80, minus<, xD - HPL@80, plus<, xD + 2 HPL@80<, xD Log@2D
The transformations do not work for mixed integer and ± weights.
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• HPLArgTransform[x ,r ,δ ] returns its first argument expressed in terms
of HPLs of the transformed argument. It does the same job as
HPLConvertToSimplerArgument
, but the transformation to be performed is not fixed by the form of the
argument of the HPL but is specified as an argument of HPLArgTransform.
HPLArgTransform@HPL@82, -1<, XD, x ® -xD
HPLArgTransform@HPL@8plus, 0, minus<, XD, x ® -xD
HPL@8-2, 1<, -XD
-HPL@8plus, 0, minus<, -XD
HPLArgTransformAHPL@82, 1<, XD, x ® !!!!x E
2 IHPLA8-2, -1<, !!!!X E - HPLA8-2, 1<, !!!!X E - HPLA82, -1<, !!!!X E + HPLA82, 1<, !!!!X EM
HPLArgTransform@HPL@81, 1, 2<, XD, x ® 1 - xD
1
2 HPL@80<, 1 - XD
2 i
k
jj Π
2
6 + HPL@81, 0<, 1 - XD
y
{
zz +
3 ik
jj Π
4
90 + HPL@81, 0, 0, 0<, 1 - XD
y
{
zz + 2 HPL@80<, 1 - XD H-HPL@81, 0, 0<, 1 - XD + Zeta@3DL
In addition one can specify whether the argument is assumed to lie in the
upper (δ=+1) or lower (δ = −1) complex plane, or whether to leave it
purely symbolic.
HPLArgTransform@HPL@82, 2<, XD, x ® xHx - 1LD
HPLA82, 2<, X
-1 + X E + HPLA81, 1, 2<,
X

-1 + X E +
HPLA82, 1, 1<, X
-1 + X E + HPLA81, 1, 1, 1<,
X

-1 + X E
HPLArgTransform@HPL@82<, XD, x ® H1 - xLH1 + xL, ∆D
Π2
6 - HPLA8-1, -1<,
1 - X
1 + X E + HPLA8-1, 0<,
1 - X
1 + X E - HPLA81, -1<,
1 - X
1 + X E +
HPLA81, 0<, 1 - X1 + X E + HPLA8-1<,
1 - X
1 + X E Log@2D + HPLA81<,
1 - X
1 + X E Log@2D
HPLArgTransform@HPL@8plus, 0, minus<, XD, x ® H1 - xLH1 + xL, ∆D
-Catalan Π - ä Π
3
24 -
1
12 Π
2 HPLA80<, 1 - X1 + X E - HPLA80, plus, 0<,
1 - X
1 + X E -
HPL@80, plus, minus<, äD - HPLA80, plus, minus<, 1 - X1 + X E - HPL@80, plus, plus<, äD +
HPLA80, plus, plus<, 1 - X1 + X E + HPL@8plus, 0, minus<, äD - 4 ä Catalan Log@2D -
2 HPLA80, plus<, 1 - X1 + X E Log@2D +
1
16 ä ZetaA3,
1
4 E -
1
16 ä ZetaA3,
3
4 E
HPLArgTransform@HPL@82, -2<, XD, x ® 1x, ∆1D
37 Π4
720 + HPL@8-4<, XD -
1
6 Π
2 HPL@82<, XD - 16 Π
2 HPL@80, 0<, XD +
HPL@82, -2<, XD - HPL@82, 0, 0<, XD - HPL@80, 0, 0, 0<, XD -
1
12 ä Π
3 HPL@80<, XD ∆1 + 2 HPL@80<, XD J 14 Π
2 Log@2D - Zeta@3DN +
1
4 HPL@80<, XD Zeta@3D + 2 HPL@80<, XD J-
1
4 Π
2 Log@2D + 13 Zeta@3D8 N
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HPLArgTransform@HPL@8minus, 0, plus<, XD, x ® 1x, ∆2D
-2 HPLA80, 0, plus<, 1
X
E - HPLA8minus, 0, plus<, 1
X
E - 524 ä Π
3
∆2 -
2 ä Π HPLA80, 0<, 1
X
E ∆2 - ä Π HPLA8minus, 0<, 1X E ∆2 + Π
2 HPLA80<, 1
X
E ∆22 +
1
2 Π
2 HPLA8minus<, 1
X
E ∆22 + 12 ä Π
3
∆2
3
-
1
16 ä ∆2 ZetaA3,
1
4 E +
1
16 ä ∆2 ZetaA3,
3
4 E
The transformations available are the same as for HPLConvertToSimplerArgument,
with the same restrictions on the weight vector.
HPLArgTransformAHPL@82, -1<, XD, x ® !!!!x E
HPLArgTransform::WrongWeight :  
The argument transformation X ® !!!!X attempted is not defined for the weight vector 82, -1<
HPL@82, -1<, XD
HPLArgTransform@HPL@81, -1, 2<, XD, x ® 1 - xD
HPLArgTransform::WrongWeight :  
The argument transformation X ® 1 - X attempted is not defined for the weight vector 81, -1, 2<
HPL@81, -1, 2<, XD
The rule r can be written using any symbol, which makes the code more
intuitive. The symbol in the rule does not have to match the arguments of
the HPLs.
HPLArgTransformAHPLA82, 3<, -!!!!x E, t ® -tE
HPLA8-2, -3<, !!!!x E
HPLArgTransform@HPL@82, 3<, 910D, x ® 1 - xD
1
72 Π
4 HPLA81<, 110 E -
1
6 Π
2 HPLA81, 2<, 110 E -
HPLA81, 2, 1, 0<, 110 E -
1
3 Π
2 Zeta@3D + HPLA81, 0<, 110 E Zeta@3D +
9 Zeta@5D
2
HPLArgTransformAHPLA8-2<, 1
1 - y2
E, t ® 1tE
Π2
6 - HPL@8-2<, 1 - y
2D + HPL@80, 0<, 1 - y2D
• HPLReduceToMinimalSet returns its argument with the HPLs projected to
the minimal set, as described in Section 2.2.1.
HPLReduceToMinimalSet@HPL@81, 2, 3<, xDD
HPL@82<, xD3 - 4 HPL@83<, xD HPL@82, 1<, xD - HPL@82<, xD HPL@82, 2<, xD +
HPL@81<, xD HPL@82, 3<, xD + 2 HPL@82, 1, 3<, xD - 2 HPL@82, 3, 1<, xD
HPLReduceToMinimalSet@HPL@8minus, minus, 0<, xDD
1
2 HHPL@80<, xD HPL@8minus<, xD
2
-
2 HHPL@8minus<, xD HPL@80, minus<, xD - HPL@80, minus, minus<, xDLL
• HPLAnalyticContinuation[x ,HPLAnalyticContinuationRegion->region]
assumes that the arguments of the HPLs are real and returns its argument x
with HPLs replaced by their analytic continuation, as described in Section
2.2.2. The arguments of the HPLs are taken to belong to the interval spec-
ified by the option HPLAnalyticContinuationRegion, for which region
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can be either
minftom1 the interval −∞ to −1
m1to0 the interval −1 to 0
onetoinf the interval 1 to ∞.
The HPLs are replaced by their representation in terms of HPLs of argu-
ment in the interval (0, 1). The choice of the side of the branch cut from
which the argument is approached is set by the option
HPLAnalyticContinuationSign
which can take values −1, 1 or any symbol.
HPLAnalyticContinuation@HPL@80<, yD,
AnalyticContinuationRegion ® m1to0, AnalyticContinuationSign ® 1D
ä Π + HPL@80<, -yD
Simplify@HPLAnalyticContinuation@HPL@81, -1<, yD,
AnalyticContinuationRegion ® onetoinf, AnalyticContinuationSign ® -1DD
-
Π2
4 - HPLA80<,
1

y
E
2
- HPLA80<, 1
y
E HPLA81<, 1
y
E +
HPLA8-1<, 1
y
E JHPLA80<, 1
y
E + HPLA81<, 1
y
EN + HPLA82<, 1
y
E -
HPLA8-1, 0<, 1
y
E - HPLA8-1, 1<, 1
y
E + HPLA80, 0<, 1
y
E - ä Π Log@2D
If the option HPLAnalyticContinuationRegion is omitted, and if the argu-
ment is numerical, HPLAnalyticContinuation will automatically use the
appropriate setting. If the option HPLAnalyticContinuationSign is omit-
ted, HPLAnalyticContinuation will use the value stored in the variable
$HPLAnalyticContinuationSign which is set by default to 14.
HPLAnalyticContinuationAHPLA81<, 3
2
E, AnalyticContinuationSign ® -1E
-ä Π + HPLA80<, 23 E + HPLA81<,
2
3 E
SimplifyAHPLAnalyticContinuationAHPLA81, 0<, - 5
2
EEE
-
Π2
3 - HPLA80<, -
2
5 E
2
- HPLA80<, - 25 E HPLA81<, -
2
5 E + HPLA82<, -
2
5 E + HPLA80, 0<, -
2
5 E
It is to be noted that the Mathematica conventions for the analytic continu-
ation are not always the same as that of the HPL package. This is illustrated
by the following example
HPL@81<, 1.9D
0.105361 + 3.14159 ä
-Log@1 - 1.9D
0.105361 - 3.14159 ä
Here HPL takes the argument of the HPL to have an infinitesimal positive
4This is the same convention as ref. [45], but opposite to that of ref. [47]
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imaginary part, whereas Mathematica take the argument of the logarithm
to have a positive imaginary part. Since the substitution of HPLs through
more common functions has precedence over the analytic continuation, the
option
$HPLAutoConvertToKnownFunctions
can interfere with the analytic continuation.
$HPLAutoConvertToKnownFunctions = True;
HPLAnalyticContinuation@HPL@80<, tD,
AnalyticContinuationSign ® ∆, AnalyticContinuationRegion ® m1to0D
Log@tD
$HPLAutoConvertToKnownFunctions = False;
HPLConvertToKnownFunctions@HPLAnalyticContinuation@HPL@80<, tD,
AnalyticContinuationSign ® ∆, AnalyticContinuationRegion ® m1to0DD
ä Π ∆ + Log@-tD
This example shows that with the option
$HPLAutoConvertToKnownFunctions
set to True we lose control over the sign of the imaginary part (as in the
first case it will now depend on Mathematica’s conventions).
• MZV[m] is the Multiple Zeta Value (see Section 2.2.8) corresponding to the
index vector m. Their value in terms of mathematical constants are tabu-
lated5 up to weight 8 and systematically replaced. For higher weights, the
cases covered by Appendix 2.A are also replaced.
Table@MZV@8n<D, 8n, 2, 8<D
9 Π
2
6 , Zeta@3D,
Π4
90 , Zeta@5D,
Π6
945 , Zeta@7D,
Π8
9450 =
MZV@8-2, -2<D
-
Π4
480
MZV@83, 1, 3, 1, 3, 1<D
Π12
43589145600
• HPLI[m] is the HPL of weight vector m evaluated at argument i. Their
values in terms of mathematical constants are tabulated up to weight 8 and
systematically replaced. For higher weights, the cases covered by Appendix
2.E are also replaced.
• The function $HPLOptions gives a list of the options of the package and
their current values.
$HPLOptions
8$HPLAnalyticContinuationSign ® 1, $HPLAutoConvertToKnownFunctions® False,
$HPLAutoConvertToSimplerArgument® False, $HPLAutoLogExtract ® False,
$HPLAutoProductExpand ® False, $HPLAutoReduceToMinimalSet ® False<
5these tables are those of the FORM package harmpol [43].
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• The variable $HPLFunctions contains a list of the functions provided by
the package.
$HPLFunctions
8HPL, HPLAnalyticContinuation, HPLAtoM, HPLConvertToKnownFunctions,
HPLConvertToSimplerArgument, HPLLogExtract, HPLMtoA,
HPLProductExpand, HPLReduceToMinimalSet, MZV, HPLpm21m1, HPL1m12pm<
2.3.2 Functions modified
• We define the derivatives of HPLs as described in Section 2.2.
8¶x HPL@82, 10, 4<, xD, ¶x HPL@8-1, 4, -6<, xD, ¶x HPL@81, 3, 7<, xD<
9 HPL@81, 10, 4<, xD
x
,
HPL@84, -6<, xD
1 + x ,
HPL@83, 7<, xD
1 - x =
8¶x HPL@8plus, minus, 0<, xD, ¶x HPL@8minus, minus, plus<, xD<
9 2 HPL@8minus, 0<, xD1 - x2 ,
2 x HPL@8minus, plus<, xD
1 - x2 =
The integration showing up in the recursive definition of the HPLs is also
implemented.
9à
0
t HPL@82, 4<, xD

1 - x
 âx, à
0
t HPL@82, 4<, xD

x
 âx, à
0
t HPL@82, 4<, xD

1 + x
 âx=
8HPL@81, 2, 4<, tD, HPL@83, 4<, tD, HPL@8-1, 2, 4<, tD<
9à
0
t 2 x HPL@80, minus<, xD

1 - x2
 âx, à
0
t 2 HPL@8plus, 0, minus<, xD

1 - x2
 âx=
8HPL@8minus, 0, minus<, tD, HPL@8plus, plus, 0, minus<, tD<
• The function Series is able to expand HPLs around x = 0 and x = 1.
Series@HPL@82, 3, 4, 5<, xD, 8x, 0, 7<D
x4
6912 +
193 x5
1382400 +
1026311 x6
8957952000 +
241822151 x7
2633637888000 + O@xD
8
Series@HPL@81, 2, 3<, xD, 8x, 1, 1<D
i
k
jj- 143 Π
6
45360 +
1
3 Π
2 Log@1 - xD Zeta@3D + Zeta@3D2 - 92 Log@1 - xD Zeta@5D
y
{
zz +
i
k
jj- Π
4
72 + 2 Zeta@3D - Log@1 - xD Zeta@3D
y
{
zz H1 - xL + O@1 - xD2
Series@HPL@8plus, minus<, xD, 8x, 0, 17<D
2 x3
3 +
3 x5
5 +
11 x7
21 +
25 x9
54 +
137 x11
330 +
49 x13
130 +
121 x15
350 +
761 x17
2380 + O@xD
18
Series@HPL@8plus, minus<, xD, 8x, 1, 2<D
i
k
jj Π
2
6 -
3 Log@2D2
2 + Log@2D Log@1 - xD +
1
2 Log@1 - xD
2y
{
zz +
J-1 + Log@2D2 +
1
2 Log@1 - xDN H1 - xL + J-
1
4 +
Log@2D
8 +
1
8 Log@1 - xDN H1 - xL
2
+ O@1 - xD3
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2.3.3 Working with options
The package HPL has some options to control its behavior. They set the preferred
form in which expressions are displayed. The option can be overridden locally
by the functions described above. The effects of the options are described in the
following.
$HPLAutoConvertToKnownFunctions: If set to True, HPLs will be converted to
more common functions (logs, polylogarithms, Nielsen polylogs) if possi-
ble, using the identities of Appendix 2.D. This might be counterproductive
when the properties of the HPLs are more explicit in the HPL form than
other representations.
$HPLAutoConvertToKnownFunctions = False;
HPL@8plus<, xD
HPL@83, 1, 1<, tD + HPL@8-1, 1<, xD
HPL@8plus<, xD
HPL@8-1, 1<, xD + HPL@83, 1, 1<, tD
$HPLAutoConvertToKnownFunctions = True;
HPL@8minus<, xD
HPL@83, 1, 1<, tD + HPL@8-1, 1<, xD
-Log@1 - x2D
-
Π2
12 +
Log@2D2
2 - Log@2D Log@1 + xD + PolyLogA2,
1 + x
2 E + PolyLog@2, 3, tD
Furthermore, if this options is set to True while using the analytic continu-
ation described above, the result may be wrong, as Mathematica does not
have different conventions for the analytic continuation. Default is False.
$HPLAutoProductExpand: If True the products of HPLs are automatically con-
verted into a sum of HPL of weight equal to the sum of the weights of the
two factors, as described in section 2.2.1. Default is False.
$HPLAutoProductExpand = False;
HPL@8plus<, tD HPL@8minus, 0<, tD
HPL@8plus<, tD HPL@8minus, 0<, tD
$HPLAutoProductExpand = True;
HPL@8plus<, tD HPL@8minus, 0<, tD
HPL@8minus, 0, plus<, tD + HPL@8minus, plus, 0<, tD + HPL@8plus, minus, 0<, tD
Setting the option $HPLAutoProductExpand True affects only explicit prod-
ucts and does not act on factorized products like the function HPLProductExpand.
HPL@8-1, 1<, tD HHPL@81<, tD + tL
Ht + HPL@81<, tDL HPL@8-1, 1<, tD
Expand@%D
t HPL@8-1, 1<, tD + 2 HPL@8-1, 1, 1<, tD + HPL@81, -1, 1<, tD
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$HPLAutoLogExtract: If True the logarithmic divergences log(1− x) and log(x)
are automatically extracted from the HPLs following the procedure de-
scribed in Section 2.2.2. The default setting is False.
$HPLAutoLogExtract = False;
HPL@8plus, 0<, tD
HPL@81, -2<, tD
HPL@8plus, 0<, tD
HPL@81, -2<, tD
$HPLAutoLogExtract = True;
HPL@8plus, 0<, tD
HPL@81, -2<, tD
HPL@80<, tD HPL@8plus<, tD - HPL@80, plus<, tD
HPL@8-2<, tD HPL@81<, tD - HPL@8-2, 1<, tD - HPL@82, -1<, tD
The extraction of the divergent behavior only makes sense, if one does not
re-expand the products automatically with the option $HPLAutoProductExpand
set to True. If the latter option is set to True, the option $HPLAutoLogExtract
will have no effect.
$HPLAutoLogExtract = True;
$HPLAutoProductExpand = True;
HPL@81, -2<, tD
HPL@81, -2<, tD
$HPLAutoProductExpand = False;
HPL@81, -2<, tD
HPL@8-2<, tD HPL@81<, tD - HPL@8-2, 1<, tD - HPL@82, -1<, tD
On the other hand, if the option $HPLAutoConvertToKnownFunctions is set
to True, the out factorized HPLs of weight one will be replaced by logs be-
fore being re-expanded, as shown by the following example.
$HPLAutoLogExtract = True;
$HPLAutoConvertToKnownFunctions = True;
HPL@81, 4, 4<, tD
HPL@8minus, plus, 0<, tD
-HPL@82, 3, 4<, tD - HPL@83, 2, 4<, tD - 2 HPL@84, 1, 4<, tD - HPL@84, 2, 3<, tD -
HPL@84, 3, 2<, tD - 2 HPL@84, 4, 1<, tD - HPL@84, 4<, tD Log@1 - tD
-HPL@80, minus, plus<, tD - HPL@8minus, 0, plus<, tD + HPL@8minus, plus<, tD Log@tD
$HPLAutoReduceToMinimalSet: If set to True, the HPLs will be automatically
reduced to a minimal basis (up to weight 8). This only makes sense if one
does not expand the obtained products again, or if the factors of smaller
weight can be replaced by their expression in terms of known functions.
Therefore, for the reduction to be performed, one has to have the option
$HPLAutoProductExpand equal to False or
$HPLAutoConvertToKnownFunctions equal to True.
If this is not fulfilled, the option will have no effect. It defaults to False.
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$HPLAutoReduceToMinimalSet = False;
HPL@8plus, 0, minus, plus<, xD
HPL@81, 2, 1<, xD
HPL@8plus, 0, minus, plus<, xD
HPL@81, 2, 1<, xD
$HPLAutoReduceToMinimalSet = True;
HPL@8plus, 0, minus<, xD
HPL@81, 2, 1<, xD
HPL@8plus<, xD HPL@80, minus<, xD - HPL@80, minus, plus<, xD - HPL@80, plus, minus<, xD
HPL@81<, xD HPL@82, 1<, xD - 3 HPL@82, 1, 1<, xD
$HPLAutoConvertToSimplerArgument: If set to True, HPLs of arguments −x,
x2, 1−x, 1/x, x/(x− 1) and (1−x)/(1+x) will be automatically replaced
by their representation in term of HPLs of argument x along the lines of
appendix 2.2.6. Its default is False.
$HPLAutoConvertToSimplerArgument = False;
HPL@81, 2<, 1 - xD
HPL@8plus, 0, minus<, 1xD
-HPL@80<, xD ik
jj Π
2
6 + HPL@81, 0<, xD
y
{
zz - 2 H-HPL@81, 0, 0<, xD + Zeta@3DL
-
ä Π3
24 +
1
6 Π
2 HPL@8plus<, xD - ä Π HPL@8plus, 0<, xD - 2 HPL@8plus, 0, 0<, xD -
HPL@8plus, 0, minus<, xD - 116 ä ZetaA3,
1
4 E +
1
16 ä ZetaA3,
3
4 E
$HPLAutoConvertToSimplerArgument = True;
HPL@81, 2<, 1 - xD
-HPL@80<, xD ik
jj Π
2
6 + HPL@81, 0<, xD
y
{
zz - 2 H-HPL@81, 0, 0<, xD + Zeta@3DL
$HPLAnalyticContinuationSign: If set to 1 the analytic continuation of the
HPLs is taken assuming a positive infinitesimal imaginary part for argu-
ments, if set to−1 a negative one is assumed. $HPLAnalyticContinuationSign
is only the default setting and can be overridden by specifying the option
AnalyticContinuationSign in the function HPLAnalyticContinuation,
as described above. $HPLAnalyticContinuationSign can be a symbol.
The default setting is +1.
$HPLAnalyticContinuationSign
1
HPL@80<, -1D
ä Π
$HPLAnalyticContinuationSign = -∆;
HPL@80<, -1D
-ä Π ∆
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2.3.4 Numerical evaluation
The package HPL 2 provides an arbitrary-precision numerical evaluation in the
whole complex plane.
Real argument
HPLs of real arguments with finite precision are automatically evaluated to the
precision of the argument.
HPL@82, 1, 4, 5<, 0.5D
HPL@80, plus, minus, 0, minus<, 0.5D
0.000174907
0.000809316
HPLA82, 1, 4, 5<, 1
2.‘30.
E
HPLA80, plus, minus, 0, minus<, 1
2.‘30.
E
0.000174907282457760677740168010076
0.00080931622559084864679073045115
For arguments with infinite precision, numerical evaluation is only undertaken if
explicitly requested.
HPLA82, 1, 4, 5<, 1
2
E
HPLA8plus, minus, 0, minus<, 1
2
E
HPLA82, 1, 4, 5<, 12 E
HPLA8plus, minus, 0, minus<, 12 E
NAHPLA82, 1, 4, 5<, 1
2
E, 50E
NAHPLA80, plus, minus, 0, minus<, 1
2
E, 50E
0.00017490728245776067774016801007622686190198808601431
0.00080931622559084864679073045114617672882050519276148
For the numerical values of the MZV, we implemented the procedure described
in refs. [47, 48].
N@MZV@84, 3<DD
0.0851598
N@MZV@82, 5, 4, 3<D, 40D
0.00009716396899984919801554383997828478502532
For real arguments outside the interval [0, 1], one can specify the sign of the in-
finitesimal imaginary part to be used for the analytic continuation by appending
the option AnalyticContinuationSign as for the function HPLAnalyticContinuation.
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HPL@82, 1, 0<, 1.4, AnalyticContinuationSign ® 1D
HPL@8minus, plus, 0<, 1.4, AnalyticContinuationSign ® 1D
-1.99573 - 1.73879 ä
1.08233 - 7.75157 ä
HPL@82, 1, 0<, 1.4, AnalyticContinuationSign ® -1D
HPL@8minus, plus, 0<, 1.4, AnalyticContinuationSign ® -1D
-1.99573 + 1.73879 ä
1.08233 + 7.75157 ä
Complex argument
For the sake of the numerical evaluation for complex arguments, we divide the
complex plane into five different regions as pictured by figure 2.3.4.
0 1
i
−1
I
II
IIIVI
V
V
Figure 2.1: Complex plane division for the numerical evaluation
region I: |z| < 0.9
the series expansion is used
region II: |z| > 1.5
First the argument is brought into region I using the argument transforma-
tion z → 1/z described in Section 2.2.6, then the HPLs are evaluated using
series expansions.
region III: 0.9 < |z| < 1.5 and | arg(z)| < 5π/12
First the argument is brought into region I using the argument transfor-
mation z → (1− z)/(1 + z) described in Section 2.2.6, then the HPLs are
evaluated using series expansions.
region IV: 0.9 < |z| < 1.5 and | arg(z)| > 7π/12
First the argument is brought into region I using the argument transforma-
tions z → −z and z → (1− z)/(1 + z) described in Section 2.2.6, then the
HPLs are evaluated using series expansions.
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region V: 0.9 < |z| < 1.5 and 5π/12 < | arg(z)| < 7π/12
The evaluation is done using the Ho¨lder convolution described in ref. [48].
The transformations mentioned above are performed using the “complex”
argument transformation for the +− weights and the “real” transformations for
integer weights. The evaluation for the +− weights in region V is done by first
converting to the integer weights and then using the Ho¨lder convolution.
HPLs with numerical complex arguments with finite precision are evaluated
automatically.
HPL@81, -2, 3<, 0.5 ä + 0.7D
HPL@8plus, minus, 0<, 0.5 ä + 0.7D
-0.05413 + 0.0438294 ä
0.1566 - 0.508478 ä
HPL@81, -2, 3<, 1.5 ä + 1.7D
HPL@8plus, minus, 0<, 1.5 ä + 1.7D
-0.503607 - 0.252553 ä
1.70143 - 1.07863 ä
HPLs with complex argument with infinite precision are only evaluated if explic-
itly requested.
N@HPL@83, -2, 1<, 13 + 7 äD, 50D
-2.6346279281243037714092494101947734783554557274122-
2.7289184907880926000947141638056212522510887136916ä
N@HPL@80, plus, minus, plus<, 13 + 7 äD, 50D
6.8060017197430759251833294345157620921643906833439-
6.4915066233930765780643429173450624350255531622085ä
Thanks the possibility of evaluating the HPLs numerically, Plot is able to rep-
resent HPLs graphically on the real axis
Plot@8Re@HPL@8-1, -1, -1, 1<, tDD, Im@HPL@8-1, -1, -1, 1<, tDD<,8t, -5, 5<, PlotStyle ® 8Hue@1D, Dashing@80.02, 0.02<D<, PlotRange ® 8-4, 4<D
-4 -2 2 4
-4
-3
-2
-1
1
2
3
4
and in the complex plane, here are two examples of HPLs plotted on the interval
[−5, 5] and in the unit circle
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PolarPlot@8Re@HPL@8plus, minus<, 910 ãä ΘDD, Im@HPL@8plus, minus<, 910 ãä ΘDD<,8Θ, 0, 2 Π<, PlotStyle ® 8Hue@1D, Dashing@80.02, 0.02<D<D
-1 -0.5 0.5 1 1.5
-0.2
-0.1
0.1
0.2
Plot@8Re@HPL@8plus, minus<, ãä ΘDD, Im@HPL@8plus, minus<, ãä ΘDD<,8Θ, 0, 2 Π<, PlotStyle ® 8Hue@1D, Dashing@80.02, 0.02<D<D
1 2 3 4 5 6
-2
-1
1
2
We checked numerical agreement with ref. [45] at double precision accuracy. The
values of the MZV have been checked against those of the EZface application [51]
and the GiNaC implementation [47]. Concerning speed, our implementation can-
not be expected to compete with the GiNaC implementation.
2.4 Conclusion and outlook
In this chapter we presented the harmonic polylogarithm and extended them
to the complex plane. We have defined new weights that are more suited for
complex argument, as will be shown in the next chapter. We also presented the
Mathematica implementation HPL that allows the use of harmonic polylogarithms
in the framework of Mathematica.
The first version of the package HPL for real arguments has been used for var-
ious applications like corrections to Higgs production and decay [52, 53], compu-
tation of master integrals [37], heavy quark forward-backward asymmetry [54, 55]
and form factors [56], corrections to Bhabha scattering [57], lepton g − 2 [58],
large-x limit of parton evolution [59] and various loop calculations [60–62].
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2.A Multiple zeta values and colored MZV
We list here some of the identities for MZVs found in refs. [48, 49]. These identities
are used automatically,
ζ(2, 1) = ζ(3) , (2.38)
ζ(4, 2) = ζ2(3)− 4π
6
2835
, (2.39)
2ζ(m, 1) = mζ(m+ 1)−
m−2∑
k=1
ζ(m− k)ζ(k + 1), 2 ≤ m ∈ Z , (2.40)
ζ(2, n1) = ζ(n+ 2) , (2.41)
ζ(3, n1) = ζ(n+ 2, 1)
=
n+ 2
2
ζ(n+ 3)− 1
2
n∑
k=1
ζ(k + 1)ζ(n+ 2− k) , (2.42)
ζ(n2) =
2(2π)2n
(2n+ 1)!
(
1
2
)2n+1
, (2.43)
ζ(n4) =
4(2π)4n
(4n+ 2)!
(
1
2
)2n+1
, (2.44)
ζ(n6) =
6(2π)6n
(6n+ 3)!
, (2.45)
ζ(n8) =
8(2π)8n
(8n+ 4)!
{(
1 +
1√
2
)4n+2
+
(
1− 1√
2
)4n+2}
, (2.46)
ζ(n{3, 1}) = 4−nζ(n4) = 2π
4n
(4n+ 2)!
, (2.47)
ζ(2, n{1, 3}) = 4−n
n∑
k=0
(−1)kζ({4}n){(4k + 1)ζ(4k + 2)
−4
k∑
j=1
ζ(4j − 1)ζ(4k − 4j + 3)} , (2.48)
where the sum in the last equation is over all non negative integers satisfying∑
k≥0 kjk = n.
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The identities with negative weights are the following,
ζ(n(−2)) = π
2n
(2n+ 1)!
(−1)n(n+1)/2
2n
, (2.49)
ζ(n(−4)) = π
4n
(4n+ 2)!
(−1)n(n+1)/2
2n
((
1 +
√
2
)2n+1
+
(
1−
√
2
)2n+1)
,
(2.50)
ζ(n(−6)) = π
6n
(6n+ 3)!
3
2
(
1 + 23n+1(−1)n(n+1)/2
×


(
1 +
√
3
2
)6n+3
+
(
1−√3
2
)6n+3
− 1

 , (2.51)
ζ(n(−1)) = (−1)n
∑∏
k≥1
1
jk!
(−Lik((−1)k)
k
)jk
, (2.52)
ζ(−1, n1) = (−1)n+1 (log 2)
n
n!
,
ζ(−1,−1, n1) = −Lin+2(1/2) . (2.53)
2.B Minimal set
MZVs can be expressed as linear combinations of mathematical constants such
as π, ζ(n) or Lin(1/2) and, for high weight, a minimal set of other constants. In
the tables we translated [2], the following choice of constants in the minimal set
has been used,
s6 = S({−5,−1},∞) =
∞∑
i1=1
(−1)i1
i51
i1∑
i2=1
(−1)i2
i2
= ζ(−5,−1) + ζ(6) ≃ 0.98744142640329971377 , (2.54)
s7a = S({−5, 1, 1},∞) =
∞∑
i1=1
(−1)i1
i51
i1∑
i2=1
1
i2
i2∑
i3=1
1
i3
= ζ(−5, 1, 1) + ζ(−6, 1) + ζ(−5, 2) + ζ(−7) (2.55)
≃ −0.95296007575629860341 ,
s7b = S({5,−1,−1},∞) =
∞∑
i1=1
1
i51
i1∑
i2=1
(−1)i2
i2
i2∑
i3=1
(−1)i3
i3
= ζ(7) + ζ(5, 2) + ζ(−6,−1) + ζ(5,−1,−1)
≃ 1.02912126296432453422 , (2.56)
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s8a = S({5, 3},∞) =
∞∑
i1=1
1
i51
i1∑
i2=1
1
i32
= ζ(8) + ζ(5, 3) ≃ 1.0417850291827918834 ,
s8b = S({−7,−1},∞) =
∞∑
i1=1
(−1)i1
i71
i1∑
i2=1
(−1)i2
i2
= ζ(8) + ζ(−7,−1) ≃ 0.99644774839783766600 , (2.57)
s8c = S({−5,−1,−1,−1},∞)
=
∞∑
i1=1
(−1)i1
i51
i1∑
i2=1
(−1)i2
i2
i2∑
i3=1
(−1)i3
i3
i3∑
i3=1
(−1)i4
i4
= ζ(8) + ζ(−7,−1) + ζ(−5,−3) + ζ(6, 2) + ζ(−5,−1, 2)
+ζ(−5, 2,−1) + ζ(6,−1,−1) + ζ(−5,−1,−1,−1) (2.58)
≃ 0.98396667382173367094 ,
s8d = S({−5,−1, 1, 1},∞) =
∞∑
i1=1
(−1)i1
i51
i1∑
i2=1
(−1)i2
i2
i2∑
i3=1
1
i3
i3∑
i3=1
i
i4
= ζ(8) + ζ(−5,−3) + ζ(6, 2) + ζ(7, 1) + ζ(−5,−2, 1) + ζ(−5,−1, 2)
+ζ(6, 1, 1) + ζ(−5,−1, 1, 1) ≃ 0.99996261346268344768 . (2.59)
2.C Conversion of HPL at unity to MZV
In this appendix we prove the formulae presented in 2.2.8. We first prove
H(−m; 1) = −ζ(−m) =
∞∑
i=1
(−1)i+1
im
= −
∞∑
i=1
1
(2i)m
−
∞∑
i=1
−1
(2i− 1)m
= −2−mζ(m) + (
∞∑
i=1
1
im
−
∞∑
i=1
1
(2i)m
= −2−mζ(m) + (ζ(m)− 2−mζ(m))
= (1− 21−m)ζ(m) . (2.60)
For the proof of the formula for higher depth we start with the definition (2.15)
of the coefficients of the series expansion of the HPL and first prove that
(−1)i+1Zi(m1,...,k) = (−1)k+1Zi(−m1,...,k). (2.61)
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This holds for depth 1,
(−1)i+1Zi(m1) = (−1)i+1 sgn(m1)
i+1
i|m|
=


(−1)i+1 1
im1
= Zi(−m1), m1 > 0
(−1)i+1 (−1)
i+1
i|m1|
=
1
i−m1
= Zi(−m1), m1 < 0 .
(2.62)
For m1,...,k with m1 > 0 we get
(−1)i+1Z1(m1,...,k) =
= (−1)i+1 1
im1
i−1∑
i2=1
Zi2(m2,...,k)
= −(−1)
i
im1
i−1∑
i2=1
(−1)i2+1(−1)kZi2(−m2,...,k)
= (−1)k+1Zi(−m1,...,k) , (2.63)
and for m1 < 0,
(−1)i+1Z1(m1,...,k) = = (−1)i+1 (−1)
i+1
i|m1|
i−1∑
i2=1
(−1)i2+1Zi2(m2,...,k)
=
(1
i|m1|
i−1∑
i2=1
(−1)kZi2(−m2,...,k)
= (−1)k+1Zi(−m1,...,k). (2.64)
The next step is to prove for k > 1 that
Zi(m1,...,k) =
N(m1,...,k)
sgn(m1)
i
i|m1|
i−1∑
i2=1
. . .
ik−1−1∑
ik
sgn(m1m2)
i2
i
|m2|
2
. . .
sgn(mk−1mk)ik
i
|mk|
k
, (2.65)
where N(m1,...,k) is given by (−1)#n with #n the number of negative indices in
the index vector m.
The proof is again through induction in the depth. We first test the claim for
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depth 2. For m1 positive
Zi(m1, m2) =
1
im1
i−1∑
i2=1
Zi2(m2) =
1
im1
i−1∑
i2=1
sgn(m2)
i2+1
i|m2|
=


1
im1
i−1∑
i2=1
1
im2
m2 > 0
1
im1
i−1∑
i2=1
(−1)i2+1
i|m2|
= − 1
im1
i−1∑
i2=1
(−1)i2
i|m2|
m2 < 0 ,
(2.66)
which is the expected result. For m1 negative one has
Zi(m1, m2) =
(−1)i
i|m1|
i−1∑
i2=1
Zi2(m2) =
(−1)i
i|m1|
i−1∑
i2=1
sgn(m2)
i2+1
i|m2|
=


(−1)i
i|m1|
i−1∑
i2=1
1
im2
m2 < 0
(−1)i
i|m1|
i−1∑
i2=1
(−1)i2+1
i|m2|
= −(−1)
i
i|m1|
i−1∑
i2=1
(−1)i2
i|m2|
m2 > 0 .
(2.67)
We turn now to the general case k > 2. For m1 positive, one has
Zi(m1,...,k) =
1
im1
i−1∑
i2=1
Zi2(m2,...,k)
=
1
im1
N(m2,...,k)
i−1∑
i2=1
· · ·
ik−1−1∑
ik
sgn(m2)
i2
i
|m2|
2
sgn(m2m3)
i3
i
|m3|
3
. . .
sgn(mk−1mk)ik
i
|mk |
k
= N(m1,...,k)
1
im1
i−1∑
i2=1
· · ·
ik−1−1∑
ik
sgn(m1m2)
i2
i
|m2|
2
. . .
sgn(mk−1mk)ik
i
|mk|
k
, (2.68)
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and for m1 < 0
Zi(m1,...,k) =
(−1)i
i|m1|
i−1∑
i2=1
(−1)i2+1Zi2(m2,...,k)
=
sgn(m1)
i
i|m1|
i−1∑
i2=1
(−1)kZi2(−m2,...,k)
= N(m2,...,k)(−1)k sgn(m1)
i
i|m1|
i−1∑
i2=1
· · ·
ik−1−1∑
ik
−sgn(m2)i2
i
|m2|
2
sgn((−m2)(−m3))i2
i
|m2|
2
. . .
sgn((−mk−1)(−mk))ik
i
|mk|
k
= N(m1,...,k)
sgn(m1)
i
i|m1|
i−1∑
i2=1
. . .
ik−1−1∑
ik
sgn(m1m2)
i2
i
|m2|
2
. . .
sgn(mk−1mk)ik
i
|mk |
k
, (2.69)
since
(−1)kN(−m2,...,k) = (−1)−k(−1)k−1−#n(m2,...,k)
= (−1)−#n(m2,...,k−1) = (−1)#n(m1,...,k) . (2.70)
The connection between an HPL and the corresponding MZV is easy to figure
out from the definition (2.34) of the MZV. One obtains the result (2.33)
H({m1,...,k}, 1) = N(m1,...,k)ζ(m˜1,...,k). (2.71)
2.D Table of representation through more com-
mon functions
In these tables, we collect identities relating HPLs to more common functions
that can be found in refs. [32, 63]. These identities are used by the function
HPLConvertToKnownFunctions (see Section 2.3.1) and applied systematically
when the option $HPLAutoConvertToKnownFunctions is set to True, see Sec-
tion 2.3.3.
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2.D.1 Weight 2
H ({1, 1}; x) = 1
2
log (1− x)2 , (2.72)
H ({1,−1}; x) = Li2((1− x)/2)− log(2) log(1− x)− Li2
(
1
2
)
, (2.73)
H ({−1, 1}; x) = Li2((1 + x)/2)− log(2) log(1 + x)− Li2
(
1
2
)
, (2.74)
H ({−1, 0}; x) = log(1 + x) log(x) + Li2(−x) , (2.75)
H ({−2}; x) = −Li2(−x) . (2.76)
2.D.2 Weight 3
H ({1, 2}; x) = −2S1,2 (x)− log (1− x) Li2 (x) , (2.77)
H ({1, 1, 1}; x) = −1
6
log (1− x)3 , (2.78)
H ({2, 1}; x) = S1,2 (x) , (2.79)
H ({2,−1}; x) = Li3( 2x
1 + x
)− Li3
(
x
1 + x
)
− Li3
(
1 + x
2
)
−Li3(x) + log(1 + x)Li2(1
2
) + log(1 + x)Li2(x)
+
1
2
log(2) log(1 + x)2 + Li3
(
1
2
)
, (2.80)
H ({−2, 1}; x) = −S1,2(x) + Li3
( −2x
1− x
)
− Li3
(
1− x
2
)
− Li3(−x)
+Li3
(
1
2
)
+ Li3(x) + log(1− x)Li2(−x)
+ log(1− x)Li2
(
1
2
)
− log(1− x)Li2(x)
+
1
2
log(2) log(1− x)2 − 1/6 log(1− x)3 , (2.81)
H ({−2,−1}; x) = S1,2(−x) , (2.82)
H ({1,−1,−1}; x) = −1
2
log
(
1− x
2
)
log(1 + x)2 − Li3
(
1
2
)
− log(1 + x)Li2
(
1 + x
2
)
+ Li3
(
1 + x
2
)
. (2.83)
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H ({−1, 1, 1}; x) = 1
2
log
(
1 + x
2
)
log(1− x)2 + Li3
(
1
2
)
+ log(1− x)Li2
(
1− x
2
)
− Li3
(
1− x
2
)
, (2.84)
H ({−1,−2}; x) = H ({−2}; x)H ({−1}; x)− 2H ({−2,−1}; x) , (2.85)
H ({−1, 2}; x) = H ({−1}; x)H ({2}; x)−H ({−2, 1}; x)
−H ({2,−1}; x) , (2.86)
H ({−1, 1,−1}; x) = H ({−1}; x)H ({1,−1}; x)− 2H ({1,−1,−1}; x) .
(2.87)
2.D.3 Weight 4
H ({1, 3}; x) = −1
2
Li2 (x)
2 − log (1− x) Li3 (x) , (2.88)
H ({1, 1, 2}; x) = 1
2
log (1− x)2 Li2 (x) + 2 log (1− x)S1,2 (x)
+3S1,3 (x) , (2.89)
H ({1, 2, 1}; x) = − log (1− x)S1,2 (x)− 3S1,3 (x) , (2.90)
H ({2, 2}; x) = −2S2,2 (x) + 1
2
Li2 (x)
2 , (2.91)
H ({3, 1}; x) = S2,2 (x) , (2.92)
H ({2, 1, 1}; x) = S1,3 (x) , (2.93)
H ({1, 1, 1, 1}; x) = 1
24
log (1− x)4 . (2.94)
2.D.4 Arbitrary weight
H ({n}; x) = Lin (x) , n > 0 , (2.95)
H ({n}; x) = −Li−n (−x) , n < 0 , (2.96)
H({n1}; x) = (−1)n log (1− x)
n
n!
, (2.97)
H({n(−1)}; x) = log (1 + x)
n
n!
, (2.98)
H({n,p−1 1}; x) = Sn−1,p (x) . (2.99)
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2.E HPLs at i
In these tables, we collect the values for the HPLs at i up to weight 3.
Weight 1
H(1; i) =
iπ
4
− log(2)
2
, H(−1; i) = iπ
4
+
log(4)
4
, (2.100)
H(+; i) =
iπ
2
, H(−; i) = − log(2) , (2.101)
H(0; i) =
iπ
2
. (2.102)
Weight 2
H(+, i) =
iπ
2
, H(−, i) = log(2) , (2.103)
H(+,−, i) = i (2C − π log(2)) , H(−,+, i) = i
(
−2C + 1
2
π log(2)
)
, (2.104)
H(0,+, i) = 2iC , H(0,−, i) = −π
24
, (2.105)
H(+, 0, i) = −2iC − π
2
4
, H(−, 0, i) = −π
24
− i
2
π log(2) . (2.106)
Weight 3
H(+,+,+; i) = −iπ
3
48
, (2.107)
H(+,+,−; i) = 1
16
(
π2 log(16)− 21ζ(3)) , (2.108)
H(+,+, 0; i) = −iπ
3
16
+
7ζ(3)
4
, (2.109)
H(+,−,+; i) = −Cπ + 21ζ(3)
8
, (2.110)
H(+,−,−; i) = −7iπ
3
96
− 2iC log(2) + 7
8
iπ log2(2)− 2Li3
(
1
2
− i
2
)
+2Li3
(
1
2
+
i
2
)
, (2.111)
H(+,−, 0; i) = −Cπ + 7iπ
3
48
+
1
2
π2 log(2) +
1
4
iπ log2(2) + 4Li3
(
1
2
− i
2
)
−4Li3
(
1
2
+
i
2
)
. (2.112)
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H(+, 0,+; i) = Cπ − 7ζ(3)
2
, (2.113)
H(+, 0,−; i) = −11iπ
3
96
+ 2iC log(2)− 1
8
iπ log2(2)− 2Li3
(
1
2
− i
2
)
+2Li3
(
1
2
+
i
2
)
, (2.114)
H(+, 0, 0; i) = Cπ , (2.115)
H(−,+,+; i) = Cπ − 1
8
π2 log(2)− 21ζ(3)
16
, (2.116)
H(−,+,−; i) = 7iπ
3
48
+ 2iC log(2)− 3
4
iπ log2(2) + 4Li3
(
1
2
− i
2
)
−4Li3
(
1
2
+
i
2
)
, (2.117)
H(−,+, 0; i) = Cπ − iπ
3
32
− 1
4
π2 log(2)− 1
8
iπ log2(2)− 2Li3
(
1
2
− i
2
)
+2Li3
(
1
2
+
i
2
)
, (2.118)
H(−,−,+; i) = −7iπ
3
96
+
1
8
iπ log2(2)− 2Li3
(
1
2
− i
2
)
+2Li3
(
1
2
+
i
2
)
, (2.119)
H(−,−,−; i) = −1
6
log3(2) , (2.120)
H(−,−, 0; i) = 1
48
(
12iπ log2(2)− π2 log(4) + 3ζ(3)) , (2.121)
H(−, 0,+; i) = −3iπ
3
32
− 1
8
iπ log2(2)− 2Li3
(
1
2
− i
2
)
+2Li3
(
1
2
+
i
2
)
, (2.122)
H(−, 0,−; i) = 1
24
(
π2 log(2)− 3ζ(3)) , (2.123)
H(−, 0, 0; i) = 1
48
i
(
π3 − 6iπ2 log(2) + 9iζ(3)) , (2.124)
H(0,+,+; i) = −Cπ + 7ζ(3)
4
, (2.125)
H(0,+,−; i) = − 1
32
i
(
π3 + 64C log(2) + 4π log2(2))− 2Li3(1
2
− i
2
)
+2Li3
(
1
2
+
i
2
)
, (2.126)
H(0,+, 0; i) = −Cπ − iπ
3
8
. (2.127)
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H(0,−,+; i) = 1
8
i
(
π3 + 2π log2(2)
)
+ 4Li3
(
1
2
− i
2
)
−4Li3
(
1
2
+
i
2
)
, (2.128)
H(0,−,−; i) = ζ(3)
16
, (2.129)
H(0,−, 0; i) = −iπ
3
48
+
3ζ(3)
8
, (2.130)
H(0, 0,+; i) =
1
32
i
(
ζ
(
3,
1
4
)
− ζ
(
3,
3
4
))
, (2.131)
H(0, 0,−; i) = −3ζ(3)
16
, (2.132)
H(0, 0, 0; i) = −iπ
3
48
. (2.133)
Arbitrary weight
H(n+; i) =
(iπ)n
2nn!
, (2.134)
H(n−; i) = (−2 log 2)
n
n!
, (2.135)
H(n0; i) =
(iπ)n
2nn!
, (2.136)
H(n0,+; i) = i22n+1
(
ζ
(
n + 1,
1
4
)
− ζ
(
n+ 1,
3
4
))
. (2.137)
The HPLs at i with only 0 and − weights can be converted to HPLs at x = −1
using the transformation x→ x2. For weight vectors s1, ..., sn we have
H(s1, ..., sn; i) = H(s
′
1, ..., s
′
n;−1)
sn = −, si = 0,− s′i =
{
1 si = −
0 si = 0 ,
(2.138)
so long as the last element of the weight vector is not a 0. If it is so, one has to
extract the 0s from the weight vector, as explained in section 2.2.2.
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Chapter 3
Expansion of hypergeometric
functions around their
parameters
The first part if this chapter treating the expansion of hypergeometric functions
around integer parameters is based on the paper
“HypExp, a Mathematica package for expanding hypergeometric functions around
integer parameters” [1]
published with Tobias Huber in Computer Physics Communications.
3.1 Introduction
As solutions of a large class of differential equations, hypergeometric functions
PFQ appear in many branches of science. They appear, in particular, in particle
physics during the calculation of radiative corrections to scattering cross sections
in loop [2–7] or phase space [8–10] integrals. In the context of dimensional reg-
ularization, the parameters of the hypergeometric functions are usually function
of an arbitrary space-time dimension d = 4 − 2ǫ where ǫ regulates infrared or
ultraviolet divergencies. For physical observables, only the limit ǫ → 0 is of
importance. Because divergencies appear in form of poles 1/ǫn, not only the con-
stant term of the Taylor expansion is of physical relevance. For this reason one
is often confronted with the task of expanding hypergeometric functions around
their parameters.
Until recently, there was no systematic approach to the expansion of hyper-
geometric functions. The required expansions were produced with a case-by-case
approach. Recently a general algorithm has been developed [11] for expand-
ing hypergeometric functions with integer parameters and other transcendental
functions systematically around their parameters. This algorithm was imple-
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mented [12] in the framework of GiNaC [13]. Very recently, a FORM package for
expanding transcendental function has become available [14].
In computations involving massive particles [15–21], the hypergeometric func-
tions can have half-integer valued parameters. Methods have been developed to
expand hypergeometric functions with half-integer parameters however none of
the available (user friendly publicly available) packages was able to perform such
an expansion.
In the first section we present one of the algorithms1 on which the pack-
age HypExp is based. The second section presents the package itself and the
last section presents new developments that allow one to expand hypergeometric
functions around half-integer parameters.
3.2 HypExp for integer parameters
3.2.1 The hypergeometric function
The Gauss hypergeometric function 2F1(a, b; c; x) is defined by
2F1(a, b; c; x) = 1 +
Γ(c)
Γ(a)Γ(b)
∞∑
i=1
Γ(a + i)Γ(b+ i)
Γ(c+ i)Γ(i+ 1)
xi , (3.1)
it has an integral representation,
2F1(a, b; c; x) =
Γ(c− b)Γ(b)
Γ(c)
1∫
0
tb−1(1− t)c−b−1(1− xt)−a,
Re(c) > Re(b) > 0, Arg(1− x) < π . (3.2)
It is the solution of the hypergeometric differential equation
x(1− x)w′′(x) + (c− (a+ b+ 1)x)w′(x)− abw(x) = 0 . (3.3)
The Gauss hypergeometric function 2F1(a, b; c; z) is analytic in z on the complex
plane with a branch cut on (1,∞), it is real on (0, 1) and equals 1 at z = 0.
The generalization of the hypergeometric function is given by
PFQ(a1, ..., aP ; b1, ..., bQ; x) = 1 +
∏Q
l=1 Γ(bl)∏P
j=1 Γ(ai)
∞∑
i=1
∏P
j=1 Γ(aj + i)∏Q
l=1 Γ(bl + i)Γ(i+ 1)
xi ,
In this chapter we will only be interested in hypergeometric functions with
P = Q+ 1.
1The second algorithm is presented in refs. [1, 22].
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3.2.2 Nested sums method
In this section, we briefly review S and Z sums and their properties presented in
ref. [11], where more detailed derivations can be found.
Definitions and auxiliary functions
The definition of the S and Z sums are
Z(n,m1,...,k, x1,...,k) =
n∑
i1=1
i1−1∑
i2=1
· · ·
ik−1−1∑
ik=1
xi11
im11
. . .
xikk
imkk
, (3.4)
S(n,m1,...,k, x1,...,k) =
n∑
i1=1
i1∑
i2=1
· · ·
ik−1∑
ik=1
xi11
im11
. . .
xikk
imkk
, (3.5)
where we introduced the short-hand notation
m1,...,k = {m1, . . . , mk}.
The number k is called the depth and the sum of the |mi|’s is called the weight
of the nested sum. The S and Z sums are related, since their expressions differ
only by the upper summation limits in the recursion relation. Using
∑
i≤j =∑
i<j +δij , we can convert S into Z sums and vice versa. Due to this possibility,
we will in the following concentrate on the Z sums. Similar properties can be
derived for S sums [11].
The Z sums of same upper summation index form an algebra, that means
that a product of Z sums of a given upper summation index n is expressible as
a sum of Z sums of this upper summation index. Since products are defined
for equal upper summation limit n, it is useful to have a relation between sums
Z(n, . . . ) of different n’s. The recursive use of the following formulae allows to
change the upper summation boundary of a Z, and, doing so, to bring all the
nested sums to the same upper summation limit. This is called “synchronizing
the sums” [11],
Z(n+ c− 1, m1,...,k, x1,...,k) = Z (n− 1, m1,...,k, x1,...,k)
+
c−1∑
j=0
xj1
xn1
(n+ j)m1
Z(n− 1 + j,m2,...,k, x2,...,k), (3.6)
Since the definition of the Z sums is for denominators of the form i−m, it will
also be useful to convert sums of the form
n∑
i=1
xi
(i+ c)m
Z(i− 1, . . . )
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to the form of the definition, that is, with c = 0. If the depth of the sum is zero,
we use
n∑
i=1
xi
(i+ c)m
=
1
x
n∑
i=1
xi
(i+ c− 1)m −
1
cm
+
xn
(n + c)m
, (3.7)
and otherwise we use
n∑
i=1
xi
(i+ c)m
Z(i− 1, m1,...,k, x1,...,k) =
1
x
n∑
i=1
xi
(i+ c− 1)mZ(i− 1, m1,...,k, x1,...,k)
−
n−1∑
i=1
xi
(i+ c)m
xi1
im1
Z(i− 1, m2,...,k, x2,...,k)
+
xn
(n+ c)m
Z(n− 1, m1,...,k, x1,...,k). (3.8)
Relations to other functions
Special cases of Z and S sums are related to other functions. For infinite upper
summation limit, we have the following identities
Z(n, {m1,...,k}, {1, ..., 1}) = Zm1,...,mk(n), (3.9)
Z(∞, m1,...,k, x1,...,k) = Limk,...,m1(xk, . . . , x1), (3.10)
Z(∞, m1,...,k, 1, . . . , 1) = ζ(mk, . . . , m1), (3.11)
Z(∞, m1,...,k, {x, 1, . . . , 1}) = Hm1,...,mk(x), (3.12)
Z(∞, {n+ 1, 1, . . . , 1︸ ︷︷ ︸
p−1
}, {x, 1, . . . , 1︸ ︷︷ ︸
p−1
}) = Sn,p(x) . (3.13)
Zm1,...,mk(n) are the Euler-Zagier sums [23, 24], Limk ,...,m1(xk, . . . , x1) are the Gon-
charov multiple polylogarithms [25]. A special case of the Goncharov multiple
polylogarithms are the harmonic polylogarithms (HPL) Hm1,...,mk(x) of Remiddi
and Vermaseren [26]. ζ(mk, . . . , m1) are the multiple zeta values [27]. The HPLs
can be reduced to classical polylogarithms (Lin(x)) [28] and Nielsen polyloga-
rithms (Sn,p(n)) [29] up to weight 4 in our case
2. Because we only have one free
variable in the hypergeometric functions, we will only use the last two identities.
The package HypExp uses the package HPL [30] to deal with harmonic poly-
logarithms.
2For the expansion around integer-valued parameters of the HF, only HPLs with positive
indices appear.
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Expansion of the Γ function
Γ functions can be expanded around integer values as follows ref. [11]
Γ(a+ αǫ) = Γ(1 + αǫ)Γ(a)

1 + ∞∑
j=1
(αǫ)jZ1,...,1︸︷︷︸
j
(a− 1)

 , (3.14)
1
Γ(a+ αǫ)
=
1
Γ(1 + αǫ)Γ(a)

1 + ∞∑
j=1
(−αǫ)jS1,...,1︸︷︷︸
j
(a− 1)

 , (3.15)
for a integer and a > 0. For negative (or vanishing) a, one has to use the identity
xΓ(x) = Γ(x+ 1) so that
Γ(−n + αǫ) = Γ(1 + αǫ)
αǫ
(−1)n
Γ(n + 1)

1 + ∞∑
j=1
(αǫ)jS1,...,1︸︷︷︸
j
(n)

 , (3.16)
1
Γ(−n + αǫ) =
αǫ
Γ(1 + αǫ)
(−1)nΓ(n+ 1)

1 + ∞∑
j=1
(−αǫ)jZ1,...,1︸︷︷︸
j
(n)

 .
(3.17)
Description of the algorithm
The algorithm described in this section is the adaptation of the algorithm of type
A of ref. [11] for the special case of hypergeometric functions.
The definition of the hypergeometric series is given by
JFJ−1({A1, . . . AJ}, {B1, . . . , BJ−1}, x)
= 1 +
∏Q
l=1 Γ(bl)∏P
j=1 Γ(ai)︸ ︷︷ ︸
E
∞∑
i=1
∏P
j=1 Γ(aj + i)∏Q
l=1 Γ(bl + i)Γ(i+ 1)
xi︸ ︷︷ ︸
I
. (3.18)
We denote the coefficients in front of the sum with E and the sum itself with I.
The parameters A and B are of the form
Ai = ai + αiǫ Bi = bi + βiǫ ai, bi ∈ Z and αi, βi ∈ R .
In order to give the ǫ-expansion (to order n) of the hypergeometric function, one
has to expand the product of E and I to order n. Let us have a look at the
required depth of the ǫ-expansion for these factors.
• For each negative bj , one gets a factor ǫ−1 in E, and factors ǫ in I, but only
for the values 1, . . . ,−bj of i.
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• For vanishing bj ’s one gets a factor ǫ−1 in E but no factors of ǫ in I.
• For negative aj’s, one gets factors of ǫ in E and factors ǫ−1 in I for each
i = 1, . . . ,−aj ,
• For vanishing aj ’s, one gets factors of ǫ in E but no factors ǫ−1 in I.
This means that for the expansion of the hypergeometric function to order n we
have to compute the expansion of E to order
nE = n+#(aj < 0) (3.19)
and for I to order
nI = n +#(bj ≤ 0)−#(aj = 0). (3.20)
Note that the above argument explains why the expansion of
2F1(α1ǫ, α2ǫ, b+ βǫ, x), b > 0
starts with 1 +O(ǫ2), whereas that of (for example)
2F1(1 + α1ǫ, 1 + α2ǫ, βǫ, x)
has a ǫ−1 term.
We treat first the prefactor
E =
Γ(B1) . . .Γ(BJ−1)
Γ(A1) . . .Γ(AJ)
. (3.21)
We expand the Γ functions with the formulae of section 3.2.2, which leads to
E =
Γ(1 + β1ǫ) . . .Γ(1 + βJ−1ǫ)
Γ(1 + α1ǫ) . . .Γ(1 + αJǫ)
f (A1, . . . , AJ , B1, . . . , BJ−1, ǫ) . (3.22)
We have to expand the product of Z sums appearing in f to the order
nΓE = nE +#(b ≤ 0) = n+#(a < 0) + #(b ≤ 0) (3.23)
because of the factors ǫ−1 for each negative b. Since the factors Γ(1 + βiǫ) and
Γ(1 + αiǫ)
−1 will cancel those coming from the expansion of the Γ functions in
the sum I, we will only consider
E˜ =
Γ(1 + α1ǫ) . . .Γ(1 + αJǫ)
Γ(1 + β1ǫ) . . .Γ(1 + βJ−1ǫ)
Γ(B1) . . .Γ(BJ−1)
Γ(A1) . . .Γ(AJ)
= f (A1, . . . , AJ , B1, . . . , BJ−1, ǫ) . (3.24)
The coefficients of the ǫ-expansion of E˜ are Z or S sums with finite upper sum-
mation limit. These are rational functions that can be computed easily using the
recursive definition.
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We now turn to the sum
I =
∞∑
i=1
Γ(A1 + i) . . .Γ(AJ + i)
Γ(B1 + i) . . .Γ(BJ−1 + i)Γ(i+ 1)
xi . (3.25)
First one makes use of the identity xΓ(x) = Γ(x+ 1) to bring all Γ(Aj + i)’s and
Γ(Bj + i)’s to the form Γ(i + ξǫ) times some rational functions of i. Then one
expands the Γ functions with the formulae of section 3.2.2. As one knows that
there will appear terms with, at worst, as many factors 1/ǫ as there are strictly
negative aj ’s, one has to expand the Γ-functions to order
nΓI = nI +#(aj < 0) = n+#(bj ≤ 0)−#(aj = 0) + #(aj < 0) (3.26)
so as to get I to the required order nI . The result of this expansion is a product
of
• the factors Γ(1 + ξǫ) from the expansion of the Γ(i + ξǫ). We use them
to cancel those from E. From now on, we denote by I˜ the sum I without
these factors.
• a product of ǫ-expansions with coefficient Z1,...,1(i−1) or S1,...,1(i−1). These
products are treated as above, first converting the S sums into Z sums, then
expanding the products of Z sums into a sum of single Z sums. In this case
one cannot calculate numerical values for the Z sums, due to the i in the
argument.
• a rational function R(i, ǫ) of i and ǫ from the factors x in the reduction
xΓ(x) = Γ(x + 1). This is reduced by means of expansion into partial
fractions to a sum of coefficients times single denominators.
The next step is to bring the factors 1/(i + c)n appearing in R(i, ǫ) to the form
i−m suitable for applying the definition of the Z sums. The method is presented
in section 3.2.2.
At this point, one can perform the last summation over i, as described in the
following section. The result is a sum of Z sums with upper summation limit
equal to infinity. These can be converted to more common functions, as described
in section 3.2.2.
To obtain the full expansion, one has to multiply the expansions of E˜ and I˜
and to add unity to the result.
Last summation
The algorithm reduces the sum I˜ to a sum of terms of the form∑
i
xi
1
(i+ j + αǫ)n
Z (i− 1, m1,...,k, {1, . . . , 1}) .
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Here we have to distinguish several cases. The general strategy is to perform the
summation over i until the denominator is positive for each i, then to simplify the
remainder to the form of the definition of a Z sum. We list below the different
kinds of terms that can appear and for each of them the way it is processed.
• Z sums of argument i− 1 times one denominator with negative offset:
1
(i− j + αǫ)mZ(i− 1, . . . ).
Here one has to perform the sum up to the j-th term, using
∞∑
i=1
1
(i− j + αǫ)mZ(i− 1, . . . )
=
j−1∑
k=1
xk
(k − j + αǫ)mZ(k − 1, . . . ) +
xj
(αǫ)m
Z(j − 1, . . . )
+
∞∑
k=1
xk+j
(k + αǫ)m
Z(k + j − 1, . . . ) . (3.27)
One then expands the first two terms to the required order in ǫ. The Z
sums occurring can be evaluated, as their upper summation limits are finite.
We now take a closer look at the last sum
∞∑
k=1
xk+j
(k + αǫ)m
Z(k + j − 1, . . . )
= xj
∞∑
k=1
xk
( ∞∑
l=1
(−αǫ)l 1
kl+m
(m+ l − 1)!
l!(m− 1)!
)
Z(k + j − 1, . . . ) .
(3.28)
Here one only keeps terms up to the required order in ǫ in the sum over l.
The Z sum in the last term has to be synchronized down to argument i−1,
as described in section 3.2.2.
• Z sums of argument i− 1 times one denominator without offset:
xi
in
Z(i− 1, . . . ) .
If n is positive, following the definition of the Z sums, one gets
∑
i
xi
in
Z(i− 1, m2,...,k, {1, . . . , 1}) = Hn,m2,...,mk(x) . (3.29)
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In many cases, the harmonic polylogarithm can be expressed in terms of
more common functions.
If n is negative, one has to interchange the first two summations
∞∑
i=1
imxiZ (i− 1, m2,...,k, x2,...,k)
=
∞∑
i2=1
xi22
im22
Z (i2 − 1, m3,...,k, x3,...,k)
∞∑
i=i2+1
imxi . (3.30)
The last sum
∞∑
i=i2+1
imxi =
∞∑
i=i2+1
(
x
∂
∂x
)m
xi =
(
x
∂
∂x
)m
xi2+1
1− x (3.31)
is a polynomial of degree m in i2. The coefficient of each power of i2 is a
rational function in x. The ik2 of this polynomial can be combined with the
i−m22 from the definition of the Z-sum. We can also factor out an x
i2+1.
The remainder is then a polynomial in i2 with rational coefficient functions
of x. The result is then
∞∑
i=1
imxiZ (i− 1, m2,...,k, x2,...,k)
= x
∞∑
i2=1
(xx2)
i2
im22
Z (i2 − 1, m3,...,k, x3,...,k)
∑
Cj(x)i
j
2 . (3.32)
We are now left over with a sum of terms of the form
C(x)
∞∑
i2=1
(xx2)
i2
im˜2
Z (i2 − 1, m3,...,k, x3,...,k) .
Recursive use of this formula leads either to Z sums with a denominator
with positive m˜ or to a Z sum multiplied by a denominator with negative
exponent n but with zero depth. For the latter we can apply
∞∑
i=1
xiimZ (i− 1, {}, {}) =
∞∑
i=1
xiim = Li−m(x) =
(
x
∂
∂x
)m
x
1− x , (3.33)
which is also a rational function in x.
• Z sums of argument i− 1 without denominators:
xiZ(i− 1, m2,...,k, {1, . . . , 1}) .
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The summation can be performed by exchanging the first two summations
∞∑
i=1
xiZ(i− 1, m2,...,k, {1, . . . , 1}) = x
1− xHm2,...(x) (3.34)
• Single denominator with negative offset:
∑
i
xi
(i− j + αǫ)m .
Here we perform the sum explicitly for the j first terms
∞∑
i=1
xi
(i− j + αǫ)m =
j−1∑
k=1
xk
(k − j + αǫ)m +
xj
(αǫ)m
+ xj
∞∑
k=1
xk
(k + αǫ)m
, (3.35)
we can simplify the last summation if we are only interested in the expansion
to order n:
∞∑
k=1
xk
(k + αǫ)m
=
n∑
l=0
(m+ l − 1)!
l!(m− 1)! (−αǫ)
lLim+l(x) +O(ǫ
n+1) . (3.36)
Note that this works for positive and negative m.
• Single denominator with positive offset:
∑
i
xi
(i+ j)m
.
We use the formula
∞∑
i=1
xi
(i+ j)m
=
1
xj
(
Lim(x)−
j∑
i=1
xi
im
)
. (3.37)
3.3 The Mathematica implementation HypExp
We implemented the results of the previous section in the Mathematica package
HypExp. It allows one to expand arbitrary JFJ−1-functions to arbitrary order in a
small quantity around integer parameters. It can be obtained from link [31]. The
results are displayed in terms of rational functions, logarithms, polylogarithms,
Nielsen polylogarithms, and harmonic polylogarithms. The results given by these
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functions are not systematically simplified using Simplify, since the simplifica-
tion might take longer than the expansion itself, in particular for expansions to
high orders. Use of Simplify might produce a more compact result.
After installation3, the package HypExp may be loaded using the following
command,
<< HypExp‘
This should be done at the beginning of the session.
3.3.1 Functions, commands and symbols added
The package HypExp adds two new symbols
• $HypExpPath is the path where the HypExp package is installed.
• $HypExpFailed is the symbol returned by the package in case of failure.
The package adds the following functions
• HypExp[Hypergeometric2F1[...,x],ǫ,n] gives the ǫ expansion of the en-
closed hypergeometric function (HF). The function HypExp applied to any-
thing else but a HF will leave it intact. Therefore one can map it onto an
expression containing hypergeometric functions, and only the HF will be
expanded to the required order in ǫ. This is illustrated by the following
example:
HHypExp@#1, Ε, 1D &L HLog@1 - ΕD Hypergeometric2F1@1 + Ε, 1, 2 - Ε, xDL
Log@1 - ΕD J- Log@1 - xD
x
+
Ε J Log@1 - xD
x
+
Log@1 - xD2

x
+
PolyLog@2, xD

x
NN
HHypExp@#1, Ε, 1D &L  HLog@1 - ΕD
HypergeometricPFQ@81 + 2 Ε, 1 - Ε, 2<, 82 - Ε, 2 + 3 Ε<, xDL
Log@1 - ΕD J- Log@1 - xD
x
+
Ε J- 2 Log@1 - xD
x
-
Log@1 - xD2
2 x -
2 PolyLog@2, xD

x
NN
Simplify@%D
-
1
2 x HLog@1 - ΕD
HLog@1 - xD H2 + 4 Ε + Ε Log@1 - xDL + 4 Ε PolyLog@2, xDLL
The result is not returned as a SeriesData object because this would have
the effect of forcing the expansion of the rest of the expression. This ex-
ample also illustrates the absence of automatic simplification of the results
produced by the package, as this might be time consuming and not always
appropriate. If one wants to get a compact result, one should use Simplify
or even FullSimplify. The prefactors that accompany the variable ǫ can
also be symbolic, and the expansion also works for argument z = 1 as shown
3see link [31] for more information on the installation procedure
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by the following example,
FullSimplify@HypExp@
Hypergeometric2F1@1 + 3 Ε, 1 - 2 Ε, 3 + 2 Ε, 1D, Ε, 4DD
1
3 H6 - 6 H-6 + Π
2L Ε2 -
H-468 + 36 Π2 + Π4L Ε4 + 108 Ε3 H-1 + Zeta@3DLL
HypExp@HypergeometricPFQ@81 + Ε, 1 - 2 Ε, 2 - 3 Ε<, 82 + 2 Ε, 2 - Ε<, 1D, Ε, 2D
4
5 +
1
5 Ε + J2 -
2 Π2
5 N Ε + Ε
2 J6 - 8 Π25 +
78 Zeta@3D
5 N
The technicalities of the expansion in the case of the argument being unity
are explained in refs. [1, 22].
• The relations (3.115) – (3.138) between polylogarithms Lin and Nielsen
polylogarithms Sn,p of different arguments listed in appendix 3.A.1 are used
internally. By setting the constant $HypExpPolyLogRules to True, these
identities are applied systematically. Its default value is False. This is also
illustrated with an example,
$HypExpPolyLogRules = False;
PolyLogA2, z
z - 1
E
PolyLogA2, z
-1 + z E
$HypExpPolyLogRules = True;
PolyLogA2, z
z - 1
E
-
1
2 Log@1 - zD
2
- PolyLog@2, zD
• The function HypExpInt[χ1, χ2, χ3, χ4, χ5, z] evaluates integrals of the form
I (χ1, χ2, χ3, χ4, χ5, z) :=
1∫
0
du
uχ1lnχ2(u) lnχ3(1− u) lnχ4(1− zu)
(uz − 1)χ5 , (3.38)
with
w = χ2 + χ3 + χ4 + 1− δχ5,0 ≤ 5 .
The algorithms for these integrals are explained in refs. [1, 22]. All the
χi are non-negative integers and z ∈ C\(1,∞). The upper bound on the
weight w stems from the fact that the expansion of 2F1-functions up to
order O(ǫ4) also involves integrals of weight 5. The integral can be called
with the argument being symbolic:
HypExpInt@2, 0, 1, 1, 3, zD
H27 + 2 Π2 - 24 z - 4 Π2 z + 2 Π2 z2L Log@1 - zD

12 H-1 + zL2 z3 -
H-3 + 4 zL Log@1 - zD2

2 H-1 + zL2 z3 +
Log@1 - zD3
3 z3 -
Log@1 - zD2 Log@zD
2 z3 -
H-3 + 4 zL PolyLog@2, zD

2 H-1 + zL2 z3 -
PolyLog@3, 1 - zD

z3
+
3 z + 4 Zeta@3D - 8 z Zeta@3D + 4 z2 Zeta@3D

4 H-1 + zL2 z3
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Arguments that match the pattern z/(z − 1) are treated using the rela-
tions between polylogarithms of different arguments, appendix 3.A.1 (if
$HypExpPolyLogRules is set to True):
HypExpIntA1, 1, 0, 1, 2, z
z - 1
E
-
H6 + Π2L H-1 + zL2 Log@1 - zD
6 z2 +
H-1 + zL2 Log@1 - zD3
6 z2 +
H-1 + zL2 Log@1 - zD2 Log@zD
2 z2 -
H-1 + zL2 PolyLog@2, zD

z2
+
H-1 + zL2 Log@1 - zD PolyLog@2, zD

z2
+
H-1 + zL2 PolyLog@3, 1 - zD

z2
-
H-1 + zL2 Zeta@3D

z2
Finally, also all z ∈ C/(1,∞) can be inserted directly. For the special cases
z = 0 and z = 1 the integral simplifies considerably and the restriction
w ≤ 5 can be dropped.
HypExpInt@2, 4, 1, 1, 3, 1D
3 Π4
2 +
Π
6
6 - 42 Zeta@3D + 22 Π
2 Zeta@3D + 23 Π
4 Zeta@3D -
108 Zeta@3D2 - 348 Zeta@5D + 16 Π2 Zeta@5D - 240 Zeta@7D
In the case z = 1 we refer the reader also to the next paragraph.
• The function HypExpU[n,m, p] gives the result of the definite integral
U (n,m, p) :=
1∫
0
du lnn(u) · lnm(1− u) · up , (3.39)
with p ∈ Z and n, m being non-negative integers. In order to yield a con-
vergent integral the inequality m+p ≥ 0 has to be satisfied. The algorithm
to compute this integrals is described in refs. [1, 22].
HypExpU@4, 3, -2D
2 Π4 + Π
6
3 - 144 Zeta@3D + 48 Π
2 Zeta@3D + 185 Π
4 Zeta@3D -
216 Zeta@3D2 - 576 Zeta@5D + 72 Π2 Zeta@5D - 1152 Zeta@7D
• HypExpIsKnownToOrder[a1,...,aJ ,b1,...,bJ−1,n] returns True if the
expansion of the hypergeometric function with parameters corresponding
to the first arguments of the function is available in the library to the order
n.
• HypExpAddToLib adds an expansion to the library. This function is de-
scribed in section 3.3.3.
70 CHAPTER 3. HYPEXP
3.3.2 Functions modified
The package also updates Series to allow it to expand compound expressions
containing hypergeometric functions. The difference between this and the map-
ping with HypExp is that the other functions of ǫ are also expanded, as shown by
the following example:
Series@
Log@1 - ΕD Hypergeometric2F1@Ε + 1, 1, 2 - Ε, xD, 8Ε, 0, 2<D
Log@1 - xD Ε

x
+
J- Log@1 - xD2 x -
Log@1 - xD2

x
-
PolyLog@2, xD

x
N Ε2 + O@ΕD3
Series@Log@1 - ΕD HypergeometricPFQ@82 Ε + 1, 1 - Ε, 2<, 82 - Ε, 3 Ε + 2<, xD, 8Ε, 0, 2<D
Log@1 - xD Ε

x
+
J 5 Log@1 - xD2 x +
Log@1 - xD2
2 x +
2 PolyLog@2, xD

x
N Ε2 + O@ΕD3
This allows to work with the expansion of HFs as Mathematica users are used to.
We also updated the series expansion of the regularized hypergeometric functions
since they are nothing else but hypergeometric functions divided by Γ-functions.
As the incomplete B function is a special case of an HF,
B(z, a, b) =
za
a
2F1(a, 1− b, a + 1, z), a 6= −1,−2, . . . , (3.40)
it is also possible to expand it with the method described in this paper. Therefore
we also updated the series expansion of the incomplete B function around integer
values of its parameters, as shown by the following example.
Series@Beta@x, 1 + 2 Ε, 2 - ΕD, 8Ε, 0, 1<D
Jx - x22 N +
J- 3 x2 +
x2
4 +
1
2 Log@1 - xD - x Log@1 - xD +
1
2 x
2 Log@1 - xD +
2 x Log@xD - x2 Log@xDN Ε + O@ΕD2
3.3.3 Working with the libraries
Since the computation of the expansion for high orders and large parameters is
quite time consuming, it is of interest to store the results that have been already
calculated and reuse them, instead of recalculating them. The HypExp library
contains expansions of HFs for some sets of parameters. When an expansion is
requested, the package first checks whether the library contains the expansion
for the requested set of parameters to the requested order. If so, it loads it and
gives the answer, if not, it proceeds with the calculation along the line of the
preceding sections. The library management can be called dynamic in the sense
that elements of the library are loaded in the memory at run time only if they
are needed.
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The package HypExp has a standard library. Further libraries can be added,
depending on the needs and on the amount of available disk space. The different
libraries can be found at link [31].
The package also allows extending the provided libraries with HFs not in-
cluded in the standard libraries, or included but not to a sufficiently high expan-
sion order. The expansion of JFJ−1(a1, . . . , aJ , b1, . . . , bJ−1, x) to order n can be
added to the library with the command
HypExpAddToLib[a1,...,aJ,b1,...,bJ−1,n]
where a1, . . . , aj , b1, . . . , bJ−1 are integers. At this command, Mathematica will
compute the expansion for arbitrary ǫ-parts added to the integers a1, . . . , aJ and
b1, . . . , bJ−1. As arbitrary coefficients are more difficult than numbers, the time
needed to add an expansion to the library is longer than the time for a single eval-
uation. Therefore adding expansions to the library is only useful if this expansion
shows up repeatedly. The result is then saved in the library in the installation
directory, so that it can be used in future Mathematica sessions. As the results
are supposed to be used several times, the result of the expansion is simplified
using Simplify, in order to get a more compact result. This, in turn, makes the
extension of the library even more time consuming.
The library files are copied to the installation directory of the package4 during
the installation. Further libraries can be added as described at link [31].
Due to our naming conventions for the entries in the library files, the expan-
sions of HFs of parameters higher in absolute value than 9 are not allowed.
3.3.4 Note on the expansion for negative parameters
Let us consider 2F1(−m+α,−b,−m− l+β; x) for m, l, b positive integers, b > m
and α, β small. Using the definition one gets
2F1(−m+ α,−b,−m− l + β; x) =
∞∑
n=0
(−m+ α)n(−b)n
(−l −m+ β)nn!x
n . (3.41)
We are interested in the terms for n between m and b. All further terms vanish,
since then (−b)n becomes 0. They are equal to
(−m+ α) . . . (1 + α)α(−b)(1− b) . . . (m− b)
(−m+ β − l)(−m+ β + 1− l) . . . (1 + β − l)(β − l)x
m + · · ·+
(−m+ α) . . . α(1 + α) . . . (m− b+ α)(−b) . . . (−b+m+ l)
(−m+ β − l) . . . (1 + β)β x
m+l + . . .
(3.42)
4which is stored in the Mathematica variable $HypExpPath
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If one wants to define a value for 2F1(−m,−b,−m− l; x) one has to take the limit
of the above expression for α and β going to zero. The result depends on the way
one approaches (0, 0) with α and β. In ref. [32], one can find the formula
2F1(−m, b,−m − l; x) =
∞∑
n=0
(−m)n(b)n
(−l −m)nn!x
n , (3.43)
which is also the result Mathematica gives. This corresponds to a trajectory in
the (α, β)-plane going along the β axis. Taking a trajectory along the α axis would
lead to a 1/β pole. Any other trajectory gives a constant times a function. This
function happens to be the second solution of the differential equation satisfied
by 2F1(−m+ α,−b,−m− l + β; x),
x(1− x)w′′(x) + (B1 − (A1 + A2 + 1)x) w′(x)−A1A2w(x) = 0 , (3.44)
with
A1 = −m+ α , A2 = −b , B1 = −m− l + β . (3.45)
In the case of negative or vanishing c, the value at x = 0 of this function is also
equal to unity. This prevents us from discriminating between the two solutions
by their values at x = 0.
Since the use of the Kummer identity
2F1(A1, A2;B1; x) = (1− x)B1−A1−A2 2F1(B1 −A1, B1 − A2;B1; x) (3.46)
induces a rotation in the (α, β) plane and since Mathematica always chooses the
trajectory along the β axis, the result for the HF and its Kummer transform will
not be identical in Mathematica for this particular case.
3.3.5 Performance and limitations
Performance limits are set by the CPU and the amount of memory available. In
all practical cases known to the author, however, the result is given in a reason-
able time. The following table shows the CPU time dependence for the expansion
of some hypergeometric functions to different orders on a 3 GHz processor/1.5
GB RAM machine.
order 2 3 4 5
2F1(1 + ǫ, 1− ǫ; 2 + 2ǫ, x) < 1 s < 1 s < 1 s 7 s
2F1(1 + α1ǫ, 1 + α2ǫ; 2 + β1ǫ, x) < 1 s < 1 s < 1 s 6 s
3F2(1 + 2ǫ, 1− ǫ, 2− 3ǫ; 1 + 3ǫ, 2 + ǫ, x) < 1 s < 1 s < 1 s 3 s
3F2(1 + α1ǫ, 1 + α2ǫ, 2 + α3ǫ;
1 + β1ǫ, 2 + β2ǫ, x) < 1 s < 1 s 1.5 s 3 s
4F3(1 + α1ǫ, 2 + α2ǫ, 3 + α3ǫ, 4 + α4ǫ;
β1ǫ, 1 + β2ǫ, 1 + β3ǫ, x) 12 s 20 s 50 s 140 s
This package was developed in Mathematica 5.0 and should also work on
newer versions.
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3.4 HypExp for half-integer parameters
In this section we describe an algorithm to expand hypergeometric functions
about half-integer parameters.
3.4.1 Definitions and notation
In this section we introduce some definitions and notation that will be used in the
following sections. In this paper we consider hypergeometric functions (hereafter
HF)
PFP−1(A1, ..., AP ;B1, ..., BP−1; z)
whose parameters Aj and Bj have the following form
i+ γǫ or i+
1
2
+ γǫ ,
where i is an integer, γ is a real coefficient and ǫ is the parameter in which we
will expand the HF.
We will denote the finite part (i.e. either i or i+ 1
2
) of a parameter by lower
case Latin letters, the coefficients of the expansion parameter ǫ will be labelled
by Greek α or β and the whole parameter will be referred to by capital A or
B. A, a and α always correspond to an element of the first subset of argument
whereas B, b and β correspond to the second subset of parameters.
We will refer to an HF as being of the type P ij if i out of the P aks, j out of
the P − 1 bks are half-integers and the other aks and bks are integers.
We define the short-hand notation
a:a∏
j
= 1,
a:b∏
j
f(j) =
b−1∏
j=a
f(j) if a < b,
a:b∏
j
f(j) =
a−1∏
j=b
1
f(j)
if a > b ,
(3.47)
so that
Γ(b) = Γ(a)
a:b∏
j
(j) .
3.4.2 Algorithm
The algorithm is based on the fact that one can write fractions of the type
xi
(i+ j)n
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with i+ j 6= 0 in terms of the integration operator
J+(j)[f ](x) =
1
xj
x∫
0
dx′x′j−1f(x′) ≡ J+(j, 1)[f ](x), (3.48)
J+(j, n)[f ](x) ≡ (J+(j)) [J+(j, n− 1)[f ]] (x) (3.49)
in the following way
xi
i+ j
=
1
xj
x∫
0
dx′x′j−1x′i ≡ J+(j)[yi](x), (3.50)
xi
(i+ j)n
≡ J+(j, n)[yi](x) . (3.51)
Polynomials in i and x can also be written using
ixi = x
d
dx
xi, ijxi =
(
x
d
dx
)j
xi ,
for which we define the operator
J−(j)[f ](x) =
1
xj−1
d
dx
xjf(x) . (3.52)
In the following we will illustrate the algorithm with an HF of type 211.
Hypergeometric functions of type 211
We start from the definition of the Hypergeometric function 2F1
2F1(A1, A2, B1, x) = 1 +
Γ(B1)
Γ(A1)Γ(A2)
∞∑
i=1
Γ(A1 + i)Γ(A2 + i)
Γ(B1 + i)Γ(i+ 1)
xi . (3.53)
We consider the case where the finite part of A1 and B1 are half-integers and
that of A2 is an integer
A1 = a1 +
1
2
+ α1ǫ, A2 = a2 + α2ǫ, B1 = b1 +
1
2
+ β1ǫ .
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Using the relation xΓ(x) = Γ(x+1) we can transform this expression (3.53) into
2F1(a1 +
1
2
+ α1ǫ, a2 + α2ǫ, b1 +
1
2
+ β1ǫ, x) =
= 1 +
Γ(1
2
+ β1ǫ)
Γ(1
2
+ α1ǫ)Γ(1 + α2ǫ)
0:b1∏
j
(j + 1
2
+ β1ǫ)
0:a1∏
j
(j + 1
2
+ α1ǫ)
1:a2∏
j
(j + α2ǫ)
×
∞∑
i=1
0:a1∏
j
(i+ j + 1
2
+ α1ǫ)
1:a2∏
j
(i+ j + α2ǫ)
0:b1∏
j
(i+ j + 1
2
+ β1ǫ)︸ ︷︷ ︸
D
Γ(i+ 1
2
+ α1ǫ)Γ(i+ 1 + α2ǫ)
Γ(i+ 1
2
+ β1ǫ)Γ(i+ 1)
xi .
(3.54)
Where we made use of the short-hand notation defined in (3.47). The factor D
in (3.54) can be turned into partial fractions with respect to i. This yields a sum
of factors in, 1/(i+ j + γǫ)n or 1/(i+ j + 1/2 + γǫ)n .
2F1(a1 +
1
2
+ α1ǫ, a2 + α2ǫ, b1 +
1
2
+ β1ǫ, x) =
= 1 +
0:b1∏
j
(j + 1
2
+ β1ǫ)
0:a1∏
j
(j + 1
2
+ α1ǫ)
1:a2∏
j
(j + α2ǫ)
Γ(1
2
+ β1ǫ)
Γ(1
2
+ α1ǫ)Γ(1 + α2ǫ)
×
∞∑
i=1
(∑
j≥0,n
C+j,n
(i+ j + γǫ)n
+
∑
j<0,n
C+j,n
(i+ j + γǫ)n
+
∑
j,n
C
1/2
j,n
(i+ 1
2
+ j + γǫ)n
+
∑
n
C−n i
n
)
×Γ(i+ 1 + α1ǫ)Γ(i+
1
2
+ α2ǫ)
Γ(i+ 1
2
+ β1ǫ)Γ(i+ 1)
xi , (3.55)
where the coefficients Cj and C
1/2
j are polynomials in ǫ. The sum over positive
j’s can be expanded in ǫ which yields factors of 1/(i+ j)n that can be expressed
as integration operators
J+(j, n) =

 1
xj
x∫
0
dx′x′j−1

n (3.56)
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acting on
B ≡ Γ(
1
2
+ β1ǫ)
Γ(1
2
+ α1ǫ)Γ(1 + α2ǫ)
∞∑
i=1
Γ(i+ 1
2
+ α1ǫ)Γ(i+ 1 + α2ǫ)
Γ(i+ 1
2
+ β1ǫ)Γ(i+ 1)
xi
= 2F1(
1
2
+ α1ǫ, 1 + α2ǫ,
1
2
+ β1, x)− 1 . (3.57)
The same applies for the terms of the form 1/(i+ 1
2
+j+γǫ)n with the integration
operator
J+1/2(j, n) =

 1
xj+
1
2
x∫
0
dx′x′j−
1
2

n = J+(j + 1
2
, n) .
The factors in can be written as differentiation operators
J−(n) =
(
x
d
dx
)n
(3.58)
acting on B. For the terms with j = −k < 0 we decompose the sum over i in
three parts, one running from 1 to k − 1, the term i = k and the remaining sum
to infinity
∞∑
i=1
xi
(i− k + γǫ)nBi =
k−1∑
i=1
xi
(i− k + γǫ)nBi +
xk
(γǫ)n
Bk +
∞∑
i=k+1
xi
(i− k + γǫ)nBi .
(3.59)
The last term can be worked out as follows
∞∑
i=k+1
xi
(i− k + γǫ)nBi
=
∞∑
i=1
xixk
(i+ γǫ)n
Bi+k = x
k
∞∑
i=1
xi
(i+ γǫ)n
Bi+k (3.60)
= xk
∞∑
l=0
(n + l − 1)!
l!(n− 1)! (−γǫ)
l
∞∑
i=1
xi
(i)n+l
Bi+k
= xk
∞∑
l=0
(n + l − 1)!
l!(n− 1)! (−γǫ)
l
[
J+(0, n+ l)
]( ∞∑
i=1
x−kxiB˜i,k
)
= xk
∞∑
l=0
(n + l − 1)!
l!(n− 1)! (−γǫ)
l
[
J+(0, n+ l)
] (
x−kB˜(k, x)
)
, (3.61)
where
B˜i,k =
{
0, i ≤ k
Bi, i > k
and B˜(k, x) =
∞∑
i=1
xiB˜i,k . (3.62)
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One can now write the terms with j < 0 in D as an operator
1
(i− j + γǫ)n → J
+(j, n, γ)B
≡
j∑
i=1
Bix
i
(i− j + γǫ)n + x
j
∞∑
l=0
(n+ l − 1)!
l!(n− 1)! (−γǫ)
lJ+(0, n+ l)
(
x−jB˜(j)
)
,
(3.63)
where Bi is the i-th coefficient of the Taylor expansion in x of B about x = 0
Bi =
Γ(a1 +
1
2
+ i+ α1ǫ)Γ(a2 + 1 + i+ α2ǫ)Γ(b1 +
1
2
+ β1ǫ)
Γ(a1 +
1
2
+ α1ǫ)Γ(a2 + 1 + α2ǫ)Γ(b1 +
1
2
+ i+ β1ǫ)i!
, (3.64)
The final formula reads
2F1(a1 +
1
2
+ α1ǫ, a2 + α2ǫ, b1 +
1
2
+ β1ǫ, x) (3.65)
= 1 +
0:b1∏
j
(j + 1
2
+ β1ǫ)
0:a1∏
j
(j + 1
2
+ α1ǫ)
1:a2∏
j
(j + α2ǫ)
×
(∑
j≥0,n
C+j,nJ
+(j, n) +
∑
j<0,n,γ
C+j,n,γJ
+(j, n, γ)
+
∑
j,n
C
1/2
j,n J
+(j +
1
2
, n) +
∑
n
C−n J
−(n)
)
B .
(3.66)
General method
We now consider the general case for the expansion of
PFP−1(A1, ..., AP ;B1, ..., BP−1, x) =
1 +
∏P−1
j=1 Γ(Bj)∏P
l=1 Γ(Al)
∞∑
i=1
∏P
l=1 Γ(Al + i)∏P−1
j=1 Γ(Bj + i)
xi
Γ(i+ 1)
, (3.67)
with
Ai = ai +
1
2
+ αiǫ, 1 ≤ i ≤ r, Ai = ai + αiǫ, r < i ≤ P
Bi = bi +
1
2
+ βiǫ, 1 ≤ i ≤ s, Bi = bi + βiǫ, s < i ≤ P − 1 ,
(3.68)
78 CHAPTER 3. HYPEXP
where all ai’s and bi’s are integers. Using the relation
xΓ(x) = Γ(x+ 1) Γ(x+m) = Γ(x+ n)
n:m∏
j
(x+ j) ,
we can transform (3.67) into
PFP−1(a1 +
1
2
+ α1ǫ, ..., aP + αP ǫ; b1 +
1
2
+ β1ǫ, ..., bP−1 + βP−1ǫ, x) =
= 1 +
(
s∏
l=1
Γ(ml +
1
2
+ βlǫ)
)(
P−1∏
l=s+1
Γ(ml + βlǫ)
)
(
r∏
l=1
Γ(nl + 1/2 + αlǫ)
)(
P∏
l=r+1
Γ(nl + αlǫ)
)
×
(∏s
l=1
ml:bl∏
jl
(jl +
1
2
+ βlǫ)
)(∏P−1
l=s+1
ml:bl∏
jl
(jl + βlǫ)
)
(
r∏
l=1
nl:al∏
jl
(jl +
1
2
+ αlǫ)
)(
P∏
l=r+1
nl:al∏
jl
(jl + αlǫ)
)
×
∞∑
i=1
(
r∏
l=1
nl:al∏
jl
(i+ jl +
1
2
+ αlǫ)
)(
P∏
l=r+1
nl:al∏
jl
(i+ jl + αlǫ)
)
(∏s
l=1
ml:bl∏
jl
(i+ jl +
1
2
+ β1ǫ)
)(∏P−1
l=s+1
ml:bl∏
jl
(i+ jl + βlǫ)
)
︸ ︷︷ ︸
D
×
(
r∏
l=1
Γ(i+ nl +
1
2
+ αlǫ)
)(
P∏
l=r+1
Γ(i+ nl + αlǫ)
)
(∏s
l=1 Γ(i+ml +
1
2
+ βlǫ)
) (∏P−1
l=s+1 Γ(i+ml + βlǫ)
) xi
Γ(i+ 1)
,
(3.69)
where the integers ni and mi can be chosen as appropriate. The factor D can be
partial-fractioned into a sum of factors in, 1/(i+j+γǫ)n, or 1/(i+1/2+j+γǫ)n.
D =
∑
n,j≥0
C+j,n
(i+ j)n
+
∑
n,γ,j<0
C+j,n,γ
(i+ j + γǫ)n
+
∑
n,j
C
1/2
j,n
(i+ 1
2
+ j)n
+
∑
n
C−n i
n .
(3.70)
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Again, we write the terms in D as integration or differentiation operators acting
on the basis function
Brs({n1, ..., nP ;m1, ..., mP−1}, {α1, ..., αP ; β1, ..., βP−1})
≡
(
s∏
l=1
Γ(ml +
1
2
+ βlǫ)
)(
P−1∏
l=s+1
Γ(ml + βlǫ)
)
(
r∏
l=1
Γ(nl + 1/2 + αlǫ)
)(
P∏
l=r+1
Γ(nl + αlǫ)
)
×
∞∑
i=1
(
r∏
l=1
Γ(i+ nl +
1
2
+ αlǫ)
)(
P∏
l=r+1
Γ(i+ nl + αlǫ)
)
(∏s
l=1 Γ(i+ml +
1
2
+ βlǫ)
) (∏P−1
l=s+1 Γ(i+ml + βlǫ)
) xi
Γ(i+ 1)
= PFP−1 (N1, ..., NP ;M1, ...,MP−1; x)− 1 (3.71)
obtained by combining the first and last line of (3.69). To shorten the notation,
we have used
Ni = ni +
1
2
+ αiǫ, 1 ≤ i ≤ r, Ni = ni + αiǫ, r < i ≤ P ,
Mi = mi +
1
2
+ βiǫ, 1 ≤ i ≤ s, Mi = mi + βiǫ, s < i ≤ P − 1 .
(3.72)
We see that the functionB defined in (3.57) corresponds toB11({0, 1; 0}, {α1, α2; β1}).
The final formula reads
PFP−1 (A1, ..., AP ;B1, ..., BP−1; x)
= 1 +
(∏s
l=1
ml:bl∏
jl
(jl +
1
2
+ βlǫ)
)(∏P−1
l=s+1
ml:bl∏
jl
(jl + βlǫ)
)
(
r∏
l=1
nl:al∏
jl
(jl +
1
2
+ αlǫ)
)(
P∏
l=r+1
nl:al∏
jl
(jl + αlǫ)
)
×
(∑
j≥0,n
C+j,nJ
+(j, n) +
∑
j<0,n,γ
C+j,n,γJ
+(j, n, γ)
+
∑
j,n
C
1/2
j,n J
+(j +
1
2
, n) +
∑
n
C−n J
−(n)
)
Brs({n1, ..., nP ;m1, ..., mP−1}, {α1, ..., αP ; β1, ..., βP−1}) .
(3.73)
This formula relates a hypergeometric function to another one via differentiation
and integration operators. It is therefore sufficient for the expansion of any PFP−1
of type P rs to have
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a) the expansion of one HF of the type P rs (hereafter called the basis HF)
b) a procedure to integrate the expansion of this basis HF
The expansion of the basis HFs is treated in the next section.
3.4.3 All-order expansion of the basis functions
The achievable depth of expansion of a hypergeometric function with half-integer
parameters depends on the available depth of the expansion of the corresponding
basis functions B. In this section we describe how to get an expression for these
basis function to arbitrary order in the expansion parameter ǫ.
We first set up some notation. We introduce an associative, distributive but
non commutative product ⊗ between HPLs of the same argument
H(s1, ..., sn; x)⊗H(t1, ..., tm; x) ≡ H(s1, ..., sn, t1, ..., tm; x)
(H(s1...n; x) +H(t1...m; x))⊗H(u1...l; x) ≡ H(s1...n, u1...l; x) +H(t1...m, u1...l; x)
1⊗H(t1, ..., tm; x) ≡ H(t1, ..., tm; x) . (3.74)
We can define a “division” with respect to this product
H(s1, ..., sj, ..., sn; x)⊘H(sj, ..., sn; x) ≡ H(s1, ..., sj−1; x) ,
(3.75)
if the vector t1...m is not the last part of the vector s1...n we define
H(s1...n; x)⊘H(t1...m; x) ≡ 0 . (3.76)
The advantage of this notation is that the derivative “factorises”
d
dx
(H(s1...n; x)⊗H(t1...m; x)) =
(
d
dx
H(s1...n; x)
)
⊗H(t1...m; x)
dj
dxj
(H(s1...n; x)⊗H(t1...m; x)) =
(
dj
dxj
H(s1...n; x)
)
⊗H(t1...m; x) j ≤ n ,
(3.77)
for a j-fold derivative applied on a ⊗ product whose left HPL has a weight smaller
than j we have no factorization, but we have(
dj
dxj
(H(s1...n; x)⊗H(t1...m; x))
)
⊘H(t1...m; x) =
(
dj
dxj
H(s1...n; x)
)
.
(3.78)
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General strategy
We make the ansatz
B = g(x)

1 + ∞∑
j=1
ǫj
∑
s1,...sj=+,0,−
c(s1, ..., sj; x)Hs1,...,sj (f(x))

 , (3.79)
with f(x) =
√
x for HFs of type N ii and f(x) =
√
x/(x− 1) for HFs of type N ii+1.
The function g(x) is given by the value of the HF with the expansion parameter
ǫ put to 0. We see that in the ansatz for HFs of the type N ii+1 we will get HPLs
of imaginary arguments for real arguments of the HF to expand. The properties
of HPLs of complex arguments are described in chapter 2.
The problem reduces to finding the coefficients cs1,...,sj;x. Some properties can
be stated
• the coefficients cs1,...,sj;x are homogeneous of order j in the αi, βi, that means
that the powers of the different αs and βs sum up to the same power as ǫ.
• They have to be symmetric in the αs and βs corresponding to equal as or
bs
• Since an HF P+1FP reduces to an HF PFP−1 if two of its parameters are
equal, we have conditions on the coefficients cs1,...,sj;x. If one of the as, say
ai is equal to one of the bs, say bj , the coefficient c should reduce to the
coefficient of the reduced HF when we take the corresponding αi and βj to
be equal.
The hypergeometric function PFP−1 satisfies a differential equation D of order
P . Inserting the ansatz in the differential equation
DB = 0
the left-hand side can also be written as a sum of HPLs with coefficients
∞∑
j=0
ǫj
∑
l
∑
s1,...sl=+,0,−
D(s1, ..., sl)Hs1,...,sl (f(x)) = 0 . (3.80)
The differential equation is satisfied if all the coefficients D(s1, ..., sn) vanish. We
consider the coefficient D of a given HPL with weight vector (v1, ..., vn). Since
the differential equation is of order P , this coefficient will get contributions from
the coefficients c(...) of HPLs of weight n, n+ 1, ..., n+ P with weight vectors of
the form (..., v1, ..., vn). Using the notation (3.74), that is HPLs of the form,
H(s1, ..., sk, f(x))⊗H(v1, ..., sn, f(x)), 0 ≤ k ≤ P.
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Thus, for the coefficient D(v1, ..., vn) we only need to consider a part of the ansatz
B, namely
B˜(v1, ..., vn; x) = c(v1, ..., vn)g(x)
×

1 + P∑
j=1
ǫj
∑
s1,...sj
c˜(s1...j; x)H(s1...j; f(x))

⊗H(v1, ..., vn, f(x)) ,
(3.81)
where we have defined
c˜(s1...j; x) =
c(s1...j, v1, ..., vn; x)
c(v1, ..., vn; x)
, (3.82)
and where the sum over the weights s1, ..., sj runs over +,−, 0. The coefficient
D(v1, ..., vn; x) is now given by
D(v1, ..., vn; x) =
[(
DB˜(v1, ..., vn; x)
)
⊘H(v1, ..., vn; x)
]
H(...)=0
. (3.83)
The only dependence of the right hand side on the vector (v1, ..., vn) is in the over-
all factor c(s1, ..., sj; x) and implicitly, in the coefficients c˜(s1...j; x). Our strategy
is now to construct coefficients c˜(s1...j; x) such that the coefficients (3.83) vanish.
In the following, we illustrate this strategy for a simple example.
Simple example
We consider the HF
2F1(
1
2
+ α1ǫ, 1 + α2ǫ;
1
2
+ β1ǫ; x) , (3.84)
making the ansatz
B =
1
1− x

1 + ∞∑
j=1
ǫj
∑
s1,...sj=+,0,−
c(s1, ..., sj; x)H
(
s1, ..., sj;
√
x
) . (3.85)
We have taken g(x) = (1− x)−1 since
2F1(1,
1
2
;
1
2
; x) =
1
1− x . (3.86)
Since the expansion of (3.84) has to be real for negative values of x, we have
to make sure that the coefficient of the HPLs in the expansion (which will have
imaginary argument for x < 0) forces the expansion to be real. We know (see
Chapter 2) that an HPL of imaginary argument is real if it has an even number
3.4. HYPEXP FOR HALF-INTEGER PARAMETERS 83
of “+” weights and imaginary if the number of “+” weights is odd5. Therefore
we define
c˜(s1, ..., sn; x) =
{ √
xco(s1, ..., sn) odd number of + in s1, ..., sn
ce(s1, ..., sn) even number of + in s1, ..., sn .
We have now for an even number of “+” in v1, ..., vn
B˜(v1, ..., vn; x) =
ce(v1, ..., vn)
1− x
×
(
1 + ǫ
(√
xce(+)H(+;
√
x) + ce(−)H(−;
√
x) + ce(0)H(0;
√
x)
)
+ ǫ2
(
ce(+,+)H(+,+;
√
x) +
√
xce(+,−)H(+,−;
√
x)
+
√
xce(+, 0)H(+, 0;
√
x) +
√
xce(0,+)H(0,+;
√
x)
+ce(0,−)H(0,−;
√
x) + ce(0, 0)H(0, 0;
√
x)
+
√
xce(−,+)H(−,+;
√
x) + ce(−,−)H(−,−;
√
x)
+ce(−, 0)H(−, 0;
√
x)
))
⊗H(v1, ..., vn;
√
x) , (3.87)
and
B˜(v1, ..., vn; x) =
co(v1, ..., vn)
1− x =
×
(
√
x+ ǫ
(
co(+)H(+;
√
x) + co(−)
√
xH(−;√x) + co(0)
√
xH(0;
√
x)
)
+ ǫ2
(
co(+,+)
√
xH(+,+;
√
x) + co(+,−)H(+,−;
√
x)
+co(+, 0)H(+, 0;
√
x) + co(0,+)H(0,+;
√
x) + co(0,−)
√
xH(0,−;√x)
+co(0, 0)
√
xH(0, 0;
√
x) + co(−,+)H(−,+;
√
x)
+co(−,−)
√
xH(−,−;√x) + co(−, 0)
√
xH(−, 0;√x)
))
⊗ H(v1, ..., vn;
√
x) , (3.88)
for an odd number of “+” in v1, ..., vn. Inserting these expressions in (3.83) and
equating the ǫ coefficient of the left hand side to zero we get conditions on ce(+),
5provided the last element of the weight vector is not 0, which is not relevant here since such
HPLs are divergent at x = 0 and we are only interested in solutions of the differential equation
regular at x = 0.
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ce(−), ce(0), co(+) co(−) and co(0), namely
ce(+) = α1 − β1 co(+) = α2
ce(−) = α2 co(−) = α1 − β1
ce(0) = 0 co(0) = −2β1 . (3.89)
These results are independent of the vector v1, ..., vn, we can thus take this result
to define a rule to construct the coefficients of the HPLs in our ansatz (3.85)
c(+, w1, ..., wn) =
c(w1, ..., wn)×
{
α2 odd number of + in {w1, ..., wn}
α1 − β1 even number of + in {w1, ..., wn}
c(0, w1, ..., wn) =
c(w1, ..., wn)
{ −2β1 odd number of + in {w1, ..., wn}
0 even number of + in {w1, ..., wn}
c(−, w1, ..., wn) =
c(w1, ..., wn)×
{
α1 − β1 odd number of + in {w1, ..., wn}
α2 even number of + in {w1, ..., wn} .
(3.90)
Using these rules we can show that
D(v1, ..., vn; x) = 0
for all vectors (v1, ..., vn). We can ensure that the boundary conditions are re-
spected by setting
c(0) = 0 c(−) = α1 c(+) = α2 − β1 . (3.91)
The first terms of the expansion of (3.4.3) are then
2F1(
1
2
+ α1ǫ, 1 + α2ǫ;
1
2
+ β1ǫ; x) =
1
1− x
(
1 + ǫ
(√
x(α1 − β1)H(+;
√
x) + α2H(−;
√
x)
)
+ ǫ2
(
α2(α1 − β1)H(+,+;
√
x) +
√
x(α1 − β1)H(+,−;
√
x)
−2β1(α1 − β1)
√
xH(0,+;
√
x)
+(α1 − β1)2
√
xH(−,+;√x) + α22H(−,−;
√
x)
))
+O(ǫ3) .
(3.92)
The success of the strategy relies on the following facts
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a) The x dependence of the factors c(...; x) must be known and
b) this dependence must be simple enough in order to minimise the v1, ..., vn
dependence of the c˜(s1...j; x) in (3.82)
3.4.4 Application to 3F2
Since the integration and differentiation operators introduced above with appro-
priate coefficients allow one to go from one HF to another of the same type P rs ,
the choice of which HF should be the basis function is arbitrary. In this section,
we show the result of the application of the strategy described in the Section
3.4.3 to an 3F2.
HFs of type 311
We consider the function
3F2(
1
2
+ α1ǫ, 1 + α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ, 1 + β2ǫ; x) .
The expansion of this function is best written as a function of the parameters
s = α2 + α3 − β2
d1 = α2 − β2
d2 = α3 − β2
d3 = α1 − β1. (3.93)
Like in the example in section 3.4.3 we make the ansatz
3F2(
1
2
+ α1ǫ, 1 + α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ, 1 + β2ǫ; x) =
1
1− x

1 + ∞∑
j=1
ǫj
∑
l∈{+,0,−}j
c(l; x)Hl(
√
x)

 . (3.94)
The coefficient functions are found recursively by applying the following rules
c(l; x) = c(l)×
{ √
x, odd number of + in l
1 even number of + in l
(3.95)
c(+) = s2, c(0) = 0, c(−) = s . (3.96)
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The prefactor for + weights makes sure that the expansion is real, as adding a
“+” in the weight changes a real HPL into an imaginary one.
c(+, w1, ..., wn) =
c(w1, ..., wn)
{
s odd number of + in {w1, ..., wn}
d3 even number of + in {w1, ..., wn}
c(0, w1, ..., wn) =
c(w1, ..., wn)


−2β2 odd number of + in {w1, ..., wn}
−2β1 even number of + in {w1, ..., wn} and w1 = 0
2d1d2
s
even number of + in {w1, ..., wn} and w1 6= 0
c(−, w1, ..., wn) =
c(w1, ..., wn)
{
d3 odd number of + in {w1, ..., wn}
s even number of + in {w1, ..., wn} . (3.97)
The basis function is then found by subtracting unity from the HF.
B11({0, 1, 1; 0, 1}, {α1, α2, α3; β1, β2}) =
1
1− x

x+ ∞∑
j=1
ǫj
∑
l∈{+,0,−}j
c(l; x)Hl(
√
x)

 . (3.98)
The expansion of the basis function B11(α1, α2, β1) is recovered by setting
s→ α2, d1, d2 → 0, d3 → α1 − β1,
and that of the basis function B00(α1, α2, β1) by setting
s→ α1 + α2 − β1, d1 → α1 − β1, d2 → α2 − β1, d3 → 0 .
We see that in this limit all HPLs with weight + disappear from the expansion.
Since only HPLs with weight 0 and − can be transformed into HPLs of argument
x2 (see chapter 2) we expect only such HPLs to be present in the expansion of
HFs with only integer parameters, so that we can convert these HPLs of argument√
x into HPLs of argument x.
HFs of the type 301
We consider the HF 3F2(α1ǫ, 1 + α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ, 1 + β2ǫ; x) and make the
ansatz
3F2(α1ǫ, 1 + α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ, 1 + β2ǫ; x) =
1 +
∞∑
j=1
ǫj
∑
l∈{+,0,−}j
c(l; x)Hl
(√
x
x− 1
)
. (3.99)
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The coefficient functions are found recursively by applying the following rules
c(l; x) = c(l)×
{ √
x
x−1 , odd number of + in l
1 even number of + in l
(3.100)
c(+) = −α3, c(0) = 0, c(−) = 0 (3.101)
c(+, w1, ..., wn) = c(w1, ..., wn)
×


s odd number of + in {w1, ..., wn}
d1d2 − s(d3 + β1)
s
even number of + in {w1, ..., wn} and w1 = +
s− d1 − d2 − d3 + β1 even number of + in {w1, ..., wn} and w1 6= +
c(0, w1, ..., wn) = c(w1, ..., wn)
×


−2β2 odd number of + in {w1, ..., wn}
2d1d2
s
even number of + in {+, w1, ..., wn} and w1 = +
2(d1 + d2 − s) even number of + in {w1, ..., wn} and w1 6= +
c(−, w1, ..., wn) = c(w1, ..., wn)
×


−s− α3 odd number of + in {w1, ..., wn}
d1d2
s
even number of + in {+, w1, ..., wn} and w1 = +
d1 + d2 − s even number of + in {w1, ..., wn} and w1 6= + ,
(3.102)
where we used the definitions of (3.93). The basis function
B01({0, 1; 0}, {α1, α2, α3; β1, β2})
is then simply
B01({0, 1, 1; 0, 1}, {α1, α2, α3; β1, β2}) =
∞∑
j=1
ǫj
∑
l∈{+,0,−}j
c(l; x)Hl
(√
x
x− 1
)
.
(3.103)
The expression for B01({0, 1; 0}, {α1, α2; β1)} is found by setting
s→ α2, d1d2 → 0
in (3.103).
HFs of type 322
We consider the HF 3F2(
1
2
+ α1ǫ,
1
2
+ α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ,
1
2
+ β2ǫ; x) and make
the ansatz
3F2(
1
2
+ α1ǫ,
1
2
+ α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ,
1
2
+ β2ǫ; x) =
1
1− x

1 + ∞∑
j=1
ǫj
∑
l∈{+,0,−}j
c(l; x)Hl
(√
x
x− 1
) . (3.104)
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The expansion of this function is best written as a function of the parameters
s = α1 + α2 − β1 − β2
sβ = β1 + β2
pα = α1α2
pβ = β1β2 . (3.105)
The coefficient functions are found recursively by applying the following rules
c(l; x) ≡ c(l)×
{ √
x
x−1 , odd number of + in l
1 even number of + in l
c(+) = s, c(0) = 0, c(−) = 0 (3.106)
c(+, w1, ..., wn) =
c(w1, ..., wn)×
{
α3 odd number of + in {w1, ..., wn}
s even number of + in {w1, ..., wn}
c(0, w1, ..., wn) ={ −2sβc(w1, ..., wn)− 4pβc(w2, ..., wn) odd number of + in {w1, ..., wn}
0 even number of + in {+, w1, ..., wn}
c(−, w1, ..., wn) = c(w1, ..., wn){
s odd number of + in {w1, ..., wn}
α3 even number of + in {+, w1, ..., wn} . (3.107)
The basis function B22({0, 0, 1; 0, 0}, {α1, α2, α3; β1, β2)} is then simply
B22({0, 0, 1; 0, 0}, {α1, α2, α3; β1, β2}) =
1
1− x

x+ ∞∑
j=1
ǫj
∑
l∈{+,0,−}j
c(l; x)Hl
(√
x
x− 1
) . (3.108)
The results of (3.90) are recovered by setting one of α1 or α2 equal to one of the
β’s.
HFs of type 312
For the expansion of the basis function B12({0, 0, 1; 0, 0}, {α1, α2, α3; β1, β2}) we
consider the expansion of the HF
3F2(α1ǫ, 1 + α2ǫ,
1
2
+ α3ǫ;
1
2
+ β1ǫ,
1
2
+ β2ǫ; x) , (3.109)
3.5. CONCLUSION AND OUTLOOK 89
for which we found the expansion
3F2(α1ǫ, 1 + α2ǫ,
1
2
+ α3ǫ;
1
2
+ β1ǫ,
1
2
+ β2ǫ; x) =
1− α1ǫωH(+;ω)
− α1ǫ2
(
(− (α1 + α2)ωH(−,+;ω) + α2H(+,+;ω)
+2 (α3 − β1 − β2)ωH(0,+;ω)
)
+ α1ǫ
3
(
α1α2ωH(+,+,+;ω)− (α1 + α2)2 ωH(−,−,+;ω)
−4 (α3 − β1 − β2)2 ωH(0, 0,+;ω) + α2 (α1 + α2)H(+,−,+;ω)
+2 (α1 + α2) (α3 − β1 − β2)ωH(0,−,+;ω)
−2α2 (α3 − β1 − β2)H(+, 0,+;ω)
+2 (α1 + α2) (α3 − β1 − β2)ωH(−, 0,+;ω)
)
+ 4ǫ3α1 (α3 − β1) (α3 − β2)ωH
(
1
2
,
1
2
,+;ω
)
+O(ǫ4) , (3.110)
where
ω =
√
x
x− 1 .
In the last term, we have to define new weights for the HPLs:
f 1
2
(t) =
1
t
√
1− t2 . (3.111)
The appearance of this new weight shows that the HPLs of weights +,−, 0 are
not sufficient for the construction of the expansion of all HFs with half-integer
parameters. This is however not a limitation to the algorithm described above, so
long as one can compute the expansion of one HF of this type, and also integrate
products of the type
xjH
(
...,
√
x
x−1
)
(√
1− x2)k .
This kind of integration also occurs in the algorithm for the easier type of HFs.
3.5 Conclusion and outlook
In this chapter we have presented an algorithm to expand hypergeometric func-
tions about integer parameters and a new algorithm to expand hypergeometric
functions around half-integer parameters.
The algorithm for integer parameters works for all parameters, and for all
PFP−1. The algorithm for half-integers works in principle for all parameters, but
requires as an ingredient the knowledge of
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a) The expansion of one HF of the same type as the one to be expanded
b) Integration and differentiation routines for the functions occurring in this
expansion.
The method is quite general and might be applied to HFs PFP−1 of higher or to
other types of HFs.
In this chapter we provide explicitly the all-order expansion of the hypergeo-
metric functions
3F2(
1
2
+ α1ǫ,
1
2
+ α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ,
1
2
+ β2ǫ; x)
3F2(
1
2
+ α1ǫ, 1 + α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ, 1 + β2ǫ; x)
3F2(α1ǫ, 1 + α2ǫ, 1 + α3ǫ;
1
2
+ β1ǫ, 1 + β2ǫ; x) .
These expansions yield the expansion of the HF
2F1(
1
2
+ α1ǫ, 1 + α2ǫ;
1
2
+ β1ǫ; x)
2F1(1 + α1ǫ, 1 + α2ǫ;
1
2
+ β1ǫ; x) .
by taking the appropriate limits.
The algorithm for integer parameters has been implemented in the Mathe-
matica Package HypExp and is documented in section 3.3. The implementation
of the algorithm for half-integer parameters is in progress. Along with the im-
plementation of the algorithm, we need the expansion of basis function for as
larger a number of types as possible. It has been seen that the HPLs of weights
0,+,− are not sufficient for HFs with half-integer parameters, so the implemen-
tation of new HPL weights will be necessary, if one wants to expand all types of
hypergeometric functions P rs .
The current version of the package HypExp has been used for various applica-
tions, notably to B physics [10, 33], string theory [34, 35] and the calculation of
master integrals [7, 36]
3.A Useful relations
In this appendix we collect useful relations among logarithms, polylogarithms Lin,
and Nielsen polylogarithms Sn,p as well as some additional integrals. As stated
earlier in section 3.3.1, the automatic application of these relations is optional
and controlled by the value of $HypExpPolyLogRules. The relations are based
on refs. [28, 29] and hold at least for all z ∈ C\(1,∞).
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3.A.1 Relations between logarithms and polylogarithms
ln(
z
z − 1) = ln(−z)− ln(1− z) (3.112)
ln(
1
1− z ) = −ln(1− z) (3.113)
ln(
z
1− z ) = −ln(1− z) + ln(z) (3.114)
Li2(1− z) = −Li2(z) + π
2
6
− ln(z) ln(1− z) (3.115)
Li2(
z
z − 1) = −Li2(z)−
1
2
ln2(1− z) (3.116)
Li2(
1
1− z ) = Li2(z)−
1
2
ln2(1− z) + π
2
6
+ ln(1− z) ln(−z) (3.117)
Li2(
1
z
) = −1
2
ln2(−1
z
)− π
2
6
− Li2(z) (3.118)
Li2(
z − 1
z
) =
1
2
ln2(−1
z
) +
π2
3
− ln(1
z
) ln(
z − 1
z
) + Li2(z) (3.119)
Li3(
z
z − 1) = −Li3(z)− Li3(1− z) + ζ(3) +
π2
6
ln(1− z)
−1
2
ln(z) ln2(1− z) + 1
6
log3(1− z) (3.120)
Li3(
1
1− z ) =
1
6
ln3(1− z)− 1
2
ln(−z) ln2(1− z) + 1
2
ln(z) ln2(1− z)
−π
2
3
ln(1− z) + Li3(1− z) (3.121)
Li3(
1
z
) = Li3(z)− π
2
6
ln(−1
z
)− 1
6
ln3(−1
z
) (3.122)
Li3(
z − 1
z
) = −Li3(z)− Li3(1− z) + ζ(3)− 1
6
ln3(
1− z
z
)− π
2
6
ln(
1− z
z
)
+
1
6
ln3(1− z) + π
2
6
ln(1− z)− 1
2
ln2(1− z)ln(z) (3.123)
Li4(
1
1− z ) = −
1
24
ln4(1− z) + 1
6
ln(−z) ln3(1− z)− 1
6
ln(z) ln3(1− z)
+
π2
6
ln2(1− z) + π
4
45
− Li4(1− z) (3.124)
Li4(
z − 1
z
) = −Li4( z
z − 1)−
1
24
ln4(
1− z
z
)− π
2
12
ln2(
1− z
z
)− 7π
4
360
(3.125)
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Li5(
1
1− z ) =
1
120
ln5(1− z)− 1
24
ln(−z) ln4(1− z) + 1
24
ln(z) ln4(1− z)
−π
2
18
ln3(1− z)− π
4
45
ln(1− z) + Li5(1− z) (3.126)
S2,2(z) =
1
24
ln4(1− z)− 1
6
ln(z) ln3(1− z) + π
2
12
ln2(1− z)
−Li3(z) ln(1− z) + ζ(3) ln(1− z)− Li4(1− z) + Li4(z)
+Li4(
z
z − 1) +
π4
90
(3.127)
S2,2(1− z) = − 1
24
ln4(1− z) + 1
6
ln(z) ln3(1− z)− 1
4
ln2(z) ln2(1− z)
−π
2
12
ln2(1− z) + π
2
6
ln(z) ln(1− z)− ln(z) Li3(1− z)
+Li4(1− z)− Li4(z)− Li4( z
z − 1) + ζ(3) ln(z)−
π4
120
(3.128)
S2,2(
z
z − 1) =
1
12
ln4(1− z)− 1
3
ln(z) ln3(1− z) + π
2
12
ln2(1− z)− π
4
90
−Li3(1− z) ln(1− z)− Li3(z) ln(1− z)
+Li4(1− z) + Li4(z) + Li4( z
z − 1)
(3.129)
S2,2(
1
1− z ) =
1
3
ln(z) ln3(1− z)− 1
6
ln(−z) ln3(1− z)− π
2
12
ln2(1− z)
−1
2
ln(−z)ln(z)ln2(1− z) + 1
4
ln2(−z)ln2(1− z)− Li4(z)
−Li4(1− z)− Li4( z
z − 1) + Li3(1− z)ln(1− z)
+
π2
6
ln(−z)ln(1− z) + π
4
72
− ζ(3)ln(1− z)
−ln(−z)Li3(1− z) + ζ(3)ln(−z) (3.130)
S2,3(z) =
1
8
ln(z) ln4(1− z)− 1
30
ln5(1− z)− π
2
18
ln3(1− z)
+
1
2
Li3(z)ln
2(1− z) + [Li4(1− z)− Li4( z
z − 1)
]
ln(1− z)
−ζ(3)
2
ln2(1− z)− Li5(z)− Li5(1− z)− Li5( z
z − 1)
+S3,2(z) + ζ(5) (3.131)
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S2,3(1− z) = 1
24
ln(z) ln4(1− z)− 1
6
ln2(z)ln3(1− z) + 1
6
ln3(z)ln2(1− z)
+
π2
12
ln(z)ln2(1− z)− π
2
12
ln2(z)ln(1− z)− Li4(z)ln(1− z)
+ζ(3) ln(z) ln(1− z) + π
4
90
ln(1− z) + π
4
90
ln(z)− ζ(3)
2
ln2(z)
+
1
2
ln2(z) Li3(1− z)− ln(z) Li4(1− z) + ln(z) Li4(z)
+ln(z) Li4(
z
z − 1)− S3,2(z) + 2 ζ(5)−
π2
6
ζ(3)
(3.132)
S2,3(
1
1− z ) = −
1
60
ln5(1− z) + 1
8
ln(z) ln4(1− z) + 1
12
ln2(−z) ln3(1− z)
−1
3
ln(−z) ln(z) ln3(1− z)− π
2
36
ln3(1− z)− π
4
90
ln(−z)
− 1
12
ln3(−z)ln2(1− z) + π
2
12
ln(−z)ln2(1− z)− ζ(3)
2
ln2(−z)
+
1
4
ln2(−z) ln(z) ln2(1− z)− π
2
12
ln2(−z) ln(1− z)
+
1
2
Li3(1− z) ln2(1− z)− ln(−z) ln(1− z) Li3(1− z)
−Li4(1− z) ln(1− z)− Li4( z
z − 1) ln(1− z)−
π4
90
ln(1− z)
+
1
2
ln2(−z) Li3(1− z) + ln(−z) Li4(1− z) + ln(−z) Li4(z)
+ln(−z) Li4( z
z − 1) + Li5(1− z)− 2 Li5(z)− 2 Li5(
z
z − 1)
+S3,2(z) + ζ(5)− π
2
6
ζ(3)
(3.133)
S2,3(
z
z − 1) =
1
24
ln5(1− z)− 1
6
ln(z) ln4(1− z) + π
2
18
ln3(1− z) + 2 ζ(5)
−1
2
Li3(1− z) ln2(1− z)− 1
2
Li3(z) ln
2(1− z)− S3,2(z)
+
ζ(3)
2
ln2(1− z) + [Li4(1− z) + Li4( z
z − 1)
]
ln(1− z)
+
π4
90
ln(1− z)− 2 Li5(1− z) + Li5(z) + Li5( z
z − 1)
(3.134)
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S3,2(1− z) = − 1
120
ln5(1− z) + 1
24
ln(z) ln4(1− z)− 1
12
ln2(z)ln3(1− z)
−π
2
36
ln3(1− z) + π
2
12
ln(z) ln2(1− z)− Li4(z) ln(1− z)
+ζ(3)ln(z)ln(1− z)− π
4
120
ln(1− z) + π
4
90
ln(z)
−ln(z)Li4(1− z) + Li5(z) + Li5(1− z) + Li5( z
z − 1)
−π
2ζ(3)
6
+ ζ(5)− S3,2(z)
(3.135)
S3,2(
z
z − 1) =
1
60
ln5(1− z)− 1
24
ln(z) ln4(1− z) + π
2
36
ln3(1− z) + ζ(5)
+
ζ(3)
2
ln2(1− z) + [Li4( z
z − 1)− Li4(z)
]
ln(1− z) + 2Li5(z)
+
π4
90
ln(1− z)− Li5(1− z) + 2 Li5( z
z − 1)− S3,2(z)
(3.136)
S3,2(
1
1− z ) =
1
24
ln(−z) ln4(1− z)− 1
12
ln(z) ln4(1− z)
− 1
12
ln2(−z) ln3(1− z) + 1
6
ln(−z) ln(z) ln3(1− z)
+
π2
36
ln3(1− z)− π
2
12
ln(−z) ln2(1− z) + ζ(3)
2
ln2(1− z)
−Li4(1− z)ln(1− z) + Li4(z)ln(1− z)− π
2
6
ζ(3)
−π
4
72
ln(1− z)− π
4
90
ln(−z) + ln(−z)Li4(1− z) + 2Li5(1− z)
−Li5(z)− Li5( z
z − 1) + S3,2(z)− ζ(3)ln(−z)ln(1− z)
(3.137)
S3,2(−1) = π
2
12
ζ(3)− 29
32
ζ(5) (3.138)
There exist also relations between harmonic polylogarithms Hm1,...,mk of dif-
ferent arguments. These are implemented in the HPL package and described in
Ref. [30].
Bibliography
[1] T. Huber and D. Maitre, Comput. Phys. Commun. 175 (2006) 122, hep-
ph/0507094.
[2] W.L. van Neerven, Nucl. Phys. B 268 (1986) 453.
[3] G. Kramer and B. Lampe, J. Math. Phys. 28 (1987) 945.
[4] V.A. Smirnov, Evaluating Feynman Integrals (Springer Tracts of Modern
Physics, Heidelberg, 2004).
[5] J. Fleischer, F. Jegerlehner and O.V. Tarasov, Nucl. Phys. B 672 (2003) 303,
hep-ph/0307113.
[6] T. Gehrmann and E. Remiddi, Nucl. Phys. B 580 (2000) 485, hep-
ph/9912329.
[7] T. Gehrmann, T. Huber and D. Maˆıtre, hep-ph/0507061.
[8] S. Weinzierl, JHEP 0303 (2003) 062, hep-ph/0302180.
[9] A. Gehrmann-De Ridder, T. Gehrmann and G. Heinrich, Nucl. Phys. B 682
(2004) 265, hep-ph/0311276.
[10] T. Huber et al., Nucl. Phys. B740 (2006) 105, hep-ph/0512066.
[11] S. Moch, P. Uwer and S. Weinzierl, J. Math. Phys. 43 (2002) 3363, hep-
ph/0110083.
[12] S. Weinzierl, Comput. Phys. Commun. 145 (2002) 357, math-ph/0201011.
[13] C. Bauer, A. Frink and R. Kreckel, (2000), cs.sc/0004015.
[14] S. Moch and P. Uwer, (2005), math-ph/0508008.
[15] D.J. Broadhurst, J. Fleischer and O.V. Tarasov, Z. Phys. C60 (1993) 287,
hep-ph/9304303.
[16] O.V. Tarasov, Phys. Lett. B638 (2006) 195, hep-ph/0603227.
95
96 BIBLIOGRAPHY
[17] A.I. Davydychev and A.G. Grozin, Phys. Rev. D59 (1999) 054023, hep-
ph/9809589.
[18] J. Fleischer, F. Jegerlehner and O.V. Tarasov, Nucl. Phys. B672 (2003) 303,
hep-ph/0307113.
[19] F. Jegerlehner, M.Y. Kalmykov and O. Veretin, Nucl. Phys. B658 (2003)
49, hep-ph/0212319.
[20] F. Jegerlehner and M.Y. Kalmykov, Nucl. Phys. B676 (2004) 365, hep-
ph/0308216.
[21] A.I. Davydychev and M.Y. Kalmykov, Nucl. Phys. B605 (2001) 266, hep-
th/0012189.
[22] T. Huber, Radiative Corrections to Rare B-Decays, Computational Tools,
and Higher Order Perturbative Calculations, PhD thesis, University Zurich,
2006.
[23] L. Euler, Novi Comm. Acad. Sci. Petropol. 20 (1775) 140.
[24] D. Zagier, First European Congress of Mathematics Vol. II (Birkhauser,
Boston, 1994).
[25] A.B. Goncharov, Math. Res. Lett. 497 (1998), math-ph/0010025.
[26] E. Remiddi and J.A.M. Vermaseren, Int. J. Mod. Phys. A15 (2000) 725,
hep-ph/9905237.
[27] J.M. Borwein et al., Transactions of the American Mathematical Society,
Volume 353, Number 3, year 2001, pages 907-941, arXiv:math.CA/9910045.
[28] L. Lewin, Polylogarithms and associated functions (North Holland, Amster-
dam, 1981).
[29] N. Nielsen, Nova Acta Leopoldina (Halle) 90 (1909) 123.
[30] D. Maˆıtre, Comput. Phys. Commun. 174 (2006) 222, hep-ph/0507152.
[31] http://www-theorie.physik.unizh.ch/~maitreda/HypExp/.
[32] A. Erde´lyi (Ed.), Higher transcendental functions (McGraw-Hill, New York,
1953).
[33] H.M. Asatrian et al., Nucl. Phys. B762 (2007) 212, hep-ph/0607316.
[34] K. Bitaghsir-Fadafan and M.R. Garousi, Nucl. Phys. B760 (2007) 197, hep-
th/0607249.
BIBLIOGRAPHY 97
[35] M.R. Garousi, Nucl. Phys. B765 (2007) 166, hep-th/0611173.
[36] T. Gehrmann et al., Phys. Lett. B640 (2006) 252, hep-ph/0607185.
98 BIBLIOGRAPHY
Chapter 4
Implementation of the spinor
formalism
This chapter is based on work done with Pierpaolo Mastrolia.
4.1 Introduction
Upcoming collider experiments, where QCD effects will be ubiquitous, demand
high accuracy predictions of processes with many external legs, both for testing
the Standard Model in different settings and as backgrounds to new physics
processes.
Efficient techniques for computing tree amplitudes have been available for
several years [1]. One-loop calculations are considerably more involved, and
they constitute a “bottleneck” for obtaining new NLO analytic results.
In principle it is straightforward to compute both tree and loop amplitudes
by drawing all Feynman diagrams and evaluating them, using standard reduction
techniques for the loop integrals that are encountered. In practice this method
becomes extremely inefficient and cumbersome as the number of external legs
grows. Consequently, intermediate expressions tend to be vastly more compli-
cated than the final results, when the latter are represented in an appropriate
way.
The spinor helicity formalism [2–7] for scattering amplitudes has been an
invaluable tool in perturbative computation since its development in the 1980’s,
being responsible for the existence of compact representations of tree and loop
amplitudes. Instead of Lorentz inner products of momenta, it relies on a new set
of kinematic objects, spinor products, which neatly capture the collinear behavior
of these amplitudes.
The recent boost in the progress of evaluating scattering amplitudes is due
to the exploitation of qualitative information on their analytic properties which
has been quantitatively turned into tools for computing them. In particular,
99
100 CHAPTER 4. IMPLEMENTATION OF THE SPINOR FORMALISM
on-shell recurrence relations turn a general property of scattering amplitude,
the knowledge of the factorization on poles in the intermediate states, into a
technique for computing tree-level amplitudes [8–22]. Unitarity-based methods
turn another general property of field theory, the unitarity of S-matrix, into a tool
to compute amplitudes at loop-level [23–42]. The key ingredient in both cases is
the analytic continuation of amplitudes to complex spinor variables [43], which
enables the use of lower-point amplitudes as (on-shell) building-blocks in compact
spinor-representation for reconstructing (on-shell) amplitudes with larger number
of legs and/or loops.
Due to their lower complexity, the expressions obtained by spinor-based meth-
ods are numerically more stable and contain many fewer (or no) spurious singu-
larities. In addition, their numerical evaluation is by orders of magnitude [42]
faster than that of expressions obtained by other methods, which is of advantage
as the speed might become a serious issue when more complicated processes are
considered.
This Chapter describes the implementation of the spinor products in the com-
puter algebra program Mathematica.
4.2 Notation
Positive and negative energy solutions of the massless Dirac equation are identical
up to normalization conventions. By closely following the definitions of ref. [44],
the solutions of definite helicity
u±(k) = 12(1± γ5)u(k) and v∓(k) = 12(1± γ5)v(k) (4.1)
and their conjugates
u±(k) = u(k)12(1∓ γ5) and v∓(k) = v(k)12(1∓ γ5) . (4.2)
can be chosen to be equal to each other1. We define
u+(ki) = v−(ki) ≡ |k+i 〉 ≡ |i〉
u−(ki) = v+(ki) ≡ |k−i 〉 ≡ |i] , (4.3)
and for the conjugate spinors
u+(ki) = v−(ki) ≡ 〈k+i | ≡ [i|,
u−(ki) = v+(ki) ≡ 〈k−i | ≡ 〈i| , (4.4)
We define the basic spinor products by
〈i j〉 ≡ 〈k−i |k+j 〉 = u−(ki)u+(kj), (4.5)
[i j] ≡ 〈k+i |k−j 〉 = u+(ki)u−(kj). (4.6)
1Note that for negative energy solutions, the helicity is the negative of the chirality or γ5
eigenvalue
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The helicity projection implies that products like [i|j〉 vanish.
For the numerical evaluation of the spinor products, we use the representation
γ0 =
(
1 0
0 −1
)
, γi =
(
0 σi
−σi 0
)
, γ5 =
(
0 1
1 0
)
, (4.7)
of the Dicac γ matrices. In this representation, the massless spinors can be chosen
as follows,
u+(k) = v−(k) =
1√
2


√
k+√
k−eiϕk√
k+√
k−eiϕk

 , u−(k) = v+(k) = 1√2


√
k−e−iϕk
−√k+
−√k−e−iϕk√
k+

 ,
(4.8)
where the phase e±iϕk
e±iϕk ≡ k
1 ± ik2√
(k1)2 + (k2)2
=
k1 ± ik2√
k+k−
, k± = k0 ± k3. (4.9)
Plugging eqs. (4.8) into the definitions of the spinor products, eq. (4.5), we get
explicit formulae for the case when both energies are positive,
〈i j〉 =
√
k−i k
+
j e
iϕki −
√
k+i k
−
j e
iϕkj
[i j] = −
√
k−i k
+
j e
−iϕki +
√
k+i k
−
j e
−iϕkj .
(4.10)
The spinor products are, up to a phase, square roots of Lorentz products, in fact
they are related to momenta inner product through the identity,
〈i j〉 [j i] = 〈i−|j+〉〈j+|i−〉 = Tr(1
2
(1− γ5) 6ki 6kj
)
= 2ki · kj = sij , (4.11)
where sij = (ki + kj)
2 = 2ki · kj.
The spinor products have simple properties under crossing symmetry, as en-
ergies become negative [7]. For negative energies, we define the spinor product
〈i j〉 by analytic continuation from the positive energy case, using the same for-
mula, eq. (4.10), but with ki replaced by −ki if k0i < 0, and similarly for kj; and
with an extra multiplicative factor of i for each negative energy particle.
At the level of the solutions u and v of the Dirac equation we have for k0 < 0
u±(k) = iu±(−k) . (4.12)
We also have the useful identities:
Gordon identity:
〈i|γµ|i] = [i|γµ|i〉 = 2kµi , (4.13)
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projection operator:
|i〉[i| = (1 + γ5)
2
6ki |i]〈i| = 1− γ5
2
6ki |i〉[i|+ |i]〈i| = 6ki (4.14)
antisymmetry:
〈j i〉 = −〈i j〉 , [j i] = − [i j] , 〈i i〉 = [i i] = 0 (4.15)
Schouten identity:
〈i j〉 〈k l〉 = 〈i k〉 〈j l〉+ 〈i l〉 〈k j〉 . (4.16)
Spinor re-definition:
6k|i〉 = |k(i)], 〈i|6k = −[k(i)|,
6k|i] = |k(i)〉, [i|6k = −〈k(i)| (4.17)
4.2.1 Momentum generation
In order to perform checks on expressions containing spinor products, it is useful
to have numerical values for the spinor products. In this section we describe the
way the package Sp4m generates n random momenta pi satisfying
a) the momentum conservation condition
p1 + ... + pn = 0 , (4.18)
b) the vectors p are onshell
p2i = 0 .
In order to have the sum of the energies vanish, we need some of the momenta
to have positive and some to have negative energies (say m positive energies and
n−m negative). The first step is to generate two sets of three-vectors
~xi i = 1, ..., m and ~yj j = m+ 1, ..., n
such that the sum of the vectors in each set vanishes. Then one constructs the
energies from the three-vector
x0i = +
√
~x2i , y
0
i = −
√
~y2i (4.19)
the four vectors xi and yj are rescaled according to
xˆ = λxx, λx =
(∑
i
x0i
)−1
and yˆ = λyy, λy =
(∑
j
y0j
)−1
(4.20)
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so that the sum ∑
i
xˆi +
∑
j
yˆj = 0
vanishes. The set of vectors containing the vectors xi and yj fulfill the require-
ments a) and b), but there is one disturbing feature namely that the vector part
of the sum of the xi’s an yj’s separately vanish, which could lead to accidental
cancellations. Indeed, we have
∑
i
xˆi = p =


1
0
0
0

 ∑
j
yˆj = −p =


−1
0
0
0

 (4.21)
We can avoid this risk by applying a random boost B to all vectors xˆi and yˆj.
xˆi → Bx1 ≡ Xi, yˆj → Byj ≡ Yj, p→ Bp ≡ P . (4.22)
This method of momenta generation might seem cumbersome, but it has one
advantage: one can generate partitions of external vectors, each having a non-
vanishing total momentum
P =
∑
i
Xi = −
∑
j
Yj ,
as for the momentum across the cuts of loop amplitudes.
4.3 Mathematica implementation
In the following section we present the Mathematica implementation. Specific
information for notebook users are displayed in italic. The examples are displayed
as they look in a notebook. Similar output can be obtained in the shell version
by using the command TraditionalForm.
After installation, the package is loaded by the input
<< Spinor‘
The package should be loaded at the beginning of the Mathematica session.
During loading, the default output format is changed to TraditionalForm,
since the output looks better in this format. If this is not wanted, the default
setting is recovered using
SetOptions@$FrontEnd, CommonDefaultFormatTypes ® 8"Output" ® StandardForm<D
or with the menu commands
Cell → Default Output Format Type → StandardForm.
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4.3.1 New functions
The package introduces the following new functions.
Spinors
DeclareSpinor
The function DeclareSpinor can be called with one or a sequence of argu-
ments. It declares its arguments to be spinors. The symbols representing
spinors do not have to be declared as spinors using DeclareSpinor, but if
it is not the case, some properties are not automatically applied. Integer
labels for spinor do not have to be declared, for more details, see the section
on Sp.
DeclareSpinor@a, b, c, d, e, f, i, j, k, l, s, t, uD
8a, b, c, d, e, f , i, j, k, l, s, t, u< added to the List of spinors
SpinorQ
SpinorQ tests whether its argument has been declared as a spinor or not, it
returns True if so, False otherwise. It can be used for example in patterns.
SpinorQ@aD
MatchQ@b, _?SpinorQD
True
True
UndeclareSpinor
The function UndeclareSpinor removes its argument from the list of spinors.
Sp
Spinors can be labelled by integers n using the function Sp. The object
Sp[n] is considered as a spinor. In the spinor products Spaa, Spab,Spba
and Spbb described below, integer arguments are automatically enclosed
into the Sp function.
Sp@1D
Sp@1D  FullForm
SpinorQ@Sp@1DD
1
Sp@1D
True
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In the notebook, the function Sp is not displayed but only its argument. The
function is only visible in the FullForm
Slashed matrices
DeclareSMatrix
The function DeclareSMatrix can be called with one or a sequence of ar-
guments. It declares its arguments to be Dirac matrices. The symbols
representing Dirac matrices do not have to be declared as Dirac matrices
using DeclareSMatrix, but if not done so, some properties can not be used.
Integer labels for Dirac matrices do not have to be declared, for more de-
tails, see section on Sm.
DeclareSMatrix@P, Q, R, S, TD
8P, Q, R, S, T< added to the List of Dirac matrix
UndeclareSMatrix
The function UndeclareSMatrix removes its argument from the list of the
Dirac matrices.
SMatrixQ
SMatrixQ tests whether its argument has been declared as a Dirac matrix
or not, it returns True if so, False otherwise. It can be used for example
in patterns.
SMatrixQ@PD
MatchQ@Q, _?SMatrixQD
True
True
Sm
Slashed matrices can be labelled by integers using the function Sm the same
way as with the function Sp for spinors. Sm[n] is the slashed matrix cor-
responding to the momentum labelled by 1. In the spinor products Spaa,
Spab, Spba and Spbb with slashed matrices enclosed, integer arguments are
automatically enclosed into the Sm function.
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Sm@1D
Sm@1D  FullForm
SMatrixQ@Sm@1DD
1
Sm@1D
True
In the notebook, the function Sm is not displayed but only its argument. The
function is only visible in the FullForm
Invariants
s[i,j]
The function s[i,j] represents the scalar product
sij = (pi + pj)
2 = 〈a b〉 [b a]
Since the s is symmetric in its arguments, they are automatically sorted.
s@a, bD
s@4, 1D
sa b
s1 4
Spinor products
Spaa,Spbb,Spab,Spba
The functions Spaa[a,...,b] represents the spinor product 〈a...b〉,
Spab[a,...,b] the spinor product 〈a...b],
Spba[a,...,b] the spinor product [a...b〉 and
Spbb[a,...,b] the spinor product [a..., b].
One can insert symbols representing slashed matrices in the spinor products.
If the leftmost and rightmost objects have been defined as spinors or are
positive integers (in which case they are automatically put in Sp), more
properties are available. These properties are also available if the spinor
products contain objects defined as Dirac matrices. These properties are
listed below.
-Standard order
The spinor products have a normal order for their arguments, if the
rightmost and leftmost elements are spinors, the middle elements are
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Dirac matrices and in addition if the spinors are not in standard order,
they are brought to the standard order using the identities
〈b a〉 = −〈a b〉 , [b a] = − [a b] ,
〈b|Q...P |a〉 = −〈a|P...Q|b〉 , [b|Q...P |a] = − [a|P...Q|b] ,
[b|P |a〉 = 〈a|P |b〉 , [b|Q...P |a〉 = 〈a|P...Q|b] .
A special case of these identities is the on-shell condition
〈a a〉 = 0, [a a] = 0
Spbb@a, aD
Spaa@nospinor, nospinorD
Spaa@b, aD
Spbb@a, P, Q, bD
Spaa@a, bD Spbb@a, bD
0
Xnospinor È nospinor\
-Xa È b\
-@b ÈQ È P È aD
-Xa È b\ @b È aD
The normal ordering of the Spaa and Spbb products are opposite so
that the products 〈a b〉 [b a] are displayed in this usual way.
-Linearity
If the outer arguments of Spaa or Spbb have been defined as spinors
using DeclareSpinor, then Spaa and Spbb of linear combinations of
spinor are expanded.
Spaa@a + b, cD
Spaa@2 b, cD
Spab@a + 2 b, P, a + 3 c - dD
Xa È c\+ Xb È c\
2 Xb È c\
Xa È P È aD + 3 Xa È P È cD - Xa È P È dD + 2 Xb È P È aD + 6 Xb È P È cD - 2 Xb È P È dD
The linearity works for integer labels too, but one has to write the Sp
function explicitly, since the sum or product of the integers are done
before putting the result in the function Sp.
Spaa@1 + 2, 2 coeffD
Spaa@coeff Sp@1D, 2D
Spaa@Sp@1D + Sp@2D, 3D
X3 È 2 coeff\
coeff X1 È 2\
X1 È 3\+ X2 È 3\
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-Syntax correction
When the outer elements of the spinor product are declared as spinor
and all inner elements as Dirac matrix, and has a wrong number of
Dirac matrices, the type of the spinor product is changed automati-
cally, issuing a warning.
Spaa@1, Q, 2D
Spab@1, 2D
Spba@1, Q, P, 2D
Spbb@1, Q, 2D
Spaa::wrongNbrDM :  Wrong number of Dirac Martices in the <...> product . Automatically changed to <...D
X1 È Q È 2D
Spab::wrongNbrDM :  Wrong number of Dirac Martices in the <...D product . Automatically changed to <...>
X1 È 2\
Spba::wrongNbrDM :  Wrong number of Dirac Martices in the @...> product . Automatically changed to @...D
-@2 È P ÈQ È 1D
Spbb::wrongNbrDM :  Wrong number of Dirac Martices in the @...D product . Automatically changed to <...D
X2 È Q È 1D
Spinor manipulations
ExpandSToSpinors, ConvertSpinorsToS
The function ExpandSToSpinors, ConvertSpinorsToS convert invariants s
to spinor products and reversely.
ExpandSToSpinors@s@1, 2D s@2, 3DD
X1 È 2\  X2 È 3\ @2 È 1D @3  2D
ConvertSpinorsToS@%D
s1 2 s2 3
Compactify
The function Compactify compactifies the spinor products using the iden-
tities
...P |a] = ...|Pa〉 , ...P |a〉 = ...|Pa]
〈a|P... = − [Pa|... , [a|P... = −〈Pa|...
Compactify@Spab@a, P, bDD
Compactify@Spaa@a, P, Q, bDD
Compactify@Spbb@a, P, Q, bDD
Compactify@Spab@a, P, Q, R, bDD
Xa È PHbL\
Xa È HP.QL@bD\
@HQ.PL@aD È bD
Xa È HP.Q.RL@bD\
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One can specify a spinor as second argument for Compactify, in which case
Compactify will only compactify spinor products that contain the given
spinor so that the specified spinor is left untouched.
Compactify@Spab@a, P, bD + Spab@a, P, cD, bD
Compactify@Spaa@a, P, Q, bD + Spab@a, P, cD, bD
Compactify@Spaa@a, P, Q, bD + Spab@b, P, cD, bD
Xa È P È cD - @PHaL È bD
Xa È P È cD - Xb È HQ.PL@aD\
Xb È PHcL\- Xb È HQ.PL@aD\
UnCompact
The function UnCompact uncompactifies the spinor products compactified
with Compactify.
Compactify@Spab@a, P, bDD
UnCompact@%D
Compactify@Spab@a, P, Q, R, bD, bD
UnCompact@%D
Xa È PHbL\
Xa È P È bD
-@HR.Q.PL@aD È bD
Xa È P È Q È R È bD
One can specify a spinor as second argument for UnCompact, in which case
Compactify will only uncompactify the spinor product where the Dirac
matrices are compactified onto the specified spinor.
Compactify@Spaa@a, P, Q, bD + Spab@b, P, cD, bD
UnCompact@%D
UnCompact@%%, cD
UnCompact@%%%, aD
Xb È PHcL\- Xb È HQ.PL@aD\
Xa È P È Q È b\ + Xb È P È cD
Xb È P È cD - Xb È HQ.PL@aD\
Xb È PHcL\+ Xa È P ÈQ È b\
Schouten
The function Schouten applies the Schouten identity
〈i j〉 〈k l〉 = 〈i l〉 〈k j〉+ 〈i k〉 〈j l〉
There are three different possibilities to apply the function.
Schouten[x,i,j,k,l]
The function with four spinor arguments will search x for occurrences
of the products 〈i j〉 〈k l〉 and replace it using the above identity.
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Spaa@i, jD Spaa@k, lD
Schouten@%, i, j, k, lD
Xi È j\  Xk È l\
Xi È k\  X j È l\- Xi È l\  X j È k\
Schouten[x,i,j,k]
The function with three spinor arguments will search for occurrence
of the spinor product 〈i j〉 and will try to use the Schouten identity to
combine it with the spinor k.
Spaa@i, jD Spaa@k, lD Spaa@a, bD + Spaa@i, jD Spaa@a, lD Spaa@k, bD
Xa È b\  Xi È j\ Xk È l\- Xa È l\  Xb È k\ Xi È j\
Schouten@%, i, j, kD
Xa È l\ HXb È i\  X j È k\- Xb È j\  Xi È k\L+ Xa È b\ HXi È k\  X j È l\- Xi È l\  X j È k\L
Schouten[x,l]
The function with one spinor arguments will search for spinor products
〈l ...
〈l ... 〈l ...
and will use the schouten identity to split it into partial fractions. The
function also works for spinor products with embedded Dirac matrices.
Spaa@l, uD

Spaa@l, sD Spaa@l, tD
Schouten@%, lD
Xl È u\
Xl È s\  Xl È t\
Xs È u\
Xl È s\  Xs È t\ -
Xt È u\
Xl È t\  Xs È t\
Spaa@l, uD

Spaa@l, S, T, sD Spaa@l, tD
Xl È u\
Xl È t\  Xl È S È T È s\
Schouten@%, lD
Xs È T È S È u\
Xl È S È T È s\  Xs È T È S È t\ -
Xt È u\
Xl È t\  Xs È T È S È t\
Sp4m variables
$Sp4mFunctions
The Symbol $Sp4mFunctions contains a list of all functions of the package.
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$Sp4mFunctions
8Compactify, ConvertSpinorsToS, Declare4V, DeclareSMatrix, DeclareSpinor, DeclareSpinorMomentum,
ExpandSToSpinors, GenMomenta, Num4V, s, Schouten, Sm, SMatrixQ, Sp, Spaa, Spab, Spba,
Spbb, SpinorQ, UbarSpa, UbarSpb, UnCompact, UnDeclareSMatrix, UnDeclareSpinor, USpa, USpb<
Numerics
The spinor products have a numerical implementation. The first step to use this
numerical implementation is to generate four-momenta for the particles repre-
sented by the spinors. For this there are several possibilities:
DeclareSpinorMomentum
This function takes two arguments, first the spinor whose momentum should
be set, then the four-vector in the form of a list {E, p1, p2, p3}. It is the
responsability of the user to make sure that the vector indeed is an on-shell
vector.
DeclareSpinorMomentumAa, 9!!!!!!!14 , 1, 2, 3=E
DeclareSpinorMomentumAb, 9!!!!!!!11 , 1, 1, 3=E
DeclareSpinorMomentum@c, 83, 2, 1, -2<D
Momentum for spinor a set to 9!!!!!!!14 , 1, 2, 3=.
Momentum for spinor b set to 9!!!!!!!11 , 1, 1, 3=.
Momentum for spinor c set to 83, 2, 1, -2<.
Once this is done, the explicit values of the spinors are accessible with the
functions USpa,USpb,UbarSpa and UbarSpa
USpa@cD
USpb@cD
UbarSpa@cD
UbarSpb@cD
9 1!!!!2
,
2 + ä
!!!!2
,
1
!!!!2
,
2 + ä
!!!!2
=
9 2 - ä!!!!2
, -
1
!!!!2
, -
2 - ä
!!!!2
,
1
!!!!2
=
9 2 + ä!!!!2
, -
1
!!!!2
,
2 + ä
!!!!2
, -
1
!!!!2
=
9 1!!!!2
,
2 - ä
!!!!2
, -
1
!!!!2
, -
2 - ä
!!!!2
=
and one can evaluate spinor products numerically.
Spaa@a, bD  N
Spbb@a, bD  N
-0.0651323 + 0.902832 ä
0.0651323 + 0.902832 ä
The values of the momentum associated to the spinor a is accessible through
the function Num4V
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Num4V@aD
9!!!!!!!14 , 1, 2, 3=
Declare4V
One can also define four vectors without associated spinors with the func-
tion Declare4V. It takes two arguments, first the symbol for the vector to
be defined and second the value of the four vector in the form of a list. The
value stored for the vector can be accessed like for spinor momenta with
the function Num4V
Declare4V@p, 81, 0, 0, 0<D
Num4V@pD
Four Momentum p set to 81, 0, 0, 0<.
81, 0, 0, 0<
Once the four vector is defined, one can use it in spinor products with
slashed matrices.
Spab@a, p, bD  N
6.9854 + 0.153241 ä
GenMomentum
The function GenMomentum[{s1,...,sn}] generates arbitrary on-shell four
momenta for the spinors s1,...,sn, see section 4.2.1. There are generate
so that they sum up to 0.
GenMomenta@81, 2, 3, 4, d, e<D
Momenta for the spinors 1, 2, 3, 4, d, e generated.
Once the momenta are genarated, the (arbitrary but consistent) spinor
products and the scalar products can be evaluated.
Spaa@1, eD  N
-0.790907 - 1.24331 ä
Spbb@d, 3D  N
-1.03025 + 0.675113 ä
s@1, eD  N
Spaa@1, eD Spbb@e, 1D  N  Chop
-2.17136
-2.17136
The vectors defined for spinor products can also be used as slashed matri-
ces.
Spab@1, 3, 2D  N
Spaa@1, 3, 4, 2D  N
0.500852 - 0.291358 ä
0.256966 + 0.348538 ä
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4.4 Conclusion and outlook
Our goal with Sp4m, is to provide the user with a tool for performing basic
spinor algebra, plus spinor shifts and the evaluation of residues of spinor variables,
needed for a very efficient analytic evaluation of scattering amplitudes at tree-
and loop-level, accompanied by the numerical support at every computational
stage.
Most of this tasks have been completed yet. The missing parts are the complex
shifts of the spinor variables and the reading off of the spinor residues. At the
time of writing up this thesis, the package was still in development. More features
might be added and details of the implementation might change.
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Chapter 5
NLO Antennae for Initial State
Radiation
This chapter is based on the paper
”Antenna subtraction with hadronic initial-states” [1]
submitted to JHEP with Alejandro Daleo and Thomas Gehrmann.
5.1 Introduction
The calculation of perturbative higher-order corrections to exclusive observables
(especially jet production cross sections, but also transverse momentum or rapid-
ity distributions) requires a systematic procedure to extract infrared singularities
from real radiation contributions. These singularities arise if one or more final-
state particles become soft or collinear. For the task of next-to-leading order
(NLO) calculations [2] several systematic and process-independent procedures
are available. Except for the phase space slicing technique [3, 4], all these meth-
ods [5–10] work by introducing subtraction terms, which are subtracted from
the real-radiation matrix element at each phase-space point. These subtraction
terms approximate the matrix element in all singular limits, and are sufficiently
simple to be integrated over part of the phase-space analytically. After this in-
tegration, infrared divergences of the subtraction terms are made explicit, and
the integrated subtraction terms can be added to the virtual corrections, thus
yielding an infrared-finite result. One of these subtraction methods is antenna
subtraction [7–9], which constructs the subtraction terms from so-called antenna
functions. These antenna functions describe all unresolved partonic radiation
(soft and collinear) between a hard pair of radiator partons.
Extensions to next-to-next-to-leading order (NNLO) are discussed in the lit-
erature for phase-space slicing [11], and for several subtraction methods [12–
18, 18, 19, 19, 20]. A completely independent approach, avoiding the need for
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analytical integration is the sector decomposition method, which has been de-
rived for virtual [21, 22] and real radiation [23–26] corrections to NNLO, and
applied to several observables already [27–31]. Among the subtraction methods,
only the NNLO formulation of the antenna subtraction method [20] has been
worked out to a sufficient extent to be readily implemented in the calculation of
NNLO corrections to a physical process. Using this method, the calculation of
e+e− → 3 jets at NNLO accuracy is currently under way [32, 33]. However, up to
now, the antenna subtraction (both at NLO and NNLO) method was developed
only to handle unresolved singular radiation off final-state partons. An exten-
sion to radiation off initial-state partons has been missing so far for this method,
while all other NLO subtraction methods could handle radiation off initial- and
final-state particles.
In this chapter, we extend the antenna subtraction method to include radia-
tion off initial-state partons, so that it can be used in the calculation of higher
order corrections to processes at lepton-hadron or hadron-hadron colliders.
5.2 Antenna subtraction
To obtain the perturbative corrections to a jet observable at a given order, all
partonic multiplicity channels contributing to that order have to be summed. In
general, each partonic channel contains both ultraviolet and infrared (soft and
collinear) singularities. The ultraviolet poles are removed by renormalization in
each channel. Collinear poles originating from radiation off incoming partons
are an inherent feature of the incoming partons, and are cancelled by redefinition
(mass factorization) of the parton distributions. The remaining soft and collinear
poles cancel among each other only when all partonic channels are summed over.
While infrared singularities from purely virtual corrections are obtained imme-
diately after integration over the loop momenta, their extraction is more involved
for real emission (or mixed real-virtual) contributions. Here, the infrared singu-
larities only become explicit after integrating the real radiation matrix elements
over the phase space appropriate to the jet observable under consideration. In
general, this integration involves the (often iterative) definition of the jet observ-
able, such that an analytic integration is not feasible (and also not appropriate).
Instead, one would like to have a flexible method that can be easily adapted to
different jet observables or jet definitions. Therefore, the infrared singularities
of the real radiation contributions should be extracted using infrared subtraction
terms. The crucial points that all subtraction terms must satisfy are that (a) they
approximate the full real radiation matrix elements in all singular limits and (b)
are still sufficiently simple to be integrated analytically over a section of phase
space that encompasses all regions corresponding to singular configurations.
For NLO calculations, several different methods are available to derive sub-
traction terms in a process-independent way [5–9, 19]. One of these methods is
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Figure 5.1: Antenna factorization for the final-final situation.
so-called antenna subtraction [7–9].
In this method, antenna functions describe the colour-ordered radiation of un-
resolved partons between a pair of hard (radiator) partons. All antenna functions
at NLO and NNLO can be derived systematically from physical matrix elements,
as shown in [20, 34–36]. They can be integrated over the factorized antenna phase
space [12] using loop integral reduction techniques extended to phase space inte-
grals [37], and then combined with virtual corrections to partonic processes with
lower multiplicity.
Up to now, antenna subtraction has been formulated at NLO [7–9] and
NNLO [20] only for processes with a colourless initial-state. In this case, both
radiator partons are in the final-state, we call this situation a final-final antenna.
For collider observables involving hadronic initial-states, there can be either one
or both partons in the initial-state. Unresolved radiation off these initial-state
partons can also be subtracted using antenna functions, with one or two radi-
ators in the initial-state. We call these initial-final and initial-initial antennae.
The radiated parton is always in the final-state. Figures 5.2–5.2 illustrate how a
single unresolved parton can be emitted between radiators in the final or initial-
state, and show how all these situations are factorized into antenna functions.
Each antenna contains both collinear limits of the unresolved parton with either
radiator as well as the soft limit. In each situation, the subtraction term is
constructed from products of antenna functions with reduced matrix elements
(with fewer final-state partons than the original matrix element), and integrated
over a phase space which is factorized into an antenna phase space (involving all
unresolved partons and the two radiators) multiplied by a reduced phase space
(where the momenta of radiators and unresolved radiation are replaced by two
redefined momenta). These redefined momenta can be in the initial-state, if the
corresponding radiator momenta were in the initial-state. The full subtraction
term is obtained by summing over all antennae required for the problem under
consideration. In the most general case (two partons in the initial-state, and two
or more hard partons in the final state), this sum includes final-final, initial-final
and initial-initial antennae.
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Figure 5.2: Antenna factorization for the initial-final situation.
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Figure 5.3: Antenna factorization for the initial-initial situation.
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To specify the notation, we consider the hadronic cross section
dσ =
∑
a,b
∫
dξ1
ξ1
dξ2
ξ2
fa/1(ξ1) fb/2(ξ2) dσˆ(ξ1H1, ξ2H2) , (5.1)
where ξ1 and ξ2 are the momentum fractions of the partons of species a and b
in both incoming hadrons, with f being the corresponding parton distribution
functions and H1,2 denoting the incoming hadron momenta. The cases of only
one or no incoming hadrons are obtained trivially by replacing the relevant f(ξ)
by δ(1− ξ). The dependence of the parton-level cross section dσˆ on the parton
species a, b is obvious, and not stated explicitly for ease of notation. It should be
noted that the parton level cross section dσˆ is normalized to the hadron-hadron
flux factor, which is transformed into the parton-parton flux factor by dividing
out ξ1 and ξ2 in the above.
We define the partonic tree-level n-parton contribution to the m-jet cross
section (for tree-level cross sections n = m; we leave n 6= m for later reference)
in d dimensions by,
dσˆ(p1, p2) = N
∑
n
dΦn(k1, . . . , kn; p1, p2)
× 1
Sn
|Mn(k1, . . . , kn; p1, p2)|2 J (n)m (k1, . . . , kn). (5.2)
The definition of the observable J
(n)
m (k1, . . . , kn) can depend on H1,2 (for example
through cuts on the jet rapidities), although this is not stated explicitly here.
The normalization factor N includes all QCD-independent factors as well as the
dependence on the renormalized QCD coupling constant αs,
∑
n denotes the sum
over all configurations with n partons, dΦn is the phase space for an n-parton
final-state with total four-momentum pµ1+p
µ
2 in d = 4−2ǫ space-time dimensions,
dΦn(k1, ..., kn; p1, p2) =
dd−1k1
2E1(2π)d−1
...
dd−1kn
2En(2π)d−1
(2π)d δd(p1 + p2 − k1 − ...− kn) , (5.3)
while Sn is a symmetry factor for identical partons in the final-state. |Mn|2
denotes a squared, colour-ordered tree-level n-parton matrix element.
Antenna subtraction terms dσS are constructed using parton-level antenna
subtraction terms dσˆS as in (5.1), such that
dσ − dσS
is finite in all unresolved limits, and that phase space integrals contained in it
can be carried out numerically.
In the following sections, we will briefly summarize the features of antenna
subtraction in the final-final case, and derive the antenna phase spaces and an-
tenna functions for the two other cases.
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5.3 Final-final configurations
In configurations involving final-final antennae, both radiators are in the final-
state. This case was described previously in detail at NLO [7–9] and NNLO [20].
The NLO subtraction term for an unresolved parton j, emitted between hard
final-state radiators i and k is depicted in Figure 5.2. It reads
dσˆS,(ff)(p1, p2) = N
∑
m+1
dΦm+1(k1, . . . , km+1; p1, p2)
1
Sm+1
×
∑
j
X0ijk |Mm(k1, . . . , KI , KK , . . . , km+1; p1, p2)|2
× J (m)m (k1, . . . , KI , KK , . . . , km+1)
(5.4)
The subtraction term involves the m-parton amplitude depending only on the
redefined on-shell momenta k1, . . . , KI , KK , . . . , km+1 where KI , KK are linear
combinations of ki, kj, kk while the tree antenna function X
0
ijk depends only on
ki, kj, kk. X
0
ijk describes all of the configurations (for this colour-ordered ampli-
tude) where parton j is unresolved.
The jet function J
(m)
m in (5.4) does not depend on the individual momenta
ki, kj and kk, but only on KI , KK . One can therefore carry out the integration
over the unresolved dipole phase space appropriate to ki, kj and kk analytically,
exploiting the factorization of the phase space,
dΦm+1(k1, . . . , km+1; p1, p2) =
dΦm(k1, ..., KI , KK , ..., km+1; p1, p2) · dΦXijk(ki, kj, kk;KI +KK , 0) . (5.5)
The NLO antenna phase space dΦXijk is proportional to the three-particle phase
space relevant to a 1→ 3 decay.
At NNLO, one has to consider the emission of one parton in a one-loop cor-
rected process, or the emission of two partons at tree level. Both these were
described in detail in ref. [20]. While the one-loop antenna subtraction is largely
an extension of the above with the replacement of the tree-level antenna function
by a one-loop antenna function, X0 → X1, several new features appear in the
subtraction of two unresolved partons at tree-level.
In particular, one must pay attention to the colour-connection of the two
unresolved partons. If they are colour-unconnected or almost colour-unconnected
(sharing a common radiator), the subtraction term is obtained by iterating the
procedure employed at NLO, now yielding products of two antenna functions.
If both unresolved partons j, k are colour-connected, new four-parton antenna
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functions Xijkl appear in the subtraction terms:
N
∑
m+2
dΦm+2(k1, . . . , km+2; p1, p2)
1
Sm+2
∑
jk
X0ijkl
× |Mm(k1, . . . , KI , KL, . . . , km+2; p1, p2)|2 J (m)m (k1, . . . , KI , KL, . . . , km+2) ,
where the sum runs over all colour-adjacent pairs j, k and implies the appropriate
selection of hard momenta i, l. As before, the subtraction term involves the
m-parton amplitude evaluated with on-shell momenta k1, . . . , KI , KL, . . . , km+2
where now KI and KL are a linear combination of ki, kj, kk and kl. As for the
NLO antenna of the previous section, the tree antenna function X0ijkl depends
only on ki, kj, kk, kl. Particles i and l play the role of the radiators while j and k
are the radiated partons.
Once again, the jet function J
(m)
m in the above equation depends only on
the parent momenta KI , KL and not ki, . . . , kl. One can therefore carry out the
integration over the unresolved antenna phase space (or part thereof) analytically,
exploiting the factorization of the phase space,
dΦm+2(k1, . . . , km+2; p1, p2) =
dΦm(k1, . . . , KI , KL, . . . , km+1; p1, p2) · dΦXijkl(ki, kj, kk, kl;KI +KL, 0) .
(5.6)
This phase space factorization must be carried out such that all unresolved limits
are reproduced correctly. The most general parameterization for this case is
derived in ref. [12]. It should be noted that dΦXijkl is proportional to the 1→ 4
parton phase space; the analytical integration of the antenna functions over this
phase space can thus be carried out with standard methods [37, 38].
5.4 Initial-final configurations
In the presence of hadrons in the initial-state, matrix elements exhibit singulari-
ties that are not accounted for by the subtraction terms discussed in the previous
section. These singularities are due to soft or collinear radiation within an an-
tenna where one or the two hard partons are in the initial-state.
As discussed in ref. [20], the terms necessary to subtract singularities associ-
ated with colored particles in the initial-state can be simply obtained by cross-
ing the corresponding antennae for final-state singularities. Due to the different
kinematics involved, the factorization of phase space is slightly more involved and
the corresponding phase space mappings are different. To cancel explicit infrared
poles in virtual contributions and in terms arising from parton distribution mass
factorization, the crossed antennae must be integrated, analytically, over the cor-
responding phase space. In this section we will present the antennae and phase
space mappings to subtract singularities when only one of the radiating partons
is in the initial-state.
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5.4.1 Subtraction terms for initial-final singularities
Subtraction terms in the case of one hard parton in the initial-state are built in
the same fashion as for the final-final case (formula (2.5) in [20]). We have the
following subtraction term associated to a hard radiator parton i with momentum
p in the initial-state:
dσˆS,(if)(p, r) = N
∑
m+1
dΦm+1(k1, . . . , km+1; p, r)
1
Sm+1
×
∑
j
X0i,jk |Mm(k1, . . . , KK , . . . , km+1; xp, r)|2 J (m)m (k1, . . . , KK , . . . , km+1) .
(5.7)
The additional momentum r stands for the momentum of the second incoming
particle, for example, a virtual boson in DIS, or a second incoming parton in a
hadronic collision process. This contribution has to be appropriately convoluted
with the parton distribution function fi. The tree antenna X
0
i,jk, depending only
on the original momenta p, kj and kk, contains all the configurations in which
parton j becomes unresolved. Them-parton amplitude depends only on redefined
on-shell momenta k1, . . . , KK , . . . , and on the momentum fraction x. In the case
where the second incoming particle is a parton, there is an additional convolution
with the parton distribution of parton r and corresponding subtraction terms
associated with it.
The jet function, J
(m)
m , in (5.7) depends on the momenta kj and kk only
through KK . Thus, provided a suitable factorization of the phase space, one can
perform the integration of the antennae analytically. Due to the hard particle in
the initial-state, the factorization of phase space is not as straightforward as for
final-final antennae. We start from the (m+ 1)-particle phase space
dΦm+1(k1, . . . , km+1; p, r) = (2π)
dδ
(
r + p−
∑
l
kl
) ∏
l
[dkl] (5.8)
where [dk] = ddk δ(k2)Θ(k0)/(2π)d−1. We insert
1 =
∫
ddq δ (q + p− kj − kk) , (5.9)
and
1 =
Q2
2π
∫
dx
x
∫
[dKK ] (2π)
dδ (q + xp−KK) , (5.10)
with Q2 = −q2. Finally, integrating over q, the phase space can be factorized in
an m-parton phase space convoluted with a two particle phase space:
dΦm+1(k1, . . . , km+1; p, r) = dΦm(k1, . . . , KK , . . . , km+1; xp, r)
× Q
2
2π
dΦ2(kj, kk; p, q)
dx
x
. (5.11)
5.4. INITIAL-FINAL CONFIGURATIONS 127
Replacing the phase space in (5.7), we can explicitly carry out the integration
of the antenna factors over the two particle phase space. When combining the
integrated subtraction terms with virtual contributions and mass factorization
terms, it turns out to be convenient to normalize the integrated antennae as
follows
Xi,jk = 1
C(ǫ)
∫
dΦ2
Q2
2π
Xi,jk , (5.12)
where
C(ǫ) = (4π)ǫ
e−ǫγE
8π2
. (5.13)
The integrated form of the subtraction term is then
dσˆS,(if)(p, r) =∑
m+1
∑
j
N
Sm+1
∫
dx
x
C(ǫ)Xi,jk(x) dΦm(k1, . . . , KK , . . . , km+1; x p, r)
× |Mm(k1, . . . , KK , . . . , km+1; x p, r)|2
×J (m)m (k1, . . . , KK , . . . , km+1) . (5.14)
Finally, the subtraction term has to be convoluted with the parton distribution
functions to give the corresponding contribution to the hadronic cross section.
The explicit poles in the integrated form cancel the corresponding ones in the
virtual and PDF mass-factorization contributions. To carry out the explicit can-
cellation of poles, it is convenient to recast, by a simple change of variables, the
integrated subtraction term, once convoluted with the PDFs, in the following
form
dσS,(if)(p, r) =
∑
m+1
∑
j
Sm
Sm+1
∫
dξ1
ξ1
∫
dξ2
ξ2
∫ 1
ξ1
dx
x
fi/1
(
ξ1
x
)
fb/2 (ξ2)
×C(ǫ)Xi,jk(x) dσˆB(ξ1H1, ξ2H2) . (5.15)
This convolution has already the appropriate structure and mass factorization can
be carried out explicitly leaving a finite contribution. The remaining phase space
integration, implicit in the Born cross section, dσˆB, and the convolutions can
be safely done numerically. When considering reactions with only one incoming
hadron, the second PDF has to be replaced by a Dirac delta. Reactions with
two hadrons will require additional subtractions containing initial-final antennae
involving the second parton in the initial-state and initial-initial antennae as well.
This case will be discussed in Section 5.5 below.
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5.4.2 Phase-space mapping
The proper subtraction of infrared singularities requires that the momentum map-
ping satisfy
xp→ p KK → kk when j becomes soft
xp→ p KK → kj + kk when j becomes collinear with k
xp→ p− kj KK → kk when j becomes collinear with i
(5.16)
In this way, infrared singularities are subtracted locally, except for angular corre-
lations, before convoluting with the parton distributions. That is, matrix elements
and subtraction terms are convoluted together with PDFs. In addition, the re-
defined momentum, KK , must be on shell and momentum must be conserved,
p− kj − kk = xp−KK , for the phase space to factorize as above.
As discussed, in the case of configurations with two hard radiators in the
final-state, the three-to-two-parton map of ref. [12] is suitable, as it treats both
collinear limits symmetrically and there is only one mapping describing all the
singular configurations contained in the antennae.
When subtracting initial-state singularities, however, the mapping of ref. [12]
leads to a non factorizing phase space. The decisive point is that this mapping,
modified to account for a particle in the initial-state, introduces a new initial-
state momentum, P as a linear combination of p, kj and kk. However, as there
is no integration over P , the factorization of phase space would not be complete,
because the m-parton matrix elements depend on P . On the other hand, if P is
proportional to p, factorization is granted, in the form of a convolution between
the reduced matrix elements and the integrated antennae, as we detailed above.
In this case, we immediately obtain the dipole momentum mappings of ref. [5],
combined into a single mapping interpolating between all singular limits of the
antennae. Explicitly:
x =
s1j + s1k − sjk
s1j + s1k
,
KK = kj + kk − (1− x)p , (5.17)
where s1j = (p − kj)2, etc. If parton j becomes soft or collinear to parton k,
x → 1. If parton j becomes collinear with the initial-state parton i, x = 1 − z
with z the fraction of p carried by j.
The mapping in eq. (5.17) is, in addition, easily generalized to deal with
more than one parton becoming unresolved. The building blocks for the double
real radiation in the initial-final situation are colour-ordered four-parton antenna
functions Xi,jkl, with one radiator parton i (with momentum p) in the initial-
state, two unresolved partons j, k and one radiator parton l in the final-state.
Starting with the generalization of (5.9) to three particles in the final-state, and
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combining with (5.10) we have the following mapping at NNLO:
x =
s1j + s1k + s1l − sjk − sjl − skl
s1j + s1k + s1l
,
KL = kj + kk + kl − (1− x)p , (5.18)
where kj, kk and kl are the three final-state momenta involved in the subtraction
term. This mapping can be obtained from the tripole mapping [37, 39] for final-
final configurations at NNLO. It satisfies the appropriate limits in all double
singular configurations:
1. j and k soft: x→ 1, KL → kl,
2. j soft and kk ‖ kl: x→ 1, KL → kk + kl,
3. kj = zp ‖ p and kk soft: x→ 1− z, KL → kl,
4. kj = zp ‖ p and kk ‖ kl: x→ 1− z, KL → kk + kl,
5. kj ‖ kk ‖ kl: x→ 1, KL → kj + kk + kl,
6. kj + kk = zp ‖ p: x→ 1− z, KL → kl,
where partons j and k can be interchanged in all cases.
The construction of NNLO antenna subtraction terms requires moreover that
all single unresolved limits of the four-parton antenna function Xi,jkl have to be
subtracted, such that the resulting subtraction term is active only in its double
unresolved limits. A systematic subtraction of these single unresolved limits
by products of two three-parton antenna functions can be performed only if the
NNLO phase space mapping turns into an NLO phase space mapping in its single
unresolved limits [12].
In the limits where parton j becomes unresolved, we denote the parameters of
the reduced NLO phase space mapping (5.17) by x′ and K ′L. We find for (5.18):
1. j becomes soft:
x→ s1k + s1l − skl
s1k + s1l
= x′ , KL → kk + kl − (1− x)p = K ′L .
2. kj ‖ kk, kj + kk = KK :
x→ s1K + s1l − sKl
s1K + s1l
= x′ , KL → kK + kl − (1− x)p = K ′L .
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3. kj = zp ‖ p:
x→ (1− z)(s1k + s1l)− skl
s1k + s1l
= (1− z)x′ ,
KL → kk + kl − (1− x′)(1− z)p = K ′L.
It can be seen that in the first two limits, the NLO mapping involves the original
incoming momentum p, while in the last limit (initial-state collinear emission),
it involves the rescaled incoming momentum (1 − z)p. To subtract all three
single unresolved limits of parton j between emitter partons i and k from Xi,jkl,
one needs to subtract from it the product of two three-parton antenna functions
Xi,jk ·XI,Kl. The phase space mapping relevant to these terms is the iteration of
two NLO phase space mappings. Analytical integration of these terms with this
mapping will result in a double convolution of both antenna functions with the
reduced matrix element.
Equally, parton k can become unresolved. Expressing the reduced NLO phase
space mapping by x′′ and K ′′L. We find for (5.18):
1. k becomes soft:
x→ s1j + s1l − sjl
s1j + s1l
= x′′ , KL → kj + kl − (1− x)p = K ′′L .
2. kk ‖ kj , kj + kk = KK :
x→ s1K + s1l − sKl
s1K + s1l
= x′′ , KL → kK + kl − (1− x)p = K ′′L .
3. kk ‖ kl, kl + kk = KK :
x→ s1K + s1j − sKj
s1K + s1j
= x′′ , KL → kK + kj − (1− x)p = K ′′L .
In all limits, the reduced NLO mapping involves the original incoming momentum
p. Consequently, the three single unresolved limits of parton k between emitter
partons j and l can be subtracted from Xi,jkl by a product of a final-final and an
initial-final three-parton antenna function Xjkl ·Xi,JL. The phase space mapping
relevant to these terms is the product of an NLO final-final phase space mapping
with an initial-final mapping. Integration of the final-final antenna phase space
yields an constant, not involving an extra convolution, such that these terms
appear in the integrated subtraction term only with a single convolution with
the reduced matrix element.
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5.4.3 NLO antenna functions
We now present explicit results for all the antenna functions necessary to subtract
infrared singularities associated with one particle in the initial-state. The unin-
tegrated form of all of them can be obtained from the corresponding expressions
for the tree level three-particle antennae in ref. [20] by appropriate crossing of
particles from the final to the initial-state. In the cases where there are different
particles in the final-state, there is more than one possible crossing and, thus,
more than one corresponding antenna.
The invariants for antenna Xi,jk are defined as s = (kj + kk)
2, t = (p− kj)2,
u = (p− kk)2 and Q2 = −q2, where q = p− kj − kk. For the integrated antennae
we define x = Q2/(2 p · q). The colour-ordered splitting kernels are given by
p(0)qq (x) =
3
2
δ(1− x) + 2D0(x)− 1− x ,
p(0)qg (x) = 1− 2x+ 2x2 ,
p(0)gq (x) =
2
x
− 2 + x ,
p(0)gg (x) =
11
6
δ(1− x) + 2D0(x) + 2
x
− 4 + 2x− 2x2 ,
p
(0)
gg,F (x) = −
1
3
δ(1− x) , (5.19)
where we have introduced the distributions
Dn(x) =
(
lnn(1− x)
1− x
)
+
.
The colour-ordered infrared singularity operators are as in ref. [20]:
I
(1)
qq¯ (ǫ, sqq¯) = −
eǫγ
2Γ(1− ǫ)
[
1
ǫ2
+
3
2ǫ
]
Re(−sqq¯)−ǫ ,
I(1)qg (ǫ, sqg) = −
eǫγ
2Γ(1− ǫ)
[
1
ǫ2
+
5
3ǫ
]
Re(−sqg)−ǫ ,
I(1)gg (ǫ, sgg) = −
eǫγ
2Γ(1− ǫ)
[
1
ǫ2
+
11
6ǫ
]
Re(−sgg)−ǫ ,
I
(1)
qq¯,F (ǫ, sqq¯) = 0 ,
I
(1)
qg,F (ǫ, sqg) =
eǫγ
2Γ(1− ǫ)
1
6ǫ
Re(−sqg)−ǫ ,
I
(1)
gg,F (ǫ, sgg) =
eǫγ
2Γ(1− ǫ)
1
3ǫ
Re(−sgg)−ǫ . (5.20)
Although the antenna functions are obtained by a simple crossing of the antenna
functions for the final-final case, there are some important differences in the
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decomposition of antenna functions into sub-antennae. In the final-final case,
antenna functions involving a hard gluon radiating unresolved gluons had to be
split into different configurations since any final-state gluon could be identified as
the hard radiator. This ambiguity is no longer present if a gluon is crossed into
the initial-state, since an initial-state gluon is hard by kinematical constraints.
Instead, a different ambiguity appears, since the initial-state gluon can split either
into a quark or into a gluon, thus leading to two possible reduced matrix elements.
This ambiguity requires decomposition of the relevant gluon-initiated antenna
functions into sub-antennae according to criteria completely different from the
final-final situation, as will be discussed in Section 5.4.3 below.
Quark-initiated antennae
We consider first antennae with a quark in the initial-state. There is one quark-
quark antenna, given by
A0q,gq = −
1
Q2
(
2u
s
+
2u
t
+
2u2
st
+
t
s
+
s
t
)
+O(ǫ) . (5.21)
Its integral over the phase space (normalized as in eq. (5.12)) gives
A0q,gq = −2I(1)qq¯ (Q2) δ(1− x)
+ (Q2)−ǫ
[
− 1
2ǫ
p(0)qq (x) +
(
7
4
− π
2
6
)
δ(1− x)− 3
4
D0(x) +D1(x)
−3− x
2
− 1 + x
2
log(1− x)− 1 + x
2
2(1− x) log(x) +O(ǫ)
]
. (5.22)
There are three quark-gluon antennae given by
D0q,gg =
1
(Q2)2
(
s2
t
+
s2
u
+
t2
s
+
4t2
u
+
4u2
s
+
4u2
t
+
3st
u
+
3su
t
+
2t3
su
+
2u3
st
+
6tu
s
+ 6s+ 9t+ 9u
)
+O(ǫ) , (5.23)
E0q,q′q¯′ =
1
(Q2)2
(
t2
s
+
u2
s
+ t+ u
)
+O(ǫ) , (5.24)
E0q,qq′ = −
1
(Q2)2
(
s2
t
+
u2
t
+ s+ u
)
+O(ǫ) . (5.25)
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When integrated over the factorized phase space, they yield
D0q,gg = −4I(1)qg (Q2)δ(1− x)
+ (Q2)−ǫ
[
−1
ǫ
p(0)qq (x) +
(
67
18
− 1
3
π2
)
δ(1− x)− 11
6
D0(x) + 2D1(x)
− 1
3x
+ 1− x− (1 + x) log(1− x)− 1 + x
2
1− x log(x) +O(ǫ)
]
, (5.26)
E0q,q′q¯′ = −4I(1)qg,F (Q2)δ(1− x)
+(Q2)−ǫ
[
−5
9
δ(1− x) + 1
3
D1(x)− 1
6x
+O(ǫ)
]
, (5.27)
E0q,qq′ = (Q2)−ǫ
[
− 1
2ǫ
p(0)gq (x) +
2
x
− 3
2
− (2− 2x+ x
2)
2x
log
(
1− x
x
)
+O(ǫ)
]
.
(5.28)
Finally, there is one gluon-gluon antenna with a quark in the initial-state:
G0q,qg = −
1
(Q2)2
(
s2
t
+
u2
t
)
+O(ǫ) , (5.29)
yielding
G0q,qg = (Q2)−ǫ
[
− 1
2ǫ
p(0)gq (x)−
7
4x
+ 1 +
(2− 2x+ x2)
2x
log
(
1− x
x
)
+O(ǫ)
]
,
(5.30)
when integrated over the antenna phase space.
Gluon-initiated antennae
For gluon-initiated antennae, we find one quark-quark antenna
A0g,qq¯ =
1
Q2
(
2s
t
+
2s
u
+
2s2
tu
+
u
t
+
t
u
)
+O(ǫ) . (5.31)
Its integrated form is
A0g,qq¯ = (Q2)−ǫ
[
−1
ǫ
p(0)qg (x)− (1− 2x+ 2x2)
(
log
1− x
x
)
+O(ǫ)
]
. (5.32)
There is one quark-gluon antenna with a gluon in the initial-state
D0g,qg =
1
(Q2)2
(
u2
t
+
u2
s
+
4t2
s
+
4t2
u
+
4s2
u
+
4s2
t
+
3tu
s
+
3su
t
+
2t3
su
+
2s3
tu
+
6st
u
+ 6u+ 9t+ 9s
)
+O(ǫ) . (5.33)
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This antenna is singular when the quark or the gluon in the final-state becomes
collinear with the initial-state gluon. In the first case it collapses into a quark-
gluon antenna and in the second case into a gluon-quark one. Accordingly, the
reduced matrix elements accompanying these two singular configurations are dif-
ferent. Thus, the antenna must be split to separate these two configurations.
This can be easily done by partial fractioning in the variables t and u, we obtain
D0g,qg = −
1
2
1
(Q2)2
(
2u2
t
+
8s2
t
+
6su
t
− 4s
3
t(Q2 + s)
)
+O(ǫ) , (5.34)
and
D0g,gq =
1
2
1
(Q2)2
(
2t2
s
+
8u2
s
+
8u2
t
+
8s2
t
+
6tu
s
+
4u3
st
− 4s
3
(Q2 + s)t
+
12su
t
+ 12t+ 18u+ 18s
)
+O(ǫ) , (5.35)
where we have adjusted the names of the antennae so that D0g,ij now does not
contain singularities when j becomes collinear with the initial-state gluon. We
also changed the sign of the first sub-antenna and exchanged t and u in the second
case to agree with the definitions given at the beginning of the section. The two
sub-antennae can be integrated over the factorized phase space, namely:
D0g,qg = (Q2)−ǫ
[
− 1
2 ǫ
p(0)qg (x) +
3
4x
− 1 + 1
2
(1− 2x+ 2x2) log(1− x)
−1
2
(1− 2x+ 2x2) log(x) +O(ǫ)] . (5.36)
and
D0g,gq = −2I(1)qg (Q2)δ(1− x) + (Q2)−ǫ
[
− 1
2ǫ
p(0)gg (x) +
(
7
4
− 1
6
π2
)
δ(1− x)
− 3
4
D0(x) +D1(x)− 3
2
+
1− 2x+ x2 − x3
x
log(1− x)
− (1− x+ x
2)2
x(1− x) log(x) +O(ǫ)
]
. (5.37)
Finally there are two gluon-gluon antennae
F 0g,gg =
1
2
1
(Q2)2
(
8s2
t
+
8t2
s
+
8s2
u
+
8u2
s
+
8t2
u
+
8u2
t
+
12st
u
+
12su
t
+
12tu
s
+
4t3
su
+
4u3
st
+
4s3
tu
+ 24s+ 24t+ 24u
)
+O(ǫ) , (5.38)
G0g,qq¯ =
1
(Q2)2
(
t2
s
+
u2
s
)
+O(ǫ) . (5.39)
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Their integrated forms are given by:
F0g,gg = −4I(1)gg (Q2)δ(1− x)
+ (Q2)−ǫ
[
−1
ǫ
p(0)gg (x) +
(
67
18
− 1
3
π2
)
δ(1− x)− 11
6
D0(x)
+2D1(x)− 11
6x
+
2(1− 2x+ x2 − x3)
x
log(1− x)
−2(1− x+ x
2)2
x(1− x) log(x) +O(ǫ)
]
, (5.40)
G0g,qq¯ = −2I(1)gg,F (Q2)δ(1− x)
+(Q2)−ǫ
[
−5
9
δ(1− x) + 1
3
D1(x) + 1
3x
+O(ǫ)
]
. (5.41)
5.5 Initial-initial configurations
The last situation to be considered is when the two hard radiators are in the
initial-state. The subtraction terms necessary to account for singularities associ-
ated with these configurations are constructed in terms of initial-initial antennae.
At NLO, one unresolved parton is emitted off these two radiators, as displayed in
Figure 5.2. As before, more final-state partons can be emitted at higher orders.
The initial-initial configuration is slightly more involved than the previous
two. Even though at NLO the integration of the antenna functions over the
factorized phase space will turn out to be trivial, in order to guarantee this
factorization, only a very restricted kind of mapping will be allowed. In addition,
to fulfill overall momentum conservation, both the hard radiators and all the
spectator momenta, including non-colored particles, have to be remapped. This
is done with a convenient generalization of the Lorentz transformation introduced
in ref. [5].
5.5.1 Subtraction terms for initial-initial configurations
The NLO antenna subtraction term, to be convoluted with the appropriate parton
distribution functions for the initial-state partons, for a configuration with the
two hard emitters in the initial-state (partons i and k with momenta p1 and p2)
can be written as:
dσˆS,(ii) = N
∑
m+1
dΦm+1(k1, . . . , kj−1, kj, kj+1, . . . , km+1; p1, p2)
1
Sm+1∑
j
X0ik,j(p1, p2, kj)
∣∣∣Mm(k˜1, . . . , k˜j−1, k˜j+1, . . . , k˜m+1; x1p1, x2p2)∣∣∣2
×J (m)m (k˜1, . . . , k˜j−1, k˜j+1, . . . , k˜m+1) . (5.42)
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As mentioned, all the momenta in the arguments of the reduced matrix elements
and the jet functions have been redefined. The two hard radiators are simply
rescaled by factors x1 and x2 respectively. The spectator momenta are boosted
by a Lorentz transformation onto the new set of momenta {k˜l, l 6= j}. As before,
the mapping must satisfy overall momentum conservation and keep the mapped
momenta on the mass shell. In this case, this turns out to severely restrict the
possible mappings.
We start from the (m+ 1)-parton phase space
dΦm+1(k1, . . . , km+1; p1, p2) = (2π)
dδ
(
p1 + p2 −
∑
l
kl
) ∏
l
[dkl] (5.43)
and insert
1 =
∫
ddqddq˜ δ (p1 + p2 − kj − q) δ (x1p1 + x2p2 − q˜) , (5.44)
and
1 =
∫ ∏
l 6=j
δ(k˜l − B(kl, q, q˜))[dk˜l] , (5.45)
where B is a Lorentz transformation that maps q onto q˜. We also insert
1 =
∫
dx1dx2δ(x1 − xˆ1)δ(x2 − xˆ2) (5.46)
with
xˆ1 =
(
s12 − sj2
s12
s12 − s1j − sj2
s12 − s1j
) 1
2
,
xˆ2 =
(
s12 − s1j
s12
s12 − s1j − sj2
s12 − sj2
) 1
2
. (5.47)
These last two definitions guarantee overall momentum conservation in the mapped
momenta and the right soft and collinear behavior, they are derived in detail in
Section 5.5.2 below. Now we can integrate over the original momenta, kl , l 6= j by
inverting the Lorentz transformation. The Jacobian factor associated with this
integration is unity, as B is a proper Lorentz transformation. We also integrate
over the auxiliary momenta q and q˜, to obtain
dΦm+1(k1, . . . , km+1; p1, p2) = dΦm(k˜1, . . . , k˜j−1, k˜j+1, . . . , k˜m+1; x1p1, x2p2)
×δ(x1 − xˆ1) δ(x2 − xˆ2) [dkj ] dx1 dx2 . (5.48)
At this point the phase space is totally factorized into the convolution of an m
particle phase space, involving only the redefined momenta, with the phase space
of parton j.
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Inserting the factorized expression for the phase space measure in eq. (5.42),
the subtraction terms can be integrated over the antenna phase space. The
integrated form of the subtraction terms must be, then, combined with the virtual
and mass factorization terms to cancel the explicit poles in ǫ. In the case of initial-
initial subtraction terms, the antenna phase space is trivial: the two remaining
Dirac delta functions can be combined with the one particle phase space, such
that there are no integrals left. We define the initial-initial integrated antenna
functions as follows:
Xik,j(x1, x2) = 1
C(ǫ)
∫
[dkj] x1 x2 δ(x1 − xˆ1) δ(x2 − xˆ2)Xik,j (5.49)
Substituting the one particle phase space, and carrying out the integrations over
the Dirac delta functions1, we have,
Xik,j(x1, x2) = (Q2)−ǫ e
ǫγE
Γ(1− ǫ) J (x1, x2)Q
2Xik,j , (5.50)
with Q2 = q2 = (p1 + p2 − kj)2. The Jacobian factor, J (x1, x2) is given by
J (x1, x2) = x1 x2 (1 + x1 x2)
(x1 + x2)2
(1−x1)−ǫ(1−x2)−ǫ
(
(1 + x1)(1 + x2)
(x1 + x2)2
)−ǫ
, (5.51)
and the two-particle invariants are given by:
s1j = −s12x1 (1− x
2
2)
x1 + x2
, sj2 = −s12x2 (1− x
2
1)
x1 + x2
. (5.52)
The integrated subtraction term is then,
dσˆS,(ii) =
∑
m+1
∑
j
N
Sm+1
∫
dx1
x1
dx2
x2
C(ǫ)Xik,j(x1, x2)
×dΦm(k1, . . . , kj−1, kj+1, . . . , km+1; x1p1, x2p2)
× |Mm(k1, . . . , kj1, kj+1, . . . , km+1; x1p1, x2p2)|2
×J (m)m (k1, . . . , kj−1, kj+1, . . . , km+1) , (5.53)
where we have relabeled all k˜i → ki. The final step is to convolute this subtraction
term with the parton distribution functions of the initial-state particles. The
integrated version of the subtraction pieces is then combined with the virtual and
mass-factorization terms to yield a finite contribution when ǫ→ 0. Recasting the
convolutions appropriately, the integrated subtraction term is
dσS,(ii) =
∑
m+1
∑
j
Sm
Sm+1
∫
dξ1
ξ1
∫
dξ2
ξ2
∫ 1
ξ1
dx1
x1
∫ 1
ξ2
dx2
x2
fi/1
(
ξ1
x2
)
fk/2
(
ξ2
x2
)
×C(ǫ)Xik,j(x1, x2) dσˆB(ξ1H1, ξ2H2) . (5.54)
1see Appendix 5.B for more details.
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5.5.2 Phase-space mapping
By asking for momentum conservation and phase-space factorization, we are
severely constraining the possible phase-space mappings. The principal origin
of this constraint is that the remapping of both initial-state momenta can only
be a rescaling, since any transversal component would spoil the phase space fac-
torization.
The two mapped initial-state momenta must be of the form
P1 = x1p1 P2 = x2p2 , (5.55)
so that
q˜ ≡ P1 + P2
is in the beam axis. Since the vector component of q ≡ p1+p2−kj is in general not
along the p1− p2 axis we need to boost all the other momenta in order to restore
momentum conservation. The transformation must map q onto q˜. As it must
keep all the spectator momenta, which are arbitrary vectors, on the mass shell,
it must belong to the Lorentz group. This transformation then fully determines
the initial-initial phase-space mapping, by fixing x1,2 in terms of the invariants.
We consider a candidate Lorenz transformation Λ(q). It has to map the
vector q into a vector Λ(q)q = q˜ in the beam axis. From the result q˜ of the
transformation, one can read off x1 and x2 using
2(p1 + p2)q˜ = (x1 + x2)s12
2(p1 − p2)q˜ = (x2 − x1)s12
yielding
x1 =
2p2q˜
s12
x2 =
2p1q˜
s12
(5.56)
The two equations can be combined to give
x1x2 =
s12 − s1j − s2j
s12
,
which can also be derived from the on shell condition q2 = q˜2. To ensure that the
mapping has the right soft and collinear limits at NLO it is sufficient to impose
Λ(q) = 1 for q in the beam axis.
For the transformation Λ we take a boost B∗T (q) of appropriate parameter
whose direction is transverse to the beam axis in the rest frame of P1 and P2.
Objects defined in the rest frame of the new system are denoted by a ∗. This
transformation clearly satisfies the requirement B∗T (q) = 1 for q in the beam axis,
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since then no boost is required to bring q into the beam axis. By construction,
the longitudinal component of q in the rest frame of P1 and P2 is conserved, that
is
q∗L =
(P1 − P2)q
x1x2
√
s
= q˜∗L =
(P1 − P2)q˜
x1x2
√
s
. (5.57)
So that we have
(x2 − x1) = x2s2j − x1s1j
s12
(5.58)
which gives the mapping
x1 =
√
s12 − s2j
s12 − s1j
√
s12 − s1j − s2j
s12
,
x2 =
√
s12 − s1j
s12 − s2j
√
s12 − s1j − s2j
s12
, (5.59)
which was used in (5.47) above. It yields the correct soft and collinear limits at
NLO:
1. j soft: x1 → 1, x2 → 1.
2. kj = z1p1 ‖ p1: x1 = (1− z1), x2 = 1.
3. kj = z2p2 ‖ p2: x1 = 1, x2 = (1− z2).
It should be pointed out the transformation is not unique. Possible transfor-
mations are however strongly constrained. If one requires a symmetrical treat-
ment of x1 and x2, rotations are not allowed as part of the transformation. To
show that, we take pj to be transverse to the beam axis. Bringing q to the beam
axis with a rotation will force us to choose to rotate ~q either towards the p1 or
the p2 side. This would favor either x1 or x2. The only way to bring q to the
beam axis, without having to choose between x1 and x2 is in this case a boost
transverse to the beam axis.
The extension of the phase space mapping to NNLO is trivial. In this case,
four-parton antenna functions Xil,jk require a mapping with two partons, j and
k unresolved. The transformation B∗T (q) is unchanged, but now the vector q is
given by q = p1 + p2 − kj − kk. The momentum fractions in (5.47) are replaced
by
x1 =
(
s12 − sj2 − sk2
s12
s12 − s1j − s1k − sj2 − sk2 + sjk
s12 − s1j − s1k
) 1
2
,
x2 =
(
s12 − s1j − s1k
s12
s12 − s1j − s1k − sj2 − sk2 + sjk
s12 − sj2 − sk2
) 1
2
. (5.60)
These two momentum fractions satisfy the following limits in double unresolved
configurations:
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1. j and k soft: x1 → 1, x2 → 1,
2. j soft and kk = z1p1 ‖ p1: x1 → 1− z1, x2 → 1,
3. kj = z1p1 ‖ p1 and kk = z2p2 ‖ p2: x1 → 1− z1, x2 → 1− z2,
4. kj + kk = z1p1 ‖ p1: x1 → 1− z1, x2 → 1,
and all the limits obtained from the ones above by exchange of p1 with p2 and of
kj with kk. The factorization of the phase space into an m-parton phase space
and an antenna phase space goes along the same lines as for the NLO case. At
NNLO, however, the integration of the antenna functions over this factorized
phase space is no longer trivial.
As in the initial-final case, we also require the NNLO mapping to turn into
the NLO mapping (5.47) if only one parton becomes unresolved. In the limits
where j becomes unresolved between i and k, we denote the parameters of the
reduced NLO phase space mapping by x′1 and x
′
2. We find:
1. j becomes soft:
x1 →
(
s12 − sk2
s12
s12 − s1k − sk2
s12 − s1k
) 1
2
= x′1 ,
x2 →
(
s12 − s1k
s12
s12 − s1k − sk2
s12 − sk2
) 1
2
= x′2
2. kj ‖ kk, kj + kk = KK :
x1 →
(
s12 − sK2
s12
s12 − s1K − sK2
s12 − s1K
) 1
2
= x′1 ,
x2 →
(
s12 − s1K
s12
s12 − s1K − sK2
s12 − sK2
) 1
2
= x′2 .
3. kj = z1p1 ‖ p1:
x1 →
(
(1− z1)s12 − sk2
s12
(1− z1)s12 − (1− z1)s1k − sk2
s12 − s1k
) 1
2
= (1− z1)x′1 ,
x2 →
(
s12 − s1k
s12
(1− z1)s12 − (1− z1)s1k − sk2
(1− z1)s12 − sk2
) 1
2
= x′2 .
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All other single unresolved limits involving one radiator parton in the initial-state
follow by exchange of p1 with p2 or kj with kk. To subtract all unresolved limits of
parton j between emitter partons i and k from Xil,jk, one needs to subtract from
it the product of an initial-final antenna function with an initial-initial antenna
function Xi,jk ·XIl,K . Analytic integration of these terms over both antenna phase
spaces results in a double convolution in the rescaling variables for p1 and a single
convolution in the rescaling variable for p2.
At subleading colour, j can also become unresolved between i and l. In this
case, we denote the reduced phase space mapping parameters by x′′1 and x
′′
2. The
limits read:
1. j becomes soft:
x1 →
(
s12 − sk2
s12
s12 − s1k − sk2
s12 − s1k
) 1
2
= x′′1 ,
x2 →
(
s12 − s1k
s12
s12 − s1k − sk2
s12 − sk2
) 1
2
= x′′2
2. kj = z1p1 ‖ p1:
x1 →
(
(1− z1)s12 − sk2
s12
(1− z1)s12 − (1− z1)s1k − sk2
s12 − s1k
) 1
2
= (1− z1)x′′1 ,
x2 →
(
s12 − s1k
s12
(1− z1)s12 − (1− z1)s1k − sk2
(1− z1)s12 − sk2
) 1
2
= x′′2 .
3. kj = z2p2 ‖ p2:
x1 →
(
s12 − sk2
s12
(1− z2)s12 − s1k − (1− z2)sk2
(1− z2)s12 − s1k
) 1
2
= x′′1 ,
x2 →
(
(1− z2)s12 − s1k
s12
(1− z2)s12 − s1k − (1− z2)sk2
s12 − sk2
) 1
2
= (1− z2)x′′2 .
These single unresolved limits are subtracted from Xil,jk by the product of two
initial-initial antenna functions Xil,j ·XIL,k. Analytic integration of these terms
over both antenna phase spaces results in two double convolutions in the rescaling
variables for p1 and p2.
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5.5.3 NLO antenna functions
The unintegrated antenna functions necessary to subtract all the singular configu-
rations at NLO with two initial-state hard radiators, can be obtained immediately
from the corresponding initial-final ones quoted in section 5.4.3 by crossing. We
have
X0ik,j = δik,j X
0
j,ik , (5.61)
where δik,j is an overall sign, which is −1 for D0gg,q and E0qq¯,q′ and +1 for all other
antennae.
The Mandelstam variables of the unintegrated antennae in section 5.4.3 have
to be replaced by s = (pi + pk)
2, t = (pi − pj)2, u = (pk − pj)2.
Again, the splitting of antenna functions into different sub-antennae is dif-
ferent from the two configurations discussed above. For the initial-initial con-
figurations there is no need to split the quark-gluon antenna D0qg,g as in all the
singular limits it collapses to the same two-particle antenna. So D0qg,g is given by
the crossing of (5.33). However, in this case, the antenna D0gg,q has to be split
into two subantennae to separate the two collinear limits present in it. We find:
D0gg,q = D
0
g1g2,q
+D0g2g1,q , (5.62)
such that D0g1g2,q contains only the singular configurations when the quark be-
comes collinear with gluon g2. Explicitly:
D0g1g2,q =
1
(Q2)2
(
s2
u
+
4t2
u
+
4u2
s
+
3st
u
+
2t3
su
+
3tu
s
+ 3s+ 9u
)
+O(ǫ) , (5.63)
As mentioned, the integration of the initial-initial antennae over the factorized
phase space is trivial and only involves a proper treatment of the singularities
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when ǫ→ 0. The integrated antennae read
A0qg,q = (Q2)−ǫ
[
− 1
2ǫ
p(0)qg (x2) δ(1− x1)
+
(
1
2
+
1− 2x2 + 2x22
2
log
(
2
1− x2
1 + x2
))
δ(1− x1)
+ D0(x1)1− 2x2 + 2x
2
2
2
− 1− 2x2 + 2x
2
2
2(1− x1)
+
x1(1 + x1x2) (2x1x
3
2 + x
2
2 + (2x
4
2 − 2x22 + 1) x21)
(x1 + x2)3 (1− x21)
+
x1x2(1 + x1x2) (2x1 − x2 (x21 + 2x2x1 − 1))
(x1 + x2)3
]
, (5.64)
A0qq¯,g = −I(1)qq¯ (Q2)δ(1− x1)δ(1− x2) + (Q2)−ǫ
[
− 1
2ǫ
p(0)qq (x1)δ(1− x2)
]
+(Q2)−ǫ
[
(x21 + x
2
2) (x
2
2x
2
1 + 2x2x
2
1 + x
2
1 + 3x2x1 + 2x1 + 1)
2(x1 + 1)(x2 + 1)(x1 + x2)2
+
(
(1− x1)2 − 2x21 log
(
1+x1
2
)
+ (1− x21) log
(
2
1−x2
1
))
δ(1− x2)
2(1− x1)
+
1
4
π2δ(1− x1)δ(1− x2)− 1
2
(1 + x2)D0(x1) + 1
2
D0(x1)D0(x2)
+δ(1− x1)D1(x2) + (x1 ↔ x2)
]
, (5.65)
D0qg,g = −2
(
I(1)qg (Q
2)
)
δ(1− x1)δ(1− x2)
+(Q2)−ǫ
[
− 1
2ǫ
p(0)qq (x1)δ(1− x2)−
1
2ǫ
p(0)gg (x2)δ(1− x1)
+
π2
2
δ(1− x1)δ(1− x2) + δ(1− x2)D1(x1) + δ(1− x1)D1(x2)
+

1− x1
2
+
log
(
2
x1+1
)
1− x1 −
1 + x1
2
log
(
2
1− x1
x1 + 1
) δ(1− x2)
+
(
−x22 + x2 − 2 +
1
x2
)
D0(x1)− 1 + x1
2
D0(x2) +D0(x1)D0(x2)
+
(x1x2 − 1) (x22x41 + (2x32 + x2)x31 + (2x42 − x22 + 4)x21) (x1x2 + 1)2
x1 (1− x21) (x1 + x2)3 (1− x22)
+
(x1x2 − 1) (5x1x2 + 2x22) (x1x2 + 1)2
x1 (1− x21) (x1 + x2)3 (1− x22)
+
x22 − x2 + 2− 1x2
1− x1 +
4− x1x2 (x2 + x1 (x21 + x1 + 1) (x2 + 1)− 3)
2x1x2 (1− x21) (1− x22)
+

 log
(
2
x2+1
)
1− x2 −
(x32 − x22 + 2x2 − 1) log
(
21−x2
x2+1
)
x2

 δ(1− x1)] ,
(5.66)
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D0g1g2,q = (Q2)−ǫ
[
− 1
2ǫ
p(0)qg (x2)δ(1− x1)
+(Q2)−ǫ
(
1
2
+
1− 2x2 + 2x22
2
log
(
2
1− x2
1 + x2
))
δ(1− x1)
+
(2x2x
3
1 + x
2
1 + x
2
2 (2x
4
1 − 2x21 + 1)) (1 + x2x1)2
(1− x22) (x2 + x1)4
−(4x
2
1x
4
2 + 3 (2x
3
1 + x1) x
3
2) (x2x1 + 1)
2(x2 + x1)4
−((4x
4
1 + 2x
2
1 + 1) x
2
2 + 3x
3
1x2 + x
2
1) (x2x1 + 1)
2(x2 + x1)4
+
(2x41 + 2x
3
1 − x21 + 1)D0(x2)
2(1 + x1)2
− 1− 2x2 + 2x
2
2
2(1− x1)
]
, (5.67)
E0qq¯,q′ = (Q2)−ǫ
x1 x2 (1 + x1 x2)
2 (1− x21)
2(x1 + x2)4
+ (x1 ↔ x2) , (5.68)
Eqq′,q = (Q2)−ǫ
[
− 1
2ǫ
p(0)gq (x1)δ(1− x2)
+
D0(x2) (2− 2x1 + x21)
2x1
− x
2
1 − 2x1 + 2
2x1(1− x2)
−x2(x1x2 + 1) ((x1x2 − 1)x
2
1 + 2)
x1(x1 + x2)2 (x22 − 1)
+
(
2x1 + (2− 2x1 + x21) log
(
2(1−x1)
x1+1
)
− 2
)
δ(1− x2)
2x1
]
, (5.69)
F0gg,g = −I(1)gg (Q2)δ(1− x1)δ(1− x2) + (Q2)−ǫ
[
− 1
2ǫ
p(0)gg (x1)δ(1− x2)
+
1
4
π2δ(1− x1)δ(1− x2) +
(
−x22 + x2 − 2 +
1
x2
)
D0(x1)
+ δ(1− x2)D1(x1) +

1 +
(
log
(
2
x2+1
)
− 1
)
1− x2

 δ(1− x1)
−

(x32 − x22 + 2x2 − 1)
(
log
(
21−x2
x2+1
))
x2

 δ(1− x1)
+
1
2
D0(x1)D0(x2)− 3
2(1 + x1)(1 + x2)
+
2 (x41 − x21 + 2) (1 + x1x2)2
(x1 + x2)4
+
+
x21 − x1 + 2 + 2(x2+1)x1 − 1x1
1− x2 −
2 (x41 + x
2
1 + (x
2
1 + 3)x1 + 2) (1 + x1x2)
2
(1− x22)(x1 + x2)4
+
3 (x31 + x1) (x
3
2 + x2) (1 + x1x2)
(x1 + x2)4
+
(1 + x1x2)
x1(x1 + 1)x2(x2 + 1)
+
2x1 (x
2
1 + 3) (1 + x1x2)
2
(x2 + 1)(x1 + x2)4
+
2
(
x22x
4
1 + (x
2
2 + 1)
2
x21 + x
2
2
)
(1 + x1x2)
(x1 + x2)4
]
+ (x1 ↔ x2) , (5.70)
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G0qq¯,g = (Q2)−ǫ
(1 + x1 x2)x
2
1(1− x2)2(1 + x2)2
(x1 + x2)4
+ (x1 ↔ x2) , (5.71)
G0gq,q = (Q2)−ǫ
[
− 1
2ǫ
p(0)gq (x1)δ(1− x2)
−
(
2(1− x1)− (2− 2x1 + x21) log
(
21−x1
x1+1
))
δ(1− x2)
2x1
+
D0(x2) (2− 2x1 + x21)
2x1
− 2− 2x1 + x
2
1
2x1(1− x2)
+
2(1 + x1x2) (x
2
1 + 2x2x1 + (x
4
1 − 2x21 + 2) x22)
2x1(x1 + x2)3 (1− x22)
]
. (5.72)
5.6 Singular limits
In this section we list the singular limits of the antenna function described above.
The soft and collinear limits of final-final antennae are already listed in ref. [20];
for completeness, we repeat them here. We also write down trivial limits for the
same sake of completeness.
The limits are written in terms of the eikonal factor
Sabc =
2sac
sabsbc
, (5.73)
the final-final splitting functions
Pqg→Q(z) =
1 + (1− z)2 − ǫz2
z
,
Pqq¯→G(z) =
z2 + (1− z)2 − ǫ
1− ǫ ,
Pgg→G(z) =
z
1− z +
1− z
z
+ z(1− z) , (5.74)
the initial-final splitting functions
Pgq←Q(z) =
1 + z2 − ǫ(1− z)2
(1− ǫ)(1− z)2 =
1
z
1
1− ǫPqg→Q(1− z),
Pqg←Q(z) =
1 + (1− z)2 − ǫz2
z(1− z) =
1
1− zPqg→Q(z),
Pqq¯←G(z) =
z2 + (1− z)2 − ǫ
1− z =
1− ǫ
1− zPqq¯→G(z),
Pgg←G(z) =
2(1− z + z2)2
z(1− z)2 =
1
1− zPgg→G(z) , (5.75)
where Pij←K is the splitting of the initial-state K into parton i entering the
hard process and parton j radiated. The definition of the momentum fraction z
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changes depending on whether the particles becoming collinear are in the initial
or in the final-state. For two final-state particles p1 and p2 becoming collinear in
the direction p12, we have the limits
p1 → zp12, p2 → (1− z)p12, s13 → zs123, s23 → (1− z)s123 , (5.76)
whereas for a final-state particle pj becoming collinear with an initial-state parton
pi we have
pj → zpi, pij → (1− z)pi, sik → sijk
1− z , sjk →
zsijk
1− z . (5.77)
This explains the difference between final-final and initial-final splitting functions.
For collinear singularities between an initial pi and a final-state parton pk, the
limits are proportional to the propagator going onshell, namely 1/(1 − z)sik,
whereas for two final-state partons pj and pk the limit is proportional to sjk,
therefore the factor 1 − z in the initial-final splittings. The factors of 1 − ǫ or
1/(1 − ǫ) account for the different number of polarizations when the type of
particle entering the hard process is changed.
5.6.1 Final-final antennae
The final-final antennae can have soft limits when one gluon becomes soft, or
when any two partons become collinear.
The quark-antiquark antenna A(1q, 3g, 2q¯) have a non vanishing soft limit
when the gluon becomes soft. Non-vanishing collinear limits are obtained when
the gluon becomes collinear to one of the hard radiators.
Aqgq¯(1, 3, 2)
3g→0−→ S132 (5.78)
Aqgq¯(1, 3, 2)
3g‖1q−→ 1
s13
Pqg→Q(z) (5.79)
Aqgq¯(1, 3, 2)
3g‖2q−→ 1
s23
Pqg→Q(z) (5.80)
Aqgq¯(1, 3, 2)
1q‖2q−→ 0 (5.81)
(5.82)
The quark-gluon antenna Dqgg(1, 2, 3) has a non-vanishing soft limit when one
of the gluons becomes soft. Non-vanishing collinear limits are obtained in all
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collinear configurations.
Dqgg(1, 2, 3)
2g→0−→ S123 (5.83)
Dqgg(1, 2, 3)
3g→0−→ S132 (5.84)
Dqgg(1, 2, 3)
2g‖1q−→ 1
s12
Pqg→Q(z) (5.85)
Dqgg(1, 2, 3)
3g‖1q−→ 1
s13
Pqg→Q(z) (5.86)
Dqgg(1, 2, 3)
2g‖3g−→ 1
s23
Pgg→G(z) (5.87)
(5.88)
The quark-gluon antenna Eqq′q¯′(1, 3, 4) has no soft limits (since there are no final-
state gluons). Non-vanishing collinear limits appear when the two quarks/antiquarks
of the same type become collinear.
Eqq′q¯′(1, 2, 3)
2q′‖3q¯′−→ 1
s23
Pqq¯→G(z) (5.89)
Eqq′q¯′(1, 2, 3)
1q‖2q′−→ 0 (5.90)
Eqq′q¯′(1, 2, 3)
1q‖3q¯′−→ 0 (5.91)
(5.92)
The gluon-gluon antenna Fggg(1, 2, 3) has soft limits for each gluon becoming soft.
Non vanishing collinear limits appear when two gluons become collinear.
Fggg(1, 2, 3)
2g→0−→ S123 (5.93)
Fggg(1, 2, 3)
3g→0−→ S132 (5.94)
Fggg(1, 2, 3)
1g→0−→ S213 (5.95)
Fggg(1, 2, 3)
2g‖1g−→ 1
s12
Pgg→G(z) (5.96)
Fggg(1, 2, 3)
3g‖1g−→ 1
s13
Pgg→G(z) (5.97)
Fggg(1, 2, 3)
2g‖3g−→ 1
s23
Pgg→G(z) (5.98)
The gluon-gluon antenna Ggqq¯(1, 3, 4) has only one non-vanishing collinear limit,
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when the quark-antiquark pair becomes collinear.
Ggqq¯(1, 2, 3)
2q‖3q¯−→ 1
s23
Pqq¯→G(z) (5.99)
Ggqq¯(1, 2, 3)
1g‖2q−→ 0 (5.100)
Ggqq¯(1, 2, 3)
1g‖3q¯−→ 0 (5.101)
(5.102)
5.6.2 Initial-final antennae
The initial-final antennae Xi,jk can have non-vanishing soft and collinear singular
limits when one of the two final-state momenta j or k becomes soft, when one
of them becomes collinear to the initial-state parton i or when both final-state
partons become collinear.
The initial-final quark-antiquark antenna Aq,gq(1; 3, 2) has a non vanishing
soft limit when the gluon becomes soft and non vanishing collinear limits when
the gluon becomes collinear to either the initial- or final-state quark. It vanishes
in the case where the initial and final quark become collinear.
Aq,gq(1q; 3g, 2q)
3g→0−→ S132 (5.103)
Aq,gq(1; 3, 2)
3g‖1q−→ 1
s13
Pqg←Q(z) (5.104)
Aq,gq(1; 3, 2)
3g‖2q−→ 1
s23
Pqg→Q(z) (5.105)
Aq,gq(1; 3, 2)
1q‖2q−→ 0 (5.106)
The initial-final quark-antiquark antenna Ag,qq¯(3; 1, 2) has no vanishing soft limit
since the gluon is in the initial-state; it has non-vanishing collinear limits when
one of the final-state partons becomes collinear with the initial-state gluon but
no collinear limit in the case where the quark and the antiquark become collinear.
Ag,qq¯(3; 1, 2)
1q‖3g−→ 1
s13
Pqq¯←G(z) (5.107)
Ag,qq¯(3; 1, 2)
2q¯‖3g−→ 1
s23
Pqq¯←G(z) (5.108)
Ag,qq¯(3; 1, 2)
2q¯‖1q−→ 0 (5.109)
The quark-induced initial-final quark-gluon antennaDq,gg(1; 2, 3) has a non-vanishing
soft limit when one of the final-state gluon becomes soft and non-vanishing
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collinear limits in all the kinematically unsuppressed configurations,
Dq,gg(1; 2, 3)
3g→0−→ S123 (5.110)
Dq,gg(1; 2, 3)
2g→0−→ S132 (5.111)
Dq,gg(1; 2, 3)
2g‖1q−→ 1
s12
Pqg←Q(z) (5.112)
Dq,gg(1; 2, 3)
3g‖1q−→ 1
s13
Pqg←Q(z) (5.113)
Dq,gg(1; 2, 3)
2g‖3g−→ 1
s23
Pgg→G(z) (5.114)
(5.115)
The gluon-induced initial-final quark-gluon antenna is split into two contributions
Dg,qg(2; 1, 3) and Dg,gq(2; 3, 1) so that the first contains only the collinear limit of
the quark becoming collinear to the initial-state gluon and the latter containing
both the soft limit of the final-state gluon and its collinear limit with the initial-
state gluon,
Dg,qg(2; 1, 3)
3g→0−→ 0 (5.116)
Dg,qg(2; 1, 3)
1q‖2g−→ 1
s12
Pqq¯←G(z) (5.117)
Dg,qg(2; 1, 3)
1q‖3g−→ 0 (5.118)
Dg,qg(2; 1, 3)
2g‖3g−→ 0 (5.119)
Dg,gq(2; 3, 1)
3g→0−→ S132 (5.120)
Dg,gq(2; 3, 1)
1q‖3g−→ 1
s13
Pqg→Q(z) (5.121)
Dg,gq(2; 3, 1)
2g‖3g−→ 1
s23
Pgg←G(z) (5.122)
Dg,gq(2; 3, 1)
1q‖2g−→ 0 (5.123)
The initial-final quark-gluon antennae with two different quark types Eq,q′q¯′(1; 2, 3)
and Eq′,qq′(3; 1, 2) have no soft limit (as they have no gluons) and only collinear
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limits when the two quarks of the same type become collinear,
Eq,q′q¯′(1; 2, 3)
2q′‖3q¯′−→ 1
s23
Pqq¯→G(z) (5.124)
Eq,q′q¯′(1; 2, 3)
1q‖2q′−→ 0 (5.125)
Eq,q′q¯′(1; 2, 3)
1q‖3q¯′−→ 0 (5.126)
Eq′,qq′(3; 1, 2)
2q′‖3q¯′−→ 1
s23
Pgq←Q(z) (5.127)
Eq′,qq′(3; 1, 2)
1q‖2q′−→ 0 (5.128)
Eq′,qq′(3; 1, 2)
1q‖3q¯′−→ 0 (5.129)
The initial-final gluon-gluon antennae Fg,gg(1; 2, 3) has soft limits when one of
the final-state gluons becomes soft, and non-vanishing collinear limit when any
two gluons become collinear,
Fg,gg(1; 2, 3)
2g→0−→ S123 (5.130)
Fg,gg(1; 2, 3)
3g→0−→ S132 (5.131)
Fg,gg(1; 2, 3)
2g‖1g−→ 1
s12
Pgg←G(z) (5.132)
Fg,gg(1; 2, 3)
3g‖1g−→ 1
s13
Pgg←G(z) (5.133)
Fg,gg(1; 2, 3)
2g‖3g−→ 1
s23
Pgg→G(z) (5.134)
The initial-final gluon-gluon antennae Gq,gq(3q; 1g, 2q) and Gg,qq¯(1g; 2q, 3q¯) have
no soft limits and only one non-vanishing collinear limit when the quark and
antiquark become colinear.
Gq,gq(3; 1, 2)
2q‖3q−→ 1
s23
Pgq←Q(1) (5.135)
Gq,gq(3; 1, 2)
1g‖2q−→ 0 (5.136)
Gq,gq(3; 1, 2)
1g‖3q−→ 0 (5.137)
Gg,qq¯(1; 2, 3)
2q‖3q¯−→ 1
s23
Pqq¯→G(z) (5.138)
Gg,qq¯(1; 2, 3)
1g‖2q−→ 0 (5.139)
Gg,qq¯(1; 2, 3)
1g‖3q¯−→ 0 (5.140)
5.6. SINGULAR LIMITS 151
5.6.3 Initial-initial antennae
The initial-initial antennae Xij,k only have singular limits when particle k be-
comes collinear to i or j, or when it becomes soft. The other possibilities are
kinematically suppressed.
The initial-initial quark-antiquark antenna Aqg,q(1, 3; 2) has no soft limit and
one collinear limit,
Aqg,q(1, 3; 2)
2q‖3g−→ 1
s23
Pqq¯←G(z) (5.141)
Aqg,q(1, 3; 2)
2q‖1q−→ 0 (5.142)
The initial-initial quark-antiquark antenna Aqq¯,g(1, 2; 3) has one soft limit and
two collinear limits when the final-state gluon becomes collinear with one of the
initial-state partons,
Aqq¯,g(1, 2; 3)
3g→0−→ S132 (5.143)
Aqq¯,g(1, 2; 3)
3g‖1q−→ 1
s13
Pqg←Q(z) (5.144)
Aqq¯,g(1, 2; 3)
3g‖2q¯−→ 1
s23
Pqg←Q(z) (5.145)
The initial-initial quark-gluon antenna Dgg,q(2, 3; 1) has only collinear limits,
Dgg,q(2, 3; 1)
1q‖2g−→ 1
s12
Pqq¯←G(z) (5.146)
Dgg,q(2, 3; 1)
1q‖3g−→ 1
s13
Pqq¯←G(z) (5.147)
whereas Dqg,g(1, 2; 3) has both soft and collinear non-vanishing limits,
Dqg,g(1, 2; 3)
3g→0−→ S132 (5.148)
Dqg,g(1, 2; 3)
3g‖2g−→ 1
s23
Pgg←G(z) (5.149)
Dqg,g(1, 2; 3)
3g‖1q−→ 1
s13
Pqg←Q(z). (5.150)
The initial-initial quark-gluon antenna Eqq¯,q′(2, 3; 1) has no singular limits,
Eqq¯,q′(2, 3; 1)
1q¯→0−→ 0 (5.151)
Eqq¯,q′(2, 3; 1)
1q‖2q′−→ 0 (5.152)
Eqq¯,q′(2, 3; 1)
1q‖3q¯′−→ 0 (5.153)
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whereas Eqq′,q(1, 2; 3) has a non vanishing collinear limit when the final-state
quark is collinear to the initial quark of the same type,
Eqq′,q(1, 2; 3)
2q′‖3q¯′−→ 1
s23
Pgq←Q(z) (5.154)
Eqq′,q(1, 2; 3)
1q‖3q¯′−→ 0 (5.155)
The initial-initial gluon-gluon antenna Fggg(1, 2; 3) has both soft and collinear
limits,
Fggg(1, 2; 3)
3g→0−→ S123 (5.156)
Fggg(1, 2; 3)
3g‖1g−→ 1
s13
Pgg←G(z) (5.157)
Fggg(1, 2; 3)
3g‖2g−→ 1
s23
Pgg←G(z) (5.158)
The initial-initial gluon-gluon antennaeGgq,q(1, 2; 3) andGqq¯,g(2, 3; 1) have collinear
limits but no soft limits,
Ggq,q(1, 2; 3)
2q‖3q−→ 1
s23
Pgq→Q(z) (5.159)
Ggq,q(1, 2; 3)
1g‖3q−→ 0 (5.160)
Gqq¯,g(2, 3; 1)
1g→0−→ 0 (5.161)
Gqq¯,g(2, 3; 1)
1g‖2q−→ 0 (5.162)
Gqq¯,g(2, 3; 1)
1g‖3q¯−→ 0 (5.163)
5.7 Application of method at NLO
To illustrate the application of the antenna subtraction method at NLO, we derive
the antenna subtraction terms for two example reactions: deep inelastic (2+1)-jet
production and hadronic vector-boson-plus-jet production. Several NLO calcula-
tions are already available in the literature both for DIS jet production [5, 40, 41]
and for vector boson production [4].
5.7.1 (2+1)-jet production in deep inelastic scattering
The production of (2+1) jets in deep inelastic lepton-proton scattering can be
described on the parton level by the scattering of a space-like virtual gauge boson
and a parton, yielding a final-state with two hard partons (with the extra jet
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coming from the proton remnant, not participating in the hard interaction). We
limit ourselves to consider the scattering of transversely polarized virtual photons.
The cross section can be written as
dσ =
∫
dξ
ξ
∑
q
fq(ξ) dσˆq + fg(ξ) dσˆg . (5.164)
The partonic cross sections up to NLO are, in turn, given by,
dσˆq = dΦ2(kg, kq; pq, q)
∣∣M0q,gq∣∣2 J (2)2 (kg, kq)
+dΦ2(kg, kq; pq, q) 2ℜ(M1†q,gqM0q,gq) J (2)2 (kg, kq)
+dΦ3(kg1, kg2, kq; pq, q)
∣∣M0q,ggq∣∣2 J (3)2 (kg1, kg2, kq)
+dΦ3(kq1, kq2, kq¯; pq, q)
∣∣M0q,qqq¯∣∣2 J (3)2 (kq, kq, kq¯)
+
∑
q′ 6=q
dΦ3(kq, kq′, kq¯′; pq, q)
∣∣M0q,qq′q¯′∣∣2 J (3)2 (kq, kq′, kq¯′) , (5.165)
dσˆg = dΦ2(kq, kq¯; pg, q)
∣∣M0g,qq¯∣∣2 J (2)2 (kq, kq¯)
+dΦ2(kq, kq¯; pq, q) 2ℜ(M1†g,qq¯M0g,qq¯) J (2)2 (kq, kq¯)
+dΦ3(kg, kq, kq¯; pq, q)
∣∣M0g,gqq¯∣∣2 J (3)2 (kg, kq, kq¯) . (5.166)
For the sake of brevity, the momentum arguments on the matrix elements are
omitted. The first index on the matrix elements indicates the incoming parton,
the remaining ones the outgoing partons. Subtractions for infrared real radiation
singularities must be performed only on the three-parton final-states. The matrix
elements for the real contributions can be expressed in terms of colour-ordered
three-parton and four-parton antenna functions. They read as follows:∣∣M0q,gq∣∣2 = e2q N2,q A03(1q, 3g, 2ˆq¯) (5.167)∣∣M0q,ggq∣∣2 = e2q 12 N3,q
[
N A04(1q, 3g, 4g, 2ˆq¯) +N A
0
4(1q, 4g, 3g, 2ˆq¯)
− 1
N
A˜04(1q, 3g, 4g, 2ˆq¯)
]
, (5.168)
∣∣M0q,qqq¯∣∣2 + ∣∣M0q,qq′q¯′∣∣2 = e2q N3,q
[
NF B
0
4(1q, 3q′, 4q¯′, 2ˆq¯)
− 1
N
(
C04(1q, 3q, 4q¯, 2ˆq¯) + C
0
4 (1q, 3q, 2ˆq¯, 4q¯)
+C04(4q¯, 2ˆq¯, 1q, 3q) + C
0
4(2ˆq¯, 4q¯, 1q, 3q)
)]
+
∑
q′
e2q′ N3,q B
0
4(3q′, 1q, 2ˆq¯, 4q¯′) , (5.169)
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∣∣M0g,qq¯∣∣2 = ∑
q
e2q N2,g A
0
4(1q, 3ˆg, 2q¯) , (5.170)
∣∣M0g,gqq¯∣∣2 = ∑
q
e2q N3,g
[
N A04(1q, 3ˆg, 4g, 2q¯) +N A
0
4(1q, 4g, 3ˆg, 2q¯)
− 1
N
A˜04(1q, 3ˆg, 4g, 2q¯)
]
, (5.171)
where
Nn,q = 4 πα (g
2)n−2
N2 − 1
N
2 (1− ǫ)Q2 , (5.172)
and
Nn,g = 4 πα (g
2)n−2 2Q2 . (5.173)
All the antenna functions used here can be obtained from explicit expressions
for the final-final antennae X03 and X
0
4 in ref. [20] by crossing in each case the
particle denoted by nˆi.
The subtraction terms for both quark and gluon initiated processes are a com-
bination of final-final and initial-final subtractions. We split the quark-induced
contributions into three terms: quark-plus-two-gluon final-states at leading and
subleading colour, dσˆSq,A and dσˆ
S
q,A˜
and quark-quark-antiquark final-state dσˆSq,B.
Identical-only quark contributions to the matrix elements, involving the antenna
C04 , have no single collinear limits so they do not need to be subtracted. Gluon-
induced contributions can also be split into leading and subleading colour, dσˆSg,A
and dσˆS
g,A˜
. The explicit expressions for subtraction terms are given by
dσˆSq,A = e
2
q N3,qdΦ3(kg1, kg2, kq; pq, q)
N
2
×
(
D0q,g1g2 A
0
Q,Gq J
(2)
2 (KG, kq) +D
0
g1g2q
A0q,GQ J
(2)
2 (KG, KQ)
)
, (5.174)
dσˆS
q,A˜
= −e2q N3,qdΦ3(kg1, kg2, kq; pq, q)
1
2N
×
(
A0q,g1q A
0
Q,g2Q
J
(2)
2 (kg2, KQ) + A
0
q,g2q
A0Q,g1,Q J
(2)
2 (kg1, KQ)
)
,(5.175)
dσˆSq,B = N3,qdΦ3(kq, kq′, kq¯′; pq, q)
[∑
q′
e2q′ E
0
q,qq′ A
0
G,Q′q¯′ J
(2)
2 (KQ′, kq¯′)
+
NF
2
e2q
(
E0q,q′q¯′ A
0
Q,Gq J
(2)
2 (KG, kq) + E
0
qq′q¯′ A
0
q,GQ J
(2)
2 (KG, kq)
)]
,
(5.176)
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dσˆSg,A =
∑
q
e2q N3,gdΦ3(kg, kq, kq¯; pg, q)N
×
(
D0g,q¯g A
0
Q,Gq J
(2)
2 (KG, kq) +D
0
g,gq¯A
0
G,q,Q¯ J
(2)
2 (kq, KQ¯)
+ D0g,qg A
0
Q¯,Gq¯ J
(2)
2 (KG, kq¯) +D
0
g,gqA
0
G,Qq¯ J
(2)
2 (KQ, kq¯)
)
,(5.177)
dσˆS
g,A˜
= −
∑
q
e2q N3,gdΦ3(kg, kq, kq¯; pg, q)
1
N
×
(
1
2
A0g,qq¯ A
0
Q,gQ J
(2)
2 (kg, KQ) +
1
2
A0g,qq¯ A
0
Q¯,gQ¯ J
(2)
2 (kg, KQ¯)
+A0qgq¯A
0
g,QQ¯ J
(2)
2 (KQ, KQ¯)
)
. (5.178)
In the above, XI,Jk and Xk,IJ denote three-parton antenna functions with mo-
menta I, J obtained from a phase space mapping. The combination of these
subtraction terms with the real matrix elements containing three partons in the
final-state is finite in all soft and collinear limits and can be integrated numerically
over the three-particle phase space.
On the other hand, the analytical integration of the subtraction terms over
the factorized phase space can be carried out using the results of Section 5.4.3.
For the poles of the integrated terms, we obtain:
dσˆSq,A + dσˆ
S
q,A˜
+ dσˆSq,B = −2
αs
2π
[
N
(
I(1)qg (t) + I
(1)
qg (s)
)− 1
N
I(1)qq (u)
+NF
(
I
(1)
qg,F (t) + I
(1)
qg,F (s)
) ]
dσˆBq (p, q)
−αs
2π
∫
dx
x
1
ǫ
CF p
(0)
qq (x) dσˆ
B
q (xp, q)
−αs
2π
∫
dx
x
1
ǫ
CF p
(0)
gq (x) dσˆ
B
g (xp, q) +O(ǫ0) , (5.179)
dσˆSg,A + dσˆ
S
g,A˜
= −2 αs
2π
[
N
(
I(1)qg (t) + I
(1)
qg (u)
)− 1
N
I(1)qq (s)
+NF
(
I
(1)
qg,F (t) + I
(1)
qg,F (u)
) ]
dσˆBg (p, q)
−αs
2π
∫
dx
x
1
ǫ
(
N p(0)gg (x) +NF p
(0)
gg,F (x)
)
dσˆBg (xp, q)
−αs
2π
∫
dx
x
1
ǫ
TF p
(0)
qg (x)
(
dσˆBq (xp, q) + dσˆ
B
q¯ (xp, q)
)
+O(ǫ0) ,
(5.180)
where CF = (N
2 − 1)/(2N), TF = 12 and the Born cross sections are given by
dσˆBq (p, q) = dΦ2(kg, kq; p, q)
∣∣M0q,gq∣∣2 J (2)2 (kg, kq), (5.181)
dσˆBg (p, q) = dΦ2(kq, kq¯; p, q)
∣∣M0g,qq¯∣∣2 J (2)2 (kq, kq¯). (5.182)
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The poles contained in the operators I
(1)
ij match exactly the ones appearing, with
opposite sign, in the interference of the renormalized one loop amplitudes with
the Born ones. The remaining poles correspond to the mass-factorization con-
tributions. Thus, combining the integrated subtraction terms with the virtual
contributions and the mass-factorization counterterms, we obtain a finite contri-
bution, free of any poles in ǫ, that can be integrated over the two-parton phase
space.
5.7.2 Vector-boson-plus-jet production in hadronic collid-
ers
The second example we will consider is the production of a vector boson V
(V = γ, Z, W±) plus a hadronic jet in a hadronic collision. This process is
mediated by the scattering of two partons into the vector boson and one hard
parton. The cross section is given by
dσ =
∫
dξ1
ξ1
dξ2
ξ2
{∑
i,j
[
fqi(ξ1)fq¯j(ξ2) + fq¯i(ξ1)fqj(ξ2)
]
dσˆqi q¯j
+
∑
i,j
[
fqi(ξ1)fqj(ξ2) + fq¯i(ξ1)fq¯j(ξ2)
]
dσˆqiqj
+
∑
i
[(fqi(ξ1) + fq¯i(ξ1)) fg(ξ2) + fg(ξ1) (fqi(ξ2) + fq¯i(ξ2))] dσˆqig
+fg(ξ1)fg(ξ2) dσˆgg
}
. (5.183)
Again we express the partonic cross sections in terms of color ordered antennae.
We first write:
dσˆqiq¯j = dΦ2(kg, q; pq, pq¯)
∣∣∣M0qiq¯j ,g∣∣∣2 J (1)1 (kg)
+dΦ2(kg, q; pq, pq¯) 2ℜ(M1†qiq¯j ,gM0qj q¯j ,g) J (1)1 (kg)
+dΦ3(kg1, kg2, q; pq, pq¯)
∣∣∣M0qiq¯j ,gg∣∣∣2 J (2)1 (kg1, kg2)
+
∑
k,l
dΦ2(kq, kq¯, q; pq, pq¯)
∣∣∣M0qiq¯j ,qkq¯l∣∣∣2 J (2)1 (kq3, kq¯4) , (5.184)
dσˆqiqj =
∑
k,l
dΦ3(kqk, kql, q; pqi, pqj)
∣∣∣M0qiqj ,qkql∣∣∣2 J (2)1 (kq3, kq4) , (5.185)
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dσˆqig =
∑
j
dΦ2(kq, q; pq, pg)
∣∣∣M0qig,qj ∣∣∣2 J (1)1 (kq)
+
∑
j
dΦ2(kq, q; pq, pg) 2ℜ(M1†qig,qjM0qig,qj) J (2)1 (kq)
+
∑
j
dΦ3(kq, kg, q; pq, pg)
∣∣∣M0qig,qjg∣∣∣2 J (2)1 (kq, kg)
dσˆgg =
∑
i,j
dΦ3(kq, kq¯, q; pg1, pg2)
∣∣∣M0gg,qiq¯j ∣∣∣2 J (2)1 (kq, kq¯) , (5.186)
where we have omitted again the momentum arguments of the matrix elements.
The matrix element for the partonic process ab→ cdV is given by Mab,cd and the
momentum of the vector boson, appearing in the phase space measure is denoted
by q.
The real contributions are given by∣∣∣M0qiq¯j ,g∣∣∣2 = |Cij|2 (v2i + a2i )N1,qq¯ A03(jˆq, 1g, iˆq¯) (5.187)∣∣∣M0qig,qj ∣∣∣2 = |Cij|2 (v2i + a2i )N1,qg A03(jq, 1ˆg, iˆq¯) (5.188)∣∣∣M0qiq¯j ,gg∣∣∣2 = |Cij|2 (v2i + a2i ) 12 N2,qq¯
[
N A04(jˆq, 1g, 2g, iˆq¯) +N A
0
4(jˆq, 2g, 1g, iˆq¯)
− 1
N
A˜4(jˆq, 1g, 2g, iˆq¯)
]
, (5.189)
∣∣∣M0qiq¯j ,qkq¯l∣∣∣2 = N2,qq¯
×
{
δkl |Cij |2 (v2i + a2i )B04(jˆq, kq, lq¯, iˆq¯)
+δij |Ckl|2 (v2k + a2k)B04(kq, jˆq, iˆq¯, lq¯)
+δjl |Cik|2 (v2i + a2i )B04(kq, jˆq, lq¯, iˆq¯)
+δik |Cjl|2 (v2j + a2j )B04(jˆq, kq, iˆq¯, lq¯)
+δijδkl 2ℜ(CiiC†kk)
(
vi vk Bˆ
0
4,V (jˆq, kq, lq¯, iˆq¯) + ai ak Bˆ
0
4,A(jˆq, kq, lq¯, iˆq¯)
)
+δikδjl 2ℜ(CiiC†jj)
(
vi vj Bˆ
0
4,V (kq, jˆq, lq¯, iˆq¯) + ai aj Bˆ
0
4,A(kq, jˆq, lq¯, iˆq¯)
)
+
2
N
δikδkl |Cij|2 (v2i + a2i )C04(jˆq, kq, lq¯, iˆq¯)
+
2
N
δijδjl |Cik|2 (v2i + a2i )C04(kq, jˆq, lq¯, iˆq¯)
+
2
N
δjlδkl |Cij|2 (v2i + a2i )C04 (ˆiq¯, lq¯, kq, jˆq)
+
2
N
δijδik |Cjk|2 (v2j + a2j)C04(lq¯, iˆq¯, kq, jˆq)
}
(5.190)
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∣∣∣M0qiqj ,qkql∣∣∣2 = N2,qq
(
1− δkl
2
)
×
{
δjl |Cik|2 (v2i + a2i )B04(kq, lq, jˆq¯, iˆq¯)
+δik |Cjl|2 (v2j + a2j)B04(lq, kq, iˆq¯, jˆq¯)
+δikδjl 2ℜ(CiiC†jj)
(
vi vj Bˆ
0
4,V (kq, lq, jˆq¯, iˆq¯) + ai aj Bˆ
0
4,A(kq, lq, jˆq¯, iˆq¯)
)}
+ N2,qq
(
δij (1− δkl) + δkl
2
)
×
{
δjk |Cil|2 (v2i + a2i )B04(lq, kq, jˆq¯, iˆq¯)
+δil |Cjk|2 (v2j + a2j)B04(kq, lq, iˆq¯, jˆq¯)
+δjkδil 2ℜ(CiiC†jj)
(
vi vj Bˆ
0
4,V (lq, kq, jˆq¯, iˆq¯) + ai aj Bˆ
0
4,A(lq, kq, jˆq¯, iˆq¯)
)
− 2
N
δjlδjk |Cij |2 (v2i + a2i )C04 (ˆiq¯, jˆq¯, kq, lq)
− 2
N
δilδjl |Cik|2 (v2i + a2i )C04(kq, lq, iˆq¯, jˆq¯)
− 2
N
δikδjk |Cil|2 (v2i + a2i )C04(lq, kq, iˆq¯, jˆq¯)
− 2
N
δikδil |Cij|2 (v2j + a2j)C04(jˆq¯, iˆq¯, kq, lq)
}
, (5.191)
∣∣∣M0g1qi,g2qj ∣∣∣2 = |Cij|2 (v2i + a2i ) N2,qg [N A04(jq, 1ˆg, 2g, iˆq¯) +N A04(jq, 2g, 1ˆg, iˆq¯)
− 1
N
A˜4(jq, 1ˆg, 2g, iˆq¯)
]
, (5.192)∣∣∣M0g1g2,qiq¯j ∣∣∣2 = |Cij|2 (v2i + a2i )N2,gg [N A04(iq, 1ˆg, 2ˆg, jq¯) +N A04(iq, 2ˆg, 1ˆg, jq¯)
− 1
N
A˜4(iq, 1ˆg, 2ˆg, jq¯)
]
, (5.193)
where
Nn,qq¯ = Nn,qq = 4 παV (g
2)n−2
N2 − 1
N2
(1− ǫ)Q2 , (5.194)
Nn,qg = 4 παV (g
2)n−2
1
N
Q2 , (5.195)
Nn,qg = 4 παV (g
2)n−2
1
N2 − 1
1
1− ǫ Q
2 , (5.196)
with the coupling constants given by
αγ = α =
e2
4π
, αW =
GF M
2
W
√
2
4π
, αZ =
GF M
2
Z
√
2
64π
. (5.197)
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The vector and axial couplings of the quarks to the vector bosons are
vγu =
2
3
, vγd = −
1
3
, aγu = a
γ
d = 0 ,
vZu = 1−
8
3
sin2 θW , v
Z
d = −1 +
4
3
sin2 θW , a
Z
u = −1 , aZd = 1 ,
vWu = v
W
d =
1√
2
, aWu = a
W
d = −
1√
2
. (5.198)
The flavor mixing matrices, Cij are given by δij in the case of γ and Z production
and by the CKM matrix in case of W production. Finally, the colour ordered
antenna functions appearing in eqs. (5.188) to (5.194) can be obtained from
explicit expressions for the final-final antennae X03 and X
0
4 in ref. [20] by crossing
the particles denoted with hats.
The subtraction terms for this process involve initial-initial and initial-final
antennae as there are at most two partons in the final-state, final-final antennae
are not needed. Only antennae A04 and B
0
4 contain singular configurations and,
thus, require subtractions. We find the following subtraction terms, classified
according to the partonic reaction they must be combined with,
dσˆSqiq¯j ,gg = |Cij|2 (v2i + a2i )
1
2
N2,qq¯ dΦ3(kg1, kg2, q; pq, pq¯)
×
{
N
[
D0qi,g1g2 A
0
Qiq¯j ,G
J
(1)
1 (KG) +D
0
q¯j ,g1g2
A0qiQ¯j ,G J
(1)
1 (KG)
]
− 1
N
[
A0qiq¯j ,g1 A
0
QiQ¯j ,G2
J
(1)
1 (KG2) + A
0
qiq¯j ,g2
A0QiQ¯j ,G1 J
(1)
1 (KG1)
]}
,
(5.199)
dσˆSqiq¯j ,qkq¯l =
∑
k,l
N2,qq¯ dΦ3(kq, kq¯, q; pq, pq¯)
×
{
δkl |Cij|2 (v2i + a2i )
1
2
(
E0qi,q′kq¯′l A
0
Qiq¯j ,G
J
(1)
1 (KG)
+E0q¯j ,q′kq¯′l A
0
qiQ¯j ,G
J
(1)
1 (KG)
)
+δjl |Cik|2 (v2i + a2i )E0q¯jq′i,q¯l A
0
QiG,Qk
J
(1)
1 (KQk)
+δik |Cjl|2 (v2j + a2j)E0qiq¯′j ,qk A
0
Q¯jG,Q¯l
J
(1)
1 (KQl)
}
, (5.200)
(5.201)
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dσˆSqiqj ,qkql =
∑
k,l
N2,qq dΦ3(kqk, kql, q; pqi, pqj)
×
{(
1− δkl
2
)
δjl |Cik|2 (v2i + a2i )E0qj ,qlq′k A
0
qiG,Qk
J
(1)
1 (KQk)
+
(
1− δkl
2
)
δik |Cjl|2 (v2j + a2j )E0qi,qkq′l A
0
qjG,Ql
J
(1)
1 (KQl)
+
(
δij (1− δkl) + δkl
2
)
δjk |Cil|2 (v2i + a2i )E0qj ,qkq′l A
0
qiG,Ql
J
(1)
1 (KQl)
+
(
δij (1− δkl) + δkl
2
)
δil |Cjk|2 (v2j + a2j )E0qi,qlq′k A
0
qjG,Qk
J
(1)
1 (KQk)
}
,
(5.202)
dσˆSqig,qjg =
∑
j
|Cij |2 (v2i + a2i )N2,qg dΦ3(kq, kg, q; pq, pg)
×
{
N
[
D0qig,g A
0
QiG,Qj
J
(1)
1 (KQj) +D
0
g,gqj
A0qiG,Qj J
(1)
1 (KQj)
+D0g,qjg A
0
qiQ¯j ,G
J
(1)
1 (KG)
]
− 1
N
[
A0qi,gqj A
0
Qig,Qj
J
(1)
1 (KQj) + A
0
qig,qj
A0QiQ¯j ,G J
(1)
1 (KG)
]}
, (5.203)
dσˆSg1g2,qiq¯j =
∑
i,j
|Cij |2 (v2i + a2i )N2,gg dΦ3(kq, kq¯, q; pg1, pg2)
× N
2 − 1
N
[
D0g1g2,qi A
0
Q¯iG,Q¯j
J
(1)
1 (KQj) +D
0
g1g2,q¯j
A0QjG,Qi J
(1)
1 (KQi)
]
,
(5.204)
Antennae of the formXiJ,K andXIJ,K correspond to antennae where the momenta
of the particles denoted with capital letters are obtained by initial-final and initial-
initial phase space mappings respectively.
The integrated form of the subtraction terms can be obtained immediately
using the results in Sections 5.4.3 and 5.5.3. The singular pieces of these terms
are then given by
dσˆSqiq¯j ,gg = −2
αs
2π
[
N
(
I(1)qg (t) + I
(1)
qg (u)
)− 1
N
I(1)qq (s)
]
dσˆBqi q¯j(pq, pq¯)
−αs
2π
∫
dx
x
1
ǫ
CF p
(0)
qq (x)
(
dσˆBqiq¯j(x pq, pq¯) + dσˆ
B
qi q¯j
(pq, x pq¯)
)
+O(ǫ0) ,
(5.205)
dσˆSqiq¯j ,qkq¯l = −2
αs
2π
[
NF
(
I
(1)
qg,F (t) + I
(1)
qg,F (u)
) ]
dσˆBqiq¯j(pq, pq¯)
−αs
2π
∫
dx
x
1
ǫ
CF p
(0)
gq (x)
(
dσˆBqig(pq, x pg) + dσˆ
B
q¯jg
(pq¯, x pg)
)
+O(ǫ0) ,
(5.206)
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dσˆSqiqj ,qkql =
−αs
2π
∫
dx
x
1
ǫ
CF p
(0)
gq (x)
(
dσˆBqig(pq, x pg) + dσˆ
B
qjg
(pq¯, x pg)
)
+O(ǫ0) , (5.207)
dσˆSqig,qjg = −2
αs
2π
[
N
(
I(1)qg (u) + I
(1)
qg (s)
)− 1
N
I
(1)
qq¯ (t)
+NF
(
I
(1)
qg,F (u) + I
(1)
qg,F (s)
) ]
dσˆBqig(pq, pg)
−αs
2π
∫
dx
x
1
ǫ
CF p
(0)
qq (x) dσˆ
B
qig
(x pq, pg)
−αs
2π
∫
dx
x
1
ǫ
(
N p(0)gg (x) +N p
(0)
gg,F (x)
)
dσˆBqig(pq, x pg)
−αs
2π
∫
dx
x
1
ǫ
TF p
(0)
qg (x)
∑
j
dσˆBqiq¯j(pq, x pq¯) +O(ǫ0) , (5.208)
dσˆSgg,qiq¯j =
−αs
2π
∫
dx
x
1
ǫ
2 TF p
(0)
qg (x)
∑
i
(
dσˆBqig(x pq, pg) + dσˆ
B
q¯ig
(x pq¯, pg)
)
+O(ǫ0) ,
(5.209)
where the Born cross sections are given by
dσˆBqiq¯j = dΦ2(kg, q; pq, pq¯)
∣∣∣M0qi q¯j ,g∣∣∣2 J (1)1 (kg) , (5.210)
dσˆBqig =
∑
j
dΦ2(kq, q; pq, pg)
∣∣∣M0qig,qj ∣∣∣2 J (1)1 (kq) . (5.211)
Again, the poles in the operators I
(1)
ij are canceled by the virtual contributions
whereas the ones associated with the Altarelli-Parisi kernels drop out once com-
bined with mass-factorization counterterms.
5.8 Conclusions and outlook
In this chapter, we have presented a generalization of the antenna subtraction
method for the calculation of higher-order QCD corrections to exclusive collider
observables to situations with partons in the initial-state.
The basic ingredients to the subtraction terms, the antenna functions, can
be obtained from the known final-state antenna functions by simple crossing.
We derived the factorization of an multi-parton phase space into an antenna
phase space (required for the analytic integration of the subtraction terms) and a
reduced phase space of lower multiplicity,for antennae with one or two hard radi-
ator partons in the initial-state(initial-final and initial-initial antennae). Explicit
phase space factorization and parameterization formulae were presented for NLO
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and NNLO calculations. We derived all integrated initial-final and initial-initial
antennae relevant at NLO, and demonstrated their application on two example
calculations.
A major advantage of the antenna subtraction method is its straightforward
extension to NNLO calculations. The result presented in this chapter are a sig-
nificant step towards NNLO calculations of hadron collider observables. Using
the phase space factorizations presented here, NNLO subtraction terms for jet
production observables at hadron colliders can be constructed from known build-
ing blocks. Their analytic integration over the antenna phase spaces relevant to
NNLO calculations is still an outstanding issue. It is however anticipated that
usage of techniques similar to those applied for the integration of the final-final
antennae will help to perform these integrals in a systematic and efficient way.
First applications of the method presented here, once the corresponding NNLO
integrated antennae are available, could be NNLO calculations of two-jet produc-
tion or vector-boson-plus-jet production at hadron colliders, and of two-plus-one-
jet production in deep inelastic scattering. Further extensions of the method
could include radiation off massive particles, thus allowing the NNLO calculation
of top quark pair production at hadron colliders.
Another important extension of subtraction methods is the combination with
parton shower algorithms [42–44], thus allowing for a full partonic event genera-
tion to NLO accuracy. This task has been fully accomplished so far only for one
QCD subtraction method [42–44]. While fixed order NLO calculations are inde-
pendent of the subtraction method used, there can be a residual dependence on
the method in matched NLO-plus-parton-shower calculations, since unintegrated
and integrated subtraction terms are treated differently in the parton shower.
With the formulation of the antenna subtraction method for initial-state radia-
tion presented here, it will become possible to construct antenna-based parton
showers for hadronic collisions.
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5.A One-particle phase space
The one-particle phase space can be expressed through integration over three
scalar parameters related to three scalar products.
s = 2p1p2 (5.212)
λ1 =
2p2k
s
(5.213)
λ2 =
2p1k
s
(5.214)
λ3 = −pTk
s
(5.215)
We work in the center of mass system of p1 and p2, pT is perpendicular to p1, p2
and satisfies
~k = ~p1 + ~p2 + ~pT
Due to the symmetry of the problem, only the scattering angle Θ is relevant. It
is given by
sinΘ =
−pT · k∣∣∣~k∣∣∣√s
We have∫
ddk =
∫
dEk
∫
d
∣∣∣~k∣∣∣ ∣∣∣~k∣∣∣d−2
= V (d− 2)
∫
d(p1 · k)d(p2 · k)d(−pT · k) 2√
s
3
k
∣∣∣~k∣∣∣d−2

−pT · k∣∣∣~k∣∣∣√s

d−3
=
2V (d− 2)√
s
d
∫
d(p1 · k)d(p2 · k)d(−pT · k)(−pT · k)d−3
=
2V (d− 2)√
s
d
∫
s
2
dλ1
s
2
dλ2sdλ3(sλ3)
d−3
= sd/2
V (d− 2)
2
∫
dλ1dλ2dλ3(λ3)
d−3 (5.216)
where
V (n) =
2πn/2
Γ(n/2)
is the surface of the unit sphere in n dimensions.
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5.B Expansion in distributions
The integration of the antenna functions for the initial-initial case are trivial,
since the integration over the phase-space of the unresolved particle in (5.49)∫
[dk]x1x2δ(x1 − xˆ1)δ(x2 − xˆ2) (5.217)
is, up to a trivial angle integration, frozen by the two δ-functions. This section
explains how to express the “integrated” antenna functions in terms of distribu-
tions.
We first use the phase-space parameterization of the preceding section 5.A∫
ddk = sd/2
V (d− 2)
2
∫
dλ1dλ2dλ3(λ3)
d−3 . (5.218)
In terms of the λ variables we have
k2 = s
(
λ1λ2 − λ23
)
xˆ1 =
√
(1− λ1)(1− λ1 − λ2)
1− λ2
xˆ2 =
√
(1− λ2)(1− λ1 − λ2)
1− λ1 , (5.219)
so that (5.218) becomes∫
[dk]x1x2δ(x1 − xˆ1)δ(x2 − xˆ2)
=
1
(2π)d−1
∫
ddkδ(k2)x1x2δ(x1 − xˆ1)δ(x2 − xˆ2)
= s
d/2
12
V (d− 2)
2(2π)d−1
dλ1dλ2dλ3(λ3)
d−3δ(λ1λ2 − λ23)x1x2
×δ

x1 −
√
(1− λ1)(1− λ1 − λ2)
1− λ2

 δ

x2 −
√
(1− λ2)(1− λ1 − λ2)
1− λ1


= s1−ǫ12
2(4π)−
d
2
Γ(1− ǫ)
(
x1x2(1 + x1)(1 + x2)
(x1 + x2)2
)ǫ
×(1− x1)−1−ǫ(1− x2)−1−ǫ
(
x21x
2
2(1 + x1x2)
(x1 + x2)2
)
= Q1−ǫ
2(4π)−
d
2
Γ(1− ǫ)J (x1, x2) , (5.220)
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with Q2 = (p1 + p2 − pk)2 = x1x2s12. The Jacobian given as in equation (5.51)
by
J (x1, x2) = x1 x2 (1 + x1 x2)
(x1 + x2)2
(1− x1)−ǫ(1− x2)−ǫ
(
(1 + x1)(1 + x2)
(x1 + x2)2
)−ǫ
,
(5.221)
and the two-particle invariants are as in (5.52)
s1j = −s12x1 (1− x
2
2)
x1 + x2
, sj2 = −s12x2 (1− x
2
1)
x1 + x2
. (5.222)
The expansion in distributions is done by using the following identities.
1∫
0
φ(x)
(1− x)1+ǫdx
=
1∫
0
φ(x)− φ(1)
(1− x)1+ǫ dx+ φ(1)
∫ 1
0
dx
(1− x)1+ǫ
=
1∫
0
(φ(x)− φ(1))
∞∑
n=0
(−ǫ)n logn(1− x)
(1− x)n! dx+ φ(1)
1
ǫ
(1− x)ǫ
∣∣∣∣1
0
=
1∫
0
(φ(x)− φ(1))
∞∑
n=0
(−ǫ)n logn(1− x)
(1− x)n! dx− φ(1)
1
ǫ
=
1∫
0
[
−1
ǫ
δ(1− x) +
∞∑
n=0
(−ǫ)n
n!
(
logn(1− x)
1− x
)
+
]
φ(x)dx
=
1∫
0
[
−1
ǫ
δ(1− x) +
(
1
1− x
)
+
− ǫ
(
log(1− x)
1− x
)
+
+O(ǫ2)
]
φ(x)dx ,
(5.223)
where the ǫ expansion in the second line can be performed, because the integrand
is finite. We made use of the definition of the plus distribution
∫
dx (f(x))+ φ(x) =
∫
dxf(x) (φ(x)− φ(1)) . (5.224)
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For n ≥ 0 we have
1∫
0
(1− x)n−ǫφ(x)dx =
1∫
0
(1− x)n
∞∑
j=0
(−ǫ)j logj(1− x)
j!
φ(x)dx
=
∞∑
j=0
(−ǫ)j
j!
1∫
0
(1− x)n logj(1− x)φ(x)dx ,
(5.225)
where we could expand the rhs of the first line, since for positive n the integrand
is finite.
We illustrate the expansion of the initial-initial antenna function in distribu-
tion with the example function
f(s12, s1j, sj2) =
Γ(1− ǫ)(4π)2−ǫ
2Q1−ǫ
s212
s1jsj2
.
We compute
I ≡
∫
dx1dx2
∫
[dk]x1x2δ(x1 − xˆ1)δ(x2 − xˆ2)f(s12, s1j, sj2) φ(x1, x2)
=
∫
dx1dx2J (x1, x2) (x1 + x2)
2
x1 (1− x22)x2 (1− x21)
φ(x1, x2)
=
∫
dx1dx2
(1 + x1 x2)
(1 + x2) (1 + x1)
(1− x1)−1−ǫ(1− x2)−1−ǫ
×
(
(1 + x1)(1 + x2)
(x1 + x2)2
)−ǫ
φ(x1, x2) .
(5.226)
The factors (1 − x)−1−ǫ will give rise to the poles in ǫ. We will only consider
the expansion in ǫ up to the finite terms, so we can expand the last factor of
(5.227) and drop the terms of higher order than ǫ2. We use partial fractioning to
disentangle the factors (1− xi) in the denominator,
I =
∫
dx1dx2(1− x1)−ǫ(1− x2)−ǫ
(
1
2(1 + x2) (1 + x1)
+
1
2(1− x1)(1− x2)
)
×
(
1− ǫ log
(
(1 + x1)(1 + x2)
(x1 + x2)2
)
+
1
2
ǫ2 log2
(
(1 + x1)(1 + x2)
(x1 + x2)2
)
+O(ǫ3)
)
×φ(x1, x2) .
(5.227)
5.B. EXPANSION IN DISTRIBUTIONS 167
The first term is finite when we expand in ǫ. For the second term, we use 5.224
and get
I = +
1
2
∫
dx1dx2
φ(x1, x2)
(1 + x2) (1 + x1)
+
1
2
∫
dx1dx2
(
−1
ǫ
δ(1− x1) +
(
1
1− x1
)
+
− ǫ
(
log(1− x1)
1− x1
)
+
)
×
(
−1
ǫ
δ(1− x2) +
(
1
1− x2
)
+
− ǫ
(
log(1− x2)
1− x2
)
+
)
×
(
1− ǫ log
(
(1 + x1)(1 + x2)
(x1 + x2)2
)
+
1
2
ǫ2 log2
(
(1 + x1)(1 + x2)
(x1 + x2)2
)
+O(ǫ3)
)
×φ(x1, x2)
. (5.228)
Using the “commutation” relations∫
dx
(
1
1− x
)
+
f(x)φ(x) =
∫
dx
f(x)φ(x)− f(1)φ(1)
1− x
=
∫
dx
f(x)φ(x)− f(1)φ(x) + f(1)φ(x)− f(1)φ(1)
1− x
=
∫
dx
f(x)− f(1)
1− x φ(x) + f(1)
φ(x)− φ(1)
1− x
=
∫
dx
[
f(x)− f(1)
1− x + f(1)
(
1
1− x
)
+
]
φ(x) (5.229)
∫
dxδ(1− x)f(x)φ(x) =
∫
dxf(1)φ(1) =
∫
dxf(1) [δ(1− x)]φ(x) , (5.230)
we finally get
I =
1
2
∫
dx1dx2
[
1
ǫ2
δ(1− x1)δ(1− x2)
−1
ǫ
(
δ(1− x1)
(
1
1− x2
)
+
+ δ(1− x2)
(
1
1− x1
)
+
)
+δ(1− x1)
(
log
2
1 + x2
+
(
log(1− x2)
1− x2
)
+
)
+δ(1− x2)
(
log
2
1 + x1
+
(
log(1− x1)
1− x1
)
+
)
+
(
1
1− x1
)
+
(
1
1− x2
)
+
+
1
(1 + x1)(1 + x2)
]
φ(x1, x2) .
(5.231)
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Chapter 6
Master integrals
This chapter is based on the paper
“Two-Loop Quark and Gluon Form Factors”
published with Tobias Huber and Thomas Gehrmann in Physics Letters B [1].
6.1 Introduction
The infrared pole structure of renormalized multi-loop amplitudes in dimensional
regularization with d = 4 − 2ǫ space-time dimensions can be predicted from an
infrared factorization formula, which was first conjectured in ref. [2], where it was
formulated up to two loops. A proof of the formula, together with an explicit
formulation up to three loops was derived later in ref. [3]. The simplest multi-loop
amplitudes where the infrared factorization formula can be applied are three-point
functions, involving two partons coupled to an external current: the quark form
factor γ∗ → qq¯ and the gluon form factor H → gg. The QCD corrections to
these form factors can in particular be used to fix a priori unknown constants in
the infrared factorization formula, thus enabling an unambiguous prediction for
multi-loop amplitudes involving more than two external partons.
In the infrared factorization formula for a given form factor (or more generally
for a given multi-leg amplitude) at a certain number of loops, infrared singularity
operators act on the form factor evaluated with a lower number of loops. The
infrared singularity operators contain explicit infrared poles 1/ǫ2 and 1/ǫ. They
do therefore project subleading terms in ǫ from the lower order form factors.
At present, two-loop corrections to the massless quark [4–6] and gluon [7]
form factors are known to order ǫ0. Two-loop corrections to this order were also
obtained for massive quarks [8–10]. The infrared structure of the massless form
factors and infrared cancellations with real radiation contributions are described
in detail in ref. [11–14]. Very recently, results to order ǫ2 were obtained for the
quark form factor [15].
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The calculation of these corrections proceeds through a reduction [16–20]
of all two-loop Feynman integrals appearing in the form factors to a small set
of master integrals. The reduction is exact in ǫ, so that the evaluation of the
form factors is limited only by the order to which the master integrals can be
computed. The massless two-loop form factors contain three two-loop master
integrals, which can be computed either using various analytical methods [21] or
numerically order-by-order in their Laurent expansion using the sector decompo-
sition algorithm [22, 23]. Up to now, exact expressions were known only for two
of these master integrals, while the third (the so-called two-loop crossed triangle
graph) was known only as a Laurent expansion up to finite terms [24–26].
In this section, we derive an exact expression for the two-loop crossed trian-
gle graph in terms of generalized hypergeometric functions of unit argument in
section 6.2. Using the HypExp-package described in chapter 3 for the Laurent
expansion of generalized hypergeometric functions, this can be expanded to any
desired order in ǫ. Together with the exact expressions for the one- and two-
loop quark and gluon form factors in Section 6.2.1, this allows the expansion
of these form factors to higher orders in ǫ. For illustration, we list the one-loop
form factors to order ǫ4 and the two-loop form factors to order ǫ2 in Section 6.2.2;
these orders appear for example in the infrared factorization of the corresponding
three-loop form factors.
6.2 Two-loop master integrals
The virtual two-loop vertex master integrals were first derived to order ǫ0 in
refs. [24–26] in the context of the calculation of the two-loop quark form factor [4–
6]. All but the crossed triangle graph A6 can be expressed in terms of Γ-functions
to all orders in ǫ.
Factoring out a common factor,
SΓ =
(
(4π)ǫ
16π2 Γ(1− ǫ)
)
, (6.1)
and introducing q2 = (p1 + p2)
2, they read
A2,LO = -
ﬀp12
=
∫
ddk
(2π)d
1
k2(k − p1 − p2)2
= SΓ
(−q2)−ǫ Γ(1 + ǫ)Γ3(1− ǫ)
Γ(2− 2ǫ)
i
ǫ
, (6.2)
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A3 = -
ﬀp12
=
∫
ddk
(2π)d
∫
ddl
(2π)d
1
k2l2(k − l − p1 − p2)2
= S2Γ
(−q2)1−2ǫ Γ(1 + 2ǫ)Γ5(1− ǫ)
Γ(3− 3ǫ)
−1
2(1− 2ǫ)ǫ , (6.3)
A4 = -
-
-

ﬀp12 p1
p2
=
∫
ddk
(2π)d
∫
ddl
(2π)d
1
k2l2(k − p1 − p2)2(k − l − p1)2
= S2Γ
(−q2)−2ǫ Γ(1− 2ǫ)Γ(1 + ǫ)Γ4(1− ǫ)Γ(1 + 2ǫ)
Γ(2− 3ǫ)
−1
2(1− 2ǫ)ǫ2 . (6.4)
No exact expression for A6 was known up to now. Following the steps outlined
in refs. [4–6], we obtain
A6 = -
-
-
  
@@



A
A
p12
p1
p2
=
∫
ddk
(2π)d
∫
ddl
(2π)d
1
k2l2(k − p1 − p2)2(k − l)2(k − l − p2)2(l − p1)2
= S2Γ
(−q2)−2−2ǫ [− Γ3(1− ǫ) Γ(1 + ǫ) Γ4(1− 2ǫ) Γ3(1 + 2ǫ)
ǫ4 Γ2(1− 4ǫ) Γ(1 + 4ǫ)
+
Γ4(1− ǫ) Γ(1 + ǫ) Γ(1− 2ǫ) Γ(1 + 2ǫ)
2 ǫ4 Γ(1− 3ǫ) 3F2(1,−4ǫ,−2ǫ; 1− 3ǫ, 1− 2ǫ; 1)
− 4 Γ
4(1− ǫ) Γ(1− 2ǫ) Γ(1 + 2ǫ)
ǫ2 (1 + ǫ) (1 + 2ǫ) Γ(1− 4ǫ) 3F2(1, 1, 1 + 2ǫ; 2 + ǫ, 2 + 2ǫ; 1)
− Γ
5(1− ǫ) Γ(1 + 2ǫ)
2 ǫ4 Γ(1− 3ǫ) 4F3(1, 1− ǫ,−4ǫ,−2ǫ; 1− 3ǫ, 1− 2ǫ, 1− 2ǫ; 1)
]
.
(6.5)
While A2,LO, A3 and A4 can be expanded using any standard computer algebra
program, the expansion of A6 requires the expansion of generalized hypergeomet-
ric functions in their parameters. For this task we can use the package HypExp
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presented in chapter 3. The expansion of the master integrals reads
A3 = SΓ
(−q2)1−2ǫ
[
− 1
4ǫ
− 13
8
− 115
16
ǫ+
(
−865
32
+
5
2
ζ3
)
ǫ2
+
(
−5971
64
+
65
4
ζ3 +
π4
24
)
ǫ3 +
(
575
8
ζ3 +
13π4
48
+
27
2
ζ5 − 39193
128
)
ǫ4
+
(
4325
16
ζ3 +
115π4
96
+
351
4
ζ5 +
11π6
378
− 25
2
ζ23 −
249355
256
)
ǫ5 +O(ǫ6)
]
,
(6.6)
A4 = SΓ
(−q2)1−2ǫ
[
− 1
2ǫ2
− 5
2ǫ
+
(
−π
2
6
− 19
2
)
+
(
4ζ3 − 5π
2
6
− 65
2
)
ǫ
+
(
−19π
2
6
+ 20ζ3 +
π4
30
− 211
2
)
ǫ2
+
(
−65π
2
6
+
4π2
3
ζ3 + 76ζ3 +
π4
6
+ 24ζ5 − 665
2
)
ǫ3
+
(
− 211π
2
6
+
20π2
3
ζ3 + 260ζ(3) +
19π4
30
+ 120ζ5
+
22π6
315
− 16ζ23 −
2059
2
)
ǫ4 +O(ǫ5)
]
, (6.7)
A6 = S
2
Γ
(−q2)−2−2ǫ
[
− 1
ǫ4
+
5π2
6ǫ2
+
27
ǫ
ζ3 +
23π4
36
+
(
117ζ5 − 8π2ζ3
)
ǫ
+
(
19π6
315
− 267ζ23
)
ǫ2 +
(
−109π
4
10
ζ3 − 40π2ζ5 − 6ζ7
)
ǫ3
+
(
44π2ζ23 −
1073π8
3024
− 2466 ζ3 ζ5 + 264ζ5,3
)
ǫ4 +O(ǫ5)
]
, (6.8)
where we encountered a multiple zeta value in the last term.
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6.2.1 Quark and gluon form factors at two loops
The tree-level quark and gluon form factors are obtained by normalizing the
corresponding tree-level vertex functions to unity:
F (0l)q = 1 , F
(0l)
g = 1 . (6.9)
The unrenormalized one-loop and two-loop form factors are calculated from the
relevant Feynman diagrams. Using integration-by-parts [16, 17] and Lorentz in-
variance [19] identities (which can be solved symbolically for massless two-loop
vertex integrals, see the appendix of ref. [27]), these can be reduced [18–20] to
the master integrals listed in Section 6.2.
The unrenormalized one-loop quark and gluon form factors read:
F (1l,B)q = −ig2
N2 − 1
N
d2 − 7d+ 16
2 (d− 4) A2,LO , (6.10)
F (1l,B)g = ig
2N
d3 − 16d2 + 68d− 88
(d− 4) (d− 2) A2,LO , (6.11)
where N = 3 is the number of colours and g is the bare QCD coupling parameter.
The unrenormalized two-loop quark and gluon form factors for NF massless
quark flavors are:
F (2l,B)q = g
4 N
2 − 1
N
{
− N
2 − 1
N
(d2 − 7d+ 16)2
4 (d− 4)2 A
2
2,LO
+N
(d5 − 18d4 + 138d3 − 552d2 + 1144d− 980) (3d− 8)
2 (d− 3) (d− 4)3
A3
q2
+
1
N
(9d6 − 358d5 + 4309d4 − 24466d3 + 72896d2 − 110064d+ 66080)
× (3d− 8)
16(d− 3)(d− 4)3(2d− 7)
A3
q2
+N
3d6 − 82d5 + 819d4 − 4030d3 + 10344d2 − 12824d+ 5632
4 (d− 1) (d− 4)2 (3d− 8) A4
− 1
N
(21d6 − 789d5 + 9422d4 − 53864d3 + 163200d2 − 253472d+ 159232)
16 (3d− 8) (2d− 7) (d− 4)2 A4
+NF
(3d3 − 31d2 + 110d− 128) (d− 2)
2 (d− 1) (d− 4) (3d− 8) A4
− 1
N
d3 − 20d2 + 104d− 176
32 (2d− 7) (q
2)2A6
}
, (6.12)
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F (2l,B)g = g
4
{
−N2 (d
3 − 16d2 + 68d− 88)2
(d− 4)2 (d− 2)2 A
2
2,LO
−N2 1
2 (d− 1) (d− 2)2 (d− 3) (d− 4)3 (2d− 5) (2d− 7)
(
192d10 − 6947d9
+105470d8 − 907248d7 + 4958664d6 − 18113645d5 + 44930982d4
−74791460d3 + 79854504d2 − 49204128d+ 13194496
) A3
q2
−N NF 2d
6 − 45d5 + 377d4 − 1610d3 + 3868d2 − 5136d+ 3008
(d− 1) (d− 2) (d− 3) (d− 4)2
A3
q2
+
NF
N
1
4 (d− 2) (d− 3) (d− 4)2 (2d− 5) (2d− 7)
(
70d7 − 1663d6 + 16290d5
−86031d4 + 266004d3 − 483356d2 + 479360d− 200704
) A3
q2
−N2 1
2 (d− 1) (d− 2)2 (d− 4)2 (2d− 5) (2d− 7)(
108d8 − 2661d7 + 28822d6 − 177546d5 + 674735d4
−1607602d3 + 2325996d2 − 1848920d+ 607968
)
A4
+N NF
2d4 − 28d3 + 130d2 − 228d+ 104
(d− 1) (d− 2) (d− 4) A4
−NF
N
(46d4 − 545d3 + 2395d2 − 4606d+ 3248) (d− 6)
4 (d− 2) (d− 4) (2d− 5) (2d− 7) A4
−N2 3 (3d− 8) (d− 3)
4 (2d− 5) (2d− 7)(q
2)2A6
−NF
N
(d− 4) (2d3 − 25d2 + 94d− 112)
8 (d− 2) (2d− 5) (2d− 7) (q
2)2A6
}
. (6.13)
The renormalized form factors are obtained by introducing the renormalized QCD
coupling constant and the renormalized effective coupling of H to the gluon field
strength [7], and subsequent expansion in powers of the renormalized coupling.
6.2.2 Expansion of two-loop form factors
The renormalized form factors are expanded in the renormalized coupling con-
stant. In the MS scheme, the bare coupling α0 = g
2/(4π) is related to the
renormalized coupling αs ≡ αs(µ2), evaluated at the renormalization scale µ2 by
α0µ
2ǫ
0 Sǫ = αsµ
2ǫ
[
1− 11N − 2NF
6ǫ
(αs
2π
)
+O(α2s)
]
, (6.14)
where
Sǫ = (4π)
ǫe−ǫγ with the Euler constant γ = 0.5772 . . .
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and µ20 is the mass parameter introduced in dimensional regularization to main-
tain a dimensionless coupling in the bare QCD Lagrangian density. For simplicity,
we set µ2 = q2. If the squared momentum transfer q2 is space-like (q2 < 0), the
form factors are real, while they acquire imaginary parts for time-like q2. These
imaginary parts (and corresponding real parts) arise from the ǫ-expansion of
∆(q2) = (−sgn(q2)− i0)−ǫ . (6.15)
The renormalized form factors can then be written as
Fq,g(q
2) = 1 +
(αs
2π
∆(q2)
)
F (1)q,g +
(αs
2π
∆(q2)
)2
F (2)q,g +O(α3s) . (6.16)
Expanding the first and second order coefficients of the form factors to ǫ4 and
ǫ2 respectively, we obtain:
F (1)q =
(
N − 1
N
)[
− 1
2ǫ2
− 3
4ǫ
− 2 + π
2
24
+
(
−4 + π
2
16
+
7
6
ζ3
)
ǫ
+
(
−8 + π
2
6
+
7
4
ζ3 − 47π
4
2880
)
ǫ2
+
(
−16− 7π
2
72
ζ3 +
14
3
ζ3 +
31
10
ζ5 +
π2
3
+
47π4
1920
)
ǫ3
+
(
−32− 7π
2
48
ζ3 +
28
3
ζ3 − 49
36
ζ23 +
93
20
ζ5 +
2π2
3
+
47π4
720
+
949π6
241920
)
ǫ4
]
+O(ǫ5) ,
(6.17)
F (1)g = N
[
− 1
ǫ2
− 11
6ǫ
+
π2
12
+
(
−1 + 7
3
ζ3
)
ǫ+
(
−3 + 47π
4
1440
)
ǫ2
+
(
−7− 7π
2
36
ζ3 +
31
5
ζ5 +
π2
12
)
ǫ3
+
(
−15 + 7
3
ζ3 − 49
18
ζ23 +
π2
4
+
949π6
120960
)
ǫ4
]
+
NF
3ǫ
+O(ǫ5),
(6.18)
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F (2)q =
(
N − 1
N
) {
N
[
1
8ǫ4
+
17
16ǫ3
+
433
288ǫ2
+
1
ǫ
(
4045
1728
− 11π
2
96
+
7
24
ζ3
)
+
(
− 9083
10368
− 521π
2
1728
+
13
18
ζ3 +
23π4
2880
)
+
(
−1244339
62208
− 11π
2
48
ζ3 +
4235
432
ζ3 +
163
40
ζ5 − 10427π
2
10368
+
29π4
1440
)
ǫ
+
(
− 36528395
373248
− 77π
2
432
ζ3 +
109019
2592
ζ3 − 403
72
ζ23 +
529
30
ζ5
−181451π
2
62208
+
8759π4
51840
+
47π6
7560
)
ǫ2
]
+
1
N
[
− 1
8ǫ4
− 3
8ǫ3
+
1
ǫ2
(
−41
32
+
π2
48
)
+
1
ǫ
(
−221
64
+
4
3
ζ3
)
+
(
−1151
128
− 17π
2
192
+
29
8
ζ3 +
13π4
576
)
+
(
−5741
256
− 7π
2
18
ζ3 +
839
48
ζ3 +
23
10
ζ5 − 71π
2
128
+
19π4
320
)
ǫ
+
(
− 27911
512
− 9π
2
16
ζ3 +
6989
96
ζ3 − 163
9
ζ23
+
231
40
ζ5 − 613π
2
256
+
3401π4
11520
− 223π
6
17280
)
ǫ2
]
+NF
[
− 1
8ǫ3
− 1
18ǫ2
+
1
ǫ
(
65
432
+
π2
48
)
+
(
4085
2592
+
23π2
432
+
1
36
ζ3
)
+
(
108653
15552
− 119
108
ζ3 +
497π2
2592
+
π4
1440
)
ǫ
+
(
2379989
93312
− 5π
2
54
ζ3 − 3581
648
ζ3 − 59
60
ζ5 +
9269π2
15552
− 145π
4
10368
)
ǫ2
]}
+O(ǫ3) ,
(6.19)
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F (2)g = N
2
[
1
2ǫ4
+
77
24ǫ3
+
1
ǫ2
(
175
72
− π
2
24
)
+
1
ǫ
(
−119
54
− 25
12
ζ3 − 11π
2
144
)
+
(
8237
648
− 33
4
ζ3 +
67π2
144
− 7π
4
240
)
+
(
200969
3888
+
23π2
72
ζ3 − 1139
108
ζ3 +
71
20
ζ5 +
53π2
108
− 1111π
4
8640
)
ǫ
+
(
4082945
23328
− 11π
2
216
ζ3 − 13109
162
ζ3 +
901
36
ζ23
−341
20
ζ5 +
85π2
1296
− 1943π
4
8640
+
257π6
6720
)
ǫ2
]
+N NF
[
− 7
12ǫ3
− 13
12ǫ2
+
1
ǫ
(
155
216
+
π2
72
)
+
(
−5905
1296
+
1
2
ζ3 − 5π
2
72
)
+
(
−162805
7776
− 95
54
ζ3 − 11π
2
432
+
7π4
1440
)
ǫ
+
(
−3663205
46656
+
31π2
108
ζ3 +
274
81
ζ3 − 9
10
ζ5 +
883π2
2592
− 73π
4
2592
)
ǫ2
]
+
NF
N
[
− 1
8ǫ
+
(
67
48
− ζ3
)
+
(
2027
288
− 23
6
ζ3 − 7π
2
144
− π
4
54
)
ǫ
+
(
47491
1728
+
5π2
18
ζ3 − 281
18
ζ3 − 4ζ5 − 209π
2
864
− 23π
4
324
)
ǫ2
]
+N2F
1
9ǫ2
+O(ǫ3) .
(6.20)
6.3 Three loop master integral
We applied the new features of HypExp to the computation of a three-loop mass-
less the master integral
aT = q
p1
p2
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After Feynman parametrization, this integral reads
AT = NΓ(1− ǫ)Γ(3ǫ)
1∫
0
du dt dz dy dr
× D−3ǫ(1− r)−3ǫ(1− t)−ǫ(1− y)ǫ(1− z)1−2ǫr−ǫz−3ǫ
×
(
1 + r
(
(1− z)zD2 + (1− y)(1− z)tD
+(1− u)(1− y)2(1− z)t2u− 1
))4ǫ−2
(6.21)
with
D = 1− (1− y)(1− (1− t)(1− u)u), and N = (4π)
3ǫ−6
Γ(1− ǫ)3
(−q2)−3ǫ (6.22)
After numerous variable changes we get
AT = −N 2
8ǫ−2πΓ(1− 3ǫ)2Γ(1− ǫ)5Γ(3ǫ)
ǫΓ(2− 4ǫ)Γ (3
2
− 2ǫ)2
×
1∫
0
(1− s)−3ǫs2ǫ−1
(
Γ(1− ǫ)2
Γ(1− 2ǫ) − s
−ǫ
2F1(ǫ,−ǫ; 1− ǫ; s)
)
× 3F2
(
1− 3ǫ, 1− 2ǫ, 1− ǫ; 2− 4ǫ, 3
2
− 2ǫ;−(s− 1)
2
4s
)
(6.23)
We see that we have an HF of type 301 with one half integer parameter. We can
expand each factor in ǫ. The powers of s and (1−s) can be expressed using HPLs
(and HPL weight functions)
(1− s)−3ǫ =
∑
j
3jǫjH(j1; s)
= 1 + 3ǫH(1; s) + 9ǫ2H(1, 1; s) + 27ǫ3H(1, 1, 1; s) + . . .
(s)−ǫ =
∑
j
(−1)jǫjH(j1; s)
= 1 + 2ǫH(0; s) + 4ǫ2H(0, 0; s) + 8ǫ3H(0, 0, 0; s) + . . .
(s)−1+2ǫ =
1
s
(∑
j
2jǫjH(j1; s)
)
=
1
s
(
1 + 2ǫH(0; s) + 4ǫ2H(0, 0; s) + 8ǫ3H(0, 0, 0; s) + . . .
)
(6.24)
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The HFs can be expanded with HypExp. The first one has only integer parameters,
the expansion will thus contain only HPLs of argument s. The second one has
half-integer weight and will have HPLs of square root arguments
√
x
x− 1 , with x = −
(1− s)2
4s
Since s is in the interval (0, 1), we have
√
x
x− 1 =
1− s
1 + s
,
so that we can convert the HPLs of this argument into HPLs of argument s. The
next step is to expand the product of HPLs into a sum of HPLs that we can
then integrate with the integration routines of HypExp. The resulting HPLs are
evaluated at unity. This procedure is not restricted to a specific depth of the
expansion, so we could, in principle expand AT to all orders. The final result is
AT
N = −
2ζ(3)
ǫ
+
(
−7π
4
180
− 18ζ(3)
)
+ ǫ
(
−7π
4
20
− 122ζ(3) + 2
3
π2ζ(3)− 10ζ(5)
)
+ ǫ2
(
−427π
4
180
163π6
7560
− 738ζ(3) + 6π2ζ(3) + 76ζ(3)2 − 90ζ(5)
)
+ ǫ3
(− 287π4
20
+
163π6
840
− 4202ζ(3) + 122
3
π2ζ(3)
+
55
18
π4ζ(3) + 684ζ(3)2 − 610ζ(5) + 445ζ(7)
2
)
+ ǫ4
(
− 2234
15
ζ5,3 − 1117π
8
70875
+
4005ζ(7)
2
+
3058
3
ζ(3)ζ(5)− 3690ζ(5)
−407
18
π2ζ(3)2 + 4636ζ(3)2 +
55
2
π4ζ(3) + 246π2ζ(3)− 23058ζ(3)
7795531π8
40824000
+
9943π6
7560
− 14707π
4
180
)
+ O (ǫ5) (6.25)
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We remark that this result factorises into the following homogeneous sum where
the power of ǫ grows with the transcendentality of the coefficient.
1
(1− 5ǫ)(1− 4ǫ)ǫ
×
[
− 2ζ(3)− ǫ7π
4
180
+ ǫ2
(
2
3
π2ζ(3)− 10ζ(5)
)
+ǫ3
(
163π6
7560
+ 76ζ(3)2
)
+ ǫ4
(
55
18
π4ζ(3) +
445ζ(7)
2
)
+ǫ5
(
−2234
15
ζ5,3 − 1117π
8
70875
+
3058
3
ζ(3)ζ(5)− 407
18
π2ζ(3)2 +
7795531π8
40824000
)]
+O(ǫ6)
(6.26)
6.4 Conclusions and outlook
In this section, we presented the computation of the two-loop quark and gluon
form factors to all orders in the dimensional regularization parameter ǫ. The
principal ingredient to this calculation is the two-loop crossed triangle graph A6,
for which we computed an exact expression in terms of generalized hypergeometric
functions of unit argument, which can be expanded to any desired order in ǫ using
the HypExp-package.
An immediate application of the form factors derived here is the extraction
of the complete set of infrared pole terms of the genuine three-loop quark form
factor. This has been done in ref. [28].
The two-loop vertex master integrals feature as subtopologies in the reduction
of the three-loop form factor contributions, appearing if one of the three loops
is disconnected from the others by pinching the connecting propagators. In this
case, their evaluation to O(ǫ2) is required.
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Chapter 7
The qq real contribution to the
NNLO Corrections to top pair
production
7.1 Introduction
The top quark is by far the heaviest of the Standard Model (SM) quarks, it is so
heavy that it decays before it hadronizes. This makes it to a very special tool for
testing the SM and its extensions. Since its discovery at Tevatron in 1995 [1–4],
anomalies in its production and decay have been searched for. The top pair
kinematical distributions (e.g. invariant mass spectrum, transverse momentum
distribution, etc.) can contain the first hints towards new physics. Unfortunately,
the low number of top events at Tevatron seriously limits the significance of
observations of top properties. At LHC, the number of top events will be very
large, so that much more precise measurements can be made.
The top decays into a b quark and aW boson, which subsequently decay either
hadronically or semi-leptonically. The experimental signature contains therefore
two b jets, in addition to four jets or two jets and one lepton and missing energy
or two leptons and missing energy from the decays of the two W bosons. These
signatures can be a background to many other SM and new physics processes,
like Higgs production. A good understanding of the top pair production thus
improves the precision of many other important measurements.
Top pair production measured at Tevatron has an error of the order of 10%,
for this accuracy, NLO theoretical predictions are sufficient. At the LHC however,
the precision of the measurements will be significantly increased, due to the much
higher statistics and improved b-tagging. Therefore the theoretical predictions
have to be improved to NNLO accuracy, in order to match the experimental
precision.
The LO top pair production cross section has been known since 1977 [5].
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The QCD NLO order computation of the cross section for top pair production
was completed in refs. [6, 7]. Electroweak and mixed EW-QCD corrections were
calculated in refs. [8–12]. The cross section for top production with one jet was
calculated in 1980 [13] and some contributions to its NLO QCD corrections have
been calculated [14].
The task of the NNLO correction to top pair production at a hadron collider
is very challenging. The tasks to accomplish are
a) two-loop virtual corrections
b) real-one-loop virtual interference corrections
c) double-real corrections
Up to now, none of these tasks have been completed.
In this chapter we will present the first step in the direction of the comple-
tion of task c). We will consider only one partonic channel, namely qq′ → qq′tt¯.
This channel is suitable as a testing ground for new techniques, since the num-
ber of underlying processes is small. It is the first process where the antenna
formalism [15] for initial states (see chapter 5) at NNLO order has been tested.
7.2 Tree level
We consider the process
q(p1) + q
′(p2) −→ q(p3) + q′(p4) + t(p5) + t¯(p6),
the quarks q and q′ are massless whereas the top quark has mass mt. We consider
the two quarks to be of different flavor, so that there are no crossed diagrams.
The 7 Feynman diagrams contributing to the process qq′ → tt¯ are listed in figure
7.2. The tree level partonic cross section is then given by
dσ = dφ(p3, p4, p5, p6; p1, p2)
1
4N2
|M(p1, ..., p6)|2J (n)m (...; p5, p6) (7.1)
where J
(n)
m (..., ; p5, p6) is the function that constructs a m-jet observable from
n massless momenta. We wrote the dependence of J on p5 and p6 explicitly,
although they do not contribute to the production of jets.
The contribution of this partonic channel to the hadronic cross section is then
given by
dσhadrqq =
∫
dξ1
ξ1
dξ2
ξ2
fq/1(ξ1)fq/2(ξ2)dσ(ξ1H1, ξ2H2, p3, ..., p6) (7.2)
where H1 and H2 are the momenta of the colliding hadrons and fq/1, fq/2 are the
parton density functions of a quark in the hadron H1,2.
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Flavor excitation abelian
Final state radiation
Initial state radiation
Flavor excitation non abelian
Figure 7.1: Feynman diagrams for the tree level process qq′ → qq′tt¯. Single lines are
light quarks, double lines represent heavy quarks.
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7.3 NLO contribution to qq → tt¯ + jet
For the real correction to the partonic process qq → tt¯+1j we need a subtraction
term
dσSNLO
that encompasses all the single soft and collinear singularities of the tree level
matrix element square (7.1), but which is still easy enough to be integrated
analytically for canceling the divergences coming from the virtual contribution.
Given this subtraction term, the integration of the difference∫
dφ(p3, p4, p5, p6; p1, p2)
(
dσ − dσSNLO
)
(7.3)
over the 4 particle phasepace is finite. Using the antenna formalism described in
chapter 5 the subtraction term is given by
dσSNLO =
1
4N2
Eqq′,q(p1, p2; p3)(4N(N
2 − 1))
× 1
4N(N2 − 1) |M(gq→ qtt¯)|
2(p˜13, p˜2; p3, p5, p6)J
(1)
1 (p4; p5, p6)
+ Eqq′,q(p2, p1; p4)(4N(N
2 − 1))
× 1
4N(N2 − 1) |M(gq→ qtt¯)|
2(p˜24, p˜1; p3, p5, p6)J
(1)
1 (p3; p5, p6)
=
N2 − 1
N
Eqq′,q(p1, p2; p3)dσ˜(p˜13, p˜2; p3, p5, p6)J
(1)
1 (p4; p5, p6)
+
N2 − 1
N
Eqq′,q(p2, p1; p4)dσˆ(p˜24, p˜1; p3, p5, p6)J
(1)
1 (p3; p5, p6) (7.4)
where dσ˜ is the spin and colour averaged reduced matrix element
dσ˜ =
1
4N(N2 − 1) |M(gq → qtt¯)|
2 (7.5)
and Eqq′,q is the quark gluon antenna function
Eqq′,q(p1, p2; p3) =
s212 − s12s13 + (s13 + s23)s23
s13(s12 + s13 + s23)
(7.6)
introduced in Chapter 5. The momenta p˜12, p˜24, p˜1, p˜2 are on-shell redefined mo-
menta built according the the mapping described in Section 5.5.2. The integrated
antenna function used to cancel the poles in the pdfs reads
dσS =
− αS
2πǫ
CF
∫
dx
x
p(0)gq (x)dσ˜(xp1, p2)
− αS
2πǫ
CF
∫
dx
x
p(0)gq (x)dσ˜(p1, xp2) (7.7)
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7.4 NNLO contribution to qq → tt¯ + 0jet
For the real correction to the partonic process qq → tt¯+0j we need a subtraction
term
dσSNNLO
that encompasses all the soft and collinear singularities of the tree level matrix
element square (7.1). In the case of the qq induced contribution, there is only
a double collinear contribution, since the quarks can not become soft. This
subtraction term must however be easy enough to be integrated analytically for
canceling the divergences coming from the virtual contribution. With such a
subtraction term, the integral of the difference∫
dφ(p3, p4, p5, p6; p1, p2)
(
dσ − dσSNNLO
)
(7.8)
over the 4 particle phasepace is finite. Using the antenna formalism described in
chapter 5 the subtraction term is composed of three contributions
dσS,aNNLO =
1
4N2
Eqq′,q(p1, p2; p3)|M(gq→ qtt¯)|2(p˜13, p˜2; p4)J (1)0 (p4)
+
1
4N2
Eqq′,q(p2, p1; p4)|M(gq→ qtt¯)|2(p˜24, p˜1; p3)J (1)0 (p3)
dσS,bNNLO =
− 1
4N2
Eqq′,q(p1, p2; p3)Ggq,q(p˜13, p˜2; p4)|M(gg→ tt¯)|2(p˜1˜3,4, p˜2˜,4)J (1)0 (p4)
− 1
4N2
Eqq′,q(p2, p1; p4)Ggq,q(p˜24, p˜1; p3)|M(gg→ tt¯)|2(p˜2˜4,3, p˜1˜,3)J (1)0 (p3)
dσS,cNNLO =
+
1
4N2
Hqq′,qq′(p1, p2; p3, p4)|M(gg→ tt¯)|2(p˜13, p˜24)J (2)0 (p3, p4)
(7.9)
where Ggq,q and Hqq′,qq′ are the gluon-gluon antenna functions
Ggq,q(p1, p2; p3) =
s212 + s
2
23
s2123s13
(7.10)
Hqq′,qq′(p1, p2; p3, p4) =
2
s21234
+
2(s14s23 − s12s34)2
s21234s
2
13s
2
24
+
s212 − 2s34s12 + s214 + s223 + s234 − 2s14s23
s21234s13s24
.
(7.11)
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dσ
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NNLO dσ
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NNLO
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NNLO dσ
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NNLO
dσcNNLO
|M|2
dσ
a,1
NNLO dσ
b,1
NNLO
dσ
a,2
NNLO dσ
b,2
NNLO
dσcNNLO
a) b)
Figure 7.2: Cancellation patterns for the single collinear limit a) s13 → 0 and b) s24 → 0
|M|2
dσ
a,1
NNLO dσ
b,1
NNLO
dσ
a,2
NNLO dσ
b,2
NNLO
dσcNNLO
Figure 7.3: Cancellation patterns for the double collinear limit s13 → 0 and s24 → 0
The contribution dσS,cNNLO subtracts the double collinear limit of the matrix ele-
ment. The contribution dσS,aNNLO subtracts the single collinear limits (i.e. when
only one of the invariants s13 or s24 vanishes). The contribution dσ
S,b
NNLO com-
pensates both for the double collinear limits of dσS,aNNLO and the single-collinear
limits of the contribution dσS,cNNLO. The cancellation patterns are illustrated in
the figures 7.2 and 7.3.
7.5 Phase space parametrisation
For the numerical implementation of the finite difference (7.8) we need to con-
veniently parameterize the four-particle phase space. There are many different
possibilities [16]. One convenient representation is through invariants, since it is
the form in which the matrix elements are expressed. In this chapter, we derive
the representation of the relevant phase spaces in terms of invariants, along with
improvements for their numerical implementation in a Monte Carlo integration
routine.
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7.5.1 Parameterization through invariants
In this section, we derive the parameterization of the three- and four-particle
phase space appropriate to top pair production in terms of invariant scalar prod-
ucts.
Three particle phase space
The three particle phase-space element is given in d = 4 dimensions by
dQ3 =
1
(2π)9
d~p1d~p2d~p3
8E1E2E3
(2π)4δ(Q−E1 − E2 − E3)δ3(~p1 + ~p2 + ~p3) . (7.12)
We first use the ~p3 integration to absorb the last δ-function. For the p2 integration
we use the results (7.64) of Appendix 7.A with
~a = ~k2, ~v = ~p2, ~r = ~p1 ,
we get
d~p2 = 2d|p2| |p2|d(
~k2 · ~p2)d(~p2 · ~p1)
det |~k2, ~p1, ~p2|
. (7.13)
The integration over ~p1 · ~p2 can be used to cancel the energy δ-function since
E23 = ~p3
2 +m23 = (~p1 + ~p2)
2 +m23 = 2(~p1 · ~p2) + ~p12 + ~p22 +m23 ,
d(~p1 · ~p2) = E3dE3 , (7.14)
so that the phase-space measure becomes for massless p2
dQ3 =
1
4(2π)5
d~p1
E1
dE2
d(~k2 · ~p2)
det |~k2, ~p1, ~p2|
. (7.15)
Using the property det |a, b, c, c+ d| = det |a, b, c, d| and Q = p1+ p2+ p3+ p4 we
can transform the determinant in the denominator
det |k1, k2, p1, p2| = Q
2
|~k2, ~p1, ~p2| − Q
2
|~k1, ~p1, ~p2|+ E1|~k1, ~k2, ~p2| − E2|~k1, ~k2, ~p2|
= Q|~k2, ~p1, ~p2|, (7.16)
where we used the shorthand notation
det |~a,~b,~c| ≡ |~a,~b,~c|
The ~p1 integration is the easiest one. We choose polar coordinates with z axis
along ~k1. The azimuthal integration is trivial, as φ only represents the absolute
orientation of ~p1 around the beam axis. We have:
d~p1 = 2π|~p1|2d|p1|d cosψ1. (7.17)
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We replace the ψ1 integration by an integration over k1 · p1:
d(k1 · p1) = −d(~k1 · p1) = −Q
2
|~p1|d cosψ1 , (7.18)
putting the results together yields:∫
dQ3 =
1
2(2π)4
∫
dE1dE2
d(~k1 · ~p1)d(~k2 · ~p2)
det |k1, k2, p1, p2| . (7.19)
With the identity
QEi = (k1 + k2) · pi = (p1 + p2 + p3)pi (7.20)
we can transform the remaining dE integrations into integrations over (pi · pj)
dE1 =
d(p1 · p3)
Q
, dE2 =
d(p1 · p2)
Q
, (7.21)
so that we finally get∫
dQ3 =
1
25(2π)4Q2
∫
ds1ds2
ds12ds13
det |k1, k2, p1, p2| , (7.22)
with
s1 = (k1 − p1)2, s2 = (k2 − p2)2 .
Four-particle phase space
The four-particle phase-space element is given in d = 4 dimensions by
dQ4 =
1
(2π)12
d~p1d~p2d~p3d~p4
16E1E2E3E4
×(2π)4δ(Q−E1 − E2 −E3 − E4)δ3(~p1 + ~p2 + ~p3 + ~p4) . (7.23)
We first use the ~p4 integration to absorb the last δ-function. We introduce polar
coordinates for ~p3 with z axis along ~p1 + ~p2 and x axis in the plane spanned by
~p1 and ~p2. We have then
d~p3
2E3
=
1
2
|p3|dE3dφd cosΘ, (7.24)
with Θ the angle between ~p1+ ~p2 and ~p3 and φ the azimuthal angle. The d cosΘ
integration cancels the first δ-function of (7.23). Since
E24 = ~p4
2 +m24 = (~p1 + ~p2)
2 + ~p3
2 + 2~p3 · (~p1 + ~p2)
= (~p1 + ~p2)
2 +m23 + 2|~p3||~p1 + ~p2| cosΘ, (7.25)
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we get:
d~p3
2E3
δ(E − E1 −E2 − E3 − E4) = E4
2|~p1 + ~p2|dE3dφ , (7.26)
so that the phase-space measure becomes
dQ4 =
d~p1d~p2
16E1E2
dE3
1
|~p1 + ~p2|dφ . (7.27)
For the φ integration, we use (7.63) with
~a = ~p1 + ~p2, ~r = ~p1, ~v = ~p3
and get
dQ4 =
1
16(2π)8
d~p1d~p2
E1E2
dE3
2d(~p1 · ~p3)
det |~p1 + ~p2, p1, p3| . (7.28)
Using the property det |a, b, c, c+ d| = det |a, b, c, d| and Q = p1+ p2+ p3+ p4 we
can transform the determinant in the denominator
det |p1, p2, p3, p4| = E1|~p2, ~p3, ~p4| −E2|~p1, ~p3, ~p4|+ E3|~p1, ~p2, ~p4| −E4|~p1, ~p2, ~p3|
= −Q|~p1, ~p2, ~p3| = Q|~p2, ~p1, ~p3| = Q|p1 + p2, ~p1, ~p3| ,
(7.29)
For the ~p2 integration we use (7.64) with
~a = ~k2 + ~p2, ~r = ~p1, ~v = ~p2 ,
where k1 and k2 are the momenta of the two incoming particles. We get
dQ4 =
d~p1
16E1
dE2
2d(~p1 · ~p2)d(~p2 · ~k2)
det |~k2, ~p1, ~p2|
dE3
−2Qd(p1 · p3)
det |p1, p2, p3, p4| . (7.30)
The denominator can be simplified as follows
det |k1, k2, p1, p2| = Q
2
|~k2, ~p1, ~p2| − Q
2
|~k1, ~p1, ~p2|+ E1|~k1, ~k2, ~p2| − E2|~k1, ~k2, ~p2|
= Q|~k2, ~p1, ~p2| , (7.31)
since in the cms we have ~k1 = −~k2. The ~p1 integration is the easiest one. We
choose polar coordinates with z axis along ~k1. The azimuthal integration is
trivial, as φ only represents the absolute orientation of ~p1 around the beam axis.
We have:
d~p1 = 2π|~p1|2d|p1|d cosψ1. (7.32)
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We replace the ψ1 integration by an integration over k1 · p1:
d(k1 · p1) = −d(~k1 · ~p1) = −Q
2
|~p1|d cosψ1 . (7.33)
Putting the results together yields:∫
dQ4 =
4
16(2π)8
∫
4πQdE1dE2dE3
d(k1 · p1)d(k2 · p2)d(p1 · p2)d(p1 · p3)
det |p1, p2, p3, p4| det |k1, k2, p1, p2| .
(7.34)
Using the identity
QEi = (k1 + k2) · pi = (p1 + p2 + p3 + p4)pi , (7.35)
we can transform the remaining dE integrations into integration over (pi · pj)
dE1 =
d(p1 · p4)
Q
, dE2 =
d(p2 · p4)
Q
, dE3 =
d(p2 · p3)
Q
. (7.36)
So that we finally get∫
dQ4 =
4
8(2π)7Q2
×
∫
d(k1 · p1)d(k2 · p2)d(p1 · p2)d(p1 · p3)d(p1 · p4)d(p2 · p3)d(p2 · p4)
det |p1, p2, p3, p4| det |k1, k2, p1, p2|
=
1
28(2π)7Q2
∫
ds1ds2ds12ds13ds14ds23ds24
det |p1, p2, p3, p4| det |k1, k2, p1, p2| , (7.37)
with
s1 = (k1 − p1)2, s2 = (k2 − p2)2 .
7.5.2 Parameterization for Monte Carlo integration
For multidimensional integration over a large number of dimensions, using the
usual one-dimensional numerical method for each dimension recursively is very
inefficient and badly convergent. A much better method is the so-called Monte
Carlo integration. In this method, points in multidimensional phase space are
chosen randomly and the value of the function to be evaluated is accumulated.
For a reasonably well-behaved function, the results obtained with this method
converge much better than with recursive one-dimensional methods.
Monte Carlo integration can be improved by adapting the random sampling
to favor either regions where the integrand is large, or where its variance is large.
This can be either automatically by the Monte Carlo program, or can be done by
the user of this program, since he is supposed to know more about the integrand
he feeds to the program than the program itself.
In this section we describe a solution for improving the Monte Carlo integra-
tion over the four-particle phase space.
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Variance reduction
We consider the integral
I =
x+∫
x−
f(x)dx (7.38)
that we want to integrate using a Monte Carlo integration method. Since the
statistical error of the Monte Carlo integration is proportional to the variance of
the function f , the integration will be most convergent when f is constant. To
optimize the integration, we can perform a change of integration variable that
would make the integrand look more flat. Suppose we know a function g(x) that
approximates the integrand f(x), that is the function
f(x)
g(x)
is more flat than f(x) and suppose that this function is however simple enough
to be integrated analytically, that is we know its primitive
G(x) =
x∫
dx′ g(x′) .
If we change the integration variable in (7.38) according to
t = G(x), x = G−1(t), dt = g(x)dx , (7.39)
we get the desired result
I =
x+∫
x−
f(x)
g(x)
g(x)dx =
∫ G(x+)
G(x−)
f(x(t))
g(x(t))
dt . (7.40)
We can also normalize the variable t to lie in the interval (0, 1) by defining
r =
G(x)−G(x−)
G(x+)−G(x−) . (7.41)
The integration becomes
I =
x+∫
x−
f(x)
g(x)
g(x)dx = G(x+)−G(x−)
∫ 1
0
f(x(r))
g(x(r))
dr (7.42)
with
x(r) = G−1 (G(x−) + r∆G) , ∆G = G(x+)−G(x−) . (7.43)
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This integration will be more convergent, since the variance of f/g is smaller than
that of f . We illustrate the method with a simple example. Let us consider
I =
1∫
xmin
1
x
dx, 0 < xmin < 1 . (7.44)
this integral gets its major contribution from the region near x = xmin if xmin is
small. The variance of the function on the interval (xmin, 1) is given by
σ =
1∫
xmin
dx′
(
1
x′
− I
)2
=
(1− xmin)2 − log2 xmin
(1− xmin)xmin , (7.45)
which can become arbitrarily large for small values of xmin. To reduce the variance
of the function to be integrated, we should find a function g that approximates
the integrand. In this simple example we can take the function itself to be the
approximation. We make the variable change
y = log x, x = ey, dy = xdx , (7.46)
and we get for I
I =
1∫
xmin
1
x
dx =
0∫
log xmin
1dy . (7.47)
Since the integrand is constant, the variance is zero (so we successfully reduced
the variance of the integration...). The same variable change can be performed
for integrands of the form
I =
xmax∫
xmin
f(x)
x
dx , (7.48)
we get then
I =
xmax∫
xmin
f(x)
x
dx =
log xmax∫
log xmin
f(ey)dy , (7.49)
which has a better variance if f is flatter than f(x)/x.
Variable change for the four-particle phase space
For the integration of a distribution over the four-particle phase space using the
invariants parameterization described in section 7.5.1, we remark that expressed
7.5. PHASE SPACE PARAMETRISATION 201
in the invariants, the phase-space density φ({s}) itself is not very well-behaved.
The two determinants in the denominator of (7.37)
det |p1, p2, p3, p4| and det |k1, k2, p1, p2|
vanish at the border of the phase space. Unfortunately, most often, the main
contributions to many observables are located precisely there. In addition, the
regions where subtraction terms apply are, per definition, on the neighborhood
of the edges of phase space. In terms of one of the integration variable s in the
determinant, we have for the phase-space measure
φ({s}) ∼ F (s)√
as2 + bs + c
. (7.50)
The limits of the integration are the values for which the square root vanishes. We
will redefine the integration variable (and thus the phase-space density), so that
the integrand is effectively only f(s). This integrand might still be bad-behaved,
but with this variable change, the singularities due to the Gram determinant
(which are commom to all distributions integrated over the four-particle phase
space) are regulated. We follow the lines of the previous section 7.5.2 with
I =
∫ smax
smin
F (s)√
a2(smax − s))(s− smin)
, (7.51)
with a a positive coefficient. Here we have the freedom to choose the invariant
in the Gram determinant to be s. We define
g(s) =
1√
(smax − s)(s− smin)
, (7.52)
with primitive
G(s) =
∫ s
smin
g(s′)ds′ =
π
2
− arctan
(
smin + smax − 2s
2
√
(smax − s)(s− smin)
)
. (7.53)
According to section 7.5.2, we define the new integration variable r
r =
1
π
(
π
2
− arctan
(
smin + smax − 2s
2
√
(smax − s)(s− smin)
))
(7.54)
which has the desired property
dr =
1
π
1√
(smax − s)(s− smin)
ds . (7.55)
The variable s is given by inverting (7.54)
s = smin + (smax − smin) cos(πr) . (7.56)
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The integral (7.51) becomes
I =
∫ smax
smin
F (s)√
a2(smax − s))(s− smin)
=
1
a
∫ 1
0
F (s) . (7.57)
We are not yet finished, since the coefficient a is given by
a2 =
1
16
(s12 + s13 −m2t )2 for det |p1, p2, p3, p4|
a2 =
1
4
(E21Q) for det |k1, k2, p1, p2| (7.58)
with Q = (k1 + k2)
2 and E1 the energy of particle p1 if we choose
s = (p2 + p4)
2 for det |p1, p2, p3, p4|
s = (k2 + p2)
2 for det |k1, k2, p1, p2|. (7.59)
The values of a can be small, so we should use equation (7.49) to flatten the
density function.
7.A Angular integration as a function of invari-
ants
We first consider three vectors ~a, ~r and ~v. We set the coordinate system such
that
~a =

 00
1

 , ~r =

 0sinψ
cosψ

 , ~v =

 sinΘ sinφsinΘ cosφ
cosΘ


~v
~a
~r
φ
Θ
ψ
x
y
z
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In this system we have
cosΘ~v~r =
~v · ~r
|~v||~r| = sinψ sinΘ cosφ+ cosψ cosΘ (7.60)
Considering the determinant det [~a,~r, ~v] we find
det [~a,~r, ~v] = ~a · (~r × ~v) (7.61)
= −|~a||~r||~v| sinΘ sinφ sinψ (7.62)
so that we have for fixed |~v| and |~r|
d(~v · ~r) = |~v||~r|d cosΘ~v~r
= −|~v||~r| sinΘ sinψ sin φdφ
⇒ dφ = |~a|d(~v · ~r)
det [~a,~r, ~v]
(7.63)
Furthermore we have
~a · ~v = |~a||~v| cosΘ ⇒ d cosΘ = d(~a · ~v)|~a||~v|
so that we finally get∫
d3~v =
∫
d|~v| |~v|2d cosΘdφ = 2
∫
d|~v| |~v|d(~v · ~a)d(~v · ~r)
det [~a,~r, ~v]
(7.64)
The factor 2 accounts for the fact that one value of ~v · ~r corresponds two values
or φ, namely φ and 2π−φ. The last step of the above equation can only be done
if the integrand is symmetric under this symmetry, which is the case when, for
example the integrand is represented through scalar products.
7.B Analytical phase-space volume
In this section we present analytical results for the volumes for the phase spaces
described in section 7.5.1. These analytical expressions can be used to test the
integration routines.
7.B.1 Two-particle phase space
The two-particle phase space for identical masses is given by
dQ2 =
1
22(2π)2d−2
∫
dd−1~p1
E1
dd−1~p2
E2
(2π)dδ(Q− p1 − p2) (7.65)
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We work in the center of mass frame of Q so that E ≡ E1 = E2 and ~p1 = −~p2.
We have
dQ2 =
1
4(2π)d−2
∫ |p1|dE1
E2
dΩδ(Q− 2E1)
=
|~p|
E
1
8(2π)d−2
∫
dΩ (7.66)
=
V (d− 1)
8(2π)d−2
√
Q2 − 4m2
Q
(7.67)
7.B.2 Three-particle phase space
We now consider the 1 → 3 phase space with one massive particle (p3). The
phase space is given by
dQ3 =
1
(2π)3d−3
∫
dd−1~p1
2E1
dd−1~p2
2E2
dd−1~p3
2E3
(2π)dδd(Q− p1 − p2 − p3)
=
1
8(2π)2d−3
dd−1~p1
E1
dd−1~p2
E2
δ(Q− E1 −E2 − E3) (7.68)
Since
E23 = ~p
2
3 +m
2
3 = (~p1 + ~p2)
2 +m23 = ~p
2
1 + 2~p1 · ~p2 cosΘ12 + ~p22 +m23
dd−1p2 = |p2|d−3d|p2|d cosΘ12dΩd−2 (7.69)
dQ3 =
1
8(2π)2d−3
∫
dd−1p1
E1
dE2
|~p1|E
d−4
2 dΩd−2
=
V (d− 2)V (d− 1)
8(2π)2d−3
∫
dE1dE2(E1E2)
d−4
From the conditions
−1 < cosΘ12 = (Q− E1 −E2)
2 −E21 −E22 −m23
2E1E2
< 1
we can derive the limits for the E2 integration as a function of E1.
Emin2 =
Q2 − 2E1Q−m23
2Q
Emax2 =
Q2 − 2E1Q−m23
2(Q− 2E1) (7.70)
The requirement that the energy E1 must be positive imposes
Emax1 =
Q2 −m23
2Q
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We can perform the integration in d = 4 dimensions and find
R3(Q,m3) ≡
∫
dQ31 =
1
32π3
Q4 + 2m23Q
2 log
(
m2
3
Q2
)
−m43
8Q2
We recover the known massless result,
R3(Q) =
Q2
256π3
,
by setting m3 → 0.
7.B.3 Four-particle phase space
We now consider the four-particle phase space with two massless particles and
two massive particle of the same mass mt. We can use the result of the sections
7.B.1 and 7.B.2 in the following way. We multiply
1 =
∫
ddkδd(k − p3 − p4)
∫
dm2δ(m2 − k2)
in the expression for the four-particle phase space,∫
dQ4 =
1
(2π)4(d−1)
∫
dd−1p1
2E1
dd−1p2
2E2
dd−1p3
2E3
dd−1p4
2E4
(2π)dδd(Q− p1 − p2 − p3 − p4)
so that we get∫
dQ4 =
1
16(2π)3d−4)
∫
dd−1p1
E1
dd−1p2
E2
∫
dm2
dd−1k
2Ek
δd(Q− p1 − p2 − k)
×
∫
dd−1p3
E3
dd−1p4
E4
δd(k − p3 − p4)
=
1
2π
∫
dm2dQ3(Q; p2, p2, k)dQ2(k; p3, p4), (7.71)
where now the momentum k has mass k2 = m2. Since we are interested in the
phase-space volume, there are no correlations between the two phase spaces dQ2
and dQ3, the phase space dQ2(k; p3, p4) only depend on k through k
2 = m2. We
then get (in d = 4 dimensions)∫
dQ4 =
1
2π
∫
dm2dQ3(Q; p2, p2, k)dQ2(k; p3, p4)
=
1
2π
1
25π3
1
8π
∫
dm2
Q4 + 2m2Q2 log
(
m2
Q2
)
−m4
8Q2
√
1− 4m
2
t
m2
(7.72)
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We define the variables
λ =
m2
Q2
→ dm2 = Q2dλ, µ = 4m
2
t
Q2
With these definitions the phase-space volume looks∫
dQ4 =
Q4
212π5
∫
dλ(1 + 2λ log λ− λ2)
√
1− µ
λ
(7.73)
We now make the change of variable
ω =
√
1− µ
λ
, λ =
µ
1− ω2 , dλ =
2ωµ
(1− ω2)2
and finally get∫
dQ4 =
2µ2Q4
212π5
√
1−µ∫
0
dω
[
ω2
(1− ω2)2 +
µ
1− ω3 (H−(ω) +H0(ω))− µ
2 ω
2
(1− ω2)4
]
(7.74)
where we converted the logarithms into HPLs. In this form, we can use the same
integration routines for HPLs used for the expansion of hypergeometric functions
described in chapter 3. The result reads
R4(Q,mt) = − 1
48
Q4
×
[
12µ2
(
Li2
(
1 +
√
1− µ
2
)
− Li2
(
1−√1− µ
2
))
+3µ
(
(µ− 4)(µ+ 2) + 2µ log
(
4
µ
))
log
(
1−√1− µ
1 +
√
1− µ
)
−2
√
1− µ(4 + 20µ+ 3µ2)
]
(7.75)
7.C Angular integration in d dimensions
To perform the integration over the the orientations in d − 1 space dimensions,
we introduce spherical coordinates for the d− 1 space dimensions.
x =


x1
x2
x3
...
xd−2
xd−1


= r


sinΘd−2 sinΘd−3 . . . sinΘ2 sinΘ1
sinΘd−2 sinΘd−3 . . . sinΘ2 cosΘ1
sinΘd−2 sinΘd−3 . . . cosΘ2
...
sin Θd−2 cosΘd−3
cosΘd−2


(7.76)
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The integration over the d − 1-dimensional space is given in term of these coor-
dinates by:
∫
d~x =
∫ ∞
0
dr rd−2
∫ 2π
0
dΘ1
×
∫ π
0
dΘ2 sinΘ2 . . .
∫ π
0
dΘj sin
j−1Θj . . .
∫ π
0
dΘd−2 sin
d−3Θd−2 (7.77)
The integration over dΩn gives the surface of the unit sphere in n space-dimensions:
∫
dΩn =
2πn/2
Γ(n
2
)
= V (n) (7.78)
The values of V (n) for some integers n are listed below:
n 1 2 3 4 5
V (n) 2 2π 4π 2π2 8π
2
3
We consider the integration of products of scalar products
∫
dΩd−1 (k · p1) (k · p2) . . . (k · pm)
over the d− 1-dimensional orientations.
∫
dΩd−1 =
∫ 2π
0
dΘ1
∫ π
0
dΘ2 sinΘ2 . . .
∫ π
0
dΘd−2 sind−3Θd−2 (7.79)
There are two possible strategies
• take the three “physical” dimensions to be 1,2,3. We take the fixed vectors
pi to lie all in the space spanned by these three directions.
This means that the scalar products between k and the pi’s will be the
product of the “3-dimensional” scalar products and a factor containing
d− 3 sine
k · pi → (k · pi)3 sinΘ3 . . . sinΘd−2
Here one perform the integration in “physical” 3-dimensions and multiply
by a factor corresponding to the integration of this sine over the d − 1
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orientation space∫
dΩd−1(k)(sinΘ3 . . . sinΘd−2)m
∏
m
(k · pi)3 =
=
∫
dΘ1 sinΘ2dΘ2︸ ︷︷ ︸
dΩ3
∏
m
(k · pi)3
×
∫
sin2+mΘ3dΘ3 sin
3+mΘ4dΘ4 . . . sin
d−3+mΘd−2dΘd−2
=
∫
dΩ3
∏
m
(k · pi)3V (d+m− 1)
V (d− 1)
=
π
d−4
2 Γ
(
3+m
2
)
Γ
(
d−1+m
2
) ∫ dΩ3∏
m
(k · pi)3
• take the three “physical” dimensions to be d − 1,d − 2,d − 3. We take the
fixed vectors pi to lie all in the space spanned by these three directions.
Here the scalar products are like in 3 dimensions, but the price to pay is
that the Jacobian has now sine to the power d− 2,d− 3 and d− 4.
The method is in this case the following. One first expresses all scalar
products as function of cosΘ and sin2Θ. The terms proportional to an odd
power of cosΘ vanish due to symmetry. Then one uses
π∫
0
sinnΘ =
V (n+ 2)
V (n+ 1)
To treat the remaining sine:
sinmΘ →
∫
sinmΘsind−3−j Θd−2+j
=
∫
sinm+d−3−j Θd−2+j =
V (d− 1 +m− j)
V (d− 2 +m− j) (7.80)
This method is the most applicable if there are not only scalar products,
but also denominators. It is easier to integrate a simple scalar product
(without the sine tail) in the denominator times a sine to the power d than
a denominator containing the sine tail which would have to be integrated
iteratively d times.
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7.C.1 Applications
Let us consider the integration of f(ψ1, ψ2, ψ3), a function of three angles over
the d − 1-dimensional space (corresponding to the d-dim space-time). Putting
Θd−2 = ψ1, Θd−3 = ψ2, Θd−4 = ψ3 in 7.79 we get∫
dΩd−1f(ψ1, ψ2, ψ3) =
∫ 2π
0
dΘ1
∫ π
0
dΘ2 sinΘ2 . . .
∫ π
0
dΘd−5 sind−6Θd−5
×
∫ π
0
dψ3 sin
d−5 ψ3
∫ π
0
dψ2 sin
d−4 ψ2
∫ π
0
dψ1 sin
d−3 ψ1f(ψ1, ψ2, ψ3)
= V (d− 4)
∫ π
0
dψ3 sin
d−5 ψ3
∫ π
0
dψ2 sin
d−4 ψ2
∫ π
0
dψ1 sin
d−3 ψ1f(ψ1, ψ2, ψ3)
Assuming that the function f contains only integer powers of sines and cosines
of ψ1,2,3, we will have to treat integrals of the form
π∫
0
sinn ψ cosm ψ , m ∈ Z
First we split the integration in two pieces, one from 0 to π/2 and the other from
π/2 to π. We can write the second integration also as an integration over the first
interval by performing the change of variable ψ → π − ψ. This changes the sign
of the cos and leaves the sin unchanged. This means that the integral vanishes
for m odd. For m even we have
π∫
0
sinn ψ cosm ψ = 2
pi
2∫
0
sinn ψ cosm ψ
= 2
1∫
0
dt√
1− t2 t
n
(√
1− t2
)m
=
1∫
0
duu−
1
2 u
n
2
√
1− um−1 = Γ(
n+1
2
)Γ(m+1
2
)
Γ(1 + n+m
2
)
So that we get
π∫
0
sinn ψ cosm ψ =


0 m odd
Γ(n+1
2
)Γ(m+1
2
)
Γ(1 + n+m
2
)
m even
The previous example applies only if there are no denominators containing func-
tions of the angles ψ1,2,3. The next example has a denominator dependent on one
angle. We start by computing
π∫
0
sinn ψ cosm ψ
a2 − b2 cos2 ψ1dψ, m ∈ N
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We need to keep the power m integer valued since we want to make use of the
reflection identity
cosθ = − cos(π − θ)
We use the substitution
y = cos2 ψ, dy = 2 cosψ sinψ, sinψ =
√
1− y, cosψ = √y
and get for m even
π∫
0
sinn ψ cosm ψ
a2 − b2 cos2 ψ1dψ = 2
1∫
0
1
2
sinn−1 cosm−1 ψdy
a2 − b2y
=
1∫
0
√
yn−1
√
1− ym−1
a2
(
1− y b2
a2
) = 1
a2
Γ(n+1
2
)Γ(m+1
2
)
Γ(1 + n+m
2
)
2F1
(
1,
m+ 1
2
,
n+m
2
+ 1;
b2
a2
)
we can now treat the more general case
π∫
0
sinn ψ cosm ψ
(a− b cosψ1) dψ =
π/2∫
0
sinn ψ cosm ψ
(a− b cosψ1)dψ +
π∫
π/2
sinn ψ cosm ψ
(a− b cosψ1) dψ
=
π/2∫
0
sinn ψ cosm ψ
(a− b cosψ1)dψ +
π∫
π/2
sinn ψ (−1)m cosm(π − ψ)
(a + b cosψ)
dψ
=
π/2∫
0
sinn ψ cosm ψ
(a− b cosψ) dψ + (−1)
m
π/2∫
0
sinn ψ′ cosm(ψ′)
(a+ b cosψ′)
dψ′
=
π/2∫
0
sinn ψ cosm ψ
(a2 − b2 cosψ) (a+ b cosψ) + (−1)
m(a− b cosψ)) dψ
=
π/2∫
0
dψ
sinn ψ
(a2 − b2 cosψ)
{
2a cosm ψ m even
2b cosm+1 ψ m odd
(7.81)
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using the above result we get
π∫
0
sinn ψ cosm ψ
(a− b cosψ1) dψ =

1
a
Γ(n+1
2
)Γ(m+1
2
)
Γ(1 + n+m
2
)
2F1
(
1,
m+ 1
2
,
n+m
2
+ 1;
b2
a2
)
m even
b
a2
Γ(n+1
2
)Γ(m
2
+ 1)
Γ(1 + n+m+1
2
)
2F1
(
1,
m
2
+ 1,
n+m+ 1
2
+ 1;
b2
a2
)
m odd
(7.82)
This generalizes easily to the case of integer power k of the denominator
π∫
0
sinn ψ cosm ψ
(a− b cosψ1)k
one expands the bracket(
a+ b cosψ)k + (−1)m(a− b cosψ)k)
in the second-to-last line of 7.81
π∫
0
sinn ψ cosm ψ
(a− b cosψ1)2
dψ
=


1
a2
Γ(n+1
2
)Γ(m+1
2
)
Γ(1 + n+m
2
)
2F1
(
2,
m+ 1
2
,
n+m
2
+ 1;
b2
a2
)
+
b2
a4
Γ(n+1
2
)Γ(m+3
2
)
Γ(2 + n+m
2
)
2F1
(
2,
m+ 3
2
,
n +m
2
+ 2;
b2
a2
)
m even
2b
a3
Γ(n+1
2
)Γ(m
2
+ 1)
Γ(1 + n+m+1
2
)
2F1
(
2,
m
2
+ 1,
n +m+ 1
2
+ 1;
b2
a2
)
m odd.
(7.83)
Since the cosine of powers larger one can rewritten in terms of sines, we are only
interested in the results for m = 0, 1 using the above result we get
π∫
0
sinn ψ cosm ψ
(a− b cosψ1) dψ =


1
a
Γ(n+1
2
)
√
π
Γ(1 + n
2
)
2F1
(
1,
1
2
,
n
2
+ 1;
b2
a2
)
m = 0
b
a2
Γ(n+1
2
)
√
π
(n+ 2)Γ(n
2
+ 1)
2F1
(
1,
3
2
,
n
2
+ 2;
b2
a2
)
m = 1
(7.84)
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similarly for the square of the denominator:
π∫
0
sinn ψ cosm ψ
(a− b cosψ1)2
dψ =


1
a2
Γ(n+1
2
)
√
π
Γ(1 + n
2
)
2F1
(
2,
1
2
,
n
2
+ 1;
b2
a2
)
+
b2
a4
Γ(n+1
2
)
√
π
(n+ 2)Γ(n
2
+ 1)
2F1
(
2,
3
2
,
n
2
+ 2;
b2
a2
)
m = 0
2b
a3
Γ(n+1
2
)
√
π
(n + 2)Γ(n
2
+ 1)
2F1
(
2,
3
2
,
n
2
+ 2;
b2
a2
)
m = 1.
(7.85)
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