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Sparse Approximation of Singularity Functions
Pa´l-Andrej Nitsche
Abstract. We are concerned with the sparse approximation of functions on the d-
dimensional unit cube [0, 1]d , which contain powers of distance functions to lower-
dimensional k-faces (corners, edges, etc.). These functions arise, e.g., from corners,
edges, etc., of domains in solutions to elliptic PDEs. Usually, they deteriorate the rate
of convergence of numerical algorithms to approximate these solutions.
We show that functions of this type can be approximated with respect to the H1 norm
by sparse grid wavelet spaces VL , dim(VL ) = NL , of biorthogonal spline wavelets of
degree p essentially at the rate p:
‖u − PL u‖H1([0,1]d ) ≤ C N−pL (log2 NL )s‖u‖, s = s(p, d),
where ‖ · ‖ is a weighted Sobolev norm and PL u ∈ VL .
1. Introduction
The efficient numerical approximation of functions of several variables is required in
numerous applications: In the numerical solution of partial differential equations (PDEs)
in dimension 3 or higher, in data mining, in numerical integration over high-dimensional
domains, to name but a few.
Tensor products of piecewise polynomial functions of degree p on a uniform mesh of
width h > 0 requireO(h−d) degrees of freedom and achieve an asymptotic convergence
rate in the H 1 norm ofO(h p) if the (p+1)st derivatives of the function to be approximated
are square-integrable.
The growth as h → 0 of the number of degrees of freedom in tensor product in-
terpolants is excessive if d is large. So-called sparse interpolants—which require only
O(h−1|log h|d−1) degrees of freedom rather than O(h−d)—have been proposed and
successfully used in applications (see, e.g., [8], [16], [26]). There it was shown that
despite their reduced number of degrees of freedom, sparse tensor product interpolants
can achieve an H 1 convergence rate of O(h p|log h|d−1), i.e., up to logarithmic terms
the rate of the full tensor product approximation is preserved. This is possible, however,
only under very strong assumptions on the regularity of the function to be approximated:
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Certain derivatives up to order d(p+1) must be square-integrable in order to realize the
convergence rate O(h p|log h|d−1) in H 1.
In particular, in the numerical treatment of PDEs the solutions are not that regular,
for example, due to corner singularities in elliptic problems. The potential gain in using
sparse tensor product approximation is strongly limited in this case—the reduction in the
convergence rate essentially offsets the reduction in degrees of freedom in the interpolant.
Singularities in solutions of elliptic problems contain as essential parts powers of
distance functions to the singular support of the domain (corner, edges, etc.). For instance,
for polygonal domains  in two dimensions, there holds a decomposition of the weak
solution u to a uniformly elliptic boundary value problem into
u = ureg + using,
with smooth ureg and a finite sum
using =
<∞∑
Re(rλii (log ri )
µi
i (ϕi )ηi (x)),(1)
(in local polar coordinates (ri , ϕi ) associated to the corners (here not indexed)) with
smooth cut-off functions ηi , smooth functions 
i of the angle coordinates ϕi , and pa-
rameters λi ∈ C, µi ∈ N0, see, e.g., [5], [6], [7]. For Dirichlet–Dirichlet corners, one
knows Re λi > 12 , and for Dirichlet–Neumann corners, Re λi >
1
4 .
In higher dimensions, decomposition theorems are not that easy to write down, but
estimates on the growth (of the function and its derivatives) toward the singular support
of the domain are known, see, e.g., [19].
The rate of approximation of singular functions determines the convergence rate of
Finite Element Methods for elliptic problems. The dimension N of FE spaces of con-
tinuous, piecewise polynomials of degree p on a quasi-uniform mesh of mesh width
h is N = O(h−d). For solutions u ∈ H s+1(), the H 1 convergence rate of the best
approximation isO(N−min{p,s}/d). In dimension d = 2, singular terms of the above type
belong to H s+1() with s < Re(λ).
To overcome the reduced convergence rate, the nonuniform distribution of degrees of
freedom by local mesh refinement has been proposed. This can be done a priori, i.e., by
grading the mesh toward the singular support of (1), or a posteriori, by adaptive mesh
refinement and nonlinear approximation.
In dimension 2, these techniques allow us to recover the maximal asymptotic rate
O(N−p/2), see, e.g., [3], [20] for recent results and, in particular, [9], where it has been
proven that the rateO(N−b) is achievable by adaptive (nonlinear) wavelet approximation
whenever such a rate is possible by so-called best N -term approximation (for related
numerical results, see also [2]). The result in [9] is, in particular, not restricted to functions
of the special type (1), but applies to all functions which belong to a scale of suitable
Besov spaces (see [13] for details).
The result [9] applies to certain FEM bases with “isotropic” support, or with “shape
regular” elements in FE terminology. In polyhedra in dimension d = 3, the appearance
of edge singularities with anisotropic regularity does not allow us to achieve the rate
O(N−p/d) with local mesh refinements, as long as the basis is isotropic. However, this
rate can be achieved with suitable anisotropic mesh refinements (see, e.g., [1]).
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In the present paper, we therefore analyze the approximation of singular functions
built from powers of distance functions to corners, edges, etc., in anisotropically refined
sparse tensor product spaces.
We prove that anisotropic sparse tensor product spaces (of piecewise polynomials of
degree p) allow us to approximate corner and edge singularities in dimension 3 (defined
on [0, 1]d ) at a rate
O(N−p (log2 N )s), s = 2p + 32 ,(2)
in the H 1 norm, where N is the number of degrees of freedom in the sparse, anisotropic
tensor product. In particular, (2) shows that the reduction in the convergence rate, due to
the higher dimension and low Sobolev regularity, can be eliminated (up to logarithmic
terms).
Our proof is not restricted to dimension 3, but applies to any dimension d > 1.
In particular, and at first sight somewhat surprisingly, even in dimension 2, the use of
sparse tensor products of wavelet bases with local refinement for the approximation
of “isotropic” corner singularities (1) gives an improvement over the “optimal” rate
O(N−p/2) in the H 1 norm: We obtain that, for each polynomial degree p ≥ 1, there is
a sequence of sparse spline wavelet approximants of degree p which converges at the
rate O(N−p (log2 N )p+1), as opposed to the rate O(N−p/2) obtained from nonlinear,
adaptive approximation in the “isotropic” setting (i.e., support of wavelet bases and
Besov spaces used to measure the regularity of (1) are isotropic).
Let us point out that our result immediately yields upper bounds on nonlinear and
adaptive approximation schemes in anisotropic wavelet bases for the elliptic singularities,
which are superior to those of [9] and [3] in the isotropic setting. These connections will
be elaborated elsewhere.
The remainder of this paper is organized as follows: In Section 2 we introduce the
wavelets we use and prove the one-dimensional results; the key result is Lemma 3. In
Section 3 we consider the two-dimensional case and give a detailed proof of the two-
dimensional consistency estimate using an abstract tensor product argument. In Section 4
we extend the two-dimensional results to d dimensions by iterating the arguments of
Section 3. The main theorems are Theorems 4 and 5.
Concerning the application to singular functions arising from corners of polygonal
domains or from changes in the type of boundary conditions, Theorem 3 (for the two-
dimensional case) and Theorem 6 (for the three-dimensional case) specialize the results
to these cases.
In the sequel,∼ in expressions like A ∼ B means that both quantities can be uniformly
bounded by constant multiples of each other. Likewise  indicates inequalities up to
constant factors.
2. Wavelet Approximation with Local Refinement in One Dimension
In this section we develop the one-dimensional means in order to approximate singular
functions that are powers of distance functions to points. Instead of using explicit rep-
resentations like (1), we derive an estimate in terms of weighted Sobolev norms. For
this, we define a hierarchy of finite-dimensional spaces V βL ⊂ V βL+1 ⊂ H 1 (where β is
a parameter indicating the local refinement toward the singularity) and corresponding
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projectors PβL , and prove that
dim(V βL ) ≤ C(p)2L and ‖u − PβL u‖H 1([0,1]) ≤ C(p)L1/2 2−pL‖u‖∗,
for functions u with ‖u‖∗ <∞ (p is the local polynomial degree of the ansatz functions).
The norm ‖ ·‖∗ is a weighted Sobolev norm (and will be defined precisely in the sequel).
The singularity functions of interest are in these weighted spaces.
The one-dimensional framework will later be used to infer d-dimensional results by
sparse “tensor products” of the univariate results. In this regard, the use of hierarchic
spaces is essential to our approach.
We begin by describing the wavelets we use. Then we define the locally (toward the
singularity) refined projectors and ansatz spaces, as well as the weighted spaces. The
last part of this section is devoted to the proof of the approximation property in terms of
these weighted norms.
Let ψ, ψ˜ be compactly supported biorthogonal spline wavelets of (a fixed) degree
p ≥ 1 on the interval [0, 1], such that for
u =
∞∑
j=0
kj∑
k=1
cjkψjk =
∞∑
j=0
kj∑
k=1
〈u, ψ˜jk〉L2 ψjk
the following norm equivalences (resp., estimates) hold:
c1‖u‖2H t ([0,1]) ≤
∑
j,k
22t j c2jk ≤ c2‖u‖2H t ([0,1]) for 0 ≤ t < p + 12 ,(3)
∑
j, k
j ≤ L
22t j c2jk ≤ c2‖u‖2H t ([0,1]) for p + 12 ≤ t < p,
∑
j, k
j ≤ L
22t j c2jk ≤ c2L‖u‖2H t ([0,1]) for t = p,
where the constants c1 and c2 depend on t . Such wavelets are constructed, for instance,
in [11]; see also [10]. For the one-sided norm estimates, see [24].
On each level j , the number of wavelets ψjk is bounded by p(2 j + N ) with some
global constant N ∈ N. To simplify notation, we take N = 0. We ignore the dependence
of the indices k on p, thus regarding an index ( j, k) standing for p local wavelets basis
functions. The support of a wavelet ψjk is of order 2− j . Note that the norm equivalences
are a consequence of vanishing moment properties of the wavelets (resp., duals).
We define now one-dimensional wavelet projectors PβL , which are designed to ap-
proximate singular functions of type x → xλ. For this, let I = {( j, k) ∈ N × N : j ∈
N, 1 ≤ k ≤ 2 j }, and define for L ∈ N and fixed β ∈ [0, 1),

β
L ≡ {( j, k) ∈ I : (k2− j )β ≤ 2L− j }.(4)
The index set βL contains all index pairs ( j, k) with j ≤ L , but considerably more
toward the left endpoint 0. But still it holds that
#βL  p 2L ,(5)
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with a constant depending only on β. In the vicinity of 0, the minimal support of wavelets
indexed by βL is of order 2−L/(1−β).
Definition 1 (Projector PβL ). Let u be a function with wavelet decomposition u =
∑
j,k
cjkψjk . Then the projector PβL is defined by
PβL u ≡
∑
( j,k)∈βL
cjkψjk .(6)
We denote by V βL the image of P
β
L , that is, V
β
L = span{ψjk : ( j, k) ∈ βL} ⊂ H p([0, 1]).
The following figure depicts a typical space V βL : The basis functions spanning V
β
L are
marked by black dots. In this example, L = 2 and β = 0.6; the maximal occurring level
in the vicinity of the origin is L/(1 − β) = 5.
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The projectors PβL are simultaneously stable with respect to the H t norms, 0 ≤ t <
p + 12 .
Lemma 1 (Stability of PβL ). Let t ∈ [0, p+ 12 ). Then PβL : H t ([0, 1])→ H t ([0, 1]) is
bounded independently of L .
Proof. Using (3), we have
‖PβL u‖2H t ([0,1]) =
∥∥∥∥∥ ∑
( j,k)∈βL
cjkψjk
∥∥∥∥∥
2
H t ([0,1])
∼
∑
( j,k)∈βL
22t j c2jk
≤∑j,k 22t j c2jk ∼ ‖u‖2H t ([0,1]).
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Next, we will prove an approximation result for PβL involving weighted Sobolev norms.
For this, we first introduce these weighted spaces:
Definition 2 (Weighted spaces, d = 1). For m ∈ N, let H mγ ([0, 1]) be the space of all
measurable functions u such that
‖u‖H mγ ([0,1]) :=
(
m∑
i=0
‖(Di u)xγ ‖2L2([0,1])
)1/2
is finite. The expression ‖ · ‖H mγ ([0,1]) is a norm on this space.
We have the following embedding result:
Lemma 2 (Embedding, d = 1). If γ > p + 12 , then the following embedding is con-
tinuous:
H p+1γ ([0, 1]) ↪→ Lq([0, 1]) for q <
1
γ − (p + 12 )
.
Proof. We first note that there exists a continuous extension operator E : H p+1γ ([0, 1])
→ H p+1γ ([0, 2]) with the property supp Eu ⊂ [0, 2). This is due to the fact that close to
the right boundary {1} the space H p+1γ coincides (in a local sense) with the space H p+1.
Let now γ > p + 12 . We write
|u(x)| = |Eu(x)| ≤
∫ 2
x
|(Eu)′(s)| ds ≤
∫ 2
x
∫ 2
s1
· · ·
∫ 2
sp
|D p+1(Eu)(t)| dt dsp · · · ds1
=
∫ 2
x
∫ 2
s1
· · ·
∫ 2
sp
|D p+1(Eu)(t) tγ |t−γ dt dsp · · · ds1
≤
∫ 2
x
∫ 2
s1
· · ·
∫ 2
sp−1
(∫ 2
sp
|D p+1(Eu)(t) tγ |2 dt
)1/2
︸ ︷︷ ︸
≤ ‖D p+1(Eu) tγ ‖L2([0,2))
≤ c ‖D p+1u tγ ‖L2([0,1])
×
(∫ 2
sp
t−2γ dt
)1/2
dsp · · · ds1
 ‖u‖H p+1γ ([0,1]) ·
∫ 2
x
∫ 2
s1
· · ·
∫ 2
sp−1
(∫ 2
sp
t−2γ dt
)1/2
dsp · · · ds1
 ‖u‖H p+1γ ([0,1]) ·
∫ 2
x
∫ 2
s1
· · ·
∫ 2
sp−1
s1/2−γp dsp · · · ds1
 ‖u‖H p+1γ ([0,1]) ·
∫ 2
x
∫ 2
s1
· · ·
∫ 2
sp−2
s
3/2−γ
p−1 dsp−1 · · · ds1
 · · ·  x p+1/2−γ ‖u‖H p+1γ ([0,1]).
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Taking this to the power q , integrating over [0, 1], and taking to the power 1/q yields
‖u‖Lq ([0,1])  ‖u‖H p+1γ ([0,1])
(∫ 1
0
xq(p+1/2−γ ) dx
)1/q
︸ ︷︷ ︸
=: C
.
C is finite, if q < 1/(γ − (p + 12 )).
Now we are able to prove the one-dimensional approximation result with respect to a
weighted norm of the above type.
Lemma 3 (Weighted Norm Consistency of PβL , d = 1). For
1 > β > γ >
p + 12
p + 1
and u ∈ H p+1γ (p+1)([0, 1]) it holds that
‖u − PβL u‖L2([0,1])  L1/2 2−(p+1)L‖u‖H p+1
γ (p+1)([0,1])
.(7)
For
β > γ >
p − 12
p
and u ∈ H p+1γ p ([0, 1]) it holds that
‖u − PβL u‖H 1([0,1])  L1/2 2−pL‖u‖H p+1γ p ([0,1]).(8)
Proof. It suffices to prove the statements above for u ∈ H p+1([0, 1]). The lemma then
follows from a density argument.
We split the interval [0, 1] into subintervals of length 2−L/(1−β), for simplicity assuming
L/(1 − β) to be an integer (otherwise rounded off). For s = 1, . . . , 2L/(1−β), set
I (s) = [(s − 1)2−L/(1−β), s2−L/(1−β)].
Let j0(s) be a bound for the minimal local level of wavelets ψjk with ( j, k) ∈ βL and
supp ψjk ∩ I (s) = ∅. Examining the condition (s2−L/(1−β))β ≤ 2L− j , we see that j0(s)
can be chosen to be
j0(s) = L1 − β − β log2 s.
Applying (3), we estimate
‖u − PβL u‖2L2(I (s)) 
∑
( j, k) ∈ βL
supp ψjk ∩ I (s) = ∅
c2jk
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=
∑
j≥ j0(s)
2−2(p+1) j
∑
k : ( j, k) ∈ βL
supp ψjk ∩ I (s) = ∅
22(p+1) j c2jk

∑
j≥ j0(s)
j2−2(p+1) j‖u‖2H p+1(I (s))  j0(s)2−2(p+1) j0(s)‖u‖2H p+1(I (s)).
Using 2−2(p+1) j0(s) = 2−2(p+1)L(s2−L/(1−β))2(p+1)β and j0(s)  L , we infer
‖u − PβL u‖2L2(I (s))  L2−2(p+1)L‖u(s2−L/(1−β))(p+1)β‖2H p+1(I (s)).
Away from 0, i.e., in the case of s > 1, we have s2−L/(1−β) ∼ x for x ∈ I (s). This yields
‖u − PβL u‖2L2([2−L/(1−β),1])  L2−2(p+1)L‖ux (p+1)β‖2H p+1([2−L/(1−β),1]).(9)
In the case of s = 1, we employ L2 stability of the projectors PβL (Lemma 1) and the
embedding result, Lemma 2.
If γ > (p + 12 )/(p + 1), i.e., γ (p + 1) > p + 12 , we estimate
‖u − PβL u‖2L2(I (1))  ‖u‖2L2(I (1)) ≤ |I (1)|1−2/q‖u‖2Lq (I (1))  |I (1)|1−2/q‖u‖2H p+1
γ (p+1)([0,1])
.
Here, q < 1/(γ (p+1)−(p+ 12 )) corresponding to Lemma 2. To guarantee |I (1)|1−2/q ≤
2−2(p+1)L , we get the constraint q ≥ 1/(β(p + 1)− (p + 12 )). Hence, if β > γ , we can
choose such a q . Together with (9), the L2 estimate follows.
The H 1 estimate is done in an analogous fashion. Using (3), we get
‖u − PβL u‖2H 1(I (s)) 
∑
( j, k) ∈ βL
supp ψjk ∩ I (s) = ∅
22 j c2jk
=
∑
j≥ j0(s)
2−2pj
∑
k : ( j, k) ∈ βL
supp ψjk ∩ I (s) = ∅
22(p+1) j c2jk

∑
j≥ j0(s)
j2−2pj‖u‖2H p+1(I (s))  j0(s)2−2pj0(s)‖u‖2H p+1(I (s)).
Using 2−2pj0(s) = 2−2pL(s2−L/(1−β))2pβ and j0(s)  L , we infer
‖u − PβL u‖2H 1(I (s))  L2−2pL‖u(s2−L/(1−β))pβ‖2H p+1(I (s)).
Away from 0, i.e., in the case of s > 1, we have s2−L/(1−β) ∼ x for x ∈ I (s). This yields
‖u − PβL u‖2H 1([2−L/(1−β),1])  L2−2pL‖ux pβ‖2H p+1([2−L/(1−β),1]).(10)
In the case s = 1, we estimate, using Lemma 2,
‖D(u − PβL u)‖2L2(I (1))  ‖Du‖2L2(I (1)) ≤ |I (1)|1−2/q‖Du‖2Lq (I (1))
 |I (1)|1−2/q‖u‖2
H p+1γ p (I (1))
,
if q < 1/(γ p− (p− 12 )) and γ p > p− 12 . To guarantee |I (1)|1−2/q ≤ 2−2pL , we get the
constraint q ≥ 1/(βp − (p − 12 )). Hence, if β > γ , we can choose such a q. Together
with (10), the H 1 estimate (8) follows.
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Remark 1. The function u : x → xλ belongs to H p+1γ p ([0, 1]), if
γ > 1 − 2λ− 1
2p
.
Thus, if λ > 12 , there is such a γ < 1.
Remark 2. In [4] a similar one-dimensional result for Chui prewavelet bases of degree
2 and 3 was proven, using a slightly different refinement toward the origin and a different
method of proof.
A similiar approach was already undertaken in [23].
3. Wavelet Approximation with Local Refinement in Two Dimensions
We come now to the two-dimensional case. Consider the unit square [0, 1]2 ⊂ R2. We
define a wavelet basis by taking tensor products of the univariate wavelets introduced
above, i.e., the set {ψjk ⊗ ψj ′k ′ : ( j, k) ∈ I, ( j ′, k ′) ∈ I }. Note the anisotropy of the
supports of these wavelets.
We will employ a sparse tensor product rather than a full tensor product of the projec-
tors PβL . The sparse tensor product projector has comparable approximation properties
to the full one, but uses a remarkably lower-dimensional subspace to project onto. We
will give the details in the following.
Let β ∈ [0, 1) be fixed and let L ∈ N. Then we define the index sets
ˆ
β
L ≡
⋃
i+ j≤L

β
i ×βj(11)
and the trial spaces
Vˆ βL := span{ψjk ⊗ ψj ′k ′ : ( j, k, j ′, k ′) ∈ ˆβL} =
⊕
i+ j≤L
V βi ⊗ V βj .(12)
From (5), we see
#ˆβL = dim(Vˆ βL )  p2L2L .(13)
Definition 3 (Projector PˆβL ). Let u be a function with wavelet decomposition
u =
∑
j,k, j ′,k ′
cjk j ′k ′ψjk ⊗ ψj ′k ′ .
Then the projector PˆβL is defined by
PˆβL u ≡
∑
j,k, j ′,k ′∈ˆβL
cjk j ′k ′ψjk ⊗ ψj ′k ′ .(14)
Definition 4. Let (s, t) ∈ N2. Then we denote by
H s,t ([0, 1]2)
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the space of all measurable functions u : [0, 1]2 → R, such that the norm
‖u‖H s,t ([0,1]2) :=
( ∑
0 ≤ i ≤ s
0 ≤ j ≤ t
‖Di1 D j2 u‖2L2([0,1]2)
)1/2
is finite. That is, H s,t ([0, 1]2) = H s([0, 1])⊗ H t ([0, 1]).
Lemma 4. The projectors PˆβL are stable in H 1 ⊗ L2 independently of L .
Proof. From the one-dimensional norm equivalences, one readily derives norm equiv-
alences for tensor product spaces in the following form:
∥∥∥∥∥ ∑j,k, j ′,k ′ cjk j ′k ′ ψjk ⊗ ψj ′k ′
∥∥∥∥∥
2
H s,t ([0,1]2)
∼
∑
j,k, j ′,k ′
22s j+2t j ′c2jk j ′k ′ , 0 ≤ s, t < p + 12 .
For s = 1 and t = 0, one accordingly has, for u =∑ cjk j ′k ′ ψjk ⊗ ψj ′k ′ ,
‖PˆβL u‖2H 1,0([0,1]2) =
∥∥∥∥∥ ∑
( j,k, j ′,k ′)∈ˆβL
cjk j ′k ′ ψjk ⊗ ψj ′k ′
∥∥∥∥∥
2
H 1,0([0,1]2)
∼
∑
( j,k, j ′,k ′)∈ˆβL
22 j c2jk j ′k ′
≤
∑
j,k, j ′,k ′
22 j c2jk j ′k ′ ∼ ‖u‖2H 1,0([0,1]2).
Definition 5. For σ, τ ≥ 0 and p, q ∈ N let
H p,qσ,τ ([0, 1]2) := H pσ ([0, 1])⊗ Hqτ ([0, 1]).
We will derive a consistency estimate for PˆβL by an abstract tensor product argument
following the lines of [25]. Since ‖ϕ‖2H 1([0,1]2) ≤ ‖ϕ‖2H 1,0([0,1]2)+‖ϕ‖2H 0,1([0,1]2), it suffices
(by symmetry) to estimate the H 1,0([0, 1]2) norm of the error u − PˆβL u. To simplify
notation, we set
‖ · ‖ := ‖ · ‖H 1([0,1]) ⊗ ‖ · ‖L2([0,1]) = ‖ · ‖H 1,0([0,1]2).
Let Qβ1,i be the orthogonal projection onto V βi with respect to the H 1([0, 1]) norm,
and let Qβ2,i be the orthogonal projection onto V βi with respect to the L2([0, 1]) norm.
We set
QˆβL :=
∑
i+ j≤L
(Qβ1,i − Qβ1,i−1)⊗ (Qβ2, j − Qβ2, j−1);
QˆβL is the orthogonal projection onto Vˆ βL with respect to ‖ · ‖ = ‖ · ‖H 1,0([0,1]2). Note that,
in general, QˆβL = PˆβL (but, of course, image QˆβL = image PˆβL = Vˆ βL ).
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By stability of PˆβL in H 1 ⊗ L2, Lemma 4, we have
‖u − PˆβL u‖ = ‖u − QˆβLu + QˆβLu − PˆβL u‖ = ‖u − QˆβLu + PˆβL QˆβLu − PˆβL u‖
= ‖(id−PˆβL )(u − QˆβLu)‖ ≤ c ‖u − QˆβLu‖.
It therefore suffices to estimate the error ‖u − QˆβLu‖ to get an approximation result
for PˆβL .
By orthogonality of the projectors Qˆβi we have, quite generally,
‖u − QˆβLu‖2 =
∥∥∥∥∥u − ∑i+ j≤L(Qβ1,i − Qβ1,i−1)⊗ (Qβ2, j − Qβ2, j−1)u
∥∥∥∥∥
2
=
∥∥∥∥∥ ∑i+ j≥L+1(Qβ1,i − Qβ1,i−1)⊗ (Qβ2, j − Qβ2, j−1)u
∥∥∥∥∥
2
=
∥∥∥∥∥
L+1∑
i=0
(Qβ1,i − Qβ1,i−1)⊗ (id−Qˆβ2,L−i )u
∥∥∥∥∥
2
+
∥∥∥∥∥
∞∑
i=L+2
(Qβ1,i − Qβ1,i−1)⊗ id u
∥∥∥∥∥
2
=
L+1∑
i=0
‖(Qβ1,i − Qβ1,i−1)⊗ (id−Qˆβ2,L−i )u‖2 + ‖(id−Qβ1,L+1)⊗ id u‖2.
Applying once more orthogonality, we estimate the last line by
≤
L+1∑
i=0
‖(id−Qβ1,i−1)⊗ (id−Qˆβ2,L−i )u‖2 + ‖(id−Qβ1,L+1)⊗ id u‖2.
By stability of the orthogonal projections Qβr,i , we can translate this estimate back
into an estimate involving the projectors PβL . To see this (using simplified notation), let
Q, P, A be projectors with Q stable. Then it holds that
‖(id−Q)⊗ Au‖ = ‖(id−P)⊗ Au + P ⊗ Au − Q ⊗ Au‖
= ‖(id−P)⊗ Au + Q P ⊗ Au − Q ⊗ Au‖
= ‖(id−P)⊗ Au + (Q ⊗ id)(P ⊗ Au − id⊗A)u‖
= ‖(id⊗ id−Q ⊗ id)((id−P)⊗ A)u‖ ≤ c‖(id−P)⊗ Au‖.
Hence, we finally get
‖u − PˆβL u‖2 ≤ c
(
L+1∑
i=0
‖(id−Pβi−1)⊗ (id−PβL−i )u‖2 + ‖(id−PβL+1)⊗ id u‖2
)
.
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Now using the one-dimensional consistency result, Lemma 3, we infer
‖u − PˆβL u‖2 
L+1∑
i=0
L22−2p(i−1)2−2(p+1)(L−i)‖u‖2
H p+1,p+1
γ p,γ (p+1)([0,1]2)
+ L2−2p(L+1)‖u‖2
H p+1γ p ([0,1])⊗L2([0,1])
,
hence,
‖u − PˆβL u‖2  L22−2pL‖u‖2H p+1,p+1
γ p,γ (p+1)([0,1]2)
.
We summarize:
Theorem 1. For
1 > β > γ >
p + 12
p + 1
and u ∈ H p+1,p+1γ p,γ (p+1)([0, 1]2) ∩ H p+1,p+1γ (p+1),γ p([0, 1]2), it holds that
‖u − PˆβL u‖H 1([0,1]2)  L2−pL(‖u‖H p+1,p+1
γ p,γ (p+1)([0,1]2)
+ ‖u‖H p+1,p+1
γ (p+1),γ p([0,1]2)
).
Remark 3. Note, that it trivially holds that
H 2(p+1)([0, 1]2) ⊂ H p+1,p+1γ p,γ (p+1)([0, 1]2) ∩ H p+1,p+1γ (p+1),γ p([0, 1]2) for γ ≥ 0.
In an analogous fashion, one proves
Theorem 2. For
1 > β > γ >
p + 12
p + 1
and u ∈ H p+1,p+1γ (p+1),γ (p+1)([0, 1]2), it holds that
‖u − PˆβL u‖L2([0,1]2)  L3/2 2−(p+1)L‖u‖H p+1,p+1
γ (p+1),γ (p+1)([0,1]2)
.
Remark 4. In [21], P. Oswald has considered best N term approximation from sparse
grid spaces built on the univariate Haar system (p = 0). He derives approximation rates
in Sobolev spaces H s([0, 1]2), −1 < s < 12 . In the case of approximation in L2([0, 1]),
i.e., s = 0, he achieves an approximation rate of N−1 (log N )3/2 for singularity functions
of type (1;α, α), α < 12 . Here, a function f (x1, x2) is said to be of type (m;α, α), if
|∂k1∂ l2 f | ≤ Cx−(α+k)1 x−(α+l)2 for 0 ≤ k, l ≤ m.
A singular function of type (1;α, α) belongs to H 1,1γ,γ ([0, 1]2) if γ > 12 + α. Hence,
our result is consistent with Oswald’s.
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3.1. Application to Elliptic Singularities in Two Dimensions
Consider an elliptic boundary value problem on a polygonal domain  ⊂ R2:
Lu = f in , Bu = g on ∂,
where L is a smooth, uniformly elliptic, linear second-order differential operator in
divergence form, B is a smooth boundary operator of Dirichlet or Neumann type, and f
and g are smooth functions.
The weak solution u is smooth (in the Sobolev scale) in the interior of , but exhibits
corner singularities, which reduce global regularity dramatically. In general, u ∈ H 2().
It is well-known, see [5], [6], [7], that there holds a decomposition
u = ureg + using,
with (arbitrarily) smooth ureg, which we specialize to ureg ∈ H 2(p+1)(), and (depending
on the chosen smoothness of ureg) a finite sum
using =
<∞∑
Re(rλii (log ri )
µi
i (ϕi )ηi (x)),
(in local polar coordinates (ri , ϕi ) associated to the corners) with smooth cut-off functions
ηi , smooth functions 
i of the angle coordinates ϕi , and parameters λi ∈ C, µi ∈ N0.
For Dirichlet–Dirichlet corners, one knows Re λi > 12 , and for Dirichlet–Neumann
corners, Re λi > 14 .
We prove now that this type of singularity can be approximated at a rate p in the H 1
norm. Note that we can allow Re λ > 0.
Theorem 3. Let
u(x) = Re(|x |λ(log |x |)µ 
(ϕ) η(x))+ g(x) ∈ H 1([0, 1]2)
with smooth η and 
, parameters λ ∈ C, Re(λ) > 0, µ ∈ N0, and a function g ∈
H 2(p+1)([0, 1]2). Then there are β, γ (depending on λ) with
1 > β > γ >
p + 12
p + 1 ,
such that
u ∈ H p+1,p+1γ p,γ (p+1)([0, 1]2) ∩ H p+1,p+1γ (p+1),γ p([0, 1]2).
This means there is a constant C depending via β and γ only on λ, such that
‖u − PˆβL u‖H 1([0,1]2) ≤ C L2−pL(‖u‖H p+1,p+1
γ p,γ (p+1)([0,1]2)
+ ‖u‖H p+1,p+1
γ (p+1),γ p([0,1]2)
).
Concerning approximability in L2, we have:
If Re(λ) > −1 and the remaining assumptions as above are met, then there are β, γ
with
1 > β > γ >
p + 12
p + 1 ,
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such that
u ∈ H p+1,p+1γ (p+1),γ (p+1)([0, 1]2).
This means there is a constant C such that
‖u − PˆβL u‖L2([0,1]2) ≤ C L3/22−(p+1)L‖u‖H p+1,p+1
γ (p+1),γ (p+1)([0,1]2)
.
Remark 5. Note that we are only concerned with the approximation of certain singular
terms, which are defined on the unit square. In this paper, we do not address the question
of handling complex geometries with sparse grids within a numerical scheme.
Proof. The norm of H p+1,p+1γ p,γ (p+1)([0, 1]2) is given by
‖u‖H p+1,p+1
γ p,γ (p+1)([0,1]2)
=
( ∑
0≤i, j≤p+1
∫
[0,1]2
|(Di1 D j2 u)xγ p1 xγ (p+1)2 |2 dx
)1/2
.
Estimating xγ p1 x
γ (p+1)
2 by |x |γ (2p+1), we see that Re(|x |λ(log |x |)µ) ∈ H p+1,p+1γ p,γ (p+1)
([0, 1]2) if
γ > 1 − λ
2p + 1 .
The same holds for the space H p+1,p+1γ (p+1),γ p([0, 1]2).
The smooth factors η and 
 leave the regularity class unchanged, and g is trivially in
the space H p+1,p+1γ p,γ (p+1)([0, 1]2) ∩ H p+1,p+1γ (p+1),γ p([0, 1]2), see Remark 3.
Hence, if λ > 0, we can find 1 > β > γ > 1−λ/(2p+ 1) such that the assumptions
of Theorem 1 are met.
The proof of the L2 estimate is done analogously.
4. Generalization to d Dimensions
The d-dimensional case with d > 2 follows from the two-dimensional one by iteration.
We consider the domain [0, 1]d and the tensor product basis
{ψj1k1··· jd kd = ψj1k1 ⊗ · · · ⊗ ψjd kd : ( ji , ki ) ∈ I, i = 1, . . . , d}.
Let β ∈ [0, 1) be fixed and let L ∈ N. Then we define the index sets
ˆ
β
L ,d ≡
⋃
j1+···+ jd≤L

β
j1 × · · · ×
β
jd
and the trial spaces
Vˆ βL ,d := span{ψj1k1··· jd kd : ( j1, k1, . . . , jd , kd) ∈ ˆβL ,d} =
⊕
j1+···+ jd≤L
V βj1 ⊗ · · · ⊗ V
β
jd .
From (5) we see that
#ˆβL ,d = dim(Vˆ βL ,d)  pd Ld−12L .
The constant depends here, and in the sequel, additionally on the dimension d.
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Definition 6 (Projector PˆβL ,d ). Let u be a function with wavelet decomposition
u =
∑
j1,k1,..., jd ,kd
cj1k1··· jd kdψj1k1 ⊗ · · · ⊗ ψjd kd .
Then the projector PˆβL ,d is defined by
PˆβL ,du ≡
∑
j1,k1,..., jd ,kd∈ˆβL ,d
cj1k1··· jd kdψj1k1 ⊗ · · · ⊗ ψjd kd .
Definition 7. Let (s1, . . . , sd) ∈ Nd . Then we denote by
H s1,...,sd ([0, 1]d)
the space of all measurable functions u : [0, 1]d → R, such that the norm
‖u‖H s1 ,...,sd ([0,1]d ) :=
( ∑
0≤ ji≤si
‖D j11 · · · D jdd u‖2L2([0,1]d )
)1/2
is finite. That is, H s1,...,sd ([0, 1]d) =
⊗
i=1,...,d H
si ([0, 1]).
Definition 8. For σ1, . . . , σd ≥ 0 and p1, . . . , pd ∈ N let
H p1,...,pdσ1,...,σd ([0, 1]d) :=
⊗
i=1,...,d
H piσi ([0, 1]).
We further introduce the abbreviation
H(γ, p, d) :=
⋂
k=1,...,d
( ⊗
i=1,...,d
H p+1γ (p+1−δki )([0, 1])
)
and take as a norm the summed up norms.
Remark 6. Note, that it trivially holds that
H d(p+1)([0, 1]d) ⊂ H(γ, p, d) for γ ≥ 0.
With the latter notation, Theorem 1 may be rephrased as follows:
β > γ >
p + 12
p + 1 , u ∈ H(γ, p, d) ⇒ ‖u− Pˆ
β
L ,2u‖H 1([0,1]d )  L2−pL‖u‖H(γ,p,d).
Iterating the argument from Section 3, we infer the following two theorems:
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Theorem 4 (H 1 consistency of PˆβL ). For
1 > β > γ >
p + 12
p + 1
and u ∈ H(γ, p, d), it holds that
‖u − PˆβL ,du‖H 1([0,1]d )  Ld/2 2−pL‖u‖H(γ,p,d).
Letting NL := dim Vˆ βL  pd Ld−12L be the number of degrees of freedom, this means
that
‖u − PˆβL ,du‖H 1([0,1]d )  N−pL (log2 NL)s‖u‖H(γ,p,d),
s = (d − 1)p + d/2.
Theorem 5 (L2 consistency of PˆβL ). For
1 > β > γ >
p + 12
p + 1
and u ∈ H p+1,...,p+1γ (p+1),...,γ (p+1)([0, 1]d), it holds that
‖u − PˆβL ,du‖L2([0,1]d )  Ld−1/2 2−(p+1)L‖u‖H p+1,...,p+1
γ (p+1),...,γ (p+1)([0,1]d )
.
In terms of numbers of degrees of freedom, this means that
‖u − PˆβL ,du‖L2([0,1]d )  N−(p+1)L (log2 NL)s‖u‖H p+1,...,p+1
γ (p+1),...,γ (p+1)([0,1]d )
,
s = (d − 1)p + 2d − 32 .
Remark 7. There holds the continuous inclusion
H(γ, p, d) ⊂ H p+1,...,p+1γ (p+1),...,γ (p+1)([0, 1]d).
Remark 8. By interpolating the estimates of Theorems 4 and 5, consistency estimates
in H s([0, 1]d), 0 < s < 1 are readily obtained.
Remark 9. The function x → Re |x |λ on [0, 1]d belongs to H(γ, p, d), if
γ > 1 − (d − 2)+ 2λ
2d(p + 1)− 2 .
So, if
λ > 1 − d/2,
we can find such a γ < 1.
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More generally, let ρ be the distance to a face of [0, 1]d of dimension k containing the
origin (for k = 0 the corner 0, for k = 1 an edge containing 0, etc.). Then the function
x → Re ρλ on [0, 1]d belongs to some H(γ, p, d) with γ < 1, if
λ > 1 − (d − k)/2.
Note that this condition on the exponent λ coincides with the condition of membership
in H 1([0, 1]d), which indicates the sharpness of our result with respect to powers of
distance functions to lower-dimensional faces.
4.1. Application to Elliptic Singularities in Three Dimensions
We apply our approximation result to elliptic corner-edge singularities in three dimen-
sions. Consider on a polyhedral domain  (for instance, [0, 1]3) the boundary value
problem
Lu = f in , Bu = g on ∂,(15)
where L is a smooth, uniformly elliptic, linear second-order differential operator in
divergence form, B is a smooth boundary operator of face-wise Dirichlet or Neumann
type, and f and g are smooth functions.
As in the two-dimensional case, the weak solution u is smooth away from corners and
edges, but exhibits singularities toward the singularities of the domain. The solution’s
asymptotics toward corners and edges can be described by weighted Sobolev spaces,
and we quote only one result (in simplified form), which was proven by Maz’ya and
Roßmann (Theorem 2 in [19]):
There is ε > 0 (depending on the domain), such that for δ ∈ R and  ∈ N with
|δ − − 1| < ε there holds
f ∈ V δ ⇒ u ∈ V +2δ .
Here, the space V δ is defined as the set of functions v, for which(∫

(∏
r2δi
) (∏
(ρj/r)2δ
) ∑
|α|≤
ρ2(|α|−)|Dαu|2 dx
)1/2
is finite. The functions ri are the distance functions to the vertices of , the functions ρj
are the distance funtions to the edges of , and r = mini ri , ρ = minj ρj .
For the sake of simplicity of exposition, we specialize this to the case of one “active”
cube-like corner (which is supposed to be the origin). Then the norm of V δ reads(∫

r2δ
(
3∏
j=1
(ρj/r)2δ
)∑
|α|≤
ρ2(|α|−)|Dαu|2 dx
)1/2
.
Using the general relations ρ ≤ ρj ≤ r , a calculation shows that
f ∈ C∞() ⇒ f ∈ V δ for all δ ≥ .
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Now choose  = 3p + 1 and δ =  + 1 − ε0 = 3p + 2 − ε0 for some 0 < ε0 <
min{ε, 1}. From the above shift theorem, we see that u ∈ V 3p+3δ . But this readily implies
u ∈ H(γ, p, 3) for
δ
3p + 2 =
3p + 2 − ε0
3p + 2 < γ < 1.
We conclude:
Theorem 6. The solution u of problem (15) lies locally in some space H(γ, p, 3) with
γ < 1 and may therefore (as a function transferred to the unit cube) be approximated
at a rate p in the H 1 norm.
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