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1. Weierstrass approxima´cio´s (su˝ru˝se´gi) te´telei
1.1. Elo˝zetes megjegyze´sek
Induljunk ki abbo´l a jo´l ismert te´nybo˝l, hogy minden R-beli nemelfajulo´ intervallum
tartalmaz raciona´lis sza´mot. Ebbo˝l az is ko¨vetkezik, hogy minden valo´s sza´m tetsze´s
szerinti pontossa´ggal megko¨zel´ıtheto˝ raciona´lis sza´mokkal, azaz
∀ a ∈ R-hez ∃ (qn) ⊂ Q : qn → a (n→ +∞). (1.1)
A szemle´letu¨nkkel o¨sszhangban ezt u´gy is mondjuk, hogy a raciona´lis sza´mok su˝ru˝n
vannak R-ben. Mivel Q megsza´mla´lhato´ (
”
kezelheto˝”), eze´rt az eml´ıtett eredme´ny
gyakorlati jelento˝se´ge nyilva´nvalo´.
Weierstrass elso˝, illetve ma´sodik approxima´cio´s te´tele az (1.1) alatti a´ll´ıta´snak a(
C[a, b], ‖ · ‖∞
)
, illetve a
(
C2π, ‖ · ‖∞
)
fu¨ggve´nyterekre vonatkozo´ a´ltala´nos´ıta´sa.
Emle´keztetu¨nk arra, hogy C[a, b]-vel jelo¨lju¨k a kompakt [a, b] ⊂ R intervallumon
e´rtelmezett valo´s e´rte´ku˝ folytonos fu¨ggve´nyek halmaza´t. A pontonke´nti mu˝veletekre
ne´zve ez terme´szetes te´rstruktu´ra´val van ella´tva, e´s az
‖f‖∞ := max
x∈[a,b]
|f(x)| (f ∈ C[a, b])
ke´plet norma´t definia´l a C[a, b] linea´ris te´ren. Ezzel a norma´val (C[a, b], ‖·‖∞) teljes
norma´lt te´r, azaz Banach-te´r, e´s a norma a´ltal induka´lt konvergencia´t az [a, b]-n vett
egyenletes konvergencia´nak nevezzu¨k.
Az R halmazon e´rtelmezett 2π szerint periodikus folytonos fu¨ggve´nyek C2π linea´ris
tere is Banach-te´r az
‖f‖∞ := max
x∈R
|f(x)| (f ∈ C2π)
norma´ra ne´zve, e´s a megfelelo˝ konvergencia ebben az esetben az R-en vett egyenletes
konvergencia.
Weierstrass te´telei fontos szerepet ja´tszottak a funkciona´lanal´ızis kialakula´-
sa´ban. Az elso˝ motiva´cio´t adta´k a su˝ru˝se´g, a za´rtsa´g e´s a teljesse´g proble´ma´ja´nak
az a´ltala´nos felvete´se´hez.
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1.2. A te´telek megfogalmaza´sa
K. Weierstrass 1885-ben igazolta az anal´ızis legalapveto˝bb te´telei ko¨ze´ sorolhato´
ala´bbi eredme´nyeket.
1. te´tel (Weierstrass elso˝ approxima´cio´s te´tele). Minden f : [a, b] → R folytonos
fu¨ggve´nyhez le´tezik algebrai polinomoknak olyan (Pn) sorozata, amelyik az [a, b] in-
tervallumon egyenletesen tart az f fu¨ggve´nyhez. Ezt ro¨viden u´gy mondjuk, hogy az
algebrai polinomok su˝ru˝n vannak a (C[a, b], ‖ · ‖∞) Banach te´rben.
A te´tel Weierstrass a´ltal ko¨zo¨lt eredeti bizony´ıta´sa o´ta to¨bb ma´s bizony´ıta´st is
tala´ltak. A ko¨vetkezo˝ pontban az Sz.N. Bernsteinto˝l sza´rmazo´, 1912-ben publika´lt,
valo´sz´ınu˝se´gsza´mı´ta´si ha´tteru˝ bizony´ıta´st ismertetju¨k. Szo˝kefavi-Nagy Be´la: Valo´s
fu¨ggve´nyek e´s fu¨ggve´nysorok c´ımu˝ tanko¨nyve tartalmazza a te´tel H. Lebesgue-fe´le
bizony´ıta´sa´t.
Folytonos periodikus fu¨ggve´nyek trigonometrikus polinomokkal valo´ ko¨zel´ıte´se´re
is hasonlo´ a´ll´ıta´s e´rve´nyes.
2. te´tel (Weierstrass ma´sodik approxima´cio´s te´tele). Minden 2π szerint periodikus
folytonos f fu¨ggve´nyhez le´tezik trigonometrikus polinomoknak olyan (Tn) sorozata,
amelyik az ege´sz sza´megyenesen egyenletesen tart az f fu¨ggve´nyhez. Ezt ro¨viden u´gy
mondjuk, hogy a trigonometrikus polinomok su˝ru˝n vannak a (C2π, ‖ · ‖∞) Banach
te´rben.
Ch. J. de la Valle´e Poussin 1918-ban mutatott ra´ arra, hogy a ke´t approxima´cio´s
te´tel szoros kapcsolatban van egyma´ssal. Nevezetesen: egyik a ma´siknak a ko¨vet-
kezme´nye.
3. te´tel (de la Valle´e Poussin). Weierstrass ke´t approxima´cio´s te´tele ekvivalens
egyma´ssal.
A 2. e´s a 3. te´telt nem bizony´ıtjuk. Az e´rdeklo˝do˝knek I. P. Natanszon: Konst-
rukt´ıv fu¨ggve´nytan c´ımu˝ kiva´lo´ tanko¨nyve´t aja´nljuk.
1.3. Az elso˝ approxima´cio´s te´tel Bernstein-fe´le bizony´ıta´sa
Kezdju¨k azzal a specia´lis esettel, amikor az alapintervallum [0, 1], azaz [a, b] = [0, 1].
A bizony´ıta´st to¨bb le´pe´sben ve´gezzu¨k el. Az o¨nmagukban is e´rdekes e´s fontos
re´szeket ku¨lo¨n te´telekben is megfogalmazzuk.
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Defin´ıcio´. Legyen n terme´szetes sza´m. Az
Nk,n(x) :=
(
n
k
)
xk(1− x)n−k (x ∈ [0, 1], k = 0, 1, . . . , n)
polinomokat n-edfoku´ Bernstein-fe´le alappolinomoknak nevezzu¨k.
4. te´tel (az Nk,n polinomok tulajdonsa´gai).
(a) Nk,n(x) ≥ 0 (x ∈ [0, 1], n ∈ N).
(b)
n∑
k=0
Nk,n(x) = 1 (x ∈ [0, 1], n ∈ N).
(c) Minden ro¨gz´ıtett δ > 0 e´s x ∈ [0, 1] sza´m esete´n fenna´ll a∑
k:|x− k
n
|≥δ
Nk,n(x) ≤ 1
4nδ2
egyenlo˝tlense´g.
A (c) tulajdonsa´gnak, durva´n kifejezve, az az e´rtelme, hogy nagy n e´rte´kekre a
n∑
k=0
Nk,n(x)
o¨sszegben csak azok a tagok le´nyegesek, amelyek k indexe´re∣∣∣∣kn − x
∣∣∣∣ < δ,
mı´g a to¨bbi tag az o¨sszeg e´rte´ke´t alig befolya´solja.
Bizony´ıta´s. (a) A defin´ıcio´ alapja´n nyilva´nvalo´.
(b) Alkalmazzuk az
(a+ b)n =
n∑
k=0
(
n
k
)
akbn−k (a, b ∈ R, n ∈ N)
binomia´lis te´telt az a = x e´s b = 1− x szereposzta´ssal.
(c) Jelo¨lju¨k ∆n(x)-szel a 0, 1, 2, . . . , n sorozatba tartozo´ azoknak a k sza´moknak
a halmaza´t, amelyekre
∣∣ k
n
− x∣∣ ≥ δ. Ha k ∈ ∆n(x), akkor
(k − nx)2
n2δ2
≥ 1.
10 1. Weierstrass approxima´cio´s (su˝ru˝se´gi) te´telei
Enne´lfogva
∑
k∈∆n(x)
Nk,n(x) ≤ 1
n2δ2
∑
k∈∆n(x)
(k − nx)2Nk,n(x) ≤ 1
n2δ2
n∑
k=0
(k − nx)2Nk,n(x).
Az utolso´ o¨sszeg kisza´mola´sa´hoz tekintsu¨k a ko¨vetkezo˝ a´talak´ıta´st:
T :=
n∑
k=0
(k − nx)2Nk,n(x) =
n∑
k=0
(
k(k − 1)− (2nx− 1)k + n2x2)Nk,n(x).
Mivel
∑n
k=0Nk,n(x) = 1, tova´bba´
n∑
k=0
kNk,n(x) = nx
n−1∑
l=0
(
n− 1
l
)
xl(1− x)n−1−l = nx,
n∑
k=0
k(k − 1)Nk,n(x) = n(n− 1)x2
n−2∑
l=0
(
n− 2
l
)
xl(1− x)n−2−l = n(n− 1)x2,
eze´rt
T = n2x2 − (2nx− 1)nx+ n(n− 1)x2 = nx(1− x).
Az x(1− x) ≤ 1
4
(x ∈ [0, 1]) egyenlo˝tlense´g felhaszna´la´sa´val teha´t azt kapjuk, hogy
∑
k∈∆n(x)
Nk,n(x) ≤ 1
n2δ2
T =
x(1− x)
nδ2
≤ 1
4nδ2
,
e´s ez a (c) a´ll´ıta´s bizony´ıta´sa´t jelenti. 
Defin´ıcio´. Legyen f : [0, 1]→ R tetszo˝leges fu¨ggve´ny. A
(
Bnf
)
(x) :=
n∑
k=0
f
(
k
n
)
Nk,n(x) (x ∈ [0, 1], n ∈ N)
polinomot az f fu¨ggve´ny n-edik Bernstein-fe´le polinomja´nak nevezzu¨k.
Ko¨nnyu˝ elo˝re la´tni, hogy ha f folytonos, akkor n nagy e´rte´keire (Bnf)(x) igen
keve´sse´ ku¨lo¨nbo¨zik f(x)-to˝l. Ugyanis ma´r megjegyeztu¨k azt, hogy a
n∑
k=0
Nk,n(x)
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o¨sszegben azok tagok, amelyekre k
n
ta´vol a´ll x-to˝l, majdnem semmi szerepet nem
ja´tszanak. Ugyanez a´ll a Bnf polinomra ne´zve is, mivel az f(
k
n
) te´nyezo˝k korla´tosak.
Enne´lfogva a Bnf polinomban csak azok a tagok fontosak, amelyekre
k
n
az x-hez
nagyon ko¨zel esik. De az ilyen tagokra az f( k
n
) te´nyezo˝ alig ku¨lo¨nbo¨zik f(x)-to˝l (a
folytonossa´g miatt). Ez azt jelenti, hogy a Bnf polinom alig va´ltozik, ha tagjaiban
f( k
n
)-et f(x)-szel helyettes´ıtju¨k. Ma´s szo´val fenna´ll a ko¨vetkezo˝ ko¨zel´ıto˝ egyenlo˝se´g:
(Bnf)(x) =
n∑
k=0
f(x)Nk,n(x) ≈ f(x).
Le´nyege´ben a fenti gondolatmenet pontos´ıta´sa´val igazolta Sz.N. Bernstein 1912-ben
a ko¨vetkezo˝ fontos eredme´nyt.
5. te´tel (Bernstein). Tetszo˝leges f ∈ C[0, 1] fu¨ggve´ny esete´n a (Bnf) polinom-
sorozat a [0, 1] intervallumon egyenletesen konverga´l az f fu¨ggve´nyhez.
Bizony´ıta´s. Azt kell megmutatni, hogy ha f ∈ C[0, 1], akkor
∀ ε > 0-hoz ∃n0 ∈ N, hogy ∀x ∈ [0, 1] e´s ∀n ≥ n0 esete´n∣∣f(x)− (Bnf)(x)∣∣ < ε.
Ro¨gz´ıtsu¨k az ε > 0 sza´mot, e´s jelo¨lju¨k M -mel |f | maximuma´t. Az f fu¨ggve´ny
egyenletes folytonossa´ga ko¨vetkezte´ben ε-hoz
∃ δ > 0 : |x− x¯| < δ ⇒ |f(x)− f(x¯)| < ε.
Va´lasszunk ezuta´n a [0, 1] intervallumon egy tetszo˝leges x-et. Mivel
∑n
k=0Nk,n(x) =
1, eze´rt
f(x) =
n∑
k=0
f(x)Nk,n(x),
e´s ı´gy
f(x)− (Bnf)(x) = n∑
k=0
(
f(x)− f( k
n
))
Nk,n(x).
Osszuk fel a 0, 1, . . . , n indexeket ke´t re´szre. Az egyikbe tartozzanak azok a k
sza´mok, amelyekre ∣∣∣∣kn − x
∣∣∣∣ < δ,
ezek halmaza´t jelo¨lju¨k I1-gyel. Legyen I2 azon k indexek halmaza, amelyekre∣∣∣∣kn − x
∣∣∣∣ ≥ δ
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teljesu¨l. Ennek megfelelo˝en a fenti o¨sszeget is ke´t re´szre bontjuk; ezeket
∑
I-gyel e´s∑
II-vel jelo¨lju¨k. Az elso˝ben
∣∣f( k
n
)− f(x)| < ε, e´s eze´rt
∣∣∑
I
∣∣ ≤ ε ∑
k∈I1
Nk,n(x) ≤ ε
n∑
k=0
Nk,n(x) ≤ ε.
A ma´sik o¨sszegben
∣∣f( k
n
)− f(x)| ≤ 2M , e´s eze´rt az elo˝zo˝ te´tel (c) re´sze alapja´n
∣∣∑
II
∣∣ ≤ 2M ∑
k∈I2
Nk,n(x) ≤ M
2nδ2
.
A fentieket o¨sszegezve azt kapjuk, hogy∣∣f(x)− (Bnf)(x)∣∣ ≤ ε+ M
2nδ2
.
Ha n elegendo˝en nagy (n ≥ n0), akkor M2nδ2 < ε e´s∣∣f(x)− (Bnf)(x)∣∣ ≤ 2ε,
amivel a te´tel be is van bizony´ıtva, mert a szo´ban forgo´ n0 sza´m nem fu¨gg az x
megva´laszta´sa´to´l. 
Az elso˝ approxima´cio´s te´tel bizony´ıta´sa´hoz me´g azt kell megmutatni, hogy az
a´ll´ıta´s minden [a, b] kompakt intervallumra is e´rve´nyes. Tegyu¨k fel teha´t, hogy
[a, b] 6= [0, 1]. Vegyu¨nk egy tetszo˝leges f ∈ C[a, b] fu¨ggve´nyt, e´s legyen
ϕ(y) := f(a+ y(b− a)) (y ∈ [0, 1]).
A fentiek szerint ehhez a ϕ ∈ C[0, 1] fu¨ggve´nyhez minden ε > 0 esete´n le´tezik olyan
Q(y) =
∑n
k=0 cky
k polinom, hogy∣∣ϕ(y)−Q(y)∣∣ < ε (y ∈ [0, 1]).
Ha x az [a, b] tetszo˝leges pontja e´s x = a+ y(b− a), akkor y = x−a
b−a
∈ [0, 1], eze´rt az
ime´nti egyenlo˝tlense´gbo˝l azt kapjuk, hogy∣∣ϕ(y)−Q(y)∣∣ = ∣∣f(x)−Q(x−a
b−a
)∣∣ < ε (x ∈ [a, b]),
e´s vila´gos, hogy Q az x va´ltozo´nak is egy polinomja. Ez a polinom f -et a k´ıva´nt pon-
tossa´ggal megko¨zel´ıti. Weierstrass elso˝ approxima´cio´s te´tele´t teha´t marade´ktalanul
igazoltuk.
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1.4. Csebisev te´tele a legjobban ko¨zel´ıto˝ polinomokro´l
Kompakt intervallumon folytonos fu¨ggve´nyek egyszeru˝ szerkezetu˝ fu¨ggve´nyekkel
(pe´lda´ul polinomokkal) valo´ megko¨zel´ıte´se´nek terme´szetes me´rte´ke a ko¨vetkezo˝.
Defin´ıcio´. Jelo¨lju¨k Pn-nel (n ∈ N) a legfeljebb n-edfoku´ algebrai polinomok
halmaza´t. Tetszo˝leges f ∈ C[a, b] fu¨ggve´ny esete´n az
En(f) := inf
P∈Pn
‖f − P‖∞
sza´mot az f fu¨ggve´ny legfeljebb n-edfoku´ polinomokkal valo´ legjobb megko¨zel´ı-
te´se´nek nevezzu¨k.
Nem nehe´z la´tni, hogy a fenti infimum valo´ban le´tezik e´s minden f ∈ C[a, b]
fu¨ggve´nyre
E1(f) ≥ E2(f) ≥ · · · ≥ 0.
Ebbo˝l e´s Weierstrass elso˝ approxima´cio´s te´tele´bo˝l ko¨vetkezik, hogy
lim
n→+∞
En(f) = 0 (f ∈ C[a, b]).
Ha egy f fu¨ggve´nyt polinomokkal k´ıva´nunk megko¨zel´ıteni, akkor ele´g terme´szetes
az az ige´ny, hogy a legfeljebb n-edfoku´ polinomok ko¨zu¨l (teha´t Pn-ben) azt a poli-
nomot va´lasszuk, amelyik legko¨zelebb van f -hez. Az eddigiekbo˝l nem ko¨vetkezik,
e´s egya´ltala´n nem nyilva´nvalo´, hogy a´ltala´ban le´tezik-e a Pn halmazban olyan P ∗
polinom, amelyre En(f) = ‖f − P ∗‖∞, vagy ma´ske´ppen az En(f) defin´ıcio´ja´ban az
infimum vajon helyettes´ıtheto˝-e minimummal. P.L. Csebisev 1859-ben — ko¨zel 30
e´vvel megelo˝zve Weierstrass te´teleit — igazolta ilyen
”
legjobban ko¨zel´ıto˝” polinomok
le´teze´se´t.
6. te´tel (Csebisev te´tele). Tetszo˝leges f ∈ C[a, b] fu¨ggve´nyhez e´s n terme´szetes
sza´mhoz egye´rtelmu˝en le´tezik olyan P ∗ ∈ Pn polinom, amelyre
‖f − P ∗‖∞ = inf
P∈Pn
‖f − P‖∞ = min
P∈Pn
‖f − P‖∞ = En(f)
teljesu¨l. P ∗-ot az f -et legjobban megko¨zel´ıto˝ Pn-beli polinomnak nevezzu¨k.
Ennek a klasszikus te´telnek a bizony´ıta´sa megtala´lhato´ I. P. Natanszon: Konst-
rukt´ıv fu¨ggve´nytan (Budapest, 1952) tanko¨nyve´nek 33–45. oldalain. Itt csupa´n azt
eml´ıtju¨k meg, hogy a bizony´ıta´s nem konstrukt´ıv jellegu˝, e´s az a´ltala´nos esetben
reme´ny sincs az f -et legjobban megko¨zel´ıto˝ polinomok explicit elo˝a´ll´ıta´sa´ra. Az u´n.
Remez-algoritmus seg´ıtse´ge´vel a szo´ban forgo´ polinomok
”
jo´ ko¨zel´ıte´sei” azonban
explicit mo´don is megadhato´k.
A trigonometrikus polinomokkal valo´ ko¨zel´ıte´sre is hasonlo´ a´ll´ıta´s e´rve´nyes.

2. Te´rstruktu´ra´k
A ko¨vetkezo˝ a´bra´n szemle´ltetju¨k a ma´r megismert te´rstruktu´ra´kat (bebizony´ıthato´,
hogy a jelzett tartalmaza´sok mindegyike valo´di tartalmaza´s abban az e´rtelemben,
hogy van olyan metrikus te´r, amelyik metrika´ja nem sza´rmaztathato´ norma´bo´l, stb.):
metrikus terek
norma´lt terek
terek
euklidesziHilbert-terek
Banach-terek
teljes metrikus terek
Ebben a fejezetben o¨sszefoglaljuk e´s kiege´sz´ıtju¨k a kora´bbi ismereteket.
2.1. Metrikus terek
2.1.1. A metrikus te´r fogalma. Pe´lda´k
Defin´ıcio´. Az (M,̺) rendezett pa´rtmetrikus te´rnek nevezzu¨k, haM tetszo˝leges
nemu¨res halmaz, ̺ : M ×M → R pedig olyan fu¨ggve´ny, amely a ko¨vetkezo˝ tulaj-
donsa´gokkal rendelkezik:
(i) minden x, y ∈M esete´n ̺(x, y) ≥ 0;
(ii) ̺(x, y) = 0 ⇐⇒ x = y (x, y ∈M);
(iii) ba´rmely x, y ∈M elemekre
̺(x, y) = ̺(y, x) (szimmetriatulajdonsa´g);
(iv) tetszo˝leges x, y, z ∈M elemekkel fenna´ll a
̺(x, y) ≤ ̺(x, z) + ̺(z, y)
ha´romszo¨g-egyenlo˝tlense´g. A ̺ leke´peze´st ta´volsa´g-fu¨ggve´nynek (vagy metrika´nak)
mondjuk; a ̺(x, y) sza´mot az x, y ∈M elemek ta´volsa´ga´nak nevezzu¨k.
15
16 2. Te´rstruktu´ra´k
Hangsu´lyozni kell, hogy metrikus te´r esete´ben nem k´ıva´nunk meg semmife´le
egye´b struktu´ra´t (mu˝veletek, rendeze´s, stb.) a halmazon.
Egyszeru˝en bebizony´ıthato´ az, hogy tetszo˝leges (M,̺) metrikus te´rben igazak a
ha´romszo¨g-egyenlo˝tlense´gek ala´bbi va´ltozatai is:
̺
(
x1, xn
) ≤ n−1∑
k=1
̺
(
xk, xk+1
)
(x1, . . . , xn ∈M, n ≥ 2);∣∣ρ(x, z)− ρ(y, z)∣∣ ≤ ̺(x, y) (x, y ∈M).
Nyilva´nvalo´, hogy ba´rmely A ⊂ M re´szhalmaz esete´n ̺-nak az A × A hal-
mazra vonatkozo´ leszu˝k´ıte´se metrika, e´s A ezzel a metrika´val metrikus te´r. Ezt
az
(
A, ̺|A×A
)
metrikus teret az (M,̺) altere´nek nevezzu¨k.
Pe´lda´k metrikus terekre.
• M := R e´s ̺(x, y) := |x − y| (x, y ∈ R). Ez R
”
szoka´sos” metrika´ja. A
tova´bbiakban R-et mindig ezel a metrika´val la´tjuk el.
• A diszkre´t metrikus te´r. Adott M nemu¨res halmazon a
̺(x, y) :=
{
0, ha x = y
1, ha x 6= y
ke´plet az u´gynevezett diszkre´t metrika´t definia´lja. Ekkor (M,̺)-t diszkre´t metrikus
te´rnek h´ıvjuk.
• Az (Rn, ̺p) terek. Legyen n pozit´ıv ege´sz sza´m, M := Rn, 1 ≤ p ≤ +∞
e´s x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn esete´n
̺(x, y) :=

(∑n
k=1 |xk − yk|p
)1/p
, ha 1 ≤ p < +∞
max
1≤k≤n
|xk − yk|, ha p = +∞.
Ekkor
(
Rn, ̺p
)
metrikus te´r.
• A lp terek. Az elo˝zo˝ pe´lda
”
ve´gtelen dimenzio´s” va´ltozatake´nt tekintsu¨k
egy 1 ≤ p < +∞ mellett a sorozatok
lp :=
{
(xn) : N→ R
∣∣ +∞∑
k=1
|xk|p < +∞
}
,
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halmaza´t. A p = +∞-re valo´ kiterjeszte´ske´nt a ko¨vetkezo˝t kapjuk:
l∞ :=
{
(xn) : N→ R
∣∣ sup
k∈N
|xk| < +∞
}
.
Legyen tova´bba´ x = (xn), y = (yn) ∈ lp esete´n
̺(x, y) :=

(∑+∞
k=1 |xk − yk|p
)1/p
, ha 1 ≤ p < +∞
sup
1≤k≤n
|xk − yk|, ha p = +∞.
Ekkor
(
lp, ̺p
)
is metrikus te´r.
• A (C[a, b], ̺p) fu¨ggve´nyterek. Valamely [a, b] korla´tos e´s za´rt intervallum
(teha´t a, b ∈ R, a < b) esete´n jelo¨lju¨k C[a, b]-vel az [a, b]-n e´rtelmezett, valo´s e´rte´ku˝
e´s folytonos fu¨ggve´nyek halmaza´t. Ha 1 ≤ p ≤ +∞, akkor tekintsu¨k az ime´nti
pe´lda´k
”
folytonos” va´ltozatait:
̺p(f, g) :=

(∫ b
a
|f − g|p)1/p, ha 1 ≤ p < +∞
max
x∈[a,b]
|f(x)− g(x)|, ha p = +∞ (f, g ∈ C[a, b]).
(Emle´keztetu¨nk arra, hogy |f − g|p ba´rmely p ≥ 1 mellett folytonos fu¨ggve´ny, eze´rt
Riemann-integra´lhato´. Tova´bba´ Weierstrass te´tele szerint az |f − g| folytonos fu¨gg-
ve´nynek van maximuma, ko¨vetkeze´ske´ppen a ̺p fu¨ggve´nyek ”
jo´l definia´ltak”.)
Megmutathato´, hogy
(
C[a, b], ̺p
)
is metrikus te´r.
2.1.2. Izometrikus terek
Defin´ıcio´. Azt mondjuk, hogy az (M1, ̺1) e´s az (M2, ̺2) metrikus terek izometri-
kusak, ha le´tezik ko¨zo¨ttu¨k ta´volsa´gtarto´ bijekcio´, vagyis le´tezik olyan ϕ :M1 →M2
bijekt´ıv leke´peze´s, hogy
̺1(x, y) = ̺2
(
ϕ(x), ϕ(y)
)
minden x, y ∈M esete´n teljesu¨l.
Metrikus terek izometria´ja azt jelenti, hogy az elemeik metrikus tulajdonsa´gai
ugyanazok, csak az elemeik
”
terme´szete” ku¨lo¨nbo¨zik. Ez azonban a metrikus terek
elme´lete szempontja´bo´l teljesen melle´kes. Eze´rt az egyma´ssal izometrikus tereket
azonosaknak tekintju¨k.
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2.1.3. Ko¨rnyezetek, korla´tos halmazok, ekvivalens metrika´k
Defin´ıcio´. Legyen (M,̺) egy metrikus te´r, a ∈M e´s r ∈ R+. A
kr(a) := k
̺
r (a) :=
{
x ∈M | ̺(x, a) < r }
halmazt az a ∈M pont r-sugaru´ go¨mb-ko¨rnyezete´nek vagy r-sugaru´ a ko¨ze´ppontu´
ny´ılt go¨mbnek nevezzu¨k. A
kr(a) := k
̺
r (a) :=
{
x ∈M | ̺(x, a) ≤ r }
halmazt pedig r-sugaru´ a ko¨ze´ppontu´ za´rt go¨mbnek mondjuk.
Pe´lda´k. Szemle´ltessu¨k az
(
R2, ̺i
)
(i = 1, 2,+∞) metrikus terekben az origo´ 1
sugaru´ go¨mb-ko¨rnyezeteit.
Defin´ıcio´. Az (M,̺) metrikus te´r A ⊂ M re´szhalmaza´t korla´tosnak nevezzu¨k,
ha van olyan M -beli go¨mb, amely A-t tartalmazza, azaz
∃ a ∈M e´s ∃ r > 0 valo´s sza´m, hogy A ⊂ k̺r (a).
A ha´romszo¨g-egyenlo˝tlense´g felhaszna´la´sa´val egyszeru˝en be lehet bizony´ıtani azt,
hogy az (M,̺) metrikus te´r A ⊂M re´szhalmaza akkor e´s csak akkor korla´tos, ha a
te´r minden eleme´nek van olyan ko¨rnyezete, amely tartalmazza az A halmazt.
Pe´lda´k.
• Legyen n ∈ N e´s 1 ≤ p ≤ +∞. A H ⊂ Rn halmaz esete´n jelo¨lje Hk
(k = 1, 2, . . . , n) a H halmaz k-adik koordina´ta´ibo´l a´llo´ R-beli halmazt. A H halmaz
pontosan akkor korla´tos az
(
Rn, ̺p
)
metrikus te´rben, ha mindegyik Hk korla´tos R-
ben.
• Legyen Φ a C[0, 1] fu¨ggve´nyhalmaznak az a re´szhalmaza, amelyik pontosan
az ala´bbi mo´don e´rtelmezett fn : [0, 1]→ R (n ∈ N) fu¨ggve´nyeket tartalmazza:
fn(x) :=

2n2x, ha 0 ≤ x ≤ 1
2n
2n2
(
1
n
− x), ha 1
2n
≤ x ≤ 1
n
0, ha 1
n
≤ x ≤ 1.
Ekkor
(a) a Φ ⊂ C[0, 1] halmaz nem korla´tos a (C[0, 1], ̺∞) metrikus te´rben;
(b) a Φ ⊂ C[0, 1] halmaz korla´tos a (C[0, 1], ̺1) metrikus te´rben.
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Defin´ıcio´. Azt mondjuk, hogy az M halmazon e´rtelmezett ̺1 e´s ̺2 metrika´k
ekvivalensek, ha le´teznek olyan c1, c2 pozit´ıv valo´s sza´mok, amelyekkel minden
x, y ∈M elemre fenna´ll a
c1̺1(x, y) ≤ ̺2(x, y) ≤ c2̺1(x, y)
egyenlo˝tlense´g.
Pe´lda´k.
• Az Rn halmazon (n ∈ N) bevezetett ̺p (1 ≤ p ≤ +∞) metrika´k egyma´ssal
ekvivalensek.
• Az Rn-en e´rtelmezett diszkre´t metrika nem ekvivalens ̺∞-nel.
• A C[0, 1] halmazon e´rtelmezett ̺∞ e´s ̺1 metrika´k nem ekvivalensek.
2.1.4. Konvergens sorozatok metrikus terekben
Defin´ıcio´. Az (M,̺) metrikus te´r egy (an) sorozata´t akkor nevezzu¨k konvergens-
nek, ha le´tezik olyan α ∈M elem, hogy ennek tetszo˝leges (sugaru´) ko¨rnyezete´n k´ıvu¨l
a sorozatnak legfeljebb csak ve´ges sok tagja van, azaz
∃α ∈M, hogy ∀ ε > 0 esete´n az {n ∈ N | an 6∈ kε(α)} halmaz ve´ges.
Az ellenkezo˝ esetben (vagyis akkor, ha nincs ilyen α) azt mondjuk, hogy az (an)
sorozat divergens.
A ha´romszo¨g-egyenlo˝tlense´gbo˝l ko¨vetkezik, hogy legfeljebb egy olyan α ∈ M
le´tezik, amelyre a fenti felte´tel teljesu¨l. Ezt a pontot az (an) sorozat hata´re´rte´ke´nek
nevezzu¨k, e´s az ala´bbi szimbo´lumok valamelyike´vel jelo¨lju¨k:
lim
n→+∞
an
̺
= α, lim(an)
̺
= α, an
̺−→ α (n→ +∞).
Ha nem okoz fe´lree´rte´st, akkor a metrika´ra utalo´ jelet elhagyjuk.
1. te´tel. Legyen (M,̺) metrikus te´r e´s (an) tetszo˝leges M-beli sorozat. Ekkor a
ko¨vetkezo˝ a´ll´ıta´sok ekvivalensek:
1o Az (an) sorozat hata´re´rte´ke az α ∈M elem.
2o Az α ∈ M pont tetszo˝leges (sugaru´) ko¨rnyezete´hez van olyan n0 ∈ N
ku¨szo¨bindex, hogy a sorozat minden enne´l nagyobb indexu˝ tagja benne van a szo´ban
forgo´ ko¨rnyezetben, azaz
∀ ε > 0-hoz ∃n0 ∈ N, hogy ∀n ≥ n0 esete´n an ∈ kε(α).
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3o ∀ ε > 0-hoz ∃n0 ∈ N, hogy ∀n ≥ n0 esete´n ̺(an, α) < ε.
4o lim
n→+∞
̺(an, α) = 0.
Egyszeru˝en bebizony´ıthato´ az, hogy a ̺metrika folytonos a ko¨vetkezo˝ e´rtelem-
ben: Ha azM -beli (an) e´s a (bn) sorozatok konvergensek, (an)-nek α, (bn)-nek pedig
β a hata´re´rte´ke, akkor
lim
n→+∞
̺(an, bn) = ̺(α, β).
A konvergens valo´s sorozatok bizonyos tulajdonsa´gai tetszo˝leges metrikus te´rben
is megmaradnak.
2. te´tel. Legyen (an) az (M,̺) metrikus te´r egy tetszo˝leges konvergens sorozata.
Ekkor a ko¨vetkezo˝ a´ll´ıta´sok teljesu¨lnek:
1o Az (an) sorozat korla´tos, azaz az e´rte´kke´szlete korla´tos M-beli halmaz.
2o Az (an) minden re´szsorozata is konvergens, e´s a hata´re´rte´ke megegyezik a
kiindula´si sorozat hata´re´rte´ke´vel.
3o Ha az (an) sorozatnak van ke´t ku¨lo¨nbo¨zo˝ M-beli elemhez tarto´ re´szsorozata,
akkor (an) divergens.
Ugyanazon a halmazon to¨bbfe´le mo´don is meg lehet adni metrika´t, e´s a konver-
gencia te´nye fu¨gg atto´l, hogy azt melyik metrika´ban tekintju¨k. Elo˝fordulhat az, hogy
egy adott halmazbeli sorozat az egyik metrika´ban konvergens, a ma´sikban pedig di-
vergens. Sokkal kedvezo˝bb a helyzet akkor, ha a ke´t metrika ekvivalens. Ebben az
esetben a konvergencia szempontja´bo´l a ke´t metrika ko¨zo¨tt nincs ku¨lo¨nbse´g: mind
a ke´t metrika´ban ugyanazok lesznek a konvergens (divergens) sorozatok. Ezt fejezi
ki a ko¨vetkezo˝ a´ll´ıta´s.
3. te´tel. Legyen M nemu¨res halmaz. Tegyu¨k fel, hogy az M-en e´rtelmezett ̺1 e´s
̺2 metrika´k ekvivalensek. Ekkor tetszo˝leges M-beli (an) sorozatra
lim (an)
̺1
= α ⇐⇒ lim (an) ̺2= α.
R-ben aBolzano–Weierstrass-fe´le kiva´laszta´si te´tel azt a´ll´ıtja, hogyminden
korla´tos sorozatnak van konvergens re´szsorozata. Ez metrikus te´rben a´ltala´ban nem
igaz. Pe´lda´ul az
(
N, ̺
)
diszkre´t metrikus te´rben az an := n (n ∈ N) sorozat korla´tos,
de nincs konvergens re´szsorozata.
4. te´tel. Az
(
Rn, ̺p
)
metrikus terekben (n ∈ N, 1 ≤ p ≤ +∞) igaz a Bolzano–
Weierstrass-fe´le kiva´laszta´si te´tel, azaz minden korla´tos sorozatnak van konvergens
re´szsorozata.
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Pe´lda.
• A (C[0, 1], ̺∞) metrikus te´rben nem igaz a Bolzano–Weierstrass-fe´le kiva´-
laszta´si te´tel : van olyan korla´tos (fn) sorozat, aminek nincs konvergens re´szsorozata.
(Ilyen pe´lda´ul az
fn(x) := sin
(
2nπx
)
(x ∈ [0, 1], n = 0, 1, 2, . . .)
fu¨ggve´nysorozat, ui. ̺∞
(
fn, fm
) ≥ 1, ha n 6= m.)
2.1.5. Teljes metrikus terek
Emle´keztetu¨nk a valo´s anal´ızis egyik legfontosabb te´tele´re, a Cauchy-fe´le konver-
genciakrite´riumra: az (an) valo´s sorozat akkor e´s csak akkor konvergens, ha (an)
Cauchy-sorozat, azaz
(an) ⊂ R konvergens ⇐⇒
{
∀ ε > 0-hoz ∃n0 ∈ N, hogy
∀m,n ≥ n0 esete´n |an − am| < ε.
Az anal´ızis alapveto˝ fogalma´nak, a sorozat konvergencia´ja´nak a defin´ıcio´ja´ban
szerepel egy, a sorozat tagjain
”
k´ıvu¨li” dolog is. Nevezetesen: a sorozat hata´re´rte´ke.
Ez alapja´n a konvergencia´t csak akkor tudjuk eldo¨nteni, ha ismerju¨k a sorozat
hata´re´rte´ke´t. A Cauchy-fe´le konvergenciakrite´rium azt a´ll´ıtja, hogy a konvergencia´ra
megadhato´ egy olyan szu¨kse´ges e´s ele´gse´ges (teha´t a konvergencia´val ekvivalens)
felte´tel is, amely kiza´ro´lag a sorozat tagjainak a seg´ıtse´ge´vel do¨nt a sorozat konver-
gens vagy divergens volta´ro´l.
Vila´gos, hogy a Cauchy-sorozat fogalma´t megado´ tulajdonsa´got — teha´t azt,
hogy
”
a sorozat ele´g nagy indexu˝ tagjai tetszo˝legesen ko¨zel vannak egyma´shoz” —
metrikus te´rben is lehet e´rtelmezni.
Defin´ıcio´. Az (M,̺) metrikus te´rbeli (an) sorozatot akkor nevezzu¨k Cauchy-
sorozatnak, ha
∀ ε > 0 sza´mhoz ∃n0 ∈ N, hogy ∀m,n ≥ n0 esete´n ̺(an, am) < ε.
Metrikus te´rben a konvergens e´s a Cauchy-sorozatok kapcsolata´ro´l a´ltala´ban a
ko¨vetkezo˝t mondhatjuk.
5. te´tel.
1o Tetszo˝leges (M,̺) metrikus te´rben minden konvergens sorozat egyu´ttal
Cauchy-sorozat is.
2o Az a´ll´ıta´s megford´ıta´sa a´ltala´ban nem igaz: Van olyan (M,̺) metrikus te´r,
amelyikben van olyan Cauchy-sorozat, amelyik nem konvergens.
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A valo´s sza´mok pe´lda´ja is mutatja, hogy bizonyos metrikus terekben a konvergen-
cia te´nye ekvivalens lehet a Cauchy-tulajdonsa´ggal. Az ilyen metrikus teret fogjuk
teljes metrikus te´rnek nevezni.
Defin´ıcio´. Az (M,̺) metrikus teret akkor nevezzu¨k teljes metrikus te´rnek,
ha benne minden Cauchy-sorozat konvergens, vagyis a te´r teljes, ha igaz benne a
Cauchy-fe´le konvergenciakrite´rium, azaz
(an) ⊂M konvergens ⇐⇒ (an) ⊂M Cauchy-sorozat.
Pe´lda´k.
• A Cauchy-fe´le konvergenciakrite´rium alapja´n R egy teljes metrikus te´r.
• A raciona´lis sza´mok Q halmaza´t az R-beli metrika´val ella´tva egy nem teljes
metrikus teret kapunk. (Pe´lda´ul minden
√
2-ho¨z tarto´ raciona´lis sorozat — ilyenek
le´teznek! — Cauchy-sorozat a Q metrikus te´rben, e´s itt nem konvergens.)
• A diszkre´t metrikus terek teljesek. Egyszeru˝en bebizony´ıthato´ ui. az, hogy
ezekben a terekben egy sorozat pontosan akkor konvergens, illetve Cauchy-sorozat,
ha a tagjai valamilyen indexto˝l kezdve ugyanazt az e´rte´ket veszik fel.
• Minden n ∈ N e´s 1 ≤ p ≤ +∞ esete´n az (Rn, ̺p) teljes metrikus te´r.
• Minden 1 ≤ p ≤ +∞ esete´n az (lp, ̺p) is teljes metrikus te´r.
• A (C[a, b], ̺∞) metrikus te´r teljes.
• A (C[a, b], ̺p) metrikus terek (1 ≤ p < +∞) nem teljesek.
A teljes metrikus terek tova´bbi vizsga´lata´hoz tekintsu¨k isme´t a jo´l megismert
R metrikus teret. Ott alapveto˝ jelento˝se´gu˝ volt az a te´ny, hogy R rendelkezik a
Cantor-tulajdonsa´ggal, vagyis azzal, hogy minden egyma´sba skatulya´zott korla´tos
e´s za´rt intervallumsorozatnak van ko¨zo¨s pontja. Azt is tudjuk ma´r, hogy ez
”
majd-
nem ekvivalens” az R teljesse´ge´vel. (Pontosabban: R-ben az archime´deszi e´s a
Cantor-tulajdonsa´g egyu¨tt ekvivalens a teljesse´ggel.) Tetszo˝leges metrikus te´rben
— a Cantor-tulajdonsa´g kiege´sz´ıte´se´vel — a teljesse´get ekvivalens mo´don lehet jelle-
mezni bizonyos geometriai tulajdonsa´ggal. Az a´ll´ıta´s pontos megfogalmaza´sa elo˝tt
emle´keztetu¨nk me´g arra, hogy az (M,̺) metrikus te´rbeli
kr(a) := k
̺
r (a) :=
{
x ∈M | ̺(x, a) ≤ r } (a ∈M, r > 0)
halmazt az a ko¨ze´ppontu´ r-sugaru´ za´rt go¨mbnek neveztu¨k.
6. te´tel (a Cantor-fe´le ko¨zo¨sre´sz-te´tel). Egy metrikus te´r akkor e´s csak akkor teljes,
ha minden olyan za´rt go¨mbo¨kbo˝l a´llo´ krn(an) (n ∈ N) sorozatra, amelyre
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(i) krn+1(an+1) ⊂ krn(an),
(ii) lim
n→+∞
rn = 0,
a go¨mbo¨knek egyetlen ko¨zo¨s pontjuk van, azaz a⋂
n∈N
krn(an)
egyelemu˝ halmaz.
Bizony´ıta´s. ⇒ Tegyu¨k fel, hogy a metrikus te´r teljes, e´s tekintsu¨k za´rt go¨mbo¨knek
egy mondott tulajdonsa´gu´ sorozata´t. Ebbo˝l a felte´telbo˝l ko¨vetkezik, hogy a ko¨ze´p-
pontokra fenna´ll a
̺(an, am) ≤ rn (m ≥ n)
egyenlo˝tlense´g, ahonnan la´thato´, hogy a ko¨ze´ppontok (an) sorozata Cauchy-sorozat.
A metrikus te´r teljes, eze´rt ez konvergens. Jelo¨lje a a hata´re´rte´ke´t. A fenti egyenlo˝t-
lense´gbo˝l
̺(an, a) ≤ ̺(an, am) + ̺(am, a) ≤ rn + ̺(am, a) (m ≥ n)
ko¨vetkezik, ahonnan m→ +∞ hata´ra´tmenettel
̺(an, a) ≤ rn (n ∈ N)
ado´dik. Ez azt jelenti, hogy az a pont mindegyik go¨mbnek eleme, teha´t a ko¨zo¨s
re´szu¨k nem u¨res. Indirekt mo´don kapjuk azt, hogy a go¨mbo¨knek ez az egyetlen
ko¨zo¨s pontja van.
⇐ Most induljunk ki egy (an) Cauchy-sorozatbo´l, e´s mutassuk meg, hogy
az konvergens. Konstrua´lni fogunk za´rt go¨mbo¨knek egy egyma´sba skatulya´zott
sorozata´t.
Az (an) sorozat Cauchy-tulajdonsa´ga´bo´l ko¨vetkezik, hogy
ε = 1
2
-hez ∃n1 ∈ N, hogy ∀n ≥ n1 esete´n ̺(an, an1) < 12 .
Jelo¨lje F1 az an1 ko¨ze´ppontu´ 1-sugaru´ za´rt go¨mbo¨t:
F1 := k1(an1).
Isme´t a Cauchy-tulajdonsa´gra hivatkozva kapjuk, hogy
ε = 1
22
-hez ∃n2 > n1, index, hogy ∀n ≥ n2 esete´n ̺(an, an2) < 122 .
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Legyen
F2 := k 1
2
(an2).
A konstrukcio´bo´l ko¨vetkezik, hogy
F2 ⊂ F1.
Az elja´ra´st folytatva tegyu¨k fel, hogy az an1 , . . . , ank pontokat (n1 < · · · < nk) ma´r
kiva´lasztottuk (an)-bo˝l. Vegyu¨nk ezuta´n egy olyan ank+1 tagot, amelyre
nk+1 > nk e´s ̺(an, ank+1) <
1
2k+1
teljesu¨l minden n ≥ nk+1 index esete´n, e´s legyen
Fk+1 := k 1
2k
(ank+1).
A konstrukcio´ miatt
Fk+1 ⊂ Fk.
I´gy kapunk egyma´sba skatulya´zott za´rt go¨mbo¨knek egy olyan (Fk) sorozata´t, amely-
ben Fk sugara
1
2k−1
. A te´tel felte´tele szerint ezeknek a go¨mbo¨knek egy ko¨zo¨s pontja
van. Jelo¨lju¨k ezt a-val. Vila´gos, hogy lim(ank) = a.
Ez a pont azonban nem csak a re´szsorozatnak, hanem az ege´sz sorozatnak is
hata´re´rte´ke. Ez nyilva´nvalo´an ko¨vetkezik a
̺(a, an) ≤ ̺(a, ank) + ̺(ank , an)
egyenlo˝tlense´gbo˝l, figyelembe ve´ve, hogy (an) egy Cauchy-sorozat. Ez viszont azt
jelenti, hogy az (an) sorozat valo´ban konvergens. 
2.1.6. Metrikus te´r teljesse´ te´tele
2.1.7. Ny´ılt, za´rt e´s kompakt halmazok metrikus terekben
Ebben a szakaszban metrikus terek legfontosabb halmazt´ıpusairo´l, a ny´ılt, a za´rt e´s
a kompakt halmazokro´l, valamint halmaz belseje´ro˝l e´s leza´ra´sa´ro´l lesz szo´.
• Ny´ılt halmazok. Halmaz belseje
Defin´ıcio´. Legyen (M,̺) egy metrikus te´r e´s A azM egy nemu¨res re´szhalmaza. Az
a ∈ A pontot az A halmaz belso˝ pontja´nak nevezzu¨k, ha a-nak van olyan go¨mb-
ko¨rnyezete, amely benne van A-ban, azaz van olyan r > 0 sza´m, hogy kr(a) ⊂ A.
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Az A halmaz belso˝ pontjainak a halmaza´t A belseje´nek nevezzu¨k, e´s az intA
szimbo´lummal jelo¨lju¨k.
Defin´ıcio´. Azt mondjuk, hogy a G ⊂ M halmaz ny´ılt az (M,̺) metrikus
te´rben, ha G minden pontja belso˝ pont. A ny´ılt halmazok csala´dja´t a GM szim-
bo´lummal fogjuk jelo¨lni.
Pe´lda´k.
• Az R-beli ny´ılt intervallumok a fenti e´rtelemben ny´ılt halmazok.
• A fe´lig za´rt [a, b) e´s (a, b] intervallumok, ahol −∞ < a < b < +∞ nem
ny´ıltak; int [a, b) = (a, b) e´s int (a, b] = (a, b).
• Az R metrikus te´rben a raciona´lis pontok Q halmaza nem ny´ılt; intQ = ∅.
• A diszkre´t metrikus te´r minden re´szhalmaza ny´ılt.
• Tetszo˝leges metrikus te´rben az ∅ e´s a M halmazok ny´ıltak.
• Tetszo˝leges (M,̺) metrikus te´rben a go¨mb-ko¨rnyezetek, vagyis a
kr(a) :=
{
x ∈M | ̺(x, a) < r} (a ∈M, r > 0)
halmazok a fenti e´rtelemben ny´ılt halmazok.
• Ha a (C[a, b], ̺∞) metrikus te´rben
A :=
{
f ∈ C[a, b] ∣∣ |f(t)| ≤ K < +∞, ∀ t ∈ [a, b]},
akkor
intA =
{
f ∈ C[a, b] ∣∣ |f(t)| < K < +∞, ∀ t ∈ [a, b]}.
I´me a ny´ılt halmazok alaptulajdonsa´gai:
7. te´tel. Az (M,̺) metrikus te´r ny´ılt halmazainak a GM csala´dja a ko¨vetkezo˝
tulajdonsa´gokkal rendelkezik:
1o az A ⊂M halmaz belseje egyenlo˝ A legbo˝vebb ny´ılt re´szhalmaza´val, azaz
intA =
⋃
G⊂A
G∈GM
G;
2o a G ⊂M halmaz akkor e´s csak akkor ny´ılt, ha G = intG;
3o ve´ges sok ny´ılt halmaz metszete is ny´ılt halmaz;
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4o tetszo˝legesen sok ny´ılt halmaz egyes´ıte´se is ny´ılt halmaz;
5o ba´rmely ke´t ku¨lo¨nbo¨zo˝ M-beli pont sze´tva´laszthato´ ny´ılt halmazokkal, azaz
ha a e´s b az M halmaz ke´t tetszo˝leges ku¨lo¨nbo¨zo˝ pontja, akkor vannak olyan diszjunkt
U e´s V ny´ılt M-beli halmazok, hogy a ∈ U e´s b ∈ V .
• Za´rt halmazok. Halmaz leza´ra´sa
Defin´ıcio´. Az (M,̺) metrikus te´r F ⊂ M re´szhalmaza za´rt, ha az F halmaznak
M -re vonatkozo´ komplementuma – azaz az M \F halmaz – ny´ılt. A za´rt halmazok
csala´dja´t az FM szimbo´lummal fogjuk jelo¨lni.
Pe´lda´k.
• Az R-beli za´rt intervallumok a fenti e´rtelemben za´rt halmazok.
• A fe´lig za´rt [a, b) e´s (a, b] intervallumok, ahol −∞ < a < b < +∞ se nem
ny´ıltak, se nem za´rtak.
• Az R metrikus te´rben a raciona´lis pontok halmaza nem za´rt (e´s nem is
ny´ılt).
• A diszkre´t metrikus te´r minden re´szhalmaza za´rt (e´s ny´ılt is).
• Tetszo˝leges metrikus te´rben az ∅ e´s a M halmazok za´rtak is e´s ny´ıltak is.
• Metrikus te´rben minden ve´ges sok pontbo´l a´llo´ halmaz za´rt.
• Tetszo˝leges (M,̺) metrikus te´rben a za´rt go¨mbo¨k, vagyis a
kr(a) :=
{
x ∈M | ̺(x, a) ≤ r} (a ∈M, r > 0)
halmazok a fenti e´rtelemben za´rt halmazok. Specia´lisan a
(
C[a, b], ̺∞
)
metrikus
te´rben minden K > 0 esete´n az
A :=
{
f ∈ C[a, b] | |f(t)| ≤ K, t ∈ [a, b]}
halmaz za´rt.
A za´rt halmazok alaptulajdonsa´gai:
8. te´tel. Az (M,̺) metrikus te´r za´rt halmazainak a csala´dja a ko¨vetkezo˝ tulaj-
donsa´gokkal rendelkezik:
1o ve´ges sok za´rt halmaz egyes´ıte´se is za´rt halmaz;
2o tetszo˝legesen sok za´rt halmaz metszete is za´rt halmaz.
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Za´rt halmazok tova´bbi jellemze´se´hez bevezetju¨k a ko¨vetkezo˝ fontos fogalmakat:
Defin´ıcio´.
1o Az (M,̺) metrikus te´r egy a ∈ M pontja´t az A ⊂ M re´szhalmaz egy
torlo´da´si pontja´nak nevezzu¨k, ha az a pont minden go¨mb-ko¨rnyezete tartalmaz
a-to´l ku¨lo¨nbo¨zo˝ pontot az A halmazbo´l. Az A halmaz torlo´da´si pontjainak a
halmaza´t az A′ szimbo´lummal jelo¨lju¨k.
2o Az (M,̺) metrikus te´r A re´szhalmaza´nak a leza´ra´sa´n az
A := A ∪ A′
halmazt e´rtju¨k.
Hangsu´lyozzuk, hogy egy halmaz torlo´da´si pontja nem felte´tlenu¨l tartozik hozza´
a halmazhoz. Tekintsu¨k pe´lda´ul az R metrikus te´rben az A := [0, 1] ∩ Q halmazt,
amelyre A = [0, 1].
Pe´lda´k.
• R-ben Q′ = R e´s Q = R.
• Tetszo˝leges (M,̺) metrikus te´r ba´rmelyik kr(a) go¨mb-ko¨rnyezete´nek a fen-
ti e´rtelemben valo´ leza´ra´sa a neki megfelelo˝ za´rt go¨mb. (A za´rt go¨mbo¨kre bevezetett
kora´bbi jelo¨le´su¨nk teha´t o¨sszhangban van a leza´ra´sra ime´nt bevezetett jelo¨le´ssel.)
9. te´tel. Egy (M,̺) metrikus te´r tetszo˝leges A ⊂ M re´szhalmaza´ra a ko¨vetkezo˝
a´ll´ıta´sok teljesu¨lnek:
1o a ∈ A ⇐⇒ ∃ (xn) ⊂ A sorozat, hogy lim(xn) = a;
2o a 6∈ A ⇐⇒ ∃ ε > 0, hogy kε(a) ∩ A = ∅.
10. te´tel. Az (M,̺) metrikus te´rbeli A ⊂ M halmaz leza´ra´sa az A-t tartalmazo´
legszu˝kebb za´rt halmaz, azaz
A =
⋂
A⊂F
F ∈FM
F.
11. te´tel. Az (M,̺) metrikus te´r tetszo˝leges A,B re´szhalmazai esete´n e´rve´nyesek
a ko¨vetkezo˝k:
1o ∅ = ∅,
2o A ⊂ A,
3o ha A ⊂ B =⇒ A ⊂ B,
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4o A ∪B = A ∪B,
5o (A) = A,
6o az A ⊂M halmaz pontosan akkor za´rt, ha A = A,
7o halmaz leza´ra´sa´nak a komplementere egyenlo˝ a komplementer belseje´vel:
M \ A = int (M \ A) (A ⊂M).
12. te´tel (za´rt halmazok jellemze´se). Az (M,̺) metrikus te´r egy F ⊂M re´szhalmaza´ra
a ko¨vetkezo˝ a´ll´ıta´sok ekvivalensek:
1o az F halmaz za´rt az (M,̺) metrikus te´rben,
2o az F halmaz minden torlo´da´si pontja´t tartalmazza, azaz F ′ ⊂ F ;
3o minden F -beli konvergens sorozat hata´re´rte´ke is benne van F -ben.
• Kompakt halmazok
Defin´ıcio´. Az (M,̺) metrikus te´r K re´szhalmaza´t kompaktnak nevezzu¨k, ha
minden K-beli sorozatnak van K-beli elemhez konverga´lo´ re´szsorozata.
Defin´ıcio´. Az (M,̺) metrikus te´r A re´szhalmaza´nak ny´ılt lefede´se´n M ny´ılt
re´szhalmazainak olyan {Gα} o¨sszesse´ge´t e´rtju¨k, amelyre A ⊂
⋃
α
Gα.
13. te´tel. Legyen (M,̺) metrikus te´r. A ko¨vetkezo˝ a´ll´ıta´sok ekvivalensek:
1o a K ⊂M halmaz kompakt;
2o K minden ny´ılt lefede´se tartalmaz ve´ges lefede´st
(ez a Borel-fe´le lefede´si te´tel);
3o K minden ve´gtelen re´szhalmaza´nak van K-beli torlo´da´si pontja.
14. te´tel. Legyen K az (M,̺) metrikus te´r egy kompakt re´szhalmaza. Ekkor
1o a K ⊂M halmaz za´rt az (M,̺) metrikus te´rben;
2o a K ⊂M halmaz korla´tos az (M,̺) metrikus te´rben.
3o Van olyan metrikus te´r, aminek van za´rt e´s korla´tos, de nem kompakt
re´szhalmaza. (Pe´lda´ul az (l2, ̺2) te´r K egyse´ggo¨mbfelu¨lete egy ilyen halmaz.)
15. te´tel. (Rn, ̺p)-ben egy halmaz akkor e´s csak akkor kompakt, ha korla´tos e´s za´rt.
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2.1.8. Metrikus te´r su˝ru˝ re´szhalmazai. Szepara´bilis terek. A Baire-fe´le
katego´riate´tel
Tekintsu¨k a valo´s sza´mok szoka´sos metrikus tere´ben a raciona´lis sza´mok Q hal-
maza´t. Abbo´l a jo´l ismert te´nybo˝l, hogy minden nemelfajulo´ intervallum tartalmaz
raciona´lis sza´mot ko¨vetkezik, hogy Q′ = R, vagyis Q = R. A szemle´letre hivatkozva
azt is mondtuk, hogy a raciona´lis sza´mok su˝ru˝n vannak R-ben. Ko¨nnyu˝ meg-
gondolni, hogy ez azt is jelenti, hogy minden a ∈ R sza´mhoz van olyan raciona´lis
sza´mokbo´l a´llo´ (qn) ⊂ Q sorozat, amelyik a-hoz konverga´l. A su˝ru˝se´gi tulajdonsa´g
teha´t bizonyos approxima´cio´s tulajdonsa´ggal hozhato´ kapcsolatba.
Tova´bbi motiva´cio´ke´nt gondoljunk Weierstrass elso˝ approxima´cio´s te´tele´re: min-
den f ∈ C[a, b] fu¨ggve´nyhez van olyan polinomsorozat, amelyik egyenletesen (vagyis
a ̺∞ metrika´ban) tart f -hez. A szemle´letre valo´ hivatkoza´ssal itt is mondhatjuk azt,
hogy az algebrai polinomok su˝ru˝n vannak a
(
C[a, b], ̺∞
)
metrikus te´rben. Ezt a
te´nyt a halmaz leza´ra´sa´nak a fogalma´val kifejezhetju¨k u´gy is (l. a 9. te´telt), hogy az
algebrai polinomok P halmaza´nak leza´ra´sa a (C[a, b], ̺∞) metrikus te´rben az ege´sz
C[a, b] te´r, azaz P = C[a, b].
A fentiek a´ltala´nos´ıta´sake´nt vezessu¨k be a ko¨vetkezo˝ fogalmakat.
Defin´ıcio´.
1o Azt mondjuk, hogy az (M,̺) metrikus te´r A re´szhalmaza su˝ru˝ azM0 ⊂M
halmazban, ha M0 ⊂ A.
2o Az A ⊂M halmazmindenu¨tt su˝ru˝ az (M,̺) metrikus te´rben, ha A =M .
3o Az A ⊂M halmaz sehol sem su˝ru˝ az (M,̺) metrikus te´rben, ha egyetlen
go¨mbben sem su˝ru˝.
Pe´lda´k.
• A raciona´lis sza´mok halmaza mindenu¨tt su˝ru˝ R-ben.
• R-ben minden ve´ges halmaz sehol sem su˝ru˝.
• Az { 1
n
| n ∈ N} ∪ {0} sehol sem su˝ru˝ R-ben.
• Az (R2, ̺2) metrikus te´rben minden egyenes sehol sem su˝ru˝ halmaz.
• A (C[a, b], ̺∞) metrikus te´rben az [a, b] intervallumon definia´lt valo´s e´rte´ku˝,
folytonos
”
to¨ro¨ttvonal-fu¨ggve´nyek” A halmaza egy mindenu¨tt su˝ru˝ halmaz. (ϕ ∈ A
akkor e´s csak akkor, ha le´tezik olyan n ∈ N e´s xi ∈ [a, b] (i = 0, 1, . . . , n) u´gy, hogy
a =: x0 < x1 < · · · < xn := b e´s ϕ|[xi−1,xi] linea´ris fu¨ggve´ny.)
A 9. te´tel felhaszna´la´sa´val egyszeru˝en bizony´ıthato´k az ala´bbi a´ll´ıta´sok.
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16. te´tel. Az (M,̺) metrikus te´r tetszo˝leges A e´s M0 re´szhalmazaira a ko¨vetkezo˝
a´ll´ıta´sok e´rve´nyesek:
1o Az A halmaz akkor e´s csak akkor su˝ru˝ az M0 ⊂ M halmazban, ha M0
minden x eleme´hez le´tezik olyan A-beli (xn) sorozat, amelyre lim(xn) = x, azaz M0
minden pontja
”
tetszo˝leges pontossa´ggal” megko¨zel´ıtheto˝ A-beli pontokkal.
2o Az A ⊂M halmaz pontosan akkor nem su˝ru˝ az M0 ⊂M halmazban, ha
∃x ∈M0 e´s ∃ ε > 0, hogy kε(x) ∩ A = ∅.
17. te´tel. Az (M,̺) metrikus te´r tetszo˝leges A re´szhalmaza esete´n a ko¨vetkezo˝
a´ll´ıta´sok ekvivalensek:
1o Az A halmaz sehol sem su˝ru˝.
2o Az A halmaz leza´ra´sa nem tartalmaz go¨mbo¨t, azaz az A halmaznak nincs
belso˝ pontja, ami azt jelenti, hogy intA = ∅.
3o Minden x ∈M pont minden kε(x) go¨mb-ko¨rnyezete tartalmaz olyan kε1(x1)
go¨mbo¨t, amelyben nincs A-beli elem.
4o M \ A mindenu¨tt su˝ru˝ M-ben.
Ku¨lo¨no¨sen fontosak azok a metrikus terek, amelyekben van megsza´mla´lhato´,
mindenu¨tt su˝ru˝ re´szhalmaz. Az ilyen terekben ui. ki lehet jelo¨lni egy olyan,
megsza´mla´lhato´ halmazt — ennek elemeit lehet kezelni — amelynek elemeivel a
te´r minden eleme
”
tetszo˝leges pontossa´ggal” megko¨zel´ıtheto˝.
Defin´ıcio´. Egy metrikus teret szepara´bilisnek nevezu¨nk, ha van megsza´mla´lhato´,
mindenu¨tt su˝ru˝ re´szhalmaza.
Pe´lda´k.
• R szepara´bilis, Q egy megsza´mla´lhato´ mindenu¨tt su˝ru˝ re´szhalmaza.
• Az (M,̺) diszkre´t metrikus te´r pontosan akkor szepara´bilis, ha M meg-
sza´mla´lhato´.
• Az (Rn, ̺p) (n ∈ N, 1 ≤ p ≤ +∞) terek szepara´bilisek, ezekben a raciona´lis
koordina´ta´ju´ pontok halmaza egy megsza´mla´lhato´ mindenu¨tt su˝ru˝ halmaz.
• Az (lp, ̺p) terek 1 ≤ p < +∞ esete´n szepara´bilisek, az (l∞, ̺∞) te´r nem
szepara´bilis.
• Weierstrass elso˝ approxima´cio´s te´tele´t felhaszna´lva igazolhato´, hogy a ra-
ciona´lis egyu¨tthato´s algebrai polinomok halmaza — ami megsza´mla´lhato´ — su˝ru˝ a(
C[a, b], ̺∞
)
metrikus te´rben, eze´rt ez is szepara´bilis te´r.
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Teljes metrikus terek su˝ru˝se´ggel kapcsolatos fontos tulajdonsa´ga´t a´ll´ıtja a
Baire-lemma, amelyet ku¨lo¨nbo¨zo˝ forma´kban fogalmazunk meg.
18. te´tel (a Baire-lemma). Legyen (M,̺) teljes metrikus te´r.
1o Megsza´mla´lhato´ sok M-beli, mindenu¨tt su˝ru˝ ny´ılt halmaz metszete is min-
denu¨tt su˝ru˝ M-ben, azaz ha (Gn) ny´ılt halmazoknak egy olyan M-beli sorozata, hogy
Gn =M (n ∈ N),
akkor ⋂
n∈N
Gn =M.
2o Megsza´mla´lhato´ sok M-beli, sehol sem su˝ru˝ za´rt halmaz egyes´ıte´se nem
tartalmaz go¨mb-ko¨rnyezetet, azaz ha (Fn) ⊂M za´rt halmazoknak egy olyan sorozata,
amelyre
intFn = ∅ (n ∈ N),
akkor
int
(⋃
n∈N
Fn
)
= ∅.
3o Ha M elo˝a´ll´ıthato´ megsza´mla´lhato´ sok za´rt halmaz egyes´ıte´seke´nt, akkor
azok ko¨zu¨l legala´bb az egyik tartalmaz nemu¨res ny´ılt go¨mb-ko¨rnyezetet, azaz ha (Fn)
za´rt halmazoknak egy olyan sorozata M-ben, amelyre⋃
n∈N
Fn =M,
akkor valamelyik Fn halmaz belseje nemu¨res, azaz
∃n0 ∈ N, hogy intFn0 6= ∅.
Megjegyze´s. A teljesse´g felte´tele le´nyeges: tekintsu¨k pe´lda´ul M = Q-ban (a
szoka´sos metrika´val) a Q \ {r} ny´ılt halmazokat vagy az {r} za´rt halmazokat, ahol
r ve´gigfutja a raciona´lis sza´mokat.
Bizony´ıta´s. 1o Azt kell megmutatni, hogy tetszo˝leges kr0(x0) ⊂M go¨mb-ko¨rnyezet-
ben van ∩n∈NGn halmazbeli pont.
G1 mindenu¨tt su˝ru˝M -ben, eze´rt tala´lhato´ egy x1 ∈ G1∩kr0(x0) pont. Ez uto´bbi
halmaz ny´ılt, eze´rt van olyan 0 < r1 < 1 sza´m, hogy
kr1(x1) ⊂ G1 ∩ kr0(x0).
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De G2 is mindenu¨tt su˝ru˝ M -ben, eze´rt van egy x2 ∈ G2 ∩ kr1(x1) pont is. Minthogy
az uto´bbi halmaz ny´ılt, eze´rt van olyan 0 < r2 < 1/2 sza´m, hogy
kr2(x2) ⊂ G2 ∩ kr1(x1).
Rekurzio´val folytatva a konstrukcio´t, za´rt go¨mbo¨knek olyan monoton fogyo´ sorozata´t
kapjuk, hogy
krn(xn) ⊂ Gn+1
minden n-re, e´s lim(rn) = 0. A Cantor-fe´le ko¨zo¨sre´sz-te´tel szerint e go¨mbo¨knek van
egy x ko¨zo¨s pontja. A konstrukcio´ miatt x ∈ ∩Gn e´s x ∈ kr0(x0).
2o Legyen Gn :=M \ Fn (n ∈ N). Mivel Fn-ek za´rtak, eze´rt mindegyik Gn ny´ılt
halmaz. Az egyszeru˝en bizony´ıthato´
M \H = int (M \H) (H ⊂M) (2.1)
o¨sszefu¨gge´s alapja´n
M \Gn = int
(
M \Gn
)
= intFn = ∅,
eze´rt Gn =M , teha´t (l. 1
o-et) ⋂
n∈N
Gn =M.
Ezt az egyenlo˝se´get, (2.1)-et, valamint a de Morgan-azonossa´gokat felhaszna´lva
kapjuk, hogy
∅ =M \
(⋂
n∈N
Gn
)
= int
(
M \
⋂
n∈N
Gn
)
= int
(⋃
n∈N
Fn
)
,
e´s ez a 2o a´ll´ıta´s bizony´ıta´sa´t jelenti.
Ve´gu¨l a 3o a´ll´ıta´s 2o felhaszna´la´sa´val indirekt mo´don igazolhato´. 
A most igazolt te´telt — bevezetve az elso˝ e´s a ma´sodik katego´ria´ju´ halmaz fo-
galma´t — szoka´s ma´s forma´ban is megfogalmazni.
Defin´ıcio´. Az (M,̺) metrikus te´r A re´szhalmaza´t elso˝ katego´ria´ju´nak nevezzu¨k,
ha A elo˝a´ll´ıthato´ megsza´mla´lhato´ sok sehol sem su˝ru˝ halmaz egyes´ıte´seke´nt. Ha A
nem elso˝ katego´ria´ju´, akkor ma´sodik katego´ria´ju´nak mondjuk.
19. te´tel (a Baire-fe´le katego´riate´tel). Minden teljes metrikus te´r ma´sodik kate-
go´ria´ju´, azaz nem a´ll´ıthato´ elo˝ megsza´mla´lhato´ sok sehol sem su˝ru˝ halmaz egyes´ıte´-
seke´nt.
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Bizony´ıta´s. Az a´ll´ıta´ssal ellente´tben tegyu¨k fel, hogy az M teljes metrikus te´r elso˝
katego´ria´ju´, vagyis elo˝a´ll´ıthato´
M =
⋃
n∈N
Hn
alakban, ahol a Hn halmazok mindegyike sehol sem su˝ru˝, azaz
intHn = ∅ (n ∈ N).
Ekkor a Baire-lemma 2o a´ll´ıta´sa´t alkalmazva kapjuk, hogy
int
(⋃
n∈N
Hn
)
= ∅ = intM,
azaz azM te´r belseje az u¨res halmaz. Ezzel az ellentmonda´ssal az a´ll´ıta´st igazoltuk.

Pe´lda´k.
• Mivel R-ben minden ve´ges halmaz sehol sem su˝ru˝, eze´rt minden megsza´m-
la´lhato´ halmaz, ı´gy Q is elso˝ katego´ria´ju´, noha Q mindenu¨tt su˝ru˝ R-ben.
• R2-ben a raciona´lis koordina´ta´ju´ pontok halmaza elso˝ katego´ria´ju´.
• R-ben az irraciona´lis pontok Q∗ halmaza ma´sodik katego´ria´ju´. Valo´ban,
a Baire-fe´le katego´riate´telbo˝l ko¨vetkezik, hogy teljes metrikus te´rben elso˝ katego´ria´ju´
halmaz kiege´sz´ıto˝ halmaza ma´sodik katego´ria´ju´; Q meg elso˝ katego´ria´ju´.
2.1.9. Metrikus terek ko¨zo¨tti fu¨ggve´nyek folytonossa´ga
Defin´ıcio´. Legyenek (M1, ̺1) e´s (M2, ̺2) metrikus terek. Azt mondjuk, hogy az
f ∈M1 →M2 fu¨ggve´ny folytonos az a ∈ Df pontban (jelo¨le´sben f ∈ C{a}), ha
∀ ε > 0-hoz ∃ δ > 0, hogy ∀ x ∈ Df , ̺1(x, a) < δ esete´n ̺2
(
f(x), f(a)
)
< ε.
f folytonos az A ⊂ Df halmazon, ha f folytonos az A halmaz minden pontja´ban.
20. te´tel (az a´tviteli elv). Legyenek (M1, ̺1) e´s (M2, ̺2) metrikus terek. Az f ∈
M1 → M2 fu¨ggve´ny akkor e´s csak akkor folytonos az a ∈ Df pontban, ha minden
Df -beli, a-hoz tarto´ (xn) sorozat esete´n a fu¨ggve´nye´rte´kek
(
f(xn)
)
sorozata az M2
te´rben az f(a) ponthoz konverga´l.
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21. te´tel. Tegyu¨k fel, hogy az Mi halmazon megadott ̺i e´s ˜̺i (i = 1, 2) metrika´k
ekvivalensek. Ekkor az
f ∈ (M1, ̺1)→ (M2, ̺2)
fu¨ggve´ny akkor e´s csak akkor folytonos az a ∈ Df pontban, ha
f ∈ (M1, ˜̺1)→ (M2, ˜̺2)
folytonos a-ban.
22. te´tel (az o¨sszetett fu¨ggve´ny folytonossa´ga). Tegyu¨k fel, hogy (Mi, ̺i) (i =
1, 2, 3) metrikus terek e´s a g ∈ M1 → M2 fu¨ggve´ny folytonos az a ∈ Dg pontban,
az f ∈ M2 → M3 fu¨ggve´ny pedig folytonos a g(a) ∈ Df pontban. Ekkor az f ◦ g
o¨sszetett fu¨ggve´ny folytonos a-ban.
23. te´tel (a folytonossa´g jellemze´se ny´ılt halmazokkal). Legyenek (M1, ̺1) e´s
(M2, ̺2) metrikus terek. Az ege´sz M1 te´ren e´rtelmezett f : M1 → M2 fu¨ggve´ny
akkor e´s csak akkor folytonos M1-en, ha minden M2-beli ny´ılt B halmaz f a´ltal
le´tes´ıtett o˝ske´pe M1-beli ny´ılt halmaz.
24. te´tel. Legyenek (M1, ̺1) e´s (M2, ̺2) metrikus terek e´s A ⊂M1. Az f : A→M2
fu¨ggve´ny pontosan akkor folytonos az A halmazon, ha
∀B ⊂M2 ny´ılt halmazhoz ∃G ⊂M1 ny´ılt halmaz, hogy f−1[B] = A ∩G.
25. te´tel. Legyenek (M1, ̺1) e´s (M2, ̺2) metrikus terek, e´s tegyu¨k fel, hogy
• A ⊂M1 kompakt halmaz,
• az f : A→M2 fu¨ggve´ny folytonos A-n.
Ekkor
1o Rf ⊂M2 kompakt halmaz;
2o Ha M2 = R, akkor f -nek van maximuma e´s minimuma (Weiersrass
te´tele);
3o ha f injekt´ıv, akkor f−1 is folytonos.
Defin´ıcio´. Legyenek (M1, ̺1) e´s (M2, ̺2) metrikus terek. Azt mondjuk, hogy az
f ∈M1 →M2 fu¨ggve´ny egyenletesen folytonos az A ⊂ Df halmazon, ha
∀ ε > 0-hoz ∃ δ > 0, hogy ∀x, y ∈ A, ̺1(x, y) < δ esete´n ̺2
(
f(x), f(y)
)
< ε.
26. te´tel. Legyenek (M1, ̺1) e´s (M2, ̺2) metrikus terek, e´s tegyu¨k fel, hogy f ∈
M1 →M2.
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1o Ha f egyenletesen folytonos az A ⊂ Df halmazon, akkor folytonos is A-n.
2o Ha A ⊂ Df kompakt e´s f folytonos A-n, akkor f egyenletesen is folytonos
az A halmazon. (Heine-te´tel).
27. te´tel (a Banach-fe´le fixpont-te´tel). Tegyu¨k fel, hogy
• (M,̺) teljes metrikus te´r;
• az f : M → M leke´peze´s egy kontrakcio´, azaz le´tezik olyan α ∈ [0, 1)
sza´m, hogy
̺
(
f(x), f(y)
) ≤ α ̺(x, y) (∀x, y ∈M).
Ekkor
1o egye´rtelmu˝en le´tezik olyan x∗ ∈ M , hogy f(x∗) = x∗ (x∗-ot az f fix-
pontja´nak nevezzu¨k).
2o az
x0 ∈M
xn+1 = f(xn) (n ∈ N)
itera´cio´s sorozat konvergens e´s x∗ a hata´re´rte´ke.
3o A konvergencia´ra a
̺(x∗, xn) ≤ α
n
1− α̺(x0, x1) (n ∈ N)
hibabecsle´s e´rve´nyes.
2.2. Linea´ris terek (vektorterek)
A ma´r megismert fontos metrikus terekben nem csak pontok ta´volsa´ga´t, hanem az
elemek ko¨zo¨tt ku¨lo¨nbo¨zo˝ mu˝veleteket is lehet e´rtelmezni. Ford´ıtsuk figyelmu¨nket
most csak a ke´t legegyszeru˝bb mu˝veletre: az o¨sszeada´sra e´s a sza´mmal valo´ szorza´sra.
A tekintett fontos pe´lda´k ko¨zo¨s tulajdonsa´gait keresve fogalmazhatunk u´gy is, hogy
a szo´ban forgo´ halmazok nem csak
”
metrikus”, hanem
”
linea´ris te´rstruktu´ra´val” is
el vannak la´tva.
Felte´telezzu¨k a linea´ris terekkel kapcsolatos alapveto˝ fogalmak e´s eredme´nyek
ismerete´t. A tova´bbiakban csak a K := R vagy a K := C sza´mtest feletti linea´ris
terekro˝l lesz szo´, e´s ro¨viden egy X linea´ris te´rro˝l fogunk majd besze´lni. A te´r
nullaeleme´t a θ szimbo´lummal fogjuk jelo¨lni.
Az X1 e´s az X2 linea´ris te´r izomorf, ha elemeik ko¨zo¨tt le´tezik mu˝velettarto´
bijekcio´. Az izomorf linea´ris tereket ugyanazon te´r ku¨lo¨nbo¨zo˝ realiza´cio´ja´nak tekint-
hetju¨k.
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Az X linea´ris te´r tetszo˝leges M re´szhalmaza esete´n az [M ] szimbo´lummal fogjuk
jelo¨lni azM halmaz linea´ris burka´t, vagyis azM -et tartalmazo´ legszu˝kebb (linea´ris)
alteret. Ez az alte´r, amelyet a M a´ltal genera´lt alte´rnek is szoka´s nevezni, meg-
egyezik azM elemeibo˝l ke´pzett o¨sszes (ve´ges) linea´ris kombina´cio´k halmaza´val, azaz
[M ] = {λ1x1 + λ2x2 + · · ·+ λnxn | λi ∈ K, xi ∈M, i = 1, 2, . . . , n; n ∈ N } .
Egy X-beli tetszo˝leges M halmazt linea´risan fu¨ggetlennek nevezu¨nk akkor,
ha ba´rmelyik ve´ges sok M -beli vektor linea´risan fu¨ggetlen.
Az X linea´ris te´r ve´ges dimenzio´s, ha van olyan n terme´szetes sza´m e´s van
olyan n elemet tartalmazo´ linea´risan fu¨ggetlen M re´szhalmaza, amelyre [M ] = X.
Ekkor azt mondjuk, hogy X egy n-dimenzio´s linea´ris te´r (jelo¨le´sben dimX = n).
Az M -beli vektorrendszert ilyenkor az X te´r egy ba´zisa´nak h´ıvjuk, e´s azt is mond-
juk, hogy az M halmaz vektorai kifesz´ıtik az X teret. Az X linea´ris te´r ve´gtelen
dimenzio´s, ha nem ve´ges dimenzio´ju´.
A linea´ris algebra´ban megismertu¨k a ve´ges dimenzio´s terek tulajdonsa´gait. Ezek
ko¨zu¨l megeml´ıtju¨k azt, hogy ba´rmelyik ke´t n-dimenzio´s linea´ris te´r izomorf egyma´s-
sal. Ezt fogalmazhatjuk u´gy is, hogy le´nyege´ben Rn az egyetlen n-dimenzio´s linea´ris
te´r. Az anal´ızis szempontja´bo´l alapveto˝ fontossa´gu´ak a ve´gtelen dimenzio´s linea´ris
terek. E´rdemes meggondolni, hogy a C[a, b] e´s az lp terek mindegyike ilyen.
Ve´ges dimenzio´s terekben la´ttuk a ba´zis fogalma´nak a jelento˝se´ge´t. Ve´gtelen
dimenzio´s esetben is bevezethetju¨k ezt a fogalmat.
Defin´ıcio´. Az X linea´ris te´r egy H ⊂ X re´szhalmaza´t Hamel-ba´zisa´nak
nevezzu¨k, ha linea´risan fu¨ggetlen vektorokbo´l a´ll, e´s a halmaz linea´ris burka az
ege´sz X te´r, azaz [H] = X.
1. te´tel. Minden linea´ris te´rben van Hamel-ba´zis, e´s ba´rmely ke´t ilyen ba´zis
ugyanolyan sza´mossa´gu´. Ezt a ko¨zo¨s sza´mossa´got a te´r algebrai dimenzio´ja´nak
nevezzu¨k.
2. te´tel. Az X linea´ris te´r linea´risan fu¨ggetlen H re´szhalmaza a te´rnek akkor e´s
csak akkor Hamel-ba´zisa, ha minden x vektor egye´rtelmu˝en elo˝a´ll´ıthato´ ve´ges sok
H-beli vektor linea´ris kombina´cio´ja´val.
2.3. Norma´lt terek e´s Banach-terek
Az elo˝zo˝ pontban ma´r volt arro´l szo´, hogy a megismert metrikus tereink nem csak
”
metrikus”, hanem
”
linea´ris te´rstruktu´ra´val” is el vannak la´tva. Megtehetne´nk a
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ko¨vetkezo˝t: tekintu¨nk egy linea´ris teret, e´s felte´telezzu¨k, hogy azon a te´ren az e-
lemek ko¨zo¨tt valamilyen ta´volsa´gfogalmat is e´rtelmeztu¨nk. A´ltala´nos szempontbo´l
ezuta´n vizsga´lhatna´nk az ı´gy ado´do´ — mondjuk —
”
linea´ris metrikus te´rnek” el-
nevezheto˝ struktu´ra tulajdonsa´gait. Egy linea´ris te´ren nem ce´lszeru˝ aka´rmilyen
metrika´t bevezetni, hanem csak olyat, amelyre teljesu¨lnek a mu˝veletek e´s a metrika
kacsolata´ra vonatkozo´ bizonyos terme´szetes elva´ra´sok. Itt csak azt emelju¨k ki,
hogy egy ilyen fontos elva´ra´s az, hogy a mu˝veletek legyenek folytonosak az adott
metrika´ra ne´zve.
E ko¨vetele´s megfogalmaza´sa le´nyegesen egyszeru˝bb, ha a linea´ris te´ren nem
ko¨zvetlenu¨l a metrika´t, hanem az u´n. norma´t e´rtelmezzu¨k. A norma az R3-
beli vektorok hossza´nak (abszolu´t e´rte´ke´nek) absztrakcio´ja. I´ly mo´don jutunk el
a linea´ris norma´lt te´r (a tova´bbiakban ro¨viden norma´lt te´r) fogalma´hoz.
Defin´ıcio´. Az
(
X, ‖ · ‖) rendezett pa´rt norma´lt te´rnek nevezzu¨k, ha
1o X egy linea´ris te´r a K sza´mtest felett;
2o a ‖ · ‖ pedig egy olyan ‖ · ‖ : X → R fu¨ggve´ny, amelyik tetszo˝leges x, y, z ∈ X
elemre e´s λ ∈ K sza´mra eleget tesz az ala´bbi ko¨vetelme´nyeknek:
(i) ‖x‖ ≥ 0,
(ii) ‖x‖ = 0 ⇐⇒ x = θ (θ az X linea´ris te´r nulleleme),
(iii) ‖λx‖ = |λ| · ‖x‖,
(iv) ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Az utolso´ tulajdonsa´got ha´romszo¨g-egyenlo˝tlense´gnek nevezzu¨k. Az ‖ · ‖ leke´peze´st
norma´nak, az ‖x‖ sza´mot pedig az x elem norma´ja´nak mondjuk.
Ha K = R, akkor valo´s, ha K = C, akkor pedig komplex norma´lt te´rro˝l
besze´lu¨nk. Ha a norma a szo¨vegko¨rnyezetbo˝l nyilva´nvalo´, akkor egyszeru˝en X-et
ı´runk
(
X, ‖ · ‖) helyett. X elemeit vektoroknak is nevezzu¨k.
Pe´lda´k norma´lt terekre.
• X = R, ‖x‖ := |x| (x ∈ R). Ez R szoka´sos norma´ja. A tova´bbiakban R-et
mindig ezzel a norma´val la´tjuk el.
• Az Rn terek. Egy pozit´ıv ege´sz n sza´m esete´n tekintsu¨k a szoka´sos
mu˝veletekkel ella´tott X := Rn linea´ris teret. Legyen 1 ≤ p ≤ +∞ e´s x =
(x1, . . . , xn) ∈ Rn esete´n
‖x‖p :=

(∑n
k=1 |xk|p
)1/p
, ha 1 ≤ p < +∞
max
1≤k≤n
{|xk|}, ha p = +∞.
Ekkor
(
Rn, ‖ · ‖p
)
norma´lt te´r. Ezt az Rnp szimbo´lummal is jelo¨lni fogjuk.
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• Ma´trixnorma´k. Az m × n-es valo´s ma´trixok Rm×n linea´ris tere´ben az
ala´bbi kifejeze´sek mindegyike norma´t e´rtelmez:
‖A‖ :=
( m∑
i=1
n∑
j=1
|aij|2
)1/2
(euklideszi norma),
‖A‖ := max
1≤j≤n
m∑
i=1
|aij| (oszlopo¨sszegnorma),
‖A‖ := max
1≤i≤m
n∑
j=1
|aij| (soro¨sszegnorma),
ahol A := [aij] ∈ Rm×n.
• A lp terek. Tekintsu¨k 1 ≤ p < +∞ esete´n a valo´s sorozatok
lp :=
{
(xn) : N→ R
∣∣ +∞∑
k=1
|xk|p < +∞
}
,
p = +∞ esete´n pedig a
l∞ :=
{
(xn) : N→ R
∣∣ sup
k∈N
|xk| < +∞
}
(szoka´sos mu˝veletekkel ella´tott) linea´ris tere´t. Ha x = (xn) ∈ lp, akkor legyen
‖x‖p := ‖x‖lp :=

(∑+∞
k=1 |xk|p
)1/p
, ha 1 ≤ p < +∞
sup
k∈N
{|xk|}, ha p = +∞.
Ekkor
(
lp, ‖ · ‖lp
)
norma´lt te´r.
• A C[a, b] fu¨ggve´nyterek. A C[a, b] halmazt a fu¨ggve´nyek ko¨zo¨tti szoka´sos
mu˝veletekkel ella´tva nyilva´n egy valo´s linea´ris teret kapunk; ezen a
‖f‖p :=

(∫ b
a
|f |p)1/p, ha 1 ≤ p < +∞
max
x∈[a,b]
|f(x)|, ha p = +∞ (f ∈ C[a, b])
fu¨ggve´ny norma, teha´t
(
C[a, b], ‖ · ‖p
)
valo´s norma´lt te´r.
• A Lp terek. Ezekro˝l a fu¨ggve´nyterekro˝l a 2.4. pontban lesz szo´.
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1. te´tel. Ha
(
X, ‖ · ‖) norma´lt te´r, akkor a
̺(x, y) := ‖x− y‖ (x, y ∈ X)
fu¨ggve´ny metrika az X halmazon, azaz (X, ̺) metrikus te´r. Ko¨vetkeze´ske´ppen min-
den norma´lt te´r egyu´ttal metrikus te´r is. Ezt a ̺ metrika´t a ‖·‖ norma a´ltal induka´lt
metrika´nak nevezzu¨k.
Minden X linea´ris te´ren e´rtelmezett norma teha´t egy metrika´t induka´l az X
halmazon. Felveto˝dik az a ke´rde´s, hogy egy linea´ris te´ren e´rtelmezett tetszo˝leges
metrika vajon sza´rmaztathato´-e alkalmas norma´bo´l? A va´lasz az, hogy nem.
Pe´lda. Jelo¨lje RN a valo´s sorozatok szoka´sos mu˝veletekkel ella´tott linea´ris tere´t, e´s
legyen
̺(x, y) :=
+∞∑
n=1
1
2n
· |xn − yn|
1 + |xn − yn|
(
x = (xn), y = (yn) ∈ RN
)
.
Ekkor ̺ olyan metrika RN-en, amelyik nem sza´rmaztathato´ norma´bo´l, vagyis nincs
olyan norma ezen a te´ren, amelyik a ̺ metrika´t induka´lja.
Defin´ıcio´. Az
(
X, ‖ · ‖) norma´lt te´rbeli (xn) sorozatot akkor nevezzu¨k konver-
gensnek, ha (xn) a norma a´lta induka´lt metrika´ban konvergens. Ez pontosan azt
jelenti, hogy
∃α ∈ X : lim
n→+∞
‖xn − α‖ = 0.
Konvergencia esete´n a fenti α elem egye´rtelmu˝en meg van hata´rozva, ezt a sorozat
hata´re´rte´ke´nek nevezzu¨k (azt is mondjuk, hogy (xn) sorozat a ‖ · ‖ norma´ban
tart α-hoz). Ezt te´nyt az ala´bbi szimbo´lumok valamelyike´vel jelo¨lju¨k:
lim
n→+∞
an
‖ · ‖
= α, lim(an)
‖ · ‖
= α, an
‖ · ‖−→ α (n→ +∞).
Ha nem okoz fe´lree´rte´st, akkor a norma´ra utalo´ jelet elhagyjuk.
A ko¨vetkezo˝ te´tel azt a´ll´ıtja, hogy a norma a´ltal induka´lt metrika valo´ban teljes´ıti
a bevezete´sben jelzett elva´ra´st: a mu˝veletek folytonosak a metrika´ra ne´zve. Ezen
k´ıvu¨l a metrika invaria´ns a
”
pa´rhuzamos eltola´ssal” szemben e´s ara´nyosan va´ltozik
a vektorok nyu´jta´sa´nak a hata´sa´ra.
2. te´tel. Legyen
(
X, ‖ · ‖) egy norma´lt te´r, e´s jelo¨lje ̺ a norma a´ltal induka´lt
metrika´t. Ekkor
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1o ̺(x+ z, y + z) = ̺(x, y) (x, y ∈ X);
2o ̺(λx, λy) = |λ|̺(x, y) (x, y ∈ X, λ ∈ K);
3o ha xn
‖ · ‖−→ ξ, yn ‖ · ‖−→ η e´s λn → λ ∈ K, akkor
λnxn
‖ · ‖−→ λξ, xn + yn ‖ · ‖−→ ξ + η.
3. te´tel. Legyen (X, ‖ · ‖) norma´lt te´r. A norma, mint X → R t´ıpusu´ fu¨ggve´ny
folytonos.
Defin´ıcio´. Azt mondjuk, hogy az X linea´ris te´ren adott ‖ · ‖1 e´s ‖ · ‖2 norma
ekvivalens (jelben ‖ · ‖1 ∼ ‖ · ‖2), ha le´teznek olyan c1, c2 pozit´ıv valo´s sza´mok,
hogy
c1‖x‖1 ≤ ‖x‖2 ≤ c2‖x‖1
minden x ∈ X-re.
Ekvivalens norma´k ekvivalens metrika´kat induka´lnak. Egyszeru˝en igazolhato´,
hogy norma´t vele ekvivalens norma´ra csere´lve a halmazok ny´ılt, za´rt, kompakt,
korla´tos volta, a sorozatok konvergencia´ja vagy Cauchy-tulajdonsa´ga nem va´ltozik.
Pe´lda. A C[a, b] linea´ris te´ren a ‖ · ‖∞ e´s az ‖ · ‖1 norma´k nem ekvivalensek, so˝t
tetszo˝leges 1 ≤ p <∞ esete´n a ‖ · ‖p norma nem ekvivalens a ‖ · ‖∞ norma´val.
4. te´tel. Ve´ges dimenzio´s X linea´ris te´ren e´rtelmezett ba´rmely ke´t norma ekvi-
valens egyma´ssal.
5. te´tel. Legyen
(
X, ‖ · ‖) ve´ges dimenzio´s norma´lt te´r. Ekkor
1o X teljes;
2o egy X-beli halmaz pontosan akkor kompakt, ha korla´tos e´s za´rt;
3o X szepara´bilis;
4o minden X-beli korla´tos sorozatnak van konvergens re´szsorozata.
A metrikus terekhez hasonlo´an a norma´lt terekben is fontos szerepe van a tel-
jesse´gnek.
Defin´ıcio´. Az
(
X, ‖·‖) norma´lt teret Banach-te´rnek nevezzu¨k, ha a te´r a norma
a´ltal induka´lt metrika´ra ne´zve teljes metrikus te´r.
Pe´lda´k.
• R Banach-te´r, a Q norma´lt te´r nem Banach-te´r.
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• Minden ve´ges dimenzio´s norma´lt te´r Banach-te´r.
• Minden 1 ≤ p ≤ +∞ esete´n az (lp, ‖ · ‖p) norma´lt te´r Banach-te´r.
• A (C[a, b], ‖ · ‖p) norma´lt te´r egyetlen 1 ≤ p < +∞ esete´n sem Banach-te´r.
• A (C[a, b], ‖ · ‖∞) norma´lt te´r Banach-te´r.
• Tetszo˝leges (X,Ω, µ) me´rte´kte´r e´s 1 ≤ p ≤ +∞ kitevo˝ esete´n az(
Lp(X,Ω, µ), ‖ · ‖Lp
)
norma´lt te´r Banach-te´r.
Linea´ris terekben amindenu¨tt su˝ru˝ halmazok helyett inka´bb za´rt rendszerekro˝l
szoka´s besze´lni.
Defin´ıcio´. Legyen
(
X, ‖·‖) norma´lt te´r. A Z ⊂ X re´szhalmazt za´rt rendszernek
nevezzu¨k X-ben, ha Z linea´ris burka (vagyis a [Z] halmaz) mindenu¨tt su˝ru˝ a norma
a´ltal induka´lt metrikus te´rben, azaz
[Z] = X.
Ez pontosan azt jelenti, hogy minden X-beli elem tetszo˝leges pontossa´ggal megko¨ze-
l´ıtheto˝ Z-beli vektorok alkalmas linea´ris kombina´cio´ja´val, azaz
∀x ∈ X vektorhoz e´s ∀ ε > 0 sza´mhoz
∃n ∈ N, ∃ z1, . . . , zn ∈ Z e´s ∃λ1, . . . , λn ∈ K, hogy∥∥∥x− n∑
k=1
λkzk
∥∥∥ < ε.
Defin´ıcio´. Az
(
X, ‖ · ‖) norma´lt teret akkor nevezzu¨k szepara´bilisnek, ha
X a norma a´ltal induka´lt metrika´val szepara´bilis metrikus te´r, vagyis X-nek van
megsza´mla´lhato´, mindenu¨tt su˝ru˝ re´szhalmaza. Ez azzal ekvivalens, hogy X-ben
van megsza´mla´lhato´an ve´gtelen za´rt rendszer.
2.4. A Lp e´s a lp terek
2.4.1. Elo˝zetes megjegyze´sek
• A (C[a, b], ‖ · ‖p) fu¨ggve´nyterek
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Emle´keztetu¨nk arra, hogy a C[a, b] fu¨ggve´nyte´ren minden 1 ≤ p ≤ +∞ sza´mra
e´rtelmeztu¨k a ‖ · ‖p szimbo´lummal jelo¨lt norma´t. Ha p = +∞, akkor a fu¨ggve´ny-
e´rte´kek maximuma´val, ha 1 ≤ p < +∞, akkor pedig az
‖f‖p :=
(∫ b
a
|f |p
)1/p
(f ∈ C[a, b]) (2.2)
ke´plettel (eze´rt neveztu¨k ezeket integra´lnorma´knak). Itt az integra´lt a Riemann-fe´le
e´rtelemben tekintettu¨k. Az ı´gy e´rtelmezett
(
C[a, b], ‖ · ‖p
)
norma´lt terek ko¨zo¨tti
legfontosabb ku¨lo¨nbse´g az, hogy ez a te´r a maximumnorma´ban (p = +∞) teljes, az
integra´lnorma´kban (1 ≤ p < +∞) azonban nem teljes. (A teljesse´g jelento˝se´ge´t
ma´r ele´g sokszor hangsu´lyoztuk!)
A fenti ke´pletben a Riemann-integra´l helyett Lebesgue-integra´lt is vehetne´nk.
Ez az a´rtatlannak tu˝no˝ mo´dos´ıta´s azonban sza´mos ke´rde´st vet fel, amelyek megfo-
galmaza´sa elo˝tt c´ımszavakban emle´keztetu¨nk a Lebesgue-integra´l elme´lete´vel kap-
csolatos ismeretekre.
• A Lebesgue-integra´l me´rte´kterekben
Tetszo˝leges (X,Ω, µ) me´rte´kte´rbo˝l (X teha´t egy nemu¨res halmaz, Ω az X hal-
maz re´szhalmazaibo´l a´llo´ σ-algebra e´s µ : Ω → R+ me´rte´k) kiindulva fele´p´ıtheto˝ a
Lebesgue-integra´l elme´lete. Arro´l van szo´, hogy azX-en e´rtelmezett R-beli e´rte´keket
felvevo˝ f fu¨ggve´nyek
”
to¨bbse´ge´hez” hozza´ lehet rendelni egy R-beli sza´mot, amit
az
∫
X
f dµ szimbo´lummal jelo¨lu¨nk, e´s az f fu¨ggve´ny µ me´rte´k szerinti integra´lja´nak
nevezu¨nk. Ez az integra´lfogalom rendelkezik a Riemann-integra´lna´l megismert tu-
lajdonsa´gokkal, so˝t sok szempontbo´l anna´l le´nyegesen kedvezo˝bb is.
A tekintett fu¨ggve´nyek ko¨re´t az u´n. me´rheto˝ fu¨ggve´nyekre korla´toztuk, ezek
halmaza´t az M(X,Ω) szimbo´lummal jelo¨ltu¨k:
f ∈M(X,Ω) ⇐⇒ ∀α ∈ R-re {f > α} := {x ∈ X | f(x) > α} ∈ Ω.
(Ez a megszor´ıta´s igen keveset ko¨vetel az f -to˝l; az anal´ızisben (!) elo˝fordulo´ valo´s-
valo´s fu¨ggve´nyek szinte mindegyike rendelkezik ezzel a tulajdonsa´ggal.)
Az elme´let fele´p´ıte´se sora´n minden nemnegat´ıv f me´rheto˝ fu¨ggve´nyhez hozza´ren-
deltu¨nk egy [0,+∞]-beli sza´mot. I´gy e´rtelmeztu¨k tetszo˝leges f ∈M(X,Ω) fu¨ggve´ny
pozit´ıv, illetve negat´ıv re´sze´nek (f+-nak, illetve f−-nak) az integra´lja´t: I+ :=∫
X
f+ dµ-t, illetve I− :=
∫
X
f− dµ-t. Ezuta´n azoknak a me´rheto˝ fu¨ggve´nyeknek
az integra´lja´t definia´ltuk, amelyekre I+ e´s I− ko¨zu¨l legala´bb az egyik ve´ges. Egy
me´rheto˝ fu¨ggve´ny integra´lja teha´t lehet ve´ges, de lehet ±∞ is. A tova´bbiakban fi-
gyelmu¨nket azokra a fu¨ggve´nyekre ford´ıtottuk, amelyeknek az ı´gy e´rtelmezett integ-
ra´lja ve´ges. Az ilyen me´rheto˝ fu¨ggve´nyeket neveztu¨k (az X halmazon a µ me´rte´k
szerint) Lebesgue-integra´lhato´knak, e´s ezek halmaza´t ı´gy jelo¨ltu¨k:
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L(X,Ω, µ) :=
{
f ∈M(X,Ω) ∣∣ ∫
X
f dµ ∈ R}.
L(X,Ω, µ) helyett a tova´bbiakban gyakran csak L-et fogunk ı´rni. L+-szal a nem-
negat´ıv L-beli elemek halmaza´t jelo¨lju¨k.
• A proble´ma felvete´se
Struktu´ra´val szeretne´nk ella´tni a Lebesgue-integra´lhato´ fu¨ggve´nyek halmaza´t.
L nyilva´n egy R feletti linea´ris te´r (vagy vektorte´r), ha a mu˝veleteket a valo´s
e´rte´ku˝ fu¨ggve´nyek ko¨re´ben megszokott mo´don (pontonke´nt) e´rtelmezzu¨k.
A norma bevezete´se´nek a proble´ma´ja ma´r jo´val e´rdekesebb (mert nehezebb). A
(2.2) ke´pletbo˝l kiindulva fogjuk definia´lni minden 1 ≤ p ≤ +∞ esete´n a(
Lp(X,Ω, µ), ‖ · ‖Lp
)
norma´lt teret. (Ki fog majd deru¨lni, hogy ku¨lo¨nbo¨zo˝ p-kre a C[a, b] fu¨ggve´nyte´rto˝l
elte´ro˝en itt ma´r maguk a halmazok is ku¨lo¨nbo¨zo˝k lesznek.) Ezeknek a fu¨ggve´nyterek-
nek az egyik legfontosabb tulajdonsa´ga az, hogy teljesek, vagyis Banach-terek
(l. a Riesz–Fischer-te´telt). Ez az eredme´ny egyike volt a legelso˝knek azok ko¨zu¨l
az a´ltala´nos e´rdeklo˝de´st felkelto˝, fontos te´telek ko¨zu¨l, amelyek a Lebesgue-fe´le in-
tegra´lon alapulnak, s amelyek ı´gy az u´j integra´lfogalom teljes´ıto˝ ke´pesse´ge´t demonst-
ra´lja´k.
2.4.2. A Lebesgue-integra´lra vonatkozo´ ne´ha´ny alapveto˝ eredme´ny
1. te´tel. Legyen (X,Ω, µ) me´rte´kte´r e´s f : X → R egy Ω-me´rheto˝ fu¨ggve´ny. Ekkor
a ko¨vetkezo˝ a´ll´ıta´sok ekvivalensek:
1o az f fu¨ggve´ny Lebesgue-integra´lhato´, azaz f ∈ L;
2o f+, f− ∈ L;
3o ∃ g, h ∈ L; g, h ≥ 0 : f = g − h;
4o ∃G ∈ L : |f | ≤ G (f -nek van integra´lhato´ majora´nsa);
5o |f | ∈ L.
Legyen (X,Ω, µ) tetszo˝leges me´rte´kte´r. Tegyu¨k fel, hogy T az X elemeire vonat-
kozo´
”
logikai kifejeze´s” (tulajdonsa´g, kijelente´s), azaz ∀x ∈ X-re T (x) vagy igaz,
vagy hamis. Azt mondjuk, hogy a T tulajdonsa´g az X-en µ-majdnem mindenu¨tt
(ro¨viden: µ-m.m. az X-en) teljesu¨l, ha
∃A ∈ Ω, µ(A) = 0 halmaz, hogy ∀x ∈ X \ A elemre a T (x) tulajdonsa´g igaz.
A Lebesgue-integra´l
”
e´rze´ketlen” a µ-nullame´rte´ku˝ halmazokra.
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2. te´tel. 1o Ba´rmely nemnegat´ıv Legesgue-integra´lhato´ f fu¨ggve´ny esete´n∫
X
f dµ = 0 ⇐⇒ f = 0 µ-m.m. X-en.
2o Ha az f e´s g me´rheto˝ fu¨ggve´nyek µ-m.m. egyenlo˝k az X halmazon,
valamint f Lebesgue-integra´lhato´, akkor g is Lebesgue-integra´lhato´ a Lebesgue-integ-
ra´ljuk is egyenlo˝.
3o Minden L-beli f fu¨ggve´nyre igaz, hogy |f | < +∞ µ-m.m.
3. te´tel (Beppo Levi te´tele). Tegyu¨k fel, hogy
(a) fn ∈ L (n ∈ N),
(b) az (fn) fu¨ggve´nysorozat monoton no¨vekedo˝, e´s f := lim
n→∞
fn,
(c) az integra´lok
∫
X
fn dµ (n ∈ N) sorozata korla´tos.
Ekkor az f fu¨ggve´ny Lebesgue-integra´lhato´ e´s∫
X
f dµ =
∫
X
lim
n
(fn) dµ = lim
n
∫
X
fn dµ.
4. te´tel (Fatou te´tele).
1o Ba´rmely fn ∈ L+ (n ∈ N) fu¨ggve´nysorozatra∫
X
(
lim inf
n
fn
)
dµ ≤ lim inf
n
(∫
X
fn dµ
)
.
2o Ha ∃F ∈ L : fn ≤ F (∀n ∈ N µ-m.m. az X-en), akkor
lim sup
n
(∫
X
fn dµ
)
≤
∫
X
(lim sup
n
fn) dµ.
5. te´tel (Lebesgue-te´tele). Legyen (X,Ω, µ) tetszo˝leges me´rte´kte´r, e´s tegyu¨k fel,
hogy
(a) fn ∈ L (n ∈ N),
(b) a fu¨ggve´nysorozatnak van integra´lhato´ majora´nsa, azaz ∃ g ∈ L : |fn| ≤
g (n ∈ N) µ-m.m. X-en,
(c) az (fn) fu¨ggve´nysorozat az X-en µ-m.m. konverga´l az f fu¨ggve´nyhez.
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Ekkor f ∈ L(X,Ω, µ) e´s∫
X
f dµ =
∫
X
(
lim
n
fn
)
dµ = lim
n
∫
X
fn dµ.
2.4.3. A Lp fu¨ggve´nyterek
Legyen (X,Ω, µ) egy me´rte´kte´r. Vezessu¨k be minden f : X → Rme´rheto˝ fu¨ggve´nyre
a ko¨vetkezo˝ kifejeze´seket:
‖f‖p : =
(∫
X
|f |p dµ
)1/p
, ha 0 < p < +∞,
‖f‖∞ : = inf
{
c ≥ 0 ∣∣ |f | ≤ c µ-m.m. az X-en},
= inf
{
sup
X\E
|f | ∣∣ E ∈ Ω e´s µ(E) = 0}
(mega´llapodva abban, hogy inf ∅ := +∞).
(2.3)
Mivel minden f me´rheto˝ fu¨ggve´ny esete´n az |f |p fu¨ggve´ny is me´rheto˝ (ui. ba´rmely
α ≥ 0 sza´mra az {|f |p ≥ α} e´s {|f | ≥ α1/p} n´ıvo´halmazok egyenlo˝k), eze´rt a
defin´ıcio´k korrektek. Tetszo˝leges f me´rheto˝ fu¨ggve´ny esete´n ‖f‖p nemnegat´ıv sza´m
vagy +∞.
Az ‖f‖∞ sza´mot szoka´s az |f | fu¨ggve´ny le´nyeges felso˝ korla´tja´nak is nevezni.
Ennek megfelelo˝en haszna´latos ra´ a sup ess f := ‖f‖∞ jelo¨le´s is a francia ”supremum
essentiel” kifejeze´s alapja´n.
A fenti kifejeze´sek ne´ha´ny tulajdonsa´ga (1 ≤ p ≤ +∞):
• ‖f‖p ⇐⇒ f = 0 µ-m.m. az X-en;
• ‖f‖p = ‖g‖p ⇐⇒ f = g µ-m.m. az X-en;
• ‖f‖∞ < +∞ ⇐⇒ ∃ c ≥ 0 : |f | ≤ c µ-m.m. az X-en;
• |f | ≤ ‖f‖∞ µ-m.m. az X-en;
• ha ∃ q ∈ (0,+∞), hogy ∫
X
|f |q dµ < +∞, akkor
lim
p→+∞
‖f‖p = ‖f‖∞;
• ha a µ me´rte´k ve´ges e´s ‖f‖∞ < +∞, akkor
lim
p→+∞
‖f‖p = ‖f‖∞.
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Mivel a Lebesgue-integra´l
”
e´rze´ketlen” a µ-nullame´rte´ku˝ halmazokra, eze´rt a
µ-m.m. egyenlo˝ fu¨ggve´nyek ko¨zo¨tt nem ce´lszeru˝ ku¨lo¨nbse´get tenni. Azonos´ıtsuk
az ilyen fu¨ggve´nyeket! Pontosabban arro´l van szo´, hogy a Lebesgue-integra´lhato´
fu¨ggve´nyek
L := L(X,Ω, µ) (2.4)
halmaza´n e´rtelmezzu¨k a ko¨vetkezo˝ rela´cio´t:
f, g ∈ L : f ∼ g :⇐⇒ f = g µ-m.m. az X-en.
Ko¨nnyen bela´thato´, hogy ∼ ekvivalenciarela´cio´, ami L-nek egy oszta´lyfelbonta´sa´t
induka´lja. Az ı´gy kapott ekvivalenciaoszta´lyok halmaza´t az
L := L(X,Ω, µ) (2.5)
szimbo´lummal fogjuk jelo¨lni.
Az L halmaz elemei valo´s e´rte´ku˝ fu¨ggve´nyek, ezek ko¨zo¨tt az algebrai mu˝veleteket
a szoka´sos mo´don (pontonke´nt) e´rtelmezu¨k. A bevezetett ekvivalenciarela´cio´ kom-
pat´ıbilis ezekkel az algebrai mu˝veletekkel: ha f1 = g1 e´s f2 = g2 µ-m.m., akkor
f1 ± f2 = g1 ± g2 µ-m.m.,
f1f2 = g1g2 µ-m.m.;
e´s hasonlo´ e´rve´nyes a (2.3) alatt e´rtelmezett kifejeze´sekre is.
A (2.4) e´s (2.5) alatt bevezetett jelo¨le´seket csak ebben a pontban fogjuk
haszna´lni. A jegyzet to¨bbi re´sze´ben — a szoka´soknak megfelelo˝en — nem
teszu¨nk jelo¨le´sbeli ku¨lo¨nbse´get L e´s L ko¨zo¨tt, azaz L minden f eleme
egyu´ttal az o¨sszes olyan g : X → R me´rheto˝ fu¨ggve´nyt is jelo¨li, amelyik µ-
m.m. egyenlo˝ f -fel. Ha f ∈ L-et ı´runk, akkor f egy ekvivalenciaoszta´lyt
jelo¨l. A fentiek alapja´n azonban mega´llapodhatunk abban, hogy ekkor f
nem ekvivalencioszta´lyt, hanem egyetlen fu¨ggve´nyt, a szo´ban forgo´ ekvi-
valencioszta´ly egy tetszo˝leges eleme´t jelo¨li.
Az L halmaz terme´szetes vektorte´rstruktu´ra´val van ella´tva. Az ekvivalencia-
oszta´lyok o¨sszege´t, illetve sza´mszorosa´t reprezenta´nselemek (ezek valo´s e´rte´ku˝ fu¨gg-
ve´nyek!) o¨sszege´vel, illetve sza´mszorosa´val a szoka´sos mo´don (pontonke´nt) e´rtel-
mezzu¨k. Megmutathato´, hogy ez fu¨ggetlen a reprezenta´nselemek megva´laszta´sa´to´l.
L teha´t R feletti linea´ris te´r (vagy vektorte´r).
Defin´ıcio´. Tetszo˝leges 0 < p ≤ +∞ esete´n Lp(X,Ω, µ)-vel vagy ro¨viden Lp-vel
jelo¨lju¨k azoknak az L-beli elemeknek a halmaza´t, amelyekre ‖f‖p ve´ges:
Lp := Lp(X,Ω, µ) :=
{
f ∈ L ∣∣ ‖f‖p < +∞} .
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Gyakran fogjuk haszna´lni a ko¨vetkezo˝ fogalmat:
Defin´ıcio´. Az 1 ≤ p ≤ +∞ sza´m konjuga´lt kitevo˝je´n az
1
p
+
1
q
= 1
egyenlo˝se´gnek eleget tevo˝ q ∈ [1 +∞] sza´mot e´rtju¨k ( 1
+∞
-n 0-t e´rtve); e´s ilyenkor
azt is mondjuk, hogy p e´s q konjuga´lt kitevo˝k.
Ebben a pontban a fo˝ ce´lunk annak igazola´sa, hogy minden 1 ≤ p ≤ +∞ esete´n
Lp linea´ris te´r e´s a (2.3) kifejeze´sek norma´k. A bizony´ıta´sban alapveto˝ fontossa´gu´ak
lesznek a ko¨vetkezo˝ egyenlo˝tlense´gek.
6. te´tel. Legyenek 1 ≤ p, q ≤ +∞ konjuga´lt kitevo˝k: p−1 + q−1 = 1.
1o (Young-egyenlo˝tlense´g) Ha a, b ≥ 0 e´s a p, q kitevo˝k ve´gesek, akkor
ab ≤ a
p
p
+
bq
q
.
2o (Ho¨lder-egyenlo˝tlense´g1) Ha f ∈ Lp e´s g ∈ Lq, akkor fg ∈ L1 e´s∫
X
|fg| dµ = ‖fg‖1 ≤ ‖f‖p · ‖g‖q.
(A p = q = 2 esetben ez a Cauchy–Bunyakovszkij-egyenlo˝tlense´g.)
3o (Minkowski-egyenlo˝tlense´g) Ha f, g ∈ Lp akkor f + g ∈ Lp e´s
‖f + g‖p ≤ ‖f‖p + ‖g‖p. (2.6)
Bizony´ıta´s. 1o A Young-egyenlo˝tlense´g. A´trendeze´s uta´n 0 ≤ ap
p
− ab+ bq
q
ado´dik.
Ro¨gz´ıtett b > 0 esete´n (ha b = 0, akkor az a´ll´ıta´s nyilva´nvalo´) tekintsu¨k a
ϕ(x) :=
xp
p
− xb+ b
q
q
(x ≥ 0)
fu¨ggve´nyt. A ϕ fu¨ggve´ny abszolu´t sze´lso˝rte´k-helyeit keressu¨k. Ehhez ϕ-t deriva´lva
kapjuk, hogy
ϕ′(x) = xp−1 − b = 0 ⇐⇒ x = b 1p−1 (p 6= 1),
1Otto Ho¨lder eredetileg a sza´msorokra vonatkozo´ egyenlo˝tlense´get bizony´ıtotta be; integra´lokra
az egyenlo˝tlense´get elo˝szo¨r Riesz Frigyes igazolta.
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ϕ′′(x) > 0, ha x > 0, ko¨vetkeze´ske´ppen ϕ szigoru´an cso¨kkeno˝ a
(
0, b1/(p−1)
)
e´s
szigoru´an no¨vo˝ a
(
b1/(p−1),+∞) intervallumon, a b1/(p−1 pontban teha´t abszolu´t
minimuma van. Ennek e´rte´ke
ϕ
(
b
1
p−1
)
=
1
p
b
p
p−1 − b1+ 1p−1 + b
q
q
(
1
p
+ 1
q
= 1 ⇒ q = p
p−1
)
=
1
p
bq − bq + b
q
q
= bq
(
1
p
+
1
q
)
− bq
= 0
eze´rt ϕ(x) ≥ 0 minden x ≥ 0, teha´t x = a esete´n is, azaz
ϕ(a) =
ap
p
− ab+ b
q
q
≥ 0,
e´s ez e´ppen a bizony´ıtando´ egyenlo˝tlense´g.
2o A Ho¨lder-egyenlo˝tlense´g igazola´sa. A p = 1, q = +∞ esetben (e´s ezzel egyu¨tt
a p = +∞, q = 1 esetben is a bizony´ıta´s egyszeru˝:
|f(x)g(x)| ≤ |f(x)| · ‖g‖∞ µ-m.m.,
teha´t
‖fg‖1 =
∫
X
fg dµ ≤
(
|f | dµ
)
· ‖g‖∞ = ‖f‖1 · ‖g‖∞.
tekintsu¨k most az 1 < p < +∞ esetet (ekkor egyben 1 < q < +∞). Ha ‖f‖p e´s
‖g‖q ko¨zu¨l csak egyik is 0-val egyenlo˝, akkor fg = 0 µ-m.m., s ı´gy az integra´lja is 0,
az a´ll´ıta´s teha´t trivia´lisan teljesu¨l. Feltehetju¨k, hogy ‖f‖p e´s ‖g‖q mindegyike 0-to´l
ku¨lo¨nbo¨zo˝. Legyen
a :=
|f(x)|
‖f‖p (‖f‖p 6= 0), b :=
|g(x)|
‖g‖q (‖g‖q 6= 0).
I´rjuk fel a Young-egyenlo˝tlense´get ezekra az a, b sza´mokra:
|f(x) · g(x)|
‖f‖p · ‖g‖q ≤
1
p
· |f(x)|
p
‖f‖pp +
1
q
· |g(x)|
q
‖g‖qq (µ-m.m x ∈ X).
Az integra´l monotonita´sa´t felhaszna´lva kapjuk, hogy:
1
‖f‖p · ‖g‖q ·
∫
X
|fg| dµ ≤ 1
p
· 1‖f‖pp ·
∫
X
|f |p dµ+1
q
· 1‖g‖qq ·
∫
X
|g|q dµ = 1
p
+
1
q
= 1, (2.7)
2.4. A Lp e´s a lp terek 49
ugyanis
∫
X
|f |p dµ = ‖f‖pp, valamint
∫
X
|g|q dµ = ‖g‖qq. A (2.7) egyenleto˝tlense´get
‖f‖p ·‖g‖q-val beszorozva
∫
X
|f ·g| dµ ≤ ‖f‖p ·‖g‖q ado´dik, e´s ez e´ppen a bizony´ıtando´
egyenlo˝tlense´g.
3o A Minkowski-egyenlo˝tlense´g igazola´sa. A p = 1 e´s p = +∞ esetek ny-
ilva´nvalo´k, ekkor ugyanis arro´l van szo´, hogy ke´t integra´lhato´ fu¨ggve´ny o¨sszege is
integra´lhato´ e´s ∫
X
|f + g| dµ ≤
∫
X
|f | dµ+
∫
X
|g| dµ,
illetve hogy ke´t le´nyege´ben korla´tos me´rheto˝ fu¨ggve´ny o¨sszege is ilyen, e´s |f + g| ≤
|f |+ |g| miatt
‖f + g|∞ ≤ ‖f‖∞ + ‖g‖∞
is teljesu¨l.
Marad teha´t az 1 < p < +∞ eset. Elo˝szo¨r azt mutatjuk meg, hogy f, g ∈ Lp
esete´n f + g ∈ Lp. f e´s g me´rheto˝k le´ve´n f + g, ko¨vetkeze´ske´ppen |f + g|p is
me´rheto˝. Ez a fu¨ggve´ny azonban integra´lhato´ is, mert van integra´lhato´ majora´nsa.
Ez ko¨vetkezik az
|f + g|p ≤ (|f |+ |g|)p ≤ 2p−1(|f |p + |g|p)
egyenlo˝tlense´gbo˝l, amit a h(x) := xp (x ≥ 0) fu¨ggve´ny konvexita´sa´t felhaszna´lva
lehet bebizony´ıtani. (A h fu¨ggve´ny konvex, mert h′′(x) = p(p − 1)xp−2 > 0, ha
x > 0, ui. a felte´tel szerint p > 1. A konvexita´s defin´ıcio´ja szerint
h(α · a+ (1− α) · b) ≤ αh(a) + (1− α) · h(b).
Alkalmazzuk ezt az α := 1/2, az a := |f | e´s a b := |g| szereposzta´ssal.) I´gy f+g ∈ Lp
valo´ban teljesu¨l.
Legyen p konjuga´lt kitevo˝je q, azaz 1
p
+ 1
q
= 1. Mivel (p − 1)q = p, eze´rt ebbo˝l
ko¨vetkezik, hogy |f + g|p−1 ∈ Lq e´s
∥∥|f + g|p−1∥∥
q
=
(∫
X
|f + g|p
)1/q
= ‖f + g‖p/qp .
Alkalmazzuk a Ho¨lder-egyenlo˝tlense´get az Lp-be tartozo´ |f |, |g| e´s az Lq-ba tartozo´
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|f + g|p−1 fu¨ggve´nyekre:
‖f + g‖pp =
∫
X
|f + g|p−1 · |f + g| dµ ≤
∫
X
|f + g|p−1 · |f | dµ+
∫
X
|f + g|p−1 · |g|µ ≤
≤ ∥∥ |f + g|p−1 ∥∥
q
· ‖f‖p +
∥∥ |f + g|p−1 ∥∥
q
· ‖g‖p ≤
≤ ∥∥ |f + g|p−1 ∥∥
q
· (‖f‖p + ‖g‖p) =
= (‖f‖p + ‖g‖p) · ‖f + g‖p/qp .
Ha ‖f + g‖p > 0, akkor az utolso´ te´nyezo˝vel a´t lehet osztani, e´s mivel p, q konjuga´lt
kitevo˝k, eze´rt
p− p
q
= p
(
1− 1
q
)
= p
1
p
= 1,
kapjuk a k´ıva´nt (2.6) egyenlo˝tlense´get. Az ‖f + g‖ = 0 esetben (2.6) nyilva´valo´an
szinte´n teljesu¨l.
Ezzel a Minkowski-egyenlo˝tlense´get minden p ∈ [1,+∞] kitevo˝ esete´re bebi-
zony´ıtottuk. 
7. te´tel. Legyen
(
X,Ω, µ
)
tetszo˝leges me´rte´kte´r e´s 1 ≤ p ≤ +∞. Ekkor Lp :=
Lp
(
X,Ω, µ
)
a szoka´sos mu˝veletekkel linea´ris te´r R felett. Az
‖f‖p := ‖f‖Lp : =
(∫
X
|f |p dµ
)1/p
, ha 1 ≤ p < +∞,
‖f‖∞ := ‖f‖L∞ : = inf
{
c ≥ 0 ∣∣ |f | ≤ c µ-m.m. az X-en},
(
f ∈ Lp)
fu¨ggve´ny norma a Lp linea´ris te´ren, vagyis
(
Lp, ‖ · ‖p
)
norma´lt te´r.
Pe´lda´k Lp(X,Ω, µ) terekre.
• Legyen n ∈ N e´s (X,Ω, µ) az Rn-beli Legesgue-fe´le me´rte´kte´r, vagyisX ⊂ Rn
egy ny´ılt halmaz, Ω azX Lebesgue-me´rheto˝ halmazainak a σ-algebra´ja e´s µ : Ω→ R
a Lebesgue-me´rte´k. Lp elemei teha´t n va´ltozo´s valo´s e´rte´ku˝ fu¨ggve´nyek, az integra´l
pedig a to¨bbszo¨ro¨s integra´l a´ltala´nos´ıta´sa.
• Legyen (X,Ω, µ) := (N,P(N), µ), ahol µ a P(N) hatva´nyhalmazon e´rtel-
mezett elemsza´m-me´rte´k (vagyis µ({n}) = 1 minden n ∈ N sza´mra). Ekkor ba´rmely
1 ≤ p < +∞ esete´n Lp(N,P(N), µ) elemei olyan x = (xn) valo´s sorozatok, amelyekre
‖x‖Lp =
∫
N
|x|p dµ
1/p = (+∞∑
k=1
|xk|p
)1/p
< +∞,
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teha´t ez a specia´lis eset a kora´bban ma´r bevezetett
(
lp, ‖ · ‖p
)
te´rnek felel meg.
Ha p = +∞, akkor L∞(N, P(N), µ) elemei a korla´tos valo´s sorozatok:
L∞
(
N, P(N), µ) = {(xn) : N→ R ∣∣ sup
k
|xk| < +∞
}
.
Mivel ‖x‖L∞ = supk |xk|, eze´rt a L∞
(
N, P(N), µ) te´r is a kora´bban ma´r bevezetett(
l∞, ‖ · ‖∞
)
te´rrel egyezik meg. Ezekben az esetekben az A ⊂ Ω = P(N) halmaz
nyilva´n akkor e´s csak akkor nullame´rte´ku˝, ha A = ∅. Eze´rt a Lp-t (azaz a lp-t)
alkoto´ ekvivalencioszta´lyok egyelemu˝ek.
• A Lpw(I) fu¨ggve´nyterek. Legyen I ⊂ R ny´ılt (nem felte´tlenu¨l korla´tos)
intervallum, w : I → R pedig a szoka´sos Lebesgue-me´rte´kre vonatkozo´lag me´rheto˝,
m.m. nemnegat´ıv fu¨ggve´ny. Tegyu¨k fel, hogy w integra´lhato´ I minden kompakt
re´szintervalluma´n, e´s jelo¨lju¨k P-vel azon korla´tos intervallumok fe´lgyu˝ru˝je´t, ame-
lynek a leza´ra´sa is I-ben van. A µ(J) :=
∫
J
w(t) dt ke´plet ve´ges me´rte´ket definia´l
P-n. Tekintsu¨k a hozza´tartozo´ integra´lelme´letet, e´s 1 ≤ p ≤ +∞ esete´n jelo¨lju¨k
Lpw(I)-vel a megfelelo˝ L
p tereket. A w = 1 esetben visszakapjuk a szoka´sos Lp(I)
tereket.
Megjegyze´s. A 7. te´telben le´nyeges a p ≥ 1 felte´tel, ui. a 0 < p < 1 ese-
teknek megfelelo˝ Lp terekben a (2.3) kifejeze´sre nem teljesu¨l a norma´ra megko¨vetelt
ha´romszo¨g-egyenlo˝tlense´g. Legyen ui. (X,Ω, µ) a (0, 1) intervallumra vonatkozo´
szoka´sos Lebesgue-fe´le me´rte´kte´r, e´s tekintsu¨k az
f(x) :=
{
1, ha 0 < x < 1
2
0, ha 1
2
≤ x < 1, g(x) :=
{
0, ha 0 < x < 1
2
1, ha 1
2
≤ x < 1.
fu¨ggve´nyeket. Ekkor minden 0 < p < 1 esete´n
‖f + g‖p = 1, ‖f‖p = ‖g‖p =
(
1
2
)1/p ⇒ ‖f‖p + ‖g‖p < 1,
eze´rt a ha´romszo¨g-egyenlo˝tlense´g ezekre a fu¨ggve´nyekre nem teljesu¨l.
2.4.4. Kapcsolat a Lp terek ko¨zo¨tt
E´rdemes megjegyezni, hogy ve´ges µ me´rte´k esete´n a Lp terek L1-to˝l kezdve
”
egy-
ma´sba vannak skatulya´zva”.
8. te´tel. Tegyu¨k fel, hogy (X,Ω, µ) ve´ges me´rte´kte´r (vagyis µ(X) < +∞). Ekkor
minden 1 ≤ p < q ≤ +∞ esete´n Lq ⊂ Lp.
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Bizony´ıta´s. A Ho¨lder-egyenlo˝tlense´get alkalmazzuk a
p˜ :=
q
p
e´s q˜ :=
q
q − p
konjuga´lt kitevo˝kkel a ko¨vetkezo˝ mo´don (1 jelo¨li az X-en mindenu¨tt 1-et felvevo˝
konstans fu¨ggve´nyt):
‖f‖pp =
∥∥ |f |p · 1∥∥
1
≤ ∥∥ |f |p∥∥
p˜
· ‖1‖q˜ =
(∫
X
(|f |p) qp dµ
) p
q ·
(∫
X
1q˜ dµ
) 1
q˜
=
=
∥∥ f‖pq · (µ(X)) 1q˜ .
Mivel µ ve´ges me´rte´k (azaz µ(X) < +∞) e´s f ∈ Lq (vagyis ‖f‖q < +∞), eze´rt a
fenti egyenlo˝tlense´gbo˝l
‖f‖p ≤ c ‖f‖q < +∞
ado´dik, ahol c :=
(
µ(X)
)1/p−1/q
< +∞. Ez azt jelenti, hogy minden f ∈ Lq esete´n
f ∈ Lp is teljesu¨l. Az Lq ⊂ Lp tartalmaza´s teha´t valo´ban igaz. 
Megjegyze´sek. 1o Egyszeru˝en megmutathato´, hogy (pe´lda´ul) a Lp(0, 1) terek
szigoru´an egyma´sba vannak skatulya´zva. Valo´ban, ha fα(x) :=
1
xα
(x ∈ (0, 1)),
akkor
fα ∈ Lp(0, 1) ⇐⇒ α < 1p ,
eze´rt
fα ∈ Lp \ Lq, ha p < 1α < q,
teha´t tetszo˝leges p < q esete´n Lp \ Lq 6= ∅.
2o Az elo˝bbi te´telben le´nyeges a me´rte´k ve´gesse´ge´re tett felte´tel.
2.4.5. Normakonvergencia. A Lp terek teljesse´ge
Az Lp tereken definia´lt norma´val fu¨ggve´nysorozat normakonvergencia´ja´t lehet
(terme´szetes mo´don) e´rtelmezni.
Defin´ıcio´. Legyen 1 ≤ p ≤ +∞. Azt mondjuk, hogy az (fn) ⊂ Lp fu¨ggve´nysorozat
az Lp te´r norma´ja´ban konvergens, ha
∃ f ∈ Lp : lim
n→∞
‖fn − f‖p = 0.
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Nyilva´n Lp-beli sorozatok Cauchy-tulajdonsa´ga is e´rtelmezheto˝:
Defin´ıcio´. Legyen 1 ≤ p ≤ +∞. Az (fn) ⊂ LP fu¨ggve´nysorozatot Cauchy-
sorozatnak nevezzu¨k, ha
∀ ε > 0-hoz ∃ N ∈ N : ∀n,m ≥ N -re ‖fn − fm‖p < ε.
Az Lp terek egyik legfontosabb tulajdonsa´ga az, hogy R-hez hasonlo´an itt is igaz
a Cauchy-fe´le konvergenciakrite´rium, azaz fu¨ggve´nysorozat (norma)konvergencia´ja
ekvivalens a fu¨ggve´nysorozat Cauchy-tulajdonsa´ga´val.
9. te´tel (Riesz–Fischer-te´tel2). Legyen (X,Ω, µ) egy tetszo˝leges me´rte´kte´r. Ekkor
minden 1 ≤ p ≤ +∞ kitevo˝ mellett a (Lp, ‖ · ‖p) norma´lt te´r teljes, azaz Banach-
te´r. Ez azt jelenti, hogy minden Lp-beli (fn) Cauchy-sorozat az L
p te´r norma´ja´ban
konvergens, vagyis le´tezik olyan f ∈ Lp fu¨ggve´ny, hogy
lim
n→+∞
‖f − fn‖p = 0.
Bizony´ıta´s. Az a´ll´ıta´s bizony´ıta´sa´nak Riesz Frigyes-fe´le alapgondolata a ko¨vetkezo˝:
Az Lp te´r tetszo˝leges (fn) Cauchy-sorozata´bo´l kiva´laszthato´ olyan
(
fnk
)
re´szsorozat, amelyik az X-en µ-m.m. (pontonke´nt) konverga´l egy f ∈ Lp
fu¨ggve´nyhez.
Ezt felhaszna´lva ma´r viszonylag egyszeru˝en meg lehet mutatni, hogy az ege´sz (fn)
sorozat ehhez az f fu¨ggve´nyhez tart az Lp te´r norma´ja´ban.
1. Legyen elo˝szo¨r 1 ≤ p < +∞, e´s vegyu¨nk egy tetszo˝leges (fn) Cauchy-sorozatot
az Lp te´rbo˝l, azaz tegyu¨k fel, hogy
∀ ε > 0-hoz ∃N ∈ N : ∀n,m ≥ N -re ‖fn − fm‖p < ε. (2.8)
Ekkor kiva´laszthato´ egy n1 < n2 < · · · indexsorozat u´gy, hogy
‖fnk+1 − fnk‖p <
1
2k
(k = 1, 2, . . .).
[Valo´ban, (2.8) miatt van olyan n1 index, hogy ‖fm−fn‖p < 12 minden m,n ≥ n1-re;
vegyu¨k ezuta´n n2 > n1-et u´gy, hogy ‖fm − fn‖p < 122 teljesu¨ljo¨n minden m,n ≥ n2
esete´n, s.´ı.t]
2Riesz Frigyes e´s a ne´met E. Fischer egyma´sto´l fu¨ggetlenu¨l tala´lta´k 1907-ben; mindketten a
pa´rizsi akade´mia Comptes Rendus-je´ben ko¨zo¨lte´k, Riesz ke´t ho´nappal elo˝bb, mint Fischer.
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(a) Megmutatjuk, hogy az ı´gy kiva´lasztott (fnk) re´szsorozat az X-en µ-m.m.
konverga´l egy f : X → R fu¨ggve´nyhez. Legyen
gK :=
K∑
k=1
∣∣fnk+1 − fnk∣∣ e´s g := lim
K→+∞
gK =
+∞∑
k=1
∣∣fnk+1 − fnk∣∣. (2.9)
(Mivel a
(
gK
)
fu¨ggve´nysorozat monoton no¨vekedo˝, eze´rt g valo´ban
”
jo´l definia´lt”
X → R t´ıpusu´ fu¨ggve´ny.) Vila´gos, hogy minden K terme´szetes sza´mra gK ∈ Lp
(vagyis gpk ∈ L1) e´s a norma´ra vonatkozo´ ha´romszo¨g-egyenlo˝tlense´g miatt
∥∥gK∥∥p = (∫
X
gpK dµ
)1/p
≤
K∑
k=1
∥∥fnk+1 − fnk∥∥p ≤ K∑
k=1
1
2k
≤ 1,
tova´bba´ gpK ր gp (K → +∞) pontonke´nt az X halmazon. A Beppo Levi-te´telt
alkalmazva kapjuk, hogy∫
X
gp dµ =
∫
X
lim
K→+∞
(
gpK
)
µ = lim
K→+∞
∫
X
gpK dµ ≤ 1,
e´s ez azt jelenti, hogy gp Lebesgue-integra´lhato´ (gp ∈ L1, illetve g ∈ Lp), ko¨vetkeze´s-
ke´ppen gp, teha´t g is ve´ges e´rte´ket vesz fel µ-m.m. az X-en. Ezt viszont u´gy is
fogalmazhatjuk, hogy a ∑
k=1
(
fnk+1 − fnk
)
fu¨ggve´nysor az X-en µ-m.m. abszolu´t konvergens. Az abszolu´t konvergencia maga
uta´n vonja a konvergencia´t is. Legyen
f := fn1 +
+∞∑
k=1
(
fnk+1 − fnk
)
.
(Ez a fu¨ggve´ny X-en µ-m.m. egye´rtelmu˝en van definia´lva.) f teha´t az
sK := fn1 +
K−1∑
k=1
(
fnk+1 − fnk
)
= fnK (K ∈ N)
fu¨ggve´nysorozat µ-m.m. hata´rfu¨ggve´nye. Igazoltuk teha´t azt, hogy a kiva´lasztott(
fnk
)
re´szsorozat µ-m.m. konvergens.
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(b) Most megmutatjuk, hogy az (fnK ) sorozat az L
p te´r norma´ja´ban is tart az
f fu¨ggve´nyhez. Valo´ban, a fentiek szerint
|f − sK | = |f − fnK | ≤
+∞∑
k=K
∣∣fnk+1 − fnk∣∣ ≤ g (K ∈ N).
Ebbo˝l e´s g ∈ Lp-bo˝l ko¨vetkezik, hogy f − fnK ∈ Lp, e´s eze´rt f ∈ Lp is teljesu¨l. Az(|f−fnK |p, K ∈ N) fu¨ggve´nysorozatra a Lebesgue-fe´le konvergenciate´telt alkalmazva∥∥f − fnK∥∥p → 0 (K → +∞) (2.10)
ado´dik.
(c) Ve´gu¨l az
‖f − fn‖p ≤ ‖f − fnK‖p + ‖fnK − fn‖p
egyenlo˝tlense´gbo˝l ko¨vetkezik, hogy az ege´sz (fn) sorozat is f -hez tart az L
p-norma´ban.
Valo´ban, az utolso´ o¨sszeg elso˝ tagja (2.10) miatt, a ma´sodik tagja pedig (fn) Cauchy-
tulajdonsa´ga miatt tart 0-hoz, ha n, nK → +∞.
A Riesz–Fischer-te´telt az 1 ≤ p < +∞ esetben teha´t bebizony´ıtottuk.
2. Ha p = +∞, akkor a fenti bizony´ıta´sban csak a
lim
K
‖f − fnK‖p = 0
rela´cio´ igazola´sa ige´nyel ne´mi mo´dos´ıta´st, ti. ekkor a Lebesgue-te´tel nem alkalmaz-
hato´. Azonban
‖fnk+1 − fnk‖∞ < 12k (k ∈ N),
amibo˝l egyszeru˝en kapjuk a
‖fnk+m − fnk‖∞ < 12k−1 (k ∈ N),
becsle´st. Innen viszont |f − fnk | < 12k−1 µ-m.m. (k ∈ N) ado´dik, azaz
‖f − fnk‖∞ < 12k−1 (k ∈ N),
ko¨vetkeze´ske´ppen lim
k
‖f − fnk‖∞ = 0. 
Megjegyze´s. A p = +∞ hata´resetben az L∞ te´r teljesse´ge´t a (C[a, b], ‖ · ‖∞) te´r
teljesse´ge´nek bizony´ıta´sa´na´l ko¨vetett mo´don is bela´thatjuk: Legyen (fn) egy L
∞-
beli Cauchy-sorozat. Adott k terme´szetes sza´mhoz teha´t le´tezik olyan Nk index,
hogy
‖fm − fn‖L∞ ≤ 1
k
∀m,n ≥ Nk-ra.
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A ‖ · ‖L∞ norma defin´ıcio´ja alapja´n le´tezik olyan Emn ⊂ X µ-nullame´rte´ku˝ halmaz,
hogy
|fm(x)− fn(x)| ≤ 1
k
(
x ∈ X \ Emn, m, n ≥ Nk
)
.
Legyen
Ek :=
+∞⋃
m,n=Nk
Emn.
Ekkor µ(Ek) = 0 e´s
|fm(x)− fn(x)| ≤ 1
k
∀x ∈ X \ Ek-ra e´s ∀m,n ≥ Nk-ra. (2.11)
Vila´gos, hogy az E := ∪kEk ⊂ X halmaz is µ-nullame´rte´ku˝. A fentiek alapja´n teha´t
minden x ∈ X \ E pontban (fn(x)) egy R-beli Cauchy-sorozat; jelo¨lju¨k f(x)-szel
a hata´re´rte´ke´t. A (2.11) egyenlo˝tlense´gben az m → +∞ hata´ra´tmenetet elve´gezve
kapjuk, hogy
|f(x)− fn(x)| ≤ 1
k
∀x ∈ X \ E-re e´s ∀n ≥ Nk-ra,
amibo˝l ko¨vetkezik, hogy f ∈ L∞ e´s ‖f − fn‖L∞ ≤ 1k minden n ≥ Nk indexre, e´s ez
azt jelenti, hogy ‖f − fn‖L∞ → 0, ha n→ +∞. Az
(
L∞, ‖ · ‖L∞
)
norma´lt te´r teha´t
valo´ban teljes.
2.5. Euklideszi terek e´s Hilbert-terek
Motiva´cio´: R3-ban a skala´ris szorzat. Skala´ris szorzattal fejezheto˝ ki vektorok
szo¨ge, mero˝legesse´ge, vetu¨lete, ta´volsa´ga, e´s maga a norma, a vektor abszolu´t e´rte´ke
is. Eze´rt azok a linea´ris terek, amelyekben R3 pe´lda´ja´ra a skala´ris szorzat van
e´rtelmezve, va´rhato´an sokkal to¨bb hasonlo´sa´got mutatnak a ko¨zo¨nse´ges ha´rom-
dimenzio´s vektorte´rrel, mint azok, amelyekben nincs skala´ris szorzat.
Defin´ıcio´. Az
(
X, 〈·, ·〉) rendezett pa´rt euklideszi te´rnek nevezzu¨k, ha
1o X linea´ris te´r a K sza´mtest felett;
2o 〈·, ·〉 pedig olyan 〈·, ·〉 : X ×X → K fu¨ggve´ny, amelyik tetszo˝leges x, y, z ∈ X
elemre e´s λ1, λ2 ∈ K sza´mra eleget tesz az ala´bbi ko¨vetelme´nyeknek:
(i) 〈x, y〉 = 〈y, x〉;
(ii) 〈λ1x+ λ2y, z〉 = λ1〈x, z〉+ λ2〈y, z〉;
(iii) 〈x, x〉 ≥ 0;
(iv) 〈x, x〉 = 0 ⇐⇒ x = θ.
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A 〈·, ·〉 leke´peze´st skala´ris szorzatnak nevezzu¨k.
Ha K = R, akkor valo´s, ha K = C, akkor pedig komplex euklideszi te´rro˝l
besze´lu¨nk. Ha a skala´ris szorzat a szo¨vegko¨rnyezetbo˝l nyilva´nvalo´, akkor egyszeru˝en
X-et ı´runk
(
X, 〈·, ·〉) helyett. X elemeit vektoroknak is nevezzu¨k.
Minden euklideszi te´rnek van terme´szetes norma´ja:
1. te´tel. Az
(
X, 〈·, ·〉) euklideszi te´ren az
‖x‖ :=
√
〈x, x〉 (x ∈ X)
fu¨ggve´ny norma az X linea´ris te´ren, teha´t minden euklideszi te´r egyu´ttal norma´lt
(teha´t metrikus) te´r is. Ezt a norma´t a skala´ris szorzat a´ltal induka´lt norma´nak
nevezzu¨k.
Minden X euklideszi te´rben igaz a Cauchy–Schwarz-egyenlo˝tlense´g:
|〈x, y〉| ≤ ‖x‖ · ‖y‖ (x, y ∈ X)
e´s a paralelogramma-azonossa´g:
‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2 (x, y ∈ X).
2. te´tel (Neumann Ja´nos te´tele). Az
(
X, ‖ · ‖) norma´lt te´rben a norma akkor
e´s csak akkor sza´rmaztathato´ skala´ris szorzatbo´l (azaz X euklideszi te´r), ha minden
x, y ∈ X esete´n igaz az
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2)
u´n. paralelogramma-egyenlo˝se´g.
3. te´tel. Az
(a) Rn (n ∈ N),
(b) lp,
(c) C[0, 1],
(d) L[0, 1]
tereken e´rtelmezett ‖ · ‖p (1 ≤ p ≤ +∞) norma akkor e´s csak akkor ele´g´ıti ki a
paralelogramma-egyenlo˝se´get, ha p = 2.
Defin´ıcio´. Az
(
X, 〈·, ·〉) euklideszi teret Hilbert-te´rnek nevezzu¨k, ha a skala´ris
szorzat a´ltal induka´lt norma´val nyert norma´lt te´r teljes.
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Pe´lda´k Hilbert-terekre
• Az Rn euklideszi te´r. A szoka´sos mu˝veletekkel ella´tott Rn linea´ris te´ren
az
〈x, y〉 :=
n∑
k=1
xkyk
(
x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn
)
fu¨ggve´ny skala´ris szorzat. Az induka´lt
‖x‖ :=
√
〈x, x〉 (x ∈ Rn)
norma´val Rn teljes, teha´t
(
Rn, 〈·, ·〉) egy ve´ges dimenzio´s Hilbert-te´r.
• A l2-te´r. Az
l2 :=
{
(xn) : N→ R
∣∣ +∞∑
n=1
|xn|2 < +∞
}
halmaz a sorozatok ko¨zo¨tti szoka´sos mu˝veletekkel egy R feletti linea´ris te´r, ezen az
〈x, y〉 :=
+∞∑
n=1
xnyn
(
x = (xn), y = (yn) ∈ l2
)
fu¨ggve´ny skala´ris szorzat. Az induka´lt norma ebben az esetben
‖x‖ =
√
〈x, x〉 =
(
+∞∑
n=1
|xn|2
)1/2
= ‖x‖l2 (x ∈ l2).
l2 ezzel a norma´val teljes, eze´rt
(
l2, 〈·, ·〉) Hilbert-te´r.
• A L2-terek. Legyen (X,Ω, µ) egy me´rte´kte´r. Tekintsu¨k az
L2(X,Ω, µ) :=
{
f : X → R
∣∣∣ ∫
X
|f |2 < +∞
}
fu¨ggve´nyteret, e´s legyen
‖f‖L2 :=
√∫
X
|f |2 dµ (f ∈ L2(X,Ω, µ)), (2.12)
ahol nem teszu¨nk ku¨lo¨nbse´get ke´t fu¨ggve´ny ko¨zo¨tt, ha azok µ-m.m. egyenlo˝k.
Emle´keztetu¨nk a Riesz–Fischer-te´telre, amely szerint L2(X,Ω, µ) ezzel a norma´val
Banach-te´r.
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Egyszeru˝en igazolhato´, hogy az
〈f, g〉 :=
∫
X
fg dµ
(
f, g ∈ L2(X,Ω, µ))
egyenlo˝se´ggel e´rtelmezett fu¨ggve´ny kiele´g´ıti a skala´ris szorzat ko¨vetelme´nyeit, emel-
lett ebbo˝l a skala´ris szorzatbo´l sza´rmaztatott
‖f‖ :=
√
〈f, f〉 (f ∈ L2(X,Ω, µ))
norma megegyezik a te´r (2.12) alatti norma´ja´val, eze´rt
(
L2(X,Ω, µ), 〈·, ·〉) Hilbert-
te´r.
• Az L2(I)-te´r. Legyen I ⊂ R egy nemdegenera´lt R-beli (korla´tos vagy nem
korla´tos) intervallum, e´s tekintsu¨k ezen a Lebesgue-fe´le me´rte´kteret. L2(I)-vel
fogjuk jelo¨lni az elo˝zo˝ pe´lda specia´lis eseteke´nt ado´do´ Hilbert-teret.
Megjegyze´s. Legyen I ⊂ R egy nemdegenera´lt korla´tos intervallum. Jelo¨lje
C(I) az I kompakt intervallumon e´rtelmezett valo´s e´rte´ku˝ folytonos fu¨ggve´nyek
”
szoka´sos” linea´ris tere´t. Azt ma´r tudjuk, hogy C(I) euklideszi te´r az
〈f, g〉 :=
∫
I
f(x)g(x) dx
(
f, g ∈ C(I))
skala´ris szorzatra ne´zve, so˝t azt is la´ttuk, hogy ez a te´r nem teljes, teha´t nem Hilbert-
te´r.
Megmutathato´, hogy a C(I) halmazhoz
”
alkalmas” fu¨ggve´nyeket hozza´ve´ve ez
a te´r teljesse´ teheto˝, vagyis alkalmas Hilbert-te´r su˝ru˝ altere´nek tekintheto˝. Bebi-
zony´ıthato´, hogy a C(I) teljesse´ te´tele´vel kapott Hilbert-te´r e´ppen az L2(I)
Hilbert-te´r lesz.
• Az L2w(I)Hilbert-terek. Tegyu¨k fel, hogy I egy R-beli ny´ılt intervallum e´s
w : I → R pedig a szoka´sos Lebesgue-me´rte´kre vonatkozo´lag me´rheto˝, m.m. nem-
negat´ıv fu¨ggve´ny. Tegyu¨k fel, hogy w integra´lhato´ I minden kompakt re´szinterval-
luma´n, e´s jelo¨lju¨k I-vel azon korla´tos intervallumok fe´lgyu˝ru˝je´t, amelyek leza´ra´sa
is I-ben van. A µ(J) :=
∫
J
w(t) dt ke´plet ve´ges me´rte´ket definia´l I-n. Tekintsu¨k a
hozza´ tartozo´ integra´lelme´letet, e´s jelo¨lju¨k L2w(I)-vel a megfelelo˝ L
2 teret. A w ≡ 1
esetben visszakapjuk az L2(I) teret.
Nem nehe´z igazolni azt, hogy L2w(I) az
〈f, g〉 :=
∫
I
f(t)g(t)w(t) dt
(
f, g ∈ L2w(I)
)
skala´ris szorzattal szinte´n Hilbert-te´r. A fenti tulajdonsa´gu´ w fu¨ggve´nyt su´lyfu¨gg-
ve´nynek szoka´s nevezni.
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Egy Hilbert-te´rben alapveto˝ fogalom az ortogonalita´s. AH-beli x e´s y vektorok
egyma´sra ortogona´lisak (mero˝legesek) — jelo¨le´sben x⊥ y —, ha 〈x, y〉 = 0, azaz
a ke´t vektor skala´ris szorzata nulla. Azt mondjuk, hogy az x ∈ H vektor ortogona´lis
az M ⊂ H halmazra — jelo¨le´sben x⊥M —, ha x ortogona´lis azM minden eleme´re.
Ve´gu¨l a H Hilbert-te´rM1 e´s M2 re´szhalmaza´t egyma´sra ortogona´lisnak nevezzu¨k —
jelo¨le´sben M1⊥M2 —, ha M1 ba´rmely eleme ortogona´lis M2 minden eleme´re. Nyil-
va´nvalo´, hogy a θ nullvektor ortogona´lis H minden eleme´re e´s egyu´ttal H minden
re´szhalmaza´ra.
3. A legjobb approxima´cio´ proble´mako¨re
Ebben a fejezetben az approxima´cio´elme´let ne´ha´ny alapfeladata´val foglalkozunk.
3.1. A proble´ma felvete´se e´s absztrakt negfogalmaza´sa
Az elemi geometria´ban la´ttuk, hogy milyen fontos szerepet ja´tszik pont e´s egyenes
ta´volsa´ga´nak a fogalma. Az x0 pontnak e´s az M egyenesnek a ta´volsa´ga´n a pontbo´l
az egyenesre a´ll´ıtott mero˝leges szakasz d hossza´t e´rtettu¨k, e´s ezt a defin´ıcio´t ekvi-
valens mo´don a´tfogalmaztuk:
d
̺2(x0, y)
x0
M
Vegyu¨k x0-nak e´s az egyenes tetszo˝leges y
pontja´nak a ̺2(x0, y)-nal jelo¨lt ta´volsa´ga´t.
Ekkor d ezek ko¨zu¨l a leheto˝ legkisebb:
d = min {̺2(x0, y) | y ∈M} = ̺2(x0, y0).
Ugyan´ıgy e´rtelmeztu¨k pont e´s s´ık ta´volsa´ga´t. Nyilva´nvalo´, hogy ez a fogalom
tetszo˝leges metrikus te´rben is bevezetheto˝. Motiva´cio´ke´nt gondoljunk me´g Csebisev
klasszikus te´tele´re. A
(
C[a, b], ̺∞
)
metrikus te´rben hasonlo´ mo´don e´rtelmezhetju¨k
egy f ∈ C[a, b] fu¨ggve´nynek Pn-to˝l, vagyis a legfeljebb n-edfoku´ polinomok hal-
maza´to´l vett ta´volsa´ga´t. Csebisev te´tele azt a´ll´ıtja, hogy Pn-ben pontosan egy f -hez
legko¨zelebbi polinom tala´lhato´. Ma´r ez az egyetlen pe´lda is ele´g indok arra, hogy a
szo´ban forgo´ fogalmat e´rdemes (elso˝ ko¨zel´ıte´sben metrikus te´rre) a´ltala´nos´ıtani.
Defin´ıcio´. Az (X, ̺) metrikus te´rben az x0 pont e´s a nemu¨res M ⊂ X halmaz
ta´volsa´ga´t ı´gy e´rtelmezzu¨k:
d(x0,M) := inf
{
̺(x0, y)
∣∣ y ∈M}.
Ezt a sza´mot az x0 pont M-beli elemekkel valo´ legjobb ko¨zel´ıte´se´nek is
nevezzu¨k.
La´ssuk elo˝szo¨r a defin´ıcio´ ne´ha´ny egyszeru˝ ko¨vetkezme´nye´t. Tetszo˝leges x0 ∈ X
pont e´s nemu¨res M ⊂ X halmaz esete´n a ko¨vetkezo˝ a´ll´ıta´sok e´rve´nyesek.
• A szo´ban forgo´ infimum le´tezik e´s d(x0,M) ≥ 0.
• Van olyan M -beli (yn) sorozat, amelyre ̺(x0, yn) → d(x0,M) (n → +∞).
Valo´ban, az infimum defin´ıcio´ja alapja´n minden n ∈ N esete´n le´tezik olyan yn ∈M ,
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hogy
d(x0,M) ≤ ̺(x0, yn) ≤ d(x0,M) + 1n .
Az (yn) ⊂M sorozatot az x0 pont egy minimaliza´lo´ sorozata´nak nevezzu¨k.
• A d(x0,M) = 0 specia´lis esetre az ala´bbi ekvivalencia´k e´rve´nyesek:
d(x0,M) = 0 ⇐⇒ ∀ ε > 0-hoz ∃ y ∈M : ̺(x0, y) < ε;
⇐⇒ x0 ∈M ;
⇐⇒ ∃ (yn) ⊂M : ̺(x0, yn)→ 0 (n→ +∞).
A d(x0,M) = 0 egyenlo˝se´g teha´t azt jelenti, hogy az x0 pont tetszo˝leges pontossa´ggal
megko¨zel´ıtheto˝ (approxima´lhato´) M -beli elemekkel.
• A {̺(x0, y) | y ∈M} ⊂M sza´mhalmaznak a´ltala´ban nincs legkisebb eleme.
Ha van, akkor a halmaznak van minimuma, e´s ez az infimummal egyenlo˝. Ekkor
teha´t le´tezik olyan y0 ∈M , amelyre a
d(x0,M) = ̺(x0, y0) (= min{̺(x0, y) | y ∈M})
egyenlo˝se´g teljesu¨l. Ilyenkor azt is mondjuk, hogy a d(x0,M) ta´volsa´g y0-lal re-
aliza´lo´dik. A va´ltozatossa´g kedve´e´rt y0-ra is to¨bb elneveze´st haszna´lunk. Azt fogjuk
mondani, hogy y0
— egy, az x0 ponthoz legko¨zelebbi M -beli elem,
— minima´lis ta´volsa´gra van x0-to´l,
— az x0 pont egy minimaliza´lo´ eleme,
— egy, az x0 pontot legjobban megko¨zel´ıto˝ M -beli elem.
A ko¨vetkezo˝ ke´rde´seket vetju¨k fel.
1. A le´teze´s proble´ma´ja. Adott x0 ∈ X e´s M ⊂ X esete´n vajon le´tezik-e
x0-at legjobban megko¨zel´ıto˝ M -beli y0 elem? Milyen felte´telek mellett igaz az, hogy
minden x0 ∈ X-hez van ilyen y0?
2. Az egye´rtelmu˝se´g proble´ma´ja. Ha x0-hoz le´tezik legjobban ko¨zel´ıto˝
elem, akkor az milyen felte´telek mellett lesz egye´rtelmu˝?
3. A jellemze´s proble´ma´ja. Le´teze´s e´s egye´rtelmu˝se´g esete´n hogyan lehet
jellemezni a legjobban ko¨zel´ıto˝ elemet.
4. Az elo˝a´ll´ıta´s proble´ma´ja. Ha az elso˝ ke´t (ha´rom) ke´rde´sre pozit´ıv a
va´lasz, akkor hogyan lehet a legjobban ko¨zel´ıto˝ elemet explicit mo´don (pontosan)
vagy numerikusan elo˝a´ll´ıtani.
5. Meg lehet-e hata´rozni d(x0,M)-et? Ha nem, akkor milyen ”
jo´” felso˝ becsle´st
lehet erre megadni?
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Az approxima´cio´elme´let a fenti proble´ma´kra ad teljes vagy re´szleges va´laszt
akkor, amikor ku¨lo¨nbo¨zo˝ fu¨ggve´nyoszta´lyokban, ku¨lo¨nbo¨zo˝ norma´lt terekben levo˝
fu¨ggve´nyeket ko¨zel´ıtu¨nk M -beli elemekkel, ahol M bizonyos
”
jo´l” kezelheto˝ fu¨gg-
ve´nyekbo˝l (pl. algebrai vagy trigonometrikus polinomok, spline-fu¨ggve´nyek) a´llo´
halmaz.
A re´szletek ismertete´se elo˝tt la´ssunk ne´ha´ny egyszeru˝ pe´lda´t.
• A ko¨zo¨nse´ges ha´romdimenzio´s te´rben (vagyis az (R3, ̺2) metrikus te´rben)
tetszo˝leges x0 pont e´s M egyenes esete´n pontosan egy x0-t legjobban megko¨zel´ıto˝
y0 ∈M pont le´tezik, e´s ezt a mero˝legesse´ggel lehet jellemezni.
• Ha az (R2, ̺2) metrikus te´rben M := k1(0) az origo´ ko¨ze´ppontu´ 1-sugaru´
ny´ılt ko¨rlap, x0 pedig a (2, 0) koordina´ta´ju´ pont, akkor M -ben nyilva´n nincs x0-hoz
legko¨zelebbi pont. Ha a za´rt ko¨rlapot vesszu¨k, akkor egyetlen x0-hoz legko¨zelebbi
pont van.
• Ha az (R2, ̺∞) metrikus te´rbenM := k1(0) (azazM az origo´ ko¨ze´ppontu´, a
tengelyekkel pa´rhuzamos 2 egyse´g oldalu´ za´rt ne´gyzet), x0 pedig a (2, 0) koordina´ta´ju´
pont, akkor M -ben ve´gtelen sok x0-hoz legko¨zelebbi pont van. (Melyek ezek?)
• Csebisev te´tele azt a´ll´ıtja, hogy az (C[a, b], ̺∞) metrikus te´rben minden f ∈
C[a, b] fu¨ggve´ny esete´n Pn-ben pontosan egy f -hez legko¨zelebbi polinom tala´lhato´.
A tova´bbiakban a felvetett proble´ma´k ko¨zu¨l az csak elso˝ ketto˝vel foglalkozunk.
Az ime´nti pe´lda´k azt mutatja´k, hogy pozit´ıv va´laszhoz egyre´szt az X te´rre, ma´sre´szt
pedig az M halmazra is kell kiege´sz´ıto˝ felte´teleket tenni.
3.2. A legjobban ko¨zel´ıto˝ elem le´teze´se metrikus terekben
A lega´ltala´nosabb te´rstruktu´ra´nkban, vagyis metrikus terekben kompakt re´szhal-
mazok esete´n ma´r biztos´ıthato´ a legjobban ko¨zel´ıto˝ elemnek a le´teze´se.
1. te´tel. Az (X, ̺) metrikus te´r tetszo˝leges M ⊂ X kompakt re´szhalmaza esete´n
minden x0 ∈ X ponthoz van legko¨zelebbi M-beli y0 pont, azaz
∀x0 ∈ X-hez ∃ y0 ∈M : ̺(x0, y0) = d(x0,M).
Bizony´ıta´s. Legyen d := d(x0,M) = inf{̺(x0, y) | y ∈ M}, e´s vegyu¨nk egy (zn)
minimaliza´lo´ sorozatot, azaz tegyu¨k fel, hogy
(zn) ⊂M : ̺(x0, zn)→ d, ha n→ +∞.
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Mivel M kompakt, eze´rt (zn)-nek van olyan konvergens (znk) re´szsorozata, ame-
lyiknek az y0 hata´re´rte´ke M -ben van. Megmutatjuk, hogy y0 az x0 ponthoz legko¨-
zelebbi M -beli elem, azaz ̺(x0, y0) = d. Valo´ban, a ha´romszo¨g-egyenlo˝tlense´g miatt
̺(x0, y0) ≤ ̺(x0, zn) + ̺(zn, z0).
A bal oldal itt n-to˝l fu¨ggetlen, a jobb oldal pedig nk → +∞ esete´n d-hez tart,
eze´rt ̺(x0, y0) ≤ d. Ma´sre´szt y0 ∈ M , eze´rt a ̺(x0, y0) ≥ d egyenlo˝tlense´g is igaz,
ko¨vetkeze´ske´ppen ̺(x0, y0) = d. 
Megjegyze´s. A bizony´ıta´sban szereplo˝ (zn) sorozat ba´rmely ∅ 6= M ⊂ X halmaz
esete´n korla´tos. Valo´ban, van olyan n ∈ N, amellyel pl. ̺(x0, zn) ≤ d + 1 (n ≥ N)
teljesu¨l. Eze´rt az
r := max {d+ 1, ̺(x0, z1), ̺(x0, z2), . . . , ̺(x0, zN−1)}
jelo¨le´ssel ̺(x0, zn) ≤ r (n ∈ N), azaz (zn) ⊂ kr(x0). I´gy a bizony´ıta´sban az M kom-
paktsa´ga helyett csak az M halmaz u´n. kva´zikompaktsa´ga´t haszna´ltuk ki; teha´t azt,
hogy ba´rmely korla´tos (zn) ⊂ M sorozatnak van M -ben konvergens re´szsorozata.
Pe´lda´ul
(
Rn, ̺∞
)
-ben (n ∈ N) minden nemu¨res za´rt M halmaz kva´zikompakt.
3.3. Approxima´cio´s te´telek norma´lt terekben
Most valo´s (X, ‖ · ‖) norma´lt terekben tanulma´nyozzuk a legjobban ko¨zel´ıto˝ elem
le´teze´se´nek e´s egye´rtelmu˝se´ge´nek a proble´ma´ja´t. Az x0 ∈ X pontnak e´s a nemu¨res
M ⊂ X halmaznak a ta´volsa´ga ebben az esetben
d(x0,M) = inf {‖x0 − y‖ | y ∈M} .
Az M halmazra vonatkozo´an ke´t esetet fogunk vizsga´lni:
• M ve´ges dimenzio´s alte´r X-ben,
• M ⊂ X konvex e´s za´rt halmaz.
3.3.1. Alte´rto˝l vett ta´volsa´g
A le´teze´s proble´ma´ja
Tegyu¨k fel, hogy M az X norma´lt (teha´t specia´lisan metrikus) te´r egy altere. Ez
a´ltala´ban nem kompakt, eze´rt az elo˝zo˝ te´telu¨nk ko¨zvetlenu¨l nem alkalmazhato´.
Emle´kezzu¨nk viszont arra, hogy egy ve´ges dimenzio´s te´rnek egy re´szhalmaza pon-
tosan akkor kompakt, ha korla´tos e´s za´rt, e´s ilyen halmazokat ko¨nnyen ki tudunk
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jelo¨lni. Ezeket az e´szreve´teleket felhaszna´lva megmutatjuk, hogy norma´lt te´r tet-
szo˝leges ve´ges dimenzio´s altere´ben mindig van minimaliza´lo´ vektor.
2. te´tel (a legjobban ko¨zel´ıto˝ elem le´teze´se). Legyen M az (X, ‖ · ‖) norma´lt te´r
ve´ges dimenzio´s altere. Ekkor ba´rmely x0 ∈ X elemhez van hozza´ legko¨zelebbi
M-beli y0 vektor, azaz
∀ x0 ∈ X-hez ∃ y0 ∈M : ‖x0 − y0‖ = d(x0,M).
Bizony´ıta´s. Vegyu¨k az alte´r egy ξ ∈ M ro¨gz´ıtett pontja´t, e´s jelo¨lju¨k M∗-gal azon
y ∈M vektorok halmaza´t, melyekre az ‖y − x0‖ ≤ ‖x0 − ξ‖ egyenlo˝tlense´g teljesu¨l:
M∗ := {y ∈M | ‖y − x0‖ ≤ ‖x0 − ξ‖ } ⊂M.
EkkorM∗ a ve´ges dimenzio´sM alte´r egy korla´tos e´s za´rt, ko¨vetkeze´ske´ppen kompakt
re´szhalmaza. Az 1. te´telbo˝l teha´t ko¨vetkezik az a´ll´ıta´s. 
Az egye´rtelmu˝se´g proble´ma´ja
Ez a le´teze´s proble´ma´ja´na´l ma´r nehezebb. E´rdemes megint egyszeru˝ pe´lda´kbo´l ki-
indulni. Tekintsu¨k a ku¨lo¨nbo¨zo˝ norma´kkal ella´tott R2 s´ıkot. Egyszeru˝ e´szrevenni,
hogy a norma megva´laszta´sa´to´l fu¨gg a legko¨zelebbi elem egye´rtelmu˝se´ge.
• Tekintsu¨k az euklideszi norma´val ella´tott s´ıkot, azaz legyen X := R2 e´s
‖ · ‖ := ‖ · ‖2. Vegyu¨nk egy M ⊂ R2 alteret, vagyis egy origo´n a´tmeno˝ egyenest e´s
egy x0 ∈ R2 pontot. Az elemi geometria´bo´l tudjuk, hogy ekkor ba´rmelyik x0 ∈ R2
pont esete´n az M egyenesen egyetlen olyan y0 ∈ M pont van, amelyik legko¨zelebb
van az x0-hoz.
• Vegyu¨k most a maximum-norma´val ella´tott s´ıkot (X := R2, ‖ · ‖ := ‖ · ‖∞),
e´s tekintsu¨k az x0 := (0, 1) pontot, valamint az y = 0 egyenletu˝ egyenest, vagyis az
M := {(x1, 0) ∈ R2 | x1 ∈ R} ⊂ R2
alteret. Vila´gos, hogy ekkor M -ben ve´gtelen sok x0-hoz legko¨zelebbi y0 ∈ M pont
van.
x0(0, 1)
−1 y0 1
x2
x1M
Ha y0 := (y, 0) e´s |y| ≤ 1, akkor ‖x0−y0‖∞ =
1, teha´t minden ilyen y0 pontra igaz, hogy
‖x0 − y0‖ = d(x0,M) = 1.
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Ez a ke´t egyszeru˝ pe´lda azt mutatja, hogy az egye´rtelmu˝se´ghez a norma´ra tova´bbi
felte´telt kell tennu¨nk. A ke´rde´s persze az, hogy a norma´nak milyen tulajdonsa´ga´n
mu´lik az egye´rtelmu˝se´g. A va´lasz kerese´se´hez ne´zzu¨k meg a fenti ke´t esetben az
egyse´ggo¨mbo¨ket !
−1
1
1
−1
x2
x1 −1
1
1
−1
x2
x1
Az elso˝ szembetu˝no˝ ku¨lo¨nbse´g az, hogy a ma´sodik esetben az egyse´ggo¨mb-felu¨let
tartalmaz szakaszt, az elso˝ esetben pedig nem. Kideru¨lt (e´s ezt hamarosan meg is
fogjuk mutatni), hogy az egye´rtelmu˝se´g az egyse´ggo¨mb-felu¨letnek ezen geometriai
tulajdonsa´ga´n mu´lik. A re´szletek pontos´ıta´sa elo˝tt ennek a szemle´letes fogalomnak a
”
geometria´to´l mentes” e´rtelmeze´se´t kell megadnunk tetszo˝leges norma´lt te´rre. Ezek
uta´n ele´g
”
terme´szetes” a ko¨vetkezo˝
Defin´ıcio´. Az (X, ‖ · ‖) norma´lt teret szigoru´an konvexnek nevezzu¨k akkor, ha
az X-beli origo´ ko¨ze´ppontu´ egyse´ggo¨mb-felu¨let nem tartalmaz szakaszt, azaz ha
‖x‖ = ‖y‖ =
∥∥∥∥x+ y2
∥∥∥∥ = 1 =⇒ x = y.
E´rdekes az a (nem nyilva´nvalo´) te´ny, hogy ezt a geometriai tulajdonsa´got tiszta´n
algebrai u´ton is lehet jellemezni. Induljunk ki a norma´lt terekben alapveto˝ szerepet
ja´tszo´
‖x+ y‖ ≤ ‖x‖+ ‖y‖ (3.1)
ha´romszo¨g-egyenlo˝tlense´gbo˝l, e´s vessu¨k fel azt a ke´rde´st, hogy vajon mikor a´ll itt
fenn az egyenlo˝se´g. Az vila´gos, hogy tetszo˝leges norma´lt te´rben az egyira´nyu´ vek-
torokra (x e´s y ilyenek, ha y = λx valamely λ ≥ 0 sza´mra) (3.1)-ben egyenlo˝se´g
van. A fenti ke´t pe´lda´ban ko¨nnyu˝ elleno˝rizni, hogy az euklideszi norma esete´n (3.1)-
ben csak az egyira´nyu´ vektorokra van egyenlo˝se´g, a maximum-norma´ra ez azonban
nem igaz (tekintsu¨k pe´lda´ul az egyse´ggo¨mb-felu¨let valamelyik szakasza´t). Ez azt
jelenti, hogy tetszo˝leges norma´lt te´rben a norma´to´l fu¨gg, hogy milyen vektorokra
a´ll fenn az egyenlo˝se´g a ha´romszo¨g-egyenlo˝tlense´gben. Szigoru´an norma´lt te´rnek
fogjuk nevezni a teret akkor, ha a ha´romszo¨g-egyenlo˝tlense´gben csak az egyira´nyu´
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vektorok esete´n a´ll fenn az egyenlo˝se´g. Meg fogjuk mutatni, hogy a norma´nak ez az
algebrai tulajdonsa´ga ekvivalens a fentebb bevezetett geometriai tulajdonsa´ggal.
Defin´ıcio´. Azt mondjuk, hogy az (X, ‖ · ‖) norma´lt te´r szigoru´an norma´lt, ha
minden x, y ∈ X esete´n
‖x+ y‖ = ‖x‖+ ‖y‖ ⇐⇒ ∃λ ≥ 0 : y = λx.
3. te´tel. Az (X, ‖ · ‖) norma´lt te´r akkor e´s csak akkor szigoru´an konvex, ha szigo-
ru´an norma´lt.
Bizony´ıta´s. ⇐ Tegyu¨k fel elo˝szo¨r azt, hogy a te´r szigoru´an norma´lt, e´s mutassuk
meg, hogy ekkor szigoru´an konvex is. Vegyu¨nk olyan x, y ∈ X vektorokat, amelyekre
fenna´ll az
‖x‖ = ‖y‖ =
∥∥∥∥x+ y2
∥∥∥∥ = 1
egyenlo˝se´g. Ebbo˝l az ko¨vetkezik, hogy∥∥∥x
2
+
y
2
∥∥∥ = ∥∥∥x
2
∥∥∥+ ∥∥∥y
2
∥∥∥ .
Mivel az X te´r szigoru´an norma´lt, eze´rt y
2
= λx
2
, azaz y = λx valamilyen λ > 0
sza´mra. x e´s y norma´ja azonban 1, eze´rt λ = 1, azaz x = y. Ez azt jelenti, hogy a
te´r szigoru´an konvex.
⇒ Most tegyu¨k fel, hogy azX szigoru´an konvex te´r, e´s la´ssuk be, hogy szigoru´an
norma´lt is. Ehhez ele´g bebizony´ıtani azt, hogy ha a nemnulla vektorokra fenna´ll az
‖x + y‖ = ‖x‖ + ‖y‖ egyenlo˝se´g, akkor ∃λ > 0 : y = λx. Tegyu¨k fel teha´t, hogy
x, y ∈ X \ {θ} e´s
‖x+ y‖ = ‖x‖+ ‖y‖. (3.2)
Abban az esetben, ha x e´s y norma´ja megegyezik, ma´r ke´szen is vagyunk, ti. a
szigoru´ konvexita´sbo´l (a norma homogenita´sa´nak a felhaszna´la´sa´val) ro¨gto¨n ko¨vet-
kezik az x = y egyenlo˝se´g.
Az (3.2)-ben azonban nyugodtan feltehetju¨k, hogy ‖x‖ = ‖y‖, mert
‖x+ y‖ = ‖x‖+ ‖y‖ =⇒ ∀µ > 0-ra : ‖x+ µy‖ = ‖x‖+ ‖µy‖. (3.3)
Ennek az a´ll´ıta´snak a bizony´ıta´sa 0 < µ ≤ 1 esete´n az
‖x‖+ ‖y‖ = ‖x+ y‖ = ‖x+ µy + (1− µ)y‖ ≤ ‖x+ µy‖+ (1− µ)‖y‖ ≤
≤ ‖x‖+ ‖µy‖+ (1− µ)‖y‖ = ‖x‖+ µ‖y‖+ (1− µ)‖y‖ = ‖x‖+ ‖y‖
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egyenlo˝tlense´g- (de valo´ja´ban egyenlo˝se´g-) la´ncbo´l ko¨vetkezik. Az x e´s y szerepe´t
felcsere´lve ebbo˝l a minden 0 < ν ≤ 1-re igaz ‖νx + y‖ = ‖νx‖ + ‖y‖ egyenlo˝se´get
kapjuk, e´s ebbo˝l ν-vel valo´ oszta´s uta´n ado´dik (3.3) a µ ≥ 1 esetre is. 
A nevezetes norma´lt tereinkre ebbo˝l a szempontbo´l a ko¨vetkezo˝k e´rve´nyesek.
Pe´lda´k.
• Az (Rn, ‖ · ‖p) terek 1 < p < +∞ esete´n szigoru´an norma´ltak/konvexek, de
ha p = 1 e´s p = +∞, akkor nem azok.
• Az (lp, ‖ · ‖p) terek 1 < p < +∞ esete´n szigoru´an norma´ltak/konvexek, de
ha p = 1 e´s p = +∞, akkor nem azok.
• A (Lp(I), ‖ · ‖Lp) (I ⊂ R nemelfajulo´ intervallum) terek 1 < p < +∞ esete´n
szigoru´an norma´ltak/konvexek, de ha p = 1 e´s p = +∞, akkor nem azok.
(A pozit´ıv a´ll´ıta´sok a megfelelo˝ Minkowski-egyenlo˝tlense´gekbo˝l vezetheto˝k le. A
negat´ıv esetekben pedig viszonylag egyszeru˝ ellenpe´lda´kat lehet megadni.)
• A (C[a, b], ‖ ·‖∞) norma´lt te´r nem szigoru´an konvex/norma´lt. Tekintsu¨k ui.
a ko¨vetkezo˝ fu¨ggve´nyeket:
1
a b
f
x2
x1
1
a b
g
x2
x1
a+b
2
Vila´gos, hogy ‖f + g‖∞ = ‖f‖∞ + ‖g‖∞, de nincs olyan λ > 0 sza´m, hogy f = λg,
eze´rt a te´r nem szigoru´an konvex.
• Minden (H, 〈·, ·〉) Hilbert-te´r szigoru´an norma´lt/konvex. Ez az ala´bbi
(egyszeru˝en bebizony´ıthato´) a´ll´ıta´sokbo´l ko¨vetkezik: ha x, y ∈ H e´s
| 〈x, y〉 | = ‖x‖ · ‖y‖ ⇐⇒ x = λy (λ ∈ R),
‖x+ y‖ = ‖x‖+ ‖y‖ ⇐⇒ 〈x, y〉 = ‖x‖ · ‖y‖.
Most megmutatjuk, hogy szigoru´an konvex/norma´lt terekben tetszo˝leges pontot
e´s ba´rmelyik ve´ges dimenzio´s alteret ve´ve pontosan egy olyan alte´rbeli pont van,
amelyik legko¨zelebb van a kiva´lasztott ponthoz.
4. te´tel (a legjobban ko¨zel´ıto˝ elem egye´rtelmu˝se´ge). Legyen M egy ve´ges dimenzio´s
alte´r az
(
X, ‖ · ‖) szigoru´an konvex/norma´lt te´rben. Ekkor minden x0 ∈ X ponthoz
le´tezik pontosan egy, to˝le minima´lis ta´volsa´gra levo˝ y0 pont M-ben, azaz
∀ x0 ∈ X-hez ∃ ! y0 ∈M : ‖x0 − y0‖ = d(x0,M).
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Bizony´ıta´s. Az y0 pont le´teze´se az 2. te´telbo˝l ko¨vetkezik.
Az egye´rtelmu˝se´g bizony´ıta´sa´hoz tegyu¨k fel, hogy az y0 e´s y
′
0 M -beli elem mind-
egyike minimaliza´lo´ vektor, azaz
‖x0 − y0‖ = ‖x0 − y′0‖ = d(x0,M) =: d. (3.4)
Elo˝szo¨r azt mutatjuk meg, hogy ekkor az y0, y
′
0 pontokat o¨sszeko¨to˝ szakasz felezo˝-
pontja, vagyis az az
y0+y′0
2
pont is egy legjobban ko¨zel´ıto˝ elem. A ha´romszo¨g-
egyenlo˝tlense´g alapja´n egyre´szt∥∥∥∥x0 − y0 + y′02
∥∥∥∥ = ‖(x0 − y0) + (x0 − y′0)‖2 ≤ ‖x0 − y0‖+ ‖x0 − y′0‖2 = d.
Ma´sre´szt azM egy alte´r, eze´rt a felezo˝pont is hozza´ tartozikM -hez, azaz
y0+y′0
2
∈M .
Ekkor viszont d e´rtelmeze´se miatt
∥∥∥x0 − y0+y′02 ∥∥∥ ≥ d, teha´t∥∥∥∥x0 − y0 + y′02
∥∥∥∥ = d. (3.5)
Ha d = 0, akkor nyilva´n x0 = y0 = y
′
0. Ha d > 0, akkor (3.4) e´s (3.5) alapja´n
kapjuk, hogy ∥∥∥∥x0 − y0d
∥∥∥∥ = ∥∥∥∥x0 − y′0d
∥∥∥∥ =
∥∥∥∥∥x0 −
y0+y′0
2
d
∥∥∥∥∥ = 1.
Mivel az X te´r szigoru´an konvex, eze´rt ebbo˝l az ko¨vetkezik, hogy y0 = y
′
0, e´s ez az
a´ll´ıta´s bizony´ıta´sa´t jelenti. 
3.3.2. Za´rt e´s konvex halmazokto´l vett ta´volsa´g
Most ne´zzu¨k a legjobb approxima´cio´ proble´ma´ja´t abban az esetben, ha M nem
altere az X norma´lt te´rnek. Nem tu´l nehe´z meggondolni, hogy a minimaliza´lo´ elem
le´teze´se´hez e´s egye´rtelmu˝se´ge´hez M -nek legala´bb za´rtnak e´s konvexnek kell lenni.
Az is va´rhato´, hogy az egye´rtelmu˝se´ghez a norma´ra is kell tenni valamilyen felte´telt.
Ezt nem egyszeru˝ megtala´lni. A ve´geredme´ny:
Defin´ıcio´. Azt mondjuk, hogy az (X, ‖ · ‖) norma´lt te´r egyenletesen konvex, ha
∀ ε > 0-hoz ∃ δ > 0 : ‖x‖ = ‖y‖ = 1 e´s
∥∥∥∥x+ y2
∥∥∥∥ > 1− δ =⇒ ‖x− y‖ < ε.
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Az egyenletes konvexita´s az egyse´ggo¨mb-felu¨let egy geometriai tulajdonsa´ga´t fe-
jezi ki: ha azon olyan pontokat veszu¨nk, amelyeket o¨sszeko¨to˝ szakasz felezo˝pontja
ko¨zel van a felu¨lethez, akkor a ke´t pont ko¨zel van egyma´shoz:
egyenletesen konvex nem egyenletesen konvex
Megjegyze´s. Az egyenletes konvexita´snak egyfajta algebrai interpreta´cio´ja is ad-
hato´. Emle´keztetu¨nk arra, hogy euklideszi terek fontos tulajdonsa´ga a paralelogram-
ma-azonossa´g:
‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2.
Ez norma´lt terekben a´ltala´ban nem igaz. Az egyenletes konvexita´st felfoghatjuk u´gy
is, mint ennek az azonossa´gnak egy gyeng´ıtett va´ltozata´t.
5. te´tel (az egyenletes konvexita´s e´s a szigoru´ konvexita´s kapcsolata). Ha az
(X, ‖ · ‖) norma´lt te´r egyenletesen konvex, akkor szigoru´an konvex is.
Ha az (X, ‖ · ‖) norma´lt te´r szigoru´an konvex e´s ve´ges dimenzio´s, akkor egyen-
letesen konvex is.
• Ve´ges dimenzio´ban a ke´t fogalom ekvivalens.
• A te´tel elso˝ fele´ben levo˝ a´ll´ıta´s megford´ıta´sa nem igaz!
• A kora´bbi szigoru´an konvex pe´lda´k mindegyike egyenletesen konvex is.
Az alapte´tel: Szo˝kefalvi-Nagy Be´la, 1942.
6. te´tel. Legyen (X, ‖ · ‖) egyenletesen konvex Banach te´r e´s M ⊂ X tetszo˝leges
nemu¨res konvex za´rt halmaz. Ekkor minden x0 ∈ X ponthoz le´tezik pontosan egy,
to˝le minima´lis ta´volsa´gra le´vo˝ M-beli y0 pont.
3.3.3. Approxima´cio´s te´telek konkre´t fu¨ggve´nyterekben
Alkalmazzuk most a legjobban ko¨zel´ıto˝ elem le´teze´se´re e´s egye´rtelmu˝se´ge´re vonat-
kozo´ a´ltala´nos eredme´nyeket (l. a 2. e´s a 4. te´teleket) konkre´t fu¨ggve´nyterekre.
Tekintsu¨k elo˝szo¨r a folytonos fu¨ggve´nyek
(
C[a, b], ‖ · ‖∞
)
norma´lt tere´t. A 2. te´tel
ko¨zvetlen ko¨vetkezme´nye az ala´bbi
7. te´tel. Legyen f ∈ C[a, b] folytonos fu¨ggve´ny. Ekkor minden n terme´szetes
sza´mhoz le´tezik f -et egyenletesen legjobban megko¨zel´ıto˝ legfeljebb n-edfoku´ pn algebrai
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polinom, az
∀ f ∈ C[a, b]-hez e´s ∀n ∈ N-hez ∃ pn ∈ Pn :
‖f − pn‖∞ = inf{‖f − p‖∞ | p ∈ Pn}.
Az egye´rtelmu˝se´gre vonatkozo´ a´ltala´nos te´tel nem alkalmazhato´, mert a maxi-
mum-norma´val ella´tott C[a, b] te´r nem szigoru´an norma´lt. Az egye´rtelmu˝se´g azon-
ban igaz. Ez Csebisev te´tele´bo˝l ko¨vetkezik.
Ne´zzu¨k most a
(
Lp(a, b), ‖ · ‖Lp
)
tereket. Ezek 1 < p < +∞ esete´n szigoru´an
norma´ltak, eze´rt a 2. e´s a 4. te´telekbo˝l kapjuk a ko¨vetkezo˝ a´ll´ıta´st.
8. te´tel. Legyen 1 ≤ p ≤ +∞. Ekkor ba´rmely f ∈ Lp(a, b) fu¨ggve´nyhez e´s minden
n terme´szetes sza´mhoz le´tezik f -et az Lp-norma´ban legjobban megko¨zel´ıto˝ legfeljebb
n-edfoku´ pn polinom, azaz
∀ f ∈ Lp(a, b)-hez e´s ∀n ∈ N-hez ∃ pn ∈ Pn :
‖f − pn‖Lp = inf{‖f − p‖Lp | p ∈ Pn}.
Ha 1 < p < +∞, akkor pn egye´rtelmu˝en meghata´rozott.
Ko¨nnyu˝ la´tni, hogy p = 1 esete´n az egye´rtelmu˝se´g nem igaz. Tekintsu¨k az
f(x) :=
{
−1, ha −1 ≤ x ≤ 0
1, ha 0 < x ≤ 1
fu¨ggve´nyt e´s a konstans polinomokat.
3.4. Approxima´cio´s te´telek Hilbert-terekben
A vizsga´lt a´ltala´nos te´rstruktu´ra´ink ko¨zu¨l a Hilbert-terek vannak legko¨zelebb a
ha´romdimenzio´s te´rhez, illetve Rn-hez. Ide´zzu¨k fel R3-ban a legjobb approxima´cio´
proble´ma´ja´nak elemi geometria´bo´l ismert megolda´sa´t. Tekintsu¨nk egy x0 pontot e´s
egy origo´n a´tmeno˝ M s´ıkot (alteret). Ekkor M -ben egyetlen x0-hoz legko¨zelebbi
y0 pont van. Ez a pont az x0-bo´l a s´ıkra a´ll´ıtott mero˝leges egyenesnek e´s a s´ıknak
a metsze´spontja. Ez azt is jelenti, hogy y0 az az egyetlen M -beli elem, amelyikre
az x0 − y0 vektor mero˝leges a s´ıkra, azaz mero˝leges az M alte´r minden vektora´ra.
Megmutatjuk, hogy hasonlo´ a´ll´ıta´s Hilbert-terekben is e´rve´nyes.
Legyen
(
H, 〈·, ·〉) valo´s Hilbert-te´r, e´s jelo¨lje ‖x‖ := √〈x, x〉 a skala´ris szorzat
a´ltal induka´lt norma´t. Mivel minden Hilbert-te´r szigoru´an norma´lt, eze´rt az elo˝zo˝
pont te´teleibo˝l a legjobb approxima´cio´ le´teze´se´re e´s egye´rtelmu˝se´ge´re vonatkozo´
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a´ll´ıta´sokat megkapjuk abban az esetben, ha az alte´r ve´ges dimenzio´s. Ezt a felte´telt
a gyenge´bb za´rt alte´r felte´tellel fogjuk helyettes´ıteni. Vila´gos, hogy minden ve´ges
dimenzio´s alte´r egyu´ttal za´rt alte´r is; a za´rtsa´g pedig szu¨kse´ges a legjobban ko¨zel´ıto˝
elem le´teze´se´hez. Megjegyezzu¨k me´g azt is, hogy egy Hilbert-te´r altere nem felte´tle-
nu¨l za´rt halmaz.
9. te´tel. LegyenM a
(
H, 〈·, ·〉) Hilbert-te´r egy za´rt altere e´s x0 a H te´r egy tetszo˝-
leges pontja. Ekkor pontosan egy olyan M-beli y0 pont le´tezik, amelyik minima´lis
ta´volsa´gra van x0-to´l, azaz
∀x0 ∈ H-hoz ∃ ! y0 ∈M : ‖x0 − y0‖ = d(x0,M).
Az x0 − y0 vektor mero˝leges az M alte´rre, azaz
〈x0 − y0, y〉 = 0 (∀ y ∈M). (3.6)
Bizony´ıta´s. Le´teze´s. Legyen d := d(x0,M) = inf{‖x0 − y‖ | y ∈ M}, e´s vegyu¨nk
egy tetszo˝leges M -beli minimaliza´lo´ sorozatot, azaz legyen (yn) ⊂ M egy olyan
sorozat, amelyre
dn := ‖x0 − yn‖ → d (n→ +∞). (3.7)
Megmutatjuk, hogy (yn) Cauchy-sorozat. I´rjuk fel az
‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2
paralelogramma-azonossa´got az x, y helyett az x0−yn e´s x0−ym vektorokra. Ekkor
azt kapjuk, hogy
‖(x0 − yn) + (x0 − ym)‖2 + ‖(x0 − yn)− (x0 − ym)‖2 =
= ‖2x0 − (yn + ym)‖2 + ‖yn − ym‖2 = 2
(‖x0 − yn‖2 + ‖x0 − ym‖2) = 2(d2n + d2m),
azaz
‖yn − ym‖2 = 2
(
d2n + d
2
m
)− 4∥∥∥∥x0 − yn + ym2
∥∥∥∥2 . (3.8)
Minthogy az yn, ym vektorokkal egyu¨tt ezek sza´mtani ko¨zepe is az M alte´rben van
e´s d e´rtelmeze´se alapja´n ∥∥∥∥x0 − yn + ym2
∥∥∥∥ ≥ d,
eze´rt (3.8)-bo´l ko¨vetkezik, hogy minden n,m ∈ N esete´n
‖yn − ym‖2 ≤ 2
(
d2n + d
2
m
)− 4d2.
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Ennek az egyenlo˝tlense´gnek a jobb oldala dn → d miatt 0-hoz tart, ha n,m→ +∞,
de akkor a bal oldala is 0-hoz tart, ami azt jelenti, hogy (yn) valo´ban Cauchy-sorozat,
eze´rt a H te´r teljesse´ge miatt a sorozat konvergens. Legyen y0 ennek a sorozatnak
a hata´re´rte´ke. Mivel M za´rt alte´r, eze´rt y0 ∈M . A norma folytonossa´ga miatt
dn = ‖x0 − yn‖ → ‖x0 − y0‖ (n→ +∞), (3.9)
ma´sre´szt dn → d (n → +∞), ı´gy ‖x0 − y0‖ = d. Ezzel igazoltuk, hogy a d(x0,M)
ta´volsa´g az y0 ∈ M ponttal realiza´lo´dik, azaz ‖x0 − y0‖ = d(x0,M). Megmutattuk
teha´t azt, hogy tetszo˝leges minimaliza´lo´ sorozat konvergens, e´s a hata´re´rte´ke egy
minimaliza´lo´ vektor.
Egye´rtelmu˝se´g. Most megmutatjuk a minimaliza´lo´ vektor egye´rtelmu˝se´ge´t. Te-
gyu¨k fel, hogy y0, y
′
0 ∈M olyan tetszo˝leges vektorok, amelyekre
d(x0,M) = ‖x0 − y0‖ = ‖x0 − y′0‖
teljesu¨l, e´s definia´ljuk a ko¨vetkezo˝ (yn) sorozatot:
yn := y0, ha n = 2, 4, . . . e´s yn := y
′
0 ha n = 1, 3, . . . .
Ekkor (yn) nyilva´n egy minimaliza´lo´ sorozat, ami a fentiek alapja´n szu¨kse´gke´ppen
konvergens. Ez pedig csak u´gy lehetse´ges, ha y0 = y
′
0.
Az ortogonalita´s igazola´sa. Az (3.6) rela´cio´ bizony´ıta´sa´hoz legyen v0 := x0 − y0.
Tetszo˝leges y ∈M vektorral tekintsu¨k a
p(t) := ‖x0 − (y0 + ty)‖2 (t ∈ R)
fu¨ggve´nyt. Ez a
p(t) = ‖v0 − ty‖2 = ‖v0‖2 − 2〈v0, y〉 t+ ‖y‖2 t2 (t ∈ R)
alakban is ı´rhato´, azaz p valo´s egyu¨tthato´s ma´sodfoku´ polinom, ha y 6= θ. Mivel
minden t ∈ R mellett y0 + ty ∈ M , eze´rt a d = d(x0,M) ta´volsa´g e´rtelmeze´se
miatt ‖x0 − (y0 + ty)‖ ≥ d, ko¨vetkeze´ske´ppen p(t) ≥ d2 minden t ∈ R esete´n,
mı´g p(0) = ‖x0 − y0‖2 = d2. Ebbo˝l ko¨vetkezik, hogy t = 0 mellett a p polinomnak
minimuma van, eze´rt p′(0) = −2〈v0, y〉 = 0, vagyis minden y ∈M esete´n 〈v0, y〉 = 0,
e´s ez az a´ll´ıta´s bizony´ıta´sa´t jelenti. 
Megjegyze´s. Megmutathato´, hogy tetszo˝leges M ⊂ H alte´r e´s x0 ∈ H esete´n
y0 ∈M pontosan akkor minimaliza´lo´ pont, ha 〈x0 − y0, y〉 = 0 (y ∈M).
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3.4.1. Projekcio´s (vet´ıto˝) opera´torok
10. te´tel (a Riesz-fe´le felbonta´si te´tel). Legyen M a H Hilbert-te´r egy za´rt altere.
Ekkor minden x ∈ H vektor egye´rtelmu˝en a´ll´ıthato´ elo˝ az
x = x1 + x2
alakban, ahol x1 ∈ M e´s x2 ⊥ M . Ezt az x1 vektort az x-nek az M alte´rre valo´
ortogona´lis vetu¨lete´nek (vagy projekcio´ja´nak) nevezzu¨k.
Bizony´ıta´s. Az elo˝zo˝ te´tel szerint minden x ∈ H vektorhoz le´tezik egyetlen olyan
x1 ∈M vektor, amelyre d(x,M) = ‖x−x1‖. Legyen x2 := x−x1. Ekkor x = x1+x2
e´s (3.6) alapja´n x2 ⊥M .
A felbonta´s egye´rtelmu˝se´ge´nek a bizony´ıta´sa´hoz tegyu¨k fel, hogy az x = x1 + x2
e´s x = y1+ y2 az x elem ke´t k´ıva´nt tulajdonsa´gu´ felbonta´sa, azaz legyen x1, y1 ∈M
e´s x2, y2 ⊥M . Ekkor x1−y1 ∈M e´s y2−x2 ⊥M . Minthogy z := x1−y1 = y2−x2,
eze´rt z ∈ M e´s z ⊥ M , ko¨vetkeze´ske´ppen 〈z, z〉 = 0, azaz z = θ. Innen x1 = y1 e´s
x2 = y2 ko¨vetkezik. Ezzel a felbonta´s egye´rtelmu˝se´ge´t igazoltuk. 
Az x ∈ H vektor ortogona´lis felbonta´sa´ban szereplo˝ x1, x2 vektorokra fenna´ll az
‖x‖2 = ‖x1‖2 + ‖x2‖2 (3.10)
egyenlo˝se´g, ami a Pitagorasz-te´tel Hilbert-te´rbeli va´ltozatake´nt interpreta´lhato´.
Valo´ban,
‖x‖2 = 〈x1 + x2, x1 + x2〉 = ‖x1‖2 + 2〈x1, x2〉+ ‖x2‖2,
eze´rt az x1, x2 vektorok ortogonalita´sa´t figyelembe ve´ve ado´dik a (3.10) egyenlo˝se´g.
A Riesz-fe´le felbonta´si te´telbo˝l kiindulva bevezetju¨k a projekcio´s opera´tor fo-
galma´t.
Defin´ıcio´. Legyen M a
(
H, 〈·, ·〉) Hilbert-te´r za´rt altere e´s
x = x1 + x2, x1 ∈M, x2 ⊥M
az x ∈ H vektor ortogona´lis felbonta´sa. A
PM : H →M, PM(x) := x1
utas´ıta´ssal e´rtelmezett leke´peze´st az M za´rt alte´rre valo´ ortogona´lis projekcio´s
(vagy vet´ıto˝) opera´tornak nevezzu¨k.
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3.4.2. A projekcio´s opera´tor explicit elo˝a´ll´ıta´sa
Gyakran szu¨kse´g van valamely x ∈ H vektor legjobb M -beli ko¨zel´ıte´se´nek explicit,
numerikus szempontbo´l is haszna´lhato´ elo˝a´ll´ıta´sa´ra. Ha M ⊂ H ve´ges dimenzio´s
(dimM = n) alte´r, akkor ilyen elo˝a´ll´ıta´s igen egyszeru˝en magadhato´. Ebben az
esetben ui. M za´rt alte´r, eze´rt x-nek az M alte´rre vett y := PM(x) vetu¨lete lesz
az x-et legjobban ko¨zel´ıto˝ M -beli elem. PM(x) explicit alakja´nak elo˝a´ll´ıta´sa´hoz
tekintsu¨nk M -ben egy e1, e2, . . . , en ortonorma´lt ba´zist, azaz tegyu¨k fel, hogy
〈ei, ej〉 =
{
0, ha i 6= j
1, ha i = j.
(Ke´so˝bb majd megmutatjuk, hogy azM tetszo˝leges linea´risan fu¨ggetlen f1, f2, . . . , fn
ba´zisa´bo´l az u´n. Gram–Schmidt-fe´le ortogonaliza´cio´s elja´ra´ssal hogyan kaphato´ meg
egy ilyen ortonorma´lt ba´zis.)
Vegyu¨nk egy tetszo˝leges H-beli x elemet. A PM(x) ortogona´lis vetu¨letet ı´rjuk
fel az ek vektorok linea´ris kombina´cio´jake´nt:
PM(x) = x1 =
n∑
k=1
λk · ek.
Ezt az egyenlo˝se´get skala´risan megszorozva ej-vel (j = 1, 2, . . . , n) kapjuk, hogy:
〈PM(x), ej〉 = 〈x1, ej〉 =
n∑
k=1
λk · 〈ek, ej〉 = λj,
ui. a ku¨lo¨nbo¨zo˝ indexu˝ 〈ek, ej〉 tagok mind nulla´k, az azonos indexu˝ek pedig eggyel
egyenlo˝k. Ez azt jelenti, hogy
PM(x) =
n∑
k=1
〈x1, ek〉 · ek.
Mivel x2 := x − x1 ⊥ M , eze´rt minden j = 1, 2, . . . , n esete´n 〈x − x1, ej〉 = 0,
ko¨vetkeze´ske´ppen
〈x1, ej〉 = 〈x, ej〉 (j = 1, 2, . . . , n),
azaz
PM(x) =
n∑
k=1
〈x, ek〉 ek.
A fentieket o¨sszefoglalva ado´dik a
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11. te´tel. Ha M a H hilbert te´r egy ve´ges dimenzio´s altere e´s e1, e2, . . . , en ennek
alte´rnek egy ortonorma´lt ba´zisa, akkor a projekcio´s opera´tor a ko¨vetkezo˝ explicit
alakban adhato´ meg:
PM(x) =
n∑
k=1
〈x, ek〉 ek (x ∈ H).
4. Hilbert-terekben a Fourier-sorok elme´lete
4.1. A proble´ma felvete´se
Most isme´t bizonyos elemi geometriai ismeretekre utalunk. La´ttuk a (ko¨zo¨nse´ges)
s´ık, illetve te´r vektorai ko¨zo¨tt e´rtelmezett skala´ris szorzat jelento˝se´ge´t: seg´ıtse´ge´vel
vektoroknak nemcsak a mero˝legesse´ge, hanem a hosszu´sa´ga, szo¨ge is e´rtelmezheto˝.
Egyik alapveto˝ eredme´ny az volt, hogy minden vektor egye´rtelmu˝en ı´rhato´ fel a
mero˝leges egyse´gvektorok linea´ris kombina´cio´ja´val, ahol az egyu¨tthato´k e´ppen az
adott vektornak a megfelelo˝ egyse´gvektorokra eso˝ mero˝leges vetu¨letei.
A linea´ris algebra´ban ezt az eredme´nyt tetszo˝leges ve´ges dimenzio´s euk-
lideszi te´rre a´ltala´nos´ıtottuk. Ott meg azt la´ttuk, hogy minden ve´ges dimenzio´s(
E, 〈·, ·〉) valo´s euklideszi te´rben (legyen dimE = n) van e1, e2, . . . , en ortonorma´lt
ba´zis, e´s minden x ∈ E vektor az
x =
n∑
k=1
〈x, ek〉 ek
alakban ı´rhato´ fel.
Ebben a fejezetben ezt az eredme´nyt a´ltala´nos´ıtjuk ve´gtelen dimenzio´s terekre.
Sza´mos fogalom e´s eredme´ny euklideszi terekben is e´rtelmezheto˝. Az egyszeru˝se´g
ve´gett a tova´bbiakban mi csak teljes euklideszi tereket, azaz Hilbert-tereket, ezen
belu¨l is csak valo´s Hilbert-tereket fogunk tekinteni.
A fejezet fo˝ ce´lja annak igazola´sa, hogy minden (ve´gtelen dimenzio´s) szepara´-
bilis Hilbert-te´rben van (en, n ∈ N) ortonorma´lt ba´zis e´s minden x ∈ H esete´n
x =
+∞∑
n=1
〈x, en〉 en.
Egy ilyen (en) rendszer teha´t a ”
dere´kszo¨gu˝ koordina´ta-rendszer” szerepe´t ja´tssza a
ve´gtelen dimenzio´s terekben. Meg fogjuk mutatni azt is, hogy minden szepara´bilis
Hilbert-te´r izometrikusan izomorf az l2 Hilbert-te´rrel, azaz le´nyege´ben egyetlen sze-
para´bilis Hilbert-te´r le´tezik.
4.2. Ortogonalita´s. A Gram–Schmidt-fe´le ortogonaliza´cio´
Ebben a fejezetben csak valo´s Hilbert-terekro˝l lesz szo´. Jelo¨le´su¨kre a
(
H, 〈·, ·〉 )
— vagy ro¨viden a H — szimbo´lumot fogjunk haszna´lni. Feltesszu¨k teha´t, hogy H
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egy R feletti linea´ris te´r, 〈·, ·〉 : H × H → R skala´ris szorzat H-n e´s a te´r teljes a
skala´ris szorzat a´ltal induka´lt
‖x‖ :=
√
〈x, x〉 (x ∈ H)
norma´val. H nulleleme´t a θ szimbo´lummal jelo¨lju¨k.
A H Hilbert-te´r egy tetszo˝leges M re´szhalmaza esete´n is az
[
M
]
szimbo´lummal
jelo¨lju¨k azM halmaz linea´ris burka´t, vagyis azM halmazt tartalmazo´ legszu˝kebb
linea´ris alteret. Ez az alte´r, amelyet a M a´ltal genera´lt alte´rnek is szoka´s nevezni,
megegyezik az M elemeibo˝l ke´pzett o¨sszes (ve´ges) linea´ris kombina´cio´k halmaza´val,
azaz[
M
]
= {λ1f1 + λ2f2 + · · ·+ λnfn | λi ∈ R, fi ∈M, i = 1, 2, . . . , n; n ∈ N } .
A H Hilbert-te´rbeliM halmaz leza´ra´sa´nak nevezzu¨k – e´s azM szimbo´lummal
jelo¨lju¨k – azM -et tartalmazo´ legszu˝kebb za´rt halmazt. M pontosan azokat a H-beli
elemeket tartalmazza, amelyek tetszo˝leges (sugaru´) ko¨rnyezete´ben vanM -beli elem.
A metrikus terekhez hasonlo´an a H Hilbert-teret is akkor nevezzu¨k szepara´-
bilisnek, ha le´tezik benne egy megsza´mla´lhato´, mindenu¨tt su˝ru˝ re´szhalmaz, vagyis
van olyan megsza´mla´lhato´ M ⊂ H halmaz, amelyre M = H teljesu¨l. Ez azt jelenti,
hogy minden x ∈ H elemhez e´s minden ε > 0 sza´mhoz van olyanM -beli y elem, hogy
‖x−y‖ < ε. Ko¨nnyu˝ meggondolni, hogy norma´lt — specia´lisan Hilbert — terekben
a szeparabilita´s azzal ekvivalens, hogy a H te´rnek van olyan megsza´mla´lhato´ M
re´szhalmaza, amelynek a linea´ris burka mindenu¨tt su˝ru˝ H-ban, azaz [M ] = H.
1. te´tel. Az ala´bbi Hilbert-terek mindegyike szepara´bilis:
• az l2-te´r,
• tetszo˝leges I ⊂ R nemdegenera´lt intervallum esete´n az L2(I)-te´r,
• tetszo˝leges I ⊂ R ny´ılt intervallum e´s w : I → R su´lyfu¨ggve´ny esete´n az
L2w(I)-te´r.
Egy Hilbert-te´rben alapveto˝ fogalom az ortogonalita´s. AH-beli x e´s y vektorok
egyma´sra ortogona´lisak (mero˝legesek) – jelo¨le´sben x⊥ y –, ha 〈x, y〉 = 0, azaz a
ke´t vektor skala´ris szorzata nulla. Azt mondjuk, hogy az x ∈ H vektor ortogona´lis
az M ⊂ H halmazra – jelo¨le´sben x⊥M –, ha x ortogona´lis az M minden eleme´re.
Ve´gu¨l a H Hilbert-te´r M1 e´s M2 re´szhalmaza´t egyma´sra ortogona´lisnak nevezzu¨k –
jelo¨le´sben M1⊥M2 –, ha M1 ba´rmely eleme ortogona´lis M2 minden eleme´re. Nyil-
va´nvalo´, hogy a θ nullvektor ortogona´lis H minden eleme´re e´s egyu´ttal H minden
re´szhalmaza´ra.
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Defin´ıcio´. Tetszo˝leges M ⊂ H re´szhalmaz mellett jelo¨lje M⊥ az M halmazra
ortogona´lis H-beli vektorok halmaza´t, vagyis
M⊥ :=
{
x ∈ H | x⊥M }.
Ezt az M⊥ halmazt az M halmaz ortogona´lis komplementuma´nak nevezzu¨k.
2. te´tel. A H Hilbert-te´r ba´rmely M re´szhalmaza esete´n
• M⊥ za´rt alte´r H-ban, emellett
• M⊥ = [M ] ⊥.
Bizony´ıta´s. Legyenek x1, x2 ∈ M⊥ tetszo˝leges vektorok, azaz x1⊥M , x2⊥M ,
legyenek tova´bba´ α1, α2 ∈ R tetszo˝leges sza´mok. Ekkor minden y ∈M mellett
〈α1x1 + α2x2, y〉 = α1〈x1, y〉+ α2〈x2, y〉 = 0,
ami azt jelenti, hogy α1x1+α2x2 ortogona´lisM -re, vagyis α1x1+α2x2 ∈M⊥, amivel
igazoltuk, hogy M⊥ altere H-nak.
Legyen most (xn) M
⊥-beli konvergens sorozat, teha´t van olyan x ∈ H, hogy
xn → x. Ha y ∈ M egy tetszo˝leges vektor, akkor minden n indexre 〈xn, y〉 = 0, de
mivel a skala´ris szorzat folytonossa´ga miatt 〈xn, y〉 → 〈x, y〉, aze´rt 〈x, y〉 = 0, teha´t x
ortogona´lis M -re, azaz x ∈M⊥. Igazoltuk teha´t, hogy minden M⊥-beli konvergens
vektorsorozat hata´re´rte´ke is M⊥-beli vektor, ami egyene´rte´ku˝ azzal, hogy az M⊥
alte´r za´rt.
Legyen x ∈M⊥ egy tetszo˝leges vektor, vagyis x⊥M . Nyilva´nvalo´, hogy x⊥ [M ],
de akkor a skala´ris szorzat folytonossa´ga miatt x⊥ [M ], azaz x ∈ [M ]⊥, amivel
igazoltuk, hogy M⊥ ⊂ [M ]⊥. Megford´ıtva, ha x ∈ [M ]⊥, azaz x⊥ [M ], akkor
nyilva´nvalo´, hogy x⊥M , azaz x ∈M⊥, teha´t [M ]⊥ ⊂M⊥. Ezekbo˝l ma´r ko¨vetkezik,
hogy M⊥ = [M ]
⊥
. 
A tova´bbiakban egy H Hilbert-te´r bizonyos ve´ges vagy megsza´mla´lhato´an
ve´gtelen re´szhalmazaira fogunk ku¨lo¨nbo¨zo˝ elneveze´seket bevezetni. Ennek meg-
felelo˝en a re´szhalmaz elemeit az N := {0, 1, 2, . . . ,m} vagy az N := N halmaz
elemeivel indexelju¨k:
F := {fn | n ∈ N}.
Az F halmazt — ne´mi, de elfogadhato´ ko¨vetkezetlense´ggel — az (fn) szimbo´lummal
is jelo¨lju¨k, e´s — vektorsorozat helyett — az (fn) ⊂ H vektorrendszerro˝l besze´lu¨nk.
Defin´ıcio´. A H Hilbert-te´r (en) vektorrendszere´t ortonorma´lt rendszernek
nevezzu¨k, ha minden n-re ‖en‖ = 1 e´s ba´rmely n 6= m indexre en⊥ em, azaz a
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vektorrendszer tagjai pa´ronke´nt ortogona´lisak egyma´sra. Ma´ske´nt kifejezve: (en)
ortonorma´lt rendszer, ha ba´rmelyik n,m indexre fenna´ll az
〈en, em〉 = δn,m :=
{
1, ha n = m
0, ha n 6= m
egyenlo˝se´g. (δn,m az u´n. Kronecker-fe´le szimbo´lum.)
Az (en) ⊂ H vektorrendszert ortogona´lis rendszernek nevezzu¨k akkor, ha nem
tartalmazza a H te´r θ eleme´t e´s ba´rmely ke´t tagja ortogona´lis egyma´sra. Vila´gos,
hogy ebben az esetben
en
‖en‖ (n ∈ N )
ortonorma´lt rendszer. Egyszeru˝en bebizony´ıthato´ az is, hogy minden (en) ortogo-
na´lis rendszer linea´risan fu¨ggetlen is, azaz ba´rmelyik ve´ges re´szrendszere linea´risan
fu¨ggetlen.
Kiindulva valamely ve´ges vagy megsza´mla´lhato´an ve´gtelen linea´risan fu¨ggetlen
(fn) ⊂ H vektorrendszerbo˝l az u´n. Gram–Schmidt-fe´le ortogonaliza´cio´s el-
ja´ra´ssal ortonorma´lt rendszert konstrua´lhatunk.
3. te´tel (a Gram–Schmidt-fe´le ortogonaliza´cio´). Tegyu¨k fel, hogy (fn) a H Hilbert-
te´r egy linea´risan fu¨ggetlen vektorrendszere, azaz a rendszer ba´rmely ve´ges sok tagja
linea´risan fu¨ggetlen. Ekkor megadhato´ olyan (en) ortonorma´lt rendszer, hogy minden
n indexre az en vektor elo˝a´ll az f1, f2, . . . , fn vektorok olyan linea´ris kombina´cio´jake´nt,
amelyben fn egyu¨tthato´ja nem nulla.
Bizony´ıta´s. Az (fn) vektorrendszer fu¨ggetlense´ge´bo˝l ko¨vetkezik, hogy a rendszer
egyetlen tagja sem θ. Vezessu¨k be az
e1 :=
f1
‖f1‖
jelo¨le´st. Nyilva´nvalo´, hogy ‖e1‖ = 1. Tegyu¨k fel, hogy valamely n index mel-
lett az e1, e2, . . . , en vektorokat ma´r elo˝a´ll´ıtottuk a k´ıva´nt mo´don, vagyis 〈ei, ek〉 =
δi,k (i, k = 1, 2, . . . , n), tova´bba´ minden k = 1, 2, . . . , n esete´n az ek vektor elo˝a´ll
az f1, f2, . . . , fk vektorok olyan linea´ris kombina´cio´jake´nt, amelyben az fk vektor
egyu¨tthato´ja nem 0.
Pro´ba´ljuk most a λ1, λ2, . . . , λn sza´mokat u´gy megva´lasztani, hogy a
gn+1 := fn+1 − λ1e1 − λ2e2 − · · · − λnen
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egyenlo˝se´ggel e´rtelmezett vektor ortogona´lis legyen az e1, e2, . . . , en vektorok min-
degyike´re, vagyis hogy minden k = 1, 2, . . . , n mellett fenna´lljon a 〈gn+1, ek〉 = 0
egyenlo˝se´g. Ko¨nnyen la´thato´, hogy ez teljesu¨l a λk = 〈fn+1, ek〉 (k = 1, 2, . . . , n)
mellett. Az e1, e2, . . . , en vektorokra tett indukcio´s felteve´sbo˝l ko¨vetkezik, hogy a
gn+1 vektor elo˝a´ll az f1, f2, . . . , fn, fn+1 vektorok nem csupa 0 egyu¨tthato´s linea´ris
kombina´cio´jake´nt (ui. az fn+1 vektor egyu¨tthato´ja 1), eze´rt a szo´ban forgo´ vektorok
linea´ris fu¨ggetlense´ge miatt gn+1 6= 0. Ezek uta´n legyen
en+1 :=
gn+1
‖gn+1‖ .
Ekkor e1, . . . , en, en+1 olyan (n + 1)-tagu´ ortonorma´lt rendszer, amelynek minden
tagja rendelkezik a k´ıva´nt tulajdonsa´ggal, vagyis minden k = 1, 2, . . . , n, n+1 mellett
az ek vektor elo˝a´ll az f1, . . . , fk vektorok olyan linea´ris kombina´cio´jake´nt, ahol fk
egyu¨tthato´ja nem nulla.
A fentiekbo˝l teljes indukcio´val ma´r ko¨vetkezik a k´ıva´nt tulajdonsa´gu´ (en) orto-
norma´lt rendszer le´teze´se. 
A konstrukcio´bo´l la´thato´, hogy az (en) ortonorma´lt rendszer tagjai elo˝a´llnak
e1 = λ11f1,
e2 = λ21f1 + λ22f2, · · · ,
...
en = λn1f1 + λn2f2 + · · ·+ λnnfn,
...
alakban, ahol λik ∈ R, e´s minden n-re λnn 6= 0. Ebbo˝l nyilva´valo´an ko¨vetkezik
az ala´bbi a´ll´ıta´s: Ha (fn) linea´risan fu¨ggetlen vektorrendszer, akkor a fenti ortogo-
naliza´cio´s elja´ra´ssal nyert (en) ortonorma´lt rendszer linea´ris burka azonos az (fn)
vektorrendszer linea´ris burka´val.
Pe´lda´k ortonorma´lt rendszerekre
• Az l2 te´rben az
en := (0, 0, . . . , 0, 1, 0, . . .) (n ∈ N)
vektorsorozat egy ortonorma´lt rendszer.
• Tetszo˝leges 2π hosszu´sa´gu´ I intervallumon az
e0 =
1√
2π
, e2n−1 :=
sin(nt)√
π
, e2n :=
cos(nt)√
π
n = 1, 2, . . .
trigonometrikus rendszer ortonorma´lt rendszer az L2(I) Hilbert-te´rben.
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• A √2/π sin(nt) (n = 1, 2, . . .) fu¨ggve´nyek ortonorma´lt sorozatot alkotnak
az L2(0, π) Hilbert-te´rben.
• Az 1/√π e´s a√2/π cos(nt) (n = 1, 2, . . .) fu¨ggve´nyek ortonorma´lt sorozatot
alkotnak az L2(0, π) Hilbert-te´rben.
• Ortogona´lis polinomok. Legyen I ⊂ R tetszo˝leges (korla´tos vagy nem
korla´tos) ny´ılt intervallum e´s w : I → R egy tetszo˝leges su´lyfu¨ggve´ny. Tekintsu¨k
az 〈f, g〉 := ∫
I
f(t)g(t)w(t) dt skala´ris szorzattal ella´tott L2w(I) Hilbert-teret. Ha az
I ∋ t 7→ tnw(t) fu¨ggve´nyek minden n = 0, 1, 2, . . . esete´n integra´lhato´k (ez a helyzet
pe´lda´ul akkor, ha I korla´tos e´s w (Lebesgue-)integra´lhato´ I-n), akkor az algebrai
polinomok mind L2w(I)-hez tartoznak. Az algebra alapte´tele´bo˝l ko¨vetkezik, hogy az
e0(t) := 1, e1(t) := t, e2(t) := t
2, . . . (t ∈ I)
hatva´nyfu¨ggve´nyek linea´risan fu¨ggetlenek az L2w(I) te´rben. Ezekre alkalmazva a
Gram–Schmidt-fe´le ortogonaliza´cio´t olyan (pn) ortonorma´lt polinomsorozatot ka-
punk az L2w(I) Hilbert-te´rben, hogy deg pn = n minden n-re. Azt mondjuk, hogy
(pn) az I intervallumon a w su´lyfu¨ggve´nyre ne´zve ortonorma´lt polinom-
sorozat.
Ku¨lo¨no¨sen fontosak az u´n. klasszikus ortogona´lis polinomok. Ezek a ko¨vet-
kezo˝k:
• a Legendre-polinomok, amelyekre I = (−1, 1) e´s w(t) = 1 (t ∈ I);
• a Csebisev-polinomok, amelyekre
I := (−1, 1) e´s w(t) := 1√
1− t2 (t ∈ I);
• a Jacobi-polinomok, amelyekre
I := (−1, 1) e´s w(t) := (1− t)α(1 + t)β (t ∈ I),
ahol α, β > −1 ro¨gz´ıtett parame´terek;
• az Hermite-polinomok, amelyekre
I = (−∞,+∞) e´s w(t) := e−t2 (t ∈ R);
• a Laguerre-polinomok, amelyekre
I = (0,+∞) e´s w(t) := tαe−t (t ∈ (0,+∞)),
ahol α > −1 ro¨gz´ıtett parame´ter.
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4.3. Za´rt e´s teljes rendszerek Hilbert-terekben
A Fourier-sorok elme´lete´ben szu¨kse´gu¨nk lesz az ala´bbi ke´t fontos fogalomra.
Defin´ıcio´. A H Hilbert-te´rben egy F = (fn) ⊂ H vektorrendszert za´rt rend-
szernek mondunk, ha az F halmaz linea´ris burka mindenu¨tt su˝ru˝ a H-ban, vagyis
ha
[F ] = H.
Ez azt jelenti, hogy H minden eleme tetszo˝leges pontossa´ggal megko¨zel´ıtheto˝ F -beli
elemek alkalmas (ve´ges) linea´ris kombina´cio´ja´val, azaz
∀x ∈ H e´s ∀ ε > 0-hoz ∃m ∈ N, λ1, . . . , λm ∈ R, e´s f1, . . . , fm ∈ F, hogy∥∥∥x− m∑
i=1
λifi
∥∥∥ < ε.
Defin´ıcio´. A H Hilbert-te´rben egy (en) ortonorma´lt rendszert akkor nevezu¨nk tel-
jesnek, ha ortogona´lisan nem bo˝v´ıtheto˝, azaz ha nincs a te´rnek olyan f 6= θ eleme,
amelyik ortogona´lis az (en) rendszer mindegyik vektora´ra. Ma´ske´nt fogalmazva:
(en) teljes rendszer, ha
f ∈ H e´s 〈f, en〉 = 0 (n ∈ N ) =⇒ f = θ.
(Terme´szetesen a teljesse´g fenti defin´ıcio´ban megadott fogalma semmilyen kapcso-
latban nincs a metrikus — teha´t specia´lisan Hilbert — terek teljesse´ge´nek a fogal-
ma´val.)
4. te´tel. A H Hilbert-te´rben az (en) ortonorma´lt rendszer pontosan akkor za´rt, ha
teljes.
Bizony´ıta´s. Induljunk ki abbo´l, hogy az E := {en | n ∈ N} ortonorma´lt rendszer
za´rt, azaz
[E ] = H,
e´s mutassuk meg, hogy a rendszer teljes is. Vegyu¨nk egy olyan f ∈ H elemet,
amelyre 〈f, en〉 = 0 teljesu¨l minden n indexre. A skala´ris szorzat linearita´sa´t e´s
folytonossa´ga´t felhaszna´lva ebbo˝l ko¨vetkezik, hogy
f ∈ [E ] = H.
Specia´lisan f ⊥ f , ko¨vetkeze´ske´ppen f = θ, e´s ez azt jelenti, hogy az (en) rendszer
teljes.
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A ford´ıtott ira´nyu´ a´ll´ıta´st indirekt mo´don igazoljuk. Tegyu¨k fel, hogy (en) teljes,
de nem za´rt. Ekkor a H1 := [E ] halmaz a H Hilbert-te´rnek egy valo´di za´rt altere,
eze´rt a Riesz-fe´le felbonta´si te´tel alapja´n a H te´rnek van olyan nemnulla f vektora,
amelyik ortogona´lis H1-re, amibo˝l ko¨vetkezik, hogy f ortogona´lis az (en) rendszer
minden vektora´ra. Ez az (en) teljesse´ge miatt csak u´gy lehetse´ges, ha f = θ. A
kapott ellentmonda´s azt bizony´ıtja, hogy a rendszer teljesse´ge´bo˝l ko¨vetkezik a rend-
szer za´rtsa´ga. 
Pe´lda´k teljes (za´rt) ortonorma´lt rendszerekre
5. te´tel. Az elo˝zo˝ pontban a konkre´t Hilbert-terekben definia´lt ortonorma´lt rend-
szerek mindegyike teljes (za´rt) rendszer.
4.4. Ve´gtelen sorok Hilbert-terekben
A valo´s esetbo˝l kiindulva e´rtelmezhetju¨k Hilbert-terekben a ve´gtelen sor fogalma´t:
Legyen (xn) : N→ H egy tetszo˝leges sorozat a H Hilbert-te´rben. Az ebbo˝l ke´pzett
sn := x1 + x2 + · · ·xn (n ∈ N)
sorozatot az (xn) a´ltal genera´lt (ve´gtelen) sornak nevezzu¨k e´s jelo¨le´se´re a∑
xn
szimbo´lumot haszna´ljuk. sn-et a
∑
xn sor n-edik re´szleto¨sszege´nek (vagy n-edik
szelete´nek) h´ıvjuk.
A
∑
xn ve´gtelen sort akkor nevezzu¨k konvergensnek, ha a re´szleto¨sszegeinek
(sn) sorozata konvergens a H Hilbert-te´rben, vagyis ha le´tezik olyan x ∈ H vektor,
amelyre
lim
n→+∞
sn = x, azaz lim
n→+∞
‖sn − x‖ = 0
teljesu¨l. Ezt az x ∈ H vektort a ∑xn sor o¨sszege´nek nevezzu¨k, emellett annak
kifejeze´se´re, hogy a
∑
xn sor o¨sszege azonos x-szel, az
x =
+∞∑
n=1
xn
jelo¨le´st haszna´ljuk. Hilbert-te´r esete´n ez az egyenlo˝se´g teha´t azt jelenti, hogy a
∑
xn
sor re´szleto¨sszegeinek sorozata a te´r norma´ja´ban tart az x elemhez, teha´t
x =
+∞∑
n=1
xn ⇐⇒ lim
n→+∞
∥∥∥x− n∑
k=1
xk
∥∥∥ = 0.
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A H Hilbert-te´rbeli
∑
xn ve´gtelen sort abszolu´t konvergensnek mondjuk, ha
az (xn) sorozat norma´ibo´l ke´pzett
∑ ‖xn‖ pozit´ıv tagu´ valo´s sor konvergens. A
valo´s esethez hasonlo´an tetszo˝leges Hilbert-te´r esete´n is ko¨nnyu˝ bebizony´ıtani azt,
hogy ha a
∑
xn sor abszolu´t konvergens, akkor egyu´ttal konvergens is; emellett ha
x jelo¨li a sor o¨sszege´t, akkor fenna´ll az
‖x‖ ≤
+∞∑
n=1
‖xn‖
egyenlo˝tlense´g.
A ko¨vetkezo˝ te´tel azt a´ll´ıtja, hogy Hilbert-te´rbeli konvergens ve´gtelen sorokat
szabad tagonke´nt skala´risan szorozni.
6. te´tel. Ha a H Hilbert-te´rbeli
∑
xn ve´gtelen sor konvergens e´s x :=
∑+∞
n=1 xn a
sor o¨sszege, akkor minden y ∈ H esete´n igaz az
〈x, y〉 =
+∞∑
n=1
〈xn, y〉
egyenlo˝se´g.
Bizony´ıta´s. Legyen sn :=
∑n
k=1 xk a szo´ban forgo´ konvergens sor n-edik szelete. A
soro¨sszeg e´rtelmeze´se szerint ekkor sn → x a H norma´ja´ban, de akkor a skala´ris
szorzat folytonossa´ga miatt ba´rmely y ∈ H esete´n 〈sn, y〉 → 〈x, y〉 is teljesu¨l.
Ma´sre´szt
〈sn, y〉 =
n∑
k=1
〈xk, y〉
is fenna´ll, amibo˝l a te´tel ma´r egyszeru˝en ko¨vetkezik. 
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A tova´bbiakban csak ve´gtelen dimenzio´s Hilbert-tereket tekintu¨nk.
Defin´ıcio´. Legyen H Hilbert-te´r, e´s ro¨gz´ıtsu¨nk ebben egy (en) ortonorma´lt rend-
szert. A tetszo˝leges cn valo´s egyu¨tthato´kkal ke´pzett H-beli∑
cnen
ve´gtelen sort az (en) rendszer szerint halado´ a´ltala´nos ortogona´lis sornak
nevezzu¨k.
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Pe´lda´ul az L2(0, 2π) Hilbert-te´rben az
1√
2π
,
cosx√
π
,
sinx√
π
,
cos 2x√
π
,
sin 2x√
π
, . . . (x ∈ R) (4.1)
trigonometrikus rendszer egy ortonorma´lt rendszer, az e szerint halado´ a´ltala´nos
ortogona´lis sor teha´t a kora´bban ma´r tanulma´nyozott∑
n=0
(
αn cosnx+ βn sinnx
)
(
x ∈ R, αn, βn ∈ R, n = 0, 1, 2, . . .
) (4.2)
trigonometrikus sor.
A fo˝ ke´rde´su¨nk ezek konvergencia´ja´nak a vizsga´lata volt. La´ttuk, hogy a kon-
vergencia´t to¨bbfe´le e´rtelemben is tekinthetju¨k: pontonke´nt, egyenletesen vagy
a ne´gyzetintegra´lra (a mostani szo´haszna´latunkkal ezt u´gy is mondhatjuk, hogy az
L2(0, 2π) Hilbert-te´r norma´ja´ra) vonatkozo´an. Akkor ele´g terme´szetes mo´don ju-
tottunk el ahhoz a mega´llap´ıta´shoz, hogy az a´ltala´nos trigonometrikus sorok helyett
(elso˝ ko¨zel´ıte´sben) azokat a trigonometrikus sorokat e´rdemes tekinteni, amelyekne´l
az egyu¨tthato´kat specia´lis mo´don va´lasztjuk meg. Pontosabban szo´lva azt mutat-
tuk meg, hogy ha a (4.2) trigonometrikus sor egyenletesen konvergens, akkor az
egyu¨tthato´i e´s a sor o¨sszegfu¨ggve´nye ko¨zo¨tt szoros kapcsolat van; az egyu¨tthato´k ui.
kifejezheto˝k az o¨sszegfu¨ggve´ny seg´ıtse´ge´vel. Az ı´gy ado´do´ egyu¨tthato´kkal ke´pzett
trigonometrikus sort neveztu¨k trigonometrikus Fourier-sornak:
a0
2
√
π
+
1√
π
∑
n=1
(
an cosnx+ bn sinnx
) (
x ∈ R, an, bn ∈ R
)
, (4.3)
ahol
an :=
1√
π
2π∫
0
f(t) cosnt dt,
bn :=
1√
π
2π∫
0
f(t) sinnt dt
(
n = 0, 1, 2 . . .
)
(4.4)
az u´n. trigonometrikus Fourier-egyu¨tthato´k.
Az ott megismert gondolatokat (terme´szetesen a megfelelo˝ mo´dos´ıta´sokkal) az
a´ltala´nos keretek ko¨zo¨tt is alkalmazhatjuk. A ko¨vetkezo˝ te´telben azt mutatjuk
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meg, hogy igen egyszeru˝ e´s terme´szetes le´pe´seken keresztu¨l hogyan juthatunk el ah-
hoz az elso˝ fontos mega´llap´ıta´shoz, hogy Hilbert-te´rben is az a´ltala´nos ortogona´lis
sorok helyett (elso˝ ko¨zel´ıte´sben) mie´rt e´rdemes specia´lis egyu¨tthato´kkal ke´pzett
(ezek az egyu¨tthato´k lesznek a Fourier-egyu¨thato´k) ortogona´lis sorokat tekinteni. A
trigonometrikus esethez hasonlo´an megmarad az a
”
dallam”, hogy ha egy a´ltala´nos
ortogona´lis sor konvergens a H Hilbert-te´rbeli norma´ra vonatkozo´an, akkor a sor
egyu¨tthato´i kifejezheto˝k a sor o¨sszege´vel.
Hilbert-te´rbeli a´ltala´nos ortogona´lis sorok konvergencia´ja´ra az ala´bbi a´ll´ıta´sok
e´rve´nyesek.
7. te´tel. Legyen
∑
cnen egy H Hilbert-te´rbeli, az (en) ortonorma´lt rendszer szerint
halado´ a´ltala´nos ortogona´lis sor. Ez pontosan akkor konvergens, ha az egyu¨tthato´i
ne´gyzeto¨sszege´bo˝l ke´pzett sza´msor konvergens, vagyis ha
+∞∑
n=1
|cn|2 < +∞.
E ko¨vetelme´ny teljesu¨le´se mellett legyen
x :=
+∞∑
n=1
cnen
az ortogona´lis sor o¨sszege. Ekkor a sor egyu¨tthato´i az x vektor seg´ıtse´ge´vel elo˝a´ll´ıt-
hato´k a
cn = 〈x, en〉 (n ∈ N)
alakban. Emellett az x ∈ H vektorra fenna´ll az ala´bbi Parseval-egyenlo˝se´g:
‖x‖2 =
+∞∑
n=1
|cn|2. (4.5)
Bizony´ıta´s. Jelo¨lje sn a
∑
cnen, Sn pedig a
∑ |cn|2 sor n-edik szelete´t, vagyis
sn =
∑n
k=1 ckek e´s Sn =
∑n
k=1 |ck|2 (n ∈ N).
Legyen n > m. Mivel (en) ortonorma´lt rendszer, eze´rt
‖sn − sm‖2 =
∥∥∥ n∑
k=m+1
ckek
∥∥∥2 = 〈 n∑
k=m+1
ckek,
n∑
l=m+1
clel
〉
=
n∑
k=m+1
|ck|2 = Sn − Sm,
e´s ez azt jelenti, hogy az (sn) vektorsorozat pontosan akkor Cauchy-sorozat a H
Hilbert-te´rben, ha (Sn) Cauchy-sorozat az R-ben. H e´s R teljesse´ge miatt ezekbo˝l
a te´tel elso˝ a´ll´ıta´sa ma´r ko¨vetkezik.
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Tegyu¨k most fel, hogy a
∑
cnen sor konvergens e´s x =
∑+∞
n=1 cnen a sor o¨sszege.
A
∑
cnen sort szabad tagonke´nt skala´risan szorozni, eze´rt
〈x, en〉 =
+∞∑
k=1
ck 〈ek, en〉 = cn (n ∈ N),
e´s ez a te´tel ma´sodik a´ll´ıta´sa´t bizony´ıtja.
A Parseval-egyenlo˝se´g igazola´sa´hoz elo˝szo¨r azt jegyezzu¨k meg, hogy az (en)
ortonorma´ltsa´ga miatt minden n indexre fenna´ll az
‖sn‖2 =
n∑
k=1
|ck|2
egyenlo˝se´g. Mivel sn → x a H te´r norma´ja´ban, eze´rt a norma folytonossa´ga miatt
‖sn‖ → ‖x‖, ı´gy a fenti egyenlo˝se´gbo˝l az n→ +∞ hata´ra´tmenettel ma´r ko¨vetkezik
a Parseval-egyenlo˝se´g. 
Az ime´nti te´tel motiva´lja az ala´bbi fontos fogalom bevezete´se´t.
Defin´ıcio´. Ha (en) ortonorma´lt rendszer a H Hilbert-te´rben e´s x ∈ H egy tetszo˝-
leges vektor, akkor az
〈x, en〉 (n ∈ N) (4.6)
sza´mokat az x vektornak az (en) ortonorma´lt rendszerre vonatkozo´ Fourier-egyu¨tt-
hato´inak nevezzu¨k. Ezen egyu¨tthato´kkal ke´pzett∑
〈x, en〉 en (4.7)
ortogona´lis sort az x vektor (en) rendszer szerinti Fourier-sora´nak mondjuk.
E´rdemes meggondolni, hogy az L2(0, 2π) Hilbert-te´rben egy f fu¨ggve´nynek az
(en) trigonometrikus rendszer (l. (4.1)-et) szerinti Fourier-sora, vagyis a
a0√
2π
+
1√
π
∑
n=1
(
an cosnx+ bn sinnx
) (
x ∈ (0, 2π))
sor, ahol teha´t
an =
1√
π
2π∫
0
f(t) cosnt dt, bn =
1√
π
2π∫
0
f(t) sinnt dt
(
n = 0, 1, 2 . . .
)
,
e´ppen az f fu¨ggve´nynek a kora´bban e´rtelmezett trigonometrikus Fourier-sora.
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Feladatunk ezek uta´n annak vizsga´lata, hogy egy Hilbert-te´rben valamely ortonor-
ma´lt rendszer szerinti Fourier-sor a te´r norma´ja´ban konvergens-e. Most ehhez fu˝zu¨nk
ne´ha´ny elo˝zetes megjegyze´st.
A konkre´t Hilbert-terek ko¨zu¨l a legfontosabbak e´s a lege´rdekesebbek a ku¨lo¨nbo¨zo˝
fu¨ggve´nyterek. Az Rn euklideszi te´rben ui. a konvergencia ke´rde´se linea´ris al-
gebrai eszko¨zo¨k felhaszna´la´sa´val viszonylag egyszeru˝en
”
rendezheto˝”. Ezekbo˝l az
eredme´nyekbo˝l az n→ +∞ hata´ra´tmenettel szinte´n viszonylag egyszeru˝en kaphatjuk
meg az l2 Hilbert-te´rre vonatkozo´ a´ll´ıta´sokat.
A fu¨ggve´nyterek esete aze´rt e´rdekesebb, mert ezekben — az alkalmaza´sok
szempontja´bo´l is fontos — tova´bbi ke´rde´sek vetheto˝k fel ele´g terme´szetes mo´don.
Tekintsu¨k pe´lda´ul az L2(0, 2π) Hilbert-teret e´s ebben a trigonometrikus rendszert.
Vila´gos, hogy a Fourier-sor konvergencia´ja´t to¨bbfe´le e´rtelemben is vizsga´lhatjuk:
•Pontonke´nti e´rtelemben. Ekkor azt ke´rdezhetju¨k meg, hogy a sor egy ro¨gz´ıtett
pontban konvergens-e, e´s ha igen, akkor mit lehet mondani az o¨sszege´ro˝l.
• Egyenletes e´rtelemben. Itt meg azt ke´rdezhetju¨k, hogy milyen f fu¨ggve´ny
esete´n lesz a Fourier-sor egyenletesen konvergens, e´s ekkor milyen kapcsolat van f
e´s az o¨sszegfu¨ggve´ny ko¨zo¨tt.
• Az L2(0, 2π) Hilbert-te´r terme´szetes norma´ja´ban (ebben a konkre´t esetben
ezt a konvergencia´t ne´gyzetintegra´lra vonatkozo´ konvergencia´nak neveztu¨k) is
vizsga´lhatjuk a Fourier-sor konvergencia´ja´t.
A trigonometrikus eset kora´bbi, re´szletesebb tanulma´nyoza´sa sora´n la´ttuk, hogy
a normakonvergencia szempontja´bo´l a trigonometrikus Fourier-sorok
”
bara´tsa´-
gosan” viselkednek abban az e´rtelemben, hogy viszonylag egyszeru˝ meggondola´sokkal
ado´dnak fontos, a´ltala´nos jellegu˝ eredme´nyek.
Ce´lunk e´ppen annak megmutata´sa, hogy az ott elmondott gondolatok messze-
meno˝en a´ltala´nos´ıthato´k tetszo˝leges Hilbert-terekre. Ezekbo˝l az egyszeru˝en ado´do´
a´ltala´nos te´telekbo˝l azta´n az alkalmaza´sok szempontja´bo´l is fontos eredme´nyeket
lehet kapni.
A tova´bbiakban teha´t az x ∈ H vektor Fourier-sora´nak a konvergencia´ja´t fogjuk
megvizsga´lni. A ko¨vetkezo˝ — terme´szetes mo´don felvetheto˝ — ke´rde´sekre keressu¨k
a va´laszokat:
1o Milyen x ∈ H vektor esete´n lesz a szo´ban forgo´ Fourier-sor konvergens?
2o Ha egy x ∈ H vektor esete´n a Fourier-sor konvergens, akkor az o¨sszege vajon
megegyezik-e az x vektorral, azaz a Fourier-sor elo˝a´ll´ıtja-e az x vektort.
Bevezetju¨k a ko¨vetkezo˝ elneveze´st.
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Defin´ıcio´. A H Hilbert-te´rbeli x vektort az (en) ortonorma´lt rendszer szerint
Fourier-sorba fejtheto˝nek nevezzu¨k, ha az x vektor (en) rendszer szerinti Fourier-
sora´nak o¨sszege azonos x-szel.
Az elo˝zo˝ te´telbo˝l azonnal ado´dik a ko¨vetkezo˝ a´ll´ıta´s.
8. te´tel. Egy
∑
cnen konvergens ortogona´lis sor azonos az o¨sszege´nek a Fourier-
sora´val, amibo˝l terme´szetesen ko¨vetkezik, hogy az o¨sszegvektor Fourier-sora konver-
gens.
Ebbo˝l persze me´g nem ko¨vetkezik az, hogy minden x ∈ H vektornak az (en)
ortonorma´lt rendszer szerinti Fourier-sora konvergens. Ez az a´ll´ıta´s egye´bke´nt igaz,
e´s ezt a tova´bbiakban igazolni fogjuk. A bizony´ıta´shoz felhaszna´ljuk azt az o¨nma-
ga´ban is fontos e´s e´rdekes te´nyt, hogy a Fourier-sorok re´szleto¨sszegei egy neve-
zetes minimum-tulajdonsa´ggal rendelkeznek.
Pontosan a ko¨vetkezo˝ro˝l van szo´: Legyen (en) adott ortonorma´lt rendszer a H
Hilbert-te´rben, e´s vegyu¨k a H te´r egy tetszo˝leges eleme´t. Tekintsu¨k a ko¨vetkezo˝
minimumfeladatot : keressu¨k meg az e1, . . . , en vektorok linea´ris kombina´cio´i, azaz a
c1e1 + c2e2 + · · ·+ cnen
alaku´ vektorok ko¨zu¨l (ck-k valo´s sza´mok) azt, amelyik x-et a H te´rbeli ta´volsa´g
e´rtelme´ben a legjobban megko¨zel´ıti. Azt ke´rdezzu¨k teha´t, hogy adott n esete´n az
∥∥∥x− n∑
k=1
ckek
∥∥∥
kifejeze´snek egya´ltala´n van-e minimuma, ha a ck ∈ R egyu¨tthato´k va´ltoznak; e´s
ha van, akkor ezt a minimumot milyen egyu¨tthato´k esete´n veszi fel a kifejeze´s. Az
ala´bbi te´tel azt a´ll´ıtja, hogy ennek a minimumfeladatnak a megolda´sa´t e´ppen az x
vektor Fourier-egyu¨tthato´i adja´k.
9. te´tel. Legyen (en) egy teszo˝leges ortonorma´lt rendszer a H Hilbert-te´rben. Ekkor
minden x ∈ H vektorra e´s minden n terme´szetes sza´mra
min
{∥∥∥x− n∑
k=1
ckek
∥∥∥ ∣∣∣ ck ∈ R, k = 1, . . . , n} = ∥∥∥x− n∑
k=1
〈x, ek〉ek
∥∥∥,
azaz minden x ∈ H e´s minden n ∈ N esete´n az x ∈ H vektor Fourier-sora´nak n-edik
re´szleto¨sszege az a Hn := [{e1, . . . , en}] alte´rbeli vektor, amelyik a H te´r norma´ja´ban
legko¨zelebb van az x vektorhoz.
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Bizony´ıta´s. Ro¨gz´ıtsu¨k a ck egyu¨tthato´kat. A skala´ris szorzat tulajdonsa´gait e´s az
(en) rendszer ortonorma´ltsa´ga´t felhaszna´lva azt kapjuk, hogy∥∥∥x− n∑
k=1
ckek
∥∥∥2 = 〈x− n∑
k=1
ckek, x−
n∑
l=1
clel
〉
=
= 〈x, x〉 − 2
n∑
k=1
ck〈x, ek〉+
n∑
k=1
|ck|2 =
= ‖x‖2 −
n∑
k=1
|〈x, ek〉|2 +
n∑
k=1
|〈x, ek〉 − ck|2.
Ebbo˝l az azonossa´gbo´l vila´gos, hogy a szo´ban forgo´ kifejeze´snek van minimuma, e´s
azt akkor veszi fel, ha az utolso´ ne´gyzeto¨sszeg minden tagja 0-val egyenlo˝, azaz ha
ck = 〈x, ek〉 (k = 1, 2, . . . , n).
A minimumot szolga´ltato´ ck egyu¨tthato´k teha´t n-to˝l nem fu¨ggenek. Ezekkel az
e´rte´kekkel a fenti kifejeze´s a ko¨vetkezo˝ alakot veszi fel:∥∥∥x− n∑
k=1
ckek
∥∥∥2 = ‖x‖2 − n∑
k=1
|〈x, ek〉|2. (4.8)
Ez az u´n. Bessel-fe´le azonossa´g. 
10. te´tel (a Bessel-fe´le egyenlo˝tlense´g). Legyen (en) egy ortonorma´lt rendszer a
H Hilbert-te´rben. Ekkor tetszo˝leges x ∈ H vektornak az (en) rendszerre vonatkozo´
〈x, en〉 (n ∈ N) Fourier-egyu¨tthato´ira fenna´ll az ala´bbi, u´n. Bessel-fe´le egyenlo˝t-
lense´g
+∞∑
n=1
∣∣〈x, en〉∣∣2 ≤ ‖x‖2 (x ∈ H), (4.9)
eze´rt a Fourier-egyu¨tthato´k 0-hoz tartanak, azaz
lim
n→+∞
〈x, en〉 = 0 minden x ∈ H esete´n.
Bizony´ıta´s. Mivel a (4.8) alatti Bessel-fe´le azonossa´g bal oldala nemnegat´ıv, eze´rt
az egyenlo˝se´g jobb oldala is nemnegat´ıv, amibo˝l ko¨vetkezik, hogy minden n ∈ N
esete´n
n∑
k=1
|〈x, ek〉|2 ≤ ‖x‖2.
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Itt az n→ +∞ hata´ra´tmenetet elve´gezve kapjuk a Bessel-fe´le egyenlo˝tlense´get.
A
∑ |〈x, ek〉|2 valo´s sor konvergens, eze´rt a genera´lo´ sorozata nullsorozat, e´s ebbo˝l
ko¨vetkezik, hogy a Fourier-egyu¨tthato´k 0-hoz tartanak. 
Az 1o ke´rde´su¨nkre a va´lasz a
11. te´tel. Legyen (en) ortonorma´lt rendszer a H Hilbert-te´rben. Ekkor minden
x ∈ H vektornak az (en) rendszer szerinti Fourier-sora konvergens.
Bizony´ıta´s. A (4.9) alatti Bessel-fe´le egyenlo˝tlense´gbo˝l ko¨vetkezik, hogy az x vektor
Fourier-egyu¨tthato´i abszolu´te´rte´ke´nek ne´gyzeto¨sszege konvergens, eze´rt a 7. te´tel
szerint az x vektor
∑〈x, ek〉ek Fourier-sora valo´ban konvergens. 
Hangsu´lyozzuk, hogy az ime´nti te´tel csak a Fourier-sor konvergencia´ja´t a´ll´ıtja,
e´s nem mond semmit a sor o¨sszege´ro˝l. A ko¨vetkezo˝ te´tel azt fejezi ki, hogy milyen
kapcsolat van egy x ∈ H vektor Fourier-sora´nak o¨sszege e´s az x vektor ko¨zo¨tt.
12. te´tel. Legyen (en) egy tetszo˝leges ortonorma´lt rendszer a H Hilbert-te´rben.
Jelo¨lje H1 az (en) rendszer linea´ris burka´nak a leza´ra´sa´t (azaz azt a legszu˝kebb H-
beli alteret, amely tartalmazza a rendszer minden tagja´t):
H1 := [ (en) ].
Ekkor ba´rmelyik H-beli x vektor (en) ortonorma´lt rendszer szerinti Fourier-sora´nak
o¨sszege azonos x-nek a H1 alte´rre valo´ ortogona´lis vetu¨lete´vel.
Bizony´ıta´s. Tekintsu¨k az x ∈ H vektor ∑〈x, en〉 en Fourier-sora´t. Az elo˝zo˝ te´tel
szerint ez a sor konvergens. Jelo¨lje u a sor o¨sszege´t, vagyis legyen
u :=
+∞∑
n=1
〈x, en〉 en.
A soro¨sszeg e´rtelmeze´se alapja´n
sn =
n∑
k=1
〈x, ek〉 ek → u a H te´r norma´ja´ban, ha n→ +∞.
Mivel minden minden n-re sn ∈
[{e1, . . . , en}], eze´rt nyilva´nvalo´, hogy u ∈ [(en)] =
H1. Ma´sre´szt a 7. te´tel szerint a sor egyu¨tthato´i kifejezheto˝k a sor o¨sszege seg´ıtse´ge´vel,
e´spedig
〈x, en〉 = 〈u, en〉 (n ∈ N).
Ebbo˝l ko¨vetkezik, hogy a v := x− u vektorra
〈v, en〉 = 〈x, en〉 − 〈u, en〉 = 0 (n ∈ N),
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ami azt jelenti, hogy a v vektor ortogona´lis az (en) sorozat minden tagja´ra, de akkor
v⊥H1, azaz v ∈ H⊥1 . Mivel x = u + v, ahol u ∈ H1 e´s v ∈ H⊥1 , eze´rt a Riesz-
fe´le ortogona´lis felbonta´si te´telbo˝l ko¨vetkezik, hogy u azonos az x vektor H1-re valo´
ortogona´lis vetu¨lete´vel. 
A 4. e´s a 12. te´telbo˝l nyilva´nvalo´an ko¨vetkezik, hogy az ala´bbi fontos
13. te´tel. A H Hilbert-te´rben pontosan akkor lesz minden x ∈ H vektor Fourier-
sorba fejtheto˝ az (en) ortonorma´lt rendszer szerint (azaz x-nek az (en) rendszer sze-
rinti Fourier-sora´nak az o¨sszege azonos x-szel), ha az (en) rendszer za´rt, illetve
teljes.
Felmeru¨l ezek uta´n az a ke´rde´s, hogy melyek azok a Hilbert-terek, amelyekben
le´tezik za´rt, vagyis teljes ortonorma´lt rendszer. Linea´ris algebra´bo´l tudjuk, hogy
minden ve´ges dimenzio´s te´rben van teljes ortonorma´lt rendszer, eze´rt ele´g csak a
ve´gtelen dimenzio´s esetet tekintenu¨nk. Legyen az (en) sorozat egy za´rt rendszer
H-ban. Az e´rtelmeze´s szerint ekkor az [(en)] halmaz su˝ru˝ a H-ban. Ko¨nnyen be
lehet la´tni azt, hogy az (en) tagjaibo´l ke´pzett raciona´lis egyu¨tthato´s linea´ris kom-
bina´cio´k halmaza is su˝ru˝ H-ban. Mivel ez a halmaz megsza´mla´lhato´, eze´rt H-nak
van megsza´mla´lhato´ su˝ru˝ re´szhalmaza, vagyis H szu¨kse´gke´ppen egy szepara´bilis
Hilbert-te´r. Ennek az a´ll´ıta´snak a megford´ıta´sa is igaz, eze´rt fena´ll a ko¨vetkezo˝
fontos
14. te´tel. Egy H Hilbert-te´rben pontosan akkor le´tezik za´rt (teljes) ortonorma´lt
rendszer, ha H szepara´bilis.
Bizony´ıta´s. Az elo˝zo˝ek szerint ele´g azt igazolni, hogy minden szepara´bilis Hilbert-
te´rben van za´rt (teljes) ortonorma´lt rendszer. Tegyu¨k fel teha´t, hogy H szepara´bilis,
vagyis van benne egy olyan M ⊂ H megsza´mla´lhato´ halmaz, amelyre M = H.
Az M halmaz alkalmas megritk´ıta´sa´val ko¨nnyen nyerheto˝ egy olyan (xn) linea´risan
fu¨ggetlenM -beli sorozat, amelyre [(xn)] = [M ]. Alkalmazzuk erre a vektorsorozatra
a Gram–Schmidt-fe´le ortogonaliza´cio´s elja´ra´st, akkor az ı´gy kapott (en) ortonorma´lt
sorozatra nyilva´n [(en)] = [M ] teljesu¨l. Mivel M -mel egyu¨tt [M ] is su˝ru˝ H-ban,
eze´rt [(en)] = H, ami azt jelenti, hogy az (en) rendszer za´rt a H te´rben. 
4.6. Szepara´bilis Hilbert-terek izomorfia´ja
Ebben a pontban megmutatjuk, hogy a ve´gtelen dimenzio´s szepara´bilis Hilbert-
terek ko¨zo¨tt sem algebrai szempontbo´l sem metrikus tulajdonsa´gait tekintve nincs
ku¨lo¨nbse´g.
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15. te´tel (Riesz–Fischer-te´tel). Minden ve´gtelen dimenzio´s szepara´bilis H Hilbert-
te´r izometrikusan izomorf az l2 Hilbert-te´rrel. Ez azt jelenti, hogy H e´s l2 ko¨zo¨tt
le´tezik egy olyan
ϕ : H → l2
bijekt´ıv linea´ris leke´peze´s, ami normatarto´ is, azaz
‖x‖ = ‖ϕ(x)‖l2 (x ∈ H).
Bizony´ıta´s. Mivel H szepara´bilis Hilbert-te´r, eze´rt ebben le´tezik egy (en) teljes
ortonorma´lt rendszer. Jelo¨lje ϕ azt a leke´peze´st, amelyik minden x ∈ H elemhez
hozza´rendeli az x vektor (en) szerinti Fourier-egyu¨tthato´inak a sorozata´t:
ϕ(x) :=
(〈x, en〉, n ∈ N) (x ∈ H).
A 7. te´telbo˝l ko¨vetkezik, hogy ϕ minden H-beli elemhez l2-beli sorozatot rendel,
eze´rt ϕ valo´ban egy H → l2 t´ıpusu´ fu¨ggve´ny.
A ϕ leke´peze´s linea´ris. Valo´ban, a skala´ris szorzat tulajdonsa´gai alapja´n minden
x, y ∈ H, λ ∈ R e´s n ∈ N esete´n
〈x+ y, en〉 = 〈x, en〉+ 〈y, en〉,
〈λx, en〉 = λ〈x, en〉,
ko¨vetkeze´ske´ppen
ϕ(x+ y) =
(〈x+ y, en〉) = (〈x, en〉)+ (〈y, en〉) = ϕ(x) + ϕ(y),
ϕ(λx) =
(〈λx, en〉) = λ(〈x, en〉) = λϕ(x),
e´s ez azt jelenti, hogy ϕ linea´ris leke´peze´s.
A ϕ leke´peze´s injektivita´sa. Tegyu¨k fel, hogy az x1, x2 ∈ H elemekre ϕ(x1) =
ϕ(x2) teljesu¨l. Mivel ϕ linea´ris, eze´rt ebbo˝l
ϕ(x1 − x2) =
(〈x1 − x2, en〉) = (〈x1, en〉 − 〈x2, en〉) = (0, 0, 0, . . .) = 0 ∈ l2
ko¨vetkezik. Ez azt jelenti, hogy az x := x1 − x2 H-beli elem az (en) rendszer
mindegyik vektora´ra ortogona´lis, e´s ez az (en) teljesse´ge miatt csak u´gy lehetse´ges,
ha x = θ (∈ H), azaz x1 = x2. A ϕ leke´peze´s teha´t injekt´ıv.
Most azt igazoljuk, hogy ϕ szu¨rjekt´ıv. Ennek bizony´ıta´sa´hoz induljunk ki egy
l2-te´rbeli (cn) sorozatbo´l, e´s mutassuk meg azt, hogy van olyan x ∈ H, amelyre
ϕ(x) =
(〈x, en〉) = (cn),
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vagyis 〈x, en〉 = cn teljesu¨l minden n indexre. Ehhez tekintsu¨k a
∑
k∈N
ckek sor
sn :=
n∑
k=0
ckek (n ∈ N)
re´szleto¨sszegeit. Megmutatjuk, hogy ez Cauchy-sorozat. Valo´ban, felhaszna´lva,
hogy (en) ortonorma´lt rendszer azt kapjuk, hogy minden m > n indexre
‖sm − sn‖2 =
∥∥∥ m∑
k=n+1
ckek
∥∥∥2 = m∑
k=n+1
|ck|2.
Minthogy (cn) ∈ l2, eze´rt (sn) valo´ban Cauchy-sorozat, s ı´gy a H te´r teljesse´ge
alapja´n konvergens. Jelo¨lju¨k x-szel a szo´ban forgo´ sorozat hata´re´rte´ke´t, azaz
sn → x (n→ +∞) a H te´r norma´ja´ban.
Ekkor a skala´ris szorzat folytonossa´ga alapja´n
〈x, ek〉 = lim
n→+∞
〈sn, ek〉 (k ∈ N).
Minthogy minden n ≥ k esete´n 〈sn, ek〉 = ck, eze´rt ck az x elem Fourier-egyu¨tthato´ja,
azaz 〈x, ek〉 = ck minden k ∈ N indexre. Ezzel megmutattuk, hogy a most konstrua´lt
x ∈ H elemre ϕ(x) = (cn). A ϕ leke´peze´s teha´t szu¨rjekt´ıv.
A Parseval-egyenlo˝se´gbo˝l (l. a 7. te´telt) ko¨vetkezik, hogy
‖x‖2 =
∑
k∈N
∣∣〈x, ek〉∣∣2 = ‖ϕ(x)‖2l2 (x ∈ H),
e´s ez azt jelenti, hogy a ϕ : H → l2 linea´ris bijekcio´ normatarto´. 
Ba´rmely euklideszi te´rben (teha´t Hilbert-te´rben is) a skala´ris szorzat kifejezheto˝
a norma´val. Egyszeru˝en igazolhato´, hogy valo´s eulideszi te´r esete´n fenna´ll az
〈x, y〉 = 1
4
(
‖x+ y‖2 − ‖x− y‖2
)
(x, y ∈ H)
azonossa´g. Ezekbo˝l nyilva´nvalo´, hogy minden izometria egyben a skala´ris szorzatot
is megtartja, azaz
〈x, y〉 = 〈ϕ(x), ϕ(y)〉 (x, y ∈ H).

5. Linea´ris opera´torok e´s funkciona´lok
Legyenek X e´s Y valo´s (vagyis R feletti) linea´ris terek (ma´s szo´val vektorterek). A
nullelemeket θX , ill. θY jelo¨li. A linea´ris terek elemeit vektoroknak is fogjuk nevezni.
Feltesszu¨k me´g azt is, hogy az X, ill. az Y linea´ris tereken norma is van e´rtelmezve,
ezeket a ‖ · ‖X , ill. a ‖ · ‖Y szimbo´lumokkal jelo¨lju¨k. To¨bb defin´ıcio´ban e´s a´ll´ıta´sban
X-nek csak a vektorte´rstruktu´ra´ja´ra lesz szu¨kse´gu¨nk. Ezekben az esetekben az X
linea´ris te´rro˝l besze´lu¨nk. Ha azt mondjuk, hogy X norma´lt te´r, akkor pedig az(
X, ‖ · ‖X
)
te´rstruktu´ra´ra gondolunk.
Ebben a fejezetben norma´lt terek ko¨zo¨tti leke´peze´sek ko¨zu¨l a legegyszeru˝bbekkel,
a linea´ris leke´peze´sekkel foglalkozunk.
5.1. A linea´ris opera´torok L(X, Y ) vektortere
Defin´ıcio´. Legyenek X e´s Y linea´ris terek. Az A : X → Y fu¨ggve´nyt line-
a´ris opera´tornak (vagy linea´ris leke´peze´snek) nevezzu¨k, ha minden x, y ∈ X
elempa´rra e´s minden λ ∈ R sza´mra
(i) A(x+ y) = A(x) + A(y),
(ii) A(λx) = λA(x).
A valo´s e´rte´ku˝ linea´ris leke´peze´seket linea´ris funkciona´loknak h´ıvjuk.
A defin´ıcio´ (i), ill. (ii) felte´tele azt jelenti, hogy azA opera´tor azX-beli o¨sszegeket
Y -beli o¨sszegekbe, ill. X-beli elemek sza´mszorosa´t a megfelelo˝ Y -beli elemek sza´m-
szorosa´ba viszi a´t. Az A leke´peze´snek ezt a ke´t tulajdonsa´ga´t kifejezve azt szok-
tuk mondani, hogy a leke´peze´s mu˝velettarto´, vagy — az algebra´ban szoka´sos
szo´haszna´lattal e´lve — az A fu¨ggve´ny homomorfizmus. Az A leke´peze´s x helyen
felvett e´rte´ke´nek jelo¨le´se´re a szoka´sos A(x) mellett az Ax szimbo´lumot is haszna´lni
fogjuk.
Linea´ris leke´peze´sekkel kapcsolatban ke´t kitu¨ntetett alteret szoka´s bevezetni. A
KerA := {x ∈ X | Ax = θY } ⊂ X,
ImA := {Ax | x ∈ X} = RA ⊂ Y
halmazokat az A opera´tor magtere´nek, illetve ke´ptere´nek nevezzu¨k.
E´rdemes megjegyezni az ala´bbi — egyszeru˝en bebizony´ıthato´ — a´ll´ıta´sokat.
Legyenek X e´s Y linea´ris terek e´s A : X → Y egy tetszo˝leges linea´ris opera´tor.
Ekkor
• AθX = θY ;
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• KerA alte´r X-ben, ImA alte´r Y -ban;
• A pontosan akkor injekt´ıv, ha KerA = {θX};
• A akkor e´s csak akkor szu¨rjekt´ıv, ha ImA = Y .
Minthogy az A : X → Y fu¨ggve´ny e´rte´kei vektorok, eze´rt e´rtelmezve van ezek
o¨sszege e´s sza´mmal valo´ szorzata. Ezt felhaszna´lva e´rtelmezhetju¨k az A,B : X → Y
linea´ris opera´torok A+B o¨sszege´t e´s az A opera´tor λ sza´mszorosa´t :
(A+B)(x) := Ax+Bx (x ∈ X),
(λA)(x) := λAx (x ∈ X, λ ∈ R).
Egyszeru˝en igazolhato´ az ala´bbi fontos a´ll´ıta´s.
1. te´tel. Legyenek X e´s Y tetszo˝leges linea´ris terek. Az o¨sszes X → Y linea´ris
opera´tort tartalmazo´ halmaz R feletti vektorteret alkot az ime´nt definia´lt mu˝veletekre
ne´zve. Ezt a vektorteret az
L(X,Y ) := {A : X → Y | A linea´ris opera´tor}
szimbo´lummal jelo¨lju¨k.
Emle´keztetu¨nk arra, hogy az X1 e´s az X2 valo´s linea´ris tereket akkor neveztu¨k
izomorfaknak (jelo¨le´sben X1 ∼= X2), ha elemeik ko¨zo¨tt le´tezik mu˝velettarto´ bi-
jekcio´, vagyis ha
∃ T : X1 → X2 bijekcio´, hogy
T (λx+ µy) = λT (x) + µT (y) (x, y ∈ X1, λ, µ ∈ R).
Az izomorf linea´ris tereket ugyanazon te´r ku¨lo¨nbo¨zo˝ realiza´cio´ja´nak tekintju¨k, eze´rt
az ilyenek ko¨zo¨tt nem teszu¨nk ku¨lo¨nbse´get.
Pe´lda´k linea´ris leke´peze´sekre
• X = Y = R esete´n pontosan az A(x) = cx (x ∈ R) alaku´ fu¨ggve´nyek a
linea´ris leke´peze´sek, ahol c tetszo˝leges valo´s sza´m. (Ezek ke´pei az origo´n a´tmeno˝
egyenesek.) Egyszeru˝en la´thato´, hogy
L(R,R) ∼= R.
• Legyenek n e´s m ro¨gz´ıtett terme´szetes sza´mok, X := Rn e´s Y := Rm.
Kora´bban ma´r la´ttuk, hogy ro¨gz´ıtett X-, illetve Y -beli ba´zisok esete´n az L(Rn,Rm)
linea´ris te´r azonos´ıthato´ az (m× n)-es valo´s ma´trixok linea´ris tere´vel, azaz
L(Rn,Rm) ∼= Rm×n.
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A linea´ris algebra´ban megismertu¨k a ve´ges dimenzio´s linea´ris terek ko¨zo¨tti
linea´ris leke´peze´sek (ezen keresztu¨l a ma´trixok) legfontosabb tulajdonsa´gait. Az
anal´ızisben fontos szerepet ja´tszo´ linea´ris terek ve´gtelen dimenzio´sak. A funkciona´l-
anal´ızis feladata az ilyen terek ko¨zo¨tti (linea´ris) leke´peze´sek vizsga´lata.
5.2. Folytonossa´g e´s korla´tossa´g
Emle´keztetu¨nk arra, hogy kora´bban ma´r e´rtelmeztu¨k norma´lt terek ko¨zo¨tti leke´-
peze´sek folytonossa´ga´t. Ha X e´s Y norma´lt terek, akkor azt mondtuk, hogy az
f : X → Y fu¨ggve´ny folytonos az a ∈ X pontban, ha
∀ ε > 0-hoz ∃ δ > 0 : ∀x ∈ X, ‖x− a‖X < δ =⇒ ‖f(x)− f(a)‖Y < ε.
A valo´s-valo´s fu¨ggve´nyekhez hasonlo´an itt is e´rve´nyes az a´tviteli elv: az f : X → Y
fu¨ggve´ny akkor e´s csak akkor folytonos az a ∈ X pontban, ha minden xn → a
sorozatra f(xn) → f(a). Az f : X → Y fu¨ggve´nyt folytonosnak nevezzu¨k, ha
minden a ∈ X pontban folytonos.
E´rdekes e´s fontos te´ny, hogy linea´ris opera´torok esete´n az egyetlen pontbeli
folytonossa´gbo´l ma´r ko¨vetkezik az ege´sz te´ren valo´ folytonossa´g.
2. te´tel. Tegyu¨k fel, hogy az A : X → Y linea´ris leke´peze´s folytonos egy a ∈ X
pontban. Ekkor A folytonos az o¨sszes x ∈ X pontban.
Bizony´ıta´s. Ro¨gz´ıtsu¨k az x ∈ X pontot, e´s vegyu¨nk egy olyan (xn) ⊂ X sorozatot,
amelyre xn → x az X te´rben. Megmutatjuk, hogy ekkor Axn → Ax az Y te´rben,
ami az a´tviteli elv alapja´n azt jelenti, hogy A folytonos x-ben. Tekintsu¨k a ko¨vetkezo˝
a´talak´ıta´st:
Axn = A
(
a+ (xn − x) + (x− a)
)
= A
(
a+ (xn − x)
)
+ A(x− a) =
= A
(
a+ (xn − x)
)
+ A(x)− A(a) (n ∈ N).
Mivel xn → x, eze´rt lim
(
a + (xn − x)
)
= a. Az A opera´tor a-beli folytonossa´ga
miatt az (Axn) sorozat teha´t valo´ban A(a) + A(x)− A(a) = A(x)-hez tart. 
Linea´ris opera´tor folytonossa´ga ekvivalens mo´don jellemezheto˝ a korla´tossa´gnak
elnevezett tulajdonsa´ggal.
Defin´ıcio´. Az A : X → Y linea´ris opera´tort akkor mondjuk korla´tosnak, ha
le´tezik olyan C ≥ 0 sza´m, hogy
‖Ax‖Y ≤ C‖x‖X (x ∈ X). (5.1)
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Figyelju¨k meg, hogy az X = Y = R esetben a korla´tossa´gnak a fenti fogalma
ku¨lo¨nbo¨zik a valo´s-valo´s fu¨ggve´nyek ko¨re´ben kora´bban e´rtelmezett korla´tossa´g fo-
galma´to´l. A tova´bbiakban ezt a fogalmat mindig a fenti e´rtelemben e´rtju¨k.
3. te´tel. Az A : X → Y linea´ris opera´tor akkor e´s csak akkor folytonos X-en, ha
korla´tos.
Bizony´ıta´s. ⇐ A folytonossa´g defin´ıcio´ja alapja´n (5.1)-bo˝l ko¨vetkezik, hogy A
folytonos a θX pontban, eze´rt a 2. te´tel miatt minden x ∈ X pontban is folytonos.
⇒ A ford´ıtott ira´nyu´ a´ll´ıta´st indirekt mo´don bizony´ıtjuk. Tegyu¨k fel, hogy A
nem korla´tos. Ekkor (5.1) alapja´n
∀n ∈ N-hez ∃xn ∈ X : ‖Axn‖Y > n‖xn‖X .
Vila´gos, hogy xn 6= θX (n ∈ N), ui. ha xn = θX lenne, akkor
‖Axn‖Y = ‖θY ‖Y = 0 6> n‖xn‖X = 0.
Tekintsu¨k az
yn :=
1
n
xn
‖xn‖X (n ∈ N)
sorozatot. Ekkor ‖yn‖X = 1n → 0, teha´t yn → θX az X te´rben. Az A opera´tor
folytonos a θX pontban, eze´rt Ayn → θY az Y te´rben. Ekkor azonban a norma´k
sorozata 0-hoz tart, azaz ‖Ayn‖Y → 0. Ma´sre´szt az indirekt felte´tel miatt a norma´k
sorozata´ra
‖Ayn‖Y =
∥∥∥∥A( 1n · xn‖xn‖X
)∥∥∥∥
Y
=
1
n
· ‖Axn‖Y‖xn‖X > 1
ado´dik minden n terme´szetes sza´mra, e´s ez azt jelenti, hogy az ‖Ayn‖Y norma´k
sorozata nem tart nulla´hoz. Ez az ellentmonda´s az a´ll´ıta´sunkat bizony´ıtja. 
Ve´ges dimenzio´s terek ko¨zo¨tti linea´ris leke´peze´sek folytonosak. So˝t enne´l to¨bb
is igaz.
4. te´tel. Tegyu¨k fel, hogy X ve´ges dimenzio´s, Y pedig tetszo˝leges norma´lt te´r.
Ekkor minden A : X → Y linea´ris opera´tor folytonos.
Bizony´ıta´s. Ve´ges dimenzio´s tereken ba´rmely ke´t norma ekvivalens, eze´rt felteheto˝,
hogy X = Rn e´s ‖ · ‖X = ‖ · ‖1. Jelo¨lje e1, e2, . . . , en az Rn te´r kanonikus ba´zisa´t.
Ekkor minden x ∈ Rn esete´n x =
n∑
k=1
xkek (xk ∈ R) e´s ‖x‖1 =
n∑
k=1
|xk|. Mivel A
linea´ris, eze´rt Ax = A(
n∑
k=1
xkek) =
n∑
k=1
xkAek, ko¨vetkeze´ske´ppen
‖Ax‖Y ≤
n∑
k=1
|xk|‖Aek‖Y ≤ C‖x‖1, ahol C := max{‖Ae1‖Y , . . . , ‖Aen‖Y }.
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Ez azt jelenti, hogy A korla´tos, teha´t folytonos linea´ris opera´tor. 
E´rdekes e´s meglepo˝, hogy ve´gtelen dimenzio´s terek ko¨zo¨tt az ilyen egyszeru˝
(vagyis linea´ris) leke´peze´sek ko¨zo¨tt is vannak ma´r olyanok, amelyek nem folytonosak.
Pe´lda: a differencia´lopera´tor nem folytonos linea´ris opera´tor.
• Legyen (X, ‖ · ‖X) := (C1[0, 1], ‖ · ‖∞) e´s (Y, ‖ · ‖Y ) := (C[0, 1], ‖ · ‖∞).
Jelo¨lje D a differencia´lopera´tort:
D : X → Y, Df := f ′.
Ekkor D linea´ris, de nem korla´tos, teha´t nem folytonos opera´tor. Valo´ban, a li-
nearita´s nyilva´nvalo´. Annak igazola´sa´ra, hogy D nem korla´tos, tekintsu¨k az
fn(t) := t
n (t ∈ [0, 1], n ∈ N)
fu¨ggve´nyeket. Mivel minden n-re
‖Dfn‖∞ = ‖f ′n‖∞ = ‖ntn−1‖∞ = n = n‖fn‖∞ >
n
2
‖fn‖∞,
eze´rt D valo´ban nem korla´tos, teha´t nem is folytonos opera´tor.
Megjegyze´sek. 1o Az opera´torok ko¨zu¨l az anal´ızis szempontja´bo´l az egyik leg-
fontosabb a differencia´lopera´tor. A differencia´lopera´tort ku¨lo¨nfe´le terekben lehet
vizsga´lni, e´s amint az la´ttuk, az a´ltala´ban nem folytonos. Ez a te´ny indokoltta´ teszi
az anal´ızisben a nem folytonos opera´torok tanulma´nyoza´sa´t is. A tova´bbiakban
ezekkel mi nem foglalkozunk.
2o Bizonyos esetekben a norma alkalmas megva´laszta´sa´val tehetu¨nk egy nem
korla´tos opera´tort korla´tossa´. Az elo˝zo˝ pe´lda´na´l maradva, ha az X-beli norma´t az
‖f‖X := ‖f‖∞ + ‖f ′‖∞
(
f ∈ C1[0, 1])
ke´plettel e´rtelmezzu¨k, akkor az ı´gy kapott differencia´lopera´tor ma´r korla´tos/folytonos
linea´ris opera´tor lesz. Valo´ban:
‖Df‖∞ = ‖f ′‖∞ ≤ ‖f‖∞ + ‖f ′‖∞ = ‖f‖X
minden f ∈ (C1[0, 1], ‖ · ‖X) esete´n.
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5.3. Opera´tor norma´ja. A B(X, Y ) norma´lt te´r
A tova´bbiakban csak a folytonos/korla´tos linea´ris opera´torokkal foglalkozunk. Adott
X,Y norma´lt terek esete´n ezek halmaza´t ı´gy fogjuk jelo¨lni:
B(X,Y ) := {A : X → Y | A linea´ris e´s folytonos/korla´tos}.
A folytonos/korla´tos linea´ris opera´torok ko¨zo¨tt is e´rtelmezve van az o¨sszeada´s e´s
a sza´mmal valo´ szorza´s mu˝velete. Egyszeru˝en bela´thato´, hogy B(X,Y ) ezekkel a
mu˝veletekkel egy R feletti vektorte´r, az L(X,Y ) te´r egy altere. A 4. te´telbo˝l az is
ko¨vetkezik, hogy B(X,Y ) = L(X,Y ), ha X ve´ges dimenzio´s norma´lt te´r.
Tova´bbi struktu´ra´val, nevezetesen norma´val fogjuk ella´tni a B(X,Y ) linea´ris
teret. Ehhez felhaszna´ljuk a korla´tossa´g fogalma´nak (l. (5.1)) ala´bbi ekvivalens
a´tfogalmaza´sait. Legyen A : X → Y egy linea´ris opera´tor. Ekkor
∃C > 0 : ‖Ax‖Y ≤ C‖x‖X (∀x ∈ X);
m
∃C > 0 : ‖Ax‖Y ≤ C (∀x ∈ X, ‖x‖X ≤ 1);
m
∃C > 0 : ‖Ax‖Y ≤ C (∀x ∈ S1 := S1,X := {x ∈ X|‖x‖X = 1})
(S1,X-et az X egyse´ggo¨mbfelu¨lete´nek nevezzu¨k);
m
∀M ⊂ X korla´tos halmazra A(M) ⊂ Y korla´tos halmaz.
Defin´ıcio´. Tetszo˝leges A ∈ B(X,Y ) esete´n az
‖A‖ := ‖A‖XY : = sup {‖Ax‖Y | x ∈ X, ‖x‖X = 1}
= sup {‖Ax‖Y | x ∈ X, ‖x‖X ≤ 1}
sza´mot az A opera´tor norma´ja´nak nevezzu¨k.
Hamarosan megmutatjuk, hogy ez a leke´peze´s valo´ban norma a B(X,Y ) linea´ris
te´ren. Elo˝szo¨r a fent definia´lt sza´m ne´ha´ny egyszeru˝en bebizony´ıthato´ e´s a tova´bbi-
akban gyakran haszna´lt tulajdonsa´ga´t fogalmazzuk meg.
5. te´tel. Tetszo˝leges A ∈ B(X,Y ) opera´tor esete´n
• ‖A‖ ve´ges, nemnegat´ıv valo´s sza´m;
• ‖Ax‖Y ≤ ‖A‖ · ‖x‖X (∀x ∈ X);
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• ‖A‖ = min {C ≥ 0 | ∀x ∈ X : ‖Ax‖Y ≤ C · ‖x‖X}
(az ‖A‖ teha´t a legkisebb olyan C ≥ 0 sza´m, amelyre az ‖Ax‖Y ≤ C‖x‖X
egyenlo˝tlense´g minden x ∈ X elemre fenna´ll.)
Az utolso´ a´ll´ıta´st leggyakrabban a ko¨vetkezo˝ forma´ban fogjuk alkalmazni: ha
egy C ≥ 0 sza´mra fenna´ll az
‖Ax‖Y ≤ C‖x‖X (∀x ∈ X)
egyenlo˝tlense´g, akkor ‖A‖ ≤ C.
Opera´tor norma´ja´nak a ko¨vetkezo˝ szemle´letes jelente´s tulajdon´ıthato´: az opera´tor
korla´tossa´ga´val ekvivalens
‖Ax‖Y ≤ C (x ∈ X, ‖x‖X = 1)
egyenlo˝tlense´g azt jelenti, hogy az X-beli S1 egyse´ggo¨mbfelu¨let A(S1) ke´pe benne
van az Y te´r egy origo´ ko¨ze´ppontu´ go¨mbje´ben. A legkisebb sugaru´ ilyen tulaj-
donsa´gu´ go¨mbnek a sugara e´ppen ‖A‖.
A ko¨vetkezo˝ te´telben a B(X,Y ) te´r alapveto˝ tulajdonsa´gait soroljuk fel.
6. te´tel. Legyenek X e´s Y norma´lt terek. Ekkor
• B(X,Y ) linea´ris alte´r az L(X,Y ) vektorte´rben;
• ha X ve´ges dimenzio´s, akkor B(X,Y ) = L(X,Y ).
• az A 7→ ‖A‖ leke´peze´s norma a B(X,Y ) linea´ris te´ren;
• ha az Y norma´lt te´r teljes (vagyis Banach-te´r), akkor ezzel az A 7→ ‖A‖
norma´val B(X,Y ) Banach-te´r.
Bizony´ıta´s. Az elso˝ a´ll´ıta´s nyilva´nvalo´, a ma´sodik pedig a 4. te´tel ko¨vetkezme´nye.
A harmadik a´ll´ıta´s bizony´ıta´sa: A norma meghata´rozo´ tulajdonsa´gait elleno˝riz-
zu¨k. Legyen A,B ∈ B(X,Y ).
(i) Nyilva´nvalo´, hogy ‖A‖ ≥ 0. Tegyu¨k most fel, hogy ‖A‖ = 0. Ez azt jelenti,
hogy minden x ∈ X, ‖x‖X ≤ 1 vektorra ‖Ax‖Y = 0, ko¨vetkeze´ske´ppen Ax = θY ,
ha ‖x‖X ≤ 1. A norma homogenita´sa´t felhaszna´lva ebbo˝l az ado´dik, hogy minden
x ∈ X esete´n Ax = θY . Az A opera´tor teha´t valo´ban a B(X,Y ) te´r nulleleme.
(ii) Hasonlo´an igazolhato´, hogy ‖λA‖ = |λ| ‖A‖ minden λ ∈ R sza´mra.
(iii) A ha´romszo¨g-egyenlo˝tlense´g igazola´sa´hoz az Y -beli norma, valamint az ope-
ra´tornorma tulajdonsa´gait haszna´lva kapjuk, hogy
‖(A+B)(x)‖Y = ‖Ax+Bx‖Y ≤ ‖Ax‖Y + ‖Bx‖Y ≤
≤ ‖A‖ · ‖x‖X + ‖B‖ · ‖x‖X =
(‖A‖+ ‖B‖) · ‖x‖X (x ∈ X),
amibo˝l a 5. te´tel alapja´n ado´dik, hogy ‖A+B‖ ≤ ‖A‖+ ‖B‖.
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A negyedik a´ll´ıta´s bizony´ıta´sa. Tegyu¨k fel, hogy
(
Y, ‖ · ‖Y
)
teljes, e´s igazoljuk,
hogy akkor a
(
B(X,Y ), ‖ · ‖) te´r is teljes. Legyen (An) ⊂ B(X,Y ) egy Cauchy-
sorozat. Megmutatjuk, hogy ekkor (An) konvergens, azaz van olyan A ∈ B(X,Y )
opera´tor, amelyre
lim
n→+∞
‖A− An‖ = 0. (5.2)
Mivel (An) Cauchy-sorozat, eze´rt
∀ ε > 0-hoz ∃n0 ∈ N : ∀n,m ≥ n0-ra ‖An − Am‖ < ε. (5.3)
I´gy tetszo˝leges ro¨gz´ıtett x ∈ X esete´n fenna´llnak az
‖Anx− Amx‖ = ‖(An − Am)x‖Y ≤ ‖An − Am‖ · ‖x‖X < ε‖x‖X (n,m ≥ n0)
egyenlo˝tlense´gek. Ez azt jelenti, hogy (Anx) ⊂ Y Cauchy-sorozat. Mivel Y tel-
jes, eze´rt (Anx) konvergens Y -ban. Jelo¨lju¨k Ax-szel a hata´re´rte´ke´t. I´gy teha´t
e´rtelmeztu¨nk egy A : X → Y opera´tort. A ko¨vetkezo˝ket kell igazolnunk:
(i) A linea´ris,
(ii) A folytonos/korla´tos,
(iii) ‖A− An‖ → 0 (n→ +∞).
La´ssuk a bizony´ıta´sokat:
(i) Ez nyilva´nvalo´, mivel a limesz linea´ris.
(ii) Vegyu¨nk egy tetszo˝leges x ∈ X vektort. A norma folytonossa´ga, Ax
defin´ıcio´ja e´s (5.3) alapja´n kapjuk, hogy
‖Ax− Anx‖Y = lim
m→+∞
‖Amx− Anx‖Y ≤ ε · ‖x‖X (n > n0). (5.4)
Ez azt jelenti, hogy a V := A−An korla´tos/folytonos linea´ris opera´tor. A felte´telu¨nk
szerint An is ilyen, eze´rt az o¨sszegu¨k, vagyis a V +An = A opera´tor is korla´tos/foly-
tonos linea´ris opera´tor.
(iii) Az (5.4) egyenlo˝tlense´gbo˝l az is ko¨vetkezik, hogy
‖A− An‖ ≤ ε (n > n0),
e´s ez azt jelenti, hogy lim
n→+∞
‖A− An‖ = 0. 
5.4. Pe´lda´k funkciona´lokra e´s opera´torokra
1. pe´lda. Legyen(
X, ‖ · ‖X
)
:=
(
C[a, b], ‖ · ‖∞
)
e´s
(
Y, ‖ · ‖Y
)
:=
(
R, | · |).
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Adott a ≤ t1 < t2 < · · · < tn ≤ b pontrendszer e´s c1, c2, . . . , cn valo´s sza´mok esete´n
tekintsu¨k az
Φ : C[a, b]→ R, Φf :=
n∑
k=1
ckf(tk)
funkciona´lt. Ekkor Φ folytonos linea´ris funkciona´l e´s a norma´ja
‖Φ‖ =
n∑
k=1
|ck|.
Bizony´ıta´s. A linearita´s nyilva´nvalo´, mert minden f, g ∈ C[a, b] e´s λ, µ ∈ R esete´n
Φ(λf + µg) =
n∑
k=1
ck
(
λf + µg
)
(tk) =
n∑
k=1
ck (λf(tk) + µg(tk)) =
= λ
n∑
k=1
ckf(tk) + µ
n∑
k=1
ckg(tk) =
= λΦ(f) + µΦ(g).
A funkciona´l korla´tossa´ga (teha´t folytonossa´ga) a
|Φf | =
∣∣∣ n∑
k=1
ckf(tk)
∣∣∣ ≤ ( n∑
k=1
|ck|
)
· ‖f‖∞ (f ∈ C[a, b])
egyenlo˝tlense´gbo˝l ko¨vetkezik, amibo˝l az is ado´dik, hogy
‖Φ‖ ≤
n∑
k=1
|ck|.
A ford´ıtott ira´nyu´ egyenlo˝tlense´get u´gy igazoljuk, hogy megadunk olyan fo ∈
C[a, b] fu¨ggve´nyt, amelyre ‖fo‖∞ ≤ 1 e´s
|Φfo| =
n∑
k=1
|ck|.
Ekkor
‖Φ‖ = sup
‖f‖∞≤1
|Φf | ≥ |Φfo| =
n∑
k=1
|ck|.
Φ defin´ıcio´ja´bo´l kiindulva most ko¨nnyu˝ ilyen fo : [a, b]→ R folytonos fu¨ggve´nyt
konstrua´lni: a tk (k = 1, 2, . . . , n) pontban a fu¨ggve´nye´rte´k legyen fo(tk) := sign ck;
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legyen fo linea´ris a [tk, tk+1] (k = 1, 2, . . . , n− 1) intervallumon e´s a´llando´ az [a, t1],
[tn, b] intervallumon.
Vila´gos, hogy ekkor ‖fo‖∞ ≤ 1 e´s
Φfo =
n∑
k=1
ckfo(tk) =
n∑
k=1
ck sign ck =
n∑
k=1
|ck|,
ezzel az a´ll´ıta´st bebizony´ıtottuk. 
2. pe´lda. Legyen(
X, ‖ · ‖X
)
:=
(
C[a, b], ‖ · ‖∞
)
,
(
Y, ‖ · ‖Y
)
:=
(
R, | · |)
e´s g ∈ C[a, b] egy ro¨gz´ıtett fu¨ggve´ny. Ekkor
Φ : C[a, b]→ R, Φf :=
b∫
a
fg
olyan folytonos linea´ris funkciona´l, amelynek a norma´ja
‖Φ‖ =
b∫
a
|g|.
Bizony´ıta´s. Mivel folytonos fu¨ggve´nyek szorzata folytonos, e´s minden [a, b]-n
folytonos fu¨ggve´ny Riemann-integra´lhato´, eze´rt Φ
”
jo´l definia´lt” leke´peze´s. Φ li-
nearita´sa az integra´l linearita´sa´bo´l ko¨vetkezik. A
|Φf | =
∣∣∣ b∫
a
fg
∣∣∣ ≤ ( b∫
a
|g|
)
· ‖f‖∞ (f ∈ C[a, b])
egyenlo˝tlense´g alapja´n Φ korla´tos, teha´t folytonos e´s
‖Φ‖ ≤
b∫
a
|g|.
A ford´ıtott egyenlo˝tlense´g bizony´ıta´sa most nehezebb, mint az elo˝zo˝ pe´lda´na´l. Azt
fogjuk megmutatni, hogy
∀ ε > 0-hoz ∃ fo ∈ C[a, b] : ‖fo‖∞ ≤ 1 e´s |Φfo| =
∣∣∣ b∫
a
fo ·g
∣∣∣ > ( b∫
a
|g|
)
− ε. (5.5)
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Ezt felhaszna´lva kapjuk a minden ε > 0 sza´mra fenna´llo´
‖Φ‖ = sup
‖f‖∞≤1
|Φf | ≥ |Φfo| ≥
( b∫
a
|g|
)
− ε
egyenlo˝tlense´get. Ebbo˝l pedig ma´r ko¨vetkezik, hogy
‖Φ‖ ≥
b∫
a
|g|.
Az (5.5) felte´teleket kiele´g´ıto˝ fo fu¨ggve´nyt a ko¨vetkezo˝ mo´don konstrua´ljuk meg:
Ro¨gz´ıtsu¨k az ε > 0 sza´mot, e´s osszuk fel az [a, b] intervallumot az a = t0 < t1 <
· · · < tn = b oszto´pontokkal u´gy, hogy a g fu¨ggve´ny megva´ltoza´sa mindegyik [ti, ti+1]
(i = 0, 1, . . . , n−1) intervallumon kisebb legyen az ε sza´mna´l. Ilyen feloszta´s le´teze´se
g egyenletes folytonossa´ga´bo´l ko¨vetkezik. Az ı´gy kapott intervallumokat most ke´t
csoportba soroljuk: az elso˝ csoportba tartoznak azok a △′1,△′2, . . . ,△′r interval-
lumok, amelyeken a g fu¨ggve´ny nem va´lt elo˝jelet. A fennmarado´ △′′1,△′′2, . . . ,△′′s
intervallumokat pedig a ma´sodik csoportba soroljuk. Mivel g elo˝jelet va´lt a △′′k
(k = 1, 2, . . . , s) intervallumon e´s a fu¨ggve´nye´rte´kek megva´ltoza´sa ezen ε-na´l kisebb,
eze´rt
|g(t)| ≤ ε (t ∈ △′′k, k = 1, 2, . . . , s).
Az fo ∈ C[a, b] fu¨ggve´nyt ı´gy e´rtelmezzu¨k: az elso˝ csoportba tartozo´ intervallumokon
legyen
fo(t) := sign g(t) (t ∈ △′j, j = 1, 2, . . . , r),
a fennmarado´ intervallumokon pedig linea´ris. Ha a (vagy b) a ma´sodik csoporthoz
tartozo´ intervallum ve´gpontja, akkor legyen fo(a) := 0 (fo(b) := 0).
A −1 ≤ fo(t) ≤ 1 (a ≤ t ≤ b) egyenlo˝tlense´g felhaszna´la´sa´val a
Φ(fo) =
b∫
a
fo · g
integra´lra a k´ıva´nt also´ becsle´s most ma´r ko¨nnyen igazolhato´:∣∣∣ b∫
a
fo · g
∣∣∣ = ∣∣∣ r∑
j=1
∫
△′j
fo · g +
s∑
k=1
∫
△′′
k
fo · g
∣∣∣ ≥ r∑
j=1
∫
△′j
|g| −
s∑
k=1
∫
△′′
k
|g| =
=
b∫
a
|g| − 2
s∑
k=1
∫
△′′
k
|g| >
b∫
a
|g(t)| dt− 2ε(b− a).
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Ezzel az (5.5) a´ll´ıta´st, ko¨vetkeze´ske´ppen a 2. pe´lda a´ll´ıta´sa´t is bebizony´ıtottuk. 
3. pe´lda. Legyen(
X, ‖ · ‖X
)
:=
(
C[a, b], ‖ · ‖∞
)
,
(
Y, ‖ · ‖Y
)
:=
(
C[a, b], ‖ · ‖∞
)
e´s K : [a, b]× [a, b]→ R egy ro¨gz´ıtett folytonos fu¨ggve´ny. Ekkor
A : C[a, b]→ C[a, b], (Af)(x) := b∫
a
f(t)K(x, t) dt (x ∈ [a, b])
olyan folytonos linea´ris opera´tor, amelynek a norma´ja
‖A‖ = max
a≤x≤b
b∫
a
|K(x, t)| dt =:M.
Bizony´ıta´s. A tett felte´telekbo˝l ko¨vetkezik, hogy A
”
jo´l definia´lt”. Az A opera´tor
linearita´sa nyilva´nvalo´, e´s az
‖Af‖∞ = max
a≤x≤b
∣∣∣ b∫
a
f(t)K(x, t) dt
∣∣∣ ≤
≤
(
max
a≤x≤b
b∫
a
|K(x, t)| dt
)
· ‖f‖∞ =M · ‖f‖∞ (f ∈ C[a, b])
egyenlo˝tlense´gbo˝l ko¨vetkezik A folytonossa´ga, valamint az, hogy ‖A‖ ≤ M . Most
igazoljuk a ford´ıtott ira´nyu´ egyenlo˝tlense´get. Mivel az
[a, b] ∋ x 7→
b∫
a
|K(x, t)| dt
fu¨ggve´ny folytonos, eze´rt van olyan x0 ∈ [a, b] pont, amelyre
M = max
a≤x≤b
b∫
a
|K(x, t)| dt =
b∫
a
|K(x0, t)| dt.
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Tekintsu¨k a C[a, b] te´ren a g(t) := K(x0, t) (t ∈ [a, b]) folytonos fu¨ggve´nnyel ke´pzett
Φf :=
b∫
a
f(t)K(x0, t) dt (f ∈ C[a, b])
folytonos linea´ris funkciona´lt. Az elo˝zo˝ pe´lda´ban la´ttuk, hogy minden ε > 0 sza´mhoz
van olyan fo ∈ C[a, b] fu¨ggve´ny, hogy ‖fo‖∞ ≤ 1 e´s
|Φfo| ≥ ‖Φ‖ − ε =
b∫
a
|K(x0, t)| dt− ε =M − ε.
Ekkor
‖A‖ = sup{‖Af‖∞ | f ∈ C[a, b], ‖f‖∞ ≤ 1} ≥
≥ ‖Afo‖∞ ≥
(
Afo
)
(x0) =
b∫
a
K(x0, t)fo(t) dt = |Φfo| ≥M − ε.
Mivel ε > 0 tetszo˝leges, eze´rt az ‖A‖ ≥M egyenlo˝tlense´g valo´ban teljesu¨l. 
4. pe´lda. Ve´ges dimenzio´s terek ko¨zo¨tti linea´ris opera´torok.
Legyenek (X, ‖·‖X) e´s (Y, ‖·‖Y ) most ve´ges dimenzio´s norma´lt terek. Tegyu¨k fel,
hogy dimX = n e´s e1, . . . , en az X linea´ris te´r egy ba´zisa; dimY = m e´s f1, . . . , fm
az Y te´r egy ba´zisa.
Vegyu¨nk egy A : X → Y linea´ris opera´tort. Ha x az X te´r egy vektora, akkor
x =
n∑
j=1
xjej,
ı´gy az A opera´tor linearita´sa miatt
Ax =
n∑
j=1
xjAej.
Az A leke´peze´s teha´t mindenu¨tt adott, ha ismertek A-nak az e1, . . . , en ba´zisvek-
torokon felvett e´rte´kei. Tekintsu¨k most az Aej vektornak az Y -beli f1, . . . , fm
ba´zisvektorokkal fel´ırt alakja´t:
Aej =
m∑
i=1
aijfi (j = 1, 2, . . . , n).
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Az aij egyu¨tthato´kat egy (m×n)-es A ma´trixba rendezzu¨k u´gy, hogy A j-edik osz-
lopa´ba azAej vektor f1, . . . , fm ba´zisra vonatkozo´ koordina´ta´it, vagyis az a1j, . . . , amj
sza´mokat ı´rjuk. I´gy az A ∈ L(X,Y ) opera´torhoz hozza´rendeltu¨nk egy (m×n)-es A
ma´trixot, amit az A leke´peze´s ro¨gz´ıtett e1, . . . , en e´s f1, . . . , fm ba´zisokra vonatkozo´
ma´trixreprezenta´cio´ja´nak nevezu¨nk.
Megadtunk teha´t egy
T : L(X,Y )→ Rm×n, TA := A
leke´peze´st. Egyszeru˝en igazolhato´, hogy T linea´ris bijekcio´ (izomorfia) L(X,Y ) e´s
Rm×n ko¨zo¨tt, e´s ezt u´gy is mondjuk, hogy a ke´t te´r izomorf egyma´ssal (jelo¨le´sben:
L(X,Y ) ∼= Rm×n). Izomorf tereket azonos´ıthatunk egyma´ssal, e´s ebben az e´rtelemben
azonos´ıthatjuk az A ∈ L(X,Y ) linea´ris opera´tort a fentiek alapja´n megadott A ∈
Rm×n ma´trixszal.
Azt is tudjuk ma´r azonban, hogy minden ve´ges dimenzio´s norma´lt te´ren e´rtel-
mezett linea´ris leke´peze´s folytonos is, eze´rt
L(X,Y ) = B(X,Y ) ∼= Rm×n.
A B(X,Y ) te´ren e´rtelmezett
‖A‖ := sup{‖Ax‖Y | x ∈ X, ‖x‖X ≤ 1} (A ∈ B(X,Y ))
opera´tornorma a fenti izomorfia alapja´n norma´t induka´l a ma´trixok linea´ris tere´n.
Ennek e´rte´ke az X, illetve Y -beli norma´k konkre´t megva´laszta´sa´to´l fu¨gg.
La´ssunk most ne´ha´ny
”
szoka´sos” ma´trixnorma´t. Az egyszeru˝se´g e´rdeke´ben
csak az
(X, ‖ · ‖X) := (Rn, ‖ · ‖p) =: Rnp , (Y, ‖ · ‖Y ) := (Rm, ‖ · ‖p) =: Rmp
norma´lt tereket tekintju¨k, ahol 1 ≤ p ≤ +∞, e´s mindke´t te´rben a kanonikus
ba´zisokat ro¨gz´ıtju¨k. AB(Rnp ,R
m
p ) te´ren e´rtelmezett opera´tornorma a ma´trixok R
m×n
linea´ris tere´n az
‖A‖p = sup{‖A · x‖p | x ∈ Rnp , ‖x‖p ≤ 1} (A ∈ Rm×n)
norma´t induka´lja, e´s ez a ma´trix elemeivel is kifejezheto˝. Igazolhato´k pe´lda´ul az
ala´bbi o¨sszefu¨gge´sek:
‖A‖∞ = max
1≤i≤m
n∑
j=1
|aij|
(
A ∈ Rm×n)
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(ez a ma´trix soro¨sszegnorma´ja);
‖A‖1 = max
1≤j≤n
m∑
i=1
|aij|
(
A ∈ Rm×n)
(ez az oszlopo¨sszegnorma);
‖A‖2 =
√
Λ1
(
A ∈ Rm×n),
ahol Λ1 az A
TA ma´trix legnagyobb abszolu´t e´rte´ku˝ saja´te´rte´ke (AT az A ma´trix
transzpona´ltja). Ezt a ma´trixnorma´t spektra´lnorma´nak nevezik.
5. pe´lda. Hilbert-terek projekcio´s opera´torai.
Legyen (H, 〈·, ·〉 ) valo´s Hilbert-te´r e´s jelo¨lje ‖x‖ := √〈x, x〉 (x ∈ H) a skala´ris
szorzat a´ltal induka´lt norma´t. Tetszo˝leges {θ} 6=M ⊂ H za´rt alte´r esete´n tekintsu¨k
a PM projekcio´s opera´tort:
PM : H →M, PM(x) := x1 (x ∈ H),
ahol x = x1 + x2 az x ∈ H vektor ortogona´lis felbonta´sa, azaz x1 ∈ M e´s x2 ⊥ M .
Ekkor PM egy 1-norma´ju´ folytonos linea´ris opera´tor.
Bizony´ıta´s. A Riesz-fe´le felbonta´si te´tel szerint az x ∈ H ortogona´lis felbonta´sa
egye´rtelmu˝, eze´rt PM ”
jo´l definia´lt”.
PM linea´ris opera´tor . Valo´ban, legyen x, y ∈ H e´s λ, µ ∈ R. Tekintsu¨k x e´s y
ortogona´lis felbonta´sa´t:
x = x1 + x2, x1 ∈M e´s x2 ⊥M,
y = y1 + y2, y1 ∈M e´s y2 ⊥M.
Ekkor λx + µy = (λx1 + µy1) + (λx2 + µy2). Mivel λx1 + µy1 ∈ M (M alte´r) e´s
λx2 + µy2 ⊥ M (ui. 〈λx2 + µy2,m〉 = λ〈x2,m〉 + µ〈y2,m〉 = 0 minden m ∈ M
esete´n, mert x2 ⊥ m e´s y2 ⊥ m), eze´rt
PM(λx+ µy) = λx1 + µy1 = λPM(x) + µPM(y),
e´s ez azt jelenti, hogy a PM opera´tor linea´ris.
Folytonossa´g . Az x = x1+x2 (x1 ∈M, x2 ⊥M) ortogona´lis felbonta´sra e´rve´nyes
‖x‖2 = ‖x1‖2 + ‖x2‖2 Pitagorasz-te´tel alapja´n
‖PM(x)‖ = ‖x1‖ ≤ ‖x‖ (x ∈ H),
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eze´rt PM korla´tos, ko¨vetkeze´ske´ppen folytonos linea´ris opera´tor. Ebbo˝l az egyenlo˝t-
lense´gbo˝l me´g az is ko¨vetkezik, hogy ‖PM‖ ≤ 1. A ford´ıtott ira´nyu´ egyenlo˝tlense´g
bizony´ıta´sa´hoz vegyu¨nk egy x0 ∈M , ‖x0‖ = 1 vektort. (Az M 6= {θ} felte´tel miatt
van ilyen x0.) Ekkor PM(x0) = x0 e´s
‖PM‖ = sup
‖x‖≤1
‖PM(x)‖ ≥ ‖PM(x0)‖ = ‖x0‖ = 1,
teha´t ‖PM‖ = 1 valo´ban fenna´ll. 
5.5. A dua´lis te´r
Ebben a pontban norma´lt te´ren e´rtelmezett valo´s e´rte´ku˝ folytonos linea´ris leke´pe-
ze´seket, ma´s szo´val folytonos linea´ris funkciona´lokat fogunk vizsga´lni. Ezek
o¨sszesse´ge´t a norma´lt te´r dua´lis tere´nek nevezzu¨k. Az elo˝zo˝ pontban la´ttunk
ne´ha´ny konkre´t pe´lda´t ilyen leke´peze´sekre. Az a´ltala´nos eredme´nyek alkalmaza´sa´hoz
sok esetben fontos tudni azt, hogy egy adott norma´lt te´ren hogyan lehet megadni,
illetve jellemezni az o¨sszes folytonos linea´ris funkciona´lt. Megjegyezzu¨k, hogy a
funkciona´lanal´ızis elneveze´s onnan ered, hogy a matematika´nak ez az a´ga a ku¨lo¨n-
fe´le specia´lis norma´lt terek dua´lisainak a jellemze´se´bo˝l no˝tte ki maga´t. Az ilyen
ira´nyu´ kutata´sok az 1900-as e´vek eleje´n kezdo˝dtek, e´s ebben u´tto¨ro˝ szerepe volt —
to¨bbek ko¨zo¨tt — Riesz Frigyesnek.
5.5.1. A dua´lis te´r defin´ıcio´ja
Az elo˝zo˝ pontban tetszo˝leges (X, ‖ · ‖X) e´s (Y, ‖ · ‖Y ) valo´s norma´lt terek esete´n az
X → Y t´ıpusu´ folytonos linea´ris leke´peze´sek B(X,Y )-nal jelo¨lt halmaza´t vizsga´ltuk.
Mu˝veleteket e´s (opera´tor)norma´t e´rtelmeztu¨nk ezen a halmazon. Azt is la´ttuk, hogy
ha az (Y, ‖ · ‖Y ) te´r teljes, akkor az ı´gy kapott (B(X,Y ), ‖ · ‖XY ) norma´lt te´r is
teljes, azaz Banach-te´r. Most csak a valo´s e´rte´ku˝ folytonos linea´ris leke´peze´seket,
vagyis a folytonos linea´ris funkciona´lokat fogjuk tekinteni. Ebben az esetben teha´t
(Y, ‖ · ‖Y ) = (R, | · |). Mivel R teljes, eze´rt (B(X,R), ‖ · ‖XR) Banach-te´r.
Defin´ıcio´. Legyen
(
X, ‖ · ‖X
)
tetszo˝leges norma´lt te´r. Az X-en e´rtelmezett valo´s
e´rte´ku˝ folytonos linea´ris leke´peze´sek halmaza´t B(X,R) helyett X∗-gal jelo¨lju¨k:
X∗ := B(X,R).
A (B(X,R), ‖·‖XR) Banach-teret az
(
X, ‖·‖X
)
norma´lt te´r dua´lis tere´nek nevezzu¨k,
e´s jelo¨le´se´re az (X∗, ‖ · ‖∗) szimbo´lumot haszna´ljuk:
(X∗, ‖ · ‖∗) := (B(X,R), ‖ · ‖XR).
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A tova´bbiakban (X∗, ‖ · ‖∗) helyett gyakran X∗-ot ı´runk, e´s az X∗ dua´lis te´rro˝l
besze´lu¨nk. X∗ elemeit a´ltala´ban go¨ro¨g nagybetu˝kkel (Φ, Ψ, stb.) jelo¨lju¨k. A Φ ∈ X∗
szimbo´lumon azt e´rtju¨k, hogy Φ eleme az X∗ dua´lis te´rnek. E´rdemes o¨sszefoglalni,
hogy mi mindent fejez ki ez a ro¨vid jelsorozat:
Φ ∈ X∗ jelente´se:
• adott egy (X, ‖ · ‖X) norma´lt te´r;
• a Φ : X → R leke´peze´s linea´ris, azaz
Φ(λx+ µy) = λΦ(x) + µΦ(y) (x, y ∈ X, λ, µ ∈ R);
• Φ korla´tos, azaz
∃C > 0 : |Φ(x)| ≤ C‖x‖X (∀x ∈ X);
• a ‖Φ‖∗ = sup{|Φ(x)| | x ∈ X e´s ‖x‖X ≤ 1} ke´plettel e´rtelmezve van a Φ
funkciona´l norma´ja.
5.5.2. Konkre´t norma´lt terek dua´lis terei
A dua´lis terek le´ıra´sa´na´l hasznos, ha bizonyos norma´lt tereket azonos´ıtunk egyma´ssal.
Ezzel kapcsolatos a ko¨vetkezo˝
Defin´ıcio´. Az (X, ‖ · ‖X) e´s (Y, ‖ · ‖Y ) norma´lt terek izometrikusan izomorfak
(jelo¨le´sben X ∼= Y ), ha van olyan T : X → Y linea´ris bijekcio´, hogy az
‖T (x)‖Y = ‖x‖X
egyenlo˝se´g minden x ∈ X-re fenna´ll.
Az izometrikusan izomorf tereket ugyanazon te´r ku¨lo¨nbo¨zo˝ realiza´cio´ja´nak tekint-
hetju¨k, eze´rt ezek ko¨zo¨tt nem teszu¨nk ku¨lo¨nbse´get, azonos´ıtjuk o˝ket.
Megjegyze´s. Vannak olyan esetek is, amikor ezt az azonos´ıta´st nem ce´lszeru˝
megtenni.
Ebben a szakaszban ve´gig p e´s q konjuga´lt kitevo˝pa´rokat jelo¨l, azaz
1 ≤ p, q ≤ +∞, e´s 1
p
+
1
q
= 1, ( 1
+∞
:= 0).
Ilyenkor azt is mondjuk, hogy q a p sza´m konjuga´lt kitevo˝je.
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• Az Rnp terek dua´lis terei
Legyen n ∈ N e´s 1 ≤ p ≤ +∞. Jelo¨lje Rnp az
(
Rn, ‖ · ‖p
)
norma´lt (Banach-)
teret, e´s e1, . . . , en az R
n te´r kanonikus ba´zisa´t. Ekkor az x = (x1, . . . , xn) ∈ Rn
vektorra
‖x‖p =
(
∑n
k=1 |xk|p)1/p , ha 1 ≤ p < +∞
max
1≤k≤n
|xk|, ha p = +∞.
7. te´tel. Tetszo˝leges 1 ≤ p ≤ +∞ esete´n(
Rnp
)∗ ∼= Rnq ,
vagyis az Rnp te´r dua´lis tere azonos´ıthato´ R
n
q -val, ahol q a p konjuga´lt kitevo˝je.
Bizony´ıta´s. (a) Elo˝szo¨r azt jegyezzu¨k meg, hogy az Rn linea´ris te´ren
”
terme´szetes
mo´don” meg lehet adni linea´ris funkciona´lokat. Nevezetesen, nyilva´nvalo´, hogy ha
a = (a1, . . . , an) ∈ Rn egy tetszo˝leges vektor, akkor a
Φa(x) :=
n∑
k=1
akxk (x ∈ Rn) (5.6)
leke´peze´s linea´ris funkciona´l, amit az a ∈ Rn vektor a´ltal genera´lt funkciona´lnak
nevezu¨nk. Az is vila´gos, hogy ku¨lo¨nbo¨zo˝ vektorok ku¨lo¨nbo¨zo˝ funkciona´lokat genera´l-
nak.
Most megmutatjuk, hogy minden a ∈ Rn vektor esete´n Φa olyan folytonos linea´ris
funkciona´l az Rnp te´ren, amelynek a norma´ja ‖a‖q:
‖Φa‖∗ = ‖a‖q.
Ha a az Rn te´r nulleleme, akkor az a´ll´ıta´s nyilva´nvalo´. Legyen teha´t a ∈ Rn \ {0}.
A Ho¨lder-egyenlo˝tlense´get alkalmazva kapjuk, hogy
|Φa(x)| =
∣∣∣ n∑
k=1
akxk
∣∣∣ ≤ ‖a‖q · ‖x‖p (x ∈ Rnp ),
eze´rt Φa korla´tos, ko¨vetkeze´ske´ppen folytonos linea´ris funkciona´l. Ebbo˝l az egyenlo˝t-
lense´gbo˝l az is ko¨vetkezik, hogy
‖Φa‖∗ ≤ ‖a‖q.
A ford´ıtott ira´nyu´ egyenlo˝tlense´g bizony´ıta´sa´hoz ele´g megadni olyan nemnulla xo ∈
Rnp vektort, amelyre a
|Φa(xo)| = ‖a‖q‖xo‖p (5.7)
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egyenlo˝se´g teljesu¨l. Ebbo˝l ui. ma´r ko¨vetkezik, hogy
‖Φa‖∗ = sup
‖x‖p 6=0
|Φa(x)|
‖x‖p ≥
|Φa(xo)|
‖xo‖p = ‖a‖q.
Ha p = 1, akkor jelo¨ljo¨n j egy olyan indexet, amelyre |aj| = ‖a‖∞ e´s legyen
xok :=
{
sign aj, ha k = j,
0, ha k 6= j (k = 1, 2, . . . , n).
Ekkor a nemnulla xo := (xo1, . . . , x
o
n) vektorra az (5.7) egyenlo˝se´g teljesu¨l, ui.
|Φa(xo)| =
∣∣∣ n∑
k=1
akx
o
k
∣∣∣ = |aj| = ‖a‖∞ = ‖a‖∞ · ‖xo‖1.
A p = 1 esetben teha´t igazoltuk, hogy ‖Φa‖∗ = ‖a‖∞.
Tegyu¨k most fel, hogy 1 < p ≤ +∞, teha´t a q konjuga´lt kitevo˝ 1 ≤ q < +∞.
Ebben az esetben az xo := (x1, . . . , xn) vektort az
xok := |ak|q−1sign ak (k = 1, 2, . . . , n)
ke´plettel e´rtelmezzu¨k. Egyszeru˝ a´talak´ıta´sok uta´n kapjuk, hogy
|Φa(xo)| =
∣∣∣ n∑
k=1
akx
o
k
∣∣∣ = n∑
k=1
|ak|q = (1p + 1q = 1 miatt) =
( n∑
k=1
|ak|q
)1/q
·
( n∑
k=1
|ak|q
)1/p
=
(felhaszna´lva, hogy q = p(q − 1) e´s |ak|q = |ak|p(q−1) = |xok|p)
=
( n∑
k=1
|ak|q
)1/q
·
( n∑
k=1
|xok|p
)1/p
=
= ‖a‖q · ‖xo‖p.
Az (5.7) egyenlo˝se´g teha´t valo´ban fenna´ll, ko¨vetkeze´ske´ppen ‖Φa‖∗ = ‖a‖p az 1 <
p ≤ +∞ esetben is.
(b) Tegyu¨k most fel, hogy Φ tetszo˝leges folytonos linea´ris funkciona´l az Rnp te´ren,
azaz Φ ∈ (Rnp)∗. Mivel Φ linea´ris, eze´rt
Φ(x) =
n∑
k=1
xkΦ(ek) (x ∈ Rnp ).
Tekintsu¨k az a := (Φ(e1), . . . ,Φ(en)) vektor a´ltal induka´lt Φa funkciona´lt. Nyil-
va´nvalo´, hogy
Φ(x) = Φa(x) (x ∈ Rnp ),
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e´s azt is bela´ttuk ma´r, hogy ‖Φ‖∗ = ‖a‖q = ‖Φa‖∗. Ez azt jelenti, hogy az
Rnp te´ren minden folytonos linea´ris funkciona´l valamilyen alkalmas (egye´rtelmu˝en
meghata´rozott) vektor a´ltal genera´lt funkciona´llal egyezik meg.
(c) A fentiekbo˝l ko¨vetkezik, hogy minden 1 ≤ p, q ≤ +∞ konjuga´lt kitevo˝pa´r
esete´n a
T : Rnq →
(
Rnp
)∗
, Ta := Φa,
leke´peze´s egy izometrikus izomorfia az
(
Rnp
)∗
e´s az Rnq terek ko¨zo¨tt. 
• A lp terek dua´lis terei
Tekintsu¨k most a (lp, ‖ · ‖p) (1 ≤ p ≤ +∞) sorozattereket. Az x = (xn) ∈ lp
sorozat norma´ja´t 1 ≤ p < +∞ esete´n az
‖x‖p :=
(
+∞∑
n=1
|xn|p
)1/p
,
ha p = +∞, akkor pedig az
‖x‖∞ := sup
n∈N
|xn|
ke´plettel e´rtelmeztu¨k, e´s azt is la´ttuk ma´r, hogy e terek mindegyike Banach-te´r.
A dua´lis terek le´ıra´sa´hoz felhaszna´ljuk az ala´bbi, o¨nmaga´ban is fontos a´ll´ıta´st.
8. te´tel. Ha 1 ≤ p < +∞, akkor az
en := (0, . . . , 0︸ ︷︷ ︸
n−1
, 1, 0, . . .) n = 1, 2, . . .
kanonikus egyse´gvektorok kifesz´ıtik az (lp, ‖·‖p) teret, azaz minden x = (xn) ∈ lp
elem elo˝a´ll´ıthato´ az
x =
+∞∑
n=1
xne
n
alakban. Ez az egyenlo˝se´g azt jelenti, hogy a
∑
xne
n sor re´szleto¨sszegeinek a sorozata
az lp te´r norma´ja´ban tart az x elemhez, teha´t
lim
n→+∞
∥∥∥x− n∑
k=1
xke
k
∥∥∥
p
= 0.
Valo´ban, tetszo˝legesen adott x = (xn) ∈ lp esete´n az∥∥∥x− n∑
k=1
xke
k
∥∥∥p
p
≤
+∞∑
k=n+1
|xk|p → 0 (n→ +∞)
rela´cio´ teljesu¨l, mert a
∑
n |xn|p sor konvergens.
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A ve´ges dimenzio´s esetben megszokott szo´haszna´lattal e´lve azt mondjuk, hogy
1 ≤ p < +∞ esete´n az en (n = 1, 2, . . .) vektorrendszer a lp te´r egy ba´zisa (vagy
kanonikus ba´zisa).
Megjegyze´s. A 8. te´tel p = +∞ esete´n nem igaz: az en (n = 1, 2, . . .) kanonikus
egyse´gvektorok nem fesz´ıtik ki a l∞ teret. Tekintsu¨k pl. az azonosan 1 sorozatot.
9. te´tel. Ba´rmely 1 ≤ p < +∞ esete´n(
lp
)∗ ∼= lq,
vagyis az (lp, ‖·‖p) te´r dua´lis tere azonos´ıthato´ az (lq, ‖·‖q) te´rrel, ahol q a p konjuga´lt
kitevo˝je.
Bizony´ıta´s. (a) Elo˝szo¨r azt mutatjuk meg, hogy ha a = (an) ∈ lq egy tetszo˝leges
sorozat, akkor
Φa(x) :=
+∞∑
n=1
anxn (x = (xn) ∈ lp)
olyan folytonos linea´ris funkciona´l az lp te´ren, amelynek a norma´ja ‖a‖q, azaz
‖Φa‖∗ = ‖a‖q.
Valo´ban, a Ho¨lder-egyenlo˝tlense´g alkalmaza´sa´val la´thato´, hogy a defin´ıcio´ korrekt,
e´s
|Φa(x)| =
∣∣∣+∞∑
n=1
anxn
∣∣∣ ≤ ‖a‖q · ‖x‖p (x ∈ lp). (5.8)
Φa linearita´sa a ve´gtelen sorok o¨sszege´re e´s sza´mszorosa´ra vonatkozo´ a´ll´ıta´sbo´l ko¨-
vetkezik. (5.8) alapja´n Φa korla´tos, teha´t folytonos linea´ris funkciona´l e´s
‖Φa‖∗ ≤ ‖a‖q
minden a ∈ lq esete´n. A ford´ıtott ira´nyu´ egyenlo˝tlense´g igazola´sa´hoz felhaszna´lhatjuk
a 7. te´tel bizony´ıta´sa´ban megmutatott gondolatokat.
(b) Most azt igazoljuk, hogy tetszo˝legesen ro¨gz´ıtett Φ ∈ (lp)∗ funkciona´lhoz
egye´rtelmu˝en le´tezik olyan a ∈ lq sorozat, amelyre Φa = Φ e´s ‖Φ‖∗ = ‖a‖q.
Ha van ilyen a ∈ lq sorozat, akkor szu¨kse´gke´ppen
Φ(en) = Φa(e
n) = an
minden n-re, ahonnan
an = Φ(e
n) (n = 1, 2, . . .). (5.9)
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Ez azt jelenti, hogy legfeljebb egy k´ıva´nt tulajdonsa´gu´ a ∈ lq sorozat le´tezik.
Megmuatatjuk, hogy az (5.9) ke´plettel definia´lt a = (an) sorozat valo´ban kiele´g´ıti
a megk´ıva´nt felte´teleket, azaz
(i) a ∈ lq e´s
(ii) Φ = Φa.
Az a´ll´ıta´s nyilva´nvalo´, ha an = 0 (n = 1, 2, . . .). Felteheto˝ teha´t, hogy valamilyen
N ∋ N0-ra aN0 6= 0. Ekkor (i)-t elo˝szo¨r p = 1 esete´re igazoljuk:
|an| = |Φ(en)| ≤ ‖Φ‖∗ · ‖en‖p = ‖Φ‖∗
minden n-re, u´gyhogy a ∈ l∞.
Ha p > 1 e´s ı´gy q < +∞, akkor tekintsu¨k minden egyes ro¨gz´ıtett N = 1, 2, . . .
sza´mra az
xNk :=
{
|ak|q−1sign ak, ha k ≤ N
0, ha k > N
ke´plettel definia´lt xN :=
(
xNk , k ∈ N
)
sorozatot. Vila´gos, hogy xN ∈ lp minden N -re
(hiszen csak legfeljebb ve´ges sok nemnulla tagja van a sorozatnak). Mivel∣∣xNk ∣∣p = |ak|q (k ≤ N)
(ui. 1
p
+ 1
q
= 1 miatt p(q − 1) = q), eze´rt
Φ(xN) = Φ
( N∑
k=1
xNk e
k
)
=
N∑
k=1
xNk Φ(e
k) =
N∑
k=1
|ak|q =
=
N∑
k=1
∣∣xNk ∣∣p = ‖xN‖pp,
ahol ‖xN‖pp > 0 (N ≥ N0). Φ korla´tos, eze´rt∣∣Φ(xN)∣∣ ≤ ‖Φ‖∗ · ‖xN‖p,
amibo˝l azt kapjuk, hogy
‖xN‖pp ≤ ‖Φ‖∗ · ‖xN‖p,
e´s ı´gy
‖xN‖p−1p =
( N∑
k=1
|xNk |p
)(p−1)/p
=
( N∑
k=1
|ak|q
)1/q
≤ ‖Φ‖∗ (N0 ≤ N ∈ N).
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Innen N → +∞ esete´n ko¨vetkezik, hogy(+∞∑
k=1
|ak|q
)1/q
= ‖a‖q < +∞,
teha´t a ∈ lq valo´ban fenna´ll a q < +∞ (p > 1) esetben is.
Ha´tra van me´g a Φ = Φa egyenlo˝se´g igazola´sa. Mivel a folytonos e´s linea´ris Φ e´s
Φa funkciona´lok defin´ıcio´ szerint megegyeznek minden e
n pontban, eze´rt a 8. te´tel
alapja´n (csak itt haszna´ljuk fel, hogy p 6= +∞) megegyeznek az ege´sz lp te´ren is. 
Megjegyze´s. A 9. te´tel p = +∞ esete´n nem igaz, vagyis a korla´tos sorozatok l∞
tere´nek a dua´lisa nem az l1 te´r. Az igaz, hogy minden a ∈ l1 sorozatra Φa korla´tos
linea´ris funkciona´l az l∞ te´ren e´s ‖Φa‖ = ‖a‖1, azonban
(
l∞
)∗
ezeken k´ıvu¨l ma´s
elemeket is tartalmaz. Az
(
l∞
)∗
te´r elemeinek a´ltala´nos alakja N ve´gesen addit´ıv
me´rte´keivel adhato´ meg.
A sorozatoknak azonban megadhato´k olyan terei, amelyek dua´lisa az l1 te´rrel
azonos´ıthato´. Ezek a c0 e´s a c sorozatterek. Jelo¨lje c a valo´s konvergens, c0
pedig a ze´russorozatok halmaza´t. Ko¨nnyen igazolhato´, hogy minden 1 < p ≤ +∞
parame´terre
l1 ⊂ lp ⊂ c0 ⊂ c ⊂ l∞,
tova´bba´ a felsorola´sban elo˝fordulo´ halmazok mindegyike linea´ris altere a ra´ko¨vetke-
zo˝nek.
Bebizony´ıthato´ az is, hogy a (c, ‖·‖∞) e´s a (c0, ‖·‖∞) terek az (l∞, ‖·‖∞) Banach-
te´r za´rt alterei, ko¨vetkeze´ske´ppen maguk is Banach-terek. A 9. te´telhez hasonlo´an
igazolhato´, hogy
c∗ ∼= l1 e´s c∗0 ∼= l1.
• A Lp terek dua´lis terei
Legyen (X,Ω, µ) egy σ-ve´ges me´rte´kte´r, e´s tekintsu¨k a
Lp := Lp
(
(X,Ω, µ), ‖ · ‖Lp
)
(1 ≤ p ≤ +∞)
fu¨ggve´nytereket.
Az elo˝zo˝ pe´lda´k figyelembeve´tele´vel
”
terme´szetes mo´don” meg lehet adni foly-
tonos linea´ris funkciona´lokat a Lp (1 ≤ p ≤ +∞) te´ren: a Ho¨lder-egyenlo˝tlense´g
alkalmaza´sa´val ui. egyszeru˝en bizony´ıthato´, hogy ha g ∈ Lq egy tetszo˝leges fu¨ggve´ny
e´s 1
p
+ 1
q
= 1, akkor a
Φg : L
p → R, Φg(f) :=
∫
X
fg dµ
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leke´peze´s folytonos linea´ris funkciona´l a Lp te´ren e´s ‖Φ‖∗ = ‖g‖Lq .
Jo´val nehezebb annak az eldo¨nte´se, hogy ı´gy minden folytonos linea´ris funkciona´lt
elo˝ lehet-e a´ll´ıtani. A ko¨vetkezo˝ fontos te´tel azt a´ll´ıtja, hogy az 1 ≤ p < +∞ esetben
a fenti Φg leke´peze´seken k´ıvu¨l nincsenek ma´s folytonos linea´ris funkciona´lok a L
p
te´ren.
10. te´tel (a Riesz-fe´le reprezenta´cio´s te´tel). Legyen 1 ≤ p < +∞. Ekkor minden
Φ ∈ (Lp)∗ funkciona´lhoz egye´rtelmu˝en le´tezik olyan g ∈ Lq (1
p
+ 1
q
= 1
)
fu¨ggve´ny,
hogy
Φ(f) = Φg(f) =
∫
X
fg dµ (f ∈ Lp)
e´s ‖Φ‖∗ = ‖g‖Lq .
Fenna´ll teha´t a
11. te´tel. Legyen (X,Ω, µ) egy σ-ve´ges me´rte´kte´r e´s 1 ≤ p < +∞. Ekkor a
Lp :=
(
Lp(X,Ω, µ), ‖ · ‖Lp
)
fu¨ggve´nyte´r dua´lis tere azono´ıthato´ a Lq fu¨ggve´nyte´rrel, ahol q a p konjuga´lt kitevo˝je,
azaz
(Lp)∗ ∼= Lq.
• A (C[a, b], ‖ · ‖∞) te´r dua´lis tere
• Hilbert-te´r dua´lis tere
Legyen (H, 〈·, ·〉) egy valo´s Hilbert-te´r, e´s jelo¨lje ‖x‖ := √〈x, x〉 (x ∈ H) a
skala´ris szorzat a´ltal induka´lt norma´t.
A H-n e´rtelmezett folytonos linea´ris funkciona´lok le´ıra´sa´hoz abbo´l az egyszeru˝
e´szreve´telbo˝l fogunk majd kiindulni, hogy terme´szetes mo´don meg lehet adni ilyen
leke´peze´seket: minden a ∈ H vektor esete´n
Φa(x) := 〈x, a〉 (x ∈ H)
folytonos linea´ris funkciona´l a H Hilbert te´ren. Keve´sbe´ nyilva´nvalo´, hogy minden
folytonos linea´ris funkciona´l alkalmas a ∈ H vektorral ilyen alakban adhato´ meg.
Ezeket az eredme´nyeket ro¨viden a ko¨vetkezo˝ forma´ban fogalmazzuk meg:
12. te´tel. Ha H tetszo˝leges valo´s Hilbert te´r, akkor
H∗ ∼= H,
azaz H dua´lis tere azonos´ıthato´ maga´val a H Hilbert te´rrel.
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Bizony´ıta´s. Azt kell megmutatni, hogy H e´s H∗ izometrikusan izomorfak, azaz
van olyan T : H → H∗ linea´ris bijekcio´, amelyre ‖Tx‖∗ = ‖x‖ is teljesu¨l minden
x ∈ H vektorra.
(a) Tetszo˝legesen ro¨gz´ıtett a ∈ H vektor esete´n tekintsu¨k a
Φa(x) := 〈x, a〉 (x ∈ H)
leke´peze´st. A skala´ris szorzat tulajdonsa´gai alapja´n ez nyilva´n linea´ris. A Cauchy–
Schwarz-egyenlo˝tlense´g miatt
|Φa(x)| = |〈x, a〉| ≤ ‖a‖ · ‖x‖ (x ∈ H),
eze´rt Φa korla´tos, teha´t folytonos. Az opera´tornorma defin´ıcio´ja alapja´n ebbo˝l az is
ko¨vetkezik, hogy
‖Φa‖∗ ≤ ‖a‖. (5.10)
A ford´ıtott ira´nyu´ egyenlo˝tlense´g igazola´sa´hoz tegyu¨k fel, hogy a 6= θ e´s legyen
x0 :=
a
‖a‖
. Ekkor
Φa(x0) =
〈 a
‖a‖ , a
〉
=
〈a, a〉
‖a‖ =
‖a‖2
‖a‖ = ‖a‖.
Mivel ‖x0‖ = 1, eze´rt
‖Φa‖∗ = sup{|Φa(x)| | x ∈ H, ‖x‖ ≤ 1} ≥ |Φa(x0)| = ‖a‖.
Ezt egybevetve (5.10)-zel a bizony´ıtando´ ‖Φa‖∗ = ‖a‖ egyenlo˝se´get kapjuk. Nyil-
va´nvalo´, hogy az a´ll´ıta´s a = θ esete´n is fenna´ll.
(b) Most megmutatjuk, hogy minden H-n e´rtelmezett folytonos linea´ris funkci-
ona´l Φa alaku´, ahol a ∈ H. Ez a
Riesz–Fre´chet-fe´le reprezenta´cio´s te´tel. Legyen Φ : H → R egy folytonos
linea´ris funkciona´l a H Hilbert-te´ren. Ekkor egye´rtelmu˝en le´tezik olyan a ∈ H
vektor, amelyre Φ(x) = Φa(x) (x ∈ H) teljesu¨l, emellett a ‖Φ‖∗ = ‖a‖ egyenlo˝se´g is
e´rve´nyes.
A Riesz–Fre´chet-fe´le reprezenta´cio´s te´tel bizony´ıta´sa. A k´ıva´nt tulaj-
donsa´gu´ a ∈ H vektort a Φ leke´peze´s magtere´re ortogona´lis vektorke´nt lehet meg-
kapni.
Legyen teha´t Φ ∈ H∗. Mivel Φ ≡ 0 esete´n a = θ megfelelo˝ va´laszta´s, eze´rt
felteheto˝, hogy Φ 6≡ 0. Jelo¨lje H0 a Φ magtere´t:
H0 := KerΦ = {x ∈ H | Φ(x) = 0}.
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Minthogy Φ folytonos e´s linea´ris, eze´rt H0 za´rt alte´r e´s Φ 6≡ 0 miatt ez valo´di alte´r is.
A Riesz-fe´le felbonta´si te´tel szerint le´tezik olyan nemnulla vektor, amelyik mero˝leges
a H0 alte´rre. Jelo¨ljo¨n e egy ilyen egyse´gvektort. Megmutatjuk, hogy
a := Φ(e) e
megfelelo˝ va´laszta´s, azaz Φ = Φa. Valo´ban, tetszo˝leges x ∈ H-ra legyen λ :=
Φ(x)/Φ(e) e´s z := x− λe. (Vila´gos, hogy Φ(e) 6= 0, ku¨lo¨nben e ∈ H0 e´s ı´gy e ⊥ H0
miatt 0 = 〈e, e〉 = ‖e‖2 lenne, ami ‖e‖ = 1 miatt nem igaz.) Ekkor Φ(z) = 0, teha´t
z ∈ H0, e´s ı´gy z ⊥ e. Ko¨vetkeze´ske´ppen
Φ(x) = Φ(λe+ z) = λΦ(e)
e´s
〈x, a〉 = Φ(e)〈x, e〉 = λΦ(e)〈e, e〉+ Φ(e)〈z, e〉 = λΦ(e).
A Φ ≡ Φa egyenlo˝se´g teha´t valo´ban e´rve´nyes. Eze´rt ‖Φ‖∗ = ‖a‖.
Az egye´rtelmu˝se´g bizony´ıta´sa´hoz tegyu¨k fel, hogy az a1, a2 ∈ H elemekre Φa1 =
Φa2 = Φ teljesu¨l. Ekkor
Φa1(x)− Φa2(x) = 〈x, a1 − a2〉 = 0 (∀x ∈ H).
Itt az x := a1 − a2 vektort ve´ve ‖a1 − a2‖2 = 0, azaz a1 = a2 ado´dik. A Riesz–
Fre´chet-fe´le reprezenta´cio´s te´telt teha´t bebizony´ıtottuk.
(c) A fentiekbo˝l ma´r ko¨vetkezik, hogy a
T : H → H∗, T (a) := Φa
leke´peze´s linea´ris bijekcio´ e´s ‖a‖ = ‖Φa‖ miatt izometria is, teha´t H e´s H∗ valo´ban
izometrikusan izomorfak. 
6. A Hahn–Banach-te´telek
6.1. Elo˝zetes megjegyze´sek
A funkciona´lanal´ızis alapveto˝ ce´lja (pl.) norma´lt terek ko¨zo¨tti leke´peze´sek vizsga´lata.
Ezek ko¨zu¨l a legegyszeru˝bbeknek, nevezetesen a linea´ris leke´peze´seknek a le´ıra´sa
sem egyszeru˝ feladat.
Ebben a fejezetben a valo´s e´rte´ku˝ linea´ris leke´peze´seket, vagyis a linea´ris funkci-
ona´lokat fogjuk a´ltala´nos szempontbo´l vizsga´lni. Az elo˝zo˝ fejezetben sza´mos pe´lda´t
la´ttunk konkre´t norma´lt tereken e´rtelmezett funkciona´lokra, so˝t to¨bb esetben jelle-
meztu¨k is a linea´ris funkciona´lok halmaza´t, azaz az adott te´r dua´lis tere´t. A dua´lis
te´r sza´mos tulajdonsa´ga szoros kapcsolatban van az eredeti te´r tulajdonsa´ga´val,
ma´sre´szt to¨bb szempontbo´l kezelheto˝bb az eredeti te´rne´l. Eze´rt fontos feladat ezek
vizsga´lata.
Az elo˝zo˝ fejezetben la´ttuk, hogy ha X ve´ges dimenzio´s linea´ris te´r, akkor ezen
minden linea´ris funkciona´l
Φ(x) =
n∑
k=1
xkαk
alaku´, ahol xk-k az x vektor valamely ro¨gz´ıtett ba´zisra vonatkozo´ koordina´ta´i e´s αk-k
a funkciona´lt meghata´rozo´ tetszo˝leges a´llando´k. Ve´gtelen dimenzio´s terek esete´n
a helyzet le´nyegesen bonyolultabb. Ma´r az sem nyilva´nvalo´, hogy egy ilyen Banach-
te´ren egya´ltala´n le´teznek-e nemnulla linea´ris funkciona´lok. Mivel ve´ges dimenzio´s
te´ren igen egyszeru˝en meg lehet adni linea´ris funkciona´lokat, eze´rt egy terme´szetes
kiindulo´pont annak vizsga´lata, hogy egy ilyen leke´peze´st vajon ki lehet-e terjeszteni
az ege´sz te´rre. A Hahn–Banach-te´tel e´ppen azt a´ll´ıtja, hogy ez a kiterjeszte´s
lehetse´ges. A fentiek alapja´n a Hahn–Banach-te´telt a funkciona´lanal´ızis egyik
alapveto˝ te´tele´nek mondjuk.
A ko¨vetkezo˝ pontokban ismertetju¨k az a´ltala´nos te´teleket, e´s csupa´n megeml´ıtju¨k
azt, hogy ezeknek az eredme´nyeknek igen sok fontos alkalmaza´sa van to¨bbek ko¨zo¨tt
a parcia´lis differencia´legyenletek elme´lete´ben, az ira´ny´ıta´selme´letben, a ja´te´kelme´-
letben, so˝t a fizika´ban is.
6.2. A Hahn–Banach-te´tel analitikus alakjai:
linea´ris funkciona´lok kiterjeszte´se
1. te´tel (a Hahn–Banach-te´tel analitikus alakja vektorte´r esete´n). Legyen X va-
lo´s vektorte´r e´s tegyu¨k fel, hogy p : X → R olyan leke´peze´s, amelyre a ko¨vetkezo˝k
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teljesu¨lnek:
p(x+ y) ≤ p(x) + p(y) (∀ x, y ∈ X) (p szubaddit´ıv);
p(λx) = λp(x) (∀ x ∈ X, λ > 0) (p pozit´ıv homoge´n).
Ma´sre´szt legyen X0 ⊂ X alte´r e´s Φ0 : X0 → R olyan linea´ris funkciona´l, amelyet az
X0 alte´ren p majora´l, azaz
Φ0(x) ≤ p(x) (∀x ∈ X0).
Ekkor van olyan, az ege´sz X te´ren e´rtelmezett Φ : X → R linea´ris funkciona´l, hogy
• Φ kiterjeszte´se Φ0-nak, azaz Φ(x) = Φ0(x) (∀ x ∈ X0) e´s
• Φ(x) ≤ p(x) (∀ x ∈ X).
A te´tel bizony´ıta´sa´hoz a Zorn-lemma´t fogjuk alkalmazni. Ennek megfogal-
maza´sa elo˝tt felide´zzu¨k a rendezett halmazok elme´lete´nek ne´ha´ny fogalma´t.
Jelo¨ljo¨n (F ,≤) parcia´lisan rendezett halmazt, azaz legyen F nemu¨res halmaz e´s
≤ ⊂ F ×F egy reflex´ıv, antiszimetrikus e´s tranzit´ıv rela´cio´.
A G ⊂ F egy teljesen rendezett re´szhalmaz, ha G ba´rmely ke´t eleme o¨sszehason-
l´ıthato´, azaz az a ≤ b e´s b ≤ a rela´cio´k ko¨zu¨l legala´bb az egyik teljesu¨l.
A G ⊂ F re´szhalmaznak c ∈ F egy felso˝ korla´tja, ha ba´rmely G-beli g elem esete´n
g ≤ c.
Azt mondjuk, hogy m ∈ F az F halmaznak egy maxima´lis eleme, ha abbo´l,
hogy m ≤ a valamely F -beli a elemre, az ko¨vetkezik, hogy a = m. Ma´ske´ppen
fogalmazva: nincs m-ne´l nagyobb F -beli elem.
Zorn-lemma. Legyen (F ,≤) egy parcia´lisan rendezett halmaz. Ha F min-
den teljesen rendezett re´szhalmaza´nak van F-beli felso˝ korla´ja, akkor F-nek van
maxima´lis eleme.
Megjegyze´s. A Zorn-lemma jo´l haszna´lhato´ sege´deszko¨z matematikai objektumok
le´teze´se´nek a bizony´ıta´sa´na´l.
A Hahn–Banach-te´tel bizony´ıta´sa. Tekintsu¨k a ko¨vetkezo˝ halmazt:
F :=
{
Ψ ∈ X → R
∣∣∣∣∣DΨ ⊂ X alte´r, Ψ linea´ris,X0 ⊂ DΨ, Ψ kiterjeszte´se Φ0-nak e´s Ψ(x) ≤ p(x) ∀ x ∈ DΨ
}
.
F nem u¨res halmaz, mert Φ0 ∈ F . E´rtelmezzu¨k F -en a ko¨vetkezo˝ rela´cio´t:
Ψ1 ≤ Ψ2 :⇐⇒ DΨ1 ⊂ DΨ2 e´s Ψ2 kiterjeszte´se Ψ1-nek.
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Ko¨nnyu˝ elleno˝rizni, hogy (F ,≤) parcia´lisan rendezett halmaz. Az is igaz, hogy
F minden teljesen rendezett G re´szhalmaza´nak van F-beli felso˝ korla´tja. Vegyu¨nk
ugyanis egy ilyen G ⊂ F re´szhalmazt, e´s definia´ljuk a Ψ∗ leke´peze´st a ko¨vetkezo˝
mo´don:
DΨ∗ :=
⋃
Ψ∈G
DΨ, Ψ∗(x) := Ψi(x), ha x ∈ DΨi e´s Ψi ∈ G.
Nem nehe´z megmutatni, hogy Ψ∗ egy jo´l definia´lt X → R fu¨ggve´ny e´s Ψ∗ felso˝
korla´tja G-nek.
A Zorn-lemma felte´telei teha´t teljesu¨lnek, ko¨vetkeze´ske´ppen F -nek van maxima´lis
eleme. Jelo¨lju¨nk egy maxima´lis elemet Φ-vel.
A te´tel bizony´ıta´sa´hoz ele´g azt igazolni, hogy a Φ maxima´lis elem e´rtelmeze´si
tartoma´nya az ege´sz X te´r, azaz DΦ = X. Ezt indirekt mo´don la´tjuk be. Az
a´ll´ıta´ssal ellente´tben tegyu¨k fel, hogy DΦ 6= X, azaz az X te´rnek van olyan x0
eleme, ami nem tartozik hozza´ a DΨ halmazhoz.
Definia´lni fogunk egy olyan Φ1 ∈ F leke´peze´st, melyre Φ < Φ1, e´s ez ellentmond
annak, hogy Φ maxima´lis elem.
A szo´ban forgo´ Φ1 e´rtelmeze´se´hez vegyu¨nk egy x0 ∈ X \DΦ 6= ∅ vektort. Legyen
DΦ1 := {x+ tx0 | x ∈ DΦ, t ∈ R} ⊂ X
e´s
Φ1(x+ tx0) := Φ(x) + tα (x ∈ DΦ e´s t ∈ R),
ahol α tetszo˝legesen ro¨gz´ıtett valo´s sza´m.
Vila´gos, hogy DΦ1 ⊂ X egy alte´r e´s Φ1 linea´ris kiterjeszte´se Φ-nek.
Most megmutatjuk, hogy az α sza´m megva´laszthato´ u´gy, hogy Φ1 ∈ F is igaz legyen,
azaz teljesu¨ljo¨n a
Φ1(x+ tx0) = Φ(x) + tα ≤ p(x+ tx0) (∀ x ∈ DΦ e´s ∀ t ∈ R)
egyenlo˝tlense´g is. Φ linearita´sa e´s p pozit´ıv homogenita´sa miatt ezt az egyenlo˝tlen-
se´get ele´g a t = ±1 e´rte´kekre tekinteni. Ez azt jelenti, hogy az α-t oly mo´don kell
megva´lasztani, hogy minden x, y ∈ DΨ esete´n fenna´lljanak a
Φ(x) + α ≤ p(x+ x0)
Φ(y)− α ≤ p(y − x0)
(6.1)
egyenlo˝tlense´gek.
Mivel Φ linea´ris e´s p szubaddit´ıv, eze´rt minden x, y ∈ DΦ esete´n
Φ(x) + Φ(y) = Φ(x+ y) ≤ p(x+ y) ≤ p(x+ x0) + p(y − x0),
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amibo˝l a´trendeze´s uta´n azt kapjuk, hogy
Φ(y)− p(y − x0) ≤ p(x+ x0)− Φ(x).
Ez az egyenlo˝tlense´g teha´t minden x, y ∈ DΦ esete´n teljesu¨l. Eze´rt a bal oldal
szupre´muma nem lehet nagyobb a jobb oldal infimuma´na´l, azaz
A := sup
y∈DΦ
(Φ(y)− p(y − x0)) ≤ inf
x∈DΦ
(p(x+ x0)− Φ(x)) =: B.
Ekkor ba´rmelyik α ∈ [A,B] jo´ va´laszta´s, ugyanis ezekre az α e´rte´kekre fenna´ll a
Φ(y)− p(y − x0) ≤ α ≤ p(x+ x0)− Φ(x) (x, y ∈ DΦ)
egyenlo˝tlense´g, amibo˝l a´trendeze´ssel (6.1) ado´dik. 
2. te´tel (a Hahn–Banach-te´tel analitikus alakja norma´lt te´r esete´n).
Legyen (X, ‖ · ‖X) norma´lt te´r, X0 ⊂ X tetszo˝leges alte´r e´s Φ0 : X0 → R folytonos
linea´ris funkciona´l a
‖Φ0‖∗ = sup
x∈X0
‖x‖X≤1
|Φ0(x)|
ke´plettel e´rtelmezett norma´val.
Ekkor van olyan folytonos linea´ris Φ funkciona´l az X te´ren (vagyis ∃ Φ ∈ X∗),
amelyik az X0 alte´ren megegyezik Φ0-lal e´s ‖Φ‖∗ = ‖Φ0‖∗. Azaz: egy norma´lt te´r
tetszo˝leges altere´n e´rtelmezett folytonos linea´ris funkciona´l kiterjesztheto˝ az ege´sz X
te´rre a folytonossa´g, a linearita´s e´s a norma megtarta´sa´val.
Bizony´ıta´s. Alkalmazzuk az elo˝zo˝ te´telt a
p(x) := ‖Φ0‖∗ · ‖x‖ (x ∈ X)
szubaddit´ıv e´s pozit´ıv homoge´n fu¨ggve´nnyel. 
1. ko¨vetkezme´ny. Ha (X, ‖·‖X) norma´lt te´r e´s x0 ∈ X, akkor az X∗ dua´lis te´rben
le´tezik olyan folytonos linea´ris Φ funkciona´l, amelyre
Φ(x0) = ‖x0‖2 e´s ‖Φ‖∗ = ‖x0‖
teljesu¨l.
Bizony´ıta´s. Jelo¨lju¨k a x0 a´ltal meghata´rozott alteret X0-lal:
X0 := {t · x0 | t ∈ R} ⊂ X,
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e´s e´rtelmezzu¨k a
Φ0(t · x0) := t · ‖x0‖2 (t ∈ R)
leke´peze´st. Ekkor Φ0 olyan folytonos linea´ris funkciona´l az X0 alte´ren, amelynek
a norma´ja ‖x0‖. Az elo˝zo˝ te´tel szerint ez a norma megtarta´sa´val kiterjesztheto˝ az
ege´sz X te´rre. 
2. ko¨vetkezme´ny. Legyen X0 az X norma´lt te´r egy tetszo˝leges za´rt altere e´s
e ∈ X \X0. Ekkor van olyan folytonos linea´ris Φ funkciona´l az X te´ren , amelyre
Φ(x) =
{
0, x ∈ X0
1, x = e.
3. ko¨vetkezme´ny. Az (X, ‖ · ‖X) norma´lt te´r tetszo˝leges x eleme´nek a norma´ja´ra
az
‖x‖X = sup
Φ∈X∗
‖Φ‖∗≤1
|Φ(x)|
ke´plet e´rve´nyes.
6.3. A Hahn–Banach-te´tel geometriai alakjai:
konvex halmazok sze´tva´laszta´sa s´ıkokkal
Elo˝szo¨r vektorte´r s´ıkjait e´rtelmezzu¨k. Ehhez a ko¨zo¨nse´ges te´r s´ıkjaibo´l indulunk ki.
Az R3 te´r adott x0 pontja´n a´tmeno˝ n norma´lvektoru´ s´ıkon az
S =
{
x ∈ R3 | 〈x− x0, n〉 = 0
}
halmazt e´rtju¨k.
Az 〈x− x0, n〉 = 0 egyenlo˝se´get ı´rjuk a´t az 〈x, n〉 = 〈x0, n〉 alakra. Az 〈x, n〉 pedig
felfoghato´ u´gy is, mint a Φ : R3 ∋ x 7−→ 〈x, n〉 linea´ris funkciona´lnak az x helyen
vett helyettes´ıte´si e´rte´ke. Az S s´ık teha´t a Φ fu¨ggve´ny α = 〈x0, n〉 parame´terhez
tartozo´ szintfelu¨lete:
S =
{
x ∈ R3 | Φ(x) = α} .
Az itt haszna´lt fogalmakat tetszo˝leges vektorte´rben is e´rtelmezhetju¨k, eze´rt tet-
szo˝leges vektorte´rben a s´ıkokat linea´ris funkciona´lok szintfelu¨leteke´nt definia´lhatjuk.
Defin´ıcio´. Az X vektorte´r hipers´ıkjainak nevezzu¨k az
SΦ,α := {x ∈ X | Φ(x) = α}
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alaku´ re´szhalmazokat, ahol Φ egy nem azonosan nulla linea´ris funkciona´l e´s α ∈ R.
Ekkor azt is mondjuk, hogy SΦ,α az X te´r [Φ = α] egyenletu˝ hipers´ıkja.
Az SΦ,α hipers´ık az X teret ke´t re´szre, u´gynevezett fe´lterekre osztja:
{x ∈ X | Φ(x) ≥ α} , {x ∈ X | Φ(x) ≤ α} ,
amelyek ko¨zo¨s re´sze az SΦ,α s´ık.
3. te´tel. Az X norma´lt te´r [Φ = α] egyenletu˝ hipers´ıkja akkor e´s csak akkor za´rt
halmaz, ha Φ folytonos linea´ris funkciona´l.
Defin´ıcio´. Legyenek A e´s B az X norma´lt te´r re´szhalmazai. Azt mondjuk, hogy
az SΦ,α hipers´ık
(a) ta´gabb e´rtelemben sze´tva´lasztja A-t e´s B-t, ha
Φ(x) ≤ α ∀ x ∈ A-ra e´s Φ(x) ≥ α ∀ x ∈ B-re;
(b) szigoru´bb e´rtelemben sze´tva´lasztja A-t e´s B-t, ha
∃ ε > 0 : Φ(x) ≤ α− ε ∀ x ∈ A-ra e´s Φ(x) ≥ α+ ε ∀ x ∈ B-re.
Szemle´letesen:
ta´gabb e´rtelemben vett sze´tva´laszta´s szigoru´bb e´rtelemben vett sze´tva´laszta´s
A
B
SΦ,α
A
B
SΦ,α
Defin´ıcio´. Az X linea´ris te´r egy A re´szhalmaza konvex, ha
∀ x, y ∈ A e´s ∀ t ∈ [0, 1] : tx+ (1− t)y ∈ A.
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4. te´tel (a Hahn–Banach-te´tel elso˝ geometriai alakja.). Legyen A e´s B ke´t diszjunkt
nemu¨res konvex halmaz az X norma´lt te´rben. Ha A ny´ılt, akkor van olyan za´rt
hipers´ık, amelyik ta´gabb e´rtelemben sze´tva´lasztja A-t e´s B-t.
5. te´tel (a Hahn–Banach-te´tel ma´sodik geometriai alakja.). Legyen A e´s B ke´t
diszjunkt nemu¨res konvex halmaz az X norma´lt te´rben. Ha A za´rt e´s B kompakt,
akkor van olyan za´rt hipers´ık, amelyik szigoru´bb e´rtelemben sze´tva´lasztja A-t e´s B-t.

7. A Banach–Steinhaus-te´telek
7.1. Opera´torsorozat konvergencia´ja
Tetszo˝leges (X, ‖ · ‖X) e´s (Y, ‖ · ‖Y ) norma´lt terek esete´n e´rtelmeztu¨k a folytonos
(korla´tos) linea´ris leke´peze´sek B(X,Y ) linea´ris tere´t, e´s ezt ella´ttuk az
‖A‖ := ‖A‖XY := sup
x∈X
‖x‖X≤1
‖Ax‖Y (A ∈ B(X,Y ))
(opera´tor)norma´val. Ez a norma az (An) ⊂ B(X,Y ) opera´torsorozat ala´bbi konver-
gencia´ja´t induka´lja.
Defin´ıcio´. Azt mondjuk, hogy az (An) ⊂ B(X,Y ) opera´torsorozat norma´ban
(vagy ero˝sen) tart az A ∈ B(X,Y ) opera´torhoz, ha:
lim
n→+∞
‖A− An‖ = 0.
Szinte´n terme´szetes a ko¨vetkezo˝ konvergencia-t´ıpus bevezete´se.
Defin´ıcio´. Azt mondjuk, hogy az (An) ⊂ B(X,Y ) opera´torsorozat az M ⊂ X
halmazon pontonke´nt tart az A ∈ B(X,Y ) opera´torhoz, ha minden x ∈ M vek-
torra az (Anx) ⊂ Y sorozat Ax-hez konverga´l az Y te´rben, azaz
lim
n→+∞
‖Anx− Ax‖Y = 0 (x ∈M).
Mivel
‖Anx− Ax‖Y = ‖(An − A)x‖Y ≤ ‖An − A‖ · ‖x‖X (x ∈ X, n ∈ N),
eze´rt a normakonvergencia´bo´l ko¨vetkezik a pontonke´nti konvergencia az ege´sz X
halmazon.
Ennek az a´ll´ıta´snak a megford´ıta´sa nem igaz, vagyis a pontonke´nti konver-
gencia´bo´l a´ltala´ban nem ko¨vetkezik a normakonvergencia. Legyen ui. H Hilbert-te´r
e´s vegyu¨nk benne egy (en) ⊂ H ortonorma´lt rendszert. Minden n ∈ N sza´mra
tekintsu¨k az
Lnx := 〈x, en〉 (x ∈ H)
funkciona´lokat. A Bessel-egyenlo˝tlense´gbo˝l ko¨vetkezik, hogy minden x ∈ H vektorra
lim
n→+∞
〈x, en〉 = lim
n→+∞
Ln(x) = 0,
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e´s ez azt jelenti, hogy az (Ln) funkciona´lsorozat pontonke´nt tart az azonosan nulla
funkciona´lhoz. Viszont (Ln) nem konverga´l norma´ban ehhez a funkciona´lhoz, hiszen
‖Ln‖ = ‖en‖ = 1.
A Banach–Steinhaus-te´tel opera´torsorozat pontonke´nti konvergencia´ja´ra ad
meg szu¨kse´ges e´s ele´gse´ges felte´telt. Ezt az eredme´nyt is a funkciona´lanal´ızis
alapveto˝ te´telei ko¨ze´ szoka´s sorolni.
7.2. Az a´ltala´nos eredme´nyek
• Az egyenletes korla´tossa´g te´tele
1. te´tel (az egyenletes korla´tossa´g te´tele). Legyen (X, ‖ · ‖X) Banach-te´r, (Y, ‖ · ‖Y )
pedig norma´lt te´r. Tegyu¨k fel, hogy az (An) ⊂ B(X,Y ) opera´torsorozat pontonke´nt
korla´tos az X te´ren, teha´t minden x ∈ X elemre az (Anx) vektorsorozat korla´tos az
Y te´rben, azaz
∀x ∈ X elemhez ∃ (x-to˝l fu¨ggo˝) Cx > 0 : ‖Anx‖Y ≤ Cx (∀n ∈ N). (7.1)
Ekkor az opera´tornorma´k (‖An‖) sorozata egyenletesen korla´tos, azaz
∃C > 0 : ‖An‖ ≤ C (∀n ∈ N). (7.2)
Bizony´ıta´s. A Baire-fe´le katego´riate´tel felhaszna´la´sa´val azt fogjuk megmutatni,
hogy
∃C > 0 : ‖Anz‖Y ≤ C (∀ z ∈ X, ‖z‖X ≤ 1 e´s ∀n ∈ N). (7.3)
Az opera´tornorma defin´ıcio´ja alapja´n ebbo˝l ma´r ko¨vetkezik a (7.2) egyenlo˝tlense´g.
Tekintsu¨k az
Xm :=
{
x ∈ X | sup
n∈N
‖Anx‖Y ≤ m
}
(m ∈ N)
halmazokat. Xm (m ∈ N) za´rt halmaz. Valo´ban, legyen xk ∈ Xm (k ∈ N) konver-
gens sorozat. Azt kell igazolni, hogy az x := lim
k→+∞
xk hata´re´rte´k is Xm-hez tartozik.
Az xk ∈ Xm felte´tel azzal ekvivalens, hogy
‖Anxk‖Y ≤ m (∀n, k ∈ N).
Ebbo˝l az An opera´torok e´s a norma folytonossa´ga alapja´n
‖Anx‖Y = lim
k→+∞
‖Anxk‖Y ≤ m (∀n ∈ N)
ado´dik, e´s ez azt jelenti, hogy x ∈ Xm.
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A pontonke´nti korla´tossa´gra tett (7.1) felte´telu¨nkbo˝l ko¨vetkezik, hogy⋃
m∈N
Xm = X.
Az X teljes e´s az Xm halmazok za´rtak, eze´rt a Baire-fe´le katego´riate´tel alapja´n
intXm0 6= ∅ valamilyen m0-ra, ı´gy az Xm (za´rt) halmazok ko¨zu¨l legala´bb az egyik
tartalmaz (za´rt) go¨mbo¨t, azaz
∃m0 ∈ N, ∃x0 ∈ X e´s ∃ r > 0
kr(x0) =
{
x ∈ X | ‖x− x0‖X ≤ r
} ⊂ Xm0 .
Ennek a halmaznak az x elemeit az x = x0 + rz (‖z‖X ≤ 1) alakban lehet fel´ırni.
Az Xm0 defin´ıcio´ja alapja´n teha´t fenna´ll az
‖An(x0 + rz)‖Y ≤ m0 (∀n ∈ N e´s ∀ ‖z‖X ≤ 1) (7.4)
egyenlo˝tlense´g.
Legyen z ∈ X, ‖z‖X ≤ 1 egy tetszo˝leges vektor e´s n ∈ N egy tetszo˝leges index.
An linearita´sa miatt
rAn(z) = rAn(z) + An(x0)− An(x0) = An(x0 + rz)− An(x0),
eze´rt (7.4) alapja´n kapjuk, hogy
‖rAn(z)‖Y ≤ ‖An(x0 + rz)‖Y + ‖An(x0)‖Y ≤ m0 + Cx0 ,
ahol Cx0 a (7.1) felte´telbo˝l az x0 ponthoz tartozo´ a´llando´. Ko¨vetkeze´ske´ppen
‖An(z)‖Y ≤ 1r (m0 + Cx0) (∀ z ∈ X, ‖z‖X ≤ 1 e´s ∀n ∈ N)
e´s ez azt jelenti, hogy a (7.3) egyenlo˝se´g a C := 1
r
(m0 + Cx0) a´llando´val teljesu¨l.
Ezzel a te´telt bebizony´ıtottuk. 
Az egyenletes korla´tossa´g te´tele´nek egy a´tfogalmaza´sa a
2. te´tel (divergencia-te´tel.). Legyen (X, ‖ · ‖X) Banach-te´r, (Y, ‖ · ‖Y ) pedig nor-
ma´lt te´r. Tegyu¨k fel, hogy az (An) ⊂ B(X,Y ) opera´torsorozat norma´inak az (‖An‖)
sorozata nem korla´tos, azaz
sup
n∈N
‖An‖ = +∞.
Ekkor van olyan x0 ∈ X elem, hogy az Y te´rbeli (Anx0) sorozat nem korla´tos, azaz
sup
n
‖Anx0‖Y = +∞,
ko¨vetkeze´ske´ppen az (Anx0) ⊂ Y sorozat nem konvergens.
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• Opera´torsorozat pontonke´nti konvergencia´ja
3. te´tel. Legyen (X, ‖·‖X) Banach-te´r e´s (Y, ‖·‖Y ) norma´lt te´r. Tegyu¨k fel, hogy az
(An) ⊂ B(X,Y ) opera´torsorozat minden x ∈ X pontban konvergens, vagyis minden
x ∈ X vektorra az Y -beli (Anx) vektorsorozat konvergens. Jelo¨lje
A(x) := lim
n→+∞
Anx (x ∈ X)
a limesz-opera´tort. Ekkor A is folytonos linea´ris opera´tor, azaz A ∈ B(X,Y ) e´s
‖A‖ ≤ lim inf
n→+∞
‖An‖.
Bizony´ıta´s. A linearita´s a hata´re´rte´k e´s a mu˝veletek felcsere´lheto˝se´ge´bo˝l ko¨vetkezik.
A folytonossa´gra vonatkozo´ a´ll´ıta´st a korla´tossa´g bizony´ıta´sa´val igazoljuk. A norma
folytonossa´ga alapja´n
‖A(x)‖Y = lim
n→+∞
‖Anx‖Y (x ∈ X).
Mindegyik An korla´tos, eze´rt
‖Anx‖Y ≤ ‖An‖ · ‖x‖X (x ∈ X, n ∈ N).
Itt mindke´t oldal limesz inferiorja´t ve´ve e´s felhaszna´lva azt, hogy konvergens soroza-
tok hata´re´rte´ke a limesz inferiorja´val egyenlo˝, azt kapjuk, hogy
‖A(x)‖Y = lim
n→+∞
‖Anx‖Y = lim inf
n→+∞
‖Anx‖Y ≤
(
lim inf
n→+∞
‖An‖
)
· ‖x‖X (x ∈ X).
(7.5)
Mivel
lim inf
n→+∞
‖An‖ ≤ sup
n→+∞
‖An‖,
e´s az egyenletes korla´tossa´gra vonatkozo´ te´tel alapja´n a jobb oldal ve´ges, eze´rt (7.5)
miatt az A limesz-opera´tor valo´ban korla´tos, tova´bba´ fenna´ll az
‖A‖ ≤ lim inf
n→+∞
‖An‖
egyenlo˝tlense´g is. 
4. te´tel (a Banach–Steinhaus-te´tel I.). Legyen (X, ‖ · ‖X) Banach-te´r e´s (Y, ‖ · ‖Y )
norma´lt te´r, tova´bba´ (An) ⊂ B(X,Y ) e´s A ∈ B(X,Y ). Ekkor a ko¨vetkezo˝ ke´t a´ll´ıta´s
egyma´ssal ekvivalens:
7.2. A Hahn-Banach te´tel geometriai alakjai 135
1o Az (An) opera´torsorozat az X-en pontonke´nt tart az A opera´torhoz, azaz
lim
n→+∞
Anx = Ax (x ∈ X).
2o (a) Van olyan Z ⊂ X za´rt rendszer, hogy (An) a Z-n pontonke´nt tart A-hoz,
azaz
lim
n→+∞
Anz = Az (z ∈ Z) e´s
(b) az opera´tornorma´k (‖An‖) sorozata egyenletesen korla´tos, azaz
∃C > 0 : ‖An‖ ≤ C (∀n ∈ N).
Bizony´ıta´s. 1o ⇒ 2o Az (a) felte´tel szu¨kse´gesse´ge nyilva´nvalo´. Ha az (Anx) ⊂ Y
sorozat minden x ∈ X pontban konvergens, akkor az (‖Anx‖Y , n ∈ N) sza´msorozat
az X te´r minden x pontja´ban korla´tos, eze´rt az egyenletes korla´tossa´g te´tele miatt
(b) is teljesu¨l.
2o ⇒ 1o Most megmutatjuk, hogy az (a) e´s a (b) felte´telekbo˝l ko¨vetkezik az
(Anx, n ∈ N) sorozatok konvergencia´ja minden x ∈ X pontban, azaz
∀x ∈ X esete´n ‖Anx− Ax‖Y → 0, ha n→ +∞. (7.6)
Elo˝szo¨r azt jegyezzu¨k meg, hogy az An (n ∈ N) opera´torok linearita´sa e´s az (a)
felte´tel miatt az (Anz) sorozat minden z ∈ [Z] pontban konvergens.
A Z ⊂ X egy za´rt rendszer, ami azt jelenti, hogy [Z] = X, azaz
∀ ε > 0-hoz ∃ y ∈ [Z] : ‖x− y‖X < ε. (7.7)
Az elo˝zo˝ megjegyze´s e´rtelme´ben
lim
n→+∞
‖Any − Ay‖Y = 0 (y ∈ [Z]). (7.8)
I´gy
‖Ax− Anx‖Y ≤ ‖Ax− Ay‖Y + ‖Ay − Any‖Y + ‖Any − Anx‖Y ≤
≤ (‖A‖+ ‖An‖)‖x− y‖X + ‖Ay − Any‖Y ,
e´s ez a kifejeze´s (7.7) e´s (7.8) miatt ele´g kicsi, ha n ele´g nagy, ami a (7.6) a´ll´ıta´s
bizony´ıta´sa´t jelenti. 
Hasonlo´ mo´don igazolhato´ a
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5. te´tel (a Banach–Steinhaus-te´tel II.). Legyenek (X, ‖ · ‖X) e´s (Y, ‖ · ‖Y ) Banach-
terek. Ekkor a folytonos linea´ris opera´toroknak az (An) ⊂ B(X,Y ) sorozata akkor
e´s csak akkor konverga´l minden x ∈ X pontban, ha
(a) van olyan Z ⊂ X za´rt rendszer, amelynek z ∈ Z pontjaiban az (Anz)
sorozat konvergens, e´s
(b) az opera´tornorma´k (‖An‖) sorozata egyenletesen korla´tos, azaz
∃C > 0 : ‖An‖ ≤ C (∀n ∈ N).
7.3. Alkalmaza´sok
• Fourier-sor divergencia´ja
Az egyenletes korla´tossa´g te´tele´nek alkalmaza´sake´nt megmutatjuk, hogy van
olyan folytonos fu¨ggve´ny, amelyiknek a trigonometrikus Fourier-sora egy elo˝re meg-
adott pontban divergens.
Emle´keztetu¨nk arra, hogy egy f ∈ C2π fu¨ggve´ny trigonometrikus Fourier-
sora´nak az
a0
2
+
∑
k=1
(
ak cos kx+ bk sin kx
)
(x ∈ R)
alaku´ fu¨ggve´nysort neveztu¨k, ahol az egyu¨tthato´kat az
ak :=
1
π
∫ 2π
0
f(t) cos kt dt (k = 0, 1, . . .),
bk :=
1
π
∫ 2π
0
f(t) sin kt dt (k = 1, 2, . . .)
ke´pletekkel definia´ltuk. A sor(
Snf
)
(x) :=
a0
2
+
n∑
k=1
(
ak cos kx+ bk sin kx
)
(x ∈ R, n ∈ N).
re´szleto¨sszegei az egyu¨tthato´k ke´plete´nek e´s a koszinuszfu¨ggve´nyre vonatkozo´ add´ıcio´s
te´telnek a felhaszna´la´sa´val a ko¨vetkezo˝ alakban ı´rhato´k fel:(
Snf
)
(x) =
1
π
∫ 2π
0
f(x+ t)Dn(t) dt, (7.9)
ahol
Dn(t) =
1
2
+ cos t+ cos 2t+ · · ·+ cosnt =

sin
(
n+ 1
2
)
t
2 sin t
2
, ha sin(t/2) 6= 0
n+ 1
2
, ha sin(t/2) = 0
a Dirichlet-fe´le magfu¨ggve´ny.
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I´gy minden n terme´szetes sza´mra tekinthetju¨k az
Sn :
(
C2π, ‖ · ‖∞
)→ (C2π, ‖ · ‖∞), Snf := Snf
opera´torokat. Az (Sn) opera´torsorozat pontonke´nti konvergencia´ja teha´t az (Snf)
fu¨ggve´nysorozat egyenletes konvergencia´ja´t jelenti. Sn linea´ris, mert az integra´l
linea´ris; Sn korla´tos is, mert (7.9) alapja´n
‖Snf‖∞ ≤
(
1
π
∫ 2π
0
|Dn(t)| dt
)
· ‖f‖∞ (f ∈ C2π).
Az 5.4. pont 3. pe´lda´ja´bo´l ko¨vetkezik, hogy a korla´tos linea´ris Sn opera´tor norma´ja
‖Sn‖ = 1π
∫ 2π
0
|Dn(t)| dt (n ∈ N).
Bebizony´ıthato´, hogy az (‖Sn‖) sorozat nagysa´grendje logn, azaz le´teznek olyan c1,
c2 pozit´ıv sza´mok, hogy
c1 log n ≤ ‖Sn‖ ≤ c2 log n (n ∈ N),
eze´rt az opera´torok norma´ibo´l ke´pzett
(‖Sn‖) sorozat nem korla´tos:
‖Sn‖ → +∞, n→ +∞.
Az egyenletes korla´tossa´g te´tele´bo˝l teha´t azonnal ado´dik az ala´bbi
6. te´tel. Van olyan 2π szerint periodikus folytonos f fu¨ggve´ny, amelyik trigono-
metrikus Fourier-sora´nak (Snf) re´szleto¨sszegei nem konverga´lnak egyenletesen az
R-en, so˝t sup
n
‖Snf‖∞ = +∞.
Teljesen hasonlo´an olyan folytonos fu¨ggve´nynek a le´teze´se is bebizony´ıthato´,
amelynek a trigonometrikus Fourier-sora egy megadott pontban divergens.
7. te´tel. Tetszo˝leges x0 ∈ R ponthoz van olyan f ∈ C2π fu¨ggve´ny, amelynek a
trigonometrikus Fourier-sora x0-ban divergens, so˝t sup
n
|Snf(x0)| = +∞.
Tekintsu¨k ui. a
Φn :
(
C2π, ‖ · ‖∞
)→ (R, | · |), Φnf := (Snf)(x0)
funkciona´lt, e´s vegyu¨k figyelembe, hogy
‖Φn‖ = ‖Sn‖ (n ∈ N).
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Megjegyezzu¨k me´g azt, hogy 1876-ban du Bois Reymondnak sikeru¨lt pe´lda´t adnia
olyan konkre´t folytonos fu¨ggve´nyre, amelynek a Fourier-sora egy pontban diverga´l,
teha´t nem a´ll´ıtja elo˝ a fu¨ggve´nyt. Uta´na to¨bbeknek is sikeru¨lt ilyen pe´lda´kat meg-
szerkeszteni. 1909-ben Feje´r Lipo´t adott egy igen egyszeru˝ pe´lda´t (l. Szo˝kefavi-Nagy
Be´la: Valo´s fu¨ggve´nyek e´s fu¨ggve´nysorok c´ımu˝ tanko¨nyve´nek 334. oldala´t).
• Feje´r szumma´cio´s te´tele
A Banach–Steinhaus-te´tel alkalmaza´sake´nt most bebizony´ıtjuk Feje´r Lipo´tnak
az ala´bbi, 1904-ben publika´lt alapveto˝ eredme´nye´t.
8. te´tel (Feje´r szumma´cio´s te´tele). Minden 2π szerint periodikus folytonos f fu¨gg-
ve´nyre teljesu¨l, hogy trigonometrikus Fourier-sora´nak Snf re´szleto¨sszegeibo˝l ke´pzett
sza´mtani ko¨zepek(
σnf
)
(x) :=
(
S0f
)
(x) +
(
S1f
)
(x) + · · ·+ (Snf)(x)
n+ 1
(x ∈ R, n ∈ N)
sorozata az ege´sz sza´megyenesen egyenletesen konverga´l az f fu¨ggve´nyhez.
Bizony´ıta´s. 1. le´pe´s. Elo˝szo¨r azt mutatjuk meg, hogy σnf -eket az Snf -ekhez
hasonlo´an za´rt alakban lehet fel´ırni.
A re´szleto¨sszegekre vonatkozo´ (7.9) ke´pletbo˝l azt kapjuk, hogy(
σnf
)
(x) =
(
S0f
)
(x) +
(
S1f
)
(x) + · · ·+ (Snf)(x)
n+ 1
=
1
π
∫ 2π
0
f(x+ t)Fn(t) dt,
ahol
Fn(t) =
D0(t) +D1(t) + · · ·+Dn(t)
n+ 1
=
1
n+ 1
n∑
k=0
sin
(
k + 1
2
)
t
2 sin 1
2
t
a Feje´r-fe´le magfu¨ggve´ny.
Mivel
n∑
k=0
2 sin
(
k + 1
2
)
t · sin t
2
= −
n∑
k=0
[
cos(k + 1)t− cos kt] =
= 1− cos(n+ 1)t = 2 sin2 n+1
2
t,
eze´rt Fn-re az
Fn(t) =
sin2 n+1
2
t
2(n+ 1) sin2 t
2
(t ∈ (0, 2π)),
σnf -re pedig a
(
σnf
)
(x) =
1
π
∫ 2π
0
f(x+ t)Fn(t) dt =
1
2π(n+ 1)
2π∫
0
f(x+ t)
(
sin n+1
2
t
sin t
2
)2
dt (7.10)
7.3. A Hahn-Banach te´tel geometriai alakjai 139
za´rt elo˝a´ll´ıta´st kapjuk.
A Dirichlet-fe´le magfu¨ggve´nnyel o¨sszehasonl´ıtva, a Feje´r-fe´le magoknak a legszem-
betu˝no˝bb tulajdonsa´ga az, hogy nem va´ltoztatja´k meg az elo˝jelu¨ket, hanem
Fn(t) ≥ 0 (t ∈ (0, 2π)). (7.11)
E tulajdonsa´ga miatt a Feje´r-fe´le magfu¨ggve´ny sokkal kezelheto˝bb a Dirichlet-fe´le´ne´l,
s ve´geredme´nyben ezen a tulajdonsa´gon mu´lik, hogy a re´szleto¨sszegek sza´mtani
ko¨zepeivel valo´ o¨sszegze´s a Fourier-sorok esete´ben sokkal hate´konyabb, mint a ko¨-
zo¨nse´ges o¨sszegze´s magukkal a re´szleto¨sszegekkel.
A Feje´r-fe´le magfu¨ggve´ny tova´bbi, fontos tulajdonsa´ga:∫ 2π
0
Fn(t) dt = π (n ∈ N). (7.12)
Ez azonnal ko¨vetkezik a Dj(t) =
1
2
+ cos t+ · · ·+ cos jt Dirichlet-magok tagonke´nti
integra´la´sa´val ado´do´ ∫ 2π
0
Dj(t) dt = π (j = 0, 1, 2, . . .)
o¨sszefu¨gge´sbo˝l.
2. le´pe´s. Tekintsu¨k minden n-re a
σn : (C2π, ‖ · ‖∞)→ (C2π, ‖ · ‖∞), σnf := σnf
opera´torokat. σn linea´ris, mert az integra´l linea´ris. σn korla´tos is, mert (7.10),
(7.11) e´s (7.12) alapja´n
‖σnf‖∞ = ‖σnf‖∞ ≤ 1π‖f‖∞ ·
∫ 2π
0
|Fn(t)| dt =
= 1
π
‖f‖∞ ·
∫ 2π
0
Fn(t) dt = ‖f‖∞ (f ∈ C2π).
Megmutatjuk, hogy a (σn) opera´torsorozat az ege´sz C2π te´ren pontonke´nt tart
az identita´sopera´torhoz, azaz
∀ f ∈ C2π-re σnf ‖ · ‖∞−→ f, ha n→ +∞. (7.13)
Ez azt jelenti, hogy minden f ∈ C2π esete´n a (σnf) fu¨ggve´nysorozat az R-en egyen-
letesen tart f -hez.
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Az a´ll´ıta´s bizony´ıta´sa´hoz a Banach–Steinhaus-te´telt haszna´ljuk fel. Azt kell meg-
mutatni, hogy
(a) a C2π te´rben van olyan Z za´rt rendszer, hogy a (σn) sorozat a Z-n pon-
tonke´nt tart az identita´sopera´torhoz,
(b) az opera´tornorma´k (‖σn‖) sorozata egyenletesen korla´tos.
Az uto´bbi a´ll´ıta´s bizony´ıta´sa egyszeru˝, mert az 5.4. pont 3. pe´lda´ja, (7.11) e´s
(7.12) alapja´n
‖σn‖ = 1π
∫ 2π
0
|Fn(t)| dt = 1π
∫ 2π
0
Fn(t) dt = 1 (∀n ∈ N).
Az (a) a´ll´ıta´st a
Z := {1, cos x, sin x, cos 2x, sin 2x, . . .}
fu¨ggve´nyrendszerre la´tjuk be. Weierstrass ma´sodik approxima´cio´s te´tele szerint ez
valo´ban egy za´rt rendszer a (C2π, ‖ · ‖∞) Banach-te´rben.
Ro¨gz´ıtsu¨nk egy m = 0, 1, 2, . . . sza´mot, e´s legyen
fm(x) := cosmx (x ∈ R).
Mivel minden trigonometrikus polinom Fourier-sora megegyezik maga´val a polinom-
mal, eze´rt
Snfm =
{
0, ha n < m
fm, ha n ≥ m.
Ko¨vetkeze´ske´ppen
σnfm =
S0fm + · · ·+ Sm−1fm + Smfm + · · ·+ Snfm
n+ 1
=
(
1− m
n+1
)
fm,
amibo˝l ko¨vetkezik, hogy a (σnfm, n ∈ N) fu¨ggve´nysorozat R-en egyenletesen tart
fm-hez.
Az a´ll´ıta´s hasonlo´an igazolhato´ a Z szinuszfu¨ggve´nyeire is.
Ezzel (7.13)-at, teha´t a te´tel a´ll´ıta´sa´t bebizony´ıtottuk. 
• A´ltala´nos kvadratu´ra formula´k
Most megmutatjuk, hogy a Banach–Steinhaus-te´tel specia´lis esetke´nt tartal-
mazza a numerikus matematika´ban fontos szerepet ja´tszo´ kvadratu´ra elja´ra´sokat
is.
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Integra´lok ko¨zel´ıto˝ kisza´mı´ta´sa´ra u´n. kvadratu´ra formula´kat szoka´s haszna´lni.
Az ∫ b
a
f(x)w(x) dx (f ∈ C[a, b]) (7.14)
alaku´ integra´lokat fogjuk tekinteni, ahol az egyszeru˝se´g ve´gett feltesszu¨k, hogy [a, b]
kompakt intervallum e´s w : [a, b] → R egy adott integra´lhato´ fu¨ggve´ny (az u´n.
su´lyfu¨ggve´ny). Ro¨gz´ıtsu¨k az [a, b] intervallumon az n sza´mu´
a ≤ x1 < x2 < · · · < xn ≤ b
alap- vagy csomo´pontot. Egy tetszo˝leges f ∈ C[a, b] fu¨ggve´ny (7.14) t´ıpusu´ in-
tegra´lja´t ezeken a helyeken vett fu¨ggve´nye´rte´kek linea´ris kombina´cio´ja´val ko¨zel´ıtju¨k:
Q(f) :=
n∑
k=1
Akf(xk) (f ∈ C[a, b]), (7.15)
ahol Ak-k (k = 1, 2, . . . , n) ro¨gz´ıtett sza´mok. A (7.15) alatti Q funkciona´lt kvadra-
tu´ra formula´nak nevezzu¨k, az Ak sza´mokat pedig a kvadratu´ra formula egyu¨tt-
hato´inak h´ıvjuk.
Nyilva´nvalo´, hogy
Q : (C[a, b], ‖ · ‖∞)→ R
egy folytonos linea´ris funkciona´l, e´s az 5.4. pontban azt is la´ttuk, hogy a norma´ja
‖Q‖ =
n∑
k=1
|Ak|.
Egyetlen (7.15) alatti formula´to´l terme´szetesen nem lehet elva´rni azt, hogy jo´l
ko¨zel´ıtse a (7.14) integra´lt. Ilyen formula´k sorozata´t fogjuk tekinteni. Ez viszont a
ko¨vetkezo˝ ke´rde´s felteve´se´hez vezet: Adva van teha´t ke´t ha´romszo¨g alaku´ ma´trix,
amelyek egyike a csomo´pontok ma´trixa, mı´g a ma´sik az egyu¨tthato´k ma´trixa:
x1,1,
x1,2, x2,2,
x1,3, x2,3, x3,3
...
x1,n, x2,n, x3,n, . . . , xn,n
...
A1,1
A1,2, A2,2
A1,3, A2,3, A3,3
...
A1,n, A2,n, A3,n, . . . , An,n
...
(7.16)
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ahol feltesszu¨k, hogy a csomo´pontok az [a, b] intervallumban vannak. Ekkor minden
f ∈ C[a, b] fu¨ggve´nyhez definia´ljuk a
Qn(f) :=
n∑
k=1
Ak,nf(xk,n) (f ∈ C[a, b]) (7.17)
kvadratu´ra-sorozatot vagy (a´ltala´nos) kvadratu´ra elja´ra´st. Ke´rde´s: milyen felte´-
telek mellett a´ll fenn az, hogy
lim
n→+∞
Qn(f) =
∫ b
a
f(x)w(x) dx (∀ f ∈ C[a, b]). (7.18)
Azokban az esetekben, amikor (7.18) teljesu¨l, azt mondjuk, hogy az (7.16) ma´trixok-
hoz tartozo´ (7.17) kvadratu´ra elja´ra´s konvergens.
Az a´ltala´nos kvadratu´ra elja´ra´s konvergencia´ja´ra a ko¨vetkezo˝ alapte´tel e´rve´nyes:
9. te´tel (Po´lya–Szego˝-te´tel). Legyen [a, b] egy tetszo˝leges kompakt intervallum, w
egy su´lyfu¨ggve´ny [a, b]-n, e´s tegyu¨k fel, hogy adott az alappontoknak egy
a ≤ x1,n < x2,n < x3,n < · · · < xn,n ≤ b (n ∈ N)
e´s az egyu¨tthato´knak egy
A1,n, A2,n, . . . , An,n ∈ R (n ∈ N)
rendszere. Tekintsu¨k a
Qn(f) :=
n∑
k=1
Ak,nf(xk,n) (f ∈ C[a, b], n ∈ N)
kvadratu´ra elja´ra´st.
Ekkor a
lim
n→+∞
Qnf =
∫ b
a
f(x)w(x) dx (f ∈ C[a, b])
egyenlo˝se´geknek, vagyis a kvadratu´ra elja´ra´s konvergencia´ja´nak a szu¨kse´ges e´s ele´g-
se´ges felte´tele az, hogy
(a) az elja´ra´s minden polinomra konvergens legyen e´s
(b) ∃M > 0:
n∑
k=0
|Ak,n| ≤M (∀ n ∈ N).
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Bizony´ıta´s. A kvadratu´ra elja´ra´st a
(
C[a, b], ‖ · ‖∞
)
Banach-te´ren e´rtelmezett
funkciona´lsorozatnak tekintju¨k:
Qn :
(
C[a, b], ‖ · ‖∞
)→ R, Qn(f) := n∑
k=1
Ak,nf(xk,n) (n ∈ N).
Az 5.4. pontban megmutattuk, hogy Qn folytonos linea´ris funkciona´l e´s a norma´ja
‖Qn‖ =
n∑
k=1
|Ak,n| (n ∈ N).
Weierstrass elso˝ approxima´cio´s te´tele´bo˝l ko¨vetkezik, hogy az algebrai polinomok
za´rt rendszert alkotnak a
(
C[a, b], ‖ · ‖∞
)
Banach-te´rben, eze´rt az a´ll´ıta´s a Banach–
Steinhaus-te´tel ko¨zvetlen ko¨vetkezme´nye. 
Ku¨lo¨no¨sen fontosak azok az elja´ra´sok, amelyekben valamennyi Ak,n egyu¨tthato´
nemnegat´ıv.
10. te´tel (Sztyeklov-te´tel). Ha a
Qn(f) :=
n∑
k=1
Ak,nf(xk,n) (f ∈ C[a, b], n ∈ N)
kvadratu´ra elja´ra´sban minden Ak,n egyu¨tthato´ nemnegat´ıv, azaz
Ak,n ≥ 0 (∀ k, n ∈ N),
akkor az elja´ra´s pontosan akkor konvergens minden folytonos fu¨ggve´nyre, ha minden
polinomra konvergens.
Bizony´ıta´s. Azt kell megmutatni, hogy ebben az esetben az elo˝zo˝ te´tel (b) felte´tele
automatikusan teljesu¨l. Ez azonban nyilva´nvalo´, mert a p(x) ≡ 1 polinomra a
konvergencia azt jelenti, hogy∫ b
a
w(x) dx = lim
n→+∞
Qn(1) = lim
n→+∞
n∑
k=1
Ak,n = lim
n→+∞
n∑
k=1
|Ak,n|,
ko¨vetkeze´ske´ppen a
∑n
k=1 |Ak,n| (n ∈ N) sorozat valo´ban egyenletesen korla´tos. 
• Interpola´cio´s kvadratu´ra elja´ra´sok
Az elo˝zo˝ekben szu¨kse´ges e´s ele´gse´ges felte´teleket adtunk meg kvadratu´ra elja´ra´sok
konvergencia´ja´ra, de nem volt szo´ arro´l a fontos a ke´rde´sro˝l, hogy milyen csomo´pont-
e´s egyu¨tthato´rendszer ele´g´ıti ki ezeket a felte´teleket.
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Az egyu¨tthato´k megva´laszta´sa´nak egy igen terme´szetes mo´dja a ko¨vetkezo˝: Ro¨g-
z´ıtsu¨nk egy tetszo˝leges xk,n (k = 1, 2, . . . , n; n ∈ N) pontrendszert e´s minden n-re
vegyu¨k az f fu¨ggve´nynek az xk,n (k = 1, 2, . . . , n) pontokhoz tartozo´ Lagrange-fe´le
interpola´cio´s polinomja´t:(
Lnf
)
(x) :=
n∑
k=1
f(xk,n)lk,n(x) (x ∈ [a, b]),
ahol teha´t
lk,n(x) :=
ωn(x)
ω′n(xk,n)(x− xk,n)
, ωn(x) :=
n∏
k=1
(x− xk,n).
Ha f
”
jo´” fu¨ggve´ny, akkor az Lnf polinom az [a, b] intervallumon ”
jo´l” ko¨zel´ıti f -et,
eze´rt va´rhato´, hogy a
Qn(f) : =
∫ b
a
(
Lnf
)
(x)w(x) dx =
n∑
k=1
(∫ b
a
lk,n(x)w(x) dx
)
f(xk,n) =
=
n∑
k=1
Ak,nf(xk,n) (n ∈ N)
kvadratu´ra sorozat konvergencia szempontja´bo´l
”
jo´l” viselkedik.
Interpola´cio´s kvadratu´ra elja´ra´snak nevezzu¨k azokat a kvadratu´ra elja´ra´-
sokat, amelyekben az egyu¨tthato´kat az
Ak,n :=
∫ b
a
lk,n(x)w(x) dx (k, n ∈ N)
ke´pletekkel e´rtelmezzu¨k, ahol minden n-re lk,n-ek (k = 1, 2, . . . , n) az xk,n (k =
1, 2, . . . , n) csomo´pontokhoz tartozo´ Lagrange-fe´le interpola´cio´s alappolinomok. Egy
ilyen elja´ra´sna´l a csomo´pontok tetszo˝legesek, az egyu¨tthato´k pedig egye´rtelmu˝en
meg vannak hata´rozva.
Az algebra alapte´tele´bo˝l azonnal ado´dik, hogy minden n-ne´l alacsonyabb foku´
polinom egyenlo˝ az xk,n (k = 1, 2, . . . , n) pontokhoz tartozo´ Lagrange-fe´le inter-
pola´cio´s polinomja´val. Ezt felhaszna´lva egyszeru˝en bizony´ıthato´ a
11. te´tel. A Qn(f) (n ∈ N, f ∈ C[a, b]) kvadratu´ra elja´ra´s akkor e´s csak akkor
interpola´cio´s kvadratu´ra elja´ra´s, ha tetszo˝leges n esete´n a
Qn(f) =
∫ b
a
f(x)w(x) dx (7.19)
egyenlo˝se´g minden n-ne´l alacsonyabb foku´ f polinomra fenna´ll.
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Az interpola´cio´s kvadratu´ra elja´ra´s nyilva´n konverga´l minden polinomra. Valo´-
ban, ha f egy tetszo˝leges m-edfoku´ polinom, akkor (7.19) minden n > m esete´n
teljesu¨l. Ezt az e´szreve´telt, valamint az alapte´telt felhaszna´lva azonnal ado´dik a
12. te´tel. (a) Tetszo˝leges interpola´cio´s kvadratu´ra elja´ra´s minden polinomra kon-
vergens.
(b) Egy interpola´cio´s kvadratu´ra elja´ra´s pontosan akkor konvergens, ha
∃ M > 0 :
n∑
k=1
|Ak,n| ≤M (∀ n ∈ N).
(c) Nemnegat´ıv egyu¨tthato´ju´ interpola´cio´s kvadratu´ra elja´ra´sok minden foly-
tonos fu¨ggve´nyre konvergensek.
Konvergencia szempontja´bo´l teha´t a nemnegat´ıv egyu¨tthato´ju´ interpola´cio´s kvad-
ratu´ra elja´ra´sok a legkedvezo˝bbek. Az xk,n csomo´pontok alkalmas megva´laszta´sa´val
ele´rheto˝, hogy az interpola´cio´s kvadratu´ra formula´kban minden Ak,n egyu¨tthato´
nemnegat´ıv legyen. Ez a helyzet akkor, ha az alappontok a w su´lyfu¨ggve´nyre
ortogona´lis polinomok gyo¨kei.
Az eddigiekne´l a´ltala´nosabban legyen most (a, b) egy tetszo˝leges (korla´tos vagy
nem korla´tos) R-beli intervallum. Feltesszu¨k, hogy a w : (a, b)→ R su´lyfu¨ggve´nyre
a ko¨vetkezo˝k teljesu¨lnek:
• 0 ≤ w(x) (x ∈ (a, b));
• w Lebesgue-integra´lhato´ (a, b)-n e´s 0 < ∫ b
a
w(x) dx < +∞;
• minden n ∈ N sza´mra a
µn :=
∫ b
a
xnw(x) dx
integra´lok (az u´n. momentumok) abszolu´t konvergensek.
Tekintsu¨k az
〈f, g〉 :=
∫ b
a
f(x)g(x)w(x) dx
skala´ris szorzattal ella´tott L2w(a, b) Hilbert-teret. Ekkor minden algebrai polinom
benne van az L2w(a, b) te´rben. A linea´risan fu¨ggetlen hn(x) := x
n (x ∈ (a, b);n ∈ N)
hatva´nyfu¨ggve´nyekre a Gram–Schmidt-fe´le ortogonaliza´cio´s elja´ra´st alkalmazva egy,
a fenti skala´ris szorzatra ne´zve ortonorma´lt (pn) polinomrendszert kapunk. Bebi-
zony´ıthato´, hogy az n-edfoku´ pn polinomnak n egyszeres gyo¨ke van az (a, b) inter-
vallumban.
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Jelo¨lje yk,n (k = 1, 2, . . . , n) a pn (n ∈ N) polinom n ku¨lo¨nbo¨zo˝ gyo¨ke´t. Ezen a
csomo´pontrendszeren vett interpola´cio´s kvadratu´ra elja´ra´s minden
Ak,n =
∫ b
a
lk,n(x)w(x) dx
egyu¨tthato´ja nemnegat´ıv. Ez az a´ll´ıta´s a minden k, n ∈ N sza´mra fenna´llo´∫ b
a
lk,n(x)w(x) dx =
∫ b
a
[lk,n(x)]
2w(x) dx
egyenlo˝se´gekbo˝l ko¨vetkezik. Ezek igazola´sa´hoz a viszonylag egyszeru˝en bizony´ıthato´
ala´bbi azonossa´gokat haszna´lhatjuk fel:
n∑
k=1
lk,n(x) = 1 (x ∈ (a, b); k, n ∈ N);∫ b
a
lk,n(x)lj,n(x)w(x) dx 6= 0, ha k, j = 1, 2, . . . , n e´s k 6= j; n ∈ N;∫ b
a
lk,n(x)
[
lk,n(x)− 1
]
w(x) dx = 0, ha k = 1, 2, . . . , n, n ∈ N.
A fentieket o¨sszefoglalva kapjuk az ala´bbi alapveto˝ a´ll´ıta´st.
13. te´tel (Stieltjes te´tele). Legyen (a, b) ⊂ R egy tetszo˝leges intervallum e´s w
egy tetszo˝leges su´lyfu¨ggve´ny (a, b)-n. Jelo¨lje (pn) a w su´lyfu¨ggve´nyre ortonorma´lt
polinomrendszert e´s yk,n (k = 1, 2, . . . , n) a pn (n ∈ N) gyo¨keit. Ekkor az
Ak,n :=
∫ b
a
lk,n(x)w(x) dx (k, n ∈ N)
egyu¨tthato´kkal ke´pzett
Qn(f) :=
n∑
k=1
Ak,nf(yk,n) (n ∈ N)
interpola´cio´s kvadratu´ra elja´ra´s konvergens, azaz a
lim
n→+∞
Qn(f) =
∫ b
a
f(x)w(x) dx
egyenlo˝se´g minden f ∈ C(a, b) fu¨ggve´nyre teljesu¨l.
8. Az inverz opera´tor folytonossa´ga.
Ny´ılt leke´peze´sek e´s za´rt gra´fok
8.1. Elo˝zetes megjegyze´sek
Ebben a fejezetben a funkciona´lanal´ızis ha´rom tova´bbi alapveto˝ jelento˝se´gu˝ te´tele´t
ismertetju¨k. A Banach-fe´le homeomorfia te´tel folytonos linea´ris opera´tor in-
verze´nek a folytonossa´ga´ra ad ele´gse´ges felte´telt. A za´rt gra´f te´tel opera´tor folyto-
nossa´ga´t a sok esetben egyszeru˝bben elleno˝rizheto˝ felte´telre, nevezetesen az opera´tor
grafikonja´nak a za´rtsa´ga´ra vezeti vissza. Mindke´t te´tel bizony´ıta´sa´nak alapja az
o¨nmaga´ban is e´rdekes e´s fontos ny´ılt leke´peze´sek te´tele.
Az ege´sz proble´mako¨r motiva´cio´jake´nt emle´keztetu¨nk arra, hogy eddig az X
e´s Y norma´lt terek ko¨zo¨tti A : X → Y linea´ris e´s folytonos leke´peze´sek a´ltala´nos
tulajdonsa´gait elemeztu¨k. Az X → Y t´ıpusu´ linea´ris leke´peze´sek azonban nem
felte´tlenu¨l folytonosak. La´ttuk azt, hogy az anal´ızisben fontos szerepet ja´tszo´ dif-
ferencia´lopera´tor pe´lda´ul olyan linea´ris leke´peze´s, amely nem folytonos.
Fontos teha´t az, hogy mine´l to¨bb mo´dszer a´lljon rendelkeze´su¨nkre opera´tor foly-
tonossa´ga´nak a vizsga´lata´hoz. Tudjuk azt, hogy linea´ris opera´tor folytonossa´ga
ekvivalens a korla´tossa´ggal; e´s ezt a tulajdonsa´got minden eddigi pe´lda´nkban vi-
szonylag egyszeru˝en meg tudtuk mutatni. A korla´tossa´got azonban sok esetben jo´val
nehezebb elleno˝rizni. Ez a helyzet pe´lda´ul az inverz opera´tor folytonossa´ga´nak a
proble´ma´ja´na´l.
8.2. Az inverz opera´tor
Emle´keztetu¨nk arra, hogy valamely fu¨ggve´nynek akkor van inverze, ha a fu¨ggve´ny
a´ltal le´tes´ıtett leke´peze´s injekt´ıv, azaz ha az e´rtelmeze´si tartoma´ny ba´rmely ke´t
egyma´sto´l ku¨lo¨nbo¨zo˝ eleme´t egyma´sto´l ku¨lo¨nbo¨zo˝ elemekbe viszi a´t. Ebben az eset-
ben terme´szetes mo´don e´rtelmezheto˝ a leke´peze´s inverze. Kora´bban ezeket a fogal-
makat metrikus terek ko¨zo¨tti leke´peze´sek esete´ben is tekintettu¨k; e´s megvizsga´ltuk
azt a fontos ke´rde´st, hogy egy ilyen leke´peze´s folytonossa´ga´t vajon megtartja-e az
inverz leke´peze´s is. Az alapveto˝ eredme´ny a ko¨vetkezo˝: Ha egy kompakt metrikus
te´ren e´rtelmezett folytonos fu¨ggve´ny injekt´ıv, akkor az inverz leke´peze´s is folytonos.
Ne´zzu¨k meg ezt a proble´ma´t most norma´lt terek ko¨zo¨tti leke´peze´sekre. Legye-
nek X e´s Y norma´lt terek. Az A : X → Y opera´tort inverta´lhato´nak nevezzu¨k,
ha tetszo˝leges y ∈ RA elemre az A(x) = y egyenletnek pontosan egy megolda´sa
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van. Ebben az esetben minden y ∈ RA elemhez hozza´rendelhetju¨k a megfelelo˝
A(x) = y egyenlet egyetlen x ∈ DA megolda´sa´t. Az ezzel a hozza´rendele´ssel kapott
(az RA halmazon e´rtelmezett) opera´tort az A opera´tor inverze´nek nevezzu¨k, e´s az
A−1 szimbo´lummal jelo¨lju¨k:
A−1 : RA → DA.
Linea´ris opera´torok esete´n az inverz folytonossa´ga´nak a vizsga´lata´hoz ma´s esz-
ko¨zo¨kre van szu¨kse´g.
Ide´zzu¨k fel a metrikus terek ko¨zo¨tti folytonos leke´peze´sek jellemze´se´re ma´r megis-
mert ala´bbi fontos eredme´nyt: Ha M1 e´s M2 metrikus te´r, akkor az f : M1 → M2
fu¨ggve´ny akkor e´s csak akkor folytonos az M1 halmazon, ha minden M2-beli ny´ılt
halmaz o˝ske´pe M1-beli ny´ılt halmaz. Ezt norma´lt terek ko¨zo¨tti leke´peze´sekre alkal-
mazva ado´dik az
1. te´tel. Legyen X e´s Y norma´lt te´r. Tegyu¨k fel, hogy az f : X → Y egy in-
verta´lhato´ szu¨rjekt´ıv leke´peze´s. Ekkor az f−1 fu¨ggve´ny akkor e´s csak akkor folytonos,
ha f minden X-beli ny´ılt halmazt Y -beli ny´ılt halmazba visz a´t.
Ez a motiva´cio´ja a ko¨vetkezo˝ fogalomnak:
Defin´ıcio´. Az X e´s az Y norma´lt terek ko¨zo¨tti f : X → Y fu¨ggve´nyt ny´ılt leke´-
peze´snek nevezzu¨k, ha minden X-beli ny´ılt halmaz f a´ltal le´tes´ıtett ke´pe Y -beli
ny´ılt halmaz, azaz
∀ G ⊂ X ny´ılt halmaz esete´n f(G) ⊂ Y is ny´ılt halmaz.
Az inverz opera´tor folytonossa´ga´val kapcsolatos alapveto˝ ke´rde´st teha´t ı´gy fo-
galmazhatjuk meg: Ha a norma´lt terek ko¨zo¨tti f : X → Y szu¨rjekt´ıv leke´peze´s
inverta´lhato´, akkor f -re milyen tova´bbi felte´teleket kell tenni ahhoz, hogy f ny´ılt
leke´peze´s is legyen. A ko¨vetkezo˝ pe´lda azt mutatja, hogy ma´r a linea´ris leke´peze´sekre
is kell tova´bbi felte´tel, ti. van olyan injekt´ıv, folytonos e´s linea´ris leke´peze´s, ame-
lyiknek az inverze nem folytonos.
• Pe´lda olyan injekt´ıv, folytonos e´s linea´ris leke´peze´sre, amelyiknek az inverze nem
folytonos.
Legyen X := l2 e´s tekintsu¨k az
A : X ∋ x 7→ Ax := (xn
n
) (
x = (xn) ∈ l2
)
opera´tort. Vila´gos, hogy A linea´ris, tova´bba´
‖Ax‖l2 =
+∞∑
n=1
∣∣xn
n
∣∣2 ≤ +∞∑
n=1
|xn|2 = ‖x‖2l2
(
x ∈ l2),
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eze´rt Ax ∈ l2 e´s A korla´tos, teha´t folytonos leke´peze´s is. Ha y = (yn) ∈ RA, akkor
az Ax = y egyenletnek egyetlen megolda´sa van: x = (nyn), teha´t A inverta´lhato´, e´s
az inverz opera´tor:
A−1 : RA → l2, A−1(y) = (nyn).
Innen ko¨vetkezik, hogy az A−1 opera´tor az en :=
(
δnk, k ∈ N
)
egyse´gvektorokat az
nen (n ∈ N) vektorokba viszi a´t; e´s ez azt jelenti, hogy A−1 nem korla´tos.
8.3. A ny´ılt leke´peze´sek te´tele
A tova´bbiakban feltesszu¨k, hogy (X, ‖ · ‖X) e´s (Y, ‖ · ‖Y ) Banach-terek. Ebben a
pontban kX(x, δ)-val, ill. kY (y, δ)-val jelo¨lju¨k az X, ill. az Y te´r x, ill. y pontja´nak
a δ-sugaru´ (ny´ılt) ko¨rnyezete´t.
Elo˝szo¨r a ko¨vetkezo˝ a´ll´ıta´st bizony´ıtjuk be.
Sege´dte´tel. Legyenek X e´s Y Banach-terek. Ha a folytonos linea´ris A : X → Y
opera´tor szu¨rjekt´ıv (vagyis RA = Y ), akkor az origo´ ko¨ze´ppontu´ X-beli 1-sugaru´
go¨mb ke´pe tartalmaz Y -beli go¨mbo¨t, azaz
∃ r > 0 : A(kX(0, 1)) ⊃ kY (0, r). (8.1)
A sege´dte´tel bizony´ıta´sa. Elo˝szo¨r azt igazoljuk, hogy
∃ r > 0 : A(kX(0, 1)) ⊃ kY (0, 2r). (8.2)
Legyen
Yn := A
(
kX(0, n)
)
(n ∈ N).
Mivel A szu¨rjekt´ıv, eze´rt
Y =
∞⋃
n=1
A
(
kX(0, n)
)
=
∞⋃
n=1
A
(
kX(0, n)
)
=
∞⋃
n=1
Yn.
A Baire-lemma alapja´n az Yn za´rt halmazok valamelyike tartalmaz go¨mbo¨t, mondjuk
kY (y, s) ⊂ Yn.
Ekkor
kY (−y, s) ⊂ −Yn = Yn
is teljesu¨l.
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Legyen x ∈ kY (0, s). Ekkor x±y ∈ kY (±y, s) ⊂ Yn. Felhaszna´lva Yn konvexita´sa´t
ebbo˝l
x =
(x+ y) + (x− y)
2
∈ Yn
ado´dik, ami azt jelenti, hogy
kY (0, s) ⊂ Yn = A
(
kX(0, n)
)
.
Ebbo˝l A homogenita´sa miatt (8.2) az r := s
2n
-nel ado´dik.
A (8.1) bizony´ıta´sa´hoz ro¨gz´ıtsu¨nk most egy tetszo˝leges y ∈ kY (0, r) pontot.
Olyan x ∈ kX(0, 1) elemet kell tala´lnunk, amelyre Ax = y teljesu¨l. Jegyezzu¨k
meg ehhez azt, hogy A homogenita´sa miatt a (8.2)-bo˝l a ko¨vetkezo˝ a´ltala´nosabb
rela´cio´k is ado´dnak:
kY
(
0, 2r · 1
2n
) ⊂ A(kX(0, 12n )) (n ∈ N).
Ezeket felhaszna´lva rekurzio´val olyan X-beli x1, x2, . . . sorozatot konstrua´lhatunk,
amelyre
‖xn‖X ≤ 12n e´s ‖y − A(x1 + x2 + · · ·+ xn)‖Y < r2n
teljesu¨l minden n-re. Ekkor a
∑
xn sor konverga´l valamely x ∈ kX(0, 1) elemhez e´s
A folytonossa´ga miatt
Ax =
+∞∑
n=1
Axn = y,
e´s ez az a´ll´ıta´s bizony´ıta´sa´t jelenti. 
2. te´tel (a ny´ılt leke´peze´sek te´tele). Legyenek X e´s Y Banach-terek. Ha a
folytonos linea´ris A : X → Y opera´tor szu¨rjekt´ıv, akkor A egy ny´ılt leke´peze´s is,
vagyis A minden X-beli ny´ılt halmazt Y -beli ny´ılt halmazba visz a´t.
Bizony´ıta´s. Legyen G ⊂ X tetszo˝leges ny´ılt halmaz. Megmutatjuk, hogy az
A(G) ⊂ Y halmaz is ny´ılt, azaz
∀ y0 ∈ A(G)-hez ∃ s > 0 : kY (y0, s) ⊂ A(G). (8.3)
Valo´ban, legyen y0 ∈ A(G) egy tetszo˝leges pont. Ekkor van olyan x0 ∈ G, hogy
Ax0 = y0. MivelG ny´ılt, eze´rt az x0 pontnak van olyan ε-sugaru´ kX(x0, ε) ko¨rnyezete,
amelyik benne van a G halmazban. Ezt az egyszeru˝en igazolhato´
kX(x0, ε) = x0 + εkX(0, 1)
1
1x ∈ X e´s H ⊂ X esete´n x+H := {x+ h | h ∈ H}.
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egyenlo˝se´g alapja´n ı´gy is ı´rhatjuk:
x0 + εkX(0, 1) ⊂ G.
Ebbo˝l A linearita´sa´t felhaszna´lva ado´dik, hogy
A
(
x0 + εkX(0, 1)
)
= Ax0 + εA
(
kX(0, 1)
)
= y0 + εA
(
kX(0, 1)
) ⊂ A(G).
A sege´dte´tel alapja´n le´tezik olyan r > 0, hogy kY (0, r) ⊂ A
(
kX(0, 1)
)
, eze´rt
y0 + εkY (0, r) ⊂ y0 + εA
(
kX(0, 1)
) ⊂ A(G).
Mivel εkY (0, r) = kY (0, εr) e´s y0 + kY (0, εr) = kY (y0, εr), eze´rt (8.3) az s := εr
sza´mmal teljesu¨l. Ezzel a te´telt bebizony´ıtottuk. 
8.4. A Banach-fe´le homeomorfia te´tel
3. te´tel (a Banach-fe´le homeomorfia te´tel). Legyenek X e´s Y Banach-terek. Ha
A : X → Y folytonos linea´ris bijekcio´, akkor A−1 folytonos linea´ris opera´tor, azaz
A−1 ∈ B(Y,X)
Bizony´ıta´s. Tekintsu¨k az A−1 : Y → X inverz opera´tort. Egyszeru˝en igazolhato´,
hogy tetszo˝leges G ⊂ X halmaz A−1 a´ltal le´tes´ıtett o˝ske´pe e´ppen az A(G) ⊂ Y
halmaz, azaz (
A−1
)−1
[G] = A(G).
Az elo˝zo˝ te´tel alapja´n A ny´ılt leke´peze´s, eze´rt minden X-beli G ny´ılt halmaz A(G)
ke´pe Y -beli ny´ılt halmaz. Azt kaptuk teha´t, hogy minden X-beli G ny´ılt halmaz
A−1 a´ltal le´tes´ıtett o˝ske´pe Y -beli ny´ılt halmaz. A folytonossa´g ny´ılt halmazokkal
valo´ jellemze´se´bo˝l teha´t ko¨vetkezik, hogy A−1 valo´ban folytonos leke´peze´s. Ezzel a
te´telt bebizony´ıtottuk. 
4. te´tel (ekvivalens norma´k). Legyenek (X, ‖ · ‖1) e´s (X, ‖ · ‖2) Banach-terek, e´s
tegyu¨k fel, hogy van olyan c > 0 a´llando´, hogy
‖x‖2 ≤ c‖x‖1 (∀ x ∈ X). (8.4)
Ekkor a ke´t norma ekvivalens, azaz le´tezik olyan C > 0 a´llando´ is, hogy
‖x‖1 ≤ C ‖x‖2 (∀ x ∈ X).
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Bizony´ıta´s. Tekintsu¨k az
I : (X, ‖ · ‖1)→ (X, ‖ · ‖2), I(x) := x
identikus leke´peze´st. I nyilva´n linea´ris bijekcio´ e´s a (8.4) felte´tel miatt
‖I(x)‖2 ≤ c‖x‖1 (x ∈ X),
eze´rt I korla´tos, ko¨vetkeze´ske´ppen folytonos is. A Banach-fe´le homeomorfia te´telbo˝l
ko¨vetkezik, hogy ekkor I−1 is folytonos, teha´t korla´tos, ami azt jelenti, hogy van
olyan C > 0 a´llando´, hogy
‖I−1(x)‖1 ≤ C‖x‖2 (x ∈ X).
Ebbo˝l a nyilva´nvalo´ I−1(x) = x egyenlo˝se´g alapja´n ma´r ko¨vetkezik a te´tel a´ll´ıta´sa.

8.5. A za´rt gra´f te´tel
Emle´keztetu¨nk arra, hogy az f : R→ R fu¨ggve´ny grafikonja´n a
Γ(f) :=
{
(x, f(x)) | x ∈ R} ⊂ R× R
halmazt e´rtju¨k. Fontos e´szreve´tel, hogy f folytonossa´ga a s´ıkbeli Γ(f) halmaz bi-
zonyos topolo´giai tulajdonsa´ga´val hozhato´ kapcsolatba. Egyszeru˝en bebizony´ıthato´
az, hogy ha az f fu¨ggve´ny folytonos az ege´sz R halmazon, akkor a Γ(f) ⊂ R2 za´rt
halmaz, azaz ha
(xn, yn) ∈ Γ(f) (n ∈ N) e´s xn → x, yn → y, akkor (x, y) ∈ Γ(f).
Az a´ll´ıta´s megford´ıta´sa nem igaz (l. pl. az f(x) := x−1, ha x ∈ R\{0} e´s f(0) := 1,
vagy pedig a Riemann-fu¨ggve´nyt).
Norma´lt terek ko¨zo¨tti fu¨ggve´nyekre is terme´szetes mo´don e´rtelmezheto˝ a grafikon
fogalma, e´s a fenti a´ll´ıta´s a´ltala´nos´ıta´sa is igaz. A za´rt gra´f te´tel azt a´ll´ıtja, hogy
Banach-terek ko¨zo¨tti linea´ris leke´peze´sek esete´n a szo´ban forgo´ a´ll´ıta´s megford´ıthato´,
azaz Banach-terek ko¨zo¨tti linea´ris opera´torok folytonossa´ga ekvivalens mo´don jelle-
mezheto˝ az opera´tor grafikonja´nak a za´rtsa´ga´val. I´gy teha´t a folytonossa´g eldo¨n-
te´se´hez egy u´jabb leheto˝se´get nyeru¨nk. Az alkalmaza´sokban vannak olyan konkre´t
esetek, amikor a folytonossa´got e´ppen a grafikon za´rtsa´ga´val lehet a legegyszeru˝bben
elleno˝rizni.
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R×Rminta´ja´ra elo˝szo¨r norma´lt terek Descartes-szorzata´t e´rtelmezzu¨k. Legyenek
teha´t (X, ‖ · ‖X) e´s (Y, ‖ · ‖Y ) tetszo˝leges norma´lt terek. Egyszeru˝en bebizony´ıthato´,
hogy X × Y linea´ris te´r (R felett) e´s az
‖(x, y)‖ := ‖x‖X + ‖y‖Y
(
(x, y) ∈ X × Y )
fu¨ggve´ny norma ezen a linea´ris te´ren. Az
(
X × Y, ‖ · ‖) norma´lt teret az X e´s
Y norma´lt terek Descartes-szorzata´nak nevezzu¨k. A teljesse´g defin´ıcio´ja´bo´l az
is azonnal ado´dik, hogy
(
X × Y, ‖ · ‖) pontosan akkor Banach-te´r, ha X e´s Y is
Banach-te´r.
A tova´bbiakban csak az X e´s Y terek ko¨zo¨tti linea´ris leke´peze´seket tekintju¨k.
Defin´ıcio´. Az X e´s az Y norma´lt terek ko¨zo¨tti A : X → Y linea´ris leke´peze´s
grafikonja´n vagy gra´fja´n a
Γ(A) :=
{
(x,Ax) | x ∈ X} ⊂ X × Y
halmazt e´rtju¨k.
Az X × Y norma´lt te´rben besze´lhetu¨nk topolo´giai fogalmakro´l, pl. halmazok
za´rtsa´ga´ro´l. Emle´keztetu¨nk arra, hogy valamely norma´lt te´r egy re´szhalmaza akkor
e´s csak akkor za´rt halmaz, ha minden torlo´da´si pontja´t tartalmazza. A za´rt hal-
mazokat konvergens sorozatokkal is jellemeztu¨k. Ezzel kapcsolatban e´rdemes meg-
jegyezni azt, hogy az (xn, yn) ∈ X × Y (n ∈ N) sorozat pontosan akkor konverga´l
az (x, y) ∈ X × Y ponthoz, ha
xn
‖·‖X−−→ x e´s yn ‖·‖Y−−→ y
Defin´ıcio´. Az A : X → Y leke´peze´st za´rt gra´fu´ opera´tornak nevezzu¨k, ha a
Γ(A) gra´fja az X × Y norma´lt te´rnek za´rt re´szhalmaza, azaz ha
∀ xn ‖·‖X−−→ x, Axn ‖·‖Y−−→ y esete´n y = Ax.
Folytonos linea´ris leke´peze´s gra´fja nyilva´n za´rt halmaz:
5. te´tel. Ha X e´s Y norma´lt terek e´s A ∈ B(X,Y ), akkor Γ(A) az (X × Y, ‖ · ‖)
norma´lt te´r za´rt re´szhalmaza.
Bizony´ıta´s. Tegyu¨k fel, hogy
(xn, Axn)
‖·‖−→ (x, y).
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Ekkor xn
‖·‖X−−→ x e´s Axn ‖·‖Y−−→ y. Mivel A folytonos, eze´rt Axn ‖·‖Y−−→ Ax, ko¨vetkeze´s-
ke´ppen Ax = y. 
A most vizsga´lt proble´ma is ra´vila´g´ıt a ve´ges e´s a ve´gtelen dimenzio´s terek
ko¨zo¨tti le´nyeges ku¨lo¨nbse´gekre. A fent elmondottaknak abban az esetben, ha csak
ve´ges dimenzio´s terek ko¨zo¨tti linea´ris leke´peze´seket vizsga´lunk, nincs ku¨lo¨no¨sebb je-
lento˝se´ge, ti. ekkor minden ilyen leke´peze´s ma´r automatikusan folytonos is; de aze´rt
azt is mondhatjuk, hogy ekkor a folytonossa´g az opera´tor za´rtsa´ga´val is jellemez-
heto˝. Le´nyegesen megva´ltozik a helyzet azonban akkor, ha az X e´s Y norma´lt terek
ve´gtelen dimenzio´sak. A ko¨vetkezo˝ pe´lda azt mutatja, hogy ekkor me´g a linea´ris
leke´peze´sek folytonossa´ga sem jellemezheto˝ a gra´fjuk za´rtsa´ga´val.
Pe´lda nem folytonos linea´ris za´rt gra´fu´ leke´peze´sre.
Tekintsu¨k ui. az
X :=
(
C1[0, 1], ‖ · ‖∞
)
, Y :=
(
C[0, 1], ‖ · ‖∞
)
norma´lt tereket e´s a
D : X → Y, Df := f ′
differencia´lopera´tort. Ez nyilva´n linea´ris, e´s azt is la´ttuk ma´r, hogy D nem folytonos
(korla´tos). (Emle´kezteto˝u¨l: vegyu¨k az fn(t) := t
n (t ∈ [0, 1], n ∈ N) fu¨ggve´nysoro-
zatot.)
Megmutatjuk, hogy D egy za´rt gra´fu´ opera´tor. Valo´ban, legyen (fn, Dfn) ⊂
X × Y (n ∈ N) olyan sorozat, amelyik konvergens az X × Y norma´lt te´rben, azaz
fn
‖·‖X−−→ f e´s Dfn ‖·‖Y−−→ g.
Ez azt jelenti, hogy a folytonosan differencia´lhato´ (fn) fu¨ggve´nysorozat egyenletesen
konverga´l az f fu¨ggve´nyhez, e´s a deriva´ltak (Dfn) = (f
′
n) sorozata pedig egyenlete-
sen konverga´l egy g ∈ C[0, 1] fu¨ggve´nyhez. A fu¨ggve´nysorozatok tagonke´nti de-
riva´la´sa´ra vonatkozo´ te´telbo˝l ko¨vetkezik, hogy ekkor f szu¨kse´gke´ppen folytonosan
deriva´lhato´, e´s f ′ = g, azaz a g = Df egyenlo˝se´g fenna´ll, ami azt jelenti, hogy D
valo´ban egy za´rt gra´fu´ opera´tor.
Az ala´bbi te´tel azt a´ll´ıtja, hogy Banach-terek ko¨zo¨tti za´rt gra´fu´ linea´ris opera´-
torok ma´r szu¨kse´gke´ppen folytonosak is, vagyis a folytonossa´g az opera´tor grafikon-
ja´nak a za´rtsa´ga´val jellemezheto˝. (Az elo˝zo˝ pe´lda´ban megadott D opera´tor e´rtel-
meze´si tartoma´nya nem teljes, teha´t nem Banach-te´r; l. pl. Weierstrass elso˝ app-
roxima´cio´s te´tele´t.)
6. te´tel (a za´rt gra´f te´tel). Legyenek X e´s Y Banach-terek e´s tegyu¨k fel, hogy
A : X → Y egy linea´ris za´rt gra´fu´ opera´tor, azaz az A linea´ris leke´peze´s Γ(A) =
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{(x,Ax) | x ∈ X} grafikonja az (X × Y, ‖ · ‖) Banach-te´r egy za´rt re´szhalmaza.
Ekkor A folytonos is, azaz A ∈ B(X,Y ).
Bizony´ıta´s. Mivel X e´s Y Banach-terek, eze´rt egy kora´bbi megjegyze´su¨nk alapja´n
az
(
X × Y, ‖ · ‖) Descartes-szorzatuk is Banach-te´r. Nyilva´nvalo´, hogy Γ(A) az
X × Y te´r egy linea´ris altere. A te´tel felte´tele szerint ez teha´t egy za´rt alte´r,
ko¨vetkeze´ske´ppen Γ(A) maga is Banach-te´r.
Tekintsu¨k a
Λ : X → Γ(A), Λx := (x,Ax)
opera´tort. Ez a leke´peze´s egy linea´ris bijekcio´ az X e´s a Γ(A) Banach-terek ko¨zo¨tt.
Az inverze, vagyis a
Λ−1 : Γ(A)→ X, Λ−1(x,Ax) = x
opera´tor korla´tos (folytonos). Valo´ban∥∥Λ−1(x,Ax)∥∥
X
= ‖x‖X ≤ ‖x‖X + ‖Ax‖Y = ‖(x,Ax)‖
(
(x,Ax) ∈ Γ(A)).
A Banach-fe´le homeomorfia te´tel alapja´n ennek a folytonos linea´ris bijekcio´nak az
inverze, vagyis a
(
Λ−1
)−1
= Λ opera´tor is folytonos (korla´tos), azaz van olyan C > 1
a´llando´, hogy
‖Λx‖ = ‖(x,Ax)‖ = ‖x‖X + ‖Ax‖Y ≤ C‖x‖X (x ∈ X)
teljesu¨l, amibo˝l
‖Ax‖Y ≤ (C − 1)‖x‖X (x ∈ X)
ko¨vetkezik. Ez viszont azt jelenti, hogy A valo´ban egy korla´tos (folytonos) leke´peze´s.
Ezzel a te´telt bebizony´ıtottuk. 
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