Safety applications require fast, precise and highly reliable sensors at low costs. This paper presents signal processing methods for an active multispectral optical point sensor instrumentation for which a first technical implementation exists. Due to the very demanding requirements for safeguarding equipment, these processing methods are targeted to run on a small embedded system with a guaranteed reaction time T < 2 ms and a sufficiently low failure rate according to applicable safety standards, e.g., ISO-13849. The proposed data processing concept includes a novel technique for distance-aided fusion of multispectral data in order to compensate for displacement-related alteration of the measured signal. The distance measuring is based on triangulation with precise results even for low-resolution detectors, thus strengthening the practical applicability. Furthermore, standard components, such as support vector machines (SVMs), are used for reliable material classification. All methods have been evaluated for variants of the underlying sensor principle. Therefore, the results of the evaluation are independent of any specific hardware.
Introduction
Contact-free material classification is a useful feature for many safety applications. In particular, manually fed machinery such as bench saws bear high risks to the operator, as the operator's limbs might easily be harmed by the machine's rotating blade. An active safeguarding system detecting dangerous situations, e.g., a hand going too close to the blade of a circular saw, could prevent severe accidents, for instance, by triggering a fast emergency stopping mechanism. To achieve this, a sensor principle is required that is capable of distinguishing the operator's skin or gloves from typical work pieces reliably and fast.
In a previous article [1] , a number of concepts were discussed including a multispectral point sensor to detect the user's limbs by classifying their surface material within the beam of the system (e.g., human skin or material of a certain type of glove). This paper describes the basic measuring principle and presents benchmarks with respect to the acquisition speed achieved with the very first prototypical implementation of the sensor concept, which is only a partial implementation of the final sensor concept. A more detailed description of the latest optical design, which fully implements the final sensor concept, was published in the Journal of Applied Optics [2] . The last article focuses on the discussion and evaluation of typical artefacts, which are related to the optical design.
In this paper, the focus is on the required data processing methods, which are generalized to be applicable to various implementations of the presented sensor concept. As depicted in figure 1, the sensor concept comprises an optical transmitter and receiver unit. The transmitter unit is sequentially generating optical strobe pulses of different peak wavelengths. For example, light emitting diodes (LEDs) or laser diodes can be used as optical sources, whereby LEDs are to be preferred for cost-sensitive applications. The prototypical implementation used for the measurements presented in this work has four different LEDs with peak wavelengths at λ 0 = 830 nm, λ 1 = 1060 nm, λ 2 = 1300 nm and λ 3 = 1550 nm yielding a waveband index b ∈ [0, 3] ⊂ N. This selection of wavebands is a result of an optimization process, which was aided by reflectance spectra taken from 330 persons and hundreds of different material samples. Passive optical components such as lenses are used to shape a collimated exit beam. The exit beam's diameter must be smaller than the diameter of the smallest object that should be detected by the sensor system (e.g., a little finger).
In general, multispectral data are acquired by sweeping through the available wavebands. For a complete sweep, each available waveband is activated at least once for a certain exposure time. The transmitter can be deactivated for a time period within the sweep to allow the measurement of ambient light.
The receiver unit should be located side by side with the transmitter. Reflected light is collected and focused onto the detector line using dedicated beamforming. The receiver is synchronized with the transmitter's sweep sequence to measure the intensity of the reflected light for each waveband λ b . As indicated in figure 1 , the incidence angle of the reflected light depends on the distance of the target from the sensor. Here, two targets are shown at distances d 0 and d 3 , whereby the reflection from the surface at d 0 is focused onto the first pixel and the reflection corresponding to d 3 is shifted onto the last pixel. This shift on the detector line can be used to measure the distance to the target by triangulation. The prototypical implementation comprises a detector line of four photodiodes or pixels, respectively [2] . For this prototype, the actual measurement distances depicted in figure 1 are The whole signal processing chain is sketched in figure 2. All processes before the distance estimation are considered as preprocessing steps, which are part of the specific implementation of the sensor and which are not discussed further in this paper. Also, self-testing measures, which are mandatory for safeguarding equipment, are not shown in this chart.
Unlike the previous publications, this paper focuses on optimized techniques to implement the high-level part of the data processing chain, namely the distance estimation, data fusion and material classification for the described sensor principle. Machine learning algorithms are used to create reliable models that estimate the distance to an object's surface based on the focal point's position on the detector line.
The primary feature of the sensor concept is to acquire multispectral data of sufficient quality to allow a precise material classification. The distance measurement itself, however, is a secondary feature, which is used to eliminate effects of distance dependent optical attenuation as well as imperfections of a certain hardware implementation. Therefore, the design of the sensor should be optimized for measurement accuracy in terms of signal strength instead of optical displacement. In consequence, the proposed technical implementation has a small number of large photodiodes, which leads to a rather low spatial resolution but high sensitivity. To overcome this disadvantage for the distance measurement, a new method is proposed to learn the sensor's characteristics in order to optimize the accuracy of the distance estimation for the given purpose.
In the next step, the measured distance is used for the data fusion of all acquired data to a vector comprising distanceinvariant, multispectral information. This information is denoted as a spectral signature, which is used to classify the object's surface material. The major contributions of this paper in the context of signal processing are as follows:
• The proposal of a signal processing concept for the described type of sensor system. • The introduction of a new algorithm for the triangulationbased displacement measurement.
• An application-oriented approach for the fusion of spatially distributed, multispectral data.
The precision and reliability of the proposed processing concept have been evaluated by applying data acquired by one real and four simulated sensor setups. This evaluation includes a comparison with state-of-the-art methods for the distance estimation. In summary, the approach presented in this work delivers superior results and does not depend on any specific implementation of the sensor concept.
Prior work
The spectral properties of human skin have been investigated at least since the 1950s [3] . Over the last two decades, the nearinfrared properties of human skin have been used for person detection in remote sensing. For instance, Pavlidis and Nunez have published high-end solutions using special near-infrared cameras and filters [4, 5] .
Previous work on the evaluation of different optical and non-optical sensor technologies for human limb detection in safety applications is summarized by Reinert et al [1, p 1180ff] . In this work, the proposed multispectral point sensor is the most promising approach. Since then, an advanced design concept for such a sensor system as well as a prototypical implementation was developed [2] .
The distance measurement via triangulation is performed by the signal processing chain to guide the fusion of multispectral data [6] . In prior work, several methods to compute sub-pixel information to enhance the resolution of such triangulation displacement sensors have been presented. For instance, enhanced versions of the generalized cross correlation (GCC) and averaged square difference function (ASDF) have been investigated [7, 8] . There are many works on the influence of different parameters on the measurement error. In particular, scattering properties and the orientation of the measured surface to the sensor usually influence the measurement [9] . In section 3, a new method of sub-pixel data processing which compensates for influences by the orientation of the measured surface is proposed. To the best of our knowledge, there is no publication on a distance-aided data fusion technique as required by the presented application. Therefore, no reference method is available for comparison. The problem of classifying a surface based on its multispectral signature can be solved by a wide range of state-of-theart machine learning methods. For instance, decision trees (DTs) are still popular for their simplicity and easy evaluation. Support vector machines (SVMs) are usually more complex to build and evaluate than DTs, but benefit from their ability to maximize the margin between different classes [10] .
Distance estimation
The idea of distance measurement using triangulation is that the position of the focal point p on the detector line changes as a function of distance d between a target's surface and the sensor (see figure 3) .
In this section, a new approach to estimate the measurement distance d is introduced. For comparison, two state-of-the-art approaches are presented as well. The results of tests with several measurement conditions can be found in section 6.1. All methods presented in this section require data of only one (arbitrary) waveband, as they determine geometric parameters and do not make use of multispectral properties. The actual waveband, which is used for the measurements, is disregarded in this section to simplify the mathematical notation and maintain consistency with prior work. Therefore, the two-dimensional matrix X 2 ∈ N N×B of sensor readings is reduced to a vector x 2 , whereby the pixel index n ∈ [0, N − 1] ⊂ N is retained and the index of wavebands b ∈ [0, B − 1] ⊂ N is discarded by choosing an arbitrary column of X 2 to be used as x 2 . In this work, elements within matrices and vectors are addressed by indices in square brackets, e.g., x 2 [0] denotes the first element within the vector x 2 .
State-of-the-art approaches
The approaches presented in this section follow two steps: first, the sub-pixel position of the focal pointp on the onedimensional detector array is estimated. Then, a mapping of the estimated peak positionp to the estimated distanced is found. Both steps can be realized with various models.
Let x i be signals in the spatial domain with components
where N is the number of pixels (or photodiodes, respectively) on the detector line. The component x i [n] represents the strength of the incident illumination measured at pixel n. From now on, x 1 is defined as a reference signal and x 2 is a sensor reading that must be processed. The reference x 1 will be chosen from a set of signals
holds the peak of x ν 1 }, so that for each ν, the given x ν 1 ∈ X 1 has the property that its sub-pixel peak position equals ν, too. These signals have to be obtained in offline measurements beforehand. The relation of x ν 1 to x 2 can be expressed as x
, whereby α is a scaling factor and a signal shift. x 1 and x 2 can be compared to find an estimationˆ of according to the time delay estimation (TDE) problem formalized in [11] . As this work is in a different context, the TDE problem is adapted to a different domain to detect a spatial shift rather than a time delay.
Let ν max be the index of the pixel with the maximum received energy within the current measurement signal x 2 . When expecting a Gauss-like energy distribution over the detector line, the corresponding x 2 [ν max ] will denote the pixel with the closest position to the signal's sub-pixel peak position p. Therefore,ˆ has to be in [ν max −0.5, ν max +0.5] ⊂ Q instead of [0, N − 1] ⊂ Q. So, to minimizeˆ with respect to x 2 , the reference signal x ν max 1 ∈ X 1 will be chosen. To findˆ , the GCC as well as the ASDF can be used [11, 12] . With both methods, a discrete cross-correlation 
(1)
This leads to a parabolaR fit (δ) fitted through at least three points ofR[m] with vertex (ˆ ,R fit (ˆ )), which providesˆ as a shift of the peak position with respect to ν max . Finally, the estimated peak position of x 2 is denoted asp = ν max +ˆ . Due to the choice of the reference signal,ˆ might yield negative values. Therefore, a modified index calculation for R[m] as proposed by Kim et al in [7] is used:
For the second step, the estimated distance between sensor and object can be modelled as a function of the estimated peak positionp from the first step. This second step is disregarded in the original work [7, 8] . With appropriate physical setup conditions (e.g., in [7] ), a linear function can be used. When the receiver and transmitter are in parallel alignment, the correlation follows a hyperbola. This function can be found by the fitting of a general power functiond power (p) = λp κ using tuples of peak position to displacement (p, d) as shown in figure 4 .
A third variant to mapp to an estimated distance is to use a step function
with distance classesd i , boundaries r i and the maximum number of boundaries , which can be found by an isotonic regression on tuples (p, d) [13] .
Quick binary tree mapping (QBTM)
To optimize the sub-pixel resolution for low-resolution detectors, a new approach is introduced: the QBTM. This method starts with the determination of the peak position ν max in x 2 . Instead of trying to obtainp with sub-pixel accuracy, ν max is tolerated as a rough approximation for p with pixel resolution. For the next step, a binary DT
This keeps the depth of the trees as low as possible. The maximum error by this forest is limited in comparison to one big tree, as each tree only learns distance values that are related to one ν max . That way, the whole algorithm only performs N − 1 divisions and a small number of comparisons (given by the depth of the trees) for a complete estimation. The current sensor measurement represented as x 2 is transformed in a preprocessing step before being used as input for the DTs. So, ratios of amplitudes at neighbouring pixels are computed as f Q (
). These ratios are well suited as input for the trees, as they are scale-invariant and independent of the analysed material's spectral properties. Instead, they are primarily dependent on the focal point position on the detector line (see figure 5) . Now, the distance mapping is denoted aŝ
Considering f Q ( x 2 ), some ratios roughly describe a Gaussian distribution (e.g., see figure 5 ). This 
can be explained by the Gaussian characteristic of the signals used as numerator or denominator, which are exemplified in figure 3 . Note that the variance σ 2 (or width) of each pixel's Gaussian function increases with the mean μ (or shift) from pixel to pixel.
As exemplified in figure 6 , when the ratio of two arbitrary Gaussian distributions G 1 , G 2 with different means μ 1 , μ 2 and variances σ 2 1 , σ 2 2 is computed, the result can be a Gaussian distribution (or similar) as well [14] . As ideal Gaussian distributions are symmetric, a unique mapping of a value (on the y-axis) to a certain displacement (on the x-axis) is impossible. Therefore, binary DTs are used to evaluate the combined information given by all available ratios. Finally, a direct mapping Tp f Q ( x 2 ) =d can be done.
Data fusion
In comparison to the previous section, the full matrix X 2 is used instead of the reduced vector x 2 to address the sensor readings of all available wavebands. The purpose of data fusion is to create the input vector s, which is used for material classification. This process is guided by the estimated distancê d, which is used to select a corresponding matrix of correction factors C d ∈ C from a set of matrices C. In a following step, the new vector s is derived from X 2 , whereby the corrected readings of all pixels are reduced to one reflectance value per waveband. This reduction is done using X 2 , C d and the weights W as defined in equation (8) . Each factor
photodiode and b ∈ [0, B − 1] ⊂ N is an index of a waveband. So, N is the number of pixels on the detector line and B the number of available wavebands.
In consequence, each element s [b] of s is a reflectance value, which only corresponds to a waveband b. Finally, s will be denoted as a spectral signature. The set of correction factor matrices C is derived from a set of reference measurements T , which is gathered over the whole distance range as specified for the sensor system. So, T is a training set of regular sensor readings X 2 , whereby each element is uniquely addressed by a ground-truth value for the measurement distance d as
Each factor is computed by equation (9) once in a preprocessing step, whereby the targeted spectral signature s ref is provided by spectroscopic measurements of the reference surface. The same surface must be used for the acquisition of the training set T to allow a comparison of the actual sensor readings at the available measurement distances to the desired output s ref . This means that s ref is the desired result for a transformation X 2 → s.
, if
If a resulting correction factor is above a manually chosen threshold t max , it will be set to zero. The larger a determined correction factor
at the corresponding pixel n. During the calibration process, weak signals occur if only a small portion of the incident illumination is projected onto the corresponding pixel. In general, smaller signals tend to have a weaker signal-to-noise ratio (SNR) [15] . Therefore, the weighted combination is chosen with respect to the assumption that larger correction factors indicate a weaker SNR of the input data. In consequence, the matrix comprising all weights W is calculated as defined in equation (10), whereby α is the number of pixels in X 2 which comprises signals above a lower threshold t min for which a non-zero correction factor is given with respect to the estimated distance. Equation (11) provides the computation of α. t min can be any value and should be chosen to be above the sensor's noise level.
An example for the resulting correction factors as well as an applied transformation of measured sample data figure 7 . In this figure, the relative standard deviation (RSD) is 10% over a range of 725 mm. It can obviously be seen that the transformed output value s [0] is not constant over the whole distance range. This unwanted variation can be explained by the error of the distance estimation, the sensor's noise and the scanned surface's scattering properties.
If approximating the scattering properties of diffuse surfaces (e.g., human skin, some gloves or wood) by a Lambertian scatterer 3 , the reflected intensity perceived by the receiver r with an area of aperture A will decrease over the distance d to the measured surface as a function of
2 , according to Lambert's cosine law [16] . Every deviation of a real surface from Lambert's model will cause divergent behaviour. For instance, the reflected radiation measured at a highly specular surface will not decrease as much as reflected radiation measured at a Lambertian scatterer over the same distance, as long as the surfaces are directly facing the sensor. Taking these effects into consideration, reference surfaces with similar scattering properties to the surfaces to detect (e.g., human skin) have been chosen.
Material classification
Let M be a set of materials m to distinguish between (e.g., M = {Skin, Wood, . . .}). The aim of machine learning for material classification is to provide a mapping from a spectral signature s to the class of the surface material m as defined in equation (12) , where A M denotes a material classifier andm being the classified material. 
For this work, SVMs are used as classifiers. In particular, the open-source programming library LIBSVM is used for all experiments [17] . Similar to the preprocessing for the distance estimation, the input vector s is transformed using a function f M ( s) = s scaled . When using LIBSVM, f M should be implemented to scale each element in s within a set of training data E to be in the range of −1.0 to 1.0 to equalize the influence of the values within each dimension. Otherwise, dimensions that yield comparably large values would have a stronger influence on the result of the kernel function than dimensions that mostly contain smaller values [18] . A scaling function as implemented in LIBSVM is given in equation (13), where s min [n] and s max [n] denote the minimum and maximum values within all data at dimension n that are provided by an example set E [17] .
The dimensionality of the resulting vector remains unchanged and, therefore, equals the number of available wavebands B. An example set E consists of tuples (m, s scaled ), where m ∈ M is a true ground material class. Finding the best mapping s scaled → m is the learning task for a material classifier. The dot product space given by the transformed spectral signatures s scaled comprises a dimension for each waveband, containing the scaled reflection strength. For instance, the sampled spectral signatures for the material classes of Skin and Wood are not linearly separable within this space. When training an SVM, a kernel is used to transform data into a feature space of higher dimensionality in which the two classes might be linearly separable. This transformation is often done implicitly, which is denoted as the kernel trick in the literature [19] . For the evaluation presented in the next section, the radial basis function (RBF) was used as a kernel.
Evaluation
In this section, the experiments carried out to evaluate the presented methods for distance estimation and data fusion are presented. Then, a brief summary of the results from the material classification is shown.
Distance estimation
This section is divided into two subsections. First, the data sources and test conditions for this evaluation are introduced. Then, the results achieved by the presented methods are presented.
Data basis for comparison.
A set of 17 measurement configurations was chosen for the testing and training of the algorithms. All measurements were performed using a white diffuse tile, which is usually utilized as a white reference for the calibration of spectroscopes. The tile is rotated and shifted about its axis as depicted in figure 8 .
The configurations of measurement are defined in table 1. The diameter of the round target is 80 mm. Normally, the beam is centred on the tile. Configurations 16 and 17 apply a 40 mm translation on the X-axis. Therefore, the beam is centred on the edge of the target with no other object behind. In practice, partial intersections of objects and the beam occur frequently, if the objects are in motion. Partial intersections often lead to ambiguous sensor readings and have to be regarded in this evaluation. The other configurations define different rotations of the sensor's target. All these operations affect the light intensity distribution on the detector, which is used to perform the distance estimation [7] . In consequence, the different configurations add deviations to the input data that must be suppressed by the distance estimator in order to achieve good results.
Furthermore, a virtual model of the presented sensor was created to synthesize measurement data. The simulations were carried out using commercial software for optical engineering and ray tracing called FRED 4 . When a good match of the synthesized and real sensor data was reached, the model was altered to create four new virtual sensors. That way, alternative data for testing and training of the distance estimators were synthesized by modelling the test configurations within the simulation. By considering alternative sensor designs, the estimators can be evaluated on a total of five data sources rather than only one specific implementation. The first modification (M1) is an idealized housing of the detector, which (unlike the real housing) absorbs all radiation. The second modification (M2) of the model is an idealization of the transmitter in which the four LEDs are replaced by a single source of switchable waveband. Furthermore, the size of the source was reduced from 3.24×10 −2 to 1.0×10 −4 mm 2 and its emitted radiation is spread only ±5
• around the surface normal. This modification leads to an almost perfect match of the beams at different wavebands. The only matching error is induced by the refraction index of the lens, which depends on the wavelength. Anyhow, this effect is negligible in this application. Another important aspect is the full width at half maximum of the beam. For the second modification, it is reduced from ∅ b1 = 20 mm to ∅ b2 = 7.5 mm at a distance of 500 mm to the sensor. • and beam diameters of ∅ b1 = 20 mm or ∅ b2 = 7.5 mm, this leads to l z1 = 7.3 mm, respectively, l z2 = 2.7 mm. So, a large l z means that the projection is within a distance span on the Z-axis rather than a distinct distance. Therefore, the beam's diameter ∅ b should be minimized to obtain unambiguous input data.
For the third (M3) and fourth (M4) modifications, the number of photodiodes within the detector line is doubled to a total of 8. The length of the detector line is not modified. Instead, the round photodiodes with ∅ p = 1 mm are replaced by rectangular detectors with a footprint of l x = 0.62 mm * l y = 1 mm. This detector line of higher spatial resolution is combined with modifications 1 and 2 to form two additional setups.
For testing and training of the estimators, input data of all configurations and all sensors were generated from a distance span of d min = 100 mm to d max = 500 mm. The data were collected and labelled automatically using a motorized linear driving stage. 100 samples for each configuration at each position were collected, scanning at a spatial resolution of 1 mm. Overall, the variance for 100 samples per distance and configuration is only 0.1% to 3%. Therefore, a random selection of ten samples per position and configuration was used for training and testing to keep the number of data manageable. Unlike the real measurements, the simulation was carried out with steps of 5 mm to save computation time. However, the resolution was interpolated to steps of 1 mm using cubic splines [20, p 40ff].
Comparison of presented methods.
Common optical triangulation sensors often use red lasers to emit highly collimated beams with diameters of only about 1 mm. LEDs rather than lasers are preferred for the presented sensor concept, as lasers of well-suited wavelengths are more expensive and require dedicated safety treatment with regard to laser class 1, which is mandatory if the laser is not hermetically shielded. Furthermore, the hardware setup, e.g., for beamforming, is more complex.
Usually, the receivers consist of a lens system and a CCD or CMOS detector line. The detector lines have comparably high spatial resolutions of several hundred to several thousand pixels 5 . Therefore, these sensors are much better preconditioned in terms of distance measurement, if compared to the multispectral sensor concept. To obtain a spectral signature, a multispectral sensor would usually have fewer pixels of larger active area to maximize the SNR. Nevertheless, as the principle is the same, common techniques for the distance (or displacement) measurement can be used as references to evaluate the QBTM approach. As introduced in section 3.1, the ASDF and the GCC are used as references [11, 12] . In table 2, the root mean square errors (RMSs) for all permutations of target configurations, (virtual) sensor designs and methods for the distance estimation are presented. The ASDF is outperformed by the GCC and QBTM in most scenarios. Unlike GCC and QBTM, ASDF is not scaleinvariant becauseR EASDF [m] is not linear with respect to x 2 . This is a major disadvantage, as the input data scale with the orientation of the target, expressed as angles α and β.
Overall, the results of the QBTM are better than those of the GCC, especially for target configurations 16 and 17. As depicted in figure 9 , the majority of the beam misses the target in these configurations. This results in a strong change of the projection onto the detector line, when compared to a full intersection of beam and target. The DTs of the QBTM, however, are able to handle such conditions if corresponding training data are used. When excluding such training data, the performance of the QBTM drops to the level of the GCC. For example, a QBTM classifier which was trained using the real sensor data with target configurations 1-15 reached an RMS of 35.29 mm, respectively, 38.00 mm for the test with target configurations 16 and 17. This example demonstrates the importance of the right composition of training data for the QBTM's binary DTs. For this evaluation, the tree induction algorithm of the software Orange was used with a maximum depth of 100 [21] .
The ability of the QBTM classifier to learn dedicated rules for certain situations may lead to wrong decisions in situations that were not included in the training set. The ability of estimators to process data that are very different from the training data is tested. For this purpose, samples of animal tissue were measured with the actual sensor system and then used as a new test set. Unlike the reference tile which was used for training of the estimators, the animal tissue's reflection has a significant share of subsurface scattering components and comparably high rates of absorption of about 50% to 96% (within the observed spectrum). On a data basis of seven tissue samples, the GCC reached an average RMS of 24.18 mm, while the QBTM reached 31.70 mm.
The data captured by the real sensor hardware show an SNR of at least 21 dB, calculated from the random signal changes within 100 measurements acquired with unchanged measurement conditions. The SNR of the synthesized data cannot be determined easily, as the data are interpolated from equidistant sampling points, which are supplied through the simulation. To evaluate the sensitivity of the presented methods to noise, 10 dB of synthesized white noise is added to the data set created with the virtual sensor M2. On these data, the RMS achieved using the GCC increases by a factor of 1.1, while the RMS achieved using the QBTM increases by a factor of 3.8. Nevertheless, the results of the QBTM without noise show an average RMS of 2.16 mm, which outperforms the GCC with 4.52 mm. Therefore, the absolute results of the QBTM on the noisy data are not dramatically worse with an average RMS of 8.22 mm compared to 5.12 mm reached by the GCC.
For the presented sensor system, the signal at photodiode 0 peaks at a distance to target of 564 mm, while the signal at photodiode 3 peaks at a distance to target of 105 mm. Therefore, the distance estimation using GCC or ASDF is limited to the range of 105 to 564 mm, as their windowed analysis cannot calculate sub-pixel coordinates outside these extreme points. In contrast, the QBTM classifier can be trained with data where the focal point is outside the detector line. Hence, the range of the distance estimation can be extended. Figure 10 shows a comparison of the distance estimation performed by GCC and QBTM. The plot reveals that the GCC cannot predict values below 105 mm and above 564 mm, while the QBTM produces reasonable results up to a distance of about 650 mm. That specific QBTM estimator was trained within a distance range of 75 to 800 mm. The accuracy decreases drastically above 650 mm, but it is still a useful range extension of about 25%.
Data fusion
As no standard method for this specific problem could be found in the literature, a comparison to the state of the art cannot be presented here. In section 4, it is claimed that the use of a weighted average function will be less sensitive to noise as a simple average. Here, a simple average function
, with k N being the number of non-zero correction factors, is used to verify this claim. Furthermore, to be independent of the distance estimator's performance, the ground-truth distance d is used as input for the algorithm.
For evaluation, the real sensor data from 17 target configurations are used as defined in the previous section. The correction factors were derived from an independent reference measurement using a different target made of special silicone rubber. All correction factors are within a margin of 0 to 10, whereby all factors above 10 were set to 0 to cancel out weak signals that would require an amplification by a factor of >10.
The spectral signatures s and s alt are computed over a distance range of 100 to 500 mm. Next, the RSDs of each element in s and s alt are computed, as they reflect the stability of each waveband's values over the distance range. For the actual material classification, the energy distribution over the different wavebands is an extremely valuable property of the spectral signature. Therefore, a vector q is derived from s which contains ratios from all combinations of the available wavebands, e.g., [3] ). Again, the RSD is used to evaluate the stability of the energy distribution in q and q alt . The results are summarized in table 3, where the minimum, median, mean and maximum RSD of all parameters over all target configurations are shown.
It is clear to see that the ratios stored in q and q alt are generally more stable than the amplitudes within s and s alt . It must be noted that errors of 10% RSD only occurred in configurations 16 and 17. In these configurations, the sensor Figure 10 . Distance estimation from 100 to 800 mm on actual sensor data using GCC and QBTM.
is measuring the edge of a round target. The quality of the signal acquired in such configurations strongly depends on the sensor's beam quality [2] .
The minimum, median and mean RSDs of all parameters in s and s alt indicate an advantage of the weighted averaging function s [b] over the simple averaging function s alt [b] . However, the comparison of q and q alt yields indifferent results. Here, q alt shows better results in terms of minimum and maximum RSD, while q has a better median RSD. Note that the mean RSDs of q and q alt are very close and the difference is not statistically significant. In summary, the stability of the amplitudes in s benefits from the weighted data fusion, while the stability of the energy distribution, expressed by q and q alt , is not improved.
Material classification
The presented signal processing chain is used to convert raw sensor readings to spectral signatures s and classify them by using SVMs. The training examples E represent different use cases with respect to the following safety applications: woodworking (Skin versus Wood) and meat processing (Glove or Skin versus Meat). For this evaluation, skin measurements from ten individuals as well as measurements from 13 pieces of wood, ten different gloves (i.e. latex, nitrile and vinyl) and ten pieces of meat (i.e. pork, beef, turkey and chicken) were used. The skin measurements were taken from the palm and back of the hand for each individual. Furthermore, the measurements performed on three individuals were repeated at an angle of 45
• to the sensor. The wood samples comprise several tree types such as birch, oak, spruce, beech and pine. One sample of birch and one sample of spruce were measured at low and very high moisture levels of about ∼10% to ∼100%, whereby 100% means that the weight of the contained water equals the bone-dry weight of the wood. Four different types of nitrile gloves were used in the colours blue and yellow. Among these, three samples were disposable gloves and one was an impregnated glove. Furthermore, four disposable latex gloves in the colours red, green, blue and yellow as well as two vinyl gloves in the colours green and yellow were included. The meat was measured at specific regions, which were dominated by fat, bone or flesh. All data were recorded with a prototypical implementation of the hardware on a linear driving stage as described in section 6.1. A selection of representative spectra is displayed in figure 11 , which covers the visual and nearinfrared spectrum. It can be seen that the reflectance spectra of fat and bones from pork meat are very similar to human skin. Figure 12 shows the two most prominent components that were derived with a principal component analysis on all available spectral signatures for the scenario of Skin versus Meat. The plot reveals that most samples of skin and meat show a strong clustering in three main clusters with the exception of a group of meat samples that is just within the skin cluster.
The evaluation is based on the confusion matrix, which contains the true classes against the assigned classes. Each value of the confusion matrix represents the median resulting from a tenfold cross validation. Cross-validation folds were assigned based on objects, so that no object will be used for training and testing in the same fold. Correct classifications of the target class and not-target class are denoted as true positives (TPs) and true negatives (TNs), respectively. A wrong assignment of the target class is a false positive (FP) and a false negative (FN) in the opposite case. Several evaluation measures can be derived from the confusion matrix as the accuracy (ACC), true positive rate (TPR), false positive rate (FPR) and the precision (PREC). According to [22] , these measures are defined as follows:
The LIBSVM implementation was used for these experiments [17] . As shown in table 4, optimized learning parameters were selected for each scenario, whereby C is a parameter of the C-SVM to control the trade-off between margin maximization and training error minimization and γ being an LIBSVM specific parameter controlling the RBF kernel, which is defined as K(x, y) = e −γ ||x−y|| 2 [17, 19] . The optimization was carried out following a grid search algorithm as proposed by Hsu et al [18] , where a tenfold cross validation is performed for a total of 110 different combinations of the parameters 3 . The training and testing tasks can easily be distributed on many processors as the parameter ranges are known from the start of the algorithm, which is an advantage over iterative optimization heuristics.
The results in table 4 show that the differentiability is perfect for Skin versus Wood. In fact, a perfect separation of skin from wood samples was achieved in all ten folds. The results of Skin versus Meat are surprisingly good, as these classes have very similar spectra. For the Glove versus Meat scenario, all latex, nitrile and vinyl gloves were assigned to the label Glove. On those data, a perfect separation was achieved for all folds.
Discussion and future work
The GCC and QBTM show different advantages and disadvantages in the evaluation. Considering the QBTM, the use of binary DTs allows extra rules which account for many possible situations, like scanning a surface at a steep angle or with a partial overlapping of the surface with the scanning beam. On the other hand, the performance of the trees strongly depends on the training data and unwanted overfitting may occur. As mentioned in section 6.1, the algorithm and parameters which are used to create the trees must be chosen with care.
In prior work, the GCC and ASDF are applied to monochromatic data for distance triangulation. The GCC and ASDF are not suited to make use of multispectral input data in the context of this work. However, it would be possible to apply the methods to the input data of each waveband individually. This form of oversampling could increase the precision of the measurement, e.g., by averaging the individual results. In practice, an individual calibration for each waveband would be recommended, as the transmitted beams might not be congruent for all wavebands. Rather than the GCC or ASDF, the QBTM can be trained with ratios computed for all available pixels and wavebands. In consequence, the gain of this additional information needs to be evaluated.
The evaluation of the material classification has shown that skin could be separated perfectly from wood as well as gloves from meat. On the other hand, skin could not be separated perfectly from meat. In practice, meat processing machines might be used with or without gloves, which requires the safeguarding system to account for both cases. In a previous paper, a push button was presented which performs multispectral measurements when pressed [23] . With the use of such a technology, appropriate material classifiers can be selected. Alternatively, the use of such machines without gloves could be prohibited or multiple SVMs could be combined to form a multiclass SVM.
The results presented in this paper were mostly achieved from measurements under laboratory conditions and simulations. In practice, if such a sensor is mounted on a machine to monitor a safety critical point, all kinds of artefacts induced by, e.g., motion, irregular target geometry, moisture or partial intersection of beam and one or several targets might occur simultaneously. Such conditions could easily cause FPs leading to false alarms, if the software did not implement appropriate measures to detect such conditions. Motion can be tracked easily by comparing a series of measurements over time. However, the reaction speed of the system will be reduced by a factor v −1 , whereby v is the number of measurements in the evaluation window. The detection of a partial beam intersection of one or more targets might be done by an analysis of the energy distribution over the detector line. The same approach might be useful to detect extremely steep angles of, e.g., α, β 60
• . Another problem may occur if the sensor has to classify targets with surface materials that were not considered during training of the classification algorithms. The properties of an unknown material may be misclassified as human skin to trigger a false alarm, even if it is very different from all skin samples within the training data. Basically, the problem is that the hyperplane found by an SVM will not totally enclose the cluster of all skin samples and thus cannot prevent an FP classification of all possible data points around this cluster. To avoid this, an initial test to ensure that all input values lay within thresholds that are enclosing all training samples of a safety critical class (such as skin) could be performed. This test could also be useful to cancel out outliers which are related to dynamic effects mentioned above.
Conclusion
With the described signal processing chain, it is possible to compute spectral signatures of satisfying quality for precise material classification. In the context of safety, satisfying quality denotes the probability of a false negative classification (undetected danger) that must be in the magnitude of 10 −6 /h, which equals one failure in more than a hundred years. Such demanding rates cannot be guaranteed at this point, as the database used for evaluation is not supplying enough samples.
With the newly introduced method QBTM, it is possible to measure the distance to the target surface with millimetre resolution from only four to eight available pixels. For the presented application, QBTM shows several advantages over the state-of-the-art methods GCC and ASDF, namely a wider range of operation, higher accuracy, lower computational effort and good adaptability to special measurement cases. The disadvantages of QBTM however are a higher (static) memory consumption and the requirement of more training data. Once the distance information is obtained, it is possible to compute a multispectral signature of the scanned surface, which is mostly invariant from the measurement distance. This is an important requirement for robust material classification.
The last step of the signal processing chain is the classification of the surface's material using support vector machines. Although the available data for the scenarios of Skin versus Wood and Glove versus Meat were separated perfectly by the material classification, extensive field studies will be required to proof the actual reliability of the signal processing chain as well as the hardware.
