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   Einleitung
Noch wenige Jahre vor Entstehung dieser Arbeit war die Rechnerwelt von groen zen
tralistisch orientierten Systemen gepr

agt Erst zu Beginn der achtziger Jahre begann
mit der Entwicklung von Workstations und Personalcomputern eine Wende hin zu klei





ahigerer Netze wurden in den letzten zehn Jahren fast

uberall Grorechenanlagen
durch Verbunde kleinerer Maschinen ersetzt
W

ahrend dieser rasanten Ver

anderung entstanden jedoch zunehmend Probleme die aus
der wesentlich langsameren Entwicklung von verteilten auf die neuen Voraussetzungen zu
geschnittenen Algorithmen und ihrer Implementierungen resultierten Dies f

uhrte zum Teil
zu einer erheblichen Verz

ogerung des eigentlich sehr sinnvollen und nat

urlichen Konzeptes
zur Parallelisierung und Verteilung von Problemen Vor allem in der ersten H

alfte der
neunziger Jahre scheiterten viele teilweise euphorisch begonnene Projekte einer Umstel
lung auf die neuen popul

aren ClientServerRechnerumgebungen an fehlenden Verfahren
zur optimalen Verteilung von bisher sequentiell bearbeiteten Problemen Dies ist nicht
auf spezielle Bereiche beschr

ankt Die Entwicklung und Implementierung verteilter par
alleler Algorithmen stellt bis heute eine der wichtigsten Aufgaben der Informatik in allen
Disziplinen dar
Dabei sind Probleme aus der Mathematik keine Ausnahme Insbesondere in der Zahlen
theorie sind zum Teil Jahrhunderte alte Fragen noch immer ungel

ost Der Ursprung von
Vermutungen zu m

oglichen Antworten ist meist das Ergebnis von Proberechnungen die
zun

achst von Hand sp

ater mit mechanischen und schlielich elektronischen Rechenanlagen
durchgef

uhrt wurden Das Interesse gilt dabei einerseits der Bekr

aftigung der Vermutung
selbst andererseits aber auch der Ermittlung zus

atzlichen problemverwandten Daten












ten bereits geschlossen werden wie sich bei der L

osung des Vierfarbenproblems aus der
Graphentheorie zeigte Im Jahre 	  versuchte Francis Guthrie die Landkarte Englands
derart zu f

arben da keine zwei angrenzenden Grafschaften dieselbe Farbe aufwiesen Er
bemerkte da dazu vier Farben gen

ugten Es stellte sich die Frage ob dies ein Spezialfall
war oder ob diese Aussage allgemeing

ultig ist siehe auch Cay	 Erst  konnte durch
H Heesch Hee ein Beweisansatz gefunden werden der allerdings L

ucken enthielt Es
verblieben nur endlich viele F

alle die mit der gefundenen Methode nicht erfabar waren
Schlielich gelang es K Appel und W Haken im Jahre  diese fehlenden F

alle durch
den Einsatz massiver Rechnerleistung auszuschlieen App





ankung des Betrages der summatorischen Funktion der M

obiusfunktion





ur alle x   gilt jMxj 
p
x
Mer Die Richtigkeit dieser Vermutung h

atte weitreichende Folgen gehabt Sie konn
   Einleitung
te erst 	 etwa neunzig Jahre sp

ater  wiederum durch Rechnereinsatz  von A Odlyzko
und HJJ te Riele widerlegt werden interessanterweise ohne die explizite Angabe eines
Ausnahmefalles Odl	 und Rie	
Die vorliegende Arbeit besch

aftigt sich mit der Entwicklung und Optimierung verteilter
Algorithmen zu Problemen aus der Zahlentheorie Das grundlegende Prinzip der Aufspal
tung des Gesamtproblems und die sich anschlieende parallele L

osung der entstandenen
Teilaufgaben existiert dabei nicht etwa erst seit Beginn der Entwicklung vernetzter klei
nerer Rechnerarchitekturen Bereits im Jahre 		 f

uhrte JWL Glaisher Gla	 eine
Z

ahlung von Primzahlzwillingen durch Die Berechnung von Teilintervallen wurde damals
von mehreren Mitarbeitern ausgef

uhrt Die simultane Nutzung

menschlicher Rechenlei





ollig unterschiedlichen Standorten ersetzt Besonders letzteres wird
durch das sich in den letzten zwanzig Jahren in der Anzahl der beteiligten Rechner expo
nentiell wachsende Internet beg

unstigt So ndet beispielsweise seit nunmehr dreieinhalb
Jahren eine von G Woltman initiierte verteilte Suche nach Mersenneschen Primzahlen
im Internet statt wobei die ansonsten brachliegende Rechenleistung mehrerer tausend
Maschinen parallel genutzt wird siehe zB Wol Weitere Beispiele sind etwa die Be
rechnung von Dezimalstellen der Zahl  oder auch Versuche zur verteilten Faktorisierung
groer Zahlen Zima die seit der Entwicklung des RSAAlgorithmus im Jahre 
Adl	 in verschiedenen kryptographischen Verfahren eine entscheidende Rolle spielen
Speziell werden in der vorliegenden Arbeit vier Probleme behandelt Zur Vorbereitung
auf die Bewertung der jeweils vorzustellenden Algorithmen wird in Kapitel   zun

achst
ein neues Berechnungsmodell entwickelt das bestehende Modelle um in der Praxis rele





ucksichtigt werden dabei sowohl Unterschiede in den Komplexit

aten verschiede
ner Operationen als auch Kosten f

ur Speicherzugrie Beides hat in der Praxis entschei
denden Einu auf die Gesamtkomplexit

at der Implementierungen von Algorithmen Der
Grundaufbau des Modells wird zun

achst formal deniert den Instruktionen der Modell
maschine dann Kosten zugeordnet Es folgt in Abschnitt   die Einf

uhrung einer Sprache
zur Algorithmenbeschreibung Diese wird schlielich zum Zwecke der Analyse der fol
genden Verfahren durch Angabe eines








amtliche vorzustellenden Algorithmen werden
anhand der Beschreibungssprache erl

autert und mit dem vorher geschaenen Komple
xit

atsma bewertet Diese Vorgehensweise l

at eine wesentlich realistischere Bewertung
der Komplexit





















aftigt sich mit Primzahl	Sieben also Algorithmen zur Trennung zerlegba






 Jahre alte Sieb des Eratosthenes dar Zun

achst werden daran einige einfache Verbes
serungen vorgenommen An der Analyse der daraus resultierenden Verfahren zeigt sich
da selbst feine Unterschiede durch das Komplexit

atsma der Beschreibungssprache erfat
werden k

onnen In einem n

achsten Schritt ndet dann zur Vorbereitung auf eine sp

atere
Verteilung die Segmentierung des Basissiebes statt Der Begri der Segmentierung der im
Bereich der Primzahlsiebe eine gewisse Tradition hat wird in dieser Arbeit

ubernommen
Er ist zum einen als theoretische Vorstufe zu einer praktischen Verteilung zu verstehen
und soll zum anderen vom Begri der Partitionierung abgrenzen unter der man h

aug
eine disjunkte Zerlegung versteht die hier nicht immer gemeint sein mu
Ausgehend von einer ersten segmentierten Version werden schrittweise Verbesserungen
entwickelt die schlielich in einem hochoptimierten Verfahren m

unden Es wird gezeigt
da dieses trotz seiner asymptotisch schlechteren Laufzeit unter realistischen Bedingungen
andere Algorithmen

ubertrit Eine Implementierung des resultierenden Primzahlsiebes
wird in  beschrieben Dabei wurde auf m

oglichst weitreichende Parametrisierbarkeit
geachtet die sich in sp

ateren Anwendungen zum Teil erheblich auswirkt
In Kapitel  wird eine Teil Verikation der inzwischen

uber  
 Jahre alten Gold	
bachschen Vermutung vorgenommen Dabei handelt es sich um die Frage ob sich jede
gerade Zahl gr

oer oder gleich  als Summe zweier Primzahlen darstellen l

at Trotz der
Einfachheit ihrer Formulierung z

ahlt man einen m

oglichen Beweis der Goldbachschen Ver





achere Aussage die tern


are Goldbachsche Vermutung besagt da sich jede ungerade
Zahl gr










urde konnte inzwischen unter der
Annahme der verallgemeinerten Riemannschen Vermutung bewiesen werden Der letzte
L

uckenschlu in diesem Beweis wurde unabh

angig voneinander von Y Saouter sowie J	
M Deshoulliers et al wiederum jeweils durch massiven Rechnereinsatz erreichtSao	
Des Es w

are sogar theoretisch m

oglich einen Beweis ohne weitere Voraussetzungen







ugend groen n gilt Vin Eine explizite Schran
ke wurde erstmals von KG Borozkin in Bor angegeben und sp

ater von JR Chen und
Y Wang in Che	 auf 


reduziert Ob eine solche Schranke aber jemals von Rech





are Vermutung ist auch unter weiteren nichttrivialen Voraussetzungen nicht bekannt
Es werden zun

achst zwei Methoden zur Verikation beschrieben sowie deren Vor und
Nachteile aufgezeigt Aus diesen

Uberlegungen folgt die Auswahl eines der beiden Verfah
ren Laufzeitkritische Punkte konnten durch mehrere Optimierungen entscheidend verbes
sert werden Der resultierende Algorithmus wurde implementiert und schlielich verteilt
Eine Erweiterung des Goldbachschen Problems stellt die Frage dar wieviele Zerlegungen
als Summe zweier Primzahlen es f

ur eine gerade Zahl gibt Die Anzahl der Zerlegungen








urlich solange die Goldbachsche Vermutung nicht bewiesen ist prinzipiell auch
noch in Betracht gezogen werden da es m

oglicherweise nicht einmal eine einzige Zerlegung
gibt Der Frage der Anzahl der Goldbach	Partitionen wird in Kapitel  nachgegangen Das
Problem der Bestimmung dieser Anzahl l

at sich durch einen sequentiellen Algorithmus




ot das Verfahren in der Praxis schnell an seine
Grenzen die vor allem aus dem Mangel an zur Verf

ugung stehendem Hauptspeicher resul
tieren Es wird zun

achst gezeigt da durch eine Segmentierung des Basisverfahrens ein




uhrt die beschriebene Vorgehensweise zun

achst




at die jedoch praktisch durch die sich
automatisch ergebende Verteilbarkeit aufgefangen werden kann Die Ergebnisse der ver
teilten Berechnung werden schlielich verschiedenen historischen Vermutungen

uber das
Wachstum der Anzahl der Partitionen gegen

ubergestellt
Kapitel  stellt ein Verfahren zur verteilten Suche nach modulo p verschwindenden Fermat	
Quotienten zur Basis a f

ur prime a und p vor Die dazu






  mod p

wurde erstmals vor etwa 
 Jahren von N Abel in
Abe 	 aufgeworfen Sie steht in engem Zusammenhang mit dem inzwischen von A Wi	




osungen der Kongruenz oder
ihrer Struktur ist wenig bekannt Es wird zun

achst ein einfacher Algorithmus beschrieben
der jedoch in der Praxis entscheidende Nachteile aufweist Selbst nach der Ersetzung eini
ger problematischer Stellen verbleiben praktische Schwierigkeiten die nur durch eine recht
komplizierte aber letztendlich erfolgreiche Vorgehensweise behoben werden k

onnen Das
resultierende und schlielich implementierte und verteilte Verfahren zeigt eine praktische
Schranke f

ur eine im Berechnungsmodell getroene Idealisierung auf die trotz der relativ
umst

andlichen Methode nicht durchbrochen werden mute Die getroene Idealisierung
erf

ahrt damit eine weitere Rechtfertigung
Abschlieend wird eine Softwareimplementierung zur Steuerung verteilter Rechnungen
vorgestellt Dabei werden sowohl vernetzte Systeme mit oder ohne gemeinsamem Spei
cher unterst

utzt als auch einzelne Rechner eingebunden die nur teilweise netzverbunden
sind oder auch v

ollig getrennt arbeiten Durch die relativ schlanke Struktur und einfache
Kongurierbarkeit ist es prinzipiell m

oglich weltweite Rechnerressourcen in eine verteil
te Rechnung einzubinden Netzkommunikationen werden dabei weitestgehend vermieden
um eine Abh

angigkeit von zentralen Servern zu vermeiden S

amtliche Rechnungen wur








stellt eine Ausdehnung des bisher best

atigten Bereichs auf das Vierfache dar Die voran
gegangene Rechnung hatte dabei erst kurz zuvor jeweils zur H

alfte auf einer Grorechen
anlage J	M Deshoulliers und HJJ te Riele und einem Parallelrechner Y Saouter
stattgefunden Des	
Die verteilte Implementierung des segmentierten Verfahrens zur Anzahl der Goldbach




 was wiederum einer Vervierfachung des bisher abgedeckten Bereichs entspricht
Die letzte Berechnung dieser Art wurde  von D Lavenier und Y Saouter durchgef

uhrt
Lav	 Dabei war eine speziell f

ur das Problem entwickelte Hardware zum Einsatz
gekommen
Durch eine maschinennahe Implementierung und Verteilung konnten bisherige Berech
nungen zum Problem der FermatQuotienten um das etwa zw

olache erweitert werden
Kel Ern Die f

ur alle primen a  








lieferte acht neue L

osungen darunter eine die die erste L

osung zur Basis a    darstellt
In der vorliegenden Arbeit wird gezeigt da durch sorgf

altige Implementierung und Vertei
lung von Algorithmen kleine kosteng

unstige Rechnersysteme durchaus mit speziellen Ar





onnen Anhand mehrerer Algorithmen zu Problemen aus der Zahlentheorie wird darge









uber die in dieser Arbeit verwendeten No
tationen nicht notwendigerweise in der Reihenfolge ihres Auftretens Dabei bezeichnen
kleine griechische Buchstaben gew

ohnlich reelle Zahlen lateinische Buchstaben ganze Zah
len speziell sind p und q Primzahlen
N Die nat






Z Die ganzen Zahlen f         
            g
R Die reellen Zahlen
jMj Die M

achtigkeit der Menge M




x Die Anzahl der Primzahlen kleiner oder gleich x
m j n m teilt n also n  k m wobei k  Z
m  j n m teilt n nicht
bc Die ganze Zahl a so da a     a 
de Die ganze Zahl a so da a      a
ggT m n Der gr

ote gemeinsame Teiler von m und n
n Die Eulersche Funktion







fx  gx Ohx  c  x

 R mit c  x

 



















































die Menge aller nichtleeren Folgen

uber A













Bei der Bewertung und beim Vergleich zweier Verfahren die dasselbe Problem l

osen sind
im wesentlichen zwei Kriterien von Bedeutung Einerseits ist man an m

oglichst kurzer
Laufzeit interessiert andererseits m

ochte man den w

ahrend des Ablaufs ben

otigten Spei







gegeneinander aufgewogen werden um eine Gesamtoptimierung zu erreichen Die Dauer
die ein Verfahren zur L





bezeichnet Der dabei ben





Beide Mae werden als Funktionen der jeweils festzulegenden Problemgr

oe deniert
Die Analyse der Zeit und Raumkomplexit

at von Verfahren erfordert zun

achst die Be





aten auf einfache Art erm

oglichen Ande
rerseits darf das Modell keine wesentlichen Leistungseinschr

ankungen aufweisen es mu
berechnungsuniversell also

aquivalent zu einer Turingmaschine im Sinne der Berechenbar
keit von Funktionen sein
Das hier entwickelte Modell verbindet Elemente einer RAM Random Access Machine
und einer RASP Random Access Stored P rogram Machine deren Funktionsweisen wie
derum auf die von John von Neumann im Jahre  beschriebene sequentielle Rechen
maschine zur

uckgehen Verschiedene Konstruktionen der Modelle f

uhren zu teilweise er
heblichen Dierenzen in den daraus resultierenden Komplexit

aten Die vorliegende Arbeit
legt besonderen Wert auf Implementierbarkeit und Realisierung der vorgestellten Algorith
men Dieser Tatsache wird in der folgenden Konstruktion der Modellmaschine RXRAM
Register eXtended Random Access Machine Rechnung getragen Dabei wird versucht












achst mit der formalen Denition sowohl des Modells
als auch der Zeit und Raumkomplexit

aten von RXRAM Programmen In Abschnitt





Vergleich mit anderen Modellen im Vordergrund steht Anschlieend wird in   eine
Sprache vorgestellt die der sp

ateren Beschreibung von Algorithmen dient Die operatio
nelle Semantik der Sprache wird durch Reduktion auf RXRAM Operationen deniert




ur Programmen der Be
schreibungssprache m

oglich wird Bei der sp

ateren Analyse der vorzustellenden Verfahren
werden die aus diesem Kapitel resultierenden Komplexit

aten zur Anwendung kommen
  Berechnungsmodell
 Die Modellmaschine RXRAM
Denition   Es sei die L

ange lg  Z  N einer Zahl z  Z f









jzjc    falls z  

Denition  Zelle Eine Zelle ist ein Platzhalter f

ur eine ganze Zahl Die Darstellung
einer Zahl z innerhalb der Zelle erfolge dabei in lgz Stellen zur Basis k  
Bemerkung Speziell sei im folgenden k    gew

ahlt Dies wird keine Einschr

ankung
bedeuten jede andere Basis h

atte ebenso funktioniert Es sei angenommen da jede Zelle
potentiell unendlich viele Stellen hat wobei der Inhalt einer Zelle zu jedem Zeitpunkt




Denition  Modellmaschine RX	RAM Eine Tupel R  R S E A  I O P

































     g die Menge der Ausgabezellen
I  fmovldstaddsubmuldivmodandornotxorshlshreqneqg 
fleqgeqgtltjmpjzjgzjlzgetputendg die Menge der Instruktionen
O  I F






     g der Programmspeicher
F  Z  R  fS
j
 j  N R g  E  A bezeichnet die Menge der Operanden Die
Elemente P
i
des Programmspeichers seien Platzhalter f

ur Operationen o  O
Bemerkung Die Mengen S R E A sind geordnete Mengen von Zellen im Sinne von






intervariablen zu verstehen R
i
ist dabei ein Register das die Adresse einer anderen
Speicherzelle enth

alt Die Denition der Modellmaschine ist unabh

angig vom Inhalt der
Eingabezellen und des Programmspeichers Formal wird nun eine Modellmaschine RX









verstanden Abbildung  zeigt
die Modellmaschine schematisch




















Abbildung  Die Modellmaschine RXRAM





       p

 mit   N  p
i
 O     i   
heit RX	RAM 	Programm
Es soll nun einer Modellmaschine ein Programm zugeordnet werden
Denition  Programmierte RX	RAM Es sei R eine RXRAM und P ein Pro
gramm Dann heit eine Abbildung







Bemerkung Die Denition ist so zu verstehen da sich eine programmierte RXRAM
aus der Basismaschine durch F








 Im folgenden wird nun immer davon
ausgegangen da eine RXRAM programmiert sei
Ziel wird es nun sein die Semantik eines Programms P mit einer mit P programmierten
RXRAM zu identizieren Dazu einige Vorbereitungen
   Berechnungsmodell
Denition 
 Inhalt Es sei j  N und R  R S E A  I O P eine RXRAM 
Dann bezeichne s
j









































F F  Z
e
j

































       r








       s







       e






       a

 die Inhalte der bisher beschriebenen  Ausgabezellen
 und  sind die maximalen Indizes aller bisher verwendeten Register bzw Speicherzellen
Die Inhalte der bisher nicht verwendeten Zellen mit einem Index kleiner  bzw kleiner 
seien dabei 
 Die Startkonguration einer Maschine sei K





       e

  	
Im Falle eines maximalen Index 
 wird die entsprechende Koordinate auer R mit dem
leeren Wort 	 identiziert Die Menge aller Kongurationen wird mit K bezeichnet
  Operationen der Modellmaschine
Tabelle  ordnet den Operationen der Modellmaschine eine Semantik S  O K K






artig angenommenen Konguration K
i
de
niert Dabei werde in R bzw S von K
i
 












 R sop  fS
j
 j  NRg und l  N Formal wird den zweistelligen Operatio
nen als drittem Operanden die Zahl 
 zugeordnet im Falle von end 


 Falls bei den
SprungInstruktionen jmp jz jgz jlz f

ur ein l und ein Programm P  p
 
       p


gilt l  f       g so sei die Folgekonguration deniert als 
       S  E A Abfan
gen illegaler Spr

unge durch Halten der Maschine Dieselbe Folgekonguration sei auch
 Die Modellmaschine RX	RAM   
f

ur Anweisungen deniert die auf nicht existierende Register zugreifen Es gibt keine
Operation zur

Anderung des Programmspeichers Daraus folgt da eine programmierte












  rop   Verschiebung r

        crop       S  E A
ld  R
j
  sop   Laden r

        csop       S  E A
st  S
j
  rop   Speichern r




























































 Rest nach Division r












 bitweises Und r













 inkl Oder r





       S  E A
not  R
j
  rop   bitweise Negation r









 exkl Oder r














 bitweiser Linksshift r












 bitweiser Rechtsshift r






































































































































































   Eingabe r

        e
k
       S  e
k 







   Ausgabe r














       S  E A









































 k  m und y
k
 






































































































       x
z




Multiplikation und Addition nde dabei in Z

statt
Ein Rechenschritt ist ein Kongurations

ubergang einer Modellmaschine gem

a der De









Denition  Semantik von RX	RAM	Programmen




       p

 ein Programm und K





       e

  	 eine An




      K
j































Dann ist die Abbildung RP  f

ur ein gegebenes Programm P deniert durch die Inhalte
des Ausgabebandes A der Endkonguration K
end











P   	  E  	 falls S

P   	  E  	 deniert
undeniert sonst
 Die Modellmaschine RX	RAM  
Beispiel  














     g  fA
 
     g  I O PP  










































































 vergleicht diese mit 

 und gibt den
gr

oeren Wert nach A
 
aus Eine Beispielrechnung mit Eingabewerten  und  sieht
dabei wie folgt aus
K

   	      	
K
 
      	    	
K

       	  	  	
K

        	  	  	
K

       	  	  	
K

       	  	  	
K












      	  	  


Die Semantik des obigen Beispielprogramms P ist
RP     S

P   	      	  





 Kosten von Maschinenoperationen
Es werden nun den Operationen der Modellmaschine Kosten zugeordnet In der Literatur




ormige Kostenkriterium ordnet jeder Operation genau eine zeitliche Kostenein
heit und jeder Zelle genau eine r

aumliche Kosteneinheit zu Der Vorteil dieses Vorgehens
ist die Einfachheit der Bestimmung der Komplexit

aten Was diese Art der Kostendeni
tion aber unrealistisch macht ist die Tatsache da dabei weder R





der Operanden noch auf die Art der Operation genommen wird Tats

achlich spielt aber
beides in der Realit

at eine entscheidende Rolle





der auftretenden Operanden Dies f






atsvoraussagen mit den zu beobachtenden Laufzeiten und dem Speicheraufwand
von Implementierungen eines Verfahrens Der Nachteil des logarithmischen Kriteriums ist
die Schwierigkeit der genauen Bestimmung der Komplexit






ange eines Operanden h

aug keine genaue Aussage getroen werden kann
Der hier denierte Kostenbegri orientiert sich am logarithmischen Kostenkriterium Es
wird nun zun

achst der zeitliche Aufwand von Rechenschritten der RXRAM deniert Ne
ben den eigentlichen Kosten bei der Ausf

uhrung einer Operation wird dabei ber

ucksichtigt







wird die Art der Operation unterschieden Einfachen Operationen wie Additionen werden
geringere Kosten zugeordnet als etwa Multiplikationen
Eine sp

atere Vereinfachung die sich haupts















ucken Allerdings werden nach wie vor die Zugriskosten sowie die Un







aten der Verfahren zu treen















 falls F  Z oder F  R
lgj falls F  E
j
oder F  A
j








die Zugriskosten auf den Operanden F 
Bemerkung Es wird zwischen den verschiedenen Arten der Operanden unterschieden Der







ohnlicher Speicher sowie Ein und Ausgabe relativ langsam Not
wendige Adreberechnungen spiegeln sich in den Zugriskosten auf NichtRegisterzellen
wider Da dem indirekten Speicherzugri dabei keine h

oheren Kosten als dem direkten
Zugri beigemessen wird liegt an der realistischen Einschr

ankung da sich Adressen
dabei bereits in Registern benden und der Zugri auf diese sofort erfolgt
Es folgt nun die Zuordnung von Kosten zu den verschiedenen Operationen der Modellma
schine
 Die Modellmaschine RX	RAM  
Denition   Ausf







 O  N sowie die Zugriskosten t
z
 O  N

von Opera
tionen der Modellmaschine sind durch Tabelle   bzw  angegeben Dabei sei uninstr 





 R und sop  fS
j
 j  N Rg
Operation o 





  sop   t
op
sop




























  sop   lgcsop














































  rop   lgcrop



















uhrungskosten von RXRAM Operationen
Bemerkung Die Kosten die die verschiedenen Operationen verursachen sind folgen
dermaen motiviert Einfachen bin

aren Operationen wie Addition und bitweiser Ver
kn

upfungVerschiebung wird die Summe der Gr

oen ihrer Operanden in Bits als Ko
sten zugeordnet Dies entspricht der naiven Berechnung













         und konstantem k   eingeschr






Schulmultiplikation Die Division unterscheide sich von der Mul
tiplikation nur durch einen konstanten Faktor d hier sei nur d   festgelegt Eine genaue
Diskussion von M und d ndet in Abschnitt   statt Den Sprung und Zuweisungs




ahe der hier denierten
zeitlichen Kosten wird im Abschnitt   betrachtet
   Berechnungsmodell
Die Summen der jeweiligen Spalten bilden nun die Gesamtkosten die eine Operation
verursacht
Denition   Gesamtkosten einer Operation Die Gesamtkosten t
g
einer Ope








Es soll nun die Dauer einer Rechnung der RXRAM deniert werden

































Anzahl der Rechenschritte als Laufzeit denieren


























































     	
Im Falle da nur ein Register vorhanden ist erh

oht sich die Laufzeit durch Speicherzu
gri bereits auf 




ahrend einer Berechnung erforderlichen
Speicher fest
 Die Modellmaschine RX	RAM  
Denition  
 Speicheraufwand Es sei K
j


















       a











































Bemerkung Der Speicheraufwand einer Rechnung ergibt sich also indem man f

ur jede
einmal verwendete Zelle das Maximum der Stellen aller Zahlen addiert die in der Zelle
w

ahrend der Rechnung vorkamen Dabei gehen alle nicht verwendeten Zellen die jedoch
einen Index kleiner als eine verwendete Zelle haben mit einem Beitrag von  ein An
dieser Stelle tritt eine ungew

ohnliche Eigenschaft der RXRAM bzw jeder Maschine















agt der Speicheraufwand des Beispiels also 
Sowohl Zeit als auch Raumkomplexit

at von RXRAM Programmen sollen nun formal




ange der Eingabe festgelegt die wiederum
als Summe der L

angen der einzelnen Eingabezellen zu verstehen ist Beide Denitionen









oglich ist Es werden dabei nur korrekte Programme betrachtet dh illegale
Registerzugrie seien ausgeschlossen
































Im Falle da die rechte Seite dabei undeniert ist setze tn 
Bemerkung Die Zeitkomplexit








ange n wobei hiermit die Summe der L


























Im Falle da die rechte Seite undeniert ist setze sn 







durchschnittlich zu erwartende Werte festzulegen
 Diskussion der Modellmaschine RXRAM
  Vergleich mit anderen Modellen
Eine Denition eines Berechnungsmodells das sich an realen Maschinen orientiert ndet
sich erstmals in Elg Dabei handelt es sich um ein Modell bei dem das Programm selbst
im Speicher liegt Random Access Stored Program Machine RASP  und ver

anderbar ist
Ein Maschine mit fest verdrahtetem Programm wird als Random Access Machine RAM
bezeichnet Die erste RAM geht auf Coo zur

uck
Da sich in einer RXRAM zwar ein Programmspeicher bendet dieser aber nach einer
Programmierung nicht ver

anderlich ist ist eine programmierte RXRAM eher als RAM
denn alsRASP zu verstehen Die Unver

anderlichkeit des Programms stellt allerdings keine
Einschr





Umfangreiche Diskussionen und Vergleiche auch mit anderen Berechnungsmodellen n
den sich zB in Wag	 Rei
 Die verschiedenen Beschreibungen der Modellmaschine
RAM entsprechen meist einer programmierten RXRAM mit einem oder gar keinem
ausgezeichneten Rechenregister Die fehlende Existenz mehrerer Register erfordert die
M

oglichkeit Speicherzellen direkt als Operanden zuzulassen was zumindest dann kri
tikw

urdig erscheint wenn dies nicht in der Denition der Zugriskosten ber

ucksichtigt
wird Oft wird auch auf die Unterscheidung von Speicher und Registern ganz verzichtet





sparen Zugriskosten und beschleunigen eine Rechnung der RXRAM gegen

uber Einre




aug dienen Berechnungsmodelle eher theoretischen Betrachtungen denn als Hilfsmittel
zur Einsch

atzung praktischer Laufzeiten Allerdings gibt es auch Beschreibungen die sehr
praktisch orientiert sind So wird beispielsweise in Knu	a ein Modell deniert das eine

Mischung aus   realen Maschinen darstellt
 Diskussion der Modellmaschine RX	RAM  

Neben den Unterschieden in der Denition von Zugriskosten  falls

uberhaupt vorhan
den  spielt die Zuordnung der Ausf

uhrungskosten an die Operationen eine entscheidende
Rolle Die Annahme da sich die multiplikativen Operationen in linearer Zeit bew

altigen





at von Multiplikation und Division erzeugt eine
maximal polynomielle Zeitverkn

upfung zwischen RXRAM und RAM  was hier festge
halten werden soll









 durch die folgenden
drei Operationen zu ersetzen ld  reg  op
 
 instr  reg  op

 st  res  reg Im Falle
da Multiplikation und Division in der RAM Denition als in logarithmisch linearer Zeit
durchf





Eine exakte Diskussion um die Auswirkung der Anzahl der Register auf die Zeitkomple
xit

at von Programmen scheint wenig aussichtsreich da sich immer ein Programm ange
ben l

at das auf regul

aren Speicher zugreifen mu Beobachtungen und Analysen des
Assemblercodes realer Programme zeigen jedoch da die Anzahl der Speicherzugrie auf
Operanden arithmetischer Operationen im Durchschnitt sehr gering ist
Im folgenden sei eine RAM gleichbedeutend mit einer RXRAM  die nur ein einziges
Register besitzt Dabei werde das logarithmische Kostenkriterium zugrunde gelegt und







Die Modellmaschine RXRAM ist berechnungsuniversell
Beweis Eine RXRAM kann eine Turingmaschine mit k B

andern auf folgende Wei
se simulieren Das ite Band sei in Speicherzelle S
i





asentieren dabei die Zellen des iten Bandes Die Positionen der K





abgelegt Der Zugri auf die einzelnen Stellen einer Speicherzelle und da
mit auf die Zellen der Turingmaschinenb

ander kann durch die RXRAM Instruktionen




speichert Das RXRAM Programm k

onnte nun folgendermaen vorgehen um einen
Turingmaschinen

Ubergang zu simulieren Zun






ander in Zelle S
k



























durchsucht werden um die Konsequenzen zB

ahnlich codiert in einer
Zahl zu ermitteln und in den Registern zu realisieren Auf die formale

Ubersetzung des
Turingmaschinenprogramms soll nicht verzichtet werden sie erfolgt jedoch als Nachtrag
sobald eine h





Bemerkung Auch die Umkehrung gilt Eine Turingmaschine kann eine RXRAM simu
lieren Beweise f

ur RAMs die sich nach   
 vom hier vorgestellten Modell ja maximal po
lynomiell in ihrer Zeitkomplexit

at unterscheiden nden sich zB in Aho und Pau	





ur jede RAM gibt es eine Turingmaschine die sie in polynomieller Laufzeit simuliert
und umgekehrt
RXRAM und Turingmaschine sind also von ihrer Leistung her  womit die F

ahigkeit
zur Berechnung von Funktionen gemeint ist  gleichwertig Alle turingberechenbaren
Funktionen sind auch RXRAM berechenbar
 Multiplikation und Division
Die Kostenfunktion M der Multiplikations und Divisionsoperationen der RXRAM soll
zun

achst nicht genauer festgelegt werden Eine m



















   k Da log

     ist dies wesentlich schneller als
die Schulmultiplikation Es gibt zwar Algorithmen die die Multiplikation noch schneller
ausf











Ologn loglogn logloglogn diese lohnen sich aber erst bei sehr groen Ope
randen Eine Ber






uhrt zu allgemein unrealistischen Aussagen Sie sind aber durch die Einschr

ankung von
M in     nicht ausgeschlossen Da die Division bis auf einen konstanten Faktor  hier
mit d bezeichnet  dieselbe Zeit wie die Multiplikation ben

otigt wird zB in Knu	b
gezeigt und d nach oben auf 	 beschr

ankt In Knu	b und Aho nden sich detaillier
te Diskussionen verschiedener Multiplikations und Divisionsalgorithmen Auch auf eine
genauere Festlegung von d soll an dieser Stelle verzichtet werden zum Vorteil zun

achst
unterlassener Festlegungen siehe auch  










uber eine Vielzahl an schnellen Rechenregi
stern Die meisten Berechnungen k

onnen innerhalb des Prozessors ohne zus

atzliche teure





ucksichtigt Andererseits sind keine Algorithmen bekannt
die in linearer Zeit multiplizieren oder dividieren k

onnen Die in der Beispieldenition
von M auftauchende











zB bei long longDatentypen Tabelle  gibt einen Vergleich der durchschnittlichen
Laufzeiten verschiedener Operationen auf realen Maschinen Dabei wurde die Zeit einer
Addition als Einheit festgelegt Die Durchf

uhrung der Tests fand auf sieben verschiede
nen Rechnern statt die mit f










Tabelle  Relative reale Laufzeiten von Operationen








angig von einer genau
en Festlegung der Kosten f

ur Multiplikation und Division vorgenommen und erst sp

ater





atere Aussage zu Laufzeiten auch dann noch zu wenn sich die Kosten der multi





Additionen kosten auf realen Maschinen etwa genausoviel wie die sonstigen elementaren
Operationen was sich im hier festgelegten Kostenma widerspiegelt Sprungoperationen
sind keine zus













sehr schnell erfolgt Die Festlegung eines Beitrages zur Raumkomplexit

at nicht wirklich
verwendeter Zellen die allerdings einen kleineren Index als eine andere verwendete Zelle




ucken im Speicher in Kauf
genommen werden m

ussen Das logarithmische Ma an sich ist allerdings bei der Bewer
tung des Speicheraufwandes insofern nicht unproblematisch als da in realen Maschinen
Speicherpl

atze immer eine feste Gr

oe in Form von Maschinenworten einnehmen Auf




 Die AlgorithmenBeschreibungssprache ADL
Maschinenprogramme sind aufgrund ihrer Un

ubersichtlichkeit zur Beschreibung von Algo
rithmen ungeeignet Auch wenn es in der Praxis notwendig sein kann auf Assemblerspra
chen zur

uckzugreifen siehe Kapitel  ist es im allgemeinen g

unstiger zur Implementie
rung eines Verfahrens eine h

ohere Sprache zur Verf

ugung zu haben Zu diesem Zweck wird
nun die Sprache ADL Algorithm Description Language entwickelt die an die realen Pro
grammiersprachen C und Pascal angelehnt ist und dabei versucht vorteilhafte Konzepte
beider zu vereinigen Dabei wird auf die Einf

uhrung verschiedener Datentypen und daher
auch auf Deklarationen g

anzlich verzichtet Die einzige Datenstruktur sind Felder Stan
darddatentyp sind ganze Zahlen In Abschnitt   wird zun

achst die Syntax der Sprache
ADL in BackusNaurForm angegeben Abschnitt    deniert die operationelle Seman
tik von ADL durch

Ubersetzung in RXRAM Maschinenoperationen Schlielich wird in




atsanalyse der vorzustellenden Algorithmen eine
genaue Aussage

uber die Zeit und Raumkomplexit

aten von ADLKonstrukten getroen
  Syntax der Sprache ADL
Tabelle  gibt die Syntax der Sprache ADL in BackusNaurForm an Dabei bedeutet
fxg beliebig oftmaliges auch kein Auftreten von x und x ein oder kein x Im Falle von
Mehrdeutigkeiten werden Terminalsymbole unterstrichen dargestellt
Beispiel  Das Beispiel k

onnte in ADL nun folgendermaen aussehen
Algorithmus   Summe und Maximum
  s
 
 input f Eingabe des ersten Summanden g
 s

 input f Eingabe des zweiten Summanden g




f Bildung der Summe g
 if sum  














Bemerkung Strenggenommen sind tiefergestellte Indizes in der Denition von ADL nicht
enthalten s
 
ist als s zu interpretieren
 Die Algorithmen	Beschreibungssprache ADL 
algorithm  Algorithmus numbernumber constant text
program
program  statement
statement  compound statement j labeled statement j
conditional statement j iteration statement j
jump statement j procedure call j
assignment statement j empty statement
empty statement  
compound statement  statement comment fstatementg
labeled statement  identi er  statement
conditional statement  if expression then statement f elsif statement g
else statement end if
iteration statement  while statement j repeat statement j for statement
assignment statement  variable  expression
comment  f constant text g
while statement  while expression do statement end while
repeat statement  repeat statement until expression
for statement  for assignment statement to expression
do statement end for
jump statement  goto identi er j continue j break j return expression
expression  unary expression j
expression relational operator unary expression
relational operator  logical operator j comparison operator j
binary operator j arithmetical operator
logical operator  and j or
comparison operator   j  j  j  j 	 j 
binary operator   j

 j  j  j 
arithmetical operator   j  j  j  j 	
unary expression  unary operator primary expression j primary expression
unary operator   j  j not j 
primary expression  variable j constant j function call j  expression 
variable  identi er f  expression  g
identi er  letter fletter j digit j g
constant text  f letter j digit j t g
constant  boolean constant j number
boolean constant  true j false
number   j nonzero digit fdigitg
letter  a j b j c j  j z j A j B j C j  j Z
digit   j nonzero digit
nonzero digit   j  j  j  j 
procedure call  procedure identi er  argument list 
function call  function identi er  argument list 
procedure identi er  builtin procedure j identi er
function identi er  builtin function j identi er
builtin procedure  output
builtin function  input
argument list  expression f
 expression g
Tabelle  Syntax der Sprache ADL
  Berechnungsmodell
 Operationelle Semantik der Sprache ADL
Die operationelle Semantik der Sprache ADL soll nun durch

Ubersetzung in RXRAM 
Operationen angegeben werden Da das Hauptinteresse dabei der Bestimmung der Kom
plexit

aten von Anweisungen gilt wird sowohl die vollst

andige Klammerung von ADL
Ausdr

ucken als auch die Ersetzung mehrfacher Feldklammern analog Denition    als
gegeben vorausgesetzt Im folgenden bezeichne Cmd die Menge aller Anweisungen und













ur ein j  N diejenige Funktion die den Variablen ihren Speicherplatz zuordnet Dabei sei
immer S
j
 R Ausnahme F

ur Feldvariablen f gelte stf  R
j











 R  l  N
Bemerkung Die Denition beinhaltet die Annahme da vor Ausf

uhrung einer Anweisung
die einfachen Variablen in Register geladen wurden w

ahrend sich groe Speicherbereiche







at ist aber so zu interpretieren da sich reale Berechnungen tats

achlich
weitestgehend in Registern abspielen In Kapitel  wird ein Verfahren vorgestellt dessen




ugbarer Register auskommt also







Ubersetzungsfunktionen deniert die Ausdr

ucke und Anweisungen der
Sprache ADL in RXRAM Operationen

ubersetzen Die Auswertung erfolgt unter Ver
wendung eines Hilfsstapels Zwischenergebnisse werden auf dem Stapel auf und nach
Verwendung wieder abgebaut Dabei sei sp der Stackpointer eine Hilfsvariable mit An
fangswert 




ohe bzw verringere sp um 
und benutze den Wert von sp dann sowie sp bzw sp als

benutze den Wert von
sp und erh

ohe bzw verringere sp dann um  Dar

uber hinaus seien oc und ic Z

ahler der









 Die Algorithmen	Beschreibungssprache ADL 




 Expr und binop  instr  f  add    sub 
  mul    div     mod    and    or  

  xor    shl    shr    eq 
  neq  	  geq    gt     leq    ltg




expx z   mov
R
  sp
  z   falls z numerische Konstante

















 falls v Variable

















































































































































Die Semantik von FunktionsProzeduraufrufen wird dabei mit der Semantik eines ADL
Programms gleichgesetzt das die Funktion bzw Prozedur implementiert





















Hilfs Labels von RXRAM Operationen Dann sei cmdx  Cmd  O


deniert durch die Tabellen  und 












































cmdx l  C   l  cmdx C 













































































































































Tabelle  Einfache Anweisungen und Konditionale
 Die Algorithmen	Beschreibungssprache ADL 
cmdx while E do C end while   l
























cmdx repeat C until E   l

























































































atzlichen elsifTeil sei dabei ein entsprechender Block einzuf

ugen
Bemerkung Auf die Au

osung der Hilfslabels in RXRAM ProgrammIndizes soll hier
verzichtet werden Sowohl diese Au

osung als auch Berechnungen der spWerte werden
zur




















P E  R cmdx

P    	  E  	
wobei cmdx









ubersetzung des ADLProgramms zur Summen und Maximumbildung soll
nun die Funktionsweise der

Ubersetzungsfunktionen veranschaulichen und die Semantik
des ADLProgramms bestimmt werden
Beispiel 







 gleich der Anzahl der Register




Es ist cmdxP 
































































































































































Bemerkung Da sich das Ergebnis der formalen

Ubersetzung des ADLProgramms von
der direkten Implementierung als RXRAM Programm unterscheidet ist nicht verwun
derlich Gew

ohnlich mu ein Verfahren zur Optimierung nach bzw zugeschaltet werden
um e!zienteren Code zu erzeugen Darauf kann hier vor allem deshalb verzichtet wer
den weil sich s

amtliche an Operationen beteiligten nichtFeld Operanden bereits in
Registern benden und zumindest Zugriskosten auf einfache Variablen damit praktisch
 Die Algorithmen	Beschreibungssprache ADL 

entfallen Eine umfangreiche Diskussion

uber Codegenerierung und optimierung ndet
sich in zB in Aho	
Der folgende Nachtrag gibt ein weiteres Beispiel eines Programms der Sprache ADL
Nachtrag zum Beweis von Satz  


Ubersetzung von Turingmaschinenprogrammen in RX	RAM	Programme
Algorithmus  Simulation einer Turingmaschine
  S  input f Eingabewort in  Band einlesen g
 while S  k    
 and S  k     do f Haltezust

ande g
 S  k     
 f Initialisiere Sammelzelle g
 for i   to k do f Sammle Information der k B

ander g
 symbolI   Sk  i  Si f Hole aktuelles Bit aus item Band g
 S  k     S  k     symbolI f Setze es in Sammelzelle g
 end for
 S  k     S  k     S  k    k f F

uge Zustand an g
	 i  
 
 while S  k     Di do f Finde Folgekonguration g
   i  i 
  end while
  newConf  Di 
  for i   to k do f Realisiere neue Konguration auf den B

andern g
  action  newConf     i   i  f Aktion g
  if action  
 then f Schreibe 
 g
  if Si    Sk  i Sk  i   then f Falls Bit gesetzt ist g
  Si  Si






 elsif action   then f Schreibe  g
  Si  Si   Sk  i
 elsif action    then f Gehe nach links g
 Sk  i  Sk  i 
 elsif action   then f Gehe nach rechts g
 Sk  i  Sk  i  
 end if
 end for
 S  k    newConf   k f Setze neuen Zustand g
	 end while

 outputS  k   f Ausgabe des Ergebnisses g
Die k B

ander der Turingmaschine seien nun als erste k Elemente eines Feldes S der L

ange
 k    jeweils in S bis Sk dargestellt In Sk  i bende sich f

ur    i   k die
  Berechnungsmodell
Position des SchreibLesekopfes des iten Bandes Der Zustand der Turingmaschine sei











 jZj wobei jZj die M

achtigkeit der Zustandsmenge der Turingmaschine sei
Immer genau ein Eintrag in Di stimmt mit der gesammelten Information in S k  

uberein die Folgekonguration sei dann f

ur jedes Band inDi  in folgender Form codiert
zu nden
Codierung Aktion Codierung Aktion







 Schreibe  

 Gehe nach links

 Gehe nach rechts
 Vereinfachung des Modells
Es wird nun eine Einschr













aten treen zu k





oe der Operanden keine Aussage getroen werden kann oder diese nur ungenau
abzusch

atzen ist Die Inhalte einer Zelle der Modellmaschine seien von nun an nach oben
beschr


















Bemerkung Die Tatsache da B eine Zweierpotenz ist wird dabei keine grunds

atzliche




Ubertragbarkeit auf reale Maschinen
gefordert





Dazu sei im folgenden angenommen da f

ur einen Operanden F immer lgcF   B
gelte Die Operation z sei im Falle z  
 nun so deniert da 







Es werden nun tabellarisch die zeitlichen Kosten von ADLAusdr

ucken und Anweisungen
angegeben Sie ergeben sich durch Summation der Kosten derjenigen RXRAM  Ope
rationen die die ADLAnweisung aufbauen Die Kostenfunktion sei dabei mit t
ADL
be
zeichnet binop  f    

      	       and org und unop  f  notg
Die mittlere Spalte gibt die Basiskosten des Konstruktes an nicht hinzuberechnet sind
 Die Algorithmen	Beschreibungssprache ADL  
hier Kosten die durch Schleifenk

orper entstehen Die letzte Spalte zeigt die entstehen
den Gesamtkosten Die Kosten von Multiplikation Division sind entsprechend mit MB
bzw DB angegeben expx

E bezeichne dabei die letzte RXRAM Operation in der
Auswertung eines Ausdrucks E durch expx
AusdruckAnweisung Basiskosten Summe
z Konstante B B
truefalse B B
v Variable B B






































































































return E  B  B  t
ADL
E





if E then C
 








































































































Bemerkung In der Denition der RXRAM war den Zugriskosten auf Speicher ein
  Berechnungsmodell





nenworte wie auch bei anderen Operationen mit einem Anteil von B bei den Operationen




achlich verhalten sich die Speicherzugriskosten bei rea
len Maschinen in etwa logarithmisch allerdings nicht genau und auch nicht in jedem Fall
Um sp

ater exaktere Aussagen treen zu k






uhrt Diese wird analog der Kosten f

ur Multiplikation und Division sp

ater experi
mentell bestimmt werden Speziell sei bemerkt da diese im Falle einer Operation der
Form f E
 




nur einmal berechnet wird Zum Zeitpunkt der Erstellung
dieser Arbeit liegt der Wert von b f

ur reale Maschinen bei  bis 	
Die Beschr













Die Speicherung der Position des TuringmaschinenSchreibLesekopfes in der Simulation








Beispiel  Die ADLZeitkomplexit

at des Beispiels     ergibt sich wie folgt
  B f





 Jeweils B f















ur die Ausgabe B f







ur die Ausgabe B f







at des Beispielprogramms betr

agt damit 	B Bitoperationen










































     Eingaben des Programms P 




Es soll nun deniert werden was unter der Raumkomplexit


























       
X
k




j kommt in P vorg
Dabei ist  die maximale Anzahl ben





     sind Parameter des
Programms P 
Bemerkung Die Denition der Raumkomplexit

at basiert hier wieder wesentlich auf der
Idealisierung da alle Rechnungen komplett innerhalb der endlichen Menge von Regi
stern stattnden Bei der sp








P  n bzw s
ADL
P  n geschrieben wenn es eindeutig ist




at des Beispiels     betr

agt nach der Beispiel

ubersetzung in
















 Diskussion der Sprache ADL
Die Beschreibungssprache ADL stellt syntaktisch eine gewisse Verkn

upfung von Teilmen
gen der beiden realen Programmiersprachen C und Pascal dar
Pascal ist eine sehr gute Lehrsprache und wird vielfach zu Ausbildungszwecken genutzt C
und ihr

objektorientiertes Pendant C hingegen spielen in heutigen Anwendungen in
fast allen Bereichen eine entscheidende Rolle S

amtliche hier vorzustellenden Algorithmen
sind mangels ADLCompiler in C implementiert wobei keine Konstrukte verwendet
werden die nicht in ADL ausdr





Die in diesem Kapitel geschaenen Komplexit

atsmae werden dabei zur Anwendung kom
men und sowohl Aussagen zu Laufzeiten und Speicheraufwand erm

oglichen als auch den
Weg zu Optimierungen aufzeigen Die noch oenen Funktionen MB DB und Sn
werden im n

achsten Abschnitt an zwei Beispielmaschinen gemessen
Der Begri des Algorithmus wird in dieser Arbeit von nun an mit ADLProgrammen
identiziert
  Berechnungsmodell
 Messungen der Funktionen M  D und S auf realen Maschinen
Um die Komplexit








ussen die in der Praxis entscheidenden Funktionen M  D und S bestimmt werden
Exemplarisch soll dies hier auf zwei Maschinen geschehen Die Messungen fanden auf
zwei SunWorkstations unterschiedlicher Bauart statt eine SPARCstation mit einem
MB	
Prozessor und  MB Hauptspeicher sowie eine Ultra Enterprise mit Ultra
SPARCProzessor und 	 MB Hauptspeicher jeweils unter dem Betriebssystem Solaris
  Die Tatsache da beide Maschinen vom selben Hersteller stammen ist dabei  wie in
den n

achsten Abschnitten sichtbar wird  unwesentlich da sich die gemessenen Funktionen
bereits bedeutsam unterscheiden
  Messung der Kosten einer Addition
Zun

achst werden die Kosten einer Addition gemessen Dazu diente der folgende Assemb







add o i i
  









add o  o
Das Register o enth

alt dabei die Obergrenze 


 o die Laufvariable Die Zahl 	
ergibt sich aus der Tatsache da zus

atzlich noch ein cmp  was einer Subtraktion entspricht
 und die Inkrementierung des Schleifenz

ahlers add o  o  vorgenommen wird
Insgesamt werden also 






 Messung der Kosten einer Multiplikation
F








 Messungen der Funktionen M  D und S auf realen Maschinen 
 LL
umul o i i
  











add o  o




add o  o
Die Ergebnisse der Messung sind wiederum in den Tabellen  und 
 zu nden
 Messungen der Kosten einer Division
Die Messung der Division erfolgte analog der Messung der Multiplikation allerdings wur
den nur 
















Tabelle  Kosten von Multiplikation und Division in Nanosekunden
Einer Addition wird nun gem

a der Festlegung der Kosten der Sprache ADL die Ein
heit  B zugeordnet Daraus ergibt sich f












 Kosten von Multiplikation und Division in ADLEinheiten
 Messungen der Speicherzugrie
Speicherzugrie k

onnen einen erheblichen Anteil an der Gesamtkomplexit

at haben Ent
scheidend ist dabei die Zuf






oe des beteiligten Speicherbereichs Der Grund daf

ur ist die Existenz m

oglicherweise
mehrstuger schneller Zwischenspeicher 






ugbaren Gesamthauptspeicher sehr klein sind zB   Beim Zugri
auf Speicher werden ganze Datenbl

ocke in den Cache gelesen Bei sequentiellem Zugri
auf die Speicherzellen ist dieses Einlesen nur selten notwendig bei zuf

alligem Zugri fast
immer Daher ergeben sich in den Messungen beider Szenarien erhebliche Unterschiede
Sequentielle Zugrie Die Messung sequentieller Zugrie auf Speicher erfolgte mit fol
gender Assemblersequenz wobei die Laufvariable von 
 bis k  


  k  f
     g  







Davon wurde analog der Messungen zur Multiplikation bzw Division die Zeit zur Durch
f








Das Ergebnis war bei beiden Maschinen unabh

angig von der Gr

oe des Intervalls die
doppelte Zeit einer Addition also S
seq
n  B















Die Pseudozufallsfunktion random besitzt dabei eine hinreichend lange Periode Wieder
wurden die Basiskosten der Sequenz abgezogen



























































































 Die Meergebnisse sind zun

achst tabellarisch auf zwei Nachkommastellen
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log(x/100)*11-20
Abbildung   Kosten zuf

alliger Speicherzugrie SPARCstation




















 Diskussion der Meergebnisse
Die Meergebnisse an den zwei realen Beispielmaschinen zeigen zun

achst da Multiplika




Eine teilweise noch entscheidendere Frage ist jedoch wie zuf

allig die Zugrie auf Speicher
erfolgen Die Zuordnung der Kosten von Speicherzugrien kann nicht universell angegeben
werden sondern mu f

ur jeden Algorithmus neu abgesch

atzt werden Eine Umordnung
der Speicherzugrie kann die Laufzeit um ein Vielfaches beeinussen Meist ist eine solche
Umordnung nicht m

oglich und man ist darauf angewiesen jeweils abzusch

atzen wieviele
Zugrie sequentiell bzw zuf

allig erfolgen um eine realit

atsgetreue Aussage der Zeitkomple
xit

at zu erhalten Dies kann teilweise schwierig sein wie schon an den ersten Algorithmen
sichtbar wird die im folgenden Kapitel vorgestellt werden Die wahre Gr

oenordnung




 Es sei aufgrund der unter
schiedlichen Kosten von Speicherzugrien im folgenden nur Sn  Ologn festgelegt








Primzahlsiebe sind Verfahren die in einem gegebenen Intervall Primzahlen von zerlegbaren
Zahlen trennen Bereits um  

 v Chr erfand Eratosthenes von Kyrene ein erstes Sieb




ubertroen angesehen werden mu Es gibt wohl kaum
ein anderes Verfahren das

uber zwei Jahrtausende als Mastab galt und immer noch gilt
Das Sieb des Eratosthenes und seine segmentierten Varianten waren lange Zeit mit einer
asymptotischen Laufzeit von On log log n die schnellsten Verfahren zur Generierung von
Primzahlen dabei werden Speicherzugrie nicht wie im hier verwendeten Modell mit
einem Kostenbeitrag von Olog n berechnet Praktisch hat sich daran nichts ge

andert
Allerdings sind einige Verfahren bekannt die zumindest asymptotisch schneller sind
In Mai ndet sich erstmals ein Sieb das nur lineare Zeit ben

otigt Auch Gri	 l

auft
in linearer Zeit Ein theoretischer Durchbruch gelang Pritchard im Jahre 	 Pri	 mit





otigt Das Problem dieser Verfahren ist
der Platzbedarf der die Siebe nur f

ur recht kleine Bereiche anwendbar werden l

at Der





 Bits Speicher was schnell reale
Grenzen









 Bits Speicherplatz siehe zB Sor	 Allerdings besitzen
auch diese Siebverfahren Nachteile auf die in Abschnitt  eingegangen wird





amtliche Verfahren werden anhand von Programmen der
Sprache ADL beschrieben Reale Laufzeiten von Implementierungen werden denen sich
aus den Zeitkomplexit

aten von ADLKonstrukten ergebenden Werten gegen

ubergestellt
Die Analyse der Zwischenresultate f

uhrt schlielich zu einem hochoptimierten Verfahren
das in sp

ateren Kapiteln zur Anwendung kommt Eine portable Softwareimplementierung
des resultierenden Algorithmus wird im Abschnitt  vorgestellt die Laufzeiten untersucht
und optimiert
Abschlieend wird ein Vergleich mit einem weiteren Verfahren stattnden das zwar asymp





Das erste und zun

achst naheliegendste Verfahren ist die Probedivision Dabei sei sieve
ein Feld der L

ange n wobei zu Beginn alle Elemente auf 
 gesetzt seien
Algorithmus   Probedivision
  n  input
 sieve   f Streiche  g
 for i   to n do f Durchlaufe das Intervall g
 sqrti  sqrti f Berechne Wurzel g
 for j    to sqrti do f Teste Kandidaten durch Probedivision g
 if i  j  
 then f Teiler gefunden g

















n  B  nO Raum
Beweis Da jede zerlegbare Zahl mindestens einen Teiler kleiner oder gleich ihrer Wurzel
besitzt wird dieser in Zeile  gefunden werden und somit im Feld sieve vermerkt Es




alt wenn i eine Primzahl ist Die Raumkomplexit

at ergibt sich im wesentlichen aus
dem Feld sieve der L

ange n die Wurzel kann in konstantem Raum berechnet werden Zur
Zeitkomplexit

at Es werden jeweils
p























urlich relativ grob Es gibt einige M

oglichkeiten Algorithmus 
zu verbessern siehe zB Adl	 darauf soll aber verzichtet werden da nun ein prinzipiell
besseres Verfahren zur Anwendung kommt
  Primzahlsiebe
 Das Sieb des Eratosthenes
Das Sieb des Eratosthenes von Kyrene   v Chr  wurde etwa im Jahre 


von Nicomachus beschrieben siehe Doo  Eine erste Computerimplementierung ist in
Woo zu nden Es folgt nun eine Beschreibung des Grundprinzips
  Basisverfahren
Algorithmus  erat 
  n  input f Eingabe der Obergrenze g
 sqrtn  sqrtn f Berechne Wurzel g
 sieve   f Streiche  g
 for p   to sqrtn do f Durchlaufe das Intervall g
 if sievep  
 then f Falls p prim g
 ndivp  n  p f Bestimme Anzahl der Vielfachen g
 for j  p to ndivp do f Durchlaufe alle Vielfachen von p g






Satz  Algorithmus   siebt die Primzahlen aus dem Intervall   n in
t
ADL




n B DB  
p
n 
B MB  Sn  N  
p
n  n O





 On log n log logn
Bitoperationen und s
ADL













auft alle Primzahlen bis zur Wurzel von n Beginnend mit   werden
alle Vielfachen aus dem Feld gestrichen Sobald p auf ein neues Feldelement gesetzt wird
wird getestet ob dies schon als zerlegbar markiert wurde Falls ja sind auch schon alle
Vielfachen dieser Zahl markiert und p wird auf das n

achste Element gesetzt Erst wenn
sievep  





oglichen kleinsten Teiler aller Zahlen kleiner gleich n werden
von p durchlaufen da     p  
p
n gilt
 Das Sieb des Eratosthenes 
Der Platzbedarf von   wird wiederum durch das Feld sieve bestimmt Zur Zeitkomple
xit

at Der ifBlock 
 wird 
p
n mal durchlaufen F







c  p  Multiplikationen und Markierungen n

otig insgesamt also N  
p
n  n





ateren Stellen wird nicht jede einzelne Zeile erkl

art
Zeile  erfordert B Bitoperationen Die Berechnung der Wurzel ben

otigt quadratische
Zeit in der L

ange des Maschinenwortes und konstanten Platz siehe zB Aho f

ur eine
RAM also sind f





otig Zeile  tr

agt mit B  S














achst  B  
p
n hinzu kommen B MB  Sn   N  
p
n  n aus

























































 On log logn

Mit MB  OB und DB  OB gehen auch die restlichen Terme in On log log n
auf Wegen Sn  Olog n ist ein zus

atzlicher Faktor log n anzuf

ugen Das Argument
n  ergibt sich aus der Tatsache da der durchschnittliche Index eines Zugris auf das
Feld etwa n  ist  








n spielen selbst f

ur kleine n keine wesentliche Rolle
Es mu also versucht werden am Faktor von N  
p
n  n bzw an N  
p
n  n selbst zu




 Vermeidung von Multiplikationen
Um die Multiplikationen in Zeile 	 von Algorithmus   zu vermeiden mu nur eine
Variable beginnend mit p





  n  input f Eingabe der Obergrenze g
 sqrt
n
 sqrtn f Berechne Wurzel g
 sieve   f Streiche  g
 for p   to sqrt
n
do f Durchlaufe Intervall g
 if sievep  
 then f Falls p prim g
 ndivp  n  p f Bestimme Anzahl der Vielfachen g
 next  p p f Initialisiere Laufvariable g
 for j  p to ndivp do f Durchlaufe Vielfache von p g
	 sievenext   f Zerlegbare Zahl markieren g
 






Satz  Algorithmus  siebt die Primzahlen aus dem Intervall   n in
t
ADL




n 	B DB MB  
p
n 
B  Sn  N  
p
n  n O





 On log n log log n
Bitoperationen und s
ADL
n  B  nO Bits Raum aus
Beweis Die Korrektheit folgt direkt da lediglich die Multiplikation durch sukzessive
Addition ersetzt wurde An der Raumkomplexit






at In Zeile  kommen MB  B Schritte hinzu der forRumpf erzeugt einen





agt bei zB MB  
B immerhin B N  
p
n  n Schritte Bevor
die Auswirkungen in einer graphischen

Ubersicht dargestellt werden folgt zun

achst noch
eine weitere Verbesserung am Faktor von N  
p
n  n Dabei wird die Division in Zeile 
durch Ersetzung der forSchleife in einen whileKonstrukt vermieden Der Unterschied
ist gering dient aber auch der Vorbereitung zu weiteren Optimierungen
 Das Sieb des Eratosthenes 
 Vermeidung der DivisionErsetzung der for	Schleife
Algorithmus  erat
  n  input f Eingabe der Obergrenze g
 sqrtn  sqrtn f Berechne Wurzel g
 sieve   f Streiche  g
 for p   to sqrtn do f Durchlaufe Intervall g
 if sievep  
 then f Falls p prim g
 next  p p f Initialisiere Laufvariable g
 while next   n do f Durchlaufe Vielfache von p g
 sievenext   f Zerlegbare Zahl markieren g








Satz  Algorithmus  siebt die Primzahlen aus dem Intervall   n in der Zeit
t
ADL




n MB  B  
p
n 
B  Sn  N  
p
n  n O





 On logn log logn
unter Verwendung von s
ADL
n  B  nO Bits Speicher aus
Beweis An der Korrektheit hat sich wiederum nichts ge

andert die Ermittlung der





amtliche Vielfache der p bis n Die Zeitkomplexit

at nimmt weiter ab Die Beitr

age
der Zeilen    und  bleiben Zeilen  und  kosten zun

achst MB  B  
p
n Der
whileRumpf wird wiederum N  
p
n  n mal durchlaufen die Kosten reduzieren sich hier
auf B  Sn  N  
p
n  n Insgesamt ergibt sich also die angegebene Zeit  




urlich jeweils das gesamte Feld
sieve durchlaufen und ausgeben was mit  BSn  n einen erheblichen Anteil aus
macht Tats

achlich kostet eine Bildschirm oder Datei Ausgabe in der Praxis mehr Zeit
als die gesamte Rechnung wobei der Faktor vor n bei solchen Ausgaben noch wesentlich
h

oher anzusetzen ist Da jedoch bei Anwendungen der Verfahren die Felder selbst nicht
ausgegeben werden sondern im Speicher verbleiben wurde hier auf die komplette Ausga
be verzichtet und nur ein Zeiger zur

uckgeliefert Die Bemerkung da Ausgaben sehr teuer
sind l

at sich dahingehend erweitern da es sich auch nicht lohnt gesiebte Intervalle zur
sp

ateren Verwendung auf Festplatten zu speichern Auch Eingaben aus Dateien sind in
der Praxis

ahnlich langsam und kosten wiederum mehr Zeit als der Siebvorgang an sich
  Primzahlsiebe
 Speicherreduzierung
Es soll nun eine erste Verbesserung der Raumkomplexit

at vorgenommen werden Bisher
wurde zur Speicherung des zu siebenden Feldes sieve pro Zahl ein Maschinenwort be
nutzt Notwendig ist nur die Information ob die entsprechende Zahl prim ist oder nicht
woraus folgt da eigentlich ein Bit reicht Algorithmus  wird dieser Tatsache gerecht
Dabei bezeichnet B wie bisher die Maschinenwortl






Umrechnungen zu sparen wird nun auch das Element sieve
 verwendet
Algorithmus  erata
  n  input f Eingabe der Obergrenze g
 sqrtn  sqrtn f Berechne Wurzel g
 sieve
   f Streiche  g
 for p   to sqrtn do f Durchlaufe Intervall g
 if sievep  B    p  B  
 then f Falls p prim g
 next  p p
 while next   n do f Durchlaufe Vielfache von p g
 sievenext  B  sievenext  B   next  B f Markieren g








Auf den ersten Blick scheint die Verminderung des Speichers zeitlich unbezahlbar da drei
Divisionsoperationen auftauchen Nun l

at sich aber ausnutzen da es sich bei B um eine
Zweierpotenz handelt und Divisionen von Zweierpotenzen durch einfache Shiftoperationen
realisierbar sind Dazu sei die folgende Zeile durch setBitsieve  next abgek

urzt
sievenext  b  sievenext  b    next  B  
Dar

uber hinaus stehe getBitsieve  p nun f

ur
sievep  b    p  B  
Die Zeile 	 wird nun durch setBitsieve  next und die Bedingung in Zeile  durch
getBitsieve  p  
 ersetzt Dabei kann und sollte B   vorberechnet sein um ei
ne weitere Operation zu sparen
 Das Sieb des Eratosthenes 
Algorithmus 
 eratb
  n  input f Eingabe der Obergrenze g
 sqrtn  sqrtn f Berechne Wurzel g
 sieve
   f Streiche 
 und  g
 for p   to sqrtn do f Durchlaufe Intervall g
 if getBitsieve  p  
 then f Falls p prim g
 next  p p
 while next   n do f Durchlaufe Vielfache von p g
 setBitsieve  next








Satz  Algorithmus  siebt die Primzahlen aus dem Intervall   n in der Zeit
t
ADL




n 	B MB  
p
n 
B  Sn B N  
p
n  n





 On logn log logn
unter Verwendung von s
ADL
n  nO Bits Speicher aus




ar  gesetzt was dem Streichen der Zahlen 
 und  entspricht In
Zeile  mu gelten
getBitsieve  p  
 Bit p des Feldes sieve  






ten Wort des Feldes sieve an Position p mod B Die ganz
zahlige Division ist durch den Rechtsshift p b mit b  log

B realisiert die Berechnung
des Rests nach Division durch B mithilfe des bitweisen Und was bei B   
b
genau der










entspricht   p mod B
ermittelt In Zeile 	 mu setBitsieve  next das nextte Bit des Feldes sieve auf  set
zen Dies geschieht analog getBit  diesmal unter Verwendung des bitweisen Oder  
Bemerkung Obwohl setBit und getBit syntaktisch als Prozedur bzw Funktion gel
ten sind beide als Textersatz zu verstehen der zB in der Programmiersprache C als
Pr

aprozessoranweisung beim Kompiliervorgang realisiert werden kann
Es erfolgt nun eine weitere Halbierung des ben

otigten Speichers bei gleichzeitiger Verbes
serung des Wertes von N 
  Primzahlsiebe
 Speicherung und Sieben ausschlielich ungerader Zahlen
Die Tatsache da auer der   keine weitere gerade Primzahl existiert wird nun in das
Sieb eingebaut Sowohl das Sieben der   sowie aller Zweifachen der Primzahlen kleiner
gleich
p
n als auch die Speicherung s

amtlicher gerader Zahlen wird dabei vermieden Zum

ahnlich schnellen Zugri auf die einzelnen Bits sei nun setBit sieve  next 
sievenext  b   sievenext  b     next    B  
sowie getBit sieve  p 
sievep  b     p    B  
Dabei sei wiederum b  und B   vorberechnet
Bemerkung Zur Verdeutlichung der Bedeutung der Bitoperationen ein paar Beispiele
Es sei dazu B     also b   Dann setzt setBit sieve   das nullte Bit im null
ten Wort von sieve auf  setBit sieve    das erste setBit sieve   ebenso das erste
setBit sieve   setzt das nullte Bit des ersten Wortes
Allgemein setzt setBit sieve  n das b
n








Das folgende Verfahren speichert und siebt nur noch ungerade Zahlen
Algorithmus  erat
  n  input f Eingabe der Obergrenze g
 sqrtn  sqrtn f Berechne Wurzel g
 sieve
   f Streiche  g
 p  
 while p   sqrtn do f Durchlaufe Intervall g
 if getBit sieve  p  
 then f Falls p prim g
 twop  p p
 next  p p
	 while next   n do f Durchlaufe Vielfache von p g
 
 setBit sieve  next





  p  p  
  end while
  return sieve
 Das Sieb des Eratosthenes 

Satz 
 Algorithmus  siebt die Primzahlen aus dem Intervall   n in der Zeit
t
ADL




n   B MB  
p
n 
B  SnB N 
p
n  n 





 On logn log logn
unter Verwendung von s
ADL
n  nO Bits Speicher aus
Beweis Analog Algorithmus   
Bemerkung Eine weitere Reduzierung der Raumkomplexit

at auf diese Weise zB Be
schr

ankung auf Zahlen  mod  lohnt sich nicht mehr da dann eine echte Division
sowie eine Multiplikation und eine Subtraktion zum Markieren notwendig werden
Das Sieb des Eratosthenes hat in seiner bisher gezeigten Form noch eine Schw

ache die
bisher noch nicht angesprochen wurde Es nden Mehrfachmarkierungen statt dh beim
Durchlaufen der m

oglichen Primfaktoren aller Zahlen kleiner n wird bisher keine R

ucksicht
darauf genommen ob gewisse Schritte

uberhaupt noch notwendig sind oder nicht Darauf
wird an sp

aterer Stelle noch eingegangen
Es soll nun eine experimentelle Laufzeitanalyse der vorgestellten Verfahren stattnden

 Laufzeitanalyse
In diesem Abschnitt werden die ADLKomplexit

aten der Algorithmen     und 
experimentell gemessenen Zeiten gegen

ubergestellt Es wird dabei kein absoluter Vergleich
etwa in CPUSekunden durchgef

uhrt sondern vielmehr das Verh





alligkeit der Speicherzugrie eines Programms die einen entscheidenden Einu
auf die Kosten hat siehe   kann durch den Abgleich zweier einzelner Mewerte mit
den entsprechenden ADLKomplexit

aten ermittelt werden Im Falle der Siebalgorithmen





n Die sich so ergebende Funktion Sn und
die gemessenen Funktionen MB und DB werden nun in die Ermittlung der ADL
Komplexit

aten einieen Die Zeitmessungen erfolgten dabei aus den Programmen selbst
heraus da eine Messung von auen  etwa








aten wurden durch Programme bestimmt die die jeweils
genauesten Terme der Aussagen der S

atze    	 berechnen Alle realen Zeiten sind in
Einheiten von 
 Millisekunden angegeben alle ADLKomplexit

aten in B Bitoperationen
Betrachtet wurde jeweils das Intervall     









































Abbildung  Reale Laufzeiten SPARCstation










































a sichtbar da die Vermeidung der Multiplikationen in   bei
den weiteren Verfahren eine entscheidende Verbesserung auf beiden Beispielmaschinen
bedeutet Die Ersetzung der forSchleife durch einen whileKonstrukt ergibt nur einen
kleinen Vorteil Die erwartete Verbesserung von Algorithmus  durch Reduzierung des
Speicheraufwandes wird auf der SPARCstation durch den zus

atzlichen Aufwand der
Operationen zur Berechnung der Bitpositionen und Feldindizes zunichte gemacht Erst
die weitere Halbierung sowie die Unterlassung des Siebens mit der geraden Primzahl f

uhrt
zu einer deutlichen Verbesserung Anders verh

alt es sich bei der Ultra wo bereits 
einen  wenn auch relativ kleinen  Vorteil bedeutet
Das Sieb in den bis hierher gezeigten Versionen weist einen groen praktischen Nachteil auf
Selbst nach der Reduzierung des Speicherbedarfs auf n  werden sehr schnell praktische
Grenzen erreicht Zum Zeitpunkt der Erstellung dieser Arbeit lag der durchschnittlich
zur Verf






 dh es ergibt






















Ein segmentiertes Sieb taucht in der Literatur erstmals in Bre im Zusammenhang mit
der Suche nach groen Primzahll

ucken auf In Bay wurde die Segmentierung erstmals
speziell behandelt
  Prinzip
Das Prinzip der Segmentierung ist einfach Zun

achst erfolgt eine Aufteilung des zu sieben
den Intervalls in normalerweise gleichgroe Teilst

ucke Segmente Jedes Segment wird
nun f

ur sich gesiebt Bei k Teilen ergibt sich eine Reduzierung der Raumkomplexit

at um
den Faktor k Problematisch ist dabei allerdings zun








uber den gesamten Siebvorgang hinweg verf

ugbar sein mu
 Verwendung einer Primzahlliste bis
p
n
Es wird nun ein Verfahren vorgestellt das zun

achst eine Liste der ersten 
p
n Prim
zahlen generiert mit denen gesiebt wird Es ist dann insbesondere nicht mehr notwen
dig das gesamte Feld sieve zu durchlaufen und nach 
Werten bzw korrespondierenden
Primzahlen zu suchen denn alle m

oglichen Primfaktoren sind vorberechnet worden Die
Vorberechnung des Feldes gaps wird in 	 mit Algorithmus  erfolgen Die Primzahlen
kleiner gleich
p
n werden in gaps als Dierenzen aufeinander folgender Primzahlen darge








 nur ein Byte zur Speicherung notwendig ist siehe zB Rie
Bemerkung Eigentlich m

ute man nur ungerade Zahlen also halbe L

ucken speichern
dies erfordert dann jedoch wieder eine zus

atzliche Rechenoperation bei der Umrechnung
auf die Primzahlen selbst Allerdings erh

oht sich damit auch der Bereich in dem nur 










achst der Algorithmus zur Erzeugung des Feldes mit Dierenzen aufeinander





  n  input
 tmpsieve  eratn
 index  
 f Index f

ur gapsFeld g





 p   f Laufvariable f

ur Feld tmpsieve g
 while p   n do f Sammle L

ucken aus tmpsieve in gaps g
 if getBit tmpsieve  p  
 then f Falls p prim g
 gapsindex  thisgap f L

ucke merken g

























  i   ng   
B
 Dann erzeugt Algorithmus 	
die Liste gaps der Dierenzen aufeinanderfolgender Primzahlen kleiner gleich n beginnend
mit      in der Zeit
t
ADL
n  B  SnB N 
p
n  n   B  SnB  n
	B  Sn   n
 B  SnB N 
p
n  n  On log n
 On log n log logn
unter Verwendung von s
ADL
n  n n  B O Bits Speicher
Beweis Der wesentliche Beitrag zur Zeitkomplexit

at liegt im Sieben des Intervalls Die
Zeilen 	
 werden nmal durchlaufen Zeile   n  nmal Sobald eine Primzahl
gefunden wurde wird der jeweilige Wert der L

ucke im Feld gaps vermerkt In Zeile 

wird dieser dann auf   zur

uckgesetzt ansonsten in Zeile   jeweils um   erh

oht  
Bemerkung Die Voraussetzung von Satz  da ein Maschinenwort zur Speicherung
einer L








ur heute erreichbare Obergrenzen ein Byte aus
 Segmentierung 
Algorithmus  erat
  n  input
 sqrtn  sqrtn f Berechne Wurzel g
 gaps  pdisqrtn f Erzeugen der Primzahll

ucken g
 setBit sieve   f Markiere  als zerlegbar g
 index   f Index f

ur gapsFeld g
 p   f Initialisiere Laufvariable g
 while p   sqrtn do f Durchlaufe Primzahlen  
p
n g
 twop  p p f Verdopple p g




 while next   n do f Markiere Vielfache von p g
   setBit sieve  next f Markiere zerlegbare Zahl g




  index  index  f Erh

ohe gapsIndex g





Es wird beginnend mit Index  die Liste durchlaufen und sukzessive das n

achste Element
von gaps auf p aufaddiert und gesiebt
Satz  Algorithmus  siebt die Primzahlen aus dem Intervall   n in der Zeit
t
ADL





















n log n log log n
 On log n log log n




n  B 
p
n   n  O Bits Speicher aus
Beweis Beginnend mit der Primzahl  und Index   wird sukzessive das Feld gaps
durchlaufen um die Dierenz zur n






n zu erhalten Der wesentliche Anteil an der Zeitkomplexit

at











n log log n ist
dieser wiederum durch die Zeilen 
 von der Gr

oenordnung n log n log log n Tem
por

ar wird ein zus











Das resultierende Verfahren ist nicht etwa schneller sondern unwesentlich langsamer als





nun folgenden Segmentierung Zudem mu zugute gehalten werden da die Generierung
der Primzahlliste bis
p
n dann nur ein einziges Mal erfolgen mu
  Primzahlsiebe
 Erste segmentierte Version





und siebt diese Die L








achst aber Algorithmus 
 zum Sieben eines Intervalls
Algorithmus   sieve seg
  gaps  input f Eingabe des L

uckenfeldes g
 iMin  input f Eingabe der Segmentnummer g
 l  input f Eingabe des Segmentl

ange g
 first    l  iMin f Erste Zahl des Segments g
 last  first l   f Letzte Zahl des Segments g





 index   f Index f

ur gapsFeld g
 p  




 twop  p p f p    g
   next  first  p f Bestimme ersten

Treer im Segment g
  if next  
 then f Falls Division aufgegangen g
  next   f Erster Treer ist first selbst g
  else
  next  p next  f ansonsten addiere p  auf p first  p g
  end if
  if next    
 then f Treer war gerade ein p aufaddieren g
  next  next p
 	 end if

 while next   l do f Markiere Vielfache von p g
  setBit segment  next f Markiere zerlegbare Zahl g




 index  index  f Erh

ohe gapsIndex g





Lemma  Es bezeichne l die L

ange eines Segments Algorithmus 
 siebt die Prim
zahlen aus einem Intervall i   l    i  l    n  i    nl in der Zeit
t
ADL
i  l  B DB  S
p
i  l   
p
i  l




i  l  l  O




i  l  l  O
p
i  l
 Ol log l log logi  l
 Segmentierung 
unter Verwendung von s
ADL











Beweis Die Zeilen  dienen der Ermittlung der Bitposition des ersten Vielfachen
des gerade aktuellen p im Intervall Das Intervall i   l  i  l wird dabei auf   l 
abgebildet Alle Vielfachen des jeweiligen p im aktuellen Intervall werden in der Zeile  
vermerkt F

ur jedes p  
p







i  l  l mal  
Algorithmus 
 wird nun verwendet
Algorithmus    segerat 
  n  input
 l  input
 sqrtn  sqrtn f Berechne Wurzel g
 gaps  pdisqrtn f Erzeugung des L

uckenFeldes g
 if l   then f Nur gerade Segmentl

angen g




 n  l f Bestimme Anzahl der Segmente g
	 if l  n
segs






  f Ein Segment mehr g
   end if
  wordsMin  l   B f Anzahl der W

orter pro Segment   g
  segment  eratl f Siebe erstes Segment mit Eratosthenes  g
  for i    to n
segs
do f Siebe Segmente g
  for k  
 to wordsMin do f Durchlaufe segment g
  segmentk  




  segment  sieveseggaps  i    l f Ein Segment sieben g
 	 end for
Satz   Algorithmus  siebt die Primzahlen aus dem Intervall   n in der Zeit
t
ADL
n  l  O
p




 B  l B   










l log l log logn Ol log l log log l
unter Verwendung von s
ADL




n  O Bits Speicher aus
  Primzahlsiebe




n log n log log n
Bitoperationen Das erste Segment Segment 
 wird mit Algorithmus  gesiebt und
tr

agt mit Ol log l log log l Bitoperationen bei Die Segmente  bis dnle ben

otigen je




i  l  l   O
p
i  l Wegen
p
i  l  O
p
n SlB 




i  l  l  l log log l O wird insgesamt t
ADL
n  l  Onl 
p
n 



















ur die optimale Segmentl

ange liefert Allerdings wird noch eine we





n wirklich nur als Anhaltspunkt zu sehen ist Auch kann
p





uberschreiten so da zur Speicherreduzierung
eine etwas h

ohere Laufzeit in Kauf genommen werden mu
Es sollte nicht unterschlagen werden da durch die Segmentierung eine Eigenschaft des
EratosthenesSiebes verloren gegangen ist Es sind zu keinem Zeitpunkt alle Primzahlen




onnte man dies durch eine Ausgabe der einzel
nen Segmente

reparieren aufgrund der dadurch entstehenden Kosten ist dies allerdings
keine eigentliche L

osung Es gibt Probleme die die Kenntnis zumindest einer Teilmenge
verschiedener Segmente ben

otigen Ein solches Problem wird in Kapitel  zur Sprache
kommen
Es folgt nun eine genauere Betrachtung der Funktion N

j  k m Abbildung 	 zeigt einen
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(p,[n/p])
Abbildung 	 p  

 









c gro wird Abbildung  zeigt die Entwicklung der Gesamtkosten in
Abh
















 k   


Die meisten Operationen werden also f

ur die Faktoren kleiner p vorgenommen Es soll nun
f

ur verschiedene m diejenige Primzahl p  hn bestimmt werden bis zu der die H

alfte
aller Operationen stattgefunden haben also die

halbe Arbeit im Sinne der Anzahl der
Operationen erledigt ist Gesucht wird jeweils hn mit    N






und    N





n  n Der schon gesparte Faktor   wurde da
bei nicht mit aufgenommen Zu erwarten ist wegen N







 Statt die OKonstante nun abzusch
















































Tabelle   Die Funktion hn
  Primzahlsiebe
 Vorsieben kleiner Primfaktoren
Tabelle   legt nahe einen Weg zu nden das Sieben kleiner Primfaktoren zu vermeiden
Dies kann folgendermaen geschehen Zun

achst wird ein Feld vorbereitet in dem alle Viel




ur jedes zu siebende Segment
wird das vorbereitete Feld dann kopiert Damit sind die vorgesiebten Faktoren nicht mehr







mu gesiebt werden Es
ergibt sich daraus allerdings die Einschr

ankung da die Segmentl










sein mu Algorithmus   realisiert das Vorsieben bis zu einem p
k
 wobei
ein Feld primes aller kleinen Primzahlen           p
j









  l  input
 i  

 next  primes f primes
  g
 while l next  
 do f Durchlaufe Primteiler der Segmentl

ange g
 twop  p p
 while next   l do f Markiere Vielfache von p g
 setBit psieve  next f Markiere zerlegbare Zahl g





 i  i 
   next  primesi
  end while
  return psieve












Algorithmus   markiert die Vielfachen der Primzahlen p mit p j l in
t
ADL









  l Olog l
 Ol log l log loglog log l log l
Bitoperationen unter Verwendung von s
ADL
n  l  O Bits Speicher















immer i j  l  i mod M
k




ur alle m   k  
Die Algorithmen 
 und  m






  n  input
 l  input
 sqrtn  sqrtn f Berechne Wurzel g
 gaps  pdisqrtn f Erzeugung des L

uckenFeldes g
 psieve  presievel
 n
segs
 n  l f Bestimme Anzahl der Segmente g
 if l  n
segs





  f Ein Segment mehr g
	 end if
 
 wordsMin  l   B f Anzahl der W

orter pro Segment   g
   segment  eratl f Siebe erstes Segment mit Eratosthenes  g
  for i    to n
segs
do f Siebe Segmente g
  for k  
 to wordsMin do f Durchlaufe segment g
  segmentk  psievek f Kopiere Vorsieb g
  end for
  segment  sieveSeggaps  i    l f Ein Segment sieben g
  end for
In Algorithmus 
 mu nun nur noch Zeile 	 durch folgende Zeilen ersetzt werden um
das Sieben der ersten k Primzahlen zu vermeiden
while l primesindex  
 do
index  index 
end while
p  primesindex












Algorithmus  siebt die Primzahlen aus dem Intervall   n in der Zeit
t
ADL
n  l  Ol log l log loglog log l log l O
p





 B  l B    B     SlB 













l log l log log n Ol log l log log l






n  O Bits Speicher aus
Beweis Die einzigen Unterschiede zu  liegen im Aufruf von presieve in Zeile  und
der Ersetzung der 
 auf der rechten Seite von Zeile  in  durch psievek presieve
wird nur einmal aufgerufen und verursacht daher keine wesentlichen Kosten Die Kopie des
Vorsiebes erfordert nur zus

atzliche B  SlB Schritte Zur Korrektheit Das Sieben
  Primzahlsiebe
der kleinen Primfaktoren  p
k
wird nun durch das Kopieren des vorgesiebten Feldes erzielt
Da die L

ange eines Segments ein Vielfaches des Produkts der ersten k Primzahlen ist sind
f

ur jedes Segment die Positionen m mit m  j  p
i
 i   k vor dem Aufruf von sieveSeg
bereits markiert  
Tabelle  zeigt die zu erwartende prozentuale Zeitersparnis bei Vorsieben aller Prim




ur die Intervalle   


 und   

 
 Dabei ergeben sich die









































Tabelle  Zu erwartende prozentuale Zeitersparnis durch Vorsieben bis p
k
Nach Satz 




n da bei dieser Wahl einer
seits die Zeitkomplexit










uberschreitet Durch die Einschr

ankung da bei Vorsieben














ur verschiedene n in Abh

angigkeit eines weiteren Parameters bestimmt werden

 Weitere Verbesserungen
In diesem Abschnitt sollen weitere Optimierungsm

oglichkeiten aufgezeigt werden Zun

achst
wird eine kleine Ver

anderung an den Pseudofunktionen setBit und getBit vorgenommen
die f

ur jede Markierung eine Operation spart Danach wird ein Problem bearbeitet das
an fr

uherer Stelle schon erw

ahnt worden ist und dessen TeilL

osung eine weitere ent
scheidende Verbesserung liefert
Verbesserung der Bitoperationen Die in der Denition von setBit sieve  next und
getBit sieve  p auftauchenden Operationen next  bzw p  k

onnen folgenderma
en vermieden werden Da das Intervall   n im Sieb auf ein Feld   n B abgebildet
wird in dem keine geraden Zahlen mehr existieren kann das Durchlaufen von   n durch
 Segmentierung 
das Durchlaufen von   n  ersetzt werden Zun

achst wird also der erste Treer im Inter
vall durch   geteilt Nun wird jeweils nicht mehr twop also das Doppelte der Primfaktoren






sievenext  b  sievenext  b    next  B  
sowie getBit
sievep  b    p  B  
Algorithmus 




  gaps  input f Eingabe des L

uckenfeldes g
 iMin  input f Eingabe der Segmentnummer g
 l  input f Eingabe des Segmentl

ange g
 first    l  iMin f Erste Zahl des Segments g
 last  first l   f Letzte Zahl des Segments g
 l

 l   f Bestimme halbe Segmentl

ange g





 while l primesindex  
 do f Durchlaufe Primteiler der Segmentl

ange g
	 index  index  f Justiere Index g
 
 end while
   p  primesindex f Erste zu siebende Primzahl g
  while p   sqrtLast do f Durchlaufe Primzahlen  
p
last g
  next  first  p f Bestimme ersten

Treer im Segment g
  if next  
 then f Falls Division aufgegangen g
  next   f Erster Treer ist first selbst g
  else
  next  p next  f ansonsten addiere p  auf p first  p g
  end if
 	 next  next   f Justiere ersten Treer g

 while next   l

do f Markiere Vielfache von p g
  setBitsegment  next f Markiere zerlegbare Zahl g




 index  index  f Erh

ohe gapsIndex g






Lemma   Es sei l deniert wie in Lemma  und i    nl Algorithmus 
siebt die Primzahlen aus einem Intervall i   l    i  l    n in der Zeit
t
ADL
i  l  
B DB  S
p
i  l   
p
i  l







i  l  l  O







i  l  l  O
p
i  l
 Ol log l log logi  l
unter Verwendung von s
ADL
l  l  O Bits Speicher aus
Beweis Durch die Vermeidung der Operation next   sind B Schritte eingespart
worden Zur Korrektheit Anstatt die ganzen Faktoren zu durchlaufen um die Abbildung
auf das Intervall   l  dann in setBit vorzunehmen werden sofort nur halbe Faktoren
durchlaufen Die Halbierung der Vielfachen der zu siebenden p wurde also lediglich von
setBit verschoben  
Es sei nun Algorithmus  Segmentiertes Sieb  wie  allerdings mit den modi
zierten Bitoperationen Dar

uber hinaus sei die entsprechende Ver

anderung in erat durch
Ersetzung von next in Zeile 
 durch next  gegeben Dann folgt
Satz   Algorithmus  siebt die Primzahlen aus dem Intervall   n in der Zeit
t
ADL
n  Ol log l log loglog log l log l O
p





 B  l B    B     SlB 







i  l  l  O
p
n
 On log n log logn






n  O Bits Speicher aus
Beweis Der Unterschied der Zeitkomplexit

at ergibt sich aus der Ersetzung der Operation
next  durch next in setBit womit B eingespart werden  
 Laufzeitanalyse der segmentierten Siebe











ange von Algorithmus  ist
dabei jeweils
p





 Die erwartete Verbesserung
von etwa  durch das Vorsieben wird dabei in den Abbildungen 



























































Abbildung  Reale Laufzeiten Ultra
 Segmentierung 
Vermeidung von Mehrfachmarkierungen Ein Problem aller bisherigen Siebversio
nen ist da Mehrfachmarkierungen stattnden So ist f












ussig denn diese Positionen sind
bereits als zerlegbar markiert







vermieden werden kann Die Formulierung ndet aus Platzgr

unden nicht als gesondert
aufgef

uhrter Algorithmus statt sondern wird als Teil des in  vorgestellten Primzahlge
nerators implementiert
Das Prinzip ist das folgende F

ur jede zu siebende Primzahl kleiner einer vorgegebenen
Schranke wird solange markiert bis das entsprechende Produkt ein Vielfaches von   
ist Dann wird nicht mehr jeweils ein p addiert sondern folgende Sequenz deren Fakto
ren sich im Grunde in  als W

x wiedernden p   p  p  p  p   p  p   p Alle

ubrigen







onnte man in diese Sequenz auch einspringen dies erforderte aber eine zus

atzliche Fall
unterscheidung die nicht billiger als die Justierung ist W

ahrend der Entwicklung der im
folgenden Abschnitt vorgestellten Implementierung eines Primzahlsiebes wurde auch die
Vermeidung von Vielfachen der  getestet dies f

uhrte allerdings zu keiner Verbesserung
mehr da die Justierungsschritte bzw die Fallunterscheidung den Vorteil aufhoben So
gar die Vermeidung aller zus

atzlicher Markierungen ist m

oglich dies wird in Abschnitt
 beschrieben
  Primzahlsiebe
 Der Primzahlgenerator pg
Die in den letzten Abschnitten gewonnenen Erkenntnisse werden nun zusammengefat und
als PrimzahlgeneratorSoftware pg implementiert Auf eine komplette Beschreibung in
ADL wird hier aus Platzgr

unden verzichtet Allerdings wird die wesentliche Siebprozedur
in ADL formuliert und analysiert
Die Basis von pg ist im Grunde das segmentierte Sieb  mit der zus

atzlichen Implementie
rung einer Routine zur Vermeidung der Mehrfachmarkierungen die in Algorithmus 
realisiert wird
Das Ergebnis dieses Abschnitts stellt einen wesentlichen Teil der in Kapitel  vorgestellten
Berechnung dar In  und  wird pg als Hilfsmittel benutzt
  Anforderungen
Neben den grundlegenden Anforderungen wie etwa der vern

unftigen Einteilung in Pro
grammodule sowie der

Ubersichtlichkeit und ausreichenden Dokumentation der Quellen
standen bei der Entwicklung von pg die folgenden speziellen Punkte im Vordergrund
  Einfache Erweiterbarkeit zur sp

ateren Anwendung
  Sieben beliebiger Teilintervalle
  Freie Wahl der Segmentl









angen bis  	 Bits
  Wahl ob ein 
 oder Bit eine Primzahl repr

asentiert wichtig zB f

ur Kapitel 
  Wahl bis zu welchem Faktor Vielfache von  und  nur einmal gesiebt werden





  Verwendung von StandardCSprachkonstrukten zur leichten Portierbarkeit
  Vermeidung der direkten Verwendung von Grunddatentypen
Der Grund f

ur den letzten Punkt ist dabei wiederum die M

oglichkeit zur leichten Por
tierung da die L

ange der Grunddatentypen in C nicht genau festgelegt ist Die direkte
Vermeidung wurde wiederum durch den Einsatz des CPr

aprozessors realisiert
 Der Primzahlgenerator pg 

 Softwareaufbau
Der Primzahlgenerator pg setzt sich aus  verschiedenen Quelldateien zusammen
Zweck und Bedeutung der einzelnen Module sind in Tabelle  aufgelistet
Dateiname BedeutungZweck
pg c Hauptprogramm




pg get primes c Durchlaufen fertig gesiebter Intervalle
pg init c Initialisierung





pg next prime c Optionaler Code falls Primzahl gefunden
pg next gap c Optionaler Code bei Ermittlung der n

achsten Dierenz
pg scan args c Scannen der Kommandozeilenparameter
pg sieve c Siebprozedur













defines in der Datei pg defs h festgelegt Eine wesentliche Rolle spielen da
bei die Konstanten SIEVELENLONGS L

ange der Segmente in Maschinenworten sowie
MUL   THRESHOLD Maximaler Faktor bis zu dem Mehrfachankreuzungen von Vielfa
chen von  und  vermieden werden
Die in pg defs h benutzerdenierten Parameter werden von pg h eingebunden pg h
selbst wird in alle Quellen eingef









Ein geeignetes Makele steuert dabei die bedingte Kompilation pg kompilierte problemlos
auf vier verschiedenen SunWorkstations unter zwei verschiedenen Betriebssystemversio





uber die Kommandozeile das zu siebende Intervall

ubergeben




ahrend der Initialisierungsphase werden die ben

otigten
Speicherbereiche alloziert die Primzahldierenzen geladen und das Vorsieb vorbereitet
Danach beginnt innerhalb einer Schleife der eigentliche Siebvorgang In pg sieve siehe
auch Algorithmus  wird dabei jeweils ein Teilsegment gesiebt Nach dem Sieben wird
das Intervall in pg get primes durchlaufen und in Abh

angigkeit der Denitionen aus
pg defs h jeweils beim Auftreten einer Primzahl bzw Primzahldierenz entweder die in
pg next prime oder pg next gap bendlichen Anweisungen abgearbeitet Vor allem aus
Testgr

unden kann optional ein e!zient implementiertes Z

ahlen der Primzahlen erfolgen















 Der Primzahlgenerator pg  
 Die Siebprozedur pg sieve
Die wesentliche Prozedur pg sieve setzt sich aus zwei Teilen zusammen Der in pg zu
w

ahlende Parameter MUL   THRESHOLD taucht hier als m auf Bis zu diesem Wert




  gaps  input f Eingabe des L

uckenfeldes g
 iMin  input f Eingabe der Segmentnummer g
 l  input f Eingabe des Segmentl

ange g
 l  l  f Berechnung der halben Segmentl

ange g
 first    l  iMin f Erste Zahl des Segments g
 last  first l   f Letzte Zahl des Segments g





 index   f Index f

ur gapsFeld g
	 while l primesindex  
 do f Bestimme erste zu siebende Primzahl g
 
 index  index 
   end while
  p  primesindex f Erste Primzahl die die Segmentl

ange nicht teilt g
  while p   sqrtLast do f Durchlaufe Primzahlen  
p
last g
  next  first  p f Bestimme ersten

Treer im Segment g
  if next  
 then f Falls Division aufgegangen g
  next   f Erster Treer ist first selbst g
  else
  next  p next  f ansonsten addiere p  auf p first  p g
 	 end if

 if next    
 then f Treer war gerade ein p aufaddieren g
  next  next p
 end if
 if p  m then f Vermeide doppeltes Markieren von Vielfachen von  und  g
 bigsteps
 else
 next  next 
 while next   l

do f Markiere Vielfache von p g
 setBitsegment  next f Markiere zerlegbare Zahl g






 index  index  f Erh

ohe gapsIndex g






Algorithmus  beschreibt die Prozedur bigsteps durch die die Vermeidung des wieder
holten Markierens der Vielfachen von  und  realisiert wird
Algorithmus   bigsteps
  twop  p p f p    g
 threep  twop p f p   g
 nextmod  next  f next mu Vielfaches von  werden g
 twopmod  twop  f Zur sp

ateren einfachen Berechnung von nextmod g
 fifteenp  p  p f p   g
 while next   l do f Siebe mit p g
 if nextmod  
 then f Falls next Vielfaches von  g
 next  next   p f Halbiere next addiere erstes p g




Uberhaupt noch im Intervall# g
 




  while next fifteenp   l

do f Addiere p   p  p  p  p   p  p   p g
  next  next p
  setBitsegment  next
  next  next twop
  setBitsegment  next
 	 next  next threep

 setBitsegment  next
  next  next p
 setBitsegment  next
 next  next threep
 setBitsegment  next
 next  next twop
 setBitsegment  next
 next  next p
 setBitsegment  next




 while next   l

do f Restliche Zerlegbare markieren g
 setBitsegment  next f Markiere zerlegbare Zahl g
 next  next p
 end while
 break f Vielfache aller p im Intervall markiert g
 else
 setBitsegment  next  f Markiere zerlegbare Zahl g
	 next  next twop

 nextmod  nextmod  twopmod
  if nextmod 	  then f Vermindere gegebenenfalls nextmod um  g





 Der Primzahlgenerator pg 
Satz   Algorithmus  siebt die Primzahlen aus einem Intervall i   l  i  l
  n  i    nl
t
ADL




i  l  l  
	B    DB    SlB  m   







 Ol log l log logi  l
unter Verwendung von s
ADL





oer gleich m ist Algorithmus  identisch mit 
F

ur p   m werden im Durchschnitt  Justierungsschritte notwendig Daher werden
die Zeilen    insgesamt     
p
i  l m mal durchlaufen Dasselbe gilt
f

ur die Zeilen    Die Zeilen    werden pro p bl









ur da das Intervall nicht verlassen wird Im Falle da next kein Vielfaches




oht und jeweils markiert Dies geschieht genau so lange
bis die Bedingung in Zeile  wahr wird Dann wird zun

achst next pmarkiert falls dieser
Wert noch im Intervall liegt Danach wird solange die Sequenz p   p  p  p  p   p  p   p
addiert und markiert wie next    p noch im Intervall liegen Schlielich werden die
m

oglicherweise noch zu markierenden restlichen Zahlen durchlaufen  
Die Aussage des Satzes  zeigt nicht oensichtlich da die Vermeidung des mehrfachen
Ankreuzens von Vielfachen von  bzw  eine Verbesserung darstellt
Bemerkung Durch die Zeilen    werden statt der normalerweise notwendigen 
Schritte nur 	 ausgef






uhrung mindestens zweimal stattndet um die vorher notwendigen Ju












Im folgenden Abschnitt werden Ergebnisse von Laufzeitmessungen des Primzahlgenerators
pg aufgelistet Dabei sind einige Zeiten angegeben die einmal mitm  l
 sowie einmal
mit m  
 gemessen wurden Das Optimum von m wurde dabei f

ur verschiedene
Siebgrenzen und Maschinen experimentell bestimmt
  Primzahlsiebe
 Laufzeitmessungen
Die Messungen zu den Tabellen    fanden sowohl auf den beiden bisher verwendeten
Testmaschinen als auch aus Vergleichsgr

unden auf einem  

MHz Pentium PC unter Linux
 
 statt Alle Werte sind in CPUSekunden angegeben Die erste Messung zeigt die
minimalen Laufzeiten und die zugeh

origen optimalen Parameter MUL   THRESHOLD und
SIEVELENLONGS f

ur Siebe bis 

n
 n  f       
g



































































             













































































         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             	








 Vergleich mit anderen Sieben 








ergeben sich daraus da bereits ein Wert f

ur
SIEVELENLONGS von             






pg immer mindestens ein ganzes Segment siebt











ur n  f
           g
Diese Rechnung wurde nur auf der Ultra durchgef

uhrt Optimal waren dabei f

ur








          In der drit
ten Spalte ist als Vergleichswert die Zeit f

ur die Rechnung mit MUL   THRESHOLD  

angegeben
























Die deutliche Zunahme der Laufzeiten ist nat

urlich nicht verwunderlich da die Anzahl









Einu des Parameters MUL   THRESHOLD ist beachtlich und macht im ersten Intervall
eine Ersparnis von immerhin  aus Die fallende Tendenz liegt an der Tatsache da
immer gr

oere Primfaktoren in Betracht kommen f

ur die die Vermeidung der Mehrfach
markierungen keinen Sinn mehr macht und nicht stattndet
 Vergleich mit anderen Sieben
In Dun und Sor	 werden die Laufzeiten von Implementierungen verschiedener Sie
balgorithmen miteinander verglichen
Das beste Ergebnis erzielte dabei ein Verfahren das nun beschrieben werden soll
  Primzahlsiebe
  Pritchards Linear Segmented Wheel Sieve
Das hier beschriebene Verfahren geht auf Paul Pritchard Pri	 zur

uck Es handelt sich
dabei prinzipiell um eine segmentierte Version des EratosthenesSiebes Eine grundlegende
Rolle spielt dabei das Konzept der Wheels
Denition  



















heit auch ktes Wheel W
k
y ktes Wheel erweitert auf y























Das Prinzip des Siebverfahrens ist nun das folgende
 Initialisiere jedes Segment so da zun

achst alle Zahlen als zerlegbar gelten
  Nehme diejenigen Zahlen als Primzahlkandidaten auf die relativ prim zu den ersten
k Primzahlen sind
 Streiche nun diejenigen wieder heraus die einen Primfaktor p mit p
k





Der folgende Algorithmus siebt ein Teilsegment siehe auch Sor	 sowie Pri	 Auf die




x  minfy  y  x  ggT y M
k
  g
 Vergleich mit anderen Sieben 
Algorithmus   sieve segp
  primes  input f Eingabe der Primzahlen  
p
n g
 pisqrtx  input f Eingabe von 
p
n g
 firstMin  input f Erste Zahl des Segments   g
 last  input f Letzte Zahl des Segments g
 k  input f Eingabe von k g
 mk  input f Eingabe von M
k
g
 x  firstMin W
k
firstMin mk f Erster Zahl x mit ggT x M
k
   g
 while x   last do f Nehme Kandidaten auf g
	 setBitsegment  x firstMin
 
 x  xW
k






  i  k  
  while i   pisqrtx do f Durchlaufe Primzahlen  
p
n g
  p  primesi f p  p
i
g
  firstMinp  firstMin p
  factor  firstMinpW
k
firstMinp mk f Erster Faktor von p
i
g
  lastp  last p
  while factor   lastp do f Streiche Zerlegbare g




 factor  factor W
k




 i  i 
 end while
 return segment
Satz   Es sei l  last firstMin die L

ange eines Segments Algorithmus 	 siebt
die Primzahlen aus einem Intervall firstMin    last in
t
ADL
n  l  k  































Bitoperationen unter Verwendung von s
ADL
n  l  k  
p




Beweis Die erste whileSchleife in den Zeilen 	   nimmt diejenigen Zahlen als










durchlaufen Dabei wird f

ur jedes p zun

achst in Zeile  der erste Faktor zu einer durch
p zerlegbaren Zahl im Segment bestimmt Die Schleife     besteht aus 
p
n  k
Schritten Schlielich werden in den Zeilen 	    alle Vielfachen der p im Segment ge






















uhrt werden und kann in OM
k














nB Bits Hinzu kommt der Speicher f

ur ein Segment bestehend aus l Bits  
Es bezeichne nun Algorithmus  Pritchards Linear Segmented Wheel Sieve denjeni
gen Algorithmus der unter Verwendung von 	 segmentweise aus einem Intervall   n
die Primzahlen aussiebt
Satz   Algorithmus  siebt die Primzahlen aus dem Intervall   n in
t
ADL
n  On log n




n Bits Speicher aus











































n  l  O





Durch die Wahl von l  O
p
n ergibt sich f






n log n und daher insgesamt f

ur  On log n  
Bemerkung Es ist also m

oglich einen Faktor  log log n zu gewinnen In den meisten
Berechnungsmodellen wird Sn  O woraus eine wirklich lineare Zeitkomplexit

at
folgt Allerdings zeigen sich in der Praxis doch entscheidende Nachteile was insbesondere












ur die Ultra die sowohl vom Speicher als auch von den anderen Operationen
billiger als die SPARCstation ist und sich daher eher vorteilhaft auf  auswirkt













aten  und  Ultra
Tabelle  zeigt einen Vergleich der Laufzeitmessungen von pg mit den Ergebnissen der
Implementierung von  in Sor	 Die dortigen Messungen fanden ebenfalls auf einem
Pentium  

 PC unter Linux  
 statt die Kompilation wurde gleichermaen mit dem
GNUCCompiler gcc in der Version    und der Optimierungsstufe O durchgef

uhrt
Der dort zur Verf






ochstens einen positiven Einu auf die dortigen Messungen gehabt haben
sollte






































Tabelle  Laufzeitvergleich Angaben in CPUSekunden
Es scheint keinen oensichtlichen Weg zu geben die zus

atzlichen Zugrie von  zu
vermeiden Sorenson schlug in Sor	 eine ver

anderte Version von  vor die in den










Der Primzahlgenerator pg kommt im folgenden zur Anwendung
  Verikation der Goldbachschen Vermutung






achlicher Gegenstand dieses Kapitels ist der folgende Brief den Christian Goldbach am
 Juni   an Leonhard Euler schrieb
Abbildung  Goldbachs Brief vom  Juli  
Goldbach vermutet darin da jede Zahl die als Summe zweier Primzahlen darstellbar ist
sogar die Summe

beliebig vieler Primzahlen sei Dabei wird auch die  als Primzahl
angesehen Die Bemerkung am Rand enth

alt die eigentliche Goldbachsche Vermutung
Dort ist zun

achst angemerkt da sich die obige Aussage f






ur n gilt und sich n   als Summe zweier Primzahlen darstellen l

at Es heit dann
weiter
Es scheinet wenigstens da eine jede Zahl die gr







Goldbach gibt die drei Beispiele   und  an Weitere Versuche m

ussen ihn dann schlie





Euler antwortet am 
 Juni da ihm Goldbach schon fr

uher einmal die Vermutung mit
geteilt habe da sich jede gerade Zahl als Summe zweier Primzahlen darstellen l

at Er




Weiter heit es bei Euler




gewisses theorema ungeachtet ich dasselbe nicht demonstriren kann
 

auert Edmund Landau da es sich bei der Goldbachschen Vermutung um ein Pro
blem handele das beim gegenw







osung des Goldbachschen Problems als probably as dicult as
any of the unsolved problems in mathematics Die Goldbachsche Vermutung konnte bis
heute nicht bewiesen werden
Bemerkung In heutigen Arbeiten zum Thema ndet man fast durchweg Ungenauigkei
ten oder Verwechselungen Meistens wird behauptet Goldbach habe in seinem Brief vom
 Juni   vermutet da sich jede gerade Zahl als Summe zweier Primzahlen darstellen
liee Dies ist nicht der Fall Allerdings l

at die Eulersche Bemerkung da Goldbach





uher schon vermutet hatte Ein Brief solchen Inhalts ist allerdings nicht
bekannt und wahrscheinlich nicht mehr vorhanden Es heit bei Euler auch nur da
Goldbach vormals mit mir communicirt haben was wohl auch eine m

undliche Kommu










alschlicherweise zitiert Euler habe auf Goldbachs Vermutung da sich
jede Zahl als Summe dreier Primzahlen darstellen l

at die Aussage von Satz  des
folgenden Abschnitts gezeigt was nicht stimmt
Dar

uber hinaus wird in den meisten Zitaten vergessen da Goldbach die  als Primzahl
betrachtete was heute un

ublich ist Die heute als Goldbachsche Vermutung bezeichnete
Aussage ist da sich jede gerade Zahl gr

oer oder gleich  als Summe zweier Primzahlen
  darstellen l





Bereits vor Goldbach hatte Descartes bemerkt da sich jede gerade Zahl als Summe
von ein zwei oder drei Primzahlen darstellen l






  Verikation der Goldbachschen Vermutung






achsten Abschnitt werden zun

achst ein kurzer mathematischer Hintergrund gegeben
sowie bekannte Teilergebnisse erw

ahnt Es folgt in Abschnitt  ein einfacher Algorithmus
zur Verikation Danach werden die zwei wesentlichen heute bekannten Vorgehensweisen
vorgestellt sowie deren Vor und Nachteile beschrieben
In Abschnitt   wird der zweite der beiden Algorithmen weiterentwickelt und durch
einige Optimierungen wesentlich verbessert Die Implementierung des Ergebnisses die
ser Optimierung wurde auf mehrere Rechner verteilt die Verteilung selbst wird dabei
in Abschnitt  erkl

art Die Rechnung f






den die Goldbachsche Vermutung als zutreend bekannt ist In Abschnitt  wird eine




achst da sich die von Goldbach in seinem Brief ge

auerte Aussage zur
Darstellbarkeit als Summe vieler Primsummanden leicht nachweisen l

at falls gilt da
jede gerade Zahl Summe zweier Primzahlen wieder inklusive der  ist Denn falls  n 
p q sich immer nden l









und damit ist  n




  Im ungeraden Falle  n ist  n gerade und
besitzt daher nach Voraussetzung eine Darstellung p q Also ist  n   p q   und
damit wieder als Summe dreier Primzahlen dargestellt Der Rest folgt mit Induktion
Unabh

angig davon ob man die  nun als Primzahl z

ahlt oder nicht gilt









urliche Zahl n   ist Summe dreier Primzahlen
G

 Jede gerade Zahl  n 	  ist Summe zweier Primzahlen
Beweis







 Dann mu mindestens eine
der drei p
i
   sein sonst w





























achere Vermutung ist die folgende
G

 Jede ungerade Zahl  n  	  ist Summe dreier Primzahlen






Beweis Es sei n 	  und wegen G

 gelte  n   pq Dann ist  n  pq  
G

 wird auch als tern


are Goldbachsche Vermutung bezeichnet G







 wurde von Vinogradov  Vin f

ur alle n 	 n

bewiesen Er bewies sogar
eine asymptotische Aussage zur Anzahl der Zerlegungen siehe Kapitel   zeigte










wurde 	 in Che	 auf 


reduziert Erst  konnte unter der Annahme der verallgemeinerten Riemannschen











experimentell veriziert und w

are damit unter der Voraussetzung der
Richtigkeit von GRH bewiesen
Was G

 angeht so ist die folgende Aussage die Jing	Run Chen im Jahre  bewies




ugend groe gerade Zahl  n ist Summe zweier Primzahlen oder Summe einer
Primzahl und eines Produkts zweier Primzahlen
In Mon konnte gezeigt werden da es Konstanten k    
 gibt so da die Anzahl der




Eine sehr gute Einf

uhrung zum Thema wird in Yua	 gegeben wo eine Sammlung ver
schiedener historischer Arbeiten  teilweise aus dem Chinesischen und Russischen ins
Englische

ubersetzt  zu nden sind
 Historische Berechnungen
In der Vergangenheit wurden h

auger Verikationen der Goldbachschen Vermutung vor
genommen Tabelle  
 zeigt nur solche die den jeweils vorher abgedeckten Bereich erwei
terten
Die in der Tabelle zuletzt aufgef

uhrte Rechnung lief dabei zumindest teilweise und ohne
Wissen voneinander parallel zu der hier in Abschnitt  beschriebenen
  Verikation der Goldbachschen Vermutung
Name Jahr  n  












MK Shen      


ML Stein PR Stein  


A Granville Jvd Lune HJJ te Riele 	    

 
MK Sinisalo    

  













  i   




 Algorithmen zur Veri	kation
Die heute bekannten Verfahren zur Verikation der Goldbachschen Vermutung folgen dem
selben Grundprinzip Es sei N  f n  n
 
   n   n


































Es soll nun zun





























Algorithmus  veriziert die Goldbachsche Vermutung f

ur das Intervall   n Dabei sei
wie auch im folgenden gefordert da die Segmentl

ange die Intervallobergrenze teile
 Algorithmen zur Verikation 
Algorithmus   Gverify
  n  input f Eingabe der Obergrenze g





 pg sievegaps  




 mit pg sieve g
 i  
 while i  n   do f Durchlaufe ungerade Primzahlen bis n  g
 if getBitP
 
  i  
 then f Falls  i  prim g
 j  i
 while j  n i    do f Durchlaufe Primzahlen bis n  i  g
	 if getBitP
 
  j  
 then f Falls  j   prim g
 
 setBitg   i  j f Markiere Summe in g  g
   end if
  j  j  
  end while
  end if
  i  i 
  end while
  for i   to n  do f Pr

ufe ob alle Bits von g  gesetzt sind g
  if getBitg   i  






Algorithmus  ist zwar korrekt aber zu aufwendig Es werden alle m

oglichen Kombi





ot  durch fehlende Segmentierung schnell an praktische Grenzen
Es werden nun zwei prinzipiell bessere M





vorgestellt Bevor diese detailliert beschrieben werden zun

achst die Festlegung einiger
Begrie













Goldbach	Partition der Zahl  n
Denition 











ur alle primen q  p
 
die Zahlen  n q zerlegbar sind
  p
 
von  sei im folgenden durch p n bezeichnet
 Es bezeichne p

die auf alle x  R erweiterte Funktion die die Maxima von p
beschreibt also p

x  maxfp n   n   xg
Die wesentlichen Punkte die nun ausgenutzt werden sind einerseits das zu beobachtende
sehr langsame Wachstum von p

 Es hat den Anschein als bes

ae jede gerade Zahl  n
  Verikation der Goldbachschen Vermutung
bereits eine minimale Partition deren kleinerer Summand p n gegen

uber n sehr klein




x log log x siehe dazu auch Gra	
sowie Abschnitt  Ebenso scheint auch die Anzahl der verschiedenen Partitionen einer
Zahl  n an sich recht schnell zu wachsen so da auch eine Suche nach nichtminimalen
Partitionen schnell zum Erfolg f

uhrt siehe auch Kapitel 











Abbildung  zeigt diese zun

achst graphisch Dabei bestehe dann jeweils P
 
aus dem
gesamten linken grauen Bereich und P

aus dem gesamten grauen Bereich rechts
0 δ
n δn1−− n12
n1 n2n2− n1 + δ




Die beiden Verfahren werden nun im einzelnen beschrieben
  Verwendung von Pseudoprimzahltests
Das hier vorgestellte Verfahren kam erstmals in She zur Anwendung
Es wird P
 




 g und P








Das Prinzip ist nun das folgende
F































ur alle Segmente aus dem Gesamtintervall




ur jedes Testsegment neu Da nach obiger Bemerkung zu








Das Problem ist nun die Menge P

zu erzeugen Da n
 
normalerweise recht gro ist








 Algorithmen zur Verikation 
Denition  Eine Zahl n   
h
 d d ungerade und h  
 heit strong pseudoprime zur
Basis b  b
d
  mod n oder b

k
  mod n f

ur ein 





       p
k





ur die gilt  n  
k
 n ist prim  n ist strong pseudoprime zu den Basen
p
 









Beweis Siehe Jae  
Die Bedeutung von Satz  ist da 	 Pseudoprimzahltests reichen um die Primalit

at







ur j  	 ist nicht bekannt
Eine genauere Diskussion neben einer Implementierung des Tests ndet sich zB in Rie
Es folgt die ADLBeschreibung des ersten e!zienten Verfahrens zur Verikation Zun

achst
wird der steuernde Algorithmus zur Segmentierung dann die Verikation der einzelnen













ubergebe diese an P






seien als gerade vorausgesetzt und es gelte wieder l j n
Algorithmus  Gverify 
  n  input f Eingabe der Obergrenze g
 l  input f Eingabe der Segmentl

ange g
   input
 if G verify





 pg sievepdiffsqrtl    





 n l f Bestimme Anzahl der Segmente g
	 for i   to n
segs






i l   f Generierung des Feldes P

g











  Verikation der Goldbachschen Vermutung
Der folgende Algorithmus veriziert ein einzelnes Segment
Algorithmus  Gsegment 
  i  input f Eingabe der Segmentnummer g





 input f Eingabe der ersten Primzahlmenge g
 P

 input f Eingabe der zweiten Primzahlmenge g
 
max
 input f Eingabe der Anzahl zu durchlaufender Primzahlen g
 n
 





 l f Berechnung der oberen Segmentgrenze g
 twon  n
 
	 while twon   n

do f Durchlaufe gerade Zahlen g
 
 for j  
 to 
max





  twon  P

j    
 then f Partition gefunden g





  if j  
max
then f Ausnahmesituation g
  return false f Keine Partition gefunden g
  end if




Satz  Algorithmus  veriziert die Goldbachsche Vermutung f






Falls der Wert true zur

uckgeliefert wird ist das Intervall positiv veriziert Falls das Er




 so da f

ur alle p  P

die Zahlen
 n p zerlegbar sind
Beweis S

amtliche geraden Zahlen  n des Intervalls werden durchlaufen und dabei die
Dierenzen  n p mit p  P









ur alle  n eine prime Dierenz gefunden werden konnte ist das Intervall
veriziert Falls eine Zahl  n nicht durch Primzahlen p  P

zerlegt werden konnte wird
dies in Zeile  durch negativen Abbruch festgestellt  
Es handelt sich also in dieser Form um einen nach Des

diplomatischen Test Al










Algorithmus  hat einen wesentlichen Vorteil allerdings auch entscheidende Nachteile
gegen

uber dem Verfahren des n

achsten Abschnitts
 Algorithmen zur Verikation 

Der Vorteil ist die bessere Laufzeit da f

ur jedes Testsegment nur eine relativ kleine Anzahl
von Primzahlen generiert werden mu wohingegen der im n

achsten Abschnitt vorgestellte
Algorithmus das Gesamtintervall komplett durchsiebt
Der erste Nachteil ist die Tatsache da  im allgemeinen nicht die Werte f

ur p n liefert
Es handelt sich also um einen reinen Verikationsalgorithmus ohne die M

oglichkeit zur
Gewinnung weiterer Daten zum Problem Der zweite Nachteil ist die Abh

angigkeit von
der Kenntnis des Wertes bis zur Obergrenze des zu pr

ufenden Intervalls Zum Zeitpunkt
der Erstellung dieser Arbeit war nur der Wert von 

bekannt Damit ist Algorithmus 
also auf das Intervall   







Aus den beiden genannten Gr

unden wurde nicht Algorithmus  implementiert sondern
das im n

achsten Abschnitt beschriebene Verfahren Auf eine Laufzeitanalyse von Algo
rithmus  wird hier verzichtet In Des	 wird die zu erwartende Laufzeit betrachtet
















angt Algorithmus  nur dann von der Kenntnis der Werte
ab wenn er Verwendung von Pseudoprimzahltests macht Die Alternative w

are wiederum
das Sieben der Mengen P

 was allerdings den einzigen Vorteil n

amlich den der besseren
Laufzeit zunichte machen w

urde
Es sei noch darauf hingewiesen da die Optimierung der Subtraktionen in  analog des
nun vorzustellenden Verfahrens geschehen kann
 Komplettes Sieben aller Testsegmente
Im zweiten Verfahren wird P
 
 fp  p    g und P






Prinzip ist das folgende
F






prim ist Wegen  n   n








mu dabei nur einmal erzeugt werden P

wird jedesmal durch Sieben des gesamten






 des letzten Segments gebildet Da











ahlt werden Es folgt eine erste ADLBeschreibung des Verfahrens Es sei
dazu P
 
als relativ kleines Feld der Primzahlen kleiner gleich  gegeben Es gelte B j l





folgenden als Bitfeld der L

ange l    aufgefat Hier nur der steuernde Algorithmus





  Verikation der Goldbachschen Vermutung
Algorithmus  Gverify
  n  input f Eingabe der Obergrenze g









 n l f Bestimme Anzahl der Segmente g
   logn logn loglogn  f Ermittlung von  g





	 for i   to n
segs
  do f Restliche Segmente g
 
 for k  
 to overlap  do f Kopiere relevante W


















































x log log x angenommen f

ur den betrachteten Bereich wird sich
diese Annahme best

atigen Die OKonstante in dieser Absch

atzung ist relativ klein es
wird sich zeigen da sie im betrachteten Intervall bei etwa  liegt Im folgenden sei









Lemma  Algorithmus  veriziert die Goldbachsche Vermutung f

ur alle geraden





















l log log l
Bitoperationen und s
ADL
n  O Bits zus

atzlichem Speicherplatz Falls der Wert true
zur

uckgeliefert wird ist das Intervall positiv veriziert Falls das Ergebnis false ist gibt
es eine gerade Zahl  n  i  l    i    l so da f

ur alle p  P
 
die Zahlen  n  p
zerlegbar sind













uft Die whileSchleife wird l  mal durchlaufen







die Aussage zum Zeitaufwand Algorithmus  ben

otigt nur konstant viel zus

atzlichen







Satz  Algorithmus  veriziert die Goldbachsche Vermutung f

ur alle geraden Zahlen
kleiner gleich n in
t
ADL
n  l  nl  B Ol log l log logn Ol log





l log log l
B
 B     Slog

l log log l B
 Onlog l log log n log

l log log l
Bitoperationen und s
ADL
n  l  l   log

l log log l     log

l log log lB  O Bits
Speicherplatz Es gilt wieder obige Bemerkung zum R

uckgabewert false
Beweis Das erste Segment wird mit Algorithmus  veriziert die restlichen jeweils
durch Aufrufe von  Dabei werden die dort ben

otigten Primzahlen zwischen i  l und
i  l  jeweils vor dem Sieben in den Zeilen 
  kopiert Entscheidend sind die Aufrufe
von pg sieve und G segment in den Zeilen  und  Diese erzeugen schlielich die
beiden OTerme Die Speicherkomplexit






und die B Bits f

ur das Feld P
 
  
Die Wahl von zB l 
p







uberrascht Das entscheidende Problem
von Algorithmus  ist die groe Anzahl von Subtraktionen in Algorithmus  Dies wird
im n

achsten Schritt verbessert Statt viele Subtraktionen einzelner Zahlen durchzuf

uhren
wird das gesamte Feld P

um jeweils p    mit p  P
 
 Bits verschoben was einer
















  durch logisches Oder verkn

upft Dabei sei nun ein Bit im Sieb
gleichbedeutend mit einer Primzahl und ein 
Bit stehe f

ur eine zerlegbare Zahl Dies ist
in der Implementierung von pg tats

achlich durch eine einzige Anweisung denierbar Das
Feld P

sei nun insgesamt l   Bits lang Schlielich enth







entstand dh es m

ussen zur positiven Verikation alle Bits von g 
gleich  sein

  Verikation der Goldbachschen Vermutung





Abbildung 	 Ersetzung der Subtraktionen
Die ADLBeschreibung ist in Algorithmus  gegeben
Algorithmus  Gsegment





 input f Eingabe der ersten Primzahlmenge g
 P

 input f Eingabe der zweiten Primzahlmenge g
 
max
 input f Eingabe der Anzahl der Primzahlen in    g
 for j  
 to 
max







j   
 for k  
 to l b  do f Verkn

upfe Ergebnis mit Feld g  g
 g k  g k  P





   for k  
 to l b  do f Durchlaufe g  alle Bits m

ussen auf  gesetzt sein g
  if g k  
 then f Teste auf Gleichheit mit  g




Algorithmus  hat noch zwei wesentliche Nachteile
Das Verschieben des Intervalls P

um k Bits durch shiftleft ist nat

urlich nicht durch eine
Operation P





uber hinaus ist es vielleicht gar nicht notwendig und auch zu aufwendig alle p aus
P
 
zu durchlaufen und P

um p    Bits zu verschieben Mit anderen Worten die
letzten L

ocher im Feld g  sind leichter zu stopfen indem man wieder wie in Algorithmus
 vorgeht und jeweils einzeln nach Partitionen sucht Man mu abw

agen wieviele p zur
Intervallverschiebung herangezogen werden
 Algorithmen zur Verikation 

Auf die Angabe einer Funktion zur Verschiebung des gesamten Feldes P

um k Bits wird










ur alle p    p  P
 
 die in derselben Restklasse mod B liegen kann im Prinzip
das gleiche um p    mod B verschobene Segment P

benutzt werden Es mu
dazu nur bei Wort bp  Bc mit der wortweisen logischen OderVerkn

upfung mit g 
begonnen werden Diese Vorgehensweise reduziert die Anzahl der notwendigen bitweisen
Verschiebungen des gesamten Segments P

auf B  
Die folgenden Algorithmen beschreiben diese Modikation Dar






uhrt so da nur noch f






upfungen vom entsprechenden P

mit g  vorgenommen werden
Algorithmus 
 Gsegment
  l  input f Eingabe der Segmentl

ange g





 input f Eingabe der ersten Primzahlmenge g
 P

 input f Eingabe der zweiten Primzahlmenge g
 
lim
 input f Eingabe der maximalen Anzahl Verschiebungen g
 
max
 input f Eingabe der Anzahl der Primzahlen in    g
 result  true f Initialisierung des R

uckgabewertes g
 for j  
 to B   do f Verschiebe P

B mal um  Bit und verkn

upfe mit g  g














  l   b  f Verschiebung g
   end for













  Verikation der Goldbachschen Vermutung






 input f Eingabe des zu verschiebenden Feldes g
 numwords  input f Eingabe der Anzahl zu verschiebender W

orter g
 overflowbit   B   f

Ubertragsbit g
 for j  





 thisword  P

j





 overflow  
 else












upfung der Felder P















 j  input
 numwords  input
 overlap  input
 for k  
 to 
lim
  do f Durchlaufe P
 
g
	 pmoves  P
 






 if pmoves  B    i then f Falls aktuelle Verschiebung mod B zutrit g
   for m 
 to numwords  do f Verkn

upfe Ergebnis mit Feld g  g
  g m  g m  P












ufung der letzten noch nicht gefundenen Partitionen
Algorithmus  checks














 for j  
 to l  b  do f Pr

ufe restliche 
Bits in g  wie in Algorithmus  g
 thisword  g j
	 if thisword  
 then f Falls nicht alle Bits gesetzt sind g
 
 for k  
 to B   do f Durchlaufe Bits des aktuellen Wortes g
   if thisword   k  
 then f Falls Bit ungleich  g
  thisbit  j  b k  





















m f Diesen merken g
  end if




  if m  
max








Schlielich mu der steuernde Algorithmus noch leicht modiziert werden
Das Kopieren der  Bits des zuletzt bearbeiteten Segments mu ein Wort sp

ater beginnen
da um insgesamt B Bits verschoben worden ist Eine Ausnahme bildet das erste Segment
Dar

uber hinaus wird nun der maximale Wert von p n im Intervall ermittelt und schlie
lich ausgegeben Dabei mu in einer Implementierung darauf geachtet werden da der
neue maximale Wert immer gr

oer als die 
lim
te Primzahl ist da p

erst in  ermittelt
wird

  Verikation der Goldbachschen Vermutung
Algorithmus   Gverify
  n  input f Eingabe der Obergrenze g












 n l f Bestimme Anzahl der Segmente g
   logn logn loglogn f Ermittlung   g






 for k  
 to overlap do f Kopiere relevante W






l  b   k f Wortweise kopieren g
  end for
  for i   to n
segs
  do f Restliche Segmente g
  for k  
 to overlap do f Kopiere relevante W






l  b   k   f  da P







gaps  i l   f Generierung des Feldes P

g


















Lemma   Algorithmus  verschiebt ein Segment um  Bit in
t
ADL
l    l   B  B     Sl  B O
 Ol   logl  
Bitoperationen und s
ADL
l  O Bits zus

atzlichem Speicherplatz





vermerkt und korrigiert  
Lemma    Algorithmus 	 f











    
lim
  B  S  

lim
B  B  l   B  B     Sl  B O
 O
lim
l   logl  
Bitoperationen und s
ADL
l  O Bits zus

atzlichem Speicherplatz durch
 Algorithmen zur Verikation 





oglicherweise zu addierende Primzahl zun

achst die
zu verschiebende Anzahl Bits modulo B berechnet Falls die gerade verschobene Anzahl
damit

ubereinstimmt wird in    die Verkn

upfung mit dem g Feld vorgenommen




uhrt die Zeilen    
lim
Bmal  
Lemma   Algorithmus  sucht die noch fehlenden Partitionen durch Subtraktion











    
lim
   B  S   Sl  B 





    
lim
 logl   Ol log l
Bitoperationen und s
ADL
l  O Bits zus






 die nach 
lim
Additionen noch nicht gesetzten Bits in g 
Beweis F

ur jedes Wort das ein noch nicht gesetztes Bit enth

alt wird jedes einzelne Bit
untersucht und im Falle da dieses nicht gesetzt ist so lange die restlichen Primzahlen





auere forSchleife wird lBmal ausgef

uhrt Die Zeilen 










k wird noch genauer untersucht
Lemma   Algorithmus  veriziert die Goldbachsche Vermutung f

ur alle geraden







  B  t
ADL




or g   l  
lim











    
lim
 logl  
Bitoperationen und s
ADL
l  O Bits zus

atzlichem Speicherplatz
Beweis Alle Primsummanden p   p
	
lim
werden durch Verschiebung des gesamten
Intervalls P

addiert und die Summen im Feld g  vermerkt F

ur alle nicht markierten  n
eines Segments werden durch Subtraktion der restlichen Primzahlen p    Partitionen
gesucht Die Zeitkomplexit

atsaussage ergibt sich aus der Summe der Komplexit

aten von
 	 und   
Satz   Algorithmus 
 veriziert die Goldbachsche Vermutung f

ur alle geraden Zah





  nl  t
ADL














    
lim




  Verikation der Goldbachschen Vermutung
Bitoperationen und s
ADL
n  l  l   log

l log log l     log

l log log lB  O Bits
Speicherplatz
Beweis Jedes Segment mu zun

achst gesiebt werden dann kann die Verikation durch
Algorithmus  vollzogen werden Das Sieben der Segmente erzeugt nach  einen




n und     log














    
lim

wobei  im hinteren Term der

Ubersichtlichkeit halber nicht ersetzt wurde Denn 
lim
liegt
zwischen  und  wodurch der letzte Term unwesentlich wird sobald 
lim
nahe bei 
liegt Jedoch wird mit wachsendem 
lim
der zweite Term gr

oer so da dessen Einu
gegen

uber dem ersten w






























at sich die Anzahl der Primzahlen etwa durch l log l absch

atzen Bei der
ersten Verschiebung werden also l log l Bits im Feld g  gesetzt Bei der zweiten Verschie
bung betr








 Bei l log l Bits werden also nur noch l log l l log

l neu gesetzt Insgesamt
sind nach der zweiten Verkn

upfung daher l log l  l log l  l log

l Bits auf  gesetzt
Allgemein l















































































































 Implementierung und Verteilung 

















Diese Aussage wird in der Laufzeitanalyse in Abschnitt  zur Anwendung kommen
 Implementierung und Verteilung
Die Implementierung basierte auf dem in  vorgestellten Primzahlgenerator pg Der Wert
von 
lim
konnte dabei als weiterer Parameter angegeben werden Die Segmentierung des
Gesamtintervalls     

 










0 4 14x 10
1210x(k+1)k 1210x
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63
(i=0)
Abbildung  Segmentierung des Gesamtintervalls
   Verikation der Goldbachschen Vermutung
Die entstehenden 

 Teilintervalle wurden unter Verwendung des in Kapitel  beschriebe
nen Programms zur Verteilung auf  Ultra und  SPARCstationWorkstations sowie
  PCs verteilt Nach jeweils etwa  


 Segmenten wurde ein Logbucheintrag geschrie
ben auf den im Falle eines Ausfalls aufgesetzt werden konnte Dadurch wurde die maximal
verlorene Rechenzeit auf etwa eine Stunde beschr

ankt Bei Auftreten eines neuen lokalen
Maximalwertes von p n wurde dieser sofort ausgegeben Die globalen Maxima von p n
wurden nach Beendigung der Rechnung aus den Logbuchdateien ermittelt Es wurde dar




achster Abschnitt immer unterhalb des
Initialwertes des Maximums von p n lag
  Laufzeitanalyse








ur die jeweiligen Architekturen in Intervallen der L








bestimmt Als Ansatzpunkte dienten dabei einerseits die in  gemessenen Werte
f

ur m und die Siebl

ange andererseits Abbildung  
 die die Entwicklung der ADL
Zeitkomplexit

at von Algorithmus  in Abh










           		
 und n     

 







ur die Anzahl der nach 
lim
Additionen noch














Der optimale Wert von 
lim
scheint bei etwa 

 zu liegen die tats

achlichen gemessenen
Optima lagen darunter  
 In Abh

angigkeit der entstandenen Tabelle der optimalen
 Ergebnisse   
Parameterkombinationen wurde die Quelle jeweils mit den optimalen Werten f

ur das ent
sprechende Teilsegment neu kompiliert Durch diese Vorgehensweise konnte die Gesamt
laufzeit um etwa 
 reduziert werden Der Anteil des Siebens an der Gesamtrechnung








Die gesamte Rechenzeit betrug etwa 	 Wochen Im Vergleich dazu l

at sich aus den
Angaben in Des	 hochrechnen da dort unter Verwendung einer Implementierung von












oerer Unterschied zu erwarten gewesen da   das komplette Sieben vermeidet
und ein StrongPseudoprimzahltest einer Zahl n nur Ologn Operationen ben

otigt Der
wesentliche Nachteil der Beschr




















auftritt ist  und wird f







Tabelle   zeigt die Maxima von p n f

ur  n     

 
 Die bereits bekannten Werte
stimmen mit denen in Sin ermittelten

uberein wo eine Verikation nur bis   

  








Vergleich die Funktion  
  log










10 100 1000 10000 100000 1e+06 1e+07 1e+08 1e+09 1e+10 1e+11 1e+12 1e+13 1e+14
p*(x)
1.603*log(x)*log(x)*log(log(x))
Abbildung   Die Funktion p

x  maxfp n   n   xg
   Verikation der Goldbachschen Vermutung
n pn n pn
   	   
































     		  






























































achst die Funktion p

nur sehr langsam In Gra	 wurde vermutet da die








Wie aus Satz  hervorgeht folgt die Korrektheit der tern

aren Vermutung sofort falls
die bin






ur ein endliches Intervall kann folgendermaen verwendet werden um auch
die tern

are Vermutung partiell zu verizieren









       p
k
















ur das Intervall  M 











ur j  i oder j  i   eine der geraden Zahlen m  p
j
im Intervall   n und besitzt
daher eine Darstellung m p
j
 p q Daraus folgt m  p
j
 p q  












ufen Mit der Kenntnis da G









ahnlichen Methoden wie in Sao	 beschrieben d







Satz  impliziert zusammen mit Che	 da G



























ange   

 
erst bei etwa 

    









Nachdem im letzten Kapitel eine Verikation der Goldbachschen Vermutung vorgenommen
wurde soll nun der Frage nachgegangen werden wieviele verschiedene Zerlegungen der
Form p  q mit  n  p q es f






ur dieses Kapitel wesentliche
Denition   Es seien p und q Primzahlen und n  N Dann bezeichnet
g n  jfp  q  p   q  p q   ngj
die Anzahl der Goldbach	Partitionen einer Zahl  n
Beispiel  Die folgende Tabelle zeigt einige Werte von g n
 n g n  n g n
   	  
  
 
	     

    
    
   	  
   
 
	     
 
    
     
   	 
   
 
Tabelle    Einige Werte der Funktion g n




urlich mu solange die




in Betracht gezogen werden Im folgenden Abschnitt wird zun

achst der mathematische
Hintergrund beleuchtet Dabei werden oene Fragen und Vermutungen angesprochen Es
folgt eine Auistung historischer Berechnungen zum Problem In Abschnitt  wird dann
ein erster Algorithmus zur Berechnung der Anzahl der GoldbachPartitionen vorgestellt
Es werden zwei Ans

atze zur Segmentierung des Problems aufgezeigt von denen einer im
plementiert und das resultierende Programm schlielich verteilt wurde Ergebnisse dieser
Rechnung und Analysen dazu nden sich in den Abschnitten  und 	




uber die Anzahl der GoldbachPartitionen relativ wenig bekannt H

aug dienen
probabilistische oder heuristische Methoden als Ansatz zur Ann

aherung an das Problem
Anders verh

alt es sich bei der Partitionierung als Summe dreier Primzahlen Hier bewies













































































































Deshoulliers etal Des zeigen
g n    n   n  
wobei in derselben Arbeit bewiesen wurde da die gr






Die Anzahl der GoldbachPartitionen einer geraden Zahl  n h

angt sehr stark von ihrer
Primfaktorenzerlegung ab So ist beispielsweise g 





gilt g	   und g     Die Primfaktorenzerlegungen sind jeweils 	     
        und  
              Demgegen







ahrend im Vergleich g 
   und g 

    ist
   Goldbach	Partitionen
Wie im Abschnitt 	 auch graphisch deutlich sichtbar wird setzt sich dieser Trend fort
Gewisse Zahlen scheinen mehr Partitionen zu besitzen als andere
Dies l

at sich durch folgende heuristische Betrachtung begr

unden
Angenommen  teile  n dann sind die Zahlen  n  i f

ur i                      
nicht durch  teilbar Da im Falle da die   n nicht teilt jede zweite Zahl  n i durch
 teilbar ist ist die Wahrscheinlichkeit da sich im ersten Fall eine GoldbachPartition
ergibt doppelt so gro wie im zweiten Es gelte nun j n Dann sind die Zahlen  n i f

ur
i                   nicht durch  teilbar im Falle   j  n jedoch jede vierte dh es
kommen dann nur noch  von  f

ur eine Partition in Frage Die Anzahl der Partitionen















oht werden Daraus folgt da mit der Anzahl
der verschiedenen Primfaktoren einer Zahl die Anzahl ihrer GoldbachPartitionen steigt
Dies erkl

art die deutlichen Unterschiede bei obigen Beispielen





















ugt werden mu Damit ergibt sich eine grobe Absch











 Dieser Ansatz stellt die Basis fast aller Vermutungen dar die im folgen




In diesem Abschnitt werden verschiedene Vermutungen bez

uglich des asymptotischen Ver
haltens von g vorgestellt die s

amtlich auf heuristischen Argumenten basieren Die jewei
ligen Vermutungen sind mit den K

urzeln der Autoren indiziert die sie getroen haben
um sie sp

ater leichter referenzieren zu k










ogliche asymptotische Verhalten der Funktion g stammt von



















































     die Primzahlzwillingskonstante ist
 Historische Berechnungen  



































































































    g
Br
 n 
Die letzte Vermutung zum asymptotischen Verhalten der Funktion g stammt von Selmer


















logn x logn x
In Abschnitt 	 werden diese mit den sich aus den Rechnungen ergebenden Werten von
g n verglichen
 Historische Berechnungen
Es gibt nicht sehr viele ver

oentlichte Arbeiten in denen die Anzahl der Goldbach













Name Jahr p q  





















D Lavenier Y Saouter 	    	  


Tabelle   Historische Berechnungen
In der zuletzt aufgef

uhrten Rechnung wurde eine Methode benutzt auf deren Prinzip im
Abschnitt  noch n

aher eingegangen wird Dort wurde erstmals eine speziell auf das
Problem zugeschnittene Hardware entwickelt und eingesetzt
Die Ergebnisse dieser Arbeit erweitern den bisherigen Bereich auf alle GoldbachPartitionen




 Ein Algorithmus zur Anzahl der GoldbachPartitionen
In diesem Abschnitt wird zun

achst ein einfacher Algorithmus zur Berechnung der An
zahl der GoldbachPartitionen vorgestellt Es handelt sich dabei im Prinzip um eine
leicht ver

anderte Version von Algorithmus   Der wesentliche Nachteil ist der immense




  n  input f Eingabe der Intervallobergrenze g
 sieve  eratn f Siebe Intervall g
 i  
 while i   n  do f Durchlaufe ungerade Primzahlen bis n  g
 if getBit sieve  i  
 then f Falls i prim g
 j  i
 while j   n i do f Durchlaufe alle Primzahlen von i bis n i g
 if getBit sieve  j  
 then f Falls j prim g
	 gi j   gi  j   
 
 end if
   j  j   
  end while
  end if
  i  i  
  end while
  return g
 Spiegelung von Segmenten  

Satz  Algorithmus  bestimmt die Anzahl der Goldbachpartitionen aller geraden
Zahlen zwischen  und n in
t
ADL
n  B  SnB  n   













 B  Sn On logn log log n
 B  SnB  n   
B  n    B  n

 
Ologn  n   n On log n log log n




 log n  On


Bitoperationen unter Verwendung von s
ADL
n  B    n  O Bits Speicher
Beweis F

ur jede Primzahl p   n  werden beginnend von p aus alle Primzahlen
q   np durchlaufen und der Inhalt des Feldes g jeweils an der Position p q  erh

oht
Den wesentlichen Anteil des ben





Das Problem von Algorithmus  ist der immense Speicheraufwand

Ahnlich der nicht
segmentierten Versionen des Siebes des Eratosthenes mu das ganze Feld im Speicher
vorhanden sein Im n

achsten Abschnitt wird dies  wenn auch mit nicht unerheblichem
Zeitmehraufwand  vermieden
 Spiegelung von Segmenten
In diesem Abschnitt wird zun

achst ein Verfahren beschrieben da den erheblichen Spei




ur ein einzelnes n zu bestimmen kann man folgendermaen vorgehen Zun

achst
wird das Intervall    n in k Teilsegmente der L

ange b nkc geteilt Diese Segmen
te s
i












 wird dann s
i






upft g n ergibt sich nun aus der Summe der verbleibenden Bits nach Ab
arbeitung s

amtlicher Segmente Das entstehende Restst

uck wird im Grunde auf dieselbe
Weise behandelt Abbildung    zeigt die Vorgehensweise am Beispiel  n   
    Goldbach	Partitionen
71 69 67 65 63 61 59 57 55 53 51 49 47 45 43 41 39 37 35 33 31 29 27 25 23 21 19 17 15 13 11  9   7   5   3   1
 
 1   0   1   0   0   1   1   0   0   1   0   0   1   0   1   1   0   1   0   0   1   1   0   1   1   0   1   1   0   1   1   0   1   1   1   0
Abbildung    Segmentweise Spiegelung
Auf eine ADLBeschreibung wurde hier verzichtet da eine Implementierung auf RX
RAM 

ahnlichen Maschinen nicht sinnvoll ist Dies liegt vor allem daran da die bitwei
sen Operationen meist Wortoperationen nach sich ziehen was insgesamt sehr teuer wird
Allerdings ist in Lav	 eine Hardwareimplementierung des Verfahrens beschrieben wo
bei nicht nur ein einzelner gWert sondern viele parallel berechnet werden Dies wird
durch das Durchschieben ganzer Segmente erreicht Die Implementierung resultierte in









segmentierten Verfahrens da schlielich implementiert und eingesetzt wurde

 Segmentierung des Basisverfahrens
Es wird nun gezeigt wie Algorithmus  segmentiert werden kann Dabei bleibt das
Grundprinzip von  erhalten
Zun

achst werden folgende Vor

uberlegungen getroen
Das Sieben der Primzahlen zur Ermittlung der m

oglichen Summanden ist vergleichsweise
billig Wie bei Algorithmus  sichtbar wurde stammt der wesentliche quadratische
Anteil der Zeitkomplexit

at vom doppelten Durchlaufen des Intervalls Die Absch

atzung
des Siebbeitrages zur Zeitkomplexit

at erfolgte relativ grob die OKonstante ist daher eher
klein Ein zwar redundantes mehrfaches Sieben der Intervalle erscheint also zumindest
bezahlbar wenn auch nicht sofort oensichtlich hilfreich
Es sei im folgenden das Intervall   n in k Segmente s










j k und k j n f

ur ein j 
p
n gelte
 Segmentierung des Basisverfahrens    
Dann sind die zwei Summanden einer Partition p  q mit p   q der geraden Zahlen eines
Segments s
i
jeweils in Segmenten laut Tabelle   enthalten



































ogliche Teilmengen zur Partitionierung
Das Prinzip von Algorithmus   ist nun das folgende F

ur alle Segmente s
i









ur alle j  
  bi c gesiebt Dann werden die Summen p  q
p  s
j




gebildet und darauf gepr

uft ob p q  s
i
 Gegebenenfalls wird
der Inhalt des Feldes g an der Position p q erh

oht
Dabei sind noch zwei Probleme zu beachten
F

ur j  i j   darf keine Summation stattnden diese Situation ist schon bearbeitet
F

ur j  i j   bzw j  i j mu zus

atzlich auf p   q geachtet werden
Algorithmus   beschreibt die Vorgehensweise f

ur ein Intervall s
i









zur Addition fertig gesiebter Segmente
sind im Anschlu daran beschrieben
Beispiel  F




























































































  i  input f Eingabe der Segmentnummer g
 l  input f Eingabe der Segmentl

ange g







ievegaps  i  l f Siebe h

ochstes Segment g
 if i     then f Falls i ungerade g
 for j  
 to i  do f Durchlaufe Segmente von 










ievegaps  i  j    l f Siebe zweith

ochstes Segment g
	 if j  i j   then f Mitte erreicht g
 
 g  add
mid
g  l  i  s
j
 f Addiere mittleres Segment g
   else






























  for j  
 to i   do f Durchlaufe Segmente von 











ievegaps  i  j    l f Siebe zweith

ochstes Segment g






 f Addiere niedriges und zweith

ochstes Segment g






 f Addiere niedriges und h

ochstes Segment g
 if j  i   then f Mitte erreicht g
 g  add
mid
g  l  i  s
j
















 Segmentierung des Basisverfahrens   
Algorithmus  add
low
  g  input f Eingabe des Partitionsfeldes g





 input f Eingabe des niedrigen Segments g
 s
high
 input f Eingabe des h

oheren Segments g
 lowwordcnt  

 while lowwordcnt  l b do f Durchlaufe s
low
wortweise g
 lowword  s
low
lowwordcnt
 if lowword  
 then f

Uberhaupt eine Primzahl im aktuellen Wort# g
	 lowbitcnt  

 
 repeat f Durchlaufe aktuelles Wort g
   if  lowbitcnt  lowword   then f Primzahl gefunden g
  hiwordcnt  






  hiword  s
high
l b hiwordcnt 
  hibitcnt  

  repeat f Durchlaufe aktuelles Wort g
  if  hibitcnt  hiword   then f Primzahl gefunden g
  pos  lowwordcnt hiwordcnt   b lowbitcnt hibitcnt
 	 gpos  gpos  

 end if
  hibitcnt  hibitcnt 
 until hibitcnt  B
 hiwordcnt  hiwordcnt 
 end while
 hiword  s
high
l b hiwordcnt  
 hibitcnt  





 if  hibitcnt  hiword   then f Primzahl gefunden g
	 cand  hibitcnt lowbitcntB

 if cand   
 then f Im Zielintervall g
  gcand  gcand  
 end if
 end if
 hibitcnt  hibitcnt 
 end while
 end if
 lowbitcnt  lowbitcnt 
 until lowbitcnt  B
	 end if







  g  input f Eingabe des Partitionsfeldes g





 input f Eingabe des niedrigen Segments g
 s
high
 input f Eingabe des h

oheren Segments g
 lowwordcnt  

 while lowwordcnt  l b do f Durchlaufe s
low
wortweise g
 lowword  s
low
lowwordcnt
 if lowword  
 then f

Uberhaupt eine Primzahl im aktuellen Wort# g
	 lowbitcnt  

 
 repeat f Durchlaufe aktuelles Wort g
   if  lowbitcnt  lowword   then f Primzahl gefunden g
  hiwordcnt  







  hiword  s
high
hiwordcnt
  hibitcnt  

  repeat f Durchlaufe aktuelles Wort g
  if  hibitcnt  hiword   then f Primzahl gefunden g
  pos  lowwordcnt hiwordcnt  b lowbitcnt hibitcnt
 	 gpos  gpos  

 end if
  hibitcnt  hibitcnt 
 until hibitcnt  B
 hiwordcnt  hiwordcnt 
 end while
 hiword  s
high
hiwordcnt
 hibitcnt  





 if  hibitcnt  hiword   then f Primzahl gefunden g
	 cand  hibitcnt lowbitcnt

 if cand  B then f Im Zielintervall g
  pos  l b  b cand
 gpos  gpos  
 end if
 end if
 hibitcnt  hibitcnt 
 end while
 end if
 lowbitcnt  lowbitcnt 
	 until lowbitcnt  B

 end if
  lowwordcnt  lowwordcnt 
 end while
 return
 Segmentierung des Basisverfahrens   
Algorithmus  add
mid
  g  input f Eingabe des Partitionsfeldes g
 l  input f Eingabe der Segmentl

ange g
 i  input f Eingabe der Segmentnummer g
 s
low





f Zweiter Verweis auf mittleres Segment g
 lowwordcnt  

 il  i l f Vorberechnung g
 lowl  low  l f Vorberechnung g




 lowword  s
low
lowwordcnt
   if lowword  
 then f

Uberhaupt eine Primzahl im aktuellen Wort# g
  lowbitcnt  

  repeat f Durchlaufe aktuelles Wort g
  if  lowbitcnt  lowword   then f Primzahl gefunden g
  hibitcnt  lowbitcnt
  while hibitcnt  B do f Durchlaufe aktuelles Wort bis zum Ende g
  if  hibitcnt  loword   then f Primzahl gefunden g
  cand  lowwordcnt b   lowbitcnt hibitcnt lowl 
 	 if cand  il and cand   il  l then f Im Zielintervall g

 gcand  il   gcand il   
  end if
 end if
 hibitcnt  hibitcnt 
 end while
 hiwordcnt  lowwordcnt 
 while hiwordcnt  l  b do f Durchlaufe restliche W

orter g
 hibitcnt  

 hiword  s
low
hiwordcnt
	 while hibitcnt  B do f Durchlaufe aktuelles Wort bis zum Ende g

 if  hibitcnt  loword   then f Primzahl gefunden g
  cand  lowwordcnt  hiwordcnt  b  lowbitcnt  hibitcnt 
lowl 
 if cand  il and cand   il  l then f Im Zielintervall g
 gcand  il   gcand  il   
 end if
 end if
 hibitcnt  hibitcnt 
 end while




  lowbitcnt  lowbitcnt 
 until lowbitcnt  B
 end if




Auf einen Beweis der Korrektheit der Additionsalgorithmen wird aus Platzgr

unden ver
zichtet Allerdings soll das Prinzip verdeutlicht werden
Abbildung   zeigt eine Beispielsituation
s 0 s 1 s 2
Abbildung   Beispielsegmente
Dabei bestehe jedes Segment aus acht W
























Die Algorithmen   und  durchlaufen die Segmente jeweils wortweise F

ur je
des Wort wird jedes Bit gepr

uft und gegebenenfalls die Addition eingeleitet Dabei
k





ufung ob gefundene Summen p  q
sich tats

achlich im Zielintervall benden hier s

 weitestgehend vermieden werden
Algorithmus  addiert die Primzahlen jeweils wie in Abbildung   dargestellt Summen










noch zum Zielsegment beitragen hier sind jedoch Abfragen notwendig Entsprechendes
gilt f

ur das Addieren durch  wie in Abbildung   dargestellt
Die Addition der ja eher selten auftretenden mittleren Segmente durch  funktioniert
etwas aufwendiger da das zu addierende Segment sich je nach gerader oder ungerader




ur jede gefundene Primzahl p nur noch
l  p Bits durchlaufen werden
Eine weitere Optimierungsm

oglichkeit besteht darin W

orter blockweise zB byteweise
zu durchlaufen und jeweils zu pr








ubersprungen werden In der Implementierung ndet sich diese Vorgehensweise
wieder in obigen Algorithmen werden nur ganze W

orter auf Inhalt gepr

uft
































s s s0 1 2








































s s s0 1 2
Abbildung   Beispieladdition add
high
    Goldbach	Partitionen















aten Die Schleife in Zeile  tr

agt mit lB BSlB Operationen
bei Zeile  mit B l die Zeilen   mit l  	BSlB Die Zeilen   kosten
l  l B BSlB    l  l B  B Operationen Das Erh

ohen des gFeldes
in Zeile  ergibt zusammen mit Zeile 	 l l   	B Sl B Schlielich wird die






















 B  SlB  l

  	B  Sl B 


























































   B  SlB  l






at hat sich nichts ver

andert  
 Segmentierung des Basisverfahrens   
















aten Es ergeben sich hier
l
B








 B  Sl B  l

 B  Sl B  Ol


Operationen bei wiederum konstanten zus

atzlichem Speicher  
Satz  Algorithmus   bestimmt die Anzahl der GoldbachPartitionen aller geraden
Zahlen eines Segments s
i










i  l  B    l   
p
i  lB O Bits Speicher









jeweils einmal Das Sieben von Segmenten ndet i mal statt und erzeugt damit







  B    SlB  l   B







    B  SlB  l














 B  SlB  l

 B  Sl B Oi  l  log l log log i  l







ur das Feld g l  W

orter zusammen mit dem Sieb also






i  lB Bits  
   Goldbach	Partitionen
Nachdem die segmentweise Ermittlung der Anzahl der GoldbachPartitionen zur Verf

ugung
steht ergibt sich f

ur ein Intervall   n
Algorithmus 
 segpart
  n  input f Eingabe der Intervallobergrenze g
 l  input f Eingabe der Segmentl

ange g
 gaps  pdisqrtn f Berechnung der notwendigen Primzahldierenzen g
 outputpartl f Berechne erstes Segment mit Basisalgorithmus g
 for i  to nl   do f Durchlaufe Segmente s
i
von i   bis nl   g
 g
i






Satz  Algorithmus  bestimmt die Anzahl der GoldbachPartitionen aller geraden
Zahlen zwischen  und n in
t
ADL










n  B    l   
p
nB O Bits Speicher
Beweis Es ist l 
n
i

































at Sieb Dierenzen und gFeld werden jeweils wiederverwendet
insgesamt also nur einmal berechnet  

  Diskussion
Durch die Segmentierung ist kein wesentlicher Nachteil entstanden Die quadratische
Laufzeit hat sich zwar erwartungsgem

a nicht verbessert sondern sogar um einen logarith
mischen Faktor verschlechtert der enorme Speicherbedarf von Algorithmus  ist aber




oere n implementierbar macht
Der folgende Abschnitt beschreibt die Implementierung und Verteilung von Algorithmus

 Implementierung und Verteilung   
 Implementierung und Verteilung
Die Zeitkomplexit

atsaussage zu Algorithmus  legt zun






oglichst gro zu w






otigt  l   B Bits Speicher Dabei wurde in den letzten Abschnit
ten immer vorausgesetzt da ein Maschinenwort tats

achlich ausreicht um die Anzahl der
GoldbachPartitionen einer geraden Zahl zu fassen Nach der Absch

atzung   gilt dies auf
jeden Fall bei B    bis n   


 Bei einem zur Verf

ugung stehenden Hauptspeicher
von mindestens 	MB pro Rechner erg























otigten die letzten Segmente der Rechnung auf kleinen Maschinen etwa
 Tage Nach Abw






 als praktikabel was einer Intervall

ange von etwa 

 pro Segment
entspricht Daraus ergeben sich bis 


  Segmente wobei f

ur jedes Segment ein realer
Speicheraufwand von nur ca  MB notwendig ist Der Vorteil dieser Wahl war zudem da
Daten die auf einem Rechner ohne Netzanbindung errechnet wurden einfach transportiert
werden konnten da die Gr

oe der jeweils komprimierten Dateien mit etwa  MB recht




Algorithmus  wurde auf insgesamt   Workstations und  PCs verteilt Die Implemen
tierung erfolgte unter Ber

ucksichtigung der bereits erw

ahnten Optimierung beim Durch
laufen der gesiebten Segmente dh es wurde byteweise auf Existenz von Primzahlen ge
pr







ucke zwischen zwei Primzahlen etwa  
 betr








ubersprungen werden und m

ussen daher nicht bitweise durchlaufen werden
  Laufzeit
Abbildung   zeigt die ADLZeitkomplexit

at von Algorithmus  bei einer Segmentl

ange
von l  	
	
 in Bitoperationen Der quadratische Charakter von Algorithmus 













at von Algorithmus 
Der Beitrag durch die Funktion S war hier nicht entscheidend Auch sind keine wesentli
chen Multiplikationen oder Divisionen vorhanden Die ADLLaufzeiten f

ur die verschie
denen Maschinen war daher im Grunde gleich
Die reale Gesamtlaufzeit betrug etwa  Wochen Die bisherige Obergrenze von   	  


war bereits nach etwa 
 Tagen erreicht
 Ergebnisse
Die neu berechneten Werte sind bis zu dieser Grenze mit den vorhandenen Daten vergli
chen worden wobei sich keine Diskrepanzen ergaben
In diesem Abschnitt werden die Ergebnisse der Berechnung der Anzahl der Goldbach
Partitionen vorgestellt Dabei zeigen sich zun

achst erstaunliche Eigenschaften der Funk
tion g
Abbildung   zeigt den Verlauf von g n f

ur  n   


 Abbildung  	 denjenigen von














0 100000 200000 300000 400000 500000 600000 700000 800000 900000 1e+06
"g(n)"











5e+08 5.0002e+08 5.0004e+08 5.0006e+08 5.0008e+08 5.001e+08
"g(2n) 5e8<=2n<=5e8+1e5"
Abbildung  	 g n   n    









Die deutlichen Konzentrationen in den Abbildungen   und  	 korrespondieren mit dem





p p   
   Goldbach	Partitionen
Abbildung   zeigt die gWerte der Teilmengen von   


 die sich jeweils durch  aber























                      angenommen Abbildung 
 zeigt die










0 5e+07 1e+08 1.5e+08 2e+08 2.5e+08 3e+08 3.5e+08 4e+08 4.5e+08 5e+08
max(g(2n))
Abbildung 
 Maxima der Funktion g
 Ergebnisse  
In Ste wurde vermutet da g alle nat

urlichen Zahlen als Werte annimmt Die kleinste
Zahl die bis  n    


nicht angenommen wird ist  
 Abbildung  zeigt die
Anzahl wie oft eine Zahl im Intervall     


 von g angenommen wurde Betrachtet













0 50000 100000 150000 200000 250000 300000 350000 400000 450000 500000
"f(m)"
Abbildung  Die Funktion fm m    


Es sieht so aus als wachse fm was nicht unbedingt verwunderlich ist da mit wachsen
dem n die M

oglichkeit da g n einen Wert m annimmt w

achst Nicht oensichtlich















0 500000 1e+06 1.5e+06 2e+06 2.5e+06 3e+06 3.5e+06 4e+06
"f(m)"
Abbildung   Die Funktion fm m    


Die Funktion f ist  soweit bekannt  noch nicht im Speziellen studiert worden
   Goldbach	Partitionen








die Entwicklung des arithmetischen Mittels der jeweiligen Funktion g
XY
bestimmt Die Selmersche Absch

atzung wurde durch numerische Integration der Funktion
logn x  logn x unter Verwendung des Programpakets Mathematica bestimmt
wobei die Ann

aherung an die singul























Abbildung  Vergleich der Vermutungen mit g n
Wie Abbildung  zeigt liegen Brun und Selmer ebenso wie Sylvester relativ gut beim
tats

achlichen Wert von g w

ahrend die Abweichung von HardyLittlewood recht gro ist
Allerdings verh

alt sich dies beim absoluten Fehler anders Tabelle   zeigt die mittlere
absolute Abweichung der Voraussagen bis   




























Tabelle   Mittlere Abweichung der Vermutungen
Hier zeigt sich die St

arke der Selmerschen Voraussage Aber auch das ja

alteste Ergebnis






Kurz vor Fertigstellung dieser Arbeit wurde von Y Saouter eine Arbeit zur Publikation
eingereicht in der ein neues Verfahren zur Berechnung von g n vorgestellt wird Sao
Die Laufzeit verringert sich dabei deutlich Allerdings ist der Speicherbedarf noch zu hoch
jedoch nicht aussichtslos so da eine Implementierung in wenigen Jahren m

oglich scheint






In diesem Kapitel werden Berechnungen zu Fermatschen Quotienten vorgestellt Im er





uber historische Berechnungen Ausgehend von einem Basisalgorith
mus wird dann ein Verfahren vorgestellt und weiterentwickelt dessen Bitoptimierte
Implementierung schlielich auf mehrere Maschinen verteilt wurde
Das resultierende Programm zeigt eine praktische Grenze f

ur die idealisierte Annahme des
in Kapitel   denierten Berechnungsmodells RXRAM auf da s

amtliche Rechnungen
innerhalb der Register stattnden In diesem Fall reicht die Anzahl der Register genau
aus Das Resultat dieser verteilten Rechnung stellt eine umfangreiche Erweiterung fr

uherer
Arbeiten dar Die w

ahrend der Rechnungen gefundenen L







ur dieses Kapitel entscheidende
Denition 
  Fermatscher Quotient Es sei p eine ungerade Primzahl und a  Z









Fermatscher Quotient von p zur Basis a

 Mathematischer Hintergrund








oer als   ist durch 

theilbar sein








 Es gilt 

       












  mod p

steht in folgendem Zusammenhang mit  







 mod p a
p  
  mod p













 k  p  a
p  










ur ein k  N  
Es folgen zun







Beweis Da p a nach Voraussetzung nicht teilt folgt mit dem kleinen Fermatschen Satz
da a
p  







 mod p a
p









 mod p  a
p  
















oder  da p j a
p

  und p j a
p

 nicht beide teilen kann sonst m


















  teilt p






 Es gelte p  j ab a  b  Z Dann q
p





Beweis Wegen p  j ab und Fermat ist a
p  
   mp und b
p  



































b  kp mit k  mn  Z  




ahnlich Aus der Kenntnis der Reste
f

ur prime Basen lassen sich sofort die Reste f







 mod p ermitteln
Satz 










Beweis siehe zB Bri  
Im folgenden werden nur prime Basen a und Exponenten p betrachtet
   Fermatsche Quotienten

  Der Zusammenhang mit Fermats letztem Satz






















  mod p

heien auch WieferichPrimzahlen Die einzigen
WieferichPrimzahlen die man bis heute kennt sind 
 und  siehe dazu auch
Rib	 Mei Bee   Bis 

 
konnte keine weitere gefunden werden Cra Eine
zum Zeitpunkt der Erstellung dieser Arbeit noch nicht ver

oentliche Rechnung Zimb




Es ist heute bekannt da die Aussage des Wieferichschen Satzes neben der   f

ur alle
primen Basen a   	 gilt Rib Mit dem Beweis von Fermats letztem Satz ist dieser






  mod p

bzw ihrer Struktur wenig bekannt

 Oene Probleme
Die folgenden Probleme im Zusammenhang mit Fermatschen Quotienten sind ungel

ost
 Gibt es zu einem gegebenen a 	   unendlich viele Primzahlen p mit
a
p  
  mod p

#
  Gibt es zu einem gegebenen a 	   unendlich viele Primzahlen p mit
a
p  
  mod p

#
 Gibt es zu jedem p    ein     a  p mit
a
p  





atzungen zu diesen Aussagen sind zB in Rib zu nden
Im folgenden Abschnitt werden zun

achst historische Berechnungen zum Problem aufge
listet
 Historische Berechnungen   

 Historische Berechnungen




asentierte sind sehr viele Arbeiten entstanden die
verschiedene Bereiche f

ur a und p betrachteten Tabelle   gibt dazu einen

Uberblick Die
letzte groe Rechnung wurde dabei von Wilfrid Keller Kel durchgef

uhrt und umfate
die Intervalle a  


 und p  	  






ur a   und a  
Name Jahr a  p 




	 f        pg 















Tarry  f g 






Beeger  f     
p
pg 























Pearson  f g  

	




































Brillhart Tonascia  f
    g versch  
k
  k  f     
g





ur a   








Montgomery  f     g    



















Tabelle   Historische Berechnungen
   Fermatsche Quotienten





In diesem Abschnitt wird zun

achst ein einfacher Algorithmus zur Berechnung des Restes
von a
p  
nach Division durch p

vorgestellt der allerdings in der Praxis gewisse Nachteile








  amax  input f Eingabe der gr

oten Basis g
 pmax  input f Eingabe des gr

oten Exponenten g






 l  f Ermittle halbe Segmentl

ange g
 gaps  pdisqrtpmax f Ermittle Primzahldierenzen bis
p
pmax g
 i  

 while true do f Durchlaufe f    pmaxg segmentweise g
 segment  pg
s
ievegaps  i  l f Siebe Segment g
	 cntl  






 while cntl  l


do f Durchlaufe segment g
   if getBitsegment  cntl  
 then f Falls Primzahl gefunden g
  pmin  i l    cntl f Berechne p  g
  p  pmin   f Berechne p g
  if p  pmax then f Intervall verlassen# g
  return
  end if
  sqrp  p p f Quadriere p g
  pmindiv   pmin  f Berechne p   g
 	 cnta  






 a  aprimescnta f Erste Basis g
  while a   amax do f Durchlaufe Basen aprimes g





 if res   or res   then f L

osung gefunden# g
 outputa f Ausgabe der Basis g
 outputp f Ausgabe des Exponenten   g
 end if































Das Primzahlfeld aprimes sei dabei als konstantes Feld kleiner Primzahlen gegeben Dies
stellt in der Praxis keine Einschr

ankung dar da man gew

ohnlich relativ kleine Basen
betrachtet Im Falle gr

oerer Basen liee sich beispielsweise das erste gesiebte Segment
zur Bestimmung der notwendigen a nutzen
Der Algorithmus zur bin

aren modularen Exponentiation binexpmod ist wie folgt deniert
Algorithmus 
 binexpmod
  a  input f Eingabe der Basis g
 pmindiv   input f Eingabe des Exponenten g
 sqrp  input f Eingabe des Moduls g
 n  a f Initialisiere Resultat g
 b   B   f Setze b auf h

ochstwertiges Bit g
 while b  pmindiv   
 do f Justiere b auf h

ochstwertiges Bit im Exponenten g




	 while b  
 do f Durchlaufe Bits g
 





   if b  pmindiv  then f Falls Bit in pmindiv  gesetzt g










 Es sei p   
B

und a   p Algorithmus   berechnet den Rest von a
p






p  B  B  B  log

p 









Bitoperationen unter Verwendung von s
ADL
p  B Bits Speicher
Beweis Korrektheit siehe zB Rie Die Voraussetzung f






aufe entstehen siehe auch   Zur Zeitkomplexit

at Die erste while
Schleife wird B log







   Fermatsche Quotienten
Satz 
  Algorithmus  ermittelt die L

osungen der Kongruenz a
p  





alle a   a
max
































Beweis Zur Korrektheit Die Primzahlen werden segmentweise gesiebt f

ur jedes ge
fundene p werden s






binexpmod ermittelt In Zeile   wird wegen  auf Rest  oder  gepr

uft
Der ifRumpf in den Zeilen 
 wird p
max
mal durchlaufen DiewhileSchleife in  
  jeweils a
max
































rationen durch das Sieben binexpmod wird f





























 B  a
max
 


































otigt wird neben dem Platz f

ur die Basen ein Segment der L

ange l  sowie die Prim
zahldierenzen f






Die im Prinzip einzige Optimierungsm






Dazu werden im folgenden die aus binexpmod stammenden Operationen  zumindest was
die Divisionen angeht  noch weitgehend eliminiert Neben der Tatsache da multiplika
tive Operationen im allgemeinen ung

unstig sind ergibt sich hier noch ein Problem auf
das nun eingegangen wird
 Ein modulares fast divisionsfreies 	Bit	Verfahren  

 Diskussion
Algorithmus  unter Verwendung von   besitzt einen groen Nachteil in der Praxis












ur p   











angen der Beispielmaschinen betragen jedoch
nur   Bits SPARCstation bzw  Bits Ultra dh es sind bis zu  Maschinenworte
notwendig um eine einzige Zahl darzustellen was bereits einfache Operationen teuer
macht
Ein weiterer schwerwiegender Nachteil sind die auftretenden Divisionen in Form der Re
duktion modulo p





Eine Vereinfachung  zumindest was die Handhabung

uberlanger Zahlen angeht  ist die
Verwendung einer geeigneten LangzahlarithmetikSoftware Das Paket gmp GNU Mul
tiple Precision Package der Free Software Foundation Gra eignet sich hier hervor
ragend Tats

achlich basierte das f

ur die  BitMaschinen entwickelte Programm auf der
gmpRoutine mpz powm die im Prinzip Algorithmus   implementiert Die wesentliche
Sequenz der gmpRoutinen ist im Abschnitt  aufgelistet







da das Problem dadurch nur verschoben wird Die Rechnung an sich wird nicht weniger
aufwendig oder schneller Die relativ teuren Langzahloperationen f

uhrten schlielich dazu
da der Anteil der kleinen Rechner in der verteilten Rechnung insgesamt nur etwa  
 
betrug
Im folgenden Abschnitt werden die Probleme von   beseitigt Dabei wird eine auf das
noch vorzustellende Zielintervall zugeschnittene BitRoutine entwickelt

 Ein modulares fast divisionsfreies 
BitVerfahren
Das hier vorgestellte Verfahren basiert auf Cra wo eine umfangreiche letztendlich
erfolglose Suche nach WieferichPrimzahlen stattfand Im folgenden wird dieses Verfahren
f

ur beliebige Basen adaptiert und f

ur die Zielintervalle optimiert Divisionen

uberlanger
Zahlen werden dabei vermieden

  Zahldarstellung zur Basis p
Ein wichtiger Schritt zur Verkleinerung der auftretenden

uberlangen Zahlen besteht in
der Zahldarstellung zur Basis p modulo p

 Dazu bezeichne im folgenden ein Tupel x  y
eine Zahl n  x yp mod p

mit x  y  p
   Fermatsche Quotienten
Satz 
   Es sei n  x  y Dann gilt
a  n mod p








mod p   xy  bx

pc mod p
Beweis  Es ist an  ax ayp  ax mod p baxpcp ayp Also wird
an mod p
















mod p  bx












mod p   xy  bx

pc mod p  
Der Vorteil ist oensichtlich Die Zwischenresultate bleiben f






dh es wird nur noch eine Arithmetik f

ur doppelt lange Zahlen ben

otigt Allerdings sind
nach wie vor Divisionen durch p im Spiel Im n

achsten Abschnitt wird jedoch gezeigt wie




 Vermeidung von Divisionen
Das nachstehend beschriebene Vorgehen ersetzt Divisionen einer Zahl 
   n  p

durch
p durch eine Multiplikation und einfache Shiftoperationen Dabei wird ein einziges Mal
ein Quotient berechnet und dieser wiederholt eingesetzt Das Verfahren ist dann g

unstig
wenn Quotienten np f

ur viele verschiedene n bei konstantem p berechnet werden m

ussen
Genau diese Situation ist aber in  gegeben f

ur jedes p werden viele Basen a durchlaufen
Als Vorbereitung
Satz 

























































     





      die rechte Seite entweder gleich bnpc oder gleich
bnpc    





 Ein modulares fast divisionsfreies 	Bit	Verfahren  
Algorithmus 
 sqrmodp
  x  input f Eingabe des Restes mod p g
 y  input f Eingabe des Restes mod p

g
 r  input f Eingabe des Quotienten b 
s
pc g
 s  input f Eingabe von s g
 p  input f Eingabe von p g
 y  x y f Berechne x  y g
 tmp  y  r s f tmp  bx  ypc oder tmp  bx  ypc   g
 y  y  p tmp f y  x  y mod p oder y  x  y mod p p g
	 if y 	 p then f Falls p g
 
 y  y  p f y  x  y mod p g
   end if
  x  x x f Quadriere x g
  tmp  x r  s f tmp  bx

pc oder tmp  bx

pc   g
  x  x p tmp f x  x

mod p oder x  x

mod p p g
  if x 	 p then f Falls p g
  x  x p f x  x

mod p g








 while y 	 p do f Reduziere ggfs y g
  y  y  p f y   xy  bx

pc mod p g
 end while
 outputx f Ausgabe von x g
 outputy f Ausgabe von y g
 return

 Modulares Quadrieren ohne Division
Algorithmus  berechnet f






Das Verfahren lohnt sich nat





Bevor zwei Algorithmen slogp sowie twosdivp zur Berechnung der Parameter s und r
vorgestellt werden hier zun







Nach der Rechnung von Keller Kel wurde das Ziel a  


















atere Operationen eine weitere Einschr

ankung vorgenommen
Es sei p   

 woraus folgt da s   Wegen s     log

p   wird s    insgesamt
also   s   Es gilt somit auch  

 r   


   Fermatsche Quotienten
Es wird nun s    log






  p  input f Eingabe von p g
 cnt   f Beginne Suche nach erstem Bit in p bei  
B  
g
 tmp   B  
 while tmp  p  
 do f Solange erstes Bit nicht gefunden g
 cnt  cnt  f Erh

ohe cnt g
 tmp  tmp  f Halbiere tmp g
 end while
 s  B  cnt  f s 	   log

p g
	 return s  f R





  Es sei p   
B
 Algorithmus  berechnet   log






p   B  B  B  log

p
Bitoperationen unter Verwendung von s
ADL






Beweis Korrektheit Vom h

ochstwertigen Bit eines Maschinenwortes wird nach dem
h

ochstwertigen Bit in p gesucht und dabei gez

ahlt Nun hat p

maximal die doppelte
Anzahl an Bits Um zu garantieren da wirklich s    log

p gilt wird  addiert Die
whileSchleife wird dabei B  log

pmal durchlaufen  
Algorithmus  berechnet r  b 
s





 B reicht ein Maschinenwort f

ur die Rechnung nicht aus Dieses Problem kann aber




  s k  B also sB  k  s gilt
Lemma 





p  s  B    DB MB
Bitoperationen unter Verwendung von s
ADL






Beweis Die Korrektheit ist den Kommentaren zu entnehmen wobei zB mit B  
und k   





wegen s   s k  
 Bleibt Nach Zeile 
















































   t   einziger nichtganzzahliger






 Es sind dabei zwei Divisionen und eine Multiplikation




  p  input f Eingabe von p g
 s  input f Eingabe von s g
 r   s k f r   
s k
g



































































































Es verbleibt das Problem der

uberlangen Zwischenergebnisse in den Zeilen     und
 von Algorithmus  F

ur x  y in Zeile  gilt 
   x  y    

 In Zeile  bleibt daher
wegen r   

 y  r   
  
 insbesondere also kleiner  
 
 Selbiges gilt f

ur die Zeilen  





onnen dabei in der Praxis Probleme auftreten So rechnet die SPARC
V BitInstruktion mulx modulo  

 berechnet also die h

oherwertigen Bits nicht Ein
Ausweg aus dem Dilemma ist die Aufspaltung in  BitTeilworte was jedoch zus

atzlich
Zeit kostet Allerdings kann dabei im Falle der Berechnung in Algorithmus  nach dem










Abbildung  BitMultiplikation f

ur sqrmodp
Die Teilworte werden multipliziert dann werden die Teilergebnisse addiert Relevant sind







   Fermatsche Quotienten
Satz 






n  p  B   MB Bit
operationen unter Verwendung von s
ADL
n  p  B Bits Speicher
Beweis Die Korrektheit ergibt sich aus den Kommentaren Die whileSchleife wird
dabei maximal dreimal ausgef

uhrt  





  a  input f Eingabe der Basis g
 pmindiv   input f Eingabe des Exponenten g
 p  input
 r  input f Eingabe von b 
s
pc g
 s  input f Eingabe von s    log

p g
 x  a f Initialisiere n  x  y g
 y  

 b   B   f Setze b auf h

ochstwertiges Bit g
	 while b  pmindiv   
 do f Justiere b auf h

ochstwertiges Bit im Exponenten g
 
 b  b 
   end while
  while b  
 do f Durchlaufe Bits g





  if b  pmindiv  then f Falls Bit in pmindiv  gesetzt berechne a  n mod p

g
  tmp  a x
  x  tmp p
  y  a y  tmp p p
  end if








 Algorithmus  berechnet den Rest von a
p








 B  	B  	 MB   DB  log

p  Olog p
Bitoperationen unter Verwendung von s
ADL
p  B Bits Speicher
Beweis Die Korrektheit ergibt sich aus der Korrektheit von   sowie  In den
Zeilen   	 wird die m










uberlangen Zwischenresultate auf so da sich eine
Vorgehensweise analog Algorithmus  nicht lohnt Der Zeitaufwand ergibt sich aus
 Ein modulares fast divisionsfreies 	Bit	Verfahren   
der Ersetzung der Quadrierung in Zeile 
 von   durch den Aufruf von  sowie der
Ersetzung der elementaren Berechnung von a n mod p





Nachdem alle notwendigen Funktionen zur Verf







  amax  input f Eingabe der gr

oten Basis g
 pmax  input f Eingabe des gr

oten Exponenten g






 l  f Ermittle halbe Segmentl

ange g
 gaps  pdisqrtpmax f Ermittle Primzahldierenzen bis
p
pmax g
 i  
 f Segmentnummer g
 while true do f Durchlaufe f    pmaxg segmentweise g
 segment  pg
s
ievegaps  i  l f Siebe Segment g
	 cntl  






 while cntl  l


do f Durchlaufe segment g
   if getBitsegment  cntl  
 then f Falls Primzahl gefunden g
  pmin  i l    cntl f Berechne p  g
  p  pmin   f Berechne p g
  if p  pmax then f Intervall verlassen# g
  return
  end if
  r  twosdivpslog pp
  pmindiv   pmin  f Berechne p   g
 	 cnta  






 a  aprimescnta f Erste Basis g
  while a   amax do f Durchlaufe Basen aprimes g





 if x   and y  
 or x  pmin and y  pmin then f L

osung # g
 outputa f Ausgabe der Basis g
 outputp f Ausgabe des Exponenten   g
 end if


























   Fermatsche Quotienten
Satz 
  Algorithmus  ermittelt die L

osungen der Kongruenz a
p  















































Beweis Die Korrektheit folgt aus der Korrektheit der Algorithmen  und  sowie
der Tatsache da f

ur n  x  y x yp mod p

 die Zahl   
 gleichbedeutend mit 
und p    p    p   p

 p mod p






at An der asymptotischen Laufzeit hat sich nichts ge

andert In Zeile 
mu f

ur jedes p  p
max






BB  B log






 In Zeile   
wird   durch  ersetzt In Zeile   kommen zwei Operationen hinzu Insgesamt ergibt

























































at ergibt sich analog Algorithmus   
Der Vorteil von Algorithmus  gegen

uber  liegt nicht etwa in der besseren Zeitkom
plexit

at sondern in der F

ahigkeit auch groe Exponenten verarbeiten zu k

onnen
Ein Laufzeitvergleich zwischen  und  ndet im n

achsten Abschnitt statt
 Implementierung und Verteilung  


 Implementierung und Verteilung
Die Verteilung der Gesamtrechnung erfolgte auf  Ultra  SPARCstation sowie   PCs
Mangels BitRegisterl

angen wurde auf den SPARCstation sowie den PCs Algorithmus
 implementiert w

ahrend  auf den Ultra zum Einsatz kam Ein Problem stellte
dabei die fehlende Unterst

utzung des SunCCompilers f

ur die langen Register dar Auch
aufgrund dieser Tatsache wurde eine AssemblerRoutine implementiert die von einem
CProgramm aufgerufen wurde Die Anzahl der Register f

ur die eigentliche Rechnung
ohne Zugrie auf die Felder f







Die folgende Sequenz von gmpRoutinen wurde f






ur die Rechnung auf den  BitMaschinen dar
mpz set ui lp  unsigned long p  
mpz mul exp lp  lp  















mpz tdiv q exp lp   lp   UL
mpz set ui la a 
mpz powm lr la lp   lp
if mpz cmp ui lr UL  






Optimierungsversuche wie Vermeidung von Division und Darstellung mod p ergaben auf
den  BitMaschinen keine Verbesserung Die Intervalle wurden gem

a Tabelle  	 ver
teilt


























Tabelle  	 IntervallAufteilung Fermatquotienten
Die Berechnung der kleinen Exponenten erfolgte auf den  BitMaschinen da Algorith
mus  keine Exponenten kleiner gleich  

verarbeiten kann Die restliche Zeit wurde
dann f

ur die Basen kleiner  

 verwendet






uberraschend groe Unterschiede auf den verschiedenen Maschinen W

ah
rend  auf den PCs sehr schnell lief zeigten sich deutliche Schw

achen der Workstations





Tabelle   zeigt die Laufzeiten f

ur die Intervalle a  	 p    

 












 Im Vergleich zeigt die zweite Zeile die Laufzeit von 






Ultra   	

Ultra   
SPARCstation     
PC   

Tabelle   Laufzeiten Fermatquotient CPUSekunden
Es ist bei  wesentlich die Intervalle in der richtigen Reihenfolge zu durchlaufen um
unn

otige Aufrufe von  sowie  einzusparen Die Siebl

ange und der Wert des Pa
rameters MUL   THRESHOLD wurden dabei gem

a den in Kapitel  ermittelten Optima
gew

ahlt Abbildung  zeigt die Entwicklung der ADLZeitkomplexit

at in den betrach
teten Intervallen a  


  p  

  
in ADLBitoperationen Die reale Gesamtlaufzeit



































achst eine heuristische Betrachtung zur Anzahl der Paare a  p mit a
p  










alliger Verteilung der Reste von q
p
a mod p erwartet
man f

ur ein festes a f

ur jeden pten Exponenten eine L











 log log 

  


















 zeigt die L

osungen mit p  

 
 die neu ermittelt werden konnten











     	
   
   	   	 










osungen a  p mit p  

 






ergab sich keine weitere L

osung Das Paar     














  mod a

 Dies ist nat

urlich nicht von vornherein ausge




  mod 				




  mod 








atzlich die Kongruenz a
p  













osungen aus Tabelle 













 wurde ebenso aufgenommen
   Fermatsche Quotienten
a p a p
      	 	 

          
  		  
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Tabelle  L

osungen a  p a  
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 zeigt die L
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amtliche in dieser Arbeit betrachteten Probleme erforderten einen Rechenaufwand der
f












aren zum Erreichen der gesteckten Ziele mehrere Jahre bis zur Vollendung n

otig
gewesen Durch eine Aufteilung der jeweiligen Gesamtintervalle auf mehrere Rechner
konnte diese Zeit auf  Monate begrenzt werden
Dieses Kapitel stellt ein System vor das die Verteilung der Intervalle und die Kontrolle der
laufenden Rechnung bis hin zu fast vollst

andiger Automatisierung steuerte Ziel war es































ankung auf eine spezielle Konguration stattnden Im g

unstigsten Fall sind alle




uber einen gemeinsamen Festplattenspeicher Allerdings
trit dies eben nicht immer zu Auch Rechner ganz ohne Netzanbindung bzw solche im





anden auch verschiedenen Nutzungseinschr

ankungen unterworfen sein
Etwa kann eine st

arker belastete ServerMaschine nur nachts und am Wochenende genutzt





at der Rechnung gegen

uber konkurrierenden Prozessen
Es folgt nun eine Beschreibung der allgemeinen Vorgehensweise Auf die einzelnen Punkte
wird danach n

aher eingegangen In Abschnitt  wird die Implementierung beschrie
ben durch die eine m

oglichst optimale Verteilung und automatische Kontrolle auch unter
heterogenen Bedingungen erzielt wird
 Prinzipielle Vorgehensweise  

 Prinzipielle Vorgehensweise










unstige Verteilung des Ergebnisses von  auf die verschiedenen Rechner
systeme
 Zu gewissen Zeitpunkten automatischer Start eines dezentralen Kontrollprogramms
auf jedem beteiligten Rechner
 Starten des Programms zur eigentlichen Berechnung durch das Kontrollprogramm
 Automatisierte regelm

aige Selbstkontrolle und entsprechende Reaktion
 Fehlertoleranz bei Ausfall eines Rechners und ggfs BenutzerBenachrichtigung
 Abschlieende Sammlung der Teilergebnisse
Die einzelnen Punkte sollen nun n

aher beschrieben werden
  Aufspaltung der Gesamtintervalle
Das gr

ote Intervall trat w

ahrend der Berechnung zur Verikation der Goldbachschen
Vermutung siehe Kapitel  auf und umfate alle nat











dulo p verschwindende Fermatquotienten wurden f

ur alle Basen a  


 und p  

  
gesucht Alle behandelten Probleme wurden dabei so implementiert da Teilrechnungen
unabh

angig voneinander laufen konnten also keine Kommunikation stattnden mute
Erst das abschlieende Sammeln zur Gesamtinformation erforderte eine Synchronisati
on also ein Warten auf Beendigung der letzten noch ausstehenden Teilrechnung Das
Grundziel war dabei die Minimierung der Gesamtlaufzeit Zur optimalen Aufteilung des
Gesamtintervalls ist auf folgende nicht unabh

angige Punkte zu achten
 Unterschiedliche Rechnerleistung
  Minimierung von Plattenzugrien
 Minimierung der Anzahl entstehender Logbuchdateien
 Einschr

ankungen durch Bedingungen der Rechnung selbst





Eine Minimierung der Gesamtrechenzeit bei gleichzeitiger Minimierung der Anzahl der
Logbuchdateien erfolgte durch Absch

atzung des maximal m

oglichen Zeitverlustes bei Ein
satz des langsamsten Rechners f

ur das letzte Teilintervall Hierbei mute insbesondere
darauf geachtet werden da Rechner die auerhalb jedes Netzzugries rechneten im
voraus weder zu groe noch zu kleine Teilabschnitte erhielten um sp

atere manuelle Neu
einteilungen zu vermeiden In der Praxis wurde die Intervallgr

oe jeweils experimentell
bestimmt der resultierende Verlust betrug dabei maximal wenige Tage
Das Maximum der Anzahl entstandener Logbuchdateien war 

 und entstand w

ahrend
der Berechnung der Anzahl der GoldbachPartitionen Diese Zahl kann zwar auch schon
nicht mehr als

ubersichtlich bezeichnet werden die Dateien wurden allerdings wiederum
durch ein Programm ausgewertet so da eine manuelle Kontrolle nicht notwendig war
Der Grund f

ur das Auftreten dieses Maximums war die Tatsache da jedes Teilintervall
von GoldbachPartitionen zun






ankt war was wiederum die Gesamtanzahl mitbestimmte Eine
Gr

oenordnung von etwa einigen hundert Teilintervallen zeigte sich bei einer maximal











allen von Maschinen mu zu jeder Zeit gerechnet werden Da die
Teilintervalle relativ gro sein k

onnen muten jeweils Aufsatzpunkte zwischengespeichert





wesentlichen durch die einzelnen Programme selbst erreicht Dabei wurden die Zwischen
ergebnisse der Rechnung in der eigentlichen Logdatei verzeichnet w

ahrend eine zweite
Datei den kompletten n

achsten Programmaufruf mit den korrekten Aufsatzpunkten als




otige Aufsetzen wurde dabei
durch einfaches Lesen des Inhalts der zweiten Datei durch das in Abschnitt  vorge
stellte Kontrollprogramm realisiert
 Verteilung der Teilintervalle
Eine m

oglichst optimale Verteilung der Teilintervalle auf die verschiedenen Rechnersyste
me erfolgte durch Absch

atzung der zu erwartenden Gesamtleistung der einzelnen Maschi
nen Ein ganz wesentlicher Vorteil ergab sich dabei durch die M

oglichkeit des gemeinsa
men Plattenzugris durch die meisten verwendeten Maschinen Eine einzige groe Datei
mit Teilintervallen wurde von s

amtlichen Rechnern im Cluster genutzt Die Optimierung
ergibt sich dabei praktisch automatisch Eine Ausnahme war die Berechnung zu den Fer
matquotienten die aufgrund der verschiedenen Algorithmen je nach Architektur aufgeteilt
werden mute Ein Nachteil des gemeinsam genutzten Plattenspeichers ist einerseits die
Notwendigkeit der Implementierung eines LockMechanismus andererseits die Anf

alligkeit





allen des Servers Eine spezielle Zuteilung von Teilintervallen mu also nur
f

ur Rechner vorgenommen werden f

ur die kein gemeinsamer Speicherzugri m

oglich war
Auf eine eigentlich naheliegende Implementierung eines Protokolls zur Verteilung einzelner
Intervalle

uber ein Netz nach dem

FarmerWorkerPrinzip wurde bewut verzichtet da





amtliche Rechnungen blockiert h

atte
Im folgenden Abschnitt wird eine Software vorgestellt die eine dezentrale Steuerung f

ur





 Das SteuerprogrammPaket dcnth
dcnth f

ur distributed computational number theory ist eine Zusammenfassung verschie
dener Teilprogramme zur Steuerung und

Uberwachung einer verteilten Rechnung
dcnth ist ein Unixbasiertes portables System da aus einer Sammlung von Korn Shell
programmen besteht die auf jeder an einer Rechnung beteiligten Maschine zur Verf

ugung
gestellt wird Das Verfahren selbst ist im Grunde betriebssystemunabh

angig Zum Zeit
punkt der Erstellung dieser Arbeit war jedoch das Betriebssystem Unix mit seiner Stabi
lit

at und seinen F

ahigkeiten konkurrenzlos so da im Grunde keine Alternative bestand
Die Implementierung erfolgte daher Unixbasiert


















Abbildung 	 Beispielkonguration dcnth
   Verteilung
  Grundprinzip




uber eine einfache Kon
sole dcnthc ksh von jeder Maschine f

ur alle im Netz vorhandenen Rechner vorgenommen





guriert und gesteuert werden dcnthc ksh wird in Abschnitt  genauer beschrieben
Die Verteilung von Teilrechnungen der mit dcnthd bezeichneten Rechenprozesse und deren









Terminplaner des Betriebssystems cron zu festzulegenden Zeitpunk
ten auf jedem Rechner gestartet
Der Ablauf ist Abbildung  zu entnehmen
Zeitpunkt = 0 modulo N Stunden/Minuten
dcnthchk.ksh
Intervall beendet? Aufsetzen
Lade Definitionen aus Datei  




































Abbildung  Ablauf dcnth
 Das Steuerprogramm	Paket dcnth  
 Installation
Zur Installationsvorbereitung mu auf jedem Rechner ein Benutzeraccount angelegt sein
Eine Umgebungsvariable DCNTHHOME wird gesetzt die das Installationsverzeichnis referen
ziert Die gesamte Software ist als gepackte und komprimierte Datei etwa  
kB gro
Die Installation erfordert ausschlielich das Entpacken und Dekomprimieren dieser Datei
Dies mu jedoch auf jedem zu verwendenden Rechner stattnden Eine Ausnahme bil
den Cluster mit gemeinsamen Speicherzugri wo nur eine einzige Installation erforderlich
ist Der entstehende Verzeichnisbaum ist in Abbildung 
 dargestellt Dabei sind bereits








































 Vorbereitung einer verteilten Rechnung
Um nach der Installation von dcnth eine verteilte Rechnung zu beginnen m

ussen die
folgenden Schritte vollzogen werden
 Festlegung der RechnerKonguration
  Festlegung der RechnungsParameter
 Erstellung des eigentlichen Programms f

ur jede Architektur
 Erstellung der Teilintervalle








ur jeden Cluster sowohl die beteiligten Rechnerarchitekturen als auch die
darauf basierenden Rechner eingetragen werden dcnthc kshaddarchaddhost Die
Konguration erfolgt mit dcnthc kshconf Die eigentlichen Rechenprogramme m

ussen
erstellt und in die im ersten Schritt entstandenen Verzeichnisse unter dem Namen dcnthd
kopiert werden Die Zielverzeichnisse der LogdateiSicherungen Verzeichnis oldlogs und




uber Links auf unterschiedliche Platten
verweisen
Danach werden die relevanten Dateien aus den f

ur die jeweiligen Rechner zutreenden
ArchitekturVerzeichnissen in configdefaults in das Rechnerverzeichnis im Unterver
zeichnis run kopiert dcnthc kshsetup
Nachdem die Aufspaltung der Teilintervalle vollzogen ist erfolgt die Erzeugung der ent
sprechenden Dateien wobei an dieser Stelle nat

urlich der Vorteil des gemeinsamen Spei
cherzugris zum Tragen kommt Insbesondere sind auch Rechner ohne Netzzugri zu
versorgen
Danach kann die Rechnung gestartet werden
 Start
Der Start der Rechnung kann f

ur alle netzverbundenen Rechner mit den dcnthc ksh
Kommandos set all und start vollzogen werden Die Folge ist die Installation der f

ur
die jeweiligen Rechner g

ultigen Terminkalender crontab Zum dort festgelegten Zeitpunkt
wird dcnthchk ksh aufgerufen und der eigentliche Rechenproze dcnthd gestartet siehe
auch 
 Zwischenkontrolle
Beispielsweise jede halbe Stunde startet dcnthchk ksh erneut und pr

uft ob der Hinter




 Reaktionen bei Fehlern
Nach tempor

arem Rechnerausfall wird der Proze dcnthd von dcnthchk ksh automatisch
wieder gestartet Dies erfolgt durch Lesen der Datei loglelast in der sich der letzte





oglich war wird die entsprechende crontab gel

oscht und
der Benutzer durch mail vom St

orfall benachrichtigt
 Das Steuerprogramm	Paket dcnth  
 Intervallverteilung
Nach normaler Beendigung eines Intervalls werden zun

achst die Logdateien doppelt gesi
chert Dann wird aus der durch die Variable  DCNTHINTFILE festgelegten Datei dcnth int
eine Zeile destruktiv eingelesen und die Berechnung mit diesem Intervall gestartet Dabei
wird die zus

atzliche Datei loglelast angelegt in die die Kommandozeile des Aufrufs
geschrieben wird
 Ende einer verteilten Rechnung
Das Ende einer Rechnung tritt ein wenn s

amtliche Intervalldateien leer sind also alle
Teilintervalle abgearbeitet sind
 Die Steuerkonsole dcnthc ksh
Die Konguration und Steuerung von dcnth erfolgt mit Hilfe eines kleinen Konsolenpro
gramms namens dcnthc ksh Dabei ist es m

oglich alle durch ein Netz erreichbare Rechner
in einer einzigen dcnthc kshSitzung auf einfache Art zu manipulieren




















env Anzeige der dcnthUmgebungsvariablen
exitquit Verlassen von dcnthc ksh
help Anzeige des Men

us
int Erstellen einer Intervalldatei
log Anzeige der globalen Logdatei
ps Anzeige des lokalen dcnthdProzesses
restart Stoppen und Starten von dcnthd
set Einstellung der Rechnerumgebung
setup Initialisierung der Rechner
start Starten der Berechnung
stop Stoppen der Berechnung
top Kontrolle konkurrierender Prozesse
   Verteilung
Funktionsweise Nach dem Start ist dcnthc ksh zun

achst auf den lokalen Rechner ein
gestellt dh alle auszuf

uhrenden Aktionen sind auf diesen Rechner beschr

ankt Durch
set Rechnernamen kann jede beliebige Teilmenge aller verf

ugbaren Rechner eingestellt
werden set all setzt dabei alle verf

ugbaren Rechner Nach Setzen der Rechnerum
gebung werden alle Aktionen auf den hinter set angegebenen Maschinen durchgef

uhrt
Dabei ist eine Netzwerkerreichbarkeit vorausgesetzt dh auf standaloneRechnern wird
das Kommando set nie ausgef

uhrt
Die einzelnen Kommandos f






Rechnern vorhandenen Shellskripte via telnetrlogin bzw der sichereren Version ssh
Zu den einzelnen Kommandos von dcnthc ksh
addarch f

ugt eine Architektur zB sun hinzu Folge Im Verzeichnis configdefaults
entsteht ein Unterverzeichnis in das zun

achst die Dateien aus configdefaultsgeneric
kopiert werden droparch l

oscht dieses Verzeichnis wieder
addhost f

ugt einen Rechner hinzu Folge Ein Unterverzeichnis f

ur diesen Rechner wird
im Verzeichnis run angelegt und alle Dateien aus dem f













at aber die Grund
konguration clean ist w

ahrend einer laufenden Rechnung gesperrt
conf dient der Konguration von Rechnern Dabei werden Laufzeiten zB nur nachts und
am Wochenende gesetzt die Priorit

at des Rechenprozesses deniert und die H

augkeit
des Aufrufs des Kontrollprozesses festgelegt Eine Rekonguration ndet ebenso mit conf
statt
int erzeugt ein Teilintervall da je nach Denition in der Datei dcnthhosts siehe unten
entweder im globalen Verzeichnis run oder im lokalen runRechnername liegt
Der Zweck von setup ist die Neuverteilung der dcnthdProzesse aus den Architekturver
zeichnissen auf die einzelnen Rechner nach Ver

anderungen der Quellen setup ist w

ahrend
einer laufenden Rechnung nicht m

oglich
startstop startetstoppt die Berechnung auf allen durch set eingestellten Rechnern
durch Installation bzw Deinstallation der crontabs
top f











onnen so leicht aufgesp

urt und beendet werden
 Das Steuerprogramm	Paket dcnth  
  Die Dateien  dcnth und dcnthhosts
dcnth enth

alt zwei wesentliche Kongurationsdateien
 DCNTHHOME dcnth Die Datei  dcnth wird von jedem einzelnen dcnthShellskript als
erstes ausgef

uhrt In  dcnth werden alle wichtigen Verzeichnis und Dateinamen ermittelt
einige Shellfunktionen deniert sowie Betriebssystemversionsspezische Kommandos be
schrieben





die im entsprechenden Teilnetz an einer Rechnung beteiligt sind Der Aufbau einer Zeile




Das IntervalldateiFlag gibt dabei an ob die entsprechende Maschine eine eigene Inter
valldatei besitzt oder eine Datei mit anderen Rechnern teilt
In den folgenden Abschnitten werden die Vor und Nachteile der verschiedenen Kongu
rationen zusammengefat
   dcnth im Netz mit NFS
Der Vorteil von Rechnern mit gemeinsamem Plattenzugri liegt vor allem darin be
gr






oglicht dabei konkurrenten Zugri Dar

uber hinaus mu dcnth nur einmal gespeichert
und konguriert werden Ein abschlieendes Sammeln entf

allt
Der Nachteil gemeinsamer Daten ist die Abh

angigkeit aller Rechner vom NFS Server
rechner Ein Ausfall bedeutet hier die Blockade aller Rechnungen
  Vernetzte Systeme ohne gemeinsamen Speicher
Rechner auf die

uber das Netz zugegrien werden kann k

onnen entsprechend von einer
einzigen Stelle aus konguriert und gesteuert werden Die abschlieende Sammlung von
Logbuchdateien kann recht einfach

uber Programme wie ftp erfolgen
Allerdings mu mangels gemeinsamen Speichers jeder Rechner eigene IntervallDateien
besitzen Die Erstellung dieser Dateien kann wiederum von jedem Rechner im Netz remote
erfolgen
   Verteilung
  dcnth auf Standalone	Rechnern
StandaloneRechner sind netzunabh

angig und daher v

ollig autark Allerdings mu je
de beteiligte StandaloneMaschine separat konguriert und gesteuert werden Ein noch
gr

oerer Nachteil liegt dabei in der Schwierigkeit der Sammlung von Resultaten wenn
diese aus relativ groen Datenmengen bestehen Dieses Problem ergab sich zB bei der





dcnth hat sich in der Praxis als sehr bequemes Hilfsmittel zur Steuerung verteilter Rech






  Erstellung einer graphischen Ober

ache







  Automatische Erholung von dauerhaften Rechnerausf

allen
  Automatische Neuverteilung von Teilintervallen
  TeilAutomatisierung der Sammlung von Daten nach Ende
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