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ABSTRACT 
The Achilles Tendon (AT) is described as the largest and strongest tendon in the human 
body. As for any other organs in the human body, the AT is associated with some medical 
problems that include Achilles rupture and Achilles tendonitis. AT rupture affects about 1 in 
5,000 people worldwide. Additionally, AT is seen in about 10 percent of the patients 
involved in sports activities. Today, ultrasound imaging plays a crucial role in medical 
imaging technologies. It is portable, non-invasive, free of radiation risks, relatively 
inexpensive and capable of taking real-time images. There is a lack of research that looks into 
the early detection and diagnosis of AT abnormalities from ultrasound images. This 
motivated the researcher to build a complete system which enables one to crop, denoise, 
enhance, extract the important features and classify AT ultrasound images. 
The proposed application focuses on developing an automated system platform. Generally, 
systems for analysing ultrasound images involve four stages, pre-processing, segmentation, 
feature extraction and classification. To produce the best results for classifying the AT,  
SRAD, CLAHE, GLCM, GLRLM, KPCA algorithms have been used. This was followed by 
the use of different standard and ensemble classifiers trained and tested using the dataset 
samples and reduced features to categorize the AT images into normal or abnormal. Various 
classifiers have been adopted in this research to improve the classification accuracy.  
To build an image decisional system, a 57 AT ultrasound images has been collected. These 
images were used in three different approaches where the Region of Interest (ROI) position 
and size are located differently. To avoid the imbalanced misleading metrics, different 
evaluation metrics have been adapted to compare different classifiers and evaluate the whole 
classification accuracy. The classification outcomes are evaluated using different metrics in 
order to estimate the decisional system performance. A high accuracy of 83% was achieved 
during the classification process. Most of the ensemble classifies worked better than the 
standard classifiers in all the three ROI approaches. The research aim was achieved and 
accomplished by building an image processing decisional system for the AT ultrasound 
images. This system can distinguish between normal and abnormal AT ultrasound images. In 
this decisional system, AT images were improved and enhanced to achieve a high accuracy 
of classification without any user intervention. 
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 – INTRODUCTION AND MOTIVATION Chapter 1
 
The introduction chapter aims to present the main themes of the study, contextualise the research and 
introduce the aim, objectives and the study structure. In addition, it presents a quick and concise 
overview of the most important aspects relevant to the subject of the study. 
 
1.1 Introduction 
Images play an important role in various aspects of our lives. Unfortunately, the human eye 
cannot extract some of the finest details in images which sometimes play a significant role in 
understanding their contents. With the current developments in computer processing capabilities, 
analysing and understanding these images, more importantly extracting their features, became more 
efficient and a routine task. Digital image processing is concerned with the automatic extraction of 
information from images using different computer programs. Image processing algorithms can perform 
different mathematical operations to extract the details needed to analyse and interpret digital images 
that are used in different applications and various domains. Television, photography, pattern recognition, 
robot vision, industrial applications and medical diagnosis are some of these important applications. 
Computers play an important role in all types of clinical image processing and are considerably more 
accurate in diagnosing diseases. For this reason, developing efficient algorithms and techniques for 
medical applications is the major concern for automatic analysis of medical images. There are many 
advantages in using computers in the medical field especially in diagnosis, surgery, and treatment 
planning. These include diagnosing diseases and early detections of the patients’ conditions, improving 
the likelihood of recovery and avoiding complications. They also reduce the overall cost of treatment 
and in some instances, shorten the recovery time. There are different medical imaging models that 
include Magnetic Resonance Imaging (MRI), Computed Tomography (CT), Ultrasound (US) and X-
rays. Each has a different purpose and uses different kinds of instruments.  
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1.2 Background 
1.2.1 Ultrasound Imaging 
Ultrasound, also called sonography, is one of the most broadly used imaging technologies in 
medicine. Sound waves are utilized to produce images of tissues and structures within the human body. 
Besides its availability and the relative ease of use, imaging is real-time and free of harmful radiation; it 
is portable and relatively inexpensive in comparison with the rest of imaging modalities, such as MRI 
and CT (Michailovich & Tannenbaum, 2006). Ultrasound offers excellent imaging of the soft tissues of 
the human body. The US utilizes a powerful magnetic field and radio waves to generate images of 
tissues, organs and additional structures within the human body that can be saved as digital images on a 
computer system. Pregnant women are typically instructed not to have MRI scans, with the exception of 
urgent situations. Furthermore, patients who have metal implants such as cochlear implants and cardiac 
pacemakers are instructed to avoid MRI scans because of the impact of the great magnetic field and 
strong radio frequency pulses (Dempsey, Condon, & Hadley, 2002). CT may be performed on any part 
of the human head and body. It has the ability to provide clear images of bones and tissues including 
muscles, organs, large blood vessels, the brain and nerves. The CT scans use X-rays, which are a form of 
radiation. Subjections to vast amounts of radiation are connected to the development of cancer or 
leukaemia usually after many years (Dempsey et al., 2002). Therefore, ultrasound imaging has been 
shown to be a safe procedure. It can be used to determine tissue or muscle injuries, and tendon tears due 
to sport related injuries. Ultrasound imaging is shown to detect important details in tissue pathology 
when used in clinical investigation (Minin & Minin, 2011). 
Ultrasound uses a transducer to emit waves to deeper structures. A transducer is a small hand-
held device used to perform the ultrasound scanning. It sends out inaudible high-frequency sound waves 
typically in the 2–10 MHz range (Wolbarst, Capasso, & Wyant, 2013). At the examination, the 
radiologist slides the transducer over the patient's skin. The probe produces sound waves at high 
frequencies into the respective body part and receives the echoes. The average speed of the ultrasound 
signal in human tissues is 1500 m/s. The depth of the sound waves penetrates the organs, and the 
resolution of the image is determined by the sound waves emitted by the frequency. By measuring the 
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returning echoes, it is possible to determine the object size, shape and nature (Chan & Perlas, 2011). The 
image shape displayed on the screen depends on the tissue density and the intensity of the reflected 
echoes. Not all the transmitted ultrasonic waves that travel through the tissues are reflected as echoes 
due to some of them being scattered. Actually, the tissue property determines the amount of echo 
reflected back to the transducer (Kaur, 2013). Due to the ultrasound waves absorbed by the tissues, the 
travelling waves become weaker and weaker, that is what causes noise during the acquisition stage 
(Ragesh, Anil, & Rajesh, 2011). Reflection, scattering and refraction form the interaction between the 
ultrasound device and different body organs. The reflection depends on the tissue type and structure. 
Each biological tissue has a different acoustic impedance which is a measure of the degree to which the 
medium impedes the sound waves (Minin & Minin, 2011). Higher spatial resolution in ultrasound 
images needs short pulses to distinguish between image objects and nearby boundaries to avoid overlap. 
However, the lack of clarity in ultrasound images makes them difficult to be interpreted. This problem 
needs to be addressed in order to refine and improve images, so it is easier to diagnose the patient's 
condition without having to wait a long time to get an expensive MRI, or exposure many times to X-
rays. 
1.2.2  Ultrasound Techniques 
Ultrasonography transducers (or probes) hold numerous various piezoelectric crystals which are 
interconnected electronically and vibrate because of the applied electric current. The applied voltage 
causes an alteration in piezoelectric crystals surface and changing its thickness. These vibrations in their 
thickness are converted into mechanical energy inducing oscillations in piezoelectric crystals which are 
transmitted as ultrasound waves (Lutz & Buscarini, 2013). 
There are four different ultrasound modes that are used in medical imaging. The first mode is the 
Amplitude Modulation (A-Mode), which is used to estimate the depth of an organ or assess the organs 
dimensions. The reflected sound impulses are shown on display like spikes of different heights. The 
distance between these heights determines the time spent by the sound wave to reflect to the transducer, 
and the heights determine the intensity of the returning impulse. The second mode is the Brightness 
Modulation (B-Mode), which is the most frequently used ultrasound mode by clinicians. The brightness 
is used to represent the echoes corresponding to the intensity of the echo signal. The position of the 
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transducer determines the position of the echo on display, where the time delay from the pulse 
transmission determines the bright dot and the horizontal position be determined by the location of the 
receiving transducer. By moving the transducer across sections of the body, it produces a sweep of the 
ultrasound beam and tomographic scan.  The organ’s tissues and boundaries are represented and 
constructed from the echoes which are generated by the reflection of the ultrasound waves. B-mode has 
a wide range of applications including imaging of the foetus, kidneys, liver, breasts, prostate and tendons 
(Szabo, 2004). The third mode is the Motion Modulation (M-Mode), which reflects the movement of 
structures over time. It is used for detecting and recording the temporal changes in echoes and provides a 
mono-dimensional view of the heat. The M-mode is commonly used in echocardiography for measuring 
the wall thickness and the heart rate (Szabo, 2004). Finally, the Doppler mode is used to measure and 
visualise the blood flow. The shift in frequency is calculated to trace the velocity of the blood and 
whether it is moving towards or away from the transducer. The Doppler shift can be either positive when 
the flow’s direction is toward the probe, or negative when the flow moves away (Shung, 2015). Its 
applications are useful particularly in cardiovascular studies. 
1.2.3  The Achilles Tendon 
The Achilles tendon, which is also called the calcaneal tendon, is a tough band of fibrous tissue 
which joins the calf muscles to the heel bone calcaneus (Barfod, 2013). It originates in the middle of the 
lower leg at the confluence of the tendons of the gastrocnemius and soleus muscles at the gastro-soleus 
junction (Nunley, 2009). It is the common tendon of the gastrocnemius and soleus muscles and gives 
their attachment to the calcaneus, as shown in Figure 1.1. The muscle fibres are 6-8 cm long, making 
them capable of explosive contractions used for jumping and running (Barfod, 2013). The measurement 
lengthwise of the conjoined tendon is approximately 10 to 15 cm, while the gastrocnemius component is 
estimated to range from 11 to 26 cm, and that of the soleus element is approximated to range from 3 to 
11 cm (Nunley, 2009).  
The AT has been described as the largest and strongest tendon in the human body and is liable to 
tensile forces of around 12.5 times the body weight during sprinting and 6 to 8 times the body weight 
when performing athletic activities like jumping or cycling. AT plays an essential part in the foot 
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movement and its flexibility. As for any other organ in the human body, the AT is associated with some 
medical problems that include Achilles rupture and Achilles tendonitis. 
 
Figure  1.1: The anatomy of the AT  
(Barfod, 2013) 
The AT rupture symptoms occur due to the sudden increase of repetitive activity when the tissue 
that links the calf muscle to the heel bone tears. According to (Nunley, 2009), AT rupture affects about 1 
in 5,000 people worldwide and most frequently (80% to 90% of cases) takes place 2 to 6 cm proximal to 
its calcaneal insertion. The incidence of proximal ruptures at the musculotendinous junction is about 
10% to 15%. Despite having no AT rupture symptoms, most people experience pain and the inability to 
bend their foot or stand on their toes on the injured leg. Achilles tendonitis is found in about 10% of 
runners. However, it is also found in dancers, gymnasts, and tennis players (Barfod, 2013). According to 
(Mazzone & Meccue, 2002), Achilles tendonitis has symptoms such as ache on the back of the heel, 
difficulty walking and the pain may lead to walking being unbearable, swelling, tenderness and warmth 
of the AT.  
Whilst reports of AT diseases are fairly extensive needs to have a better understanding of the 
tissue structure and develop better approaches to diagnosis, and prevention of future injuries. Doctors, 
after testing the lower leg, may need to perform a US scan that utilizes sound waves to create a picture 
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of the leg from inside. AT can be easily seen when the transducer is placed longitudinally to the tendon 
fibres where the normal AT is equally thick or to some extent thickened (Öhberg, 2003). 
1.2.4  Ultrasound Examination of the Achilles Tendon 
Surgeons use ultrasound examinations as a fast and efficient way to diagnose AT disorders. For 
optimal results, the AT should be scanned in longitudinal and transverse planes. Normal ATs show 
uniformity in their echogenicity and thickness with an organised fibrillar ultrastructure in their 
longitudinal position as shown in Figure 1.2. In contrast, in the transverse plane, the interior concave 
should be flat as shown in Figure 1.3.  
 
Figure  1.2: Longitudinal ultrasound image of normal Achilles tendon is  
demonstrating parallel echogenic fibres (arrows). Anisotropy is seen in the insertional 
fibres, which are no longer perpendicular to the ultrasound beam (small arrows). 
(Courtesy of Kathryn Stevens, MD.) 
 
 
Figure  1.3: Transverse ultrasound images of a normal Achilles tendon, 
probe oriented at 90º to the tendon presenting a normal oval echo-bright tendon 
(arrowheads) (Bleakney, White, & Maffulli, 2007) 
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Injuries occurring on the AT are mainly due to over-exercising by young adults or overuse in 
elderly patients. Tendinosis appears as a swelling of the tendon with pain at the posterior heel and calf 
area. Tears of AT most likely happen 2 – 6 cm proximal to the calcaneal insertion (Maquirriain, 2011).  
A partial and full tear could happen to the AT as shown in Figure 1.4, where in partial tears the 
tendon remains linked to the calf muscle, while with complete tears the tendon is entirely disjoint and 
detached from the calf muscle and the patient is unable to point their foot downward (Mazzone & 
Meccue, 2002). Table 1.1 shows most rupture sources during exhausting physical activities. 
 
Figure  1.4: Ultrasound image of complete tendon tear showing the gap in the tendon  
(*)  and the torn tendon ends (solid arrows) (Bleakney et al., 2007) 
 
Table ‎1.1 Activities related to Achilles injuries 
Tendonitis Achilles rupture 
Cross-country running Football 
Track and field Baseball 
Walking Basketball 
Cycling Softball 
Construction work Tennis 
 Racquetball 
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1.2.5  Medical Image Processing Stages 
The general model that researchers follow in medical image processing is summarised in Figure 
1.5. This model will be adapted to suit the needs of the current research. Its integration in the overall 
research methodology will be described in chapter 4. A summary of the different phases of this generic 
model will be presented in the following sub sections. 
Image Acquisition
Classification 
Evaluation
Image Pre-Processing
Image Segmentation
Determining ROI
Feature Extraction
Feature Reduction/
Selection
Image Classification
 
Figure  1.5: The general model in medical image processing 
 
1.2.5.1 Pre-Processing 
Various medical images suffer from the presence of noises, which hide some of their features 
and make the images generally difficult for the non-specialist to interpret so that often they might not be 
able to make decisions based on the images easily. The major challenges with ultrasound images are the 
presence of low contrast in images and interference with speckle noise (Cheng, Shan, Ju, Guo, & Zhang, 
2010). Speckle makes the visual inspection and interpretation tricky. It results in a degradation of the 
image quality. Therefore, the task of the image pre-processing stage is to decrease speckle noise whilst 
9 
 
maintaining the vital features of AT images for diagnosis. De-speckling accomplished by various linear 
or nonlinear filters. Then, smoothing and sharpening details are carried out on the image to remove 
speckle noise and enhance edges at the same time. The goal of image enhancement techniques is to 
improve image contrast and brightness. This will lead to the enhancement of the overall appearance and 
will increase the efficiency of the image segmentation and classification processes.  
1.2.5.2 Image Segmentation  
Image Segmentation plays a vital role in many biomedical image applications because it 
represents the foundation for the remaining stages. Any shortage occurring at this stage will affect the 
following stages. Segmentation can be used in subdividing the objects in an image and separating 
different tissues from each other. Several algorithms are used for image segmentation; however, there is 
not a single one that can be considered to be superior due to different conditions and constraints. 
Successfully segmenting a medical image, allows focusing more precisely on the Region of Interest 
(ROI), which may improve the computational time especially on large medical datasets. Due to the 
complex nature of ultrasound images, segmentation is one of the most difficult tasks. However, to 
accomplish segmentation, there are many methods. The thresholding segmentation technique is based on 
distinguishing the interested object from the background by selecting an adequate threshold value. In 
contrast, the region-based and edge-based approaches’ goal is to gather pixels with similar properties 
(C.-m. Chen, Lu, & Lin, 1999).  
Pre-processing images using different types of filters is necessary to perform meaningful 
segmentation. Sometimes normalising the histogram of the image to proper distribution is followed by a 
filter to decrease the speckle noise and to enhance the features. For non-heavy working load, there is a 
simple way for image segmentation by allowing the user to identify the object boundary manually (Li, 
Chui, Chang, & Ong, 2011). According to (Li et al., 2011), semi-automatic computerized systems are 
used to allow the radiologist to adjust the segmentation parameters for optimal performance. Therefore, 
a robust model is needed to assist radiologists to locate the suspicious areas (Cheng et al., 2010). On the 
other hand, automatic segmentation in ultrasound images is a non-easy task as ultrasound images are 
complex in nature and deteriorated with speckle noise which makes the feature extraction phase 
sometimes more difficult. 
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1.2.5.3 Extracting Features 
Extracting image features plays a crucial role in image classification in general and in this 
research in particular as it provides the crude data for the subsequent stages. Feature extraction is a 
special form of dimensionality reduction. It is performed after the pre-processing phase in an image 
processing system by separating the irrelevant attributes from the relevant ones. Feature reduction 
provides a mean for choosing the features which are best for classification, based on various criteria. It 
uses a classifier to recognize the selected features (Kumar & Bhatia, 2014). The decision as to whether 
the AT is normal or abnormal relies mainly on the features extracted during this stage. Many 
methodologies have been proposed to analyse and identify textures in an automated fashion (Mittra & 
Parekh, 2011). Most image features have been constructed on the basis of histogram and texture features 
(Tian, 2013). There are many techniques that have been introduced to extract texture features. They are 
generally classed into spatial texture feature extraction methods and spectral texture feature extraction 
methods based on the domain that texture is extracted from (Tian, 2013). 
1.2.5.4 Features Reduction 
The problem with extracting different kinds of texture features is the complexity caused by 
feature space dimensionality. Therefore, reducing the dimensionality of features is very important. 
However, dimensionality reduction should be done in such a way that only descriptive dimensions are 
kept. In the context of data reduction, there are several linear and nonlinear techniques available. Non-
complex linear data methods, including Principal Component Analysis (PCA) and Linear Discriminant 
Analysis (LDA), were used for years as dimensionality reduction methods. However, these techniques 
cannot handle successfully nonlinear representation of data (Maaten, Postma, & Herik, 2009). Recently, 
several nonlinear techniques for dimensionality reduction have been proposed (Maaten et al., 2009). 
Kernel PCA is the nonlinear reformulation technique for the traditional PCA. It embeds the data into a 
high dimensional space known as the feature space. In order to solve the high-dimensional mapping 
problem, the kernel trick was used. In medical image processing KPCA has been used to analyse the 
blood cells’ characteristics and extract their general characteristics (Kim, Kim, Song, & Park, 2000). In 
(Tongsen & Ting, 2007) KPCA was used to reveal the distribution of the liver cancer cells in the B-
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SCAN ultrasound image. It reaches a high level of accuracy and detects liver cancer and resists the 
confusion of noise. 
1.2.5.5 Classification 
Medical images classification is a very important stage; its objective being not only to reach a 
good level of accuracy but also to decide which part of the image is affected more than the others, in 
order to help the clinicians in their early diagnosis of the diseases. In texture classification, the objective 
is to assign an unknown sample image to one of a set of known texture classes. All the methods and 
processes that are taken in pre-processing, partitioning the image, extracting the texture features and 
selecting the most dominant features affect the classification process and results. The image set is 
divided into training and testing sets to estimate the performance of the classifiers. The n-fold approach 
is used to split the images into N disjoint sets, where the N-1 works as training and the Nth set are used 
for testing. The first phase of classification is training the classifier using a data set to determine the best 
set of features. The second phase is testing, where unknown data are given to the classifier for actual 
classification (Minavathi, S, & Dinesh, 2012). There are many techniques for the texture classification 
process. Non-parametric classifiers such as SVM, k-NN, and DT are used to improve classification 
accuracy. Choosing the good classifier affects the result, and for this reason, different classifiers are 
adapted, and through their results, the performance for each of them can be evaluated.  
1.2.5.6 Classifiers Evaluation 
The classification evaluation or post-classification stage is to measure the efficiency of the 
system. To estimate the efficiency and validity of the results, various techniques are used to evaluate 
their performance. Confusion matrix tables and ROC curves which show graphically all the approaches’ 
results from various kinds of classifiers (Spackman, 1989). The confusion matrix is in dimension D x D 
where D is the number of classes. In this matrix, the number of True Positive (TP), meaning the samples 
that are abnormal and the test claim that they are abnormal. If some are normal because they have 
certain medical problems and classified by the test as abnormal, these are called False Negative (FN). 
There are some cases where they are abnormal and classified as normal – this is called False Positive 
(FP). Finally, when the images are normal and the test says that they are, this is called True Negative 
(TN). On the other hand, ROC curves are two dimensional graphs highlighting the relationship between 
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true positive rates on the Y-axis and false positive rates on the X-axis. The Area Under the ROC Curve 
(AUC) is often used to measure the quality of the classification model. Any realistic classifier has AUC 
between 0.5 and 1 (Fawcett, 2006). Random classifier has an AUC less than 0.5, while AUC for the 
perfect classifier is equal to 1.  
1.3 Importance of the Study 
This study, which is the first of its kind to deal with the AT ultrasound images, will benefit and 
use the information provided by health experts to distinguish between normal and abnormal AT. By 
building an image processing decisional system, this will help non-experts in the medical field to detect 
early the different diseases. This process will save time and effort on patients instead of waiting on long 
queues to be seen by experts. Such systems will be more useful in initial diagnosis, especially in remote 
villages where sometimes it is rare to find radiologist experts. 
1.4 Motivation for the Study 
Achilles tendon is considered as one of the most frequently injured tendons in the human body 
(Wren, Yerby, Beaupré, & Carter, 2001). High-resolution ultrasound is a suitable imaging tool for the 
initial inspection of AT. Because AT has a superficial structure, it is accessible by high-resolution 
ultrasound to provide more detailed images (Ying et al., 2003). According to (Fox et al., 1975) most of 
AT ruptures occur 2-6 cm above the heel bone and this is probably happening because the vascularity of 
the tendon in that area is decreasing (Lantto, 2016). This rupture affects about 1 in 5,000 people 
worldwide mostly during sports exercises or by stepping in a hole. Medical image processing has grown 
rapidly in recent years and contributed to the speed and accuracy of disease detection.  
Ultrasonography is very widely used in medicine for diagnosis, as it offers real-time, portable 
and non-ionizing imaging capabilities. Ultrasound imaging has been shown to be a safe procedure in 
comparison to the other models and has considerable advantages when used in clinical procedures 
(Nunley, 2009). In addition, it can assist the clinician in deciding the proper pathological process, as 
well as the location of anomalies, reaction to treatment and assessment of the whole treatment plan. 
Many patients’ lives are rescued due to early detection of different tumours in the brain, breasts and 
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other various internal organs. Discriminating between normal and abnormal cases is important to avoid 
unnecessary medical procedures such as surgery for the normal cases (Valentin et al., 2005). Thus, there 
is a critical need to develop a software model to detect the most important ROI of the AT ultrasound 
images and decide whether they are normal or abnormal. 
1.5 Problem of the Study 
AT is one of the most affected tendons in the human body (Wren et al., 2001). High-resolution 
ultrasound is a suitable imaging tool for initial inspection of AT. There are various medical imaging 
models where ultrasound is the most applied in the medical field. Unfortunately, the human eye cannot 
extract some of the finest details in the ultrasound images that sometimes may have an essential part in 
understanding the contents of the image.  
As far as I know, there is a lack of studies and research that attempted to early detect and 
diagnosis for AT illness from US images. Moreover, the problem is exacerbated by the high cost of 
treatment by using different medical imaging models and length of recovery time and complications for 
many patients.  Such problems occur in the initial diagnosis, especially in remote villages where 
sometimes it is rare to find radiologists as well as waiting for a long time to be seen by experts. Thus, 
there is an urgent need to develop a software model to detect the most important ROI for AT ultrasound 
images to be used to determine whether they are normal or abnormal. 
1.6 Aim and Objectives 
This study aims to develop a robust model that visually improves analyses and effectively 
classifies AT ultrasound images. This would provide medical doctors and other health professionals with 
discriminative visual characteristics, which will help them to diagnose better and consequently reach the 
right decisions as to whether the AT is normal or abnormal. 
The main objectives of this study can be expressed as follows; 
1. To identify and extract the most relevant features and information from AT ultrasound images. 
2. To use the extracted features to classify specific characteristics of the AT image. 
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3. To determine the discriminatory ability of the textural features used in this research. 
4. To investigate the influence of the ROI size on the classification accuracy.  
5. To distinguish the ROI part from different image parts. 
1.7 Methodology 
In this research, machine learning techniques will be used to develop some approaches, in order 
to automatically distinguish between normal and abnormal tissues in AT ultrasound images. In addition, 
images will be pre-processed using appropriate de-noising and enhancing algorithms. Statistical-based 
texture features are used as they are one of the most widely used in medical image analysis (Holli et al., 
2010). First and second-order description statistics are applied to extract various texture features. Grey-
Level Co-occurrence Matrix (GLCM) and Grey Level Run-Length Matrix (GLRLM) are employed in 
this stage to extract various features. In order to overcome the dimensionality problem and reduce the 
features’ dimensionality, the nonlinear technique Kernel Principal Component Analysis (KPCA) is used. 
Various classifiers will be tested in order to determine the most appropriate one for our application 
based on the final results. Finally, the used methods in each stage are evaluated in the evaluation stage 
using different evaluation metrics. 
1.8 Contributions 
The overall contribution of this thesis is to perform a deep research study in enhancing and classifying 
ultrasound images of the AT. 
The following are the specific contributions of this research: 
1. Developing a new system that is first for AT to determine the most appropriate ROI and classify 
ultrasound AT images without user intervention. 
2. Identify a set of features that are specific to AT to obtain better classification accuracy. 
3. Identify the best approaches to detect the ROI in ultrasound AT images. 
4. Developing a new approach to identify the ROI automatically from the measures that are used by 
the radiologist to identify the region that is more likely to be affected by AT abnormality. 
5. Evaluate the influence of imbalanced AT ultrasound dataset on the classification accuracy using 
standard and ensemble classifiers 
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1.9  Thesis Structure 
The proposed study consists of six chapters; this is based on ultrasound and their contribution in 
the diagnosis of the AT medically. Where this chapter (introduction), aims to present the main themes 
in this study, contextualise the study and introduces the study problem, main aim, objectives and 
structure of the thesis.  
● Chapter 2: Background 
This chapter seeks to elaborate on the major topics that are linked to this study that includes AT 
anatomy and will focus on a definition of ultrasound imaging, ultrasound principles and ultrasound 
usage and importance in the medical field as well as ultrasound techniques for AT. In addition, this 
chapter will discuss how ultrasound techniques help in the field of medicine 
● Chapter 3: Literature Review 
The purpose of this chapter is to address past literature and previous researches and studies that 
are relevant to AT and Ultrasound and their contribution to the diagnosis of the AT medically. 
● Chapter 4: Research Methods, Experiments setting and Analysis 
This chapter presents the ways, steps and mechanisms that are related to the methods used and 
approaches applied and include the justification and explanation of the evaluation metrics adopted. 
● Chapter 5: Results and Discussion 
This chapter focuses on the key findings achieved in this research with a deep discussion of the 
results obtained.  
● Chapter 6 Conclusion and recommendations for future work will be explored in this chapter.  
1.10 Summary 
This chapter focused on the main aim of the study “to develop a robust model that visually improves, 
analyses and effectively classifies AT ultrasound images” and the objectives of the study. In this chapter, 
some principal topics that are relevant to the study have been explained. In addition, this chapter focused 
in brief on the general models that the researcher will adopt in this study to suit the needs of the current 
research.  
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 - BACKGROUND Chapter 2
 
This chapter aims to elaborate on the major topics that are linked to this study and includes the AT 
anatomy. It will focus on the definition of ultrasound imaging, ultrasound principles, ultrasound usage 
and importance in the medical field and the ultrasound techniques for the AT 
 
2.1 Introduction 
The purpose of this chapter is to elaborate on the key topics that are related to this study mainly 
on the AT anatomy, its abnormalities and treatments. As ultrasound images are used in this research, we 
will proceed with the principles of performing an ultrasound examination and how it reacts with human 
tissues. We will then discuss how ultrasound techniques contribute to the field of medicine and elaborate 
on the difference between normal and abnormal AT ultrasound image from a radiologist’s perspective. 
2.2 The Achilles Tendon 
The AT is the body’s largest and strongest tendon. It connects the calf muscle of the leg to the 
calcaneum that makes the heel of the human foot. This helps to raise the feet up while walking and 
assists in running as well as tiptoeing. AT has the ability to transfer a force that is three fold greater than 
the body’s weight when running. This provides a demonstration of the force that the body handles, 
which is approximately half the body’s weight (Alexander, Ker, Bennet, Bibby, & Kester, 1987). This 
tendon is also one of the most common sites of injuries in the body (Pang & Ying, 2006). AT injuries 
are associated with poor ankle flexibility and strength and overusing the muscle. This muscle is also 
seen to be linked to medical issues like tendon rupture as well as the inflammation of the tendon called 
tendonitis. The tendon rupture is seen in men taking part in sports in the age groups of 30 to 40. The left 
side of the AT is more prone to damage than the right side (Hattrup & Johnson, 1985). It has the 
tendency to occur in about 18 in 100,000 people (Gebauer et al., 2007).  
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The area where the AT ruptures occurs is about 2 to 6 cm from the calcaneum. This place has the 
smallest cross-section area as compared to the rest of the tendon (Wren, Lindsey, Beaupré, & Carter, 
2003). The area where the tendon becomes inserted is capable of bearing higher strains as compared to 
the whole tendon. Treatment of acute AT ruptures can generally be classed as either operative or non-
operative. The operative treatment is done mostly in athletes, young adults and fit patients. Percutaneous 
operative treatment is preferred in patients who tend to avoid the open surgery. The non-operative 
modality is chosen for elderly patients (Bossley, Martinelli, Maffulli, & Raisbeck, 2000). 
2.2.1 Anatomy 
AT is the aponeurosis of both the gastrocnemius muscle as well as the soleus muscle that is 
inserted to the calcaneum. The AT, as illustrated in Figure 2.1, is seen to be formed by the soleus muscle 
fibre as it gets inserted into the anterior portion at the end. When walking downhill, these fibres turn and 
twist on themselves as the medial side of the fibres gets inserted on the lateral side of the calcaneum 
bone (Logan & Rowe, 1995).  
 
Figure  2.1: Right leg and ankle, posterior view with the ankle plantar flexed 
(Logan & Rowe, 1995) 
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The soleus muscle originates from the posterior aspect of the tibia, and the gastrocnemius 
originates from the distal part of the femur from the posterior aspect. The strategy behind the insertion of 
the gastrocnemius muscle is to assist while extending the knee and the soleus muscle to be effective 
while flexing the knee. The tendons from both muscles coalesce just distal to the musculotendinous 
junction to form the AT. This aponeurosis then has the tendency to rotate at 90 degrees shifting the 
gastrocnemius muscle towards the lateral side (Hamid, 2011).  
The tendon gets its blood supply from the arteries and veins that are passing through the 
paratenon. The major bulk of the blood supply is from the posterior tibial artery (I. Ahmed, Lagopoulos, 
McConnell, Soames, & Sefton, 1998). These blood vessels pierce the mesotendon and supply blood to 
the tendon (Kader, Mosconi, Benazzo, & Maffulli, 2005). The middle part of the tendon is relatively less 
vascularised as compared to both of the ends of the muscle. It is one of the main reasons why the tendon 
ruptures about 2-6 cm above the calcaneus. The proximal part of the muscle is complimented by the 
arteries and veins already supplying the muscle bellies from the endotenon (Langberg, Bulow, & Kjar, 
1998). The tendon and its bursa are protected from injuries and trauma by the help of Karger’s fat pad 
that lies at the posterior part of the heel bone (Figure 2.2). 
 
Figure  2.2: Medial view of the foot and ankle, left 
(Bjur, 2010) 
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The muscle fibres are supported and kept in place by fibrous, connective tissue covered by the 
help of endotenon (Figure 2.3), in which small blood vessels and lymphatic vessels and to an extent 
nerves are harboured, analogous to the situation in the paratenon. This gives them a free space to slide 
over each other (Ajis, Maffulli, Alfredson, & Almekinders, 2007). The number of nerve fibres in a 
tendon has yet been unknown. 
 
 
Figure  2.3: Tendon ultrastructure organization of collagen  
compounds from tropocollagen to the whole tendon. (Bjur, 2010) 
2.2.2 Achilles Tendon Abnormalities 
AT disorders are mostly occurring to the muscle as well as the degenerative changes that take 
place in a muscle. Tendon rupture occurs mostly 2-6 cm before its insertion in the calcaneum bone. 
Diseases of the tendons include tendinosis, partial and full tear of the muscle fibre. It occurs when the 
muscle is overused by both adolescents as well as adults (Mazzone & Meccue, 2002). In ultrasound 
assessment of the tendon, the tendon is mostly found to be thick and hypogenic. Earlier investigations 
show the thickness of tendon ranges from 7 to 16 mm as seen in patients with tendinopathy (Fornage, 
1986).  
2.2.2.1 Tendinosis 
The inflammation of the AT is seen in about 10 percent of the patients who are athletes, dancers, 
tennis players, runners as well as in gymnasts ((James, Bates, & Osternig, 1978), (Brukner, 1997)). AT 
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tendonitis is the inflammation of the AT as illustrated in Figure 2.4. It occurs because of overuse of this 
muscle in the adolescents who practice sports as well as in those who are not involved in sports (R. R. 
Bleakney & White, 2005). The symptoms that the patient presents with are a pain at the base of 
calcaneum, change in gait because of tenderness at the base of the heel as well as difficulty in walking, 
swelling as well hyperaemia at the AT. The treatment options offered to the patients limit the activities 
that will cause pain and will worsen the condition, suggesting the patients to rest, prescribing 
Nonsteroidal anti-inflammatory drugs (NSAIDs) and offering physical therapy to these patients 
(McLauchlan & Handoll, 2001). 
 
Figure  2.4: AT Tendinosis  
(Body Heal, 2014) 
2.2.2.2 Partial Tear 
AT expansion larger than one cm in the anterior–posterior dimension or marked intrinsic tendon 
abnormalities, such as a hypoechoic or anechoic cleft, indicates a partial tear (Leppilahti & Orava, 
1998).  If the AT is torn, this is called an AT rupture. The tear may be either partial or complete. When 
there is a slight discontinuity in the muscle tendon fibre, it is termed as a partial tear of the tendon. This 
kind of tear still is attached to the calf muscle. Such tears are not categorized as complete tendon rupture 
as illustrated in Figure 2.5.  
Partial tears typically do not expose themselves till after the body cools down from activity, where 
(Olsson, 2013): 
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● In partial tears, the tendon belly is tender to touch and appears inflamed. This, however, goes 
away in a couple of days. 
● The tendon can appear painful and stiff if it is not used for a long period of time. 
In partial tears, a person can still walk with a limp. The patient, however, complains of having severe 
pain when they use their toes to push off or when they touch down on their heels. 
 
Figure  2.5: AT Partial tear  
(Body Heal, 2014) 
2.2.2.3 Full-thickness Tear 
AT rupture and tears are identified in men among the age group of 30 to 50 years especially in 
those men who exercise (Mazzone & Meccue, 2002). Old people also experience tendon rupture because 
of degenerative changes that take place in a tendon without a history of injury to the calcaneum. The 
reason behind tendonitis and rupture is increasing age, poor conditioning as well as overuse while 
exercising. Generally, it is seen as the individual runs and performs activities like tip toeing that create a 
force which ruptures the tendon in a sudden break with immense pain at the heel or at the base of the 
foot. Intact plantar tendon is evident when there is full thickness, where AT tear and should never be 
misdiagnosed for intact AT fibres (Figure 2.6). 
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Figure  2.6: AT Full-thickness tear 
(iWalk Free, 2000) 
2.2.3 Achilles Tendon Treatments 
Other treatment modalities offered to the patients are the conservative management of the 
condition the patient is suffering from. It limits the cost and risks of surgery but is essentially the cause 
for a person to be immobile for a longer period of time as well as immobilisation of the ankle in plantar 
flexion as it causes the gastrocnemius to atrophy and weakens (Nunley, 2009). If you apply cast to a 
patient with tendon rupture, there are chances of re-rupture as there is less pushing-off strength and less 
endurance when compared to tendons that have been surgically repaired. On the other hand, surgery is 
beneficial due to the likelihood of exerting early tension on the tendon, which will ensure a suitable 
orientation of the collagen fibres and enhance the power and ability of the calf muscles (Wählby, 1978). 
Another added benefit of the surgical repair is that it decreases re-rupture rate, ensures a good speedy 
recovery of the calf muscle, restores its power and has a relatively lower chance of infection if an 
excellent surgical approach is chosen for the treatment. The operation is recommended for patients 
having no contraindications. This is offered to patients who are either athlete, adolescents as well as to 
those patients who have delayed ruptures, in the case of early ruptures in non-athletes, they are 
suggested to be treated conservatively (Leppilahti & Orava, 1998). Figure 2.7 illustrates various surgical 
techniques that have been carried out on patients under local anaesthesia. The tendon chosen is repaired 
from one side to the other by performing core sutures that are semi absorbent. 
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                                    (A) 
 
                                  (B) 
Figure  2.7: Illustration of the surgical technique.  
Image (A) show core suture and image (B) illustrate criss-cross suture. (Olsson, 2013) 
2.3 Ultrasound Imaging 
2.3.1 Definition 
Ultrasound is the term utilized to express the sound of frequencies above 20 000 Hertz (Hz), 
further than the range of human hearing abilities. These frequencies are between 1-30 megahertz (MHz). 
The basis of ultrasound lies around SONAR (Sound Navigation and Ranging), that was created in the 
first half of the 20th century. It was used as a war weapon in the Second World War in the submarines. 
In about 1940, Commercial ultrasonic flaw detectors were created in Germany, France, Austria, UK and 
Japan. Upon which, the flaw detection was created for the human user in the mid twentieth century. 
Ultrasound occurs on the principal that emitted sound waves are used to generate images of the internal 
structure of the body. A better quality of the picture is obtained when shorter wavelengths or 
wavelengths that are inversely proportional to the frequency of the sound waves are used. On the other 
hand, the use of high frequencies is restricted due to their larger attenuation (loss of signal strength) in 
tissue and therefore shorter depth of penetration (Lutz & Buscarini, 2013). 
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2.3.2 Ultrasound Principles 
The waves generated for the purpose of ultrasound are known as mechanical waves. When the 
mentioned waves pass through the tissues, they swing the muscle in a longitudinal, transmitting the 
mechanical wave. In response to the sound waves travelling through various tissues, the density either 
goes to a higher or a lower level in response to its ambient state without net motion. Sound waves are the 
mechanical vibrations that induce a change in refraction and cause suppression of the physical medium 
they pass through.  
2.3.2.1 Transducers 
The transducer (or probes) is the device which actually turns electrical transmission pulses into 
ultrasonic pulses and, contrarily, converts ultrasonic echo pulses into electrical echo signals. Ultrasound 
transducers have multiple piezoelectric crystals that are interconnected electronically and vibrate in 
response to an applied electric current. This phenomenon called the piezoelectric effect was initially 
reported by the Curie brothers in 1880 when they exposed a cut piece of quartz to mechanical stress 
generating an electric charge on the surface (Otto, 2013). In addition, they substantiated later the reverse 
piezoelectric effect, i.e. generation of vibration on the surface of Quartz when electricity is generated 
(Weyman, 1994). In response to that, they generate alternate areas of compression and rarefaction during 
transmitting via the human tissue. Sound waves may be defined as frequency (measured in cycles per 
second or hertz), wavelength (measured in millimetres) as well as amplitude (measured in decibel). 
Ultrasound transducers are created from thin discs made up of artificial ceramic material like lead 
zirconate titanate with the thickness (usually 0.1-1 mm) determining ultrasound frequency. Figure 2.8 
illustrates the basic layout of the transducer. In various diagnostic applications, ultrasound is released in 
very short pulses in the form of a narrow beam if compared with a flashlight beam. When not generating 
a pulse, (mostly in 99% of the cases) the same piezoelectric crystal like a receiver used (Lutz & 
Buscarini, 2013). 
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Figure  2.8: The basic component elements in an ultrasound 
transducer (adopted from Whittingham, 2007) 
The simplest method of determining every scan lines that form a B-mode image is by physically 
changing the position of the transducer in order to allow the beam transverses as the pulse-echo cycle is 
repeated. Piezoelectric material releases waves that are detected by a transducer. The transducer then 
releases the ultrasonic waves and further switches to ‘receive mode’ to await the released ultrasound 
waves from tissue interface. This cycle is carried out a couple of times both temporally and spatially to 
produce images. Electronically arrayed probes are the commonest types of probes and are helpful 
because of their small size without moving their components. They have an array of transducer elements 
but are reduced to using frequencies less than 15 MHz. 
2.3.2.2 Fundamentals of Acoustic Propagation 
Frequency is defined as the number of ultrasound waves generated in a one-second interval. The 
unit for measuring it is Hertz (Hz). Humans have the tendency to hear sound waves in between 20 Hz to 
20 kHz. Frequencies beyond this range are classed as ultrasound. For medical purposes, transducers are 
used with a frequency range between 1 to 20 MHz (Otto, 2013). Ultrasound is based on acoustic 
parameters like particle (or medium), pressure, velocity as particle displacement, temperature as well as 
density. If we apply this to another kind of medium and are displaced by external energy, it will be 
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called as partial or medium velocity and is the order of a few centimetres per second. Medium velocity is 
somewhat dissimilar from the rate at where the velocity travels via the medium. The velocity can be 
called phase velocity and is taken to be the velocity at which the ultrasound waves travel the medium. It 
is also known as sound propagation velocity and is denoted by c. The sound velocity in water is taken to 
be 1500 m/s. If the waves are displaced in the same direction as the medium, this kind of acoustic wave 
is known as a longitudinal or a compressional wave, and if the displacement is seen to be perpendicular 
to the direction of propagation, it is shear wave then. All these terms, when applied to the ultrasound, are 
shown in Figure 2.9 (Shung, 2004). Ultrasound wavelength is represented by λ, frequency by f, and 
velocity by c, are shown using an equation by f λ=c  
 
Figure  2.9: The ultrasound wave 
(Ferguson, 2012) 
2.3.3 Ultrasound Tissue Interaction 
Ultrasound is characterized by various properties as it transverses the tissues. Reflections of 
these waves as they pass through the tissues have various wave properties (like fat, muscle and blood). 
The degree of reflection is based on the magnitude of this variation. The left over waves is either 
reflected elsewhere or absorbed by the body tissues. As the waves interact with the body tissues, they 
either go deeper in the body tissues or get absorbed by the body. The waves diminish in strength as they 
go deeper in the tissues. This process is termed as attenuation and resembles quiet with the sound that 
gets fainter a person moves away from it. A few properties are shown in Figure 2.10: 
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Figure  2.10:  Ultrasound tissue interaction 
(Ferguson, 2012) 
2.3.3.1 Reflection 
The basis of ultrasound imaging is the reflection of the transmitted ultrasound signal from 
internal structures. These waves are reflected at tissue boundaries and interface and greatly are 
dependent on the acoustic impedance amongst two tissues and their angle of reflection. When these 
waves come across a large, smooth interface of two body tissues with varied acoustic impedance, the 
sound energy generated is reflected back to the transducer (Chan & Perlas, 2011). Boundaries of the 
smooth muscles act as specular reflectors. The returning echo will be missed by the transducer. It holds a 
relatively important role for the physician when it comes to the insertion of needles in a steep direction 
to reach the structures that lie deeper in the body. The waves that are deflected are constant for every 
interface, and the waves deflected vary with angle because the angle of incidence and reflection are 
equal. Thus, the optimal return of reflected ultrasound occurs at a perpendicular angle (90°). It is 
necessary to remember this fact for generating images when performing an ultrasound.  
2.3.3.2 Scattering 
When the wavelengths of the sound waves are reflected from the surfaces with irregularities, and 
they are similar to the irregularities in size, the energy of the wave is scattered everywhere. This is 
termed as scatter. For such cases, echo intensity is affected by as the echoes reflected via a large range of 
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angles.  But, the positive result of scattering is when the return of some echo to the transducer occurs 
irrespective of the angle of the incidence. Various tissues appear in the images as they contain many 
small scattering structures. The speckle signal supplies the observable texture of organs and tissues due 
to the interface numerous scattered echoes generated in the volume of the incident ultrasound pulse 
(Hangiandreou, 2003). The echo that comes back to the transducer has a weaker intensity and can be 
appreciated when many scattered wavelets collectively produce an effect. Speckling is thus termed as 
the textured appearance of a tissue type because of the interference pattern (Palmer & Palmer, 2014). 
2.3.3.3 Refraction 
Refraction is termed as an alteration in the direction of the sound wave that is travelling as it 
strikes the tissue surface of two tissues that have varying speeds of sound transmission. It is one of the 
significant sources of wrong localization of a structure on an ultrasound image. The speed reduces when 
travelling through fatty tissues as well as soft, bulky tissues (Cox, 2013) . Refraction also occurs in 
various unplanned ways when it comes to forming an image thus causing “double-image” artefact 
(Palmer & Palmer, 2014). 
2.3.3.4 Absorption 
Absorption occurs as the sound waves pass through tissues. They cause the particles to transmit 
waves, producing vibrations as well as friction, heat generation and also a decrease in the sound energy. 
The rate of absorption is larger in the cases that the amount of large particles is increased in the tissue 
causing a tissue to have great viscosity. Absorption depends on the level of frequency of sound wave 
generated by much more absorption at higher frequencies. It also depends on the structure and the 
composition of the tissue. Taking in consideration that the tissues have increased collagen content like 
tendons as well as cartilages, they exhibit a higher rate of absorption as compared to other tissues having 
a lower rate of absorption because of increased water content. Water, urine as well as amniotic fluid and 
blood thus have low absorption as well as low attenuation. Table 2.1 shows various body tissues and 
their rate of absorption. Estimates of the contribution of absorption to attenuation are variable, but for 
many tissues absorption is the dominant loss mechanism (Martin, 2010). 
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Table ‎2.1 The absorption of ultrasound by different body tissues. 
(Brown, Smallwood, Barber, Lawford, & Hose, 1998) 
Tissue absorption (dB cm
-1
 MHz
-1
) 
Blood 0.18 
Fat 0.63 
Liver 1.0 
Muscle 1.3-3.3 
Bone 20 
Lung 41 
         
2.3.3.5 Attenuation 
Attenuation is the process of sound waves passing through the tissue such that there is a loss of 
energy and there is a reduction in the distance travelled by the wave (Cox, 2013). Absorption is just one 
kind of attenuation, and it was described in detail above. Attenuation also takes place in the cases that 
sound waves are reflected or refracted in the means that they do not return to the receiving transducer. 
During the time that sound waves travel among different tissues, some of the waves are reflected. This is 
because of the variance in tissue density across that interface, also termed as impedance mismatch. 
Attenuation also is varied with various body tissues and is found to be highest in bone and smaller in 
muscle and solid organs, and least in blood for any provided frequency (Suri, 2008). 
2.3.3.6 Acoustic Impedance 
This is seen when the sound waves travel through two different kinds of tissue types having 
different densities. Some of the waves will be deflected some of them will continue longitudinally from 
the tissues. The greater variation at the tissue interface, the higher contrast of the image is formed (Hill, 
1986).  
Mathematically, the speed of sound is given by this equation (1):  
c = Sqrt (k/ρ)     Equation (1) 
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Where c, is the speed of sound, ρ (rho) mass density and k is the stiffness measured in units of 
Pascal (Pa). The acoustic impedance of a medium z is a measure of the response of the particles of the 
medium in terms of their velocity, to a wave of a known pressure.   
Acoustic impedance is illustrated by the following equation (2):  
z = p / v    Equation (2) 
Where p, represents the local pressure and v represents the local particle velocity (Martin, 2010). 
It is quite similar to electrical impedance (or resistance R), and that is the ratio of the voltage (V) applied 
to an electrical component (the electrical driving force or pressure) to the resulting electrical current (I) 
which goes through it (the response), as given in Ohm’s law: R = V / I. To determine the acoustic 
impedance, density (ρ) and stiffness (k) is taken into consideration.  
Acoustic impedance can be described using equation (3):  
    z = Sqrt (ρ k)    Equation (3)  
By combining equation (1) and equation (3), acoustic impedance (z) can be rewritten as: 
z = ρ c    Equation (4) 
Table ‎2.2 The acoustic impedance and velocity of sound for different media. 
 (Shung, 2004) 
 Acoustic Impedance 
(kg m
-2
 s
-1
) 
Velocity of sound 
(m s
-1
) 
Air 0.0004 x 10
6
 330 
Water at 20 ºC 1.48 x 10
6
 1480 
Soft tissue 1.63 x 10
6
 1540 
Muscle 1.70 x 10
6
 1580 
Bone 7.80 x 10
6
 4080 
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The sound wave while transmitting from one medium meets an interface with another medium of 
varying acoustic impedance, a few waves are transferred to the second medium while others are 
reflected backwards as well as are scattered. Ultrasound waves are usually deflected at a large interface 
and are scattered by a small target (Hamid, 2011). 
The values of velocity of sound as they pass through various biological media, from which it could be 
computed that the wavelength at 1 MHz is of the order of 1.5 mm in soft tissue, are shown in Table 2.2. 
Acoustic impedance is the sum of the density and velocity of the sound for the medium and is therefore 
very low for air (Brown et al., 1998). 
2.3.4 Ultrasound Usage and Importance in Medical Field 
The use of ultrasound is very common nowadays in the field of medicine for diagnosing as well 
as for intervention. The use of ultrasound was proposed in 1940 by Gohr and Wedekind for medical 
diagnosis. It was later used to screen pregnant woman in the 1980s. There are various ranges of wave 
frequencies that are used to obtain images of the various parts of the body: 
● 3–5 MHz intended for abdominal areas 
● 5–10 MHz intended for small and superficial parts and 
● 10–30 MHz intended for the skin or the eyes. 
● Ultrasound not fits with the more traditional methods such as x-ray, but also holds special 
properties that are beneficial when compared with the rest of the competing modalities such as x-
ray, CT and MRI. 
 More precisely: 
● Ultrasound waves are basically nonionizing radiations that are taken to be safe for use till the 
latest researches. 
● It is cost effective. 
● It produces images in real time, unattainable at the current time through any other technique. 
● It can point out resolutions in millimetres for the frequencies that are used by the clinicians these 
days. 
● You can apply Doppler principle with it to inquire about blood flow information. 
● It can be performed easily and can be performed at the bedside of the patient. 
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Ultrasound adds up many benefits as a diagnostic tool in various sub-specialities like 
gynaecology, cardiology, obstetrics, surgery, paediatrics, neurology as well as radiology (Shung, 2004). 
Ultrasound is very necessary for obstetrics as it is a non-invasive procedure, cheaper than other 
modalities and reliable for imaging capability. Ultrasound is equally important in the field of cardiology 
as echocardiography is learnt by every other cardiologist. Its scope in this field for the future is less as 
compared to obstetrics as other imaging parameters like CT and MRI are coming to improve the quality 
of the image.  
2.4 Ultrasound Techniques for the Achilles Tendon 
About 25 years ago, ultrasound imaging procedures were brought forward for diagnosing and 
analysing ruptures of the AT. Today that is the gold standard diagnostic tool for determining AT 
ruptures and tears ((Nielsen, 2004), (Gibbon, Cooper, & Radcliffe, 1999)). It has been established as an 
important and cost effective tool in the diagnosis of tendon problems. Also, it is a non-invasive 
procedure and is available at every medical setup. It is also very accurate when identifying the tears in 
AT and can be performed at the bedside of the patient and can be performed by the surgeon himself 
(Kälebo, Allenmark, Peterson, & Swärd, 1992). 
Better images with spatial resolution are obtained when higher frequency musculoskeletal 
(MSK) ultrasound transducers are used providing a much detailed delineation of both the normal as well 
as abnormal tissues only to the superficial tissues as compared to the deeper tissues. Thus, MSK 
transducers are used in the superficial tendon assessment, being particular with the AT, its tendinopathy 
and rupture as well as post-treatment follow-up ((Kaplan, Matamoros Jr, & Anderson, 1990), (Lin, 
Fessell, Jacobson, Weadock, & Hayes, 2000)). When it comes to optimal ultrasonographic evaluation, 
the tendon is scanned on both their short and long axes moving the probe in a way that the waves reach 
towards the tendon perpendicularly (Fornage & Rifkin, 1988). 
The highly ordered pattern of parallel collagen tendon fibres exhibits the highest echogenicity 
when tested perpendicular to ultrasound beam (Nunley, 2009). Tendons should be carefully scanned so 
that the beam is perpendicular to the tendon in whichever plane the imaging is done from as the 
sonographic beam generating a non-orthogonal sound may show that the image formed is hypoechoic 
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misleading the diagnosis towards tendinosis or tears because of anisotropy. At angles of insonation that 
is precisely perpendicular to the tendon, the reflected sound energy is at the maximum as it returns to the 
transducer showing tendon to be echogenic. Other than this angle of incidence, sound energy coming 
back to the transducer is reduced generating decreased echogenicity and artifactual appearance 
misleading to the diagnosis of tendinosis (Figure 2.11; (Chang & Miller, 2009), (Crass, Van de Vegte, & 
Harkavy, 1988)) 
 
  
Figure  2.11: Sonographic anisotropy.  
(A) when the transducer is perpendicular to the tendon, the sound waves (arrows) are mostly reflected 
back, and the tendon has an echogenic appearance; (B) when the transducer is oblique to the tendon, the 
sound waves (arrows) are not reflected back to the transducer, and the tendon has a hypoechoic 
appearance. (Tr) transducer. (Chang & Miller, 2009). 
 
2.4.1 Normal Achilles Tendon 
The tendon generally appears like a ribbon-like having a hypoechogenic structure shown as two 
thin and regular echogenic bands (Figure 2.12). The thickness perceived was about 5.1± 0.4 mm 
(Maffulli, Regine, Angelillo, Capasso, & Filice, 1987).  
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Figure  2.12: Normal AT (middle part) 
 
This thickness decreases as the muscle taper down before inserting in calcaneum. With both the 
insertion as well as thickness, two hypogenic areas were seen from which the largest one was at the front 
of the tendon just above the bony surface with well-marked out borders. This was seen as the deep bursa 
(Figure 2.13).  
 
Figure  2.13: Normal AT (lower part) 
 
The second hypoechogenic area was well marked and is the retrocalcaneal portion of the site 
where the bursa is inserted. AT originally has a uniform thickness as well as echogenicity in a 
longitudinal plane and appears flat or with concave anterior margin in the transverse margin. Normally, 
the tendon appears fibrillar when performing ultrasound in both short as well as a long axis as the sound 
bounce back towards the transducers from the collagen fibres whose intrafascicular interface acts like 
specular reflectors (Figure 2.14). 
Normally, AT is echogenic in nature when sounds interact with parallel fibrillar lines in the 
longitudinal plane and appear round to avoid in contour when seen in a transverse plane. The echogenic 
lines are seen in a tendon when using an ultrasound probe frequency (Martinoli, Derchi, Pastorino, 
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Bertolotto, & Silvestri, 1993). When transverse imaging is performed, normal AT has a flat to concave 
anterior surface and measures about 4-6 mm in anterior to posterior (AP) diameter ((Fornage, 1986), 
(Khoury, Guillin, Dhanju, & Cardinal, 2007), (Kainberger et al., 1990)). 6 mm is taken as the maximum 
value for normal AT dimension; the values, however, are not constant and vary as per the shape of the 
AT. Before it gets inserted to calcaneum, AT lies above pre-Achilles fat pad which is a triangular area of 
fatty tissue also termed as Kager's triangle (Bleakney et al., 2007). 
 
Figure  2.14: the Longitudinal sonographic image of a normal Achilles tendon  
(arrow) presenting consistent thickness and an echogenic fibrillar appearance. 
(Chang & Miller, 2009) 
2.4.2 Abnormal Achilles Tendon 
Similar to MRI, the diseased tendon may appear thicker on ultrasound (Hodgson, O'Connor, & 
Grainger, 2012). Calcific areas of the tendon appear as bright echogenic areas and neovascularization 
occurring after a tendon tear are appreciated by the help of Doppler ultrasound (Cardinal, Chhem, & 
Beauregard, 1998). Adding Doppler to the ultrasound has been beneficial for diagnosing blood flow and 
blood supply of the AT as illustrated in Figure 2.15.  
By using Doppler in patellar tendinopathy, rich vascular supply was appreciated in an abnormal 
tendon showing the process of neovascularization (Bleakney et al., 2007). Time scale when acquiring an 
image is necessary as the anechoic fluid accumulates after a sudden tear in the tendon and then becomes 
difficult to differentiate from the associated tendon (Weinreb et al., 2014). 
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Figure  2.15: Longitudinal ultrasound image of the AT with power Doppler 
            showing vascularity greater than before at the musculotendinous junction. 
(Bleakney et al., 2007) 
2.5 Summary 
This chapter focused on general medical background that is associated with the topic of this 
thesis. It gave a brief description of the anatomy of AT and the AT diseases, their ruptures as well as 
discussion about their treatment. The sections after that emphasized on ultrasound, and their interactions 
with various body tissues were discussed. At the end of the chapter, some light was thrown on the use of 
ultrasound in the field of medicine, and the normal as well as abnormal AT were taken into 
consideration and how they would appear in an ultrasound image were discussed. 
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 - LITERATURE REVIEW Chapter 3
 
This chapter will focus on previous researches that studied ultrasound and their implications in the 
medical field. It will also present methods and experiments that have been used by previous studies to 
explore and identify the most suitable for this study.  
 
3.1 Introduction 
Medical images play an important and crucial role in diagnosing diseases. They contribute to the 
early detections of the conditions, improving the likelihood of recovery and avoiding complications. 
They also contribute to reducing the overall cost of treatment and in some instances the recovery time. 
Digital image processing is concerned with the process of extracting information from the images using 
different computer programs. Computers, indeed, play an important role in all types of clinical image 
processing. Considerably, computers are more accurate in diagnosing the diseases. Accordingly, 
developing efficient algorithms and techniques in medical applications is the major concern for 
automatic analysis of medical images. Thus, there are many advantages of using computers in the 
medical field especially in diagnosis, surgery and treatment planning. There are different medical image 
models such as MRI, CT, ultrasound, and X-rays. Each model has a different purpose and uses different 
kinds of instruments. Ultrasound imaging has been shown to be a safe procedure in comparison to the 
other models and provides great results when used in clinical procedures, so it helps patients with 
different diseases (Nunley, 2009). Also, it can assist the clinician in deciding the proper pathologic 
process, as well as the location of symptoms, reaction to treatment and assessment of the whole 
treatment plan. The AT is known as the strongest tendon in the human body (Khan et al., 2005). Rupture 
and tendonitis are the most common medical problems affecting the AT. Doctors usually use an 
ultrasound scan to determine soft tissue rips, muscle injuries, or tendon tears due to injury. The present 
chapter provides an overview of numerous key major subjects linked to this thesis. It is categorized 
down into several sections. Section 3.2 gives a brief overview of the pre-processing technique in US 
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images. Section 3.3 gives an overview of segmentation methods used to determine ROI in US images. 
Section 3.4 discusses the methods available in texture feature extraction with an emphasis on texture 
analysis technique and feature reduction methods. Sections 3.5 and 3.6 provide a review of the 
classification methods implemented to images and techniques used to evaluate the classification results, 
respectively. Finally, Section 3.7 summarises the present chapter. 
3.2 Image Pre-processing 
Image pre-processing algorithms have as their main aim to convert pixel values to create an 
image that is more appropriate for subsequent analysis, which is needed for the precise application. 
(Gonzalez & Woods, 2001) Indicated that there is no standard theory for improvements of images and 
the observer being the judge of how good the specific techniques work.  All the different pre-processing 
techniques involve features that will be described in the following work. These features are histogram 
equalization, brightness and contrast changing tool, smoothing of picture tool and filter feature. 
Ultrasound images have a huge role in the medical industry; the images are used in the diagnosis of 
many diseases, and they are often needed to decide on suitable treatment. When used for the purpose of 
diagnosis, an ultrasound image aims to indicate the disease source or to eliminate pathology. Through 
ultrasound images, the interior of the body can be seen with precision on parts like vessels, muscles and 
joints.  
Ultrasound images need to be of very good quality to fulfil their purposes. As a result of 
unstable, noisy and unfinished data, pre-processing has an essential role in imaging. It is a vital step that 
is taken to initiate because it is needed to get high accuracy which will later be needed in other steps like 
classification. A common degradation is the occurrence of noise that may impact images that have 
different degradations. Enhancing images due to many reasons has been a focal study point in many 
studies over the years. During this time many algorithms for developing ultrasound images in many 
ways have been initiated and applied. 
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3.2.1 Image Noises 
Various medical images suffer from the presence of noises, which hide some of their features 
and make ultrasound images complicated for the nonprofessional to interpret them hence not being able 
in some cases to decide on poor quality images. Noise often results in a degradation of images quality. 
Thus, image processing applications work to overcome this problem or minimize its impact.  
Noise classification depends on the type of source and cause. According to (Koli & Balaji, 
2013), the noise is classified into two main categories: blur noise such as Gaussian noise, and impulse 
noise such as salt and pepper. A blur noise, on one hand, is distributed in equal proportions in the image. 
It modifies all the pixels’ values either upward or downward. If it is moved in a certain direction, then it 
is called blur motion. On the other hand, impulse noise is distributed irregularly and modifies some 
selected pixels values from the image and keeps the rest of them unchanged. The probability between 
the modified and unmodified pixels is shown in equation (5).  
𝑥𝑖𝑗 = {
𝑥𝑖𝑗     𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑦  𝑝
𝑠𝑖𝑗    𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑦  (1 − 𝑝)
 Equation (5) 
Where 𝑠𝑖𝑗 indicates the noiseless image pixel and 𝑥𝑖𝑗 the noise is replacing the original pixel. 
There are various kinds of noise models which are classed as impulse noise. The most common 
ones are salt and pepper impulse noise, random valued impulse noise, Gaussian noise, additive noise and 
multiplicative noise (Agrawal & Verma, 2013). Speckle noise is classified as one of the multiplicative 
noises (Gonzalez, Woods, & Eddins, 2004) and is considered to be one of the most common noises 
affecting ultrasound images. Speckle is not actually noise in the usual engineering means because its 
texture frequently holds helpful information on the image which is viewed (Loizou & Pattichis, 2008). 
Therefore, the challenge is how to remove it without losing any image characteristics during the de-
noising process. Speckle noise is random in an image with bright and dark spots and the interference of 
the returned signal with the small particles causing a granular pattern in the image. One of the main aims 
of speckle noise reduction (Narayanan & Wahidabanu, 2009) is to enhance the human capability to 
indicate normal and pathological tissue; de-speckling is the second aim; it is an elementary phase for 
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several image processing stages because it enhances the accuracy of subsequent tasks such as 
segmentation and registration. 
3.2.2 Image De-noising 
Given the fact that most ultrasound images deteriorate as a result of speckle noise, using de-
noising algorithms is an essential step in improving these images. De-noising is the first stage in medical 
image processing methods. Different algorithms and filters have been introduced to enhance degraded 
images without losing their important features (Loizou & Pattichis, 2008). Image de-noising allows the 
interpreter to see details in images and perform quick and accurate visual examinations. Image de-
noising algorithms are widely used with great success in the medical image field. De-speckling 
techniques (Loizou & Pattichis, 2008) can be categorised into linear filtering, nonlinear filtering, 
anisotropic diffusion filtering, and wavelet filtering. Linear filters such as Mean (Pitas & 
Venetsanopoulos, 1986), Wiener (Ghael, Sayeed, & Baraniuk, 1997), Lee (Lee, 1980), Frost (Frost, 
Stiles, Shanmugan, & Holtzman, 1982) and Kuan (Kuan, Sawchuk, Strand, & Chavel, 1985) tend to 
smooth the image and blur sharp edges. They remove the noise by calculating the central pixel intensity 
using a moving window, which calculates the intensity value from the average intensity values of the 
neighbouring pixels (Glasbey & Horgan, 1994).  
Nonlinear filters, however, are based on nonlinear iterative algorithms for better preserving 
image quality (Johansen, 2011). The median filter is the most popular nonlinear filter. It overcomes the 
effect of impulsive noise while preserving edge information (Thivakaran & Chandrasekaran, 2010). 
Diffusion filtering is categorised as nonlinear filtering. It includes filters based on Anisotropic Diffusion 
(AD), which removes the noise from an image by solving a partial differential equation (Loizou & 
Pattichis, 2008). (Perona & Malik, 1990) introduced a new definition of scale-space through AD and 
suggested a function where the diffusion is prevented across the edge and increased parallel to it. (Yu & 
Acton, 2002) presented Speckle Reducing Anisotropic Diffusion (SRAD) to suppress speckle whilst 
maintaining edge information. SRAD’s advantage in comparison to (Perona & Malik, 1990) is that it is 
replacing the threshold with an estimation of the standard deviation (Krissian, Westin, Kikinis, & 
Vosburgh, 2007). In addition, the performance of SRAD is affected by the selection of the threshold 
value (Lui et al., 2012). Wavelet algorithms are known as new methods for solving problems related to 
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image processing (Achim, Bezerianos, & Tsakalides, 2001). By transforming the image to the wavelet 
domain, we can apply Wavelet algorithms to remove noises. It is important in wavelet transform to 
select a function that has an integral is zero in time-domain. When comparing it to the traditional Fourier 
analysis, the wavelet transform has the ability to analyse the function in the spatial domain and time 
domain (Khoury et al., 2007). Wavelets have been used in a great range of applications such as signal 
processing, data compression, smoothing and image de-noising (Sifuzzaman, Islam, & Ali, 2009). 
3.2.2.1 Linear Filtering 
Linear filters too tend to smooth the image and blur sharp edges; they demolish lines and other 
fine image features and function weakly with the existence of signal-dependent noise (Koli & Balaji, 
2013). There are many types of linear filters such as Mean, Wiener, Lee, Frost and Kuan filters as 
mentioned in the previous section. Mean filter or average filter is the simplest one of all filters. It 
replaces each pixel by the mean value of its neighbours. This leads to decreasing the amount of intensity 
difference between one pixel and the next. The Mean filter uses a sliding-window to replace the centre 
value. The window, or kernel, is usually a square that can have different dimensions (e.g. [3x3], [5x5], 
[7x7], etc…). Often, a 5×5 square kernel is utilised, though larger kernels (e.g. 7x7 up to 33x33 squares) 
may be implemented for more severe smoothing. The drawback of the Mean filter is that it sometimes 
blurs the edges that might be a problem if sharp edges are required in the output image (Patidar & 
Gupta, 2010).  The Wiener filter’s (Jain, 1989) objective is to decrease the amount of noise present in a 
signal through comparing it with an estimation of the desired noiseless signal. It takes a statistical 
approach to remove the noise from a signal and considers as outstanding when it comes to noise 
reduction or de-blurring of images. Wiener filter (Motwani, Gadiya, & Motwani, 2004) process requires 
the information on the spectra of noise and original signal, and its model complexity control corresponds 
to the window size. 
3.2.2.2 Nonlinear Filtering 
Noise filtering must preserve edges. Linear methods have easy mathematical calculations (Pitas 
& Venetsanopoulos, 1986) but distort the image edges. These drawbacks led to the use of nonlinear 
filtering in image processing. There are different types of nonlinear filters such as the median filter 
(Patidar & Gupta, 2010) and the Weight Matrix Filter (Ko & Lee, 1991). Filters using this technique 
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replace each pixel value with the median of the grey values in the region of the pixel. Median filters are 
very operative in eliminating salt and pepper and impulse noise whilst maintaining details in the image 
since they are not reliant on the values that are considerably different from ordinary values in the 
neighbourhood. However, the de-noising process using this filter may affect anything relatively small in 
size compared to the size of the neighbourhood because it cannot differentiate between noise and small 
details. The Weight Matrix is used in the weighted median filter. Their value is specified according to 
their position in the filter region. To compute the result, each pixel value in the original matrix times into 
the extended pixel vector, it is then sorted, and the median is taken from the vector centre. However, if 
there is intense noise or the probability of the impulse noise occurrence is high, the de-noising process 
comes to be similar to the standard median algorithm (Xiuqin, Yong, & Hong, 2008). Therefore, to solve 
this problem, many new algorithms are proposed such as “Adaptive Median Filters” (Hwang & Haddad, 
1995), where a variable window size is used to reduce noise density. 
3.2.2.3 Wavelet Filtering 
Wavelet transforms on the basis of small waves, known as wavelet. The wavelet transform is one 
of the optimum tools in determining at which point the low-frequency area and the high-frequency area 
are. Wavelets have been used for de-noising in many medical imaging applications (Xu, Weaver, Healy, 
Jr., & Lu, 1994), (Unser & Aldroubi, 1996), (Quiroga & Garcia, 2003). According to (Pizurica, Wink, 
Vansteenkiste, Philips, & Roerdink, 2006) a general procedure is composed of the following steps: (i) 
compute the discrete wavelet transform, (ii) eliminate noise from the wavelet coefficients and (iii) 
reconstruct a de-noised signal or image through applying the inverse wavelet transform. The Discrete 
Wavelet Transform (DWT) algorithm applies a scaling function to decompose the signal into 
components of different resolutions (Nielsen, 2007). Since images are two dimensions DWT extends to 
two dimensions. By applying the forward DWT, the image is decomposed into a number of detailed 
coefficients, then different kinds of filters are applied between forwarding and backwards DWT 
(Pizurica, 2002). (Donoho, 1995) was the first to apply Wavelet Shrinkage (WS) method to denoise 
images, it is a signal de-noising method based on thresholding idea to the wavelet coefficient. Since 
most speckle noise is found in high frequencies, WS reduces the magnitude of the transform’s 
coefficients according to certain criteria. Complex wavelet transform gives better performance than 
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DWT in areas of complex and modulated signals such as medical and geophysics data (Raj & 
Venkateswarlu, 2012). Dual-tree complex wavelet shrinks the wavelet coefficients in order to denoise 
the image. It is found that dual tree complex wavelet transforms results in less error than other methods 
and gives better results in the denoising stage by preserving the edges and textures with the minimum 
amount of redundancy (Selesnick, Baraniuk, & Kingsbury, 2005). 
 3.2.2.4 Diffusion Filtering 
The isotropic nonlinear diffusion was first introduced by (Perona & Malik, 1990). It removes the 
noise from the image using partial differential equation (PDE) (Agrawal & Verma, 2013). Although 
linear smoothing filters remove noises and smooth the image they have a side effect, which is blurring or 
dislocating the semantically meaningful edges of the image (Tsiotsios & Petrou, 2013). In order to 
overcome this unwanted effect, the anisotropic diffusion (AD) has been used. AD filters are 
implemented to successfully smooth images and give viable denoising tools with significant 
preservation for edges and region boundaries. There are several parameters for controlling the result of 
AD filtering, and it is important to estimate these crucial parameters properly. According to (Tsiotsios & 
Petrou, 2013), these parameters are the conductance function, the gradient threshold parameter and the 
stopping parameter form a set of parameters that describe the behaviour and the amount of the diffusion. 
Determining the Coefficient of Variation is important in speckle filtering. (Yu & Acton, 2002) have 
proposed an edge sensitive extension of the conventional adaptive filter. They also modify Lee and Frost 
filters to enact the AD equation. The edge detector function in SRAD uses the instantaneous coefficient 
of variation to detect speckle noise in images (Li, Wang, Xiao, & Lu, 2012). At edges or in high contrast 
regions, this function presents a large value and a small value in the homogeneous area. 
To overcome SRAD sensitivity to outliers and avoid over-smoothing (Zhi & Wang, 2008) 
proposed using eight-direction edges instead of four. Despite SRAD having a dynamic threshold value, 
it is still sensitive to the selection of that value and takes advantage of that image by having separability 
characteristics (Lui et al., 2012). They use the separability characteristics based on statistics to help 
SRAD detects edges of the ultrasound images. They divide the image into regions depending on the 
image intensity and modifying the diffusion coefficient of SRAD with separability coefficient to detect 
edges and control the amount of smooth. Unlike SRAD, Nonlinear Coherent Diffusion (NCD) (Abd-
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Elmoniem, Youssef, & Kadah, 2002) combines three different models namely, isotropic linear diffusion, 
anisotropic diffusion and mean curvature motion. With regards to speckle extent and image anisotropy, 
the NCD model changes gradually from isotropic diffusion through anisotropic coherent diffusion to, 
finally, mean curvature motion. 
3.2.3 Comparison between different de-noising techniques 
A Comparison of some de-noising techniques is summarized in Table 3.1: 
Table ‎3.1: The advantages and disadvantages of different de-noising techniques 
De-noising Techniques Advantages Disadvantages 
Spatial Domain 
Filtering 
Mean 
Simple 
Easy to implement 
Optimal for Gaussian noise 
Tend to blur sharp edges 
Perform poor in the 
presence of signal 
dependant noise  
Wiener 
Straightforward to design 
Optimal for Gaussian noise 
Optimal in that they minimize 
the MSE 
Its model complexity 
control corresponds to 
choosing the window size 
Median 
Simple 
More robust than mean by relies 
on the median of the data instead 
of the mean 
Edge preserving 
Less sensitive to extreme values 
More expensive to 
compute than smoothing 
filters 
Fine details may be erased 
Rounding the corners 
Lee 
Reduce speckle noise 
Based on a linear speckle noise 
model and minimum MSE 
choosing the moved 
window size 
It is no directional 
It tends to ignore speckle 
noise in the areas closest to 
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edges and lines 
Kuan 
Is a generalisation of the Lee 
filter 
Optimal for Gaussian noise 
Can effectively reduce speckle in 
homogeneous areas 
Need to compute the ENL 
parameter 
Does not make an 
approximation on the noise 
variance within the filter 
window 
Do not perform well on the 
edges 
SRAD 
It is nonlinear and directional 
Replaces the gradient-based edge 
detector with a coefficient of 
variation which is more suitable 
for speckle noise 
Preserving and enhancing feature 
edges 
Using variance as an edge 
detector 
Sometimes blurring the 
edges 
Transform 
Domain 
Filtering 
Discrete Wavelet 
Transform 
Removes high frequency while 
retaining the lower ones 
Thresholding of small 
coefficients without affecting 
significant features of the image 
Provide time and frequency 
localization simultaneously 
 
Less efficient and natural 
Lack of directionality 
Edge information is spread 
across frequencies 
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3.2.3 Image Enhancing 
Enhancing ultrasound images is an essential branch in digital image processing. Through the 
procedure of image enhancement, an image with little awareness regarding the degradation can be 
improved. There are numerous methods of image enhancements that have a purpose of enhancing the 
quality of images, in addition to improving images visual appearance so that they are more appropriate 
to analyse. The standard aim of enhancing images is to alter their features to tailor it for a precise 
objective and throughout this procedure, there are characteristics of an image that can be enhanced.  
Methods of enhancing digital images can offer some options to develop the apparent quality of images. 
The suitable option for specific methods is vastly impacted by the modality of images and visual 
features.  
Image enhancement knowledge used at present can be split into two sections: the enhancement 
technique regarding spatial domain and the enhancement technique regarding frequency domain. The 
former is placed in the processing of a 2D area, which is of the grey value of every pixel that is 
processed. Numerous algorithms for enhancing have been initiated. The enhancement technique 
regarding spatial domain handles the images directly in a 2D area, and this method directly deals with 
the image pixels. The pixel values are manipulated to reach the required enhancements. There are 
several enhancement methods regarding a spatial domain that works by manipulating image pixels such 
as the logarithmic transforms technique and the histogram equalisation technique. Enhancement 
methods regarding spatial domain are especially useful to modify grey levels of pixels, and thus the 
whole image contrast is altered. However, they tend to change the image in uniform means, and that 
often results in an unwanted outcome. Methods such as histogram equalisation can be very useful in 
many images. 
3.2.3.1 Histogram Equalization 
A popular alteration method used global histogram modification approach is Histogram 
Equalization (HE) (Nam & Choi, 1998). A key plan is to reassign the pixel intensities to redistribute 
intensity values so that the optimum uniformity is achieved. If H (i), is considered the histogram of an 
image of the size M × N and a range of intestines of [Gmin, Gmax] (Cheng et al., 2006). The initial image 
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intensity Iorg may be planned into the consequential intensity Iorg with the use of the HE method in the 
following equation: 
𝐼𝑛𝑒𝑤 = 𝐺𝑚𝑖𝑛 + (𝐺𝑚𝑎𝑥 + 𝐺𝑚𝑖𝑛) ∑ (𝐻(𝑖)/(𝑀 𝑥 𝑁 )
𝐼𝑜𝑟𝑔
𝑖=0
   Equation (6) 
The HE method is easy and effectual when it comes to its function of image enhancing with low 
contrast if there is only one object and if there is no contrast difference between an object and its 
background. To improve the HE method, a technique known as the Multipeak histogram equalisation 
technique has been elaborated ((Wongsritong, Kittayaruasiriwat, Cheevasuvit, Dejhan, & 
Somboonkaew, 1998), (Cheng & Shi, 2004)). The range of grey levels in this technique is [x0, xL], at 
least one mid-nodes xi (i =0, 1,…) was determined by Mean, Median or through a number of peaks that 
present in the histogram. Then, the original histogram is divided into numerous parts which are 
equalized individually. An additional global histogram alteration is the histogram stretching ((Nam & 
Choi, 1998), (Wilson, Hargrave, Mitra, Shieh, & Roberson, 1998)). It makes use of a linear transfer 
function: 
Inew = Gmin + (Iorg−Imin) × (Gmax − Gmin) / Imax − Imin),  Equation (7) 
Where [Imin, Imax] represents the intensity range of the original image and [Gmin, Gmax] represents 
the intensity range of the resulting image. The global histogram alteration has done nothing when it 
comes to texture improvement, as the order of the grey levels of the original image cannot be modified. 
Approaches for local processing are researched for image contrast improvement. Through the 
changing of pixel intensities, there are numerous methods for contrast image enhancements. One method 
of this is based on nonlinear mapping techniques such as the local histogram method and the bilinear 
method ((Nam & Choi, 1998), (Kim, Park, Song, & Park, 1997), (H. Li, Liu, Wang, & Lo, 1996), 
(Petrick, Chan, Sahiner, & Wei, 1996)). The application may be based on characteristics, and local 
features can be achieved through edge detection or through the use of local data statistics including 
standard deviation and mean. Moreover, the nonlinear mapping can be on the basis of “a gradient and/or 
statistics and the nonlinear functions” ((Nam & Choi, 1998), (Kim et al., 1997), (H. Li et al., 1996), 
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(Petrick et al., 1996), (Wilson et al., 1998), (Singh & Al-Mansoori, 2000)). The nonlinear mapping can 
also be adaptive histogram equalisations ((Wilson et al., 1998), (Pisano et al., 1998)). 
3.2.3.2 Contrast Limited Histogram Equalization 
The histogram in the Contrast Limited Histogram Equalization (CLHE) is cut at a certain 
threshold followed by applying of equalisation. CLAHE is an adaptive histogram equalization technique 
((Garg, Mittal, & Garg, 2011), (Stark, 2000)). In this method, image contrast is modified and developed 
by application of CLHE on segments of data instead of applying it to the whole image, these segments 
are known as tiles. With the usage of bilinear interpolation, the surrounding tiles are then put back 
together (Sasi & Jayasree, 2013). In the homogeneous segments, image contrast may be limited, thus 
amplifying of image noise can be prevented. Effectual assessment of biomedical images has been 
achieved by CLAHE. CLAHE is suggested for use as a detector of abnormalities in dense mammograms 
(Pisano et al., 1998). This research shows the impact of CLAHE methods on images of myocardial 
perfusion in colour space. 
3.2.4 Summary  
In the literature, the low contrast and the interference with speckle noise remain the main 
challenge for ultrasound images. Notably, the visual observation and interpretation remain difficult 
because of the speckle. Reducing the speckle noise without hindering the important features of AT 
images that are used for the diagnosis process is the main task of the image pre-processing stage. 
Technically, different denoising algorithms are used for different image noises. Therefore, wavelet 
approaches image is transformed into wavelet domain and noise where the signal is processed at a 
different scale. However, this process is suffering from the increment of the time complexity.  
On one hand, moving window is used to reduce the speckle noise by the linear and nonlinear 
filter techniques. On the other hand, the AD is performing well with the additive Gaussian noise. In this 
context, SRAD is introduced to handle the multiplicative noise image. Practically, SRAD is used to 
carry out the reduction directionally of the speckle using the edge function. The edges, in SRAD filter, 
are improved given that the achievement of the speckle reduction is directionally made by the function 
of the edge and, therefore, the function of the instantaneous coefficient of variation as an edge detector 
49 
 
in the speckled images. SRAD is able to eliminate the speckle without hindering the useful information 
of the image and the importance of the image edges. In comparison to the conventional anisotropic 
diffusion, SRAD provides superior performance. To improve the image contrast, CLAHE algorithm is 
used, which is an improved version of the AHE. Technically speaking, CLAHE partitions the images 
into contextual regions of pixels, which are alternatively called tiles. In CLAHE, the enhancing 
operation is achieved inside those tiles but not in and for the whole image. Thus, the contrast in the 
homogeneous regions is restricted to prevent over-amplification of the noise. 
3.3 Image Segmentation 
3.3.1 Introduction 
Over the past years, automatic image segmentation has grown to be essential as a result of the 
rapidly increasing field of applications in biomedical images. The key aim of the partitioning is to divide 
an image area into meaningful smaller regions. However, because of complications in ultrasound 
imaging, segmentation is extremely not easy task. Data quality greatly impacts imaging segmentation. 
Image artefacts including speckle, attenuation and shadows introduce complications to segmentation. 
This is because of the acquisition orientation dependence which may lead to lost image objects borders. 
Another difficulty that adds on to the complexities is the low levels of contrast between the areas of 
interest. There are numerous techniques to perform image segmentation. The threshold method works by 
differentiating the relevant object from the background through the selection of a suitable threshold 
value. On the contrary, the region and edge tactics aim to gather pixels that have similar characteristics 
(C.-m. Chen et al., 1999). Pre-processing images with the use of various kinds of filters is an essential 
step that should be taken to achieve significant segmentation. On occasion, normalising an image 
histogram to a suitable distribution is accompanied by a filter to lessen the speckle and improve the 
features of the image. (Li et al., 2011) found that, for light work load, segmentation can be carried out 
easily by allowing the user to manually find the borders of the object. 
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3.3.2 Manual Segmentation 
Manual segmentation is the simplest method of segmentation. It involves tracing on all sides of 
the interested area by hand. This algorithm of segmentation leads to the optimum results when finding 
structures for certain tasks. Typically, a medical practitioner specialising in anatomy uses software with 
a mouse to draw around or fill in the targeted region of the image. A better choice can be through the 
outlining of object contours, which may be achieved separately with the use of a keyboard. This leads to 
great accuracy; however, the speed will be low. With the mouse, the speed is higher, but the accuracy is 
low, comparatively. Tracing of algorithms may utilise geometrical data such as ellipses to estimate 
where borders of the object lie. Although the estimations are not the most accurate, this is often used for 
the medical purpose. Manually carried out methods are all alike in the means of the time consumed to 
trace objects. Also, human resources are highly costly and therefore do not sufficiently provide the 
required clinical use of every day. The pixels that fit in the same range of intensities can be identified 
manually; however, this is not ideal as images can be very large. Regardless of all the complications, 
manual segmentation is widely used, specifically if objects are hard to outline because of shape and low 
contrast. For instance, tumour segmentation is typically carried out manually. Conversely, there is no 
completely automated technique which can give segmentation quality as good as manual segmentation 
does. So a semi-automated method is simple and rapid to apply and obtain results with acceptable 
segmentation quality. 
3.3.3 Segmentation Methods 
The needed time for hand implemented delineation of organ tissue by radiologists, is a key block 
in the procedure of treatment scheming. However, the supervision of professionals is essential because 
of law and moral implications of mistakes in the procedure.  
Being able to dependably and easily characterise organs and objects enables clinicians to 
determine and measure them. Many image analysis issues initiate with the segmentation stage and thus 
this stage conditions the quality of the outcomes. Whilst reliabl automated segmentation is a long term 
aim, a semi-automatic procedure may have a direct and essential effect through enhancing efficiency and 
constancy in the tasks. Rapidity and simplicity of usage are vital in medical practice. However, 
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segmenting of images is a complicated issue. It typically demands advanced information regarding 
objects that are being studied. In actuality, semantically steady and high-quality segmentation is an issue 
that cannot be differentiated from powerful artificial intelligence and has likely no precise or even 
agreeable answer. This has been acknowledged for a while, and thus many segmentation techniques 
have been suggested by researchers (Pham, Xu, & Prince, 2000). 
Threshold based segmentation is frequently utilised to divide an image into parted regions 
depending on their intensity value and, then, comparing each pixel with the threshold value to decide 
whether the pixel is considered a part of the object or from the background (Noble & Boukerroui, 2006). 
Multiple thresholds can be used to segment an image into more than two segments. The critical step to 
achieve good segmentation is the selection of an appropriate threshold value. Many methods exist to 
find a suitable threshold for segmentation ((Sahoo, Soltani, & Wong, 1988), (Zhang, 1996)). A 
histogram is often a helpful tool as a starting point in establishing a suitable threshold value (Raju & 
Neelima, 2012). When the peaks in the bimodal histogram are sharpened, it is easy to find an automatic 
threshold value. Most of the medical images suffer from different noise factors, and that makes the 
histogram not as sharp as we would like it to be. Therefore, it is useful to smooth the histogram in 
advance (Gonzalez & Woods, 2001). While in edge based segmentation an image segmented into 
objects depends on finding out the edges. Edge-based segmentation relies on edge detecting techniques. 
Edge detection is the most common approach for detecting the discontinuity in the grey level. Several 
edge detection approaches have been introduced (Lakshmi & Sankaranarayanan, 2010). However, 
Sobel, Prewitt and Laplacian (Gonzalez & Woods, 2001) operators are the most traditional algorithms 
used. They use a gradient operator to detect edges in the image where most of them look for maximum 
and minimum in the first derivative to discover edges; Laplacian method looks for zero-crossings in the 
second derivative. Edge linking algorithm works to remove spurious edges and bridge gaps in object 
boundaries where no edges are detected. If the objects in the image are simple shapes, the approach of 
Hough transform (Richard O. Duda & Hart, 1972) can be used for detecting straight lines in the image. 
However, it is often time-consuming if the shapes are complex (Olson, 1999).  
In the neighbourhood search, the algorithm starts looking for possible links in the small 
neighbourhood and for sharp edges post-processing, which is usually needed. The highest edginess value 
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and backtracking are used to overcome the starting point problem in this algorithm (Maintz, 2005). 
Despite the relative simplicity of computational processing in edge detection algorithms, the quality of 
its result depends on pre and post-processing algorithms. These algorithms have an important task to 
smooth the images before segmentation and generate closed boundaries after it. In the region based 
approach, the segmentation depends on the homogeneity of the objects. Regions that have a 
homogeneous area are considered as one object. While merging (top-down) approach depends on the 
similarity criterion to merge adjacent segments, the splitting (bottom-up) depends on inhomogeneous 
criteria to split segments (Pratt, 2001). To overcome over-segmentation edge, strength can be evaluated 
to decide whether two segments should be merged. In the region growing method seeds are picked up as 
a set of starting pixels, merging similar neighbours to the seed before removing it from the seed set. 
However, formulating the stopping rule is very crucial in the region growing approach (Maintz, 2005). 
3.3.4 Fuzzy Clustering Segmentation 
One of the most extensively used techniques to classify correctly the pixels of an image in 
decision oriented applications is known as image segmentation. This method works by separating an 
image into equal and non-overlapping areas on the basis of a specific likeness feature (Dong & Xie, 
2005). There are several applications of this method, e.g. computer vision, medical image processing, 
image analysis, geographical information system and remote sensing. There are two main characteristics 
of an image that forms the basis of image segmentation. These are 1) intensity values comprising of 
discontinuity, which signify sudden or abrupt variations in intensity as edges, and 2) similarity, which 
signifies separating a digital image into areas on the basis of a pre-established likeness standard.  
The cluster analysis comprises of only the statistical classification method for identifying if the 
individuals of a population belong to distinct groups by performing the quantitative assessment of 
various characteristics. Input data is distinguished into groups or clusters based on certain similarity 
standard, in a way that similar data objects are part of the same group. Distance, intensity and 
connectivity are some of the measures that may be used in clustering. The resultant partition enhances 
the comprehension of human beings and facilitates in making a more knowledgeable decision.  
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There are two kinds of clustering methods that are usually used to examine cluster creation, i.e. Hard 
Clustering and Soft/Fuzzy Clustering. In Hard Clustering, data is separated into various clusters, and 
each data element is part of just a single cluster. On the other hand, in fuzzy clustering, data is allocated 
membership levels, and these levels are then used to allocate data elements to one or more clusters or 
groups in the image/dataset. Data elements in soft/fuzzy clustering may be involved in more than one 
cluster while possessing some extent of membership values. Fuzzy cluster analysis may be used in data 
analysis, image segmentation and pattern recognition. 
Real-world images involve some degree of uncertainty; hence, their segmentation leads to fuzzy 
regions. Information used in clustering techniques includes brightness and spatial location of pixels. 
These techniques are unable to distinguish image regions that have identical pixel intensities by taking 
into account just their pixel intensity. There is a high association between the pixels on an image, that is, 
the pixels right next to each other have almost the same feature data. Hence, the spatial relationship 
between the pixels next to each other is a critical feature that may play an important part in image 
segmentation.  
In the past few years, much attention has been given to image segmentation with the help of 
fuzzy clustering. Some examples of objective function based fuzzy clustering algorithms are: Fuzzy C-
Means (FCM) algorithm, Gustafson-Kessel algorithm (GK), Gaussian Mixture Decomposition (GMD) 
algorithm, Fuzzy C-Varieties (FCV) algorithm, Adaptive Fuzzy-C varieties (AFC) algorithm, Fuzzy C-
Shell (FCS) algorithm, Fuzzy C-Spherical Shells (FCSS) algorithm, Fuzzy C-Rings algorithm, Fuzzy C-
Quadric Shells (FCQS) algorithm and Fuzzy C- Rectangular Shells (FCRS) algorithm (Wikipedia, 
2018). Out of these, the most extensively used fuzzy clustering method is FCM as it has the required 
features to deal with uncertainty and can store a high degree of information in contrast to the clustering 
methods (Pham & Prince, 1999).  
FCM does not include spatial information on noisy images, because of which it is sensitive to 
noise and other image artefacts. In addition, the sole basis of FCM cluster allocation is the distribution of 
pixel intensity, because of which it becomes sensitive to intensity variations in the illumination or the 
geometry of the object (Liew, Yan, & Law, 2005). The disadvantages of FCM can be countered by 
including a pre-processing image smoothing step (M. N. Ahmed, Yamany, Mohamed, Farag, & 
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Moriarty, 2002), (S. Chen & Zhang, 2004), (Szilagyi, Benyo, Szilágyi, & Adam, 2003). In the past few 
studies, several image segmentation methods that employ fuzzy clustering have been put forward.  
A. Robust segmentation for Noisy Medical Images Using Fuzzy Clustering with Spatial Probability 
A robust segmentation method has been formulated by (Z. Beevi & Sathik, 2009) that use 
histogram based FCM algorithm for the segmentation of medical images. Noise is first eliminated from 
the images by the algorithm, after which they are segmented. De-noising is carried out using sparse 3D 
transform-domain collaborative filtering (Dabov, Foi, Katkovnik, & Egiazarian, 2008). The parameters 
of the FCM are initialized using histogram so that convergence is prevented in local minima. The 
objective function includes spatial probability to make the algorithm more robust against noise. 
B. Fuzzy Logic Information C-Means (FLICM) Clustering Algorithm 
Fuzzy Logic Information C-Means Clustering (FLICM) algorithm has been formulated by (Krinidis 
& Chatzis, 2010) to counter the disadvantages in algorithms that have been presented in the literature 
(Hathaway, Bezdek, & Hu, 2000), (Wu & Yang, 2002) and (Łęski, 2003). In FLICM, a new factor is 
included in the objective function of FCM, and this factor has the following features (Krinidis & 
Chatzis, 2010): 
 Local spatial and grey level information is included in a fuzzy manner to ensure robustness and noise 
insensitiveness. 
 It controls the impact of the neighbouring pixels based on their distance from the central pixel.  
 The original image is used as input, and pre-processing steps are not carried out to preserve image 
details. 
 It does not include any parameter selection.  
C. Fuzzy C-Means Clustering Algorithm (NFCM) 
A Novel Fuzzy Clustering C-Means Algorithm (NFCM) was put forward by (Kannan, 
Ramathilagam, Pandiyarajan, & Sathya, 2009) for intensity inhomogeneities or weighted bias estimation 
and segmentation of brain MRI images of the same patient. A central knowledge technique has also been 
put forward to decrease the operating time of the algorithm. The Centre Knowledge Algorithm 
reconstructs the data matrix according to its relabelling mean value and the data is divided into groups. 
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This is followed by the creation of the distance table to present the distance between the elements in 
each group. The highest distance between the groups is calculated and the mean value is obtained.  
D. Improved Spatial Fuzzy C-Means Clustering Algorithm (ISFCM) 
An enhanced Spatial Fuzzy C-Means algorithm has been suggested by (S. Z. Beevi, Sathik, & 
Senthamaraikannan, 2010). Due to HFCM converging more rapidly because the histogram of the image 
rather than the entire image is clustered by it, the input parameters for ISFCM are initialized by using the 
histogram based FCM (HFCM). Using a priori probability, incorporation of the spatial neighbourhood 
information is done into the standard FCM. Automatically decided in the fuzzy membership algorithm 
(S. Z. Beevi et al., 2010), incorporation of a priori probability is done for demonstrating how the central 
pixel is spatially influenced by neighbouring pixels. The cluster whose members are the majority in the 
pixels neighbourhood are assigned with a noise pixel by a priori probability and, for getting that pixel 
higher membership values when their neighbouring pixels have high membership values with the 
corresponding cluster, there is utilization of fuzzy spatial information. The advantage of ISFCM is that it 
can overcome the noise sensitiveness of standard FCM. The algorithm was made robust to noise and 
blurred edges due to spatial information being incorporated into the clustering process.  
3.3.5 Segmentation in Ultrasound Images 
The major drawback of ultrasound images is the weak quality and occurrence of speckle noise. 
The existence of noise reduces the resolution of the ultrasound image and results in low contrast, causing 
problems with segmentation. Thus, image quality needs to be enhanced to attain optimum results. 
Techniques dependant on the categorization of pixels and tracking of boundaries are susceptible to 
environmental noise and image inconsistency. Semi-automated computer approaches are utilised to 
enable radiologists to alter the parameters in segmentation to lead to the best result (Li et al., 2011). 
Thus, a strong model is required to help radiologists with finding the location of suspicious regions 
(Cheng et al., 2010). AT ultrasound images are able to guarantee that a great amount of data regarding 
Achilles tendinosis status is obtained. Via ultrasound images, the location of the injured tissue can be 
located, in addition, measurements of the tissue size can be made, and a conclusion on whether an 
operation will be required or not is also made through the images.  
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As well as echo features in images, other features may act as a judgment detector that presents 
possibility rupture like the AT contour and shape. The exact boundary detection of ultrasound images 
will provide accuracy position for ROI area. Additionally, the features of echo, shadow and reflection of 
the image will degenerate the quality of the image. The degrading of quality is a result of image nature 
which makes it hard to identify the image edges precisely, even when it is done by a professional 
physician. 
An essential part to segmentation is medical segmentation which includes all the prevailing methods of 
segmentation. Currently, the most utilized techniques of segmentation in the clinical image field are the 
threshold value technique and the manually functioning technique performed by medical practitioners. 
Despite the simplicity of the application of the threshold segmentation technique, speckle and 
inconsistency in images cause difficulties resulting in dissatisfying results (Tian, Bao, & Zhou, 2003). 
Moreover, although the manual segmentation technique is moderately simple to use with acceptable 
results, it is very time-consuming for patients and doctors. Application of the semi-automated 
segmentation technique with the use of a computer is the perfect option for segmentation in the clinical 
field. Due to the images having noise and the target having feeble boundaries, the technique that based 
on boundaries is hard to segment accurately. (Aarnink et al., 1994) applies the nonlinear Laplace filter in 
the automatic application of prostate image segmentation. (Fan, Santago, Riley, & Herrington, 2001) 
implements the nonlinear wavelet threshold technique to indicate the boundaries created via lumen-
intima which is the internal wall and external membrane of implanted images. Meanwhile, (Yoshida et 
al., 1998) study segmentation in the use of medical images in great depths basing it on active contour 
models. (Lee, Yan, & Zhuang, 2001) makes use of the dynamic programming for the segmentation of 
varying images in the medical field and through that great results were obtained. (Zhao, Zheng, Zhang, 
& Tian, 2013) makes use of the active contour model that functions on gradient vector flow principle; 
this has attained a precise impact on soft tissue tumours when it comes to segmenting images (Yan & 
Zhuang, 2003).  (Cvancarova, Albregtsen, Brabrand, & Samset, 2005) proposed a method of imaging 
segmentation known as the snake model; it functions on the basis of gradient vector flow principle 
(Cvancarova et al., 2005). Due to cardiac image features such as noise and inconsistency of grey scale 
spread, (Cheng et al., 2010) proposed polarity filter; edge sharpens feature and usage of CV Snake 
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model in image segmentation of extracted ventricular boundaries. (Zhao et al., 2013) proposed a 
technique for the image classification of fatty liver; the method works on threshold segmentation to 
precisely analyse features of tissue that is both lesion and non-lesion in images.  
3.3.6 Determining ROI 
Features extraction and classification results vary due to different factors. The main factor is 
determining the most suitable ROI. It is an essential factor in initiating the feature extraction phase. 
Following the determination of the ROI, tasks will distinguish the area and categorise into either a 
normal or an abnormal class. Numerous techniques in the past have talked about ROI generation ((Su, 
Wang, Jiao, & Guo, 2011), (Shan, Cheng, & Wang, 2012a), (Liu et al., 2009)). A computer-aided 
technique functioning on the basis of feature classification was suggested to indicate ROIs in the breast 
ultrasound images (Su et al., 2011). Initially, the technique is made up of two stages which are the 
feature extraction stage and the self-organized map classification phase. (Shan et al., 2012a) 
implemented automated seed point selection and region growth algorithms to ROI sites. (Liu et al., 
2009) put forward a fully automated technique for ROI generation which functions on the basis of a 
controlled local texture classifier and empirical information of breast imaging. (Basset & Mestas, 1993) 
investigate the impact of ROI sizes on prostate imaging with the use of the mean of co-occurrence 
matrices; they also report the ROI size impacting the discrimination outcome. (He et al., 2004) says that 
the size of the ROI has an inverted link with the variance in the extracted features; it also has a positive 
relationship with the average of extracted features. On the other hand, noise may greatly impact the 
measured texture from small ROI (Osicka, Freedman, & Ahmed, 2007). When analysing texture from a 
small ROI, noise that may impact the precision of the measured texture parameters and lead to mistakes 
in diagnostic reports needs to be taken into account (Osicka et al., 2007). Conversely, less extracted 
features are able to reduce the vulnerability of the features to noise distortion (Al-Kadi, 2009). (Hafizah 
& Supriyanto, 2012) put forward an automated ROI generation method for imaging kidneys with the use 
of texture examination to indicate the centroid of the region prior to the cropping of the ROI. 
(Ulagamuthalvi & Sridharan, 2012) proposed a method that implements co-occurrence matrix features 
along with grey level run-length characteristics for the determination of the seed point for images of the 
human liver. Following the determination of the seed point, images are segmented by the application of 
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the area growing algorithm with the use of grey space map and Otsu algorithm. (Shan, Cheng, & Wang, 
2012b) put forward a technique for segmentation which uses a novel stage to enhance the quality of 
images. To begin with, the ROI is made to remove the complicated background. Following the decrease 
process of speckle, an algorithm functioning on the phase in max-energy orientation is developed to 
enhance the quality of the image.  The authors suggest a novel gathering method known as neutrosophic 
l-mean which is for the detection of the lesion boundaries. A completely automated technique for breast 
imaging was proposed by (Liu et al., 2009). It is made up of a generation of ROI stage which is applied 
for dealing with the complex structure of images and a segmentation of ROI stage. Experiments show 
that the technique proposed is able to do segmentation of images rapidly and precisely. An automated 
seed point choice algorithm was suggested by (Shan et al., 2012b). The method formulated the texture, 
spatial location and size of the region. The areas obtained from the iterative threshold through the 
empirical method formula, and middle of the winning area was chosen as the seed. Following that, a 
completely automated technique for segmentation was initiated on the basis of the characteristics from 
the spatial and frequency based domains (Liu et al., 2009). 
3.3.7 Summary 
Segmentation of images in medical ultrasound imaging has a vital role in computer aided 
diagnosis. It is a procedure in which images are partitioned into subdivisions of components. The extent 
of the partitioning is done depending on the problem requiring a solution, that is, the segmentation ought 
to end when the desired object is made isolated in an application. After the suppression of image noise 
and artefact, segmentation is used to locate suspicious regions (ROIs). ROI is used to establish the 
significant region of digital medical images. The main goal of segmentation is to attain ROIs that have 
abnormal characteristics and identify the locations of suspicious lesions in ROIs. AT defects like 
ruptures can be very complicated to find due to their radiographic and morphological features that look 
like features of normal AT tissue. There are numerous techniques to identify image ROI and 
segmentation issues. Numerous segmentation methods that are used nowadays utilize the grey scale 
histogram. For example, thresholding; spatial and intensity technique (e.g. Region Growing) or others 
using fuzzy set theoretic approaches. Active contours which are known as snakes may be utilized for 
automatic segmentation of objects. The segmentation of the image is carried out with the use of series of 
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decision. An image may be segmented with the use of other techniques of segmentation and there is no 
ultimate technique for the use on all types of images. 
3.4 Feature Extraction and Reduction 
3.4.1 Introduction 
Extracting the features of an image is a significant part of medical image studies because it gives the 
crude data to the following phases. (Selfridge, 1955) describes the feature extraction procedure as "the 
extraction of critical features from a foundation of unessential detail." feature extraction is an 
exceptional type of dimensionality reduction. It is carried out following the pre-processing stages in 
image processing methodology through isolating the unneeded traits from the applicable ones. The 
decrease in features gives a way to pick the characteristics which are most suitable for classification, in 
light of different criteria. It utilises a classifier to identify the chosen characteristics (Kumar & Bhatia, 
2014). Extracting the features and reduction are stages in different clinical image models abnormality 
detection and classification. An ideal set of features ought to have effectual and segregating 
characteristics, while mostly decreasing the redundant characteristic space to avoid the dimensionality 
problem.  
The dimensionality curse proposes that the density of the samples of the training data is very little to 
guarantee a significant approximation of a high dimensional classification with the available finite 
number of training data. For several advanced classification techniques including artificial neural 
network and support vector machine, feature vectors dimension not just influences the performance of 
the classification, it additionally determine the time of training. Therefore, how to extract useful features 
and make a good selection of the features is a crucial task. 
 3.4.2 Texture Analysis 
The development of the computational methods is used for extracting the visual information and 
automated understanding of the content of the image. This is usually achieved through understanding the 
properties of the textures within the images. In the analysis of the images, the texture information can be 
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an important factor in the applications that involve the region's segmentation, objects and the subsequent 
classification and recognition processed. 
On one hand, the texture, according to (Kurani, Xu, Furst, & Raicu, 2004), is considered as one 
of the most known features that are used for analysing and interpreting the images. On the other hand, 
the texture, according to ((Haralick, 1979), (Bharati, Liu, & MacGregor, 2004)), has no formal or 
sufficient definition. Practically, the texture has been only defined through various definitions that differ 
from one researcher to another. For instance, the given definition of the texture by (Bharati et al., 2004) 
is already quoted by (Russ, Matey, Mallinckrodt, & McKay, 1994) that defines the texture as “a 
descriptor of local brightness variation from pixel to pixel in a small neighbourhood through an image”. 
However, the texture in the current thesis is defined as “the spatial distribution of pixel grey value 
(intensity) of B-mode images”. 
3.4.3 Texture Analysis Approach 
There are many classification approaches that are based on textures features have been reported in the 
literature. However, the utmost comprehensive classification of texture analysis method was given by 
((Materka & Strzelecki, 1998), (Castellano, Bonilha, Li, & Cendes, 2004), (Materka, 2006)), and 
(Bharati et al., 2004). They found that, based on the method employed to assess the interrelations of the 
pixels, texture analysis could be summed up within these four approaches: statistical based, model 
based, structural based, and transform-based. Many methodologies have been proposed to analyse and 
recognize texture in an automated fashion (Mittra & Parekh, 2011). Most image features have been 
constructed based on histogram and texture features (Tian, 2013). The statistical descriptor, co-
occurrence matrices for four different angles, and run length encoding were used for extracting different 
texture features. Also, different histogram features such as skewness and kurtosis are extracted from 
samples after different segmentation methods were applied. There are many techniques that have been 
introduced to extract texture features. They are classed into spatial texture feature extraction methods 
and spectral texture feature extraction methods based on the domain that the texture is extracted from 
(Tian, 2013). 
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a) Spatial-Domain Based methods 
In spatial texture feature extraction methods, the texture is measured from a group of pixels by 
computing the pixel statistics, which is derived from local features at each pixel in a texture image 
(Kurita & Otsu, 1993). It includes two different types, Co-occurrence Matrices and Autocorrelation 
Feature. Co-occurrence Matrices such as GLCM (Grey-Level Co-occurrence Matrix or the Grey-Level 
Spatial Dependence Matrix) can be used to calculate numerous useful textural properties to reveal 
details about the image content. (Haralick, 1979) Proposed the use of co-occurrence Matrix or grey level 
co-occurrence matrix. Also, he defines fourteen textural features measured from the probability matrix. 
To reduce time (Mohanaiah, Sathyanarayana, & GuruKumar, 2013) select four significant features, 
Angular Second Moment, Correlation, Entropy, and the Inverse Different Moment for implementation. 
(Tian, 2013) Stated that spatial texture methods are easy to comprehend and extractable from any shape, 
but on the other hand, they are sensitive to noise and distortion.  
By contrast, autocorrelation functions can evaluate linear spatial relationships between primitives. The 
texture primitives can be individual pixels or a region with uniform grey levels (Xie & Mirmehdi, 2008). 
Large primitives provide rise to coarse, and the function decreases slowly whereas it reduces rapidly if 
the texture composed of small primitives (Kale, Mehrotra, & Manza, 2007). 
b) Model Based Methods  
Model based texture analysis uses the construction of an image to describe the texture and synthesize it. 
It utilises fractal and stochastic models to interpret the texture of images. The fractal model can be used 
for texture analysis, and it has been shown to be beneficial in modelling natural textures (Materka & 
Strzelecki, 1998). However, it does not have orientation selectivity and is not appropriate for defining 
local image structure (Materka, 2002). (Zhang & Tan, 2002) Stated that the key problem for the latter 
model-based methods is how to estimate their coefficients which are used to characterize texture images 
and how to choose the suitable model for the selected texture. Examples of model-based texture analysis 
approach are autoregressive (AR) models, Markov random fields (MRF), and fractal models. 
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c) Spatial-Frequency-domain based 
In spatial frequency domain method the image is transformed into the frequency domain, and then the 
features are computed from the transformed image. Gabor filters (Tian, 2013) are intended to sample the 
whole frequency domain of an image. It has been used for extracting useful features and for a variety of 
texture classification and segmentation tasks (Ajain & Bhattacharjee, 1992). They can be tuned to 
respond to particular orientation and feature scales. Content-Based Image Retrieval (CBIR) has been a 
very active research field in retrieving image content. It uses low-level visual features such as colour, 
shape, texture to index images. CBIR requires high retrieval efficiency and preserves low computational 
complexity (Baaziz, Abahmane, & Missaoui, 2010). 
3.4.4 Texture Analysis Methods 
Quantitatively, some studies in the literature have been conducted to quantitatively 
characterizing the echo-texture of the B-Mode images. Regarding the principality, as reported by 
(Morris, 1988), when such diseases processes impact the structure of the tissue, a reflection of the 
altered ultrasound signal from the tissue should be obtained that, in turn, reflected in the texture feature 
values that are different to the normal tissue. For instance, the torn tissue transformation results in the 
changing the tissue properties such as density, elasticity and echogenicity. According to this rule, the 
textural features are expected to be derived from the tissue of tore where the normal tissue will be 
different. 
As demonstrated in (Morris, 1988), the significant difference between the placenta of smoker and 
non-smokers people is highly affected by the grey level co-occurrence matrix (GLCM) features that 
already derived from the ultrasound images. Identically, according to (Tsai & Kojima, 2005), the use of 
the GLCM for extracting the texture features from the ultrasound images can be used in the 
classification of the heart disease. Based on this finding by (Morris, 1988), those writers came to the 
conclusion that the texture analysis of the ultrasound images has a great effect to clinically become 
helpful for the computer-aided diagnosis of the cardiomyopathy. 
 
The image texture analysis of the endoscopic ultrasound (EUS) also received a massive body of 
research in the literature. The recent research by (Das, Nguyen, Li, & Li, 2008), pointed out that the 
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initial try to characterize the cancer of the pancreatic from the EUS images was stimulated. Those 
researchers explored out that the texture analysis was capable of distinguishing the cancer of the 
pancreatic from the chronic inflammation and normal tissue. Therefore, they indicated that the area 
under the ROC curve of 0.93. The differentiation between the malignancy of the pancreatic and 
pancreatitis was an application of the texture analysis of EUS images, which is already reported by 
((Norton et al., 2001), (Loren, Seghal, Ginsberg, & Kochman, 2002)). Practically, they used it to analyse 
the lymph node metastasis in the patients who hold the oesophageal carcinoma. Both types of research 
came up with encouraging and challenging outcomes. (Xian, 2010) Reported that texture analysis can be 
applied widely to liver disease. Information extracted from the ultrasound liver images used in 
distinguishing between healthy and unhealthy livers tissue.  
(Fellingham & Sommer, 1984), for instance, but not limited to, used the texture analysis for 
characterizing the structure of the in vivo tissue of the human liver and spleen. Many other promising 
results to quantitatively characterizing the tissue of diffuse liver disease were reported (Kadah, Farag, 
Zurada, Badawi, & Youssef, 1996). Based on the experimental results (Mojsilovic, Popovic, Markovic, 
& Krstic, 1998), the authors proposed that the features of the wavelet-transform might be a method with 
reliability for the texture characterization of B-mode liver images. The researchers in their research work 
(Yeh, Huang, & Li, 2003), used the GLCM and the features of the wavelet for classifying six grades of 
liver fibrosis and they came up with the result that the accurate optimum classification of two, three, four 
and six classes were, respectively, 91%, 85%, 81% and 72%. Other researchers ((Layer et al., 1990), 
(Wang et al., 2002), (Lee, Chen, & Hsieh, 2003), (Ribeiro & Sanches, 2009)) have also used the texture 
analysis for implementing the diseases that have a relation with the liver. 
The application of the texture analysis also covered another medical subject such as the thyroid 
gland. The researcher (Smutek, Šára, Sucharda, Tjahjadi, & Švec, 2003), came up with the result that the 
inflamed thyroid tissue could be distinguished from the healthy thyroid gland tissue and, therefore, they 
found a success rate of the classification process of 100%.  
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3.4.4.1 Intensity Histogram Features  
The characteristics of an image can be expressed using histogram features. By dividing the 
histogram values h(i) on the whole total number of the image pixels M according to the Equation (8), the 
approximate possibility density of appearance of the intensity levels 𝑝 obtained as 
𝑝(𝑖) =
ℎ(𝑖)
𝑀
                              Equation (8) 
Where, i=0,1,….., L-1, is a grey level in the image, L is the total number of intensity levels in the 
image and M the total number of pixels.  
Based on the most important statistical tests such as histogram as the descriptive test as well as 
various features such as mean, standard deviation, skewness, kurtosis, energy and entropy are computed 
using equations 9, 10, 11, 12, 13 and 14 respectively. 
Mean 𝜇:   𝜇 = ∑ 𝑖𝑝(𝑖)𝐿−1𝑖=0                             Equation (9) 
Variance 𝜎:  𝜎2 = ∑ (𝑖 − 𝜇)2𝑝(𝑖)𝐿−1𝑖=0                            Equation (10) 
Skewness S:   𝑆 = 𝜎−3 ∑ (𝑖 − 𝜇)3𝑝(𝑖)𝐿−1𝑖=0                            Equation (11) 
Kurtosis K:  𝐾 = 𝜎−4 ∑ (𝑖 − 𝜇)4𝐿−1𝑖=0 𝑝(𝑖) − 3                          Equation (12) 
Energy E:  𝐸 = ∑ [𝑝(𝑖)]2𝐿−1𝑖=0                             Equation (13) 
Entropy T:  𝑇 = − ∑ 𝑝(𝑖)𝑙𝑜𝑔2[𝑝(𝑖)]
𝐿−1
𝑖=0                              Equation (14) 
Where μ is the mean average level of the image matrix, and σ shows the variation of the intensity 
around the mean average. The kurtosis factor is the measure of the symmetry of the histogram while 
entropy is used to measure the histogram uniformity.  
3.4.4.2 Grey Level Co-occurrence Matrix (GLCM) 
GLCM is a two-dimensional function determining the relationship between a pixel and its 
neighbours over an entire image in various directions. Where the co-occurrence matrix is known by a 
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second-order histogram statistics. In a second-order, the relationship between the groups of two pixels in 
the competent image is applied. A GLCM is a matrix where the number of rows and columns are the 
same as the number of grey levels. Different texture characteristics are removed with accordance to the 
number of intensity points in every group.  
According to (Kurani et al., 2004), fourteen texture features are determined from the probability 
matrix to extract the texture features. The fourteen texture features are calculated with d=1  
Where, d, represents the distance in pixels with four directions for θ of 00, 450, 900 and 1350.  
The GLCM matrix with distance d=1 and the direction θ=0 is shown in Figure 3.1 
 
Figure  3.1: GLCM of 4 x4 image for distance d = 1 and direction θ=0 
The features that are extractable from the co-occurrence matrix are (Haralick, Shanmugam, & Dinstein, 
1973): 
1-  Angular Second Moment (ASM) 
𝐴𝑆𝑀 =  ∑ ∑ (𝑝(𝑖, 𝑗))2
𝑁𝑔−1
𝑗=0
𝑁𝑔−1
𝑖=0                Equation (15) 
Where Ng represents the number of grey levels on the image, and p(i,j) is the element at coordinates i 
and j in the co-occurrence matrix. 
2- Contrast (Con)  
𝐶𝑂𝑁 = ∑ 𝑛2 {∑ ∑ (𝑝(𝑖, 𝑗))2
𝑁𝑔−1
𝑗=0
𝑁𝑔−1
𝑖=0 } , |𝑖 − 𝑗|
𝑁𝑔−1
𝑛=0 = 𝑛   Equation (16) 
3- Inverse Different Moment (IDM) 
𝐼𝐷𝑀 = ∑ ∑
𝑝(𝑖,𝑗)
1+(𝑖−𝑗)2
𝑁𝑔−1
𝑗=0
𝑁𝑔−1
𝑖=0       Equation (17) 
4- Entropy (ENT) 
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𝐸𝑁𝑇 = ∑ ∑ 𝑝(𝑖, 𝑗)log (𝑝(𝑖, 𝑗))
𝑁𝑔−1
𝑗=0
𝑁𝑔−1
𝑖=0               Equation (18) 
5- Correlation (COR) 
𝐶𝑂𝑅 =
∑ ∑ (𝑖𝑗)
𝑁𝑔
𝑗=0
𝑝(𝑗,𝑗)−𝜇𝑥𝜇𝑦
𝑁𝑔−1
𝑖=0
𝜎𝑥𝜎𝑦
              Equation (19) 
Where 𝜇𝑥, 𝜇𝑦,𝜎𝑥 𝑎𝑛𝑑 𝜎𝑦 are the mean values and standard deviations of px and py respectively. 
6- Sum of Squares 
𝑆𝑆𝑄 = ∑ ∑ (1 − 𝜇)2𝑝(𝑖, 𝑗)
𝑁𝑔−1
𝑗=0
𝑁𝑔−1
𝑖=0       Equation (20) 
7- Sum Average (SAVE) 
𝑆𝐴𝑉𝐸 = ∑ 𝑖𝑝𝑥+𝑦(𝑖)
2𝑁𝑔
𝑖=2                 Equation (21) 
    Where 𝑝𝑥+𝑦 is 
𝑝𝑥+𝑦(𝑘) = ∑ ∑ 𝑝(𝑖, 𝑗), 𝑖 + 𝑗 = 𝑘, 𝑘 = 2,3, … . ,2𝑁𝑔
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1               Equation (22) 
8- Sum Entropy (SENT) 
𝑆𝐸𝑁𝑇 = ∑ 𝑝𝑥+𝑦(𝑖)𝑙𝑜𝑔(𝑝𝑥+𝑦(𝑖))
2𝑁𝑔
𝑖=2     Equation (23) 
9- Sum Variance (SVAR) 
𝑆𝑉𝐴𝑅 = − ∑ (𝑖 − 𝑆𝐸𝑁𝑇)2𝑝𝑥+𝑦(𝑖)
2𝑁𝑔
𝑖=2               Equation (24) 
10- Difference Variance (DVAR) 
𝐷𝑉𝐴𝑅 = ∑ (𝑖 − 𝑆𝐴𝑉𝐸)2𝑝𝑥−𝑦(𝑖)
2𝑁𝑔
𝑖=2     Equation (25) 
11- Difference Entropy (DENT) 
𝐷𝐸𝑁𝑇 = − ∑ 𝑝𝑥−𝑦(𝑖)𝑙𝑜𝑔(𝑝𝑥−𝑦(𝑖))
𝑁𝑔−1
𝑖=0     Equation (26) 
12- 𝑝
𝑥−𝑦
(𝑘) = ∑ ∑ 𝑝(𝑖, 𝑗), |𝑖 − 𝑗| = 𝑘, 𝑘 = 2,3, … . , 𝑁𝑔 − 1
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1   Equation (27) 
3.4.4.3 Grey Level Run-Length Matrix (GLRLM)  
GLRLM is a statistical approach used to describe the texture information of a grey level image 
region. In addition, this approach is usually used for texture feature extraction. Also, it is explained and 
represented by run length matrix P(i, j|𝜃),   
Where (i) is the number of the grey level that runs in length (j) in different directions, often in 
𝜃 = 00, 450, 900, 1350. Moreover, the example of GLRLM method is shown in Figure 3.2. Different 
67 
 
texture characteristics can be obtained from the run-length matrix. It presents the total number of 
sequential runs of length (j) at grey level (i) in the direction 𝜃.  
Image matrix   GLRLM 0º   GLRLM 45º  
 0 1 2 3    0 1 2 3    0 1 2 3  
0 2 3 0 0   0 3 0 0 0   0 3 0 0 0  
1 1 3 2 2   1 4 1 0 0   1 4 1 0 0  
2 0 2 1 1   2 4 0 0 0   2 2 1 0 0  
3 0 1 3 3   3 3 0 0 0   3 3 0 0 0  
                    
GLRLM 90º   GLRLM 135º         
 0 1 2 3    0 1 2 3         
0 1 1 0 0   0 3 0 0 0         
1 4 1 0 0   1 4 1 0 0         
2 4 0 0 0   2 4 0 0 0         
3 1 1 0 0   3 3 0 0 0         
Figure  3.2: An example of GLRLM method 
 
From the run-length matrix 𝑝(𝑖, 𝑗) a number of statistical texture features can be derived as follows 
(Dasarathy & Holder, 1991): 
1) Short Run Emphasis (SRE):   
𝑆𝑅𝐸 =  
1
𝑛𝑟
∑ ∑
𝑝(𝑖,𝑗)
𝑗2
=
1
𝑛𝑟
∑
𝑝𝑟(𝑗)
𝑗2
𝑁
𝑗=1
𝑁
𝑗=1
𝑀
𝑖=1    Equation (28) 
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2) Long Run Emphasis (LRE): 
𝐿𝑅𝐸 =
1
𝑛𝑟
∑ ∑ 𝑝(𝑖, 𝑗). 𝑗2 =
1
𝑛𝑟
∑ 𝑝𝑟(𝑗). 𝑗
2𝑁
𝑗=1
𝑁
𝑗=1
𝑀
𝑖=1   Equation (29) 
3) Grey-Level Nonuniformity (GLN): 
𝐺𝐿𝑁 =
1
𝑛𝑟
∑ (∑ 𝑝(𝑖, 𝑗)𝑁𝑗=1 )
2
=
1
𝑛𝑟
∑ 𝑝𝑔(𝑖)
2𝑀
𝑖=1
𝑀
𝑖=1   Equation (30) 
4) Run Length Nonuniformity (RLN): 
𝑅𝐿𝑁 =
1
𝑛𝑟
∑ (∑ 𝑝(𝑖, 𝑗)𝑀𝑖=1 )
2 =
1
𝑛𝑟
∑ 𝑝𝑟(𝑖)
2𝑁
𝑗=1
𝑁
𝑗=1   Equation (31) 
5) Run Percentage (RP): 
𝑅𝑃 =
𝑛𝑟
𝑛𝑝
       Equation (32) 
6) Low Grey-Level Run Emphasis (LGRE): 
𝐿𝐺𝑅𝐸 =  
1
𝑛𝑟
∑ ∑
𝑝(𝑖,𝑗)
𝑖2
=
1
𝑛𝑟
∑
𝑝𝑔(𝑖)
𝑖2
𝑀
𝑖=1
𝑁
𝑗=1
𝑀
𝑖=1    Equation (33) 
7) High Grey-Level Run Emphasis (HGRE): 
𝐻𝐺𝑅𝐸 =
1
𝑛𝑟
∑ ∑ 𝑝(𝑖, 𝑗). 𝑖2 =
1
𝑛𝑟
∑ 𝑝𝑔(𝑖). 𝑖
2𝑀
𝑖=1
𝑁
𝑗=1
𝑀
𝑖=1   Equation (34) 
For large coarse and structural textures, the run lengths are predictable to be large, but to a 
specific range, they are small for fine textures. Whether there is a high-intensity clustering in the texture, 
then the long run length is also large, while, the non-uniformity features are small if the run lengths or 
the grey levels are similar all over the matrix. 
3.4.5 Feature Reduction 
The reduction of the dimensionality could be described as the transformation of the high-
dimensional data into a significant representation of reduced dimensionality. Typically, the 
representation, which already has been reduced, should hold the dimensionality that corresponds to the 
intrinsic dimensionality of the data. According to (Fukunaga, 1993), the minimum number of the 
required parameters that needed for an accounting of the observed properties of data is the intrinsic data 
dimensionality. In many physical-sense applications, the dimension of the feature may easily be high as 
69 
 
tens of thousands. However, such an extreme dimensionality may be so hindering and detrimental to the 
analysis of data and the processing as well. Therefore, in the feature spaces, the high dimensionality 
usually means high computational complexity and power consumption both in the (offline) learning and 
in the (online) prediction phases. Therefore, the dimension of the extreme feature may cause the 
numerical process to converge prematurely to a sub-optimal solution. 
According to (Kung, 2014), when the dimension of the vector, in the supervised learning, far 
exceeds the number of training samples, this means that the data overfitting becomes highly likely that, 
in turn, jeopard the generalisation capability. Therefore, dimensionality reduction can solve this problem 
in an effective way. It reduces the features in a way that only the most dominant features are kept. In 
terms of the principality, the more affordable information about every single pattern, the better learning 
algorithm is expected to be performed. This leads to suggest that the features should be used as many as 
possible for the task at hand. Practically, this is not the case that should be taken into consideration given 
that many algorithms have poor performance in the high dimensional space because of the small amount 
of the learning samples as reported by (Law, 2006).  
Some of the features in the set of data are only 'noise' and, thus, do not contribute, sometimes 
they are even degrading, the process of learning. This complexity, in turn during the analysing of data 
sets, with other many features and the small number of the samples is causing the curse of 
dimensionality as mentioned by (Raudys & Jain, 1991). Dimensionality reduction can remedy this 
problem by decreasing the feature dimension before starting the training phase. This will lead to 
decrease the process time and save more space to store the information in the classification process. 
However, it is easier for domain experts to interpret models that have less number of variables. 
As a visualisation tool, the reduction of the dimensionality is, therefore, invaluable where data of 
the high-dimensional level is transformed into two or three dimensions for the purpose of the display. 
Remarkably, the main disadvantage of the reduction of the dimensionality is the information loss 
possibility.  The reduction of the dimensionality can discard useful instead of irrelevant information 
when it is done poorly. According to (Law, 2006), there is no technical way to recover the lost 
information for whatever the next process will be. 
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In the context of the reduction of data, many linear and nonlinear techniques are currently 
available. For many years, the non-complex linear data techniques such as the Principal Component 
Analysis (PCA) and Linear Discriminant Analysis (LDA) were used as the methods of the reduction of 
the dimensionality. The linear techniques such as PCA are usually executed and performed in the 
original space as an attempt to linearly discover new axes with high variance. According to (Maaten et 
al., 2009), however, the linear techniques cannot be used to handle successful nonlinear representation. 
Remarkably, the linear techniques, due to the availability of various data patterns and 
representation, may not be able to accurately separate the complex nonlinear data. During the last 
decade, however, many nonlinear techniques for the reduction of the dimensionality were proposed as 
pointed out by ((Burges, 2005), (Schölkopf, Smola, & Müller, 1998), (Hinton & Salakhutdinov, 2006)) 
and (Maaten et al., 2009). Technically speaking, the nonlinear techniques are actual extensions of their 
corresponding linear versions as they act linearly in the nonlinear spaces.  
The nonlinear techniques, which are paradoxical to the traditional linear techniques, can act with 
the complex nonlinear data. Specifically, for data in the real-world, the nonlinear dimensionality 
reduction techniques can provide benefit given that the real-world data is likely to be high-nonlinear. 
The previous work (Maaten et al., 2009) showed that the nonlinear techniques are outperforming their 
counterparts on the complex artificial tasks. 
Kernel Principal Component Analysis (KPCA): 
KPCA is the nonlinear reformulation technique for the traditional PCA. It embeds the data into a high 
dimensional space called the feature space. To solve the high-dimensional mapping problem, the kernel 
trick was used. This trick allows us to apply the PCA in the feature space in terms of dot product and the 
result is stored in the kernel matrix. Considering all the features in the high-dimensional space are zero-
mean, then, the principal eigenvectors of the centred kernel matrix are calculated. The data is projected 
onto the eigenvectors of the covariance matrix. Choosing the kernel function affects the performance of 
the KPCA. KPCA has been used in various successful applications such as face recognition, speech 
recognition and novelty detection (Maaten et al., 2009). In medical image processing, KPCA has been 
used to analyse the blood cells’ characteristics and extract their general characteristics (Kim et al., 
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2000). In (Tongsen & Ting, 2007) KPCA was used to reveal the distribution of the liver cancer cells in 
the B-SCAN ultrasound image. It reaches a high level of accuracy and detects liver cancer and resists 
the confusion of noise. By applying KPCA, the extracted features are mapped in an implicit high-
dimensional (possibly infinite) feature space using Gaussian Kernel and then dimensionality reduction is 
done using linear PCA (Kung, 2014). It is an eigenvector-based technique and has proven to be a 
powerful pre-processing step before the classification stage as it preserves features with a high variance 
that best describe data and eliminates the others. KPCA first generates a kernel matrix out from data in 
its original space with the help of some predefined nonlinear function called Kernel Function. This 
matrix represents the inner product of data in its high-dimensional feature space without even generating 
the latter. This is called Kernel Trick. Second, PCA is performed in the kernel space based on the kernel 
matrix. Third, dominant eigenvectors corresponding to the largest eigenvalues are chosen and extracted 
from the output matrix of KPCA to form the transformation matrix. Finally, original extracted features 
are projected in a new lower-dimensional space using the transformation matrix, which will be our new 
features. 
The kernel matrix is defined as: 
𝑘𝑖𝑗 = 𝑘(𝑥𝑖 , 𝑥𝑗)      Equation (35) 
Where k is the kernel function, and 𝑥𝑖 is the data points. In order to normalize the data points and ensure 
that the data in the feature space are zero-mean the kernel matrix is centred by: 
𝑘𝑖𝑗 = 𝑘𝑖𝑗 −
1
𝑛
∑ 𝑗𝑖𝑘
𝑛
𝑘=1 − 
1
𝑛
∑ 𝑘𝑗𝑘 +  
1
𝑛2
∑ 𝑘1𝑘
𝑛
1,𝑘=1
𝑛
𝑘=1  Equation (36) 
Then the principal eigenvectors are computed and ranked to know how much the variation of the 
captured data is. To compute the covariance matrix C of the features with dimensions 𝑀 𝑋 𝑀 
𝐶 =
1
𝑛
∑ 𝑘𝑖(𝑘𝑖)
𝑇𝑛
𝑖=1      Equation (37) 
Eigen values and eigenvectors are calculated by 
𝐶𝑣𝑘 = 𝜆𝑘𝑣𝑘      Equation (38) 
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Where k = 1,2, ...,M. In order to perform the mapping operation, Gaussian kernel function was chosen as 
a Kernel PCA mapping function. 
3.4.6 Summary 
Textural features are defined as the mathematical parameters calculated from the pixels distribution, that 
describes the texture type, and therefore, the basic structure of the objects presented in images. In 
addition, textural analysis describes a defined area in an ultrasound image through the elements of the 
texture. Generally, the textural analysis method may be simplified into three main stages which are the 
acquisition of the ultrasound image, the analysis of it and its classification. Moreover, texture analysis is 
categorised mainly based on the methods that are applied to assess the interrelationships of the pixels in 
the image. The greatest inclusive classification of textural analysis simplifies it into four principal sets: 
statistical based group, structural based group, model based group, and transform based group. Where 
these methods can be furthermore subdivided into several methods. 
It is very important to establish the reliability of the features that are extracted with the purpose of 
guaranteeing the correctness of the textural analysis methods when applied in image classification. The 
extracted features dependability can be impacted from one of the following; the feature extraction 
processes, the ultrasound system and the operator. It is thusly vital to building the reliability of B-mode 
images. 
The reduction in dimensionality handles the change of a high dimensional dataset into a low dimensional 
place while retaining the majority of the beneficial structure from the initial data. Dimensionality 
reduction began to be of high significance as result of the appearance of a large number of datasets with 
many features. The basic hypothesis for the decrease in dimensionality is that the information points are 
not randomly placed in the high-dimensional area; there is, in fact, a particular structure in the places of 
the data points that may be used. In addition, the useful information in the high dimensional information 
may be summarised through a few properties. 
The basic concept of the KPCA is to change the inserted patterns to a further higher nonlinear 
dimensional space and thereafter, carry the process out in the new KPCA space. The KPCA is the 
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addition of the typical linear PCA. PCA performs a linear segmentation of information in the initial 
space; meanwhile, KPCA implants the information on to a high dimensional space which is known as 
the feature space. The mapping linking the two spaces is usually implemented via the kernel function. In 
the Gaussian function, the information is mapped to unlimited dimensions, rather than computing the dot 
outcome. Through calculating the standard eigenvectors of the kernel matrix, the feature space 
information is projected via the eigenvectors that demonstrate the majority of the differences. 
3.5 Classification 
3.5.1 Introduction 
Medical images classification is an important stage. Its objective being not only to reach a good 
level of accuracy but also to decide which part of the image is affected more than the others to aid the 
medical practitioners in their early diagnosis of the diseases. In texture classification, the aim is to assign 
an unknown sample image to one of a set of known texture classes. All the methods and processes that 
are taken in pre-processing, partitioning the image, extracting the texture features and selecting the most 
dominant features affect the classification process and results. The classification module is the final 
stage in automated diagnosis. The task of classification is defined as the process of selecting a subset of 
image features from a very large set to distinguish between different object classes, and this is done with 
minimum effort with few errors (Jähne, 2002). The first phase of classification is training the classifier 
using a data set to determine the best set of features. The second phase is testing where the unknown 
data are given to the classifier for actual classification (Minavathi et al., 2012). There are many possible 
techniques for the texture classification process. However, there are several classification methods to 
classify and detect abnormalities in medical images. We only report the most common methods namely 
the k-nearest neighbour (k-NN), Artificial Neural Network techniques (ANN), Decision Tree (DT), 
Linear Support Vector Machine (LSVM), nonlinear SVM and Ensemble Classifiers. 
3.5.2 The k-Nearest Neighbour Techniques  
The k-Nearest Neighbour (k-NN) is a supervised non-parametric algorithm. In k-NN, classifying 
objects is based on closest k training examples, which are the nearest neighbours to the test example. We 
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used a common distance function for k-NN, which is Euclidean distance: neighbours (Dougherty, 2009). 
(Suguna & Thanushkodi, 2010) Introduced a novel method to improve the classification performance of 
k-NN and reduced the rate calculation complexity by using Genetic Algorithm. (Lashari & Ibrahim, 
2013) introduce a new framework for medical image classification that based on soft set to obtain 
greater performance, improve accuracy, precision and computational speed. 
(Baily & Jain, 1978) Used weights with classical k-NN and gives an algorithm named weighted 
k-NN. The Condensed Nearest Neighbour algorithm (CNN) stores the patterns one by one and removes 
duplicate ones (Bhatia & Vandana, 2010). CNN was improved by (Gates, 1972) through eliminating the 
pattern that does not affect the training data set result. (Yong, 2009) Proposed a technique that uses 
clustering to calculate the nearest neighbour. It does not use all training samples as in a traditional k-NN 
algorithm. It clusters each training set by k values and assigns weight to each cluster. 
In k-NN classifier, the new feature is assigned a label depending on the most frequently 
occurring label in the k nearest. If we choose k=1, we will classify objects in a way that they will be 
extremely sensitive to the outlier samples. However, if we select a large value of k, then the average will 
be calculated including the noisy data points. In this research, choosing k is a result of testing different k 
values in the classification process and selecting optimal k is based on the values that show less 
misclassification error rate. 
3.5.3 Artificial Neural Networks Techniques  
Artificial Neural Networks (ANN) can provide a valuable tool that could minimise the 
inconsistencies in medical image interpretation. ANNs have various applications such as pattern 
recognition, forecasting, clinical diagnosis and more (Deepa & Aruna Devi, 2011). Artificial classifiers 
have very high classification accuracy with a comparison to conventional classifiers. The advantages of 
ANN include self-learning, associative memory, parallelism strength, and error tolerance 
(Gharehchopogh, Molany, & Mokri, 2013). 
The back-propagation network is the most prevalent and generalised neural network presently in 
usage (Zhai, Wangi, & Zhang, 2007). It learns by example, gives the algorithm examples of what we 
want the network to do and adjusts the weights to produce the desired output. The combination of 
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weights that reduce the error function is thought to be an answer to the learning problem. Once the 
network has been trained, it should be able to recognise the noiseless and noisy patterns in the training 
set. The network’s performance can be improved by applying the patterns in random order to the 
network. 
ANN has an essential role in the medical imaging field. It can monitor many health indices or 
predict the patient responses to therapy (Khan, Zope, & Suralkar, 2013). (Y. Jiang et al., 1999) showed 
that ANN is most widely used in breast cancer diagnosis with some improvement corresponding to 
increased sensitivity. (Murata, Yoshizawa, & Amari, 1994) Investigate the problem of identifying the 
best number of parameters in neural networks from a statistical point of view. However, for achieving a 
great and reliable performance, a large number of training cases are commonly required (Sahiner, Chan, 
& Hadjiiski, 2008). 
3.5.4 Decision Tree 
A decision tree is one of the most widely known classification algorithms used in data 
classification. It is divided into one root node, internal branches and leaves, which are the decision nodes 
(Quinlan, 1993). Decision nodes are labelled with certain classes, which represent the classification 
decision. A decision tree is made from a training set that composed of samples and every individual one 
of them is described by a set of characteristics and class labels. The classification process starts at the 
root of the tree and the test at the node is identified corresponding to the outcome. The training set is 
used to induct the DT while the testing set is used to measure their accuracy (Podgorelec, Kokol, Stiglic, 
& Rozman, 2002). To construct DT, there are various numbers of algorithms required as well as 
different parameters such as splitting and stopping rules. Splitting the node is based on the splitting rule, 
and the stopping rule controls whether the training set is able to divide into more layers or not. In this 
research, the splitting criteria are gini, which is defined as:  
𝑔𝑖𝑛𝑖(𝑡) = ∑ 𝑝𝑖(1 − 𝑝𝑖) (3.29) 
Where class i at node t is the relative frequency of pi, any node (parent or child) represented by node t 
where separated data is provided is performed. A gini method attempts to discover the huge pure node 
(homogeneous category) from the available classes and to segregate it from the rest of the data.  
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Decision trees have been used in medical applications for many years. (Cremilleux & Robert, 
1997) Proposed a theoretical framework for using decision trees in the medical field. Therefore, (Tsien, 
Fraser, Long, & Kennedy, 1998) developed a model using classification tree techniques and Logistic 
Regression (LR) methods for early diagnosis of Myocardial Infarction (MI). Information, such as 
electrocardiographic about the patient’s condition while they are in ER is used. A training data set was 
gathered in Edinburgh, Scotland.  
The model tested on separate Edinburgh data sets, in addition to data sets collected from various 
hospitals in the UK. This study finds that classification trees have particular benefits over LR models in 
the diagnosis of patients with MI. (Bonner, 2001) Explains how the decision tree approach collaborates 
with clinical decision-making in mental health care in the UK. The approach offers a method to support 
multi-professional decision-making to inform the final decision. (Letourneau & Jensen, 1998) used 
decision trees to find accuracy and confident decisions about wound care treatment. Data were collected 
from two groups: one group was measured after the first contact with a decision tree, and the other group 
was measured two years following the implementation. They summarised that a decision tree is able to 
help with decision making through guiding the nurse through the assessment and treatment choices. 
3.5.5 Support Vector Machine  
A Support Vector Machine (SVM) is a statistical supervised learning method. SVM uses an 
optimal linear separation hyper plane to divide two sets of data in their input space. It achieves this goal 
by maximizing minimum margins between the two sets. It involves the input as a set of training data. If 
in the case the classes cannot be linearly segregated in the input space, Kernel SVM will transform them 
into the higher dimensional space known as the feature space, where linear separation becomes easier 
than the input space. In feature space, the closest points, which determine the margin of the classifier, 
are called support vectors. In this study, comparative analysis classifiers with linear and nonlinear types 
of kernels are implemented using the same data set. 
For many years, SVM has shown outperformance in many applications including digital 
handwriting recognition (Schoelkopf et al., 1996), object recognition (Massimiliano & Alessandro, 
1998), face detection (Osuna, Freund, & Girosi, 1997) and text categorization (Thorsten, 1999). 
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However, in medical image processing applications SVM have various applications. (Magnin et al., 
2009) Brought a technique on the base of the SVM that enabled automatic classification of patients with 
early Alzheimer’s disease. It is based on structural MRI and works automatically using defined ROI. 
(Mesrob et al., 2012) Suggested a new multimodal MRI is combining brain grey matter concentration 
and mean diffusivity at the voxel level. They prove to utilise nonlinear SVM with radial basis function 
kernel that the discrimination between Alzheimer’s disease patients and elderly control reached the high 
precision level when relevant ROI is chosen. (Wei, Tiebin, Rodolfo, Marta, & Muin, 2010) Used the 
SVM model to select sets of variables that will be used to classify between diagnosed diabetes or pre-
diabetes against no diabetes. They conclude from their study that the discriminative performance of 
SVM models was equal to the epidemiological method. (Suykens, Gestel, Brabanter, Moor, & 
Vandewalle, 2002) Brought the concept of modifying the Vapnik’s SVM formulation by the addition of 
a Least Square (LS) term to the cost function to solve the quadratic programming problem. The LS-
SVM formulation transformed the problem into a set of linear equations. (Selvaraj, Selvi, Selvathi, & 
Gewali, 2007) Used the LS-SVM approach for automated classification of MRI slices as normal and 
abnormal. SVM classifier was trained in (El-Naqa, Yang, Wernick, Galatsanos, & Nishikawa, 2002) to 
ensure whether a Micro Calcification (MC) is found or not at every location in a mammogram. By 
iteratively selecting the ‘most representative’ MC-absent examples, they tried to improve the 
performance of the SVM classifier. 
3.5.6  Deep Learning 
Due to the fact that valuable information can be harvested from complex systems through deep 
learning, it plays a vital part in big data solutions (X.-W. Chen & Lin, 2014). Actually, deep learning 
dates back to the 1940s. However, traditional training strategies for multi-layer neural networks always 
result in a locally optimal solution or cannot guarantee the convergence. Although it was realized that 
better performance for feature and representation learning could be achieved by the multilayer neural 
networks, wide applications have not been given to the multi-layer neural networks. To train deep 
learning efficaciously, result in the first back-through of deep learning, a two stage strategy, pre-training 
and fine-tuning, was suggested by (Hinton & Salakhutdinov, 2006). Moreover, the prevalence of deep 
learning is also elevated by the increase of computing power and data size.  Collection of numerous 
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samples can be done so that the parameters of deep learning models can be trained upon the arrival of 
the era of big data. Simultaneously, high-performance computing systems are needed for training a 
large-scale deep learning model.  
The creation of AI systems is being attempted for a very long time. The relationships and high-
level schematics of various fields can be seen in Figure 3.3. Efforts for explicitly programming the 
needed knowledge for given tasks have been made by early approaches; nevertheless, as there are many 
difficulties in designing all the detail needed for an AI system to achieve satisfactory results by hand, 
these experienced problems in dealing with complex real-work issues (Goodfellow, Bengio, Courville, 
& Bengio, 2016). 
 
Figure  3.3 Relationships and high level schematics of different disciplines 
 
Nonetheless, a specific type of deep, feedforward network, namely the convolutional neural 
network (ConvNet) (LeCun et al., 1990; LeCun, Bottou, Bengio, & Haffner, 1998) existed which was 
quite easy to train and generalized in a better way in comparison to networks having full connectivity 
between adjacent layers. During the time when neural networks were unpopular, a number of practical 
successes were achieved by it and the computer-vision community has widely adopted it as of late.  
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3.5.6.1 Convolutional Neural Network (CNN) 
For large-scale image classification and recognition, the most prevalent deep learning model in 
feature learning is the convolutional neural network (Han et al., 2017; Karpathy et al., 2014; Krizhevsky, 
Sutskever, & Hinton, 2012; Maggiori, Tarabalka, Charpiat, & Alliez, 2017; Simonyan & Zisserman, 
2014). As Figure 3.4 illustrates, convolutional layer, subsampling layer (pooling layer) and fully-
connected layer are the three layers present in a convolutional neural network [44]. For achieving the 
weight sharing, the convolution operation is used by the convolutional layer and, for reducing the 
dimension, it uses the subsampling. A 2-dimensional image x is to be taken as an example. A sequential 
input 𝑥 = {𝑥1, 𝑥2, … , 𝑥𝑁} is what the image is initially decomposed into. Following is the definition of 
the convolutional layer for sharing the weight: 
𝑦𝑖 = 𝑓(∑ 𝑘𝑖𝑗 ⊗ 𝑥𝑖 + 𝑏𝑗𝑖 ), 
Where 𝑗𝑡ℎ output for the convolutional layer is represented by 𝑦𝑖 and the convolutional kernel with the 
𝑖𝑡ℎ input map 𝑥𝑖 is represented by 𝑘𝑖𝑗. The bias is represented by 𝑏𝑗 and the discrete convolution 
operator is represented by ⊗. Furthermore, the non-linear activation, usually a scaled hyperbolic tangent 
function, is represented by 𝑓. 
 
Figure  3.4 Convolutional neural network 
 
Reducing the dimension of the feature map is the objective of the subsampling layer. An average 
pooling operation or a max pooling operation can usually be used for its implementation. Then, for 
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classification and recognition, different fully-connected layers and a softmax layer are normally put on 
the top layer.  
For feature learning on large-scale images, a number of convolutional layers and subsampling 
layers are usually present in the deep convolutional neural network. Convolutional neural networks have 
contributed a lot in language processing and speech recognition etc, recently (Abdel-Hamid, Mohamed, 
Jiang, & Penn, 2012; Qian, Bi, Tan, & Yu, 2016; Swietojanski, Ghoshal, & Renals, 2014). 
 
3.5.6.2 Recurrent Neural Network (RNN) 
The conventional deep learning models like stacked auto-encoders, deep belief networks and 
convolutional neural networks are not appropriate for learning features for the time series data as they do 
not consider the time series. A natural language sentence similar to a typical time series data is to be 
taken as an example. There should be utilization of the previous one or more words as inputs during the 
use of the current word for predicting the next word as there is a close connection between each word 
and other words in a sentence. Clearly, due to the information of previous inputs not being stored by the 
feed-forward deep learning models, they are not that appropriate for this task. Features for the series data 
by a memory of previous inputs, which are stored in the internal state of the neural network, are learned 
by the recurrent neural network, which is a conventional sequential learning model. As it can be seen in 
Figure 3.5, there is the introduction of a directed cycle for constructing the connections between 
neurons.  
Input units {𝑥0, 𝑥1, … , 𝑥𝑡 , 𝑥𝑡+1, … }, output units {𝑦0, 𝑦1, … , 𝑦𝑡, 𝑦𝑡+1, … } and hidden units 
{𝑠0, 𝑠1, … , 𝑠𝑡, 𝑠𝑡+1, … } are present in a recurrent neural network. The current sample 𝑥𝑡 and the previous 
hidden representation 𝑠𝑡−1 are taken as input by the recurrent neural network as it can be seen in Fig. 8, 
at the time step 𝑡 for acquiring the present hidden representation 𝑠𝑡: 
𝑠𝑡 = 𝑓(𝑥𝑡, 𝑠𝑡−1), 
Where the encoder function is represented by f. The utilization of vanilla recurrent neural network is 
prevalent which at the time step 𝑡 is defined as the following forward pass: 
𝑠𝑡 = 𝑓(𝑊𝑠𝑥𝑥𝑡 +  𝑊𝑠𝑠𝑠𝑡−1 +  𝑏𝑠), 
𝑦𝑡 = 𝑔(𝑊𝑦𝑠𝑠𝑡 +  𝑏𝑦) 
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Where the encoder and decoder are represented by f and g respectively, and the parameter set is 
represented by: 
𝜃 =  {𝑊𝑠𝑥, 𝑊𝑠𝑠, 𝑊𝑠; 𝑊𝑦𝑠, 𝑏𝑦}. 
Accordingly, through the integration of the previously hidden representation 𝑠𝑡−1 into the 
forward pass, the dependency between the current samples 𝑥𝑡 with the previous one 𝑥𝑡−1 is acquired by 
the neural network. Arbitrary-length dependencies can be acquired by the recurrent neural network 
according to a theoretical viewpoint.  
 
Figure  3.5 Recurrent neural network 
 
Nevertheless, due to the gradient vanishing with the back-propagation strategy for training the 
parameters, there are difficulties for the recurrent neural network in capturing a long-term dependency. 
Through the prevention of the gradient vanishing or gradient exploding, some models, like long short-
term memory, have been presented for overcoming this issue (Chung, Gulcehre, Cho, & Bengio, 2014; 
Hochreiter & Schmidhuber, 1997).  
Stacking of many recurrent neural networks into a deep learning model is possible. In a number of 
applications like natural language processing, speech recognition and machine translation, super 
performance has been achieved by the recurrent neural network and its variants (X. Chen, Liu, Qian, 
Gales, & Woodland, 2016; Chien & Ku, 2016). 
However, because data set we have in this research is small, and the experiments are conducted on a 
standard PC. Deep learning was not appropriate and was not used in this research. Deep learning will not 
be further referred to in this thesis. 
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3.5.7 Ensemble Classifiers 
The strategy in ensemble systems is to create some classifiers and combine their outputs such that, the 
combination improves the performance of an individual classifier. This demand, therefore, that single 
classifiers make errors on a number of different examples. The intuition is that, whether every classifier 
causes different mistakes, thereafter a strategic group of these classifiers has the ability to minimise the 
total mistakes. Supervised classification issues fall under the category of learning from instances where 
each instance/pattern/example is connected to the label/class. An individual classifier like Neural 
Network, Decision Tree, or a Support Vector Machine is trained on a classified data set. Depending on 
the distribution of the patterns, it is possible that some of the patterns will be at the high level of learning 
by an individual classifier. Classifier implements weekly on the test set under such situations. To solve 
such problem a group of classifiers trained on the same problem, where the individual classifiers are 
known by base/weak classifiers. At the period of learning, the foundation classifiers are trained 
separately on the data set. A fusion method then collects the decisions produced by the principle 
classifiers. (Polikar, 2006) Indicated that there occur perfect numbers of fusion methods in the literature 
containing the majority of voting, Borda count, and algebraic combiners. The philosophy of the group 
classifier is that another base classifier compensates the mistakes that have been made by one base 
classifier.  
However, training the base classifier in a straightforward way will not solve this problem. 
(Polikar, 2006) indicated that an ensemble classifier implements much better than its base counterpart if 
the base classifiers are exact and base classifier errors are unlinked. ((Tang, Suganthan, & Yao, 2006), 
(Brown, Wyatt, Harris, & Yao, 2005), (Kuncheva & Whitaker, 2003)) Showed that there are a large 
number of methods to calculate diversity containing pairwise diversity measures and non-pairwise 
diversity measure. A variety of ensemble classifier generation methods purposes to obtain diversity 
between the principal classifiers. Some of the ensemble classifiers are also improved aiming the specific 
problems/applications. Different base and ensemble classifiers and their applications will be explained in 
the following section. There is a need to answer two interrelated and basic questions.   
Where is the first question: how will individual classifiers (base classifiers) be generated? And 
the second is: how will they differ from each other? Therefore, the strategy for creating the ensemble 
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members has to develop the ensemble’s diversity. Moreover, according to the (Brown, 2004), indicated 
that ensemble algorithms do not attempt to maximise a specific diversity measure.  Rather, increased 
diversity is usually sought through different resampling processes or chosen of the different training 
parameters.  
3.5.7.1 Bagging 
Bagging shorts for bootstrap aggregating. It is one of the most original ensembles algorithms. 
Furthermore, it is one of the simplest for application and comes with a good performance (Breiman, 
1996). Bagging diversity is achieved through the usage of bootstrapped replicas of data for training: 
various data subsets are picked from the whole data, randomly while replacing. All individual subsets 
are utilised to train a specific classifier from the same kind. Each classifier is then mixed through 
proceeding with a majority voting of decisions made. The class picked by the majority of the classifiers 
for whichever instance, is the final ensemble decision. A variation of bagging is known as Random 
forests; this is due to it being structured from decision trees (Breiman, 2001). It can be produced from 
single decision trees that have random parameters for training. These parameters may be bootstrap 
replicas of the data, or they may be different characteristic subsets. Pasting small votes is different to 
bagging; it is intended for use with big data sets (Breiman, 1996). Big data sets are segmented into 
subsets known as bites, and each one of these bites is put to use in training classifiers. There are two 
variations for pasting small votes, one of these makes random data subsets, and it is known as Rvotes, 
and the other one makes successive datasets on the basis of the instance significance, and it is known as 
Ivotes. 
3.5.7.2 Boosting 
A weak learner is known as an algorithm which produces classifiers that are simply better functioning 
than random guesses. A strong learner produces classifiers that can accurately classify everything with 
the exception of a random small fraction of instances (Schapire, 1990). Schapire proved that a weak 
learner might be turned into a strong learner. Furthermore, Schapire also presents a simple algorithm to 
improve the performance of a weak learner to match that of a strong learner; this is known as boosting. 
Today, the algorithm is thought to be one of the greatest enhancements in the late history of machine 
learning. Like bagging, boosting produces a group of classifiers through resampling of the data that then 
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gets combined with majority votes. Nevertheless, the similarities end there. Resampling in boosting is 
purposely geared to give informing training data to all successive individual classifiers. Fundamentally, 
boosting makes three weak classifiers: C1, C2 and C3. C1 is put through training with an arbitrary 
subset of data available. C2 training data is selected as the greatest informative, given the first classifier. 
That is, the second classifier is trained on data that is partially misclassified and partially classified by 
the first classifier. C3 is trained by instances that disagree with the first and second classifiers. C1, C2 
and C3 are merged with a three-way majority vote.  
3.5.7.3 AdaBoost 
AdaBoost was presented in 1997 by Freund and Schapire, and it attained great interest (Freund & 
Schapire, 1995). It is said to be a general form of boosting. In comparison with the numerous variants of 
AdaBoost, AdaBoost.M1 and AdaBoost.R are often used because they can deal with issues such as 
multiclass and regression. AdaBoost produces a group of hypotheses which are put together by major 
votes predicted through hypotheses. The hypotheses are produced via training a weak classifier with the 
usage of selected instances from distributed training data which is updated. Data is kept updated to 
guarantee misclassification of instances from past classifiers is likely to be part of the training data of the 
coming classifier. Thus, data of the successive classifier is equipped in favour of instances that are 
difficult to classify. 
3.5.7.4 RUSBoost 
 
RUSBoost is short for Random Under-Sampling Boosting (Seiffert, Khoshgoftaar, Van Hulse, & 
Napolitano, 2008). It is an algorithm for both sampling and boosting, and it is intended to enhance the 
performance of learners trained on imbalanced data. It makes use of an arbitrary under-sampling method 
that takes out data on a random basis from the majority class. To begin with, every training data chosen 
has the weight of 1/m, in this m represents the number of training instances. Following that, every 
learner goes through the following training iteratively. Initially, arbitrary under-sampling is implemented 
to eliminate T% from the major class, till it turns to a minority in the new short-term training set and a 
new weight distribution is arranged. The new short-term training set and weight distribution are moved 
to the weak learner, and then the calculation of pseudo-loss is made. Following that, the weight 
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distribution is brought up to date through the pseudo-loss and made normal, and the weights that were 
updated are put to the application in the following iteration. Following N iterations, the outcome is 
brought from the weighted major vote. 
3.5.7.5 Random Subspaces 
According to (Ho, 1998), Random Subspaces constructs individual classifiers from randomly selected 
feature subspaces. This process will solve the problem of execrating of dimensionality and therefore, is 
appropriate for the high dimensional dataset. Moreover, (Ho, 1998) indicated that this process 
compensates for the potential shortage of accuracies and therefore, features to high ensemble diversity. 
In this method, feature subspaces are chosen randomly from the original feature space, and individual 
classifiers are produced mainly on the basis of the quality of the feature subspaces. The outcomes from 
every individual classifier are combined through uniform plurality voting to yield the final prediction. 
3.5.8 The Classification Imbalance Problem 
Within classification, a dataset is thought to be imbalanced if the number of instances that represent a 
class is less than instances from different classes. In addition, the class that has the least quantity of 
instances is typically the point of interest from the standpoint of the learning task (Chawla, Japkowicz, 
& Kotcz, 2004). This issue is a huge focal point due to it showing in a number of classification issues in 
the real world, particularly in the diagnostic clinical field ((Mazurowski et al., 2008), (Freitas, Costa-
Pereira, & Brazdil, 2007)). In these instances, principle classifying algorithms have a prejudice 
regarding any class that has a higher quantity of instances. This is since rules that accurately forecast the 
instances are biased in the benefits of the accuracy metric, while specific rules that forecast examples 
within the minority class are typically ignored for and treated as noise since more general principles are 
favoured. In these means, instances of minority classes are more frequently classified incorrectly than 
ones from different classes. Nevertheless, the spread of skewed information is not an obstacle to the 
learning task when it is by itself ((Sun, Wong, & Kamel, 2009), (Benoît Magnin et al., 2009)); the 
problem is that typically a set of obstacles linked to this issue show up. 
Small samples size: Normally, an imbalanced dataset means that there is a lack of minority class 
examples. Researchers have found that the rate of errors due to the imbalanced class’s distribution 
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reduced if the quantity of minority class examples is representative, thus fixing the imbalance ratio. 
Therefore, patterns that are given by positive cases could be learned more efficiently although there is an 
imbalance in the class distribution. 
Overlapping or class separability: In the case that this occurs, distinguishing rules are difficult to bring 
about. As a result, more general rules are induced that cause misclassification of a small number of 
instances (García, Mollineda, & Sánchez, 2008). When the classes do not overlap each other, every 
straightforward classifier can learn a suitable classifier despite the class distribution. 
Small disjuncts: (Weiss & Provost, 2003) stated that small disjuncts exist in a dataset in the case that the 
minority class represented concept is created from sub concepts. Moreover, small disjuncts are implied 
in the majority of problems. The presence of sub concepts grows the complication of the issue due to the 
number of instances often being imbalanced among them. 
3.5.9 Addressing the Imbalanced Problem 
3.5.9.1 Pre-processing 
As stated by ((Galar, Fernandez, Barrenechea, Bustince, & Herrera, 2012), (Khoshgoftaar, Van Hulse, & 
Napolitano, 2011)), a vast amount of methods have been introduced for the handling of the two class 
imbalanced problem, for the standard learning algorithms and ensemble methods.  
These methods can be classified into the following groups:  
1. Data level solutions: One of the aims of this solution is the adjustment of the class distribution balance 
through the data space sampling in order to reduce the impact of the imbalance, acting as an exterior 
method ((Batista, Prati, & Monard, 2004), (Y. Tang, Zhang, Chawla, & Krasser, 2009)).  
2. Algorithmic level solutions: The objective is to adapt and strengthen particular algorithms to 
classifying in the direction of the positive class. Thus, they can be described as interior means of 
producing new algorithms or altering present ones in order to change and reflect on imbalance issues 
((Barandela, Sánchez, Garcıa, & Rangel, 2003), (García-Pedrajas, Pérez-Rodríguez, García-Pedrajas, 
Ortiz-Boyer, & Fyfe, 2012)).  
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3. Cost-sensitive solutions: These solutions include methods aimed at data level or/and algorithm level, 
taking into account great misclassifying prices for positive class examples regarding the negative class, 
thus, aiming to reduce pricey errors ((Domingos, 1999), (Ting, 2002)). 
The benefit of solutions of data level is that they are versatile because they rely on the chosen classifier 
to be used in particular tasks. In addition, any data set can be pre-processed prior to usage to enable them 
to train for varying classifiers. In these means, data only needs to be prepared once. There are various 
techniques for rebalancing with which to pre-process the training data, and these can be categorized into 
three sets known as the under-sampling techniques, over-sampling techniques and hybrid techniques. 
3.5.9.2 Using Ensemble Classifiers 
In the medical field, prior to making decisions on any crucial cases, many doctors have their say and 
share their views. As a result, more reliable results are obtained because numerous professionals come 
together to make the decisions. This approach of merging the expert opinions to come to decisions may 
be implemented in classifying data, this is called the Classifier Ensemble (CE), and it is also known as 
Multiple Classifier System (MCS). CE is a mixture of various classifiers, combined to implement 
classification jointly. When each classifier is diverse, and thus they are not compatible with each other, 
their random errors cancel each other, therefore resulting in accurate decisions. Data that requires 
classification is taken by the classifiers as an input in order to obtain a number of predictions. The 
predictions which are the output are then mixed through the use of various techniques including voting 
and weighted voting. CE may be produced through the use of various methods that may be classified 
into the following classes (Kuncheva, 2001): 
1. Usage of various training sets: Introduce diversity through segmenting training data sets into N 
subsets and training each classifier with varying subsets. 
2. Usage of various characteristic subsets: Introduce diversity through the training of each classifier 
using various subsets of characteristics. 
3. Usage of various classifier models: Introduce diversity through the mixture of various classifiers. 
4. Usage of various combination schemes: Introduce diversity through the usage of various combination 
schemes. 
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Regular ensemble techniques function powerfully in the cases that the input datasets have balance in the 
distribution. At present, many applications have an imbalance in the distribution of data. This may lead 
to the classifier being biased to the majority class that has a larger quantity of instances than the other 
class. Due to this, a requirement of changes in the current ensemble is raised for the imbalanced data to 
be dealt effectively. 
3.5.10 Comparison between classification techniques  
A comparison between the applied classification techniques is summarized in Table 3.2 
Table ‎3.2: Summarize the features and limitations of different classifications techniques 
Algorithm Features Limitations 
k-Nearest 
neighbour 
Zero cost of the learning process 
Well suited for multimodal classes 
Easy to implement 
More efficient if training data is large 
Highly adapted behaviour to new unlabelled data 
New examples require only updating the distance 
database 
Time to find the nearest neighbours in a large 
training data set can be expensive 
It is sensitive to noisy or irrelative attributes 
The precision of algorithm decreases if the 
amount of data less. 
Calculating measures where variables have 
different measurement scales 
To classify new instances, the entire training 
data needs to be scanned 
Support 
Victor 
Machine 
It predicts accurate results for most of the 
classification and prediction problems 
High accuracy 
Contains a non-linear transformation 
Provides a good generalization capability 
Reduction in computational complexity 
The problem of overfitting is eliminated. 
For obtaining good results, it requires a very 
large number of records 
Parameter tuning 
Performance and accuracy depends upon the 
hyperplane selection and kernel parameter 
Training is time-consuming 
Determination of optimal parameters is not 
easy when there is non-linearly separable 
training data.  
Artificial 
Neural 
Work well even if the data is not linearly 
separable in the base feature space 
Speed and size requirement both in training 
and testing more 
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Network It is easy to use with few parameters to adjust 
Simple to implement 
Applicable to wide range of problems 
It is a non-parametric classifier 
It is data driven self-adaptive technique. 
Difficult to know how many neurons and 
layers are necessary 
Learning can be slow 
High complexity and extensive memory 
requirements for classification in many cases 
Difficult in choosing the type network 
architecture 
Problem of overfitting 
Decision 
Tree 
Easy to generate and understand 
Reduce problem capacity 
Based on the hierarchical rule and can handle non-
parametric training data 
Does not require an extensive design 
The computing time is less and statistical errors 
are avoided 
Training time is so expensive with large data 
set 
Suffer from overfitting 
Become complex calculation when various 
values are undecided and/or when various 
outcomes are correlated 
The accuracy depends fully on the design of 
the decision tree and the selected feature 
Ensemble 
Classifiers 
Lower error 
Less sensitive to overfitting 
Reduce the bias 
Reduce the variance 
Improve the predictive performance 
More stable models 
More accurate with imbalanced data set 
Able to identify noise and outliers 
Using random sample more suitable for data 
streams 
Difficult to measure correlation between 
classifiers from different types of learners 
Learning time and memory constraints 
Needs to be adapted to handle data stream 
Has memory limitations 
3.5.11 Summary 
There are several numbers of classification methods applied to distinguish and indicate 
irregularities in the images in the medical images field. Non-parametric classifiers including SVM, k-
NN, and DT are classification techniques applied to enhance correctness and precision in classification. 
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Recently, the field of ensemble classifiers has been developing in which the features and benefits of all 
individual classifiers have been mixed to output a better prediction. 
Ensemble systems have increasingly caught attention due to their adaptable properties. Initially, with 
ensemble itself, numerous classifiers may have a preferable solution to that of an individual classifier. 
Several studies have researched on ensemble models and demonstrated that it could attain a mean 
average of prediction errors and minimise bias and change of errors. Furthermore, the majority of new 
ensemble models have somewhat the same learning methods, base learning algorithm and voting, but 
have varying approaches in every phase. In addition, every phase supplies an opportunity to enhance the 
model to classify minority classes. 
In the imbalanced dataset, the class which has a higher instance number is known as the major class, and 
the class which has a comparatively lower instance number is known as the minor class. Medical 
diagnosis prediction applications of uncommon but serious disease are very substantial than ordinary 
treatment. In these cases, the majority of the classifiers are biased to the major classes and consequently 
display deficient rates of classification on minor classes. Also, the classifiers may predict all as a major 
class and disregard the minor class. Different methods are suggested to solve the issues that are linked to 
an imbalance in classes. 
3.6 Classification Evaluation 
3.6.1 Introduction 
Assessment of performance is essential in numerous phases of developing classifiers. The 
procedure of designing a classification algorithm to extract a particular model within the data is usually 
repetitive. Every repetition will make a major modification on the classifier, thus is has to be re-assessed 
to identify how the performance was influenced. When the development procedure comes to an end, it is 
essential to demonstrate that the last classifier obtains a satisfactory performance level and that shows a 
major enhancement over other classifiers. To estimate the efficiency and validity of the results, various 
techniques have been used. There are two common evaluation techniques that are used, confusion matrix 
and ROC curves. The confusion matrix is of dimension D X D where D is the number of classes. In this 
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matrix, the number of True Positives (TP), represent the proportion that is abnormal and the classifier 
claims that they are abnormal. If some are normal because they do not have certain medical problems 
and classified by the test as abnormal, these are called False Negative (FN). There are some cases where 
they are abnormal and classified as normal – this is called False Positive (FP). Finally, when the images 
are normal, and the test says that they are, this is called True Negative (TN). However, ROC curves are 
two-dimensional graphs highlighting the relationship between true positive rates on the Y-axis and false 
positive rates on the X-axis. The Area Under the ROC Curve (AUC) is often utilised to measure the 
quality of the classification model. Any realistic classifier has AUC between 0.5 and 1 (Fawcett, 2006). 
A random classifier has an AUC less than 0.5 while AUC for the perfect classifier is equal to 1. 
3.6.2 Confusion Matrix 
The confusion matrix is utilised to describe the classification model performance. Through this 
matrix, we can determine the number of correct and incorrect classified data. The basis for whichever 
evaluation or visualisation of a 2-class classifier’s performance is the numbers in the confusion matrix. 
The bold inner box is a two by two confusion matrix at which the rows represent the actual class of an 
instance, and the columns represent the predicted class. Sensitivity and specificity are the most 
important characteristics for medical tests. According to (Deepa & Aruna Devi, 2011), there are two 
measures to evaluate the results: sensitivity and specificity. Sensitivity measures the percentage of 
images that are correctly identified as having the condition. Specificity, conversely, measures the 
percentage of images that are correctly identified as not having the condition. The higher value of both 
sensitivity and specificity means better performance for each classifier. Also, the accuracy metric is used 
to measure the performance of the classifier. 
  predicted 
  positive negative 
truth 
positive tp fn 
negative fp tn 
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Sensitivity = TP/(TP+FN) 
Specificity = TN/(TN+FP) 
Accuracy = (TP+TN)/(TP+FP+TN+FN), 
Where TP is the number of true positive, TN shows the number of true negatives, FP is the number of 
false positive and FN is the number of false negatives. 
3.6.3 ROC curves 
Receiver Operating Characteristics (ROC) provides the nuanced details about the behaviour and 
sensitivity of the classifier. ROC plots the rate of true positive to the rate of false positive where space 
measures the performance of the classifier under the curve (Figure 3.3). A good classifier has a larger 
space under the curve. However, for a bad classifier, its ROC curve covers a very small area. 
 
Figure  3.6: Two ROC curves whose performance is to be compared 
(Analytic, 2017) 
(Altman & Bland, 1994) Indicated that ROC is especially beneficial in cases of comparing two 
or more measures. Moreover, (Morrison, Coughlin, Shine, Coull, & Rex, 2003) indicated that ROC 
curves had been widely utilised in the field of biomedical sciences to evaluate the ability and 
effectiveness of diagnostic examinations in distinguished healthy and unhealthy cases. This is support by 
Morrison in his study on 2005, Morrison identified that ROC curves evaluate the value of diagnostic 
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examinations by supplying a standard measure of the capability of an examination to accurately 
implement classification of subjects. In addition, (Morrison, 2005), found that an area under the curve 
(AUC) near to 1 demonstrates a great discriminatory power/capability of the detector variable. 
Meanwhile, AUC which is near to 0.5 demonstrates that the variable has weak discriminatory power. 
Moreover, the ROC curve is frequently plotted through the usage of the true positive rate (TPR) 
against the False Positive Rate (FPR) for various cut-points of a diagnostic examination, beginning with 
the coordinates (0, 0) and ending with the coordinates (1, 1). FPR (1 – specificity) is represented via the 
x-axis, and TPR (sensitivity) is represented via the y-axis. Therefore, the ROC curve is the plotting of 
the test sensitivity against 1-specificity. The explanation of ROC curve is from an individual point in the 
ROC area, where, the nearer a point on the curve is to the desired coordinates, the higher the correctness 
of the test is. The test is less accurate if the points on the ROC curve was nearer the diagonal. Also, the 
test results are more beneficial when the curve is the faster approach the optimum point. The area under 
ROC curve (AUC) gives a method of measuring the correctness and precision of a diagnostic 
examination for example in the medical field. The greater region, the more accurate the diagnostic 
examination is. AUC of ROC curve can be computed by this equation;  
t = (1 – specificity) and ROC (t) is sensitivity Equation (39) 
3.7 Summary 
There are no studies so far that are related to the AT and the automatic identification of the medical 
condition and classification using US images. Hence, this research will use the findings from the current 
and reviewed literature to identify the best algorithms and processes that will produce the best 
classification system of the AT. We can summarize the findings from the literature as follows: 
1. De-noising is very important, and SRAD is shown to be the best filter for US image pre-process. 
Hence, in this research, we adapted SRAD as the algorithm to be used in the denoising phase. 
2. The region of interest improves the classification process and hence, because no previous 
research performed on the AT, this study will explore the different manner to define the best ROI 
to the AT US images.  
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 - RESEARCH METHODS, EXPERIMENTS Chapter 4
SETTINGS AND ANALYSIS 
This chapter will focus on the methods and data processing techniques that have been applied in this 
study including sample collection and preparation. This chapter mainly focuses on data acquisition and 
the image pre-processing as well as on determining the ROI and features extraction and finally will 
discuss the features reduction using KPCA, present the classification and evaluation methods. 
 
4.1 Introduction 
The aim of the present research is to develop an automated system that is able to differentiate 
between normal and abnormal human AT. Its purpose is to assist medical doctors and radiologists in 
their diagnosis tasks for the AT when using ultrasound images. AT ultrasound images are first acquired 
from different normal and abnormal patients using specified ultrasound instruments. The task of the pre-
processing stage is to reduce the amount of speckle noise without affecting the image features. However, 
to focus on the most vulnerable AT area, various segmentation methods were proposed to determine the 
ROI. Subsequently, different texture features were extracted on the ROI using GLCM and GLRM 
algorithms. These sets of features along with histogram features and region properties undergo a process 
of dimensionality reduction using KPCA algorithm that selects the most dominant features. In the 
classification stage, various classifiers have been tested to determine the most appropriate one for our 
application based on the final results. For this reason, we are going to apply SVM, k-NN, DT and 
Ensemble classifiers, and through their results, we will be able to evaluate the performance of each one 
of them. Finally, the methods used in each stage will be evaluated using different evaluation metrics. 
4.2 Instrument and Data Acquisition 
A portable Venue 40 musculoskeletal ultrasound system (GE Healthcare, UK) with a 5–13 MHz 
wideband linear array probe with 12.7 mm _ 47.1 mm footprint area was used for scanning. The scans 
were performed independently by different operators according to a reliable scan protocol and within the 
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same session (Crofts, Angin, Mickle, Hill, & Nester, 2014). Operator order was dependent upon 
logistics. Good contact was maintained between probe and skin without applying excessive pressure. 
Three assessments were taken at each site of the Achilles with the probe removed between each 
recording. Each subject lay in the prone position for scanning. 
The AT images used for this research were collected from various clinics by an expert in radiology 
from the School of Health at the University of Salford. Due to the lack of research on ultrasound AT 
images, it was not possible to find medical AT image datasets in the commonly used machine learning 
repositories or on the Internet. For this reason, a total of 57 AT ultrasound images were taken for the 
normal and abnormal cases in JPEG format. Each of these images is already diagnosed by medical 
experts and labelled as normal or abnormal for training and testing the classifiers in later stages. From 
the whole set of 57 AT ultrasound images, 43 of them are labelled as normal and the other 13 as 
abnormal. The AT US images with a size of 157 x 600 pixels were gathered. Each pixel in the grayscale 
AT image represents the pixel intensity in the range of [0, 255] (8-bit). The following sections in this 
chapter will discuss the modelling of the proposed system. All the images figures used in this chapter are 
taken from the images sample collected during this study. 
4.3 Methods Used 
The proposed technique is for improving AT ultrasound images diagnosis. It involves six 
subsequent stages, namely, Image Acquisition, Pre-processing, Determining the ROI, Feature Extraction 
& Reduction, Classification, and finally, Evaluation, as shown in Figure 4.1. The first stage, image pre-
processing techniques and algorithms are applied for the purpose of image de-noising (using the SRAD 
filter), and the image is enhancing (using CLAHE algorithm). The second stage, determining the ROI 
(using manual and automatic algorithms). The third stage is feature extraction (using GLCM and GLRM 
algorithms), followed by feature reduction (using KPCA algorithm). The last stage is the classification 
process using various classifiers. Later, all these algorithms used in this research are evaluated using 
different evaluation metrics. In this research, the image processing functions, texture analysis techniques 
and used classifiers are applied using the MATLAB Image Processing and Statistics Toolboxes. 
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Figure  4.1: A block diagram of the proposed 6-stage AT classifier 
 
4.3.1 Image Pre-processing 
US AT Images typically contains artefacts in the form of random bright and dark spots and 
interference of the returned signal. These artefacts are usually causing a granular pattern in the image. 
The major problem with the precise segmentation of the ROI is due to the existence of such artefacts, 
which may cause trivial segmentation algorithms to fail. The AT pre-processing stage indicated in 
Figure 4.1 involves noise removal and image enhancement in order to suppress the speckle noise and 
preserve the edges of the AT images.  
Another purpose of AT pre-processing is to improve the reliability and robustness of the AT 
segmentation, as discussed in the following sections. 
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4.3.1.1 Image Cropping 
Cropping is the process of taking a full image and removing the parts that are not of interest or 
do not contain interesting information. This process is summarized in Figure 4.2. 
 
Figure  4.2 Image Cropping Process 
 
To illustrate this example, the image given in Figure 4.4, is the result of cropping the full image 
given in Figure 4.3. The whole informative area is located in the top portion of the AT image where its 
height, according to image scale, is about 1cm according to the image scale. The remaining area below 
the top 1cm scale is out of AT tissues and is considered insignificant in the process of diagnosing AT 
diseases according to the experts.  
 
Figure  4.3 An original AT image 
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Therefore, to speed up the diagnosis process and give more concentration on the ROI, all dataset 
images need to be cropped under the expert supervision to eliminate the area that is unrelated to the AT. 
A sample of a cropped AT image is shown in Figure 4.4. 
 
Figure  4.4 A cropped AT Image 
 
4.3.1.2 Image Resizing 
The size of the cropped image was 157 x 529 pixels and needs to be normalised. In order to 
preserve image information and to avoid losing details in the resizing process, we used the bilinear 
interpolation algorithm (Rowland, 1979). Which consider the closest four cell centres from the input and 
then it takes the average of theses 4 pixels to calculate the output value. The new image size is 157 x 600 
pixels. The image will be divided into equal blocks at later stages, as mentioned in Section 4.2.2.3. 
4.3.1.3 Image De-noising 
As discussed in Section 3.2.2 SRAD can effectively solve the speckle noise without distorting 
useful image information and without destroying the important image edges. Therefore, to overcome the 
problem of having speckle noise in the AT image, the SRAD de-speckle method was used. It is 
considered better than the classical anisotropic reduction method when the image contains speckle noise. 
This process of using a de-noising algorithm (SRAD) is summarized in Figure 4.5. 
 
Figure  4.5 Image De-noising Process 
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SRAD filter can preserve the edges also, smoothen the rest of the image while reducing the noise 
(Yu & Acton, 2002). A sliding window with a number of iterations is defined as a parameter for the 
SRAD method in order to obtain good results. From the experiments, it is shown that a large number of 
iterations produce more smoothing, while a small number is not recommended. Figures 4.6 and 4.7 show 
an AT image before and after applying the SRAD image respectively. 
 
Figure  4.6 An AT image before applying any filter 
 
 
Figure  4.7 The AT image after applying the SRAD filter 
 
4.3.1.4 Image Enhancement 
To improve the image contrast without over-enhancing noise content or introducing artefacts to 
the processed image we will use Contrast-Limited Adaptive Histogram Equalization (CLAHE). It works 
on small regions of the image called tiles rather than the entire image. By this way, the contrast in the 
homogeneous region can be limited to its minimum, and it also limits the appearance of artefacts and 
noises. Figure 4.8 shows the process of enhancing the filtered AT image, and a sample of enhanced 
filtered AT image after applying the CLAHE histogram enhancement shown in Figure 4.9. It can be 
seen from the figure that the image details and edges are preserved.  
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Figure  4.8 Image enhancing process 
 
Histogram equalisation enhances image contrast through attaining a uniform histogram. It 
assigns pixels values intensities in the image input so that an outcome will have a uniform intensity 
distribution. This method may be utilised on an image as a whole or a part of an image. With Adaptive 
Histogram Equalization, ultrasound image contrast is improved through the change of intensity values. 
The method of histogram equalisation is also known to improve an image by enhancing the histogram 
equalisation of an image as a whole (Yu & Bajaj, 2004). Moreover, Adaptive Histogram Equalization 
tries to overcome the restrictions of global linear minimum-maximum windowing through offering the 
data which is considered the most desired in an image that can be made with no use of manual 
intervention (Polesel, Ramponi, & Mathews, 2000). In contrast Histogram Equalization functions by 
working on parts of an image separately. This makes the technique effectual, and therefore it is widely 
used in enhancing the contrast of grey scale and colour images.  
 
Figure  4.9 The AT image after contrast was enhanced using CLAHE algorithm 
 
4.3.2 Determining the ROI 
Image Segmentation plays a vital role in many biomedical image applications because it 
represents the foundation for the following stages. If any shortage occurs at this stage, it will affect the 
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following stages. We intended to locate the suspicious area in AT ultrasound image by subdividing the 
image into component regions. There are many algorithms used for image segmentation whereas no 
single one can be considered as superior due to the different conditions and constraints. There are 
various kinds of segmentation methods and approaches available such as manual, semi-automatic, or 
fully automatic segmentation. In this work, different algorithms will be applied on AT images, and the 
results will be reported to understand which one is more suitable for segmenting the ROI effectively. In 
the present section, we present the different approaches adopted in this research in order to achieve the 
research goals with minimum intervention from the radiologists. With each approach, the way and size 
of determining the ROI are different. The results of each approach will be evaluated and discussed 
through the classifiers results (more detailed results are reported in Chapter 5). 
4.3.2.1 Approach one- The whole AT area 
Initially, instead of going through different methods to determine the ROI, the raw data is used. 
After the image cropping is performed, as mentioned in Section 4.3.1.1, the entire AT area and the 
surrounding tissues are captured where the ROI area boundaries are attached upward to the calf muscles 
from the insertion in heel bone as shown in Figure 4.10. This delineation process of ROI is done 
manually under the supervision of the clinical expert in the cropping image process.  
 
Figure  4.10 Ultrasound image shows the Lower AT area 
 
To consider the whole AT image as the ROI can reduce the clinical expert interventions and can save 
their time in determining the ROI more precisely. After de-noising and enhancing the selected ROI, 
different texture features will be extracted as mentioned in Section 4.3.3. This feature matrix is reduced 
and fed to the classifiers to discriminate between normal and abnormal images. Finally, the whole 
approach was estimated using various evaluation techniques (more details in Section 4.4). 
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4.3.2.2 Approach two- Manual determination for AT ROI 
According to the radiologists and the literature  (Nunley, 2009),  80% to 90% of the AT ruptures 
occurs 2 to 6 cm proximal to its calcaneal insertion. Owing to this, this region will be the focus of the 
second approach as it is the most vulnerable area in AT. A window with dimensions of 4 cm width and 1 
cm height has been selected from this area as shown in Figure 4.11. This window is determined as 
follows: at the beginning, the calcaneal insertion point is assigned and a line is drawn from this point 
along the AT width. Next, we draw another perpendicular line on the first line up to approximately 2 cm 
length; at that point, we start drawing the mentioned window to cover our ROI. This window with fixed 
coordinates is applied to all dataset samples. Tissue texture features and other features are extracted 
from the area in the specified window and explained in Section 4.3.3. 
 
Figure  4.11 AT ultrasound image with manual determining for ROI 
 
4.3.2.3 Approach three- Dividing the image into blocks 
In this approach, we are going to achieve one of the research goals which is to automate the 
identification of the ROI area fully. In the first instance, the system divides the AT image into six equal 
non-overlapping blocks as shown in Figure 4.12. These blocks are equal in size and are in adjacent 
positions. Dividing the AT images is done automatically, and each block is saved as a separate image. 
Hence, our dataset is now composed of 215 blocks obtained from the 57 AT images after excluding 114 
untargeted blocks and 13 distorted blocks. In Figure 4.13 the first block (a) starts from the Achilles 
insertion in the calcaneal followed by the second block (b) and together will occupy approximately 2.0 
cm, starting from the calcaneal insertion point. These blocks are untargeted blocks in all AT images. The 
last four blocks starting from (c) to (f) in Figure 4.13 contain the most vulnerable AT area according to 
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(Yu & Bajaj, 2004). More focus is placed on these blocks in extracting various features and obtaining 
the classification results.  
 
Figure  4.12 Dividing the AT ultrasound image into equal blocks 
 
 
                                                 
          (a)                                                       (b)                                              (c) 
                                              
                     (d)                                 (e)                                  (f) 
Figure  4.13 Dividing the AT ultrasound image into six equal blocks.  
(a), (b), and (c) are AT ultrasound image lower part. (d), (e) and (f) AT ultrasound image middle part 
 
4.3.3 Features Extraction 
Extracting image features plays a crucial role in this research as it provides the crude data for the 
subsequent stages. The decision of whether the AT is normal or abnormal mainly relies on the features 
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extracted during this stage. In this study, various features are extracted from the AT ultrasound image 
using different feature extraction methods. Many methodologies have been proposed to analyse and 
recognise textures in an automated fashion (Mittra & Parekh, 2011). Most image features have been 
constructed based on histogram and texture features (Tian, 2013). The statistical descriptor, co-
occurrence matrices for four different angles, and run length encoding were used for extracting different 
texture features. Besides, different histogram features such as skewness and kurtosis are extracted from 
samples after different segmentation methods were applied. The area, major axis, minor axis and other 
region properties are extracted. However, all these features are subject to filtering using reduction 
methods at later stages. 
Feature extraction is an essential element of the classification process. Methods of extraction are 
majorly utilised for obtaining descriptions of specific image characters in a specific region. The main 
objective is to gather the characters in a number of regions of an image and utilise them for image 
recognition and classification. This work used texture features to classify images by the most prominent 
feature in the ultrasound images. In general, image texture can be described with the usage of both the 
structured approach and the statistical approach (Tuceryan & Jain, 1993). 
A structured approach is not generally suitable for ultrasound image processing because 
ultrasound images are rich in texture and textural processing works well with disease classification 
(Tian, 2013). Also, the structured method is only utilised in the cases that objects that need to be 
recognised in the image. Therefore, the statistical method is implemented in this work since it is easier 
and more specific to use for textural classification. Currently, there are numerous methods in computer 
vision that handle the extraction of features from ultrasound images. Textural characteristics along with 
statistical characteristics are vastly important heuristic methods for the identification of patterns in 
imaging. Commonly used methods in textural assessments mostly function on the basis of statistical 
characteristics of the intensity histogram. An example of a frequently implemented method of 
characteristic extraction which is based on texture is autocorrelation function of textures GLCMs. 
Numerous techniques of extracting statistical features are present in the literature. Some of the current 
techniques are wavelets, edge frequency and run length. Another form of techniques is the geometrical 
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techniques; they analyse textural structure through the detection of the basis elements (Gonzalez & 
Woods, 2001). 
In the last few years, GLCMs have been a successful approach in identifying cancer in various 
implementations in the medical field. As there is a great rise in the amount of GLCMs publicised 
implementations in digital mammography, it is simple to consider the GLCMs significance when 
comparing it to the rest of the methods. Therefore, the study by (Haralick et al., 1973) implements 
GLCMs in extracting texture feature from AT ultrasound images with the use of texture descriptors. 
The extracted features in the current research will be split into three groups that are: histogram, 
GLCM and GLRLM. 
4.3.3.1 Intensity histogram features 
Histogram features is a visual feature which is greatly utilised in the classification and retrieval 
of images. An image histogram 𝑓𝑛 is a 𝑁 −dimensional vector 𝐻(𝑓𝑛, 𝑖) = 0,1,2, … , 𝑁 − 1 in which 𝑁 is 
the quantity of grey levels and 𝐻(𝑓𝑛, 𝑖) is the number of pixels with grey level value 𝑖. The histogram 
property is somewhat robust to difficulties in backgrounds. Moreover, it is not sensitive to change in the 
rotation or size that has a small or no influence on grey level distribution in ultrasound images. Thus, 
image features may be expressed using the following measurements: Mean, Standard Deviation (SD), 
Skewness and kurtosis (Chitrakala, Shamini, & Manjula, 2009).  
Mean shows the general image brightness. An image which is bright ought to have a great mean 
and an image which is dark ought to have a small mean. The mean is useful as it also distinguishes 
calcifications. The variance and the SD can demonstrate contrast in images; an image which has fine 
contrast will have high variance. Also, SD can distinguish the cluster. Skew is a value of imbalance in 
the grey level distribution. An ultrasound image that has bimodal histogram spread needs to have a big 
value of variance and low skew spread. Thus it should have a peak on both sides of the mean. Energy is 
similarly linked to skew. When there is a high skew distribution, there is typically a high-energy value. 
Entropy gives a mean of bits to code each grey level. Entropy has a reverse relation with skew and 
energy. When there is a high skew distribution, low entropy is typically yielded. In the ROI, an image 
distribution of histogram is calculated, after, there are six features which are computed for classification. 
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4.3.3.2 Grey Level Co-occurrence Matrix (GLCM) 
GLCM is a popular textural descriptor that is commonly utilised; it has demonstrated that the 
attained outcomes from the co-occurrence matrices exceed that of different textural discriminations 
techniques ((Davis, 1975), (Huang, Wunsch, Levine, & Jo, 2008)). It calculates statistic characteristics 
on the basis of the ultrasound image grey level intensity. The features of GLCM like these are effective 
when it comes to the recognition of texture in images (Walker, Jackway, & Longstaff, 1997), 
segmentation of ultrasound images (Sahoo, 2011), analysis of colour, retrieval of images, classification 
(de Almeida, de Souza, & Candeias, 2010), identification of objects and textual analysis techniques (Lo 
& Don, 1989). Numerous approaches of statistics are implemented to indicate varying characteristics 
including first order parameters like variance and skewness and second order parameters such as 
correlation and contrast.  
First statistical parameters such as mean, variance, skewness, and kurtosis are computed through 
the values of intensities with no thought to the neighbouring pixel spatial connections. Second order 
statistical parameters do however put into consideration the relationships among the neighbour 
intensities. Thus, to attain the spatial dependence correlation, the second order parameter is utilised. In a 
statistical analysis of textures, the features were calculated based on the statistical pixel intensity 
distributed at a specific point respective to the rest in a matrix of a pixel representing the image. The first 
order statistical parameters, the second order statistical parameters or higher order statistical parameters 
all work on the basis of the number of pixels in individual combinations. GLCM extraction of features is 
the second statistics which may be utilised to analysing image as a texture. GLCM is done by 
tabulating frequencies; a count of the occurrence of a combination of pixel brightness numbers in an 
image (Hall-Beyer, 2000). 
4.3.3.3 Grey Level Run-Length Matrix (GLRLM)  
The texture is described as a sequence of grey pixel intensities in a specific direction from the 
reference pixels. The GLRLM technique is commonly utilised for retrieval and classification of images, 
where it is used to extract the texture descriptor within the grey ultrasound images (Galloway, 1975). 
GRLM is known as a matrix that is used in the extraction of textural features used for texture analysis 
(Thangavel, Karnan, Sivakumar, & Mohideen, 2005). It is an approach to analysing the image, across 
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known direction, for runs of pixels which are of an equal grey level value. The run length is a value of 
adjacent pixels which have an equal grey intensity in a specific route. GLRLM is a two-dimensional 
matrix in which individual elements are the number of elements j with intensity i  in the θ direction. 
Therefore, with a known direction, the run length matrix can measure for every grey level value, the 
quantity of the runs. For instance, two successive pixels with an equal value. Following that, the same is 
done for three then four, five successive pixels, etc. Numerous matrices of run length can be calculated 
for an individual image, one for every picked direction (More explanations in Section 3.4.4.3). GLRLM 
works on the basis of calculating the number of grey level runs of different measures (Kim et al., 1997). 
A grey level run is a group of successive pixel points that lie on the same line and are of an equal grey 
level value. The run length is the number of pixel spots on the run. There are seven textural 
characteristics that are extractable from GLRLM. The features utilise the pixel grey level in succession 
and are aimed to differentiate texture which has an equal value of SRE and LRE but has variance in the 
grey level distribution. 
4.3.3.4 Region Properties through Region Growing Algorithm 
(Oghli, Fallahi, & Pooyan, 2010) Stated that region growing is a method of segmenting images; 
it initiates with a single pixel of a specific area and expands it through the addition of adjacent similar 
pixels until pixels that are used for comparison are unlike. With the majority of the methods for region 
growing, the seed point is picked with manual means (Kanwal, Girdhar, & Gupta, 2011). Within this 
stage, numerous little regions are combined in accordance with the similarity restrictions. In order to 
begin the procedure, the selection of a seed pixel is chosen and it is compared to the nearby pixels. At 
the start of the procedure, the area begins with the seed pixel, and from that point, the nearby pixels are 
observed. The variance between the intensity pixel value and the mean of the region is needed for use as 
a comparison value. The procedure comes to an end when the variance between the new pixel value and 
the mean of the region grows to be bigger than a specific threshold. The pixel incorporated is considered 
the regional border pixel and the analysis to incorporate into the region is implemented once more. The 
procedure is constantly repeated until there is no pixel included into the region. 
With the purpose of extracting numerous region characteristics from the ROI, these stages are 
performed as follows: 
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1- In the middle of the image, pick a seed point manually; it should be within the area of interest 
and be a part of the ROI. 
2- The growth of the region is implemented repetitively through the comparison of the region to the  
individual unassigned surrounding pixels. 
3- The variance between the mean of the region and the intensity pixel value is utilised to determine 
the presence of similarities. When the pixel with the least variance is found, it is assigned to a 
particular region. 
4- The process ends when the variance between the new pixel value and the mean of the region 
grows to be bigger than a specific threshold. 
5- Implement morphological processes through a hole filling procedure, after that a morphological  
opening which is one step takes place (erosion followed by dilation). 
6- The next step consists of constructing a matrix that allocates a particular number to individual  
neighbouring objects and computing the features of all the linked regions. 
7-  Then, region features are extracted, including the area, solidity and perimeter.  
From the segmented areas of the image, there are three varying characteristics to be computed: 
 Area: 
The area is required to allow comparison of areas of regular and irregular ROI in AT images. This takes 
place when AT irregular areas transform with regards to abnormality reason. The area is computed as a 
scalar which identifies the number of pixels found in the region and expanded as a column in the matrix 
property. 
 Perimeter: 
Return the scalar which determines the length around the border of the area. Calculate the perimeter 
through the measure of the distance between all adjacent couples of pixels surrounding the boundary of 
the area.  
 Solidity: 
Shape values may be utilised to differentiate regular and irregular AT images. Regular images tend to 
have a smooth shape, and thus they form a normal shape in elastograms and ultrasound images. 
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Meanwhile, irregular images have abnormal shapes in elastographic imaging. The variance may be 
attained by means of a property known as solidity. 
4.3.4 Features Reduction using KPCA 
At this stage, the extracted features from the previous stage will be reduced into meaningful 
representations through a dimensionality reduction method. By this reduction, the curse of 
dimensionality is mitigated, and we might eliminate some features as just noise. Figure 4.11 Summarize 
the feature reduction process where the full original features are used as input to the feature reduction 
method, and the output are the transformed features. 
 
Figure  4.14 Feature reduction KPCA reduction method 
 
In the case of complex nonlinear data, nonlinear techniques have shown superiority over their 
linear counterpart. The SVMs and the PCA are commonly known examples of linear classifiers. The 
majority of real life information, however, needs nonlinear techniques to perform tasks that consist of 
analysing and detecting patterns effectively. Many detection systems make use of the method based on 
eigenvector in dimensionality reduction. Numerous current recognition systems based on eigenvector 
make use of PCA (Ogata, Tan, & Ishikawa, 2006). In this study, we use KPCA as kernel based version 
from PCA. This algorithm is thought to be an addition to the linear edition to nonlinear distribution. 
KPCA has an aim of decreasing the data dimensionality, and at the same time, it maintains the most it 
can of the variation found in the initial set of data. The optimum low dimension place may be 
established through the optimum (largest) eigenvectors of the covariance matrix. The focal point of this 
part is to outline the Kernel based PCA technique with a Gaussian radius basis function (RBF) kernel 
that is used to perform nonlinear dimensionality reduction. 
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4.3.4.1 Principal Component Analysis (PCA) 
The most important aim of PCA is to analyse data in order to determine patterns that analysis the 
data (Figure 4.15). The principal components may be comprehended like new data set axes which 
increase the variance over those axes. Therefore, PCA has a purpose of determining the axes that have 
the most variance along where the data is maximally distributed.  
 
Figure  4.15 PCA component axes that maximize the variance  
(Raschka, Linear, Gaussian, & LLE, 2014) 
 
4.3.4.2 PCA and linear dimensionality reduction 
A popular implementation of PCA is to decrease dimensionality of data sets while preventing 
information from going missing. The whole dataset (d dimensions) is presented in a subspace 
(k dimensions where k < d). This method of projection is effective in reducing costs of computing and 
the error of approximation of parameter.  
The principle PCA method may be summed in the following steps: 
i) First, calculate the covariance matrix of the initial d-dimensional dataset x 
ii) Then, calculate the dataset eigenvectors and eigenvalues 
iii) Organize the eigenvalues so that they are arranged in a descending order 
iv) Select the k eigenvectors which match up to the k biggest eigenvalues where k is the number of 
dimensions for the new feature subspace 
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v) Build the projection matrix W of the k chosen eigenvectors 
vi) Change the initial dataset X to attain the k-dimensional feature space Y, Y=Wt . X 
4.3.4.3 Nonlinear dimensionality reduction 
The standard PCA method outlined above is a method of linear projection which functions greatly when 
the data is divisible linearly. Nevertheless, when data cannot be linearly separated, a nonlinear method 
needs to be implemented when dataset dimensionality needs to be reduced (Figure 4.16). 
 
Figure  4.16 Linear vs nonlinear problems  
(Raschka et al., 2014) 
 
4.3.4.4 Kernel Functions and Kernel Tricks 
The basic concept of handling linearly data that cannot be separated is to project it on a place of a 
higher dimension at which it can be separated. The nonlinear mapping function is given by ϕ; sample x 
will thus have a mapping given by x→ ϕ(x), this is known as the kernel function. Therefore, “kernel” 
represents the function which computes the dot product of the sample x image under ϕ. 
𝑘(𝑥𝑖, 𝑥𝑗) = ∅(𝑥𝑖)∅(𝑥𝑗)
𝑇      Equation (40) 
Thus, ϕ maps the initial d-dimensional characteristics into a bigger, k-dimensional characteristic place 
through producing nonlinear mixtures of the initial characteristics. For instance, when x has two 
features: 
𝑥 = [𝑥1     𝑥2]
𝑇            𝑥 ∈ 𝐼𝑅𝑑      Equation (41) 
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⇓ ∅ 
𝑥′ = [𝑥1     𝑥2     𝑥1𝑥2     𝑥1
2     𝑥1𝑥2
3     … ]𝑇          𝑥 ∈  𝐼𝑅𝑘 (𝑘 ≫ 𝑑)  Equation (42) 
Typically, the RBF kernel is mathematically defined and given by:  
𝑘(𝑥𝑖, 𝑥𝑗) = exp (−𝛾 ||𝑥𝑖 − 𝑥𝑗||2
2)      Equation (43) 
Where 𝛾 =
1
2𝜎2
 is defined as a free parameter that will be optimized. 
4.3.4.5 Gaussian radial basis function (RBF) kernel PCA 
In the linear-based PCA method, the standard elements which increase the difference in the 
dataset are a point of interest. It is implemented through the extraction of eigenvectors which are the 
standard elements that fit with the biggest eigenvalues based on the covariance matrix: 
𝐶𝑜𝑣 =
1
𝑁
∑ 𝑥𝑖𝑥𝑖
𝑇𝑁
𝑖=1       Equation (44) 
This method was made general by Bernhard Scholkopf (1998) for information which is mapped 
to a bigger space of dimension through the following kernel function: 
𝐶𝑜𝑣 =
1
𝑁
∑ ∅(𝑥𝑖)∅(𝑥𝑖)
𝑇𝑁
𝑖=1      Equation (45) 
When implemented, however, the covariance matrix in the higher dimensional space is not 
computed explicitly, and this is known as the kernel trick. Thus, with the usage of RBF kernel PCA will 
not yield the principal component axes (unlike the classic PCA); however, the attained eigenvectors may 
be comprehended to be projections of information on the principal components. 
Figures 4.17 and 4.18 highlight the difference between data scatter using linear PCA and 
nonlinear PCA, or kernel PCA, respectively. It is obvious that data in the linear PCA are overlapped 
making the classification process more difficult. In this study, we adopt Kernel PCA as it is considered 
to be a nonlinear technique in dimensionality reduction. 
In this study, a matrix with 57 different texture features was extracted from the whole samples 
using the feature extraction methods mentioned previously. These features that were extracted by 
different extracting methods are gathered in one matrix where the row represents the samples dataset, 
and the columns represent the extracted features for each sample. 
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Figure  4.17 Data scatter using PCA reduction method 
 
 
Figure  4.18 Data scatter using KPCA reduction method 
 
By using the KPCA as a reduction method with Gaussian kernel function these features are 
reduced to a minimum number that corresponds to the largest eigenvalues in order to be an input for 
various classifiers as shown in Figure 4.19. For the supervised classification methods, we need to add a 
column to the reduced matrix as a label to distinguish between normal and abnormal samples. 
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 (a) 
 
(b) 
Figure  4.19 (a) (left table) A sample from the feature set, and (b) (right table) the reduced feature set 
using KPCA reduction method 
 
 
4.3.5 Classification 
Pattern classification in machine learning implementations may be applied through the use of two 
main approaches known as the supervised and unsupervised learning. With the supervised approach, the 
input patterns that are utilised for the training of the learning machine are labelled. Thus these patterns 
have identified class memberships. Whereas with the unsupervised approach, the input patterns do not 
have labels, thus they have an unidentified class membership (Richard O Duda, Hart, & Stork, 2001).  
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The aim of a classification system is to assign a pattern to a class via the feature vector. There are 
numerous classifiers that are implemented and used in classifying patterns. The complications in 
classifying issues rely on the changes in feature values for patterns in the same class relative to the 
variance between feature values for patterns that are not in the same class, so, the dataset determines the 
attainment of the best performance of a classifier. Thus, obtaining the best performance for a pattern 
recognition system is not inevitably dependable with achieving the optimal performance of an individual 
classifier. In practice, a researcher may encounter a case in which, no individual classifier is able to 
create a classification with an appropriate level of accuracy. In these situations, it can be more beneficial 
to compile the results from various classifiers to make the best decision. Each classifier is able to 
function correctly on many varying means of the input feature vector. Under suitable hypothesis, 
gathering numerous classifiers might drive to enhanced generalization performance during the 
comparison with the individual component classifiers. 
Following the extraction and the reduction of the features, these are input to a classifier to 
classify the images into either, normal or abnormal classes. In pattern classification, a supervised 
learning algorithm analysis the training data and creates a deduced function called a classifier. 
Throughout the stage of testing, the deduced function is applied to categorise the correct class 
membership for all valid pairs of input features. Consequently, the deduced function predicts the class 
membership of the testing samples. (Cortes & Vapnik, 1995) Confirmed that this needs the learning 
machine to generalise with the use of the training data to class unobserved samples in a suitable pattern. 
To be able to carry out the supervised learning project for a binary classification task, a labelled dataset 
of training patterns has to be supplied. To achieve this object, the training patterns are required together 
with the associated labels pointing out to their class membership. There is a large number of classifying 
techniques. In this study, the researcher uses popular and widespread classifying procedures to classify 
and detect abnormalities in medical images.  SVM, k-NN, DT and Ensemble classifying procedures are 
known as nonparametric classifiers, and they are used to enhance accuracy in classification. 
To estimate the performance of the classifiers, the medical image class is separated into two sets 
which are the training set and the testing set. In addition, the N-fold cross-validation method is utilised 
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to divide the medical images into N disjoint sets, in which N-1 functions are for training, and the Nth set 
is utilised for testing. 
4.3.6 Cross-validation 
The k-fold Cross-Validation (CV) is a method where the dataset D is arbitrarily divided in k mutually 
exclusive folds 𝐹1, 𝐹2, … , 𝐹𝑘 all have the same size. In a particular CV case known as stratified cross-
validation, the folds are arranged in a way that allows them to include a proportion of samples which is 
equal to that of the original dataset. The learning algorithm is trained and tested k times, namely for each 
time t ∈ ((1, 2,…, k))  it is trained on 𝐷\𝐷𝑡  and tested on  𝐷𝑡 as shown in Figure 4.15 (Kohavi, 1995). 
The main benefit of the CV method with regard to the holdout procedure is that every pattern 
within the dataset is applied for training and testing. Meanwhile, the true error is predicted as the mean 
average error on the test patterns, consequently solving the problem initiating from unequal splits. In 
addition, (Kohavi, 1995) indicated that the rate of mean average error for the k-fold CV could be 
computed with the usage of the following expression: 
𝑒𝑎𝑣𝑔 =
1
𝑘
∑ 𝑒𝑖
𝑘
𝑖=1       Equation (46) 
Where k is the number of folds, and i is the true error rate for all the individual k-folds. 
(Kohavi, 1995) Has drawn numerous interesting considerations in connection with the option of the right 
number of folds k. Firstly; if the number of folds k is big, the bias of the true error approximation is 
small, so, the estimator might be thought of as perfect. Unfortunately, because of the great amount of 
repetition, the difference between the true rate estimator and the computing time is predicted to be big. 
Secondly; if the number of folds k is minimised, the bias of the true error approximate is in general big, 
therefore the estimator might be thought of as conservative, or as bigger than the true error rate. 
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Figure  4.20 k-fold cross-validation method 
 
In these cases, as a result of the decreased number of repetitions, the difference of the true error 
rate estimator and the computing time is usually small. In practice, the selection of the CV folds’ number 
highly relies on the dataset size. With big datasets, a 3-fold CV can even be quite accurate. With thinly 
distributed datasets, it can be important to split the dataset into a great number of folds to train on a 
possible number of patterns. A popular option for k-fold cross validation is usually, k = 10 
4.4 Evaluation Methods  
4.4.1 Image Quality Evaluation Metrics 
Many speckle reduction filters have been suggested in the ultrasound image processing field. Evaluating 
the performance of these filters has been acquired by a different number of procedures and methods. In 
addition, common techniques for evaluating relative performance are quantitative image quality metrics, 
and qualitative inspection and the choice is left to the researchers. During recent years, a big deal of 
effort has been made to improve image quality metrics that linked with realizing quality measurement. 
Test data and information for evaluation encompass clinical and phantom images also simulated the US 
that allows evaluation of relatively filtering to an ideal speckle free reference. Therefore, (Jeong, Kim, 
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Kim, & Kim, 2011) indicated that the measurement of US image enhancement is hard and there is no 
individual algorithm available to measure the enhancement of US image. Resulting images of this study 
will be evaluated using different quality evaluation metrics such as Average Difference (AD), the 
Coefficient of Correlation (CC), Root Mean Square Error (RMSE), Signal to Noise Ratio (SNR) and 
peak signal to noise ratio (PSNR). Moreover, in this study, the performance of each filter will be 
estimated quantitatively for AT ultrasound image with speckle noise utilizing the quality metrics like 
Mean Square Error (MSE), Signal-to-Noise Ratio (SNR), and Image Quality Index (IQ). 
Let x and y denote the original and de-noised image. 
SNR: Signal to Noise Ratio (SNR) (Sakrison, 1977) compares the level of the desired signal to the level 
of background noise. The higher the ratio, the less obtrusive the background noise is.  
𝑆𝑁𝑅 = 10 log10
∑ ∑ (𝑥𝑖,𝑗
2 +𝑦𝑖𝑗
2𝑁
𝑗=1
𝑀
𝑖=1
∑ ∑ (𝑥𝑖,𝑗−𝑦𝑖,𝑗)
2𝑁
𝑗=1
𝑀
𝑖=1
    Equation (47) 
Where M and N are the width and height of the image. The larger SNR values correspond to the good 
quality image.  
RMSE: The Root Mean square error (RMSE), is given by (Gonzalez & Woods, 2001): 
𝑅𝑀𝑆𝐸 = √
1
𝑀𝑁
∑ ∑ (𝑥𝑖,𝑗 − 𝑦𝑖,𝑗)2
𝑁
𝑗=1
𝑀
𝑖=1      Equation (48) 
PSNR: Peak Signal to Noise Ratio (PSNR) is computed using (Sakrison, 1977): 
𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10(
𝑔2𝑚𝑎𝑥
𝑀𝑆𝐸
)     Equation (49) 
Where 𝑔2 𝑚𝑎𝑥is the maximum intensity in the unfiltered images. The PSNR is higher for a better 
transformed image. 
IQ: The universal Quality Index (Z. Wang, Bovik, Sheikh, & Simoncelli, 2004): 
𝐼𝑄 =
𝜎𝑥𝑦
𝜎𝑥𝜎𝑦
2?̅??̅?
(𝑦)̅̅ ̅2+(𝑥)̅̅ ̅2
2𝜎𝑦𝜎𝑥
𝜎𝑥
2+𝜎𝑦
2      Equation (50) 
Where ?̅? and 𝑦 ̅represent the mean and 𝜎𝑥, 𝜎𝑦 the standard deviation of original and de-speckled images. 
𝜎𝑥𝑦 represents the covariance between the original and de-speckled images.  
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4.4.2 ROI Detection Evaluation 
(Jiang, Marti, Irniger, & Bunke, 2006) proposed two approaches for the experimental evaluation 
for image segmentation, feature based and task-based. The feature based approach measures the 
performance of the algorithm based on the quality of the extracted features under consideration such as 
edges and regions. The task-based approach uses a much different philosophy where the image 
segmentation represents only one step in achieving the high-level goal of a vision system such as object 
recognition, and the most important and final interest is the overall performance of the system. In 
conclusion, they stated that “instead of abstractly comparing the performance of segmentation 
algorithms, it may be thus more meaningful to conduct an indirect comparison based on their influences 
on the final performance of the entire system”. 
4.4.3 Classification Evaluation 
There are many ways of evaluating and measuring a classifier’s performance. For supervised learning 
with two possible classes, all measures of performance are mainly depending on four ratios that are 
acquired from using the classifier on the test dataset. These ratios are known as true positives tp, false 
positives fp, true negatives tn and false negatives fn as explained in more details in Section 3.6.2. 
The researcher trains the classifier on the training set and uses the test set for its evaluation and then 
measure the performance through comparing the predicted labels with the correct labels. It is important 
to split the dataset into two parts, the training and the testing subsets. As a rule of thumb, the dataset is 
usually divided into training set and test set using a 70%/30% ratio respectively. Moreover, this process 
(split the dataset into training and testing subsets) is usually randomly accomplished to guarantee that 
both subsets should be random samples from the same distribution. It is reasonable to perform stratified 
sampling, to ensure that each class is present in the same proportions in both the training and test 
subsets. 
To determine the discriminatory ability of textural features, ROC curve analysis has been applied and it 
is found to be satisfactory. In addition, (Fawcett & Provost, 1997) introduced the ROC analysis to the 
data process and machine learning communities. Furthermore, (Swets, 1988) confirmed that the analysis 
of the ROC had been expanded to be applied in visualising and analysing the patterns of the diagnostic 
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systems. Furthermore, Altman and Bland, (1994) indicated that the ROC is particularly useful when 
comparing two or more measures and this view is supported by (Morrison et al., 2003) that showed that 
ROC had been applied widely in the biomedical field to assess the effectiveness of diagnostic tests in 
distinguishing between healthy and diseased individuals. (Spackman, 1989) Was one of the earliest 
adopters of ROC curves in machine learning and explained the value of ROC graphs in estimating and 
comparing algorithms. ROC graphs are particularly useful for domains with skewed class distribution 
(Fawcett, 2004). They estimate the value of a diagnostic test by presenting a level measure of the ability 
of a test to correctly classify subjects. (Morrison, 2005) Showed that an AUC adjacent to 1 points out to 
a strong discriminatory power/ability of the index variable while an AUC adjacent to 0.5 points out to 
the variable having a small discriminatory power. In this study, ROC graph analysis was applied to 
determine the discriminatory ability of the tested textural features in discriminating both normal and 
abnormal groups. 
The most commonly reported measure of a classifier is accuracy. This measure evaluates the overall 
efficiency of an algorithm. However, as illustrated earlier, predictive accuracy can be a misleading 
evaluation measure when the data is imbalanced. This is because in such cases, more weights are placed 
on the majority class than on the minority class making it more difficult for a classifier to perform well 
in the minority class. Sensitivity, another performance measure, measuring the accuracy of positive 
cases whereas specificity measures the accuracy of negative cases. Sensitivity assesses the effectiveness 
of the classifier on the positive/minority class while specificity assesses the classifier’s effectiveness on 
the negative/majority class. For any given analysis, there is usually a trade-off between sensitivity and 
specificity. Precision, on the other hand, is a measure of a model’s exactness. A higher precision value 
for a classifier is an indication of a good classifier. 
Regardless of the improvements of the previous techniques on the model performance through the 
parameter tuning, it is clear to see that, the best performing model usually is chosen based on the testing 
subset but based on the performance measure of the training subset. The distribution of the testing data 
might be varying from that of the training data, and the true misclassification cost may be unknown 
during the learning time. Moreover, the testing data needs to be consistent and consider the state of 
nature of the real data in order to produce perfect estimates for future events. 
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Therefore, sampling techniques cannot be applied to test data to fully balance the class distribution. In 
such situations, it is the duty of the researcher or practitioner to determine an appropriate performance 
measure to use when choosing between different classifiers. (Akosa, 2017)  Found that a number of 
assessment metrics are adopted in the machine learning community for learning problems with 
imbalanced data sets. In this study, seven measures will be used as the performance metrics. 
 Precision 
Precision is a measure of a model’s exactness. A higher precision value for a classifier is 
considered as an indication of a perfect classifier 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP
TP+FP
     Equation (51) 
 Geometric Mean  
It is possible to define the Geometric Mean (G-Mean) as a metric that measures the equilibrium 
between minority classes and classification performances on both the majority. A low G-Mean is 
an indication of a bad performance in the classification of the positive situations even if the 
negative situations are accurately classified as such. This measure is substantial in the avoidance 
of overfitting the both of under appropriate the positive class and negative class. 
𝐺 −  𝑀𝑒𝑎𝑛 = √Sensitivity × Specificity    Equation (52) 
 F-Measure 
The F-Measure conveys the balance between the precision and sensitivity. The measure is zero when 
either the precision or the sensitivity is zero. The formula for this measure is given by equation  
𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦×𝑝𝑟𝑒𝑐𝑖𝑜𝑛
sensitivity+precision
   Equation (53) 
When the data is balanced this measure, however, performs well. 
 Balanced Accuracy  
The balanced accuracy is defined as the mean average between the sensitivity and the specificity, 
which can measure the average accuracy acquired from both the minority and majority classes. This 
quantity decreases to the traditional accuracy if a classifier performs equally well in either class. 
Conversely, if the high value of the traditional accuracy is consequent to the classifier taking 
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advantage of the classification of the majority class, then the balanced accuracy will be minimized 
compared to the accuracy. 
𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦=1/2(𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦+𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)  Equation (54) 
 Matthew’s‎Correlation‎Coefficient‎ 
The Matthews correlation coefficient (MCC) is less influenced by imbalanced data. It is a correlation 
coefficient between the observed and predicted classifications. The value of correlation (r) ranges 
from -1.0 to +1.0 with a value of +1 representing a perfect prediction, zero as no correlation (no 
better than random prediction) and -1 the worst possible prediction. 
 
𝑀𝐶𝐶 =
𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁
√(TP+FP)(TP+FN)(TN+FP)(TN+FN)
    Equation (55) 
 
 Cohen’s‎Kappa‎(or‎Kappa)‎ 
Kappa takes into account the accuracy that would be generated purely by chance. The form of the 
measure is: 
𝑘𝑎𝑝𝑝𝑎 =
total accuracy−random accuracy
1−𝑟𝑎𝑛𝑑𝑜𝑛 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦
    Equation (56) 
Where    
total accuracy =
TP+TN
TP+TN+FP+FN
     Equation (57) 
And 
𝑟𝑎𝑛𝑑𝑜𝑚 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(TN+FP)(TN+FN)+(FN+TP)(FP+TP)
(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)2
  Equation (58) 
In a similar method to the MCC, Kappa takes on values from -1.0 to +1.0, with a value of zero 
means there is no agreement between the actual and classified classes. A value of 1.0 reference to a 
perfect concordance of the model prediction and the actual classes and a value of −1.0 indicates 
disagreement between prediction and the actual. 
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 Youden’s‎Index‎ 
Youden’s index evaluates the ability of a classifier to avert misclassifications. In addition, it sets 
equivalent weights on a classifier’s performance on both cases (positive and negative). 
Thus:  
𝑌𝑜𝑢𝑑𝑒𝑛′𝑠 𝑖𝑛𝑑𝑒𝑥 (𝛾) = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 − (1−𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)  Equation (59) 
A higher value of 𝛾 is an indication of a good performing classifier. 
4.5 Conclusion 
The main objective of estimating an algorithm is to realize its behaviour in dealing with different 
categories of images, and/or help in evaluating the best factors implementation for various applications.  
Eventually, this may involve some comparison with similar algorithms, in order to rank their 
performance and presents guidelines for selecting algorithms on the foundations of the application 
domain. Estimating the performance of any algorithm in image processing is difficult in order that, the 
performance is mainly depending on many implementation factors. 
Metrics could be used to monitor or to make the most effective use image quality and estimate 
algorithms of the image classification. In addition, there are more than one single metric that correlates 
quite with image quality as understood by the human visual system. Chosen of a convenient evaluation 
methodology is mainly depending on the aim of the task. Given some acceptable performance measures, 
the researchers are faced with the problem of selecting a specific one in an estimation task. However, it 
is significant and important to recognize that, the performance measures might be themselves biased in 
specific and particular situations. Instated of using a single measure, a collection of measures an overall 
implementation measure must be considered. In general, such a combination approach has received 
relatively less attention in the literature so far. In addition, it is believed that it will get hold of better 
behaviour by avoiding the bias of the individual measures. The performance measures presented in this 
chapter of the study are applied in the next chapter in order to estimate the study approaches. 
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 – SYSTEM DEVELOPMENT AND Chapter 5
IMPLEMENTATION 
 
This chapter deals with the design and implementation of the image processing decisional system, 
including various processing algorithms and classification techniques. We also present the 
implementation model and its related system components with explanation and description of the user 
interface and operation. 
 
5.1 Introduction 
The main objective of this chapter is to offer some insight into the implementation phase of the 
research, based on the methods and algorithms discussed in the previous chapter. Most of these image 
processing methods have been provided to meet the requirements of the research needs and all 
techniques and algorithms presented in the previous chapter are implemented using MATLAB. The 
system could be implemented using any powerful programming language, but at this stage, MATLAB 
can achieve this purpose, in an easier and faster way. 
This chapter is organised as follows: Section 5.2 presents the purpose of the development of the 
AT decisional system while the software design and functionality are explained in Section 5.3. A review 
and analysis of the classification algorithms complexity are given in Section 5.4, and Section 5.5 
presents a summary. 
5.2 The Purpose of Developing AT Decisional System 
Developing the AT decisional system part fulfils the research objectives and addresses the image 
classification challenges. The proposed system gives the research ability to test and evaluate the 
proposed algorithms. Also, it can give the researcher measurable results by implementing different 
algorithms on the collected AT ultrasound images. Such a system should meet and achieve the research 
requirements. 
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 The wider aim of this work is to addresses the classification problem of AT ultrasound images. 
Different classification techniques have been implemented and tested, and the results from various 
standard and ensemble classifiers have been registered. By implementing such a system, a comparison 
between these classifiers is made easier with a suitable user interface chosen for the present system. The 
user interface has been implemented to be a user-friendly interface and to provide all image processing 
methods that have been used in this work. 
5.3 The Software Design and Functionality 
The Graphical User Interface (GUI), chosen for the present system, is a widely used method to 
accommodate interaction between machines and human users. User interfaces can take many forms, but 
always accomplish two fundamental tasks: communicating information from the user to the machine 
(System Input Interface) and communicating information from the machine to the user (System output 
Interface). The main screen of the system is shown in Figure 5.1.  
The system user interface has been implemented to be a user-friendly interface and to provide all image 
processing methods that have been used in this work and explained in Chapter 4. Most of these image 
processing methods have been provided to meet the requirements of the research needs.  
 
Figure  5.1 Research main menu 
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5.3.1 Image Pre-processing 
Choosing a “Pre-processing” option from the main menu as shown in Figure 5.1 provides access 
to several options of pre-processing methods. Figure 5.2 shows the GUI of pre-processing selection. The 
pulldown menu shows all pre-processing methods where a researcher can apply them to all dataset 
images. The researcher can choose one of the pre-processing methods to apply to the AT ultrasound 
images, and image cropping, de-noising and enhancing are the available options. All dataset images are 
in JPG format and located in the “Research Dataset” folder. As mentioned in section 4.3.1.1, the 
cropping process removes the unrelated area to speed up the diagnosis process and give more focus on 
the ROI. Cropping coordinates are taken under the expert's supervision to avoid cropping the ROI, and 
all the cropped images are saved in the “Cropped Images” folder. 
 
Figure  5.2 Image pre-processing selection 
 
 De-noising option calls SRAD de-noising function, which starts working on AT ultrasound 
images by removing the speckle noise and preserving the ROI edges as described in section 4.3.1.3. 
SRAD combined both the ordinary nonlinear anisotropic diffusion proposed by P&M as well as Lee and 
Frost Filters. Also, SRAD algorithm replaces the gradient-based edge detector in an original anisotropic 
diffusion PDE with the instantaneous coefficient of variation that is suitable for speckle filtering. All the 
de-noised AT images are stored in “De-noised Images” folder. 
 To emphasise some image features such as edges, contours and contrast image enhancing 
algorithm was applied. By choosing ‘Enhancing,’ option CLAHE function is called to enhance the de-
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noised AT ultrasound images. Histogram equalization algorithm is very popular for image enhancement 
because of its simplicity and better performance. CLAHE operates on small regions in the image, 
called tiles, rather than the entire image. Each tile's contrast is enhanced so that the histogram of the 
output region approximately matches the histogram specified by the distribution parameter, which is 
'uniform' flat histogram. The neighbouring tiles are then combined using bilinear interpolation to 
eliminate artificially induced boundaries. The contrast, especially in homogeneous areas, can be limited 
to avoid amplifying any noise that might be present in the image. 
5.3.2 Features Extraction and Reduction 
As Figure.5.3 shows, the “Features Extraction and Reduction” selection is divided into two main 
sub-choices: “Extract All Features” and “Feature Reduction KPCA”. The first sub-choice gives the 
researcher the ability to extract textual features to form data, and the second sub-choice is provided to 
give users the ability to reduce the extracted textual features using kernel PCA method. 
The features extraction choice extracting the four different statistical approaches to texture 
analysis are as follows: First order intensity histogram features, second-order histogram using GLCM 
and GLRLM methods to determine the relationship between a pixel and its neighbours over an entire 
image in various directions. All these approaches were explained in detail in the previous chapter in 
Section 4.3.3. The extracted features are saved in a separate Excel sheet in the “Extracted Features” 
folder. 
 
Figure  5.3 Features extraction and reduction 
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Dataset feature reduction can be used to increase the performance of machine learning 
algorithms when applied to different datasets of an image. In choosing the “Feature Reduction” sub-
choice, the extracted features are projected on a place of a higher dimension at which it can be separated. 
Kernel PCA algorithm is used and the excel sheet contains the extracted features uploaded through a 
standard dialogue box. The new reduced and transformed features will be stored in a new Excel sheet 
through a new dialogue box. The user specifies the place and a name to save the reduced features. Figure 
5.4 shows the GUI of the feature reduction selection (Van Der Maaten, Postma, & Van den Herik, 
2009).  
 
Figure  5.4 Features reduction menu 
 
5.3.3 Image Classification 
In this part of the system, the researcher employs many classifiers in order to compare their 
accuracy and efficiency using certain metrics mentioned in Section 4.4.3. Each classifier should go 
through the training stage first to build a classifier model that can be used with any new feature data. All 
supervised learning methods start with an input data matrix, where each row represents one observation, 
and each column represents one variable or predictor. Eight different classifiers have been adapted in 
this research, four are standard, and the rest are ensemble classifiers. Figure 5.5 shows the 
‘Classification Menu’ with the loading and classifier buttons. 
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In this work, the training data was divided into two sets with 70% of the data used to train the chosen 
classifier, and the remaining 30% of the data used for testing 10 times and calculating some 
measurements through the confusion metrics: True positives rate (TPR), False positives rate (FPR), 
Accuracy (ACC), True negatives rate (TNR), Positive predictive value (PPV), and Negative predictive 
value (NPV).  
Before applying any classifier, the research data should be loaded by ‘Load Data’ option. The samples’ 
features, which is reduced through the feature reduction process along with sample labels, will feed to 
the classifiers. The standard dialogue box appears to give the user the ability to choose the text file 
containing training data which has already been generated using the previous selection “Feature 
Reduction”, which was explained previously. After the user loads the research data and chooses a 
classifier among the available standard and ensemble classifiers (e.g. Decision Tree), the trained 
classifier starts work on the uploaded data as shown in Figure 5.6. 
 
Figure  5.5 Images classification menu 
 
The result of the “Classifier” choice is dependent on the outcome of all the previous operations: Pre-
processing, Extract Image Features, Feature Reduction and Training the classifier. The researcher can 
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easily choose any classifier from the list of classifier models shown in the system and record the 
classifier results in order to determine the most proper classifier for the new data. 
 
Figure  5.6 An Example of images classification result 
5.4 Analysis of Classification Algorithms Complexity 
The aim of supervised machine learning is to build a model that makes predictions based on 
evidence in the presence of uncertainty. As adaptive algorithms identify patterns in data, a computer 
learns from the observations. When exposed to more observations, the computer improves its predictive 
performance. 
There are several characteristics of algorithms that can be used to estimate the classification algorithm 
complexity, such as: classification accuracy, training time and prediction speed. 
The experiments are conducted on a Personal Computer with the following specifications: 
Processor and Speed: Intel Core (i7), 3.60 GHz 
RAM: 16.0 GB 
And MATLAB version 2017a is used. 
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Table ‎5.1 : Performance evaluation metrics for standard and ensemble classifiers 
Classifiers 
Classification 
Accuracy (%) 
Prediction Speed 
(Obs/Sec) 
Training time 
(Secs) 
Learners  
Numbers 
Decision Tree 82.46 11000 0.253 1 
Quadratic Discriminant 74.38 5900 0.245 1 
Quadratic SVM 62.80 8900 4.558 1 
KNN 81.42 8300 0.192 1 
Ensemble (Boosted Trees) 82.46 1200 2.418 30 
Ensemble (Bagged tree) 83.34 1200 1.731 30 
Ensemble (Subspace KNN) 83.88 590 1.956 30 
Ensemble (RUSBoost Trees) 78.76 1400 1.801 30 
        
 
Figure  5.7 Comparison between various classifiers’ results in their prediction speed 
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Table 5.1 shows the comparison of various metrics for estimating the classifier complexity. 
Figure 5.7 shows the graph for the prediction speed of the applied classifiers, where the y-axis represents 
the number of observations per second. It is clear that the standard classifiers have a large number of 
obs/sec in comparison to the ensemble classifiers. The reason behind such a result is due to the number 
of classifiers that participate in the classification process in the ensemble classifiers. Among all standard 
classifiers the ‘Decision Tree’ produced the best prediction speed of 1100 obs/sec and ‘Quadratic 
Discriminant’ records the lowest prediction speed with 5900 obs/sec. The ensemble classifiers Ensemble 
(RUSBoost) has slightly better results than Ensemble (Bagged) and Ensemble (Boosted) with values of 
1400 obs/sec, 1200 obs/sec and 1200 obs/sec respectively, while ‘SubspaceKNN’ has the weakest 
prediction speed with the value of 590 obs/sec. 
Regarding classification accuracy, the four ensemble classifiers generally had good values of accuracy 
and small error rate with values of 82.46, 83.34 and 83.88 for Ensemble (Boosted Trees), Ensemble 
(Bagged tree) and Ensemble (Subspace KNN) correspondingly. Decision Tree and KNN had good 
values of accuracy, but they did not exceed those of the ensemble classifiers. The Quadratic SVM 
classifier had the lowest values of classification accuracy with 62.80 percentages. 
Also, the training time showed the best values for Decision Tree and Quadratic Discriminant with 0.253 
and 0.245 respectively. Most of the ensemble classifiers had good values in the training time with an 
average value of 1.823 sec recorded for Ensemble (Bagged tree), Ensemble (Subspace KNN) and 
Ensemble (RUSBoost). The highest training time had been registered for Quadratic SVM and Ensemble 
(Bagged Tree) with values 4.558 and 2.418 respectively. 
5.5 Summary 
To conclude this chapter, the researcher offers a collection of the proposed approaches and 
algorithms for each stage in one platform package. This package has been designed and implemented to 
make it user-friendly; also, it gives the researcher an opportunity to evaluate and test various choices. In 
addition, it gives the researcher the ability to compare different classification techniques. One of the 
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main purposes of implementing this package is to find a base system in order to help the researcher to 
determine the system requirements and to achieve a complete system that meets all needs.  
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 - RESULTS AND DISCUSSION Chapter 6
 
This chapter deals with the comparison of de-noising techniques namely, linear and nonlinear filtering. 
We also evaluate the classification performance of the proposed approaches on AT ultrasound images. 
Experiments’ results are provided in this chapter followed by a thorough discussion of these results. 
 
6.1 Introduction 
The results reported in this chapter are subdivided into image de-noising/enhancing results and 
image classification results. Each set of results is presented in different tables using various metrics. A 
discussion will be included at the end of the chapter about the research findings, quality of the results 
and the extent to which the goals of the research have been achieved.  The selection of the de-noising 
technique is application dependent; in this study, we have compared a set of de-noising techniques to 
select the most suitable technique for the current application. Different image quality metrics were used 
in this research as mention in Section 4.4.1 to compare between various de-noising algorithms. The 
results obtained when applying these metrics will be used as the quantitative standard for comparison. In 
addition, a set of experiments were carried out to evaluate the influence of the ROI size on the 
classification accuracy. In this research, for all the proposed classifiers we use the same features data 
matrix, which is extracted from AT ultrasound images. For each ROI determined, as mentioned in 
Section 4.3.2, we apply the whole procedures starting from pre-processing up to the classification stage. 
The classification process is carried out in two steps:  learning, and testing. During the learning stage, 
the classifier is trained on the extracted features to create a model, which is then used in the testing 
stage. In the training stage, the input vectors are named a ‘training set’. After the learning stage is 
completed, the classifier is ready to be tested on new data that have not been used during the training 
phase. The efficiency of the classification stage results depends on two important matters. First, the 
effectiveness of the algorithms that were chosen in the previous stages before classification. All these 
stages have significant impacts on the classification algorithm results. Second, choosing the correct 
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classifier is a critical part of the pattern classification system, because different classification results may 
be obtained depending on the choice of certain classifier(s). A comparison between different classifiers’ 
performance in various approaches regarding accuracy and AUC will be explored in this chapter. 
6.2 Image Dataset 
The research dataset is composed of 57 ultrasound AT images, where 14 are determined as 
abnormal according to the radiologist experts and 43 as normal. Images were taken by a portable Venue 
40 musculoskeletal ultrasound system, as mentioned in Section 4.2. Images are taken on three AT 
positions separately. The first image is taken from the lower AT part starting from the calcaneal 
insertion point; the second image focuses on the middle part of the AT, while the third image covers the 
higher part of the AT upward to the calf muscles. In this research, we are focusing on the lower and 
middle parts of the AT. 
6.3 Images Denoising 
In this stage, the AT ultrasound image will be denoised using different image processing filters, 
and these filters will be applied on various AT image ROI sizes. The results from three different 
approaches will be explored. The effect of these filters will be evaluated using eight metrics as listed in 
Table 6.1. 
6.3.1 Approach one- Using the whole AT area 
In this approach, the whole AT area will be considered as the ROI, and the filters will be applied 
to the whole AT image. Table 6.1 shows the comparison of various average noise metrics for filtering 
the whole AT ultrasound images dataset. Most of the evaluation metrics indicate that SRAD is more 
efficient in the denoising stage than the other filters. The data indicate that, in general, SRAD has the 
best values against five metrics namely SNR, RMSE, MSE and CC of the whole eight evaluation 
metrics which are investigated in this study. In addition, SRAD had the best second values in both PSNR 
(82.31), where the first was the Lee filter (88.62) and SSIM (0.923), where the first was the median filter 
(0.935; Table 6.1).  
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The mean and median had good values against the majority of the metrics, particularly against PSNR, 
RMSE, AD, IQ and SSIM. The data shows that the Lee filter had the highest value; with slightly greater 
than 88 against the PSNR, as well as it was the weakest filter compared to the others with the lowest 
values for the seven-remaining metrics. 
In addition, both Kuan and Wavelet filters were the weakest with low values against all filters, 
particularly against both PSNR and SNR. As well as some differences, which have been recorded at the 
remaining metrics. Furthermore, data shows a relatively normal distribution with values of standard 
deviation which is fairly close. 
The original and filtered images are shown in Figure 6.1 where it is found that SRAD is outperforming 
in de-noising procedures without losing or changing the useful information such as AT edges. Higher 
SNR and lower MSE indicate that SRAD is more suitable for de-speckling AT images. Despite that, 
Mean, Median and Lee filters had a better overall IQ indicator than that of  SRAD, it is clear that the CC 
and SSIM for SRAD are higher than the others.  
Table ‎6.1: Mean and standard deviation (SD) of noise metrics for various filters used with whole 
AT ultrasound images 
Metrics & Filters  PSNR SNR RMSE MSE AD IQ CC SSIM 
Mean 
Mean 74.1935 70.23439 0.05206 0.002918 0.00340 0.905401 0.921407 0.90266 
SD ±2.74 ±3.91 ±0.014 ±0.00 ±0.00 ±0.02 ±0.04 ±0.02 
Median 
Mean 74.8260 70.86694 0.05359 0.003475 0.00479 0.938414 0.903048 0.93485 
SD ±5.2 ±6.25 ±0.03 ±0.00 ±0.00 ±0.02 ±0.08 ±0.02 
Lee 
Mean 88.6188 69.92624 0.06105 0.003947 0.00439 0.913066 0.887393 0.88875 
SD ±12.99 ±3.09 ±0.02 ±0.00 ±0.00 ±0.02 ±0.05 ±0.02 
Kuan 
Mean 59.3874 55.42827 0.27982 0.081666 0.19161 0.041009 0.497293 0.04296 
SD ±1.87 ±0.31 ±0.06 ±0.03 ±0.03 ±0.03 ±0.15 ±0.03 
Wavelet 
Mean 57.9853 54.02621 0.05206 0.002918 0.00340 0.905401 0.921407 0.52034 
SD ±1.94 ±1.12 ±0.07 ±0.04 ±0.07 ±0.11 ±0.09 ±0.10 
P & M 
Mean 69.0702 65.1111 0.09095 0.008475 0.01111 0.514054 0.746222 0.65199 
SD ±1.45 ±2.55 ±0.015 ±0.00 ±0.00 ±0.05 ±0.10 ±0.03 
SRAD 
Mean 82.3098 78.35076 0.02129 0.000593 0.00503 0.878737 0.992169 0.92266 
SD ±3.19 ±2.76 ±0.01 ±0.00 ±0.02 ±0.03 ±0.00 ±0.01 
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Figure  6.1 The result of applying filters on the whole AT ultrasound image 
                where (a) is the original image and (b), (c), (d), (e), (f), (g) and (h) are the AT image after                    
               applying Mean, Median, Lee, Kuan, Wavelet, P & M and SRAD filters respectively. 
 
6.3.2 Approach Two- Manual Determination of the AT ROI 
In this approach, the ROI is determined manually by radiologist experts. The entire suspicious 
area for both lower and middle AT parts are cropped and saved as separate image files. Then, various 
de-noising filters are applied on all dataset images to reduce the impact of speckle noise on ultrasound 
images without deteriorating their valuable information. Table 6.2 presents the result of applying these 
filters and the evaluation metrics used to evaluate their effectiveness in the de-noising process. In this 
approach, Mean and Median filters have slightly better results in most evaluation metrics than SRAD 
and the other de-noising filters.  Figure 6.2 shows the visual output after applying these filters. 
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Table ‎6.2: Mean and standard deviation (SD) of noise metrics for various filters used with 
manually determined ROI for AT ultrasound images 
Metrics & Filters  PSNR SNR RMSE MSE AD IQ CC SSIM 
Mean 
Mean 80.5972 70.40165 0.024255 0.000609 0.003043 0.901465 0.968658 0.895907 
SD ±1.73 ±5.44 ±0.00 ±0.00 ±0.00 ±0.02 ±0.01 ±0.02 
Median 
Mean 85.49176 75.29621 0.013802 0.000199 0.000851 0.940883 0.988968 0.953228 
SD ±1.56 ±6.14 ±0.00 ±0.00 ±0.00 ±0.02 ±0.01 ±0.01 
Lee 
Mean 80.89076 66.80266 0.036954 0.001443 0.004289 0.90017 0.926161 0.87781 
SD ±8.62 ±5.55 ±0.01 ±0.00 ±0.00 ±0.02 ±0.03 ±0.02 
Kuan 
Mean 60.27218 50.07663 0.259943 0.073486 0.202871 0.027593 0.448528 0.026652 
SD ±2.89 ±5.29 ±0.08 ±0.04 ±0.05 ±0.03 ±0.23 ±0.03 
Wavelet 
Mean 59.79756 49.60201 0.02455 0.000609 0.003043 0.901465 0.968658 0.558596 
SD ±2.98 ±5.13 ±0.09 ±0.05 ±0.09 ±0.13 ±0.07 ±0.11 
P & M 
Mean 72.73636 62.54081 0.06027 0.00379 0.013358 0.475294 0.799089 0.631115 
SD ±1.97 ±5.27 ±0.01 ±0.00 ±0.00 ±0.06 ±0.08 ±0.04 
SRAD 
Mean 70.63706 60.44151 0.087683 0.009891 -0.06233 0.843961 0.985481 0.873687 
SD ±5.17 ±9.90 ±0.05 ±0.01 ±0.06 ±0.09 ±0.01 ±0.08 
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Figure  6.2: The result of applying filters on manually determined ROI  for AT ultrasound  
image, where (a) is the original image and (b), (c), (d), (e), (f), (g) and (h) are the AT image after 
applying Mean, Median, Lee, Kuan, Wavelet, P & M and SRAD filters respectively. 
The data indicates that there are some clear differences in the results obtained. Mean, Medium and Lee 
have the best values against PSNR, SNR, MSE and IQ, with similar results on the remaining evaluation 
metrics. Some differences have been recorded for PSNR, SNR and SSIM where, the Median has the best 
values at PSNR (85.49), SNR (75.30), IQ (0.94), CC (0.989) and SSIM (0.95). 
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Both SRAD and P&M de-noising filters have good and slightly similar values against most of the 
metrics, with some advantages for SRAD compared to P&M at IQ (0.84: 0.47), CC (0.99:0.80) and 
SSIM (0.87:0.63; Table 6.2). Furthermore, the de-noising Kuan filter has the lowest result against most 
metrics compared to the other filters, particularly PSNR, SNR and SSIM where, the values did not 
exceed 60.2, 50.1, 0.02, respectively (Table 6.2). This is followed by the Wavelet de-noising filter which 
had some low values at PSNR (59.8), SNR (49.6) and SSIM (0.55; Table 6.2). Overall in this approach, 
Mean and Median filters have slightly better results in most evaluation metrics than other filters, 
followed by SRAD which exceeded the results of many filters as shown in Figure 6.2. 
6.3.3 Approach Three- Dividing the AT Image into Blocks 
In this approach, the AT ultrasound is divided into six equal adjacent blocks starting from the 
calcaneal insertion up to the end of the middle part of the AT, as explained in Section 4.3.2.3. These 
blocks are considered as separate images and are saved in individual files. As shown in Table 6.3 from 
all the evaluation metrics used, SRAD gave better results than all the other different filters at many 
metrics. SRAD had the highest (65.67; Table 6.3) value at the SNR metric in comparison with all the 
other filters. SRAD also had the best value at RMSE (0.033), MSE (0.0015) and CC (0.99; Table 6.3).  
In addition, against the PSNR metric, SRAD is the second-best filter (79.08), where the highest 
value was obtained by Lee filter by just 0.45. SRAD is also the second-best filter against the SSIM 
metric (0.92), where the highest value was the Median filter (0.93). Using the IQ indicator, the Mean, 
Median and Lee filters had the highest values in comparison with other filters, with values of 0.905817, 
0.940198 and 0.908153, respectively. Similarly, these three filters along with the Wavelet filter had 
good values using the AD metric (0.0040, 0.0045, 0.0042, and -0.279, respectively). Figure 6.3 shows a 
sample image from the dataset before and after applying the various de-noising filters. 
 
 
 
140 
 
Table ‎6.3: Mean and standard deviation (SD) of noise metrics for various filters used with block 
divided ROI for AT ultrasound images 
Metrics & Filters  PSNR SNR RMSE MSE AD IQ CC SSIM 
Mean 
Mean 74.47221 61.05866 0.050552 0.002766 0.004024 0.905817 0.916514 0.89317 
SD ±0.80 ±3.96 ±0.01 ±0.00 ±0.00 ±0.02 ±0.05 ±0.01 
Median 
Mean 75.74957 62.33603 0.049136 0.002995 0.004545 0.940198 0.904608 0.933946 
SD ±5.43 ±6.56 ±0.02 ±0.00 ±0.00 ±0.02 ±0.90 ±0.02 
Lee 
Mean 79.536 59.8986 0.061347 0.003998 0.004299 0.908153 0.875366 0.882746 
SD ±11.76 ±3.36 ±0.02 ±0.00 ±0.00 ±0.02 ±0.06 ±0.02 
Kuan 
Mean 59.22872 45.81517 0.286362 0.086136 0.19847 0.041937 0.469757 0.034616 
SD ±2.08 ±0.34 ±0.06 ±0.04 ±0.03 ±0.04 ±0.19 ±0.02 
Wavelet 
Mean 57.91876 44.50522 0.333247 0.116553 -0.27998 0.440144 0.847681 0.494896 
SD ±2.14 ±1.17 ±0.07 ±0.05 ±0.08 ±0.12 ±0.10 0.1 
P & M 
Mean 68.97258 55.55903 0.092228 0.008766 0.014167 0.505921 0.705058 0.625481 
SD ±1.58 ±2.56 ±0.02 ±0.00 ±0.00 ±0.05 ±0.11 ±0.03 
SRAD 
Mean 79.08382 65.67028 0.033133 0.001541 0.010306 0.88155 0.990442 0.917612 
SD ±4.63 ±3.70 ±0.02 ±0.00 ±0.03 ±0.03 ±0.00 ±0.01 
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Figure  6.3: The result of applying the filters on divided blocks represent ROI for AT 
ultrasound image, where (a) is the original image and (b), (c), (d), (e), (f), (g) and (h) are the AT image after 
applying Mean, Median, Lee, Kuan, Wavelet, P & M and SRAD filters respectively. 
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6.3.4 Image Denoising Results Discussion 
Denoising ultrasound images is a major step in this study in order to mitigate the effect of 
speckle noise. In the process of choosing the most convenient filter in this study, various denoising 
filters that are used in medical image processing have been tested. A comparison between these filters is 
performed to decide which filter is more appropriate than the others for the three approaches that have 
been used and experimented with in the study (Dangeti, 2003). From the results obtained and shown in 
Tables 6.1, 6.2 and 6.3, this study has concluded that some filters such as (SRAD, Mean and Median) 
are working better than the others according to the measuring metrics that have been applied. 
Median and SRAD as nonlinear filters are performing well in all approaches; this is supported by 
(Thivakaran & Chandrasekaran, 2010) where they identified that Median could overcome the effect of 
impulsive noise while preserving edge information. This is also supported by (Yu & Acton, 2002) who 
indicated that the SRAD filter is based on anisotropic diffusion to suppress speckle while maintaining 
edge information. These findings are highly compatible with the main results of this study and indicated 
that the effect of SRAD filtering was more obvious on full AT images and divided blocks than manually 
determining ROI. 
 Moreover, it was evident that all quality metrics presented here were equally important for image 
quality evaluation. Specifically, five out of the eight quality metrics (RMSE, MSE, AD, IQ and SSIM) 
had better measures obtained with the median filter with manually determined ROI, where only one of 
the eight quality metrics (SSIM) had better measures obtained for a median filter with the whole AT 
determination for ROI. 
On the other hand, three of the eight quality metrics (PSNR, SNR and CC) have the best results for 
SRAD, with the full determination of the ROI. Furthermore, it is important to note that a higher PSNR 
(or equivalently, a lower RMSE) does not necessarily imply a higher subjective image quality, although 
they do provide some measure of relative quality. 
Figure 6.3 shows that the divided images were visually better, although the quality metrics in Table 6.2 
were rated better for the manually determined ROI of the images. Noise measures may be therefore 
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misused when evaluating image quality and when the image is corrupted by degradation other than the 
additive noise. 
6.4 Image Enhancing  
In the conducted three experiments, the CLAHE enhancing algorithm was used after the image 
denoising process. CLAHE was originally developed for medical imaging and has proven to be 
successful for the enhancement of low contrast images such as portal films (Jeong et al., 2011). The 
CLAHE algorithm partitions the images into contextual regions and applies the histogram equalization 
to each one. It works on small regions in the image called tiles rather than the entire image. This way, 
the contrast in the homogeneous region can be limited to its minimum, and it also limits the appearance 
of artefacts and noises. 
6.4.1 Approach one- the whole AT area 
As shown in Table 6.4 SRAD had the highest (63.49) value at the PSNR metric in comparison 
with all the other filters. SRAD also had the best value at the SNR metric with a value of 59.53.  In 
addition, the evaluation metrics RMSE and MSE showed the best values with the SRAD filter, with 
0.171234 and 0.029569, respectively (Table 6.4). At the AD evaluation metric, the best value (-0.114) 
was obtained by the P&M filter, followed by the SRAD filter which had the second-best value (-0.122). 
The Kuan and Wavelet filters had overall weak values with the majority of the evaluation metrics, where 
the Kuan filter had the weakest value of 0.12 at the SSIM evaluation metric and the weakest value of 
0.49 at the CC metric (Table 6.4). The Mean, Median and Lee filters had overall good values, but 
generally, they did not exceed the SRAD filter values. Figure 6.4 shows the original and filtered images 
using CLAHE enhancing algorithm using various filters. 
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Table ‎6.4: Mean and standard deviation of noise metrics for various filters used with whole AT 
ultrasound images 
Metrics & Filters  PSNR SNR RMSE MSE AD IQ CC SSIM 
Mean 
Mean 62.9319 58.9727 0.18270 0.03365 -0.1278 0.584715 0.825099 0.618105 
SD ±0.80 2.79 0.02 ±0.01 ±0.03 ±0.06 ±0.03 ±0.05 
Median 
Mean 62.8356 58.8765 0.18488 0.03451 -0.1268 0.56820 0.80282 0.60916 
SD ±0.87 ±2.87 ±0.02 ±0.01 ±0.03 ±0.07 0.06 0.06 
Lee 
Mean 62.7846 58.8255 0.18571 0.03473 -0.1253 0.58345 0.78896 0.60924 
SD ±0.74 ±2.72 ±0.02 ±0.01 ±0.03 ±0.06 ±0.04 ±0.05 
Kuan 
Mean 59.7559 55.7968 0.26871 0.07557 0.1783 0.04176 0.49729 0.12426 
SD ±1.95 ±0.25 ±0.06 ±0.03 ±0.03 ±0.03 ±0.15 ±0.04 
Wavelet 
Mean 57.7435 53.7843 0.33113 0.10997 -0.2669 0.27616 0.73051 0.30261 
SD ±0.47 ±2.46 ±0.02 ±0.01 ±0.02 ±0.08 ±0.06 ±0.07 
P & M 
Mean 62.8528 58.8937 0.18401 0.03401 -0.1143 0.514568 0.671535 0.55649 
SD ±0.58 ±2.47 ±0.01 ±0.00 ±0.02 ±0.06 ±0.08 ±0.04 
SRAD 
Mean 63.4956 59.5364 0.17123 0.02956 -0.1225 0.613118 0.876039 0.679943 
SD ±0.80 ±2.73 ±0.02 ±0.01 ±0.03 ±0.06 ±0.02 ±0.05 
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Figure  6.4: The result of applying CLAHE enhance algorithm filters on the whole AT  
ultrasound image, where (a) is the original image and (b), (c), (d), (e), (f), (g) and (h) are the AT image 
after applying Mean, Median, Lee, Kuan, Wavelet, P & M and SRAD filters respectively 
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6.4.2 Approach Two- Manual Determination for the AT ROI  
The P&M filter overall had the best values at many of the evaluation metrics as shown in Table 
6.5. P & M had the highest (63.95) value at both, the PSNR metric and the SNR metric (53.76). 
Furthermore, the evaluation metrics RMSE and MSE showed the best values with the P&M filter, with 
0.162 and 0.026, respectively. Also, the AD evaluation metric had a good value (-0.115) at the P&M 
filter (Table 6.5). The Mean, Median and Lee had good values at PSNR 63.4, 63.77 and 63.71335, 
respectively and SNR 53.27, 53.57 and 53.51, respectively. These three filters also had good values at 
the IQ, CC and SSIM metrics.  
Table ‎6.5: Mean and standard deviation (SD) of noise metrics for various filters used with the 
Manual determined ROI for AT ultrasound images 
Metrics & Filters  PSNR SNR RMSE MSE AD IQ CC SSIM 
Mean 
Mean 63.4690 53.2735 0.1722 0.0300 -0.1319 0.5585 0.8609 0.5781 
SD ±1.10 ±6.54 ±0.02 ±0.01 ±0.03 ±0.09 ±0.04 ±0.07 
Median 
Mean 63.7709 53.5754 0.1665 0.02816 -0.1293 0.5481 0.8835 0.5933 
SD ±1.12 ±6.53 ±0.02 ±0.01 ±0.03 ±0.08 ±0.03 ±0.08 
Lee 
Mean 63.7133 53.5178 0.1673 0.0283 -0.1213 0.5622 0.8254 0.5820 
SD ±0.97 ±6.47 ±0.02 ±0.01 ±0.03 ±0.08 ±0.05 ±0.07 
Kuan 
Mean 60.769 50.5734 0.24696 0.066 0.1883 0.02872 0.3955 0.1143 
SD ±3.10 ±5.24 ±0.08 ±0.04 ±0.05 ±0.03 ±0.26 ±0.06 
Wavelet 
Mean 58.065 47.8694 0.3191 0.10212 -0.2650 0.2658 0.7500 0.2947 
SD ±0.47 ±6.10 ±0.02 ±0.01 ±0.02 ±0.10 ±0.10 ±0.10 
P & M 
Mean 63.959 53.7640 0.1624 0.026 -0.1151 0.5016 0.7425 0.54305 
SD ±0.90 ±6.43 ±0.02 ±0.01 ±0.02 ±0.07 ±0.08 ±0.05 
SRAD 
Mean 61.358 51.1621 0.2252 0.0540 -0.1769 0.4618 0.85643 0.51525 
SD ±2.22 ±7.67 ±0.06 ±0.03 ±0.07 ±0.13 ±0.04 ±0.13 
Following the results obtained for the Mean, Median and Lee filters,  the SRAD filter scored at the IQ 
(0.46), CC (0.85) and SSIM (0.51; Table 6.5) metrics. The P&M filter also had good values similar to 
SRAD against many of the metrics. The Kuan and Wavelet filters had overall weak values at the 
majority of the evaluation metrics as shown in Figure 6.5. 
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Figure  6.5: The result of applying CLAHE enhance algorithm on manually determined ROI 
for AT ultrasound image, where (a) is the original image and (b), (c), (d), (e), (f), (g) and (h) are the AT 
image after applying Mean, Median, Lee, Kuan, Wavelet, P & M and SRAD filters respectively. 
6.4.3 Approach Three- Dividing the AT Image into Blocks 
The filter with the best values of the majority of the evaluation metrics is the SRAD filter; at five 
of the eight evaluation metrics, SRAD had the best values. SRAD had the highest (67.65) value at the 
SNR evaluation metric in comparison with all the other filters.  SRAD also had the best value at both of 
the RMSE and the MSE metrics with values of 0.030 and 0.00096, respectively.   
In addition, the evaluation metrics CC and SSIM showed the best values for the SRAD filter, 
with 0.99 and 0.67 respectively (Table 6.6). The values of the median filter exceeded all the other filters 
against the IQ evaluation metric with 0.98. The median filter had good values at many other filters such 
as AD with 0.0035. However, its values are not better than the values of the SRAD filter against the 
majority of the evaluation metrics (Table 6.6). The Kuan and Wavelet filters had overall weak values 
with the majority of the evaluation metrics. Figure 6.6 shows a sample image from the dataset before 
and after applying the CLAHE enhancing algorithm with various denoising filters. 
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Table ‎6.6: Mean and standard deviation (SD) of noise metrics for various filters used with block 
divided ROI for AT ultrasound images 
Metrics & Filters  PSNR SNR RMSE MSE AD IQ CC SSIM 
Mean 
Mean 73.9051 64.0086 0.0524 0.0028 0.0048 0.9691 0.9678 0.6104 
SD ±1.67 ±2.36 ±0.01 ±0.00 ±0.00 ±0.01 ±0.02 ±0.05 
Median 
Mean 76.8412 66.9447 0.0410 0.0020 0.0036 0.9852 0.9754 0.6154 
SD ±4.27 ±4.91 ±0.02 ±0.00 ±0.00 ±0.00 ±0.00 ±0.06 
Lee 
Mean 78.6214 62.0631 0.0677 0.0047 0.0050 0.9677 0.9470 0.6054 
SD ±12.03 ±1.83 ±0.01 ±0.00 ±0.00 ±0.01 ±0.02 ±0.06 
Kuan 
Mean 57.8281 47.9316 0.3279 0.1077 0.1135 0.2071 0.7561 0.1129 
SD ±0.44 ±0.90 ±0.02 ±0.01 ±0.04 ±0.07 ±0.06 ±0.04 
Wavelet 
Mean 54.7422 44.8457 0.4708 0.2250 -0.3960 0.4952 0.8804 0.2864 
SD ±1.11 ±0.51 ±0.06 ±0.05 ±0.05 ±0.09 ±0.07 ±0.08 
P & M 
Mean 66.4753 64.2733 0.1216 0.0149 0.0184 0.6571 0.8217 0.5348 
SD ±0.85 ±0.73 ±0.01 ±0.00 ±0.00 ±0.04 ±0.05 ±0.04 
SRAD 
Mean 78.4512 67.6532 0.0308 0.0010 0.0058 0.9514 0.9908 0.6712 
SD ±1.22 ±1.10 ±0.00 ±0.00 ±0.00 ±0.01 ±0.00 ±0.05 
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Figure  6.6: The result of applying the filters on divided blocks represent ROI for AT 
ultrasound image, where (a) is the original image and (b), (c), (d), (e), (f), (g) and (h) are the AT image 
after applying Mean, Median, Lee, Kuan, Wavelet, P & M and SRAD filters respectively. 
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6.4.4 Image Enhancing Results Discussion 
In ultrasound, medical image classification process, image enhancing is an essential part. Using 
the appropriate enhancing method affects the accuracy of the classification results. In addition, the 
precision of the measured texture parameters may be influenced by noises, and it leads to mistakes in 
diagnostic reports. It was observed that changing the ROI size affects the image enhancing results. 
(Basset & Mestas, 1993), in their study about the influence of the ROI size on ultrasonic images of the 
prostate using the mean/average of the co-occurrence matrices, have indicated that the size of ROI 
affects the discrimination results. Moreover, performance can be improved by creating a new sub-image 
which consists entirely of the ROI at the region of interest. A comparison between the three approaches 
shows that auto dividing images into blocks achieve better performance. Such a method would reduce 
computational overhead of the ROI. Not only that, but if the sub-image is small, then the algorithm does 
not waste time looking for ROI and extracts all the interesting features (Won, Park, & Park, 2002). 
Figures 6.4, 6.5 and 6.6 show that the boundary of the AT edges after performance enhancing through 
the CLAHE algorithm is very smooth and the details are well preserved. Most of the metrics shown in 
Tables 6.4, 6.5 and 6.6 indicate an improvement in the targeted images, especially when using the 
SRAD filter. In order to evaluate the performance of the enhanced images, a comparison between the 
three approaches is presented in Table 6.7.  
Table ‎6.7: A comparison between AT enhanced images for the three approaches 
App. PSNR SNR RMSE MSE AD IQ CC SSIM 
Full 
SRAD 
63.50 
SRAD 
59.54 
SRAD 
0.171 
SRAD 
0.030 
P & M 
-0.114 
SRAD 
0.613 
SRAD 
0.876 
SRAD 
0.680 
Man. 
Lee 
63.71 
P & M 
53.76 
P & M 
0.162 
P & M 
0.026 
SRAD 
-0.177 
Lee 
0.562 
Median 
0.884 
Median 
0.593 
Auto 
Lee 
78.62 
SRAD 
67.65 
SRAD 
0.031 
SRAD 
0.001 
Median 
0.004 
Median 
0.985 
SRAD 
0.991 
SRAD 
0.671 
Ultrasound image enhancing proves that dividing the whole image into sub-images could improve the 
pre-processing stage in both denoising and enhancing steps (Gottumukkal & Asari, 2004). Small ROI 
affects the enhancing results by avoiding the unrelated area in the images which is an easier and more 
148 
 
accurate way (Won et al., 2002). These enhanced images can be processed further to detect the 
abnormality with high accuracy. Such enhancement is beneficial for diagnosis. 
6.5 Images Classification 
In classification analysis, this study evaluates the classifiers using the confusion matrix.  Tables 6.8 - 
6.16 show the results of eight classifiers that have been applied in this study; the columns represent the 
classifier’s predictions, and the rows are the actual classifiers metrics values.  
 TP (True Positive) is the number of positive cases correctly classified as such.  
 FN (False Negative) is the number of positive cases incorrectly classified as negatives.  
 FP (False Positive) is the number of negative cases that are incorrectly identified as positive 
cases   
 TN (True Negative) is the number of negative cases correctly classified as such 
 Sensitivity is found by TP/(TP+FN) 
 Specificity is found by TP/(TN+FP) 
6.5.1 Approach one- the whole AT area 
In this approach, we consider the whole AT area as our ROI, and all features that are mentioned 
in Section 4.3.3 were extracted. After gathering all these features in one matrix, these features are 
reduced using KPCA method in order to project the samples on an axis of two dimensions. Various 
classifiers are tested in order to estimate the whole process model. 
6.5.1.1 Model performance metrics for the first approach 
Based on the most important classifiers that are listed in Table 6.8 and applied in this study to 
classify  AT ultrasound images through the extracted and reduced features. For the TP, it is clear  that, 
the quadratic discriminant had the highest value (82 out of 86), with the lowest value of FP and it had 
the lowest percentage of sensitivity (slightly less than 77%) in comparison with the sensitivities of the 
other classifiers, which ranged from about 80% (quadratic SVM) to slightly less than 89% (ensemble 
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RUSboost). Both classifiers of the ensemble (bagged tree) and ensemble (subspace KNN) had the same 
relatively high value (80) of TP and the same value of FP, but slightly different values of sensitivity. 
Table ‎6.8: Some Classifiers Evaluation (Sensitivity & Specificity) for the first approach 
Classifiers TP 
(86) 
TN 
(28) 
FP FN Sensitivity Specificity 
DT 78 16 8 12 86.7% 66.7% 
Quadratic Discriminant 82 3 4 25 76.6% 42.9% 
Quadratic SVM 60 12 26 16 78.9% 31.6% 
KNN 78 15 8 13 85.7% 65.2% 
Ensemble (Boosted Trees) 78 16 8 12 86.7% 66.7% 
Ensemble (Bagged tree) 80 15 6 13 86.0% 71.4% 
Ensemble (Subspace KNN) 80 16 6 12 87.0% 72.7% 
Ensemble (RUSBoost Trees) 71 19 15 9 88.8% 55.9% 
 
On the other hand, for the true negative (TN) it can be concluded that the data is relatively close, except 
the second classifier (quadratic discriminant), where only 3 out of 28 were recorded as TN, and the 
remaining 25 were recorded as FN (Table 6.8).  
In general, the ensemble (RUSBoost) classifier had the best values for sensitivity and the 
negatives (true and false). Meanwhile, the quadratic discriminant classifier had the worst recorded 
values in the same model performance metrics (sensitivity and the negatives (true and false), this is 
followed by the quadratic SVM classifier, which had low values at specificity and the positives (true and 
false). 
6.5.1.2 Accuracy, precision, ROC/AUS and the percentages of error rate for the first approach 
The results from the first approach for the model performance metrics are presented in Table 6.9, 
where the accuracy, precision, error rates and ROC/AUC are shown for eight different classifiers. Four 
of the classifiers are ensemble (Ensemble (Boosted Trees), Ensemble (Bagged tree), Ensemble 
(Subspace KNN) and Ensemble (RUSBoost Trees)); the four generally had good values for accuracy 
(82.46, 83.34, 83.88 and 78.76, correspondingly). They all so had general good values of precision, with 
0.91, 0.93, 0.93 and 0.83, respectively. Ensemble (Subspace KNN) and Ensemble (Bagged tree) had the 
smallest error rates, with values of 16.12% and 16.66%, respectively. With ROC/AUC, the highest four 
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values came from the four ensemble classifiers with values of 0.82, 0.83, 0.78 and 0.85 (Table 6.9). The 
DT and KNN classifiers had good values for accuracy, precision, error rates and ROC/AUC but they did 
not exceed those of the ensemble classifiers in the majority of the results. The highest error rate and the 
lowest percentage of accuracy were recorded at the Quadratic SVM classifier. 
Table ‎6.9: Standard classifiers performance evaluation metrics for the first approach 
Classifiers Accuracy 
% 
Precision ROC/AUC Error Rate 
% 
DT 82.46 0.91 0.77 17.54 
Quadratic Discriminant 74.38 0.95 0.55 25.62 
Quadratic SVM 62.80 0.70 0.71 37.20 
KNN 81.42 0.91 0.73 18.58 
Ensemble (Boosted Trees) 82.46 0.91 0.82 17.54 
Ensemble (Bagged tree) 83.34 0.93 0.83 16.66 
Ensemble (Subspace KNN) 83.88 0.93 0.78 16.12 
Ensemble (RUSBoost Trees) 78.76 0.83 0.85 21.24 
 
6.5.1.3 Model performance measures using the first approach  
The results from the first approach for the model performance measures are presented in Table 
6.10. Where, Kappa, Youden’s index, G-Mean, MCC, Balanced Accuracy and F-Measure values are 
recorded for the eight different classifiers. In general, the F-measure had the highest values against all 
the classifiers, where, the values ranged between 0.74 (Quadratic SVM) and 0.90 (Ensemble subspace 
KNN). All the values within this range were close and were between 0.85 ( for the Quadratic 
Discriminant classifier) and 0.89 ( for three different classifiers) (Table 6.10).  
The values of F-measure are followed by the values of the G-Mean and Balanced accuraccy, 
which were relatively high as they ranged from 0.50 (Quadratic SVM) to 0.80 (Ensemble suspense 
KNN). The lowest value (0.50) was recorded at the Quadratic SVM classifier, which was also the 
classifier with the lowest value against the F-measure (0.74). In addition, the ensemble classifiers 
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(Boosted Trees, Bagged tree, Subspace KNN and RUSBoost Trees) showed generally good values, in 
comparison with the other classifiers. Comparisons between different classifiers’ performance in this 
approach in terms of accuracy, AUC and various classification evaluation metrics are shown graphically 
in Figure 6.7.  
Table ‎6.10: More classifiers performance evaluation measures using the first approach 
Classifiers Kappa Youden’s‎
index 
G-
Mean 
MCC Balanced 
Accuracy 
F-
Measure 
DT 0.49 0.54 0.76 0.51 0.77 0.89 
Quadratic Discriminant 
0.26 0.34 0.58 0.11 0.60 0.85 
Quadratic SVM 0.12 0.11 0.50 0.12 0.56 0.74 
KNN 0.46 0.51 0.75 0.47 0.76 0.88 
Ensemble (Boosted Trees) 
0.49 0.54 0.76 0.47 0.77 0.89 
Ensemble (Bagged tree) 
0.50 0.57 0.78 0.52 0.79 0.89 
Ensemble (Subspace KNN) 
0.53 0.60 0.80 0.55 0.80 0.90 
Ensemble (RUSBoost Trees) 
0.48 0.45 0.71 0.47 0.73 0.86 
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Figure  6.7: Graph showing the classification evaluation metrics for different classifiers using the whole 
AT approach  
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6.5.2 Approach Two- Manual Determination for AT ROI 
In order to enhance the different classifiers’ results and to concentrate more on the ROI, in this 
approach we are determining the ROI manually by an expert from the most vulnerable area in the AT 
image. According to medical reports, this area is responsible for 80% to 90% of the AT 
abnormality. Therefore, by focusing more on this area a lot of speckle noise deteriorating the other 
image regions can be avoided. The window is located approximately 2 cm away from the calcaneal 
insertion point, with 1 cm width and 0.5 high. Features are extracted and reduced as mentioned in 
Sections 4.3.2.2.  
6.5.2.1 Some model performance metrics for the second approach 
The results from the model performance metrics for the second approach is summarised in Table 
6.11. In general, the data (Table 6.11) shows some different and ab-normal results in comparison with 
the results of the first approach. For the TP, data shows that the ensemble (subspace KNN) had the 
highest value (80 of 86), with the lowest value of FP (6 of 86).  
Table ‎6.11: Some Classifiers Evaluation (Sensitivity & Specificity) for the second approach 
Classifiers TP 
(86) 
TN 
(28) 
FP FN Sensitivity Specificity 
DT 75 14 11 14 84.3% 56.0% 
Quadratic Discriminant 76 5 10 23 76.8% 33.3% 
Quadratic SVM 50 12 36 16 75.8% 25.0% 
KNN 74 9 12 19 79.6% 42.9% 
Ensemble (Boosted Trees) 76 15 10 13 85.4% 60.0% 
Ensemble (Bagged tree) 76 13 10 15 83.5% 56.5% 
Ensemble (Subspace KNN) 80 10 6 18 81.6% 62.5% 
Ensemble (RUSBoost 
Trees) 
 
72 17 14 11 
86.7% 
 
54.8% 
 
It also had a relatively high percentage of sensitivity (slightly less than 82%) in comparison with 
the sensitivities of the other classifiers which ranged from about 76% (quadratic SVM) to slightly less 
than 87% (ensemble RUSBoost), which are similar results to the first approach. Both ensemble bagged 
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tree and ensemble boosted trees classifiers, as well as a quadratic discriminant, had relatively high 
values (76) for TP, with relatively different values for sensitivity. 
On the other hand, for the true negative (TN) it can be concluded that the data is relatively close 
for six of the eight classifiers, except for the quadratic discriminant and the KNN classifiers, where only 
5 and 9 of 28 have been recorded, respectively (Table 6.11). For (FN), the data shows that the highest 
value (23) is found at the classifier of the quadratic discriminant, it was followed by 19 and 18 which 
were recorded for KNN and ensemble (subspace KNN) respectively.  
In general, the ensemble (RUSBoost) classifier had the best values at three of the six model 
performances; sensitivity and the false negative as well as the true negative. It was followed by the 
ensemble (subspace KNN) which had good values at TP, FP and specificity.  Meanwhile, the quadratic 
SVM classifier had the worst recorded values in the model performance metrics of TP, FP and 
sensitivity as well as in specificity (Table 6.11). 
6.5.2.2 Accuracy, precision, ROC/AUS and the percentages of error rate for the second approach 
The results from the second approach for the model performance metrics are presented in Table 
6.12, where the accuracy, precision, error rates and ROC/AUC for eight different classifiers are 
recorded. The four ensemble classifiers (Ensemble (Boosted Trees), Ensemble (Bagged tree), Ensemble 
(Subspace KNN) and Ensemble (RUSBoost Trees)); had the best values of accuracy (80.18, 78.26, 
79.10 and 78.08, respectively). In addition, they all had the best error rates comparatively, with 19.82, 
21.74, 20.90 and 21.92, respectively.  
Table ‎6.12: Standard classifiers performance evaluation metrics for the second approach 
Classifiers Accuracy % Precision ROC/AUC Error Rate % 
DT 77.54 0.87 0.75 22.46 
Quadratic Discriminant 71.76 0.88 0.56 28.24 
Quadratic SVM 53.86 0.58 0.50 46.14 
KNN 70.54 0.86 0.55 29.46 
Ensemble (Boosted Trees) 80.18 0.88 0.71 19.82 
Ensemble (Bagged tree) 78.26 0.88 0.77 21.74 
Ensemble (Subspace KNN) 79.10 0.93 0.64 20.90 
Ensemble (RUSBoost Trees) 78.08 0.84 0.77 21.92 
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Furthermore, they generally had good values of precision and ROC/AUC. The classifiers DT and 
Quadratic Discriminant had relatively good values of accuracy, precision, error rates and ROC/AUC but 
they did not exceed those of the ensemble classifiers in most of the model performance metrics. The 
Quadratic SVM classifier had the highest (46.14%) percentage of error rate and had the lowest values 
for accuracy, precision and ROC/AUC. The KNN classifier generally had good values for precision and 
accuracy. However, it had one of the highest error rates (29.46%). 
6.5.2.3 Model performance measures using the second approach  
The results from the second approach for the model performance measures are presented in 
Table 6.13. Where, Kappa, Youden’s index, G-Mean, MCC, Balanced Accuracy and F-Measure values 
are recorded for the eight different classifiers which are listed in Table 6.13. Similarly, to the first 
approach, the F-measure generally had the highest values against all the classifiers, where, these values 
were relatively close and ranged between 0.82 (Quadratic Discriminant) and 0.88 (Ensemble (Boosted 
Trees)), except the quadratic SVM which had the lowest F-measure value of 0.66.  
Table ‎6.13: More classifiers performance evaluation measures using the second approach 
Classifiers Kappa Youden’s‎
index 
G-Mean MCC Balanced 
Accuracy 
F-Measure 
DT 0.39 0.40 0.69 0.39 0.70 0.83 
Quadratic Discriminant 0.10 0.10 0.50 0.08 0.55 0.82 
Quadratic SVM 0.0 0.01 0.44 0.01 0.51 0.66 
KNN 0.15 0.23 0.59 0.26 0.62 0.83 
Ensemble (Boosted Trees) 0.47 0.45 0.71 0.44 0.72 0.88 
Ensemble (Bagged Tree) 0.37 0.41 0.69 0.37 0.71 0.86 
Ensemble (Subspace KNN) 0.34 0.45 0.72 0.36 0.73 0.87 
Ensemble (RUSBoost Trees) 0.42 0.42 0.69 0.43 0.71 0.86 
This was followed by the values of the Balanced accuracy and G-Mean, where, they were 
relatively high in comparison to other performance measures as they ranged from 0.44 (quadratic SVM) 
to 0.73 (ensemble (subspace KNN)). In addition, the ensemble classifiers (Boosted Trees, and Subspace 
KNN and RUSBoost Trees) showed good values in general, in comparison with the other classifiers. 
Comparisons between different classifiers’ performance in this approach in terms of accuracy, AUC and 
various classification evaluation metrics are shown graphically in Figure 6.8. 
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Figure  6.8: Graph showing the classification evaluation metrics for different classifiers using the manual 
determining for AT ROI approach  
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6.5.3 Approach Three- Dividing the AT Image into Blocks 
In this approach, our goal is to achieve one of the research objectives, by preventing the user 
intervention in determining the ROI area, automating the model by dividing the AT image into six equal 
non-overlapped blocks. These blocks are equal in their size and in adjacent positions, where the first 
block starts from the calcaneal insertion point with approximately 2 cm width and 1cm height. Then, the 
next block started at the point where the first block ends with the same width and height, while the 
remaining four blocks started after the second block. This means that the third block started at 4 cm 
away from the calcaneal insertion point as explained in Section 4.3.2.2. To estimate the efficiency of this 
approach, features are extracted from the third block, which represents the ROI. These features are 
reduced using nonlinear reduction method KPCA, and then the returned predictors are considered as 
input for the classifiers. 
6.5.3.1 Model performance metrics for the third approach 
For the TP, it is clear that data is relatively similar; it ranges from 126 to 147 out of a total of 
159. Both quadratic classifiers (SVM and discriminated) had the highest values of TP (146 and 147 out 
of the total of 159). Meanwhile, these classifiers had the lowest values of FP (13 and 12, respectively), 
in addition, they had the lowest percentages of sensitivity (73% and 75, respectively) in comparison with 
the sensitivities of the other classifiers which ranged from 73% (Quadratic Discriminant) to slightly less 
than 89% (ensemble RUSBoost).  
Table ‎6.14: Some Classifiers Evaluation (Sensitivity & Specificity) for the third approach 
Classifiers TP (159) TN (56) FP FN Sensitivity Specificity 
DT 140 29 19 27 83.8% 60.4% 
Quadratic Discriminant 146 2 13 54 73.0% 13.3% 
Quadratic SVM 147 7 12 49 75.0% 36.8% 
KNN 138 26 21 30 82.1% 55.3% 
Ensemble (Boosted Trees) 138 33 21 23 85.7% 61.1% 
Ensemble (Bagged Tree) 145 33 14 23 86.3% 70.2% 
Ensemble (Subspace 
KNN) 
144 15 15 41 
77.8% 
 
50.0% 
 
Ensemble (RUSBoost 
Trees) 
126 40 33 16 
88.7% 
 
54.8% 
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On the other hand, for the true negative (TN) it can be concluded that the data is relatively mixed 
and divergent, where it ranged from 2 at the quadratic discriminant classifier to 33 at two of the 
ensemble classifiers (boosted trees and bagged trees, Table 6.14). In general, the ensemble (bagged tree) 
classifier had the greatest values of sensitivity, specificity and TN. Meanwhile, the ensemble (RUSBoost 
trees) classifier generally had lower values, in comparison with the other classifiers. 
6.5.3.2 Accuracy, precision, ROC/AUS and the percentages of error rate for the third approach 
The results from the third approach for the model performance metrics are presented in Table 
6.15, where the accuracy, precision, error rates and ROC/AUC are shown for eight different classifiers. 
The data shows that the ensemble (bagged tree) classifier had the highest value of accuracy of slightly 
less than 83% and the lowest error rate of 17.2%. It was followed by the ensemble (boosted trees) 
classifier with slightly less than 80% and the DT classifier with about 79%, where they both also had 
relatively low rates of error (20.3% and 21.2 %, respectively). Meanwhile, the quadratic discriminant 
and the quadratic SVM classifiers had the same highest (0.92) value of precision, followed by both 
classifiers of the ensemble (subspace KNN) and ensemble (bagged tree) which also had relatively high 
(0.91) and equal values of precision. With ROC/AUC, the highest values came from two classifiers of 
the ensemble; bagged tree and RUSBoost Trees with values of 0.82, and 0.81, respectively (Table 6.15). 
In general, the ensemble (bagged tree) classifier had the best value of accuracy, ROC/AUC and error 
rate. 
Table ‎6.15: Standard classifiers performance evaluation metrics for the third approach 
Classifiers Accuracy 
% 
Precision ROC/AUC Error Rate 
% 
DT 78.80 0.88 0.75 21.20 
Quadratic Discriminant 69.02 0.92 0.56 30.98 
Quadratic SVM 71.90 0.92 0.59 28.10 
KNN 76.46 0.87 0.68 23.54 
Ensemble (Boosted Trees) 79.72 0.87 0.77 20.28 
Ensemble (Bagged tree) 82.80 0.91 0.82 17.20 
Ensemble (Subspace KNN) 73.58 0.91 0.71 26.42 
Ensemble (RUSBoost 
Trees) 
77.00 0.79 0.81 23.00 
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6.5.3.3 Model performance measures using the third approach  
The results from the third approach for the model performance measures are presented in Table 
6.16. Where, Kappa, Youden’s index, G-Mean, MCC, Balanced Accuracy and F-Measure values are 
recorded for the eight different classifiers. In general, the F-measure had the highest values against all 
the classifiers, where, the values ranged between 0.81 (Quadratic Discriminant) and 0.88 (Ensemble 
(Bagged tree)). It was followed by the values of the G-Mean and Balamced accuracy, where, they were 
relatively high as they ranged from 0.43 for Balanced accuracy (Quadratic Discriminant) to 0.78 
(Ensemble (Bagged tree)), with the exception of the lowest value (0.31) which was recorded to G-Mean 
at the Quadratic Discriminant classifier; this was also the classifier with the lowest value against the F-
measure. In addition, the ensemble classifiers (Boosted Trees, Bagged tree, Subspace KNN and 
RUSBoost Trees) generally showed good values, when compared to the other classifiers. Negative low 
values are recorded at the quadratic discriminant against Kappa, Youden’s index and MCC. 
Comparisons between different classifiers’ performance in this approach in terms of accuracy, AUC and 
various classification evaluation metrics are shown graphically in Figure 6.9. 
Table ‎6.16: More classifiers performance evaluation measures using the third approach 
Classifiers Kappa Youden’s‎
index 
G-Mean MCC Balanced 
Accuracy 
F-Measure 
DT 0.43 0.44 0.71 0.42 0.72 0.86 
Quadratic Discriminant -0.07 -0.14 0.31 -0.08 0.43 0.81 
Quadratic SVM 0.07 0.08 0.50 0.07 0.56 0.84 
KNN 0.36 0.37 0.67 0.35 0.69 0.84 
Ensemble (Boosted Trees) 0.47 0.47 0.72 0.46 0.74 0.87 
Ensemble (Bagged tree) 0.53 0.56 0.78 0.53 0.78 0.88 
Ensemble (Subspace KNN) 0.21 0.28 0.62 0.22 0.64 0.84 
Ensemble (RUSBoost Trees) 0.45 0.44 0.70 0.47 0.72 0.84 
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Figure  6.9: Graph showing the classification evaluation metrics for different classifiers using the 
dividing AT into sub-images approach  
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6.5.4 Image Classification Analysis Results and Discussion 
Ensemble methods ((Polikar, 2006), (Rokach, 2010)) are designed to increase the accuracy of a 
single classifier by training several different classifiers and combining their decisions to output a single 
class label. Recent experimental studies show that classifier ensemble may improve the classification 
performance in the case of the imbalanced dataset. The idea behind ensemble methods is to gather 
several classification algorithms into one meta-classifier, which should provide better generalization. 
However, because of the imbalanced dataset in our research, ensemble classifier results are outstanding 
in comparison to the standard classifiers. These classifiers are performing well with a balanced dataset 
where there is no bias toward the majority class. Moreover, in general, machine learning applications, 
and classification performance are often measured using accuracy. Unfortunately, accuracy is not 
suitable for medical decision support systems if the dataset is imbalanced. Hence, we consider a 
combination of various performance measures instead of relying only on one. These metrics are shown 
in Tables (6.10, 6.13 and 6.16) for the approaches one, two and three respectively. 
6.5.4.1 Approach one- the whole AT area 
The main discussion of approach one results shown in Tables (6.8 – 6.10) indicates that the 
ensemble subspace KNN algorithm has produced good performance values, which is better than the 
other selected ensemble classifiers. On the contrary, quadratic SVM has recorded the lowest 
performance values, due to the combined, interrelated and imbalanced dataset. Additionally, with 
nonlinear quadratic function SVM algorithm was unable to reach an accuracy of more than 63%. DT has 
produced the highest accuracy among all other standard classifiers. However, DT accuracy almost 
reached 83%, and F-Measure metrics stand with the value of 0.89, which shows that DT is prime in 
comparison to other standard classifiers.  
In ensemble classifiers, the AUC recorded all the value ranges between 0.78 (Subspace KNN) and 0.85 
(RUSBoost Trees), as these values are far away from randomization. To contrast, the standard classifiers 
range is between 0.55 to 0.77, which suggests the ensemble classifiers are more efficient and reliable 
than standard classifiers.  
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In general, precision values seem nearer to most of the classifiers with an average of 0.92, though there 
are a couple of exceptions of RUSBoost Trees and Quadratic SVM whose values resulted in 0.83 and 
0.70 respectively.   
To conclude, in the first approach we considered the whole AT area as our ROI. Texture features are 
extracted from the whole AT regions instead of targeting a specific region in the AT. Balanced and 
imbalanced metrics have been used to evaluate the performance of various classifiers. Most of the 
ensemble classifiers recorded accuracy higher than the standard classifiers in most used metrics. 
However, in this approach with a minimum user intervention, the model achieved an accuracy of 83% 
and 0.90 for the F-measure metric. 
6.5.4.2 Approach Two- Manual Determination for AT ROI 
In this Section, the produced results from approach two have been discussed and concluded by 
the researcher. The performance metrics in Tables (6.11 to 6.13) illustrates that the ensembled classifiers 
are more efficient than standard classifiers. The Subspace KNN and Boosted Trees are almost equivalent 
to each other, and these two ensemble classifiers results are similar in most of the metrics cases. 
However, the results between Bagged Tree and RUSBoost Trees are recorded as being different to some 
extent. The Kappa metrics for Boosted Trees are more efficient than any other classifiers with 0.47 
result value and recorded 0.0, which is the lowest for Quadratic SVM. Thus, the researcher concludes 
that ensemble classifiers are more efficient and Kappa metric supports focus on providing better results 
in this research approach.  
After selecting a particular area as the ROI, the best accuracy recorded is for ensemble Boosted Trees 
with 80.18% while considering standard classifiers Quadratic SVM are recorded as their low accuracy 
with a value of 53.86%. AUC produced better results with ensemble classifiers such as Bagged Tree, 
and RUSBoost Tree results are a similar value of 0.77, which is the maximum as compared to other all 
classifiers. In contrast, standard classifier DT produced the result value of 0.75, which is very high in 
standard classifiers and similar to the high value of ensembled classifiers. 
The precision works better with Subspace KNN with the high value of 0.93 in comparison to the lowest 
precision value of 0.58 obtained by the Quadratic SVM in ensemble classifiers. However, in the 
standard classifier, Quadratic SVM produced a very low percentage of accuracy (53.86) in this study. 
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The sensitivity and specificity obtained using ensemble classifiers are 0.87 of sensitivity for RUSBoost 
Trees, and a 0.63 maximum value was recorded for Subspace KNN.  
The researcher concluded that the specificity ability of standard classifiers to detect the normality is very 
poor as compared to the ensemble classifiers. In general, detecting normal samples is more efficient than 
recognizing the abnormal samples. However, because determining the ROI has been done manually in 
this approach, not all AT areas are targeted for extracting texture features and classifications. Thus, the 
ability of most classifiers is affected by the manual determined for ROI, especially in classifying the 
abnormal samples.  
6.5.4.3 Approach Three- Dividing the AT Image into Blocks 
In this approach, AT ultrasound images have been divided into sub-images in order to focus 
more on ROI and to avoid the influence of differences between experts in determining ROI manually. In 
terms of classifiers, accuracy and precision both standard and ensemble classifiers have similar values 
ranging between 69% (Quadratic Discriminant) and 83% (Ensemble Bagged Tree) for accuracy, and 
between 0.79 (Ensemble RUSBoost) and 0.92 (Quadratic Discriminant) for precision. Within the 
ensemble classifiers, the bagged tree algorithm shows good results in all the evaluation metrics used in 
this research, while Quadratic SVM records the lowest results in general (Table 6.16). Most of the 
classifiers did not return high accuracy with regards to an abnormal case, as shown in the specificity 
results except for the bagged three, which recorded 0.70 compared with the lowest result recorded as 
0.13 (Table 6.14) for quadratic discriminant. F-Measure shows the average value of all classifiers is 
approximately 0.84, which is affected by the similarity of sensitivity for all classifiers. 
To conclude, the results of this approach, which divided the AT ultrasound images into sub-images, 
which have subsequently increased the number of samples of the research dataset, but in actual fact keep 
the imbalance ratio the same, explain the effectiveness of ensemble classifiers compared with the 
standard classifiers. Most of the imbalanced performance measures shown in Table 6.16 agreed with the 
performance metrics shown in Table 6.15 because the research dataset is not highly imbalanced.   
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6.5.4.4 Comparison between the Three Approaches 
In this study, a set of experiments was carried out to evaluate the influence of the ROI size on the 
classification accuracy. From the results shown previously in the three approaches, shown in Tables (6.8 
- 6.16), it can be concluded that the performance of most ensemble classifiers remains the same 
regardless of the ROI size and shape, while other classifiers produced different results with respect to the 
different approaches considered for this unique research study.  
In approaches two and three, parts from the AT have been excluded. These parts may have some 
percentage of abnormality reaching 20% according to the medical literature. This probability might 
explain the best results obtained by approach one.  
In approach two, determining ROI is subjective, and it depends on the expert experience and 
understanding of the AT anatomy. In addition, this is not aligned with the research aim, which was to 
automate the process and the researcher does not want to waste the doctor’s time by performing this 
extra tasks.  
In approach three, determining the ROI is achieved by dividing the AT images into various sub-images 
and excluding unrelated sub-images from the targeted images. Although this process achieved an 
accuracy of 83%, it takes more time by dividing the image into blocks compared to approach one where 
we used the whole AT image and record a slightly better accuracy of 84%. Additionally, increasing the 
number of sub-images will lead to unnecessarily processing more images, thus increasing the 
computational time.  
In summary, the results reported for all three approaches indicate that in the AT ultrasound images 
ruptures could happen in the most vulnerable area according to the medical reports or anywhere outside 
that area. To avoid misleading performance measures, we did not rely on only one performance measure 
to choose between candidate approaches. A combination of different evaluation metrics was used to 
avoid or minimize imbalance-biased performance estimates. 
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6.6 Summary 
To conclude this chapter, the researcher conducted three experiments in order to build a model 
that will be able to distinguish between normal and abnormal AT ultrasound images without any user 
intervention. The produced results from these experiments are shown, described and discussed in this 
chapter. In the beginning, the denoising stage was performed using various filters, and their results are 
compared and discussed to select the most suitable candidate filter for our research model. 
Subsequently, to improve the denoising results, AT images were enhanced using CLAHE algorithm and 
results from this process for the three approaches have been recorded and discussed in detail. In 
addition, different texture features have been extracted from the AT ultrasound images and reduced 
using KPCA algorithm in order to reduce computational complexity. Finally, various standard and 
ensemble classifiers have been used to determine the most accurate classifier for the given dataset. To 
avoid the imbalanced misleading metrics, different evaluation metrics have been adapted to compare 
different classifiers and evaluate the whole classification accuracy. 
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 - CONCLUSIONS AND FUTURE WORK  Chapter 7
 
The last chapter of this thesis summarises the outcomes and findings of the research study based on the 
data analysis performed on the available dataset.  The produced results are related to the aim and 
objective presented in the introductory chapter. The chapter ends with enumerating the limitations of the 
current study together with the directions of future research.  
 
7.1 Introduction 
Ultrasound images play an important role in medical diagnosis processes today. There is 
widespread use of ultrasound images because of their unique features compared to the other types of 
image model techniques. Features such as non-invasive, portability nonionizing and low cost made 
ultrasound techniques on the focus in many research studies, in order to build decisional systems to help 
in early disease detection.  
AT, as the strongest tendon in the human body is exposed to different kinds of ruptures during daily 
activity. AT ruptures affect about 1 in 5,000 people worldwide and most frequently (80% to 90% of 
cases) take place 2 to 6 cm proximal to its calcaneal insertion. Ultrasound examination is used for 
detecting AT ruptures and tendinitis. To detect early stages of partial ruptures is important to avoid 
unnecessary medical procedures such as surgery. 
To the best of the researcher’s knowledge, there is a lack of research that looks into attempts for early 
detection and diagnosis for AT abnormalities from ultrasound images. We built a complete model which 
enables one to crop, denoise, enhance, extract the important features and classify the AT ultrasound 
images. This could mitigate the treatment cost by early detection and reduce the recovery time for the 
potentially affected patients. Moreover, with this model, we can save the expert’s time as well as saving 
patients from bearing the pain while waiting for a long time to be seen by the experts. 
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Many Computer Aided Diagnosis (CAD) systems have been built by various researchers to explore the 
computer technology in the medical field. These CAD systems are customised to solve special problems 
using certain computer algorithms. However, in the literature, most of these CADs focus on breast, brain 
tumour and other parts of the disease because of their risk to the lives of the human being as well as their 
high rates worldwide. AT tissue and shape are different from most of the organs targeted by previous 
research. Hence, it is difficult to evaluate or compare our model with the other CAD models reported in 
the literature.  
Speckle noise deteriorates ultrasound images and hinders the important features in the image. Reducing 
the speckle noise without losing any useful information is not an easy task in many research fields. In 
this study, different denoising algorithms have been tested and evaluated in order to mitigate the 
influence of the speckle noise on the AT ultrasound images. Additionally, different evaluation metrics 
are used to evaluate the efficiency of these filters. SRAD has been adopted in this research as the de-
noising filter for its capability in handling the multiplicative noise image. Also, it can suppress the 
speckle noise while maintaining the edge information. 
Enhancing ultrasound images is an important step in the medical image processing. There are various 
enhancing algorithms already proposed to improve the image quality and enhance the visual appearance 
of the images. Enhancing algorithm can improve the image contrast and histogram which enhance the 
accuracy of the subsequent stages. To improve the image contrast in our research, CLAHE algorithm is 
used. It works on small areas called tiles rather than the entire image, so, the image contrast in the 
homogenous area can be limited to a minimum.  
Most image features have been constructed based on histogram and texture features. The texture is 
considered as one of the most important features when analysing the medical images. There are many 
techniques that have been proposed to extract texture features. In this study, different histogram and 
texture features have been extracted. Features such as skewness and kurtosis are extracted from samples 
after different segmentation methods were applied. Also, second-order description statistics are applied 
to extract various texture features. GLCM and GLRLM Algorithms are employed to extract different 
texture features. A total of 57 texture features were extracted from the AT ultrasound images. These sets 
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of features along with five histogram features and three region properties undergo a process of 
dimensionality reduction using KPCA algorithm in order to select the most dominant features. 
Several linear and nonlinear feature reduction techniques are available. These techniques provide a 
means to reduce the dimensionality of the extracted features to solve the high dimension problems. 
Kernel PCA has been used in this research to reduce the number of the extracted features. The reduction 
can discard the irrelevant and noisy information when it is performed successfully. We applied the 
KPCA with Gaussian kernel function on the extracted features. Features have higher variances that have 
been preserved, which is best in describing the data. Then, the original extracted features are projected in 
a new lower-dimensional space using the transformation matrix, which provided the new features for 
this research. 
Medical image classification is a very important step in medical decisional systems. Classification 
accuracy depends on the accuracy in the previous stages and the selection of a good classifier. Various 
classifiers have been adapted in this research to improve the classification accuracy. Also, because the 
research dataset was imbalanced, different ensemble classifiers are explored to achieve higher 
classification accuracy. Most of the ensemble classifies works better than the standard classifiers in all 
the ROI determination approaches. 
7.2 Conclusions 
7.2.1 Aim 
This study aimed to develop a robust model that visually improves analyses and effectively 
classifies AT ultrasound images. This aim was achieved and accomplished by building an image 
processing decisional system for the AT. This system can distinguish between normal and abnormal AT 
ultrasound images. In this decisional system, AT image was improved and enhanced to achieve high 
accuracy of classification without any user interventions. 
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7.2.2 Process of Achievement of the Research Objectives 
 To identify and extract the most relevant features and information from AT ultrasound 
images 
The researcher determined and identified the best AT ultrasound texture features that can be used 
effectively in the classification process. First statistical parameters such as mean, variance, skewness, 
and kurtosis are computed through the values of intensities. The second order statistical parameters do, 
however, take into consideration the relationships among the neighbouring intensities. Thus, to attain the 
spatial dependence correlation, the second order parameter is utilised. 
 To use the extracted features to classify specific characteristics of the AT image 
The extracted features have been reduced in order to avoid the problem of dimensionality. Various 
classifiers are trained and tested using the new reduced features to estimate the accuracy of the classifier. 
High classification accuracy has been recorded especially with the ensemble classifiers.  
 To determine the discriminatory ability of the textural features used in this research 
Texture features are extracted in this research using different extraction algorithms. These features are 
chosen and extracted among different features because they can reflect the statistical characteristics of 
the ultrasound image grey level intensity. It is proven that features of GLCM and GLRLM are effective 
when it comes to the recognition of texture in images. All these features have been tested in the 
classification stage by the task-based evaluation method. 
 To investigate the influence of the ROI size on the classification accuracy 
The researcher conducted three different experiments to investigate the influence of ROI on the 
classification accuracy. A whole AT area, manually determining the ROI and the AT image being 
divided into sub-images. All these experiments in determining ROI have been evaluated and tested with 
various classifiers. The results discussed in detail in chapter 5 show that using the whole AT area as the 
ROI leads to higher accuracy and can save time as well as an effort for the experts. 
 To distinguish the ROI part from different image parts 
Determining the AT ultrasound image ROI is a major part of this research. We conduct experiments to 
investigate the most vulnerable ROI in the AT according to the medical doctor's reports. Different 
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classification accuracies have been achieved with different ROIs. A comparison and justification of all 
these results have been explored and discussed in more detail in chapter 6. 
7.2.3 Research Problem 
AT is considered as one of the most affected tendons in the human body. Moreover, ultrasound 
images are the most applied image model in the medical field. There is a critical need to develop a 
software model to detect the most important ROI of the AT ultrasound images and decide whether they 
are normal or abnormal. The image processing decisional system has been designed for the AT 
ultrasound images to solve this problem with high accuracy and less user intervention. With early 
detection of AT ruptures and tendonitis, the recovery cost and time will be reduced for most of the 
patients. Using this model may help non-experts to detect the AT abnormality, which will decrease the 
effort and minimise the expert interventions. 
7.3 Contribution of the Study 
This study contributes to the development of a new decisional system, which is the first for AT 
ultrasound image classification. This research study contributes to deciding better results of AT. This 
result is rectified based on different ROI regions that have been tested and evaluated using various 
classifiers. The influence of ROI size and position has been explored. Also, the most important features 
affecting the classification accuracy have been identified. For this system, standard and ensemble 
classifiers are evaluated using different evaluation metrics. 
7.4 Research Scope and Limitations 
7.4.1 Research Scope 
This research targets ultrasound images for the AT, from the medical stream and systematic image 
processing in the computer science field. It does not deal or work with different kinds of medical image 
techniques such as MRI, CT scan or X rays. The research dataset contains only two-dimensional grey 
AT ultrasound images. The researcher focussed only on the lower and middle parts of the AT, which 
started from the calcaneal insertion point upward the two heads of the gastrocnemius. The goal of this 
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research is to distinguish between normal and abnormal ultrasound AT images without determining 
precisely the type of abnormality.  
7.4.2 Research Limitations 
The first limitation of the study is the research dataset composed of 57 patients’ images, and this number 
of images is acceptable for the research because it produced stable results. However, the total number of 
images is small to allow more accurate and reliable outcomes. The second limitation is that the dataset 
of images is imbalanced in their distribution between normal and abnormal categories. This imbalanced 
distribution sometimes affects the system classification accuracy and performance. The third limitation 
is that some of the dataset images were noisier than others. This noisiness occurred because it is 
influenced by the speckle noise and the limited capability of the used portable ultrasound scan device. 
Portable ultrasound devices have limited resolution, and the quality of the scanned images depends on 
the radiologist experiences. Finally, the lack of CAD and image processing decisional systems targeting 
the ultrasound AT in the literature limit the evaluation and comparison process in our system. 
7.5 Future Work 
 Measure AT Thickness 
AT thickness is different for normal and abnormal. This difference in the thickness measures could 
be utilised for the sake of classification processes. Using Hough algorithm and different thickness 
measure algorithms may help in this field. Applications have been used in measuring the lumen 
diameter, distension and intima-media thickness in the study of arterial characterisation that may be 
applied to AT. 
 Applying Segmentation Methods 
To determine more precisely the ROI in the AT ultrasound images certain segmentation methods 
may be used. Such methods may be utilised in discarding unrelated areas, which can reduce the 
noise and alleviate the classification accuracy. 
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 Using Feature Selection Ranking 
Different features extracted from the AT ultrasound images can be reduced using different reduction 
algorithms. Instead of using feature reduction algorithms feature selection ranking may be used and 
their effect estimated on the classification accuracy. Various feature selections are found in the 
literature, and different applications have been developed in the medical image processing field. The 
feature selection method can be performed in three steps: screening, ranking and selecting. In the 
end, the most important subset features are identified. Such algorithms will contribute towards 
widening the theory of the subject area.  
 Using Unsupervised Classifiers 
Classification procedures that use labelled samples to train the classifier are called supervised, while 
classification procedures which use only unlabelled samples are named unsupervised. In this 
research, unsupervised algorithms are not applied in the present research. Algorithms such as k-mean 
for clustering or a priori algorithm for association rule learning problems can be used.  
 Real-time Three-dimensional Ultrasound 
Real-time three-dimensional ultrasound images have attracted much more attention amongst medical 
researchers because it helps clinicians acquire high-quality images. These images are sometimes 
necessary for investigating the automatic analysis or quantitative measurements. Such techniques 
could be applied on AT to perform more successful segmentation and classification process. 
 Non-Ultrasound 
Studies and applications of different medical image techniques such as MRI and CT scan might be 
conducted. Many ultrasound limitations can be overcome with these image techniques such as 
speckle noise. This variety of medical image models could be explored for future studies to build an 
image processing decisional system for the AT. 
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7.6 Summary 
This chapter provides the conclusions, contributions, limitations and openings to the further research 
studies. It also shows how the researcher achieved his aim by describing the process of objectives. The 
researcher indicated the future perspectives for this research. 
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