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Introduction
Spatial models and applications in statistics and econometrics have been studied in the past decades; see e.g. Paelinck and Klaassen (1979) , Anselin (1988 Anselin ( , 2010 , Florax and Van Der Vlist (2003) , Haining (2003) , LeSage and Polasek (2008) , LeSage and Pace (2009), and Liu et al. (2012) . On the other hand, panel models have become increasingly important and different estimators in such models with spatial components have also been studied; see e.g. Kapoor et al. (2007) , Anselin et al. (2008) , Baltagi (2008) , Elhorst (2010) , and Lee and Yu (2010) . It is clearly useful to examine the sensitivity of these estimators in terms of a minor change in the spatial correlation parameter ρ.
The usual spatial auto-regression (SAR) model for the n × 1 cross-sectional observations y is given by y = ρW n y + Xβ + u, u ∼ N[0, σ 2 I n ].
In a similar way we define the SEM model: y = Xβ + e, with e = θW n e + u,
where we assume a heteroskedastic error term for u : E(u) = σ 2 D v , t, s = 1, ..., T.
Sensitivity analysis with respect to ρ means we are interested in the behavior of the estimators of β upon a small change of ρ. The numerical computation of the "spatial filter" estimator of spatial autoregression (SAR) models uses the spatial filter matrix R = I − ρW , which acts as a filter in the reduced form of the SAR model. Spatial estimators are a function of the spatial neighborhood matrix W , which can become really large in large spatial panel systems, and the spatial correlation parameter ρ.
Our question is if 'good' approximations of simple spatial estimators exist to justify a reasonable sensitivity analysis (or making a spatial diagnostics without employing a time consuming spatial estimation procedure), and if so, what estimators and what GLS estimation approaches should be considered to use for diagnostics or approximations? A previous study of the sensitivity of spatial estimators, like the cross-sectional SAR and the SEM model, has been made in Liu et al. (2012) . It was shown that good approximations exists for small values of the spatial correlation parameter.
The present paper extends a system of panel models to a seemingly unrelated regression (SUR) system with spatial errors in two ways: one is a SAR regres-sion model with SUR errors (SAR-SUR) and the other is a SUR model with spatial errors model (SUR-SEM). First, we propose a system least squares (SUR based) estimator with spatially filtered variables, which is the SF-GLS estimator and we show that it can be expanded in a first order Taylor series around the non-spatial GLS estimator of a non-spatial regression model. The second type of system (or SUR based) estimator is the reduced form (RF) estimator, which is a GLS estimator that amounts to spatially transform all dependent and independent variables and is called RF-GLS estimator.
While in a cross-sectional SAR or SEM model we have to explore the sensitivity with respect to only one spatial parameter, we need in the system case a vector of spatial parameters, i.e. for each cross-sectional sample an own spatial correlation parameter. To get the sensitivity result using matrix derivatives for a vector of correlation parameters, we use a simple trick that is found in Magnus and Neudecker (1999) . Because we are only interested in the derivative with respect to the diagonal matrix, we first derive the matrix-to-matrix derivative and then in a last step we employ the general result, that a diagonal derivative can be obtained by post-multiplying the matrix-to-matrix derivative with the selection matrix J, presented in Appendix.
Thus, we are also interested if simplifications of the system sensitivity results are possible if we make the simplifying assumptions, that there exists only one common spatial correlation parameter, briefly called the "cc-case". Luckily, in the SAR-SUR system case we gain no new insights by doing these simplifications, we find for the SAR-SEM model nice interpretations in the line of global sensitivity analysis as in Leamer (1978) . The spatial correlation parameter traces out a hyper-curve between two simpler non-spatial estimators.
For the simulation study we develop a basic design involving the number of observations, the neighborhood matrix W and the SUR covariance matrix Σ to compute the average MSE or MPLS for the evaluation of the estimators. We also discuss how to measure the distance between the GLS estimator and its first order Taylor approximation in dependence of the spatial parameter ρ.
The structure of paper is as follows. In section 2, we consider the SAR-SUR model and their estimators. We derive the sensitivity results with respect to the two types of spatial correlation parameters (SAR or SEM). In section 3, we study the SUR-SEM model and the Taylor approximation sensitivity results. A simulation study for different sample sizes to check the quality of the approximate GLS estimates together with a comparison of the two estimators, the spatial filter estimator and the reduced form estimator are presented in section 4. Our concluding remarks are made in section 5. Finally, some basic definitions and their relevant mathematical properties are presented in the appendix, together with our detailed evaluation of the simulation study.
SAR-SUR models and their estimators
In this section, we consider the SAR model (1) and the extension of the model to a panel system. This leads to a system of regression equations and a seemingly unrelated regression (SUR) specification of the residual variance matrix, as in e.g. Anselin et al. (2008) .
Simple GLS estimators of the SAR-SUR model
First we discuss the system or panel SAR model with a SUR error structure and the simple GLS estimators for this model. The following spatial autoregression (SAR) model is as in Anselin et al. (2008, pp 637-638 ) for time t = 1, ..., T y t = ρ t W N y t + X t β t + e t , with E(e t e ′ s ) = σ ts I N , f or t = s,
where ρ t is the spatial AR (SAR) correlation parameter for time t, y t is the N × 1 dependent variable, W N is the N × N neighborhood matrix, X t is the N × k regressor matrix, β t is the k × 1 regression coefficient, e t is the N × 1 error term, σ ts is the temporal covariance parameter between time s and t (for convenience, the variance terms are expressed as σ
In compact form, the SAR-SUR model for T cross-sections is given by
where y = (y ′ 1 , ..., y ′ T ) ′ = vecY is a NT × 1 vector obtained from Y which is a N × T dependent panel matrix, vec is the vectorisation operator (see e.g. Neudecker et al. 1995a Neudecker et al. , 1995b 
′ contains the kT × 1 system regression coefficients, e = (e
′ is the error vector and its covariance matrix is
with a T × T positive definite covariance matrix Σ T for the SUR system.
Assuming normal errors, the log-likelihood function (ignoring the constants) is given by Definition 1: The spatial filter SF-GLS estimatorβ G . We consider the spatial filter (SF) form of the SAR-SUR panel model (4) R N T y = Xβ + e with e ∼ N[0, Σ sur ].
The generalized LS (GLS) estimator is then given bŷ
where E(ee ′ ) = Σ sur = Σ T ⊗ I N is the SUR covariance matrix (5) , and the system spread matrix is
Denote the T × 1 vector of spatial correlations p = (ρ 1 , ..., ρ T )
′ of the SAR-SUR system in (4) . When p = 0 we get D ρ = 0 and the simplification of the filter matrix R N T = I N T to the homoskedastic case, such that the spatial GLS estimator reduces to the non-spatial (panel) GLS estimator, which is the SUR estimator for equation systemŝ
Next, we derive the sensitivity of the GLS estimator and the Taylor approximation ofβ G with respect to p, using Magnus and Neudecker's (1999) matrix differential calculus; for their differential idea, see part A1 in Appendix 6.
Theorem 1
The kT × T sensitivity matrix of the GLS estimator (7) of the spatial SAR-SUR panel model (4) with respect to
where J is the T 2 × T selection matrix given in (10) and Y = (y 1 , ..., y T ) is the N × T de-vectorized (or stacked) panel matrix such that vec Y = y.
Proof: In the SAR-SUR system the spread matrix is R N T = I N T − D ρ ⊗ W N and we find the derivative with respective to p
where vec is the vectorisation operator, J is the T 2 × T selection matrix for diagonal derivatives, defined as
with I T = (i 1 , ..., i T ) being a T × T identity matrix, and ⊗ denotes the matrix Kronecker product; for these definitions and the relevant properties, see part A1 of the Appendix 6.
Therefore, for the differential of the SAR-SUR GLS estimator (7) of the spatial filter form we find
This establishes the theorem.
Note that S G is free of the correlations in p and hence we obtain a simple expression of the derivative matrix S G0 = S G | p=0 = S G .
Theorem 2
The first order Taylor approximation of the SF-GLS estimator β G in (7) of the SAR-SUR panel model iŝ
whereβ G is the kT × 1 vector and S G0 is the kT × T sensitivity matrix in (9) .
Proof: Use the Taylor series expansion.
The reduced form of the SAR-SUR model
From the SF form of the SAR-SUR panel model
with E(ee ′ ) = Σ sur = Σ T ⊗ I N , we get the reduced form of the SAR-SUR model with
and
Note that the GLS estimator in the reduced form of the SAR-SUR model is the same asβ G in (7). Next we consider a GLS estimator.
Definition 2: The GLS estimator in the reduced form SAR-SUR modelβ z . The reduced form GLS estimator of the SAR-SUR model (14) is just the OLS estimator in terms of the transformed regressor
For the special case with p = 0 we get R N T = I N T and then the GLS estimator simply becomes the OLS estimator of the untransformed panel system
Theorem 3 In the SAR-SUR model in (14) , the sensitivity of the reduced form GLS estimator (16) is the kT × T matrix
with
N T (y −ŷ gls ), and the GLS fitŶ gls is computed from vecŶ gls =ŷ gls = ZZ + y.
Proof: Because the differential of the inverse matrix of
N T (I T ⊗ W NŶgls )J dp.
We establish the theorem by rearranging terms.
Theorem 4
The first order Taylor approximation of the RF-GLS estimator of the SAR-SUR model in (16) iŝ
where
, and vec Y = y is the vectorized panel matrix.
Proof: From Theorem 3 we get
and then the Taylor approximation follows.
Special case: common spatial SAR correlation coefficient
We get a special case of the SAR-SUR model (4) when all the spatial correlations across the system are equal ρ 1 = ... = ρ T = ρ. In this case we have D ρ = ρI T with ρ being the common correlation coefficient and the model reduces to the simple SAR regression model as in Anselin et al. (2008) 
where the error term u = (u
′ is a N × 1 error vector and follows a normal distribution with a NT × 1 mean vector centered at 0 and a NT × NT variance matrix σ 2 I N T . Also y = vecY is an NT × 1 vectorized panel vector, ρ is the common spatial autocorrelation parameter (a scalar), W N T = I T ⊗ W N is a system common neighborhood matrix W N is the N × N spatial weight matrix normalized with row sums 1, X is an NT × kT regressor matrix, and β is a kT × 1 regression coefficient vector.
The panel spatial filter (SF-GLS) estimator b ρ : kT ×1 of the SAR-SUR model (4) can be written in analogy to the non-system case as a linear combination of 2 simpler GLS estimators
We see that the difference between the SUR-GLS estimator
sur y and the spatial lag estimatorβ sur − b ρ = ρβ lag is proportional in size to the spatial parameter ρ and the first order spatial lag estimator
Next we compute the derivative of b ρ with respect to the common ρ, which measures the sensitivity of b ρ with respect to a small change in ρ. For analytical and mathematical convenience, we use the differential notation from where the derivative can be obtained equivalently and more easily; see Magnus and Neudecker (1999) and Liu and Neudecker (2009).
Theorem 5
The sensitivity or first derivative of the spatial filter b ρ estimator in the common correlation model with respect to the ρ parameter is the negative spatial lag estimator in the linear model for explaining the first order spatial lag
where the spatial lag estimatorβ lag is given in (23).
Proof The matrix differential of the b ρ estimator with respect to ρ in (22) is
and by rearranging terms, we establish the derivative.
The common correlation (cc) SAR model
In some cases it might be interesting to look at SAR models that have a common correlation and common coefficient. For practical applications like model choice this can be a good starting point.
The stacked panel SUR-SAR model has the same structure as the model (4) before
where y = (y
′ is an NT × k stacked regressor matrix with X t of order
′ is a k × 1 vector of stacked regression coefficients.
Assuming a common correlation and common coefficient (cc&cc), we simplify the model structure of the GLS estimator, because
and then the covariance matrix (15) reduces to
(26) Therefore the GLS estimator in the cc case takes the form
which is the SUR estimator with common spatial heteroskedasdicity of the form R
sur is the covariance/correlation matrix across the equations of the panel system. This estimator is a SUR-GLS estimator for the spatial transformed (SEM filtered) variables X * = (I T ⊗ R N )X and
sur y * .
Approximating the GLS estimator in the SUR-SEM model
This section computes the sensitivity of the GLS estimator in the SUR-SEM model and describes the first order Taylor approximation using the sensitivity results.
SUR models with SEM errors
In this section we look at a system generalization of the spatial error model (SEM), which can be found as alternative to the SAR-SUR model in e.g.
LeSage and Pace (2009).
Consider the following panel SUR-SEM model
where we assume a centered homoskedastic error term for u : E(u t , u ′ s ) = σ ts I N (t, s = 1, ..., T ). Now the error term in the SUR-SEM model can be written as
where B N,t = I N − θ t W N is the t-th component of the SEM filter matrix B N T .
In the cc case the cross-equation covariance matrix between the error vectors e t and e s then becomes
Definition 3: The spatial SUR-SEM model. In matrix form, the SUR-SEM model with the NT × 1 error vector e can be written as
where the error term u contains the SUR correlation matrix E(uu ′ ) = Σ T ⊗I N , and the SUR-SEM system filter matrix
is a T × T diagonal SUR-SEM correlation parameter matrix. Furthermore,
′ is the error vector.
Note that the log-likelihood function of the SUR-SEM model (31) is
Definition 4: The spatial SEM-GLS estimatorβ sem . The SEM-GLS estimator in the SUR-SEM model (31) is the kT × 1 vector
Define the SEM correlation parameter vector as q = (θ 1 , ..., θ T ) ′ . For zero correlation q = 0, the SEM filter vanishes to B N T = I N T , and the GLS estimator in the SUR-SEM model reduces to the GLS type SUR estimator (8) .
Theorem 6 (The sensitivity ofβ sem ) Let q = (θ 1 , ..., θ T )
′ be the correlation vector, then will use the classical sensitivity results. The kT × T sensitivity matrix of the reduced form RF-GLS estimator in the SUR-SEM model is
whereÊ = Y −Ŷ sem is the SEM panel residual matrix andŶ sem is the fit of vecŶ sem =ŷ sem = Xβ sem .
We see that the derivative consists of the scaling matrix times the residual quantity matrix Q sem , which is a complicated mixture of two components, because the covariance matrix Σ −1
T appears at both sides of the Kronecker product.
Proof: First we get the derivative of the covariance matrix using (41), dΣ 
sem into the derivative ofβ sem in (34) we get
This proves the theorem.
Theorem 7
The Taylor approximation of the reduced form GLS estimator (34) isβ
where we briefly write V = (X ′ Σ −1 sur X) −1 and Σ sur = Σ T ⊗ I N to get the the sensitivity matrix S sur for the SEM-SUR model
whereŶ is de-vectorized from the regression fit vecŶ = Xβ sur withβ sur being the SUR system estimator.
We see that the central quantity for this evaluation at point zero is the panel residual Y −Ŷ , which is scaled in 2 different ways in the Kronecker product.
Proof: If q = 0 then B N T = I N T with residualÊ = Y −Ŷ , and S sur is obtained from S sem evaluated at q = 0.
Special case: a common θ correlation coefficient in the SUR-SEM model
A special case of the SUR-SEM model (31) is obtained for q 1 = ... = q T = θ, which leads to the homogeneity model y = Xβ + e, with e = B −1
where y is a NT × 1 observation vector, X is a NT × kT regressor matrix, β is a kT × 1 coefficient vector, and
is the system spatial filter of the SUR-SEM model.
For the non-SUR case Σ T = σ 2 u I T we get a simple common correlation (cc) GLS estimator, which is exactly the 'associated' GLS estimator in the formula (19.37) for the model (19.9) given in Anselin et al. (2008):
The non-SUR GLS estimator is a simple OLS estimator for the spatial transformed (SEM filtered) variables X * = (I T ⊗ B N )X and y * = (I T ⊗ B N )y:
If θ = 0 we have B N = I N and we get a special case the OLS estimator
Theorem 8 The sensitivity of the kT ×1 non-SUR GLS estimatorβ cc in (39) of the SEM panel system model with respect to θ is
where we use
Again the central quantity of this sensitivity result is the residual of the Anselin estimator (y −ŷ b ) of the SUR-SEM model.
Proof: Using the SEM filter matrix B N = I N − θW N , we find for the matrix differential of theβ cc estimator with respect to θ
By rearranging the differential, we get the result.
Theorem 9 looks at the Taylor approximation of the non-SUR GLS estimator β cc for the SEM panel system.
Theorem 9 (The first order Taylor approximation of the cc case) The first order Taylor approximation of the cc GLS estimatorβ cc of the panel SEM model iŝ
where S cc0 is the SEM sensitivity matrix S cc evaluated around zero andŷ = vecŶ = X(X ′ X) −1 X ′ y is the OLS fit. The central quantity of this result is the OLS residual, which gets scaled twice, the matrix (X ′ X) −1 X ′ and the symmetric weighting matrix W
Proof The evaluation of the matrix differential S cc around θ = 0 is
4 Simulation study: how good are Taylor approximations of GLS estimates?
In this section, we use simulated data to compute the (generalized) least squares GLS estimates and their corresponding first order approximations, that were given in Theorems 2, 4, 7 and 9. We set the dimension of the panel system to T = 2, the number of observations to N = 50, 100, 400, and then I N T as an NT × NT identity matrix, D ρ = diag(ρ 1 , ρ 2 ), and Two
We choose two neighborhood matrices W N as follows: 
We generate the error terms in e from a bivariate normal distribution N[0, Σ] with mean 0 and covariance matrix Σ. The following two choices of Σ have been used, the first being the uncorrelated case and the second being the correlated:
Furthermore, we use the four combinations of the two choices of W N and Σ matrices to generate the data for the response values y in the two models. For Theorems 2 and 4, we have y calculated using SUR model (3), i.e.
For Theorems 7 and 9, we can simulate y using the reduced form model, i.e.
After generating the data, we calculate the corresponding GLS estimatesβ and their approximationsβ as given in Theorems 2 and 4 for the SUR-SAR model, and Theorems 7 and 9 for the SEM model, respectively.
To get an overview of the approximation property of our sensitivity approach we calculate the mean squared error (MSE) between the estimatorsβ and the true values β of the regression coefficients:
Since we are simulating a 2-dimensional system, we are estimating two spatial correlation coefficients, for each equation one parameter, over a 2-dimensional grid. We choose a grid between -0.8 and 0.8 with steps of 0.2, so we get a MSE for 81 points for each estimator. These MSE calculations are presented in part A2 of Appendix 6. To get a rough idea regarding what estimator is better in terms of MSE, we suggest computing the following average MSE over the grid:
where MSE ij (β; ρ i , ρ j ) stands for the MSE of the estimatorβ evaluated at the grid point ρ i , ρ j . Similarly, we can evaluate an average MSE for the 4 possible design points of weights and covariance matrices:
To get an overview of the simulation results we use the AMSE as a rough guideline for a summary if the matrix combinations Σ and W N matter or the values of the spatial autocorrelation. Table 1 and 2 show the AMSE for Theorem 2 using our summary programs of the simulation. As we see, there are no differences between estimates and approximations, a result that we have also shown theoretically. Table 2 . The AM SE Σ,W of estimates and approximations for Theorem 2(N=10) P P P P P Table 3 shows the estimates and approximations for Theorem 4. Here we see that W 1 produces results to the approximations not as good as W 2 does. This shows that even slight deviations in the neighborhood matrices can have a large effect on the quality of the approximations. Table 4 shows that the approximations for Theorem 4 do not perform well if it comes to the extremes of the correlation space: The largest deviations can be seen for the spatial correlation ±0.8. These results are in line with univariate results for ρ, where we have found that the approximations will give good results in terms of MSE, only in the interval ±0.3. Tables 5 and 6 show the quality of the approximations for Theorem 7. In terms of MSE, the difference between the estimates and approximations are the smallest if we compare them with the previous simulation results. This shows that the approximations work better for the SUR-SEM model. Table 7 and 8 show very good agreements between estimates and approximations. The common correlation (cc) case reduces the amount of spatial non-linearities and therefore linear approximations work quite well. An alternative evaluation of the simulation study by distances can be found in part A2 of Appendix 6.
Conclusions
In this paper, we have considered two system panel spatial models and we have conducted a sensitivity analysis to study the approximation quality of the newly derived diagnostics based on MSE, Absolute and Eelative Distance measures. We have proposed (generalized) least squares estimators and established their sensitivity results with respect to the spatial correlation parameter in a SAR or SEM panel system. Based on the sensitivity matrices of the GLS estimators we have computed a first order Taylor approximation for two types of simple SUR based GLS estimators. By simulation comparisons we see that these sensitivity and approximation results perform well, at least for small vales of spatial correlations. We have found that the approximations work better for the SUR-SEM model than for the SUR-SAR model in terms of MSE. Also, for certain SUR-SAR models the neighborhood matrix seems to have more influence on the approximation than the SUR covariance matrix. Due to the multiplicity of potential influence factors, it is difficult to come up with an overall judgement of the approximations across all spatial system models.
Furthermore, the new approach might be useful for a Bayesian analysis using MCMC because it can be highly non-linear for spatial models. Generally, good proposal distributions are needed in a Metropolis step for the spatial correlation coefficients, and might avoid unnecessary long estimation time, because the simulation chain is better mixing if the proposal distribution generates less autocorrelations. In further research studies this new approach can be used to develop sensitivity results for space-time panel systems, which easily gets into high dimensions. where A = (a 1 , . . . , a T ) is an m × T matrix with a t as the t th m × 1 column, t = 1, ..., T 3. The T 2 ×T selection matrix:
The Kronecker product:
′ is the t th T × 1 unit vector i.e. t th column of the T × T identity matrix 
where the first order of Taylor approximation of an k × 1 vector f (x) is given, x is an T × 1 vector, f (0) is an k × 1 vector and is f (x) evaluated at x = 0, and f ′ (x) is the k × T matrix of derivatives
A2: Alternative evaluation of the simulation study by distances
We define the absolute Euclidean distance between the estimateβ and its approximateβ to be abs.distance = |β −β| 2 and the relative distance to be
The distance for the two SAR correlation models with p = (ρ 1 , ρ 2 ) ′ is plotted in a 2 × 2 panel of 3D plots for Theorems 2 and 4. The distance for the SEM correlation model with q = (θ 1 , θ 2 )
′ is plotted in 3D for Theorem 7. The distance for the common correlation q = θ is plotted in 2D for Theorem 9. The 4 distance plots in a panel correspond to the following design cases:
These plots indicate the first-order approximates perform quite well, as they are close to their corresponding (generalized) least squares estimates. For a small sample size N = 50, we can see volatile variations reflected in the absolute and relative distances, but for a larger observation number N = 400 such variations are smoothed out and the curves become stable. The LS estimates and their approximates are presented in Tables 1 to 4 for a sample size N = 100. We can see from these tables that both the (generalized) least-squares estimates and their Taylor approximates are reasonably close to the "true" values of the parameters β. This indicates that both the (generalized) least-squares estimates and the Taylor approximates can be used, and especially the latter when the original least-squares estimates are available and the spatial correlation values are in a small range around the origin of ρ = 0 or θ = 0. The distance values are small enough to be acceptable for the spatial parameter values between −0.3 and 0.3. Table 9 . Estimates and approximates for Theorem 2 (N=100) Table 13 : The MSE of estimates and 1st order approximation for Theorem 2 (N=10) P P P P P Table 14 . The MSE of estimates and approximates for Theorem 4 (N=10) P P P P P Table 15 . The MSE of Estimates and approximates for Theorem 7 (N=10) P P P P P 
