 Abstract-Stochastic Combinatorial Optimization Problems (SCOPs) are many times used to model more accurately realistic situations. However, the stochasticity introduced also perplexes the computation of the objective function making it either difficult to solve or in our case very timeconsuming. In this paper, we present different techniques of evaluating the objective function of the Orienteering Problem with Stochastic Travel and Service Times, that combine analytical, sampling and deterministic parts. We then compare these methods experimentally on well-known datasets.
I. INTRODUCTION
There has been an augmenting interest in the study of Stochastic Combinatorial Optimization Problems (SCOPs) in recent years. SCOPs are especially well suited as a model for realistic situations where some quantities are uncertain, such as travel and service times in real world applications. However, modeling stochasticity introduces complexities in the problem one of which is making objective functions very time consuming to compute. In this paper, we present an experimental comparison of different techniques to approximate the objective function of the Orienteering Problem with Stochastic Travel and Service Times (OPSTS).
Metaheuristics based on Monte Carlo Sampling have become very popular in the state-of-the-art approaches for dealing with different SCOPs such as OPSTS and the Probabilistic Traveling Salesman Problem with Deadlines [1] , [2] . Monte Carlo Sampling is usually used to compute the objective function of these problems. One of the disadvantages observed in its use is that in the problems that incorporate a notion of deadline such as OPSTS, Monte Carlo Sampling is more error-prone near the deadline. The intuition behind this disadvantage is that Monte Carlo sampling rewards or penalizes each node with the whole reward or penalty based on the arrival time at each node. An error in the arrival time will propagate to subsequent nodes causing an error in the objective value returned by the objective function. This can have negative consequences when used in a metaheuristic because sometimes the error introduced is large enough to misguide the metaheuristic towards worse solution spaces than the ones it could have explored and exploited.
The OPSTS that is the focus of this paper, to our knowledge was first introduced in [3] . In this paper, the authors define the problem and develop two exact methods to solve a simplified version of the problem and a metaheuristic method to solve the original problem. The metaheuristic method described is a Variable Neighborhood Search (VNS) [4] . The objective function used is an analytical approximation of the probabilistic cost of the travel and service times, according to the Gamma distribution [5] . In this paper, this method is referred to as "ANALYTICAL" and it is used as a base function to compare our new approaches.
In [6] - [8] some alternative Monte Carlo sampling techniques for computing the objective function of OPSTS were presented and compared to the 'ANALYTICAL' approach of [1] in terms of time gain and error. In [7] , even further techniques were presented in order to approximate the objective function of OPSTS more accurately. In [8] , some tuning concerns about the proposed evaluators were addressed. Additionally, some evidence about the usefulness of the methods in a metaheuristic was presented.
Using sampling-based objective function evaluators has been studied in the past for different problems. Two of these problems, which are related to OPSTS, are the Probabilistic Traveling Salesman Problem and the Probabilistic Traveling Salesman Problem with Deadlines. A Monte Carlo sampling based Local Search algorithm for PTSP and PTSPD was presented in [9] and an improvement in [10] . The goal of this Local Search was to approximate the objective function faster than the traditional methods.
In this paper, we present and compare experimentally different hybrid sampling based objective function evaluators for the OPSTS. We extend previous works [6] - [8] by presenting a new objective function evaluator and new results and insights about the behavior and the usefulness of the methods.
II. PROBLEM DEFINITION
Let N = {1, ..., n}, be a set of n nodes-customers with the depot being node 0. We let D be a global deadline before which customers can be serviced without penalty. In other words, a customer i served before D, gives a reward r i otherwise a penalty e i is incurred. Part of the decision process of OPSTS is to select M ⊆N. We assume that there is an edge (i,j) ∀i, j∈N. We assign at each edge a non-negative random variable X i,j denoting the travel time for node i to node j. Also, we define S i as a random variable representing the service time of customer i. The probability distribution of X i,j is known ∀ i, jand the service time S i for the i th customer follows the same distribution as X i−1,i .For this reason S i and X i−1,i can be added together and need not be computed separately. Therefore, in this paper travel and service times are simplified to travel times. The probability distribution of the random variables in this paper, is the Γ distribution [5] , [11] . To configure the Γ distribution, we need 2 parameters, a shape parameter k (travel times in our case) and a scale parameter θ.In this paper, the second parameter θis evaluated to 1. The travel times , are assumed independent from each other. We used theΓ distribution in order to have a direct comparison with the first OPSTS paper [1] . The Monte Carlo evaluator mentioned in this paper is independent of the distribution used, while the evaluators using an "ANALYTICAL" part introduced later in this paper need to satisfy a property that is examined in the next section.
We let the random variable A i be the arrival time at customer i and ̅ i a realization of the variable A i . We then define R( ̅ i ) as a function representing the reward earned at customer i with arrival time
Let a tour τ be a sequence of customers of M. The objective function of the problem is defined as the maximization of the expected profit of the tour:
(1)
III. HYBRID EVALUATORS

A. Analytical Evaluation (ANALYTICAL Method)
This evaluator is our reference evaluator and it is the same as the one used in [1] . In this section, we describe how this evaluator is derived analytically making the assumption that our travel times , are Γ distributed as in [1] .
, the arrival time ata node is the sum of the travel times , of all the edges (j, k) in the path from the depot to i. Therefore, is a sum of , s which are Γ distributed variables. We know that if follows a ( , ) distribution for i = 1,2,...,N and all are independent then ∑ =1 ∼ Γ(∑ ,
=1
) [4] . Therefore, when this property holds (it can hold for other distributions too like the normal) can be approximated by the Γ function of the sum of all ks (travel times) of the relevant , variables (travel times of edges in the path from the depot to node i in the solution under investigation). Now, we need to come up with a closed-form expression for the computation of the objective function (1) . To do this, we have to compute the probability P(A i ≤ D). This probability can be calculated using the Cumulative Distribution Function (CDF) of . We let F k i (D) be the probability (Γ distributed) that customer i is visited before the deadline D. is the parameter for the ℎ customer, that can be obtained by summing up all the k parameters (arrival times) of the edges on the path depot-i:
B. Monte Carlo Evaluation (MC Method)
The objective function (1) can be evaluated if we first evaluate P(A i ≤ D). To do this in the MC method, we use Monte Carlo sampling. First of all, many scenarios (fullyconnected graphs) are generated with different arrival times ( ̅ i ) for every node, obtained according to the probability distributions of each edge. Given a solution to evaluate, for each scenario we compute its deterministic objective function value. The objective function value (estimation of (1)) that the MC method returns is the mean value of the objective value of all scenarios generated.
The speed of MC method depends on the speed of generating random numbers of a specific distribution. We can greatly speed up this procedure by precomputing a large number of such random numbers. More specifically, we precompute samples of travel times from every node to every other node. The great benefit of the precomputation is that it is done once and the samples generated are reused throughout the computations multiple times. To do the precomputation we create amatrix for each sample. Each cell in each matrix represents a realization of a random variable , .
After we generate the samples we compute the objective function as follows. We use each sample as a graph distance matrix and we calculate the travel and service time and the total score of the path. If the travel time exceeds the deadline we subtract the respective penalty from our score, otherwise we add the respective reward.
C. Hybrid EvaluatorI (MC-ANALYTICAL-MCmethod, M-A-M)
In [8] , it was first described that the ANALYTICAL method can be accelerated, while keeping the error low by partitioning the solution and evaluating each part with a different evaluator.
In OPSTS, we have stochastic travel times and thus some nodes are in positions that are considered critical. These nodes in each solution are the ones visited at a time close to the deadline D. These nodes will be visited on time in some scenarios and too late in others. We define a 'deadline area', a critical interval of time around the deadline D. In order to avoid big errors, we evaluate the nodes in this area using the ANALYTICAL method. To define the interval of the deadline area first we select a factor (0 < α < 1) and then we consider all the nodes that have deterministic travel times between [(1 − ) , (1 + ) ]. The rest of the nodes, outside the 'deadline area' are evaluated using Monte Carlo. An optimizer will avoid generating solutions with many "penalized" nodes; therefore, inside an optimizer there are usually very few nodes after the deadline area.
D. Hybrid EvaluatorII (REWARD-MC-ANALYTICAL-MC-PENALTYmethod, R-M-A-M-P)
MC-ANALYTICAL-MC was the first attempt to combine the speed of Monte Carlo sampling while keeping a very low error. One can make the additional observation that nodes at the beginning of the tour with deterministic arrival times much lower than the deadline D, have very high probability to gain a reward. Symmetrically, nodes towards the end of the tour with arrival times much higher than D, have high probability to incur a penalty. Analogously to M-A-M we define the reward-penalty area by selecting a factor ρ (α ≤ ρ ≤ 1) and considering the nodes in the intervals This method can provide fine-grained control and most of the times better performance than M-A-M with very small overhead.
E. Hybrid Evaluator III (REWARD-ANALYTICALPENALTYmethod, R-A-P)
This evaluator is first introduced in this paper and is a simplified version of the R-M-A-M-P evaluator without using any sampling part. As in M-A-M we define the deadline area by selecting a factor (0 < α < 1) and then adding in the area all the nodes that have deterministic travel times in the interval between [(1 − ) ⋅ , (1 + ) ⋅ ]. Therefore, given the factor the result of this evaluator is deterministic. This evaluator can act as a baseline for the usefulness of Monte Carlo sampling in the evaluators and is of practical importance in the cases where the deadline occurs rarely and a small analytical part can keep the error very low.
IV. EXPERIMENTS
In this section, we describe the experimental procedure used to compare the evaluators and we discuss the results.
A. Experimental Procedure
In order to compare the usefulness and the performance of the evaluators, we use 2 main metrics: speedup and relative error. Both metrics relate to the performance of the evaluator relatively to the analytical evaluator. We define speedup as follows:
If for example the result of speedup is 1.5, it means that the evaluator we examine was 1.5 times faster than the analytical method while evaluating the same solution.
We define the relative error as follows:
where Analytical is the value from the analytical objective function evaluator and is the value returned by the examined objective function evaluator.
B. Parameter Selection
We get measurements for different parameter configurations. First we specify the deadline area ratio range (DA range) and the reward-penalty area ratio range (RP range). For this paper the DA range is [0.1, 0.7] with step 0.1 and the RP range is [0.7725, 0.99] with step 0.0725. Then we run the VNS metaheuristic using the analytical evaluator and save 15000 different solutions produced. Each of these solutions is then evaluated by each evaluator 30 times and we obtain the mean value of the 2 metrics Speedup and Relerror for each evaluator.
We repeat this evaluation procedure for each combination (configuration) of deadline area ratio and reward-penalty ratio in the DA and RP range. For each method we select the configuration with the best average speedup with the constraint that the average relative error over all deadlines is below a threshold ("best avg methodology"); or for each method we eliminate all entries that do not comply with a given error threshold and for each deadline we select the configuration that yields the best speedup ("best methodology"). Both methodologies are explained in more detail in the next section.
C. Methods Comparison
In our experiments, we use the same datasets used in [1] , with 21, 32and 64 customers named 221, 432, 664 respectively. Here we present only the most interesting results. To see the full results of these and other 3 datasets please visit [12] . In the experiments that follow, we want to compare the performance of the different hybrid evaluators.
As it was discussed in a previous section the metrics that are of importance are speedup and relative error. The desirable outcome is to select an evaluator with minimum relative error and maximum speedup. Optimizing for the 2 objectives simultaneously can be difficult since to reduce the relative error some speed is usually traded-off. However, considering that we want the objective function to be used inside a metaheuristic, it is often more important to have a faster metaheuristic so that more comparisons can be made for a given unit of time than having the minimum error possible. Some evidence of that can be found in [8] . Thus, in our experiments we fix a threshold for error and then compare which evaluator reaches the best speedup for this threshold. We use 2 ways to fix the threshold for error. The first method called "best avg" in the graphs selects the configuration of which the average speedup over all examined deadlines is maximum and the average relative error over all examined deadlines is less than the error threshold. The second method named "best" in the graphs selects the best speedup by deadline with the constraint that the relative error is less than the error threshold.
We present 2 types of graphs, one that shows the best performance of the method (speedup) given the above by deadline and a boxplot that shows the speedup performance of each method over all deadlines. For 4 error thresholds (0.5%, 1%, 2%, 5%) we plot both types of graphs for both methodologies (best avg and best) and present the best results for each threshold. We prefer presenting best avg if the results are not much different than best since it imposes smaller overhead in its computation. As it is clarified in a previous section, both metrics are relative to the ANALYTICAL method and one useful observation is that all the methods are statistically significantly faster than the ANALYTICAL even with the strictest error limitations (0.5% error). 
Dataset 221:
For an error threshold of 0.5% (Fig. 1) for the best methodology we can observe that the R-A-P method is more performant than the others for every deadline.
For an error of 1% (Fig. 2) , R-M-A-M-P is best on average for the best methodology For an error of 2% (Fig. 3 ) and the best avg methodology, the M-A-M method is has the best speedup on average.
For an error of 5% (Fig. 4) MC is significantly better than the other methods but an error of 5% usually is too high and can impact the metaheuristic in many negative ways.
Dataset 432:
In this dataset,we observe that for error thresholds of 0.5% and 2% R-M-A-M-P is better on average (Fig. 5 and Fig.7) .
For 2% error threshold both M-A-M and R-M-A-M-P are significantly better than R-A-P (Fig.7) .
For error threshold of 1% M-A-M is better on average and significantly faster than R-A-P (Fig. 6) .
For error threshold of 5% MC is statistically significantly better than any other method (Fig. 8) .
Dataset 664: In this dataset we observe that from a certain deadline onwards, R-A-P is much faster than the other methods. This occurs because in this instance, the analytical part of R-A-P is enough to keep the error very low and from a certain deadline upwards, the deadline is rarely occurring making the analytical part faster and needing a very small analytical part to achieve good results. This dataset is a good use case for the utility of a method like R-A-P which does not include any sampling. We also observe that in some graphs the MC method is present but with missing points (Fig. 9, Fig. 10, Fig. 11, Fig. 12 ). This means that for the specific deadlines there was no result below the selected error threshold. 
D. General Remarks& Guidelines
Using the representative results presented and also the full results [11] , one can see that all methods are useful and significantly faster than the ANALYTICAL one. According to the needs of the application we showed two methodologies on how to select the best-suited method. R-M-A-M-P usually yields consistent results and because it provides fine-grained control for balancing error and speedup, it is in many cases the method of choice for high performance with low error.
M-A-M is more accurate but slower than MC and it beats R-M-A-M-P in limited cases where the M-A-M part of the solution is enough to yield good results and the overhead to divide the solution in more parts (5 in the case of R-M-A-M-P, 3 in the case of M-A-M) makes R-M-A-M-P less efficient.
R-A-P is very efficient when tuned by each deadline separately in datasets where a small ANALYTICAL part is enough to reduce the error of evaluation to minimal levels. Usually, this happens in datasets when the deadline is large enough and occurs rarely, In this case, most of the solution is evaluated using the deterministic REWARD part, which is very fast.
MC is usually the method of choice when large error is acceptable and the deadline occurs often. In most of these cases MC is significantly better than the other methods, however, usually the error threshold in these cases is unacceptable for use in a metaheuristic.
V. CONCLUSIONS & FUTURE WORK
In this paper, we presented and compared different hybrid objective function evaluators for the Orienteering Problem with Stochastic Travel and Service Times. All of these techniques accelerate significantly the evaluation of the objective functionwhich is most times the performance bottleneck when trying to find solution in Stochastic Combinatorial Optimization Methods. We presented different ways to compare the evaluators, provided guidelines how to select and tune the evaluators and showed the usefulness of each one. In the future, we intend to explore the behavior of these methodswhen embedded inmetaheuristics and when used in different problems with similar structure. 
