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CARTAN THEOREMS FOR STEIN MANIFOLDS OVER A
DISCRETE VALUATION BASE
JARI TASKINEN AND KARI VILONEN
1. Introduction
In this paper we prove Cartan theorems A and B for Stein manifolds in a relative
setting. We work over a base which is a topological discrete valuation ring satisfying
certain conditions which we discuss in more detail below.
We were led to this study by questions that arouse in the work of the second au-
thor with Kashiwara in the proof of the codimension-three conjecture for holonomic
micro differential systems [KaVi]. We could obtain a natural proof of the main results
of [KaVi] if we had in our disposal a relative theory of several complex variables where
the base is a (certain) topological DVR. In particular, conjecture 1.8 in [KaVi] – which
states that in a relative setting reflexive coherent sheaves extend uniquely across loci
of codimension at least three – is a direct analogue of classical results of Trautmann,
Siu, and Frisch-Guenot [T, Siu, FG].
Spaces of holomorphic functions with values in a topological vector space have been
considered at least since Grothendieck [Gr]. Extending Cartan theorems A and B
to the context of holomorphic functions with values on a locally convex topological
vector space was considered in the papers of Bungart [Bu1], and later also by Leiterer.
However, they only consider coherent sheaves that come by extension of scalars from
ordinary coherent sheaves.
In this paper we consider a different situation. Let X be a complex manifold and A
a topological discrete valuation ring. We write AX for the sheaf of functions on X with
values in A. Our goal is to prove Cartan theorems A and B for coherent AX -modules
when X is a Stein manifold. For our methods to work we impose technical conditions
on A which are formulated in section 3. In particular A will be a subring of the formal
power series ring Crrtss satisfying specific “convergence” conditions. A fundamental
example of such convergence conditions, coming up in the context of microdifferential
operators, is given in (3.1). We topologize A as a direct limit of Banach algebras,
A “ limÝÑhą0Ah, and one of our basic assumptions is that A is dual nuclear Fre´chet.
For our arguments to work we have to control the nuclearity of A a bit, as specified in
condition (3.4d). Finally, condition (3.4e), which we call subharmonicity, guarantees
that we have enough analogues of pseudoconvex domains. In a technical sense it gives
us enough plurisubharmonic functions to carry out the L2-analysis of Ho¨rmander in our
context. It seems reasonable to expect that one obtains a good theory if A is regular
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local ring satisfying conditions analogous to the ones we pose on discrete valuation
rings, but we have not looked into this. In section 2 we give two simple examples which
show that Cartan theorems fail when A is not local.
Our main result, (Theorem 8.1) is:
Theorem. Let A be a discrete valuation ring satisfying conditions (3.4) and let X
be a Stein manifold. If F is a coherent AX-module then H
ipX,Fq “ 0 for i ě 1.
Furthermore, the sheaf F is generated by its global sections.
Our proof of this theorem follows the standard strategy of first proving it for com-
pact Stein domains and then extending it to non-compact ones by a limiting process.
However, to carry out this process in our context we have to work in a more general
setting where there ring A varies along the complex manifold X. This set up is studied
in section 4.
The paper is organized as follows. In section 2 we recall some general old results
of Bungart and also give two well-known examples which show that one should not
expect the Cartan theorems to hold in great generality. In section 3 we formulate
precise conditions on discrete valuation rings which we will be working with. We also
show that standard results of several complex variables hold in our setting, in particular,
that our structure sheaf is coherent.
In section 4 we introduce the notions of holomorphic functions with values in a
varying topological vector space. This is an important technical tool in the proof of
the main theorem.
In sections 5 and 6 we prove the Cartan theorems for compact blocks in CN . We
do so for structure sheaves which consist of holomorphic functions where the target
space varies. To accomplish this we utilize L2-techniques of Ho¨rmander. In section 7
we prove approximation lemmas which are used in section 8 where we prove our main
result.
2. Some general results
We consider a complex manifold X and the sheaf of holomorphic functions AX on
X with values in a topological ring A. Let us write OX for the sheaf of holomorphic
functions on X, as usual. Let us recall that the sheaf OX has a natural structure
of sheaf of topological rings if we equip it with the topology uniform convergence on
compact sets. Moreover, with this structure OX is a nuclear Fre´chet sheaf, i.e., for
U Ă X open the OXpUq are nuclear Fre´chet topological rings. Let us consider a
topological ring A. We define the structure sheaf AX as follows. For any open U
we set AXpUq “ AbˆOXpUq; here and in the rest of the paper all topological tensor
products are projective tensor products. The sections AXpUq can also be identified
with holomorphic functions on U with values in A which we equip with the topology
uniform convergence on compact sets.
Cartan theorems A and B were studied by Bungart for sheaves that arise from
ordinary coherent sheaves on X by extending scalars. He obtained the following results:
Theorem 2.1. (Bungart, [Bu1][Theorem B in section 11]) Let F be a coherent analytic
sheaf on a Stein space X. Then for every Frechet space E we have HqpX,EbˆFq “ 0
for q ą 0.
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Theorem 2.2. (Bungart, [Bu1][Theorem B* in section 17]) Let F be a coherent ana-
lytic sheaf on the Stein space X and K a holomorphically convex compact subset of X,
and E is any (quasi-)complete locally convex space. Then HqpK,EbˆFq “ 0 for q ą 0.
Theorem 2.3. (Bungart, [Bu1][Theorem A in section 17]) Let X be Stein space, F
is a coherent sheaf of OX -modules on X, and E is any (quasi-)complete locally convex
space. Then EbˆF is generated by global sections.
The first theorem 2.1 can be proved by a straightforward extensions of scalars argu-
ment. To explain it, let us recall the following:
Lemma 2.4. Let F be a locally convex space and
0Ñ E1
α
ÝÑ E2
β
ÝÑ E3 Ñ 0
a topologically exact sequence of locally convex spaces. Assume that either F or E2
is nuclear and that F and E2 are both Frechet spaces or both DF spaces. Then the
sequence
0Ñ F bˆE1
1bˆα
ÝÝÑ F bˆE2
1bˆβ
ÝÝÑ F bˆE3 Ñ 0
is exact.
Let us choose a Stein cover U of X and form the Chech complex C ¨pU,Fq. As
the topological vector spaces in C ¨pU,Fq are nuclear Frechet the lemma implies that
tensoring with E commutes with taking cohomology and thus we obtain theorem 2.1.
Our interest lies in finding a good class of topological algebras A so that the Cartan
theorems hold for coherent AX -modules. We present two standard examples which
illustrate that one has to exercise some caution if one is to generalize these theorems
for coherent sheaves of AX-modules even for some rather reasonable A.
2.1. Example 1. Let us take A “ Crts and X “ C. We equip A with its direct limit
topology induced by finite dimensional subspaces. Note that the sheaf AC is coherent.
We will consider the following exact sequence:
0Ñ IZ Ñ OC Ñ OZ Ñ 0
where we consider Z Ă C as a sub variety. We can tensor this sequence with A to
obtain an exact sequence
0Ñ IAZ Ñ AC Ñ AZ Ñ 0
where we have written, as before, AY for the sheaf of holomorphic functions with values
in Y . Now we see that on the level of global sections the last two terms become
ΓpC,ACq “ t
mÿ
i“0
fit
i | fi P OCpCqu Ñ tpn,
mnÿ
i“0
ai,nt
iqu “ ΓpC,AZq
and the map is given by
mÿ
i“0
fit
i ÞÑ pn,
mnÿ
i“0
fipnqt
iq .
It is clear that the element
pn, tnq
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cannot come from any
řm
i“0 fit
i. Thus, from the exact sequence
0Ñ ΓpC,AZq Ñ ΓpC,ACq Ñ ΓpC,AZq Ñ H
1pC,AZq Ñ . . .
we conclude that
H1pC, IAZ q ‰ 0 ,
although IA
Z
is coherent. Thus, Cartan’s theorem B fails in this case.
2.2. Example 2. Let us now take as our A the ring A “ Crt, t´1s and for our X
we take X “ C{Z. Again we equip A with its direct limit topology induced by finite
dimensional subspaces. We consider the constant sheaf AC on C and consider the Z-
action on it via pn ¨ fqptq “ tnfpt ´ nq. Viewed in this manner AC is a Z-equivariant
sheaf on C and so it induces a sheaf AC{Z on X “ C{Z. This sheaf is clearly locally
free, so it is coherent. We now consider
ΓpC{Z,AC{Zq “ ΓpC,ACq
Z .
Clearly,
ΓpC,ACq
Z “ 0 .
Thus, Cartan’s theorem A fails as the sheaf is not generated by its global sections
because there are not any.
3. Our set up
In this section we explain the conditions we will be imposing on the topological
ring A. We continue to consider a complex manifold X and the sheaf of holomorphic
functions AX on X with values in a topological ring A as was explained in the previous
section.
From the point of view of [KaVi] the ring of interest is the following regular local
ring A. Consider the formal power series ring pA “ Crrtss. It is a discrete valuation ring.
We define a subring A of pA in the following manner. For any h ą 0 we define a norm
} }h on pA by the formula
(3.1) }
8ÿ
j“0
ajt
j}
h
“
8ÿ
j“0
|aj |
hj
j!
.
We write Ah for the subring consisting of elements a of pA with }a}h ă 8. The ring Ah
is a Banach local ring as is not so difficult to see. Finally, we set
A “ limÝÑ
hÑ0
Ah .
The topological ring A is a dual nuclear Fre´chet discrete valuation ring, a DNF DVR.
We will next define a class of topological rings that we will be working with which
includes the example discussed above. First of all, we need to impose reasonable con-
ditions on A so that AX is coherent and so that the stalks AX,x are regular local rings.
Thus, we have to assume that A is a regular local ring. In light of Example 1 of sec-
tion 2 this is a reasonable assumption anyway. Let us write m for the maximal ideal in
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A and let us assume that the dimension of A is r. We complete A with respect to m
to obtain a complete local ring Aˆ – Crrt1, ..., trss. Then
Crt1, ..., trs Ă A Ă Aˆ – Crrt1, ..., trss .
Hence A can be viewed as consisting of power series in r variables satisfying some
kind of a “convergence” condition. The main results in this paper should hold for
regular local rings of any dimension. However, we will make the further assumption
that dimA “ 1, i.e., that A is a DVR. As A Ă Crrtss, any element f P A can be written
as
(3.2) f “
8ÿ
j“0
ajt
j .
We can thus view the A as providing us with a (usually very small!) neighborhood of
the origin in C.
We assume that the topology on A is given as a direct limit of Banach algebras, i.e.,
that
A “ limÝÑ
hą0
Ah
where the Ah, with 0 ă h ă S for some fixed S P R
`, are commutative Banach algebras
with norm } }h and we will assume furthermore that the maps Ah Ñ Ak, for h ą k ą 0
are nuclear ring homomorphisms which we can assume to be inclusions.
We choose the norms } }h in such a way that
(3.3) }
8ÿ
j“0
ajt
j}h “
8ÿ
j“0
|aj|}t
j}h .
(We remark that this assumption is not as restrictive as it might appear: since we will
anyway assume that A is a dual nuclear Fre´chet space, see below, assuming in addition
only that tti|i “ 0, 1, . . .u is a Schauder basis for A would imply that the norms (3.3) give
A its own topology, see [P, Theorems 10.1.2 and 10.1.4.]. Furthermore, the Schauder
basis property follows by just assuming that the (unique) representation (3.2) converges
in the topology of A for every f .)
For the norms (3.3) to give us a Banach algebra it is necessary and sufficient that
}tj`l}h ď }t
j}h}t
l}h for all j, l
as is easy to show. The Banach algebra Ah then consists of
ř8
j“0 ajt
j such that
}
ř8
j“0 ajt
j}h “
ř8
j“0 |aj |}t
j}h is finite.
The simplest such an A is given by germs of holomorphic functions at the origin. In
that case
}
8ÿ
j“0
ajt
j}h “
8ÿ
j“0
|aj |h
j and then }tj}h “ h
j .
For any h we can also form the following two topological rings:
Aqh “ limÝÑ
kąh
Ak
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and
Aph “ limÐÝ
hăk
Ak .
As we have assumed that the maps Ah Ñ Ak, for h ą k ą 0 are nuclear ring homo-
morphisms we see that Aqh is a DNF (dual nuclear Fre´chet ) ring and the Aph is a NF
(nuclear Fre´chet ) ring. In our example of germs of holomorphic functions the ring Aqh
is the ring of holomorphic functions on the (compact) closed disk or radius h and the
ring Aph is the ring of holomorphic functions on the open disk or radius h. The Aqh
and Aph are the analogues of these familiar constructions and the ring Aqh will play an
important role in the rest of the paper.
3.1. The assumptions on the families Ah. We will now formulate precise conditions
on the }tj}h which will be in force for the rest of the paper. We will first list all the
conditions and then explain their meaning. To that end let us write
Rph, jq :“
}tj`1}h
}tj}h
.
and
Nj : r0, Ss Ñ R
` , Njphq :“ }t
j}2h
for every j P N.
First of all, in order for the Ah to be Banach algebras we require
}tj`l}h ď }t
j}h}t
l}h for all j, l. (Banach algebra)(3.4a)
For the purposes of the arguments we furthermore normalize things so that
}tj}h ď 1 and Rph, jq ď 1 for all j P N . (normalization)(3.4b)
In particular, the sequence }tj}h is decreasing.
We also assume that
Rph, jq Ñ 0 as j Ñ8. (locality)(3.4c)
This condition implies that the Ah are local rings: the numbers }t
j}h have to decay
fast enough, faster than exponentially, as j Ñ 8. We could relax this condition a bit,
but it simplifies the discussion to pose it. Basically it only excludes the classical case
of germs of holomorphic functions.
The first crucial assumption is the following: for every pair h ă k there exists a
constant Kh,k ą 0 such that for every j,
}tj}h ď Kh,kmintj
´1, Rpk, jqu}tj}k. (controlled nuclearity)(3.4d)
In particular, we are assuming }tj}h Ñ 0 as hÑ 0, for every j.
Finally, as a second crucial assumption we assume that every Nj is two times con-
tinuously differentiable, decreasing, and that
´
d2
dh2
logNjphq ě
1
h
d
dh
logNjphq (subharmonicity)(3.4e)
for all (small enough) h P p0, Ss and for all j.
The first three conditions are rather straightforward. We will discuss briefly the
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Let us unravel the meaning of condition (3.4d). It is a “controlled” nuclearity re-
quirement. More precisely, considering the inequality with the j´1 term guarantees
nuclearity of the maps Ah Ñ Ak. Moreover it puts a bound on the nuclearity which
we will make crucial use of in section 6 where we have to pass between our norms
and L2-norms. Considering the inequality with the RpC, jq term gives us the following
inequality:
}tj}h ď Kh,k}t
j`1}k.(3.5)
This condition is needed in order to prove lemma 3.1, i.e., that Aqh is a DVR. It expresses
some form of nuclearity in families. Therefore we call condition (3.4d) “controlled”
nuclearity .
Finally, condition (3.4e) guarantees that we have enough analogues of pseudoconvex
domains. In the classical setting Stein submanifolds have a cofinal family of neighbor-
hoods which are Stein. In our setting we need an analogue of this statement. To have
such cofinal families we have to impose condition (3.4e). In a technical sense it gives us
enough plurisubharmonic functions to carry out the L2-analysis of Ho¨rmander in our
setting. This is done is section 6.
Examples of functions satisfying all conditions.
piq
1
j!
hj
γ
, γ ě 1,
piiq j´khj
γ
, k “ 1, 2, . . . , γ ą 1, h small enough,
piiiq e´j
k
hj
γ
, k “ 1, 2, . . . , γ ą k,
pivq
1
j!
e´γj{h , γ ě 1,
pvq
1
j!
ep1´γ
jq{h , γ ě 2.
In the rest of the section we will prove basic facts about the sheaves AX . In this
section we do not make use of the subharmonicity condition (3.4e). We start with:
Lemma 3.1. The ring Aqh is a DVR
Proof. First, the condition (3.4c) implies that the rings Ah are local ring with maximal
ideal mh “ t
ř8
j“0 ajt
j P Ah | a0 “ 0u. Hence, Aqh is a local ring with maximal idealqmh “ tř8j“0 ajtj P Aqh | a0 “ 0u. It suffices to show that mh “ ptq. Let f P qmh. Then
there is a k ą h such that f P Ak and of course fp0q “ 0. Let us write fptq “ tgptq
with gptq “
ř8
j“0 ajt
j´1 P pA. We will show that gptq P Al for any l such that k ą l ą h.
As f P Ak we see that
(3.6) }f}k “ }
8ÿ
j“0
ajt
j}
k
“
8ÿ
j“0
|aj |}t
j}k ă 8 .
Let us now choose any l such that h ă l ă k. To show that }gptq}l ă 8 we consider:
(3.7) }gptq}l “
8ÿ
j“0
|aj|}t
j´1}l
8 JARI TASKINEN AND KARI VILONEN
Comparing the series (3.7) to the series (3.6) and using the condition (3.4d) in the form
of (3.5) we conclude that gptq P Al. 
As the spectrum of Ah then consists of the origin only we see by the spectral radius
formula that
(3.8) }tn}h “ pǫnq
n where lim
nÑ8
ǫn “ 0 .
Remark 3.2. In the case of our motivating example (3.1) we see that the ǫn is essen-
tially proportional to 1
n
by the Stirling formula.
Let us recall that we have assumed that }t}h ď 1. Then }t
n}h ď }t
n´1}h}t}h ď
}tn´1}h ď 1. Now,
ǫn “ p}t
n}hq
1
n ď p}tn´1}hq
1
n “ p}tn´1}hq
1
n´1 p}tn´1}hq
n´1
n ď ǫn´1 .
Thus, we conclude that
(3.9) The sequence ǫn is decreasing .
Let us now come back to analyze the rings AX . We write A
h
X “ AhbˆOX for the
sheaf of holomorphic functions with values in Ah and we write A
qh
X “ AqhbˆOX for the
sheaf of holomorphic functions with values in Aqh.
Lemma 3.3. The stalks AX,x and A
qh
X,x are local rings.
Proof. The argument is the same in both cases, so we work with AX,x. The maximal
ideal mA,x Ă AX,x consists of functions f P AX,x such that fpxq P m. To prove that
AX,x is local we have to show that any f R mA,x is invertible. Any element f P AX,x is
represented by a series
f “
ÿ
aαx
α aα P A ;
here we have replaced X by Cn and assumed that x is the origin. This series converges
in some neighborhood U of the origin. Let us now restrict f to a smaller neighborhood
V such that V¯ Ă U . As the ring A is equipped with a direct limit topology, there is an h
such that f |V¯ P AhpV¯ q. Note also that if f R mA,x then the first term a0 P A
˚ “ A´m,
the units in A. Thus,
a´1
0
f “ 1`
ÿ
aαx
α ;
Now, as
ř
aαx
α vanishes at the origin, we can, by making the neighborhood U smaller
if necessary, assume that }
ř
aαx
α}h ă 1. Thus a
´1
0
f and hence f is invertible.

Remark 3.4. The sheaves AX and A
qh
X are defined in the same way. For emphasis
we will make statements in both cases, but of course for the proof we can just think in
terms of AX .
Theorem 3.5. The stalks AX,x and A
qh
X,x are regular local rings.
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To prove the theorem we work locally so that we can assume that X “ Cn and
we choose local coordinates x1, . . . , xn on C
n such that the point x corresponds to the
origin. We write f in local coordinates
f “
ÿ
ait
i ai P OX,x .
We prove this statement in the standard manner by first proving an appropriate Weier-
strass division theorem. We follow the classical argument as presented in [GrRe, Chap-
ter 2]. We will also try to stick to the notation there as closely as possible. As a first
step we argue that by a change of coordinates we can write f so that it is t-regular,
i.e., that there is a b such that
a0p0q “ ¨ ¨ ¨ “ ab´1p0q “ 0 and abp0q ‰ 0 .
As we work locally, the function f is holomorphic on some closed polydisk of radius
ρ “ pρ1, . . . , ρnq and on that polydisk f P A
h
X for some h. Thus we can consider the
following norm } }ρ on f by
(3.10) }f}ρ “
ÿ
i,α
|aα,i|ρ
α}ti}h where ai “
ÿ
aα,ix
α1
1
. . . xαnn ρ
α “ ρα1
1
. . . ραnn .
We now substitute
(3.11) w1 “ x1 ` c1t, . . . , wn “ xn ` cnt
to get the new coordinates w1, . . . , wn, t. A generic choice of small such ci will make f
regular in t. It is perhaps good to note that outside of special cases we can only make
f regular in t and not in any of the other variables.
We now write f in this new set of variables as
f “
ÿ
i,α
bα,iw
α1
1
. . . wαnn t
i “
ÿ
i
bit
i .
In these new coordinates we of course will get a different ρ for the radius of convergence.
However, it is important that we do not change h.
We perform this substitution one variable at a time and keep the other variables
fixed. So, we are reduced in the one variable situation in the base and we write x “ x1,
w “ w1 “ x` ct and the ρ “ ρ1. Our f can now be written as
(3.12) f “
ÿ
i,j
ai,jx
jti .
and after the substitution
(3.13)
f “
ÿ
i,j
ai,jpw ` ctq
jti “
ÿ
i,j
ai,j
ÿ
p`q“j
ˆ
p` q
p
˙
wpcqti`q “
“
ÿ
i,p,q
ai,p`q
ˆ
p` q
p
˙
wpcqti`q .
We now consider (3.12) and we obtain
}f}ρ “
ÿ
i,j
|ai,j |ρ
jǫii ă 8 .
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We then write
λij “ |ai,j |ρ
jǫii and then |ai,j | “ λijρ
´jǫ´ii and
ÿ
i,j
λij ă 8 .
We furthermore set
(3.14) λi “ maxtλij | j “ 0, . . . u and we still have
ÿ
λi ă 8 .
This allows us to estimate the norm in (3.13) after the substitution
}f}r “
ÿ
i,p,q
|ai,p`q|
ˆ
p` q
p
˙
rpcq}t}i`qh “ÿ
i,p,q
λi,p`q
ˆ
p` q
p
˙
ρ´p´qǫ´ii r
pcqǫi`q
i`q ď
ÿ
i,q
λi
ˆ
ǫi`q
ǫi
i˙ˆ
cǫi`q
ρ
q˙ÿ
p
ˆ
p` q
p
˙ˆ
r
ρ
p˙
“
“
ÿ
i,q
λi
ˆ
ǫi`q
ǫi
i˙ˆ
cǫi`q
ρ
q˙ ˆ
1´
r
ρ
˙´ q´1
“
ˆ
1´
r
ρ
˙´ 1ÿ
i,q
λi
ˆ
ǫi`q
ǫi
i˙ˆ
cǫi`q
ρ´ r
q˙
ă 8
because by (3.9) we have ǫi`q ď ǫi, by (3.8) we have ǫi`q Ñ 0 when i ` q Ñ 8, and
by (3.14) we have
ř
λi ă 8.
We proceed in this manner one variable at a time keeping the others constant. We
thus have reached the following conclusion:
(3.15) Given f P AhX,x we can make it t-regular by a coordinate change (3.11) .
Let us consider f P AX,x. The function f is holomorphic on some closed polydisk of
radius ρ “ pρ1, . . . , ρnq and on that polydisk f P A
h
X for some h. We consider the norm
} }ρ defined in (3.10). As before, we write
f “
ÿ
ait
i ai P OX,x .
and then we write
fˆ “
b´1ÿ
0
ait
i f˜ “
8ÿ
b
ait
i´b f “ fˆ ` f˜ tb .
Note that although, of course, f˜ tb P AhX,x, the function f˜ does not necessarily lie in
AhX,x. However, it does lie in any A
k
X,x for k ă h. We see this by applying the following
general principle inductively:
Lemma 3.6. Let g P A
qh1
XpUq and assume that gpxq P mh1 for all x P U . Then have
g “ tg˜ with g˜ P A
qh1
XpUq.
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Proof. Let us then consider the map t : Aqh1 Ñ Aqh1 given by multiplication by t. By
our hypotheses the map t : Aqh1 Ñ qmh1 is continuous and a bijection. As both Aqh1
and qmh1 are DNF, the open mapping theorem applies and hence t : Aqh1 Ñ mh1 is an
isomorphism. Thus, t´1 : qmh1 Ñ Aqh1 is a well defined continuous map and so we can
write g “ tg˜ where g˜ P A
qh1
XpUq. 
We apply this lemma after first passing to A
qh1
X,x with k ă h
1 ă h and repeat the
process to extract the b copies of t from f˜ tb. We now also have
(3.16) }fˆ}ρ ď }f}ρ }f˜}ρ ď }f}ρ}t
b}´1 .
Recall that any statements like this we make about norms are valid as long as both
sides are defined. In particular, the latter inequality holds for any t-norm k where
k ă h.
We are now ready to state and prove the Weierstrass division theorem:
Proposition 3.7. If g P AX,x has order b in t then for any f P AX,x there exists a
q P AX,x and an r P OX,xrts with degree of r in t less than b such that f “ qg ` r.
Proof. To prove this result, we proceed just as in the classical case. The argument
in [GrRe, Chapter 2, §1] can be adopted to our situation and we briefly indicate the
necessary changes trying to stick as close to the notation there as possible. First
of all, we can view the stalk AX,x as a direct limit of Banach algebras B
h
ρ , where
ρ “ pr1, . . . , rnq is a sequence of positive real numbers and the norms are given by
For f “
ÿ
bαx
α we set }f}h,ρ “
ÿ
}bα}h r
α1
1
. . . rαnn
just as in [GrRe, Chapter 2, §1] for the case Ak “ C and as we have done above. Note
that because g is b-regular in t then g˜ is invertible. We first note that we can choose ρ
sufficiently small so that g, gˆ, g˜, and g˜´1 lie in Bhρ for some h. We will further adjust h
and ρ so that we also have f P Bhρ . Note that
}tb ´ gg˜´1} “ }gˆg˜´1} ď }gˆ}}g˜´1}
Now, we have for g “
ř
ait
i that a0p0q “ ¨ ¨ ¨ “ ab´1p0q “ 0 and hence }gˆ} can be made
arbitrarily small by shrinking ρ. As g˜´1 is invertible, its norm can be bounded away
from zero. Thus, for any ǫ ą 0 we can, by shrinking ρ, arrange things so that
}tb ´ gg˜´1} ă ǫ}tb} .
We now set
v0 “ f, . . . , vj`1 “ pt
b ´ gg˜´1qv˜j “ ´gˆg˜
´1v˜j, . . .
By (3.16) we get that
}v˜j}ρ ď }vj}ρ}t
b}´1 and then }vj`1} ď ǫ}vj}ρ .
Recall that for a given h the estimate (3.16) holds for any k ă h but not necessarily
for h itself. We make use of the estimate every time we form a v˜j but for any k we can
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choose h ą k0 ą k1 ą ¨ ¨ ¨ ą kj ą ¨ ¨ ¨ ą k. When we form v˜j we pass from kj´1 to kj .
Thus, the estimates above holds for any k ă h. We now set, for k ă k1 ă h
v “
8ÿ
0
vj P B
k1
ρ q “ g˜
´1v˜ P Bkρ r “ vˆ P B
k
ρ .
Then
f “
8ÿ
0
pvj ´ vj`1q “
8ÿ
0
pgg˜´1v˜j ` v˜jq “ qg ` r .

To prove that AX,x is Noetherian is clearly suffices to show that:
For any f P AX,x the ring AX,x{AX,xf is Noetherian .
We perform a change of coordinates as in (3.11) so that by (3.15) we can assume
that f is t-regular.
The Weierstrass preparation theorem follows from the Weierstrass division theorem
formally and it implies, with our hypotheses on f , that we have
f “ ug u P AX,x is a unit g P AX1,xrxns .
Therefore
AX,x{AX,xf – AX,x{AX,xg – AX1,xrxns{AX1,xrxnsg .
But, by induction, we conclude thatAX1,xrxns is Noetherian and hence so isAX,x{AX,xf .
To see the second isomorphism we apply the division theorem again.
Proposition 3.8. Let k ă h then AkˆX,x is faithfully flat over A
hˆ
X,x .
Proof. We make use of the appendix of [Se] where the notion of (faithful) flatness was
originally introduced. The local ring is AhˆX,x is a subring of A
kˆ
X,x and their formal
completions coincide. Now we use the fact that the formal completion Bˆ of a regular
local ring B is faithfully flat over B. This implies that AkˆX,x is faithfully flat over
AhˆX,x. 
Proposition 3.9. The sheaf AX is coherent.
Proof. Note that AX is naturally a filtered ring and the associated graded grAX –
OX rts is a coherent. Now, we just checked that AX,x is Noetherian and it is Zariskian,
because it is a local ring. Then AX is coherent by [Sch, Chapter II, proposition 1.4.1].

4. The case of varying levels
In our proof of the Cartan theorems we have to allow the level h to vary. We introduce
this generality already here as the proofs are the same as in the constant case.
Given a continuous function h : X Ñ R`, we can consider the corresponding sheaf
AhX on X defined as follows:
(4.1) AhXpUq “ tf : U Ñ Aˆ “ Crrtss | f holomorphic and fpxq P Ahpxq for all x P Uu .
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We also have the corresponding sheaf A
qh
X obtained as a direct limit
(4.2) A
qh
X “ limÝÑ
h1ąh
A
h1
X ;
here h1 ą h means that h1pxq ą hpxq for all x.
Let us consider the stalks of the sheaves A
qh
X . We claim that
(4.3) A
qh
X,x “ limÝÑ
UQx
A
qh
XpUq “ A
~hpxq
X,x .
To see this, note that
For any h1 ą h there exists a neighborhood U1 of x
such that h1pyq ą hpxq for any y P U1 .
Now, any s P limÝÑUQxA
qh
XpUq is given by s P A
qh
XpUq for some U Q x. Restricting s
further to a neighborhood V Q x with compact closure we conclude that there is an
h1 ą h such that s P A
h1
X pV q. If necessary we shrink V further so that it is contained in
U1 given by (4.3). Thus, s gives rise to an element in A
h1pxq
X pV q and hence an element
in A
~hpxq
X,x . This gives a map A
qh
X,x Ñ A
~hpxq
X,x . It is now easy to see that this map is an
isomorphism.
Remark 4.1. Note that we do not have an analogous statement for AhX .
We have
Proposition 4.2. The sheaf A
qh
X is coherent.
The proof of this proposition is the same as the proof of 3.9.
Let us now consider an A
qh
X-coherent sheaf F. First, given any x P X and using the
fact that the local ring AX,x is regular we obtain a resolution L
x
¨ of Fx of length n` 1
with the Lxk free AX,x-modules of finite rank. Thus, there exists a neighborhood Vx of
x such that the connecting homomorphisms Bi : L
x
i Ñ L
x
i´1 are defined on Vx and so
we can view Lx¨ as a complex of free AVx -modules of finite rank on Vx. The homology
groups HkpL
x
¨ q are coherent sheaves on Vx such that the stalks HkpL
x
¨ qx “ 0. Thus,
possibly by shrinking Vx the complex L
x
¨ is a resolution of F|Vx .
In particular, given any x P X there is neighborhood Vx of x such that F|Vx has a
free resolution L¨. We can shrink the Vx so that the new Vx has compact closure in the
old one. This allows us to assume that the maps in the complex L¨ are defined over
Ah
1
X for an h
1 ą h. So, if L¨ is given by
L¨ “ ¨ ¨ ¨ Ñ pA
qh
Vxq
‘pk Ñ ¨ ¨ ¨ Ñ pA
qh
Vxq
‘p1 Ñ pA
qh
Vxq
‘p0
then for any k with h1 ě k ą h we can form the complex Lk¨
L
k
¨ “ ¨ ¨ ¨ Ñ pA
k
Vx
q‘pk Ñ ¨ ¨ ¨ Ñ pAkVxq
‘p1 Ñ pAkVxq
‘p0 ;
note that Lk¨ it is just a complex and we make no claims about vanishing of any of its
cohomology groups. To make it a resolution we pass to the direct limit as follows. For
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any h1 ą h1 ą h we then have
L
qh1
¨ “ limÝÑ
h1ěkąh1
L
k
¨ “ ¨ ¨ ¨ Ñ pA
qh1
Vx
q‘pk Ñ ¨ ¨ ¨ Ñ pA
qh1
Vx
q‘p1 Ñ pA
qh1
Vx
q‘p0
Now, clearly,
L¨ “ A
qh
Vx
b
A
qh1
Vx
L
qh1
¨ .
Passing to the level of stalks we obtain
pL¨qx “ A
qh
X,x b
A
qh1
X,x
pL
qh1
¨ qx .
As A
qh
X,x is faithfully flat over A
qh1
X,x we conclude that HkppL
qh1
¨ qxq “ 0 for k ě 1 because
that is the case for pL¨qx and then, finally, that
HkpL
qh1
¨ q “ 0 for k ě 1 .
We now set
F
qh1
Vx
“ H0pL
qh1
¨ q .
Note that, by construction, we also then have for h1 ě h2 ě h
F
qh2
Vx
– A
qh2
Vx
b
A
qh1
Vx
F
qh1
Vx
.
In particular,
F|Vx – AVx b
A
qh1
Vx
F
qh1
Vx
.
By faithful flatness we have a canonical inclusion
F
qh1
Vx
Ă F|Vx .
The constructions that we have just performed depend on the choice of the initial
resolution L¨. We will next study this dependence. We can do this in two ways. One
is to work to with compact neighborhoods of x to begin with or we work with the
open neighborhoods Vx, but always think of them as being equipped with an open
neighborhood Ux of x such that Ux Ă U¯x Ă Vx with U¯x compact. Let us choose a
cover of X by the Ux, with x P I such that the only finitely many Vx have a non-empty
intersection.
Now, for each Vx we obtain a particular function lx as above. Furthermore, for each
pair of x, y such that Ux XUy is non-empty, we can compare the resolutions L¨pxq and
L¨pyq by first restricting them to Vx X Vy. So, we have on Vx X Vy
. . . ÝÝÝÝÑ pA
qh
VxXVy
q‘p1 ÝÝÝÝÑ pA
qh
VxXVy
q‘p0 ÝÝÝÝÑ F|VxXVy ÝÝÝÝÑ 0§§đα1 §§đα0 ›››
. . . ÝÝÝÝÑ pA
qh
VxXVy
q‘q11 ÝÝÝÝÑ pA
qh
VxXVy
q‘q0 ÝÝÝÝÑ F|VxXVy ÝÝÝÝÑ 0
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where the vertical arrows αi are lifts of the identity map. Now the maps αi and the
maps to the opposite direction are defined on some particular level lx,y with lx,y ą h.
We now find a kx on Ux such that
lx ě kx ą h and lx,y ě kx, ly ě kx for all y such that Ux X Uy not empty .
For any k such that kx ą k ą h we can now construct the sheaf F
qk
Ux
by making use of
the resolution L¨pxq. Furthermore, if Ux X Uy in not empty then, by our choice of Dx
we get an isomorphism between F
qk
Ux
|UxXUy and F
qk
Uy
|UxXUy . This isomorphism becomes,
by construction, the identity when we extend scalars to A
qh
X . This allows us to identify
F
qk
Ux
|UxXUy and F
qk
Uy
|UxXUy as sub sheaves of F|UxXUy . So we can glue the sheaves to
obtain a sheaf F
qk
UxYUy
.
Finally, we now choose a function k such that k ą h and kx ě k for all x P X. Once
we have done this then for any h1 with k ą h1 ą h we have constructed sheaves F
qh1
which coincide with the F
qh1
Ux
on Ux and which thus satisfy
F – A
qh
X b
A
qh1
X
F
qh1 .
Furthermore, we have a canonical inclusion:
(4.4) F
qh1 Ă F .
5. Cartan theorems for coherent A
qh
X-modules on compact blocks
In this section we prove Cartan’s theorem for compact blocks in CN for certain vary-
ing levels hpxq. We restrict our attention to blocks mainly for simplicity of exposition
as this is enough for our arguments in the rest of the paper. We make use of the
L2-methods of Ho¨rmander as they seem best suited to this task.
We will denote the coordinates in CN by z “ pz1, . . . , zN q. Recall that compact
blocks Q Ă CN are products of rectangles R “ tz P C | a ď Re z ď b , c ď Im z ď du.
We allow for the possibility of degenerate rectangles and argue by induction on the
dimension of Q. We write r “ supt|z1|, . . . , |zn|u and use it as a norm on Q.
We consider functions h : Q Ñ R` which only depend on r and which are twice
differentiable as functions of r satisfying the following condition:
h1prq2 ě hprqh2prq for all r ą 0 .(5.1)
Let us note that it is easy to characterize such functions. We write
hprq “ exp
`
´
ż r
0
Hpsqds
˘
.(5.2)
The condition (5.1) is then equivalent to
Hprq2 ě ´H 1prq `Hprq2 for all r ą 0 .(5.3)
This condition holds precisely as long as H 1prq ě 0, i.e., as long as Hprq is non-
decreasing.
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Theorem 5.1. If h satisfies condition (5.1) and F is a coherent A
qh
Xν
-module defined
on a neighborhood of Q then HkpQ,Fq “ 0 for k ě 1 and F is generated by global
sections in the strong sense, i.e., there is an n and a surjection pA
qh
Qq
‘n Ñ F.
Remark 5.2. Note that we can view A
qh
Q as specifying an analogue of a compact do-
main. According to the proposition when h satisfies condition (5.1) this domain is
holomorhically convex. We can view such domains as compact neighborhoods of Q in
QˆC. By the discussion above such holomorphically convex domains are plentiful and
form a basis of all compact neighborhoods.
We prove the following theorem using Dolbeault cohomology and standard L2 meth-
ods.
Proposition 5.3. If Q is a compact block and h satisfies condition (5.1) then HkpQ,A
qh
Qq “
0 for k ě 1. Furthermore, if E is a locally free A
qh
CN
-module of finite rank (i.e., an A
qh
CN
vector bundle) defined in a neighborhood of Q then HkpQ,Eq “ 0 for k ě 1.
First of all, we prove the theorem by proving that the (global) Dolbeault complex
is exact. To explain the Dolbeault complex let us return temporarily to the case of
an arbitrary complex manifold X. First of all let us consider the classical Dolbeault
complex on X:
(5.4) C8X “ Ω
0,0
X
B¯
ÝÑ Ω0,1X
B¯
ÝÑ . . .
B¯
ÝÑ Ω0,qX
B¯
ÝÑ
which gives us a resolution of OX . Let us write C
8,qh
X for the smooth version of A
qh
X , i.e.,
we first set:
C
8,h
X pUq “ tf : U Ñ Aˆ “ Crrtss | f smooth and
Bαf
Bxα
pxq P Ahpxq
for all x P U and all multi indices αu .
and then pass to a direct limit. Note that if hpxq “ k is constant then C8,kX pUq agrees
with the usual notion of smooth functions with values in Ak and then C
8,k
X pUq “
AhbˆCC
8
X pUq. This follows from the fact, which is easy to verify in our case directly
that continuity and continuous differentiability can be checked component wise (weak
continuity/differentiability).
We can now form the B¯-complex of A
qh
X by tensoring the above complex (5.4) with
C
8,qh
X over C
8
X . Let us write
A
qh,p0,qq
X “ C
8,qh
X bC8X Ω
0,q
X
and then we obtain a complex
(5.5) C8,
qh
X “ A
qh,p0,0q
X
B¯
ÝÑ A
qh,p0,1q
X
B¯
ÝÑ . . .
B¯
ÝÑ A
qh,p0,qq
X
B¯
ÝÑ .
Finally if E is locally free A
qh
X sheaf we write E “ C
8,qh
X bAqh
X
E for the smooth version
and we also write
E
qh,p0,qq
X “ EbC8,
qh
X
A
qh,p0,qq
X
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and we obtain a complex
(5.6) E “ E
qh,p0,0q
X
B¯
ÝÑ E
qh,p0,1q
X
B¯
ÝÑ . . .
B¯
ÝÑ E
qh,p0,qq
X
B¯
ÝÑ ;
the operator B¯ is well-defined because E is a holomorphic A
qh
X -bundle. The com-
plexes (5.5) and (5.6) are resolutions of A
qh
X and E, respectively. One can deduce this
from the exactness of (5.4) as follows. As exactness is a local question, the exactness
of (5.6) follows from that of (5.5). We have, passing to stalks:
A
qh,p0,qq
X,x “ C
8,qh
X,x bC8X,x Ω
0,q
X,x .
Now, arguing just as for (4.3) in case of A
qh
X,x, we have
C
8,qh
X,x “ C
~hpxq
X,x
and, finally, by [Ko, §41 (6) b)],
C
~hpxq
X,x “ limÝÑ
UQx
C
~hpxq
X pUq “ limÝÑ
UQx
A~hpxqbˆCC8X pUq “ A~hpxqbˆC limÝÑ
UQx
C8X pUq “ A~hpxqbˆCC8X,x .
Putting things together, we conclude that
(5.7) A
qh,p0,qq
X,x “ A~hpxqbˆCC8X,x bC8X,x Ω0,qX,x “ A~hpxqbˆCΩ0,qX,x .
The exactness of (5.5), and hence that of (5.6), follow from the exactness of (5.4)
because A~hpxqbˆC is an exact functor on DF-spaces by Lemma 2.4.
Finally, as A
qh,p0,qq
X and E
qh,p0,qq
X are modules over C
8
X they are soft and hence acyclic.
Thus we have reduced the proof of Proposition 5.3 to the following:
Proposition 5.4. If Q is a compact block in CN and h satisfies condition (5.1) then
the complex
A
qh,p0,0q
CN
pQq
B¯
ÝÑ A
qh,p0,1q
CN
pQq
B¯
ÝÑ . . .
B¯
ÝÑ A
qh,p0,qq
CN
pQq
B¯
ÝÑ
is exact in degrees q ě 1. Similarly, if E is a locally free A
qh
CN
-module of finite rank
(i.e., an A
qh
CN
vector bundle) defined in a neighborhood of Q then the complex
E
qh,p0,0q
CN
pQq
B¯
ÝÑ E
qh,p0,1q
CN
pQq
B¯
ÝÑ . . .
B¯
ÝÑ E
qh,p0,qq
CN
pQq
B¯
ÝÑ
is exact in degrees q ě 1.
We postpone the proof of this proposition to the next section. However, let us record
the following lemma which explains the meaning of condition (5.1) as well as our initial
requirement (3.4e). These conditions are chosen precisely so that the following lemma
holds. Without plurisubharmonicity vanishing of cohomology would not hold in general.
Lemma 5.5. If h satisfies condition (5.1) then the function
Wj : z ÞÑ ´2 log }t
j}hprq , z P Q,(5.8)
is plurisubharmonic for every j.
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Proof. Recall the notation from (3.1). We first remark that (3.4e) implies, by the
positivity of Nj and a direct calculation of the derivatives, that
pN 1jphqq
2
Njphq
´N2j phq ´
1
h
N 1jphq ě 0(5.9)
We write Tj :“ Nj ˝ h; then
Wjpzq “ ´2 log Tjprq,
and the plurisubharmonicity (5.8) follows, if we show that ´ d
2
dr2
log Tjprq ě 0, for all
r P R` , j P N. (The composite of a convex, increasing function and a plurisubharmonic
function is plurisubharmonic, see, for example, [Kr, Prop. 2.2.6.]) We have by (5.9)
´
d2 log Tj
dr2
“
`
T 1j
˘2
pTjq2
´
T 2j
Tj
“
1
Nj
ˆ
pN 1jq
2ph1q2
Nj
´ pN2j qph
1q2 ´ pN 1jqh
2
˙
“
1
Nj
ˆ
ph1q2
´pN 1jq2
Nj
´N2j
¯
´ pN 1jqh
2
˙
ě
1
Nj
´ ph1q2
h
´ h2
¯
N 1j
Since Nj is always positive and increasing, the required positivity of follows from (5.1).

We will now deduce Theorem 5.1 from Proposition 5.3. We will proceed in complete
analogy with [H, Section 7.2] with the simplification that we work with compact blocks.
As was mentioned before, this assumption is not necessary but it suffices for us. The
argument in Ho¨rmander can be repeated word for word. Thus, we explain the argument
only briefly. We will argue by induction on the dimension of Q. In the case when the
dimension of Q is zero there is nothing to prove. Let us consider Q of a particular
dimension d and let us fiber Q as follows
π : QÑ ra, bs
The fibers of Q are now compact blocks of dimension d ´ 1. Each fiber π´1peq thus
satisfies Cartan A. Let us now fix a coherent sheaf F in the neighborhood of Q . Thus,
there is an open neighborhood Ue of π
´1peq and a surjection pA
qh
Ue
q‘pe Ñ F|Ue . We can
choose the neighborhood Ue to be rectangle Qe ˆ rae, bes. We now choose a finite sub
cover tUiuiPI of Ue shrinking the Ue, if necessary, so that the Ui have the form
Ui “ Q˜ˆ pai, biq with a1 ă a2 ă b1 ă a3 ă b2 ă . . . an ă bn´1 ă bn .
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In other words only the consecutive Ui intersect each other. On each overlap UiXUi`1
we choose αi and βi making the diagram below commute:
pA
qh
UiXUi`1
q‘pi
αi

**❯❯❯❯
❯❯
❯
F|UiXUi`1
pA
qh
UiXUi`1
q‘pi`1
βi
OO
44✐✐✐✐✐✐
.
We now use the αi and βi to construct transition functions, as in [H, Section 7.2]. As
there are no triple intersections of the Ui the transition functions yield a vector bundle
E on U “ YUi and a surjection E Ñ F|U . By writing K1 for the kernel of the map
E Ñ F|U we obtain an exact sequence
0Ñ K1 Ñ pA
qh
U q
p Ñ F Ñ 0
Thus, making use of proposition 5.3 for i ě 1 we get that
HipQ,Fq – Hi`1pQ,K1q .
Repeating this argument for the coherent sheaf Kj and always writing Kj`1 for the
kernel we get:
HipQ,Fq – Hi`1pQ,K1q – ¨ ¨ ¨ – H
i`ppQ,Kpq .
When p ě 2N the right hand side vanishes and Cartan B follows for Q. It remains to
prove Cartan A for Q.
Let x P Q and write ix : txu Ñ Q. Then we have the following exact sequence
0Ñ Kx Ñ F Ñ pixq˚pixq
˚
F Ñ 0 .
Taking the long exact sequence and using Cartan B we obtain a surjection
FpQq Ñ pixq˚pixq
˚
F “ Fx{mxFx ,
where mx is the maximal ideal in A
qh
X,x “ A
~hpxq
X,x . As pixq˚pixq
˚F “ Fx{mxFx is coherent
it is finitely generated over A~hpxq. This implies that there are finitely many sections of
FpQq which span pixq˚pixq
˚F “ Fx{mxFx. By Nakayama’s lemma these sections also
span Fx over A
qh
X,x. Thus we obtain a map
pA
qh
Qq
‘nx Ñ F
which is a surjection on the level of stalks at x. Thus, it is a surjection on some open
neighborhood Ux of x. As Q is compact, it can be covered by a finite number of the
Ux, say, Ux1 , . . . , Uxs . Then
‘si“1pA
qh
Qq
‘nxi Ñ F
is the required surjection.
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6. Proof of Proposition 5.4
We retain the notation of the previous section. In particular, we denote the coordi-
nates in CN by z “ pz1, . . . , zN q and the Lebesgue measure on C
N by dx. As before,
Q stands for a compact block.
6.1. The structure sheaf case. We begin by construction the L2-version of the B¯-
complex
(6.1) A
qh,p0,0q
Q pQq
B¯
ÝÑ A
qh,p0,1q
Q pQq
B¯
ÝÑ . . .
B¯
ÝÑ A
qh,p0,qq
Q pQq
B¯
ÝÑ
in complete analogy with the classical L2-version of the B¯-complex. We could as easily
work with pp, qq-forms, but in what follows we will stick to p0, qq-forms to simplify the
notation. We will construct a complex, but for an hprq, not }hprq, of the following form:
(6.2) L2p0,0qpQ;Hhprqq
B¯
ÝÑ L2p0,1qpQ;Hhprqq
B¯
ÝÑ . . .
B¯
ÝÑ L2p0,qqpQ;Hhprqq
B¯
ÝÑ .
The space L2p0,qqpQ;Hhprqq is an L
2-spaces of forms with values in a varying Hilbert
spaces Hhprq; we will soon define these and also give the precise meaning of the vector
valued B¯ operator.
Let us recall the algebra norms (3.7), }
ř
j ajt
j}hprq “
ř
j |aj | }t
j}hprq on the spaces
Ahprq. We introduce L
2-version of the spaces Ahprq and of the norms as follows:
(6.3)
Hhprq “
!
a “
ÿ
j
ajt
j : }a}2
2,hprq ă 8
)
, where
}a}2
2,hprq “
8ÿ
j“0
|aj |
2}tj}2hprq.
We define the space L2pQ;Hhprqq “ L
2
p0,0qpQ;Hhprqq as a completion of the space of
smooth functions C8,hQ (note that there is no hat in this formula). First, we set
(6.4) }f ;L2pQ;Hhprqq}
2 “
ż
Q
}fpxq}2
2,hprqdx
for C8,hQ and then we complete it to L
2pQ;Hhprqq with respect to the norm above. As
we are working on CN , the bundles of forms Ω0,q are naturally trivialized by choosing
the dz¯α as a basis. Thus, we can define a norm on ω P A
h,p0,qq
Q pQq by the formula
(6.5) }ω;L20,qpQ;Hhprqq}
2 “
ÿ
α
}fα;L
2pQ;Hhprqq}
2
for ω “
ř
|α|“q fαdz¯
α. We complete A
h,p0,qq
Q pQq into the corresponding L
2-space
L2p0,qqpQ;Hhprqq with respect to the norm above.
To define the B¯-operator let us rephrase our discussion in the language of [H, Chap-
ter 4]. We write ω “
ř
ωjt
j and consider a particular j. Recall that by Lemma 5.5
Wjpzq “ ´2 log }t
j}hprq is plurisubharmonic and we can consider Wjpzq as a plurisub-
harmonic weight. As in [H], we write L2p0,qqpQ,Wjq for forms which are square integrable
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with respect to the measure e´Wjpzqdx. Then, by [H], the operator B¯ is a closed, densely
defined operator on the weighted L2-space L2p0,qqpQ,Wjq where differentiation is under-
stood in the generalized sense. Denoting by Dj Ă L
2
p0,qqpQ,Wjq the domain of B¯, we
define the vector valued B¯-operator in the space L2p0,qqpQ;Hhprqq coordinate wise by
setting its domain to be
DpB¯q “
!
u “
ÿ
j
ujt
j : uj P Dj ,
ÿ
j
}uj;L
2
p0,qqpQ,Wjq}
2 ă 8
)
.(6.6)
It is straightforward to see that B¯ becomes a densely defined and closed operator. These
definitions give us the complex (6.2).
Lemma 6.1. Let ω P L2p0,q`1qpQ;Hhprqq with B¯ω “ 0. Then the problem B¯u “ ω has a
solution such that u belongs to L2p0,qqpQ;Hhprqq, and we have
}u;L2p0,qqpQ;Hhprqq} ď c}ω;L
2
p0,q`1qpQ;Hhprqq}.
Proof. We write
ω “
ÿ
j
ωjt
j
where the ωj are now usual L
2-forms of type p0, qq on Q. We have B¯ωj “ 0 for every
j. We now solve this B¯-problem in a controlled way. Recall (5.8) where we defined the
plurisubharmonic functions Wjpzq “ ´2 log }t
j}hprq. Theorem 4.4.2 of [H] implies that
for every j the equation
B¯uj “ ωj
has a solution uj “
ř
α uα,j with a very specific bound:ÿ
α
ż
Q
|uα,j |
2e´Wjpzqp1` r2q´2dx ď
ÿ
α
ż
Q
|fα,j|
2e´Wjpzqdx;(6.7)
here we have written ωj “
ř
α fα,j.
Since the Q is a compact block, the weight p1 ` r2q´2 is bounded from below by a
constant c´1 ą 0 independent of j, and (6.7) implies
(6.8)
ÿ
α
ż
Q
|uα,j|
2e´Wjpzqdx ď c
ÿ
α
ż
Q
|uα,j |
2e´Wjpzqp1` r2q´2dx ď
c
ÿ
α
ż
Q
|fα,j|
2e´Wjpzqdx .
We set
u “
ÿ
j
ujt
j .
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By (6.8) and the definitions of the norms in (6.3) and (6.4),
}u;L2p0,qqpQ;Hhprqq}
2 “
ÿ
j
ÿ
α
ż
Q
|uα,j |
2}tj}2hprqdx
“
ÿ
j
ÿ
α
ż
Q
|uα,j |
2e´Wjpzqdx ď c
ÿ
j
ÿ
α
ż
Q
|fα,j |
2e´Wjpzqdx
“ c
ÿ
j
ÿ
α
ż
Q
|fα,j|
2}tj}2hprqdx “ c}f ;Lp0,q`1qpQ;Hhprqq}.
Thus we have constructed a solution to the B¯-problem.

We have now proved the exactness of (6.2). We will use it to prove the required
exactness of (6.1)
Let ω P A
qh,p0,qq
Q pQq such that B¯ω “ 0. We write, as usual, ω “
ř
|α|“q fαdz¯
α. Because
of compactness of Q, we have
A
hˇprq
Q pQq “ limÝÑ
mÑ8
A
p1`1{mqhprq
Q pQq.
By compactness ofQ and continuity of ω, there exist anm such that fαpzq P Ap1`1{mqhprq
for all α and allz P Q. Moreover, obviously, for any pajqjPN, k,ÿ
j
|aj |}t
j}k ě
´ÿ
j
|aj |
2}tj}2k
¯1{2
.(6.9)
Thus, we have the continuous embedding Ap1`1{mqhprq ãÑ Hp1`1{mqhprq
Therefore every fα is a continuous and thus bounded function QÑ Hp1`1{mqhprq, in
particular, an element of L2pQ;Hp1`1{mqhprqq. Thus, ω P L
2
p0,q`1qpQ;Hp1`1{mqhprqq and
by Lemma 6.1 we can find an u P L2p0,qqpQ;Hp1`1{mqhprqq with B¯u “ ω.
Writing u “
ř
ujt
j and observing that B¯-equation is an elliptic PDE with constant
coefficients we conclude that the component functions uj are smooth functions.
We have an embedding
(6.10) Hp1`1{mqhprq ãÑ Ap1`1{pm`1qqhprq .
To see this we make use of our controlled nuclearity assumption (3.4d). It implies, in
particular, that there is a constant K such that
}tj}p1`1{pm`1qqhprq ď Kj
´1}tj}p1`1{mqhprq for all j .
Making use of this inequality and the Cauchy-Schwartz inequality we conclude that
}
ÿ
j
ajt
j}p1`1{pm`1qqhprq “
ÿ
j
|aj |}t
j}p1`1{pm`1qqhprq ď
ÿ
j
|aj |Kj
´1}tj}p1`1{mqhprq
ď K
´ÿ
j
|aj |
2}tj}2p1`1{mqhprq
¯1{2
.
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This inequality gives us the embedding (6.10). Thus, we see that upzq P Ah1prq for
all z P Q with h1 “ p1 ` 1{pm ` 1qqh. Finally, the operators
Bα
Bxα commute with the
operator B¯. Thus, B¯ B
αu
Bxα “
Bαω
Bxα and so we conclude that
Bαu
Bxα pzq P Ah1prq for all z P Q.
Thus, we see that u P A
qh,p0,qq
Q pQq proving the exactness of (6.1) in degrees q ě 1.
6.2. The vector bundle case. Let us now turn to the case of a vector bundle E and
write n for its rank. The argument in this case will be bit more involved than in the
case of the structure sheaf AhˇQ. In our case it is easy to write down an inner product
on the sections of the Hhprq-valued sections of Eb Ω
0,q explicitly rather than choosing
a Hermitian metric, so we proceed in this manner. This also makes it easier to reduce
arguments to component functions as we did in the first part of this section.
Recall our B¯-complex
(6.11) E
qh,p0,0q
Q pQq
B¯
ÝÑ E
qh,p0,1q
Q pQq
B¯
ÝÑ . . .
B¯
ÝÑ E
qh,p0,qq
Q pQq
B¯
ÝÑ .
Just as in the case of A
hˇprq
Q we will construct an analogous L
2-complex
(6.12) L2p0,0qpQ,E;Hhprqq
B¯
ÝÑ L2p0,1qpQ,E;Hhprqq
B¯
ÝÑ . . .
B¯
ÝÑ L2p0,qqpQ,E;Hhprqq
B¯
ÝÑ .
We will first prove that the L2-complex is exact and then deduce from that, just as
before, the exactness of (6.11).
The bundle E is defined in an open neighborhood of Q. We choose finite open cover
Q1i of Q by open blocks such that E|Q1i is trivial. We now choose compact blocks Qi Ă Q
1
i
such that the interiors Q˚i also form an open cover of Q. We write G
1
ij : Q
1
i X Q
1
j Ñ
GLnpA
hˇ
CN
pQ1i X Q
1
jqq for the transition matrices with respect to the cover Q
1
i. Let us
write Gij “ G
1
ij |QiXQj . As the Qi X Qj are compact there is an h1 ą h such that
Gij : QiXQj Ñ GLnpA
h1
CN
pQiXQjqq, for all i, j. Conversely, these transition functions
give rise to vector bundle E1 such that E “ A
qh
CN
b
A
h1
CN
E1 on some neighborhood of
Q. For example, we can choose h1 “ p1 ` 1{mqh and then, of course, h1 also satisfies
condition (5.1). We will now work with E1 and the function h1.
We can view L2 sections of E1 as a system of n-tuples ui “ pui,kq
n
k“1, i “ 1, . . . , I, of
functions ui,k P L
2pQi;Hh1prqq which satisfy
ui “ Gijuj on Qi XQj .(6.13)
As before we trivialize the bundles of forms by our choice of coordinates on CN . Thus
we can think of smooth p0, qq-forms of E1 as systems of n-tuples ui “ pui,kq
n
k“1 of
p0, qq-forms uik P C
8
p0,qqpQi;Hh1prqq, with
uik “
ÿ
|α|“q
ui,k,αdz¯
α,
where ui,k,α is a C
8-function with values in Hhprq and where the ui satisfy (6.13).
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To define the space L2p0,qqpQ,E1;Hh1prqq of L
2-forms we consider the Hilbert space
Xpqq “
Iź
i“1
nź
k“1
L2p0,qqpQi;Hh1prqq,(6.14)
We then set
(6.15)
L2p0,qqpQ,E1;Hh1prqq “ Hpqq “!
u “ puiqi “ puikqi,k P Xpqq | ui “ Gijuj for all i, j
)
.
The norm }u}q on the space Xpqq is associated to the natural inner product
pg|vqq “
ÿ
i
pgi|viqq,i(6.16)
where g “ pgikqik, v “ pvikqik, and p¨|¨qq,i is the inner product of the Hilbert spaceśn
k“1 L
2
p0,qqpQi;Hh1prqq.
We define the B¯-operator on Hpqq “ L2p0,qqpQ,E1;Hh1prqq as a restriction of the B¯-
operator on Xpqq which we define component wise. Since the coefficients Gij are ana-
lytic, we have from (6.13)
B¯ui “ Gij B¯uj .(6.17)
and hence we obtain B¯ : L2p0,qqpQ,E1;Hh1prqq Ñ L
2
p0,q`1qpQ,E1;Hh1prqq and thus our
complex
(6.18) L2p0,0qpQ,E1;Hh1prqq
B¯
ÝÑ L2p0,1qpQ,E1;Hh1prqq
B¯
ÝÑ . . .
B¯
ÝÑ L2p0,qqpQ,E1;Hh1prqq
B¯
ÝÑ .
We will next prove the exactness of this complex, i.e.,
Proposition 6.2. Let ω P L2p0,q`1qpQ,E1;Hh1prqq with B¯ω “ 0. Then there exists
u P L2p0,qqpQ,E1;Hh1prqq such that B¯u “ ω.
Let us pause to argue that this proposition implies the vector bundle part of Propo-
sition 5.4. Let ω P E
qh,p0,q`1q
Q pQq such that B¯ω “ 0. By compactness of Q there exists an
m such that ω is a smooth p0, qq form of E1 with h1 “ p1` 1{mqh. Thus, arguing just
as in the trivial bundle case, ω can be viewed as an element in L2p0,q`1qpQ,E1;Hh1prqq
and by the above lemma we can produce a u such that B¯ω “ 0 with all the component
functions smooth. Continuing to argue as we did earlier in this section we conclude
that u P E
qh,p0,qq
Q pQq. Thus the proof of Proposition 5.4 is complete once we establish
the proposition above.
We will now start preparations for the proof of Proposition 6.2. For the purposes
of the rest of this section we denote, as in [H], the B¯-operator on Xpqq by T and the
B¯-operator on Xpq ` 1q by S. Then
T : Xpqq XDpT q Ñ Xpq ` 1q,(6.19)
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where its domain of definition is
(6.20)
DpT q :“
!
puikqk “ : uik P L
2
p0,qqpQi;Hh1prqq XDpB¯q››pB¯uikq;L2p0,q`1qpQi;Hh1prqq›› ă 8 @k);
recall that DpB¯q Ă L2p0,qqpQi;Hh1prqq is defined as in (6.6). In the same way we have
S : Xpq ` 1q XDpSq Ñ Xpq ` 2q .(6.21)
Since the Hilbert spaces here are finite Cartesian products, the next claim follows from
the corresponding properties of the component operators.
Lemma 6.3. Both operators T and S are densely defined and closed.
As a consequence, the adjoint operator T ˚ : Xpq`1qXDpT ˚q Ñ Xpqq and its domain
can be defined in the standard way.
Recall that we have written Hpqq for L2p0,qqpQ,E1;Hh1prqq. We write T˜ : Hpqq X
DpT q Ñ Hpq ` 1q for the restriction of T and S˜ : Hpq ` 1q XDpSq Ñ Hpq ` 2q for the
restriction of S. To analyze the operators T˜ and S˜ let us write
X
2pqq “
ź
iăj
nź
k“1
L2p0,qqpQi XQj;Hh1prqq .
Let us introduce the following notation, pui, ujq stands for an entry in Xpqq which is
non-zero only in positions i, j where the entries are as indicated. We have an exact
sequence
0Ñ Hpqq Ñ Xpqq
L
ÝÑ X2pqq
where L is given by
Lpui, ujq|Qi1XQj1 “
#
0 if pi1, j1q ‰ pi, jq,
uj ´Gjiui if pi
1, j1q “ pi, jq.
The expression uj ´Gjiui is to be interpreted as first restricting ui and uj to QiXQj.
The orthogonal complement HpqqK is then given as the image of the adjoint L˚. An
easy calculation shows that
L˚puijq “ p´
tG¯jiuij , uijq .
Were we use same notation as above and we interpret the uij and the ´
tG¯jiuij as
elements in L2p0,qqpQj ;Hh1prqq and L
2
p0,qqpQi;Hh1prqq using the inclusions (given by ex-
tension by zero) L2p0,qqpQiXQj;Hh1prqq Ă L
2
p0,qqpQj ;Hh1prqq and L
2
p0,qqpQiXQj;Hh1prqq Ă
L2p0,qqpQi;Hh1prqq, respectively.
We now have
Lemma 6.4. The spaces Hpqq and HpqqK Ă Xpqq contain dense subspaces H8pqq and
H8,Kpqq, respectively, consisting of C8-functions.
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Proof. The space H8pqq is of course just the space of smooth sections of the bundle E1
and as such it is of course dense in Hpqq. As was pointed above the HpqqK is a finite
linear combination of elements of the form L˚puijq “ p´
tG¯jiuij , uijq. To construct
H8,Kpqq we take linear combinations of the L˚puijq where uij are smooth functions
on Q with support in Qi X Qj. The L
˚puijq are smooth and H
8,Kpqq is dense by
construction. 
As the operators T˜ and S˜ are clearly closed, the lemma above immediately implies
that
(6.22) The operators T˜ and S˜ are closed and densely defined .
Proof of Proposition 6.2 In the language we just introduce we are to show that
if ω is in the kernel of S˜ then it is in the image of T˜ . We make use of the following
well-known lemma, see [H, Lemma 4.1.1], for example,
Lemma 6.5. Let T be a linear, closed operator from a dense subspace of H1 into
H2, where Hj are Hilbert spaces, and let F Ă H2 be a closed subspace such that the
range of T satisfies RT Ă F . Then, RT “ F if and only if }g}H2 ď C}T
˚g}H1 for all
g P F XDpT˚q.
Applying Lemma 6.1 component-wise implies that the range of the operator T is
kerS, thus, by Lemma 6.5,
}g} ď C}T ˚g}
for all g P kerSXDpT ˚q for some C. Thus, in order to prove Proposition 6.2, it suffices
to show that
}g} ď C}T˜ ˚g} for all g P ker S˜ XDpT˜ ˚q for some C .
To do so, in view of (6.2), it suffices to show that DpT˜ ˚q “ DpT ˚qXHpq` 1q and that
T˜ ˚ “ T ˚ on DpT˜ ˚q. By definition, DpT˜ ˚q consists of functions g P Hpq ` 1q for which
there exists a constant C “ Cpgq ą 0 such that
|pT˜ v|gqq`1| ď C}v}
for all v P DpT˜ q Ă Hpqq. Thus, we are reduced to showing that if g is above then we
also have
|pTv|gqq`1| ď C
1}v}
for all v P DpT q Ă Xpqq for some C 1.
Note that, of course, T preserves Hpqq, but it does not preserve HpqqK. However, as
we will show next, it preserves HpqqK up to a bounded operator. Let us now consider
L˚puijq “ p´
tG¯jiuij, uijq P Hpqq
K. Then we see that
TL˚puijq “ pB¯p´
tG¯jiuijq, B¯uijq “ p´
tG¯jiB¯uij , B¯uijq ` pp´B¯
tG¯jiquij , 0q
“ L˚T puijq ` pp´B¯
tG¯jiquij , 0q “ L
˚T puijq `Rpuijq .
where R : X2pqq Ñ Xpq`1q is the bounded operator given by Rpuijq “ pp´B¯
tG¯jiquij , 0q.
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Let us now pick w P H8pqq and wK P H8,Kpqq. The elements v of the form v “
w ` wK are dense in Xpqq. Note that we can assume that wK “ L˚uij as it is a linear
combination of such expressions. Then,
(6.23)
|pTv|gqq`1| “ |pT pw ` w
Kq|gqq`1| ď |pTw|gqq`1| ` |pTw
K|gqq`1| ď
C}w} ` |pTL˚uij|gqq`1| “ C}w} ` |pL
˚Tuij|gqq`1 ` pRuij|gqq`1| “
C}w} ` |pRuij |gqq`1| ď C}w} ` }R} }uij} }g} ď pC ` }R}} }g}q}v},
because wK “ p´tG¯jiuij, uijq and hence }uij} ď }w
K}. Thus, the linear map v ÞÑ
pTv|gqq`1 extends to DpT q as a bounded map and (6.23) holds for all v P DpT q. In
other words, g P DpT ˚q and therefore DpT˜ ˚q Ă DpT ˚q XHpq ` 1q. Also, the identity
pv|T ˚gqq “ pv|T˜
˚gqq holds for all v P DpT˜ q and g P DpT˜
˚q, and hence T ˚ “ T˜ ˚ on
DpT˜ ˚q. This completes the proof of Proposition 6.2.
7. Topology on the sheaves and approximation lemmas
In this section we define a topology on global sections of coherent sheaves on compact
blocks. We use these topologies to prove approximation lemmas which will be used in
the next section.
Let F
qh be a coherent Ahˇ
CN
-module where, as usual, h is a function satisfying condi-
tion (5.1). We consider a Stein exhaustion Xν of C
N by compact blocks, i.e., the Xν ,
ν “ 1, . . . are compact blocks with Xν Ă Xµ if ν ă µ and
Ť
Xν “ C
N . We might as
well choose the exhaustion to be given as
Xν “ tz “ pz1, . . . , zN q P C
N | |Re zi| ď ν | Im zi| ď νu .
We apply the Cartan A part of theorem 5.1, i.e. the existence of surjections
(7.1) pA
qh
Xν q
‘pν ։ F
qh
Xν
to the compact blocks Xν to obtain presentations
(7.2) A
qh
CN
pXνq
‘pν ։ F
qhpXνq .
We now fix these presentations. Recall that we constructed F
qk in section §4 associated
to the sheaf F
qh and a level k ď h. By base change the presentations (7.1) then give
rise to analogous presentations
pA
qk
Xν
q‘pν ։ F
qk
Xν
.
and passing to global sections we have
(7.3) A
qk
CN
pXνq
‘pν ։ F
qkpXνq .
Let us write k :“ h{2. The space F
qhpXνq is a direct limit of an increasing sequence of
Banach spaces
`
F
qh
ν,m, }¨}Xν ,m
˘
Ă F
qhpXνq, m P N. To see this we argue as follows. Since
Xν is compact, for any continuous function h1 : Xν Ñ R` which satisfies h1pxq ą hpxq
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for x P Xν , we can find ε ą 0 such that h1 ě p1 ` εqh. Hence, the space A
qh
CN
pXνq is a
countable direct limit of Banach spaces,
(7.4) A
qh
CN
pXνq “ limÝÑ
h1ąh
A
h1
CN
pXνq “ limÝÑ
mÑ8
A
p1`1{mqh
CN
pXνq,
where the norm of A
p1`1{mqh
CN
pXνq is given by
(7.5) sup
Xν
}f}p1` 1
m
qh “ sup
xPXν
}fpxq}p1` 1
m
qhpxq “ sup
xPXν
8ÿ
j“0
|ajpxq|}t
j}p1`1{mqhpxq.
for fpx, tq “
ř8
j“0 ajpxqt
j (cf. (3.1)). Then, pA
qh
CN
pXνqq
‘pν and thus also FpXνq are
countable direct limits of Banach spaces, the latter as a quotient in the presentations
we fixed in (7.2)
pA
qh
CN
pXνqq
‘pν ։ FpXνq .
Now, A
qk
CN
pXνq has a bounded set which contains a neighborhood of 0 of A
qh
CN
pXνq.
Indeed, from (7.5) it is easy to see that the bounded set can, for example, be chosen to
be tf : supXν }f}4{3k “ supXν }f}2{3h ď 1u, which contains the neighborhood
Γ
` ď
mPN
tf : sup
Xν
}f}p1`1{mqh ď 1u
˘
;
here Γ denotes the absolutely convex hull.
Let us recall that by (4.4) we have an inclusion F
qhpXνq Ă FqkpXνq. Furthermore:
Lemma 7.1. Given ν, there is a bounded set Bpνq Ă F
qkpXνq which contains a neigh-
borhood Upνq of 0 of F
qhpXνq Ă FqkpXνq.
Proof. By the remark just above, the space pA
qk
CN
pXνqq
‘pν has a bounded set which is a
neighborhood of 0 of pA
qh
XpXνqq
‘pν . The claim follows from the commutative diagram
pA
qh
CN
pXνqq
‘pν ÝÝÝÝÑ pA
qk
CN
pXνqq
‘pν§§đ §§đ
F
qhpXνq ÝÝÝÝÑ FqkpXνq,
where the horizontal mappings are inclusions and the vertical ones are continuous
surjections defining the topologies of the spaces on the last row. 
We denote the Minkowski functional of the bounded set Bpνq by
(7.6) }f}Bpνq “ inftr ą 0 : f P rBpνqu.
This is well defined for f P F
qhpXνq, by the lemma above. Moreover:
(7.7)
convergence with respect to } ¨ }Bpνq implies
convergence in the topology of F
qkpXνq.
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We will now formulate the second approximation theorem we will make use of in the
next section. In this lemma we fix the level h but compare the topologies on various
F
qhpXνq.
To compare these norms for various Xν let us consider Xν and Xν`1. By restricting
the presentation
pA
qh
Xν`1
q‘pν`1 ։ F
qh
Xν`1
to Xν we obtain two presentations of F
qh|Xν and we then choose sν`1,ν once and for all
so that
A
‘pν`1
Xν
sν`1,ν
ÝÝÝÝÑ A‘pνXν§§đ §§đ
F
qh|Xν Fqh|Xν
commutes. Passing to global sections we obtain:
(7.8)
ACN pXν`1q
‘pν`1 ÝÝÝÝÑ ACN pXνq
‘pν`1
sν`1,ν
ÝÝÝÝÑ ACN pXνq
‘pν§§đ §§đ §§đ
F
qhpXν`1q ÝÝÝÝÑ FqhpXνq FqhpXνq
with surjective columns.
Lemma 7.2. Given ν, γ1ν P FpXνq and a collection of continuous seminorms } ¨ }ν,n on
FpXnq, n ď ν, then, for any ε ą 0, there exists γν P F
qhpXν`1q such that for all n ď ν
we have
}γν |Xn ´ γ
1
ν |Xn}ν,n ď ε.(7.9)
Proof. 1˝. We show that the restriction map A
qh
CN
pXν`1q Ñ A
qh
CN
pXνq has dense image.
Given g1ν P A
qh
CN
pXνq we write g
1
νpxq “
ř8
j“0 aν,jpxqt
j , where aν,j are scalar holomorphic
mappings on Xν . We also choose m such that g
1
ν P A
p1`1{mqh
X pXνq (see (7.4)), i.e., we
have g1νpxq P Ap1`1{mqhpxq for all x P Xν .
Given ε we now choose l such that (cf. (7.5))
sup
xPXn
}
8ÿ
j“l
aν,jpxqt
j}p1`1{mqhpxq “ sup
xPXn
8ÿ
j“l
|aν,jpxq|}t
j}p1`1{mqhpxq ă ε{2
for all n ď ν. Then, we have finitely many scalar holomorphic mappings aν,j : Xν Ñ C,
j ă l, and using the Runge approximation theorem on Xν , we approximate all of them
by corresponding polynomials Pν,j : X Ñ C, j ă k such that
sup
xPXn
k´1ÿ
j“0
ˇˇ
Pν,jpxq ´ aν,jpxq
ˇˇ
}tj}p1`1{mqhpxq ă ε{2
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for all n ď ν. We define gν P A
qh
CN
pXν`1q by
gνpxq “
k´1ÿ
j“0
Pν,jpxqt
j , x P Xν`1.
It is clear from above that for all n ď ν
sup
xPXn
}gνpxq ´ g
1
νpxq}p1`1{mqhpxq ă ε.
2˝. We now consider the following commutative diagram:
(7.10)
`
A
qh
CN
pXν`1q
˘‘pν`1 ÝÝÝÝÑ `Aqh
CN
pXνq
˘‘pν`1§§đ §§đ
F
qhpXν`1q ÝÝÝÝÑ FqhpXνq
By the above argument, the top mapping has dense image. Also, the vertical mappings
in (7.10) are continuous surjections. Hence, the bottom map necessarily also has dense
image. Moreover, the expression
(7.11) }f}ν “
νÿ
n“1
››f |Xn››ν,n
is a continuous seminorm on F
qhpXνq, since the restriction maps are continuous. Con-
sequently, we can approximate any element of F
qhpXνq arbitrarily well by an element of
F
qhpXν`1q with respect to the seminorm (7.11). Hence, (7.9) follows. 
8. Cartan theorems
In this section we prove Cartan’s theorems A and B in our setting. As we mentioned
in the introduction, we follow the classical strategy and pass from the compact case of
the theorem to the general case by a Stein exhaustion. However, in our setting this
process is not as straightforward as in the classical case as controlling various seminorms
is more tricky. To control these norms we are forced to allow the auxiliary base rings
Aqh to vary along X.
We state our main theorem here for completeness.
Theorem 8.1. Let X be a Stein manifold and let F be a coherent AX-module. Then
HipX,Fq “ 0 for i ě 1. Furthermore, the sheaf F is generated by its global sections.
Remark 8.2. We can slightly generalize the theorem above. It also holds for coherent
A
qh
X -module provided that h satisfies condition (5.1). The proof below goes through in
this case with minor adjustments.
As we remarked earlier we can assume that X “ CN as any Stein manifold can be
embedded in CN for some N . We first remark that theorem A follows formally from
theorem B in a similar manner as as was explained in section 5 for compact blocks. In
our setting the argument there gives a surjection H0pX,Fq bA AX Ñ F.
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We now consider a Stein exhaustion pXνqνPN by compact compact blocks in C
N , as
in the previous section. By theorem 5.1 we can conclude that
HipXν ,Fq “ 0 for i ě 1 .
By a very general argument, see, for example, [GrRe, Chapter 4, §1,Theorem 4] we
conclude that HipX,Fq “ 0 for i ě 2. Thus we are left to deal with the case i “ 1.
To prove the vanishing of H1pX,Fq we fix a countable cover of CN by precompact
open Stein domains Ui, i P N. We can and will assume that the cover has the property
that for any Xν only finitely many of the Ui have a non-trivial intersection with Xν .
We will next choose Stein domains pViqiPN such that Vi Ă V¯i Ă Ui and such that the
Vi still form a cover of C
N . O course, the sets V¯i are compact. We also assume to be
given a representative α P
ś
FpUi X Ujq of a class in H
1pX,Fq; we fix α for the rest of
the proof. Let us now consider the Chech complexes:ś
FpUiq
δ0
ÝÝÝÝÑ
ś
FpUi X Ujq
δ1
ÝÝÝÝÑ
ś
FpUi X Uj X Ukq ÝÝÝÝÑ . . .§§đ §§đ §§đś
FpV¯iq
δ0
ÝÝÝÝÑ
ś
FpV¯i X V¯jq
δ1
ÝÝÝÝÑ
ś
FpV¯i X V¯j X V¯kq ÝÝÝÝÑ . . .§§đ §§đ §§đś
FpViq
δ0
ÝÝÝÝÑ
ś
FpVi X Vjq
δ1
ÝÝÝÝÑ
ś
FpVi X Vj X Vkq ÝÝÝÝÑ . . .
Now, the first row and the third row both compute the cohomology H˚pX,Fq and
the restriction map from the first row to the third row induces the identity map on
H˚pX,Fq. Restricting the cocycle α to the cover pViq we obtain αV P
ś
FpViXVjq. As
αV comes from
ś
FpV¯i X V¯jq we see that each component αV pi, jq P F
hi,j pVi X Vjq for
some constants hi,j ą 0.
Let us choose a twice differentiable function h : X Ñ R` (recall that h is a function
of the norm r “ |x|, only) such that it is smaller than the above constants hi,j on the
sets UiXUj and satisfies the condition (5.1). This is possible because for each Xν there
are only finitely many Vi intersecting Xν . Let us write hν for the minimum of the hi,j
arising from the Vi which intersect Xν . Thus, the function h : R
` Ñ R` has to satisfy:
hprq ă hν if ν ´ 1 ď r ď ν .
To obtain an h satisfying this condition one simply chooses H to decrease sufficiently
rapidly and then h is given by formula (5.2).
We also denote k “ h{2 as in Lemma 7.1. As a consequence, we have
(8.1) αV P
ź
i,j
F
qhpVi X Vjq
where F
qh is the sheaf associated to F constructed in section §4. According to the
discussion in §4, see in particular (4.4), we have canonical inclusions F
qh Ă Fqk Ă F.
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Because H1pXν ,F
qhq “ 0 we conclude that αV restricted to Xν is trivial, i.e., there
is a
β1ν P
ź
iPI
F
qhpUi XXνq(8.2)
such that
pδ0|Xνqβ
1
ν “ α|Xν .(8.3)
We have:
Lemma 8.3. Given α P Ker δ1 Ă
ś
F
qhpVi X Vjq as in (8.1), there exist sequences
pβνq
8
ν“1, βν P
ś
i F
qhpVi XXνq, and pδνq8ν“1, δν Pśi FqkpXν´1q with the following prop-
erties for all ν:
1) pδ0|Xν qβν “ α|Xν
2)
`
βν`1 ` δν`1
˘ˇˇ
Xν´1
“
`
βν ` δν
˘ˇˇ
Xν´1
in
ś
i F
qkpVi XXν´1q
Let us first argue that this lemma implies the main result. By property 2) of the
lemma, there exists a section β P
ś
i F
qkpViq Ă śi FpViq such that β ˇˇXν “ `βν`1 `
δν`1
˘ˇˇ
Xν
for all ν. Property 1) of the lemma then implies
pδ0|Xν qβ “ pδ
0|Xν qpβν`1
ˇˇ
Xν
q ` pδ0|Xν qpδν`1
ˇˇ
Xν
q “ α|Xν ,
which gives δ0pβq “ α. As α was an arbitrary 1-cocycle we conclude that H1pX,Fq “ 0.
Thus, it remains to prove the lemma.
Proof of lemma 8.3. We make the following definition by induction: assume that
ν P N and that
βm P
ź
i
F
qhpUi XXmq , m ď ν(8.4)
have been chosen such that
pδ0|Xmqβm “ α|Xm for all m “ 1, . . . , ν.(8.5)
We define
γ1ν “ β
1
ν`1|Xν ´ βν ,(8.6)
hence, we have
pδ0|Xν qγ
1
ν “ pδ
0|Xν q
`
β1ν`1|Xν
˘
´ pδ0|Xν qβν “ α|Xν ´ α|Xν “ 0
by (8.3) and (8.5); as a consequence, γ1ν P F
qhpXνq.
We now apply Lemma 7.1 for all n ď ν. Thus we obtain bounded sets Bpnq Ă F
qkpXnq
which contain open neighborhoods Upnq of the origin in F
qhpXnq. We also write }¨}ν,n for
the continuous seminorms on F
qhpXnq whose unit ball is the open neighborhood Upnq.
By Lemma 7.1 and the notation introduced in (7.6) we can find constants Kpν, nq ą 1
such that
(8.7) }f}Bpnq ď Kpν, nq}f}ν,n
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for all f P F
qhpXnq. We now apply Lemma 7.2 to γ1ν and thus find γν P FqhpXν`1q such
that
(8.8) }γ1ν |Xn ´ γν |Xn}ν,n ď 2
´ν
`
max
nďν
Kpν, nq
˘´1
.
To complete the induction step we define
βν`1 “ β
1
ν`1 ´ γν P
ź
i
F
qhpUi XXν`1q,(8.9)
which implies
pδ0|Xν`1qβν`1 “ pδ
0|Xν`1qβ
1
ν`1 ´ pδ
0|Xν`1qγν “ α|Xν`1 ´ 0.
It remains to construct the δν . For all ν P N we now define
s
pνq
j “ βν`j |Xν ´ βν , j “ 1, 2, . . . .(8.10)
We claim that the sequence
`
s
pνq
j |Xν
˘8
j“1
, viewed as a sequence in F
qkpXνq converges
with respect to the seminorm } ¨ }Bpνq, when j Ñ 8. Thus, by (7.7), the sequence`
s
pνq
j |Xν
˘8
j“1
converges in F
qkpXνq.
We will then set
δν “ lim
jÑ8
s
pνq
j .(8.11)
To verify the claim, let ν be fixed. We first observe that by (8.6), (8.9),
βn`1|Xn ´ βn “ γ
1
n ´ γn|Xn ,
for all n ď ν, hence,
s
pνq
j “ βj`ν |Xν ´ βj`ν´1|Xν ` βj`ν´1|Xν ´ . . .` βν`1|Xν`1 ´ βν |Xν
“
jÿ
k“0
γ1ν`k´1|Xν ´ γν`k´1|Xν P F
qhpXνq.
In the same way,
s
pνq
j ´ s
pνq
l
“ βj`ν |Xν ´ βj`ν´1|Xν ` βj`ν´1|Xν ´ . . . ´ βl`ν |Xν
“
j´1ÿ
k“l
γ1k`ν |Xν ´ γk`ν|Xν ,
hence, by (8.7), (8.8),
}s
pνq
j ´ s
pνq
l }Bpνq
ď
j´1ÿ
k“l
Kpk ` ν, νq
››γ1k`ν |Xν ´ γk`ν |Xν ››k`ν,ν
ď
j´1ÿ
k“l
2´ν´k ă ε,
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if l is large enough. Therefore the s
pνq
j form a Cauchy sequence in F
qkpXνq and so we
have constructed the δν P F
qkpXνq.
Now, from (8.10), (8.11) we deduce that the sequences
`
βν`j |Xν
˘
jPN
also converge
in F
qkpXνq and hence,
pδν ´ δν`1q|Xν´1 “ lim
jÑ8
ps
pνq
j ´ s
pν`1q
j q|Xν´1
“ ´βν |Xν´1 ` βν`1|Xν´1 ` lim
jÑ8
βν`j |Xν´1 ´ lim
jÑ8
βν`1`j |Xν´1
“ ´βν |Xν´1 ` βν`1|Xν´1 .
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