DeepQoE: A unified Framework for Learning to Predict Video QoE by Zhang, Huaizheng et al.
ar
X
iv
:1
80
4.
03
48
1v
1 
 [c
s.M
M
]  
10
 A
pr
 20
18
DEEPQOE: A UNIFIED FRAMEWORK FOR LEARNING TO PREDICT VIDEO QOE
Huaizheng Zhang1, Han Hu1, Guanyu Gao1, Yonggang Wen1 and Kyle Guan2
1 Nanyang Technological University, Singapore
2 Nokia Bell Labs, 791 Holmdel Road, Holmdel, NJ, USA
{huaizhen001, hhu, ggao001, ygwen}@ntu.edu.sg, kyle.guan@nokia.com
ABSTRACT
Motivated by the prowess of deep learning (DL) based tech-
niques in prediction, generalization, and representation learn-
ing, we develop a novel framework called DeepQoE to predict
video quality of experience (QoE). The end-to-end framework
first uses a combination of DL techniques (e.g., word embed-
dings) to extract generalized features. Next, these features
are combined and fed into a neural network for representation
learning. Such representations serve as inputs for classifica-
tion or regression tasks. Evaluating the performance of Deep-
QoE with two datasets, we show that for the small dataset,
the accuracy of all shallow learning algorithm is improved
by using the representation derived from DeepQoE. For the
large dataset, our DeepQoE framework achieves significant
performance improvement in comparison to the best baseline
method (90.94% vs. 82.84%). Moreover, DeepQoE, also re-
leased as an open source tool, provides video QoE research
much-needed flexibility in fitting different datasets, extract-
ing generalized features, and learning representations.
Index Terms— QoE, Prediction, Deep Learning, Repre-
sentation, Framework
1. INTRODUCTION
Video quality of experience (QoE), which assesses directly
the perceptual quality of service (QoS) from the end users
perspective, has become the de facto metric in guiding the
design, deployment, and operation of video related services
and applications [1, 2]. Notwithstanding its ever crucial role
in services like video streaming, the measurement, modeling,
and prediction of video QoE remain challenging tasks [3].
Video QoE depends on many often inter-related factors, from
system parameters such as resolution and frame rate [4, 5] to
demographic information such as gender and age [5]. These
factors, often referred to as influence factors (IFs), fall into
three categories: system IFs, context IFs, and human IFs.
Though user experience is often considered as subjective and
hard to quantify, human IFs will continue to be an essential
part of QoE measurement and prediction [2]. For measur-
ing QoE, two types of models, subjective test model and ob-
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jective quality model, are often used [6]. Subjective test di-
rectly measures QoE by soliciting users evaluation under the
controlled laboratory environment. Users are given a series
of tested video sequences (original and processed ones) and
then required to provide scores on the video quality. Objec-
tive quality models often use the results from subjective tests
as ground truth to identify the objective QoS parameters that
contribute to user perceptual quality and map these parame-
ters to user QoE. Though these models are widely deployed,
they have drawbacks. First, conducting subjective tests can
be costly in terms of time and money. Second, these models
often rely on hand-crafted features and data representations
that are unique to the specific dataset, thus are difficult to be
applied to other scenarios directly. As such, when applied to
the new datasets, these models often do not generalize well.
Third, though video QoE prediction can take the form of ei-
ther classification or regression, both tasks often share signif-
icant similarities in features and processing methods. How-
ever, many models neglect these similarities and develop sep-
arate frameworks for feature engineering and training to per-
form classification or regression, often leading to inefficiency
in the model developing and training process.
To bridge these gaps, we aim to design a QoE prediction
framework with the following design guidelines and objec-
tives. First, the use of dataset-specific representation and fea-
ture engineering should be minimized. Instead, by leveraging
the potential of deep learning techniques and the availabil-
ity of large datasets, both feature extraction and representa-
tion should be designed in an end-to-end learning based man-
ner. Second, the framework should have the efficiency, con-
figurability, and flexibility to perform multiple tasks and to
facilitate transfer learning. To this end, we propose Deep-
QoE, an end-to-end and unified deep learning based frame-
work that consists of three phases in tandem. First, we lever-
age deep learning based techniques (i.e. convolutional neural
networks (CNNs)) to extract general features from different
datasets or types of data. By applying these techniques, we
can map data of different types and modalities all into the
same high-dimensional feature space. Next, a deep neural
network (DNN) is used to process different features to pro-
duce a representation. Finally, the existing or DeepQoE mod-
els can take directly the learned representations as input for
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Fig. 1. DeepQoE framework. Input data, categorized into
four types, is first processed with different learning based
methods and then concatenated into one feature vector to
learn a representation. The learned representation is used for
classification or regression.
classification or regression tasks. In a nutshell, the whole
framework supplies a complete pipeline for feature extrac-
tions, representation learning, and QoE prediction, which is
applicable for a variety of datasets.
We compare DeepQoE to some shallow learning algo-
rithms (e.g., decision tree) when solving classification prob-
lem. The results show that, in the small dataset, the per-
formance of our framework is comparable to these non-
deep-learning based algorithms. All machine learning al-
gorithms perform better by using the representation derived
from DeepQoE. When applying to a large dataset, DeepQoE
achieves significant performance improvements compared to
the strongest baselines (DeepQoE 90.94% vs. SVM 82.84%).
In addition to the performance improvement, the proposed
framework has the following advantages. First, to the best
of our knowledge, DeepQoE is the first model to predict di-
rectly the QoE score, in the form of either classification or
regression, using the same framework. Second, with the help
a diverse set of deep learning techniques, DeepQoE provides
powerful generalization and feature extractions, which enable
effective transfer learning in video QoE research. To facilitate
the QoE research, We also develop DeepQoE into an open
source tool and release pre-trained DeepQoE models.
The rest of the paper is organized as follows. Section
II introduces related works for deep learning and video QoE
prediction. Section III provides a detailed description of the
design of the DeepQoE framework. Section IV shows the de-
tails of experiments and presents experiments results. Section
V concludes this paper and discusses future works.
2. RELATED WORKS
Deep Learning. Deep learning has emerged as a powerful
set of frameworks and techniques that are widely applied to
the research of computer vision, natural language processing,
and speech recognition. In this work, we focus on three deep
learning techniques: CNNs, word embeddings, DNNs. CNNs
are the most powerful tool to process visual information and
often provide much better results than traditional models in
video analysis task [7, 8]. Among various CNN frameworks
aimed to extract video features, DeepVideo [7] first use CNN
to extract features frame-by-frame and then fuse them to
derive temporal correlations. 3-Dimensional Convolutional
Neural Networks (C3D) [8], with an added dimension in the
convolution filters, produces features that contain both frame
and context information. Word embeddings map words into
vectors, such that vectors of words that are similar in seman-
tics are also close in distance. Two prevailing frameworks
are word2vec [9] and GloVe [10]. Word2vec, a supervised
learning based framework, uses a very large-scale dataset to
learn word embeddings. In comparison, GloVe is an unsuper-
vised learning based approach that uses co-occurrence statis-
tics to produce word vectors. DNNs, also called deep forward
networks, are often used function approximators. Recently,
many new techniques, such as Dropout [11], are introduced
to overcome the issues of over-fitting.
Video QoE Prediction. The prevailing approaches for
video QoE prediction in general fall into two categories: ob-
jective QoE monitoring and data-driven approaches. Objec-
tive QoE monitoring often considers a set of video QoE influ-
ence factors (IFs) and design schemes to fit them. [12] selects
video content as the IF and propose a clustering algorithm to
predict QoE. In [13], a user-centric model is built to select
the important external audiovisual factors and users’ internal
factors. Among data-driven approaches, some machine learn-
ing algorithms (e.g., linear regression [14], decision tree [1])
has been applied to predict QoE and to identify the important
factors. Recently, deep learning techniques such as recurrent
neural networks [15] have been used to predict video QoE.
Since most of these models or frameworks often rely on fea-
tures unique to the particular dataset used, they may lack the
capability to generalize. In addition, the models are designed
to solve one task only: either classification or regression. To
address these issues, we propose our DeepQoE framework,
which can not only process data with a wide range of formats
and modality and but also has the flexibility of performing
both classification and regression tasks.
3. FRAMEWORK DESIGN
The architecture of the proposed framework is illustrated in
Fig. 1. It has three phases that supply an end-to-end pipeline
for predicting video QoE: feature preprocessing, representa-
tion learning, and QoE prediction.
3.1. Feature preprocessing
The goal of feature preprocessing phase is to map input data
into initial feature vectors, which are to be fed into the rep-
resentation learning phase. Since the training datasets could
come from different sources, they pose the challenges for fea-
ture preprocessing in regard to the following aspects:
• Heterogeneity in data modality and type: some datasets
only contain categorical information and numerical val-
ues; while other datasets include video sequences (or
video features) as well as detailed text descriptions of
video type and content.
• Heterogeneity in representation approaches: even
within a dataset, finding a general representation for
different categorical information can be difficult. For
example, while it is easy to encode user gender infor-
mation with 0 and 1, it is less straightforward to encode
the resolution information (e.g., 480P, 720P, and etc.)
in an efficient manner. Moreover, categorical informa-
tion such as video type can be represented as an index
(integer), one-hot vector (vector of zeros and one), or
an embedded vector (vector of continuous variables).
It is not immediately obvious which representation will
give rise to the best classification or regression perfor-
mance.
To address these challenges, we categorize the input data
into four types: text, video, categorical information (inte-
ger values), and continuous values. For each input type, we
adopt a specific approach to extract the features. Specifically,
we use GloVe (pre-trained on Wikipedia corpus), C3D (pre-
trained on Sport-1M dataset), embedding layer, and dense
layer to extract the features for text, video, categorical infor-
mation, and continuous values, as shown in Fig. 1. Let xi
denote the input data of type i and vi denote the extracted
feature vector, the prepossessing can be summarized as:
vi = fi(xi; δ) ∈ R
U , (1)
where fi represents the feature extraction method for data
type i and δ represents the learned parameters.
3.2. Learning representation
In this phase, different feature vectors output by the prepro-
cessing phase are firstly fused into a single feature vector. We
use a simple concatenation to combine different feature vec-
tors (we find other fusion approaches (such as 1D CNN [16])
can not offer noticeable performance improvement). Specif-
ically, the fusion operation has the following mathematical
form:
s = C(g1(v1), g2(v2), ..., gi(vi)), (2)
Fig. 2. Performance comparison between using original fea-
tures and using representations derived fromDeepQoE. Using
DeepQoE representations, all models achieve better perfor-
mance.
where s is the fused feature vector, C represents concatena-
tion operation, and gi is a general function associated with
feature v1. The salient feature of this design is that gi(vi)
provide a general and flexible way of assigning different
“weights” for different features. Moreover, the choices of
gi can be considered as a form of hyper-parameter tuning
in the training process. This approach can help us not only
to achieve better performance but also to identify the impor-
tant contributing factors to QoE (by evaluating the gi(vi) that
achieve the best performance) during training and testing.
The fusion layer is followed by a few fully connected lay-
ers to continue the learning of a representation. The number
of layers is another design parameter that can be adjusted de-
pending on the size of the dataset. In particular, the represen-
tation out at layer j, rj , has the following form:
r
(j) = f(W(j)s(j−1) + b(j)), (3)
where s(j−1), Wj , bj , and f represent the input, the weight,
the bias, and the activation function of layer j. In addition,
dropout technique [11] is applied these hidden layers when
training to prevent overfitting.
3.3. Predicting video QoE
In this phase, the learned representation is fed into a NN or a
DNN, which performs either classification or regression. Let
s
(l) denote the representation vector output from representa-
tion learning phase and Y denote the ground-truth. Using a
NN with only a single layer (specified by the weight matrix
W
l+1) as an example, we apply cross-entropy as loss func-
tion for classification:
L = −Y logF(Wl+1s(l) + bl+1), (4)
where F is the softmax activation function. For regression,
the loss function is:
L =
1
m
(Y −F(Wl+1s(l) + bl+1))2, (5)
Fig. 3. Performance comparison of different methods on the
small dataset. DeepQoE is comparable to the shallow learning
algorithms by using same original features.
whereF is the linear activation function andm is the number
of samples in a training batch.
4. RESULTS PRESENTATION
To evaluate the performance of the proposedDeepQoE frame-
work, we design three experiments based on two datasets. For
each experiment, the architecture of DeepQoE is adjusted ac-
cording to the requirement of the experiment.
4.1. Small text dataset
The first and second experiments both use a small data set
WHU-MVQoE2016 [17]. There are four video types: movie,
cartoon, news, and sports. For each type, there are two differ-
ent video titles. Each video title is encoded with three resolu-
tions: 720P, 480P, and 360P. In addition, each resolution is en-
coded with three different bitrates. In total there are 72 video
clips in the dataset. A total of 16 subjects are asked to watch
videos on the phone and rate them in the score of one (bad) to
five (excellent). The dataset also includes the ages and gen-
ders of the end users. After post-processing, the datasets con-
tains 1116 rating scores and 72 mean opinion scores (MOS).
4.1.1. Classification
The first experiment is conducted to predict users’ voting
scores, which can be cast as a classification task of five
classes. In the pre-processing module, we use pre-trained
GloVe model to transform four video types to four 50-
dimension vectors. For resolution, we use an embedding layer
to map a resolution value to a vector of eight dimensions. For
bitrate and user age, we normalize them to range [0, 1] and
use the dense layer to get two vectors of one dimension; For
user gender information, we use an embedding layer to get
a vector of one dimension. Next, the 50-dimension vector
of video type is reduced to 5-dimension. The representation
learning phase concatenates these vectors into a single one
Fig. 4. Spearman Rank Order Correlation Coefficient
(SROCC) of our DeepQoE trained by using news, cartoon
and sport videos and tested on the movie videos.
and then feed it to two fully connected layers, with dropout
technique applied to prevent overfitting. Finally, the output
layer use softmax activation function and cross entropy loss
function of training and prediction.
We compare the DeepQoE model with and other shallow
learning models (such as SVM and random forest). In par-
ticular, we repeat the same experiment 10 times and use the
average as our final result. Each time, the output of the last
fully connected layer of the trained DeepQoE model is fed
into one of the well-known machine learning models as fea-
tures. The results show that all models that use representa-
tions provided by DeepQoE performbetter than using original
features (Fig. 2). By using original features directly, Deep-
QoE may not perform the best, but comparable to the shallow
learning algorithms as demonstrated in Fig. 3.
4.1.2. Regression
In the second experiment, we predict the MOS of the videos.
Since this is cast as a regression problem, the ground truth is
replaced by average scores and data related to user gender and
age is not used.
We use the simple regression model from [2] as the base-
line. The model essentially performs single variable regres-
sion — it predicts MOS based only on the bitrate of a video
title. We first apply this regression model to each of the eight
video titles in our dataset and generate eight mean square er-
ror (MSE) values. We then take the average of these eight
MSEs, which is 0.126. To evaluate the performance of Deep-
QoE, we use all the video related information in our dataset
(video type, resolution, and bitrate) and train the model only
once in an end-to-end fashion. The MSE of DeepQoE regres-
sion is 0.298, as shown in Table 1.
The larger MSE of our model can be initially attributed
Table 1. Regression models comparison.
Video 1 Video 2 Video 3 Video 4 Video 5 Video 6 Video 7 Video 8 Baseline DeepQoE
0.104 0.145 0.107 0.076 0.129 0.076 0.141 0.229 0.126 0.298
Table 2. DeepQoE regression results. We use three kinds of
videos as the training set and then use the remaining one as
the test set to verify that our approach can get a fair prediction
result.
Movie Cartoon Sport News
0.4119 0.5069 0.6771 1.2679
to the fact that deep learning based models often work bet-
ter with a very large dataset, as evident by the results to be
presented in the next section. Improving the regression per-
formance (with the help of new techniques and more data)
remains the focus of our ongoing research. However, we note
that our model has two distinctive advantages. First, the re-
gression performed by the baseline model is on a per-video
basis, thus the regression coefficients obtained for one video
cannot be directly applied to another one. In contrast, our
DeepQoE model, trained on one dataset, includes all the gen-
eral features sufficient to predict MOS of videos of various
type, resolution, and bitrate (Table. 2). Second, for a new
video sequence of given bitrate, baseline model cannot di-
rectly predict the MOS of this video, due to the unavailability
of data points of different bitrates (for obtaining the regression
coefficients). With the help of generalized feature extractions,
our model can find the correlation between the new video and
trained ones, and thus is able to predict the MOS (Figure. 4).
4.2. Large video dataset
For the third experiment, we use a large dataset from [18],
which has 220 different video titles. Each video title is five
seconds in duration and has four different resolutions. For
each resolution, a video title is encoded into 52 video clips
with different quantization parameters (QP). In total, there are
45760 different video clips in the data set. A total of 800 sub-
jects participate in this test. After post-processing, three just-
noticeable-difference (JND) [19] points are derived for each
video clip. A JND point is a statistical quantity that accounts
for maximum difference unnoticeable by a user. Using the
notion of JND to measure the quality of coded images and
videos was recently proposed [20, 21]. As such, we use JND
as QoE metric in our experiment. Specific to our experiment
and dataset [18], the three JND points represent the three QP
parameters at which noticeably degrade of video quality is
observed. That is, any QP values smaller than (before the oc-
currence) of the first JND point is considered excellent; QP
values that are in between the first and second JND points is
considered as good; QP values that are in between the sec-
Fig. 5. Performance comparison on the large dataset. Deep-
QoE shows the best performancewhen comparing to the other
shallow learning algorithms.
ond and third JND points is considered as fair; the QP val-
ues larger than the third JND points are considered as bad.
Thus we cast the QoE predication as a classification problem
with four QoE classes: excellent, good, fair, and bad. Sim-
ilar to the previous two experiment, we extract generalized
features first and then make a prediction using softmax ac-
tivation function. Since this dataset includes the video clips
in addition to categorical data, we take full advantage of this
by using 3D CNN to extract video content feature. The re-
sult shows that DeepQoE model can effectively capture the
JND information and thus provide much better classification
performance the 90.94% accuracy is higher than all of those
generated by shallow learning algorithms as shown in Fig 5.
In comparison to the results generated by using small dataset,
the proposed deep QoE method performs the best in the large
dataset. Moreover, training of the proposed model takes only
about one-sixth of time use for training with SVM, which pro-
vides the best performance in non-deep-learning based algo-
rithms (Table. 3).
5. CONCLUSION AND FUTURE WORKS
Accurate and efficient QoE prediction provides important
guidance to the deployment and operation of video services
and applications. To address two main drawbacks of the
current prediction models, namely over-reliance on dataset-
specific feature engineering and lack of the configurability
for transfer learning, we propose DeepQoE, a deep learning
based framework capable of feature extraction, representa-
tion learning, and QoE prediction. Our results show that the
learned representation via DeepQoE can improve the predic-
tion accuracy of shallow learning models for a small dataset.
Table 3. Training time comparison.
SVM Decision Tree Random Forest AdaBoost Naı¨ve Bayes DeepQoE
3344.64s 82.91s 33.56s 700.03s 233.54s 504.41s
When applied to a larger dataset, our framework is shown
to achieve the best performance in comparison to other start-
of-art algorithms. For our future research, we plan to con-
tinue stress-test and improve the performance of DeepQoE,
as larger datasets of subjective QoE test become available.
We also plan to extend DeepQoE to real-time to QoE predic-
tion. In particular, we will evaluate if techniques such as at-
tention mechanism [22] can help to improve the performance
in continuous-time scenarios.
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