Abstract. We show that the potential which is written as the sum of the TreibichVerdier potential and additional apparent singularities of exponents −1 and 2 is finite-gap, which extends the result obtained previously by Treibich. We also investigate the eigenfunctions of the Schrödinger operator on our potential. In particular, the monodromy of eigenfunctions has two expressions. One is written in terms of a hyperelliptic integral, while the other one is based on the Hermite-Krichever Ansatz. In the course of our study, we also obtain hyperelliptic-to-elliptic integral reduction formulae.
Introduction
Recently several authors have been active in producing a variety of studies of finitegap potential, and several results have been applied to the analysis of Schrödinger-type operators and so on. Here we briefly review these results. Let q(x) be a periodic, smooth, real function, H be the operator −d 2 /dx 2 + q(x), and σ b (H) be the set such that E ∈ σ b (H) ⇔ Every solution to (H − E)f (x) = 0 is bounded on x ∈ R.
If the closure of the set σ b (H) can be written as
where E 0 < E 1 < · · · < E 2g , then q(x) is called the finite-gap potential. Let ℘(x) be the Weierstrass ℘-function with periods (2ω 1 , 2ω 3 ). Ince [3] established in 1940 that if n ∈ Z ≥1 , ω 1 ∈ R and ω 3 ∈ √ −1R, then the potential of the Lamé's operator, is called the algebro-geometric finite-gap potential. Under the condition that q(x) is real-valued, smooth and periodic, it is known that q(x) is a finite-gap potential if and only if q(x) is an algebro-geometric finite-gap potential. For a detailed historical review, see [2] .
In the late 1980s, Treibich and Verdier invented the theory of elliptic solitons, which is based on an algebro-geometric approach to soliton equations developed by Krichever [4] among others, and found a new algebro-geometric finite-gap potential, which is now called the Treibich-Verdier potential (see [15] ). This potential may be written in the form (1.3) v(x) = for the Schrödinger operator −d 2 /dx 2 + v(x), where l i (i = 0, 1, 2, 3) are integers and ω 1 , ω 3 , ω 0 (= 0), ω 2 (= ω 1 − ω 3 ) are half-periods. Subsequently several studies [1, 16, 7, 9, 10, 11, 12] have further added to understanding of this subject. This potential is closely related to Heun's equation [6] . Here, the Heun's equation is a standard canonical form of the Fuchsian equation with four singularities, which is written as + Z correspond to eigenfunctions of the Schrödinger operator of the Treibich-Verdier potential, with the accessory parameter q corresponding to the eigenvalue of this operator.
Later, by following his joint work with Verdier, Treibich [14] established that, if l 0 , l 1 , l 2 , l 3 ∈ Z ≥0 and δ satisfy In this paper, we generalize the results of Treibish and Smirnov. In particular, we will find that, if l 0 , l 1 , l 2 , l 3 ∈ Z ≥0 , δ j ≡ ω i mod 2ω 1 Z ⊕ 2ω 3 Z (0 ≤ i ≤ 3, 1 ≤ j ≤ M) and δ j ± δ j ′ ≡ 0 mod 2ω 1 Z ⊕ 2ω 3 Z (1 ≤ j < j ′ < M), and δ 1 , . . . , δ M satisfy the equation (℘(x − δ i ′ ) + ℘(x + δ i ′ )) (1.9) for the Schrödinger operator −d 2 /dx 2 + v(x) is algebro-geometric finite-gap. For the special case M = 1, we recover the Treibich's result [14] .
Our approach differs from that of Treibich and Verdier and is elementary; we do not use knowledge of sophisticated algebraic geometry. The approach is based on writing the product of two specific eigenfunctions of the Schrödinger operator in the form of a doubly-periodic function for all eigenvalues E, which follows from the apparency of regular singularities of the Schrödinger operator (see [9, 13] ). Using the doubly-periodic function, an odd-order commuting operator is constructed, and it follows that the potential is algebro-geometric finite-gap. As a consequence, we obtain results concerning integral representations of solutions, monodromy formulae in terms of a hyperelliptic integral, the Bethe-Ansatz and the Hermite-Krichever Ansatz, as is shown in [11, 12] for Heun's equation. We can also obtain two expression of monodromy. By comparing the two expressions, we obtain hyperelliptic-to-elliptic integral reduction formulae. Note that our approach can be related to the theory of Picard's potential, which is developed by Gesztesy and Weikard [2] . This paper is organized as follows. In section 2, we show that the potential v(x) in Eq.(1.9) is algebro-geometric finite-gap under the conditions of Eq.(1.8). This result is proven with reference to earlier results presented in [13] . In section 3, we obtain an integral representation of an eigenfunction of the Schrödinger operator, and express global monodromy in terms of a hyperelliptic integral. In section 4, we investigate the eigenfunctions and monodromy by the Bethe Ansatz and the Hermite-Krichever Ansatz. As a consequence, we are able to derive another monodromy formula. In section 5, we obtain hyperelliptic-to-elliptic integral reduction formulae by comparing two expressions of monodromy. In section 6, we consider some examples.
Finite-gap property
In this paper, we investigate the differential equation
for the case when the regular singular points
. Let us recall the definition and properties of apparent singularities. A regular singular point x = a of a linear differential equation of order two is said to be apparent if the differential equation does not have a logarithmic solution at x = a, and exponents α 1 and α 2 are integers at x = a. Eq.(2.1) has regular singular points at
. . , M) are −1 and 2. Now we describe the condition that a regular singular point x = a whose exponents are −1 and 2 is apparent. Since the point x = a is regular singular, the differential equation may be written as
Let F (t) be the characteristic polynomial at the regular point x = a, i.e. F (t) = t 2 + (p 0 − 1)t + q 0 = (t + 1)(t − 2). Now we calculate solutions to Eq.(2.2) of the form
where f (x) is normalized to satisfy c 0 = 1. By substituting this solution form into Eq.(2.2) and comparing coefficients of (x − a) j−3 , we obtain the relations (2.4)
The coefficients c 1 and c 2 may then be determined recursively. For the case j = 3, we have F (2) = 0 and
Eq.(2.5) with the recursive relations (2.4) for j = 1, 2 together constitute necessary and sufficient conditions for a regular singular point x = a, whose exponents are −1 and 2, to be apparent. 
Hence c 1 = 0 (see Eq.(2.4)) and the condition that x = δ j is apparent is written as (2.8)
The condition that x = δ j is apparent may therefore be expressed by
From the identity
Eq.(2.9) is equivalent to Eq.(2.6). The condition that x = −δ j is apparent is given by
and it is equivalent to Eq.(2.6) by the oddness and the double-periodicity of the function ℘ ′ (x). Therefore, if Eq.(2.6) is satisfied, then the points x = ±δ j (j = 1, . . . , M) are apparent.
It is remarkable that Eq.(2.6) does not contain the variable E. We examine this equation with the introduction of (2.12)
in which case Eq.(2.6) is equivalent to the equations
We will now show that Eq.(2.6) has a solution.
Proof. From the assumption ω 1 ∈ R >0 and ω 3 ∈ √ −1R >0 , the functions ℘(x + ω i ) (i = 0, 1, 2, 3) are real-valued for x ∈ R\ω 1 Z and lim x→0,x∈R ℘(x) = lim x→ω 1 ,x∈R ℘(x+ ω 1 ) = +∞. Now we consider the function Φ( 
Upon introducing b j = ℘(δ j ) (j = 1, . . . , M), it follows from the relations
that Eq.(2.6) may be expressed in the algebraic form
under the condition b j = e 1 , e 2 , e 3 (j = 1, . . . , M). For the case M = 1, it is written as 
has an even non-zero doubly-periodic solution that has the expansion (2.19)
for all E.
On the present situation, we can improve Proposition 2.3. 2ω 3 ) and values δ 1 , . . . , δ M , the number of eigenvalues E, such that the dimension of the space of even, doubly-periodic solutions to Eq.(2.18) is no less than two, is finite.
18) has a unique non-zero doubly-periodic solution Ξ(x, E), which has the expansion (2.20)
where the coefficients c 0 (E), b
These polynomials do not share any common divisors, and the polynomial c 0 (E) is monic. We set g = deg E c 0 (E). Then the coefficients satisfy deg E b
j (E) < g for all i and j, and
Proof. By substituting Eq.(2.19) into Eq.(2.18), we derive linear equations in coefficients c 0 , b
and d
to satisfy Eq.(2.18). We replace c 0 , b
Then the linear equations are written as
where M ′′ is the number of equations. It follows from Proposition 2.3 that there exists a non-zero solution to Eq.(2.18). Hence all minors of the matrix (m k,i E + n k,i ) k,i of rank M ′ are identically zero. Now we assume that there exists infinitely-many values E such that the dimension of the space of even, doubly-periodic solutions to Eq.(2.18) is no less than two. Since any minors of the matrix (m k,i E + n k,i ) k,i of rank M ′ −1 are written as polynomials in E, and they must be zero at infinitely-many values of E by the assumption, they are identically zero. Hence the dimension of the space of even, doubly-periodic solutions to Eq.(2.18) is no less than two for all E. Because the coefficients of Eq.(2.21) are written as polynomials in E, there exist linearly independent functions Ξ (1) (x, E) and Ξ (2) (x, E) which solve Eq.(2.18) and may be expressed in the form
Proof. By substitutingΞ(x) into Eq.(2.18) and considering the coefficients of Eg +1 , we obtain thatã ′ 0 (x) = 0. Henceã 0 (x) is independent of x. By the lemma, a (0) 0 (x) and a (1) 0 (x) are independent of x, and so we may denote them by a (0) 0 and a
, and soΞ (1) (x, E) andΞ (2) (x, E) are linearly-independent solutions to Eq.(2.18). From Lemma 2.5, the top terms of
By the same procedure, we can construct functionsΞ (1) (x, E) andΞ (2) (x, E) which are linearly independent solutions to Eq.(2.18) and the degree of eitherΞ (1) (x, E) orΞ (2) (x, E) in E decreases from the one ofΞ
(1) (x, E) orΞ (2) (x, E). By repeating this decreasing procedure, we find that there exist linearly-independent solutions to Eq.(2.18) such that their degrees in E are zero. This is a contradiction, because if a solution, f (x), to Eq.(2.18) is independent of E, then f ′ (x) = v ′ (x) = 0. Therefore we have that the number of eigenvalues E, such that the dimension of the space of even, doubly-periodic solutions to Eq.(2.18) is no less than two, is finite at most.
From Proposition 2. 
may be expressed by polynomials in E which do not share a common divisor. It follows from (i) that they are determined uniquely up to scalar multiplication. We denote the doubly-periodic function uniquely determined in this way by Ξ(x, E). By combining with the relation
,
1 (E) are polynomials in E which do not share a common divisor. At x = δ i ′ we have the expansion
By substituting this expansion into Eq.(2.18), we obtain the equality d
1 (E) = 0 upon observing the coefficient of 1/(x − δ i ) 4 . Hence we obtain the expression (2.20). We express the function Ξ(x, E) in descending order of powers of E. From Lemma 2.5, the top term is constant, hence the degrees of the coefficients in Eq.(2.20), other than c 0 (E), are strictly less than the degree of the function Ξ(x, E) in E. Therefore
By multiplying by a constant, c 0 (E) is normalized to be monic. Thus we obtain (ii). 
If there exists an odd-order differential operator
It follows from Proposition 2.4 that a 0 (x) = 1. Since the function Ξ(x, E) in Eq.(2.26) satisfies the differential equation (2.18), we obtain the following relations by equating the coefficients of E g−j :
be the function defined in Eq.(2.1). Define the (2g + 1)storder differential operator A by
where the a j (x) are defined in Eq.(2.26). Then the operator A commutes with the operator
. In other words, the function v(x) is an algebrogeometric finite-gap potential.
Proof. The commutativity of the operators A and H follow from Eq.(2.27). See also [11, Theorem 3.1].
Upon setting
it follows from Eq.(2.18) that
Hence Q(E) is independent of x. Then the following proposition is proved:
Proposition 2.7. Let H be the operator −d 2 /dx 2 + v(x), A be the operator defined by Eq.(2.28) and Q(E) be the polynomial defined in Eq.(2.29). Then
For the proof, see [11, Proposition 3.2] . We now relate the present work to Picard's potential. Let q(x) be an elliptic function. If the differential equation (−d 2 /dx 2 + q(x))f (x) = Ef (x) has a meromorphic fundamental system of solutions with respect to x for all values of E, then q(x) is called a Picard potential (see [2] ). It is known [2] that, under the condition that q(x) is an elliptic function, q(x) is a Picard potential if and only if q(x) is an algebrogeometric potential. Hence the function v(x) defined in Eq.(2.1) with Eq.(2.6) is a Picard potential. It is possible to prove directly that v(x) is a Picard potential by combining the apparency of singularities at x = ±δ i ′ (i ′ = 1, . . . , M) ensured by Eq.(2.6) and Lemma 3.2 in [13] .
Monodromy and hyperelliptic integral
We obtain an integral representation of solutions to the differential equation (2.1), and express the monodromy in terms of a hyperelliptic integral. Throughout this section, we assume that
It follows from [13, Proposition 3.3 ] that a solution to Eq.(2.1) is expressed by using the functions Ξ(x, E) and Q(E). Then the function
is a solution to the differential equation (2.1).
Assume that the value E 0 satisfies Q(E 0 ) = 0. Then the function Λ(x, E 0 ) is doubly-periodic up to signs, i.e., Λ(x + 2ω k , E 0 )/Λ(x, E 0 ) ∈ {±1} (k = 1, 3) (see [13, Proposition 3.7] ). In [11, Theorem 3.7 ] the monodromy of solutions to Heun's equation for the case l 0 , l 1 , l 2 , l 3 ∈ Z is calculated in terms of a hyperelliptic integral. Similarly, we can calculate the monodromy of solutions to Eq.(2.1) in terms of a hyperelliptic integral. ) Let k ∈ {1, 3}, q k ∈ {0, 1} and E 0 be the eigenvalue such that Λ(x + 2ω k , E 0 ) = (−1)
with ε denoting a constant chosen in order to avoid passing through the poles in the integration.
Proof. This proposition is proved by analogous argument to the proof of [11, Theorem 3.7] .
We express Eq.(3.2) more explicitly. Since the function ℘(x) n is written as a linear combination of the functions d dx 2j ℘(x) (j = 0, . . . , n), the function Ξ(x, E) can be expressed as
From Proposition 3.2 we have
for k = 1, 3, where η k = ζ(ω k ) (k = 1, 3) and ζ(x) is the Weierstrass zeta function. If Q(E ′ ) = 0, then the functions Λ(x, E ′ ) and Λ(−x, E ′ ) are a basis of the space of solutions to Eq.(2.1) (see [13, Proposition 3.4] . Thus, if Q(E ′ ) = 0, then the monodromy matrix of solutions to Eq.(2.1) on the basis (Λ(x, E ′ ), Λ(−x, E ′ )) with respect to the cycle x → x + 2ω k (k = 1, 3), is diagonal and described by hyperelliptic integrals as Eq.(3.5).
Bethe Ansatz and Hermite-Krichever Ansatz
In the previous section, we found that a non-zero solution to Eq.(2.1) has an integral representation. In this section we express the solution in the form of the Bethe Ansatz and also in the form of the Hermite-Krichever Ansatz. The monodromy is described by the data of the Hermite-Krichever Ansatz (or the Bethe Ansatz). Throughout this section, we will also assume that l 0 , l 1 , l 2 , l 3 ∈ Z ≥0 , δ 1 , . . . , δ M satisfy Eq.(2.6),
. By Proposition 3.12 in [13] , the solution Λ(x, E) is expressed in the form of the Bethe Ansatz. 
Assume that Q(E ′ ) = 0 and the dimension of the space of the even doubly-periodic solutions to Eq.(2.18) is one.
for some t 1 , . . . , t l , c and C 0 ( = 0), where σ(x) is the Weierstrass sigma function and σ i (x) (i = 1, 2, 3) are co-sigma functions.
The function Λ(x, E ′ ) is also expressed in the form of the Hermite-Krichever Ansatz. Upon setting
we have
for i = 0, 1, 2, 3, j ∈ Z ≥0 and k = 1, 3. 
(ii) There exist polynomials P 1 (E), . . . , P 6 (E) such that, if
is written in the form of Eq.(4.6), and the values α and κ are expressed as (ii) is proved by quite a similar argument to that of the proof of [13, Proposition 4.1]. We provide a sketch of the proof of (ii). For details, the interested reader may refer the proof of [13, Proposition 4.1] .
We assume that Q(E ′ ) = 0 and the dimension of the space of solutions to Eq.(2.18), which are even doubly-periodic for fixed E ′ , is one. For the case Q(E ′ ) = 0, or the case when the dimension of the space of solutions to Eq.(2.18), which, for fixed E ′ , are even and doubly-periodic, is more than one, (ii) is shown by considering a continuation on parameter E.
It follows from Eqs.(4.2) that
for k = 1, 3. By comparing with Eq.(4.8), we have
It follows from expressing ℘(
as a combination of ℘(t j ) and ℘ ′ (t j ) (j = 1, . . . , l), and applying Eq.(4.3) together with the expression
for D = 0 that ℘(α) is expressed as a rational function in E. For details see the proof of [12, Theorem 2.3] . We can similarly obtain expressions for ℘ ′ (α) and κ in the form of Eq.(4.9).
The condition P 2 (E ′ ) = 0 is equivalent to the condition α ≡ 0 mod 2ω 1 Z ⊕ 2ω 3 Z. If α ≡ 0 (resp. α ≡ 0), then the function Λ(x, E ′ ) is expressed as Eq.(4.6) (resp. Eq. (4.7) ). Thus we obtain (ii).
Hyperellptic-ellptic reduction formulae
We obtain hyperelliptic-elliptic reduction formulae by comparing two expressions of monodromies. The following argument is analogous to the one in [12, §3] .
By comparing Eq.(3.5) and Eq.(4.8), we have
for k = 1, 3 and integers n 1 and n 3 . By Legendre's relation
We set ξ = ℘(α).By a similar argument to that of [12, Proposition 2.4] , it may be proved that α → 0 (mod 2ω 1 Z ⊕ 2ω 3 Z) as E → ∞. Combining with the relation (1/℘ ′ (α))dξ = dα, we have
Note that Q(E) is a polynomial of degree 2g + 1, while a(E) is a polynomial of degree g. Hence Eq.(5.4) represents a formula which reduces a hyperelliptic integral of the first kind to an elliptic integral of the first kind. The transformation of variables is given by ξ = P 1 (E)/P 2 (E) for polynomials P 1 (E) and P 2 (E) (see Eq.(4.9)). Let α 0 denote the value of α at E = E 0 , where E 0 is the value satisfying Q(E 0 ) = 0. It follows from Eq.(5.2) that α 0 = −(q 1 + 2n 1 )ω 3 + (q 3 + 2n 3 )ω 1 and
Combining with Eqs.(5.3, 5.5), we have
Note that Q(E) is a polynomial of degree 2g + 1, c(E) is a polynomial of degree g + 1 and κ is expressed as κ = −Q(E)P 5 (E)/P 6 (E) for polynomials P 5 (E) and P 6 (E) (see Eq.(4.9)). Hence Eq.(5.7) represents a formula which reduces a hyperelliptic integral of the second kind to an elliptic integral of the second kind, and the transformation of variables is also given by ξ = P 1 (E)/P 2 (E).
The following proposition describes the asymptotic behavior of ℘(α) and κ as E → ∞, which is proved in a similar manner to [12, Proposition 3.2].
In [12] , following Maier [5] , twisted Heun polynomials and theta-twisted Heun polynomials are introduced. We can extend the notions of twisted Heun polynomials and theta-twisted Heun polynomials to our potential to express the transformation of variables ξ = P 1 (E)/P 2 (E) and the value κ = −Q(E)P 5 (E)/P 6 (E).
Examples
We here consider in detail several examples. The results below partially overlap with those of Smirnov [8] .
. Then the condition that the regular singular points x = ±δ 1 of Eq.(6.1) are apparent is given by Eq.(2.17) ). This equation is equivalent to ℘(2δ 1 ) = e i for some i ∈ {1, 2, 3}, which is solved by δ 1 ≡ ω i /2 mod ω 1 Z ⊕ ω 3 Z. By the shift x → x + δ 1 , Eq.(6.1) is written as
whose potential is the Treibich-Verdier potential for the case (l 0 , l 1 , l 2 , l 3 ) = (1, 1, 0, 0),  (1, 0, 1, 0) or (1, 0, 0, 1) .
We derive the functions that have appeared in this paper for the case (b
Hence the genus of the associated curve ν 2 = −Q(E) is one, and a third-order commuting operator is constructed from Ξ(x, E) (see Theorem 2.6). The function Λ(x, E) defined by Eq.(3.1) is a solution to Eq.(6.1), and the monodromy formula corresponding to Eq.(3.5) is given by
The function Λ(x, E) admits an expression in the form of the HermiteKrichever Ansatz as
for generic E, and the values α and κ satisfy
The monodromy is written by using the values α and κ (see Eq.(4.8)). By comparing the two expressions of monodromy, we obtain (6.10) for the transformation
2 i = 0, and these formulae are related to the Landen transformation. Note that our results are compatible with the one of the Treibich-Verdier potential for the case (l 0 , l 1 , l 2 , l 3 ) = (1, 1, 0, 0) (see [12] ).
6.2. The case M = 1, l 0 = 1, l 1 = l 2 = l 3 = 0. The differential equation is written as The functions Ξ(x, E) and Q(E) are given by (6.15) and Q(E) is factorized as Q(E) = (E − α 1 )(E − α 2 )(E − α 3 ), where α i = 3(8b 1, 2, 3) . The genus of the associated curve ν 2 = −Q(E) is one, and a third-order commuting operator is constructed from Ξ(x, E) (see Theorem 2.6). The function Λ(x, E) defined by Eq.(3.1) is a solution to Eq.(6.12), and the monodromy formula corresponding to Eq.(3.5) may be expressed in the form (6.16) Λ
The monodromy is written by using the values α and κ (see Eq.(4.8)). By comparing the two expressions of monodromy, we obtain (6.21) for the transformation
We now consider the case b 2 1 − g 2 /12 = 0. The functions Ξ(x, E) and Q(E) are given by
Hence the genus of the associated curve ν 2 = −Q(E) is two, and a fifth-order commuting operator is constructed from Ξ(x, E) (see Theorem 2.6). The function Λ(x, E) defined by Eq.(3.1) is a solution to Eq.(6.12), and the monodromy formula corresponding to Eq.(3.5) is given by
The function Λ(x, E) admits an expression in the form of the HermiteKrichever Ansatz as Eq.(6.17) for generic E, and the values α and κ satisfy (6.26)
The monodromy may be written upon using the values α and κ (see Eq.(4.8)). By comparing the two expressions of monodromy, we obtain
for the transformation
These formulae reduce hyperelliptic integrals of genus two to elliptic integrals. Note that our results are similar to that of the Treibich-Verdier potential for the case (l 0 , l 1 , l 2 , l 3 ) = (2, 0, 0, 0) (see [12] ), and these two potentials can be related by an isospectral deformation (see [8] ). 
32)
for i = 1, 2, 3, the functions Ξ(x, E) and Q(E) are given by
The genus of the associated curve ν 2 = −Q(E) is two, and a fifth-order commuting operator is constructed from Ξ(x, E) (see Theorem 2.6). The function Λ(x, E) defined by Eq.(3.1) is a solution to Eq.(6.30), and the monodromy formula corresponding to Eq.(3.5) is written as
for k = 1, 3, where α i satisfies H (i) (α i ) = 0 (i = 1, 2, 3). The function Λ(x, E) admits an expression in the form of the Hermite-Krichever Ansatz as
where
40) These formulae reduce hyperelliptic integrals of genus two to elliptic integrals, which cannot be reduced to the Treibich-Verdier potential. We first consider the case ℘ ′ (α) = ℘ ′ (β) = 0. Since ℘ ′ (x) = 0 is equivalent to x ≡ ω 1 , ω 2 , ω 3 mod 2ω 1 Z ⊕ 2ω 3 Z, we have α, β ≡ ω 1 , ω 2 , ω 3 mod 2ω 1 Z ⊕ 2ω 3 Z. By considering the condition δ 1 ≡ 0 ≡ δ 2 , we have (δ 1 , δ 2 ) ≡ ±((ω i + ω j )/2, (ω i − ω j )/2) mod 2ω 1 Z ⊕ 2ω 3 Z for 1 ≤ i = j ≤ 3. For this case, we have ℘(2δ 1 ) = ℘(2δ 2 ) and Ξ(x, E) =E − 3(℘(2δ 1 ) + ℘(δ 1 + δ 2 ) + ℘(δ 1 − δ 2 )) (6.51) + ℘(x + δ 1 ) + ℘(x − δ 1 ) + ℘(x + δ 2 ) + ℘(x − δ 2 ).
The degree of the polynomial Q(E) is three, and the genus of the associated curve ν 2 = −Q(E) is one.
Secondly, we consider the case ℘ ′ (α) = A(β, α) + 2 = 0. It follows from ℘ ′ (α) = 0 that α ≡ ω i mod 2ω 1 Z ⊕ 2ω 3 Z for some i ∈ {1, 2, 3}. Then we have A(β, ω i ) + 2 = 0, which may be written as 6e 2 i − g 2 /2 = 2(e i − ℘(β))
2 . The solutions of this equation are given by 2β ≡ ω i mod 2ω 1 Z ⊕ 2ω 3 Z. Hence (δ 1 , δ 2 ) ≡ (ω j /2 ± ω i /4, ω j /2 ∓ ω i /4), −(ω j /2 ± ω i /4, ω j /2 ∓ ω i /4) mod 2ω 1 Z ⊕ 2ω 3 Z for 1 ≤ i ≤ 3, 0 ≤ j ≤ 3. For this case, we have ℘(2δ 1 ) = ℘(2δ 2 ) and Ξ(x, E) =E − 3(℘(2δ 1 ) + ℘(δ 1 + δ 2 ) + ℘(δ 1 − δ 2 )) (6.52) + ℘(x + δ 1 ) + ℘(x − δ 1 ) + ℘(x + δ 2 ) + ℘(x − δ 2 ).
The degree of the polynomial Q(E) is three, and the genus of the associated curve ν 2 = −Q(E) is one. The case ℘ ′ (β) = A(α, β) + 2 = 0 can be treated similarly. We now consider the case A(α, β) + 2 = A(β, α) + 2 = 0. It follows from a direct derivation that ℘(α) + ℘(β) = 2e i and ℘(α)℘(β) = 2e The degree of the polynomial Q(E) is five, and the genus of the associated curve ν 2 = −Q(E) is two.
