ABSTRACT
Introduction
A physical dynamical system model is not perfect, especially one that has been linearized, but the accuracy within a neighborhood of the operating point may be acceptable. Also, sensor measurements are limited in their accuracy because of noise and resolution. Being able to quantify these limitations is a key to achieving good estimation. A technique that is commonly used to model system degradation while still representing the system as time-invariant is to introduce biases into the linearized model. These biases model changes in the system state and output values due to system degradation. These biases can be appended to the system's state vector in which case they are sometimes called extended parameters [1] . In general, measurements change when the parameters associated with them change. In this research we attempt to determine the best measurement sets to minimize a combination of overall parameter uncertainty and cost using steady state estimation error covariance analysis. Section 2 discusses work done in the past by other authors, and Section 3 discusses the aircraft turbofan engine, its states, control inputs, health parameters and sensors. Section 4 gives an overview of sensor selection and Section 5 talks about the search algorithms and optimization using genetic algorithms. Section 6 discusses results, conclusions, and future work .
Literature Survey
Various algorithms have been proposed for sensor selection optimization. A search over all possible sensor combinations grows exponentially with the number of sensors; in our case we have a total of 22 sensors where each of 11 sensors can be used twice. So a search over 177146 combinations (a brute force technique) will be unacceptable and a more efficient method is needed. The Eigenvalue/Minimum Sensors algorithm [3] results in a sensor combination with the fewest number of sensors that produce eigenvalues in the error covariance matrix is the best sensor combination. In the Matrix Norm Algorithm, a sensor selection algorithm is used to minimize the norm of the inverse of the error covariance for the sensor combination whose inverse covariance can be calculated. Then the algorithm checks if the norm of the covariance is within a predefined boundary, thus selecting the combination that uses fewest sensors while keeping the covariance within the boundary [2] . In another approach the concept of randomization and super heuristics is used to develop a computationally efficient model for generating an optimal sensor set [3] .
Aircraft gas turbine engines
An aircraft gas turbine engine simulation is used in order to obtain a linear dynamic model of the system. The health parameters that we try to estimate can be modeled as slowly varying biases. Model biases can be estimated by augmenting them to the system dynamic model [1] . A linearized model of a turbofan is obtained from MAPSS, the Modular Aero Propulsion System Simulation, a public domain aircraft gas turbine engine simulation developed by the NASA Glenn Research Center [4] .The turbofan engine modeled as MAPSS has a set of states, control inputs and outputs that describe the engine's behavior. This aircraft gas turbine engine system has 3 states, 10 health parameters and 11 sensors. The states, control inputs and sensor outputs of the MAPSS model are given below in Table 1 . The parameters that have a major effect on the health of the turbofan engine are called the health parameters. Estimating these health parameters over a period of time is the objective of this research. The ten health parameters of the MAPSS model are in Table 1 . 
Sensor Selection
For systems with time invariant extended parameters appended to the state vector the minimum number of outputs required for observability is equal to the number of extended parameters [1] . A tradeoff should be made between the number of sensors and the financial cost. We could simply use all sensors to obtain the best possible health estimation. But if we can save a lot of money or effort at a very small decrease in estimation accuracy, then we may want to use fewer sensors. The goal is to a find a measure of the quality of the estimation as a function of the sensor set used. This is accomplished by applying combinations of sensors to minimize a cost function generated using the covariance of each state estimate. The timeinvariant system equations can be summarized as follows:
Here x is a system state vector with 3 states, u is the input vector, p is the 10-element vector of health parameters, and y is the 11-element vector of measurements. The noise term w(t) represents inaccuracy in the model, and e(t) represents measurement noise. The system model built assumes that the health information is contained in the state variables. The goal is to find a measure of the quality of estimation as a function of the sensor set. A tradeoff should be made between sensors, cost, weight, accuracy and reliability. So, additional sensors to allow better estimates modify the given system. The concept of using multiple sensors for a single measurement produces smaller variance than that produced using a single sensor alone [1] . In order to estimate the health parameters, the original 3 states are augmented with the 10 health parameters, so the A matrix is 13×13. The measurement matrix with 11 rows (corresponding to 11 sensors) can be duplicated with the same set of 11 sensors in case each sensor is used twice. This results in a measurement matrix C with 11 columns (one for each state) and up to 22 rows (one for each sensor). A change in C also effects the measurement noise covariance R, which is constructed to be consistent with C. These system matrices are used to produce an error covariance P, which will be designated as P ref if all 22 sensors are used. Consider a linear stochastic system represented by
Here x is the system state vector, y is the measurement vector, u is the input vector, w is the process noise vector and v is the measurement noise vector. A, B u , B w and C are matrices of appropriate dimensions. w and v in this case are assumed to be mutually independent and zero mean white noise. The covariances of w and v are given as
The steady state error covariance P becomes the solution to the following equation:
where K is the Kalman gain for the given sensor set. This is the error covariance when Kalman filtering is used for state estimation. The error variances are divided into the first 3 elements, representing the original state estimation error variances, and the last ten, representing the health parameter estimation variances. As we will be interested only in the health parameter error covariance we introduce a weighting function, which only considers the 4th through 11th
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In general, the weights w i could take on any values depending on the relative importance of estimating various health parameters. The goal is to minimize the metric by minimizing a combination of estimation error and financial cost. The estimation error portion of the metric is 1.0 for the reference measurement set where we use all 11 sensors twice. An approach of random generation of sensor sets will be carried out which determines the C and the R matrices. Now using the steady state error covariance we calculate P for every new sensor set. This approach sometimes leads to an unobservable system, in which case that particular sensor set is excluded from consideration. ,
P represents the variance of the estimation error of the i-th state, which is the i-th element along the main diagonal of P.
Search Algorithms

Random search algorithm
Initially a random search algorithm generates sensor sets and evaluates the cost function as shown in Equation (5). This random search algorithm is executed several times capturing the data for each execution. The probability of each sensor being in the top x% cost of sensor sets is evaluated, where x is a user-specified threshold. Now, based on the probability of each sensor, a probabilistic algorithm, which generates sensor sets per their probability, is executed. The probabilistic approach improves the cost value when compared to random search by generating sensor sets with low cost. But this approach cannot ensure that the obtained solution has the least cost sensor set. So a genetic algorithm was implemented to obtain the least cost sensor set, which is validated using results of a brute force technique.
Genetic algorithm for search optimization
A genetic algorithm, with sensor numbers coded into genetic strings called chromosomes, is implemented. Each of these chromosomes has an associated fitness value, which is determined by the objective function in Equation (5) to be minimized. Each chromosome contains substrings called genes, which in this problem are the sensors, which contribute to fitness of the chromosome. The genetic algorithm (GA) proceeds by taking the population, which is comprised of different chromosomes, each of which is a set of sensors with fitness evaluated for each chromosome. In each successive generation the highest fit chromosomes survive and this increases the average fitness. When the GA is being used in the context of function optimization, success is measured by the discovery of strings that represent values yielding an optimum (or near optimum) of the given function [5] . The sensor selection optimization problem using GA can be expressed as the minimization of Equation (5) and with a constraint that the number of sensors for each chromosome is 11 sensors.
Genetic algorithms start with an initial population of individuals. Each individual in the initial population should meet the solution constraint. The population is arbitrarily initialized within specified bounds. Randomized processes of selection, crossover, and mutation help the population evolve towards better and better regions in the search space. The GA parameters in this study, determined by manual tuning, are given as follows.
Initial population size = 100 Population size = 50 Crossover Probability = 0.9 Mutation Probability = 0.003 per sensor Maximum Generations = 15 Number of Sensors = 11
Results and Conclusions
The brute force approach of searching all 177146 combinations of sensors could be too computationally expensive. So the search space was narrowed down by selecting only sets with no more than one repetition per sensor. This results in 25653 distinct sensor sets. The results of the brute force helped prove how good the algorithms searched the entire search space. Finding all possible sets having 11 sensors with no more than one duplicate was a tedious task. So a randomization technique to generate the optimal sensor set was implemented which reduced the computational complexity. This method proceeds by randomly generating a small number of sensor sets, computing their metric, obtaining the probability of each sensor being in a good sensor set, and then using those probabilities to generate a sensor set with minimum cost.
Comparing the results of the probabilistic approach with brute force, we saw that the least cost obtained using the former method is 2.2028, compared to the least cost of 2.1687 that was obtained using brute force. So a GA was developed by coding the sensor sets into a chromosome. The results of the GA for sensor selection were approximately the same as that of brute force. Relative optimization of cost with different methods can be summarized in Table 2 . The GA optimized search eliminated sensors 3, 9 and 11 from the optimal sensor set. A histogram in Figure 1 shows the top 2000 sensor sets with same sensor cost for each sensor. The nominal sensor set having sensors 1 through 11 has a cost of 2.2693.
Future work will involve the use of probability theory to obtain the confidence that the final sensor set that is selected using probabilistic search is within some percentage of the absolute best sensor set that is available. For future work, joint probabilities can be obtained and used in the directed search in the same way that single probabilities have been used thus far particle swarm optimization [7] is a recently proposed algorithm by James Kennedy and R. C. Eberhart in 1995, motivated by social behavior of organisms such as bird flocking and fish schooling.
Proceedings of the 18th International Conference on Systems Engineering (ISCEng'05) PSO as an optimization tool provides a population-based search procedure in which individuals called particles change their position (state) with time. In a PSO system, particles fly around in a multidimensional search space. During flight, each particle adjusts its position according to its own experience, and according to the experience of a neighboring particle, making use of the best position encountered by itself and its neighbor. Thus, as in modern GAs, a PSO system combines local search methods with global search methods, attempting to balance exploration and exploitation. So implementation of evolutionary algorithms like particle swarm optimization is another idea to solve the sensor selection problem. 
