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Abstract
The distribution function of the present value of a cash ﬂow can be approximated by means of a distribution
function of a random variable, which is also the present value of a sequence of payments, but with a simpler
structure. The corresponding random variable has the same expectation as the random variable corresponding to
the original distribution function and is a stochastic upper bound of convex order. A sharper upper bound can be
obtained if more information about the risk is available. In this paper, it will be shown that such an approach can
be adopted for disability annuities (also known as income protection policies) in a three state model under Markov
assumptions. Beneﬁts are payable during any spell of disability whilst premiums are only due whenever the insured
is healthy. The quality of the two approximations is investigated by comparing the distributions obtained with the
one derived from the algorithm presented in the paper by Hesselager and Norberg [Insurance Math. Econom. 18
(1996) 35–42].
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In life contingencies, under a stochastic framework, distributions of the present value of future payments
are a key component in order to derive premiums satisfying a certain criterion. The most usual principle is
that of actuarial equivalence, meaning that premiums are such that the expected present value of beneﬁts
less premiums is equal to zero.
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The probability distribution of present values gives an indication of the riskiness of a contract, such as
the variability of the actual beneﬁts paid out or the upper tail of the present values.
De Pril [1] and Dhaene [2] derive distributions of such present values in a classical life insurance
framework where only the two states “Alive” and “Dead” are relevant (and where only payment by single
premium is considered). As the present value depends on the outcome of only one random variable, such
analyses turn out to be quite straightforward.
Deriving distributions such as those described above in general tends to be more complicated if instead
we are dealing with life contracts involving more than two states. Hesselager and Norberg [7] show that
the distribution for a multistate life insurance contract under the Markov assumption can be obtained
by deriving a set of integral equations. However, an explicit expression for the distribution function in
terms of transition probabilities and transition intensities does not exist. The advantage of expressions is
that alternative premium principles, different from the equivalence principle, can be applied to price a
contract. In this paper, we show that a method exists to derive an approximate version of the real present
value distribution, which is such an expression.
A common method is to replace a random variable by a “riskier” one, i.e. a random variable which is
larger with respect to some ordering relation. The probability distribution of this “riskier” random variable
has a simpler structure. Goovaerts et al. [5] consider distributions of the present value of cash ﬂows based
on stochastic interest. They conclude that the comonotonic joint distribution (the distribution that is the
largest in convex order) is often a good approximation of the original distribution. The latter can usually
only be derived by means of simulation.
Kaas et al. [10] show that the convex upper bound, as derived in [5] can be improved ifmore information
is known about the present values of the individual cash ﬂows. The additional information is represented
by a conditioning variable. This approach also leads to a nontrivial lower bound which can sometimes be
a good approximation.
This paper focuses on disability annuities, also known as income protection policies. Such contracts
are taken out by an active (i.e. healthy) life, and usually expire upon retirement. Disability beneﬁts are
payable during any spell of disability, whilst premiums are payable only whilst the insured is healthy. For
such policies, we will derive the convex and improved upper bounds as considered in [5] and [10], respec-
tively. The quality of the approximations by means of those bounds will be analyzed by comparing it with
the present value distribution derived by means of the algorithm developed in [7]. The latter algorithm is
executed in such a way that the present value distribution thus obtained is very close to the real one.
The paper is organized as follows. We will specify the beneﬁts and premiums in Section 2. In Section
3, the original convex upper bound, as in [5], is derived. In Section 4, we condition on the remaining
future lifetime and hence derive an improved upper bound. Section 5 gives an example for illustrative
purposes. Section 6 sets out a conclusion.
2. Description of the beneﬁts
In this paper, we consider contracts with a term of n years. It is assumed that the interval [0, n) can
be partitioned into subsequent subintervals [t0, t1), [t1, t2), . . . , [tM−1, tM), with t0 = 0 and tM = n. The
partitioning is such that in the period [0, n), theremay only be beneﬁt payments at theM different durations
t1, t2, . . . , tM . Premiums count as negative beneﬁts. The present value of the payment at duration tk is
denoted by Yk , k ∈ {1, . . . ,M}.
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Fig. 1. Disability with possible recovery (nonhierarchical Markov chain).
We take (), the force of interest at time , to be a deterministic and continuous function.We introduce
the following discount function:
(t)= e−
∫ t
0 (s) ds
. (1)
We deﬁne  as the set of all possible states in which an insured life can stay. Only three states apply in our
model, namely “Active”, “Disabled” and “Dead”, denoted by a, i, and d, respectively. Hence, ={a, i, d}.
Beneﬁts and premiums are payable during sojourns in states “Active” and “Disabled”, respectively. The
payments due in the time interval [0, t] during sojourn in these states are denoted by the deterministic
payment functions Ba(·) and Bi(·), both being continuous from the right. Deﬁning Ij (t) as the indicator
of the event that the contract is in state j at time t, this gives the following expression for the present value
of Yk:
Yk = ga(tk)Ia(tk)+ gi(tk)Ii(tk), k ∈ {1, . . . ,M} (2)
with
gj (tk)= (tk)(Bj (tk)− Bj(tk−1)), j ∈ {a, d}, k ∈ {1, . . . ,M}, (3)
denoting the present value of the beneﬁt paid at time tk in case of remaining in state j.
Our aim is to derive the distribution function of the random present value, which will be speciﬁed
by S. So
S =
M∑
k=1
Yk . (4)
Throughout this paper, we allow for recovery from illness. Hence, Fig. 1 applies. Should recovery from
disability not be possible, then the model would only involve a ﬁnite number of random variables (life-
lengths or sojourn times). As pointed out in [7], the joint distribution could then be obtained through
numerical integration. It is the possibility of recovery from disability which rules out this method.
We present a way to derive, for some disability annuity contracts, an approximation to the c.d.f. of S,
deﬁned in (4). Our method involves replacing the random variable of present value by one being larger
in convex order. If X and Y are random variables, X precedes Y in convex order (notation XcY ) if
E[f (X)]E[f (Y )] for each convex function f. In [5], the upper bound in convex order is derived. This
upper bound is known as the comonotonic joint distribution. In [10], it is shown that an improved upper
bound and a nontrivial lower bound can be obtained by conditioning on a random variable. Applications
220 J. Spreeuw / Journal of Computational and Applied Mathematics 186 (2006) 217–231
in both papers involve distributions of the present value of cash ﬂows based on stochastic interest. For
more details about the theory and applications of comonotonicity, the reader is referred to [3,4].
The next section deals with the convex upper bound, applied to a disability annuity. The section
thereafter considers the theory and applications in [10].
3. Deriving the convex upper bound
This section starts with an explanation of the theory in [5] in Section 3.1. In Section 3.2, we show how
the convex upper bound can be derived for a disability annuity.
3.1. Approach by Goovaerts et al. [5]
In [5], the distribution is derived, which, within the class of random vectors (Y1, . . . , YM) with ﬁxed
marginals (such a class is called a Fréchet class) is the comonotonic one. This distribution is the largest
in convex order. If F1, . . . , FM are the c.d.f.’s of the respective r.v.’s Y1, . . . , YM , this comonotonic joint
distribution of Y1, . . . , YM is equal to the distribution of the random vector
(F−11 (U), . . . , F
−1
M (U)), (5)
where U is Uniform(0,1) and F−1k (u), k ∈ {1, . . . ,M}, is deﬁned by
F−1k (u)=min{x|Fk(x)u}. (6)
The r.v. which is the sum of the components in (5) is denoted by Sc, and:
ScSc. (7)
Let Y ck = F−1k (U), k ∈ {1, . . . ,M}, so Sc =
∑M
k=1 Y ck . Then,
Fk(yk)= Pr[Ykyk] = Pr[Y ck yk], k ∈ {1, . . . ,M}, (8)
and the joint c.d.f. of Y c1 , . . . , Y cM is known to be
Pr[Y c1 y1, . . . , Y cMyM ] = min
k∈{1,...,M}Fk(yk). (9)
Let FSc(·) be the c.d.f. of Sc and F−1Sc (·) its inverse, the latter deﬁned in the same way as in (6). The c.d.f.
of Sc follows implicitly from the relationship
F−1Sc (u)=
M∑
k=1
F−1k (u), u ∈ [0, 1]. (10)
This is the so-called convex upper bound. The quality of the approximation by means of this c.d.f. can be
analyzed by comparing it with the joint distribution obtained, e.g. by means of Monte Carlo simulation.
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In Section 3.2, we will derive the convex upper bound in (10) for some disability annuity contracts.
3.2. The convex upper bound for a disability annuity
The assumptions about the multiple state model are the same as in [7,11]. Denote by X(t) the state of
the policy at time t. The stochastic process {X(t)} is taken to be right continuous withX(0)=a, implying
that the policy is in the “Active” state at time 0, being the time at issue. Then applying (2) gives
Pr[S = z] =
∑
(j1,...,jM )t∈M ;∑M
k=1gjk (tk)=z
Pr[Y1 = gj1(t1), Y2 = gj2(t2), . . . , YM = gjM (tM)]
=
∑
(j1,...,jM )t∈M ;∑M
k=1gjk (tk)=z
Pr[X(t1)= j1, X(t2)= j2, . . . , X(tM)= jM ]. (11)
Our aim in this subsection is to derive the expression for the convex upper bound of the present value. In
the numerical examples in Section 5, which is based on these annuities, the quality of the approximation
will be judged by comparing the c.d.f. of the random variable with an accurate approximation of the c.d.f.
of S. An accurate approximation of S is obtained by applying the algorithm of Hesselager and Norberg
with small values for the two step-lengths relating to the ﬁnite difference method.
Wewill treat the fully continuous annuity (where all beneﬁts are paid on a continuous basis) as a special
case.
It is assumed that {X(t)}t0 is a Markov chain. Denote the transition probabilities by
pjk(t, u)= P [X(u)= k|X(t)= j ], j ∈ . (12)
The transition intensities
jk(t)= lim
h↓0
pjk(t, t + h)
h
(13)
are assumed to exist for all j, k ∈ , j = k. The total intensity of transition out of state j is j(t) =∑
k;k =j jk(t). The probability of staying uninterruptedly in state j during the time interval from t to u is
e−
∫ u
t j(s) ds
.
Applying (12), the marginals Fk(yk) are:
Fk(yk)=


0 for yk <ga(tk);
1− pai(0, tk)− pad(0, tk) for ga(tk)yk < 0;
1− pai(0, tk) for 0yk <gi(tk);
1 for ykgi(tk).
, k ∈ {1, . . . ,M}. (14)
We henceforth assume that pai(0, t) is an increasing function of t for t ∈ (0, n]. In practice, disability
annuities are often contracts valid for the period that an individual is not yet retired.As a consequence, for
n not too large (otherwise the death rates will dominate), pai(0, t) is usually increasing in t for t ∈ [0, n].
This leads to the following theorem:
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Theorem 1. If dpai(0, t)/dt0, the comonotonic joint distribution of the present value corresponding
to a disability annuity contract, with the payment scheme as speciﬁed in (2) and (3) is
Pr[Scs]
=


0 for s <∑Mk=1ga(tk);
1− pai(0, tr )− pad(0, tw) for s ∈ [hd(w), hd(w − 1)) ∩ [hi(r), hi(r − 1)),
w ∈ {1, . . . ,M}, r ∈ {rmin, . . . ,M};
1− pai(0, tr ) for s ∈ [max[hi(r), 0], hi(r − 1)), r ∈ {1, . . . , rmin};
1 for s∑Mk=1 gi(tk).
(15)
In the above formulae
hd(w)=
w∑
k=1
ga(tk);
hi(r)=
M∑
k=r+1
gi(tk)+
r∑
k=1
ga(tk);
rmin =min[r ∈ {1, . . . ,M}|hi(r)< 0]. (16)
Proof. Note that, for any yw <ga(tw) with w ∈ {1, . . . ,M} :
FY c1 ,...,Y
c
M
(y1, . . . , yM)= FY c1 ,...,Y cM (0, . . . , 0, yw, 0, . . . , 0)= 0. (17)
Furthermore, if pai(0, t) is increasing in t ∈ [0, n] we have the following:
1. If yj ga(tj ) and ga(tw)yw < 0 for j ∈ {1, . . . , w − 1} and w ∈ {2, . . . ,M} then
FY c1 ,...,Y
c
M
(y1, . . . , yw, . . . , yM)= FY c1 ,...,Y cM (ga(t1), . . . , ga(tw), yw+1, . . . , yM), (18)
implying that if an individual is active at a certain time, he is active all the time before.The consequence
is that a disabled individual cannot recover.
2. For y1, . . . , yw−10 and 0yw <gi(tw), w ∈ {2, . . . ,M}, we have that
FY c1 ,...,Y
c
M
(y1, . . . , yM)= FY c1 ,...,Y cM (0, . . . , 0, yw+1, . . . , yM). (19)
The above equality states that if an individual is not disabled at time tw, he cannot be disabled before
that time either. This is equivalent to saying that if an individual is disabled at time tw, he will remain
so with certainty until the expiry of the contract. This implies that the present value only depends on
the time at which the contract enters the state “Disabled” or the time at which the contract enters the
state “Dead”. This proves the theorem. 
Note that the Markov chain corresponding to the distribution of Sc is hierarchical. The chain is even
more rigorous than the ordinary hierarchical Markov chain which ignores recovery from disability and
is displayed in Fig. 2. In this case, a disabled individual can neither recover nor die. In other words:
compared to the ordinary hierarchical Markov chain, the state “Disabled” is absorbing and not strongly
transient.
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Active Disabled
Dead
Fig. 2. Disability without possible recovery (hierarchical Markov chain).
On the other hand, since the marginals are ﬁxed, the probabilities of getting disabled are lower and the
death rates for an active person are higher.
The fully continuous version of (15) leading to a beneﬁt payment of dBi(t) if the contract is in state i
and a premium payment of −dBa(t) if the contract is in state a at time t, with t ∈ (0, n] (so dBi(t)0
and dBa(t)0 on the same interval t ∈ (0, n]), is obtained by letting M → ∞ and besides for each
i ∈ {0, . . . ,M − 1}, ti+1 − ti → 0. The result is
Pr[Scs] =


0 for s <
∫ n
0 ga() d;
1− pai(0, hi(s))− pad(0, ha(s)) for
∫ n
0 ga() ds < 0;
1− pai(0, hi(s)) for 0s <
∫ n
0 gi() d;
1 for s
∫ n
0 gi() d.
(20)
In the above formula hi(s) and ha(s) are the solutions of t in the equalities∫ n
t
gi() d+
∫ t
0
ga() d= s (21)
and ∫ t
0
ga(s) ds = s, (22)
respectively.
The numerical example in Section 5 about disability annuities will deal with the continuous case, and
will therefore be based on Eq. (20).
In the numerical example of Section 5, it transpires that the approximation resulting from the convex
upper bound is very good. The convex upper bound is quite easy to derive, given some properties of the
transition probabilities.
As shown in [10], an even more accurate approximation can be obtained by conditioning on a random
variable, leading to an improved upper bound. This is what we discuss in the next section.
4. Conditioning on a random variable
We will ﬁrst of all, in Section 4.1, consider the approach in [10]. Then, in Section 4.2 we will choose
our conditioning random variable.
224 J. Spreeuw / Journal of Computational and Applied Mathematics 186 (2006) 217–231
4.1. Deriving an improved upper bound
In [10] it is shown that an improved upper bound and a nontrivial lower bound can be obtained if
more information is known about the distribution of S, through a conditioning random variable. In what
follows, we will denote this random variable by , with c.d.f. F(), which is assumed to be known. We
assume that F() decomposes into an absolutely continuous and a discrete part, such that:
dF()= f() d+ (Pr[] − Pr[−]). (23)
It is assumed that, for all i ∈ {1, . . . ,M} and any outcome  of , the conditional distributions of Yi ,
given = , denoted by Fi| (·), are known.
Denote F−1i| (U) for the random variable fi(U,), where the function fi is deﬁned by fi(u, ) =
F−1i|=(u).
Then the improved upper bound, denoted by Su is known to be:
Su =
M∑
i=1
F−1i| (U). (24)
The following convex order applies:
ScxSucxSc. (25)
Since, given the event  = , the conditional random variable Su is a sum of comonotonic random
variables, the distribution function of the unconditional random variable Su is relatively straightforward
to derive:
F−1Su|=(p)=
M∑
i=1
F−1i|=(p), p ∈ (0, 1). (26)
Given = , the c.d.f. of the conditional Su follows from
FSu|=(s)= sup
[
p ∈ (0, 1)
∣∣∣∣∣
M∑
i=1
F−1i|=(p)s
]
. (27)
The c.d.f. of the unconditional Su is then derived by
FSu(x)=
∫ ∞
=−∞
FSu|=(x) dF(). (28)
4.2. Choice of the conditioning random variable
We choose the period of death as the conditioning random variable. It will transpire that the improved
upper bound is then relatively easy to derive. Denote the complete remaining lifetime (the time until
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death) by T. Then  is deﬁned as follows:
=
{
i for T ∈ [ti , ti+1) and i ∈ {0, . . . ,M − 1},
M for T > tM.
(29)
We consider the following special cases:
Case 2 (curtate future lifetime): If ti = i, i ∈ {1, . . . ,M}, then  is the curtate future lifetime truncated
at n, speciﬁed as =min[T , n] (where x is the largest integer smaller than or equal to x).
Case 3 (complete future lifetime): If M → ∞ and, furthermore, for each i ∈ {0, . . . ,M − 1},
ti+1 − ti → 0, then we take  to be the complete future lifetime truncated at n, and we use the notation
=min[T , n].
Next, we derive the c.d.f.’s of Fk|=(·). For notational convenience, we deﬁne tM+1 =∞.
For k+ 1 (the period of death and thereafter), Fk|=(·) ≡ 0.
For k < + 1, (before the year of death) we deﬁne the c.d.f. as F ∗k|=(·). We have:
F ∗k|=(yk)
=


0 for yk <ga(tk),
Pr
[
X(tk)= a
∣∣∣∣X(0)= a, (X(t)= a ∀X(t)= i),X(t+1)= d
]
for ga(tk)yk <gi(tk),
1 for ykgi(tk).
(30)
Note that Pr[X(tk) = a|X(0) = a, (X(t) = a ∀X(t) = i), X(t+1) = d] is the conditional probability
that the contract is in state “Active” at duration tk , given state “Active” upon inception and death between
t and t+1. It can be expressed in terms of transition probabilities in the following way:
Pr[X(tk)= a|X(0)= a, (X(t)= a ∀X(t)= i), X(t+1)= d]
= Pr[X(tk)= a, (X(t)= a ∀X(t)= i), X(t+1)= d|X(0)= a]
Pr[(X(t)= a ∀X(t)= i), X(t+1)= d|X(0)= a]
= Pr[X(tk)= a|X(0)= a]Pr[(X(t)= a ∀X(t)= i), X(t+1)= d|X(tk)= a]
Pr[(X(t)= a ∀X(t)= i), X(t+1)= d|X(0)= a]
= paa(0, tk)(pad(tk, t+1)− pad(tk, t))
pad(0, t+1)− pad(0, t)
= 1− pai(0, tk)(pid(tk, t+1)− pid(tk, t))
pad(0, t+1)− pad(0, t) . (31)
Having given the expressions for the conditional marginal distribution functions, we can now derive the
improved upper bound.
Remark 4. As shown in [10], conditioning on a random variable enables to derive a nontrivial lower
bound of the present value distribution. In this paper however, wewill not dealwith this. In the applications
considered in this paper, the quality of the lower bound as an approximation of the exact distribution has
turned out to be far inferior to that of the improved upper bound.
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Theorem 5. If, for each  ∈ {1, . . . ,M}
pai(0, t1)(pid(t1, t+1)− pid(t1, t))pai(0, t2)(pid(t2, t+1)− pid(t2, t))
 · · · pai(0, t)pid(t, t+1) (32)
then for  ∈ {1, . . . ,M}, the distribution of FSu|=(s) is given by
FSu|=(s)
=


0 for s <∑k=1ga(tk);
1− pai(0,tw)(pid (tw,t+1)−pid (tw,t))
pad (0,t+1)−pad(0,t) for s ∈ [hi(w), hi(w − 1));w ∈ {1, . . . , };
1 for s∑k=1gi(tk).
(33)
In the above formula:
hi(w)=
∑
k=w+1
gi(tk)+
w∑
k=1
ga(tk). (34)
Proof. Deﬁne
Y ui |= = F−1i|=(U), i ∈ {1, . . . ,M}. (35)
Then
FY u1 ,...,Y
u
M |=(y1, . . . , yM)= Pr[Y u1 y1, . . . , Y uMyM |= ] = mink∈{1,...,M}Fk|=(yk). (36)
Consider the case  ∈ {1, ...M − 1} ﬁrst. Then, for any yw <ga(tw) with w ∈ {1, . . . , }:
FY u1 ,...,Y
u
M |=(y1, . . . , y, 0, . . . , 0)= 0. (37)
Furthermore, if inequality (32) holds, we have that if yj ga(tj ) and ga(tw)yw <gi(tw) for j ∈
{1, . . . , w − 1} and w ∈ {2, . . . , }, and y+10, then
FY u1 ,...,Y
u
M |=(y1, . . . , yw, . . . , y, y+1, 0, . . . , 0)= FY u1 ,...,Y uM |=(ga(t1), . . . , ga(tw), yw+1, . . . , y, 0, 0, . . . , 0), (38)
implying that if an individual is active at a certain time, he is active all the time before. The consequence
is that a disabled individual cannot recover.
Now consider the case =M . Then, for any yw <ga(tw) with w ∈ {1, . . . ,M}
FY u1 ,...,Y
u
M |=(y1, . . . , yM)= 0. (39)
Besides, if inequality (32) applies,we have that ifyj ga(tj ) andga(tw)yw <gi(tw) for j ∈ {1, . . . , w−
1} and w ∈ {2, . . . ,M}, then
FY u1 ,...,Y
u
M |=(y1, . . . , yw, . . . , yM)= FY u1 ,...,Y uM |=(ga(t1), . . . , ga(tw), yw+1, . . . , yM), (40)
implying again that if an individual is active at a certain time before n, he is active all the time before. It
follows that a disabled individual cannot recover.
This proves the theorem. 
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A sufﬁcient condition for (32) to hold is that pai(0, t)(pid(t, t+1) − pid(t, t)) is increasing for
t ∈ [0, t]. Taking the derivative of the numerator of this expression with respect to t, using the
Chapman–Kolmogorov backward differential equations (see e.g. [14]), leads to:
d
pai(0, t)(pid(t, t+1)− pid(t, t))
dt
= dpai(0, t)
dt
(pid(t, t+1)− pid(t, t))+ pai(0, t)
× ((pid(t, t+1)− pid(t, t))(ia(t)+ id (t))− (pad(t, t+1)− pad(t, t))(ia(t))). (41)
Assuming that pai(0, t) is increasing in t, which we did in Section 3, this derivative is positive if
pid(t, t+1)− pid(t, t)pad(t, t+1)− pad(t, t), (42)
(i.e. the death rates for a disabled individual are higher than those for an active person) or
ia(t)
id (t)(pid(t, t+1)− pid(t, t))
(pad(t, t+1)− pad(t, t))− (pid(t, t+1)− pid(t, t)) , (43)
(i.e. the forces of recovery are “low enough”).
We believe that in practice it is reasonable to assume that at least one of the two above conditions hold.
The fully continuous version is obtained by letting M → ∞ and besides for each i ∈ {0, . . . ,M −
1}, ti+1 − ti → 0. Then for  ∈ [0, n), i.e. death between  and + d, before the end of term, we get:
FSu|=(s)
=


0 for s <
∫ 
0 ga(s) ds;
1− pai(0, t)(pia(t, )ad()+ pii(t, )id ())
paa(0, )ad()+ pai(0, )id ()
for s = ∫ t0 ga(s) ds + ∫ t gi(s) ds; 0 t < n,
1 for s
∫ 
0 gi(s) ds. (44)
while the case = n, i.e. survival to the end of term, yields the following result
FSu|=n(s)=


0 for s <
∫ n
0 ga(s) ds;
1− pai(0, t)(1− pid(t, n))
1− pad(0, n) for s =
∫ t
0 ga(s) ds +
∫ n
t
gi(s) ds; 0 t < n,
1 for s
∫ n
0 gi(s) ds. (45)
The numerical examples in the next section will be based on this continuous version.
5. A numerical example
In this example, all annuity beneﬁts are payable continuously. A level premium of c per annum, is
payable continuously whenever the insured is in the state “Active”. Hence, the premium payment function
has the shape Ba(t)=−ct; t ∈ [0, n].
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Fig. 3. Graphical display of paa(0, t) (dotted), pai(0, t) (solid) and pad(0, t) (dashed) as a function of t.
The following ﬁgures we use are the same as those applied in the numerical example 5.3 in [7] and
Table 4 of [11]:
ad(t)= id (t)= 0.0005+ 10−4.12+0.038 (30+t); ia(t)= 0.005;
ai(t)= 0.0004+ 10−5.46+0.06 (30+t); n= 30; = ln(1.045). (46)
Note that, since ad(t)= id (t) for all t0, the mortality rates for an active and disabled individual are
the same. Hence inequality (42) is satisﬁed and so we can use the results from Theorem 5.
The value of  corresponds to an annual level of interest of 4.5%. The speciﬁcation of the transition
intensities results in the transition probabilities paa(0, t), pai(0, t) and pad(0, t) as displayed graphically
in Fig. 3. Although it may not be completely clear from the graphics, all functions are smooth. It is clear
that, for t ∈ [0, n], pai(0, t) is an increasing function of t.
We take the same example as in [13]. The contract pays an amount of 1 on a continuous basis while the
insured is in the state “Disabled”. Hence Bi(t)= t; t ∈ [0, n]. Furthermore, the level premium satisfying
the principle of equivalence is in this case equal to
c =
∫ n
0 e
−tpai(0, t) dt∫ n
0 e
−tpaa(0, t) dt
= 0.0175456. (47)
The maximum possible present value is equal to∫ 30
0
1 · (1.045)t dt = 16.6527. (48)
while the minimum, attained in case the individual remains in the state “Active” from the beginning till
the end of the contract period, proves to be
−c
∫ n
0
e−t dt = a =−0.2922. (49)
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Fig. 4. Conditional minima and maxima present values disability annuity, given time of death.
The original convex upper bound is derived as follows. The distribution of Sc, displayed in formula (20),
reads as
Pr[Scs] =


0 for s <− 0.2922;
1− pai(0, hi(s, n))− pad(0, ha(s)) for − 0.2922s < 0;
1− pai(0, hi(s, n)) for 0s < 16.6527;
1 for s16.6527.
(50)
In (50),
hi(s, u)= − ln((s + e
−u + c)/(1+ c))

;(
solution to hi of s =−c
∫ hi
w=0
e−w dw +
∫ u
w=hi
e−wdw
)
,
ha(s)=− ln(1+ (s/c))

(
solution to ha of s =−c
∫ ha
w=0
e−wdw
)
. (51)
The improved upper bound follows by conditioning on the randomvariable=min[T , n]. The conditional
minimum and maximum values that Su, given =  can attain are given in Fig. 4. Although it may not
be completely clear from the ﬁgure, the conditional minimum values are a smooth function of the time
of death.
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Fig. 5. C.d.f.’s disability annuity compared: real distribution (solid); convex upper bound (dashed–dotted); improved upper bound
(dotted).
By integrating over all possible values of T, we get:
Pr[Sus]
=


0 for s <− 0.2922;
paa(0, hi(s, n))(1− pad(hi(s, n), n))
+ ∫ n
u=ha(s) paa(0, hi(s, u))×(paa(hi(s, u), u)ad(u)+ pai(hi(s, u), u)id (u)) du for − 0.2922s < 0;
pad(0, hd(s))+ paa(0, hi(s, n))(1− pad(hi(s, n), n))
+ ∫ n
u=hd(s) paa(0, hi(s, u))×(paa(hi(s, u), u)ad(u)+ pai(hi(s, u), u)id (u)) du for 0s < 16.6527;
1 for s16.6527.
(52)
with hi(s, u) and ha(s) as deﬁned before. Besides,
hd(s)=− ln(1− s)

(
solution to hd of s =
∫ hd
w=0
e−w dw
)
. (53)
In Fig. 5, the three c.d.f.’s are displayed. One can see that the convex upper bound gives a very good
approximation which can hardly be distinguished from the real distribution. As expected, the improved
upper bound works out even better.
This observation is also conﬁrmed by comparing the variances with each other:
Var[S] = 1.80677; Var[Sc] = 1.94873; Var[Su] = 1.87002. (54)
That both bounds perform well is due to the low recovery rates. Which of the both bounds is to be
preferred, depends on the circumstances. As the improved upper bound uses the insured’s remaining
lifetime as a conditioning variable, its quality is insensitive to mortality. On the other hand, the convex
upper bound is affected by mortality rates, and therefore less accurate. In general, however, mortality is
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low during periods when disability annuities are in force (as they usually end upon retirement age). This
explains why in our example the convex upper bound is still a good approximation. Besides, comparing
(50) with (52) establishes that the expression for the convex upper bound is simpler than the expression
for the improved upper bound.
6. Conclusions and recommendations for further research
In this paper, we have applied the theory of comonotonic risks to disability annuities. The upper bounds
are based on removing the possibility of recovery from illness. Both the convex and the improved upper
bound give a very good approximation.
This paper gives scope for more research. We intend to apply these bounds to develop alternative
premium principles, as suggested in the Introduction. For instance, a regular premium could be set such
that the probability of incurring a loss on the contract larger than X, is at most equal to Y%. Furthermore,
we aim to extend the model by allowing for ﬁnancial risks. Assuming that these risks are independent of
the demographic risks, convex upper and lower bounds can then be derived by applying the techniques in
[8,9]. Finally, we intend to derive present value distributions of contract withmore complicated conditions
in their design, such as a waiting period and a deferred period, as speciﬁed mathematically in [6,12].
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