Schemes for fault-tolerant computing: A comparison of modularly redundant and t-diagnosable systems  by Chwa, Kyung-Yong & Hakimi, S. Louis
INFORMATION AND CONTROL 49, 212--238 (1981) 
Schemes for Fault-Tolerant Computing: 
A Comparison of Modularly Redundant and 
t-Diagnosable Systems* 
KYUNG-YONG CHWA + 
Department of Computer Science, Korea Advanced Institute of Science 
and Technology, Seoul, Korea 
AND 
S. Louis HAKIMI 
Department of Electrical Engineering and Computer Science, 
Northwestern University, Evanston, Illinois 60201 
In this paper we compare the performances, in the presence of faults, of two 
basic c/asses of computing systems: the modularly redundant systems and the t- 
diagnosable systems. We, then, introduce an undirected graph model for t- 
diagnosable systems to avoid certain difficulties in diagnostic testing which may 
arise in ordinary (digraph model) t-diagnosable systems. An optimal diagnosis 
algorithm for this new model is also presented. 
I. INTRODUCTION 
A system S consisting of n units in which each unit is tested by a subset 
of other units can be represented by a digraph G(V, E). The set of vertices V 
corresponds to the units and the set of edges corresponds to the set of tests in 
S. The edge (v i, vj) is in E if and only if the unit (corresponding to) v,. tests 
unit vj. The outcomes of the tests are represented by binary weights on the 
edges of G. The weight of the edge (v i, vj), denoted by w(v i, vi), is "0" if v i 
evaluates vj to be fault-free, and is "1" if v i evaluates vj to be faulty. The 
outcome of the test (vi, vj) is reliable only if v i is fault-free. The set of 
weights on the edges is said to be the syndrome w of the graph (system). 
Thus, a system S together with the syndrome is represented by an edge- 
weighted digraph G w. A system S is said to be t-diagnosable if given 
Gw(V, E), all the faulty units within the system can be identified provided the 
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number of faulty units present does not exceed t. This graph-theoretic model 
of t-diagnosable systems was introduced by Preparata et aL (1967) and 
completely characterized by Hakimi and Amin (1974). 
In this paper, we attempt o compare the performances, in the presence of 
faults, of two basic classes of computing systems: the modularly redundant 
systems and the t-diagnosable systems. We will present evidence that the 
average performance (error-free computational throughput) of the t- 
diagnosable systems is greater than that of the modularly redundant systems. 
Also, we will show that if the two systems are designed using essentially the 
same number of identical units such that both systems have the same 
computational rate, then the probability that all results are correct is greater 
in the t-diagnosable systems than in the modularly redundant systems. 
However, it must be admitted that this can be achieved at the expense of 
certain amount of additional memory requirements as well as a possible 
reduction in the speed that each job is completed. The results obtained are 
quite analogous to certain results in information theory. In information 
theory, one is concerned with two basic quantities: the rate of transmission 
of information and the probability of correct ransmission of this information 
over imperfect channel. To carry out our analogy further, we consider the 
performances of two coding schemes for transmission of binary digits over a 
binary symmetric hannel: 
(1) Each bit, say "0" (respectively, "1") of information (produced by a 
source) is encoded by a sequence of 2t + 1 O's (respectively l's) and then 
this (2t + 1)-sequence is sent into the channel which accepts one digit per 
unit time. At the receiving end of the channel, we must decide what an 
output (2t + 1)-sequence r presents. This decision is made as follows: If an 
output (2t + 1)-sequence has more l's than O's, then it is decided that "1" 
was the information bit transmitted; otherwise, "0" was the information bit 
transmitted. It can be easily shown that in this coding scheme, one can 
reduce the probability of error to an arbitrary small number (as t-~ oo) at 
the price of decreasing the rate of transmission of information to nearly 0. 
(2) The second scheme involves more sophisticated coding techniques 
where long sequences of bits produced by the information source are 
encoded by even longer sequences to be transmitted through the channel. In 
essence, Shannon's Fundamental Theorem of Information Theory (see Ash 
(1965)) states that one can reduce the probability of error to an arbitrary 
small number without decreasing the rate of transmission of information to 
nearly 0. However, the tremendous advantage in the second scheme is 
achieved at the price of the additional hardware requirements and a possible 
reduction in the speed that an individual "message" is received at its 
destination. 
In the next section, we present evidence that the average performance of 
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the t-diagnosable systems is superior to that of the modularly redundant 
systems. 
In an ordinary (digraph model) t-diagnosable system, it is assumed that 
each (diagnostic) test is sufficiently thorough so that if a test is administered 
by a fault-free unit, the result of the test is completely reliable. The existence 
of such test may be subject o question, even if it exists it will be extremely 
time consuming. To avoid this difficulty, in Section III, we consider an 
undirected graph model for t-diagnosable systems and show several 
computing schemes. In these schemes, the results of the jobs carried out by 
the system are themselves used for diagnostic purposes. In Section IV, an 
O(IEI) diagnosis algorithm for the undirected graph model of t-diagnosable 
systems is presented. 
IL A COMPARISON OF MODULARLY REDUNDANT AND 
t-DIAGNOSABLE SYSTEMS 
Consider a system consists of n units and each unit performs a sequence 
of jobs at the rate of one job per unit time. Assume that each unit has the 
failure probability, p(< 1/2). Suppose that the jobs are performed indepen- 
dently, so that each unit is unaffected by the previous jobs. If each unit 
performs its own job, then the system is able to perform n jobs per unit time 
with the failure probability, 1 -  (1 _p)n. The probability of system failure 
may be too high in some applications. We consider techniques for improving 
the reliabilitiy, i.e., reducing the failure probability. 
One way involves using a modular edundancy technique, in particular 
(2z + 1)-tuply modular redundancy. Let n be a multiple of (2z + 1), i.e., 
n = k(2z + 1). Then system S~R consists of k independent subsystems, each 
of which has (2z + 1) units and a voter. Every unit in a subsystem runs the 
same job and the voter makes the decision from the results of those units in 
the subsystem. That is, the output of the subsystem coincides with the 
outputs of the majority of units in the subsystem. Suppose that the voters are 
always perfect. Then each subsystem has the failure probability 
2z+~ (2z+l )  p)ZZ+~-~ 
2 i p ' (1  - . 
i=z+l 
Thus, system SMR is able to perform k jobs per unit time with the failure 
probability, 
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Since 
i=0 
we have lowered the probability of system failure. However, we have paid a 
price for this reduction. That is, system SMR can only carry out k jobs per 
unit time instead of n. Note that in general one can reduce the probability of 
system failure to an arbitrary small number (as z A, oo) at the price of 
decreasing the rate of computation per unit toward zero. 
We now propose another way of improving the reliability of a computing 
system using a t-diagnosable configuration. In a t-diagnosable system, each 
unit performs its own distinct job. The results of these jobs are stored. Then, 
diagnostic tests are performed in order to determine which units are faulty. If 
there are no more than t faulty units, then the faulty units are identified and 
the output of the system is the results of the jobs performed by the fault-free 
units. (The jobs carried out by the faulty units should be performed again in 
the future.) In order to make the comparison easier, let SrD consist of k 
independent subsystems with each subsystem being z-diagnosable with 
2z + 1 units. Then the failure probability of SrD is the same as that of SMR. 
But, as we will see later, the number of jobs carried out per unit time may be 
increased. Let d be the time taken by the diagnostic tests, (in general, d 
depends on z). Since the expected value of the number of units being fault- 
free is n(1 --p), the number of jobs carried out by ST9 per unit time on the 
average is n(1 --p)/(1 + d). Thus, as long as 2z -p(2z + 1) > d, SrD has a 
better ate than SMR. We observe that in the above model certain jobs may 
not be completed and may be attempted several times. We now present an 
alternative model which resolves this difficulty. 
Consider a t-diagnosable system with k(z + 1) units as shown in Fig. I, 
where t = [(k(z + 1) - i)/21. We note that each job is carried out by (z + 1) 
units. After all jobs are carried out, the results of these jobs are stored. Then 
the diagnostic tests are performed and the faulty units are determined. Let L i 
be the set of (z + 1) units which perform job i, and Fi(~_Li) be the set of 
Lt L~ L~ \ 
" ~.." 
I 
] 
[Lil = z *1 
FIG. 1. A t-diagnosable system performing k jobs with k(z + 1) units 
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faulty units in L i. Then the probability of all jobs being correctly completed 
is 
Pr  l[Fl[~Z,]F2l~z ..... ]Fk[<~z i=l~ [Fit<~tl 
• Pr tf~l~z, If21<~z ..... Ifkl~z Y' I f j l= i  • 
j= l  
However, 
Pr  IFll~Z, IF21~z ..... IFkl~z Iffjl=i 
can be found by a slight modification of a result in Feller (1957) (see 
pp. 41---42). Consequently, we have 
i=0  
j= l  
z+l  (n -2 (z+l )  
m2 ),i--(ml+m2)) 
z+l 0 
(i--(ml +...+mk_l))( O) 
n- (z+ 1) z+ l  
= 2 Pi( 1 -p )~- i  ~ \ mi . (1) 
i=0  ml+ • . • +mk=i j= 
O<mj<z 
Let RMR(k, z,p) be the probability that system SMR with k(2z + l) units 
produces the correct results for all k jobs. As we discussed before, we have 
k 
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Let Rr~)(k, z, p) be the probability that [(k(z+ 1)- l ) /2j -diagnosable 
system S 'v ,  with k(z + l) units produces the correct results for all k jobs. 
Then by (1), we have 
[(k(z+l)-l)/2j ~I ( ) z + 1 . 
i=0 ml+ • rn k l j= 1 lTIj 
O<tnj<z 
Since the number of units in S* D is nearly half of that in SMR, we may build 
two such systems o that one can run the jobs while the other runs its own 
diagnostic tests. In this way, if the time taken by diagnostic tests is less than 
the time taken by the computations of the jobs, then we are able to maintain 
a higher rate (the number of jobs carried out by the system) than that of 
S~4 R. Moreover, the next theorem shows that Rro(k, z,p) > RMR(k, z,p). 
THEOREM 1. RrD(k,z,p) > R~tR(k,z,p) for any k>/2, z >~ 1 and 
0 <p< 1/2. 
The proof of the theorem is given in the Appendix. 
So far we have compared the performances of the two computing systems 
based on the modular redundancy and the ordinary t-diagnosability. 
Although the t-diagnosable systems were shown to have a superior perfor- 
mance, the basic question of the existence of satisfactory diagnostic tests 
may raise doubts about the practicality of such systems. In the next section, 
we will propose another scheme for computing systems which are based on 
an undirected graph model of a t-diagnosable system which avoids this dif- 
ficulty. 
III. AN UNDIRECTED GRAPH MODEL FOR t-DIAGNOSABLE SYSTEMS AND ITS 
APPLICATION TO FAULT-TOLERANT COMPUTING 
Consider a Z-diagnosable system which is represented by an undirected 
graph G(V,E). In this system, an edge (vi, vj) corresponds to an "equality 
checking element" between units v i and v i. The weight of the edge (v~, v j) is 
'"0" if the results of a particular job (problem) which is carried out by both 
units v# and v# are identical, and is "1" if the results are different. It can be 
seen that this undirected graph model is equivalent to the digraph model if 
we insist that whenever v~ tests v:, vj also tests v~; furthermore, if w(v~, v:)4= 
w(v:, vi) in the digraph model, we assume that the syndrome is modified so 
that w(v i, vj)= w(v:, vi)= 1. Given an undirected graph G(V, E), we define 
Fv= {v' E V t (v ,v ' )~E} and similarly FV' = {Ovzv, FV}-- V' for V '~ V. 
Given Gw(V, E), a subset V:.~ V is said to be a consistent fault set if (a) 
w(v, v')= 1 for all (v, v') EE  such that v ~ V-  V: and v' C V:, and (b) 
643/49/3-4 
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w(v ,v ' )=o  for all (v ,v ' )CE  such that {v,v'} ~ V-V  r. Then, it can be 
seen thai we may rewrite the characterization theorem in this new model for 
t-diagnosability as follows (see Hakimi and Amin (1974)). 
THEOREM 2. Let G(V,E) be the graph of a system S of n units. Then, S 
is t-diagnosable if and only if (a) I Fv [ >/t for all v C V, and (b) for each 
integer q with 1 <<, q <, t, and each V' c V with I V'[ = 2q, [FV'[ >~ t -- q + 1. 
There is another diagnosability criteria, called intermittent fault 
diagnosability, which was originally defined in the digraph model. Inter- 
mittent faults are those faults whose effects on the behavior of the system are 
present only part of the time. We first briefly discuss the effect on the 
syndrome of the intermittently faulty units in the undirected graph model. 
We observe that the results of two fault-free units (when assigned the same 
problem) will always be identical; however, unfortunately, the results of an 
intermittently faulty unit and a fault-free unit might also agree. This may 
arise due to the fact that at the time when a particular problem was 
performed the intermittently faulty unit was fault-free. Therefore, we must 
ask the same two units to perform the same problem (or another problem) 
before the faulty units may be identified. If at any time the results of two 
units are not identical, then the comparison of the results of the same two 
units need not be repeated. After each comparison of the results of a pair of 
units which are assigned the same problem, an updated syndrome w* is 
obtained. It can be seen that the updated syndrome w* has the following 
property: w*(v, v') = 0 if and only if the results of units v and v', whenever 
both are assigned the same problem, have remained identical; w*(v, v') = 1, 
otherwise. 
A system S is said to be ti-intermittent fault diagnosable if given a 
syndrome, a fault-free unit will never be diagnosed as faulty and the 
diagnosis at any time is at worst incomplete but never incorrect; provided 
that the number of faulty units does not exceed ti. In other words, in a t i- 
intermittent fault diagnosable system, the diagnosis procedure nds when a 
consistant fault set of size ~< ti is found (which contains only faulty units), 
otherwise (i.e., if no such consistant fault set exists) further updating of the 
syndrome is required. 
Mallela and Masson (1978) gave necessary and sufficient conditions for a 
trintermittent fault diagnosable system in the digraph model. Here, we state 
a somewhat simpler characterization theorem for the undirected graph model 
(see Corollary 2 in Mallela and Masson (1980), or Theorem 2.3 in Chwa 
(1980)). The proof follows from the previous results. 
THEOREM 3. Let G(V,E) be the graph of a system S of n units. Then S 
ts ti-intermittent fault diagnosable if and only if IFV'I > t i for each subset 
V' c V with l ~ l V' l ~ t i. 
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The following result is an immediate consequence of Theorem 3. For the 
definition of connectivity, the reader is referred to Harary (1969). 
COROLLARY l. Let x(G) be the connectivity of the graph G of a system 
S with ~¢(G)<~ In/2]. Then, S is (x(G)- 1)-intermittent fault diagnosable. 
Now we will discuss several schemes for obtaining the syndrome which 
may take advantage of our new model. Momentarily, suppose we have a 
"diagnostic test problem" such that when the diagnostic test problem is 
executed on any unit in S, the unit produces correct output if and only if the 
unit is fault-free. Then a simple scheme can be described as follows: Let S be 
a system of n units. To begin with, each unit in S performs the job which is 
assigned to it. After all jobs are carried out and the results are stored in the 
memory, the test problem is performed on every unit. A syndrome is 
obtained by comparing the results of the test problem by every pair of units. 
In this case, the syndrome will be the weights of all edges of a complete 
graph. If the number of faults does not exceed [(n - 1)/2j, the set of faults, 
Vy is determined using this syndrome. Then, the results of the jobs which 
have been carried out by the units in (V -  VI) are released. 
The above scheme seems to be extremely powerful if there exists such a 
simple postulated test problem. However, in general, it may be hard to 
obtain such a postulated iagnostic test problem and even if it is available, it 
is likely to be complicated, so that the time taken by the diagnostic tests may 
be too long. For this reason, it is natural to consider that after all jobs are 
carried out, some job replaces the postulated iagnostic test problem in the 
above scheme. Then in the analysis of this new scheme one must realize that 
jobs are not tests, and there are inherent differences between jobs and tests. It 
must be noted that there might be a faulty unit which works correctly on 
certain jobs but not correctly on others. Momentarily, we call this unit 
"partly faulty unit." One reason is that a faulty unit may execute a particular 
instruction incorrectly, and this instruction might be used in certain jobs and 
not in others. So the comparison of the results of a job performed by a faulty 
unit and fault-free unit could lead to a weight of "0" for the corresponding 
edge. As we have shown earlier, this possibility is allowed when one uses the 
intermittent fault diagnosis in the undirected graph model. However, another 
difficulty arises: the existence of partly faulty units in the system may 
produce incorrect output. The reason is that the restilt of the job performed 
by a unit may be independent of the result of the job used as a diagnostic 
test problem. We note that this partly faulty situation can not be resolved 
completely even in the diagraph model unless every test carried out by one 
unit on another is complete, i.e., if the testing unit is fault-free, the result of 
the test is completely valid. 
To alleviate this situation, we suggest he following computing scheme, to 
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be called SCH(1). To begin with, a sequence J -= Jo , J1 , . . . , Jn_ l  of jobs are 
assigned to units (corresponding to vertices) v0, v l ..... vn-i  and the results of 
these jobs are stored in the memory. Then a permutation ~ = J~, J~ ..... Jn 1 
of the jobs in J "  are assigned to v 0, v I ..... Vn_l, respectively, and the results 
are stored. This process may be repeated as desired. The graph G(V,E) of 
the system is found as follows: V= {v0, v I ..... vn_l} and E= {(v/, vg) t if v/ 
and vg have performed the same job}. The syndrome is obtained by 
comparing the results of those pairs of units which have performed the same 
job. Let us assume that G is t/-intermittent fault diagnosable. Then given Gw, 
if a consistent fault set V i of size ~< ti is obtained, the results of the jobs 
which have been carried out by the units in V-  Vf are released, and the 
remaining jobs are returned to the job pool and the memory is cleared. If no 
such a consistent fault set is obtained, then the above procedure is repeated 
for another sequences ~ '  of jobs in order to obtain an updated syndrome. 
The time interval between successive moments when the results of some jobs 
are released is called a computation cycle. 
By our previous discussion, it is clear that ti-intermittent fault diagnosis 
model enables us to potentially identify intermittently as well as partly faulty 
units. However, there is another class of faults that may be treated as inter- 
mittent faults in our analysis. These faults arise because one cannot always 
expect o have the same set of faulty units at the beginning and at the end of 
a computational cycle. 
EXAMPLZ 1. Consider a system S of 12 units. Let V= {v 0, v~ ..... V l~ }. 
Let J -= J0 , J1  ..... J l l  be a sequence of jobs which are to be carried out by 
the units in S. Assume J and two permutations of J -  have been assigned to 
units v0, vl,..., V,_l. Consequently, we may suppose v i has performed jobs 
Ji, Ji+l and Ji+3 for each i (the addition on the indices is in mod 12). Then, 
the system graph is shown in Fig. 2. Note that this graph represents a 5- 
intermittent fault diagnosable system. Let F = {v 8, Vg, v i 1 } be the actual fault 
set in S. Assume that v 8 is an intermittently faulty unit, such that v8 does not 
work correctly on jobs J9 and J l l ,  but works correctly on Js. Given any Gw 
under the previous fault set assumption, it can be shown that, one cannot 
find a consistent fault set Vy with I Vfl ~< 5. This is because, if w(v 8, v6) = 1 
and w(v i, v i+ 1)= 0 for 0 ~< i ~< 7, then {v 0,/-)1 ..... /)8} must be included in a 
consistent fault set. 
As we have seen in the above example, in SCH(1) a system containing 
less than t~ faults is sometimes diagnosed as containing more than t~ faults. 
When this occurs, then in SCH(1) the computation cycle is significantly 
elongated. This may lead to a reduction in speed in performing certain jobs 
and also to an increase in memory requirements. We now introduce a new 
scheme to be called SCH(2) which somewhat alleviates the above difficulty 
and certainly is easier to analyze. 
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Vtl 
V9 V 3 
V8 ~ V4 
V7 ~ 75 
V 6 
Fro. 2. A 5-intermittent fault diagnosable system constructed by SCH(1), 
Let S be a system of n units and assume n= mL with m and L being 
integers. Suppose we have the following three different m-partitions of the 
units in V: PAa={F~, V~ ..... V~_I} with IV~I=L for 0~<i~<m--1 and 
1 ~< a ~ 3. Let G(V, E) be the graph such that E = {(vi, vj) I if for some k 
and a, {vi, vj}~ V~}. Then, G(V,E) represents the system. We will later 
describe techniques for choosing partitions PAa such that the intermittent 
fault diagnosability number of the system is maximized, Before that, 
however, we will describe SCH(2) with an arbitrary choice of partitions PAa 
and prove some of its properties. It is assumed that ]V2~ V~] ~< 1 if a :/=/?. 
Let J -=  {J0, J1 .... } be the set of jobs available for execution. We begin by 
assigning J¢ to all units in V] for i = 0, 1 ..... m-  1. The time required to 
complete all these m jobs is called the first period. After the first period, we 
assign Jm+i to all units in V~ for i=  0, 1,..., m - 1. The time required to 
complete all these m jobs is called the second period. In general, in the jth 
period, J(j-l)m+i is performed by all units in V~, where j=3 .q  + a for 
some integer q and 1 ~< a ~< 3. Let GJw(v, E j) be the weighted graph whose 
edge set E j = {(v, v')l v and v' perform the same job in thejth period}, and 
the weight on the edge (v, v') in G/w is determined as follows: w(v, v') is 0 if 
w(v, v') is 0 in C/w -3 (ifj>~ 4) and the results on the job carried out by the 
corresponding units v and v' in the jth period are identical, and is 1 
otherwise. At the end of the jth period for j = 3, 4 .... we examine the 
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weighted graph G/w2UGJ'wIL)Cr/w and run a diagnosis algorithm. If the 
algorithm yields a consistent fault set V: with [VII ~ t~, then we release the 
results of the jobs performed by units in V-  V: up to the ( j  - 2)th period. 
The remaining jobs performed up to the ( j  - 2)th period are placed again in 
: - .  If the algorithm yields a consistent fault set V: with IV:[ > t~, then the 
system does not produce any results but the system is assigned the next set 
of m jobs and is moved into the ( j  + 1)th period. 
EXAMPLE 2. 
PAl  = 
PA2 = 
PA3 = 
Consider a system S of 12 units. Suppose we have 
{{Vo, v,, v~}, lye, v~, v~}, {v~, v,, v~t, lye, VlO, v,,}} 
{v~, v',, v~, v~ }, 
{{V0, /')3, V6}a {VIaU4aV9}, {V2" VT" Ul0}a {V5aV8,Vll} } 
{v~, v~, v~, v~}, 
{ tU0a U8, /-)10 }, {U1 s /-)3, U,I }, {U2, V4, /26}, {U5,U7, U9}  
/vo ~, v~, v~, v~}. 
The graph shown in Fig. 3 represents system S which is 5-intermittent fault 
diagnosable. Table I shows the job assignments, where the jobs whose results 
are assumed to be incorrect are circled. According to SCH(2), after the third 
Vo 
Vt ° _ / / /  i -~ / x \ ~ ,, ~_ \_  Vz  
V9 (~ V3 
Va V 4 
V6 
FIG. 3. A 5-intermittent fault diagnosable system constructed by SCH(2). 
FAULT-TOLERANT COMPUTING 223 
TABLE I 
~ Unit  
T ime'~ v 0 vj v 2 v 3 /)4 /)5 /)6 l)7 ?')8 /)9 /910 /)11 
period ~ 
1 Jo Jo Jo J~ @ @ J2 @ J2 J3 J3 J3 
,0 © © ,4 © ,6 
3 J8 "19 JIo J9 @JH Jio @J ,  @ J8 J9 
, .,,6 © .,,0 © © © .,,9 .,,0 
Jobs whose results are incorrect  are circled. 
period, we have the consistent fault set Vs= {v4, vs,vT} if we assume 
w(v 7, Vg) = 1. (If we assume w(v 7 , Vg) = 0, there is no consistent fault set of 
size ~ 5, then we must follow SCH(2) into next period.) Thus, S produces 
the results of J0, J l ,  J2 and J3. After the fourth period, G4w replaces Glw, and 
there is no consistent fault set V s with I Vs] ~< 5. Thus the system does not 
produce any results. After the fifth period, Gs,, replaces G2,,, and we have 
Vs= {v 4, v s, vT, v 9 }. Thus, S produces the results of jobs {J4, Js ..... J~0}, and 
Jll is placed in J -  again. 
We now analyze the fault-tolerant behavior under SCH(2) given the inter- 
mittent fault diagnosability number, t~ of the system. We first remind the 
reader that after the jth period, the unit which produces incorrect results for 
all jobs is regarded as a permanently faulty unit and the unit which produces 
incorrect results for some jobs is regarded as an intermittently faulty unit. 
We also note that in a q-intermittent fault diagnosable system, even when a 
consistent fault set of size ~< ti is found, some intermittently faulty units may 
remain unidentified. This implies that the system may release some incorrect 
results even though the number of faulty units ~<t~. We now intend to show 
that such occurrences are indeed rare. 
LEMMA 1. Let F be the set of permanently faulty units. Then any unit in 
F is never diagnosed as being faultfree, provided that the number of faults 
<~ ti. 
Proof. Let V* be the set of intermittently faulty units. By the hypothesis 
of the lemma, we must have ] V* U F I ~< ti. Let V s be the consistent fault set 
of size ~ti  which is obtained by the diagnosis algorithm. Then we only need 
to show that F_  V s. By the definition of a ti-intermittent fault diagnosable 
system, fault-free units are never diagnosed as being faulty. Thus, we have 
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V s_~ V* U F. Suppose there exists a set F '  ~_ F such that F '  is diagnosed as 
being fault-free. This implies that there are no edges between F' and 
V- (V*  UF) .  Therefore, we have FF'~_ (V*UF) - -F ' ,  that is, IFF'I < t~ 
which violates Theorem 3. Hence, we have F ~_ V s, which proves the lemma. 
THEOREM 4. Suppose the system contains no more than ti faulty units. 
Assume we are at the end of thejth time period ( j  ~ 3). Let J-'[ be the set of 
fobs which were performed by v i and were assigned to all vertices in 
V~ C PAa for some l (or equivalently, J~  is the set of jobs performed by vi 
in time period k for all k - a mod 3 with k <~j). Then in SCH(2), the system 
never produces incorrect results if for every faulty unit v i and integer a, 
1 ~ a ~ 3, at least one of the results of the jobs in J~[ performed by v i is 
incorrect. 
Proof. Let the system of n (=mL) units be represented by three m- 
partitions PAl,  PA2 and PA3. At the end of the j th  period, for any j, 
j=3 ,4  ..... we have Gw=C/~2UGJ~- IUCJw . By hypothesis if v i is faulty, 
then at least one of the results of jobs in J -~  is incorrect. Then it can be 
seen, from the manner in which we compute the weights of the edges in G w, 
that the same syndrome could have resulted if v i was permanently faulty. 
Thus, the theorem directly follows from Lemma 1. 
THEOREM 5. Assume the number of faults <~t i. In SCH(2), a system 
may produce incorrect results only if there exists integers a and i such that 
all units in V~ (CPAa) are faulty. 
Proof. Suppose for any set V'[ E PAa, there exist a fault-free unit 
v C V~, but a system produces incorrect results. Let F be the set of 
permanently faulty units and V* be the set of intermittently faulty units. 
From Lemma 1 and the definition of a q-intermittent fault diagnosable 
system, any unit in F is never diagnosed as being fault-free, and any fault- 
free unit is never diagnosed as being faulty. Therefore, we only need to 
consider the case when a set V' _~ V* is diagnosed as being fault-free. For 
any v 'E  V', there exist some integers i, j, and k such that v 'C  V IA  
V 2 n V 3. Since any set V'[ ~ PAa contains at least one fault-free unit, there 
is an edge between v' and a fault-free unit in each of the sets V], V}, and V~ 
and the weights of all these edges are zero. Thus, the results of the jobs 
carried out by v' are correct, that is, v' is a fault-free unit. This leads to a 
contradiction, hence, the theorem is proved. 
Theorems 4 and 5 state that necessary conditions for a system with ~<t; 
faulty units to produce incorrect results are: 
(a) SCH(2) produces output (i.e., there exists a consistent fault set of 
size ~ti), 
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(b) there exists a faulty unit v i and an integer a, 1 < a ~< 3, such that 
the results of all jobs in J -~  performed by v i are always correct, and 
(c) there exists integers a and i such that all units in V~ (CPAa) are 
faulty. 
We observe that when the system contains relatively small number of 
faulty units, the condition (c) is rarely satisfied. Also among the syndromes 
that arise when conditions (b) and (c) are satisfied, only few would satisfy 
the condition (a). Furthermore, these conditions are not sufficient for 
producing incorrect results as we will see below. These facts indicate that in 
SCH(2) the system produces incorrect results very rarely. 
We now reexamine the system described in Example 2 in the light the 
necessary Conditions (a), (b), and (c) for possible release of incorrect results. 
The job assignments for the system were given in Table I and the resulting 
system graph shown in Fig. 3, yielding a 5-intermittent fault diagnosable 
system. After the third period, if we assume w(vv, v9) = 1, then {v 4, vs, vv} is 
identified as the consistent fault set which implies that Condition (a) is 
satisfied. Also we note that J -~= {Jll}, ~¢'-~-{J3}, and . f~= {Js}, and 
therefore Condition (b) is satisfied. As V]= {v 5, vv, vg}, Condition (c) is 
also satisfied. However, observe that after the 3rd period we release the 
results of the jobs J0, J1, J2, J3 which are all correct. Thus in spite of the 
fact that Condition (a), (b), and (c) are satisfied, the system produces correct 
results. Let us now examine the system after the 5th period. We have, then, 
the consistent fault set {v 4, v 5, v 7, Vg} and hence Condition (a) is satisfied. 
We have J '~ = {Jo,J12}, J-~ = {Jg}, J'~--= {Jll}, and ._7-~ = {Js,J17}; also 
V~= {vl,v4,v9} and V43= Ivs,vT,vg} , thus Conditions (b) and (c) are 
satisfied. Again, in spite of this, we release the results of jobs J4 , J5  ..... Jl0 
which are all correct. 
Suppose we consider again Example 2. But now, we assume that the result 
of job J0 performed by v I and v 2 and the results of jobs J4 and J8 performed 
by v 0 are incorrect while the remaining results are all correct. Now after the 
3rd period if we assume w(vl, vz) = 0 (an unlikely event), then we find the 
consistent fault set {vo}. Then the result of job J0 performed by vl (or v2) is 
among the released results, which leads to incorrect system output. The 
reader can convince himself that Conditions (a), (b), and (c) are, of course, 
satisfied. 
We now describe a technique for finding the partitions PAl, PA2, and 
PA3 such that ti is maximized. 
To begin with, we have the following Lemma. 
LEMMA 2. Let G(V, E) be the graph of the system with n(=mL) units, 
which is determined by three part#ions, PAl, PA2 and PA3. Then 
t i~min{3L- -  1 --[3L/m], 3L- -4 ,  [(n-- 1)/2~}. 
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Proof. IfL/m<<,l, then min{3L- - l - [3L /ml ,  3L - -4}=3L- -4 .  Since 
I Fv I ~< 3L- -  3 for any v C V; by Theorem 3, we have t i~< 3L - 4. If m ~< 4, 
then min{3L-  1 -  [3L/m], [(n-- 1)/2Jt = [(n-- 1)/2J. Since t,. ~< 
[ (n -  1)/2J, the lemma holds for m ~< 4. Thus, we only need to show that 
t~<~3L- l - [3L /m]  when m~>5. Let Vii k=V~NV]chV 3 and define 
integers a, b, and c such that 
I v I v l l  + I n + I n 
= max { Iv ]cav~)+lv2nv~l+lv ]nv~l} .  
O<~i,j,k<~m- I 
VOk~=fo 
Let ya=lvl nv l, yz=lv nV3cl and Y3=lV nV l . Since 
~0<;,j<,, ]V) ~ V 2 ] = mL, the cardinality of the intersection of any two such 
sets is, on the average, equal to L/m. Thus, it can be easily seen that Yl + 
Y2 +Y3 >~ [3L/m]. Suppose tt >~ 3L - [3L/m]. Then by Theorem 3, we must 
have {FV' I > 3L -- [3L/m] for any set V 'c  V with I v ' l  ~ t i. Consider the 
set V,b c. Since any vertex v E V~b c is not a member of any other set in the 
above three partitions, except V 1, V~ and V~, we have FV~b~= 
(V~a u V~U V~)-- Vab c. This implies ]FV~b~] = 3L - (Yl +Y2 +Y3)~ < 3L - 
[3L/m]. Since ]V~b~I~L~3L--[3L/5], there exists a set Va~ with 
[V~bc[ <~ 3L-- [3L/m] such that IFV~bcI ~ 3L-- [3L/m]. This is a 
contradiction, hence we have the lemma. 
We now proceed to construct he partitions PA 1, PA2 and PA3 such that 
the upperbound in Lemma 2 is achieved, if either L/m or m/L is an integer. 
We first consider the case when L/m is an integer. Given integers m and L. 
We define integers bo,b I ..... bmL_ a such that bjm+i=iL +j for all 0~<i~< 
m-1  and 0~<j~L-1 .  For each i, 0~<i~<m-1,  let V ]={Vk~VIk= 
i L+ j  for some j, 0~<j~<L--1},  V~={vkEV lk=b iL+j  for some j, 
0 ~ k ~< L - 1} and V~ = U~j+k)modm=~ (I1). n V2k). Thus, we have the three 
m-partitions on V, PAa={V~, V~ ..... V~,_I}, where l~<a~3.  It can be 
shown that IV~l=L  fo r0~<i~m--1  and l~<a~3.  
To clarify the above procedure for the construction of the partitions PA 1, 
PA2, and PA3, we consider an example. Suppose n = 50, m = 5 and L = 10. 
Arrange the units v0, Vl,..., v49 in the form of a rectangular (m × L) array 
such that the first 10 units {v 0, v~ ..... v9} constitute the first row of the array 
and the second 10 units the second row of the array, etc. Then, the set 
V] C PA 1 consists of the units in the (i + 1)th row of the array. The set 
V~ c PA 2 consists of the units in the 2j + 1 and 2j + 2 columns of the array. 
To find PA3, we first form an m × m array whose 0"th entry is V~ (h V~. 
Such an array is shown in Fig. 4 where the units in V~ C PA3 are joined by 
line segments. 
v,' 
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FIG. 4. An example of the construction ofpartitions PA 1, PA2, and PA 3 to maximize the 
diagnosability number. 
THEOREM 6. Given m and L (L/m is an integer), let G be the graph of 
the system determined by the above process. Then S is ti-intermittent fault 
diagnosable, where t i = min{3(L -  L /m) -  1, [ (n -  1)/2]}. 
Proof. According to Corollary 1, it is sufficient o show that the connec- 
tivity of G, k (G)= 3(L -L /m) .  By Menger-Whitney's theorem (see Harary 
(1969, pp. 47-49)), k(G)=minv,v,~v {the maximum number of vertex 
disjoint paths between nonadjacent vertices v and v'}. Let Vijk= 
V~ rh V) (h V 3. Then, from the construction of the partitions, we have the 
following properties: (i) Vuk v~ O only if (i +j)  rood m = k for some integers 
0 ~< i, j, k < m, (ii) Vii k = V~ ~ V 2 = V~ N V~ = V~ 6~ V~ if Vii k 4= 0 and (iii) 
l Vij~[ =L /m if Viik4=O. We will now show that there exists at least 
3(L- -L /m) vertex disjoint paths between any pair of nonadjacent vertices. 
Let v ~ V~b C and v' C V~,b, C, be an arbitrary pair of nonadjacent vertices. 
Then we have a4 :a ' ,  b4=b', e4=e', (a+b)  modm=e and (a '+b ' )  
rood m = e'. Also, there is an edge from v to every vertex in FVab c and 
similarly from v' to every vertex in FVa,b,v,. Let us consider l-Vab ~ and 
FVa,b,~,. Then, we have FVab ~ = (Uk,~ (V~ (h V~)) U (Ui¢~ (vl ~ v2)) w 
((.-J+.b (V~ Y'~ V3e)) and FVa,b, e, --= (Uk.~, (V~,, ~ V3k)) U ([,-Ji~a' (V~ A V~,)) W 
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(Uj+a, (VA, n Vj)). Note that the sets lJk+c (Vi n Vi), IJi+a (Vi n Vt) and 
(Jjzb(Vjz n Vz) are disjoint, and the cardinality of each of these sets is 
L -L/m. Similarly, corresponding sets with regard to rV,,,,,, are also 
disjoint and the cardinality of each of these sets is L -L/m. It can be 
observed that TV,,,nlT,~,,,, = Vab,ta+bc, u VatcT-a,c, u Vc(C,-bjbc, u 
<% n v&+b’j ) u (vtn vi!) u (Vfc,-b) n V$) u (vA(n vi) u 
(VA, n Vfc-aJ U (Vi, n Vz), where “+, -” operations on the indices are in 
mod m arithmetic. Therefore we have 
rv,,, - rv,,,,,, = rv,,, - (rvab, n rv,,,,,,) 
=Z ( U (V:,nv+ ( U WW)) 
k#c i+a 
k#(a+b’) i+(c’-b) 
kzc’ i+a’ 
U 
jt(c-a’) 
j#b’ 
and 
rv,,,,,, - rv,,, = rvaj,,,, - (rva,blet n rv,,,) 
CC 
( 
U (v;J+) u (J (v;n v$) 
k#c’ 1 ( ifa’ 
k#(atb’) i=a 
kfc i#(c’-b) 
u jg, (VW q. 
i 
j#b 
j#(c-a’) 
Notice that since (Vi n Vi) c Vi and (Vi, n Vi) c Vi for each k, every 
vertex in (VA n V,‘) is adjacent to every vertex in (Vi{ Cl Vi). Using this fact 
and the previous two relations, one can conclude that there are IZT,,,~ vertex 
disjoint paths between u and z)‘, which completes proof of the theorem. 
We now note that if m/L (=q) is an integer then n = qL*. One can then 
find the partitions PAl, PA2 and PA3 (such that the upperbound in 
Lemma 2 is achieved) by constructing q independent subsystems each with 
L* units. We observe that in each of these subsystems the connectivity will 
be 3L - 3, and consequently each subsystem will be t,-intermittent fault 
diagnosable where ti = min{3L - 4, [(n - 1)/2]}. By Lemma 2, this is the 
maximum possible. 
We wish to access the reliability of computing systems designed in the 
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manner suggested in SCH(2). To begin with, consider a system SMR that 
consists of m(2z + 1)-tuply modularly redundant subsystems. Our goal is to 
find a system with m(2z + 1)= n units having lower probability of failure 
than S~R without decreasing the average throughout (rate). To achieve this 
goal, one would need more diagnostic information. In the previous section, 
we proposed a t-diagnosable approach as indicated in Fig.1 to meet our goal. 
However, in that approach, vee implicitly postulated the existence of tests 
that yield a syndrome from which the faulty units can be identified. For this 
reason, it was assumed that about half of the time was to be spent on the 
diagnosis process (i.e., obtaining the syndrome and identifying the faults). If 
the diagnosis process was not time consuming (as it is the case in SCH(2)), 
we could have m groups of (2z + 1) units performing m jobs and made the 
system [(n--1)/2]-diagnosable (or [(n-1)/21-intermittent fault diag- 
nosable). This would have made the system even more reliable. Since in 
SCH(2), the diagnosis process is not time consuming, this analysis applies to 
SCH(2) if the intermittent fault diagnosability number was [ (n -1) /2 J .  If 
m ~< 4, then the intermittent fault diagnosability number of the system in 
SCH(2) is in fact [(n - 1)/2]. We note that the system which uses SCH(2) 
can always be made more reliable than SMR even when m >/5. A way of 
doing this is by first subdividing the n units into (q + 1) subgroups each 
containing <~4(2z + 1) units (q = [m/4J), and then applying SCH(2) to each 
group. 
Suppose in SCH(2) we use K m-partitions, PA 1, PA2 ..... PAK, instead of 
three. Then the intermittent fault diagnosability number can be increased. 
However, this will cause greater delay in releasing the results of the jobs 
which were performed. (The problem of choosing these K m-partitions uch 
that the intermittent fault diagnosability number is maximized is an open 
problem.) In any case, it seems that for any value of L >/2, and the resulting 
rate <~n/2, one can achieve a great deal of "reliability" if one was willing to 
accept a large delay in the release of the results of the jobs. Finally, we may 
allow the sets in each m-partition to have unequal sizes. In particular, if we 
set n=m--1  and K= I(n/2)[n/2]], then the system graph could have 
connectivity In/2] (see Hakimi (1969)). Consequently, the system would be 
[(n-1)/2J- intermittent fault diagnosable. This system would, on the 
average, release (n(1 -p ) -  1)job results per unit time. It must be admitted 
that the system is reliable only under the assumptions that once a unit is 
faulty then the results of jobs performed by that unit are incorrect. 
IV. DIAGNOSIS ALGORITHM IN THE UNDIRECTED GRAPH MODEL 
Let Gw(V,E ) represent a t-diagnosable system with a given syndrome. 
Assume that the number of faults does not exceed t. Then, given G~(V, E), 
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induced subgraph on 
Let I~= {j[ there 
F~ V~. = {,-)j~i~ V~. It is 
units. 
We will now show 
we want to identify the faulty units in the system. Let Go(V, Eo) be the 
subgraph of G w consisting of all edges with weights "0". Let V~, V 2 ..... V~ 
(r/> 1) be the vertex sets of the components of Go, and let G o (V~) be the 
Vi, 1 ~< i ~< r. Then we make the following observation: 
exist v~ V i and v '~ Vj with w(v,v ' )= 1}. Define 
clear that IF1 IT,.] > t, then V,. is a subset of the faulty 
that this condition is sufficient for identifying all faulty 
units. To do this, we transform G,~ (V, E) into a vertex-weighted graph G* 
(V*, E*)  with [ V*[ = r as follows: As before, let V~, V2,... , V~ be the vertex 
sets of the components of Go. Then v* ~ V* corresponds to V~ for each i, 
and the weight of v*, denoted by w(v*), is the cardinality of V;. 
E*  = {(v*, v*) I there exists an edges (v, v') E E such that v ~ V i, v' ~ Vj, 
i :/:j and w(v, v') = 1 }. We call the graph G*(V*, E*) the 0-condensation of 
G w. We may rewrite the previous observation in the following way: 
If ~v~ro7 w(v*) > t, then V i is a subset of the faulty units. 
THEOREM 7. Let G w represent a t-diagnosable system with a given 
syndrome and G*(V*, E*)  be the O-condensation of G w. Then there exists 
v* C V* such that ~v~rv* w(vi*) > t, provided the number of faulty units 
does not exceed t and is no less than one. 
Proof. Let F(4:~) be the set of actual faulty units. Assume, without loss 
of generality, G w is a connected graph (otherwise, each component of G w is 
t-diagnosable). Let V 1, V 2 ..... V r be the vertex sets of the components of Go 
and Go(Vi) be the induced subgraph on V/. Observe that r/> 2. Suppose 
there exists a set V i with [Vil > t, as G W is connected there must exist a set Vj 
such that w(v i, vj) = 1 for some v i C Vg and v i E Vj. This implies that in G* 
there exists v* such that ~*k~r~ w(v*)>t w(v*)> t. Thus we now assume 
that I Vii ~< t for all 1 ~< i ~< r. We know that t V -  F{ > t. It is easy to see that 
for each i, either VtcF  or Vi~ V-F .  Let Vii, Vi2,..., Vikc V -F  be such 
that k- 1 k Y~]=l [V#[ > t. only need to show that there ~.j=l I V;jl ~< t and Then we 
exists a vertex v E F such that Fv~ V~4:0 for all j, l~<j~<k. Let 
1Vii] = t -- aj with 0 ~< aj < t for all j, 1 ~<j ~< k. Then we have Y'~=l I v/~l = 
kt :-- k k implies that ~= ~ aj ) (k -- 2)t. Let Y~j=~ ai; as Y~j=I (Vbl ~< 2t, this 
V[~_ V# be a largest subset of V~.j of even cardinality. Then we have ]V~j I = 
2 i(t -- aj)/2]. By Theorem 2, [FVIj ] >~ t - [(t - aj)/2] + 1. However, we have 
IFVil I >/]FV~j[- 1 when I Vij I is odd and IFVtj[ = IFV[j[ when IVij I is even. 
Thus we have [FV#I ~ [(t+aj)/2] + 1 for all j, I <~j<~k. As there are no 
edges of weight "1" between vertices in Vii and Vi~ ~ (V- -F ) ,  we have 
k Uj=z (FVij)~-F. This implies that there are at least [(t + aj)/2] + 1 vertices 
in F which are adjacent to Vii. Since ~.~=l([(t+aj) /2]+l)>/ 
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Z~=l ( t+a i+ 1) /2=k( t+ 1) /2+½Y~=la j  and Z~=la i>/ (k -2 ) t ,  we 
have k Y'i:~ ([(t + aj)/2J + 1) >/t(k - 1) + k/2. This means, on the average, 
each vertex v~F is adjacent to more than (k - l )  subsets in 
{Vi~,Vi~ ..... Vi~ }. Thus, there must exist a vertex vCF  such that 
Fv ~ V~; ~ 0 for every j, 1 ~<j ~ k. Hence, the theorem is proved. 
Based on the above theorem, we now present a diagnosis algorithm. 
DIAGNOSIS ALGORITHM IN UNDIRECTED GRAPH MODEL 
STEP 0: 
STEP 1 : 
STEP 2: 
Vd ,,-- O . 
Find the 0-condensation G*= (V*,E*) of G w. 
If E* = 0, then V s is the consistent fault set, STOP. 
If  there exists v~ such that Y~r~ w(v*) > t - ] Vsl, 
then Vi*-- ViCJ V i and E* *--E* -- {(v*,v') ~ E* lv '  ~ V*} 
V* ~- V* -- {v*t; repeat STEP 2. 
Remark. During the process obtaining G*, we may identify a set V i c V 
such that w(vi, v~) = 1 for some pair of vertices Iv;, vk} c V i in Gw. One can 
easily observe that V i must be a subset of the faulty units. Although we do 
not need this in our algorithm, this may reduce the chance of incorrect 
diagnosis when more than t faults occur. 
The time complexity of the above algorithm may be found as follows. 
O(IE}) operations are needed to obtain G* and O(IE*]) operations are 
needed in STEP 2. Since IEI > IE*I, total time complexity is O(IEI), which 
is optimal. 
APPENDIX 
In this appendix, we present a proof of Theorem 1. We begin with the 
following lemma. 
LEMMA A1. Rro(2, z,p) > RMR(2, z,p)for any integer z and p < 1/2. 
Proof We have 
t 12 RMR(2, z,p) = 2z+ 1 pi( l_p)ZZ+1_i LXAZ(z,p ) 
i=o i 
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and 
RrD(2'z'P)=;=o ~ (2z+2) i  pi(l_p)Zz+Z-J 
i=0 [ 2z + 1 _p)2Z 
=(1--p)A(z,p)+i=,z.., + (2z+l)i_l pi(l_p)Z~+2-i 
Let f(z,p) = Rro(2, z,p) -- RMR(2, z,p), then 
f(z,p)=A(z,p)-A2(z,p)-(ZZ+z 1)pZ+l(1-p)Z+t. (A1) 
Then we only need to show that f(z,p) > 0 for any z >~ 1 and 0 <p < 1/2. 
For any given z, we have f(z, 0) = 0. Since f(z,p) is continuous, we will 
show that f(z,p) is monotone increasing on p with 0 < p < 3. That is, we 
will show that ~f(z, p)/Sp > O. 
eA(z,p) 
@ i pi-l(1 + i=o i 
-(2z+l-i)(2z+l i ) pi(1 -p)2z-i ] 
Let a i = (2z + 1)( 2:)pi(1 _p)Zz-i. Then, 
± o 
~P i=0 
Therefore, by (A1), we have 
~f(z,p)_ OA(z,p) 2A(z,p) ~A(z,p) 
+(z + 1) (2Zz + 1 )pZ(l_p)Z(2p - 1) 
e
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Therefore, 
z + 1 + [zl2J 
= Z i 
i=0 
We will consider the two cases, z is even and z is odd. 
Case 1. If z is even, 
z/2 (2z + 2)pi(l_p)ZZ+2_i. Rro(3, z,p)=A(z+ 1 +z/Z,p)--3 .p~+' ~ i 
i=0 
Since A(z+ 1 +z/2,p) >A(z,p) and Y~/__2 o (zz+2)p;(1 _p)ZZ+Z i< 1, we 
have Rr~(3, z,p) > A(z,p)- 3p ~+1. 
When z >/4, we have 
(1 )  z+l (2Z + 1)(2Z)(2Z-- 1)''" (Z +4)(Z + 3)(Z + 2) > 
z(z- 1) (z -2 ) . . .  3 .2 .  1 
> {1'~ z+l 2~_ 3 . (z + 4)(z + 3)(z+ 2) > 3. 
6 
Therefore, 
Rr°(3'z'P) > A(z'P)- ( 2z +z I )  pz+l (1 -p )z+'  
=Rr~(2, z,p) for z )4 .  
When z = 2, it can be easily seen that 
RrD(3, 2,p) --RrD(2, 2,p) = (1 --p)4pS(17 + 23p -- 55p 2) > 0. 
Case 2. If z is odd, then 
Rro(3, z,p)= Rro(2, z + 1 + (z -  1)/2,p) 
~*-l)/Z (2z?  2 )  _p)2~+2-.  --3 Z . pZ+l+i(1 i 
i=0 
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In order to show that the righthand side of the inequality is greater than 0, 
consider the term for each i. In particular, it can be easily shown that 
+1+i  " z+2+i  >3 . t / 
for any i, 0 ~< i<~ (z -- 1)/2 and z ) 3. Since 0 < p < 1/2, every term for each 
i is greater that 0. Thus, the lemma is proved. | 
Proof of Theorem 1. By the above two lemmas, we have RrD(3, z,p) > 
Rro(2, z,p)>RMR(2, z,p ) for any z/>2, and 0<p<~.  Also, it can be 
easily seen that RrD(3, 1,p) > RMR(2 , 1,p). Since RMR(k , z,p) = [~=0 (2~+I) 
pi(1 _p)2Z+l-i]k, we have 
RMR(k I +kz,z ,p)=RgR(k i ,z ,p) .  RMR(k2,z,p). (A2) 
We claim that 
Rro(ki+k2,z,p)>RTD(k~,z,p).Rr~(k2, z,p) for k,,k2>~2. (A3) 
To prove the claim, let S~D and SZr~ be [(kl(Z + 1) -  1)/2]-diagnosable 
system with ki(z + 1) units and [(kz(z + 1) - 1)/2J-diagnosable system with 
k2(z+ i) units, respectively. Rrz~(ki,z,p).RrD(k2,z,p) represents the 
probability that both S~rD and S2T~ produce correct output for all (k 1 + k2) 
jobs. Let S* D be a [((k I +k2)(z+ 1)-1)/2]-diagnosable system with 
(k 1 + k2)(z + 1) units. Observe that if S* D fails, either S~ro or S2ro also fails. 
However, the converse is not necessarily true: Suppose S*~ produces correct 
output for all jobs with f faulty units. If these f faulty units are in S~rD and 
f> [(kl(Z + 1) - 1)/2j, then SITD fails. Thus the claim is true. 
Let k = 2a + 3b with a and b being nonnegative integers. Applying Eqs. 
(A2) and (A3) recursively, we have 
RrD(k, z,p) >1 (Rro(2, z, p)) a . (Rro(3, z,p)) a 
> (RMR(2, z,p)) ~" (RMR(3, z,p)) b 
> RMR(k , z,p). 
Hence the theorem is proved. | 
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