The Nadaraya-Watson Kernel Estimator
The Nadaraya-Watson kernel estimator offers what is probably the simplest approach to nonparametric regression. The kernel estimator is an example of a linear smoother. The estimator is linear in the sense that it is given by a linear transformation of the response. Specifically, let s(x) = (s 1 (x), . . . , s n (x)) , where
, where w i (x) = K{(x − x i )/h}. Now, if Y = (Y 1 , . . . , Y n ) , the kernel estimator of f (x) iŝ
This shows thatf n (x) is a weighted average of the observations, where the weights s(x) are normalized kernel weights.
This formulation can easily be extended to handle a grid of estimation points z = (z 1 , . . . , z n g ) . Form the n g × n matrix S, the kth row of which is s (z k ). Then f n (z) = (f n (z 1 ), . . . ,f n (z n g )) = SY.
The matrix S is called the smoothing matrix. It is analogous to the hat matrix from linear regression. local polynomial regression 2 Theorem 1 The risk (assuming the L 2 loss) of the Nadaraya-Watson kernel estimator is
as h → 0 and nh → ∞, where g is the density from which the x i are drawn, and σ 2 = Vε i .
If we set the derivative of (1) equal to zero and solve for h, we get the optimal bandwidth
, which implies that h opt = O(n −1/5 ). If we plug h opt into (1), we see that the risk decreases at the rate O(n −4/5 ). For most parametric models, the risk of the MLE decreases at the rate O(n −1 ). The moral of this story is that we pay a price for using a nonparametric approach. We gain flexibility, but we may sacrifice statistical power to get it. 
Local Polynomial Regression
A kernel estimator suffers from design bias (a bias that depends on the distribution of the x i ) and boundary bias (a bias near the endpoints of the x i ). These biases can be reduced by using local polynomial regression.
Consider choosing an estimator that minimizes
Note that this is equivalent to minimizing the squared length of Y − β 0 1, where 'length' is defined as the ordinary Euclidean norm
which is in turn defined in terms of the usual inner product, the dot product:
Recall that the solution to this estimation problem isβ 0 =Ȳ. The vectorȲ1 is the vector in span{1} that is closest to Y with respect to the ordinary norm. You may also recall thatȲ1 is the orthogonal local polynomial regression 3 projection of Y onto span{1}, where our notion of perpendicularity is given by the dot product: u ⊥ v iff u v = 0. To see this, observe that the orthogonal projection of Y onto span{1} is
(This is just a special case of X(X X) −1 X Y from ordinary linear regression.) Now,
Now change the scenario slightly by changing the inner product from u v to u W x v,
, but now the relevant projection is orthogonal with respect to this new inner product. Hence,β
This implies thatf
, the kernel estimator. And so we see that the kernel estimator results from introducing kernel weights in an intercept-only linear model. The weights 'localize' the estimator in the sense that more distant observations are down-weighted. Since the kernel estimator is local and uses only an intercept, the kernel estimator is sometimes called a locally constant estimator. Local polynomial regression is based on the idea that we might improve the estimator by using a higher-order polynomial as a local approximation to f . Taylor's theorem tells us this is a sensible idea. According to Taylor's theorem,
for z in a neighborhood of x, where f (m) denotes the mth derivative of f . The kernel estimator takes p = 0. More generally, local polynomial regression of order p minimizes
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This yields the local estimatê
Note that the minimizer of (2) iŝ
where
This implies thatf n (x) =β 0 (x) is the inner product of Y with the first row of (X x W x X x ) −1 X x W x , and sof n (x) is a linear smoother. The estimator has mean and variance
where s(x) is the first row of (
Why p Should Be Odd
The case p = 1 is called local linear regression. Local linear regression eliminates design bias and alleviates boundary bias.
Assume that the X i were drawn from density g. Suppose that g is positive; g,f , and σ are continuous in a neighborhood of x; and h → 0 and nh → ∞. Let x ∈ (a, b). Then the local constant estimator and the local linear estimator both have variance
The local constant estimator has bias
and the local linear estimator has bias
At the endpoints of [a, b] , the local constant estimator has bias of order h, and the local linear estimator has bias of order h 2 .
More generally, let p be even. Then local polynomial regression of order p + 1 reduces design bias and boundary bias relative to local polynomial regression of order p, without increasing the variance. local polynomial regression 5
Variance Estimation Homoscedasticity
Until the previous theorem we had been assuming homoscedasticity, i.e., Y i = f (x i ) + σε i for all i, where Vε i = 1. In this case, we can estimate σ 2 in a simple and familiar way, namely, as the sum of the squared residuals divided by the residual degrees of freedom. More specifically, the estimator iŝ
where ν = tr(S) andν = tr(S S) = ∑ i s(x i ) 2 . Recall that S is the smoothing matrix.
The estimatorσ 2 is consistent for σ 2 . To see this, first observe that e = Y − SY = (I − S)Y, which implies that
where Λ = (I − S) (I − S). A well-known fact about quadratic forms is EY AY = tr(AΣ) + µ Aµ, where Σ = VY and µ = EY. Thus
Under mild conditions, the second term in (3) will go to zero as n → ∞. The appearance of n − 2ν +ν may seem mysterious, but this quantity is in fact analogous to the residual degrees of freedom n − p in ordinary linear regression. In that setting, n − p = tr(I − H) = tr{(I − H) (I − H)}, where H is the hat matrix. In the current setting, = n − 2ν +ν.
Heteroscedasticity
Now suppose that Y i = f (x i ) + σ(x i )ε i . Since this implies that σ is a (presumably non-constant) function, estimating it requires a second regression. The second regression is for the model
This model suggests that we could estimate log σ 2 (x) by doing a regression with the log squared residuals from the first regression as the response. Specifically, we do the following.
3. Regress the Z i on the x i to get an estimateĝ(x) of log σ 2 (x).
Letσ 2 (x) = expĝ(x).

Confidence Bands
We would of course like to construct confidence bands for f . A confidence interval for f (x) usually has the form
where c > 0 is a constant and se(x) is an estimate of the standard deviation off n (x). Perhaps counterintuitively, such a confidence interval is not truly an interval for f (x), but is instead an interval for
This is because there is a bias that does not disappear as the sample size becomes large.
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Let s n (x) be the standard deviation off n (x). Then
Typically, Z n (x) ⇒ N (0, 1). In a nonparametric setting, the second term does not go to zero as the sample size increases. This means the bias is present in the limit, which implies that the resulting confidence interval is not centered around f (x). We might respond to this by 1. accepting that our confidence interval is forf n (x) rather than f (x);
2. attempting to correct the bias by estimating the bias function f n (x) − f (x); or 3. minimizing the bias by undersmoothing.
The second option is perhaps the most tempting but is considerably more difficult than estimating f (x) since the bias involvesf (x). This fact makes the first and third options more appealing. Most people go with the first option because it is difficult to choose the right amount of undersmoothing.
Pointwise Bands
We can construct a pointwise band by invoking asymptotic normality or by using the bootstrap. In the former case, the interval iŝ
As for the bootstrap, how we should resample depends on whether we assume homoscedasticity. If we do assume constant variance, i.e., σ(x) = σ, the kth bootstrap dataset is
n ) is a sample (with replacement) of size n from the vector of residuals e = (Y 1 −f n (x 1 ), . . . , Y n −f n (x n )) . The endpoints of the resulting interval at x i are the α/2 and 1 − α/2 quantiles of the bootstrap samplef
If we assume that σ(x) is a non-constant function, we can still do a bootstrap, but we must modify the resampling procedure. Here is the algorithm in detail.
1. Estimate σ(x i ) to arrive atσ(x i ) for i ∈ {1, . . . , n}. 
by dividing the ith element byσ(x i ):
3. Compute the kth bootstrap dataset as
where e (k) = (e (k) 1 , . . . , e
n ) is a sample (with replacement) of size n from the vector of Studentized residuals.
Computef (k)
n (x) = SY (k) for k ∈ {1, . . . , b}.
5. The endpoints of the confidence interval at x i are again the α/2 and 1 − α/2 quantiles of the bootstrap samplef
( 1) n (x i ), . . . ,f
n (x i ).
Simultaneous Bands
To construct a simultaneous band we use the so-called tube formula.
Suppose that σ is known, and let I(x) be an interval. Then 
