Models that combine quantum mechanics (QM) with machine learning (ML) promise to deliver the accuracy of QM at the speed of ML. This hands-on tutorial introduces the reader to QM/ML models based on kernel learning, an elegant, systematically nonlinear form of ML. Pseudo-code and a reference implementation are provided, enabling the reader to reproduce results from recent publications where atomization energies of small organic molecules are predicted using kernel ridge regression.
"The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble. It therefore becomes desirable that approximate practical methods of applying quantum mechanics should be developed."
Paul A.M. Dirac 1
Introduction
This tutorial is meant to provide a short, practical introduction to interpolation of numerical quantum chemistry results using kernel-based machine learning methods. It has three parts:
The introduction, explaining key ideas and providing context, a theory part, where kernelbased machine learning is introduced using the example of kernel ridge regression, and, a practical part that provides a worked example of how to predict atomization energies of small organic molecules. Exercises, marked by , invite the reader to immediate practical experience with the subject. Algorithms are given in pseudo code for easy implementation. The supplementary material also provides a basic implementation of the used routines in Mathematica 2 , a notebook with solutions to exercises, as well as a dataset to work with. Table 1 provides a glossary of used acronyms and notation.
Why QM/ML models?
Quantum mechanics (QM) provides a theory of matter at the atomic scale, and numerical solutions to Schrödinger's equation allow for calculation of virtually any property of a system. So why aren't more problems in materials science, organic chemistry, or biochemistry solved computationally? A major problem is the computational effort required, which increases so rapidly with system size that for solutions in agreement with experiment one is limited to small systems. As pointed out early last century by Paul Dirac 1 , this situation necessitates approximations, trading in accuracy or generality for computational efficiency. Many such approximations were made, both on a conceptual level, such as the Born-Oppenheimer approximation, and on a numerical level, leading to a variety of approaches to solve Schrödinger's equation approximately (Table 2) . To drive home the importance of differences in asymptotic runtime, consider doubling a system's size: For a coupled cluster method with runtime O(n 7 ), runtime increases by a factor of 2 7 = 128, whereas for a density functional theory method with runtime O(n 3 ) it increases only by a factor of 8. Even so, after a few doublings one is bound to run out of computing resources. So what to do when one requires the accuracy and wide applicability of higher level QM methods for a large system, or, a large number of small systems? Linear-scaling QM methods 3 might offer an alternative by exploiting locality for an excellent O(n) asymptotic runtime, but are not applicable to all systems and can have large prefactors. Another strategy is to use machine learning for fast and accurate approximations of QM solutions. 
Landau notation for scaling
Expectation value of X
Term Meaning
Machine learning n number of training examples n number of prediction examples 
Møller-Plesset second order perturbation theory O(
Machine learning (ML) 4-8 , a subfield of artificial intelligence, studies algorithms whose performance improves with data ("learning from experience"). 4 Its main concerns are the systematic identification and exploitation of regularity (non-randomness) in data for prediction or analysis. It has been successfully applied in a wide variety of fields, including braincomputer interfaces 9 , recommender systems 10 , robotics 11 , and chemistry 12 , in particular cheminformatics 13 . Widely known algorithms include artificial neural networks [14] [15] [16] and support vector machines 17 . ML can be used in a variety of settings; this tutorial focuses on the supervised learning problem, where one learns a mapping (function) from inputs x to labels y, given a training set of n reference pairs {(x i , y i )} n i=1 . Examples of such problems in QM are ab initio molecular dynamics, where one learns the potential energy surface, mapping system configurations to their energy; orbital-free density functional theory, where one learns the map from electronic densities to their kinetic energy; and, molecular property prediction, mapping molecules to property values. At its core, much of this is interpolation between data points, often in high-dimensional spaces, based on some notion of similarity between inputs (cf. the "similarity principle" 18 in cheminformatics). As such, ML is inherently data-driven and highly empirical. Some ML methods, in particular modern ones like kernel-based learning, also have strong theoretical underpinnings (e.g., learning theory 19 ). In this sense, ML is empirical in a principled way.
The key idea
QM/ML models exploit redundancy in a series of QM calculations by using ML to interpolate between reference calculations ( Fig. 1 ). When doing the same QM calculation for a series of similar systems, these calculations contain redundant information due to the similarity of the systems (the same calculation is repeated for slightly different inputs, yielding correlated outputs). Examples are running a molecular dynamics simulation (conformational changes), and, calculating a property for a series of molecules with common scaffold or substituents property molecular structure (changes in chemical space 20, 21 ). This redundancy can be exploited by doing only some of the QM calculations and interpolating between them to obtain approximate solutions for the remaining systems. * The usefulness of this approach depends on the error incurred due to the approximation and the computational cost of obtaining it.
Related work
Interpolation of ab initio potential energy surfaces (PES) has a long history, dating back maybe as far as the middle of the last century, when computers were first used for QM. The topic is related to, among other subjects, parametrization of force fields, with the major difference being the used functional form, and, cheminformatics, in particular quantitative structure-activity/property relationships (QSAR/QSPR), 13 where outcomes of experimental measurements are interpolated, with the main difference being the large uncertainties in the reference values fitted to.
In the early 1990s, artificial neural networks (ANN) started being used for interpolation of PES of single systems, and have since developed into powerful tools for large-scale molecular dynamics simulations. [27] [28] [29] [30] A variety of other approaches, including Shepherd interpolation [31] [32] [33] , cubic splines 34 , moving least-squares 35, 36 , and symbolic regression 37 , were used as well. Predating the introduction and formalization of the kernel learning framework, 38, 39 concepts like regularization were used early on, e.g., by H. Rabitz [40] [41] [42] . Interpolation between QM results for different systems, e.g., molecular property estimates, started roughly a decade later with usage of ANN to predict correlation energies 43 and bond dissociation enthalpies 44 . Later, other methods such as support vector machines were used as well. 45, 46 The last years have witnessed publication of and application to large datasets [47] [48] [49] [50] , the in-troduction of further kernel-based ML methods, such as Gaussian process regression (GPR), e.g., for estimating multipoles 51 and PES interpolation 52 , as well as new applications of QM/ML models, such as mapping electron densities to kinetic energy for orbital-free density functional theory [53] [54] [55] and optimization of transition state theory dividing surfaces 56 .
One of the most important aspects of a QM/ML model is how a system, be it molecular or periodic, is numerically represented for interpolation. A wide variety of representations has been used, including symmetry functions, 27 ad hoc descriptors, [57] [58] [59] Fourier expansions of radial basis functions, 60 smooth overlap of atomic positions, 52,61 and the Coulomb matrix 50,62-66 .
Machine learning
At its core, much of ML is interpolation between data points. So, is ML just a fancy word for fitting? Not quite. ML encompasses a wide variety of formal problems and algorithms for their solution. For QM/ML models, the most important problem is regression, a supervised learning problem. An example of another problem relevant in a chemical context is dimensionality reduction, 67 an unsupervised learning problem, related to, e.g., identification of reaction coordinates (collective variables). 68 Regression is a supervised learning problem: Given a set of n observations (the training data) {(x i , y i )} n i=1 , consisting of inputs x i ∈ X and corresponding outputs y i ∈ Y (the labels), predict the labelỹ for new inputsx. For X = R d and Y = R, this is ordinary multiple regression. Note that all observations (x i , y i ), (x,ỹ) are assumed to be independent and identically distributed, an assumption often violated in practice.
The problem of learning a function from a finite sample of its values has no unique solution (there are infinitely many functions that are "compatible" with the training data), and additional assumptions have to be made. In ML, one usually assumes smoothness, which leads to regularization. 69 Essentially, one chooses the simplest model that is compatible with the data (Occam's razor).
Learning with kernels
Kernel-based ML methods, the focus of this tutorial, have become widely popular since their introduction in the 1990s. * They have strong theoretical foundations, and tend to be somewhat easier to set up in practice than their main competitor, artificial neural networks; for an introduction to the latter, see the tutorial review by Jörg Behler 30 . Only concepts required for the tutorial are introduced here; for further information, consult Refs. 71-73.
The basic idea of kernel-based ML is to derive non-linear versions of linear ML algorithms in a systematic way. This is done by (implicitly) mapping the inputs into a higherdimensional space and applying the linear algorithm there (Fig. 2) . This approach has two immediate problems: Computational complexity, and how to find the right mapping. Example Consider the mapping φ : R p → R p d which maps x to the space of all ordered monomials of degree d, e.g., for p
. The size p d of the space mapped into (the feature space) depends polynomially on the size p of the input space. For p = 120 and d = 3, the size of the feature space is already 120 3 = 1 728 000. Other mappings, e.g., from the Gaussian kernel, are into feature spaces of infinite dimension. For such mappings, explicit computations in feature space are computationally either infeasible or impossible.
The kernel trick offers a solution to this problem based on two observations: First, most linear ML algorithms can be rewritten to use only inner products between inputs (these contain information about norms, angles, and distances, i.e., about relations between inputs). This reduces the problem of arbitrary computations with feature space vectors to computing inner products between them. Second, functions called kernels operate on input space vectors, but yield the same results as inner product evaluations in feature space. In other words, one can replace evaluation of inner products in feature space by evaluations of a kernel function in input space. Combined, these two observations elegantly sidestep the problem of explicit computations in feature space.
Kernel functions
Kernel functions allow replacing computations in feature space by computations in input space giving identical results. This is achieved via inner products, which generalize geometric concepts like length, angle, and orthogonality. For a real vector space V, a function · , · : V × V → R is an inner product if and only if for all a, b, c ∈ V, α ∈ R holds • a, a ≥ 0 (non-negativity) and a, a = 0 ⇔ x = 0,
• a, b = b, a (symmetry),
• a + b, c = a, c + b, c and α a, b = α a, b (linearity).
The pair (V, · , · ) is called an inner product space. Two vectors a, b ∈ V are orthogonal if and only if their inner product is zero, a ⊥ b ⇔ a, b = 0. In a real inner product space (V, · , · ), the angle θ (measured in radians) between two non-zero a, b ∈ V is defined as
An inner product · , · can be used to construct a norm (and corresponding metric) via a 2 = a, a . Conversely, given a norm · on X , a 2 = a, a if and only if the parallelogram identity a + b 2 + a − b 2 = 2 a 2 + b 2 holds; the Euclidean norm is the only L p -norm satisfying this identity. 74 A kernel is a function that corresponds to an inner product in some feature space H. Formally, k : X × X → R is a kernel if and only if there exists a map φ : X → H such that
(2)
It is not necessary to know φ or H explicitly, their existence is sufficient. Using a kernel, inner products in high-dimensional feature spaces can be implicitly computed as kernel values in input space, thereby alleviating the computational complexity issue due to feature space dimensionality. Kernels are characterized by the positive definiteness property. A real symmetric matrix K ∈ R n×n is positive definite if and only if
K is strictly positive definite if and only if equality occurs only for c = 0. Positive definite and strictly positive definite matrices are also called positive semidefinite and positive definite matrices, respectively; corresponding care has to be taken when consulting the literature.
The Gram matrix of vectors x 1 , . . . , x n is the n × n matrix K of their inner products, K i,j = x i , x j . A function k : X × X → R that has (strictly) positive definite Gram matrix for all x 1 , . . . , x n ∈ X , n ∈ N is called (strictly) positive definite. Inner products are positive definite due to n i,j=1
Vice versa, it can be shown that every positive definite function corresponds to an inner product in some inner product space (via reproducing kernel Hilbert spaces and the Moore- 
Specific kernels
The linear kernel k(x, z) = x, z is arguably the simplest kernel, with identical input and feature space, φ(x) = x. Using the linear kernel results in an equivalent of the original linear algorithm. For a new problem, this is the first kernel to try.
Linear kernel yields original model
, where α i are regression coefficients, x i ∈ R d are training inputs, andx ∈ R d is the input to predict, show that for the linear kernel this yiels the linear regression model
The Gaussian kernel (also squared exponential kernel, radial basis function kernel) is a popular default choice for non-linear kernel models:
where σ > 0 is a hyperparameter defining the length scale on which the kernel operates. The Gaussian kernel is a good kernel to try after the linear kernel, as it performs reasonably well for many problems. It maps into an infinite-dimensional feature space. 78 To understand the behaviour of the Gaussian kernel, consider the limiting cases
In the first case, all inputs are mapped into different dimensions orthogonal to each other, leading to overfitting. In the second case, all inputs are mapped into a single point, leading to underfitting. For intermediate values of σ, the kernel value depends on x − z , approaching 1 for x − z → 0, and 0 for x − z → ∞. Samples that are close in input space are therefore correlated in feature space, whereas faraway samples are mapped to orthogonal subspaces. In this way, the Gaussian kernel can be seen as a local approximator, with scale dependent on σ (Fig. 3 ).
The Laplacian kernel performed better than the Gaussian kernel for prediction of molecular properties in some studies. [63] [64] [65] Like the Gaussian kernel, it is an exponential function,
but uses the 1-norm z 1 = d i=1 |z i | instead of the Euclidean norm. Fig. 4 presents plots of the linear, Gaussian, and Laplacian kernels as functions k(0, x) of a single variable x (left column), similar to basis functions placed at the origin, providing some intuition about their shape (note the influence of the hyperparameter σ). The figure also shows functions randomly sampled from a stochastic process using the corresponding kernel as covariance function (right column). These provide an intuition about the shape of functions that can be modeled with each kernel. 
Linear regression
Multiple linear regression A linear model in d dimensions is given by a linear combination of these dimensions, each weighted by a regression coefficient β i :
Note that Eq. 8 contains no bias term +b, and thus can model only functions that pass through the origin. Having a bias term is equivalent to centering both inputs and labels, i.e., working withx − 1 n n i=1 x i andỹ − 1 n n i=1 y i instead ofx andỹ. From now on, this is assumed to be the case (without loss of generality, since training set means can be subtracted before training, then added for predictions).
Ideally, one would like to find coefficients β that minimize the generalization error, i.e., the average error on new inputs. However, the distribution of samples is usually not known, and one has access only to the finite training set
Therefore, the empirical error is minimized instead, i.e., the error on the training set:
where X is the input matrix with rows x i . Note that Eq. 9 constitutes a specific choice of error, or loss, namely the squared error. The resulting convex optimization problem arg min
is solved by setting its gradient to zero,
Gaussian kernel with σ = 0.5, 1, 2 (dashed, solid, dotted lines). provided that the inverse exists. One problem of this approach is that the training data are fitted exactly. This means that label noise (e.g., numerical deviations in the calculated properties due to different implementations or settings, or meaningless last bits of y i beyond the accuracy of the QM method) is fitted exactly as well. Exact fitting of such small differences often leads to large coefficients β i that almost cancel on the training data, but cause large errors for new inputs. This is one form of overfitting. 79 Ridge regression 8, 80 is linear regression with added regularization to prevent overfitting. Regularization shrinks the regression coefficients towards each other and towards zero, mitigating the overfitting effect described before. It increases bias, but reduces variance (cf. bias-variance trade-off 81 ). Ridge regression adds a penalty term to Eq. 10, resulting in arg min
where λ ≥ 0 is a hyperparameter determining strength of regularization. The norm of the coefficient vector β is in some sense related to the smoothness and the complexity of the model f , with larger values of λ leading to smoother and simpler models. Analogous to the derivation of Eq. 11, solving for β yields
where I denotes the identity matrix. Unlike in Eq. 11, the inverse always exists for λ > 0. Note that Eq. 13 determines all the parameters β of the model, but not the hyperparameter λ.
Ridge regression solution
Solve Eq. 12 to obtain the closed-form expression in Eq. 13.
Kernel ridge regression
Applying the kernel trick to ridge regression results in kernel ridge regression (KRR), a non-linear version of ridge regression, where the type of non-linearity is determined by the kernel. Note that it is only necessary to derive and implement the algorithm once; after that, using it with another kernel will effectively provide a different non-linear version of ridge regression. The kernel trick can be applied to any linear ML algorithm that depends only on inner products of the inputs. Examples of other algorithms that have been "kernelized" include support vector machines, 17,38 principal component analysis, 39 Gaussian process regression, 82 and partial least squares. 83, 84 Kernel learning algorithms are implicitly carried out in feature space H. Since feature vectors φ(x) ∈ H are not directly accessible (only their inner products are), kernel models are not expressed as a sum over dimensions, as in Eq. 8, but as a sum over training examples,
The representer theorem 85 guarantees that this is always possible. Intuitively, although the dimensionality of H can be high, the solution lives in the finite span of the projected training data, enabling a finite representation. The corresponding convex optimization problem is arg min
where f H is the norm of f in H, i.e., the complexity of the linear ridge regression model in feature space, and K ∈ R n×n , K i,j = k(x i , x j ) is the kernel matrix between training samples. As before, setting the gradient to zero yields an analytic solution for the regression coefficients: Fig. 5 presents an example of a KRR model with Gaussian kernel that demonstrates the role of the length scale hyperparameter σ. Note that although σ is not directly related to the regularization term in Eq. 15, it does control smoothness of the predictor, and therefore also effectively regularizes. 86
Implementation
Implementation of kernel-based learning algorithms is discussed at the example of KRR.
Basic considerations Consider Eqs. 14 and 17. All information used to train a KRR model is contained in the matrix K of kernel evaluations between training data. Similarly, all information necessary to predict new inputs is contained in the kernel matrix of training versus prediction data. The kernel can thus be pictured as the "lens" through which the algorithm sees the data. Kernel matrices are therefore a natural interface choice for implementations of kernel learning algorithms: They contain exactly the required information about the data. An additional advantage of relying on kernel matrices as building blocks, as opposed to, say, individual kernel evaluations, is that this strategy plays along well with high-level interpreted languages (e.g., MatLab, mathworks.com; Mathematica, wolfram.com; Python, python.org), where few calls of optimized procedures, such as matrix and vector products, are preferable to many calls in interpreter-intensive code. A similar argument holds when using a low-level language (e.g., Fortran, C) with a numerical library (e.g., BLAS, 87 LAPACK 88 ).
Kernel ridge regression Following Eq. 17, the regression coefficients α are obtained by solving the linear system of equations (K + λI)α = y, where K + λI is symmetric and strictly positive definite. One way to do this, suggested by Rasmussen and Williams 82 for numerical stability, is to use Cholesky decomposition, 89 ((d), bottom) , and, the corresponding Gaussian basis functions (thin solid lines). In all cases, the regularization constant was set to the small value of λ = 10 −14 . In (a), a too small σ results in exact reproduction of the training set (α i = y i ), with high error in-between, i.e., for new samples (test data). In (b), a good choice of σ leads to low error on training and test data. In (c), a too large σ results in close to linear behavior, with high error on training and test data. The basis functions are almost straight horizontal lines at heights given by α (not shown). Small differences in the coefficients lead to the observed almost linear fit. this requires only two straight-forward passes over the data called forward and backward substitution, respectively. For U T β = y, one obtains
For U α = β, the order is reversed. Once the model is trained, predictions can be made via Eq. 14. The prediction for a new inputx is the inner product between the vector of coefficients and the vector of corresponding kernel evaluations. For several prediction samples x 1 , . . . ,xñ, this can be conveniently expressed, and efficiently computed, using matrices,
whereX ∈ Rñ ×d is the prediction input matrix with rowsx 1 , . . . ,xñ, and L ∈ R n×ñ is the kernel matrix of training versus prediction inputs, L ij = k(x i ,x j ). Alg. 1 provides pseudo-code for training and testing a KRR model using Cholesky decomposition.
What about other methods?
Two other popular choices for QM/ML modeling are Gaussian process regression 82 (GPR), sometimes called Kriging, and artificial neural networks [14] [15] [16] (ANN) . GPR is the Bayesian equivalent of the frequentist KRR, and provides identical predictions, although other bells and whistles such as predictive variance differ. In GPR, the kernel plays the role of covariance between inputs. Fig. 6 presents a sketch of the basic idea of GPR. All models of form Eq. 14, including KRR and GPR, are non-parametric * models, i.e., their number of parameters grows with the training data. ANN are parametric methods, having a fixed number of parameters (once network architecture has been chosen). A detailed analysis of ANN is beyond the scope of this tutorial. For further information, consult the reviews 28,29,92 and tutorial 30 on ANN for QM/ML by Jörg Behler.
Model selection and performance estimation
Model selection How does one choose the hyperparameters of a ML model? More generally, how does one choose between different ML models? The problem of choosing a model from a set of candidate models, given a dataset, is called model selection. 93 For KRR, parameters α * Terminology from statistics: Parametric models summarize the training data in a predetermined number of parameters (e.g., fitting data with a normal distribution). For non-parameteric models, the number of parameters grows with the amount of training data. 91 Consequently, they require storing all or part of it (e.g., the x i in Eq. 14). Due to their stronger assumptions, parametric models tend to be both computationally less demanding and less flexible. Note that non-parametric models do have parameters.
Algorithm 1: Kernel ridge regression training and predictions, based on Cholesky decomposition and forward-backward substitution.
Training:
Cholesky decomposition:
It is preferable to use an optimized implementation from a high-level language or a numeric library. This basic implementation follows the exposition by Golub and van Loan. 90
Forward-backward substitution:
Predictions: are determined via Eq. 17, given a training set. This leaves the choice of kernel k and regularization hyperparameter λ, plus any hyperparameters of the kernel, with the optimal choice depending on the dataset. A general guiding principle is Occam's razor, * which for our purposes states that among models with equal performance, the simplest one should be preferred. Many approaches to model selection are in use; 94 here, the focus is on performance estimation as selection criterion. As a specific example, given similar performance, for the models presented in this tutorial one should prefer (i) the linear kernel over the Gaussian and the Laplacian kernel, (ii) the Gaussian over the Laplacian kernel, (iii) higher regularization strengths, and (iv) larger length scales, the reason for (ii)-(iv) being smoothness of the estimator.
Estimating model performance. Ideally, we would like to know the error of our model on new data-predicting those is its purpose, after all. In statistical learning theory, 19, 95, 96 this is measured by the risk of the model f ,
where P is the joint distribution of inputs and labels, and L : Y × Y → R is a loss function measuring the error of a prediction. Eq. 20 is the expected error of f . Unfortunately, P is usually not known, and R has to be estimated from a finite set of training data as the empirical risk The model f that minimizes the empirical error on the training set is usually a bad choice: If f is complex enough, it will essentially rote learn the training data and fail to generalize to new data (akin to a lookup table, which will perfectly reproduce the training set, and fail for all other inputs). This is called overfitting. One approach to counter overfitting is to use regularization by adding a term that penalizes model complexity,
For quadratic loss L(y, f (x)) = (y − f (x)) 2 , this is regularized regression as introduced earlier.
Choosing hyperparameters The preceding discussion provided a rationale for the choice of regression coefficients β and α in Eqs. 13 and 17, given the hyperparameters. So how does one choose these? A simple strategy is to use a hold-out set (also validation set). This is a set {(x i ,ỹ i )}ñ i=1 of examples set aside in the beginning and not used for training. Given a set Θ of possible values for the hyperparameters θ, e.g., θ ∈ Θ = {(λ, σ) ∈ R 2 | λ, σ ≥ 0 }, one then optimizes the empirical risk over the hold-out set arg min
to find the best hyperparameters. If not enough data is available to set aside a large enough hold-out set, methods like cross-validation 97 or bootstrapping 98 can be employed. These split the training data repeatedly in different ways, effectively re-using the data. The key to understanding the uses of hold-out sets, cross-validation, bootstrapping and similar statistical validation procedures is to follow the golden rule of model validation: Never estimate model performance on data that was used during training.
Depending on L, f , Θ, solving Eq. 23 can be hard. Grid search is an approach that is simple to implement, but computationally demanding and limited to at most two to three hyperparameters. In short, given a set of trial values for each hyperparameter, one sets up a grid Θ 1 × Θ 2 × . . . of all combinations of these values. For each grid entry, one trains a model on the training set using the corresponding hyperparameters and evaluates performance on the hold-out set. The hyperparameters resulting in best hold-out set performance are chosen. In practice, a logarithmic grid is often used.
Which error statistics should be reported? Default choices include the root mean square error (RMSE) and mean absolute error (MAE, also unsigned error ),
with the RMSE part of the optimization criteria in Eqs. 10 and 15, and the MAE the average magnitude of the model's error. Another useful and widely used statistic is the square of Pearson's correlation coefficient (also product-moment correlation coefficient). Let a 1 , . . . , a k , b 1 , . . . , b k be samples drawn from two random variables A, B. Then
where var and covar denote variance and covariance. For linear models (one variable taking the role of labelsỹ i , the other taking the role of predictions f (x i )), R 2 ∈ [0, 1] can be interpreted as the percentage of label variance explained by the model. Summarizing performance on a whole dataset in a single number always loses information. It is therefore good practice during model development to look at the distribution of errors, e.g., in the form of a scatterplot (see Fig. ? ? for an example) or a histogram.
Predicting atomization energies
For the practical part of this tutorial, assume the following scenario: You are given a dataset of 7 k small organic molecules, and are asked to predict their atomization energies at the density functional level of theory. Your computing resources allow you to do 1 k reference calculations. How accurate can you estimate the atomization energies of the whole dataset? This section provides a step-by-step walkthrough of how to answer this question using the methodology introduced before. The setting is modeled after recent studies on predicting atomization energies using ML. 50, [62] [63] [64] [65] [66] The supplementary information contains (i) a dataset of 7 k small organic molecules with their with atomization energies, allowing any choice of training set, model, and performance estimate to be retrospectively evaluated; (ii) a basic reference implementation of the introduced algorithms, written in the Wolfram language 2 ; and, (iii) a notebook with solutions to the exercises. Together, these should enable you to start experimenting right away. If you prefer another programming environment, implementing the presented algorithms should be straightforward and provide for a good exercise.
Dataset
The dataset contains 7 k small organic molecules, taken from the generated database GDB 99 , with force field-relaxed geometries and DFT atomization energies (see appendix for details). The molecules are composed of elements H, C, N, O, S, with up to 7 non-H atoms ( Table 3 ). Note that the ML model maps a molecule's geometry at the force field minimum to its energy in the DFT minimum. The ML model thus needs to compensate for a change in geometry as well. To see why this is necessary, consider using the DFT minimum as input for prediction: For a new molecule, one would have to do a DFT calculation to relax its structure, the very calculation the ML model is supposed to replace.
Obtain the dataset by downloading the supplementary material for this tutorial. Load the molecular structures and atomization energies from the file dsgdb7ae2.xyz. The file is in extended XYZ format (Fig. 7) .
Count the non-H atoms in each molecule to reproduce Table 3 . Visualize some of the molecules. Training set The first step is to choose 1 k molecules for which to "calculate" atomization energies (here, it's just looking them up since they are provided with the dataset; these are the labels allowed to use for model building in this toy scenario). For large homogeneous datasets, randomly drawing the training set is sufficient. However, Table 3 shows that the provided dataset is inhomogeneous with respect to number of non-hydrogen atoms. Since there are too few examples of molecules with 4 or fewer non-H atoms for reliable prediction, these are all included in the training set (the equivalent of doing QM calculations for them). The remaining 941 molecules are drawn randomly from all molecules with 5 or more non-H atoms, stratified by size, which is known to correlate with atomization energy. Stratification ensures that the distribution of sizes, and thus indirectly of atomization energies, is similar for training and prediction sets. All molecules not in the training set are assigned to the prediction set.
Create a training set
Select all k molecules with 4 or fewer non-H atoms. Sort the remaining molecules by number of atoms and select every 7102−k 1000−k -th one, rounding appropriately. Assign selected molecules to the training set, and all others to the prediction set.
Hold-out set For model selection, i.e., choice of kernel and hyperparameters, one needs to split the training set. This can be done several ways, e.g., using cross-validation. Here, there is enough data to afford the simpler approach of setting aside a hold-out set of 100 molecules, using the remaining ones as the training set proper. The hold-out set is used to estimate performance, i.e., it acts as a proxy for the 6 k prediction set, and should resemble it as closely as possible (in a distribution sense). Therefore, it should not include molecules with 4 or fewer non-H atoms, and be stratified by number of atoms.
Create a hold-out set
From the training set, select 100 molecules with 5 or more non-H atoms, stratified by number of atoms, and assign them to the hold-out set. The remaining 900 molecules constitute the training set proper.
Representation
The Coulomb matrix is a simple matrix representation encoding element types and internal distances in a molecule. It was used in Refs. 50,62-66 to numerically represent molecules to the ML algorithm for prediction of atomization energies. Its entries are given by
where Z i is the atomic number (nuclear charge) of atom i, and R i is its position in atomic units (Bohr radii a 0 ). Note that M is symmetric and has as many rows and columns as there are atoms in the molecule. Intuitively, each row (and column) of M corresponds to an atom, and encodes how it interacts with the rest of the molecule. Off-diagonal elements contain scaled internal distances, encoding geometry, whereas main diagonal elements, where distance (of an atom to itself) is zero, are fits to free atom energies, encoding element types. Eq. 26 uniquely encodes a molecule, i.e., {(Z i , R i )} can be reconstructed from M up to translations and rotations. While Eq. 26 is invariant to translation and rotation of the molecule, it is not invariant to reindexing its atoms. One remedy is to sort Coulomb matrices by descending row norm by simultaneously permuting rows and columns accordingly.
Compute Coulomb matrices
Calculate Eq. 26 for all molecules in the dataset. For each matrix, calculate the norm of it's rows and sort it by simultaneously permuting rows and columns. Pad each matrix to the right and bottom with zeros so they all have the same size, 23 × 23, which is the maximum number of atoms per molecule in this dataset. Keep only the non-redundant lower triangular part, including the diagonal, of each matrix, and rearrange it into a 276-dimensional column vector.
Model building
Basic model Start with a model from the publication that introduced the Coulomb matrix, 62 using KRR with the Gaussian kernel. For given hyperparameters, this requires computing kernel matrices K, L, application of Alg. 1, and performance estimation.
KRR with Gaussian kernel for given hyperparameters
Choose values for hyperparameters λ and σ. Let x 1 , . . . , x 900 denote the Coulomb matrices of the training set proper, and let y 1 , . . . , y 900 denote corresponding atomization energies. Calculate K using Eq. 5. Then, use Alg. 1 to compute regression coefficients α using K, y, λ. For prediction on the hold-out set inputsx 1 , . . . ,x 100 , compute the kernel matrix L, then use Alg. 1 to obtain predictions f . Finally, compute performance statistics RMSE, MAE, 1 − R 2 usingf andỹ.
Grid search Now that basic model building is established, determine the two hyperparameters λ and σ by performing a grid search: For each pair (λ, σ) of values in the base-2 logarithmic grid (2 i , 2 j ) i = −40 : −5 : 0.5, j = 5 : 18 : 0.5 ,
where a : b : c denotes the sequence a, a + c, a + 2c, . . . , b (from a to b with stepsize c), train a KRR model with Gaussian kernel on the training set proper and evaluate its performance on the hold-out set.
KRR with Gaussian kernel and grid search for hyperparameters Build a model (as in the previous exercise) for each combination of hyperparameters in Eq. 27. Plot performance estimates as a function of λ and σ to reproduce Fig. 8 . Determine optimal hyperparameters. Results Fig. 8 (top row) shows performance on the hold-out set as a function of hyperparameters. Table 4 presents numerical results. The optimal choice of hyperparameters is λ ≈ 10 −6.5 and σ ≈ 724, yielding the values in Table 4 . This is also the performance estimate for predicting the whole dataset. How well would the model have actually performed on the remaining 6 k molecules?
Using the optimized hyperparameter values, train a model on the whole 1 k training set and predict the 6 k molecules in the prediction set. From Table 4 , performance on the prediction set is better than estimated from the hold-out set. Note that it is generally desirable to overestimate rather than underestimate the error on new data.
Laplacian kernel The performance of the Gaussian kernel model is close to the one reported in the original publication 62 . Can one do better? A convenient approach to improve a kernel learning model is to use another kernel more suited to the problem. In subsequent publications, the Laplacian kernel often performed better for models using the Coulomb matrix as representation.
Repeat the previous model building exercises, including the grid search, using the Laplacian kernel from Eq. 7 instead of the Gaussian kernel. Use the same training, prediction, proper training and hold-out sets.
For RMSE, MAE, and R 2 , the optimal combination of hyperparameters is λ ≈ 10 −12 and σ ≈ 10 3.6 , with performance shown in Fig. 8 (bottom row) and Table 4 . Note the substantial improvement compared to the Gaussian kernel, reduced sensitivity to hyperparameters, particularly λ, and, closer agreement between performance estimate from the hold-out set and performance on prediction data.
What next?
Summary The purpose of this tutorial is to equip the reader with a basic understanding of kernel-based machine learning and its use in conjunction with computational quantum chemistry. The key idea is to use ML to interpolate between QM reference calculations, leading to substantial computational savings that can reach several orders of magnitude. For this, the decisive factor is control of the interpolation error, i.e., the ML approximation must be close enough to the QM reference to be able to act as a surrogate for it. Further reading This tutorial is by necessity far from comprehensive. Many advanced topics, such as domain of applicability, 100, 101 
