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HYDRODYNAMIC LIMIT OF GRADIENT EXCLUSION
PROCESSES WITH CONDUCTANCES ON Zd
FA´BIO J. VALENTIM
Abstract. Fix a smooth function Φ : [l, r] → R, defined on some inter-
val [l, r] of R, such that 0 < b ≤ Φ′ ≤ b−1. We prove that the evolu-
tion, on the diffusive scale, of the empirical density of exclusion processes
in Zd, with conductances given by special class of functions W , is described
by the weak solutions of the non-linear parabolic partial differential equation
∂tρ =
P
d
k=1
(d/dxk)(d/dWk)Φ(ρ). We also derive some properties of the op-
erator
P
d
k=1
(d/dxk)(d/dWk).
1. Introduction
We consider exclusion processes with conductances given by a special class of
functions W : Rd → R, such that W (x1, . . . , xd) =
∑d
k=1Wk(xk), where d > 1 and
each function Wk : R → R is strictly increasing, right continuous with left limits
(ca`dla`g) , and periodic in the sense that Wk(u+ 1)−Wk(u) = Wk(1)−Wk(0) for
all u ∈ R. We show that, on the diffusive scale, the macroscopic evolution of the
empirical density of exclusion processes is described by the nonlinear differential
equation
∂tρ =
d∑
k=1
d
dxk
d
dWk
Φ(ρ) , (1.1)
where Φ is a smooth function strictly increasing in the range of ρ such that 0 < b ≤
Φ′ ≤ b−1 and ddWk denotes the generalized derivative, see [1, 3] and a revision in sec-
tion 3. In Theorem 2.1 we show that the operator
∑d
k=1(d/dxk)(d/dWk), defined
on an appropriate domain, is non-positive, self-adjoint and dissipative; moreover,
its eigenvalues are countable and have finite multiplicity, the associated eigenvec-
tors forming a complete orthonormal system. Thus, we obtain the infinitesimal
generator of a reversible Markov process. These properties have been proved in [3]
for the one-dimensional case, i.e., d = 1.
The main tool used was the theory of energetic spaces and Friedrichs extension,
see, for instance, [14, chapter 5]. In our case, we build the operator with the above
properties by using the one-dimensional case, see section 3.
The discrete version of the generator
∑d
k=1(d/dxk)(d/dWk) admits a decompo-
sition by generators of random walks with conductances also given by W . This
allows using the method in [3, 2] to understand the scaling limit of the process.
We consider auxiliary Markov processes associated with the empirical measure
acting in the resolvent of the random walk. Since the trajectories are ca`dla`g, it is
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usual that these processes are endowed with the Skorohod topology [2, 5, 11, 7].
However, here, the processes are endowed with the uniform topology, analogous to
[3].
As said in the introduction of [3], non-linear versions of the partial differential
equation (1.1), d = 1, appear naturally as scaling limits of interacting particle
systems in inhomogeneous media. They may model diffusions in which permeable
membranes, at the points of discontinuities of W , tend to reflect particles, creating
space discontinuities in the solutions. But when d ≥ 2, it is not obvious that
we should also have this effect. In fact, the particles may have other options of
movement. However, for this special class of functions that we are considering here,
that also provides conductances for the process, we have the same effect found in
the one-dimensional case.
Models with conductances have attracted the attention of several authors. An
extensive list can be found at [3, 13]. Recently [4] has shown homogenization results
for the random walk among random conductances on an infinite cluster in Zd. In
[10], the author proves an almost sure invariance principle for a random walker
among i.i.d. conductances in Zd, d ≥ 2.
The paper is structured as follows. In Section 2 we present the dynamics of
the above exclusion process, formalize the notations used in the paper and list
the main results. In Section 3 we build the operator
∑d
k=1(d/dxk)(d/dWk) with
the properties listed above. Section 4 is a preparation for Section 5, the discrete
exclusion process is decomposed in terms of the random walk and we prove some
results involving the transition and resolvent functions of the processes involved.
In section 5, we prove the scaling limit. Finally, in Section 6 we show that the
solutions of (1.1) have finite energy.
2. Notation and Results
We examine the hydrodynamic behavior of a d-dimensional exclusion process,
d > 1, with conductances given by a special class of functions W : Rd → R such
that:
W (x1, . . . , xd) =
d∑
k=1
Wk(xk) (2.1)
where Wk : R→ R are right continuous with left limits (ca`dla`g) strictly increasing
functions, periodic in the sense that
Wk(u + 1)−Wk(u) = Wk(1)−Wk(0)
for all u ∈ R and k = 1, . . . , d. To keep notation simple, we assume that Wk
vanishes at the origin, Wk(0) = 0.
Denote by Td = [0, 1)d the d-dimensional torus and by e1, . . . , ed the canonical
basis of Rd. For this class of functions we have:
• W (0) = 0,
• W is strictly increasing on each coordinate:
W (x+ aej) > W (x)
for all 1 ≤ j ≤ d, a > 0, x ∈ Rd;
• W is continuous from above:
W (x) = lim
y→x, y≥x
W (y),
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where we say that y ≥ x if yj ≥ xj for all 1 ≤ j ≤ d.
• W is defined on the torus Td:
W (x1, . . . , xj−1, 0, xj+1, . . . , xd) = W (x1, . . . , xj−1, 1, xj+1, . . . , xd)−W (ej),
for all 1 ≤ j ≤ d, (x1, . . . , xj−1, xj+1, ..., xd) ∈ Td−1.
Unless explicitly stated W belongs to this class. Let TdN be the d-dimensional
discrete torus with Nd points. Distribute particles throughout TdN in such a way
that each site of TdN is occupied by at most one particle. Denote by η the configu-
rations of the state space {0, 1}TdN , so that η(x) = 0 if site x is vacant and η(x) = 1
if site x is occupied.
Fix a > −1/2 and W , for x = (x1, . . . , xd) ∈ TdN let
cx,x+ej (η) = 1 + a{η(x− ej) + η(x+ 2 ej)} ,
where all sums are modulo N , and let
ξx,x+ej =
1
N [W ((x + ej)/N)−W (x/N)] =
1
N [Wj((xj + 1)/N)−Wj(xj/N)] .
The stochastic evolution can be described as follows. Let x = (x1, . . . , xd) ∈ TdN .
At rate ξx,x+ejcx,x+ej (η) the occupation variables η(x), η(x + ej) are exchanged.
If W is differentiable at x/N ∈ [0, 1]d, the rate at which particles are exchanged is
of order 1 for each direction, but if some Wj is discontinuous at xj/N , the rate is
of order 1/N . Assume, to fix ideas, that Wj is discontinuous at xj/N , smooth on
the segment (xj/N, xj/N + εej), (xj/N − εej , xj/N) and that Wk is differentiable
in xk/N for k 6= j. In this case, the rate at which particles jump over the bond
{x−ej, x} is of order 1/N , while in a neighborhood of size N of this bond, particles
jump at rate 1. In particular, a particle at site x− ej jumps to x at rate 1/N and
jumps at rate 1 to each of the 2d − 1 other options. Particles, therefore, tend to
avoid the bond {x − ej, x}. For the one-dimensional case (see [3]) it was shown
that, on a time interval of length N2, a particle spends a time of order N at site
x, hence particles will jump slower over the bond {x− ej, x}. This bond may, for
instance, model a membrane which obstructs the passage of particles. However, in
the d-dimensional case, particles have the possibility to go from x−ej to x, without
having to jump over the bond {x− ej , x}. One may argue that these discontinuity
points would not serve as barriers anymore. However, for the same time interval
and scaling considered in the one-dimensional case, a particle will jump slower over
the bond {x−ej, x}. This is due to the fact that any path that begins at x−ej and
ends at x, or vice-versa, will necessarily have a j-th coordinate {xj−1, xj}, for some
xj . Then, this process also models membranes that obstruct passages of particles.
Notice that these membranes are (d − 1)-dimensional hyperplanes embedded in a
d-dimensional environment.
The effect of the factor cx,x+ej (η) is analogous to the one-dimensional case. If
the parameter a is positive, the presence of particles in the neighboring sites of the
bond {x, x+ ej} speeds up the exchange rate by a factor of order one.
The dynamics informally presented describes a Markov evolution. The generator
LN of this Markov process acts on functions f : {0, 1}TdN → R as
(LNf)(η) =
d∑
j=1
∑
x∈Td
N
ξx,x+ej cx,x+ej (η) {f(σx,x+ejη)− f(η)} , (2.2)
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where σx,x+ejη is the configuration obtained from η by exchanging the variables
η(x) and η(x+ ej):
(σx,x+ejη)(y) =


η(x + ej) if y = x,
η(x) if y = x+ ej,
η(y) otherwise.
(2.3)
A straightforward computation shows that the Bernoulli product measures {νNα :
0 ≤ α ≤ 1} are invariant, and in fact reversible, for the dynamics. The measure νNα
is obtained by placing a particle at each site, independently from the other sites,
with probability α. Thus, νNα is a product measure over {0, 1}T
d
N with marginals
given by
νNα {η : η(x) = 1} = α
for x in TdN . For more details see [7, chapter 2]. We will often omit the index N on
νNα .
Denote by {ηt : t ≥ 0} the Markov process on {0, 1}TdN associated to the gen-
erator LN speeded up by N
2. Let D(R+, {0, 1}TdN ) be the path space of ca`dla`g
trajectories with values in {0, 1}TdN . For a measure µN on {0, 1}TdN , denote by PµN
the probability measure on D(R+, {0, 1}TdN ) induced by the initial state µN and the
Markov process {ηt : t ≥ 0}. Expectation with respect to PµN is denoted by EµN .
2.1. The operator LW . Fix W =
∑d
k=1Wk as in (2.1). In [3] it is shown the
existence of self-adjoint operators LWk : DWk ⊂ L2(T) → L2(T). Further, the set
AWk of the eigenvectors of LWk forms a complete orthonormal system in L2(T).
Let
AW = {f : Td → R; f(x1, . . . , xd) =
d∏
k=1
fk(xk), fk ∈ AWk , k = 1, . . . , d}.
Denote by span(A) the space of finite linear combinations of the set A, and
DW := span(AW ). Define the operator LW : DW → L2(Td) as follows. For
f =
∏d
k=1 fk ∈ AW , we have
LW (f)(x1, . . . xd) =
d∑
k=1
d∏
j=1,j 6=k
fj(xj)LWkfk(xk), (2.4)
and we then extend to DW by linearity.
Lemma 3.2, in Section 3, shows that LW is symmetric and non-positive; DW
is dense in L2(Td); and the set AW forms a complete, orthonormal, countable
system of eigenvectors for the operator LW . Let AW = {hk}k≥0, {αk}k≥0 be
the corresponding eigenvalues of −LW , and consider DW = {v =
∑∞
k=1 vkhk ∈
L2(Td);
∑∞
k=1 v
2
kα
2
k < +∞}. We define the operator LW : DW → L2(Td) by
− LW v =
+∞∑
k=1
αkvkhk (2.5)
The operator LW is clearly an extension of the operator LW , and we present in
Theorem 2.1 some properties of this operator.
Theorem 2.1. The operator LW : DW → L2(Td) enjoys the following properties.
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(a) The domain DW is dense in L2(Td). In particular, the set of eigenvectors
AW = {hk}k≥0 forms a complete orthonormal system;
(b) The eigenvalues of the operator −LW form a countable set {αk}k≥0. All
eigenvalues have finite multiplicity, and it is possible to obtain a re-enumeration
{αk}k≥0 such that
0 = α0 ≤ α1 ≤ · · · and lim
n→∞
αn =∞;
(c) The operator I− LW : DW → L2(Td) is bijective;
(d) LW : DW → L2(Td) is self-adjoint and non-positive:
〈−LW f, f〉 ≥ 0;
(e) LW is dissipative.
In view of (a), (b) and (d), by Hille-Yosida theorem, LW is the generator of a
strongly continuous contraction semi-group {Pt : L2(Td)→ L2(Td) }t≥0.
Denote by {Gλ : L2(Td)→ L2(Td) }λ>0 the semi-group of resolvents associated
to the operator LW : Gλ = (λ − LW )−1. Gλ can also be written in terms of the
semi-group {Pt ; t ≥ 0}:
Gλ =
∫ ∞
0
e−λtPt dt.
In Section 4 we derive some properties and obtain some results for these opera-
tors.
2.2. The hydrodynamic equation. A sequence of probability measures {µN :
N ≥ 1} on {0, 1}TdN is said to be associated to a profile ρ0 : Td → [0, 1] if
lim
N→∞
µN


∣∣∣ 1
Nd
∑
x∈Td
N
H(x/N)η(x) −
∫
H(u)ρ0(u)du
∣∣∣ > δ

 = 0 (2.6)
for every δ > 0 and every continuous function H : Td → R. For details, see [7,
chapter 3].
For a positive integerm ≥ 1, denote by Cm(Td) the space of continuous functions
H : Td → R with m continuous derivatives. Fix l < r and a smooth function
Φ : [l, r]→ R whose derivative is bounded below by a strictly positive constant and
bounded above by a finite constant:
0 < B−1 ≤ Φ′(x) ≤ B
for all x ∈ [l, r]. Let γ : Td → [l, r] be a bounded density profile and consider the
parabolic differential equation {
∂tρ = LWΦ(ρ)
ρ(0, ·) = γ(·) . (2.7)
A bounded function ρ : R+ × Td → [l, r] is said to be a weak solution of the
parabolic differential equation (2.7) if
〈ρt, GλH〉 − 〈γ,GλH〉 =
∫ t
0
〈Φ(ρs),LWGλH〉 ds
for every continuous function H : Td → R, all t > 0 and all λ > 0.
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Existence follows from tightness of the sequence of probability measures QW,NµN
introduced in Section 5. The proof of uniqueness of weak solutions is analogous to
[3].
Theorem 2.2. Fix a continuous initial profile ρ0 : T
d → [0, 1] and consider a
sequence of probability measures µN on {0, 1}TdN associated to ρ0, in the sense of
2.6. Then, for any t ≥ 0,
lim
N→∞
PµN


∣∣∣ 1
Nd
∑
x∈Td
N
H(x/N)ηt(x) −
∫
H(u)ρ(t, u) du
∣∣∣ > δ

 = 0
for every δ > 0 and every continuous function H. Here, ρ is the unique weak
solution of the non-linear equation (2.7) with l = 0, r = 1, γ = ρ0 and Φ(α) =
α+ aα2.
Remark 2.3. The specific form of the rates cx,x+ei is not important, but two
conditions must be fulfilled. The rates must be strictly positive, they may not depend
on the occupation variables η(x), η(x + ei), but they have to be chosen in such a
way that the resulting process is gradient. (cf. Chapter 7 in [7] for the definition
of gradient processes).
We may define rates cx,x+ei to obtain any polynomial Φ of the form Φ(α) =
α+
∑
2≤j≤m ajα
j, m ≥ 1, with 1+∑2≤j≤m jaj > 0. Let, for instance, m = 3 then
the rates
cˆx,x+ei(η) = cx,x+ei(η) +
b {η(x − 2ei)η(x − ei) + η(x − ei)η(x + 2ei) + η(x + 2ei)η(x + 3ei)} ,
satisfy the above three conditions, where cx,x+ei is the rate defined at the beginning
of Section 2 and a, b are such that 1 + 2a + 3b > 0. An elementary computation
shows that Φ(α) = 1 + aα2 + bα3.
In Section 6 we prove that any limit point Q∗W of the sequence Q
W,N
µN is concen-
trated on trajectories ρ(t, u)du with finite energy in the following sense: for each
1 ≤ j ≤ d, there is a Hilbert space L2xj⊗Wj , associated to Wj , such that∫ t
0
ds ‖ d
dWj
Φ(ρ(s, .))‖2xj⊗Wj <∞ ,
where ‖.‖xj⊗Wj is the norm in L2xj⊗Wj and d/dWj is the derivative, which must be
understood in the generalized sense.
3. The operator LW
The operator LW : DW ⊂ L2(Td) → L2(Td) is a natural extension, for the d-
dimensional case, of the self-adjoint operator obtained for the one-dimensional case
in [3].
We begin by presenting one of the main results obtained in [3], and we then
present the necessary modifications to conclude similar results for the d-dimensional
case.
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3.1. Some remarks on the one-dimensional case. Denote by 〈·, ·〉 the inner
product of L2(T), where T ⊂ R is the one-dimensional torus:
〈f, g〉 =
∫
T
f(u) g(u) du .
Let W1 : R → R be a strictly increasing right continuous function, with left
limits (ca`dla`g), and periodic in the sense that W1(u+1)−W1(u) = W1(1)−W1(0)
for all u in R.
Let DW1 be the set of functions f in L2(T) such that
f(x) = a + bW1(x) +
∫
(0,x]
W1(dy)
∫ y
0
f(z) dz,
for some function f in L2(T) such that∫ 1
0
f(z) dz = 0 ,
∫
(0,1]
W1(dy)
(
b+
∫ y
0
f(z) dz
)
= 0
Define the operator LW1 : DW1 → L2(T) by LW1f = f. Formally
LW1f =
d
dx
d
dW1
f , (3.1)
where the generalized derivative d/dW1 is defined as
df
dW1
(x) = lim
ǫ→0
f(x+ ǫ)− f(x)
W1(x+ ǫ)−W1(x) , (3.2)
if the above limit exists and is finite.
Denote by I the identity operator in L2(T).
Theorem 3.1. The operator LW1 : DW1 → L2(T) enjoys the following properties:
(a) DW1 is dense in L2(T);
(b) The operator I− LW1 : DW1 → L2(T) is bijective;
(c) LW1 : DW1 → L2(T) is self-adjoint and non-positive:
〈−LW1f, f〉 ≥ 0;
(d) LW1 is dissipative i.e., for all g ∈ DW and λ > 0, we have
‖λg‖ ≤ ‖(λI− LW1)g‖;
(e) The eigenvalues of the operator −LW form a countable set {λn : n ≥ 0}. All
eigenvalues have finite multiplicity, 0 = λ0 ≤ λ1 ≤ · · · , and limn→∞ λn =
∞;
(f) The eigenvectors {fn}n≥0 of the operator LW form a complete orthonormal
system.
The proof can be found in [3].
3.2. The d-dimensional case. Consider W as in (2.1). Let AWk be the count-
able complete orthonormal system of eigenvectors for the operator LWk : DWk ⊂
L2(T)→ R given by Theorem 3.1. Let
AW = {f : Td → R; f(x1, . . . , xd) =
d∏
k=1
fk(xk), fk ∈ AWk}.
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Note that, by Fubini’s theorem, the set AW is orthonormal in L2(Td), and the
constant functions are eigenvectors for the operator LWk . Moreover, AWk ⊂ AW ,
in the sense that fk(x1, . . . , xd) = fk(xk), fk ∈ AWk .
Define the operator LW : DW := span(AW ) → L2(Td) as follows: for f =∏d
k=1 fk ∈ AW ,
LW (f)(x1, . . . xd) =
d∑
k=1
d∏
j=1,j 6=k
fj(xj)LWkfk(xk), (3.3)
and extend to DW by linearity.
By (3.1), the operators LWk can be formally extended to functions defined on
Td as follows. Given a function f : Td → R, we define LWkf as
LWkf =
d
dxk
d
dWk
f, (3.4)
where the generalized derivative d/dWk is defined by
df
dWk
(x1, . . . , xk, . . . , xd) = lim
ǫ→0
f(x1, . . . , xk + ǫ, . . . , xd)− f(x1, . . . , xk, . . . , xd)
Wk(xk + ǫ)−Wk(xk) ,
(3.5)
if the above limit exists and is finite. Hence, by (3.3), if f ∈ DW
LW f =
d∑
k=1
LWkf. (3.6)
Note that if f =
∏d
k=1 fk, where fk ∈ AWk is an eigenvector of LWk associated
to the eigenvalue λk, then f is an eigenvector of LW with eigenvalue
∑d
k=1 λk.
Lemma 3.2. The following statements hold:
(a) The set DW is dense in L
2(Td);
(b) The operator LW : DW → L2(Td) is symmetric and non-positive:
〈−LW f, f〉 ≥ 0.
Proof. The strategy to prove the above lemma is the following. We begin by show-
ing that the set
S = span({f ∈ L2(Td); f(x1, . . . , xd) =
d∏
k=1
fk(xk), fk ∈ DWk})
is dense in
S = span({f ∈ L2(Td); f(x1, . . . , xd) =
d∏
k=1
fk(xk), fk ∈ L2(T)}).
We then show that DW is dense in S. Since S is dense in L2(Td), item (a) follows.
We now prove item (a) rigorously. Since S is a vector space, we only have to
show that we can approximate the functions
∏d
k=1 fk ∈ L2(Td), where fk ∈ DWk ,
by functions of DW . By Theorem 3.1, the set DWk is dense in L2(T), thus, there is
a sequence (fkn)n∈N converging to fk in L
2(T). Thus Let
fn(x1, . . . , xd) =
d∏
k=1
fkn(xk).
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By the triangle inequality and Fubini’s theorem, the sequence (fn) converges to∏d
k=1 fk. Fix ǫ > 0 and let
h(x1, . . . , xd) =
d∏
k=1
hk(xk), hk ∈ DWk .
Since for each k = 1 . . . , d, AWk ⊂ DWk is a complete orthonormal set, there
exist sequences gkj ∈ AWk and αkj ∈ R such that
‖hk −
n(k)∑
j=1
αkj g
k
j ‖L2(T) < δ ,
where δ = ǫ/dMd−1 and M := 1 + supk=1:n ‖hk‖. Let
g(x1, . . . , xd) =
d∏
k=1
n(k)∑
j=1
αkj g
k
j (xk) ∈ DW .
An application of the triangle inequality and Fubini’s theorem yields ‖h− g‖ < ǫ.
This proves (a).
To prove (b), let
f(x1, . . . , xd) =
d∏
k=1
fk(xk) and g(x1, . . . , xd) =
d∏
k=1
gk(xk)
be functions belonging to AW . We have that
〈f,LW g〉 = 〈
d∏
k=1
fk,
d∑
k=1
d∏
j=1,j 6=k
gjLWkgk〉 =
d∑
k=1
〈
d∏
j=1,j 6=k
fjgj , fkLWkgk〉,
where 〈·, ·〉 denotes the inner product in L2(Td). Since, by Theorem 3.1, LWk is
self-adjoint, we have
d∑
k=1
〈
d∏
j=1,j 6=k
fjgj , gkLWkfk〉 = 〈LW f, g〉.
In particular, the operator LWk is non-positive and therefore
〈f,LW f〉 =
d∑
k=1
〈
d∏
j=1,j 6=k
f2j , fkLWkfk〉 ≤ 0.
Item (b) follows by linearity. 
Lemma 3.2 implies that the set AW forms a complete orthonormal countable
system of eigenvectors for the operator LW . Let AW = {hk}k≥0, and let {αk}k≥0
be the corresponding eigenvalues of −LW . Consider
DW = {v =
∞∑
k=1
vkhk ∈ L2(Td);
∞∑
k=1
v2kα
2
k < +∞},
and define
− LW v =
+∞∑
k=1
αkvkhk. (3.7)
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The operator LW is clearly an extension of the operator LW . Formally, by (3.6),
LW f =
d∑
k=1
LWkf, (3.8)
where
LWkf =
d
dxk
d
dWk
f.
We are now in conditions to prove Theorem 2.1.
Proof of Theorem 2.1. Since DW ⊂ DW , the density of DW in L2(Td) follows from
the density of DW , shown in lemma 3.2.
If αk are eigenvalues of −LW , we may find eigenvalues λj , associated to some
fj ∈ AWj , such that αk =
∑d
j=1 λj . By Theorem 3.1[item (e)], (b) follows.
Let {αk}k≥0 be the set of eigenvalues of −LW . Then the set of eigenvalues of
I − LW is {γk}k≥0, where γk = αk + 1, and the eigenvectors are the same as the
ones of LW . By item (b), we have
1 = γ0 ≤ γ1 ≤ · · · and lim
n→∞
γn =∞ .
Thus, I− LW is injective, and for
v =
+∞∑
k=1
vkhk ∈ L2(Td) , such that
∞∑
k=1
v2k < +∞ ,
let
u =
+∞∑
k=1
vk
γk
hk ,
then u ∈ DW and (I− LW )u = v. Hence, item (c) follows.
Let L∗W : DW∗ ⊂ L2(Td)→ L2(Td) be the adjoint of LW . Since LW is symmet-
ric, we have DW ⊂ DW∗ . So, to show the equality of the operators it suffices to
show that DW∗ ⊂ DW . Given
ϕ =
+∞∑
k=1
ϕkhk ∈ DW∗,
let LW∗ϕ = ψ ∈ L2(Td). Therefore, for all v =
∑+∞
k=1 vkhk ∈ DW ,
〈v, ψ〉 = 〈v,LW∗ϕ〉 = 〈LW v, ϕ〉 =
+∞∑
k=1
−αkvkϕk.
Hence
ψ =
+∞∑
k=1
−αkϕkhk ,
in particular,
+∞∑
k=1
α2kϕ
2
k < +∞ and ϕ ∈ DW .
Thus, LW is self-adjoint. Let v =
∑+∞
k=1 vkhk ∈ DW . From item (b) αk ≥ 0 and
〈−LW v, v〉 =
+∞∑
k=1
αkv
2
k ≥ 0.
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Therefore LW is non-positive and item (d) follows.
Fix a function g in DW , λ > 0, and let f = (λI − LW )g. Taking inner product,
with respect to g, on both sides of this equation, we obtain
λ〈g, g〉 + 〈−LW g, g〉 = 〈g, f〉 ≤ 〈g, g〉1/2 〈f, f〉1/2 .
Since g belongs to DW , by (d), the second term on the left hand side is non-negative.
Thus, ‖λg‖ ≤ ‖f‖ = ‖(λI− LW )g‖. 
4. Random walk with conductances
Recall the decomposition obtained in (3.8):
LW =
d∑
j=1
LWj .
The discrete version of LW is the generator LN of a Markov process given as
follows. For each function f : {0, 1}TdN → R,
LNf(η) =
d∑
j=1
LjNf(η), (4.1)
where
LjNf(η) =
∑
x∈Td
N
ξx,x+ejcx,x+ej(η)[f(η
x,x+ej )− f(η)].
In Section 2, we described, informally, the dynamics of this Markov evolution.
4.1. Discrete approximation of the operator LW . Let j = 1, . . . , d. Consider
the random walks {Xjt }t≥0 on the discrete torus, N−1TN , which jumps from x/N
(resp. (x+ 1)/N) to (x+ 1)/N (resp. x/N) with rate
N2ξjx,x+1 = N/{Wj((x + 1)/N)−Wj(x/N)}.
Let {Xt = (X1t , . . . , Xdt )}t≥0 be the random walk on N−1TdN , where TdN is the
discrete d-dimensional torus with Nd points.
The generator LN of this Markov process acts on functions f : T
d
N → R as
LNf(x/N) =
d∑
j=1
L
j
Nf(x/N), (4.2)
where
L
j
Nf(x/N) = N
2
{
ξx,x+ej [f((x+ ej)/N)− f(x/N)]
+ ξx−ej ,x[f((x − ej)/N)− f(x/N)]
}
are the generators of the one-dimensional random walks {Xjt }t≥0.
Note that LjNf(x/N) is in fact a discrete version of the operator LWj . The
counting measure mN on N
−1TdN is reversible for this process.
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4.2. Semigroups and resolvents. In this subsection we introduce families of
semigroups and resolvents, associated to the generators LN and LW . We present
some properties and results regarding the convergence of these operators.
Denote by {PNt : t ≥ 0} (resp. {GNλ : λ > 0}) the semigroup (resp. the resolvent)
associated to the generator LN , by {PN,jt : t ≥ 0} the semigroup associated to the
generator LjN , by {P jt : t ≥ 0} the semigroup associated to the generator LWj and
by {Pt : t ≥ 0} (resp. {Gλ : λ > 0}) the semigroup (resp. the resolvent) associated
to the generator LW .
Since the jump rates from x/N (resp. (x + ej)/N) to (x + ej)/N (resp. x/N)
are equal, PNt is symmetric: P
N
t (x, y) = P
N
t (y, x).
Using the decompositions (4.2) and (3.8), we have that
PNt (x, y) =
d∏
j=1
PN,jt (xj , yj) and Pt(x, y) =
d∏
j=1
P jt (xj , yj).
By definition, for every H : N−1TdN → R,
GλH =
∫ ∞
0
dt e−λtPtH = (λI − LW )−1H,
where I is the identity operator.
Lemma 4.1. Let H : Td → R be a continuous function. Then
lim
N→+∞
1
Nd
∑
x∈Td
N
|PNt H(x/N)− PtH(x/N)| = 0. (4.3)
Proof. If H : Td → R has the form H(x1, . . . , xd) =
∏d
j=1Hj(xj), we have
PNt H(x) =
d∏
j=1
PN,jt Hj(xj) and PtH(x) =
d∏
j=1
P jt Hj(xj). (4.4)
Now, for any continuous function H : Td → R, and any ǫ > 0, we can find
continuous functions Hj,k : T→ R, such that H ′ : Td → R given by
H ′(x) =
m∑
j=1
d∏
k=1
Hj,k(xk)
satisfies ‖H ′ −H‖∞ ≤ ǫ. Thus,
1
Nd
∑
x∈Td
N
|PNt H(x/N)− PtH(x/N)| ≤ 2ǫ+
1
Nd
∑
x∈Td
N
|PNt H ′(x/N)− PtH ′(x/N)|.
By (4.4) and similar identities for PtH
′ and PN,jt H
′, the sum on the right hand
side in the previous inequality is less than or equal to
1
Nd
∑
x∈Td
N
m∑
j=1
|
d∏
k=1
PN,kt Hj,k(xk/N)−
d∏
k=1
P kt Hj,k(xk/N)| ≤
1
Nd
∑
x∈Td
N
m∑
j=1
Cj
d∑
k=1
|PN,kt Hj,k(xk/N)− P kt Hj,k(xk/N)|,
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where Cj is a constant that depends on the product
∏d
k=1Hj,k. The previous
expressions can be rewritten as
m∑
j=1
Cj
d∑
k=1
1
Nd
∑
x∈Td−1
N
N∑
i=1
|PN,kt Hj,k(i/N)− P kt Hj,k(i/N)| =
m∑
j=1
Cj
d∑
k=1
1
N
N∑
i=1
|PN,kt Hj,k(i/N)− P kt Hj,k(i/N)|.
Moreover, by [2, lemma 4.5 item iii], when N → ∞, the last expression converges
to 0.

Corollary 4.2. Let H : Td → R be a continuous function. Then
lim
N→+∞
1
Nd
∑
x∈Td
N
|GNλ H(x/N)−GλH(x/N)| = 0. (4.5)
Proof. By definition of resolvent, for each N , the previous expression is less than
or equal to ∫ ∞
0
dt e−λt
1
Nd
∑
x∈Td
N
|PNt H(x/N)− PtH(x/N)|.
Corollary now follows from the previous Lemma. 
Let fN : T
d
N → R be any function. Then, whenever needed, we consider f :
Td → R an extension of fN to Td given by:
f(y) = fN (x), if x ∈ TdN , y ≥ x and ‖y − x‖∞ <
1
N
.
Lemma 4.3. Let H : Td → R be a continuous function. then the extension of
PNt H : T
d
N → R to Td belongs to L1(Td), and∫
Td
duPNt H(u) =
1
Nd
∑
x∈Td
H(x/N).
Proof. Assume, without loss of generality, that H ≥ 0. Since the transition proba-
bility PNt (x, y) is symmetric, we have∫
Td
duPNt H(u) =
1
Nd
∑
x,y∈Td
N
PNt (x, y)H(y/N) =
1
Nd
∑
y∈Td
N
H(y/N)
∑
x∈Td
N
PNt (y, x) =
1
Nd
∑
y∈Td
N
H(y/N).
This proves the identity and also that PNt H ∈ L1(Td). 
The next lemma shows that H can be approximated by PNt H . As an immediate
consequence we obtain an approximation result involving the resolvent.
Lemma 4.4. Let H : Td → R be a continuous function, then,
lim
t→0
lim sup
N→+∞
1
Nd
∑
x∈Td
N
|PNt H(x/N)−H(x/N)| = 0, (4.6)
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and
lim
λ→+∞
lim sup
N→+∞
1
Nd
∑
x∈Td
N
|λRNλ H(x/N)−H(x/N)| = 0. (4.7)
Proof. Fix ǫ > 0 and consider H ′ as in the proof of Lemma 4.1. Thus,
1
Nd
∑
x∈Td
N
|PNt H(x/N)−H(x/N)| ≤ 2ǫ+
1
Nd
∑
x∈Td
N
|PNt H ′(x/N)−H ′(x/N)|,
where the second term on the right hand side is less than or equal to
C0 sup
j,k
1
Nd
∑
x∈Td
N
|PN,kt Hj,k(xk/N)−Hj,k(xk/N)|,
C0 being a constant that depends on H
′. By [2, lemma 4.6], the last expression
converges to 0, when N →∞, and then t→ 0. This proves the first equality.
To obtain the second limit, note that, by definition of the resolvent, the second
expression is less than or equal to∫ ∞
0
dtλe−λt
1
Nd
∑
x∈Td
N
|PNt H(x/N)−H(x/N)|.
By lemma 4.3, the sum is uniformly bounded in t and N . By the first part of
Lemma 4.3, it vanishes as N →∞ and t→ 0. This proves the second part.

Fix a function H : TdN → R. For λ > 0, let HNλ = GNλ H be the solution of the
resolvent equation
λHNλ − LNHNλ = H.
Taking inner product on both sides of this equation with respect toHNλ ,we obtain
λ
1
Nd
∑
x∈Td
N
(HNλ (x/N))
2 − 1
Nd
∑
x∈Td
N
HNλ (x/N)LNH
N
λ
=
1
Nd
∑
x∈Td
N
HNλ (x/N)H(x/N).
A simple computation shows that the second term on the left hand side is equal
to
1
Nd
d∑
j=1
∑
x∈Td
N
ξx,x+ej [∇N,jHNλ (x/N)]2,
where ∇N,jH(x/N) = N [H((x+ej)/N)−H(x/N)] is the discrete derivative of the
function H in the direction of the vector ej . In particular, by Schwarz inequality,
1
Nd
∑
x∈Td
N
HNλ (x/N)
2 ≤ 1
λ2
1
Nd
∑
x∈Td
N
H(x/N)2 and
1
Nd
d∑
j=1
∑
x∈Td
N
ξx,x+ej [∇N,jHNλ (x/N)]2 ≤
1
λ
1
Nd
∑
x∈Td
N
H(x/N)2 .
(4.8)
We have proved the following.
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Proposition 4.5. Let H : Td → R be a continuous function, HNλ = GNλ H, and let
mN be the counting measure on T
d
N . Then H
N
λ and ∇N,jHNλ converge to 0 when
N →∞ and λ→∞ in L2(TdN ,mN ).
5. Scaling limit
Let M be the space of positive measures on Td with total mass bounded by one
endowed with the weak topology. Recall that πNt ∈ M stands for the empirical
measure at time t. This is the measure on Td obtained by rescaling space by N
and by assigning mass 1/Nd to each particle:
πNt =
1
Nd
∑
x∈Td
N
ηt(x) δx/N , (5.1)
where δu is the Dirac measure concentrated on u.
For a continuous function H : Td → R, 〈πNt , H〉 stands for the integral of H with
respect to πNt :
〈πNt , H〉 =
1
Nd
∑
x∈Td
N
H(x/N)ηt(x) .
This notation is not to be mistaken with the inner product in L2(Td) introduced
earlier. Also, when πt has a density ρ, π(t, du) = ρ(t, u)du, we sometimes write
〈ρt, H〉 for 〈πt, H〉.
For a local function g : {0, 1}Zd → R, let g˜ : [0, 1]→ R be the expected value of
g under the stationary states:
g˜(α) = Eνα [g(η)] .
For ℓ ≥ 1 and d-dimensional integer x = (x1, . . . , xd), denote by ηℓ(x) the
empirical density of particles in the box Bℓ+(x) = {(y1, . . . , yd) ∈ Zd ; 0 ≤ yi − xi <
ℓ}:
ηℓ(x) =
1
ℓd
∑
y∈Bℓ
+
(x)
η(y) .
Fix T > 0 and let D([0, T ],M) be the space of M-valued ca`dla`g trajectories
π : [0, T ]→M endowed with the uniform topology. For each probability measure
µN on {0, 1}TdN , denote by QW,NµN the measure on the path space D([0, T ],M)
induced by the measure µN and the process π
N
t introduced in (5.1).
Fix a continuous profile ρ0 : T
d → [0, 1] and consider a sequence {µN : N ≥ 1}
of measures on {0, 1}TdN associated to ρ0 in the sense (2.6). Further, we denote by
QW be the probability measure on D([0, T ],M) concentrated on the deterministic
path π(t, du) = ρ(t, u)du, where ρ is the unique weak solution of (2.7) with γ = ρ0,
lk = 0, rk = 1, k = 1, . . . , d and Φ(α) = α+ aα
2.
In subsection 5.1 we show that the sequence {QW,NµN : N ≥ 1} is tight and in
subsection 5.2 we characterize the limit points of this sequence.
5.1. Tightness. The proof of tightness of sequence {QW,NµN : N ≥ 1} is motivated
by [6, 3]. We consider initially the auxiliaryM-valued Markov process {Πλ,Nt : t ≥
0}, λ > 0, defined by
Πλ,Nt (H) = 〈πNt , GNλ H〉 =
1
Nd
∑
x∈Zd
(
GNλ H
)
(x/N)ηt(x),
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for H in C(Td), where {GNλ : λ > 0} is the resolvent associated to the random walk
{XNt : t ≥ 0} introduced in Section 4.
We first prove tightness of the process {Πλ,Nt : 0 ≤ t ≤ T } for every λ > 0 and
we then show that {Πλ,Nt : 0 ≤ t ≤ T }, and that {πNt : 0 ≤ t ≤ T } are not far apart
if λ is large.
It is well known [7] that to prove tightness of {Πλ,Nt : 0 ≤ t ≤ T } it is enough
to show tightness of the real-valued processes {Πλ,Nt (H) : 0 ≤ t ≤ T } for a set of
smooth functions H : Td → R dense in C(Td) for the uniform topology.
Fix a smooth function H : Td → R. Denote by the same symbol the restriction
of H to N−1TdN . Let H
N
λ = G
N
λ H , so that
λHNλ − LNHNλ = H . (5.2)
Keep in mind that Πλ,Nt (H) = 〈πNt , HNλ 〉, and denote by MN,λt the martingale
defined by
MN,λt = Π
λ,N
t (H) − Πλ,N0 (H) −
∫ t
0
dsN2LN〈πNs , HNλ 〉 . (5.3)
Clearly, tightness of Πλ,Nt (H) follows from tightness of the martingale M
N,λ
t and
tightness of the additive functional
∫ t
0
dsN2LN〈πNs , HNλ 〉.
A long, but simple, computation shows that the quadratic variation 〈MN,λ〉t of
the martingale MN,λt is given by:
1
N2d
d∑
j=1
∑
x∈Td
ξx,x+ej [∇N,jHNλ (x/N)]2
∫ t
0
cx,x+ej (ηs) [ηs(x+ ej)− ηs(x)]2 ds .
In particular, by (4.8),
〈MN,λ〉t ≤ C0t
N2d
d∑
j=1
∑
x∈Td
N
ξx,x+ej [(∇N,jHNλ )(x/N)]2 ≤
C(H)t
λNd
,
for some finite constant C(H) which depends only on H . Thus, by Doob inequality,
for every λ > 0, δ > 0,
lim
N→∞
PµN
[
sup
0≤t≤T
∣∣MN,λt ∣∣ > δ
]
= 0 . (5.4)
In particular, the sequence of martingales {MN,λt : N ≥ 1} is tight for the uniform
topology.
It remains to examine the additive functional of the decomposition (5.3). The
generator of the exclusion process LN is decomposed in generators of the random
walks LN,j. By (4.1), (4.2) and a long but simple computation, we obtain that
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N2LN〈πN , HNλ 〉 is equal to
d∑
j=1
{ 1
Nd
∑
x∈Td
N
(LjNH
N
λ )(x/N) η(x)
+
a
Nd
∑
x∈Td
N
[
(LjNH
N
λ )((x + ej)/N) + (LN,jH
N
λ )(x/N)
]
(τxh1,j)(η)
− a
Nd
∑
x∈Td
N
(LjNH
N
λ )(x/N)(τxh2,j)(η)
}
,
where {τx : x ∈ Zd} is the group of translations, so that (τxη)(y) = η(x + y) for
x, y in Zd, and the sum is understood modulo N . Also, h1,j , h2,j are the cylinder
functions
h1,j(η) = η(0)η(ej) , h2,j(η) = η(−ej)η(ej) .
Since HNλ is the solution of the resolvent equation (5.2), we may replace LNH
N
λ
by UNλ = λH
N
λ −H in the previous formula. In particular, for all 0 ≤ s < t ≤ T ,∣∣∣ ∫ t
s
dr N2LN 〈πNr , HNλ 〉
∣∣∣ ≤ (1 + 3|a|)(t− s)
Nd
∑
x∈Td
N
|UNλ (x/N)| .
It follows from the first estimate in (4.8), and from Schwarz inequality, that the right
hand side of the previous expression is bounded above by C(H, a)(t− s) uniformly
in N , where C(H, a) is a finite constant depending only on a and H . This proves
that the additive part of the decomposition (5.3) is tight for the uniform topology
and therefore that the sequence of processes {Πλ,Nt : N ≥ 1} is tight.
Lemma 5.1. The sequence of measures {QW,N
µN
: N ≥ 1} is tight for the uniform
topology.
Proof. It is enough to show that for every smooth function H : T → R and every
ǫ > 0, there exists λ > 0 such that
lim
N→∞
PµN
[
sup
0≤t≤T
|Πλ,Nt (λH)− 〈πNt , H〉 | > ǫ
]
= 0,
since in this case, the tightness of πNt follows from tightness of Π
λ,N
t . Since there
is at most one particle per site, the expression inside the absolute value is less than
or equal to
1
Nd
∑
x∈Td
N
∣∣λHNλ (x/N) −H(x/N)∣∣ .
By Lemma 4.4 this expression vanishes as N ↑ ∞ and then λ ↑ ∞. 
5.2. Uniqueness of limit points. We prove in this subsection that all limit points
Q∗ of the sequence QW,NµN are concentrated on absolutely continuous trajectories
π(t, du) = ρ(t, u)du, whose density ρ(t, u) is a weak solution of the hydrodynamic
equation (2.7) with l = 0 < r = 1 and Φ(α) = α+ aα2.
Let Q∗ be a limit point of the sequence QW,NµN and assume, without loss of
generality, that QW,NµN converges to Q
∗.
Since there is at most one particle per site, it is clear that Q∗ is concentrated on
trajectories πt(du) which are absolutely continuous with respect to the Lebesgue
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measure, πt(du) = ρ(t, u)du, and whose density ρ is non-negative and bounded by
1.
Fix a continuously differentiable function H : Td → R and λ > 0. Recall the
definition of the martingale MN,λt introduced in the previous section. By (5.4), for
every δ > 0,
lim
N→∞
PµN
[
sup
0≤t≤T
∣∣MN,λt ∣∣ > δ
]
= 0 .
By (5.3), for fixed 0 < t ≤ T and δ > 0,
lim
N→∞
QW,NµN
[ ∣∣∣〈πNt , GNλ H〉 − 〈πN0 , GNλ H〉 −
∫ t
0
dsN2LN 〈πNs , GNλ H〉
∣∣∣ > δ] = 0.
Since there is at most one particle per site, we may replace, by Corollary 4.2,
GNλ H by GλH in the expressions 〈πNt , GNλ H〉, 〈πN0 , GNλ H〉 above. On the other
hand, the expression N2LN〈πNs , GNλ H〉 has been computed in the previous subsec-
tion. Recall that LNG
N
λ H = λG
N
λ H − H . As before, we may replace GNλ H by
GλH . Let Uλ = λGλH − H . Since Eνα [hi,j ] = α2, i = 1, 2 and j = 1, . . . , d, in
view of (4.8), and by Corollary 5.4, for every t > 0, λ > 0, δ > 0, i = 1, 2,
lim
ε→0
lim sup
N→∞
PµN

 ∣∣∣ ∫ t
0
ds
1
Nd
∑
x∈Td
N
Uλ(x/N)
{
τxhi,j(ηs)−
[
ηεNs (x)
]2} ∣∣∣ > δ

 = 0.
Since ηεNs (x) = ε
−dπNs (
∏d
j=1[xj/N, xj/N + εej]), we obtain, from the previous
considerations, that
lim
ε→0
lim sup
N→∞
QW,NµN
[ ∣∣∣ 〈πNt , GλH〉 −
− 〈πN0 , GλH〉 −
∫ t
0
ds
〈
Φ
(
ε−dπNs (
d∏
j=1
[·, ·+ εej])
)
, Uλ
〉∣∣∣ > δ

 = 0 .
Since H is a smooth function, GλH and Uλ can be approximated, in L
1(Td),
by continuous functions. Since we assumed that QW,NµN converges in the uniform
topology to Q∗, we have that
lim
ε→0
Q ∗
[ ∣∣∣〈πt, GλH〉 − 〈π0, GλH〉 −
−
∫ t
0
ds
〈
Φ
(
ε−dπs(
d∏
j=1
[·, ·+ εej ])
)
, Uλ
〉∣∣∣ > δ

 = 0 .
Since Q∗ is concentrated on absolutely continuous paths πt(du) = ρ(t, u)du with
positive density bounded by 1, ε−dπs(
∏d
j=1[·, ·+εej]) converges in L1(Td) to ρ(s, .)
as ε ↓ 0. Thus,
Q∗
[ ∣∣∣〈πt, GλH〉 − 〈π0, GλH〉 −
∫ t
0
ds 〈Φ(ρs) , LWGλH〉
∣∣∣ > δ] = 0,
because Uλ = LWGλH . Letting δ ↓ 0, we see that, Q∗ a.s.,
〈πt, GλH〉 − 〈π0, GλH〉 =
∫ t
0
ds 〈Φ(ρs) , LWGλH〉 .
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This identity can be extended to a countable set of times t. Taking this set to be
dense, by continuity of the trajectories πt, we obtain that it holds for all 0 ≤ t ≤ T .
In the same way, it holds for any countable family of continuous functions H .
Taking a countable set of continuous functions, dense for the uniform topology, we
extend this identity to all continuous functionsH , because GλHn converges to GλH
in L1(Td), if Hn converges to H in the uniform topology. Similarly, we can show
that it holds for all λ > 0, since, for any continuous function H , GλnH converges
to GλH in L
1(Td), as λn → λ.
Proposition 5.2. As N ↑ ∞, the sequence of probability measures QW,NµN converges
in the uniform topology to QW .
Proof. In the previous subsection we showed that the sequence of probability mea-
sures QW,NµN is tight for the uniform topology. Moreover, we just proved that all
limit points of this sequence are concentrated on weak solutions of the parabolic
equation (2.7). The proposition now follows from a straightforward adaptation of
the uniqueness of weak solutions proved in [3] for the d-dimensional case. 
Proof of Theorem 2.2. Since QW,NµN converges in the uniform topology to QW , a
measure which is concentrated on a deterministic path, for each 0 ≤ t ≤ T and each
continuous function H : Td → R, 〈πNt , H〉 converges in probability to
∫
T
du ρ(t, u)
H(u), where ρ is the unique weak solution of (2.7) with lk = 0, rk = 1, γ = ρ0 and
Φ(α) = α+ aα2. 
5.3. Replacement lemma. We will use some results from [7, Appendix A1]. De-
note by HN (µN |να) the relative entropy of a probability measure µN with respect
to a stationary state να, see [7, Section A1.8] for a precise definition. By the explicit
formula given in [7, Theorem A1.8.3], we see that there exists a finite constant K0,
depending only on α, such that
HN (µN |να) ≤ K0Nd, (5.5)
for all measures µN .
Denote by 〈·, ·〉να the scalar product of L2(να) and denote by IξN the convex and
lower semicontinuous [7, Corollary A1.10.3] functional defined by
IξN (f) = 〈−LN
√
f ,
√
f〉να ,
for all probability densities f with respect to να (i.e., f ≥ 0 and
∫
fdνα = 1). By
[7, proposition A1.10.1], an elementary computation shows that
IξN (f) =
d∑
j=1
∑
x∈Td
N
Iξx,x+ej (f) , where
Iξx,x+ej (f) = (1/2) ξx,x+ej
∫
cx,x+ej(η)
{√
f(σx,x+ejη)−
√
f(η)
}2
dνα .
By [7, Theorem A1.9.2], if {SNt : t ≥ 0} stands for the semi-group associated to the
generator N2LN ,
HN (µNS
N
t |να) + 2 N2
∫ t
0
IξN (f
N
s ) ds ≤ HN (µN |να) ,
where fNs stands for the Radon-Nikodym derivative of µNS
N
s with respect to να.
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Remember that for a local function g : {0, 1}Zd → R, g˜ : [0, 1] → R stands for
the expected value of g under the stationary states:
g˜(α) = Eνα [g(η)] .
For ℓ ≥ 1 and d-dimensional integer x = (x1, . . . , xd), denote by ηℓ(x) the empirical
density of particles in the box Bℓ+(x) = {(y1, . . . , yd) ∈ Zd ; 0 ≤ yi − xi < ℓ}:
ηℓ(x) =
1
ℓd
∑
y∈Bℓ
+
(x)
η(y) .
For each y ∈ Bℓ+(x), such that y1 > x1, let
Λℓx+e1,y = (z
y
k)0≤k≤M(y) (5.6)
be a path from x+ e1 to y such that:
(1) Λℓx+e1,y begins at x+ e1 and ends at y, i.e.:
zy0 = x+ e1 and z
y
M(y) = y;
(2) The distance between two consecutive sites of the Λℓx+e1,y = (z
y
k)0≤k≤M(y)
is equal to 1, i.e.:
zyk+1 = z
y
k + ej ; for some j = 1 . . . , d and for all k = 1, . . . ,M(y)− 1
(3) The number of points M(y) is bounded above by dℓ;
(4) Λℓx+e1,y is injective:
zyi 6= zyj for all 0 ≤ i < j ≤M(y).
Lemma 5.3. Fix a function F : N−1TdN → R. There exists a finite constant
C0 = C0(a, g,W ), depending only on a, g and W , such that
1
Nd
∑
x∈Td
N
F (x/N)
∫
{τxg(η)− g˜(ηεN (x))} f(η)να(dη)
≤ C0
εNd+1
∑
x∈Td
N
∣∣F (x/N)∣∣ + C0ε
δNd
∑
x∈Td
N
F (x/N)2 +
δ
Nd−2
IξN (f),
for all δ > 0, ε > 0 and all probability densities f with respect to να.
Proof. Any local function can be written as a linear combination of functions of
type
∏
x∈A η(x), for finite sets A
′s. It is therefore enough to prove the lemma for
such functions. We will only prove the result for g(η) = η(0)η(e1). The general
case can be handled in a similar way.
We begin by estimating
1
Nd
∑
x∈Td
N
F (x/N)
∫
η(x){η(x + e1)− 1
(εN)d
∑
y∈BNε
+
(x)
η(y)}f(η)να(dη) (5.7)
in terms of the functional IξN (f). The integral in (5.7) can be rewritten as:
1
(Nε)d
∑
y∈BNε
+
(x)
∫
η(x)[η(x + e1)− η(y)]f(η)να(dη)
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For each y ∈ BNε+ (x), such that y1 > x1, let Λℓx+e1,y = (zyk)0≤k≤M(y) be a path
like the one in (5.6). Then, by property (1) of Λℓx+e1,y and using telescopic sum we
have the following:
η(x+ e1)− η(y) =
M(y)−1∑
k=0
[η(zyk)− η(zyk+1)].
We can, therefore, bound (5.7) above by
1
Nd
1
(Nε)d
∑
x∈Td
N
∑
y∈BNε
+
(x)
M(y)−1∑
k=0
∫
F (x/N)η(x)[η(zyk )− η(zyk+1)]f(η)να(dη) +
1
εNd+1
∑
x∈Td
N
∣∣F (x/N)∣∣
where the last term in the previous expression comes from the contribution of the
points y ∈ BNε+ (x), such that y1 = x1. Recall that by property (2) of Λℓx+e1,y, we
have that zyk+1 = z
y
k + ej, for some j = 1, . . . , d.
For each term of the form∫
F (x/N)η(x){η(z) − η(z + ej)}f(η)να(dη)
we can use the change of variables η′ = σz,z+ejη to write the previous integral as
(1/2)
∫
F (x/N)η(x){η(z) − η(z + ej)}
{
f(η)− f(σz,z+ejη)} να(dη) .
Since a − b = (√a −
√
b)(
√
a +
√
b) and
√
ab ≤ a + b, by Schwarz inequality the
previous expression is less than or equal to
A
4(1− 2a−)ξz,z+ej
∫
F (x/N)2η(x){η(z)− η(z + ej)}2×
×
{√
f(η) +
√
f(σz,z+ejη)
}2
να(dη) +
+
ξz,z+ej
A
∫
cz,z+ej (η)
{√
f(η)−
√
f(σz,z+ejη)
}2
να(dη)
for every A > 0. In this formula we used the fact that cz,z+ej is bounded below by
1 − 2a−. Since f is a density with respect to να, the first expression is bounded
above by A/(1− 2a−)ξz,z+ej , whereas the second one is equal to 2A−1Iξz,z+ej (f).
So, by properties (3) and (4) of the path Λℓx+e1,y, we obtain that (5.7) is less
than or equal to
1
εNd+1
∑
x∈Td
N
∣∣F (x/N)∣∣ + A
(1− 2a−)Nd
∑
x∈Td
N
F (x/N)2
d∑
j=1
εN∑
k=1
ξ−1x+(k−1)ej ,x+kej +
2ε
ANd−1
d∑
j=1
∑
x∈Td
N
Iξx,x+ej (f) .
By definition of the sequence {ξx,x+ej},
∑εN
k=1 ξ
−1
x+kej ,ej
≤ N [Wj(1)−Wj(0)]. Thus,
choosing A = 2εN−1δ−1, for some δ > 0, we obtain that the previous sum is
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bounded above by
C0
εNd+1
∑
x∈Td
N
∣∣F (x/N)∣∣ + C0ε
δNd
∑
x∈Td
N
F (x/N)2 +
δ
Nd−2
IξN (f) .
Up to this point we have succeeded to replace η(x)η(x + e1) by η(x)η
εN (x).
The same arguments permit to replace this latter expression by [ηεN (x)]2, which
concludes the proof of the lemma. 
Corollary 5.4. Fix a cylinder function g and a sequence of functions {FN : N ≥
1}, FN : N−1TdN → R such that
lim sup
N→∞
1
Nd
∑
x∈Td
N
FN (x/N)
2 < ∞ .
Then, for any t > 0 and any sequence of probability measures {µN : N ≥ 1} on
{0, 1}TdN ,
lim sup
ε→0
lim sup
N→∞
EµN
[ ∣∣∣ ∫ t
0
1
Nd
∑
x∈Td
N
FN (x/N)
{
τxg(ηs)− g˜(ηεNs (x)) ds
}∣∣∣ ] = 0 .
Proof. Fix 0 < α < 1. By the entropy and Jensen inequalities, the expectation
appearing in the statement of the lemma is bounded above by
1
γNd
logEνα
[
exp
{
γ
∣∣∣ ∫ t
0
ds
∑
x∈Td
N
FN (x/N)
{
τxg(ηs)− g˜(ηεNs (x))
} ∣∣∣ } ]+ HN (µN |να)
γNd
for all γ > 0. In view of (5.5), in order to prove the corollary it is enough
to show that the second term vanishes as N ↑ ∞, and then ε ↓ 0 for every
γ > 0. We may remove the absolute value inside the exponential by using the
elementary inequalities e|x| ≤ ex + e−x and lim supN→∞N−1 log{aN + bN} ≤
max{lim supN→∞N−1 log aN , lim supN→∞N−1 log bN}. Thus, to prove the corol-
lary, it is enough to show that
lim sup
ε→0
lim sup
N→∞
1
Nd
logEνα
[
exp
{
γ
∫ t
0
ds
∑
x∈Td
N
FN (x/N){τxg(ηs)− g˜(ηεNs (x))}
} ]
= 0
for every γ > 0.
By Feynman-Kac formula, for each fixed N the previous expression is bounded
above by
tγ sup
f


∫
1
Nd
∑
x∈Td
N
FN (x/N){τxg(η)− g˜(ηεN (x))}f(η) dνα − 1
Nd−2
IˆξN (f)

 ,
where the supremum is carried over all density functions f with respect to να.
Letting δ = 1 in Lemma 5.3, we obtain that the previous expression is less than or
equal to
C0γt
εNd+1
∑
x∈Td
N
∣∣FN (x/N)∣∣ + C0γεt
Nd
∑
x∈Td
N
FN (x/N)
2,
for some finite constant C0 which depends on a, g and W . By assumption on the
sequence {FN}, for every γ > 0, this expression vanishes as N ↑ ∞ and then ε ↓ 0.
This concludes the proof of the lemma. 
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6. Energy estimate
We prove in this section that any limit point Q∗W of the sequence Q
W,N
µN is
concentrated on trajectories ρ(t, u)du with finite energy.
Denote by ∂xj the partial derivative of a function with respect to the j-th co-
ordinate, and by C0,1j ([0, T ]×Td) the set of continuous functions with continuous
partial derivative in the j-th coordinate. Let L2xj⊗Wj ([0, T ] × Td) be the Hilbert
space of measurable functions H : [0, T ]× Td → R such that∫ T
0
ds
∫
Td
d(xj ⊗Wj)H(s, u)2 < ∞ ,
where d(xj ⊗Wj) represents the product measure in Td obtained from Lesbegue’s
measure in Td−1 and the measure induced by Wj :
d(xj ⊗Wj) = dx1 . . . dxj−1 dWj dxj+1 . . . dxd ,
endowed with the inner product 〈〈H,G〉〉xj⊗Wj defined by
〈〈H,G〉〉xj⊗Wj =
∫ T
0
ds
∫
Td
d(xj ⊗Wj)H(s, u)G(s, u) .
Let Q∗W be a limit point of the sequence Q
W,N
µN and assume without loss of
generality that the sequence QW,NµN converges to Q
∗
W .
Proposition 6.1. The measure Q∗W is concentrated on paths ρ(t, x)dx with the
property that for all j = 1, . . . , d there exists a function in L2xj⊗Wj ([0, T ] × Td),
denoted by dΦ/dWj, such that∫ T
0
ds
∫
Td
dx (∂xjH)(s, x)Φ(ρ(s, x)) =
−
∫ T
0
ds
∫
T
d(xj ⊗Wj(x)) (dΦ/dWj)(s, x)H(s, x)
for all functions H in C0,1j ([0, T ]× Td).
The previous proposition follows from the next lemma. Recall the definition of
the constant K0 given in (5.5).
Lemma 6.2. There exists a finite constant K1, depending only on a, such that
EQ∗
W
[
sup
H
{∫ T
0
ds
∫
Td
dx (∂xjH)(s, x)Φ(ρ(s, x))
− K1
∫ T
0
ds
∫
Td
H(s, x)2 d(xj ⊗Wj(x))
}]
≤ K0 ,
where the supremum is carried over all functions H ∈ C0,1j ([0, T ]× Td).
Proof of Proposition 6.1. Denote by ℓ : C0,1j ([0, T ]×Td)→ R the linear functional
defined by
ℓ(H) =
∫ T
0
ds
∫
Td
dx (∂xjH)(s, x)Φ(ρ(s, x)) .
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Since C0,1([0, T ] × Td) is dense in L2xj⊗Wj ([0, T ] × Td), by Lemma 6.2, ℓ is Q∗W -
almost surely finite in L2xj⊗Wj ([0, T ]× Td). In particular, by Riesz representation
theorem, there exists a function G in L2xj⊗Wj ([0, T ]× Td) such that
ℓ(H) = −
∫ T
0
ds
∫
Td
d(xj ⊗Wj(x))H(s, x)G(s, x) .
This concludes the proof of the proposition. 
For a smooth function H : Td → R, δ > 0, ε > 0 and a positive integer N , define
W jN (ε, δ,H, η) by
W jN (ε, δ,H, η) =
∑
x∈Td
N
H(x/N)
1
εN
{
Φ(ηδN (x)) − Φ(ηδN (x+ εNej))
}
− K1
εN
∑
x∈Td
N
H(x/N)2{Wj([xj + εN + 1]/N)−Wj(xj/N)} .
The proof of Lemma 6.2 relies on the following result.
Lemma 6.3. Consider a sequence {Hℓ, ℓ ≥ 1} dense in C0,1([0, T ] × Td). For
every k ≥ 1, and every ε > 0,
lim sup
δ→0
lim sup
N→∞
EµN
[
max
1≤i≤k
{∫ T
0
W jN (ε, δ,Hi(s, ·), ηs) ds
}]
≤ K0 .
Proof. It follows from the replacement lemma that in order to prove the Lemma
we just need to show that
lim sup
N→∞
EµN
[
max
1≤i≤k
{∫ T
0
W jN (ε,Hi(s, ·), ηs) ds
}]
≤ K0 ,
where
W jN (ε,H, η) =
1
εN
∑
x∈Td
N
H(x/N)
{
τxg(η)− τx+εNejg(η)
}
− K1
εN
∑
x∈Td
N
H(x/N)2{Wj([xj + εN + 1]/N)−Wj(xj/N)} ,
and g(η) = η(0) + aη(0)η(ej).
By the entropy and Jensen’s inequalities, for each fixed N , the previous expec-
tation is bounded above by
H(µN |να)
Nd
+
1
Nd
logEνα
[
exp
{
max
1≤i≤k
{
Nd
∫ T
0
dsW jN (ε,Hi(s, ·), ηs)
}}]
.
By (5.5), the first term is bounded by K0. Since exp{max1≤j≤k aj} is bounded
above by
∑
1≤j≤k exp{aj}, and since lim supN N−d log{aN + bN} is less than or
equal to the maximum of lim supN N
−d log aN and lim supN N
−d log bN , the limit,
as N ↑ ∞, of the second term in the previous expression is less than or equal to
max
1≤i≤k
lim sup
N→∞
1
Nd
logEνα
[
exp
{
Nd
∫ T
0
dsW jN (ε,Hi(s, ·), ηs)
}]
.
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We now prove that, for each fixed i, the above limit is non-positive for a convenient
choice of the constant K1.
Fix 1 ≤ i ≤ k. By Feynman–Kac formula and the variational formula for the
largest eigenvalue of a symmetric operator, the previous expression is bounded
above by ∫ T
0
ds sup
f
{∫
W jN (ε,Hi(s, ·), η)f(η)να(dη)−
1
Nd−2
IξN (f)
}
,
for each fixedN . In this formula the supremum is taken over all probability densities
f with respect to να.
To conclude the proof, rewrite
η(x)η(x + ej)− η(x+ εNej)η(x + (εN + 1)ej)
as
η(x){η(x + ej)− η(x+ (εN + 1)ej)}+ η(x+ (εN + 1)ej){η(x) − η(x+ εNej)},
and repeat the arguments presented in the proof of Lemma 5.3. 
Proof of Lemma 6.2. Assume without loss of generality that QW,NµN converges to
Q∗W . Consider a sequence {Hℓ, ℓ ≥ 1} dense in C0,1j ([0, T ]× Td). By Lemma 6.3,
for every k ≥ 1
lim sup
δ→0
EQ∗
W
[
max
1≤i≤k
{
1
ε
∫ T
0
ds
∫
Td
dxHi(s, x)
{
Φ(ρδs(x)) − Φ(ρδs(x + εej))
}
− K1
ε
∫ T
0
ds
∫
Td
dxHi(s, x)
2 [Wj(xj + ε)−Wj(xj)]
}]
≤ K0 ,
where ρδs(x) = (ρs ∗ ιδ)(x) and ιδ is the approximation of the identity ιδ(·) =
(δ)−d1{[0, δ]d}(·).
Letting δ ↓ 0, changing variables, and then letting ε ↓ 0, we obtain that
EQ∗
W
[
max
1≤i≤k
{∫ T
0
ds
∫
Td
(∂xjHi)(s, x)Φ(ρ(s, x)) dx
− K1
∫ T
0
ds
∫
Td
Hi(s, x)
2d(xj ⊗Wj(x))
}]
≤ K0 .
To conclude the proof, it remains to apply the monotone convergence theorem
and recall that {Hℓ, ℓ ≥ 1} is a dense sequence in C0,1j ([0, T ]× Td) for the norm
‖H‖∞ + ‖(∂xjH)‖∞. 
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