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In this paper the solvability of the second order Neumann problem
uY t q cuX t q f t , u t s 0, uX 0 s A , uX R s B. .  .  .  .  . .
is studied. We suppose that there is a lower solution g and an upper solution b in
the reversed order, and we obtain optimal conditions in f to assure the existence
of a solution lying between b and g . Q 1996 Academic Press, Inc.
1. INTRODUCTION
There is a vast literature dealing with the solvability of nonlinear
boundary value problems via the method of upper and lower solutions. In
the most classical approach there are given a lower solution g and an
upper solution b such that g F b and then one proves the existence of a
solution u such that g F u F b. In recent years the case where the upper
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solution and the lower solution are in the reversed order has received
 w x .some attention see 2, 4, 6 and their references . There are even results
 wfor the case where g and b may not satisfy any order relation cf. 1, 5,
x.  .10 . In some instances if there is an ordering one may be able to pick up
a solution by means of a constructive, iterative method. As long as
boundary value problems for ordinary differential equations are con-
w xcerned, this has been done, for example, by 2, 12 for the problem
n. .   ..  i. .  i. . w xu t s f t, u t , u 0 s u T , i s 0, 1, . . . , n y 1, and by 11 for the
periodic problem for a Lienard equation,Â
Y X w xu t q cu t q f t , u t s 0, t g I s 0, R , R ) 0, 1.1 .  .  .  . .
 .where c g R and f g C I = R, R .
 .In this paper we study 1.1 under the nonhomogeneous Neumann
boundary conditions
uX 0 s A , uX R s B , A , B g R. 1.2 .  .  .
We are mainly concerned with the case where c / 0. Our main objective
is to establish the positivity properties of the operator defined by the
underlying linear equation
uY t q cuX t q lu t s h t , t g I , 1.3 .  .  .  .  .
 .  . with boundary condition 1.2 , where h g C I is given. In the case c s 0,
 .  . w xproperties of the solution u of 1.3 ] 1.2 were given in 7 in terms of l
.  .  .and the sign of h. We study the linear problem 1.3 ] 1.2 in Section 2 for
A G 0 G B an then give some applications to the nonlinear case in
Sections 3 and 4.
2. A POSITIVE LINEAR OPERATOR
 .  .Let us set c s 2a and write 1.3 ] 1.2 as
uY t q 2a uX t q lu t s h t , .  .  .  .
t g I , uX 0 s A G 0, uX R s B F 0. 2.1 .  .  .
 .  . 2 .Here h g C I . Of course, 2.1 has a unique solution u g C I
provided that the associated homogeneous problem h ' 0 and A s B s
.0 has only the trivial solution, i.e., l is not an eigenvalue for the Neumann
problem. This is the case if l - 0 and it is well known that if h G 0 then
 .u F 0. We are interested in the range of values of l ) 0 such that 2.1 is
uniquely solvable and whenever h G 0 and A G 0 G B we have u G 0. In
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 . 2  .other words, let us define the linear operator K ' K : C I = R ª C Il
 . by u s K h, A, B iff l is not an eigenvalue of the Neumann problem
.  .  .  .and 2.1 holds. Let C I denote the usual positive cone in C I . Weq
then ask for what values of l is K a positive operator with respect to the
 .  .cone C I = R = R . To this end we introduce the solutions ¨ t andq q y 0
 .¨ t of the Cauchy problemsR
¨Y t q 2a ¨ X t q l¨ t s 0, ¨ 0 s 1, ¨ X 0 s 0 2.2 .  .  .  .  .  .0 0 0 0 0
and
¨Y t q 2a ¨ X t q l¨ t s 0, ¨ R s 1, ¨ X R s 0, 2.3 .  .  .  .  .  .R R R R R
and start with the following remark.
 .If 2.1 holds, write the equation in self-adjoint form
XX2 a t 2 a t 2 a te u t q le u t s e h t , t g I , 2.4 .  .  .  . .
 .  .  .and proceed in the same way with 2.2 and 2.3 . Multiplying 2.4 by ¨ 0
 .and 2.2 by u, integrating by parts, and subtracting we are left with
RX2 a R 2 a t 2 a Rye ¨ R u R s e h t ¨ t dt y e ¨ R B q A. 2.5 .  .  .  .  .  .H0 0 0
0
 .In the same way, using 2.3 we obtain
RX 2 a t 2 a R¨ 0 u 0 s e h t ¨ t dt y e B q ¨ 0 A. 2.6 .  .  .  .  .  .HR R R
0
It is obvious that the condition
X X¨ t ) 0 in 0, R , ¨ R - 0, ¨ t ) 0 in 0, R , ¨ 0 ) 0, . .  .  .   .0 0 R R
2.7 .
 .  .  . w ximplies that u 0 G 0 and u R G 0 whenever h t G 0 in 0, R and
B F 0 F A. Moreover the inequalities are strict if h k 0. In fact, as it will
 .become apparent as we study the functions ¨ and ¨ , 2.7 also implies0 R
 .that 2.1 is uniquely solvable.
PROPOSITION 2.1. The following assertions hold:
 . 2  .a Let 0 - l - a . Then ¨ has exactly one zero y l, a gi¨ en by the0
expression
2 2’ ’< < < <log a q a y l y log a y a y l .  .
y l, a s ysgn a , 2.8 .  .  .
2’2 a y l
X   ..  .which satisfies ¨ y l, a sgn a ) 0.0
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 . 2  .b Let 0 - a s l. Then ¨ has exactly one zero y l, a s y1ra.0
X   ..  .Furthermore, it is ¨erified that ¨ y l, a sgn a ) 0.0
 . 2  .c Let 0 - a - l. Then ¨ has a smallest positi¨ e zero y l, a and0 1
 .a largest negati¨ e zero y l, a gi¨ en by2
< <1 p a
y l, a s q sgn a arctan , 2.9 .  .  .1 2 2 / /’ ’2l y a l y a
< <1 p a
y l, a s y y sgn a arctan . 2.10 .  .  .2 2 2 / /’ ’2l y a l y a
X   .. X   ..In this case, ¨ y l, a ) 0 and ¨ y l, a - 0 hold.0 2 0 1
 .  .  r t s t.  .Proof. a If a ) 0, ¨ t s se y re r s y r where r s ya0
2 2’ ’y a y l and s s ya q a y l . We obtain the unique zero of ¨ as0
 < < < <.  .t s log r y log s r r y s . The remaining assertion follows immediately
 .from the formula for ¨ . If a - 0 just note that with obvious notation0
 .  .¨ t; a s ¨ yt; ya .0 0
 . 2  . ya t .b If l s a then ¨ t s e 1 q a t and the conclusion holds0
trivially.
 .c If a ) 0, then for some C ) 0
ya t 2’¨ t s Ce cos l y a t y F , .  .0
2 2’ ’ .  .where F s 1r l y a arctan ar l y a . The zeros of ¨ are then0
given by
1 a p
arctan q 2n q 1 , n g Z. . /2 2’ ’ 2l y a l y a
 .With n s 0, y1 we obtain y and y . If a - 0 conclude as in a .1 2
 .  .  .Remark 2.1. i Since ¨ t s ¨ t y R we conclude that the expres-R 0
 .  .  .sions in the right-hand sides of 2.8 , 2.9 , and 2.10 also give, in each
case, the distance to R of zeros of ¨ that are nearest R.R
 .  . X  .  .ii It is clear that in case a , ¨ t / 0 if t / 0, and in case c ,0
X  .  .  .¨ t / 0 if t g y , 0 j 0, y . A similar remark applies to ¨ and0 2 1 R
justifies the statement before Proposition 2.1.
Thus, as consequence of Proposition 2.1 and Remark 2.1, we obtain the
following corollary.
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COROLLARY 2.1. The following assertions hold:
 . 2  .a If 0 - l - a , condition 2.7 is satisfied if and only if
2 2’ ’< < < <log a q a y l y log a y a y l .  .
f l, a ' G R . 2.11 .  .
2’2 a y l
 . 2  . < <b If 0 - a s l, condition 2.7 is satisfied if and only if R F 1r a .
 . 2  .c If 0 - a - l, condition 2.7 is satisfied if and only if
< <1 p a
c l, a ' y arctan G R . 2.12 .  .
2 2 /’ ’2l y a l y a
PROPOSITION 2.2. The functions f and c defined in the pre¨ious corollary
¨erify the following properties:
 .  .  .a The function f ?, a defined in 2.11 is strictly decreasing in
 2 .  q .  2y . < <0, a with f 0 , a s q`, f a , a s 1r a .
 .  .  .b The function c ?, a defined in 2.12 is strictly decreasing in
 2 .  2q . < <  .a , q` with c a , a s 1r a , c q`, a s 0.
 .   < < .  < <Proof. a This follows from the fact that log a q t y log a y
..t r2 t is strictly increasing for t ) 0; to see that its derivative is positive
 .use the inequality log x - xr2 y 1r 2 x , for all x ) 1. The claim about
 q .  2y .f 0 , a and f a , a is easy to verify.
 .  < < .b This follows from the fact that p tr2 y t arctan a t is strictly
increasing for t ) 0; the claims about the limits are also easy.
Summarizing these results we have:
PROPOSITION 2.3. Define
¡ 2f l, a if 0 - l - a .
2~ < <u l, a s 1r a if l s a . ¢ 2c l, a if 0 - a - l. .
 .  .  q .Then u ?, a is continuous and strictly decreasing in 0, q` with u 0 , l
 .  .  .s q`, u q`, a s 0, and condition 2.7 is equi¨ alent to u l, a G R.
 .  .Remark 2.2. a The equation u l, a s R defines a function l '
 .l R, a strictly decreasing with respect to R ) 0. In fact this function is of
1   . 2 . < < 3.class C a simple calculation shows that ­ur­l a , a s y1r3 a .
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The construction of u also shows that if the first eigenvalue of the problem
¨Y t q 2a ¨ X t q l¨ t s 0, t g I , ¨ 0 s 0, ¨ X R s 0 2.13 .  .  .  .  .  .
 Y . X .  . X .  . .respectively, ¨ t q 2a ¨ t q l¨ t s 0, ¨ 0 s 0, ¨ R s 0 is denoted
 .   ..  .  .by l R, a resp. l R, a then we have l R, a s l R, a -q y q
 .  .  .  .l R, a if a ) 0, l R, a s l R, a - l R, a if a - 0.y y q
 .  .  .  .  .b If u l, a - R and l is near l R, a , formulas 2.5 and 2.6
 .  .show that there exist positive functions h such that u 0 - 0 or u R - 0.
 .PROPOSITION 2.4. If 0 - l F l R, a then the operator K is positi¨ e.
 .  .Proof. Set l s l R, a . Let h g C I , h G 0, and assume that u as1
 .given by 2.1 is not positive. Due to the properties of ¨ and ¨ we are0 R
  .allowed to suppose that h / 0. Assume also according to Remark 2.2 a
.  .  .above that l s l R, a . By our assumption there exists t g 0, R1 q 1
 .  x  .such that u t s 0 and u ) 0 in t , R . Since 2.13 has a positive solution1 1
 .  x¨ t in 0, R with l s l we obtain1
RRX X2 a t 2 a te u t ¨ t y u t ¨ t q l y l e u t ¨ t dt .  .  .  .  .  .  . . H1t1
t1
R 2 a ts e h t ¨ t dt. .  .H
t1
X .  . Since u t G 0 and ¨ t ) 0, this identity implies l ) l note that1 1 1
X .  . w xu t s 0 and h t ' 0 for all t g t , R cannot hold simultaneously since1 1
 . w x.then we would have u t ' 0 in t , R . A similar argument applies in case1
 .l s l R, a .1 y
  .. w xRemark 2.3 A Bound for l R, a . It follows from 11 that the
analogous operator K with T-periodic boundary conditions is positive if
and only if 0 - l F a 2 q p 2rT 2. On the other hand a simple argument
 .shows that if K defined by 2.1 is positive, then so is the corresponding
2 R-periodic operator. This is in accordance with the obvious inequality
 . 2 2 2  2 2 2 .l R, a F a q p r4R , which is equivalent to R G u a q p r4R , a .
3. THE MONOTONE METHOD
In this section we develop the monotone method for the problem
 .  .1.1 ] 1.2 in the presence of lower and upper solutions.
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2 .DEFINITION 3.1. We say that g g C I is a lower solution for the
 .  .problem 1.1 ] 1.2 if g satisfies
g Y t q 2ag X t q f t , g t G 0, t g I , g X 0 G A , g X R F B. .  .  .  .  . .
2 .If the three inequalities above are reversed we say that g g C I is an
 .  .upper solution for the problem 1.1 ] 1.2 .
 w x w x.It is well known see 8 or 9 that if g F b are lower and upper
w x  .  .solutions, respectively, then there exists a solution u g g , b of 1.1 ] 1.2 .
Furthermore it is possible to approximate this solution via iterative tech-
niques. In this section we obtain the cases in which the monotone method
is valid when g G b. The result obtained is the following.
THEOREM 3.1. Suppose that there exists b F g upper and lower solutions
 .  .respecti¨ ely for the second-order problem 1.1 ] 1.2 , and that the function f
satisfies the condition
l x y f t , x G l y y f t , y , b t F y F x F g t , t g I , 3.1 .  .  .  .  .
 xfor some l g 0, l .1
 4  4Then there exist two monotone sequences b and g , nonincreasing andn n
nondecreasing, respecti¨ ely, with b s b and g s g , which con¨erse uni-0 0
w x  .  .formly to the extremal solutions in b , g of the problem 1.1 ] 1.2 .
Proof. We consider the linear problem
uY t q 2a uX t q lu t s yf t , h t q lh t , .  .  .  .  . .
uX 0 s A , uX R s B , 3.2 .  .  .
 .  .  .  .with h g C I , b t F h t F g t , t g I.
 .Thus, using Definition 3.1 and 3.1 , we know that
Y X
u y b t q 2a u y b t q l u y b t G 0. .  .  .  .  .  .
 .X .  .X .Now, since u y b 0 G 0 G u y b R we conclude that u G b
on I.
Analogously we can prove that g G u on I.
 .Let now u and u be the unique solutions of 3.2 for h s h and1 2 1
h s h , respectively.2
 .X .  .X .Obviously, u y u 0 s u y u R s 0. Thus, since for b F h F2 1 2 1 1
h F g we have, by hypothesis,2
Y X
u y u t q 2a u y u t q l u y u t G 0, .  .  .  .  .  .2 1 2 1 2 1
it is verified that u F u .1 2
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 4  4The sequences b and g are obtained by recurrence: b s b ,n n 0
 .g s g , and, for n G 1, b and g are given as the unique solution of 3.20 n n
for h s b and h s g , respectively.ny1 ny1
 4  4Standard arguments show that g and b are bounded in the spacen n
2 .  4  4C I . Thus, we obtain that b and g converge uniformly to c and f,n n
respectively, where c and f are the extremal solutions in the interval
w x  .  .  .  .b , g of the problem 1.1 ] 1.2 , that is, if x is a solution of 1.1 ] 1.2 in
w xb , g then c F x F f.
THEOREM 3.2. If we consider the homogeneous Neumann problem, the
assertion pro¨ed in Theorem 3.1 is optimal in the sense that for all l ) l , we1
can find functions f , b , and g , satisfying the assumptions of Theorem 3.1 and
 .  .  .for which the problem 1.1 ] 1.2 with A s B s 0 admits no solution lying
between b and g .
 .Proof. Let us consider l ) l . Thus, Remark 2.2 b implies that there1
 .exists h g C I , h G 0 in I, such that the solution of
Y X w x X Xu t q 2a u t q lu t s h t , t g I s 0, R , u 0 s u R s 0, .  .  .  .  .  .
 .  .satisfies u 0 - 0 or u R - 0.
  .4However, taking b ' 0 and g ' max h t rl, we are in the hypothesis
of the previous theorem, but the unique solution u of this problem is not
lying between b and g .
4. FURTHER EXISTENCE THEOREMS
 .  .We now turn to the existence of solutions to 1.1 ] 1.2 regardless of the
fact that they can be approached by an iterative method. We start with a
w xgeneral result that is similar to those given in 3, 4 for other boundary
value problems.
 .  .THEOREM 4.1. Suppose that there exist functions b t F g t such that g
 .  .is a lower solution and b is an upper solution of 1.1 ] 1.2 . In addition
 .suppose that, with l s l R, a ,1
lg t y f t , g t G lu y f t , u G lb t y f t , b t , 4.1 .  .  .  .  .  . .  .
 x  .  .  .for some l g 0, l , whene¨er b t F u F g t . Then the problem 1.1 has1
 .  .  . w xat least one solution u such that b t F u t F g t , t g 0, R .
 .  .  .Proof. Let K: C I ª C I be the operator defined by K h s
 .  .  .K h, A, B . We write 1.1 ] 1.2 in operator form asl
u s K l u y F u , 4.2 .  .1
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 . .   ..  .where F is the Niemytski operator: F u t s f t, u t acting from C I
 .  .   ..into itself. Replace the function l u y f t, u by l p t, u y f t, p t, u ,1 1
 .   .   .44  .  .where p t, u s min g t , max u, b t and let P: C I ª C I denote
the corresponding Niemytski operator. Then consider the operator equa-
tion
u s KP u . 4.3 .  .
Since P is continuous and bounded and K is a compact affine operator,
 .Schauder's fixed point theorem implies that 4.3 has a solution. We now
 .  .  .  . w xshow that u solves 4.2 by showing that b t F u t F g t in 0, R . In
  ..fact we have with the usual ordering in C I in view of the hypothesis
l g t y f t , g t s P g t G P u t G P b t .  .  .  .  . .  .  .  .1
s l b t y f t , b t .  . .1
so that, by the positivity of K, and the definition of lower and upper
solutions,
g t G KP g t G u G KP b t G b t . .  .  .  . .  .
Remark 4.1. Note that we can prove an analogous result to Theorem
 .3.2 with respect to condition 4.1 .
Our final theorem yields the existence of a solution to the right of a
 .given upper solution when there is given a larger lower solution . It may
be seen as a result halfway between the preceding one and those obtained
w xin 6 . For simplicity we take the upper solution to be zero, and homoge-
neous boundary conditions. We then look for positi¨ e solutions.
 w . .THEOREM 4.2. Suppose that f g C I = 0, q` , R is such that
 .  .  .i There exists 0 - S - l such that f t, u F Su for all t, u g1
w x w .0, R = 0, q` .
 .  . w xii There exists a ) 0 such that f t, a G 0, t g 0, R .
 .  .  .  .Then the problem 1.1 ] 1.2 with A s B s 0 has at least one positi¨ e
solution.
Proof. Let 0 - aX - a and consider the homotopic family of equations
uY t q 2a uX t q t f t , u t q 1 y t S u t y aX s 0, .  .  .  .  . .  .
uX 0 s uX R s 0, 0 F t F 1. 4.4 .  .  .
 .  .  .If we let K: C I ª C I be the restriction of K s K to C I , that is,S
 .  .K h s K h, 0, 0 we can write the above equations in abstract form asS
Xu s K t Su y F u q 1 y t Su y S u y a , 4.5 .  .  .  . .  .
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 .where F is the Niemytski operator generated by f t, u . Since K is positive
 .  X.  .  .and also Su G F u , Su G S u y a for all u g C I , it follows that 4.5q
 .can be viewed as a fixed-point problem in the cone C I .q
 .CLAIM. There exists a number M ) 0 such that any solution u of 4.4
  .4such that min u t F a satisfies u - M.
Assume for a moment that the claim is proved. Then consider the open,
 .bounded subset of C I ,q
V s u g C I : min u t - a and max u t - M . 4  4 4 .  .  .q
 .   .4If t - 1, no solution of 4.4 can belong to ­ V; in fact min u t s a is
 .   .4impossible because of assumption ii , and max u t s M is impossible in
view of the claim.
 .It follows then that, if 4.4 has no solution in V at all for t s 1, we use
 .the homotopy invariance of the fixed point index i ?, V to obtain
i K S ? y F ? , V s i K S ? y S ?y aX , V . .  . .  . .  .
Y X  X.From the linear equation u q 2a u q S u y a s 0 that has the solution
X u s a g V, we infer that the above index is 1, thus contradicting by the
.existence property of the fixed point index the fact that no solution exists
for t s 1. This ends the proof of the theorem.
  .4Proof of the Claim. Write m s min u t , so that 0 F m F a, and
 .  .  .  .  . ¨ t s u t y m. Note that the function f t, u s t f t, u q 1 y t S ut
X.y a satisfies
f t , u F Su. .t
w x w xWe remark also that we can pick up an interval t , t ; 0, R such that1 2
  .4  .  .max ¨ t s ¨ t or ¨ t1 2
¨ X t s ¨ X t s 0 and either ¨ t s 0 or ¨ t s 0. 4.6 .  .  .  .  .1 2 1 2
 .After writing 4.4 in self-adjoint form and multiplying by u, we obtain
t t t2 22 2 2X2 a t 2 a t 2 a te ¨ t dt s e f t , u t u t dt F S e u t dt .  .  .  . .  .  .H H Ht
t t t1 1 1
t t22 22 a t 2 2 a ts S e ¨ t dt q m S e dt . .H H
t t1 1
t2 2 a tq 2mS e ¨ t dt. 4.7 .  .H
t1
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 .  .Now, to fix ideas suppose that ¨ t s 0 holds in 4.6 . Then using1
Remark 2.2 we see that the first eigenvalue L of the linear problem.1
uY t q 2a uX t q lu t s 0, u t s 0, uX t s 0 .  .  .  .  .1 2
 .is such that L G l t y t , a G l ; on the other hand its variational1 2 1 1
characterization means that
t t2 22 2 X2 a t 2 a tL e ¨ t dt F e ¨ t dt 4.8 .  .  . .  .H H1
t t1 1
1w x.  .  .for all functions ¨ g C t , t such that ¨ t s 0. We deduce from 4.71 2 1
 .and 4.8 that
t t t22 2 22 a t 2 a t 2 2 a tL y S e ¨ t dt F 2mS e ¨ t dt q m S e dt. .  .  . .H H H1
t t t1 1 1
 .Now, using Cauchy]Schwarz, we have that there exists C a, S ) 01
t2  ..2  .  .such that H ¨ t dt F C a, S . Thus, inequality 4.7 implies that theret 11
 .  . w xis a constant C ' C a, S , such that ¨ t F C in 0, R .
 .  . w xFinally, u t s m q ¨ t F a q C for all t g 0, R .
Remark 4.2. The proof shows that the same result holds if we sup-
 .  . w x w .pose that f t, u F l u for all t, u g 0, R = 0, q` and1
  . .lim sup f t, u ru - l .uª` 1
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