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Scientific Abstract
Consider a body of marine sediment, which an organism burrows into. Advective transport of water
induced by the organism‘s activity is referred to as bioirrigation here. One consequence is that the
spatial distribution of oxygen in the sediment can be disturbed. To better understand these effects,
further research into estimating flows induced by bioirrigation is conducted given images depicting
spatio- temporal distributions of tracers that are carried with flows induced by the organism Arenicola
marina in aquaria which are “narrow” in depth [1–3].
The multi- resolution Horn- Schunck method is employed here because it can cope with the
sometimes fictitious “large” displacements that fluid deformation seems to produce [2]. But some
of the recovered divergences here have unrealistically “large” magnitudes (relative to those near the
injection location) where they ought to be comparatively “small” [2].
Quantifying error in flow fields is difficult when the true solution is unknown. One can subjectively
define uncertainty in their components, and observations, to follow Gaussian distributions which are
updated using Kalman filtering [2]. Given a pair of synthetic images, posterior variances seem to get
reduced most where angular errors are comparatively “small” [2]. So posterior variances are used to
infer errors when the true solution is unknown here because they are independent of it [2].
Unrealistic “large” divergence magnitudes (relative to those near injection locations) still appear
where they ought to be comparatively “small” [2]. In line with previous research, one tries modelling
flows induced by bioirrigating Arenicola marina as two- dimensional incompressible point sources.
Only three parameters, namely the source strength, x- and y- coordinates, need estimating rather
than flow components at each grid cell. A Markov chain Monte- Carlo method is employed for this
task, instead of the Kalman filter, because the state being estimated is no longer proportional to
observations. Although comparatively “large” divergence magnitudes now only appear near locations
of fluid injection, this approach seems computationally expensive on one‘s Dell Optiplex 7010 com-
puter.
Outflow appears to be induced at the sediment- water interface by a two- dimensional incompress-
ible point source beneath it. One questions whether there should be a little inflow as well because
when an organism burrows forwards, the volume that it previously occupied ought to refill with
surrounding fluid. This could be accounted for here by considering an additional two- dimensional
incompressible flow at the sediment- water interface, as well as a point source at the injection loca-
tion. But more parameters would need estimating. In an attempt to reduce computation times, the
simulations involving the Markov chain Monte- Carlo method are rerun using two iterative ensemble
Kalman filters (respectively).
Keywords: bioirrigation, Arenicola marina, multi- resolution Horn- Schunck method, Kalman filter,
Markov chain Monte- Carlo method, iterative ensemble Kalman filter
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Lay Summary
Consider a body of marine sediment, which an organism burrows into. Advective transport of water
induced by the organism‘s activity is referred to as bioirrigation here. One consequence is that the
spatial distribution of oxygen in the sediment can be disturbed. To better understand these effects,
further research into estimating flows induced by bioirrigation is conducted given images depicting
distributions of tracers that are carried with flows induced by the organism Arenicola marina [1–3].
The multi- resolution Horn- Schunck method is employed here because it can cope with the
sometimes fictitious “large” displacements that fluid deformation seems to produce [2]. Now the
divergence of a flow quantifies the expansion of fluid at a point in space. They ought to be “small”,
except where fluid is injected, because aquaria where bioirrigation is simulated here are “narrow” in
depth [3]. But some of the divergences arising from the multi- resolution Horn- Schunck method
here have unrealistically “large” magnitudes (relative to those near the injection location) where they
ought to be comparatively “small” [2].
Quantifying error in flow fields is difficult when the true solution is unknown. One can subjectively
define uncertainty in their components, and observations, to follow Gaussian distributions which are
updated using Kalman filtering [2]. Given a pair of synthetic images, these uncertainties seem to get
reduced most where angular errors are comparatively “small” [2]. So the updated uncertainties are
used to infer errors when the true solution is unknown here because they are independent of it [2].
Unrealistic “large” divergence magnitudes (relative to those near injection locations) still appear
where they ought to be comparatively “small” [2]. In line with previous research, one tries modelling
flows induced by bioirrigating Arenicola marina as fluid sources. Only three parameters, namely the
source strength, x- and y- coordinates, need estimating rather than flow components at each grid
cell. A Markov chain Monte- Carlo method is employed for this task, instead of the Kalman filter,
because the state being estimated is no longer proportional to observations. Although comparatively
“large” divergence magnitudes now only appear near locations of fluid injection, this approach seems
computationally expensive on one‘s Dell Optiplex 7010 computer.
Outflow appears to be induced at the sediment- water interface by a fluid source beneath it.
One questions whether there should be a little inflow as well because when an organism burrows
forwards, the volume that it previously occupied ought to refill with surrounding fluid. This could
be accounted for here by considering an additional flow at the sediment- water interface, as well
as a source at the injection location. But more parameters would need estimating. In an attempt
to reduce computation times, the simulations involving the Markov chain Monte- Carlo method are
rerun using two iterative ensemble Kalman filters (respectively).
v

Acknowledgements
Many thanks go to the Natural Environment Research Council (NERC) and SCENARIO Doctoral
Training Partnership (DTP, joint with University of Reading). Without their funding, this project
would not have been possible (award reference NE/L002566/1). Thank you also to my supervisors
(Dr Naratip Santitissadeekorn, Dr Shovonlal Roy and Prof Anne Skeldon) for their contributions.
A number of individuals have given up their time to help me, despite not being a supervisor, and
I am very grateful to them for this. Dr Christof Meile (Department of Marine Sciences, University of
Georgia) has helped me to better understand the physical applications of this project. He and Prof
Erik Bollt (Department of Mathematics and Computer Science, Clarkson University) read pieces of
my work, and were particularly helpful in recommending additional citations. Dr George Waldbusser
(College of Earth, Ocean, and Atmospheric Sciences, Oregon State University) provided me with
data to analyse, which is referred to throughout this thesis as real RGB images. Dr Bin Cheng
(Department of Mathematics, University of Surrey) helped me with the derivation of the velocity
potential ansatz in Chapter 4.
The Department of Mathematics in Guildford has been my host for the last eight years: the first
four of which were during my undergraduate degree, and the latter four have comprised of my PhD.
There are too many names to list here, but thank you to you all for having me. A special mention
goes to my fellow PhD students (past and present) for their companionship.
Many thanks go to those affiliated with SCENARIO DTP, especially my cohort, for their company
at various cohort meetings, courses and conferences.
There are a number of people outside the realms of academic departments who have helped me
to reach this point. Special thanks go to Sarah Field in Additional Learning Support, and Laura
Smythson in the Centre for Wellbeing, for their time and support. Also, special thanks go to Laura
Prins for her understanding and patience.
I am very grateful to my loved ones on both sides of the Irish Sea for helping me through the
last four years, whether that be in picking me up when I was low or taking an interest in what I
was doing (despite not understanding me at times!). I really appreciate it. Special thanks go to my
mother, my godparents, and my dear friend, Rebekah, for their ongoing kindness and support.
Finally, I am grateful to those of you who are going to take the time to read this. I hope you
find something of use in here...
vii

List of Figures
1.1 Real RGB images depicting spatial tracer distribution in a 0.22 m×0.445 m×0.022 m
aquarium where bioirrigation is simulated at the relative times t0 = 0 s, t1 = 190 s
and t2 = 390 s [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1 A schematic illustrating the steps involved in the multi- resolution Horn- Schunck
method [4, 5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 A schematic depicting a 0.2 m× 0.2 m cross- section of a synthetic slice of marine
sediment where bioirrigation is simulated. . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 The first panel contains a grey scale image depicting spatial tracer distribution at time
t = 100 s on a 0.2 m× 0.2 m cross- section of a synthetic slice of marine sediment
where bioirrigation is simulated. The magenta contours denote the concentration
field at time t = 150 s, and the white arrows denote the true solution. The second
panel depicts the divergence of the true solution. . . . . . . . . . . . . . . . . . . . 14
2.4 Grey scale intensity derivatives, arising from the synthetic data in Figure 2.3, with
respect to the x- (first panel) and y- (second panel) directions and time (third panel). 17
2.5 The white arrows denote the optical flow arising from the multi- resolution Horn-
Schunck method with λ = 83, using the synthetic grey scale images in Figure 2.3,
superimposed on top of EEs (ms−1, left) and AEs (rad, right). . . . . . . . . . . . . 19
2.6 Divergence of the optical flow in Figure 2.5. . . . . . . . . . . . . . . . . . . . . . . 20
2.7 Real grey scale images, whose intensities are obtained using the linear combination
in (2.20) with the red, green and blue colour channels depicted in Figure 1.1, and
cropping boundaries overlaid on top in red. . . . . . . . . . . . . . . . . . . . . . . 21
ix
2.8 Histograms, denoted by columns, of optical flow speeds arising from the multi- res-
olution Horn- Schunck method with the down- sampled and cropped real grey scale
images when λ = 50 and M = 1. Warm colours denote a high frequency density,
whilst cold colours denote a low frequency density. . . . . . . . . . . . . . . . . . . 23
2.9 The first column depicts optical flows, denoted by white arrows, arising from the
multi- resolution Horn- Schunck method when λ = 50 and M = 1 at the relative
times t0 = 0 s (first row), t1 = 190 s (second row) and t2 = 390 s (third row). They
are overlaid on top of the down- sampled and cropped real grey scale images associ-
ated with those relative times. The second and third columns depict the associated
innovation magnitudes and divergences (respectively). Note that all parts of this
figure have been further down- sampled by a factor of four, for ease of presentation. 24
3.1 One- dimensional schematics illustrating: a potential definition of marginal prior and
observation error variances, where neither overpower the posterior distribution (first
panel); a situation where a marginal prior variance is too “small” and the associated
posterior variance is underestimated (second panel); and a situation where a marginal
prior variance is too “large” and the associated posterior variance is overestimated
(third panel). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Negated log marginal likelihood in (3.24), given the synthetic data in Figure 2.3, with
respect to the domain (σ21,σ22) ∈ [1× 10−8, 9× 10−5] m2 s−2 × [1× 10−6, 9× 10−4] s−2. 36
3.3 The first panel depicts a two- dimensional prior covariance structure defined using
(3.25) with dx = 1.4δx m and dy = 1.4δy m about the grid cell centred on the point
(0.134, 0.028) m. The second panel depicts the associated prior covariance matrix,
where axis labels denote row and column indices (respectfully). . . . . . . . . . . . . 38
3.4 Spatial MEE (first panel) and MAE (second panel) of optical flows arising from the
Kalman filter and the synthetic data in Figure 2.3 with σ21 = 1× 10−8 m2 s−2 and
σ22 = 1× 10−6 s−2, versus prior variance. . . . . . . . . . . . . . . . . . . . . . . . 39
3.5 Optical flow arising from the Kalman filter, using the synthetic grey scale image data in
Figure 2.3 with observation error variances σ21 = 1× 10−8 m2 s−2 and σ22 = 1× 10−6 s−2,
superimposed on top of EEs (ms−1, left) and AEs (rad, right). . . . . . . . . . . . . 40
3.6 The first row depicts posterior variances (normalised by α) of x- (left panel) and y-
components (right panel) of the optical flow in Figure 3.5 , i.e. when σ21 = 1× 10−8 m2 s−2
and σ22 = 1× 10−6 s−2. The second row depicts posterior variances (normalised by
α) of x- (left panel) and y- components (right panel) of the optical flow arising from
when σ21 = 9× 10−5 m2 s−2 and σ22 = 9× 10−4 s−2. . . . . . . . . . . . . . . . . . 41
3.7 Divergence of the optical flow in Figure 3.5. . . . . . . . . . . . . . . . . . . . . . . 42
x
3.8 Histograms, denoted by columns, of optical flow speeds arising from the Kalman filter
with the down- sampled and cropped real grey scale images. Warm colours denote a
high frequency density, whilst cold colours denote a low frequency density. . . . . . . 44
3.9 The first column depicts optical flows, denoted by white arrows, arising from the
Kalman filter at the relative times t0 = 0 s (first row), t1 = 190 s (second row) and
t2 = 390 s (third row). They are overlaid on top of the down- sampled and cropped
real grey scale images associated with those relative times. The second column
contains averages of posterior variances associated with flow components in the x-
and y- directions (respectively), normalised by their prior variance at the first relative
time point. The third column depicts related flow divergences. . . . . . . . . . . . . 45
4.1 Velocity potential of a two- dimensional incompressible point source given by (4.3)
using arbitrary definitions of spatial domain (x, y) ∈ [0, 0.2] m× [0, 0.2] m, source
strength c = 1× 10−5 m2 s−1, and source coordinates (a, b) = (0.2, 0.1) m. . . . . 49
4.2 A schematic depicting the pressure boundary conditions in Figure 2.2, expressed in
terms of a velocity potential. Dynamics pertaining to the point of injection are neglected. 51
4.3 Synthetic grey scale image data in Figure 2.3, which is perturbed by draws from a
Ga(1, 0.05) distribution, with white arrows denoting the unperturbed true solution. . 64
4.4 Let each panel denote a separate Markov chain. The pink crosses denote acceptance
probabilities, defined by (4.38) for the Metropolis- Hastings sampler, associated with
the synthetic data in Figure 4.3. The black line denotes their evolving mean. The
turquoise dashed line denotes the end of the spin- up period, which constitutes the
first 150 particles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.5 Consider using the Metropolis- Hastings sampler to estimate a source strength, and
x- and y- coordinates, characterising the true solution using the synthetic data in Fig-
ure 4.3. The first row depicts the evolution of each Markov chain for source strengths
(first column), x- coordinates (second column), and y- coordinates (third column).
The turquoise dashed lines denote the end of the spin- up period, which constitutes
the first 150 particles. The second row depicts the evolution of the corresponding
chain means. The third row depicts chain distributions at the final iteration for
source strengths (first column), x- coordinates (second column) and y- coordinates
(third column), where particles constituting the spin- up period are ignored. . . . . . 68
xi
4.6 For each parameter, consider generating a single Markov chain at the final iteration
by averaging across those in Figure 4.5. These are used to generate bivariate distribu-
tions of source: strengths versus x- coordinates (first panel); y- coordinates versus x-
coordinates (second panel); and strengths versus y- coordinates (third panel). Warm
colours denote a high frequency density, whilst cold colours denote a low frequency
density. Note that particles constituting the spin- up period are ignored. . . . . . . . 69
4.7 The first row depicts evolving within- chains variances, associated with the Markov
chains in Figure 4.5 for source strengths (first column), x- coordinates (second column),
and y- coordinates (third column). The second and third rows depict the associated
between- chains variances and R̂ ratios (respectively). Turquoise dashed lines de-
note the end of the spin- up period. Magenta lines denote the threshold R̂ < 1.1
highlighted by Lambert [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.8 The white arrows denote the optical flow governed by (4.17) where the source
strength, and x- and y- coordinates, are estimated using the Metropolis- Hastings
sampler and the synthetic data in Figure 4.3. These are superimposed on top of EEs
(first panel) and AEs (second panel). . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.9 The top left- hand figure depicts evaluations of the first five terms in (4.52), using the
parameter estimates arising from the Metropolis- Hastings sampler and the synthetic
data in Figure 4.3. Their sum is depicted in the top right- hand figure. The bottom
left- hand figure is the same as the top left- hand figure, except the term with index
j = 0 is not included. The sum of the remaining four terms is depicted in the bottom
right- hand figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.10 Divergence of the optical flow in Figure 4.8. . . . . . . . . . . . . . . . . . . . . . . 74
4.11 Let the columns denote separate Markov chains, and rows denote the relative times
t0 = 0 s (first row), t1 = 20 s (second row) and t2 = 40 s (third row). The pink
crosses denote acceptance probabilities defined by (4.38). The black line denotes
their evolving mean. The turquoise dashed line denotes the end of the spin- up
period, which constitutes the first 150 particles. . . . . . . . . . . . . . . . . . . . 76
4.12 Evolving Markov chain means for source strengths (first column), x- coordinates
(second column) and y- coordinates (third column). The relative times t0 = 0 s,
t1 = 20 s and t2 = 40 s constitute the first, second and third rows (respectively).
Turquoise dashed lines denote the end of the spin- up period, which constitutes the
first 150 particles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
xii
4.13 Markov chain distributions at the final iteration for source strengths (first column),
x- coordinates (second column) and y- coordinates (third column). The relative
times t0 = 0 s, t1 = 20 s and t2 = 40 s constitute the first, second and third rows
(respectively). Note that the particles constituting the spin- up period are ignored. . 79
4.14 For each parameter- time combination, consider generating a single Markov chain by
averaging across those in Figure 4.12. These are used to generate bivariate distribu-
tions of source: strengths versus x- coordinates (first column); y- coordinates versus
x- coordinates (second column); and strengths versus y- coordinates (third column).
The relative times t0 = 0 s, t1 = 20 s and t2 = 40 s constitute the first, second and
third rows (respectively). Warm colours denote a high frequency density, whilst cold
colours denote a low frequency density. Note that particles constituting spin- up
periods are ignored. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.15 Evolving R̂ ratios for source strengths (first column), x- coordinates (second column),
and y- coordinates (third column) at the relative times t0 = 0 s (first row), t1 = 20 s
(second row) and t2 = 40 s (third row). Turquoise dashed lines denote the end of the
spin- up period. Magenta lines denote the threshold R̂ < 1.1 highlighted by Lambert [6]. 81
4.16 Evolving within- chains variances for source strengths (first column), x- coordinates
(second column), and y- coordinates (third column) at the relative times t0 = 0 s
(first row), t1 = 20 s (second row) and t2 = 40 s (third row). Turquoise dashed lines
denote the end of the spin- up period. . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.17 Evolving between- chains variances for source strengths (first column), x- coordinates
(second column), and y- coordinates (third column) at the relative times t0 = 0 s
(first row), t1 = 20 s (second row) and t2 = 40 s (third row). Turquoise dashed lines
denote the end of the spin- up period. . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.18 The columns denote histograms of optical flow speeds arising from the ansatz in
(4.17), the relation u = ∇Φ and the parameter estimates in Table 4.1. Warm colours
denote a high frequency density, whilst cold colours denote a low frequency density. . 84
4.19 The white arrows in the first column denote optical flows, which are obtained using
the ansatz in (4.17) and the parameter estimates in Table 4.1, at the relative times
t0 = 0 s (first row), t1 = 20 s (second row) and t2 = 40 s (third row). They are
overlaid on top of the down- sampled and cropped real grey scale images associated
with those relative times. The second column depicts the associated divergences. . . 85
xiii
5.1 Gamma (blue curves) and Gaussian (red curves) marginal prior distributions for:
source strengths (first panel) with mean E[c] = 2× 10−5 m2 s−1 and variance Var[c] =
2.5× 10−11 m4 s−2; and horizontal distances from the source to the right- hand
boundary (second panel) with mean E[a˜] = 1× 10−3 m and variance Var[a˜] = 2.5× 10−7 m2.101
5.2 The first row depicts evolving ensemble means of source strengths (first column), x-
coordinates (second column) and y- coordinates (third column). These arise from the
Sakov IEnKF [7]. The length of each error bar denotes twice the ensemble standard
deviation. The second row depicts absolute values of differences between analysed
ensemble means at the current and previous iterations for source strengths (first
column), x- coordinates (second column) and y- coordinates (third column). The
exception to this is at the first iteration, where absolute values of differences between
current analysed ensemble means and associated marginal prior means are computed
instead. The third row depicts analysis ensemble distributions at the final iteration for
source strengths (first column), x- coordinates (second column) and y- coordinates
(third column). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 The first panel depicts eigenvalues of the matrix STi Si at the final iteration of the
Sakov IEnKF, which are plotted in ascending order. The second panel depicts the
associated perturbation update matrix, defined by (5.33), where axis labels denote
row and column indices (respectfully). . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4 Consider using the Emerick IEnKF to estimate the parameters {a, b, c} characterising
the true solution from synthetic data analogous to that in Figure 4.3 [8]. The first row
depicts evolving ensemble means of source strengths (first column), x- coordinates
(second column) and y- coordinates (third column). The length of each error bar
denotes twice the ensemble standard deviation. The second row depicts absolute
values of differences between analysed ensemble means at the current and previous
iterations for source strengths (first column), x- coordinates (second column) and
y- coordinates (third column). The exception to this is at the first iteration, where
absolute values of differences between current analysed ensemble means and the
associated marginal prior means are computed instead. The third row depicts analysis
ensemble distributions at the final iteration for source strengths (first column), x-
coordinates (second column) and y- coordinates (third column). . . . . . . . . . . . 107
xiv
5.5 Consider the analysed ensembles of source strengths, as well as x- and y- coordinates,
arising from the final iteration of the Emerick IEnKF and synthetic data analogous
to that in Figure 4.3 [8]. They are used to generate bivariate distributions of source:
strengths versus x- coordinates (first panel); y- coordinates versus x- coordinates
(second panel); and strengths versus y- coordinates (third panel). Warm colours
denote a high frequency density, whilst cold colours denote a low frequency density. . 109
5.6 The white arrows denote the optical flow governed by (4.17) where the source
strength, and x- and y- coordinates, are estimated using the Emerick IEnKF and
synthetic data analogous to that in Figure 4.3. These are superimposed on top of
EEs (first panel) and AEs (second panel). . . . . . . . . . . . . . . . . . . . . . . . 110
5.7 Divergence of the optical flow in Figure 5.6. . . . . . . . . . . . . . . . . . . . . . . 110
5.8 Consider employing the Emerick IEnKF to estimate the parameters {a, b, c} at the
first five relative time points where a real RGB image is captured [8]. The first column
depicts evolving source strength ensemble means at the relative times t0 = 0 s (first
row), t1 = 20 s (second row) and t2 = 40 s (third row). The length of each error bar
denotes twice the ensemble standard deviation. The second and third columns are
analogously defined, but for source x- and y- coordinates (respectively). . . . . . . . 112
5.9 The columns denote histograms of optical flow speeds arising from the ansatz in
(4.17), the relation u = ∇Φ and the analysis ensemble means in Table 5.1. Warm
colours denote a high frequency density, whilst cold colours denote a low frequency
density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.10 The white arrows in the first column denote optical flows, which are obtained using
the ansatz in (4.17) and the analysis ensemble means in Table 5.1, at the relative
times t0 = 0 s (first row), t1 = 20 s (second row) and t2 = 40 s (third row). They are
overlaid on top of the down- sampled and cropped real grey scale images associated
with those relative times. The second column depicts the related divergence fields. . 114
5.11 Analysis ensemble distributions at the eightieth iteration of the Emerick IEnKF for the
relative times t0 = 0 s (first row), t1 = 20 s (second row) and t2 = 40 s (third row).
The first, second and third columns denote source strengths, x- and y- coordinates
(respectively). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.12 Bivariate distributions arising from analysis ensembles at the eightieth iteration of the
Emerick IEnKF for the relative times t0 = 0 s (first row), t1 = 20 s (second row) and
t2 = 40 s (third row). The first, second and third columns denote source: strengths
versus x- coordinates; y- coordinates versus x- coordinates; and strengths versus y-
coordinates (respectively). Warm colours denote a high frequency density, whilst cold
colours denote a low frequency density. . . . . . . . . . . . . . . . . . . . . . . . . . 118
xv
xvi
List of Tables
4.1 Markov chain means and standard deviations with respect to both particles and chains
(excluding the spin- up period) for source strengths, and its x- and y- coordinates.
These are obtained using the Metropolis- Hastings sampler and the first five pairs of
consecutive down- sampled and cropped real grey scale images. . . . . . . . . . . . . 84
5.1 Analysis ensemble means, arising from the first five pairs of consecutive down- sampled
and cropped real grey scale images, at the eightieth iteration of the Emerick IEnKF for
source strengths, x- and y- coordinates. The marginal prior means at the first iteration
and the first relative time point are E[c] = 2× 10−5 m2 s−1, E[b] = 0.0729 m, and
E[a˜] = 0.2058 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.2 Analysis ensemble means, arising from the first five pairs of consecutive down- sampled
and cropped real grey scale images, at the eightieth iteration of the Emerick IEnKF for
source strengths, x- and y- coordinates. The marginal prior means at the first iteration
and the first relative time point are E[c] = 2.6× 10−5 m2 s−1, E[b] = 0.0733 m, and
E[a˜] = 0.1950 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.3 Analysis ensemble means, arising from the first five pairs of consecutive down- sampled
and cropped real grey scale images, at the eightieth iteration of the Emerick IEnKF for
source strengths, x- and y- coordinates. The marginal prior means at the first iteration
and the first relative time point are E[c] = 1× 10−5 m2 s−1, E[b] = 0.0715 m, and
E[a˜] = 0.2350 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
xvii
xviii
List of Symbols
t time[
x, y
]
horizontal and vertical spatial positions
F(x, y, t) grey scale intensity
u(x, y, t) optical flow[
u(x, y, t), v(x, y, t)
]
optical flow components
C(x, y, t) concentration field
∇ gradient operator
φ(x, y, t) porosity
De effective diffusion
D diffusion coefficient
Pe Pe´clet number
l arbitrary length scale
Ma Mach number
cw speed of sound in water
utrue(x, y, t) true solution
EE endpoint error
AE angular error
Ω spatial region depicted by an image
λ smoothing parameter
∆ Laplacian operator
L number of image pyramid levels
u˜(x, y, t) up- sampled optical flow[
u˜(x, y, t), v˜(x, y, t)
]
up- sampled optical flow components
xix
δu(x, y, t) optical flow correction increment[
δu(x, y, t), δv(x, y, t)
]
optical flow correction increment components
δt time step size
W(x, y, t) warped grey scale intensity
P(x, y, t) pressure field
Λ inlet location
Q fluid injection rate
A(x, y, z) A vector containing cross- sectional areas of a general grid
cell.[
A(y, z), A(x, z)
]
cross- sectional areas of a general grid cell normal to the x-
and y- directions
k sediment permeability
µ˜ dynamic viscosity
Re Reynolds number
ρ˜ density of seawater
d˜ average distance between sediment grains[
δx, δy
]
grid cell width and height[
Nx, Ny
]
number of grid cells in the x- and y- directions
M number of iterations
x state vector[
x1, x2
]
state subvectors
n state space dimension
z observation vector
p observation space dimension
1p column vector containing p ones[
fx, fy, ft
]
Diagonal matrices containing grey scale intensity derivatives
with respect to the x- and y- directions, and time.
H observation operator
H matrix observation operator
δz innovation
R(x, y, t) red colour channel intensity
G(x, y, t) green colour channel intensity
B(x, y, t) blue colour channel intensity
x0 prior mean
P0 prior covariance matrix[
P011, P012, P021, P022
]
prior covariance submatrices
xx
 observation error
0p column vector containing p zeros
R observation error covariance matrix
xa analysis
K Kalman gain matrix
Pa analysis covariance matrix
In×n n× n identity matrix
0n×n n× n zero matrix
1, 2 decomposed observation errors
Γ1, Γ2 covariance matrices of 1 and 2[
σ21,σ22
]
variances of 1 and 2
Q marginal likelihood covariance matrix
G(z) negated log marginal likelihood
ρ fifth- order piecewise rational function
d covariance cut off length scale
d distance between two grid cells
[dx,dy] covariance cut off length scales in the x- and y- directions
α prior covariance scale factor
Φ(x, y, t) velocity potential
c source strength
[a, b] source x- and y- coordinates
[Lx, Ly] Width and height of the spatial region Ω depicted by an
image.
N ensemble size
ζ random walk perturbation
P˜ random walk perturbation covariance matrix
x∗ proposed new state
γ acceptance probability
C number of Markov chains
Nspin length of spin- up period
W within- chains variance
N˜ current Markov chain length
R̂ convergence diagnostic
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1
Introduction
Consider a pair of images, whose grey scale intensities are defined by F0(x, y, t0) and F1(x, y, t1). An
optical flow u(x, y, t) =
[
u(x, y, t) v(x, y, t)
]T
is an apparent motion field mapping one image to the
next [9]. Two popular classes of techniques for recovering optical flows are correlation methods and
gradient methods [1]. Correlation methods seek displacements of brightness patterns by tracking “key
features”, such as vertices and edges of a rigid body, from one image to the next [1]. Gradient methods
involve constructing optical flows from spatio- temporal intensity changes [1]. More specifically, they
rely on the assumption that the grey scale intensity F(x, y, t) of some rigid body in the image
foreground is temporally conserved [1, 9]. This is expressed mathematically in (1.1), where the
subscripts x, y and t denote derivatives with respect to the x- axis, y- axis and time [9].
dF
dt
= 0⇔ Ft + dx
dt
Fx +
dy
dt
Fy= 0.
⇔ Ft + uFx + vFy= 0. (1.1)
There is a body of research into the difficult problem of recovering optical flows from images de-
picting fluid motion [10–13]. Difficulty arises from trying to find a single displacement vector that
encompasses the motion of each fluid particle occupying an infinitesimally small area element of an
image [5]. This can be referred to as the problem of multiple motions [5]. Correlation and gradient
methods can carry flaws because they are designed for images depicting rigid bodies, and do not
account for spatio- temporal fluid deformation [1, 9]. Deformation can: modify the intensity of a
fluid body, suggesting that it is not temporally conserved, which could cast doubt over (1.1) under-
pinning gradient methods; and potentially destroy any “key features” being tracked in correlation
methods [11, 12]. Heitz et al review a selection of methods for obtaining optical flows from images
depicting fluid motion (for example multi- resolution and stochastic filtering approaches) [12].
Basnayake highlights the importance of estimating fluid flows from images: it enables better
understanding of past, present and future dynamics, and in particular those that are not visible to
the naked eye [13]. Also, flow velocity can be (in some cases) difficult to measure directly in the
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subsurface. It can still be quantified and indirectly inferred though from images that have been
captured using, for example, satellites or cameras [13].
1.1 Physical Problem
Consider a marine sediment which organisms burrow into. A region of high pressure forms at the
burrow opening as a result of that exerted by the overlying seawater. This sets up a pressure
gradient, and the burrow is flushed with overlying water. The process of bioirrigation refers to
advective transport of water through the sediment induced by organisms’ activity [14].
Advective fluxes induced by bioirrigation can affect solute fluxes across the sediment- water
interface [15]. One possible consequence of this is that the spatial oxygen distribution in the sediment
can get distorted. Knowledge of this distortion is useful because oxygen is a key electron acceptor
involved in decomposition of organic matter [16, 17]. An aim of this thesis is to enable additional
enhancement of this knowledge by further investigating approaches to estimating flow fields induced
by bioirrigation [1].
1.2 Description of Data
Bioirrigation needs to be quantified, enabling the flow of water that it induces to be estimated.
Specialist equipment required to measure flow velocity directly may not always be readily available.
So image data is collected, suggesting that flow quantification needs to be indirect here [1, 3].
Figure 1.1: Real RGB images depicting spatial tracer distribution in a 0.22 m× 0.445 m× 0.022 m
aquarium where bioirrigation is simulated at the relative times t0 = 0 s, t1 = 190 s and t2 = 390 s [3].
A dissolved fluorescent tracer is injected close to a lugworm Arenicola marina in an aquarium
(0.22 m height × 0.445 m width × 0.022 m depth) filled with approximately 0.16 m of marine sed-
iment overlain by seawater [3]. This aquarium is considered to be “thin”, so a two- dimensional
optical flow is sought [18, 3]. RGB images, whose intensities are a mixture of red, green and blue
light, depicting spatial tracer distribution are captured at 10 s intervals [3]. These are subsequently
referred to as real RGB images, and a selection of them are displayed in Figure 1.1. They form a
subset, with forty- one members, of the images previously analysed by Kaza [1].
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This experimental setup is advantageous because it does not require specialist equipment. Some
disadvantages, compared with in- situ measurements, are that the sediment is disturbed when
sampled [19] and the presence of impermeable aquarium walls makes the simulation less realistic.
There is a body of literature where fluid flows induced by bioirrigation are estimated from images
using correlation and gradient methods [1, 20]. Kaza employs some of these approaches to obtain
optical flows induced by bioirrigating Arenicola marina [1]. It is raised at the beginning of this chapter
that these methods can be flawed when dealing with images depicting fluid flows [11, 12]. An aim
of this thesis is to build on the work of Kaza by estimating optical flows induced by bioirrigating
Arenicola marina using a selection of the methods highlighted by Heitz et al, which seem to be more
appropriate when dealing with images depicting fluid flows [12, 1].
1.3 Mathematical Model
For an optical flow to be estimated, a mathematical expression relating it to grey scale intensity is
required. It is deduced here that (1.1) can do this, despite gradient methods appearing to sometimes
carry flaws when dealing with images involving fluid flows [11, 12]. This deduction begins with the
Fokker- Planck equation in (1.2), where C(x, y, t) denotes tracer concentration and ∇ =
[
∂
∂x
∂
∂y
]T
is the gradient operator [21, 22].
(φC)t = ∇ · (φDe∇C− φuC). (1.2)
Let φ(x, y, t) denote sediment porosity, which is the ratio of empty to total volume. Here, it is
assumed to be spatio- temporally constant (for simplicity). Now Arenicola marina, the organism
depicted in the real RGB images, typically inhabits sandy sediments [23]. One decides to use the
value φ = 0.8 to reflect this. In light of these statements, one rewrites (1.2) as
Ct = ∇ · (De∇C− uC). (1.3)
The scalar De ∈ R in (1.3) denotes the effective diffusion of the sediment, and is given by
De =
D
1− 2 lnφ
where D ∈ R is the molecular aqueous diffusion coefficient (subsequently called the diffusion coef-
ficient) [24, 25]. The definition D = 1× 10−10 m2 s−1 is made here to reflect effects of Brownian
motion.
Consider the Pe´clet number given by
Pe = l‖u‖2
De
,
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where l∈ R+ is a length scale and ‖ · ‖2 denotes a Euclidean norm. Advection is the more prominent
solute transport mechanism when Pe 1. Now l is O(10−1) m, in line with the dimensions of the
aquarium which the real RGB images arise from [3]. Also, previous research suggests that the flow
speed ‖u‖2 of water induced by bioirrigating Arenicola marina is approximately O(10−6) m s−1−
O(10−5) m s−1 [1, 18]. This, alongside the earlier definitions of porosity and diffusion coefficient,
indicates that Pe 1. This motivates the assumption that diffusion is negligible, i.e. (1.3) can be
rewritten as
−Ct = ∇ · (uC). (1.4)
Consider the Mach number, which is the ratio of flow speed to that of sound in water (cw = 1484 m s−1)
Ma = ‖u‖2
cw
.
Flows are considered to be compressible when Ma > 0.3. The values of ‖u‖2 induced by bioirrigating
Arenicola marina in previous research are too small for this condition to be satisfied [1, 18]. So
incompressibility and the condition ∇ · u = 0 are assumed, and (1.4) is rewritten as the following.
−Ct = C∇ · u + u · ∇C.
= u · ∇C. (1.5)
One can recover (1.1) from (1.5) by assuming that tracer concentration is proportional to grey scale
intensity [1].
1.4 Thesis Overview
Kaza applies the Horn- Schunck method and Lucas- Kanade method to images depicting flows
induced by bioirrigating Arenicola marina, which the real RGB images form a subset of [9,1,26]. It is
raised at the beginning of this chapter that these methods can potentially carry flaws when dealing
with images depicting fluid motion. One reason is that spatio- temporal fluid deformation can destroy
“key features” in an image [11,12]. This can be falsely interpreted as a “large” displacement because
the feature in question appears to have been advected outside the spatial region that the image
depicts during the proceeding time step. One of the approaches that Heitz et al discuss using in
similar situations is a multi- resolution scheme [12].
In Chapter 2, a multi- resolution formulation of the Horn- Schunck method (which is a gradient
method) is used to analyse the real RGB images [9, 5, 4]. This multi- resolution Horn- Schunck
method has not been employed to quantify the flow of water induced by bioirrigating Arenicola
marina from images in previous research, to my knowledge, before [2] was written.
When the true solution utrue(x, y, t) is known, an endpoint error (EE)
EE = ‖u− utrue‖2
and angular error (AE)
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AE = cos−1
(
utrue.u
‖utrue‖2‖u‖2
)
can be computed. However, the true solution for the real RGB images is unknown. As such, quan-
tifying error in associated optical flows becomes difficult. One opts to circumvent this complication
in Chapter 2 by looking at magnitudes of data mismatches or innovations instead. Now it is raised
in Section 2.3.2 that one observes negated temporal grey scale intensity derivatives, whose units of
s−1 are the same as those of their associated innovations. However, one is primarily interested in
flow speeds, whose units are m s−1. This difference in physical dimensions can make it difficult for
the user to infer optical flow component errors from innovation magnitudes.
The multi- resolution Horn- Schunck method is based on (1.1) [9, 5, 4]. In particular, Sec-
tion 1.3 illustrates how (1.1) encompasses an incompressibility assumption. A non- zero divergence
is appropriate where fluid is injected, but some of the optical flows obtained in Chapter 2 appear
to have unrealistically “large” divergence magnitudes (relative to those near the injection location)
where they ought to be comparatively “small” [2].
Another approach mentioned by Heitz et al for obtaining optical flows from images depicting
fluid motion involves Bayesian filtering [12]. It requires the user to subjectively define their existing
knowledge of an optical flow as a probability distribution, which is referred to as a prior distribution.
This gets updated by observations. The prior distribution has an inherent uncertainty in the form of
a variance, which has units m2 s−2 here. These units’ square root resembles the physical dimensions
of speed, so inferring error in optical flow components arising from the real RGB images ought to be
slightly easier despite the true solution being unknown [2].
Heitz et al highlight that a Kalman filter is a particular example of Bayesian filtering where the
probability distribution being updated is Gaussian, and the state being estimated is proportional to
observations [12,27,28]. It is employed in Chapter 3 to obtain optical flows associated with the real
RGB images because the Gaussian distribution is computationally tractable in high dimensions, and
(1.1) is linear in flow components [2, 9]. Kalman filtering has not been used to quantify the flow of
water induced by bioirrigating Arenicola marina from images in previous research, to my knowledge,
before [2] was written.
A non- informative zero prior mean is selected in Chapter 3, however the some of the recovered
optical flows still reveal “large” divergence magnitudes (relative to those near injection locations)
where they ought to be comparatively “small” [2]. Now Meysman et al suggest that flows induced
by bioirrigating Arenicola marina can be modelled as sources where fluid is injected [21,22]. As such,
an ansatz for a velocity potential associated with a two- dimensional incompressible point source is
derived in Chapter 4 subject to appropriate boundary conditions [29]. Optical flow components at
each grid cell can be obtained from it. As such, only the three unknown parameters that feature in
the ansatz need estimating.
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Products of trigonometric terms in this ansatz suggest that the parameter values being sought are
not proportional to observations. Heitz et al indicate that Markov chain Monte- Carlo (MCMC)
methods can be employed in such a situation [12]. To my knowledge, flows induced by bioirrigating
Arenicola marina have not been quantified from images using MCMC methods in previous research.
One example of an MCMC method, the Metropolis- Hastings sampler, is applied in Section 4.4 to the
real RGB images [30]. It appears that estimating the unknown parameters in the velocity potential
ansatz in this manner, at successive time points, on one‘s Dell Optiplex 7010 computer requires a
lot of computational power.
Some authors suggest, for different physical contexts, that MCMC methods can be computa-
tionally expensive [31, 32]. Chapter 5 focuses on locating an alternative method for estimating the
unknown parameters in the velocity potential ansatz using Bayesian filtering in a more computation-
ally efficient manner. The selected approach, an iterative ensemble Kalman filter (IEnKF), does not
appear (to my knowledge) to have been employed to quantify flows induced by bioirrigating Arenicola
marina from images in previous research.
It is stated in Section 1.2 that an aim of this thesis is to build on the work of Kaza by quantifying
flows induced by bioirrigating Arenicola marina using techniques which are more appropriate for im-
ages depicting fluid motion [1,12]. The computational expenses involved, with respect to one‘s Dell
Optiplex 7010 computer, are further discussed in Chapter 6. Additionally, having employed the ideas
of Meysman et al that flows being sought here can be modelled as sources located where Arenicola
marina injects fluid, it is discussed how the simulations in Chapters 4 and 5 coincide with this [21,22].
2
Deterministic Bioirrigation Quantification
An aim of this chapter is to explore multi- resolution approaches to quantifying flows induced by
bioirrigating Arenicola marina from images. Now Kaza uses a selection of gradient methods to
analyse the real RGB images [1]. One opts to focus on the analysis involving the Horn- Schunck
method [1], which enforces the desirable property of spatial smoothness in the optical flow, but now
in a multi- resolution framework [2, 9, 5, 4].
First, the Horn- Schunck method is illustrated [9]. It is then reformulated into a multi- resolu-
tion framework [4, 5]. The setup of a synthetic bioirrigation simulation is outlined, and grey scale
images arising from this are used to assess the performance of the multi- resolution Horn- Schunck
method [2]. This approach is then applied to the real RGB images.
The multi- resolution Horn- Schunck method relies on (1.1), which encompasses an incompress-
ibility assumption when considered from a physical perspective (see Section 1.3) [9, 5, 4]. Some of
the optical flows presented in this chapter appear to have unrealistic “large” divergence magnitudes
(relative to those near the injection location) where they ought to be comparatively “small” [2]. The
difficult task of quantifying error in optical flows when the true solution is unknown is also discussed.
2.1 Horn- Schunck Method
The key points in this section are based on “Determining optical flow” by Horn and Schunck [9].
The basic premise of the Horn- Schunck method, being a gradient method, is to locate an optical
flow that satisfies (1.1). But (1.1) involves two unknowns, so there is not enough information to
obtain a unique solution for both u and v. This can be referred to as the aperture problem [33]. Horn
and Schunck overcome the aperture problem by further constraining the optical flow to be spatially
smooth, which can be expressed mathematically as
‖∇u‖22 + ‖∇v‖22 <∞. (2.1)
Locating the optical flow that minimises (1.1) subject to (2.1), with respect to the spatial region Ω
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that the images depict, can be expressed mathematically as
u = argmin
u
∫
Ω
(u · ∇F + Ft)2 + λ2(‖∇u‖22 + ‖∇v‖22)︸ ︷︷ ︸
I
dΩ (2.2)
where λ ∈ R is a smoothing parameter. This optimisation can be achieved using calculus of variations,
which involves considering the following Euler- Lagrange equations.
∂I
∂u
− ∂
∂x
(
∂I
∂ux
)
− ∂
∂y
(
∂I
∂uy
)
= 0.
∂I
∂v
− ∂
∂x
(
∂I
∂vx
)
− ∂
∂y
(
∂I
∂vy
)
= 0.
It yields the following coupled system of PDEs, where ∆ is the Laplacian operator.
Fx(Fxu + Fyv + Ft)= λ2∆u.
Fy(Fxu + Fyv + Ft)= λ2∆v. (2.3)
The system in (2.3) cannot be solved analytically, so the Laplacian approximation
∆u ≈ u− u (2.4)
is utilised. The double overbar in (2.4) denotes a local weighted average, which Horn and Schunck
compute by convolving optical flow components with the following kernel [9].
1
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
1 2 1
2 0 2
1 2 1

Substituting the Laplacian approximation in (2.4) into the coupled system of PDEs in (2.3) reveals
the following at each pixel.[
Fx(Fxu + Fyv + Ft)
Fy(Fxu + Fyv + Ft)
]
=
[
λ2(u− u)
λ2(v − v)
]
.
⇔
[
λ2 + F2x FxFy
FxFy λ
2 + F2y
][
u
v
]
=
[
λ2u− FxFt
λ2v − FyFt
]
.
⇔
[
u
v
]
=
[
λ2 + F2x FxFy
FxFy λ
2 + F2y
]−1 [
λ2u− FxFt
λ2v − FyFt
]
.
⇔ (λ2 + F2x + F2y)
[
u
v
]
=
[
(λ2 + F2x + F2y)u− Fx(Fxu + Fyv + Ft)
(λ2 + F2x + F2y)v − Fy(Fxu + Fyv + Ft)
]
.
⇔ (λ2 + F2x + F2y)
[
u− u
v − v
]
=
[
−Fx(Fxu + Fyv + Ft)
−Fy(Fxu + Fyv + Ft)
]
. (2.5)
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The solution to (2.5) is approximated using the Jacobi method in (2.6), where the subscript i
denotes iteration indices. Appendix A illustrates how the grey scale intensity derivatives in (2.6) are
approximated at each pixel.
ui+1 = ui − Fx(Fxui + Fyvi + Ft)
λ2 + F2x + F2y
.
vi+1 = vi − Fy(Fxui + Fyvi + Ft)
λ2 + F2x + F2y
. (2.6)
2.2 Multi- Resolution Horn- Schunck Method
The key points in this section are based on the work of Ruhnau et al, and Black and Anandan, who
reformulate the Horn- Schunck method in a multi- resolution framework [4, 5]. To illustrate this
method, reconsider the grey scale images F0 and F1 which were defined in Chapter 1. For each
image, a pyramid with L levels is constructed. The topmost first levels F10 and F11 are the “original”
grey scale images. Resolution then reduces by a factor of two with each level.
Suppose that the prior guess of the optical flow at the bottom pyramid level is zero. This is
updated first using (2.6). A lot of detail has been lost in down- sampling, and this must now be
accounted for. A more refined optical flow at the (L− 1)- th level uL−1 is given by
uL−1 = u˜L+ δuL−1, (2.7)
where δuL−1(x, y, t) is a correction increment and u˜L(x, y, t) is obtained by up- sampling uL. A
correction increment is obtained by considering (2.8).
δuL−1 = argmin
δuL−1
∫
Ω
(δuL−1 · ∇F + Ft)2︸ ︷︷ ︸
data term
+λ2(‖∇(u˜L+ δuL−1)‖22 + ‖∇(v˜L+ δvL−1)‖22)︸ ︷︷ ︸
regularisation term
dΩ.
(2.8)
Although (2.8) resembles (2.2), there are some differences that require further explanation. Firstly,
the data term in (2.8) only involves δuL−1 because u˜L ought to already temporally conserve grey
scale intensity [9]. Secondly, spatially smooth functions are not closed under addition (depending
on their mean). As such, the regularisation term in (2.8) involves both u˜L and δuL−1. Finally, the
intensity derivatives in (2.2) are derived from the grey scale images F0 and F1 [9]. But in (2.8),
they are derived from FL−10 and WL−11 (x, y, t1). The grey scale image WL−11 is obtained by warping
FL−11 towards FL−10 under the action of u˜L.
WL−11 (x, y, t1) = FL−11 (x− u˜Lδt, y − v˜Lδt, t1). (2.9)
The iterative Jacobi update scheme in (2.10), which can be derived in a manner analogous to that
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of (2.6), is applied to approximate the solution of (2.8).
δuL−1i+1 = δu
L−1
i −
Fx
(
Fxδu
L−1
i + Fyδv
L−1
i + Ft + Fy∆v˜L
)
λ2 + F2x + F2y
+
λ2 + F2y
λ2 + F2x + F2y
∆u˜L.
δvL−1i+1 = δv
L−1
i −
Fy
(
Fxδu
L−1
i + Fyδv
L−1
i + Ft + Fx∆u˜L
)
λ2 + F2x + F2y
+ λ
2 + F2x
λ2 + F2x + F2y
∆v˜L. (2.10)
An equivalent form of (2.10), which one finds easier to work with, is given by the following.
δuL−1i+1 = δu
L−1
i + ∆u˜L−
Fx
(
Fxδu
L−1
i + Fyδv
L−1
i + Ft + Fy∆v˜L
)
λ2 + F2x + F2y
− F
2
x
λ2 + F2x + F2y
∆u˜L.
δvL−1i+1 = δv
L−1
i + ∆v˜L−
Fy
(
Fxδu
L−1
i + Fyδv
L−1
i + Ft + Fx∆u˜L
)
λ2 + F2x + F2y
− F
2
y
λ2 + F2x + F2y
∆v˜L. (2.11)
Once u˜L and δuL−1 have been recovered, one can then obtain uL−1 using (2.7) and up- sample it
to level L− 2. Then another correction increment can be obtained. This process continues until
the topmost level is reached, and flow resolution is the same as that of the “original” images.
A schematic illustrating the steps involved in the multi- resolution Horn- Schunck method for a
single pair of grey scale images can be found in Figure 2.1. Now recall that (2.6) should be employed
to obtain an optical flow at the bottom pyramid level. At the pyramid level directly above, the up-
sampled “incoming” optical flow appears in (2.10) as ∆u˜L and ∆v˜L. When this “incoming” flow is
zero, so are the terms ∆u˜L and ∆v˜L: the iterative scheme in (2.10) simplifies to resemble (2.6).
One can think of the prior guess of the optical flow at the bottom pyramid level as being analogous
to up- sampled “incoming” flows at higher levels.
Consider another grey scale image F2(x, y, t2), which is then used in conjunction with F1 to
construct another optical flow. Now suppose that temporal dynamics of optical flows arising from
the greyscale images {F0, F1, F2} is unknown, i.e. one cannot write down a model governing their
evolution. Then when considering F1 and F2, and intuitive prior guess of the optical flow at the
bottom pyramid level would be the most recent estimate which has been down- sampled accordingly.
This flow field, or its Laplacian, could be non- zero. If (2.6) was applied at the bottom pyramid
level, then this could falsely suggest that the Laplacian of the “incoming” flow (i.e. the prior guess)
is zero. As such, at subsequent times, the Horn- Schunck method is not employed at the bottom
pyramid level here. The latter of the image pair in question is warped towards the former under the
action of the prior guess according to (2.9), and (2.10) is applied instead.
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Input grey scale image
pyramids Fl0 and Fl1,
where l ∈ {1, . . . ,L},
and a zero prior guess
of the optical flow.
Employ (2.6) to obtain
an optical flow at the
bottom pyramid level
uL using the grey scale
images FL0 and FL1 .
l := L− 1.
Up- sample ul+1 to
level l, recovering u˜l+1.
Warp Fl1 towards Fl0 under
the action of u˜l+1 to
obtain Wl1, using (2.9).
Employ (2.10) to recover
a correction increment
δul using a zero prior
guess, and the grey
scale images Fl0 and Wl1.
Obtain an optical flow
ul at level l using (2.7).
Has the top pyramid
level been reached,
i.e. does l = 1 hold?
l := l− 1.
Output ul.
no
yes
Figure 2.1: A schematic illustrating the steps involved in the multi- resolution Horn- Schunck method
[4, 5].
2.3 Synthetic Simulation
Grey scale images depicting the evolution of a synthetic fluorescent tracer are defined in Sec-
tion 2.3.1 using the MATLAB Finite Volume (FV) Tool [34, 35]. An optical flow is obtained using
the multi- resolution Horn- Schunck method [4, 5]. Selection of hyperparameters, i.e. parameters
that are not the quantities being estimated but whose values affect the optical flow, is discussed in
Section 2.3.2. In Section 2.3.3, the optical flow is compared to the true solution.
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2.3.1 Setup
The following setup mirrors that in [2]. Consider simulating bioirrigation in a synthetic slice of marine
sediment, which is narrow enough that flow is constrained to the 0.2 m × 0.2 m cross- sectional area.
This region is depicted in Figure 2.2, alongside boundary conditions imposed on pressure P(x, y, t)
and concentration fields.
x
y
(0, 0)
(0, 0.2)
(0.2, 0)
Λ(0.2, 0.1)
P(0.2, 0.1, t) = Pinj
C(0.2, 0.1, t) = Cinj
P(x, 0.2, t) = Phyd, ∂C∂y = 0
∂P
∂y = 0,
∂C
∂y = 0
∂P
∂x = 0,
∂C
∂x = 0
∂P
∂x = 0,
∂C
∂x = 0
∂P
∂x = 0,
∂C
∂x = 0
Figure 2.2: A schematic depicting a 0.2 m× 0.2 m cross- section of a synthetic slice of marine
sediment where bioirrigation is simulated.
The zero flux conditions on the bottom and left- hand boundaries in Figure 2.2 indicate that they are
impermeable. The right- hand boundary is considered to be a symmetry axis, except for at an inlet
Λ midway down, where fluid transporting a fluorescent tracer with concentration Cinj = 1 is pumped
in with pressure Pinj. The induced flow is assumed to be temporally independent because Pinj is a
constant.
Bioirrigating Arenicola marina typically induce a fluid injection rate Q ∈ R of approximately
1.5 ml min−1 − 2 ml min−1 [36]. This fact is used to determine Pinj with the aid of
Q = −φATu, (2.12)
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where
A(x, y, z) =
[
A(y, z) A(x, z)
]T
contains cross- sectional areas of a general grid cell normal to the x- and y- directions (respectively).
Darcy‘s law
u = − k
µ˜φ
∇P,
where k= 1× 10−10 m2 is the permeability of the sediment and µ˜ = 1× 10−3 Pa s is the dynamic
viscosity of water, can be used to rewrite (2.12) in terms of pressures.
Q = k
µ˜
AT∇P. (2.13)
Darcy‘s law is an appropriate tool to utilise when dealing with laminar flow [29, 37]. The Reynolds
number
Re = ρ˜d˜φ‖u‖2
µ˜
,
where ρ˜ = 1023 kg m−3 is the density of seawater and d˜ is the average distance between sediment
grains, needs to be smaller than one in such a situation [29, 37]. Given the values of ‖u‖2 induced
by bioirrigating Arenicola marina in previous research, a value d˜ ∈ [0.12, 1.22] m is required for the
Reynolds number to be approximately one [1, 18]. This is unrealistically large, i.e. Re < 1 holds.
Recall that the right- hand boundary in Figure 2.2 is a symmetry boundary. This suggests that
burrowing can take place either side of this axis. Now Arenicola marina typically form J- shaped
burrows [36]. Suppose that this burrow becomes horizontal as it approaches the inlet from the right.
This indicates that (2.13) can be further simplified as follows.
Q= kA(y, z)
µ˜
∂P
∂x
.
= kδyδz
µ˜
∂P
∂x
.
≈ −kδyδz
µ˜
(
P(0.2− δx, 0.1)− Pinj
δx
)
.
Note that δx, δy and δz are the lengths of a general grid cell in the x-, y- and z- directions (respect-
ively). Now δz is unknown because the depth of the synthetic marine sediment slice in question is
not quantified. It could be defined arbitrarily, but quantifying “narrow” would be difficult. As such,
the definition δy = δz is made instead. With this in mind, one deduces that Q = 1.8 ml min−1 when
Pinj = 101530 Pa.
Fluid can escape via the open top boundary, where pressure is set to fixed hydrostatic pressure
Phyd = 101325 Pa. The concentration condition on the top boundary appears to contradict this. It
is adequate, in fact, because one is only considering time intervals before a “noticeable” amount of
tracer reaches the upper boundary. It can be argued that this consideration would not be relevant if
14 2.3 Synthetic Simulation
the Neumann condition ∂C∂y = 0 was replaced with a Dirichlet condition at the open top. One views
this as being difficult to implement though, because unlike pressure at the inlet, there appears to be
no prescribed data enabling a definition of a tracer concentration at the upper boundary. In light of
this, synthetic grey scale images on the time interval t ∈ [100, 150] s are considered.
Initially consider a zero concentration field, defined on a Ny × Nx mesh with Nx ∈ N and Ny ∈ N
being the numbers of grid cells in the x- and y- directions (where Nx = Ny = 32 here). The MAT-
LAB FV Tool is employed so that the true solution can advect this zero concentration field to times
t = 100 s and t = 150 s, generating the synthetic grey scale images in Figure 2.3 [34, 35]. The
true solution is defined by solving ∇ · u = 0, which stems from the incompressibility assumption in
Section 1.3, subject to the boundary conditions in Figure 2.2.
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Figure 2.3: The first panel contains a grey scale image depicting spatial tracer distribution at time
t = 100 s on a 0.2 m× 0.2 m cross- section of a synthetic slice of marine sediment where bioirrigation
is simulated. The magenta contours denote the concentration field at time t = 150 s, and the white
arrows denote the true solution. The second panel depicts the divergence of the true solution.
2.3.2 Hyperparameter Selection
One seeks flow fields induced by bioirrigating Arenicola marina, and not the number of levels in each
grey scale image pyramid, a smoothing parameter value, and the number of iterations M ∈ N of
(2.10) at each pyramid level. However, these parameters do still affect optical flows arising from the
multi- resolution Horn- Schunck method. Defining their values is discussed here.
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Number of Grey Scale Image Pyramid Levels One seeks the largest value of L∈ N such that
the number of pixels in the x- and y- directions at the bottom pyramid level are natural numbers as
well (respectively). As such, the definition L= 3 is made here.
Smoothing Parameter A smoothing parameter value, which does not induce data overfitting and
whose associated optical flow is not oversmoothed, is sought. Two possible approaches to locating
a suitable value of λ are the L- curve and U- curve methods [38–41]. The strengths and weaknesses
of these methods are discussed here before deciding to define λ based on associated spatial mean
endpoint errors (MEEs) and mean angular errors (MAEs).
To enable outlining the methodology involved in producing L- and U- curves, some additional
notation is required. Consider writing an expression similar to (1.1) for each grid cell. These can be
compactly written as
z = H(x). (2.14)
The state vector
x =
[
xT1 xT2
]T
(2.15)
can be partitioned so that: the first NxNy entries, contained within the subvector x1, are x- com-
ponents of the optical flow at each grid cell; and the second NxNy entries, contained within the
subvector x2, are the corresponding y- components. The dimension of the state space is denoted
by n ∈ N, where n = 2NxNy here. The observation vector z ∈ Rp, where p ∈ N is the dimension
of the observation space (which is taken here to be p = NxNy), can be written as z = −ft1p with
the diagonal matrix ft ∈ RNxNy×NxNy containing evaluations of Ft at each pixel. The observation
operator H : Rn → Rp maps from the state to the observation space. It can be written in terms of
the matrix- vector product
H(x) = Hx (2.16)
here, since (1.1) is linear in u, where
H =
[
fx fy
]
. (2.17)
Note that the diagonal matrices fx ∈ RNxNy×NxNy and fy ∈ RNxNy×NxNy contain evaluations of Fx and
Fy at each pixel (respectively). With these definitions in mind, the innovation δz ∈ Rp
δz = z−H(x)
can now be included to quantify data mismatch.
Consider a general inverse problem in the form of (2.14). The L- curve method is designed for
obtaining a value of λ when Tikhonov regularisation
x = argmin
x
‖δz‖22︸ ︷︷ ︸
data term
+ λ2‖x‖22,︸ ︷︷ ︸
regularisation term
(2.18)
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i.e. where one regularises by the solution itself, is applied [42, 39, 40]. More specifically, for values
of λ within a given range, the L- curve method involves plotting the Euclidean norm of the regu-
larised solution versus the Euclidean norm of the innovation [38–40]. Since the range of possible
regularisation parameters can occupy multiple orders of magnitude, such a plot takes place on a log-
log scale [40]. An L- shaped curve tends to be produced: the vertical section corresponds to values
of λ where the data term overpowers the regularisation term; the horizontal section corresponds to
where the regularisation term overpowers the data term [13]. The regularisation parameter is defined
to be that corresponding to the corner of the curve, which strikes a balance between both terms in
(2.18) [40].
Suppose that the signal to noise ratio increases. This means that z→ H(x), or equivalently
‖δz‖22 → 0. It is raised by Hanke that in this situation, the L- curve method can potentially fail [43].
One possible explanation for this is that L- curves decay faster with increasing λ as the signal to
noise ratio grows. As such, the corner shifts towards the origin. One risks obtaining a value of λ
that is too “small”, which could potentially defeat the point of including a regularisation term in the
first instance.
Hanke takes the regularisation term to be that in (2.18) [43]. It could be queried whether the L-
curve method can produce more meaningful results when the regularisation term is taken to reflect
that in (2.8). The work of Elde´n, which suggests that the integrand of (2.8) can be transformed
so that the regularisation term reflects that in the Tikhonov regularisation, seems to go against this
query [44]. Further details of this can be found in Appendix B [44]. In light of the respective works
by Hanke and Elde´n [43, 44], one decides not to use the L- curve method for obtaining a smoothing
parameter value in the multi- resolution Horn- Schunck method here.
The U- curve method involves plotting
U˜(λ) = 1‖δz‖22
+ 1‖x‖22
(2.19)
versus λ [41]. This produces a U- shaped curve, with the vertical sections corresponding to where
either ‖δz‖22 or ‖x‖22 dominate the other [41]. The horizontal section constitutes regularisation para-
meter values where ‖δz‖22 and ‖x‖22 are balanced, so the value of λ is defined to be at the minimum
of the curve [41]. Notice from the second reciprocal in (2.19) that the Tikhonov regularisation term
is employed again, and not a smoothness constraint as in (2.8) [41]. However, Appendix B illus-
trates how such a smoothness constraint can be transformed to resemble the regularisation term in
(2.18) [44].
Let e1 ≥ e2 ≥ · · · ≥ er > 0 denote the r positive singular values of the matrix H in (2.17).
Krwczyk- Sta´ndo and Rudnicki show that the minimum of (2.19) lies on the interval [e
2
3
r , e
2
3
1 ] [41,13].
This interval, when fx and fy in (2.17) arise from the spatial grey scale intensity derivatives in Fig-
ure 2.4, is given by [3.1× 10−10, 14.3]. It occupies twelve orders of magnitude, which suggests that
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the base of the associated U- curve is very flat. Locating the minimum of this U- curve ought to
be computationally expensive. As such, one decides not to use the U- curve method for obtaining a
value of λ in the multi- resolution Horn- Schunck method here.
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Figure 2.4: Grey scale intensity derivatives, arising from the synthetic data in Figure 2.3, with respect
to the x- (first panel) and y- (second panel) directions and time (third panel).
The interval [3.1× 10−10, 14.3], where the minimum of the U- curve arising from the spatial grey scale
intensity derivatives in Figure 2.4 lies, is used as a starting point for defining λ in a non- algorithmic
fashion here. Now Kaza considers smoothing parameter values on the interval λ ∈ [0.001, 0.5] when
applying the Horn- Schunck method in their simulations [1], but one feels that these could be too
“small”. This is because the quotients in (2.11) could potentially become very “large” when |Fx| and
|Fy| are “small”, inducing instabilities. Flow speeds could then grow as iterations evolve, and one
queries that they would end up being unrealistically faster than those in high intensity regions. So
one decides to consider smoothing parameter values satisfying |λ| ≥ 1 here, i.e. λ ∈ [1, 14.3], in an
attempt to ensure that the magnitudes of the quotients in (2.11) do not become too “large” in low
intensity regions.
The temporal grey scale intensity derivatives in Figure 2.4 illustrate how |Ft| is comparatively
“small” at the inlet, and “largest” in a surrounding “half- ring”. This occurs because fluid is injected
with the same pressure and tracer concentration at the inlet over time, so the associated grey scale
intensity is always comparatively “large” there. Now recall that, in defining (2.14), the observation
vector contains −Ft at each pixel. This suggests that prior guesses of the optical flow at the bottom
pyramid level and correction increments at subsequent levels are updated most in the “half- ring”
surrounding the inlet. But one takes these prior guesses to be zero, given a lack of prior knowledge,
so flow speed is slow at the inlet and increases as |Ft| grows [2]. This is unrealistic because flow
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should be fastest where injection takes place. One decides that this feature is important to enforce,
and acts on this by considering the interval λ ∈ [1, 100] instead of λ ∈ [1, 14.3].
A smoothing parameter value is obtained by discretising the interval λ ∈ [1, 100] into unit subin-
tervals, whose boundaries form the potential values of λ. The smoothing parameter value whose
associated optical flow has the “smallest” spatial MEE is sought. If this does not yield a unique
value of λ, then a spatial MAE is computed for each optical flow with the “smallest” spatial MEE.
The smoothing parameter is then defined to be that whose associated optical flow has the “smallest”
spatial MAE as well. In light of these comments, one defines λ = 83. This needs to be augmented
with a few notes. Firstly, having viewed flow direction as not being important where speed is roughly
zero, one decides to optimise MEEs before MAEs. Secondly, AEs are unbounded in the bottom
corners of Ω because the true solution is stationary there. To ensure that spatial MEEs and MAEs
are bounded throughout this thesis, they only involve pixels where EEs and AEs are bounded.
Number of Iterations The number of iterations M of (2.10) at each pyramid level needs to be
“large” enough to ensure that convergence is reached, whilst not being so “large” that unnecessary
computational expenses are incurred. To illustrate how the value of M is selected here, reconsider
the synthetic simulation setup in Section 2.3.1. Since the bottom, left- and right- (below the inlet)
hand boundaries are all joined together and have zero flux conditions defined on them, they form a
single streamline. Flow direction must be the same on an entire streamline. Since fluid is injected
at the inlet and escapes via the top boundary, flow must point upwards on the left- hand boundary.
But optical flows seem to point downwards below the inlet and upwards above the inlet after one
iteration here. One possible explanation for this is the use of zero prior guesses for the optical flow
at the bottom pyramid level and correction increments at higher levels. The definition M = 19 is
made here because it appears to be the smallest value where flow below the inlet on the left- hand
boundary points upwards.
2.3.3 Results
Figure 2.5 illustrates how, despite the “large” smoothing parameter value λ = 83, flow speed is
“small” at the inlet and increases (to begin with) upon departure [2]. A possible explanation for this
is raised in Section 2.3.2: observation magnitudes |Ft| are comparatively “large” in a “half- ring”
surrounding the inlet, and not at the inlet itself. This indicates that prior guesses of the optical flow
at the bottom pyramid level and correction increments at higher levels, which are taken to be zero
here due to a lack of existing knowledge, are updated very little at the inlet.
Kaza performs similar synthetic simulations to those outlined here, but using the Horn- Schunck
method instead, where tracer is only injected during an initial 10 s period [1]. Besides residual
errors (such as EEs and AEs), Kaza attempts to assess reliability of an optical flow with a so- called
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confidence measure based on the texture of a subset of pixels [1]. This ought to suggest where there
is most available information to update prior guesses of the optical flow at the bottom pyramid level
and correction increments at higher levels with [1]. However, the observation system governed by
(1.1) suggests that negated temporal grey scale intensity derivatives are observed and determine how
these prior guesses are updated. One is not saying that the confidence measure employed by Kaza
is flawed, but rather that it is a different interpretation of observations from that here [1].
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Figure 2.5: The white arrows denote the optical flow arising from the multi- resolution Horn- Schunck
method with λ = 83, using the synthetic grey scale images in Figure 2.3, superimposed on top of
EEs (ms−1, left) and AEs (rad, right).
Kaza plots EEs for their optical flows arising from the Horn- Schunck method versus confidence
measures at a selection of time points [1]. In high contrast regions where this confidence measure
ought to be “large”, EEs seem to be O(10−5) m s−1 − O(10−4) m s−1 [1]. This corresponds with the
spatial MEE of 2.3688× 10−4 m s−1, which arises from the optical flow in Figure 2.5, with respect to
a three grid cell radius surrounding the inlet. This reduces to 5.2027× 10−5 m s−1 when computed
with respect to the entirety of Ω. Figure 2.3 reveals a possible explanation for this reduction: grey
scale intensity is almost zero, and the true solution is roughly stationary, until the inlet is approached.
This is suitably respected by zero prior guesses of the optical flow at the bottom pyramid level and
correction increments at higher levels, which are updated very little in these regions due to |Ft| being
so “small”.
The spatial MAE associated with the optical flow in Figure 2.5 is 0.1171 rad with respect to a
three grid cell radius surrounding the inlet, and 0.5154 rad with respect to the entirety of Ω. Although
the speed of the optical flow in Figure 2.5 appears too slow at the inlet, it still seems to spread out
from there in accordance with the true solution. Unlike the spatial MEE, the MAE increases when
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the region that the mean is computed with respect to is extended to cover the entirety of Ω. One
possible explanation for this lies in Figure 2.5, where there are comparatively “large” AEs in the
bottom left- hand corner of Ω. Since M = 19 appears to be one of the smaller values of M where
the optical flow points upwards on the entire left- hand boundary, magnitudes of y- components in
this region that are below the inlet seem to be “small”. Figure 2.3 suggests that magnitudes of the
true solution‘s y- components at these grid cells are larger.
Recall from Section 1.3 that flow speeds of water induced by bioirrigating Arenicola marina arising
from previous research are not fast enough to constitute compressibility [1,18]. The divergence field
in Figure 2.3 suggests that a non- zero divergence at the inlet is acceptable here, since injection can
induce some fluid expansion. Figure 2.6 reveals some smaller divergence magnitudes near the inlet
than their counterparts in Figure 2.3. Despite this, one still expects them to be “largest” at the inlet,
and immediately tend towards zero upon departure. This is not mirrored in Figure 2.6 [2].
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Figure 2.6: Divergence of the optical flow in Figure 2.5.
2.4 Real Image Simulation
Now that the multi- resolution Horn- Schunck method has been used to obtain an optical flow
from synthetic data, it can be applied to the real RGB images (a subset of which are depicted in
Figure 1.1). But the pressure induced by bioirrigating Arenicola marina is unknown here, so it cannot
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be assumed that the associated flow is temporally independent. So unlike in Section 2.3, both spatial
and temporal dynamics of optical flows need to be inferred.
The real RBG images require some preparation in Section 2.4.1 because, for example, there
appear to be unwanted artefacts that need to be removed so that they do not distort optical flow
computations [2]. These optical flows are then presented in Section 2.4.2.
2.4.1 Image Preparation
It is easier to work with one colour channel instead of three, so the real RGB images are converted
to grey scale using the linear combination [45]
F(x, y, t) = 0.2989R(x, y, t) + 0.5870G(x, y, t) + 0.1140B(x, y, t). (2.20)
The terms R(x, y, t), G(x, y, t) and B(x, y, t) denote red, green and blue colour channel intensities.
The coefficients in (2.20) arise from the MATLAB rgb2gray command [45]. Arrays arising from
(2.20) are subsequently referred to as real grey scale images, and a subset of them are depicted in
Figure 2.7 [2].
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Figure 2.7: Real grey scale images, whose intensities are obtained using the linear combination in
(2.20) with the red, green and blue colour channels depicted in Figure 1.1, and cropping boundaries
overlaid on top in red.
Notice in Figure 1.1 that overlying water, as well as porous sediment, is depicted [3]. The assumption
in Section 1.3 that porosity is spatio- temporally constant, and the parameter definition φ = 0.8,
indicate that (1.2) is only applicable to porous media. Since (1.1) can be obtained from (1.2) using
the physical arguments in Section 1.3, it is suggested that (1.1) only holds for portions of the real
RGB images depicting porous media. As such, the first 992 rows of the real grey scale images are
removed. Upon additional inspection of the real RGB images, one also notices: an artefact near the
bottom boundary; and “dark” bands, perhaps due to external lighting fluctuations, near the left- and
right- hand boundaries [3]. The last 256 rows, as well as the first 320 and the last 256 columns, of
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the real grey scale images are also removed to ensure that these artefacts do not distort optical flow
computations.
Cropping reduces resolution from 2848× 4256 to 1600× 3680, but there are still 11776000 states
to be estimated. To relieve the computational burden, the real grey scale images are also down-
sampled by a factor of eight using bilinear interpolation to a resolution of 200× 460. Note that in
practice, down- sampling is performed before cropping. Otherwise ghost points would need to be
defined on the cropping boundaries, where there is already existing knowledge of intensities.
2.4.2 Results
First, a pyramid is created for each down- sampled and cropped real grey scale image arising from
Section 2.4.1. The definition L= 3 is made here, to reflect the synthetic case.
Unlike the synthetic case, temporal dynamics of optical flows need to be inferred here as well.
This can be achieved by, at each relative time point, computing the flow speed at every grid cell
and binning them based on magnitude using the MATLAB command histcounts [46]. One can
then plot a histogram of flow speeds at each relative time point, and examine how they temporally
change. Examples of such histograms are presented in Figure 2.8 where the columns denote relative
time points, warm colours denote a high frequency density, and cold colours denote a low frequency
density.
Ideally, magnitudes of additional terms added to a current correction increment in (2.10) should
depend on how faithfully the associated optical flow mimics the unknown true solution. So if a
current correction increment produces an optical flow that almost exactly mimics the true solution,
then magnitudes of additional terms in (2.10) at subsequent iterations should be approximately zero.
The magnitudes of the quotients in (2.11) can be controlled by the value of λ. The smoothing
parameter should not be so “small” that these quotients are considered “big” in regions where
contrast is low. Otherwise, optical flow speeds could then temporally increase to a point where they
are viewed as being unrealistically “large”. However, the smoothing parameter should not be too
“large”. This could induce an unrealistic high level of spatial smoothing.
Unlike the synthetic case, the value of λ cannot be selected based on spatial MEEs and MAEs here
because the true solution is now unknown. One examines temporally evolving flow speed histograms
like those in Figure 2.8 instead, for various smoothing parameter values selected by trial and error.
One opts for λ = 50 because it appears to be one of the “smaller” smoothing parameter values where
associated flow speed histogram means do not become unrealistically “large” over time.
The number of iterations of (2.10) at each pyramid level, M, also needs to be defined. Since
the impermeable boundaries are removed from the real grey scale images in Section 2.4.1, it could
be argued that fewer iterations than that in the synthetic simulation are required. For example, in
theory, one would not need to wait until flow points upwards on the entire left- hand edge of the
cropped images. However, one must still ensure that (2.10) is not prematurely terminated.
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Figure 2.8: Histograms, denoted by columns, of optical flow speeds arising from the multi- resolution
Horn- Schunck method with the down- sampled and cropped real grey scale images when λ = 50 and
M = 1. Warm colours denote a high frequency density, whilst cold colours denote a low frequency
density.
It appears that when M > 1, at later relative time points, the only region where flow points downwards
is between the likely location of the organism and the bottom edge of the down- sampled and cropped
real grey scale images. This suggests that there is outflow and no inflow at the top boundary of
these images, which roughly coincides with the sediment- water interface according to Figure 2.7.
One interprets this outflow as desirable because fluid currently residing in the sediment needs to be
displaced when the organism burrows. Given that the sides and bottom of the aquarium which the
real RGB images arise from are impermeable, fluid ought to be displaced back into the overlying
water [3].
There may be a little inflow though, perhaps from the sediment- water interface or the region
on the right- hand side of the real RGB images that is removed in Section 2.4.1. This is because,
as the organism burrows forwards, the volume that it previously occupied should immediately refill
with surrounding fluid. One decides to enforce a little inflow at later relative time points by defining
M = 1 here.
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Figure 2.9: The first column depicts optical flows, denoted by white arrows, arising from the multi-
resolution Horn- Schunck method when λ = 50 and M = 1 at the relative times t0 = 0 s (first row),
t1 = 190 s (second row) and t2 = 390 s (third row). They are overlaid on top of the down- sampled
and cropped real grey scale images associated with those relative times. The second and third
columns depict the associated innovation magnitudes and divergences (respectively). Note that all
parts of this figure have been further down- sampled by a factor of four, for ease of presentation.
2.5 Summary and Next Steps
It was decided earlier that the multi- resolution Horn- Schunck method would be investigated in the
context of quantifying the flow of water induced by bioirrigating Arenicola marina from images [4,5].
This is because it can cope with “large” displacements, and spatial smoothing of optical flows is
enforced [12, 47, 4, 5, 9]. Figure 2.9 suggests that an unrealistically high level of spatial smoothing
is required to obtain flow speeds within the interval O(10−6) m s−1 − O(10−5) m s−1, which arise
from previous research into bioirrigating Arenicola marina, at all relative time points under consid-
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eration [1, 18]. In light of this, one decides to only execute one iteration of (2.10) at each pyramid
level to ensure that there is a little inflow at the sediment- water interface. Such a decision induces a
potential risk of terminating (2.10) too early. So one considers the multi- resolution Horn- Schunck
method as not appropriate for estimating the flow of water induced by bioirrigating Arenicola marina
from the real RGB images here.
In Section 2.3.3, error in optical flows is quantified using EEs and AEs. But these residual errors
cannot be computed when the true solution is unknown. Kaza attempts to overcome this with a so-
called confidence measure [1]. This implies that spatial texture is observed and governs how prior
guesses of the optical flow at the bottom pyramid level and correction increments at higher levels are
updated [1]. One interprets the concept of observations differently here, namely that (2.14) suggests
negated temporal grey scale intensity derivatives are observed instead.
There is a body of research where flows induced by other bioirrigating organisms, such as Chiro-
nomus plumosus and Alitta virens, are inferred using image data in the absence of their true solution
and uncertainty is still quantified [48, 49, 20]. For example, means and standard deviations of flow
quantifications arising from successive image pairs can be computed with respect to time [20,48,49].
However, examining temporal evolution of uncertainty in these flows could become difficult because
time has been averaged across. Such an assessment is necessary here: it is stated at the beginning
of Section 2.4 that both spatial and temporal dynamics of optical flows arising from the real RGB
images ought to be inferred.
When replicate data is collected at a particular relative time point, a mean and standard devi-
ation of flow quantifications can be computed [20]. This is not an approach that can be applied here
because only one real RGB image is captured per time point [3]. If the time step between images
is “small” enough, then one could compute means and standard deviations of flow quantifications
at “nearby” time points. Then uncertainty in optical flows could still be assessed without sacrificing
opportunities to infer their temporal dynamics as well.
Innovations are computed at each relative time point where a real RGB image is captured, and
magnitudes of a subset of them are presented in Figure 2.9. Basnayake adopts a similar idealism in a
different physical problem, by using their optical flow to evolve the first image in a given pair to the
time when the second image is captured [13]. One finds it difficult to infer error in associated optical
flows from innovation magnitudes because their physical units of s−1 here are different from those
of speed. One possible next step is to investigate how uncertainty in optical flows can be quantified
when the true solution is unknown without: relying on replicate data; or sacrificing opportunities to
infer their temporal dynamics because time has been averaged across.
Figure 2.6 reveals “large” divergence magnitudes (relative to those near the injection location)
where they ought to be comparatively “small” [2]. Such a deduction is more difficult when dealing
with the optical flows in Figure 2.9 arising from the real RGB images because the exact location
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of the organism is unknown [3]. Incompressibility is enforced here via (1.1) when considered from
a physical perspective in Section 1.3. Another possible next step is to investigate additional ways
of imposing that divergence magnitudes immediately tend to zero upon departure from the point of
injection.
3
Kalman Filter Approaches to Bioirrigation Quantification
It is mentioned in Section 2.5 that a method of quantifying uncertainty in optical flows that does not
rely on averaging, for example with respect to experimental replicates or time, is sought. This leads
one to consider a subjective, rather than frequentist, view of uncertainty. This idealism underpins
the Bayesian paradigm. One such means of Bayesian inference which is relevant when observations
are proportional to the state being estimated, the Kalman filter, has been applied to obtain optical
flows in previous research [27, 47, 50, 51]. Before [2] was written, which this chapter is based on,
the Kalman filter has not been applied (to my knowledge) to estimate the flow of water induced by
bioirrigating Arenicola marina from images. The methodology involved is outlined in Section 3.1. It
is then applied to the synthetic grey scale images in Figure 2.3, and the real RGB images. Some of
the flow fields recovered from these simulations suggest that, despite accounting for uncertainty in
optical flow components and observations, their divergences are still “large” in magnitude (relative
to those near injection locations) where they ought to be comparatively “small”.
3.1 Kalman Filter
The contents of this section are based on the work of Kalman and Bucy [27]. A comprehensive
outline of the following theory is also presented by Lewis et al [28]. Reconsider the state x ∈ Rn and
observation vector z ∈ Rp defined in Section 2.3.2. Since there is an uncertainty now attached to
the state, and observations are related to it via (2.14), they are both treated as random variables.
Existing knowledge of the state vector can be quantified in a prior distribution with probability
density function (PDF) p(x). Now the real RGB images each have a resolution of 2848× 4256, so
the prior distribution must be computationally tractable in high dimensions [3]. As such, a Gaussian
prior distribution x ∼N(x0, P0) is utilised here. Given that the state vector can be written in the
form of (2.15), the prior covariance matrix is expressed as
P0 =
[
P011 P
0
12
P021 P
0
22
]
.
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The arrays P011 and P022 denote prior covariance matrices associated with the subvectors x1 and x2
(respectively). Covariances between entries in x1 and x2 are contained within the matrix P012, and
vice versa for P021.
Now consider Bayes’ theorem in terms of the state and observation vectors
p(x|z) = p(z|x)p(x)
p(z) , (3.1)
which can be recast as the proportionality
p(x|z) ∝ p(z|x)p(x). (3.2)
The PDFs p(z|x) and p(x|z) in (3.2) are referred to as the likelihood and posterior distribution
(respectively). The posterior distribution quantifies updated knowledge of the state x, given new
information provided by observations. This posterior distribution can be redefined to be the prior
distribution if additional data is subsequently obtained, and further updated using the associated
likelihood. This is the baseline of Bayesian inference, and one views it as an intuitive representation
of data collection and analysis in practice.
A likelihood associated with the observation vector z is required. Although observations are
related to the state via (2.14), uncertainty in the state is not mirrored in the likelihood because x
is taken to be known. No observation is completely free of uncertainty, so an additive observation
error  ∈ Rp is included in (2.14).
z = Hx + . (3.3)
This observation error is defined to follow the Gaussian distribution  ∼N(0p, R), allowing for com-
putational tractability in high dimensions. The likelihood then follows the Gaussian distribution
z|x ∼N(Hx, R) with PDF
p(z|x) = 1√
(2pi)p det R
exp
(
−12(z− Hx)
TR−1(z− Hx)
)
.
The PDFs of the prior distribution and likelihood can be substituted into (3.2), revealing
p(x|z)∝ exp
[
− 12(x− x
0)T
(
P0
)−1 (x− x0)] exp [− 12(z− Hx)TR−1(z− Hx)
]
(3.4)
∝ exp
[
− 12
[
(x− x0)T (P0)−1 (x− x0) + (z− Hx)TR−1(z− Hx)︸ ︷︷ ︸
= J
]]
. (3.5)
Let xa denote the analysis of x: it is the estimate that characterises the posterior distribution whilst
striking an “optimal” balance between the prior distribution and likelihood, given their uncertainties.
Two possible Bayesian estimates are: the maximise a posterior estimate which seeks the state that
maximises posterior densities, namely the mode; and the minimum variance estimate, which is shown
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in Appendix C to be the posterior mean here [28]. Now (3.4) illustrates that the kernel of the posterior
PDF is, in this case, derived from the product of two Gaussian PDFs. This means that the posterior
distribution also follows a Gaussian distribution. Now the mean and mode of a Gaussian distribution
are the same, so the maximise a posterior and minimum variance estimates are equivalent here.
When posterior densities are maximised, the cost function denoted by J in (3.5) is minimised.
To obtain the posterior mode, consider differentiating J with respect to x.
∂J
∂x=
∂
∂x
[
(x− x0)T (P0)−1 (x− x0) + (z− Hx)TR−1(z− Hx)] .
= 2
(
P0
)−1 (x− x0)− 2HTR−1(z− Hx).
Analyses are then obtained by considering ∂J∂x
∣∣∣
x=xa
= 0n.
(P0)−1 (xa − x0)− HTR−1(z− Hxa) = 0n⇔
(
P0
)−1 (xa − x0)− HTR−1(z− H(xa − x0)− Hx0) = 0n.
⇔
((
P0
)−1 + HTR−1H) (xa − x0) = HTR−1(z− Hx0).
(3.6)
⇔ xa − x0 =
((
P0
)−1 + HTR−1H)−1 HTR−1(z− Hx0).
⇔ xa = x0 +
((
P0
)−1 + HTR−1H)−1 HTR−1(z− Hx0).
(3.7)
Obtaining analyses via (3.7) involves inverting n× n matrices. Since p < n here, it would be useful
to recast this inversion in terms of p× p matrices to reduce the computational burden. This can be
achieved using the Sherman- Woodbury- Morrison formula
(M1 + M2M3MT4 )−1 = M−11 −M−11 M2
(
M−13 + MT4 M−11 M2
)−1
MT4 M
−1
1 , (3.8)
where M1 ∈ Rp×p, {M2, M4} ∈ Rp×n and M3 ∈ Rn×n are arbitrary matrices [52–55]. This can now
be employed to rewrite
((
P0
)−1 + HTR−1H)−1 HTR−1 in (3.7) as
((
P0
)−1 + HTR−1H)−1 HTR−1= [P0 ((P0)−1 + HTR−1H)− P0HTR−1H]
×
((
P0
)−1 + HTR−1H)−1 HTR−1
=
[
P0 − P0HTR−1H
((
P0
)−1 + HTR−1H)−1]HTR−1
= P0HT
[
R−1 − R−1H
((
P0
)−1 + HTR−1H)−1 HTR−1]
= P0HT
(
R + HP0HT
)−1
. (3.9)
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The expression in (3.9) is substituted back into (3.7) to reveal
xa = x0 + P0HT
(
R + HP0HT
)−1
︸ ︷︷ ︸
= K
(z− Hx0), (3.10)
where K ∈ Rn×p is referred to as the Kalman gain matrix. This analysis is the mean of a Gaussian
posterior distribution, which has an associated covariance matrix given by
Pa = E[(x− xa)(x− xa)T]. (3.11)
The statement in (3.11) is now used to derive an expression for the analysis covariance matrix in terms
of the prior covariance matrix. The following derivation is based on that presented by Evensen [56].
Consider the perturbation
xa − x = x0 − x + K(z− Hx0).
Substituting (3.3) into this perturbation reveals
xa − x= x0 − x + K(Hx + − Hx0)
= (x0 − x) + K(− H(x0 − x))
= (In×n − KH)(x0 − x) + K. (3.12)
The statement in (3.12) is substituted into (3.11), which recovers
Pa= E
[(
(In×n − KH)(x0 − x) + K
) (
(In×n − KH)(x0 − x) + K
)T]
= (In×n − KH) E[(x0 − x)(x0 − x)T]︸ ︷︷ ︸
= P0
(In×n − KH)T + K E[(x0 − x)T]︸ ︷︷ ︸
= 0p×n
(In×n − KH)T
+(In×n − KH) E[(x0 − x)T]︸ ︷︷ ︸
= 0n×p
KT + K E[T]︸ ︷︷ ︸
= R
KT (3.13)
subject to the assumption that errors in the state and observations are independent. The expression
in (3.13) can now be simplified in the following manner.
Pa= (In×n − KH)P0(In×n − KH)T + KRKT.
= P0 − KHP0 − P0HTKT + K(R + HP0HT)KT.
This can be further simplified using the definition of the Kalman gain matrix in (3.10), and the fact
that P0 and HP0HT + R are both symmetric.
Pa= P0 − P0HT(HP0HT + R)−1HP0 − P0HT(HP0HT + R)−1HP0
+P0HT(HP0HT + R)−1(R + HP0H)(HP0HT + R)−1HP0.
= P0 − P0HT(HP0HT + R)−1HP0.
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= (In×n − P0HT(HP0HT + R)−1H)P0.
= (In×n − KH)P0. (3.14)
The equations (3.10) and (3.14) are collectively referred to as the Kalman filter [27, 28]. They are
used to assimilate observations, that are proportional to the state and whose errors follow a Gaussian
distribution which is independent of state errors, into a Gaussian prior distribution [27, 28].
Suppose that there is another observation vector attributed to some later time to be assimilated.
The prior distribution at this later time is taken to be the most recent posterior distribution. Also
suppose that the temporal dynamics of the state being inferred are unknown. One cannot write down
a model governing their evolution, so one cannot project this prior distribution to the time when the
next observations are assimilated.
3.2 Synthetic Simulation
As with the multi- resolution Horn- Schunck method in Chapter 2, the Kalman filter is first employed
to estimate the true solution from the synthetic grey scale images in Figure 2.3 before being applied
to the real RGB images. Now the observation system in (3.3) is based on (1.1), which does not
have a unique solution [9]. The Horn- Schunck method enforces uniqueness by including a spatial
smoothness constraint [9]. A Kalman filter reformulation of optical flow recovery, being based on
the Bayesian paradigm, regularises the solution via a subjective quantification of prior knowledge
[47, 50, 51]. This gives the user more freedom over how they decide to regularise, but there are also
complications. Gaussian posterior distributions arising from the Kalman filter can vary based on how
prior distributions and observation error covariance matrices are defined. A poor selection that does
not mimic reality can produce analyses that do not respect the true solution.
Figure 3.1 illustrates how selection of marginal prior and observation error variances can affect the
associated posterior distribution. When marginal prior variances are too “small”, observations can
have very little effect on the associated posterior distribution (see the second panel in Figure 3.1).
In this case, the posterior distribution could begin to resemble the prior distribution. When marginal
prior variances are too “large”, the associated posterior distribution could begin to resemble the
likelihood (see the third panel of Figure 3.1). Although observations are now able to update the
prior distribution much more, regularisation provided by the prior distribution can potentially be
lost. Additionally, observation errors could corrupt the posterior distribution to a greater extend. As
such, prior distributions and likelihoods need to be defined analogous to those in the first panel of
Figure 3.1, where one does not overpower the other. This is now discussed further, in the context
of recovering the true solution from the synthetic grey scale images in Figure 2.3.
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Figure 3.1: One- dimensional schematics illustrating: a potential definition of marginal prior and ob-
servation error variances, where neither overpower the posterior distribution (first panel); a situation
where a marginal prior variance is too “small” and the associated posterior variance is underestimated
(second panel); and a situation where a marginal prior variance is too “large” and the associated
posterior variance is overestimated (third panel).
3.2.1 Defining a Likelihood and Prior Distribution
Likelihood Consider decomposing the observation error  into the form
 = H1 + 2, (3.15)
where 1 ∼N(0n, Γ1) and 2 ∼N(0p, Γ2) are independent random variables (for simplicity) [50,51].
The term 1 represents error in H, but it does not do this solely [50, 51]. Error in z is quantified
by 2, which can be induced by the terms neglected in (1.2) besides instrumentation [50, 51]. The
observation system in (3.3) now reads [50, 51]
z = H(x + 1) + 2. (3.16)
The statement in (3.16) can now be used to express the observation error covariance matrix as
R= Var[z|x]
= Var[H(x + 1) + 2|x].
This can be further simplified by utilising the fact that in defining a likelihood, the state is taken to
be known.
R= Var[H1 + 2].
= HVar[1]HT + Var[2].
= HΓ1HT + Γ2. (3.17)
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Now Γ1 and Γ2 are n× n and p× p matrices (respectively), so there are n2 + p2 = 5N2xN2y entries
which need determining here. This task could be computationally intense, so the simplification
Γ1 = σ21In×n and Γ2 = σ22Ip×p is made [50, 51]. The observation error covariance matrix in (3.17)
now reads
R = σ21HHT + σ22Ip×p. (3.18)
This can be further simplified using the definition of the observation operator in (2.17) and the fact
that the matrices fx and fy are symmetric.
R= σ21
[
fx fy
] [fTx
fTy
]
+ σ22Ip×p.
= σ21
(
f2x + f2y
)
+ σ22Ip×p. (3.19)
The expression in (3.19) indicates that R is diagonal. The realism of Γ1 and Γ2 being diagonal is
questioned here though. This is because 1 and 2 both account for terms that have been neglected
in (1.2), including those associated with the incompressibility assumption in Section 1.3 [50, 51].
Now fluid flow being compressible does not imply that it is also spatially independent. This suggests
that Γ1 and Γ2 ought to involve some non- zero off- diagonal entries. However, this could increase
the computational burden. The case where Γ1 = σ21In×n and Γ2 = σ22Ip×p is considered here as a
“starting point”.
Example 3.1. An illustrative example is presented here to highlight the advantages of de-
composing observation errors according to (3.15). For the purposes of this example only, let
P012 = P021 = 0NxNy×NxNy and P011 = P022 = αINxNy×NxNy for some α ∈ R+. This means that
P0 = αIn×n, and (3.14) becomes
Pa= (In×n − KH)αIn×n
= (In×n − αIn×nHT(HαIn×nHT + R)−1H)αIn×n.
The observation error covariance matrix in (3.18) is then substituted in.
Pa = α(In×n − αHT(αHHT + σ21HHT + σ22Ip×p)−1H).
As with the derivation of (3.19), the previous statement can be further simplified using the
definition of the observation operator in (2.17) and the fact that the matrices fx and fy are
symmetric.
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Pa = α
In×n − α[fTx
fTy
](
(α + σ21)
[
fx fy
] [fTx
fTy
]
+ σ22Ip×p
)−1 [
fx fy
] .
= α
In×n − α
[
fx
fy
] (
(α + σ21)(f2x + f2y ) + σ22Ip×p
)−1︸ ︷︷ ︸
= M˜−11
[
fx fy
] .
= αIn×n − α2
[
fxM˜
−1
1 fx fxM˜
−1
1 fy
fyM˜
−1
1 fx fyM˜
−1
1 fy
]
.
One uses the fact that diagonal matrix multiplication is commutative to write
Pa = αIn×n − α2
[
f2x M˜
−1
1 fxfyM˜
−1
1
fxfyM˜
−1
1 f
2
y M˜
−1
1
]
︸ ︷︷ ︸
= M˜2
. (3.20)
The simplification M˜1 ≈ (α + σ21)(f2x + f2y ) can be made where spatial contrast is “large”,
provided that σ22 is not too “big”. This suggests that
Pa ≈ αIn×n − α
2
α + σ21
[
f2x (f2x + f2y )−1 fxfy(f2x + f2y )−1
fxfy(f2x + f2y )−1 f2y (f2x + f2y )−1
]
,
i.e. the quadratic terms that pre- multiply M˜−11 in (3.20) are normalised by the f2x + f2y
term [50]. In this situation, notice that covariances in Pa tend towards zero as σ21 → 0.
Although posterior variance reduction (PVR) is desired, it should not be so “large” that
the posterior distribution cannot be further updated when additional data is subsequently
assimilated. The σ21 term can be thought of as a factor that dampens the level of PVR.
Rather than establishing values of σ21 and σ22 empirically, they are defined to maximise the marginal
likelihood [57, 58]. Its PDF is given by
p(z)=
∫
Rn
p(x, z) dx
=
∫
Rn
p(z|x)p(x) dx. (3.21)
It is shown in Appendix D that, given the prior distribution and likelihood defined in Section 3.1, the
marginal likelihood follows a z ∼N(Hx0, Q) distribution where Q = HP0HT + R and whose PDF is
given by
p(z) = 1√
(2pi)p det Q
exp
(
−12(z− Hx
0)TQ−1(z− Hx0)
)
.
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Now the negated log marginal likelihood
G(z)= −2 ln p(z)
= −2 ln
(
1√
(2pi)p det Q
)
− 2 ln exp
(
−12(z− Hx
0)TQ−1(z− Hx0)
)
= −2 ln
(
(2pi)−
p
2 (det Q)− 12
)
+ (z− Hx0)TQ−1(z− Hx0)
= p ln (2pi) + ln det Q + (z− Hx0)TQ−1(z− Hx0) (3.22)
appears to be easier to work with. But computing the determinant of Q could be computationally
intensive, particularly when the images being considered are finely resolved. So the reformulation
ln det Q= ln det
(
R + HP0HT
)
= ln det
(
R
[
Ip×p + R−1HP0HT
])
= ln
(
det R det
[
Ip×p + R−1HP0HT
])
= ln det R + ln det
(
Ip×p + R−1HP0HT
)
= ln det R + ln
p∏
j=1
νj
(
Ip×p + R−1HP0HT
)
= ln det R + ln
p∏
j=1
(
1 + νj
(
R−1HP0HT
))
= ln det R +
p∑
j=1
ln
(
1 + νj
(
R−1HP0HT
))
(3.23)
is employed, where νj denotes the j- th matrix eigenvalue here [59]. Substituting (3.23) into (3.22)
reveals
G(z) = p ln (2pi) + ln det R +
p∑
j=1
ln
(
1 + νj
(
R−1HP0HT
))
+ (z− Hx0)TQ−1(z− Hx0). (3.24)
Evaluating (3.24) seems to be more computationally efficient compared to when (3.22) is considered
[59]. The matrix R in (3.24) is diagonal here, so obtaining det R is trivial because it only involves
the product of the diagonal entries. Although ln det Q in (3.22) can be written as
∑p
j=1 ln νj(Q),
magnitudes of the terms in this summation can become very “large” when the eigenvalues of Q are
very “small”. This could potentially induce instabilities in (3.22). This should not manifest when
considering the equivalent formulation in (3.24) because one is added to each eigenvalue that is
computed before taking logarithms.
Minimising (3.24) could be a difficult analytic computation because σ21 and σ22 only appear
implicitly in terms involving the covariance matrices Q and R. As such, a mesh of possible values
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for σ21 and σ22 is defined, and (3.24) is evaluated at each point on it. One defines σ21 and σ22 to be
those corresponding to where (3.24) is at a minimum. Note that because (3.24) is not minimised
with respect to the entirety of R2, one cannot be certain that the minimum located is global.
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Figure 3.2: Negated log marginal likelihood in (3.24), given the synthetic data in Figure 2.3, with
respect to the domain (σ21,σ22) ∈ [1× 10−8, 9× 10−5] m2 s−2 × [1× 10−6, 9× 10−4] s−2.
Bounds need to be imposed on σ21 and σ22 to define a mesh, so empirical definitions are not completely
eliminated here. Values of σ21 on the interval σ21 ∈ [1× 10−8, 9× 10−5] m2 s−2 are considered. Re-
call from Section 1.3 that the speed of water induced by bioirrigating Arenicola marina appears from
previous research to lie within the interval O(10−6) m s−1 − O(10−5) m s−1 [1, 18]. These speeds
are smaller in magnitude than the bounds for the standard deviation σ1, to ensure that error is
accounted for. However, one must still make sure that this standard deviation is not so “large” that
1 overpowers x in (3.16). It is also enforced that σ22 ∈ [1× 10−6, 9× 10−4] s−2. The minimum
standard deviation σ2 arising from this interval is O(10−3) s−1, in line with the temporal grey scale
intensity derivatives in Figure 2.4. So the standard deviation σ2 ought to be similar or larger in
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magnitude than the observations −Ft, again to account for error whilst not being so “large” that 2
overpowers z in (3.16).
A plot of the negated log marginal likelihood, given the prior distribution and likelihood defined in
Section 3.1, with respect to the mesh (σ21,σ22) ∈ [1× 10−8, 9× 10−5] m2 s−2 × [1× 10−6, 9× 10−4] s−2
is depicted in Figure 3.2. The definitions σ21 = 1× 10−8 m2 s−2 and σ22 = 1× 10−6 s−2 are made
because this is where the minimum appears to be reached.
Prior Distribution In Section 3.1, the Gaussian prior distribution x ∼N(x0, P0) is defined. The
rationale behind the mean x0 and covariance matrix P0 definitions are outlined here. First, consider
the prior mean. Given lacking prior knowledge of flows induced by bioirrigating Arenicola marina, a
non- informative zero prior mean is utilised here.
The prior covariance matrix is considered next. In Chapter 2, the multi- resolution Horn- Schunck
method is investigated because it enforces the desirable property of spatial smoothness in optical
flows [4, 5, 9]. This can be incorporated into the prior covariance matrix by including non- zero off-
diagonal entries. To begin with, it is assumed for simplicity that x- components are independent of
y- components (i.e. P012 = P021 = 0NxNy×NxNy ).
Intuitively, the influence of a flow component at a particular grid cell decreases upon departure.
This could be quantified by positive off- diagonal covariances in the matrices P011 and P022 that decay
in magnitude as they get further away from the main diagonal. The next task is to determine the
rate at which these covariances decay. This could be defined using weights sampled from a Gaussian
distribution. However, positive semi- definiteness of the associated covariance matrix may not always
be enforced. The fifth order piecewise rational function proposed by Gaspari and Cohn appears to
produce positive definite localisation matrices, where entries associated with points outside a 2d m
radius about a given grid cell in a one- dimensional domain are zero [60, 61]. It is given by
ρ =

−14
(
d
d
)5 + 12 ( dd)4 + 58 ( dd)3 − 53 ( dd)2 + 1; 0 ≤ d ≤ d
1
12
(
d
d
)5 − 12 ( dd)4 + 58 ( dd)3 + 53 ( dd)2 − 5 ( dd)+ 4− 23 (dd ); d< d ≤ 2d
0; d > 2d
(3.25)
where d ∈ R denotes the distance between the centres of two grid cells [60]. Now Roh et al suggest
that localisation matrices arising from (3.25) with respect to two- dimensional domains are not
necessarily positive definite [61]. As such, prior covariance structures defining how covariances decay
with respect to the x- and y- directions (respectively) are obtained using (3.25) here and are then
superimposed on top of each other to reveal two- dimensional covariance structures. They rely on
the covariance cut off length scales dx ∈ R and dy ∈ R in the x- and y- directions (respectively).
Note dx and dy should be “small” enough that flow at remote grid cells is not unrealistically related,
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whilst also being “large” enough that the flow does not appear to be spatially independent. In light
of this, the definition dx = 1.4δx m and dy = 1.4δy m is made here.
Figure 3.3 depicts: an example of a two- dimensional prior covariance structure defined in the
manner outlined above; and the associated positive definite prior covariance matrix, whose rows (or
equivalently columns, since it is symmetric) are concatenations of the covariance structure about
each grid cell. Notice in the second panel that covariances are O(10−1) m2 s−2. One views these
as being unrealistically large because the flow of water induced by bioirrigating Arenicola marina
appears from previous research to be (approximately) O(10−6) m s−1 − O(10−5) m s−1 [1, 18]. As
such, the prior covariance matrix is redefined to be P0 = αP0 here with α ∈ R being a scale factor
to be determined.
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Figure 3.3: The first panel depicts a two- dimensional prior covariance structure defined using (3.25)
with dx = 1.4δx m and dy = 1.4δy m about the grid cell centred on the point (0.134, 0.028) m.
The second panel depicts the associated prior covariance matrix, where axis labels denote row and
column indices (respectfully).
A value for the scale factor α is selected by, for possible values within an interval yet to be defined,
obtaining an optical flow arising from the Kalman filter with a view to minimising spatial MEEs and
MAEs. Before doing this, bounds on α need to be defined. It is decided that α should lie within the
interval α ∈ [1× 10−8, 9× 10−5] m2 s−2, because the associated standard deviation √α appears to
be (at a minimum) just larger than flows speeds induced by bioirrigating Arenicola marina in previous
research [1,18]. This ought to account for error in one‘s prior knowledge, whilst not being so “large”
that posterior variances are overestimated. Figure 3.4 illustrates how both spatial MEEs and MAEs
appear to be at minima when α = 1× 10−8 m2 s−2, so this value is subsequently utilised. This is
not necessarily a global minimum because, as with defining σ21 and σ22, one has not considered values
of α on the entire positive real line.
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Figure 3.4: Spatial MEE (first panel) and MAE (second panel) of optical flows arising from the Kal-
man filter and the synthetic data in Figure 2.3 with σ21 = 1× 10−8 m2 s−2 and σ22 = 1× 10−6 s−2,
versus prior variance.
3.2.2 Results
The prior covariance matrix enforces that x- and y- flow components are spatially smooth, whilst
not accounting for any interaction between the two directions. This is similar, in essence, to the
regularisation term in the Horn- Schunck method because the norms in (2.1) involve either u or v
but not both [9]. And as with a zero prior mean, the zero prior guesses of the optical flow at the
bottom pyramid level and correction increments at higher levels employed in Chapter 2 highlight a
lack of existing knowledge. As such, one views the regularisations employed to obtain optical flows
using the multi- resolution Horn- Schunck method and the Kalman filter from the synthetic grey scale
images in Figure 2.3 as similar. Such a setup seems attractive for establishing whether accounting for
uncertainty in flow components and observations via Kalman filtering produces more realistic results
than those arising from the multi- resolution Horn- Schunck method.
Recall from Section 2.3.3 that flow speed appears fastest in a “half- ring” surrounding the inlet,
rather than at the inlet itself [2]. One possible explanation is that magnitudes of observed negated
temporal grey scale intensity derivatives are comparatively “large” in this region and “small” at the
inlet (see Figure 2.4) [2]. This suggests that zero prior guesses of the optical flow at the bottom
pyramid level and correction increments at subsequent levels are updated very little where fluid is
injected [2]. Figure 3.5 indicates that similar behaviour is apparent when Kalman filtering is employed,
despite accounting for uncertainty in flow components and observations.
The spatial MEEs arising from the Kalman filter, which are 2.9973× 10−4 m s−1 with respect
to a three grid cell radius surrounding the inlet and 6.4959× 10−5 m s−1 with respect to the entire
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domain, are roughly the same (albeit slightly larger) as their counterparts in Section 2.3.3. Figure 3.5,
however, indicates that AEs arising from the Kalman filter can be much larger than those in Figure 2.5.
When computed with respect to a three grid cell radius surrounding the inlet, the spatial MAE arising
from the Kalman filter is 0.1639 rad. This increases to 0.8266 rad when the domain is extended to
cover the entirety of Ω, which is 0.3112 rad greater than its counterpart for the multi- resolution
Horn- Schunck method.
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Figure 3.5: Optical flow arising from the Kalman filter, using the synthetic grey scale image data in
Figure 2.3 with observation error variances σ21 = 1× 10−8 m2 s−2 and σ22 = 1× 10−6 s−2, superim-
posed on top of EEs (ms−1, left) and AEs (rad, right).
The boundary conditions in Figure 2.2 are used in Section 2.3.2 to deduce that flow should point
upwards on the entire left- hand boundary: flow direction is the same along the left-, bottom and
right- (below the inlet) hand boundaries since they form a streamline; and fluid spreads out from
the inlet and exits at the open top. But the optical flow in Figure 3.5 appears to point upwards
above the inlet and downwards below it on the left- hand boundary, perhaps in line with the fact
that fluid ought to spread out from Λ. Now boundary conditions are enforced retrospectively here,
as in Chapter 2. One queries that because the multi- resolution Horn- Schunck method is executed
iteratively, downward- pointing flow on the left- hand boundary can be gradually smoothed upwards
via the parameter λ.
One queries whether “large” AEs in Figure 3.5 on the left- hand edge of Ω could be reduced by
incorporating boundary conditions analogous to those in Figure 2.2 into the Kalman filter, rather
than imposing them retrospectively. This should implicitly enforce that flow direction ought to be
the same there. Imposing these boundary conditions on the prior mean would be trivial because it
is already zero. This task would be much more difficult in the case of the prior covariance matrix,
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since entries quantify the influence of flow components on those at nearby grid cells rather than
their slope. This raises the question of whether building prior covariance matrices using (3.25) is
appropriate here. One possible alternative is to use matrix discretisations of derivatives instead.
Although enforcing boundary conditions on prior covariance matrices would be easier, the user could
no longer specify when covariances tend to zero [60].
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Figure 3.6: The first row depicts posterior variances (normalised by α) of x- (left panel) and y-
components (right panel) of the optical flow in Figure 3.5 , i.e. when σ21 = 1× 10−8 m2 s−2 and
σ22 = 1× 10−6 s−2. The second row depicts posterior variances (normalised by α) of x- (left panel)
and y- components (right panel) of the optical flow arising from when σ21 = 9× 10−5 m2 s−2 and
σ22 = 9× 10−4 s−2.
Figure 3.5 suggests that AEs are lesser surrounding the inlet than at the inlet itself, i.e. they appear
to be comparatively “small” in a surrounding “half- ring”. Figure 3.6 depicts the ratio of posterior
variances in optical flow x- and y- components (respectively) to prior variance. When the first and
second columns of Figure 3.6 are overlaid, the region of maximum PVR appears to form a “half- ring”
surrounding the inlet. One possible explanation for this behaviour is that magnitudes of observed
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negated temporal grey scale intensity derivatives are also largest in a “half- ring” surrounding the
inlet (see Figure 2.4). Now unlike AEs, variances are independent of the true solution. This suggests
that posterior variances can act as a proxy for residual errors when the true solution is unknown.
Their square root has the same physical dimensions as speed, which suggests that inferring optical
flow component errors from them is easier than when innovation magnitudes are considered.
The second row of Figure 3.6 is generated by changing the mesh of possible values that σ21 and σ22
can take so that it consists of only one point, where σ21 = 9× 10−5 m2 s−2 and σ22 = 9× 10−4 s−2.
A reduced level of PVR is depicted: one is more uncertain, compared to when σ21 = 1× 10−8 m2 s−2
and σ22 = 1× 10−6 s−2, that the comparatively “small” AEs surrounding the inlet do indeed occur.
This highlights how important the definition of σ21 and σ22 is.
Figure 2.6 reveals some divergences with “large” magnitudes (relative to those near the inlet)
where they ought to be comparatively “small” [2]. One of the purposes of accounting for uncertainty
in optical flow components and observations here is to see whether these divergence magnitudes
reduce. Figure 3.7 suggests that, as in Section 2.3.3, flow divergence magnitudes do not immediately
tend towards zero upon departure from the inlet as they do in Figure 2.3.
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Figure 3.7: Divergence of the optical flow in Figure 3.5.
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3.3 Real Image Simulation
Suppose that the real RGB images are prepared in the same manner as in Section 2.4.1. This
indicates that there are 184000 states to estimate. However, there are no covariance matrices to
update in the multi- resolution Horn- Schunck method [4, 5]. If there were, then they would each
contain 3.3856× 1010 entries. Storing them would require a lot of computational resources. So
rather than down- sampling by a factor of eight as in Section 2.4.1, the real grey scale images are
down- sampled by a factor of thirty two here generating a more computationally feasible resolution
of 50× 115 after cropping as well.
The observation error variances are taken here to be the same as those in Section 3.2 because the
physical setups of the synthetic and real image simulations appear to be “similar” [3]. Note that this
definition is empirical in part, and does not involve considering the negated log marginal likelihood
associated with the down- sampled and cropped real grey scale images to ease the computational
burden.
An analogous prior distribution to that defined in Section 3.2.1 is employed here at the first
relative time point. The covariance cut off length scales used to define the prior covariance matrix
are rescaled to dx = 5.0δx m and dy = 2.2δy m here, because the width and height of the aquarium
are different to those in the synthetic case [3].
The columns of Figure 3.8 are generated in a similar manner to those in Figure 2.8. They suggest
that flow speeds arising from the down- sampled and cropped real grey scale images and the Kalman
filter tend to be larger than their counterparts for the multi- resolution Horn- Schunck method. This
statement could strengthen the comments made in Section 2.5 that an unrealistically high level of
spatial smoothing appears to be employed to produce the optical flows in Figure 2.9. Also, flow speeds
in Figure 3.8 at the first relative time point seem to be larger than those induced by bioirrigating
Arenicola marina in previous research within the interval O(10−6) m s−1 − O(10−5) m s−1 [1, 18].
One queries whether these “large” flow speeds could be reduced by using a more informative prior
mean at the first relative time point.
Figure 3.8 suggests that flow speeds decrease during a (relative) initial 250 s time window,
perhaps due to the organism gradually pumping less vigorously. Subsequently, one notices less
temporal variation in these flow speed histograms. One possible explanation for this could be that
the magnitude of the increments added on to the prior mean in (3.10) decreases. There also appears
to be some “jumps” in Figure 3.8, where histogram means swap from temporally increasing to
decreasing and vice versa, which could be attributed to the peristaltic nature of pumping induced
by bioirrigating Arenicola marina [36, 18, 62, 63]. Although Figure 2.8 also depicts similar “jumps”
in histogram means, optical flow speeds appear to increase over time rather than decrease. So one
queries whether the Kalman filter produces more realistic optical flows than the multi- resolution
Horn- Schunck method when dealing with the real RGB images.
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Figure 3.8: Histograms, denoted by columns, of optical flow speeds arising from the Kalman filter
with the down- sampled and cropped real grey scale images. Warm colours denote a high frequency
density, whilst cold colours denote a low frequency density.
The tracer reaches regions which it does not currently occupy as it spreads out. This ought to
be where magnitudes of observed negated temporal grey scale intensity derivatives are greatest, and
where prior distributions are updated most. Now because the area of high intensity at the first relative
time point in the first panel of Figure 3.9 appears to be “narrow”, it seems to almost coincide with
that where |Ft| is “largest”. This could explain why the associated region of maximum PVR in the
first row of Figure 3.9 lies roughly where intensity is greatest. Figure 3.9 illustrates how this region
subsequently extends across the domain as tracer spreads out. And if posterior variances can indeed
be used as a proxy for residual errors, which is suggested in Section 3.2.2, then spatial MEEs and
MAEs ought to temporally decrease as well.
Section 3.2.2 suggests that accounting for uncertainty in flow components and observations
seems to not reduce comparatively “large” divergence magnitudes (relative to those near the inlet)
arising where there is no fluid injection. This appears to be reflected in some of the divergences in
Figure 3.9, particularly at the first relative time point. Although the location of fluid injection is
unknown here [3], it can be deduced that divergences with apparently “large” magnitudes should not
appear in remote parts of the spatial domain simultaneously. This is because the real RGB images
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are based on a single organism, which cannot occupy an entire 0.22 m× 0.445 m cross- section at
a single time instant [3].
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Figure 3.9: The first column depicts optical flows, denoted by white arrows, arising from the Kalman
filter at the relative times t0 = 0 s (first row), t1 = 190 s (second row) and t2 = 390 s (third row).
They are overlaid on top of the down- sampled and cropped real grey scale images associated with
those relative times. The second column contains averages of posterior variances associated with
flow components in the x- and y- directions (respectively), normalised by their prior variance at the
first relative time point. The third column depicts related flow divergences.
3.4 Summary and Next Steps
Two research questions were raised in Section 2.5. One involved looking at how uncertainty in op-
tical flows can be quantified without: relying on replicate data; or sacrificing opportunities to infer
their temporal dynamics because time has been averaged across. This arose because one found it
difficult to infer error in flow components with units m s−1 from innovation magnitudes with units
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s−1 in Section 2.4.2. The second question involved looking at additional ways of enforcing that flow
divergences immediately tend towards zero upon departure from injection locations.
Observation errors and flow components are subjectively defined to follow Gaussian distribu-
tions in this chapter. The latter of which are updated using Bayesian filtering, namely the Kalman
filter [27,28]. It is raised in the synthetic simulation in Section 3.2.2 that AEs appear to be compar-
atively “small” in a “half- ring” surrounding the inlet, where the level of PVR seems largest. Unlike
residual errors, such as EEs and AEs, posterior variances are independent of the true solution. This
suggests that posterior variances can be used as a proxy for residual errors in the absence of the true
solution. One views the Kalman filter as advantageous over the multi- resolution Horn- Schunck
method for estimating flows induced by bioirrigating Arenicola marina from images here. This is
because the square root of these posterior variances have the same physical dimensions as speed,
suggesting that it is easier to infer flow field errors from them than the innovation magnitudes in
Section 2.4.2.
Non- zero divergences should only arise where fluid is injected by an organism. The third column
in Figure 3.9 depicts (particularly at early relative time points) comparatively “large” positive diver-
gences close to the likely location of injection, where grey scale intensity also appears to be “large”.
This suggests that the Kalman filter can recover source- like dynamics near the likely point of in-
jection. But despite accounting for uncertainty in flow components and observations, some of the
optical flows in this chapter still have divergences with comparatively “large” magnitudes where they
ought to be “small”.
Although incompressibility is accounted for when obtaining the observation system defined by
(1.1) using the physical arguments in Section 1.3, this appears to not be enough for it to be reflected
in the posterior mean here. A possible next step is to investigate enforcing the condition ∇ · u = 0
via the prior distribution besides the observation system.
4
Markov Chain Monte- Carlo Approaches to Bioirrigation
Quantification
The divergence field in Figure 2.3 suggests that the true solution behaves like a fluid source. This is
because the only comparatively “large” divergences appear to reside near the inlet. These are posit-
ive, indicating that fluid expands as it is injected. There is a body of literature where flows induced by
bioirrigation appear to be considered as sources, and some for the particular case involving Arenicola
marina [64, 21, 22]. Now at the end of Chapter 3, it is suggested that the condition ∇ · u = 0 could
be enforced through the prior distribution besides the observation system. One aims to achieve this
here by modelling flows induced by bioirrigating Arenicola marina as two- dimensional incompressible
point sources.
An ansatz for the velocity potential Φ(x, y, t) of a two- dimensional incompressible point source
with strength c ∈ R+ centred on the point (a, b) ∈ R2, subject to boundary conditions analogous to
those in terms of pressure in Figure 2.2, is derived in Section 4.1 [29]. Reformulating optical flow
recovery in terms of velocity potentials is already apparent in previous research [65, 66, 13]. Using
such an ansatz means that the parameters {a, b, c} need to be estimated, rather than optical flow
components at each grid cell. The state space dimension then reduces from n = 2NxNy to n = 3.
However, the new state vector x =
[
a b c
]T
is not proportional to observed negated temporal
grey scale intensity derivatives. As such, the Kalman filter cannot be employed here to estimate the
parameters {a, b, c} [27].
There appears to be a body of research viewing MCMC methods as robust approaches to as-
similating data when the observation operator is nonlinear [67, 68]. Previous research indicates
that MCMC methods can quantify optical flows for other physical problems, such as tracking road
traffic [69]. They also appear to be used for quantifying flows in sediments, such as: estimating
bioirrigation rates in muddy sediments [70]; and approximating rates of bioturbation, which is re-
lated to bioirrigation in that it defines the resulting rearrangement of sediment material rather than
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the flow of water [71]. However, MCMC methods do not appear (to my knowledge) to have been
used for quantifying flows induced by bioirrigating Arenicola marina, who typically inhabit sandy
sediments [23].
Further motivation for employing MCMC methods can be found in Section 4.2. The methodology
involved in one particular MCMC method, the Metropolis- Hastings sampler, is presented in Sec-
tion 4.2.3 [6,72,30]. This approach is applied to estimate source strengths and x- and y- coordinates
from synthetic data, besides the first five pairs of consecutive real RGB images. The associated flows
only seem to have comparatively “large” non- zero divergence magnitudes near possible locations
of fluid injection. However, particularly when dealing with the first five pairs of consecutive real
RGB images, execution of the Metropolis- Hastings sampler seems to take a long time on one‘s Dell
Optiplex 7010 computer. Other authors suggest, in different physical contexts, that MCMC methods
are computationally expensive [31, 32].
4.1 Velocity Potential Ansatz
As discussed in Section 1.3, an incompressible optical flow satisfying the condition ∇ · u = 0 is
sought. The exception to this is at the point (a, b), where the organism injects fluid. This induces
fluid expansion with strength c, suggesting that ∇ · u = c. Combining these conditions recovers
∇ · u = cδ(x− a, y − b). (4.1)
Now (4.1) is under- constrained because it involves two unknowns, namely the x- and y- components
of the optical flow. This can be circumvented by rewriting (4.1) in terms of a velocity potential,
where u = ∇Φ.
∆Φ = cδ(x− a, y − b). (4.2)
Constraints resembling (4.1) and (4.2) appear in the work of Meysman et al to recover two- dimen-
sional flow lines associated with bioirrigating Arenicola marina, and to simulate tracer concentrations
using analogues of (1.2) [21, 22]. However, this appears to be deterministic and not account for
noise [21, 22], which is done here.
The delta functions on the right- hand sides of (4.1) and (4.2) illustrate how point sources are
considered here. But Meysman et al consider spherical and elliptical sources (respectively) [21, 22].
One could argue that using a point source is somewhat unrealistic, since it does not account for the
nearby volume occupied by the organism [21, 22]. But it reflects the fact that, when generating the
synthetic data in Section 2.3.1, the inlet is defined to occupy only one grid cell [34, 35]. Now the
divergence field in Figure 2.3 illustrates that, despite fluid only being injected at the inlet, there are
other non- zero divergences at adjacent grid cells [2, 34, 35]. One views this is an artefact of how
the MATLAB FV Tool discretises the spatial domain here [34]. Opting for a point source, which
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should cover a smaller spatial area than a spherical or elliptical source, could make this artefact less
pronounced in optical flows.
Now (4.2) resembles Poisson‘s equation, which can be solved subject to boundary conditions
analogous to those in terms of pressure in Figure 2.2 using separation of variables [73]. One queries
whether this is potentially tricky because the delta function on the right- hand side of (4.2) inevitably
contains “jumps”.
The velocity potential of a two- dimensional incompressible point source with strength c centred
on the point (a, b) is given by [29]
Φ(x, y, t) = c2pi ln
√
((x− a)2 + (y − b)2). (4.3)
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Figure 4.1: Velocity potential of a two- dimensional incompressible point source given by
(4.3) using arbitrary definitions of spatial domain (x, y) ∈ [0, 0.2] m× [0, 0.2] m, source strength
c = 1× 10−5 m2 s−1, and source coordinates (a, b) = (0.2, 0.1) m.
Such a velocity potential is plotted in Figure 4.1 with arbitrary definitions of spatial domain (x, y) ∈ [0,
0.2] m× [0, 0.2] m, source strength c = 1× 10−5 m2 s−1, and source coordinates (a, b) = (0.2, 0.1) m.
One questions that it resembles the function −cδ(x− a, y − b), and decides to approximate the solu-
tion of (4.2) with that of
∆Φ = νΦ (4.4)
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where ν ∈ R is an eigenvalue. After (4.4) is solved, the delta function on the right- hand side of
(4.2) is imposed to constrain constants of integration.
Solving (4.4), subject to boundary conditions analogous to those in terms of pressure in Figure 2.2,
using separation of variables begins with writing the velocity potential being sought in the form
Φ(x, y, t) = X(x, t)Y(y, t). (4.5)
For the remainder of this derivation, the temporal variable is dropped for ease of notation. This may
seem confusing because the velocity potential being sought is temporally dependent when dealing
with the real RGB images, given that the pressure the organism pumps with is not known to be
constant [3]. However, one decides that the associated flow should also roughly respect (4.1) at all
time. As such, one deduces that temporal dependence manifests through the source strength and x-
and y- coordinates. The expression in (4.5) is now substituted back into (4.4), revealing
Φxx + Φyy = νΦ ⇔ XxxY + XYyy = νXY
⇔ Xxx
X
+ Yyy
Y
= ν. (4.6)
The first term on the left- hand side of (4.6) is a function of x only, and the second term is a function
of y only. For (4.6) to hold, both these terms must be constants, i.e.
Xxx
X
= ν1 ⇔ Xxx − ν1X = 0 (4.7)
and
Yyy
Y
= ν2 ⇔ Yyy − ν2Y = 0 (4.8)
where {ν1, ν2} ∈ R and ν = ν1 + ν2. Before solving the ODEs in (4.7) and (4.8), the pressure
boundary conditions in Figure 2.2 are recast in terms of X(x) and Y(y). These are depicted in
Figure 4.2. Note that: conditions pertaining to the inlet are omitted, because they are enforced
when the right- hand side of (4.2) is imposed after (4.4) is solved; and the spatial domain Ω now
has a general width Lx and height Ly, so that these calculations can be easily applied to different-
sized aquaria.
The ODE in (4.8) is solved first. This is subdivided into three possible cases: when ν2 = 0; when
ν2 > 0, so ν2 = γ˜22 for some scalar γ˜2 ∈ R\{0}; and when ν2 < 0, so ν2 = −γ˜22 .
Begin by considering the case where ν2 = 0. This means that Yyy = 0 and Y(y) = θ1y + θ2,
whilst Yy(y) = θ1, where {θ1, θ2} ∈ R are constants of integration. The boundary condition Yy(0) = 0
is imposed to deduce that θ1 = 0. This means that the solution now reads Y(y) = θ2. The bound-
ary condition Y(Ly) = 0 is then imposed to deduce that θ2 = 0. As such, there are no non- trivial
solutions associated with the case where ν2 = 0.
The case where ν2 > 0, i.e. ν2 = γ˜22 , is considered next. The ODE in (4.8) can be rewrit-
ten as Yyy − γ˜22Y = 0. This means that Y(y) = θ3 cosh γ˜2y + θ4 sinh γ˜2y, and Yy(y) = θ3γ˜2 sinh γ˜2y
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Figure 4.2: A schematic depicting the pressure boundary conditions in Figure 2.2, expressed in terms
of a velocity potential. Dynamics pertaining to the point of injection are neglected.
+θ4γ˜2 cosh γ˜2y, where {θ3, θ4} ∈ R are constants of integration. Enforcing the boundary condition
Yy(0) = 0 recovers the constraint θ4γ˜2 = 0. Now γ˜2 is defined earlier to be non- zero, which means
that θ4 = 0. In light of this, the solution reads Y(y) = θ3 cosh γ˜2y. Imposing the boundary condition
Y(Ly) = 0 recovers the constraint θ3 cosh γ˜2Ly = 0. Now cosh γ˜2Ly 6= 0 because the cosh function
has no zeros. This means that θ3 = 0 for θ3 cosh γ˜2Ly = 0 to hold. As such, there are no non- trivial
solutions associated with the case where ν2 > 0.
Finally, consider the case where ν2 < 0, i.e. ν2 = −γ˜22 . The ODE in (4.8) is rewritten as
Yyy + γ˜22Y = 0. It yields the solution Y(y) = θ5 cos γ˜2y + θ6 sin γ˜2y, whose first derivative is given
by Yy(y) = −θ5γ˜2 sin γ˜2y +θ6γ˜2 cos γ˜2y, where {θ5, θ6} ∈ R are constants of integration. Imposing
the boundary condition Yy(0) = 0 recovers the constraint θ6γ˜2 = 0. Now γ˜2 is defined earlier to be
non- zero, so it is enforced that θ6 = 0. This means that the solution now reads Y(y) = θ5 cos γ˜2y.
Enforcing the boundary condition Y(Ly) = 0 recovers the constraint θ5 cos γ˜2Ly = 0. For θ5 6= 0,
the condition cos γ˜2Ly = 0 must be satisfied. It is, in fact, satisfied when γ˜2 = (1 + 2j) pi2Ly for some
j ∈ Z. So there are non- trivial solutions to (4.8) of the form
Yj(y) = θj cos
(
(1 + 2j)pi
2Ly
y
)
(4.9)
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associated with negative values of ν2 given by
ν j2 = −
(1 + 2j)2pi2
4L2y
.
Next, the ODE in (4.7) is solved. Again, the calculations are subdivided into three possible cases:
when ν1 = 0; when ν1 > 0, so ν1 = γ˜21 for some scalar γ˜1 ∈ R\{0}; and when ν1 < 0, so ν1 = −γ˜21 .
The case where ν1 = 0 is considered first. The ODE in (4.7) is simplified to Xxx = 0. Its solution
and first derivative are given by X(x) = θ7x + θ8 and Xx(x) = θ7 (respectively), where {θ7, θ8} ∈ R
are constants of integration. Enforcing the boundary condition Xx(0) = 0 suggests that θ7 = 0 and
X(x) = θ8. One decides to not give the case where ν1 = 0 any further consideration here because
spatially dependent solutions are sought.
Next, consider the case where ν1 > 0, i.e. ν1 = γ˜21 . The ODE in (4.7) is written as Xxx − γ˜21X = 0.
Its solution is given by X(x) = θ9 cosh γ˜1x + θ10 sinh γ˜1x, with a first derivative Xx(x) = θ9γ˜1 sinh γ˜1x
+θ10γ˜1 cosh γ˜1x, where {θ9, θ10} ∈ R are constants of integration. Imposing the boundary condi-
tion Xx(0) = 0 recovers the constraint θ10γ˜1 = 0. This holds when θ10 = 0, because γ˜1 is defined
earlier to be non- zero. As such, the solution and its first derivative now read X(x) = θ9 cosh γ˜1x
and Xx(x) = θ9γ˜1 sinh γ˜1x (respectively). Enforcing the boundary condition Xx(Lx) = 0 recovers the
constraint θ9γ˜1 sinh γ˜1Lx = 0. Now γ˜1 is defined earlier to be non- zero, which suggests that θ9 = 0
or sinh γ˜1Lx = 0. If sinh γ˜1Lx = 0 holds, then γ˜1Lx = 0 is satisfied. However, this cannot be the
case because both γ˜1 and Lx are non- zero by definition. This means that sinh γ˜1Lx 6= 0. So for
θ9γ˜1 sinh γ˜1Lx = 0 to hold, it is enforced that θ9 = 0. As such, there are no non- trivial solutions
associated with the case where ν1 > 0.
Finally, consider the case where ν1 < 0, i.e. ν1 = −γ˜21 . The ODE in (4.7) can be written
as Xxx + γ˜21X = 0. The solution to this ODE is given by X(x) = θ11 cos γ˜1x + θ12 sin γ˜1x, where
{θ11, θ12} ∈ R are constants of integration. Its first derivative is given by Xx(x) = −θ11γ˜1 sin γ˜1x
+θ12γ˜1 cos γ˜1x. When the boundary condition Xx(0) = 0 is enforced, the constraint θ12γ˜1 = 0 is
obtained. Now γ˜1 is defined earlier to be non- zero, so it is imposed that θ12 = 0. This means
that the solution and its first derivative now read X(x) = θ11 cos γ˜1x and Xx(x) = −θ11γ˜1 sin γ˜1x (re-
spectively). Imposing the boundary condition Xx(Lx) = 0 recovers the constraint θ11γ˜1 sin γ˜1Lx = 0.
Now γ˜1 is defined earlier to be non- zero, which suggests that θ11 = 0 or sin γ˜1Lx = 0 need to
hold. In fact, the condition sin γ˜1Lx = 0 is satisfied when γ˜1 = kpiLx for some k ∈ Z. This means that
θ11γ˜1 sin γ˜1Lx = 0 can hold when θ11 is non- zero. As such, there are non- trivial solutions to (4.7)
of the form
Xk(x) = θk cos
(
kpi
Lx
x
)
(4.10)
associated with negative values of ν1 given by
ν1 = −k
2pi2
L2x
.
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Now substituting (4.10) and (4.9) into (4.5) reveals
Φ(x, y) = θjk cos
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
. (4.11)
The solution in (4.11) is written for a particular (j, k) combination. However, a reasonable question to
ask is how to define the integer values of j and k. Since (4.4) is linear in Φ(x, y), linear combinations
of solutions also satisfy it. As such, solutions given by (4.11) are summed together with respect to
the indices j and k.
Φ(x, y) =
∞∑
j=0
∞∑
k=0
θjk cos
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
. (4.12)
Note that the sums in (4.12) begin at zero, rather than −∞, because they involve cosines which
are even functions. To obtain an expression for θjk, the right- hand side of (4.2) is enforced. This is
achieved by using (4.12) to write down
∆Φ =
∞∑
j=0
∞∑
k=0
θjk
[
−
(
kpi
Lx
)2
−
(
(1 + 2j)pi
2Ly
)2]
︸ ︷︷ ︸
= ν jk
cos
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
. (4.13)
This is equated with the right- hand side of (4.2), revealing
cδ(x− a, y − b) =
∞∑
j=0
∞∑
k=0
θjkν jk cos
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
.
Then multiply both sides by cos
(
k˜pi
Lx
x
)
cos
(
(1+2˜j)pi
2Ly y
)
and integrate with respect to the spatial
domain [0, Lx]× [0, Ly] depicted in Figure 4.2.
c
∫ Lx
0
∫ Ly
0
cos
(
k˜pi
Lx
x
)
cos
(
(1 + 2˜j)pi
2Ly
y
)
δ(x− a, y − b) dx dy
=
∞∑
j=0
∞∑
k=0
θjkν jk
∫ Lx
0
∫ Ly
0
cos
(
k˜pi
Lx
x
)
cos
(
(1 + 2˜j)pi
2Ly
y
)
cos
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
dx dy.
=
∞∑
j=0
∞∑
k=0
θjkν jk
[∫ Lx
0
cos
(
k˜pi
Lx
x
)
cos
(
kpi
Lx
x
)
dx
][∫ Ly
0
cos
(
(1 + 2˜j)pi
2Ly
y
)
cos
(
(1 + 2j)pi
2Ly
y
)
dy
]
.
(4.14)
Consider the first integral on the right- hand side of (4.14).
∫ Lx
0
cos
(
k˜pi
Lx
x
)
cos
(
kpi
Lx
x
)
dx = 12
∫ Lx
0
{
cos
(
(k˜ + k)pi
Lx
x
)
+ cos
(
(k˜− k)pi
Lx
x
)}
dx. (4.15)
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Suppose that k = k˜. Then (4.15) reads
1
2
∫ Lx
0
{
cos
(
(k˜ + k)pi
Lx
x
)
+ cos
(
(k˜− k)pi
Lx
x
)}
dx= 12
∫ Lx
0
{
cos
(
2kpi
Lx
x
)
+ 1
}
dx
= 12
[
Lx
2kpi sin
(
2kpi
Lx
x
)
+ x
]Lx
0
= Lx2 .
Suppose that k 6= k˜. Then (4.15) reads
1
2
∫ Lx
0
{
cos
(
(k˜ + k)pi
Lx
x
)
+ cos
(
(k˜− k)pi
Lx
x
)}
dx= 12
[
Lx
pi(k˜ + k)
sin
(
(k˜ + k)pi
Lx
x
)
+ Lx
pi(k˜− k)
sin
(
(k˜− k)pi
Lx
x
)]Lx
0
= 0.
Analogous rationale is used to deduce that the second integral on the right- hand side of (4.14)
equals Ly2 when j = j˜, and zero otherwise. Substituting this back into (4.14), and dropping the tilde
notation for ease, reveals
θjkν jkLxLy
4 = c
∫ Lx
0
∫ Ly
0
cos
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
δ(x− a, y − b) dx dy
= c cos
(
kpi
Lx
a
)
cos
(
(1 + 2j)pi
2Ly
b
)
provided a ∈ [0, Lx] and b ∈ [0, Ly]. This can be rewritten as
θjk= 4c
LxLyν jk
cos
(
kpi
Lx
a
)
cos
(
(1 + 2j)pi
2Ly
b
)
= − 4c
LxLy
[(
kpi
Lx
)2
+
(
(1+2j)pi
2Ly
)2] cos
(
kpi
Lx
a
)
cos
(
(1 + 2j)pi
2Ly
b
)
,
using the definition of ν jk in (4.13). This expression for θjk is substituted back into (4.12), revealing
Φ(x, y)=
∞∑
j=0
∞∑
k=0
− 4c
LxLy
[(
kpi
Lx
)2
+
(
(1+2j)pi
2Ly
)2] cos
(
kpi
Lx
a
)
cos
(
(1 + 2j)pi
2Ly
b
)
× cos
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
. (4.16)
In practice, computing the infinite sums in (4.16) is not computationally feasible. As such, they
approximated with the finite sums in (4.17).
Φ(x, y)≈
My∑
j=0
Mx∑
k=0
− 4c
LxLy
[(
kpi
Lx
)2
+
(
(1+2j)pi
2Ly
)2] cos
(
kpi
Lx
a
)
cos
(
(1 + 2j)pi
2Ly
b
)
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× cos
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
. (4.17)
The quantities {Mx, My} ∈ N need to be “large” enough that (4.17) is a faithful mimic of (4.16),
whilst not being so “large” that unnecessary computational costs are incurred. In light of this, one
decides to make the definition Mx = My = 200 here after some experimentation.
Utilising the ansatz in (4.17) means that once the parameters {a, b, c} are estimated, flow at
each grid cell can be obtained using the relation u = ∇Φ. However, because the parameters {a, b, c}
only define dynamics at the location of fluid injection, estimating them rather than flow components
at each grid cell suggests that the remainder of the burrow can be ignored. Meysman et al compare
the output of simulations arising from: a two- dimensional bioirrigation model, which only considers
dynamics at the fluid injection location; and a three- dimensional model, which includes the burrow
as well [22]. They appear to obtain similar results from both approaches, suggesting that including
the burrow in the model merely induces additional computational expenses [22].
4.2 Markov Chain Monte- Carlo Methods
4.2.1 Motivation
The relation u = ∇Φ can be used to rewrite (1.1) in terms of velocity potentials [9, 13, 66].
−Ft = FxΦx + FyΦy. (4.18)
One can then substitute (4.17) into (4.18), revealing
−Ft≈
My∑
j=0
Mx∑
k=0
4c
LxLyν jk
cos
(
kpi
Lx
a
)
cos
(
(1 + 2j)pi
2Ly
b
)[
− Fxkpi
Lx
sin
(
kpi
Lx
x
)
cos
(
(1 + 2j)pi
2Ly
y
)
−Fy(1 + 2j)pi2Ly cos
(
kpi
Lx
x
)
sin
(
(1 + 2j)pi
2Ly
y
)]
. (4.19)
This acts as an observation system relating the parameters {a, b, c} contained within the state
vector to observed negated temporal grey scale intensity derivatives. The simplification in (2.16)
cannot be made though, so the Kalman filter does not appear to be appropriate for estimating these
parameters [27]. The observation system in (4.19) is subsequently written in the form of (2.14) for
ease.
As in Section 3.1, a stochastic observation error is included in the observation system here to
induce some noise in the likelihood. The observation error in Section 3.2.1 is decomposed into an
additive term and a perturbation of the state vector [50, 51]. If the source strength and x- and
y- coordinates in (4.19) were perturbed by random variables, then one could find determining the
distribution of all the stochastic terms very difficult due to the products of sines and cosines. A
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Gaussian random variable could be included in (4.18) to perturb the velocity potential though. But
again, one could find determining the distribution of all the stochastic terms difficult because the
first derivative of a Gaussian density can be negative. As such, one decides not to include 1 in
(3.15) here and the observation error covariance matrix now reads R = σ22Ip×p [50]. Suppose that
the kernel of the associated likelihood is given by
p(z|x) ∝ exp
(
−12 (z−H(x))
T R−1 (z−H(x))
)
. (4.20)
Now suppose that the joint prior distribution p(x) can be expressed as
p(x) ∝ expf(x) (4.21)
for some function f : Rn → R. One does not regard utilising (4.21) as a loss of generality: the
condition p(x) ≥ 0 holds, because p(x) is a PDF; and expf(x) ≥ 0 also holds due to properties of
the exponential. Substituting (4.20) and (4.21) into (3.2) reveals the posterior kernel
p(x|z)∝ expf(x) exp
(
−12 (z−H(x))
T R−1 (z−H(x))
)
∝ exp
[
f(x)− 12 (z−H(x))
T R−1 (z−H(x))
]
. (4.22)
Specifically, marginal posterior means and variances are sought. This requires integrating products
involving the joint posterior kernel in (4.22). The nonlinearities induced by the products of trigono-
metric terms in (4.19) suggest that, regardless of the form that the function f(x) takes, a potentially
computationally expensive numerical approach could be needed to approximate these integrals.
Suppose that there is an extra observation vector attributed to a later time, which is to be as-
similated. One regards the most recent joint posterior distribution as being an intuitive joint prior
distribution definition at this later time. It cannot be evolved forwards to the time when the next
observation vector is assimilated if the temporal dynamics of the state being inferred is unknown.
This “new” joint prior kernel would take the form of (4.22). Sampling from the associated distri-
bution could potentially require many computational resources, given the products of trigonometric
terms in (4.19). Writing a piece of code to perform this task could also be difficult because (4.22)
will not constitute a “standard” or “well- known” distribution, such as a Gaussian or Gamma.
Once the additional data has been assimilated, the “new” joint posterior kernel would not re-
semble (4.22) because there would be an extra term in the argument of the exponential. If this were
used to define another joint prior distribution, given further observations to be assimilated, then more
code would also need to be written to sample from it. Basically, additional code would be required
to sample from the joint prior distribution for each time that an observation vector is assimilated.
For simplicity, one decides that the joint prior distribution is constructed using (4.21) at each
time point. The moments of this distribution are derived from posterior means and variances at the
previous time point.
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4.2.2 Monte- Carlo Integration
Consider the joint posterior expectation, which is given by
E[x|z] =
∫
Rn
x p(x|z) dx. (4.23)
When (4.23) cannot be computed analytically, the joint posterior density can be approximated with
p(x|z) ≈ 1
N
N∑
i=1
δ(x− xi) (4.24)
where xi are independent samples drawn from the joint posterior distribution [74, 6]. These are
subsequently referred to as particles, and N ∈ N are drawn in total. Substituting (4.24) back into
(4.23) reveals
E[x|z]≈ 1
N
N∑
i=1
∫
Rn
xδ(x− xi) dx
≈ 1
N
N∑
i=1
xi,
i.e. the ensemble mean [74, 6]. This is an example of a Monte- Carlo method, which appears to be
introduced by Ulam and Metropolis, because it is reliant on random sampling [75].
The ensemble of particles needs to be “large” enough that it adequately spans the state space,
whilst not being so “large” that unnecessary computational expenses are incurred. However, obtaining
independent particles can be difficult [6]. Lambert provides an explanation for this, besides the fact
that computers are deterministic [6]. A histogram of particles can act as an approximation of a
posterior PDF. The densities can be obtained using (3.1), whose denominator involves the potentially
computationally intensive integral in (3.21). If particles are dependent, then a histogram of relative
densities
p(xi+1|z)
p(xi|z) =
p(z|xi+1)p(xi+1)
p(z|xi)p(xi) (4.25)
can be constructed instead. This does not rely on computationally expensive marginal likelihood
calculations. As such, a Monte- Carlo method where the current particle depends on the most recent
particle is a more computationally feasible option. Mathematically, this can be expressed as
p(xi+1|xi, . . . , x1, x0) = p(xi+1|xi). (4.26)
This “memoryless” property is the defining aspect of a Markov chain. As such, Monte- Carlo methods
that produce dependent particles satisfying (4.26) are examples of MCMC methods.
It is stated at the beginning of this chapter that MCMC methods are viewed as being robust
approaches to assimilating data when the observation operator is nonlinear [67, 68]. However, they
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tend to be less efficient than methods producing independent particles [6]. Lambert provides an
explanation for this: the correlation between the current and previous particle reduces the level of
additional knowledge that can be gained in generating the current particle [6]. A larger ensemble
tends to be required when particles are correlated, compared to when they are independent, to gain
a similar level of additional knowledge [6].
4.2.3 Metropolis- Hastings Sampler
This section is based on Chapter 13 in the work by Lambert, and the work of Gelman et al [6, 76].
A simple example of an MCMC method is a random walk
xi+1 = xi + ζi+1 (4.27)
where ζi+1 ∼N(0n, P˜) is a Gaussian perturbation. The purpose of using an MCMC method here is
to probe the posterior distribution to find the most probable regions. However, steps taken across the
state space that are induced by ζi+1 in (4.27) are essentially “blind”, i.e. there is no consideration
of whether the density of the next particle is higher or lower than that of its predecessor. A relative
density resembling (4.25) could be computed after each new particle is obtained, which is only ac-
cepted if the associated move across the state space is to a region with a higher density. But once
a peak is reached, no more particles can be accepted. This would be particularly problematic when
the posterior distribution contains multiple maxima. So an MCMC method that strikes a balance
between the situations where every new particle is accepted (i.e. a random walk), and where only
particles with a higher density than its predecessor are accepted, is sought. One considers here the
random walk Metropolis sampler, introduced by Metropolis et al [72].
Consider a symmetric proposal distribution with PDF p(xi+1|xi) [72]. The random walk Metro-
polis sampler involves the following steps.
• Here, the first particle is defined to be a draw from the prior density p(x).
For each subsequent particle [72]:
• Draw a proposed new particle x∗ ∈ Rn from the proposal density.
• Evaluate the acceptance probability
γ = min
{
1, p(x
∗|z)
p(xi|z)
}
. (4.28)
• Make a draw from the continuous uniform distribution q ∼ U(0, 1). Accept the proposed new
particle, i.e. define xi+1 = x∗, when q < γ. Otherwise, define xi+1 = xi.
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A random walk Metropolis sampler that converges to the posterior distribution is sought. Lambert
highlights that proving this consists of two parts: the first involves showing that the random walk
Metropolis sampler converges to a unique distribution; and the second involves showing that this
unique distribution is indeed the posterior distribution [6, 76]. Lambert suggests that the first of
these does not require further consideration because it tends to be trivial, but the second requires
more attention [6]. Now the random walk Metropolis sampler converges to the posterior distribution
if
p(xi+1 = x˜2, xi = x˜1) = p(xi+1 = x˜1, xi = x˜2) (4.29)
holds for the states {x˜1, x˜2} ∈ Rn, i.e. it is reversible. This condition is referred to as detailed
balance. It is now shown that the random walk Metropolis sampler satisfies detailed balance. Firstly,
consider the left- hand side of (4.29). Using (4.28),
p(xi+1 = x˜2, xi = x˜1)= p(x˜1|z)p(x˜2|x˜1)γ
= p(x˜1|z)p(x˜2|x˜1) min
{
1, p(x˜2|z)
p(x˜1|z)
}
. (4.30)
Similarly, one can use (4.28) to write the right- hand side of (4.29) as
p(xi+1 = x˜1, xi = x˜2)= p(x˜2|z)p(x˜1|x˜2)γ
= p(x˜2|z)p(x˜1|x˜2) min
{
1, p(x˜1|z)
p(x˜2|z)
}
. (4.31)
Consider the case where p(x˜2|z) > p(x˜1|z). Then (4.30) becomes
p(xi+1 = x˜2, xi = x˜1) = p(x˜1|z)p(x˜2|x˜1). (4.32)
One can also write (4.31) as
p(xi+1 = x˜1, xi = x˜2)= p(x˜2|z)p(x˜1|x˜2)p(x˜1|z)
p(x˜2|z)
= p(x˜1|z)p(x˜1|x˜2)
= p(x˜1|z)p(x˜2|x˜1), (4.33)
where the final line relies on the fact that the proposal distribution is symmetric. Now the right-
hand side of (4.32) resembles that in (4.33), so it is deduced that the detailed balance condition in
(4.29) is satisfied when p(x˜2|z) > p(x˜1|z). Next, consider the case where p(x˜2|z) < p(x˜1|z). The
expression in (4.30) now reads
p(xi+1 = x˜2, xi = x˜1)= p(x˜1|z)p(x˜2|x˜1)p(x˜2|z)
p(x˜1|z)
= p(x˜2|z)p(x˜2|x˜1). (4.34)
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One can also write (4.31) as
p(xi+1 = x˜1, xi = x˜2)= p(x˜2|z)p(x˜1|x˜2) (4.35)
= p(x˜2|z)p(x˜2|x˜1), (4.36)
where the second line relies on the fact that the proposal distribution is symmetric. Notice that the
right- hand side of (4.34) resembles (4.36), indicating that the detailed balance condition in (4.29)
is satisfied when p(x˜2|z) < p(x˜1|z). Finally, consider the trivial case where p(x˜2|z) = p(x˜1|z). This
means that the acceptance probability in (4.28) simplifies to γ = 1, and (4.31) becomes
p(xi+1 = x˜1, xi = x˜2)= p(x˜2|z)p(x˜1|x˜2)
= p(x˜2|z)p(x˜2|x˜1). (4.37)
Again, the second line relies on the fact that the proposal distribution is symmetric. Now (4.37)
resembles (4.30) because γ = 1 and p(x˜2|z) = p(x˜1|z). So the detailed balance condition in (4.29)
holds when p(x˜2|z) = p(x˜1|z). Putting this together with the cases where p(x˜2|z) > p(x˜1|z) and
p(x˜2|z) < p(x˜1|z) (respectively) indicates that the random walk Metropolis sampler satisfies detailed
balance.
Consider the source strength. One decides that this parameter ought to be positive, to ensure
that bioirrigating organisms inject fluid and do not suck it out of the body of marine sediment in
question. This could be enforced with an “adequately large” and positive marginal proposal mean.
However, a negative value could still be obtained because the marginal proposal distribution is sym-
metric [72]. Such a risk could be eliminated by defining the marginal proposal distribution for source
strengths to be Gamma. However, the Gamma distribution is not symmetric. This means that
(4.33), (4.36) and (4.37) no longer hold, and the random walk Metropolis sampler does not satisfy
detailed balance.
Hastings has proposed an alternative to the random walk Metropolis sampler, subsequently re-
ferred to as the Metropolis- Hastings sampler, where detailed balance is still satisfied when proposal
distributions are not symmetric [30]. The algorithm involved is the same as that of the random walk
Metropolis sampler, however the acceptance probability now reads [30]
γ = min
{
1, p(x
∗|z)
p(xi|z)
p(xi|x∗)
p(x∗|xi)
}
. (4.38)
It is now shown that the Metropolis- Hastings sampler satisfies the detailed balance condition in
(4.29) without the requirement that proposal distributions are symmetric. To begin with, the left-
hand side of (4.29) is written as
p(xi+1 = x˜2, xi = x˜1)= p(x˜1|z)p(x˜2|x˜1)γ
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= p(x˜1|z)p(x˜2|x˜1) min
{
1, p(x˜2|z)
p(x˜1|z)
p(x˜1|x˜2)
p(x˜2|x˜1)
}
(4.39)
using (4.38). Similarly, the right- hand side of (4.29) can be expressed as
p(xi+1 = x˜1, xi = x˜2)= p(x˜2|z)p(x˜1|x˜2)γ
= p(x˜2|z)p(x˜1|x˜2) min
{
1, p(x˜1|z)
p(x˜2|z)
p(x˜2|x˜1)
p(x˜1|x˜2)
}
(4.40)
using (4.38). Now consider the case where p(x˜2|z)p(x˜1|x˜2) > p(x˜1|z)p(x˜2|x˜1). Then (4.39) can be
simplified to resemble (4.32). One then shows that (4.40) resembles (4.32) as follows.
p(xi+1 = x˜1, xi = x˜2)= p(x˜2|z)p(x˜1|x˜2)p(x˜1|z)
p(x˜2|z)
p(x˜2|x˜1)
p(x˜1|x˜2) .
= p(x˜1|z)p(x˜2|x˜1).
So the Metropolis- Hastings sampler satisfies the detailed balance condition in (4.29) when
p(x˜2|z)p(x˜1|x˜2) > p(x˜1|z)p(x˜2|x˜1). Next, consider the case where p(x˜2|z)p(x˜1|x˜2) < p(x˜1|z)p(x˜2|x˜1).
Then (4.39) can be rewritten as
p(xi+1 = x˜2, xi = x˜1)= p(x˜1|z)p(x˜2|x˜1)p(x˜2|z)
p(x˜1|z)
p(x˜1|x˜2)
p(x˜2|x˜1)
= p(x˜2|z)p(x˜1|x˜2). (4.41)
One also notices that (4.40) can be simplified to resemble (4.35). This also mimics the right- hand
side of (4.41), which indicates that the Metropolis- Hastings sampler satisfies the detailed balance
condition in (4.29) when p(x˜2|z)p(x˜1|x˜2) < p(x˜1|z)p(x˜2|x˜1).
Finally, consider the trivial case where p(x˜2|z)p(x˜1|x˜2) = p(x˜1|z)p(x˜2|x˜1). This means that (4.38)
simplifies to γ = 1. The expressions in (4.39) and (4.40) can be simplified to resemble (4.32) and
(4.35) (respectively), which are in fact equal as well given that p(x˜2|z)p(x˜1|x˜2) = p(x˜1|z)p(x˜2|x˜1).
Putting this together with the cases where p(x˜2|z)p(x˜1|x˜2) > p(x˜1|z)p(x˜2|x˜1) and p(x˜2|z)p(x˜1|x˜2) <
p(x˜1|z)p(x˜2|x˜1) indicates that the Metropolis- Hastings sampler satisfies the detailed balance condi-
tion in (4.29) without enforcing that proposal distributions need to be symmetric.
4.2.4 Convergence Diagnosis
Section 4.2.3 illustrates why the Metropolis- Hastings sampler converges to the posterior distribu-
tion. There is no mention of how to determine, in practice, when it has converged. This is discussed
further here.
In Chapter 3, the shape of the posterior distribution is known to follow that defined by a Gaussian
PDF [27,28]. Nonlinearities in the observation system, which is displayed in (4.19), suggest that the
argument of the exponential forming the posterior kernel in (4.22) is not quadratic. In particular, the
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products of trigonometric terms in (4.19) could induce multiple maxima in (4.22). If one Markov
chain is produced using the Metropolis- Hastings sampler, and it gets “trapped” at a local maximum,
then the user could falsely decide that the posterior distribution has been reached [6]. So multiple
Markov chains, starting in different regions of the state space, are generated instead [6].
Plots of evolving means can highlight when one particular Markov chain gets “trapped” at a local
maximum [6]. This is because the mean of the “trapped” chain would remain in a different region of
the state space, assuming that the starting positions of each chain are remote from one another [6].
This is an example of bad inter- chain mixing [6].
Evidence of inter- chain mixing is not enough to imply convergence [6]. A set of Markov chains
may have similar means, but they may not have reached the posterior distribution if their individual
distributions are not invariant as more particles are added [6]. This is an example of bad intra- chain
mixing [6]. One attempts to judge the level of intra- chain mixing here by looking at plots of each
Markov chain‘s distribution at the final iteration, to see if they resemble one another.
One views such a judgement as being somewhat subjective. Gelman and Rubin employ a quant-
itative approach to judge when convergence is reached [77]. Suppose that there are C ∈ N Markov
chains. Each chain ends up of length Nspin + N, where the first Nspin particles constitute an ini-
tial transient spin- up period. The latter N particles constitute the ensemble that the Metropolis-
Hastings sampler generates. The variance of the j- th Markov chain (for j ∈ {1, . . . ,C}) is given by
s2j =
1
N˜− 1
N˜∑
i=1
(cij − cj)2 (4.42)
after the N˜- th particle is obtained. The terms cij and cj denote the i- th member of the j- th Markov
chain (for i ∈ {1, . . . , N˜}), and the mean of the j- th Markov chain (respectively). Although s2j is
defined in terms of source strengths, it can be computed for source x- and y- coordinates as well.
The expression in (4.42) is used to define the within- chains variance, which is given by [77]
W = 1
C
C∑
j=1
s2j .
Gelman and Rubin define the within- chains variance having excluded the spin- up period, i.e. N˜ = 1
at the (Nspin + 1)- th iteration and N˜ = N at the final iteration [77]. The spin- up period is included
in the associated computations in this chapter, i.e. N˜ = 2 at the second iteration and N˜ = Nspin + N
at the final iteration, because one decides that it could be easier later on to judge when within-
chains variances stabilise.
A within- chains variance should underestimate their associated marginal posterior variance to
begin with because although each Markov chain should start in remote parts of the state space, it is
doubtful that they would collectively span the entire marginal posterior distribution so early on [77].
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In light of this, the expectation of a within- chains variance should tend towards the associated
marginal posterior variance as more particles are obtained [77]. Gelman and Rubin indicate that the
ratio
R̂ =
√
Var[̂c|z]
W
(4.43)
could be used to judge when a set of Markov chains converge [77, 6]. Lambert suggests that one
should continue to propose new particles until R̂ < 1.1 [6]. However, an estimate of the marginal
posterior variance Var[̂c|z] is required to obtain (4.43). Gelman and Rubin employ
Var[̂c|z] =
(
1− 1
N˜
)
W+ B
N˜
, (4.44)
where B is the between- chains variance [77, 6]
B
N˜
= 1
C− 1
C∑
j=1
(cj − c)2 . (4.45)
The term c in (4.45) denotes the overall mean across all C Markov chains of source strengths.
Gelman and Rubin justify the marginal posterior variance estimate in (4.44) by highlighting that it
becomes unbiased as N˜→∞ [77]. They also suggest that (4.44) is an overestimate, assuming that
the starting positions of each Markov chain are adequately remote [77]. One considers this to be
advantageous, because the user can be even more certain that the Markov chains span the entire
marginal posterior distribution in question when W approaches Var[̂c|z].
4.3 Synthetic Simulation
The Metropolis- Hastings sampler is now employed to estimate a source strength, and its x- and y-
coordinates, associated with a pair of synthetic grey scale images. The data in Figure 2.3 is used
for synthetic simulations in Chapters 2 and 3 [2]. Now MCMC methods rely on the inherent noise
in the ensemble being constructed to estimate marginal posterior variances. Although one seeks to
reduce marginal prior variances, there should still be noise left in the ensemble once data has been
assimilated so that unrealistic zero marginal posterior variances are avoided. This is further enforced
here by perturbing the grey scale intensities in Figure 2.3 by draws from a Ga(1,0.05) distribution.
Note that Gamma distributions are defined here in terms of shape and scale parameters.
The rationale behind likelihood, prior and proposal distribution definitions, as well as their mar-
ginal means and variances, are outlined in Section 4.3.1. The optical flow governed by (4.17),
incorporating parameter estimates arising from the Metropolis- Hastings sampler, is compared to the
true solution in Section 4.3.2. Unlike those arising from the multi- resolution Horn- Schunck method
and the Kalman filter in Sections 2.3 and 3.2 (respectively), the only region where flow divergence
magnitudes appear to be “large” (compared to those on the remainder of Ω) is near the inlet here [2].
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But one views this approach as computationally expensive on one‘s Dell Optiplex 7010 computer
because it takes approximately 3.2 hours to run 1 2.
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Figure 4.3: Synthetic grey scale image data in Figure 2.3, which is perturbed by draws from a
Ga(1, 0.05) distribution, with white arrows denoting the unperturbed true solution.
4.3.1 Defining a Likelihood, Prior and Proposal Distributions
Likelihood The kernel of the likelihood is stated in (4.20), where R = σ22Ip×p. As such, the only
parameter that needs tuning is σ22. In Section 3.2.1, the definition σ22 = 1× 10−6 s−2 is made by
minimising the negated log marginal likelihood in (3.22) [2]. Employing the ansatz in (4.17) in such
a task could make it computationally expensive. As such, an empirical definition of σ22 is made here
instead.
1Computation times recorded throughout this thesis do not include the code required to generate figures.
2To reduce distortion placed on comparisons between computation times, associated simulations were run on the
same Dell Optiplex 7010 computer. An additional computer cluster was employed in an attempt to reduce computation
times. But when this cluster went down, another had to be used instead. Although the same Dell Optiplex 7010
computer was still used, the change in cluster could have distorted comparisons between computation times. The
simulation in Section 4.4 was run on both clusters and although the computation times were not exactly the same, one
deemed them to be “similar”. This led one to decide that the change in cluster would not greatly distort comparisons
between computation times for the other simulations in Chapters 4 and 5.
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One decides that the temporal grey scale intensity derivatives in Figure 2.4 ought to resemble those
associated with the images in Figure 4.3. This is because the synthetic data in Figure 4.3 is obtained
by adding random perturbations to that in Figure 2.3. As such, one could argue that the definition
σ22 = 1× 10−6 s−2 utilised in Section 3.2.1 is appropriate here too.
The likelihood kernel in (4.20) decreases with σ22. When σ22 = 1× 10−6 s−2, likelihood kernel
evaluations seem to be very “small”. One decides to use the larger variance σ22 = 1× 10−4 s−2
instead, to ensure that instabilities are not induced into (4.38).
Prior Distributions The prior distribution, mean and covariance structure defined in Section 3.2.1 is
the same for each state vector entry, because they all represent optical flow components [2]. The
state vector now contains source strengths, and x- and y- coordinates, which have different physical
properties. Defining a Gaussian marginal prior distribution for each parameter may not be appropriate.
One decides to treat these parameters as being independent, i.e.
p(x) = p(a)p(b)p(c). (4.46)
One views this independence assumption as intuitive. This is because the position that an organism
is placed at in an aquarium should not affect the pressure induced by its burrowing. And if one were
to vertically perturb the point where an organism is placed at in an aquarium, then the position in
the x- direction ought to not be greatly affected either.
A Gamma marginal prior distribution is enforced for source strengths to ensure that Markov
chain starting positions are positive. The definition E[c] = 2× 10−5 m2 s−1 is made because flow
speeds residing approximately within the interval O(10−6) m s−1− O(10−5) m s−1, which appear to
be induced by bioirrigating Arenicola marina in previous research, are desired [1, 18]. The marginal
prior variance is taken to be Var[c] = 2.5× 10−11 m4 s−2. It should be “large” enough that it can be
reduced when observations are assimilated, whilst not being so “large” that the information quantified
by the marginal prior mean is overpowered by observations. As such, the kernel of the source strength
marginal prior PDF is
p(c) ∝ c15 exp (−800000c). (4.47)
Next, consider source y- coordinates. The synthetic data in Figure 4.3 indicates that fluid is injected
near the line y = 0.1. But it could also take place above or below this line, since the right- hand
boundary is a symmetry axis. So a symmetric marginal prior distribution, such as a Gaussian distri-
bution centred where y = 0.1, would be appropriate for b. The associated marginal prior variance is
taken to be Var[b] = 25δy2 m2, which is deliberately defined to not be so “large” that the source
lies outside the aquarium. The kernel of the source y- coordinate marginal prior density is written as
p(b) ∝ exp
(
−(b− 0.1)
2
50δy2
)
. (4.48)
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Finally, consider source x- coordinates. The synthetic data in Figure 4.3 indicates that the inlet lies
on the right- hand boundary. If a symmetric marginal prior distribution is imposed there, then half
of its weight would be placed on a region outside the aquarium. The acceptance criterion in (4.38)
could be revised so that x- coordinates greater than 0.2 m are rejected. However, this would reduce
the acceptance rate.
One decides that the horizontal distance from the source to the right- hand boundary a˜ ∈ R is to
be estimated instead of a, where a˜ = Lx − a. Now negative values of a˜ are unrealistic because it is
a distance and not a displacement. As such, a Gamma marginal prior distribution is employed for a˜.
Now a Gamma distribution must have a non- zero mean, to ensure that the associated scale parameter
remains bounded. So one takes E[a˜] = 1× 10−3 m to be “small”, with a view to quantifying the fact
that the source lies very close to the right- hand boundary in Figure 4.3. One is very certain of this
knowledge, given the data in Figure 4.3, so a “small” marginal prior variance Var[a˜] = 2.5× 10−7 m2
is defined. The kernel of the marginal prior density for the horizontal distance from the source to the
right- hand boundary can be written as
p(a˜) ∝ a˜3 exp (−4000a˜). (4.49)
The state vector is now redefined to be x =
[
a˜ b c
]T
, and (4.46) is rewritten as
p(x) = p(a˜)p(b)p(c). (4.50)
The kernel of the joint prior density for the redefined state vector can be written as
p(x)∝ c15a˜3 exp
(
−800000c− (b− 0.1)
2
50δy2 − 4000a˜
)
∝ exp ln (c15a˜3) exp(−800000c− (b− 0.1)250δy2 − 4000a˜
)
∝ exp
(
15 ln c + 3 ln a˜− 800000c− (b− 0.1)
2
50δy2 − 4000a˜
)
using the product in (4.50) and the marginal kernels in (4.47), (4.48), and (4.49). This indicates
that the kernel of the joint prior density can be written in the form of (4.21), where
f(x) = 15 ln c + 3 ln a˜− 800000c− (b− 0.1)
2
50δy2 − 4000a˜.
Substituting this back into (4.22) reveals the joint posterior kernel for the current simulation.
p(x|z) ∝ exp
[
15 ln c + 3 ln a˜− 800000c− (b− 0.1)
2
50δy2 − 4000a˜−
1
2 (z−H(x))
T R−1 (z−H(x))
]
.
(4.51)
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Proposal Distributions Parameter independence is assumed when constructing the joint prior
distribution, and the same is done so here for similar reasons. This means that
p(xi+1|xi)= p(a˜i+1, bi+1, ci+1|a˜i, bi, ci)
= p(a˜i+1|a˜i)p(bi+1|bi)p(ci+1|ci).
Gamma marginal prior distributions ensure here that starting points, but not subsequent particles,
for Markov chains of source strengths and horizontal distances from the source to the right- hand
boundary are positive. As such, Gamma marginal proposal distributions for the parameters c and a˜
are defined. Similarly, a Gaussian marginal proposal distribution is defined for source y- coordinates
to enforce that injection can realistically take place either above or below the current chain location.
Marginal proposal means are taken to be the current chain locations. For simplicity, one decides
that the marginal proposal variance for each parameter is a scalar multiple of the corresponding
marginal prior variance. However, care must be taken when defining these scale factors. When
the proposal variance is too “small”, only “small” steps can be taken across the state space and
convergence is slow. This fact and (4.38) suggest that xi+1 ≈ xi and γ ≈ 1, indicating that the
acceptance rate is “high”. To strike a balance between the acceptance and convergence rates,
marginal proposal variances are obtained by pre- multiplying marginal prior variances by a factor of
0.36 here. The associated acceptance probabilities, defined by (4.38), are depicted in Figure 4.4.
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Figure 4.4: Let each panel denote a separate Markov chain. The pink crosses denote acceptance
probabilities, defined by (4.38) for the Metropolis- Hastings sampler, associated with the synthetic
data in Figure 4.3. The black line denotes their evolving mean. The turquoise dashed line denotes
the end of the spin- up period, which constitutes the first 150 particles.
4.3.2 Results
The parameterisation outlined in Section 4.3.1 is now employed to run six Markov chains using the
Metropolis- Hastings sampler, with the aim of estimating the parameters {a, b, c} characterising the
true solution from the synthetic data in Figure 4.3. These chains each comprise of 600 particles,
where the first 150 of which constitute a spin- up period.
The second row of Figure 4.5 depicts evolving Markov chain means for source strengths, and
x- and y- coordinates. They suggest that, for each parameter, chain means converge to roughly
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the same region in state space. However, one decides that this is not enough to deduce that there
is “good” inter- chain mixing. This is because starting positions of Markov chains are drawn from
marginal prior distributions here. It is raised in Section 4.3.1 that the marginal prior variance for a˜ is
deliberately defined to be “small”, so one could argue that chains of horizontal distances from the
source to the right- hand boundary begin in roughly the same region of the state space.
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Figure 4.5: Consider using the Metropolis- Hastings sampler to estimate a source strength, and x-
and y- coordinates, characterising the true solution using the synthetic data in Figure 4.3. The first
row depicts the evolution of each Markov chain for source strengths (first column), x- coordinates
(second column), and y- coordinates (third column). The turquoise dashed lines denote the end of
the spin- up period, which constitutes the first 150 particles. The second row depicts the evolution
of the corresponding chain means. The third row depicts chain distributions at the final iteration for
source strengths (first column), x- coordinates (second column) and y- coordinates (third column),
where particles constituting the spin- up period are ignored.
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The third row in Figure 4.5 depicts Markov chain distributions of source strengths, and x- and y-
coordinates (respectively). These are obtained using the MATLAB command histcounts at the final
iteration, having ignored the spin- up period [46]. Despite some noise, one views the distribution of
every Markov chain for each parameter as having roughly the same shape. However, for the same
reasons as the above inter- chain mixing case, one decides that this is not enough to deduce that
there is “good” intra- chain mixing here.
For each Markov chain at the final iteration, having ignored the spin- up period, one could
use the MATLAB command hist3 to create bivariate distributions for the three possible parameter
pairs (namely {a, c}, {a, b} and {b, c}) [78]. This could indicate whether constructing a joint prior
distribution using (4.50) is appropriate for the current simulation.
Displaying bivariate distributions for all three possible parameter pairs and for all six Markov
chains would require a large page. One decides to (for each parameter) compute a single “averaged”
Markov chain, where the first particle is the average of the first particle in each chain and so on.
These are utilised to generate the bivariate distributions in Figure 4.6, where warm colours denote
a high frequency density and cold colours denote a low frequency density. One decides that none
of these figures display an “obvious” posterior correlation between parameters, which could suggest
that using (4.50) to build a joint prior distribution is appropriate here.
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Figure 4.6: For each parameter, consider generating a single Markov chain at the final iteration by
averaging across those in Figure 4.5. These are used to generate bivariate distributions of source:
strengths versus x- coordinates (first panel); y- coordinates versus x- coordinates (second panel); and
strengths versus y- coordinates (third panel). Warm colours denote a high frequency density, whilst
cold colours denote a low frequency density. Note that particles constituting the spin- up period are
ignored.
Given some of the ambiguities experienced when attempting to diagnose convergence from Figure 4.5,
an inspection of evolving within- and between- chains variances is included here as well. These are
computed at each iteration after the first, and their evolutions are depicted in Figure 4.7.
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Figure 4.7: The first row depicts evolving within- chains variances, associated with the Markov chains
in Figure 4.5 for source strengths (first column), x- coordinates (second column), and y- coordinates
(third column). The second and third rows depict the associated between- chains variances and R̂
ratios (respectively). Turquoise dashed lines denote the end of the spin- up period. Magenta lines
denote the threshold R̂ < 1.1 highlighted by Lambert [6].
Within- and between- chains variances apparently increase to begin with. This could be a result
of each Markov chain gradually spanning a greater region of the state space as more particles are
accepted. Lambert indicates that BW should hold at the end of the spin- up period, assuming
that the starting points of each chain are adequately remote from one another [6]. One considers
this to be the case in Figure 4.7. The quantities W and B then mostly appear to decrease to varying
degrees before stabilising. One possible explanation for this is that if a set of Markov chains each
converge to the same marginal posterior distribution, then the effects of remote particles ought to
reduce as chain lengths grow.
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Evolution of the R̂ ratio employed by Gelman and Rubin is included in the third row of Figure 4.7 [77].
It suggests that the condition R̂ < 1.1 that Lambert highlights is satisfied for each parameter, based
on the entire 600 particles generated (i.e. including the spin- up period) in each chain [6]. However,
one exercises caution when interpreting these values of R̂ because the marginal posterior variance
estimate that Gelman and Rubin employ in (4.44) relies on the assumption that Markov chains begin
in parts of the state space that are adequately remote from one another [77].
Categorically deducing that a set of Markov chains have converged could be very challenging
indeed. Convergence of Markov chains containing horizontal distances from the source to the right-
hand boundary has been queried, due to the “small” marginal prior variance defined in Section 4.3.1.
However, Figures 4.5 and 4.7 still seem to depict some properties of convergence. So one de-
cides that they can be used to compute estimates of source strength, and x- and y- coordinates,
by averaging across both chains and particles (excluding the spin- up period). This reveals that
ĉ = 1.3811× 10−5 m2 s−1 with standard deviation sc = 2.3714× 10−6 m2 s−1, â = 0.1991 m with
standard deviation sa = 4.0822× 10−4 m, and b̂ = 0.0974 m with standard deviation sb = 0.0116 m.
These are substituted into (4.17). The associated optical flow components are obtained using the
relation u = ∇Φ, and are plotted in Figure 4.8.
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Figure 4.8: The white arrows denote the optical flow governed by (4.17) where the source strength,
and x- and y- coordinates, are estimated using the Metropolis- Hastings sampler and the synthetic
data in Figure 4.3. These are superimposed on top of EEs (first panel) and AEs (second panel).
One decides that there should only be comparatively “large” EEs and AEs near the inlet, because
this is where the parameters being estimated relate to. This appears to be reflected in the EEs in
Figure 4.8. However, there seems to be some non- zero AEs near the bottom corners of the second
panel in Figure 4.8. Now when the true solution in Figure 4.3 is defined, the boundary conditions in
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Figure 2.2 appear to be enforced in the centres of the outermost grid cells [34,35]. But the outermost
edges of these grid cells is where the boundary conditions in Figure 4.2 are imposed when deriving
(4.17). This indicates that the optical flow in Figure 4.8 is not entirely parallel at outermost grid
cells to adjacent boundaries where there is a zero flux condition imposed. One does not view this
as an issue here because the perpendicular distance from the centre of an outermost grid cell to the
nearest boundary is δx2 =
δy
2 = 3.125× 10−3 m, which appears to be “small” compared to the width
and height of the aquarium in question.
The second panel in Figure 4.8 also depicts some non- zero AEs near the line y = 0.1, besides at
the inlet. To aid a potential explanation for this behaviour, consider (4.17) when k = 0.
Φ(y) ≈
My∑
j=0
− 16Lyc
Lx(1 + 2j)2pi2
cos
(
(1 + 2j)pi
2Ly
b
)
cos
(
(1 + 2j)pi
2Ly
y
)
. (4.52)
The first five terms in (4.52) are plotted in Figure 4.9, using the parameter estimates arising from
the Metropolis- Hastings sampler and the synthetic data in Figure 4.3. The presence of the quotient
16Lyc
Lx(1+2j)2pi2 means that the first term tends to be larger in magnitude than those that follow. Some
of the subsequent terms are positive, and some are negative, at the start of the y- domain. This
suggests that some of them “cancel out” when summed together. Since the magnitudes of those
that are positive appear to be larger than those that are negative, they seem to increase the term
indexed j = 0 near y = 0 when summed together. Analogous behaviour is apparent in the latter half
of the y- domain, but the term indexed j = 0 seems to decrease slightly because subsequent terms
that are negative appear to have larger absolute values than those that are positive. Figure 4.9 also
suggests that the second, third, fourth and fifth terms in (4.52) are all negative in the centre of the
y- domain. There appears to be a decrease in the term indexed j = 0 when these subsequent terms
are added to it.
Frequency of terms in (4.52) increase with the index j. Regardless of the resolution of the y-
domain discretisation, the peaks of each term in (4.52) become more angular as frequency increases.
Now Figure 4.9 suggests that Φ(y) begins to increase near where y = 0.1 when My = 4. This increase
ought to become more sudden as My grows and terms with higher frequencies are included in (4.52).
One queries that this could potentially induce a sudden onset of positive divergences along the line
y = 0.1, which would be undesirable since fluid is only injected at a single point at the end of this
line.
Consider ignoring the term indexed j = 0 in (4.52). The first four terms in (4.52) would then
have indices j = 1, j = 2, j = 3 and j = 4 (respectively). They are each plotted in the bottom left-
hand panel of Figure 4.9. Their sum appears to decrease before the line y = 0.1 is reached, and
then increase afterwards. This induces a turning point, roughly where y = 0.1. As subsequent terms
with higher frequencies and more angular peaks are included, one queries that the slope near this
minimum could become less smooth and induce a sudden “jump” in divergences.
4.3 Synthetic Simulation 73
0.05 0.1 0.15
y
-16
-14
-12
-10
-8
-6
-4
-2
0
(y)
10 -6
j=0
j=1
j=2
j=3
j=4
0.05 0.1 0.15
y
-14
-12
-10
-8
-6
-4
-2
(y)
10 -6
0.05 0.1 0.15
y
-1.5
-1
-0.5
0
0.5
1
1.5
(y)
10 -6
j=1
j=2
j=3
j=4
0.05 0.1 0.15
y
-2
-1.5
-1
-0.5
0
0.5
1
1.5
(y)
10 -6
Figure 4.9: The top left- hand figure depicts evaluations of the first five terms in (4.52), using
the parameter estimates arising from the Metropolis- Hastings sampler and the synthetic data in
Figure 4.3. Their sum is depicted in the top right- hand figure. The bottom left- hand figure is the
same as the top left- hand figure, except the term with index j = 0 is not included. The sum of the
remaining four terms is depicted in the bottom right- hand figure.
One attempts to reduce these potentially sudden “jumps” in divergences near where y = 0.1 for k = 0
by weighting the associated terms with this index in (4.17) by a factor of a half. There still appear
to be some “small” artefacts of potentially sudden “jumps” in divergences near the line y = 0.1 in
Figure 4.10. This could be a possible explanation for the non- zero AEs near the line y = 0.1 in
Figure 4.8. But the only comparatively “large” non- zero divergence magnitudes in Figure 4.10 appear
to be near the inlet though, which is desired.
The spatial MEE of the optical flow in Figure 4.8 is: 1.1909× 10−4 m s−1 with respect to a
three grid cell radius surrounding the inlet; and 1.4854 × 10−5 m s−1 with respect to the entirety of
Ω. These are smaller than those arising from the multi- resolution Horn- Schunck method and the
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Kalman filter (respectively). The same is the case for the spatial MAE arising from the Metropolis-
Hastings sampler with respect to the entirety of Ω, which is 0.0176 rad. But the MAE of the optical
flow in Figure 4.8 with respect to a three grid cell radius surrounding the inlet, which is 0.1643 rad, is
larger than its counterparts arising from the multi- resolution Horn- Schunck method and the Kalman
filter.
Recall that the spatial MAEs computed in Sections 2.3.3 and 3.2.2 increase when the region
that they are computed with respect to is extended to cover the entirety of Ω. Now AEs appear
to be comparatively “large” in the bottom left- hand corner of Ω when the multi- resolution Horn-
Schunck method and Kalman filter are used to recover the true solution (see Figures 2.5 and 3.5) [2].
One possible explanation for this is that, in light of imposing boundary conditions after updating
flow components or correction increments, the lack of observational data in the bottom left- hand
corner of Ω can make it difficult to establish that flow should point upwards on the entire left- hand
boundary. Because the boundary conditions in Figure 4.2 are accounted for when deriving (4.17),
the optical flow in Figure 4.8 points upwards on the entire left- hand boundary of Ω by construction
here.
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Figure 4.10: Divergence of the optical flow in Figure 4.8.
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Recall from Section 4.3 that it takes approximately 3.2 hours to estimate a source strength, and x-
and y- coordinates, defining the true solution using the Metropolis- Hastings sampler and the pair
of synthetic grey scale images in Figure 4.3 on one‘s Dell Optiplex 7010 computer. The same task
is now performed using the real RGB images.
The computation time ought to be greater than that for the synthetic case because there are now
forty pairs of consecutive real RGB images to consider [3]. Suppose that they are prepared in the
same manner as in Section 3.3. Then each down- sampled and cropped real grey scale image has a
resolution of 50× 115, and consists of 5750 pixels (respectively). The synthetic grey scale images in
Figure 4.3 each have a resolution of 32× 32, and consist of 1024 pixels (respectively). This means
that each down- sampled and cropped real grey scale image has approximately 5.6 times the number
of pixels that a synthetic grey scale image has, which ought to further increase the computation
time. As such, only the first five pairs of consecutive real RGB images are considered in the following
experiment. It takes approximately 99 hours to complete on one‘s Dell Optiplex 7010 computer.
A likelihood, alongside marginal prior and proposal distributions, needs to be defined first. The
same likelihood as in the synthetic case is employed here, but the observation error variance is in-
creased to σ22 = 1× 10−3 s−2. Since there are more pixels in each down- sampled and cropped real
grey scale image compared with respective synthetic grey scale images, magnitudes of the exponential
argument in (4.20) ought to be “larger” than those arising from the synthetic case. This suggests
that likelihood kernel evaluations are “smaller” now. The diagonal entries of R−1 are reduced to
compensate for this, which is equivalent to increasing σ22.
The joint prior distribution at the first relative time point is constructed by assuming that the
three parameters being estimated are independent, as in Section 4.3.1. In fact, the marginal prior dis-
tribution for source strengths at the first relative time point is the same as that in the synthetic case.
This is because, despite the physical setups of the two experiments being slightly different, flow speeds
induced by bioirrigating Arenicola marina still ought to be O(10−6) m s−1 − O(10−5) m s−1 [1, 18].
Source y- coordinates and horizontal distances from the source to the right- hand boundary may
seem slightly ambiguous after cropping without clarifying the frame of reference. For example, one
may question whether the origin moves to the bottom left- hand corner of the cropped images. This,
in fact, is not the case here: the position of the origin is not redefined after a crop, and the horizontal
distance from the source to the right- hand boundary is not redefined to be the horizontal distance
from the source to the right- hand cropping boundary. With this in mind, one can now define
marginal prior distributions at the first relative time point for source y- coordinates and horizontal
distances from the source to the right- hand boundary.
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The marginal prior distributions at the first relative time point for the parameters b and a˜ that are
employed here are the same as those in Section 4.3.2. Their means and variances are adjusted
slightly because the aquarium being considered here has a different width and height from that in
Section 4.3.2 [3]. The marginal prior means are derived from the x- and y- coordinates of the pixel
in the first down- sampled and cropped real grey scale image with the greatest intensity, because
intuitively this seems to be a realistic location of fluid injection. As such, the marginal prior means
E[b] = 0.0729 m and E[a˜] = 0.2058 m are employed at the first relative time point. The associated
marginal prior variances for b and a˜ are defined to be 9δy24 m2 and 9δx2 m2 (respectively). Their
related standard deviations seem “small” compared with the width and height of the aquarium. But
one decides to define them in this way to ensure that the source x- and y- coordinates recovered
from the Metropolis- Hastings sampler remain “close” to the regions with the greatest intensity.
Joint proposal distributions are constructed in the same way as in Section 4.3.1 for each relative
time point, given how joint prior distributions are defined after the first relative time point in Sec-
tion 4.2.1. Gamma distributions are employed for marginal proposal distributions of source strengths
and horizontal distances from the source to the right- hand boundary, whilst Gaussian distributions
are used in a similar manner but for source y- coordinates. Their marginal means are the current chain
locations, and their marginal variances are the associated current marginal prior variances scaled by
a factor of 0.36.
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Figure 4.11: Let the columns denote separate Markov chains, and rows denote the relative times
t0 = 0 s (first row), t1 = 20 s (second row) and t2 = 40 s (third row). The pink crosses denote
acceptance probabilities defined by (4.38). The black line denotes their evolving mean. The turquoise
dashed line denotes the end of the spin- up period, which constitutes the first 150 particles.
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Acceptance probabilities, and their evolving means, for each of six Markov chains at the relative times
t0 = 0 s, t1 = 20 s and t2 = 40 s are depicted in Figure 4.11. As in the synthetic case, the spin-
up period consists of the first 150 particles. However, the overall length of each chain, including
the spin- up period, is increased from 600 (for the synthetic case) to 700. The average acceptance
probability appears to be slightly larger at the relative time t2 = 40 s, compared to those earlier.
One possible explanation for this is that marginal prior variances, and marginal proposal variances
by construction, ought to reduce as time evolves. This suggests that the size of steps taken across
the state space ought to temporally reduce. Recall from Section 4.3.1 that γ ≈ 1 in the somewhat
“extreme” case where xi+1 ≈ xi.
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Figure 4.12: Evolving Markov chain means for source strengths (first column), x- coordinates (second
column) and y- coordinates (third column). The relative times t0 = 0 s, t1 = 20 s and t2 = 40 s
constitute the first, second and third rows (respectively). Turquoise dashed lines denote the end of
the spin- up period, which constitutes the first 150 particles.
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Figure 4.12 depicts evolving Markov chain means for source strengths, x- coordinates and y- coordin-
ates. For each panel, chain means appear to converge to similar regions of the state space. But one
is still cautious in saying that this is evidence of “good” inter- chain mixing for analogous reasons to
those in Section 4.3.2. This is because one opts in Section 4.2.3 to draw starting positions of Markov
chains from their associated marginal prior distributions. “Small” marginal prior standard deviations
for b and a˜, compared with the width and height of the aquarium in question, are defined to ensure
that the source resides “close” to the high contrast regions in the centre of the down- sampled and
cropped real grey scale images. One could query that the starting positions of the associated Markov
chains reside in roughly the same region of the state space.
It could be argued that the Markov chain depicted by the dark blue curve in the centremost panel
of Figure 4.12 seems “trapped” at a local maximum. Now the average of the chain means at the final
iteration in this panel appears (by inspection) to lie roughly where the light blue curve finishes. The
chain with the smallest mean at the final iteration in this panel is depicted by the purple curve. One
decides its endpoint lies “adequately close” to that of the light blue curve, because there are some
other Markov chains whose means tend towards a similar region. The distances between the ends
of the dark blue and light blue curves, and the purple and light blue curves, appear to be roughly
similar (by inspection). One decides that if the end of the purple curve is “adequately close” to the
average chain mean at the final iteration, then so is that of the dark blue curve.
Figure 4.13 depicts Markov chain distributions of source strengths, as well as its x- and y- co-
ordinates, at the final iteration (excluding the spin- up period) for the relative times points t0 = 0 s,
t1 = 20 s and t2 = 40 s. Their shapes, for each parameter- time combination, appear to be roughly
the same despite some noise. But one does not view this as enough evidence of “good” intra- chain
mixing. This is because the marginal prior standard deviations defined earlier for b and a˜ appear to
be “small” compared with the width and height of the aquarium under consideration. For a particular
parameter- time combination, one could argue that Markov chain distributions mimic each other due
to their starting positions being too close together instead of because they all remain invariant when
more particles are obtained.
It could be queried that the dark and light blue distributions in the centremost panel of Fig-
ure 4.13 contain additional peaks where a > 0.22. But some of the other distributions in this panel
appear to contain smaller peaks nearby. In light of this, one decides that their shapes are similar
enough to those of the light and dark blue distributions.
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Figure 4.13: Markov chain distributions at the final iteration for source strengths (first column),
x- coordinates (second column) and y- coordinates (third column). The relative times t0 = 0 s,
t1 = 20 s and t2 = 40 s constitute the first, second and third rows (respectively). Note that the
particles constituting the spin- up period are ignored.
At each relative time point, bivariate distributions for all three parameter pairs are constructed in
the same manner as in Section 4.3.2. These are presented in Figure 4.14 for the relative times
t0 = 0 s, t1 = 20 s and t2 = 40 s (respectively). As with the synthetic case, these do not appear to
highlight any strong posterior correlations between pairs of parameters. Now it is raised earlier that
the joint prior distribution at the first relative time point is defined assuming that the parameters
{a˜, b, c} are independent. Comments at the end of Section 4.2.1 suggest that this assumption is
enforced at subsequent relative time points as well. The absence of apparent posterior correlations
in Figure 4.14 indicate that these assumptions are adequate for the simulation in question.
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Figure 4.14: For each parameter- time combination, consider generating a single Markov chain
by averaging across those in Figure 4.12. These are used to generate bivariate distributions of
source: strengths versus x- coordinates (first column); y- coordinates versus x- coordinates (second
column); and strengths versus y- coordinates (third column). The relative times t0 = 0 s, t1 = 20 s
and t2 = 40 s constitute the first, second and third rows (respectively). Warm colours denote a high
frequency density, whilst cold colours denote a low frequency density. Note that particles constituting
spin- up periods are ignored.
As with Section 4.3.2, within- and between- chains variances are examined here. The associated
evolving R̂ ratios are presented in Figure 4.15 at the relative times t0 = 0 s, t1 = 20 s and t2 = 40 s.
These appear to satisfy the condition R̂ < 1.1 highlighted by Lambert upon reaching the final itera-
tion [6]. This, alongside Figures 4.12 and 4.13, appear at first glance to suggest that Markov chains
have mixed and converged to their relevant marginal posterior distributions. However, as in the syn-
thetic case, one must exercise caution when making such deductions. This is because the marginal
posterior variance estimate in (4.44) that underpins the R̂ ratio relies on the assumption that, for
each parameter- time combination, Markov chains begin in remote parts of the state space [77].
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Figure 4.15: Evolving R̂ ratios for source strengths (first column), x- coordinates (second column),
and y- coordinates (third column) at the relative times t0 = 0 s (first row), t1 = 20 s (second row)
and t2 = 40 s (third row). Turquoise dashed lines denote the end of the spin- up period. Magenta
lines denote the threshold R̂ < 1.1 highlighted by Lambert [6].
There appear to be a number of situations in Figures 4.16 and 4.17 where within- and between-
chains variances stabilise after the end of the spin- up period. There seem to be some exceptions
to this as well. For example, the between- chains variances of source strengths at the relative time
t2 = 40 s rapidly increase at later iterations. One possible explanation for this behaviour in the bot-
tom left- hand panel of Figure 4.17 is that PVR at earlier times could potentially produce “small”
marginal prior variances. Starting positions of Markov chains could end up being so “close” together
that their evolving means begin to diverge slightly after the spin- up period has elapsed.
The histograms in Figure 4.18 are constructed in the same way as those in Figures 2.8 and 3.8,
where warm colours denote a high frequency density and cold colours denote a low frequency density.
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Figure 4.16: Evolving within- chains variances for source strengths (first column), x- coordinates
(second column), and y- coordinates (third column) at the relative times t0 = 0 s (first row),
t1 = 20 s (second row) and t2 = 40 s (third row). Turquoise dashed lines denote the end of the
spin- up period.
Flow speeds at the relative time t0 = 0 s in Figure 4.18 appear “smaller” than their counterparts
in Figure 3.8, which seem too “large” compared with the interval O(10−6) m s−1 − O(10−5) m s−1
arising from previous research [1,18]. This could potentially strengthen the idea raised in Section 3.3,
where apparent “large” flow speeds arising from the Kalman filter at early relative time points could
be reduced by using a more informative prior mean.
Figure 4.18 also suggests that flow speeds temporally decrease, which coincides with Figure 3.8 [2].
But one considers Figure 4.18 to not contain “jumps”, where histogram means swap from increasing
to decreasing over time and vice versa, as those in Figures 2.8 and 3.8 do [2]. One possible explan-
ation for this is that marginal prior variances, and also marginal proposal variances, are reduced so
much as time evolves that only “small” steps can be taken across the state space.
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Figure 4.17: Evolving between- chains variances for source strengths (first column), x- coordin-
ates (second column), and y- coordinates (third column) at the relative times t0 = 0 s (first row),
t1 = 20 s (second row) and t2 = 40 s (third row). Turquoise dashed lines denote the end of the spin-
up period.
This discussion highlights the apparent delicate balance of selecting marginal prior variances when
starting positions of Markov chains are drawn from prior distributions. They should not be so “large”
that a situation analogous to the third panel of Figure 3.1 is induced. But they should not be so
“small” that the starting positions of each Markov chain are too “close”, because this would make
diagnosis of convergence more difficult [6, 77].
One opted to draw starting positions of Markov chains from prior distributions here, because
it seemed intuitive to begin in a region of the state space which is viewed as being “close” to the
posterior distribution. One could argue that the ambiguities experienced here when diagnosing con-
vergence could be circumvented by drawing these starting positions from distributions with larger
84 4.4 Real Image Simulation
marginal variances [6]. But one queries whether defining these variances, and specifically how they
temporally decay in accordance with the level of PVR, would be difficult.
Relative Time (s) ĉ (m2 s−1) â (m) b̂ (m) sc (m2 s−1) sa (m) sb (m)
0 1.5622× 10−5 0.2234 0.0731 3.8530× 10−6 0.0059 0.0036
10 1.2236× 10−5 0.2216 0.0725 2.6944× 10−6 0.0043 0.0025
20 1.0554× 10−5 0.2212 0.0728 2.0297× 10−6 0.0035 0.0020
30 9.6052× 10−6 0.2216 0.0731 1.5341× 10−6 0.0032 0.0016
40 9.3177× 10−6 0.2221 0.0735 1.5180× 10−6 0.0027 0.0015
Table 4.1: Markov chain means and standard deviations with respect to both particles and chains
(excluding the spin- up period) for source strengths, and its x- and y- coordinates. These are obtained
using the Metropolis- Hastings sampler and the first five pairs of consecutive down- sampled and
cropped real grey scale images.
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Figure 4.18: The columns denote histograms of optical flow speeds arising from the ansatz in (4.17),
the relation u = ∇Φ and the parameter estimates in Table 4.1. Warm colours denote a high frequency
density, whilst cold colours denote a low frequency density.
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Figure 4.19: The white arrows in the first column denote optical flows, which are obtained using the
ansatz in (4.17) and the parameter estimates in Table 4.1, at the relative times t0 = 0 s (first row),
t1 = 20 s (second row) and t2 = 40 s (third row). They are overlaid on top of the down- sampled
and cropped real grey scale images associated with those relative times. The second column depicts
the associated divergences.
4.5 Summary and Next Steps
In Section 3.4, a research question concerning how the condition ∇ · u = 0 can be enforced in the
posterior mean via the prior distribution as well as the observation system is raised. A velocity
potential ansatz, based on that of a two- dimensional incompressible point source, governing the
flow of water induced by bioirrigating Arenicola marina is constructed in this chapter subject to the
boundary conditions in Figure 4.2 [29]. The three unknown parameters in this ansatz, namely the
source strength, x- and y- coordinates, are estimated at a given time. Optical flow components at
each grid cell can then be recovered using the relation u = ∇Φ.
86 4.5 Summary and Next Steps
An advantage of the divergences arising from this approach here is that, unlike some of those in
Chapters 2 and 3, their magnitudes only appear to be comparatively “large” near where fluid seems
to be injected [2]. They then roughly tend towards zero upon departure from these regions. There
appears to be additional non- zero divergences in Figures 4.10 and 4.19 (respectively) where fluid does
not seem to be injected, but one decides that they are comparatively “small” enough in magnitude
to be approximated with zero. One queries that this behaviour arises from approximating the infinite
sums in (4.16) with finite sums.
Figure 4.19 suggests that fluid only flows outwards at the open top boundary. Although one
highlights in Section 2.4.2 that this behaviour is desirable, one also argues that there could be a little
inflow as well. This is because the volume previously occupied by an organism burrowing forwards
ought to refill with surrounding fluid.
Consider a linear combination of: a two- dimensional incompressible point source, modelling fluid
injection induced by bioirrigating Arenicola marina; and an additional two- dimensional incompressible
flow at the sediment- water interface, enforcing a little inflow there. Employing such an idealism
could involve estimating more parameters at each relative time point. But one also has concerns
regarding the computation times involved on one‘s Dell Optiplex 7010 computer. This is because
employing the Metropolis- Hastings sampler to obtain a single source strength, alongside its x- and
y- coordinates, for the first five pairs of consecutive real RGB images takes approximately 99 hours
on one‘s Dell Optiplex 7010 computer. This consideration leads one to question whether a more
computationally efficient method of estimating a single source strength, as well as its x- and y-
coordinates, is required before incorporating additional flows at the sediment- water interface.
5
Iterative Ensemble Kalman Filter Approaches to Bioirrigation
Quantification
Chapter 4 suggests that using the Metropolis- Hastings sampler to estimate source strengths, as well
as x- and y- coordinates, characterising a flow of water induced by bioirrigating Arenicola marina can
be computationally expensive with respect to one‘s Dell Optiplex 7010 computer. Analogous views
appear to be shared by other authors, in different contexts [31,32]. One possible explanation for the
computational burden is that the Metropolis- Hastings sampler is a fully Bayesian approach, i.e. it
involves drawing from the true posterior distribution and not some approximation [31].
The ensemble Kalman filter (EnKF) was derived from the Kalman filter by Evensen: an ensemble,
rather than a single particle, is updated in a manner reflecting (3.10) [79, 56]. There appears to be
examples in previous research where the EnKF is a robust approach to data assimilation when the
observation operator is nonlinear [31, 80, 81]. In such a situation, the exponential argument in (3.5)
may not be quadratic. The associated posterior distribution can potentially not be Gaussian, and
(3.10) may not be capable of locating posterior modes or means. These points illustrate that the
EnKF is a non- fully Bayesian approach, because it involves an approximation of the true posterior
distribution [31, 79, 56].
Images reside in high- dimensional observation spaces because the number of pixels increases
quadratically. Given the apparent appropriateness of applying the EnKF to some large- scale meteor-
ological systems [31,80,81], one questions whether such an approach could produce realistic estimates
of the parameters {a, b, c} using the first five pairs of consecutive real RGB images and one‘s Dell
Optiplex 7010 computer in less time than the Metropolis- Hastings sampler. The EnKF appears to
be employed in previous research to obtain optical flows for other physical problems [82,83], but not
(to my knowledge) for quantifying the flow of water induced by bioirrigating Arenicola marina.
Gu and Oliver find that the EnKF produces unrealistic state estimates when the posterior dis-
tribution under consideration in their problem is multi- modal [84]. They circumvent this issue by
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applying the EnKF methodology iteratively [84]. Such an approach is subsequently referred to as an
iterative ensemble Kalman filter (IEnKF). Now the products of trigonometric terms in (4.19) sug-
gest that there could potentially be multiple peaks in joint posterior distributions for the parameters
{a, b, c}. As such, there appears to be a risk of the EnKF producing unrealistic analyses, such as
negative source strengths. An aim of this chapter is to investigate whether an IEnKF can recover
realistic source strengths, as well as x- and y- coordinates, from the first five pairs of consecutive
real RGB images in less time than the Metropolis- Hastings sampler on one‘s Dell Optiplex 7010
computer.
The methodology involved in the EnKF is presented in Section 5.1. IEnKF- based methods cur-
rently appear to be an active area of research, and a review of them is presented in Section 5.2. The
mathematical formulations of two specific IEnKFs are outlined in this section. They are employed
in Sections 5.3 and 5.4 to estimate source strengths, as well as x- and y- coordinates, characterising
synthetic data similar to that in Figure 4.3 and the first five pairs of consecutive real RGB images.
5.1 Ensemble Kalman Filter
This section is based on the work of Evensen [79, 56]. Recall from Chapter 4 that MCMC methods
involve, for each time point where an observation is assimilated, building up an ensemble of state
estimates given a prior guess of the first particle. The EnKF differs because it is initialised by an
entire ensemble of N particles drawn from a prior distribution. These are simultaneously updated
when an observation vector is assimilated.
Suppose that there is another observation vector at some later time which requires assimilation
as well. Recall that each Markov chain arising from the Metropolis- Hastings sampler is initialised
by a single particle. In Section 4.4, one decides to obtain these at the first relative time point by
drawing from the joint prior distribution arising from (4.50). Joint prior distributions at later relative
time points are also derived from (4.50) in Section 4.4 because one views writing code for sampling
from the most recent joint posterior distribution as potentially a very difficult task. The statement
in (4.50) does not need to be assumed at each relative time point here because the Emerick IEnKF
can be initialised by the analysis ensemble arising from the latest iteration [8].
Although PVR is desired, one must ensure that an ensemble arising from the EnKF does not
collapse onto a few particles after data is assimilated. Besides a state estimate with little or no
uncertainty being unrealistic, such a situation could produce subsequent prior distributions with very
“small” marginal variances that potentially cannot be updated by observations [85]. This brings
additional considerations and complications to defining likelihoods and prior distributions.
Let x0(j) denote the j- th draw from a prior distribution, where j = 1 . . . , N. These particles are
perturbed using a random walk here, such as that in (4.27), before each data assimilation takes
5.1 Ensemble Kalman Filter 89
place to produce an ensemble of background forecasts xf(j). The idea behind this is to ensure that
the analysed ensemble does not collapse onto a few particles. These background forecasts also form
the columns of the background forecast ensemble matrix Xf ∈ Rn×N. The mean of this ensemble is
denoted by xf ∈ Rn. The background forecast perturbation matrix is then defined to be
X˜f =
[
xf(1)− xf · · · xf(N)− xf
]
.
The background forecast covariance matrix can then be written as
Pf = 1
N− 1 X˜
f
(
X˜f
)T
. (5.1)
States can also be evolved forwards to the time when the next observation is made before they are
assimilated. But this is not possible here in the absence of a model governing the temporal evolution
of source strengths, as well as its x- and y- coordinates.
5.1.1 Stochastic Assimilation
This section is based on the work of Evensen [79,56]. A comprehensive outline of the following theory
can also be found in the work of Livings [86]. Recall from the beginning of this chapter that the EnKF
is derived from the Kalman filter. This is used as a starting point for outlining how data is assimilated
in the EnKF. For the sake of this illustration, suppose that observations are proportional to the state
vector and (2.16) holds. To update the j- th background forecast with additional information carried
by an observation vector z, consider writing the expression in (3.10) as
xa(j) = xf(j) + PfHT
(
R + HPfHT
)−1 [
z− Hxf(j)
]
. (5.2)
The members of the analysed ensemble form the columns of the analysis ensemble matrix Xa ∈ Rn×N.
Taking the average of (5.2) with respect to ensemble members reveals
xa = xf + PfHT
(
R + HPfHT
)−1 [
z− Hxf
]
. (5.3)
The expressions in (5.2) and (5.3) can be used to write down the perturbation
xa(j)− xa = xf(j)− xf + PfHT
(
R + HPfHT
)−1
H
[
xf(j)− xf
]
. (5.4)
Perturbations of analyses from their ensemble mean form the columns of the analysis perturbation
matrix X˜a ∈ Rn×N. This can be used to write down an analysis covariance matrix.
Pa = 1
N− 1 X˜
a
(
X˜a
)T
. (5.5)
Observations do not feature in (5.4). This suggests that the term KRKT in (3.13) is not accounted
for here, and analysis covariances could be underestimated. To combat this, an ensemble of virtual
observations
z(j) = z + 2(j) (5.6)
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is constructed where 2(j) is a draw from a N(0p,σ22Ip×p) distribution here [87, 88]. They form
the columns of the virtual observations matrix Z ∈ Rp×N. Note that although in Section 3.2.1 the
observation error is decomposed into two components 1 and 2, the 1 term is neglected in Sec-
tion 4.2.1 [50, 51]. As such, it is also neglected here to enable as direct a comparison between the
forthcoming simulations and those in Sections 4.3.2 and 4.4 as possible. Given the employment of
virtual observations, the expression in (5.2) can be rewritten as [87, 88]
xa(j) = xf(j) + PfHT
(
R + HPfHT
)−1 [
z(j)− Hxf(j)
]
.
This can be expressed in matrix form as
Xa= Xf + PfHT
(
R + HPfHT
)−1 (
Z− HXf
)
= Xf + 1
N− 1 X˜
f
(
X˜f
)T
HT
(
R + 1
N− 1HX˜
f
(
X˜f
)T
HT
)−1 (
Z− HXf
)
= Xf + 1
N− 1 X˜
f
(
X˜f
)T
HT
(
1
N− 1
[
(N− 1)R + HX˜f
(
X˜f
)T
HT
])−1 (
Z− HXf
)
= Xf + X˜f
(
HX˜f
)T(
(N− 1)R +
(
HX˜f
)(
HX˜f
)T)−1 (
Z− HXf
)
(5.7)
with the aid of (5.1). Given the j- th background forecast, the associated observation forecast is
defined to be
zf = Hxf(j).
As with the ensembles of background forecasts and analyses, an observation forecast ensemble matrix
Zf ∈ Rp×N and an observation forecast perturbation matrix Z˜f ∈ Rp×N can be similarly defined. As
such, one can rewrite (5.7) as
Xa = Xf + X˜f
(
Z˜f
)T(
(N− 1)R +
(
Z˜f
)(
Z˜f
)T)−1 (
Z− Zf
)
. (5.8)
Now relax the earlier assumption that observations are proportional to the state vector, and suppose
that the observation operator is derived from (4.19). The expression in (5.8) does not need to be
modified, because the observation operator appears implicitly under the guise of the matrices Zf and
Z˜f .
5.1.2 Deterministic Assimilation
Some authors appear to view employment of virtual observations as a flaw in the EnKF, because extra
observation error is induced [56,89,90]. This could potentially increase innovation magnitudes. One
queries whether such an effect could be of relevance when dealing with the real RGB images. This
is because intensities in the down- sampled and cropped real grey scale images do not always seem
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to vary smoothly with respect to space, which could increase associated derivatives and innovation
magnitudes (respectively).
This section is based on the respective commentaries provided by Livings and Petrie [86,91]. As
with Section 5.1.1, suppose for the sake of this illustration that observations are proportional to the
state vector and (2.16) holds. An ensemble square root filter (EnSRF) is a variation of the EnKF that
does not require virtual observations because perturbation matrices, rather than ensemble matrices,
are updated [89]. The approach in Section 5.1.1 is described as stochastic because it relies on an
additional error term being included to generate virtual observations [87,88]. The approach outlined
here is labelled deterministic, because such an error term is not required [89].
As with Section 5.1.1, begin by considering the Kalman filter [79, 56]. Since perturbations
rather than ensemble members themselves are updated here, consider the definition of the analysis
covariance matrix in (3.14) in terms of the background forecast covariance matrix [89]. The following
deduction can be made, where the definition of the Kalman gain matrix is employed in the second
line [92].
Pa= (In×n − KH)Pf .
= Pf − PfHT
(
HPfHT + R
)−1
HPf .
= 1
N− 1
[
X˜f
(
X˜f
)T − 1
N− 1 X˜
f
(
X˜f
)T
HT
(
1
N− 1HX˜
f
(
X˜f
)T
HT + R
)−1
HX˜f
(
X˜f
)T]
.
= 1
N− 1 X˜
f
[
IN×N − 1
N− 1
(
X˜f
)T
HT
(
1
N− 1HX˜
f
(
X˜f
)T
HT + R
)−1
HX˜f
](
X˜f
)T
.
= 1
N− 1 X˜
f
[
IN×N − 1
N− 1
(
HX˜f
)T( 1
N− 1
(
HX˜f
)(
HX˜f
)T
+ R
)−1 (
HX˜f
)](
X˜f
)T
.
= 1
N− 1 X˜
f
[
IN×N − 1
N− 1
(
Z˜f
)T( 1
N− 1 Z˜
f
(
Z˜f
)T
+ R
)−1
Z˜f
]
︸ ︷︷ ︸
= TTT
(
X˜f
)T
.
= 1
N− 1 X˜
fTTT
(
X˜f
)T
.
= 1
N− 1
(
X˜fT
)(
X˜fT
)T
.
By comparing this expression with (5.5), one can say that
X˜a = X˜fT (5.9)
where T ∈ RN×N is a perturbation update matrix satisfying
TTT = IN×N − 1
N− 1
(
Z˜f
)T [ 1
N− 1 Z˜
f
(
Z˜f
)T
+ R
]−1
Z˜f . (5.10)
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There does not appear to be a unique solution of (5.10), suggesting that there are many different
versions of EnSRF. A selection of these are reviewed by Tippett et al [90]. One possible option arises
from the statement [93]
TTT = IN×N − 1
N− 1
(
Z˜f
)T [( 1
N− 1 Z˜
f
(
Z˜f
)T
R−
1
2 + R 12
)
R
1
2
]−1
Z˜f . (5.11)
The notation R 12 denotes a square root of the matrix R. Recall from Section 4.2.1 that the definition
R = σ22Ip×p is made here. As such, one can say that det R = σ
2p
2 =
(
σp2
)2
> 0. This indicates that
R is positive definite here, so it has a unique square root [94]. This is used to further simplify
the expression in (5.11), whilst also utilising the fact that R is symmetric since it is a covariance
matrix [93].
TTT= IN×N − 1
N− 1
(
Z˜f
)T [
R
1
2
(
1
N− 1R
− 12 Z˜f
(
Z˜f
)T
R−
1
2 + Ip×p
)
R
1
2
]−1
Z˜f .
= IN×N − 1
N− 1
(
Z˜f
)T
R−
1
2
[
1
N− 1R
− 12 Z˜f
(
Z˜f
)T
R−
1
2 + Ip×p
]−1
R−
1
2 Z˜f .
= IN×N − 1
N− 1
(
R−
1
2 Z˜f
)T [ 1
N− 1
(
R−
1
2 Z˜f
)(
R−
1
2 Z˜f
)T
+ Ip×p
]−1 (
R−
1
2 Z˜f
)
.
This can be further simplified using the Sherman- Woodbury- Morrison formula in (3.8) [52–55].
TTT= IN×N −
(
R−
1
2 Z˜f√
N− 1
)T ( R− 12 Z˜f√
N− 1
)(
R−
1
2 Z˜f√
N− 1
)T
+ Ip×p
−1( R− 12 Z˜f√
N− 1
)
︸ ︷︷ ︸
= S
.
= IN×N − ST(Ip×p + SST)−1S.
= (IN×N + STS)−1. (5.12)
Consider the matrix IN×N + STS in (5.12). For its square root to be unique, the condition
wT
(
IN×N + STS
)
w > 0 must hold where w ∈ RN\{0N} is an arbitrary non- zero vector [94]. Now
one can write wT
(
IN×N + STS
)
w = wTw + (Sw)T (Sw). The term wTw must be positive because
it is the sum of each entry in w squared. It cannot be zero because one states earlier that w is
not the zero vector. The term (Sw)T (Sw) can be positive, since it is the sum of the entries in
Sw squared. But it could also be zero, despite the fact that w cannot be the zero vector, given
pre- multiplication by the matrix S. If wTw > 0 and (Sw)T (Sw) ≥ 0, then wT (IN×N + STS)w > 0
holds. This means that the eigenvalues of IN×N + STS are all positive. Their reciprocals are the
eigenvalues of
(
IN×N + STS
)−1, which also are all positive. This means that (IN×N + STS)−1 is
positive definite, and it has a unique square root [94]. As such, one can rewrite (5.12) as
T = (IN×N + STS)−
1
2 . (5.13)
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Updating analysis perturbations according to (5.9) with the perturbation update matrix in (5.13)
is referred to as the ensemble transform Kalman filter (ETKF), and was proposed by Bishop et
al [93]. These analysis perturbations, and the ensemble mean arising from (5.3), can then be used
in conjunction to recover the ensemble members themselves.
Now relax the assumption that the observation operator satisfies (2.16), and suppose that it is
defined by (4.19). The construction of the ETKF does not change because, as in Section 5.1.1, the
observation operator only appears implicitly under the guise of the matrices Zf and Z˜f .
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Gu and Oliver suggest that, in the context of a reservoir engineering problem, the EnKF can pro-
duce unrealistic analyses [84]. This appears to be because the posterior distribution in question is
multi- modal, and cannot be adequately characterised by a single mean and variance [84]. This is of
particular interest for the problem of estimating source strengths, as well as x- and y- coordinates,
defining flows induced by bioirrigating Arenicola marina because the products of trigonometric terms
in (4.19) could potentially induce multiple peaks in joint posterior distributions. Gu and Oliver seem
to circumvent this in their reservoir engineering problem by applying the stochastic formulation of
the EnKF iteratively [84].
Luo and Hoteit employ residual nudging in an iterative application of the ETKF, enabling the user
to monitor and adjust innovations [95]. However, it appears to require the computationally expensive
task of recovering a Jacobian when the observation operator is nonlinear [95]. One perceives this
as being undesirable here, particularly given the nonlinear observation operator defined by (4.19),
because a reduced computation time is specifically being sought.
Luo and Hoteit, and also Iglesias, pre- multiply the observation error covariance matrix by a reg-
ularisation parameter in their iterative applications of the ETKF and EnKF with virtual observations
(respectively) [95, 96]. The idea seems to be that regularisation parameter values which gradually
tend towards zero with iterations are preferred, ensuring that not too much weight is placed on
observations and overfitting is not induced [95,96]. Although the authors provide some guidance on
how to define regularisation parameter values [95,96], one still views it as a difficult empirical choice
in practice.
Rommelse cites a situation where there is a “large jump” between background forecast and ana-
lysis ensemble means at a single iteration of the EnKF [97]. This could induce overfitting, and its
effects would potentially be difficult to subsequently reduce. Rommelse appears to suggest that this
can be avoided by splitting the “large jump” into smaller pieces [97]. This ought to make it easier
for the user to judge when data approaches being overfitted, and subsequently avoid it. Emerick
and Reynolds put this into practice by iteratively assimilating an observation vector M times, where
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the observation error covariance matrix R is redefined as MR at each iteration, using a stochastic
formulation of the EnKF [8]. In light of this, the expression in (5.8) now reads
Xai = Xfi + X˜fi
(
Z˜fi
)T(
(N− 1)MR +
(
Z˜fi
)(
Z˜fi
)T)−1 (
Zi − Zfi
)
(5.14)
at the i- th iteration [8]. Virtual observations are still defined by (5.6) but 2(j) is now a draw from
a N(0p,σ22MIp×p) distribution [8]. This is subsequently referred to as the Emerick IEnKF.
Appendix E, which is based on a derivation presented by Emerick and Reynolds, shows that the
posterior mean and covariance matrix arising from the Kalman filter are unchanged regardless of
whether observations are assimilated: once with error covariance matrix R; or M times, each with
error covariance matrix MR [8]. This does not seem to hold if the observation operator is nonlinear,
such as when it is defined by (4.19) [8]. But Appendix E does provide some insight into why Emerick
and Reynolds inflate observation error variances by the number of iterations [8].
Emerick and Reynolds compare the performance of a selection of both iterative and non- iterative
EnKF- based methods in the context of a reservoir engineering problem, with respect to that of the
Metropolis- Hastings sampler [32]. Only the randomised maximum likelihood (RML) method ap-
pears to produce results which respect observations as faithfully as those arising from the Metropolis-
Hastings sampler [32, 98, 99]. Now the RML involves gradient approximations [32, 98, 99]. These
could increase computation times, which one is seeking to reduce here.
Sakov et al discuss two IEnKFs (subsequently referred to as the Sakov IEKF and Sakov IEnKF,
respectively), which are based on the ensemble RML (EnRML) proposed by Gu and Oliver [7, 100].
They are designed to be appropriate when dealing with strongly nonlinear systems, where the evolving
sensitivity of states with respect to observations over iterations cannot be approximated with a con-
stant [7]. Now one does not know how nonlinearities in (4.17) affect the influence of observations
on source strengths, as well as x- and y- coordinates. But it could still be appropriate, given the
products of trigonometric terms in (4.19), to utilise the work of Sakov et al to estimate the para-
meters {a, b, c} [7].
Unlike the EnRML, Sakov et al update ensemble perturbations instead of particles themselves
[7, 100]. This is performed via pre- multiplying by some coefficient in the Sakov IEKF, and using
the perturbation update matrix in (5.13) for the Sakov IEnKF [7]. The performances of these two
methods are compared via a selection of synthetic simulations involving the 3- and 40- element
Lorenz models [7,101,102]. Sakov et al vary certain parameters which seem to affect the strength of
nonlinearity, such as the level of observation noise [7]. Drawing a parallel between these simulations
and some involving the real RGB images, where the volume of noise corrupting them is unknown,
seems difficult. However, one notices that in many of the simulations presented by Sakov et al, the
Sakov IEnKF appears to perform better than the Sakov IEKF [7].
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The Sakov IEnKF involves a state vector at the general successive time points t0 and t1 [7]. Obser-
vations are made at the latter instant, and are denoted by z1 with error covariance matrix R1 [7].
An analysis of the state vector at time t0 and the i- th iteration x0,i is sought [7]. This is achieved
in the Sakov IEnKF by considering the cost function [7]
J =
(
x0,i − x0
)T (
P0
)−1 (x0,i − x0)+ [z1 −H(x1,i)]T R−11 [z1 −H(x1,i)] . (5.15)
Now (5.15) contains another unknown state besides that being estimated, namely x1,i. Sakov et al
assume that x0,i and x1,i are related via the deterministic operator [7]
x1,i = M(x0,i) . (5.16)
The cost function in (5.15) can then be written in terms of the unknown state being sought only,
namely x0,i [7].
J =
(
x0,i − x0
)T (
P0
)−1 (x0,i − x0)+ [z1 −H(M(x0,i))]T R−11 [z1 −H(M(x0,i))] . (5.17)
The innovations in (5.17) quantify the mismatch that source strengths, as well as x- and y- coordin-
ates, induce on the optical flow constraint. Now observed negated temporal grey scale intensity
derivatives depend on the images at the start and end of the time step in question. This could add
some ambiguity into deciding which time point each observation vector is attributed to. As such, one
decides to remove time indices on observation vectors and their error covariance matrices in (5.17).
That aside, one views the optical flow components in (1.1) as being associated with the start of the
time step in question because they seem to “advect” the first image towards the second [9]. This
suggests that the state vector, containing source strengths alongside x- and y- coordinates, that the
observation operator acts on in (5.15) should be indexed at time t0 rather than t1 here. So one
decides to recast the cost function in (5.15) as
J =
(
x0,i − x0
)T (
P0
)−1 (x0,i − x0)+ [z−H(x0,i)]T R−1 [z−H(x0,i)] (5.18)
for the problem of estimating source strengths, alongside x- and y- coordinates, characterising a flow
induced by bioirrigating Arenicola marina from images with z = −ft1p.
Sakov et al discuss a variation of the Sakov IEnKF which accounts for additive errors in (5.16)
[103]. This is subsequently referred to as the Sakov IEnKF- P here. It seems to be a more appropriate
method for estimating source strengths, as well as its x- and y- coordinates, defining a fluid flow
induced by bioirrigating Arenicola marina because the stochastic term in (4.27) is accounted for.
Now the Sakov IEnKF- P is derived with respect to ensemble space, for ease of the derivation [103].
This would induce a computational saving if N < n holds. But there are only three parameters to
estimate here, and an ensemble consisting of just three members would not adequately span the
state space. This indicates that N > n holds here. Transforming from the state to the ensemble
space could induce additional computational costs, which is currently being sought to reduce.
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Bocquet discusses a finite- size EnKF (EnKF- N), which appears to remove the need for covariance
inflation and an empirical definition of inflation factor β (see Appendix F) [104]. It seems to involve
transforming the state vector so that it resides in the ensemble space [104]. This is incorporated by
Bocquet and Sakov into the Sakov IEnKF, which is subsequently referred to as the Sakov IEnKF-
N [105]. However, as with the Sakov IEnKF- P, the transformation from the state to ensemble space
could potentially induce additional computational expenses here.
Zhang et al include a damping parameter in the Sakov IEnKF [106]. It involves pre- multiplying the
increment that is added to the state being updated by this parameter [106]. The apparent underlying
motivation to reduce the effects of overfitting seems similar to that of Luo and Hoteit, Emerick and
Reynolds, and Iglesias (although they do not consider the Sakov IEnKF) [106, 95, 8, 96]. Luo and
Hoteit, Emerick and Reynolds, and Iglesias respectively scale observation error variances rather than
entire increments though [106, 95, 8, 96]. This appears to one as a more attractive option, because
varying observation error variances seems to have a more tangible physical interpretation.
5.2.1 Outline of the Sakov Iterative Ensemble Kalman Filter
The methodology in this section is based on the derivation outlined by Sakov et al, and is included
here to aid presentation of subsequent simulations [7]. One decides to inflate observation error
variances by the number of iterations here, in line with the work of Emerick and Reynolds, as an
additional measure to reduce the effects of overfitting [97,8]. The cost function in (5.18) now reads
J =
(
xi − x0
)T (
P0
)−1 (xi − x0)+ [z−H(xi)]T (MR)−1 [z−H(xi)] , (5.19)
where time indices are dropped because they are all the same. One adopts a similar approach to
that when deriving the Kalman filter in Section 3.1, and differentiates the cost function in (5.19)
with respect to xi.
∂J
∂xi
= ∂
∂xi
[(
xi − x0
)T (
P0
)−1 (xi − x0)+ [z−H(xi)]T (MR)−1 [z−H(xi)]] .
= 2
(
P0
)−1 (xi − x0)− 2(∂H
∂xi
)T
(MR)−1 [z−H(xi)] .
Analyses xai are then obtained by considering ∂J∂xi
∣∣∣
xi=xai
= 0n, namely
(
P0
)−1 (xai − x0)− (∂H∂xi
∣∣∣
xi=xai
)T
(MR)−1 [z−H(xai )] = 0n. (5.20)
Taylor‘s theorem is then employed to write H(xai ) as
H(xai )= H
(
xai + xfi − xfi
)
= H
(
xfi +
(
xai − xfi
))
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= H
(
xfi
)
+ ∂H
∂xi
∣∣∣
xi=xfi︸ ︷︷ ︸
= Hi
(
xai − xfi
)
+ · · ·
≈ H
(
xfi
)
+ Hi
(
xai − xfi
)
. (5.21)
Note that Sakov et al appear to rewrite their analogue of H(xai ) as an expression resembling
H
(
xai + xai−1 − xai−1
)
. Since the stochastic term in (4.27) has a mean of zero, one decides that the
difference between the averages of the analysis ensemble at the (i− 1)- th iteration and the back-
ground forecast ensemble at the i- th iteration ought to be “small”. One opts to rewrite H(xai ) as
H
(
xai + xfi − xfi
)
above instead of H
(
xai + xai−1 − xai−1
)
for ease of coding. One uses ∂H∂xi
∣∣∣
xi=xai
= Hi
and (5.21) to rewrite (5.20) as(
P0
)−1 (xai − x0)− HTi (MR)−1 [z−H(xfi)− Hi (xai − xfi)]= 0n
⇔ (P0)−1 xai − (P0)−1 x0 − HTi (MR)−1 [z−H(xfi)+ Hixfi ]+ HTi (MR)−1Hixai = 0n
⇔
[(
P0
)−1 + HTi (MR)−1Hi]xai − (P0)−1 x0 − HTi (MR)−1 [z−H(xfi)+ Hixfi ]= 0n
⇔
[(
P0
)−1 + HTi (MR)−1Hi]xai − (P0)−1 x0 − HTi (MR)−1 [z−H(xfi)]− HTi (MR)−1Hixfi = 0n
⇔
[(
P0
)−1 + HTi (MR)−1Hi]xai − (P0)−1 x0 − HTi (MR)−1 [z−H(xfi)]− HTi (MR)−1Hixfi
+
(
P0
)−1 xfi − (P0)−1 xfi = 0n
⇔
[(
P0
)−1 + HTi (MR)−1Hi]xai − [(P0)−1 + HTi (MR)−1Hi] xfi − (P0)−1 (x0 − xfi)
−HTi (MR)−1
[
z−H
(
xfi
)]
= 0n
⇔ xai − xfi −
[(
P0
)−1 + HTi (MR)−1Hi]−1 (P0)−1 (x0 − xfi)
−
[(
P0
)−1 + HTi (MR)−1Hi]−1 HTi (MR)−1 [z−H(xfi)]= 0n.
(5.22)
The matrix
[(
P0
)−1 + HTi (MR)−1Hi]−1 HTi (MR)−1 is analogous to the left- hand side of (3.9). As
such, one writes (5.22) as
xai = xfi + P0HTi
[
MR + HiP0HTi
]−1 [
z−H
(
xfi
)]
+
[(
P0
)−1 + HTi (MR)−1Hi]−1 (P0)−1 (x0 − xfi).
(5.23)
Notice that the matrix
[(
P0
)−1 + HTi (MR)−1Hi]−1 in (5.23) is analogous to the left- hand side of
(E.2). As such, one calls
Pai =
[(
P0
)−1 + HTi (MR)−1Hi]−1 . (5.24)
If (5.24) was substituted into (5.23), then one could interpret that ensemble members depend on
their covariances. As such, one would need to update ensemble perturbations before the particles
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themselves. One way of doing so is via a deterministic assimilation, where the ensemble mean
and perturbations are respectively updated and then used in conjunction to recover the particles
themselves (see Section 5.1.2). Consider the mean of the ensemble members defined by (5.23).
xai = xfi + P0HTi
[
MR + HiP0HTi
]−1 [
z−H(xfi )]︸ ︷︷ ︸
(A)
+ Pai
(
P0
)−1 (x0 − xfi)︸ ︷︷ ︸
(B)
. (5.25)
The prior covariance matrix can be rewritten in terms of a prior perturbation matrix X˜0 ∈ Rn×N as
P0 = 1
N− 1 X˜
0
(
X˜0
)T
. (5.26)
This is substituted into the term labelled (A) in (5.25), revealing
(A)= 1
N− 1 X˜
0
(
X˜0
)T
HTi
[
MR + 1
N− 1HiX˜
0
(
X˜0
)T
HTi
]−1 [
z−H(xfi )]
= 1
N− 1 X˜
0
(
HiX˜
0
)T [
MR + 1
N− 1
(
HiX˜
0
)(
HiX˜
0
)T]−1 [
z−H(xfi )]
= 1
N− 1 X˜
0
(
HiX˜
0
)T [
(MR) 12
(
Ip×p +
1
N− 1(MR)
− 12
(
HiX˜
0
)(
HiX˜
0
)T
(MR)− 12
)
(MR) 12
]−1 [
z−H(xfi )]
(5.27)
where (MR) 12 is unique for the same reasons as when deriving (5.12) in Section 5.1.2 [94]. The
expression in (5.27) is now further simplified using the fact that (MR)− 12 is symmetric.
(A)= 1
N− 1 X˜
0
(
HiX˜
0
)T
(MR)− 12
[
Ip×p +
1
N− 1(MR)
− 12
(
HiX˜
0
)(
HiX˜
0
)T
(MR)− 12
]−1
(MR)− 12
[
z−H(xfi )] .
= 1
N− 1 X˜
0
(
(MR)− 12 HiX˜0
)T [
Ip×p +
1
N− 1
(
(MR)− 12 HiX˜0
)(
(MR)− 12 HiX˜0
)T]−1
(MR)− 12
[
z−H(xfi )] .
(5.28)
The expression in (5.28) is now written in terms of a normalised observation forecast perturbation
matrix Si at the i- th iteration, and the Sherman- Woodbury- Morrison formula in (3.8) is employed
[52–55].
(A)= X˜0
(
(MR)− 12 HiX˜0√
N− 1
)T
︸ ︷︷ ︸
= STi
Ip×p +((MR)− 12 HiX˜0√
N− 1
)(
(MR)− 12 HiX˜0√
N− 1
)T−1 (MR)− 12
[
z−H(xfi )]√
N− 1︸ ︷︷ ︸
= si
.
= X˜0STi
(
Ip×p + SiSTi
)−1
si.
= X˜0STi
(
Ip×p + SiIN×NSTi
)−1
si.
= X˜0STi
[
Ip×p − Ip×pSi
(
IN×N + STi Ip×pSi
)−1
STi Ip×p
]
si.
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= X˜0
[
STi − STi Si
(
IN×N + STi Si
)−1
STi
]
si.
= X˜0
[(
IN×N + STi Si
)
− STi Si
] (
IN×N + STi Si
)−1
STi si.
= X˜0
(
IN×N + STi Si
)−1
STi si. (5.29)
One could argue that a potentially computationally expensive recovery of a Jacobian is required
to evaluate the matrix Si in (5.29). If observations were proportional to the state vector, then
HiX˜
0 would be an observation forecast perturbation matrix. The columns in this matrix can be
obtained when the observation operator is nonlinear without constructing a Jacobian by recovering
an observation forecast for each prior guess using the nonlinear observation operator, then calculating
their mean and computing the perturbation of each observation forecast from it.
Similar to the prior, background forecast and analysis covariance matrices, the array Pai can be
written in terms of perturbation matrices X˜ai ∈ Rn×N and substituted into the term labelled (B) in
(5.25) as follows.
(B)= 1
N− 1 X˜
a
i
(
X˜ai
)T( 1
N− 1 X˜
0
(
X˜0
)T)− (
x0 − xfi
)
.
= X˜ai
(
X˜ai
)T(
X˜0
(
X˜0
)T)− (
x0 − xfi
)
. (5.30)
The superscript (·)− in (5.30) denotes a Moore- Penrose generalised inverse. Now recall that the
perturbations in the matrix X˜ai need to be updated before the ensemble mean. This can be achieved
at each iteration using
X˜ai = X˜0Ti. (5.31)
The matrix Ti is defined in the same way as in Section 5.1.2, but (5.13) is slightly modified though
so that it features Si (defined just above (5.29)) rather than S (defined just above (5.12)). With
this in mind, the expression in (5.31) is substituted back into (5.30) to reveal
(B)=
(
X˜0Ti
)(
X˜0Ti
)T(
X˜0
(
X˜0
)T)− (
x0 − xfi
)
= X˜0
(
TiT
T
i
)(
X˜0
)T(
X˜0
(
X˜0
)T)− (
x0 − xfi
)
. (5.32)
Finally, the expressions in (5.29) and (5.32) are then substituted into (5.25).
xfa = xfi + X˜0
(
IN×N + STi Si
)−1
STi si + X˜0
(
TiT
T
i
)(
X˜0
)T(
X˜0
(
X˜0
)T)− (
x0 − xfi
)
.
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The Sakov IEnKF is employed to estimate a source strength, as well as its x- and y- coordinates,
characterising the true solution using synthetic grey scale images analogous to those in Figure 4.3.
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This is because it is specifically designed to deal with strongly nonlinear systems [7]. Although one
does not know how observations influence the parameters {a˜, b, c}, one queries that the products of
trigonometric terms in (4.19) could potentially suggest that the system is strongly nonlinear. Spe-
cifically, one wishes to establish whether the Sakov IEnKF can produce realistic source strengths,
and x- and y- coordinates, in less time than the Metropolis- Hastings sampler on one‘s Dell Optiplex
7010 computer. However, Section 5.3.1 suggests that marginal prior distributions are visibly updated
very little.
Some other variants of the Sakov IEnKF mentioned in Section 5.2 seem to rely on transforming
from the state to (in this case) the higher- dimensional ensemble space [103, 105]. One decides to
employ the Emerick IEnKF to estimate source strengths, and its x- and y- coordinates, induced by
bioirrigating Arenicola marina from synthetic grey scale images analogous to those in Figure 4.3 in-
stead [8]. The rationale behind this decision is that inflating observation error variances ought to
mitigate the effects of overfitting [8, 97]. There also appears to be no empirical definition of how to
inflate observation error variances [8]. The results of this experiment are presented in Section 5.3.2.
5.3.1 Sakov Iterative Ensemble Kalman Filter
It is stated in Section 3.1 that the Kalman filter relies on assuming a Gaussian prior distribution [27].
If this assumption was relaxed, then a Gaussian posterior distribution would not necessarily be ob-
tained. The state defined by (3.10) may not minimise posterior variances or be the posterior mode
either.
Recall that if the observation operator is nonlinear, such as when it is defined by (4.19), then
posterior distributions may not be Gaussian. As such, non- Gaussian prior distributions would not
solely induce sub- optimality in the EnKF. However, one queries that the Gamma marginal prior dis-
tributions for source strengths and horizontal distances from the source to the right- hand boundary
in Section 4.3.1 could further exacerbate sub- optimality.
Suppose that, for the same reasons as in Section 4.3.1, the joint prior distribution for the para-
meters {a˜, b, c} is constructed using (4.50). Marginal prior means and variances defined in Sec-
tion 4.3.1 are used in this experiment as well. However, their associated marginal distributions are all
Gaussian here. This suggests that the marginal prior distribution for source y- coordinates remains
unchanged. The Gamma marginal prior distributions defined in Section 4.3.1 for source strengths
and horizontal distances from the source to the right- hand boundary, and the corresponding Gaus-
sian distributions with the same means and variances, are depicted in Figure 5.1. Those associated
with source strengths appear to have roughly the same shape, because the Gamma distribution has
a sufficiently “large” shape parameter of sixteen. The mismatch between the Gamma and Gaussian
prior distributions for horizontal distances between the source and the right- hand boundary appears
“larger” because the shape parameter of the former, which is four, is “smaller” than that associated
with source strengths.
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Figure 5.1: Gamma (blue curves) and Gaussian (red curves) marginal prior distributions for: source
strengths (first panel) with mean E[c] = 2× 10−5 m2 s−1 and variance Var[c] = 2.5× 10−11 m4 s−2;
and horizontal distances from the source to the right- hand boundary (second panel) with mean
E[a˜] = 1× 10−3 m and variance Var[a˜] = 2.5× 10−7 m2.
One seeks to draw “small” ensembles of particles from each marginal prior distribution because an
aim of this chapter is to estimate the parameters {a, b, c} in less time than that arising from the
Metropolis- Hastings sampler on one‘s Dell Optiplex 7010 computer. However, these ensembles
must be “large” enough that they adequately span the state space. In light of this, it is decided that
ensembles consist of N = 40 particles here.
It is mentioned at the beginning of Section 5.1 that before observations are assimilated, back-
ground forecasts are generated via the random walk in (4.27). Recall that the stochastic term ζi+1
in (4.27) follows a N(0n, P˜) distribution. It is decided that the covariance matrix P˜ is diagonal here,
in line with the assumption made when defining the joint prior distribution in Section 4.3.1 for the
parameters {a˜, b, c} that they are independent. The variances on the main diagonal of this matrix
are defined to be 2.5× 10−13 m4 s−2 for source strengths, 4× 10−6 m2 for source y- coordinates
and 4.9× 10−9 m2 for horizontal distances from the source to the right- hand boundary. One re-
quires that they are “large” enough to avoid ensembles of observation forecasts collapsing onto a
few particles. However, they ought to be “small” enough that observations do not overpower prior
distributions, and potentially induce situations analogous to that in the third panel of Figure 3.1.
The likelihood derived from (4.20) is used in conjunction with the Metropolis- Hastings sampler
to estimate source strengths, as well as x- and y- coordinates, characterising flows induced by bioir-
rigating Arenicola marina from images in Chapter 4. An analogous likelihood is employed here as
well, where observation error variances are inflated by the number of iterations [8]. The definition
σ22 = 1× 10−4 s−2 is made in Section 4.3.1 to ensure that evaluations of the likelihood kernel are
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not so “small” that they potentially induce instabilities into (4.38). Since the Sakov IEnKF does not
involve directly evaluating a likelihood kernel, one decides to opt for a smaller value of σ22 here.
The synthetic grey scale images under consideration here are analogous to those in Figure 4.3,
i.e. they arise from those in Figure 2.3 being perturbed by spatially independent draws from a
Ga(1, 0.05) distribution. Magnitudes of observed negated temporal grey scale intensity derivatives
being assimilated here should reflect the third panel in Figure 2.4, which appear to be O(10−3) s−1
(on average). In light of this, a smaller value of σ22 than that in Section 4.3.1 seems preferable. The
definition σ22 = 1× 10−5 s−2 is made here because although its associated standard deviation still
seems somewhat “large” compared to the magnitudes of temporal grey scale intensity derivatives in
Figure 2.4, one queries whether it could also account for noise induced by draws from the Ga(1, 0.05)
distribution.
The workflow of the Sakov IEnKF outlined in Section 5.2.1 highlights how one decides to inflate
observation error variances by the number of iterations M [8]. Here, one takes M = 60. Further
discussion of this definition can be found in Section 5.3.2.
The marginal prior means and variances defined earlier suggest that source strengths tend to be
O(10−5) m2 s−1 here. Similarly, source y- coordinates appear to be O(10−1) m, whilst horizontal dis-
tances from the source to the right- hand boundary seem to be O(10−3) m here. In constructing the
prior covariance matrix using (5.26), these different scales could induce source strength covariances
that are larger than its marginal prior variance. This would be undesirable because updates made
by observations on the parameters b and a˜ could overpower those on c. One decides to normalise
the prior ensemble for each parameter by the particle with the largest magnitude, and rescale them
accordingly after the final iteration. This ought to ensure that members of prior ensembles are of
“similar” orders of magnitude, regardless of the parameter.
Recall that prior ensemble perturbations are updated in the Sakov IEnKF using the perturbation
update matrix [7]
Ti =
(
IN×N + STi Si
)− 12 . (5.33)
The first row in Figure 5.2 suggests that marginal prior variances do not visibly get updated much by
synthetic grey scale images analogous to those in Figure 4.3 here when the Sakov IEnKF is employed
to estimate source strengths, as well as x- and y- coordinates, characterising the true solution. One
attempts to justify this by first noting that because the matrix STi Si in (5.33) is symmetric, it is also
orthogonally diagonalisable [107]. As such, one writes
STi SiVi = ViNi (5.34)
where Ni ∈ RN×N is diagonal and Vi ∈ RN×N is orthogonal [107]. Now STi Si has N orthonormal
eigenvectors because it is symmetric [107]. As such, define the columns of Vi to contain the eigen-
vectors of STi Si, and the diagonal entries of Ni to be the corresponding eigenvalues. The expression
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Figure 5.2: The first row depicts evolving ensemble means of source strengths (first column), x-
coordinates (second column) and y- coordinates (third column). These arise from the Sakov IEnKF
[7]. The length of each error bar denotes twice the ensemble standard deviation. The second row
depicts absolute values of differences between analysed ensemble means at the current and previous
iterations for source strengths (first column), x- coordinates (second column) and y- coordinates
(third column). The exception to this is at the first iteration, where absolute values of differences
between current analysed ensemble means and associated marginal prior means are computed instead.
The third row depicts analysis ensemble distributions at the final iteration for source strengths (first
column), x- coordinates (second column) and y- coordinates (third column).
in (5.34) is now rewritten as
STi SiVi + Vi= ViNi + Vi
⇔
(
IN×N + STi Si
)
Vi= Vi (IN×N +Ni)
⇔ IN×N + STi Si= Vi (IN×N +Ni)V−1i
= Vi (IN×N +Ni)VTi . (5.35)
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Consider taking the negated square root of both sides of (5.35).(
IN×N + STi Si
)− 12 = [Vi (IN×N +Ni)VTi ]− 12 .
=
(
VTi
)− 12 (IN×N +Ni)− 12 V− 12i .
= V
1
2
i (IN×N +Ni)
− 12
(
VTi
) 1
2 . (5.36)
Reconsider the matrix STi Si. The definition of Si just before (5.29) is used to rewrite STi Si as
STi Si=
(
(MR)− 12 HiX˜0√
N− 1
)T(
(MR)− 12 HiX˜0√
N− 1
)
= 1
N− 1
(
X˜0
)T
HTi
(
MRT
)− 12 (MR)− 12 HiX˜0
= 1
N− 1
(
X˜0
)T
HTi
(
Mσ22Ip×p
)− 12 (Mσ22Ip×p)− 12 HiX˜0
= 1
N− 1
(
X˜0
)T
HTi
(
Mσ22Ip×p
)−1
HiX˜
0
= 1
N− 1
1
Mσ22
(
HiX˜
0
)T (
HiX˜
0
)
= 1
N− 1
(
1√
Mσ2
HiX˜
0
)T( 1√
Mσ2
HiX˜
0
)
= 1
N− 1
((
1√
Mσ2
HiX˜
0
)T)
︸ ︷︷ ︸
= Ui
((
1√
Mσ2
HiX˜
0
)T)T
= 1
N− 1UiU
T
i .
This illustrates that STi Si can be written in a similar form to (5.1), (5.5) and (5.26) (respectively).
The quadratic form wTSTi Siw = (Siw)T(Siw) ≥ 0, for some arbitrary vector w ∈ RN\{0N}, indicates
that the matrix STi Si is positive semi- definite. These points suggest that STi Si is a covariance matrix,
in conjunction with the fact that it is symmetric.
Consider some arbitrary N× N covariance matrix. Its N eigenvalues denote the spread in the j- th
direction (where j = 1, · · · , N) [108]. Consider the eigenvalues of the matrix STi Si, contained within
the main diagonal of Ni. Those at the final iteration of the Sakov IEnKF are plotted in ascending
order in the first panel of Figure 5.3. Here, these eigenvalues appear to quantify spread induced by
the j- th ensemble member (where j = 1, · · · , N).
The first panel in Figure 5.3 suggests that most of the eigenvalues of STi Si are “small” in mag-
nitude at the final iteration of the Sakov IEnKF here, and that corresponding diagonal entries of Ni
get overpowered by the identity matrix in (5.36). Previous comments indicate that these eigenvalues
correspond to ensemble members residing “close” to the ensemble mean. There appears to be a few
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comparatively “large” eigenvalues of STi Si at the final iteration of the Sakov IEnKF in Figure 5.3.
Previous comments suggest that these correspond to ensemble members which reside a comparat-
ively “long” way from the ensemble mean.
If Ni = 0N×N, then the perturbation update matrix in (5.36) would resemble an identity matrix
because Vi is orthogonal [107]. Despite the sudden increase in eigenvalue magnitudes in the first
panel of Figure 5.3, the associated perturbation update matrix in the second panel still appears to
resemble an identity matrix (albeit corrupted by some noise). This could explain why there is little
visible evidence of PVR in the first row of Figure 5.2.
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Figure 5.3: The first panel depicts eigenvalues of the matrix STi Si at the final iteration of the Sakov
IEnKF, which are plotted in ascending order. The second panel depicts the associated perturbation
update matrix, defined by (5.33), where axis labels denote row and column indices (respectfully).
One could query that a non- identity perturbation update matrix ought to be obtained by increasing
noise in observation forecasts. After some experimentation, it seems that variances of the random
variables required to create such noise would need to be unrealistically “large”. As such, it is de-
cided that the Sakov IEnKF is not appropriate for estimating source strengths, as well as x- and y-
coordinates, characterising the true solution from synthetic data analogous to that in Figure 4.3.
5.3.2 Emerick Iterative Ensemble Kalman Filter
The Emerick IEnKF in (5.14) is employed here to estimate a source strength, besides its x- and y-
coordinates, characterising the true solution using synthetic data analogous to that in Figure 4.3 [8].
It takes approximately 1.1 hours on one‘s Dell Optiplex 7010 computer, which is less than the time
recorded in Section 4.3.2 when the Metropolis- Hastings sampler is employed. However, one views
this apparent time reduction as being of little use if the Emerick IEnKF produces unrealistic analyses.
Note that the same setup as in Section 5.3.1 is used here.
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Recall from Section 5.2 that virtual observations are defined in the Emerick IEnKF using (5.6),
where 2(j) is a draw from a N(0p,σ22MIp×p) distribution [8]. One decides to utilise draws from a
N(0p,σ22Ip×p) distribution instead here, in an attempt to limit some of the observation error entering
the problem. Now Emerick and Reynolds show that, when (2.16) holds, assimilating an observation
vector once with error covariance matrix R using the EnKF is equivalent to assimilating it M times
with error covariance matrix MR at each iteration [8]. One could argue that the decision to draw
observation errors from a N(0p,σ22Ip×p) distribution induces sub- optimality into the Emerick IEnKF.
One agrees with this, but does not consider it to induce sub- optimality in the first instance here.
This is because the observation operator arising from (4.19) is nonlinear in the parameters {a, b, c},
so assimilating an observation vector once with error covariance matrix R using the EnKF is already
not equivalent to assimilating it M times with error covariance matrix MR at each iteration [8].
The first row in Figure 5.4 depicts evolving ensemble means and standard deviations with respect
to iterations of source strengths, x- coordinates and y- coordinates. The analysis ensemble means at
the final iteration produce the parameter estimates ĉ = 1.2005× 10−5 m2 s−1, â = 0.1993 m and
b̂ = 0.0974 m. The associated standard deviations are sc = 1.4512× 10−6 m2 s−1, sa = 5.1795×
10−4 m and sb = 0.0050 m. One views these as coinciding with those arising from the Metropolis-
Hastings sampler in Section 4.3.2. Exceptions are the standard deviations of c and b, whose mag-
nitudes are approximately half of their counterparts in Section 4.3.2.
The first row in Figure 5.4 suggests that, unlike its counterparts in Figure 5.2, all three marginal
prior means are “visibly” updated. There still appears to be little PVR in source x- coordinates here
though. One possible explanation for this is the “small” marginal prior variance that is imposed on
horizontal distances from the source to the right- hand boundary in Section 4.3.1. The first row in
Figure 5.4 also depicts comparatively “rapid” rates of PVR for source strengths and y- coordinates,
which does not seem to be visible in Figure 5.2. Now PVR in the EnKF and its variants can arise from
observations being assimilated. However, it could also arise from inbreeding (see Appendix F) [87].
One wishes to be more confident that PVR visible in Figure 5.4 is a result of the former rather than
the latter of these scenarios.
The second row in Figure 5.4 depicts magnitudes of differences between analysis ensemble means
at successive iterations for each parameter. The exception to this is at the first iteration, where
magnitudes of differences between current analysis ensemble means and the associated marginal
prior means are plotted instead. Now suppose that PVR in source strengths and y- coordinates is a
result of inbreeding rather than assimilation of observations. One perceives that differences between
analysis ensemble means at successive iterations would quickly tend towards zero, and subsequently
contain no visible perturbations. The second row in Figure 5.4 suggests that this is not the case
here, which could potentially indicate that PVR visible in the first row of Figure 5.4 is a result of
observations being assimilated rather than inbreeding.
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Figure 5.4: Consider using the Emerick IEnKF to estimate the parameters {a, b, c} characterising
the true solution from synthetic data analogous to that in Figure 4.3 [8]. The first row depicts
evolving ensemble means of source strengths (first column), x- coordinates (second column) and
y- coordinates (third column). The length of each error bar denotes twice the ensemble standard
deviation. The second row depicts absolute values of differences between analysed ensemble means
at the current and previous iterations for source strengths (first column), x- coordinates (second
column) and y- coordinates (third column). The exception to this is at the first iteration, where
absolute values of differences between current analysed ensemble means and the associated marginal
prior means are computed instead. The third row depicts analysis ensemble distributions at the final
iteration for source strengths (first column), x- coordinates (second column) and y- coordinates (third
column).
Consider perturbing marginal prior means, which are taken to be the same as those defined in Sec-
tion 4.3.1 here. As iterations evolve, analysis ensemble means should tend towards “similar” points
in state space to their counterparts in the first row of Figure 5.4 if PVR is a result of assimilating
observations rather than inbreeding. To explain this further, suppose that inbreeding is taking place.
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Regardless of how ensembles are initialised, the definitions of marginal prior distributions and likeli-
hoods still ought to cause them to collapse.
Let case one be where the marginal prior means defined in Section 4.3.1 are perturbed to E[c] =
3× 10−5 m2 s−1, E[b] = 0.09 m and E[a˜] = 9× 10−4 m. The analysis ensemble means at the six-
tieth iteration of the Emerick IEnKF produce the parameter estimates ĉ = 1.2465× 10−5 m2 s−1
with standard deviation sc = 1.4606× 10−6 m2 s−1, â = 0.1992 m with standard deviation sa =
5.3697× 10−4 m, and b̂ = 0.0961 m with standard deviation sb = 0.0050 m. Let case two be
where the marginal prior means defined in Section 4.3.1 are perturbed to E[c] = 5× 10−6 m2 s−1,
E[b] = 0.1050 m and E[a˜] = 1.5× 10−3 m. The analysis ensemble means at the sixtieth iteration of
the Emerick IEnKF produce the parameter estimates ĉ = 1.1770× 10−5 m2 s−1 with standard de-
viation sc = 1.4636× 10−6 m2 s−1, â = 0.1986 m with standard deviation sa = 5.2161× 10−4 m,
and b̂ = 0.0963 m with standard deviation sb = 0.0056 m.
The estimate â = 0.1986 m arising from case two does not appear to coincide with its counter-
part of â = 0.1993 m associated with the first row of Figure 5.4. One possible explanation for this is
that the marginal prior variance of a˜ is deliberately defined to be “small” in Section 4.3.1, and there
appears to be little PVR in source x- coordinates in the first row of Figure 5.4.
In both cases one and two, source strength and y- coordinate analysis ensemble means seem
to reach “similar” points in state space to those depicted in the first row of Figure 5.4 after sixty
iterations of the Emerick IEnKF. This could potentially suggest that PVR in the parameters c and
b is a result of knowledge gained by observations rather than inbreeding. One decides that caution
needs to be exercised with this statement though, particularly for source y- coordinates. This is
because the perturbations applied to the marginal prior mean for b appear comparatively “small” in
magnitude.
It states in Section 5.3.1 that the definition M = 60 is further discussed here. After sixty itera-
tions in cases one and two, analysis ensemble means for source strengths and y- coordinates appear
to be comparatively “close” to their counterparts arising from the first row of Figure 5.4. One could
query how in case two, a source x- coordinate estimate which is “closer” to that arising from Fig-
ure 5.4 could be obtained by further increasing M. This could incur a “large” computational cost
though, particularly given the “small” marginal prior variance defined for a˜ in Section 4.3.1.
Consider the analysed ensemble distributions for source strengths, as well as its x- and y- co-
ordinates, in the third row of Figure 5.4 arising from the MATLAB histcounts command [46]. For all
three possible parameter pairs, one can also use the MATLAB hist3 command to generate bivariate
distributions [78]. These are displayed in Figure 5.5.
A first impression of Figure 5.5 is that there do not appear to be any “noticeable” posterior
correlations between parameters. This is similar to the deduction made from Figure 4.6. How-
ever, one should exercise some caution in making such a statement here. All three distributions
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in Figure 5.5 seem to be multi- modal, despite those in the third row of Figure 5.4 appearing to
be uni- modal. Each panel in Figure 4.6 relies on six Markov chains, which contain 450 particles
(respectively), and frequency density varies in a much smoother manner with respect to bins. One
queries whether the regions of low frequency density between peaks in Figure 5.5 are as a result of
the ensemble not being “large” enough here. As such, one questions the realism of the covariance
structures arising from the Emerick IEnKF here.
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Figure 5.5: Consider the analysed ensembles of source strengths, as well as x- and y- coordin-
ates, arising from the final iteration of the Emerick IEnKF and synthetic data analogous to that
in Figure 4.3 [8]. They are used to generate bivariate distributions of source: strengths versus x-
coordinates (first panel); y- coordinates versus x- coordinates (second panel); and strengths versus y-
coordinates (third panel). Warm colours denote a high frequency density, whilst cold colours denote
a low frequency density.
The parameter estimates arising from the sixtieth iteration of the Emerick IEnKF, depicted in the
first row of Figure 5.4, are substituted into (4.17). The relation u = ∇Φ is then employed to obtain
the components of the optical flow in Figure 5.6. Its divergence field is presented in Figure 5.7.
One‘s first impression of Figures 5.6 and 5.7 is that they seem to roughly resemble their counterparts
arising from the Metropolis- Hastings sampler in Figures 4.8 and 4.10 (respectively). This could
further suggest that the Emerick IEnKF can produce parameter estimates that coincide with those
in Section 4.3.2.
The spatial MEE of the optical flow in Figure 5.6 is 1.4487× 10−4 m s−1 with respect to a three
grid cell radius surrounding the inlet, and 2.2169× 10−5 m s−1 with respect to the entirety of Ω.
The spatial MAE of this optical flow is 0.1581 rad with respect to a three grid cell radius surrounding
the inlet, and 0.0152 rad with respect to the entirety of Ω. One considers these to roughly coincide
with those arising from the Metropolis- Hastings sampler in Section 4.3.2. Note that the spatial
MAE with respect to a three grid cell radius surrounding the inlet for the Emerick IEnKF is, unlike
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that associated with the Metropolis- Hastings sampler in Section 4.3.2, smaller than its counterpart
arising from the Kalman filter.
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Figure 5.6: The white arrows denote the optical flow governed by (4.17) where the source strength,
and x- and y- coordinates, are estimated using the Emerick IEnKF and synthetic data analogous to
that in Figure 4.3. These are superimposed on top of EEs (first panel) and AEs (second panel).
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Figure 5.7: Divergence of the optical flow in Figure 5.6.
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The Emerick IEnKF is now employed to estimate source strengths, alongside x- and y- coordinates,
from the real RGB images with a view to seeing whether the computation time arising from one‘s Dell
Optiplex 7010 computer in Section 4.4 can be lessened without greatly sacrificing realism of analyses.
Similar to Section 4.4, the real RGB images are prepared in the same way as in Section 3.3 and only
the first five pairs are considered in subsequent calculations. This produces a computation time of
approximately 38 hours on one‘s Dell Optiplex 7010 computer.
The joint prior distribution for the parameters {a˜, b, c} at the first relative time point is construc-
ted in the same way as when the Metropolis- Hastings sampler is employed in Section 4.4. The only
difference is that the associated marginal prior distributions are defined by Gaussian densities, for
similar reasons to those in Section 5.3.1.
As in Sections 4.3, 4.4 and 5.3.1, the likelihood defined by (4.20) is utilised here. The observation
error covariance matrix reads R = Mσ22Ip×p [8]. But for similar reasons to those in Section 5.3.2,
one opts to draw perturbations 2(j) defining virtual observations in (5.6) from a N(0p,σ22Ip×p)
distribution.
One decides in Section 4.4 to increase the value of σ22 defined in Section 4.3.1, namely σ22 =
1× 10−4 s−2, by an order of magnitude to ensure that evaluations of the relevant likelihood kernel
do not become so “small” that they induce instabilities in (4.38). Although the Emerick IEnKF
does not involve directly evaluating likelihood kernels [8], one still decides to increase the definition
σ22 = 1× 10−5 s−2 in Section 5.3.1 by an order of magnitude with a view to mirroring Section 4.4.
As such, the observation error variance σ22 = 1× 10−4 s−2 is used here.
The random walk in (4.27) is employed here to obtain background forecasts at each iteration,
as in Sections 5.3.1 and 5.3.2. For similar reasons to those in Section 5.3.1, it is decided that the
covariance matrix of the stochastic term in (4.27) is diagonal. After some experimentation, the vari-
ances on its main diagonal are taken to be 6.4× 10−13 m4 s−2 for source strengths, 4.9× 10−7 m2
for source y- coordinates, and 1.6× 10−5 m2 for horizontal distances from the source to the right-
hand boundary.
Figure 5.8 depicts evolving ensemble means and standard deviations for the parameters {a, b, c}
at the relative times t0 = 0 s, t1 = 20 s and t2 = 40 s. The first row suggests that there is some
PVR in each parameter at the first relative time point. Since analysis ensembles at the final iteration
initialise calculations at the next relative time point, one must ensure that their variances do not
become comparatively “small” [8]. This could make further updating ensembles with subsequent ob-
servations difficult. To help avoid filter divergence (see Appendix F), one decides to inflate analysis
ensemble covariances at the final iteration for each relative time point according to (F.1) [87,85]. It
is raised in Appendix F that values of the inflation factor β depend on many different factors. These
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inflation factors should be “large” enough that in each covariance matrix column, the entry with the
greatest absolute value resides on the main diagonal. But one must be careful not to overinflate
subsequent marginal prior variances, because this could induce a situation analogous to that in the
third panel of Figure 3.1. Inflation factors are defined here after some experimentation to be β = 1.0
for source strengths, β = 1.3 for source y- coordinates and β = 1.1 for horizontal distances from the
source to the right- hand boundary.
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Figure 5.8: Consider employing the Emerick IEnKF to estimate the parameters {a, b, c} at the
first five relative time points where a real RGB image is captured [8]. The first column depicts
evolving source strength ensemble means at the relative times t0 = 0 s (first row), t1 = 20 s (second
row) and t2 = 40 s (third row). The length of each error bar denotes twice the ensemble standard
deviation. The second and third columns are analogously defined, but for source x- and y- coordinates
(respectively).
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Relative Time (s) ĉ (m2 s−1) â (m) b̂ (m) sc (m2 s−1) sa (m) sb (m)
0 1.3340× 10−5 0.2230 0.0725 3.9417× 10−6 0.0095 0.0029
10 1.2818× 10−5 0.2257 0.0726 3.4716× 10−6 0.0094 0.0022
20 1.4245× 10−5 0.2266 0.0722 2.6073× 10−6 0.0091 0.0019
30 1.2457× 10−5 0.2224 0.0734 3.6069× 10−6 0.0095 0.0021
40 1.2470× 10−5 0.2264 0.0750 2.4892× 10−6 0.0078 0.0021
Table 5.1: Analysis ensemble means, arising from the first five pairs of consecutive down- sampled and
cropped real grey scale images, at the eightieth iteration of the Emerick IEnKF for source strengths,
x- and y- coordinates. The marginal prior means at the first iteration and the first relative time point
are E[c] = 2× 10−5 m2 s−1, E[b] = 0.0729 m, and E[a˜] = 0.2058 m.
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Figure 5.9: The columns denote histograms of optical flow speeds arising from the ansatz in (4.17),
the relation u = ∇Φ and the analysis ensemble means in Table 5.1. Warm colours denote a high
frequency density, whilst cold colours denote a low frequency density.
The marginal prior mean at the first relative time point for source strengths is E[c] = 2× 10−5 m2 s−1
when the Metropolis- Hastings sampler and Emerick IEnKF are respectively employed in conjunction
with the first five pairs of consecutive real RGB images. Despite this, Tables 4.1 and 5.1 indicate
that source strength estimates appear to deviate away from this marginal prior mean and reside in
the interval [9× 10−6, 1.6× 10−5] m2 s−1.
114 5.4 Real Image Simulation
The histograms in Figure 5.9 are constructed in a similar manner to those in Figures 2.8, 3.8 and 4.18.
Figure 5.9 seems to contain small “jumps” in histogram means, as in Figures 2.8 and 3.8, where
they swap between temporally decreasing and increasing [2]. This is not apparent in Figure 4.18.
One possible mathematical explanation for these “jumps” in Figure 5.9 lies in Tables 4.1 and 5.1:
source strength analysis ensemble standard deviations arising from the Emerick IEnKF appear to be
“larger” than their counterparts for the Metropolis- Hastings sampler. This suggests that subsequent
prior distributions could potentially be updated more by observations. It is raised in Section 3.3 that,
from a physical perspective, these “jumps” in flow speed histogram means could be attributed to the
peristaltic nature of pumping induced by bioirrigating Arenicola marina [36, 18, 62, 63].
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Figure 5.10: The white arrows in the first column denote optical flows, which are obtained using
the ansatz in (4.17) and the analysis ensemble means in Table 5.1, at the relative times t0 = 0 s
(first row), t1 = 20 s (second row) and t2 = 40 s (third row). They are overlaid on top of the down-
sampled and cropped real grey scale images associated with those relative times. The second column
depicts the related divergence fields.
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The down- sampled and cropped real grey scale image in the third row of Figure 5.10 appears to
have three regions where intensity is comparatively “large”. One highlights that â and b̂ arising from
the Emerick IEnKF after the relative time period of 40 s place the source in the grid cell centred
on the point (0.2258, 0.0754). This appears to have the greatest grey scale intensity with respect
to the leftmost of these three regions. One possible explanation for the Emerick IEnKF placing the
fluid source in this grid cell, whilst the Metropolis- Hastings sampler does not, is that many of the
analysis ensemble standard deviations for the parameters a and b in Table 5.1 are larger than their
counterparts in Table 4.1. As such, marginal prior distributions could be updated more by subsequent
observations. One also considers the grid cell centred on the point (0.2258, 0.0754) to be a realistic
location for a fluid source after a relative time period of 40 s. This is because the marginal prior
means for b and a˜ at the first relative time point are derived in Section 4.4 from the pixel in the first
down- sampled and cropped real grey scale image with the greatest intensity.
As in Section 5.3.2, marginal prior means at the first relative time point are perturbed here. If
the recovered analysis ensemble means resemble those in Table 5.1 at the eightieth iteration of the
Emerick IEnKF, then one could potentially begin to deduce that the PVR apparent in Figure 5.8 is
a result of assimilating observations rather than inbreeding. Let case one be where marginal prior
means at the first relative time point are perturbed to E[c] = 2.6× 10−5 m2 s−1, E[b] = 0.0733 m,
and E[a˜] = 0.1950 m. Let case two be where marginal prior means at the first relative time point
are perturbed to E[c] = 1× 10−5 m2 s−1, E[b] = 0.0715 m, and E[a˜] = 0.2350 m.
Relative Time (s) ĉ (m2 s−1) â (m) b̂ (m) sc (m2 s−1) sa (m) sb (m)
0 6.4820× 10−6 0.2544 0.0766 3.1956× 10−6 0.0147 0.0029
10 9.6332× 10−6 0.2465 0.0757 4.0317× 10−6 0.0199 0.0022
20 1.1623× 10−5 0.2273 0.0724 3.6904× 10−6 0.0190 0.0022
30 1.3376× 10−5 0.2229 0.0724 3.5363× 10−6 0.0107 0.0021
40 1.2496× 10−5 0.2266 0.0748 2.5325× 10−6 0.0093 0.0022
Table 5.2: Analysis ensemble means, arising from the first five pairs of consecutive down- sampled and
cropped real grey scale images, at the eightieth iteration of the Emerick IEnKF for source strengths,
x- and y- coordinates. The marginal prior means at the first iteration and the first relative time point
are E[c] = 2.6× 10−5 m2 s−1, E[b] = 0.0733 m, and E[a˜] = 0.1950 m.
It appears from Tables 5.2 and 5.3 (respectively) that not all parameter estimates coincide with their
counterparts in Table 5.1 at “early” relative time points. Subsequently, there seems to be a “closer”
match. This makes one more certain that PVR in Figure 5.8 is potentially a result of assimilating
observations rather than inbreeding. If there were inbreeding at work, then updates at “later” relative
time points may not even be possible due to earlier analysis variances being underestimated [87,85].
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Relative Time (s) ĉ (m2 s−1) â (m) b̂ (m) sc (m2 s−1) sa (m) sb (m)
0 1.0115× 10−5 0.2272 0.0727 4.3628× 10−6 0.0220 0.0043
10 1.0773× 10−5 0.2295 0.0724 5.4235× 10−6 0.0162 0.0030
20 1.3473× 10−5 0.2265 0.0718 3.1315× 10−6 0.0095 0.0019
30 1.2612× 10−5 0.2232 0.0728 3.6156× 10−6 0.0121 0.0021
40 1.2491× 10−5 0.2266 0.0748 2.5132× 10−6 0.0082 0.0021
Table 5.3: Analysis ensemble means, arising from the first five pairs of consecutive down- sampled and
cropped real grey scale images, at the eightieth iteration of the Emerick IEnKF for source strengths,
x- and y- coordinates. The marginal prior means at the first iteration and the first relative time point
are E[c] = 1× 10−5 m2 s−1, E[b] = 0.0715 m, and E[a˜] = 0.2350 m.
This discussion is now used to illustrate why one opts to execute eighty iterations of the Emerick
IEnKF at each relative time point here. One seeks a value for M which is “large” enough to ensure
that when marginal prior means are perturbed at the first relative time point, analyses which seem
“close” to those in Table 5.1 can still be recovered. But one does not want M to be so “large” that
unnecessary computational expenses are incurred.
Consider the eightieth iteration of the Emerick IEnKF at the first five relative time points where
a real RGB image is captured. Analysis ensembles for each parameter are used to generate: one-
dimensional distributions, using the MATLAB command histcounts; and bivariate distributions for
the three possible parameter pairs, using the MATLAB command hist3 [46, 78]. Subsets of these
distributions are presented in Figures 5.11 and 5.12 (respectively). The bivariate distributions in
Figure 5.12 seem to be multi- modal despite those in Figure 5.11 appearing to be uni- modal. For
the same reasons as in Section 5.3.2, one questions here whether an ensemble with forty members is
“large” enough to realistically quantify posterior covariance structures for the parameters {a, b, c}.
5.5 Summary and Next Steps
Investigating more computationally efficient methods than the Metropolis- Hastings sampler for es-
timating source strengths, as well as x- and y- coordinates, characterising flows induced by bioirrigat-
ing Arenicola marina from images on one‘s Dell Optiplex 7010 computer is first raised in Section 4.5.
One decides to focus on EnKF- based methods as a possible alternative in this chapter, given their
apparent appropriateness for large- scale meteorological systems [31, 80, 81]. In particular, one opts
to concentrate on IEnKF- based methods here. This is because Gu and Oliver indicate that the EnKF
can produce unrealistic analyses in their problem when the posterior distribution is multi- modal, and
circumvent this by applying the methodology iteratively [84]. Joint posterior distributions for the
parameters {a, b, c} could be multi- modal as well, given the products of trigonometric terms in the
observation operator defined by (4.19).
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Figure 5.11: Analysis ensemble distributions at the eightieth iteration of the Emerick IEnKF for
the relative times t0 = 0 s (first row), t1 = 20 s (second row) and t2 = 40 s (third row). The first,
second and third columns denote source strengths, x- and y- coordinates (respectively).
The Sakov IEnKF and Emerick IEnKF are respectively employed in Section 5.3 to estimate source
strengths, as well as its x- and y- coordinates, characterising the true solution using synthetic data
analogous to that in Figure 4.3 [7, 8]. Section 5.3.1 suggests that the Sakov IEnKF is not able to
visibly reduce marginal prior variances, given an ensemble with forty members.
Section 5.3.2 suggests that the Emerick IEnKF can mostly recover estimates of the parameters
{a, b, c} arising from the Metropolis- Hastings sampler in Section 4.3.2 using synthetic data ana-
logous to that in Figure 4.3 in less time on one‘s Dell Optiplex 7010 computer. But one cannot
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Figure 5.12: Bivariate distributions arising from analysis ensembles at the eightieth iteration of the
Emerick IEnKF for the relative times t0 = 0 s (first row), t1 = 20 s (second row) and t2 = 40 s
(third row). The first, second and third columns denote source: strengths versus x- coordinates; y-
coordinates versus x- coordinates; and strengths versus y- coordinates (respectively). Warm colours
denote a high frequency density, whilst cold colours denote a low frequency density.
conclude that the Emerick IEnKF is more computationally efficient than the Metropolis- Hastings
sampler here. This is because Sections 5.3.2 and 5.4 suggest that an ensemble with forty members
is not “large” enough to adequately quantify posterior covariance structures.
One believes that this chapter would benefit from further investigation into effects of the en-
semble size N. It could be questioned whether frequency densities in Figures 5.5 and 5.12 vary in a
smoother fashion with respect to bins when N is “larger”. Another potential area of further research
concerns whether a greater level of PVR is possible when the Sakov IEnKF is applied with a larger
value of N. One could also try inferring the ensemble size required for computation times arising
from the Emerick IEnKF on one‘s Dell Optiplex 7010 computer to exceed analogous times associated
with the Metropolis- Hastings sampler in Chapter 4.
6
Conclusions and Outlook
It is raised in Section 1.2 that some of the methods employed by Kaza can carry shortcomings when
estimating flows induced by bioirrigating Arenicola marina [1]. They rely on the assumption that the
images involved depict rigid body motion and not fluid flow [1,11,12]. Heitz et al discuss a selection
of methods that are appropriate for obtaining optical flows from images depicting fluid motion [12].
A purpose of this thesis has been to evaluate the performance of some of these methods in the
context of quantifying flows induced by bioirrigating Arenicola marina.
The multi- resolution Horn- Schunck method is employed in Chapter 2 to recover optical flows
from: the synthetic grey scale images in Figure 2.3; and the real RGB images, where a subset of
them are displayed in Figure 1.1 [4, 5, 3]. One decides in Section 2.5 that it is not an appropriate
method for the current problem. This is because an apparently “large” smoothing parameter value
λ = 50 seems to be required for flow speeds to coincide with those induced by bioirrigating Arenicola
marina within the interval O(10−6) m s−1 − O(10−5) m s−1 arising from previous research [1, 18].
Other obstacles are encountered when utilising the multi- resolution Horn- Schunck method in
Chapter 2. Divergence magnitudes in Figure 2.6 appear to be “large” (relative to those near the
inlet) where they ought to be comparatively “small” [2]. And when the underlying true solution
is unknown, for example when dealing with the real RGB images, residual errors (such as EEs and
AEs) in optical flows cannot be computed. One attempts to infer optical flow errors from innovation
magnitudes instead. One finds this a challenging task because the physical units of innovations are
s−1 here, but those of optical flow components are m s−1. Innovations could also be misleading since
an overfitted optical flow may not necessarily faithfully mimic reality, but ‖δz‖2 could still appear
“small”.
Optical flow components and observation errors are subjectively defined to follow Gaussian dis-
tributions at the beginning of Chapter 3 [2]. The former are then updated by assimilating observed
negated temporal grey scale intensity derivatives using the Kalman filter [2, 27]. This is another ap-
proach highlighted by Heitz et al to obtaining optical flows from images depicting fluid motion [12].
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In Section 3.2.2, one notices that AEs appear to be comparatively “small” where there is a “high”
level of PVR [2]. Since posterior variances are independent of the underlying true solution, one at-
tempts to use them in Section 3.3 as a proxy for residual errors when examining optical flows arising
from the real RGB images [2]. Their square root has the same physical units as speed, suggesting
that it is easier to infer optical flow errors from them than innovation magnitudes.
Some of the optical flows in Chapter 3 reveal “large” divergence magnitudes (relative to those near
injection locations) where they ought to be comparatively “small”, despite accounting for uncertainty
in optical flow components and observations [2]. An optical flow induced by bioirrigating Arenic-
ola marina is modelled as a two- dimensional incompressible point source in Chapter 4 [64, 21, 22].
An ansatz for the velocity potential governing such a flow, subject to the boundary conditions in
Figure 4.2, is derived in Section 4.1 [29]. Now optical flow components are estimated at each grid
cell in Chapters 2 and 3. They are recovered from the velocity potential ansatz in (4.17) during
Chapter 4 though, given estimates of the three unknown parameters that (4.17) involves (source
strength, and its x- and y- coordinates). However, the Kalman filter cannot be employed to estim-
ate these parameters because they are nonlinearly related to observed negated temporal grey scale
intensity derivatives in (4.19) [27].
MCMC methods are viewed as being robust approaches to assimilating data when the observa-
tion operator is nonlinear [67, 68]. They also appear to be another possible approach highlighted
by Heitz et al to obtaining optical flows from images depicting fluid motion [12]. One such MCMC
method, the Metropolis- Hastings sampler, is illustrated in Section 4.2.3 [30]. It is employed in
Sections 4.3.2 and 4.4 to estimate source strengths, as well as x- and y- coordinates, characterising
flows governing the evolution of the synthetic grey scale images in Figure 4.3 and the first five pairs
of consecutive real RGB images (respectively). The latter of these tasks seems to take a long time
to execute on one‘s Dell Optiplex 7010 computer.
One decides in Section 4.2.3 to draw starting positions of Markov chains, for each parameter
and relative time point, from associated marginal prior distributions. This is because it seems intu-
itive to begin in a region of the state space that appears “close” to the posterior distribution being
probed. Now some comparatively “small” marginal prior variances are defined for the first relative
time point in Sections 4.3.1 and 4.4. But the convergence diagnostics outlined in Section 4.2.4 rely
on the assumption that, for each parameter and relative time, Markov chains begin remote from one
another [77]. So judging when convergence of Markov chains arising from the Metropolis- Hastings
sampler is reached becomes a difficult task in Sections 4.3.2 and 4.4. It is raised in Section 4.4 that
these difficulties could be reduced by drawing starting positions from distributions with larger mar-
ginal variances.
One queries in Section 2.4.2 that optical flows arising from the real RGB images could involve a
little inflow besides outflow at the sediment- water interface. But the optical flows in Figure 4.19 only
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exhibit outward flow there. In response to this, one queries in Section 4.5 considering a linear combin-
ation of: a two- dimensional incompressible point source, modelling fluid injection induced by bioir-
rigating Arenicola marina; and an additional two- dimensional incompressible flow at the sediment-
water interface, quantifying a little inflow there. This could involve estimating more parameters at
each relative time point, which would further increase computation times.
Chapter 5 focuses on locating a more computationally efficient method for estimating a single
source strength, as well as its x- and y- coordinates, characterising a flow induced by bioirrigating
Arenicola marina from images. The EnKF is considered to begin with, given its apparent appropri-
ateness for large- scale meteorological systems [31, 80, 81]. Gu and Oliver suggest that the EnKF
does not produce realistic analyses when the posterior distribution in their problem is multi- modal,
and circumvent this issue by applying their methodology iteratively [84]. One views the products of
trigonometric terms in the ansatz derived in Section 4.1 as potentially inducing multiple peaks in
joint posterior distributions for the parameters {a˜, b, c}. As such, one focuses on IEnKF approaches
to estimating source strengths, as well as x- and y- coordinates, characterising flows induced by
bioirrigating Arenicola marina from images in Chapter 5.
Two possible IEnKFs are employed in Section 5.3 to estimate a single source strength, as well as its
x- and y- coordinates, from synthetic grey scale images analogous to those in Figure 4.3 [7,8]. It ap-
pears that, unlike the Sakov IEnKF, the Emerick IEnKF can visibly update marginal prior distributions
for each parameter here. Execution of these tasks takes less time than those in Section 4.3.2 on one‘s
Dell Optiplex 7010 computer. But one suspects in Sections 5.3.2 and 5.4 that the ensemble involved
in the Emerick IEnKF here is too “small” to adequately quantify posterior covariance structures.
As such, one cannot say yet whether the Emerick IEnKF can produce estimates of the parameters
{a, b, c} mimicking those arising from the Metropolis- Hastings sampler in a more computationally
efficient manner.
The relative computational costs involved in estimating the parameters {a, b, c} characterising
the flow of water induced by bioirrigating Arenicola marina depicted in the real RGB images using
the Metropolis- Hastings sampler and the Emerick IEnKF still seem relatively vague, with respect
to one‘s Dell Optiplex 7010 computer. As such, one feels that further research is required before
including a second two- dimensional incompressible flow on the sediment- water interface.
One regards some of this vagueness as arising from a lack of certainty that, for each parameter
and relative time, the Markov chains in Chapter 4 have converged. Categorically deducing that a
set of Markov chains have converged would be difficult in practice. But one could be more cer-
tain by making their starting points more remote from one another [77]. It is raised at the end
of Section 4.4 how some authors suggest that starting positions of Markov chains arising from the
Metropolis- Hastings sampler do not necessarily need to be drawn from prior distributions [6]. As
such, one could investigate drawing the starting points of the Markov chains in Chapter 4 from the
same distributions but with larger marginal variances.
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Another potential source of vagueness arises from the apparently “small” ensembles used in Chapter 5.
One is still unsure if there is a “larger” ensemble size where frequency densities in bivariate distri-
butions for all three parameter pairs vary in a smoother fashion with respect to bins than those in
Figures 5.5 and 5.12. Section 5.5 highlights a number of further research areas concerning identific-
ation of effects of the ensemble size on the results in Chapter 5.
The simulations in Sections 4.4 and 5.4 only involve the first five pairs of consecutive real RGB
images. One views them as requiring a lot of computational resources (depending on the computer
being used). Recall that there are forty- one real RGB images in total, which form a subset of those
considered by Kaza [3,1]. One hopes that this comment illustrates the importance of trying to reduce
computation times, and the additional experiments recommended above.
Not all of the codes which have been written to generate the results in this thesis have been
checked. Another possible next step would be to rigorously check these. This would make it easier
for subsequent users to conduct their own research.
Appendices
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A
Approximating Grey Scale Intensity Derivatives
Reconsider the grey scale images F0 and F1, specifically at the pixel centred on the point (xj, yk) in
two- dimensional space, and the following finite difference approximations.
∂F
∂x
≈ F(xj + δx, yk, t0)− F(xj − δx, yk, t0)2δx . (A.1)
∂F
∂y
≈ F(xj, yk + δy, t0)− F(xj, yk − δy, t0)2δy . (A.2)
∂F
∂t
≈ F(xj, yk, t1)− F(xj, yk, t0)
δt
. (A.3)
Now (A.3) seems trivial to compute. The computations required in (A.1) and (A.2) can be achieved
via convolutions [109].
∂F
∂x
≈ Dx ∗ F0. (A.4)
∂F
∂y
≈ Dy ∗ F0. (A.5)
The derivative kernels Dx and Dy could be given by
Dx=
1
2δx
[
−1 0 1
]
Dy =
1
2δy

−1
0
1
 .
The derivative approximations in (A.4) and (A.5) can also be smoothed in the perpendicular direction
by the kernels Sx and Sy, revealing [109]
∂F
∂x
≈ (Sy ∗ Dx) ∗ F0 (A.6)
∂F
∂y
≈ (Sx ∗ Dy) ∗ F0. (A.7)
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In this thesis, the derivative and smoothing kernels
Dx =
1
2δx

0 0 0
1 0 −1
0 0 0

Dy =
1
2δy

0 1 0
0 0 0
0 −1 0

Sx =

0 0 0
0.12026 0.75948 0.12026
0 0 0

Sy =

0 0.12026 0
0 0.75948 0
0 0.12026 0

based on the work by Scharr et al are used in (A.6) and (A.7) [110]. Note that convolutions in this
thesis are obtained from the MATLAB convolve2 command [111].
Scharr et al suggest that the so- called 3- tab kernels above produce optical flows with “large”
errors, compared to those arising from 5- tab kernels [110]. However, these 3- tab kernels appear to
be capable of approximating known derivatives of some analytic functions of two variables. In light
of this, one opts to use 3- tab kernels here over 5- tab kernels in an attempt to reduce the need for
ghost points on boundaries.
B
Transforming the Smoothness Constraint in the Multi- Resolution
Horn- Schunck Method to Resemble the Tikhonov Regularisation
Term
Reconsider the integrand in (2.8) [4, 5].
I= (δuL−1 · ∇F + Ft)2︸ ︷︷ ︸
I1
+λ2(‖∇(u˜L+ δuL−1)‖22 + ‖∇(v˜L+ δvL−1)‖22)︸ ︷︷ ︸
I2
. (B.1)
In this appendix, the theory in [44] is employed to show that I2 in (B.1) can be transformed to
resemble the regularisation term in (2.18). To begin with, consider the alternative state vector
x ∈ R4NxNy , where
x=
[
xT1 x
T
2 x
T
3 x
T
4
]T
and n = 4NxNy for the purposes of this appendix only. Entries in the subvectors x1 ∈ RNxNy and
x3 ∈ RNxNy denote x- and y- components (respectively) of the correction increment at the current
pyramid level at each grid cell, whilst entries in the subvectors x2 ∈ RNxNy and x4 ∈ RNxNy denote
x- and y- components (respectively) of the up- sampled optical flow from the pyramid level directly
below at each grid cell.
Consider writing an expression resembling I1 in (B.1) for each grid cell. These can be compactly
written as
I1 = ‖z− Hx‖22, (B.2)
where the observation vector z is defined in the same way as in (2.14) and the observation operator
in (2.17) is recast as the following here.
H =
[
fx 0NxNy×NxNy fy 0NxNy×NxNy
]
.
The gradient operators in I2 are discretised and written in terms of the matrix L ∈ R2NxNy×NxNy .
One may query why L has 2NxNy rows, when there are NxNy grid cells. This is because ∇ : R→ R2
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in two- dimensional space.
I2 ≈ λ2
(
‖L (x1 +x2)‖22 + ‖L (x3 +x4)‖22
)
. (B.3)
Consider the matrices L1 ∈ R2NxNy×n and L2 ∈ R2NxNy×n, which are given by
L1=
[
L L 02NxNy×NxNy 02NxNy×NxNy
]
L2=
[
02NxNy×NxNy 02NxNy×NxNy L L
]
.
Substituting these definitions into (B.3) reveals
λ2
(
‖L (x1 +x2)‖22 + ‖L (x3 +x4)‖22
)
= λ2
(
‖L1x‖22 + ‖L2x‖22
)
= λ2
[
(L1x)T(L1x) + (L2x)T(L2x)
]
= λ2
[
xTLT1 L1x+xTLT2 L2x
]
= λ2
[
xT(LT1 L1 + LT2 L2)x
]
. (B.4)
One wishes to write the matrix LT1 L1 + LT2 L2 in the form L˜TL˜. One needs to show that the matrix
LT1 L1 + LT2 L2 is positive definite, as this will enable one to deduce that the square root L˜ ∈ Rn×n is
unique [94]. To do this, reconsider (B.3).
λ2
(
‖L (x1 +x2)‖22 + ‖L (x3 +x4)‖22
)
= λ2
∥∥∥∥∥ [L L]︸ ︷︷ ︸
= Ψ
[
x1
x2
]
︸ ︷︷ ︸
= x12
∥∥∥∥∥
2
2
+
∥∥∥∥∥ [L L]︸ ︷︷ ︸
= Ψ
[
x3
x4
]
︸ ︷︷ ︸
= x34
∥∥∥∥∥
2
2
.
= λ2
[
‖Ψx12‖22 + ‖Ψx34‖22
]
.
= λ2
[
xT12Ψ
TΨx12 +xT34ΨTΨx34
]
. (B.5)
One seeks a QR- decomposition of the matrix ΨT, which is unique when ΨT is full rank [112].
However, the earlier definition of Ψ suggests that it has repeated columns. One can transform Ψ
into a full rank matrix via pre- multiplication by an orthogonal matrix F∈ R2NxNy×2NxNy [38]. As
such, one rewrites (B.5) as
λ2
(
‖L (x1 +x2)‖22 + ‖L (x3 +x4)‖22
)
= λ2
[
xT12Ψ
TI2NxNy×2NxNy Ψx12 +xT34ΨTI2NxNy×2NxNy Ψx34
]
= λ2
[
xT12Ψ
TFTFΨx12 +xT34ΨTFTFΨx34
]
= λ2
[
xT12(FΨ)T (FΨ)︸ ︷︷ ︸
= Ψ˜
x12 +xT34(FΨ)T(FΨ)x34
]
= λ2
[
xT12Ψ˜
TΨ˜x12 +xT34Ψ˜TΨ˜x34
]
. (B.6)
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If Ψ˜ is full rank, then so is Ψ˜T. As such, consider the QR- decomposition
Ψ˜T = V˜1E˜1 (B.7)
where V˜1 ∈ R2NxNy×2NxNy and E˜1 ∈ R2NxNy×2NxNy are orthogonal and upper triangular (respectfully)
[112]. This is used to define the coordinate transformations
x˜12 =
(
V˜1E˜1
)T
x12
x˜34 =
(
V˜1E˜1
)T
x34. (B.8)
One can use (B.7) to write down the determinant det Ψ˜T = det V˜1 det E˜1. Now Ψ˜T is invertible and
has a non- zero determinant because it is full rank. This suggests that the matrices V˜1 and E˜1 also
have non- zero determinants, i.e. they are invertible too. As such, the coordinate transformations in
(B.8) are rearranged as follows.
x12 = V˜1
(
E˜T1
)−1
x˜12
x34 = V˜1
(
E˜T1
)−1
x˜34. (B.9)
Substituting (B.7) and (B.9) into (B.6) reveals
λ2
(
‖L (x1 +x2)‖22 + ‖L (x3 +x4)‖22
)
= λ2
[(
V˜1
(
E˜T1
)−1
x˜12
)T
V˜1E˜1
(
V˜1E˜1
)T
V˜1
(
E˜T1
)−1
x˜12
+
(
V˜1
(
E˜T1
)−1
x˜34
)T
V˜1E˜1
(
V˜1E˜1
)T
V˜1
(
E˜T1
)−1
x˜34
]
= λ2
[
x˜
T
12E˜
−1
1 V˜
T
1 V˜1︸ ︷︷ ︸
I2NxNy×2NxNy
E˜1E˜
T
1 V˜
T
1 V˜1︸ ︷︷ ︸
I2NxNy×2NxNy
(
E˜T1
)−1
x˜12
+x˜T34E˜−11 V˜T1 V˜1︸ ︷︷ ︸
I2NxNy×2NxNy
E˜1E˜
T
1 V˜
T
1 V˜1︸ ︷︷ ︸
I2NxNy×2NxNy
(
E˜T1
)−1
x˜34
]
= λ2
[
x˜
T
12E˜
−1
1 E˜1E˜
T
1
(
E˜T1
)−1
x˜12 + x˜T34E˜−11 E˜1E˜T1
(
E˜T1
)−1
x˜34
]
= λ2
[
x˜
T
12x˜12 + x˜T34x˜34
]
= λ2
[
‖x˜12‖22 + ‖x˜34‖22
]
. (B.10)
The condition wT(LT1 L1 + LT2 L2)w > 0 must hold, where w ∈ Rn\{0n} is an arbitrary vector, for
the matrix LT1 L1 + LT2 L2 to be positive definite. Now (B.4) and (B.10) in conjunction suggest that
(B.10) must be strictly positive when LT1 L1 + LT2 L2 is positive definite.
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The expression in (B.10) cannot be negative because it is the sum of two Euclidean norms, and
λ2 > 0. It can only equal zero when both ‖x˜12‖22 and ‖x˜34‖22 are zero, or equivalently when
x˜12 = 02NxNy and x˜34 = 02NxNy . If this were the case, then (B.9) would recover that x12 = 02NxNy
and x34 = 02NxNy . This would produce the situation where the up- sampled optical flow from the
pyramid level directly below, and the correction increment at the current level, are all zero. To avoid
this, one decides that x12 6= 02NxNy and x34 6= 02NxNy . This suggests that (B.10) cannot be zero
and that the matrix LT1 L1 + LT2 L2 is positive definite, i.e. it can be written in the form L˜TL˜ for some
unique L˜ ∈ Rn×n [94]. The expression in (B.4) now reads
λ2
[
xT(LT1 L1 + LT2 L2)x
]
= λ2xTL˜TL˜x
= λ2
(
L˜x
)T (
L˜x
)
= λ2‖L˜x‖22. (B.11)
Now substitute (B.2) and (B.11) into (B.1).
I≈ ‖z− Hx‖22 + λ2‖L˜x‖22. (B.12)
To transform (B.12) so that the regularisation term resembles that in (2.18), a QR- decomposition for
the matrix L˜T is defined. The fact that LT1 L1 + LT2 L2 = L˜TL˜ enables one to write det
(
LT1 L1 + LT2 L2
)
=
det L˜T det L˜ =
(
det L˜T
)2
. Now LT1 L1 + LT2 L2 has a positive determinant because it is positive defin-
ite. This means that L˜T has a non- zero determinant. As such, the matrix L˜T is full rank and has a
unique QR- decomposition
L˜T = V˜2E˜2 (B.13)
where V˜2 ∈ Rn×n and E˜2 ∈ Rn×n are orthogonal and upper triangular (respectfully) [112]. One then
defines the coordinate transformation
x˜=
(
V˜2E˜2
)T
x. (B.14)
One justifies that the matrix E˜2 is invertible using analogous rationale to that earlier for E˜1, and
writes the coordinate transformation in (B.14) as
x= V˜2
(
E˜T2
)−1
x˜. (B.15)
Substituting (B.13) and (B.15) back into (B.12) reveals
I≈
∥∥∥∥z− HV˜2 (E˜T2 )−1 x˜∥∥∥∥2
2
+ λ2
∥∥∥∥(V˜2E˜2)TV˜2 (E˜T2 )−1 x˜∥∥∥∥2
2
≈
∥∥∥∥z− HV˜2 (E˜T2 )−1 x˜∥∥∥∥2
2
+ λ2
∥∥∥∥E˜T2 V˜T2 V˜2︸ ︷︷ ︸
= In×n
(
E˜T2
)−1
x˜
∥∥∥∥2
2
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≈
∥∥∥∥z− HV˜2 (E˜T2 )−1 x˜∥∥∥∥2
2
+ λ2
∥∥∥∥E˜T2 (E˜T2 )−1 x˜∥∥∥∥2
2
≈
∥∥∥∥z− HV˜2 (E˜T2 )−1 x˜∥∥∥∥2
2
+ λ2‖x˜‖22. (B.16)
Notice that the regularisation term in (B.16) now mimics that in (2.18).

C
Proving that the Posterior Mean is the Bayesian Estimate that
Minimises Posterior Variances
This proof is based on that presented by Lewis et al [28]. An analysis that minimises the expected
loss E[ξ(x, xa)], where ξ(x, xa) is a loss function, is sought.
E[ξ(x, xa)]=
∫
Rp
∫
Rn
ξ(x, xa) p(x, z) dx dz.
=
∫
Rp
p(z)
(∫
Rn
ξ(x, xa) p(x|z) dx
)
dz. (C.1)
To minimise the expected loss, differentiate (C.1) with respect to xa and set it equal to zero.
∂
∂xa E[ξ(x, x
a)]= ∂
∂xa
∫
Rp
p(z)
(∫
Rn
ξ(x, xa) p(x|z) dx
)
︸ ︷︷ ︸
B(x, xa, z)
dz.
= ∂
∂xa
∫
Rp
p(z) B(x, xa, z) dz.
=
∫
Rp
p(z) ∂
∂xa B(x, x
a, z) dz. (C.2)
Now p(z) = 0 or
∂
∂xa B(x, x
a, z) = 0n (C.3)
need to hold for (C.2) to be zero. If p(z) = 0 held, then there would be no observation with a non-
zero density. This suggests that there would be no data to update prior distributions with. As such,
it is deduced that p(z) 6= 0, i.e. the analysis that minimises expected loss also minimises B.
The loss function ξ(x, xa) = ‖x− xa‖2W, where W∈ Rn×n is a weight matrix, is utilised here so
that B mimics posterior variances.
B(x, xa, z) =
∫
Rn
(x− xa)TW(x− xa) p(x|z) dx. (C.4)
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Differentiating (C.4) with respect to xa reveals
∂B
∂xa =
∫
Rn
p(x|z) ∂
∂xa
[
(x− xa)TW(x− xa)
]
dx
= −2W
∫
Rn
(x− xa) p(x|z) dx. (C.5)
Now substitute (C.5) into (C.3).∫
Rn
(x− xa) p(x|z) dx = 0n⇔
∫
Rn
x p(x|z) dx = xa
∫
Rn
p(x|z)︸ ︷︷ ︸
=1
dx.
⇔ xa =
∫
Rn
x p(x|z) dx.
⇔ xa = E[x|z].
This suggests that (C.4), and posterior variances, are minimised when xa = E[x|z].
D
Marginal Likelihood Derivation
In Section 3.1, the prior distribution x ∼N(x0, P0) and likelihood z|x ∼N(Hx, R) are defined. Their
PDFs are substituted into (3.21) to recover the PDF of the associated marginal likelihood.
p(z)=
∫
Rn
1√
(2pi)n det P0
exp
(
−12(x− x
0)T
(
P0
)−1 (x− x0))×
1√
(2pi)p det R
exp
(
−12(z− Hx)
TR−1(z− Hx)
)
dx.
= 1√
(2pi)p+n det P0 det R
∫
Rn
exp
(
−12
[
(x− x0)T (P0)−1 (x− x0) + (z− Hx)TR−1(z− Hx)]) dx.
(D.1)
The expression in square brackets in (D.1) is the same as the cost function J in (3.5). It is now
rewritten so that there is one term dependent on x that can remain inside the integral sign in (D.1),
and one term which is independent of x that can reside outside the integral sign in (D.1) with the
constants.
J= (x− x0)T (P0)−1 (x− x0) + (z− Hx)TR−1(z− Hx).
= zTR−1z− 2xTHTR−1z + xTHTR−1Hx + xT (P0)−1 x− 2xT (P0)−1 x0 + (x0)T (P0)−1 x0.
= zTR−1z− 2xT
[(
P0
)−1 x0 + HTR−1z]+ xT [(P0)−1 + HTR−1H] x + (x0)T (P0)−1 x0.
= xT
[(
P0
)−1 + HTR−1H] x− 2xT [(P0)−1 + HTR−1H] [(P0)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z]
+zTR−1z +
(
x0
)T (
P0
)−1 x0 + [(P0)−1 x0 + HTR−1z]T [(P0)−1 + HTR−1H]−1 [(P0)−1 + HTR−1H]×[(
P0
)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z]− [(P0)−1 x0 + HTR−1z]T [(P0)−1 + HTR−1H]−1×[(
P0
)−1 + HTR−1H] [(P0)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z] .
=
[
x−
[(
P0
)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z]]T [(P0)−1 + HTR−1H]×
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[
x−
[(
P0
)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z]]+ zTR−1z + (x0)T (P0)−1 x0
−
[(
P0
)−1 x0 + HTR−1z]T [(P0)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z] . (D.2)
Substituting (D.2) back into (D.1) reveals
p(z)= 1√
(2pi)p+n det P0 det R
exp
(
− 12
{
zTR−1z +
(
x0
)T (
P0
)−1 x0
−
[(
P0
)−1 x0 + HTR−1z]T [(P0)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z]})
×
∫
Rn
exp
(
− 12
{(
x−
[(
P0
)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z])T×
[(
P0
)−1 + HTR−1H](x− [(P0)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z])}) dx.
(D.3)
Now consider an arbitrary Gaussian distribution x ∼N(µ∗, P∗). The integral of its PDF must be
one, so
1√
(2pi)n det P∗
∫
Rn
exp
(
−12(x− µ
∗)T (P∗)−1 (x− µ∗)
)
dx= 1
⇐⇒
∫
Rn
exp
(
−12(x− µ
∗)T (P∗)−1 (x− µ∗)
)
dx=
√
(2pi)n det P∗. (D.4)
The argument of the exponential inside the integral in (D.3) takes the same form as that in (D.4). As
such, when the integral in (D.3) is evaluated it takes the value
√
(2pi)n det
(
(P0)−1 + HTR−1H
)−1
.
In light of this, one rewrites (D.3) as
p(z)=
√√√√ (2pi)n
(2pi)p+n det P0 det R det
(
(P0)−1 + HTR−1H
) exp(− 12{zTR−1z + (x0)T (P0)−1 x0
−
[(
P0
)−1 x0 + HTR−1z]T [(P0)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z]})
= 1√
(2pi)p det P0 det R det
(
(P0)−1 + HTR−1H
) exp(− 12{zTR−1z + (x0)T (P0)−1 x0
−
[(
P0
)−1 x0 + HTR−1z]T [(P0)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z]}). (D.5)
The relation
det M1 det M3 det
(
M−13 + MT4 M−11 M2
)
= det
(
M1 + M2M3MT4
)
,
where M1 ∈ Rp×p, {M2, M4} ∈ Rp×n and M3 ∈ Rn×n are arbitrary matrices, highlighted by Harville
is employed to rewrite the determinant in (D.5) as [113]
det P0 det R det
((
P0
)−1 + HTR−1H) = det(R + HP0HT).
CHAPTER D. MARGINAL LIKELIHOOD DERIVATION 137
This is substituted back into (D.5) to reveal
p(z)= 1√
(2pi)p det (R + HP0HT)
exp
(
− 12
{
zTR−1z +
(
x0
)T (
P0
)−1 x0
− (x0)T (P0)−1 [(P0)−1 + HTR−1H]−1 (P0)−1 x0 − 2 (x0)T (P0)−1 [(P0)−1 + HTR−1H]−1 HTR−1z
−zTR−1H
[(
P0
)−1 + HTR−1H]−1 HTR−1z})
= 1√
(2pi)p det (R + HP0HT)
exp
(
− 12
{
zT
(
R−1 − R−1H
[(
P0
)−1 + HTR−1H]−1 HTR−1) z
+
(
x0
)T (
P0
)−1 x0 − (x0)T (P0)−1 [(P0)−1 + HTR−1H]−1 (P0)−1 x0
−2 (x0)T (P0)−1 [(P0)−1 + HTR−1H]−1 HTR−1z})
= 1√
(2pi)p det (R + HP0HT)
exp
(
− 12
{
zT
[
R + HP0HT
]−1
z +
(
x0
)T (
P0
)−1 x0
− (x0)T (P0)−1 [(P0)−1 + HTR−1H]−1 (P0)−1 x0
−2 (x0)T (P0)−1 [(P0)−1 + HTR−1H]−1 HTR−1z}),
where the Sherman- Woodbury- Morrison formula in (3.8) is employed in the final line [52–55]. The
final term in the exponential is further simplified using (3.9).
p(z)= 1√
(2pi)p det (R + HP0HT)
exp
(
− 12
{
zT
[
R + HP0HT
]−1
z +
(
x0
)T (
P0
)−1 x0
− (x0)T (P0)−1 [(P0)−1 + HTR−1H]−1 (P0)−1 x0 − 2 (x0)T HT [R + HP0HT]−1 z}).
(D.6)
The Sherman- Woodbury- Morrison formula in (3.8) is then applied to the third term in the expo-
nential in (D.6), revealing [52–55]
p(z)= 1√
(2pi)p det (R + HP0HT)
exp
(
− 12
{
zT
[
R + HP0HT
]−1
z +
(
x0
)T (
P0
)−1 x0
− (x0)T (P0)−1(P0 − P0HT [R + HP0HT]−1 HP0)(P0)−1 x0
−2 (x0)T HT [R + HP0HT]−1 z})
= 1√
(2pi)p det (R + HP0HT)
exp
(
− 12
{
zT
[
R + HP0HT
]−1
z +
(
x0
)T (
P0
)−1 x0
− (x0)T (P0)−1 x0 + (x0)T HT [R + HP0HT]−1 Hx0 − 2 (x0)T HT [R + HP0HT]−1 z})
= 1√
(2pi)p det (R + HP0HT)
exp
(
− 12
{
zT
[
R + HP0HT
]−1
z− 2 (Hx0)T [R + HP0HT]−1 z
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+
(
Hx0
)T [
R + HP0HT
]−1 (
Hx0
)})
= 1√
(2pi)p det (R + HP0HT)
exp
(
− 12
{(
z− Hx0)T [R + HP0HT]−1 (z− Hx0)}).
This is the PDF of a z ∼N(Hx0, Q) distribution with Q = R + HP0HT.
E
Proving that a Single Assimilation of Observations Using the
Kalman Filter is Equivalent to M Assimilations with Observation
Error Variances Inflated by a Factor of M
This proof is based on that presented by Emerick and Reynolds [8]. Reconsider the form of the
Kalman filter in (3.6), which can be rewritten as [27]((
P0
)−1 + HTR−1H) xa − (P0)−1 x0 − HTR−1Hx0= HTR−1z− HTR−1Hx0
⇔
((
P0
)−1 + HTR−1H) xa − (P0)−1 x0= HTR−1z
⇔
((
P0
)−1 + HTR−1H) xa = (P0)−1 x0 + HTR−1z
⇔ xa =
[(
P0
)−1 + HTR−1H]−1 [(P0)−1 x0 + HTR−1z] .
(E.1)
The Sherman- Woodbury- Morrison formula in (3.8) is then used to show that the matrix[(
P0
)−1 + HTR−1H]−1= P0 − P0HT (R + HP0HT)−1 HP0
= P0 − KHP0
= (In×n − KH)P0
= Pa (E.2)
can be written as the analysis covariance matrix in (3.14) [52–55]. This means that (E.1) becomes
xa = Pa
[(
P0
)−1 x0 + HTR−1z] . (E.3)
Suppose that an observation vector z is assimilated M times using (E.3), each with an error covariance
matrix of MR. An alternative observation vector z˜ =
[
zT · · · zT
]T ∈ RMp, observation operator
139
140
CHAPTER E. PROVING THAT A SINGLE ASSIMILATION OF OBSERVATIONS USING THE
KALMAN FILTER IS EQUIVALENT TO M ASSIMILATIONS WITH OBSERVATION ERROR
VARIANCES INFLATED BY A FACTOR OF M
H˜ =
[
HT · · · HT
]T ∈ RMp×n, and observation error covariance matrix
R˜ =

MR
. . .
MR

are defined. Then (E.2) becomes
P˜a= P0 − P0H˜T
(
R˜ + H˜P0H˜T
)−1
︸ ︷︷ ︸
= C˜−1
H˜P0
= P0 − P0
[
HT · · · HT
]
C˜−1

H
...
H
P0
= P0 −
[
P0HT · · · P0HT
]
C˜−1

HP0
...
HP0
 . (E.4)
Now consider the matrix C˜
C˜=

MR
. . .
MR
+

H
...
H
P0 [HT · · · HT]
=

MR
. . .
MR
+

HP0HT · · · HP0HT
... . . . ...
HP0HT · · · HP0HT

=

MR + HP0HT HP0HT · · · HP0HT
HP0HT MR + HP0HT · · · HP0HT
... ... . . . ...
HP0HT HP0HT · · · MR + HP0HT

=

E1 E2 · · · E2
E2 E1 · · · E2
... ... . . . ...
E2 E2 · · · E1
 ,
where E1 = MR + HP0HT and E2 = HP0HT. Its inverse needs to be obtained, which can be achieved
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using the statement C˜C˜−1 = IMp×Mp written in matrix form below.
E1 E2 · · · E2
E2 E1 · · · E2
... ... . . . ...
E2 E2 · · · E1

︸ ︷︷ ︸
= C˜

E˜1 E˜2 · · · E˜2
E˜2 E˜1 · · · E˜2
... ... . . . ...
E˜2 E˜2 · · · E˜1

︸ ︷︷ ︸
= C˜−1
=

Ip×p
. . .
Ip×p
 . (E.5)
The following equations are recovered upon multiplying out the matrices in (E.5).
E1 E˜1 + (M− 1)E2 E˜2= Ip×p. (E.6)
E1 E˜2 + E2 E˜1 + (M− 2)E2 E˜2= 0p×p. (E.7)
Subtracting (E.6) from (E.7) reveals
(E1 − E2)︸ ︷︷ ︸
= MR
(
E˜2 − E˜1
)
= −Ip×p
⇔ MR
(
E˜2 − E˜1
)
= −Ip×p
⇔ E˜2 − E˜1= − 1
M
R−1
⇔ E˜1= E˜2 + 1
M
R−1. (E.8)
Now substitute (E.8) back into (E.7).
E1 E˜2 + E2 E˜2 +
1
M
E2R
−1 + (M− 2)E2 E˜2= 0p×p.
⇔ (E1 + (M− 1)E2) E˜2= − 1
M
E2R
−1.
⇔ E˜2= − 1
M
(E1 + (M− 1)E2)−1E2R−1.
= − 1
M
(
HP0HT + MR + (M− 1)HP0HT
)−1
HP0HTR−1.
= − 1
M2
(
R + HP0HT
)−1
HP0HTR−1. (E.9)
The next step involves returning to the recovery of the covariance matrix P˜a in (E.4).
P˜a= P0 −
[
P0HT · · · P0HT
]

E˜1 E˜2 · · · E˜2
E˜2 E˜1 · · · E˜2
... ... . . . ...
E˜2 E˜2 · · · E˜1


HP0
...
HP0
 .
= P0 −
[
P0HT · · · P0HT
]
E˜1HP0 + (M− 1)E˜2HP0
...
E˜1HP0 + (M− 1)E˜2HP0
 .
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= P0 −MP0HT E˜1HP0 −M(M− 1)P0HT E˜2HP0.
= P0 −MP0HT E˜1HP0 −M2P0HT E˜2HP0 + MP0HT E˜2HP0.
= P0 −MP0HT
(
E˜1 − E˜2
)
HP0 −M2P0HT E˜2HP0. (E.10)
One now substitutes (E.8) and (E.9) into (E.10), and utilises the analysis covariance matrix definition
in (3.14) [27].
P˜a= P0 −MP0HT
(
1
M
R−1
)
HP0 −M2P0HT
[
− 1
M2
(
R + HP0HT
)−1
HP0HTR−1
]
HP0.
= P0 − P0HTR−1HP0 + P0HT
(
R + HP0HT
)−1
HP0HTR−1HP0.
= P0 − P0HT
[
Ip×p −
(
R + HP0HT
)−1
HP0HT
]
R−1HP0.
= P0 − P0HT
(
R + HP0HT
)−1 [
R + HP0HT − HP0HT
]
R−1HP0.
= P0 − P0HT
(
R + HP0HT
)−1
RR−1HP0.
= P0 − P0HT
(
R + HP0HT
)−1
︸ ︷︷ ︸
= K
HP0.
= P0 − KHP0.
= (In×n − KH) P0.
= Pa. (E.11)
So (E.11) illustrates that the analysis covariance matrix in the Kalman filter is the same, regardless
of whether observations are assimilated: once with error covariance matrix R; or M times, each with
error covariance matrix MR. The posterior mean arising from the Kalman filter in (E.3) for the latter
of these two situations x˜a can be written as
x˜a= P˜a
[(
P0
)−1 x0 + H˜TR˜−1z˜]
= Pa
(
P0
)−1 x0 + PaH˜TR˜−1z˜,
where (E.11) is used to obtain the second line. One then uses (E.3) to make the deduction
x˜a= Pa
(
P0
)−1 x0 + 1
M
Pa
[
HT · · · HT
]
R−1z
...
R−1z

= Pa
(
P0
)−1 x0 + 1
M
MPaHTR−1z
= Pa
[(
P0
)−1 x0 + HTR−1z]
= xa. (E.12)
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So (E.12) illustrates that the posterior mean in the Kalman filter is also the same, regardless of
whether observations are assimilated: once with error covariance matrix R; or M times, each with
error covariance matrix MR.

F
Covariance Inflation
This appendix is based on a commentary provided by Petrie [91]. Inbreeding refers to when analysis
variances arising from the EnKF and its variants are underestimated [87]. This can be a result of:
when background forecast and observation error variances are incorrectly defined, and too much
weight is placed on observations; and when the ensemble is not “large” enough to adequately span
the state space, which can cause background forecast variances to be underestimated [114].
Filter divergence describes when background forecasts do not get updated in the EnKF and its
variants [87]. One possible cause is inbreeding: when analysis variances are underestimated, there
can be so much certainty in subsequent background forecasts that observations potentially cannot
update them (similar to the second panel in Figure 3.1) [85]. However, filter divergence can also occur
if uncertainty in the ensemble of background forecasts is so “large” that the posterior distribution
resembles the likelihood (similar to the third panel in Figure 3.1).
Covariance inflation is an ad- hoc technique, proposed by Anderson and Anderson, which tends
to be applied to background forecasts in the EnKF and its variants before data is assimilated [115].
It involves increasing the spread of background forecasts about the ensemble mean by some factor
β ∈ R+ according to
xf(j)← β
(
xf(j)− xf
)
+ xf , (F.1)
where ← denotes replacing xf(j) with β (xf(j)− xf)+ xf [85]. It acts to mitigate the effects of filter
divergence and inbreeding.
Despite previous research, there still appears to be no single “optimal” value for β [89, 85]. Its
value depends factors such as the prior distribution, how much noise in the background forecasts the
observation operator smooths out and whether data is assimilated stochastically or deterministically.
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