In the U.S., the current practice of analyzing the structural integrity of embankment dams relies primarily on manual a posteriori analysis of instrument data by engineers, leaving much room for improvement through the application of advanced data analysis techniques. In this research, different types of anomaly detection techniques are examined in an effort to propose which data analytics are appropriate for various anomaly scenarios as well as piezometer locations. Moreover, both the parametric (Auto Regressive [AR] and Moving Principal Component Analysis [MPCA]) and nonparametric (Kullback-Leibler Divergence [KL]) techniques are applied in order to test if the widely-held assumptions about piezometer data, i.e., linearity between piezometer data and pool levels, as well as normally distributed piezometer data, are necessary in the anomaly detection task. In general, KL performs better than MPCA and AR, and delivers more consistent results throughout the different piezometers and anomaly scenarios. Given that KL is a nonparametric technique, the authors conclude that the prior assumptions about piezometer data do not always provide the best performance for anomaly prediction.
Introduction
There are 84,000 dams in the U.S. with an average age of 53 years. Since the design life for most of these dams is 50 years, this means they are in need of extensive rehabilitation [1] . Moreover, dams have received a grade of D in the 2013 ASCE infrastructure report card [2] . While dams provide drinking water, hydroelectric power, flood control, recreation and many other benefits, dams can pose significant risks to people living around them. According to ASDSO and FEMA [3] , even though dam failure is a low probability event, it poses a high risk to the population around the area. Moreover, the probabilities are still high enough that failures typically happen Piezometers are the most commonly used instruments to monitor the water level in dams, which can often be used to compute pore water pressure [8] . Besides the reservoir pool, piezometers are influenced by many factors such as precipitation, tailwater present in downstream, soil permeability, temperature, etc. For embankment dams, piezometer levels are highly influenced by reservoir levels, so they are usually compared together to monitor the seepage as well as to check the condition of the piezometers. In addition to regularly collected piezometric and reservoir readings, the data collected during past historical events, such as flood events, high pool operation, etc., are also considered so that the dam behavior during such extreme events can be understood. Engineers look for any anomalies by observing correlation plots that graph unexpected deviations from the established norm (or the trend line) that reflects the relationship between the two variables (see Figure 1) . By observing how much the collected data are tracing 3 or scattered around the trend line, it is possible to quickly verify if the piezometers are behaving as expected or not. However, it is often difficult to quantitatively determine if identified deviations depicted in the correlation plot actually represent problematic behaviors. In addition, besides yearly checkups, more intense analysis of the collected instrument data, including piezometer data, is normally done in 5+-year intervals in the U.S. Since dams often have slow responses, relatively small anomalies, which could be an initiation of a catastrophic event, may be overlooked. The traditional practice that subjectively detects deviations from the historical readings using time series or correlation plots of raw data may not be accurate enough to capture anomalous changes over time. Thus, a more advanced way of analyzing collected instrument data is necessary to improve interpretation of the data and thereby enhance dam safety.
Given that different parts of a dam behave differently and undergo complicated processes over time, it is possible to improve the traditional anomaly detection approach using more advanced data analysis techniques. Thus, in this paper, different types of anomaly detection techniques are presented in an effort to propose/recommend data analytics that are more appropriate for various anomaly scenarios as well as piezometer locations. In this work, the authors test Auto Regressive (AR) model, Moving Principal Component Analysis (MPCA) and Kullback-Leibler divergence, which entail different characteristics.
This paper is organized as follows. In Section 2, we briefly introduce embankment dams and the mechanisms of internal erosion in an effort to emphasize the importance of detecting internal erosion problems in advance. In Section 3, we introduce a case study dam on which our analyses are based. We also describe the details of the simulations performed for the various scenarios considered in this work. Section 4 presents three anomaly detection techniques that are evaluated as part of this research. We also describe the principles and characteristics of those techniques as well as why they are appropriate for the anomaly detection task given our data. In Section 5, we describe the experiments we conduct, and the corresponding results are presented in Section 6. Finally, Section 7 presents a discussion of these results and the conclusions.
Internal Erosion
According to Torres [9] , internal erosion in embankment dams is defined as "a process that develops a concentration of seepage flows and in time may develop large cavities that may produce embankment failure with a catastrophic and uncontrolled release of the reservoir." The mechanisms of internal erosion are complex especially given that various flaws and physical factors can lead to internal erosion. Classical piping, progressive erosion, blowout, and scour are the well-known mechanisms of internal erosion. Internal erosion can happen due to, but not limited to, improper filters; pressure relief measures not being used at seepage discharge points; soil not properly compacted adjacent to outlet pipes; sharp changes in foundation grades or slopes; water flows along cracks or other defects in the soil; pressurized water flows into the embankment; etc. In most cases, soil particles are initially removed at the discharge point of the seepage, and pipes in the soil tend to enlarge and progress upstream with increasing flow quantity [10] .
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There are four main phases of internal erosion: initiation, continuation, progression and breach as shown in Figure 2 , which shows the specific case of internal erosion in embankment initiated by concentrated leak [11] .
As explained above, internal erosion is a complicated process, and site-specific conditions should be also considered to better understand its likelihood to develop further. In addition, an internal erosion problem cannot be completely analyzed using only numerical models; additional information on dam and soil behavior needs to be assessed to determine the risks associated with internal erosion [12] . Any abnormalities, such as heave, cracks, removal of materials, etc. in a dam may or may not continue to develop actual internal erosion. However, such observations should be carefully examined due to the possibility of being further developed to initiate internal erosion. Thus, it is difficult to state that detected anomalies from instrumentation readings and/or visual observations are actual internal erosion; rather, they should be considered as potential indicators of internal erosion. In some situations, problems can be self-healed or not progress further based on various factors. Thus, secondary consequences of internal erosion are not considered in this work, meaning that the authors do not judge whether detected anomalies will always lead to internal erosion problems, but rather, try to detect any types of potential anomalous responses that may possibly continue to real internal erosion.
Our simulated piezometer signals correspond to an ideal condition where the changes seen in the response of the piezometer to varying reservoir levels are solely the effect of a change in the hydraulic conductivity of sections of the dam. Responses from real piezometers could undergo similar changes for various reasons other than the ones simulated, which would increase the false alarm rate of our approach. However, given that domain experts prioritize sensitivity over specificity, and that simulating other phenomena that may result in similar response changes is difficult, we believe that the results shown in the paper are informative and can be used as a baseline for future work on improving the specificity of the test under a wider set of anomalies.
Data Collected from Simulation
Since the anomalous problems often occur inside embankment dams without visual signs until they become severe enough to be observed, it is hard to know exactly when such problems are initiated. Thus, a simulation process is necessary in order to accurately evaluate the ability of the anomaly detection techniques to detect anomalies long before they become severe enough to be visually observed. Moreover, such simulations will feed additional information, such as how piezometric levels would be affected by the specific physical processes being simulated, which have been hard for engineers to understand based only on observations and data collected from real embankment dams. The datasets collected from these embankment dam simulations will not only benefit the validation of anomaly detection approaches, but also contribute to the understanding by dam engineers of the behavior of piezometers in embankment dams under different conditions. 
Case Study Dam
In order to simulate realistic anomalous embankment dam scenarios, a case study dam located in the eastern part of the U.S. was used because its reservoir and instrumentation measurements were accessible to the research team. The dam is an earth and rock filled structure and is composed of a central core of impervious rolled fill with the upstream side slope protected by rock fill on gravel bedding. On the downstream of the core, there is a large zone of rock fill. The dam was built in 1961, and most of the instrumentation systems had been manually collected and evaluated. After installing a new piezometer instrument system in 2004, the data collection has been automated. Now, there are a total of 26 piezometers installed, and starting from 2009, measurements are collected every 4 hours. In our work, in order to analyze the piezometer data in a consistent frequency for a longer period of time, we used the data collected since 2006 and resampled them to have the same frequency, i.e., every 24 hours.
Anomalous Data Collection
Recently, numerical analyses coded into computer programs have been the most widely used method to analyze seepage issues. Specifically, 2-dimensional (2D) or 3D numerical models are often developed to analyze seepage issues [13] . Such models are often used for simulation of infiltration, seepage and seepage path, etc., so that the performance of the dam can be validated. In this work, SEEP/W was used to model a section of the case study dam in order to simulate various anomaly scenarios, and consequently, to collect corresponding piezometer data. SEEP/W is a finite element software program for analyzing ground water and excess pore-water pressure dissipation problems in a porous media. Using SEEP/W, it is possible to vary relevant parameters, such as reducing the hydraulic conductivity of soil layers and/or the core, thus obtaining datasets that correspond to different phases of internal erosion. In addition, since SEEP/W adopts an implicit numerical solution to solve Darcy's equation, users can perform both steady-state and transient seepage analysis during specified time sequences.
The existing 26 piezometers already installed in the case study dam are clustered in the core area, so some of the existing piezometers and several new locations were selected to collect piezometer data that have various response characteristics to the pool levels, and are spatially spread along the dam section. For all transient analyses, users need to adjust time steps appropriately in order to obtain computed results accurately. It should not be too fast or too slow. After setting geometry, meshing, soil materials, soil properties, and boundary conditions based on our case study dam, we performed the transient analyses using the daily reservoir levels obtained from the case study dam as the inputs. Given the daily reservoir levels for five and a half years, specifically Mar. 2006 to Sep. 2011, corresponding daily piezometer data were calculated from the 10 specific locations in the model as shown in Figure 3 . Table 1 provides more details about each piezometer and the corresponding dam properties.
In this work, the obtained piezometer datasets from the case study dam under the normal condition became the baseline data. In order to see how reliable SEEP/W is, we compared the 6 calculated piezometer data to the field piezometer data collected at PZ 4 location for the period of 2008 days being studied. The dam model was simulated using the actual reservoir levels as the forcing function. The mean value of the simulated piezometer data was 822.0639 while the mean value of the field piezometer data was 822.0650. The correlation coefficient and the coefficient of determination (R-square) between the two time series were 0.9980 and 0.9961, respectively. Similar results were obtained at the other piezometer locations. These comparison results show that the SEEP/W model is able to accurately simulate our case study dam. In the following section, we will demonstrate how we obtained the anomaly datasets under various anomalous conditions by varying properties of the soil materials.
Anomaly Scenarios
Out of many different internal erosion mechanisms possible, the authors only considered two that can be simulated using SEEP/W and possibly occur given the properties and history of the case study dam.
Case 1: Foundation erosion
In most cases, internal erosion occurs from the toe area and develops backwards towards an embankment. This is often caused by the constant migration of soil particles towards free exits or into coarse openings [14] . Once piping initiates and eventually develops further, the hydraulic conductivity of affected soil materials change due to such soil erosion. Such backward erosion piping can occur from either the foundation or embankment. In this work, anomalies in the downstream foundation of the case study dam are presented, whose soil property is designated as river deposit.
Case 2: Pervious layer in core
Another anomaly scenario is internal erosion caused by poorly compacted zones (or high permeability zones) within an embankment core. When constructing an embankment dam, each soil layer is compacted on top of the previously compacted layers. However, due to occasional freezing on seasonal shutdown, poor compaction, and many other reasons, highly permeable zones/ layers can be possibly formed within a core, foundation or even at abutment contacts. In this work, we simulated a pervious layer in the core.
In order to generate various anomaly scenarios over the two internal erosion cases, we varied severities and durations of the anomaly scenarios as follows:
• Severity Low: original hydraulic conductivity times 2, 4, 6, 8, 10 • Severity High: original hydraulic conductivity times 10, 25, 50, 75, 100 • Severity extremely-High: original hydraulic conductivity times 10 1 10 2 , 10 3 , 10 4
• Duration Slow: three months for each change 7
• Duration Fast: one month for each change
• Uniformity Graded: the severities of the anomalies are varied in the direction of anomaly progression along the anomalous area/ layer • Uniformity Uniform: the severities of the anomalies are uniformly distributed along the anomalous area/layer Thus, as summarized in Table 2 , the combinations of the severity, duration and uniformity generated a total of 10 anomaly scenarios, in which the first eight scenarios correspond to the foundation erosion case while the last two scenarios correspond to the pervious core case.
For the first anomaly mechanism, i.e., foundation erosion in river deposit, we created a thin 1 ft. thick and 340 ft. long layer within the river deposit as indicated with the red line in Figure 3 . Figure 4 shows the zoom-in version of this red thin layer of Figure 3 . We then divided the layer into five equal segments in which various anomalies could be introduced. Each segment was assigned with various hydraulic conductivity values over various durations. In order to simulate the backwards erosion, which often starts from the toe area, we applied the anomaly scenario of 'Uniformity: Graded'. Here, the hydraulic conductivity of the right most segment, or the 5 th segment, was increased, first.
For example, in the case of Scenario 1 ('Severity: Low, Duration: Slow, and Uniformity: Graded'), the hydraulic conductivity of the 5 th segment of the layer was increased by 2 times the original hydraulic conductivity of the river deposit for three months. Then in the next three months, the hydraulic conductivity of the 4 th segment was increased by 2 times and that of the 5 th segment by 4 times, and so on. Figure 5 illustrates how we increased the hydraulic conductivity of each segment over time in the case of Scenario 1. This particular anomaly scenario spans a total 15 months (3 months times 5 segments). In the 'Uniformity: Uniform' case, the hydraulic conductivities of all five segments were uniformly increased. That is, the hydraulic conductivities of all five segments are the same for three months or one month depending on Duration: Slow or Fast, respectively.
To simulate a pervious core layer, another thin layer was created along the core as indicated with the green line in Figure 3 . Since the core had been compacted to be impervious, its hydraulic conductivity was increased more severely, i.e., 10 1 10 2 , 10 3 , 10 4 times the original magnitude ('Severity: extremely-High'), and applied only a 'Uniformity: Uniform' scenario to simulate a pervious layer. Scenario 9 and 10 in Table 2 correspond to this poorly compacted pervious layer in the core area. Figure 7 shows the time series of three different piezometers that were generated from Scenario 1. Even though the data were generated from the same anomaly scenario, it is clear that different 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 8 piezometers behave differently. Some anomalous data seem to involve only amplitude changes while some also involve trend changes, probably due to time lags caused by changes in seepage rates. In Figure 7 , PZ 3 has a different response trend compared to PZ 2 and PZ 10. Also, while PZ 2 and PZ 10 have similar trends in their responses, PZ 2 readings have more rapid variations, and PZ 10 readings are a smoother version of PZ 2. PZ 2 and PZ 10 are installed in the same soil material, but PZ 2 is located close to the reservoir level as one of the upstream piezometers. Thus, PZ 2 tends to be more responsive to the pool level changes and has higher frequencies in its responses.
Anomaly Detection Techniques
The objective for the research described in this paper is to examine several data analysis techniques to detect anomalous patterns in piezometer data that do not follow its previous historical behavior or do not behave as expected. Since the 19 th century, anomaly detection has been widely studied by the statistics community, and there have been a variety of anomaly detection techniques developed for certain application domains and for more generic problems [15] . Anomaly detection techniques/algorithms should be selected by considering whether they are suitable for the data sets in terms of the correct distribution model, the correct attribute types, the scalability, the required running speed, the availability and accuracy of the labels, etc. [16] . In addition, selecting appropriate approaches depends on the data type, availability of data labels, how one wishes to detect anomalies and to handle them [16] . In this paper, the authors carefully investigate how an anomaly should be defined in piezometer data analysis as well as the sensitivity required and the validation methods that should be used. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   9 Given that piezometer data fluctuate based on pool levels, one of the most common assumptions made by practitioners is that the two should be linearly related under ideal conditions. Moreover, especially when looking for any deviations from normal data, engineers tend to assume that the data come from normal (Gaussian) distribution, which is the simplest mathematical model that can be used. However, based on where piezometers are located along the dam, their measurements can be either linear/nonlinear or highly correlated/uncorrelated in response to pool levels. This means that detecting any deviations with a Gaussian approach may not be appropriate. Thus, the research test both parametric and nonparametric techniques, MPCA and KL divergence, respectively, to see if the existing assumptions on linearity as well as Gaussian distribution are appropriate when analyzing piezometer data. In the following sections, each model and technique are explained in more detail.
Autoregressive (AR) Model
One of the most widely used stochastic time series models is Autoregressive Integrated Moving Average (ARIMA) [18, 19] . While ARIMA models have been mainly adopted in economic and statistics domains, they also have been popular for structural health monitoring or damage detection [20, 21, 22] . ARIMA assumes that a time series dataset follows a normal distribution and has a linear form meaning that future values of the time series are estimated based on linear combination of previous values of the series. An ARIMA model can be divided into subclasses, such as Autoregressive (AR), Moving Average (MA), and Autoregressive Moving Average (ARMA) models [19] . Particularly, the AR model is expressed in terms of past values, MA model is expressed in term of past errors, and ARMA is a combination of AR and MA models.
In order to determine the most appropriate model given time series data, autocorrelation (ACF) and partial autocorrelation functions (PACF) should be computed. Autocorrelation measures the linear dependence of a variable at different lags while partial autocorrelation measures the linear dependence between different lags after removing the mutual autocorrelation in-between the lags (controls intermediate autocorrelations). Eq. (1) and Eq. (2) represent the ACF and PACF of a time series, ‫ݔ‬ ௧, at lag j, respectively [23] .
where ‫ݔ‬ ො ௧ା denotes the regression of ‫ݔ‬ ௧ା on ‫ݔ{‬ ௧ାିଵ, ‫ݔ‬ ௧ାିଶ,⋯ , ‫ݔ‬ ௧ାଵ }.
After examining these functions, either AR or MA is selected to appropriately model time series. For example, if a PACF plot of a time series displays a sharp cutoff at a certain lag while ACF decays more slowly, the time series are said to have an AR signature given that AR considers 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 10 cumulative effects of all previous values. In this case, the order number is determined based on the point at which lag PACF cuts off. The opposite scenario applies for a MA model. In MA models, since only errors at certain lags (let's say, p) affect the current value, ACF will cutoff after lag p while PACF will decay more slowly. All of the piezometers analyzed in this paper have AR signatures as shown in Figure 8 ; each ACF decays slowly while PACF cuts off sharply at a certain lag. So, this paper focuses on developing AR models.
Eq. (3) below shows an AR model of order n. The ‫ݔ‬ ௧ represents the value of x at time, t. The equation shows that ‫ݔ‬ ௧ can be estimated using a linear relationship among n previous x values and their corresponding coefficients, a's. ߝ ௧ is the Gaussian white noise term. There are different ways of estimating such coefficients, e.g., least-squares, Yule-Walker approach [24] , Forwardbackward approach [25, 26] , etc.
Vector Autoregressive (VAR) Model
Eq. (3) is based on a univariate time series. However, since piezometer readings are highly affected by the pool levels, the relationship between the pool and piezometer readings should be considered together. Vector Auto Regressive model (VAR) is a multivariate time series model that can track many series at once instead of a single time series at a time. Since VAR jointly considers dynamics among multiple time series, it is possible to recognize how much one variable is influenced by the other variables. Eq. (4) shows a VAR (n) model:
where ‫ݔ‬ ௗ,௧ denotes d th time series at a time t, ܽ 's are AR coefficients that correspond to n th lag, and ߝ ௧ is a vector of uncorrelated errors.
Moving Principal Component Analysis
By linearly decomposing a data matrix into a number of uncorrelated components, PCA can identify periodic variations that are dominant in the data; each of the components represents a different degree of dominant variability embedded in the data. PCA-based methods in combination with other statistical approaches have been widely used for anomaly detection. Wang and Ong [27] , for instance, combined one of the control chart techniques (MEWMA 11 control chart) with PCA to detect structural damage using vibrational response. Loh et al. [28] used Singular Spectrum Analysis (SSA), a technique with a similar mathematical basis as PCA, with an autoregressive model to extract the response feature from continuous monitoring of the static deformation of a dam. More recently, Laory et al. [29] applied Moving PCA (MPCA) in combination with four regression analysis methods for damage detection in bridges. The combined methods were compared with stand-alone methods to see which ones provided highest levels of damage detectability as well as earlier detections.
While PCA is often applied to the whole dataset, it can also be applied to a subset, or a window, of the dataset. MPCA performs PCA by sliding this window, so that any change in the principal components over time can be detected. More formally, consider a data matrix, ܶ ∈ Թ ேൈெ , whose M columns are individual time series of length N that have been normalized with respect to each column. Each entry of this matrix can be denoted by ܸ ሺ‫ݐ‬ሻ, where ݅ ൌ 1, … , ‫ܯ‬ and ‫ݐ‬ ൌ 1, … , ܰ, as shown in the Eq. (5) below. ܸ ሺ‫ݐ‬ሻ would indicate the measurement of piezometer i at time t.
To apply MPCA on ܶ, first a sliding window of size ‫ܮ‬ is applied to the matrix to extract a sub- The eigenvectors of the covariance matrix represent the directions of maximum variance, or the variance of each independent component, and the corresponding eigenvalue indicates a degree of each component's proportional variance. Thus, the most dominant patterns between reservoir and piezometric readings can be captured by the first few sets of the eigenvectors after ordering the corresponding eigenvalues in a descending order.
Kullback-Leibler Divergence
A nonparametric technique that was tested is based on divergence measurement, which is the distance between two probability densities [30] . One of the most well known divergence estimators is the Kullback-Leibler (KL) divergence [31, 32, 33] . The KL divergence between p(x) and q(x) is expressed in Eq. (6). 
When fitting parameterized models to the samples being tested, various principles can be used to estimate KL divergence [34, 35] , e.g., k-nearest neighbors, Maximum Likelihood Method, maximum spacing estimators, etc. In this work, the k-nearest neighbor (kNN) method [34] was adapted to estimate the KL divergence, or distance between the samples from two distributions, p and q. In the next section, we will explain how we applied the three statistical techniques in order to improve anomaly detection of piezometer data.
Design of Experiments
As mentioned in the previous section, the locations of piezometers, including the soil layers in which their tips are installed, as well as different anomaly scenarios influence piezometer responses, and consequently, anomaly detection performance. This section presents two experiments designed to evaluate three different anomaly detection techniques for the selected piezometers of the case study dam (Table 1 ) and for various anomaly scenarios (Table 2) .
For every time series dataset, the first two years of the data were assumed to be free of anomalies (i.e., training data), as our approach requires the definition of a baseline period during which the dam behaves normally. The rest of the data were treated as testing data. In every technique, since piezometers respond to reservoir pool events, both the piezometer readings and the reservoir levels were analyzed together. Thus, given 10 different anomaly scenarios and 10 piezometers, total of 100 2-dimensional datasets, where each dataset is composed of 2-dimensional time series of pool and piezometer, were tested.
The metric used to evaluate the anomaly detection techniques is the F 2 score, which is a combined measure of precision and recall, but emphasizes recall twice as much as precision (see Eq. (10)). Precision is calculated by the number of correctly labeled anomalies (true positives) divided by the total number of anomalies labeled as belonging to the positive class (i.e., the sum of true positives and false positives) while recall is calculated by the number of correctly 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 13 detected anomalies (true positives) divided by the total number of anomalies (i.e., the sum of true positives and false negatives). Thus, a perfect precision means that every detected anomaly is an actual anomaly whereas a perfect recall means that every anomaly is detected by the detection task. The evaluation metric of F 2 score was selected because in the dam safety domain, missing anomalies (lower recall score) is worse than raising false alarms (lower precision score). For each technique, various parameters were tested, i.e., order number of AR models, window sizes, threshold levels, etc. Once the optimized parameter settings were reviewed, a specific set of parameters that may be intuitive when analyzing piezometer data was also examined.
The objective of exploring various parameter settings was to see how each of the parameters affects the anomaly detection performance. Based on where piezometers are located, their readings would respond differently. For example, if a piezometer is located in a pervious layer, the corresponding piezometer readings will be more dynamic and responsive compared to that located in an impervious layer. In addition, based on the tip elevations of the piezometers, the response elevation levels will vary. Thus, in this case, threshold levels should be adjusted to reflect differently responding piezometers. The experiments were not to determine a specific parameter for each scenario, but to observe how parameters should be adjusted to appropriately detect the wide range of anomalies in various anomaly severities we have introduced.
A control chart was constructed for each technique, where threshold levels were established based on the features extracted from the normal data. Any deviations that went beyond certain sigma levels (standard deviations) of the threshold level were then marked as anomalies. 1 to 3 standard deviations were tested for each technique. It is worth noting that this threshold-based change detection method is sensitive to both gradual and sudden changes.
VAR
In the VAR application, the standard least squares technique was used to determine VAR coefficients and AIC (Akaike's information criterion [36] ) to select the order of VAR models. For each dataset, VAR coefficients were estimated from the scaled training data, and residual errors of the testing data (which contain both normal and anomalous data) were calculated. Here, residual errors are the difference between actual and predicted values that are computed from the VAR model developed using the training data. Since reservoir data were given (or do 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 14 not need to be predicted), only the residual errors of the piezometer data were computed. The VAR model still considers both of the previous reservoir and piezometer data to predict new piezometer data.
MPCA
It is necessary to select a window size that is large enough to capture periodicity of the data and not be influenced by measurement noise [29, 37] . Given the daily data, window sizes that range from 365 to 400 were tested. The authors did not test shorter windows in order to capture the entire seasonality (1 year) of the data, and did not test larger windows to make sure the numbers of anomalous windows did not exceed those of normal windows.
Once the window size was selected, principal components of the data contained in the window were computed. In our case, we obtained 2 eigenvectors given the 2-dimensional data. As the window was moved towards the end of the time series, any changes in the most dominant pattern was observed only, i.e., first principal component. Since the analyzed data is 2-dimensional (i.e., reservoir level and piezometer reading), the data has two 2-dimensional principal components. We analyzed how the direction (angle) of the first two-dimensional principal component changed over time. Given that eigenvectors are direction cosines for principal components, the cosine angle can be formed by the two elements of each eigenvector. Thus, when observing how the first principal components change over time, the experiment looked for changes in the angles formed by the two elements of the principal component.
The window was moved in 30 day increments instead of one day increments because i) the anomalous problems we are focusing on are slow moving processes, and ii) any anomalies found in one day data are likely caused by noise, and the eigenvectors would not significantly change due to one additional day data. In order to evaluate the detection performance, we observed if the detection technique could detect anomalies as soon as the moving window starts to include at least one anomalous data point. The threshold level of the control chart was established using the mean +/-1 to 3 standard deviations of the training data.
KL
The kNN method-based KL divergence was applied using the Information Theoretical Estimators (ITE) Toolbox [30] . A k-value of 3 was used. First, the divergence between every window in the training period (i.e., first two years) and the windows in the testing period were computed. Then the median distances computed from the training windows were analyzed to see if there were any significant deviations. For example, let's say there are 20 training windows and 50 testing windows. Then, for each of the 50 testing windows, there would be a total 20 distances computed from the training windows. Then only the median of those 20 distances is saved from each testing window. As the window moves toward the end, the medians (50 of them in total) are examined in order to detect if there are any significant increases. As in the MPCA experiment, 15 the window moved by the increments of 30 days, meaning the duration between the two successive moving windows is 30 days, and the detection performance was evaluated by observing if the detection technique could detect anomalous moving window once it contains at least one anomalous data.
In order to establish a threshold level of the control chart, every possible distance among the training windows was computed. The control chart was constructed using the mean of those entire distances being computed, and the standard deviations among the mean distances from each training window to the rest of the training windows. Various threshold levels were obtained from the mean plus three different sigma levels of the standard deviations. Table 3 presents the results obtained from VAR based on the best order numbers (please also see Figure 9 , which is a heat map generated from this result). The threshold levels, σ and the model orders, M, shown in the table correspond to the combinations that bring the best F 2 scores. Most piezometers performed badly, while Piezometer 2, 5 and 7 performed comparatively better in extremely severe scenarios (i.e., Scenario 3, 4, 7, 8) . The performances on the scenarios that simulate pervious core layer were poor. Table 4 shows the results of MPCA based on the optimal parameter settings of window sizes, w and threshold levels, σ that bring the best F 2 scores. Table 5 summarizes the results of KL, also based on the optimal parameter combinations. Figure 10 and 11 are the corresponding heat maps.
Results
In general, the performance of MPCA applied on the graded scenarios was not as good as that applied on the uniform scenarios; the performance of each piezometer improved in Scenario 4 and 8 except Piezometer 10. The results of KL were better compared to MPCA. KL had consistent performance among different piezometers and performed better on the last two scenarios, too (i.e., Scenario 9 and 10).
In real life, it is not possible to determine the optimal parameter settings for anomaly detection especially given that various types of anomalies are not known in advance. Thus, the experiment was conducted to test parameters that may be intuitively selected by those who analyze the data to see how MPCA and KL perform. Given that it is fundamental to inspect annual condition changes, a window size of one year and sigma level of 2 were chosen. However, sigma levels should be appropriately adjusted based on how sensitive your anomaly detection system should be. Figure 12 vs. 13) clearly shows that KL computed from each piezometer performed better than MPCA on every scenario.
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Discussion
VAR
As summarized in Table 3 , VAR performed very poorly in most piezometers and scenarios (see red colors in Figure 9 ). It is worth noting that in Scenarios 1, 2, 3, 4 and 9, which are based on 'Duration: Slow', the anomalies were introduced from Jan. 2009 to Mar. 2010 while in Scenarios 5, 6, 7, 8, 10, which are based on 'Duration: Fast', the anomalies were introduced from Jan. 2009 to May 2009. When VAR did perform well, the scenario was based on severe anomalies that were uniformly introduced (i.e., Scenario 4, 8) along the entire layer within the downstream deposit (not the gradual changes introduced). The upper plot of Figure 14 shows the entire time series (both training and testing data) of PZ 2, and the lower plot of Figure 14 represents the results of AR based on Scenario 4. In the upper plot, the solid vertical line indicates the end of the training period, and the yellow arrow indicates the start of the anomaly introduction. The piezometer readings in red correspond to the simulated piezometer data under Scenario 4 while the predicted readings in blue correspond to the predicted piezometer data using the VAR model that is estimated from the training data. Here, the regression residuals start to exceed the threshold line early enough to capture the anomalies introduced in the first 3 months (Jan. 2009 to Mar. 2009).
However, even based on the same scenario (Scenario 4), when the piezometric response changes were not clearly reflected enough (e.g., PZ 9), the result was not satisfactory as shown in Figure  15 ; the anomalies were detected late, thus leaving many false negatives.
In most cases, the poor performance of VAR was due to significant noise being present in the training data. For example, based on the PZ 1 data from Scenario 3 (Figure 16 ), slight increases in the regression residuals could be observed during the anomalous period. However, due to a number of fluctuations in the residuals computed from the training data, the threshold level was inadequately established, thus the anomalies could not be accurately detected.
MPCA vs. KL
Under the optimal parameter settings, MPCA performed better than VAR (see Figure 9 vs. 10). There were differences in the performance over different scenarios and piezometers. Relatively, the piezometers installed in the impervious core area seemed to perform poorly when anomalies were introduced in the downstream river deposit. However, their performance improved (even outperformed compared to other piezometers) under the core anomaly scenarios (i.e., Scenario 9 and 10). MPCA seemed incapable of capturing less severe anomalies compared to severe ones as shown in the results based on Scenario 1 vs. Scenario 3 and Scenario 2 vs. Scenario 4. Accordingly, MPCA worked better when the anomalies were uniformly distributed throughout the thin layer, which takes less time to affect further dam areas.
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Compared to MPCA, KL performed better (see Table 5 and Figure 11 ). It is clear that all 10 piezometers performed similarly in each scenario and over different piezometers. In general, the performances of KL on Scenarios 1-4, which are based on 'Duration: Slow', were better than those on Scenarios 5-8, which are based on 'Duration: Fast'. When the results were closely analyzed, the lower F 2 scores on Scenario 5-8 were caused by more false positives (not necessarily more false negatives) compared to Scenarios 1-4. Table 6 shows that under the realistic parameter setting, KL also performed better than MPCA.
In Figure 17 , the top plot is a scatter plot of PZ 7 readings vs. pool levels. The second plot is the time series of PZ 7. In the time series, the piezometer data that lie in the anomalous period were plotted with plus (+) signs. The third and fourth plots correspond to the results of KL and MPCA, respectively, based on both the normal scenario and Scenario 1 (dashed line). Here, the normal scenario means there are no anomalies introduced throughout the testing period. The results based on this normal condition were presented in order to emphasize the difference in the results of the normal and anomaly scenarios (please note that these normal condition-based results are not the same as the threshold levels used to test the performance of each anomaly detection technique). The KL divergence and the angle computed from MPCA using the data contained in a particular window were indicated with asterisks. The range of this window was also indicated with side arrows in the second plot. The downward arrows in the third and fourth plots indicate the range of the anomalies where certain increases in the KL divergence and MPCA angle are expected. In this figure, it is clearly shown that KL divergence started to increase during the anomalous period while MPCA seemed to fluctuate within the normal range. Figure 18 shows when both KL and MPCA performed well (Scenario 4). Both techniques show increasing trends within the anomalous period. The asterisks shown in the third and fourth plot correspond to the KL divergence and MPCA angles, respectively when the window contains anomalous data only. As the window slides toward the end, it starts to include the normal data, and both KL and MPCA decrease slowly.
In each KL divergence plot, a sudden increase was observed toward the end, even though such an increase was not expected from the dataset without any anomalies. After closely looking at the data during that particular time period, this increase might be caused by the unusually high pool level (pointed with an arrow) as shown in the left plot of Figure 19 . If the pool level suddenly becomes very high, and if the piezometer readings still maintain the same relationship with the pool levels as before, MPCA will be able to correctly label the new piezometer data as normal, because there would be no change in the principal component. However, KL may signal alarms due to the deviated data distribution. Thus, even though this particular case is very unlikely and rare given that sudden pool level changes usually cause seepage-induced lags in piezometer responses, it is important to consider in which conditions the selected techniques would be more appropriate.
While MPCA sometimes showed poor performance when applied to the upstream piezometers (i.e., PZ 1, 2, 3), KL performed well in most cases. As explained before, MPCA looks for changes in the angles formed from the eigenvectors, so in the case of when the anomalous 18 piezometer data only reflect changes in the amplitudes, the angles are not much affected, thus such changes are hard to be detected.
Given that KL shows consistently strong results for every piezometer and in every anomaly scenario, KL can be concluded as more sensitive to various anomalies and is capable of handling a more wide range of piezometer locations. As mentioned above, KL is a nonparametric technique that does not make any assumptions on data distribution and linearity. Thus, from this experiment, such assumptions that may be easily made during piezometer data analysis are not always appropriate, and anomaly detection performance can be improved by not making such assumptions about the data.
Conclusion
In this paper, the applications of three anomaly detection techniques to piezometer data collected from embankment dams were presented in an effort to improve anomaly detection. The piezometer data were simulated using a numerical model called SEEP/W. In this work, two anomalous mechanisms that may possibly be caused by internal erosion were simulated. In the end, 10 various anomaly scenarios were tested.
First, the performance of VAR models was investigated. Since most predictive models perform poorly when there is noise present in data, more robust techniques that extract relevant features from the data were also tested. Most piezometer readings and pool levels are highly correlated, so practicing engineers typically assume that pool and piezometer measurements are linearly related, and are drawn from a normal distribution. However, the analysis showed that depending on various characteristics of piezometers, such assumptions may not always be appropriate in analyzing the data. Thus, both parametric and nonparametric techniques (MPCA and KL, respectively) were investigated in order to compare how they perform in various piezometers and anomaly scenarios. First, various parameter settings (of window sizes and threshold levels) that optimized the performance were tested, where the performance of each method was evaluated using an F 2 score. Then, a specific parameter combination was also tested that may be intuitively adopted in real life.
As expected, VAR models were not robust to noise present in the training data, so they performed poorly for most piezometers and in most anomaly scenarios. Both MPCA (parametric), and KL (nonparametric) worked well under the optimal parameters and the specific setting. Under the specified setting, the results of MPCA varied among different piezometers while those of KL were consistent for every piezometer. This implies that KL is sensitive enough to detect even less severe anomalies and applicable to be used in various piezometer locations. Even though it is difficult to state that KL is better than MPCA, this work showed that piezometer data do not always follow linearity and normal distribution, thus the techniques that are based on such assumptions may not always be the best option when analyzing piezometer data. By using nonparametric techniques, the performance of anomaly detection can be improved. Table 3 values generated from the MPCA results shown in Table 4 generated from the VAR results shown in Table 3 generated from the MPCA results shown in Table 4 Fig Table 5 for F2 values generated from the MPCA results shown in Table 6 generated from the KL results shown in Table 5 generated from the MPCA results shown in Table 6 Fig.
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