Introduction
Atmospheric dispersion models all have the goal to forecast where a pollutant, if released into the atmosphere, ends up. There are many applications, e.g. planning where a factory should be located (to reduce the risk in case of an accident) which requires mainly a local model, or e.g. forecasting which regions that would be affected by a nuclear power plant incident (like the Fukushima disaster) which mainly requires a regional or global model. An equally natural question to ask is: given that we have detected a pollutant somewhere, can we deduce where the source was located? If not before, this inverse problem became very important in the wake of the Chernobyl accident. In that case the radioactive pollution triggered sensors in Europe before any news of the accident was released. Pinpointing the location of the source could be done by guessing the location, strength, and time of the accident and running the dispersion model forward to see whether it would give the observed measurements. Unless the guess is an educated one this can be a costly process. The alternative is to solve the inverse problem. Having a solution to the inverse problem, that is, an estimate of the parameters in the source function, enables subsequent forward dispersion modelling to gain a much better understanding of the current state of affairs (a better situation analysis). Alternatively the source estimate may be a crucial part of forensic work, for example trying to calculate the amount of leaked radioactive substances following the accidents in Chernobyl [7] and Fukushima [17] .
A number of methods to solve the inverse problem have been suggested. In addition to the two main contenders Optimisation algorithms and Bayesian statistics there are methods like Footprint Analysis, e.g. the survey article [15] , Influence Area [11] and [12] , directly inverting the problem and trying to overcome any issues associated with ill-conditioning, see e.g. [21] . Often the methods are designed to bear only on a subclass of inverse dispersion problems by a priori conditioning on the number of sources, the type of source, or the dispersion model employed. In the Bayesian approach to the inverse problem the source is estimated from a so called a posteriori probability distribution function which is obtained by calculating a likelihood function and weighing it with any a priori information that one has at hand (see e.g. [18] for an introduction to general Bayesian inverse problems, and [4] for an early reference). This method avoids the pitfalls of ill-conditioning which are often associated with directly inverted problems and adds the benefit of allowing uncertainties in models and measurements to be handled in a tractable fashion. In a series of papers the Bayesian approach has been adapted to bear on inverse dispersion problems: in [9] the case with one source with unknown position and unknown but constant source strength was treated. [21] deals with the case where there is a known number of sources in given locations but where the source strengths are unknown (there is also an interesting comparison of the results to those obtained with a directly inverted model where the problems of ill-conditioning have been alleviated by singular value decomposition). This study was generalised in [20] and [22] to cover the situation where there is an unknown number of sources in unknown positions, where the only assumption on each source is that during emission the source strength is constant. The case with an unknown number of sources is much harder than working with a fixed number of sources as the dimension of the parameter space is unknown. In [20] and [22] this problem was overcome by using the method reversible jump Monte Carlo Markov Chain [6] to sample from the posterior probability distribution function with an unknown number of dimensions ( the dimension is one of the parameters that needs to be estimated). In [23] a recursive method is proposed to deal with same issue.
Under the umbrella of the Optimisation method we find all the various ways of setting up the inverse dispersion problem so that its solution is given as the solution of a least-squares fitting problem. As for the Bayesian method the body of literature mostly covers the case where it is a priori known that there is only one single source, see e.g. [14] , [2] , [19] , [1] , and [8] . An exception is [16] where the least-squares method presented in [8] is generalised to cover an unknown number of point sources.
In this paper we are developing a non-parametric framework for describing inverse dispersion problems. That is, using measure theoretic ideas and methods we can study the general inverse dispersion problem without making a priori assumptions on e.g. the number of sources, their emission patterns or their distribution in the spatio-temporal domain. We show how the framework can be put to use to derive both necessary and sufficient conditions for when a source is detectable or non-detectable. Then we turn to the problem of determining under which conditions a given set of sensor data can be generated by a linear combination of sources chosen from some class of sources: we consider both the invertible case and the over determined case. The arguments are based on finding appropriate cones space of positive measures (describing the source) and in the space of sensor measurements. Finally, for the general inverse dispersion problem we provide a rigorous result on when the least-squares method is well-defined.
The non-parametric approach that is presented in this paper introduces a machinery which we believe will be useful in future studies where rigorous results on general inverse dispersion problem are sought. Indeed, while not solving any particular inverse dispersion problem, the method is not hampered by any peculiarities that a given set of parameters could have introduced.
2 Setting of the problem, the dispersion model and its adjoint
The atmospheric dispersion problem that we are interested in can be formulated in terms of a transition probability p(t, x; s, y), where (s, y), (t, x) ∈ T × V where T ⊂ R is a time interval and V ⊂ R 3 is a spatial domain. The transition probability expresses the probability for a particle released at the time-space point (s, y) to reside in the time-space point (t, x) for t ≥ s. We note that p = 0 when t < s. The particles whose dispersion is governed by this transition probability is assumed to originate from a source S. The source S is assumed to be a positive measure on T × V . In this way the total mass M released from the source is given by integrating the source measure S over its support
The quantity that is usually desired as output from a dispersion model is the concentration of the pollutant in a given space-time point. Since S has its support on T × V and the transition probability describes the dynamics of the released substance the concentration c(t, x) is obtained by weighing all released particles (released at some (s, y) with s < t) with the probability that they have been transported from (s, y) to (t, x)
While c(t, x) is the predicted concentration at the space time point (t, x) the sensor may not have the resolution to make an ideal measurement from the concentration field c(t, x), indeed the sensor may perform some form of averaging in both space and time to yield the sensor response c(t, x). We assume that the averaging process in the sensor can be described by a probability measure S * (usually referred to as the sensor-filter function) on T × V , and hence we express the sensor response as
Let us now use the definition of c(t, x) to rewrite this expression in the following way
By defining the adjoint concentration field c * (s, y) as
we get
Hence we have two equivalent ways of calculating the sensor response
which is the dual relationship between the forward and the adjoint description of the dispersion problem. We note that equation (5) describing the adjoint concentration field is evolving backwards in time: we may view the transition probability as moving adjoint particles released by S * backwards in time and space. The main advantage of using the adjoint representation in inverse dispersion modelling is computational efficiency. This is a well-documented fact, see for example [10] . We also remark that the adjoint concentration field c * is independent of the source function S, and the concentration field c is independent of the sensor-filter function S * .
Detection -necessary and sufficient conditions
The dispersion problem predicts how a pollutant from a source spreads in the atmosphere. From an abstract point of view this problem can be seen as a problem of mapping of measures: the source S can be viewed as a measure in the spatio-temporal domain T × V that is being mapped via the dispersion equations into a scalar function c (the concentration), from which we make measurements represented by a probability measure S * , defining the averaging of the concentration function c. From this level of abstraction the adjoint version of the problem is very similar. In this case the adjoint equations maps a probability measure S * on T × V representing a measurement in a sensor to a scalar function c * (adjoint 'concentration') from which we can make "adjoint measurements" using a source measure S acting on the adjoint 'concentration' c * . (Depending on the scaling of the problem the adjoint 'concentration' c * may not be a proper concentration dimensionally.) In view of this light asking questions about the sensor response in the forward problem or asking questions about the source in the inverse problem are very similar. Based on this observation we therefore propose to adopt a measure theoretic approach and we develop a mathematical framework for studying the inverse problem. While we are omitting the analysis of the forward problem in this paper we note that treating this problem is completely analogous. Studying the problem in this generality will not allow us to solve any particular inverse dispersion problem, but it will allow us to draw general conclusions about whole classes of problems. One particular advantage of this approach hence lies in the fact that we avoid difficulties that may be associated with a particular problem and its parameters -of course, these will have to be addressed when the particular problem is to be solved.
Let us thus start the development of the framework by looking at the adjoint problem and derive some general properties of sensor detection.
Definition 2 A measurement S is said to detect the source S at detection level c lim if S, c * ≥ c lim .
To connect detection level to sensitivity we must assume a minimum mass of the source. It follows from these definitions that Proposition 3 If an instantaneous point source of mass M at (s, y) is detected by measurement S * , then S * has sensitivity k = c lim /M. To detect an instantaneous point source with mass at least M min , a sensitivity of c lim /M min is required at the source location. A sensor detects on sensitivity level k by weighting the concentration field c in a spatio-temporal neighbourhood of the sensor using the measure S * . We state the some properties of this measurement in general terms in the following theorem. 
and
Moreover, if there is equality in (8) then S {c * > k} = 0 (i.e., c * = k, Salmost everywhere on {c * ≥ k}). Finally, if there is equality in (9), then S {c * < k} = 0 (i.e., c * = k, S-almost everywhere on {c * ≤ k}).
Proof. We have
which proves equation (8) . If there is equality in equation (8) we have
which implies that S {c * > k} = 0 (cf. [13] , Theorem 1.39 therein). The proof of equation (9) is similar, with all inequalities reversed.
Definition 5 A source S is said to be S * -detectable (with detection level
and S * -nondetectable if
Theorem 4 gives necessary and sufficient conditions for S to be S * -detectable and S * -nondetectable in terms of masses on level sets {c * ≥ k} etc., which is exploited in the following propositions.
Proposition 6 (Necessary conditions for detection) Assume that S is S * -detectable and k > 0. Then
1.
kS {c
2.
3. If there is a constant α ≥ 0 such that S {c
4. If sup c * = ∞, there is no positive lower bound on S {c * ≥ k}, i.e., there are S * -detectable sources with arbitrarily small mass S {c * ≥ k}.
Proof.
1. Equation (13) follows immediately from equations (9) and (11). 2. Since c * ≤ sup c * we get from (13) that
Moreover we have
(with equality if S {c * = k} = 0, in particular, if k > sup c * ), which proves (14).
3. We get from (14) and the additional condition S {c
which proves (15).
4. Take a sequence t j , x j of release times and locations such that c * (t j , x j ) ր ∞, and for each j let S j be an instantaneous point source at (t j , x j ) with mass
Proposition 7 (Sufficient conditions for detection) Assume k > 0 and at least one of the following conditions 1-3 is satisfied:
1.
3. There is a constant β ≥ 0 such that S {c * < k} ≥ βS {c * ≥ k} and
Then S is S * -detectable.
1. Equation (11) follows immediately from equations (19) and (8). 2. Equation (19) follows from (20) since inf c * S {c * < k} ≤ {c * <k} c * dS.
3. Equation (20) follows from (21) since
Proposition 8 (Necessary conditions for nondetection) Assume that S is S * -nondetectable and that k > 0. Then
4. If inf c * = 0 then there is no upper bound on S {c * < k}, i.e., there are S * -nondetectable sources with arbitrarily large mass S {c * < k}.
Proof. Contrapositive of Proposition 7.
Proposition 9 (Sufficient conditions for non-detection) Assume k > 0 and at least one of the following conditions 1-3 are satisfied:
3. There is a constant ε ≥ 0 such that S {c * < k} ≤ εS {c * ≥ k} and
Then S is S * -nondetectable.
Proof. Contrapositive of Proposition 6.
Linear combinations of sources
The purpose of this section is to characterize all possible measurement values obtainable when S is a linear combination of a given finite number of base sources. In other words, we will now investigate under which condition there exists a measure S which will produce the concentration measurements exactly (not just reaching a certain threshold concentration c lim ). Finding a source S reproducing a valuec for a measurement S * is easy; simply take an arbitrary source that gives a positive measured value and scale the source properly. Trying the same idea for several measurements S * i , i = 1, ..., m, take sources S i , i = 1, ..., n and assume that S = n j=1 λ j S j with λ j ≥ 0. Given the measured valuesc 1 , ...,c m ≥ 0 we get the linear system of equations n j=1 a ij λ j =c i where a ij = S j , c * i
and we denote A = (a ij ), which is sometimes called the source-receptor matrix. Assume first that A is invertible, i.e., m = n and the measurement vectors ( S j , c * 1 , ..., S j , c * m ) (produced by the individual sources S j , j = 1, ..., n) are linearly independent. Then, since A is an invertible nonnegative matrix, the inverse A −1 contains nonpositive elements on row i if A contains off-diagonal positive elements in column i. Hence the condition that λ i ≥ 0 gives a linear constraint
where J ± i denotes the set of column indices j for which ± (a −1 ) ij > 0. The general case is more complicated, but there is a general theory for linear inequalities.
So assume now for a moment that A is a general m × n-matrix, not necessarily nonnegative. Let A j denote the j:th column vector of A, and for J = {j 1 , ..., j k } ⊂ {1, ..., n}, let A J denote the submatrix
Definition 10 C A = {Ax : x ≥ 0} is said to be the polyhedral cone generated by the column vectors of A.
Definition 11 C * A = {y : A * y ≥ 0} is said to be the dual cone to C A .
Definition 12 A solution to Ax = b with x ≥ 0 is said to be a feasible solution.
Hence a feasible solution exists if and only if b ∈ C A .
Definition 13
If the column vectors in A J are independent, C A J is said to be a basic cone.
Theorem 14 (Theorem on basic cones) C A is the union of all basic cones
Therefore, it suffices to determine the basic cones of maximal rank, hence restricting the analysis to matrices A of maximal rank, in particular, n ≤ m.
Lemma 15 C A is closed and convex.
Definition 16 A feasible solution x is said to be a basic feasible solution if it is a linear combination of linearly independent column vectors of A.
It follows from the theorem on basic cones that if there is a feasible solution, there is a basic feasible solution (this is in fact the basis for the classical simplex algorithm for linear programming). Finally, for the existence of feasible solutions we have the following analog to the Fredholm alternative for linear equalities (in fact one can show that Fredholm's alternative is a consequence of this). 
Hence, the extremal points of C * A gives linear conditions on b for the existence of feasible solutions. The dual cone C * A can be understood geometrically: its extremal points (or rays) y ext are inward normal vectors of the bounding faces of C A .
Specializing to nonnegative matrices, we see that C A consists of nonnegative vectors only, and hence the bounding faces of C A contains vectors with at least two positive elements, unless the face is in some coordinate plane y j = 0. Hence except in the latter case, inward normal vectors y ext must contain both positive and negative elements, and we can write (31) on the form b · y 
Measurements of arbitrary sources
The purpose of this section is to characterize all possible measurement values obtainable when S is picked from a more general closed cone of positive measures. For this purpose, we define the measurement operator with respect to the given adjoint function c * : 
The results in the previous section shows that if S is a finite positive cone (generated by the given sources S 1 , ..., S n ) then the image T c * (S) is a polyhedral cone in R m + . We need some structure on the set of measures describing the sources, in order to draw conclusions about the measurement values (i.e., the image of T c * ).
Definition 20 A set of positive measures S on T ×V is said to be uniformly tight if for each ε > 0 there is a compact set K ε such that S (K c ε ) < ε for all S ∈ S.
Intuitively, this means that the conceivable sources are not allowed to release "too much mass too far away and too long ago". Measures can be constructed with approximation methods, and to show that approximations converges to the sought solution, we need appropriate compactness properties, in this case the following:
Definition 21 A set of positive measures S on T × V is said to be weakly relatively compact if for any sequence of measures (S j ) ∞ j=1 in S there is a subsequence j k → ∞ when k → ∞ such that S j k is weakly convergent when k → ∞, i.e., there is a measure S (not necessarily in S, unless S is weakly closed) such that f dS j k → f dS when k → ∞, for all bounded continuous functions f .
To conclude that a set of measures is compact, we use the following:
Theorem 22 (Prohorov's theorem) A set of positive measures S is weakly relatively compact if and only if S is uniformly tight and all S ∈ S have uniformly bounded total masses.
Proof. See [3] , p. 394-396.
Example 23
The tightness condition is necessary. Consider a sequence of Dirac measures S j at discrete spacetime points (t j , x j ) converging to infinity. Then the S j 's are not tight since any compact set is eventually avoided by (t j , x j ), but all S j 's have mass 1 and hence uniformly bounded. There can be no weakly convergent subsequence S j k , since that would mean that f (t j k , x j k ) is convergent for all continuous functions f .
The following result shows that if we look for a source in the weak closure of a tight and uniformly bounded set of positive measures, then the attainable measurement values constitutes a closed and bounded set.
Theorem 24 If S is uniformly tight and has uniformly bounded total masses, then T c * S is a compact subset of R m + , where S denotes closure of S with respect to weak convergence of measures.
Proof. Assume that y j ∈ T c * (S), i.e., there are measures S j such that y j = T c * (S j ), and assume that y j → y when j → ∞. By Prohorov's theorem, there is a subsequence j k → ∞ when k → ∞ and a measure S ∈ S such that S j k → S weakly when k → ∞, which implies that T c * (S j k ) → T c * (S) when k → ∞. Hence T c * (S) = y, so T c * S is closed. Moreover, T c * S is bounded since c * is bounded and S has uniformly bounded total masses. A particular kind of tightness adapted to c * is particularly useful, making bounds on total source masses and measurements equivalent.
Definition 26 A set of positive measures S is said to be uniformly c * -tight if for every ε > 0 there are ε 1 , ..., ε m > 0 and a compact K ε such that
Example 27 If S consists of measures supported on ∪ j c * j ≥ ε for some ε > 0, then S is uniformly c * -tight.
The following theorem and corollary show that c * -tightness is a suitable notion to use when discussing boundedness in the measurement problem.
Theorem 28 Assume that S is uniformly c * -tight. Then S has uniformly bounded total masses if and only if T c * S is a compact subset of R m + .
Proof. Clearly, if S has uniformly bounded total masses then T c * (S) is bounded, since c * is bounded and continuous. If sup T * c (S) = c (componentwise), then take ε, ε 1 , ..., ε m > 0 and
It remains to decide on the weak closedness of cones generated by closed bounded sets of measures. For this we need an additional condition on the generating set:
Definition 29 A set S of positive measures is said to have uniformly positive total masses if there is a constant M > 0 such that the total mass of S is ≥ M for all S ∈ S.
Theorem 30 Assume that S is a uniformly tight uniformly bounded set of positive measures on T × V , and let C = cone S , the positive cone generated by S. Then cone S ⊆ C. Moreover,if S have uniformly positive total masses, then cone S = C.
Proof. The first statement follows from the fact that if S j ∈ S and S j → S weakly, then λS j → λS for all λ ≥ 0. To prove the second statement, assume that µ ∈ C, and take λ j S j ∈ C with λ j ≥ 0, S j ∈ S and λ j S j → µ weakly. Since the S j 's have uniformly bounded masses from below, the λ j 's are uniformly bounded, and hence there is a subsequence j k → ∞ such that λ j k → λ when k → ∞. Hence S j → µ/λ weakly, so µ/λ ∈ S, i.e., µ ∈ cone S .
The following example shows that the lower bound on the masses in S is necessary for the second statement.
Example 31 Let S = {S x = xδ x , x ∈ (0, 1)}, a subset of all positive measures on R. Then C = {λxδ x , x ∈ (0, 1) and λ ≥ 0}. Consider µ n = nS 1/n = δ 1/n ∈ C. Then µ n → δ 0 weakly so δ 0 ∈ C. Suppose that δ 0 ∈ cone S . Then λδ 0 ∈ S for some λ > 0, so there is a sequence x j ↓ 0 such that x j δ x j → λδ 0 weakly. Hence x j f (x j ) → λf (0) for all continuous functions, which is a contradiction since we can have f (0) = 0. We conclude that δ 0 / ∈ cone S .
Any source S can be approximated by a sequence of discrete sources S j (i.e., linear combination of instantaneous point sources), so it may not come as a surprise that the set of measurement is related to the linear combinations of values of c * , which is the content of the following Theorem 32 Assume that K ⊂ T × V is compact and all c * j ≥ ε on K for some ε > 0, and let S the set of all positive finite measures on K. Then T c * (S) is the closure of the convex conical hull of c * (K).
Proof. S is a weakly closed set since K is compact. Moreover, every S ∈ S is the weak limit of a sequence of discrete S j supported in K, i.e., S j = N j k=1 c jk δ jk where δ jk are Dirac measures supported at suitable spacetime points (t jk , x jk ) ∈ K, and c jk > 0 and
is in the conical hull of c * (K), and T c * (S j ) → T c * (S) when j → ∞. This proves that T c * (S) is included in the closure of the convex conical hull. Conversely, given a point y in the closure of the conical hull, there is a sequence S j of discrete measures of the above form such that T c * (S j ) → y. Since all c * j ≥ ε on K, the masses of the S j 's must be uniformly bounded, and since they are supported on the compact set K, they form a tight set of measures. By Prohorov's theorem there is a subsequence j k → ∞ when k → ∞ and a measure S ∈ S such that S j k → S weakly, and hence T c * (S j k ) → T c * (S) when k → ∞. Hence y = T c * (S), so y ∈ T c * (S), which proves that the closure of the convex conical hull is included in T c * (S).
6 Least squares solutions to inverse problems 
where · denotes the Euclidean norm in R m .
In view of Theorem 30, we can for example take C = cone S where S is tight and has uniformly bounded and uniformly positive total masses. Since C is assumed to be weakly closed, it follows that its image C = T c * (C) is a closed positive cone in R 
where P z (x) = (x · z) z/ (x · x) denotes the projection of x on z.
Using this lemma, the following theorem is easily proved:
Theorem 35 Assume that S is a uniformly tight set of positive measures with uniformly bounded, uniformly positive total masses, and assume that C is the positive cone generated by S. Then a solution to the least squares inverse problem on C exists, andS ∈ C is such a solution if and only if
Note that the solution is not necessarily unique, unless S is a convex set of positive measures, in which case C is a closed convex cone of positive measures and C = T c * (C) is a closed convex cone in R m + . Note also that it suffices to find a minimizer in the generating set S, and compute the scaling afterwards.
Example 36 Let S be the set of single instantaneous point sources in a compact set K ⊂ T × V . This is a uniformly tight, weakly closed set of measures with uniformly bounded and uniformly positive total masses, representing instantaneous point sources of unit mass. The positive cone C generated by S =S represents all instantaneous point sources supported in K. Hence B = T c * (S) = c * (K), the image of K, is a basic set for the closed cone C = T c * (C). Note that neither of the cones are convex; only single instantaneous point sources, not linear combinations of different ones, are included.
Example 37 Let S be the set of single continuous point sources with spatial support in a compact set K ⊂ V and unit total mass, i.e.,
where q is a nonnegative continuous function with T q (t) dt = 1, and y ∈ K. Then the weak closure S of S consists of all
where µ is a probability measure on T . Note that S includes temporally singular measures, for example discrete sums of instantaneous point sources S = k λ k δ s k (dt) ⊗ δ y (dx) with Σ k λ k = 1. This kind of singular measures must be included in order to obtain a closed cone T c * (C), and thereby a wellposed minimization problem.
Conclusion
We have presented a non-parametric framework for studying the adjoint dispersion problem. This framework and the accompanying measure theoretic machinery enabled us to derive results for general inverse dispersion problems without making prior assumptions on the number of sources, their emission patterns and so on. Indeed, in our modus operandi the notion of number of sources is not even a well-defined concept. We have derived necessary and sufficient conditions for when a source measure is detectable or nondetectable (at a sensor). We investigated when a given set of sensor data can be realisable from a linear combination of source measures chosen from some subset of all positive measures. Then we shifted the view from working with a fixed set of measurement values, to asking (and answering) the question: if the source is chosen from a closed cone of positive measures, what are the possible measurement values that this source can produce? Finally we used the framework to derive necessary and sufficient conditions for the existence of a solution to the inverse least-squares problem. We conclude that the framework presented in this paper is a powerful tool for stating and proving results on inverse atmospheric problems in their full generality. The framework is not limited to proving the results that we have presented here, indeed our next step is to use the framework to prove rigorous results on the first order inverse method of Footprints, e.g. [12] , [11] . The framework is also easily augmented to incorporate the forward dispersion problem as well. Our preliminary investigations into uncertainty analysis of the forward dispersion problem indicates that this is a fruitful approach.
