This paper considers the problem of semi-parametric proportional hazards model fitting for interval, left and right censored survival times. We adopt a more versatile penalized likelihood method to estimate the baseline hazard and the regression coefficients simultaneously, where the penalty is introduced in order to regularize the baseline hazard estimate. We present asymptotic properties of our estimate, allowing for the possibility that it may lie on the boundary of the parameter space. We also provide a computational method based on marginal likelihood, which allows the regularization parameter to be determined automatically. Comparisons of our method with other approaches are given in simulations which demonstrate that our method has favourable performance. A real data application involving a model for melanoma recurrence is presented and an R package implementing the methods is available.
Introduction
Likelihood based proportional hazard model estimation for interval censored survival data has been considered by many researchers; see, for example, Wang et al. (2016) , Finkelstein (1986) , Sun (2006) , Kim (2003) , Pan (1999) , Zhang et al. (2010) , Huang (1996) , Joly et al. (1998) and Cai & Betensky (2003) , and references therein. In this paper, we consider the problem of fitting proportional hazards (PH) models, also known as Cox regression, where observed survival times include event times and left, right and interval censoring times. We present a new MPL method which has clear distinctions from existing MPL methods. We develop an efficient algorithm to compute the constrained MPL estimate and we also provide an accurate asymptotic covariance matrix for the MPL estimate.
Several maximum penalized likelihood (MPL) methods have been developed to fit PH models with interval censoring, such as Joly et al. (1998) and Cai & Betensky (2003) . These methods estimate the baseline hazard and regression coefficients simultaneously where the baseline hazard, or a function of the baseline hazard such as the cumulative baseline hazard, is approximated by a linear combination of a finite number of basis functions.
Our new method is designed to address two common difficulties for full likelihood estimates: (i) the baseline hazard must be non-negatively constrained; and (ii) the asymptotic covariance matrix can be singular or near singular, leading to useless variance estimates for the regression coefficients. For problem (i), a common solution is to use nonnegative basis functions so that one only constrains the coefficients of the basis functions to be nonnegative. For example, Joly et al. (1998) use M-spline (Ramsay 1988 ) basis functions and then they express the coefficients in the linear combination as squares. One problem with this approach, however, is the possibility of instable computations. More specifically, squaring the coefficients (or entire function) or expressing them using the exponential function can turn a concave objective function into non-concave, and therefore, create local maximums. Problem (ii) has been addressed unsatisfactorily so far, and common approaches include bootstrapping (e.g. Pan (1999) ) and a method based on an efficient score function for the regression coefficients (e.g. Chen et al. (2012) ). Problems with these methods are: the bootstrapping method is time demanding, while efficient scores are generally difficult to compute.
In this paper we first present a computationally efficient procedure for constrained MPL estimation of the PH model, where observations include either fully observed event data or censored data, allowing for left, right and interval censoring. The nonparametric baseline hazard is approximated using a finite number of nonnegative basis functions. Then we develop asymptotic properties for the constrained MPL estimates. Our asymptotic results are novel in semi-parametric survival analysis and they produce, according to the simulation study, accurate standard error estimates for both regression coefficients and baseline hazard.
The rest of this paper is arranged as follows. In Section 2 we formulate the problem of constrained MPL estimation for the PH model, and then in Section 3 we present an iterative scheme for constrained MPL computations. Asymptotic properties for the constrained MPL estimates are presented in Section 4, with proofs given in Appendix. Optimal smoothing parameter selection using marginal likelihood is explained in Section 5. Section 6 reports the results from a simulation study, and in Section 7 the results from a real data application are provided. Concluding remarks are included in Section 8.
Maximum penalized likelihood formulation
For individual i, where i = 1, . . . , n, let Y i be the random variable representing the time to onset of the event of interest, and bivariate random vector C i = (C L i , C R i ) T represents the end-points of a random censoring interval, where C L i ≥ 0, C R i > C L i and superscript T denotes matrix transpose. Note that it is possible for C R i to be +∞. We assume that Y i and C i are independent given the covariates and that Y i and C i cannot be observed simultaneously. The observed survival time for individual i is denoted by random vector T i = (T L i , T R i ) T , where T L i = C L i and T R i = C R i if C i is observed (and
We assume T i are independent and values for T L i and T R i are denoted by t L i and t R i respectively. Therefore, (t L i , t R i , x i ) denotes the set of available information for the ith individual with i = 1, . . . , n, and where (t L i , t R i ) and x i respectively denote the (observed) survival time of i and its covariate vector of length p. If t L i = 0 we have left censoring, while t R i = ∞ gives right censoring; if t L i = t R i then it represents an event time; for other cases they are interval-censored observations. For the cases of left, right and no censoring, since only a single time point is involved, we can simply denote them by a single variable t i when there is no confusion.
From the observations, we wish to estimate the PH model
where h(t|x i ) denotes the hazard function for individual i, h 0 (t) represents the baseline hazard and β is a p-vector of regression coefficients. Note that x i forms the i-th row of the design matrix X. Clearly, it requires h 0 (t) ≥ 0 so that both h 0 (t) and h(t|x i ) are valid hazard functions. In order to simplify the notations below, we let h i (t) = h(t|x i ), S i (t) = S(t|x i ) and H i (t) = H(t|x i ).
In this paper we consider the MPL method to fit model (1), where h 0 (t) and β are estimated simultaneously. Since h 0 (t) is an infinite dimensional parameter, its estimation from a finite number of observations is ill-conditioned. We address this problem through approximating h 0 (t) using a finite number of nonnegative basis functions, that is
where ψ u (t) ≥ 0 are basis functions and m, the dimension of the approximating space, is usually related to the number of knots defining the basis functions. Possible choices for basis functions include indicator functions, M-splines and Gaussian density functions. We denote the vector for distinctive knots by α and the number of interior distinctive knots (i.e. the distinctive knots apart from the minimum and maximum knots) by n α . The requirement that h 0 (t) ≥ 0 can now be imposed more simply through θ ≥ 0, where θ is an m-vector for the θ u 's and θ ≥ 0 is interpreted element-wisely. Approximation using basis functions in PH models has been adopted by many authors, including Zhang et al. (2010) for spline based sieve maximum likelihood estimation, Cai & Betensky (2003) and Joly et al. (1998) for respectively penalized linear spline and M-spline based MPL estimation, and Ma et al. (2014) for constrained MPL estimation. The sieve maximum likelihood requires the knot sequence to grow very slowly with increasing sample size. Otherwise oscillations may appear in the hazard function estimation. MPL is able to dampen the unpleasant oscillations. The log-likelihood for observation i is
where δ i is the indicator for event times and δ R i , δ L i and δ I i are the indicators for right, left and interval censoring times respectively. Clearly,
The log-likelihood from the entire data set is then
In this paper we develop a new method to compute the penalized likelihood estimate of β and θ where a penalty function is used to smooth the h 0 (t) estimate. It is a constrained optimization given by
subject to θ ≥ 0, where λ ≥ 0 is the smoothing parameter and J(θ) is a penalty function imposing smoothness on h 0 (t). The well known roughness penalty (e.g. Green & Silverman (1994) ) takes J(θ) = h 0 (t) 2 dt = θ T Rθ, where matrix R has the dimension of m × m with the (u, v)th element r uv = ψ u (t)ψ v (t)dt.
Estimation of β and θ
We propose an algorithm similar to the one developed in Ma et al. (2014) to find the required estimates for β and θ, where θ ≥ 0. This is an alternating iterative method where each iteration involves two steps: firstly, β is updated using the Newton algorithm, and then secondly, θ is computed from the multiplicative iterative (MI) algorithm (e.g. Chan & Ma (2012) ) which produces estimates satisfying the nonnegative constraint.
The Karush-Kuhn-Tucker (KKT) conditions for the constrained optimization (5) are ∂Φ/∂β j = 0, and ∂Φ/∂θ u = 0 if θ u > 0 and ∂Φ/∂θ u < 0 if θ u = 0. In our algorithm, the vector β is first updated by the Newton algorithm at each iteration as follows:
where ω
1 ∈ (0, 1] represents the line search step size used to assure
. Expression of the first and the second derivatives are available in Appendix A. Next, θ is updated by the MI algorithm to give
2 ∈ (0, 1] is a line search step size and D (k) is a diagonal matrix with diagonals θ
Here, Ψ u (t) = t 0 ψ u (w)dw, [a] + = max{0, a} and ξ u is a nonnegative constant used to avoid the possibility of zero d u ; its choice will not affect the final solution of this algorithm. In (7), the line search step size ω
, where equality holds only when the algorithm has converged. Since this algorithm involves both Newton and MI steps, we call it the Newton-MI algorithm.
Step sizes ω 2 are determined by a line search procedure. A particular such a step size is given by the Armijo method (Armijo 1966) ; see also Luenberger (1984) for more details.
Following the same argument as in Chan & Ma (2012) we can show that (i) if θ (k) is nonnegative then θ (k+1) is also nonnegative, and (ii) under certain regularity conditions, this Newton-MI algorithm converges to a solution satisfying the KKT conditions.
Asymptotic properties

Basic formulation
We first provide in Section 4.2 asymptotic consistency for the MPL estimates of β and h 0 (t) when the number of interior distinctive knots n α → ∞ but n α /n → 0 and λ/n → 0 when n → ∞. In Section 4.3, asymptotic results for the constrained MPL estimates of β and θ are given where λ = O( √ n).
The simulation studies in Section 6 reveal that the asymptotic variances are accurate when compared with the variances obtained from the Monte Carlo simulations. Assuming that h 0 (t) is bounded and has r (≥ 1) continuous derivatives over [a, b] , and let C r [a, b] be the set for these functions, where a = min . Let the space for β be given by B = {β : |β j | ≤ C 1 < ∞, ∀j}, a compact subset of R p , and the space for h 0 (t) be A = {h 0 (t) :
Then the parameter space for τ = (β, h 0 (t)) is Γ = {τ : β ∈ B, h 0 ∈ A} = B * A. In this section we denote the approximating function to h 0 (t) by h n (t): h n (t) = m u=1 θ un ψ u (t), where θ un are assumed bounded and nonnegative and ψ u (t) are bounded for t ∈ [a, b]; see Assumption A3 below. Let θ n = (θ 1n , . . . , θ mn ) T . The space for h n (t) is denoted by A n = {h n (t) : 0 ≤ h n (t) ≤ C 3 < ∞, ∀t ∈ [a, b]}. The parameter space for τ n = (β, h n (t)) is Γ n = {τ n : β ∈ B, h n ∈ A n } = B * A n . The MPL estimator of τ n is denoted by τ n = ( β, h n (t)), where
. . , n, and they are assumed i.i.d. The density function for a W i is
where t L i = t R i = t i when δ i = 1 and γ denotes the density function of x i which is assumed independent of τ . Let W represent a general W i and F (w; τ ) be the cumulative distribution function of W . Corresponding to spaces Γ and Γ n , the log-likelihood function based on W is denoted by l(τ ; W ) and l(τ n ; W ) respectively. For τ ∈ Γ, define P l(τ ) = l(τ ; W )dF (W ; τ 0 ) = E 0 (l(τ ; W )) and P n l(τ ) = 1 n n i=1 l(τ ; W i ), and for τ n ∈ Γ n , P l(τ n ) and P n l(τ n ) are similarly defined, where τ 0 = (β 0 , h 00 (t)) denotes the "true" τ which in fact maximizes E 0 (l(τ ; W )).
Assumption A4 below assumes that for any τ ∈ B * A, there exist τ n ∈ B * A n such that ρ(τ n , τ ) → 0 when n → ∞, where
This assumption can be guaranteed under certain regularity conditions, such as those in Proposition 2.8 in DeBoor & Daniel (1974) . Let µ n = λ/n. The MPL estimate τ n maximizes P n l(τ n ) − µ n J(τ n ) for all τ n ∈ Γ n . According to the definition of sieve-MLE (e.g Grenander (1981) or Wong & Severini (1991) ), our MPL estimate τ n , when µ n → 0, is also a sieve-MLE of τ n under Assumption A4. This is because it satisfies P n l( τ n ) ≥ P n l(τ * n ) − ε n , where τ * n = arg max τ n∈Γn P n l(τ n ) and ε n = µ n | − J( τ n ) + J(τ * n )| → 0 since the penalty function J is bounded. Therefore, it is not a surprise that the procedures developed in Wong & Severini (1991) (see also Huang (1996) , Zhang et al. (2010) and Xue et al. (2004) ) can be adopted to obtain asymptotic results for the MPL estimates. We follow Xue et al. (2004) to develop strong consistency properties.
4.2 Consistency for ( β, h n (t)) when n α → ∞ and µ n → 0
Here we consider the situation where n α → ∞ but somewhat slower than n → ∞ so that n α /n → 0. We further assume µ n → 0 when n → ∞. Let β and θ n = ( θ 1n , . . . , θ mn ) T be the MPL estimates of β and θ n and the corresponding baseline hazard estimate be h n (t) = m i=1 θ un ψ u (t). We state the general consistency results in Theorem 1 for estimates β and h n (t). These results require regularity conditions stated below.
A1. Matrix X is bounded and E(XX T ) is non-singular.
A2. The penalty function J is bounded over Γ and Γ n .
A3. For function h n (t), assume its coefficient vector θ n is in a compact subset of R m , and moreover, assume its basis functions ψ u (t) are bounded for t ∈ [a, b].
A4. The knots and basis functions are selected in a way such that for any h(t) ∈ A there exists a h n (t) ∈ A n such that max t |h n (t) − h(t)| → 0 as n → ∞.
Theorem 1 Assume Assumptions A1 -A4 hold and h 0 (t) has up to r ≥ 1 derivatives. Assume n α = n υ , where 0 < υ < 1 and µ n → 0 as n → ∞. Then, for n → ∞, (1) β − β 0 → 0 almost surely, and (2) sup t∈ [a,b] | h n (t) − h 00 (t)| → 0 almost surely.
Proof: See Appendix B.
If following Huang (1996 ), Zhang et al. (2010 or Xue et al. (2004) , the consistency results in Theorem 1 can be further developed to provide rate of convergence for β and h n (t), and then asymptotic normality for β. These results, although important theoretically, are less useful in practice for two reasons: (i) the covariance matrix of β is difficult to compute, and (ii) the asymptotic distribution of β does not involve h n (t), making predictive inferences impractical. We develop more useful asymptotic results below for both β and h n (t) assuming that magnitude of changes of m is small relative to n. This assumption is equivalent to a fixed m. It makes inversion of the covariance matrix of ( β, θ) feasible even when n is large and therefore allows m to remain in asymptotic results. Validity of this assumption is attributed mainly to the slow convergence rate of h n (t). For example, in Huang (1996) the rate is n 1/3 when estimating the baseline cumulative hazard H 0 (t) by the nonparametric estimator of Groeneboom & Wellner (1992) , and in Zhang et al. (2010) the rate is n r/(1+2r) for estimating log H 0 (t) by spline basis functions where r denotes the number of bounded derivatives of log H 0 (t).
This strategy works remarkably well as demonstrated from the simulation results in Section 6. We furnish in the next section the asymptotic results for constrained MPL estimates of β and θ where µ n = o(n −1/2 ) and m is small relative to n. 4.3 Asymptotic normality when µ n = o(n −1/2 ) and m small relative to n
To simplify discussions we combine all the parameters into a single vector η = (θ T , β T ) T , whose length is m + p. We can rewrite the penalized likelihood in (5) as
, and the log-likelihood function is denoted by l(η) = n i=1 l i (η). The MPL estimate of η, denoted by η, is obtained by maximizing Φ(η) with the constraint θ ≥ 0. Note that we frequently experience active constraints (i.e. some θ u = 0) when estimating θ so this fact has to be considered when developing asymptotic results; otherwise, a non-positive definite information matrix can be obtained. Let η 0 represent the "true value" of parameter η. We first state the following assumptions needed for the asymptotics.
B1. Assume
. . , n, are independently and identically distributed, and the distribution of x i is independent of η.
B2
. Assume E η 0 [n −1 l(η)] exists and has a unique maximum at η 0 ∈ Ω, where Ω is the parameter set for τ . Assume Ω is a compact subspace in R p+m .
B3. Assume l(η) has a finite upper bound, l(η) is twice continuously differentiable in a neighbourhood of η 0 and the matrix
exists.
B4. The penalty function J(η) is twice continuously differentiable on Ω.
B5. Let U be a matrix similar to (10), which defines active constraints. Let
Asymptotic properties for constrained maximum likelihood estimates can be found in, for example, Crowder (1984) and Moore et al. (2008) , and in the following discussions we follow more closely to the latter reference. To elucidate discussions we assume, without loss of generality, that the first q of the θ ≥ 0 constraints are active in the MPL solution. Correspondingly, define
which satisfies U T U = I (m−q+p)×(m−q+p) . Now we are ready to give asymptotic results for the constrained MPL estimates of η.
Theorem 2 Assume Assumptions B1 -B5 hold. Assume there are q active constraints in the MPL estimate of θ and the corresponding U matrix can be defined in a similar way as (10). Then, when n → ∞ and µ n = o(n −1/2 ), (1) the constrained MPL estimate η is consistent for η 0 , and (2) √ n( η − η 0 ) converges in distribution to a multivariate normal distribution with mean 0 (m+p)×1
and variance matrix
Proof: See Appendix C.
Note that F(η)−G(η) converges to a zero matrix when n → ∞. We comment that matrix F(η) −1 is in fact very easy to compute. Firstly, U T F(η)U is obtained simply by deleting the rows and columns of F(η) associated with the active constraints. The inverse of U T F(η)U is then calculated. Finally, F(η) −1 is obtained by padding the inverse of U T F(η)U with zeros in the deleted rows and columns. In practice, η 0 is unknown and the expected information matrix G(η) can be difficult to compute, we can replace η 0 by η and G(η) by the negative Hessian matrix.
The results in Theorem 2 are useful in practice as they accommodate nonzero smoothing values and active constraints. Moreover, inferences can be made with respect to, for example, regression coefficients, baseline hazard and prediction of survival probability. The simulation results reported in Section 6 demonstrate that biases in the MPL estimates are usually negligible when smoothing values are not large.
Smoothing parameter estimation
Automatic smoothing parameter selection is pivotal for successful implementation of the penalized likelihood parameter estimation, particularly for users who are less experienced with manual selection of smoothing values.
Existing automatic smoothing methods fall into two main categories. Methods in the first group minimize model prediction error such as Akaike's information criterion (AIC), cross validation (CV) or generalized cross validation (GCV) (see for example Wahba and Wold (1975) and Craven and Wahba (1979) ). Methods in the second group consider the penalty term as random effects (Kimeldorf and Wahba, 1970) and treat λ as a variance parameter which can then be estimated by maximization of a marginal likelihood or a restricted maximum likelihood (REML) (see, for instance, Wahba (1985)). For semi-parametric PH models, smoothing parameter selection has already been considered by, for example, Joly et al. (1998) and Cai & Betensky (2003) . We consider the marginal likelihood method in this paper. If the marginal likelihood is difficult to obtain, a common practice is to approximate it using the Laplace's method (such as Kauermann et al. (2009) and Wood (2011)).
where G is the negative Hessian from l(β, θ) evaluated at β and θ and
The solution of σ 2 θ maximizing (13) satisfies
where ν is equivalent to the model degrees of freedom and is given by
Since β and θ depend on σ 2 θ , the expression (14) naturally suggests an iterative procedure: with σ 2 θ being fixed at the its current estimate, the corresponding MPL estimates of β and θ are obtained, and then σ 2 θ is updated by using formula (14) where β, θ and σ 2 θ on its right hand side are replaced by their most current estimates. These iterations are continued until the degree-of-freedom ν is stabilized. Results in Section 6 reveal that this iterative procedure usually converges quickly when an appropriate knot sequence has been selected.
Simulation results
To assess the performance of our estimator, we performed three simulations. The first simulation reproduces the simulation in Cai & Betensky (2003) , which involves one covariate, a linear baseline Simulation parameters
Simulation scenarios Sample sizes n = 200, 500 n = 100, 500, 2000 n = 100, 500, 2000 Percentages of events π E = 0%, 10%, 25%, 50% π E = 0%, 25%, 50% π E = 0%, 25%, 50% Specific estimator parameters EM I-spline 3 rd order I-splines 3 rd order I-splines 3 rd order I-splines nα = 3, 4 for n = 200, 500 nα = 3, 5, 7 for n = 100, 500, 2000 nα = 3, 5, 7 for n = 100, 500, 2000 MPL M-spline 3 rd order M-splines 3 rd order M-splines 3 rd order M-splines nα = 7, 9 for n = 200, 500 nα = 7, 9, 11 for n = 100, 500, 2000 nα = 7, 9, 11 for n = 100, 500, 2000 MPL Gaussian
, 9 for n = 200, 500 nα = 7, 9, 11 for n = 100, 500, 2000 nα = 7, 9, 11 for n = 100, 500, 2000
hazard and a balanced proportions of left, right and interval censoring. The second and third simulations consider more covariates, more complex Weibull and log-logistic baseline hazard functions, and unbalanced allotments of the censored observations by censoring type.
Observed survival time (T L i , T R i ), including event and censoring times, was obtained by
where Y i denotes the the event time, π E denotes the event proportion, U L i , U R i and U E i denote independent standard uniform variables, γ L and γ R are two scalars help to define interval censoring values, and δ(·) represents the indicator function. Note that we have adopted the convention: 0 0 = 1 and ∞ 0 = 1. Table 1 indicates the regression coefficients, X matrix, baseline hazard function, sample size and event proportion for each simulation. The censoring proportion per censoring type is also indicated: Simulation 1 has a balanced proportions, Simulation 2 shows smaller left censoring proportions and Simulation 3 shows larger interval censoring proportions. The plots in Figure 3 show h 0 (t) functions used in the simulations.
For MPL estimation, we approximate h 0 (t) by either third order M-spline or Gaussian basis functions, and their expressions are given in Appendix D. The smoothing parameter was selected automatically as described in Section 5. Our experience suggests that quantile based knots perform better than equally spaced knots, and thus this is what we adopted in the simulations. Let a be a vector for the ordered observed survival times, including event times and interval censoring boundaries excluding zeros and infinity values. Then, the knots were located at equal quantiles of a, and the first and last knots were respectively located at the minimum and maximum of a. Let n α be the number of interior knots. We did not optimize n α as from our experience n α has a rather low impact on the β estimates. Note that we used larger n α for MPL than EM I-spline as the latter suffers more numerical instability cases for larger n α . For MPL, we select n α roughly using cubic root of sample size n but other n α values may also be used as the penalty function will restrain the MPL estimates if n α is large. The last portion of Table 1 exhibits parameters used for M-spline and Gaussian basis. The Gaussian basis requires an extra parameter, σ 2 u , specifying the variance of each basis function. We selected σ 2 u so that the interval [α u − 2σ u ; α u + 2σ u ], where α u was a knot, would contain a given fraction (ζ 1 for interior and ζ 2 for boundary) knots of a. Again, MPL is less sensitive to the value of σ 2 u . Table 2 : Number of cases with invalid inference (due to none positive definite Hessian matrices) and, in parenthesis, number of cases with no solution (due to too many planed knots), over 1000 estimations.
n = 200 n = 500 n = 200 n = 500 n = 200 n = 500 n = 200 n = 500
n = 100 n = 500 n = 2000 n = 100 n = 500 n = 2000 n = 100 n = 500 n = 2000
We compared the performance of MPL with M-spline basis (MPL-M) and MPL with Gaussian basis (MPL-G) with some other semi-parametric competitors. In particular, we considered the following methods: (i) the partial likelihood (PL) estimator with the middle point to replace left or interval censoring; (ii) the convex minorant (CM) estimator of Pan (1999) , which also provides a piecewise constant estimation of the cumulative baseline hazard function; (iii) the recent expectation-maximization I-spline (EM-I) estimator of Wang et al. (2016) , which consists a two-stage data augmentation algorithm that exploits the relationship between the proportional hazard model and a non-homogeneous Poisson process and provides an estimation of the cumulative baseline hazard function by means of I-spline basis functions; and (iv) for Simulation 1, we re-ran the simulation of Cai & Betensky (2003) and therefore were able to compare our MPL estimates with their linear penalized spline (LPS) estimator. For EM I-spline, we also used quantile knots but with a reduced number of interior knots than MPL (refer to the bottom part of Table 1 ) since better MSE and less numerical issues were observed.
Moreover, the Hessian matrices of EM I-spline were calculated similar to Section 4 when zero estimates for I-spline basis parameters were obtained as it gave better confidence interval coverages. The partial likelihood, convex minorant and EM I-spline estimates were respectively obtained by means of the 'survival', 'intcox' and 'ICsurv' R packages.
We generated 1000 samples for each combination (referred to as scenarios later) of sample size and proportion of events. The EM I-spline estimator showed frequent numerical issues where the causes were unclear to us. Very rarely the MPL-G estimator also displayed numerical issues caused by too many planned knots for the data set. Table 2 reports, for each simulation, the number of cases with non-positive definite Hessian matrices being produced, as well as, in the parenthesis, the number of cases with no solution due to large number of knots. For the latter case, the number of knots was decreased until a solution could be found. Our MPL estimator appears more reliable as there are only 3 (over 52,000 estimations) cases requiring adaptation of the knot sequence. We observe that the penalty is of great help in stabilizing the MPL estimates, especially with small sample sizes. Tables 3 to 5 report, for all the simulations, the biases, mean of the asymptotic Table 3 : Simulation 1 results for β, where β = β 1 = 2. Asymptotic standard errors for the convex minorant estimator are missing due to unavailable inference for this estimator. (with formula given in Theorem 2) and Monte Carlo (displayed in brackets) standard errors of the β estimates. The method of partial likelihood with mid-point imputation displays large biases in all the simulations, and it sometimes also produces extremely poor coverage probabilities, such as for β 2 in Simulation 3. Asymptotic standard error was not developed for the convex minorant method so that they are not reported here. In Simulation 1, the MPL methods generally have the smallest biases whilst the asymptotic standard errors of MPL and LPS agree closely with their Monte Carlo standard errors. Furthermore, MPL and LPS provide the best 95% coverage probabilities, and we believe the less accurate coverage probabilities of the EM I-spline method can be attributed to its inaccurate asymptotic standard errors. The EM I-spline estimator appears slightly too conservative when considering high percentages of censoring in Simulation 1, slightly too liberal for β 1 and β 3 when considering small sample sizes in Simulation 2, and shows poor coverage probabilities for β 2 for all sample sizes when considering the 100% censoring case in Simulation 3. In general, the coverage probabilities of MPL confidence intervals tend to close to the 95% nominal value in all simulations except for β 2 in Simulation 2 when sample sizes are small. Results on h 0 (t) estimates are contained in Appendix E. For evaluating estimation of h 0 (t), we compare MPL estimates with the Breslow estimate for the partial likelihood method, the piecewise constant estimate for the convex minorant method and the M-spline estimate for the EM I-spline method (which can be obtained by noting the link between the M-and I-splines). Tables 7 to 9 report the biases, sample mean of the asymptotic standard errors (from Theorem 2) and Monte Carlo standard errors (in bracket) for estimating the baseline hazard function for three time values t 1 , t 2 and t 3 , respectively corresponding to the 25th, 50th and 75th percentile of T . We observe that the Breslow and convex minorant estimators provide the largest biases and standard errors. These tables suggest that both MPL M-spline and MPL Gaussian estimates give reasonable biases and small standard errors in all cases of interest. The coverage probabilities of 95% confidence intervals for the the baseline hazard estimates at the chosen percentiles of T are also reported in these tables. No estimator performs well in all the cases, but, as expected, the coverage probabilities tend to improve when the sample sizes increase and/or the percentage of censoring decreases. In Simulation 1, the MPL M-spline and linear penalized spline estimators have coverage probabilities close to 95%, while the MPL Gaussian confidence intervals are too liberal for h 0 (t 3 ) and the EM I-spline confidence intervals are too conservative for h 0 (t 1 ) and h 0 (t 2 ). In Simulation 2, the coverage levels of our MPL estimators are rather poor for h 0 (t 3 ) especially when the sample size are small. Simulation 3 shows again poor coverage levels for the MPL estimators at 75th percentile for small sample sizes. These poor coverage probabilities are caused mainly by small standard deviations of the MPL estimates of baseline hazards. These probabilities can be improved when using different smoothing parameters.
We also calculate and report, in these tables, the integrated discrepancy between the estimated and the true h 0 (t) over an interval [0, t * ], defined as
where t correspond to the 90th percentile of T . Results show that both MPL estimators have much smaller integrated discrepancy than their competitors.
7 Application in a melanoma study
In this section, we apply the MPL estimator with M-spline bases to fit a Cox model for the time of first local melanoma recurrence for patients who were diagnosed with melanoma between 1998 and 2016 in Australia; see Morton et al. (2014) for some further information about a similar data set. Since our aim here is to demonstrate the MPL method in real data applications, no comparisons are made with other methods. Our data set, kindly provided by the Melanoma Institute Australia, indicates the date of melanoma diagnosis (t d ) and the date of last follow-up (t f ) with recurrence status for 2175 patients. If a melanoma recurrence was observed, it also indicates when the first recurrence was diagnosed (t r ) as well as the date of the last negative check before recurrence (t n ), if available. Melanoma recurrence was observed for 37% of the patients. At time of last follow-up, 70.5% of the patients were alive and 29.5% dead. Among the alive patients, 95% were with no melanoma, 4% with melanoma and 1% with unknown melanoma status. Among the dead patients, 18% were with no melanoma, 71% with melanoma and 11% with with unknown melanoma status. We set the melanoma diagnosis time as the time origin for each patient. Times of first recurrence are typically interval censored as they occurred between patient visits to the doctor. For a patient with non-missing t n and t r , the first melanoma recurrence is censored in [t n − t d , t r − t d ]. If a patient whose t n is missing but t r is available, then melanoma recurrence is censored in [0, t r − t d ]. If t r is missing and the patient had melanoma at t f , then the recurrence time is censored in [0, t f −t d ]. If t r is missing and the patient had no melanoma at t f , the recurrence time is (right) censored in [t f − t d , ∞). Cases with no observed recurrence and no known status at time of last follow up were considered as missing.
We considered the following covariates in our model: (1) melanoma location at first diagnostic, a categorical variable with levels 'Head and neck' (19.1%), 'Arm' (14.4%), 'Leg' (28.7%), 'Trunk' (37.8%); (2) melanoma stage at first diagnostic according to Breslow's thickness scale, an ordinal variable with levels '[0,1) mm.' (15.2%), '[1,2) mm.' (42.5%), '[2,4) mm.' (29.2%) and '4 mm. and more' (13.2%); (3) gender, a categorical variable with levels 'Men' (58.1%), 'Women' (41.9%); (4) (centered) age in years at first diagnostic, where the range of the non centred ages is [5, 94] and the mean of non centered ages equals 55.7 years. The contrasts were chosen so that the baseline hazard corresponds to the instantaneous risk to have a first melanoma recurrence on the head/neck for a male of 55.7 years old who was initially diagnosed with a melanoma of small size (<1mm). We chose to model the baseline hazard function using 10 M-spline bases (again no effort was made to optimize this number). Two of them were placed at the extremities of the time range of interest and the others were placed at equidistant interval mid-points.
The hazard ratio estimates are exhibited in Table 6 . Compared with melanoma that were first diagnosed at the head&neck, melanoma at arm or trunk have significantly lower risk of recurrence. Initial melanoma thickness is another strong risk factor for melanoma recurrence. A 10-year increase of age corresponds to a significant (9% to 21%) risk increase of melanoma recurrence. Gender is marginally significant, with women having a lower risk of melanoma recurrence than men.
The estimates of the baseline hazard function, together with its 95% pointwise confidence interval, is displayed in Figure 2 . This plot indicates that when the covariates are all set to their baseline values, the risk of melanoma recurrence strongly and monotonically decreases during the first 5 years. Afterwards, during the next decade, the risk continue to regularly decrease to a level close to 0.
Conclusion
This paper develops a new approach for fitting a semi-parametric proportional hazard model where survival time observations include left, interval and right censoring times as well as event times. Since the baseline hazard is non-parametric and subject to a nonnegativity constraint we approximate this function using a finite number of nonnegative basis functions and we constrain the coefficients of the basis functions to be nonnegative. An efficient Newton-MI algorithm is developed. Asymptotic results establish that, under certain regularity conditions, when the number of knots goes to infinity (at a rate slower than the sample size goes to infinity) and the smoothing parameter goes to zero, both regression coefficients and baseline hazard MPL estimates are consistent almost surely. More practically useful asymptotic normality is developed and its standard errors are found to be accurate by the simulation study. We find the MPL estimates are capable of producing more satisfactory results than their competitors on both the regression coefficients and baseline hazard estimates. In particular, they produce regression coefficients with comparable (or smaller) biases and smaller standard errors. The 95% confidence intervals from the MPL estimates usually achieve better coverage probabilities (i.e. closer to 95%) than the competitors.
Appendices
A Components of score vector and Hessian matrix
Let x ij be element j of vector x i . The first derivatives of Φ with respect to β and θ are, for j = 1, . . . , p and u = 1, . . . , m,
where Ψ u (t) = T 0 ψ u (ξ)dξ, the cumulative of basis function ψ u (t). Elements of the Hessian matrix are:
B Sketch proof of Theorem 1
Our approach below closely follows the proofs given in Xue et al. (2004), Zhang et al. (2010) and Huang (1996) . Recall τ = (β, h 0 (t)) ∈ B * A and τ n = (β, h n (t)) ∈ B * A n ⊂ B * A, where spaces B, A and A n have already been defined in Section 4. h n (t) is an approximation to h 0 (t) using the basis functions. The MPL estimator is represented by τ n . For τ 1 , τ 2 ∈ B * A, define a distance measure
, and we denote this measure by L 2 * L ∞ .
The proofs below require the concept of covering number of a space; its definition can be found in, for example, Pollard (1984) . Briefly, this is the number of spherical balls of a given size required to cover a given space. For a space A with measure κ(A), we denote the covering number associated with spheral radius ε by N (ε, A, κ(A)).
Results 1 and 2 of Theorem 1 can be demonstrated if we are able to show that ρ(τ 0 , τ n ) → 0 (a.s.), where τ 0 = (β 0 , h 00 (t)). Since the smoothing parameter µ n → 0 when n → ∞ and the penalty function is bounded, we can concentrated on the log-likelihood function only. The required result can be obtained through the following results.
(1) Let q(W ; τ ) denote the Fréchet derivative of the density functional f (W ; τ ) with respect to τ .
Let ξ be a point in between τ n and τ 0 . Since ξ is not the maximum, the functional q(W ; ξ) is non-zero. Also, both q(W ; ξ) and f (W ; ξ) are bounded. According to the definition of P l(τ ) in Section 4 and the fact τ 0 maximizes E 0 l(τ , W ), we have
where the first inequality is established since the Kullback-Leibler distance is not less than the Hellinger distance (Wong & Shen 1995) , the second equality comes from the mean value theorem and C 4 is the lower bound of |q(ξ; W )/2f
(2) It then suffices to show P l( τ n ) − P l(τ 0 ) → 0 almost surely. However, since
we then wish to show that each term on the right hand side converges to 0 almost surely. For the first term, we just need to implement the result from part (3) below, but the second term demands further analyses. Define τ 0n = (β 0 , h 0n (t)) ∈ B * A n , where h 0n (t) is selected to satisfy ρ(τ 0n , τ 0 ) → 0 (when n → ∞), which is guaranteed by Assumption 4. Since τ 0 maximizes P l(τ ) for τ ∈ B * A and τ n maximizes P n l(τ ) for τ ∈ B * A n , we have
From part (3) below we have both P n l( τ n ) − P l( τ n ) and P n l(τ 0n ) − P l(τ 0n ) converge to 0 almost surely. P l(τ 0n ) − P l(τ 0 ) converges to 0 can be established from ρ(τ 0n , τ 0 ) → 0 and the fact that l(·) is continuous and bounded.
(3) It suffices to demonstrate sup τ n∈B * An |P n l(τ n ) − P l(τ n )| → 0 almost surely. This can be achieved through the following steps:
(i) Firstly, we show that N (ε, A n , L ∞ ) ≤ (6C 5 C 6 /ε) m where constants C 5 and C 6 will be specified below. This is because for any
, where C 5 is the upper bound of u ψ u (t) and θ j is an m-vector with elements θ
, and the last inequality comes from Lemma 4.1 of Pollard (1984) .
(ii) Secondly we wish to demonstrate that N (ε, L n , L ∞ ) ≤ K/ε p+m , where the constant K will be explicated below and
log n where φ 1 ∈ (φ 0 /2, 1/2) with φ 0 < 1, and define ε n = εα n . Following Theorem 1 of Xue et al. (2004) we can show that var[P n l(τ n )]/(8ε 2 n ) → 0 when n → ∞ for any τ n ∈ B * A n .
(iv) Finally, from the result II.31 of Pollard (1984) , we have
log(ε 2 n −1+2φ 1 log n) n 2φ 1 log n n 2φ 1 log n , which converges to zero as the second term in bracket of the exponential function goes to zero when n → ∞. Therefore, by the Borel-Cantelli lemma, we have sup B * An |P n l(τ n ) − P l(τ n )| → 0 almost surely.
C Sketch proof of Theorem 2
Let l(η) = E η 0 [n −1 l(η)]. It follows from the strong law of large numbers that n −1 l(η) → l(η) almost surely and uniformly for η ∈ Ω. This result, together with µ n → 0 as n → ∞ and η 0 being the unique maximum of l(η) due to Assumption B2, implies that η → η 0 almost surely by applying, for example, Corollary 1 of Honore & Powell (1994) . Next we prove the asymptotic normality result. From the KKT necessary conditions (6) and (7) we have that the constrained MPL estimate η satisfies
where U is defined in equation (10) of section 4.3. According to the Taylor expansion
where η is a vector between η and η 0 . Therefore
Next, let χ be η after deleting the active constraints and χ 0 be similarly defined corresponding to η 0 , then
Substituting (19) into (18), solving for χ − χ 0 and then using (19) to convert the result back to η − η 0 again, we eventually have
In (20), −n −1 ∂ 2 Φ(η)/∂η∂η T converges to F (η) (a.s.) by the law of large numbers. Also note that η → η 0 almost surely. Then after applying the central limit theorem to n −1/2 ∂l(η 0 )/∂η we have the required asymptotic normality result.
D M-spline and Gaussian basis functions
If the baseline hazard is approximated by Gaussian basis functions, ψ u (t) is a truncated Gaussian distribution with location parameter α u (which are knots), scale parameter σ u and range [t (1) , t (n) ]. This leads to the following expressions of ψ u (t) and its cumulative function Ψ u (t):
where t (1) ≤ t ≤ t (n) , φ(·) and Φ(·) respectively are the density and cumulative density functions of the standard Gaussian distribution, ∆ u = Φ((t (n) − α u )/σ u ) − Φ((t (1) − α u )/σ u ) and α u ∈ R and σ u > 0. If the baseline hazard is approximated by means of M−spline basis functions of order o (Ramsay 1988), we get the following expressions of ψ o u (t) and Ψ o u (t):
, where t (1) ≤ t ≤ t (n) , α u is the uth element of knots vector α whose length is n α (α u ∈ R and α u <
where 1 o denotes a vector of 1 of length o. Note that Ψ o u (t), the cumulative function of ψ o u (t), is referred to as an I−spline. M−spline basis functions have the following properties:
E Simulation results related to baseline hazard functions
In this section we present simulation results regarding to h 0 (t) from the three simulations. Specifically, tables 7 -9 report biases, mean asymptotic and Monte Carlo standard errors and 95% coverage probabilities, all at 25%, 50% and 75% quantile points of h 0 (t). Figure 1 displays the true h 0 (t), the average MPL h 0 (t) estimates and pointwise 95% confidence intervals. h0(t) 
n = 100 n = 500 n = 2000 n = 100 n = 500 n = 2000 n = 100 n = 500 n = 2000 
n = 500 n = 200 n = 500 n = 200 n = 500 n = 200 n = 500 Biases Table 7 : Simulation 1 results for h 0 (t) for the 25th (t 1 ), 50th (t 2 ), and 75th (t 3 ) percentiles of T. Some results are missing for the convex minorant estimator as no inference was not developed for this estimator, for the penalized spline estimator as the information was missing in the article of (Cai & Betensky 2003 , Section 6), and for the Breslow estimator as we did not compute estimate the variance for this estimator.
n = 500 n = 2000 n = 100 n = 500 n = 2000 n = 100 n = 500 n = 2000 Table 8 : Simulation 2 results for h 0 (t) for the 25th (t 1 ), 50th (t 2 ), and 75th (t 3 ) percentiles of T. Some results are missing for the convex minorant estimator as no inference was not developed for this estimator, and for the Breslow estimator as we did not estimate the variance for this estimator.
π E = 0% π E = 25% π E = 50% n = 100 n = 500 n = 2000 n = 100 n = 500 n = 2000 n = 100 n = 500 n = 2000 Table 9 : Simulation 3 results for h 0 (t) for the 25th (t 1 ), 50th (t 2 ), and 75th (t 3 ) percentiles of T. Some results are missing for the convex minorant estimator as no inference was not developed for this estimator, and for the Breslow estimator as we did not estimate the variance for this estimator.
