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Tato pra´ce se zaby´va´ na´vrhem a implementac´ı architektury programove´ho vybaven´ı pro
Flexibiln´ı FlowMon sondu, cozˇ je zarˇ´ızen´ı monitoruj´ıc´ı vysokorychlostn´ı s´ıteˇ na za´kladeˇ
datovy´ch tok˚u, ktere´ je vyv´ıjeno v ra´mci projektu Liberouter. V pra´ci je rozebra´na proble-
matika monitorova´n´ı na za´kladeˇ datovy´ch tok˚u, detailneˇji jsou popsa´ny nejcˇasteˇji pouzˇ´ıvane´
forma´ty pro zas´ıla´n´ı dat z exporte´r˚u na kolektory - forma´ty NetFlow verze 5, NetFlow ver-
ze 9 a IPFIX. Pra´ce obsahuje popis hardwarove´ cˇa´sti Flexibiln´ı FlowMon sondy vcˇetneˇ jej´ıch
pozˇadavk˚u na programove´ vybaven´ı, ze ktery´ch na´vrh programove´ architektury vycha´z´ı.
Detailneˇji je popsa´na ta cˇa´st programove´ho vybaven´ı, ktera´ byla v ra´mci te´to pra´ce imple-
mentova´na.
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Abstract
This thesis deals with design and implementation of software architecture for Flexible Flow-
Mon probe, accessories for monitoring high speed computer networks based on IP flows.
The probe has been developed in project named Liberouter. There is described flow based
monitoring and export formats NetFlow version 5, NetFlow version 9 and IPIFX, which
are very widely used. The thesis contains description of hardware part of Flexible FlowMon
probe including its requirements for software, which are the base of the whole software
architecture. There is detailed description of that part of software architecture which was
implemented during the work on this thesis.
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V posledn´ı dobeˇ docha´z´ı k obrovske´mu rozvoji informacˇn´ıch technologi´ı a to prˇedevsˇ´ım
takovy´ch, ktere´ jsou vytvorˇeny nad pocˇ´ıtacˇovy´mi s´ıteˇmi a Internetem. Neusta´le se zvysˇuje
pocˇet uzˇivatel˚u, jezˇ vyuzˇ´ıvaj´ı informacˇn´ı prostrˇedky pro prˇenos, ukla´da´n´ı a zpracova´n´ı dat.
S t´ımto souvis´ı rostouc´ı pozˇadavky na prˇenosy veˇtsˇ´ıho mnozˇstv´ı dat po s´ıti vysˇsˇ´ımi rych-
lostmi, prˇicˇemzˇ se zcela automaticky prˇedpokla´da´, zˇe tyto prˇenosy budou prob´ıhat spoleh-
liveˇ a bezpecˇneˇ. Ovsˇem tento samozrˇejmy´ pozˇadavek je zcela netrivia´ln´ı, nebot’ s rostouc´ım
pocˇtem uzˇivatel˚u Internetu take´ docha´z´ı ke zvysˇova´n´ı cˇetnosti u´tok˚u, jejichzˇ odhalova´n´ı je
sta´le na´rocˇneˇjˇs´ı. Soucˇasneˇ take´ neusta´le rostou rychlosti pocˇ´ıtacˇovy´ch s´ıt´ı, ktere´ nyn´ı dosa-
huj´ı azˇ 10 Gbps, prˇicˇemzˇ v brzke´ budoucnosti bude pravdeˇpodobneˇ dosazˇeno jesˇteˇ rychlost´ı
vysˇsˇ´ıch, cozˇ opeˇt spra´vu a detekci proble´mu˚ na s´ıti jesˇteˇ v´ıce zkomplikuje. Proto je nutne´
vyv´ıjet sta´le nova´ zarˇ´ızen´ı, ktera´ budou slouzˇit pro spra´vu a monitorova´n´ı i nejmoderneˇjˇs´ıch
slozˇity´ch pocˇ´ıtacˇovy´ch s´ıt´ı.
Monitorovac´ı zarˇ´ızen´ı slouzˇ´ı spra´vc˚um s´ıt´ı pro zjiˇsteˇn´ı informac´ı o stavu s´ıteˇ cˇi na-
staly´ch zmeˇna´ch v s´ıti. Pokud tyto informace z´ıska´ spra´vce dostatecˇneˇ vcˇas, tak mu˚zˇe na
vzniklou situaci reagovat a rˇesˇit j´ı. Tato zarˇ´ızen´ı mohou upozornˇovat na u´toky, vyhodno-
covat vyuzˇ´ıva´n´ı jednotlivy´ch sluzˇeb cˇi prˇ´ımo vyt´ızˇen´ı cele´ s´ıteˇ, ale take´ trˇeba slouzˇit pro
vy´pocˇty poplatk˚u za sluzˇby. Existuj´ıc´ı zarˇ´ızen´ı umozˇnˇuj´ıc´ı monitorova´n´ı s´ıteˇ jsou dostatecˇneˇ
vy´konny´mi na´stroji pro pouzˇit´ı na beˇzˇny´ch rychlostech, ovsˇem prˇi vyuzˇit´ı na vysokorych-
lostn´ıch s´ıt´ıch (>1 Gbps) jizˇ selha´va´j´ı. To je obvykle zp˚usobeno t´ım, zˇe monitorovac´ı cˇinnost
nen´ı jedinou cˇinnost´ı, kterou vykona´vaj´ı, nebo jsou limitova´ny vy´konem procesoru cˇi pro-
pustnost´ı syste´move´ sbeˇrnice. S´ıt’ovy´ provoz je mozˇne´ sledovat mnoha r˚uzny´mi zp˚usoby,
prˇicˇemzˇ kazˇdy´ poskytuje jiny´ druh informac´ı cˇi je prezentuje v jine´ podobeˇ. Prˇ´ıkladem
jedne´ z metod je velmi vyuzˇ´ıvany´ SNMP (Simple Network Management Protocol), jenzˇ
slouzˇ´ı pro zas´ıla´n´ı statisticky´ch dat ze s´ıt’ovy´ch prvk˚u k jejich dalˇs´ı analy´ze. Poskytuje in-
formace zalozˇene´ na cˇ´ıtacˇ´ıch a urcˇeny´ch podmı´nka´ch jako jsou pocˇet prˇijaty´ch paket˚u, pocˇet
chybny´ch paket˚u. [1]
V posledn´ıch letech z´ıska´va´ na d˚ulezˇitosti prˇedevsˇ´ım monitorova´n´ı na za´kladeˇ datovy´ch
tok˚u, tzv. IP flows. Hlavn´ım prˇedstavitelem je v te´to oblasti firma CISCO [2], ktera´ v roce
1996 vyvinula metodu NetFlow. NetFlow poskytuje informace o komunikaci o IP prˇenosech
a v jejich kontextu odpov´ıda´ na ota´zky: ”Kdo, co, kde, kdy, kolik a jak?”. [5] Neboli vystihuje
komunikaci mezi dveˇma IP adresami pomoc´ı urcˇite´ sluzˇby prob´ıhaj´ıc´ı na urcˇity´ch portech
v urcˇity´ cˇas a zahrnuj´ıc´ı urcˇite´ mnozˇstv´ı prˇeneseny´ch dat. Vytva´rˇ´ı strucˇny´, ale vy´stizˇny´
za´znam o komunikaci mezi kazˇdy´mi dveˇma pocˇ´ıtacˇi, tedy poskytuje detailn´ı pohled na
deˇje prob´ıhaj´ıc´ı v s´ıti. Umozˇnˇuje sledova´n´ı aktivity uzˇivatel˚u cˇi vyuzˇ´ıva´n´ı jednotlivy´ch
sluzˇeb, pla´nova´n´ı architektury s´ıteˇ, zvysˇova´n´ı bezpecˇnosti s´ıteˇ vcˇasny´m odhalova´n´ım u´tok˚u,
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u´cˇtova´n´ı s´ıt’ove´ sluzˇby a mnohe´ dalˇs´ı.
FlowMon sonda, pasivn´ı monitorovac´ı zarˇ´ızen´ı vznikaj´ıc´ı v ra´mci projektu Liberouter
[12] je jedinecˇny´m na´strojem umozˇnˇuj´ıc´ı monitorovat vysokorychlostn´ı s´ıteˇ na za´kladeˇ da-
tovy´ch tok˚u. Funkcˇnost sondy je rozdeˇlena mezi dvojici akceleracˇn´ıch karet se s´ıt’ovy´mi roz-
hran´ımi a hostitelsky´ osobn´ı pocˇ´ıtacˇ, do ktere´ho jsou karty prˇipojeny. Zcela podle principu
hardware software co-design jsou rychlostneˇ a vy´pocˇetneˇ na´rocˇne´ operace prova´deˇny pomoc´ı
programovatelny´ch pol´ı (FPGA) na akceleracˇn´ıch karta´ch a me´neˇ narocˇne´, ale o to slozˇiteˇjˇs´ı
cˇa´sti, jsou zajiˇst’ova´ny programovy´m vybaven´ım hostitelske´ho pocˇ´ıtacˇe. Dı´ky tomu je mozˇne´
pomoc´ı sondy monitorovat i nejmoderneˇjˇs´ı s´ıteˇ bez nutnosti vzorkova´n´ı a to s prˇijatelny´m
uzˇivatelsky´m rozhran´ım zprostrˇedkovany´m hostitelsky´m osobn´ım pocˇ´ıtacˇem.
C´ılem te´to pra´ce bylo navrhnout programovou architekturu nejnoveˇjˇs´ı verze tzv. Flexi-
biln´ı FlowMon sondy, jej´ızˇ hardwarova´ cˇa´st pra´veˇ vznika´, a na´sledneˇ navrzˇene´ programove´
vybaven´ı ve spolupra´ci s cˇleny projektu Liberouter implementovat. Teoreticky´ rozbor a
na´vrh programove´ho vybaven´ı byl jizˇ cˇa´stecˇneˇ zpracova´n v ra´mci me´ho semestra´ln´ıho pro-
jektu na FIT VUT v Brneˇ [19]. V u´vodu pra´ce je popsa´n princip monitorova´n´ı na za´kladeˇ
datovy´ch tok˚u a jeho rozdeˇlen´ı mezi exporte´ry a kolektory. Detailneˇji je rozebra´na proble-
matika exportovac´ıch protokol˚u pro prˇenos dat na kolektory a jsou popsa´ny nejvy´znameˇjˇs´ı
z nich - protokoly NetFlow verze 5, NetFlow verze 9 a IPFIX. Dalˇs´ı kapitola je veˇnova´na
popisu pevne´ cˇa´sti Flexibiln´ı FlowMon sondy a analy´ze pozˇadavk˚u na jej´ı programove´
vybaven´ı. Z te´to cˇa´sti vycha´z´ı architektura programove´ho vybaven´ı pro ovla´da´n´ı a konfi-
guraci sondy, ktera´ byla v ra´mci te´to pra´ce vytvorˇena. Na´sleduj´ıc´ı cˇa´st pra´ce popisuje im-
plementacˇn´ı detaily jednotlivy´ch blok˚u vytvorˇene´ architektury. Za´veˇrem jsou zhodnoceny




Monitorova´n´ı na za´kladeˇ datovy´ch
tok˚u
Pro efektivn´ı monitorova´n´ı pocˇ´ıtacˇove´ s´ıteˇ je nutne´ zvolit takovou metodu, ktera´ bude po-
skytovat vhodny´ obraz o situaci na s´ıti a to nejen za standardn´ıch podmı´nek, ale i v prˇ´ıpadeˇ
jej´ıho vysˇsˇ´ıho zat´ızˇen´ı cˇi u´toku. Nav´ıc je nutne´, aby byly z´ıskane´ informace poskytova´ny
s co nejmensˇ´ım zpozˇdeˇn´ım, nebot’ to ovlivnˇuje mozˇnost na vznikle´ situace vcˇasneˇ reagovat.
V soucˇasne´ dobeˇ je hlavn´ım proble´mem monitorova´n´ı vysokorychlostn´ıch s´ıt´ı bez zkreslen´ı,
jezˇ je zp˚usobova´no pouzˇit´ım vzorkova´n´ı. S t´ımto take´ u´zce souvis´ı proble´m s mnozˇstv´ım
prˇena´sˇeny´ch dat po s´ıti, kdy nen´ı mozˇne´ uchova´vat vesˇkere´ informace o uda´lostech v s´ıti,
ale je trˇeba je agregovat a vhodny´m zp˚usobem prezentovat.
Komunikace mezi prvky na s´ıti prob´ıha´ prostrˇednictv´ım zas´ıla´n´ı paket˚u. Zarˇ´ızen´ı nejprve
sva´ odes´ılana´ data rozdeˇl´ı na cˇa´sti (segmenty). Da´le segmenty podle typu komunikacˇn´ıho
protokolu zabal´ı do paket˚u, ktere´ jizˇ obsahuj´ı informace o c´ılove´m prvku. Pakety jsou po-
stupneˇ odes´ıla´ny do s´ıteˇ. Vzhledem k obrovske´mu mnozˇstv´ı paket˚u v s´ıti nen´ı vhodne´ zalozˇit
monitorova´n´ı na za´kladeˇ sledova´n´ı jednotlivy´ch paket˚u, ale je trˇeba monitorovat na vysˇsˇ´ı
u´rovni abstrakce. Jako vhodna´ metoda se jev´ı monitorova´n´ı na za´kladeˇ datovy´ch tok˚u. [18]
2.1 NetFlow
Pojmem NetFlow se oznacˇuje metoda monitorova´n´ı s´ıteˇ na za´kladeˇ datovy´ch tok˚u (tzv. IP
flows), jezˇ reprezentuj´ı komunikaci mezi dveˇma IP zarˇ´ızen´ımi v s´ıti. U kazˇde´ho paketu, ktery´
procha´z´ı prˇes monitorovac´ı zarˇ´ızen´ı, je zkouma´na mnozˇina jeho IP atribut˚u. Pomoc´ı teˇchto
atribut˚u se rozliˇsuje, ke ktere´mu toku dany´ paket na´lezˇ´ı. Datovy´ tok je tvorˇen pakety,
jezˇ maj´ı shodne´ vsˇechny zkoumane´ IP atributy (kl´ıcˇove´ IP atributy). Kazˇdy´ datovy´ tok
reprezentuje komunikaci na s´ıti, a nebot’ se veˇtsˇina komunikace skla´da´ z mnoha paket˚u
avsˇak z vy´razneˇ me´neˇ tok˚u, tak je soucˇasneˇ dosahova´no i vy´razne´ agregace dat. Obvykle
jsou datove´ toky zalozˇeny nad mnozˇinou peˇti azˇ sedmi kl´ıcˇovy´ch IP atribut˚u [5, 18], jsou
to:
• zdrojova´ IP adresa,





• druh sluzˇby (TOS),
• rozhran´ı monitorovac´ıho zarˇ´ızen´ı.
Cely´ princip cˇinnosti metody NetFlow je zobrazen na Obra´zku 2.1. V urcˇite´m vhodne´m
bodeˇ v s´ıti (obvykle pa´terˇn´ı linka) docha´z´ı k monitorova´n´ı na za´kladeˇ datovy´ch tok˚u,
cozˇ znamena´ zˇe u vesˇkery´ch procha´zej´ıc´ıch paket˚u jsou zkouma´ny kl´ıcˇove´ IP atributy.
Na za´kladeˇ teˇchto kl´ıcˇovy´ch atribut˚u je dany´ paket bud’ prˇida´n do jizˇ existuj´ıc´ıho toku
ulozˇene´ho v pameˇti monitorovac´ıho zarˇ´ızen´ı nebo je prˇida´n jako tok novy´, pokud jesˇteˇ
v pameˇti zalozˇen nen´ı. U kazˇde´ho toku se kromeˇ informac´ı z kl´ıcˇovy´ch pol´ı ukla´daj´ı take´
informace, ktere´ charakterizuj´ı dany´ tok - naprˇ. pocˇet paket˚u tvorˇ´ıc´ıch tok, velikost toku
v bajtech (soucˇet velikost´ı vsˇech paket˚u), zacˇa´tek toku (prvn´ı paket toku), konec toku
(posledn´ı paket patrˇ´ıc´ı dane´mu toku) a dalˇs´ı.
SRC and DST IP addr







Duration Proto Src IP Addr:Port Dst IP Addr:Port Flags Pack. Bytes
0.000 TCP 192.168.195.164:1086 192.168.10.12:445 .A.... 2 84
0.577 TCP 192.168.195.132:2544 194.228.32.3:80 .A.R.. 3 126
0.576 TCP 192.168.195.132:2545 194.228.32.3:80 .A.R.. 3 126
0.000 UDP 192.168.60.31:4021 192.168.60.1:53 ...... 1 55
0.000 UDP 192.168.60.31:4020 192.43.244.18:123 ...... 1 72
30.276 TCP 192.168.192.170:61158 71.33.170.53:1358 .AP... 307 368627
Obra´zek 2.1: NetFlow monitoring [13]
Teoreticky by mohly by´t datove´ toky nekonecˇne´, ale toto v praxi nen´ı mozˇne´ a mus´ı
by´t urcˇity´m mechanismem zajiˇsteˇno, aby v urcˇite´m cˇasove´m intervalu kazˇdy´ tok skoncˇil.
Toky jsou totizˇ vyhodnocova´ny azˇ v okamzˇiku jejich ukoncˇen´ı (expirace). Dlouhotrvaj´ıc´ı
komunikace by tedy byla vyhodnocena azˇ s velky´m zpozˇdeˇn´ım, cozˇ by vy´razneˇ snizˇovalo
vypov´ıdac´ı hodnotu monitorova´n´ı.
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Datovy´ tok mu˚zˇe expirovat obvykle vlivem dvou nastavitelny´ch vlastnost´ı - aktivn´ı
a neaktivn´ı timeout. Datovy´ tok je ukoncˇen, pokud cˇasova´ de´lka jeho neaktivity prˇesa´hne
neaktivn´ı timeout, neboli pokud po dobu neaktivn´ıho timeoutu neprˇiˇsel zˇa´dny paket patrˇ´ıc´ı
do dane´ho toku. T´ımto zp˚usobem je vlastneˇ detekova´no ukoncˇen´ı dane´ komunikace. Naproti
tomu aktivn´ı timeout slouzˇ´ı pro rozdeˇlen´ı dlouhotrvaj´ıc´ıch tok˚u do neˇkolika r˚uzny´ch tok˚u,
aby nedocha´zelo k tak velke´mu zpozˇdeˇn´ı v z´ıska´va´n´ı informac´ı prˇi monitorova´n´ı. Kazˇdy´ tok
je ukoncˇen, pokud je doba jeho trva´n´ı delˇs´ı nezˇ hodnota aktivn´ıho timeoutu.
2.2 Syste´m monitorova´n´ı
Existuj´ı dveˇ za´kladn´ı mozˇnosti, jak z´ıska´vat informace o datovy´ch toc´ıch. Prvn´ım je ob-
vykly´ monitorovac´ı syste´m, kdy monitorova´n´ı a agregaci dat na za´kladeˇ datovy´ch tok˚u
prova´d´ı prˇ´ımo smeˇrovacˇe. V tomto prˇ´ıpadeˇ jsou ovsˇem omezen´ı v rychlosti i spolehlivosti
monitorova´n´ı, nebot’ prima´rn´ım u´cˇelem smeˇrovacˇ˚u je smeˇrova´n´ı paket˚u, cozˇ je pro neˇ cˇasto
samo o sobeˇ dosti na´rocˇne´. Monitorova´n´ı proto obvykle prob´ıha´ za pomoci vzorkova´n´ı,
kdy jsou zpracova´va´ny pouze pakety vybrane´ urcˇitou heuristikou, cozˇ samozrˇejmeˇ zkresluje
nameˇrˇene´ vy´sledky.
Druhou mozˇnost´ı je samostatny´ pasivn´ı prvek s´ıteˇ, ktery´ slouzˇ´ı jen pro monitorova´n´ı
a jizˇ nevykona´va´ zˇa´dne´ dalˇs´ı operace. Procha´z´ı skrze neˇj pakety, ktere´ si pouze zkop´ıruje
a na´sledneˇ zpracuje. Dı´ky tomu je doc´ıleno vysˇsˇ´ı rychlosti zpracova´n´ı, vysˇsˇ´ı propustnosti
i vysˇsˇ´ı bezpecˇnosti.
Monitorova´n´ı samo o sobeˇ, at’ jizˇ prova´deˇne´ smeˇrovacˇi nebo specia´ln´ımi zarˇ´ızen´ımi, nen´ı
dostatecˇnou cˇinnost´ı, nebot’ je nutne´ take´ z´ıskana´ data zpracova´vat, analyzovat, vyhodno-
covat, ukla´dat atp. Proto metoda NetFlow vyuzˇ´ıva´ cely´ monitorovac´ı syste´m slozˇeny´ ze
dvou za´kladn´ıch prvk˚u, ktery´mi jsou exporte´ry a kolektory.
Exporte´ry jsou umı´steˇny na d˚ulezˇity´ch mı´stech s´ıteˇ jako jsou smeˇrovacˇe a bra´ny a
zajiˇst’uj´ı vlastn´ı monitorovac´ı cˇinnost. Procha´z´ı prˇes neˇ pakety, ktere´ jsou analyzova´ny a
sdruzˇova´ny do datovy´ch tok˚u. V okamzˇiku, kdy datovy´ tok skoncˇ´ı, at’ jizˇ na za´kladeˇ ak-
tivn´ıho, neaktivn´ıho timeoutu cˇi jine´ situace, tak je odesla´n (exportova´n) na jeden cˇi v´ıce
vzda´leny´ch kolektor˚u k dalˇs´ımu zpracova´n´ı.[8]
Kolektory prˇij´ımaj´ı a zpracova´vaj´ı prˇ´ıchoz´ı toky od exporte´r˚u. Data ukla´daj´ı do sve´
databa´ze, vytva´rˇej´ı r˚uzne´ statistiky, mohou zobrazovat grafy a statisticka´ sche´mata. Deˇlaj´ı
vsˇe, aby bylo mozˇne´ na za´kladeˇ jejich vy´stup˚u sledovat situace na s´ıti a vytva´rˇet dlou-
hodobe´ analy´zy s´ıt’ove´ho provozu. [8] Prˇ´ıklad mozˇne´ho graficke´ho zobrazen´ı na kolektoru
zachycuj´ıc´ı komplexneˇ situaci na s´ıti v urcˇite´m okamzˇiku je na Obra´zku 2.2, jenzˇ vytvorˇil
volneˇ dostupny´ NFSen kolektor.
Rozdeˇlen´ı monitorovac´ıho syste´mu mezi exporte´ry a kolektory ma´ neˇkolik r˚uzny´ch d˚uvo-
d˚u. Prˇedevsˇ´ım je d˚ulezˇite´ si uveˇdomit, zˇe monitorova´n´ı vysokorychlostn´ıch s´ıt´ı je v soucˇasne´
dobeˇ skutecˇny´m proble´mem, nebot’ pakety procha´z´ı s´ıt´ı obrovsky´mi rychlostmi, a prˇi moni-
torova´n´ı je trˇeba nejenom tyto pakety analyzovat, ale take´ z´ıskane´ informace zpracova´vat,
ukla´dat, agregovat a vhodny´m zp˚usobem zprˇ´ıstupnˇovat uzˇivateli - spra´vci s´ıteˇ. Proto je
vy´hodne´ oddeˇlit cely´ proces mezi v´ıce r˚uzny´ch zarˇ´ızen´ı. Exporte´ry zajiˇst’uj´ı ”pouze“ analy´zu
paket˚u a tvorbu datovy´ch tok˚u, cozˇ je nutne´ prova´deˇt prˇ´ımo za beˇhu, zat´ımco na´sledne´
operace, ktere´ jizˇ nejsou cˇasoveˇ kriticke´, prova´d´ı vzda´lene´ kolektory. Dalˇs´ım d˚uvodem je
bezpecˇnost, kdy je vhodneˇjˇs´ı uchova´vat nasb´ırana´ data na dobrˇe zabezpecˇene´m kolektoru,
jenzˇ je mimo pa´terˇn´ı linku, na ktere´ se obvykle exporte´ry umı´st’uj´ı. Toto sche´ma take´ prˇina´sˇ´ı
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Obra´zek 2.2: NFSen kolektor [13]
mozˇnost rozdeˇlit monitorovana´ data mezi v´ıce kolektor˚u a t´ım konkre´tn´ı podmnozˇinu dat
zprˇ´ıstupnit pouze konkre´tn´ı skupineˇ uzˇivatel˚u.
2.3 Protokoly pro export dat
Po ukoncˇen´ı datove´ho toku na straneˇ exporte´ru je nutne´, aby byl co nejdrˇ´ıve odesla´n na
vzda´leny´ kolektor. Toto odes´ıla´n´ı mu˚zˇe by´t prova´deˇno r˚uzny´mi zp˚usoby pomoc´ı r˚uzny´ch
protokol˚u urcˇeny´ch pro export dat. Nejcˇasteˇji pouzˇ´ıvany´mi jsou exportovac´ı forma´ty firmy
CISCO zvane´ Cisco NetFlow Export Format a protokoly z nich odvozene´ (naprˇ. IPFIX).
Exportovac´ı forma´t NetFlow ma´ za sebou jizˇ v´ıcelety´ vy´voj. Byla vytvorˇena jeho jizˇ deva´ta´
verze, prˇicˇemzˇ pouze neˇktere´ verze byly a jsou skutecˇneˇ vyuzˇ´ıva´ny. V soucˇasne´ dobeˇ je prˇe-
devsˇ´ım vyuzˇ´ıva´na verze 5 a take´ se zacˇ´ına´ prosazovat nejnoveˇjˇs´ı verze, verze 9. Vsˇechny verze
jsou postaveny nad protokolem UDP a verze 9 oproti ostatn´ım verz´ım vynika´ prˇedevsˇ´ım
svy´mi mozˇnostmi rozsˇiˇritelnosti a znacˇnou flexibilitou. Strucˇne´ charakteristiky pouzˇ´ıvany´ch
verz´ı Cisco NetFlow Export Format jsou uvedeny v Tabulce 2.1. [3]
NetFlow Export Format Charakteristika
verze 1 prvn´ı verze, nejjednodusˇsˇ´ı, pouzˇ´ıva´n jen vy´jimecˇneˇ
verze 5 rozsˇ´ıˇreny´ forma´t, prˇida´va´ podporu o BGP autonomn´ıch
syste´mech a podporuje sekvencˇn´ı cˇ´ıslova´n´ı tok˚u
verze 7 prˇida´na podpora pro neˇktere´ prˇep´ınacˇe firmy CISCO
verze 8 noveˇ podpora pro export agregacˇn´ıch dat z mezipameˇt´ı
smeˇrovacˇ˚u
nejnoveˇjˇs´ı forma´t, dosti flexibiln´ı a rozsˇiˇritelny´, zalozˇen
verze 9 na principu zas´ıla´n´ı sˇablon pro popis forma´tu prˇena´sˇeny´ch
dat, na jeho ba´zi zalozˇen i dalˇs´ı forma´t - IPFIX
Tabulka 2.1: Vy´voj exportovac´ıho forma´tu NetFlow [18]
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2.4 NetFlow verze 5
Jedna´ se o za´kladn´ı verzi forma´tu, ktera´ vycha´z´ı z verze 1. Hlavn´ı rozd´ıly jsou v prˇida´n´ı in-
formac´ı o monitorovac´ıch syste´mech a sekvencˇn´ım cˇ´ıslova´n´ı tok˚u. Cˇ´ıslova´n´ı tok˚u je d˚ulezˇitou
zmeˇnou, nebot’ je pro zas´ıla´n´ı datagramu˚ vy´hradneˇ pouzˇ´ıva´n protokol UDP, ktery´ ne-
zajiˇst’uje jistotu dorucˇen´ı. Kolektor prˇi prˇ´ıjmu datagramu odecˇte nejvysˇsˇ´ı sekvencˇn´ı cˇ´ıslo
prˇijate´ho toku (sekvencˇn´ı cˇ´ıslo + pocˇet tok˚u v datagramu) v prˇedchoz´ıch datagramech od
sekvencˇn´ıho cˇ´ısla pra´veˇ prˇijate´ho datagramu a t´ım zjist´ı pocˇet ztraceny´ch tok˚u. [3]
Tento forma´t ma´ pevneˇ danou strukturu. Skla´da´ se z hlavicˇky ihned na´sledovane´ jedn´ım
azˇ trˇiceti vlastn´ıch za´znamu˚ obsahuj´ıc´ı informace o jednotlivy´ch toc´ıch. Velikost hlavicˇky
je 24 bajt˚u a ma´ na´sleduj´ıc´ı podobu:
Pozice Obsah Popis
0-1 Verze NetFlow verze za´znamu˚ v paketu
2-3 Pocˇet Pocˇet tok˚u v paketu (1-30)
4-7 Cˇas chodu syste´mu Pocˇet milisekund od spusteˇn´ı exporte´ru
8-11 UNIX cˇas Cˇas odesla´n´ı paketu zaznamena´n v sekunda´ch od UTC
(Coordinated Universal Time), tedy od 1.1. 1970.
12-15 UNIX cˇas Cˇa´st UNIX cˇasu v nanosekunda´ch
16-19 Sekvencˇn´ı cˇ´ıslo Sekvencˇn´ı cˇ´ıslo prvn´ıho toku v datagramu
20 Typ zarˇ´ızen´ı Typ monitorovac´ıho zarˇ´ızen´ı
21 Port zarˇ´ızen´ı Port monitorovac´ıho zarˇ´ızen´ı
22-23 Rezervova´no Nepouzˇite´
Tabulka 2.2: Hlavicˇka NFv5 [3]
Za´znam popisuj´ıc´ı jeden tok ma´ velikost 48 bajt˚u a ma´ take´ prˇesneˇ danou strukturu:
Pozice Obsah Popis
0-4 Zdrojova´ adresa IP adresa zdrojove´ho zarˇ´ızen´ı
4-7 C´ılova´ adresa IP adresa c´ılove´ho zarˇ´ızen´ı
8-11 Next hop IP adresa na´sleduj´ıc´ıho smeˇrovacˇe
12-13 Vstup SNMP index vstupn´ıho rozhran´ı
14-15 Vy´stup SNMP index vy´stupn´ıho rozhran´ı
16-19 Pakety Pocˇet paket˚u tvorˇ´ıc´ı tok
20-23 Pocˇet oktet˚u Celkovy´ pocˇet bajt˚u v paketech (L3 vrstva)
24-27 Zacˇa´tek Syste´movy´ cˇas zarˇ´ızen´ı prˇi zaha´jen´ı toku
28-31 Konec Syste´movy´ cˇas prˇi prˇijet´ı posledn´ıho paketu toku
32-33 Zdrojovy´ port Pouzˇity´ port na zdrojove´m zarˇ´ızen´ı
34-35 C´ılovy´ port Pouzˇity´ port na c´ılove´m zarˇ´ızen´ı
36 Zarovna´n´ı Nepouzˇite´
37 TCP flagy Kumulativn´ı OR TCP flag˚u
38 Protokol Pouzˇity´ protokol
39 TOS Typ sluzˇby
40-41 Zdrojovy´ AS Autonomn´ı syste´move´ cˇ´ıslo zdrojove´ho zarˇ´ızen´ı
42-43 C´ılovy´ AS Autonomn´ı syste´move´ cˇ´ıslo c´ılove´ho zarˇ´ızen´ı
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44 Zdrojova´ maska Bitova´ maska prefixu adresy zdrojove´ho zarˇ´ızen´ı
45 C´ılova´ maska Bitova´ maska prefixu adresy c´ılove´ho zarˇ´ızen´ı
46-47 Zarovna´n´ı Nepouzˇite´
Tabulka 2.3: Za´znam o toku NFv5 [3]
Vy´hodou toho forma´tu je jeho jednoduchost a take´ pevneˇ dana´ struktura, ktera´ umozˇ-
nˇuje snadnou tvorbu exportovany´ch paket˚u na straneˇ exporte´ru i jejich analy´zu na straneˇ
kolektoru. Tento forma´t je v soucˇasne´ dobeˇ nejv´ıce rozsˇ´ıˇren a je podporova´n te´meˇrˇ vsˇemi
zarˇ´ızen´ımi pracuj´ıc´ımi s datovy´mi toky. Nevy´hodou ovsˇem je nemozˇnost jeho rozsˇ´ıˇritelnosti.
Prˇi exportu dat prostrˇednictv´ım NFv5 nen´ı mozˇne´ sledovat jine´ charakteristiky, nezˇ jake´
jsou definova´ny v tomto forma´tu - resp. je mozˇne´ je monitorovat, avsˇak se jizˇ dane´ informace
nedostanou na kolektory. Urcˇitou nevy´hodou je i nutnost pouzˇit´ı jako transportn´ı vrstvu
protokol UDP, ktery´ nezajist´ı dorucˇen´ı dany´ch dat. Na druhou stranu by ale prˇi pouzˇit´ı
naprˇ. protokolu TCP mohlo na vysokorychlostn´ıch s´ıt´ı docha´zet k nest´ıha´n´ı odes´ıla´n´ı ex-
portovany´ch paket˚u vlivem nutnosti potvrzova´n´ı a znovu zas´ıla´n´ı ztraceny´ch paket˚u.
Na Obra´zku 2.3 je zobrazena cˇa´st exportovane´ho paketu, jenzˇ je analyzova´n pomoc´ı
programu wireshark. Je na neˇm dobrˇe demonstrova´na jeho prˇesneˇ dana´ podoba, ktera´ byla
popsa´na vy´sˇe.
Obra´zek 2.3: NetFlow verze 5 paket analyzova´n programem wireshark
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2.5 NetFlow verze 9
Je to nejnoveˇjˇs´ı verze NetFlow forma´tu, ktery´ byl vytvorˇen pro snadny´ export informac´ı
o datovy´ch toc´ıch z exporte´r˚u na kolektory. Jeho hlavn´ımi vy´hodami oproti ostatn´ım
forma´t˚um jsou mozˇnosti jeho rozsˇ´ıˇritelnosti a jeho znacˇna´ flexibilita. Tyto vlastnosti jsou
da´ny t´ım, zˇe je zalozˇen na syste´mu zas´ıla´n´ı sˇablon (templates), ktere´ popisuj´ı strukturu
odes´ılany´ch dat. Sˇablony poskytuj´ı rozsˇiˇritelnou podobu forma´tu s t´ım, zˇe azˇ v budoucnu
dojde k vzniku nove´ vlastnosti NetFlow sluzˇby, kterou bude trˇeba take´ exportovat, tak se
dana´ vlastnost prˇida´ a pop´ıˇse pouze v sˇabloneˇ. A od tohoto okamzˇiku budou obeˇ strany,
prˇij´ımac´ı (kolektor) i vys´ılac´ı (exporte´r), snadno prˇij´ımat cˇi vys´ılat informace o te´to nove´
vlastnosti. Je zcela patrne´, zˇe nebude nutne´ s novy´mi vlastnostmi vytva´rˇet sta´le nove´ verze
forma´tu, ale bude zcela stacˇit prˇida´n´ı dane´ vlastnosti do sta´vaj´ıc´ıho forma´tu. [4, 7]
Exporte´ry vytva´rˇ´ı exportovane´ pakety (export packets), ktere´ jsou odes´ıla´ny na vzda´lene´
kolektory, kde docha´z´ı k jejich zpracova´n´ı. [8] Tyto pakety se skla´daj´ı z hlavicˇky (packet hea-
der) a z cˇa´sti nazy´vane´ FlowSet (viz Obra´zek 2.4). Hlavicˇka je prvn´ı cˇa´st´ı exportovane´ho pa-
ketu, ktera´ poskytuje za´kladn´ı informace o paketu jako jsou NetFlow verze, pocˇet za´znamu˚
obsazˇeny´ch v paketu a cˇ´ıslova´n´ı, pomoc´ı ktere´ho lze snadno zjistit ztra´tu neˇktere´ho z pa-
ket˚u. FlowSet je druhou cˇa´st´ı paketu a je to obecny´ pojem pro kolekci za´znamu˚ na´sleduj´ıc´ıch
za hlavicˇkou v exportovane´m paketu. [4, 7]
 ................Packet header Template FlowSet Data FlowSet
FlowSet
Template FlowSet Data FlowSet
Obra´zek 2.4: Paket NetFlow verze 9
Existuj´ı dva druhy FlowSet˚u, jeden druh obsahuje sˇablony (templates) a druhy´ data.
Paket mu˚zˇe obsahovat jeden nebo v´ıce FlowSet˚u a oba jejich typy se mohou v jednom
paketu kombinovat (viz Obra´zek 2.4).
Kolekce jedne´ nebo v´ıce sˇablon (template record), ktere´ byly seskupeny v jednom pa-
ketu, se rˇ´ıka´ FlowSet sˇablon (template FlowSet). Sˇablona slouzˇ´ı k popisu sekvencˇn´ıch dat,
ktera´ mohou by´t v soucˇasne´m cˇi v neˇktere´m z budouc´ıch exportovany´ch paket˚u odesla´ny na
kolektor. Je d˚ulezˇite´ take´ poznamenat, zˇe sˇablona nemus´ı nezbytneˇ popisovat data v expor-
tovane´m paketu, ve ktere´m se vyskytuje. Naopak sˇablony jsou cˇ´ıslova´ny unikatn´ım identi-
fikacˇn´ım cˇ´ıslem (template ID), ktere´ je pozdeˇji uvedeno u kazˇde´ho datove´ho za´znamu, aby
bylo zrˇejme´, podle ktere´ z sˇablon byl vytvorˇen a mus´ı by´t interpretova´n. Sˇablony se nemus´ı
pos´ılat v kazˇdeˇm paketu, ale stacˇ´ı je v urcˇity´ch intervalech obnovovat. Proto je nezbytne´,
aby meˇly kolektory urcˇitou vyrovna´vac´ı pameˇt’ pro ukla´da´n´ı prˇ´ıchoz´ıch sˇablon. [4, 7]
Stejneˇ jako FlowSet sˇablon je kolekc´ı jedne´ cˇi v´ıce seskupeny´ch sˇablon v paketu, tak
FlowSet dat (data FlowSet) je kolekc´ı seskupeny´ch datovy´ za´znamu˚ (data record), ktere´
jsou za´sadn´ı informacˇn´ı slozˇkou NetFlow forma´tu. Datove´ za´znamy poskytuj´ı informace
o datovy´ch toc´ıch, ktere´ byly expirova´ny na exporte´ru.
Pomoc´ı NetFlow forma´tu verze 9 je mozˇne´ take´ zas´ılat informace o vlastnostech cele´ho
NetFlow monitorovac´ıho procesu, ktery´mi naprˇ´ıklad jsou vzorkova´n´ı dat cˇi identifikace
rozhran´ı, ze ktere´ho data prˇicha´z´ı atp. K tomuto slouzˇ´ı datove´ za´znamy voleb (options data
record), ktere´ jsou v duchu cele´ho forma´tu popsa´ny sˇablonami voleb (options template).
[4, 7]
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2.5.1 Forma´t paketu Netflow verze 9
Paket forma´tu NetFlow verze 9 se skla´da´ vzˇdy z hlavicˇky na´sledovane´ alesponˇ jedn´ım Flow-
Setem obsahuj´ıc´ı data nebo sˇablony. FlowSet sˇablon poskytuje popis jednotlivy´ch pol´ı, ktera´
budou vyuzˇita v budouc´ıch datovy´ch FlowSetech, ktere´ se ale mohou vyskytnout jizˇ v dane´m
paketu. [4, 7]
Existuj´ı trˇi mozˇnosti prˇ´ıpustny´ch kombinac´ı FlowSet˚u v paketu:
1. Paket obsahuje r˚uzneˇ prokla´daneˇ FlowSety se sˇablonami i s daty. Kolektor by v tomto
prˇ´ıpadeˇ nemeˇl prˇedpokla´dat, zˇe sˇablony vlozˇene´ v paketu maj´ı neˇjaky´ zvla´sˇtn´ı vztah
k datovy´m FlowSet˚um v dane´m paketu. Kolektor si mus´ı ukla´dat vsˇechny prˇijate´
sˇablony a k interpretaci datove´ho FlowSetu pouzˇije sˇablonu, jej´ızˇ ID je shodne´ s iden-
tifika´torem uvedeny´m v datove´m FlowSetu.
2. Paket obsahuje pouze datove´ FlowSety. Toto je nejcˇasteˇjˇs´ı prˇ´ıpad. Jizˇ byly odesla´ny
vesˇkere´ sˇablony na kolektor, jsou dostatecˇneˇ aktua´ln´ı a nyn´ı se zas´ılaj´ı pouze nasb´ırana´
data.
3. Paket obsahuje pouze FlowSety se sˇablonami. Toto je nejme´neˇ cˇasta´ situace, veˇtsˇinou
se informace o sˇablona´ch zas´ılaj´ı spolu s nasb´ırany´mi daty. Pouzˇ´ıva´ se v situac´ıch, kdy
je trˇeba synchronizovat exporte´r s kolektorem jak nejrychleji to je mozˇne´, naprˇ. po
restartu exporte´ru. Take´ je d˚ulezˇite´, zˇe sˇablony maj´ı urcˇitou dobu platnosti. Tedy je
trˇeba sˇablony v urcˇity´ch cˇasovy´ch intervalech obnovovat a znovu zas´ılat na kolektor.
A pokud pra´veˇ nejsou zˇa´dna´ jina´ data k odesla´n´ı, tak se mu˚zˇe odeslat paket obsahuj´ıc´ı
pouze sˇablony.
2.5.2 Hlavicˇka forma´tu NetFlow verze 9
Forma´t hlavicˇky NetFlow verze 9 z˚usta´va´ ve srovna´n´ı s drˇ´ıveˇjˇs´ımi verzemi v podstateˇ
nezmeˇneˇn, je postaven nad forma´tem hlavicˇky z NetFlow verze 5. Je pevneˇ dana´ struk-
tura jednotlivy´ch pol´ı, jejich velikost (azˇ na vyjmenovane´ vy´jimky jsou 32-bitove´) i porˇad´ı.
Skla´da´ se z teˇchto sˇesti pol´ı: [4, 7]
Verze Vyjadrˇuje verzi NetFlow za´znamu˚ v paketu, pro verzi 9 se jedna´
(version) o hodnotu 0x0009. Velikost pole je 16 bit˚u.
Pocˇet Sdeˇluje kolik FlowSet˚u (jak datovy´ch tak se sˇablonami) je obsa-
(count) zˇeno v paketu. Velikost pole je 16 bit˚u.
Cˇas chodu syste´mu Pocˇet milisekund ktere´ ubeˇhly od spusˇteˇn´ı exporte´ru.
(system uptime)
UNIX cˇas Datum a cˇas odesla´n´ı paketu, ktery´ je zaznamena´n v sekunda´ch
(UNIX seconds) od UTC (Coordinated Universal Time), tedy od 1.1. 1970.
Porˇadove´ cˇ´ıslo Porˇadove´ cˇ´ıslo paketu odes´ılane´ho exporte´rem, ktere´ slouzˇ´ı
(sequence number) k detekci prˇ´ıpadny´ch nedorucˇeny´ch paket˚u s daty.
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ID zdroje 32-bitova´ unika´tn´ı hodnota, ktera´ specifikuje zarˇ´ızen´ı, ze ktere´ho byly
(source ID) pakety odesla´ny. Toto cˇ´ıslo je za´visle´ na konkre´tn´ım vy´robci.
2.5.3 NetFlow verze 9 forma´t FlowSetu sˇablon
Jedn´ım z kl´ıcˇovy´ch prvk˚u forma´tu NetFlow verze 9 je FlowSet obsahuj´ıc´ı sˇablony. Sˇablony
zajiˇst’uj´ı vy´raznou flexibilitu forma´tu, nebot’ umozˇnˇuj´ı kolektor˚um spra´vneˇ interpretovat
prˇ´ıchoz´ı data bez prˇedesˇle´ znalosti forma´tu dany´ch dat. Sˇablony jsou pouzˇity k popisu typu
a de´lky jednotlivy´ch pol´ı uvnitrˇ datovy´ch za´znamu˚. Kazˇdy´ datovy´ za´znam NetFlow forma´tu
obsahuje pole s jedinecˇny´m identifika´torem sˇablony, podle ktere´ byl za´znam vytvorˇen a tedy
ma´ by´t i interpretova´n na straneˇ kolektoru. FlowSet sˇablon se skla´da´ z teˇchto pol´ı, ktera´
maj´ı vy´hradneˇ velikost 16 bit˚u: [4, 7]
Identifika´tor FlowSetu Tento identifika´tor slouzˇ´ı k rozliˇsen´ı za´znamu˚ sˇablon od dat.
(FlowSet ID) Ma´ vzˇdy hodnotu 0.
De´lka Vyjadrˇuje celkovou de´lku dane´ho FlowSetu. Nebot’ mohou
(length) by´t sˇablony a tedy i FlowSety r˚uzneˇ dlouhe´, tak je nutne´
uda´vat tuto hodnotu, aby byl zrˇejmy´ zacˇa´tek dalˇs´ıho
FlowSetu. De´lka je vyja´drˇena v TLV (type/length/value)
forma´tu, cozˇ znamena´, zˇe obsahuje v bajtech vyja´drˇe-
nou de´lku FlowSetu vcˇetneˇ pol´ı Identifika´tor FlowSetu a
De´lka.
Identifika´tor sˇablony Kazˇda´ sˇablona ma´ unika´tn´ı identifikacˇn´ı cˇ´ıslo, ktere´ slouzˇ´ı
(template ID) k jednoznacˇne´mu urcˇen´ı sˇablony.
Pocˇet pol´ı Urcˇuje pocˇet pol´ı v dane´ sˇabloneˇ. Je nezbytne´, nebot’ jeden
(field count) FlowSet mu˚zˇe obsahovat v´ıce sˇablon, tedy slouzˇ´ı k urcˇen´ı
konce dane´ sˇablony.
Typ pole Toto cˇ´ıslo vyjadrˇuje typ pole, tedy jakou informaci bude
(field type) dane´ pole obsahovat v datove´m za´znamu. Definice hodnot
vyjadrˇuj´ıc´ı urcˇity´ typ pole jsou zcela za´visle´ na vy´robci
zarˇ´ızen´ı, ale obvykle se pouzˇ´ıvaj´ı definice od firmy CISCO.
De´lka pole V bajtech vyja´drˇena´ de´lka prˇedcha´zej´ıc´ıho pole.
(field length)
Vy´sˇe uvedena´ pole se mohou ve FlowSetu sˇablon opakovat takovy´m zp˚usobem, aby bylo
mozˇne´ sˇablonou datovy´ forma´t dostatecˇneˇ popsat (viz Obra´zek 2.5).
Sˇablony mus´ı by´t na kolektory v urcˇity´ch intervalech znovu pos´ıla´ny a t´ım obnovova´ny,
v jine´m prˇ´ıpadeˇ by dosˇlo k jejich vyprsˇen´ı a zneplatneˇn´ı na straneˇ kolektoru. Existuj´ı
dveˇ mozˇnosti, jak sˇablony obnovovat. Pos´ılat sˇablony vzˇdy po uplynut´ı urcˇite´ho cˇasove´ho
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Obra´zek 2.5: FlowSet sˇablon
2.5.4 NetFlow verze 9 forma´t datove´ho FlowSetu
V datovy´ch FlowSetech se pos´ılaj´ı informace o toc´ıch. Kazˇdy FlowSet odpov´ıda´ neˇktere´
z drˇ´ıve zaslany´ch sˇablon a podle n´ı je take´ interpretova´n. Jeden FlowSet mu˚zˇe obsahovat
data o v´ıce toc´ıch. Pokud k dane´mu datove´mu FlowSetu nen´ı nalezena sˇablona, tak docha´z´ı
k jeho zahozen´ı. Datovy´ FlowSet se skla´da´ z teˇchto pol´ı: [4, 7]
Identifika´tor FlowSetu Obsahuje cˇ´ıslo sˇablony, podle ktere´ ma´ by´t tento FlowSet
(FlowSet ID) interpretova´n. 16-bitova´ hodnota.
De´lka Vyjadrˇuje celkovou de´lku dane´ho FlowSet v TLV
(length) (type/length/value) forma´tu. 16-bitova´ hodnota.
Hodnoty tok˚u Hodnoty jednotlivy´ch pol´ı definovany´ch v odpov´ıdaj´ıc´ı sˇab-
(record N - field N) loneˇ.
Zarovna´n´ı Zarovna´n´ı na 32-bitovou hodnotu. I zarovna´n´ı se pocˇ´ıta´ do
(padding) celkove´ de´lky(length).
Na Obra´zku 2.6 je vyobrazen ilustrativn´ı prˇ´ıklad cˇinnosti forma´tu NetFlow verze 9.
Zacˇa´tek exportovane´ho paketu tvorˇ´ı jeho hlavicˇka, z n´ızˇ je zrˇejme´, zˇe se jedna´ o NetFlow
forma´t verze 9 a obsahuje trˇi FlowSety. Odpov´ıdaj´ıc´ı exporte´r s identifikac´ı 0xf101 jizˇ mo-
nitoruje 561 sekund a tento paket, jenzˇ je jizˇ v porˇad´ı sˇesty´m, odeslal 17.11.2008 v 15:47.56.
Za hlavicˇkou paketu je prvn´ı FlowSet, jehozˇ identifika´tor ma´ hodnotu 0x0, tedy se jedna´
o FlowSet sˇablon o de´lce 40 bajt˚u. Prvn´ı sˇablona v tomto FlowSetu ma´ cˇ´ıselny´ identifika´tor
roven hodnoteˇ 258 a obsahuje cˇtyrˇi 32-bitove´ polozˇky - zdrojova´ a c´ılova´ IP adresa, pocˇet
paket˚u a bajt˚u. Na´sleduj´ı dalˇs´ı sˇablony, ktere´ jizˇ ale nejsou rozepsa´ny.
Za FlowSetem sˇablon na´sleduje datovy´ FlowSet, ktery´ byl vytvorˇen podle sˇablony cˇ´ıslo
258. Tento FlowSet ma´ de´lku 52 bajt˚u, cozˇ vzhledem k de´lce sˇablony cˇ´ıslo 258 prˇedstavuje
informace o trˇech toc´ıch, ktere´ strucˇneˇ charakterizuj´ı komunikaci mezi dvoj´ıc´ı pocˇ´ıtacˇ˚u
(resp. zarˇ´ızen´ı). Naprˇ. mezi pocˇ´ıtacˇem s IP adresou 147.229.192.62 a pocˇ´ıtacˇem s IP adresou
147.229.192.82 dosˇlo k vy´meˇneˇ 10 paket˚u, ktere´ prˇedstavovaly celkem 800 bajt˚u dat.



































































Obra´zek 2.6: Sche´ma forma´tu NetFlow verze 9
Na Obra´zku 2.7 je zobrazena cˇa´st exportovane´ho paketu ve forma´tu NetFlow verze 9,
jenzˇ je analyzova´n pomoc´ı programu wireshark. Paket obsahuje po u´vodn´ı hlavicˇce neˇkolik
FlowSet˚u, prˇicˇemzˇ prvn´ı z nich je datovy´ FlowSet odpov´ıdaj´ıc´ı sˇabloneˇ s identifikacˇn´ım
cˇ´ıslem 256. Tento FlowSet obsahuje informace o neˇkolika r˚uzny´ch toc´ıch v celkove´ de´lce
1152 bajt˚u.
Je zrˇejme´, zˇe forma´t NetFlow verze 9 pro odes´ıla´n´ı dat z exporte´r˚u na kolektory je
vy´hodny´ d´ıky sve´ vy´razne´ flexibiliteˇ a mozˇnosti zas´ılat pouze skutecˇneˇ potrˇebna´ data.
Ovsˇem zrˇejmou nevy´hodou je za´vislost tohoto forma´tu na spolecˇnosti CISCO, jezˇ jej vy-
tvorˇila. Neexistuje totizˇ uceleny´ standard, ktery´ by pevneˇ a kompletneˇ tento forma´t defi-
noval. Toto samozrˇejmeˇ prˇina´sˇ´ı proble´my se vza´jemnou kompatibilitou zarˇ´ızen´ı (prˇedevsˇ´ım
mezi exporte´ry a kolektory), kdy kazˇdy´ z vy´robc˚u dane´ho zarˇ´ızen´ı urcˇitou vlastnost forma´tu
implementoval mı´rneˇ odliˇsneˇ.
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Obra´zek 2.7: NetFlow verze 9 paket analyzova´n programem wireshark
2.6 IPFIX
Vzhledem k tomu, zˇe exportovac´ı forma´ty NetFlow jsou proprieta´rn´ımi forma´ty spolecˇnosti
CISCO, bylo snahou vytvorˇit neza´visly´ obecny´ standard pro export informac´ı o datovy´ch
toc´ıch ze smeˇrovacˇ˚u, sond a dalˇs´ıch zarˇ´ızen´ı. Vy´sledkem te´to snahy je protokol IPFIX
(Internet Protocol Flow Information Export), ktery´ vytvorˇila pracovn´ı skupina IETF In-
ternet Engineering Task Force). IPFIX standard definuje, jak maj´ı by´t informace o da-
tovy´ch toc´ıch forma´tova´ny a prˇena´sˇeny z exporte´r˚u na kolektory. IPFIX forma´t je definova´n
v RFC dokumentech, prˇicˇemzˇ forma´t NetFlow verze 9 od spolecˇnosti CISCO byl pouzˇit jako
prˇedloha tohoto nove´ho standardu. [17]
IPFIX protokol je neˇkdy oznacˇova´n jako NetFlow verze 9 implementovany´ nad trans-
portn´ım protokolem SCTP a obsahuj´ıc´ı neˇkolik dalˇs´ıch zmeˇn. Je to i proto, zˇe vy´razneˇ
veˇtsˇ´ı zmeˇnu prˇedstavoval vznik protokolu NetFlow verze 9 oproti prˇedchoz´ı verzi 5 nezˇ
vznik IPFIXu, jehozˇ hlavn´ı vy´hodou je pra´veˇ jeho neza´vislost a obecnost.
2.6.1 Definice IPFIX forma´tu
Pro forma´t IPFIX byly pevneˇ definova´ny vesˇkere´ pojmy, aby byla vyloucˇena jaka´koliv
mozˇnost nespra´vne´ interpretace. RFC dokumenty IPFIX forma´tu definuj´ı pojmy, ktere´ se
v ra´mci rˇady protokol˚u NetFlow v˚ubec nepouzˇ´ıvaj´ı nebo ktere´ nebyly drˇ´ıve definova´ny
cˇi dokonce i takove´, ktere´ byly drˇ´ıve definova´ny mı´rneˇ odliˇsneˇ. Avsˇak za´kladn´ı mysˇlenka
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monitorova´n´ı na za´kladeˇ datovy´ch tok˚u i princip cˇinnosti z˚usta´vaj´ı zcela nezmeˇneˇny.
Zarˇ´ızen´ı zajiˇst’uj´ıc´ı monitorova´n´ı na za´kladeˇ datovy´ch tok˚u jsou sta´le oznacˇova´ny jako
exporte´ry a vzda´lena´ zarˇ´ızen´ı analyzuj´ıc´ı nasb´ırana´ data se oznacˇuj´ı jako kolektory. Vlastn´ı
proces sbeˇru dat je oznacˇen jako meˇrˇ´ıc´ı proces (metering process), ktery´ se uskutecˇnˇuje
v tzv. pozorovac´ım bodeˇ (observation point), cozˇ je vlastneˇ oznacˇen´ı monitorovac´ıho zarˇ´ızen´ı.
Pozorovac´ı bod je soucˇa´st´ı pozorovac´ı dome´ny (observation domain), cozˇ je nejveˇtsˇ´ı mozˇna´
mnozˇina pozorovac´ıch bod˚u, pro ktere´ mohou by´t agregova´ny informace v ra´mci meˇrˇ´ıc´ıho
procesu (tzn. prˇed vlastn´ım exportem na kolektory). [6]
Pro datovy´ tok, resp. tok (IP traffic flow, flow) existuje v internetove´ komuniteˇ neˇkolik
definic´ı. IPFIX protokol definuje datovy´ tok na´sledovneˇ: ”Datovy´ tok je definova´n jako
mnozˇina IP paket˚u procha´zej´ıc´ıch pozorovac´ım bodem v s´ıti beˇhem urcˇite´ho cˇasove´ho in-
tervalu. Vsˇechny pakety na´lezˇ´ıc´ı urcˇite´mu jedine´mu toku maj´ı mnozˇinu vlastnost´ı. Kazˇda´
vlastnost je definova´na jako vy´sledek aplikace funkce na hodnotu:
1. jedne´ nebo v´ıce polozˇek z hlavicˇky paketu (naprˇ. c´ılova´ IP adresa), z hlavicˇky paketu
transportn´ı vrsty (naprˇ. c´ılovy´ port) nebo hlavicˇky paketu aplikacˇn´ı vrstvy,
2. jedne´ nebo v´ıce samotny´ch charakteristik paket˚u (naprˇ. MPLS tagy),
3. jedne´ nebo v´ıce pol´ı odvozeny´ch prˇi zpracova´n´ı paket˚u (naprˇ. next hop, vy´stupn´ı roz-
hran´ı).
Paket na´lezˇ´ı dane´mu toku, pokud jsou splneˇny vsˇechny definovane´ (urcˇene´) vlastnosti
toku. Vsˇechny polozˇky hlavicˇek paket˚u, ktere´ se pod´ıl´ı na z´ıska´n´ı hodnoty urcˇene´ vlastnosti,
jsou oznacˇova´ny jako kl´ıcˇove´ polozˇky.“ [6]
Je zrˇejme´, zˇe tato definice je vy´razneˇ obecneˇjˇs´ı nezˇ definice pouzˇita´ pro NetFlow forma´ty
a umozˇnˇuje tedy mnohem veˇtsˇ´ı flexibilitu monitorova´n´ı, ktere´ mu˚zˇe by´t uzp˚usobeno prˇ´ımo
pro konkre´tn´ı s´ıt’ cˇi situaci. Dle te´to definice je mozˇne´ za datovy´ tok oznacˇit naprˇ. soubor
paket˚u obsahuj´ıc´ı stejne´ zdrojove´ a c´ılove´ IP adresy a typ protokolu - viz Obra´zek 2.8.
Num. Src IP Addr Dst IP Addr Proto Pack.
1. 192.0.2.1 192.0.2.65 TCP 50
2. 192.0.2.23 192.0.2.67 TCP 50
3. 192.0.2.23 192.0.2.67 UDP 30
4. 192.0.2.129 192.0.2.67 TCP 20
Obra´zek 2.8: Toky - kl´ıcˇove´ polozˇky: IP adresy a typ protokolu
Num. Src IP Addr Dst IP Addr Proto Pack.
1. 192.0.2.0/26 192.0.2.65/26 TCP 100
2. 192.0.2.0/26 192.0.2.67/26 UDP 30
3. 192.0.2.128/26 192.0.2.67/26 TCP 20
Obra´zek 2.9: Toky - kl´ıcˇove´ polozˇky: IP adresy s maskou /26 a typ protokolu
Mu˚zˇeme ale take´ mı´rneˇ modifikovat vlastnosti, na za´kladeˇ ktery´ch se pakety sdruzˇuj´ı
do tok˚u, a to naprˇ. tak, zˇe na IP adresy aplikujeme funkci 26-bitove´ masky. Pote´ mnozˇina
zcela stejny´ch paket˚u da´va´ odliˇsne´ datove´ toky, ktere´ maj´ı samozrˇejmeˇ i odliˇsnou vypov´ıdac´ı
schopnost - viz Obra´zek 2.9.
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2.6.2 Architektura
IPFIX rozdeˇluje cele´ monitorova´n´ı na za´kladeˇ datovy´ch tok˚u do trˇ´ı za´kladn´ıch proces˚u,
ktery´mi jsou: [6]
• meˇrˇ´ıc´ı (metering process),
• exportovac´ı (exporting process) a
• sbeˇrny´ proces (collecting process).
Meˇrˇ´ıc´ı proces se skla´da´ z cele´ mnozˇiny funkc´ı, ktere´ zahrnuj´ı zachyta´va´n´ı a analy´zu
hlavicˇek paket˚u, pra´ci s cˇasovy´mi znacˇkami, vzorkova´n´ı paket˚u, hodnocen´ı a spra´vu da-
tovy´ch tok˚u. Spra´va datovy´ch tok˚u obsahuje vytva´rˇen´ı novy´ch tok˚u, obnovova´n´ı tok˚u exis-
tuj´ıc´ıch, pocˇ´ıta´n´ı statistik jednotlivy´ch tok˚u, detekce expirace toku, prˇepos´ıla´n´ı expiro-
vany´ch tok˚u do exportovac´ıho procesu a maza´n´ı takovy´ch tok˚u.
Exportovac´ı proces zahrnuje zas´ıla´n´ı za´znamu˚ o toc´ıch do jednoho cˇi v´ıce sbeˇrny´ch
proces˚u. Exporte´r je zarˇ´ızen´ı, ktere´ host´ı jeden cˇi v´ıce exportovac´ıch proces˚u, zat´ımco IPFIX
zarˇ´ızen´ı prˇedstavuje libovolne´ zarˇ´ızen´ı, ktere´ host´ı minima´lneˇ jeden exportovac´ı proces.
Mu˚zˇe tedy zahrnovat r˚uzny´ pocˇet exportovac´ıch proces˚u a libovolny´ pocˇet sledovac´ıch bod˚u
a meˇrˇ´ıc´ıch proces˚u. Z toho plyne, zˇe IPFIX zarˇ´ızen´ı nemus´ı samo o sobeˇ data sb´ırat, ale
trˇeba je jen prˇij´ımat od jiny´ch zarˇ´ızen´ı.
Sbeˇrny´ proces prˇij´ıma´ za´znamy o toc´ıch z jednoho cˇi v´ıce exportovac´ıch proces˚u a tyto
za´znamy ukla´da´ cˇi da´le zpracova´va´. Kolektorem je oznacˇova´no zarˇ´ızen´ı host´ıc´ı jeden cˇi v´ıce
sbeˇrny´ch proces˚u.
IPFIX standard definuje mozˇne´ zp˚usoby expirace tok˚u, ktery´mi jsou aktivn´ı a neaktivn´ı
timeout stejneˇ jako u NetFlow, avsˇak je nav´ıc doplneˇna mozˇnost expirovat tok na za´kladeˇ
dosazˇeny´ch limit˚u IPFIX zarˇ´ızen´ı, cozˇ mu˚zˇe by´t naprˇ´ıklad zaplneˇn´ı pameˇti. IPFIX take´
povoluje definovat r˚uzna´ pravidla na prˇ´ıchoz´ı pakety do meˇrˇ´ıc´ıho procesu, ktery´mi mohou
by´t vzorkova´n´ı (sampling) a filtrova´n´ı (filtering).
Stejneˇ jako NetFlow verze 9 je i IPFIX postaven nad principem vyuzˇ´ıva´n´ı sˇablon.
Sˇablona (template) je definova´na jako serˇazena´ sekvence dvojic typ a velikost (type, length),
ktere´ se pouzˇ´ıvaj´ı pro u´plnou specifikaci struktury a se´mantiky d´ılcˇ´ıch mnozˇin informac´ı,
jezˇ jsou nutne´ pro komunikaci z IPFIX zarˇ´ızen´ı do kolektoru. Kazˇda´ sˇablona je oznacˇena
jednoznacˇny´m identifikacˇn´ım cˇ´ıslem sˇablony (template ID).
Informace zas´ılane´ z IPFIX zarˇ´ızen´ı se deˇl´ı do dvou skupin. Jedna´ se o rˇ´ıd´ıc´ı informace
(control information) a datove´ streamy (data stream). Rˇ´ıd´ıc´ı informace zahrnuj´ı definice
tok˚u, vy´beˇrova´ krite´ria pro pakety odes´ılane´ do exportovac´ıho procesu a definice sˇablon
odes´ılany´ch dat. Rˇ´ıd´ıc´ı informace tedy zahrnuj´ı vesˇkere´ informace potrˇebne´ pro koncove´
body komunikace, aby bylo mozˇne´ rozumeˇt IPFIX protokolu a spra´vneˇ data interpretovat.
Datovy´ stream zahrnuje za´znamy o toc´ıch. Kontroln´ı informace i datove´ streamy se pos´ılaj´ı
z exportovac´ıho do sbeˇrne´ho procesu prostrˇednictv´ım IPFIX zpra´v (IPFIX message), cozˇ
je ve sve´ podstateˇ analogicky´ pojem k exportovane´mu paketu v NetFlow forma´tech. [6]
2.6.3 Forma´t IPFIX zpra´vy
IPFIX zpra´va se skla´da´ z hlavicˇky zpra´vy na´sledovane´ jedn´ım nebo v´ıce sety informac´ı,
ktery´mi mohou by´t datovy´ set (Data Set), set obsahuj´ıc´ı sˇablony (Template Set) nebo set
obsahuj´ıc´ı sˇablony voleb (Options Template Set). Tyto sady se mohou navza´jem strˇ´ıdat a
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by´ti v libovolne´m porˇad´ı - viz Obra´zek 2.10. Vesˇkere´ informace v IPFIX zpra´va´ch mus´ı by´t
usporˇa´da´ny v s´ıt’ove´m porˇad´ı bajt˚u (zna´me´ take´ jako usporˇa´da´n´ı bajt˚u big-endian).
 ................
IPFIX Message:
Message header Template Set Data SetOpt. Template SetData Set
Obra´zek 2.10: IPFIX zpra´va
IPFIX zpra´va je zabalena do protokolu transportn´ı vrstvy, prˇicˇemzˇ je mozˇne´ pouzˇ´ıt
protokoly: [6]
• SCTP - umozˇnˇuje spolehlivy´ i nespolehlivy´ prˇenos, mus´ı by´t vzˇdy implementova´n,
• TCP - poskytuje pouze spolehlivy´ prˇenos,
• UDP - poskytuje pouze nespolehlivy´ prˇenos. Cˇasto je prˇ´ıpadna´ ztra´ta paket˚u minima-
lizova´na vyuzˇit´ım specia´ln´ı ethernetove´ linky urcˇene´ pouze pro export dat z exporte´ru
na kolektor.
Protokol IPFIX neposkytuje zˇa´dny´ mechanismus pro nastaven´ı spojen´ı mezi exporto-
vac´ım a sbeˇrny´m procesem. Toto spojen´ı zcela zajiˇst’uje protokol nizˇsˇ´ı vrstvy (transportn´ı
vrstvy). [15]
2.6.4 Hlavicˇka IPFIX zpra´vy
Forma´t hlavicˇky IPFIX zpra´vy se velmi podoba´ forma´tu hlavicˇky NetFlow verze 9. Ma´
prˇiblizˇneˇ stejnou vypov´ıdac´ı hodnotu, ale oproti NetFlow verze 9 neobsahuje informaci
o cˇase chodu syste´mu a de´lka cele´ zpra´vy je uda´na v bajtech a ne v pocˇtech FlowSet˚u.
Pevneˇ dana´ struktura jednotlivy´ch pol´ı, jejich velikost (azˇ na uvedene´ vyj´ımky se jedna´
o 32-bitova´ pole) i porˇad´ı v hlavicˇce IPFIX zpra´vy je na´sleduj´ıc´ı:
Cˇ´ıslo verze Vyjadrˇuje verzi exportovac´ıho forma´tu v dane´ zpra´veˇ, pro
(version number) IPFIX zpra´vu se jedna´ o hodnotu 0x000a. Pole je 16-bitove´.
De´lka Celkova´ de´lka IPFIX zpra´vy pocˇ´ıtana´ v bajtech vcˇetneˇ hlavi-
(length) cˇky. Velikost pole je 16 bit˚u.
Cˇas exportu Datum a cˇas odesla´n´ı zpra´vy, ktery´ je zaznamena´n v sekun-
(export time) da´ch od UTC (Coordinated Universal Time).
Porˇadove´ cˇ´ıslo Porˇadove´ cˇ´ıslo zpra´vy odes´ılane´ exporte´rem, ktere´ slouzˇ´ı
(sequence number) k detekci prˇ´ıpadny´ch nedorucˇeny´ch zpra´v.
ID sledovane´ dome´ny 32-bitovy´ identifika´tor sledovane´ dome´ny, ktery´ je unika´tn´ı
(observation domain ID) v˚ucˇi exportovac´ımu procesu.
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2.6.5 IPFIX forma´t setu sˇablon
Sady sˇablon jsou za´sadn´ım prvkem forma´tu, cozˇ je stejne´ jako u NetFlow verze 9. Ale liˇs´ı
se v tom, zˇe informacˇn´ı elementy (information element) a jejich datove´ typy, ze ktery´ch
je sˇablona sestavena a ktere´ popisuj´ı odpov´ıdaj´ıc´ı datove´ sety, maj´ı prˇiˇrazene´ unika´tn´ı
hodnoty, jezˇ jsou registrova´ny v seznamu spravovane´m organizac´ı IANA (Internet Assigned
Numbers Authority). T´ımto je zajiˇsteˇna jednoznacˇnost prˇi interpretaci sˇablon na r˚uzny´ch
zarˇ´ızen´ıch. [6]
Sˇablony jsou pouzˇity k popisu typu a de´lky jednotlivy´ch pol´ı uvnitrˇ datovy´ch za´znamu˚.
Pro nalezen´ı spra´vne´ sˇablony jsou pouzˇity jedinecˇne´ cˇ´ıselne´ identifika´tory sˇablony (hod-
nota vysˇsˇ´ı nezˇ 255). Set sˇablon se skla´da´ z teˇchto pol´ı, ktera´ maj´ı velikost 16 bit˚u (kromeˇ
uvedeny´ch vy´j´ımek):
Identifika´tor setu Tento identifika´tor slouzˇ´ı k rozliˇsen´ı za´znamu˚ sˇablon od dat. Pro
(set ID) sˇablony ma´ hodnotu 2 (resp. 3 v prˇ´ıpadeˇ sˇablony voleb).
De´lka Vyjadrˇuje celkovou de´lku dane´ho setu v bajtech vcˇetneˇ hlavicˇky
(length) setu i zarovna´n´ı. Slouzˇ´ı pro urcˇen´ı zacˇa´tku na´sleduj´ıc´ıho setu.
ID sˇablony Kazˇda´ sˇablona ma´ unika´tn´ı identifikacˇn´ı cˇ´ıslo vysˇsˇ´ı nezˇ hodnota
(template ID) 255, ktere´ slouzˇ´ı k jednoznacˇne´mu urcˇen´ı sˇablony.
Pocˇet pol´ı Urcˇuje pocˇet pol´ı v dane´ sˇabloneˇ. Je nezbytne´, nebot’ jeden set
(field count) mu˚zˇe obsahovat v´ıce sˇablon, tedy slouzˇ´ı k urcˇen´ı konce dane´ sˇa-
blony.
ID inf. elementu Toto cˇ´ıslo vyjadrˇuje typ pole, tedy jakou informaci dane´ pole bu-
(inform. element ID) de obsahovat v datove´m za´znamu.
De´lka elementu V bajtech vyja´drˇena´ de´lka prˇedcha´zej´ıc´ıho pole.
(field length)
Cˇ´ıslo organizace IANA cˇ´ıslo organizace, ktera´ definovala dany´ informacˇn´ı element.
(enterprise number) V prˇ´ıpadeˇ definice dane´ho informacˇn´ıho elementu organizac´ı
IETF nemus´ı by´t toto pole prˇ´ıtomno. Velikost pole je 32 bit˚u.
Vy´sˇe uvedena´ pole se mohou v setu sˇablon opakovat takovy´m zp˚usobem, aby bylo
mozˇne´ dostatecˇny´m zp˚usobem sˇablonou popsat datovy´ forma´t - viz Obra´zek 2.11. Prvn´ıch
16 bit˚u prˇedstavuje identifika´tor setu, ktery´ je roven hodnoteˇ 2, cozˇ znamena´ zˇe se jedna´
o set sˇablon. Na´sleduj´ıc´ı 16-bitova´ hodnota uda´va´ velikost cele´ho setu v bajtech. V dalˇs´ıch
dvou 16-bitovy´ch hodnota´ch jizˇ ocˇeka´va´me identifika´tor sˇablony a pocˇet pol´ı v n´ı defino-
vany´ch. Nyn´ı jizˇ na´sleduj´ı 16-bitove´ hodnoty prˇedstavuj´ıc´ı vlastn´ı sˇablonu a tedy i popis
odpov´ıdaj´ıc´ı datove´ cˇa´sti. Tento popis je zapsa´n prostrˇednictv´ım dvojic cˇ´ıselny´ identifika´tor
pole a velikost dane´ho pole. Za posledn´ım polozˇkou sˇablony ihned na´sleduje sˇablona dalˇs´ı,
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Field Length 2.1
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Template ID = 256
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Template ID = 257
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Obra´zek 2.11: IPFIX forma´t setu sˇablon
2.6.6 IPFIX forma´t datove´ho setu
V datovy´ch setech se pos´ılaj´ı informace o toc´ıch. Kazˇdy set odpov´ıda´ neˇktere´ z drˇ´ıve za-
slany´ch sˇablon a podle n´ı je take´ interpretova´n. Jeden set mu˚zˇe obsahovat data o v´ıce
toc´ıch. Pokud k dane´mu datove´mu setu nen´ı nalezena sˇablona, tak docha´z´ı k jeho zahozen´ı.
Datovy´ set se skla´da´ z teˇchto pol´ı (azˇ na vyjmenovane´ vy´jimky 32-bitova´):
ID setu Obsahuje cˇ´ıslo sˇablony, podle ktere´ ma´ by´t tento set
(Set ID) interpretova´n. 16-bitova´ hodnota.
De´lka Vyjadrˇuje celkovou de´lku dane´ho setu v bajtech vcˇetneˇ hlavicˇky
(length) setu i zarovna´n´ı. Slouzˇ´ı pro urcˇen´ı zacˇa´tku na´sleduj´ıc´ıho setu.
Hodnoty tok˚u Hodnoty jednotlivy´ch pol´ı definovany´ch v odpov´ıdaj´ıc´ı sˇabloneˇ.
(record N - field M)
Zarovna´n´ı Volitelne´ zarovna´n´ı na 32-bitovou hodnotu.
Princip cˇinnosti IPFIX forma´tu je totozˇny´ s principem popsany´m a ilustrovany´m na





FlowMon sonda je zarˇ´ızen´ı vyv´ıjene´ v ra´mci projektu Liberouter slouzˇ´ıc´ı pro monitorova´n´ı
vysokorychlostn´ıch s´ıt´ı na za´kladeˇ datovy´ch tok˚u. Prvotn´ı verze sondy byla navrzˇena pro
1 Gbps s´ıteˇ, na ktery´ch prob´ıhalo monitorova´n´ı bez ztra´ty paketu. Ovsˇem prˇi nasazen´ı na
10 Gbps s´ıt´ıch jizˇ nebylo mozˇne´ monitorovat bez pouzˇit´ı vzorkova´n´ı nebo dokonce ztra´ty
vy´razne´ cˇa´sti paket˚u vlivem prˇij´ıma´n´ı velke´ho mnozˇstv´ı paket˚u vysoky´mi rychlostmi. Proto
bylo nutne´ vytvorˇit zcela novou verzi sondy, pomoc´ı n´ızˇ by bylo mozˇne´ sledovat s´ıteˇ pracuj´ıc´ı
na 10 Gbps a v budoucnu prˇ´ıpadneˇ i 40 Gbps s´ıteˇ. Nova´ verze sondy byla oznacˇena jako
Flexibiln´ı FlowMon sonda, nebot’ prˇi tvorbeˇ na´vrhu nove´ architekury firmwaru sondy nebyl
kladen d˚uraz pouze na zrychlen´ı p˚uvodn´ı verze, ale take´ na mozˇnost konfigurovat vlastn´ı
monitorova´n´ı na za´kladeˇ datovy´ch tok˚u. Tedy v duchu flexibiln´ıch exportovac´ıch forma´t˚u
(NetFlow verze 9, IPFIX) umozˇnit uzˇivateli specifikovat, jake´ informace jej zaj´ımaj´ı. S vzni-
kem kompletneˇ nove´ architektury samozrˇejmeˇ souvis´ı take´ nutnost navrhnout a vytvorˇit
novou architekturu navazuj´ıc´ıho programove´ho vybaven´ı, cozˇ bylo c´ılem te´to pra´ce. [12]
3.1 Flexibiln´ı FlowMon sonda
FlowMon sonda je zalozˇena na bezˇne´m osobn´ım pocˇ´ıtacˇi s operacˇn´ım syste´mem Linux
obsahuj´ıc´ım dvojici akceleracˇn´ıch karet (pozn.: akceleracˇn´ı karty nesou oznacˇen´ı COMBO
karty, Obra´zek 3.1 ukazuje jednu z nich), ktere´ jsou vyv´ıjeny v ra´mci projektu Liberouter.
Jedna´ se o hlavn´ı kartu zapojenou do PCI sbeˇrnice za´kladn´ı desky, k n´ızˇ je prˇipojena druha´
z karet maj´ıc´ı 2 azˇ 4 s´ıt’ova´ rozhran´ı. Na obou karta´ch jsou mimo jine´ programovatelne´
cˇipy (FPGA), jezˇ umozˇnˇuj´ı zpracova´vat velka´ mnozˇstv´ı dat vysoky´mi rychlostmi. Karty
poskytuj´ı jednotne´ rozhran´ı pouzˇit´ım platformy NetCOPE [12] pro prˇ´ıstup k perifern´ım
rozhran´ım (s´ıt’ova´ rozhran´ı, pameˇti, PCI sbeˇrnice), ktere´ umozˇnˇuje relativneˇ rychlou im-
plementaci cele´ architektury firmwaru a odst´ınˇuje konkre´tn´ı pouzˇitou dvojici akceleracˇn´ıch
karet (naprˇ. maj´ıc´ı r˚uzna´ s´ıt’ova´ rozhran´ı atp.). [21, 22]
U p˚uvodn´ı verze FlowMon sondy bylo rozdeˇlen´ı cˇinnost´ı mezi hardware (akceleracˇn´ı
karty) a software (programove´ vybaven´ı OS Linux) takove´, zˇe vesˇkere´ operace souvisej´ıc´ı
s monitorova´n´ı na za´kladeˇ datovy´ch tok˚u prova´deˇly akceleracˇn´ı karty a programove´ vyba-
ven´ı slouzˇilo ”pouze“ k nastavova´n´ı vlastnost´ı monitorova´n´ı, vycˇ´ıta´n´ı expirovany´ch tok˚u a
jejich odes´ıla´n´ı na vzda´lene´ kolektory. Akceleracˇn´ı karta byla plneˇ vyt´ızˇena, zat´ımco proce-
sor pocˇ´ıtacˇe byl vyuzˇit prˇiblizˇneˇ z peˇti procent.
Prˇi na´vrhu Flexibiln´ı FlowMon sondy byly bra´ny v podtaz zkusˇenosti zjiˇsteˇne´ pouzˇ´ı-
va´n´ım prˇedchoz´ıch verz´ı a bylo rozhodnuto o rozdeˇlen´ı vlastn´ıho monitorovac´ıho procesu
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Obra´zek 3.1: COMBO karta [12]
mezi akceleracˇn´ı kartu a osobn´ı pocˇ´ıtacˇ. Toto je vy´razna´ zmeˇna v prˇ´ıstupu k implementaci
cele´ sondy oproti prˇedchoz´ım verz´ım, ktera´ umozˇnˇuje zjednodusˇen´ı, a t´ım i zrychlen´ı cˇa´sti
firmwaru a take´ zkvalitneˇn´ı cele´ho monitorovac´ıho procesu. Ale na druhe´ straneˇ nese vysˇsˇ´ı
pozˇadavky na programove´ vybaven´ı a vyuzˇit´ı osobn´ıho pocˇ´ıtacˇe.
3.2 Monitorovac´ı proces
Monitorovac´ı proces u Flexibiln´ı FlowMon sondy je rozdeˇlen do dvou cˇast´ı mezi akce-
leracˇn´ı karty (COMBO cards) a osobn´ı pocˇ´ıtacˇ (host PC). Prostrˇednictv´ım rozhran´ı na
akceleracˇn´ı karteˇ jsou prˇij´ıma´ny pakety ze s´ıteˇ a zpracova´va´ny na za´kladeˇ datovy´ch tok˚u.
Toky, ktere´ jsou uvolneˇny z pameˇt´ı akceleracˇn´ıch karet, jsou prˇena´sˇeny do hostitelske´ho
osobn´ıho pocˇ´ıtacˇe, kde je rozhodnuto o jejich dalˇs´ım zpracova´n´ı na za´kladeˇ datovy´ch tok˚u
nebo o jejich exportu na kolektory s vyuzˇit´ım exportovac´ıch forma´t˚u NetFlow verze 5 cˇi 9











Obra´zek 3.2: Koncept Flexibiln´ı FlowMon sondy [22]
Detailneˇjˇs´ı popis rozdeˇlen´ı monitorovac´ıho procesu do dvou stupnˇ˚u je na´sleduj´ıc´ı. Na
akceleracˇn´ı karteˇ docha´z´ı postupneˇ k:
• prˇ´ıjem paket˚u ze s´ıteˇ,
• extrakce informac´ı z hlavicˇek paket˚u (vrstvy L2, L3, L4),
• z kl´ıcˇovy´ch pol´ı toku vytvorˇena hash, ktera´ je prˇ´ımo adresa v pameˇti pro ulozˇen´ı
dane´ho toku,
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• kolize tok˚u v pameˇti jsou rˇesˇeny expirac´ı toku a jeho prˇepsa´n´ım tokem novy´m,
• expirovane´ nebo kolizn´ı toky jsou prˇeneseny do pameˇti hostitelske´ho osobn´ıho pocˇ´ıtacˇe.
Cely´ proces pokracˇuje v hostitelske´m osobn´ım pocˇ´ıtacˇi:
• prˇ´ıjem tok˚u pomoc´ı prˇ´ıme´ho prˇ´ıstupu do pameˇti (DMA),
• druha´ cˇa´st monitorovac´ıho procesu - agregace prˇ´ıchoz´ıch tok˚u s odpov´ıdaj´ıc´ımi toky
v pameˇti pocˇ´ıtacˇe,
• export expirovany´ch tok˚u z pameˇti pocˇ´ıtacˇe na kolektory.
Je zrˇejme´, zˇe vlastn´ı monitorova´n´ı jizˇ skutecˇneˇ neprova´d´ı pouze akceleracˇn´ı karta, ale
prob´ıha´ (pokracˇuje) i v programove´m vybaven´ı pocˇ´ıtacˇe. T´ım je umozˇneˇno vy´razne´ rozsˇ´ıˇren´ı
celkove´ pameˇti pro ukla´da´n´ı informac´ı o toc´ıch, ktere´ jizˇ nebylo mozˇne´ da´le rozsˇiˇrovat
na akceleracˇn´ı karteˇ vlivem omezeny´ch pameˇt’ovy´ch kapacit na karteˇ. Prˇi monitorova´n´ı
na vysokorychlostn´ıch s´ıt´ıch je pra´veˇ nedostatecˇne´ pameˇt’ove´ u´lozˇiˇsteˇ jedn´ım z vy´razny´ch
proble´mu˚, nebot’ v prˇ´ıpadeˇ nedostatecˇne´ pameˇti docha´z´ı k ”na´silne´mu“ ukoncˇen´ı tok˚u a
t´ım i ke snizˇova´n´ı vypov´ıdac´ı hodnoty monitorova´n´ı a vy´razneˇ vysˇsˇ´ımu zateˇzˇova´n´ı s´ıteˇ prˇi
exportu informac´ı o toc´ıch na kolektory.
Rozdeˇlen´ı u´lohy na dveˇ cˇa´sti snizˇuje vy´skyt fragmentovany´ch tok˚u, tedy tok˚u, ktere´
expirovaly z jine´ho d˚uvodu nezˇ na za´kladeˇ aktivn´ıho cˇi neaktivn´ıho timeoutu (naprˇ. ko-
lize, nedostatek pameˇti). Na za´kladeˇ test˚u bylo zjiˇsteˇno, zˇe agregace kartou sn´ızˇ´ı rychlost
prˇ´ıchoz´ıch paket˚u na me´neˇ nezˇ jednu desetinu p˚uvodn´ı hodnoty, cozˇ umozˇn´ı procesoru
pocˇ´ıtacˇe zpracova´vat vsˇechny prˇ´ıchoz´ı toky z karty a da´le je agregovat a sondeˇ zpracova´vat
cely´ provoz 10 Gbps linky.
3.3 Architektura firmwaru
Za´klad Flexibiln´ı FlowMon sondy tvorˇ´ı akceleracˇn´ı karty, ktere´ obsahuj´ı programovatelna´
hradlova´ pole (FPGA). Tato pole je vzˇdy trˇeba nejprve naprogramovat, cozˇ se prova´d´ı
prostrˇednictv´ım nahra´n´ı odpov´ıdaj´ıcho firmware. Firmware vznika´ prˇekladem (resp. synte´-
zou) zdrojovy´ch soubor˚u popisuj´ıc´ı architekturu a procesy prob´ıhaj´ıc´ı v FPGA - popisuj´ı
firmware Flexibiln´ı FlowMon sondy.
Firmware Flexibiln´ı FlowMon sondy vyuzˇ´ıva´ firmwarove´ platformy NetCOPE a Flow-
Context. Platforma NetCOPE sdruzˇuje n´ızkou´rovnˇove´ bloky urcˇene´ pro prˇ´ıstup ke zdroj˚um
karty a poskytuje k nim konfigurovatelne´ rozhran´ı. Teˇmito bloky jsou zejme´na s´ıt’ova´ roz-
hran´ı, vysokorychlostn´ı sbeˇrnice pro prˇ´ıstup ze strany hostitelske´ho pocˇ´ıtacˇe a softwarovy´
ovladacˇ. FlowContext zajiˇst’uje mozˇnost analyzovat a pracovat s prˇ´ıchoz´ımi pakety na ba´zi
tok˚u paket˚u (v´ıce k platforma´m NetCOPE a FlowContext viz [12]).
Cˇinnost firmwaru Flexibiln´ı FlowMon sondy je na´sleduj´ıc´ı. Firmware NetCOPE prˇij´ıma´
pakety, ktere´ je schopen take´ vzorkovat na za´kladeˇ pozˇadavku z firmwaru FlowMon sondy.
Tyto pozˇadavky jsou z´ıska´va´ny od uzˇivatele prostrˇednictv´ım programove´ vrstvy na hosti-
telske´m pocˇ´ıtacˇi. Na vstupu je paket˚um prˇiˇrazena cˇasova´ znacˇka a jsou pos´ıla´ny do Flow-
Mon firmwaru. Zde docha´z´ı k extrahova´n´ı polozˇek z hlavicˇek paket˚u (s´ıt’ove´ vrsty L2, L3
a L4; zajiˇst’uje komponenta HFE procesor) a jsou z´ıska´va´ny informace nezbytne´ k vy-
tvorˇen´ı za´znamu o toku, ostatn´ı informace jsou zahozeny. Informace z´ıskane´ z paketu jsou
prˇeda´ny FlowContext firmwaru, jenzˇ zajist´ı vycˇten´ı existuj´ıc´ıho za´znamu o toku z pameˇti
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a jeho prˇideˇlen´ı (spolecˇneˇ s daty o paketu) FlowProcessingUnit jednotce (FPU). FPU za-
jist´ı aktualizaci hodnot v za´znamu a ulozˇ´ı za´znam zpeˇt, pokud nen´ı d˚uvod k jeho expiraci.
V prˇ´ıpadeˇ expirace je za´znam prˇeposla´n do vy´stupn´ıho bufferu, odkud je proveden prˇenos




















Obra´zek 3.3: Blokove´ sche´ma firmwaru [22]
Postup zpracova´n´ı paketu:
• pakety s cˇasovou znacˇkou jsou z´ıska´va´ny od NetCOPE,
• pakety jsou distribuova´ny mezi neˇkolik HFE instanc´ı,
• HFE extrahuje informace z paketu a vytvorˇ´ı UH hlavicˇku, na´sleduje zbytek paketu,
• HashGenerator spocˇ´ıta´ hash, ktera´ je pouzˇ´ıva´na jako adresa/identifika´tor toku,
• FlowStateManager podle za´znamu uprav´ı cˇasove´ u´daje o toku,
• FlowContext prˇiprav´ı za´znam o toku z pameˇti a posˇle ho do FPU,
• FPU jednotka uprav´ı statistiky, cˇi expiruje za´znam a prˇeda´ ho cˇa´sti NetCOPE, ktera´
provede DMA prˇesun do softwaru.
3.3.1 HFE procesor
HFE (Header Field Extractor) procesor je hardwarova´ jednotka slouzˇ´ıc´ı pro z´ıska´va´n´ı infor-
mac´ı z hlavicˇek prˇ´ıchoz´ıch paket˚u, ze ktery´ch vytva´rˇ´ı tzv. UH hlavicˇky. Nada´le se jizˇ pracuje
pra´veˇ s teˇmito hlavicˇkami, nebot’ pro monitorova´n´ı na za´kladeˇ datovy´ch tok˚u nejsou potrˇeba
cele´ pakety, ale pouze informace z jejich hlavicˇek. U Flexibiln´ı FlowMon sondy je mozˇne´,
aby si uzˇivatel prˇed vytvorˇen´ım firmwaru definoval strukturu UH hlavicˇky vcˇetneˇ jej´ıho
obsahu a t´ım si vybral polozˇky z hlavicˇek paket˚u, ktere´ jej prˇi monitorova´n´ı zaj´ımaj´ı. HFE
jednotka je implementova´na v jazyce Handel-C, ktery´ je modifikac´ı standardn´ıho jazyka C
pro popis paraleln´ıch vy´pocˇt˚u. Vlastn´ı zdrojovy´ ko´d HFE procesoru je velmi slozˇity´, proto
25
bylo uzˇivateli umozˇneˇno definovat strukturu UH hlavicˇky prostrˇednictv´ım konfiguracˇn´ıho
souboru, jenzˇ je pouzˇ´ıva´n prˇi prˇekladu te´to jednotky. [21, 22]
Pozˇadavek na programove´ vybaven´ı te´to jednotky je umozˇnit uzˇivateli snadno definovat
polozˇky z hlavicˇek prˇ´ıchoz´ıch paket˚u, ktere´ se budou pod´ılet na monitorova´n´ı, a t´ım vlastneˇ
prˇizp˚usobit cely´ firmware vlastn´ım pozˇadavk˚um.
3.3.2 HashGenerator
HashGenerator je velmi jednoducha´ jednotka, ktera´ podle bitove´ho pole zadane´ho prˇi kon-
figuraci firmwaru vybere kl´ıcˇova´ slova (vymaskuje nekl´ıcˇova´) z UH hlavicˇky. Na teˇchto
slovech vypocˇ´ıta´ pro kazˇdou UH hlavicˇku hash, kterou prˇed n´ı na´sledneˇ ulozˇ´ı. Tato hash
slouzˇ´ı k adresaci toku prˇ´ıslusˇne´ho paketu, proto hash mus´ı by´t co nejkvalitneˇjˇs´ı (naprˇ.
MD5 cˇi CRC). Vstupem HashGenerator jednotky je UH hlavicˇka a vy´stupem pak take´ UH
hlavicˇka, ale s prˇidany´m identifika´torem (hash). [21, 22]
Maska pro vy´pocˇet hash mus´ı by´t nastavena prostrˇednictv´ım programove´ho vybaven´ı
hostitelske´ho pocˇ´ıtacˇe a je mozˇne´ ji i beˇhem pouzˇ´ıva´n´ı sondy meˇnit. Prˇi startu sondy je
take´ nutne´ hash funkci inicializovat na´hodnou hodnotou.
3.3.3 FlowStateManager
Jednotka FlowStateManager slouzˇ´ı pro expiraci jizˇ nepouzˇ´ıvany´ch tok˚u, tedy takovy´ch,
ktere´ neobdrzˇeli po urcˇitou dobu zˇa´dny´ paket. Tato doba se nazy´va´ neaktivn´ı timeout a
je mozˇne´ jej´ı hodnotu volit kdykoliv beˇhem pouzˇ´ıva´n´ı sondy. Jednotka kontroluje vsˇechny
toky vzhledem k hodnoteˇ neaktivn´ıho timeoutu a informuje FlowProcessingUnit o toc´ıch,
ktere´ maj´ı by´t uvolneˇny.
FlowStateManager prˇij´ıma´ UH hlavicˇky paket˚u z jednotky HashGenerator. Prˇ´ıchoz´ı pa-
kety zp˚usobuj´ı obnovu cˇasove´ho prˇ´ıznaku pro dany´ tok. Aktualn´ı cˇas mı´nus cˇasovy´ prˇ´ıznak
toku znacˇ´ı de´lku neaktivity toku. Pokud je tok neaktivn´ı po dobu delˇs´ı nezˇ je nastaveny´
neaktivn´ı timeout, pak je k toku poznacˇen prˇ´ıznak neplatnosti cˇasove´ znacˇky. FlowState-
Manager na takovy´ tok vygeneruje pozˇadavek na expiraci, ktery´ zasˇle FlowProcessingUnit
prˇes FlowContext. [21, 22]
Tuto jednotku nen´ı trˇeba z programove´ho vybaven´ı pocˇ´ıtacˇe zˇa´dny´m zp˚usobem kon-
figurovat. Zˇa´douc´ı je pouze umozˇneˇn´ı vycˇ´ıta´n´ı stavovy´ch informac´ı z dostupny´ch registr˚u
vy´voja´rˇ˚um ve fa´zi ladeˇn´ı firmwaru sondy.
3.3.4 FlowProcessingUnit
Jednotka FlowProcessingUnit (FPU) ma´ za u´kol aktualizovat za´znam o toku informacemi
z´ıskany´mi z prˇ´ıchoz´ıho paketu. Za´znam i informace o paketu j´ı jsou poskytnuty FlowCon-
textem. Protozˇe se zpracova´n´ı za´znamu jev´ı jako cˇasoveˇ na´rocˇny´ u´kol, tak je tato jednotka
instancova´na dvou a v´ıcekra´t, na cozˇ je FlowContext prˇipraven. [21, 22]
Jednotka take´ prova´d´ı kontroly nad kl´ıcˇovy´mi poli (identifikuj´ıc´ı tok) pro shodu za´znamu
o toku (context) a UH hlavicˇkou - zda dany´ paket reprezentovany´ UH hlavicˇkou skutecˇneˇ
na´lezˇ´ı dane´mu toku a nedosˇlo ke kolizi. Tyto kontroly (vcˇetneˇ dalˇs´ıch jako naprˇ. aktivn´ı ti-
meout), ale i popis UH hlavicˇky, vlastn´ıho za´znamu o toku a definice operac´ı nad polozˇkami
jsou popsa´ny v konfiguracˇn´ım xml souboru (viz [21]). FPU jednotka mus´ı vesˇkere´ tyto in-
formace reflektovat a na za´kladeˇ nich mus´ı by´t korektneˇ vygenerova´na v dobeˇ prˇ´ıpravy
firmwaru - tzn. prˇed vlastn´ı monitorovac´ı cˇinnost´ı sondy. Toto vygenerova´n´ı FPU jednotky
26
mus´ı prob´ıhat automaticky a samostatneˇ pouze na za´kladeˇ popisu monitorovac´ıho procesu
v dane´m konfiguracˇn´ım xml souboru, anizˇ by uzˇivatel musel jakkoliv interreagovat.
3.4 Flexibilita u FlowMon sondy
Vy´stupy monitorovac´ıho procesu na za´kladeˇ datovy´ch tok˚u lze pouzˇ´ıt mnoha zp˚usoby,
prˇicˇemzˇ v kazˇde´ s´ıti a pro kazˇde´ho spra´vce s´ıteˇ mohou by´t d˚ulezˇite´ jine´ informace o s´ıti.
Avsˇak vzhledem k jasny´m omezen´ım, jak na straneˇ hardware tak i software nen´ı mozˇne´
do monitorova´n´ı zahrnout vesˇkere´ mozˇne´ informace, ktere´ by sledova´n´ı na za´kladeˇ da-
tovy´ch tok˚u mohlo poskytovat. Prˇi vy´voji Flexibiln´ı FlowMon sondy bylo proto rozhodnuto
o poskytnut´ı uzˇivateli jiste´ho stupneˇ flexibility. Tato flexibilita spocˇ´ıva´ v mozˇnosti urcˇit
jake´ konkretn´ı charakteristiky se maj´ı sledovat. To ovsˇem nen´ı mozˇne´ dosa´hnout pouze
prostrˇednictv´ım modifikac´ı programove´ho vybaven´ı v hostitelske´m osobn´ım pocˇ´ıtacˇi, ale
je nutne´ urcˇitou flexibilitu zabudovat i do vlastn´ıho firmwaru sondy. Avsˇak firmware pro
programovatelna´ hradlova´ pole FlowMon sondy nen´ı mozˇne´ vytvorˇit obecneˇ a modifikovat
pouze konfigurac´ı, nebot’ by pak nebylo mozˇne´ splnit dalˇs´ı pozˇadavky kladene´ na sondu -
naprˇ. dostatecˇna´ rychlost. Bylo tedy nutne´ flexibilitu zajistit jiny´m zp˚usobem, ktery´ spocˇ´ıva´
ve vytvorˇen´ı firmwaru prˇed zaha´jen´ım vlastn´ıho monitorova´n´ı a to prˇesneˇ podle pozˇadavk˚u
uzˇivatele na monitorovac´ı proces. Po nahra´n´ı firmwaru do akceleracˇn´ıch karet a zaha´jen´ı
monitorova´n´ı jizˇ nen´ı mozˇne´ firmware meˇnit a zmeˇna za´sadn´ıch vlastnost´ı monitorovac´ıho
procesu mu˚zˇe by´t dosazˇena pouze pouzˇit´ım jine´ho firmwaru.
Pro uzˇivatele je z hlediska jine´ho zameˇrˇen´ı cˇi vypov´ıdac´ı schopnosti metody na za´kladeˇ
datovy´ch tok˚u prˇedevsˇ´ım d˚ulezˇite´ definovat:
• jake´ polozˇky z hlavicˇek paket˚u budou zpracova´va´ny/sledova´ny (podoba UH hlavicˇky),
• ktere´ z nich budou kl´ıcˇove´ pro tvorbu jednotlivy´ch tok˚u,
• jak bude vypadat vlastn´ı za´znam o jednotlivy´ch toc´ıch (jake´ bude obsahovat polozˇky),
• jak bude docha´zet k aktualizaci za´znamu˚ o toku.
Tyto vlasnosti nen´ı mozˇne´ nastavovat bez za´sahu do firmwaru sondy. Bylo vytvorˇeno xml
sche´ma (viz [21, 22]), ktere´ umozˇnˇuje uzˇivateli zcela tyto vlastnosti monitorova´n´ı popsat a
definovat. Na za´kladeˇ tohoto xml souboru je na´sledneˇ trˇeba pomoc´ı programove´ho vybaven´ı
vytvorˇit konfiguracˇn´ı soubor pro jednotku HFE (popis UH hlavicˇky), nastavit HashGene-
rator jednotku (kl´ıcˇove´ polozˇky) a vytvorˇit odpov´ıdaj´ıc´ı FPU jednotku (za´znam o toku, ak-
tualizace tok˚u atp.). Nyn´ı je nutne´ cely´ firmware FlowMon sondy prove´st procesem synte´zy
pomoc´ı komercˇn´ıch syntezacˇn´ıch na´stroj˚u a t´ım z neˇj vytvorˇit bina´rn´ı soubory nahratelne´ do
programovatelny´ch pol´ı akceleracˇn´ıch karet. Na´sledneˇ mus´ı by´t cely´ firmware inicializova´n
a nastaven prostrˇednictv´ım programove´ho vybaven´ı hostitelske´ho pocˇ´ıtacˇe. Sonda zacˇne
monitorovat s´ıt’ na za´kladeˇ datovy´ch tok˚u a to prˇesneˇ podle pozˇadavk˚u uzˇivatele. Beˇhem
cˇinnosti mu˚zˇe uzˇivatel meˇnit vlastnosti sondy (timeouty, vzorkova´n´ı, export na kolektory
atp.), ale pokud chce zmeˇnit vlastn´ı monitorovac´ı proces, tak je nutne´ jej opeˇt definovat
prostrˇednictv´ım xml konfiguracˇn´ıho souboru, na za´kladeˇ neˇj vytvorˇit popis cˇa´sti firmwaru,






Na za´kladeˇ provedene´ analy´zy pevne´ cˇa´sti Flexibiln´ı FlowMon sondy a jej´ıch pozˇadavk˚u na
programove´ vybaven´ı hostitelske´ho pocˇ´ıtacˇe bylo zjiˇsteˇno, zˇe je vhodne´ navazuj´ıc´ı progra-
move´ vybaven´ı rozdeˇlit do dvou logicky´ch cˇa´st´ı (viz Obra´zek 4.1). Jedna´ se o:

















Obra´zek 4.1: Rozdeˇlen´ı na prˇ´ıpravnou a monitorovac´ı cˇinnost
Toto rozdeˇlen´ı vycha´z´ı ze skutecˇnosti, zˇe je potrˇeba nejprve vytvorˇit odpov´ıdaj´ıc´ı firm-
ware a azˇ na´sledneˇ (po u´speˇsˇne´m vygenerova´n´ı firmwaru, cozˇ trva´ i neˇkolik des´ıtek minut)
je mozˇne´ zacˇ´ıt s monitorovac´ı cˇinnost´ı. Prˇ´ıpadneˇ je samozrˇejmeˇ mozˇne´ vyuzˇ´ıt jizˇ drˇ´ıve
vytvorˇeny´ firmware. Tedy se oddeˇlen´ı tvorby firmwaru a monitorovac´ı cˇinnosti jev´ı jako
v´ıce nezˇ vhodne´.
Prˇ´ıpravnou cˇa´st´ı se rozumı´ vesˇkere´ cˇinnosti nutne´ prˇed vlastn´ım prvn´ım spusˇteˇn´ım Fle-
xibiln´ı FlowMon sondy. Zahrnuje specifikaci pozˇadavk˚u na monitorovac´ı proces uzˇivatelem,
cozˇ znamena´ prˇedevsˇ´ım urcˇen´ı polozˇek paket˚u, ktere´ se budou sledovat a jaky´m zp˚usobem
se s nimi bude pracovat. Na´sledneˇ je trˇeba na za´kladeˇ te´to specifikace vytvorˇit (vygene-
rovat) firmware odpov´ıdaj´ıc´ı pozˇadavk˚um uzˇivatele. Tuto cˇinnost je nutne´ prove´st pouze
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jedinkra´t prˇi urcˇova´n´ı pozˇadavk˚u na monitorova´n´ı a na´sledneˇ azˇ v okamzˇiku, kdy dojde
k jejich zmeˇneˇ. V prˇ´ıpadeˇ, zˇe uzˇivatel nechce prˇesneˇ specifikovat cˇinnost sondy, tak mu˚zˇe
pouzˇ´ıt neˇktery´ z firmwar˚u jizˇ vytvorˇeny´ch a poskytovany´ch tv˚urci sondy.
Monitorovac´ı cˇa´st obsahuje nahra´n´ı vygenerovane´ho firmwaru do akceleracˇn´ıch karet,
jeho inicializaci, nastaven´ı a vlastn´ı monitorova´n´ı s´ıteˇ. Tato cˇinnost prob´ıha´ neusta´le, a
proto je trˇeba, aby poskytovala co nejprˇ´ıjemneˇjˇs´ı uzˇivatelske´ rozhran´ı.
4.1 Prˇ´ıpravna´ cˇa´st
Tato cˇa´st je tvorˇena sadou na´stroj˚u pro popis monitorovac´ıho procesu a synte´zu firmwaru.
Vlastn´ım popisem procesu se rozumı´ zapsa´n´ı pozˇadavk˚u uzˇivatele v podobeˇ jedine´ho xml
souboru, ktery´ byl pro tuto u´lohu navrzˇen (viz [21, 22]). Tento soubor je zpracova´n a na
za´kladeˇ neˇj je programoveˇ:
• vytvorˇen hlavicˇkovy´ soubor pro jednotku HFE procesor,
• vytvorˇena maska pro vy´pocˇet hash v HashGenerator jednotce,
• vygenerova´na FlowProcessingUnit jednotka.
Vytvorˇen´ı hlavicˇkove´ho souboru pro jednotku HFE procesor vlastneˇ prˇedstavuje prˇeve-
den´ı informac´ı o UH hlavicˇcˇe z xml souboru do vhodne´ho forma´tu a podoby hlavicˇkove´ho
souboru pouzˇitelne´ho prˇi prˇekladu jednotky HFE, jezˇ je implementova´na v jazyce Handel-C.
Vytvorˇen´ı masky pro vy´pocˇet HashGenerator jednotky znamena´ nalezen´ı v xml teˇch
pol´ı, ktera´ jsou oznacˇena jako kl´ıcˇova´, a na za´kladeˇ jejich pozice v za´znamu o toku vy-














Obra´zek 4.2: Sche´ma prˇ´ıpravne´ cˇa´sti programove´ho vybaven´ı
Generova´n´ı FlowProcessingUnit jednotky je slozˇitou cˇinnost´ı, kdy se na za´kladeˇ po-
psane´ho monitorovac´ıho procesu v xml souboru generuje zdrojovy´ ko´d jednotky v jazyce
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VHDL. Tato cˇa´st nen´ı prˇedmeˇtem te´to pra´ce, ale jine´ bakala´rˇske´ pra´ce na FIT VUT v Brneˇ
(viz [11]), proto se j´ı nebude detailneˇji veˇnova´no.
Po proveden´ı teˇchto operac´ı je jizˇ mozˇne´ spustit na´stroje slouzˇ´ıc´ı pro synte´zu firmwaru
cele´ sondy. Tyto na´stroje nejsou beˇzˇneˇ volneˇ dostupne´ a vlastn´ı prˇeklad trva´ rˇa´doveˇ des´ıtky
minut. Vy´stupem jsou bina´rn´ı soubory prˇ´ımo nahratelne´ do hradlovy´ch pol´ı akceleracˇn´ıch
karet.
Je videˇt, zˇe beˇhem prˇ´ıpravne´ fa´ze je nutne´ prove´st pomeˇrneˇ velke´ mnozˇstv´ı operac´ı,
prˇicˇemzˇ chyba v jake´koliv z nich zp˚usob´ı na´slednou nefunkcˇnost sondy. Proto je vhodne´,
aby vsˇechny operace prova´deˇla jedina´ aplikace, cˇ´ımzˇ se zajist´ı konzistence vsˇech cˇinnost´ı.
Ale vzhledem k nutnosti pouzˇ´ıvat slozˇite´ prˇekladove´ na´stroje trˇet´ıch stran je toto prakticky
nemozˇne´. Stejneˇ tak je nemozˇne´ tvorˇit rucˇneˇ xml soubor popisuj´ıc´ı monitorovac´ı proces,
nebot’ nen´ı v˚ubec trivia´ln´ı a mus´ı by´t zcela korektn´ı a konzistentn´ı.
Jako vhodny´m rˇesˇen´ım se jev´ı zastrˇesˇen´ı vsˇech teˇchto jednotlivy´ch cˇa´st´ı jediny´m webo-
vy´m rozhran´ım, prˇicˇemzˇ nav´ıc cela´ tato sada na´stroj˚u bude umı´steˇna jen na vyhrazene´m
serveru tv˚urc˚u sondy. To z d˚uvodu slozˇitosti a dostupnosti prˇekladovy´ch na´stroj˚u a ne
prˇ´ıliˇs cˇaste´mu generova´n´ı firmwaru. Uzˇivatel tedy nebude muset instalovat zˇa´dne´ na´stroje
a pouze prostrˇednictv´ım sve´ho webove´ho prohl´ızˇecˇe prˇistoup´ı na dany´ server. Zde vy´beˇrem
z nab´ızeny´ch mozˇnost´ı pop´ıˇse monitorovac´ı proces a zada´ pozˇadavek na vytvorˇen´ı od-
pov´ıdaj´ıc´ıho firmwaru. Webova´ aplikace vytvorˇ´ı xml soubor, ktery´ bude jinak uzˇivateli
zcela skryt, a prˇeda´ jej spusˇteˇne´mu programu pro tvorbu soucˇa´st´ı zdrojovy´ch ko´d˚u jed-
notek firmwaru (HFE procesor, HashGenerator, FPU). Po jejich vytvorˇen´ı webova´ apli-
kace spust´ı synte´zu cele´ho firmwaru. Po dokoncˇen´ı cele´ cˇinnosti bude uzˇivatel informova´n
prostrˇednictv´ım elektronicke´ posˇty o u´speˇsˇne´m ukoncˇen´ı tvorby firmwaru a mozˇnosti si
bal´ıcˇek s t´ımto firmwarem sta´hnout.
Bal´ıcˇek obsahuje bina´rn´ı soubory nahratelne´ do hradlovy´ch pol´ı akceleracˇn´ıch karet a
konfiguracˇn´ı xml soubor.
4.2 Monitorovac´ı cˇa´st
Monitorovac´ı cˇa´st vycha´z´ı z p˚uvodn´ı softwarove´ architektury FlowMon sondy (”neflexi-
biln´ı“, viz [23]). Za´sadn´ı zmeˇny s sebou ovsˇem prˇina´sˇ´ı flexibilita za´znamu o toku a take´
zmeˇna v rozdeˇlen´ı monitorovac´ıho procesu mezi hardware a software. Tato cˇa´st zahrnuje
vsˇechny cˇinnosti na´sleduj´ıc´ı po vytvorˇen´ı a stazˇen´ı bal´ıcˇku s firmwarem z vyhrazene´ho ser-
veru. Jizˇ zcela prob´ıha´ na straneˇ uzˇivatele.
Stejneˇ jako u soucˇasne´ verze FlowMon sondy i u Flexibiln´ı FlowMon sondy je uzˇivateli
da´na mozˇnost zvolit si ze dvou za´kladn´ıch prˇ´ıstup˚u, jak ji ovla´dat a konfigurovat. Prvn´ım
z nich je pouzˇit´ı termina´love´ho rozhran´ı, kdy se uzˇivatel prˇ´ımo na sondu prˇihla´s´ı pomoc´ı
SSH (Secure Shell) a pomoc´ı skript˚u a dalˇs´ıch na´stroj˚u spousˇteˇny´ch prˇ´ımo z prˇ´ıkazove´
rˇa´dky na sondeˇ prova´d´ı vesˇkere´ operace s n´ı.
Druhy´m prˇ´ıstupem je vzda´lena´ konfigurace prova´deˇna´ prostrˇednictv´ım webove´ho roz-
hran´ı, ktera´ je pro nezkusˇene´ho uzˇivatele sondy intuitivneˇjˇs´ı a uzˇivatelsky prˇ´ıveˇtiveˇjˇs´ı.
Za´kladn´ı bloky prˇedstavuj´ı:
• webove´ konfiguracˇn´ı rozhran´ı na vzda´lene´m webove´m serveru,
• konfiguracˇn´ı de´mon na sondeˇ,
• syste´m Netopeer.
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4.2.1 Webove´ konfiguracˇn´ı rozhran´ı
Webove´ konfiguracˇn´ı rozhran´ı prˇedstavuje aplikaci tvorˇenou v jazyce PHP, ktera´ vyuzˇ´ıva´
sluzˇeb serveru apache a slouzˇ´ı uzˇivateli pro zada´va´n´ı jeho pozˇadavk˚u na konfiguraci sondy.
Webove´ rozhran´ı uzˇivateli umozˇnˇuje komfortn´ı a snadnou editaci konfiguracˇn´ıho souboru
sondy a jej´ıch vlastnost´ı (pozn.: jedna´ se o jiny´ konfiguracˇn´ı soubor nezˇ xml soubor popisuj´ıc´ı
monitorovac´ı proces) krok za krokem. Z jedine´ho rozhran´ı je mozˇne´ nastavovat libovolny´
pocˇet sond. Po zada´n´ı pozˇadavku na realizaci zmeˇn provedeny´ch v konfiguracˇn´ım souboru,
je soubor odesla´n prostrˇednictv´ım syste´mu Netopeer na sondu, aby mohly by´t vyzˇadovane´
zmeˇny provedeny, cozˇ zajist´ı konfiguracˇn´ı de´mon. Konfiguracˇn´ı de´mon informuje webovy´
frontend opeˇt prostrˇednictv´ım syste´mu Netopeer o vy´sledku prˇenastaven´ı sondy, o neˇmzˇ
je na´sledneˇ vyrozumeˇn i uzˇivatel. Webove´ rozhran´ı take´ prezentuje stavove´ informace ze
sondy z´ıskane´ vza´jemnou komunikac´ı s konfiguracˇn´ım de´monem.
Uzˇivatel ma´ mozˇnost pracovat prˇes webove´ rozhran´ı se dveˇma r˚uzny´mi konfiguracemi
(konfiguracˇn´ımi soubory) sondy - tzv. running a startup - a vzˇdy si nejprve vybere, s kterou
z nich chce pra´veˇ pracovat. Jejich rozd´ıl spocˇ´ıva´ v tom, zˇe zmeˇny v running konfiguraci se
prova´d´ı okamzˇiteˇ, zat´ımco zmeˇny ve startup konfiguraci se provedou azˇ po restartu sondy.
Tento princip je pouzˇit proto, aby uzˇivatel mohl nejprve ozkousˇet korektn´ı funkcˇnost nove´
konfigurace sondy - bude pracovat s konfigurac´ı running. V prˇ´ıpadeˇ, zˇe vlivem provedeny´ch
zmeˇn dojde k proble´mu˚m na sondeˇ, tak je se mozˇne´ velmi snadno vra´tit k prˇedchoz´ı konfi-
guraci pouhy´m restartem sondy. Oveˇrˇena´ a funkcˇn´ı running konfigurace mu˚zˇe by´t ulozˇena
jako startup a na´sledneˇ pouzˇ´ıva´na jako za´kladn´ı.
Podobne´ webove´ rozhran´ı je jizˇ pouzˇ´ıva´no pro soucˇasnou verzi FlowMon sondy, avsˇak
aby bylo pouzˇitelne´ i pro Flexibln´ı FlowMon sondu, tak je v neˇm nutne´ prove´st urcˇite´
zmeˇny. Odliˇsnosti spocˇ´ıvaj´ı prˇedevsˇ´ım ve zmeˇna´ch v mnozˇineˇ nastavitelny´ch parametr˚u
sondy a na´vratovy´ch stavovy´ch hodnot ze sondy, ale take´ v mozˇnosti prostrˇednict´ım webo-
ve´ho rozhran´ı instalovat novy´ a vyb´ırat z nainstalovany´ch firmwar˚u na sondeˇ.
Jak jizˇ bylo zmı´neˇno, tak flexibilita sondy je realizova´na mimo jine´ i pouzˇit´ım r˚uzny´ch
firmwar˚u v akceleracˇn´ıch karta´ch. Proto je nutne´, aby webove´ rozhran´ı umozˇnˇovalo i insta-
laci a vy´beˇr firmwar˚u pouzˇity´ch na sondeˇ. Soucˇa´st´ı konfigurovatelny´ch vlastnost´ı sondy je
tedy i vy´beˇr jednoho z nainstalovany´ch firmwar˚u na sondeˇ. Vy´beˇr te´to mozˇnosti zp˚usob´ı
nahra´n´ı nove´ho firmwaru do programovatelny´ch pol´ı akceleracˇn´ıch karet, cˇ´ımzˇ dojde ke
zmeˇneˇ v monitorovac´ım procesu. Webove´ rozhran´ı umozˇnˇuje i prˇ´ımo instalaci bal´ıcˇku na
sondu, kdy uzˇivatel zada´ cestu k bal´ıcˇku, ktery´ se ma´ na sondu nainstalovat. Prostrˇednictv´ım
syste´mu Netopeer dojde k nakop´ırova´n´ı a instalaci bal´ıcˇku na sondu a na´sledneˇ je tento
firmware jizˇ nab´ızen i k vy´beˇru na webove´m rozhran´ı.
4.2.2 Konfiguracˇn´ı de´mon
Na sondeˇ je spusˇteˇn jako programovy´ de´mon konfiguracˇn´ı program, jenzˇ prova´d´ı vlastn´ı
konfiguraci sondy na za´kladeˇ u´daj˚u v konfiguracˇn´ıch souborech. Take´ z´ıska´va´ stavove´ in-
formace ze sondy. Konfigurace sondy spocˇ´ıva´ v teˇchto akc´ıch:
• nahra´n´ı bina´rn´ıch soubor˚u firmwaru do akceleracˇn´ıch karet,
• inicializace firmwaru:
– nahra´n´ı masky do HashGenerator jednotky,
– inicializace hodnoty pro vy´pocˇet hash v HashGenerator jednotce,
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– dalˇs´ı cˇinnosti spojene´ s inicializac´ı jednotlivy´ch jednotek i cele´ sondy,
• nastaven´ı aktivn´ıho a neaktivn´ıho timeoutu,
• nastaven´ı vzorkova´n´ı paket˚u na vstupu,
• nastaven´ı exportu dat o toc´ıch:
– IP adresa a port kolektoru,
– verze exportovac´ıho protokolu,
– anonymizace dat a dalˇs´ı.
Z´ıska´vane´ a prezentovane´ stavove´ informace ze sondy jsou:
• pocˇet prˇijaty´ch paket˚u,
• pocˇet chybny´ch paket˚u,
• pocˇet navzorkovany´ch paket˚u,
• stav linky a dalˇs´ı.
Programovy´ de´mon prˇistupuje na akceleracˇn´ı karty, prova´d´ı konfiguraci a z´ıska´va´ sta-
vove´ informace prostrˇednictv´ım knihovny (viz Kapitola 4.2.4), ktera´ bude pro tuto u´lohu
vytvorˇena.
Konfiguracˇn´ı de´mon po sve´m spusˇteˇn´ı nacˇte startup konfiguracˇn´ı soubor a podle u´daj˚u
z neˇj zacˇne prova´deˇt nastaven´ı sondy. Nahraje vybrany´ firmware do akceleracˇn´ıch karet, pro-
vede jeho inicializaci a na´sledneˇ i nastav´ı zˇa´douc´ı vlastnosti sondy. Spust´ı take´ exportovac´ı
program s parametry odpov´ıdaj´ıc´ı hodnota´m v konfiguracˇn´ım souboru. De´mon zkop´ıruje
startup konfiguracˇn´ı soubor a vytvorˇ´ı z neˇj running konfiguracˇn´ı soubor. Nyn´ı jizˇ sonda
zacˇ´ına´ monitorovat s´ıt’.
Konfiguracˇn´ı de´mon cˇeka´ na pozˇadavky na prˇenastaven´ı sondy, ktere´ mu jsou od uzˇivatele
dorucˇova´ny prostrˇednictv´ım komunikace se syste´mem Netopeer, ktery´ je spousˇteˇn webovy´m
rozhran´ım.
4.2.3 Syste´m Netopeer
Komunikace mezi konfiguracˇn´ım de´monem a webovy´m rozhran´ım je zajiˇst’ova´na syste´mem
Netopeer, cozˇ je implementace komunikacˇn´ıho protokolu NETCONF vytvorˇena´ v ra´mci
projektu Liberouter (viz [9]).
Protokol NETCONF je urcˇen pro konfiguraci s´ıt’ovy´ch zarˇ´ızen´ı. Poskytuje jednoduchy´
mechanismus, pomoc´ı ktere´ho lze prova´deˇt nejr˚uzneˇjˇs´ı zmeˇny konfigurace urcˇite´ho zarˇ´ızen´ı.
Jde nejen o nastaven´ı r˚uzny´ch parametr˚u dane´ho zarˇ´ızen´ı nebo z´ıska´n´ı konkre´tn´ıch konfi-
guracˇn´ıch cˇi stavovy´ch informac´ı, ale hlavneˇ o komplexn´ı zmeˇny v konfigurac´ıch s´ıt’ovy´ch
zarˇ´ızen´ı. Protokol NETCONF je postaven na forma´tu xml. Hierarchicke´ usporˇa´da´n´ı dat
v xml protokol vyuzˇ´ıva´ pro vytva´rˇen´ı RPC (Remote Procedure Call) zpra´v s popisem
pozˇadovany´ch funkc´ı. Komunikace v ra´mci protokolu NETCONF ma´ podobu klasicke´ apli-
kace klient-server. Klientem je zarˇ´ızen´ı vzna´sˇej´ıc´ı pozˇadavky a serverem je konfigurovane´
zarˇ´ızen´ı. NETCONF je postaven nad protokolem SSH (Secure Shell). [9]
Prˇi zada´n´ı pozˇadavku uzˇivatele na proveden´ı zmeˇn na sondeˇ spust´ı webovy´ frontend
Netopeer klienta a prˇeda´ mu konfiguracˇn´ı soubor obsahuj´ıc´ı dane´ zmeˇny. Netopeer klient
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se prˇipoj´ı na sv˚uj server na Flexibiln´ı FlowMon sondeˇ a prˇenese na n´ı dany´ konfiguracˇn´ı
soubor. Netopeer server prˇeda´ pozˇadavek na prˇenastaven´ı sondy konfiguracˇn´ımu de´monovi
prostrˇednictv´ım komunikacˇn´ıho sbeˇrnicove´ho syste´mu D-Bus a ten zmeˇny provede. Stejny´m
zp˚usobem, ale opacˇny´m smeˇrem, odes´ıla´ de´mon odpoveˇd’ i stavove´ informace ze sondy.
Protokol NETCONF umozˇnˇuje definovat rozsˇ´ıˇren´ı. Pro potrˇeby Flexibiln´ı FlowMon
sondy je trˇeba implementovat rozsˇ´ıˇren´ı v podobeˇ instalace bal´ıcˇku firmwaru na sondu.
Tedy instalace bal´ıcˇku prob´ıha´ zcela v rezˇii Netopeer syste´mu, stejneˇ jako operace restart
a vypnut´ı sondy.
4.2.4 Programova´ architektura
V prˇechoz´ıch sekc´ıch byly popsa´ny trˇi za´kladn´ı bloky monitorovac´ı cˇa´sti programove´ho
vybaven´ı sondy z pohledu jej´ıho ovla´da´n´ı. Nyn´ı bude popsa´no, z jaky´ch jednotlivy´ch vrstev
















Obra´zek 4.3: Architektura programove´ho vybaven´ı sondy
Vzhledem k tomu, zˇe firmware Flexibiln´ı FlowMon sondy je postaven nad platformou
NetCOPE, ktera´ poskytuje jednotne´ rozhran´ı nejenon v˚ucˇi fyzicky´m s´ıt’ovy´m rozhran´ım, ale
take´ pro prˇenos dat do softwaru, tak je pro vycˇ´ıta´n´ı datovy´ch tok˚u z firmwaru vyuzˇita pra´veˇ
tato mozˇnost. Je to zajiˇsteˇno vyuzˇit´ım specia´ln´ıho modulu linuxove´ho ovladacˇe szedata2
(straight zero copy data version 2), ktery´ umozˇnˇuje rychly´ prˇenos blok˚u dat z karty do
uzˇivatelske´ho prostoru (user space), cˇehozˇ je dosazˇeno vyloucˇen´ım aktivn´ıho kop´ırova´n´ı dat
procesorem z pameˇti do aplikace (v´ıce viz [16]). Toto je vy´razna´ zmeˇna oproti prˇedchoz´ı
verzi FlowMon sondy, ktera´ vyuzˇ´ıvala specia´ln´ı modul ovladacˇe prˇ´ımo implementovany´ pro
dany´ u´cˇel. V prˇ´ıpadeˇ szedata2 jsou data prˇenesena a zprˇ´ıstupneˇna aplikac´ım po jednotlivy´ch
bloc´ıch, avsˇak bez informace co konkre´tneˇ dana´ data obsahuj´ı za informace, cozˇ je nutne´
zjiˇst’ovat azˇ v navazuj´ıc´ıch vrstva´ch.
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Na modul ovladacˇe prˇ´ımo navazuje knihovna, ktera´ poskytuje funkce pro vycˇ´ıta´n´ı
za´znamu o toku z firmwaru sondy, ale take´ slouzˇ´ı pro vycˇ´ıta´n´ı vsˇech stavovy´ch informac´ı
a pro nastavova´n´ı vlastnost´ı sondy. Vlastn´ı vycˇ´ıta´n´ı za´znamu˚ o toc´ıch nen´ı trivia´ln´ı, ne-
bot’ vzhledem k mozˇne´ flexibiliteˇ za´znamu je vzˇdy nejprve nutne´ zjistit, jake´ polozˇky a jaky´
forma´t za´znam o datove´m toku ma´. Na´sledneˇ knihovna na za´kladeˇ te´to informace poskytuje
za´znamy o toc´ıch v odpov´ıdaj´ıc´ı podobeˇ jednotlivy´m aplikac´ım. Vzhledem k aplikac´ım je
tedy informace o konkre´tn´ı podobeˇ za´znamu o toku zcela odst´ıneˇna a t´ım pa´dem i vy´razneˇ
zjednodusˇena.
Tato knihovna vyuzˇije sadu jizˇ existuj´ıc´ıch funkc´ı, jezˇ jsou pouzˇ´ıva´ny pro prˇ´ıstup do
adresove´ho prostoru akceleracˇn´ıch karet na projektu Liberouter. Konfiguracˇn´ı de´mon i ex-
portovac´ı program slouzˇ´ıc´ı pro zas´ıla´n´ı dat na kolektor prˇistupuj´ı na akceleracˇn´ı karty pra´veˇ
prostrˇednictv´ım te´to knihovny.
Konfiguracˇn´ı de´mon prˇi inicializaci a nastavova´n´ı sondy spousˇt´ı take´ exportovac´ı program.
V prˇedchoz´ıch verz´ıch FlowMon sondy slouzˇil tento program pouze pro vycˇ´ıta´n´ı dat o toc´ıch
z karty, jejich zabalen´ı do zvolene´ verze NetFlow protokolu a odesla´n´ı na jediny´ kolektor.
V prˇ´ıpadeˇ, zˇe bylo zˇa´da´no zas´ılat data na v´ıce kolektor˚u, potom muselo by´t spusˇteˇno v´ıce
exportovac´ıch programu˚ a kazˇdy´ vycˇ´ıtal za´znamy o toc´ıch a zas´ılal je na jediny´ kolektor
(pozn.: modul ovladacˇe byl uzp˚usoben tak, aby bylo mozˇne´ vycˇ´ıtat z karty stejna´ data
neˇkolika aplikacemi soucˇasneˇ). Ovsˇem pro Flexibiln´ı FlowMon sondu bylo z objektivn´ıch
d˚uvod˚u (viz Kapitola 3.1) rozhodnuto o rozdeˇlen´ı monitorovac´ıho procesu mezi hardware a
software, tedy vlastneˇ o vytvorˇen´ı sekunda´rn´ı cache pro za´znamy o toc´ıch (sekunda´rn´ı flow-
cache) v softwaru (prima´rn´ı flowcache je ve firmwaru). Nen´ı vhodne´, aby kazˇdy´ z kolektor˚u
samostatneˇ tuto sekunda´rn´ı flowcache tvorˇil a ani aby byla jedina´ sekunda´rn´ı flowcache
sd´ılena v´ıce programy, protozˇe to vy´razneˇ komplikuje jej´ı implementaci. Proto nova´ verze
exportovac´ıho programu podporuje zas´ıla´n´ı dat na v´ıce kolektor˚u za´rovenˇ, tedy nen´ı nutne´
ani mozˇne´ spustit v´ıce instanc´ı exportovac´ıho programu. Nav´ıc exportovac´ı program obsa-
hovuje novy´ programovy´ modul, ktery´ zajiˇst’uje funkci sekunda´rn´ı flowcache.
Exportovac´ı program je take´ nutne´ modifikovat s ohledem na variabilitu za´znamu o toku.
Po sve´m spusˇteˇn´ı nejprve vola´n´ım odpov´ıdaj´ıc´ı funkce knihovny zjist´ı, jake´ polozˇky obsa-
huje za´znam o toku pro dany´ pra´veˇ pouzˇ´ıvany´ firmware. Od tohoto okamzˇiku je schopen
s teˇmito daty korektneˇ pracovat. Modul zajiˇst’uj´ıc´ı sekunda´rn´ı flowcache mus´ı nav´ıc vycˇ´ıtat
i informace ty´kaj´ıc´ı se agregace dat na za´kladeˇ datovy´ch tok˚u, aby mohl v te´to agregaci
korektneˇ pokracˇovat.
4.2.5 Sekunda´rn´ı flowcache
Sekuda´rn´ı flowcache v softwaru je vy´raznou zmeˇnou v monitorovac´ım procesu sondy. Cel-
kova´ velikost flowcache je prˇi monitorova´n´ı na vysokorychlostn´ıch s´ıt´ıch jedn´ım z nejd˚ule-
zˇiteˇjˇs´ıch parametr˚u sondy, nebot’ za´sadneˇ ovlivnˇuje vypov´ıdac´ı hodnotu nameˇrˇeny´ch dat i
efektivitu monitorova´n´ı. V prˇ´ıpadeˇ nedostatecˇne´ flowcache (tzn. v pameˇti sondy je mozˇne´
uchova´vat dane´ s´ıti neodpov´ıdaj´ıc´ı mnozˇstv´ı datovy´ch tok˚u) se prˇi vysˇsˇ´ım zat´ızˇen´ı mo-
nitorovane´ s´ıteˇ mus´ı cˇasto uvolnˇovat toky prˇedcˇasneˇ (jesˇteˇ prˇed vyprsˇen´ım aktivn´ıho cˇi
neaktivn´ıho timeoutu), aby se uvolnil prostor pro noveˇ prˇ´ıchoz´ı toky. Jedna´ se o tzv. frag-
mentovane´ toky, kdy je jeden skutecˇny´ tok zas´ıla´n na kolektory jako neˇkolik neza´visly´ch tok˚u
vlivem zaplneˇn´ı pameˇti sondy. Na kolektory se zas´ıla´ veˇtsˇ´ı mnozˇstv´ı tok˚u a to zp˚usobuje
vysˇsˇ´ı zat´ızˇen´ı sondy, neefektivitu a v neposledn´ı rˇadeˇ take´ snizˇuje vypov´ıdac´ı hodnotu ana-
lyzovany´ch dat na kolektoru. V prˇ´ıpadeˇ Flexibiln´ı FlowMon sondy nen´ı mozˇne´ neusta´le
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zvysˇovat flowcache ve firmwaru vlivem hardwarovy´ch omezen´ı, proto bude vytvorˇena dalˇs´ı
flowcache v softwaru. Do te´to sekunda´rn´ı flowcache budou prˇicha´zet jizˇ prˇedagregovane´
za´znamy o toc´ıch, ktere´ musely by´t jizˇ z flowcache firmwaru expirova´ny, nebot’:
• dosˇlo k uplatneˇn´ı aktivn´ıho cˇi neaktivn´ıho timeout,
• dosˇlo ke kolizi dvou tok˚u prˇi ukla´da´n´ı v prima´rn´ı flowcache ve firmwaru,
• prima´rn´ı flowcache ve firmwaru je jizˇ plna´.
V sekunda´rn´ı flowcache je rozhodnuto o jejich dalˇs´ı agregaci s odpov´ıdaj´ıc´ımi toky. Agregace
jizˇ da´le neprob´ıha´ v prˇ´ıpadeˇ, zˇe k expiraci dosˇlo z d˚uvodu uplatneˇn´ı aktivn´ıho cˇi neaktivn´ıho
timeoutu a za´znam o toku je zarˇazen k exportu na kolektory. V opacˇne´m prˇ´ıpadeˇ dojde
k zarˇazen´ı za´znamu o toku do sekunda´rn´ı flowcache. Se zarˇazeny´mi za´znamy o toc´ıch se
pracuje principielneˇ zcela stejneˇ jako ve flowcache ve firmware a i jejich expirace prob´ıha´
na za´kladeˇ stejny´ch timeout˚u, prˇicˇemzˇ cˇasove´ hodnoty tok˚u se z firmwaru i sekunda´rn´ı
flowcache scˇ´ıtaj´ı.
T´ımto zp˚usobem dojde k vy´razne´mu posunut´ı limitu monitorova´n´ı velke´ho mnozˇstv´ı



























Prˇi vy´voji kazˇde´ho vy´pocˇetn´ıho syste´mu soubeˇzˇny´m na´vrhem technicke´ho a programove´ho
vybaven´ı (hardware/software co-design) je nutne´ i prˇi vy´voji programovy´ch cˇa´st´ı u´zce spo-
lupracovat, navazovat a reagovat na vy´voj technicke´ho vybaven´ı. Stejneˇ tak tomu je i na
projektu Liberouter prˇi vy´voji Flexibiln´ı FlowMon sondy, kdy je nezbytna´ u´zka´ spolupra´ce
vyvoja´rˇ˚u programovy´ch cˇa´st´ı s vy´voja´rˇi firmwaru. Nen´ı mozˇne´ od sebe vza´jemneˇ oddeˇlit
vy´voj software a hardware a to ani cˇasoveˇ ani co se ty´ka´ vza´jemne´ spolupra´ce a koordinace
cˇinnost´ı. Vy´voja´rˇi firmwaru nemohou bez programovy´ch na´stroj˚u sv˚uj firmware otestovat
a v prˇ´ıpadeˇ Flexibiln´ı FlowMon sondy ani vytvorˇit (pozn.: je nutne´ generovat cˇa´sti zdro-
jovy´ch ko´d˚u). Proto bylo nutne´ i prˇi vy´voji programove´ho vybaven´ı sondy vesˇkere´ cˇinnosti
prˇizp˚usobit vy´voji firmwaru a nejprve byly vytvorˇeny podp˚urne´ na´stroje vy´voja´rˇ˚u firm-
waru, na´stroje na testova´n´ı a azˇ na´sledneˇ vlastn´ı programove´ vybaven´ı.
Za´sadn´ım proble´mem, ktery´ bylo trˇeba vyrˇesˇit, bylo umozˇneˇn´ı nejenom snadne´ instalace
vlastn´ı sondy do operacˇn´ıho syste´mu Linux, ale prˇedevsˇ´ım instalace noveˇ vytvorˇeny´ch fir-
mwar˚u. V prˇ´ıpadeˇ Flexibiln´ı FlowMon sondy je kl´ıcˇova´ spra´vna´ identifikace konfiguracˇn´ıho
xml odpov´ıdaj´ıc´ı dane´mu firmwaru, nebot’ tento konfiguracˇn´ı soubor popisuje pr˚ubeˇh moni-
torovac´ı cˇinnosti a forma´t vy´stupn´ıch za´znamu˚ o toc´ıch z dane´ho firmwaru. Jake´koliv cˇisteˇ
programove´ rˇesˇen´ı je nedostacˇuj´ıc´ı, proto bylo rozhodnuto o u´praveˇ firmwaru, kdy byla
vycˇleneˇna jedna pameˇt’ BlockRAM o velikosti 2048 bajt˚u pouze pro potrˇeby programovy´ch
vrstev. Tato pameˇt’ je daty naplneˇna ve fa´zi generova´n´ı firmwaru, na´sledneˇ do n´ı nen´ı mozˇne´
zapisovat, jen data cˇ´ıst.
Zapisovana´ data obsahuj´ı informaci o identifikaci xml konfiguracˇn´ıho souboru, jeho hash
a verzi pouzˇite´ho xml forma´tu. Vzhledem ke kapaciteˇ BlockRAM pameˇti bylo rozhodnuto i
o vyuzˇit´ı pameˇti pro za´pis popisu forma´tu za´znamu o toku. Jedna´ se sice o duplicitn´ı infor-
maci, ktera´ je jizˇ zapsana´ v xml konfiguracˇn´ım souboru, ale i prˇesto je to vy´hodne´, nebot’
informaci o podobeˇ za´znamu o toku je trˇeba zna´t te´meˇrˇ na vsˇech programovy´ch u´rovn´ıch,
ale pra´ce s xml nen´ı na nizˇsˇ´ıch u´rovn´ıch zcela vhodna´. V BlockRAM pameˇti je tedy zazna-
mena´na take´ velikost za´znamu o toku, pocˇet polozˇek v za´znamu o toku a postupny´ popis
jednotlivy´ch polozˇek (viz Obra´zek 5.1). Forma´t dat zapisovany´ch do BlockRAM pameˇti je
na´sleduj´ıc´ı:
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Verze xml sche´matu Verze pouzˇite´ho xml sche´matu v konfiguracˇn´ım souboru.
(4 bajty)
Identifikace xml Na´zev/identifika´tor konfiguracˇn´ıho souboru.
(16 bajt˚u)
Hash SHA1 hash xml konfiguracˇn´ıho souboru, pro oveˇrˇen´ı
(20 bajt˚u) vza´jemne´ho souladu mezi xml souborem a firmwarem.
Velikost za´znamu Velikost za´znamu o toku udana´ v bajtech.
(2 bajty)
Pocˇet polozˇek za´znamu Pocˇet polozˇek v za´znamu o toku.
(2 bajty)
ID polozˇky Jednoznacˇne´ identifikacˇn´ı cˇ´ıslo polozˇky v za´znamu
(2 bajty) o toku. Pouzˇity identifika´tory dle IPFIX standardu.
Velikost polozˇky Velikost odpov´ıdaj´ıc´ı polozˇky v za´znamu o toku.
(2 bajty)
ID operace Jednoznacˇny´ identifika´tor operace prova´deˇne´ nad
(2 bajty) odpov´ıdaj´ıc´ı polozˇkou beˇhem monitorovac´ıho procesu.
0B7B 4B 3B
Record sizeItemsItem 1 ID
Item 2 size Item 2 ID
...
XML format version






Item 3 IDItem 3 sizeItem 3 oper.
Item 2 oper.
Item 1 size
Obra´zek 5.1: Forma´t informace ulozˇene´ v BlockRAM pameˇti firmwaru
5.1 Knihovna libcsﬄow
Na´stroje konfiguracˇn´ı, testovac´ı cˇi urcˇene´ pro generova´n´ı firmwaru mus´ı prˇistupovat do
adresove´ho prostoru sondy, vycˇ´ıtat za´znamy o toc´ıch nebo zjiˇst’ovat informace o definici
polozˇek dle IPFIX standardu (identifikacˇn´ı cˇ´ısla pro jednoznacˇne´ urcˇen´ı polozˇky v kon-
figuracˇn´ım xml souboru). Proto bylo rozhodnuto o vytvorˇen´ı knihovny, ktera´ poskytne
funkce pra´veˇ pro takove´to cˇinnosti. Jedineˇ tato knihovna je za´visla´ na nizˇsˇ´ıch vrstva´ch
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sondy (ovladacˇ, firmware), ostatn´ı aplikace vyuzˇ´ıvaj´ı pro jakoukoliv pra´ci se sondou tuto
knihovnu. Knihovna byla oznacˇena jako libcsfflow (library combo-six flexible flow), cozˇ
vycha´z´ı z obvykle pouzˇ´ıvany´ch na´zv˚u na projektu Liberouter.
Knihovna navazuje na linuxovy´ ovladacˇ szedata2 pro vycˇ´ıta´n´ı dat z firmwaru akce-
leracˇn´ı karty. Pro prˇ´ıstup do adresove´ho prostoru firmwaru sondy vyuzˇ´ıva´ funkce knihovny
libcombo. Prˇehledne´ sche´ma je na Obra´zku 5.2. Pro pra´ci s akceleracˇn´ımi kartami COMBO
je vyuzˇ´ıva´na cela´ struktura linuxovy´ch modul˚u ovladacˇe. Nejnizˇsˇ´ı vrstvou je vzˇdy modul
ja´dra ovladacˇe, ktery´ je prˇ´ımo specificky´ pro dany´ typ akceleracˇn´ı karty, a tento modul
vyuzˇ´ıvaj´ı dalˇs´ı jizˇ me´neˇ specificke´ moduly. Pro beˇzˇne´ cˇten´ı a za´pisy do adresove´ho pro-
storu karty je vyuzˇ´ıvan COMBO ovladacˇ, ktery´ je pro snadne´ pouzˇit´ı zastrˇesˇen knihovnou













Obra´zek 5.2: Sche´ma pouzˇit´ı libcsﬄow knihovny [12]
Celou tuto architekturu zastrˇesˇuje knihovna libcsfflow, jezˇ poskytuje sadu rozhran´ı
pro urcˇitou pra´ci se sondou:
• zaha´jen´ı a ukoncˇen´ı pra´ce se sondou zahrnuje sadu rutin, ktere´ je trˇeba prove´st
prˇed zapocˇet´ım pra´ce se sondou cˇi pro korektn´ı ukoncˇen´ı te´to pra´ce.
• inicializace a nastaven´ı vlastnost´ı sondy,
• z´ıska´va´n´ı stavovy´ch a statisticky´ch informac´ı o sondeˇ,
• vycˇ´ıta´n´ı za´znamu˚ o toc´ıch z firmwaru sondy,
• zjiˇst’ova´n´ı forma´tu za´znamu o toc´ıch a z´ıska´va´n´ı jeho jednotlivy´ch polozˇek,
• identifikace polozˇek dle IPFIX standardu.
Detailneˇjˇs´ı informace o knihovneˇ poskytuje jej´ı doxygen dokumentace, jej´ızˇ nejd˚ulezˇiteˇjˇs´ı
cˇa´st je v Prˇ´ıloze C.
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5.2 Generova´n´ı firmare
Prˇed zaha´jen´ım vlastn´ıho monitorova´n´ı je u Flexibiln´ı FlowMon sondy trˇeba nejprve vy-
generovat firmware dle pozˇadavk˚u na monitorovac´ı proces. Cely´ tento proces prob´ıha´ na
vyhrazene´m serveru zp˚usobem, jaky´ byl popsa´n v na´vrhu prˇ´ıpravne´ fa´ze (viz Kapitola 4.1).
Pro vy´vojove´ u´cˇely je vsˇak tvorba xml souboru prostrˇednictv´ım webove´ho rozhran´ı dosti
neefektivn´ı, tak bylo umozˇneˇno tvorˇit firmware pouze pouzˇit´ım prˇ´ıkazove´ rˇa´dky na dane´m
serveru, cozˇ je ve fa´zi vy´voje vy´razneˇ efektivneˇjˇs´ı zp˚usob. Byl vytvorˇen shellovy´ skript, ktery´
zastrˇesˇuje vsˇechny potrˇebne´ na´stroje a pomoc´ı ktere´ho je mozˇne´ prove´st vesˇkere´ cˇinnosti
souvisej´ıc´ı s tvorbou firmwaru.
Vstupem toho skriptu je konfiguracˇn´ı xml soubor popisuj´ıc´ı monitorovac´ı proces a sada
parametr˚u pro urcˇen´ı dalˇs´ıch vlastnost´ı (naprˇ. pro jake´ konkre´tn´ı dvojice akceleracˇn´ıch
karet se ma´ firmware vytvorˇit). Cˇinnost skriptu je mozˇne´ rozdeˇlit do neˇkolika cˇa´st´ı, jimizˇ
jsou:
1. Urcˇen´ı zdrojovy´ch a konfiguracˇn´ıch soubor˚u zahrnuje identifikaci vstupn´ıho
konfiguracˇn´ıho xml souboru a sadu soubor˚u se zdrojovy´mi ko´dy cele´ho firmwaru v ja-
zyce VHDL cˇi Handel-C. Skript umozˇnˇuje prˇ´ımo pouzˇit´ı aktua´ln´ı verze SVN (subver-
sion) reposita´rˇe se zdrojovy´mi ko´dy, jenzˇ je automaticky stazˇen, nebo urcˇen´ı adresa´rˇe
obsahuj´ıc´ı dane´ zdrojove´ ko´dy.
2. Prˇeklad potrˇebny´ch na´stroj˚u pro generova´n´ı cˇa´st´ı zdrojovy´ch ko´d˚u. Nejd˚ulezˇiteˇjˇs´ı
z teˇchto na´stroj˚u je program pro tvorbu FPU jednotky, ktery´ byl vy´stupem bakala´rˇske´
pra´ce na FIT VUT v Brneˇ (viz [11]).
3. Spusˇteˇn´ı na´stroj˚u pro generova´n´ı FPU jednotky, hlavicˇkove´ho souboru pro HFE
jednotku, bitove´ masky pro HGEN, data identifikuj´ıc´ı dany´ firmware zapisovana´ do
BlockRAM pameˇti a jejich za´pis do odpov´ıdaj´ıc´ıch soubor˚u.
4. Prˇeklad HFE jednotky.
5. Synte´za firmware komercˇn´ımi na´stroji a t´ım vytvorˇen´ı pozˇadovany´ch bina´rn´ıch
soubor˚u nahratelny´ch do hradlovy´ch pol´ı akceleracˇn´ıch karet.
Tento skript je mozˇne´ snadno spousˇteˇt z webove´ho serveru a tedy je cela´ architek-
tura velice snadno napojitelna´ na pla´novane´ webove´ rozhran´ı. Uzˇivatel si prostrˇednictv´ım
webove´ho rozhran´ı kompletneˇ pop´ıˇse monitorovac´ı proces vcˇetneˇ forma´tu za´znamu˚ o toc´ıch.
Tento popis je webovy´m rozhran´ım zpracova´n a na za´kladeˇ neˇj je vytvorˇen xml konfi-
guracˇn´ı soubor, ktery´ bude vstupem skriptu pro generovan´ı firmware. Skript i dalˇs´ı potrˇebne´
na´stroje pro generova´n´ı firmware jizˇ byly zcela dokoncˇeny a otestova´ny, ale webove´ rozhran´ı
dosud nebylo implementova´no, nebot’ bylo trˇeba pracovat na prioritneˇjˇs´ıch cˇa´stech architek-
tury a bude potrˇebne´ azˇ v okamzˇiku poskytnut´ı sond uzˇivatel˚um, cozˇ v nejblizˇsˇ´ı dobeˇ jesˇteˇ
nebude. Alesponˇ byla ale navrzˇena podoba tohoto webove´ho rozhran´ı (viz Obra´zek 5.3).
Za´kladem navrzˇene´ho rozhran´ı je dvojice pol´ı, kdy jedno obsahuje vesˇkere´ mozˇne´ polozˇky
dostupne´ v za´znamu o toc´ıch, zat´ımco druhe´ pole prˇedstavuje prˇesnou podobu za´znamu
o toku. Uzˇivatel si pak jen velice snadno pouzˇit´ım techniky Ta´hni a pust’ (Drag-and-drop)
vytvorˇ´ı za´znam o toku prˇesneˇ dle svy´ch prˇedstav. Na´sledneˇ kazˇde´ polozˇce za´znamu o toku
prˇida´ zˇa´douc´ı vlastnosti - zda se jedna´ o polozˇku kl´ıcˇovou, jaky´m zp˚usobem ma´ by´t aktu-
alizova´na v okamzˇiku prˇ´ıchodu dalˇs´ıho paketu na´lezˇ´ıc´ı do dane´ho toku - a spust´ı tvorbu
firmware.
Detailn´ı popis ovla´da´n´ı skriptu je v Prˇ´ıloze A.
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Obra´zek 5.3: Na´vrh podoby webove´ rozhran´ı pro popis za´znamu o toku
5.3 Vy´vojove´ na´stroje a loka´ln´ı konfigurace sondy
Ve fa´zi vy´voje jake´hokoliv zarˇ´ızen´ı je velmi d˚ulezˇite´, zda existuj´ı na´stroje, ktere´ umozˇn´ı
vyv´ıjene´ zarˇ´ızen´ı cˇi jeho cˇa´st snadno a rychle otestovat nebo oveˇrˇit spra´vnou cˇinnost. Ta-
kove´to na´stroje za´sadneˇ urychluj´ı cely´ proces vy´voje a umozˇnˇuj´ı vy´voja´rˇ˚um soustrˇedit se
skutecˇneˇ pouze na dalˇs´ı vy´voj a neztra´cet sv˚uj cˇas testova´n´ım. I prˇi vy´voji Flexibiln´ı Flow-
Mon sondy hra´ly vytvorˇene´ vy´vojove´ na´stroje za´sadn´ı roli. Jedna´ se prˇedevsˇ´ım o skripty a
programy:
• Shellovy´ skript fflowmonlkm (Flexible FlowMon load kernel modules), ktery´ slouzˇ´ı
pro korektn´ı prˇida´n´ı/odebra´n´ı vsˇech potrˇebny´ch modul˚u Linuxove´ho ovladacˇe do
ja´dra operacˇn´ıho syste´mu vcˇetneˇ osˇetrˇen´ı vesˇkery´ch mozˇny´ch chybovy´ch stav˚u. Skript
nejprve detekuje, jake´ jsou akceleracˇn´ı COMBO karty v pocˇ´ıtacˇi dostupne´, a na
za´kladeˇ z´ıskane´ informace identifikuje odpov´ıdaj´ıc´ı moduly ja´dra, ktere´ do ja´dra prˇida´
cˇi z neˇj odebere.
• Program fflowmonctl (Flexible FlowMon control tool) je implementova´n v jazyce C
a slouzˇ´ı pro nastaven´ı vsˇech dostupny´ch vlastnost´ı firmwaru sondy a z´ıska´n´ı vsˇech
informac´ı o neˇm. Pro prˇ´ıstup do firmwaru vyuzˇ´ıva´ vy´hradneˇ funkce poskytovane´ kni-
hovnou libcsfflow. Umozˇnˇuje firmware inicializovat, restartovat, nastavit aktivn´ı i
neaktivn´ı timeout cˇi parametry vzorkova´n´ı na vstupu, ale take´ vrac´ı vesˇkere´ dostupne´
informace o firmwaru.
• Program fflowread (Flexible FlowMon read) je implementova´n v jazyce C a je urcˇen
vy´hradneˇ pro vy´vojove´ u´cˇely a testova´n´ı. Slouzˇ´ı pro vycˇ´ıta´n´ı expirovany´ch za´znamu˚
o toc´ıch z firmwaru sondy, cozˇ prova´d´ı vyuzˇit´ım funkc´ı poskytovany´ch knihovnou
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libcsfflow. Dı´ky tomuto programu bylo mozˇne´ odladit celou rˇadu chyb jak v kni-
hovneˇ, tak v szedata2 ovladacˇi cˇi ve firmwaru. Je snadno pouzˇitelny´ a umozˇnˇuje
pocˇ´ıtat statisticke´ informace nad vycˇ´ıtany´mi toky, proto je take´ uzˇ´ıva´n testery, kterˇ´ı
testuj´ı cˇinnosti jednotlivy´ch cˇa´st´ı sondy.
• Shellovy´ skript fflowmon (Flexible FlowMon) zastrˇesˇuje vsˇechny konfiguracˇn´ı na´stroje
a umozˇnˇuje kompletn´ı ovla´da´n´ı sondy - od nahra´n´ı firmwaru, prˇes jeho inicializaci a
nastaven´ı azˇ po spusˇteˇn´ı exportovac´ıch programu˚ s odpov´ıdaj´ıc´ım nastaven´ım expor-
tovac´ıch protokol˚u. Spolu se skriptem fflowmonlkm se jedna´ o jedine´ na´stroje, ktere´
jsou potrˇeba pro loka´ln´ı konfiguraci a ovla´da´n´ı Flexibiln´ı FlowMon sondy.
Mu˚zˇe se zda´t, zˇe jsou tyto na´stroje trivia´ln´ı a nemaj´ı velky´ vy´znam, opak je ovsˇem
pravdou. Pra´veˇ tyto na´stroje hraj´ı velmi d˚ulezˇitou roli prˇi vy´voji sondy a prˇi oveˇrˇova´n´ı
spra´vne´ cˇinnosti novy´ch verz´ı firmwar˚u. Jsou vyuzˇ´ıva´ny vy´voja´rˇi programove´ho vybaven´ı,
vy´voja´rˇi firmwaru i testery a i nada´le budou mı´t velky´ vy´znam pro uzˇivatele, kterˇ´ı preferuj´ı
prˇi ovla´da´n´ı s´ıt’ovy´ch zarˇ´ızen´ı pouzˇit´ı prˇ´ıkazove´ rˇa´dky prˇed webovy´m rozhran´ım.
Ke kazˇde´mu z na´stroj˚u byla samozrˇejmeˇ vytvorˇena odpov´ıdaj´ıc´ı dokumentace v po-
dobeˇ manua´love´ stra´nky a textove´ho README. Popis ovla´da´n´ı jednotlivy´ch na´stroj˚u je
v Prˇ´ıloze A.
5.4 Exportovac´ı program
Transport nameˇrˇeny´ch dat ze sondy na vzda´leny´ kolektor zajiˇst’uje samostatny´ program,
ktery´ je zde oznacˇova´n jako exporte´r nebo exportovac´ı program. Pojem exporte´r je tedy
cha´pan v o neˇco uzˇsˇ´ım vy´znamu nezˇ je zvykem u protokol˚u NetFlow, kde je exporte´rem
oznacˇova´no cele´ vlastn´ı monitorovac´ı zarˇ´ızen´ı zas´ılaj´ıc´ı data na kolektor. Program exporte´r
vycˇ´ıta´ expirovane´ za´znamy o toc´ıch z firmwaru sondy, z nich vytva´rˇ´ı exportovany´ paket
v podobeˇ odpov´ıdaj´ıc´ı dane´mu NetFlow cˇi IPFIX forma´tu, ktere´ zabal´ı do protokol˚u vysˇsˇ´ıch
vrstev a odesˇle na vzda´leny´ kolektor.
U prˇedchoz´ı verze FlowMon sondy byl pro kazˇdy´ exportovac´ı forma´t (NetFlow verze 5,
NetFlow verze 9, IPFIX) vytvorˇen samostatny´ program, ktery´ zajiˇst’oval export v dane´m
forma´tu na jediny´ kolektor. V prˇ´ıpadeˇ, zˇe bylo trˇeba zas´ılat data na v´ıce kolektor˚u, tak bylo
nutne´ spustit v´ıce instanc´ı exportovac´ıho programu. U Flexibiln´ı FlowMon sondy nebylo
mozˇne´ tento koncept pouzˇ´ıt vzhledem k za´meˇru vytva´rˇet sekunda´rn´ı flowcache v progra-
move´m vybaven´ı - konkre´tneˇ pra´veˇ v exportovac´ım programu. Bylo nutne´ upravit program
exporte´r tak, aby jedina´ instance tohoto programu umozˇnˇovala zas´ılat data na v´ıce kolek-
tor˚u a to nav´ıc v r˚uzny´ch exportovac´ıch forma´tech. Take´ bylo nutne´ prove´st zmeˇny sou-
visej´ıc´ı s variabilitou za´znamu o toku pro r˚uzne´ pouzˇite´ firmwary v akceleracˇn´ıch karta´ch
sondy. Nyn´ı je nezbytne´ nejenom vycˇ´ıtat za´znamy o toc´ıch z firmwaru sondy a ty prˇeve´st na
odpov´ıdaj´ıc´ı exportovac´ı forma´t, ale nejprve je trˇeba zjistit, ktere´ polozˇky za´znam o toku
obsahuje a jaky´m zp˚usobem je z nich mozˇne´ vytvorˇit exportovany´ paket. Pro zjiˇst’ova´n´ı po-
doby za´znamu o toku a vycˇ´ıta´n´ı dat z firmwaru sondy jsou vyuzˇ´ıva´ny funkce poskytovane´
knihovnou libcsfflow.
Program exporte´r byl vytvorˇen v ra´mci projektu Liberouter neˇkolika vy´voja´rˇi progra-




Druhy´m a hlavn´ım zp˚usobem konfigurace Flexibiln´ı FlowMon sondy je vzda´lena´ konfigu-
race, jej´ızˇ uzˇivatelske´ rozhran´ı je tvorˇeno webovy´m frontendem. Vy´hodou tohoto rˇesˇen´ı je
jednoduchost jeho pouzˇit´ı bez nutnosti detailn´ı znalosti vlastnost´ı a princip˚u sondy. Take´
je vy´razneˇ bezpecˇneˇjˇs´ı oproti loka´ln´ı konfiguraci prova´deˇne´ prˇ´ımo z prˇ´ıkazove´ rˇa´dky sondy.
Jak jizˇ bylo zmı´neˇno v cˇa´sti popisuj´ıc´ı architekturu programove´ho vybaven´ı, tak je tvorˇeno
trˇemi za´kladn´ımi bloky, jimizˇ jsou:
• webove´ konfiguracˇn´ı rozhran´ı na vzda´lene´m webove´m serveru,
• konfiguracˇn´ı de´mon na sondeˇ,
• syste´m Netopeer.
Implementace tohoto syste´mu nebyla jesˇteˇ zcela dokoncˇena, nebot’ ve fa´zi vy´voje Flexi-
biln´ı FlowMon sondy nen´ı kl´ıcˇovou a mnohem d˚ulezˇiteˇjˇs´ı bylo vytvorˇit na´stroje pro vy´voj
a testova´n´ı vyv´ıjene´ho firmwaru.
5.5.1 Komunikacˇn´ı syste´m Netopeer
Vzda´lena´ komunikace mezi konfiguracˇn´ım de´monem a webovy´m rozhran´ım prob´ıha´ pro-
strˇednictv´ım komunikacˇn´ıho protokolu NETCONF, ktery´ byl implementova´n v ra´mci pro-
jektu Liberouter [9] a oznacˇen jako Netopeer syste´m. Je urcˇen pro bezpecˇnou vzda´lenou
konfiguraci s´ıt’ovy´ch zarˇ´ızen´ı. Slouzˇ´ı pro prˇenos dat zapsany´ch v xml forma´tu a je zcela
neza´visly´ na obsahu dat i na zarˇ´ızen´ı. Pro dane´ s´ıt’ove´ zarˇ´ızen´ı, pro jehozˇ konfiguraci ma´
slouzˇit, je potrˇeba vzˇdy vytvorˇit urcˇite´ uzˇivatelske´ rozhran´ı a konfiguracˇn´ı na´stroj. Po-
moc´ı uzˇivatelske´ho rozhran´ı jsou zapisova´na konfiguracˇn´ı data do xml souboru, vyuzˇit´ım
syste´mu Netopeer jsou prˇenesena na s´ıt’ove´ zarˇ´ızen´ı, kde jsou aplikova´na dany´m konfi-
guracˇn´ım na´strojem.
Propojen´ı mezi uzˇivatelsky´m rozhran´ım a Netopeer syste´mem je velice jednoduche´. Roz-
hran´ı spust´ı beˇzˇneˇ dostupny´ SSH program (Secure Shell) s volbou ’-s netopeer’, cozˇ urcˇ´ı SSH
serveru, zˇe ma´ spustit podsyste´m Netopeer. T´ım dojde ke spusˇteˇn´ı programu netopeer-ma-
nager, ktery´ je klientem Netopeer syste´mu. Klient se prˇipoj´ı k zadane´mu Netopeer ser-
veru na s´ıt’ove´m zarˇ´ızen´ı, vymeˇn´ı si uv´ıtac´ı zpra´vy a nava´zˇou spojen´ı. Netopeer-manager
prostrˇednictv´ım komunikace se serverem provede vesˇkere´ pozˇadavky pomoc´ı zmeˇn v konfi-
guracˇn´ıch u´lozˇiˇst´ıch (konfiguracˇn´ı soubory startup nebo running) nebo prˇ´ımo ve spolupra´ci
s konfiguracˇn´ım programem na s´ıt’ove´m zarˇ´ızen´ı. Pozˇadavky jsou programu netopeer-ma-
nager prˇeda´va´ny v souboru (tzv. batch-file) specifikovane´m prˇi jeho spousˇteˇn´ı. Soubor ob-
sahuje vzˇdy urcˇity´ prˇ´ıkaz NETCONF protokolu a jeho parametry, ktery´mi jsou prˇedevsˇ´ım
specifikace meˇneˇne´ho konfiguracˇn´ıho u´lozˇiˇsteˇ a dane´ zmeˇny.
Netopeer syste´m rˇesˇ´ı i pozˇadavky na rekonfiguraci prˇ´ıchoz´ı v jedine´m okamzˇiku od v´ıce
r˚uzny´ch uzˇivatel˚u, k cˇemuzˇ pouzˇ´ıva´ sadu za´mk˚u, ktere´ aplikuje na datova´ u´lozˇiˇsteˇ s´ıt’ove´ho
zarˇ´ızen´ı. Proto nen´ı v´ıcena´sobny´ prˇ´ıstup na zarˇ´ızen´ı trˇeba v˚ubec rˇesˇit.
Pro potrˇeby Flexibiln´ı FlowMon sondy nebylo trˇeba vy´sˇe popsany´ syste´m meˇnit, ale
bylo nutne´ na neˇj nava´zat na straneˇ sondy konfiguracˇn´ım programem a na uzˇivatelske´
straneˇ webovy´m konfiguracˇn´ım rozhran´ım. Take´ bylo nutne´ syste´m rozsˇ´ıˇrit o operace vy-
pnut´ı a restart zarˇ´ızen´ı a o instalaci nove´ho firmwaru na sondu, cozˇ prˇedstavuje rozsˇ´ıˇren´ı















Obra´zek 5.4: Sche´ma zacˇleneˇn´ı Netopeer syste´mu do programove´ho vybaven´ı sondy [10]
5.5.2 Webove´ rozhran´ı
Jako uzˇivatelske´ rozhran´ı Flexibiln´ı FlowMon sondy bylo zvoleno webove´ rozhran´ı, prˇicˇemzˇ
d˚uvody tohoto rozhodnut´ı i princip cˇinnosti je popsa´n v Kapitole 4.2.1. Webove´ rozhran´ı
bylo implementova´no v ra´mci bakala´rˇske´ pra´ce na FIT VUT v Brneˇ (viz [20]) a na´sledneˇ
bylo upraveno pro potrˇeby Flexibiln´ı FlowMon sondy. Prˇedevsˇ´ım bylo nezbytne´ modifikovat
xml sche´ma konfiguracˇn´ıho souboru nastaven´ı sondy, ktery´ je tvorˇen webovy´m rozhran´ım,
Netopeer syste´mem prˇena´sˇen na sondu do podoby datove´ho konfiguracˇn´ıho u´lozˇiˇsteˇ (startup
cˇi running) odra´zˇej´ıc´ı nastaven´ı sondy.
Webove´ rozhran´ı je rozdeˇleno do neˇkolika sekc´ı, ktery´mi jsou:
• editace vlastnost´ı sondy,
• editace nastaven´ı exportu dat na kolektory,
• servisn´ı operace se sondou (restart, vypnut´ı, instalace firmwaru) a
• zobrazen´ı stavovy´ch a statisticky´ch informac´ı ze sondy.
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Obra´zek 5.5: Podoba webove´ho rozhran´ı sondy [20]
5.5.3 Konfiguracˇn´ı de´mon
Pozˇadavky na rekonfiguraci sondy z webove´ho rozhran´ı mus´ı by´t na sondeˇ zpracova´ny a
provedeny, cozˇ zajiˇst’uje program fflowmond. Ten beˇzˇ´ı v operacˇn´ım syste´mu sondy neusta´le
jako programovy´ de´mon a pro prˇ´ıstup do firmwaru Flexibiln´ı FlowMon sondy vyuzˇ´ıva´
funkce poskytovane´ knihovnou libcsfflow. Uzˇivatelovy pozˇadavky na rekonfiguraci sondy
prˇicha´z´ı z webove´ho rozhran´ı na sondu prˇes Netopeer syste´m v podobeˇ dat zapsany´ch
v xml forma´tu. De´mon fflowmond komunikuje s Netopeer syste´mem (resp. serverovou
stranou Netopeer syste´mu - programem netopeer-agent) na sondeˇ prostrˇednictv´ım ko-
munikacˇn´ıho sbeˇrnicove´ho syste´mu D-Bus. Vzhledem k tomu, zˇe programovy´ de´mon i pro-
gram netopeer-agent mohou obecneˇ beˇzˇet s opra´vneˇn´ım r˚uzny´ch uzˇivatel˚u, je vyuzˇ´ıva´na
syste´mova´ sbeˇrnice programu dbus-daemon. Programovy´ de´mon se po sve´m spusˇteˇn´ı k te´to
sbeˇrnici prˇipoj´ı a cˇeka´ na prˇ´ıchoz´ı zpra´vy od programu netopeer-agent. Program fflow-
mond poskytuje implementace metod rozhran´ı org.liberouter.netopeer. Pokud nen´ı de´mon
spusˇteˇn v dobeˇ vola´n´ı metod, tak je spusˇteˇn automaticky, acˇkoliv takove´to pouzˇ´ıva´n´ı nen´ı
prˇ´ıliˇs vhodne´.
Program netopeer-agent zajiˇst’uje prova´deˇn´ı zmeˇn v konfiguracˇn´ıch u´lozˇiˇst´ıch (run-
ning a startup) a za´rovenˇ se stara´ o iniciaci proveden´ı patrˇicˇny´ch zmeˇn na samotne´m
zarˇ´ızen´ı. Pro proveden´ı zmeˇn na zarˇ´ızen´ı pouzˇ´ıva´ konfiguracˇn´ıho de´mona, ktere´mu prˇeda´va´
pozˇadavky pomoc´ı vola´n´ı metod rozhran´ı org.liberouter.netopeer implementovany´ch objekty
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prˇedstavuj´ıc´ı jednotliva´ datova´ u´lozˇiˇsteˇ (naprˇ. objekt /org/liberouter/netopeer/running prˇed-
stavuje konfiguracˇn´ı u´lozˇiˇsteˇ running atp.).
Netopeer syste´m obsahuje sadu prˇ´ıkaz˚u pro proveden´ı zmeˇn na s´ıt’ove´m zarˇ´ızen´ı, prˇicˇemzˇ
za´kladn´ımi jsou:
• edit - pozˇadavek na u´pravu sta´vaj´ıc´ıho nastaven´ı s´ıt’ove´ho zarˇ´ızen´ı,
• copy - pozˇadavek na proveden´ı kompletneˇ nove´ konfigurace s´ıt’ove´ho zarˇ´ızen´ı,
• delete - pozˇadavek na smaza´n´ı nastaven´ı s´ıt’ove´ho zarˇ´ızen´ı,
• get - pozˇadavek na zasla´n´ı stavovy´ch a statisticky´ch informac´ı ze s´ıt’ove´ho zarˇ´ızen´ı,
• commit - potvrzen´ı pozˇadavku.
Konfiguracˇn´ımu de´monovi tedy prˇes D-Bus obecneˇ prˇijde vola´n´ı jedne´ z implemen-
tovany´ch metod (edit, copy, delete atp.) objektu /org/liberouter/netopeer/running nebo
objektu/org/liberouter/netopeer/startup. Volana´ metoda slouzˇ´ı pro reakci na dany´ prˇ´ıkaz
Netopeer syste´mu a jsou j´ı jako parametr prˇeda´na prˇ´ıslusˇna´ konfiguracˇn´ı data zapsana´ v xml
forma´tu. Volana´ metoda prˇ´ıkaz zpracuje, provede a zasˇle odpoveˇd’ Netopeer syste´mu. De-
tailn´ı rozpis vola´n´ı jednotlivy´ch metod je v Prˇ´ıloze B.
Startup the probe
− read startup config.
− boot firmware
− init firmware
− set up the probe





− set up the probe
− send result to
   configuration
   Netopeer system
− connect to D−Bus
− read fflowmon.conf
FFlowmond start
Obra´zek 5.6: Sche´ma cˇinnosti konfiguracˇn´ıho de´mona
Konfiguracˇn´ı de´mon se ihned po sve´m spusˇteˇn´ı nejprve prˇipoj´ı k D-Bus sbeˇrnici, po-
moc´ı ktere´ je i zamezena mozˇnost spusˇteˇn´ı v´ıce instanc´ı tohoto programu. Na´sledneˇ de´mon
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nacˇte data z textove´ho konfiguracˇn´ıho souboru (fflowmon.conf), ktery´ obsahuje prˇedevsˇ´ım
umı´steˇn´ı datovy´ch u´lozˇiˇst’ v podobeˇ xml soubor˚u. Nacˇte a zpracuje xml soubor obsahuj´ıc´ı
startovn´ı konfiguraci (u´lozˇiˇsteˇ startup), podle n´ı nahraje odpov´ıdaj´ıc´ı firmware do akce-
leracˇn´ıch karet, incializuje firmware a celou sondu nastav´ı vcˇetneˇ zaha´jen´ı exportu dat
na kolektory. Startup xml soubor zkop´ıruje do u´lozˇiˇsteˇ running, nebot’ v tento okamzˇik
je startovn´ı konfigurace s aktua´ln´ı bezˇ´ıc´ı konfigurac´ı stejna´. Na´sledneˇ jizˇ de´mon cˇeka´ na
pozˇadavky na rekonfiguraci cˇi z´ıska´n´ı stavovy´ch informac´ı prˇ´ıchoz´ıch prˇes D-Bus sbeˇrnici,
na ktere´ reaguje odpov´ıdaj´ıc´ım zp˚usobem. Chybove´ a dalˇs´ı d˚ulezˇite´ hla´sˇky jsou zapisova´ny
do syste´move´ho logu. Sche´ma cˇinnosti konfiguracˇn´ıho de´mona je na Obra´zku 5.6.
Ke konfiguracˇn´ımu de´monovi byl vytvorˇen init skript, ktery´ zajist´ı jeho automaticke´
spusˇteˇn´ı ihned po startu pocˇ´ıtacˇe. T´ım je z pocˇ´ıtacˇe s operacˇn´ım syste´mem Linux obsahuj´ıc´ı
akceleracˇn´ı karty vytvorˇeno samostatne´ zarˇ´ızen´ı - Flexibiln´ı FlowMon sonda - jezˇ je mozˇne´
plneˇ konfigurovat a ovla´dat pouze za pouzˇit´ı webove´ho prohl´ızˇecˇe na libovolne´m pocˇ´ıtacˇi cˇi
jine´m zarˇ´ızen´ı.
5.6 Vlastnosti implementace a dalˇs´ı postup pra´ce
Za´klad programove´ho vybaven´ı Flexibiln´ı FlowMon sondy tvorˇ´ı knihovna libcsfflow,
ktera´ zajiˇst’uje bezpecˇny´ prˇ´ıstup do firmwaru sondy pro nastaven´ı jeho jednotlivy´ch vlast-
nost´ı, vycˇ´ıta´n´ı za´znamu o toku i pra´ci s t´ımto variabiln´ım za´znamem a identifikaci polozˇek
za´znamu˚ dle IPFIX standardu. Knihovna byla jizˇ zcela implementova´na, otestova´na a je
bezproble´moveˇ pouzˇ´ıva´na. Z pohledu cˇasu jsou kriticke´ pouze rutiny prova´deˇne´ prˇi vycˇ´ıta´n´ı
za´znamu˚ o toc´ıch, prˇicˇemzˇ vlastn´ı prˇenos dat zajiˇst’uje szedata2 ovladacˇ, ktery´ je uzp˚usoben
pro velice rychly´ prˇenos dat z karty do uzˇivatelske´ho programove´ho prostoru. Knihovna
libcsfflow tato data pouze po jednotlivy´ch za´znamech o toku prˇeda´ aplikac´ım jizˇ bez
cˇasoveˇ na´rocˇne´ho kop´ırova´n´ı dat. Take´ poskytuje funkce pro pra´ci s dany´m za´znamem,
ktery´mi jsou funkce pro rozdeˇlen´ı za´znamu o toku do jednotlivy´ch polozˇek. Opeˇt se nejedna´
o na´rocˇne´ cˇinnosti, nebot’ jsou implementova´ny prostrˇednictv´ım prˇicˇten´ı konstanty (pozice
polozˇky v za´znamu o toku, ktera´ je zjiˇsteˇna prˇi spusˇteˇn´ı programu) k ukazateli na zacˇa´tek
za´znamu o toku. Ostatn´ı funkce nejsou cˇasoveˇ kriticke´. Z pohledu pameˇt’ove´ na´rocˇnosti se
jedna´ take´ o zanedbatelne´ pozˇadavky.
Pomoc´ı na´stroj˚u pro generova´n´ı firmware je mozˇne´ snadno vytvorˇit firmware odpov´ıda-
j´ıc´ı pozˇadavk˚um uzˇivatele zapsany´ch v xml konfiguracˇn´ım souboru. Tyto na´stroje jsou
denneˇ vyuzˇ´ıva´ny a pro fa´zi vy´voje a ladeˇn´ı firmwaru sondy jsou zcela dostacˇuj´ıc´ı. Z pohledu
dalˇs´ıho vy´voje teˇchto na´stroj˚u a jejich zprˇ´ıstupneˇn´ı beˇzˇne´mu uzˇivateli je trˇeba implemento-
vat navrzˇene´ webove´ rozhran´ı, pomoc´ı ktere´ho bude mozˇne´ velmi snadno cely´ monitorovac´ı
proces popsat (bez znalosti xml) a firmware vytvorˇit.
Na´stroje urcˇene´ pro loka´ln´ı konfiguraci sondy a jej´ı vy´voj poskytuj´ı vy´voja´rˇ˚um firmwaru
dostatecˇny´ komfort a podporu pro jejich vy´voj. Jsou neusta´le pouzˇ´ıva´ny bez jaky´chkoliv
omezen´ı a proble´mu˚.
Programove´ vybaven´ı pro vzda´lenou konfiguraci sondy nebylo dosud zcela dokoncˇeno,
avsˇak implementovane´ cˇa´sti jsou otestovane´ a funkcˇn´ı. Vzhledem k oveˇrˇene´ spra´vnosti
libcsfflow knihovny je kl´ıcˇova´ prˇedevsˇ´ım implementace komunikace uzˇit´ım sbeˇrnice v kon-
figuracˇn´ım de´monovi. Tato komunikace byla samostatneˇ otestova´na a nebyla nalezena zˇa´dna´
omezen´ı.
Cˇasoveˇ na´rocˇny´mi cˇa´stmi cele´ programove´ architektury jsou ovladacˇ pro vycˇ´ıta´n´ı za´znamu˚
o toc´ıch a exporte´r odes´ılaj´ıc´ı agregovana´ data v exportovac´ım forma´tu. Vy´konnost ovladacˇe
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szedata2 byla zmeˇrˇena prˇi prˇijmu paket˚u na plneˇ vyt´ızˇene´ 1 Gbps lince. Meˇrˇena byla vy´kon-
nost pro trˇi r˚uzne´ de´lky prˇij´ımany´ch paket˚u a vy´sledky jsou zaznamena´ny v Tabulce 5.1,
ktere´ prˇedstavuj´ı i teoreticke´ maxima´ln´ı hodnoty na 1 Gbps Ethernetove´ lince. Pro 10 Gbps
linku nebylo dosud mozˇne´ udeˇlat testy, nebot’ pro ni nen´ı dosud vytvorˇen funkcˇn´ı firmware,
ale ocˇeka´va´ se, zˇe bude rychlost prˇenosu dat ovladacˇem jesˇteˇ vy´razneˇ posunuta.
Packet length (B) 64 512 1518
Mbps kpps Mbps kpps Mbps kpps
szedata2 761 1488.1 962 235.0 987 81.2
theoretical maximum 761 1488.1 962 235.0 987 81.2
Tabulka 5.1: Nameˇrˇena´ vy´konnost szedata2 ovladacˇe prˇi pouzˇit´ı na 1 Gbps lince
Avsˇak u FlowMon sondy nejsou prˇena´sˇeny pakety, ale za´znamy o toc´ıch, ktere´ mohou
mı´t velikost 64 azˇ 128 bajt˚u. Proble´mem je vsˇak urcˇit maxima´ln´ı pocˇet expirovany´ch a tedy i
vycˇ´ıtany´ch za´znamu˚ o toc´ıch, nebot’ za´lezˇ´ı na rozlozˇen´ı paket˚u v s´ıti, velikosti pameˇti sondy,
pocˇet koliz´ı prˇi zakla´da´n´ı toku do pameˇti atp. Avsˇak zkusˇenosti s prakticky´m pouzˇ´ıva´n´ım
FlowMon sondy i dalˇs´ıch programovy´ch implementac´ı sond monitoruj´ıc´ı na ba´zi tok˚u uka-
zuje, zˇe pomeˇr mezi pocˇtem monitorovany´ch paket˚u a pocˇtem z nich vytvorˇeny´ch tok˚u je
mezi hodnotami 1:8 azˇ 1:23. Teoreticke´ maximum pocˇtu paket˚u na 10 Gbps Ethernetove´
lince je 14 880 960 paket˚u za sekundu [14], cozˇ prˇedstavuje prˇi nejhorsˇ´ım mozˇne´ pomeˇru
prˇiblizˇneˇ 1,8 milion˚u expirovany´ch tok˚u za sekundu, cozˇ vyzˇaduje propustnost ovladacˇe na
u´rovni 1,9 Gbps. Toto ovsˇem prˇedstavuje nejhorsˇ´ı mozˇnou variantu v podobeˇ plne´ho zat´ızˇen´ı
s´ıteˇ nejkratsˇ´ımi mozˇny´mi pakety (velikost ethernetove´ho ra´mce 64 bajt˚u), kdy kazˇdy´ z nich
prˇedstavuje samotny´ tok. Takovy´to provoz je na skutecˇne´ s´ıti zcela nerea´lny´ a i v prˇ´ıpadeˇ
extre´mn´ıch situac´ı bude pocˇet tok˚u neˇkolikana´sobneˇ nizˇsˇ´ı, proto je mozˇne´ konstatovat i bez
dalˇs´ıho meˇrˇen´ı, zˇe prˇenos dat prostrˇednictv´ım szedata2 ovladacˇe je dostacˇuj´ıc´ı pro monito-
rova´n´ı 10 Gbps linky.
Program exporte´r pracuje se za´znamy o toc´ıch a tvorˇ´ı z nich exportovane´ pakety, ktere´
odes´ıla´ na vzda´lene´ kolektory. Ve sve´ podstateˇ to znamena´ prˇeforma´tova´n´ı (prˇeskla´da´n´ı)
polozˇek ze za´znamu˚ o toc´ıch do podoby dane´ exportovac´ım forma´tem. Tvorba exporto-
vane´ho paketu prˇedstavuje kop´ırova´n´ı dat a jejich prˇevod do s´ıt’ove´ho usporˇa´da´n´ı bajt˚u, cozˇ
jsou prˇi velke´m pocˇtu odes´ılany´ch exportovany´ch paket˚u pomeˇrneˇ cˇasoveˇ na´rocˇne´ cˇinnosti.
Pro Flexibiln´ı FlowMon sondu nebylo dosud mozˇne´ prˇesneˇ odmeˇrˇit rychlost cˇinnosti pro-
gramu exporte´r, nebot’ zcela funkcˇn´ı firmware pracuj´ıc´ı na plne´ rychlosti 10 Gbps je ve fa´zi
vy´voje. Prˇesto je mozˇne´ odhadnout, zˇe ani program exporte´r nebude u´zky´m hrdlem cele´
architektury. K tomuto za´veˇru vede skutecˇnost, zˇe jizˇ u prˇedchoz´ı verze FlowMon sondy
bylo mozˇne´ provozovat v´ıce instanc´ı exporte´r˚u na 10 Gbps lince s provozem prˇesahuj´ıc´ı
1 Gbps, prˇicˇemzˇ zat´ızˇen´ı procesoru neprˇesahovalo hodnoty deseti procent.
Dalˇs´ı postup v pra´ci na programove´m vybaven´ı Flexibiln´ı FlowMon sondy spocˇ´ıva´ prˇe-
devsˇ´ım v:
1. dokoncˇen´ı rozpracovany´ch programovy´ch cˇa´st´ı a jejich d˚ukladne´m otes-
tova´n´ı. Je nezbytne´ dokoncˇit programove´ vybaven´ı pro vzda´lenou konfiguraci, cozˇ
zahrnuje podporu vesˇkery´ch nastaven´ı Flexibiln´ı FlowMon sondy na straneˇ konfi-
guracˇn´ıho de´mona, implementace rozsˇ´ıˇren´ı do Netopeer syste´mu pro instalaci firm-
waru na sondu a u´pravy ve webove´m rozhran´ı reflektuj´ıc´ı vsˇechny tyto zmeˇny.
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2. implementaci webove´ho rozhran´ı pro generova´n´ı firmwaru dle vytvorˇene´ho
na´vrhu a t´ım poskytnut´ı zcela komfortn´ıho zp˚usobu tvorby firmwaru pro uzˇivatele.
3. implementaci sekunda´rn´ı flowcache v programu exporte´r, cozˇ umozˇn´ı v po-
kracˇova´n´ı agregace dat i v programove´m vybaven´ı. Tato cˇa´st dosud nebyla vytvorˇena,
nebot’ pro vlastn´ı funkcˇnost cele´ Flexibiln´ı FlowMon sondy nen´ı za´sadn´ı a nav´ıc je
jej´ı implementace netrivia´ln´ı, nebot’ v podstateˇ prˇedstavuje vytvorˇen´ı sondy monito-
ruj´ıc´ı na za´kladeˇ datovy´ch tok˚u v programove´m vybaven´ı s urcˇity´m zjednodusˇen´ım
v podobeˇ prˇ´ıchoz´ıch za´znamu˚ o toc´ıch mı´sto samotny´ch paket˚u, avsˇak s t´ım, zˇe tyto
za´znamy nebudou mı´t fixn´ı podobu - jejich podoba bude za´viset na pouzˇite´m firm-





Sledova´n´ı pocˇ´ıtacˇovy´ch s´ıt´ı je v soucˇasne´ dobeˇ nezbytnou cˇinnost´ı spra´vc˚u s´ıt´ı, nebot’ bez
znalosti konkre´tn´ıch jev˚u prob´ıhaj´ıc´ıch v s´ıti nen´ı mozˇne´ danou s´ıt’ efektivneˇ spravovat.
Pro sledova´n´ı vysokorychlostn´ıch s´ıt´ı se jev´ı jako nejvhodneˇjˇs´ı metoda monitorova´n´ı na
za´kladeˇ datovy´ch tok˚u. V ra´mci projektu Liberouter nyn´ı vznika´ zarˇ´ızen´ı - Flexibiln´ı Flow-
Mon sonda - ktere´ pra´veˇ tuto metodu pouzˇ´ıva´ a je urcˇeno pro s´ıteˇ pracuj´ıc´ı na rychlosti
10 Gbps a vysˇsˇ´ı. C´ılem te´to pra´ce bylo navrhnout a na´sledneˇ implementovat architekturu
programove´ho vybaven´ı te´to sondy.
Nejprve bylo nutne´ sezna´mit se s problematikou monitorova´n´ı pocˇ´ıtacˇovy´ch s´ıt´ı na ba´zi
tok˚u. Nastudovat pouzˇ´ıvane´ technologie a take´ protokoly NetFlow verze 5, NetFlow verze 9
s variabiln´ım za´znamem a IPFIX. Tato problematika je detailneˇ popsa´na a rozebra´na v prvn´ı
cˇa´sti te´to pra´ce.
Na´sleduj´ıc´ı cˇa´st pra´ce prˇedstavuje hardwarovou architekturu monitorovac´ı sondy Flexi-
biln´ı FlowMon a pozˇadavky kladene´ na jej´ı ovla´da´n´ı a konfiguraci. Pra´veˇ na za´kladeˇ analy´zy
hardwarove´ architektury a jej´ıch pozˇadavk˚u byla navrzˇena architektura programove´ho vy-
baven´ı sondy, ktera´ je v te´to pra´ci prezentova´na. Prˇi na´vrhu bylo dba´no na modularitu
cele´ho syste´mu a take´ na na´vaznost na jizˇ existuj´ıc´ı na´stroje.
Nejprve byly implementova´ny za´kladn´ı cˇa´sti navrzˇene´ho programove´ho vybaven´ı, aby
mohly by´t pouzˇ´ıva´ny vy´voja´rˇi beˇhem vy´voje firmwaru Flexibiln´ı FlowMon sondy. Pote´
byly vytvorˇeny zby´vaj´ıc´ı cˇa´sti architektury a cely´ syste´m byl propojen do jedine´ho snadno
ovladatelne´ho celku, ktery´ prˇedstavuje samostne´ funkcˇn´ı zarˇ´ızen´ı ovla´dane´ prostrˇednictv´ım
webove´ho rozhran´ı. V te´to pra´ci jsou popsa´ny implementacˇn´ı detaily a za´kladn´ı pouzˇite´
principy jednotlivy´ch cˇa´st´ı i programove´ho vybaven´ı jako celku.
Za´veˇrem jsou diskutova´ny vlastnosti a omezen´ı realizovane´ho syste´mu a jsou prˇedneseny
mozˇnosti dalˇs´ıho pokracˇova´n´ı pra´ce.
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FPGA - programovatelna´ hradlova´ pole (Field-Programmable Gate Array)
Gbps - prˇenosova´ rychlost s´ıteˇ 1 Gigabit za sekundu (Gigabit per second)
IANA - Internetova´ autorita (Internet Assigned Numbers Authority)
ID - unika´tn´ı identifika´tor (identifier)
IETF - Internetova´ pracovn´ı skupina (Internet Engineering Task Force)
IP - protokol Internetu (Internet Protocol)
IPFIX - exportovac´ı forma´t (Internet Protocol Flow Information Export)
kpps - tis´ıc paket˚u za sekundu (kilo-packets per second)
Mbps - prˇenosova´ rychlost s´ıteˇ 1 Megabit za sekundu (Megabit per second)
NFv5 - exportovac´ı forma´t spolecˇnosti CISCO (NetFlow version 5)
NFv9 - exportovac´ı forma´t spolecˇnosti CISCO (NetFlow version 9)
OS - operacˇn´ı syste´m (Operating System)
PC - osobn´ı pocˇ´ıtacˇ (Personal Computer)
PCI - typ pocˇ´ıtacˇove´ sbeˇrnice (Peripheral Component Interconnect)
RFC - oznacˇen´ı rˇady standard˚u (Request For Comments)
SCTP - protokol transportn´ı vrsty (Stream Control Transmission Protocol)
SNMP - s´ıt’ovy´ protokol pro spra´vu s´ıt’ovy´ch prvk˚u
(Simple Network Management Protocol)
SSH - s´ıt’ovy´ protokol pro bezpecˇnou komunikaci (Secure Shell)
TCP - protokol transportn´ı vrsty (Transmission Control Protocol)
UDP - protokol transportn´ı vrsty (User Datagram Protocol)
xml - obecny´ znacˇkovac´ı jazyk (Extensible Markup Language)
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V te´to prˇ´ıloze je detailneˇ popsa´no rozhran´ı nejvy´znamneˇjˇs´ıch programu˚, ktere´ byly vy-
tvorˇeny v ra´mci te´to pra´ce a jsou spousˇteˇny prˇ´ımo z prˇ´ıkazove´ rˇa´dky. U kazˇde´ho programu
je uvedena jeho strucˇna´ charakteristika, soupis vsˇech jeho parametr˚u s popisem, prˇicˇemzˇ
jednotlive´ prˇ´ıkazy jsou rozebra´ny detailneˇ.
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A.1 fflowmon-generator
Skript pro generova´n´ı firmwaru Flexibiln´ı FlowMon sondy.
Parametry skriptu
-c "num" urcˇen´ı cˇinnost´ı prova´deˇny´ch skriptem
0 - prˇeklad programu CoreGen a vygenerova´n´ı FPU jednotky
1 - stejne´ jako prˇedchoz´ı, ale nav´ıc prˇeklad HFE procesoru
2 - vytvorˇen´ı firmwaru pro dvojici karet COMBO6X + XFP2
3 - vytvorˇen´ı firmwaru pro dvojici karet COMBO6X + SFPRO
4 - vytvorˇen´ı firmwaru pro dvojici karet COMBOv2 + 1GE
5 - vytvorˇen´ı firmwaru pro dvojici karet COMBOv2 + 10GE
6 - vytvorˇen´ı firmwaru pro dvojici karet COMBOv2 + 40GE
-d "path" pracovn´ı adresa´rˇ, ulozˇen´ı vygenerovane´ho firmwaru
-f "f1:f2" urcˇen´ı vstupn´ıho konfiguracˇn´ıho xml souboru monitorovac´ıho procesu
a konfiguracˇn´ıho souboru FPU jendotky
-h zobrazen´ı na´poveˇdy skriptu
-s "path" cesta k adresa´rˇi se zdrojovy´mi ko´dy jednotek firmwaru,
pro pouzˇit´ı soubor˚u z SVN zadejte -s checkout
-V zobrazen´ı verze skriptu
Prˇ´ıkazy programu
./fflowmon-generator -h
- zobrazen´ı na´poveˇdy k programu
./fflowmon-generator -c 2 -d work/ -f .config.xml:fpu.xml -s checkout
- vygenerova´n´ı firmwaru pro karty COMBO6X + XFP2 do adresa´rˇe work/ ze zdrojovy´ch
soubor˚u z SVN dle konfiguracˇn´ıch soubor˚u config.xml a fpu.xml
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A.2 fflowmonctl
Program pro ovla´da´n´ı a konfiguraci firmwaru Flexibiln´ı FlowMon sondy.
Parametry programu
-c "cmd" proveden´ı vybrane´ho prˇ´ıkazu, povinny´ parametr
init - inicializace firmwaru sondy
reset - reset firmwaru sondy
act timeout - nastaven´ı hodnoty aktivn´ıho timeoutu
inact timeout - nastaven´ı hodnoty neaktivn´ıho timeoutu
sampling - nastaven´ı vzorkova´n´ı na vstupu (urcˇen parametrem -v)
-h zobrazen´ı na´poveˇdy k programu
-s "value" urcˇen´ı rozsahu vzorkova´n´ı na 1:value
-t "value" urcˇen´ı typu vzorkova´n´ı, hodnota 0 pro deterministicke´,
hodnota 1 pro pravdeˇpodobnostn´ı
-v "value" urcˇen´ı cˇ´ıselne´ hodnoty pro zadany´ prˇ´ıkaz
-h zobrazen´ı na´poveˇdy k programu
Prˇ´ıkazy programu
./fflowmonctl -h
- zobrazen´ı na´poveˇdy k programu
./fflowmonctl -c init
- incializace firmwaru sondy
./fflowmonctl -c reset
- restartova´n´ı firmwaru sondy a jeho opeˇtovna´ inicializace
./fflowmonctl -c act timeout -v 30
- nastaven´ı aktivn´ıho timeotu na hodnotu 30 sekund
./fflowmonctl -c inact timeout -v 10
- nastaven´ı neaktivn´ıho timeotu na hodnotu 10 sekund
./fflowmonctl -c samplig -v 0 -s 10 -t 1
- nastaven´ı vstupn´ıho vzorkova´n´ı na vstupu 0 na pravdeˇpodobnostn´ı v pomeˇru 1:10
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A.3 fflowmonlkm
Skript pro prˇida´va´n´ı/odeb´ıra´n´ı modul˚u ovladacˇe do/z ja´dra operacˇn´ıho syste´mu.
Parametry skriptu
-h zobrazen´ı na´poveˇdy k programu
-l nacˇten´ı potrˇebny´ch modul˚u ovladacˇe do ja´dra operacˇn´ıho syste´mu
-r odebra´n´ı modul˚u ovladacˇe z ja´dra operacˇn´ıho syste´mu
-V zobrazen´ı verze skriptu
Prˇ´ıkazy skriptu
./fflowmolkm -l
- prˇida´n´ı modul˚u ovladacˇe do ja´dra operacˇn´ıho syste´mu
./fflowmonctl -r
- odebra´n´ı modul˚u ovladacˇe z ja´dra operacˇn´ıho syste´mu
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A.4 fflowmon
Skript pro ovla´da´n´ı a konfiguraci Flexibiln´ı FlowMon sondy.
Parametry programu
-a "val" nastaven´ı aktivn´ıho timeoutu
-c "host:port" specifikace kolektoru pro zas´ıla´n´ı dat
-e spusˇteˇn´ı exportu dat na kolektory
-f "path" urcˇen´ı firmwaru pro nahra´n´ı do akceleracˇn´ıch karet
-h zobrazen´ı na´poveˇdy ke skriptu
-i "val" nastaven´ı neaktivn´ıho timeoutu
-r prˇeskocˇit nahra´va´n´ı firmwaru do akceleracˇn´ıch karet
-s zastaven´ı exportu dat na kolektory
-S "N:val" nastaven´ı vstupn´ıho vzorkova´n´ı na vstupu N na hodnotu 1:val
-T "N:val" nastaven´ı typu vstupn´ıho vzorkova´n´ı na vstupu N,
0 - deterministicke´, 1 - pravdeˇpodobnostn´ı
-v "ver" urcˇen´ı exportovac´ıho protokolu (NF5, NF9 nebo IPFIX)
-V zobrazen´ı verze skriptu
Prˇ´ıkazy programu
./fflowmon -h
- zobrazen´ı na´poveˇdy ke skriptu
./fflowmon -f /firmware/03/ -a 90 -i 30
- nahra´n´ı firmwaru z dane´ho adresa´rˇe do akceleracˇn´ıch karet, inicializace sondy, nastaven´ı
aktivn´ıho timeoutu na 90 sekund a neaktivn´ıho na 30 sekund
./fflowmon -e -v NF9 -c collector.org:60000
- spusˇteˇn´ı exportu dat protokolem NetFlow verze 9 na port 60000 kolektoru collector.org
./fflowmon -S 0:30 -T 0:0





Tato prˇ´ıloha obsahuje popis chova´n´ı a tvaru metod rozhran´ı org.liberouter.netopeer imple-




Potvrzen´ı prova´deˇny´ch zmeˇn a jejich aplikace na u´lozˇiˇsteˇ running. Metodu lze applikovat
pouze na objekt /org/liberouter/netopeer/running, pouzˇit´ı na jiny´ objekt je chybou.
- parametr vola´n´ı:
DBUS TYPE STRING - rˇeteˇzec obsahuj´ıc´ı xml dokument s konfiguracˇn´ımi daty.
- odpoveˇd’:
DBUS MESSAGE TYPE METHOD RETURN zpra´va s parametrem typu DBUS TYPE BOOLEAN obsa-




Kop´ırova´n´ı kompletn´ıch konfiguracˇn´ıch dat do jednoho z konfiguracˇn´ıch u´lozˇiˇst’. Prova´deˇna´
akce se liˇs´ı podle objektu, na ktery´ je metoda aplikova´na:
/org/liberouter/netopeer/running - operace provede kompletn´ı prˇenastaven´ı sondy, zmeˇnu
konfiguracˇn´ıho u´lozˇiˇsteˇ running zajiˇst’uje netopeer-agent.
/org/liberouter/netopeer/startup - operace fyzicky nic neprova´d´ı, vrac´ı pozitivn´ı odpoveˇd’,
zmeˇnu konfiguracˇn´ıho u´lozˇiˇsteˇ startup zajiˇst’uje netopeer-agent.
- parametr vola´n´ı:
DBUS TYPE STRING - rˇeteˇzec obsahuj´ıc´ı xml dokument s novy´mi konfiguracˇn´ımi daty.
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- odpoveˇd’:
DBUS MESSAGE TYPE METHOD RETURN zpra´va s parametrem typu DBUS TYPE BOOLEAN obsa-




Smaza´n´ı kompletn´ıch konfiguracˇn´ıch dat v jednom z konfiguracˇn´ıch u´lozˇiˇst’. Prova´deˇna´ akce
se liˇs´ı podle objektu, na ktery´ je metoda aplikova´na:
/org/liberouter/netopeer/running - operace skoncˇ´ı chybou, u´lozˇiˇsteˇ running nelze odstranit.
/org/liberouter/netopeer/startup - operace fyzicky nic neprova´d´ı, vrac´ı pozitivn´ı odpoveˇd’,




DBUS MESSAGE TYPE METHOD RETURN zpra´va s parametrem typu DBUS TYPE BOOLEAN obsa-




Cˇa´stecˇna´ zmeˇna konfiguracˇn´ıch dat v c´ılove´m u´lozˇiˇsti. Prova´deˇna´ akce se liˇs´ı podle objektu,
na ktery´ je metoda aplikova´na:
/org/liberouter/netopeer/running - operace provede prˇenastaven´ı sondy, zmeˇnu konfiguracˇ-
n´ıho u´lozˇiˇsteˇ running zajiˇst’uje netopeer-agent.
/org/liberouter/netopeer/startup - operace fyzicky nic neprova´d´ı, vrac´ı pozitivn´ı odpoveˇd’,
zmeˇnu konfiguracˇn´ıho u´lozˇiˇsteˇ startup zajiˇst’uje netopeer-agent.
- parametr vola´n´ı:
DBUS TYPE STRING - rˇeteˇzec obsahuj´ıc´ı kompletn´ı xml dokument s novy´mi (jizˇ zmeˇneˇny´mi)
konfiguracˇn´ımi daty.
- odpoveˇd’:
DBUS MESSAGE TYPE METHOD RETURN zpra´va s parametrem typu DBUS TYPE BOOLEAN obsa-




Zjiˇsteˇn´ı stavovy´ch informac´ı o zarˇ´ızen´ı a jejich doplneˇn´ı ke konfiguracˇn´ım dat˚um z u´lozˇiˇsteˇ
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running. Metodu lze aplikovat pouze na objekt /org/liberouter/netopeer/running, jinak ope-
race vrac´ı chybovou odpoveˇd’.
- parametr vola´n´ı:
DBUS TYPE STRING - rˇeteˇzec obsahuj´ıc´ı xml dokument s konfiguracˇn´ımi daty z u´lozˇiˇsteˇ run-
ning spolu s prˇipraveny´mi (pra´zdny´mi) elementy pro stavove´ informace. Doplneˇn´ı run-
ning konfiguracˇn´ıch dat o elementy pro stavove´ informace zajiˇst’uje netopeer-agent, kon-
figuracˇn´ı de´mon do teˇchto element˚u na´sledneˇ dopln´ı aktua´ln´ı hodnoty.
- odpoveˇd’:
DBUS MESSAGE TYPE METHOD RETURN zpra´va s parametrem typu DBUS TYPE BOOLEAN obsa-
huj´ıc´ı true a dalˇs´ı parametr typu DBUS TYPE STRING s xml dokumentem obsahuj´ıc´ı doplneˇne´
aktua´ln´ı stavovove´ informace v prˇ´ıpadeˇ pozitivn´ı odpoveˇdi, nebo DBUS MESSAGE TYPE ERROR




Tato prˇ´ıloha obsahuje nejd˚ulezˇiteˇjˇs´ı cˇa´sti dokumentace knihovny libcsfflow. Byla vyge-
nerova´na pomoc´ı programu Doxygen.
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1.1 Flexible FlowMon device management
Functions
• csfflow_device_t ∗ csfflow_open (int card, unsigned int interface)
Open Flexible FlowMon flow device for reading FlowRecords.
• csfflow_device_t ∗ csfflow_open_init (int card, unsigned int interface)
Open Flexible FlowMon flow device for initialization and settings.
• int csfflow_close (csfflow_device_t ∗dev)
Close Flexible FlowMon flow device.
1.1.1 Function Documentation
1.1.1.1 int csfflow_close (csfflow_device_t ∗ dev)
Close Flexible FlowMon flow device.
Parameters:
dev Flow device structure
Return values:
zero on success otherwise a negative error code
1.1.1.2 csfflow_device_t∗ csfflow_open (int card, unsigned int interface)
Open Flexible FlowMon flow device for reading FlowRecords.
Parameters:
card Combo6 card number (0 ... MAX)
interface Combo6 interface number (0 ... 3 or -1 = all interfaces)
Return values:
pointer to allocated structure on success
1.1.1.3 csfflow_device_t∗ csfflow_open_init (int card, unsigned int interface)
Open Flexible FlowMon flow device for initialization and settings.
Parameters:
card Combo6 card number (0 ... MAX)
interface Combo6 interface number (0 ... 3 or -1 = all interfaces)
Return values:
pointer to allocated structure on success
This function allows to initialize the Flexible FlowMon.
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1.2 Flexible FlowMon device information
Functions
• int csfflow_get_active_timeout (csfflow_device_t ∗dev, u_int32_t ∗timeout)
Get actual value of active timeout on Flexible FlowMon.
• int csfflow_get_inactive_timeout (csfflow_device_t ∗dev, u_int32_t ∗timeout)
Get actual value of inactive timeout on Flexible FlowMon.
• int csfflow_get_input_sampling (csfflow_device_t ∗dev, u_int32_t ibuf, u_int32_t ∗value, int
∗type)
Get actual settings of Input sampling method on Flexible FlowMon.
• int csfflow_get_ibuf_stats (csfflow_device_t ∗dev, u_int32_t ibuf, struct csfflow_ibuf_stat ∗stats)
Get statistics of selected IBUF in Flexible FlowMon.
• int csfflow_get_conn_state (csfflow_device_t ∗dev, u_int32_t iface, struct csfflow_conn_state
∗state)
Get connection state on selected interface of the Flexible FlowMon.
1.2.1 Function Documentation
1.2.1.1 int csfflow_get_active_timeout (csfflow_device_t ∗ dev, u_int32_t ∗ timeout)
Get actual value of active timeout on Flexible FlowMon.
Parameters:
dev Flow device structure
timeout Returned value of actual active timeout in milliseconds
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
1.2.1.2 int csfflow_get_conn_state (csfflow_device_t ∗ dev, u_int32_t iface, struct
csfflow_conn_state ∗ state)
Get connection state on selected interface of the Flexible FlowMon.
Parameters:
dev Flow device structure
iface Interface number
state Returned connection state of selected interface
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
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1.2.1.3 int csfflow_get_ibuf_stats (csfflow_device_t ∗ dev, u_int32_t ibuf, struct csfflow_ibuf_stat ∗
stats)
Get statistics of selected IBUF in Flexible FlowMon.
Parameters:
dev Flow device structure
ibuf IBUF number
stats Returned statistics of selected IBUF
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
1.2.1.4 int csfflow_get_inactive_timeout (csfflow_device_t ∗ dev, u_int32_t ∗ timeout)
Get actual value of inactive timeout on Flexible FlowMon.
Parameters:
dev Flow device structure
timeout Returned value of actual inactive timeout in milliseconds
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
1.2.1.5 int csfflow_get_input_sampling (csfflow_device_t ∗ dev, u_int32_t ibuf, u_int32_t ∗ value,
int ∗ type)
Get actual settings of Input sampling method on Flexible FlowMon.
Parameters:
dev Flow device structure
ibuf IBUF number
value Returned value of Input sampling
type Returned type of sample and hold (0=constant, 1=variable)
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
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1.3 Flexible FlowMon device driver initialization and settings
Functions
• int csfflow_init (csfflow_device_t ∗dev, u_int64_t hgen_init)
Initialize Flexible FlowMon.
• int csfflow_set_active_timeout (csfflow_device_t ∗dev, u_int32_t timeout)
Set active timeout of Flexible FlowMon.
• int csfflow_set_inactive_timeout (csfflow_device_t ∗dev, u_int32_t timeout)
Set inactive timeout of Flexible FlowMon.
• int csfflow_set_input_sampling (csfflow_device_t ∗dev, u_int32_t ibuf, u_int32_t value, int type)
Set Input sampling method on Flexible FlowMon.
1.3.1 Function Documentation
1.3.1.1 int csfflow_init (csfflow_device_t ∗ dev, u_int64_t hgen_init)
Initialize Flexible FlowMon.
Parameters:
dev Flow device structure
hgen_init 64-bit HGEN initialization value
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
1.3.1.2 int csfflow_set_active_timeout (csfflow_device_t ∗ dev, u_int32_t timeout)
Set active timeout of Flexible FlowMon.
Parameters:
dev Flow device structure
timeout Activate timeout in milliseconds
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
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1.3.1.3 int csfflow_set_inactive_timeout (csfflow_device_t ∗ dev, u_int32_t timeout)
Set inactive timeout of Flexible FlowMon.
Parameters:
dev Flow device structure
timeout Inactivate timeout in milliseconds
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
1.3.1.4 int csfflow_set_input_sampling (csfflow_device_t ∗ dev, u_int32_t ibuf, u_int32_t value,
int type)
Set Input sampling method on Flexible FlowMon.
Parameters:
dev Flow device structure
ibuf IBUF number
value Value of Input sampling
type Type of sample and hold (0=constant, 1=variable, 2=byte deterministic)
Return values:
zero on success otherwise a negative error code
Note: The flow device must be opened with csfflow_open_init().
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1.4 Flexible FlowMon flow control management
Functions
• int csfflow_start (csfflow_device_t ∗dev)
Start processing of flow entries from hardware.
• int csfflow_stop (csfflow_device_t ∗dev)
Stop processing of flow entries from hardware.
1.4.1 Function Documentation
1.4.1.1 int csfflow_start (csfflow_device_t ∗ dev)
Start processing of flow entries from hardware.
Parameters:
dev Flow device structure
Return values:
zero on success otherwise a negative error code
1.4.1.2 int csfflow_stop (csfflow_device_t ∗ dev)
Stop processing of flow entries from hardware.
Parameters:
dev Flow device structure
Return values:
zero on success otherwise a negative error code
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1.5 Flexible FlowMon flow entry management
Functions
• unsigned char ∗ csfflow_getptr (csfflow_device_t ∗dev, unsigned int ∗len)
Get pointer to flow entry - one expired FlowRecord.
• u_int64_t csfflow_get_current_uptime (csfflow_device_t ∗dev)
Get 64-bit current uptime after system boot (in milliseconds).
1.5.1 Function Documentation
1.5.1.1 u_int64_t csfflow_get_current_uptime (csfflow_device_t ∗ dev)
Get 64-bit current uptime after system boot (in milliseconds).
Parameters:
dev Flow device structure
Return values:
64-bit system uptime in milliseconds
zero I/O error
1.5.1.2 unsigned char∗ csfflow_getptr (csfflow_device_t ∗ dev, unsigned int ∗ len)
Get pointer to flow entry - one expired FlowRecord.
Parameters:
dev Flow device structure
len Pointer to received length (will be stored here)
Return values:
zero on error, pointer to data on success
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1.6 Flexible FlowMon flow value management
Functions
• int csfflow_get_flowrecord_form (csfflow_device_t ∗dev, struct csfflow_frecord ∗flow_record)
Get structure of FlowRecords comming to SW from Flexible FlowMon firmware.
• int csfflow_getval (csfflow_device_t ∗dev, void ∗ptr, int type, int size, void ∗retval)
Return value of given type and size from given FlowRecord.
1.6.1 Function Documentation
1.6.1.1 int csfflow_get_flowrecord_form (csfflow_device_t ∗ dev, struct csfflow_frecord ∗
flow_record)
Get structure of FlowRecords comming to SW from Flexible FlowMon firmware.
Parameters:
dev Flow device structure
flow_record Returned structure of FlowRecord
Return values:
zero on success otherwise a negative error code
1.6.1.2 int csfflow_getval (csfflow_device_t ∗ dev, void ∗ ptr, int type, int size, void ∗ retval)
Return value of given type and size from given FlowRecord.
Parameters:
dev Flow device structure
ptr Pointer to FlowRecord
type Type of requested Flow item
size Size of requested Flow item (in Bytes)
retval Returned value of requested Flow item
Return values:
zero on success otherwise a negative error code
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1.7 Flexible FlowMon flow items management
Functions
• int csfflow_get_flow_item_id (1 char ∗str)
Get ID of the Flow item in given string according to IPFIX standard.
• int csfflow_get_flow_item_name (int id, char ∗name, int max_size)
Get name of Flow item decoded from ID.
1.7.1 Function Documentation
1.7.1.1 int csfflow_get_flow_item_id (1 char ∗ str)
Get ID of the Flow item in given string according to IPFIX standard.
Parameters:
str Flow item string
Returns:
Flow item ID or -1 on error
1.7.1.2 int csfflow_get_flow_item_name (int id, char ∗ name, int max_size)
Get name of Flow item decoded from ID.
NOTE: It is neccesary to have allocated memory for returning string
Parameters:
id Flow item ID
name returning Flow item name
max_size size of allocated memory (recomended is about 30B)
Returns:
zero on succes otherwise error
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