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Abstract
In order to give a general statistical description of turbulence, one tries to identify univer-
sal statistical features, common to a wider class of turbulent ows. In 1988, Kraichnan and
Panda discovered one such possibly universal feature, namely, the fact that Navier-Stokes
turbulence tends to reduce the strength of the nonlinearity in its governing equations. In
the rst part of the manuscript we consider the strength of the nonlinear term and, more
precisely, of its uctuations in isotropic turbulence. In order to measure this strength, we
compare to the case of a ow eld with the same energy distribution where the modes are
statistically independent, as is the case in Gaussian noise. It is shown that the turbulent
ow self-organizes towards a state in which the nonlinearity is reduced, and it is discussed
what the implications of this reduction are. Also, in two dimensions it is illustrated how
this self-organization manifests itself through the appearance of well-dened vortical ow
structures.
In the second part of the manuscript, we investigate the dynamics of the Hasegawa-
Wakatani model, a model relevant in the study of magnetically conned fusion plasmas.
The two-dimensional version of this model is considered, which includes some key features
of the turbulent dynamics of a tokamak-edge. We consider the limit of the model in which
the nonlinearity is reduced with respect to the linear forces. For this weakly nonlinear, wave
dominated regime, analytical predictions suggest the presence of a feedback loop in which
energy is transferred to highly anisotropic zonal ows by nonlocal interactions. We conrm
these predictions and we demonstrate a strong suppression of the turbulent radial particle
ux. In wall bounded geometry, the same mechanism is observed and here also the ux is
eciently reduced by the turbulence-zonal ow interaction.
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Prologue
Each turbulent ow is dierent and even each realization of a turbulent ow is dierent.
The intrinsic chaotic nature of turbulent ows and the large number of excited modes allow
for a virtually innite number of possible realizations. To describe the general behavior of
turbulent ows, one therefore necessarily needs to focus on the statistics. In order to give a
general statistical description of turbulence one tries to identify universal statistical features,
common to a wider class of turbulent ows. But even in the its statistics, only few universal
features can be discerned, and one is rapidly led to considering subclasses of ows in a certain
geometry or forced in a particular manner.
If one restricts his attention to three-dimensional high Reynolds number ows, forced at
the large scales, some aspects, such as the temporal uctuations of the velocity at a point in
space, turbulence seems to behave completely randomly, i.e., as if it consisted of independent
Fourier modes like in a Gaussian eld. However, the existence of an inertial range, which we
will introduce below, and the tendency to transfer energy towards small scales seems to be a
generic feature and this feature distinguishes turbulence from Gaussian noise. This tendency
also exists in the two-dimensional case, but there the ow of energy is not necessarily towards
the small scales, but rather towards the large scales.
Indeed, the energy cascade, whatever its direction is, is one consequence of the depen-
dence between the modes that constitute the ow. This interdependence is created by the
nonlinear term in the Navier-Stokes equations and this nonlinearity will be our main sub-
ject of investigation. In the rst part of the manuscript we will consider the strength of
the nonlinear term and, more precisely, of its uctuations in isotropic turbulence. In order
to measure this strength, we will compare to the case of a ow eld where the modes are
statistically independent, as is the case in Gaussian noise.
It will be shown in chapter 2 and 3 that the turbulent ow self-organizes towards a
state in which the nonlinearity is reduced. In particular in two dimensions (chapter 3) it is
illustrated how this self-organization manifests itself through the appearance of well-dened
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vortical ow structures.
In the second part of the manuscript, a two-dimensional model is considered which was
derived in the context of magnetically conned fusion plasmas. An important dierence of
the model with respect to the two-dimensional turbulence considered in the rst part, is the
presence of linear eects in the governing equations. In the case of a small nonlinearity, this
time compared to the linear terms instead of compared to a Gaussian eld, again an impor-
tant eect of self-organization is observed, represented by the birth of strongly anisotropic
structures, called zonal ows.
The practical importance of these zonal ows on the operation of magnetically conned
fusion plasmas is that they reduce the level of turbulent uctuations, and, more importantly,
the radial turbulent plasma ux. It is this turbulent ux, which determines the connement
quality of fusion plasmas and its suppression is therefore of major importance. In the last
chapter, chapter 6, it is investigated whether this process of self-organization and reduced
particle ux subsists if a more realistic geometry is considered.
6
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Depletion of nonlinearity in freely
decaying turbulence
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Introduction
In this rst part we consider the self-organization of isotropic Navier-Stokes turbulence
in two and three dimensions. In particular will we focus on the nonlinear term in the Navier-
Stokes equations, which is the heart of the turbulence problem. To measure the strength of
the nonlinearity, we will compare the magnitude of the nonlinearity, in chapter 2 and 3, to
the nonlinearity measured in a Gaussian eld with the same energy distribution, a measure
suggested by Kraichnan and Panda [2].
Kraichnan and Panda showed that the mean-square value of the nonlinear term was
signicantly smaller than the same quantity in the Gaussian reference eld. Subsequently,
they inferred from results of both Direct Numerical Simulation (DNS) and Betchov models
that this behavior, which they called depletion of nonlinearity, might be a generic feature
of systems containing a quadratic nonlinearity. Indeed, it was shown subsequently that the
eect was not only observed in three-dimensional Navier-Stokes turbulence, but also in the
advection of a passive scalar [3, 4], in magnetohydrodynamics [5, 6] and in two-dimensional
turbulence [7]. In a recent work [8] two-point closure computations were used to investigate
the eect in isotropic turbulence at high Reynolds number, and according to these closure
results the depletion of nonlinearity subsists in the limit of high Reynolds numbers. It is
this possible universal character that motivated to consider the depletion of nonlinearity in
some more detail in the present investigation.
In the present work we will focus on several aspects of the depletion of nonlinearity and in-
vestigate quantities which are related to the mean-square nonlinearity in the Navier-Stokes
equation. These quantities are the mean-square vorticity nonlinearity and the Reynolds
stress uctuations. We will consider their wavenumber spectra, scaling and their non-
Gaussianity. All the results will be presented for the case of freely decaying turbulence.
this limits the simulations to relatively low Reynolds numbers, but it avoids the possible
interference of the forcing mechanism with the considered phenomena.
In the next chapter some standard statistical quantities will be reviewed, and some non
9
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standard quantities will be introduced. The behaviour of the dierent quantities will be
illustrated by the results of Direct Numerical Simulations (DNS). In Chapter 2 we will
focus on the depletion of nonlinearity in three-dimensional turbulence. In Chapter 3 this
phenomena will be discussed in the framework of two-dimensional turbulence.
10
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Statistical description of isotropic
turbulence
In this chapter we present a short introduction to the statistical description of isotropic
turbulence, Section 1.1. Then, in Section 1.2 we will introduce the nonlinearity of the
Navier-Stokes equations and its spectra. The scaling analysis of the nonlinearity spectra
of the Navier-Stokes equations will also be discussed in that section. In Section 1.3 we
will discuss the nonlinearity in the vorticity equation and its dierent contributions. The
concepts introduced and reviewed in this chapter will be illustrated by the results obtained
from direct numerical simulations of decaying isotropic turbulence, the details of which are
presented in Appendix B.
1.1 Brief introduction to the statistical description of
turbulence
To investigate the statistical properties of turbulent uid motion we will restrict our
attention to the dynamics of an incompressible Newtonian uid which is governed by the
Navier-Stokes equation:
@u(x; t)
@t
+ (u(x; t)  r)u(x; t) =  1

rp(x; t) + r2u(x; t); (1.1)
r  u(x; t) = 0: (1.2)
Here u(x; t) is the three-dimensional velocity eld,  is the density (which is chosen unity
in the following without loss of generality), p(x; t) is the pressure and  is the kinematic
viscosity. The second term in Eq. (1.1) is nonlinear and, as we will show later, this term is
responsible for the cross-scale energy transfer. If this term becomes large compared to the
11
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last term (the viscous stress term) in Eq. (1.1), the ow becomes sensitive to perturbations
and a transition from laminar to turbulent is observed in general. To quantify the ratio of
inertial eects to viscous eects, the Reynolds number is introduced:
Re =
O((u  r)u)
O(4u) =
U2=L
U=L2
=
UL

; (1.3)
where U is the root-mean-square of the velocity and L is a characteristic lengthscale. If
the Reynolds number is based on the integral lengthscale L, characterizing the size of the
large-scale structures, we will indicate the Reynolds number by ReL. Another frequently
used lengthscale in the denition of the Reynolds number is the Taylor microscale . If this
lengthscale is used, the Reynolds number will be indicated by Re and given by (see for
example [9]),
Re =
U

= U2
r
15

; (1.4)
where  is the energy dissipation rate, which will be dened later.
One of the main problems in the description of turbulent ows is that they have random
nature and the evolution of the system is unpredictable. The unpredictable nature of uid
motion impedes an exact description of turbulent ows. For this reason the statistical
description must be used for its study. The statistical study of turbulence can be used
to evaluate a wide range of turbulent properties. If the statistics of these properties are
completely dierent in each considered ow, no general understanding will be obtained from
them and the description of such kind of turbulent ows will become completely empirical.
It is therefore important, if one wants to be able to do any predictions on the statistics of
a ow, to nd properties which are universal over a class of turbulent ows. What these
properties are, and how we dene a class of turbulent ows are now two important questions.
Most practical ows are not statistically homogeneous, since their statistics are not invariant
under a translation in space. These inhomogeneities, in general induced by walls or solid
obstacles, generate a wide range of possible mean ows. Universality is more possibly found
in the uctuations around the mean value and their inuence on the mean ow.
Let us decompose a turbulent quantity in its mean and its uctuating parts by introducing
the Reynolds decomposition. For the components of the velocity vector eld we have:
ui = huii+ u0i; (1.5)
where huii is the "ensemble" averaged value and u0i is the uctuation.
12
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Homogeneous isotropic turbulence
Academically, a ow which is as simple as possible, while keeping its fully turbulent
properties is Homogeneous Isotropic Turbulence (HIT), introduced by Taylor [10]. Homo-
geneous turbulence is the turbulence that is statistically invariant under space translation.
Now, if homogeneous turbulence is statistically invariant under rotation it is called isotropic.
Hereby, the mean ow huii in Eq. (1.5) must be zero in such a ow. Generating isotropic
turbulence experimentally is not so simple. The inuence of boundaries breaks the isotropy.
For example, in the atmosphere boundaries are far away but the inuence of buoyancy and
rotation breaks the rotational symmetry. In laboratory experiments, in particular in the
decaying turbulent ow behind a grid, approximately homogeneous isotropic turbulence can
be observed if one places himself in the reference frame moving with the mean velocity. How-
ever, nowadays numerical experiments are probably the best tool to study this particular
class of turbulent ows since the symmetries of HIT allow for an ecient computation of its
dynamics.
As mentioned before we will consider statistics of turbulent ows. A general quantity of
interest in theoretical and experimental work is the following
hui(x1; t)uj(x2; t) : : : ul(xn; t)i (1.6)
called a single-time moment of order n. The most important moment to study homogeneous
turbulence is the velocity correlation tensor
Rij(r; t) = hui(x  r; t)uj(x; t)i : (1.7)
Here it is assumed that huii = 0 by isotropy. This quantity is a tensor of rank 2 and it has
several features:
Rij(r) = Rji( r) (1.8)
@Rij(r)
@ri
=
@Rij(r)
@rj
= 0; (1.9)
where (1.8) is a consequence of homogeneity and (1.9) follows from incompressibility. Because
of isotropy, the second order tensor Rij(r) can be written as a combination of two scalar
functions,
Rij(r) = f(r)ij + g(r)rirj
r2
: (1.10)
The functions f(r) and g(r) are not independent, and a relation between the two can be
obtained using expression (1.9), see Batchelor 1953 [11] for details.
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Spectral representation
The Fourier representation of the velocity eld allows to consider components at various
scales, since Fourier components at dierent spatial frequencies represent distinct scales of
motion. Thereby it is possible to give a precise meaning to concepts such as the energy of a
particular scale of motion. A statistical homogeneous velocity eld can be represented as a
sum of Fourier modes:
u(x; t) =
Z +1
 1
u(k; t)eikxdk; (1.11)
where k is the wave vector. It follows that the inverse representation of the velocity Fourier
mode can be written as
u(k; t) =

1
2
3 Z +1
 1
u(x; t)e ikxdx: (1.12)
This representation can be immediately applied to the moments
hui(k)uj(p)i =

1
2
6 Z +1
 1
Z +1
 1
hui(x)uj(y)i e ikx ipydxdy (1.13)
and making the change of variables r = x  y yields
hui(k)uj(p)i = Sij(k)(k + p); (1.14)
where
Sij(k) =

1
2
3 Z +1
 1
Rij(r)e ikrdr (1.15)
and
(p) =

1
2
3 Z +1
 1
e ipydy: (1.16)
Isotropy allows to simplify relation (1.14) and to express it as a function of wave vector k
and the second order tensor ij
Sij(k) = A(k)kikj +B(k)ij: (1.17)
A spatial derivative in the i-direction correspond to a multiplication by iki in Fourier space.
Therefore, the equation for incompressibility in Fourier space gives
ikiSij(k) = 0: (1.18)
Then relation (1.14) can be expressed as
Sij(k) = B(k)

ij   kikj
k2

= B(k)Pij(k); (1.19)
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where
Pij(k) = ij   kikj
k2
: (1.20)
Here the scalar function B(k) can be related to the spectral density of kinetic energy. For
example in the three-dimensional case we haveZ
E(k)dk =
1
2
Z
hui(k)ui( k)i dk = 1
2
Z 1
0
Z 2
0
Z 
0
B(k)Pii(k)k
2 sin()dddk; (1.21)
and solving for B(k) we will have
B(k) =
E(k)
4k2
: (1.22)
In isotropic, incompressible turbulence, the second order tensor Sij(k) is thus completely
determined by one scalar function E(k), the energy spectrum. Its relation to the kinetic
energy E of the ow is
E(t)  1
2
huiuii =
Z
E(k; t)dk: (1.23)
Whereas in laboratory experiments it is not straight-forward to generate an isotropic
turbulent ow, in numerical experiments it is relatively easy to construct statistically homo-
geneous, isotropic initial conditions. For this we generally use a Gaussian white noise process
ai(k). The components of the velocity eld in Fourier space for the three dimensional case
can be dened by
ui(k) =
E(k)
4k2
Pij(k)aj(k): (1.24)
The resulting Gaussian eld is completely determined by its energy spectrum E(k). This
procedure which allows to generate Gaussian elds with a prescribed energy distribution
will be an important tool in the present investigation. The velocity eld dened by re-
lation (1.24) satises the requirements of isotropic, homogeneous, incompressible ow and
has the isotropic energy spectrum E(k). In the present case we prescribe the spectrum
E(k)  k4 exp( 2k2=k20), where k0 corresponds to the maximum of the energy spectrum.
In gure 1.1 we present snapshots of an initial velocity eld dened as white noise ai(k),
left gure, and dened by (1.24), right gure. In view of the fact that the initial eld is a
Gaussian white noise, the kinetic energy spectrum shows a k2 power law, see gure 1.2(left),
while for the initial eld dened by (1.24) the kinetic energy spectrum satises the chosen
E(k), see gure 1.2(right). If we will compute the probability density function of the velocity
components it will obey a Gaussian distribution for both cases, as shown in gures 1.3.
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Figure 1.1: Initial velocity eld. Left: gaussian white noise; Right: initial velocity eld
dened by (1.24).
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Figure 1.2: Left: Spectrum of the kinetic energy for the white noise velocity eld; Right:
Spectrum of the kinetic energy for the velocity eld dened by (1.24).
Kinematics and dynamics of decaying turbulence
Now we will consider some of the kinematical and the dynamical properties of decaying
turbulence. Let us consider the evolution of kinetic energy for freely decaying isotropic
turbulence in a cubic domain of size 2 with periodic boundary conditions, in the absence
of solid obstacles and body forces. To derive the evolution equation for E(k), we start from
16
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Figure 1.3: Left: Probability density function for the white noise velocity eld; Right:
Probability density function for the velocity eld dened by (1.24). The solid line is a
Gaussian distribution with the same standard deviation as the original eld.
the Navier-Stokes equations in Fourier space,
@ui(k)
@t
+ ikj(ui(k)
 uj(k)) =  ikip(k)  k2ui(k) (1.25)
ikiui(k) = 0; (1.26)
where 
 denotes a convolution product. The pressure can be eliminated from the rst equa-
tion by taking the divergence of the rst equation and using the incompressibility condition,
equation (1.26), yielding
p(k) =  kikj
k2
(ui(k)
 uj(k)); (1.27)
so that equation (1.25) becomes
@ui(k)
@t
=  ikmPij(k)[um(k)
 uj(k)]  k2ui(k): (1.28)
Multiplying this equation by its conjugate 1 and summing it we obtain, after averaging,
@E(k; t)
@t
= T (k; t)  2k2E(k; t): (1.29)
The rst term on the RHS of (1.29) is the nonlinear transfer
T (k; t) = 2k2klPijRe

i
Z
k=p+q
huj(p)ul(q)ui( k)i dpdq

; (1.30)
where Re denotes the real part. This term involves the interaction of scales with dierent
wavenumbers. Integrating equation (1.29) over all k, we obtain the equation for the evolution
1. u(k) = u( k)
17
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of the kinetic energy,
@E
@t
=  2
Z +1
0
k2E(k; t)dk =  ; (1.31)
where  is the viscous dissipation rate of kinetic energy in the system,
 = 

@ui
@xj
@ui
@xj

: (1.32)
Figures 1.4 and 1.5 illustrate the time evolution of the kinetic energy and the kinetic en-
ergy dissipation rate for four dierent Reynolds numbers, respectively. The details of the
simulations presented here and the numerical method used are given in Appendix B.
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Figure 1.4: Evolution of the kinetic energy for four dierent Reynolds numbers.
Since for isotropic turbulence, the destruction of kinetic energy is caused only by the
viscous term, we nd that the integral of the nonlinear transfer term is zero:Z +1
0
T (k; t)dk = 0: (1.33)
This means that T (k; t) only transfers energy between dierent wavenumbers. Figure 1.6
shows the distribution in wave number space of the nonlinear transfer term T (k; t), which
illustrates that in the present case the energy is transferred from the large scales with small
wavenumbers to the small scales corresponding to higher wavenumbers.
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Figure 1.5: Evolution of the kinetic energy dissipation rate for four dierent Reynolds num-
bers.
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Figure 1.6: Nonlinear transfer term for the four dierent Reynolds numbers as a function of
k.
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From equation (1.31) we see that the dierent scales k contribute to the viscous dissipa-
tion as
D(k) = 2k2E(k): (1.34)
In gures 1.7 we show the energy spectrum E(k) (Top) and the dissipation spectrum D(k)
(Bottom) for the four simulations evaluated at time t = 3:0. It is observed that the peak
of the dissipation spectrum moves slowly towards higher k when the Reynolds number is
increased. The peak of the energy spectrum remains however located at the small wavenum-
bers.
Therefore, at very high Reynolds numbers (higher than we can obtain in our simulations)
for the large scale motion, containing the bulk of the energy, the viscous eects are negligible.
The dissipation of the energy happens dominantly in the small scales of motion. This concept
of scale separation is the backbone of the Richardson-Kolmogorov theory of the energy
cascade [12, 13]. The energy is transferred from the large scales to the small scales of motion
almost without dissipation. And in the small scales the energy dissipates by viscous eects
and is transformed to heat. Only at very high Reynolds numbers it is possible to dene an
inertial range of scale l that is much smaller than L and yet very large compared with the scale
of dissipation. Combining this phenomenological picture with dimensional analysis can give
predictions of some local properties of turbulence in the inertial range. Let us consider the
energy ux from the large scales to the small scales in spectral space. If no dissipation takes
place at intermediate scales, it is obvious that in an equilibrium state this spectral energy
ux must be equal to the total energy dissipation . There is one possible combination of
the characteristic length scale l or wavenumber k and the total energy dissipation  that will
give the same dimension as the energy spectrum,
E(k)  2=3k 5=3: (1.35)
This relation was rst proposed by Kolmogorov [13, 14]. The relation (1.35) is known as the
Kolmogorov-Obukhov law and gives a prediction of the inertial range scaling of the kinetic
energy spectrum in statistically stationary high Reynolds number isotropic turbulence. To
obtain the characteristic length scale of the energy dissipation rate we must integrate the
dissipation spectrum D(k) over k in a range from 0 to k, where we presume that k indicates
the high-wavenumber end of the inertial range, where the spectrum will fall o rapidly.
 =
Z k
0
2k2E(k)dk 
Z k
0
2k22=3k 5=3dk  2=3k4=3 : (1.36)
Thus, k is the characteristic wave number of the energy dissipation scales, k =  1. Ex-
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Figure 1.7: Energy spectrum E(k) (Top) and Dissipation spectrum D(k) (Bottom) for four
dierent values of the Reynolds number. Evaluated at t = 3:0.
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Figure 1.8: Energy spectrum for four dierent values of the Reynolds number. Evaluated at
t = 3:0.
pressing from this relation , choosing the proportionality constant in (1.36) unity,
 =

3

1=4
: (1.37)
This quantity characterizes the dissipation length scale and is called the Kolmogorov scale. In
practice the energy spectrum is not given by a clear k 5=3 power law but the estimate (1.37)
gives in general a good estimation of the scale where viscous eects begin to dominate over
inertial eects.
In Figure 1.8 we show the energy spectrum evaluated at t = 3:0 of a simulation of
decaying isotropic turbulence starting from an initial condition with Reynolds number
Re(t = 0) = 35; 86; 155 and 302. Both the energy spectrum and the wavenumber are
normalized by Kolmogorov units, i.e. length scales and time scales constructed on the vis-
cosity and dissipation. At the highest Reynolds number an approximate inertial range is
observed and all the spectra collapse in the dissipation range.
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1.2 Nonlinearity in the Navier-Stokes equations
As we already stated in the introduction, the magnitude of the nonlinear eects in the
Navier-Stokes equations plays an important role in the dynamics of turbulence. Before we
will start to describe the dynamical role of the nonlinearity, we would like to say a few
words about some kinematic features of nonlinearity, how nonlinearity can be represented in
mathematical equations and to which physical phenomena it corresponds. We rewrite the
Navier-Stokes equations (1.1) for an incompressible, Newtonian, constant-density velocity
eld u, with  the kinematic viscosity and p the pressure in the form
[@t   ]u =N (1.38)
N =   (rp+ u  ru) (1.39)
r  u = 0: (1.40)
The ensemble average of the square nonlinear term (1.39) is

jN j2 = 
ju  ruj2 + 2(u  ru)  (rp) + jrpj2 : (1.41)
Let us rewrite the second term on the RHS in Fourier space
F f(u  r)u  rpg = ikjui((k)
 uj(k))  ikikmkn
k2
(um(k)
 un(k))
=   k2kikj
k2
kmkn
k2
(ui(k)
 uj(k))(um(k)
 un(k))
=   (F frpg)2 ; (1.42)
where F fg indicates direct Fourier transform and where, using the condition of incompress-
ibility we expressed the dierent terms as
F f(u  r)ug = ikj(ui(k)
 uj(k)) (1.43)
and
F frpg =  ikikmkn
k2
(um(k)
 un(k)): (1.44)
Thus, using homogeneity we can write a relation for the ensemble average of the square
nonlinear term (1.41) substituting (1.42) as

jN j2 = 
ju  ruj2i   hjrpj2 : (1.45)
N is a vector and its average is therefore zero in an isotropic ow. The quantity hjN j2i
measures the strength of the uctuations of the nonlinear term.
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Equation (1.38) can be Fourier transformed to yield
@t + k
2

u(k) =N (k) (1.46)
k  u(k) = 0; (1.47)
For the following investigations, which is the illustration of dierent ow patterns which aect
the nonlinearity, it turns out to be convenient to rewrite the nonlinear term somewhat. Using
relation (1.44) the pressure can be eliminated from the above equations, and the nonlinear
term can also be written as
N(k) = (k)  ((k)  k)k
k2
(1.48)
with
(k) = F fg = F fu !g (1.49)
the Fourier transform of the Lamb-vector. The vorticity is given by ! = ru. Expression
(1.48) shows that the nonlinear term is the solenoidal part of the Lamb-vector, i.e., the pro-
jection of the Lamb-vector on the plane perpendicular to the wave-vector. We can therefore
write the following expressions,
s = N
p = F 1

((k)  k)k
k2

; (1.50)
in which the indices s; p denote solenoidal and potential components, respectively, and where
the F 1 denotes an inverse Fourier transform. Since the Lamb-vector contains the product of
two elds, its Fourier transform (k) becomes a convolution, which couples all the dierent
modes in the ow,
(k) =
Z
u(p) !(k   p)dp: (1.51)
We see thus that the Lamb-vector plays an important role in the nonlinearity of the
Navier-Stokes equations, and we further see that this vector introduces a coupling of dierent
scales of motion. To further investigate the multi-scale character, we will introduce some
new wavenumber spectra in the following sections.
The nonlinearity spectra of the Navier-Stokes equations
Wavenumber spectra, such as the energy or dissipation spectrum introduced in Section 1
characterize the distribution of a certain quantity over scales. Equivalently to the energy
spectrum we dene the nonlinearity spectrum such that,Z
W (k)dk =

jN j2 : (1.52)
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Figure 1.9: Nonlinearity spectrum for four dierent values of the Reynolds number. Evalu-
ated at t = 3:0. ~W (k) = W (k)=(U23=4 1=4).
This quantity was introduced by Chen et al. [15]. Instead of the distribution of the mean-
square velocity uctuations over scales, the spectrum W (k) represents the scale distribution
of the mean-square nonlinearity. In Figure 1.9 we show the nonlinearity-spectrum W (k),
for the dierent Reynolds numbers. It is observed that this spectrum peaks at a higher
wavenumber than the energy-spectrum, and in the inertial range of E(k), as far as one can
discern one, W (k) is an increasing function of k. To investigate the asymptotic inertial
range behavior of W (k), much higher resolutions are needed. We will not focus on that
issue in the present manuscript. Recently Bos & Rubinstein investigated this quantity at
high Reynolds numbers [8] using a closure approach. The wavenumber dependence of this
quantity at asymptotically high Reynolds number was shown to scale as
W (k)  ~U22=3k1=3; (1.53)
with ~U a characteristic large-scale velocity. The k1=3 dependence is also displayed in gure 1.9
for comparison. The presence of ~U in this scaling shows that the nonlinearity spectrum is
aected by the sweeping of the energy scales, which determine ~U .
The study of Chen et al. [15] was the rst investigation which presented results of the
nonlinearity spectrum obtained from DNS. The parameters they used correspond to our
simulation at an initial Reynolds number Re = 35.
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The initial Reynolds number Re = 302 of the fourth simulation is approximately one
order of magnitude larger and two orders of magnitude if we consider the Reynolds number
based on the integral scale. In this latter simulation the appearance of an approximate
inertial range can be discerned, even though the Reynolds number is still too small for a
clear scale-separation.
In the following chapter we will use this spectrum to investigate the scale distribution
of the depletion of nonlinearity by comparing this spectrum to the same quantity computed
in a Gaussian eld. This will not only show whether the nonlinearity is reduced, but also
at which scales this depletion takes place. We will come back to the investigation of this in
Chapter 2.
Since the nonlinear term in equation (1.39) consist of two parts, the advection of ve-
locity and the gradient of pressure, we will subdivide the nonlinearity spectrum into two
contributions
W (k) = W(ur)u(k) Wrp(k); (1.54)
According to expression (1.45) we haveZ
W(ur)u(k)dk =

ju  ruj2 ; (1.55)
Z
Wrp(k)dk =

jrpj2 : (1.56)
In Bos & Rubinstein [8] it was shown that the scaling of the rst spectrum is given by
W(ur)u(k)  ~U22=3k1=3 (1.57)
Figure 1.10 illustrates the wavenumber dependence of the W(ur)u(k) spectrum. By Gotoh
& Fukayama [16] it was observed that the scaling for the spectrum of the pressure gradient
term is
Wrp(k)  4=3k 1=3: (1.58)
This allows us to evaluate the ratio of the two contributions in (1.45),
hju  ruj2i
hjrpj2i 
R k
0
W(ur)u(k)dkR k
0
Wrp(k)dk

R k
0
~U22=3k1=3dkR k
0
4=3k 1=3dk
 ~U2 2=3k2=3 (1.59)
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Figure 1.10: Advection term spectrum. Evaluated at t = 3:0. ~W(ur)u(k) =
W(ur)u(k)=( ~U23=4 1=4).
so that, using (1.37) we have
hju  ruj2i
hjrpj2i  Re: (1.60)
This result shows that in the limit of high Reynolds numbers the contribution of the pres-
sure gradient term to the total nonlinear eects is negligible compared with the advection
term. Therefore, if we are interested in the description of the strength of the nonlinearity
at asymptotically high Reynolds numbers, it is most signicant to evaluate the magnitude
of the norm of the advection term. Note however that this does not mean that the pressure
term is unimportant, but its magnitude will insignicantly contribute to the strength of the
nonlinearity at very high Reynolds numbers.
1.3 Nonlinearity in the vorticity equation
A complementary view of the role of the nonlinearity uctuations on the turbulent dy-
namics is obtained by considering the dynamics of the vorticity. Taking the curl of the
Navier-Stokes equations, one obtains the vorticity equation,
[@t   ]! = !  ru  u  r! (1.61)
= r : (1.62)
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From equation (1.61), we see that the nonlinear term can be subdivided into two distinct
terms. The rst, !  ru, represents the interaction of the velocity gradient tensor with
the vorticity, and contains the physical process of vortex stretching. The second, u  r!,
corresponds to the advection of the vorticity by the velocity. From equation (1.61) we have,
jr  j2 = j!  ruj2 + ju  r!j2   2(!  ru)  (u  r!): (1.63)
How large the contributions of the dierent terms are will be discussed in the next section.
The nonlinearity spectra of the vorticity equation
To study the strength of the nonlinearity in the vorticity equation we will dene the
wavenumber spectra corresponding to the dierent contributions in the mean-square vorticity
nonlinearity (1.63). Z 1
0
W!(k)dk =

jr  j2Z 1
0
W(!r)u(k)dk =

j!  ruj2Z 1
0
W(ur)!(k)dk =

ju  r!j2Z 1
0
WC(k)dk = h(!  ru)  (u  r!)i : (1.64)
The spectrum W(!r)u(k) measures thus the strength of the vortex stretching term as a
function of scale, W(ur)!(k) the vortex advection term and WC(k) measures the cross-term.
The three latter spectra can obviously be summed to yield,
W!(k) = W(!r)u(k) +W(ur)!(k)  2WC(k): (1.65)
As we already showed above in the inertial range the spectrum W (k) presents a scaling
determined by large-scale sweeping [8],
W (k)  ~U22=3k1=3; (1.66)
with ~U a characteristic large-scale velocity. It can be shown rather easily that W!(k) =
k2W (k), so that the scaling for the vorticity nonlinearity W!(k) yields
W!(k) = k
2W (k)  ~U22=3k7=3: (1.67)
We have investigated how the dierent contributions scale assuming a joint Gaussian
distribution of the Fourier modes and an energy spectrum E(k)  2=3k 5=3. The details
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Figure 1.11: Top: W(!r)u(k) spectrum. ~W(!r)u(k) = W(!r)u(k)=(7=4 5=4). Bottom:
W(ur)!(k) spectrum. ~W(ur)!(k) = W(ur)!(k)=( ~U25=4 7=4). Evaluated at t = 3:0.
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of this analysis are reported in Appendix A. It is shown there that the vortex-stretching
W(!r)u(k) spectrum scales proportional to k5=3,
W(!r)u(k)  4=3k5=3: (1.68)
For the vortex-advection spectrum W(ur)!(k) the scaling is
W(ur)!(k)  ~U22=3k7=3: (1.69)
The contribution of the cross term WC(k) is shown to be small.
The results for the contributions W(!r)u(k) and W(ur)!(k) obtained from DNS are
shown in Figure 1.11. Here we compared the vortex-advection spectrum W(ur)!(k) with
a power law proportional to k7=3 and the vortex stretching term W(!r)u(k) with a power
law proportional to k5=3. It is evident that the choice of the low initial Reynolds numbers
can not provide a wide inertial range, and we can not observe a clear range of the spectrum
which satises this power law, but is seems clear that the scaling of W(ur)!(k) is steeper
than the scaling of W(!r)u(k). It was shown in [8] that Gaussian estimates give a good idea
of the inertial range scaling of the nonlinearity spectrum. This seems here also to be the
case.
By analogy to how we were able to obtain relation (1.60) we will consider here the ratio
of the mean square vorticity advection term to the mean square vortex stretching term,
assuming the spectra to scale according to the Gaussian prediction,
hju  r!j2i
hj!  ruj2i 
R k
0
~U22=3k7=3dkR k
0
4=3k5=3dk
 R: (1.70)
This result shows that the depletion of nonlinearity at high Reynolds numbers, as observed
by considering the value of hjr  j2i compared to its Gaussian value, is related to the
reduction of the vorticity advection term, since the other contributions contribute negligibly
to the vorticity nonlinearity at high Reynolds numbers. This does not mean that they
are unimportant. Indeed, vortex stretching might contribute negligibly to the mean-square
nonlinearity, but it is an important actor in the energy transfer mechanism between scales
in three-dimensional turbulence.
1.4 Relation to the Lagrangian dynamics of the velocity
gradient tensor
An important amount of recent literature is dedicated to the study of the velocity gradient
tensor, following its Lagrangian reference frame. In particular, one feature has received the
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attention. This feature is the tendency of the vorticity vector to align with the intermediate
eigenvector of the rate of strain tensor, a feature rst observed in Ref. [17]. Models trying
to explain these dynamics are for instance [18, 19, 20] and a recent review was written by
Meneveau [21]. Even though this feature might be related to the present investigation it
does not seem to be equivalent.
Indeed, in the present work we focus on the strength of the nonlinearity. As we saw in
the previous section, the relative contribution of the vortex stretching term to the magnitude
of the nonlinearity, which is the term related to the vorticity-rate of strain alignment phe-
nomena, is insignicantly small for high Reynolds numbers, according to expression (1.70).
This expression suggests that the magnitude of the nonlinearity is mainly determined by the
vorticity advection term.
Furthermore, in Chapter 3 we will show that the tendency of turbulence to reduce its
nonlinearity is also observed in two dimensions, and in two dimensions the velocity gradients
are always perpendicular to the vorticity. This suggests that the depletion of nonlinearity
is a more universal eect than the alignment between the vorticity and the intermediate
eigenvector of the rate of strain tensor. The possible relation between the above mentioned
works and present investigation certainly deserves further attention.
Enstrophy production as a measure of nonlinearity depletion
Another approach to measure the non-Gaussianity of turbulence is to consider the evo-
lution of the enstrophy. According to the denition of the enstrophy in Chapter 3, equa-
tion (3.7) the equation for the evolution of the enstrophy can be written as
1
2
@!2
@t
= !i!jsij + !ir2!i (1.71)
where sij is the strain tensor. The nonlinear term !i!jsij is known as the enstrophy pro-
duction term [22]. This quantity has been investigated in quite some detail by Tsinober and
coworkers (see [23], [24] and references therein). The enstrophy production contains a cubic
nonlinearity, consisting of a product of velocity and vorticity and its mean value is zero in a
Gaussian ow. A non-zero mean enstrophy production term therefore immediately indicates
a non-Gaussian behavior. Since the vortex stretching term !jsij is zero in two-dimensional
turbulence (see Chapter 3 Eq. (3.1)), the non-Gaussian behaviour of this quantity is, per-
haps, of less universal character than the nonlinear term in the governing equations on which
we focus in the present work.
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Chapter 2
Depletion of nonlinearity in 3D
turbulence
In the previous chapter we discussed dierent representations of the nonlinearity of the
Navier-Stokes equation and their scaling properties. In the present chapter we will try to
measure the depletion of nonlinearity and will discuss dierent ow-congurations which
lead to a reduced nonlinearity.
One can measure how strong the nonlinearity is, by comparing the norm of the nonlinear
term to the norm of the nonlinear term jNGj in a Gaussian eld with the same energy
distribution. This measure was suggested by Kraichnan and Panda [2], in an investigation
in which they showed that
hjN j2i
hjNGj2i (2.1)
was substantially below unity. Here G denotes the Gaussian eld. In the following we
will denote by the Gaussian Field a surrogate eld consisting of divergence-free independent
Fourier-modes, possessing the same energy distribution as the original eld. How to construct
such elds was shown in Section 1.1, relation (1.24), where we showed how to generate a
Gaussian incompressible eld with a prescribed energy distribution.
The investigation of Kraichnan & Panda and the subsequent work of Chen et al. [15]
which showed that the ratio (2.1) was below zero reported DNS results for decaying tur-
bulence starting from Re  35. One of the objectives of the present chapter is to show
how this ratio changes if the Reynolds number is increased. A second objective is to show
to what kind of ow patterns or structures this depletion corresponds in the turbulent ow
eld.
As mentioned before, we only consider freely decaying turbulence in the present work.
33
Chapter 2. Depletion of nonlinearity in 3D turbulence
Higher Reynolds numbers can be obtained if a large scale forcing is applied to the ow. But
the forcing could interfere with the phenomena we study here. Testing the robustness of the
phenomena by considering forced turbulence constitutes an interesting perspective.
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2.1 Manifestation and dierent patterns of the
depletion of nonlinearity
In the present section we will compare the statistics of decaying isotropic turbulence to the
statistics of a Gaussian eld. At each moment of comparison, a new, independent realization
of the Gaussian eld is generated by relation (1.24), with the same three-dimensional energy
distribution as the turbulent eld. The simulations are the ones discussed in Chapter 1.
The energy spectra of the turbulent elds were shown in gure 1.8. Those of the Gaussian
eld are the same by construction and we omit therefore to show them. The nonlinearity
spectrumW (k) of the Gaussian eld is not equal to its turbulent counterpart (see gure 1.9),
since the nonlinearity is depleted in turbulence. To measure the depletion of nonlinearity as
a function of scale, we present in Figure 2.1 (top) the ratio of W (k) in the turbulent ow
to WG(k), the nonlinearity spectrum computed from the Gaussian eld. It is observed that
the nonlinearity is depleted in the small scales (large wavenumbers), whereas it is enhanced
in the large scales. This behavior was also observed in reference [15], and in [4], for the
depletion of advection in the case of a passive scalar.
The total mean-square nonlinearity is obtained by integrating W (k) over all scales and
is shown in Figure 2.1 (bottom) as a function of time. The quantity hjN j2i is here compared
to its Gaussian value for four dierent initial Reynolds numbers, Re(t = 0) = 35; 86; 155
and 302, respectively. For every time-instant after the initialization the mean-square non-
linearity is smaller than its Gaussian value. The ratio jN j2=jNGj2 rapidly drops to a value
of approximately 0.5, and evolves slowly afterwards. At the end of the simulations, t = 3:0,
this value is approximately 0.6 and the Reynolds numbers are Re(t = 3:0) = 9:5; 18:71; 30:7
and 67, respectively. The behavior seems to be roughly independent of the Reynolds number
at the values considered here.
The fact that the total mean-square nonlinearity is depleted (Figure 2.1 (bottom)), de-
spite the super-Gaussian behavior observed in the largest scales (Figure 2.1 (top)), can be
explained by the fact that the mean-square nonlinearity is dominated by the contributions
at the small scales. This is clearly illustrated by the fact that the wavenumber spectrum
W (k) is an increasing function of the wavenumber (see Figure 1.9). For the same reason
the mean-square nonlinearity is sensitive to the behavior around the Kolmogorov scale. It
was observed in our simulations that scales at a value of k = 2 must be resolved to obtain
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results for the mean-square nonlinearity that are independent of the spatial discretization.
2.2 Flow congurations leading to depletion of
nonlinearity
It was shown in gure 2.1 (Bottom) that the depletion of nonlinearity is roughly indepen-
dent of the Reynolds number. We also showed that, comparing the wavenumber spectrum
of the nonlinearity to its Gaussian estimate, the small scales are mostly responsible for the
depression. These considerations were statistical. We will now try to identify mechanisms
or patterns in the instantaneous velocity eld, which are responsible for, or related to, this
depletion.
Flow conguration 1: Beltramization
Considering the Fourier-transform of the nonlinear term, expression (1.48), one observes
that the nonlinearity vanishes in a Beltrami-ow in which the velocity is aligned with the
vorticity in each point in space, since if uk!, we have
 = u ! = 0;
and thereforeN is zero everywhere. Beltramization, has thus a clear interpretation in physi-
cal space: locally strong helical structures (in which the velocity and the vorticity are aligned)
reduce the nonlinear term. These helical structures were suggested to play an important role
in the dynamics of turbulence [25, 26]. In several studies, starting with reference [27], the
importance of Beltramization was investigated. Subsequent studies focusing on velocity-
vorticity alignment are [28, 29, 30, 31]. In all these works some preferential alignment was
observed between the velocity and vorticity, as compared to a random distribution. How-
ever, it was shown rather rapidly after the rst publications on Beltramization, that this
alignment was relatively weak [32]. The study by Polifke [33] further questioned the im-
portance of helicity uctuations for the dynamics of coherent structures. In particular, in
reference [2] it was shown that Beltramization alone was not enough to explain the depletion
of nonlinearity observed in turbulence.
To illustrate the eect qualitatively we present in gure 2.2 the probability density func-
tion of the cosine of the angle  between vector of the velocity u and vector of the vorticity
!,
cos() =
u  !
jujj!j : (2.2)
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Figure 2.1: Top: normalized power spectrum W (k)=WG(k) of the nonlinear term for
t = 3:0. Bottom: time evolution of the normalized mean square of the nonlinear term
hjN j2i = hjNGj2i.
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Figure 2.2: The probability density for the distribution of the angle between velocity and
vorticity vectors, evaluated at t = 3:0.
Beltramization corresponds to a preferential alignment or anti-alignment, which manifests
itself as peaks around the values cos() = 1. Indeed, for all Reynolds numbers shown in
the gure, we observe such peaks, and Beltramization is thus present. In a Gaussian eld,
all dierent values are equally probable and this is indeed observed in the initial conditions,
where the pdf of the cos() is constant value of 0:5.
The mean square magnitude of the Lamb-vector is
hjj2i = hju !j2i = hjuj2!j2 sin2 i: (2.3)
If we assume that the angle  is statistically independent of the value of juj2!j2 we have
that
hjj2i = hjuj2!j2ihsin2 i: (2.4)
If the only mechanism leading to a depletion of nonlinearity is Beltramization, and if this
Beltramization is statistically independent of the value of juj2!j2 and the orientation of the
Lamb-vector with respect to the wavevector, then,
hsin2 i
hsin2 iG
(2.5)
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should give the same value as hjN j2i=hjN j2iG. The value of hsin2 i=hsin2 iG  0:85, which is
dierent from the value 0:6 observed in gure 2.1 (Bottom). This shows that Beltramization
alone is not enough to explain the observed depletion of nonlinearity. An additional argument
which shows that Beltramization can not be the only cause of the depletion of nonlinearity is
that if we consider the two-dimensional case, the Beltramization eect is not present, while
there is a suppression of nonlinearity. This will be shown in Chapter 3.
Figures 2.3(a,b,c) show the joint probability density functions p(jN j2=hjN j2i; cos(u;!))
for three dierent Reynolds numbers evaluated at the same time. In gure 2.3(d) we present
the same joint probability density function corresponding to the Reynolds number Re = 302
evaluated at the same time but in the Gaussian eld. We can discern a correlation between
small values of the square total nonlinear term and regions where the vectors of the velocity
and the vorticity are aligned. The red regions in the lower corners of each gure correspond
to a large number of occurrences in the instantaneous ow of a strong alignment between !
and u, combined with a low value of the nonlinearity. This is also the case for the Gaussian
eld. However, for the latter the value of the squared nonlinearity is centered around its
mean value, whereas for the turbulent elds this value is mostly below its mean values. This
result shows that Beltramization of turbulent ow contributes to the depletion of nonlinearity
but according to the above arguments it does not explain the whole eect.
Flow conguration 2: alignment of the Lamb-vector with the
wavevector.
A second mechanism to reduce the nonlinearity is the alignment of the Lamb-vector with
the wavevector (in the following denoted by k (k) alignment). To consider this mechanism
let us substitute (k) = k in expression (1.48)
N(k) = k   (k  k)k
k2
 0 (2.6)
and the two terms cancel immediately. In physical space, this mechanism can be understood
as follows: if we apply the Helmholtz decomposition to , decomposing into a solenoidal and
a potential part
 = s + p =N + F 1

((k)  k)k
k2

; (2.7)
the nonlinearity vanishes if the solenoidal part of the Lamb-vector is zero. If we write the
nonlinearity as
N =  r(p+ u
2
2
); (2.8)
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Figure 2.3: Joint probability density function p(jN j2=hjN j2i; cos(u;!)) evaluated at t = 3:0.
(a) Re = 86, (b) Re = 155, (c) Re = 302, (d) Re = 302 for the Gaussian eld.
we see that the potential part of the Lamb vector is
p = r(p+ u
2
2
): (2.9)
If we have in physical space a conguration in which  = p, the nonlinearity is depleted.
Quantifying this by computing the angle between p and  gives a pdf close to its Gaussian
estimate and is thus not very informative.
The kinematics of this decomposition in the context of the depletion of nonlinearity were
discussed by Tsinober [34]. The importance of this alignment was investigated in [35]. The
physical space picture is hard to visualize in a turbulent ow, since the local alignment in
Fourier space corresponds to a nonlocal picture, involving dierent ow locations, in physical
space.
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Flow conguration 3: Global organization.
The depletion of nonlinearity is a phenomenon which is dened in a statistical sense.
In equation (2.1) the ensemble average of the mean-square nonlinearity and its Gaussian
estimate is essential. Indeed, if a deterministic viewpoint of the depletion of nonlinearity
is adopted, one can locally in space determine patterns which lead to a reduced value of
the nonlinearity for a given value of the vorticity and velocity. This deterministic, local
characterization of ow patterns which lead to a reduced nonlinearity are described in the
previous two paragraphs. A third possibility to have a reduced nonlinearity can be formulated
when using the fact that it is not the norm of the velocity and vorticity which are chosen equal
with the Gaussian reference eld, but their average. Due to homogeneity one can consider
volume averages instead of ensemble averages. In a Gaussian reference eld the velocity and
vorticity distributions are random in space. We can imagine a ow in which the distribution
is not random. For instance, if a turbulent ow consists of small patches of strong vorticity
which are organized in regions where the large-scale velocity is small, a strong depletion of
nonlinearity will be observed which is independent of the local mechanisms sketched above.
Indeed, locally the norm of the vorticity and velocity are not prescribed and therefore one can
create a ow where u! is small in every point in space, simply by separating regions with
strong velocity from regions with strong vorticity. Such a hypothetical ow is sketched in
gure 2.4. Such a ow organization will be characterized by a low mean square nonlinearity,
irrespective of considerations on alignment of vector quantities.
Figure 2.4: Hypothetical ow eld in which regions of strong velocity (blue lines) are sepa-
rated from regions with strong vorticity (red lines).
Figures 2.5(a,b) illustrate the joint probability density functions p(juj=urms; j!j=!rms) for
the Reynolds number Re = 302 evaluated at t = 3:0 for the Gaussian and turbulent elds,
respectively. It is observed that the probability density functions for the Gaussian eld are
equal as can be deduced from the symmetric form of the joint pdf, while for the turbulent eld
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we can observe that the probability density functions for the module of velocity and vorticity
are not equal. This result conrms our assumption that some global self-organization takes
place. Whether this self-organization contributes to the depletion of nonlinearity, will now
be quantitatively investigated.
To investigate this eect quantitatively, it is convenient to simplify the problem. We saw
in Section 1.2 (equation (1.60)) that at high Reynolds number we expect the nonlinearity to
be roughly given by
hjN j2i  hju  ruji: (2.10)
We will therefore focus on the mean square advection term, even though we do not have
a suciently high Reynolds number to neglect the mean square pressure gradient. If some
global self-organization is present and contributing to the depletion of nonlinearity, we expect
it to be present in the mean square advection term even at the Reynolds numbers considered.
We rewrite this term as,
hju  ruj2i =h(uj@jui)(up@pui)i
=h(uj@ju)(up@pu) + (uj@jv)(up@pv) + (uj@jw)(up@pw)i
HIT
= 3h(uj@ju)(up@pu)i
=3hju  ruj2i (2.11)
Therefore, we can consider hju  ruj2i instead of quantity (2.10). The quantity (u  ru) is
the scalar product of two vectors, and we can therefore write
hju  ruj2i = hjuj2jruj2cos2()i; (2.12)
where  is the angle between vector u and vector ru. Using the Cauchy-Bunyakowsky-
Schwartz inequality we have
hju  ruj2i  hjuj2jruj2i: (2.13)
Irrespective of alignment properties, the quantity hjuj2jruj2i can therefore indicate if a
global organization as in gure 2.4 is present. We therefore show in gure 2.6 the quantity
hjuj2jruj2i=hjuj2jruj2iG. It is observed that this quantity remains close to unity, which
indicates that a self-organization of the type sketched in gure 2.4 does not seem to be
present in the ow
In gure 2.7 we present the evolution of the value
 =
hju  ruj2i
hjuj2jruj2i (2.14)
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Figure 2.5: The joint probability density function p(juj=urms; j!j=!rms) for the initial
Reynolds number Re = 302 evaluated at t = 3:0, Re(t = 3:0)  67. (a) Gaussian
eld; (b) Turbulent eld.
computed in the turbulent elds (denoted T ) and in the Gaussian elds (denoted G)
constructed with the same energy spectrum. As we can see for the all four Reynolds numbers
the evolution of G does not depend on the Reynolds number and is approximatively equal
to 1=3. This value can be obtain analytically. The evolution of T is dierent and its value
is lower. This implies that in turbulent ows a coupling between small and big scales of
motion is present. Indeed, if the large and small scales would be completely independent,
the angle between the velocity, which is a large scale quantity, and the small scale velocity
gradient would be independent as for a Gaussian eld.
2.3 Reynolds Stress uctuations
Finally, two more quantities which will be considered in the present work are the mean-
square Reynolds-stress uctuations  0ij and the kinetic energy uctuations e
0,
 0ij = uiuj   huiuji
e0 = uiui   huiuii = ij 0ij: (2.15)
We consider these quantities here to verify a prediction presented in Ref. [8].
As for the uctuations of the nonlinear term N , we will consider their mean-square values,
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elds.
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tom: energy 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and the wavenumber-spectra associated to themZ 1
0
W (k)dk =


 0ij
0
ij

Z 1
0
We(k)dk = he0e0i
= ijmn


 0ij
0
mn

: (2.16)
Figures 2.8 show the wavenumber-spectra of the mean-square Reynolds-stress uctuations
W (k) and the kinetic energy uctuations We(k).
The analytical prediction within the framework of the Direct Interaction Approximation
(DIA) were discussed in [8], where it was shown that these spectra are expected to scale
proportional to k 5=3. Gaussian estimates are presented in Appendix A.
It is obvious that, through the denition of the wavenumber spectra for the mean-square
Reynolds-stress uctuations and for the kinetic energy uctuations for the single point cor-
relation, the integral values (2.16) must be equalZ 1
0
W (k)dk =
Z 1
0
We(k)dk: (2.17)
Let us decompose these spectra into a Gaussian part (denoted by "G") and its non-Gaussian
counterparts, which we will call the cumulant part (denoted by "C")
W (k) = W
G
 (k) +W
C
 (k) (2.18)
and
We(k) = W
G
e (k) +W
C
e (k): (2.19)
According to relation (2.17) we can write thatZ 1
0
WC (k)dk =
Z 1
0
WCe (k)dk: (2.20)
The DIA approximation predicted that WCe (k) = 0, so that to hold this relation, we must
have Z 1
0
WC (k)dk = 0: (2.21)
In gures 2.9 we present the normalized mean-square Reynolds-stress uctuations spectrum
(Top) and the normalized kinetic energy uctuations spectrum (Bottom), both divided by
their Gaussian counterpart. These results are in disagreement with the results of DIA which
are presented in [8], where it was shown that the cumulant counterpart of the kinetic energy
uctuations spectrum is equal to zero.
46
2.3. Reynolds Stress uctuations
Figures 2.10 illustrate the wavenumber dependence of the cumulant part of the Reynolds
stress uctuations WC (k) (Top) and the cumulant counterpart of the energy uctuation
spectrum WCe (k) (Bottom). It is clearly discerned that both spectra are non zero. For the
high values of k we can observe the inuence of the resolution of the simulation domain. This
error it is not clearly observed for the second order correlation spectra, but since the fourth
order spectra have additional multiplications by wavenumber k this error is more visible. To
minimize this error in our simulations we held the conditions k  2 [36].
Quantitatively, the prediction implied by relation (2.21) that WC (k) must have both
positive and negative contributions is correct. However, the integral (2.21) does not sum up
to zero.
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Figure 2.9: Top: normalized power spectrum of the Reynolds stress uctuation
W (k)=W
G
 (k). Bottom: normalized power spectrum of the energy uctuation spectrum
We(k)=W
G
e (k). Evaluated at t = 3:0.
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Figure 2.10: Top: the cumulant counterpart of the Reynolds stress uctuation WC (k) as
a function of wavenumber k. Bottom: the cumulant counterpart of the energy uctuation
spectrum WCe (k) as a function of wavenumber k. Evaluated at t = 3:0.
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Chapter 3
Self organization in 2D turbulent ows
3.1 Brief introduction to 2D turbulence
Two-dimensional turbulence diers essentially from three-dimensional turbulence. In
two dimensions only one component of the vorticity is non zero. This allows us to write
equation (1.1) as a scalar equation of the vorticity,
@!
@t
+ f ; !g = 4! (3.1)
where we introduce the stream function  such that u = ( @ =@y; @ =@x) and 4 = !.
Brackets f; g denote the Poisson brackets. As we can see, in equation (3.1) the term which
is responsible for the vortex stretching in the three dimensional case is absent, because the
component of the vorticity which is non zero, is orthogonal to the velocity gradient.
Using the following relations of vector analysis
r (rA) = r(r A) r2A (3.2)
r  (AB) = B  (rA) A  (rB); (3.3)
the equation for the evolution of the total kinetic energy can be written in the form
dE
dt
=
Z
V
u  r2udV (3.4)
=  
Z
V
u  r  (r u)dV (3.5)
=  
Z
V
(r u)(r u)dV =  2
 =   (3.6)
where we introduce

 =
1
2
Z
V
j!j2dV; (3.7)
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which is called enstrophy and evolves according to the relation [37]
d

dt
= h!i!jsiji   h@!i
@xj
@!i
@xi
i; (3.8)
Here we assumed statistical homogeneity of the ow. In two dimensional turbulence the rst
term on the RHS, representing the enstrophy production by vortex stretching is zero. We
rewrite equation (3.8) in 2D, without the second term as,
d

dt
=  
Z
V
(r!)2dV =  ; (3.9)
where  is the enstrophy dissipation rate. Therefore, in the two dimensional case enstrophy
cannot be created by nonlinear eects as in the three dimensional case, and can be only
destroyed by viscosity. Consequently, in the absence of boundaries or body forces the rate of
energy dissipation in decaying two-dimensional turbulence is limited by its initial value and
will not have a peak as in gure 1.5, while in the three dimensional case enstrophy can be
produced by stretching of vortex lines. Thus, in two dimensional turbulence not only energy
is conserved in the absence of viscosity, but also enstrophy. The other inviscid invariant of
three dimensional turbulence, helicity, is zero by construction in the 2D case.
In analogy to the three dimensional case, the energy spectrum in two dimensions is
dened by
1
2
huiuii = 1
2
Z
hui(k)uj( k)i dk = 1
2
Z 1
0
Z 2
0
B(k)

ij   kikj
k2

kddk (3.10)
and solving for B(k) we will have
B(k) =
E(k)
k
; (3.11)
with
1
2
huiuii =
Z
E(k)dk: (3.12)
The appearance of the second inviscid invariant completely changes the picture of the
cascade process. In two dimensions there are two conserved quantities which are transferred
from one scale to the other. The transfer is now characterized by the values of the energy
dissipation rate  and the enstrophy dissipation rate . It can be shown by considering
detailed conservation of  and  between wavenumber triads, that energy and enstrophy
can not, on average, be transferred in the same direction in scale-space. This means that if
enstrophy cascades towards the small scales, energy must be transferred to the large scales,
or the opposite. It was predicted by Kraichnan 1970 [38] that energy must be transferred
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Figure 3.1: Top: time evolution of the kinetic energy. Middle: time evolution of the energy
dissipation rate . Bottom: time evolution of the enstrophy dissipation rate.
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Figure 3.2: Spectrum of the kinetic energy at t  36.
to the large scales and enstrophy to the small scales, invoking arguments about inviscid
equilibrium. Kolmogorov-like arguments and dimensional analysis lead then to the prediction
that the energy cascade should be represented in the energy spectrum by an inertial range
proportional to 2=3k 5=3 and the enstrophy cascade by a range proportional to 2=3k 3 [13,
39]. In decaying two dimensional turbulence in which no stationary equilibrium exists, the
k 5=3 range is in general absent. The energy spectrum is in most cases steeper than k 3.
Part of this discrepancy can be explained by the logarithmic corrections associated to the
double cascade picture [40].
The evolution of equation (3.1) was computed by a two dimensional pseudo-spectral
Fourier code in stream function-vorticity formulation. The computation was performed in a
(2)2 square domain with periodic boundary conditions, consisting of 1024 Fourier modes in
each direction. The kinematic viscosity was taken 0.0005, corresponding to Re = 400. The
initial velocity eld in Fourier space for the two dimensional case can be dened by analogy
with the three dimensional case, by
ui(k) =
E(k)
k
Pij(k)aj(k); (3.13)
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Figure 3.3: Spectrum of the kinetic energy at initial time.
where ai(k) is a Gaussian white noise process and E(k)  k4 exp( k2=k20). The initial
spectrum of the kinetic energy is shown in gure 3.3.
Figures 3.1 (Top) and 3.1 (Bottom) illustrate the time evolution of the kinetic energy
and the time evolution of the enstrophy dissipation rate, respectively. It is observed that
the energy decays very slowly, whereas the enstrophy decays rapidly. Indeed the decay of
the enstrophy decreases the dissipation rate of the kinetic energy.
The spectrum of the kinetic energy at t  36 is presented in gure 3.2. It is observed
that the spectrum has a  4 power law, which is slightly steeper than the k 3 power law
predicted for the enstrophy cascade. This is commonly observed, and very high Reynolds
numbers are needed to obtain a clear k 3 power law [41].
Figures 3.4 depict snapshots of the vorticity elds at t  3 (Left) and at t  85 (Right).
The condensation of all the vorticity into two counterrotating vortices is observed for long
times. It will be shown now that this state corresponds to a ow with a very small magnitude
of the nonlinearity.
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Figure 3.4: Snapshots of the vorticity eld at t  3 (Left) and at t  85 (Right).
3.2 Depletion of nonlinearity in 2D turbulent ows
Due to orthogonality between the vorticity and the velocity, Beltramization is not possible
in 2D turbulence. The motivation to consider the two dimensional case of turbulent ow
in the framework of our investigation of depletion of nonlinearity is to show that this eect
is also present in two dimensions. This will show that we have identied a property of
turbulent ows which can be universal for both cases, two dimensional and three dimensional
turbulence, respectively. If depletion of nonlinearity is present in 2D, this will also illustrate
that the phenomenon is more general than the tendency of vorticity and velocity to align,
which is a particular feature of 3D turbulence.
As in the previous chapter on three dimensional turbulence we will focus here on the
process of depletion of nonlinearity. To measure this eect we compute again the ratio of
the total mean square nonlinear term in the turbulent ow to the equivalent value in the
Gaussian ow
hjN j2i
hjNGj2i ; (3.14)
where in the two dimensional case the nonlinear term N can be expressed as
N = (u  r)u+rp (3.15)
for the Navier-Stokes equations (1.38) or for the vorticity equation (3.1) as
N! = f ; !g = (u  r)!: (3.16)
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Figure 3.5: Evolution of the ratio of the total mean square nonlinear term in turbulent ow
to the equivalent value in the Gaussian ow for short times (Top) and long times (Bottom).
Snapshots of the vorticity eld are shown for four dierent time instants. In the top gure
these snapshots only show a quarter of the domain to more clearly identify the ow structures.
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In gure 3.5 we show the evolution of hN2!i=hN2!;Gi. As we can see from the gure, this
ratio very rapidly decreases at the initial time. After this moment, during the further evo-
lution of the ow, peaks are observed which correspond to the interaction between dierent
vortices. The opposite, local minima correspond to a quiet state where there is no inter-
action between dierent vortices and all vortices are well separated. This can be observed
very clearly by the snapshots which are present on the gure. The moments of time which
correspond to the snapshots are noted by arrows. At the end of the simulation only two
non interaction vortices are observed, gure 3.4 (Right). At this time it is observed that the
mean square nonlinearity is reduced to only a few percent of its Gaussian value.
It seems that in the two-dimensional case there are two timescales over which the non-
linearity is reduced: a very short one at the beginning of the simulation of the order of
time over which the initial vortices form, and a long one, of the order of the time it takes
to condense all the energy in the two counterrotating vortices in gure 3.4. If we consider
only a short time interval, as in gure 3.5 (Top), it seems that the mean square nonlinearity
falls to a value of the order of half the Gaussian value and then remains constant, as seen
qualitatively in the previous chapter for 3D turbulence. However, at very long times the
nonlinearity is even further reduced. Note that this nal state of two vortices, depleted
from nonlinear interaction, was predicted by an entropy optimization argument by Joyce &
Montgomery [42].
We dene the nonlinearity spectrum as in the previous chapter,Z
W (k)dk = hjN j2i: (3.17)
The vorticity nonlinearity spectrum is given byZ
W!(k)dk = hN2!i (3.18)
and the relation between the two spectra is
W!(k) = k
2W (k): (3.19)
Therefore
W!(k)
W!;G(k)
=
W (k)
WG(k)
: (3.20)
However, the ratio of the integrated quantities are not necessarily the same, which is illus-
trated in gure 3.6, where we compare hjN j2i=hjNGj2i and hN2!i=hN2!;Gi. It is shown that
the two ratios are very close.
We show W (k) and WG(k) at t = 4 in gure 3.7. It is shown that the spectra are an
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Figure 3.6: Time evolution of the total mean square nonlinear term in turbulent ow to the
equivalent value in the Gaussian ow for the values hjN j2i=hjNGj2i and hN2!i=hN2!;Gi.
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Figure 3.7: Spectrum of the nonlinear term W (k) and WG(k) evaluated at t = 4.
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Figure 3.8: Normalized power spectrum W (k)=WG(k) of the nonlinear term evaluated at
t = 4.
approximately constant function of the wavenumber in inertial range. The ratioW (k)=WG(k)
is shown in gure 3.8. It is shown that the depletion takes place in almost the complete
spectrum.
We will check here, as in the three dimensional case (see gure 2.6) if the depletion of
nonlinearity corresponds to a global self-organization where regions of strong velocity are
separated from regions with a strong vorticity gradient. We therefore compute the quantity
hjuj2jr!j2i
hjuj2jr!j2iG (3.21)
and compare it to its Gaussian value, see gure 3.9.
Recall, following (2.13) that hjuj2jr!j2i gives an upper bound for the mean-square non-
linearity since hj(u  r)!j2i  hjuj2jr!j2i. Surprisingly, it is observed in gure 3.9 that in
the two dimensional turbulence this upperbound is increased with respect to the Gaussian
case, which does not positively contribute to the depletion of nonlinearity.
Also, we present in gure 3.10 the evolution of the value
 =
hju  r!j2i
hjuj2jr!j2i  1 (3.22)
60
3.2. Depletion of nonlinearity in 2D turbulent ows
0 20 40 60 80
0
0.5
1
1.5
2
2.5
〈|
~u
|2
|∇
ω
|2
〉/
〈|
~u
|2
|∇
ω
|2
〉 G
t
Figure 3.9: Time evolution of ratio hjuj2jr!j2i=hjuj2jr!j2iG.
computed in the turbulent elds (denoted T ) and in the Gaussian elds (denoted G)
constructed with the same energy spectrum. As we can see for the turbulent case the value
T is almost zero at the nal time, while for the Gaussian elds G is much higher. Clearly,
a strong misalignment between the velocity and the vorticity gradient leads to the reduced
nonlinearity. In purely axi-symmetric vortices, this is naturally the case since by symmetry,
the velocity is perpendicular to the vorticity gradient.
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Figure 3.10: Time evolution of ratio hju r!j2i=hjuj2jr!j2i evaluated in turbulent (T , line)
and Gaussian (G, dashed line) elds.
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Conclusions of Part I
In this part of the manuscript we focused on a particular feature within the statisti-
cal description of three-dimensional and two-dimensional turbulent ows. This feature, the
depletion of nonlinearity in turbulent ows was rst investigated by Kraichnan [2, 15], Tsi-
nober [34, 24, 23] and [35] but up to date it no general mechanism was proposed which is
responsible for this suppression. Here, we showed that the depletion of nonlinearity takes
place both in two-dimensional turbulence and in three-dimensional turbulence. It is known
that the physics of turbulent ows for low Reynolds numbers is in general dierent from that
at high Reynolds numbers. We demonstrated here the eect at dierent Reynolds numbers
and showed that it is not dependent on the Reynolds number. Note that the higher Re used
in present work is still relatively small but it allows to observe the beginning of an inertial
range in the energy spectrum.
It was shown that in the three-dimensional case this eect of the depletion of nonlinearity
is mostly observed for the high wavenumbers (small scales), while in the two-dimensional
turbulence this eect takes place almost in the complete wavenumber range. In particu-
lar we observed the appearance of a two-step regime of the suppression of nonlinearity in
two-dimensional turbulence. The rst one correspond to fast formation of vorticies as a con-
sequence of the self-organization of the ow, and the second one corresponds to the evolution
of the system of vortices and their interaction.
It was suggested that the depletion of nonlinearity is mainly determined by a decrease of
the magnitude of the advection term under its Gaussian value. One important implication
is that the random sweeping hypothesis is violated [43]. Indeed the reduced value of the
advection term implies a statistical dependence of the velocity and the velocity gradient. All
results presented in this chapter allow to conclude that the depletion of nonlinearity is an
universal eect which is present in both two and three dimensional turbulence.
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Part II
Self-organization of drift wave-zonal ow
turbulence
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Prologue to Part II
In the previous part we considered one aspect of the self-organization of turbulent ows:
the tendency of a turbulent ow to organize its ow pattern such that the nonlinearity is
reduced. We illustrated this for the cases of freely decaying two and three dimensional tur-
bulence without the inuence of walls. We tried to measure this depletion of the nonlinearity
and to understand it by giving a description of the physics which leads to this eect.
In the present part we present an example of self-organization of turbulent motion in the
presence of external forces, such as magnetic and electric elds and density gradients. It is
clear that the details of the physics will be completely dierent. However, some important
features, in particular the tendency of the turbulent ow to self-organize into a state consist-
ing of energetic large-scale ow structures, is observed in both 2D Navier-Stokes turbulence
and the ow we will consider here. This ow is the turbulent movement generated by the
drift-wave instabilities in plasma connement devices. The model that we will consider is
due to Hasegawa & Wakatani [44]. It is one of the simplest descriptions of the phenom-
ena which occur in the edge of fusion plasmas. As a function of a control parameter, the
physics of which will be discussed later, the model can mimic two dimensional turbulence,
or a wave-dominated regime. In the former case we expect to recover the physics discussed
in the previous chapter, and we expect the nonlinearity to be strongly reduced. In the
wave-dominated case, which will be our main focus, a self-organized weakly nonlinear state
is predicted to form, suggested by wave-turbulence arguments. In this case the nonlinearity
is again weak, but now compared to the linear terms of the considered model equations.
First of all we give a brief introduction of the magnetic connement plasma problem,
focusing in particular on the generation of turbulent uctuations in the plasma edge.
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Introduction
Achieving a self-sustained fusion reaction on earth is a long standing objective which
could remedy the energy crisis which is facing us in the near future. The most promising
geometry to reach this goal is the connement by a toroidally shaped magnetic eld. The
main diculty in conning the plasma in such a geometry are the turbulent uctuations
which degrade the connement time of the plasma.
One of the major experimental discoveries in nuclear fusion research was the observa-
tion of a low-to-high (LH) transition in the plasma connement characteristics [45]. This
transition results in signicantly reduced losses of particles and energy from the bulk of the
magnetically conned plasma and, therefore, improved conditions for nuclear fusion. Since
this discovery, LH transitions have been routinely observed in a great number of modern
tokamaks and stellarators, and the new designs like ITER rely on achieving H-mode opera-
tion in an essential way. The theoretical description of the LH transition, and of nonlinear
and turbulent states in fusion devices, is very challenging because of the great number of
important physical parameters and scales of motion involved, as well as a complex magnetic
eld geometry. To accompany the theoretical investigations of the LH-transition, numerical
simulations of the gyrokinetic Vlasov equations have become a popular tool [46]. These
simulations involve the computation of particle dynamics in a ve-dimensional phase space
(three space coordinates and two velocities) and, therefore, require vast computing resources.
It is now believed that one of the important ingredients in the LH transition is a presence
of zonal ows. A phenomena of azimuthally symmetric band-like shear ows, ubiquitous in
nature and the laboratory. In the astrophysics context the example of this phenomena is
well-known for the Jovian belts. In the context of tokamak plasmas, zonal ows are present
in magnetic connement devices where they have a strong inuence on the formation of
transport barriers and their dynamics [47, 48]. Moreover, zonal ows play a key role in the
dynamics of drift wave turbulence, on which we will focus here. Therefore, often this classic
problem is now referred to as 'drift wave-zonal ow turbulence'.
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Zonal ows are kaz = 0 electrostatic potential uctuations with nite radial wavenumber
(kr). Here kaz is the component of the wavevector in the azimuthal direction (see gure 3.11).
Zonal ows cannot draw free energy stored in radial temperature, density gradients, etc. since
these gradients are perpendicular to the zonal ow velocity. These zonal ows are driven
exclusively by nonlinear and nonlocal interactions, which transfer energy from the nite-kaz
drift waves (small scales) to the kaz = 0 zonal ows.
The investigation of the turbulence-zonal ow system has advanced the understanding
of self-organization processes in nature, and contributing to this is the main goal of the
present work. In the next chapter we will present the results of simulations and will present
a description of the self-organization of zonal ow-drift wave turbulence.
Physical mechanisms to explain the LH transition have been suggested. One of these
mechanisms is that small-scale turbulence, excited by a primary (e.g. ion-temperature
driven) instability, drives a sheared zonal ow (ZF, see gure 3.11) via a nonlinear mecha-
nism, through an anisotropic inverse cascade or a modulational instability. After this, the
ZF acts to suppress small-scale turbulence by shearing turbulent eddies or/and drift wave
packets, thereby eliminating the cause of anomalously high transport and losses of plasma
particles and energy [47].
toroidal direction
azimuthal direction
edge region
zonal flows
radial
direction
Figure 3.11: In tokamaks, zonal ows are toroidally invariant velocity elds in the azimuthal
plane, localized near the plasma edge.
Importantly, such a possible scenario to explain the LH mechanism was achieved not
by considering complicated realistic models but by studying highly idealised and simplied
models. More precisely, generation of ZFs by small-scale turbulence was predicted based
on the Charney-Hasegawa-Mima (CHM) equation [49, 50] very soon after this equation was
introduced into plasma physics by Hasegawa and Mima in 1978 [51], and even earlier in the
geophysical literature [52]. This and other models will be introduced in the present chapter.
The scenario of a feedback in which ZF's act onto small-scale turbulence via shearing and
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destroying of weak vortices was suggested by Biglari et al. in 1990 [53] using an even
simpler model equation, which is essentially a 2D incompressible neutral uid description
(equation (1) in Ref.[53]). Probably the rst instances where the two processes were described
together as a negative feedback loop, turbulence generating ZF, followed by ZF suppressing
turbulence, were in the papers by Balk et al. 1990 [54, 55]. Balk et al. considered the limit
of weak, wave-dominated drift turbulence, whereas the picture of Biglari et al. applies to
strong, eddy-dominated turbulence. In real situations, the degree of nonlinearity is typically
moderate, i.e. both waves and eddies are present simultaneously. It is the relative importance
of the anisotropic linear terms with respect to the isotropic nonlinear terms in the CHM
equation which sets the anisotropy of the dynamics. If the linear terms are overpowered
by the nonlinearity, the condensation of energy does not give rise to ZF's, but generates
isotropic, round vortices.
Before evaluating the nonlinear evaluation of these models by numerical simulation, which
will be presented in Chapters 5 and 6, we will rst, in Chapter 4, introduce some basic
features describing the tokamak plasma edge.
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Chapter 4
Theoretical background of small scale
turbulence and instabilities in the edge
of tokamak plasmas
In this chapter some theoretical background of small scale turbulence and instabilities
in the edge of tokamak plasmas will be given. In section 4.1 we will discuss the dynamics
of particle motion in electric and magnetic elds. In section 4.2 a short introduction of
the plasma instabilities will be presented. Then, in section 4.3 we will discuss the two-
uid approach of the drift-wave instability. The derivation of a simplied model for the
simulation of the plasma edge region and its linear stability analysis will be performed in
section 4.4. In section 4.5 and 4.6 we will introduce the Hasegawa-Mima model and the
modied Hasegawa-Wakatani model, respectively.
4.1 Particle drifts
The equation of motion of a charged particle (with charge q) in a uniform electric and
magnetic eld is
m
d
dt
v = q(E+ v B): (4.1)
Taking z to be the direction of B (B = Bz) and choosing E in the x-direction, we have
d
dt
vx =
q
m
Ex +
qB
m
vy
d
dt
vy =  qB
m
vx
d
dt
vz = 0:
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The z component of velocity is independent of the transverse components and can be treated
separately. The solution for the transverse components can be written as
vx = v?ei!ct
vy = iv?ei!ct   Ex
B
:
As we can see, the motion of a particle consists of gyration around the eld line with gyrofre-
quency or cyclotron frequency !c = jqjB=m and a drift of guiding center in the y-direction.
To obtain a general formula for the guiding center velocity vgc, we solve equation (4.1) in
vector form. We may omit the time derivation term, since it gives only the circular motion
at frequency !c. Solving equation (4.1) for the transversal component of v, we have
vgc =
EB
B2
= vEB (4.2)
It is important to note that vEB is independent of q and m, because this means that ions
ion
electron
z
x
y
B
0
E
Figure 4.1: Particle drifts in the case of perpendicular electric and magnetic elds.
and electrons will have the same E  B velocity. The physical picture of this motion for
electrons and ions is depicted in gure 4.1. By the same approach we can consider other kinds
of particle drifts in the presence of nonuniform and time dependent magnetic and electric
elds. Here we will not consider all these types of particle motion and we will restrict our
attention to the electrostatic case with a constant magnetic eld. Generally, the particle
drift velocity under the inuence of a force F is
vd =
FB
qB2
: (4.3)
Once pressure gradients and magnetic eld curvature are introduced into the description,
many more drifts become important. We will now focus on the instabilities that result from
these drifts.
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4.2 Instabilities
Instabilities may be classied according to the type of free energy available to drive them.
There are four main categories of plasma instabilities [56, 57]. We will briey recall them
here.
1. Streaming instabilities. These occur when a beam of energetic particles travels through
the plasma so that the dierent species have drifts relative to one another. The energy
of this drift motion is used to excite waves.
2. Rayleigh-Taylor instabilities. In this case, the plasma has a density gradient, so that
it is not uniform. The source of the energy is an external, nonelectromagnetic force
applied to the plasma. An analogy of this kind of instabilities appears whenever a
heavy uid is supported by a light uid, as well known in uid dynamics.
3. Kinetic instabilities. In the uid description of a plasma, the velocity distributions are
assumed to be Maxwellian. If the distributions are not Maxwellian, there is a deviation
from thermodynamic equilibrium, and instabilities can be created by the perturbations
of the velocity distribution.
4. Universal instabilities. These are instabilities which happen even when there are no
obvious driving forces such as an electric or a gravitational eld. For example, the
plasma pressure tends to expand, and the expansion energy can drive an instability.
This type of free energy is always present in any nite plasma, and the resulting
dynamics are therefore called universal instabilities.
In the next section we will focus on this last kind of instabilities which will be useful for
understanding our case of interest.
The "gravitational" instability
The instability discussed here will serve to illustrate the drift wave instability which will
be discussed in the next paragraph. Due to the existence of a density gradient and the
presence of curved magnetic eld lines, a Rayleigh-Taylor kind of instability can appear.
To treat this case, we consider a plasma boundary lying in the y-z plane in the presence
of a density gradient rn0 in the -x direction and a gravitational eld g in the x direction
Fig. 4.2. We consider cold plasma which is conned by a uniform magnetic eld B0. In the
equilibrium state, the ions obey the equation
min0(v0  r)v0 = en0v0 B0 +min0g; (4.4)
where e is the electron charge, mi is the ion-mass and v0 is the velocity os ions. Note here
that the curvature of magnetic eld lines produces a centrifugal force on the plasma due to
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Figure 4.2: Plasma surface in presence of magnetic eld and gravitational force.
particle motion along along the curved lines of magnetic eld which acts as an equivalent
"gravitational" force. Now, if g is a constant then the convective term (v0  r)v0 vanishes.
Taking the cross product of equation (4.4) with B0 and solving for v0, we have
v0 =
mi
eB20
g B0 =   g
!ci
y; (4.5)
where !ci is the ion cyclotron frequency. In this case, the electrons have an opposite drift
which can be neglected in the limit me=mi ! 0, where me is the electron mass.
In the presence of small deviations from equilibrium, if there is a small ripple at the
plasma boundary, and due to the fact that the layer is moving at a speed v0, the disturbance
will grow as shown in gure 4.3. The drift of ions causes a charge to build up on the sides
B
0
v
0
E x B
1 0
g
Figure 4.3: Charge separation in the presence of oscillations of constant magnetic eld B0.
The perturbations of the electric eld are indicated by E1.
of the ripple, and an electric eld develops which changes sign as one goes from one side of
a crest to the other. As one can see from Fig. 4.3, the EB drift is always upward in those
regions where the surface has moved upward, and downward where it has moved downward.
Now, let us suppose that considered instability has a k ? B, which means that waves
propagate in the azimuthal direction. In this case the constant density surface looks uted.
This kind of instabilities is therefore sometimes called a "ute" instabilities. Now, let us
consider that the instability has nite parallel component of k along B0. In this case the
constant density surfaces resemble utes with a slight helical twist as presented in gure 4.4.
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This kind of instability also underlies the generation of resistive drift waves and this will be
discussed in the next section.
Resistive drift waves
In this section we will consider a simple example of a universal instability, the instability
of the resistive drift waves. Drift waves are of special importance since they occur in the
edge regions of thermonuclear fusion plasmas [58]. They are candidates for explaining the
anomalous cross-eld transport [59, 60]. Plasma uctuations due to drift instability were
observed rst in linearly magnetized plasmas devices [61, 62].
ω/k
B
0
Figure 4.4: Spatial structure of helical twisted utes in cylindrical geometry. The region in
the rectangle is shown in Fig. 4.5 in detail.
The basic mechanism of the resistive drift waves can be explained in local slab geometry.
If we make a zoom of the cross section enclosed by the box in Fig. 4.4 and straighten it out
into Cartesian coordinates, it would appear as in gure 4.5.
Since the drift waves have nite kz, electrons can ow along B0 to establish a thermody-
namic equilibrium, obeying the Boltzmann relation
n1
n0
=
e 1
Te
; (4.6)
where n0 is the constant background density, n1 is the perturbation of density and  1 is the
perturbation of the electrostatic potential. At point A in Fig. 4.5 the density is larger than
in equilibrium, n1 is positive, and therefore  1 is positive too. Similarly, at point C, n1 and
 1 are negative. The dierence in potential means there is an electric eld E1 between points
A and C. Just as in the case of the ute instability, E1 causes a drift v1 = E1 B0=B20 in
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Figure 4.5: Drift-wave mechanism.
the x direction. As the wave passes by, traveling in the y direction. An observer at point A
will see n1 and  1 oscillate in time. The drift will also oscillate in time, and it is v1 which
causes the density to oscillate. Since there is a gradient rn0 in the -x direction, the drift v1
will bring plasma of dierent density to a xed observer A. A drift wave, therefore, has a
motion such that the uid moves back and forth in the x direction although the wave travels
in the y direction.
4.3 Drift-wave instability mechanism. Two-uids
approach
The basic mechanism of the drift instability was given above. In this section we present
the derivation of the governing equations for the evolution of drift waves. Before introduction
of the general equations for two-uid dynamics we will make several assumptions. We will
assume that the ions are cold but they provide the inertia in response to electrostatic forces.
The electrons provide the thermal energetics and as usually will be assumed with zero mass.
For simplicity, the temperature of the electrons is taken to be constant. A set of model
equations is derived for isothermal electrons, cold ions, electrostatic dynamics (E =  r )
in a constant homogeneous magnetic eld.
In the two-uids plasma approach the dynamics of drift waves can be described using
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the system of the momentum transport equation for electrons and ions [63]
mene

@
@t
+ ve  r

ve =  rpe   nee(E+ ve B) +meneie(vi   ve) (4.7)
mini

@
@t
+ vi  r

vi =  rpi + nie(E+ vi B) miniie(vi   ve); (4.8)
where subscripts e and i denote electron and ion variables, respectively. The rst term on
the right hand side of equation (4.7) and (4.8) is the pressure 1 gradient. Assuming the
plasma behaves as an ideal gas, the pressure gradient can be expressed as rp = Trn, where
the Boltzmann constant is absorbed in the temperature. The second terms are related to
the electrical eld and the Lorentz force. The last terms represent the inuence of the
ion-electron collisions, where ie is the frequency of these collisions. To close the system of
equations (4.7) and (4.8) we write the continuity equation for each kind of particles.
@n
@t
+r  (nv) = dndt + nr  v = 0; (4.9)
where the subscript  indicates either i for ions or e for electrons.
Perpendicular force balance
We expect here, that the largest term is vi = vEB and substitute this into the inertia
term of equation (4.8). Taking the cross product of the moment equation (4.8) for ions with
B and focusing on the dynamics in the plane perpendicular to B, we have
nmi
d
dt
vEB B =  Tir?nB+ en[EB+ (vi;? B)B]  miie
e
J? B
=  Tir?nB+ en[EB  vi;?B2]  miie
e
J? B; (4.10)
where
d
dt
=
@
@t
+ vEB  r = @
@t
+
z r? 
B
 r (4.11)
and J? = ne(vi;?   ve;?). Here we used the unit vector z = B=B and we expressed the
electric eld in terms of the electrostatic potential E =  r . Solving equation (4.10) for vi;?
gives,
vi;? =
EB
B2| {z }
vEB
+
Ti
en
Br?n
B2| {z }
vdia
  mi
eB2
d
dt
r? | {z }
vpol
+
miie
ne2B2
J? B| {z }
vPed
: (4.12)
1. We have neglected the presence of the viscous contribution to the stress tensor in this derivation. We
will reintroduce viscous stress in the resulting model by assuming an ad hoc scalar viscous term.
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The total perpendicular ion velocity is a superposition of the EB drift vEB, the diamag-
netic drift vdia, the polarization drift vpol and the Pederson drift vPed. The contribution of
the Pedersen drift in the dynamics can be neglected if
ie
!ci
 1; (4.13)
where !ci is the ion cyclotron frequency. This inequality holds in the case we consider. For
the same reason the contribution of the third term is smaller than the other terms by a factor
!ci. In the absence or negligibility of magnetic curvature and rB drift the contribution of
diamagnetic drift can be neglected [64] and also in the present case, since we consider plasma
with cold electrons.
A relation like equation (4.12) can be derived for the perpendicular electron velocity.
Due to their smaller mass we can neglect the polarization term and the collision term.
ve;? =
EB
B2| {z }
vEB
  Te
en
Br?n
B2| {z }
vdia
(4.14)
Although the dominant perpendicular velocity is the vEB velocity also for electrons, it
does not result in a current since it is the same for both ions and electrons. According to the
discussion above, the main contribution in perpendicular dynamics is the ion polarization
drift. The perpendicular current can then be written as
J? =
min
B2
d
dt
r? : (4.15)
Parallel force balance
Now we will consider parallel electron dynamics and, keeping the small mass of the
electrons in mind, we examine the parallel component of the momentum transport equation
(4.7) for electrons
0 =  Terkn  neE  mie
e
Jk: (4.16)
Introducing Spitzer's resistivity due to collisions dened as  = meie=(ne2), we express from
equation (4.16) Jk
Jk =
Te
e
rkn
n
  erk 
Te

: (4.17)
This equation (4.16) is known as a generalized Ohm's law.
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4.4 The Hasegawa-Wakatani model
In the present setting, the general two-uid plasma description in (4.7, 4.8) and (4.9) can
be strongly simplied. The full dynamics of drift waves is dened by the drift wave currents
under the condition of quasi-neutrality, the plasma approximation ne = ni = n, and the
density equation based on one of the continuity equations (4.9).
Drift wave currents
Electron and ion currents are coupled by the quasineutrality condition, which can be
expressed by combining the two continuity equations (4.9) for ions and electrons
r  J = r?  J? +rk  Jk = 0 (4.18)
Substituting the relation for the parallel and the perpendicular current in the equation above
yields
min
B2
d
dt
r2? = rk
Te
e
rk

e 
Te
  lnn

(4.19)
This equation is the vorticity equation of the Hasegawa-Wakatani model [44].
Drift wave density equation
The second equation of the Hasegawa-Wakatani model describes the evolution of the
density and can be derived from the electron continuity equation
d
dt
n =  n(rkve;k +r?ve;?| {z }
0
) =
1
e
rkJk (4.20)
Here the total time derivative is the same as in (4.11). Since, for electron motion, as was
shown above, the main perpendicular drift is the E  B drift, the second term in (4.20)
vanishes in a constant magnetic eld
r?

EB
B2

=  E 
r? B
B2

+B  (r?  E) = 0: (4.21)
Substituting in equation (4.20) the parallel current from (4.17) yields:
d
dt
n =  rk Te
e2
rk

lnn  e 
Te

: (4.22)
To obtain the equation that governs the dynamics created due to small deviations from
the quasi-neutral state we perturb around a charge neutral density
n = n0 + ~n: (4.23)
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Also, an important assumption that is necessary to make here is the Drift ordering
e ~ 
T
 ~n
n0
 4
L
 1; (4.24)
where 4 is the uctuation scale and L is the equilibrium density prole scale. According to
the above discussion, we can rewrite equation (4.22) for the evolution of the density as
@
@t
~n
n0
+
z r? 
B
 r(n0 + ~n)
n0
=   Te
e2n0
r2k

~n
n0
  e 
Te

: (4.25)
Let us consider the advection term on the left hand side of the equation
r(n0 + ~n)
n0
= r lnn0 +r ~n
n0
  ~n
n0
 lnn0 = r ~n
n0
+r lnn0 (4.26)
Substituting this in equation (4.25), yields
d
dt

~n
n0
+ lnn0

=
Te
e2n0
r2k

e 
Te
  ~n
n0

; (4.27)
which is the second equation of the Hasegawa-Wakatani model. The vorticity equation (4.19)
and the density equation (4.27) are written in dimensional variables and describe the three
dimensional dynamics of drift waves.
As mentioned in Section 4.3, we have neglected the viscous eects. In the presence of a
magnetic eld, the viscous stress is given by a rather complicated tensorial expression [63].
For the numerical simulation of the Hasegawa-Wakatani equations these stresses are in gen-
eral modeled by a scalar viscosity or hyperviscosity. In general the role of these terms is to
ensure the possibility of a steady state and to prevent a spurious accumulation of energy
near the smallest resolved scales. We chose the dissipation terms proportional to k4, where
 is the hyperviscosity, but the qualitative picture, that we will show in the results section,
is expected to be largely insensitive to the particular choice of the dissipation function. We
also add a hyperdiusive term to equation (4.25).
In practice, it is possible to reduce the HW equation to two spatial dimensions [50]. In
Fourier space we dene a xed parallel wave number r2k =  k2z , where kz is a wavenumber
characteristic of the uctuations of the drift waves along the magnetic eld lines in the
toroidal direction. By introducing the non dimensional variables
t!ci ! t; e 
Te
!  ; ~n
n0
! n; x
s
! x;
where s =
p
Te=mi!
 1
ci is the ion Larmor radius at the electron temperature Te, the system
of equations can be rewritten as
@
@t
+ z r?  r

r2 = C (   n)  r4(r2 ) (4.28)
@
@t
+ z r?  r

(n+ lnn0) = C (   n)  r4n (4.29)
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where
C =  Tek2z=(e2n0!ci) (4.30)
is the adiabaticity parameter. The last terms in equation (4.28) and equation (4.29) are
4th -order hyperviscous terms that mimic small scale damping. The physical setting of the
HW model may be considered as a simplication of the edge region of a tokamak plasma
(like the rectangular box in gure 4.4) in the presence of a nonuniform background density
n0 = n0(x) and in a constant equilibrium magnetic eld B = B0ez, where ez is a unit vector
in the z -direction. We will show in the following that the HW model describes the growth of
small initial perturbations due to the linear drift-dissipative instability leading to drift wave
turbulence evolving to generate ZFs via an anisotropic inverse cascade mechanism followed
by suppression of drift wave turbulence by ZF shear.
Linear stability analysis
Equations (4.28) and (4.29) show that the nonlinear behavior of evolution of drift waves
is completely characterized only by two parameters, C and the background density prole
n0. In order to better understand the dependence of the Hasegawa-Wakatani model on its
constituent parameters, it is useful to solve the linearized system. Linearization of equa-
tions (4.28) and (4.29) around the zero equilibrium ( = 0 and n = 0) and considering a
plane wave solution,  (k; t)   k exp(k  x   !t) and n(k; t)  nk exp(k  x   !t), yields a
system of equations for the complex amplitudes 
 i!k2 + C + k6  C
iky   C  i! + C + k4
!

 
 k
nk
!
= 0 (4.31)
where
 =  sr? lnn0: (4.32)
The dispersion relation for the drift waves can be written in non dimensional units
!2 + i!(b+ 2k2)  ib!   Ck2(1 + k2)  2k8 = 0 (4.33)
where
b = C (1 + k
2)
k2
(4.34)
and
! =
ky
(1 + k2)
(4.35)
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is the drift frequency and k2 = k2x + k
2
y. Let us introduce the real frequency !R and the
growth rate  as
! = !R + i; (4.36)
giving a system of two equations
!2R   2   (b+ 2k4)  Ck2(1 + k2)  2k8 = 0
2!R + !R(b+ 2k
4)  b! = 0
The dispersion relation (4.33) has two solutions, a stable one with m = max((k)) > 0, and
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Figure 4.6: (a) Linear growth rate  for kx = 0,  = 10 5 and dierent values of C: C = 0:01
(solid line), C = 0:1 (dashed line), C = 1 (dotted line), C = 4 (dash-dot line). (b) Maximum
linear growth rate m for kx = 0 as a function of C, for  = 10 5.
unstable one, with (k)  0. Figure 4.6(a) shows a behavior of  for kx = 0 and  = 10 5
for the unstable mode as a function of the wavenumber. The behavior of m as a function
of C is given in gure 4.6(b). Figure 4.7 shows the map of stable and unstable modes in the
kx   ky plane for dierent values of .
For the inviscid case, the solution of equation (4.33) is
! =
1
2
[ ib ib(1  4i!=b)0:5]: (4.37)
The maximum growth rate corresponds to b ' 4! and
C = 4k
2ky
(1 + k2)2
: (4.38)
Recall that we assume the uctuation length scale to satisfy the drift ordering, kk  k?.
It is natural to assume that the instability of the system is dominated be a region around
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Figure 4.7: Primary stability boundary, (kx; ky) = 0 for  = 10 5.
kz which corresponds to the fastest growing wave mode. In this case one could simplify the
system by only retaining the parallel wavenumber kz which satises equation (4.38) for each
xed value of the perpendicular wavenumber k? = (kx; ky). This approach is valid provided
that the plasma remains collisional for this value of kz.
The choice of the parameter C is not uniquely dened. Its choice depends on the physics
one wants to describe with the model. One particular choice is to dene C simply as a con-
stant. It is interesting to examine the cases of large and small C. These limits correspond to
states of "adiabatic" and "hydrodynamic" electrons, respectively. For the rst case electrons
are close to thermal equilibrium and the equations of the Hasegawa-Wakatani model reduce
to the Hasegawa-Mima equation which will be discussed below in Section 4.5 while in the
second case the system of equations reduces to the system of 2D Navier-Stokes equations
and an equation for the mixing of a passive scalar. This approach, using a constant C, makes
sense if the maximum growth rate corresponds to values of kz which are smaller than the
ones allowed by the nite system, i.e. kz min = 1=R, where R is the bigger tokamak radius.
4.5 The Hasegawa-Mima model
As mentioned above in the limit of large values of C the Hasegawa-Wakatani model
reduces to the Hasegawa-Mima model. In other words, in the limit of vanishing collisionality
C ! 1 the normalized density and potential uctuations must be equal, n   to keep the
right hand side of equations (4.28) and (4.29) nite. In physical quantities this condition is
equivalent to electrons obeying to the Boltzmann distribution
~n
n0
 e 
Te
: (4.39)
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That means that the response of the electrons is adiabatic and there is no phase shift between
density and potential uctuations. Subtracting equation (4.28) and (4.29) using the relation
above and neglecting hyperviscosity terms yields
@
@t
r2    +  ;r2 	  z r  r lnn0 = 0: (4.40)
This is the Hasegawa-Mima equation for adiabatic electrons [50]. Here fa; bg  @xa @yb  
@xb @ya is the Poisson bracket. It is important to note here that the Hasegawa-Mima equation
does not contain an internal instability, unlike the HW model, and for this reason it is
necessary to use additional forcing, as for example in [65].
Charney equation for the Rossby wave
There exists a wave in the dynamics of the atmosphere which is almost identical in
its properties to the drift wave. The wave is called a "Rossby wave", and it propagates
longitudinally with a speed proportional to the gradient of the Coriolis force [49]. The
corresponding equation for describing Rossby waves is called the Charney equation:
@
@t
r2h  h+ h;r2h	  vR@h
@y
= 0; (4.41)
where h = H hHi is the deviation from the average depth of the atmosphere in the vertical
direction, vR is the Rossby velocity due to the Coriolis force. We can see that the HM model
for drift waves and the Charney equation for the Rossby wave have an identical structure.
4.6 The modied Hasegawa-Wakatani model
One of the reasons for studying the dynamics of drift waves is to nd the eect on the
development of zonal shear ows. Due to the fact that the modes (ky = kz = 0) do not
contribute to the parallel current [66] the coupling term on the right hand side of equations
(4.28) and (4.29) must be treated carefully. For the parallel current (4.17) the uctuation
on a ux surface is neutralized by parallel electron motion. Recalling here that we consider
local slab geometry, let us dene mean and uctuant components of a variable f as
hfi = 1
Ly
Z
fdy; ~f = f   hfi ; (4.42)
where Ly is the periodic length in y directions. This procedure corresponds therefore to an
averaging in the azimuthal direction, the direction in which the zonal ows are invariant,
see gure 3.11. It is therefore also called a zonal average. Removing the contribution of the
mean components in the coupling term of equations (4.28) and (4.29) yields the modied
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Hasegawa-Wakatani model,
@
@t
+ z r?  r

r2 = C

~   ~n

  r4(r2 ) (4.43)
@
@t
+ z r?  r

n = C

~   ~n

  (z r? )  r lnn0   r4n (4.44)
The MHW model has the same limits as the original HW model. It diers only in that the
coupling terms (the terms involving C) are not inuencing the zonal ows directly. Note that
this is also the case if we consider the original HW model, if C is given by expression (4.38),
since in that case C(ky = 0) = 0, and ky correspond to the zonal average. Therefore,
physically this model is justied, since the linear instability analysis shows that if C is
dened by the value associated with the maximum growth rate of the drift-wave instability,
its value should be zero for the mode ky = 0. Note that a similar modication was also
proposed for the CHM model [66].
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Numerical simulations of the
Hasegawa-Wakatani model
Quantitative investigations of the LH transition physics are presently carried out, using
realistic modelling, such as gyrokinetic simulations, drawing inspiration from the qualitative
results obtained by idealized models as the ones presented in the previous chapter. However,
the understanding of the dynamics generated by these idealised models remains incomplete.
It was only recently that the scenario of the drift-wave/ZF feedback loop for the CHM model,
in 1990 proposed theoretically, was conrmed and validated by numerical simulations by
Connaughton et al. [65]. In their work, the system was forced and damped by adding a
linear term on the right-hand side of the CHM equation which mimics a typical shape of a
relevant plasma instability near the Larmor radius scales and dissipation at smaller scales.
Related, but more simplied models beyond CHM, which were discussed in Sections 4.4
and 4.6 are the modied CHM [66], Hasegawa-Wakatani (HW) [44] model and modied
Hasegawa-Wakatani model [67]. The HW model is given by equations (4.28) and (4.29).
The term modied" in reference to both the CHM and HW models means that the zonal-
averaged component is subtracted from the electric potential to account for absence of the
Boltzmann response mechanism for the mode which has no dependence in the direction
parallel to the magnetic eld. A drift-wave/ZF feedback loop was also seen in DNS of a
related model, the modied Hasegawa-Wakatani model (MHW), by Numata et al [67].
We saw in Section 4.4 that the two dimensional simplication of the HW equations in-
volves a coupling parameter generally called the adiabaticity. In one limit of this adiabaticity
parameter the HW model becomes the CHM model and in another limit it becomes the 2D
Euler equation for an incompressible neutral uid. The HW model contains more physics
than CHM in that it contains turbulence forcing in the form of a (drift dissipative) instabil-
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ity and it predicts a non-zero turbulent transport - both eects are absent in the CHM. On
the other hand, it was claimed in Numata et al. [67] that the original HW model (OHW,
without modication) does not predict formation of ZFs. This claim appears to be at odds
with the CHM results of Connaughton et al., considering the fact that HW model has CHM
as a limiting case. The solution of this contradiction will be discussed here in more detail.
In the present chapter we will perform DNS of the HW model aimed at checking the
validity of the drift-wave/ZF feedback scenario proposed by Balk et al. in 1990 [54, 55] and
numerically observed by Connaughton et al [65]. This will be a step forward with respect to
the CHM simulations because the instability forcing is naturally present in the HW model
and there is no need to add it articially as it was done for CHM. We will vary the coupling
parameter of the HW model over a wide range including large values which bring HW close
to the CHM limit. We will see that the ZF generation and turbulence suppression are indeed
observed for such values of the coupling parameter, unlike what was suggested in Ref.[67],
whereas for its smaller values these eects are lost.
The results of this chapter were obtained within a collaboration with Sergey Nazarenko
and most of the results and discussion in this chapter are published in Ref. [1]
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5.1 Physical parameters
One of the main objectives of the present work is to study the process of developing and
evolution of zonal ows in a plasma. To consider the turbulence in a plasma edge region,
which can be described by the original HW model and the MHW model, it is convenient
to review some of the properties of these equations. The system of the Hasegawa-Wakatani
model has two dierent invariants, the total energy ET
ET =
1
2
Z
(n2 + jr j2)dV; (5.1)
and the generalized enstropy U
U =
1
2
Z
(n r2 )2dV; (5.2)
where
R
dV is the volume integral. In the present work we will monitor only the energy,
equation (5.1), and in particular its kinetic part,
E =
1
2
Z
jr j2dV; (5.3)
because we will be interested in particular in the velocity eld, the ZF's and their inuence
on turbulent uctuations. Also, to investigate the ZF generation, we will quantify the energy
contained in these ZFs by separating the energy into the kinetic energy Ez contained in the
zonal sector of wavevector space, and the kinetic energy Em contained in the meridional
sector. We know that ZFs are invariant in the y-direction. We can then dene in Fourier
space two sectors: zonal sector (jkxj > jkyj) and meridional sector (jkxj  jkyj), as shown in
gure 5.1.
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Figure 5.1: Denition of the meridional and the zonal sector in Fourier space.
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The evolution equation for the total kinetic energy is given by
dE
dt
= P   ; (5.4)
in which the production P is related to the interaction term (rst term on the right-side of
Eq. (4.28)) and the destruction of kinetic energy  is due to the viscous dissipation. More
precisely,
P =
Z
 C (   n) dV; (5.5)
 =  
Z
 r4(r2 )dV; (5.6)
where   0, but P can be both positive and negative. Indeed, the production term quanties
the ow of energy towards the kinetic energy, from the other part of the energy
En =
1
2
Z
n2dV: (5.7)
This latter energy is fed through the imposed density gradient. If at certain places of space
the ux of energy is from E to En, the production term P in equation (5.4) will be negative
there. It will be shown that P is dominated by the meridional sector of wavevector space
and that, for large adiabaticity, the kinetic energy is then transferred to the zonal ows. To
quantify this we will show the evolution of the ux of kinetic energy Tmz from the meridional
sector (denoted by symbol "m") to the zonal sector (denoted by symbol "z"), as presented
in gure 5.2. The evolution equations for the meridional and zonal kinetic energy are,
respectively,
dEm
dt
= Pm   m   Tmz; (5.8)
dEz
dt
= Pz   z + Tmz: (5.9)
Another important, relevant quantity in fusion research is the outward particle ux due
to the uctuations in the edge plasma region. This quantity determines for a large part the
connement time of the plasma. As mentioned above, the HW model describes a simplied
process of the edge region of a tokamak plasma in the presence of a nonuniform background
density prole n0 = n0(x) and in a constant equilibrium magnetic eld B = B0ez. For this
geometry, a two dimensional box with periodic boundary conditions, the particle ux can
be expressed as
 n = 
Z
n
@ 
@y
dV; (5.10)
where  is dened in equation (4.32).
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Figure 5.2: The transfer of the energy in Fourier space.
5.2 Results in a periodic two dimensional box.
The HW model in the original form, (4.28) and (4.29), and the MHW model, (4.43) and
(4.44), were solved numerically in a two-dimensional domain of size Lx  Ly with periodic
boundary conditions. In that geometry the numerical domain represents the edge region
of a plasma in a tokamak as shown in gure 5.3. The equilibrium background density
in Eq. (4.29) was imposed as n = n0 exp ( x=Ln), where Ln is the density gradient scale
length. Numerical simulations were performed using a pseudo-spectral Fourier code, details
of which can be found in Appendix C, with N Fourier modes in the x; y-directions. The time
integration was done by a third-order TVD Runge-Kutta method, see Appendix C, with a
constant integration time step satisfying the Courant-Friedrichs-Lewy condition.
In the following we will present our results for the evolution of the HW turbulence for
dierent choices of the form and values of the adiabaticity parameter as were mentioned
above.
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n
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0
Figure 5.3: Density prole.
Constant adiabaticity. In this section we will consider the case where the adiabaticity
parameter is taken a constant, the original HW model. We present the results obtained with
dierent values of C corresponding to the hydrodynamic regime (C ! 0, strongly collisional
limit), adiabatic regime (C ! 1, weakly collisional limit) and intermediate regime (C ' 1).
The simulation parameters are presented in Table 5.1.
Table 5.1: The simulation parameters.
C 0.01 1 40
Lx  Ly 300 300 300 300 150 150
Nx Ny 10242 10242 2562
 0.3491 0.3491 0.0418
Figures 5.4, 5.5 and 5.6 show the typical time evolution of the total kinetic energy, kinetic
energy contained in the zonal sector jkxj > jkyj, kinetic energy contained in the meridional
sector jkxj  jkyj and the particle ux  n (see equation. (5.10)), for the adiabaticity param-
eter values C = 0:01; 1 and 40, respectively. From gures 5.4, 5.5 and 5.6 we see that the
small initial perturbations grow after a very short decaying transient in the initial phase. In
this phase the amplitudes of the drift waves grow. Then, these drift waves start to interact
nonlinearly. For the case C = 0:01 and C = 1 the resulting saturated state seems close
to isotropic as far as can be judged from the close balance between Ez and Em. For the
simulation with C = 40 it is observed that the meridional energy strongly dominates until
t  4000. After this, the zonal energy rapidly increases and becomes dominant for t > 6000.
This picture is in agreement with the scenario proposed in Connaughton et al. [65] for the
CHM system. For the dierent values of C we can observe distinct types of behavior in
the evolution of the kinetic energy. The initial phase always agrees with the linear stability
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analysis (section 4.4). The speed at which the system enters the saturated state is strongly
dependent on C. The slowness of the transition of the system to a saturated level has limited
the maximum value of the adiabaticity parameter to C = 40 and the maximum number of
modes for such C to 2562. This slowness can be understood from the linear growth rate
dependence which decreases rapidly with C, see gure 4.6(b). For the value C = 0:01 and
C = 1 we observe monotonous growth of the zonal, meridional and the total energies, as well
as the particle ux  n  until these quantities reach saturation. We see that for C = 40 the
initial growth of the meridional energy and the particle ux  n is followed by a signicant
(between one and two orders of magnitude) suppression of their levels at the later stages.
This is precisely the type of behavior previously observed in the CHM turbulence Ref.[65],
and which corresponds to LH-type transport and drift-wave suppression. Recall that  n is
the particle ux in the x -direction which corresponds to the radial direction of the physical
system that we model, the edge region of the tokamak plasma, a quantity which can not be
evaluated within the CHM model. The decrease of the ux, observed in gure 5.6 for long
times is thus an important new result as compared to the results in Ref. [65].
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Figure 5.4: Evolution of the total kinetic energy, energy contained in the zonal and the
meridional sectors and of the particle ux. C = 0:01.
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Figure 5.5: Evolution of the total kinetic energy, energy contained in the zonal and the
meridional sectors and of the particle ux. C = 1.
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Figure 5.6: Evolution of the total kinetic energy, energy contained in the zonal and the
meridional sectors and of the particle ux. C = 40.
Figure 5.7 and gure 5.8 show instantaneous visualisations of the electrostatic potential
 for values C = 1 and C = 40, respectively. The structure of  is strongly dependent on the
regime: for low values of C the structure of  is isotropic, whereas for high values of C the
structure of  is anisotropic and characterised by the formation of large structures elongated
in the zonal direction.
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Figure 5.7: Fields of the stream functions. C = 1 at t = 800.
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Figure 5.8: Fields of the stream functions. C = 40 at t = 7600.
For a better understanding of the anisotropic energy distributions, on gure 5.9 we show
the 2D kinetic energy spectra normalized by their maxima for the cases C = 1 and C = 40. In
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Figure 5.9: Snapshots of the kinetic energy spectrum normalized by its maximum value. (a)
C = 1, transition regime; (b) C = 40, transition regime; (c) C = 1, saturated regime; (d)
C = 40, saturated regime.
the initial phase, for both cases, one can observe a concentration of the kinetic energy in the
region corresponding to the characteristic scales of the drift wave instability, see Figs. 5.9(a)
and 5.9(b). Such a linear mechanism generates energy mainly in the meridional sector. For
the saturated state, one can observe the distinct features of the energy distribution in the
2D k-space. We can see in gure 5.9(d) that for large values of C there is a domination
of concentration of the kinetic energy in the zonal sector, which absorbs energy from the
meridional drift waves, see gure 5.6. These computations for C  1 are extremely long.
Even though in the limit we should obtain the dynamics governed by the CHM equations
[50], this may only be approached for very high values of C. Also the increase of C decreases
the growth rate instability of the drift waves. Thus, comparison with Connaughton et al 's.
simulation of CHM is not straightforward, since they articially added a forcing term in order
to mimic a HW-type instability and in the limit of C ! 1 the HW system tends to the
unforced CHM system. For C = 40 the zonal ows are not yet very pronounced in the physical
space visualization gure 5.8, but very clear in Fourier space. Indeed, while in gure 5.9(c)
we see that the saturated 2D energy spectrum isotropic for C = 1, on gure 5.9(d) we can
see that the spectrum is strongly anisotropic and mostly zonal for the C = 40 case.
In gures 5.10, 5.11 and 5.12 we show the behavior of the Tmz in Eq. (5.8) and (5.9). It is
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observed that for C = 0:01 everything is isotropic and hence there is no mean energy ux to
the zonal sector, which is in a good agreement with Fig 5.4 where we can observe equilibrium
of the kinetic energy contained in the zonal and the meridional ows in the saturated sate.
For the intermediate case with C = 1, gure 5.11, we start to see a preferential direction
of the ux of energy from the meridional to the zonal sector. This ux goes to a nonzero
asymptote at large t which means that there is no suppression of the meridional scales. For
large value C = 40, gure 5.12, we see the energy ux Tmz is increasing initially but then
strongly suppressed. This is because the meridional scales are suppressed by the zonal ows
at large t, so that the instability is weakened which leads to a reduced ux of the energy at
large t.
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Figure 5.10: Evolution of the ux of kinetic energy from the meridional sectors to the zonal
sector, Tmz. C = 0:01
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Figure 5.11: Evolution of the ux of kinetic energy from the meridional sectors to the zonal
sector, Tmz. C = 1.
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Figure 5.12: Evolution of the ux of kinetic energy from the meridional sectors to the zonal
sector, Tmz. C = 40.
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Wavenumber dependent C: Now we will consider the case when the parameter C de-
pends on the wave-vector k and it is dened according to the relation (4.38)
C = 4k
2ky
(1 + k2)2
: (5.11)
for s  0:02 and  = 0:3491. For the given parameters the maximum value of C is equal to
0.453. Note that this case has in common with the MHW model [67] that the coupling term
in Eq. (4.28) and (4.29) is zero for the mode ky = 0, corresponding to the ZFs.
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Figure 5.13: Evolution of the total energy (red line), energy contained in a zonal sector
(green line), energy contained in a meridional sectors (blue line), particle ux  n (magenta
line).
The numerical simulations were performed for  = 5  10 5 with 10242 modes, box size
L = 300 and4t = 10 4. The time evolution of the total, the zonal and the meridional kinetic
energies, as well as the particle ux  n, are shown on gure 5.13. We observe a similar picture
as before in the simulation with large constant adiabaticity parameter C = 40. Namely, the
total and the zonal energies grow monotonously until they reach saturation, whereas the
meridional energy and the transport initially grow, reach maxima, and then get reduced so
that their saturated levels are signicantly less than their maximal values. This is because
the ZF's draw energy from the drift waves, the same kind of LH-transition type process that
we observed in the constant adiabaticity case with C = 40. In the nal saturated state, there
is a steady state of transfer of the energy from the drift waves to the ZF structures, so that
the waves in the linear instability range in the meridional sector do not get a chance to grow,
which can be interpreted as a nonlinear suppression of the drift-dissipative instability.
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Figure 5.14: Streamfunction eld at t = 190 (top), t = 800 (bottom), C = C(k).
The physical space structure of the streamfunction  is shown in gure 5.14(top) and
gure 5.14(bottom) for an early moment and for the saturated state. One can see formation
of well-formed ZF's. Figs 5.15(a), (b) and (c) show the snapshots of the 2D energy spectrum
evaluated at time t = 100, t = 190 and t = 800. We can see that initially meridional scales
are excited via the linear instability mechanism, see Fig 5.15(a). This is followed by the
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nonlinear redistribution of the energy into the zonal sector, so that the spectrum for t = 190
looks almost isotropic, Fig 5.15(b). The process of transfer to the zonal scales continues, and
for t = 800 we observe a very anisotropic spectrum which is mostly zonal, see Fig 5.15(c).
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Figure 5.15: Snapshots of the 2D kinetic energy spectrum normalized by its maximum value
and evaluated at (a) t = 100, (b) t = 190 and (c) t = 800 for the case of k-dependent C. For
gure (c) a close-up view of the zonal sector is shown in the upper-right corner.
As in the previous case we show in gure 5.16 the behavior of the Tmz in Eq. (5.8) and
(5.9). It is observed that the evolution of the ux Tmz from the meridional to the zonal
sector is similar to the C = 40 case: the ux initially rises, reaches a maximum and then
falls o to a value close to zero from the moment when the zonal ows appear.
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Figure 5.16: Evolution of the ux of kinetic energy from the meridional sectors to the zonal
sector, Tmz. C = C(~k)
5.3 Discussion
In this chapter we have presented numerically turbulence described by the Hasegawa-
Wakatani model Eq. (4.28) and (4.29) for three dierent constant values of the adiabaticity
parameter C, and for a wavenumber-dependent C chosen to correspond to the fastest growing
modes of the drift-dissipative instability. Our aim was to resolve a contradiction between
the assertion made by Numata et al.[67] that zonal ows (ZFs) do not form in the original
(unmodied) HW model and the clear observation of the ZFs by Connaughton et al.[65]
within the Charney-Hasegawa-Mima model which is a limiting case of the HW system for
large C.
In our simulations for large values of C, namely for C = 40, we do observe formation
of a strongly anisotropic ow, dominated by kinetic energy in the zonal sector, followed by
the suppression of the short drift waves, drift-dissipative instability and the particle ux, as
originally proposed in the drift-wave/ZF feedback scenario put forward by Balk et al. in 1990
[54, 55]. This result suggests the original HW model to be the minimal nonlinear PDE model
which contains the drift-wave/ZF feedback loop, consistent with LH transition observations.
Note that even though the drift-wave/ZF loop was also observed in the CHM simulations[65],
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it cannot be considered a minimal model for this mechanism because the CHM model itself
does not contain any instability, and it had to be mimicked by an additional forcing term.
Also, this model does not give any prediction for the turbulent particle ux.
In the results presented in this chapter (gures 5.9 and 5.15) we demonstrated the non-
local nature of such kind of the turbulence. This results show that the Fourier modes at
widely dierent scales are not independent.
Furthermore, like in Numata et al. [67], we see neither formation of ZFs nor suppression
of the short drift waves and the transport for low values of C, 0.1 and 1. This is quite natural
because in the limit of low C the HW model becomes a system similar to the isotropic 2D
Navier-Stokes equation. At this point we would like to come back to the statement of Numata
et al. [67] that ZFs are not observed in the unmodied HW model and we will reconcile this
with the current results. It is important to distinguish between ZFs determined by the energy
in the modes with ky = 0, and the energy contained in the zonal sector jkxj > jkyj. In the
unmodied and MHW model, energy is transferred to the zonal sector of wave-vector space
if the value of C is large enough. However, in the original HW model a strong damping of
the small k modes is present. This is most clearly seen by writing Eq. (4.28) in terms of
vorticity in Fourier space,
@!^
@t
=  C !^
k2
  Cn^  A^  D^: (5.12)
in which ^ denotes a Fourier transform, A and D are the advection and hyperviscous diusion
terms in Eq. (4.28), respectively. The rst term on the RHS of Eq. (5.12) is a damping term
with characteristic time scale k2=C. This time scale tends to zero for k k k! 0, so that
the damping of the small k vectors is very strong. In the MHW model this damping is
removed for the modes with ky = 0, so that they will increase their energy more eciently,
compared to the unmodied HW model. This explains the relatively rapid emergence of the
ZF topology in the MHW model and the same explanations holds for the behavior of the
HW model with wavenumber dependent value of C. Since the damping is a function of k2,
ZFs with a small kx and ky = 0 will be strongly damped whereas in the unmodied HW
model ZFs with large kx and ky = 0 will be left unaected by the damping. It is observed
in our simulations that very large values of C are needed to see the drift-waves/ZF feedback
loop and we note that these large C simulations are extremely demanding computationally
because of the slow character of the linear instability in this case.
Of course, a decision which case is more relevant, constant or wavenumber-dependent
C, or the modied Hasegawa-Wakatani model [67] should be decided based on the plasma
parameters and the physical dimensions of the fusion device. Namely, the wavenumber-
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dependent C should only be adopted if the fastest growing modes have wavenumbers allowed
by the largest circumference of the tokamak; otherwise one should x the parallel wavenum-
ber at the lowest allowed value. The three-dimensional simulations, which are available
these days, can also answer this question. That is, if we observe domination of ZFs with low
parallel wavenumbers, we must choose C = const, and on the contrary for ZFs with large
parallel wave numbers C must be dependent on k.
This investigation demonstrated the usefulness of the basic PDE models of plasma, like
CHM and HW, for predicting and describing important physical eects which are robust
enough to show up in more realistic and less tractable plasma setups. Recall that the
HW model is relevant for the tokamak edge plasma. As a step toward increased realism,
one could consider a nonlinear three-eld model for the nonlinear ion-temperature gradient
(ITG) instability system, which is relevant for the core plasma; see eg. Leboeuf et al [68].
This model is somewhat more complicated than what we have considered so far but still
tractable by similar methods. This is an important subject for future research. Another
step towards increased realism will be presented in the next chapter.
107

Chapter 6
Numerical simulation of the drift
wave-zonal ow system in the presence
of boundaries
In the previous chapter we presented results of numerical simulations of the development
of drift waves-zonal ow dynamics. The numerical simulations were carried out in a two
dimensional domain with periodic boundary conditions for the electrostatic potential and
density uctuations. This choice of the geometry allowed us to analyze the evolution of such
properties as the total kinetic energy and its density distribution function, ux of particles
and ux of the kinetic energy from meridional ow to zonal ow.
In the present chapter we consider the evolution of the drift wave-zonal ow dynamics
governed by the modied HW models in the presence of solid walls. Even though the study
remains fairly academical, the inclusion of rigid boundaries constitutes a step to a more
realistic situation. In particular are we interested to know if the picture obtained in the
previous chapter, with respect to the interaction of ZFs with the turbulent ux of particles,
survives if the ow is nolonger periodic and includes the interaction between the plasma and
the wall.
To dene solid boundaries the volume penalization method is used. The detailed descrip-
tion of the method, the analysis of convergence and accuracy can be found in Appendix C.
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6.1 Implementation of the volume penalisation method
to the HW model
Here we present the implementation of the volume penalization method to model solid
boundaries in the modied Hasegawa-Wakatani model. Let us rewrite the governing equa-
tions of the MHW model (4.43) and (4.44) where we added the volume penalisation method.
We have
@
@t
+ z r?  r

r2 = C

~   ~n

  r2(r2 ) r

(x; y)

r? 

; (6.1)

@
@t
+ z r?  r

(n+ ln(n0)) = C

~   ~n

  r2n  (x; y)

(n  n0) (6.2)
The last term in both equations corresponds to the penalization term, where  is a mask
function dened by
(x; y) =
8<:0 if
p
(x  x0)2 + (y   y0)2  r
1 elsewhere
(6.3)
and  is a penalization parameter which is chosen such as to satisfy   0:54t. As mentioned
above, details of the method can be found in Appendix C. The penalization term is dened
so that it is zero in the uid domain and non zero in the solid domain. Physically the
penalization terms act to set uctuations of the density and velocity to zero at the wall.
Figure 6.1 shows the computational domain with the illustration of the denition of the
mask function.
χ=0
χ=1
r
Lx
Ly
Figure 6.1: The computation circular domain.
6.2 The modied HW model in the circular geometry
To construct the MHW model for the circular geometry it is very important to cor-
rectly average the coupling term in Eq. (4.28) and (4.29). In the previous chapter for a
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two dimensional periodic domain we averaged the coupling term for the y-direction, since
the background density depended only on the x -direction. For the circular geometry the
distribution of the background density has azimuthal symmetric and is dened by
n0(r) = exp

  r
2
2L2n

; r2 = x2 + y2; (6.4)
where Ln is the density gradient scale length. The prole of n0 is presented in gure 6.2.
The coupling term must therefore be averaged in the azimuthal direction. For the cartesian
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Figure 6.2: Prole of the constant background density distribution
grid case this is done by the following azimuthal average,
hfi =
1
N(r)
X
r rr+
f(x; y); (6.5)
where r =
p
(x  x0)2 + (y   y0)2, (x0; y0) - indicates the center of the domain and r =
r4r. N(r) is the number of occurrences of points for current r. Here instead of f we will
substitute  and n.
6.3 Results
We will consider two cases. The rst case aims at reproducing the results obtained by
Holland et al. which are presented in [69, 70]. These articles report on the comparison of
experimental results and results obtained in numerical simulations. Since the experimental
setup is small, the zonal ows are only owing in one azimuthal direction. It is expected
that in larger devices more than one ZF will coexist. We therefore also perform simulations
in a larger domain. In the second case for a larger domain the parameters will provide a
better visualization of the formation of a number of coexisting ZFs. For this reason we will
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consider the case with parameters which match to parameters that were used for the two
dimensional periodic case in Chapter 5. Despite the fact that the original HW model can not
simulate formation of ZFs for moderate parameters of adiabaticity C it will be interesting to
compare the results obtained by the MHW model with the results obtained by the original
HW model for both cases. The results of the simulations turn out to be very sensitive to the
choice of initial conditions [69]. The initial conditions are such that for each radial location
potential and density uctuations with nite azimuthal mode number are dened with small
amplitude white noise (randomly distributed phases for each each radial location value of  
and n).
Small circular domain
In this section, we present the results of numerical simulations with parameters which
are close to the parameters which were used in the works of Holland et al. [69, 70]. These
parameters correspond to a real physical setup CSDX [71]. CSDX is helicon plasma column
which has been constructed to study drift wave-zonal ow dynamics. Numerical simulations
were performed in a circular domain using the same code as for a two dimensional periodic
box considered in Chapter 5 with r  8:4 cm,  = 0:65,  = 0:05, C = 1 and 512 Fourier
modes in each direction. Instead of the hyperviscous term a second order viscous term was
used.
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Figure 6.3: Evolution of the total kinetic energy for the OHW model (red line), and MHW
(green line).
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Figure 6.3 shows the time evolution of the kinetic energy for the original and modied
HW model. As in the previous cases for a two-dimensional periodic domain, the small
initial perturbations grow in the initial phase and then develop drift waves which begin
to interact nonlinearly. The behavior of the kinetic energy after the initial linear growth
phase (t  90=!ci) is dierent for the two models. For the original HW model an oscillation
of kinetic energy around a mean value is observed, the system oscillates between regimes
relating to weak nite m modes, where m is the azimuthal wave number, (strong zonal
ow, e.g. m = 0) and strong nite m modes (weak zonal ow). For the MHW model this
oscillation disappears and the system consists of one nite m mode.
The qualitative picture of this behavior is clearly seen on snapshots of the uctuating
electrostatic potential from dierent moments of time in gure 6.4. These gures illustrate
that the dynamics of the system are dominated by the m = 3 mode in the initial phase
gures 6.4(a) and (b) and appearance of the zonal ow in the saturated state gures 6.4(e)
and (f). To obtain quantitative results, we have computed the averaged azimuthal velocity
prole, the turbulent stress (i.e. turbulent transport of momentum) and the particle ux
in the saturated state which are shown in gures 6.5. The averaged velocity proles for
both models are presented in gure 6.5(a) and display a signicantly dierent behavior.
The turbulent stress proles are also very dierent, gure 6.5(b). We note that the results
obtained here are in agreement with the results obtained by Holland et al. 2007 which are in
good agrement with the experimental results. Figure 6.5(c) depicts the particle ux in the
radial direction.
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Figure 6.4: Instantaneous elds of the electrostatic potential for the OHW model and the
MHW model at the dierent moment of time.
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Figure 6.5: The averaged azimuthal velocity prole (a), the turbulent stress prole (b) and
particle ux prole (c) evaluated at !cit = 380 for the original HW model and the MHW
model computed in circular domain
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Large circular domain
In the case presented above we did not clearly observe a formation of ZFs since the size of
the domain is too small. Indeed, the radial size of the zonal ows is comparable to the radius
of the domain. As a second example we present here the results of numerical simulations
in a circular domain for parameters which are similar with those which have been used in
the periodic domain case in Section 5.2. Simulations were performed with r = 63:75 cm,
Nx;y = 1024,  = 5  10 6, C = 1 and  = 0:1611 both for the original HW model and for the
MHW model. The radius is thus approximately 8 times larger for the same value of Larmor
radius s = 1. In this case the constant background density distribution n0 is dened by
n0(r) = exp

  r
4
L4n

; r2 = x2 + y2: (6.6)
The prole of n0 is presented in gure 6.6 together with the prole for the small circular
domain of previous section. We have chosen the prole to be atter in the center of the
domain than for the small circular domain, as can be expected in larger plasma experiments.
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Figure 6.6: Prole of the constant background density distribution. 1 - the large circular
domain, 2 - the small circular domain.
Figure 6.7 shows the typical time evolution of the kinetic energy obtained by the OHW
model and MHW model. Figures 6.8 shows instantaneous visualizations of the electrostatic
potential  at times !cit = 80; 150 and 400. In the initial state from gures 6.8(a) and (b)
we observe the formation of structures which are commonly referred to as streamers, because
their shape in this case is radially elongated. Such structures are induced by the growing
of background drift wave turbulence [47]. At later times, in gures 6.8(c) and (d) we show
that the instability of drift waves develops and we can observe the initial phase of drift
wave - zonal ow interaction. At later times, the two systems evolve dierently.
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Figure 6.7: Evolution of the total kinetic energy for the OHW model (red line), and MHW
(green line).
For the original HW model (gure 6.8(e)) we do not observe formation of ZFs, while for
the MHW (gure 6.8(f)) we observe formation of azimuthal shear ows.
Figures 6.9(a) and (b) provide plots of the azimuthally averaged velocity prole as a
function of radius for results calculated by the original HW and the MHW models, respec-
tively. Figure 6.9(a) does indicate the presence of ZFs both for the original HW model and
for the MHW model. The averaged Reynolds stress (or turbulent transport) is presented in
gure 6.9(b). It is clearly seen that the magnitude of the Reynolds stress for the original
HW model is much bigger than for the MHW model. Figure 6.9(c) shows a space averaged
prole of the radial ux of particles for the two models. Because of the dominance of the
zonal component of the velocity eld over its radial component, the particle ux is reduced.
In gure 6.10 we show the time evolution of the radial particle ux as a function of time.
As in previous chapter it is observed that the particle ux is signicantly reduced for the
MHW model after an initial period.
It is thus conrmed here that also in the presence of solid boundaries the drift-wave
induced turbulence self-organizes into a state in which the ZFs dominate, hereby reducing
the radial particle ux.
117
Chapter 6. Wall-bounded geometry
e =Te, OHW, !cit=80 e =Te, MHW, !cit=80
r/ρ
s
r/ρ
s
 
 
−40 −30 −20 −10 0 10 20 30 40
−40
−30
−20
−10
0
10
20
30
40
−0.5
0
0.5
r/ρ
s
r/ρ
s
 
 
−40 −30 −20 −10 0 10 20 30 40
−40
−30
−20
−10
0
10
20
30
40
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
(a) (b)
e =Te, OHW, !cit=150 e =Te, MHW, !cit=150
r/ρ
s
r/ρ
s
 
 
−40 −30 −20 −10 0 10 20 30 40
−40
−30
−20
−10
0
10
20
30
40
−1.5
−1
−0.5
0
0.5
1
1.5
r/ρ
s
r/ρ
s
 
 
−40 −30 −20 −10 0 10 20 30 40
−40
−30
−20
−10
0
10
20
30
40
−1.5
−1
−0.5
0
0.5
1
1.5
(c) (d)
e =Te, OHW, !cit=400 e =Te, MHW, !cit=400
r/ρ
s
r/ρ
s
 
 
−40 −30 −20 −10 0 10 20 30 40
−40
−30
−20
−10
0
10
20
30
40
−2
−1
0
1
2
r/ρ
s
r/ρ
s
 
 
−40 −30 −20 −10 0 10 20 30 40
−40
−30
−20
−10
0
10
20
30
40
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
(e) (f)
Figure 6.8: Instantaneous elds of the electrostatic potential for the OHW model and the
MHW model at the dierent moments of time.
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6.3. Results
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Figure 6.9: Plots of the azimuthal-averaged velocity proles (a), the turbulent stress (b) and
the particle ux (c) evaluated at t!ci = 400.
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Chapter 6. Wall-bounded geometry
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Figure 6.10: Evolution of the particle ux for the OHW model (red line), and MHW (green
line).
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Conclusions of Part II
In this part we considered a particular example of turbulent self-organization in the
presence of external forces (chapter 5) and solid walls (chapter 6). The here considered ap-
plication was the Hasegawa-Wakatani model, representing some key features of the turbulent
dynamics of a tokamak-edge.
In particular did we consider the limit of the model in which the nonlinearity was reduced
with respect to the linear forces. For this weakly nonlinear, wave dominated regime, analyt-
ical predictions suggested the presence of a feedback loop in which by nonlocal interactions
energy is transferred to highly anisotropic zonal ows, which through their interaction with
the waves, partially suppress the underlying instability from which the turbulence originated.
It was shown here that this feedback loop, predicted for an even simpler model than the
Hasegawa-Wakatani model considered here, is also present in the latter model in a particular
limit. For certain choices of the model ingredients (i.e. the wavenumber dependence of the
adiabaticity constant) a strong suppression of the turbulent uctuations and the turbulent
radial particle ux is observed.
In the last chapter we showed that even in the more sophisticated case, in which the edge
is not assumed to be space periodic, but bounded by solid walls, the same mechanism seems
to subsist and the ux is eciently reduced by the turbulence-zonal ow interaction.
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Perspectives
In the rst part of the present dissertation we investigated the eect of the depletion of
nonlinearity in freely decaying turbulence without the inuence of walls. A more interesting
problem, which can be proposed as the perspective of the present work, is to consider this
eect in a wall bounded domain. For instance, it would be interesting to verify whether
the turbulent structures in channel ow are a consequence of the tendency of turbulence
to reduce its nonlinearity. To investigate this eect in such kind of geometries we need to
understand how it is possible to measure this suppression in the domain with walls. The
diculty of this problem is to construct a counterpart Gaussian eld which we need to
measure the depletion. We have not succeeded this yet, but we present in Appendix D a
preliminary investigation of the depletion of nonlinearity in turbulent channel ow.
In the second part of the dissertation the eect of self-organization of drift wave-ZF
turbulence was presented. We performed a comprehensive analysis of this problem in the
considered framework. But the existent approach for the denition of the adiabaticity param-
eter is not unequivocal. We therefore suggest to perform fully three dimensional simulations
of the original HW model, equations (4.28) and (4.29). In this case we do not have to choose
the denition of C, because in the three-dimensional case the adiabaticity parameter C can
be computed directly by (4.30). The results of such a simulation can give a clear answer on
the question how to dene C.
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Analytical derivation of Gaussian scaling of three
dimensional turbulence
The Gaussian estimates of the quantities W (k), W!(k) etc. can be computed by gener-
ating a eld consisting of Gaussian noise with the desired energy-spectrum and computing
the spectra from these elds, replacing the ensemble average by a volume average. Since
a Gaussian distribution with zero mean is entirely determined by its variance, the energy
spectrum is the only free variable to dene such a Gaussian eld. One implication is that
we can determine all the Gaussian estimates analytically. For instance, if we dene the
spectrum Wijmn(k), such that
Z 1
0
Wijmn(k)dk =


 0ij
0
mn

(A.1)
we can determine the Gaussian estimate to be
WGijmn(k) =
1
2
Z
(k   p  q) k
2
4p2q2

(Pim(p)Pjn(q) + Pin(p)Pmj(q))E(p)E(q)dpdq (A.2)
with Pij(k) = ij   kikj=k2. From this spectrum all other spectra dened above can be
derived. For example,
WG (k) = imjnW
G
ijmn: (A.3)
The Gaussian spectra of the dierent quantities are then all of the form
WGX (k) =
1
2
Z

k3fX(k; p; q)E(p)E(q)
dpdq
pq
: (A.4)
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The dierent forms of fX(k; p; q) are given in table A.1. In these expressions  indicates the
domain in the pq-plane in which k; p; q can form a triangle and x; y; z are
x =  piqi=(pq)
y = kiqi=(kq)
z = kipi=(kp): (A.5)
In the Table A.1 we show analytical expressions of the Gaussian estimates of dierent
Spectrum function FX(k; p; q) Scaling Normalization
WG(k) (1  xyz   2y2z2) U22=3k1=3 U23=4 1=4
WGudu(k) (3  2y2   2z2   xyz) U22=3k1=3 U23=4 1=4
WGdp(k) 2(1  y2   z2 + y2z2) 4=3k 1=3 5=41=4
WG! (k) k
2(1  xyz   2y2z2) U22=3k7=3 U25=4 7=4
WG!du(k) k
 2p2q2(1  x2) 4=3k5=3 7=4 5=4
WGud!(k) k
 2(2q4   p2q2)(1  x2) U22=3k7=3 U25=4 7=4
WGC (k) k
 2q2(p2 + q2   k2)(1  x2)=2 4=3k5=3 7=4 5=4
WG (k) 2k
 2(1 + x2) U22=3k 5=3 U21=45=4
WGe (k) (5 + x
2) U22=3k 5=3 U21=45=4
Table A.1: Analytical expressions of the Gaussian estimates of dierent 4th-order wavenum-
ber spectra. Also shown is their scaling in a long 2=3k 5=3 inertial range.
4th-order wavenumber spectra. The last column contains their scaling in a long 2=3k 5=3
inertial range. Also shown is their normalization as a function of the sweeping velocity U
and Kolmogorov variables.
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Direct Numerical Simulations of three dimensional
decaying turbulence
A standard pseudo-spectral method was used for the resolution of the Navier-Stokes
equations. The time integration was performed using a third order Runge-Kutta TVD
scheme. Numerical simulations were performed in a (2)3-box for three dierent cases with
128 and 256 modes in each direction, respectively. The resolution is relatively low for today's
standards, but proved enough to obtain results which seemed to become insensitive to the
Reynolds number, with respect to the quantities related to the depletion of nonlinearity. To
avoid aliasing errors, a 2/3 rule was used. The timestep was controlled by the CFL condition.
The details and the accuracy analysis of the numerical code can be found in Appendix C. To
dene a homogeneous isotropic eld the initial values for the velocity eld, u^(k; t = 0) were
computed by relation (1.24) choosing wave vector amplitudes from independent Gaussian
random numbers that yield the energy spectrum
E(k) = 16
r
2

u20
k4
k50
exp( 2

k
k0
2
) (B.1)
with k0 the peak wavenumber and u0 the initial rms velocity. The parameters of simulations
are presented in Table B.1
Table B.1: The simulation parameters.
I II III IV
Re(t = 0:0) 35 86 155 302
Re(t = 0:0) 560 1514 1987 2612
Lx  Ly  Lz 23 23 23 23
Nx Ny Nz 1283 2563 2563 2563
 0.01128 0.00413 0.00313 0.00234
k0 4.75 4.75 3.75 2.0
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Space discretization method
For the spatial discretization a classical Fourier pseudo-spectral method on a 2-periodic
domain was used [39]. The velocity eld is transformed into Fourier space in order to compute
the spatial derivatives and evolve the velocity eld in time. The nonlinear and penalization
terms are calculated in physical space. The u-components of the velocity eld u = (u; v) in
2D and u = (u; v; w) in 3D and the other variables are represented as Fourier series,
u(x; t) =
X
k2Z2
u^(k; t)eikx: (C.1)
The nth-derivative in this case can be written as
@nu(k; t)
@xn
= (ik)nu(k; t): (C.2)
Time integration method
The easiest way to obtain a high-order in time discretization is to use a high-order Runge-
Kutta method. However, it has been observed that the classical fourth-order Runge-Kutta
method may develop large oscillations in the solution when the space discretization the Total
Variation Diminishing (TVD) sheme is used for space discretization. The third order TVD
Runge-Kutta scheme for the system of ordinary dierential equations
dU
dt
= F (U); (C.3)
where F is the discrete ux vector, is given by [72]:
U(1) = U(n) +4tF (U(n))
U(2) =
3
4
U(n) +
1
4
U(1) +
4t
4
F (U(1)) (C.4)
U(n+1) =
1
3
U(n) +
2
3
U(2) +
24t
3
F (U(2))
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Taylor-Green vortex test
To estimate the spatial and temporal order of the numerical code the Taylor-Green
vortex problem was considered [73]. The Taylor-Green vortex ow has been widely used for
verication of the accuracy of incompressible viscous ow solvers. The analytical solution
to the Taylor-Green vortex ow in the unsteady case is given by
u(x; y; t) =  A cos(kx) sin(ky) exp( 2k2t=Re) (C.5)
v(x; y; t) = A sin(kx) cos(ky) exp( 2k2t=Re) (C.6)
In this case, the intensity of the vortices decays exponentially. To compute the temporal
accuracy of the scheme, the number of Fourier modes for each direction was xed at 256 and
the time step was varied within the CFL condition from 10 4 to 2  10 3. Vortex amplitude
was chosen to be A = 2:0 and wavenumber was chosen to be k = 2. The kinematic viscosity
was chosen  = 0:01. For each case the L2-error norm of the velocity component at moment
of time t = 1:0 is computed by:
k u kL2=
rP
(uexact   u)2
N
; (C.7)
where N is the total number of nodes used. Figure C.1 shows the log-log plot of the l2 error
norm as function of time step.
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Figure C.1: L2-error norm computed at t = 1:0.
To assess the spatial order accuracy of the scheme four dierent resolutions with 642,
1282, 2562 and 5122 uniform grid points are used in the study. Vortex amplitude was chosen
to be A = 2:0 and wavenumber was chosen to be k = 2. The kinematic viscosity was
chosen  = 0:01. The numerical solutions are computed on a square domain of side 2 with
periodic boundary conditions in both x and y-direction. We present in a Table C.1 the L2
norm of the error of the component of velocity which was computed for each case.
130
jjuNx   uqNx jjL1 jjuNx   uqNx jjL2
64 1:7898  10 14 2:3149  10 14
128 1:8893  10 14 2:3616  10 14
256 1:8277  10 14 2:2843  10 14
512 1:3226  10 14 1:64  10 14
Table C.1: Estimated errors from the Taylor-Green vortex runs after 100 times steps.
Double Shear Layer test
The second test presented uses a problem involving a double periodic pair of shear layers.
u(x; y) =
8<:tanh((y   0:25)=); for y  0:5tanh((0:75  y)=); for y > 0:5 (C.8)
v(x; y) = " sin(2x); (C.9)
where  is the shear layer width parameter and " is the strength of the initial perturbation.
Since an exact solution is not known for this test, a reference solution computed using very
ne grid was used as the "exact" solution in the convergence tests.
We will consider here two dierent cases, rst is the "thick" shear layer problem with
parameters  = 1=30, " = 0:05 and the "thin" shear layer problem with parameters  = 1=80,
" = 0:05 for the viscosity  = 0:002 and  = 0:0001, respectively.
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Figure C.2: Contour plots of vorticity from 2D thick shear layer runs at time t=1.0 for the
grids (a) 1282 and (b) 5122.
The both cases were computed on grids with the number of points 642, 1282, 2562 and
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Figure C.3: Contour plots of vorticity from 2D thin shear layer runs at time t=1.0 for the
grids (a) 1282 and (b) 5122.
5122. Figure C.2 and gure C.3 show vorticity elds computed on 128x128 and 512x512
grids at moment of time t = 1:0 for the "thick" shear layer and the "thin" shear layer,
respectively. Since the exact solution is not known we will present below only convergence
results. The convergence rate estimates are based on the Richardson extrapolation:
Richardson rate =
ln[juNx   uqNx j=juqNx   uq2Nx j]
ln(q)
(C.10)
In Tables C.2 and C.3 we present the L2 error for each grid and convergence rate computed
by the Richardson extrapolation for the "thick" shear layer and the "thin" shear layer,
respectively.
jjuNx   uqNx jjL1 jjuNx   uqNx jjL2 Richardson rate
64-128 1:5606  10 4 2:0161  10 4
128-256 7:353  10 9 9:4801  10 9 14.37
256-512 1:8432  10 9 2:3758  10 9 1.99
Table C.2: Estimated errors and convergence rate from the Thick Shear Layer runs.
jjuNx   uqNx jjL1 jjuNx   uqNx jjL2 Richardson rate
64-128 7:3072  10 2 0:1068
128-256 3:4972  10 3 5:7321  10 3 4.22
256-512 1:8509  10 5 3:5668  10 5 7.32
Table C.3: Estimated errors and convergence rate from the Thin Shear Layer runs.
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Volume penalization method
To simulate viscous incompressible uid with solid boundary interaction, the volume
penalization method was used. The method is based on the idea of the immersed boundary
method. Originally this method was proposed by Arquis & Caltagirone [74] to simulate ow
convection inside a porous domain. The main idea of the method is to consider the complete
computational domain, consisting of walls and uid, to be one porouse medium. In the part
which we want to dened as solid 
s, the porosity tends to zero, whereas in the uid part 
f
the porosity is consider to by innity. 
s, 
f and the solid-uid boundary  s are illustrated
in gure C.4. The implementation of the volume penalization method in the Navier-Stokes
Ω
f
Ω
s
Γ
s
Figure C.4: The computation domain.
equations reads: 
@
@t
+ v  r

v =  1

rp+ 4v + 

v; (C.11)
where on the right hand side of the equation there is a forcing term. This forcing term
corresponds to the penalisation term, where  is a mask function dened by
(x; y) =
8<:0 for (x; y) 2 
f1 for (x; y) 2 
s (C.12)
and  is a penalization parameter. This parameter imposes a strong restriction on the
time step. The detailed description of choosing the time step can be found in [75]. In our
simulation it was chosen such as to satisfy   0:54t. This form of the source term allows
to dene non-slip boundary conditions on the solid boundary.
Burgers problem
To assess the spatial order accuracy and the speed of convergence as a function of a
penalization parameter for the method the one dimensional Burgers equation was considered.
ut + uux = uxx (C.13)
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The solution of Burgers problem was obtained by the spectral method with penalization
technique on interval x 2 [0; 4], see Fig. C.5, with mask function dened by
(x; y) =
8<:0 for (x; y) 2 [1; 3]1 for (x; y) 2 [0; 1)S(3; 4] (C.14)
The "exact" solution of the equation (C.13) was taken the solution obtained by the spectral
method on interval x 2 [0; 2].
1 2 3 40
χ=1 χ=1
Figure C.5: The computation domain for Burgers problem.
Figures C.6 show the spatial order accuracy and the speed of convergence as a function
of a penalization parameter.
An extensive validation of the method is reported in [76]. The here presented form of the
penalization method allows to easily impose Dirichlet boundary conditions, which is what
we use in Chapter 6. We mention here that recently an extension was proposed to impose
homogeneous Neumann conditions using the penalization method [77], but this will not be
used in the present investigation.
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Figure C.6: The spatial order accuracy (a) and the speed of convergence as a function of a
penalization parameter (b).
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Depletion of nonlinearity in a turbulent channel ow
To measure the depletion of nonlinearity in the turbulent channel ow we consider two
dierent Reynolds numbers, Re = 180; 590, obtained using a Fourier-Fourier-Chebychev
solver and resolutions of 193  384  384 and 289  1024  1024 gridpoints, respectively.
The Reynolds number Re is here based on the friction velocity and the channel half-width.
Details on these simulations and the numerical method can be found in Ref. [78]. In Figure
D.1 we show the geometry, and the denition of the coordinate-directions, considered in the
present study.
In inhomogeneous turbulence many traditional tools from turbulence research become
dicult to use since the presence of solid walls does not allow a straightforward decomposition
in Fourier-modes. Indeed, Chebychev or other modes can be used to decompose the ow, but
a large part of the standard concepts of turbulence developed in the context of homogeneous
turbulence do become either invalid or very hard to use. The standard concept of an energy-
cascade should now not only take into account the energy ux through scale-space, but also
the interactions with the inhomogeneity introduced by the presence of walls.
The depletion of nonlinearity is also an eect which becomes dicult to evaluate. In
flow
z
x
y
Figure D.1: Scheme of the channel and orientation of the coordinate frame. The distance
between the two plates, in the x-direction, is equal to 2h. Also indicated is the plane which
is visualized in Figure D.2.
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Figure D.2: Top: visualisation of the norm of the cosine of the angle between the velocity
and the vorticity vector (ju !j=jujj!j). Shown is the the x y plane. Bottom: visualisation
of the norm of the ratio of the Lamb-vector to the nonlinear term (j=sj) in the x y plane
at Ret = 590.
principle, we would like to dene at each point in space a velocity eld with the same
anisotropy, the same energy distribution, and constituted of independent modes and then
compare the statistics of the mean-square nonlinearity of both ows in each point. Since the
development of a Gaussian, incompressible eld, satisfying the boundary conditions, is non-
trivial, a quantitative measure is not easily dened. In the following we will investigate the
two mechanisms, Beltramization and ^ k alignment, without quantifying their importance
compared to independent Fourier modes, but by normalizing the contributions to the mean-
square nonlinearity by the quantity juj2j!j2. The quantities u and ! are here the total
instantaneous velocity and vorticity.
A rst attempt to analyze the tendency to Beltramization is the direct visualisation of
the angle between the velocity and vorticity. A contourplot of a plane in the x  y direction
is shown in Figure D.2 (top). Values varying from 0 to 1 are observed without a clear
prevalence of values around one. It seems that in the very near wall region no velocity-
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Figure D.3: Top: square Lamb-vector, normalized by juj2j!j2 as a function of the distance
from the wall, in wall-units. Also shown (y-labels on the right) is the mean-velocity prole of
the ow. Bottom: square nonlinearity, normalized by juj2j!j2 as a function of the distance
from the wall.
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vorticity alignment is observed. This is quantitatively illustrated in Figure D.3, where the
norm of the cosine of the angle between the velocity and the vorticity vector is shown as a
function of wall units y+. Averages are computed over the x   z plane in an instantaneous
ow realisation,
h::i = h::ixz =
1
LxLz
Z

ds: (D.1)
For convience we also show in Figure D.3 the mean velocity prole u+ in wall units, in order to
illustrate in which region of the ow the dierent mechanisms play a role. It is observed that
Beltramization is very weak in the near wall region where the vorticity and the velocity have
a tendency to be perpendicular. This is naturally the case for a one-dimensional, laminar,
ow prole, but seems also to hold approximately in the presence of turbulent uctuations.
In the center region of the ow the value < jj2=juj2j!j2 > tends to the value 2=3, which is
the value which is observed in isotropic incompressible Gaussian noise. No strong tendency
to Beltramization is here observed either. The Reynolds number does not seem to inuence
the results much.
The second ow-visualisation, Figure D.2 (Bottom), illustrates j=sj. This quantity
is large if the solenoidal part of the Lamb-vector is small, i.e., if the second mechanism of
depletion of nonlinearity, ^   k alignment is strong. This seems to be the case near the
walls. The value < jsj2=juj2j!j2 > is shown in Figure D.3, bottom. The nonlinearity,
normalized by juj2j!j2 is very weak, throughout the near wall region. Only in the center
of the domain the nonlinearity recovers in strength. Again, the Reynolds number does not
enormously inuence the results. The ^   k alignment mechanism seems to be the most
important mecanism in the depletion of nonlinearity in channel ow.
This preliminary investigation present some results on the strength of the nonlinearity
in stationary channel ow. The depletion of nonlinearity has been quantied by considering
the normalization of the mean-square nonlinearity by the quantity juj2j!j2. Using this
normalization, the results seem to indicate that the inuence of Beltramization is weak
throughout the near-wall region. The solenoidal part of the Lamb-vector is close to zero in
most of the near-wall region and tends to unity in the center of the domain. This suggests
that a strong depletion of nonlinearity, due to the Lamb-vector wave-vector alignment, is
present in turbulent ows close to solid walls.
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Plasma turbulence described by the Hasegawa-Wakatani equations is simulated numerically for
different models and values of the adiabaticity parameter C. It is found that for low values of C
turbulence remains isotropic, zonal flows are not generated and there is no suppression of the
meridional drift waves and particle transport. For high values of C, turbulence evolves towards
highly anisotropic states with a dominant contribution of the zonal sector to the kinetic energy. This
anisotropic flow leads to a decrease of turbulence production in the meridional sector and limits the
particle transport across the mean isopycnal surfaces. This behavior allows to consider the
Hasegawa-Wakatani equations a minimal PDE model, which contains the drift-wave/zonal-flow
feedback loop mechanism.VC 2013 AIP Publishing LLC [http://dx.doi.org/10.1063/1.4802187]
I. INTRODUCTION
One of the major experimental discoveries in nuclear
fusion research was the observation of a low-to-high (LH)
transition in the plasma confinement characteristics.1 This
transition results in significantly reduced losses of particles
and energy from the bulk of the magnetically confined
plasma and, therefore, improved conditions for nuclear
fusion. Since this discovery, LH transitions have been rou-
tinely observed in a great number of modern tokamaks and
stellarators, and the new designs like ITER rely on achieving
H-mode operation in an essential way. The theoretical
description of the LH transition, and of nonlinear and turbu-
lent states in fusion devices, is very challenging because of
the great number of important physical parameters and scales
of motion involved, as well as a complex magnetic field
geometry. To accompany the theoretical investigations of
the LH-transition, direct numerical simulations (DNS) of the
gyrokinetic Vlasov equations have become a popular tool.
These simulations involve the computation of particle dy-
namics in a five-dimensional phase space (three space coor-
dinates and two velocities) and, therefore, require vast
computing resources.
Physical mechanisms to explain the LH transition have
been suggested. One of these mechanisms is that small-scale
turbulence, excited by a primary (e.g., ion-temperature driven)
instability, drives a sheared zonal flow (ZF) via a nonlinear
mechanism, through an anisotropic inverse cascade or a mod-
ulational instability. After this, the ZF acts to suppress small-
scale turbulence by shearing turbulent eddies or/and drift
wave packets, thereby eliminating the cause of anomalously
high transport and losses of plasma particles and energy.
Importantly, such a possible scenario to explain the
LH mechanism was achieved not by considering compli-
cated realistic models but by studying highly idealised and
simplified models. More precisely, generation of ZFs by
small-scale turbulence was predicted based on the Charney-
Hasegawa-Mima (CHM) equation2,3 very soon after this
equation was introduced into plasma physics by Hasegawa
and Mima in 1978, and even earlier in the geophysical liter-
ature.4 The scenario of a feedback in which ZFs act onto
small-scale turbulence via shearing and destroying of weak
vortices was suggested by Biglari et al. in 1990 (Ref. 5)
using an even simpler model equation, which is essentially
a 2D incompressible neutral fluid description (Eq. (1) in
Ref. 5). Probably the first instances where the two processes
were described together as a negative feedback loop, turbu-
lence generating ZF, followed by ZF suppressing turbu-
lence, were in the papers by Balk et al. 1990.6,7 Balk et al.
considered the limit of weak, wave-dominated drift turbu-
lence, whereas the picture of Biglari et al. applies to strong,
eddy-dominated turbulence. In real situations, the degree of
nonlinearity is typically moderate, i.e., both waves and
eddies are present simultaneously. It is the relative impor-
tance of the anisotropic linear terms with respect to the
isotropic nonlinear terms in the CHM equation, which sets
the anisotropy of the dynamics. If the linear terms are over-
powered by the nonlinearity, the condensation of energy
does not give rise to ZFs, but generates isotropic, round
vortices.
Models related to the CHM model are the modified
CHM,8 Hasegawa-Wakatani (HW)9 model, and modified
Hasegawa-Wakatani (MHW) model (MHM).10 The HW
model is given by Eqs. (1) and (2) below. The term
“modified” in reference to both the CHM and HW models
means that the zonal-averaged component is subtracted from
the electric potential to account for absence of the
Boltzmann response mechanism for the mode which has no
dependence in the direction parallel to the magnetic field.
Quantitative investigations of the LH transition physics
are presently carried out, using realistic modelling, such as
gyrokinetic simulations, drawing inspiration from the quali-
tative results obtained by these idealised models. However,
the understanding of the dynamics generated by these ideal-
ised models remains incomplete. It was only recently that
the scenario of the drift-wave/ZF feedback loop for the
CHM model, in 1990 proposed theoretically, was confirmed
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and validated by numerical simulations by Connaughton
et al.11 In their work, the system was forced and damped by
adding a linear term on the right-hand side of the CHM equa-
tion which mimics a typical shape of a relevant plasma insta-
bility near the Larmor radius scales and dissipation at
smaller scales. A drift-wave/ZF feedback loop was also seen
in DNS of the modified HW model by Numata et al.10
The two-dimensional simplification of the HW equations
involves a coupling parameter generally called the adiabatic-
ity. In one limit of this adiabaticity parameter, the HW model
becomes the CHM model and in another limit it becomes the
2D Euler equation for an incompressible neutral fluid. The
HW model contains more physics than CHM in that it con-
tains turbulence forcing in the form of a (drift dissipative)
instability and it predicts a non-zero turbulent transport—
both effects are absent in CHM. On the other hand, it was
claimed in Numata et al.10 that the original HW model (with-
out modification) does not predict formation of ZFs. This
claim appears to be at odds with the CHM results of
Connaughton et al., considering the fact that HW model has
CHM as a limiting case.
In the present work, we will perform DNS of the HW
model (without modification) aimed at checking realisability
of the drift-wave/ZF feedback scenario proposed by Balk
et al. in 1990 (Refs. 6 and 7) and numerically observed by
Connaughton et al.11 This will be a step forward with respect
to the CHM simulations because the instability forcing is
naturally present in the HW model and there is no need to
add it artificially as it was done for CHM. We will vary over
a wide range of the coupling parameter of the HW model
including large values which bring HW close to the CHM
limit. We will see that for such values energy is transferred
to the zonal sector of wavevector space, followed by a sup-
pression of the turbulent fluctuations and turbulent flux.
II. PHYSICAL MODEL
The model we will consider is based on the HW
equations9
@
@t
rw z  r
 
r2w ¼ Cðw nÞ  r4ðr2wÞ; (1)
@
@t
rw z  r
 
ðnþ lnðn0ÞÞ ¼ Cðw nÞ  r4n; (2)
where w is the electrostatic potential, n is the density fluctua-
tion. The variables in Eqs. (1) and (2) have been normalized
as follows:
x=qs ! x; xcit! t; ew=Te ! w; n1=n0 ! n;
where qs ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Te=m
p
x1ci is the ion gyroradius; n0 and n1 are
the mean and the fluctuating part of the density, respectively;
e;m and Te are the electron charge, mass, and temperature,
respectively; and xci is the ion cyclotron frequency. C is the
adiabaticity parameter which we will discuss below. The last
terms in Eqs. (1) and (2) are 4th-order hyperviscous terms
that mimic small scale damping. The role of these terms is
to ensure the possibility of a steady state and to prevent a
spurious accumulation of energy near the smallest resolved
scales. We chose the dissipation terms proportional to k4,
but the qualitative picture is expected to be largely insensi-
tive to the particular choice of the dissipation function.
The physical setting of the HW model may be consid-
ered as a simplification of the edge region of a tokamak
plasma in the presence of a nonuniform background density
n0 ¼ n0ðxÞ and in a constant equilibrium magnetic field
B ¼ B0ez, where ez is a unit vector in the z-direction. The
assumption of cold ions and isothermal electrons allows one
to find Ohm’s law for the parallel electron motion
gkJk ¼ nevk ¼ Ek þ
1
ne
rkp ¼ Te
ne
rknrkw; (3)
where gk is the parallel resistivity, Ek is the parallel electric
field, vk is the parallel electron velocity, and p is the electron
pressure. This relation gives the coupling of Eqs. (1) and (2)
through the adiabaticity operator C ¼ Te=ðn0gxcie2Þ@2=@z2.
We will show in the following that the HW model describes
the growth of small initial perturbations due to the linear drift-
dissipative instability leading to drift wave turbulence evolving
to generate ZF via an anisotropic inverse cascade mechanism
followed by suppression of drift wave turbulence by ZF shear.
The important, relevant quantity in fusion research is the
particle flux in the x direction due to the fluctuations
Cn ¼ j
ð
n
@w
@y
dV; (4)
where j ¼ qsjrlnðn0Þj is the normalized density gradient.
Another quantity that we will monitor is the total energy
ET ¼ Eþ En ¼ 1
2
ð
ðjrwj2 þ n2ÞdV: (5)
We will be interested in particular in the velocity field, the
ZFs and their influence on turbulent fluctuations. We there-
fore focus on the kinetic energy. Since one of the main sub-
jects of the present work is the investigation of the ZF
generation, we will quantify the energy contained in these
ZFs by separating the energy into the kinetic energy Ez con-
tained in a zonal sector, defined as jkxj > jkyj, and the kinetic
energy Em contained in a meridional sector, jkxj  jkyj.
The evolution equation for the total kinetic energy is
given by
dE
dt
¼ P ; (6)
in which the production P is related to the interaction term
(first term on the right-side of Eq. (1)) and the destruction of
kinetic energy  is due to the hyperviscous dissipation. More
precisely
P ¼
ð
wCðw nÞdV;  ¼ 
ð
wr4ðr2wÞdV; (7)
where   0, but P can be both positive and negative. It will
be shown that the source term is dominated by the meridional
sector of wavevector space and that, for large adiabaticity,
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the kinetic energy is then transferred to the zonal flows. To
quantify this, we will show the evolution of the flux of kinetic
energy Tmz from the meridional sector (denoted by symbol
“m”) to zonal sector (denoted by symbol “z”). The evolution
equations for the meridional and zonal kinetic energy are,
respectively
dEm
dt
¼ Pm  m  Tmz; (8)
dEz
dt
¼ Pz  z þ Tmz: (9)
Different possibilities to determine the adiabaticity pa-
rameter will now be discussed. The first one is based on a
linear stability analysis. In order to understand the depend-
ence of the HW model on its constituent parameters, it is
useful to solve the linearised system. Linearisation of
Eqs. (1) and (2) around the zero equilibrium (w ¼ 0 and
n¼ 0) and considering a plane wave solution, wðk; tÞ
 w0eiðkxxtÞ and nðk; tÞ  n0eiðkxxtÞ, yield the dispersion
relation for a resistive drift wave
x2þ ixðbþ2k2Þ ibx  Ck2ð1þk2Þ2k8¼ 0; (10)
where x ¼ kyj=ð1þ k2Þ is the drift frequency, b
¼ Cð1þ k2Þ=k2 and k2 ¼ k2x þ k2y . Let us introduce the real
frequency xR and the growth rate c as
x ¼ xR þ ic: (11)
The dispersion relation (10) has two solutions, a stable one,
with cmax ¼ maxcðkÞ > 0, and an unstable one, with cðkÞ
 0. The Fig. 1(a) shows the behaviour of c for kx ¼ 0 and
 ¼ 105 for the unstable mode as a function of the wave-
number. The behaviour of cmax as a function of C is shown in
Fig. 1(b).
For the inviscid case, if  is ignored, the solution of
Eq. (10) is
x ¼ 1
2
½ib6 ibð1 4ix=bÞ0:5	: (12)
The maximum growth rate corresponds to b ’ 4x and
C ¼ 4k
2kyj
ð1þ k2Þ2 : (13)
The adiabaticity operator C ¼ Te=ðn0gxcie2Þ@2=@z2 in
Fourier space becomes an adiabaticity parameter via the
replacement @2=@z2 ! k2z , where kz is a wavenumber char-
acteristic of the fluctuations of the drift waves along the field
lines in the toroidal direction. Recall that we assume the fluc-
tuation length scale to satisfy the drift ordering, kk 
 k?. It
is natural to assume that the system selects kz which corre-
sponds to the fastest growing wave mode. In this case, one
should choose the parallel wavenumber kz which satisfies
Eq. (13) for each fixed value of perpendicular wavenumber
k? ¼ ðkx; kyÞ. This approach is valid provided that the
plasma remains collisional for this value of kz. Note that
according to Eq. (13) such a choice gives C ¼ 0 for the
modes with ky ¼ 0. Since the modes ky ¼ 0 correspond to
the zonal averaged contributions, this choice of C bares some
similarity to the modified HW system (Ref. 10). The choice
of the value qs is determined from qsk  1, which corre-
sponds to the maximum instability of the drift waves,
Fig. 1(a).
Another common approach is to define the parameter C
simply as a constant. This approach makes sense if the maxi-
mum growth rate corresponds to the values of kz which are
smaller than the ones allowed by the finite system, i.e.,
kzmin ¼ 1=R, where R is the bigger tokamak radius. In this
case, the HW model has two limits: adiabatic weak colli-
sional limit (C ! 1) where the system reduces to the CHM
equation, and the hydrodynamical limit (C ! 0) where the
system of Eqs. (1) and (2) reduces to the system of Navier-
Stokes equations and an equation for a passive scalar
mixing.
In our simulation, we will try and compare both
approaches: choosing constant C and choosing C selected by
the maximum growth condition (13).
III. NUMERICAL METHOD
Numerical simulations were performed using a pseudo-
spectral Fourier code on a square box with periodic boundary
conditions. The number of the modes varied from 2562
(with the lowest wavenumber Dk ¼ 0:042 and the size of the
box Lx ¼ Ly ¼ 150) to 10242 (with the lowest wavenumber
Dk ¼ 0:02 and the box size Lx ¼ Ly ¼ 314), the viscosity
coefficient was taken  ¼ 5 104 and  ¼ 5 105,
respectively. The time integration was done by the third-
order TVD Runge-Kutta method. The integration time step
was taken to be Dt ¼ 5 104 and Dt ¼ 104.
IV. RESULTS
In the following, we will present our results for the evo-
lution of HW turbulence for different choices of the form
and values of the adiabaticity parameter.
A. Constant adiabaticity
In this section, we will consider the case where the adia-
baticity parameter is taken a constant. We present the results
obtained with different values of C corresponding to the
hydrodynamic regime (C ! 0, strongly collisional limit),
adiabatic regime (C ! 1, weakly collisional limit), and
FIG. 1. (a) Linear growth rate c for kx ¼ 0,  ¼ 105 and different values of
C: C ¼ 0:01 (solid line), C ¼ 0:1 (dashed line), C ¼ 1 (dotted line), C ¼ 4
(dashed-dotted line). (b) Maximum linear growth rate cmax for kx ¼ 0 as a
function of C, for  ¼ 105.
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transition regime (C ’ 1). The simulation parameters are
presented in Table I.
Fig. 2 shows the typical time evolution of the total
kinetic energy, kinetic energy contained in the zonal sector
jkxj > jkyj, kinetic energy contained in the meridional sector
jkxj  jkyj, and the particle flux Cn (see Eq. (4)), for the adia-
baticity parameter values C ¼ 0:01; 1 and 40, respectively.
From Fig. 2, we see that the small initial perturbations grow
in the initial phase. In this phase, the amplitudes of the drift
waves grow. Then, these drift waves start to interact nonli-
nearly. For the case C ¼ 0:01 and C ¼ 1, the resulting satu-
rated state seems close to isotropic as far as can be judged
from the close balance between Ez and Em. For the simula-
tion with C ¼ 40, it is observed that the meridional energy
strongly dominates until t  4000. After this, the zonal
energy rapidly increases and becomes dominant for
t > 6000. This picture is in agreement with the scenario pro-
posed in Connaughton et al.11 for the CHM system. For the
different values of C, we can observe distinct types of behav-
iour in the evolution of the kinetic energy. The initial phase
always agrees with the linear stability analysis (Sec. II). The
speed at which the system enters the saturated state is
strongly dependent on C. The slowness of the transition of
the system to a saturated level has limited the maximum
value of the adiabaticity parameter to C ¼ 40 and the maxi-
mum number of modes for such C to 2562. This slowness
can be understood from the linear growth rate dependence
which decreases rapidly with C, see Fig. 1(b). For the value
C ¼ 0:01 and C ¼ 1 we observe monotonous growth of the
zonal, meridional and the total energies, as well as the parti-
cle flux Cn—until these quantities reach saturation. We see
that for C ¼ 40 the initial growth of the meridional energy
and the particle flux Cn is followed by a significant (between
one and two orders of magnitude) suppression of their levels
at the later stages. This is precisely the type of behavior pre-
viously observed in the CHM turbulence (Ref. 11), and
which corresponds to LH-type transport and drift-wave sup-
pression. Recall that Cn is the particle flux in the x-direction
which corresponds to the radial direction of the physical sys-
tem that we model, the edge region of the tokamak plasma.
Figs. 3(top) and 3(bottom) show instantaneous visualisa-
tions of the electrostatic potential w for values C ¼ 1 and
C ¼ 40, respectively. The structure of w is strongly depend-
ent on the regime: for low values of C the structure of w is
isotropic, whereas for the high values of C the structure of w
is anisotropic and characterised by formation of large struc-
tures elongated in the zonal direction.
For a better understanding of the anisotropic energy dis-
tributions, on Fig. 4 we show the 2D kinetic energy spectra
normalized by their maxima for the cases C ¼ 1 and C ¼ 40.
In the initial phase, for both cases, one can observe a con-
centration of the kinetic energy in the region corresponding
to the characteristic scales of the drift wave instability, see
TABLE I. The simulation parameters.
C 0.01 1 40
Lx  Ly 314 314 314 314 150 150
Nx  Ny 10242 10242 2562
j 0.3491 0.3491 0.0418
FIG. 2. Evolution of the total kinetic energy, energy contained in the zonal and the meridional sectors. (a) C ¼ 0:01, (b) C ¼ 1, and (c) C ¼ 40.
FIG. 3. Fields of the stream functions. C ¼ 1 at t¼ 800 (top), C ¼ 40 at
t¼ 7600 (bottom).
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Figs. 4(a) and 4(b). Such a linear mechanism generates
energy mainly in the meridional sector. For the saturated
state, one can observe the distinct features of the energy dis-
tribution in the 2D k-space. We can see that for large values
of C there is a domination of concentration of the kinetic
energy in the zonal sector, which absorbs energy from the
meridional drift waves, see Fig. 2(c). These computations
for C  1 are extremely long. Even though in the limit we
should obtain the dynamics governed by the CHM equa-
tions,3 this may only be approached for very high value C.
Also the increase of C decreases the growth rate instability
of the drift waves. Thus, comparison with the simulation of
CHM of Connaughton et al. is not straightforward, since
they artificially added a forcing term in order to mimic a
HW-type instability and in the limit of C ! 1 the HW sys-
tem tends to the unforced CHM system. For C ¼ 40 the
zonal flows are not yet very pronounced in the physical
space visualization, Fig. 3(b), but very clear in Fourier
space. Indeed, while in Fig. 4(c) we see that the saturated
2D energy spectrum isotropic for C ¼ 1, on Fig. 4(d) we can
see that the spectrum is strongly anisotropic and mostly
zonal for the C ¼ 40 case. We note here that one can distin-
guish between ZFs with ky ¼ 0 and the energy contained in
the zonal sector. We will come back to this distinction in
Sec. V.
In Fig. 5, we show the behavior of the Tmz in Eqs. (8)
and (9). It is observed that for C ¼ 0:01 everything is iso-
tropic and hence there is no mean energy flux to the zonal
sector, which is in a good agreement with Fig. 2(a) where we
can observe equilibrium of the kinetic energy contained in
the zonal and the meridional flows in the saturated sate. For
the intermediate case with C ¼ 1, Fig. 5(b), we start to see a
preferential direction of the flux of energy from the meridio-
nal to the zonal sector. This flux goes to a nonzero asymptote
at large t which means that there is no suppression of the me-
ridional scales. For large value C ¼ 40, Fig. 5(c), we see the
energy flux Tmz is increasing initially but then suppressed and
goes to zero. This is because the meridional scales are sup-
pressed by the zonal flows at large t, so that the forcing term
Pm is reduced, and hereby the flux Tmz decreases strongly.
B. Wavenumber dependent C
Now, we will consider the case when the parameter C is
defined according to the relation (13) for j ¼ 0:3491. For
the given parameters, the maximum value of C is equal to
0.453. Note that this case has in common with the MHW
model10 that the coupling term in Eqs. (1) and (2) is zero for
the mode ky ¼ 0. The numerical simulations were performed
for  ¼ 5 105 with 10242 modes, box size L¼ 314, and
Dt ¼ 104. Time evolution of the total, the zonal, and the
meridional kinetic energies, as well as the particle flux Cn, is
shown on Fig. 6. We observe a similar picture as before in
the simulation with large constant adiabaticity parameter
C ¼ 40. Namely, the total and the zonal energies grow
monotonously until they reach saturation, whereas the merid-
ional energy and the transport initially grow, reach maxima,
and then get reduced so that their saturated levels are signifi-
cantly less than their maximal values. This is because the
ZFs draw energy from the drift waves, the same kind of LH-
transition type process that we observed in the constant adia-
baticity case with C ¼ 40. In the final saturated state, there is
a steady state of transfer of the energy from the drift waves
to the ZF structures, so that the waves in the linear instability
range in the meridional sector do not get a chance to grow,
which can be interpreted as a nonlinear suppression of the
drift-dissipative instability.
The physical space structure of the streamfunction w is
shown in Figs. 7(top) and 7(bottom) for an early moment
FIG. 4. Snapshots of the kinetic energy spectrum normalized by its maxi-
mum value. (a) C ¼ 1, transition regime; (b) C ¼ 40, transition regime; (c)
C ¼ 1, saturated regime; (d) C ¼ 40, saturated regime.
FIG. 5. Evolution of the flux of kinetic energy from the meridional sectors to the zonal sector, Tmz. (a) C ¼ 0:01, (b) C ¼ 1, and (c) C ¼ 40.
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and for the saturated state. One can see formation of well-
formed ZFs. Figs. 8(a)–8(c) show the snapshots of the 2D
energy spectrum evaluated at time t¼ 100, t¼ 190, and
t¼ 800. We can see that initially meridional scales are
excited via the linear instability mechanism, see Fig. 8(a).
This is followed by the nonlinear redistribution of the energy
into the zonal sector, so that the spectrum for t¼ 190 looks
almost isotropic, Fig. 8(b). The process of transfer to the
zonal scales continues, and for t¼ 800 we observe a very
anisotropic spectrum which is mostly zonal, see Fig. 8(c).
In this case, the evolution of the flux Tmz from the merid-
ional to the zonal sector is similar to the C ¼ 40 case: the
flux initially rises, reaches a maximum, and then falls off to
zero from the moment when the zonal flows appear.
V. DISCUSSION AND CONCLUSIONS
In this paper we have studied numerically turbulence
described by the Hasegawa-Wakatani model, Eqs. (1) and
(2), for three different constant values of the adiabaticity
parameter C, and for a wavenumber-dependent C chosen to
correspond to the fastest growing modes of the drift-
dissipative instability. Our aim was to resolve a visible con-
tradiction between the assertion made by Numata et al.10
that ZFs do not form in the original (unmodified) HW model
and the clear observation of the ZFs by Connaughton et al.11
within the Charney-Hasegawa-Mima model which is a limit-
ing case of the HW system for large C.
In our simulations for large values of C, namely for
C ¼ 40, we do observe formation of a strongly anisotropic
flow, dominated by kinetic energy in the zonal sector,
followed by the suppression of the short drift waves, drift-
dissipative instability and the particle flux, as originally pro-
posed in the drift-wave/ZF feedback scenario put forward by
Balk et al. in 1990.6,7 This result suggests the original HW
model to be the minimal nonlinear PDE model which con-
tains the drift-wave/ZF feedback loop, consistent with LH
transition observations. Note that even though the drift-
wave/ZF loop was also observed in the CHM simulations,11
it cannot be considered a minimal model for this mechanism
because the CHM model itself does not contain any instabil-
ity, and it had to be mimicked by an additional forcing term.
Furthermore, like in Numata et al.,10 we see neither for-
mation of ZFs nor suppression of the short drift waves and
the transport for low values of C, 0.1 and 1. This is quite
natural because in the limit of low C the HW model becomes
a system similar to the isotropic 2D Navier-Stokes equation.
FIG. 7. Streamfunction field at t¼ 190 (top), t¼ 800 (bottom), C ¼ CðkÞ.
FIG. 6. Evolution of the total energy (red line), energy contained in a zonal
sector (green line), energy contained in a meridional sectors (blue line), par-
ticle flux Cn (magenta line).
FIG. 8. Snapshots of the 2D kinetic energy spectrum normalized by its maximum value and evaluated at (a) t¼ 100, (b) t¼ 190, and (c) t¼ 800 for the case of
k-dependent C. For figure (c), a close-up view of the zonal sector is shown in the upper-right corner.
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At this point, we would like to come back to the statement of
Numata et al.10 that ZFs are not observed in the unmodified
HW model and we will reconcile this with the current
results. It is important to distinguish between ZFs determined
by the energy in the modes with ky ¼ 0, and the energy con-
tained in the zonal sector jkxj > jkyj. In the unmodified and
MHW model, energy is transferred to the zonal sector of
wave-vector space if the value of C is large enough.
However, in the original HW model a strong damping of the
small k modes is present. This is most clearly seen by writing
Eq. (1) in terms of vorticity (r2w) in Fourier space
@x^
@t
¼ C x^
k2
 Cn^  A^  D^; (14)
in which  denotes a Fourier transform; A and D are the
advection and hyperviscous diffusion terms in Eq. (1),
respectively. The first term on the RHS of Eq. (14) is a
damping term with characteristic time scale k2=C. This time
scale tends to zero for k k k! 0, so that the damping of the
small k vectors is very strong. In the MHW model this damp-
ing is removed for the modes with ky ¼ 0, so that they will
increase their energy more efficiently, compared to the
unmodified HW model. This explains the relatively rapid
emergence of the ZF topology in the MHW model and the
same explanation holds for the behavior of the HW model
with wavenumber dependent value of C. Since the damping
is a function of k2, ZFs with a small kx and ky ¼ 0 will be
strongly damped in the unmodified HW model, whereas ZFs
with large kx and ky ¼ 0 will be left unaffected by the damp-
ing. It is observed in our simulations that very large values
of C are needed to see the drift-waves/ZF feedback loop and
we note that these large C simulations are extremely demand-
ing computationally because of the slow character of the lin-
ear instability in this case.
Of course, a decision which case is more relevant,
constant or wavenumber-dependent C, or the modified
Hasegawa-Wakatani model10 should be decided based on the
plasma parameters and the physical dimensions of the fusion
device. Namely, the wavenumber-dependent C should only
be adopted if the fastest growing modes have wavenumbers
allowed by the largest circumference of the tokamak; other-
wise, one should fix the parallel wavenumber at the lowest
allowed value. The three-dimensional simulations, which are
available these days, can also answer this question. That is,
if we observe domination of ZFs with low parallel
wavenumbers, we must choose C ¼ const, and on the con-
trary for ZFs with large parallel wave numbers C must
depend on k.
In this paper once again we have demonstrated the
usefulness of the basic PDE models of plasma, like CHM and
HW, for predicting and describing important physical effects
which are robust enough to show up in more realistic and less
tractable plasma setups. Recall that the HW model is relevant
for the tokamak edge plasma. As a step toward increased real-
ism, one could consider a nonlinear three-field model for the
nonlinear ion-temperature gradient (ITG) instability system,
which is relevant for the core plasma; see, e.g., Leboeuf et al.12
This model is somewhat more complicated than what we have
considered so far but still tractable by similar methods. This is
an important subject for future research.
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