Application of Artificial Neural Network (ANN) in modeling of combined cycle power plant (CCPP) with dry cooling tower (Heller tower) has been investigated in this paper. Prediction of power plant output (megawatt) under different working conditions was made using multilayer feed-forward ANN and training was performed with operational data using backpropagation. Two ANN network was constructed for the steam turbine (ST) and the main cooling system(MCS). Results indicate that the ANN model is effective in predicting the power plant output with good accuracy.
Introduction
The electricity generation industry all over the world has transformed into a competitive market during the last few decades. The reliable and safe operation of power plant with high performance is a constant need in order to compete with rivals. In most of the power markets, each plant has to present its power production forecast to the dispatching center which is necessary for payments. Also, performance monitoring systems are used to ensure the best output to input ratio that the power plant can yield. Thus, incorporating sophisticated monitoring and predictions systems is critical for maintaining the power plant competitiveness in the market. The per-megawatt income can be maximized with a highly accurate forecast of the power plant output. Also, reliability and maintainability of the power plant can be accomplished with comparison of the actual output and the expected value.
In order for the accurate analysis of thermodynamic systems using mathematical models, high number of parameters and assumptions are necessary which account for the actual system unpredictability (Olausson, 2003; Tüfekci, 2014) . In two studies the boiler of a thermal power plant was modeled based on conservation of energy, momentum and mass equations. The nonlinear, complicated and dynamic model of the boiler alone was derived from energy and mass relationships. The boiler was analyzed in isolation from the rest of the power plant. The results can be used for operator training and testing of boiler control systems (Bhambare et al., 2007; Liu et al., 2001a; Åström & Bell, 2000) . Similar works are also reported for the mathematical modeling of turbines. In these studies, the Steam Turbine of a power plant is analyzed in various working conditions using heat transfer principles and boundary conditions (Schobeiri & Chaka, 2002; Bassel & Gomes, 2002; Liu et al., 2001b; Lampart & Yershov, 2003; Pérez et al., 2004) . As can be seem, the accurate modeling of Power Plant systems based on thermodynamic laws requires many non-liner equations which are sometimes impossible to solve. This analysis takes a lot of computational time and effort although it may give a good insight about the thermodynamic process. Moreover, the accuracy of these mathematical models decreases over time because they do not consider machinery aging in the formulations. Soft computing tools like Artificial Neural Network (ANN) can be used to overcome these obstacles (Kesgin & Heperkan,2005) .
In a typical modern power plant, a large amount of parametric data is stored over long periods of time; therefore, a large data based on the operational data is always ready without any additional cost. Machine learning approaches can be used for system analysis instead of mathematical and thermodynamic models (Rich & Knight,1991; Russell & Norvig,1995) . Different ML models can be used. ANN is a computer algorithm which uses the operational data to learn the interconnections between the input and output (Harkin, 1999) . For this feature, it is highly advisable for modeling of complex systems with high degree of nonlinearity. The deviation from predicted values can be considered as an aging parameter over long periods of time. Besides, the model can be retrained to account for the aging problem. The feasibility and reliability of ANN models as a substitute for conventional simulation and analysis tool for power plant processes and components have been reported by several authors (DePold & Goss, 1998; Embrechts et al., 2000; Bettocchi et al., 2002; Perryman & Perot, 1994; Boccaletti et al., 2001; Ferretti & Piroddi, 2001 ). The input of each Heat Recovery Steam Generator (HRSG) is from the corresponding Gas Turbine (GT) exhaust gas heat and flow. The temperature and mass flow rate are functions of the ambient conditions and the megawatt set point selected by the operator. GT power output primarily depends on the ambient temperature, pressure and relative humidity. Simulation of GT based on ANN has been done by several authors. For example, ANN technique implementation on stationary gas turbines shows that they are highly applicable in a wide range of operating conditions (Rahnama et al., 2012) . In one study linear models and feed forward neural network were compared and ANN was found to yield better results (Yari & Shoorehdeli, 2013) . In other papers, ANN models were used for fault diagnosis, condition monitoring and abnormally detection (Kumar et al., 2012; Tayarani-Bathaie et al., 2014) . Relatively few studies have considered the Steam Turbine (ST) in a combined cycle power plant (CCPP). In (Kesgin & Heperkan, 2005) , the total power output of a cogeneration power plant with three GT, three HRSGs and one ST were predicted. In (Pınar,2014) , the output of a CCPP was analyzed using different machine learning tools. In this paper the inputs are the relative humidity, atmospheric pressure, ambient temperature and the exhaust vacuum of the ST. The exhaust steam pressure alone in a function of ambient conditions and is not a deterministic parameter. This paper deals with the prediction analysis of the thermodynamic system including two Heat Recovery Steam Generators (HRSG) and one Steam Turbine (ST) with a dry cooling tower. One ANN model is constructed using two HRSGs and one ST. The inputs are the power output of two GTs which affect the mass flow rate of exhaust gas and the ambient temperature, which affects the exhaust flow temperature. Another ANN model is constructed to predict the exhaust steam pressure of ST which is an important parameter in ST output. The inputs are water temperatures of 6 sectors and two peak coolers, number of pumps used and the ambient temperature. Also, sensitivity analysis is performed on input data using exhaustive search technique.
The remainder of this paper is as follows; In section 2 system description and algorithms are covered. In section 3, the study procedure is explained and in section 5 the results of the experiment are discussed and concluded.
System description and methods

System description
Heat Recovery Steam Generator (HRSG) and Steam Turbine(ST) system
A combined-cycle power plant uses both a gas and a steam turbine together to produce up to 50 percent more electricity from the same fuel than a traditional simple-cycle plant. The waste heat from the gas turbine is routed to the nearby steam turbine, which generates extra power. This is how a combinedcycle plant works to produce electricity and captures waste heat from the gas turbine to increase efficiency and electrical output.
Gas turbine burns fuel.
o The gas turbine compresses air and mixes it with fuel that is heated to a very high temperature. The hot air-fuel mixture moves through the gas turbine blades, making them spin. o The fast-spinning turbine drives a generator that converts a portion of the spinning energy into electricity.
Heat recovery system captures exhaust.
o A Heat Recovery Steam Generator (HRSG) captures exhaust heat from the gas turbine that would otherwise escape through the exhaust stack. o The HRSG creates steam from the gas turbine exhaust heat and delivers it to the steam turbine. 3. Steam turbine delivers additional electricity.
o The steam turbine sends its energy to the generator drive shaft, where it is converted into additional electricity.
Each combined cycle power plant (CCPP) module in this study is made of two gas turbines, two heat recovery steam generators and one steam turbine. The power plant from which the data for this paper was derived consists of 6 modules each including 2 160 MW Alsando V94.2 industrial gas turbine,2 Doosan two pressure HRSGs and 1 Siemens 160 MW E30 two pressure steam turbine. The GT burns compressed air with fuel injected in the combustion chamber to drive the turbine and generate electricity via the coupled generator. The GT is capable of burning natural gas and fuel oil by its dual burner design. This process generates a large flow of exhaust gas which is used in the HRSG to produce superheated steam. The HRSG consists of high pressure section and low pressure section. The steam is then used is a two section steam turbine coupled to an electricity generator. 
Main Cooling System(MCS)
In indirect dry cooling, air is used as a secondary cooling medium. Water is still needed as primary coolant, however the cooling water flows in a closed cycle and is not in contact with the cooling air. The heat transfer between air and cooling water is achieved by convection and not by evaporation like in a wet cooling tower. The Heller system does not need any make up cooling water and does not generate plume. It means that cooling water from the cooling tower flows back to the turbine condenser to condense steam from the turbine exhaust.
If a Direct Contact jet condenser is used, the mixed cooling water and condensate are then extracted from the bottom (hot well) of the condenser by two 50% duty circulated water pumps (CWP). The major part of the water flow is returned to the tower for cooling. The cooling deltas (water to air fin tube heat exchangers) are arranged inside or outside the cooling tower and are divided into parallel sectors. These deltas dissipate the heat from the cycle. These type of systems are used for capacities of over 60 MW.
The turbine exhaust steam is condensed in the direct contact jet condenser by the re-cooled cooling water. The mixed cooling water and condensate is collected at the bottom (hot-well) of the condenser and is extracted by two circulating water pumps. The warmed up water is delivered by these two pumps to the cooling tower for cooling. The cooling deltas divided into 6 parallel sectors have the major share in cooling duty. They are assisted by cells (arranged in two sectors) of preheaters/ peak coolers parallelly connected with them. Cooling air flow is induced by the tower shell. The re-cooled water flows back to the condenser through two recovery hydro turbine connected in parallel, controlling the unwanted head by the motorized actuated guide vanes in the return main. The cooling deltas are equipped with louvers on the third (air inlet) side. The louvers are fully opened normally. If due to the low ambient air temperature a lower vacuum can be reached in the condenser, than the choking point vacuum -the cooling tower heat dissipation capacity has to be reduced by partial closing of the louvers.
Fig. 2. Main cooling system overview
ANN description
ANN is a machine learning tool which simulates the human brain. Unlike mathematical models which try to formulate the processes by mathematical and physical laws, the brain learns by creating interconnections between neurons from the life experiences. ANN mimics this iterative process by learning the relation between inputs and outputs disregarding the actual relation between them in the real world. Multi-Layer Perceptron(MLP) network consists of a number of elements called neurons with linear or nonlinear transfer functions connected with each other through weights matrix. These neurons are organized in one input layer, one or more hidden layers and one output layer as shown in Figure 3 . The data is passed through the layers, multiplied by the weights matrix, summed and transferred in the processing elements (neurons) in order to produce the output. The error is calculated by comparing these outputs with actual data. The errors are then used to update the weights matrix. In each iteration (epoch), the Mean Squared Error (MSE) is calculated. As soon as the MSE is below the chosen threshold, the iterative process is terminated and the weights matrix is finalized. At this point, the network is ready to predict the output using new sets of data e.g. "unknown" data. This process is called generalization. One commercially available program for ANN development, implemented in this paper, is Matlab ANN toolbox.
Fig. 3. Multi-Layer Perceptron(MLP) model
Data set description
The data in this paper comes from 3 CCPP modules in a time span of 4 months. The data was collected using the power plants automation system which collect all of the operational data from the installed transmitters in a time span of 6 months. The features monitored are shown in Table 1 for the ST and HRSG network and in Table 2 for the MCS network. The data is in hourly format. Circulation pump status is 1 for 1 pump in operation and 2 for 2 pumps in use. 
Study procedure
Data preprocessing and transformation
Data preprocessing and transformation is a vital part of every machine learning project. The data collected from the power plant data warehouse was in text format. First of all, the data was transferred to Microsoft Excel program. Then the data from each module was separated in different spreadsheets. During this time span of data collection, there were times when one GT was disconnected from the power grid due to emergency or maintenance programs. Also, there were occasions when the GT was in operation but the corresponding HRSG was out of service and ST was operating by one HRSG. The exhaust gas temperature was evaluated and when this number was below 400 degrees of Celsius threshold, the record was deleted from the data set. This also account for the elimination of transient phases in the data and ensure that all data are within the steady state phase of operation. Beside this, in some records there was a fuel change over in the GT which causes a transient phase in both the GT and HRSG. The fuel consumption record of the power plant was observed and those records in which there were a fuel change was deleted. An example of processed data for GT and HRSG is shown in table 3. An example of data distribution of vacuum pressure and Steam Turbine output can be seen in Fig. 4 and Fig. 5 . 
ANN modeling
The modeling was done using MLP with back propagation. In this ANN model, the data is transmitted through the model layer by layer and the output is calculated. The weights matrix in this forward pass are randomized. The derived outputs are compared with the desired outputs and the error (mean squared error) is calculated and used in a backward pass to re-calculate the matrix weights in order to decrease the error. This process is called supervised machine learning. The process of going through all the data and calculating the weights matrix is called an iteration or epoch. This iterative process is repeated until an acceptable level of error is reached. This process is called error back propagation training. The 
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"trainlm" function from Matlab ANN toolbox was used which updates weight and bias values according to Levenberg-Marquardt optimization technique. Also, the cross-validation check was used, i.e. Validation vectors are used to stop training early if the network performance on the validation vectors fails to improve or remains the same for 6 epochs in a row. Test vectors are used as a further check that the network is generalizing well, but do not have any effect on training. The data is divided randomly to 70 percent training, 15 percent validation and 15 percent testing data. The performance was checked and when the validation set's MSE did not decrease, training was automatically stopped. By trial and error, one hidden layer with 30 neurons gave the best results.
MCS modeling
The ANN modeling of the main cooling system was carried out with 30 neurons in one hidden layer. Fig. 6 shows the performance of the ANN model. At epoch 14 the validation MSE was 63.02. The picture shows there is a good convergence between the training validation and test sets. Fig. 7 shows the Regression plots of the three sets. The regression value R measures the correlation between the target and the ANN output. As can be seen, there is a strong relationship between the actual vacuum value and the predicted value by the model. Fig. 8 shows the error histogram in 20 bins. The plot shows a uniform error pattern in the test, validation and training sets. 
ST and HRSG modeling
ST modeling was done with the model described above. The input data for the analysis were the exhaust temperature of the GTs and the corresponding load in Mega Watts (MV), the ambient temperature and the vacuum at the last section of the steam turbine. The output was the ST electricity production in megawatts. After 41 iterations the ANN model arrived at a good performance (Fig. 9 ) regression plots show acceptable correlation between input and output data (Fig. 10) . Also the uniformity of the error produced in the neural network model shows the model was successful at predicting the power output. The purpose of sensitivity analysis is to measure the relationship between output and input data. The first choice of parameters was based on expert knowledge of the system and availability of reliable data. The ANN model does not take into account the physical dependences of the input parameters and the output. For this reason, the dependency of output to each parameter has to be investigated. The prediction accuracy (MSE) of the trained ANN is compared with and without the selected parameter; if the MSE is not affected in spite of the parameter removal, one can conclude that the parameter is not related to the output and can be deleted from the ANN model. On the other hand, if the model accuracy is reduced, the interdependency of the input and output parameter can be confirmed. In the MCS model, the CWP number, GT output and GT exhaust gas temperature effect on the accuracy of the ANN model were examined. In the ST model ambient temperature and GT load effect were examined. Each of these input parameters were removed and the ANN model was retrained and the final MSE was calculated. The results can be seen in Tables 6 and 7 . In the MCS model, the results show that deleting GT parameters and CWP parameter both have adverse effects on the performance indicators; thus, both have interdependency to the output variable. In the ST model, both ambient temperature and GT load are dependent on the ST load, i.e. the output. 
Conclusion and future research
In this study, the steam turbine of a combined cycle power plant with dry cooling tower was modeled using MLP with back propagation training. First of all, the main cooling system was modeled to predict the cooling capacity in the steam turbine exhaust using the data available to the operator. In this manner, the operators are able to predict the exhaust steam vacuum of the ST, which is critical in the ST output, with good accuracy. Then the data was used to predict the power output of the ST using data available to the operators through the power plant's data warehouse. It can be seen that ANN modeling is capable of predicting the electrical production of ST under varying load conditions of two gas turbines.
The prediction can be utilized in two ways. First, it can be integrated in a dynamic condition monitoring system in which the online performance is compared to the derived model and any deviations are diagnosed and inspected. This can ensure safe and reliable operation in various conditions. Second, the model can be used for accurate power production forecasts. These forecasts are used in the electrical power market.
For future research, the HRSG and ST system can be modeled separately in order to arrive at an even more accurate ST model. At the next step, the GT, HRSG, MCS and ST models can be integrated to form a complete CCPP model.
