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Abstract
Growth in static and controlled environments such as a Petri dish can be used to study the
spatial population dynamics of microorganisms. However, natural populations such as marine mi-
crobes experience fluid advection and often grow up in heterogeneous environments. We investigate
a generalized Fisher-Kolmogorov-Petrovsky-Piscounov (FKPP) equation describing single species
population subject to a constant flow field and quenched random spatially inhomogeneous growth
rates with a fertile overall growth condition. We analytically and numerically demonstrate that
the non-equilibrium steady-state population density develops a flow-driven striation pattern. The
striations are highly asymmetric with a longitudinal correlation length that diverges linearly with
the flow speed and a transverse correlation length that approaches a finite velocity-independent
value. Linear response theory is developed to study the statistics of the steady states. Theoretical
predictions show excellent agreement with the numerical steady states of the generalized FKPP
equation obtained from Lattice Boltzmann simulations. These findings suggest that, although
the growth disorder can be spatially uncorrelated, correlated population structures with striations
emerge naturally at sufficiently strong advection.
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I. INTRODUCTION
How growth, competition, and dispersal affect the spatial structure of living populations
has been a keystone to understanding biodiversity and stability of ecosystems [1–5]. Numer-
ous works demonstrate that simple dispersal mechanisms, such as diffusive spreading and
chemotaxis, when coupled with spatial heterogeneity of resources, may result in intricate far-
from-equilibrium spatial patterning in diverse populations, including, for example, bacterial
patterns on a Petri dish [6–8], soft-sediment mussel beds [9–11], and vegetation patterns in
arid ecosystems [4, 12, 13]. More complicated dispersal mechanisms such as advective trans-
port may also influence spatial distributions in natural populations. For instance, patchiness
and filamentation of planktonic communities on ocean surfaces can arise from the delicate
interplay between growth, competition, diffusion, and advection by turbulence and chaotic
oceanic flows [10, 14–16]. Two-dimensional compressible turbulence restricts growth and
competition to thin filaments leading to a dramatic decrease in the global carrying capacity
in model planktonic populations [17, 18]. Even in a simple effectively unidirectional flow
field, the combined effect of spatial variations in the resource and advection on the spatial
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structure of populations is very rich [19–29].
A general framework for systematic exploration of the growth and diffusion of single-
species populations in an advective, spatially-varying growth environments is the reaction-
diffusion-advection equation [3, 30]:
∂tc+∇ · [v(x, t)c] = ∇ · [D(x, t)∇c] + f [c]. (1)
In an ecological context, Eq. (1) prescribes the time evolution of the coarse-grained density
c ≡ c(x, t) of populations consisting of individuals that are transported by advection with
the velocity field v(x, t), diffuses (for example by, say, a run and tumble mechanism in the
case of bacteria) with a space and time-dependent diffusivity D(x, t), and reproduce with the
density-dependent growth rate f [c] that depends on a local environment. When advection
is absent, the diffusivity is constant D(x, t) = D, and the resources necessary for growth
are homogeneously distributed, the density of populations that reproduce with the logistic
growth rate f [c] = ac−bc2 (with a and b constant) obey the well-known Fisher-Kolmogorov-
Petrovsky-Piscounov (FKPP) equation:
∂tc = D∇2c+ ac− bc2, (2)
which, for a uniform positive growth rate a, admits a stable non-linear wave solution de-
scribing a spatial range expansion of populations that advance from a region saturated at
the local carrying capacity K ≡ a/b, into unoccupied territory [3, 31–33]. At long times,
reproductive growth and diffusion fill up and saturate the domain; the population density
becomes featureless and is equal to the carrying capacity K, which is the stable steady state
of Eq. (2).
In contrast, interesting phenomena and non-trivial spatial population structure at long
times arise when a constant flow field v(x, t) = v advects the population across a spatially
quenched growth landscape of the form f [c] = a(x)c−bc2 [19–21, 23]. This minimal extension
of the FKPP equation reads
∂tc+ v · ∇c = D∇2c+ a(x)c− bc2. (3)
Since advection can wash away the populations from the favourable growth hot spots and
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diffusion tends to spread populations out, the density c(x, t) deviates from the profile of the
local carrying capacity K(x) ≡ a(x)/b in regions where a(x) > 0. For instance, in a land-
scape with a finite-size favourable growth hot spot surrounded by an unfavourable growth
environment, the long-time population structure that would otherwise localize near the hot
spot, can be driven by advection to delocalize or becomes extinct [21]. This localization-
extinction transition has been observed in microbial experiments [24, 34]. In addition, in a
random environment where the local growth rate can be regarded as a spatially quenched
time-independent random variable, early-time growth eigenfunctions of the linearized growth
operator of Eq. (3) can exhibit a localization-delocalization transition, with a remarkable
associated non-Hermitian spectral property [23, 28, 35–38]. In strongly advective environ-
ments in which the spatially averaged growth rate is positive, all the growth eigenfunctions
are delocalized and the spreading dynamics of populations at the frontier in the direction
transverse to the flow is expected to be super-diffusive [23].
While the early-time properties of growth eigenfunctions and growth dynamics in a spa-
tially quenched random growth rate are relatively well understood, less is known about the
structure of long-time steady-state populations. Close to extinction ( in an overall hostile
growth environment in which the growth rates a(x) are mostly negative), when the early-
time growth eigenfunctions do not significantly overlap, the population structure at long
times is tracked by the early-time growth eigenfunctions. However, more generally, signif-
icant changes due to the mode-coupling triggered by the non-linear saturation term −bc2
distort this picture, especially when advection is strong [23].
In this work, with the goal of determining how constant advection combines with spatial
variations in an overall fertile growth landscape to affect the long-time population struc-
ture, we analytically and numerically study steady-state populations described by Eq. (3).
Specifically, we study the long-time steady-state population density c∗(x) ≡ c(x, t → ∞)
satisfying the nonlinear equation,
0 = D∇2c∗(x)− v · ∇c∗(x) + a(x)c∗(x)− bc∗2(x), (4)
arising from a weak spatially-quenched random growth landscape of the form
a(x) ≡ a0 + δa(x), (5)
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where a0 is a constant positive background growth rate, and δa(x) is a weak frozen-in
spatial perturbation such that 〈a(x)〉 > 0, where 〈·〉 represents a spatial average. In the
calculations that follow, we shall draw δa(x) from a uniform, symmetrical box distribution,
δa(x) ∈ [−∆,∆] . Weak disorder then means |δa(x)| /a0  1. Although recent investigations
suggest that demographic fluctuations due to stochasticity in the discrete birth and death
events can be important close to extinction or in diluted populations [39–42], we focus here
on the regime where the local carrying capacity K(x) = a(x)/b is large, so that demographic
fluctuations are small and the mean field description of the steady state embodied in Eq.(4)
is reliable.
In Sec. II. we show that the steady-state density fluctuations from the mean carrying
capacity K¯ ≡ a0/b can be regarded as a linear response to a small perturbation caused by the
quenched random background growth rate. The Green’s function of the associated reaction-
diffusion-advection operator, which we calculate in d dimensions, describes the steady-state
density response to a point-like growth hot spot. In the absence of advection, the response
decays isotropically, with the diffusive localization length ξD ≡
√
D/a0, from the center of
a growth hot spot. We then discuss how advection breaks isotropy: advection elongates
(shortens) the downstream (upstream) longitudinal localization length, while symmetrically
contracting the transverse localization length. Figs. 2 and 3 illustrate this effect, in d = 1
and d = 2, respectively. For strong advection such that v˜ ≡ v/vF  1 where vF ≡
2
√
Da0 is the characteristic Fisher speed associated with the average growth rate [3, 33], the
downstream and upstream longitudinal localization lengths scale as ξ+‖ ≈ v˜ξD = v/2a0 and
ξ−‖ ≈ (1/v˜)ξD = 2D/v , while the transverse localization length scales as ξ⊥ ≈ (1/v˜)ξD. The
asymmetric elongation and contraction occur simultaneously with the decay in the response
amplitude, a consequence of the conservation of density fluctuations discussed at the end of
Sec. II.
In Sec. III, we show that advection and spatially quenched uncorrelated random growth
rates together lead to striated patterns of steady-state population density in two dimensions,
as depicted in Fig. 1. Although the growth rate fluctuations are spatially uncorrelated and
the transverse localization length of the response from an isolated growth hot spot shrinks
to zero as advection becomes stronger, a finite transverse correlation length of the steady
state density nevertheless emerges at strong advection. Theoretical analysis of the two-
point correlation function leading to striated population structures is provided in Sec. III A.
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FIG. 1. (Color online) Typical long-time steady states c∗(x) with striations in two dimensions
that arise from the generalized FKPP equation with periodic boundary conditions and variable
strength advection in the +xˆ‖ direction and with the same realization of a weak spatially quenched
random growth rate. The black lines at the bottom indicate contours of c∗(x) at the value of
the mean carrying capacity K¯ = 104, separating the more favourable growth domains from the
less favourable ones. These plots result from the lattice Boltzmann simulation discussed in Sec.
III B. Without advection, as in (a), steady state density exhibit mild fluctuations around the mean
carrying capacity K¯ = 104. The correlations of the density fluctuations without advection are
isotropic. However, advection breaks statistical isotropy of the steady state; correlation length is
developed and is elongated in the longitudinal direction, as in (b), (c) and (d). Striated patterns
emerge at strong flow v  vF with the longitudinal correlation length of order the system size
while the transverse correlation length remains finite, see (d). Note also that strong advection
lowers the amplitude of the density fluctuations.
There, we also show that, for strong advection v  vF , the longitudinal correlation length
elongates without bound as ξ‖ = v/a0 whereas the transverse correlation length approaches
the limiting value ξ⊥ = ξD =
√
D/a0. Consequently, the population structure becomes
highly anisotropic, with the ratio of correlation lengths given by ξ‖/ξ⊥ = 2v˜. Sec. III B
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compares the long distance correlations from theoretical analysis with those from the lattice
Boltzmann simulations. Concluding remarks appear in Sec. IV, and detailed calculations of
Green’s functions, correlations and structure functions are contained in Appendix A.
II. STEADY-STATE DENSITY FROM THE LINEAR RESPONSE APPROXIMA-
TION
To determine how weak spatial perturbations in the growth rate alter a steady-state
density that is otherwise homogeneous and equal to the mean carrying capacity K¯ = a0/b,
we introduce the density deviation from the steady state, normalized by the mean carrying
capacity, as follows:
φ(x) ≡ c
∗(x)− K¯
K¯
, (6)
henceforth referred to as a (static) density fluctuation. Upon substituting the steady-state
density of Eq. (6) into Eq. (4), we find that this (static) density fluctuation satisfies
(−D∇2 + v · ∇+ a0)φ(x) = δa(x) + [δa(x)φ(x)− a0φ2(x)]. (7)
We now establish the linear response theory for the case of weak spatial fluctuations in the
growth rate. First, we define ε ≡ (∆/a0) ≥ |δa(x)/a0|, a dimensionless measure of growth
rate fluctuations. Observe that, in the absence of both advection and diffusion, non-zero
populations at any point x will grow and saturate according to the local logistic growth
process; the steady state density is then given by the local carrying capacity:
c∗(x) = K(x) ≡ a(x)/b. (8)
Eq. (6), Eq. (8), and the bound associated with uniform distribution δa(x) ∈ [−∆,∆],
implies that the density fluctuations obey |φ(x)| . ε. In the presence of either diffusion or
advection, populations traverse longer distances and sample a spatial average of local growth
rates; the steady state density is then smoothed out, and the condition |φ(x)| . ε should
remain approximately valid. In fact, when diffusion or advection become strong, numerical
simulations reveal the suppression of density fluctuations, as shown for strong advection in
Figs. 1 and 6 in two dimensions and one dimension, respectively (the case of suppression
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by strong diffusion is similar.) Upon dividing Eq. (7) by a0 and noting that |φ(x)| = O(ε),
we see that the terms in the square bracket scale as ε2, whereas the other terms scale as ε.
Hence, in the limit of small ε, we can linearize Eq. (7):
(−D∇2 + v · ∇+ a0)φ(x) = δa(x). (9)
Thus, in this linear approximation (used throughout this paper), static density fluctuations
are generated in response to the growth disorder δa(x) acting as a source term. As we show
later, Eq. (9) becomes a better and better approximation upon increasing either the D or
|v|.
It is convenient to introduce the non-dimensionalized linear response equation to simplify
further calculations. Upon defining the diffusion length in a growth time
ξD ≡
√
D/a0, (10)
and rescaled quantities
x˜ ≡ x/ξD, (11)
v˜ ≡ v/2
√
Da0 = v/vF , (12)
U(x) ≡ δa(x)/a0, (13)
Eq. (9) takes the dimensionless form
(
−∇˜2 + 2v˜ · ∇˜+ 1
)
φ(x˜) = U(x˜), (14)
where ∇˜ denotes a gradient with respect to x˜. The density fluctuations are then given by
the convolution
φ(x˜) =
∫
G(x˜− y˜)U(y˜) ddy˜, (15)
where G(x˜− y˜) is a reaction-diffusion-advection Green’s function that satisfies(
−∇˜2 + 2v˜ · ∇˜+ 1
)
G(x˜− y˜) ∝ δd(x˜− y˜). The steady-state population density, corrected
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for diffusion and advection, then reads
c∗(x˜) = K¯
[
1 +
∫
G(x˜− y˜)U(y˜) ddy˜
]
. (16)
And we must now determine G(x˜− y˜).
A. Density modulation due to a point-like growth hot spot
The Green’s function of the reaction-diffusion-advection operator of Eq. (14) describes
the response to a Dirac delta function source term, a point-like growth hot spot. In our
rescaled coordinates, the Green’s function satisfies
(
−∇˜2 + 2v˜ · ∇˜+ 1
)
G(x˜) =
∆
a0
δd(x˜), (17)
which can be simplified via the substitution
fv˜(x˜) ≡ exp(−v˜x˜‖)f(x˜), (18)
where x‖ is the direction along the advective flow. The result is a Helmholtz equation with
the minus sign in the Laplacian:
[
−∇˜2 + (1 + v˜2)
]
Gv˜(x˜) =
∆
a0
δd(x˜). (19)
In d dimensions, the isotropic solution of Eq. (19), such that Gv˜(x˜) vanishes as x˜ → ∞,
reads [43]
Gv˜(x˜) =
∆
a0
(
1
pi
)d/2
×
[( |x˜|√
1 + v˜2
)1−d/2
K1−d/2
(√
1 + v˜2|x˜|
)]
, (20)
so that
G(x˜) = exp(v˜x˜‖)Gv˜(x˜). (21)
10
Eqs. (20) and (21) are derived via direct Fourier transformation in Appendix A.
Eq. (21) encapsulates how advection breaks isotropy: by enhancing downstream response
and suppressing upstream response in Eq. (20). SinceKα(x) =
√
pi
2x
exp(−x)
[
1 + 4α
2−1
8x
+O(x−2)
]
for large x [44], Eq.(21) implies that G(x˜) is exponentially localized in all transverse di-
rections with the transverse localization length ξ˜⊥ = 1/
√
1 + v˜2 similar to the localization
length of Gv˜(x˜), i.e.,
G(x˜‖ = 0, x˜⊥) ∼ exp
(
−
√
1 + v˜2|x˜⊥|
)
. (22)
For v˜ 1, ξ˜⊥ contracts as 1/v˜.However, the longitudinal localization lengths are asymmetric
with an elongation in the downstream direction and a contraction in the upstream direction.
For v˜ 1,
G(x˜‖, x˜⊥ = 0) ∼ exp(v˜x˜‖) exp(−
√
1 + v˜2|x˜‖|)
= exp
[
(x˜‖ − |x˜‖|)v˜ −
|x˜‖|
2v˜
+O
(
1
v˜3
)]
; (23)
thus, the downstream (x˜‖ > 0) and the upstream (x˜‖ < 0) localization lengths are given
by ξ˜+‖ ≈ 2v˜ and ξ˜−‖ ≈ 1/2v˜, respectively. This steady state asymmetry, with a contraction
in the transverse direction, differs from the early time growth dynamics, where diffusion
spreads out the population superdiffusively in the transverse direction [19, 20, 23].
The steady-state response to advection is, however, constrained by a conservation law.
By integrating Eq. (17) over the whole domain with a periodic boundary condition, one
finds that ∫
Ω
G(x˜)ddx˜ =
∆
a0
. (24)
As a result, the overall response is suppressed at strong advection: the response amplitude
decreases to compensate for elongated downstream amplitude. Suppression of the response
amplitude as a tradeoff for elongated downstream propagation is readily verified in one-
dimension. In this case, the modified Bessel function takes the simple form K1/2(x) =√
pi
2x
exp(−x) [44], and Eqs. (20)-(21) give
G(x˜) =
∆
a0
1√
2
exp(v˜x˜−√1 + v˜2|x˜|)√
1 + v˜2
. (25)
Hence, advection leads to anisotropic response whose amplitude at x˜ = 0 decays as
11
v/vF
G(x˜)
x˜
FIG. 2. (Color online) One-dimensional Green’s functions given by Eq.(25) which describe the
density fluctuations as a response to a point-like growth hot spot, introduced at the origin and
indicated as the dashed green line. The response becomes strongly asymmetric as v˜ increases, with
the downstream localization length and the upstream localization length that scale respectively as
ξ˜+‖ = 2v˜ and ξ˜
−
‖ = 1/2v˜ for v˜ 1. Note that the response amplitude decays to compensate for the
elongated downstream propagation. In this plot, the strength of the hot spot ∆/a0 is set to unity.
1/
√
1 + v˜2. Fig. 2. shows G(x˜) in one dimension for a variety of velocities. In two
dimensions, Eqs. (20)-(21) give
G(x˜‖, x˜⊥) =
∆
a0
(
1
pi
)
exp(v˜x˜‖)K0
(√
1 + v˜2|x˜|
)
. (26)
Although there is a logarithmic singularity at |x˜| = 0 (cut off by, say, the spacing between
microorganisms), one can see from the profiles of the plots of Eq. (26) in Fig. 3 that the
overall response amplitude is again suppressed at strong advection. Fig. 3 also illustrates
the process of symmetric transverse contraction, in addition to the asymmetric downstream
elongation and upstream contraction in the longitudinal direction.
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G(x˜k, x˜?)
x˜k
x˜?
(a) (b)
(c) (d)
v = 0 v = 3vF
v = 6vF v = 9vF
FIG. 3. (Color online) Two-dimensional Green’s function of Eq.(26). The response to a point-
like growth hot spot is isotropic in the absence of flow, as represented in (a), but streaked out
in the direction parallel to the flow with an elongated downstream localization length, as shown
in (b)-(d). With increasing flow speed, the overall response amplitude decays. In addition, the
transverse response, controlled by Gv˜(x˜) ∼ K0
(√
1 + v˜2|x˜|
)
, contracts symmetrically, decaying
exponentially with the localization length ξ = 1/
√
1 + v˜2. Similar to one dimension, ξ˜+‖ = 2v˜
and ξ˜−‖ = 1/2v˜ in the flow direction for v˜  1. Solid lines shown on the plane x˜‖ = −2.5 and
x˜⊥ = 2.5 are cross-sections of the response along the plane x˜‖ = 0 and the plane x˜⊥ = 0, respec-
tively. These cross-sections reveal the behavior of localization lengths at different velocities. The
boundaries of the colored contour above each plot correspond to the Green’s function contours
0.0, 0.05, 0.1, 0.15, 0.2, 0.25 and 0.3, with the color ranging from yellow to dark green, respectively.
The reduction in the area of these colored contours at stronger advection reflects the decay of the
response amplitude. In this plot, the amplitude of the δ-function hot spot ∆/a0 is set to 1.
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III. LONGITUDINAL STRIATIONS IN THE STEADY STATE FOR STRONG
ADVECTION IN d ≥ 2
Although the linear response theory developed in Sec. II suggests that the transverse
localization length of an isolated growth hot spot shrinks to zero as the advection speed
increases, we now show that superposition of the responses from uncorrelated growth dis-
order leads to correlations whose transverse correlation length approaches a finite velocity-
independent value, while the longitudinal correlation length grows linearly with v˜. The result
is striated population correlations in the steady state.
FIG. 4. (Color online) How striations driven by flow and spatially quenched growth disorder arise
in two dimensions. (Left) Without advection, density fluctuations arise from the superposition of
the isotropic responses Gv=0(x−x′) centered around a source (U(x′) > 0 ) or a sink (U(x′) < 0 ),
depicted in green and red respectively. The localization length is given by ξD =
√
D/a0. (Right)
For strong advection v˜ 1, each response is distorted asymmetrically: the downstream localization
length grows as ξ+‖ = 2v˜ξD, and the transverse localization length contracts as ξ⊥ = ξD/v˜. Although
each response is subjected to transverse contraction that shrinks to zero at stronger flow, the
random superposition of responses exhibit non-vanishing transverse correlations, as shown in Figs.
5 and 8.
A. Two-point correlation function and the striation pattern
To model rapid, statistically isotropic spatial variations in the growth rates, we assume
each local growth rate U(x˜) = δa(x˜)/a0 is drawn from a uniform box distribution in the
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interval [−∆/a0,∆/a0], which gives the two-point noise correlation function
〈U(x˜)U(x˜′)〉 = 1
3
∆2
a20
δd(x˜− x˜′), (27)
where 〈·〉 denotes ensemble averages over disordered growth rate realizations. In the Fourier
domain, Eq.(27) gives white noise with magnitude
〈|U(q˜)|2〉 = 1
3
∆2
a20
. (28)
We expect statistical translational invariance, 〈φ(x˜)φ(0)〉 ≡ 〈φ(x˜ + x˜′)φ(x˜′)〉, so the
two-point correlation function of the density fluctuations is given by
〈φ(x˜)φ(0)〉 =
∫
ddq˜
(2pi)d
eiq˜·x˜S(q˜), (29)
where the static structure factor in the steady state is related to the Fourier transformed
Green’s function G(q˜),
S(q˜) ≡ 〈|φ(q˜)|2〉
= 〈|U(q˜)|2〉|G(q˜)|2
=
〈|U(q˜)|2〉[
(q˜2 + 1)2 + 4v˜2q˜2‖
] . (30)
Upon substituting Eqs. (30) and (28) into Eq. (29), the two-point correlation function of
the density fluctuations with spatially uncorrelated random growth rates reads
〈φ(x˜)φ(0)〉 = ∆
2
3a20
∫
ddq˜
(2pi)d
eiq˜·x˜[
(q˜2 + 1)2 + 4v˜2q˜2‖
] . (31)
We now evaluate Eq. (31) in various dimensions, with details relegated to Appendix A.
For d = 1, Eq. (31) can be evaluated via contour integration, with the result (setting x˜‖ = x˜)
〈φ(x˜)φ(0)〉 = ∆
2
24a20
1
v˜
√
1 + v˜2
×
[
1
g−(v˜)
e−g−(v˜)|x˜| − 1
g+(v˜)
e−g+(v˜)|x˜|
]
, (32)
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where the two exponential decays are controlled by g±(v˜) ≡
√
1 + v˜2 ± v˜. Although this
result appears singular at v˜ = 0, the limit v˜→ 0 is in fact well-defined, and given by
lim
v˜→0
〈φ(x˜)φ(0)〉 = ∆
2
12a20
(1 + |x˜|) e−|x˜|. (33)
The exponential localization associated with a single hot spot is broadened by a factor
(1 + |x˜|); the correlation length, however, is the same as the diffusive localization length ξD.
For strong advection, g−(v˜) = 2v˜ + 1/2v˜ + O(1/v˜3) and g+(v˜) = 1/2v˜ + O(1/v˜3); the first
term in the square bracket of Eq. (32) dominates, resulting in
lim
v˜→∞
〈φ(x˜‖)φ(0)〉 ∼ e
−|x˜‖|/2v˜
v˜
. (34)
For d = 2, the spatial structure of steady state is embodied in the longitudinal correla-
tion function 〈φ(x˜‖, 0)φ(0)〉 and the transverse correlation function 〈φ(0, x˜⊥)φ(0)〉 that are
defined by Eq. (31). In the absence of advection, the correlation function is isotropic and is
given by
lim
v˜→0
〈φ(x˜)φ(0)〉 ∼ |x˜|K1(|x˜|), (35)
where K1(x) is the modified Bessel function of a second kind that decays exponentially
at large distance x as K1(x) =
√
pi
2x
exp(−x) [1 + 3/8x+O(x−2)] for x  1 [44]. The
correlation length is thus given by diffusive correlation length ξD in this limit. In the strong
advection limit, however, correlations become highly anisotropic:
lim
v˜→∞
〈φ(x˜‖, 0)φ(0)〉 ∼
( |x˜‖|
2v˜
)1/4
K−1/4
( |x˜‖|
2v˜
)
, (36)
lim
v˜→∞
〈φ(0, x˜⊥)φ(0)〉 ∼ e
−|x˜⊥|
v˜
, (37)
with the longitudinal and transverse correlation lengths that behave as follows,
lim
v˜→∞
ξ‖ = ξv =
v
a0
, (38)
lim
v˜→∞
ξ⊥ = ξD =
√
D
a0
. (39)
Note the limiting transverse correlation length is given by a velocity-independent, diffusive
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localization length. However, the ratio of transverse to longitudinal correlation lengths
becomes highly anisotropic:
lim
v˜→∞
(
ξ‖
ξ⊥
)
=
v√
Da0
= 2v˜. (40)
These anisotropic patterns might arise in natural marine microbial populations, their Fisher
wave spreading velocity is much smaller than oceanic flow speed; for a motile bacteria, a
typical diffusion constant D is of order 10−5 cm2 s−1 and the typical doubling time a0 is
of order 10−3 s−1 which gives vF = 2
√
Da0 of order 1 µm s
−1 [33], which is indeed small
compared to a typical oceanic current; see Ref. [30] and references therein.
Note that uncorrelated disorder (viewed as a superposition of responses from growth
hot spots) leads to a non-zero transverse correlation length, as shown in Eq. (39) for two
dimensions, in contrast to the result for a single point-like growth hot-spot of Sec. II A. In
fact, a finite transverse correlation arises for all d ≥ 2. To see this, consider the transverse
correlation functions:
〈φ(0, x˜⊥)φ(0)〉 ∼
∫
dd−1q˜⊥
(2pi)d−1
eiq˜⊥·x˜⊥
∫
dq˜‖
2pi
1[
(q˜2 + 1)2 + 4v˜2q˜2‖
]
= pi
∫
dd−1q˜⊥
(2pi)d
eiq˜⊥·x˜⊥
(q˜2⊥ + 1)(q˜
2
⊥ + 1 + v˜2)1/2
. (41)
Upon taking the limit v˜ 1, it follows that
lim
v˜→∞
〈φ(0, x˜⊥)φ(0)〉 ∼ pi
v˜
∫
dd−1q˜⊥
(2pi)d
eiq˜⊥·x˜⊥
(q˜2⊥ + 1)
, (42)
=
e−|x˜⊥|
4v˜
, (43)
which show that the transverse correlation length still obeys Eq. (39) for d ≥ 2. Thus,
the limiting transverse correlations in higher dimensions remains velocity-independent and
is characterized by the diffusive localization length ξD, while the amplitude of fluctuations
decays at increasing advection as limv˜→∞〈φ2(0)〉 ∼ 1/v˜.
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B. Comparisons to numerical simulations
We now check theoretical predictions in Sec. III A by comparing the theoretical structure
factor Sth(q˜) given by Eq. (30) to the structure factor Snum(q˜) calculated from the numerical
solution of Eq. (4). To obtain the numerical steady state satisfying Eq. (4), we inoculate
the simulation domain with a uniform concentration equal to the mean carrying capacity K¯,
and numerically evolve the time-dependent advective FKPP Eq. (3) until the steady state
is reached using the Lattice Boltzmann method, a robust lattice discretization scheme for
advective and diffusive transports [45, 46] that can incorporate reactive agents [47]. This
method achieves high numerical accuracy for reaction-diffusion-advection problems, even
in the strong advection limit [48]. Random growth rate U(x˜i) = δa(x˜i)/a0 is introduced
on each lattice site x˜i, and is independently drawn from a uniform box distribution in the
interval [−∆/a0,∆/a0]. The 9-speed 2-dimensional (D2Q9) lattice is adopted to evolve the
density field according to Eq. (3) on a two-dimensional square lattice with Nx × Ny sites
and a periodic boundary condition implemented by adding the buffer sites at the boundaries
[47]. In this scheme, time evolution on a one-dimensional lattice with a periodic boundary
condition also follows immediately, provided Nx is set to 1. Once the numerical steady state
c∗num(x) is reached, one can calculate the squared modulus of the discrete fourier transform of
the steady state density fluctuations, denoted by |φnum(q˜)|2. After taking ensemble averages
over the random growth rates, this results in the numerical structure factor Snum(q˜). This
numerical structure factor is the discrete counterpart of the theoretical structure factor
Sth(q˜) predicted by Eq. (30).
Figures 6 and 1 report numerical steady states obtained from the Lattice Boltzmann sim-
ulations with random growth rates in one and two dimensions. These simulations show the
decrease in the amplitude of the density fluctuations as advection becomes stronger, con-
firming the assumption of the linear response theory in Sec. II. In addition, unlike standard
finite-difference schemes in which advection can lead to spurious alignment of population
structure along lattice directions [20], the D2Q9 discretization, which ensures the fourth
order isotropy of lattice tensors, avoids the artifact of preferred lattice orientations. The left
column of Fig. 5 illustrates the steady state density fluctuations for the same realization
of the random growth rate for different advection velocities: v = 0 in Fig. 5(a), v = 8vF
along the x-axis in Fig. 5(c), and v = 8vF inclined at 37
o relative to the directions associ-
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FIG. 5. (Color online) Steady state density fluctuations φnum(x) ≡ [c∗num(x) − K¯]/K¯ from
Lattice Boltzmann simulations with 2562 sites (left) and the squared modulus of the discrete
fourier transform of the steady state density fluctuations |φnum(q)|2 (right) for the same disorder
realization but different flow velocities: v = 0 in (a) and (b), v = 8vF along the x-axis in (c)
and (d), and v = 8vF inclined at a 37
o angle relative to the periodic boundary conditions in
(e) and (f). The coordinate x = (x, y) and the wavevector q = (qx, qy) are displayed in the
original (dimensional) scale with the lattice unit l0 set to 1. The color codes for the structure
factors ((b), (d), and (f)) are displayed in base-10 logarithmic scale. The parameters in this
figure are D = 5 × 10−4, a0 = 10−5,∆ = 0.1a0, and b = 10−9, which give ξD =
√
D/a0 ≈ 7,
vF = 2
√
Da0 ≈ 1.4 × 10−4 , and K¯ = a0/b = 104. Long wavelength modes in the absence of
advection, in (b), appear statistically isotropic as expected. The blue diamonds at large q in (b),
(d), and (f) are an artifact of the underlying lattice.
ated with the periodic boundary conditions in Fig. 5(d). The steady state populations in
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Figs. 5(c) and (e) streak out along the advection direction, despite the bias imposed by an
underlying square lattice. The elongation of steady state populations along the advection
direction also appears in the Fourier-transformed |φnum(q)|2 shown on the right column of
Fig. 5. There, the short wavelength modes in the longitudinal direction are noticeably
suppressed, while the modes in the transverse direction are only mildly modified, leading to
elliptical contours at small q’s with the minor and major axis aligned along the longitudinal
and transverse direction, respectively. Notice the plots of |φnum(q)|2 are approximately zero
whenever q · rlat = ±pi/l0 = ±pi, where rlat belongs to either the nearest neighbor basis
{ex, ey} or the next nearest neighbor basis {ex + ey, ex − ey} of the square lattice, corre-
sponding to the blue squares or the blue diamonds, respectively. These short-wavelength
anisotropic lattice artifacts arise from the D2Q9 scheme that allows both nearest and next
nearest neighbor hopping on the square lattice. However, the long-wavelength modes (q near
the origin), which characterize the macroscopic striations, are further away from the blue
diamond and are orders of magnitude larger than zone-boundary modes with wavenumber
q & pi/
√
2l0 = pi/
√
2. As discussed above, the long-wavelength physics is insensitive to these
lattice artifacts, as can be confirmed by rotating Fig. 5(f) counterclockwise by an angle
37o and comparing to Fig. 5(d). We thus expect that the long-range striation patterns
are well-described by the behavior of Snum(q˜) near the origin, as determined by the Lattice
Boltzmann simulations, averaged over ensembles of growth rates.
We now compare the long-wavelength modes of Snum(q˜) to Sth(q˜) predicted by Eq. (30).
Although theoretical results of Sec. III A assume spatially uncorrelated growth disorder
whereas the Lattice Boltzmann simulation has an intrinsic short-range disorder correlation
on the order of the lattice size l0 ≡ 1, we expect that the long-distance statistics are insen-
sitive to such microscopic details, provided the correlation length of the emerging pattern is
larger than the lattice size. Because advection stretches out correlations in the longitudinal
direction, the approximation to a continuum model should become even more accurate at
stronger advection. In fact, as shown in the comparisons between Snum(q˜) to Sth(q˜) in one
and two dimensions in Figs 7 and 8 respectively, excellent agreement is obtained at long
wavelengths even when ξD is of order 2l0 = 2, which is only twice the correlation length of
the simulated noise. The agreement is even better for stronger advection. Thus, the un-
correlated noise predictions of Sec. III A are able to capture the long-range statistics of the
striation pattern, despite the presence of inherent lattice-scale correlations of the simulated
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noise.
c⇤(x)
K
v/vF
x
FIG. 6. Typical steady-state densities c∗num(x‖) in one dimension due to growth disorder and
advection from the lattice Boltzmann simulation using a D2Q9 scheme of size 1 × 1024 sites.
The parameters are D = 5 × 10−4, a0 = 1 × 10−5,∆ = 0.4a0, and b = 10−9, resulting in ξD =√
D/a0 ≈ 7.07, vF = 2
√
Da0 ≈ 1.4 × 10−4 , and K¯ = a0/b = 104. The dashed lines denote
the local carrying capacity K¯. As advection becomes stronger, density fluctuations are suppressed
and (longitudinal) correlation lengths stretch out. The details of correlations in one dimensional
systems are elucidated in the structure factors of Fig.7.
IV. CONCLUSIONS AND OUTLOOK
Previous work has demonstrated the important role of spatially quenched disorder in the
local growth rates on the long-time population structure that disperses through unidirec-
tional advection and diffusion in hostile growth environments [21, 23, 24, 34]. Here, we
study the role of growth disorder on the long-time population structure of populations in
fertile random growth environments in which the local carrying capacity is strictly positive
with weak disorder in the growth rates. To leading order in the strength of weak growth
disorder, fluctuations from the homogeneous carrying capacity of steady-state populations
can be perturbatively treated as a response to growth disorder.
Within the linear response theory, growth disorder and strong fluid advection leads to
the emergence of striated steady-state population structure in two or higher dimensions
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FIG. 7. (Color online) Comparisons between the predicted one-dimensional structure factor
Sth(q) (solid lines), and numerical structure factor Snum(q) (symbols) from the lattice Boltzmann
simulation with 1 × 256 sites. The wavenumber q is displayed in the original (dimensional) scale
with the lattice unit l0 set to 1. Simulation results are obtained from averaging the structure factors
of density fluctuations over 200 growth rate realizations. The predicted long-wavelength modes of
Sth(q) are in excellent agreement with those of the simulated Snum(q). Although the simulated
structure factors are affected by inherent lattice-size disorder correlations near q ∼ pi/l0 = pi, the
q → 0 modes are much larger (note the logarithmic scale on the S(q) axis). At strong advection
when v˜  1, long-wavelength modes are even more pronounced, and Sth(q) is even closer to
Snum(q). The parameters in this figure are D = 5× 10−4, a0 = 9× 10−5,∆ = 0.1a0, and b = 10−9,
giving ξD =
√
D/a0 ≈ 2.36, vF = 2
√
Da0 ≈ 4.2× 10−4 , and K¯ = a0/b = 9× 104.
with a periodic boundary condition. For large advection speeds v  vF = 2
√
Da0, the
longitudinal correlation length elongates as v/a0 and the transverse correlation length ap-
proaches the finite velocity-independent value given by the diffusive localization length
ξD =
√
D/a0. In contrast to steady-state populations with a point-like growth hot spot,
whose transverse localization length contracts to zero as the advection speed increases,
spatially quenched random growth disorder impedes the disappearance of transverse corre-
lations. In our case, transverse correlations exhibit anomalous transverse diffusive spreading
behavior of the early-time growth dynamics at strong advection as studied in Ref. [23]. The
Lattice Boltzmann simulation of the generalized FKPP equation (3) confirms the emergence
of striated population structure at strong advection, and verifies the predicted long-distance
statistics from the linear response theory in one and two dimensions. Similar striated popu-
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FIG. 8. (Color online) Comparisons between the predicted two-dimensional structure factor
Sth(q‖, q⊥) in the third row ((i)-(l)) and the simulated structure factor Snum(q‖, q⊥) in the second
row ((e)-(h)) from the Lattice Boltzmann (LB) simulations with 1282 sites. Typical simulated
steady-state density fluctuations φnum(x‖, x⊥) from the same disorder realization are shown in the
first row ((a)-(e)) . The coordinate x = (x‖, x⊥) wavevector q = (q‖, q⊥) are displayed in the
original (dimensional) scale with the lattice unit l0 set to 1. Simulation results are obtained from
averaging the structure factors of density fluctuations over 200 disorder realizations. Color codes for
the structure factors ((e)-(l)) are displayed in base-10 logarithmic scale. To highlight the agreements
between the predicted long wavelength modes and the simulated ones, the values below 10−3-times
the maximum are all represented in black; the predicted long-wavelength modes of Sth(q) are in
excellent agreement with those of the simulated Snum(q). The next-nearest neighbor effect of the
D2Q9 scheme represented by the dashed blue diamonds in Snum(q‖, q⊥) is similar to that displayed
in Fig. 5, and is many order of magnitude smaller than the long-wavelength modes. At strong
advection (right columns), the longitudinal long-wavelength modes are even more pronounced while
the transverse long-wavelength modes are not significantly affected; this longitudinal compression
in the structure factors indicates the formation of striated population structure exemplified in (c)
and (d). The parameters in this figure are D = 5× 10−4, a0 = 9× 10−5,∆ = 0.1a0, and b = 10−9,
which give ξD =
√
D/a0 ≈ 2.36, vF = 2
√
Da0 ≈ 4.2× 10−4, and K¯ = a0/b = 9× 104.
lation structures might arise in natural marine microbial populations in spatially disordered
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growth environments and transported along closed recirculating flows, such as oceanic flows
characterized by coherent Lagrangian vortices discussed in Refs. [49, 50].
In two-dimensional open flows, where populations do not actually recirculate, we numeri-
cally observe (not shown in this paper) the pinning-depinning phenomena of the population
frontier, the interface between occupied and unoccupied regions, analogous to those observed
in autocatalytic chemical reaction front propagating in a porous media with a background
fluid flow [51–53]. In particular, the population frontier is pinned by growth rate disorder
despite the presence of advection up to the critical advection speed, above which popula-
tions are completely washed away from the domain of interest. It would be interesting to
explore, using the Lattice Boltzmann method, whether this pinning-depinning transition is
a dynamic critical phenomena and, if so, whether it belongs to the universality class studied
in Refs. [51–53].
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Appendix A: Green’s Functions, correlation functions, and structure factors
This appendix contains calculation details of analytical results obtained in this paper.
First, we solve Eq. (17) by a direct Fourier transformation, as a check on Eq. (21). Upon
setting (∆/a0) to unity for convenience, the Green’s function of Eq. (17) in Fourier-space
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reads
G(q˜) =
1
q˜2 − 2iv˜q˜‖ + 1 . (A1)
Inverse fourier transformation gives the real-space Green’s function in d-dimensions:
G(x˜) =
∫
ddq˜
(2pi)d
eiq˜·x˜
q˜2 − 2iv˜q˜‖ + 1 . (A2)
To evaluate (A2), we use a trick, often employed to calculate correlation functions in field
theory [54], to convert the denominator into an exponential integral:
1
Xn
=
∫ ∞
0
ds
sn−1e−sX
(n− 1)! . (A3)
With n = 1, (A2) becomes
G(x˜) =
∫ ∞
0
ds
∫
ddq˜
(2pi)d
eiq˜·x˜e−s(q˜
2−2iv˜q˜‖+1),
=
∫ ∞
0
ds e−s
(∫
dd−1q˜⊥
(2pi)d−1
eiq˜⊥·x˜⊥−sq˜
2
⊥
)
︸ ︷︷ ︸
1
(2pi)d−1
√
pi
s
d−1
exp(−x˜2⊥/4s)
×
(∫
dq˜‖
(2pi)
eiq˜‖(x˜‖−2sv˜)−sq˜
2
‖
)
︸ ︷︷ ︸
1
(2pi)
√
pi
s
exp[−(x˜‖−2sv˜)2/4s]
,
=
exp(v˜x˜‖)
(2pi)d/2
∫ ∞
0
ds s−d/2e−s(1+v˜
2)−x˜2/4s. (A4)
Upon recalling the integral representation of the modified Bessel function of a second kind
[55]
Kν(z) =
1
2
(
1
2
z
)ν ∫ ∞
0
dt t−ν−1e−t−z
2/4t, (A5)
and using the symmetry K−ν(z) = Kν(z), (A4) becomes
G(x˜) =
exp(v˜x˜‖)
(pi)d/2
[( |x˜|√
1 + v˜2
)1−d/2
K1−d/2
(√
1 + v˜2|x˜|
)]
, (A6)
which is identical to Eq. (21) with the gauge transformed Green’s function Gv˜(x˜) of Eq.
(20) by the square bracket (after restoring the factor ∆/a0).
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We now outline the details of calculations to achieve analytical results in Sec. III A that
follow from the general prescription of the two-point correlation function of Eq. (31), where
again we set ∆/a0 = 1 for short. For d = 1, the correlation function reads
〈φ(x˜)φ(0)〉 = 1
6pi
∫ ∞
−∞
dq˜ eiq˜x˜
4∏
k=1
1
(q˜ − q˜k) , (A7)
where the four poles, that arise from the factorization of [(q˜2 + 1)2 + 4v˜2q˜2] , are located at
q˜1 = −q˜2 = i(
√
1 + v˜2 + v˜),
q˜3 = −q˜4 = i(
√
1 + v˜2 − v˜).
Closing the contour in the upper (lower) half plane for x˜ > 0 (x˜ < 0), then using the residue
theorem yields the exact result of the one-dimensional correlation function given by Eq. (32)
For d = 2, we first calculate the transverse two-point correlation function:
〈φ(0, x˜⊥)φ(0)〉 ∼
∫
dq˜⊥
2pi
eiq˜⊥x˜⊥
∫
dq˜‖
2pi
1[
(q˜2 + 1)2 + 4v˜2q˜2‖
]
=
1
4pi
∫
dq˜⊥
eiq˜⊥x˜⊥
(q˜2⊥ + 1)(q˜
2
⊥ + 1 + v˜2)1/2
. (A8)
In the limit v˜→∞, we obtain
lim
v˜→∞
〈φ(0, x˜⊥)φ(0)〉 ∼ 1
4piv˜
∫
dq˜⊥
eiq˜⊥x˜⊥
(q˜2⊥ + 1)
, (A9)
=
e−|x˜⊥|
4v˜
. (A10)
Now consider the longitudinal two-point correlation function.
〈φ(x˜‖, 0)φ(0)〉 ∼
∫
dq˜‖
2pi
eiq˜‖x˜‖
∫
dq˜⊥
2pi
1[
(q˜2 + 1)2 + 4v˜2q˜2‖
] ,
=
∫
dq˜‖
2pi
eiq˜‖x˜‖
{
1
8iv˜|q˜‖|
[
1√
f+(q˜‖)
− 1√
f−(q˜‖)
]}
, (A11)
(A12)
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where the term in the curly bracket is the result of contour integration with respect to q˜⊥with
the contour in the upper (lower) half plane for q˜‖ > 0 (q˜‖ < 0), and f±(q˜‖) ≡ (q˜2‖+1)±2iv˜q˜‖.
Because the integrand is real, the resulting integral must be real although it manifestly
contains an imaginary part. To rewrite the squared bracket explicitly as a real-function,
consider the following change of variable: reiθ± ≡ f±(q˜‖). Then, r and θ± are given by
r = f+(q˜‖)f−(q˜‖) = (q˜2‖ + 1)
2 + 4v˜2q˜2‖, and θ+ = −θ− with tan(θ+) = 2v˜q˜‖/(q˜2‖ + 1). After
some algebra and trigonometric identities, one finds the term in the curly bracket of (A11)
becomes [
1
4ir| sin(θ+)|
1√
r
(
e−iθ+/2 − e−iθ−/2)] = 1
2
√
2
r−3/4√
1 + cos(θ+)
(A13)
Substituting the expression into (A11), we obtain
〈φ(x˜‖, 0)φ(0)〉 =
∫
dq˜‖
4
√
2pi
eiq˜‖x˜‖ (A14)
× 1
[(q˜2‖ + 1)
2 + 4v˜2q˜2‖]
3
4
1{
1 + (1 + q˜2‖)/[(q˜
2
‖ + 1)
2 + 4v˜2q˜2‖]
1
2
} 1
2
. (A15)
In the limit v˜→∞, one obtains the longitudinal correlation function
lim
v˜→∞
〈φ(x˜‖, 0)φ(0)〉 ∼ 1
4
√
2pi
∫
dq˜‖
eiq˜‖x˜‖
(1 + 4v˜2q˜2‖)
3
4
, (A16)
=
−25/4
v˜piΓ(−1/4)
( |x˜‖|
2v˜
)1/4
K−1/4
( |x˜‖|
2v˜
)
, (A17)
which gives (36).
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