Abstract. In this paper, we study the distribution of multiplicatively dependent vectors. For example, although they have zero Lebesgue measure, they are everywhere dense both in R n and C n . We also study this property in a more detailed manner by considering the covering radius of such vectors.
1. Introduction 1.1. Background. Let n ≥ 2 be a positive integer, R be a ring with identity and let v = (v 1 , . . . , v n ) be in R n . We say that the vector v is multiplicatively dependent if all its coordinates are non-zero and there is a non-zero integer vector k = (k 1 , . . . , k n ) in Z n for which
1 · · · v kn n = 1. Let S be a subset of R. We denote by M n (S) the set of multiplicatively dependent vectors with coordinates in S.
In 2018 Pappalardi, Sha, Shparlinski and Stewart [9] gave asymptotic estimates for the number of multiplicatively dependent vectors whose coordinates are algebraic numbers of bounded height and of fixed degree or within a fixed number field. For example, it follows from [9, Equation (1.16)] that for any integer n ≥ 2 there is a positive number c 0 (n) such that the number of elements of M n (Z) whose coordinates are at most H in absolute value is (1.2) n(n + 1)(2H) n−1 + O H n−2 exp(c 0 (n) log H/ log log H) .
The multiplicative dependence of algebraic numbers has also been studied from other aspects. These include bounding the heights of multiplicatively dependent algebraic numbers (see [11] ), studying points on an algebraic curve whose coordinates are non-zero algebraic numbers and multiplicatively dependent (see [1, 7] ), and investigating the multiplicative dependence of values of rational functions over a number field (see [2, 8] ).
In this paper, we study the distribution of the elements of M n (S) when S is a subset of the real numbers R or the complex numbers C with number theoretic interest. Note that the sets M n (R) and M n (C) have zero Lebesgue measure, since they are countable unions of hypersurfaces and each hypersurface in R n or C n has zero Lebesgue measure. On the other hand, our results imply that M n (R) and M n (C) are dense in R n and C n respectively; see Theorem 1.1 and Theorem 1.4. Let K be a number field, which we always identify with one of its models, that is, K = Q(α) for some algebraic number α. Recall, that alternatively, one can think of K as K = Q[X]/f (X)Q[X] for an irreducible polynomial f (X) ∈ Z[X] and then consider its various embeddings in C and R.
As usual, we define the degree of K to be the degree [K : Q] of the field extension K/Q. Let O K denote the ring of integers of K. We study the distributions of M n (K) and M n (O K ) in R n and also in C n . Among other results, we prove that M n (K ∩ R) is dense in R n , and
. Then, to study the cases of M n (Z), which is not dense in R n , and of M n (O K ) when K is an imaginary quadratic field, which is not dense in C n , we introduce a refinement of the notion of the covering radius of a set and use it to show that there are significant irregularities in the distribution of the elements of M n (Z) in R n and of M n (O K ) in C n .
1.2.
Density results for multiplicatively dependent vectors. We say that a subset S of a ring R is closed under powering if for any α in S we also have α m in S for every non-zero integer m.
Theorem 1.1. Let n ≥ 2 and let S be a dense subset of R which is closed under powering. Then M n (S) is dense in R n .
Since the rationals are dense in R and closed under powering, we deduce the following result.
Let K be a number field of degree at least 2.
is easily seen to be dense in R, and since it is closed under powering we have the following result. Corollary 1.3. Let n ≥ 2, and let K be a number field.
We next establish the analogue of Theorem 1.1 when R is replaced by C. Theorem 1.4. Let n ≥ 2 and let S be a dense subset of C which is closed under powering. Then M n (S) is dense in C n .
If K is a number field not contained in R, then K is dense in C and we deduce our next result. Corollary 1.5. Let n ≥ 2, and let K be a number field.
Further, by Lemma 2.2 below, if K is a number field of degree at least 3 which is not contained in R, then O K is dense in C and we have the following result. Corollary 1.6. Let n ≥ 2, and let K be a number field. If
Clearly, one can see that all the converses of Corollaries 1.3, 1.5 and 1.6 are true.
1.3.
Covering radius of the set of multiplicatively dependent vectors. Let S be a subset of R. The covering radius of M n (S) in R n is defined as ρ n (S) = sup
where x is the Euclidean norm of x = (x 1 , . . . , x n ) ∈ R n , that is,
n if and only if ρ n (S) = 0. Let K be a number field. Then, for any integer n ≥ 2 it follows from Corollary 1.2 that ρ n (K ∩ R) = 0 and from Corollary 1.
On the other hand, trivially ρ n (Z) ≥ 1 and it follows from (1.2) that in fact ρ n (Z) = ∞; see (1.3) . In this case we introduce a finer measure in order to study more precisely the distribution of multiplicatively dependent vectors with integer coordinates. For H > 1 we define
Each point of M n (Z) which is in the ball of radius H centered at the origin has coordinates which are at most H in absolute value. By (1.2) there is a positive number c 1 (n), which depends on n, such that the number of such points is at most c 1 (n)H n−1 . In addition there is a positive number c 2 (n), which depends on n, such that the volume of a ball of radius r in R n is c 2 (n)r n . Thus, the ball of radius H centered at the origin has volume c 2 (n)H n , and so in order to cover it with balls of radius r centered at the points of M n (Z) which lie in it we must have c 1 (n)r n H n−1 larger than H n . In particular we must have
where c 3 (n) = c 1 (n) −1/n . If the points of M n (Z) were evenly distributed, then the lower bound (1.3) would be sharp. However, the distribution of the points is in fact remarkably non-uniform. Certainly there are many points which are close to each other in M n (Z), since if n > 2 then (2 k , 2, x 3 , . . . , x n ) is in M n (Z) for each positive integer k whenever x 3 , . . . , x n are nonzero integers. Furthermore for each positive integer k both (2 k , 2) and (2 k , 4) are in M 2 (Z). In addition there are large regions of R n devoid of points of M n (Z).
In the sequel, the implied constants in the symbols O, ≪ and ≫ may depend on n (we recall that U = O(V ), U ≪ V and V ≫ U are equivalent to the inequality |U| ≤ cV with some positive number c).
In particular we prove the following result, which shows the true order of magnitude of ρ n (H; Z) which is spectacularly different from that suggested by (1.3).
where C 0 (n) is a positive number which is effectively computable in terms of n and c 0 = 1/40452.
The upper and lower bounds for ρ n (H; Z) with n ≥ 3 in Theorem 1.7 are established by means of two results of Tijdeman [13, 14] on gaps between integers composed of a fixed set of primes. To get the above value of c 0 we employ a lower bound of Gouillon [3] for linear forms in two logarithms in the argument of Tijdeman [14] .
Similarly, if T is a subset of C, then the covering radius of M n (T ) in C n is defined as
where z is the Euclidean norm of z = (z 1 , . . . , z n ) ∈ C n , that is,
Clearly, for any subset T of C, M n (T ) is dense in C n if and only if µ n (T ) = 0. By Corollaries 1.5 and 1.6 it remains to determine µ n (O K ) for n ≥ 2 when K is an imaginary quadratic field. By [9, Equation (1.7)] the number of elements of M n (O K ) whose coordinates have absolute Weil height at most H is
where w denotes the number of roots of unity in K and D denotes the discriminant of K. It follows, as in ( 1.3), that in this case µ n (O K ) = ∞; see also the lower bounds of Theorem 1.8. As in the real case, we introduce the following more refined concept. For H > 1 and K an imaginary quadratic field, we put
Theorem 1.8. Let K be an imaginary quadratic field, and let H be a real number with H > 1. Then, there exist an effectively computable number c 1 and positive numbers C 0 (n) and C 1 (K) which are effectively computable in terms of n and K respectively such that
and for n ≥ 4,
For the proofs of the lower bounds in Theorem 1.8 we again appeal to the results of Tijdeman [13, 14] while for the upper bounds we require a result of Stewart [12] .
Preliminaries

Density of algebraic integers in C.
We believe that the main result of this section is of independent interest. It is also needed for the proof of Corollary 1.6. Lemma 2.1. Let α and β be complex numbers which are not in R with 1, α and β linearly independent over Q and for which
is dense in C.
Proof. Let ε be a real number with 0 < ε < 1, and let x + yi be in C with x, y ∈ R. We want to show that there are elements of S α,β within ε of x + yi. Without loss of generality, we can assume that (2.1) 1 ≤ x < 2 and y ≥ 0.
Let K = Q(α, β). Note that 1, α, β are linearly independent over Q. Then, for any integer n, the numbers 1, α + n, β are also linearly independent over Q. So we can assume that
where i = √ −1 is the imaginary unit and a, b are positive real numbers. Since α is not a real number, C = R(α) and so there exist real numbers r and s with (2.2) β = r + sα.
We cannot have both r and s in Q, since 1, α, β are linearly independent over Q. Moreover, neither r nor s is in Q. Indeed, if r is in Q, then s = (β − r)/α is in K ∩ R, and hence by our assumption s is in Q, which is a contradiction. A similar argument also applies if s is in Q. Suppose that 1, r, s are linearly dependent over Q. Then, there exist integers j, k and ℓ, not all zero, such that (2.3) j + kr + ℓs = 0.
Since r and s are irrational, we have kℓ = 0. By (2.2) and (2.3),
Since β is non-real, j + kβ is non-zero, and so is kα − ℓ. Then,
and we see that s ∈ K. Since s is real and K ∩ R = Q, we deduce that s is in Q, which gives a contradiction. Therefore, we must have that 1, r, s are linearly independent over Q. For any real number x, let ⌊x⌋ denote the integer part of x (that is, the largest integer not greater than x), and let {x} = x−⌊x⌋ denote the fractional part of x. By Kronecker's Theorem (see [4, Theorem 443] ), there exists a positive integer q such that (2.4) ε 4 < {qr} < ε 2 and {qs} < ε 2 20 max{a, b} .
Put γ 1 = qβ − ⌊qr⌋ − ⌊qs⌋ α, and note that γ 1 ∈ S α,β . Further, by (2.2)
and since α = a + bi, we have (2.5)
where (2.6) λ = {qr} + {qs}a.
We now define q 1 to be the integer for which
which is possible since s is irrational and thus {qs} > 0. Then
We put γ 2 = q 1 γ 1 − ⌊q 1 λ⌋ . Note that γ 2 ∈ S α,β and (2.8)
We now choose q 2 to be the integer for which (2.9)
which is possible since the irrationality of r, s and the positivity of a, together with (2.6), imply that λ is positive. Thus, by (2.1) and (2.9) we have q 2 λ ≤ x < 2, and by (2.4) and (2.6) we have
Therefore (2.10)
Note that q 1 and q 2 are non-negative.
Observe that γ 2 + q 2 γ 1 is in S α,β , and by (2.5) and (2.8),
Thus, by (2.7) and (2.9) we have (2.11)
By (2.4) and (2.6)
and by (2.4) and (2.10)
Thus, by (2.11), (2.12) and (2.13),
Note that the set S α,β in Lemma 2.1 is in fact the sum of two lattices Z + Zα and Z + Zβ. Although each lattice is not dense in the plane, the sum of the two lattices is dense in the plane under the condition in Lemma 2.1.
We remark that the condition Q(α, β) ∩ R = Q in Lemma 2.1 cannot be removed. For example, choosing α = i, β = √ 2 + i, we have that Q(α, β) ∩ R = Q( √ 2) and S α,β is not dense in C.
Lemma 2.2. Let K be a number field. Then, the ring of integers O K is dense in C if and only if K is not contained in R and
Proof. Certainly the condition is necessary since
Q] = 2 and K is not contained in R, then O K forms a lattice in the plane and so cannot be dense in C.
Let us now suppose that K is not contained in R and that [K : Q] ≥ 3. We consider the following two cases. Case 1. We first consider the case when K ∩ R = Q. Since K ∩ R = Q and [K : Q] ≥ 3, there exist non-real algebraic integers α and β in O K such that 1, α, β are linearly independent over Q. By Lemma 2.1, this case is done. Case 2. We now consider the case when K ∩ R = Q or equivalently when O K ∩ R = Z. Then, there exists a real algebraic integer α ∈ O K which is not in Z and so is irrational. Further, since K is not contained in R, there exists an element β ∈ O K with β = a + bi where a and b are real numbers with b > 0.
Let ε be a real number with 0 < ε < 1, and let x + yi be in C with x, y ∈ R. We now show that there are elements of O K within ε of x + yi.
Since α is irrational, we can choose integers c and d such that
Similarly, we can choose integers r and s with
We then put λ = r + sα + (c + dα)β. Observe that λ ∈ O K and 
be the minimal polynomial of α over the integers Z (so with content 1 and positive leading coefficient). Suppose that f factors as
over the complex numbers C. The height of α, also known as the absolute Weil height of α and denoted by H(α), is defined by
The next result shows that if algebraic numbers α 1 , . . . , α n are multiplicatively dependent, then we can find a dependence relation where the exponents are not too large; see for example [6, Theorem 3] We remark that the upper bound in Lemma 2.3 is best possible up to a multiplicative constant; see [6, Example 1] .
The following result describes the typical form of a two dimensional multiplicatively dependent vector over a number field.
Lemma 2.4. Let K be a number field, and let h be the class number of K. If α and β in K are multiplicatively dependent, then there exists
for roots of unity η 1 , η 2 from K and some integers l and m.
Proof. Since α and β are multiplicatively dependent, without loss of generality we can assume that there exist two positive integers k 1 , k 2 such that (2.14)
First, we look at the prime decompositions of the fractional ideals α and β of K. Note that there exist distinct prime ideals p 1 , . . . , p n of K and integers e 1 , . . . , e n , s 1 , . . . , s n such that
n , which, together with (2.14), implies that (2.15)
Then, choosing integers
and (2.16)
Since h is the class number of K, the fractional ideal (p 
By (2.15) and (2.20), there exists a unit w ∈ O K such that
where l and m have been defined in the above. Substituting this into (2.17) and denoting wγ 0 by γ we have
This completes the proof. ⊓ ⊔
2.3.
Gaps between products of powers of fixed primes. We need upper and lower bounds on the gaps between integers of the form p
. . , p k and non-negative integers s 1 , . . . , s k , k ≥ 2. In fact, as in the original work of Tijdeman [13, 14] and the follow-up refinement due to Langevin [5, Théorème 2] , it suffices to get such an upper bound with k = 2 for our purpose. Lemma 2.5. Let S = {p 1 , . . . , p k } be a nonempty set of prime numbers and let m 1 < m 2 < . . . be the increasing sequence of positive integers composed of primes from S. Then there exists a positve number c which is effectively computable in terms of S such that
We now fix two distinct primes p and q with p < q and reformulate some of the results of [14] . Assume that A is a positive number with A ≥ 1 such that for any positive integers r and s with R = max{r, s} we have (2.21) |r log q − s log p| ≥ exp (−(A + o (1)) log R) , as R → ∞. Now, one can check that the argument given in the proof of [14, Lemma] leads to the following estimate.
Lemma 2.6. Let r j /s j , j = 0, 1 . . ., be the sequence of continued fraction convergents to log p/ log q. Then, under the assumption (2.21), we have
In turn, we have the following version of the main result of [14] , which follows from [14, Equations (5) and (6)] and Lemma 2.6. Lemma 2.7. Let p and q be primes with p < q and let m 1 < m 2 < . . ., be the sequence of integers whose prime factors are from {p, q}. Then, under the assumption (2.21), we have
We now appeal to the result of Gouillon [3, Corollary 2.3] to determine an explicit value of A in (2.21).
Let α 1 and α 2 be two positive integers greater than 1 which are multiplicatively independent, and let b 1 and b 2 be another two positive integers. By [3, Corollary 2.3], we have
when B → ∞, where B = max{b 1 , b 2 } and A i = max{α i , e}, i = 1, 2 (also, as usual, e is the base of the natural logarithm). So, in view of (2.21) and using (2.22), we obtain the following lemma. Lemma 2.8. For primes p,q with p < q, the assumption (2.21) holds with A = 36820.8 max{1, log p} log q.
In particular, for p = 2 and q = 3, the assumption (2.21) holds with A = 36820.8 log 3 = 40451.783 . . . .
We need the following result for the proof of Theorem 1.8, which is [12, Theorem 3].
Lemma 2.9. Let α 1 , α 2 and α 3 be multiplicatively independent algebraic numbers with |α i | > 1 for i = 1, 2, 3. Suppose that α 1 and α 2 are positive real numbers and that α 3 /|α 3 | is not a root of unity. Put
Then, there exists a positive number c 2 , which is effectively computable in terms of α 1 , α 2 and α 3 , such that for any complex number z with |z| ≥ 3 there exists an element t of T with |z − t| < |z|/(log |z|) c 2 .
Proofs of Density Results
3.1.
Proof of Theorem 1.1. We first note that it suffices to prove our result for n = 2, as then we can approximate any vector (x 1 , . . . , x n ) by (v 1 , v 2 , v 3 , . . . , v n ) ∈ S n , where
• v 1 , v 2 are multiplicatively dependent and chosen to approximate x 1 , x 2 respectively, • v 3 , . . . , v n are chosen independently to approximate x 3 , . . . , x n . Let (x 1 , x 2 ) ∈ R 2 . It is enough to prove that for any ε > 0 there exists an element of M 2 (S) which differs from (x 1 , x 2 ) by at most ε in each coordinate. For each ε > 0, we choose a real number δ > 0, depending only on ε, x 1 and x 2 , such that if α is a real number with
there exist integers k and m such that
Since S is dense in R, we can find an α in S satisfying (3.1). Since S is closed under powering, we have that the four vectors (α k , α m ), (α k , α m+1 ), (α k+1 , α m ) and (α k+1 , α m+1 ) are all in M 2 (S) and also (3.2) holds. Note that at least one of these four vectors differs from (x 1 , x 2 ) by at most ε in each coordinate (according to the signs of x 1 and x 2 ). The desired result now follows.
3.2. Proof of Theorem 1.4. As in the proof of Theorem 1.1 we observe that it suffices to prove our result for n = 2.
Let (z 1 , z 2 ) ∈ C 2 . We show that there is a sequence of elements of M 2 (S) which converges to (z 1 , z 2 ).
We first prove the result when Since S is dense in C, we can find t m in S with Assume that
So, in this case we obtain
which implies that x − v > 5H/6 − 3H/4 = H/12. Hence, in this case we have x − v ≥ H/12 as required.
We now consider the case n ≥ 3. We first prove the lower bound. Let p 1 , . . . , p n be the first n primes. We define q j as the largest power of p j which does not exceed H/2; thus we have
We now set b = (c + 2)n, where c is the constant in Lemma 2.5 which corresponds to k = n and the above choice of primes. We now define the n-dimensional box
and show that M n (Z) ∩ B = ∅ when H is sufficiently large. Indeed, we assume that there exists v = (v 1 , . . . , v n ) ∈ M n (Z) ∩ B. Then, by Lemma 2.3 one can choose the exponents k j in (1.1) to satisfy
Since
for j = 1, . . . , n. Hence
Collecting negative and positive exponents we rewrite this as
, where
Since by (4.1) we have
we can rewrite (4.2) as (4.3)
where Q * = min{Q + , Q − }. Since due to our choice of b we have
we see that (4.3) contradicts Lemma 2.5 when H is sufficiently large. This in fact completes the proof of the lower bound. To prove the upper bound, let m 1 = 1 < m 2 < m 3 < · · · be the sequence of positive integers composed of 2 and 3. Given an arbitrary vector x = (x 1 , . . . , x n ) ∈ R n whose coordinates are positive and at most H, for each x j , let m l j be the term closest to x j in the sequence. Then, by Lemmas 2.7 and 2.8 we obtain a vector
Clearly any three coordinates of v are multiplicatively dependent. Thus v belongs to M n (Z) for n ≥ 3, and so we obtain the desired upper bound by (4.4).
4.2.
Proof of Theorem 1.8. We start with n = 2. We only need to prove the lower bound. Let h be the class number of K. We first fix a number c with 0 < c < 2 −(h+1)/(2h) , and then fix a vector z = (z 1 , z 2 ) = (aH, bH) and another real number d such that Hence, in this case using (4.6) we have Combining (4.7), (4.8) with (4.5), we conclude the proof for the case n = 2. Now, we consider the case n ≥ 3.
Recall the box B defined in the proof of Theorem 1.7. Applying the same arguments as before, we obtain that for sufficiently large H, {(|v 1 |, . . . , |v n |) : (v 1 , . . . , v n ) ∈ M n (O K )} ∩ B = ∅, where we also need to use the fact that for any α ∈ O K , if |α| ≤ H, then for its height we have log H(α) ≪ log H, and so log H(|α|) ≪ log H (because K is an imaginary quadratic field). This gives the desired lower bound.
For the upper bound, put α 1 = 2 and α 2 = 3, and then choose a nonreal algebraic integer α 3 ∈ O K such that |α 3 | > 1 and α 3 /|α 3 | is not a root of unity. Such a choice is possible since there are only finitely many roots of unity in K. Then α 1 , α 2 and α 3 are multiplicatively independent. We may now apply Lemma 2.9 in a similar manner to our proof of the upper bound in Theorem 1.7 to get the required upper bound when n ≥ 4.
