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a b s t r a c t
In this paper, by using nonsmooth analysis approach, linear matrix inequality (LMI)
technique, topological degree theory and Lyapunov–Krasovskii function method, the issue
of global exponential stability is investigated for a class of generalized Cohen–Grossberg
neural networks possessing inverse Lipschitz neuron activations and nonsmooth behaved
functions. Several novel delay-dependent sufficient conditions are established towards the
existence, uniqueness and global exponential stability of the equilibrium point, which are
shown in terms of LMIs. It is noted that the results above require neither the Lipschitz
continuity of the activation functions, nor the smoothness of the behaved functions.
Also, for the case of the activation function that satisfies not only the inverse Lipschitz
conditions but also the Lipschitz conditions, some conditions are derived which generalize
the previous results. Finally, two examples with their simulations are given to show the
effectiveness of the theoretical results.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Cohen–Grossberg neural networks (C–GNNs) and bidirectional associative memory (BAM) neural networks with or
without time delays have been active research topics over the past decades because of their potential applications in
practice such as classification, associative memory and their ability to solve difficult problems, see [1–3]. It is well known
that BAM neural networks were firstly proposed in [1], and the theory on the dynamics of this networks, including
global asymptotic stability (GAS) and global exponential stability (GES), had been extensively studied, see [4–6]. C–GNNs
were firstly proposed by Cohen and Grossberg [3] in 1983. For the stability results of C–GNNs, the reader can refer
to [7–11].
In [12], a new type of model which combines C–GNNs with BAM neural networks, called Cohen–Grossberg-type
bidirectional associative memory (C–G-type BAM) neural networks, is proposed and sufficient conditions are presented
ensuring the existence, uniqueness and global exponential stability of the equilibrium point by means of the inequality
technique and the properties of an M-matrix. Recently, the stability analysis of the above networks has attracted the
attention of many researchers [13–15]. In [13], the authors consider the GES and global exponential robust stability of
the impulsive C–G-type BAM neural networks based on Halanay inequality and Lyapunov function. Similar issues are
investigated in [14] for C–G-type BAM neural networks with constant delay. In [15], the existence, uniqueness and GAS
are analysed for a class of C–G-type BAM neural networks with constant and distributed delays via Young inequality. In this
paper, we shall consider the following generalized C–GNNs with delays:
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dui(t)
dt
= −ai(ui(t))[bi(ui(t))−
n∑
k=1
wikgk(uk(t))−
m∑
j=1
h∗ijfj(vj(t − τ))− Ii],
dvj(t)
dt
= −cj(vj(t))[dj(vj(t))−
m∑
l=1
hjlfl(vl(t))−
n∑
i=1
w∗jigi(ui(t − σ))− Jj],
(1)
where i = 1, 2, . . . , n, j = 1, 2, . . . ,m, u(t) = (u1(t), u2(t), . . . , un(t))T ∈ Rn, v(t) = (v1(t), v2(t), . . . , vm(t))T ∈ Rm,
ui(t) and vj(t) are the state of the ith neuron from the neural field FU and jth neuron from the neural field FV at time t ,
respectively; fj, gi denote the activation functions of the jth neuron from FV and the ith neuron from FU , respectively; Ii and
Jj are constants, which denote the external inputs on the ith neuron from FU and the jth neuron from FV , respectively; τ and
σ correspond to the transmission delays and satisfy 0 ≤ τ , 0 ≤ σ ; ai(ui(t)) and cj(vj(t)) represent amplification functions;
bi(ui(t)) and dj(vj(t)) are the behaved functions;wik, w∗ji, hjl and h
∗
ij denote the connection strengths. It is clear that system
(1) is a very general neural network model, including some well-known neural networks such as BAM neural networks,
C–G-type BAM neural networks in [12,14] as special cases.
It should be noted that in most existing stability results for BAM neural networks, C–GNNs and C–G-type BAM
neural networks, there is a basic assumption: the neuron activation functions are Lipschitz continuous, and/or monotonic
increasing [4–15].When neuron activation functions do not satisfy Lipschitz conditions, we do not knowwhether the global
solution and equilibrium point of this neural networks are existent. This leads to difficulty in proving the existence and
uniqueness of the equilibrium point. On the other hand, in order to solve some practical engineering problems, we also need
to present new neural networks. Therefore, as is pointed out in [16,17], developing a new class of neural networks without
Lipschitz-continuous neuron activation functions and giving the conditions of stability for this neural networks are very
valuable in both theory and practice. In [16,17], a novel class of functions, called α-inverse Lipschitz function, is introduced
andHopfield neural networkswith impulses and constant delay are studied, respectively. Based on topological degree theory
and Lyapunov function method, several sufficient conditions are derived, guaranteeing the existence, uniqueness and GES
of the equilibrium point for the networks.
Another problem that deserves attention is that some functions (e.g., the piecewise linear approximation of a sigmoid)
are nonsmooth (non-differentiable). But they are of special interest since they are widely employed as activation functions
in neural network models. Nonsmooth analysis technique provides a general framework to treat activation functions of
both smooth (differentiable) or nonsmooth, bounded or unbounded [8,11,18,19]. In view of the above-mentioned works,
in this paper, it is our purpose to study system (1) with inverse Lipschitz neuron activations and nonsmooth behaved
functions. By means of nonsmooth analysis approach, linear matrix inequality technique, topological degree theory and
Lyapunov–Krasovskii function method, we establish a series of new delay-dependent criteria for checking the existence,
uniqueness and GES of the equilibrium point for system (1). Furthermore, for the case of the activation function that satisfies
not only the inverse Lipschitz conditions but also the Lipschitz conditions, some conditions are derived which generalize
the previous results.
This paper is organized as follows. In Section 2, we introduce some necessary preliminaries and lemmas which will be
used later. In Section 3, some novel sufficient conditions are derived for the existence, uniqueness andGES of the equilibrium
point for system (1). In Section 4, two examples and their simulations are given to show the effectiveness of the obtained
results. Finally, in section 5, some conclusions are provided.
Notations. For any matrix A, AT stands for the transpose of A, A−1 denotes the inverse of A. If A is a symmetric matrix,
A > 0 (A ≥ 0) means that A is positive definite (nonnegative definite). Similarly, A < 0 (A ≤ 0) means that A is negative
definite (negative semidefinite). Given the column vector, x = (x1, x2, . . . , xn)T ∈ Rn, the norm is the Euclidean vector
norm, i.e., ‖x‖ = (∑ni=1 x2i )1/2.
2. Preliminaries
The initial conditions are given by
u(s) = φ(s), s ∈ [−max{τ , σ }, 0],
v(s) = ϕ(s), s ∈ [−max{τ , σ }, 0]. (2)
In this paper, we need the following definitions.
Definition 1. The equilibrium point (u∗T, v∗T)T of neural networks (1) is said to be globally exponentially stable (GES), if
there exist β > 0, T > 0 and M > 0, such that for any φ(t) ∈ C([−max{τ , σ }, 0]; Rn), ϕ(t) ∈ C([−max{τ , σ }, 0]; Rm)
and t ≥ T ,
‖u(t, φ)− u∗‖ + ‖v(t, ϕ)− v∗‖ ≤ Me−βt .
Definition 2 ([16]). A continuous function g : R→ R is said to be locally partial α-inverse Lipschitz, if
(i) g is a monotonic increasing function;
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(ii) For any ρ ∈ R, there exist constants qρ > 0 and rρ > 0 which depend on ρ, satisfying
|g(θ)− g(ρ)| ≥ qρ |θ − ρ|α, ∀ |θ − ρ| ≤ rρ,
where α > 0 is a constant.
If for any ρ ∈ R, there are fixed constants q > 0, r > 0 satisfying
|g(θ)− g(ρ)| ≥ q |θ − ρ|α, ∀ |θ − ρ| ≤ r,
then g(θ) is said to be locally α-inverse Lipschitz, moreover, if r = +∞, then g(θ) is said to be globally α-inverse Lipschitz.
We denote LP (α),L(α) and G(α) as classes of locally partial α-inverse Lipschitz functions, locally α-inverse Lipschitz
functions and globallyα-inverse Lipschitz functions, respectively. It is clearly thatG(α) ⊆ L(α) ⊆ LP (α). There are a great
number of functions which belong to above classes of functions. For example, g(θ) = θ3 ∈ LP (3), g(θ) = arctan θ ∈ L(1)
and g(θ) = θ3 + θ ∈ G(1).
Definition 3. A function g : R→ R is said to be globally Lipschitz, if there exists a positive constant l, such that
|g(θ)− g(ρ)| ≤ l |θ − ρ|, ∀ θ, ρ ∈ R.
By GL, we denote the class of globally Lipschitz functions.
Throughout this paper, the following assumptions are considered.
(A1) Functions ai(r) and cj(r) are continuous, 0 < aˇi < ai(r) < aˆi and 0 < cˇj < cj(r) < cˆj for all r ∈ R, i = 1, 2, . . . , n,
j = 1, 2, . . . ,m.
(A′1) Functions ai(r) are continuous, 0 < aˇi < ai(r) < aˆi for all r ∈ R and i = 1, 2, . . . , n.
(A2) Functions bi(r) and dj(r) are locally Lipschitz and there exist constants bi > 0, dj > 0 such that b′i(r) ≥ bi, d ′j (r) ≥ dj
for all r ∈ R at which bi(r), dj(r) are differentiable, i = 1, 2, . . . , n, j = 1, 2, . . . ,m.
(A′2) Functions bi(r) are locally Lipschitz and there exist constants bi > 0 such that b
′
i(r) ≥ bi for all r ∈ R at which bi(r) are
differentiable, i = 1, 2, . . . , n.
(A3) fj ∈ LP (α1), gi ∈ LP (α2), j = 1, 2, . . . ,m, i = 1, 2, . . . , n.
(A′3) fj ∈ LP (α), j = 1, 2, . . . , n.
(A4) Functions fj(x) ∈ G(1) ∩ GL, gi(x) ∈ G(1) ∩ GL, i.e., there exist constants lˇi > 0, lˆi > 0, kˇj > 0, kˆj > 0 such that
kˇj ≤ fj(x)− fj(y)x− y ≤ kˆj, lˇi ≤
gi(x)− gi(y)
x− y ≤ lˆi
hold for all x 6= y and i = 1, 2, . . . , n, j = 1, 2, . . . ,m.
(A′4) Functions fj(x) ∈ G(1) ∩ GL, i.e., there exist constants kˇj > 0, kˆj > 0 such that
kˇj ≤ fj(x)− fj(y)x− y ≤ kˆj
holds for all x 6= y and j = 1, 2, . . . , n.
Remark 1. Assumptions (A4) and (A′4) were first introduced in papers [20,21] and have thereafter been studied in a number
of papers such as [22–24].
To be self-contained, we restate some concepts and useful results about nonsmooth analysis. First, we give the definition
of the generalized Jacobianwhich is essential for conducting nonsmooth analysis on Lipschitz functions as stated in [8,11,18,
19]. Let function F : Rn → Rn be locally Lipschitz continuous. According to Rademacher’s theorem [25], F is differentiable
almost everywhere. Let DF denote the set of those points where F is differentiable and F ′(x) denotes the Jacobian of F at
x ∈ DF . Then, the set DF is dense in Rn. Now, we are ready to define the generalized Jacobian [8,11,18,19]:
Definition 4. For any x ∈ Rn, the generalized Jacobian ∂F(x) of a locally Lipschitz function F : Rn → Rn is a set of matrices
defined by
∂F(x) = co{W |there exists a sequence{xk} ⊂ DF with lim
xk→x
F
′
(xk) = W },
where co(·) denotes the convex hull of a set.
The generalized Jacobian is a natural generalization of the Jacobian for continuously differential functions, at those points
x where F is continuously differentiable, ∂F(x) reduces to a single matrix which is the Jacobian of F , while at those points
where F is not differential or not continuously differentiable, ∂F(x)may contain more than one matrices.
Lemma 1 ([11]). For any given x, y ∈ Rn, there exists an element W in the union⋃z∈[x,y] ∂F(z) such that
F(y)− F(x) = W (y− x),
where [x, y] denotes the segment connecting x and y.
For more details on the generalized Jacobian, we refer to [24].
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To obtain our main results, we also need the following Lemmas.
Lemma 2 ([11]). For any vectors x, y ∈ Rn and positive definite matrix G ∈ Rn×n, the following matrix inequality holds:
2 xTy ≤ xTGx+ yTG−1y.
Lemma 3 (Schur Complement [26]). Given constant symmetric matricesΣ1,Σ2,Σ3 whereΣ1 = ΣT1 and 0 < Σ2 = ΣT2 , then
Σ1 +ΣT3Σ−12 Σ3 < 0 if and only if(
Σ1 Σ
T
3
Σ3 −Σ2
)
< 0, or
(−Σ2 Σ3
ΣT3 Σ1
)
< 0.
Lemma 4 ([16]). If g(θ) ∈ LP(α), then for any ρ0 ∈ R, we have
lim|ρ|→+∞
∫ ρ
ρ0
[g(θ)− g(ρ0)]dθ = +∞.
Lemma 5 ([16]). If g(θ) ∈ LP(α) and g(0) = 0, then there exist constants q0 > 0 and r0 > 0, such that
|g(θ)| ≥ q0|θ |α, ∀ |θ | ≤ r0.
Moreover,
|g(θ)| ≥ q0rα0 , ∀ |θ | ≥ r0.
Let Ω be a nonempty, bounded and open subset of Rn. The closure and boundary of Ω are denoted by Ω and ∂Ω ,
respectively.
Lemma 6 ([27]). Let H(λ, x) : [0, 1]×Ω → Rn be a continuous homotopic mapping. If H(λ, x) = y has no solutions in ∂Ω for
λ ∈ [0, 1] and y ∈ Rn \H(λ, ∂Ω), then the topological degree deg(H(λ, x),Ω, y) of H(λ, x) is a constant which is independent
of λ. In this case, deg(H(0, x),Ω, y) = deg(H(1, x),Ω, y).
Lemma 7 ([27]). Let H(x) : Ω → Rn be a continuous mapping. If deg(H(x),Ω, y) 6= 0, then there exists at least one solution
of H(x) = y inΩ .
3. Main results
In this section, we will present our main results for neural networks (1).
Theorem 1. Under assumptions (A1)–(A3), system (1) has one unique equilibrium point which is globally exponentially stable if
there exist two positive definite matrices Rm×m, Sn×n, four positive definite diagonal matrices P,Q ,M,N and scalar γ > 0 such
that the following linear matrix inequalities hold: γ PAˇ−1 − PB− BP PW + γMAˇ−1 −MB PH∗W TP + γ Aˇ−1M − BM S +MW + (MW )T MH∗
H∗TP H∗TM −e−γ τR
 < 0, (3)
 γQ Cˇ−1 − QD− DQ QH + γNCˇ−1 − ND QW ∗HTQ + γ Cˇ−1N − DN R+ NH + (NH)T NW ∗
W ∗TQ W ∗TN −e−γ σ S
 < 0, (4)
where
P = diag(p1, p2, . . . , pn), Q = diag(q1, q2, . . . , qm),
M = diag(m1,m2, . . . ,mn), N = diag(n1, n2, . . . , nm),
Aˇ = diag(aˇ1, aˇ2, . . . , aˇn), Cˇ = diag(cˇ1, cˇ2, . . . , cˇm),
B = diag(b1, b2, . . . , bn), D = diag(d1, d2, . . . , dm),
W = (wik)n×n, H = (hjl)m×m, W ∗ = (w∗ji)m×n, H∗ = (h∗ij)n×m.
Proof. We shall prove this theorem in three steps.
Step I. In this step, the proof of existence for the equilibrium point will be given.
Note that if (u∗T, v∗T)T is an equilibrium point with u∗ = (u∗1, u∗2, . . . , u∗n)T, v∗ = (v∗1 , v∗2 , . . . , v∗m)T, then (u∗T, v∗T)T
satisfies
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ai(u∗i )[bi(u∗i )−
n∑
k=1
wikgk(u∗k)−
m∑
j=1
h∗ijfj(v
∗
j )− Ii] = 0, i = 1, 2, . . . , n,
cj(v∗j )[dj(v∗j )−
m∑
l=1
hjlfl(v∗l )−
n∑
i=1
w∗jigi(u
∗
i )− Jj] = 0, j = 1, 2, . . . ,m.
(5)
From assumption (A1), we have
bi(u∗i ) =
n∑
k=1
wikgk(u∗k)+
m∑
j=1
h∗ijfj(v
∗
j )+ Ii, i = 1, 2, . . . , n,
dj(v∗j ) =
m∑
l=1
hjlfl(v∗l )+
n∑
i=1
w∗jigi(u
∗
i )+ Jj, j = 1, 2, . . . ,m.
(6)
Define the following map associated with model (1):
F(x, y) =
(
B(x)
D(y)
)
−
(
W H∗
W ∗ H
)(
g(x)
f (y)
)
−
(
I
J
)
,
where
x = (x1, x2, . . . , xn)T, y = (y1, y2, . . . , ym)T, I = (I1, I2, . . . , In)T, J = (J1, J2, . . . , Jm)T,
B(x) = (b1(x1), b2(x2), . . . , bn(xn))T, D(y) = (d1(y1), d2(y2), . . . , dm(ym))T,
g(x) = (g1(x1), g2(x2), . . . , gn(xn))T, f (y) = (f1(y1), f2(y2), . . . , fm(ym))T.
Obviously, the equilibrium point of model (1) is the solution of equation F(x, y) = 0. Rewrite F(x, y) as follows
F(x, y) =
(
B˜(x)
D˜(y)
)
−
(
W H∗
W ∗ H
)(
g˜(x)
f˜ (y)
)
+ F(0, 0),
where
B˜(x) = (b1(x1)− b1(0), . . . , bn(xn)− bn(0))T,
D˜(y) = (d1(y1)− d1(0), . . . , dm(ym)− dm(0))T,
g˜(x) = g(x)− g(0), f˜ (y) = f (y)− f (0).
It follows from Lemma 1 that
B˜(x) = B(x)− B(0) = B(1)x, B(1) ∈
⋃
z∈[0,x]
∂B(z),
D˜(y) = D(y)− D(0) = D(1)y, D(1) ∈
⋃
z∈[0,y]
∂D(z),
where B(1) = diag(b(1)1 , b(1)2 , . . . , b(1)n ) with b(1)i ≥ bi, i = 1, 2, . . . , n, D(1) = diag(d(1)1 , d(1)2 , . . . , d(1)m ) with d(1)j ≥ dj, j =
1, 2, . . . ,m.
Moreover, it is easy to see that g˜i ∈ LP (α2) satisfying g˜i(0) = 0 and g˜i(xi) xi > 0 (xi 6= 0), f˜j ∈ LP (α1) satisfying f˜j(0) = 0
and f˜j(yj) yj > 0 (yj 6= 0). Let
Ω = {(x1, . . . , xn, y1, . . . , ym)T : |xi| < R, |yj| < R, i = 1, 2, . . . , n, j = 1, 2, . . . ,m.}, R > 0
and
G(λ, x, y) =
(
B˜(x)
D˜(y)
)
− λ
(
W H∗
W ∗ H
)(
g˜(x)
f˜ (y)
)
+ λ F(0, 0)
=
(
B(1)x
D(1)y
)
− λ
(
W H∗
W ∗ H
)(
g˜(x)
f˜ (y)
)
+ λ F(0, 0),
where x ∈ Ω = {(x1, . . . , xn, y1, . . . , ym)T : |xi| ≤ R, |yj| ≤ R, i = 1, 2, . . . , n, j = 1, 2, . . . ,m.}, λ ∈ [0, 1].
By means of Lemma 2, we obtain that
g˜T(x)MH∗ f˜ (y) ≤ 1
2
[g˜T(x)MH∗R−1(MH∗)Tg˜(x)+ f˜ T(y)Rf˜ (y)],
f˜ T(y)NW ∗g˜(x) ≤ 1
2
[f˜ T(y)NW ∗S−1(NW ∗)T f˜ (y)+ g˜T(x)Sg˜(x)].
(7)
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In view of the definition of negative definite matrix and (3) and (4), we can obtain that the following LMIs hold:(
S +MW + (MW )T MH∗
H∗TM −e−γ τR
)
< 0,
(
R+ NH + (NH)T NW ∗
W ∗TN −e−γ σ S
)
< 0. (8)
It follows from Lemma 3 that inequalities (8) are equivalent to the following conditions, respectively
S +MW + (MW )T + eγ τMH∗R−1(MH∗)T < 0,
R+ NH + (NH)T + eγ σNW ∗S−1(NW ∗)T < 0. (9)
Applying (7), (8) and (9), we can get(
g˜T(x), f˜ T(y)
)(M 0
0 N
)
G(λ, x, y) =
(
g˜T(x), f˜ T(y)
)(M 0
0 N
)[(
B(1)x
D(1)y
)
+ λ F(0, 0)
]
− λ
[
g˜T(x)MWg˜(x)+ f˜ T(y)NHf˜ (y)+ g˜T(x)MH∗ f˜ (y)+ f˜ T(y)NW ∗g˜(x)
]
≥
(
g˜T(x), f˜ T(y)
)(M 0
0 N
)[(
B(1)x
D(1)y
)
+ λ F(0, 0)
]
− λ
2
{
g˜T(x)[S +MW + (MW )T
+MH∗R−1(MH∗)T]g˜(x)+ f˜ T(y)[R+ NH + (NH)T + NW ∗S−1(NW ∗)T]f˜ (y)
}
≥
(
g˜T(x), f˜ T(y)
)(M 0
0 N
)[(
B(1)x
D(1)y
)
+ λ F(0, 0)
]
≥
n∑
i=1
[∣∣g˜i(xi)∣∣mi b(1)i |xi| − ∣∣g˜i(xi)∣∣ |Ti|]+ m∑
j=1
[∣∣∣f˜j(yj)∣∣∣ nj d(1)j ∣∣yj∣∣− ∣∣∣f˜j(yj)∣∣∣ ∣∣Tn+j∣∣]
=
n∑
i=1
∣∣g˜i(xi)∣∣mi b(1)i
[
|xi| − |Ti|
mi b
(1)
i
]
+
m∑
j=1
∣∣∣f˜j(yj)∣∣∣ nj d(1)j
[
|yj| −
∣∣Tn+j∣∣
nj d
(1)
j
]
,
where T =
[(
M 0
0 N
)
F(0, 0)
]
(n+m)×1
and Ti (i = 1, 2, . . . , n+m) denote the ith element of vector T .
By virtue of Lemma 5, there exist constants qk > 0 and rk > 0, k = 1, 2, . . . , n+m such that∣∣g˜i(xi)∣∣ ≥ qirα2i , ∀ |xi| ≥ ri, i = 1, 2, . . . , n,∣∣∣f˜j(yj)∣∣∣ ≥ qn+j rα1n+j, ∀ |yj| ≥ rn+j, j = 1, 2, . . . ,m. (10)
Let r = max1≤k≤n+m{rk}, a = max
{
max1≤i≤n |Ti|
mi b
(1)
i
,max1≤j≤m
|Tn+j|
nj d
(1)
j
}
, Nk1 = {n1, . . . , nk1} ⊂ {1, 2, . . . , n},Nk2 =
{n1, . . . , nk2} ⊂ {1, 2, . . . ,m},Nk = NK1 ∪NK2 ,∀ k1 < n, k2 < m. Define
ΩNk = {(x, y) ∈ Rk1+k2 : |xi| ≤ a, |yj| ≤ a, i ∈ Nk1 , j ∈ Nk2}
and
hNk(x, y) =
∑
i∈Nk1
mi b
(1)
i |g˜i(xi)| [ |xi| − a] +
∑
j∈Nk2
nj d
(1)
j |f˜j(yj)| [ |yj| − a].
Note thatΩNk is a compact subset ofR
k1+k2 , and hNk(x, y) is continuous onΩNk . Hence, hNk(x, y) can reach its theminimum
min(x,y)∈ΩNk hNk(x, y) onΩNk .
Let l = min
{
min1≤i≤n{mi b(1)i qirα2i },min1≤j≤m{nj d(1)j qn+j rα1n+j}
}
,MNk = min(x,y)∈ΩNk hNk(x, y) and M =
min
{
MNk : Nk ⊂ {1, 2, . . . , n+m}
}
. Set R > max
{√
n(a− Ml ),
√
m(a− Ml ),
√
n r,
√
m r
}
and (x, y) ∈ ∂Ω , then there
exist four index setsN1,N 1,N2,N 2 such that
|xi| ≤ a, i ∈ N1, |yj| ≤ a, j ∈ N2,
|xi| > a, i ∈ N 1, |yj| > a, j ∈ N 2,
whereN1 ∪ N 1 = {1, 2, . . . , n},N2 ∪ N 2 = {1, 2, . . . ,m} andN 1 ∪ N 2 6= ∅. Without loss of generality, we assume that
N 1 6= ∅, i.e., there exists an index i0 ∈ N 1 such that
|xi0 | ≥
R√
n
≥ max{a, r}. (11)
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By using (10) and (11), for any (x, y) ∈ ∂Ω and λ ∈ [0, 1], we have(
g˜T(x), f˜ T(y)
)(M 0
0 N
)
G(λ, x, y) ≥
∑
i∈N1
∣∣g˜i(xi)∣∣mi b(1)i
[
|xi| − |Ti|
mi b
(1)
i
]
+
∑
i∈N 1
∣∣g˜i(xi)∣∣mi b(1)i
[
|xi| − |Ti|
mi b
(1)
i
]
+
∑
j∈N2
∣∣∣f˜j(yj)∣∣∣ nj d(1)j
[
|yj| −
∣∣Tn+j∣∣
nj d
(1)
j
]
+
∑
j∈N 2
∣∣∣f˜j(yj)∣∣∣ nj d(1)j
[
|yj| −
∣∣Tn+j∣∣
nj d
(1)
j
]
≥M + ∣∣g˜i0(xi0)∣∣mi0 b(1)i0
[
|xi0 | −
∣∣Ti0 ∣∣
mi0 b
(1)
i0
]
≥M + qi0 rα2i0 mi0b(1)i0 (|xi0 | − a)
≥ qi0 rα2i0 mi0 b(1)i0
(
|xi0 | − a+
M
l
)
≥ qi0 rα2i0 mi0 b(1)i0
(
R√
n
− a+ M
l
)
> 0.
Thus, we obtain that G(λ, x, y) 6= 0,∀ (x, y) ∈ ∂Ω and λ ∈ [0, 1]. An application of Lemma 6 yields
deg(G(0, x, y),Ω, 0) = deg(G(1, x, y),Ω, 0),
i.e., deg(F(x, y),Ω, 0) = deg
((
B(1) 0
0 D(1)
) (
x
y
)
,Ω, 0
)
= sgn
∣∣∣B(1) 00 D(1)∣∣∣ 6= 0, where |D| denotes the determinant of matrix
D. It follows from Lemma 7 that F(x, y) = 0 has at least one solution in Ω , that is, model (1) has at least one equilibrium
point.
Step II. In this step, we will prove the uniqueness of the equilibrium point by the method of contradiction.
Assume that (u∗1
T, v∗1
T)T and (u∗2
T, v∗2
T)T are two different equilibrium points of system (1), then(
B(u∗1)− B(u∗2)
D(v∗1)− D(v∗2)
)
=
(
W H∗
W ∗ H
)(
g(u∗1)− g(u∗2)
f (v∗1)− f (v∗2)
)
. (12)
From Lemma 1, we have that(
B(u∗1)− B(u∗2)
D(v∗1)− D(v∗2)
)
=
(
B(2) 0
0 D(2)
)(
u∗1 − u∗2
v∗1 − v∗2
)
, (13)
where B(2) ∈ ⋃z∈[u∗1,u∗2] ∂B(z),D(2) ∈ ⋃z∈[v∗1 ,v∗2 ] ∂D(z) and B(2) = diag(b(2)1 , b(2)2 , . . . , b(2)n ) with b(2)i ≥ bi, D(2) =
diag(d(2)1 , d
(2)
2 , . . . , d
(2)
m ) with d
(2)
j ≥ dj hold for i = 1, 2, . . . , n, j = 1, 2, . . . ,m. By means of Lemma 2, (9), (12) and
(13), we can obtain
0 < ((g(u∗1)− g(u∗2))T, (f (v∗1)− f (v∗2))T)
(
M 0
0 N
)(
B(2) 0
0 D(2)
)(
u∗1 − u∗2
v∗1 − v∗2
)
= ((g(u∗1)− g(u∗2))T, (f (v∗1)− f (v∗2))T)
(
M 0
0 N
)(
W H∗
W ∗ H
)(
g(u∗1)− g(u∗2)
f (v∗1)− f (u∗2)
)
≤ 1
2
(g(u∗1)− g(u∗2))T[S +MW + (MW )T +MH∗R−1(MH∗)T](g(u∗1)− g(u∗2))
+ 1
2
(f (v∗1)− f (v∗2))T[R+ NH + (NH)T + NW ∗S−1(NW ∗)T](f (v∗1)− f (v∗2)) < 0.
This is a contradiction. This completes the proof of the uniqueness of the equilibrium point for system (1).
Step III. In this step, we will prove that the unique equilibrium point of system (1) is globally exponentially stable by
constructing a proper Lyapunov–Krasovskii functional.
Let U1(ui(t), vj(t)) = −ai(ui(t))[bi(ui(t)) − ∑nk=1wikgk(uk(t)) − ∑mj=1 h∗ijfj(vj(t − τ)) − Ii],U2(ui(t), vj(t)) =
−cj(vj(t))[dj(vj(t))−∑ml=1 hjlfl(vl(t))−∑ni=1w∗jigi(ui(t−σ))− Jj]. Since fj ∈ LP (α1), gi ∈ LP (α2), ai(u), bi(u), cj(v) and
dj(v) are continuous functions, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, U1(ui(t), vj(t)),U2(ui(t), vj(t)) are continuous and locally
bounded. Hence, we can obtain the existence of the local solution for system (1) with initial values u(t) = φ(t), v(t) =
ϕ(t), t ∈ [−max{σ , τ }, 0] on [0, t∗), where t∗ ∈ (0,+∞) or t∗ = +∞, and [0, t∗) is the maximal right-side existence
interval of the local solution.
Let (u∗T, v∗T)T be the unique equilibrium point of system (1). Make a transformation x(t) = u(t)− u∗, y(t) = v(t)− v∗,
then system (1) is transformed into
dx(t)
dt
= −A(x(t))[B(x(t))−Wg¯(x(t))− H∗ f¯ (y(t − τ))],
dy(t)
dt
= −C(y(t))[D(y(t))− Hf¯ (y(t))−W ∗g¯(x(t − σ))],
(14)
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where
A(x(t)) = diag(a¯1(x1(t)), a¯2(x2(t)), . . . , a¯n(xn(t))) ∈ Rn×n,
C(y(t)) = diag(c¯1(y1(t)), c¯2(y2(t)), . . . , c¯m(ym(t))) ∈ Rm×m,
B(x(t)) = (b¯1(x1(t)), b¯2(x2(t)), . . . , b¯n(xn(t)))T ∈ Rn,
D(y(t)) = (d¯1(y1(t)), d¯2(y2(t)), . . . , d¯m(ym(t)))T ∈ Rm,
g¯(x(t)) = (g¯1(x1(t)), g¯2(x2(t)), . . . , g¯n(xn(t)))T ∈ Rn,
f¯ (y(t)) = (f¯1(y1(t)), f¯2(y2(t)), . . . , f¯m(ym(t)))T ∈ Rm,
a¯i(xi(t)) = ai(xi(t)+ u∗i ), c¯j(yj(t)) = cj(yj(t)+ v∗j ),
b¯i(xi(t)) = bi(xi(t)+ u∗i )− bi(u∗i ), d¯j(yj(t)) = dj(yj(t)+ v∗j )− dj(v∗j ),
f¯j(yj(t)) = fj(yj(t)+ v∗j )− fj(v∗j ), g¯i(xi(t)) = gi(xi(t)+ u∗i )− gi(u∗i ).
Similarly to (13), from Lemma 1, we have
B(x(t)) = B(x(t)+ u∗)− B(u∗) = B(3)x(t), B(3) ∈
⋃
z∈[u∗,u∗+x(t)]
∂B(z),
D(y(t)) = D(y(t)+ v∗)− D(v∗) = D(3)y(t), D(3) ∈
⋃
z∈[v∗,v∗+y(t)]
∂D(z),
(15)
where B(3) = diag(b(3)1 , b(3)2 , . . . , b(3)n )with b(3)i ≥ bi, D(3) = diag(d(3)1 , d(3)2 , . . . , d(3)m )with d(3)j ≥ dj.
Consider the following Lyapunov–Krasovskii functional:
V (t) = V1(t)+ V2(t)+ V3(t), (16)
where
V1(t) = 2eγ t
n∑
i=1
pi
∫ xi(t)
0
s
a¯i(s)
ds+ 2eγ t
m∑
j=1
qj
∫ yj(t)
0
s
c¯j(s)
ds,
V2(t) = 2eγ t
n∑
i=1
mi
∫ xi(t)
0
g¯i(s)
a¯i(s)
ds+ 2eγ t
m∑
j=1
nj
∫ yj(t)
0
f¯j(s)
c¯j(s)
ds,
V3(t) =
∫ t
t−τ
f¯ T(y(θ)) R f¯ (y(θ))eγ θdθ +
∫ t
t−σ
g¯T(x(θ)) S g¯(x(θ))eγ θdθ.
Together with (14) and (15), calculating the time derivative of Vi (i = 1, 2, 3) along the trajectories of system (14) on [0, t∗)
gives
V˙1(t) ≤ γ eγ txT(t)PAˇ−1x(t)+ 2eγ txT(t)P[−B(3)x(t)+Wg¯(x(t))+ H∗ f¯ (y(t − τ))]
+ γ eγ tyT(t)Q Cˇ−1y(t)+ 2eγ tyT(t)Q [−D(3)y(t)+ Hf¯ (y(t))+W ∗g¯(x(t − σ))]
≤ eγ txT(t)(γ PAˇ−1 − 2PB)x(t)+ 2eγ txT(t)PWg¯(x(t))+ 2eγ txT(t)PH∗ f¯ (y(t − τ))
+ eγ tyT(t)(γQ Cˇ−1 − 2QD)y(t)+ 2eγ tyT(t)QHf¯ (y(t))+ 2eγ tyT(t)QW ∗g¯(x(t − σ)), (17)
V˙2(t) ≤ 2 γ eγ txT(t)MAˇ−1g¯(x(t))+ 2eγ t g¯T(x(t))M[−B(3)x(t)+Wg¯(x(t))+ H∗ f¯ (y(t − τ))]
+ 2 γ eγ tyT(t)NCˇ−1 f¯ (y(t))+ 2eγ t f¯ T(y(t))N[−D(3)y(t)+ Hf¯ (y(t))+W ∗g¯(x(t − σ))]
≤ 2eγ txT(t)(γMAˇ−1 −M B)g¯(x(t))+ 2eγ t g¯T(x(t))MWg¯(x(t))+ 2eγ t g¯T(x(t))MH∗ f¯ (y(t − τ))
+ 2eγ tyT(t)(γNCˇ−1 − ND)f¯ (y(t))+ 2eγ t f¯ T(y(t))NHf¯ (y(t))+ 2eγ t f¯ T(y(t))NW ∗g¯(x(t − σ)), (18)
and
V˙3(t) = eγ t f¯ T(y(t))Rf¯ (y(t))− eγ t · e−γ τ f¯ T(y(t − τ))Rf¯ (y(t − τ))
+ eγ t g¯T(x(t))Sg¯(x(t))− eγ t · e−γ σ g¯T(x(t − σ))Sg¯(x(t − σ)). (19)
Let ξ(t) =
(
x(t)
g¯(x(t))
f¯ (y(t − τ))
)
, η(t) =
(
y(t)
f¯ (y(t))
g¯(x(t − σ))
)
and then from (17)–(19), we obtain
V˙ (t) ≤ eγ t ξ T(t)
 γ PAˇ−1 − PB− BP PW + γMAˇ−1 −MB PH∗W TP + γ Aˇ−1M − BM S +MW + (MW )T MH∗
H∗TP H∗TM −e−γ τR
 ξ(t)
+ eγ t ηT(t)
 γQ Cˇ−1 − QD− DQ QH + γNCˇ−1 − ND QW ∗HTQ + γ Cˇ−1N − DN R+ NH + (NH)T NW ∗
W ∗TQ W ∗TN −e−γ σ S
 η(t). (20)
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This implies V˙ (t) < 0 for any (ξ T(t), ηT(t))T 6= 0, which gives V (t) ≤ V (0), t ∈ [0, t∗). Furthermore, it follows from (16)
that
2
n∑
i=1
mi
aˆi
∫ xi(t)
0
g¯i(s)ds+ 2
m∑
j=1
nj
cˆj
∫ yj(t)
0
f¯j(s)ds ≤ 2
n∑
i=1
mi
∫ xi(t)
0
g¯i(s)
a¯i(s)
ds+ 2
m∑
j=1
nj
∫ yj(t)
0
f¯j(s)
c¯j(s)
ds
≤ V (0)e−γ t ≤ V (0). (21)
According to (21) and Lemma 4, it is easy to derive that xi(t) and yj(t) are bounded on [0, t∗). By virtue of the continuous
theorem [28], we conclude that t∗ = +∞.
Since f¯j(s) ∈ LP(α1), f¯j(0) = 0, g¯i(s) ∈ LP(α2), g¯i(0) = 0, by Lemma 5, there exist constants q′k > 0 and r ′k > 0, k =
1, 2, . . . , n+m such that
|g¯i(s)| ≥ q′i |s|α2 , ∀ |s| ≤ r ′i , i = 1, 2, . . . , n,∣∣f¯j(s)∣∣ ≥ q′n+j |s|α1 , ∀ |s| ≤ r ′n+j, j = 1, 2, . . . ,m. (22)
Moreover, we obtain from (21) that
lim
t→+∞ xi(t) = limt→+∞ yj(t) = 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m.
Thus, there exists a constant T > 0 such that xi(t) ∈ [−r0, r0], yj(t) ∈ [−r0, r0], t ≥ T , where r0 = min1≤k≤n+m{r ′k}, r ′k are
the constants in the inequalities (22).
Let k = min
{
mi
aˆi
,
nj
cˆj
, i = 1, 2, . . . , n, j = 1, 2, . . . ,m
}
, q1 = min{q′n+j, j = 1, 2, . . . ,m}, q2 = min{q′i, i = 1, 2, . . . , n},
from (21) and (22), we have
V (0)
2
e−γ t ≥
n∑
i=1
mi
aˆi
∫ xi(t)
0
g¯i(s)ds+
m∑
j=1
nj
cˆj
∫ yj(t)
0
f¯j(s)ds
≥
n∑
i=1
mi
aˆi
∫ |xi(t)|
0
q′i|s|α2ds+
m∑
j=1
nj
cˆj
∫ |yj(t)|
0
q′n+j|s|α1ds
≥
n∑
i=1
mi
aˆi
∫ |xi(t)|
0
q2|s|α2ds+
m∑
j=1
nj
cˆj
∫ |yj(t)|
0
q1|s|α1ds
≥ k q2
α2 + 1
{
max
1≤i≤n
|xi(t)|
}α2+1
+ k q1
α1 + 1
{
max
1≤j≤m
|yj(t)|
}α1+1
, t ≥ T ,
that is, when t ≥ T ,
max
1≤i≤n
|xi(t)| ≤
[
V (0)(1+ α2)
2k q2
] 1
1+α2
e−
γ
1+α2 t , (23)
max
1≤j≤m
|yj(t)| ≤
[
V (0)(1+ α1)
2k q1
] 1
1+α1
e−
γ
1+α1 t . (24)
LetM = √n
(
V (0)(1+α2)
2k q2
) 1
1+α2 +√m
(
V (0)(1+α1)
2k q1
) 1
1+α1 , α = max{α1, α2}, from (23), (24), we get that
‖u(t)− u∗‖ + ‖v(t)− v∗‖ ≤ Me− γ1+α t ,
for all t > T . Here one can see that the exponential convergence rate is γ1+α . This completes the proof of Theorem 1.
In the following, we consider the Cohen–Grossberg neural networks which are studied in [8,11]:
dui(t)
dt
= −ai(ui(t))
[
bi(ui(t))−
n∑
j=1
aijfj(uj(t))−
n∑
j=1
a∗ijfj(uj(t − τ))− Ii
]
, (25)
i = 1, 2, . . . , n. Similar to the proof of Theorem 1 above, we can obtain the following Theorem 2:
Theorem 2. Under assumptions (A′1)–(A
′
3), system (25) has one unique equilibrium point which is globally exponentially stable
if there exist one symmetric positive definite matrix Sn×n, two positive definite diagonal matrices P,M and scalar γ > 0 such that
the following linear matrix inequality holds: γ PAˇ−1 − PB− BP PA+ γMAˇ−1 −MB PA∗ATP + γ Aˇ−1M − BM S +MA+ (MA)T MA∗
A∗TP A∗TM −e−γ τ S
 < 0, (26)
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where
P = diag(p1, p2, . . . , pn), M = diag(m1,m2, . . . ,mn), A = (aij)n×n
Aˇ = diag(aˇ1, aˇ2, . . . , aˇn), B = diag(b1, b2, . . . , bn), A∗ = (a∗ij)n×n.
Remark 2. All stability results in [8,11] are obtained under the assumption that the activation functions are Lipschitz
continuous, and our Theorem 2 here is established for activation functions with inverse Lipschitz conditions.
If the activation functions satisfy not only the inverse Lipschitz conditions but also the Lipschitz conditions, we have the
following Theorem 3:
Theorem 3. Under assumptions (A1), (A2) and (A4), system (1) has one unique equilibrium point which is globally exponentially
stable if there exist two positive definite matrices Rm×m, Sn×n, four positive definite diagonal matrices P,Q ,Λ,Λ′, two
nonnegative definite diagonal matrices M,N and scalar γ > 0 such that the following linear matrix inequalities hold: γ PAˇ−1 − PB− BP − L1Λ PW + γMAˇ−1 + L2Λ−MB PH∗W TP + γ Aˇ−1M +ΛL2 − BM S +MW + (MW )T −Λ MH∗
H∗TP H∗TM −e−γ τR
 < 0, (27)
 γQ Cˇ−1 − QD− DQ − K1Λ′ QH + γNCˇ−1 + K2Λ′ − ND QW ∗HTQ + γ Cˇ−1N +Λ′K2 − DN R+ NH + (NH)T −Λ′ NW ∗
W ∗TQ W ∗TN −e−γ σ S
 < 0, (28)
where P,Q ,M,N, Aˇ, Cˇ, B,D are the matrices in Theorem 1 and
L1 = diag(lˇ1 lˆ1, lˇ2 lˆ2, . . . , lˇn lˆn), L2 = diag
(
lˇ1 + lˆ1
2
,
lˇ2 + lˆ2
2
, . . . ,
lˇn + lˆn
2
)
,
K1 = diag(kˇ1 kˆ1, kˇ2 kˆ2, . . . , kˇmkˆm), K2 = diag
(
kˇ1 + kˆ1
2
,
kˇ2 + kˆ2
2
, . . . ,
kˇm + kˆm
2
)
,
Λ = diag(λ1, λ2, . . . , λn), Λ′ = diag(λ′1, λ′2, . . . , λ′m).
Proof. Firstly, note that the existence of equilibrium point for system (1) can be guaranteed under assumption (A4) [14].
Let x(t) = u(t)− u∗, y(t) = v(t)− v∗, then system (1) is transformed into Eq. (14).
By (A4), we have
kˇj ≤ f¯j(r1)− f¯j(r2)r1 − r2 ≤ kˆj, lˇi ≤
g¯i(r1)− g¯i(r2)
r1 − r2 ≤ lˆi (29)
for all r1 6= r2 and f¯j(0) = 0, g¯i(0) = 0.Moreover, from the above conditions (29), we obtain that
(g¯i(xi(t))− lˇi xi(t))(g¯i(xi(t))− lˆi xi(t)) ≤ 0, i = 1, 2, . . . , n,
(f¯j(yj(t))− kˇj yj(t))(f¯j(yj(t))− kˆj yj(t)) ≤ 0, j = 1, 2, . . . ,m. (30)
That is
(
xT(t), g¯T(x(t))
) lˇi lˆi ei eTi −
lˇi + lˆi
2
ei eTi
− lˇi + lˆi
2
ei eTi ei e
T
i
( x(t)g¯(x(t))
)
≤ 0, i = 1, 2, . . . , n,
(
yT(t), g¯T(y(t))
) kˇj kˆj ej eTj −
kˇj + kˆj
2
ej eTj
− kˇj + kˆj
2
ej eTj ej e
T
j
( y(t)g¯(y(t))
)
≤ 0, j = 1, 2, . . . ,m,
(31)
where ei denotes the unit column vector with a ‘‘1’’ on its ith row and zeros elsewhere.
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To prove that the equilibrium point is globally exponentially stable, we still consider the Lyapunov–Krasovskii function
V (t) in Theorem 1. Then
V˙ (t) ≤ V˙1(t)+ V˙2(t)+ V˙3(t)−
n∑
i=1
λi
(
xT(t), g¯T(x(t))
) lˇi lˆi ei eTi −
lˇi + lˆi
2
ei eTi
− lˇi + lˆi
2
ei eTi ei e
T
i
( x(t)g¯(x(t))
)
−
m∑
j=1
λ′j
(
yT(t), g¯T(y(t))
) kˇj kˆj ej eTj −
kˇj + kˆj
2
ej eTj
− kˇj + kˆj
2
ej eTj ej e
T
j
( y(t)g¯(y(t))
)
. (32)
Let ξ(t) =
(
x(t)
g¯(x(t))
f¯ (y(t − τ))
)
, η(t) =
(
y(t)
f¯ (y(t))
g¯(x(t − σ))
)
and substituting (17)–(19) into (32), we obtain
V˙ (t) ≤ eγ t ξ T(t)
 γ PAˇ−1 − PB− BP − L1Λ PW + γMAˇ−1 + L2Λ−MB PH∗W TP + γ Aˇ−1M +ΛL2 − BM S +MW + (MW )T −Λ MH∗
H∗TP H∗TM −e−γ τR
 ξ(t)
+ eγ t ηT(t)
 γQ Cˇ−1 − QD− DQ − K1Λ′ QH + γNCˇ−1 + K2Λ′ − ND QW ∗HTQ + γ Cˇ−1N +Λ′K2 − DN R+ NH + (NH)T −Λ′ NW ∗
W ∗TQ W ∗TN −e−γ σ S
 η(t). (33)
This implies V˙ (t) < 0 for any (ξ T(t), ηT(t))T 6= 0, which gives V (t) ≤ V (0), t ∈ [0,+∞). The remaining details of the
proof are similar to those in [14] and are omitted here.
From Theorems 2 and 3, we can obtain the following Corollary 1:
Corollary 1. Under assumptions (A′1), (A
′
2) and (A
′
4), system (25) has one unique equilibrium point which is globally
exponentially stable if there exist one positive definite matrix Sn×n, two positive definite diagonal matrices P,Λ, one nonnegative
definite diagonal matrices M and scalar γ > 0 such that the following linear matrix inequality holds: γ PAˇ−1 − PB− BP − K1Λ PA+ γMAˇ−1 + K2Λ−MB PA∗ATP + γ Aˇ−1M +ΛK2 − BM S +MA+ (MA)T −Λ MA∗
A∗TP A∗TM −e−γ τ S
 < 0, (34)
where P,M, Aˇ, B are the matrices in Theorem 2,Λ is the matrix in Theorem 3 and
K1 = diag(kˇ1 kˆ1, kˇ2 kˆ2, . . . , kˇnkˆn), K2 = diag
(
kˇ1 + kˆ1
2
,
kˇ2 + kˆ2
2
, . . . ,
kˇn + kˆn
2
)
.
Let wik = 0 (i, k = 1, 2, . . . , n), hjl = 0 (j, l = 1, 2, . . . ,m), then system (1) degenerates into the following neural
networks considered in [12]:
dui(t)
dt
= −ai(ui(t))
[
bi(ui(t))−
m∑
j=1
h∗ijfj(vj(t − τ))− Ii
]
,
dvj(t)
dt
= −cj(vj(t))
[
dj(vj(t))−
n∑
i=1
w∗jigi(ui(t − σ))− Jj
]
,
(35)
Especially, when gi = fi, bi(ui), dj(vj) are linear, that is bi(ui) = bi ui, dj(vj) = dj vj (bi, dj are constants), the above system
(35) turns into the networks discussed in [14]:
dui(t)
dt
= −ai(ui(t))
[
bi ui(t)−
m∑
j=1
h∗ijfj(vj(t − τ))− Ii
]
,
dvj(t)
dt
= −cj(vj(t))
[
dj vj(t)−
n∑
i=1
w∗ji fi(ui(t − σ))− Jj
]
,
(36)
Applying Theorem 3 above, we can easily obtain the following corollaries:
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Corollary 2. Under assumptions (A1), (A2) and (A4), system (35) has one unique equilibrium point which is globally
exponentially stable if there exist two positive definite matrices Rm×m, Sn×n, four positive definite diagonal matrices P,Q ,Λ,Λ′,
two nonnegative definite diagonal matrices M,N and scalar γ > 0 such that the following linear matrix inequalities hold:γ PAˇ−1 − PB− BP − L1Λ γMAˇ−1 + L2Λ−MB PH∗γ Aˇ−1M +ΛL2 − BM S −Λ MH∗
H∗TP H∗TM −e−γ τR
 < 0, (37)
γQ Cˇ−1 − QD− DQ − K1Λ′ γNCˇ−1 + K2Λ′ − ND QW ∗γ Cˇ−1N +Λ′K2 − DN R−Λ′ NW ∗
W ∗TQ W ∗TN −e−γ σ S
 < 0, (38)
where P,Q ,M,N, Aˇ, Cˇ, L1, L2, K1, K2,Λ,Λ′, B,D are the matrices in Theorem 3.
Corollary 3. Under assumptions (A1) and (A4), system (36) has one unique equilibrium point which is globally exponentially
stable if there exist two positive definite matrices Rm×m, Sn×n, four positive definite diagonal matrices P,Q ,Λ,Λ′, two
nonnegative definite diagonal matrices M,N and scalar γ > 0 such that the following linear matrix inequalities hold:γ PAˇ−1 − PB− BP − L1Λ γMAˇ−1 + L2Λ−MB PH∗γ Aˇ−1M +ΛL2 − BM S −Λ MH∗
H∗TP H∗TM −e−γ τR
 < 0, (39)
γQ Cˇ−1 − QD− DQ − K1Λ′ γNCˇ−1 + K2Λ′ − ND QW ∗γ Cˇ−1N +Λ′K2 − DN R−Λ′ NW ∗
W ∗TQ W ∗TN −e−γ σ S
 < 0, (40)
where P,Q ,M,N, Aˇ, Cˇ, K1, K2,Λ,Λ′, B,D are the matrices in Theorem 3 and
L1 = diag(kˇ1kˆ1, kˇ2kˆ2, . . . , kˇnkˆn), L2 = diag
(
kˇ1 + kˆ1
2
,
kˇ2 + kˆ2
2
, . . . ,
kˇn + kˆn
2
)
.
Proof. Let gi = fi, then lˇi = kˇi, lˆi = kˆi (i = 1, 2, . . . , n). We can have Corollary 3 easily from Corollary 2. This completes the
proof.
Remark 3. In Corollary 3, if we take M = 0,N = 0, then we can obtain the result in [14]. That is, Ref. [14] is actually a
special case of Corollary 3 above.
4. Numerical examples
In this section, two examples are constructed to show the effectiveness of the obtained results.
Example 1. Consider the following delayed neural networks
dui(t)
dt
= −ai(ui(t))
[
bi(ui(t))−
2∑
k=1
wikgk(uk(t))−
2∑
j=1
h∗ijfj(vj(t − 2))
]
, i = 1, 2,
dvj(t)
dt
= −cj(vj(t))
[
dj(vj(t))−
2∑
l=1
hjlfl(vl(t))−
2∑
i=1
w∗jigi(ui(t − 2))
]
, j = 1, 2
(41)
for t > 0, where
ai(x) = 3+ cos x, cj(x) = 3− sin x, fj(x) = gi(x) = x3 (i, j = 1, 2) and
W = H =
(−0.5284 −0.5107
−0.0186 −0.9923
)
, W ∗ = H∗ =
(
0.02 0.03
0.01 0.04
)
,
bi(x) = dj(x) =
{
x, if x ≥ 0,
2 x, if x ≤ 0. (i, j = 1, 2).
It is easy to see that assumptions (A1)–(A3) hold. bi(x) and dj(x) are locally Lipschitz but not differentiable, fj(x) ∈
LP (3), gi(x) ∈ LP (3). Moreover, we have
Aˇ = Cˇ =
(
2 0
0 2
)
, B = D =
(
1 0
0 1
)
.
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Fig. 1. Transient response of state variables u1(t) and u2(t).
Fig. 2. Transient response of state variables v1(t) and v2(t).
Employing LMI toolbox, the LMIs (3) and (4) hold with γ = 0.1,
P = Q =
(
8917 0
0 39804
)
, M = N =
(
4869 0
0 42499
)
, R = S =
(
65.68 41.90
41.90 500.31
)
.
From Theorem 1, we can conclude that system (41) has one unique equilibrium point, which is globally exponentially stable.
For numerical simulation, the following five cases are given: case 1with the initial state [φu1(t), φu2(t), ϕv1(t), ϕv2(t)]T =
[−0.5 cos(t), 0.5 sin(t), 0.5 cos(t),−0.5 sin(t)]T for t ∈ [−2, 0], case 2with the initial state [φu1(t), φu2(t), ϕv1(t), ϕv2(t)]T
= [cos(t),− sin(t),− cos(t), sin(t)]T for t ∈ [−2, 0], case 3 with the initial state [φu1(t), φu2(t), ϕv1(t), ϕv2(t)]T =
[−1.5 cos(t), 1.5 sin(t), 1.5 cos(t),−1.5 sin(t)]T, for t ∈ [−2, 0], case 4with the initial state [φu1(t), φu2(t), ϕv1(t), ϕv2(t)]T
= [2 cos(t),−2 sin(t),−2 cos(t), 2 sin(t)]T for t ∈ [−2, 0] and case 5with the initial state [φu1(t), φu2(t), ϕv1(t), ϕv2(t)]T =
[−2.5 cos(t), 2.5 sin(t), 2.5 cos(t),−2.5 sin(t)]T for t ∈ [−2, 0]. Figs. 1 and 2 depict the time responses of state variables
u1(t), u2(t), v1(t), v2(t) with step h = 0.01. It confirms that the proposed condition in Theorem 1 leads to the unique and
globally exponentially stable equilibrium point (u∗, v∗)T = (0, 0, 0, 0) for the model (41).
Example 2. Consider the following delayed Cohen–Grossberg neural networks
dui(t)
dt
= −ai(ui(t))
[
bi(ui(t))−
3∑
j=1
aijfj(uj(t))−
3∑
j=1
a∗ijfj(uj(t − 3))− Ii
]
, i = 1, 2, 3 (42)
for t > 0, where
ai(x) = 2+ sin x, bi(x) are the functions in Example 1, fi(x) = x3 + x (i = 1, 2, 3), I1 = 1, I2 = 2, I3 = 3 and
A =
(−0.6424 −0.0207 −0.3866
−0.0987 −0.3625 −0.7427
−0.5268 −0.0019 −0.9697
)
, A∗ =
(0.02 0.03 0.04
0.01 0.05 0.03
0.02 0.03 0.05
)
.
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Fig. 3. Transient response of state variables u1(t) and u2(t).
Fig. 4. Transient response of state variable u3(t).
It is easy to see that fi(x) ∈ G(1) and assumptions (A′1)–(A′3) hold. Obviously, we have Aˇ = B = I , where I denotes the
identity matrix.
Employing LMI toolbox, the LMI (26) holds with γ = 0.3,
P =
(55.6984 0 0
0 8.0676 0
0 0 37.8785
)
, M =
(44.8449 0 0
0 4.7379 0
0 0 42.4105
)
,
S =
(1.8804 0.2161 1.5891
0.2161 0.4641 0.4820
1.5891 0.4820 2.8292
)
.
From Theorem 2, it follows that model (42) has one unique equilibrium point, which is globally exponentially stable.
For numerical simulation, the following five cases are given: case 1 with the initial state [φu1(t), φu2(t), φu3(t)]T =
[0.5 sin(t),−0.5 cos(t),−0.5 sin(t)]T for t ∈ [−3, 0], case 2 with the initial state [φu1(t), φu2(t), φu3(t)]T =
[− sin(t), cos(t), sin(t)]T for t ∈ [−3, 0], case 3 with the initial state [φu1(t), φu2(t), φu3(t)]T = [1.5 sin(t),−1.5 cos(t),
−1.5 sin(t)]T for t ∈ [−3, 0], case 4 with the initial state [φu1(t), φu2(t), φu3(t)]T = [−2 sin(t), 2 cos(t), 2 sin(t)]T for
t ∈ [−3, 0] and case 5with the initial state [φu1(t), φu2(t), φu3(t)]T = [2.5 sin(t),−2.5 cos(t),−2.5 sin(t)]T for t ∈ [−3, 0].
Figs. 3 and 4 depict the time responses of state variables u1(t), u2(t), u3(t)with step h = 0.01. It confirms that the proposed
condition in Theorem 2 leads to the unique and globally exponentially stable equilibrium point for the model (42).
5. Conclusions
In this paper, a novel class of generalized Cohen–Grossberg neural networks has been presented with inverse Lipschitz
neuron activations and nonsmooth behaved functions.
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(1) By employing nonsmooth analysis method, applying LMI technique and topological degree theory, we proved the
existence, uniqueness and global exponential stability of the equilibrium point.
(2) Based on similar methods mentioned above, for the case of the activation function that satisfies not only the inverse
Lipschitz conditions but also the Lipschitz conditions, we gave some conditions towards global exponential stability of
one unique equilibrium point, which generalized the previous results.
(3) Two examples were constructed to illustrate the effectiveness of the presented results.
(4) The methods given in this paper can be applied to other classes of neural networks with inverse Lipschitz neuron
activations, such as impulsive neural networks, stochastic neural networks.
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