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In this paper, we obtain a general Ekeland’s variational principle for set-valued mappings
in completemetric space, which is different from those in [G.Y. Chen, X.X. Huang, Ekeland’s
ε-variational principle for set-valued mapping, Mathematical Methods of Operations
Research 48 (1998) 181–186; G.Y. Chen, X.X. Huang, S.H. Hou, General Ekeland’s Variational
Principle for Set-Valued Mappings, Journal of Optimization Theory and Applications 106
(2000) 151–164; S.J. Li, W.Y. Zhang, On Ekeland’s variational Principle for set-valued
mappings, Acta Mathematicae Application Sinica, English Series 23 (2007) 141–148]. By
the result, we prove some existence results for a general vector equilibrium problem under
nonconvex and compact or noncompact assumptions of its domain, respectively.Moreover,
we give some equivalent results to the variational principle.
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1. Introduction
As well known, Ekeland’s variational principle is a force tool in many subjects, such as nonlinear analysis, applied
mathematical analysis and optimization problems. Recently, many authors have tried to generalize it to the cases with
vector-valued functions and set-valued mappings respectively. See, for example, [1–6]. In [1], Bianchi et al. established an
Ekeland’s variational principle for quasi-lower semicontinuous vector-valued functions and obtained the existence results
for a vector equilibriumproblem in both compact and noncompact domains. In [2], Ansari also introduced a vectorial form of
Ekeland’s variational principle, derived some existence results of solutions of a vector equilibrium problem in the setting of
complete quasi-metric spaces with aW -distance and gave some equivalent results to his variational principle. In [5], Li et al.
introduced a ε vector minimum point for a vector optimization problem and studied a vector Ekeland variational principle.
In [3,4], Chen et al. introduced an approximate solution for set-valued optimization problems and obtained an approximate
variational principle for set-valued mappings. In [6], Li and Zhang discussed an Ekeland variational principle for set-valued
mappings and improved the main results of [3] by virtue of a nonlinear scalarization function.
A general vector equilibrium problem (GVEP, for short) is to find x¯ ∈ X such that
F(x¯, y) 6⊆ −int K , ∀y ∈ X, (GVEP)
where X, Y are two given sets and F : X×X → 2Y is a given set-valuedmapping. To the best of our knowledge, so far many
existence results for (GVEP) is based on that the domain is convex, see [7–9]. However, there is almost no existence results
for (GVEP) under no convex assumption of its domain in complete metric spaces.
Motivated by the work of [2,1,5], we consider the set form of Ekeland’s variational principle, through which we can
obtain existence results for a general vector equilibrium problems in both compact and noncompact domains, but without
any convexity request of domain. Moreover, we also give some equivalent results to our variational principle.
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The rest of the paper is organized as follows. In Section 2, we recall some basic notions and results, introduce quasi-lower
semicontinuity for set-valued mappings and discuss its some properties. In Section 3, we establish a set form of Ekeland’s
variational principle and give an example to illustrate it. In Section 4, by our variational principle, we derive existence results
for (GVEP) in both compact and noncompact domains. At last, we give some equivalent results to our variational principle.
2. Preliminary results
Throughout this paper, unless otherwise specified, let (X, d) be a complete metric space, Y be a locally convex space
ordered by the nontrivial closed convex cone K with int K 6= ∅ and e ∈ int K , where int K denotes the interior of K . Nowwe
introduce some basic concepts and results.
Definition 2.1 ([10]). A convex set A ⊂ X is said to be absorbing if every x ∈ X lies in tA for some t = t(x) > 0. Specially,
every neighborhood of 0 in a topological vector space is absorbing.
Definition 2.2 ([11]). A nonempty set C ⊂ X is called a cone, if x ∈ C, λ ≥ 0 ⇒ λx ∈ C . A cone C is convex if and only if
C + C ⊂ C .
Definition 2.3 ([3]). A set-valuedmapping F : X → 2Y is said to be compact valued, if for all x ∈ X , F(x) is a compact subset
of Y .
Definition 2.4 ([3]). A set-valued mapping F : X × X → 2Y is said to be bounded below on X × X , if ∃z ∈ Y such that
F(x, y)− z ⊆ K , ∀x, y ∈ X .
Definition 2.5 ([1]). A vector-valued function f : X → Y is said to be lower semicontinuous at x0 ∈ X , if for each
neighborhood V of f (x0), there exists a neighborhood U of x0 such that f (U) ⊂ V + K . A function f is lower semicontinuous
on X if it is lower semicontinuous at each point of X.
Definition 2.6 ([3]). A set-valued mapping F : X → 2Y is said to be upper semicontinuous (u.s.c.) at x0 ∈ X if for any
neighborhood U of F(x0), there exists a neighborhood V of x0 such that F(x) ⊆ U , ∀x ∈ V . If F is u.s.c. at each point of X,
then F is u.s.c on X .
Definition 2.7 ([12]). A set-valued mapping F : X → 2Y is said to be K -lower semicontinuous (K-l.s.c.) on X iff, ∀e ∈ Y , the
set {x ∈ X : F(x) ∩ (e− K) 6= ∅} is closed.
Definition 2.8 ([5,16]). Let e ∈ int K and a ∈ Y . A nonlinear function is defined by
ξea(y) := min{t ∈ R : y ∈ a+ te− K}, y ∈ Y .
Now we set a = 0, denote ξe0 by ξe for simplicity. Naturally, by the result (ii) of Proposition 1.43. in [13], we have
ξe(y) ≤ γ ⇔ y ∈ γ e− K . (1)
Definition 2.9 ([14]). Let Γ be a set-valued mapping from X to 2X . x∗ ∈ X is said to be a critical point of Γ if and only if
{x∗} = Γ (x∗).
Lemma 2.1 ([14]). Let (X, d) be a complete metric space and Γ be a dynamical system on X, i.e., a set-valued mapping from X
to 2X with Γ (x) 6= ∅, ∀x. Suppose that the following conditions are satisfied:
(i) ∀x ∈ X, we have x ∈ Γ (x) and Γ (x) is closed;
(ii) x2 ∈ Γ (x1)⇒ Γ (x2) ⊆ Γ (x1),∀x1, x2 ∈ X;
(iii) limn→∞ d(xn, xn+1) = 0, xn+1 ∈ Γ (xn),∀n.
Then Γ has a critical point x¯ ∈ X. Moreover, ∀xˆ ∈ X there is a critical point of Γ in Γ (xˆ).
As [15], we introduce the quasi-lower semicontinuity for set-valued mappings.
Definition 2.10. A set-valued mapping T : X → 2Y is quasi-lower semicontinuous (q.l.s, for short) at x0 ∈ X , if for each
b ∈ Y and T (x0) 6⊆ b− K , there exists a neighborhood U of x0 in X such that T (x) 6⊆ b− K , for each x ∈ U . We say that T is
quasi-lower semicontinuous iff T is q.l.s at every point x ∈ X .
Example 2.1. Let X = R, Y = R2and K = R2+. Suppose that T : R→ 2R2 is defined as
T (x) =
{{(0, 0)}, if x = 0,
{(|x|,−|x|), (1, 2)}, if x 6= 0.
Then T is q.l.s at x = 0.
J. Zeng, S.J. Li / Journal of Computational and Applied Mathematics 230 (2009) 477–484 479
Moreover, we obtain the following property of quasi-lower semicontinuity.
Lemma 2.2. The set-valued mapping F is quasi-lower semicontinuous on X if and only if its lower level sets are closed, i.e., for
every b ∈ Y , L(F , b) = {x ∈ X : F(x) ⊆ b− K} is closed.
Proof. Suppose that for every b ∈ Y , L(F , b) = {x ∈ X : F(x) ⊆ b − K} is closed. Thus, the complement of L(F , b),
denoted by L(F , b)C , is open. For arbitrary x0 ∈ X , if F(x0) 6⊆ b−K , then x0 ∈ L(F , b)C . Since L(F , b)C is open, it is the request
neighborhood of x0 according to the definition of quasi-lower semicontinuous.
Assume that F is quasi-lower semicontinuous on X . Let a sequence {xn} ⊆ L(F , b) and xn → x1. Suppose that if
x1 6∈ L(F , b), then F(x1) 6⊆ b − K . By the definition of quasi-lower semicontinuous, there exists a number N such that
F(xn) 6⊆ b− K , for n ≥ N , which contradicts {xn} ⊆ L(F , b). Therefore, F(x1) ⊆ b− K and L(F , b) is closed. 
Generally speaking, the quasi-lower semicontinuity cannot be preserved by summation without any additional
requirements, for example, see Remark 23 of [15]. We introduce the following lemma, which choose a class of mappings
those can be added to q.l.s mappings.
Lemma 2.3. If F : X → 2Y is quasi-lower semicontinuous, g : X → R is lower semicontinuous and e ∈ int K. Then the mapping
F + ge is quasi-lower semicontinuous.
Proof. Let x¯ ∈ X and b ∈ Y . Suppose that F(x¯) + g(x¯)e 6⊆ b − K , then F(x¯) 6⊆ b − g(x¯)e − K . Since F is quasi-lower
semicontinuous, there exists a neighborhood U of x¯ such that
F(x) 6⊆ b− g(x¯)e− K , ∀x ∈ U .
Therefore, for every x ∈ U , there exists an element a ∈ F(x) such that a + g(x¯)e 6∈ b − K , that is, a + g(x¯)e − b 6∈ −K . Let
m = a+g(x¯)e−b. Since K is closed,−K is closed too and the complementary set (−K)C of−K being open is a neighborhood
of m. In other words, the set (−K)C − m is a neighborhood of 0Y . Since any neighborhood of 0Y is an absorbing set, there
exists  > 0 such that (−e) ∈ (−K)C −m, that is
a− b+ g(x¯)e− e 6∈ −K . (2)
By the lower semicontinuity of g , there exists a neighborhood V of x¯, such that
g(x¯)− ε < g(x), ∀x ∈ V .
It implies that, for every x ∈ V , there exists a suitable k¯ ∈ int K such that
g(x¯)e− εe− g(x)e = −k¯,
i.e.,
g(x¯)e− εe = g(x)e− k¯. (3)
By (2) and (3), for every x ∈ U ∩ V , we have
a− b+ g(x)e− k¯ 6∈ −K ,
that is,
a+ g(x)e− k¯ 6∈ b− K ,
implying that,
a+ g(x)e 6∈ b− K .
Therefore
F(x)+ g(x)e 6⊆ b− K .
The proof is complete. 
3. An Ekeland’s variational principle for set-valued mappings
In the section, we obtain an Ekeland’s variational principle for set-valued mappings, which has closed relation to
generalized vector equilibrium problems.
Theorem 3.1. Let (X, d) be a complete metric space. Assume that the set-valued mapping F : X×X → 2Y satisfies the following
conditions:
(i) 0Y ∈ F(x, x) and F(x, x) ⊆ −K, for all x ∈ X;
(ii) F(x, y) is bounded below on X × X;
(iii) F(x, y) ⊆ F(x, z)+ F(z, y)− K , ∀x, y, z ∈ X;
(iv) y→ F(x, y) is quasi-lower semicontinuous for all x ∈ X.
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Then, for every ε > 0 and for every x0 ∈ X, there exists x¯ ∈ X such that
(a) F(x0, x¯)+ εd(x0, x¯)e ⊆ −K ,
(b) F(x¯, x)+ εd(x¯, x)e 6⊆ −K , ∀x ∈ X, x 6= x¯.
Proof. Without loss of generality, we can restrict the proof to the case ε = 1. For each x ∈ X , consider the set
S(x) = {y ∈ X | F(x, y)+ d(x, y)e ⊆ −K}.
By (i), we have x ∈ S(x), for every x ∈ X . Thus, for every x ∈ X , S(x) is nonempty. By (iv), it is obvious that for every x ∈ X ,
S(x) is closed. Assume that y ∈ S(x), i.e.,
F(x, y)+ d(x, y)e ⊆ −K . (4)
Letw ∈ S(y), i.e.,
F(y, w)+ d(y, w)e ⊆ −K . (5)
By (4) and (5), we get
F(x, y)+ F(y, w)+ (d(x, y)+ d(y, w))e ⊆ −K − K ,
that is,
F(x, y)+ F(y, w)+ (d(x, y)+ d(y, w))e ⊆ −K .
By (iii), we get
F(x, w)+ d(x, w)e ⊆ −K ,
it implies that w ∈ S(x). Thus, we obtain that S(y) ⊆ S(x). From the above, (i) and (ii) of Lemma 2.1 are satisfied. To verify
(iii) of Lemma 2.1, we consider a sequence {xn}n∈N ⊆ X , such that xn+1 ∈ S(xn), ∀n ∈ N,with an arbitrary x1 of X . We have
F(xn, xn+1)+ d(xn, xn+1)e ⊆ −K ,
therefore,
n∑
i=1
F(xi, xi+1)+
n∑
i=1
d(xi, xi+1)e ⊆ −K . (6)
By (iii), we get that
F(x1, xn+1) ⊆
n∑
i=1
F(xi, xi+1)− K . (7)
According to (6) and (7), we obtain that:
F(x1, xn+1)+
n∑
i=1
d(xi, xi+1)e ⊆
n∑
i=1
F(xi, xi+1)+
n∑
i=1
d(xi, xi+1)e− K ⊆ −K − K .
It implies that
F(x1, xn+1)+
n∑
i=1
d(xi, xi+1)e ⊆ −K .
Therefore,
n∑
i=1
d(xi, xi+1)e ∈ −F(x1, xn+1)− K . (8)
Since F is bounded below on X × X , there exists z ∈ Y such that
F(x1, xn+1)− z ⊆ K ,
that is
F(x1, xn+1) ⊆ z + K . (9)
By (8) and (9), there is
n∑
i=1
d(xi, xi+1)e ∈ −z − K .
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By (1), we have
n∑
i=1
d(xi, xi+1) ≤ −ξe(z).
We denote Tn = ∑ni=1 d(xi, xi+1). Since the sequence {Tn}n∈N is monotone increasing and bounded above, it is a
convergent sequence. Thus
∑∞
i=1 d(xi, xi+1) is a convergent series. Hence the sequence {d(xn, xn+1)} is convergent to 0.
Therefore we have shown that assumption (iii) of Lemma 2.1 is satisfied. By the second conclusion of Lemma 2.1, S has a
critical point x¯ ∈ S(x0), i.e., x¯ ∈ S(x0) and {x¯} = S(x¯). That is,
F(x0, x¯)+ d(x0, x¯)e ⊆ −K ,
and
F(x¯, x)+ d(x¯, x)e 6⊆ −K , ∀x ∈ X, x 6= x¯.
Then the result is proved. 
Now we give an example to show the differences between Theorem 3.1 and theorems concerned about set-valued
Ekeland variational principle in Refs. [3,4,12], respectively.
Example 3.1. Let X = R, Y = R and K = R+. Define T : R→ 2R as follows:
T (x) =
(
−|x| + 1|x| + 2 , 0
)
.
Let
F(x, y) =
{
(−1, 0], if x = y,
T (y)− T (x), if x 6= y.
Obviously, the set-valued mapping F , which is composed of T , satisfies all conditions of Theorem 3.1. Therefore, F can be
applied to Theorem 3.1. However,
(i) since T is not compact valued on X , T does not satisfy conditions of Theorem 2.1 of [3];
(ii) since T is not u.s.c. at 0 and not compact valued, T does not satisfy conditions (ii) and (iii) of Theorem 3.1 of [3];
(iii) since T (0) ∩ (− 13 − K) = (− 12 ,− 13 ] is not compact, T does not satisfy Assumption A2 of Theorem 4.1. of [4];
(iv) since {x ∈ X : T (x) ∩ (− 12 − K) 6= ∅} = {x ∈ X : x 6= 0} is not closed, i.e., T is not K -l.s.c. on X, T does not satisfy
conditions of Theorem 3.1. of [12].
Consequently, T cannot be applied to Theorems 2.1 and 3.1 of [3], Theorem 4.1. of [4] and Theorem 3.1. of [12].
Remark 3.1. Condition (i) and conclusion (b) of Theorem 3.1 implies that
F(x¯, x)+ εd(x¯, x)e 6⊆ −int K , ∀x ∈ X .
Indeed, from (b) we have that
F(x¯, x)+ εd(x¯, x)e 6⊆ −int K , ∀x ∈ X, x 6= x¯.
Suppose that F(x¯, x¯) + εd(x¯, x¯)e ⊆ −int K , then F(x¯, x¯) ⊆ −int K . By (i), we get that F(x, x) contains 0Y , ∀x ∈ X , a
contradiction to our supposition.
4. Existence results for GVEP
Let A, B be two nonempty closed subset of Y , defining d(A, B) as follows:
d(A, B) := min{d(x, y)|x ∈ A, y ∈ B}.
We are able to show the nonemptiness of the solution set of the (GVEP) without any convexity requirements on the set
X .
First we deal with the case of a compact domain X .
Theorem 4.1. Let (X, d) be a compact complete metric space, (Y , d) be a complete metric space and F satisfies the following
conditions:
(i) 0Y ∈ F(x, x) and F(x, x) ⊆ −K, for all x ∈ X;
(ii) F(·, ·) is compact valued and bounded below on X × X;
(iii) F(x, y) ⊆ F(x, z)+ F(z, y)− K , ∀x, y, z ∈ X;
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(iv) y→ F(x, y) is quasi-lower semicontinuous ∀x ∈ X;
(v) F(., y) is upper semicontinuous for every y ∈ X, i.e., for every x0 ∈ X and every neighborhood V of F(x0, y), there exists a
neighborhood U of x0 such that F(x, y) ⊆ V , for all x ∈ U.
Then, the set of solutions of (GVEP) is nonempty.
Proof. Taking ε = 1n , by the assumptions, the conditions of Theorem 3.1 are satisfied. Therefore, from Theorem 3.1 together
with Remark 3.1, we can find a sequence {xn} such that
F(xn, y)+ 1nd(xn, y)e 6⊆ −int K , ∀y ∈ X . (10)
By the compactness of X , we can assume that xn (or a suitable subsequence) converges to x¯ ∈ X . Thus, we have
F(x¯, y) 6⊆ −int K , ∀y ∈ X .
In fact, suppose that there exists y¯ ∈ X such that
F(x¯, y¯) ⊆ −int K .
Since F(x¯, y¯) is compact and Y \ −int K is closed, set
α = d(F(x¯, y¯), Y \ −int K),
obviously, α > 0. Let V := {x ∈ Y |d(x, F(x¯, y¯)) < 12 α}, clearly, it is a neighborhood of F(x¯, y¯) such that V ⊂ −int K . By
condition (v), there exists a number N1 such that F(xn, y¯) ⊆ V , for n ≥ N1. Since xn converges to x¯, there exists a number N2,
such that 1nd(xn, y¯) <
1
2α, forn ≥ N2. ChooseN = max{N1,N2}, whenn > N is big enough,wehave 1nd(xn, y¯)e+V ⊆ −int K ,
thus,
F(xn, y¯)+ 1nd(xn, y¯)e ⊆
1
n
d(xn, y¯)e+ V ⊆ −int K ,
a contradiction to (10). The proof is complete. 
When X is not necessarily compact, motivated by [1], we need to restrict our analysis to a general completemetric space.
In what follows, we always assume that the following assumptions hold:
(A1) the complete metric space (X, d) admits a topology τ (possibly different to the initial topology induced by d) such that
the closed balls are compact with respect to τ ;
(A2) for every y ∈ X , the distance x→ d(x, y) is lower semicontinuous with respect to τ ;
(A3) for every x ∈ X , the level set L(x) := {y ∈ X : F(x, y) ⊆ −K} is closed with respect to τ .
Unless otherwise specified, all topological conditions (such as boundedness, lower/upper semicontinuity, compactness, etc.)
will be considered with respect to the metric d.
Theorem 4.2. Assume that the set-valuedmapping F : X×X → 2Y satisfies conditions (i)–(v) of Theorem 4.1. Let the following
coercivity condition hold: fix a point x0 ∈ X, there exists a compact set C ⊆ X such that
∀x ∈ X \ C, ∃ y ∈ X, subject to d(y, x0) < d(x, x0) and F(x, y) ⊆ −K . (C(x0))
Then there exists a solution of (GVEP).
Proof. For each x ∈ X , define
S(x) := {y ∈ X : d(y, x0) ≤ d(x, x0) : F(x, y) ⊆ −K}.
Then for every x ∈ X , x ∈ S(x), that is, S(x) 6= ∅ and for every x, y ∈ X , y ∈ S(x) implies that S(y) ⊆ S(x). Indeed, for
z ∈ S(y), we have d(z, x0) < d(y, x0) < d(x, x0). By condition (iii) of Theorem 4.1, we obtain that F(x, z) ⊆ −K . On the
other hand, by (A1), we have that the closed ball {y ∈ X : d(y, x0) ≤ d(x, x0)} is τ -compact and by (A3), we obtain that
L(x) := {y ∈ X : F(x, y) ⊆ −K} is closed. Therefore, for every x ∈ X , S(x) is a τ -compact set. Furthermore, by Theorem 4.1,
there exists xC ∈ C such that
F(xC , y) 6⊆ −int K , ∀y ∈ C . (11)
Suppose that there exists xˆ ∈ X with F(xC , xˆ) ⊆ −int K . Set
a := min
y∈S(xˆ)
d(y, x0).
(The minimum is achieved because S(xˆ) is nonempty, τ -compact and the distance is τ -lower semicontinuous by (A2).)
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We first verify that S(xˆ) ∩ C = ∅. Indeed, if there exists y ∈ S(xˆ) ∩ C , then F(xˆ, y) ⊆ −K . Since F(xC , xˆ) ⊆ −int K ,
together with (iii) of Theorem 4.1, we obtain that
F(xC , y) ⊆ F(xC , xˆ)+ F(xˆ, y)− K ⊆ −int K .
Since y ∈ C , it is a contradiction to (11).
We choose an element yˆ ∈ S(xˆ) such that d(yˆ, x0) = a. Since yˆ 6∈ C , by C(x0), there exists y1 ∈ X with d(y1, x0) <
d(yˆ, x0) = a such that F(yˆ, y1) ⊆ −K . Therefore, y1 ∈ S(yˆ) ⊆ S(xˆ), which contradicts
d(y1, x0) < a = min
y∈S(xˆ)
d(yˆ, x0).
Thus, there is no x ∈ X such that F(xC , x) ⊆ −int K , that is, xC is a solution of (GVEP) on X . The proof is complete. 
5. Some equivalent relations
In this section, we prove some equivalent relations among the Ekeland’s variational principle for set-valued mappings,
Existence of solutions of GVEP and Caristi–Kirk type fixed point theorem. These results are generalizations of results in [2].
Theorem 5.1. Under the same assumptions of Theorem 3.1, the following statements are equivalent:
(1) (Ekeland’s variational principle for set-valued mappings)
For every x0 ∈ X, there exists x¯ ∈ X such that
x¯ ∈ M := {x ∈ X |F(x0, x)+ d(x0, x)e ⊆ −K},
and
F(x¯, x)+ d(x¯, x)e 6⊆ −K , ∀x ∈ X, x 6= x¯.
(2) (Existence of solutions of GVEP)
Assume that for every x˜ ∈ M with ∀ y ∈ X, F(x˜, y) ⊆ −int K , there exists x ∈ X such that x 6= x˜ and
F(x˜, x)+ d(x˜, x)e ⊆ −K . Then, there exists x¯ ∈ M such that F(x¯, x) 6⊆ −int K, for all x ∈ X.
(3) (Caristi–Kirk type fixed point theorem)
Let T : X → 2X be amulti-valuedmapping such that for every x˜ ∈ M, there exists x ∈ T (x˜) satisfying F(x˜, x)+d(x˜, x)e ⊆
−K. Then there exists x¯ ∈ M such that x¯ ∈ T (x¯).
(4) (Oettli and Théra type theorem)
Let U be a subset of X such that for every x˜ ∈ M \ U, there exists x ∈ X such that x 6= x˜ and F(x˜, x) + d(x˜, x)e ⊆ −K.
Then, there exists x¯ ∈ M ∩ U.
Proof. ‘‘(1)⇔ (4)’’: Let (1) and the hypothesis of (4) hold. Then there exists x¯ ∈ M such that
F(x¯, x)+ d(x¯, x)e 6⊆ −K , ∀x ∈ X, x 6= x¯.
By the hypothesis of (4), we have x¯ ∈ U . Therefore, x¯ ∈ M ∩ U .
Let (4) hold. For every x0 ∈ X , define
Λ(x0) = {x ∈ X | F(x0, x)+ d(x0, x)e ⊆ −K , x 6= x0}.
Choose U := {x0 ∈ X | Λ(x0) = ∅}. If x0 6∈ U ,Λ(x0) 6= ∅. It means that there exists x ∈ Λ(x0), i.e.,
x 6= x0 and F(x0, x)+ d(x0, x)e ⊆ −K .
Thus the hypothesis of (4) is satisfied. By (4), there exists x¯ ∈ M ∩U , that is, x¯ ∈ M and for all x 6= x¯, F(x¯, x)+d(x¯, x)e 6⊆ −K .
‘‘(2)⇔ (4)’’: Let (2) and the hypothesis of (4) hold. Then there exists x¯ ∈ M such that
F(x¯, x) 6⊆ −int K , for all x ∈ X . (12)
Suppose that M ∩ U = ∅, that is, for all x ∈ M , x 6∈ U . Since x¯ ∈ M , x¯ 6∈ U , i.e., x¯ ∈ M \ U . By the hypothesis of (4), there
exists x˜ ∈ X such that x˜ 6= x¯ and F(x¯, x˜) + d(x¯, x˜)e ⊆ −K . It implies that F(x¯, x˜) ⊆ −int K , which contradicts (12). Thus,
M ∩ U 6= ∅, i.e., there exists a point x ∈ M ∩ U .
Let (4) and the hypothesis of (2) hold. Choose U := {x˜ ∈ X | F(x˜, y) 6⊆ −int K , for all y ∈ X}. By the hypothesis of (2),
we have for every x˜ ∈ M \ U , there exists x ∈ X such that x 6= x˜ and F(x˜, x) + d(x˜, x)e ⊆ −K . Then, by (4), there exists
x¯ ∈ M ∩ U . That is, x¯ ∈ M and
F(x¯, y) 6⊆ −int K , for all y ∈ X .
‘‘(3)⇔ (4):’’ Let (3) and the hypothesis of (4) hold. Define the set-valued mapping T : X → 2X as follow:
T (x˜) = {x ∈ X |x 6= x˜}.
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Suppose thatM∩U = ∅, that is, for all x ∈ M , x 6∈ U . By the hypothesis of (4), for every x˜ ∈ M\U , there exists x ∈ X such that
x 6= x˜ and F(x˜, x)+d(x˜, x)e ⊆ −K . That is, for every x˜ ∈ M , there exists x ∈ X such that x ∈ T (x˜) and F(x˜, x)+d(x˜, x)e ⊆ −K .
By (3), there exists x¯ ∈ M such that x¯ ∈ T (x¯), which is impossible. Therefore,M ∩U 6= ∅, i.e., there exists a point x ∈ M ∩U .
Let (4) and the hypothesis of (3) hold. Choose U := {x ∈ X | x ∈ T (x)}. By the hypothesis of (3), for every x˜ ∈ M , there
exists x ∈ T (x˜) satisfying F(x˜, x)+ d(x˜, x)e ⊆ −K . It implies that for every x˜ ∈ M \ U , there exists x ∈ T (x˜), such that x 6= x˜
and F(x˜, x)+ d(x˜, x)e ⊆ −K . Then by (4), there exists a point x¯ ∈ M ∩ U . Thus, by the definition of U , x¯ ∈ T (x¯). 
Remark 5.1. When F is a vector-valued function and d(., .) is the W-distance in [2], the Theorem 5.1 is equivalent to part
of the results of Theorem 5.1 in [2].
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