We consider the problem of optimizing the quantizer design for distributed estimation systems where all nodes located at different sites collect measurements and transmit quantized data to a fusion node, which then produces an estimate of the parameter of interest. For this problem, the goal is to minimize the amount of information that the nodes have to transmit in order to attain a certain application accuracy. We propose an iterative quantizer design algorithm that seeks to find a non-regular mapping between quantization partitions and their codewords so as to minimize global distortion such as the estimation error. We apply the proposed algorithm to a system where an acoustic amplitude sensor model is employed at each node for source localization. Our experiments demonstrate that a significant performance gain can be achieved by our technique as compared with standard typical designs and even with distributed novel designs recently published. key words: distributed estimation, quantizer design, non-regular quantizer, source localization, sensor networks
Introduction
In distributed estimation systems where spatially separated nodes collect their readings, quantize them and send the quantized data to a fusion node, efficient quantization at each node will be needed in order to improve the ratedistortion performance. It should be noted that if the node locations are known during the quantizer design process, significant performance gains can be achieved with respect to simple uniform quantization at all nodes. The challenge here is to design independently and locally operating quantizers that minimize a global metric such as the estimation error (a function of measurements from all nodes).
To meet this, a cooperative design-separate encoding approach was suggested for a decentralized hypothesis testing system [1] , [10] where a distributional distance was used as a criterion for quantizer design in order to yield a manageable design procedure. For a distributed detection system, the authors in [2] proposed a heuristic procedure for quantizer design that minimizes the upper bound of the probability of error. Lam and Reibman [7] constructed the optimal quantization partitions in distributed estimation systems where the necessary conditions for the partitions were presented. A related issue is quantizer design at each node in distributed source coding (DSC) frameworks, in which data collected at different sites must be encoded separately Manuscript and communicated to a fusion center by using limited transmission rates. Practical quantization methods for correlated sources have been studied in [13] - [15] . It was demonstrated in [5] that multiple disjoint quantization bins at a node can be mapped to a single codeword without degrading the performance of distributed estimation systems since the information from other nodes will provide necessary information in determining the true bin that actually happened at the node of interest. In [13] , an iterative quantizer design algorithm presented in the Lloyd algorithm framework was evaluated for non-ideal channels and it was shown that the resulting distributed scalar quantizers should be non-regular, implying that the same codeword is assigned to several disjoint intervals in order to reduce the distortion. This motivates us to focus on non-regular quantizer designs for distributed estimation. Note that traditional design techniques produce regular quantizers.
In this letter, we propose an iterative quantizer design algorithm in the generalized Lloyd algorithm framework that seeks to design non-regular quantizers by finding the quantization bins that can be be merged so as to minimize the estimation error. Specifically, we regard the bins (e.g., intervals in scalar quantizers) as the elements that will be processed for mapping to their corresponding codewords (or reconstruction values). This procedure generally results in disjoint Voronoi regions constructed from multiple bins (e.g., union of multiple intervals in scalar quantizers) since the construction focuses on minimizing the distributed global distortion rather than the local reconstruction error which would be minimized in typical Lloyd designs. Clearly, this will produce the set of the codewords mapped to the regions in a non-regular manner. We show that convergence of the proposed algorithm is guaranteed by reducing the distortion at each iteration and apply our design algorithm to a source localization system where the acoustic amplitude sensor model proposed in [8] is considered. We demonstrate through experiments that improved performance over traditional quantizer designs can be achieved by using our design technique. We also evaluate the proposed algorithm by comparing it with the distributed encoding technique [5] and the optimized regular quantizer design algorithm [6] , both of which had been recently developed for source localization in acoustic sensor networks, the application considered in this work. As expected, the nonregularity adopted in our proposed algorithm shows obvious advantage over the regular designs in terms of localization accuracy.
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The contribution of this letter is to present an iterative quantizer design algorithm that allows us to incorporate the non-regularity into design process in a controlled manner such that the global distortion can be minimized at each step. It is also discussed that the proposed algorithm will produce an optimal mapping (i.e., possibly locally optimal) as its design parameter (i.e., the number of quantization partitions) becomes increased. Notice that the proposed algorithm enables search for multiple bins at each time that can be mapped into a single codeword while maintaining the optimality in a sense that the distortion is minimized, whereas the encoding technique [5] focused on searching two bins to be merged at a time. Furthermore, the encoding technique is conducted deterministically to find the mergable bins in a noise-free condition and thus should be paired with a decoding process to handle noisy cases (e.g., noise-corrupted measurements). In contrast, the proposed algorithm is devised to minimize the distortion defined in noisy conditions, yielding more robustness to random noise.
Problem Formulation
In distributed estimation systems where M nodes located at known spatial locations, denoted by x i ∈ R 2 , i = 1, . . . , M, collect measurements on the unknown parameter θ ⊂ R N to be estimated, the measurement z i at node i can be expressed as follows:
where f i (θ) is the sensing model employed at node i and ω i is the measurement noise approximated by normal distribution N(0, σ . It is assumed that each node quantizes its measurement and sends it to a fusion node which produces the estimate of the parameter,θ based on quantized measurements,ẑ i , i = 1, . . . , M from all nodes.
Design of Non-Regular Quantizers
We now consider, for a given rate allocated to each node R = [R 1 , . . . , R M ], the problem of designing the scalar quantizers at nodes that minimize the average distortion E θ −θ 2 . Suppose that we are given an initial regular quantizer at node i with quantization level L i and the codewordsẑ
We iteratively seek to find a
that minimizes the distortion at each step. Note that L i should take a sufficiently large value in order to produce a good non-regular quantizer. The impact of L i on the design process will be elaborated in Sect. 3.
1. An initial mapping
can be obtained from the typical Voronoi region construction:
where V j i forms a connected region consisting of the multiple adjacent quantization partitions mapped toẑ j i , generating a regular quantizer.
Search for the next mapping T i :
R i is accomplished in two steps: first, the regions V j i , j = 1, . . . , 2 R i are constructed as follows:
whereθ(ẑ (3) that the multiple disjoint partitions are allowed to be assigned to a single codeword so as to minimize the global distortion whereas samples belonging to a connected partition are typically mapped to a codeword in standard clustering algorithms.
The second step is to compute the codewords,ẑ * j i corresponding to V j i as follows:
It is also a noteworthy part of the proposed algorithm that a single codeword is computed to represent multiple disconnected partitions and this part along with (3) will make the algorithm practically implementable for a reasonable value of L i . Note that as in the standard Lloyd design algorithm, the mapping T i : {V j i } → {ẑ j i } updated from the construction of V j i in (3) and its codeword computation in (4) will reduce the average distortion E θ −θ 2 at each iteration, leading to convergence. Formally,
where (5) and (6) follow from (3) and (4), respectively.
Proposed Algorithm
Given the quantization level L i and the rate R i at node i, the algorithm summarized below (more specifically, Step 2 to 6) is iteratively conducted over all nodes i = 1, . . . , M until no change in a mapping T i , i = 1, . . . , M is achieved.
Algorithm 1: Iterative quantizer design algorithm at node i
Step1 : Initialize M quantizers with an initial mapping 
Clearly, the resulting quantizer assigns the codewordŝ z j i to the quantization partitions, Q k i in a non-regular manner (i.e., one-to-many mapping) in order to minimize the distortion. To further improve performance of our design algorithm, an initial quantizer with L i 2 R i can be employed at the expense of design complexity or quantizers designed by novel algorithms (see [4] , [6] for source localization systems) can be used as a starting point for our algorithm. Note that the quantizer design is performed off-line using a training set that is generated based on (1) and the parameter distribution p(θ); thus the quantizer training phase makes use of information about all nodes, but when the quantizers are actually used, each node quantizes the information independently.
Optimality and Design Complexity
It should be noticed that our proposed algorithm yields an optimal mapping between the given number of quantization partitions (i.e., L i ) and the given number of codewords. In other words, the proposed algorithm will seek to locate an optimal non-regular quantizer within a search space of quantizers, each of which takes L i quantization partitions. Since the search space is constrained by its design parameter (i.e., L i ), the resulting quantizer may fail to reach the optimal bound which would be achieved by an exhaust search over the space of non-regular quanizers, which of course, includes regular quantizers. As L i approaches infinity, the resulting mapping will be guaranteed to attain its optimal value † † , although it is not practically implementable. Thus a sufficiently large value of L i would be needed to achieve near-optimal performance. How to determine L i will be an important design issue that depends upon applications and there will exist a trade-off between performance and design complexity. † It is suggested that the codewords, {ẑ
† † Precisely, the optimal value implies one of local optima since our design is performed in a generalized Lloyd algorithm framework.
Application to Acoustic Amplitude Sensor Case
As an example of the application, we consider source localization for acoustic amplitude sensor networks where an energy decay model of sensor signal readings proposed in [8] is used for localization. Note that the energy decay model was verified by the field experiment in [8] and was also used in [3] , [9] . Each node measures signal energy generated by a source located at an unknown location θ ∈ R 2 . This model is based on the fact that the acoustic energy emitted omnidirectionally from a sound source will attenuate at a rate that is inversely proportional to the square of the distance in free space [12] . When an acoustic sensor is employed at each node, the signal energy measured at node i and denoted by z i , can be expressed as follows:
where the acoustic sensor model consists of the gain factor of the i-th node g i , an energy decay factor, α which is approximately equal to 2 in free space, and the source signal energy a. The measurement noise term w i can be approximated using a normal distribution, N(0, σ 2 i ). It is assumed that the signal energy, a, is uniformly distributed over the range [a min a max ].
Experimental Results
In this section, we denote distributed optimized quantizer (DOQ) the quantizer designed using the algorithm proposed in Sect. 3. We design DOQ with the equally distancedivided quantizer (EDQ) initialization † † † of the sufficiently large quantization level L i > 2 R i using a training set generated from uniform distribution of source locations and the model parameters in (7) given by a = 50, α = 2, g i = 1 and σ 2 i = σ 2 = 0. Lloyd quantizers are also designed from the same training set for comparison. In our experiments, we consider a sensor network where M(= 5) sensors are deployed in a 10 × 10 m 2 sensor field. The quantizers designed by various algorithms are evaluated by using test sets generated from the same model parameters except for the noise variance σ 2 i . The experimental results are provided in terms of average localization error E θ −θ 2 and the total rate consumed by M(= 5) sensors that is obtained when an independent entropy coding (Huffman coding) is used at each sensor after quantization. In these experiments, the localization error E θ −θ 2 is computed using the maximum likelihood (ML) estimation for fast computation.
Performance Comparison with Typical Designs
In this experiment, 100 different 5-node configurations were † † † The EDQ is simply designed by dividing uniformly the dynamic range of the distance. The EDQ design is verified through simulations in [4] , [6] , showing that EDQ can be used as an efficient initialization for quantizer design because of its good localization performance. generated in a sensor field 10 × 10 m 2 . For each configuration, a test set of 2000 random source locations was used to collect signal energy measurements with σ i = 0, which were then quantized by three different quantizers, i.e., uniform quantizer (Unif Q), Lloyd quantizer (Lloyd Q), and DOQ with L i = 20, 30, 40 for R i = 2, 3, 4 bits, respectively. The average localization error (meter) is averaged over 100 node configurations for each rate R i . Figure 1 shows the overall Rate-Distortion (R-D) performance for the different quantizations. As expected, the performance of DOQ offers the best performance since our proposed algorithm allows us to utilize the correlation between the distributed measurements in order to find the non-regular mapping that minimizes the localization error.
Performance Evaluation: Comparison with the Previous Novel Designs
For the purpose of evaluation, we compare the proposed design algorithm with the previous novel design techniques such as the distributed encoding technique (DET) in [5] and the localization-specific quantizer (LSQ) in [6] since both of them are optimized for distributed source localization and can be viewed as DSC (distributed source coding) techniques which are developed as a tool to reduce the rate required to transmit data from all nodes to the sink. In this experiment, 100 different 5-sensor configurations are generated and for each configuration, the previous novel designs are applied by using the EDQ initialization with R i = 2, 3, 4 bits and evaluated by generating the two test sets of 2000 random source locations with σ i = 0 and σ i = 0.15, respectively. In Fig. 2 , the R-D curve for the design techniques are plotted for comparison. It should be observed that our design algorithm performs quite well in comparison with the DET, especially in a noisy condition at the expense of computational complexity. That is because our algorithm searches for multiple bins to be merged so as to directly minimize the localization error, whereas the encoding technique was devised to merge two bins deterministically that can be decoded in a noise-free condition. In addition, our proposed quantizer is shown to outperform the LSQ since the former enables a non-regular mapping to further reduce the distortion while the latter operates in a regular quantization framework as in typical quantizer designs.
