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1. INTRODUCTION 
In [l], [2], [3] we have developed a theory of differential games associated 
with a differential system of m equations 
g = f(t, x, y, 2) (to < t < T), (l-1) 
an initial condition 
4to) = x0 U-2) 
where 0 < to < T, and a payoff having either one of the forms: 
(1.3) 
Here pt, is a functional defmed on the space of trajectories of (1 .l), (1.2), and 
tl is the capture t&e, i.e., the smallest value of t such that (x(t)> t) EF, F being 
a given closed set (called the termi set). When the payoff is given by (1.3) 
then we speak of a game with$xed duration. When the payoff is given by (1.4), 
then we speak of a gauze of sumiual, and, in the special ease where g SE 0, 
h = 1, of a game of pursuit and evasion. 
We take the player y  to be the one that tries to maximize the payoff, and 
the player z to be the one that tries to minimize the payoff. The control 
functions y(t) and a(t) ( c h osen by y  and z, repectively) are measurable func- 
tions with values in Y and 2, respectively; Y and 2 being compact subsets of 
some euclidean spaces, R” and RQ, respectively. 
* This work was partially supported by the National Science Foundation Grant 
NSF GP-5558. 
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In [I]-[31 we have assumed that the phase variable x, representing the 
position of the trajectory, is unrestricted in Rm. The purpose of the present 
paper is to extend the results of [l]-[3] to the case where x is restricted by the 
requirement that it remains in a given subset X of Rm, called the phase set. 
This more general situation arises in many examples (see [4]). Thus, if the 
coordinates xi of x represent the amount of resources available to either one 
of the players, then the statement that the players have limited resources often 
leads to conditions like xi >, const. or xi < const. 
In Section 2 we define the concept of a differential game with fixed duration 
and with a prescribed phase set. In Sections 3, 4 we prove, under certain 
conditions on X, that the differential game has Value. Theorems 1 and 2 are 
special cases of Theorem 3. In Section 5 we prove that the Value is Lipschitz 
continuous, as a function of the initial point (x,, , to). In Section 6 we prove 
the existence of saddle points. Finally, in Section 7 we briefly consider the 
extension of various results proved in [l]-[3] in case X = R”” to the present 
case where the phase set X is any subset of R”. 
2. DEFINITION OF DIFFERENTIAL GAME 
We shall need the following assumptions: 
(i) f(t, x,y, z) is continuous in (t, x,y, a) E [0, T] x Rm x Y x 2. 
(ii) For each R>O, ~E[O,T],~EY, .aEZandx, Zin R”, 1x1 <R, 
111 -=cR 
1 f(t, x, y, a) - f(t, F, y, z)l < Al(R) 1 x - K 1 (k,(R) constant). (2.1) 
(iii) ForeachtEIO,T],yEY,zEZ,xERm, 
l.m%Y,a <UxI fh (K, , K, constants). (2.2) 
(iv) f  can be decomposed as follows: 
f(f, x, y, 2) = f’(4 x, Y) + f2(t, x, 4. 
Denote by [C[t, , T]]“” the Cartesian product of 1~ Banach spaces C[t, , T]. 
Denote by XtO,r the subset of [C[ta , T]]” consisting of all the possible 
trajectories of (1 . 1 ), (1.2) [ y  = y(t) and x = z(t) being any control functions]. 
(v) pt,(x) is a uniformly continuous functional on XtO,r (as a metric 
subspace of [C[t,, , T]lm), and h(t, x, y, a) is a continuous function on 
[0, T] x R” x Y x 2. 
(vi) h can be decomposed as follows: 
h(t, x, y, x> = h,(t, 4 Y) + k,@, x, 4. 
DIFFERENTIAL GAMES 137 
We fix a closed domain X in RiT1 and call it the phase set. It is always 
assumed that the initial point x0 belongs to the interior of X. We denote by 
aX the boundary of X. 
DEFINITION. We say that a trajectory x(t) leaves Xfor tlzefirst time at time 
t‘ (and at the point X) if x(t) E X for all t E [to , t] but x(tJ C$ X for a sequence 
(tJ with t, + t as n ---f a3 and 3 = x(t). We then also say that x(t) crosses 8X, 
at the first time, at time E (and at the point ~1). 
Given any two controls y  = y(t), x = z(t), and the corresponding trajec- 
tory X(Z), we define the payoff P(y, 2) by (1.3) provided x(t) E X for all 
t E [Co , T]. We want to extend the definition of P(y, a) to the case where the 
trajectory x(t) does not lie in X for all t E [to , 2’1. To do this we first consider 
the following example (called “war of attrition and attack”; cf. [4]). 
The differential equations are 
dx, 
-&- = m, - cp,Js, ) 
(2.3) 
Herey=#,z=q, Y=(y;O~y~l),Z={x;O~xG1),andlfzi,c, 
are positive numbers. The payoff is given by 
where Y r , ra are positive numbers. The phase set X is given by 
Xl > 0, xg > 0. (2.5) 
In this example, x1 and x2 represent the amount of weapons available to y  
and #, respectiveIy. Thus it is meaningless to speak of x, or x2 being negative. 
This motivates the restrictions in (2.5) on X. 
If  at some time t, A$) = 0, and if # chooses its control in such a way that 
xl(t) < 0 for some interval i < t < i [where (xl(t), x2(t)] is the mathematical 
solution of (2.3)), then c,L commits the mistake of “over-Killing” his opponent. 
(Recall that we are dealing with games of perfect information, so that 
“overkill” involves “waste.“) Thus, as far as the best “strategies” of # are 
concerned, we may discard any choice of v, II, which causes x(t) to leave X 
for the first time by crossing x1 = 0 (at a point where x, > 0). We, therefore, 
do not lose anything by setting P(#, g’) = - a3 in that case. 
Similarly, we may set P(#, p) = co in case the corresponding trajectory 
leaves X for the first time at a point (x1 , 0), where x, > 0. Note, finally, that 
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no trajectory of (2.3) can leave X for the first time at the point (0, 0), or at 
any point near (0,O). 
Motivated by the above example, we divide the boundary ax of X into 
three disjoint sets: ax,, ax, and ax,. We shall call ax, the y-boundary 
of X, ax, the x-boundary of X, and aXa the nonuseable boundary of X. The 
set 3X0 is such that no trajectory of (l.l), (1.2) can leave X for the first time 
by crossing aX at a point of ax, . 
Let y  = y(t), z = x(t) be any control functions and suppose that the corre- 
sponding trajectory x(t) leaves X for the first time by crossing aX at a point X. 
We then define 
P(y, z) = ---co if zgax,, 
P(y, z) = cc if aEax,. V-6) 
Thus ax, is the set where y  “kills” x, and ax, is the set where z “kills” y. 
In the special case of (2.3)-(2.5), we can take 
axg = {(xl ,3+); x1 = 0, x2 > A), 
ax = {(x~,x~);x~ = 0,~~ >hj, (2.7) 
and ax, = ax - [(ax,) u (ax,)], p rovided h is positive and sufficiently 
small. 
The definition (2.6) is satisfactory as long as the set S = %?, n a, is 
empty. [This is the case in the example of (2.3)<2.5), (2.7).] If, however, S is 
nonempty, then one should redefine the payoff in case z E S by giving a crite- 
rion as to which of the two players overkills “more” at the point x where x(t) 
leaves X for the first time. We shall not go into such considerations here. 
Having defined the payoff P(y, a) for any pair of control functions, we can 
now define the concept of &games exactly as in [l]. For the sake of the reader’s 
convenience we present here the details. 
Let r be any positive integer, and set n = 2’. Divide the interval (to, T) 
into n subintervals Ii of equal length 6. Thus, 6 = (T - &J/n and 
Ij = (t; tj-l < t ,( tJ where tj = to + jS, 1 < j < n. 
Denote by Y9 (ZJ the set of all measurable functions y(t) (x(t)) defined on 
If with values in Y (2). We next define an upper &strategy P for y  as a vector 
l-8 = (PJ,..., Pfi) where Pj is any map from 2, x ..* x Zi into Yj . 
Similarly we define an upper a-strategy As for x as a vector A 6 = (A s*l,..., d s*n) 
where da-i is a map from Yr X me* X Yj into Zj . 
Let r&2 < j < n) be any map from Y1 x 2, x Z, x *** x .Z+r into Yi 
and let r,,, be any function in Y1 . The vector r, = (r,,, ,..., r,,,) is called 
a lower b-strategy for y. Similarly we define a lower s-strategy 
A, = (A,,, ,..., A,,,) for x. 
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We now proceed to define an upper S-game. Consider a pair of a-strategies: 
I’S for y  and 4, for z. As in [1], this pair determines uniquely components 
s(t), yj(t) for j = 1, 2 ,..., n. Denote by x,(t) and y”(t) the control functions 
having the components xj and y$ respectively. Denote by x*(t) the trajectory 
of (l.l), (1.2) corresponding to y*(t), zs(t). I f  we substitute y(t) = y”(t), 
z(t) = x,(t), X(L) = x8(t) into the payoff [(1.3) or (2.6)], then we obtain a 
number which we shall denote by 
P(yfi, zg) Es P[4,) P] SC P[4,,, , PJ,..., d,,, , P’“]. 
We call this number the payoff of the pair (P, 4 6). 
The above procedure is called an upper S-game and is denoted by G”. 
The upper S-value of G6 is defined to be 
Similarly we define a lower S-game G, whereby to each pair (r, , 4”) we 
correspond a payoff 
P(y, , z”) = P[r, ,49 = qr,,, ) 4”J )...) r,,, ) 4Qq. 
The lower a-value of G, is defined by 
V, = sup inf 
AS.1 
-*- sup inLP[r,,, , as*1 ,..., r,*, ,49. (2.9) 
F8,l r&n 
Since there are no restrictions whatsoever on the choice of the a-strategies, 
the analogs of Lemmas l-3 of [l] remain true with the same proof. Thus we 
have: 
LEMMA 1. Let the co?zditions (i)-(iii) hold. Thefz 
where 
(2.10) 
(2.11) 
LEMMA 2. Let the corzditions (i)-(iii) hold. If  Si = (T - tO)/2r*, (i = 1, 2) 
where 6, < 8, , tlzen 
v”2 3 P > V$ > vs2 * (2.12) 
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COROLLARY. The limits 
v+ = $9 V8, -a v- = hi v, 
exist, and V-t > V-. 
(2.13) 
DEFINITION. The differential game associated with (l.l), (1.2), (1.3), the 
phase set X, and the triple (8X,, ax,, aXa) is the pair of sequences 
G = ({G”}(G,}). Th e number V+ is called the upper value of the game, and 
the number V- is called the lower value of the game. If  V+ = V- then we say 
that the game has Value; the value of the Value is the number V = V+ = V-. 
Remark. It is natural to conceive a different approach to the definition of a 
differential game whereby one restricts the a-strategies by the condition that 
the resulting trajectories do not leave X. This approach, however, leads to 
technical difficulties. In particular, it is doubtful that the analogs of Lemmas 
1,2 remain true. Our approach has therefore been to extend the definition of 
the payoff to any pair of control functions. At the same time our extension of 
the payoff was done in such a way that S-strategies for which the corresponding 
trajectory leaves X do not matter and can be discarded in the evaluation of 
the S-values Vs and V6 . 
3. EXISTENCE OF VALUE 
In this section we consider the special case where 
x = (x; x, 2 01, 
ax, = ax = (x;x,, = 01. (3.1) 
We shall need the following two conditions: 
(Pr) (a) Y = Yr x Ya where Yr C Rp1, Y2 C RP2, p, + p, = p; 
(b) Write y  = (y’, y”) where y  E Y, y’ E Yr , y” E Ys , and x’ = 
( x1 ,..., x,-~). Then for any t E [0, T], x’ E R’+l, y” E Y2 , 
(c) There is an E* > 0 such that, for 0 < x, < E*, the variabley’ does 
not appear in the functions f.(t, x’, x,, , y, x), 1 < i < ?YZ - 1, i.e., for any 
Y’ E Yl, P’ E Yl , 
f$, x’, x,, y’, yn, 2) = fi(t, x’, xn*, p’, y”, z) if l,(i<m-1. (3.3) 
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(QJ (a) There exists a positive number ~a such that the partial derivatives 
aj$(t, X, y, x)/axi (1 < i, j < nz) exist and are continuous if 0 < X, < E,, . 
(b) For any control functions y  = y(t), x = x(t) for which the corre- 
sponding trajectory x(t) satisfies 0 < ~,~~(t) < l a in some subinterval (t, i) 
of (t, , T), set 
b,(t) = 2 (4 x’(t), 0, y(t>, a> (1 < i, j < 4, (3.4) 
where N(tj = (x’(t), am). C onsider the linear differential system 
.w> = L (1 < i < m). (3.6) 
Then there exists a positive number 0, independent of y(t), x(t), t, i, such that 
GL(tj b 4 if t < t < t=. (3.7) 
We remark that ilz the corzdition (PJ we allow either Y1 OY IT2 to be the empty 
set, 
LEIWK~ 3. Let (i)-(iii) hold and assume also that (PI), (Q1) hold. Then there 
exist positive mmbers E~ alld t+ such that the following is true: Let y(t), x(t), x(t), 
t, i be as in (Q1), and let T(t) be any trajectory in Xt,,T satisfyirzg 
/ .qt,(t) - x(t)l < El 
and 
0 < Qt) < E. fOl i<t<i. 
Set 
i&(t) = fl$$ (t, s%(t) + (1 - s) x(t), y(t j, z(t)) ds. (3-g) 
J 
Let z(t) be the solution of (3.5) with bij(t) repZaced by gij(t) and with 
1 $(i)l < El (1 d i < ?72 - l), 2&) >, 1. 
Then Z,,,(t) 3 0, for all t E (i, t=). 
Proof. It suffices to consider the case where zm(t) = 1, for otherwise we 
consider AZ (instead of z) where X = l/&(f). We have 
sup= 1 bii(t)l < K 
t<t<t 
(R constant), (3.9) 
sup = 1 &j(t) - b,&)l < W(Er) (W(U) + 0 if u -k O), (3.10) 
i<t<t 
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where K and w are independent of y(t), z(t), x(t), z(t), t, i. In deriving (3.9) 
we use the fact that the family of all trajectories of (l.l), (1.2) is uniformly 
bounded. In deriving (3.10) we use the continuity of afi,iaxj. 
From (3.9), (3.10) it follows, by a standard theorem, that 
where K’ is a constant depending only on K. The assertion of the lemma 
now follows with 19, = 8,,/2 and with or such that W(EJ < 0,/2&Y’. 
We now state the main result of this section. 
THEOREM 1. Let X and ax, 6e given by (3.1) and assume that (i)-(vi) and 
(Pr), (Qr) IzoZZ. Uzen th e I erential game associated with (3.1)-(3.3) and X, d# 
ax, has Value. 
Proof. Each number V, is a finite number. (This implies that 178, V+, V- 
are also finite numbers.) Indeed, to prove it, it suffices to show that for any 
a-strategy As there is a S-strategy r, such that the corresponding trajectory 
x(t) remains in X for all t E (t,, , T). Thus, we have to choose I’, such that 
whenever x(t) comes near 3X it is “forced away” from it in the pursuing time. 
The construction of such a S-strategy I’, can be given similarly to the con- 
struction of n ,^ in the proof of Lemma 2 of [3]. One uses here the condition 
(3.2). 
From Lemma 2 and its corollary it now follows that it is sufficient to prove 
the following statement: For any y > 0 there exists an infinite subsequence 
(6’) of (8) such that 
V” - v, < 2y for all 8 = 8’. (3.11) 
Now, Lemma 1 implies that for any 8 there exists an upper a-strategy 
for y, and an upper S-strategy 
26 = (Lpi,..., &) 
for z, such that 
v”<P[A,p] +6 for alld,, 
v, > P[T, , B] - 6 for all r, . 
Observe that (3.12) is equivalent to the following statement: 
v/‘s < P(F;“(z), z) + 6 for any control x, 
(3.12) 
(3.13) 
(3.14) 
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where l’“(z) is the control with components 1”“*~‘(zr r..., zj) in lj , zL being the 
component of x in IL . 
We shall modify pis into pa in such a way that for any control x, the trajec- 
tory corresponding to (p6(z), z) stays in X and away from 3X, , whereas, 
at the same time, 
j P(ITB(x), X) - P(Fa(Z), X)i 
is small, uniformly with respect to z. 
In what follows, E is a fixed sufficiently small positive number. It will 
depend on the system (l.l), but it will not depend on y, 6. 
For any X 3 0, denote by HA the hyperplane zW, = A, and denote by 
nn+ ([II,-j the half-space given b;v 3c,, > h (x, < A). For any control func- 
tions x = z(t) and y  = y(t) = (P(z))(t), denote by x(t) the corresponding 
trajectory of @.I), (1.2). In view of (2.6), (3.1), and (3.14) the trajectory x(t) 
remains in X = I&+ for all t E [to, T]. 
DEFLNITION. I f  a(t) > h for all t in some interval (a, 6), but x(ta) < h for 
a sequence {ts}, t, L b as k -+ 00, then we say that x(t) crosses n[, dommvard 
at t = 6. 
We shall take E so small that CY,, E JJ +. If  x(t) does not leave J”&, then we 
have 
xm(t) > ; for all t E [to, T]. (3.15) 
In this case we take pa(x) = F”“(x). 
Suppose now that x(t) does not remain in JJ’r,s for all t e[t,, , T]. Denote 
by tl the hrst point in [t, , T] where x(t) crosses l&a downward. Denote by 
[tr , t2] the largest subinterval of [tl , T] such that x(t) E I$- for all t in this 
interval. Since, almost everywhere, / dx(t)jdt / < K where K is a constant 
independent of the particular trajectory, and since j x(tl) - zc(fJ\ = e/2 if 
t, < T, we have 
t2 - t, > c,,e if t, < T (cO positive constant). (3.16) 
The points t, , t, are contained in some intervals Ik, and Ih, , respectively. 
Denote by tl’, t,’ the initial point and the end-point of I&, andIkz , respectively. 
In what follows, r) is a fixed sufficiently small positive number. It will 
depend on the system (1.1) and on y, but it will not depend on 6, E. 
We shall modify the components p8*j of F8 for i = k, ? k, + l,..., 121 + s 
where s will be determined later on. Set cr = [q+]. We assume that 6 is 
sufficiently small so that kl < 4 + u < ks . We shall denote the modified 
components yj by yj , and write 
yi = fyXl ,..., 2;.) (k, d j < 4 + 4 
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We shall denote the resulting modified trajectory by 3(t). Our aim is to 
choose the jij in such a way that 
where c is a positive constant independent of q, E, 6. 
BY (PI), 
as long as 0 < xm(t) < E. If  
s 
’ s $n(t, x(t), y(t), z(t)) dt > ; - f j-, A(t) dt 
4 4 
for j = kr , then we take jjj = yi . Otherwise we cloose yj = (yi, yy) such 
that 
f 1 fnz(t, x(t), r(t), z(t)) dt > ; * f I h(t) dt. (3.18) 
‘j ‘j 
Setting If”+r ,..., xj) = rj for j = A,, we proceed in the same way to 
define psif for j = kl + 2,..., k, + s. The number s is such that either 
&+s = 4, or (3.18) occurs u times. 
In what follows we shall denote by K any one of various positive constants 
independent of y(t), x(t), E, 8, y, q. 
Set t = ta’ + (k, + s)6. It is clear that 
j Xm(t) - .r,,(t)l < K7)” for t,’ < t < t. (3.19) 
If  Ikl+” = lk, then one can easily show that (3.17) holds. If  Iklcs f  I** 
then we have 
t - t1’ < C’E (c’ constant). (3.20) 
This follows from 
Using (3.20) and (3.19), the assertions in (3.17) can be deduced. 
We now turn to the intervals Ij with j = k, + s,..., k, . Here we do 
not change the components of the y-controls yj . We shall write 
yj = I+yzl ,...) q) if A1 + s < j < kz , (3.21) 
and we shall denote the corresponding trajectory by g(t). 
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LEMMA 4. There exists a positive constant E, indeperrdezt of y(t), x(t), 6, -q, E 
such that 
Gus 3 qE for all f,’ < t < t,‘. (3.22) 
Proof. In view of (3.17), it remains to prove (3.22) in the interval 
t < t < t21. Set X(t) = T(t) - x(t). Since xm(t) > 0 for all IE [to, T], 
(3.22) would follow from the inequality 
-G(t) >, + (t < t < ti). (3.23) 
Since 
fii(t> qt>m, 4t>> -fi(t, w, y(t), 4t)) 
= 
s 1 $f& w + (1 - s) x(t), y(t), W) ds 
= El [J: g tt, sz(t> + (l - s, x(t), y(t), ?Xt)) ds] [%jta) - xj(t )]Y 
we see that X(t) is a solution of (3.5) in (t, ts’) with bij(t) replaced by the 
&(t) of (3.8). We also have 1 g(t) - x(t)\ < pi in (E‘, ta’) if E is sufficiently small. 
Indeed, since &f?(t) and x(t) are solutions of the same differential system but with 
different initial conditions, and since [cf. (3.20)] j %(t) - x(E)/ < K~E, it 
follows that j z(t) - x(t)\ < Kye < or , if 7~ < EJR. 
Consider now the vector function 
Z(t) = $. 
In view of (3.17), z,(t) 3 1. We also have, by P%(c) and by (3.20), 
/ .@)I < Kc < El if 1 < i < m - 1 and E is sufficiently small. Hence 
we can apply Lemma 3. We conclude that z,(t) > 0, for all t < t < t2’. 
This gives (3.23) with E = co, . The proof of Lemma 4 is thereby completed. 
If  t,’ < T, then we move into the interval (tB’, T) and repeat all the previous 
analysis with t, replaced by t,‘. Thus, either the trajectory i?(t) satisfies 
Fn2(t) 2 c/2 [cf. (3.15)] for all t E (ts’, T), or there is a pair (ii, &) 
defined with respect to x(t) in the same way that (tl , te) was defined with 
respect to x(t). In the latter case we modify the components fid,i in a block 
of CT intervals 1, , the first one being that containing ii ; here o is replaced by 
o = [+/S], where 7 = Qq and Q is a sufficiently large positive constant; Sz, is 
sufficiently small. Analogously to (3.16) we have: & - ii > CUE. 
If we now repeat the same procedure step by step, then after a finite number 
h of steps we arrive at a subinterval (t *, T) such that either %Jt) > e/2 for 
all t E (t*, r), or else there is a pair (t,*, t,*) analogous to (tl , ts) with 
t,* = T. Indeed, since for each pair analogous to (ti ) ts) the analog of 
(3.16) holds, not only is X finite but also A < K/E. 
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Let us denote by Is8 the upper S-strategy obtained from FS by making the 
above modifications. Set 9 = ps( z , ) and denote by %(t) the trajectory corre- 
sponding to y, x. In view of (3.22), we have: 
qJt> 3 qE (3.24) 
for all t E (to , ts’). The same inequality holds also in (tz’, &‘) (is being the 
end-point of the interval irj containing t?;), etc. Thus, (3.24) holds for all 
t E (to > T). 
Since T(t) f y(t) on at most h intervals, each having length < (Q’ (Q’ is 
a suitable constant) TE, we have 
I a(t) - IL”@ \< k jIo I %(T) - x(~)~ dr + K~, 
if 8 is sufficiently small. It follows that 
sup 1 x(t) - s(t)/ < Kv. 
t,<t<z- 
Also, 
(3.25) 
I P&q - Pt&)I d %(rlh %(rl) -+ 0 if 17 -+ 0. (3.27) 
The function 01~ is independent of the controls z, y, 7. 
Since x(t) and Z(t) remain in X for all t E [to, 7’1, the payoffs P(y, z), 
P( 7, z) are computed from the formula (1.3). Making use of (3.26), (3.27) 
we then conclude that 
I JYY, 4 - P(YY 4 < 477), 
This can also be written as follows: 
“(7) = 2%(7l)~ 
I wy434 - WY47 41 < 4rl)- (3.28) 
In the derivation of (3.28), (3.24) we have assumed that E is a fixed and 
sufficiently small positive number, that 7 is any fixed and sufficiently small 
positive number, say 7 < Q, , and that 6 < 6, where 6, is sufficiently small, 
depending on E, 7. We shall continue with a fixed E, but consider r] as a para- 
meter in the interval (0, q,,). Using (3.14) we can then state: 
LEMMA 5. There exist positive numbers q0 , c* and a positive valued 
function a(q) dejiked in (0, Q,) and satisfying a(q) + 0 if q ---f 0, such that the 
following holds: Let 7 E (0, T,,). Then, f oy any 6 suficiently small, say 6 < So(q), 
there is an upper S-strategy Pa for y  such that 
vs < P(P(x), z> + 6 + 47); (3.29) 
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furthermore, the trajectory F(t) corresponding to P(z), z satis$es: 
iqt) 3 c*q. (3.30) 
Note that (3.29) is equivalent to 
V6 < ws , m + 8 + &> for alld,. (3.31) 
We shall now complete the proof of Theorem 1 by arguments similar to 
those used in the proof of Theorem 1 of [I]. 
Fix a point z in Z and consider the following game of GS : x chooses 
2;~SonIr. Then y  chooses y1 = fVz, on Jr . In general, 
q(t) = &-‘(yl ,..., y-l)(t - S) for t E 4 , 
yj(t) = Pi(zl ,..., 2$)(t) for t E Jj . 
(3.32) 
Denote by ys(t), z*(t) the control functions thus defined, and denote by 
x”(t) the corresponding trajectory. 
We can write 
4.1 = 21 3 % = 4,&l ,Yl >.-*, Y&l) (2 < i d n> 
where 
68 = (&,l P-v., &,?J 
is a lower S-strategy for z. Then (3.31) gives 
vs < w* , f*1 + 6 + 4T)). (3.33) 
We shall compare the above game of Ga with the following game of G, : 
First y  chooses the control y1 on 1, as before. Then x chooses X, = n”sJy, 
on I; . In general, 
y  chooses y9 on Ii as in (3.32), 
x chooses X~ = o”“*i(yl ,..., y.J) on 1, , 
(3.34) 
Denote the control of x thus defined by z”(t); the control function for y  is 
the same function y*(t) as before. Denote the trajectory corresponding to 
ys ,z? by x8 . We can write 
where 
is a lower S-strategy for y. Then (3.13) gives 
v* > P[l-6, a] - 6. 
From the definitions of z”(t), zs(t) we see that 
z.,(t) = zyt - S) if t,, + 6 < t < T. 
(3.35) 
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By Lemma 4 of [l] there exists a subsequence (6’) of {S} such that 
sup 1 z@(t) - xa(t)[ -+ 0 if 6 = 6’+ 0, (3.36) 
t,<t<z- 
j j; h(t, “y”(t), y”(t), @>) dt - j:, W, x,(t), y”(t), 4t)) dt j - 0 (3.37) 
if 6 = 6’ -+ 0. 
By Lemma 4 [cf. (3.30)] we have +~,~“(t) >, c*q for all t E [to, T]. Combining 
this with (3.36) we see that both x6(t) and x,(t) remain in X for all t E [t,, , T] 
if 6 = 6’ is sufficiently small. The payoffs P(ys, .zJ and P(yd, 9) are therefore 
computed from the formula (1.3). Taking (3.36), (3.37) into account, we 
conclude that 
I P(YS> 2”) - P(YS, %)I - 0 if 6 = S’ -+ 0. (3.38) 
Fixing q such that a(v) < y  and combining (3.33), (3.35) with (3.38), we 
get the assertion (3.11). Th’ IS completes the proof of Theorem 1. 
4. EXISTENCE OF J7mm (CONTINUED). 
In this section we shall extend Theorem 1 to more general phase sets X. 
We begin with the case where 
x = (x; x+1 3 0, x,, 3 O}, 
ax, = (3~; x,% = 0, x,-~ > pL), 
(4.1) 
ax, = 1~; Y,-~ = 0, X, > pj, 
ax@ = (ZC; X, = 0 and 0 < .x,-i < p, or x,-i = 0 and 0 < x, < ,uL), 
where p is a positive number. Instead of (Pr), (Q,) we assume 
(Pa) (a) Y = Y, x Y2 h w ere Yi C R*l, Ya C Rps, p, + p, = p; 
Z = Z, x Z, where Z, C Rg1, Z, C Rap, q1 + qz = q; 
some of the sets Yi , Ya , Z, , Z, may also be the empty sets. 
(b) Write y  = (y’, y”), z = (x’, z”) for y  E Y, y’ E Y, , y” E Y2 , x E Z, 
z’ E z, ) XR E z, . Also write f’ = (x1 ,..., x,-J. Then, for any t E [0, T], 
x’ E RnL-2, y” E Y2 , 2” E Z, , 
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(c) The following relations hold for some E* > 0 and for all t E [0, T], 
IL”” E Rnl-2, ( y’, y”) E Y, (x’, x”) E 2, 7’ E Yl , Z’ E 2, : 
fi(“, x’, X,-l , x,, y’, y”, 2) = f&, x’, %n-1 , .%l , r’, yn, z> 
if 0 < x, < E*, xm-r > EC, i = l,..., m - 1; (4.4) 
f&, 9, x,-1 , x, ) y, x’, 2”) = f&, x’, X,-l ) x, , y, 5’? 2) 
if 0 < x,,+r < E*, x, > p, i = l,..., 112 - 2, m. (4.5) 
(Q,) (a) There exists a positive number q, such that the partial derivatives 
&(t, x, y, z)/8xi (1 < i, j < m) exist and are continuous functions if either 
xnzpl >, 0, 0 < x, < e. or x, > 0, 0 < x,,-1 < co . 
(b) Define &(t) by (3.4) in case the trajectory x(t) satisfies the conditions 
of (Q,) (b) and x,,-r(t) 3 p for i < t < i. Similarly define Jij(t) by inter- 
changing the roles of m and m - 1 in the above definition of bij(t). Define 
Z(t) by (3.5), (3.6). Similarly define g(t) to be the solution of (3.5) with bij(t) 
replaced by Cij(t), satisfying the initial conditions 2$(t) = 0 if i # m - 1 and 
.&&t) = 1. Th en there exists a positive number 8, independent of y(t), 
z(t), EY i such that (3.7) holds in case 0 < x,Jt) < co , x,-r(t) >, ,u in (E, i), and 
1 
ZwL-l(t) 3 6, in [t‘, i] 
in case 0 < x&t) < eo, +(t) > p in (t, f). 
Let c be an arbitrary positive number. In the following theorems we assume 
that T - to < y; the number y  is such that no trajectory can intersect both 
an &neighborhood of i3XV and an &neighborhood of a& . 
THEoRIm 2. Let X, 3X,, ax,, ax0 be given by (4.1). Assume that 
(i)-(vi) n~zd (Pa), (Q,) hold. Th en tlze dzfterential game associated with (l.l), 
(1.2), (1.3), with the phase set X and with the triple (aXW , ax, , aXo) has V&e 
provided T - to < y. 
Proof. The proof is similar to the proof of Theorem 1. Given ps, J”6 as 
in that proof, we modify p8 into ps as in Lemma 4. Thus the trajectory 
corresponding to p8(x), z “stays away” from &Y, , whereas the payoffs 
corresponding to the pairs (2’“(z), z) and (p8(z), x) differ “very little” from 
each other. 
We now modify o”8 into ba in such a way that the trajectory corresponding 
to any pair y, ds( y) “stays away” from &Yz and, at the same time, the payoffs 
corresponding to the pairs [y, J8(y)] and [y, da(y)] differ “very little” from 
each other. The construction of iis is very similar to th.e construction of fs. 
We now have, in addition to (3.31), the relation 
v, > P[r, ) &] - 6 - CL(q)‘ (4.6) 
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We complete the proof of Theorem 2 by the arguments following (3.31), 
replacing da by zs. 
We shall now extend Theorems 1, 2 to more general sets X. We begin by 
stating various conditions. 
(RI) X is a closed domain with boundary aX = ax, u aX, u aXa (disjoint 
union), and dist(aX, , 3X,) > 0. 8X, is nonuseable. 
(R,) The derivatives af(t, x,y, .z)/&q (1 < i, i < m) exist in some (open) 
X-neighborhood containing 8, u 8Xz . 
(Rs) For every x* E ax, there exists an open neighborhood N,* of x* on 8X 
with Cs coordinates 0, ,..., 0,-r . 
By (R,) it follows that we may assume that N,* I? ax, = ,@. 
Denote by p(x) the distance from a point x E X to ax. Then, from (Rs) it 
follows that (0, p) = (6, ,..., em-r , p) form a Cl coordinate system in some 
X-neighborhood iMy* of NV*. We can therefore write the differential system 
(l.l), in i&*, in the form 
de. $- = a, 4 f, Y, 4 (1 < i < m - l), 
2 = A$, 4 f, Y, 4’ 
(4.7) 
(R4) For each xx E ax, there is a decomposition Y = Yr x Y2 where 
YI C RPI, Yz C Rpz, p, + p, . One of the sets Yr , Y2 may be the empty set. 
Write y  = (y’, y”) where y  E Y, y’ E Yr , y” E Ys . Then 
(4.8) 
for all 0 E NV*, y” E Y2 , t E [0, T]. Furthermore, for some E* > 0, the functions 
Let, 6 p, Y’, YB, t), l<i<m-1, 
are independent of y’ if 0 < p < E*. 
W Lety(t), z(t) b e any control functions and let (B(t), p(t)) be any solution 
of (4.7) in MU*, for t‘ < t < t. Define 
aL 
ut) = w (4 e(t), 0, I, 4t)) (where 0, = p). 
1 
Then there exists a positive constant 0, , independent of y(t), x(t), x(t), t 
and r!, such that the solution Z(t) of (3.5), (3.6) satisfies (3.7). 
We define the conditions (RG), (R,), (Rs) analogously to (Ra), (R4), (RJ, 
respectively, by interchanging y  with a, (y’, y”) with (a’, a”), and replacing 
~j by a (41 + 42 = 4). 
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We can nom state the following theorem which contains Theorems 1 and 2 
as special cases. 
THEOREM 3. Let the conditions (i)-(vi) and (RI)-(Rs) hold. T/ten the 
d@krentiuZ game associated with (I.l), (l-2), (1.3), X and (3X, , aXz , 3X,) 
has Value provided T - t, < y. 
Proof. The proof is similar to the proof of Theorem 2. The only difference 
occurs in the manner by which we modify Pa into p8 and ds into da. It will 
be enough to give the construction of pa. 
The trajectories of (1 .l), (1.2) are uniformly bounded, by a constant L, 
say. ?&‘e cover the set ax, n {x; j x j < 2L) by a fmite number of neigh- 
borhoods AT,,, , each being of the form N,* for some x* E ax,. 
Take a trajectory x(t) corresponding to a pair (r&(z), a$. If  s(t) “stays away” 
from a& (i.e., if its distance to Z&, is >e/2, E a small positive number similar 
to the E in the proof of Theorem l), then we do not modify p. If, however, 
x(t) does not “stay away” from ax, , then it first “comes near” one particular 
iVy,; . We now modify 278-j on some consecutive intervals Ij as in the proof of 
Theorem 1 (where these Ij were Ire, ,..., 
>C~JE from IVv,i [cf. (3.22)] f  
l!,+,J so that x(t) stays at a distance 
or a certam interval defined analogously to 
(t,‘, ts’) of Section 3. iV,,i may not be uniquely determined in the above 
considerations. However, we can always choose such an iv,,, such that (3.16) 
holds. 
Now begin with the second step of modifying F&, but instead of considering 
the trajectory x(t) over the interval (to , T) we have to consider the modified 
trajectory x(t) over the subinterval (t,‘, T). Proceeding in thii way step by step, 
we complete the construction fs after a finite number of steps. The assertions 
of Lemma 4 are then valid with one difference: Instead of (3.30) we now have 
dist(s(t), ax,) 2 C*T. 
In Theorem 3 we assume that 8X, and aXz are in class c”. Motivated by 
applications, it is desirable to consider also cases where 8X, and aXa are 
piecewise c”. Additional conditions are then required near the “corners.” 
For simplicity, we shall consider here only the case where X is defined by 
and 
x m. > 0, %2&l a o,..., %n 2 0, (4.9) 
ax, = (x E 8X, ~,~+rx,~+s *.. x, = 0 and xmO > TV ,..., ‘T.,,~~ > p}, (4.10) 
ax, = (x E 8X; ~,~x~,+i ... x,~~~ = 0 and x,~ > p,..., x,, 3 cl), (4.11) 
where p is a positive number, and 1 < m, < m, < m. 
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Consider the case where ml = m - 2, m, = m,-, . Then aX, = ax,, = 0, 
and 
ax, = ax,,, u ax,,, (4.12) 
where 
ax,,, = (X E ax, X, = 0, x,,~-~ 2 0) 
ax,,, = (X E ax; x,-~ = 0, X, 2 0). (4.13) 
We now need to assume conditions analogous to (R&OS) on the portions 
of ax, which lie outside any given neighborhood of ax;,, n aXu3, . In 
addition, we need to impose some additional assumptions, stronger than the 
analogs of (RI)-(Rs) in some neighborhood of ax,,, n ax,,, . Thus, instead 
of (3.2) we assume that 
Fz; m&tr min{f,(t, Xn, 0, 0, y’, y”, z),fmP1(t, xc, 0, 0, y’, y”, Z)> > 0 (4.14) 
where X” = (‘vi ,..., ~,~-s). Instead of (3.3) we assume that when 
0 < x,,, < E*, 0 < x, < E*, 
fi(f, XV, x+1 , x, ) y’, y”, z) = f&, XH, x+1, x, , y’, yn, x) 
if 1 <i<m-2. (4.15) 
Defining bij(t) by (3.4) with x’(t) replaced by (xl(t),..., x,-s(t), 0), we denote 
by Z(t) the solution of (3.5) satisfying Z,(t) = 0 if 1 < i < m - 2, 
Z,(t) = A, Z,-,(t) = p, for any h 3 0, p > 0, X + p = 1. Then, instead of 
(3.7), we require that 
-&n(f) b 4A Gn-l(f) 3 4lP if t < t < i. (4.16) 
THEOREM 4. Let (i)-(vi) hold. Let X be dejined by (x E Rm; x,, > 0, 
x, > 0} and let ax,, = ax. Let all the foregoing assumptions (follozuing (4.13)) 
be satisfied. Then the dz#erentiaZ game associated zuith (l.l), (1.2), (1.3) andX, 
ax, has Value. 
We shall omit the details of the proof. 
Theorem 4 can be extended to the case where X is given by (4.9) and 
ax, , 8X, are given by (4.10) (4.11). We shall omit the formulation of the 
precise conditions that one has to make near the intersection of two or more 
planar portions of ax, (or of ax,). 
The conditions (3.2) for i = l,..., r may be omitted at the expense of 
strengthening the condition (QJ (b) t o read: The solution Z(t) of (3.5) with 
Zm(t) = 1, Z,(t) = yi (1 < i < m - 1) satisfies (3.7). Here ~/r+i = **. = 
y,+i = 0, and, for 1 < i < r, the yi are any numbers obtained from the 
relations 
h s:fi(T, X(T), Y’(T), Y”(T), 44) dT - h ~:fih 44, ~‘(4, ~“(4, +>> dT 
= n(t - i) (0 < h < 4 (4.17) 
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where the functions CC, y’, p’, y”, z are variable and t E (t, t + 7~). Here .A is 
a constant depending only on the functions f  and on X. 
For the sake of references, let us define the conditions (Pi”), (Qr”): 
(Pi*) (Pi) holds with one change: In (Pi) (c) the relations (3.3) are only 
assumed for i f  ir ,..., i i: i, (1 < ii < ..a i, Q m - 1). 
(a,*) (Q,) holds with one change: In (3.6) the initial conditions for 
Z,l(i),..., Z,;(i) are taken to be 
Z,(f) = Yi, ,-a-, Zi$) = YE, , (4.18) 
where the yi are any numbers defined by (4.17). 
Similarly we define the conditions (Ps*), (Qs*), and (R4*), (R5*), (R:‘), 
(Rs*). We can now state the following theorems: 
THEOREM 1*. Theorem 1 remains true if (Pr), (QJ are replaced by (Pi*), 
tQ,*>- 
THEOREM 2”. Theoyem 2 remairzs true if (P,), (Q2) are replaced by (Pz*), 
(Q,*>. 
THJZOREM 3”. Theorem 3 remains true if (R,), (Rs), (R,), (R,) are replaced 
by (%*I7 (R5*h (R,*), (h*). 
Remark. In specific examples one may have to use variants of Theorems 
3*, 4. We briefly give one such variant. Suppose that all the conditions of 
Theorem 3” are satisfied with one exception: There exist points x* in 8X, 
(or in ax,) for which any ax-neighborhood N* of x* is not in Cs. Suppose, 
however, that for each such x* there is a neighborhood N* such that the 
“corner conditions” of Theorem 4 are satisfied for it. By combining the proof 
of Theorem 3” with a local version of Theorem 4 we then conclude that the 
game has Value. 
We shall give some examples. 
EXAMPLE 1. Tke conditions of Theorem 2 are satisjied for the d$erential 
game associated with (2.3), (2.4), (2.5), (2.7). 
Proof. Taking Y = Yi , Z = Z, we easily see that all the conditions of 
Theorem 2, with the possible exception of (Q,) (b), are satisfied. To prove 
(Q,) (b), it is enough to consider that part of the condition which involves Z(t). 
The system (3.5) now has the form 
dz, -= 
dt -41-G , 
(4.19) 
dZ, 
dE- - --b(t) Z, , 
(4.20) 
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where a(t) 3 0, 6(t) > 0, and (3.6) becomes 
z,(t) = 0, Z,(f) = 1. (4.21) 
Denote by (t, o) the largest subinterval of (t, i) such that .Za(t) > 0 in 
(j, a). From (4.19) it follows that Z,(t) < 0 in (t, u). Hence, by (4.20), Zz(t) 
is a monotone increasing function in (t, u). It follows that o = i and Zs(t) 3 1 
in (f, i). Thus, the assertion (3.7) holds with 0, = 1. 
EXAMPLE 2. Consider another version of the war of attrition and attack 
([4; p.3303): The differential equations are 
dx,- 
dt - ml - c1*.v2 , 
dx2 
dt - m, - wx1x2 , 
the payoff is given by (2.4), and X, aXU , 3X, are as in (2.5), (2.7). All the 
conditions of Theorem 2 with the possible exception of (QJ (b) are satisfied. 
As for (Q1) (b), the system (3.5) at x2 = 0 becomes 
se 
dt - -a(t) z, ) 
dt - --b(f) Zz(f>, 
where u(t) > 0, b(t) > 0. Th e initial conditions are as in (4.21). It is clear that 
there exists a 0, > 0 such that (3.7) holds. In fact, we can take 0, = e-s(T--to) 
where b(t) < ,EL 
EXAMPLE 3. The Battle of Bunker HiZZ ([4; p. 3171) is governed by the 
differential equations 
dpn, 
dt - E3 - ClP, 
d??Z, -= 
dt E4 - c2*. 
Herey=~andx=p,varyintheintervalO,<T~l;~~,~~,p~,p~are 
positive constants, and <I = c2 = ~~ = c4 = 0. We shall consider a modified 
version where Ed > 0, ~a > 0, c3 > 0, c4 > 0. The phase set is given by 
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[r > 0, (a > 0, m, 3 0, m2 3 0. The nature of the game is such that one 
should take 3X, to be a subset of El > 0, m2 3 0, and ax, to be a subset of 
t2 > 0, m, 2 0. 
Suppose that the set 
ax,,, = (h = 0; 5, > 4 ml > A, mz b A>, 
where h > 0 is a subset of a,Y, , and let 
xl = m, , x2 = & 3 x3 = m2 , x4 = f1 . 
We want to verify the conditions (PI*), (Qr*) with Y = Y1 . (PI*) is easily 
verified; here we use the assumption that c1 > 0. As for (Qr*), the system 
(3.5) b ecomes 
dZ1 0 -= , dZ2 
dt dt 
- -u(t) 2, (a(t) 3 0)s 
dz, o d-G 
dt=’ dt 
_ = -b(t) 2, (b(t) 2 01, 
and the initial conditions (4.18) become 
Z,(i) = 0, Z,(i) = 0, Z,(i) = y, z*(t) = 1 
where y  = -8, 0 < B < A (A constant). We can argue as in Example 1 and 
conclude that Z4(t) >, 1 for all t < t < i. 
The subset 
ax,,, = h = 0; & 3 A, t2 > 4 m2 b 4 
can be treated in a similar way. In considering a subset of ax, having the 
form 
ax,,, = El + m2 < X, if2 >, A, m2 >, 4 
where A, 1 are positive numbers, we have to verify the conditions “near the 
corner” of Theorem 4. This can easily be done. The remark following 
Theorem 3* applies to the present example. 
5. LIPXHITZ CONTINUITY OF ?' 
We shall need the following assumptions: 
(vii) For any t, t in [0, T], x E R”, y  E El’ and 2: E Z, 
If@, x,y, 4 -f(f, x, y, z)l < R I t - t‘ I. 
(viii) Foranyt,fin[O,T],xER”,yEYandxEZ, 
lh(t,x,y,z)-h(t,x,y,x)! <&It-El; 
(5.1) 
62) 
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furthermore, 
(5.3) 
where g(x) is uniformly Lipschitz continuous in Rm. 
TQe shall denote the interior of X by X. 
THEOREM 5. Let tlze conditions (i)-(viii) and (RI)-(R,) hold and let 
T - to < y. Then V = V(x O , to) is uniformly Lipschitz continuous in compact 
subsets of .i? x [0, T). 
It is assumed here that the sets 3X, 3X, , ax,, are independent of (x0 , to). 
Proof. For simplicity we shall consider only the case where X, 3X,, ax, , 
ax, are as in Theorem 1. We have to prove: For any compact subset S of 
if x P:o, T), 
1, V(x, , to) - V(%, t)l < K,(J x0 - E 1 + 1 t, - if I) = .A (5.4) 
for all (x0 , to), (5, t) in S. We introduce the upper s-values Vs(xO , to), 
P(z, t). Then, (5.4) is equivalent to 
We now construct p8 as in the proof of Theorem 1, with E small and fixed 
and with 
r] = K-(1 x0 - 3 1 + / to - t I) (5.6) 
where K is a positive constant to be determined. We may assume that 
1 x,, - x I + j to - t I is sufficiently small, so that r] is as small as needed in 
the proof of Theorem 1. 
Note [cf. (3.26), (3.27)] that now a,,(q) = const 7, so that also 
~$7) = const 7. Therefore, by (3.29), 
V”(xo , to) < P(fic(x), x) + c’q (c’ constant) (5.7) 
if 6 is sufficiently small, and 8 < 7. 
We now employ the map 9 used in the proof of Theorem 4 of [l]. It maps 
controls and a-strategies corresponding to the interval (to , T) to controls and 
S-strategies corresponding to the interval (t, T). It also maps the corresponding 
trajectories, and 
to;;$T I x(t) - Gfq(t>l d 41 x0 - 3 I + I to - f I> 
where ti = marr(t, , f). 
(c constant) (5.8) 
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By (3.30), xm(t) > c*q. Hence if K in (5.6) is such that c*K > c then it 
follows from (5.8) that when x(t) is a trajectory corresponding to (pS(x), x) 
then (#x)(t) lies in X for all t E (tl , T). We can also ensure that ($x)(t) will 
remain in X for all t E (t, tl) (in case r! < ti) by taking K to be sufficiently 
large (independently of x,, , x). 
We conclude that if y  = f&(z), then both P(y, z) and P,(#y, Qx) can be 
computed from (1.3). Here P,(y, z) is defined analogously to (1.3), but with 
t, replaced by t and with &x) = g(r(T)). We then obtain 
I P(Y, 2) - P&h $41 < C(l so - 3 j + I to - f I). 
Combining this with (5.7) it easily follows that 
vyx, ) to) < YS(%, t) + C(l x0 - x / + j to - t I) + c’7p 
Interchanging the roles of (x0 , to) and (2, t) we obtain another inequality. 
I f  we substitute 7 from (5.6) into these two inequalities, then we obtain (54, 
after letting 6 -+ 0. 
6. EXISTENCE OF SADDLE POINTS 
We shall need the following lemma. 
LEMMA 6. Assume that (i)-(iv) alzd (vii) hold and let k,(t, x, y), k,(t, x, z) 
be continuous functions in [to , T] x Rr* x Y and [to , T] x R” x Z, respec- 
tively. Let yJt), .zh(t) b e an y  contPo1 functions for y, x, respectively, for each h 
in a sequence (A,); A, L 0 if n p cc). Let SA(t) b e an y  control functim satisf~&zg 
iTA = z,,(t - A) for to + h < t < T, X E {A,}. Denote by x,,(t) and gAh(t) the 
trajectories corresponding to y,,(t), xn(t) and to Yh(t), Sh(t), respectively. Then 
there exists a constant K independent of y,, , x,, , such that 
and 
as h 
sup I %(4 - T&l d KJ for all A = A,, , 
t,<t<T 
s: MC W), y&N dt- ,: h(t, 4th yh(tN dt - 0, 
1: hz(f, &(t>, &(t)> dt - s; &(t> ~,(t>> z,,(t)) dt-30, 
A, 3 co. 
(6.2) 
(6.3) 
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This lemma differs slightly from Lemma 4 of [I]. In the latter lemma we 
did not assume that (vii) holds, and proved (6.2), (6.3), and [instead of (6.1)] 
for h is a subsequence of {A,}, h -+ 0. 
Proof. Set qh(t) = 1 a,(t) - am]. F rom the assumptions (ii), (iv) we have 
+ / ,1. [f *(“, %(d, &h(7)) - f ‘(7, %(~h %(d>1 dT 1. (6.4) 
We write the last integral in the form 
Clearly, 
Next, 
[f ‘(7, G(T), 4(T)) - f “(7 - A, %(T - A>, %(‘+)I d7 t,+n 
(6.5) 
+ s:,f “(7 - A, %(T - A), %(T - A)) dT - ,: 
Cl 
+Af2(T, %(‘-1, %(d)dT 
EE II + Is - I3 . 
Since f “(t, X, x) is uniformly Lipschitz continuous in (t, x), and since 
1 x,,(T - h) - q(T)1 < COnSt /\, 
We get 1 I1 1 < COnSt A. If we substitute 7 - h -+ 7 in I2 , then we get 
1, = j”;f 2(T, %(T), %(d) dT. 
Hence I1a - 1s / < const A. Combining these estimates with (6.5), we con- 
clude that 
j ,I, [f2(7, %(T), ~,h>> -f2(7, %(T>, G(T))] dt / < const. A. (6.6) 
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Substituting this inequality in (6.4), we easily get 
rl&) < m. 
This completes the proof of (6.1). (6.2) follows immediately from (6.1). To 
prove (6.3) we slightly modify the proof of (6.6) for f 2 = K, . (Note that R, 
is not assumed to be Lipschitz continuous in t, ZC.) We obtain 
We now use the relation 
1’ k,(t, a,(t), 2,(t)) dt - s’ k,(t, q(f), Q)) df - 0 
to kl 
as X = h, -+ 0, which follows from (6.1). 
VVe shall need the following condition: 
(ix) For each t E [O, T] and x: E Rm, the sets fl(t, x, Y), f 2(t, N, 2) are 
convex sets. 
As is well-known (see [S]), if (ix) holds then the subset Xt,,T of [C[t, , TJ]” 
is compact. 
Assume now that X, aXU are as in Theorem 1. Let (Q) be a decreasing 
sequence of positive numbers such that q1 < T,, (Q, as in Lemma 5) and 
17k + 0 if k -+ CO. Let (6,) be a decreasing subsequence of (6) such that 
8, < S,(Q) where a,,(~) is the function occurring in Lemma 5, and KS, < c*rllc 
where K is the constant occurring in Lemma 6, and c* is the constant 
occurring in Lemma 5. 
Set 
r*” Yzz f y  for rl = rlrc> s,, < -3 < s, . (6.7) 
We claim: For any control x(t), d enote by x(t) the trajectory corresponding 
to (y(t), x(t)) where y(t) = (r*%)(t), and denote by x(t) the trajectory 
corresponding to (y(t), g(t)) where n(t) = z(t - 8) on (c, + 8, T). Then not 
only does x(t) remain in X for all t E (to , T), but also g(t) remains in X for 
all t E (to , T). 
Indeed, by Lemma 5 we have xm(t) 3 cam on (to , T), whereas by Lemma 6 
we have 
I %n(t) - %$)I G m- 
Since KS < cam, it follows that Z%(t) > 0 for all t F (to , 2’). 
Since the analog of Lemma 6 with the roles of y  and x interchanged is also 
valid (with a different K, say K’), if we choose the S, such that they also 
satisfyr K’S, < C*Q , then we can also assert: 
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The trajectory n(t) corresponding to (y(t), z), where y = r*“(z), 
r(t) = y(t - S) on (t,, + 6, T), also belongs to X for all t E (t,, , T). 
SO far we have considered the case where X is as in Theorem 1. Now let 
X be as in Theorem 3. Then we can define I’.+” by (6.7) (with the & defined 
similarly to the above definition), and conclude that for each control z, the 
trajectories 5((t), z(t) defined above do not leave X at the first time at points 
of ax,. 
Recall [cf. (3.29)] that 
ys < W*%), 4 + 6 + a(q). (64 
We next defined *6 analogously to (6.7). The analogs of the above assertions 
concerning f(t), *F(t), and (6.8) are valid. 
We now proceed to define, as in [l], the concept of strategies r = {P}, 
d = {da} for y and x, respectively, and the concept of the payoff sets 
PZK 4, qc 4 where YEZ, TEY. 
Setting 
r* = {r*s}, AS = {A*6) 
we have 
~,[r, A *I G qr*, A *I = {VI = qr*, 01 (6.9) 
for any 01, /J, y in Y u 2 and for any strategies r, d. Indeed, the proof of (6.9) 
is similar to the proof of Theorem 5 in [l]. We use here the inequality (6.8) 
and the corresponding inequality for d .+s, the assertions concerning x(t), 
E(t) made above for r*s and the corresponding assertions for d;ks, and, 
finally, Lemma 4 of [l]. 
A pair (r*, d*) for which (6.9) holds for all a, /3, y in Y u Z and for all 
r, A is called a saddle point. 
We can now state the following theorem: 
THEOREM 6. Let the conditions (@-(vii), (ix) and (RI)-(&) hold and let 
T - t, < y. Then the dzzmential game associated with (1 .I), (1.2), (1.3), X, 
and (ax, , aXz , ax,) has a saddle point. 
7. GENERALIZATIONS 
7.1. In the definition of a game we have used a particular sequence 
{nr} of partitions of (to , T). If one uses any other sequence {IJ.} with mesh 
1 JJ+. I-+ 0, then (under the assumptions of Theorem 3 or 4) 
(7.1) 
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The proof is based on the proof of Theorem 3, in conjunction with the proof 
of Theorem 2 of [l]; in the latter theorem it is asserted that (7.1) holds in 
case X = R”. 
One can also define the concept of a strategy r = {r=yj based on any 
sequence (K&} with 1 IT, / -+ 0 as Y -+ co. Theorem 6 remains valid for this 
concept of strategy. 
7.2. The results of [l] concerning the existence of extended Value 
for differential games of pursuit and evasion remain true in the present case 
(where, say, X is as in Theorem 3). The proofs are similar. Similarly one can 
extend the results of [l] concerning differential games with delayed informa- 
tion. 
7.3. If  V(;v, t) is continuously differentiable in an open set Q con- 
tained in X (X as in Theorem 3), then I’ satisfies in D the Bellman-Isaacs 
equation (see [2]). Indeed, the proof is similar to the proof given in [2] in case 
X = R”. I f  I+, t) is only Lipschitz continuous, then it satisfies the Bellman- 
Isaacs equation almost everywhere. 
7.4. One can define a dz&Grentialgarne of survival, when X’is any phase 
set, simply by replacing (1.3) by (1.4) in the definition of a differential game 
given in Section 2. We have to clarify however one point. I f  x’(t) leaves X for 
the first time at t = t, and if tl < t, then the payoff is determined by (1.4j 
and not by (2.6). 
The results of [2], [3] extend to the case where the conditions (R,)-(R,) - 
hold, provided the set S = L3F n ((ax, u ax,) x [0, T]} is empty. If  S is 
nonempty but of dimension <n, then we have to impose additional conditions 
at the points of S. We shall write down the additional condition needed in 
case X is as in Theorem 1. 
Let Y = (~7~ ,..., vv, , v  m+l) be the normal to 8% pointing into the interior of 
F (F being a closed domain with c” boundary aF). Set 
for each point (t, x) of S. Then, in addition to (Pr), (Q,) we require that 
This condition enables y  to modify fs into such a Fs that the corresponding 
modified trajectory “stays away” from S and at the same time it “quickly” 
enters F. Their detailed construction was given in [2], [3]. 
505/8/I-11 
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