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Glossaire des diffe´rentes notations
utilise´es dans le manuscrit
Les notations choisies dans l’ensemble du document sont re´pertorie´es ci-dessous, les
exceptions ou changements de notations sont rappele´s chapitre par chapitre.
Notations ge´ne´rales
De manie`re ge´ne´rale, les grandeurs relie´es par transforme´e de Fourier portent un tilde
dans le domaine temporel pour diffe´rencier domaine spectral et domaine temporel.
Le champ e´lectrique est note´ E˜(t) dans le domaine temporel et E(ω) dans le domaine
spectral.
ω : pulsation optique
t : temps (optique)
La repre´sentation analytique du champ e´lectrique est donne´e par E˜(t) dans le domaine
temporel et E(ω) dans le domaine spectral, avec :
E(ω) =
{







Convention choisie pour les transforme´es de Fourier :









⊗ : produit de convolution
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|E(ω)| : amplitude spectrale d’une impulsion
I(ω) = |E(ω)|2 : intensite´ spectrale ou spectre




: retard de groupe
ω0 : pulsation centrale d’une impulsion ou pulsation autour de laquelle est effectue´e le
de´veloppement de Taylor de la phase (est pre´cise´e a` chaque fois dans le texte)
∆ω : largeur a` mi-hauteur de l’intensite´ spectrale, exprime´e en pulsation
∆λ : largeur a` mi-hauteur de l’intensite´ spectrale, exprime´e en longueur d’onde
σω : largeur rms de l’intensite´ spectrale, exprime´e en pulsation
σω =
√√√√∫ +∞−∞ (ω − ω0)2|E(ω)|2 dω2pi∫ +∞
−∞ |E(ω)|2 dω2pi
ou` ω0 de´signe ici la pulsation centrale de l’impulsion.
De´veloppement de Taylor de la phase spectrale :
ϕ(ω) = ϕ0 + ϕ1(ω − ω0) + ϕ2
2!
(ω − ω0)2 + ϕ3
3!
(ω − ω0)3 + ϕ4
4!
(ω − ω0)4 + ...
ou` ϕ0, ϕ1, ϕ2, ϕ3 et ϕ4 sont les coefficients de Taylor d’ordre respectivement 0, 1, 2, 3 et 4.
|E˜(t)| : amplitude temporelle
I(t) = |E(t)|2 : intensite´ temporelle
φ(t) : phase temporelle
ω(t) = ω0 − dϕdt : pulsation instantane´e (E˜(t) = |E˜(t)| exp [i (−ω0t+ ϕ0 + ϕ(t))])
τ0 : barycentre temporel de l’impulsion
∆t : largeur a` mi-hauteur de l’intensite´ temporelle
σt : largeur temporelle rms de l’impulsion
σt =
√√√√∫ +∞−∞ (t− τ0)2|E˜(t)|2dt∫ +∞
−∞ |E˜(t)|2dt
σT : largeur temporelle rms de l’impulsion calcule´e sur l’intervalle [T1,T2] de largeur T =
T2 − T1
σT =
√√√√∫ T2T1 (t− τ0)2|E˜(t)|2dt∫ T2
T1
|E˜(t)|2dt
Une impulsion est dite limite´e par Transforme´e de Fourier ou ”impulsion FTL” lorsque
le retard de groupe associe´ est constant (inde´pendant de la pulsation). La largeur a` mi-
hauteur de l’intensite´ temporelle associe´e sera alors de´signe´e par ”dure´e FTL” et note´e
∆tTL. La largeur rms associe´e, calcule´e sur le meˆme intervalle T sera de´signe´e par ”dure´e
rms FTL” et note´e σTLT .
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”Produit temps-fre´quence” (Time Bandwidth Product, TBP)
TBPFWHM = ∆t∆ω : produit des largeurs a` mi-hauteur spectrale et temporelle
TBPrms = σtσω : produit des largeurs rms spectrale et temporelle
Dynamiques :
Dω : dynamique spectrale de mesure, de´finie comme le maximum du signal sur l’e´cart
type du bruit
Dt : dynamique temporelle de mesure, de´finie comme le maximum du signal sur l’e´cart
type du bruit
Filtre acousto-optique dispersif programmable (AOPDF) :
ωac : pulsation acoustique
tac : temps acoustique
α : rapport entre pulsation acoustique et pulsation optique
~kac : vecteur d’onde acoustique
~kinc : vecteur d’onde optique incident dans le cristal de TeO2 (AOPDF)
~kdiff : vecteur d’onde optique diffracte´
θo : angle entre ~kinc et l’axe [110] du cristal
θa : angle entre ~kac et l’axe [110]
θd : angle entre ~kdiff et l’axe [110]
∆n = ne0 − no : bire´fringence d’un milieu (ne0 : indice extraordinaire principal)
∆τmax : capacite´ maximale de fac¸onnage
∆λres : re´solution spectrale du dispositif exprime´e en longueur d’onde
η˜ : efficacite´ de diffraction moyenne sur la largeur spectrale de l’impulsion optique incidente
H(ω) : fonction de transfert programme´e (domaine spectral)
|H(ω)| : amplitude spectrale programme´e
η(ω) : intensite´ spectrale programme´e
φ(ω) : phase spectrale programme´e
H˜(t) : fonction de transfert programme´e (domaine temporel)
Einc(ω) : transforme´e de Fourier inverse de la repre´sentation analytique du champ e´lec-
trique incident
Iinc(ω) : intensite´ spectrale associe´e
Ediff (ω) : transforme´e de Fourier inverse de la repre´sentation analytique du champ e´lec-
trique diffracte´e
Idiff (ω) : intensite´ spectrale associe´e
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S˜ac(t) : champ acoustique (domaine temporel)
Sac(ω) : transforme´e de Fourier inverse du champ acoustique (domaine spectral)
τgAOPDF : retard de groupe introduit par l’AOPDF sur l’impulsion optique incidente
ρAOPDF : angle de double re´fraction dans le TeO2
ϕcristal : phase spectrale introduite sur l’impulsion incidente du seul fait de la propagation
dans le cristal de TeO2
φcristal(ω) : phase spectrale programme´e pour compenser la dispersion optique de l’AOPDF
φsh : phase spectrale programme´e hors compensation de cette dispersion
Notations spe´cifiques a` certaines parties ou certains
chapitres
Chapitre 3 : Le filtre acousto-optique dispersif programmable
(AOPDF)
Section 3.1.1
ωinc : pulsation optique incidente
ωdiff : pulsation optique diffracte´e
Section 3.1.2
Notations conformes a` la re´fe´rence bibliographique 41
onde 1 : onde incidente
onde 2 : onde diffracte´e












ou` m = 0, 1, ~e0 et ~e1 sont les directions de polarisation des deux ondes.
champ acoustique :







ω0 : pulsation optique incidente
ω1 : pulsation optique diffracte´e
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Ω : pulsation acoustique
~k0 : vecteur d’onde optique incident
~k1 : vecteur d’onde optique diffracte´
~K : vecteur d’onde acoustique
Chapitre 5 : Caracte´risation d’un AOPDF par interfe´rome´trie
spectrale
Happl(x, ω) : fonction de transfert applique´e par l’AOPDF pour une fonction de transfert
H(ω) programme´e
|Happl(x, ω)| : amplitude spectrale applique´e pour une amplitude spectrale |H(ω)| pro-
gramme´e
ϕ(x, ω) : phase spectrale applique´e pour une phase spectrale φ(ω) programme´e
ϕcomp(x, ω) : phase spectrale applique´e pour une phase spectrale φcomp(ω) = φcristal(ω)
programme´e (compensation de la dispersion optique de l’AOPDF)
ϕsh(x, ω) : phase spectrale applique´e pour une phase spectrale φsh(ω) programme´e
ϕinterfero(ω) : diffe´rence de phase spectrale mesure´e en sortie d’interfe´rome`tre a` la position
x = x0 ∼ 3.9 mm en l’absence d’AOPDF
τinterfero : retard introduit par la diffe´rence de chemin optique entre les deux voies de
l’interfe´rome`tre
τAOPDF : retard introduit en pre´sence de l’AOPDF
Nω : nombre de pixels sur le de´tecteur suivant y
Nx : nombre de pixels sur le de´tecteur suivant x
∆x : largeur a` 1/e suivant x de l’amplitude spatiale des impulsions utilise´es
Φj(x0, ω) : j-ie`me (j ∈ [0, 20]) phase spectrale mesure´e a` la position x0, par interfe´rome´trie
spectrale, pour une phase φ(ω) = φsh(ω) + φcomp(ω) programme´e
Φj(x, ω) : j-ie`me phase spectrale mesure´e, sur le support spatial ∆x, pour une phase
φ(ω) = φsh(ω) + φcomp(ω) programme´e
ϕref (x0, ω) : phase de re´fe´rence mesure´e en x0
ϕref (x, ω) : phase de re´fe´rence mesure´e sur le support spatial ∆x
τ ′AOPDF : retard introduit lors de la mesure de la phase de re´fe´rence utilise´e pour la ca-
racte´risation de phases polynomiales d’ordre 2 a` 4
∆ϕfj(x0, ω) : diffe´rence entre les phases spectrales Φj(x0, ω) et ϕref (x0, ω) apre`s soustrac-
tion du retard re´siduel
∆ϕfj(x, ω) : diffe´rence entre les phases spectrales Φj(x, ω) et ϕref (x, ω) apre`s soustraction
du retard re´siduel
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∆ϕf (x0, ω) : moyenne des 21 phases ∆ϕfj(x0, ω) mesure´es
∆ϕf (x, ω) : moyenne des 21 phases ∆ϕfj(x, ω) mesure´es
De´veloppement de Taylor de ∆ϕfj(x, ω) en ω − ω0 et x− x0, exemple a` l’ordre 4 :




(x− x0)2 + ϕ2
2




(x− x0)3 + ϕ2xω
2
(x− x0)2(ω − ω0) + ϕx2ω
2








(x− x0)4 + ϕ3xω
6
(x− x0)3(ω − ω0) + ϕ2x2ω
4




(x− x0)(ω − ω0)3 + ϕ4ω
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(ω − ω0)4 (ordre 4)
coeffsm : moyenne des 21 coefficients coeffsj de´termine´s en ajustant chaque phase ∆ϕfj(x0, ω)
par un polynoˆme
coeffs2Dm : moyenne des 21 coefficients coeffs
2D
j de´termine´s en ajustant chaque phase
∆ϕfj(x, ω) par un polynoˆme
Estimation de la pre´cision de la mesure :
φsimuref : ajustement polynomial de la phase ϕref utilise´ pour estimer la pre´cision de mesure
de cette phase
ϕsimuref : phase spectrale reconstruite a` partir de l’interfe´rogramme calcule´ pour une diffe´-
rence de phase initiale φsimuref
Φsimu : ajustement polynomial de la phase Φj (j quelconque) utilise´ pour estimer la pre´-
cision de mesure de cette phase
Φrecsimu : phase spectrale reconstruite a` partir de l’interfe´rogramme calcule´ pour une diffe´-
rence de phase initiale Φsimu





ini : coefficients de Taylor associe´s a` ∆φ
simu
f respectivement a` la
position x = x0 et sur le support spatial ∆x





coeffssimu et coeffs2Dsimu : coefficients de Taylor associe´s a` ∆ϕsimuf respectivement a` la
position x = x0 et sur le support spatial ∆x
La pre´cision est estime´e par comparaison de ∆ϕsimuf et ∆φ
simu
f .






f (x0, ωi)−∆φsimuf (x0, ωi))2
Nω







∆ϕsimuf (xk, ωi)−∆φsimuf (xk, ωi)
)2
NxNω










Analyse sur les phases ∆ϕf (x0, ω) et ∆ϕf (x, ω) :
• en termes de coefficients :
σjpoly : pre´cision (e´cart rms) de l’ajustement polynomial de ∆ϕfj(x0, ω)
σjpoly2D : pre´cision (e´cart rms) de l’ajustement polynomial de ∆ϕfj(x, ω)
σmpoly : moyenne des 21 σ
j
poly
σmpoly2D : moyenne des 21 σ
j
poly2D
coeffs : e´cart relatif entre le coefficient de Taylor programme´ coeffprog et le coefficient




2Dcoeffs : e´cart relatif entre le coefficient de Taylor programme´ coeffprog et le coefficient




















• en termes d’e´cart rms :
σϕ : e´cart rms entre la phase ∆ϕf (x0, ω) mesure´e et la phase φsh programme´e
σϕ =
√∑Nω−1
i=0 (∆ϕf (x0, ωi)− φsh(ωi))2
Nω





k=0 (∆ϕf (xk, ωi)− φsh(ωi))2
NxNω







∆ϕjf (x0, ω)−∆ϕf (x0, ω)
)2
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∆ϕjf (x, ω)−∆ϕf (x, ω)
)2
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Partie III : Caracte´risation temporelle des impulsions
ϕmappl : coefficient de Taylor d’ordre m de la phase spectrale φsh programme´e avec l’AOPDF.
Bien que ces coefficients soient de´signe´s dans le texte par le terme ”coefficient applique´”,
il s’agit bien de la valeur programme´e. De meˆme, la phase programme´e correspondante
est de´signe´e par le terme de ”phase applique´e”.
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ϕmmes : coefficient de Taylor d’ordre m mesure´











Mendeleiev e´crivait : « La science commence la` ou` commence la mesure ; une science
exacte sans mesure serait inconcevable. ». Voila` la dynamique sur laquelle repose toute
e´volution scientifique : la capacite´ a` mesurer un phe´nome`ne pour en ame´liorer sa compre´-
hension et par la` meˆme ouvrir de nouvelles voies de recherche. Dans certains domaines
explore´s depuis de nombreuses anne´es, les pre´cisions atteintes pour caracte´riser les phe´no-
me`nes e´tudie´s ont permis des avance´es spectaculaires. Citons par exemple, les miroirs de
te´lescope actuels qui ouvrent de nouvelles voies d’exploration graˆce a` la pre´cision de leur
surface < λ/100 (quelques couches atomiques) caracte´rise´e a` l’aide d’interfe´rome`tres spa-
tiaux dont les pre´cisions de mesure peuvent atteindre λ/1000 (soit de l’ordre de grandeur
de la taille d’un atome de ce´sium). En revanche, dans des domaines plus jeunes, les outils
de caracte´risation sont en constante e´volution et beaucoup de champs restent a` explorer.
C’est le cas du domaine des lasers ultra-courts. La de´couverte du blocage de mode
en 1964 a permis la ge´ne´ration d’impulsions courtes de l’ordre de la picoseconde et de
puissances creˆtes de l’ordre du gigawatt [1]. Il faut attendre ensuite 1985 et l’application
de la technique d’amplification a` de´rive de fre´quence (”Chirped Pulse Amplification” ou
CPA) [2] pour atteindre des puissances creˆtes de l’ordre du te´rawatt. L’utilisation d’une
telle technique ainsi que l’e´largissement spectral des sources et la vaste plage de longueurs
d’onde disponible via des processus non-line´aires (somme de fre´quence, amplification para-
me´trique optique, diffe´rence de fre´quence) ont ouvert des champs d’applications jusque-la`
inexplore´s aussi bien dans les domaines physiques, chimiques et biologiques.
Une proble´matique est tre`s vite apparue : la caracte´risation temporelle de ces impul-
sions. En effet, un phe´nome`ne temporel est ge´ne´ralement caracte´rise´ a` l’aide d’un autre
phe´nome`ne plus court et de´ja` connu. La taˆche se complique lorsque la dure´e des im-
pulsions est infe´rieure d’au moins trois ordres de grandeurs a` la re´solution temporelle
de tout instrument e´lectronique (oscilloscope, photodiode, ...). La caracte´risation se fait
alors de manie`re indirecte, dans le domaine spectral, en de´terminant a` la fois l’amplitude
spectrale et la phase spectrale de ces impulsions. Les techniques utilise´es ne sont plus e´lec-
troniques mais optiques. Bon nombre de me´thodes de caracte´risation comple`te du champ
ont e´te´ propose´es depuis ces vingt dernie`res anne´es, parmi lesquelles deux sont aujour-
d’hui conside´re´es comme techniques de re´fe´rence : celle de Frequency-Resolved Optical
Gating (FROG) propose´e par R. Trebino et D. Kane en 1993 [3] et celle d’interfe´rome´-
trie spectrale a` de´calage (Spectral Interferometry for Direct Electric-field Reconstruction
ou SPIDER) mise en oeuvre par I.A. Walmsley et C. Iaconis en 1998 [4]. Bien qu’exis-
tant depuis une vingtaine d’anne´es, aucune de ces techniques ne pre´vaut et la recherche
de nouvelles techniques ou de variantes de ces techniques de re´fe´rence est en constante
e´volution. Face au large panel de me´thodes disponibles, laquelle choisir ? Sont-elles com-
ple´mentaires ? Voici des questions sur lesquelles la communaute´ scientifique reste partage´e.
De plus, les nouvelles avance´es technologiques dans le domaine des impulsions courtes font
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apparaˆıtre un besoin grandissant : la de´termination et l’ame´lioration de la pre´cision de
la caracte´risation temporelle de ces impulsions. Si l’estimation de la largeur temporelle
a` mi-hauteur constituait une donne´e suffisante au de´but de l’exploration de ce domaine,
ce n’est plus le cas aujourd’hui. De meˆme l’utilisation de dispositifs de fac¸onnage dans
une boucle de re´troaction avec un syste`me de mesure s’est de plus en plus ge´ne´ralise´e. La`
encore, la pre´cision de fac¸onnage accessible devient primordiale. D’une part, celle-ci assure
la stabilite´ de la boucle de re´troaction ainsi que sa rapidite´ de convergence. D’autre part,
elle ouvre de nombreux champs d’application jusqu’alors inexplore´s. La ne´cessite´ d’une
grande pre´cision des dispositifs de fac¸onnage et de caracte´risation d’impulsions courtes
peut eˆtre illustre´e a` travers deux exemples :
– l’obtention d’impulsions parfaitement comprime´es a` leur dure´e minimale (ie a` leur
limite de Fourier) et ne pre´sentant pas de pre´-impulsion sur leur profil temporel,
– le fac¸onnage d’impulsions complexes.
Le besoin de comprimer parfaitement une impulsion a` sa limite de Fourier et de de´-
terminer son contraste a` l’e´chelle de la picoseconde re´sulte d’une ambition actuelle du
de´veloppement des lasers femtosecondes : l’augmentation de leur puissance creˆte jusqu’a`
plusieurs pe´tawatts (1015 W). Ces niveaux de puissances creˆtes ouvrent de nouvelles voies
d’investigation dans le domaine des plasmas relativistes. La maˆıtrise des plasmas ge´ne´re´s
permet l’e´laboration de nouvelles sources d’e´lectrons et de protons acce´le´re´s ou encore
de laser X. Cependant, cette maˆıtrise de´pend de la connaissance de l’intensite´ temporelle
des impulsions utilise´es, ie, de la pre´cision de la technique de mesure utilise´e pour les
caracte´riser.
Un objectif de ce type d’applications est de concentrer au mieux l’e´nergie disponible dans
la partie principale de l’impulsion. En effet, a` ces niveaux de puissance, meˆme un millio-
nie`me de la puissance creˆte initiale focalise´e sur un diame`tre de 1 mm suffit a` arracher
des e´lectrons de valence (> 100 GW cm−2). Une pre´-impulsion, meˆme infime, sur le profil
temporel des impulsions est donc susceptible de modifier le plasma ainsi ge´ne´re´ et ne peut
donc plus eˆtre ne´glige´e. Il est alors indispensable de disposer d’outils de fac¸onnage et de
caracte´risation de grande dynamique temporelle et suffisamment pre´cis pour :
1. de´terminer l’intensite´ temporelle des impulsions,
2. corriger les de´fauts mesure´s.
Une bonne compression des impulsions est ainsi garantie non seulement a` mi-hauteur
mais aussi dans les pieds de l’intensite´ temporelle. Il est, de plus, essentiel d’eˆtre capable
de mettre en e´vidence la pre´sence de pre´-impulsions a` l’aide d’un outil de mesure simple
d’utilisation.
Un second exemple de la ne´cessite´ de disposer d’outils de fac¸onnage tre`s pre´cis est le
fac¸onnage d’impulsions complexes, notamment utilise´ pour le controˆle de syste`mes quan-
tiques ou de re´actions chimiques [5]. On entend ici par complexe, une impulsion dont le
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produit temps-fre´quence TBP (”Time Bandwidth Product”) est tre`s e´leve´.
Si les techniques de mesures autore´fe´rence´es sont particulie`rement adapte´es pour carac-
te´riser, avec pre´cision, des impulsions de TBP typiquement infe´rieur a` 30, ce n’est plus
le cas pour des impulsions de TBP plus e´leve´. En particulier, pour des valeurs de TBP
supe´rieures a` 100, il devient extreˆmement difficile, voire impossible, de caracte´riser com-
ple`tement ces impulsions. Or, les capacite´s des dispositifs de fac¸onnage actuels permettent
l’obtention d’impulsions plus complexes. Le produit TBP maximal accessible par un filtre
acousto-optique dispersif programmable 1 (AOPDF) est, par exemple, de l’ordre de la
centaine (a` plusieurs centaines) pour des impulsions de dure´e ≤ 50 fs. On peut alors en-
visager de se tourner vers des me´thodes non auto-re´fe´rence´es (interfe´rome´trie spectrale)
pour caracte´riser ce type d’impulsions. Dans ces me´thodes alternatives, l’impulsion est
caracte´rise´e a` l’aide d’une impulsion de re´fe´rence. Elles pre´sentent notamment l’avantage
d’eˆtre line´aire, tre`s sensible et simple a` mettre en oeuvre. Pourtant, une caracte´risation
pre´cise devient difficile pour les produits TBP les plus e´leve´s (accessibles avec l’outil de fa-
c¸onnage). Prenons l’exemple d’une impulsion gaussienne de largeur spectrale ∆λ = 20 nm
couvrant la totalite´ du de´tecteur d’un spectrome`tre de re´solution 0.04 nm. On peut consi-
de´rer que le plus petit e´le´ment δλ pouvant eˆtre caracte´rise´ correspond a` quatre fois la
fre´quence de Nyquist ie 8 pixels soit 0.32 nm. La valeur maximale du produit TBP est
alors estime´e par la relation suivante 2 : TBP = 4 ln 2∆λ/δλ, soit TBP = 173. Cette
valeur est du meˆme ordre de grandeur que le TBP maximal obtenu avec un dispositif de
fac¸onnage comme l’AOPDF. De plus, pour ces valeurs de TBP, la mesure par interfe´rome´-
trie spectrale est complexe (comme de´montre´ au chapitre 4) et n’est plus ne´cessairement
suffisamment pre´cise. La seule approche possible est alors de caracte´riser l’outil de fa-
c¸onnage pour de faibles valeurs de TBP pour lesquelles les techniques interfe´rome´triques
offrent une grande pre´cision. Pour des outils dont la re´ponse de´pend d’un petit nombre
de parame`tres inde´pendants du TBP, il est possible d’extrapoler leur comportement pour
fac¸onner des impulsions complexes et de fonder la connaissance de l’impulsion sur la
connaissance pre´cise de l’outil de fac¸onnage.
C’est dans cette proble´matique de la me´trologie du fac¸onnage et de la caracte´risation
d’impulsions femtosecondes que s’inscrit ce travail de the`se. Le manuscrit est constitue´ de
trois parties.
• La premie`re partie propose, d’une part un rappel des diffe´rentes grandeurs associe´es
aux impulsions courtes utilise´es tout au long du me´moire, d’autre part une descrip-
tion des chaˆınes laser en sortie desquelles les travaux expe´rimentaux ont e´te´ effectue´s.
• La deuxie`me partie est consacre´e au proble`me suivant : quelles sont les limites the´o-
1. En configuration dite haute-re´solution.
2. En conside´rant que la re´solution du spectrome`tre est e´gale a` la re´solution de la mesure, ce qui n’est
souvent pas le cas. Ce calcul surestime donc le produit TBP maximal que l’on peut caracte´riser.
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riques du fac¸onnage d’impulsions courtes ?
Deux types de dispositifs de fac¸onnage sont ge´ne´ralement utilise´s : le filtre acousto-
optique dispersif programmable (AOPDF) et les modulateurs spatiaux de lumie`re.
L’AOPDF se pre´sente sous la forme d’un bloc unique (mate´riau), ce qui rend sa
pre´cision peu sensible a` la ge´ome´trie du montage expe´rimental contrairement aux
modulateurs spatiaux de lumie`re. Dans l’esprit de la maˆıtrise pre´cise de l’outil de
fac¸onnage, cet outil pre´sente donc un avantage certain. C’est pourquoi, nous avons
choisi de l’e´tudier. Sa pre´cision de´pend principalement de la connaissance des pro-
prie´te´s du mate´riau. On cherchera donc a` savoir quelle est l’erreur introduite par
cette connaissance ”imparfaite” du mate´riau. Bien que jouant un roˆle beaucoup plus
faible, quelles sont les erreurs lie´es a` la ge´ome´trie de l’interaction acousto-optique
et a` l’alignement expe´rimental ? Et enfin, quelles ame´liorations apporter pour aug-
menter la pre´cision du dispositif ?
Aucun cours acade´mique n’existe sur ce dispositif et au de´but de cette the`se, au-
cune publication ne portait sur sa caracte´risation fine telle que de´veloppe´e dans ce
me´moire.
• La troisie`me partie s’attaque a` deux questions : le choix et la pre´cision des outils
de caracte´risation d’impulsions courtes. La technique FROG base´e sur une auto-
corre´lation intensime´trique permet la caracte´risation d’impulsions complexes (TBP
jusqu’a` 30). La technique SPIDER est plus adapte´e pour la caracte´risation d’impul-
sions de TBP plus faibles ie plus proches de leur dure´e minimale. Pour de´terminer la
pre´cision de techniques de mesure, nous avons choisi de caracte´riser des phases spec-
trales ge´ne´re´es par l’AOPDF. Comme ce dernier est caracte´rise´, dans cette the`se,
pour de faibles TBP par interfe´rome´trie spectrale, nous avons privile´gie´ l’e´tude de
la technique SPIDER. Comme cela sera de´taille´ ulte´rieurement, l’obtention d’une
bonne pre´cision de mesure ne´cessite une mise en oeuvre complexe et de´licate. Deux
proble´matiques sont ge´ne´ralement rencontre´es : la mesure pre´cise de phases quadra-
tiques qui ne´cessite diffe´rentes e´tapes de calibration et la dynamique temporelle de
la mesure. Afin de proposer des solutions alternatives, deux techniques plus simples
ont e´te´ de´veloppe´es. La premie`re, la ”Local Spectral Compression” (LSC) s’attaque
au proble`me de la mesure de phases quadratiques et plus ge´ne´ralement des phases
polynomiales, la seconde, la ”Self-Referenced Spectral interferometry” (SRSI) a` celui
de la dynamique temporelle.
Ce travail de the`se a e´te´ effectue´ dans le cadre d’une convention CIFRE entre le Service
des Photons, Atomes et Mole´cules (SPAM) du Commissariat a` l’Energie Atomique (CEA)
et la socie´te´ Fastlite. Elle a e´te´ co-dirige´e par Olivier Gobert coˆte´ CEA et Daniel Kaplan
coˆte´ entreprise. Les travaux expe´rimentaux ont e´te´ re´alise´s sur les chaˆınes laser du CEA.
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Premie`re partie






Le champ e´lectrique ~E(~r, t) est une grandeur vectorielle a` valeurs re´elles de´pendant des
variables d’espace et de temps, solution des e´quations de Maxwell macroscopiques. Dans
un milieu mate´riel non-magne´tique, die´lectrique, sans charges libres et non-absorbant, ces
e´quations prennent la forme suivante [6] :
~∇× ~E = −∂
~B
∂t




~∇. ~B = 0 (c) ~∇. ~D = 0 (d)
(1.1)
ou` ~D(~r, t) est le vecteur de´placement e´lectrique et ~H(~r, t) le champ magne´tique.
Les relations constitutives relient, d’une part, le vecteur de´placement e´lectrique au champ
e´lectrique et au vecteur polarisation ~P (~r, t) (Eq. 1.2a), d’autre part, le champ magne´tique
a` l’induction magne´tique ~B(~r, t) (Eq. 1.2b).




avec 0 la permittivite´ die´lectrique du vide et µ0 la perme´abilite´ magne´tique du vide.
Toute onde e´lectromagne´tique se propageant dans un tel milieu est caracte´rise´e par les
vecteurs ~E, ~D, ~B et ~H. La densite´ de puissance transporte´e est repre´sente´e par le vecteur
de Poynting ~Π qui s’e´crit :
~Π(~r, t) = ~E(~r, t)× ~H(~r, t) (1.3)
En supposant la re´ponse du milieu line´aire, locale et homoge`ne, le vecteur de polari-
sation induite ~P (~r, t) s’e´crit (annexe A.1.1) :
~P (~r, t) = 0R
(1)(t)⊗ ~E(~r, t) dans le domaine temporel (1.4)
~P (~r, ω) = 0χ
(1)(ω) : ~E(~r, ω) dans le domaine spectral (1.5)
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i,j (t) exp(iωt)dt (1.6)
Sous ces hypothe`ses, on de´duit, des quatre e´quations de Maxwell (Eqs. 1.1), l’e´quation de
propagation du champ e´lectrique (annexe A.2). Soit, dans le domaine temporel :













et dans le domaine spectral :










: ~E(~r, ω) = 0 (1.8)
1.1 Des ondes monochromatiques aux impulsions courtes
L’onde plane, monochromatique, progressive, de polarisation rectiligne constitue une
solution particulie`re bien connue des e´quations A.12 et A.13 (annexe A.2). En supposant,
de plus, que cette onde se propage suivant l’axe z, dans la direction des z positifs, le
champ e´lectrique scalaire associe´ E(z, t) s’e´crit sous la forme suivante :
E(z, t) = E0 cos(k1z − ω1t+ ϕ1) (1.9)









extensions spatiales et temporelles sont infinies (Figure 1.1.b et c) et qu’elle est repre´sen-
te´e par un Dirac a` la pulsation ω1 dans le domaine spectral (ω > 0) (Figure 1.1.a).
Toute superposition d’ondes planes monochromatiques est e´galement solution des
e´quations A.12 et A.13. Le cas de la superposition de deux ondes monochromatiques est
particulie`rement inte´ressant. Il permet, en effet, de de´finir, de manie`re simple, un certain
nombre de notions (porteuse, enveloppe, vitesse de groupe, retard de groupe, position de
la porteuse dans l’enveloppe) habituellement utilise´es pour qualifier une impulsion courte.
Ce mode`le simple sera, dans un second temps, ge´ne´ralise´ au cas de l’impulsion.
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Figure 1.1 – Repre´sentation d’une onde monochromatique.(a) dans le domaine spec-
tral pour ω > 0, (b) dans le domaine temporel pour z = 0, (c) suivant la direction de
propagation z dans une lame de silice a` t = 0, vϕ : vitesse de phase a` la pulsation ω1.
1.1.1 Superposition de deux ondes monochromatiques
Conside´rons la superposition de deux ondes monochromatiques coline´aires de meˆme
polarisation, de meˆme amplitude et de pulsations diffe´rentes ω1 et ω2 (ω1 > ω2) se propa-
geant dans la direction des z positifs (Figure 1.2).
Le champ e´lectrique correspondant a` chacune de ces ondes est donne´ ci-dessous :
E1(z, t) = E0 cos(k1z − ω1t+ ϕ1) (1.10)
E2(z, t) = E0 cos(k2z − ω2t+ ϕ2) (1.11)
Notion d’enveloppe et de porteuse
En posant ω+ =
ω1+ω2
2













, le champ e´lectrique re´sultant de la superposition de ces deux ondes devient :
E(z, t) = E0(z, t) cos(k+z − ω+t+ ϕ+) (1.12)
avec E0(z, t) = 2E0 cos(k−z − ω−t+ ϕ−).
E(z, t) est constitue´ d’une onde porteuse a` la pulsation moyenne ω+ module´e en am-
plitude par une enveloppe E0(z, t) lentement variable a` la pulsation ω− (Figure 1.2.c).
Remarque : Ce re´sultat montre, notamment, que la porteuse peut eˆtre de´finie en une
pulsation qui n’est pas pre´sente dans le spectre des ondes initiales.
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Figure 1.2 – Repre´sentation de la superposition line´aire de deux ondes monochromatiques
de pulsations diffe´rentes ω1, ω2 (ω1 > ω2). (a) domaine spectral pour ω > 0, (b) domaine
temporel en z = 0, (c) propagation suivant z a` t = 0 dans une lame de silice, vϕ : vitesse de
phase a` la pulsation ω+, vg : vitesse de groupe a` la pulsation ω+. (d) domaine temporel en
z = z0 = 14.5 µm (silice), ∆ϕ : de´phasage entre la porteuse et l’enveloppe a` la pulsation
ω+. (b), (c) et (d) en noir champ e´lectrique, en bleu enveloppe du champ.
Vitesse de phase - Vitesse de groupe
L’onde porteuse se de´place a` la vitesse de phase vϕ =
ω+
k+
tandis que l’enveloppe se
propage a` la vitesse vg dite vitesse de groupe, vg =
ω−
k−
. Pour ω− petit devant ω+, on








Le champ e´lectrique E(z, t) peut se re´e´crire en faisant apparaˆıtre vitesse de phase et
vitesse de groupe :


























Les milieux e´tant dispersifs, vitesse de groupe et vitesse de phase sont diffe´rentes avec
vg < vϕ dans les zones de transparence du mate´riau (annexe A.1). L’onde se de´forme
donc lors de sa propagation dans un milieu d’indice n(ω).
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Temps de phase - Temps de groupe
Nous pouvons de´finir deux temps caracte´ristiques de la propagation d’une superpo-
sition line´aire d’ondes monochromatiques dans un milieu d’indice n et d’e´paisseur L : le
temps de phase tϕ (Eq. 1.15) et le temps de groupe tg (Eq. 1.16). Le premier correspond



















L (ω−  ω+) (1.16)
De´phasage entre porteuse et enveloppe
La traverse´e d’un milieu d’indice n de´pendant de la pulsation introduit un de´phasage








L = k+L− ω+tg (1.17)















Ce de´phasage est e´value´ en une pulsation particulie`re, la pulsation moyenne : ω+. En se
plac¸ant a` une position z donne´e, la de´pendance temporelle du champ e´lectrique (Eq. 1.14)
peut se re´e´crire, en posant ϕ+ = ϕ− = 0 :
E(t) = E0 (t− tg(ω+)) cos [−ω+ (t− tg(ω+)) + ∆ϕ(ω+)] (1.19)
Le de´phasage entre porteuse et enveloppe lors de la traverse´e d’un milieu d’indice n est
illustre´ figure 1.2.d. Le champ e´lectrique E(t) est repre´sente´ dans le re´fe´rentiel qui se
de´place a` la vitesse de groupe. Apre`s propagation dans ∼14.5 µm de silice, le de´phasage
entre la porteuse et l’enveloppe est de −pi
2
.
Dans la suite du texte, pour simplifier les notations, le champ e´lectrique dans un plan
z fixe´ sera de´signe´ par E(t).
1.1.2 Ge´ne´ralisation au cas d’une impulsion
Conside´rons maintenant la superposition line´aire d’un nombre infini d’ondes mono-
chromatiques coline´aires de meˆme polarisation et de pulsations diffe´rentes se propageant
dans la direction des z positifs (Figure 1.3). Le champ e´lectrique re´sultant est solution de
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l’e´quation A.20 (annexe A). Dans le domaine temporel (et spatial), ce champ e´lectrique
se pre´sente sous la forme d’une impulsion (Figures 1.3.b et.c).
(a)






























































Figure 1.3 – Repre´sentation d’une impulsion. (a) domaine spectral pour ω > 0, (b)
domaine temporel en z = 0, (c) propagation suivant z a` t = 0 dans une lame de silice,
vϕ0 : vitesse de phase a` la pulsation ω0 (ω0 = 2pic/λ0, λ0 = 800 nm), vg0 : vitesse de
groupe a` la pulsation ω0. (d) domaine temporel en z = L0 = 553 µm (silice), ∆ϕCEP :
variation de la phase CEP apre`s propagation dans la lame. (b),(c) et (d) en noir champ
e´lectrique, en bleu enveloppe du champ.
Repre´sentations temporelle et spectrale du champ
Attachons-nous, dans un premier temps, a` la variation temporelle du champ e´lectrique
E˜(t) 1 dans un plan z particulier. Les impulsions manipule´es dans cette the`se ont une dure´e
typique 2 de l’ordre de la centaine de femtosecondes, ce qui nous pousse a` de´finir le champ
e´lectrique dans le domaine temporel a` l’aide d’une inte´grale de Fourier :






De meˆme par transforme´e de Fourier inverse :




1. A partir de cette section et dans le reste du manuscrit, j’introduis un tilde sur la notation du champ
dans le domaine temporel pour la diffe´rencier de celle du champ dans le domaine spectral.
2. Largeur a` mi-hauteur de l’intensite´ temporelle.
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Le champ e´lectrique E˜(t) e´tant une grandeur re´elle, les valeurs prises par E(ω) pour les
pulsations positives contiennent toute l’information sur le champ e´lectrique (E∗(ω) =
E(−ω)). Nous introduisons donc le champ complexe E(ω) [8] tel que :
E(ω) =
{




E(ω) = 2He(ω)E(ω) (1.23)




(E(ω) + E∗(−ω)) (1.24)
Par transforme´e de Fourier du champ E(ω), nous obtenons la repre´sentation analytique












Dans le domaine spectral, on peut associer a` E(ω) une amplitude |E(ω)| et une phase
spectrale ϕ(ω).
E(ω) = |E(ω)| exp [iϕ(ω)] (1.26)
De meˆme, dans le domaine temporel :
E˜(t) = |E˜(t)| exp [iφ(t)] (1.27)
Dans ce manuscrit, l’intensite´ spectrale ou spectre d’une impulsion est de´finie comme la
densite´ spectrale d’e´nergie du champ complexe E(ω) :
I(ω) = |E(ω)|2 (1.28)
et l’intensite´ temporelle 3 comme le carre´ du module de la repre´sentation analytique du
champ e´lectrique :
I(t) = |E˜(t)|2 (1.29)
Sur la figure 1.3.a est repre´sente´e l’amplitude spectrale d’une impulsion gaussienne de lar-
geur a` mi-hauteur ∆λ = 130 nm. L’amplitude spectrale d’une telle impulsion est centre´e
sur la pulsation ω0 de´finie comme le moment d’ordre 1 ponde´re´ par l’intensite´ spectrale
(Eq. 1.30).





3. A ne pas confondre avec l’e´clairement dont l’expression est donne´e plus loin, e´quation 1.46.
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Le champ e´lectrique temporel correspondant est repre´sente´ en noir sur la figure 1.3.b,
pour une phase spectrale nulle en z = 0. Le centre de l’impulsion τ0 se de´finit comme le
moment d’ordre 1 ponde´re´ par l’intensite´ temporelle (Eq. 1.31).





Sur la figure 1.3.b l’impulsion est centre´e en τ0 = 0.
Propagation d’une impulsion courte
Notons A le champ e´lectrique E centre´ sur la pulsation ω0.
E(0, ω) = A(0, ω − ω0) (1.32)
Inte´ressons-nous maintenant a` la propagation d’une telle impulsion dans un milieu d’indice
n de´pendant de la pulsation (ici une lame de silice). Le champ E(z, ω) est solution de
l’e´quation A.13 (simplifie´e sous la forme de l’e´quation d’Helmholtz (Eq. A.20) en annexe
A) et s’exprime donc sous la forme d’un paquet d’ondes dispersives [9] :
E(z, ω) = E(0, ω) exp [ik(ω)z] = A(0, ω − ω0) exp [ik(ω)z] (1.33)
En l’absence d’absorption, le spectre de l’impulsion est inde´pendant de z. La traverse´e
d’une lame d’indice n et d’e´paisseur L a donc pour seul effet d’introduire un terme de





La figure 1.3.c montre que, tout comme dans le cas d’une superposition de deux ondes
monochromatiques, le champ e´lectrique temporel s’e´crit sous la forme d’une porteuse a` la
pulsation ”milieu” ω0 module´e en amplitude par une enveloppe. Du fait de la dispersion
du milieu d’indice n, l’enveloppe se propage a` la vitesse de groupe vg0 alors que la porteuse
se propage a` la vitesse de phase vϕ0 .
Ce re´sultat se retrouve directement a` partir des e´quations. Ecrivons k(ω) sous la forme
de son de´veloppement de Taylor autour de la pulsation ω0.













(ω − ω0)2 + ...... (1.35)
= k0 + k
′
0(ω − ω0) + κ(ω − ω0) (1.36)














(ω − ω0)2 + .....










= exp [i(k0z − ω0t)]
∫ +∞
−∞
A(0, ω − ω0) exp (iκ(ω − ω0)z)




On pose A(z, ω − ω0) = A(0, ω − ω0) exp [iκ(ω − ω0)z]. On peut donc re´e´crire E˜(z, t) :












et A˜(z, t) = T F [A(z, ω)](z, t). Nous retrouvons donc bien la de´finition
de la vitesse de groupe donne´e dans l’e´quation 1.13.
Comme attendu, le champ e´lectrique temporel se pre´sente sous la forme d’une enveloppe
se propageant a` la vitesse de groupe vg0 et d’une porteuse a` la pulsation ω0 se propageant
a` la vitesse de phase vϕ0 =
ω0
k0
. Le temps de groupe associe´ a` la vitesse de groupe vg0 n’est





Le champ e´lectrique conside´re´ ici a une extension temporelle finie. τ0 peut donc eˆtre vu
comme l’instant d’arrive´e moyen de l’impulsion.
Dans le domaine spectral, le champ e´lectrique E(z, ω) est relie´ au champ A(z, ω) selon
l’e´quation suivante :




k0z + (ω − ω0) z
vg0
)]
A(z, ω − ω0) (1.41)
Dans un plan z fixe´ quelconque, l’amplitude et la phase des champs E˜ et E sont respecti-
vement relie´es a` l’amplitude et la phase des champs A˜ et A par :
|E(ω)| = |A(ω − ω0)|
ϕ(ω) = ϕA(ω − ω0) + (ω − ω0)τ0 + ϕ0 avec ϕ0 = k0z (1.42)
|E˜(t)| = |A˜(t− τ0)|
φ(t) = φA˜(t− τ0)− ω0t+ ϕ0 (1.43)
L’intensite´ spectrale (Eq. 1.28) et l’intensite´ temporelle (Eq. 1.29) deviennent :
I(ω) = |E(ω)|2 = |A(ω − ω0)|2 (1.44)
I(t) = |E˜(t)|2 = |A˜(t− τ0)|2 (1.45)
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Une autre grandeur sera utilise´e en optique non-line´aire. Il s’agit de l’e´clairement I




ε0cn|E˜(z, t)|2 = 1
2
ε0cn|A˜(z, t− τ0)|2 (1.46)
ou` n sera conside´re´ comme l’indice a` la pulsation porteuse de l’impulsion.
Position de la porteuse dans l’enveloppe de l’impulsion
Le champ e´lectrique temporel correspondant a` la traverse´e d’une lame de silice d’e´pais-
seur 553 µm est repre´sente´ figure 1.3.d. La porteuse s’est de´place´e dans l’enveloppe de
l’impulsion par rapport au cas z = 0 (Figure 1.3.b). La position de la porteuse dans
l’enveloppe de l’impulsion (ϕCEP ) est re´fe´rence´e sous le nom ”Carrier-Envelope Phase”
(CEP). Nous observons ici une variation de cette phase CEP (e´value´e a` la pulsation ω0)
due a` la diffe´rence entre vitesse de groupe et vitesse de phase a` une pulsation ω0 donne´e.
L’expression de cette variation de phase (Eq.1.47) se de´duit directement du cas de la
superposition de deux ondes monochromatiques (Eq.1.18).





∆ϕCEP = ϕ0 − ω0τ0 (1.48)
Pour une e´paisseur de silice de 553 µm, la variation de CEP est d’environ pi (Figure 1.3.d).
En faisant apparaˆıtre cette variation de phase CEP dans l’expression du champ e´lectrique
dans le re´fe´rentiel de l’impulsion, on obtient :
E˜(t) = A˜(t− τ0) exp [i (−ω0(t− τ0) + ∆ϕCEP )]
= |A˜(t− τ0)| exp [i (−ω0(t− τ0) + ∆ϕCEP + φA˜(t− τ0))] (1.49)
ou dans le re´fe´rentiel du laboratoire ayant pour origine t = 0 :
E˜(t) = |E˜(t)| exp [i(−ω0t+ ϕ0 + ϕ(t))] (1.50)
avec ϕ(t) = φA˜(t− τ0).
Notions de pulsation instantane´e et de retard de groupe
A partir du terme de phase du champ e´lectrique (Eq.1.50), on de´finit une pulsation
instantane´e ω(t) 5 relie´e a` la pulsation centrale ω0 et a` la phase temporelle re´siduelle ϕ(t)
4. Cette de´finition de l’e´clairement reste valable tant que σω  ω0 ou` σω est la largeur spectrale rms
de l’impulsion de´finie dans l’e´quation 1.58 (section 1.2)
5. Une de´finition rigoureuse de la pulsation instantane´e ne´cessite le recours a` la repre´sentation de
Wigner-Ville introduite dans la section A.3 [10].
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(Eq. 1.51).
ω(t) = ω0 − dϕ
dt
(1.51)
Remarque : Le choix de la pulsation porteuse comme la pulsation centrale de l’impul-
sion n’est pas arbitraire. Notons ωl la pulsation de la porteuse. La pulsation instantane´e
se re´e´crit : ω(t) = ωl − dϕl(t)dt . Le but est ici d’exprimer la phase temporelle en un terme





. La relation 1.52 peut






















Et < ω >= ω0 (Eq.1.30). Donc pour minimiser les variations de
dϕl
dt
, il faut prendre la
pulsation centrale de´finie dans l’e´quation 1.30 comme porteuse.















Cette variation de la vitesse de groupe avec la pulsation, appele´e dispersion de vitesse
de groupe est notamment responsable de l’e´largissement de l’impulsion apre`s propagation
dans 553 µm de silice (Figure 1.3.d). Cet effet sera de´veloppe´ plus en de´tail dans la section
1.3.
Un temps de groupe peut eˆtre associe´ a` la vitesse de groupe pour chaque pulsation ω du













Ce temps de groupe est appele´ retard de groupe dans la litte´rature. Sa moyenne temporelle
(ponde´re´e par l’intensite´) n’est autre que le centre de l’impulsion τ0.
< τg >= τ0 (1.57)
6. En utilisant le the´ore`me de Parseval pour passer dans le domaine temporel.
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En de´coupant le spectre de l’impulsion en une superposition d’ondes de pulsation centrale
ωi sur un support de largeur dωi, on peut voir le temps de groupe a` la fre´quence ωi comme
l’instant d’arrive´e de la pulsation ωi, et ce, quel que soit ωi.
Les approches propose´es ici pour de´finir la notion de retard de groupe ne constituent
pas des de´monstrations rigoureuses. Il faut pour cela avoir recours a` la repre´sentation de
Wigner-Ville de l’impulsion qui est introduite a` la section A.3 [10].
1.2 Largeur spectrale et dure´e d’une impulsion
Pour caracte´riser une impulsion, une premie`re approche consiste a` e´valuer la largeur
spectrale et la dure´e de l’impulsion. La largeur spectrale est de´termine´e a` partir de l’in-
tensite´ spectrale (Eq 1.28), la dure´e a` partir de l’intensite´ temporelle (Eq. 1.29). Dans
cette the`se, trois de´finitions diffe´rentes de ces largeurs ont e´te´ utilise´es : la largeur a` mi-
hauteur (la plus usite´e dans la litte´rature), la largeur a` 1/e et la largeur rms (Eq. 1.58).
La figure 1.4 illustre ces trois de´finitions dans le cas d’une impulsion gaussienne de largeur
a` mi-hauteur ∆λ ∼ 132 nm centre´e a` 800 nm et de phase spectrale nulle, de´ja` utilise´e en
figure 1.3.b.
(a)













∆λ ∼ 132 nm
∆λ1/e ∼ 159 nm
∆ω = 0.39 rad fs−1
∆ω1/e ∼ 0.46 rad fs−1
σ5.9radfs−1 ∼ 0.16 rad fs−1
(b)












∆t ∼ 7.2 fs
∆t1/e ∼ 8.6 fs
σ21.4ps ∼ 3.1 fs
Figure 1.4 – (a) Intensite´ spectrale d’une impulsion gaussienne de largeur a` mi-hauteur
∆λ ∼ 132 nm (ou ∆ω = 0.39 radfs−1) et de phase spectrale nulle, ω0 correspond a` la
pulsation centrale, ∆ω1/e et ∆λ1/e aux largeurs a` 1/e respectivement en pulsation et en
longueurs d’onde, σ5.9 rad fs−1 a` la largeur rms ou` 5.9 rad fs
−1 correspond a` l’intervalle
sur lequel le calcul a e´te´ effectue´. (b) Intensite´ temporelle correspondante, ∆t largeur a`
mi-hauteur, ∆t1/e largeur a` 1/e et σ21.4ps largeur rms ou` 21.4 ps correspond a` l’intervalle
sur lequel le calcul a e´te´ effectue´.
1.2.1 De´finitions
• Largeur a` mi-hauteur :
Comme son nom l’indique, il s’agit de la largeur a` mi-hauteur de l’intensite´. Dans cette
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the`se, elle sera toujours de´termine´e a` partir du centre de l’impulsion 7. ∆t de´signera la
largeur a` mi-hauteur dans le domaine temporel, ∆ω la largeur a` mi-hauteur dans le do-
maine spectral.
• Largeur a` 1/e :
Il s’agit de la largeur a` 1/e de l’intensite´. Elle sera toujours de´termine´e a` partir du centre
de l’impulsion et sera note´e ∆t1/e dans le domaine temporel et ∆ω1/e dans le domaine
spectral.
• Largeur rms :
La largeur rms se de´finit comme le moment d’ordre 2 ponde´re´ par l’intensite´ (Eq. 1.58).
Elle sera note´e σt dans le domaine temporel et σω dans le domaine spectral.
σt =
√√√√∫ +∞−∞ (t− τ0)2|E(t)|2dt∫ +∞
−∞ |E(t)|2dt
σω =
√√√√∫ +∞−∞ (ω − ω0)2|E(ω)|2 dω2pi∫ +∞
−∞ |E(ω)|2 dω2pi
(1.58)
On dit qu’une impulsion est limite´e par transforme´e de Fourier lorsque, pour un spectre
donne´, la dure´e de l’impulsion est la plus petite possible.
1.2.2 Produit ”temps-fre´quence”(Time Bandwidth Product, TBP)
Le champ e´lectrique exprime´ dans le domaine temporel est relie´ au champ e´lectrique
dans le domaine spectral par une transforme´e de Fourier. Largeur spectrale et dure´e d’une
impulsion ne sont donc pas deux grandeurs inde´pendantes (quelle que soit la de´finition
choisie pour exprimer ces grandeurs). Ainsi la largeur spectrale rms et la largeur temporelle
rms ve´rifient l’ine´galite´ 1.59 8. L’e´galite´ est obtenue pour une impulsion gaussienne limite´e
par transforme´e de Fourier. Il s’agit donc de l’impulsion qui prend ”le moins de place”dans




Nous notons TBP le produit de la largeur spectrale par la dure´e de l’impulsion. Ainsi :
TBPFWHM = ∆t∆ω, TBP1/e = ∆t1/e∆ω1/e, TBPrms = σtσω. Pour un spectre donne´,
ce produit renseigne sur la complexite´ de l’impulsion ie sur le rapport de la dure´e de
7. La largeur a` mi-hauteur peut aussi eˆtre de´termine´e en partant des extre´mite´s de l’intervalle consi-
de´re´. Elle est alors tre`s sensible a` la pre´sence de plusieurs pics d’amplitude supe´rieure a` 0.5 (du maximum
de l’intensite´).
8. l’absence du facteur 2pi usuel s’explique par le choix des conventions pour la transforme´e de Fourier.
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l’impulsion sur la largeur de la plus petite structure pre´sente dans l’impulsion 9. Plus le
produit TBP est grand, plus l’impulsion est complexe. En l’absence de phase d’ordre 2
(section 1.3), le produit TBP peut donner directement le nombre de structures fines ou pics
pre´sents dans l’impulsion [12]. Pour une forme de spectre donne´, l’impulsion limite´e par
transforme´e de Fourier correspond a` la valeur minimale du produit TBP. Cette valeur est
donne´e dans le tableau 1.1 pour chacune des trois formes de spectre suivantes : gaussienne,
lorentzienne et se´cante [9].
Forme du spectre TBPFWHM TBPrms
gaussienne 2.77 0.5
se´cante hyperbolique 1.98 0.525
lorentzienne 0.89 0.7
Table 1.1 – Produit TBP pour des impulsions de forme de spectre gaussienne, lorent-
zienne et se´cante limite´e par transforme´e de Fourier. TBPFWHM : produit des largeurs a`
mi-hauteur, TBPrms : produit des largeurs rms.
Conside´rons trois impulsions de forme de spectre respectivement gaussienne, lorent-
zienne et se´cante hyperbolique, de meˆme largeur a` mi-hauteur ∆ω ∼ 0.18 rad fs−1 (∆λ ∼
60 nm), toutes les trois limite´es par transforme´e de Fourier (Figure 1.5). Les largeurs
spectrales rms sont par contre diffe´rentes puisque la largeur rms prend en compte ce qui
se passe dans les pieds de l’impulsion, ce qui n’est pas le cas de la largeur a` mi-hauteur.
Ainsi : σωgauss ∼ 0.08 rad fs−1, σωlorentz ∼ 0.13 rad fs−1, σωsec ∼ 0.1 rad fs−1 (e´value´e sur
une feneˆtre de 8.8 rad fs−1). La largeur temporelle a` mi-hauteur peut eˆtre calcule´e pour
chacune de ces trois impulsions en utilisant le tableau 1.1. Elle est diffe´rente pour cha-
cune de ces trois impulsions : ∆tgauss = 15.7 fs, ∆tlorentz = 5.0 fs, ∆tsec = 11.2 fs (pour
∆ω ∼ 0.177 rad fs−1).
La figure 1.5 illustre bien le fait que ce sont les pieds de chaque impulsion dans le do-
maine spectral qui contribuent principalement a` la largeur a` mi-hauteur dans le domaine
temporel. Plus la forme du spectre s’e´tend dans les pieds de l’impulsion plus la largeur
a` mi-hauteur est petite dans le domaine temporel. Pour une meˆme largeur spectrale a`
mi-hauteur, l’impulsion de forme lorentzienne a donc une largeur temporelle plus petite
que celles des deux autres formes spectrales. Par contre, la partie de chaque impulsion cor-
respondant a` la largeur a` mi-hauteur dans le domaine spectral se retrouve dans les pieds
de l’impulsion dans le domaine temporel. C’est pourquoi les trois impulsions semblent
confondues dans les pieds de l’intensite´ temporelle (Figure 1.5.b).
9. La complexite´ de l’impulsion est note´e η dans certains articles [11]. Elle est proportionnelle au
produit TBP avec par exemple pour une gaussienne, η ∼ TBPFWHM/4 ln 2.
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(a)












∆ω ∼ 0.18 rad fs−1
∆λ ∼ 60 nm
(b)












∆t ∼ 15.7 fs
∼ 11.2 fs
∼ 5 fs
Figure 1.5 – Intensite´ spectrale (a) et temporelle (b) de trois impulsions limite´es par
transforme´e de Fourier de formes de spectre diffe´rentes et de meˆme largeur spectrale a`
mi-hauteur ∆ω ∼ 0.18 rad fs−1 (ou ∆λ ∼ 60 nm). En noir : une gaussienne, en bleu :
une se´cante hyperbolique, en rouge : une lorentzienne. ∆t, largeur temporelle a` mi-hauteur.
1.2.3 Limites des de´finitions :
•Largeur a` mi-hauteur :
La largeur a` mi-hauteur de´finie plus haut n’a pas de sens pour une impulsion pre´sentant
une structure a` plusieurs pics de meˆme amplitude ou d’amplitude supe´rieure a` la moitie´
du maximum de l’intensite´ (cas de la somme de deux impulsions de meˆme amplitude de´-
cale´es temporellement). Cette largeur ne prend pas en compte la structure de l’impulsion
en dessous de la moitie´ du maximum de l’amplitude (par exemple la pre´sence de rebond
sur l’intensite´ temporelle d’une impulsion a` phase spectrale cubique, section 1.3). Expe´ri-
mentalement, elle est tre`s facile a` de´terminer.
•Largeur a` 1/e :
Les meˆmes remarques s’appliquent a` la largeur a` 1/e en remplac¸ant la moitie´ du maximum
de l’intensite´ par 1/e du maximum de l’intensite´.
•Largeur rms :
D’un point de vue the´orique, cette largeur est plus pertinente que la largeur a` mi-hauteur
puisqu’elle prend en compte les pieds de l’impulsion. Elle est particulie`rement adapte´e
pour de´crire des impulsions complexes. En revanche expe´rimentalement elle est difficile a`
e´valuer. En effet, sa de´finition (Eq.1.58) montre que sa de´termination ne´cessite de recons-
truire l’intensite´ (spectrale ou temporelle) avec un contraste infini sur un support infini.
Cette grandeur est donc e´value´e expe´rimentalement sur un support fini avec le contraste
maximum que la mesure utilise´e permet. La largeur rms est alors de´pendante du contraste
et de la largeur du support utilise´. Pour que cette grandeur reste pertinente, nous l’utili-
serons pour comparer une impulsion a` l’impulsion correspondante limite´e par transforme´e
de Fourier a` support et contraste donne´s.
Remarque : Pour une impulsion d’amplitude rectangle dans un domaine, la largeur rms
n’est pas de´finie dans le domaine associe´ par transforme´e de Fourier.
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Dans cette the`se, pour caracte´riser la largeur spectrale d’une impulsion, nous utilise-
rons :
– la largeur a` mi-hauteur en longueur d’onde dans la plupart des cas,
– la largeur a` 1/e pour des spectres pre´sentant des modulations lentes d’amplitude.
Pour caracte´riser la dure´e de l’impulsion, nous utiliserons a` la fois la dure´e a` mi-hauteur
et la largeur rms.
La variance temporelle de l’impulsion σ2t est relie´e a` la variance temporelle de l’impul-





Pour un spectre donne´, l’impulsion limite´e par transforme´e de Fourier (la plus courte pos-
sible) est obtenue pour ∆τg = 0 ie pour un retard de groupe inde´pendant de la pulsation.
De meˆme la variance spectrale de l’impulsion σ2ω est relie´e a` la variance spectrale de
l’impulsion a` phase temporelle nulle (φ = 0) par la relation 1.61 [10][8].




= σωφ=0 + σ
2
ω(t) (1.61)
Pour un spectre donne´, la largeur spectrale la plus courte est obtenue pour une pulsation
instantane´e ω(t) inde´pendante du temps. Lorsque la pulsation instantane´e varie avec le
temps, l’impulsion est dite a` de´rive de fre´quence positive lorsque la pente de la pulsation
instantane´e est positive et ne´gative dans le cas contraire. L’introduction d’une phase
temporelle variant de fac¸on non-line´aire avec le temps e´largit donc spectralement une
impulsion. Le phe´nome`ne d’automodulation de phase en est une illustration.
1.3 Zoologie des phases spectrales rencontre´es dans
cette the`se
Un certain nombre de sources posse`dent une grande largeur spectrale, sans pour autant
ge´ne´rer des impulsions bre`ves (par ex. : le soleil). La diffe´rence re´side dans l’existence d’une
phase spectrale non ale´atoire.
La traverse´e d’un milieu mate´riel par une impulsion bre`ve introduit une phase spectrale
ϕ(ω) de´pendant de la pulsation (Eq. 1.53) relie´e a` la valeur scalaire k(ω) du vecteur de
propagation. Comme nous l’avions fait pour k(ω) (Eq.1.35), la phase spectrale peut eˆtre
e´crite sous la forme de son de´veloppement de Taylor autour de la pulsation ω0
10 (Eq.1.62).
10. En pratique, la pulsation autour de laquelle le de´veloppement de Taylor est effectue´ n’est pas
force´ment la pulsation centrale de l’impulsion.
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ϕ(ω) = ϕ0 + ϕ1(ω − ω0) + ϕ2
2!
(ω − ω0)2 + ϕ3
3!
(ω − ω0)3 + ϕ4
4!
(ω − ω0)4 + ... (1.62)
ou` ϕ0, ϕ1, ϕ2,... sont respectivement les coefficients de Taylor associe´s d’ordre 0, 1, 2,...
Les mate´riaux pre´sents sur les chaˆınes laser introduisant principalement des phases qua-
dratiques et cubiques, cette de´composition de la phase en termes polynomiaux s’ave`re
particulie`rement adapte´e.
Dans cette section, je rappelle l’effet sur l’intensite´ et la phase temporelles, d’une
part, de chacun des coefficients du de´veloppement de Taylor a` l’ordre 4 de la phase spec-
trale, d’autre part, de phases plus complexes comme les phases sinuso¨ıdales et sauts de
phase. Cet effet est illustre´ dans le cas d’une impulsion d’amplitude gaussienne centre´e sur
λ0 = 800 nm et de largeur a` mi-hauteur ∆λ ∼ 132 nm 11. Pour chaque type de phases e´tu-
die´, la figure (a) repre´sente l’intensite´ spectrale normalise´e I(ω) en noir, la phase spectrale
ϕ(ω) en orange et le retard de groupe τg(ω) en bleu, la figure (b) l’intensite´ temporelle
normalise´e I(t) en noir, la phase temporelle φ(t) apre`s retrait du terme line´aire −ω0t
(soit ψ(t) = φ(t) − ω0t) en orange et la de´rive´e de la phase temporelle ψ(t) par rapport
au temps (soit ω0 − ω(t), ou` ω(t) est la pulsation instantane´e) en bleu. Enfin la figure
(c) repre´sente cette meˆme intensite´ en e´chelle logarithmique accompagne´e de l’intensite´
limite´e par transforme´e de Fourier correspondante. Bien que pour certaines phases spec-
trales des expressions analytiques du champ existent dans le domaine temporel, toutes
les intensite´s temporelles ont e´te´ calcule´es par transforme´e de Fourier discre`te du champ
spectral complexe. C’est pourquoi la dynamique temporelle sur laquelle ces intensite´s sont
trace´es est limite´e par le bruit nume´rique.
1.3.1 Phase spectrale nulle
Lorsque la phase spectrale ϕ(ω) est nulle, le champ e´lectrique E(ω) se re´duit a` son

















La dure´e de l’impulsion est alors minimale (∆t ∼ 7.2 fs, σ21.4ps ∼ 3.2 fs, pour ∆ω ∼
0.18 rad fs−1), la phase temporelle ψ(t) et sa de´rive´e sont nulles (Figure 1.6). Une telle
impulsion est dite limite´e par transforme´e de Fourier.
11. Largeur a` mi-hauteur de l’intensite´ spectrale.
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∆tFWHM ∼ 7.2 fs
σ21.4ps ∼ 3.1 fs













∆tTLFWHM ∼ 7.2 fs
σTL21.4ps ∼ 3.1 fs
(a) (b) (c)
Figure 1.6 – Impulsion gaussienne de largeur a` mi-hauteur ∆λ ∼ 132 nm et de phase
spectrale nulle. (a) En noir, intensite´ spectrale normalise´e I(ω), en orange, phase spectrale
ϕ(ω) (en rad), en bleu retard de groupe τg(ω) (en fs). (b) en noir intensite´ temporelle
normalise´e I(t), en orange, phase temporelle ψ(t) = φ(t)− ω0t (en rad), en bleu de´rive´e
de la phase temporelle ψ(t) (ω0 − ω(t), en rad fs−1). (c) en noir intensite´ temporelle en
e´chelle logarithmique, en grise´, intensite´ temporelle de l’impulsion limite´e par transforme´e
de Fourier correspondante.
1.3.2 Phase spectrale constante non nulle
Le terme de phase ϕ0, de´ja` introduit dans la section 1.1 (Eq.1.42), renseigne sur la
position de la porteuse dans le re´fe´rentiel du laboratoire. Il est relie´ a` la phase CEP par
l’e´quation 1.48 et est appele´ phase absolue dans la litte´rature.
La figure 1.7 pre´sente le cas d’une impulsion gaussienne de largeur ∆λ ∼ 132 nm et de



















































































∆tFWHM ∼ 7.2 fs
σ21.4ps ∼ 3.1 fs













∆tTLFWHM ∼ 7.2 fs
σTL21.4ps ∼ 3.1 fs
(a) (b) (c)
Figure 1.7 – Effet d’une phase spectrale constante ϕ0 =
pi
2
sur une impulsion gaussienne
de largeur a` mi-hauteur ∆λ ∼ 132 nm. (a) En noir, intensite´ spectrale normalise´e I(ω),
en orange, phase spectrale ϕ(ω) (en rad), en bleu retard de groupe τg(ω) (en fs). (b) en
noir intensite´ temporelle normalise´e I(t), en orange phase temporelle ψ(t) = φ(t) − ω0t
(en rad), en bleu de´rive´e de la phase temporelle ψ(t) (ω0−ω(t), en rad fs−1). (c) en noir
intensite´ temporelle en e´chelle logarithmique, en grise´, intensite´ temporelle de l’impulsion
limite´e par transforme´e de Fourier correspondante.
phase spectrale constante e´gale a` pi
2


















exp [i(ϕ0 − ω0t)] (1.66)
Le terme de phase d’ordre 0 n’influe pas sur la dure´e de l’impulsion qui reste minimale
(∆t ∼ 7.2 fs, σ21.4ps ∼ 3.2 fs) comme le montrent les figures 1.7.b et c. L’impulsion est
limite´e par transforme´e de Fourier. La phase temporelle ψ(t) est constante et e´gale a` ϕ0,
la de´rive´e de cette phase est nulle (Figure 1.7.b).
1.3.3 Phase spectrale line´aire
Le terme ϕ1 introduit un retard optique dans le domaine temporel dans le re´fe´rentiel
du laboratoire (Figure 1.8.b et c). L’impulsion est alors centre´e en τ0 = ϕ1. La figure 1.7






















































































∆tFWHM ∼ 7.2 fs
σ21.4ps ∼ 3.1 fs













∆tTLFWHM ∼ 7.2 fs
σTL21.4ps ∼ 3.1 fs
(a) (b) (c)
Figure 1.8 – Effet d’une phase spectrale line´aire de pente ϕ1 = 20 fs sur une impulsion
gaussienne de largeur a` mi-hauteur ∆λ ∼ 132 nm. (a) En noir, intensite´ spectrale nor-
malise´e I(ω), en orange, phase spectrale ϕ(ω) (en rad), en bleu retard de groupe τg(ω)
(en fs). (b) en noir intensite´ temporelle normalise´e I(t), en orange phase temporelle
ψ(t) = φ(t) − ω0t (en rad), en bleu de´rive´e de la phase temporelle ψ(t) (ω0 − ω(t), en
rad fs−1). (c) en noir intensite´ temporelle en e´chelle logarithmique, en grise´, intensite´
temporelle de l’impulsion limite´e par transforme´e de Fourier correspondante.
pre´sente le cas d’une impulsion gaussienne de largeur ∆λ ∼ 132 nm et de phase spectrale









exp [iϕ1(ω − ω0)] (1.67)
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Dans le domaine spectral, le temps de groupe prend une valeur constante. Dans le do-
maine temporel, le terme de phase d’ordre 1 n’affecte pas la dure´e de l’impulsion qui reste
limite´e par transforme´e de Fourier. Les figures 1.8.b et c montrent bien le de´calage de 20
fs du maximum de l’intensite´ temporelle. La phase temporelle ψ(t) et sa de´rive´e sont nulles.
Remarque : Dans toute la partie III (caracte´risation temporelle d’impulsions courtes),
nous ne nous occuperons pas des termes de phase spectrale d’ordre 0 et 1.
1.3.4 Phase spectrale quadratique
Le terme de phase d’ordre 2 est lie´ a` la dispersion de vitesse de groupe (GVD) e´voque´e
dans la section 1.1. Le temps de groupe varie alors line´airement avec la pulsation et ϕ2 est
souvent re´fe´rence´ comme la dispersion du retard de groupe (GDD : ”Group Delay Disper-
sion”). A cette phase spectrale quadratique est associe´e une phase temporelle quadratique
et donc une pulsation instantane´e variant line´airement avec le temps. L’impulsion n’est
plus limite´e par transforme´e de Fourier. Elle est dite a` de´rive de fre´quence positive ou
ne´gative suivant le signe de la pente de la pulsation instantane´e. Ce terme de phase qua-
dratique a pour conse´quence l’e´largissement de l’impulsion dans le domaine temporel.
La figure 1.9 pre´sente le cas d’une impulsion gaussienne de largeur ∆λ ∼ 132 nm et











































































∆tFWHM ∼ 39.2 fs
σ21.4ps ∼ 16.6 fs













∆tTL ∼ 7.2 fs
σ21.4ps ∼ 3.1 fs
(a) (b) (c)
Figure 1.9 – Effet d’une phase spectrale quadratique de coefficient ϕ2 = 100 fs
2 sur
une impulsion gaussienne de largeur a` mi-hauteur ∆λ ∼ 132 nm. (a) En noir, intensite´
spectrale normalise´e I(ω), en orange, phase spectrale ϕ(ω) (en rad), en bleu retard de
groupe τg(ω) (en fs). (b) en noir intensite´ temporelle normalise´e I(t), en orange phase
temporelle ψ(t) = φ(t)− ω0t (en rad), en bleu, de´rive´e de la phase temporelle ψ(t) (ω0 −
ω(t), en rad fs−1). (c) en noir intensite´ temporelle en e´chelle logarithmique, en grise´,
intensite´ temporelle de l’impulsion limite´e par transforme´e de Fourier correspondante.
de phase spectrale quadratique de coefficient ϕ2 = 100 fs
2. Dans le domaine spectral, le
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2 (16(ln 2)2 + ϕ22∆ω
4)
t2 (1.71)
La phase temporelle varie de manie`re quadratique avec le temps (Figure 1.9.b). La pul-
sation instantane´e devient :
ω(t) = ω0 +
ϕ2∆ω
4
16(ln 2)2 + ϕ22∆ω
4
t (1.72)
Pour ϕ2  ∆t2, la pulsation instantane´e (Eq.1.72) se re´e´crit simplement sous la forme :




La pulsation instantane´e varie line´airement avec le temps (Figure 1.9.b), ce qui a pour
effet d’e´tirer temporellement l’impulsion a` une dure´e ∆t ∼ 39.2 fs ie d’un facteur 5.4
par rapport a` la dure´e de l’impulsion limite´e par transforme´e de Fourier (∆t ∼ 7.2 fs).
La largeur a` mi-hauteur reste ici un bon crite`re d’e´valuation de la dure´e de l’impulsion.
A noter que la pente de la pulsation instantane´e est du signe du coefficient ϕ2 de la
phase spectrale quadratique. Lorsque ce coefficient est positif, la de´rive de fre´quence de
l’impulsion est positive. Dans le cas contraire, elle est ne´gative.
1.3.5 Phase spectrale cubique
Le terme de phase spectrale d’ordre 3, ϕ3, est souvent re´fe´rence´ dans la litte´rature
comme la dispersion d’ordre 3 ou TOD (”Third Order Dispersion”). Le retard de groupe
varie alors de fac¸on quadratique avec la pulsation. Pour ϕ3 > 0, la pulsation centrale
de l’impulsion ω0 arrive donc avant les autres pulsations contenues dans le spectre de
l’impulsion (cf repre´sentation de Wigner associe´e a` une impulsion gaussienne de largeur a`
mi-hauteur ∆λ ∼ 132 nm et de phase spectrale cubique de coefficient ϕ3 = 400 fs3, figure
A.3 en annexe A). Chaque couple de pulsation ω0 + δω, ω0 − δω arrive en meˆme temps
mais avec un retard par rapport a` l’instant d’arrive´e de la pulsation ω0. Ces couples de
pulsation cre´ent donc des battements dans le domaine temporel qui sont a` l’origine des
rebonds observe´s sur le profil temporel de l’intensite´ apre`s le pic central (ou avant dans le
cas d’une valeur ne´gative de ϕ3). On parle alors de post-impulsions (ou pre´-impulsions).
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∆tFWHM ∼ 10.9 fs
σ21.4ps ∼ 8.2 fs













∆tTLFWHM ∼ 7.2 fs
σTL21.4ps ∼ 3.1 fs
(a) (b) (c)
Figure 1.10 – Effet d’une phase spectrale quadratique de coefficient ϕ3 = 400 fs
3 sur
une impulsion gaussienne de largeur a` mi-hauteur ∆λ ∼ 132 nm. (a) En noir, intensite´
spectrale normalise´e I(ω), en orange, phase spectrale ϕ(ω) (en rad), en bleu, retard de
groupe τg(ω) (en fs). (b) en noir, intensite´ temporelle normalise´e I(t), en orange, phase
temporelle ψ(t) = φ(t)−ω0t (en rad), en bleu de´rive´e de la phase temporelle ψ(t) (ω0−ω(t),
en rad fs−1). (c) en noir, intensite´ temporelle en e´chelle logarithmique, en grise´, intensite´
temporelle de l’impulsion limite´e par transforme´e de Fourier correspondante.
La figure 1.10 pre´sente le cas d’une impulsion gaussienne de largeur ∆λ ∼ 132 nm et
de phase spectrale cubique de coefficient ϕ3 = 400 fs

















Dans le domaine temporel, le champ E(t) peut s’e´crire sous forme analytique a` l’aide de
l’inte´grale d’Airy Ai [13] :
E˜(t) ∝ exp
[



















Nous observons des rebonds ou ”post-impulsions” sur l’intensite´ temporelle de l’impulsion
(Figure 1.10.b et c). La largeur rms temporelle de l’impulsion (σ21.4ps ∼ 8.2 fs) a augmente´
d’un facteur 2.6 par rapport a` celle de l’impulsion limite´e par transforme´e de Fourier
(σTL21.4ps ∼ 3.1 fs) alors que la largeur a` mi-hauteur n’a presque pas change´ (∆t = 10.9 fs a`
comparer a` ∆tTL = 7.2 fs). Ce cas illustre la pertinence d’utiliser la largeur rms comme
de´finition de la dure´e (comme de´ja` mentionne´ dans la section 1.2).
1.3.6 Phase spectrale d’ordre 4 et ordres supe´rieurs
Les termes d’ordres supe´rieurs a` trois sont responsables de distorsions dans le domaine
temporel qui rendent la structure de l’intensite´ temporelle assez complexe. Ces distorsions
sont localise´es dans les pieds de l’intensite´ temporelle et sont souvent de faible amplitude.
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La largeur a` mi-hauteur de l’intensite´ est peu affecte´e. Il est ne´cessaire de de´terminer la
largeur temporelle rms pour prendre en compte ces distorsions. La figure 1.11 pre´sente le








































































∆tFWHM ∼ 9.2 fs
σ21.4ps ∼ 4.2 fs















∆tTLFWHM ∼ 7.2 fs
σTL21.4ps ∼ 3.1 fs
(a) (b) (c)
Figure 1.11 – Effet d’une phase spectrale quadratique de coefficient ϕ4 = 1000 fs
4 sur
une impulsion gaussienne de largeur a` mi-hauteur ∆λ ∼ 132 nm. (a) En noir, intensite´
spectrale normalise´e I(ω), en orange, phase spectrale ϕ(ω) (en rad), en bleu, retard de
groupe τg(ω) (en fs). (b) en noir, intensite´ temporelle normalise´e I(t), en orange, phase
temporelle ψ(t) = φ(t)− ω0t (en rad), en bleu, de´rive´e de la phase temporelle ψ(t) (ω0 −
ω(t), en rad fs−1). (c) en noir intensite´ temporelle en e´chelle logarithmique, en grise´,
intensite´ temporelle de l’impulsion limite´e par transforme´e de Fourier correspondante.
cas d’une impulsion gaussienne de largeur ∆λ ∼ 132 nm et de phase spectrale d’ordre 4
de coefficient ϕ4 = 1000 fs
















Le retard de groupe varie de fac¸on cubique avec la pulsation. Il n’existe pas, a` ma connais-
sance, d’expression analytique du champ dans le domaine temporel. L’intensite´ temporelle
pre´sente des distorsions dans les pieds de l’impulsion qui sont mises en e´vidence en e´chelle
logarithmique sur la figure 1.11.c. Ces distorsions s’e´talent sur un support temporel d’envi-
ron 1.5 ps (ce qui ne´cessite une feneˆtre temporelle de mesure importante pour de´terminer
la largeur rms associe´e).
Certaines phases spectrales utilise´es dans cette the`se ne peuvent pas eˆtre de´veloppe´es
en phases polynomiales : il s’agit des phases sinuso¨ıdales et des sauts de phases.
1.3.7 Phase spectrale sinuso¨ıdale
Un terme de phase spectrale sinuso¨ıdale de fre´quence de modulation tre`s supe´rieure
a` la dure´e de l’impulsion donne naissance, dans le domaine temporel, a` une se´rie de
re´pliques e´quidistantes de cette impulsion. L’amplitude de chaque re´plique ainsi que l’es-
pacement entre chaque re´plique exprime´ en terme de de´lai sont fixe´s par les parame`tres
de la sinuso¨ıde (amplitude et fre´quence de modulation). L’introduction d’une phase spec-
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trale sinuso¨ıdale sur une impulsion donne´e permet donc de ge´ne´rer une se´rie de re´pliques
de cette impulsion par le seul biais d’une modulation de phase (sans modulation d’am-
plitude). Pour cette raison, ce type de phase est souvent utilise´ dans les expe´riences de
controˆle cohe´rent.
Dans cette the`se, la phase spectrale sinuso¨ıdale sera e´crite sous la forme de l’e´quation
1.77.
ϕ(ω) = a sin[(ω − ω0)τs + ψ] (1.77)
ou` τs est la pulsation de modulation de la sinuso¨ıde et a son amplitude.
























































































∆tFWHM ∼ 7.2 fs
σ21.4ps ∼ 53.1 fs













∆tTLFWHM ∼ 7.2 fs
σTL21.4ps ∼ 3.1 fs
(a) (b) (c)
Figure 1.12 – Effet d’une phase sinuso¨ıdale d’amplitude a = 1 et de pulsation τs =
75 fs sur une impulsion gaussienne de largeur a` mi-hauteur ∆λ ∼ 132 nm.(a) En noir,
intensite´ spectrale normalise´e I(ω), en orange, phase spectrale ϕ(ω) (en rad), en bleu
retard de groupe τg(ω) (en fs). (b) en noir, intensite´ temporelle normalise´e I(t), en orange,
phase temporelle ψ(t) = φ(t)− ω0t (en rad), en bleu, de´rive´e de la phase temporelle ψ(t)
(ω0−ω(t), en rad fs−1). (c) en noir, intensite´ temporelle en e´chelle logarithmique, en grise´,
intensite´ temporelle de l’impulsion limite´e par transforme´e de Fourier correspondante.
La figure 1.12 pre´sente le cas d’une impulsion gaussienne de largeur ∆λ ∼ 132 nm et de
phase spectrale sinuso¨ıdale d’amplitude a = 1 et de fre´quence de modulation τs = 75 fs.
La variation du retard de groupe τg(ω) avec la pulsation est alors en cosinus. Dans le








exp [ia sin[(ω − ω0)τs] (1.78)
Dans le domaine temporel, le champ E(t) peut eˆtre exprime´ de fac¸on analytique en utilisant















ou` Jn correspond a` la fonction de Bessel d’ordre n de premie`re espe`ce, ETL(t) au champ
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temporel de l’impulsion sans phase spectrale sinuso¨ıdale : il s’agit ici de l’impulsion limite´e













Pour une pulsation de modulation sinuso¨ıdale τs grande devant la dure´e de l’impulsion
limite´e par transforme´e de Fourier (τs  ∆t), les champs ETL(t − nτs) n’interfe`rent pas
entre eux et l’intensite´ temporelle se re´duit a` la somme des carre´s des termes de la somme














L’intensite´ temporelle pre´sente alors une se´rie de pics se´pare´s d’un retard τs = 75 fs et
d’amplitude de´termine´e par l’amplitude de la sinuso¨ıde initiale a (Figure 1.12.b et c).
Chacun de ces pics a pour largeur a` mi-hauteur la largeur a` mi-hauteur de l’impulsion
limite´e par transforme´e de Fourier, soit ∆t ∼ 7.2 fs. Pour caracte´riser cette impulsion,
il est alors plus approprie´ de parler en terme de largeur rms : σ21.4ps ∼ 53.1 fs. Compte-
tenu de l’extension temporelle (∼ 2 ps) d’une telle impulsion, il est difficile de de´terminer
expe´rimentalement cette largeur rms de fac¸on pertinente. Une grande extension temporelle
peut aussi poser des proble`mes lorsqu’une me´thode base´e sur l’interfe´rome´trie spectrale
est utilise´e pour reconstruire l’impulsion (voir Partie II).
1.3.8 Saut de phase
Le saut de phase correspond a` une discontinuite´ de la phase spectrale en une pulsation
ω0 (ou une longueur d’onde donne´e λ0) qui se traduit dans le domaine temporel par une
modulation de l’intensite´. Un exemple simple est le saut de phase de pi, tre`s utilise´ dans de
nombreuses expe´riences [15]. Ce saut de phase correspond a` un changement de signe du
champ E(ω) a` la pulsation ω0. Dans le domaine temporel, l’intensite´ temporelle s’annule en
t = 0. Le retard de groupe associe´ a` un saut de phase prend donc une valeur infinie en ω0,
ce qui rend impossible une re´alisation expe´rimentale. Dans cette the`se, nous de´finissons
un saut de phase en ne conservant que la moitie´ d’une supergaussienne d’amplitude A et
d’ordre n (Eq.1.82, saut de phase en λ0)
12.








12. Il est aussi possible d’utiliser la fonction arctangente.
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ou` λ0 est la longueur d’onde a` laquelle le saut de phase doit avoir lieu, la largeur a`
mi-hauteur de la supergaussienne est de´finie par 2(λ0 − λmin) 13. L’amplitude A de la
supergaussienne caracte´rise l’amplitude du saut de phase, l’ordre n de la supergaussienne
la pente du saut de phase. La figure 1.13 pre´sente le cas d’une impulsion gaussienne de



































































































σ21.4ps ∼ 44.7 fs













σTL21.4ps ∼ 3.1 fs
(a) (b) (c)
Figure 1.13 – Effet d’un saut de phase d’amplitude A = pi et d’ordre n = 150
(λ0 = 800 nm, λmin = 500 nm) sur une impulsion gaussienne de largeur a` mi-hauteur
∆λ ∼ 132 nm. (a) En noir, intensite´ spectrale normalise´e I(ω), en orange, phase spec-
trale ϕ(ω) (en rad), en bleu retard de groupe τg(ω) (en fs). (b) en noir intensite´ temporelle
normalise´e I(t), en orange phase temporelle ψ(t) = φ(t) − ω0t (en rad), en bleu de´rive´e
de la phase temporelle ψ(t) (ω0 − ω(t), en rad fs−1). (c) en noir intensite´ temporelle en
e´chelle logarithmique, en grise´, intensite´ temporelle de l’impulsion limite´e par transforme´e
de Fourier correspondante.
largeur ∆λ ∼ 132 nm pre´sentant un saut de phase d’amplitude A = pi et d’ordre n = 150
en λ = λ0 = 800 nm.
Nous observons une annulation de l’intensite´ temporelle en t = 0 (Figure 1.13b et c) 14.
Le temps de groupe prend des valeurs conse´quentes autour de λ0 d’ou` une extension
temporelle importante d’environ 8 ps. Cette valeur est supe´rieure a` la re´solution temporelle
maximale de certains spectrome`tres, ce qui peut poser des proble`mes dans des expe´riences
d’interfe´rome´trie spectrale (voir partie II).
Remarque : dans le cas d’un saut de phase ”the´orique”, le retard de groupe prend une
valeur infinie en λ0 d’ou` une extension temporelle infinie.
13. Le choix d’e´crire la supergaussienne en fonction des longueurs d’onde et non des pulsations a e´te´
fait pour se conformer aux coonventions donne´es dans la litte´rature du domaine du controˆle cohe´rent.
14. Figure 1.13b et c : L’intensite´ temporelle a e´te´ calcule´e nume´riquement en approximant le saut de
phase par l’expression 1.82. Ceci explique l’asyme´trique, par rapport a` t = 0, de l’intensite´ ainsi calcule´e.
L’intensite´ temporelle calcule´e de manie`re analytique pour un saut de phase ”the´orique” serait syme´trique





Dans le chapitre pre´ce´dent, nous avons introduit un certain nombre de concepts lie´s
aux impulsions courtes. Ce chapitre aborde la ge´ne´ration et l’amplification de ces impul-
sions courtes par la technique dite d’amplification a` de´rive de fre´quence (ou CPA)[2] a`
partir du fonctionnement des chaˆınes laser du CEA. Au cours de cette the`se, les travaux
expe´rimentaux ont e´te´ re´alise´s a` la fois sur les chaines LUCA et Sofockle. La compre´hen-
sion du fonctionnement de telles chaˆınes permet de de´gager diffe´rentes proble´matiques
comme le de´faut de recompression en sortie de chaˆıne ou encore diffe´rents enjeux comme
le fac¸onnage d’impulsions ou la stabilisation en CEP. Ces constatations constituent le
point originel des de´veloppements effectue´s dans cette the`se.
2.1 Ge´ne´ration d’impulsions courtes : l’oscillateur
La ge´ne´ration d’impulsions courtes sur les chaˆınes laser du CEA utilise´es dans cette
the`se se fait a` l’aide d’un oscillateur Titane Saphir (TiS) Mira 900 (Coherent) dont le
sche´ma est pre´sente´ figure 2.1.
De manie`re ge´ne´rale, cette ge´ne´ration ne´cessite la pre´sence de trois e´le´ments fonda-
mentaux dans la cavite´ optique :
– un amplificateur optique large bande,
– un me´canisme de blocage de modes pour assurer une relation de cohe´rence entre les
phases des diffe´rentes composantes spectrales,
– un syste`me de compensation de la dispersion accumule´e pour un tour de cavite´ pour
conserver un de´lai de groupe constant pour chaque tour de cavite´ et ainsi conserver
la relation de phase entre les diffe´rentes composantes spectrales.
Le milieu amplificateur de l’oscillateur MIRA est un cristal de Saphir dope´ au Titane.
Il est pompe´ par un laser Nd :YVO4 double´ en fre´quence (intracavite´) qui de´livre une
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Figure 2.1 – Sche´ma de principe de l’oscillateur de la chaine LUCA du CEA (MIRA
900 - Coherent). BP : prisme a` Brewster, M : miroir, L : lentille de focalisation
puissance de 5W a` 532 nm (Verdi, Coherent). Le blocage de modes est obtenu graˆce a`
l’effet Kerr [16]. La lentille Kerr induite conduit a` une taille de mode diffe´rente suivant
le type de fonctionnement (continu ou ”modes bloque´s”). Il est ainsi possible, en utilisant
une fente judicieusement positionne´e dans la cavite´, de ge´ne´rer des pertes uniquement sur
le re´gime ”continu”, ce qui favorise le re´gime ”modes bloque´s”. Celui-ci est initialise´ par
une variation rapide de la longueur de cavite´ provoque´e par la vibration d’une lame de
verre (note´e De´marreur sur le sche´ma 2.1). Enfin, la compensation de la dispersion dans
la cavite´ se fait par un compresseur a` prismes [17].
Les performances typiques (fonctionnement journalier) de cet oscillateur sont re´sume´es
dans le tableau 2.1.
Largeur a` mi-hauteur ∆λ (nm) 40
Dure´e d’impulsion ∆tTL FTL (fs) 23
Fre´quence de re´pe´tition (MHz) 76
Puissance moyenne (blocage de modes) (mW) 400
Diame`tre du faisceau (mm) 0.8
Divergence (mrad) 1.4
Mode transverse TEM00 (M
2 = 1.1)
Bruit sur la bande <2%
Table 2.1 – Performances typiques de l’oscillateur de la chaine laser LUCA
Le spectre des impulsions en sortie d’oscillateur (Fig.2.2) a une largeur spectrale ty-
pique ∆λ ∼ 40nm centre´e autour de 794 nm qui conduit a` une dure´e FTL typique
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∆t ∼ 23 fs.














Figure 2.2 – Spectre typique en sortie d’oscillateur
2.2 Amplification d’impulsions courtes par la tech-
nique CPA
Pourquoi amplifier ?
Sur la chaine laser LUCA, l’e´nergie des impulsions en sortie d’oscillateur est d’environ
5.3 nJ. Les impulsions courtes ont des applications tre`s diverses comme l’optique non-
line´aire, la ge´ne´ration d’harmoniques d’ordre e´leve´ ou encore l’e´tude re´solue en temps de
mouvements mole´culaires, atomiques ou e´lectroniques. Toutes ces applications ne´cessitent
de disposer d’impulsions courtes d’e´nergie de quelques microjoules a` la centaine de milli-
joules, soit supe´rieure de plusieurs ordres de grandeur a` l’e´nergie des impulsions en sortie
d’oscillateur, d’ou` la ne´cessite´ d’amplifier les impulsions en sortie d’oscillateur.
Principe de l’amplification a` de´rive de fre´quence
L’amplification d’impulsions courtes repose sur le principe de l’amplification a` de´rive de
fre´quence (CPA) [2] dont le sche´ma de principe est pre´sente´ figure 2.3.







Figure 2.3 – Principe de l’amplification a` de´rive de fre´quence (CPA, ”Chirped-pulse
amplification”)
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L’amplification directe d’impulsions courtes et tre`s intenses dans un milieu amplifica-
teur (cristal TiS par exemple) entraˆınerait sa de´te´rioration. En effet, l’e´clairement creˆte
Ecr alors atteint dans l’amplificateur donnerait lieu a` un phe´nome`ne d’auto-focalisation




ou` Pmoy est la puissance moyenne des impulsions, ∆t leur dure´e et S la surface du faisceau
conside´re´e.
La technique CPA propose une solution a` ce proble`me en e´tirant temporellement les
impulsions avant amplification pour diminuer suffisamment leur e´clairement creˆte. Elle
consiste en trois e´tapes :
– l’allongement de la dure´e d’impulsions de plusieurs ordres de grandeur a` l’aide d’un
e´tireur (section 2.2.2),
– l’amplification des impulsions dans un ou plusieurs syste`mes amplificateurs,
– la recompression des impulsions amplifie´es a` leur dure´e initiale (section 2.2.2).
2.2.1 Le syste`me amplificateur
Les e´tages d’amplification sont pompe´s par des lasers Nd :YAG double´s en fre´quence
(λ = 532 nm). Sur la chaˆıne LUCA, la fre´quence de re´pe´tition a e´te´ choisie e´gale a` 20 Hz.
L’injection de la chaˆıne d’amplification est donc re´alise´e en ge´ne´rant, a` partir du train
d’impulsions a` 76 MHz en sortie d’oscillateur, un sous-train d’impulsions a` 20 Hz. Cette
ope´ration est effectue´e par un de´coupeur d’impulsions compose´ d’une cellule de Pockels







76 MHz → 20 Hz
Oscillateur MIRA
PockelsTiS






Figure 2.4 – Sche´ma simplifie´ de la chaine laser LUCA depuis la sortie de l’oscillateur
jusqu’a` la sortie de l’amplificateur re´ge´ne´ratif.
L’amplification repose sur le phe´nome`ne d’e´mission stimule´e dans les cristaux de TiS
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Le sche´ma de l’amplificateur re´ge´ne´ratif est repre´sente´ figure 2.4. Il s’agit d’un re´sona-
teur contenant un barreau amplificateur de TiS pompe´ par un laser Nd :YAG double´ a` 532
nm a` la cadence de 20Hz (∼ 1 W). L’impulsion est pie´ge´e dans la cavite´ par application
d’une tension sur la cellule de Pockels (λ/4→ λ/2). Elle effectue alors un grand nombre
(∼ 28) de passages dans le barreau amplificateur jusqu’a` atteindre l’e´nergie souhaite´e.
Une fois l’amplification arrive´e a` saturation, l’impulsion est e´jecte´e de la cavite´ par appli-
cation d’une tension plus e´leve´e sur la cellule de Pockels (λ/2→ 3λ/4).
Le gain de ce premier amplificateur est de l’ordre de 106. Pour une e´nergie initiale de 1nJ,
l’e´nergie par impulsion en sortie est d’environ 1 mJ. Les fuites inde´sirables de l’amplifi-
cateur re´ge´ne´ratif sont e´limine´es graˆce a` une cellule de Pockels (Fig.2.5) positionne´e en
sortie de celui-ci. Cette ope´ration permet d’ame´liorer le contraste temporel nanoseconde
(cohe´rent et incohe´rent) des impulsions (section 2.2.3).
L’amplificateur multi-passages
Sur la chaine laser LUCA, l’amplificateur re´ge´ne´ratif est suivi d’un amplificateur multi-
passages (n=4) que nous nommerons ”pre´-ampli” par la suite (Fig.2.5).
Laser de pompe
Nd:YAG






Figure 2.5 – Sche´ma de l’amplificateur multi-passages (”pre´-ampli”) qui suit l’amplifica-
teur re´ge´ne´ratif sur la chaine LUCA
L’impulsion effectue quatre passages dans un barreau amplificateur de TiS pompe´
par le meˆme laser Nd :YAG que l’amplificateur re´ge´ne´ratif. Le pompage est effectue´ en
longitudinal sur chacune des faces du cristal de fac¸on a` atteindre un bon rendement
avec une fluence infe´rieure a` la fluence de dommage du mate´riau. Un syste`me d’imagerie
permet d’obtenir une zone de pompage homoge`ne au niveau du cristal TiS. Le gain de cet
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amplicateur 4 passages est de 20 conduisant ainsi a` des impulsions de l’ordre de 20 mJ.
En sortie de pre´-ampli, le spectre, repre´sente´ figure 2.6 1, a une largeur typique de 20 nm.








Figure 2.6 – Spectre en sortie de pre´-ampli
Le faisceau en sortie de pre´-ampli est ensuite redistribue´ entre plusieurs lignes d’expe´-
rience dont deux ont e´te´ utilise´es dans les e´tudes de´veloppe´es dans cette the`se.
Sur la premie`re ligne d’expe´rience que nous de´signons dans ce manuscrit sous le nom
de ”ligne d’expe´rience n◦1”, 1.1 mJ de la sortie du pre´-ampli sont a` nouveau amplifie´s
dans un amplificateur trois passages dont le sche´ma expe´rimental est semblable a` celui
du pre´-ampli (Fig.2.5). Cet amplificateur est suivi d’un compresseur a` re´seaux dont le
fonctionnement est de´crit dans la section 2.2.2 qui recomprime les impulsions jusqu’a` une
dure´e de 50 fs avec une transmission de 60%. Les caracte´ristiques du faisceau en entre´e
d’amplificateur et en sortie de compresseur sont re´sume´es dans le tableau 2.2.
Laser de pompe Nd :YAG double´
Longueur d’onde (nm) 532
Puissance moyenne (W) 1.7
Impulsions infrarouge en entre´e en sortie
Longueur d’onde centrale (nm) 794 795
Largeur a` mi-hauteur ∆λ (nm) 20 20
Dure´e d’impulsion ∆t 150 ps 50 fs
Fre´quence de re´pe´tition (Hz) 20 20
Energie (mJ) 1.1 13.2
Gain de l’amplificateur 20
Transmission du compresseur (%) 60
Table 2.2 – Performances typiques de la ligne d’expe´rience n◦ 1 de la chaine laser LUCA
La ligne d’expe´rience n◦1 a e´te´ utilise´e pour la caracte´risation du filtre acousto-optique
dispersif programmable (AOPDF) pre´sente´e dans la partie II ainsi que pour une partie des
1. Les modulations observe´es sont lie´es a` la de´gradation du traitement argent sur le miroir convexe
de l’e´tireur de O¨ffner (Fig.2.8).
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expe´riences de caracte´risation de techniques de mesures d’impulsions courtes (Interfe´ro-
me´trie spectrale a` de´calage (SPIDER), Compression locale du spectre (LSC)) de´veloppe´es
dans la partie III.
Sur la seconde ligne d’expe´rience utilise´e, de´signe´e dans la suite sous le nom de ”ligne
d’expe´rience n◦2”, 1.2 mJ de la sortie du pre´-ampli sont a` nouveau amplifie´s dans deux
amplificateurs quatre passages de gain global e´gal a` 20, puis comprime´s a` l’aide d’un com-
presseur a` re´seaux. Les caracte´ristiques du faisceau en entre´e du premier amplificateur et
en sortie de compresseur sont donne´es dans le tableau 2.3. Cette ligne d’expe´rience a e´te´
Laser de pompe Nd :YAG double´
Longueur d’onde (nm) 532
Puissance moyenne (W) 3.47
Impulsions infrarouge en entre´e en sortie
Longueur d’onde centrale (nm) 794 795
Largeur a` mi-hauteur ∆λ (nm) 20 20
Dure´e d’impulsion ∆t 150 ps 50 fs
Fre´quence de re´pe´tition (Hz) 20 20
Energie (mJ) 1.2 12
Gain de l’amplificateur 20
Transmission du compresseur (%) 50
Table 2.3 – Performances typiques de la ligne d’expe´rience n◦ 2 de la chaine laser LUCA
utilise´e pour toutes les expe´riences d’amplification parame´trique optique qui sont de´crites
en annexe G.
Enfin, certaines expe´riences de caracte´risation de techniques de mesures d’impulsions
(Interfe´rome´trie a` de´calage (SPIDER), Interfe´rome´trie spectrale auto-re´fe´rence´e (SRSI))
qui sont pre´sente´es dans la partie III ont e´te´ effectue´es sur la chaˆıne laser Sofockle du CEA
Saclay. Cette chaˆıne repose sur le meˆme principe d’amplification a` de´rive de fre´quence. Elle
est constitue´e d’un ensemble oscillateur, e´tireur, amplificateur re´ge´ne´ratif, compresseur.
En sortie de compresseur, des impulsions de 600 µJ, de dure´e 40 fs a` la cadence de 1 kHz
et centre´es sur λ0 ∼ 810 nm sont obtenues. Ces impulsions sont ensuite couple´es dans
une fibre creuse (Argon, P ∼ 2 bars) pour les e´largir spectralement jusqu’a` une valeur
de l’ordre de 100 a` 140 nm. Apre`s recompression par des re´flexions successives sur des
miroirs ”chirpe´s” [19], des impulsions sub-20 fs sont obtenues.
2.2.2 Le couple Etireur-Compresseur
En sortie d’oscillateur, les impulsions de dure´e ∆T sont, dans un premier temps, for-
tement e´tire´es temporellement a` l’aide d’un syste`me e´tireur puis amplifie´es. Le roˆle du
compresseur installe´ en fin de chaˆıne est donc de recomprimer les impulsions a` leur dure´e
initiale ∆T . Il doit donc compenser la dispersion introduite par le syste`me amplicateur
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en plus de celle introduite par l’e´tireur. Il est, de plus, soumis a` des e´clairements creˆtes
beaucoup plus e´leve´s que l’e´tireur.
La re´alisation de l’e´tirement et de la compression d’impulsions repose sur l’introduction
d’un chemin optique diffe´rent pour chaque composante spectrale. Le temps d’arrive´e de
chacune de ces composantes est alors modifie´ et donc le retard de groupe τg de l’impulsion
l’est e´galement.
Le compresseur
Cette partie n’a pas pour but de pre´senter tous les syste`mes de compression d’impul-
sions. Pour cela, le lecteur peut se reporter aux re´fe´rences [20][21][22]. Nous nous conten-
terons ici de de´crire le syste`me de compression le plus utilise´ dans cette the`se a` savoir le
compresseur a` re´seaux. Les compresseurs a` re´seaux standard [23] comme ceux de la chaine







Figure 2.7 – Sche´ma d’un compresseur a` deux re´seaux en re´flexion
En sortie du premier re´seau, le faisceau diffracte´ est disperse´ angulairement, ce qui
permet d’introduire un chemin optique diffe´rent pour chaque composante spectrale de
l’impulsion, apre`s propagation dans le compresseur. La dispersion spatiale (des diffe´rentes
composantes spectrales) en sortie du second re´seau est corrige´e par le second passage dans
le compresseur. En utilisant le formalisme des vecteurs d’onde, on peut exprimer la phase
spectrale introduite par un aller-retour dans ce syste`me en fonction de la distance G entre
les re´seaux, de l’angle d’incidence sur le premier re´seau θi et de l’angle de diffraction θd(ω)








On peut alors de´duire les expressions des termes de phase quadratique (Eq.2.2) et cubique
(Eq.2.3) associe´s :













ou` dt est la densite´ de traits des re´seaux.
Un compresseur a` re´seaux introduit donc une phase quadratique ne´gative et une phase
cubique de signe oppose´ ie positive.
L’e´tireur
Une premie`re solution, pour e´tirer temporellement les impulsions, consiste a` utiliser un
syste`me analogue au compresseur a` re´seaux pre´sente´ figure 2.7. Un syste`me d’imagerie de
grossissement -1 est inse´re´ entre les deux re´seaux afin d’obtenir une distance G ne´gative
entre ceux-ci. La phase spectrale introduite est alors de signe oppose´ a` celle introduite par
le compresseur. Cet e´tireur ”imageur”permet d’acce´der a` de tre`s forts facteurs d’e´tirement
jusqu’a` 105. En revanche, pour des impulsions de dure´e sub-100 fs, l’utilisation de lentilles
comme syste`me d’imagerie introduit des aberrations ge´ome´triques et chromatiques qui
ne peuvent pas eˆtre compense´es par le syste`me de compression. De plus, la pre´sence de
dispersions spatiales et angulaires (des diffe´rentes composantes spectrales) sur le faisceau
injecte´ dans la chaine d’amplification de´grade la qualite´ de l’amplification.
Figure 2.8 – Sche´ma de l’e´tireur d’O¨ffner de la chaine laser LUCA
La mise en oeuvre d’un e´tireur en configuration de O¨ffner apporte la solution a` ces
proble`mes[24][25]. Un sche´ma DAO de celui de la chaine LUCA est repre´sente´ figure
2.8. Sur ce sche´ma, le trajet du faisceau a e´te´ simplifie´ pour plus de clarte´. Cet e´tireur
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est constitue´ d’un re´seau de diffraction, de deux miroirs sphe´riques de meˆme centre de
courbure, l’un concave de focale f, l’autre convexe de focale -f/2, d’un prisme permettant
un repliement dans le plan horizontal et d’une e´querre optique permettant un repliement
dans le plan vertical. Un tel syste`me n’introduit pas d’aberrations chromatiques et est
corrige´ des aberrations ge´ometriques suivantes : l’aberration sphe´rique et la coma. Le
facteur d’e´tirement est d’environ 6.5 103.
2.2.3 De´fauts des chaˆınes CPA
De manie`re ge´ne´rale, toute chaˆıne de type CPA pre´sente un certain nombre de de´fauts
qui, lorsqu’ils ne sont pas corrige´s, limitent l’utilisation des impulsions en sortie de chaˆıne.
Dans cette section, je ne m’inte´resse qu’a` trois d’entre eux :
– la pre´sence d’une phase spectrale re´siduelle en sortie de chaˆıne,
– le contraste temporel fini des impulsions,
– la pre´sence d’une gigue temporelle sur les signaux de synchronisation des amplifica-
teurs.
Le premier point est une des motivations des travaux re´alise´s dans cette the`se, le second
constitue un e´le´ment perturbatif important et le troisie`me un e´le´ment perturbatif de
moindre importance qui est traite´ en annexe E.7.
Phase spectrale re´siduelle
En sortie de compresseur, il est aise´ d’annuler le terme de phase spectrale quadratique
en ajustant la distance entre les re´seaux. Le terme de phase cubique peut eˆtre corrige´
en jouant sur l’angle d’incidence θi dans le compresseur, celui d’ordre 4 en adaptant le
nombre de traits des re´seaux [21][22]. Ces deux dernie`res corrections restent, cependant,
difficiles voire quasiment impossible a` re´aliser suivant les cas. Si, de plus, les re´seaux du
compresseur ne sont pas rigoureusement paralle`les entre eux, un terme de phase cubique
supple´mentaire est introduit [26]. Pour les raisons e´voque´es ci-dessus, on observe ge´ne´ra-
lement la pre´sence d’une phase re´siduelle en sortie de compresseur. Comme explique´ dans
le chapitre 1 (section 1.3), cette phase re´siduelle est a` l’origine de l’apparition de distor-
sions sur le profil temporel des impulsions, ce qui pose proble`me pour toute application
ne´cessitant l’utilisation d’impulsions limite´es par transforme´e de Fourier.
Contraste d’une impulsion
Le profil temporel des impulsions en sortie de chaˆıne laser pre´sente un certain nombre
de de´fauts repre´sente´s sur la figure 2.9. L’impulsion reproduite ici pre´sente un pie´destal
d’e´mission spontane´e amplifie´e a` 60 dB du maximum du pic principal. En effet, le processus
d’amplification des impulsions en sortie d’oscillateur de´marre sur de l’e´mission spontane´e
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dont une partie se propage dans la cavite´ de l’amplificateur et est amplifie´e pendant toute
la dure´e des impulsions de pompe soit 7 ns. C’est cette e´mission spontane´e amplifie´e (ou
ASE) de dure´e nanoseconde qui est responsable de bruit sur le profil temporel de l’im-
pulsion. Le rapport entre l’intensite´ temporelle principale (maximum du pic principal a`
l’e´chelle femtoseconde) et l’intensite´ temporelle lie´e a` l’ASE correspond a` ce qu’on ap-
pelle le contraste incohe´rent. L’impulsion principale est aussi accompagne´e d’impulsions
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Figure 2.9 – Exemple de profil temporel obtenu en sortie de chaˆıne laser. En noir, in-
tensite´ temporelle de l’impulsion, en grise´e intensite´ temporelle de l’impulsion limite´e par
transforme´e de Fourier
parasites qui peuvent par exemple provenir de la pre´sence d’e´le´ments polarisants (taux
d’extinction finis des polariseurs, mauvais alignement d’e´le´ments bire´fringents,...). Ces im-
pulsions parasites peuvent apparaˆıtre sur une e´chelle de quelques picosecondes autour de
l’impulsion principale comme c’est le cas sur la figure 2.9. On parle alors de contraste
cohe´rent a` l’e´chelle de la picoseconde. Rappelons e´galement que la pre´sence d’une phase
re´siduelle en sortie de compresseur de´grade le profil temporel de l’impulsion et donc son
contraste cohe´rent.
De manie`re intuitive, on peut s’attendre a` ce que la caracte´risation de telles impulsions
soit complique´e par leur contraste cohe´rent fini. En effet, il est alors ne´cessaire de disposer
d’outils de mesure dont la dynamique temporelle soit supe´rieure a` ce contraste.
Une autre conse´quence, tre`s peu e´tudie´e dans la litte´rature, concerne la de´te´rioration
de la pre´cision d’une mesure d’interfe´rome´trie spectrale utilisant ces impulsions. Celle-ci
ne´cessite la mise en place d’un traitement particulier et fera l’objet d’une e´tude de´taille´e
dans la partie II de ce manuscrit.
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2.2.4 Bilan et enjeux
Les diffe´rents e´le´ments des chaˆınes laser utilise´es au cours de cette the`se ont e´te´ de´-
crits dans ce chapitre. Un des de´fauts de ce type de chaˆınes est la pre´sence d’une phase
re´siduelle en sortie de compresseur. Pour un certain nombre d’applications ne´cessitant
l’utilisation d’impulsions parfaitement comprime´es, il est indispensable de disposer non
seulement d’outils de mesure pour caracte´riser temporellement ces impulsions, mais e´ga-
lement d’outils de fac¸onnage permettant la correction de cette phase re´siduelle. Ce besoin
d’un couple ”mesure - fac¸onnage”ne se limite pas a` ces applications mais s’e´tend e´galement
a` celles qui ne´cessitent une forme temporelle particulie`re des impulsions tre`s diffe´rente de
leur limite de Fourier (controˆle cohe´rent [27], injection d’un laser a` e´lectrons libre [28],...).
La capacite´ a` caracte´riser et fac¸onner de manie`re la plus fine possible les impulsions re-
pre´sente une demande de plus en plus grande.
C’est dans cette approche me´trologique que j’e´tudie, dans cette the`se, d’une part un outil
de fac¸onnage particulier : le filtre acousto-optique dispersif programmable ou AOPDF
(chapitres 3 a` 5), d’autre part trois techniques de mesure : une technique classique : l’in-
terfe´rome´trie spectrale a` de´calage (SPIDER, chapitre 7) et deux techniques nouvelles :
la ”Local Spectral Compression” (chapitre 6) et l’interfe´rome´trie spectrale auto-re´fe´rence´e
(SRSI, chapitre 8). Le de´veloppement de ces deux nouveaux outils a e´galement e´te´ motive´
par le besoin constant d’outils de mesures simples, quantitatifs et non ambigus capables
de caracte´riser des impulsions de la dizaine a` la centaine de femtosecondes.
Enfin, pour un certain nombre d’applications, la stabilisation et le controˆle de la CEP
(section 1.1) de ces impulsions deviennent importants. A titre d’exemple, nous pouvons
citer la ge´ne´ration d’impulsions attosecondes uniques [29][30]. La CEP des impulsions
utilise´es pour cette ge´ne´ration est fondamentale comme le montre la figure 2.10. En effet,
pour des impulsions initiales de CEP nulle, une seule impulsion attoseconde sera ge´ne´re´e
alors que pour des impulsions initiales de CEP e´gale a` pi
2
deux impulsions attosecondes









Figure 2.10 – Effet de la position de la porteuse dans l’enveloppe de l’impulsion sur la
ge´ne´ration d’impulsions attosecondes uniques
des impulsions stabilise´es en CEP en sortie de chaine laser. La premie`re repose sur la
stabilisation de l’oscillateur [31] puis des diffe´rents amplificateurs graˆce a` des boucles
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de re´troaction entre dispositif de mesure de la CEP et dispositif de controˆle de la CEP
[32][33]. La seconde technique consiste en une stabilisation ”tout optique” de la CEP par
amplification parame´trique optique [34]. Cette seconde technique a e´te´ applique´e, au cours
de ma the`se, a` la ge´ne´ration d’impulsions large bande dans le proche infra-rouge dont les
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Le filtre acousto-optique dispersif
programmable (AOPDF)
Le but de ce chapitre est de pre´senter le filtre acousto-optique dispersif programmable
(AOPDF) a` la fois d’un point de vue the´orique et d’un point de vue pratique.
Dans une premie`re partie, nous proposons trois approches diffe´rentes pour expliquer son
principe de fonctionnement. La section 3.1.1 pre´sente ce dispositif comme une ligne a`
retard programmable ce qui permet de comprendre de manie`re intuitive ses principales
caracte´ristiques. Dans la section 3.1.2, un mode`le simple de la diffraction acousto-optique
dans la limite des ondes quasi-monochromatiques est utilise´ pour expliquer le transfert
des proprie´te´s de l’onde acoustique, en termes d’amplitude et de phase sur l’onde optique
incidente. Le de´veloppement fait a` partir de ce mode`le s’appuie notamment sur une ana-
logie avec le phe´nome`ne non-line´aire de somme de fre´quence. Enfin, la dernie`re approche,
donne´e dans la section 3.1.5, consiste a` conside´rer l’AOPDF comme un filtre optique li-
ne´aire. Si les approches des sections 3.1.1 et 3.1.5 ont de´ja` e´te´ pre´sente´es dans les the`ses
de F. Verluise [35] et T. Oksenhendler [36] ainsi que dans la re´fe´rence [37] 1, celle de la
section 3.1.2 est plus originale et n’a, a` ma connaissance, jamais e´te´ publie´e.
Un des objectifs principaux de cette the`se est de de´terminer expe´rimentalement la
pre´cision de fac¸onnage en phase d’un AOPDF. Pour ces expe´riences, il est indispensable de
bien comprendre son fonctionnement d’un point de vue pratique afin de pouvoir identifier
l’origine d’e´ventuelles limitations de cette pre´cision. C’est l’objet de la seconde partie de
ce chapitre qui apporte les e´le´ments ne´cessaires a` une installation correcte du dispositif
et souligne l’influence de diffe´rents parame`tres sur la pre´cision de fac¸onnage.
3.1 Principe
Le principe ge´ne´ral de l’AOPDF repose sur une interaction co-propagative entre une
onde acoustique polychromatique et une onde optique polychromatique dans un cristal
1. Il ne s’agit pas d’une liste exhaustive des re´fe´rences pre´sentant ces deux approches.
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bire´fringent posse´dant des proprie´te´s acousto-optiques. Les cristaux bire´fringents sont :
le KDP pour la bande spectrale de 250 a` 410 nm [38], le TeO2 de 480 nm a` 3.3 µm
et le Hg2Cl2 du visible a` 20 µm [39]. Dans cette the`se, seuls des cristaux de 25 mm de
TeO2 en configuration dite ”haute-re´solution”
2 ont e´te´ utilise´s. De ce fait, les diffe´rentes
illustrations du principe de l’AOPDF seront donne´es dans ce cas.
3.1.1 L’AOPDF comme ligne a` retard programmable
Une vision intuitive du fonctionnement d’un AOPDF consiste a` interpre´ter le fac¸on-
nage en terme de controˆle de temps de groupe via la bire´fringence du cristal. Ce premier
mode`le permet d’appre´hender les principales caracte´ristiques des AOPDFs mais ne de´-
crit pas l’ensemble de leurs proprie´te´s – notamment en ce qui concerne leurs proprie´te´s
de phase 3. Ne´anmoins, il offre l’avantage d’eˆtre particulie`rement simple et intuitif. C’est
pourquoi nous le de´veloppons dans ce chapitre. Bien que pre´sente´ ici dans le cas du TeO2,
ce mode`le reste valable pour tout cristal bire´fringent posse´dant des proprie´te´s acousto-
optiques.
Le TeO2 est un milieu uniaxe positif (ne > no) dans lequel deux e´tats de polarisa-
tion peuvent se propager : un e´tat de polarisation ordinaire et un e´tat de polarisation
extraordinaire (section A.2). Les plans principaux associe´s sont repre´sente´s figure 3.1. En
entre´e de cristal, l’impulsion est polarise´e de manie`re rectiligne suivant l’axe ordinaire. Sa


























Figure 3.1 – Repre´sentation simplifie´e du principe de l’AOPDF
2. Il s’agit d’une coupe du cristal permettant un bon compromis entre efficacite´ de diffraction et
capacite´ de fac¸onnage. Les parame`tres de coupe du cristal ainsi que les grandeurs caracte´ristiques du
dispositif (efficacite´ de diffraction, capacite´ de fac¸onnage, re´solution spectrale) sont donne´es plus loin
dans ce chapitre.
3. Ce mode`le ne permet pas de comprendre comment le fac¸onnage en phase est re´alise´ a` l’aide de
l’onde acoustique.
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L’onde acoustique de cisaillement induit, lors de sa propagation, une de´formation de
la maille cristalline du milieu et donc de l’ellipso¨ıde des indices (annexe B). La vitesse
de propagation de l’onde acoustique (V ∼ 765 m/s) e´tant petite devant celle de l’onde
optique, cette de´formation peut eˆtre conside´re´e comme stationnaire d’un point de vue
de l’optique. L’interaction acousto-optique de type Bragg se traduit par l’apparition d’un
second faisceau optique, le faisceau diffracte´. La condition de Bragg impose les relations
de conservation d’e´nergie (Eq. 3.1) et de quantite´ de mouvement (Eq. 3.2) entre les ondes
optiques incidente et diffracte´e et l’onde acoustique :
h¯ωdiff = h¯ωac + h¯ωinc (3.1)
~kdiffe(ωdiff ) = ~kac(ωac) + ~kinco(ωinc) (3.2)
ou` ωinc, ωdiff et ωac sont respectivement les pulsations des ondes incidente, diffracte´e et
acoustique, ~kdiffe , ~kinco et ~kac les vecteurs d’onde associe´s et h¯ =
h
2pi
(h : constante de
Planck).
En pratique, les conditions d’accord de phase permettent a` l’onde diffracte´e d’avoir une
polarisation extraordinaire 4.
Les fre´quences optiques sont de l’ordre de la centaine de te´rahertz (375 THz ↔ 800
nm), les fre´quences acoustiques de l’ordre de la centaine de me´gahertz, soit un rapport α








Le de´calage Doppler introduit sur l’onde optique incidente est donc ne´gligeable ce qui
donne : ωdiff ∼ ωinc. La relation 3.2 se re´e´crit :
~kdiffe(ω) = ~kac(ωac) + ~kinco(ω) (3.4)
Une manie`re simple de de´terminer le temps de groupe ajoute´ a` l’impulsion incidente
apre`s propagation dans le cristal est de conside´rer le cas particulier d’une onde acoustique
a` de´rive de fre´quence line´aire (figure 3.1). Cette onde peut alors eˆtre de´compose´e en un
nombre fini N d’ondes quasi-monochromatiques de pulsation centrale ωaci et de largeur
δωaci . Chacune de ces N ondes est localise´e dans le cristal au voisinage d’une position zi,
diffe´rente pour chaque onde. A chaque pulsation acoustique ωaci est associe´e une seule et
unique pulsation optique ωi par accord de Bragg (Eqs. 3.1 et 3.2). A chaque onde acous-
tique i (i ∈ [1, N ]) localise´e au voisinage de zi est associe´e une plage de pulsations optiques
i centre´e sur ωi et de largeur δωi qui est diffracte´e au voisinage de zi. La polarisation de
l’onde optique incidente est oriente´e suivant l’axe ordinaire, celle de l’onde diffracte´e sui-
4. L’origine microscopique du couplage entre polarisation ordinaire et polarisation extraordinaire est
de´taille´e en annexe B.
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vant l’axe extraordinaire. Chaque plage de pulsations optiques i interagit avec l’indice
ordinaire no jusqu’en z = zi puis avec l’indice extraordinaire ne apre`s diffraction. Comme
zi de´pend de ωaci et donc de ωi, le chemin optique parcouru par chaque composante spec-
trale de l’impulsion optique incidente est diffe´rent (figure 3.1). Le temps de groupe τginc
de l’impulsion est alors modifie´ :
τgf (ω) = τginc(ω) + τgAOPDF (ω) (3.5)
ou` τgf est le temps de groupe en sortie de cristal et τgAOPDF le temps de groupe introduit
par l’AOPDF sur l’onde diffracte´e.
Au premier ordre, τgAOPDF s’e´crit [40] :







ou` ngo et nge sont respectivement les indices de groupe ordinaire et extraordinaire pris
suivant la direction de propagation et L la longueur du cristal.
Le controˆle de la position z(ω) implique donc directement un controˆle sur le temps de
groupe τginc de l’impulsion incidente. De plus, en controˆlant le contenu spectral de l’onde
acoustique, il est possible de moduler l’efficacite´ de diffraction pulsation par pulsation.
De l’e´quation 3.6, on peut de´duire la valeur maximale ∆τmax du temps de groupe
introduit par l’AOPDF, aussi appele´e capacite´ maximale de fac¸onnage. Pour une pulsation
donne´e, cette valeur correspond a` la diffe´rence entre le temps de groupe obtenu pour une
diffraction en entre´e de cristal et celui obtenu pour une diffraction en sortie de cristal. Elle
est donc relie´e a` la longueur L du cristal et a` la diffe´rence δng entre les indices de groupe






δng = nge − ngo (3.8)
Le cristal peut eˆtre conside´re´ comme une porte temporelle rectangle de largeur ∆τmax, ce
qui nous permet de de´duire la re´solution du dispositif par transforme´e de Fourier. En effet,
la transforme´e de Fourier d’une telle porte est un sinus cardinal et la re´solution spectrale







Cette re´solution se re´e´crit en termes de pulsation (Eq. 3.10) et de longueur d’onde (Eq.
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3.11) :





δν ' λ2 0.89
δngL
(3.11)
La re´solution est donc inversement proportionnelle a` la longueur du cristal et a` la bi-
re´fringence de groupe du mate´riau dans la direction de propagation de l’onde optique
incidente (δng). L’expression 3.11 constitue une tre`s bonne estimation de la re´solution
spectrale d’un AOPDF comme le montre l’expression 3.54 (section 3.2.5) de cette re´solu-
tion calcule´e a` partir d’un mode`le simple de la diffraction acousto-optique en ge´ome´trie
non-coline´aire (Annexe C.3). Pour les cristaux utilise´s dans cette the`se, on a δng ' 0.10
pour λ = 800 nm. La re´solution spectrale calcule´e a` cette longueur d’onde a` partir de
l’e´quation 3.11 est : δλ ' 0.22 nm (ou δν ∼ 0.10 THz (Eq. 3.9) ou δω ∼ 6.6 10−4 rad fs−1
(Eq. 3.10)).
Ce mode`le simple de l’AOPDF comme ligne a` retard programmable ne permet pas
de comprendre comment un tel dispositif permet le controˆle de la phase spectrale. Le
mode`le suivant, base´ sur une description simple de la diffraction acousto-optique, est plus
complet.
3.1.2 Diffraction acousto-optique - Analogie avec la somme de
fre´quence
Soit E0 et E1 les amplitudes complexes de deux ondes e´lectro-magne´tiques, planes,
quasi-monochromatiques, progressives de pulsation ω0 et ω1, couple´es sous l’effet d’une
onde acoustique intense dans un cristal bire´fringent posse´dant des proprie´te´s acousto-
optiques. Les modules des vecteurs d’ondes respectifs sont note´s k0 et k1. Le champ e´lec-










~em + c.c. (3.12)
ou` ~e0 et ~e1 sont les directions de polarisation des deux ondes. L’onde acoustique, quant a`
elle, est de´crite comme un champ de de´formation pe´riodique :







Pour se ramener a` des e´quations scalaires, les directions de propagation des deux
ondes optiques ainsi que leurs polarisations sont choisies de fac¸on a` ne faire intervenir que
des e´tats propres de propagation a` la fois pour les ondes optiques et l’onde acoustique.
Les indices optiques sont note´s n0 et n1 et la partie syme´trique du vecteur de´placement
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induit par l’onde acoustique est note´e S. De meˆme, nous supposerons que la syme´trie du
cristal permet de conside´rer que le couplage acousto-optique ne fait intervenir qu’un seul
coefficient de couplage e´lasto-optique, note´ p. Enfin, nous supposerons que le milieu est
e´pais et que seules les ondes conside´re´es sont fortement couple´es afin de se placer dans
la limite de la diffraction de type Bragg. Dans ces conditions, on peut montrer que, dans
l’approximation des enveloppes lentement variables, les e´quations de propagation des deux

















pS?E0(z) avec E1(0) = 0
(3.14)
ou` k0z et k1z correspondent aux projections longitudinales des vecteurs d’onde optiques
(i.e. suivant l’axe de propagation z) et ou` ∆k1 = ~∆k1.~ez =
(
~K + ~k0 − ~k1
)
.~ez est le
de´saccord de phase acousto-optique longitudinal.
En appliquant le changement de variable E ′1 = −iE1 exp (−i∆k1z), le syste`me de


















Il est inte´ressant d’e´tablir l’analogie de ce syste`me d’e´quations avec celui de´crivant le
processus de somme de fre´quence dans un cristal non line´aire posse´dant une susceptibilite´
du second ordre non nulle. En reprenant les notations utilise´es par Boyd [42], soit trois
ondes planes, quasi-monochromatiques, progressives, de pulsations (ωj)k=1,2,3 se propa-
geant coline´airement dans un cristal optique transparent posse´dant ces proprie´te´s non
line´aires, les champs e´lectriques respectifs sont de´crits par :
~Ej(z, t) = Aj(z) exp {i (kjz − ωjt)}~ej + c.c. (3.16)
Les relations de conservation d’e´nergie et de quantite´ de mouvement du processus de
somme de fre´quence s’e´crivent :
ω1 + ω2 = ω3 (3.17)
k1 + k2 = k3 (3.18)
Le de´saccord de phase est note´ ∆k :
∆k = k1 + k2 − k3 (3.19)
Dans l’hypothe`se des enveloppes lentement variables, en supposant que l’onde 2 reste
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intense devant les deux autres (|A2(z)| =cte, ce qui correspond a` la non de´ple´tion de
l’onde 2) et en ne´gligeant tous les effets non-line´aires autres que la somme de fre´quence,












A2A1(z) exp (+i∆kz) avec A2(0) = 0
(3.20)
ou` deff est la susceptibilite´ non line´aire effective de´crivant la force de couplage entre les





Les syste`mes d’e´quations 3.15 et 3.20 sont analogues : l’onde de « pompe » A2 joue
le roˆle de l’onde acoustique et les ondes A1 et A3 jouent les roˆles des ondes incidente et
diffracte´e. Il est donc possible de transposer l’ensemble des proprie´te´s du processus de
somme de fre´quence a` la diffraction acousto-optique. En particulier :
– l’interaction acousto-optique n’est efficace que si deux conditions sont simultane´ment
ve´rifie´es : la condition de conservation des fre´quences ω1 = ω0 + Ω et la condition
d’accord de phase ∆k1 = 0,
– l’accord de phase s’interpre`te comme une conservation longitudinale des vecteurs
d’onde,
– il existe des relations de conservation des flux de photons et de phonons de type
Manley-Rowe,
– a` l’accord de phase, l’intensite´ de l’onde diffracte´e croˆıt proportionnellement a` L2
dans la limite des petits rendements,
– la phase a` l’origine de l’onde diffracte´e est telle que le de´saccord de phase mutuelle
arg(E1)− arg(E0)− arg(S) soit e´gale a` pi/2.
De plus, quoique non de´montre´ ici :
– les e´quations de propagation peuvent eˆtre comple´te´es par l’e´quation de propagation
de l’onde acoustique (de l’onde de « pompe »),
– en ondes planes, la relation d’accord de phase admet une formulation vectorielle :
~k1 = ~k0 + ~K (~k3 = ~k1 + ~k2) (sections 3.1.3 et 3.1.4 et annexe C.2),
– en re´gime de saturation l’efficacite´ de diffraction est une fonction de Jacobi. L’effi-
cacite´ de diffraction croˆıt, sature, et de´croˆıt pe´riodiquement,
– a` l’accord de phase la relation de phase mutuelle est maintenue au cours de la
propagation et ce, meˆme en re´gime de saturation : arg(E1)−arg(E0)−arg(S) = pi/2
(arg(A3)− arg(E1)− arg(E2) = pi/2),
– le mode`le pre´ce´dent, qui de´crit la propagation de paquets d’ondes planes quasi-
monochromatiques dans un milieu non dispersif, peut eˆtre e´tendu au cas de la pro-
pagation d’un paquet d’ondes dispersives, c’est-a`-dire ou` les vecteurs d’ondes ont
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une de´pendance avec les fre´quences optiques.
Le re´sultat majeur de cette analogie est l’expression de l’efficacite´ de diffraction acousto-
optique dans la limite quasi-monochromatique :
















Cette e´quation fait intervenir la valeur de de´saccord de phase ∆k1 ainsi que l’e´quivalent
d’un facteur de gain P/P˜0 qui est proportionnel a` la densite´ de puissance acoustique
normalise´e par une valeur caracte´ristique P˜0. Cette valeur caracte´ristique est, quant a`
elle, inversement proportionnelle au carre´ de la longueur du cristal (L2) et au facteur de








ou` ρ est la masse volumique du mate´riau et VS la vitesse de propagation acoustique dans
la direction du vecteur d’onde acoustique ~K.
On retrouve que l’efficacite´ de diffraction est maximale pour ∆k1 = 0. Par ailleurs, compte-
tenu des ordres de grandeurs conside´re´s (P < P˜0), l’efficacite´ de diffraction s’annule au
voisinage de la valeur de de´saccord de phase pour laquelle ∆k1L ≈ 2pi 5.
Pour poursuivre l’analogie, il est bien connu que pour une somme de fre´quence avec une
fre´quence pure ω2, la largeur spectrale de l’accord de phase est inversement proportionnelle
a` la diffe´rence des inverses des vitesses de groupe aux fre´quences ω1 et ω3. Ce re´sultat
se transpose a` la diffraction acousto-optique. Supposons en effet que l’accord de phase
est ve´rifie´ pour les fre´quences Ω, ω0 et ω1 = ω0 + Ω. La conservation longitudinale des
vecteurs d’onde impose :
∆k1(Ω, ω0) = K(Ω) + k0(ω0)− k1(Ω + ω0) = 0 (3.24)

















Comme l’efficacite´ de diffraction chute notablement pour ∆k1L ' 2pi, la tole´rance spec-
trale de l’accord de phase (ou re´solution spectrale de l’interaction acousto-optique), a`






∣∣ = cδngL (3.26)
5. Pour P  P˜0, le premier ze´ro de l’efficacite´ de diffraction correspond a` ∆k1L = 2pi. Pour P = P˜0, il
correspond a` ∆k1L =
√
3pi. Pour P ≤ P˜0, on peut donc conside´rer que l’efficacite´ de diffraction s’annule
au voisinage de la valeur de de´saccord de phase pour laquelle ∆k1L ≈ 2pi.
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ou` δng est la diffe´rence d’indice de groupe entre l’onde incidente et l’onde diffracte´e sui-
vant z. On retrouve ainsi le re´sultat 3.10 obtenu de manie`re intuitive dans la section 3.1.1,
a` savoir que la re´solution optique d’un AOPDF est inversement proportionnelle a` δngL.
Dans un cristal fortement bire´fringent comme le TeO2 et pour un cristal long, l’accord
de phase peut donc eˆtre particulie`rement e´troit (de l’ordre de 0.1 THz pour les cristaux
utilise´s dans cette the`se).
De meˆme, pour des fre´quences optiques incidente et diffracte´e donne´es, la largeur de







Comme la vitesse de propagation acoustique (∼103 m s−1) est infime devant la vitesse de






ou` V est la vitesse acoustique et T est la dure´e de transit de l’onde acoustique dans le
cristal. Comme T est de l’ordre de quelques dizaines de µs dans les cristaux utilise´s dans
les AOPDFs, les conditions d’accord de phase induisent, en pratique, une relation quasi-
bijective entre fre´quence acoustique et fre´quence optique diffracte´e. En effet, 1/T est de
l’ordre de quelques dizaines de kHz, une valeur extreˆmement faible (typiquement 10−3)
compare´e a` Ω/2pi qui est de l’ordre de la dizaine de MHz. Ce re´sultat justifie la vision selon
laquelle les proprie´te´s de l’onde acoustique, en termes d’amplitude et de phase spectrale,
sont transfe´re´es a` l’onde optique diffracte´e.
Conclusion sur le mode`le
De ce qui pre´ce`de, on peut donc de´duire que, dans un AOPDF, le fac¸onnage en phase
se fait via la relation suivante entre les phases des trois ondes :




ou` ϕinc, ϕdiff et ϕac sont respectivement les phases spectrales des ondes optiques incidente
et diffracte´e et de l’onde acoustique. En toute rigueur, cette relation n’est valable qu’a`
l’accord de phase. Comme note´ pre´ce´demment, cette relation de phase subsiste quelle que
soit la densite´ de puissance acoustique utilise´e [36]. De meˆme le fac¸onnage en amplitude
se fait fre´quence par fre´quence via l’efficacite´ de diffraction η(ω) :
Idiff (ω) = η(ω)Iinc(ω) (3.28)
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P˜0 e´tant inversement proportionnelle a` L
2, l’efficacite´ de diffraction η est donc propor-
tionnelle a` L2. Pour de faibles densite´s de puissances acoustiques (P  P˜0), l’efficacite´
de diffraction augmente line´airement avec P . Pour P ≥ P˜0, ce n’est plus le cas. Une
e´tude expe´rimentale de la variation de l’efficacite´ de diffraction avec la densite´ de puis-
sance acoustique est propose´e dans la the`se de T. Oksenhendler [36]. Dans ma the`se, les
densite´s de puissance acoustique utilise´es ve´rifient P ≤ P˜0.
Limitation du mode`le
Il est inte´ressant de noter que le temps T de transit de l’onde acoustique dans le
cristal ne peut atteindre plusieurs dizaines de µs qu’en raison de la ge´ome´trie particulie`re
d’accord de phase des AOPDFs, qui permet de maintenir le recouvrement spatial des ondes
optiques et acoustique sur de grandes longueurs. Hors, en pratique, les faisceaux ont des
extensions transverses finies et sont fortement non coline´aires, ce qui tend a` limiter la
dimension longitudinale du volume d’interaction. Cette particularite´ n’apparaˆıt pas dans
la discussion pre´ce´dente en raison du mode`le physique utilise´, celui des ondes planes, qui
sont d’extension transverse infinie par de´finition. La question de la superposition spatiale
est ne´anmoins un point cle´ des AOPDFs et il est utile de souligner que la haute re´solution
ne peut eˆtre obtenue qu’au prix d’un accord de phase concomitant avec un alignement
des vecteurs de Poynting (ce qui est de´taille´ dans la section suivante).
3.1.3 Coline´arite´ des vecteurs de Poynting acoustique et optique
incident
Afin de de´tailler les conditions d’accord de phase permettant un alignement des vec-
teurs de Poynting ne´cessaire a` l’obtention d’une haute re´solution et d’une bonne efficacite´
de diffraction (comme mentionne´ dans la section pre´ce´dente), nous avons trace´, dans le
cas du TeO2, les surfaces des indices (optiques) ordinaire (en rouge) et extraordinaire (en
bleu) ainsi que la surface des lenteurs acoustiques (en noir) dans le plan de´fini par les axes
cristallins [001] et [110] (Fig. 3.2).
Changement de notations :
Dans la section pre´ce´dente (3.1.2), les notations prises pour les pulsations et les vecteurs
d’onde optiques et acoustique sont conformes a` celles de la re´fe´rence [41]. A partir de cette
section et pour le reste de la the`se, nous modifions ces notations :
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parame`tres ancienne notation nouvelle notation
pulsation optique incidente ω0 ω
acoustique Ω ωac
optique diffracte´e ω1 ω
(de´calage Doppler ne´glige´)
vecteur d’onde incident ~k0 ~kinc
acoustique ~K ~kac
diffracte´ ~k1 ~kdiff
Table 3.1 – Re´capitulatif des notations prises dans la section pre´ce´dente (3.1.2) et dans
le reste de la the`se pour les pulsations et vecteurs d’onde optique incident, diffracte´ et
acoustique












Direction du vecteur de 
Poynting de l’onde 
optique incidente
Direction du vecteur de 
Poynting de l’onde 
diffractée
θd
Figure 3.2 – Repre´sentation des surfaces des indices optiques (en rouge pour l’onde
incidente, en bleu pour l’onde diffracte´e) et de la surface des lenteurs acoustiques (en
noir)
Avant diffraction, l’impulsion optique incidente polarise´e suivant l’axe ordinaire se pro-
page dans le cristal avec un angle θ0 par rapport a` l’axe [110]. L’e´nergie de l’impulsion se
propage dans la direction du vecteur de Poynting associe´, soit paralle`lement au vecteur
d’onde optique incident ~kinc. Le vecteur d’onde acoustique ~kac, qui forme un angle θa par
rapport a` l’axe [110], n’est pas coline´aire a` ~kinc. L’e´nergie acoustique se propage dans
la direction du vecteur de Poynting acoustique qui n’est pas paralle`le a` ~kac mais est, en
revanche, paralle`le a` la direction du vecteur de Poynting optique incident. Une des parti-
cularite´s de l’interaction acousto-optique dans un AOPDF est qu’elle est longitudinale en
terme d’e´nergie. En effet dans la plupart des modulateurs acousto-optiques, elle est trans-
verse en terme d’e´nergie, ie que les vecteurs de Poynting acoustique et optique incident
sont perpendiculaires dans les conditions d’accord de phase. C’est cette spe´cificite´ des
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AOPDFs qui assure la superposition spatiale des ondes optique et acoustique sur toute la
longueur du cristal. Une tre`s grande re´solution peut alors eˆtre atteinte ce qui assure une
relation quasi-bijective entre pulsation optique et pulsation acoustique.
Les directions des vecteurs d’onde optique et acoustique n’e´tant pas paralle`les, la
relation de Bragg impose un changement de direction du vecteur d’onde diffracte´ (~kdiff )
par rapport a` l’incident. La figure 3.2 met en e´vidence le fait que l’accord de Bragg est
re´alise´ graˆce a` la bire´fringence ∆n du milieu.
∆n = ne0 − no (3.30)
ou` ne0 et no sont respectivement les indices principaux extraordinaire et ordinaire du mi-
lieu.
La polarisation de l’onde diffracte´e e´tant extraordinaire, la direction de propagation du
vecteur de Poynting associe´ n’est pas paralle`le au vecteur d’onde diffracte´ (cf. chapitre
1) mais forme un angle avec ce dernier correspondant a` l’angle de double-re´fraction, note´
ρAOPDF . L’effet des angles ρAOPDF et θd sur l’onde diffracte´e en sortie de cristal est discute´
plus loin dans ce chapitre (section 3.3.3).
Pour les cristaux utilise´s dans cette the`se, les angles θ0 et θa sont respectivement e´gaux
a` 38.5◦ et 3.9◦.
3.1.4 Relation entre pulsation acoustique et pulsation optique
Nous avons de´montre´ pre´ce´demment (section 3.1.2) que la relation entre pulsation
optique et pulsation acoustique est quasi-bijective. On peut donc conside´rer qu’a` une
pulsation optique ω est associe´e une et une seule pulsation acoustique ωac et vice-versa.
Pour passer de ω a` ωac, nous avons introduit le facteur α =
ωac
ω
dans la section 3.1.1 (Eq.
3.3). La figure 3.2 montre la de´pendance de α avec la bire´fringence ∆n du milieu. On peut
de´montrer qu’a` l’accord de phase, cette de´pendance s’exprime sous la forme suivante, au
premier ordre en ∆n
no





cos(θ0 − θa) (3.31)
ou` V (θa) est la vitesse de l’onde acoustique dans la direction du vecteur d’onde acoustique.
Chaque pulsation acoustique est alors relie´e a` la pulsation optique associe´e par l’expression
suivante :




cos(θ0 − θa)ω (3.32)
Du fait de la bire´fringence, α de´pend de ω. ωac varie donc de manie`re non-line´aire avec
ω. Ce re´sultat est mis en e´vidence figure 3.3 (configuration ”haute-re´solution”, TeO2, θ0 =
38.5◦ et θa = 3.9◦). En effet, un comportement line´aire serait obtenu pour α inde´pendant
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de ω ie α = cste, repre´sente´ en tirets rouges pour une constante e´gale a` α(ω0) (Eq. 3.31)
avec ω0 ∼ 2.35 rad fs−1 (λ0 = 800 nm). La loi de variation de ωac calcule´e a` partir de
l’e´quation 3.32, trace´e en noir, montre bien une de´pendance non-line´aire avec ω.
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Figure 3.3 – Variation des pulsations acoustiques en fonction des pulsations optiques,
calcule´e, pour θ0 = 38.5
◦ et θa = 3.9◦, a` partir de l’expression 3.31 de α (a) pour chaque
pulsation optique ω, (b) pour ω = ω0 (α(ω) = α(ω0)) avec ω0 ∼ 2.35 rad fs−1, soit
λ0 = 800 nm.
Il est inte´ressant de noter que l’expression 3.31 de α peut se de´composer en deux
parties : une partie de´pendant de ω, correspondant a` la bire´fringence ∆n et une partie
inde´pendante de ω note´ A (Eq. 3.33). Cette dernie`re de´pend de l’orientation de l’onde






cos(θ0 − θa) (3.33)
L’e´quation 3.32 se re´e´crit :
ωac = A(θa, θ0)∆n(ω)ω (3.34)
3.1.5 L’AOPDF comme filtre optique line´aire
Une conse´quence du comportement line´aire en amplitude (Eq. 3.28) et en phase (Eq.
3.27) d’un AOPDF est que l’on peut de´finir une fonction de transfert optique H(ω) qui
permet de relier, dans le domaine spectral, les amplitudes complexes des ondes optiques
incidente (Einc(ω)) et diffracte´e (Ediff (ω)) :
Ediff (ω) = H(ω)Einc(ω) (3.35)
On peut associer a` H(ω) une amplitude spectrale |H(ω)| et une phase spectrale φ(ω).
H(ω) = |H(ω)| exp[iφ(ω)] (3.36)
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Du fait de la quasi-bijection entre pulsation acoustique et pulsation optique, H(ω) est
relie´ au champ acoustique Sac qui s’exprime en fonction des pulsations optiques graˆce au
rapport α (Eq. 3.31) :
H(ω) ∝ Sac(ωac) = Sac(α(ω)ω) (3.38)
Comme α est de l’ordre de 10−7 (section 3.1.1), un AOPDF permet le controˆle de cen-
taines de te´rahertz (fre´quences optiques) a` l’aide de centaines de me´gahertz (fre´quences
acoustiques).
La relation de phase 3.27 se re´e´crit en fonction de φ(ω) :
ϕdiff (ω) = φ(ω) + ϕinc(ω) (3.39)
Dans le domaine temporel, la re´ponse impulsionnelle du filtre H˜(t) (T F [H(ω)](t)) est
relie´e aux champs temporels E˜diff (t) et E˜inc(t) par :
E˜diff (t) = H˜(t)⊗ E˜inc(t) (3.40)
En supposant α inde´pendant de ω ie α(ω) = α(ω0) ou` ω0 est la pulsation centrale de
l’impulsion optique incidente, H˜(t) s’e´crit de manie`re simple, en fonction de S˜ac, la trans-











L’e´quation 3.41 n’est strictement ve´rifie´e que pour une largeur spectrale optique initiale
δω sur laquelle α = α(ω0). En pratique, la de´pendance de α avec ω est prise en compte
dans le calcul de H˜(t).
Cette vision de l’AOPDF comme un filtre optique line´aire sera utilise´e dans toute la
suite de la the`se. En particulier, le fac¸onnage en phase sera toujours donne´ d’un point de
vue optique ie sous la forme d’une phase φ(ω) ajoute´e a` celle de l’impulsion incidente (Eq.
3.39).
3.2 L’AOPDF en pratique
Apre`s avoir explique´ le principe d’un AOPDF en utilisant diffe´rentes approches the´o-
riques, nous abordons celui-ci sous un aspect plus pratique. Cet aspect est indispensable
pour la mise en oeuvre, la compre´hension et l’interpre´tation des expe´riences de caracte´ri-
sation du fac¸onnage en phase re´alise´ par ce dispositif (chapitre 5). Ainsi les points cle´s de
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son installation sont pre´sente´s, a` savoir son alignement optique et la synchronisation entre
impulsions acoustique et optique. L’effet d’un e´cart a` l’alignement optimal ou d’un de´faut
de synchronisation sur le fac¸onnage est notamment discute´. Pour une meilleure com-
pre´hension du fonctionnement du dispositif et des limitations expe´rimentales e´ventuelles
de sa pre´cision de fac¸onnage, la proce´dure de calcul de l’impulsion e´lectrique permet-
tant l’obtention de l’impulsion acoustique ade´quate est de´taille´e. Pour finir, les grandeurs
caracte´ristiques de´finies dans la partie pre´ce´dente (capacite´ de fac¸onnage, re´solution spec-
trale et efficacite´ de diffraction) sont donne´es dans le cas des AOPDFs utilise´s dans cette
the`se.
3.2.1 Description
Le de´tail des AOPDFs utilise´s dans cette the`se est repre´sente´ figure 3.4. Le cristal
acousto-optique est un quadrilate`re dont deux faces (en bleu) sont doucies et deux faces
(en noir) sont polies (poli optique). L’une des faces doucies porte un transducteur en
LiNbO3, fixe´ au cristal acousto-optique. Les deux faces polies (face d’entre´e et face de
sortie) portent un traitement anti-reflet die´lectrique large bande. Le transducteur et les
traitements anti-reflets sont optimise´s pour une plage spectrale donne´e qui peut atteindre













Figure 3.4 – De´tail de l’AOPDF
Les faces d’entre´e et de sortie ne sont pas paralle`les. Un petit angle est introduit entre
elles de manie`re a` ce qu’elles soient orthogonales a` la fois au faisceau incident (face d’en-
tre´e) et au faisceau diffracte´ en sortie de cristal (face de sortie). Une explication plus
de´taille´e du non-paralle´lisme de ces faces est donne´e section 3.3.3. Une conse´quence pra-
tique est que le faisceau transmis (i.e. non diffracte´) porte un le´ger chromatisme angulaire.
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Le transducteur est soumis a` un champ e´lectrique pulse´ dont la fre´quence centrale
est dans la gamme 10-100MHz. Sous une excitation e´lectrique de l’ordre de quelques V
a` quelques dizaines de V (jusqu’a` 70V creˆte-creˆte), le transducteur se de´forme par effet
pie´zoe´lectrique et induit dans le cristal acousto-optique une onde acoustique progressive
qui se propage depuis le transducteur jusqu’a` la face d’entre´e. L’onde acoustique est alors
re´fle´chie sur la face d’entre´e par re´flexion totale interne acoustique puis se propage (en
terme d’e´nergie) suivant la direction de propagation optique. Elle est ensuite re´fle´chie par
la face de sortie en direction de la seconde face doucie (oppose´e au transducteur) puis
subit plusieurs re´flexions dans la direction perpendiculaire au plan de diffraction. Pour
finir, elle est absorbe´e par un absorbant acoustique.
Le ge´ne´rateur RF contient l’e´lectronique rapide capable de ge´ne´rer le champ e´lec-
trique soumis au transducteur via le circuit d’adaptation. Il ge`re la synchronisation entre
les impulsions acoustique et optique dans le cristal en ajustant correctement l’instant
de ge´ne´ration du signal e´lectrique par rapport a` un signal de synchronisation externe
provenant de la chaˆıne laser (de´taille´ dans la section suivante).
3.2.2 Synchronisation des impulsions acoustique et optique
La ne´cessite´ de synchroniser la ge´ne´ration acoustique avec l’impulsion optique s’ex-
plique par la dure´e finie de l’impulsion acoustique. De plus, la vitesse de propagation
acoustique e´tant faible (V ∼ 765 m s−1) devant celle de la lumie`re (c ∼ 3 108 m s−1), la











Figure 3.5 – Synchronisation de la ge´ne´ration de l’impulsion acoustique par rapport a`
l’impulsion optique
Plus pre´cise´mment, pour que l’impulsion acoustique occupe pleinement la zone de dif-
fraction lors du passage d’une impulsion optique a` un instant t = t0, il faut que l’impulsion
acoustique soit ge´ne´re´e a` un instant t = t0− (Tp +Tcristal). Tp est le temps de propagation
de l’impulsion acoustique entre le transducteur et la face d’entre´e du cristal, de l’ordre
de quelques µs (Fig. 3.4) et Tcristal le temps de propagation entre la face d’entre´e et la
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face de sortie du cristal. En pratique, le de´lai entre l’instant d’arrive´e du signal externe
de synchronisation (provenant de la chaˆıne laser) et celui de ge´ne´ration de l’impulsion
acoustique est ajuste´ pour permettre cette ge´ne´ration a` l’instant t = t0 − (Tp + Tcristal)
comme de´taille´ figure 3.5.
Pour un cristal de TeO2 en configuration ”haute-re´solution”, on a : Tp = 7.5 µs et
Tcristal = 32.7 µs. L’impulsion acoustique doit donc eˆtre ge´ne´re´e 40.2 µs avant le pas-
sage de l’impulsion optique.
Figure 3.6 – Effet d’une mauvaise synchronisation entre impulsions acoustique et op-
tique sur la fonction de transfert de l’AOPDF. Impulsion acoustique vue par l’impulsion
optique dans le cas d’une synchronisation correcte entre ces deux impulsions a) et dans
celui d’une mauvaise synchronisation c). b), d) Intensite´ spectrale de l’onde optique inci-
dente (gaussienne, λ0 = 800 nm, ∆λ = 30 nm) en violet, de la fonction de transfert H
re´ellement applique´e dans les cas a) et c) respectivement en noir et rouge.
Cette synchronisation est essentielle pour que le fac¸onnage de l’impulsion optique
soit correctement re´alise´. A titre d’exemple, plac¸ons-nous dans le cas d’une impulsion
optique incidente gaussienne (λ0 = 800 nm, ∆λ ∼ 30 nm, Fig. 3.6b courbe violette)
a` laquelle on souhaite ajouter une phase quadratique importante de l’ordre de -30 000
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fs2 (ϕ2)
6. Pour cela, une impulsion acoustique a` de´rive de fre´quence line´aire ne´gative est
ge´ne´re´e. Programmons pour l’amplitude de la fonction de transfert optique H du dispositif
une supergaussienne d’ordre 6 de largeur a` 1/e e´gale a` 70 nm. Lorsque la ge´ne´ration de
l’impulsion acoustique est bien synchronise´e par rapport a` l’impulsion optique, l’impulsion
acoustique occupe toute la longueur du cristal (L = 25 mm) lors du passage de l’impulsion
optique (Fig. 3.6a). L’amplitude de la fonction de transfert optique re´elle est alors bien
celle programme´e (Fig.3.6b, courbe noire). En revanche si la ge´ne´ration de l’impulsion
acoustique a lieu 9.5 µs plus toˆt, l’impulsion acoustique avec laquelle l’impulsion optique
interagit est tronque´e (Fig. 3.6c). La de´rive de fre´quence line´aire de l’impulsion acoustique
e´tant ne´gative, la partie tronque´e de cette impulsion contient les longueurs d’onde basses
de la fonction de transfert H qui sont alors absentes de la fonction de transfert re´ellement
applique´e a` l’impulsion optique comme le montre la courbe rouge de la figure 3.6d. Ceci a
deux conse´quences : la de´formation (non souhaite´e) de l’amplitude spectrale de l’impulsion
optique (tronque´e elle aussi), un fac¸onnage en phase qui n’est pas correct pour λ ≤ 780 nm.
3.2.3 Calcul de l’impulsion e´lectrique
Dans la section 3.1.2, nous avons montre´, a` partir d’un mode`le simple de la diffrac-
tion acousto-optique, comment l’amplitude spectrale et la phase spectrale de l’impulsion
acoustique sont transfe´re´es sur l’impulsion optique incidente suivant les relations respec-
tives 3.28 et 3.27. Rappelons que cette impulsion acoustique est induite dans le cristal
par la de´formation du transducteur sous l’action d’un champ e´lectrique pulse´ de´livre´ par
le ge´ne´rateur RF. La question se pose alors du calcul de l’impulsion e´lectrique permet-
tant via l’impulsion acoustique, le fac¸onnage souhaite´ de l’impulsion optique incidente.
Le signal e´lectrique e´tant proportionnel au signal acoustique, il est ne´cessaire et suffisant
de connaˆıtre pour chaque pulsation acoustique ωac(i) le signal acoustique Sac(ωac(i)) ou de
manie`re e´quivalente (Eq. 3.38) la fonction de transfert H(ω(i)) a` appliquer a` l’impulsion
optique incidente, avec ω(i) et ωac(i) relie´es par l’e´quation 3.34 rappele´e ci-dessous :
ωac(i) = α(ω(i))ω(i) = A(θa, θ0)∆n(ω(i)) (3.42)
ou` A(θa, θ0) est donne´ par l’e´quation 3.33.
Comme les angles θ0 et θa et les indices principaux no et ne0 sont connus, il est possible de
calculer, pour chaque pulsation acoustique, la pulsation optique associe´e par la relation
3.42.
Les deux e´tapes du calcul de la matrice (ωac(i) ,H(ω(i))) (i ∈ [0, N − 1] ou` N est le
nombre de points programme´s) sont re´sume´es figure 3.7. On part d’un peigne re´gulier de
pulsations acoustiques. Pour chaque pulsation ωac(i) de ce peigne, la pulsation optique ω(i)
6. Cette valeur comprend les -12845 fs2 de compensation de la dispersion introduite par la propagation
dans le cristal (section 3.3.2).
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associe´e par la relation 3.42 est calcule´e. Les valeurs de l’amplitude spectrale |H|(i) et de la


























Figure 3.7 – Etapes du calcul de la matrice (ωac(i), H(ω(i))) servant a` ge´ne´rer le signal
e´lectrique correct pour obtenir le fac¸onnage attendu de l’impulsion optique incidente dans
le cristal acousto-optique
Le calcul de l’impulsion e´lectrique est en re´alite´ plus complexe mais les deux e´tapes
pre´sente´es ici permettent une compre´hension suffisante pour pouvoir interpre´ter les re´sul-
tats expe´rimentaux pre´sente´s dans cette the`se et identifier les limitations e´ventuelles de
la pre´cision du fac¸onnage re´alise´. C’est pourquoi nous nous limitons a` cette pre´sentation
succincte du calcul de l’impulsion e´lectrique.
3.2.4 Alignement et calibration du dispositif
Dans les conditions d’accord de phase (Fig. 3.2) les vecteurs d’onde acoustique et
optique incident forment respectivement des angles θa et θ0 avec l’axe cristallin [110]
(θa = 3.9
◦ et θ0 = 38.5◦). La polarisation de l’onde optique incidente est, de plus, ordinaire.
Expe´rimentalement, une proce´dure d’alignement, pre´sente´e dans cette section et utilise´e
dans toute la the`se, est ne´cessaire afin d’assurer le respect des conditions d’accord de
phase. Les effets d’un e´cart a` l’alignement optimal sur le fac¸onnage de l’impulsion optique
incidente sont e´galement discute´s pour mettre en e´vidence l’inte´reˆt et l’importance d’une
telle proce´dure d’alignement.
Alignement du dispositif
La figure 3.8 repre´sente la propagation de l’onde optique incidente et de l’onde acous-
tique dans le cristal de TeO2 (Fig. 3.4) ainsi que les surfaces des indices optiques et des
lenteurs acoustiques correspondantes dans le plan de´fini par les axes cristallins [110] et
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Figure 3.8 – Repre´sentation des directions de propagation optique et acoustique dans le
cristal par rapport aux axes cristallins [001] et [110]
[001] (de´ja` donne´es figure 3.2). Ce plan sera nomme´ le plan de diffraction dans la suite du
manuscrit.
Afin d’e´viter tout chromatisme angulaire lie´ a` la re´fraction de l’onde optique incidente sur
la face d’entre´e du cristal, cette dernie`re est coupe´e perpendiculairement a` la direction de
l’onde optique incidente dans les conditions d’accord de phase (Fig. 3.8). Le transducteur
et la face du cristal sur laquelle il est colle´ sont adapte´s de fac¸on a` ce qu’apre`s re´flexion
totale interne sur la face d’entre´e du cristal, l’e´nergie de l’onde acoustique de cisaillement
se propage dans la meˆme direction que celle de l’onde optique incidente et que son vec-
teur d’onde ~kac forme un angle θa avec l’axe [110]. Expe´rimentalement, il reste donc deux
e´tapes :
– l’alignement de l’onde optique incidente perpendiculairement a` la face d’entre´e du
cristal,
– le re´glage de la polarisation de cette onde perpendiculairement au plan de diffraction
(polarisation ordinaire).
Le premier alignement ne´cessite a` la fois que l’axe central (axe optique) du faisceau soit
perpendiculaire a` la face d’entre´e du cristal et que le faisceau soit collimate´. Tout de´faut
d’alignement a alors une influence sur la qualite´ de fac¸onnage de l’impulsion optique
incidente. La de´gradation de cette qualite´ de fac¸onnage de´pend de la nature de ce de´faut
(mauvaise orientation de l’axe optique du faisceau incident ou divergence de ce dernier)
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comme explicite´ ci-apre`s.
Inclinaison du faisceau optique incident par rapport a` la normale a` la face
d’entre´e du cristal
Lorsqu’un angle est introduit, dans le plan perpendiculaire au plan de diffraction (Fig.
3.8), entre l’axe optique du faisceau incident et la normale a` la face d’entre´e du cristal, les
conditions d’accord de phase ne sont pas modifie´es. En revanche lorsque cet angle, note´
δθ dans la suite, est introduit dans le plan de diffraction, ces conditions le sont. L’angle
entre ~kinc et l’axe [110] devient θ
′
0 = θ0 + δθ/no et la pulsation optique diffracte´e pour une
pulsation acoustique ωaci donne´e n’est plus la meˆme. Soient ω
′
i et ωi les pulsations optiques
diffracte´es pour une pulsation acoustique ωaci respectivement en pre´sence (δθ 6= 0◦) et en
absence (δθ = 0◦) d’inclinaison de l’axe optique du faisceau incident. ωi et ω′i sont alors





















i = A(θ0, θa)∆n(ωi)ωi (3.44)










Notons εθ0 le rapport de ω
′













Compte-tenu de l’ordre de grandeur de δθ, on peut ne´gliger la de´pendance de l’angle δθ/no
avec ωi. Le de´faut d’alignement de l’axe optique du faisceau incident est alors a` l’origine
d’une homothe´tie de rapport εθ0 sur les pulsations optiques diffracte´es.
L’effet de cette homothe´tie sur le fac¸onnage de l’impulsion incidente est lie´ a` l’utilisa-
tion de la relation 3.42 et non 3.43 dans le calcul de l’impulsion e´lectrique. L’amplitude
|H|i et la phase φi de la fonction de transfert de l’AOPDF calcule´es a` la pulsation optique
ωi sont physiquement associe´es a` la pulsation ω
′
i comme illustre´ figure 3.9. De ce de´faut










































































































Figure 3.9 – Illustration de l’erreur de calibration obtenue pour un de´faut d’alignement
de l’axe optique du faisceau incident dans le plan de diffraction
Mise en e´vidence expe´rimentale et correction d’une erreur de calibration :
Cette erreur de calibration est, expe´rimentalement, facilement mise en e´vidence et corri-
ge´e. En effet, il suffit de ve´rifier la concordance entre la fonction de transfert calcule´e et
celle obtenue expe´rimentalement pour une seule pulsation optique. Une premie`re me´thode
pourrait consister a` ge´ne´rer un Dirac 7 a` une pulsation ωi donne´e puis de ve´rifier que ce
Dirac est bien mesure´ en cette meˆme pulsation a` l’aide d’un spectrome`tre calibre´ au pre´a-
lable en longueur d’onde 8. En pratique cette me´thode n’est re´alisable que dans peu de
cas car dans la plupart des expe´riences, l’AOPDF est installe´ en amont d’un amplificateur
(re´ge´ne´ratif ou multi-passages) et le spectrome`tre en aval. Une telle ope´ration risquerait
d’endommager les optiques de l’amplificateur.
Une me´thode e´quivalente, syste´matiquement utilise´e dans cette the`se, consiste a` ge´ne´rer
un trou fin spectralement (δλt = 0.5 − 1 nm) dans l’amplitude spectrale de l’impulsion
incidente (fonction de transfert Ht, Eq. 3.47) et de ve´rifier que la position centrale de
ce trou mesure´e au spectrome`tre est bien celle calcule´e initialement [43]. Pour corriger
une e´ventuelle erreur de calibration, il suffit alors de tourner le cristal dans le plan de
7. dans la limite de la re´solution de l’appareil.
8. Une proce´dure de calibration pre´cise d’un spectrome`tre en longueur d’onde est donne´e dans le
chapitre 4.
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diffraction jusqu’a` ce qu’il y ait concordance entre ces deux valeurs.








ou` ωt est la position centrale du trou et δωt sa largeur. Cette largeur peut eˆtre e´galement
















est la position centrale du trou exprime´e en terme de longueur d’onde.
Divergence du faisceau optique incident
On conside`re maintenant que l’axe optique du faisceau est perpendiculaire a` la face
d’entre´e du cristal mais que le faisceau n’est pas parfaitement collimate´. La divergence du
faisceau incident est caracte´rise´e par l’angle associe´, note´ δθdiv. L’effet de la divergence du
faisceau sur le fac¸onnage de l’impulsion optique incidente peut se comprendre intuitive-
ment de la manie`re suivante. En se plac¸ant d’un point de vue de l’optique ge´ome´trique, on
peut conside´rer un faisceau d’ouverture nume´rique δθdiv. A l’inte´rieur du cristal, l’angle
entre la direction de ce faisceau et l’axe [110] du cristal varie entre θ0 − δθdiv2no et θ0 + δθdiv2no
suivant la position spatiale transverse (par rapport au faisceau). Pour chaque position
spatiale conside´re´e, l’accord de phase a donc lieu a` un angle entre ~kinc et l’axe [110] dif-
fe´rent. Comme de´montre´ dans le paragraphe pre´ce´dent, la pulsation optique ωi diffracte´e
pour une pulsation acoustique ωaci donne´e n’est alors pas la meˆme sur toute la dimension
transverse du faisceau. On peut donc interpre´ter l’effet de la divergence du faisceau in-
cident sur les performances de l’appareil comme une de´gradation de sa re´solution spectrale.
Ce re´sultat est de´montre´ dans l’annexe C.3 a` partir du mode`le simplifie´ de la diffraction
acousto-optique de´crit dans la section 3.1.2 de ce chapitre. L’acceptance angulaire de
l’accord de phase acousto-optique ∆θang est, en effet, relie´e a` la re´solution spectrale ∆ωres
par l’expression suivante (au premier ordre en ∆n
no











ou` ∆ng = nge0 − ngo est la bire´fringence de groupe du cristal.
Soit ∆ω0res la re´solution spectrale du dispositif pour un alignement parfait du faisceau















Pour un alignement parfait du dispositif, les AOPDFs utilise´s dans cette the`se ont une
re´solution spectrale exprime´e en terme de longueur d’onde de ∆λ0res ∼ 0.2 nm a` 800 nm







Pour ne pas de´grader cette re´solution, la tole´rance sur la divergence du faisceau optique
incident est donc de 0.045◦ (Eq. 3.49).
Il est donc essentiel de bien collimater le faisceau en entre´e du dispositif.
3.2.5 Grandeurs caracte´ristiques
Les performances d’un AOPDF peuvent eˆtre caracte´rise´es par trois grandeurs :
– la capacite´ maximale de fac¸onnage,
– la re´solution spectrale,
– l’efficacite´ de diffraction sur la largeur spectrale de l’impulsion optique incidente.
La capacite´ maximale de fac¸onnage a e´te´ de´termine´e, de manie`re intuitive, dans la





Pour les AOPDFs utilise´s dans cette the`se, ∆τmax ∼ 8.5 ps.
A partir de cette grandeur, nous avons de´duit une expression de la re´solution spectrale
en terme de longueur d’onde (section 3.1.1) :
δλ ' λ
ν
δν ' λ2 0.89
δngL
(3.53)
La de´pendance en (δngL)
−1 a e´te´ corrobore´e dans la section 3.1.2 a` l’aide d’un mode`le
simple de la diffraction acousto-optique. A partir du de´veloppement de ce mode`le en
ge´ome´trie non-coline´aire, une nouvelle expression de la re´solution spectrale a e´te´ calcule´e





Cette relation confirme la validite´ de l’estimation 3.53 de la re´solution spectrale. On ob-
tient : δλ ∼ 0.22 nm et ∆λres ∼ 0.20 nm a` 800 nm. Dans la suite du manuscrit, la
re´solution spectrale sera de´finie par l’expression 3.54 et donc e´gale a` 0.2 nm (a` 800 nm).
L’efficacite´ de diffraction η˜ peut se de´finir comme la valeur moyenne de l’efficacite´
η(ω) (Eq. 3.29, section 3.1.2) sur la largeur spectrale ∆ω de l’impulsion optique incidente,
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soit η˜ ∼ 50%.
3.3 Effets fins
3.3.1 Pre´cision sur le fac¸onnage en phase
L’objectif d’une partie des expe´riences re´alise´es dans cette the`se est de de´terminer la
pre´cision de fac¸onnage en phase d’un AOPDF. Il est donc inte´ressant d’estimer au pre´a-
lable une pre´cision the´orique de ce fac¸onnage en phase.
Pour cela, on suppose les impulsions optique incidente et acoustique parfaitement
synchronise´es (section 3.2.2) et aligne´es (section 3.2.4) dans le cristal. On peut alors dis-
tinguer principalement deux types d’erreur qui viennent entacher la pre´cision de fac¸onnage
du dispositif 9 :
– des erreurs syste´matiques lie´es a` la connaissance des proprie´te´s du cristal,
– des erreurs statistiques lie´es au bruit introduit par l’e´lectronique de ge´ne´ration de
l’impulsion e´lectrique.
La relation 3.34 qui associe a` une pulsation acoustique ωac donne´e une pulsation op-
tique ω de´pend du facteur A(θ0, θa) et de la bire´fringence ∆n du cristal. Comme cette
relation est utilise´e pour de´terminer l’impulsion e´lectrique ade´quate a` appliquer au trans-
ducteur (section 3.2.3), il est indispensable que, pour une pulsation acoustique donne´e, la
pulsation optique diffracte´e dans le cristal soit bien la meˆme que celle calcule´e a` l’aide de
cette relation. L’hypothe`se d’alignement parfait des ondes optique incidente et acoustique
implique la correspondance entre les valeurs expe´rimentale et calcule´e de A. En revanche,
on comprend bien qu’une me´connaissance de la bire´fringence ∆n du cristal entraˆıne un
e´cart syste´matique entre pulsations optiques diffracte´e et calcule´e et donc un e´cart syste´-
matique entre la fonction de transfert que l’on souhaite appliquer et celle qui est re´ellement
applique´e. La pre´cision du fac¸onnage de l’impulsion optique incidente est alors limite´e par
la pre´cision avec laquelle la bire´fringence est connue.
Supposons maintenant la bire´fringence du mate´riau parfaitement connue. On peut
alors conside´rer que la pre´cision de fac¸onnage est limite´e par le bruit de ge´ne´ration de
l’impulsion e´lectrique qui se retrouve sur l’impulsion acoustique. En terme de temps de
groupe, la pre´cision de ge´ne´ration correspond a` la pente minimale que l’on est capable
9. Il ne s’agit en aucun cas d’un e´nonce´ exhaustif de l’ensemble des erreurs qui peuvent limiter la
pre´cision de fac¸onnage.
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ou` ∆ω est le support spectral de la fonction de transfert de l’AOPDF.





ou` δω est la re´solution spectrale du dispositif.
La phase minimale ∆ϕmin peut eˆtre relie´e au rapport signal a` bruit SNR du signal




















Pour un rapport signal a` bruit de 103 et une largeur spectrale correspondant a` ∆λ = 60 nm
centre´e sur λ0 = 800 nm, on a τgmin = 0.002 fs. Ainsi, en conside´rant que seul le bruit
de ge´ne´ration de l’impulsion e´lectrique alte`re la pre´cision du dispositif, un retard de 1 ps
sera ge´ne´re´ avec une pre´cision the´orique relative d’environ 2E-6. Cet e´cart est totalement
ne´gligeable d’un point de vue expe´rimental. On peut donc s’attendre a` ce que les erreurs
syste´matiques soient dominantes.
3.3.2 Dispersion optique de l’AOPDF
La relation de phase 3.27 e´tablie a` partir d’un mode`le de la diffraction acousto-optique
dans la limite quasi-monochromatique (section 3.1.2) ne fait pas intervenir la phase spec-
trale ϕcristal accumule´e sur l’impulsion incidente du fait de la seule propagation dans le
cristal (hors transfert de la phase de l’impulsion acoustique). En prenant en compte cette
phase, la relation 3.27 se re´e´crit :
ϕdiff (ω) = φ(ω) + ϕinc(ω) + ϕcristal(ω) (3.60)
Pour certaines applications, il est inte´ressant de pouvoir compenser ϕcristal. On de´compose
alors la phase φ(ω) en deux termes :
φ(ω) = φsh(ω)− ϕcristal(ω) (3.61)
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ou` φsh est la phase que l’on souhaite ajouter a` l’impulsion optique incidente hors compen-
sation de ϕcristal.
Du fait de la proce´dure de calcul de l’impulsion e´lectrique 10, la phase φcristal programme´e
pour compenser ϕcristal correspond, en re´alite´, a` l’oppose´ de la phase introduite par la




Dans la suite du manuscrit, nous de´signerons par ”compensation automatique de la dis-
persion optique de l’AOPDF” le mode de fonctionnement pour lequel les ordres 2 a` 4
(de´veloppement de Taylor) de la phase spectrale ϕcristal sont compense´s ie dans lequel les
ordres 2 a` 4 de φcristal sont programme´s.
3.3.3 De´viation du faisceau diffracte´
Dans cette section, nous expliquons l’orientation du faisceau diffracte´ dans le cristal
de TeO2 et en sortie de cristal (Fig. 3.4).
Figure 3.10 – Repre´sentation de la direction du vecteur d’onde diffracte´ avant et apre`s
la face de sortie du cristal de TeO2
10. non de´taille´e dans cette the`se.
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Nous avons montre´ dans la section 3.1.3 que les conditions d’accord de Bragg en-
traˆınent un changement de direction de l’onde diffracte´e par rapport a` l’onde incidente
(Fig. 3.10). L’angle entre les vecteurs d’onde incident et diffracte´, θd − θ0 sur la figure
3.2 est d’environ -26.7 mradians (pour λ = 800 nm). Les dispersions angulaires lie´es a` la
re´fraction sur la face de sortie du cristal et a` la de´pendance de la direction du vecteur
d’onde diffracte´ avec la longueur d’onde sont corrige´s a` l’ordre 1 graˆce a` une inclinaison
ade´quate de la face de sortie.
Par ailleurs, du fait de la polarisation extraordinaire de l’onde diffracte´e, son e´nergie ne
se de´place pas dans la direction du vecteur ~kdiff mais avec un angle ρAOPDF par rapport
a` celle-ci, appele´ angle de double re´fraction (Fig. 3.11). On retrouve ainsi le trajet des
faisceaux transmis et diffracte´ repre´sente´ figure 3.4. Dans le cas des AOPDFs utilise´s
dans cette the`se, cet angle vaut : ρAOPDF = 62.4 mrad. Ces deux effets se compensant en
partie, la de´viation du faisceau diffracte´ par rapport au faisceau transmis a` l’inte´rieur du
cristal est de 35.7 mrad, soit un de´calage des deux faisceaux l’un par rapport a` l’autre au
maximum de 0.89 mm en sortie de cristal (35.7 ∗ L, ou` L = 25 mm est la longueur du
cristal). En pratique, la diffraction n’a souvent pas lieu sur la totalite´ de la longueur du
cristal et ce de´calage est de l’ordre de 0.3 mm.
Figure 3.11 – Repre´sentation de la direction du faisceau diffracte´ (e´nergie) avant et apre`s
la face de sortie du cristal de TeO2
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Comme toutes les composantes spectrales ne sont pas diffracte´es au meˆme endroit
dans le cristal, un le´ger chromatisme late´ral est susceptible d’eˆtre observe´ en sortie de
cristal (< 10−2 µm nm−1).
Re´sume´ - Conclusion
Le principe de l’AOPDF repose sur une interaction acousto-optique co-propagative de
type Bragg entre une impulsion acoustique et une impulsion optique incidente dans un
mate´riau bire´fringent posse´dant des proprie´te´s acousto-optiques. A l’accord de phase, la
conservation de l’e´nergie et de la quantite´ de mouvement s’e´crient, apre`s avoir ne´glige´ le
de´calage Doppler sur l’impulsion optique incidente :
ωinc ∼ ωdiff
~kinc(ωinc) + ~kac(ωac) = ~kdiff (ωdiff )
Les conditions d’accord de phase permettent a` l’impulsion optique diffracte´e d’eˆtre pola-
rise´e suivant l’axe extraordinaire.
• De l’approche consistant a` conside´rer l’AOPDF comme une ligne a` retard program-
mable, nous avons de´duit, de manie`re intuitive, le retard de groupe introduit par
l’AOPDF sur l’impulsion optique incidente :







• Diffraction acousto-optique et somme de fre´quence sont deux phe´nome`nes qui pre´-
sentent une analogie. A partir de cette analogie, nous avons de´montre´ que :
– les conditions d’accord de Bragg induisent une relation quasi-bijective entre pul-
sation acoustique et pulsation optique du fait du temps de transit T de l’onde
acoustique dans le cristal de l’ordre de quelques dizaines de µs.
– le fonctionnement de l’AOPDF peut alors eˆtre interpre´te´ comme un transfert de
l’amplitude et de la phase de l’onde acoustique sur l’onde optique incidente,
– le fac¸onnage en amplitude se fait via l’efficacite´ de diffraction η :



















et P˜0 inversement proportionnelle a` L
2 et M2,
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– le fac¸onnage en phase se fait via la relation suivante entre les phases des trois
ondes :




• La valeur importante du temps de transit T est obtenue graˆce a` la longueur impor-
tante d’interaction entre onde acoustique et onde optique assure´e par la coline´arite´
des vecteurs de Poynting de ces deux ondes.
• A l’accord de phase, la relation entre pulsation optique et pulsation acoustique s’e´crit
en fonction de la bire´fringence ∆n du mate´riau de la manie`re suivante :
ωac = A(θ0, θa)∆n(ω)ω
ou` l’ordre de grandeur du rapport ωac
ω
est de 10−7.
• L’AOPDF peut e´galement eˆtre conside´re´ comme un filtre optique line´aire de fonction
de transfert H(ω) = |H(ω)| exp[iφ(ω)] :
Idiff (ω) = H(ω)Iinc(ω)
La relation de phase entre les trois impulsions se re´e´crit :
ϕdiff (ω) = φ(ω) + ϕinc(ω)
• Le calcul de l’impulsion e´lectrique a` l’origine de la ge´ne´ration de l’impulsion acous-
tique ade´quate utilise la relation pre´ce´dente entre pulsation acoustique et pulsation
optique.
• Les performances d’un AOPDF peuvent eˆtre caracte´rise´es par les grandeurs sui-
vantes :
















• Le mode d’Auto-Compensation re´alise une compensation de la dispersion d’ordre 2
a` 4 (coefficients de Taylor) accumule´e par propagation dans le cristal.
• D’un point de vue expe´rimental, les points cle´s de l’installation sont : l’alignement
optique et la synchronisation entre les impulsions acoustique et optique dans le cris-
tal. Tout de´faut d’alignement ou de synchronisation se traduit par une de´gradation
de la pre´cision du dispositif.
• En supposant la pre´cision de fac¸onnage seulement limite´e par le bruit de ge´ne´ration
du signal e´lectrique, le temps de groupe minimal τgmin que l’on peut introduire sur








• Les AOPDFs utilise´s dans cette the`se sont constitue´s d’un cristal de TeO2 en confi-
guration dite haute-re´solution (θ0 = 38.5
◦, θa = 3.9◦).
– les grandeurs caracte´risant leurs performances sont : ∆τmax ∼ 8.5 ps, ∆λres ∼
0.2 nm et η˜ ∼ 50%,
– le faisceau diffracte´ est de´cale´ de 0.89 mm par rapport au faisceau transmis du






L’interfe´rome´trie est une me´thode de mesure qui exploite les interfe´rences intervenant
entre deux ondes. Sa variante spectrale, introduite en 1973 par C. Froehly [44], permet
de mesurer la diffe´rence de phase spectrale entre deux ondes polychromatiques posse´dant
des proprie´te´s de cohe´rence suffisantes pour que les interfe´rences puissent eˆtre de´tecte´es.
Lorsque les deux ondes proviennent d’une meˆme source et qu’un objet transparent ou
partiellement transparent est place´ sur le chemin optique de l’une des ondes, cette tech-
nique permet de mesurer non seulement l’absorption mais aussi la dispersion optique du
composant, c’est-a`-dire la variation de phase spectrale apporte´e par celui-ci. Lorsqu’elle
est combine´e a` des effets non line´aires cette technique permet e´galement de caracte´riser
l’amplitude et la phase spectrales des impulsions courtes.
Dans le cadre de ce travail de the`se, l’interfe´rome´trie spectrale a e´te´ utilise´e a` de
multiples reprises : pour mesurer avec pre´cision les capacite´s de controˆle de phase par
AOPDF (chapitre 5), pour caracte´riser des impulsions courtes par interfe´rome´trie spec-
trale a` de´calage (technique SPIDER, chapitre 7), pour caracte´riser ces meˆmes impulsions
par interfe´rome´trie spectrale auto-re´fe´rence´e (SRSI, chapitre 8). Une e´tude approfondie
de cette technique est donc pre´sente´e dans ce chapitre. Diffe´rents niveaux d’analyse ayant
e´te´ utilise´s, une partie des descriptions et des re´sultats expe´rimentaux ont e´te´ reporte´s en
annexes D et E, ceci afin d’en faciliter la lecture et de conserver, dans ce chapitre, un fil
directeur unique, celui de la me´trologie.
Dans un premier temps, je rappelle le principe de la technique d’interfe´rome´trie spec-
trale ainsi que les diffe´rentes e´tapes du traitement nume´rique permettant de remonter,
non seulement a` la diffe´rence de phase entre les deux impulsions qui interfe`rent, mais
aussi, sous certaines conditions, a` leur amplitude spectrale. Une ge´ne´ralisation de celui-ci
sur deux dimensions, une spatiale x et une spectrale ω est pre´sente´e et sera utilise´e, dans
le chapitre 5 pour la caracte´risation 2D (x, ω) de phases polynomiales ge´ne´re´es par un
AOPDF.
La seconde partie de ce chapitre est consacre´e a` la pre´sentation et la caracte´risation ex-
pe´rimentale du montage d’interfe´rome´trie spectrale utilise´ dans le chapitre 5. Le premier
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objectif de cette caracte´risation est la mesure de la dispersion diffe´rentielle d’un interfe´-
rome`tre de Mach-Zehnder (diffe´rence de phase spectrale en sortie d’interfe´rome`tre). Le
second consiste a` de´terminer la pre´cision avec laquelle cette diffe´rence de phase est mesu-
re´e. Cette e´tape est primordiale pour les expe´riences du chapitre 5 consacre´es a` l’AOPDF.
En effet, les pre´cisions de fac¸onnage en phase que l’on cherche a` caracte´riser sont de l’ordre
de quelques % sur le coefficient de Taylor d’ordre le plus e´leve´. Il est alors indispensable,
non seulement de s’assurer que la pre´cision de mesure accessible ici rend possible une telle
caracte´risation, mais e´galement de la quantifier afin de pouvoir interpre´ter les re´sultats
expe´rimentaux et estimer la pre´cision de fac¸onnage de l’AOPDF. Dans ce but, les sources
pre´ponde´rantes de bruit ainsi que les artefacts expe´rimentaux ont e´te´ syste´matiquement
recherche´s afin de pouvoir de´terminer des barres d’erreur sur les mesures ulte´rieures. Plus
pre´cise´ment, j’e´tudie le roˆle de la phase diffe´rentielle, les conse´quences du fonctionnement
non-ide´al du spectrome`tre (calibration en longueurs d’onde, re´ponse, bruit de mesure),
l’influence du contraste temporel des impulsions optiques utilise´es et l’effet des fluctua-
tions tir a` tir d’origines varie´es.
4.1 Principe de l’interfe´rome´trie spectrale
Conside´rons une impulsion a` caracte´riser de support spectral 1 ∆ω et une impulsion
dite de re´fe´rence de support spectral ∆ω0 avec ∆ω0 ≥ ∆ω. Celles-ci sont repre´sente´es
dans le domaine temporel, respectivement, par les champs complexes E˜(t) et E˜0(t) (Fig.
4.1). On suppose e´galement que l’impulsion de re´fe´rence est retarde´e de τ par rapport
a` l’impulsion a` caracte´riser. Le spectre du champ e´lectrique correspondant (Fig. 4.1),
spectromètre
τ ω
Figure 4.1 – Principe de l’interfe´rome´trie spectrale
enregistre´ avec un spectrome`tre suppose´ ide´al, s’e´crit 2 :
S(ω) = |E0(ω) exp(iωτ) + E(ω)|2 (4.1)
1. Le support spectral d’une impulsion est de´fini comme le domaine spectral en dehors duquel l’inten-
site´ spectrale est nulle ou ne´gligeable. Le support spectral est suppose´ connexe.
2. Du fait de la relation entre champ e´lectrique et repre´sentation analytique du champ (Eq. 1.24,
section 1.1, chapitre 1), le signal S(ω) s’e´crit en fait : S(ω) = 14 |E0(ω) exp(iωτ) + E(ω)|2, mais nous
omettons le facteur 14 dans cette the`se.
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ou` E(ω) et E0(ω) sont les champs associe´s dans le domaine spectral respectivement a` l’im-
pulsion a` caracte´riser et a` celle de re´fe´rence.
En faisant apparaˆıtre l’amplitude spectrale (|E0(ω)|,|E(ω)|) et la phase spectrale (ϕ0(ω),ϕ(ω))
de chaque impulsion, S(ω) s’e´crit :
S(ω) = |E0(ω)|2 + |E(ω)|2 + 2|E0(ω)||E(ω)| cos [ϕ0(ω)− ϕ(ω) + ωτ ] (4.2)
Ce signal pre´sente un aspect cannele´ (Fig. 4.1, Eq. 4.2). Son expression (Eq. 4.2) peut
eˆtre de´compose´e en deux parties 3 :
– un terme non-interfe´rome´trique (|E0(ω)|2 + |E(ω)|2) qui ne contient aucune informa-
tion sur la diffe´rence de phase spectrale entre les deux impulsions,
– un terme interfe´rome´trique (2|E0(ω)||E(ω)| cos(ωτ + ϕ0(ω)− ϕ(ω))), a` l’origine des
modulations observe´es sur le spectre. Ce terme contient toute l’information sur la
diffe´rence de phase spectrale entre les deux impulsions.
4.2 Traitement nume´rique
Un traitement nume´rique du signal d’interfe´rome´trie spectrale S(ω) (Eq. 4.2) permet
de remonter directement a` la diffe´rence de phase spectrale entre les deux impulsions et,
sous certaines conditions, a` l’amplitude spectrale de chaque impulsion (section 4.2.3). Il
repose sur un traitement de Fourier de S(ω), de´signe´ dans la litte´rature par l’acronyme
FTSI (”Fourier-Transform Spectral Interferometry”) [45].
4.2.1 Interfe´rome´trie spectrale par transforme´e de Fourier (FTSI)
En posant f(ω) = E∗(ω)E0(ω) et S0(ω) = |E(ω)|2 + |E0(ω)|2, le signal d’interfe´rome´trie
spectrale se re´e´crit :
S(ω) = S0(ω) + f(ω) exp(iωτ) + f
∗(ω) exp(−iωτ) (4.3)
Par transforme´e de Fourier, le signal dans le domaine temporel est :
S˜(t) = S˜0(t) + f˜(t− τ) + f˜ ∗(−t− τ) (4.4)
3. L’ajout d’un retard τ entre les deux impulsions est crucial dans cette technique. Pour un retard
nul, un signal avec peu, voire aucune frange, est obtenu. En l’absence de frange, la diffe´rence de phase
ϕ(ω)−ϕ(ω0) ne peut pas eˆtre reconstruite sans ambigu¨ıte´. En pre´sence de franges, celle-ci ne peut l’eˆtre
qu’en connaissant sa forme au pre´alable du fait de l’inde´termination sur son signe lie´e au cosinus (Eq. 4.2
avec τ = 0).
En ajoutant un terme line´aire approprie´, l’ambigu¨ıte´ sur le signe de la diffe´rence de phase reconstruite
est leve´e pour chaque pulsation (ce qui revient a` choisir le retard de fac¸on a` ce que les supports de la
composante a` t = 0 et de la composante a` t = τ , dans le domaine temporel, soient disjoints (section
4.2.5)).
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ou` S˜0(t) et f˜(t) sont respectivement les transforme´es de Fourier de S0(ω) et f(ω).
En remplac¸ant S˜0(t) et f˜(t) par leurs expressions en fonction des champs incidents E˜0(t)
et E˜(t), on obtient :
S˜0(t) = E˜∗0 (−t)⊗ E˜0(t) + E˜∗(−t)⊗ E˜(t) (4.5)
f˜(t− τ) = E˜0(t− τ)⊗ E˜(−t) (4.6)
f˜ ∗(−t− τ) = E˜(t+ τ)⊗ E˜∗0 (−t) (4.7)
S˜0(t) correspond a` la somme des autocorre´lations du premier ordre des deux champs
incidents E˜0(t) et E˜(t) (Eq. 4.5) et est nomme´, dans toute la suite de ce document, com-
posante DC. Ce terme est centre´ en t = 0 comme le montre la repre´sentation du module
de la transforme´e de Fourier de S(ω) (Fig.4.2 b). Les deux termes suivants f˜(t − τ) et
f˜ ∗(−t− τ) correspondent aux produits de corre´lation croise´e des champs (Eqs. 4.6 et 4.7)
et sont nomme´s composantes AC par la suite.
Les trois e´tapes du traitement nume´rique sont :
– la transforme´e de Fourier du spectre cannele´,
– le filtrage dans le domaine temporel de la composante centre´e en t = τ ,
– la transforme´e de Fourier inverse (pour revenir dans le domaine spectral) qui permet
d’acce´der a` la diffe´rence de phase.
Ces trois e´tapes sont illustre´es figure 4.2 dans le cas de deux impulsions initiales de meˆme
spectre gaussien (λ0 = 800 nm et ∆λ = 20 nm) et de diffe´rence de phase nulle de´cale´es
temporellement l’une par rapport a` l’autre de τ = 1 ps.
Le signal S ′(ω), obtenu apre`s filtrage et transforme´e de Fourier inverse, est donne´ par
l’e´quation suivante :
S ′(ω) = E∗(ω)E0(ω) exp(iωτ) = |E(ω)||E0(ω)| exp[i(ϕ0(ω)− ϕ(ω) + ωτ)] (4.8)
Son module donne acce`s au produit |E(ω)||E0(ω)| des amplitudes spectrales et son argu-
ment a` la phase Φ(ω), de´finie par :
Φ(ω) = ϕ0(ω)− ϕ(ω) + ωτ (4.9)
Par soustraction du terme line´aire ωτ , on obtient la diffe´rence de phase spectrale ∆ϕ(ω)
entre les deux impulsions de de´part.
∆ϕ(ω) = ϕ0(ω)− ϕ(ω) (4.10)
Si la phase spectrale ϕ0(ω) de l’impulsion de re´fe´rence est connue, alors celle de l’impul-
sion a` caracte´riser ϕ(ω) est reconstruite.
La reconstruction de ∆ϕ(ω) a` partir du signal S ′(ω) pre´sente ne´anmoins quelques sub-
tilite´s discute´es dans la section 4.2.2.
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Figure 4.2 – Etapes du traitement nume´rique d’un interfe´rogramme par FTSI. a) Inter-
fe´rogramme de de´part, b) Filtrage de la composante AC dans le domaine de Fourier. En
noir, module de la transforme´e de Fourier de l’interfe´rogramme, en rouge filtre temporel
utilise´, c) Extraction de la phase Φ(ω) (en orange), Enveloppe spectrale de la composante
AC en noir
4.2.2 Reconstruction de la diffe´rence de phase spectrale ∆ϕ(ω)
La phase spectrale Φ(ω) extraite du signal S ′(ω) est replie´e entre −pi et pi. Dans
cette the`se, les diffe´rences de phase ∆ϕ(ω) reconstruites sont, soit compare´es a` une phase
polynomiale de re´fe´rence, soit utilise´es dans une boucle de re´troaction avec un dispositif de
fac¸onnage. Le de´pliement de Φ(ω) est alors ne´cessaire. Une fois Φ(ω) de´plie´e, l’information
recherche´e est soit :
– le retard τ entre les deux impulsions (expe´riences de caracte´risation de doubles
impulsions ge´ne´re´es par un AOPDF et expe´riences SPIDER par exemple),
– la diffe´rence de phase ∆ϕ(ω) hors terme line´aire (ωτ) (ce sera le cas pour les expe´-
riences de correction de la phase spectrale).
Dans le premier cas, le retard doit eˆtre de´termine´ avec la meilleure pre´cision possible.
Dans le second cas, une soustraction pre´cise du terme ωτ ne semble pas strictement ne´ces-
saire. Par exemple, un retard optique ne perturbe ni les expe´riences impliquant une boucle
de re´troaction avec un dispositif de fac¸onnage ni celles de caracte´risation de phases poly-
nomiales en termes de coefficient de Taylor (expe´riences avec le dispositif SRSI, chapitre
8). Toutefois, une soustraction tre`s pre´cise de ce terme est ne´cessaire pour la comparaison
quantitative, en terme d’e´cart rms, des phases polynomiales d’ordre ≥ 2 programme´es
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avec l’AOPDF et mesure´es par interfe´rome´trie spectrale (chapitre 5).
De´pliement de la phase spectrale Φ(ω)
La phase spectrale Φ(ω) de la figure 4.2c est repre´sente´e telle qu’elle est accessible
i.e. replie´e entre −pi et pi figure 4.3. La proble´matique du de´pliement de la phase a e´te´
initialement e´tudie´e pour le traitement d’images [46]. Il s’agit de la transposition de me´-
thodes utilise´es en interfe´rome´trie spatiale [47]. Dans cette the`se, le de´pliement de la phase
























Figure 4.3 – Phase extraite du signal S ′(ω) avant de´pliement
est effectue´ a` partir de la phase mesure´e en ωc, pulsation la plus proche de la pulsation
centrale ω0 de l’impulsion, de la manie`re suivante :
ϕdepliee(ωc) = ϕrepliee(ωc)
ϕdepliee(ωc + dω) = ϕrepliee(ωc + dω) si |ϕrepliee(ωc + dω)− ϕrepliee(ωc)| < l ∗ pi
= ϕrepliee(ωc + dω)− 2pi si ϕrepliee(ωc + dω)− ϕrepliee(ωc) > l ∗ pi
= ϕrepliee(ωc + dω) + 2pi si ϕrepliee(ωc + dω)− ϕrepliee(ωc) < −l ∗ pi
(4.11)
ou` l ∈ [1, 2[ est choisi en fonction du type de phase a` de´plier. La phase spectrale est ainsi
reconstruite pas a` pas.
De´termination du retard τ
Pour la caracte´risation de phases polynomiales d’ordre connu ≥ 2, τ est de´termine´ par
un ajustement polynomial de Φ(ω) a` l’ordre de la phase applique´e. Le terme line´aire ωτ
de Φ(ω) est ensuite soustrait (Fig. 4.4).
La de´termination du retard τ entre deux impulsions de diffe´rence de phase non-nulle
pouvant eˆtre ajuste´e par un polynoˆme d’ordre inconnu ≥ 2 est plus complexe. Une pre-
mie`re possibilite´ consiste a` effectuer un ajustement polynoˆmial de Φ(ω) a` l’ordre 1 en
ω − ω0, ou` ω0 est une composante spectrale des deux impulsions de de´part. La pre´cision
de la de´termination de τ de´pend alors de la forme de Φ(ω). En effet, pour toute phase
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Figure 4.4 – Soustraction du terme line´aire re´siduel pour reconstruire la diffe´rence de
phase spectrale entre les deux impulsions de de´part (en orange)
spectrale polynomiale d’ordre impair ≥ 3, les termes de phases d’ordre impair introduisent
une erreur non-ne´gligeable sur le coefficient d’ordre 1 de l’ajustement polynoˆmial. Cette
pre´cision peut eˆtre ame´liore´e en ”fittant” Φ(ω) par un polynoˆme d’ordre plus e´leve´. La
de´composition n’est cependant pas unique et se pose alors le choix de l’ordre du poly-
noˆme. Dans cette the`se, j’ai choisi d’utiliser des polynoˆmes d’ordre infe´rieur ou e´gal a` 4.
Pour chaque ordre, l’erreur rms σpoly (Eq.4.12) sur l’ajustement polynomial est calcule´e.
L’ordre du polynoˆme choisi pour l’analyse est celui a` partir duquel les variations de cette
erreur rms restent faibles lorsque l’ordre augmente [48].
σpoly =
√∑N−1
i=0 Wi(Φi − fi)2∑N−1
i=0 (Wi)
(4.12)
ou` (fi)i repre´sente les points de l’ajustement polynomial, N le nombre de points de mesure
et (Wi)i un poids.
Remarque : Le retard ainsi de´termine´ n’est pas un retard ”pur” (ωτ) mais correspond
au retard a` la pulsation ω0 (terme line´aire en (ω − ω0)τ).
La de´termination pre´cise du retard entre deux impulsions a` partir de l’interfe´rogramme
est, par conse´quent, plus complexe qu’il n’y paraˆıt. Pour la caracte´risation d’impulsions
de temps de groupe non-nul, la meilleure solution consiste a` introduire un retard calibre´
de manie`re inde´pendante par exemple en utilisant une lame bire´fringente correctement
oriente´e. C’est ce qui a e´te´ adopte´ pour la mesure SRSI (chapitre 8).
4.2.3 Reconstruction des amplitudes spectrales
L’amplitude spectrale de chaque impulsion peut eˆtre, en principe, facilement de´termi-
ne´e en mesurant se´pare´ment le spectre des deux impulsions 4. Cette ope´ration se re´ve`le
cependant souvent de´licate et moins simple qu’il n’y parait car les faisceaux re´els ne
4. Le rapport signal a` bruit de la mesure du spectre est, cependant, limite´ par la dynamique spectrale
du de´tecteur.
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sont pas strictement homoge`nes spatialement et les spectres peuvent pre´senter des fluc-
tuations rapides. Par ailleurs, il est difficile de reproduire exactement les conditions de
couplage et d’alignement dans le spectrome`tre, ce qui, couple´ aux aberrations spatiales
et/ou chromatiques des spectrome`tres, tend a` biaiser la mesure. Pour s’affranchir de ces
biais expe´rimentaux, il est ne´cessaire de mesurer simultane´ment la phase relative et les
deux enveloppes spectrales, ce qui est possible lorsque l’une des conditions 4.13 ou 4.14
est ve´rifie´e, c’est-a`-dire lorsque le contraste des franges est strictement infe´rieur a` 1. Les
amplitudes des champs E(ω) et E0(ω) peuvent alors eˆtre reconstruites inde´pendamment a`
partir de la composante a` t = 0 (composante DC) et de celle a` t = τ (composante AC).
∀ω, |E(ω)| > |E0(ω)| (4.13)
ou ∀ω, |E(ω)| < |E0(ω)| (4.14)
En effet, en utilisant la meˆme me´thode de filtrage que pour la composante AC, on peut
isoler la composante DC. Par transforme´e de Fourier inverse, on remonte alors a` S0(ω) =
|E(ω)|2 + |E0(ω)|2. L’amplitude de S ′(ω) nous donnant acce`s au produit |E(ω)||E0(ω)| des
















En connaissant le champ de plus petite amplitude spectrale, on obtient |E(ω)| et |E0(ω)|.
4.2.4 Choix du retard
Dans les spectrome`tres, le de´tecteur est constitue´ d’une matrice de pixels ce qui a
pour effet de discre´tiser le signal mesure´. Le signal d’interfe´rome´trie spectrale est donc
e´chantillonne´ sur un peigne de N pulsations de pas dω ou` dω est fixe´ par le spectrome`tre
(Fig. 4.5).
Le the´ore`me de Shannon-Whittaker (usuellement utilise´ pour l’analyse fre´quentielle d’un
signal temporel) stipule que, pour reconstruire toute l’information contenu dans un signal a`
support temporel fini [−T ′, T ′], il est suffisant de choisir un e´chantillonnage de pas dω = pi
T ′
dans le domaine spectral [50]. T ′ correspond alors a` ce qui est de´signe´ usuellement par la
”pulsation” de Nyquist. Pour un pas d’e´chantillonnage dω′ > pi
T ′ , le signal associe´ dans le
domaine temporel par transforme´e de Fourier prend des valeurs non-nulles en dehors de
la feneˆtre [−T ′, T ′] qui sont alors replie´es dans cette meˆme feneˆtre. On parle dans ce cas
de repliement du spectre (phe´nome`ne d’aliasing).
114
Figure 4.5 – Feneˆtre de Nyquist dans le domaine temporel lie´e a` l’e´chantillonnage discret
dans le domaine spectral
L’e´chantillonnage dω fixe´ par le spectrome`tre impose ici une feneˆtre de Nyquist com-




(Fig. 4.5). Le retard τ entre les deux impulsions doit donc eˆtre
choisi de fac¸on a` ce que le support du produit de corre´lation croise´e des deux champs
E0(t− τ)⊗E(−t) soit contenu dans la feneˆtre de Nyquist. Une seconde limite sur le choix
de τ est impose´ par la ne´cessite´ de se´parer la composante AC de la composante DC.
Pour un spectrome`tre de re´solution spectrale dλ = 0.05 nm, soit dω = 0.15 rad ps−1
pour λ = 800 nm, la feneˆtre de Nyquist est de´finie entre -21 et 21 ps. Ceci montre que
le choix de valeurs de τ impose´ par ces deux limites reste large. Il peut en revanche eˆtre
restreint par la re´ponse non-ide´ale du spectrome`tre comme expose´ dans la section 4.6.2.
4.2.5 Choix du filtre temporel
Le signal S ′(ω) contenant l’information sur la diffe´rence de phase spectrale est recons-
truit apre`s transforme´e de Fourier inverse du signal S(t) filtre´ pour ne conserver que la
composante AC a` t = τ . La question se pose alors du choix du filtre temporel hf (t) (lar-
geur et forme).
Largeur minimale du filtre
Le support temporel du produit de corre´lation croise´e doit eˆtre inte´gralement contenu
dans le filtre temporel de fac¸on a` pouvoir reconstruire la diffe´rence de phase spectrale sans
erreur.
Nous illustrons ici l’effet de la largeur δht du filtre sur la pre´cision de la reconstruction
d’une diffe´rence de phase spectrale cubique ϕ3 = +200100 fs
3 (Eq. 1.62). Le signal d’in-
terfe´rome´trie spectrale a e´te´ simule´ pour deux impulsions d’amplitude gaussienne iden-
tique (λ0 = 793 nm, ∆λ = 20 nm) de´cale´es temporellement d’un retard de τ = 2 ps.
Le filtre hf (t) utilise´ dans le domaine temporel pour reconstruire la diffe´rence de phase
spectrale par FTSI est un filtre supergaussien d’ordre n = 10, centre´ sur la composante
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AC (t0 = 2 ps) et de largeur a` mi-hauteur δht variable (Eq. 4.17).








ou` n est l’ordre de la supergaussienne, t0 son centre et δht sa largeur a` mi-hauteur.
Le tableau 4.1 montre l’e´volution du coefficient d’ordre 3 reconstruit ϕ3rec en fonction de
δht filtre (ps) ϕ3rec (fs






Table 4.1 – Effet de la largeur du filtre temporel sur la reconstruction d’une diffe´rence
de phase cubique de 200100 fs3 par interfe´rome´trie spectrale
la largeur a` mi-hauteur δht du filtre temporel. Le choix de δht de´pend alors de la pre´cision
recherche´e.
Largeur maximale du filtre
Une premie`re limite est donne´e par la largeur du support temporel de la composante
DC 5. En effet, la pre´sence d’une partie de la composante DC dans le signal filtre´ par FTSI
introduit une erreur sur la phase spectrale reconstruite.
• Re´solution spectrale de la diffe´rence de phase
Le spectrome`tre impose une re´solution spectrale dω du signal d’interfe´rome´trie, a` l’ori-
gine d’un feneˆtrage temporel de largeur 2T ′ = 2pi
dω
. Le filtre temporel se´lectionne alors une
feneˆtre de largeur 2Tf , avec Tf < T
′. La re´solution associe´e dans le domaine spectral est
dω′ = pi
Tf
< dω. Le filtrage dans le domaine de Fourier de´grade donc la re´solution spec-
trale sur laquelle la diffe´rence de phase est reconstruite. De meˆme la largeur sur laquelle
l’intensite´ temporelle de chaque impulsion peut eˆtre de´termine´e est limite´e par la largeur
du filtre.
• Pre´sence de re´pliques sur le profil temporel
Les impulsions utilise´es, dans le chapitre 5, pour la caracte´risation de l’AOPDF par inter-
fe´rome´trie spectrale pre´sentent, sur leur profil temporel, des re´pliques de´cale´es temporel-
lement de l’impulsion principale (Fig. 4.13). Ces re´pliques sont conserve´es sur les champs
E˜(t) et E˜0(t) en sortie d’interfe´rome`tre. L’information sur le signal S ′(ω) recherche´ est
5. Il est cependant possible de soustraire la composante DC pour s’affranchir de cette limite. Il suffit
pour cela de mesurer inde´pendamment les spectres des deux impulsions. On connaˆıt alors S0(ω) et donc
la composante DC, S˜0(t), par transforme´e de Fourier.
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alors uniquement contenue dans la composante AC re´sultant de l’interfe´rence entre les
deux parties principales de ces champs. Si l’une des re´pliques initiales est isole´e avec cette
composante AC, une erreur est introduite sur la reconstruction attendue de S ′(ω) dont
l’ordre de grandeur de´pend de l’amplitude et du support temporel de cette re´plique. La
largeur du filtre temporel est donc choisie de fac¸on a` limiter la prise en compte de ces
re´pliques lors du filtrage. L’effet de la pre´sence de re´pliques sera e´tudie´ en de´tail dans la
partie expe´rimentale de ce chapitre (section 4.7).
• Bruit temporel de mesure
Tout signal Sm(ω) contient un bruit de mesure B(ω) suppose´ ici non-corre´le´ pixel a` pixel,
blanc et additif :
Sm(ω) = S(ω) +B(ω) (4.18)
ou` S(ω) est le signal d’interfe´rome´trie spectrale en l’absence de bruit.
Dans le domaine temporel, le signal S˜m(t) s’e´crit, par transforme´e de Fourier :
S˜m(t) = S˜(t) + B˜(t) (4.19)
ou` B˜(t) = T F [B(ω)](t) est un bruit blanc additif non-corre´le´.
Le bruit obtenu sur le champ S ′(ω) reconstruit est corre´le´ du fait du filtrage dans le
domaine temporel [51] et ne peut donc pas eˆtre se´pare´ du signal utile. Une erreur de´-
pendant, entre autre, de la largeur du filtre temporel est alors introduite sur S ′(ω). Des
ordres de grandeurs de l’erreur introduite sur la phase reconstruite du fait de la pre´sence
d’un bruit de mesure sont donne´s dans ce chapitre section 4.6.3. En pratique, cette er-
reur est souvent ne´gligeable par rapport aux autres sources d’erreur (erreur de calibration
du spectrome`tre, pre´sence de re´pliques,....). Ne´anmoins la pre´sence de ce bruit limite la
dynamique temporelle du signal mesure´ (section 4.6.3).
Conclusion sur la largeur du filtre
La largeur du filtre influe sur la pre´cision de reconstruction de S ′(ω) et donc sur celle
de la diffe´rence de phase spectrale ∆ϕ(ω) reconstruite. Afin d’optimiser cette pre´cision,
la largeur du filtre doit eˆtre adapte´e en fonction :
– du support de la composante AC,
– du support de la composante DC,
– de la re´solution spectrale attendue sur la phase ϕ(ω),
– de la feneˆtre temporelle sur laquelle on souhaite de´terminer l’intensite´ temporelle
de l’impulsion a` caracte´riser,
– de la pre´sence ou non de re´pliques initiales sur le profil temporel de l’impulsion a`
caracte´riser,
– e´ventuellement du bruit de mesure si ce dernier est tre`s important.
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Pour la caracte´risation de l’AOPDF par interfe´rome´trie spectrale, la largeur du filtre sera
adapte´e pour chaque phase spectrale applique´e.
Forme du filtre temporel
Le signal reconstruit S ′(ω) est en fait la convolution de la composante AC avec le
filtre. Plus les fronts de monte´e et de descente du filtre sont raides, plus des oscillations
parasites peuvent apparaˆıtre sur l’amplitude et la phase du signal reconstruit. Il est donc
pre´fe´rable d’utiliser une fonction super-gaussienne d’ordre faible (n < 10) 6.
4.2.6 Echantillonnage des pulsations a` pas non constant
Le principe de fonctionnement d’un spectrome`tre est rappele´ en annexe D.1. Nous
supposons ici son fonctionnement ide´al ie que la fente d’entre´e de celui-ci re´alise un point
source parfait qui est image´ sans aberration dans le plan du de´tecteur pour chaque compo-
sante spectrale de l’impulsion mesure´e. Le de´tecteur est constitue´ d’une matrice de pixels
qui a pour roˆle de discre´tiser le signal mesure´. Ainsi la mesure du signal d’interfe´rome´trie
spectrale se traduit par la mesure d’une matrice (i, Si)i d’ordre (N,2) ou` i est le nume´ro
de pixel et N le nombre total de pixels (Fig. 4.6). A chaque pixel i est associe´ une position
spatiale yi par la relation :
yi = idy ∀i ∈ [0, N − 1] (4.20)
ou` dy est la taille d’un pixel.
Figure 4.6 – Discre´tisation du signal mesure´ au spectrome`tre
Sur une petite bande spectrale (< 100 nm), la relation entre longueur d’onde et posi-
6. En pratique, dans cette the`se, l’ordre de la supergaussienne sera choisi supe´rieur ou e´gal a` 10 du
fait de la pre´sence de re´pliques sur le profil temporel des impulsions en sortie de laser (Fig. 4.13).
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tion spatiale peut eˆtre conside´re´e comme line´aire 7. On a :
λi = l0 + l1yi ∀i ∈ [0, N − 1] (4.21)
avec l0 et l1 ∈ R.
En revanche, la relation entre pulsation et position spatiale n’est pas line´aire. Elle peut
s’e´crire sous la forme suivante :
ωi = α + βyi + γ(yi) (4.22)
ou` γ(y) est une fonction non-line´aire de y.
Le pas d’e´chantillonnage entre deux pulsations ωi et ωi+1 n’est donc pas constant sur tout
le domaine spectral (Fig. 4.6).
Conse´quence sur le traitement par FTSI
Le traitement effectue´ pour reconstruire la diffe´rence de phase spectrale ∆ϕ(ω) a` partir
de l’interfe´rogramme (cf. section 4.2.1) repose sur deux transforme´es de Fourier discre`tes
(TFD) [52]. Leur calcul nume´rique se fait graˆce a` des transforme´es de Fourier rapides
de fac¸on a` re´duire le nombre d’ope´rations de N2 a` N log2N [48]. La TFD repose sur la
connaissance d’une fonction f(ω) sur un peigne re´gulier ωi et ne permet pas la de´termina-
tion de f˜(t) (transforme´e de Fourier de f(ω)) si ce peigne ne l’est pas. Dans le cas pre´sent,
les pulsations ne sont pas de´termine´es sur un peigne re´gulier (Eq. 4.22) et le calcul de
la transforme´e de Fourier rapide du signal d’interfe´rome´trie spectrale en fonction de la
pulsation pose proble`me.
Du fait de l’aspect cannele´ du signal, une interpolation pre´cise sur un peigne re´gulier
de pulsations n’est pas simple. Or, toute erreur introduite lors de l’interpolation se traduit
par une erreur sur la reconstruction de la diffe´rence de phase spectrale ∆ϕ(ω) [51][53].
Ainsi, l’erreur introduite sur une diffe´rence de phase initialement plate par une interpo-
lation line´aire de l’interfe´rogramme peut atteindre 0.09 radians (τ = 2 ps, re´solution du
spectrome`tre : 0.05 nm a` λ0 = 800 nm, annexe D.2). Cette erreur est beaucoup trop im-
portante pour permettre une mesure de phases polynomiales avec une pre´cision de l’ordre
de 10−3 a` 5 10−3 sur le coefficient de Taylor d’ordre le plus e´leve´, pre´cision recherche´e
pour la caracte´risation des phases polynomiales ge´ne´re´es par un AOPDF.
Bien que l’erreur introduite lors de l’interpolation de l’interfe´rogramme puisse eˆtre
minimise´e en re´duisant artificiellement le pas d’e´chantillonnage 8 (annexe D.2), j’ai choisi
7. Cette relation line´aire n’est plus vraie sur des bandes spectrales plus larges (> 100 nm). De ma-
nie`re ge´ne´rale, pour plus de pre´cision sur la calibration en longueurs d’onde d’un spectrome`tre, elle est
de´termine´e par une approximation polynomiale a` l’ordre 3 (spectrome`tres commerciaux Avantes).
8. Cette me´thode dite de ”ze´ro-padding” consiste a` re´aliser une transforme´e de Fourier du signal,
ajouter des ze´ros dans le domaine de Fourier associe´ puis appliquer une transforme´e de Fourier inverse
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d’utiliser une autre me´thode propose´e par C. Dorrer [51][53]. Cette me´thode consiste a`
re´aliser le traitement par FTSI en utilisant comme variable la position spatiale y dans le
plan du de´tecteur.
Le signal d’interfe´rome´trie spectrale devient :
S(ω(y)) = |E0(ω(y))|2 +|E(ω(y))|2 +2|E0(ω(y))||E(ω(y))| cos [ϕ0(ω(y))− ϕ(ω(y)) + ω(y)τ ]
(4.23)
ou` ω est relie´e a` y par la relation 4.22.
Il se caracte´rise e´galement par un aspect cannele´ dont la transforme´e de Fourier par
rapport a` y pre´sente trois pics. La composante DC est obtenue en ky = 0, les composantes
AC en ky = βτ et ky = −βτ , ky e´tant la variable associe´e a` y par transforme´e de Fourier.
Un filtre supergaussien hf (ky) isole la composante en ky = βτ (Eq. 4.24).








ou` n est l’ordre du filtre, ky0 son centre et δhky sa largeur a` mi-hauteur.
Par transforme´e de Fourier inverse, le signal S ′(ω(y)) est obtenu (Eq.4.25).
S ′(ω(y)) = |E(ω(y))||E0(ω(y))| exp[i (ϕ0 (ω(y))− ϕ (ω(y)) + ω(y)τ)] (4.25)
La relation entre position spatiale et pulsation est bijective. Par changement de variable
entre position spatiale et pulsation, le signal S ′(ω) (Eq.4.8) est donc reconstruit. La diffe´-
rence de phase spectrale ∆ϕ(ω) entre les deux impulsions initiales peut ainsi eˆtre extraite.
Remarque : Le signal S ′(ω) peut alors eˆtre interpole´ sur un peigne de pulsations e´qui-
e´chantillonne´es et par transforme´e de Fourier, le signal S(t) est de´termine´. Les variations
du filtre hf (ky) (Eq. 4.24) en fonction du temps peuvent aussi eˆtre obtenues par trans-
forme´e de Fourier. Suivant l’ordre de la supergaussienne, le filtre temporel reconstruit
contient des oscillations parasites lie´es au phe´nome`ne de Gibbs [48].
Une ge´ne´ralisation du calcul d’une transforme´e de Fourier discre`te sur un peigne irre´-
gulier est donne´e dans la re´fe´rence [54].
4.3 Extension a` deux dimensions x, ω
Un des objectifs de cette the`se est de caracte´riser la pre´cision de ge´ne´ration de phases
polynomiales avec un AOPDF non seulement en une position x = x0 donne´e mais e´gale-
ment sur la totalite´ du support spatial de l’impulsion optique incidente. Pour cela, il est
ne´cessaire d’e´tendre la technique d’interfe´rome´trie spectrale pre´ce´demment pre´sente´e sur
pour revenir dans le domaine initial.
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deux dimensions x et ω. Ceci est possible avec l’utilisation d’un spectrome`tre imageur. Le
signal d’interfe´rome´trie spectrale est alors enregistre´ suivant x et ω (Fig. 4.7) et prend la
forme suivante :
S(x, ω) = |E0(x, ω)|2 + |E(x, ω)|2 + 2|E0(x, ω)||E(x, ω)| cos[ϕ0(x, ω)−ϕ(x, ω) +ωτ ] (4.26)
ou` |E0(x, ω)| et ϕ0(x, ω) sont respectivement l’amplitude et la phase spectrale de l’impul-
sion de re´fe´rence, |E(x, ω)| et ϕ(x, ω) l’amplitude et la phase de l’impulsion a` caracte´riser
et τ le retard entre ces deux impulsions.
Figure 4.7 – Extension de l’interfe´rome´trie spectrale ”classique” sur deux dimensions
S(x, ω) pre´sente des cannelures suivant ω quelle que soit la position x conside´re´e sur
le de´tecteur tant que x est contenu dans le support spatial commun aux deux impulsions
(Fig. 4.7). Il est constitue´ de deux parties :
– un terme non-interfe´rome´trique (|E0(x, ω)|2 + |E(x, ω)|2) qui ne contient aucune in-
formation sur la diffe´rence de phase spectrale entre les deux impulsions,
– un terme interfe´rome´trique (2|E0(x, ω)||E(x, ω)| cos[ϕ0(x, ω)−ϕ(x, ω)+ωτ ]), a` l’ori-
gine des modulations observe´es sur le spectre. Ce terme contient toute l’information
sur la diffe´rence de phase spectrale entre les deux impulsions.
4.3.1 Traitement nume´rique par FTSI
Le traitement nume´rique par FTSI pre´sente´ dans la section 4.2 est transpose´ sur deux
dimensions pour reconstruire la diffe´rence de phase spectrale ϕ0(x, ω) − ϕ(x, ω) et sous
certaines conditions, les amplitudes spectrales des deux impulsions initiales E0(x, ω) et
E(x, ω).
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Interfe´rome´trie spectrale par transforme´e de Fourier en deux dimensions
On pose : f(x, ω) = E∗(x, ω)E0(x, ω) et S0(x, ω) = |E0(x, ω)|2 + |E(x, ω)|2. Le signal
S(x, ω) devient :
S(x, ω) = S0(x, ω) + f(x, ω) exp(iωτ) + f
∗(x, ω) exp(−iωτ) (4.27)
Dans l’espace de Fourier associe´ a` x et ω, le signal se re´e´crit :
S˜(kx, t) = S˜0(kx, t) + f˜(kx, t− τ) + f˜ ∗(kx,−t− τ) (4.28)
ou` S˜0(kx, t) et f˜(kx, t− τ) sont respectivement les transforme´es de Fourier 2D de S0(x, ω)
et f(x, ω).
Le signal S˜(kx, t) est constitue´ de trois composantes : une composante DC centre´e en
t = 0 correspondant a` S˜0(kx, t) et deux composantes AC centre´es en t = τ et t = −τ
correspondant respectivement a` f˜(kx, t− τ) et f˜(kx,−t− τ).
Les trois e´tapes du traitement nume´rique effectue´ a` partir de l’interfe´rogramme de de´part
sont :
– la transforme´e de Fourier 2D du spectre cannele´,
– le filtrage dans le domaine de Fourier de la composante centre´e en t = τ (rectangle
jaune sur la figure 4.8 b),
– la transforme´e de Fourier 2D inverse pour revenir dans le domaine spectral et re-
monter a` la diffe´rence de phase.
Ces e´tapes sont illustre´es figure 4.8 dans le cas de deux impulsions initiales de meˆme
spectre gaussien suivant x (x0 ∼ 3.46 mm, ∆x ∼ 2.97 mm) et ω (λ0 = 800 nm, ∆λ =
20 nm) et de diffe´rence de phase nulle de´cale´es temporellement l’une par rapport a` l’autre
de τ = 1 ps. Le filtre utilise´ hf2D est une supergaussienne d’ordre n, centre´ en (t = t0, kx =
kx0 et de largeurs a` mi-hauteur δh
kx
f2D suivant kx et δh
t
f2D suivant t :










avec kx0 = 0 mm
−1.
Le signal S ′(x, ω) obtenu apre`s filtrage et transforme´e de Fourier inverse est alors :
S ′(x, ω) = E∗(x, ω)E0(x, ω) exp(iωτ) = |E0(x, ω)||E(x, ω)| exp [i (ϕ0(x, ω)− ϕ(x, ω) + ωτ)]
(4.30)
Prise en compte de l’e´chantillonnage des pulsations a` pas non-constant
Du fait de la pixellisation du de´tecteur, la mesure du signal d’interfe´rome´trie spectrale








































































































































































































Figure 4.8 – Etapes du traitement nume´rique d’un interfe´rogramme 2D. a) Interfe´ro-
gramme de de´part, b) Filtrage de la composante AC dans le domaine de Fourier. Rectangle
jaune : largeurs a` mi-hauteur δhtf2D et δh
kx
f2D du filtre supergaussien utilise´. c) Enveloppe
AC reconstruite (|S ′(x, ω)|). d) Phase spectrale Φ(x, ω) replie´e reconstruite
d’e´chantillonnage suivant x est constant, celui entre deux pulsations ne l’est pas. Le fait
que le signal ne soit pas mesure´ sur un peigne re´gulier de pulsations pose proble`me pour le
traitement nume´rique de l’interfe´rogramme (section 4.2.6). Nous transposons ici la solution
de´veloppe´e dans la section 4.2.6. Ainsi, le traitement par FTSI des interfe´rogrammes 2D
sera effectue´ par rapport aux variables spatiales x et y (Fig. 4.7). Le filtre hf2D (Eq. 4.29)
s’e´crit sous la forme d’une supergaussienne d’ordre n, centre´ en (ky = ky0 , kx = kx0 et de
largeurs a` mi-hauteur δhkxf2D suivant kx et δh
ky
f2D suivant ky :












ou` kx0 = 0 mm
−1.
Une fois ce traitement effectue´, S ′(x, ω) (Eq. 4.30) est obtenu par changement de variable
entre y et ω.
L’interfe´rome´trie 2D est utilise´e, dans cette the`se, pour caracte´riser un ensemble de
phases polynomiales applique´es avec un AOPDF. Pour ces expe´riences, δhkxf2D restera fixe´
a` 234 mm−1 quelque soit la valeur de la phase applique´e, contrairement a` δhkyf2D qui sera
adapte´ pour chaque valeur suivant les crite`res e´nonce´s section 4.2.5 afin de garantir une
bonne pre´cision de reconstruction de la phase applique´e.
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4.3.2 Reconstruction de la diffe´rence de phase ∆ϕ(x, ω)
Notons Φ(x, ω) l’argument de S ′(x, ω) :
Φ(x, ω) = ϕ0(x, ω)− ϕ(x, ω) + ωτ (4.32)
Comme explique´ dans le cas a` une dimension (section 4.2.2), il est ne´cessaire, une fois
la phase Φ(x, ω) extraite, de la de´plier et pour certaines expe´riences, de de´terminer de
manie`re pre´cise le retard τ . La diffe´rence de phase ∆ϕ(x, ω) est ensuite obtenue par
soustraction de ce dernier.
∆ϕ(x, ω) = ϕ0(x, ω)− ϕ(x, ω) (4.33)
Le de´tail des proce´dures de de´pliement et de de´termination de τ transpose´es en deux
dimensions est pre´sente´ ci-apre`s.
De´pliement de la phase
La figure 4.8d montre la phase Φ(x, ω) replie´e entre −pi et pi. Le de´pliement de cette
phase peut se faire, inde´pendamment suivant chaque ligne x = xi (i ∈ [0, 511]), a` partir de
la phase mesure´e en ωc (pulsation la plus proche de la pulsation centrale de l’impulsion)
selon la me´thode expose´e dans la section 4.2.2. Pour conserver la relation de phase suivant
x, il suffit alors de de´plier suivant x, les valeurs de phase Φ(x, ωc) obtenues en ω = ωc a`
partir du barycentre x0 de l’impulsion (section 4.2.2) :
φdepliee(x0, ωc) = ϕrepliee(x0, ωc)
ϕdepliee(x0 + dx, ωc) = ϕrepliee(x0 + dx, ωc) (4.34)
si |ϕrepliee(x0 + dx, ωc)− ϕrepliee(x0, ωc)| < l ∗ pi
= ϕrepliee(x0 + dx, ωc)− 2pi (4.35)
si ϕrepliee(x0 + dx, ωc)− ϕrepliee(x0, ωc) > l ∗ pi
= ϕrepliee(x0 + dx, ωc) + 2pi (4.36)
si ϕrepliee(x0, ωc)− ϕrepliee(x0, ωc) < −l ∗ pi
(4.37)
ou` l ∈ [1, 2[ est choisi en fonction du type de phase a` de´plier et dx correspond a` la taille
d’un pixel suivant la direction x.
Remarque : Des algorithmes plus complexes de de´pliement de la phase sont propose´s
dans le domaine du traitement des images pour limiter l’introduction d’erreurs (lie´e a` la
pre´sence de bruit, aux zones de faible contraste,....) [46]. Pour le type de phases que nous
e´tudions et les conditions expe´rimentales choisies, il n’est pas ne´cessaire d’avoir recours
a` ces me´thodes.
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Figure 4.9 – Phase extraite apre`s de´pliement de la phase de la figure 4.8 d
De´termination du retard τ
Le retard τ est de´termine´ de la meˆme fac¸on qu’en une dimension (section 4.2.2).
L’ajustement polynomial a` l’ordre n (≤4) se fait en ω − ω0 et x− x0 sous la forme :
f(x, ω) = f0 + f1x(x− x0) + f1w(ω − ω0) (ordre 0 + 1)
+f2x
2
(x− x0)2 + f2ω2 (ω − ω0)2 + fxω(x− x0)(ω − ω0) (ordre 2)
+ϕ3x
6
(x− x0)3 + f2xω2 (x− x0)2(ω − ω0) + fx2w2 (x− x0)(ω − ω0)2
+f3w
6
(ω − ω0)3 (ordre 3)
+f4x
24
(x− x0)4 + f3ω6 (x− x0)3(ω − ω0) + f2x2ω4 (x− x0)2(ω − ω0)2
+fx3ω
6
(x− x0)(ω − ω0)3 + f4ω24 (ω − ω0)4 (ordre 4)
(4.38)
L’e´cart rms σpoly2D sur cet ajustement polynomial est de´fini par :
σpoly2D =





ou` (fij)(i,j) repre´sente les points de l’ajustement polynomial, Nω le nombre de points de
mesures suivant ω, Nx le nombre de points de mesures suivant x et (Wij)(i,j) le poids.
Remarque : Le retard ainsi de´termine´ n’est pas un retard pur mais le retard en ω0 et x0.
Dans les conditions de la figure 4.8, la diffe´rence de phase ∆ϕ(x, ω) reconstruite apre`s
soustraction du terme line´aire ωτ est donne´e figure 4.10.




























Figure 4.10 – Diffe´rence de phase spectrale reconstruite apre`s soustraction du retard
4.3.3 Reconstruction des amplitudes spectrales
De fac¸on analogue a` la reconstruction des amplitudes spectrales a` partir de l’interfe´ro-
gramme a` une dimension, il est possible d’extraire |E0(x, ω)| et |E(x, ω)| du signal S(x, ω),
si elles ve´rifient l’une des conditions suivantes :
∀x, ω, |E(x, ω)| > |E0(x, ω)| (4.40)
ou ∀x, ω, |E(x, ω)| < |E0(x, ω)| (4.41)
En sachant lequel de ces deux champs a la plus petite amplitude spectrale, on peut ainsi
de´terminer |E0(x, ω)| et |E(x, ω)| a` partir des relations suivantes :
|Emin(x, ω)| = 12
(√
S0(x, ω) + 2|f(x, ω)| −
√
S0(x, ω)− 2|f(x, ω)|
)
(4.42)
|Emax(x, ω)| = 12
(√
S0(x, ω) + 2|f(x, ω)|+
√
S0(x, ω)− 2|f(x, ω)|
)
(4.43)
4.4 Montage expe´rimental d’interfe´rome´trie spectrale
Au cours de ma the`se, j’ai re´alise´ et installe´ le montage d’interfe´rome´trie spectrale
sche´matise´ figure 4.11 en sortie de la ligne d’expe´rience n◦ 1 de la chaˆıne laser LUCA
(Tableau 2.2). Ce montage a servi a` la caracte´risation 1D et 2D du fac¸onnage en phase
re´alise´ par un AOPDF, dont les re´sultats sont pre´sente´s au chapitre 5.
En entre´e du dispositif expe´rimental, les impulsions ont une e´nergie de l’ordre de 20
µJ, une cadence de 20Hz et un spectre centre´ sur 800 nm, de largeur ∆λ ∼ 20 nm. Le
dispositif est constitue´ de trois parties :
1. un filtre spatial dont l’utilite´ et le dimensionnement sont discute´s dans le chapitre
5 (section 5.1.2) et dans l’annexe E.3,
2. un interfe´rome`tre de Mach-Zehnder,
























Figure 4.11 – Sche´ma du montage d’interfe´rome´trie spectrale
4.4.1 L’interfe´rome`tre de Mach-Zehnder
En sortie de filtre spatial, le faisceau a un profil spatial gaussien de largeur a` 1/e2
e´gale a` 3 mm. L’interfe´rome`tre est constitue´ de deux voies : une voie de re´fe´rence et une
voie de mesure. La voie de re´fe´rence comporte une ligne a` retard permettant de faire
varier le retard entre les impulsions se propageant sur chaque voie. Une lame demi-onde
d’ordre 0 a` 800 nm en quartz est inse´re´e sur la voie de mesure pour pouvoir ulte´rieure-
ment adapter la polarisation en entre´e de l’AOPDF (section 3.2.4). Les se´paratrices S1
et S3 respectivement se´paratrice d’entre´e et de sortie de l’interfe´rome`tre sont en BK7,
de coefficient de re´flexion 50% (face avant). Leurs faces arrie`res sont le´ge`rement incline´es
d’un angle infe´rieur a` 5 minutes d’arc et posse`dent un traitement anti-reflet pour e´viter
les re´flexions parasites. Leurs faces avant sont oriente´es de fac¸on a` e´quilibrer la dispersion
qu’elles introduisent sur chaque voie.
4.4.2 Le spectrome`tre imageur
Le faisceau en sortie de Mach-Zehnder est focalise´ suivant y sur la fente (aligne´e suivant
x) d’un spectrome`tre imageur a` l’aide d’une lentille cylindrique de focale f = 150 mm
(Fig. 4.11). Il s’agit d’un spectrome`tre a` re´seau (600 traits/mm) en configuration Czerny-
Turner (Fig. D.1, annexe D). Le de´tecteur est constitue´ d’une matrice CCD de 2048 x 512
pixels (2048 suivant ω (y), 512 suivant la direction perpendiculaire x) de taille e´le´mentaire
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13.5 x 13.5 µm. Un refroidissement par azote liquide du de´tecteur permet d’atteindre une
dynamique spectrale de 33 dB (rapport signal a` bruit maximal). La re´solution spectrale
du spectrome`tre est de 0.04 nm.
4.4.3 Contraste des impulsions
Les spectres des impulsions se propageant sur chaque voie sont donne´s ci-dessous.
Ces spectres sont identiques et pre´sentent chacun plusieurs se´ries de franges de pe´riodes
diffe´rentes. Ces franges montrent la pre´sence de re´pliques de´cale´es temporellement de
l’impulsion principale. Elles peuvent eˆtre mises en e´vidence en trac¸ant la transforme´e de
Fourier du spectre de la voie de re´fe´rence (Fig. 4.13) 10.
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Figure 4.12 – Spectre typique des impulsions mesure´ en sortie (a) de la voie de re´fe´rence,
(b) de celle de mesure














5.27 ps − 1.5E−2
5.05 ps − 1.3E−2
11 ps − 4E−3
10.3 ps − 4E−3
1.72 ps − 7E−3
1.28 ps − 1.1E−2
Figure 4.13 – Module de la transforme´e de Fourier du spectre de la voie de re´fe´rence
Chaque re´plique d’amplitude a, de´cale´e temporellement d’un retard τ , est a` l’origine
10. Pour obtenir cette transforme´e de Fourier, le spectre a e´te´ interpole´, au pre´alable, sur un peigne
re´gulier de pulsations.
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de modulations sur le spectre de fre´quence τ avec un facteur de visibilite´ 11 2a (pour un
signal normalise´ a` 1 et une phase plate). Le tableau 4.2 re´pertorie le facteur de visibilite´
associe´ a` chaque re´plique annote´e figure 4.13 (τ , a).







Table 4.2 – Facteur de visibilite´ associe´ a` chaque re´plique repe´re´e sur la figure 4.13
Il a e´te´ ve´rifie´ expe´rimentalement que ces re´pliques e´taient ge´ne´re´es en amont du
montage d’interfe´rome´trie spectrale. L’origine de celles a` 5 et 10 ps peut eˆtre attribue´e
a` la configuration de la cellule de Pockels dans la cavite´ de l’amplificateur re´ge´ne´ratif
(annexe E.1).
4.4.4 Objectifs des expe´riences de caracte´risation de l’interfe´ro-
me`tre
Dans ce chapitre, je pre´sente l’e´tude du montage d’interfe´rome´trie spectrale en l’ab-
sence d’AOPDF. Cette e´tude a deux objectifs :
– de´terminer la diffe´rence de phase spectrale en sortie d’interfe´rome`tre en l’absence
d’AOPDF (section 4.5),
– estimer, dans les conditions expe´rimentales, la pre´cision de mesure de cette phase
(sections 4.6 et 4.7).
Pour simplifier, cette caracte´risation est re´alise´e sur une ligne de la CCD x = x0 ∼ 3.9 mm.
Pour estimer la pre´cision de mesure, il est ne´cessaire de de´terminer les sources pre´-
ponde´rantes de perturbation de la mesure. On peut identifier principalement :
– les fluctuations tir a` tir de la diffe´rence de phase,
– le spectrome`tre,
– le contraste fini des impulsions utilise´es.
11. Le spectre mesure´ correspond donc a` l’interfe´rence entre chaque re´plique de champ Er (r, nume´ro
de la re´plique) et l’impulsion principale de champ E0. On de´finit alors le facteur de visibilite´ a` la pulsation





En prenant la moyenne de la phase reconstruite sur un nombre M d’interfe´rogrammes,
l’effet des fluctuations tir a` tir sur la pre´cision de la mesure peut eˆtre minimise´. Pour ces
expe´riences, j’ai donc choisi d’enregistrer 21 interfe´rogrammes successifs. Une caracte´ri-
sation des fluctuations obtenues en l’absence d’AOPDF est pre´sente´e dans l’annexe E.8
et une e´tude succincte de leur origine dans l’annexe E.9. Dans la suite, je suppose que le
nombre d’e´chantillons utilise´ est suffisant pour ne´gliger l’influence des fluctuations dans
la de´termination de la pre´cision de mesure de la phase.
C. Dorrer a montre´, dans sa the`se [51], que la pre´cision de toute mesure d’inter-
fe´rome´trie spectrale est de´grade´e par le fonctionnement non-ide´al du spectrome`tre. En
particulier, la calibration en longueur d’onde de pre´cision finie, la re´ponse non-ide´ale et
la pre´sence d’un bruit de mesure intrinse`que au de´tecteur sont des sources d’alte´ration
de la mesure. Apre`s une pre´sentation rapide de ces trois sources, l’influence de celles-ci
sur la phase reconstruite est analyse´e, en de´tail, dans le cas du spectrome`tre du montage
4.11 (section 4.6). Je propose, de plus, une interpre´tation originale du bruit de mesure en
terme de dynamique temporelle qui permet de savoir facilement si c’est le contraste des
impulsions ou le bruit de mesure qui limite la pre´cision de reconstruction de la phase.
Enfin, le contraste fini des impulsions (pie´destal + re´pliques) peut e´galement avoir une
influence. Cet aspect a e´te´, a` ma connaissance, peu aborde´ dans la litte´rature. Compte-
tenu des re´pliques pre´sentes sur le profil temporel des impulsions en sortie de chaˆıne LUCA
(Fig. 4.13), une e´tude de´taille´e de l’effet de ce contraste temporel sur la pre´cision de me-
sure de la phase est indispensable. On peut, en effet, s’attendre, a` ce que cette pre´cision
soit limite´e par la pre´sence de ces re´pliques.
Ces analyses permettent d’identifier la source pre´ponde´rante de perturbation de la
mesure, ce qui est primordial pour l’interpre´tation des re´sultats expe´rimentaux obtenus
en pre´sence de l’AOPDF (chapitre 5). En effet, on peut alors en de´duire une proce´dure
d’estimation de la pre´cision de mesure de toute diffe´rence de phase en sortie d’interfe´-
rome`tre et donc conclure sur la pre´cision de ge´ne´ration de phases polynomiales avec un
AOPDF.
4.5 Dispersion diffe´rentielle de l’interfe´rome`tre
La dispersion diffe´rentielle de l’interfe´rome`tre est de´termine´e en mesurant la diffe´-
rence de phase ϕinterfero entre les impulsions se propageant sur chaque voie en absence
d’AOPDF. Cette phase est utilise´e a` la fois dans la suite du chapitre pour de´terminer la
pre´cision de cette mesure et dans le chapitre 5 pour caracte´riser la dispersion optique de
l’AOPDF (section 3.3.2). Le retard τ entre les deux voies choisi ici est d’environ 2.2 ps,
proche de celui utilise´ pour la caracte´risation de l’AOPDF (chapitre 5).
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4.5.1 Me´thodologie
21 mesures monocoup du signal d’interfe´rome´trie spectrale ont e´te´ re´alise´es. Le trai-
tement nume´rique expose´ dans la section 4.2 a e´te´ effectue´ sur chacun des 21 interfe´-
rogrammes pour reconstruire la phase Φ(ω). Apre`s de´pliement (section 4.2.2), la phase
moyenne Φmoy(ω) est calcule´e. Le retard est alors estime´ puis retire´ par un ajustement
polynomial a` l’ordre 2 en ω−ω0 (ω0 ∼ 2.37 rad fs−1, soit λ0 = 793 nm) ponde´re´ par l’en-
veloppe AC moyenne (moyenne de |S ′(ω)|) (section 4.2.2). Cet ajustement est effectue´ sur
la phase Φmoy(ω) coupe´e a` 3% du maximum de cette enveloppe. La ponde´ration applique´e
se justifie par la pre´sence d’oscillations sur cette phase. L’erreur rms σpoly sur l’ajustement
est de´termine´e pour estimer sa pertinence (Eq. 4.12). On re´cupe`re ainsi la moyenne de la
diffe´rence de phase ϕinterfero(ω) en sortie d’interfe´rome`tre en absence d’AOPDF.
4.5.2 Phase moyenne reconstruite sur 21 mesures
La phase spectrale moyenne ϕinterfero est pre´sente´e figure 4.14 apre`s soustraction d’un
retard τ ∼ 2187.5 fs. Cette figure montre que les deux voies de l’interfe´rome`tre ne sont pas


























Figure 4.14 – Phase moyenne sur 21 tirs (ϕinterfero) mesure´e pour un de´lai de 2187.5
fs apre`s soustraction de ce dernier (violet). En gris, ajustement polynomial a` l’ordre 2
ponde´re´ par l’enveloppe AC moyenne (noir)
e´quilibre´es. Compte-tenu de l’erreur faible (σpoly ∼ 14 mrad) sur l’ajustement polynomial,
la phase re´siduelle peut eˆtre conside´re´e comme une phase quadratique de coefficient de
Taylor e´gal a` celui de l’ajustement polynomial : ϕ2interfero ∼ 131.5 fs2. L’origine de celle-ci
est e´tudie´e dans la section suivante.
On peut e´galement noter la pre´sence d’oscillations d’amplitude maximale e´tonnam-
ment e´leve´e (0.11 rad) dont l’origine sera explique´e plus loin dans ce chapitre (section
4.7). Il est, en effet, important de de´terminer si ces oscillations sont physiquement pre´-
sentes sur la diffe´rence de phase mesure´e ou bien si elles sont ajoute´es lors de la mesure.
Dans le second cas, ces oscillations constituent une limitation de la pre´cision de mesure
de toute diffe´rence de phase en sortie d’interfe´rome`tre.
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4.5.3 Origine de la phase re´siduelle
Le sche´ma du montage expe´rimental (Fig. 4.11) montre un de´se´quilibre entre les deux
voies de l’interfe´rome`tre duˆ a` la pre´sence d’une lame demi-onde en quartz d’e´paisseur 1.3
mm. La phase spectrale introduite lors de la propagation dans une telle lame est repre´sen-
te´e figure 4.15a suivant la polarisation du faisceau incident (ordinaire ou extraordinaire).
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Figure 4.15 – (a) Phase spectrale d’ordre supe´rieur ou e´gal a` 2 introduite par la lame
demi-onde pour une polarisation ordinaire (bleu) et extraordinaire (rouge).(b) Phase re´si-
duelle en sortie d’interfe´rome`tre apre`s prise en compte de la phase spectrale introduite par
la lame demi-onde pour une polarisation ordinaire (violet). En gris, ajustement polynomial
a` l’ordre 2 ponde´re´ par l’enveloppe AC
Le terme de phase quadratique a` la pulsation ω0 (λ0 = 793 nm) est respectivement
de 55.8 fs2 pour une impulsion polarise´e suivant l’axe extraordinaire et de 54.8 fs2 pour
une impulsion polarise´e suivant l’axe ordinaire. La diffe´rence entre ces deux valeurs e´tant
ne´gligeable, nous supposons que les axes de la lame sont aligne´s de fac¸on a` ce que la po-
larisation du faisceau incident soit oriente´e suivant l’axe ordinaire. Apre`s soustraction de
la phase introduite par la lame, la figure 4.15 b montre l’existence d’une phase re´siduelle
principalement quadratique de coefficient ϕ2 = 77.0 fs
2 (ajustement polynomial a` l’ordre
2, σpoly = 14.0 mrad).
La phase mesure´e en sortie d’interfe´rome`tre (ϕ2interfero ∼ 131.5 fs2) a e´te´ de´termine´e
a` partir d’une moyenne sur 21 tirs, ce qui limite l’effet des fluctuations tir a` tir. De plus,
la pre´cision de reconstruction de la phase spectrale hors fluctuation tir a` tir est bien
meilleure que 77 fs2, comme cela sera de´montre´ plus loin (section 4.7). L’existence de la
phase re´siduelle ϕinterfero n’est donc pas seulement lie´e a` la pre´sence de la lame demi-onde
sur la voie de mesure.
Plusieurs pistes peuvent eˆtre envisage´es pour expliquer la pre´sence de cette phase.
L’explication la plus probable serait une diffe´rence d’e´paisseur entre les lames se´paratrices
d’entre´e et de sortie S1 et S2. En effet, l’e´paisseur de S1 est de 6.07 mm mais celle de
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S2 n’a pas e´te´ ve´rifie´e. Pour introduire une phase quadratique de l’ordre de 77.0 fs
2, il
suffirait que l’e´paisseur de S2 soit de 4.87 mm.
4.6 Caracte´risation de l’effet du fonctionnement non-
ide´al du spectrome`tre sur la pre´cision de mesure
J’e´tudie ici l’influence du fonctionnement non-ide´al du spectrome`tre sur la pre´cision
de reconstruction de la diffe´rence de phase pre´sente´e figure 4.14. Trois aspects particuliers
sont de´taille´s :
– la calibration en longueurs d’onde,
– la re´ponse du spectrome`tre,
– la pre´sence d’un bruit de mesure intrinse`que au de´tecteur.
L’objectif de cette analyse est de de´terminer si ces aspects constituent la principale limi-
tation de la pre´cision de mesure.
4.6.1 Effet d’une erreur de calibration du spectrome`tre en lon-
gueurs d’onde
La calibration des longueurs d’ondes ou pulsations mesure´es par le spectrome`tre est
effectue´e avec une pre´cision finie. L’effet d’une erreur de calibration sur la phase spectrale
reconstruite par interfe´rome´trie spectrale a e´te´ e´tudie´ en de´tail par C. Dorrer dans les
re´fe´rences [51] et [55]. Nous rappelons, dans un premier temps, l’expression de l’erreur
introduite sur la phase reconstruite. Cette erreur est illustre´e dans le cas d’une phase
initiale quadratique, pour une erreur de calibration quadratique en pulsation, ceci afin de
montrer la ne´cessite´ d’une ve´rification expe´rimentale de la calibration du spectrome`tre.
Dans un deuxie`me temps, nous pre´sentons une proce´dure de calibration a` l’aide d’une
lampe Krypton qui a e´te´ utilise´e non seulement sur le montage 4.11 mais aussi dans
toutes les expe´riences de cette the`se. La pre´cision obtenue sur chaque raie du Krypton est
donne´e. Enfin, une seconde me´thode, plus pre´cise, a e´te´ applique´e pour ve´rifier la pre´sence
d’une e´ventuelle erreur re´siduelle.
Effet d’une erreur de calibration en longueur d’onde
La calibration du spectrome`tre associe une pulsation ωci a` chaque position spatiale
yi (Eq. 4.22). En l’absence de toute erreur de calibration, ces pulsations sont identiques
aux pulsations ω contenues dans le signal d’interfe´rome´trie spectrale : ωc(y) = ω(y). En
revanche, en pre´sence d’une erreur εc, ces pulsations sont relie´es entre elles par :
ω(y) = ωc(y) + εc(y) (4.44)
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De manie`re arbitraire, on choisit d’e´crire l’erreur de calibration en fonction de ωc sous la
forme d’un de´veloppement polynomial a` l’ordre n autour de la pulsation centrale ω0 des
impulsions mesure´es :
εc(ωc) = a0+a1(ωc−ω0)+a2(ωc−ω0)2+a3(ωc−ω0)3+... = a0+a1(ωc−ω0)+n(ωc) (4.45)
ou` n(ωc) est la partie non-line´aire de la de´composition polynomiale.
Le signal mesure´ en chaque pulsation ωc est : S(ω) = S(ωc + εc) et la diffe´rence de phase
reconstruite par FTSI devient :
Φc(ωc) = ∆ϕ(ωc + εc(ωc)) + (ωc + εc(ωc))τ (4.46)
ou` ∆ϕ(ωc + ε(ωc)) = ϕ0(ω + ε(ωc))− ϕ(ω + ε(ωc)) (Eq. 4.10).
La phase φc introduite par l’erreur de calibration est donc :
φc = [∆ϕ(ωc + εc(ωc))−∆ϕ(ωc)] + εc(ωc)τ (4.47)
Le terme ∆ϕ(ωc + εc(ωc))−∆ϕ(ωc) (Eq. 4.47) est ge´ne´ralement ne´gligeable, sauf dans le
cas de fortes dispersions. En revanche, le terme restant (εc(ωc)τ) ne l’est pas du fait de sa
de´pendance avec le retard τ . Ainsi, une petite erreur de calibration peut se traduire par
une erreur plus importante sur la phase reconstruite.
Pour illustration, prenons l’exemple de´taille´ en annexe D.3 d’une erreur de calibra-
tion quadratique en pulsation de coefficient a2 = 0.01 rad
−1 fs de´veloppe´e autour de
ω0 ∼ 2.35 rad fs−1 (λ0 = 800 nm). Pour les longueurs d’onde extreˆmes, 747 et 833 nm,
enregistre´es avec le spectrome`tre 12, le rapport εc
ωc
de l’erreur sur la pulsation calibre´e vaut
respectivement 1.1E-4 et 3.7E-5, soit une erreur de calibration petite. Pour une diffe´rence
de phase quadratique de 1000 fs2 en sortie d’interfe´rome`tre, l’erreur relative sur le coeffi-
cient d’ordre 2 reconstruit est de 4%.
Le montage d’interfe´rome´trie spectrale pre´sente´ figure 4.11 est utilise´, dans le chapitre
5, pour de´terminer la pre´cision de ge´ne´ration de phases polynomiales avec un AOPDF.
Pour des phases quadratiques, la pre´cision attendue est de l’ordre de 1%. Or en pre´sence
d’une erreur de calibration εc(ωc) = 0.01(ωc−ω0)2 (ω0 ∼ 2.35 rad fs−1 soit λ0 = 800 nm),
nous venons de montrer que la pre´cision de mesure d’un coefficient d’ordre 2 de 1000 fs2
est de 4%, ce qui rend impossible la de´termination expe´rimentale de la pre´cision avec
laquelle l’AOPDF ge´ne`re une telle phase.
Nous voyons ici l’importance d’une calibration tre`s pre´cise du spectrome`tre afin de
disposer de la meilleure pre´cision possible pour les expe´riences de caracte´risation de
12. avec le re´seau 600 traits/mm
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l’AOPDF. De plus, comme le re´seau de diffraction du spectrome`tre est monte´ sur une
tourelle qui se positionne automatiquement a` l’ordre 0 a` l’extinction de l’appareil, il est
indispensable de de´finir une proce´dure de calibration a` la fois simple et pre´cise puisque
celle-ci devra eˆtre effectue´e a` chaque mise en route de l’appareil.
Du fait de la de´pendance de la phase φc introduite par l’erreur de calibration avec le
retard τ entre les deux impulsions (Eq. 4.47), cette erreur est e´galement facilement mise
en e´vidence en mesurant la diffe´rence de phase en sortie d’interfe´rome`tre pour diffe´rents
retards entre les deux voies. C. Dorrer [55] a notamment montre´, qu’a` partir de ce proce´de´,
une pre´cision supe´rieure a` la re´solution apparente du spectrome`tre peut eˆtre obtenue apre`s
correction de la partie non-line´aire n(ωc) (Eq. 4.45) de l’erreur. C’est pourquoi, nous
l’appliquerons pour ve´rifier la pre´sence d’une e´ventuelle erreur de calibration re´siduelle.
Calibration pre´liminaire du spectrome`tre a` l’aide d’une lampe Krypton
La calibration est effectue´e sur chaque ligne (1 ligne = 1 position spatiale x donne´e) du
de´tecteur a` partir du spectre d’une lampe Krypton (Fig. 4.16a). Le choix de cette lampe
se justifie par la re´partition relativement homoge`ne de ses raies spectrales sur l’ensemble
de la plage de longueurs d’onde enregistre´es par le spectrome`tre ([747 nm, 833 nm]) (Fig.







































Figure 4.16 – Spectre de la lampe Krypton : (a) sur l’ensemble du de´tecteur, (b) sur une
ligne x = x0 ∼ 3.9 mm
Sur chaque ligne, la position yi du maximum de chacune des 12 raies est de´termine´e
par un ajustement parabolique et associe´e a` la longueur d’onde λKri correspondant a` la
raie analyse´e dans les tables de donne´es du Krypton 13. La loi de variation de la longueur
d’onde λ avec la position spatiale y est obtenue par un ajustement polynomial a` l’ordre 3
des points (yi, λKri)i∈[1,12].
La pre´cision de calibration est alors caracte´rise´e :
13. http : //physics.nist.gov/PhysRefData/ASD/lines form.html.
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– sur une ligne du de´tecteur par les de´viations absolue ∆cal et relative ∆rcal sur les
longueurs d’onde centrales des raies mesure´es :
∆cal = |λm − λKr| et ∆rcal =
|λm − λKr|
λKr
ou` λKr correspond aux longueurs d’onde connues du Krypton et λm aux longueurs
d’onde correspondant au maximum des raies mesure´es apre`s calibration,
– sur l’ensemble des lignes du de´tecteur, d’une part, par les e´carts absolu ∆cal2D et
relatif ∆rcal2D entre λKr et la moyenne sur l’ensemble des lignes des longueurs d’onde







∣∣∣∣∣ et ∆rcal2D =
∣∣∣∑Nx−1i=0 λmiNx − λKr∣∣∣
λKr
ou` Nx est le nombre de pixels suivant x,
d’autre part, par la de´viation suivant x en terme d’e´cart rms σcal2D a` la moyenne des
longueurs d’onde λmi exprime´ en absolu et en relatif par rapport a` λKr (σcal2D/λKr) :
σcal2D =
√∑Nx−1







La calibration a e´te´ effectue´e, dans un premier temps, sur la ligne x = x0 ∼ 3.9 mm
(Fig. 4.16b) puis sur l’ensemble du de´tecteur. Cette ligne a e´te´ choisie pour l’analyse
sur une dimension des interfe´rogrammes de ce chapitre et du chapitre 5. Les coefficients
d’ordre 0 a` 3 de l’ajustement polynomial correspondant sont respectivement : 746.736,
0.042, -1.98E-7 et -1.95E-12. Les valeurs de ∆cal, ∆rcal , ∆cal2D , ∆rcal2D , σcal2D et σcal2D/λKr
obtenues expe´rimentalement pour chacune des 12 raies utilise´es (lampe Krypton) sont
donne´es en annexe D.4 (tableaux D.1 et D.2). Leur moyenne est reporte´e tableau 4.3.
∆cal (nm) ∆rcal ∆cal2D (nm) ∆rcal2D σcal2D (nm) σcal2D/λKr
3.1E-3 3.9E-6 1.3E-3 1.6E-6 2.6E-3 3.3E-6
Table 4.3 – Valeurs moyennes des e´carts ∆cal, ∆rcal , ∆cal2D , ∆rcal2D , σcal2D et σcal2D/λKr
obtenues expe´rimentalement (de´tail en annexe D.4, tableaux D.1 et D.2)
L’utilisation d’un ajustement quadratique pour de´terminer la position du maximum
de chaque raie permet de gagner un ordre de grandeur, en pre´cision, sur la re´solution
apparente du spectrome`tre (∼ 0.04 nm). La pre´cision relative est de l’ordre de 4 10−6 sur
la ligne x0 ∼ 3.9 mm et 1.6 10−6 sur l’ensemble du de´tecteur, ce qui constitue une tre`s
bonne pre´cision. Compte-tenu de l’ordre de grandeur de la de´viation suivant x de 2.6 10−3
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soit 3.3 10−6 en relatif, la loi de calibration (λ vs y) e´tablie sur la ligne x0 sera utilise´e sur
l’ensemble des lignes du de´tecteur 14.
Bien que la calibration effectue´e avec la lampe Krypton pre´sente une excellente pre´-
cision, je l’ai ve´rifie´e expe´rimentalement a` l’aide d’une me´thode dont il a e´te´ de´montre´
qu’elle e´tait plus pre´cise [55]. Cette me´thode consiste a` comparer les diffe´rences de phases
mesure´es en sortie d’interfe´rome`tre pour diffe´rents retards entre les deux voies.
Ve´rification de la calibration du spectrome`tre par interfe´rome´trie spectrale
La diffe´rence de phase spectrale en sortie d’interfe´rome`tre a e´te´ mesure´e pour 7 retards
diffe´rents entre les deux voies : 1039, 1648, 2188, 2724, 3294, 3820 et 4391 fs. Seule la ligne
x0 ∼ 3.9 mm a e´te´ utilise´e pour l’analyse (de´taille´e en annexe D.5). La phase spectrale
moyenne obtenue pour chaque retard apre`s soustraction de celui-ci et d’un terme de phase
quadratique de 129 fs2 (moyenne du coefficient de Taylor d’ordre 2 mesure´ pour chaque
retard) est repre´sente´e figure 4.17.























Figure 4.17 – Phase spectrale moyenne (21 tirs) reconstruite apre`s soustraction du retard
et du terme de phase quadratique moyen pour diffe´rentes valeurs du retard entre les deux
voies de l’interfe´rome`tre
Excepte´ pour un retard τ ∼ 1648 fs 15 (courbe rouge), la diffe´rence de phase spectrale
mesure´e est inde´pendante du retard (aux oscillations observe´es pre`s). Ceci montre qu’au-
cune erreur de calibration non-line´aire en pulsation n’est de´celable et que cette mesure est
limite´e par la pre´sence d’oscillations sur la diffe´rence de phase. En revanche, il pourrait
subsister une erreur de calibration d’ordre 0 ou 1 qui ne peut pas eˆtre mise en e´vidence par
cette me´thode. En effet, toute erreur d’ordre 0 ou 1 se traduit par l’ajout syste´matique
respectivement d’un terme de phase constante et d’un terme de phase line´aire de´pendant
tous deux du retard 16 (Eq. 4.47). Cependant, la calibration effectue´e dans la partie pre´-
14. Ceci simplifie l’analyse sur deux dimensions de la phase ge´ne´re´e par un AOPDF (chapitre 5)
15. L’e´cart de la diffe´rence de phase mesure´e pour τ ∼ 1648 fs n’est pas lie´ a` la calibration du spectro-
me`tre mais s’explique par la pre´sence d’une re´plique centre´e sur t0 = 1720 fs sur le profil temporel des
impulsions en entre´e d’interfe´rome`tre (comme discute´ plus loin, Fig. 4.13).
16. Ceci n’est vrai qu’en l’absence de fortes dispersions.
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ce´dente limite la pre´sence de ce type d’erreur.
Conclusion
Des deux expe´riences pre´sente´es ici (calibration a` l’aide d’une lampe Krypton et ve´ri-
fication par interfe´rome´trie spectrale), on peut de´duire :
– que la calibration a` l’ordre 0 et 1 en ω est effectue´e a` 10−6 pre`s,
– que l’erreur de calibration aux ordres supe´rieurs est ne´gligeable devant les oscillations
pre´sentes sur la diffe´rence de phase spectrale reconstruite.
4.6.2 Effet de la fonction de transfert du spectrome`tre
Dans le cas d’un spectrome`tre ide´al, le point source re´alise´ par la fente d’entre´e est
image´ en un point sur le de´tecteur pour chaque composante spectrale. Sa re´ponse a` un
Dirac centre´ sur ω0 (re´ponse impulsionnelle) est alors un Dirac lui-meˆme centre´ sur ω0, ce
qui correspond a` une re´ponse plate dans le domaine temporel. En pratique, la re´ponse du
spectrome`tre n’est pas ide´ale et elle n’est donc pas constante dans le domaine temporel,
ce qui peut modifier la composante AC du signal d’interfe´rome´trie spectrale mesure´ et,
par la meˆme, le signal S ′(ω) reconstruit.
Dans cette section, l’origine et les conse´quences d’un e´cart a` la re´ponse ide´ale sont d’abord
de´taille´es. Je pre´sente, ensuite, la mesure de la re´ponse du spectrome`tre utilise´ sur le
montage 4.11 (section 4.4.2). Ce re´sultat permet de conclure s’il faut ou non la prendre
en compte de manie`re syste´matique dans le traitement nume´rique des interfe´rogrammes
enregistre´s expe´rimentalement.
Fonction de transfert d’un spectrome`tre
La re´ponse du spectrome`tre est suppose´e invariante par translation suivant y dans le
plan du de´tecteur 17. Nous ne´gligeons, dans un premier temps, l’effet de la pixellisation du
de´tecteur. Nous pouvons alors de´finir une fonction de transfert optique du spectrome`tre
Hspectro(ω) qui n’est autre que sa re´ponse impulsionnelle. Tout signal mesure´ Sm(ω) s’ex-
prime donc comme le produit de convolution du signal re´el Sr(ω) et de cette fonction de
transfert optique Hspectro(ω) [44][55].
Sm(ω) = Hspectro(ω)⊗ Sr(ω) (4.48)
Dans le cas d’un spectrome`tre ide´al, la re´ponse impulsionnelle est un Dirac centre´ sur la
pulsation ω0 incidente (Fig. 4.18a et b) :
Hspectro(ω) = δ(ω − ω0) (4.49)
17. Cette approximation implique que la re´ponse du spectrome`tre est e´galement invariante par trans-
lation suivant ω.
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ou` δ correspond a` la distribution de Dirac.
En pratique, Hspectro est de´grade´e par rapport au cas ide´al du fait de plusieurs parame`tres
[56] :
– la taille de la fente d’entre´e,
– la taille d’un pixel,
– des phe´nome`nes de diffraction,
– des aberrations ge´ome´triques,
– la qualite´ des composants optiques et leur alignement.
Cet e´cart a` la re´ponse ide´ale se traduit par un e´largissement spectral de Hspectro (Fig. 4.18



































































Figure 4.18 – (a) Intensite´ spectrale d’une onde monochromatique de pulsation ω0 en
entre´e de spectrome`tre. (b) Re´ponse ide´ale d’un spectrome`tre au Dirac de la figure (a).
(c) Re´ponse non-ide´ale.
L’influence de la re´ponse du spectrome`tre sur le signal d’interfe´rome´trie spectrale me-
sure´ se comprend facilement dans le domaine temporel. La transforme´e de Fourier du
signal mesure´ S˜m(t) s’e´crit alors comme le produit du signal temporel ”re´el” S˜r(t) par la
fonction de transfert temporelle du spectrome`tre H˜spectro(t) :
S˜m(t) = H˜spectro(t)S˜r(t) (4.50)
Dans le cas ide´al, H˜spectro est constante et ne modifie donc pas le signal S˜r. Dans le cas
non-ide´al, elle ne l’est plus ce qui a deux conse´quences :
– l’alte´ration du contraste des franges en fonction du retard entre les deux voies de
l’interfe´rome`tre,
– la modification de la composante AC du signal S˜r si la re´ponse du spectrome`tre
n’est pas plate sur le support de cette composante.
Cette modification introduit alors une erreur sur le signal reconstruit S ′(ω) et par la
meˆme sur la diffe´rence de phase ∆ϕ(ω). Il est alors ne´cessaire de de´terminer la re´ponse du
spectrome`tre afin d’e´valuer cette erreur et suivant la pre´cision requise pour l’expe´rience
d’effectuer ou non une correction automatique des donne´es expe´rimentales [57][58].
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Nous avons, jusqu’ici, ne´glige´ la pixellisation lie´e au de´tecteur. En la prenant en
compte, la re´ponse du spectrome`tre devient 18 :
Sm(ω) = Wdω x (Hspectro(ω)⊗ Sr(ω)) (4.51)
ou` Wdω est un peigne de Dirac de pas constant dω.
















Figure 4.19 – Exemple de re´ponse temporelle du spectrome`tre (en noir), feneˆtre de Ny-
quist due a` l’e´chantillonnage en pulsation (en rouge). En pointille´s, repliement de la re´-
ponse dans la feneˆtre de Nyquist
La re´ponse temporelle associe´e a` un pixel de largeur dω ∼ 3.1 10−4 rad fs−1 (dλ ∼
0.1 nm a` 800 nm) est donne´e figure 4.19 (courbe noire). Comme de´ja` explique´ dans la





(courbe rouge). Puisque la re´ponse du spectrome`tre prend des valeurs
non-nulles en dehors de cette feneˆtre, toute composante du signal d’interfe´rome´trie spec-
trale localise´e temporellement a` des retards supe´rieurs a` pi
dω
est replie´e a` l’inte´rieur de
celle-ci.
La re´ponse non-ide´ale du spectrome`tre pouvant avoir une influence sur la pre´cision
de reconstruction de S ′(ω), il est ne´cessaire de de´terminer celle du spectrome`tre utilise´
expe´rimentalement (section 4.4.2). Les signaux temporels mesure´s dans les expe´riences de
caracte´risation de l’AOPDF ont une extension temporelle comprise dans la feneˆtre [-4 ps,
4 ps] tre`s infe´rieure a` la feneˆtre de Nyquist ([-27 ps, 27 ps], dλ ∼ 0.04 nm). Il est donc
suffisant de reconstruire la re´ponse du spectrome`tre sur [-4 ps 4 ps] pour de´terminer son
influence sur la mesure d’interfe´rome´trie spectrale.
De´termination expe´rimentale de la re´ponse du spectrome`tre
La re´ponse du spectrome`tre a e´te´ de´termine´e expe´rimentalement dans le domaine de
Fourier (H˜spectro) par une me´thode interfe´rome´trique comme de´taille´e en annexe D.6. Le
re´sultat de cette mesure est pre´sente´ figure 4.20 en fonction de la variable ky associe´e dans
18. Pour simplifier, nous supposons ici le peigne de pulsations re´gulier. En pratique ce n’est pas le cas
et il faut raisonner par rapport a` la position spatiale y dans le plan du de´tecteur (annexe D.6).
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le domaine direct a` la position spatiale y dans le plan du de´tecteur. L’intervalle temporel
correspondant est compris entre 0 et ∼4400 fs.
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Figure 4.20 – Re´ponse du spectrome`tre mesure´e expe´rimentalement par une me´thode
interfe´rome´trique (annexe D.6)
Conclusion
La pente de la re´ponse du spectrome`tre est suffisamment faible pour conside´rer que
cette re´ponse n’influe pas sur les mesures d’interfe´rome´trie spectrale re´alise´es sur le mon-
tage 4.11.
4.6.3 Dynamique spectrale et dynamique temporelle
Tout signal mesure´ au spectrome`tre contient un bruit expe´rimental qui limite le rap-
port signal a` bruit de la mesure a` la fois dans le domaine spectral et dans le domaine tem-
porel (section 4.2.5). Dans la suite, nous appellerons respectivement dynamique spectrale
et dynamique temporelle ces deux quantite´s. Pour de´terminer la source pre´ponde´rante de
perturbations de la pre´cision de mesure, il est particulie`rement inte´ressant d’eˆtre capable
d’e´valuer de manie`re simple la dynamique temporelle attendue pour une dynamique spec-
trale donne´e. En effet, cette valeur peut eˆtre compare´e a` la dynamique temporelle obtenue
expe´rimentalement par transforme´e de Fourier du signal d’interfe´rome´trie spectrale me-
sure´, ce qui permet de savoir si la mesure est limite´e par la dynamique spectrale du signal
ou bien par le contraste des impulsions utilise´es. Une partie de cette section est destine´e
a` e´tablir une relation simple entre dynamique spectrale et dynamique temporelle.
Dans une seconde partie, l’influence de la dynamique spectrale sur la pre´cision de recons-
truction de la phase spectrale est mise en e´vidence a` partir de simulations dans le cas
d’une diffe´rence de phase plate en sortie d’interfe´rome`tre.
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Expression du signal mesure´ en pre´sence de bruit
En l’absence de signal utile sur le spectrome`tre, le de´tecteur enregistre un bruit de fond
de moyenne µ et d’e´cart-type σn suppose´ non corre´le´ pixel a` pixel qui a principalement
deux origines : le bruit de lecture de la CCD et le bruit thermique qui se traduit par le
courant d’obscurite´. Une acquisition de celui-ci permet, par soustraction, de se ramener
a` un bruit de moyenne nulle et d’e´cart-type σn qui peut eˆtre assimile´ a` un bruit blanc
additif (en ne´gligeant toute autre source de bruit).
Les expressions, de´ja` donne´es dans la section 4.2.5 (Eqs. 4.18 et 4.19), du signal Sm
mesure´ en pre´sence d’un bruit additif B en fonction de celui, S, mesure´ en l’absence de
celui-ci sont rappele´es ci-dessous dans les domaines spectral et temporel :
Smes(ω) = S(ω) +B(ω) (4.52)
S˜mes(t) = S˜(t) + B˜(t) (4.53)
avec B˜(t) = T F [B(ω)](t).
Comme le signal est discretise´ suivant la coordonne´e spectrale, l’ope´rateur de transfor-
me´e de Fourier est, de facto, une se´rie de Fourier (on utilise un algorithme de transforme´e
de Fourier rapide ou FFT). Le proble`me se re´exprime donc sous la forme :
Smes,n = Sn +Bn (4.54)
S˜mes,k = S˜k + B˜k (4.55)
ou` S˜k =
∑N−1
n=0 Sn exp (−i2pikn/N) et B˜k =
∑N−1
n=0 Bn exp (−i2pikn/N) sont des quantite´s
complexes (alors que Sn et Bn sont des re´els).
Le rapport signal a` bruit est de´fini dans le domaine spectral comme le maximum






Dans le domaine temporel, la dynamique de mesure se de´finit le´ge`rement diffe´remment.
Le bruit B(ω) e´tant un bruit blanc de moyenne nulle, sa densite´ spectrale de puissance
(DSP) est, par de´finition, une fonction inde´pendante de la coordonne´e re´ciproque, et en
l’occurrence, de la coordonne´e temporelle. Autrement dit, un bruit blanc ajoute dans le
domaine de Fourier un plancher de bruit. Soit p20 > 0 la moyenne de la densite´ spectrale
de puissance du bruit blanc Bn. La dynamique temporelle est alors de´finie par le rapport
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La pre´sence de bruit limite donc a` la fois les dynamiques spectrale et temporelle de me-
sure. Le de´tecteur utilise´ a une dynamique spectrale maximale de 33 dB sur l’ensemble
du capteur (en l’absence de regroupement de pixels suivant x) (Fig. 4.21a). Cette grande
dynamique est obtenue graˆce au refroidissement par azote liquide du de´tecteur 19.
Une expression simple de la dynamique temporelle attendue pour une dynamique
spectrale donne´e est propose´e ci-dessous.
Dynamique temporelle









Par de´finition du bruit blanc
∑N−1




Par ailleurs, comme Bn est une se´rie re´elle positive, le maximum de |B˜k| est atteint pour
k = 0 :
maxk
∣∣∣S˜k∣∣∣ = ∣∣∣S˜0∣∣∣ = N−1∑
n=0
Sn






Pour un signal normalise´, le rapport F = 1
N
∑N−1
i=0 Sn peut eˆtre interpre´te´ comme un
facteur de remplissage du de´tecteur. Les dynamiques temporelle et spectrale sont alors
relie´es par :
Dt = F Dω
√
N (4.61)
Pour une configuration donne´e du spectrome`tre, le nombre de points de mesure N est fixe´
par le de´tecteur. On retrouve bien que la dynamique de mesure est maximale lorsque le
rapport signal a` bruit est optimal sur le de´tecteur et que l’ensemble du capteur est utilise´.
19. La dynamique spectrale d’un de´tecteur non-refroidi est plus faible. A titre d’exemple, les spec-




Dans le cas du de´tecteur utilise´ ici (Dω ∼ 33 dB, N = 2048) et pour un facteur de
remplissage F = 22%, la dynamique temporelle est limite´e a` Dtl ∼ 43 dB. Ce re´sultat
a e´te´ ve´rifie´ par simulation d’un signal d’interfe´rome´trie spectrale en pre´sence d’un bruit
poissonnien de variance 5 10−4 (soit une dynamique spectrale de 33 dB pour un signal
normalise´) (Fig. 4.21a). Ce signal a e´te´ calcule´ a` partir de deux impulsions de meˆme
amplitude spectrale gaussienne (λ0 ∼ 793 nm, ∆λ ∼ 18.5 nm) et de diffe´rence de phase
nulle, de´cale´es temporellement de τ = 2 ps. Le facteur de remplissage du de´tecteur est
alors d’environ 22%. La figure 4.21 montre une dynamique temporelle de 44 dB. Ceci
montre que l’expression 4.61 permet d’estimer, de manie`re simple, la dynamique tempo-
relle attendue pour une dynamique spectrale donne´e.
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∼ + 44 dB
Figure 4.21 – Mise en e´vidence de la limitation des dynamiques spectrale et temporelle
a` partir de l’exemple d’un signal d’interfe´rome´trie spectrale obtenu pour deux impulsions
de meˆme amplitude spectrale gaussienne (λ0 ∼ 793 nm, ∆λ ∼ 18.5 nm) et de diffe´rence
de phase nulle, de´cale´es temporellement de τ = 2 ps.
Pre´cision de reconstruction de la phase spectrale
J’e´tudie dans cette section l’influence de la dynamique spectrale sur la pre´cision de
reconstruction de la phase spectrale. Pour cela, diffe´rents bruits poissonniens d’e´cart type
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compris entre 10−4 et 10−2 sont successivement ajoute´s au signal d’interfe´rome´trie spec-
trale calcule´e dans la section pre´ce´dente. La dynamique spectrale associe´e varie ainsi entre
20 et 40 dB. Pour chaque bruit ajoute´, la phase ϕrec reconstruite avec le traitement nu-
me´rique re´sume´ dans la section 4.5.1 est compare´e a` la diffe´rence de phase initiale ϕini en
terme d’e´cart rms :
σϕ =
√∑N−1
i=0 (ϕrec − ϕini)2
N
(4.62)
avec ϕini = 0.
Le filtrage de la composante AC a e´te´ re´alise´ avec un filtre super-gaussien d’ordre 10 centre´
sur cette composante, contenant N ′ = 35 points (Eq. 4.24). Les re´sultats des simulations
sont re´sume´s figure 4.22. La dynamique spectrale a donc une influence sur la pre´cision de
reconstruction de la phase. Comme attendu de manie`re intuitive, plus cette dynamique
augmente plus l’erreur rms σϕ diminue. De la section pre´ce´dente, on peut de´duire que
plus la dynamique temporelle est e´leve´e plus σϕ est petit et donc plus la pre´cision de













Figure 4.22 – Erreur rms σϕ sur la diffe´rence de phase spectrale reconstruite en fonction
du rapport signal a` bruit dans le domaine spectral. Le facteur de remplissage est F = 23%
et le nombre de pixels est N = 2048
Le contraste fini des impulsions est une autre source de limitation de la dynamique
temporelle du signal mesure´. Ainsi, en comparant la dynamique temporelle Dt atten-
due pour une dynamique spectrale donne´e a` celle, Dtmes obtenue expe´rimentalement par
transforme´e de Fourier du signal d’interfe´rome´trie mesure´, il est possible d’identifier quel
facteur influe de manie`re pre´ponde´rante sur la pre´cision de reconstruction de la phase. En
effet, si Dt  Dtmes , cette pre´cision est limite´e par la dynamique spectrale de mesure 20.
En revanche, si Dt  Dtmes elle est limite´e par le contraste fini des impulsions. Cette
analyse est effectue´e dans la section suivante.
20. On suppose ici les autres sources d’erreur ne´glige´es.
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Dynamique spectrale et temporelle expe´rimentale
Le signal d’interfe´rome´trie spectrale mesure´ est repre´sente´ figure 4.23a, sa transfor-
me´e de Fourier figure 4.23b. Dans le domaine temporel, on retrouve a` la fois les re´pliques
observe´es sur le profil temporel de chaque impulsion et ces meˆmes re´pliques de´cale´es tem-
porellement de τ ∼ 2187.5 fs (retard entre les deux voies de l’interfe´rome`tre). La dyna-
mique temporelle maximale atteinte est de 30 dB. Celle attendue du fait de la dynamique
spectrale d’environ 31 dB est : Dtl ∼ 41 dB, soit 10 dB de moins.






































Figure 4.23 – Transforme´e de Fourier de l’interfe´rogramme mesure´ en sortie d’interfe´-
rome`tre pour un retard de 2187.5 fs
Ceci, ajoute´ a` la pre´sence de re´pliques nettement visibles sur le profil temporel des
impulsions, montre que la pre´cision de reconstruction de la phase n’est pas limite´e par
le bruit de mesure du spectrome`tre mais par le contraste fini des impulsions optiques
utilise´es pour la mesure. Une source moins module´e comme une source thermique ou
un oscillateur femtoseconde aurait pu permettre de s’affranchir de cette limitation et
ainsi d’atteindre la dynamique ultime permise par le spectrome`tre. Cependant, comme la
fonction de fac¸onnage de l’AOPDF est transitoire du fait de la propagation acoustique,
de telles sources n’ont pas pu eˆtre utilise´es.
4.6.4 Conclusion sur l’effet du fonctionnement non-ide´al du spec-
trome`tre sur la pre´cision de mesure
L’e´tude effectue´e ici montre que les erreurs expe´rimentales introduites par le fonc-
tionnement non-ide´al du spectrome`tre (calibration, e´chantillonnage, fonction de transfert,
bruit de mesure) ne sont pas pre´ponde´rantes. En revanche, il est apparu que la mesure
est limite´e par la pre´sence d’oscillations re´siduelles sur la phase reconstruite. Par ailleurs
les modulations rapides pre´sentes dans le spectre des impulsions optiques utilise´es (autre-
ment dit le contraste temporel des impulsions, pie´destal et re´pliques confondus) limitent
la dynamique de mesure.
En re´alite´, ces deux phe´nome`nes ne sont pas inde´pendants : les oscillations re´siduelles
ne sont pas physiquement pre´sentes sur la diffe´rence de phase en sortie d’interfe´rome`tre
mais apparaissent lors de sa reconstruction en raison de la pre´sence des modulations
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rapides. Cet effet de couplage entre amplitude et phase spectrales, qui est intrinse`que a`
la technique d’interfe´rome´trie spectrale, est de´taille´ dans la section suivante.
4.7 Couplage amplitude-phase
L’effet du contraste temporel fini des impulsions sur la pre´cision de mesure de la dif-
fe´rence de phase peut eˆtre quantifie´. De plus, on peut montrer nume´riquement qu’en
l’absence de re´plique, cette pre´cision est nettement ame´liore´e et que l’amplitude des os-
cillations observe´es sur la phase reconstruite est conside´rablement diminue´e. Enfin, je
m’inte´resse a` la pre´cision obtenue sur les largeurs rms et a` mi-hauteur de l’intensite´ tem-
porelle d’une impulsion de meˆme spectre que les impulsions initiales et de phase e´gale a`
celle mesure´e expe´rimentalement.
Il est important de noter que comme le contraste des impulsions limite la pre´cision
de mesure, celle-ci de´pend sensiblement du retard entre les deux voies de l’interfe´rome`tre
et de la largeur du filtre temporel utilise´ pour isoler la composante AC. La pre´cision
de reconstruction de la phase est donc de´termine´e pour un retard et un filtre temporel
donne´s.
4.7.1 Estimation de la pre´cision de reconstruction de la phase
spectrale
Dans la section 4.5.2, j’ai montre´ que la diffe´rence de phase spectrale mesure´e en sortie
d’interfe´rome`tre (Fig. 4.14) peut eˆtre approxime´e par la somme de la phase spectrale
introduite par la lame demi-onde et d’une phase quadratique de coefficient ϕ2 = 77 fs
2
(Fig. 4.24). Cette approximation de la phase mesure´e est trace´e figure 4.24. Elle est note´e
ϕappl dans la suite.
















Figure 4.24 – Phase spectrale utilise´e comme diffe´rence de phase the´orique de l’interfe´-
rome`tre sans AOPDF.
Je cherche ici a` de´terminer l’effet du contraste fini des impulsions sur la pre´cision de
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reconstruction de la phase spectrale. Une solution consiste a` comparer ϕappl a` la phase ϕrec
reconstruite a` partir du signal d’interfe´rome´trie spectrale calcule´ en utilisant les spectres
mesure´s se´pare´ment sur chaque voie (Fig. 4.12), une diffe´rence de phase e´gale a` ϕappl et
un retard τ = 2187.5 fs (e´gal a` celui mesure´ expe´rimentalement). L’emploi des spectres
expe´rimentaux permet ainsi de mettre en e´vidence l’effet du contraste des impulsions sur
ϕrec pour un filtrage de la composante AC donne´. La pre´cision de reconstruction de ϕrec
est alors caracte´rise´e a` la fois en termes d’erreur sur les coefficients du de´veloppement de






ou` N’ est le nombre de points de reconstruction de la phase.
Estimation de cette pre´cision
Le signal d’interfe´rome´trie spectrale ainsi calcule´ est repre´sente´ figure 4.25a. La phase
ϕrec reconstruite a` partir de ce signal est trace´e figure 4.25b. Les coefficients de l’ajuste-
ment polynomial a` l’ordre 2 (σpoly = 11.3 mrad) sont respectivement ϕ1rec = 2187.54 fs,
ϕ2rec = 131.75 fs
2 soit une erreur relative de 2E-3% et 0.1% par rapport a` la phase appli-
que´e.
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Figure 4.25 – (a)Signal d’interfe´rome´trie spectrale recalcule´ a` partir des spectres mesure´s
sur chacune des voies.(b) Reconstruction de la phase spectrale a` partir du signal de la figure
a. En gris, ajustement polynomial a` l’ordre 2 ponde´re´ par l’enveloppe AC
La figure 4.26 montre la diffe´rence entre phase reconstruite et phase applique´e qui se
traduit en terme rms par un e´cart σinterfero ∼ 22.7 mrad.
Bien que la phase applique´e (Fig. 4.24) ne soit pas module´e, on observe des oscillations
d’amplitude maximale 0.18 rad sur la phase reconstruite, similaires a` celles obtenues
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Figure 4.26 – Ecart de la phase reconstruite a` la phase applique´e
expe´rimentalement (Fig.4.14). Il sera de´montre´ dans la section suivante (section 4.7.2)
qu’elles sont lie´es a` la pre´sence de re´pliques sur le profil temporel des impulsions utilise´es.
4.7.2 De´gradation de la pre´cision par la pre´sence de re´pliques
Je de´montre ici que, du fait de la pre´sence de re´pliques :
– la pre´cision de mesure est de´grade´e,
– des oscillations d’amplitude importante apparaissent sur la phase spectrale recons-
truite.
Pour cela, j’utilise la meˆme me´thode que dans la section pre´ce´dente en remplac¸ant le
spectre des impulsions par le meˆme spectre filtre´ de la manie`re suivante. La composante
DC de la transforme´e de Fourier du spectre des impulsions de la voie de re´fe´rence (Fig.
4.12a) est filtre´e par une super-gaussienne d’ordre 10 indique´e en rouge figure 4.27a. Par
transforme´e de Fourier inverse, on re´cupe`re le spectre filtre´ recherche´(Fig.4.27b).
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Figure 4.27 – (a)En noir, module de la transforme´e de Fourier du spectre de la voie de
re´fe´rence. En rouge, filtre super-gaussien utilise´ pour de´terminer le spectre de la partie
principale de l’impulsion de re´fe´rence.(b) Spectre de la partie principale de l’impulsion de
re´fe´rence
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Le signal d’interfe´rome´trie spectrale est alors calcule´ a` partir de ce spectre, de la meˆme
diffe´rence de phase ϕappl (Fig. 4.24) et du meˆme retard τ ∼ 2187.5 fs (Fig. 4.28). La phase
spectrale ϕrecf reconstruite a` partir de ce signal est trace´e figure 4.28 b.
(a)




















































Figure 4.28 – (a) Signal d’interfe´rome´trie spectrale recalcule´ a` partir des spectres mesure´s
sur chacune des voies.(b) Phase spectrale reconstruite a` partir du signal de la figure a
La diffe´rence entre ϕrecf et ϕappl est trace´e en bleu figure 4.29. La diffe´rence entre ϕrec
et ϕappl de´termine´e dans la section pre´ce´dente (Fig. 4.26) y est reporte´e en rouge. Bien
qu’il reste une tre`s le´ge`re modulation sur la premie`re courbe, l’amplitude de celle-ci est
infe´rieure d’un ordre de grandeur a` celle des oscillations observe´es sur la seconde courbe.
Ceci montre que ces oscillations sont principalement lie´es a` la pre´sence de re´pliques sur le
profil temporel des impulsions initiales.


















Figure 4.29 – Diffe´rence entre phase spectrale reconstruite et phase applique´e a` partir
du signal d’interfe´rome´trie spectrale de la figure 4.25 a (en rouge), et de celui de la figure
4.28 a (en bleu fonce´)
L’e´cart rms associe´ a` ϕreff − ϕappl est : σϕ ∼ 5.1 mrad 21, soit 4.45 fois plus petit
que celui obtenu en pre´sence de re´pliques (22.7 mrad). Celle-ci de´grade donc de manie`re
21. Cet e´cart peut eˆtre minimise´ en e´largissant le filtre temporel servant a` isoler la composante AC. On
trouve alors au mieux σϕ ∼ 0.016 mrad.
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significative la pre´cision de mesure.
4.7.3 Pre´cision de l’intensite´ temporelle reconstruite
La figure 4.30 pre´sente les intensite´s temporelles calcule´es 22 a` partir du spectre mesure´
sur la voie de re´fe´rence (Fig. 4.12a) et respectivement la phase applique´e ϕappl en noir et
celle reconstruite ϕrec en violet. La plage temporelle de de´termination de ces intensite´s
est donne´e par le filtre temporel utilise´ pour le traitement par FTSI (en rouge).















Figure 4.30 – Intensite´ temporelle calcule´e en utilisant la phase spectrale applique´e
(Fig.4.24) en noir et la phase spectrale reconstruite (Fig.4.25b) en violet. En rouge, filtre
temporel utilise´ pour extraire la composante AC du signal d’interfe´rome´trie spectrale.
La largeur a` mi-hauteur de l’intensite´ temporelle associe´e a` ϕappl est ∆tappl ∼ 47.9 fs et
la largeur rms σappl ∼ 21.1 fs. Pour celle calcule´e a` partir de ϕrec, la largeur a` mi-hauteur
est ∆tmes ∼ 48.4 fs et la largeur rms σtmes ∼ 22.1 fs. Les largeurs rms ont e´te´ de´termine´es
sur une feneˆtre de 1017 fs correspondant a` la largeur a` 10−5 du filtre temporel.
La pre´cision de mesure de la phase spectrale correspond a` un e´cart sur la largeur a`
mi-hauteur de 0.5 fs et un e´cart sur la largeur rms de 1 fs.
4.7.4 Conclusion
Du fait du contraste fini des impulsions, la pre´cision de mesure de la dispersion dif-
fe´rentielle de l’interfe´rome`tre est de 0.1% sur le coefficient de Taylor d’ordre 2 et de
σinterfero ∼ 22.7 mrad en termes d’e´cart rms. Les e´carts associe´s sur les largeurs a` mi-
hauteur et rms de l’intensite´ temporelle calcule´e a` partir des spectres mesure´s sur chaque
voie sont respectivement de 0.5 et 1 fs. La pre´sence de re´pliques temporelles de l’impulsion
principale est la cause principale de l’apparition d’oscillations d’amplitude importante sur
la phase reconstruite et de la de´gradation de la pre´cision de mesure.
22. La me´thodologie utilise´e pour le calcul des intensite´s temporelles est de´taille´e en annexe E.2.
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Conclusion du chapitre
Dans la technique d’interfe´rome´trie spectrale, le signal re´sultant de l’interfe´rence entre
deux impulsions de´cale´es temporellement d’un retard τ est enregistre´ a` l’aide d’un spectro-
me`tre. Le traitement nume´rique pre´sente´ dans ce chapitre permet, sur le support spectral
commun aux deux impulsions, non seulement de reconstruire la diffe´rence de phase spec-
trale mais aussi, sous certaines conditions (Eqs. 4.13 et 4.14), leur amplitude spectrale.
Un montage d’interfe´rome´trie spectrale a e´te´ re´alise´ et installe´ en sortie de la ligne
d’expe´rience n◦ 1 de la chaˆıne LUCA en vue de la caracte´risation de la pre´cision de
fac¸onnage en phase d’un AOPDF (pre´sente´ dans le chapitre 5). La caracte´risation du
montage en l’absence de ce dispositif a montre´ que :
• les deux voies de l’interferome`tre ne sont pas e´quilibre´es et la dispersion diffe´rentielle
mesure´e peut eˆtre approxime´e par une phase quadratique de 131.5 fs2,
• le fonctionnement non-ide´al du spectrome`tre ne limite pas la pre´cision de mesure de
la diffe´rence de phase en sortie d’interferome`tre,
• le contraste fini (pie´destal + re´pliques) des impulsions utilise´es et, en particulier,
la pre´sence de re´pliques temporelles de l’impulsion principale sont a` l’origine de
l’apparition d’oscillations importantes sur la phase reconstruite (0.12 rad) et de la
limitation de la pre´cision de mesure,
• la pre´cision de mesure de la dispersion diffe´rentielle est 0.1% sur le coefficient de
Taylor d’ordre 2 et σinterfero ∼ 22.7 mrad.
Pour ame´liorer nettement la pre´cision de mesure, il faudrait s’affranchir des re´pliques
temporelles pre´sentes sur les impulsions en sortie de la chaˆıne LUCA. Il apparaˆıt complique´
de de´terminer l’origine de chaque re´plique afin de la supprimer. En revanche, un moyen
simple consisterait a` filtrer ces impulsions par ge´ne´ration de polarisation croise´e (XPW
[59], chapitre 8) en amont du montage d’interfe´rome´trie spectrale.
152
Chapitre 5
Caracte´risation d’un AOPDF par
interfe´rome´trie spectrale
Bien que le premier AOPDF ait e´te´ commercialise´ en 2000 et que ce type de dispositif
soit largement utilise´ aujourd’hui, la caracte´risation de sa pre´cision de fac¸onnage a fait
l’objet d’un nombre re´duit d’e´tudes. Les valeurs de pre´cision de fac¸onnage de phases
polynomiales d’ordre 1 a` 4 mesure´es dans la litte´rature ont e´te´ reporte´es dans le tableau
5.1.
T.Oksenhendler et al.[36][60] K.Osvay et al. [61] D.J. McCabe et al.[62]
IR (800 nm) IR (800 nm) UV (267 nm)
ϕ1 (fs) - - <2%
ϕ2 (fs
2) 3.3% 1% <6%
ϕ3 (fs
3) 4% 3% -
ϕ4 (fs
4) 18.5% - -
Table 5.1 – Estimations de la pre´cision de ge´ne´ration de phases polynomiales d’ordre 1
a` 4 trouve´es, a` ce jour, dans la litte´rature.
Au de´but de ma the`se, seule la pre´cision de ge´ne´ration de trois phases polynomiales
ϕ2 = 6000 fs
2, ϕ3 = 2.10
5 fs3 et ϕ4 = −2.106 fs4 e´value´e, par une mesure d’interfe´rome´trie
spectrale a` de´calage (chapitre 7) avait e´te´ publie´e [36] [60]. Depuis 2008, trois publications
sont parus sur le sujet. Dans un compte-rendu de confe´rence, K. Osvay et al. [61] ont pro-
pose´ a` la fois de de´terminer la pre´cision de ge´ne´ration de phases quadratiques et cubiques
et de caracte´riser la dispersion angulaire en sortie d’AOPDF. En 2010, S. Weber et al.
[63] ont e´tabli, dans l’UV (260-410 nm), par des mesures X-FROG (SFG ou DFG Fre-
quency Resolved Optical Gating [64]), la tre`s bonne pre´cision de ge´ne´ration d’une phase
cubique importante (-106 fs3) sur des impulsions de dure´e FTL ∆tTL ∼ 55 fs ainsi que
celle de ge´ne´ration de multiples impulsions avec diffe´rents niveaux de complexite´. Enfin,
en 2011, D.J. McCabe et al. [62] ont propose´ une e´tude par interfe´rome´trie spectrale re´so-
lue spatialement (SSI,[65]) des couplages spatio-temporels susceptibles d’apparaˆıtre dans
un AOPDF travaillant dans l’UV pour diffe´rents fac¸onnages en amplitude et en phase (re-
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tard, phase quadratique, multiples impulsions, saut de phase). Le seul couplage observe´
est un de´placement late´ral de´pendant du retard de groupe. Les pre´cisions de ge´ne´ration
de retards et de phases quadratiques ont e´galement e´te´ e´value´es.
Dans ce chapitre, je propose une e´tude approfondie et syste´matique, par interfe´rome´-
trie spectrale, de la pre´cision de ge´ne´ration de phases polynomiales d’ordre 2 a` 4 ainsi
que celle de ge´ne´ration de doubles impulsions. Les produits Temps-Fre´quence (TBPrms,
section 1.2.2) associe´s aux phases polynomiales teste´es varient entre 0.5 et 5.4, les retards
entre 500 fs et 3500 fs. L’analyse des phases quadratiques et cubiques et de la ge´ne´ration
de doubles impulsions a e´te´ re´alise´e sur un support spatial ∆x ∼ 5.6 mm 1 cinq fois plus
grand que la taille habituelle du faisceau en entre´e d’AOPDF. La compensation automa-
tique de la dispersion optique de l’AOPDF (section 3.3.2) a e´galement e´te´ caracte´rise´e.
L’e´tude minutieuse du montage expe´rimental re´alise´e dans le chapitre 4 (avant intro-
duction de l’AOPDF) a permis de de´terminer la source pre´ponde´rante de perturbation
de la pre´cision de mesure : le contraste fini des impulsions et plus particulie`rement la
pre´sence de re´pliques sur le profil temporel de ces impulsions. La proce´dure d’estimation
de cette pre´cision, mise en place au chapitre 4, est adapte´e dans ce chapitre pour de´ter-
miner la pre´cision de mesure de chaque phase e´tudie´e. Cette e´tape permet d’identifier et
de quantifier correctement les e´carts a` la phase applique´e observe´s expe´rimentalement.
Une interpre´tation de ces e´carts est ensuite propose´e via l’e´tude de sources d’erreurs de
type syste´matiques comme : la calibration en longueurs d’onde de l’AOPDF, la pre´cision
de la longueur du cristal ou encore celle des formules de Sellmeier utilise´es pour calculer
l’impulsion e´lectrique (section 3.2.3).
Enfin, l’interfe´rome´trie spectrale re´solue spatialement est utilise´e pour caracte´riser des
phases spectrales plus complexes. Un exemple de mesure d’une phase sinuso¨ıdale et d’un
saut de phase sont notamment propose´s a` la fin de ce chapitre.
5.1 Montage expe´rimental, objectifs et me´thodologie
Le montage d’interfe´rome´trie spectrale, pre´sente´ dans le chapitre 4 figure 4.11, est
utilise´ dans ce chapitre pour de´terminer la pre´cision du fac¸onnage en phase spectrale d’un
AOPDF. Pour cela, un AOPDF base´ sur un cristal coupe´ en configuration dite ”haute-
re´solution”2 est installe´ sur la voie de mesure (sche´ma figure 5.1, photographie figure 5.2).
1. Largeur a` 1/e2 en intensite´.








































Figure 5.2 – Photographie de l’interfe´rome`tre de Mach-Zehnder
5.1.1 Mise en place de l’AOPDF
Afin de limiter l’effet, sur la mesure, du de´calage spatial du faisceau diffracte´ en sortie
de cristal (section 3.3.3), le plan de diffraction a e´te´ positionne´ paralle`lement a` la fente
du spectrome`tre.
L’alignement optique du dispositif a e´te´ re´alise´ comme de´crit dans la section 3.2.4. Les
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axes de la lame demi-onde sont oriente´s de fac¸on a` assurer, en entre´e d’AOPDF, une
polarisation perpendiculaire au plan de diffraction. La calibration en longueur d’onde
a e´te´ ve´rifie´e. L’angle de divergence du faisceau incident est estime´ a` ∼ 0.01◦ 3. Cette
valeur est infe´rieure a` la tole´rance de 0.045◦ (section 3.2.4) et ne doit donc pas de´grader
la re´solution spectrale du dispositif (∼ 0.3 nm). De plus, les impulsions acoustique et
optique ont e´te´ correctement synchronise´es dans le cristal (section 3.2.2).
La fonction de transfert de l’AOPDF (section 3.1.5) s’e´crit :
H(ω) = |H(ω)| exp[iφ(ω)] (5.1)
ou` |H(ω)| est, pour ces expe´riences, une supergaussienne d’ordre 6 de largeur δλ0 = 60 nm
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L’e´nergie en entre´e de dispositif est de 10 µJ , ce qui assure l’absence d’effet non-line´aire
dans l’AOPDF 4.
Le retard entre les deux voies de l’interfe´rome`tre est re´gle´ a` τ ∼ +2 ps a` l’aide de la
ligne a` retard.
5.1.2 Filtrage spatial en amont de l’interfe´rome`tre
Dans le chapitre 4, j’ai montre´ que la pre´sence de re´pliques de´cale´es temporellement
de l’impulsion principale (hautes ”fre´quences” temporelles), en sortie de chaˆıne LUCA,
de´grade la mesure d’interfe´rome´trie spectrale. La caracte´risation du fac¸onnage en phase de
l’AOPDF est re´alise´e sur deux dimensions : une spectrale ω et une spatiale x. Par analogie
avec le domaine temporel, on de´duit que la pre´sence de hautes fre´quences spatiales sur le
faisceau en amont de l’interfe´rome`tre peut nuire a` la qualite´ de cette caracte´risation. Pour
e´liminer ces hautes fre´quences, j’ai donc installe´ un filtre spatial en amont de ce montage
(sche´ma figure 5.1, photographie 5.3).
3. La divergence du faisceau a e´te´ controˆle´e sur 4 m de propagation. La collimation du faisceau est
obtenue avec une pre´cision estime´e a` 1 mm sur le diame`tre du faisceau soit un angle de divergence de
0.01◦.
4. Le seuil d’e´nergie au-dela` duquel des effets non-line´aires sont susceptibles de se produire est d’environ








Figure 5.3 – Photographie du montage de filtrage spatial
Il est constitue´ :
– d’un diaphragme de rayon a ∼ 4.5 mm,
– d’un afocal a` deux lentilles L1 et L2 en silice de focales respectives f1 = 500 mm et
f2 = 400 mm,
– d’un trou de filtrage de rayon r0 = 100 µm.
L’objectif initial de ces expe´riences e´tait de caracte´riser la phase spectrale applique´e par
l’AOPDF sur les 10 mm de la colonne acoustique (suivant x). La taille du de´tecteur e´tant
limite´e a` 6.9 mm suivant x, cette caracte´risation ne peut eˆtre effectue´e que sur une partie
de la colonne acoustique d’environ 5.5 a` 6 mm. Le grossissement de l’afocal a donc e´te´
choisi pour obtenir un faisceau de diame`tre de l’ordre de 5.5 a` 6 mm (largeur a` 1/e2
en intensite´) en sortie de celui-ci. Le dimensionnement global du filtre est de´taille´ dans
l’annexe E.3.
Les profils spatiaux du faisceau en entre´e de filtre (derrie`re le diaphragme) et en sortie
de celui-ci sont respectivement donne´s figure 5.4 a et b. Le faisceau pre´sente un profil
spatial quasi-uniforme de largeur ∼ 9 mm derrie`re le diaphragme et un profil gaussien de
largeur a` 1/e2 e´gale a` 5.6 mm en sortie de filtre.
Il est important de rappeler que, pour les applications courantes de l’AOPDF, le
diame`tre de faisceau utilise´ est au moins cinq fois plus petit.
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a) b)
Figure 5.4 – Profil spatial du faisceau (a) en entre´e de filtre spatial derrie`re le dia-
phragme, (b) en sortie de filtre spatial (34 cm apre`s la lentille L2)
5.1.3 Spectre des impulsions sur chaque voie
Les spectres des impulsions, mesure´s inde´pendamment, en sortie de la voie de re´fe´rence
et en sortie de celle de mesure en pre´sence de l’AOPDF sont reporte´s respectivement figure
5.5a et b. Les modulations spatiales observe´es suivant x sur la figure b sont lie´es a` une
variation de l’efficacite´ de diffraction dans les plans perpendiculaires au plan de diffraction.
Une analyse de´taille´e de ces spectres et de leur transforme´e de Fourier 2D (par rapport a` x
et ω), propose´e en annexe E.4, montrent la pre´sence de re´pliques de´cale´es temporellement
de l’impulsion principale comme observe´ en x = x0 ∼ 3.9 mm dans le chapitre 4 (section
4.13).
































































Figure 5.5 – Spectres des impulsions de la voie de re´fe´rence (a) et de la voie de mesure
en pre´sence de l’AOPDF (b)
5.1.4 Objectifs et pre´sentation des expe´riences
Dans ce chapitre, il s’agit de de´terminer, par interfe´rome´trie spectrale :
– la pre´cision du mode de compensation automatique de la dispersion optique de
l’AOPDF (section 3.3.2),
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– la pre´cision de ge´ne´ration de phases polynomiales d’ordre 1 a` 4.
Afin de re´aliser l’e´tude sur les phases polynomiales, j’ai teste´ :
– six valeurs de phases quadratiques entre -3000 fs2 et 3000 fs2 par pas de 1000 fs2,
– six valeurs de phases cubiques entre -200100 fs3 et 200100 fs3 par pas de 66700 fs3,
– six valeurs de phases polynomiales d’ordre 4 entre -10.8E6 fs4 et 10.8E6 fs4 par pas
de 3.6E6 fs4,
– la ge´ne´ration de doubles impulsions pour onze valeurs diffe´rentes du retard entre ces
deux impulsions entre 500 fs et 3500 fs.
Le produit ”Temps-fre´quence” (TBPrms, section 1.2.2) associe´ aux phases polynomiales
d’ordre 2 a` 4 teste´es varie entre 0.5 et 5.4.
Je de´signerai, dans la suite, par :
– expe´rience n◦1 l’e´tude de la compensation automatique de la dispersion optique de
l’AOPDF,
– expe´rience n◦2 l’e´tude de la ge´ne´ration de phases polynomiales d’ordre ≥ 2.
Le cas de la ge´ne´ration de doubles impulsions, pour lequel seule la voie de mesure est
utilise´e, est traite´ inde´pendamment plus loin dans ce chapitre (section 5.5).
Dans cette section, je pre´sente, dans les autres cas, les expressions de la fonction de
transfert de l’AOPDF et du signal d’interfe´rome´trie spectrale mesure´.
Pour chaque fonction de transfertH(ω) = |H(ω)| exp[iφ(ω)] programme´e avec l’AOPDF,
la fonction de transfert applique´e a` l’impulsion optique incidente est susceptible de de´-
pendre de la position spatiale x et sera note´e Happl(x, ω) :
Happl(x, ω) = |Happl(x, ω)| exp[iϕ(x, ω)] (5.3)
Dans le cadre de ces expe´riences, chaque phase φ(ω) programme´e avec l’AOPDF se de´-
compose en deux termes (section 3.3.2) :
φ(ω) = φsh(ω) + φcomp(ω) (5.4)
ou` φcomp est la phase programme´e pour compenser la dispersion optique (ϕcristal) du cristal
de TeO2 et φsh la phase programme´e hors compensation (φsh = 0 pour l’expe´rience n
◦1).
De meˆme, la phase applique´e ϕ(x, ω) correspondante peut eˆtre de´compose´e en deux
termes :
ϕ(x, ω) = ϕsh(x, ω) + ϕcomp(x, ω) (5.5)
ou` ϕsh est la phase applique´e pour une phase programme´e φsh et ϕcomp la phase applique´e
pour une phase programme´e φcomp.
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Le signal d’interfe´rome´trie spectrale mesure´ pour chaque phase φ(ω) programme´e est 5 :
S(x, ω) ∝ |E0(x, ω)|2[1 + |Happl(x, ω)|2
+ |Happl(x, ω)| cos(ωτAOPDF + ϕ(x, ω) + ϕcristal(x, ω) + ϕinterfero(x, ω))] (5.6)
ou` |E0(x, ω)|2 est le spectre des impulsions en entre´e d’interfe´rome`tre et τAOPDF le retard
entre les deux voies de celui-ci.
En de´composant ϕ(x, ω) de la meˆme manie`re que dans l’e´quation 5.5, on a :
S(x, ω) ∝ |E0(x, ω)|2[1 + |Happl(x, ω)|2
+ |Happl(x, ω)| cos(ωτAOPDF + ϕsh(x, ω) + ϕcomp(x, ω) + ϕcristal(x, ω) + ϕinterfero(x, ω))]
(5.7)
En d’autres termes, l’objectif de ces expe´riences est :
– de comparer ϕcomp a` ϕcristal en mesurant la somme de ces deux phases pour de´-
terminer la pre´cision de la compensation automatique de la dispersion optique de
l’AOPDF,
– de comparer ϕsh a` φsh pour de´terminer la pre´cision de ge´ne´ration des phases poly-
nomiales.
Les deux sections suivantes pre´sentent, dans le de´tail, les diffe´rents traitements mis en
place pour la reconstruction et l’analyse de ces quantite´s et, en particulier, l’ensemble des
notations utilise´es.
5.1.5 Mesure et reconstruction de la phase applique´e
Pour chaque phase teste´e, 21 mesures monocoups sont re´alise´es afin de limiter l’effet
des fluctuations tir a` tir sur la pre´cision de la mesure. Chaque interfe´rogramme mesure´ est
d’abord analyse´ pour une position spatiale donne´e x = x0 ∼ 3.9 mm puis sur la totalite´
du support spatial du signal mesure´.
Reconstruction de la phase en x = x0
La proce´dure suivie pour le traitement de l’interfe´rogramme en x = x0 est similaire
a` celle adopte´e, dans le chapitre 4, pour la caracte´risation de l’interfe´rome`tre (section
4.5.1). La largeur δhky , l’ordre n et le centre ky0 du filtre (Eq. 4.24) utilise´ pour isoler
la composante AC sont adapte´s pour chaque phase programme´e afin de limiter l’effet du
contraste temporel des impulsions sur la mesure (sections 4.2.5 et 4.7). On reconstruit
ainsi 21 phases Φj(x0, ω) correspondant a` :
Φj(x0, ω) = ωτAOPDF + ϕsh(x0, ω) + ϕcomp(x0, ω) + ϕcristal(x0, ω) + ϕinterfero(x0, ω) (5.8)
5. en supposant que 50% de l’e´nergie incidente sur la se´paratrice S1 est transmise et les 50 autre %
re´fle´chie.
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Pour de´terminer les quantite´s recherche´es (ϕcomp + ϕcristal pour l’expe´rience n
◦1 et ϕsh
pour l’expe´rience n◦2), une phase de re´fe´rence ϕref (x0, ω) est soustraite a` chaque phase
Φj(x0, ω). Cette phase de re´fe´rence est obtenue, en moyennant sur 21 tirs :
– la dispersion diffe´rentielle de l’interfe´rome`tre, retard compris, ϕinterfero(x0, ω) +
ωτinterfero mesure´e au chapitre 4 (section 4.5), dans le cas de l’expe´rience n
◦1,
– la phase ωτ ′AOPDF +ϕcomp(x0, ω) +ϕcristal(x0, ω) +ϕinterfero(x0, ω) mesure´e pour une
phase φcomp programme´e avec l’AOPDF, dans le cas de l’expe´rience n
◦2.
Pour chaque phase programme´e, 21 phases ∆ϕfj sont ainsi de´termine´es :
∆ϕfj(x0, ω) = ω(τAOPDF − τinterfero) + ϕcomp(x0, ω) + ϕcristal(x0, ω)
dans le cas de l’expe´rience n◦1
= ω(τAOPDF − τ ′AOPDF) + ϕsh(x0, ω)
dans le cas de l’expe´rience n◦2
Le retard re´siduel 6 est soustrait par un ajustement polynomial en ω−ω0 (ω0 ∼ 2.37 rad fs−1,
soit λ0 ∼ 793 nm) de la phase ∆ϕfj coupe´e a` 3% du maximum de l’enveloppe AC a` l’ordre
2 et ponde´re´ par cette enveloppe dans le cas de l’expe´rience n◦1, a` l’ordre de la phase φsh
programme´e et sans ponde´ration par l’enveloppe AC dans le cas de l’expe´rience n◦2 7. Cet
ajustement permet e´galement de de´terminer les coefficients coeffsj du de´veloppement de
Taylor de cette phase autour de ω0 et donc leur moyenne sur 21 mesures coeffsm.
Apre`s soustraction du retard re´siduel, la moyenne des 21 phases ∆ϕfj(x0, ω) est cal-
cule´e et on determine la phase ∆ϕf (x0, ω) :
∆ϕf (x0, ω) = ϕcomp(x0, ω) + ϕcristal(x0, ω) (5.9)
dans le cas de l’expe´rience n◦1
= ϕsh(x0, ω) (5.10)
dans le cas de l’expe´rience n◦2
Reconstruction de la phase applique´e sur le support spatial de E0
Cette reconstruction a e´te´ effectue´e uniquement dans le cas de l’expe´rience n◦2. La
proce´dure suivie est l’extension sur deux dimensions du traitement pre´ce´dent. Chaque in-
terfe´rogramme est traite´ par transforme´e de Fourier 2D par rapport aux variables spatiales
x et y (section 4.3.1). La composante AC est isole´e a` l’aide d’un filtre supergaussien hf2D
(Eq. 4.31) dont l’ordre n, la largeur a` mi-hauteur δh
ky
f2D et le centre ky0 sont les meˆmes que
dans la section pre´ce´dente. De plus, le centre du filtre suivant kx est : kx0 = 0 mm
−1 et la
largeur a` mi-hauteur : δhkxf2D ∼ 234 mm−1. Chacune des 21 phases reconstruites Φj(x, ω)
6. τAOPDF − τinterfero dans le cas de l’expe´rience n◦1, τAOPDF − τ ′AOPDF pour l’expe´rience n◦2.
7. Dans ce cas, la pre´sence d’un retard re´siduel τAOPDF − τ ′AOPDF s’explique par les fluctuations tir a`





correspond, apre`s de´pliement (section 4.3.2), a` :
Φj(x, ω) = ωτAOPDF + ϕsh(x, ω) + ϕcomp(x, ω) + ϕcristal(x, ω) + ϕinterfero(x, ω) (5.11)
La phase de re´fe´rence soustraite a` chaque phase Φj est obtenue, en moyennant sur 21 tirs,
la phase ωτ ′AOPDF + ϕcomp(x, ω) + ϕcristal(x, ω) + ϕinterfero(x, ω) mesure´e pour une phase
φcomp programme´e avec l’AOPDF. 21 phases ∆ϕfj(x, ω) sont ainsi de´termine´es :
∆ϕfj = ω(τAOPDF − τ ′AOPDF) + ϕsh(x0, ω)
Le retard re´siduel est soustrait en utilisant la me´thode de´crite au chapitre 4 dans la
section 4.3.2. L’ajustement polynomial est re´alise´ sur la phase ∆ϕfj(x, ω) en ω − ω0
(ω0 ∼ 2.37 rad fs−1, soit λ0 ∼ 793 nm) et x − x0 a` l’ordre de la phase φsh program-
me´e. L’ajustement a lieu sur le domaine ou` l’enveloppe AC normalise´e est supe´rieure a`
0.03 (3% du maximum). Il n’y a pas de ponde´ration. Graˆce a` cet ajustement, les coef-
ficients coeffs2Dj du de´veloppement de Taylor de ∆ϕfj en ω0 et x0 (Eq. 5.12 a` l’ordre 4)
sont de´termine´s.




(x− x0)2 + ϕ2
2




(x− x0)3 + ϕ2xω
2
(x− x0)2(ω − ω0) + ϕx2ω
2








(x− x0)4 + ϕ3xω
6
(x− x0)3(ω − ω0) + ϕ2x2ω
4




(x− x0)(ω − ω0)3 + ϕ4ω
24
(ω − ω0)4 (ordre 4)
(5.12)







Apre`s soustraction du retard re´siduel, la moyenne des 21 phases ∆ϕfj(x, ω) est calcule´e
et on de´termine la phase ∆ϕf (x, ω) :
∆ϕf (x, ω) = ϕsh(x, ω) (5.13)
5.1.6 Analyse de la phase mesure´e - Notations
La comparaison des phases ∆ϕf (x0, ω) et ∆ϕf (x, ω) a` la phase φsh programme´e (φsh =
0 pour l’expe´rience n◦1) et l’analyse des coefficients coeffsm et coeffs2Dm constituent deux
approches comple´mentaires pour caracte´riser la pre´cision de la compensation automatique
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de la dispersion optique de l’AOPDF et celle de la ge´ne´ration de phases polynomiales.
C’est pourquoi, ces deux approches sont applique´es dans ce chapitre pour chaque phase
φsh. Cette e´tude ne´cessite, cependant, une e´tape pre´liminaire : la de´termination de la
pre´cision de mesure des phases ∆ϕf (x0, ω) et ∆ϕf (x, ω) et des coefficients coeffsm et
coeffs2Dm . Cette e´tape est de´taille´e ci-dessous.
De´termination de la pre´cision intrinse`que a` la mesure
Je de´finis par pre´cision intrinse`que d’une mesure, la valeur limite en-dessous de laquelle
l’e´cart a` la phase programme´e mesure´ ne peut pas eˆtre attribue´ a` l’AOPDF.
J’ai de´montre´ dans le chapitre 4 que la pre´cision de mesure de la diffe´rence de phase
en sortie d’interfe´rome`tre est limite´e par le contraste fini (pie´destal + re´pliques) des im-
pulsions utilise´es. Une me´thode de de´termination de cette pre´cision, base´e sur le calcul
de l’interfe´rogramme a` partir a` la fois des spectres mesure´s inde´pendamment sur chaque
voie et de l’ajustement polynomial de la phase mesure´e, a e´te´ e´galement propose´e. Cette
me´thode est adapte´e, dans ce chapitre, pour estimer la pre´cision de mesure de ∆ϕf (x0, ω),
∆ϕf (x, ω), coeffsm et coeffs
2D
m . Comme cette pre´cision de´pend de la largeur du filtre tem-
porel utilise´ pour isoler la composante AC (section 4.7) et que cette largeur est diffe´rente
pour chaque phase φsh programme´e, cette pre´cision sera de´termine´e pour chacune de ces
phases.
La proce´dure d’estimation de la pre´cision de mesure des coefficients de Taylor coeffsm
et de ∆ϕf se de´compose en trois e´tapes. Elle repose sur la reconstruction de la phase
∆ϕf (x, ω), a` partir d’interfe´rogrammes simule´s, par le meˆme traitement que celui utilise´
sur les interfe´rogrammes expe´rimentaux (section 5.1.5).
• Etape 1 :
Il s’agit d’estimer la pre´cision de reconstruction de la phase de re´fe´rence ϕref . Pour cela,
on calculera, dans le cas de l’expe´rience n◦1, le signal d’interfe´rome´trie spectrale associe´
a` l’interfe´rence de deux impulsions :
– de spectres e´gaux a` ceux mesure´s expe´rimentalement sur chaque voie de l’interfe´ro-
me`tre en l’absence d’AOPDF,
– de diffe´rence de phase spectrale e´gale a` l’ajustement polynomial de ϕinterfero,
– de´cale´es temporellement d’un retard τinterfero.
Dans le cas de l’expe´rience n◦2, on calculera le signal d’interfe´rome´trie spectrale associe´
a` l’interfe´rence de deux impulsions :
– de spectres respectivement e´gaux a` ceux mesure´s expe´rimentalement sur chaque voie
de l’interfe´rome`tre pour une phase φcomp programme´e avec l’AOPDF,
– de diffe´rence de phase spectrale e´gale a` l’ajustement polynomial de ϕref = ϕinterfero+
ϕcristal + ϕcomp,
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– de´cale´es temporellement d’un retard τ ′AOPDF .
La diffe´rence de phase utilise´e pour calculer l’interfe´rogramme est note´e φsimuref . La phase
reconstruite par le traitement expose´ dans la section 5.1.5 est note´e ϕsimuref .
•Etape 2 :
Elle consiste a` estimer la pre´cision de reconstruction de la phase Φj (j quelconque, Eqs 5.8
et 5.11). Pour cela, un nouvel interfe´rogramme est calcule´ a` partir des spectres mesure´s
inde´pendamment sur chaque voie pour une phase φcomp, une diffe´rence de phase spectrale
Φsimu e´gale a` l’ajustement polynomial de Φj et un retard τAOPDF . Afin de prendre en
compte la de´pendance de l’efficacite´ de diffraction du dispositif avec la phase applique´e
et de reproduire le plus fide`lement possible le rapport signal a` bruit et le contraste des
franges obtenus expe´rimentalement, le spectre de la voie de mesure est multiplie´ par un
facteur correctif adapte´ a` chaque phase programme´e. La phase reconstruite par le traite-
ment expose´ dans la section 5.1.5 est note´e Φrecsimu.
Enfin, la diffe´rence ∆ϕsimuf = Φ
rec
simu − ϕsimuref est calcule´e et compare´e a` la phase appli-


















ou` Nω est le nombre de points suivant ω et Nx le nombre de points suivant x.
Les ajustements polynomiaux de ∆ϕsimuf (x0, ω) et ∆ϕ
simu
f (x, ω) similaires a` ceux effectue´s
sur les donne´es expe´rimentales (section 5.1.5) permettent de de´terminer les coefficients de
leur de´veloppement de Taylor respectivement coeffssimu en ω0 et coeffs2D
simu en ω0 et x0.
Ces derniers sont compare´s a` ceux de la phase initiale coeffssimuini et (coeffs)2D
simu
ini . Leur











Deux types d’analyses apportant des informations comple´mentaires sont effectue´s sur
les phases expe´rimentales : une analyse en terme de coefficients de Taylor et une analyse
en terme de phase re´siduelle.
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Analyse des phases expe´rimentales en terme de coefficients de Taylor
Le coefficient de Taylor d’ordre le plus e´leve´ de la phase φsh programme´e est note´
coeffsprog. La pre´cision de ge´ne´ration de cette phase est caracte´rise´e par les e´carts re-
latifs coeffs et 
2D
coeffs avec les coefficients correspondant coeffsm et coeffs
2D
m de´termine´s









Les pre´cisions de de´termination des coefficients coeffsm et coeffs
2D
m sont donne´es par les
grandeurs interferocoeffs (Eq. 5.16) et 
interfero
coeffs2D (Eq. 5.17).
La pertinence des ajustements polynomiaux effectue´s sur ∆ϕfj(x0, ω) et ∆ϕfj(x, ω) est
caracte´rise´e par les e´carts rms σjpoly (Eq. 4.12) et σ
j
poly2D (Eq. 4.39). Seules leurs moyennes
σmpoly et σ
m













Bien que le fait de moyenner chaque grandeur sur 21 tirs limite l’effet des fluctuations
tir a` tir de la phase sur la pre´cision de mesure, il est inte´ressant de les quantifier. Pour
cela, on calcule les variations rms σcoeffs et σ
2D
coeffs associe´es aux 21 coefficients coeffsj et














Analyse en terme de phase re´siduelle
La pre´cision de ge´ne´ration de chaque phase φsh programme´e est caracte´rise´e en terme
















Les pre´cisions avec lesquelles les phases ∆ϕf (x0, ω) et ∆ϕf (x, ω) sont mesure´es sont res-
pectivement donne´es par σinterfero (Eq. 5.14) et σ
2D
interfero (Eq. 5.15).
Les variations tir a` tir des phases ∆ϕjf (x0, ω) et ∆ϕ
j
f (x, ω) sont exprime´es en terme

















De fac¸on a` pouvoir comparer ces fluctuations aux e´carts σϕ et σ
2D
ϕ mesure´s, elles sont

















5.1.7 Signification des coefficients de Taylor - Ordres de gran-
deurs
Conside´rons le de´veloppement de Taylor a` l’ordre 4 en x − x0 et ω − ω0 de la phase
∆ϕfj donne´e dans l’e´quation 5.12 et rappele´e ci-dessous :
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24
(ω − ω0)4 (ordre 4)
(5.30)
Si les coefficients de Taylor associe´s aux diffe´rentes puissances de ω−ω0 sont tre`s largement
utilise´s (ϕ1, ϕ2,...), ce n’est pas le cas des coefficients associe´s aux diffe´rentes puissances de
x− x0 ainsi qu’aux couplages entre x et ω. C’est pourquoi, je rappelle ici l’interpre´tation
des coefficients utilise´s dans l’analyse des re´sultats expe´rimentaux de ce chapitre, soit :
ϕ1x, ϕ2x, ϕ4x, ϕxω, ϕ2xω, ϕx2ω, ϕω3x, ϕ2ω2x et ϕ3ωx
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De manie`re ge´ne´rale, les coefficients ne de´pendant que de la position spatiale x tra-
duisent une diffe´rence entre les fronts d’onde des impulsions qui interfe`rent. ϕ1x est relie´
a` la pre´sence d’un angle d’inclinaison entre ces deux fronts d’onde. ϕ2x peut eˆtre attribue´
a` une divergence diffe´rente suivant x entre les faisceaux de chaque voie, ϕ4x a` la pre´sence
d’un terme d’aberration sphe´rique re´siduel en sortie d’interfe´rome`tre.
Les coefficients de´pendant a` la fois de x et de ω indiquent une de´pendance de la diffe´-
rence de retard de groupe entre les deux impulsions avec la position spatiale. Ainsi, les
coefficients ϕxω, ϕ2xω et ϕω3x traduisent une de´pendance spatiale respectivement line´aire,
quadratique et cubique de la diffe´rence entre les fronts d’impulsion des deux impulsions
qui interfe`rent. Les coefficients ϕx2ω et ϕ2ω2x correspondent respectivement a` une de´pen-
dance spatiale line´aire et quadratique de la dispersion de vitesse de groupe. Enfin, ϕ3ωx
correspond a` une de´pendance spatiale line´aire de la dispersion du troisie`me ordre.
Ordres de grandeurs
Pour pouvoir interpre´ter les re´sultats expe´rimentaux, il est essentiel de de´terminer
l’importance de chaque coefficient mesure´. Ainsi, je conside´rerai, dans ce chapitre, qu’un
coefficient a un effet ne´gligeable sur le champ diffracte´ en sortie d’AOPDF si la variation
de phase induite est tre`s infe´rieure a` pi. A titre d’exemple, prenons le cas d’une phase ϕ1
telle que :
ϕ1(x, ω) = ϕxω(ω − ω0)(x− x0) (5.31)





ou` ∆ω et ∆x sont respectivement les largeurs a` 1/e2 de l’intensite´ spectrale des impulsions




Les valeurs des coefficients du de´veloppement de Taylor 5.30 pour lesquelles une va-
riation de phase de pi est observe´e, sont reporte´es dans le tableau 5.2. Tout coefficient
mesure´ sera donc ne´gligeable s’il est tre`s infe´rieur a` la valeur donne´e dans ce tableau.
ϕ1 (fs) 62 ϕ3x (mm
−3) 0.9 ϕ4x (mm−4) 1.2
ϕ1x (mm
−1) 1.1 ϕ2xω (fs mm−2) 15.7 ϕ3xω (fs mm−3) 16.8
ϕ2x (mm
−2) 0.8 ϕx2ω (fs2 mm−1) 859 ϕ2x2ω (fs2 mm−2) 614
ϕxω (fs mm
−1) 22 ϕ3 (fs3) 1.41E5 ϕx3ω (fs3 mm−1) 5.0E4
ϕ2 (fs
2) 2406 ϕ4 (fs
4) 1.1E7
Table 5.2 – Valeurs des coefficients du de´veloppement de Taylor de la phase a` l’ordre 4
en ω − ω0 et x− x0 pour lesquelles une variation de phase de pi est obtenue
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5.2 Caracte´risation de la compensation automatique
de la dispersion optique de l’AOPDF
Dans cette section, je pre´sente la caracte´risation de la compensation automatique de
la dispersion optique de l’AOPDF (section 3.3.2). Pour cela, la phase polynomiale φcomp
dont les coefficients d’ordre 2 a` 4 du de´veloppement de Taylor en ω0 valent respectivement
φ2 = −12999 fs2, φ3 = −7450 fs3, et φ4 = −2659 fs4, est programme´e.
(a)























































Figure 5.6 – Phase spectrale moyenne reconstruite pour une phase φcomp programme´e
avec l’AOPDF, (a) en x = x0 (courbe violette), (b) sur le support spatial de l’impulsion
incidente coupe´ a` 3% du maximum de l’enveloppe AC. En gris, figure a : ajustement
polynomial a` l’ordre 2 de cette phase, ponde´re´ par l’enveloppe AC (courbe noire).
Les phases moyennes reconstruites en x = x0 (ϕSC(x0, ω)) et sur le support spatial de
l’impulsion initiale coupe´ a` 3% du maximum de l’enveloppe AC (ϕSC(x, ω)) sont respec-

















Le retard de´termine´ par l’ajustement polynomial a` l’ordre 2 (σmpoly ∼ 14 mrad) repre´sente´
en gris figure 5.6a est τ ′AOPDF ∼ 2226.7 fs (στ ′AOPDF ∼ 7.6 fs), le coefficient d’ordre 2 :
ϕ2 ∼ −274 fs2 (σϕ2 ∼ fs2).
Pour ajuster correctement la phase ϕSC(x, ω), il est ne´cessaire d’utiliser un polynoˆme
a` l’ordre 4 en ω − ω0 et x − x0 (σmpoly2D ∼ 78.1 mrad). Afin de comparer les coefficients
de´termine´s a` partir des phases ϕSC(x0, ω) et ϕSC(x, ω), ϕSC(x0, ω) est e´galement ajuste´e
par un polynoˆme a` l’ordre 4. Les coefficients coeffsm et coeffs
2D
m ainsi obtenus sont reporte´s
dans le tableau 5.3 en meˆme temps que leurs pre´cisions interferocoeffs et 
interfero
coeffs2D et leurs











ϕ1 (fs) 2226.2 6E-4 7.8 2226.5 2.7E-3 7.7
ϕ1x (mm
−1) -0.17 0.4 9E-3 - - -
ϕ2 (fs
2) -324.6 3.5 57.3 -331.8 2.3 53.1
ϕωx(fs mm
−1) 1.95 0.5 6.7E-2 - - -
ϕ2x (mm
−2) 0.09 3.2 8.4E-3 - - -
ϕ3 (fs
3) 1034 19.5 1901 725 40.0 1740
ϕx2ω(fs
2 mm−1) -10.9 12.1 2.1 - - -
ϕ2xω (fs mm
−2) 0.86 0.5 3.0E-2 - - -
ϕ3x (mm
−3) -0.36 0.05 7E-3 - - -
ϕ4 (fs
4) 1.8E5 25.8 1.7E5 2.4E5 6.5 1.4E5
ϕ3ωx(fs
3 mm−1) -328 16.2 102 - - -
ϕ2ω2x(fs
2 mm−2) 55.2 4.1 2.2 - - -
ϕω3x(fs mm
−3) -0.7 1.1 4.4E-2 - - -
ϕ4x (mm
−4) 0.3 1.0 1.1E-2 - - -
Table 5.3 – Analyse des coefficients moyens du de´veloppement de Taylor a` l’ordre 4 de
la phase spectrale mesure´e en sortie d’interfe´rome`tre pour une phase φcomp programme´e
avec l’AOPDF
On peut conside´rer que la valeur mesure´e pour chaque coefficient n’est pertinente que
si :
coeffsm  σcoeffs (5.36)
coeffs2Dm  σ2Dcoeffs (5.37)
Suivant ce crite`re, les coefficients ϕ3, ϕ4 et ϕ3ωx mesure´s ne sont pas pris en compte dans
l’analyse suivante.
Un e´cart de 0.3 fs est obtenu entre les retards τ ′AOPDF et τ
2D
AOPDF . Les variations rms
associe´es sont de meˆme importance (a` 0.1 fs pre`s) et constituent la principale source de
fluctuations de la phase en sortie d’interfe´rome`tre, comme de´montre´ dans la section sui-
vante figure 5.7. L’e´cart de 7.2 fs2 entre ϕ2 et ϕ
2D
2 est infe´rieur a` la pre´cision de mesure
de chacun de ces coefficients (respectivement 2.3% et 3.5%).
L’angle d’inclinaison b entre les fronts d’onde de l’impulsion de re´fe´rence et de celle dif-






avec k = ω
c
. Soit b ∼ 22 µrad.
La valeur de 0.17 mm−1 de ϕ1x est cependant ne´gligeable (ϕ1x  1.1 mm−1, tableau 5.2).
Il en est de meˆme pour les valeurs des coefficients ϕ2x, ϕxω, ϕ2xω, ϕx2ω, ϕω3x et ϕ2x2ω.
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Conclusion
Ces re´sultats montrent une homoge´ne´¨ıte´ spatiale de l’AOPDF, pour une phase φcomp
programme´e, de l’ordre de 0.3 fs pour le terme de phase d’ordre 1 en ω et < 11 fs2 pour
le terme de phase d’ordre 2 en ω. La valeur de 11 fs2 correspond a` la limite impose´e par
la pre´cision de mesure (3.5% de -324.6 fs2).
Les coefficients de Taylor de´pendant uniquement de x ainsi que ceux repre´sentant un
couplage entre x et ω sont ne´glige´s, soit parce qu’ils sont tre`s infe´rieurs aux re´fe´rences
donne´es dans le tableau 5.2, soit parce que leur valeur moyenne est du meˆme ordre de
grandeur que leur variation rms.
Remarque : La de´pendance spatiale et spatio-spectrale de la phase pouvant eˆtre intro-
duite par diffe´rents e´le´ments optiques autre que l’AOPDF [12] et compte-tenu de la faible
valeur des coefficients mesure´s, il n’est pas possible de conclure sur l’origine de cette de´-
pendance.
5.2.1 Fluctuations tir a` tir
Les fluctuations rms obtenues sur la diffe´rence de phase mesure´e, en x = x0, en sortie
d’interfe´rome`tre, en pre´sence (courbes violette et bleue) et en absence d’AOPDF (courbes
noire et rouge) sont trace´es figure 5.7 avec et sans terme de retard. Comme nous ne nous
inte´ressons pas aux fluctuations du terme d’ordre 0 de la phase, celui-ci a e´te´ retire´, ce
qui explique le passage a` ze´ro de toutes les courbes en ω0.



















AOPDF avec terme de retard
AOPDF sans terme de retard
interfero avec terme de retard
interfero sans terme de retard
Figure 5.7 – Fluctuations rms sur la diffe´rence de phase mesure´e, en x = x0, en sortie
d’interfe´rome`tre, en pre´sence (courbes violette et bleue) et en absence (courbes noire et
rouge) d’AOPDF pour une phase φcomp programme´e. Courbes violette et noire : sans terme
de retard. Courbes bleue et rouge : avec terme de retard (re´sultat de´taille´ en annexes E.8
et E.9)
Une augmentation significative des fluctuations est observe´e lors de l’introduction de
l’AOPDF sur la voie de mesure. De plus, ces fluctuations correspondent majoritairement a`
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des variations du retard entre les deux voies de l’interfe´rome`tre. Ce re´sultat est corrobore´
par les variations rms du terme de retard qui vaut στinterfero = 0.17 fs (annexe E.8) en
l’absence d’AOPDF et στ ′AOPDF = 7.6 fs en pre´sence de celui-ci, soit un facteur 45 entre
ces deux valeurs. L’amplitude maximale de ces fluctuations passe de 0.03 a` 0.55 rad et
σfluct de 11.3 a` 300 mrad avec le terme de retard et 38.4 en son absence.
Remarque : Les fluctuations rms observe´es lorsque l’AOPDF est installe´ sur la voie de
mesure se traduisent par des variations de 0.1 fs (+σfluct) et 0.3 fs (-σfluct) sur la largeur
a` mi-hauteur de l’intensite´ temporelle et <0.1 fs (+σfluct) et 0.4 fs (-σfluct) sur sa largeur
rms.




















































Figure 5.8 – Fluctuations rms de la phase mesure´e pour une phase φcomp programme´e
avec l’AOPDF. (a) en conservant les fluctuations du terme de retard, (b) en les retirant.
Les figures 5.8 a et b montrent que les fluctuations mesure´es en x = x0 sont inde´pen-
dantes de la position spatiale.
Une explication de l’augmentation significative des fluctuations du terme de retard lors
de l’introduction de l’AOPDF sur la voie de mesure est propose´e en annexe E.9. On peut
lui attribuer deux origines : la gigue temporelle des signaux de synchronisation interne et
externe du dispositif et les fluctuations de pointe´ du faisceau en entre´e d’AOPDF.
5.2.2 Pre´cision de la compensation
La pre´cision de cette compensation a e´te´ caracte´rise´e en x = x0 a` l’aide de la phase
∆ϕf (x0, ω)
8 repre´sente´e figure 5.9 :
∆ϕf (x0, ω) = ϕSC(x0, ω)− ϕinterfero(x0, ω) (5.39)
8. La diffe´rence de phase mesure´e en sortie d’interfe´rome`tre vide est introduite sur la voie de mesure.
Lors de l’introduction de l’AOPDF sur le montage, la ligne a` retard de la voie de re´fe´rence a e´te´ re-re´gle´e
en prenant soin de rester du meˆme coˆte´ de la phase plate. Ceci assure la validite´ de l’expression 5.39 de
la phase ∆ϕf (x0, ω).
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ou` ϕinterfero(x0, ω) a de´ja` e´te´ de´termine´e au chapitre 4 (Fig. 4.14).






















Figure 5.9 – Ecart a` la compensation de la dispersion optique de l’AOPDF (courbe
violette). En gris : ajustement polynomial (σpoly ∼ 17.8 mrad) de cet e´cart a` l’ordre 2
ponde´re´ par l’enveloppe AC (courbe noire)
Pour une compensation parfaite de la propagation dans le cristal de TeO2, cette phase
devrait eˆtre nulle, ce qui n’est pas le cas ici. La phase re´siduelle est majoritairement qua-
dratique avec ϕ2 ∼ −411 fs2 (Fig. 5.9) de´termine´e a` ±0.4% pre`s (interferoϕ2 ). Cette phase
re´siduelle est significative par rapport a` la limite impose´e par la pre´cision de mesure
(∆ϕsimuf −∆φsimuf ) repre´sente´e figure 5.10.
L’e´cart rms a` la compensation parfaite est : σϕ ∼ 418 mrad ( σinterfero ∼ 28.8 mrad).












Figure 5.10 – Pre´cision de la mesure dans les conditions expe´rimentales (∆ϕsimuf −
∆φsimuf ).
De ce qui pre´ce`de, on peut conclure que la programmation de la phase φcomp ne permet
pas de compenser parfaitement la dispersion optique du cristal de TeO2.
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Effet sur l’intensite´ temporelle
Il est inte´ressant de caracte´riser l’effet de cet e´cart sur l’intensite´ temporelle des im-
pulsions incidentes. Pour cela, on calcule l’intensite´ temporelle (courbe noire, Fig. 5.11)
limite´e par transforme´e de Fourier associe´e au spectre mesure´ sur la voie de re´fe´rence (Fig.
4.12 a) et celle (courbe violette, Fig. 5.11) associe´e a` ce meˆme spectre et a` une phase e´gale
a` la phase re´siduelle mesure´e expe´rimentalement (Fig. 5.9). Le filtre temporel utilise´ pour
extraire la composante AC du signal d’interfe´rome´trie est reporte´ en rouge.

















Figure 5.11 – En noir : intensite´ temporelle limite´e par transforme´e de Fourier associe´e
au spectre mesure´ sur la voie de re´fe´rence (Fig. 4.12 a). En violet : intensite´ temporelle
calcule´e a` partir de ce meˆme spectre et de la phase re´siduelle mesure´e expe´rimentalement
(Fig. 5.9). En rouge : filtre temporel de´finissant la plage de de´termination physique de
l’intensite´ temporelle
L’intensite´ temporelle de l’impulsion limite´e par transforme´e de Fourier (en noir) a
une largeur a` mi-hauteur ∆t ∼ 48.0 fs et une largeur rms σt ∼ 21.6 fs (sur une feneˆtre
temporelle de largeur 1041 fs). L’e´cart repre´sente´ figure 5.9 introduit une de´viation de
0.5 fs sur la largeur a` mi-hauteur et de 1.3 fs sur la largeur rms. L’erreur intrinse`que
a` l’interfe´rome`tre se traduit par une de´viation de 0.2 fs sur la largeur a` mi-hauteur et
de 0.9 fs sur la largeur rms de l’intensite´ temporelle repre´sente´e en violet sur la figure.
Pour un certain nombre d’expe´riences, l’e´cart de dure´e pour ce type d’impulsions sera ne´-
glige´. En revanche, pour des impulsions plus larges spectralement, cet e´cart devient visible.
5.2.3 Conclusions
L’e´tude pre´ce´dente montre :
• l’homoge´ne´ite´ spatiale de la phase mesure´e pour une phase φcomp programme´e (0.3
fs sur le retard, < 11fs2 sur le terme de phase quadratique),
• l’augmentation des fluctuations tir a` tir du terme de retard qui passe de 0.17 fs a`
7.6 fs apre`s installation de l’AOPDF sur la voie de mesure,
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• l’imperfection de la compensation automatique de la dispersion optique du cristal.
Une phase re´siduelle de -411 fs2 a e´te´ mesure´e.
La phase ϕSC servira de re´fe´rence pour la caracte´risation de la ge´ne´ration des phases
quadratiques et cubiques.
5.3 Caracte´risation de la pre´cision de ge´ne´ration de
phases quadratiques
Dans cette section, je pre´sente l’e´tude expe´rimentale de la pre´cision de ge´ne´ration de
phases quadratiques avec un AOPDF. Compte-tenu de l’analyse approfondie effectue´e
pour chacune des six valeurs de phases teste´es, celle-ci n’est de´taille´e que pour une phase
programme´e de 1000 fs2. Le de´tail de l’e´tude des cinq autres cas est reporte´ en annexes
E.5.1 et E.6.1. Seuls les re´sultats principaux sont re´sume´s, dans cette section, afin d’en
faciliter la lecture.
5.3.1 Analyse d’une phase quadratique de φ2 = 1000 fs
2
Je pre´sente ici l’analyse comple`te des phases ∆ϕf (x0, ω) (Fig. 5.12a) et ∆ϕf (x, ω)
(Fig. 5.12b) reconstruites pour une phase programme´e φsh quadratique de coefficient φ2 =
1000 fs2.











































































Figure 5.12 – Phase spectrale reconstruite pour une phase programme´e quadratique de
coefficient φ2 = 1000 fs
2, (a) en x = x0, (b) sur le support spatial de l’impulsion incidente.
Figure a : en gris, ajustement polynomial a` l’ordre 2 de la phase reconstruite, en noir,
enveloppe AC reconstruite
Analyse sur les coefficients de Taylor mesure´s
Le coefficient d’ordre 2 moyen des ajustements polynomiaux (σmpoly ∼ 26.0 mrad) sur les
21 phases reconstruites en x0 (∆ϕfj(x0, ω)) est : ϕ2 ∼ 969 fs2, soit un e´cart ϕ2 ∼ 3.09%




Il est donc pertinent non seulement d’utiliser la valeur moyenne des coefficients mesure´s
pour caracte´riser la pre´cision de ge´ne´ration de la phase φsh mais aussi de ne´gliger ces
fluctuations dans le calcul de la pre´cision de la mesure de ces coefficients. Cette pre´cision
est estime´e a` interferoϕ2 ∼ 0.1%. La pre´cision de ge´ne´ration d’une phase quadratique de
1000 fs2 (φ2) est de 3.09% (tableau 5.4).
Le coefficient d’ordre 2 des ajustements polynomiaux (σmpoly2D ∼ 37 mrad) a` l’ordre
2 re´alise´s sur les 21 phases ∆ϕ2Dfj (x, ω) est ϕ
2D
2 ∼ 969 fs2, soit un e´cart 2Dϕ2 ∼ 3.1% par
rapport au coefficient φ2 = 1000 fs
2 programme´. ϕ2D2 a e´te´ de´termine´ avec une pre´cision
estime´e a` 2Dinterfero ∼ 0.16%. On en de´duit que la pre´cision de ge´ne´ration de l’AOPDF
sur le coefficient d’ordre 2 de 1000 fs2 est de 3.1% sur le support spatial de l’impulsion
incidente (tableau 5.4).
La diffe´rence entre ϕ2 et ϕ
2D
2 , infe´rieure a` 1 fs
2, atteste de l’homoge´ne´ite´ spatiale de la
ge´ne´ration du terme de phase quadratique.

















Table 5.4 – Analyse sur les coefficients d’ordre 2 mesure´s pour une valeur programme´e
φ2 = 1000 fs
2.
Le coefficient de couplage moyen mesure´ ϕxω ∼ −0.19 fs mm−1 ± 4.3% (tableau 5.5)
est ne´gligeable car tre`s infe´rieur a` 22 fs mm−1 (tableau 5.2). Il reste cependant pertinent
puisque σ2Dϕωx  ϕωx. Comme la phase ∆ϕf a e´te´ obtenue apre`s soustraction de la phase
de re´fe´rence ϕref (x, ω), on peut conclure que l’ajout d’une phase de 1000 fs
2 introduit
une de´pendance line´aire du temps de groupe avec la position spatiale de -0.19 fs mm−1.
Ce phe´nome`ne peut s’expliquer par l’effet simultane´ de la de´pendance de la direction du
vecteur d’onde diffracte´ avec la pulsation et du de´placement induit par la double-re´fraction






Table 5.5 – Analyse sur le coefficient moyen ϕxω mesure´ pour une phase programme´e
quadratique de coefficient φ2 = 1000 fs
2.
Ecart a` la phase programme´e
L’e´cart ∆ϕf − φsh a` la phase programme´e est repre´sente´ en x = x0 figure 5.13a
(courbe violette) et sur le support spatial de l’impulsion incidente figure 5.13b. La pre´cision
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∆ϕsimuf − ∆φsimuf accessible en x = x0, reporte´e en rouge sur la figure a, montre qu’une
partie de l’e´cart n’est pas limite´ par cette pre´cision de mesure. Il se caracte´rise par une
amplitude maximale de 0.12 rad en x = x0 contre 0.25 rad sur l’ensemble du de´tecteur.
Les erreurs rms associe´es sont respectivement : σϕ ∼ 30.8 ± 19.8 mrad et σ2Dϕ ∼ 33.1 ±
15.0 mrad. Ceci confirme la tre`s bonne homoge´ne´ite´ spatiale du fac¸onnage en phase re´alise´.
(a)













































Figure 5.13 – Ecart a` la phase programme´e de +1000 fs2 (a) en x = x0 (courbe violette),
(b) sur le support spatial de l’impulsion incidente. En rouge figure a : pre´cision de la
mesure dans les conditions expe´rimentales
Ecarts sur les largeurs a` mi-hauteur et rms de l’intensite´ temporelle
L’intensite´ temporelle calcule´e en utilisant le spectre de la voie de re´fe´rence (Fig. 4.12a)
et une phase quadratique de +1000 fs2 (courbe noire Fig. 5.14) a pour largeur a` mi-hauteur
∆tprog ∼ 73.0 fs et une largeur rms σtprog ∼ 32.5 fs. L’intensite´ temporelle calcule´e a` partir
de la phase spectrale mesure´e en x = x0 (Fig. 5.12a) est repre´sente´e en violet figure 5.14.
L’e´cart entre phase mesure´e et phase programme´e induit donc une variation de la largeur
temporelle a` mi-hauteur de 3.2 fs et une variation de la largeur rms de 0.5 fs.
Remarque : L’erreur sur la phase applique´e e´tant de type quadratique, elle induit dans
le domaine temporel une erreur sur la largeur a` mi-hauteur plus significative que sur la
largeur rms (section 1.3).
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Figure 5.14 – Intensite´ temporelle calcule´e a` partir du spectre mesure´ sur la voie de re´fe´-
rence (Fig.4.12 a) en noir pour une phase quadratique de 1000 fs2, en violet pour la phase
mesure´e par interfe´rome´trie spectrale (Fig.5.12 a). En rouge, filtre temporel de´finissant la
plage de de´termination physique de l’intensite´ temporelle
5.3.2 Synthe`se des re´sultats obtenus sur l’ensemble des phases
quadratiques programme´es
L’analyse des phases ∆ϕf reconstruites pour chaque phase quadratique φsh program-
me´e est de´taille´e en annexes E.5.1 et E.6.1. Seule l’e´tude des coefficients de Taylor moyens
mesure´s coeffsm et coeffs
2D
m est re´sume´e dans cette section.
Les coefficients moyens ϕ2 et ϕ
2D
2 respectivement mesure´s en x = x0 et sur le support
spatial de l’impulsion incidente sont repre´sente´s figure 5.15 en fonction de la valeur φ2 du
coefficient programme´. Cette figure montre une bonne corre´lation d’une part entre ϕ2 et
ϕ2D2 , d’autre part entre ces deux quantite´s et le coefficient φ2 programme´.




















Figure 5.15 – Coefficients de Taylor d’ordre 2 moyens respectivement mesure´s en x = x0
(ϕ2, croix bleues) et sur le support spatial de l’impulsion incidente (ϕ
2D
2 , ronds rouges)
en fonction des coefficients φ2 programme´s. Droite des coefficients programme´s en noir
177




cisions de mesure interferoϕ2 et 
interfero
ϕ22D




y sont e´galement reporte´es. Pour chaque phase programme´e, un e´cart supe´rieur
a` la limite impose´e par la pre´cision de mesure est mis en e´vidence. Cet e´cart est similaire
en x = x0 et sur l’ensemble du support spatial de l’impulsion incidente, ce qui atteste de
l’homoge´ne´ite´ spatiale de la ge´ne´ration de phases quadratiques. La pre´cision moyenne de
cette ge´ne´ration est d’environ 2.35% (moyenne sur les 2Dϕ2 ).
Un coefficient de couplage ϕωx est mis en e´vidence pour chaque φ2. Les valeurs prises
par celui-ci sont ne´gligeables ( 22 fs mm−1) et pre´sentent une de´pendance quasi-line´aire
avec le coefficient d’ordre 2 programme´. Comme dans le cas φ2 = 1000 fs
2, l’origine de ce
couplage peut eˆtre attribue´ a` l’effet simultane´ de la de´pendance de la direction du vecteur
d’onde diffracte´ avec la pulsation et de l’angle de double-re´fraction dans le cristal de TeO2.
φ2 (fs
2) -3000 -2000 -1000 1000 2000 3000
ϕ2D2 (fs
2) -2929 -1957 -981 969 1953 2934
σ2Dϕ2 (fs
2) 28.2 26.3 32.0 26.1 22.1 21.8
2Dϕ2 (%) 2.4 2.1 1.9 3.1 2.4 2.2
interferoϕ22D (%) 1.2E-3 0.16 0.40 0.16 0.05 0.24
ϕωx (fs mm
−1) 0.56 0.38 0.19 -0.19 -0.42 -0.64
σ2Dϕωx (fs mm
−1) 0.05 0.04 0.05 0.05 0.03 0.08
interferoϕωx2D (%) 2.6 2.7 7.6 4.3 3.4 2.6
ϕ2 (fs
2) -2933 -1956 -975 969 1956 2938
σϕ2 (fs
2) 23.5 25.3 26.9 23.8 19.5 22.0
ϕ2 (%) 2.22 2.20 2.51 3.09 2.21 2.05
interferoϕ2 (%) 0.15 0.27 0.27 0.10 0.14 0.19
Table 5.6 – Analyse des coefficients de Taylor moyens mesure´s pour diffe´rentes phases
quadratiques programme´es
5.3.3 Conclusion sur la pre´cision de ge´ne´ration de phases qua-
dratiques
La pre´cision de ge´ne´ration de phases quadratiques sur un support spatial ∆x ∼ 5.6 mm
a e´te´ estime´e expe´rimentalement a` 2.35%. Ceci montre que l’AOPDF est capable de
ge´ne´rer avec une tre`s grande pre´cision des phases quadratiques sur un support spatial
cinq fois plus grand que celui usuellement utilise´. Un couplage du retard avec la position
spatiale a e´galement e´te´ mis en e´vidence ainsi que sa de´pendance quasi-line´aire avec la
phase quadratique programme´e. Sa valeur reste cependant ne´gligeable.
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5.4 Phases cubiques
Comme dans la section pre´ce´dente, le de´tail de l’analyse des phases cubiques ge´ne´re´es
par l’AOPDF est reporte´ dans les annexes E.5.2 et E.6.2. Seuls les coefficients de Taylor
moyens mesure´s en x = x0 et sur le support spatial de l’impulsion incidente sont reporte´s
dans cette section figure 5.16 et tableau 5.7.
























Figure 5.16 – Coefficients de Taylor d’ordre 3 moyens respectivement mesure´s en x = x0
(ϕ3, croix bleues) et sur le support spatial de l’impulsion incidente (ϕ
2D
3 , ronds rouges)
en fonction des coefficients φ3 programme´s. Droite des coefficients programme´s en noir
φ3 (fs
3) -200100 -133400 -66700 66700 133400 200100
ϕ2D3 (fs
3) -194981 -130570 -65034 64181 131163 197390
σ2Dϕ3 (fs
3) 1450 1634 1707 1902 1517 1273
2Dϕ3 (%) 2.56 2.96 2.50 3.78 1.68 1.35
interferoϕ32D (%) 0.25 0.13 0.21 0.62 0.31 0.08
ϕ2ωx (fs
2 mm−1) 46.3 33.9 22.8 1.3 16.5 31.7
σ2Dϕ2ωx (fs
2 mm−1) 4.7 2.2 4.6 4.0 2.9 4.1
interferoϕ2ωx (%) 1.7 1.7 4.0 20.0 5.2 0.8
ϕ3(fs
3) -195218 -130412 -65157.7 64337 131280 197470
σϕ3 (fs
3) 1207 1344 1491 1725 1351 1093
ϕ3 (%) 2.44 2.24 2.31 3.54 1.59 1.31
interferoϕ3 (%) 0.3 0.5 1.7 1.5 0.3 0.4
Table 5.7 – Analyse des coefficients de Taylor moyens mesure´s pour diffe´rentes phases
cubiques programme´es
La pre´cision moyenne de ge´ne´ration de phases cubiques est ainsi estime´e a` 2.47% sur
le support spatial de l’impulsion incidente (∆x ∼ 5.6 mm). Ceci montre l’excellente ho-
moge´ne´ite´ spatiale d’une telle ge´ne´ration.
Un couplage spatio-spectral a e´galement e´te´ mis en e´vidence via le coefficient ϕ2ωx en-
traˆınant une variation non ne´gligeable de la phase. La variation de ce coefficient avec le
coefficient φ3 programme´ est quasi-line´aire. L’origine de cet effet n’a pas e´te´ e´lucide´e.
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5.5 Etude de la ge´ne´ration de doubles impulsions
Pour cette se´rie d’expe´riences, seules les impulsions issues de la voie de mesure sont
envoye´es sur le spectrome`tre. Deux re´pliques identiques se´pare´es d’un retard τprog variable
sont ge´ne´re´es dans l’AOPDF graˆce a` une mise en forme a` la fois en amplitude et en phase.
Dans le domaine spectral, sa fonction de transfert prend la forme suivante :
H(ω) = 1 + exp(iωτprog) (5.40)
Comme pour les e´tudes pre´ce´dentes, la fonction de transfert applique´e a` l’impulsion op-
tique incidente est susceptible de de´pendre de la position spatiale et sera note´e Happl(x, ω).
Le signal d’interfe´rome´trie spectrale enregistre´ au spectrome`tre devient :
S(x, ω) = |Happl(x, ω)|2|E0(x, ω)|2 (5.41)
qui peut eˆtre re´e´crit sous la forme suivante :
S(x, ω) = |E1(x, ω)|2 + |E2(x, ω)|2 + |E1(x, ω)| cos (∆ϕf (x, ω)) (5.42)
ou` |E1|2 est le spectre de la premie`re impulsion conside´re´e comme l’impulsion de re´fe´rence,
|E2|2 celui de la seconde impulsion et ∆ϕ(x, ω) la diffe´rence de phase associe´e que l’on
de´compose de la manie`re suivante :
∆ϕ(x, ω) = ωτ + ϕres(x, ω) (5.43)
ou` ϕres(x, ω) est la diffe´rence de phase hors terme de retard, avec ϕres(x, ω) = 0 dans le
cas d’une ge´ne´ration parfaite de doubles impulsions.
L’objectif est alors non seulement de caracte´riser la pre´cision du retard τ entre les
impulsions mais aussi la diffe´rence de phase re´siduelle ϕres. Pour cela, 11 se´ries de doubles
impulsions sont successivement ge´ne´re´es avec des retards τprog diffe´rents variant entre 500
fs et 3500 fs. Pour chaque se´rie, l’impulsion de re´fe´rence est diffracte´e a` la meˆme position
dans le cristal de TeO2.
La me´thodologie utilise´e pour reconstruire ces quantite´s (τ et ϕres) a` la fois en x =
x0 et sur le support spatial de l’impulsion incidente est identique a` celle mise en place
pour reconstruire les phases Φj dans la section 5.1.5. Ainsi 21 phases ∆ϕj(x, ω) sont
de´termine´es. L’analyse se fait alors a` la fois sur les coefficients de Taylor moyens coeffsm
et coeffs2Dm des ajustements polynomiaux de chacune de ces phases (a` l’ordre 2 en ω − ω0
pour ∆ϕj(x0, ω), a` l’ordre 4 en ω − ω0 et x − x0 pour ∆ϕj(x, ω)) et en terme d’e´cart






res. La pre´cision de ge´ne´ration de
doubles impulsions est alors caracte´rise´e par les grandeurs suivantes :
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– les coefficients moyens coeffsm et coeffs
2D
m ,





τprog − τ 2D
τ













Les variations rms σcoeffs (Eq.5.22) et σ
2D
coeffs (Eq.5.23) de chaque coefficient sont e´galement
calcule´es.
L’estimation de la pre´cision de mesure des coefficients et de la phase re´siduelle ϕres est
effectue´e suivant la proce´dure expose´e dans la section 5.1.6 en calculant le signal d’inter-
fe´rome´trie spectrale a` partir des spectres |E1|2 et |E2|2 mesure´s expe´rimentalement et du
retard τprog programme´.
5.5.1 Pre´cision de ge´ne´ration de doubles impulsions de´cale´es
d’un retard τprog = 2000 fs
Je pre´sente ici l’analyse comple`te des coefficients de Taylor moyens et de la phase
re´siduelle moyenne ϕmres mesure´s lors de la ge´ne´ration de doubles impulsions de´cale´es tem-
porellement d’un retard τprog = 2000 fs.
Les retards moyens de´termine´s en x = x0 (τ) et sur le support spatial ∆x de l’impul-
sion incidente (τ 2D) sont reporte´s dans le tableau 5.8 ainsi que leur pre´cision de mesure
(interferoτ , 
interfero
τ2D ) et leur variations rms (στ , σ
2D
τ ).
En x = x0, l’e´cart relatif au retard τprog = 2000 fs est de 0.52% (±0.005%) contre 0.49%
(±0.002%) sur le support ∆x. Ceci montre que la ge´ne´ration d’un terme de retard est a`
la fois homoge`ne spatialement et tre`s pre´cise.
1D x = x0 2D
τ , τ 2D (fs) 1989.7 1990.3
στ , σ
2D
τ (fs) 1.46 2.2
τ , 
2D
τ (%) 0.52 0.49
interferoτ , 
interfero
τ2D (%) 0.005 0.002
σmpoly, σpoly2D− (mrad) 28.2 55.7
Table 5.8 – Analyse des retards moyens mesure´s en x = x0 et sur le support ∆x pour
un retard programme´ τprog = 2000 fs
Remarque : Il est inte´ressant de noter que les variations rms sur le retard ne sont que
de 1.46 fs en x = x0 et 2.2 fs sur ∆x, soit, respectivement 5.2 et 3.5 fois moins que les
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variations de 7.6 fs mesure´es sur le retard entre les deux voies de l’interfe´rome`tre lorsque
l’AOPDF est installe´ sur la voie de mesure (section 5.2.1).
Le coefficient moyen ϕx est e´gal a` -0.266 mm
−1 ± 0.2%. Bien que ne´gligeable (
1.1 mm−1), cette valeur indique la pre´sence d’un petit angle d’inclinaison β entre les





ou` kdTeO2 est le module du vecteur d’onde diffracte´ dans le cristal de TeO2, kdTeO2 ∼






Table 5.9 – Analyse sur le coefficient moyen ϕx mesure´
Une phase spectrale quadratique re´siduelle ϕmres repre´sente´e figure 5.17 est e´galement
mise en e´vidence. Son amplitude est supe´rieure a` la limite impose´e par sa pre´cision de
mesure trace´e en x = x0 figure 5.17a (courbe rouge) et admet un maximum de 0.22 rad
en x = x0. Sur la majeure partie du support ∆x, cette amplitude reste infe´rieure a` 0.25
rad, soit du meˆme ordre de grandeur qu’en x = x0. Elle atteint 0.8 rad a` 3% du maximum
de l’enveloppe AC. L’e´cart rms associe´ est : σϕres ∼ 98.4 mrad± 19.8 mrad en x = x0 et
σ2Dϕres ∼ 147.8 mrad ± 13.4 mrad sur ∆x. La diffe´rence entre ces deux valeurs s’explique
par la de´viation plus importante sur les bords du support ∆x.
Analyse dans le domaine temporel
Cette phase re´siduelle induit une diffe´rence entre le profil temporel de chaque re´plique.
L’intensite´ temporelle de la premie`re re´plique est calcule´e a` partir du spectre de l’impulsion
de re´fe´rence et d’une phase plate (en noir, Fig.5.18). Elle a pour largeur a` mi-hauteur :
∆t ∼ 49.2 fs et pour largeur rms : σt ∼ 20.4 fs (T = 799 fs). L’intensite´ temporellle de la
seconde re´plique (courbe violette, Fig.5.18) est calcule´e a` partir de la mesure inde´pendante
de son spectre et de la phase re´siduelle donne´e figure 5.17 a. La largeur a` mi-hauteur de
l’impulsion limite´e par transforme´e de Fourier correspondante est de 49.8 fs, la largeur
rms de 20.8 fs. La diffe´rence entre les spectres mesure´s des deux re´pliques est a` l’origine
d’un e´cart de 0.57 fs sur la largeur a` mi-hauteur et de 0.17 fs sur la largeur rms. La phase
quadratique re´siduelle introduit une de´viation par rapport a` la limite de Fourier de 0.15
fs sur la largeur a` mi-hauteur et 0.77 fs sur la largeur rms.
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Figure 5.17 – (a) En violet : phase spectrale re´siduelle mesure´e en x = x0 pour un retard
de 2000 fs entre les deux re´pliques ge´ne´re´es par l’AOPDF. En rouge : phase re´siduelle
intrinse`que a` la pre´cision de mesure. (b) Phase spectrale re´siduelle mesure´e sur le support
spatial ∆x pour ce meˆme retard
















Figure 5.18 – Intensite´ temporelle de la premie`re re´plique en noir (phase plate), intensite´
temporelle de la seconde re´plique en violet (phase re´siduelle, Fig.5.17 a). Filtre temporel
de´finissant la plage de de´termination physique de l’intensite´ temporelle, en rouge
5.5.2 Synthe`se des re´sultats obtenus sur les onze se´ries de doubles
impulsions ge´ne´re´es
Comme dans les sections pre´ce´dentes, le de´tail de l’e´tude de la ge´ne´ration de doubles
impulsions est reporte´ dans les annexes E.5.4 et E.6.3. Seuls les coefficients de Taylor
moyens mesure´s en x = x0 et sur le support spatial de l’impulsion incidente sont donne´s
figure 5.19 et tableau 5.10.
La pre´cision moyenne de ge´ne´ration de retards est ainsi estime´e a` 0.54% sur le support
spatial ∆x de l’impulsion incidente. Le retard ge´ne´re´ pre´sente, de plus, une tre`s bonne
homoge´ne´ite´ spatiale.
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Figure 5.19 – Moyenne sur 21 tirs des retards mesure´s sur le support ∆x (ronds rouges)
et en x = x0 (croix bleues) en fonction des retards programme´s entre les deux re´pliques.






τ τ τ 
interfero
τ στ
(fs) (fs) (%) (%) (fs) (fs) (%) (%) (fs)
500 498.9 0.23 0.16 1.5 496.7 0.65 0.05 0.7
750 744.8 0.69 0.02 1.7 745.2 0.63 0.03 1.0
1000 994.0 0.60 0.02 1.4 994.3 0.57 0.001 0.9
1250 1242.0 0.64 0.05 1.3 1242.5 0.60 0.02 1.0
1500 1491.7 0.56 9E-4 1.7 1491.4 0.57 0.001 1.2
1750 1741.8 0.47 0.01 2.0 1741.3 0.50 0.004 1.5
2000 1990.3 0.49 2E-3 2.2 1989.7 0.52 0.005 1.5
2250 2237.8 0.54 4E-3 2.1 2237.8 0.54 0.001 1.3
2500 2485.7 0.57 0.01 1.3 2485.7 0.57 0 0.8
3000 2983.3 0.56 4E-4 1.6 2983.0 0.57 0.004 1.2
3500 3480 0.56 0.7 2.1 3480.4 0.56 0 1.5
Table 5.10 – Analyse des retards moyens mesure´s pour chaque valeur de retard pro-
gramme´ τprog
Pour chaque valeur de τprog, un coefficient ϕx moyen non-nul a e´te´ mesure´ dont la
valeur, la pre´cision et les variations rms sont pre´sente´es en annexe E dans le tableau E.22.
Les fronts d’onde des deux re´pliques sont donc incline´s d’un angle β entre eux. Cet angle,
tout comme ϕx, de´croˆıt avec τprog, comme le montre la figure 5.20.
5.5.3 Interpre´tation
Du fait de la de´viation du faisceau diffracte´ par rapport au faisceau incident, la mesure
d’interfe´rome´trie spectrale re´alise´e ici est, en fait, une mesure d’interfe´rome´trie spectrale
a` de´calage spatial. Ainsi en notant ϕ1 la phase de la premie`re impulsion et ϕ2 celle de la
seconde impulsion, la diffe´rence de phase reconstruite par interfe´rome´trie spectrale est :
ϕres(x, ω) = ϕ1(x, ω)− ϕ2(x+ δx, ω)
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Figure 5.20 – Variation de l’angle d’inclinaison entre les fronts d’onde des deux re´pliques
en fonction du retard
Pour une le´ge`re divergence du faisceau optique incident, les fronts d’onde des deux impul-
sions sont paraboliques suivant x. Du fait du de´calage spatial δx et de cette divergence, la
phase ϕres mesure´e pre´sente une de´pendance line´aire en x ie ϕres ∝ ϕ1xx. De plus, comme
δx de´pend line´airement du retard τprog entre les deux impulsions, le coefficient ϕ1x de´pend
lui aussi line´airement de τprog.
5.6 Interpre´tation des e´carts observe´s expe´rimenta-
lement
L’e´tude de la compensation automatique de la dispersion optique dans le TeO2 a mis
en e´vidence la pre´sence d’une phase re´siduelle de l’ordre de -411 fs2. De meˆme, la pre´cision
sur la ge´ne´ration de phases polynomiales d’ordre 1 a` 4 a e´te´ respectivement estime´e, en
moyenne, a` 0.52, 2.35, 2.47 et 4.3% 9 sur les coefficients de Taylor d’ordre supe´rieur. Dans
cette section, je recherche l’origine de ces e´carts syste´matiques a` la phase programme´e.
Les sources d’erreurs envisage´es ici sont donc de type syste´matique. Parmi ces sources
sont envisage´es : une erreur de calibration de l’AOPDF, une erreur sur la longueur L du
cristal, une erreur sur le calcul de la bire´fringence du TeO2 (formules de Sellmeier).
5.6.1 Erreur de calibration de l’AOPDF
La calibration en longueurs d’onde de l’AOPDF a e´te´ ve´rifie´e soigneusement en in-
troduisant un trou centre´ sur λt = 793 nm, de largeur δλt = 0.5 nm sur l’amplitude
spectrale de l’impulsion incidente (section 3.2.4). Cependant, lors de cette ve´rification, le
spectrome`tre e´tait calibre´ par rapport aux longueurs d’onde prises dans l’air. Comme les
longueurs d’onde sont conside´re´es par de´faut dans le vide pour le calcul de l’impulsion
9. L’e´tude de la pre´cision de ge´ne´ration de phases polynomiales d’ordre 4 est pre´sente´e en annexe
E.5.3.
185
e´lectrique (section 3.2.3), ceci conduit a` un de´faut de calibration de l’AOPDF. Plus pre´-
cise´ment, cela signifie que les expe´riences ont e´te´ faites avec un faisceau optique incident
incline´ d’un angle δθ par rapport a` la normale a` la face d’entre´e du cristal, entraˆınant
une erreur de 0.2 nm sur la calibration des longueurs d’onde (section 3.2.4), comme le
montrent les figures 5.21 a et b en x = x0 et la figure 5.22 sur le support spatial ∆x
de l’impulsion incidente. Cette dernie`re figure montre, en revanche, que la calibration est
homoge`ne sur ∆x.
(a)














































Figure 5.21 – Ve´rification de la calibration de l’AOPDF. (a) Spectre mesure´ apre`s in-
troduction d’un trou (centre´ a` λ0 = 793 nm, largeur ∆λh = 0.5 nm dans l’amplitude
spectrale).(b) Agrandissement de la partie du spectre (a) contenant le trou. Ce dernier est




























2.478 2.415 2.355 2.297
Figure 5.22 – Calibration de l’AOPDF en longueurs d’onde
Dans le chapitre 3, j’ai montre´ qu’une inclinaison d’un angle δθ petit du faisceau
optique incident est a` l’origine d’une homothe´tie de rapport εθ0 entre les pulsations dif-
fracte´es (ω′i)i et celles, (ωi)i, prises en compte dans le calcul de l’impulsion e´lectrique (Eq.
3.46 , section 3.2.4).
∀i ∈ [0, NAOPDF − 1], ω′i = εθ0ωi (5.45)
ou` εθ0 ∼ 0.9997 (λ′i − λi = 0.2 nm a` 793 nm) et NAOPDF est le nombre de points pro-
gramme´s dans l’AOPDF.
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Il est donc possible de calculer l’effet de cette erreur de calibration sur la compensation
de la dispersion optique dans le TeO2 et sur la ge´ne´ration de phases polynomiales d’ordre
1 a` 4.
Effet sur la compensation de la dispersion optique de l’AOPDF
La compensation de la phase spectrale introduite lors de la propagation dans le cristal
est calcule´e pour une longueur d’onde particulie`re λ0 = 793 nm. Cette compensation
est donc incorrecte du fait de l’erreur de calibration. La phase spectrale re´siduelle alors
mesure´e est pre´sente´e figure 5.23.




















Figure 5.23 – Ecart a` la compensation de la dispersion optique de l’AOPDF lie´e a` une
erreur de calibration δλ = 0.2 nm de ce dernier
Elle correspond a` un e´cart rms sur la phase σϕ ∼ 3.2 10−2 mrad, ce qui est totalement
ne´gligeable. Un ajustement polynomial a` l’ordre 4 nous permet de de´terminer les coeffi-
cients de Taylor associe´s : ϕ(2) ∼ −18fs2,ϕ(3) ∼ −19fs3 et ϕ(4) ∼ 23fs4.
L’e´cart a` la compensation mesure´ expe´rimentalement ne peut donc pas s’expliquer par
l’erreur de calibration de 0.2 nm.
Effet sur une phase spectrale polynomiale d’ordre m




(ω − ω0)m (5.46)
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(ω′ − εθ0ω0)m (5.47)










Le coefficient de Taylor d’ordre m mesure´, note´ ϕ(m), est donc diffe´rent de celui programme´
(φ(m)) et des termes de phase d’ordre infe´rieur sont introduits.








et vaut 0.03% pour m = 1, 0.05% pour m = 2, 0.076% pour m = 3 et 0.1% pour m = 4.
Ces erreurs sont de l’ordre de la pre´cision des mesures d’interfe´rome´trie spectrale
pre´sente´e dans ce chapitre et sont ne´gligeables par rapport aux e´carts mesure´s expe´ri-
mentalement sur les coefficients d’ordre 1 a` 4 programme´e dans l’AOPDF. L’erreur de
calibration en longueurs d’onde du dispositif ne permet donc pas d’expliquer ces e´carts.
5.6.2 Pre´cision sur la longueur du cristal de TeO2
Effet sur la compensation automatique de la dispersion
Le retard de groupe introduit lors de la propagation dans le cristal de TeO2 (Eq. 3.6,
chapitre 3) de´pend de la longueur L du cristal. Les coefficients de Taylor d’ordre 2 a`
4 utilise´s pour compenser la dispersion optique ont e´te´ calcule´s pour L = 25 mm. Une
erreur ∆L sur cette longueur sera donc a` l’origine d’une phase spectrale re´siduelle en





ou` j’ai ne´glige´ le fait que la compensation ne soit calcule´e que sur les ordres 2 a` 4 de la
phase (annexe E.10).
La figure 5.24 pre´sente la phase re´siduelle obtenue pour une erreur ∆L = 0.79 mm. L’e´cart
rms correspondant est : σϕ ∼ 418 mrad, e´gal a` l’e´cart obtenu expe´rimentalement (section
5.2). Un ajustement a` l’ordre 4 de la phase re´siduelle donne les coefficients de Taylor
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Figure 5.24 – Phase re´siduelle obtenue pour une longueur re´elle du cristal de 24.21 mm,
soit ∆L = 0.79 mm. La plage des pulsations correspond a` celle contenue dans les 3% du
maximum de l’enveloppe AC pre´sente´e dans les mesures expe´rimentales (Fig. 5.9)
d’ordre 2, 3 et 4 suivants : ϕ(2) ∼ −411fs2, ϕ(3) ∼ −234fs3 et ϕ(4) ∼ −46fs4. On re-
trouve la` encore la phase quadratique re´siduelle mesure´e expe´rimentalement.
Effet sur une variation de phase
Contrairement a` l’e´cart observe´ sur la compensation de la dispersion optique, l’e´cart
sur les phases polynomiales mesure´ expe´rimentalement ne peut pas s’expliquer par une
erreur sur la longueur du cristal. En effet, ce sont des mesures relatives a` φcomp.
Soit τg1 le retard de groupe introduit pour une phase φcomp programme´e par l’AOPDF et















Entre les deux configurations, seule la position ou` la pulsation ω est diffracte´e change, ce
qui est inde´pendant de la longueur du cristal comme le montre l’expression de la diffe´rence
∆τg entre les retards de groupe τg1 et τg2 .




La longueur du cristal n’a donc aucun effet sur la pre´cision des phases polynomiales
ge´ne´re´es dans la partie expe´rimentale. En revanche, n’oublions pas que cette longueur est
directement relie´e a` la capacite´ de fac¸onnage ∆τmax (Eq. 3.7). Le retard de groupe associe´
a` chacune des phases spectrales applique´es expe´rimentalement doit donc eˆtre contenu dans
une feneˆtre [0,∆τmax], ce qui est largement le cas ici.
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5.6.3 Pre´cision sur la bire´fringence du TeO2
Les pulsations optiques diffracte´es dans l’AOPDF sont relie´es aux pulsations acous-
tiques par l’e´quation 3.34 reporte´e ci-dessous :
ωac = A(θa, θ0)∆n(ω)ω (5.54)
ou` ∆n est la bire´fringence du TeO2.
Supposons, dans un premier temps, que l’alignement de l’impulsion optique est parfait
dans le cristal. Comme mentionne´ dans la section 3.3.1, la me´connaissance de la bire´-
fringence du cristal entraˆıne un e´cart syste´matique entre pulsations optiques diffracte´e et
calcule´e et donc un e´cart syste´matique entre la phase que l’on souhaite appliquer et celle
qui est re´ellement applique´e.
La bire´fringence ∆n est calcule´e pour chaque pulsation en utilisant les formules de
Sellmeier des indices optiques ordinaire no et extraordinaire ne0 .
n2o(λ) = 1 +
B1λ
2
λ2 − C1 +
B2λ
2
λ2 − C2 +
B3λ
2
λ2 − C3 (5.55)
n2e0(λ) = 1 +
D1λ
2
λ2 − E1 +
D2λ
2
λ2 − E2 +
D3λ
2
λ2 − E3 (5.56)
Suivant la re´fe´rence conside´re´e dans la litte´rature ([66], [67], [68]), les valeurs des coeffi-
cients Bn, Cn, Dn et En (n = 1, 2, 3) diffe`rent. Pour visualiser l’influence de ces diffe´rences
sur la bire´fringence calcule´e, j’ai trace´ figure 5.25 le rapport entre les valeurs de ∆n cal-
cule´es pour quatre jeux de coefficients et celles, ∆nAOPDF , utilise´es pour l’ensemble des
expe´riences de ce chapitre. L’e´cart maximal obtenu est de 8/1000 sur la bire´fringence. De


















Figure 5.25 – Rapport entre les valeurs de bire´fringence ∆n extraites de la litte´rature
et celles utilise´es pour les expe´riences (∆nAOPDF ) en fonction de la pulsation. De haut
en bas, en violet fonce´ : re´fe´rence [68], en noir, re´fe´rence [66], en pourpre, re´fe´rences
[68]+[67] et en rouge, re´fe´rences [66]+[67]
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plus, les variations de ∆n/∆nAOPDF avec la pulsation pre´sentent une de´pendance line´aire
avec celle-ci. On peut alors e´crire la bire´fringence re´elle du mate´riau, note´e ∆ntheo, en
fonction de ∆nAOPDF sous la forme suivante :
∆ntheo(ω) = ∆nAOPDF (ω)(1 + ε0 + ε1(ω − ω0)) (5.57)
ou` ω0 est la pulsation centrale de l’impulsion incidente.
5.6.4 Erreur introduite sur la phase spectrale
Conside´rons une phase polynomiale φ d’ordre m que l’on souhaite appliquer a` l’impul-




(ω − ω0)m (5.58)
Avant calibration de l’AOPDF en longueurs d’onde (section 3.2.4), les pulsations optiques




ωac = ∆nAOPDF (ω)A(θa, θ0)ω (5.60)
En pratique, l’e´tape de calibration fait co¨ıncider ω′ et ω pour une pulsation programme´e ω0
par une rotation du cristal d’un angle δθn dans le plan de diffraction. Pour cette pulsation,
on a :
∆ntheo(ω0)ω0A(θa, θ0 + noδθn) = ∆nAOPDF (ω0)ω0A(θa, θ0) (5.61)
soit en utilisant l’expression 5.57 :
(1 + ε0)A(θa, θ0 + noδθn) = A(θ0) (5.62)
Le syste`me 5.59 devient alors :
ωac = ∆ntheo(ω
′)A(θa, θ0 + noδθn)ω′ (5.63)
ωac = ∆nAOPDF (ω)A(θa, θ0)ω (5.64)
soit :
∆ntheo(ω
′)A(θa, θ0 + noδθn)ω′ = ∆nAOPDF (ω)A(θa, θ0)ω (5.65)
En utilisant les expressions 5.57 et 5.62 et en supposant ∆nAOPDF (ω






















(ω′ − ω0) (5.67)
La phase spectrale ϕ applique´e pour une phase φ programme´e est donc :









(ω′ − ω0)− ω0
]m
(5.69)



















5.6.5 Comparaison avec les e´carts obtenus expe´rimentalement
Les pre´cisions moyennes de ge´ne´ration de phases polynomiales d’ordre 1 a` 4, dont la
mesure par interfe´rome´trie spectrale a e´te´ pre´sente´e dans ce chapitre, sont rappele´es dans
le tableau 5.11.
Erreur sur la bire´fringence
Conside´rons dans un premier temps l’erreur expe´rimentale moyenne τ ∼ 0.52% sur le
terme de retard. D’apre`s la section pre´ce´dente, un tel e´cart pourrait s’expliquer par une
erreur sur la bire´fringence du TeO2 de la forme :
∆ntheo(ω) = ∆n(ω) (1 + ε1(ω − ω0)) (5.72)
ou` le coefficient ε0 de l’expression 5.57 est suppose´ ne´gligeable devant 1 et ε1 est relie´ a`





∼ −2.19 10−3 rad−1 fs (5.74)
Pour savoir si ce type d’erreur est compatible avec les diffe´rentes valeurs de bire´fringence
∆n trouve´es dans la litte´rature (Fig.5.25), j’ai trace´, dans chaque cas, avec le meˆme code
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de couleur, le rapport ∆n/∆nAOPDF remis a` ze´ro en ω0 ∼ 2.37 rad fs−1 (λ0 = 795 nm)
(Fig. 5.26). L’erreur sur la bire´fringence correspondant a` un e´cart sur le retard de 0.52% :
∆n/∆nAOPDF = 1 + ε1(ω − ω0) avec ε1 ∼ −2.19 10−3 rad−1 fs est pre´sente´e, sur cette
meˆme figure, apre`s remise a` ze´ro en ω0.
Cette erreur est infe´rieure aux de´viations observe´es dans la litte´rature. Il est donc vrai-































Figure 5.26 – Rapport ∆n/∆nAOPDF de la figure 5.25 remis a` 0 en ω0 ∼ 2.37 rad fs−1
(λ0 = 795 nm). En violet fonce´ : re´fe´rence [68], en noir, re´fe´rence [66], en pourpre,
re´fe´rences [68]+[67] et en rouge, re´fe´rences [66]+[67]. En tiret bleu turquoise : Erreur sur
le ∆n conduisant a` un e´cart sur le retard ge´ne´re´ de τ = 0.52%
semblable que l’e´cart de 0.52% sur le terme de retard mesure´ expe´rimentalement soit duˆ
a` une erreur sur les formules de Sellmeier utilise´es pour le calcul de l’impulsion e´lectrique.
Analyse sur les diffe´rents ordres des phases spectrales
En supposant l’e´cart expe´rimental τ ∼ 0.52% sur le terme de retard uniquement lie´
a` une erreur sur les formules de Sellmeier, il est possible d’estimer celui, ϕm , induit sur
les ordres supe´rieurs (m = 2, 3 et 4) de la phase en utilisant l’expression 5.71.
ϕm ∼ [1 + τ ]m − 1 (5.75)
Les applications nume´riques sont reporte´es dans le tableau 5.11.
On observe un facteur de l’ordre de 2 entre les e´carts expe´rimentaux et ceux calcule´s
a` partir de l’erreur sur la bire´fringence. Cette erreur explique donc uniquement en partie
les e´carts observe´s expe´rimentalement. Cependant, dans le mode`le utilise´, j’ai suppose´
ε0  1, ce qui revient a` conside´rer l’erreur de calibration en longueurs d’onde induite
par l’erreur sur la bire´fringence ne´gligeable. De plus, la compensation de cette erreur de
calibration par une rotation du cristal d’un angle noδθn dans son plan de diffraction a,
en pratique, d’autres conse´quences qui n’ont pas e´te´ prises en compte dans cette section
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exp pre´cision Sellmeier







Table 5.11 – Ecarts expe´rimentaux moyens sur la ge´ne´ration de phases polyno-
miales d’ordre 1 a` 4. Ecarts correspondant a` une erreur sur la bire´fringence : ∆n =
∆nAOPDF (1 + ε1(ω − ω0)) avec ε1 ∼ −2.19 10−3 rad−1 fs
(modification de l’incidence a` l’interface air-verre, de la projection du vecteur d’onde
optique sur l’acoustique, de la longueur d’interaction, ....). D’autre part, il ne faut pas
oublier que ces e´carts expe´rimentaux ont e´te´ mesure´s avec une pre´cision moyenne de
respectivement 0.09%, 0.17%, 0.27% et 0.87% sur les termes d’ordre 1 a` 4 de la phase
et que seuls 21 enregistrements ont e´te´ re´alise´s pour limiter l’effet des fluctuations sur la
mesure. Pour toutes ces raisons, je pense que l’erreur sur la bire´fringence est la source
pre´ponde´rante des e´carts obtenus expe´rimentalement.
Conclusion sur l’interpre´tation des e´carts mesure´s expe´rimenta-
lement
• L’erreur de calibration de l’AOPDF en longueurs d’onde (δλ = 0.2 nm a` 793 nm) a
un effet ne´gligeable sur la pre´cision de ge´ne´ration de phases polynomiales d’ordre 1
a` 4 et sur la compensation automatique de la dispersion optique du dispositif.
• L’erreur a` la compensation obtenue expe´rimentalement s’explique principalement
par une erreur de ∆L ∼ 0.79 mm sur la longueur du cristal. L’effet d’une erreur sur
la bire´fringence du cristal n’a cependant pas e´te´ pris en compte, dans ce cas.
• Les e´carts expe´rimentaux observe´s sur la ge´ne´ration de phases polynomiales d’ordre
1 a` 4 s’expliquent principalement par une erreur sur la bire´fringence utilise´e pour le
calcul de l’impulsion e´lectrique.
5.7 Interfe´rome´trie spectrale re´solue spatialement pour
la caracte´risation de phases complexes
Nous nous inte´ressons a` la caracte´risation de phases plus complexes de type sinuso¨ıdale
et saut de phase. Le support temporel associe´ a` ces phases est tre`s e´tendu (chapitre 1,
section 1.3). La pre´cision de leur caracte´risation par interfe´rome´trie spectrale est alors
limite´e par deux facteurs :
– le feneˆtrage de Nyquist lie´ a` la discre´tisation du signal mesure´ par le de´tecteur,
– la re´ponse non-plate du spectrome`tre.
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La largeur TNy de la feneˆtre de Nyquist impose que le support temporel de la composante
AC soit infe´rieur a`
TNy
2
10. La re´ponse non-plate du spectrome`tre modifie la composante
AC mesure´e et induit ainsi une erreur sur la phase reconstruite (chapitre 4, section 4.6.2).
De plus cette re´ponse prenant des valeurs non-nulles en dehors de la feneˆtre de Nyquist, le
signal mesure´ est parasite´ par le signal pre´sent en dehors de la feneˆtre et replie´ a` l’inte´rieur
de celle-ci.
Une me´thode de caracte´risation qui permet de s’affranchir de ces proble`mes est l’inter-
fe´rome´trie spectrale re´solue spatialement (SSI) inspire´e de la me´thode des crochets (Haken
Methode, [69]) et largement utilise´e par Y. Silberberg pour la caracte´risation d’impulsions
courtes [70]. Son principe est actuellement utilise´ pour la caracte´risation spatio-temporelle
d’impulsions courtes [71][72]. La technique SSI consiste a` encoder spatialement l’informa-
tion recherche´e sur la phase par interfe´rome´trie spatiale entre l’impulsion de re´fe´rence et
l’impulsion a` caracte´riser en introduisant un angle 2θ entre les deux voies de l’interfe´ro-











Figure 5.27 – Sche´ma de principe de l’interfe´rome´trie spectrale re´solue spatialement
(SSI)
Le signal S(x, ω) enregistre´ au spectrome`tre prend la forme :
S(x, ω) = |E0(x, ω) exp(i~k0 · ~r) + E0(x, ω) exp(i~k · ~r)|2
= |E0(x, ω) exp(i~k0 · ~r) + E0(x, ω) exp(i~k · ~r)|2
= |E0(x, ω)|2 + |E(x, ω)|2 + 2|E0(x, ω)||E(x, ω)| cos
(





ou` z est la direction de propagation, ~k0 et ~k les vecteurs d’onde respectifs des impulsions
de la voie de re´fe´rence et de celle de mesure pris en aval de la se´paratrice S3.
Un exemple d’interfe´rogramme enregistre´ pour deux impulsions gaussiennes centre´es a`
800 nm, de largeur a` mi-hauteur 20 nm et de diffe´rence de phase plate est pre´sente´ figure
10. Il est en effet possible de s’affranchir de la composante DC par soustraction de la transforme´e de
Fourier des spectres |E|2 et |E0|2 de chaque impulsion mesure´s inde´pendamment.
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5.28 pour un angle θ ∼ 0.45 mrad entre les deux faisceaux. Le principe du traitement
nume´rique utilise´ pour reconstruire la diffe´rence de phase ϕ0(x, ω)− ϕ(x, ω) est similaire
a` celui effectue´ en interfe´rome´trie spectrale classique (section 4.3.1) :
– la transforme´e de Fourier 2D du spectre cannele´ initial,
– le filtrage de la composante AC situe´e en kx0 (rectangle jaune sur le figure 5.28 b),
– la transforme´e de Fourier 2D inverse pour revenir dans le domaine spatio-spectral
et remonter a` la diffe´rence de phase.
Remarque : Il est ici suffisant d’effectuer une transforme´e de Fourier par rapport a` x. La
































































































































































Figure 5.28 – Etapes du traitement nume´rique de l’interfe´rogramme. a) Interfe´rogramme
de de´part, b) Filtrage de la composante AC dans le domaine de Fourier. Rectangle jaune :
largeurs a` mi-hauteur du filtre supergaussien utilise´. c) Phase spectrale reconstruite :
ϕ0(x, ω)− ϕ(x, ω) + 2ωc sin θ
Pour de´terminer la diffe´rence de phase ϕ0−ϕ sur l’ensemble de la CCD, le proble`me se
pose de l’e´limination du terme re´siduel : 2ω
c
sin θ. Nous avons choisi ici de retirer le terme
de retard moyen par un re´glage de la ligne a` retard. L’ensemble des phases applique´es est
alors caracte´rise´ par rapport a` une phase de re´fe´rence qui correspond a` la diffe´rence de
phase mesure´e pour une phase φcomp programme´e. La contribution du terme re´siduel a` la
phase reconstruite est ainsi ne´gligeable.
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5.7.1 Caracte´risation de phases sinuso¨ıdales
Plusieurs valeurs de phases sinuso¨ıdales ont e´te´ caracte´rise´es. Seul l’exemple de la
phase ϕsinus est pre´sente´ ici :
ϕsinus(ω) = a sin [(ω − ωs0)τs + ψ] + b sin [(ω − ωs0)τs1 ] (5.77)
ou` a = 2, b = 1, ωs0 =
2pic
λs0
avec λs0 = 793 nm, τs = 100 fs, τs1 = 300 fs et ψ = 0.
Sur l’interfe´rogramme mesure´ (Fig. 5.29a), la forme des franges prend l’allure de la
phase sinuso¨ıdale programme´e. La phase reconstruite apre`s soustraction de la phase de
re´fe´rence est une double sinuso¨ıde (Fig. 5.29b) en bon accord avec la phase programme´e
comme le montre une coupe suivant x = 3.618 mm des phases mesure´es et programme´es
(courbes respectivement noire et bleue, Fig. 5.30a). L’e´cart entre ces courbes se manifeste
principalement par un de´calage constant en longueur d’onde lie´ a` l’erreur de calibration
de l’AOPDF de 0.2 nm (section 5.6). Une fois cette erreur corrige´e, on observe une su-
perposition de ces deux courbes sur une grande plage de pulsations (Fig. 5.30b). Sur les
extre´mite´s de la plage de pulsations repre´sente´es, le faible e´cart observe´ est compatible
avec l’impre´cision sur la bire´fringence calcule´e du TeO2, mise en e´vidence dans la section
5.6.





















































Figure 5.29 – a) Interfe´rogramme mesure´ pour une phase ϕsinu programme´e avec
l’AOPDF. b) Phase spectrale reconstruite apre`s soustraction de la phase de re´fe´rence
5.7.2 Caracte´risation de sauts de phase
L’expression d’un saut de phase en fonction de la longueur d’onde a e´te´ de´finie dans le
chapitre 1 (Eq. 1.82). Plusieurs sauts de phases diffe´rents programme´s avec l’AOPDF ont
e´te´ mesure´s. Nous pre´sentons ici un exemple particulier pour lequel la phase introduite
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Figure 5.30 – En bleu, phase programme´e. En noir, phase spectrale reconstruite a` la
position x = 3.618 mm (a) sans prendre en compte l’erreur de calibration δλ = 0.2 nm,
(b) en la prenant en compte.
est :















avec A = 20, n = 40, λc0 = 788 nm, λc1 = 798 nm et λmin = 700 nm.
L’interfe´rogramme mesure´ pour cette phase programme´ est pre´sente´ figure 5.31 a. Les
deux sauts de phase programme´s se retrouve sur la phase reconstruite apre`s soustraction
de la phase de re´fe´rence (Fig. 5.31 b). Ceci est confirme´ par la coupe suivant x = 3.618 mm
des phases mesure´e et programme´e (courbes respectivement noire et bleue, Fig. 5.32a).
Comme pour la phase sinuso¨ıdale, l’e´cart entre les courbes est principalement lie´ a` l’erreur
de calibration en longueurs d’onde de l’AOPDF, comme le montre la figure 5.32 b.





















































Figure 5.31 – a) Interfe´rogramme mesure´ pour une phase ϕsaut programme´e avec
l’AOPDF. b) Phase spectrale reconstruite apre`s soustraction de la phase de re´fe´rence
198
a)

































Figure 5.32 – En bleu, phase spectrale programme´e. En noir : phase spectrale reconstruite
a` la position x = 3.618 mm a) sans prendre en compte l’erreur de calibration en longueur
d’onde de l’AOPDF, (b) en la prenant en compte
Conclusion et perspectives
Dans ce chapitre, j’ai mis en evidence, graˆce a` une e´tude approfondie et syste´matique,
la capacite´ de l’AOPDF a` ge´ne´rer des phases polynomiales d’ordre 1 a` 4 avec une tre`s
grande pre´cision. La pre´cision sur les coefficients de Taylor d’ordre 1 a` 4 a e´te´ respecti-
vement e´value´e a` 0.52%, 2.35%, 2.47% et 4.3%. L’homoge´ne´ite´ spatiale de la ge´ne´ration
de ces phases a e´galement e´te´ mise en e´vidence sur un support ∆x ∼ 5.6 mm correspon-
dant au quintuple de la taille du faisceau habituellement utilise´e en entre´e de dispositif.
Les e´carts observe´s expe´rimentalement sur les coefficients de Taylor sont principalement
lie´s a` une erreur sur les valeurs de bire´fringence du mate´riau utilise´es pour le calcul de
l’impulsion e´lectrique dans l’AOPDF.
La compensation automatique de la dispersion optique du cristal a e´te´ caracte´rise´e.
Une phase re´siduelle quadratique de l’ordre de ϕ2 ∼ −411 fs2 a e´te´ mesure´e expe´rimen-
talement. Cet e´cart a` la compensation peut s’expliquer par une erreur de ∆L = 0.79 mm
sur la longueur du cristal.
La technique d’interfe´rome´trie spectrale re´solue spatialement a e´te´ utilise´e pour mon-
trer la capacite´ de l’AOPDF a` ge´ne´rer des phases complexes comme des phases sinuso¨ıdales








Introduction ge´ne´rale sur la
caracte´risation temporelle
d’impulsions courtes
La caracte´risation temporelle des impulsions courtes est rendue complexe par leur brie`-
vete´. En effet, un phe´nome`ne temporel est le plus souvent caracte´rise´ a` l’aide d’un autre
phe´nome`ne de dure´e infe´rieure. Le profil temporel d’impulsion optique de dure´e de l’ordre
de quelques microsecondes peut, par exemple, eˆtre mesure´ avec une photodiode rapide
(nanoseconde) et un oscilloscope. Malheureusement, les syste`mes e´lectroniques et opto-
e´lectroniques ont des temps de re´ponse qui sont typiquement limite´s a` quelques dizaines
de picosecondes. Pour caracte´riser des impulsions bre`ves de dure´e infe´rieure a` la picose-
conde, il n’existe quasiment pas d’autre alternative 11 que de recourir a` des impulsions
optiques auxiliaires, encore plus bre`ves. La caracte´risation se fait alors, par e´chantillon-
nage (corre´lation croise´e par exemple) ou par comparaison (interfe´rome´trie spectrale par
exemple). Au sein de la vaste zoologie forme´e par les dizaines de techniques propose´es au fil
des ans, les mesures dites autore´fe´rence´es occupent une place particulie`re. Ces me´thodes
se distinguent, en effet, en ceci que l’impulsion a` mesurer est sa propre impulsion auxiliaire.
Dans cette partie, trois techniques de mesure autore´fe´rence´es sont e´tudie´es : une tech-
nique de re´fe´rence base´e sur l’interfe´rome´trie spectrale a` de´calage (Spectral Phase In-
terferometry for Direct Electric-field Reconstruction ou SPIDER [4], chapitre 7) et deux
nouvelles techniques de mesure : la ”Local Spectral Compression” ou LSC (chapitre 6)
et la ”Self-Referenced Spectral Interferometry” ou SRSI (chapitre 8). Le de´veloppement
de ces deux nouvelles me´thodes a e´te´ motive´ par un besoin croissant de techniques de
mesures simples, quantitatives et non ambigu¨es permettant de de´terminer la phase (et
pour la technique SRSI, l’amplitude) spectrale d’impulsions de dure´es typiques variant
entre 10 fs et 100 fs. Je me suis inte´resse´e ici a` deux aspects particuliers : le caracte`re
quantitatif de ces mesures et leur application a` la compression d’impulsions.
11. Il est possible d’atteindre des temps de re´ponses de 200 fs en monocoup a` l’aide d’une came´ra a`





En l’absence d’impulsion de re´fe´rence, la caracte´risation d’impulsions femtosecondes
ne´cessite la pre´sence de trois e´le´ments : un filtre line´aire stationnaire, un filtre non-
stationnaire et un de´tecteur inte´grateur [73]. Le filtre line´aire stationnaire peut eˆtre re´alise´
par un dispositif de fac¸onnage d’impulsions comme un AOPDF [74]. Actuellement, ces dis-
positifs sont installe´s avant amplification sur un certain nombre de chaˆınes laser CPA. Il
est alors tre`s pratique d’utiliser un tel outil non seulement pour controˆler la phase spec-
trale des impulsions amplifie´es mais aussi pour la caracte´riser. C’est ce que permet la
me´thode dite de ”Local Spectral Compression” (LSC), mise en oeuvre 1 et commercia-
lise´e par la socie´te´ Fastlite [75]. Elle consiste a` reconstruire la phase spectrale a` partir
du spectre de seconde harmonique des impulsions amplifie´es pour diffe´rentes valeurs de
phases quadratiques ajoute´es. Le cristal doubleur et le spectrome`tre sont installe´s en sor-
tie d’amplificateur et les diffe´rentes valeurs de phases quadratiques sont introduites par
l’AOPF situe´ en amont de l’amplificateur. Cette me´thode ne´cessite la ge´ne´ration de phases
quadratiques avec une grande pre´cision, ce qui est le cas de l’AOPDF. En effet, j’ai de´-
montre´, dans le chapitre 5, que cette pre´cision est en moyenne de 2.35%.
D’autres me´thodes de caracte´risation de la phase spectrale d’impulsions courtes a`
partir de leur spectre de seconde harmonique existent. C’est le cas, par exemple, de la
me´thode MIIPS, propose´e par l’e´quipe de M. Dantus sous deux versions diffe´rentes. Dans
la premie`re, la phase spectrale est reconstruite de manie`re ite´rative a` partir du spectre de
seconde harmonique des impulsions amplifie´es apre`s ajout de diffe´rentes phases sinuso¨ı-
dales [76][77]. Dans la seconde, la reconstruction repose sur la de´termination du maximum
du signal de seconde harmonique pour diffe´rentes valeurs de phases quadratiques ajoute´es
[78]. Cette dernie`re approche diffe`re de la technique pre´sente´e dans ce chapitre par le
traitement effectue´ pour remonter a` la phase spectrale des impulsions amplifie´es.
Une premie`re partie de ce chapitre est consacre´e a` la the´orie de la me´thode LSC. Dans
une seconde partie, je m’inte´resse a` sa caracte´risation expe´rimentale sur des impulsions
1. bien que non publie´e
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de dure´e de l’ordre de 50 fs, en sortie de la ligne d’expe´rience n◦1 de la chaine LUCA
(tableau 2.2, chapitre 2). L’optimisation de la compression des impulsions a, dans un
premier temps, e´te´ re´alise´e graˆce a` un bouclage entre le dispositif de LSC et l’AOPDF
situe´ en amont de l’amplificateur. Dans un second temps, l’aspect quantitatif de la mesure,
par cette me´thode, de phases polynomiales d’ordre 2 a` 4 a e´te´ e´tudie´.
6.1 The´orie
Nous cherchons a` reconstruire la phase spectrale d’une impulsion a` partir de son spectre
de seconde harmonique (SH). Une premie`re approche intuitive permet, dans certains cas,
la de´termination de cette phase a` partir de la localisation des maxima du signal SH pour
diffe´rentes valeurs de phases quadratiques ajoute´es. Une approche plus globale consiste
a` e´tudier le comportement asymptotique du spectre de SH avec la phase quadratique.
C’est sur ce comportement que repose la me´thode LSC. Deux de´monstrations de cette
me´thode sont propose´es : une simplifie´e a` partir de la repre´sentation temps-fre´quence
d’une impulsion a` de´rive de fre´quence et une plus rigoureuse qui utilise le the´ore`me de la
phase stationnaire. Enfin, des exemples de reconstruction de phases polynomiales d’ordre
2 a` 4 sont pre´sente´es.
6.1.1 Expression du signal de seconde harmonique
La ge´ne´ration de seconde harmonique est un cas particulier de la ge´ne´ration de somme
de fre´quences (qui sera pre´sente´e dans la section 7.2.2) pour lequel les deux impulsions en
entre´e de cristal sont identiques (Fig.6.1).
L
Cristal doubleur
Figure 6.1 – Sche´ma de la ge´ne´ration de seconde harmonique
Avec les hypothe`ses suivantes :
1. angle de double-re´fraction et effets transverses ne´glige´s,
2. approximation de l’enveloppe lentement variable suivant z et t,
3. effets non-line´aires autres que la ge´ne´ration de seconde harmonique ne´glige´s,
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4. re´ponse non-line´aire du milieu instantane´e,
5. milieux isotropes pour chaque onde,
6. polarisation des ondes rectilignes,
7. non-de´ple´tion de l’onde initiale,
8. dispersion dans le cristal non-line´aire ne´glige´e,
9. acceptance spectrale infinie,
les amplitudes temporelles complexes A2ω(t) et Aω(t) (section 1.1.2) des champs de se-
conde harmonique et fondamental sont relie´es par :
A2ω(t) = γAω(t)2 (6.1)
ou` γ = iω1χ
(2)Ld
8n(ω1)ε0c
ou` ω1 est la pulsation centrale du signal de seconde harmonique, n(ω1)
l’indice de re´fraction a` la pulsation ω1 et χ
(2) la susceptibilite´ non-line´aire d’ordre 2 du
mate´riau.
Par transforme´e de Fourier, l’amplitude spectrale complexe A2ω(2ω) de l’impulsion de




A(ω′)A(ω − ω′)dω′ (6.2)
La ge´ne´ration de seconde harmonique consiste donc en un ensemble de sommes de fre´-
quences entre les diffe´rentes composantes de l’impulsion fondamentale (Eq. 6.2).
En posant ω′ = ω
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6.1.2 ”Local Spectral Compression”
L’effet de la phase spectrale de l’impulsion fondamentale sur le spectre de seconde
harmonique a de´ja` e´te´ e´tudie´ [79] [80]. Nous nous inte´ressons ici a` l’e´volution du spectre
de seconde harmonique en fonction de la phase quadratique de l’impulsion initiale.
Pour cela, prenons l’exemple d’une impulsion de spectre gaussien (λ0 = 800 nm,
∆λ = 30 nm) et de phase spectrale purement cubique de coefficient ϕ3 = 50000 fs
3.
Les spectres de seconde harmonique calcule´s pour diffe´rentes valeurs de phases quadra-
tiques (ϕ2)k ajoute´es sont trace´s figure 6.2a. Pour chaque ϕ2k , le maximum du spectre est
localise´ en une pulsation ωk diffe´rente. Le spectre calcule´ pour ϕ2k ∼ −1154 fs2 pre´sente
un maximum en ωk ∼ 4.75 rad fs−1 (λk ∼ 396 nm) (Fig. 6.2b). En trac¸ant les retards
de groupe τgini(ω) et τgajout(ω) associe´s respectivement a` la phase spectrale initiale et a`
l’oppose´ de la phase quadratique ϕ2k ajoute´e, on constate que la position du maximum
du spectre co¨ıncide avec la plage de pulsations ou` ces deux retards se compensent (Fig.
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Figure 6.2 – a) Spectres de seconde harmonique (SH) calcule´s a` partir d’une impulsion
initiale de spectre gaussien (λ0 = 800 nm, ∆λ = 30 nm) et de phase cubique (ϕ3 =
50000 fs3) pour diffe´rentes valeurs de phases quadratiques ϕ2 ajoute´es. b) Spectre SH
obtenu pour ϕ2 ∼ −1154 fs2 (coupe de la figure a suivant la ligne blanche). c) Retards
de groupe τgini(ω) et τgajout(ω) associe´s respectivement a` l’impulsion initiale (en noir) et
a` l’oppose´ de la phase ϕ2 ∼ −1154 fs2 ajoute´e (en rouge)
6.2c). Sur cette plage, la de´rive´e seconde ϕ” de la phase initiale ve´rifie : ϕ” ∼ −ϕ2k . La
correspondance entre la position du maximum du spectre et la zone de compensation de
τgini(ω) par τgajout(ω) se retrouve pour chaque ϕ2k e´tudie´e. ϕ” peut alors eˆtre reconstruite
a` partir de l’expression ϕ”(ωk) ∼ −ϕ2k . La phase spectrale est donc de´termine´e a` partir
de la compression ”locale” de l’impulsion sur diffe´rentes plages de pulsations, d’ou` le nom
de ”Local Spectral Compression”.
Cette approche se veut intuitive et ne constitue pas une de´monstration de la me´-
thode. En pratique, elle ne permet pas une reconstruction pre´cise d’une phase spectrale
quelconque. C’est le cas, par exemple, des phases polynomiales d’ordre 4 (Fig. 6.6d). La
technique LSC repose, en re´alite´, sur le comportement asymptotique du spectre de seconde
harmonique avec la phase quadratique.
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6.1.3 Comportement asymptotique du spectre de seconde har-
monique : approche simplifie´e
Conside´rons une impulsion de de´rive de fre´quence importante (Fig.6.3a). Elle se ca-
racte´rise, dans le domaine spectral, par un retard de groupe τg(ω) (Eq. 1.56, chapitre 1)
qui varie de fac¸on monotone avec la pulsation (Fig. 6.3c) et dans le domaine temporel, par
une pulsation instantane´e ω(t) (Eq. 1.51, chapitre 1) qui varie de fac¸on monotone avec le










Figure 6.3 – Repre´sentation de l’intensite´ temporelle (a), de la pulsation instantane´e
ω(t) (b) et du retard de groupe τg(ω) (c) d’une impulsion a` de´rive de fre´quence.
L’impulsion peut ainsi eˆtre de´compose´e en N impulsions inde´pendantes de´cale´es tem-
porellement, de pulsation centrale (ωk)k∈[1,N ] et de largeur spectrale (∆ωk)k∈[1,N ] diffe´-
rentes. Dans le domaine temporel, le centre de la kie`me impulsion est note´ τk et sa largeur
∆τk. En raison du principe d’incertitude (Eq. 6.4), cette de´composition contient un nombre
limite´ d’impulsions inde´pendantes a` la fois dans le domaine spectral et dans le domaine
temporel.
∆τk∆ωk ≥ cste (6.4)





ou` min (∆ωk)k∈[1,N ] est la valeur minimale des (∆ωk)k∈[1,N ].
Le retard de groupe autour de chaque pulsation ωk peut eˆtre approxime´ a` l’aide du
de´veloppement de Taylor a` l’ordre 2 de la phase spectrale :
τg(ω) = τg(ωk) + ϕ”(ωk)(ω − ωk) (6.6)
ou` ϕ”(ωk) est la de´rive de fre´quence ”locale” autour de ωk.
La largeur temporelle ∆τk de l’impulsion k correspond a` la diffe´rence entre les retards de
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groupe aux pulsations ωk − ∆ωk2 et ωk + ∆ωk2 :
∆τk =







En utilisant l’e´quation 6.6, ∆τk s’e´crit en fonction de la largeur spectrale ∆ωk et de la
de´rive de fre´quence locale ϕ”(ωk), selon l’e´quation suivante :
∆τk = ϕ”(ωk)∆ωk (6.8)
Le principe d’incertitude (Eq. 6.4) impose alors les relations suivantes entre d’une part,
la largeur spectrale ∆ωk et la de´rive de fre´quence locale ϕ”(ωk) (Eq. 6.9), et d’autre part,
la largeur temporelle correspondante ∆τk et la de´rive de fre´quence locale (Eq. 6.10) :




Dans les approximations faites pour exprimer le signal de seconde harmonique dans la
section 6.1.1, les N impulsions pre´ce´dentes peuvent eˆtre conside´re´es comme double´es in-
de´pendamment puisqu’elles sont se´pare´es temporellement et n’interagissent donc qu’avec
elles-meˆmes dans le cristal. D’apre`s l’e´quation 6.1, on peut alors conside´rer, pour chaque
impulsion k fondamentale, une impulsion double´e dont l’intensite´ temporelle I2ωk(tk) est
proportionnelle au carre´ de l’intensite´ temporelle Iωk(tk) de l’impulsion fondamentale.
I2ωk(tk) ∝ I2ωk(tk) (6.11)
Les intensite´s temporelles des impulsions de seconde harmonique et du fondamental sont









ou` ∆τSHGk est la largeur temporelle de I2ωk .
En utilisant le the´ore`me de Parseval, on peut e´crire, au premier ordre, l’e´nergie de chaque









Les largeurs temporelle et spectrale du signal de seconde harmonique sont proportionnelles
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a` celles du signal fondamental :
∆τSHGk ∝ ∆τk (6.16)
∆ωSHGk ∝ ∆ωk (6.17)









De manie`re ge´ne´rale, on trouve que l’intensite´ spectrale du signal double´ est proportion-
nelle au carre´ de l’intensite´ spectrale du signal fondamental divise´ par la de´rive´e seconde




6.1.4 De´monstration rigoureuse de la me´thode
La relation 6.20 peut eˆtre de´montre´e de manie`re plus rigoureuse a` l’aide du the´ore`me
de la phase stationnaire. Ce the´ore`me est souvent utilise´ dans le domaine temporel en
the´orie du signal [81]. Nous nous proposons ici de l’appliquer dans le domaine spectral au
signal de seconde harmonique.
The´ore`me de la phase stationnaire




a(x) exp (if(x)) dx (6.21)
ou` a(x)>0, f ∈ C1 et la borne supe´rieure de f est contenue dans un intervalle X ∈ R sur
lequel a est inte´grable.
En supposant a(x) lentement variable (Eq. 6.22) ie que sur une pe´riode 2pi
f ′(x) , les variations
de a(x) sont ne´gligeables, les valeurs positives et ne´gatives de l’inte´grande tendent a` s’an-
nuler [81][82]. La contribution principale a` l’inte´grale B est alors donne´e par un voisinage
autour des points de phases stationnaires (ie x0 ∈ X, f ′(x0) = 0 et f”(x0) 6= 0).∣∣∣∣ a′(x)a(x)f ′(x)
∣∣∣∣ 1 pour tout point de phase non-stationnaire (6.22)




a(x) exp (if(x)) dx ∝
√
2pi






















ou` S est le nombre de points stationnaires.
Application au signal de seconde harmonique
L’amplitude complexe Aω du champ fondamental peut se de´composer en une ampli-
tude et une phase spectrale ϕ(ω) :
Aω(ω) = |Aω(ω)| exp (iϕ(ω)) (6.25)
Le signal de seconde harmonique (Eq. 6.3) se re´e´crit alors sous la forme :
A2ω(2ω) =
∫
|Aω(ω + Ω˜)Aω(ω − Ω˜)| exp(iϕ(ω + Ω˜) + ϕ(ω − Ω˜))dΩ˜ (6.26)
On pose :
a(Ω˜) = Aω(ω + Ω˜)Aω(ω − Ω˜) (6.27)
f(Ω˜) = ϕ(ω + Ω˜) + ϕ(ω − Ω˜) (6.28)
On suppose que a(Ω˜) est lentement variable (Eq. 6.22) ie que le spectre Iω(ω) de l’im-
pulsion fondamentale varie lentement. Soit Ω˜i un point stationnaire de f , les relations




ϕ(ω + Ω˜) + ϕ(ω − Ω˜)
]





ϕ(ω + Ω˜) + ϕ(ω − Ω˜)
]
|Ω˜i 6= 0 (6.30)
L’ine´galite´ 6.30 revient a` conside´rer la de´rive´e de la phase spectrale ie le temps de groupe
lentement variable. L’e´quation 6.29 se re´e´crit en terme de temps de groupe :
τg(ω + Ω˜i)− τg(ω − Ω˜i) = 0 (6.31)
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Sous ces hypothe`ses, le the´ore`me de la phase stationnaire applique´ a` l’e´quation 6.26 permet




Iω(ω + Ω˜i)Iω(ω − Ω˜i)
|ϕ”(ω + Ω˜i) + ϕ”(ω − Ω˜i)|
(6.32)
Une solution e´vidente de l’e´quation 6.31 est Ω˜ = 0. En se´parant le terme associe´ a` ce point






Iω(ω + Ω˜i)Iω(ω − Ω˜i)
|ϕ”(ω + Ω˜i) + ϕ”(ω − Ω˜i)|
(6.33)
Pour des impulsions dont le temps de groupe est monotone avec la pulsation, l’e´quation
6.31 n’admet qu’une seule et unique solution : Ω˜ = 0. Le spectre du signal de seconde






Remarque : Cette expression n’est correcte que pour des impulsions fondamentales dont
le spectre est lentement variable. Dans la section 6.1.3, cette hypothe`se a e´te´ faite de ma-
nie`re implicite lorsque nous avons suppose´ les intensite´s e´quivalentes dans les domaines
spectral et temporel.
Remarque : En supposant ve´rifie´es les approximations faites ici pour e´crire le signal
de seconde harmonique suivant l’expression 6.1, le champ Bn re´sultant de tout effet non-
line´aire d’ordre N peut s’e´crire de manie`re similaire en fonction du produit des amplitudes
complexes des N champs qui interagissent entre eux. Le the´ore`me de la phase stationnaire
peut donc eˆtre utilise´ pour de´duire le comportement asymptotique du signal ge´ne´re´ par
tout effet non-line´aire d’ordre N quelconque.
Illustration de l’e´quation 6.34 :
Conside´rons une impulsion de spectre gaussien (λ0 = 800 nm, ∆λ = 20 nm) et de phase
polynomiale de coefficients de Taylor d’ordre 2 et 3 : ϕ2 = 10000 fs
2, ϕ3 = 70000 fs
3. La
figure 6.4 pre´sente le spectre de seconde harmonique calcule´ a` partir de l’e´quation 6.1
(courbe noire) et celui approxime´ par la formule 6.34 (courbe rouge). La superposition de
ces deux spectres montrent la validite´ de la formule 6.34 dans le cas e´tudie´.
Pre´cision et validite´ the´orique de cette approximation [82]
En pre´sence du seul et unique point stationnaire Ω˜ = 0, le spectre de seconde harmo-
nique peut eˆtre de´compose´ en deux parties :
I2ω = I2ωapprox +R (6.35)
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Figure 6.4 – Spectre de seconde harmonique d’une impulsion de spectre gaussien (λ0 =
800 nm, ∆λ = 20 nm) et de phase polynomiale (ϕ2 = 10000 fs
2, ϕ3 = 70000 fs
3). En
noir, spectre calcule´ a` partir de l’e´quation 6.1. En rouge, spectre approxime´ par la formule
6.34
ou` I2ωapprox est l’approximation 6.34 du spectre de seconde harmonique.
La validite´ et la pre´cision de l’approximation de I2ω par I2ωapprox de´pendent donc de la



























ou` f˜(Ω˜) = f(Ω˜)− f(0).
Soit Qm la borne supe´rieure de Q(Ω˜), la validite´ de l’approximation 6.34 est assure´e pour
Qm  1.
Cette borne supe´rieure est relativement complique´e a` estimer mais il est inte´ressant de
noter qu’elle de´pend non seulement de la phase spectrale et de ses de´rive´es d’ordre 1 a` 3
(via f et ses de´rive´es d’ordre 1 a` 3) mais aussi du spectre de l’impulsion fondamentale et
de ses de´rive´es d’ordre 1 et 2 (via a et ses de´rive´es d’ordre 1 et 2).
Application a` la mesure de la phase spectrale d’une impulsion
Conside´rons maintenant une impulsion dont le spectre est lentement variable et la
phase spectrale ϕ(ω) quelconque. En ajoutant une phase φ(ω) purement quadratique
(Eq.6.38) suffisamment grande pour que le retard de groupe soit monotone, le signal de
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|ϕ”(ω) + φ2| (6.39)
Cette expression sugge`re qu’il est possible de reconstruire, de manie`re analytique, la de´-
rive´e seconde de la phase ϕ”(ω) et l’intensite´ spectrale I(ω) a` partir de deux spectres de
seconde harmonique enregistre´s respectivement pour une valeur φ2 suffisamment grande
et son oppose´ -φ2. ϕ”(ω) et I(ω) sont alors donne´es par les e´quations suivantes :
ϕ”(ω) = −|φ2|I(+φ2, 2ω)− I(−φ2, 2ω)I(−φ2, 2ω)I(+φ2, 2ω) (6.40)
I(ω) ∝
√
|φ2| I(+φ2, 2ω)I(−φ2, 2ω)I(+φ2, 2ω) + I(−φ2, 2ω) (6.41)
Une telle me´thode ne´cessite, cependant, l’utilisation d’une valeur de φ2 telle que l’approxi-
mation de la phase stationnaire soit ve´rifie´e en chaque pulsation apre`s introduction d’une
phase φ(ω) d’une part et −φ(ω) d’autre part. Suivant le retard de groupe de l’impulsion a`
caracte´riser, ceci peut contraindre grandement le choix de φ2. De plus, comme l’AOPDF
est positionne´ en amont du syste`me amplificateur, cette me´thode est sensible aux fluctua-
tions tir a` tir du laser.
Pour ces deux raisons, j’ai choisi d’utiliser une autre technique qui repose sur l’enregis-
trement des spectres de seconde harmonique obtenus pour chaque valeur d’une rampe de
phases quadratiques. On re´cupe`re alors une trace analogue a` celle pre´sente´e figure 6.5a 2.
Pour chaque pulsation ω1 du signal SHG, le spectre varie de fac¸on hyperbolique avec la
phase quadratique ajoute´e φ2 (rectangles noirs figure 6.5b). Les variations de ce spectre
avec φ2 peuvent eˆtre ajuste´es par la racine d’une lorentzienne qui a le comportement d’une
hyperbole pour les valeurs de φ2 importantes (courbe rouge, figure 6.5 b). Le centre de cet
ajustement correspond alors a` la valeur de φ2 qui compense localement la de´rive´e seconde
de la phase spectrale de l’impulsion fondamentale ϕ”(ω1) ie a` l’oppose´ de ϕ”(ω1). Une
double inte´gration donne directement acce`s a` la phase spectrale de l’impulsion.
Exemples de traces LSC
Comme montre´ figure 6.5a, une trace LSC correspond a` la variation de l’intensite´ du
signal de seconde harmonique en fonction de sa longueur d’onde et de la valeur des coef-
ficients φ2 des phases quadratiques ajoute´es.
2. Cette carte a e´te´ obtenue sur des impulsions quasi-limite´es par transforme´e de Fourier en sortie
d’oscillateur (800 nm, 80 nm, 6nJ, 76 MHz). Une rampe de phases quadratiques φ2 a e´te´ introduite par
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Figure 6.5 – (a) Carte expe´rimentale de l’intensite´ de seconde harmonique en fonction
de la fre´quence du signal de seconde harmonique et du coefficient de phase quadratique ϕ2.
(b) Intensite´ du signal de seconde harmonique en fonction de ϕ2 a` la fre´quence de 745 THz
ou 402.7 nm (Tirets blancs figure (a)). Rectangles noirs pleins : points expe´rimentaux.
Courbe rouge : ajustement par une lorentzienne
Nous illustrons ici cette me´thode a` travers quatre cas : une impulsion limite´e par trans-
forme´e de Fourier (phase plate), une impulsion de phase purement quadratique de +1000
fs2, une impulsion de phase purement cubique de +50000 fs3 et une impulsion de phase
polynomiale uniquement d’ordre 4 de +2E6 fs4. Les traces LSC simule´es correspondantes
sont respectivement donne´es figure 6.6a, b, c et d.
Pour une phase plate, la compensation locale de la de´rive´e seconde de la phase ϕ”(ω)
est obtenue en φ2 = 0 pour chaque pulsation, d’ou` la localisation des centres des ajuste-
ments lorentziens observe´s a` cette valeur figure 6.6a. Pour une phase purement quadra-
tique, la compensation locale de ϕ”(ω) a lieu pour une meˆme valeur de φ2 pour chaque
pulsation, de´cale´e par rapport a` φ2 = 0. Ce de´calage est e´gal a` l’oppose´ du coefficient
d’ordre 2 de la phase soit -1000 fs2 (Fig. 6.6b). Pour une phase purement cubique, les
valeurs de φ2 permettant la compensation locale de ϕ”(ω) varient line´airement avec la
pulsation. La pente de cette variation est l’oppose´ du coefficient d’ordre 3 (+50000 fs3) de
la phase soit : -50 000 (Fig.6.6c). Enfin pour une phase d’ordre 4, les valeurs de φ2 permet-
tant la compensation locale de ϕ”(ω) varient de manie`re quadratique avec la pulsation.
Le coefficient d’ordre 2 de cette variation est l’oppose´ du coefficient d’ordre 4 (+2E6 fs4)
de la phase soit : -2E6 (Fig.6.6d).
Un point tre`s important est l’aspect visuel des traces LSC qui permet de donner
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Figure 6.6 – Exemples de traces LSC obtenues pour une impulsion limite´e par transfor-
me´e de Fourier (a), une impulsion de phase purement quadratique de +1000 fs2 (b), une
impulsion de phase purement cubique de +50000 fs3 (c) et une impulsion de phase poly-
nomiale uniquement d’ordre 4 de +2E6 fs4 (d). Les rectangles pleins blancs correspondent
a` la localisation du centre des ajustement lorentziens (I2ω vs φ2 pour chaque pulsation)
6.2 Re´sultats expe´rimentaux
Deux objectifs ont e´te´ poursuivis lors de ces expe´riences. Le premier consistait a` op-
timiser la phase spectrale de l’impulsion initiale par bouclage entre la mesure par LSC
et l’AOPDF. Le second a e´te´ de de´terminer l’aspect quantitatif de la mesure de phases
quadratiques, cubiques et d’ordre 4. Ces phases ont e´te´ introduites par le meˆme AOPDF
que celui utilise´ dans le chapitre 5.
6.2.1 Montage expe´rimental
Dispositif de Local Spectral Compression
Le dispositif de Local Spectral Compression se re´sume a` un cristal non-line´aire de
BBO d’e´paisseur 50 µm coupe´ a` θ = 29.2◦ (type I), un filtre (Schott BG39), une lentille
de focalisation (f = 50 mm) et un spectrome`tre (AvaSpec-3648-USB2) (Fig. 6.7a). La
photographie du dispositif est pre´sente´e figure 6.7b. Les impulsions a` caracte´riser sont
double´es en fre´quence dans le cristal de BBO. Le fondamental re´siduel est absorbe´ dans
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le filtre alors que le signal de seconde harmonique est focalise´ par la lentille sur la fente
d’entre´e du spectrome`tre. Ce dernier est constitue´ d’une fente de 10 µm, d’un re´seau de
2400 traits/mm et d’un de´tecteur de 3648 pixels, soit une re´solution de l’ordre de 0.07
nm.
La dispersion totale du syste`me est infe´rieure a` la dispersion accumule´e sur l’impulsion
fondamentale lors de sa propagation dans le cristal (50 µm de BBO) soit ici 3.7 fs2 et 2.5
fs3. Elle est totalement ne´gligeable pour des impulsions de 50 fs et n’est donc pas prise en








Figure 6.7 – a) Sche´ma du dispositif de LSC. (b) Photographie du dispositif.
La de´termination de la phase spectrale d’une impulsion par la me´thode LSC ne´ces-
site l’introduction d’une rampe de phases purement quadratiques sur cette impulsion.
L’AOPDF est utilise´ pour ge´ne´rer avec une tre`s grande pre´cision cette rampe de phases
(chapitre 5).
Imple´mentation sur la chaˆıne LUCA
Le sche´ma du montage expe´rimental est donne´ figure 6.8. L’AOPDF est installe´ sur la
ligne d’expe´rience n◦1 de la chaˆıne LUCA, en amont de l’amplificateur trois passages. Le
dispositif de LSC est positionne´ en sortie. Les impulsions a` caracte´riser ont une e´nergie
de 22.5 µJ, une cadence de 20Hz et un diame`tre de 3 mm. Leur spectre, mesure´ avec
un spectrome`tre inde´pendant, est pre´sente´ figure 6.9. Pour chaque mesure effectue´e, une
rampe de 35 phases quadratiques e´galement re´parties dans l’intervalle [-5000 fs2, 5000 fs2]
est applique´e par l’AOPDF. Le spectre de seconde harmonique obtenu pour chaque valeur










Figure 6.8 – Sche´ma du montage expe´rimental






















Figure 6.9 – Spectre de l’impulsion a` caracte´riser.
6.2.2 Optimisation de la compression des impulsions
On part d’une impulsion dont la mesure de la phase par la me´thode LSC est donne´e
figure 6.10a. Les coefficients d’ordre 2 a` 4 de la phase reconstruite sont respectivement
ϕ2 ∼ −565 fs2, ϕ3 ∼ 29700 fs3 et ϕ4 ∼ 1260000 fs4. L’intensite´ temporelle calcule´e a` partir
du spectre de la figure 6.9 et des coefficients polynomiaux pre´ce´dents (Fig.6.11a, courbe
noire) se caracte´rise par une largeur a` mi-hauteur ∆t ∼ 47.8 fs, soit 8 fs de diffe´rence
avec la largeur de l’impulsion limite´e par transforme´e de Fourier (FTL) correspondante
(∆tTL ∼ 39.8 fs), et par une largeur rms σ600 fs ∼ 32.2 fs, soit 8.3 fs de diffe´rence avec
celle de l’impulsion FTL (σTL600 fs ∼ 23.9 fs) (tableau 6.1).
L’optimisation de la compression des impulsions se fait via une boucle de re´troaction
sur la phase entre le dispositif LSC et l’AOPDF installe´ en amont de l’amplificateur 3
passages (Fig.6.8).
Apre`s une premie`re boucle, les coefficients d’ordre 2 a` 4 de la phase mesure´e par
la me´thode LSC (Fig. 6.10b) sont respectivement ϕ2 ∼ 241 fs2, ϕ3 ∼ −1000 fs3 et
ϕ4 ∼ −602000 fs4. La largeur a` mi-hauteur de l’intensite´ temporelle (Fig.6.11a, courbe
rouge) calcule´e a` partir de ces coefficients est optimise´e a` ∆t ∼ 43.7 fs et la largeur rms
a` σ600 fs ∼ 24.8 fs (tableau 6.1).
Apre`s une seconde boucle, la trace LSC (Fig. 6.10c) montre une phase spectrale quasi-
plate (section 6.1). Les coefficients d’ordre 2 a` 4 correspondants sont respectivement
ϕ2 ∼ 264 fs2, ϕ3 ∼ 342 fs3 et ϕ4 ∼ −208000 fs4. L’intensite´ temporelle calcule´e a` partir
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Figure 6.10 – Mesure LSC (Intensite´ du signal de seconde harmonique en fonction de la
longueur d’onde et de la phase quadratique ajoute´e avec l’AOPDF) de la phase spectrale
de l’impulsion initiale (a), apre`s une boucle de re´troaction (b), apre`s deux boucles de
re´troaction (c). En blanc, centre des ajustements lorentziens pour chaque longueur d’onde
du signal de seconde harmonique. En noir, ajustement polynomial a` l’ordre 4 de la courbe
pre´ce´dente.
de ces coefficients est tre`s proche de sa limite de Fourier (Fig. 6.11a et b). La largeur a`
mi-hauteur est ∆t ∼ 40.5 fs soit une diffe´rence de 0.7 fs par rapport a` la largeur FTL
(tableau 6.1). La largeur rms est σ600 fs ∼ 24.6 fs, soit une diffe´rence de 0.7 fs par rapport
a` la largeur FTL.
Ce re´sultat correspond a` une tre`s bonne optimisation de la compression des impulsions
en sortie de chaˆıne. En effet, la diffe´rence de 0.7 fs entre les largeurs a` mi-hauteur mesure´e
et FTL est infe´rieure aux variations sur cette meˆme grandeur lie´es aux fluctuations du
laser (> 1 fs).
∆t (fs) ∆tTL (fs) σ600 fs(fs) σ
TL
600 fs (fs)
impulsion initiale (LSC) 47.8 39.8 32.2 23.9
boucle 1 (LSC) 43.7 39.8 24.8 23.9
boucle 2 (LSC) 40.5 39.8 24.6 23.9
Table 6.1 – Largeurs a` mi-hauteur et rms de l’intensite´ temporelle calcule´e a` partir de
la phase mesure´e par LSC des impulsions apre`s chaque boucle de re´troaction.
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Figure 6.11 – (a) Intensite´ temporelle reconstruite a` partir du spectre mesure´ inde´pen-
damment (Fig. 6.9) et des coefficients polynomiaux de la phase de´termine´s par la me´thode
LSC (Fig. 6.10a, b et c) pour les impulsions initiales en noir, apre`s une boucle de re´tro-
action en tiret rouge, apre`s deux boucles de re´troaction en bleu. (b) En bleu : Intensite´
temporelle pre´sente´e en bleu sur la figure a, en tiret rouge : Intensite´ temporelle de l’im-
pulsion FTL correspondante
6.2.3 Mesure de phases polynomiales
Les impulsions comprime´es de´crites dans la section pre´ce´dente servent de re´fe´rence
pour quantifier la pre´cision de mesure de phases polynomiales par la me´thode LSC. Pour
cela, 6 valeurs de phases quadratiques entre -3000 et 3000 fs2 par pas de 1000 fs2 et 6
valeurs de phases cubiques entre -175000 et +105000 fs3 ont e´te´ teste´es. Pour ces deux
se´ries de mesures, je de´taille l’analyse d’une valeur de phase particulie`re puis synthe´tise
les re´sultats obtenus pour les autres valeurs.
Mesure de phases quadratiques
Analyse d’une phase quadratique de +2000 fs2
La trace LSC mesure´e pour une phase applique´e de +2000 fs2 est pre´sente´e figure 6.12.
Pour chaque pulsation du spectre de seconde harmonique, la compensation locale de la
de´rive´e seconde de la phase ϕ”(ω) se produit, comme attendu (section 6.1.4), pour une
meˆme valeur de φ2 de l’ordre de -2000 fs
2. Le coefficient d’ordre 2 de´termine´ par recons-
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Figure 6.12 – Trace LSC mesure´e pour une phase quadratique applique´e de +2000 fs2.
En blanc, centre des ajustements lorentziens pour chaque longueur d’onde du signal de
seconde harmonique. En noir, ajustement polynomial a` l’ordre 2 de la courbe pre´ce´dente
truction de la phase a` partir de la trace LSC, apre`s soustraction de la phase de re´fe´rence,
est : ϕ2LSC = 2104 fs
2, soit une erreur de 5.2% par rapport au coefficient applique´.
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Analyse sur l’ensemble des phases quadratiques applique´es
La figure 6.13a pre´sente le coefficient de Taylor d’ordre 2 mesure´ ϕ2LSC pour chaque
coefficient ϕ2appl applique´. Le coefficient line´aire de l’ajustement polynomial a` l’ordre 1 de
ces points est 1.032, soit un e´cart de 3.2% par rapport a` la valeur attendue. Le coefficient
d’ordre 0 est 56.5 fs2.
(a)






































Figure 6.13 – (a) Coefficients d’ordre 2 mesure´s par la me´thode LSC (rectangles rouges
pleins) en fonction des coefficients d’ordre 2 applique´s. En noir : droite des coefficients
applique´s. (b) Ecart relatif 2 au coefficient applique´. Rectangles rouges pleins : me´thode
LSC




La pre´cision moyenne de mesure de phases quadratiques avec la me´thode LSC est d’environ
4.5% sur le coefficient de Taylor d’ordre 2. Les mesures de phases quadratiques positives
semblent moins pre´cises que celles des phases ne´gatives.
Mesure de phases cubiques
Analyse d’une phase cubique de +105000 fs3
La trace LSC mesure´e pour une phase applique´e de +105000 fs3 est pre´sente´e figure 6.14.
Comme attendu (section 6.1.4), les valeurs de φ2 permettant la compensation locale de
ϕ”(ω) varient line´airement avec la pulsation.
Le coefficient d’ordre 3 de´termine´ par reconstruction de la phase a` partir de la trace LSC,
apre`s soustraction de la phase de re´fe´rence, est : ϕ3LSC ∼ 108743 fs3, soit une erreur de
3.6% par rapport au coefficient applique´.
Analyse sur l’ensemble des phases cubiques applique´es
La figure 6.15a pre´sente le coefficient de Taylor d’ordre 3 mesure´ ϕ3LSC pour chaque
coefficient ϕ3appl applique´. Le coefficient line´aire de l’ajustement polynomial a` l’ordre 1 de
ces points est 0.9998, soit un e´cart de 0.02% par rapport a` la valeur attendue de 1. Le
coefficient d’ordre 0 est 2042 fs3.
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Figure 6.14 – Trace LSC mesure´e pour une phase cubique applique´e de +105000 fs3.
En blanc, centre des ajustements lorentziens pour chaque longueur d’onde du signal de
seconde harmonique. En noir, ajustement polynomial a` l’ordre 3 de la courbe pre´ce´dente.
(a)











































Figure 6.15 – (a) Coefficients d’ordre 3 mesure´s par la me´thode LSC (rectangles rouges
pleins) en fonction des coefficients d’ordre 3 applique´s. En noir : droite des coefficients
applique´s. (b) Ecart relatif 3 au coefficient applique´. Rectangles rouges pleins : me´thode
LSC




La pre´cision moyenne de mesure de phases cubiques avec la me´thode LSC est d’environ
1.9% sur le coefficient de Taylor d’ordre 3.
Conclusion et perspectives
Dans ce chapitre, j’ai pre´sente´ une nouvelle technique de reconstruction de la phase
spectrale qui repose sur l’enregistrement du spectre de seconde harmonique pour dif-
fe´rentes valeurs de phases quadratiques introduites par un AOPDF sur l’impulsion a`
caracte´riser. J’ai notamment de´montre´ :
• qu’une telle me´thode permet de comprimer avec pre´cision les impulsions en sortie
de chaˆıne. Un e´cart a` la dure´e FTL de 0.7 fs a e´te´ obtenu, soit une valeur infe´rieure
aux variations de dure´e induites par les fluctuations du laser,
• que la pre´cision moyenne de mesure de phases quadratiques et cubiques est respec-
tivement de 4.5% et 1.9% sur les coefficients de Taylor d’ordre 2 et 3.
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Si ces expe´riences ont permis de montrer que la me´thode LSC est tre`s efficace pour
caracte´riser la phase spectrale d’une impulsion, un aspect non aborde´ dans ce chapitre est
la reconstruction de son amplitude spectrale. Cette reconstruction est, en effet, possible a`
partir de la trace LSC, en utilisant la meˆme me´thode de traitement que pour la phase. Elle
est, cependant, tre`s sensible aux fluctuations du laser. Une autre me´thode de traitement
de la trace permet alors de de´terminer avec pre´cision l’amplitude spectrale des impulsions
a` caracte´riser. Ce traitement, mis au point par V. Loriot 3, repose sur un algorithme des
moindres carre´s applique´ a` l’inte´gralite´ de la trace.
La technique LSC pre´sente deux avantages majeurs :
• les termes polynomiaux de la phase a` caracte´riser peuvent eˆtre de´termine´s de ma-
nie`re intuitive par une simple observation de la trace mesure´e,
• comme la plupart des chaˆınes CPA dispose d’un outil de fac¸onnage, l’imple´men-
tation de cette technique est particulie`rement simple et rapide. Compte-tenu de la
compacite´ du dispositif, celui-ci est facilement transportable en diffe´rents points de
la chaˆıne.
Cette technique pre´sente cependant l’inconve´nient de ne pas eˆtre monocoup, ce qui la
rend tributaire des fluctuations du laser.
La transposition d’une telle me´thode a` la caracte´risation d’impulsions sur d’autres
plages de longueurs d’onde ne pre´sente pas de points bloquants. Seule la plage de lon-
gueurs d’onde sur laquelle les de´tecteurs des spectrome`tres sont sensibles impose une
limite a` cette transposition.
Les expe´riences de ce chapitre ayant e´te´ effectue´es sur des impulsions de dure´e FTL 50
fs, on peut se demander si une telle technique peut eˆtre utilise´e pour la caracte´risation
d’impulsions plus courtes. Deux points limitants apparaissent pour la caracte´risation d’im-
pulsions de dure´e sub-10 fs, l’acceptance spectrale finie de l’accord de phase dans le cristal
de seconde harmonique et l’e´cart a` la compensation parfaite de la dispersion optique de
l’AOPDF. Il est cependant possible de compenser une partie de cette dispersion a` l’aide
d’un compresseur inde´pendant et ainsi d’obtenir la compensation parfaite de cette disper-
sion.
3. Instituto de Qu´ımica F´ısica Rocasolano, CSIC et Departamento de Qu´ımica F´ısica I, Facultad de
Ciencias Qu´ımicas, Universidad Complutense de Madrid.
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Chapitre 7
Interfe´rome´trie spectrale a` de´calage
(SPIDER)
La technique d’interfe´rome´trie spectrale a` de´calage, propose´e par Walmsley en 1998
[4][83], est la transposition spectrale de l’interfe´rome´trie a` de´calage utilise´e dans le do-
maine spatial [47]. Au sein du laboratoire SLIC du CEA, elle a e´te´ mise en oeuvre expe´ri-
mentalement en 2000. Ce premier dispositif est toujours utilise´ sur la chaine LUCA mais
compte-tenu des besoins de caracte´risation des impulsions sur les chaines LUCA et PLFA,
la mise en place d’un second dispositif s’ave`re ne´cessaire. Ce dernier a e´te´ monte´ et teste´
au cours de ma the`se. Le traitement nume´rique de reconstruction de la phase spectrale et
donc de l’intensite´ temporelle a` partir de cette mesure a e´te´ comple`tement re´e´crit. L’une
des particularite´s de ce dispositif est de permettre a` la fois la caracte´risation d’impulsions
de l’ordre de 50 fs et plus et d’impulsions plus courtes (sub-20 fs), ce qui n’est pas possible
avec le premier dispositif.
En 2003, la pre´cision de mesures de phases polynomiales d’ordre 2 a` 4, introduites par
un AOPDF, avait e´te´ e´value´e expe´rimentalement, avec le premier dispositif, a` 3.3% pour
ϕ2 = 6000 fs
2, 4% pour ϕ3 = 2.10
5 fs3 et 18.5% pour ϕ4 = −2.106 fs4 [84]. La compression
des impulsions en sortie de la chaine LUCA avait e´galement e´te´ optimise´e [60].
Au cours de ma the`se, j’ai mis en place plusieurs expe´riences afin de caracte´riser le nou-
veau dispositif SPIDER sur des impulsions sub-20fs. Cette caracte´risation consiste non
seulement a` ve´rifier la validite´ de mesure avec un tel dispositif mais aussi a` quantifier
sa pre´cision. Une analyse fine de la pre´cision de mesure d’un ensemble de phases qua-
dratiques et cubiques a ainsi e´te´ effectue´e en sortie de fibre creuse sur la chaine Sofockle
(∆t < 20 fs). L’influence de la largeur spectrale des impulsions sur la pre´cision de mesure
a e´galement e´te´ analyse´e pour mettre en e´vidence certaines limites du dispositif. Celui-ci
servira d’outil de re´fe´rence dans le chapitre 8 pour assurer la validite´ et l’aspect quantitatif
d’une mesure par interfe´rome´trie spectrale auto-re´fe´rence´e (SRSI).
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7.1 Principe ge´ne´ral de la technique SPIDER
7.1.1 Principe
Le signal d’interfe´rome´trie spectrale mesure´ a` partir de deux re´pliques de l’impulsion
a` caracte´riser, de´cale´es temporellement d’un de´lai τ , ne contient aucune information sur
la phase spectrale de cette impulsion (Eq.7.1).
S(ω) = |E(ω) + E(ω) exp(iωτ)|2 = 2|E(ω)|2 (1 + cos(ωτ)) (7.1)
Pour reconstruire cette phase, il est ne´cessaire d’introduire un de´calage spectral Ω entre





Figure 7.1 – Sche´ma de principe de la mesure SPIDER
S(ω) = |E(ω) + E(ω + Ω) exp(iωτ)|2 (7.2)
= |E(ω)|2 + |E(ω + Ω)|2 + 2|E(ω)||E(ω + Ω)| (1 + cos(ϕ(ω + Ω)− ϕ(ω) + ωτ)))
(7.3)
Le signal obtenu pre´sente toujours un aspect cannele´ mais cette fois, l’argument du cosinus
contient une information sur la phase spectrale de l’impulsion.
7.1.2 Traitement nume´rique simplifie´
La reconstruction du signal S ′(ω) a` partir de S(ω) (Eq. 7.4) est effectue´e par la me´thode
d’interfe´rome´trie spectrale par transforme´e de Fourier (FTSI) de´ja` expose´e au chapitre 4
(section 4.2.1)[45].
S ′(ω) = |E(ω)||E(ω + Ω)| exp [i (ϕ(ω + Ω)− ϕ(ω) + ωτ)] (7.4)
On remonte ainsi a` l’amplitude |S ′(ω)| et la phase Φ(ω) de S ′(ω).
|S ′(ω)| = |E(ω)||E(ω + Ω)| (7.5)
Φ(ω) = ϕ(ω + Ω)− ϕ(ω) + ωτ (7.6)
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Apre`s retrait du terme line´aire en ωτ , la phase Γ(ω) est re´cupe´re´e :
Γ(ω) = ϕ(ω + Ω)− ϕ(ω) (7.7)
La me´thode de de´termination du de´lai τ est discute´e section 7.4.1.
Le signal S(ω) est enregistre´ sur un peigne re´gulier de position spatiale yi et n’est
donc pas e´qui-e´chantillonne´ en pulsation (section 4.2.6, chapitre 4). Le traitement par
transforme´e de Fourier sera donc effectue´ par rapport a` la position spatiale (y) pour
reconstruire S ′(ω(y)) (Eq.7.8). S ′(ω) est alors de´termine´ par changement de variable entre
position spatiale et pulsation.
S ′(ω(y)) = |E(ω(y))||E(ω(y) + Ω)| exp [i(ϕ(ω(y) + Ω)− ϕ(ω(y)) + ω(y)τ)] (7.8)
Reconstruction de la phase spectrale ϕ(ω)
Il existe plusieurs me´thodes de reconstruction de la phase spectrale ϕ(ω) a` partir de
Γ(ω). Je m’inte´resse ici aux reconstructions par concate´nation et par inte´gration [85].
Nous notons ϕv(ω) la vraie valeur de la phase ϕ(ω) et ϕrec(ω) la valeur de la phase
reconstruite par la me´thode choisie. En fonction de ces notations, Γ(ω) se re´e´crit :
Γ(ω) = ϕv(ω + Ω)− ϕv(ω) (7.9)
• Reconstruction par concate´nation :
A partir de Γ(ω), ϕrec(ω) peut eˆtre reconstruite sur un e´chantillonnage de pas Ω par
concate´nation. En effet, en posant ϕrec(0) = 0, on a :
∀i ∈ [0, N ′ − 1], ϕrec ((i+ 1)Ω) = ϕrec(iΩ) + Γ(iΩ) (7.10)
ou` N’ est le nombre de points sur lequel la reconstruction de la phase est effectue´. Pour
une mesure du signal S(ω) sur N points de pas d’e´chantillonnage dω, N’ est donne´ par :






ou` Ro[x] de´signent l’arrondi de x a` l’entier le plus proche.
Sur l’e´chantillonnage [0, Ω, 2Ω,...., (N’-1)Ω], les valeurs de phase reconstruite ϕrec sont les
valeurs de phase vraies :
ϕrec(iΩ) = ϕv(iΩ) (7.12)





de Shanon-Whittaker [48]) peut ainsi eˆtre reconstruite exactement.
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Le pas d’e´chantillonnage dω du de´tecteur est strictement infe´rieur a` Ω pour permettre
une reconstruction correcte de la phase Γ. Soit M l’arrondi a` l’entier le plus proche du
quotient des deux pas d’e´chantillonnage Ω et dω (M = Ro [ Ω
dω
]
). La de´termination de la
phase peut se faire sur l’e´chantillonnage [0, Ω,..., (N’-1)Ω] mais aussi sur tout e´chantillon-
nage de´cale´ de idω (i ∈ [0,M − 1]) : [idω, idω + Ω,..., idω + (N ′ − 1)Ω]. Pour chacun, le





la moyenne de ces M de´terminations du champ, on re´duit le bruit sur le champ reconstruit
[51].
• Reconstruction par inte´gration :
Pour une valeur du de´calage spectral Ω petite devant la largeur spectrale caracte´ristique
des variations de la phase spectrale mesure´e, on peut conside´rer que la diffe´rence de phase
Γ(ω) est une bonne approximation du produit de la de´rive´e premie`re ϕv de la phase
spectrale par le de´calage spectral (Eq.7.13) :
Γ(ω) = ϕv(ω + Ω)− ϕv(ω) ' Ω∂ϕv
∂ω
(7.13)
De meˆme, la de´rive´e premie`re entre deux pulsations se´pare´es de dω (pas d’e´chantillonnage
du spectrome`tre) peut eˆtre e´value´e par :
ϕv(ω + dω)− ϕv(ω) ' dω∂ϕv
∂ω
(7.14)
En posant ϕrec(0) = 0, on reconstruit la phase spectrale en utilisant l’e´quation 7.15.
∀i ∈ [0, N − 1], ϕrec ((i+ 1)dω) = ϕrec(idω) + Γ(idω)dω
Ω
(7.15)
On remonte ainsi a` ϕrec(ω) sur un e´chantillonnage de pas dω.
Cette me´thode revient a` conside´rer que la de´rive´e premie`re de la phase ϕv(ω) est iden-
tique entre deux pulsations ωi et ωi + dω espace´es de dω et deux pulsations ωi et ωi + Ω
espace´es du de´calage spectral Ω. De manie`re intuitive, on s’attend a` ce que cette approxi-
mation donne de bons re´sultats pour des phases spectrales qui sont bien approxime´es par
une droite sur une largeur spectrale correspondant au de´calage spectral Ω. Nous reprenons
ici la de´monstration propose´e par C. Dorrer dans sa the`se [51].
M est toujours de´fini par l’arrondi a` l’entier le plus proche du rapport du de´calage
spectral Ω sur le pas d’e´chantillonnage du spectrome`tre dω. On conside`re dans la suite,
l’e´galite´ M = Ω
dω
ve´rifie´e (erreur < dω
2
). Toute pulsation peut s’e´crire sous la forme d’une
combinaison line´aire du de´calage spectral et du pas d’e´chantillonnage :
∀i ∈ [0, N − 1],∃α ∈ [0, N
M
− 1],∃β ∈ [0, N − 1], ωi = αΩ + βdω (7.16)
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La phase spectrale reconstruite en chaque pulsation ωi s’e´crit sous la forme suivante :
ϕrec(αΩ + βdω) =
αM+β∑
i=1
ϕrec(idω)− ϕrec ((i− 1)dω) (7.17)
Cette e´quation peut se re´e´crire :









ϕv ((i− 1)dω) (7.18)
La seconde somme est inde´pendante de α et β et est donc constante. En utilisant le













ϕv ((αM + β − 1 + i)dω) = ϕv
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αM + β − 1 + M + 1
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, αM + β + i− 1
]
,
ϕv ((αM + β − 1 + i)dω) = ϕv
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La phase spectrale reconstruite en chaque pulsation ωi peut donc eˆtre de´veloppe´e sous la
forme de l’e´quation 7.19 a` la constante 1
M
∑M
i=1 ϕv((i− 1)dω) pre`s :
ϕrec(αΩ+βdω) = ϕv
((














































correspond au maximum de la de´rive´e seconde dans l’intervalle [(αM +
β)dω, ((α + 1)M + β − 1)dω].
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La pre´cision de cette e´valuation est limite´e par la de´rive´e seconde de la phase spectrale
re´elle sur l’intervalle [(αM + β)dω, ((α+ 1)M + β − 1)dω]. Cette reconstruction est donc
pre´cise pour toute fonction qui est bien approxime´e par une droite sur un intervalle de
largeur e´gale au de´calage spectral Ω.
Remarque : Le fait que la phase reconstruite en ωi ne soit pas la phase re´elle en ωi
mais en ωi +
M−1
2
dω peut poser des proble`mes par exemple pour la compression optimale
des impulsions. En effet, la compression des impulsions a e´te´ optimise´e par bouclage avec
un AOPDF. La phase mesure´e ϕrec(ωi) en ωi est alors renvoye´e a` l’AOPDF qui applique
l’oppose´ de cette phase −ϕrec(ωi) en ωi. Comme ϕrec(ωi) n’est pas la valeur de phase





En pratique nous supposerons que la phase reconstruite en ωi est bien la phase re´elle en ωi.
La pre´cision de l’inte´gration peut eˆtre ame´liore´e en utilisant les formules de Newton-
Cotes [51][48]. La pre´cision sur la phase reconstruite est alors limite´e par la de´rive´e (n+1)-
e`me de la phase spectrale re´elle ϕv, ou` n est l’ordre du de´veloppement utilise´.
•Choix de la me´thode de reconstruction :
La reconstruction de la phase par concate´nation est une me´thode nume´riquement exacte.
La reconstruction par inte´gration permet d’avoir une bonne pre´cision de reconstruction
de la phase spectrale. La sensibilite´ au bruit de ces deux me´thodes est identique [51].
La phase reconstruite par inte´gration est directement e´chantillonne´e sur un pas dω plus
petit que celle reconstruite par concate´nation. La de´termination de l’intensite´ temporelle
a` partir de la phase reconstruite par inte´gration est plus rapide. Pour ces deux raisons
nous avons choisi la reconstruction par inte´gration au premier ordre.
7.2 De´calage spectral
Le de´calage spectral ne´cessaire a` la reconstruction de la phase spectrale est re´alise´ par
somme de fre´quences dans un cristal non-line´aire entre deux re´pliques de l’impulsion a`
caracte´riser et cette meˆme impulsion e´tire´e temporellement (Fig.7.2).
7.2.1 Etirement de l’impulsion a` caracte´riser
Pour e´tirer temporellement une impulsion, il suffit d’ajouter une phase spectrale qua-
dratique (cf. section 1.3, chapitre 1).
Notons E˜stretch(t) et Estretch(ω) les champs e´lectriques dans les domaines temporel et spec-
















Figure 7.2 – Sche´ma de principe de la re´alisation du de´calage spectral dans la mesure
SPIDER
note´ φ2stretch . L’expression du champ dans le domaine temporel apre`s e´tirement par une
phase quadratique a de´ja` e´te´ donne´e dans le chapitre 1 pour le cas d’une gaussienne (Eq.
1.70). La pulsation instantane´e varie alors line´airement avec le temps. Conside´rons ici un
champ E(ω) dont l’amplitude est de forme quelconque. Apre`s e´tirement de l’impulsion, le
champ correspondant s’e´crit dans le domaine spectral a` l’aide de l’e´quation 7.21 et dans
le domaine temporel a` l’aide de l’e´quation 7.22.






















Cette formule est donne´e pour une valeur du coefficient de phase quadratique φ2stretch
positive. Pour une valeur ne´gative, il suffit de remplacer l’expression de la transforme´e de
Fourier du terme de phase quadratique par son conjugue´. φ2stretch correspond alors a` la
valeur absolue du coefficient.























E(t′) exp [−iω0(t− t′)] dt′ (7.23)







→ 1 pour t’ ∈ [0,∆t] (7.24)




















L’intensite´ temporelle du champ e´tire´ est :
Istretch(t) ∝ I
(





L’intensite´ temporelle du champ e´tire´ est donc proportionnelle au spectre de l’impulsion
avant e´tirement.
Remarque : Apre`s e´tirement, chaque pulsation contenue dans le spectre de l’impulsion
initiale est localise´e temporellement. A un instant t0 donne´, l’onde e´tire´e peut donc eˆtre




7.2.2 Somme de fre´quences
On s’inte´resse ici a` l’expression temporelle du champ E˜SFG(t) re´sultant de la somme
de fre´quences de deux ondes 1 et 2 repre´sente´es respectivement par les champs E˜1 et E˜2




Figure 7.3 – Sche´ma de principe de la somme de fre´quences
L’e´volution de trois ondes planes couple´es dans un milieu non-line´aire de susceptibilite´
d’ordre 2 non-nulle est de´crite en de´tail dans la re´fe´rence [42].
Avec les hypothe`ses suivantes :
1. angle de double-re´fraction et effets transverses ne´glige´s,
2. approximation de l’enveloppe lentement variable suivant z et t,
3. effets non-line´aires autres que la somme de fre´quences ne´glige´s,
4. re´ponse non-line´aire du milieu instantane´e,
5. milieux isotropes pour les trois ondes,
6. polarisation des ondes rectilignes,
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7. non-de´ple´tion des ondes initiales 1 et 2,
8. dispersion dans le cristal non-line´aire ne´glige´e,
9. acceptance spectrale infinie 1,
l’amplitude complexe A˜SFG du champ re´sultant de la somme de fre´quences est relie´e, dans
le re´fe´rentiel en temps retarde´, a` celles des deux champs initiaux (A˜1 et A˜2) :
A˜SFG(t) = γSFGA˜1(t)A˜2(t) (7.27)
ou` γSFG = i
ω3χ(2)Ld
2cn(ω3)
, avec ω3 la pulsation centrale du signal de somme de fre´quences,
n(ω3) l’indice de re´fraction a` cette pulsation, χ
(2) la susceptibilite´ non-line´aire d’ordre 2
du cristal et Ld la longueur du cristal.
Le champ E˜SFG s’e´crit alors, dans le domaine temporel :
E˜SFG(t) ∝ E˜1(t)E˜2(t) (7.28)
7.2.3 Expression du signal SPIDER
Le de´calage spectral Ω est re´alise´ par somme de fre´quences entre l’impulsion initiale
e´tire´e temporellement et deux re´pliques de l’impulsion a` caracte´riser de´cale´es temporelle-
ment [84]. Le signal re´sultant se de´compose donc en deux impulsions :
– une impulsion re´sultant de la somme de fre´quences entre la re´plique 1 (Fig.7.2) et
l’impulsion initiale e´tire´e temporellement, repre´sente´e par le champ S˜1(t),
– une impulsion re´sultant de la somme de fre´quences entre la re´plique 2 (Fig.7.2) et
l’impulsion initiale e´tire´e temporellement, repre´sente´e par le champ S˜2(t).
Somme de fre´quences entre la re´plique 1 et l’impulsion e´tire´e temporellement
Soit t1 le retard entre ces deux impulsions, S˜1(t) s’e´crit alors, d’apre`s l’e´quation 7.28 :
S˜1(t) ∝ E˜(t)E˜stretch(t− t1) (7.29)
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1. L’acceptance spectrale en nm peut se de´finir comme la largeur a` mi-hauteur ∆λ de l’e´clairement I3
de l’onde ge´ne´re´e par somme de fre´quences (Eq. 7.53).
233
L’intensite´ du signal ge´ne´re´ par somme de fre´quences varie donc en 1/φ2stretch . Les va-
leurs de φ2stretch choisies e´tant importantes pour satisfaire a` la condition de validite´ de
la me´thode : φ2stretch  ∆t2, une contrainte est impose´e sur l’e´nergie des impulsions a`
caracte´riser en entre´e de syste`me.
Nous ne nous inte´ressons pas aux termes constants de la phase qui peuvent donc eˆtre












Somme de fre´quences entre la re´plique 2 et l’impulsion e´tire´e temporellement
La re´plique 2 est retarde´e d’un temps τ par rapport a` la premie`re re´plique. S˜2(t) s’e´crit,
d’apre`s l’e´quation 7.28 :
S˜2(t) ∝ E(t− τ)Estretch(t− t1) (7.33)
soit en utilisant l’e´quation 7.25 :











exp (−iω0(t− t1)) E
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ω − ω0 + t1−τφ2stretch
)
exp(iωτ) (7.35)
On retrouve la de´pendance en 1/φ2stretch de l’intensite´ du signal de somme de fre´quences
(Eq.7.31).














Le signal SPIDER S(ω) est proportionnel au module de la somme des deux champs
S1(ω) (Eq.7.32) et S2(ω) (Eq.7.36) ge´ne´re´s par somme de fre´quences :





















Le de´lai t1 est choisi expe´rimentalement de fac¸on a` satisfaire la relation suivante :∣∣∣∣E (ω0 − t1φ2stretch
)∣∣∣∣ ∼ ∣∣∣∣E (ω0 + τ − t1φ2stretch
)∣∣∣∣ (7.39)
En ne´gligeant les termes de phase constante, S(ω) devient :
S(ω) ∝ |E(ω − ω1) + E(ω − ω1 + Ω) exp(iωτ)|2 (7.40)
avec :
ω1 = ω0 − t1
φ2stretch
(7.41)
Ω = − τ
φ2stretch
(7.42)
Le de´calage spectral Ω entre les deux impulsions S1 et S2 qui interfe`rent de´pend du retard
temporel entre ces deux impulsions ainsi que de la phase quadratique introduite (φ2stretch)
pour e´tirer temporellement l’impulsion initiale. L’expression 7.40 est analogue a` la rela-
tion 7.2 au de´calage spectral ω1 des deux champs pre`s. La me´thode de reconstruction du
champ E(ω) donne´e section 7.1.2 peut donc eˆtre applique´e. Le de´calage spectral ω1 devra
eˆtre pris en compte dans ce traitement (section 7.4.1).
7.3 Dimensionnement du syste`me
Le dispositif expe´rimental est dimensionne´ en fonction du support temporel ∆t′ sur
lequel on veut pouvoir caracte´riser le champ e´lectrique d’une impulsion et de la pre´cision
souhaite´e pour cette caracte´risation. Pour satisfaire a` ces deux crite`res, les parame`tres
suivants doivent eˆtre de´termine´s :
– le retard temporel τ entre les deux re´pliques 1 et 2 de l’impulsion a` caracte´riser,
– le de´calage spectral Ω,
– la re´solution spectrale dω du spectrome`tre,
– le cristal non-line´aire (ge´ome´trie de l’accord de phase et caracte´ristiques du cristal).
7.3.1 Choix des parame`tres : τ , Ω, dω
Choix du retard τ
La validite´ de la reconstruction de la phase spectrale ϕ(ω) de l’impulsion a` caracte´riser
par la me´thode SPIDER de´pend de la validite´ de la de´termination de l’enveloppe |S ′(ω)| et
de la phase Φ(ω) du signal S ′(ω) (Eqs. 7.5 et 7.6). Ces deux quantite´s sont, elles-meˆmes
extraites du signal SPIDER S(ω) par FTSI. Le proble`me du choix du retard entre les
deux re´pliques qui interfe`rent pour donner le signal SPIDER se rame`ne donc au proble`me
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ge´ne´ral du choix du retard en interfe´rome´trie spectrale, de´ja` de´taille´ dans le chapitre 4
(section 4.2.4).
Remarque : Le retard est ne´cessairement strictement supe´rieur au support temporel
(2∆t′) de l’impulsion a` caracte´riser 2, soit :
τ > 2∆t′ (7.43)
Choix du de´calage spectral Ω
La phase spectrale ϕ(ω) est reconstruite a` partir d’une diffe´rence finie sur un pas Ω
(Γ(ω), Eq. 7.7). Pour pouvoir reconstruire le champ dans le domaine temporel sur un
intervalle [-∆t′,∆t′], Ω doit eˆtre choisi de fac¸on a` respecter l’ine´galite´ suivante (the´ore`me




D’autre part, une limite infe´rieure est impose´e par le bruit de mesure sur la phase Γ(ω).
En effet, pour obtenir une reconstruction correcte de ϕ(ω), la diffe´rence de phase Γ(ω)
entre deux pulsations se´pare´es de Ω (Eq. 7.7) doit eˆtre supe´rieure au bruit de mesure
B(ω) :
Γ(ω) > B(ω) (7.45)
Le de´lai e´tant fixe´ suivant les crite`res e´nonce´s dans la section pre´ce´dente (section
7.3.1), le choix du de´calage spectral se rame`ne au choix de la phase quadratique φ2stretch
ne´cessaire a` l’e´tirement temporel de l’impulsion initiale. Les relations 7.42 et 7.43 imposent









Remarque : L’ine´galite´ 7.47 est de´ja` ve´rifie´e pour assurer la validite´ de la relation entre
Ω, τ et φ2stretch (Eq. 7.42).
Choix de la re´solution du spectrome`tre dω
Pour une reconstruction correcte de la phase Γ(ω), le pas d’e´chantillonnage dω du
de´tecteur (spectrome`tre) doit eˆtre infe´rieur au de´calage spectral Ω : dω < Ω. Le choix de
dω doit aussi permettre la mesure de l’ensemble du spectre de l’impulsion a` caracte´riser




] (N : nombre de pixels du de´tecteur) autour de la pulsation
centrale de l’impulsion.
2. en supposant que le traitement par FTSI n’inclut pas de retrait de la composante DC.
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7.3.2 Choix du cristal
On suppose ici les hypothe`ses 1 a` 8 de la section 7.2.2 ve´rifie´es. En revanche, l’accep-
tance spectrale dans le cristal est suppose´e finie. Il existe donc un de´saccord de phase ∆~k
entre les vecteurs d’onde des ondes initiales 1 (~k1 = k1~e1) et 2 (~k2 = k2~e2) et de l’onde 3
(~k3 = k3~e3) re´sultant de la somme de fre´quences (Fig. 7.4) :
∆~k = ~k1 + ~k2 − ~k3 (7.48)
soit en projetant suivant la direction du vecteur ~k3 (∆k//) et de sa perpendiculaire (∆k⊥) :
∆k// = k1 cosα + k2 cos β − k3 (7.49)






Figure 7.4 – Repre´sentation ge´ome´trique du de´saccord de phase
Conside´rons de plus que ces trois ondes sont quasi-monochromatiques. Les trois champs
scalaires associe´s s’e´crivent alors sous la forme du produit d’une porteuse exp(ikjz) par
une enveloppe complexe Aj(z) (j = 1, 2, 3) :
Ej(z) = Aj(z) exp(ikjz) (7.51)









ou` ω3 est la pulsation ge´ne´re´e par somme de fre´quences (ω3 = ω1 + ω2), n(ω3) l’indice de
re´fraction a` cette pulsation et χ(2) la susceptibilite´ non-line´aire d’ordre 2 du milieu. En
sortie de cristal (z = Ld, Ld longueur du cristal), l’e´clairement I3 (Eq. 1.46) de l’onde

















Remarque : L’e´quation 7.53 reste valable pour des ondes non-monochromatiques.
Les cartes d’e´clairement de la figure 7.5 illustrent les variations de I3 (Eq.7.53) en
fonction des longueurs d’onde λ1 et λ2 des ondes initiales 1 et 2 en type I (a) et II (onde
1 ordinaire, onde 2 extra-ordinaire) (b) en ge´ome´trie non-coline´aire (α = 1◦ et β ∼ 1.7◦,
angles externes) dans un cristal de BBO d’e´paisseur Ld = 150µm. Les longueurs d’ondes λ1
et λ2 sont prises autour de 800 nm. Le signal SPIDER re´sultant de la somme de fre´quences
entre une onde quasi-monochromatique et deux re´pliques temporelles de l’impulsion a`
caracte´riser, la figure 7.5b montre l’avantage de travailler en type II. En effet, l’acceptance
spectrale est alors tre`s grande pour l’onde ordinaire (∆λ ∼ 175.3 nm), supe´rieure a` celle
obtenue en type I (∆λ ∼ 74.6 nm). L’acceptance spectrale est, en revanche plus faible
pour l’onde extra-ordinaire (∆λ ∼ 45.8 nm), ce qui n’est pas geˆnant puisqu’il s’agira de
l’onde quasi-monochromatique. Les deux re´pliques auront donc une polarisation ordinaire
et l’onde quasi-monochromatique une polarisation extra-ordinaire.
(a) (b)
Figure 7.5 – Variation de l’e´clairement I3 de l’onde ge´ne´re´e par somme de fre´quences
dans un cristal de BBO d’e´paisseur Ld = 150µm, en ge´ome´trie non-coline´aire (α =
1.7◦ et β ∼ 1.7◦, angles externes) en fonction des longueurs d’onde λ1 et λ2 des ondes
initiales (a) en type I (angle de coupe : θ = 29.2◦), (b) en type II (θ = 41.78◦) onde 1
ordinaire, onde 2 extra-ordinaire.
7.4 Dispositif expe´rimental et proce´dure de mesure
Le dispositif SPIDER doit permettre de caracte´riser des impulsions de dure´e allant
de 10 fs a` la centaine de fs avec une bonne pre´cision. Compte-tenu des contraintes sur
le dimensionnement du syste`me (section 7.3), il n’est pas possible d’utiliser un seul et
meˆme jeu de parame`tres pour la caracte´risation de ces impulsions. C’est pourquoi deux
configurations ont e´te´ envisage´es : une configuration dite ”impulsions courtes”, non de´crite
dans cette the`se, permettant la mesure d’impulsions de 40 fs a` la centaine de fs et une
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configuration dite ”impulsions ultra-courtes”pour la mesure d’impulsions entre 10 et 40 fs.
Le sche´ma de la configuration ”impulsions ultra-courtes” est pre´sente´ figure 7.6. Le
faisceau incident est se´pare´ en deux voies par une lame mince d’e´paisseur 150 µm. Sur
la premie`re voie, les deux re´pliques sont re´alise´es par re´flexion sur la face avant et la
face arrie`re de cette lame. Le retard correspondant est τ ∼ 1.5 ps. Sur l’autre voie, l’im-
pulsion est e´tire´e par deux passages dans un bloc de SF57 d’e´paisseur 8 cm. La phase
quadratique introduite par ces deux passages est : φ2stretch ∼ 3.6 104 fs2 (λ0 = 795 nm).
Le de´calage spectral est re´alise´ par somme de fre´quences dans un cristal de BBO de type
II (θ = 41.78◦) d’e´paisseur Ld = 50 µm, en ge´ome´trie non-coline´aire avec α = 1.7◦ et
β ∼ 1.7◦. Ce de´calage vaut environ -4.15 10−2 rad fs−1, soit 13.9 nm.





















L 1 BBO IIF1
Etireur:
φ(2)= 3.6 104 fs2
Décalage spectral Ω
Décalage temporel τ
Figure 7.6 – Sche´ma du montage SPIDER en configuration ”impulsions ultra-courtes”
trale (section 4.4.2, chapitre 4). Il garantit une tre`s bonne re´solution sur une grande
dynamique spectrale. Pour les valeurs de retard τ utilise´es, la re´ponse du spectrome`tre
peut eˆtre ne´glige´e. De plus la pre´cision de calibration avec une lampe spectrale reste tre`s
bonne du fait de la re´solution du spectrome`tre. Le choix du re´seau est adapte´ de fac¸on a`
pouvoir mesurer l’ensemble du spectre avec la meilleure re´solution.
Ce dispositif a e´te´ teste´ sur la chaˆıne laser Sofockle (section 7.5) et est utilise´ actuel-
lement sur la chaˆıne PLFA du CEA.
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7.4.1 Proce´dure de mesure
Les e´tapes d’une mesure SPIDER sont :
1. la calibration en longueur d’onde du spectrome`tre, essentielle pour une bonne pre´cision
de mesure (section 4.6.1 , chapitre 4)[51],
2. la mesure du spectre de l’impulsion a` caracte´riser (autour de λ0 = 800 nm),
3. la de´termination inde´pendante du retard τ entre les deux re´pliques,
4. la mesure du signal SPIDER,
5. la de´termination du de´calage ω1 (Eq. 7.41),
6. la reconstruction de la phase spectrale de l’impulsion a` caracte´riser,
7. le calcul de l’intensite´ temporelle associe´e au spectre mesure´ en 1 et a` la phase recons-
truite en 5.
Pour l’e´tape 3, le signal d’interfe´rome´trie spectrale correspondant aux deux re´pliques
ge´ne´re´es dans la lame mince est enregistre´ au spectrome`tre avant me´lange de fre´quences
(Eq. 7.1). Le retard τ entre ces deux re´pliques est alors de´termine´ par FTSI (section 4.2,
chapitre 4). La pre´cision de de´termination de ce retard est fondamentale pour la pre´ci-
sion de la mesure. En effet, la pre´sence d’une erreur sur cette phase line´aire introduit
une erreur sur la phase quadratique de l’impulsion a` caracte´riser. C. Dorrer propose une
me´thode pour minimiser ces erreurs. Celle-ci consiste a` utiliser le fait que les mesures 2,
3 et 4 sont enregistre´es avec le meˆme spectrome`tre en utilisant l’ordre 1 pour les deux
premie`res et l’ordre 2 pour la troisie`me [51][55]. On peut ainsi soustraire a` la phase Φ(ω)
le double de la phase mesure´e a` l’e´tape 3. Ce traitement permet, de plus, de tenir compte
de la diffe´rence de phase spectrale entre les deux re´pliques. En effet, la premie`re re´plique
se re´fle´chit sur la face avant de la lame alors que la seconde effectue un aller-retour dans
la lame, a` l’origine d’une phase quadratique de 11 fs2.
Il reste alors une phase re´siduelle line´aire dont le coefficient est : β2(ω1−ω0), ou` β2 = 11fs2
est le coefficient d’ordre 2 de la diffe´rence de phase entre les deux re´pliques et ω0 la pul-
sation centrale de l’impulsion a` caracte´riser [84]. Pour ω1 − ω0 = 1.87 10−2 rad fs−1, le
coefficient de la phase re´siduelle line´aire est d’environ 0.2 fs, soit une pre´cision sur le co-
efficient de phase quadratique de 5 fs2.
Le signal d’interfe´rome´trie spectrale entre les deux re´pliques n’e´tant pas enregistre´ sur
le meˆme tir que le signal SPIDER, il reste une erreur supple´mentaire introduite par les
fluctuations tir a` tir du retard entre les re´pliques.
Le de´calage ω1 est de´termine´ a` partir des mesures du spectre a` 800 nm (e´tape 1) et du
signal SPIDER (a` 400 nm) (e´tape 4). En effet, a` partir de la mesure du spectre |E(ω)|2,
on peut calculer le produit |E(ω)||E(ω + Ω)|. ω1 correspond au de´calage spectral entre ce
produit mesure´ a` 800 nm et l’enveloppe du signal S ′(ω) (Eq. 7.5) reconstruite a` 400 nm.
On peut donc de´terminer ω1 pour que le produit |E(ω)||E(ω + Ω)| calcule´ a` 800 nm et
l’enveloppe |S ′(ω)| se superposent au mieux.
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En pratique, les e´tapes 1 et 2 sont effectue´es au de´but d’une se´rie de mesures et non
a` chaque mesure SPIDER.
Remarque : La mesure du spectre de l’impulsion ainsi que celle du spectre cannele´
entre les deux re´pliques sans me´lange de fre´quence ne sont pas enregistre´s a` chaque tir.
Plusieurs solutions ont e´te´ propose´es dans la litte´rature pour la caracte´risation monocoup
de l’intensite´ temporelle par la me´thode SPIDER. Dorrer propose d’enregistrer en meˆme
temps ce spectre cannele´ et le signal SPIDER [86]. Mu¨ller sugge`re une reconstruction
directe du spectre et de la phase a` partir du signal SPIDER [87].
7.5 Re´sultats expe´rimentaux
La caracte´risation du dispositif SPIDER a e´te´ effectue´e en sortie de fibre creuse sur
la chaine Sofockle (chapitre 2, section 2.2.1) afin de disposer d’impulsions sub-20fs. La
capacite´ de l’AOPDF a` ge´ne´rer des phases quadratiques et cubiques avec une grande
pre´cision (chapitre 5) est utilise´e pour de´terminer la pre´cision de mesure de ce type de
phases par le dispositif SPIDER. L’influence de la largeur spectrale des impulsions sur la
phase reconstruite est ensuite e´tudie´e de fac¸on a` de´finir les limites en termes de largeur
spectrale de mesure de l’appareil.
7.5.1 Montage expe´rimental
Le sche´ma de la figure 7.7 pre´sente l’ensemble du dispositif expe´rimental. 80 µJ de la
sortie de la fibre creuse sont envoye´s dans un AOPDF (HR, 25 mm) puis 15 µJ vers le
dispositif SPIDER.
AOPDFFibre creuse(Ar, 2 bars)
Laser Ti:S
amplifié SPIDER
80 µJ ~15 µJ
Figure 7.7 – Sche´ma du montage expe´rimental
Pour l’ensemble des mesures pre´sente´es dans cette section, le re´seau de 150 traits/mm
a e´te´ utilise´. La calibration du spectrome`tre est effectue´e a` partir de 4 raies d’une lampe
Krypton (Fig. 7.8) suivant la me´thode de´taille´e au chapitre 4 (section 4.6.1). La de´viation
relative ∆rcal sur les longueurs d’onde centrales des raies mesure´es est infe´rieure a` 10
−5.
La fonction de transfert de l’AOPDF est centre´e sur λamp = 810 nm en amplitude
et λ0 = 800 nm en phase. La largeur a` 1/e de l’amplitude (supergaussienne d’ordre 6)
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Figure 7.8 – Spectre de la lampe Krypton
est de 175 nm. Les chapitres 3 et 5 ont montre´ l’importance d’une calibration pre´cise
de l’AOPDF en longueurs d’onde. Un grand soin a donc e´te´ porte´ a` la ve´rification de
cette calibration afin de limiter l’introduction d’une erreur sur la phase applique´e par
rapport a` la phase souhaite´e. Pour cela, un trou centre´ sur λamp, de largeur 1 nm a e´te´
introduit dans l’amplitude de l’impulsion (section 3.2.4, chapitre 3). L’absence d’e´tages
d’amplification entre l’AOPDF et la mesure du spectre et donc l’absence d’un de´calage
vers les plus grandes longueurs d’onde assure la pre´cision de cette calibration.
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Figure 7.9 – (a) Spectre de l’impulsion a` caracte´riser, (b) Spectre cannele´ obtenu par
interfe´rence entre les deux re´pliques ge´ne´re´es dans la lame mince, (c) Signal SPIDER.
La proce´dure suivie pour les diffe´rentes mesures SPIDER est de´crite section 7.4.1. Le
spectre des impulsions a` caracte´riser est montre´ figure 7.9a, le signal d’interfe´rome´trie
spectrale figure 7.9b et un exemple de signal SPIDER figure 7.9c. Le de´calage spectral ω1
est de l’ordre de 2.345 rad fs−1, soit une diffe´rence d’environ 1.87 10−2 rad fs−1 avec la
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pulsation centrale ωamp ∼ 2.326 rad fs−1 (λamp = 810 nm) de l’impulsion.
Chaque mesure de phase pre´sente´e dans cette section a e´te´ effectue´e sur plusieurs tirs
(∼ 10).
7.5.2 Mesure de phases polynomiales
Le spectre des impulsions est donne´ figure 7.9 a, soit une largeur a` 1/e2 d’environ 83
nm. Les valeurs de phases quadratiques et cubiques teste´es sont ajoute´es a` une phase de
re´fe´rence ϕref quasi-plate (ϕref2 < 5 fs
2 et ϕref3 ∼ 0 fs3). L’intensite´ temporelle calcule´e a`
partir de cette phase de re´fe´rence et du spectre de la figure 7.9 a une largeur a` mi-hauteur :
∆t ∼ 17.0 fs.
Phases quadratiques
On ajoute des valeurs de phases quadratiques entre -250 fs2 et 260 fs2 avec l’AOPDF.
Ces valeurs extre´males de phases quadratiques correspondent respectivement aux lar-
geurs a` mi-hauteur the´oriques de l’intensite´ temporelle ∆t−250 fs2 ∼ 37.7 fs et ∆t+260 fs2 ∼
38.9 fs.
La figure 7.10a pre´sente le coefficient de Taylor d’ordre 2 mesure´ ϕ2mes pour chaque
coefficient ϕ2appl applique´. Le coefficient line´aire de l’ajustement polynomial a` l’ordre 1
de ces points (non repre´sente´ sur la figure) est 0.98, soit 2% d’erreur par rapport a` la
valeur attendue (1). Le coefficient d’ordre 0 est 0.41 fs2. Le de´tail des e´carts relatifs ϕ2
aux coefficients applique´s est donne´ figure 7.10b pour chaque coefficient applique´. L’e´cart
correspondant a` ϕ2appl = 10 fs




Ces e´carts sont a` comparer aux e´carts mesure´s par interfe´rome´trie spectrale dans le cha-
pitre 5, soit en moyenne 2.35% (ligne bleue). Pour 7 des 11 coefficients applique´s, l’e´cart
ϕ2 est infe´rieur a` ces 2.35%. La valeur maximale de l’e´cart obtenu est de 4.3%, ce qui
constitue une excellente pre´cision. On peut e´galement noter que la mesure SPIDER est
plus pre´cise pour les phases quadratiques ne´gatives (a` l’exception des 3.9% a` -250 fs2).
La pre´cision moyenne de mesure de phases quadratiques est d’environ 2.10%.
Remarque : La pre´cision de´termine´e expe´rimentalement est supe´rieure a` la pre´cision
de l’ordre de 5 fs2 estime´e du fait de la diffe´rence de phase entre les deux re´pliques ge´ne´re´es
dans la lame mince (section 7.4.1).
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Figure 7.10 – (a) Rectangles rouges pleins : Coefficient de Taylor d’ordre 2 mesure´
en fonction de celui applique´ avec l’AOPDF, Droite noire : Coefficients applique´s. (b)
Rectangles rouges pleins : Ecart relatif (%) au coefficient applique´, Ligne bleue : e´cart
relatif moyen mesure´ par interfe´rome´trie spectrale dans le chapitre 5
Phases cubiques
Quatre valeurs de phases cubiques entre -5000 fs3 et +5000 fs3 ont e´te´ successivement
ajoute´es. Les intensite´s temporelles calcule´es a` partir du spectre mesure´ (Fig. 7.9a) et des
valeurs extre´males de phase de -5000 fs3 et 5000 fs3 sont respectivement trace´es figure
7.11a et b. Les rebonds observe´s correspondent, sur une feneˆtre temporelle de largeur
T = 600 fs centre´e en t = 0, a` une augmentation de la dure´e rms de 5.2 fs par rapport a`
la dure´e rms limite´e par transforme´e de Fourier (σTL600fs ∼ 30.6 fs).
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Figure 7.11 – En noir : Intensite´ temporelle calcule´e a` partir du spectre mesure´ (Fig.
7.9a) et d’une phase the´orique cubique respectivement de -5000 fs3 (a) et +5000 fs3 (b).
En rouge : Intensite´ temporelle de l’impulsion limite´e par transforme´e de Fourier corres-
pondante
Les coefficients de Taylor d’ordre 3 mesure´s ϕ3mes pour chaque coefficient applique´
ϕ3appl sont donne´s figure 7.12a. Les coefficients d’ordre 0 et 1 de l’ajustement polynomial
a` l’ordre 1 (a` ne pas confondre avec la droite des coefficients applique´s en noir sur la
figure) de cette courbe sont respectivement : 112 fs3 et 0.996, soit une erreur < 0.4% sur
ce dernier. Le de´tail des e´carts relatifs ϕ3 aux coefficients applique´s est pre´sente´ figure





Les e´carts ϕ3 sont compris entre 3.0 et 5.4 %. Ils sont supe´rieurs a` la moyenne des
e´carts mesure´s par interfe´rome´trie spectrale dans le chapitre 5, soit 2.47% (ligne bleue).
La mesure de phases cubiques positives semble plus pre´cise que dans le cas des phases
cubiques ne´gatives.
La pre´cision moyenne de mesure de phases cubiques est d’environ 4.07%.
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Figure 7.12 – Rectangles rouges pleins : Coefficient de Taylor d’ordre 3 mesure´ en fonc-
tion de celui applique´ avec l’AOPDF, Droite noire : Coefficients applique´s. (b) Rectangles
rouges pleins : Ecart relatif (%) au coefficient applique´, Ligne bleue : e´cart relatif moyen
mesure´ par interfe´rome´trie spectrale dans le chapitre 5
7.5.3 Influence de la largeur spectrale des impulsions
Nous avons de´montre´ dans la partie pre´ce´dente la capacite´ de mesurer des impulsions
de dure´e maximale 35-40 fs a` la fois en terme de largeur a` mi-hauteur et de largeur rms.
Ces dure´es d’impulsions ont e´te´ obtenues a` partir d’une impulsion quasi-limite´e par trans-
forme´e de Fourier (∆t ∼ 17.0 fs) en ajoutant un terme de phase quadratique pour allonger
la largeur temporelle a` mi-hauteur ou un terme de phase cubique pour allonger la largeur
rms.
Nous proposons ici d’allonger la dure´e des impulsions, non pas en ajoutant un terme de
phase mais en re´tre´cissant la largeur spectrale des impulsions. Le but est d’e´tudier l’in-
fluence de la largeur spectrale de l’impulsion a` caracte´riser sur la pre´cision de la mesure
SPIDER.
La largeur spectrale des impulsions est re´tre´cie a` l’aide de l’AOPDF en jouant sur la lar-
geur spectrale ∆λAOPDF de l’amplitude de sa fonction de transfert. Les diffe´rentes valeurs
de ∆λAOPDF utilise´es sont : 175 nm (fonctionnement sans re´tre´cissement du spectre), 100
nm, 60 nm et 40 nm. Pour ces expe´riences, les e´tapes 2 a` 7 de la proce´dure de mesure
(section 7.4.1) ont e´te´ effectue´es pour chaque phase mesure´e.
Les spectres mesure´s pour chaque ∆λAOPDF sont reporte´s sur la figure 7.13a. Les largeurs
spectrales a` 1/e2 (1/e en amplitude) correspondantes sont donne´es dans le tableau 7.1.
Les signaux SPIDER enregistre´s pour ∆λAOPDF = 100, 60 et 40 nm sont respectivement
pre´sente´s figure 7.13b a` d. Pour ∆λAOPDF = 100 nm, on observe l’absence de franges pour
les pulsations les plus hautes du spectre. Pour ∆λAOPDF = 60 nm, l’absence de franges
pour les pulsations les plus hautes du spectre est plus prononce´ et est e´galement observe´
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Figure 7.13 – (a) Spectre des impulsions mesure´ pour ∆λAOPDF = 175 nm en noir,
∆λAOPDF = 100 nm en rouge, 60 nm en bleu et 40 nm en vert. Signal SPIDER mesure´
pour ∆λAOPDF = 100 nm (b),60 nm (c) et 40 nm (d). (e) Phase spectrale reconstruite
coupe´e a` 1% du maximum du spectre (a) pour ∆λAOPDF = 175 nm en noir, 100 nm en
rouge, 60 nm en bleu et 40 nm en vert.
pour les pulsations les plus basses. Le contraste des franges reste comparable de l’ordre
de 60%. En revanche, pour ∆λAOPDF = 40 nm, le contraste des franges est tre`s faible
(<15%).
La phase spectrale reconstruite, coupe´e a` 1% du maximum du spectre est donne´e
figure 7.13. Nous comparons la phase mesure´e en pre´sence d’un re´tre´cissement du spectre
a` celle mesure´e en l’absence de re´tre´cissement (∆λAOPDF = 175 nm). Un bon accord est
obtenu pour ∆λAOPDF = 100 nm sur toute la plage de pulsations. En revanche, dans les
cas ∆λAOPDF = 60 nm et 40 nm, la reconstruction de la phase spectrale n’est pas valide
sur toutes la plage de pulsations. En effet, pour les valeurs de pulsations les plus hautes,
une discontinuite´ est observe´e. La pente associe´e est -114 fs/rad pour ∆λAOPDF = 60 nm
et -268 fs/rad ∆λAOPDF = 40 nm. Cette discontinuite´ s’explique par l’absence de franges
pour les pulsations les plus grandes des spectres des figures 7.13 c et d. Les largeurs a` mi-
hauteur de l’intensite´ temporelle limite´e par transforme´e de Fourier sont respectivement,
dans ces deux cas, ∆tTL ∼ 27.4 et 33.2 fs (tableau 7.1).
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Largeur a` 1/e AOPDF (amplitude) (nm) 175 100 60 40
Largeur a` 1/e |E(ω| (nm) 76.6 57.7 49.4 38.3
Dure´e FTL ∆tTL (fs) 16.5 20.8 27.4 33.2
Dure´e ∆t (fs) 17.2 23.6 36.4 56.1
Table 7.1 – Largeurs caracte´ristiques des impulsions pour diffe´rentes largeurs spectrales
de l’amplitude de la fonction de transfert de l’AOPDF
Cette e´tude montre l’importance de la largeur spectrale des impulsions sur la validite´
de la reconstruction de la phase. La dure´e des impulsions n’est pas un parame`tre suffisant
pour assurer la validite´ de cette reconstruction. En effet, des impulsions de dure´e 35-40 fs
obtenues a` partir d’une impulsion limite´e par transforme´e de Fourier (∆t ∼ 17.0 fs) par
ajout d’une phase quadratique ont e´te´ correctement caracte´rise´es dans la section 7.5.2.
En revanche, des impulsions de dure´e 27 fs obtenues en re´tre´cissant le spectre de 76.6 nm
a` 49.4 nm (tableau 7.1) ne sont pas correctement reconstruites (sur tout le spectre).
Conclusion
Dans ce chapitre, je pre´sente un dispositif SPIDER spe´cialement dimensionne´ pour la
caracte´risation d’impulsions tre`s courtes (20 fs et sub-20 fs). Son e´tude expe´rimentale a
montre´ que :
• la pre´cision moyenne de mesure de phases quadratiques et cubiques est respective-
ment d’environ 2.10% et 4.07% sur les coefficients de Taylor d’ordre 2 et 3,
• la pre´cision de reconstruction de la phase spectrale d’une impulsion a` caracte´riser
sur la totalite´ de son support spectral de´pend de la largeur de ce support. En effet,
pour des impulsions de largeur ∆λ ≤ 60 nm, cette pre´cision se de´grade et il est alors
pre´fe´rable d’effectuer la mesure SPIDER avec la seconde configuration du disposi-
tif (e´tirement temporel par un e´tireur a` re´seaux, longueur du cristal non-line´aire :
Ld = 150 µm) non de´crite dans cette the`se.
Au vu de ces re´sultats, le dispositif SPIDER constitue un tre`s bon outil de re´fe´rence
et sera utilise´ dans le chapitre 8 pour caracte´riser une nouvelle technique de mesure : la






La technique d’interfe´rome´trie spectrale auto-re´fe´rence´e (ou Self-Referenced Spectral
Interferometry, SRSI) est une nouvelle technique de caracte´risation des impulsions courtes
de´montre´e re´cemment [49]. Invente´e par la socie´te´ Fastlite (brevet [88]), elle est actuelle-
ment commercialise´e depuis un an.
Cette technique consiste a` re´aliser une mesure d’interfe´rome´trie spectrale entre une
impulsion a` caracte´riser et une impulsion de re´fe´rence ge´ne´re´e a` partir de cette meˆme
impulsion a` caracte´riser. Elle tire ainsi profit de la line´arite´, de l’extreˆme sensibilite´ et de
la pre´cision de l’interfe´rome´trie spectrale, de´ja` e´voque´es au chapitre 4.
Une premie`re partie de ce chapitre expose la the´orie de la SRSI et en particulier la
ge´ne´ration de l’impulsion de re´fe´rence qui se fait par ge´ne´ration de polarisation croise´e
ou XPW. Cette technique a e´te´ imple´mente´e, teste´e et valide´e expe´rimentalement sur des
impulsions de dure´e supe´rieure a` 40 fs dont nous ne pre´senterons pas les re´sultats. Je
m’inte´resse ici a` valider expe´rimentalement la mesure SRSI d’impulsions sub-20 fs avec
le meˆme dispositif. Pour cela, l’aspect quantitatif de la mesure de phases quadratiques
et cubiques ajoute´es a` une impulsion de dure´e sub-20fs quasi-limite´e par transforme´e de
Fourier a e´te´ ve´rifie´. L’obtention d’impulsions quasi-limite´es par transforme´e de Fourier
de dure´e 11.7 fs a` l’aide d’une boucle de re´tro-action entre le dispositif de SRSI et un
AOPDF a e´galement e´te´ de´montre´e.
8.1 Ge´ne´ration d’une impulsion de re´fe´rence
Pour caracte´riser une impulsion (E(ω)) par interfe´rome´trie spectrale, il faut disposer
d’une impulsion de re´fe´rence (Eref (ω)) dont le support spectral soit au moins aussi large
que celui de l’impulsion a` caracte´riser. Si, de plus l’amplitude spectrale |Eref (ω)| de l’im-
pulsion de re´fe´rence ve´rifie la relation 8.1, alors une mesure d’interfe´rome´trie spectrale
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permet la reconstruction a` la fois de la diffe´rence de phase spectrale ϕref (ω)−ϕ(ω), mais
aussi des amplitudes spectrales |Eref (ω)| et |E(ω)| des deux champs se´pare´ment (sections
4.2.2 et 4.2.3, chapitre 4). La connaissance de la phase spectrale de l’impulsion de re´fe´rence
donne alors acce`s a` celle de l’impulsion a` caracte´riser.
∀ω, |Eref (ω)| > |E(ω)| (8.1)
L’ide´e est ici de disposer d’une me´thode de caracte´risation auto-re´fe´rence´e des impul-
sions base´e sur l’interfe´rome´trie spectrale. L’impulsion de re´fe´rence doit donc ve´rifier les
quatre conditions suivantes :
– elle doit eˆtre ge´ne´re´e a` partir de l’impulsion a` caracte´riser,
– son support spectral doit eˆtre au moins aussi large que celui de l’impulsion a` carac-
te´riser,
– son amplitude spectrale doit ve´rifier la relation 8.1,
– sa phase spectrale doit eˆtre connue.
La phase spectrale ”ide´ale” de l’impulsion de re´fe´rence est une phase plate puisqu’alors la
diffe´rence de phase reconstruite par interfe´rome´trie spectrale est directement e´gale a` la
phase de l’impulsion a` caracte´riser.
Pour obtenir une impulsion de re´fe´rence de phase plate, il faut ”aplatir” la phase ϕ(ω)
de l’impulsion a` caracte´riser. Une analogie avec le domaine spatial permet de comprendre
comment re´aliser une telle ope´ration. Pour e´liminer les de´fauts spatiaux sur l’intensite´
spatiale (I1(x, y)) et la phase spatiale (ϕ1(x, y)) d’une impulsion, un filtrage par un trou
est re´alise´ dans le domaine de Fourier (Fig. 8.1).




I1(x,y) ϕ1(x,y) I2(x,y) ϕ2(x,y)
Domaine spatial Domaine de Fourier 
associé
Domaine spatial
Figure 8.1 – Filtrage spatial d’une impulsion
tenu de la dure´e des impulsions, seul un filtre non-line´aire peut eˆtre utilise´.
Tout effet non-line´aire d’ordre 3 conservant la pulsation (Eq.8.2 , Fig.8.2) est alors un bon
candidat.
ωNL = ω + ω − ω = ω (8.2)
250
ou` ω est une pulsation de l’impulsion initiale et ωNL la pulsation correspondante du champ




Figure 8.2 – Effet non-line´aire d’ordre trois avec conservation de la pulsation
Avec les hypothe`ses suivantes :









2. approximation de l’enveloppe lentement variable suivant Z
(∣∣∣∂2A∂Z2 ∣∣∣ k ∣∣∂A∂Z ∣∣), et t(∣∣∣∂2A∂t2 ∣∣∣ T ∣∣∂A∂t ∣∣),
3. re´ponse non-line´aire d’ordre 3 du milieu instantane´e (χ(3) inde´pendant de la pulsa-
tion),
4. approximation du cristal mince : dispersion ne´glige´e, non-de´pletion de l’impulsion
initiale,
5. dans le re´fe´rentiel en temps retarde´,
l’intensite´ temporelle de tout champ ge´ne´re´, dans un cristal, par un effet non-line´aire
d’ordre 3 conservant la pulsation, pre´sente une de´pendance cubique avec l’intensite´ tem-
porelle du champ initial. L’impulsion re´sultante est alors filtre´e temporellement.
Parmi tous les effets non-line´aires du troisie`me ordre ve´rifiant les conditions 8.2, on
peut citer :
– l’auto-diffraction [42],
– la rotation de polarisation elliptique par bire´fringence non line´aire induite (NER,
”Nonlinear Elliptic polarization Rotation”) [42],
– la ge´ne´ration de polarisation croise´e (XPW, ”Cross-polarized wave generation”) [59].
Pour des raisons de simplicite´ et de compacite´ de la mise en oeuvre expe´rimentale d’une
mesure d’interfe´rome´trie spectrale a` partir d’une telle impulsion de re´fe´rence, la ge´ne´ration
de polarisation croise´e a e´te´ retenue.
8.1.1 Ge´ne´ration de polarisation croise´e ou XPW
Lorsqu’une impulsion polarise´e line´airement suivant X (fle`che rouge, Fig. 8.4a) est
focalise´e dans un milieu pre´sentant les proprie´te´s approprie´es, une impulsion de polari-
sation line´aire perpendiculaire a` celle de l’impulsion incidente est ge´ne´re´e (fle`che bleue).
L’effet non-line´aire a` l’origine de ce phe´nome`ne est la ge´ne´ration de polarisation croise´e ou
XPW. Nous rappelons ici les conditions d’obtention d’un tel effet ainsi que ses proprie´te´s
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de filtrage temporel de l’impulsion initiale. Le lecteur inte´resse´ par une e´tude the´orique et
expe´rimentale de´taille´e pourra se reporter aux the`ses d’A. Jullien [89] et L. Canova [90].












Figure 8.3 – (a) Ge´ne´ration, par XPW, d’une impulsion polarise´e orthogonalement a` la
polarisation de l’impulsion initiale, fle`ches rouges et bleues : directions de polarisation des
impulsions initiale et XPW. (b) Repre´sentation des directions de polarisation des champs
incident (X) et XPW (Y ) dans le repe`re cristallographique associe´ au cristal (x, y, z)
Anisotropie du tenseur χ(3)
Le tenseur de susceptibilite´ non-line´aire d’ordre 3 χ(3) comprend 81 termes dont la
plupart sont nuls pour des mate´riaux a` haut niveau de syme´trie. Dans un milieu isotrope,







































ou` x, y et z de´signent les axes du repe`re cristallographique du mate´riau.








Pour des mate´riaux cubiques (m3m) ou te´tragonaux (4/mmm), les e´galite´s 8.4 entre les
diffe´rents termes du tenseur sont toujours ve´rifie´es. En revanche, la relation d’isotropie ne
l’est plus (Eq. 8.5). L’e´cart a` l’isotropie est alors quantifie´ par le coefficient d’anisotropie









Expression du signal ge´ne´re´ par XPW
Dans les hypothe`ses 1 a` 5 de la section pre´ce´dente, l’amplitude temporelle complexe
A˜XPW (L, t) du champ ge´ne´re´ par polarisation croise´e, en sortie de cristal est proportion-
nelle au produit de l’intensite´ temporelle I(t) par l’amplitude temporelle complexe A˜(t)
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du champ initial [89][90].










ou` x est un des axes cristallographiques du mate´riau, β l’angle entre la direction de
polarisation du champ incident et l’axe x (Fig. 8.4b), ω0 la pulsation centrale de l’impulsion
initiale et n(ω0) l’indice de re´fraction associe´.
Les expressions 8.7 et 8.8 montrent que la ge´ne´ration de polarisation croise´e se produit
dans des mate´riaux pour lesquels le coefficient d’anistropie σ est non nul (σ 6= 0) et dont
les axes cristallographiques ne sont pas confondus avec la direction de polarisation X du
champ initial (β 6= 0). Pour maximiser l’efficacite´ de ge´ne´ration de l’impulsion XPW, l’axe
cristallographique x doit eˆtre oriente´ a` β = pi
8
= 22.5◦ (sin(4β) = 1).
Exemples de cristaux
Diffe´rents mate´riaux pre´sentent un coefficient d’anisotropie σ non-nul et peuvent donc
eˆtre utilise´s pour ge´ne´rer l’impulsion XPW de re´fe´rence. Certains de ces mate´riaux sont
reporte´s dans le tableau 8.1 avec la valeur de leur coefficient d’anisotropie. Parmi ceux-ci,







Table 8.1 – Caracte´ristiques de diffe´rents cristaux dont la structure cristalline permet la
ge´ne´ration de polarisation croise´e
Influence de la phase spectrale sur la ge´ne´ration de polarisation croise´e
L’impulsion initiale est filtre´e par sa propre intensite´ temporelle, ce qui a pour effet
d’e´largir le spectre et d’aplatir la phase spectrale (Fig. 8.4). Les performances de ce filtrage
de´pendent de la phase spectrale de l’impulsion initiale. La validite´ et la pre´cision de la
mesure SRSI sont directement lie´es a` ces performances et donc a` la phase spectrale initiale
(section 8.2.2).
L’impulsion e´tant filtre´e par sa propre intensite´ temporelle, la pre´sence d’une phase
spectrale quadratique sur l’impulsion initiale de´grade rapidement l’e´largissement spectral
253
Figure 8.4 – Filtrage temporel d’une impulsion par XPW. (a) Spectre et phase spectrale
de l’impulsion initiale. (b) Intensite´s temporelles des impulsions initiales (en rouge) et
XPW (en bleu). (c) Spectre et phase spectrale de l’impulsion XPW.
de l’impulsion XPW. La phase spectrale XPW n’est alors plus plate mais varie de manie`re
quadratique avec la pulsation.
La figure 8.5 illustre l’e´volution de l’intensite´ temporelle, du spectre et de la phase spectrale
obtenus par XPW pour diffe´rentes valeurs de phase initiale : ϕ2 = 0, 50, 86 et 200 fs
2. Le
spectre de l’impulsion initiale est une gaussienne centre´e sur 800 nm, de largeur a` mi-
hauteur 80 nm, qui correspond a` une largeur temporelle a` mi-hauteur FTL ∆tTL ∼ 11.8 fs.
Nous de´finissons ici l’e´largissement spectral comme le rapport de la largeur a` mi-hauteur





La largeur temporelle a` mi-hauteur ∆tXPW , l’e´largissement spectral Dλ et le coeffi-
cient d’ordre 2 ϕ2XPW de la phase spectrale obtenus par filtrage XPW sont donne´s pour
chaque valeur de phase quadratique initiale dans le tableau 8.2.
Pour une phase initiale plate, l’e´largissement spectral est maximal (1.7) et sa phase plate.
ϕ2 (fs
2) ∆t (fs) ∆tXPW (fs) Dλ ϕ2XPW (fs
2)
0 11.8 6.8 1.73 0
50 16.7 9.6 1.29 10.0
86 23.4 13.5 1.00 28.5
200 48.5 28.0 0.70 136.0
Table 8.2 – Largeur temporelle a` mi-hauteur ∆tXPW , e´largissement spectral Dλ et coef-
ficient d’ordre 2 ϕ2XPW de la phase obtenus par filtrage XPW d’une impulsion de spectre
gaussien centre´ sur 800 nm et de largeur ∆λ = 80 nm pour diffe´rentes valeurs de phases
quadratiques initiales
Pour ϕ2 < 86 fs
2, le spectre XPW est plus large que celui de l’impulsion initiale et ϕ2XPW
est nettement plus petit que ϕ2. Un e´largissement de 1 est obtenu pour une phase initiale
de ϕ2 = 86 fs
2 et on garde ϕ2XPW < ϕ2. Pour des phases quadratiques plus importantes,
le spectre XPW devient moins large que le spectre initial. Bien que loin de la valeur nulle,
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Figure 8.5 – Influence d’une phase quadratique sur le spectre et la phase spectrale de
l’impulsion XPW pour une impulsion initiale gaussienne centre´e sur 800 nm de largeur
a` mi-hauteur 80 nm (∆tTL ∼ 11.8 fs). a) impulsion initiale. En noir : spectre, en bleu :
phase plate, en rouge : ϕ2 = 50 fs
2, en vert :ϕ2 = 86 fs
2, en marron : ϕ2 = 200 fs
2. b)
Intensite´ temporelle de l’impulsion initiale (noir) et XPW (bleu) pour une phase initiale
plate reporte´e en tirets bleus dans c), d) et e). Intensite´ temporelle de l’impulsion initiale
(noir) et XPW (rouge) pour une phase initiale ϕ2 = 50 fs
2 en c), ϕ2 = 86 fs
2 en d),
ϕ2 = 200 fs
2 en e). f) Spectre initial en noir. Spectre XPW obtenu pour une phase plate
en bleu, ϕ2 = 50 fs
2 en rouge, ϕ2 = 86 fs
2 en tirets verts, ϕ2 = 200 fs
2 en marron. Phase
spectrale XPW obtenue pour une phase initiale plate (en tirets bleus, g), pour ϕ2 = 50 fs
2
(rouge, h), ϕ2 = 86 fs
2 (vert, j) et ϕ2 = 200 fs
2 (marron, i). Phase spectrale initiale en
noir g,h,i,j.
ϕ2XPW reste infe´rieur a` ϕ2.
De manie`re ge´ne´rale pour une impulsion gaussienne a` de´rive de fre´quence de dure´e FTL
∆tTL, il est possible de relier la largeur temporelle a` mi-hauteur ∆tXPW et le coefficient
d’ordre 2 de la phase spectrale ϕ2XPW de l’impulsion XPW a` ∆tTL et a` ϕ2, le coefficient












 1 + 16 ln2(2) ϕ22∆t4TL





Le rapport ∆tXPW/∆t (∆t : impulsion initiale) prend une valeur minimale de 1/
√
3 pour
une impulsion limite´e par transforme´e de Fourier (Eq. 8.10). L’e´largissement spectral est
alors maximal, e´gal a`
√
3. Pour des impulsions proches de leur limite de Fourier, la phase
XPW est quadratique de coefficient d’ordre 2 neuf fois plus petit que celui de la phase
initiale (Eq. 8.11). L’e´largissement de 1 est obtenu pour une phase quadratique initiale de










Cette valeur de phase quadratique correspond alors a` la limite de validite´ de la mesure
SRSI (section 8.2.2).
Les termes d’ordre supe´rieur de la phase sont a` l’origine de distorsions temporelles
principalement localise´es dans le pie´destal de l’intensite´ temporelle. Ces distorsions sont
donc facilement filtre´es par XPW et la phase spectrale obtenue reste proche de la phase
plate [92].
8.2 Interfe´rome´trie spectrale auto-re´fe´rence´e ou Self-
Referenced Spectral Interferometry (SRSI)
Afin de reconstruire l’amplitude spectrale et la phase spectrale de l’impulsion a` ca-
racte´riser, une mesure d’interfe´rome´trie spectrale est re´alise´e entre cette impulsion et
l’impulsion filtre´e par XPW suivant le sche´ma expe´rimental de la figure 8.6. Un premier
polariseur impose avec pre´cision la direction de polarisation de l’impulsion incidente afin
de garantir ensuite une bonne efficacite´ de la ge´ne´ration d’XPW. En sortie de polari-
seur les impulsions incidentes sont focalise´es dans un cristal de coefficient d’anisotropie
σ non nul. Une impulsion de polarisation perpendiculaire, appele´e dans la suite ”impul-
sion XPW”, est alors ge´ne´re´e par XPW dans ce cristal. Un second polariseur se´lectionne
l’impulsion XPW et e´limine le re´siduel de l’impulsion initiale. Pour effectuer la mesure
d’interfe´rome´trie spectrale, une re´plique polarise´e orthogonalement a` l’impulsion initiale
est re´alise´e dans une lame bire´fringente. Cette re´plique interfe`re avec l’impulsion XPW
dans le spectrome`tre.














Figure 8.6 – Principe de la mesure SRSI
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signal S(ω) mesure´ au spectrome`tre est alors :
S(ω) = |EXPW (ω) + E(ω) exp(iωτ)|2 (8.13)
= |EXPW (ω)|2 + |E(ω)|2 + 2|EXPW (ω)||E(ω)| cos (ϕ(ω)− ϕXPW (ω) + ωτ)
(8.14)
8.2.1 Reconstruction du champ e´lectrique
La reconstruction du signal S ′(ω) se fait par FTSI comme de´crit dans le chapitre 4
(section 4.2.1).
S ′(ω) = EXPW∗(ω)E(ω) exp [i (ϕ(ω)− ϕXPW (ω) + ωτ)] (8.15)
et :
|S ′(ω)| = |EXPW (ω)||E(ω)| (8.16)
Φ(ω) = ϕ(ω)− ϕXPW (ω) + ωτ (8.17)
Reconstruction des amplitudes spectrales E(ω), |EXPW (ω)|
Dans les conditions de validite´ de la mesure SRSI (section 8.2.2), l’amplitude spectrale
|E(ω)| de l’impulsion a` caracte´riser et celle de l’impulsion XPW EXPW (ω) ve´rifient la
relation :
∀ω, |EXPW (ω)| > |E(ω)| (8.18)
|E(ω)| et |EXPW (ω)| peuvent alors eˆtre reconstruites se´pare´ment suivant la me´thode ex-
pose´e au chapitre 4 (section 4.2.3). En posant :
S0(ω) = |E(ω)|2 + |EXPW (ω)|2 (8.19)

















Reconstruction de la phase spectrale ϕ(ω)
Le retard τ entre les deux re´pliques correspond a` la diffe´rence de retard introduit par
la lame bire´fringente (Fig. 8.6) pour une onde polarise´e suivant l’axe ordinaire et une
onde polarise´e suivant l’axe extraordinaire. Apre`s soustraction de ce retard, on a acce`s a`
la phase Γ(ω) :
Γ(ω) = ϕ(ω)− ϕXPW (ω) (8.23)
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En premie`re approximation, la phase spectrale de l’impulsion XPW peut eˆtre suppose´e
nulle : ϕXPW (ω) ∼ 0. On a alors l’e´galite´ : Γ(ω) ∼ ϕ(ω) et le champ E(ω) est comple`tement
reconstruit. En pratique la phase ϕXPW (ω) n’est pas force´ment nulle (section 8.1.1). Un
algorithme ite´ratif dont les e´tapes sont repre´sente´es figure 8.7 permet de tenir compte
de la valeur non-nulle de ϕXPW (ω) afin de reconstruire la phase ϕ(ω) avec une grande
pre´cision.
Le champ EXPW (ω) est calcule´ a` partir de la relation suivante qui de´coule de l’expression
8.7 :
E˜XPW (t) ∝ |E˜(t)|2E˜(t) (8.24)
La phase de l’impulsion XPW ϕXPW (ω), de´termine´e a` partir de l’e´quation 8.24, est re´-
injecte´e dans l’expression 8.23. Une nouvelle estimation du champ E(ω) est alors effectue´e.












Figure 8.7 – Algorithme ite´ratif de reconstruction du champ E(ω) pour une phase de
l’impulsion XPW non-nulle (ϕXPW (ω) 6= 0). i : nombre d’ite´rations
8.2.2 Validite´ de la mesure
Pour pouvoir reconstruire correctement la phase ϕ(ω) et l’amplitude spectrale |E(ω)| de
l’impulsion a` caracte´riser pour toutes les pulsations de son support spectral, les amplitudes
spectrales E(ω) et EXPW doivent ve´rifier la relation 8.18. Autrement dit, l’e´largissement
spectral de l’impulsion XPW constitue le crite`re de validite´ de la mesure. L’amplitude
XPW e´tant e´galement reconstruite a` partir du signal SRSI S(ω) (Eq. 8.14), on dispose
d’une ve´rification expe´rimentale de la validite´ de chaque mesure effectue´e.
Expe´rimentalement, un crite`re e´quivalent est la relation suivante entre les largeurs a`
mi-hauteur ∆τXPW et ∆τ [93] :
∆τXPW < ∆τ (8.25)
ou` ∆τXPW et ∆τ sont calcule´es respectivement a` partir des spectres des impulsions ini-
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tiales et XPW filtre´s. Le filtre spectral utilise´ est une supergaussienne d’ordre supe´rieur
a` 20 et de largeur spectrale e´gale a` la largeur spectrale a` 1% du maximum du spectre de
l’impulsion initiale.
8.3 Re´sultats expe´rimentaux
La validite´ de la mesure SRSI a e´te´, au pre´alable, controˆle´e sur des impulsions de
dure´e supe´rieure ou e´gale a` 40 fs, avec le dispositif expe´rimental pre´sente´ ici (Fig. 8.8).
Notre e´tude a porte´ sur la caracte´risation d’impulsions sub-20 fs avec ce meˆme dispositif.
Pour cela, la plage de validite´ de la mesure de phases polynomiales a e´te´ de´termine´e
expe´rimentalement ainsi que la pre´cision sur cette plage [93]. L’obtention d’impulsions
comprime´es a` leur limite de Fourier (11.7 fs) par une boucle de re´troaction entre SRSI
et AOPDF a ensuite e´te´ de´montre´e [93][94][95]. Chaque mesure SRSI est compare´e a` une
mesure SPIDER re´alise´e a` l’aide du dispositif pre´sente´ dans le chapitre 7.
8.3.1 Montage expe´rimental
Dispositif de Self-Referenced Spectral Interferometry
Le sche´ma du dispositif expe´rimental est pre´sente´ figure 8.8. Le milieu XPW actif est
un cristal de 1 mm de BaF2 oriente´ [001]. La lame bire´fringente est une lame de calcite de
1.6 mm d’e´paisseur qui introduit un de´lai τ = 970fs entre les deux re´pliques de l’impulsion
initiale. La focalisation dans le cristal de BaF2 ainsi que la collimation en sortie de cristal
se fait par des miroirs concaves afin de s’affranchir des aberrations chromatiques lie´es
a` la propagation dans des lentilles. Les polariseurs permettent une extinction a` 105 :1,
essentielle pour la qualite´ de la mesure. Notons, de plus la compacite´ du dispositif, de

















Figure 8.8 – Sche´ma du dispositif expe´rimental de SRSI
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Dispersion du dispositif :
Les polariseurs, la lame de calcite et le cristal de BaF2 introduisent de la dispersion lors
de leur traverse´e. Suivant la position de ces diffe´rents e´le´ments, cette dispersion a ou non
une influence sur la qualite´ de la mesure.
En sortie de cristal, l’impulsion XPW et la re´plique de l’impulsion initiale subissent la
meˆme dispersion (second polariseur). Comme la mesure SRSI consiste en une mesure
d’interfe´rome´trie entre ces deux impulsions, cette dispersion n’a aucun effet sur la de´ter-
mination de la phase spectrale de l’impulsion initiale.
La qualite´ du filtrage temporel par XPW de´pend de la phase spectrale de l’impulsion uti-
lise´e pour la ge´ne´ration (section 8.1.1). En particulier, ce filtrage temporel est tre`s sensible
a` la phase quadratique initiale et devient rapidement inefficace pour des valeurs e´leve´es de
cette phase (typiquement tel que ∆t > 2∆tTL)(section 8.1.1). Dans le dispositif de SRSI,
le premier polariseur introduit 195 fs2 et la lame de calcite 119 fs2 pour une onde polari-
se´e suivant l’axe ordinaire et 65 fs2 pour une onde polarise´e suivant l’axe extraordinaire.
Expe´rimentalement l’impulsion XPW est ge´ne´re´e a` partir de la re´plique polarise´e suivant
l’axe extraordinaire de la lame de calcite. La dispersion accumule´e sur chaque re´plique
avant ge´ne´ration d’XPW est donc de 260 fs2 pour la re´plique 1 et 314 fs2 pour la re´plique
2 (tableau 8.3) ou` la re´plique 1 correspond a` celle utilise´e pour la ge´ne´ration d’XPW et
la re´plique 2 l’autre re´plique.
Re´plique Ele´ment ordre 2 introduit (fs2)
1 polariseur 1 195





Table 8.3 – De´tail de la dispersion introduite dans le dispositif de SRSI jouant un roˆle
sur la mesure
Imple´mentation sur la chaine Sofockle
Les conditions expe´rimentales sont les meˆmes que celles utilise´es pour les expe´riences
sur le dispositif SPIDER en configuration ”impulsions ultra-courtes” (section 7.5, chapitre
7). Sur le meˆme montage (Fig.7.7), nous ajoutons le dispositif de SRSI. 15 µJ sont en-










Figure 8.9 – Sche´ma du montage expe´rimental
8.3.2 Diffe´rences de dispersion entre les dispositifs SRSI et SPI-
DER
Estimation de la dispersion entre les deux dispositifs
La dispersion accumule´e dans le dispositif de SRSI est de 314 fs2. En amont du dis-
positif SPIDER, une lame demi-onde introduit 55 fs2 puis 2.5 m de propagation dans
l’air 1 introduisent 50 fs2. La diffe´rence de dispersion entre les deux dispositifs, dans les
conditions expe´rimentales, est d’environ 210 fs2.
Ve´rification expe´rimentale
La diffe´rence de dispersion entre les deux dispositifs a e´te´ mesure´e expe´rimentalement.
Pour une phase quasi-plate mesure´e avec le dispositif SRSI, une phase quadratique positive
est de´termine´e avec le dispositif SPIDER (Fig.8.10a). La diffe´rence entre ces deux phases
spectrales, trace´e figure 8.10b, peut eˆtre approxime´e par une phase spectrale quadratique
de 210 fs2. Dans la suite, pour comparer les mesures SRSI et SPIDER, une dispersion de
-210 fs2 est syste´matiquement ajoute´e aux mesures SPIDER.
(a)





































Figure 8.10 – De´termination de la diffe´rence de dispersion entre les dispositifs SRSI et
SPIDER. (a) Spectre (en noir) et phase spectrale (en rouge) mesure´s par SRSI. Phase
spectrale mesure´e par SPIDER (en bleu fonce´). (b) Diffe´rence des phases spectrales me-
sure´es par SRSI et SPIDER
1. Dispersion dans l’air a` 20◦C, 50% d’humidite´ et une pression d’1 atmosphe`re : 20 fs2/m [96]
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8.3.3 Mesure de phases polynomiales
Pour estimer l’aspect quantitatif de la mesure SRSI de phases polynomiales, on part
d’une impulsion de phase quasi-plate dont le spectre est donne´ figure 8.10. La largeur
temporelle a` mi-hauteur correspondante est d’environ 16 fs. Des valeurs successives de
phases quadratiques entre -460 fs2 et 250 fs2 puis cubiques entre -5000 fs3 et 5000 fs3 sont
ajoute´es avec l’AOPDF. Une mesure SRSI est effectue´e pour chaque valeur de phase et
est compare´e avec une mesure SPIDER dont les re´sultats ont de´ja` e´te´ pre´sente´s dans le
chapitre 7 (section 7.5.2).
Mesure de phases quadratiques
Les coefficients d’ordre 2 ϕ2mes mesure´s par SRSI pour chaque coefficient applique´
ϕ2appl sont reporte´s figure 8.11a (rectangles pleins rouges). Le trace´ se de´compose en
deux parties. Une premie`re partie entre -250 fs2 et +100 fs2 varie line´airement avec le
coefficient applique´. Les autres points expe´rimentaux pre´sentent une de´viation par rapport
aux coefficients applique´s. Le crite`re 8.25 est ve´rifie´ pour tous les points expe´rimentaux
(a)




































Figure 8.11 – a) Coefficients d’ordre 2 mesure´s par la me´thode SRSI (rectangles rouges
pleins) et par la me´thode SPIDER(ronds bleus pleins) en fonction des coefficients d’ordre
2 applique´s. En noir : droite des coefficients applique´s. b) Ecart relatif ϕ2 au coefficient
applique´. Rectangles rouges pleins : me´thode SRSI, ronds pleins bleus : me´thode SPIDER,
ligne noire : e´cart moyen mesure´ par interfe´rome´trie spectrale dans le chapitre 5
entre -200 fs2 et + 100 fs2. La plage de validite´ de la mesure SRSI, dans les conditions
expe´rimentales, est donc : [-200, +100 fs2]. Dans cet intervalle, les e´carts relatifs ϕ2 aux




La majorite´ des e´carts ϕ2 est infe´rieure a` 8.4%. Seul celui obtenu pour ϕ2appl = −150 fs2
atteint 12.8%.
Pour ϕ2appl = −200 fs2, ϕ2 (0.03%) est nettement infe´rieur a` l’e´cart moyen de 2.35% me-
sure´ par interfe´rome´trie spectrale (chapitre 5). Pour les autres phases applique´es, ϕ2 >
2.35%. Les e´carts obtenus avec la me´thode SRSI sont plus importants que ceux de´termine´s
avec le dispositif SPIDER a` l’exception de ceux correspondant a` ϕ2appl = −200 et 50 fs2.
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Ce re´sultat peut s’expliquer par l’effet d’une phase quadratique initiale sur la ge´ne´ration
de l’impulsion XPW de re´fe´rence.
La pre´cision moyenne de mesure de phases quadratiques par la me´thode SRSI est de
l’ordre de 6.0% sur le coefficient de Taylor d’ordre 2.
Mesure de phases cubiques
La figure 8.12a pre´sente le coefficient de Taylor d’ordre 3 mesure´ ϕ3mes pour chaque
coefficient ϕ3appl applique´. Les e´carts relatifs ϕ3 aux coefficients applique´s sont donne´s




Pour la mesure SRSI de la phase applique´e ϕ3appl = 5000 fs
3, le rapport signal a` bruit sur
le spectrome`tre e´tait trop faible pour permettre une reconstruction pre´cise de la phase
spectrale initiale, ce qui explique l’e´cart ϕ3 ∼ 15.9% obtenu expe´rimentalement. Pour les
trois autres valeurs de phases applique´es, l’e´cart ϕ3 ne de´passe pas 7.6% (+2000 fs
3). La
mesure de phases cubiques ne´gatives semble plus pre´cise que celle des phases positives.
a)


































Figure 8.12 – a) Coefficients d’ordre 3 mesure´s par la me´thode SRSI (rectangles rouges
pleins) et par la me´thode SPIDER (ronds bleus pleins) en fonction des coefficients d’ordre
3 applique´s. En noir : droite des coefficients applique´s. b) Ecart relatif ϕ3 au coefficient
applique´. Rectangles rouges pleins : me´thode SRSI, ronds pleins bleus : me´thode SPIDER,
ligne noire : e´cart moyen mesure´ par interfe´rome´trie spectrale dans le chapitre 5
La pre´cision moyenne de mesure de phases cubiques par la me´thode SRSI est de l’ordre
de 3.5% 2 sur le coefficient de Taylor d’ordre 3. L’e´cart relatif moyen entre mesure SRSI
et SPIDER est de l’ordre de 5.8%.
2. en ne prenant pas en compte le coefficient d’ordre 3 mesure´ pour un coefficient applique´ φ3 =
5000 fs3
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8.3.4 Compression d’une impulsion a` sa limite de Fourier
On part d’une impulsion dont le spectre et la phase spectrale mesure´s par SRSI sont
donne´s figure 8.13a. La largeur spectrale a` mi-hauteur de ce spectre est : ∆λ ∼ 111 nm.
La phase spectrale est correctement approxime´e par une phase cubique de +3648 fs3. L’in-
tensite´ temporelle correspondante a une largeur temporelle a` mi-hauteur de ∆t ∼ 17.7 fs
et une largeur rms σ632 ∼ 30.1 fs 3 (Fig. 8.13b, tableau 8.4). La largeur FTL est :
∆tTL ∼ 13.9 fs.











































Figure 8.13 – Impulsion initiale : (a) Spectre (courbe noire) et phase spectrale (courbe
bleue) mesure´s par le dispositif SRSI. (b) Intensite´ temporelle reconstruite
mie`re boucle de re´troaction sur l’amplitude spectrale est re´alise´e entre le dispositif SRSI et
l’AOPDF (Fig. 8.9). Le spectre obtenu apre`s optimisation pre´sente une largeur spectrale
∆λ ∼ 124 nm, ce qui correspond a` une largeur temporelle FTL ∆tTL ∼ 11.7 fs (Fig.8.14,
tableau 8.4).








Figure 8.14 – Spectre des impulsions avant (courbe noire) et apre`s (courbe rouge)
optimisation de la largeur spectrale a` mi-hauteur a` l’aide d’une boucle de re´troaction
SRSI/AOPDF sur l’amplitude spectrale
Une optimisation sur la phase spectrale par deux boucles de re´troaction permet d’ob-
tenir une phase quasi-plate (Fig. 8.15a). Les impulsions ainsi optimise´es sont limite´es par
3. calcule´e sur l’intervalle [-316 fs, 316 fs]
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transforme´e de Fourier, avec une largeur temporelle ∆t ∼ 11.7 fs nume´riquement e´gale
sur trois chiffres apre`s la virgule, a` la largeur FTL (Fig. 8.15b, tableau 8.4).











































Figure 8.15 – Apre`s deux boucles de re´troaction SRSI/AOPDF sur la phase spectrale :
(a) spectre (courbe noire) et phase spectrale (courbe rouge) mesure´s par SRSI. (b) intensite´
temporelle reconstruite
∆t (fs) ∆tTL (fs) σ632fs (fs) σ
TL
632fs
impulsion initiale 17.7 13.9 30.1 19.5
boucle sur l’amplitude 16.4 11.7 34.9 19.4
boucles sur la phase 11.7 11.7 19.7 19.4
Table 8.4 – Largeurs temporelles a` mi-hauteur ∆t et rms σ632 fs a` chaque e´tape de
l’optimisation. Largeurs temporelles FTL ∆tTL et σ
TL
632 fs correspondantes
sont trace´s figure 8.16. On observe bien un e´largissement sur le spectre XPW et le crite`re
8.25 est ve´rifie´ : ∆τXPW ∼ 9.4 fs < ∆τ ∼ 11.7 fs. Ceci confirme la validite´ de la mesure
(section 8.2.2).








Figure 8.16 – Ve´rification de l’e´largissement du spectre XPW par rapport au spectre
initial
L’intensite´ temporelle des impulsions apre`s optimisation, de´ja` pre´sente´e en e´chelle
line´aire figure 8.15b, est trace´e en e´chelle logarithmique figure 8.17. L’intensite´ temporelle
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FTL est indique´e en fond gris. Contrairement a` l’intensite´ FTL qui est (intrinse`quement)
syme´trique par rapport a` t = 0, la partie de l’intensite´ temporelle mesure´e infe´rieure
a` 30 dB est asyme´trique. Cette asyme´trie est lie´e aux faibles oscillations (<0.14 rad)
sur la phase spectrale (Fig. 8.15a). La correspondance quasi-parfaite entre les intensite´s
temporelles mesure´e et FTL sur une dynamique de 50 dB explique l’e´galite´ entre ∆t
et ∆tTL. La largeur de la feneˆtre temporelle de reconstruction de l’intensite´ temporelle
(largeur du filtre temporel utilise´, section 4.2.1) de 632 fs est suffisamment grande pour
permettre une de´termination expe´rimentale de la dure´e rms qui est ici de 19.7 fs (tableau
8.4). La valeur FTL correspondante est σTL632 fs ∼ 19.4 fs, soit une diffe´rence de seulement
0.3 fs avec la valeur mesure´e.




















Figure 8.17 – Apre`s deux boucles de re´troaction SRSI/AOPDF sur la phase spectrale,
en noir : intensite´ temporelle reconstruite en e´chelle logarithmique, en gris : intensite´
temporelle de l’impulsion FTL correspondante
Un point inte´ressant de ces re´sultats est la dynamique temporelle de 50 dB sur laquelle
l’intensite´ temporelle est reconstruite. Comme discute´ en annexe F, la technique SRSI
permet de de´terminer le spectre sur une dynamique spectrale plus grande que celle du
de´tecteur (23 dB), ce qui explique la grande dynamique temporelle accessible.
Comparaison avec une mesure SPIDER
La mesure SPIDER de la phase spectrale des impulsions comprime´es est pre´sente´e
figure 8.18. L’e´cart rms entre les phases de´termine´es avec la me´thode SRSI (Fig. 8.15a)
et la me´thode SPIDER est de 0.12 mrad, ce qui montre un bon accord entre ces deux
mesures. Cet e´cart se traduit par une de´viation de 0.03 fs sur la largeur temporelle a`
mi-hauteur et de 0.9 fs sur la largeur rms.
La mesure SPIDER a e´te´ effectue´e apre`s compensation de la diffe´rence de dispersion
d’ordre 2 entre les deux dispositifs (210 fs2, section 8.3.2). La diffe´rence de dispersion
d’ordre supe´rieur explique la phase re´siduelle reconstruite au SPIDER.
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Figure 8.18 – Comparaison avec une mesure SPIDER des impulsions comprime´es. (a)
Spectre (noir) et phase (rouge) mesure´s par SRSI. En bleu : phase mesure´e par le dispo-
sitif SPIDER. (b) Intensite´s temporelles reconstruites a` partir de la mesure SRSI (courbe
rouge) et de la mesure SPIDER (courbe bleue)
Conclusion
Dans ce chapitre, j’introduis une nouvelle technique de mesure : la ”Self-Referenced
Spectral Interferometry” (SRSI) dont le principe repose sur l’enregistrement du signal
d’interfe´rence entre l’impulsion a` caracte´riser et une impulsion de re´fe´rence ge´ne´re´e a` par-
tir de celle-ci par XPW.
Les re´sultats expe´rimentaux pre´sente´s ici de´montrent la capacite´ d’une telle me´thode
a` caracte´riser des impulsions de dure´e 12 fs a` l’aide d’un dispositif habituellement utilise´
pour la caracte´risation d’impulsions de dure´e 40 fs. L’aspect quantitatif d’un tel dispositif
a e´te´ e´tudie´ et en particulier la pre´cision de mesure de phases quadratiques et cubiques qui
a e´te´ estime´e respectivement a` 6.0% et 3.5% sur la plage de validite´ de la me´thode. Dans
le cas des phases quadratiques, cette plage de validite´ a e´te´ de´termine´e expe´rimentalement
a` [-200 fs2, 100 fs2] a` partir d’impulsions de dure´e FTL 16 fs, soit, en terme de dure´e [16
fs - 30.5 fs] et [16 fs - 25.5 fs] pour des phases quadratiques respectivement positives et
ne´gatives.
Cette technique a e´galement e´te´ utilise´e dans une boucle de re´troaction avec un
AOPDF pour comprimer des impulsions a` leur limite de Fourier. Des impulsions de du-
re´e FTL 11.7 fs ont e´te´ ainsi obtenues. Bien que la dynamique spectrale du de´tecteur
utilise´ ne soit que de 23 dB, l’intensite´ temporelle de ces impulsions a e´te´ reconstruite
sur une dynamique temporelle de 50 dB. La dure´e rms associe´e a meˆme e´te´ estime´e, sur
une feneˆtre de ±316 fs, a` 19.7 fs, soit seulement 0.3 fs de diffe´rence avec la dure´e rms FTL.
Chaque mesure SRSI expose´e dans ce chapitre a e´te´ confronte´e a` une mesure SPIDER
effectue´e, dans les meˆmes conditions expe´rimentales 4, avec le dispositif de´crit au chapitre
7. Dans chaque cas, un bon accord a e´te´ obtenu.
4. Seule la dispersion introduite dans les deux dispositifs diffe`rent.
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La technique SRSI pre´sente donc de nombreux avantages :
• le dispositif est tre`s compact (format A5) et peut donc facilement eˆtre de´place´ en
diffe´rents points de la chaˆıne laser,
• la simplicite´ du principe sur lequel elle repose (interfe´rome´trie spectrale + effet
non-line´aire achromatique) limite les perturbations de la mesure,
• l’amplitude et la phase spectrale des impulsions a` caracte´riser sont reconstruites en
monocoup pour des cadences infe´rieures a` 900 Hz 5,
• elle permet de reconstruire l’intensite´ temporelle sur une grande dynamique.
Cette technique est, en revanche, peu adapte´e, pour la caracte´risation d’impulsions a` de´-
rive de fre´quence.
Du fait de l’achromaticite´ de l’effet non-line´aire utilise´, elle semble facilement trans-
posable non seulement a` la caracte´risation d’impulsions sur d’autres plages de longueur
d’onde mais e´galement a` la caracte´risation d’impulsions tre`s courtes de dure´e sub-10fs.
Dans ce dernier cas, un point essentiel de l’imple´mentation pratique de la mesure est la
limitation de la dispersion introduite sur la re´plique utilise´e pour ge´ne´rer l’impulsion de
re´fe´rence.
5. Cette cadence est uniquement limite´e par le temps d’inte´gration minimal du spectrome`tre, soit 1.1





Au cours de cette the`se, je me suis inte´resse´e au fac¸onnage d’impulsions femtose-
condes et a` leur caracte´risation temporelle. Ces deux sujets sont largement e´tudie´s dans
la litte´rature. L’originalite´ de mon travail repose sur une approche dans laquelle l’aspect
me´trologique joue un roˆle essentiel.
Un dispositif de fac¸onnage d’impulsions, le filtre acousto-optique dispersif program-
mable (AOPDF), a ainsi e´te´ e´tudie´ en de´tail (partie II). Les objectifs principaux e´taient
de de´terminer, par interfe´rome´trie spectrale, la pre´cision de ge´ne´ration de phases polyno-
miales d’ordre 1 a` 4 et de proposer une interpre´tation des e´ventuels e´carts expe´rimentaux.
Un second objectif e´tait de caracte´riser la compensation automatique de la dispersion
optique de l’AOPDF. Les re´sultats ont e´te´ ensuite utilise´s pour caracte´riser deux tech-
niques de mesure d’impulsions courtes fonde´es sur l’interfe´rome´trie spectrale. La premie`re
technique, propose´e par I.A. Walmsley et V.Wong et mise en oeuvre pour la premie`re fois
en 1998 par I.A. Walmsley et C. Iaconis [4] est fonde´e sur l’interfe´rome´trie spectrale a`
de´calage (Spectral Phase Interferometry for Direct Electric-field Reconstruction ou SPI-
DER). Elle constitue une technique de re´fe´rence largement utilise´e. La seconde est la
”Self-Referenced Spectral Interferometry” (SRSI). Celle-ci, propose´e (brevet [88]) et mise
en oeuvre par la socie´te´ Fastlite est commercialise´e sous le nom de Wizzler depuis un
an. Enfin, une dernie`re technique appele´e ”Local Spectral Compression” a e´te´ e´galement
e´tudie´e. Celle-ci a aussi e´te´ propose´e, mise en oeuvre et commercialise´e sous le nom de
DazScope.
Caracte´risation d’un AOPDF par interfe´rome´trie spec-
trale
L’e´tude de la compensation automatique de la dispersion optique de l’AOPDF a mis
en e´vidence la pre´sence d’une phase re´siduelle principalement quadratique de coefficient
-411 fs2. La pre´cision de ge´ne´ration des phases polynomiales d’ordre 1 a` 4 a e´te´ estime´e,
en moyenne, a` 0.52, 2.35, 2.47 et 4.3% sur les coefficients de Taylor d’ordre supe´rieur.
La pre´cision de mesure de ces coefficients, hors fluctuation tir a` tir, est respectivement
de 0.09, 0.17, 0.27 et 0.87%. La pre´cision de fac¸onnage en phase de l’AOPDF est donc
excellente.
La ge´ome´trie de l’interaction acousto-optique et de l’alignement expe´rimental ont un
effet qui a e´te´ de´montre´ ne´gligeable sur la pre´cision de ge´ne´ration des phases polynomiales
d’ordre 1 a` 4. La connaissance de la bire´fringence du cristal de TeO2 est la source principale
de de´gradation de cette pre´cision, ce qui ne constitue pas une limitation. En effet, cette
erreur de calcul sur la bire´fringence peut eˆtre corrige´e en modifiant les coefficients B3 et D3
des formules de Sellmeier des indices ordinaires et extraordinaires. Afin de confirmer cette
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correction, l’expe´rience de ge´ne´ration de doubles impulsions a e´te´ re´cemment re´alise´e 6,
apre`s correction des formules de Sellmeier, sur des impulsions initiales centre´es a` 800 nm,
de dure´e 30 fs a` la cadence de 100 Hz. L’e´cart relatif τ obtenu entre le retard programme´
et celui mesure´ est donne´ figure 8.19. Une telle correction a donc permis d’ame´liorer d’un
facteur 5.2 la pre´cision sur le retard, qui est, en moyenne, de -0.1%.























Figure 8.19 – Retard entre les doubles impulsions mesure´ par interfe´rome´trie spectrale en
fonction de celui programme´ avec l’AOPDF apre`s correction de l’erreur sur les Sellmeier
du TeO2
Les e´carts attendus sur les coefficients de Taylor d’ordre 2, 3 et 4 du fait de cette erreur
sur le calcul de la bire´fringence sont respectivement de 1.04, 1.57 et 2.1%. Ces derniers
sont compatibles avec les e´carts obtenus expe´rimentalement compte-tenu de la pre´cision
de la mesure.
En revanche, la cause principale du de´faut de compensation automatique de la disper-
sion optique de l’AOPDF est d’ordre ge´ome´trique. Il s’agit d’une erreur sur l’e´paisseur du
cristal de 0.79 mm, qui s’explique, entre autre, par l’ambigu¨ıte´ introduite par l’inclinaison
de la face de sortie du dispositif. Une telle erreur peut eˆtre facilement corrige´e.
Caracte´risation temporelle d’impulsions courtes
La pre´cision des me´thodes SPIDER, SRSI et LSC e´tudie´es dans cette the`se a e´te´
caracte´rise´e en utilisant diffe´rentes phases spectrales ge´ne´re´es avec un AOPDF.
6. paralle`lement a` la re´daction de ce manuscrit.
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Spectral Phase Interferometry for Direct Electric-field Recons-
truction (SPIDER)
La pre´cision de mesure des phases quadratiques et cubiques a e´te´ estime´e en moyenne
a` 2.1 et 4.1%. La premie`re valeur est tre`s proche des 2.4% mesure´s par interfe´rome´trie
spectrale, ce qui signifie que la pre´cision de mesure de phases quadratiques avec le dis-
positif SPIDER est tre`s bonne. La mesure de phases cubiques est moins pre´cise, l’e´cart
mesure´ par interfe´rome´trie spectrale e´tant de 2.47%.
Bien que cette me´thode soit complexe a` mettre en oeuvre, la prise en compte syste´ma-
tique des diffe´rentes sources d’erreurs (plus nombreuses que dans le cas de l’interfe´rome´trie
spectrale classique) par des e´tapes de calibration permet d’obtenir une tre`s bonne pre´cision
de mesure. Cette technique est particulie`rement adapte´e pour caracte´riser des impulsions
de faibles TBP. Pour la mesure d’impulsions comprime´es a` leur limite de Fourier, elle
pre´sente cependant l’inconve´nient de ne pas reconstruire correctement la phase spectrale
sur les bords du spectre et donc de disposer d’une dynamique temporelle limite´e.
Dans le syste`me que nous avons mis en oeuvre, l’amplitude spectrale est reconstruite par
une mesure inde´pendante du spectre, ce qui ne permet pas de prendre en compte les
fluctuations tir a` tir de ce spectre et limite la dynamique temporelle de mesure.
Self-Referenced Spectral Interferometry (SRSI)
Les expe´riences de caracte´risation effectue´es en sortie de la chaˆıne Sofockle ont mis en
e´vidence une pre´cision de mesure de phases quadratiques et cubiques de 6.0 et 5.8% dans la
plage de validite´ de la mesure. De manie`re ge´ne´rale, la validite´ et la pre´cision des mesures
re´alise´es avec le dispositif expe´rimental de´pendent de l’e´largissement spectral obtenu par
XPW sur l’impulsion de re´fe´rence. Or, cet e´largissement est sensible a` la phase spectrale
des impulsions incidentes et, en particulier, a` la pre´sence d’un terme de phase quadratique.
Il est donc satisfaisant d’obtenir une pre´cision de mesures des phases quadratiques aussi
bonne.
Il a e´te´ e´galement de´montre´ que, du fait de sa grande dynamique temporelle de mesure,
cette technique est particulie`rement adapte´e pour la compression et la caracte´risation
d’impulsions a` leur limite de Fourier. Contrairement a` la technique SPIDER, aucune e´tape
de calibration du retard entre les deux re´pliques ou d’inte´gration de la phase mesure´e n’est
ne´cessaire. En raison de l’achromaticite´ de l’effet non-line´aire utilise´, des impulsions de
dure´es allant de 15 a` 100 fs peuvent eˆtre caracte´rise´es avec le meˆme dispositif. Ceci est
particulie`rement inte´ressant sur les installations laser comme celles du CEA qui fournissent
des impulsions de dure´es tre`s diffe´rentes allant de 12 fs pour la chaˆıne Sofockle (en sortie
de fibre creuse) a` 50 fs pour la chaˆıne LUCA en passant par 20 fs pour la chaˆıne UHI100.
Sa compacite´ et sa simplicite´ d’alignement en font un dispositif facilement transportable
sur ces diffe´rentes chaˆınes.
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Local Spectral Compression (LSC)
La pre´cision moyenne de mesure de phases quadratiques et cubiques est respective-
ment de 4.5% et 1.9% sur les coefficients de Taylor d’ordre 2 et 3. Cette pre´cision est
principalement limite´e par son fonctionnement en mode multi-coup qui la rend sensible
aux fluctuations tir a` tir du laser. Une ame´lioration de l’algorithme devrait permettre une
reconstruction plus pre´cise a` la fois de l’amplitude spectrale et de la phase spectrale tout
en limitant l’effet de ces fluctuations.
Cette technique a e´galement e´te´ utilise´e pour comprimer des impulsions a` leur limite de
Fourier. La pre´cision de cette compression est infe´rieure aux fluctuations tir a` tir de la
phase spectrale des impulsions.
Cette me´thode permet une interpre´tation intuitive de la trace mesure´e. Une telle tech-
nique est a` privile´gier pour une identification rapide des termes polynomiaux de phases
spectrales. De plus, le dispositif de fac¸onnage utilise´ pour la mesure est de´ja` pre´sent sur
un grand nombre de chaˆınes CPA, ce qui facilite la mise en oeuvre d’une telle technique.
Perspectives
Pre´cision de fac¸onnage de l’AOPDF
Suite a` ce travail de the`se, une premie`re correction des formules de Sellmeier a conduit
a` une pre´cision d’environ -0.1% sur le terme de retard. Celle-ci peut encore eˆtre ame´liore´e.
Une fois cette seconde correction apporte´e, la pre´cision sur les phases spectrales d’ordre 2
a` 4 doit eˆtre a` nouveau caracte´rise´e. Pour cela, il est indispensable d’ame´liorer la pre´cision
de la mesure par interfe´rome´trie spectrale d’au moins un ordre de grandeur par rapport
a` celle obtenue dans cette the`se. En utilisant une source laser de plus grande stabilite´
(par exemple de plus haute cadence), des impulsions plus larges spectralement et en
augmentant le contraste temporel des impulsions par insertion d’un e´tage de ge´ne´ration
d’XPW (Cross-polarized wave generation) en amont de l’interfe´rome`tre, une pre´cision de
mesure infe´rieure a` 0.05% devrait eˆtre atteinte.
Caracte´risation temporelle d’impulsions courtes
Un re´sultat particulie`rement enthousiasmant des caracte´risations temporelles d’impul-
sions courtes effectue´es dans cette the`se est la mise en e´vidence de la grande dynamique
temporelle de mesure de la technique SRSI. Ainsi une dynamique temporelle de 50 dB sur
une plage de ±316 fs a e´te´ obtenue avec un de´tecteur de dynamique spectrale d’environ
23 dB. On peut alors se poser la question suivante : quelle est la dynamique maximale
accessible ? Pour re´pondre a` cette question, on pourrait re´aliser l’expe´rience suivante :
– ge´ne´rer une pre´-impulsion, d’intensite´ relative 7 variable, de´cale´e temporellement
7. par rapport a` l’impulsion principale
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d’un retard de l’ordre de 1 ps par rapport a` l’impulsion principale,
– caracte´riser, dans chaque cas, l’ensemble ”impulsion principale+pre´-impulsion” a`
l’aide du dispositif SRSI.
La dynamique maximale accessible sera alors donne´e par la limite de de´tection de ces
pre´-impulsions.
Une seconde voie de recherche inte´ressante a` explorer est l’extension d’une telle tech-
nique pour la caracte´risation d’impulsions de dure´e 5 a` 7 fs. En effet, rien dans le principe
de mesure ne limite la largeur spectrale maximale des impulsions que l’on peut caracte´riser.
L’effet XPW utilise´ pour ge´ne´rer l’impulsion de re´fe´rence est achromatique. Ne´anmoins








De´finition du champ e´lectrique
A.1 Polarisation line´aire induite et indice optique
A.1.1 Polarisation line´aire
Conside´rons dans un premier temps le champ e´lectrique E excitateur suffisamment
faible pour que la re´ponse du mate´riau soit line´aire.
La relation entre le champ e´lectrique et la polarisation induite peut s’expliquer de ma-
nie`re simplifie´e 1 par le mode`le de Lorentz [7]. Le mate´riau est constitue´ d’un ensemble
d’atomes, chacun assimile´ a` un dipoˆle compose´ d’un noyau charge´ positivement et d’un
nuage e´lectronique charge´ ne´gativement. En pre´sence d’un champ e´lectrique monochro-
matique de pulsation ω0, le mouvement du nuage e´lectronique est celui d’un oscillateur
harmonique force´ a` la pulsation ω0. Les dipoˆles oscillants induisent une polarisation ma-
croscopique qui rayonne a` son tour un champ e´lectromagne´tique. De ce mode`le, se de´duit
le fait que le champ rayonne´ posse`de le meˆme contenu spectral que le champ excitateur.
La polarisation line´aire induite ~P (1)(~r, t) en un point M(~r) donne´ a` un instant t de´pend
des valeurs du champ e´lectrique ~E(~r′, t′) en tout point M’(~r′) du milieu et a` tout instant
t’. Les longueurs d’ondes des champs e´lectriques utilise´s e´tant tre`s grandes devant la taille
des dipoˆles excite´s (approximation dipolaire), la re´ponse du milieu peut eˆtre suppose´e
locale. En conside´rant de plus la re´ponse line´aire homoge`ne, la polarisation line´aire induite
s’e´crit, dans le domaine temporel, comme le produit de convolution de la re´ponse line´aire
du milieu R(1) avec le champ e´lectrique.
~P (~r, t) = 0R
(1)(t)⊗ ~E(~r, t) (A.1)
soit :







i,j (t− t′)Ej(~r, t′)dt′ (A.2)
Par principe, la polarisation line´aire induite ne de´pend pas des valeurs prises par le champ
1. Une explication rigoureuse ne´cessite le recours a` la me´canique quantique.
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et par la re´ponse du milieu aux instants poste´rieurs a` t (principe de causalite´), ce qui
ame`ne :







i,j (τ)Ej(~r, t− τ)dτ (A.3)
On de´finit alors la susceptibilite´ line´aire du mate´riau χ(1) comme la transforme´e de Fourier








i,j (t) exp(iωt)dt (A.4)
La polarisation line´aire induite se re´e´crit donc dans le domaine spectral comme un simple
produit tensoriel :
~P (~r, ω) = 0χ
(1)(ω) : ~E(~r, ω) (A.5)
Il est inte´ressant de noter que l’e´quation A.5 montre que supposer la susceptibilite´ li-
ne´aire inde´pendante de la pulsation, χ(1) = cste, revient a` conside´rer la re´ponse du milieu
instantane´e.
A.1.2 Indice de re´fraction
Nous conside´rons ici la valeur scalaire χ(1) du tenseur de susceptibilite´ line´aire. L’indice
de re´fraction n(ω) du mate´riau et son coefficient d’absorption α(ω) peuvent eˆtre de´duits




α(ω) = Im[χ(1)(ω)] (A.7)
Le fait que la re´ponse line´aire soit a` support positif nous permet d’e´tablir les relations
suivantes, dites relations de Kramers-Kro¨nig, entre parties re´elles et parties imaginaires













ω′2 − ω2 (A.9)
Connaˆıtre le spectre d’absorption d’un mate´riau permet donc de de´terminer la varia-
tion de l’indice de re´fraction avec la pulsation et vice-versa.
La variation de l’indice de re´fraction avec la pulsation dans un mate´riau classique est
repre´sente´e figure A.1. Au voisinage des pulsations de re´sonances ω01, ω02 et ω03 (zones
grise´es, Figure A.1), l’absorption est tre`s importante. On se trouve dans un re´gime dit de
dispersion anormale ou` l’indice de re´fraction est une fonction de´croissante de la pulsation.
A l’exte´rieur de ces zones, l’absorption du mate´riau est ne´gligeable mais reste non-nulle
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(Eq.A.8). On parle alors de zones de transparence dans lesquelles la dispersion est normale
ie l’indice de re´fraction croˆıt avec la pulsation.
Figure A.1 – Loi de variation de l’indice optique avec la pulsation dans un mate´riau
classique
Nous travaillerons loin des re´sonnances des mate´riaux et ne´gligerons donc l’absorption
dans le mate´riau, α(ω) = 0. La susceptibilite´ line´aire est alors une grandeur re´elle et
l’indice du milieu se re´e´crit :
n(ω) =
√
1 + χ(1)(ω) (A.10)
A.2 Re´solution des e´quations de propagation line´aire
L’e´quation de propagation du champ e´lectrique total dans un milieu non-magne´tique,
die´lectrique, sans charge libre et non-absorbant se de´duit des quatre e´quations de Maxwell
(Eq.1.1).









∂2 ~P (~r, t)
∂t2
(A.11)
La partie gauche de l’e´quation correspond a` l’e´quation de propagation du champ e´lectrique
total dans le vide, la partie droite a` un terme source.
Nous supposons toujours le champ e´lectrique E suffisamment faible pour que la re´ponse du
milieu soit line´aire. Les expressions de la polarisation line´aire induite ~P (1) dans le domaine
temporel et dans le domaine spectral sont respectivement donne´es par les e´quations A.1 et
A.5. L’e´quation de propagation du champ e´lectrique total se re´e´crit alors dans le domaine
temporel :













Et dans le domaine spectral :










: ~E(~r, ω) = 0 (A.13)
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A.2.1 Hypothe`se de travail
Choix du re´fe´rentiel de travail
Les axes du re´fe´rentiel carte´sien du laboratoire sont choisis de fac¸on a` exprimer le
tenseur de susceptibilite´ line´aire sous la forme d’une matrice diagonale. Le vecteur de´pla-
cement e´lectrique est relie´ au champ e´lectrique par la relation A.14.




: ~E(x, y, z, ω) (A.14)
ou` : correspond a` un produit tensoriel.


































zz par l’e´quation A.10.
A.2.2 Divergence du champ e´lectrique nulle
Pour des mate´riaux isotropes, le vecteur de´placement e´lectrique ~D et le vecteur champ
e´lectrique ~E sont coline´aires (Eq.A.15) et donc tous les deux perpendiculaires a` la direction
de propagation mate´rialise´e par le vecteur d’onde ~k. La divergence du champ e´lectrique
est donc nulle :~∇. ~E = 0.
La direction de propagation de l’e´nergie (direction du vecteur de Poynting ~Π) est coline´aire
a` la direction de propagation de l’onde.
Dans le cas ge´ne´ral d’un milieu anisotrope, ~D et ~E ne sont plus coline´aires (Figure
A.2.a). Le champ e´lectrique n’est alors plus transverse et la divergence du champ e´lectrique
n’est plus nulle (~∇. ~E 6= 0). La direction de propagation de l’onde diffe`re d’un angle ρ de
la direction de propagation de l’e´nergie. L’angle ρ est appele´ angle de double-re´fraction.
La figure A.2.b repre´sente l’ellipso¨ıde des indices dans le cas d’un mate´riau anisotrope
uniaxe ([97]). L’axe optique est confondu avec l’axe Oz. L’intersection du plan orthogonal
au vecteur d’onde avec l’ellipso¨ıde des indices correspond a` une ellipse d’axes no et ne(θ),
ou` θ est l’angle entre la direction de propagation et l’axe optique du mate´riau. L’orientation
des vecteurs ~Do et ~De est donne´e directement par les directions des axes de l’ellipse. Les
vecteurs ~Eo et ~Ee sont perpendiculaires a` l’ellipso¨ıde des indices. Une onde polarise´e
line´airement se ”de´compose” en deux ondes lors de sa propagation dans un mate´riau
anisotrope uniaxe : une onde ordinaire et une onde extraordinaire (Figure A.2.c). L’onde
ordinaire se propage dans un milieu isotrope d’indice n0. Les directions de propagation de



































Figure A.2 – (a) Repre´sentation des vecteurs ~E, ~D, ~Π et ~k, dans le cas ge´ne´ral d’un
milieu anisotrope. (b) Ellipso¨ıde des indices dans le cas d’un milieu anisotrope uniaxe
positif. Dans le cas ge´ne´ral (vecteur de propagation ~k), le vecteur de´placement extraordi-
naire ~De n’est pas paralle`le au champ e´lectrique extraordinaire ~Ee. Dans le cas particulier
ou` le vecteur de propagation (~k′) est paralle`le a` OY, les vecteurs de´placement e´lectrique
extraordinaire ( ~De0) et champ electrique ( ~Ee0) extraordinaire sont a` nouveau paralle`les
(ellipse grise). (c) Propagation des ondes ordinaire et extraordinaire.
d’indice ne (Eq.A.16) qui de´pend de l’angle θ entre la direction de propagation et l’axe
optique du mate´riau ([98]).
ne(λ, θ) = no(λ)








ou` ne0 = ne(90
◦) est l’indice extraordinaire principal.
La direction de propagation de l’onde et celle de l’e´nergie ne sont plus coline´aires mais
se´pare´es de l’angle de double-re´fraction ρ qui s’exprime alors de la manie`re suivante [98] :








ou` les signes + − correspondent au cas d’un mate´riau uniaxe ne´gatif (no > ne) et ceux,
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− +, a` celui d’un mate´riau uniaxe positif (ne > no).
Les polarisations des ondes ordinaire et extraordinaire sont orthogonales.
Remarque :Dans le cas d’une lame anisotrope uniaxe coupe´e paralle`lement a` l’axe op-
tique (~k′ suivant l’axe y, Figure A.2.b), toute onde polarise´e line´airement suivant un axe
non-confondu avec l’un des deux axes principaux (Ox, Oz) se propage sous la forme d’une
onde polarise´e ordinairement (indice no) et d’une onde polarise´e extraordinairement (ne0).
La figure A.2.b montre que l’angle de double re´fraction est alors nul ( ~De0// ~Ee0).
Dans la suite, nous ne´gligeons l’angle de double-re´fraction et conside´rons donc la di-
vergence du champ e´lectrique nulle. L’e´quation de propagation se re´e´crit dans le domaine
spectral :






: ~E(~r, ω) = 0 (A.18)
A.2.3 Approximation en ondes planes
Nous nous plac¸ons dans l’approximation des ondes planes ie nous cherchons les so-
lutions de l’e´quation A.18 sous la forme d’une superposition d’ondes planes progressives
polarise´es rectilignement suivant x et se propageant suivant z. Le milieu est suppose´ d’ex-
tension transverse infinie et parfaitement transparent.
Les aspects transverses e´tant ne´glige´s, le champ e´lectrique peut s’e´crire sous la forme
~E(~r, ω) = E(z, ω) ~ux (de la meˆme manie`re dans le domaine temporel : ~E(~r, t) = E(z, t) ~ux
). La polarisation line´aire induite est alors donne´e par l’e´quation A.19 et l’e´quation de
propagation par l’e´quation A.20.
~P (z, ω) = 0χ
(1)
xx (ω)E(z, ω)~ux (A.19)
Dans la suite, χ
(1)
xx (ω) sera note´ χ(1)(ω) et l’indice optique correspondant n(ω).
∂2E
∂z2
(z, ω) + k(ω)2E(z, ω) = 0 (A.20)










A partir d’un champ e´lectrique donne´ par exemple dans le domaine spectral, la trans-
forme´e de Fourier donne acce`s a` la de´pendance temporelle de ce champ. En revanche, une
telle ope´ration ne permet pas de connaˆıtre la localisation temporelle de chaque pulsation.
Pour cela, il est ne´cessaire d’utiliser une repre´sentation ”temps-fre´quence” de l’impulsion.
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Trois repre´sentations diffe´rentes sont pre´sente´es ici : la repre´sentation de Wigner W (t, ω),
le spectrogramme Sp(t, ω) et le sonogramme So(t, ω).
La repre´sentation de Wigner [99] est une fonction re´elle de´finie dans les e´quations A.22.




















L’intensite´ spectrale I(ω) et l’intensite´ temporelle I(t) sont respectivement relie´es a` la
fonction de Wigner par les distributions marginales A.23 et A.24.∫ ∞
−∞






La pulsation instantane´e ω(t) et le retard de groupe τg(ω) introduits a` la section 1.1















tW (t, ω)dt (A.26)
De ces e´quations se de´duisent les relations 1.51 et 1.56 de la section 1.1.
Le spectrogramme Sp(t, ω) correspond au spectre d’une feneˆtre temporelle de l’impul-
sion centre´e en t. Cette feneˆtre temporelle est de´finie par la fonction g(t) :
Sp(t, ω) = |E(t′)g(t− t′) exp(iωt′)dt′|2 (A.27)
Le sonogramme correspond au profil temporel d’une feneˆtre spectrale de l’impulsion cen-
tre´e en ω. Cette feneˆtre spectrale est de´finie par la fonction g(ω) :




Sonogramme et spectrogramme sont en fait e´quivalents : So(t, ω) = Sp(t, ω) et nous
parlerons par la suite uniquement de spectrogramme.
La re´solution temporelle du spectrogramme est limite´e par la largeur de la feneˆtre g(t),
la re´solution spectrale par la largeur de g(ω) ou` g(ω) est la transforme´e de Fourier de
g(t). Pour disposer de la re´solution la plus grande possible dans les domaines spectral
et temporel, la forme de la feneˆtre g doit eˆtre choisie de fac¸on a` minimiser le produit
TBPrms. Il s’agit, dans ce cas, d’une feneˆtre gaussienne (Eq.1.59).
L’e´quation A.29 montre que le spectrogramme n’est autre qu’une repre´sentation de Wigner
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W (t, ω) (A.29)
La figure A.3 donne la repre´sentation de Wigner (a` gauche) et le spectrogramme (a` droite)
d’une impulsion gaussienne de largeur a` mi-hauteur ∆λFWHM ∼ 132 nm et de phase
spectrale respectivement :
– nulle (Figure A.3a),
– line´aire de pente ϕ1 = 20 fs(Figure A.3b),
– quadratique de coefficient ϕ2 = 100 fs
2 (Figure A.3c),
– cubique de coefficient ϕ3 = 400 fs
3 (Figure A.3d),
– d’ordre 4 de coefficient ϕ4 = 1000 fs
4 (Figure A.3e),
– sinuso¨ıdale d’amplitude a = 1 et de pulsation τs = 75 fs (Figure A.3f),
– correspondant a` un saut de phase d’amplitude A = pi et d’ordre n = 150 (Figure
A.3g).
Ces valeurs de phases spectrales correspondent aux diffe´rents cas envisage´s dans la section



















































































































































































































































































































Reprenons l’exemple de l’impulsion gaussienne de phase spectrale sinuso¨ıdale d’am-
plitude a = 1 et de pulsation τs = 75 fs traite´ dans la section 1.3. Le profil temporel de
l’impulsion (Figure 1.12b) met en e´vidence cinq pics chacun espace´ d’un de´lai τs = 75 fs
sur la plage temporelle [-175 fs, 175 fs]. Nous retrouvons bien cette structure a` cinq pics
(sur la meˆme plage) sur le spectrogramme (Figure A.3f droite). En revanche la repre´-
sentation de Wigner indique neuf impulsions module´es spectralement dont cinq (fle`ches

































































































































Figure A.3 – Repre´sentation de Wigner (a` gauche) et spectrogramme (a` droite) d’une
impulsion gaussienne de largeur a` mi-hauteur ∆λFWHM ∼ 132 nm et de phase spectrale
respectivement nulle (a), line´aire de pente ϕ1 = 20 fs (b), quadratique de coefficient ϕ2 =
100 fs2 (c), cubique de coefficient ϕ3 = 400 fs
3 (d), d’ordre 4 de coefficient ϕ4 = 1000 fs
4
(e), sinuso¨ıdale d’amplitude a = 1 et de pulsation τs = 75 fs (f), correspondant a` un saut
de phase d’amplitude A = pi et d’ordre n = 150 (g).
entre ces impulsions (37.5 fs) apparaissent quatre autres impulsions. Les deux impulsions
a` +37.5 fs et -37.5 fs ont une pe´riode de modulation de 0.08 fs−1 et l’impulsion en t = 0
est module´e spectralement avec une pe´riode d’environ 0.04 rad fs−1.
Pour comprendre la structure de cette repre´sentation de Wigner de fac¸on intuitive, consi-
de´rons le cas de deux impulsions identiques de meˆme amplitude de´cale´es temporellement
d’un de´lai τ , la premie`re centre´e sur t = 0, la seconde sur t = τ . Notons W0(t, ω) la
repre´sentation de Wigner associe´e a` une impulsion seule. La repre´sentation de Wigner
W1(t, ω) associe´e aux deux impulsions devient alors :
W1(t, ω) = W0(t, ω) + 2 cos(ωτ)W0(t− τ
2
, ω) +W0(t− τ, ω) (A.30)
La repre´sentation de Wigner W1(t, ω) de deux impulsions de´cale´es temporellement de τ
pre´sente donc trois pics : les deux pics attendus en t = 0 et t = τ et une troisie`me impul-
sion en t = τ
2
module´e spectralement, la pe´riode de ces modulations e´tant e´gale a` 2pi
τ
.
Revenons a` la repre´sentation de Wigner de l’impulsion de phase sinuso¨ıdale (Figure A.3f).
Pour plus de simplicite´, nous ne conservons que les pics pre´sents de l’intervalle [-100 fs, 100
fs], les suivants e´tant de faible amplitude (<0.1). Conside´rons d’abord, dans le domaine
temporel, l’impulsion en t = 0 et celle en t = τs = 75 fs. La repre´sentation de Wigner de
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ces deux impulsions comportera donc trois impulsions : une premie`re en t = 0, une seconde
en t = τs et une impulsion supple´mentaire en t =
τs
2
= 37.5 fs module´e spectralement de
pe´riode 2pi
τs
= 0.08 rad fs−1. Pour la meˆme raison entre l’impulsion a` t = −τs et celle a`
t = 0 est observe´e une impulsion supple´mentaire en t = − τs
2
= −37.5 fs. Ceci explique
la pre´sence, sur la figure A.3f gauche, des deux impulsions en t = −37.5 fs et t = 37.5 fs
module´e spectralement avec une pe´riode de 0.08 rad fs−1.
La repre´sentation de Wigner associe´e aux impulsions en t = −τs et t = τs comportera
aussi une impulsion supple´mentaire en t = 0 module´e spectralement avec une pe´riode
e´gale a` 2pi
2τ
∼ 0.04 rad fs−1. Ceci explique les modulations spectrales de pe´riode 0.04 rad
fs−1 observe´es en t = 0 sur la repre´sentation de Wigner.
Dans le cas d’une impulsion de phase sinuso¨ıdale ou de plusieurs impulsions de´ca-
le´es temporellement, l’apparition de pics supple´mentaires sur la repre´sentation de Wigner






extraordinaire dans un AOPDF
Comme mentionne´ dans le chapitre 3, le principe ge´ne´ral de l’AOPDF repose sur une
interaction co-propagative entre une onde acoustique polychromatique et une onde optique
polychromatique dans un cristal bire´fringent posse´dant des proprie´te´s acousto-optiques.
Dans le cas du cristal de TeO2, l’impulsion optique incidente est polarise´e suivant l’axe
ordinaire. Les conditions d’accord de phase acousto-optique permettent a` l’impulsion op-
tique diffracte´e d’avoir une polarisation extraordinaire. Dans cette annexe, je de´taille
l’origine microscopique de ce couplage entre polarisation ordinaire et extraordinaire dans
le cas du TeO2.
Conside´rons pour cela l’ellipso¨ıde des indices du mate´riau et une direction de propaga-
tion optique ~u appartenant au plan de diffraction acousto-optique de´fini par les axes [001]
et [110] (section 3.1.3). L’ellipso¨ıde des indices est repre´sente´e figure B.1a en l’absence
d’onde acoustique. Le plan d’onde (Π) associe´ a` la direction de propagation ~u (surface
saumon figure B.1a) est reporte´ figure B.1 b ainsi que les e´tats propres de polarisation
ordinaire et extraordinaire correspondants. La direction de polarisation de l’onde optique









Figure B.1 – (a) Ellipso¨ıde des indices en l’absence d’onde acoustique se propageant
dans le cristal de TeO2, ~u : direction de propagation de l’onde optique incidente, (b) Plan
d’onde (Π) associe´ a` la direction de propagation ~u (plan repre´sente´ en saumon figure a)
L’onde acoustique de cisaillement induit, lors de sa propagation dans le cristal, une
de´formation de l’ellipso¨ıde des indices qui se traduit, dans le plan d’onde (Π), par une ro-
tation des axes ordinaire et extraordinaire (figure B.2 a) [41], elle-meˆme responsable d’une
rotation de la direction de polarisation de l’onde optique incidente (figure B.2b). C’est
ce me´canisme qui est a` l’origine du couplage entre polarisation ordinaire et polarisation





























Figure B.2 – (a) Rotation des axes ordinaire et extraordinaire dans le plan d’onde (Π)
induite par l’onde acoustique de cisaillement. (b) Rotation de la direction de polarisation
de l’onde optique incidente du fait de la rotation des axes ordinaire et extraordinaire.
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Annexe C
Conditions d’accord de phase dans
un AOPDF
Nous pre´sentons ici le calcul de l’angle θd−θ0, de la norme du vecteur acoustique kac et
du rapport α entre pulsation acoustique et pulsation optique dans les conditions d’accord
de phase des AOPDFs utilise´s dans cette the`se (Fig. C.1). Les re´sultats de ces calculs ont
de´ja` e´te´ publie´s en 2002 dans la re´fe´rence [37]. Dans un second temps, nous poursuivons
en ge´ome´trie non-coline´aire l’analogie entre somme de fre´quence et diffraction acousto-
optique propose´e section 3.1.2 (chapitre 3). Cette analogie nous permet de de´duire une
expression de la re´solution spectrale et de l’acceptance angulaire de ce dispositif. Comme
de´ja` explique´ dans le chapitre 3, ce mode`le est plus complet que le mode`le simple et intuitif
qui consiste a` conside´rer l’AOPDF comme une ligne a` retard programmable (section 3.1.1).
Bien que les illustrations et valeurs nume´riques donne´es dans cette annexe correspondent
a` la configuration utilise´e dans cette the`se, tous les re´sultats pre´sente´s sont ge´ne´ralisables
a` l’ensemble des AOPDFs.
Notations :
Les notations prises dans cette annexe sont homoge`nes a` celle de la section 3.1.3. Les
angles sont pris positifs dans le sens trigonome´trique.
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Direction du vecteur de 
Poynting de l’onde 
optique incidente
Direction du vecteur de 
Poynting de l’onde 
diffractée
θd
Figure C.1 – Repre´sentation des surfaces des indices optiques (en rouge pour l’onde
incidente, en bleu pour l’onde diffracte´e) et de la surface des lenteurs acoustiques (en
noir)
C.1 Pre´liminaires
L’axe optique du TeO2 correspond a` l’axe [001]. L’indice optique, note´ nd, vu par l’onde
diffracte´e polarise´e suivant l’axe extraordinaire de´pend de l’angle entre ~kdiff et l’axe [001],
soit −(pi
2
− θd). nd s’exprime donc de la manie`re suivante en fonction des indices ordinaire






























Soit ∆n la bire´fringence du TeO2,
∆n = ne0 − no (C.3)























∼ 0.07 les termes d’ordre supe´rieur a` 1 en ∆n
no










Dans ces hypothe`ses, la diffe´rence δn entre les indices optiques vus par l’onde optique
diffracte´e et l’onde optique incidente est :
δn = nd − no (C.6)
∼ ∆n cos2 θd (C.7)
C.2 Accord de phase
A l’accord de phase, la conservation de l’e´nergie et celle de la quantite´ de mouvement
se traduisent respectivement par les relations suivantes entre les ondes optiques incidente
et diffracte´e et l’onde acoustique.
ω + ωac = ω1 (C.8)
~kinc(ω) + ~kac(ωac) = ~kdiff (ω1) (C.9)
ou` ω, ωac et ω1 sont respectivement les pulsations des ondes optique incidente, acoustique
et optique diffracte´e, et ~kinc, ~kac et ~kdiff sont les vecteurs d’onde associe´s a` chacune de
ces trois ondes.
Le de´calage Doppler introduit sur l’onde optique incidente e´tant ne´gligeable, on a : ω1 ∼ ω.
Dans le processus de somme de fre´quence, en ge´ome´trie non-coline´aire, la relation de
conservation des vecteurs d’onde (~k1 + ~k2 = ~k3) se de´compose en une relation de conser-
vation longitudinale dans la direction z du vecteur d’onde de l’onde pompe (~k2) et une
relation de conservation transverse dans la direction perpendiculaire. Par analogie, nous
projetons la relation C.9 dans les directions paralle`le et perpendiculaire au vecteur d’onde
~kac de l’onde acoustique (qui joue le roˆle de l’onde pompe) (Fig. C.1). On obtient le
syste`me a` deux e´quations suivant :
kinc cos(θ0 − θa) + kac = kdiff cos(θd − θa) (C.10)
kinc sin(θ0 − θa) = kdiff sin(θd − θa) (C.11)
C.2.1 Expression de δn
Au premier ordre en ∆n
no
, δn est relie´e a` la bire´fringence ∆n par l’expression C.7. Dans la
configuration haute-re´solution utilise´e expe´rimentalement dans cette the`se, θd−θ0 ∼ −1.5◦
(-26.7 mrad). Les termes d’ordre supe´rieur a` 1 en θd− θ0 peuvent donc eˆtre ne´glige´s et on
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a :
cos(θd) = cos(θ0 + (θd − θ0))
∼ cos(θ0) (C.12)
On en de´duit :
δn ∼ ∆n cos2(θ0) (C.13)
Expression de la bire´fringence de groupe δng dans la direction de l’onde optique
incidente
Soit ∆ng la bire´fringence de groupe du cristal :
∆ng = nge0 − ngo (C.14)
ou` ngo et nge0 sont respectivement les indices de groupes principaux ordinaire et extraor-
dinaire.
L’indice de groupe (ng) s’exprime en fonction de l’indice de phase (n) par la relation
suivante :




La diffe´rence δng entre les indices de groupes ndg et no associe´s respectivement aux ondes
optiques incidente et diffracte´e s’e´crit alors :




L’onde optique incidente e´tant perpendiculaire a` la face d’entre´e du cristal, θ0 est inde´-
pendant de la pulsation. Au premier ordre en ∆n
no
, δng se re´e´crit, en utilisant la relation
C.13 :
δng ∼ ∆ng cos2(θ0) (C.17)
C.2.2 Expression de θd − θ0
En faisant apparaˆıtre l’angle θ0 dans l’expression sin(θd−θa), l’e´quation C.11 se re´e´crit :
kinc sin(θ0 − θa) = kdiff sin[(θd − θ0) + (θ0 − θa)]
= kdiff sin(θd − θ0) cos(θ0 − θa) + cos(θd − θ0) sin(θ0 − θa)
(C.18)
soit, au premier ordre en θd − θ0 :
kinc sin(θ0 − θa) = kdiff [(θd − θ0) cos(θ0 − θa) + sin(θ0 − θa)] (C.19)
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D’ou` :






Au premier ordre en ∆n
no








θd − θ0 = −∆n
no
cos2(θ0) tan(θ0 − θa) (C.22)
C.2.3 Expression de kac
En faisant apparaˆıtre θ0 dans l’expression cos(θd − θd), l’e´quation C.10 se re´e´crit :
kac + kinc cos(θ0 − θa) = kdiff cos[(θd − θ0) + (θ0 − θa)]
= kdiff [cos(θd − θ0) cos(θ0 − θa)− sin(θd − θ0) sin(θ0 − θa)]
(C.23)
soit, au premier ordre en θd − θ0 :
kac ∼ −kinc cos(θ0 − θa) + kdiff cos(θ0 − θa)− kdiff (θd − θ0) sin(θ0 − θa) (C.24)
D’ou`, en utilisant les relations C.21 et C.22 :










Au premier ordre en ∆n
no

















cos(θ0 − θa) (C.26)
C.2.4 Relation entre ωac et ω





ou` V (θa) est la vitesse de l’onde acoustique dans la direction de ~kac.
De l’expression C.26, on de´duit alors la relation entre pulsation acoustique et pulsation
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optique a` l’accord de phase :




cos(θ0 − θa)ω (C.28)








cos(θ0 − θa) (C.29)
C.3 Re´solution spectrale et acceptance angulaire
Dans la section 3.1.2 du chapitre 3, nous avons mis en e´vidence l’analogie des e´quations
couple´es de la diffraction acousto-optique (Eq. 3.15) avec celles obtenues dans le processus
de somme de fre´quence (Eq. 3.20). Cette analogie nous a permis d’e´tablir la relation
suivante entre les intensite´s des ondes optiques incidente et diffracte´e dans la limite quasi-
monochromatique (Eq.3.22 dans le corps du texte) :
















ou` ∆k1 = kinc + kac − kdiff 1, avec ∆k1 = 0 a` l’accord de phase.

















Nous avons alors montre´ que comme l’efficacite´ de diffraction chute notablement pour
∆k1L ' 2pi, la tole´rance spectrale de l’accord de phase, a` pulsation acoustique ωac donne´e,
est proportionnelle a` :
∆ω1 ∝ 1
L




La ge´ome´trie d’accord de phase dans un AOPDF e´tant non-coline´aire, nous nous pro-
posons de ge´ne´raliser les re´sultats pre´ce´dents en ge´ome´trie non-coline´aire et ainsi de donner
une expression de la re´solution spectrale et de l’acceptance angulaire du dispositif.
Nous rappelons qu’en ge´ome´trie non-coline´aire, la conservation de la quantite´ de mou-
vement se traduit par la relation C.9 entre les vecteurs d’onde des ondes optiques incidente
et diffracte´e et de l’onde acoustique. Le de´saccord de phase vectoriel ∆~k1 s’e´crit alors :
∆~k1 = ~kinc + ~kac − ~kdiff (C.33)
1. Il s’agit de l’expression de ∆k1 avec les notations de la section 3.1.3.
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Il se de´compose en un de´saccord de phase ∆k// suivant la direction du vecteur d’onde
acoustique ~kac et un de´saccord ∆k⊥ dans la direction perpendiculaire :{
∆k// = kinc cos(θ0 − θa) + kac − kdiff cos(θd − θa)
∆k⊥ = kinc sin(θ0 − θa)− kdiff sin(θd − θa)
(C.34)
Dans le processus de somme de fre´quence (ou d’amplification parame´trique optique), il est
bien connu, en ge´ome´trie non-coline´aire que la conservation transverse des vecteurs d’onde
(ie dans la direction perpendiculaire au vecteur d’onde pompe) reste ve´rifie´e au voisinage
de l’accord de phase et que l’intensite´ de l’onde re´sultant de la somme de fre´quence (ou
celle des ondes signal et comple´mentaire) de´pend du de´saccord de phase longitudinal
∆k (suivant la direction de l’onde pompe) [100]. L’onde acoustique joue ici le roˆle de
l’onde pompe. Par analogie avec les processus de somme de fre´quence et d’amplification
parame´trique optique, on a donc, au voisinage de l’accord de phase :
∆k⊥ = 0 (C.35)
L’expression C.22 reste donc ve´rifie´e au premier ordre. Les intensite´s des ondes optiques
incidente et diffracte´e sont toujours relie´es par l’e´quation C.30 en remplac¸ant ∆k1 par
∆k// et la longueur du cristal L par la longueur d’interaction dans la direction de ~kac ie
L cos(θ0 − θa).













∆k//L cos(θ0 − θa)
2
)2 (C.36)














∆k//L cos(θ0 − θa)
2
)2 (C.37)
Pour P = P˜0, la valeur de l’efficacite´ de diffraction diminue de moitie´ par rapport a` son
maximum pour :
∆k//L cos(θ0 − θa) ' ±2.5 (C.38)
La de´pendance du ∆k// en ω et θ0 peut s’exprimer sous la forme d’un de´veloppement












∆k// correspond a` un e´cart a` l’e´galite´ C.26 obtenue dans les conditions d’accord de phase.
Notons kpmac la fonction de deux variables qui associe a` ω et θ0 l’expression de kac dans les
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conditions d’accord de phase :




cos(θ0 − θa) (C.40)













La re´solution spectrale est de´finie, a` θ0 fixe´, comme la largeur ∆ωres pour laquelle
l’efficacite´ de diffraction diminue de moitie´ par rapport a` son maximum pour une densite´
de puissance acoustique P = P˜0 ie telle que ∆k//L cos(θ0−θa) ' ±2.5 (Eq. C.38). D’apre`s



















On en de´duit l’expression suivante de la re´solution spectrale ∆ωres :










Rappelons l’expression de la re´solution spectrale obtenue de manie`re intuitive en conside´-
rant l’AOPDF comme une ligne a` retard programmable (section 3.1.1) :
δω = 2piδν ' 5.59c
δngL
(C.47)
L’e´quation C.46 montre que l’expression C.47 constitue une bonne estimation de la re´so-
lution spectrale de l’AOPDF.
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De meˆme, l’acceptance angulaire est de´finie, a` ω fixe´, comme la largeur ∆θang pour
laquelle l’efficacite´ de diffraction diminue de moitie´ par rapport a` son maximum pour une
densite´ de puissance acoustique P = P˜0 ie telle que ∆k//L cos(θ0−θa) ' ±2.5 (Eq. C.38).







D’ou`, en de´rivant la fonction kpmac par rapport a` θ0 :
∆k// ' ∆nω cos
2(θ0)
c cos(θ0 − θa) [tan(θ0 − θa)− 2 tan(θ0)] ∆θ0 (C.51)
donc :
∆k//L cos(θ0 − θa) ' ∆nω cos
2(θ0)L
c
[tan(θ0 − θa)− 2 tan(θ0)] ∆θ0 (C.52)
On en de´duit l’expression de l’acceptance angulaire ∆θang :
∆θang ' 2 2.5c
∆nω cos2(θ0)L| tan(θ0 − θa)− 2 tan(θ0)| (C.53)
















D.1 Rappel du fonctionnement d’un spectrome`tre a`
re´seau
Le principe du spectrome`tre repose sur la se´paration spatiale des composantes spec-
trales de l’impulsion mesure´e. La mesure de l’intensite´ spectrale |E(ω)|2 d’une impulsion






par la fente d’entrée
y
xz
Figure D.1 – Sche´ma d’un spectrome`tre en configuration Czerny-Turner
Le sche´ma de principe du spectrome`tre a` re´seau est pre´sente´ figure D.1 dans une
configuration tre`s largement rencontre´e : la configuration de Czerny-Turner [101].
Un tel spectrome`tre est constitue´ de cinq e´le´ments :
– une fente d’entre´e qui permet de se rapprocher du point source ide´al, l’angle d’ou-
verture e´tant donne´ par la diffraction,
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– un miroir concave qui collimate le faisceau de fac¸on a` assurer un meˆme angle d’in-
cidence sur le re´seau inde´pendamment de la position spatiale,
– un re´seau de diffraction qui disperse angulairement les diffe´rentes composantes spec-
trales selon la formule des re´seaux 1,
– un second miroir concave qui focalise chaque composante spectrale en une position
spatiale diffe´rente dans son plan de Fourier,
– un de´tecteur compose´ d’une came´ra CCD permettant de mesurer l’intensite´ spatiale
dans le plan de Fourier du second miroir.
En pratique, le premier miroir concave est souvent remplace´ par un miroir torique pour
limiter les aberrations du syste`me. Une autre configuration courante qui de´coule de la
configuration pre´sente´e figure D.1 consiste a` remplacer le re´seau de diffraction et les
deux miroirs concaves par un re´seau (holographique) de diffraction concave qui image
directement la fente d’entre´e sur le de´tecteur [102].
D.2 Interpolation line´aire d’un interfe´rogramme et
erreur introduite
Afin d’illustrer l’erreur introduite sur l’interfe´rogramme par l’interpolation line´aire de
ce dernier sur un peigne re´gulier de pulsations, prenons le cas d’un spectre cannele´ obtenu
par interfe´rence entre deux impulsions identiques se´pare´es d’un retard τ :
S(ω) = 2|E0(ω)|2 (1 + cos(ωτ)) (D.1)
L’erreur maximale εeqmax(ω) introduite sur S(ω) correspond a` la situation de la figure D.2.
Deux pulsations du peigne initial ωi et ωi+1 se trouvent de part et d’autre d’un maximum
du spectre cannele´ et la pulsation du peigne e´qui-e´chantillonne´ se situe au niveau de ce
maximum. En supposant que l’intensite´ spectrale |E0(ω)|2 de l’impulsion de de´part varie
peu autour de la pulsation conside´re´e, l’erreur εeqmax(ω) sur S(ω) s’e´crit sous la forme :













ou` Sinterp(ω) est le signal d’interfe´rome´trie spectrale interpole´ sur le peigne re´gulier de
pulsations et dωi correspond a` la diffe´rence entre deux pulsations du peigne initial.
Pour une re´solution spectrale du spectrome`tre dω′ = dωi = 0.15 ps−1 (soit 0.05 nm a` 800
nm) et un retard τ = 2 ps, l’erreur sur le signal d’interfe´rome´trie spectrale est borne´e
supe´rieurement par 0.09|E(ω)| soit une erreur sur la phase spectrale infe´rieure a` 0.09 rad.
1. La formule des re´seaux montre que pour un angle d’incidence θi donne´ l’angle de diffraction θd
de´pend de la longueur d’onde [56] :
sin(θi) + sin(θd(λ)) = ndtλ
ou` n est l’ordre de diffraction, dt la densite´ de traits, λ la longueur d’onde conside´re´e dans le vide.
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La de´pendance quadratique de l’erreur avec le retard limite la plage de retards utilisables
pour une mesure pre´cise.
dω: cst
ωi-1 ωi ωi+1 ωi+2
dωi
ω
Figure D.2 – Repre´sentation de l’erreur maximale introduite sur l’interfe´rogramme me-
sure´ (en noir) lors de l’interpolation sur un peigne re´gulier de pulsation de pas dω (en
rouge). Les pulsations ωi correspondent a` l’e´chantillonnage initial du spectrome`tre de pas
non-constant dωi
Remarque : L’erreur εeqmax diminue avec le pas d’e´chantillonnage. Il n’est pas possible
de re´duire le pas d’e´chantillonnage du spectrome`tre mais il est en revanche possible de le
faire artificiellement en rajoutant des ze´ros dans le domaine de Fourier associe´ (domaine
temporel). Ainsi en rajoutant N(2p − 1) ze´ros dans le domaine temporel, le pas d’e´chan-
tillonnage apre`s transforme´e de Fourier inverse est divise´ par 2p , ce qui permet de diviser
l’erreur maximale par 2p+1.
D.3 Illustration de l’effet d’une erreur de calibration
sur la phase spectrale reconstruite
D.3.1 Rappel de l’erreur introduite sur la phase reconstruite
On suppose qu’une erreur εc est introduite lors de la calibration en pulsation du
spectrome`tre. Les pulsations ainsi calibre´es, note´es ωc, sont alors relie´es aux pulsations
re´elles ω par :
ω = ωc + εc (D.3)
L’erreur de calibration εc est de´crite sous la forme d’un de´veloppement polynoˆmial a`
l’ordre n autour de la pulsation centrale des impulsions mesure´es ω0 :
εc(ωc) = a0 +a1(ωc−ω0)+a2(ωc−ω0)2 +a3(ωc−ω0)3 +... = a0 +a1(ωc−ω0)+n(ωc) (D.4)
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La diffe´rence de phase reconstruite par FTSI a` partir du signal d’interfe´rome´trie spectrale
S(ω) = S(ωc + εc) est :
Φc(ωc) = ∆ϕ(ωc + εc(ωc)) + (ωc + εc(ωc))τ (D.5)
ou` ∆ϕ(ωc + ε(ωc)) = ϕ0(ω + ε(ωc))− ϕ(ω + ε(ωc)).
La phase φc introduite par l’erreur de calibration est donc :
φc = [∆ϕ(ωc + εc(ωc))−∆ϕ(ωc)] + εc(ωc)τ (D.6)
D.3.2 Illustration pour une phase polynomiale quadratique
On conside`re deux impulsions de´cale´es temporellement d’un retard τ , dont la diffe´rence




(ω − ω0)2 (D.7)
et une erreur de calibration εc de la forme :
εc(ωc) = a0 + a1(ωc − ω0) + a2(ωc − ω0)2 + a3(ωc − ω0)3 (D.8)
Soit ϕci le coefficient de Taylor d’ordre i de la phase reconstruite en pre´sence de l’erreur
de calibration (Eq. D.8), l’e´cart entre les coefficients d’ordre 0 a` 2 initiaux et reconstruits
est (en utilisant D.6) :




c1 = ϕc1 = ϕ2a0(a1 + 1) + a1τ (D.10)
c2 = ϕc2 − ϕ2 = ϕ2(a21 + 2a0a2 + 2a1) + 2a2τ (D.11)
ou` ci est l’e´cart obtenu sur le coefficient d’ordre i.








Conside´rons l’exemple d’une erreur de calibration quadratique εc de coefficient a2 =
0.01 rad−1fs de´veloppe´e autour de ω0 ∼ 2.35 rad fs−1 (λ0 = 800 nm). Le rapport de cette
erreur sur les pulsations calibre´es εc
ωc
est repre´sente´ en fonction de ωc figure D.3. La plage
de pulsations utilise´es correspond a` celles enregistre´es expe´rimentalement avec le spectro-
me`tre (section 4.4.2). En terme de longueurs d’onde, cette plage s’e´tend d’environ 747 nm
a` 833 nm. Pour ces longueurs d’onde, l’erreur rapporte´e a` ωc est respectivement d’environ
1.1E-4 et 3.7E-5. Pour une phase initiale de 1000 fs2 et un retard de 2 ps, l’erreur relative
sur le coefficient d’ordre 2 est de 4%. Un retard re´siduel de 2 fs est e´galement obtenu.
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Figure D.3 – Variation du rapport εc(ωc)
ωc
avec les pulsations calibre´es ωc pour une erreur
de calibration quadratique de coefficient a2 = 0.01 rad
−1fs de´veloppe´e autour de ω0 ∼
2.35 rad fs−1 (λ0 = 800 nm)
Le montage d’interfe´rome´trie spectrale pre´sente´ dans le chapitre 4 (Fig. 4.11) est utilise´
pour la de´termination expe´rimentale de la pre´cision de ge´ne´ration de phases polynomiales
avec un AOPDF. Dans le cas de phases quadratiques, la pre´cision attendue sur le co-
efficient d’ordre 2 est de l’ordre de 1%. Or, si une erreur de calibration quadratique de
coefficient a2 = 0.01 rad
−1fs est introduite, la pre´cision de mesure d’un coefficient d’ordre
2 de 1000 fs2 est de 4%. Il n’est alors pas possible de de´terminer la pre´cision expe´rimentale
avec laquelle l’AOPDF ge´ne`re une phase quadratique de 1000 fs2.
D.4 Calibration pre´liminaire du spectrome`tre avec
une lampe Krypton
Nous rappelons que la pre´cision de la calibration du spectrome`tre en longueur d’onde
est caracte´rise´e :
– sur une ligne du de´tecteur par les de´viations absolue ∆cal et relative ∆rcal sur les
longueurs d’onde centrales des raies mesure´es :
∆cal = |λm − λKr| et ∆rcal =
|λm − λKr|
λKr
ou` λKr correspond aux longueurs d’onde connues du Krypton et λm aux longueurs
d’onde correspondant au maximum des raies mesure´es apre`s calibration,
– sur l’ensemble des lignes du de´tecteur par, d’une part les e´carts absolu ∆cal2D et
relatif ∆rcal2D entre λKr et la moyenne sur l’ensemble des lignes des longueurs d’onde







∣∣∣∣∣ et ∆rcal2D =
∣∣∣∑Nx−1i=0 λmiNx − λKr∣∣∣
λKr
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ou` Nx est le nombre de pixels suivant x,
d’autre part la de´viation suivant x en terme d’e´cart rms σcal2D a` la moyenne des
longueurs d’onde λmi :
σcal2D =
√∑Nx−1







Le tableau D.1 regroupe les valeurs de ∆cal et ∆rcal obtenues, sur la ligne x = x0 ∼
3.9 mm pour chacune des 12 raies.
n◦ raie 1 2 3 4 5 6 7 8 9
∆cal (nm) 5.5E-3 4.0E-3 2.2E-3 2.2E-3 4.5E-3 1.9E-3 1.7E-3 3.8E-3 4.2E-3
∆rcal 7.3E-6 5.3E-6 2.9E-6 2.8E-6 5.8E-6 2.4E-6 2.1E-6 4.7E-6 5.1E-6
n◦ pic 10 11 12
∆cal (nm) 1.0E-3 3.6E-3 2.2E-3
∆rcal 1.2E-6 4.3E-6 2.7E-6
Table D.1 – De´viations absolue ∆cal et relative ∆rcal sur les 12 raies utilise´es pour la
calibration.
Les valeurs de ∆cal2D , ∆rcal2D , σcal2D et σcal2D/λKr obtenues sur l’ensemble du de´tecteur
sont donne´es dans le tableau D.2.
n◦ raie 1 2 3 4 5 6 7 8 9
∆cal2D (nm) 4.5E-4 9.7E-4 9.0E-4 1.7E-3 1.2E-3 2.4E-3 3.4E-4 1.3E-3 6.7E-4
∆rcal2D 6.0E-7 1.3E-6 1.2E-6 2.2E-6 1.5E-6 2.9E-6 4.1E-7 1.6E-6 8.1E-7
σcal2D (nm) 2.8E-3 3.0E-3 2.7E-3 2.6E-3 3.6E-3 2.7E-3 2.7E-3 3.1E-3 2.9E-3
σcal2D/λKr 3.7E-6 3.9E-6 3.5E-6 3.4E-6 4.6E-6 3.3E-6 3.3E-6 3.8E-6 3.5E-6
n◦ pic 10 11 12
∆cal2D (nm) 7.8E-4 3.0E-3 1.8E-3
∆rcal2D 9.4E-7 3.7E-6 2.1E-6
σcal2D (nm) 1.7E-3 1.7E-3 1.7E-3
σcal2D/λKr 2.1E-6 2.1E-6 2.0E-6
Table D.2 – Pre´cision et de´viation suivant x de la calibration sur chacune des 12 raies
du Krypton utilise´es.
D.5 Ve´rification de la calibration du spectrome`tre
par interfe´rome´trie spectrale
La diffe´rence de phase spectrale en sortie d’interfe´rome`tre a e´te´ mesure´e pour sept
retards diffe´rents entre les deux voies : 1039 fs, 1648 fs, 2188 fs, 2724 fs, 3294 fs, 3820 fs
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et 4391 fs. Pour limiter les effets des fluctuations tir a` tir, 21 mesures ont e´te´ effectue´es
pour chaque valeur du retard. Seuls les interfe´rogrammes enregistre´s sur la ligne x = x0
du de´tecteur sont traite´s. La phase moyenne est extraite en utilisant la meˆme proce´dure
que celle expose´e section 4.5.1. La largeur du filtre temporel utilise´ dans le traitement par
FTSI est la meˆme quel que soit le retard.
Les phases spectrales moyennes obtenues apre`s retrait du retard sont donne´es figure D.4.
























Figure D.4 – Phase spectrale moyenne (21 tirs) reconstruite (apre`s soustraction du re-
tard) pour diffe´rents retards entre les deux voies de l’interfe´rome`tre
La figure D.5 pre´sente ces meˆmes phases apre`s retrait du coefficient d’ordre 2 moyen
de 129 fs2 (moyenne sur ces sept phases).























Figure D.5 – Phase spectrale moyenne (21 tirs) reconstruite apre`s soustraction du retard
et du terme de phase quadratique moyen pour diffe´rents retards entre les deux voies de
l’interfe´rome`tre
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D.6 De´termination de la re´ponse du spectrome`tre
D.6.1 Pre´liminaires
Pour e´viter tout proble`me lie´ a` l’e´chantillonnage non-constant en pulsation du signal
d’interfe´rome´trie spectrale (section 4.2.6), nous raisonnerons par rapport a` la variable
spatiale y. Nous transposons ici l’expression de la de´pendance spectrale du signal mesure´
Sm a` la fonction de transfert du spectrome`tre Hspectro (Eq.4.51) en fonction de y :
Sm(y) = Wdy x(Hspectro(y)⊗ Sr(y)) (D.13)
ou` Wdy est un peigne re´gulier en y de pas dy correspondant a` la taille d’un pixel (dy =
13.5 µm). Dans l’espace de Fourier associe´, le signal d’interfe´rome´trie mesure´ s’e´crit comme
le produit de convolution d’un peigne re´gulier par le produit de la transforme´e de Fourier
de la re´ponse du spectrome`tre avec celle du signal d’interfe´rome´trie re´el :
S˜m(ky) = T F(Wdy)⊗ (H˜spectro(ky)S˜r(ky)) (D.14)
La re´ponse du spectrome`tre est donc facile a` prendre en compte dans le domaine de Fou-
rier par une simple division (par H˜spectro(ky)) en chaque point d’e´chantillonnage.
Puisque Hspectro prend des valeurs non-nulles en dehors de la feneˆtre de Nyquist
(Fig.4.19), le choix du signal Sr utilise´ pour la de´terminer est de premie`re importance.
Une solution propose´e dans la litte´rature [55][58] et re´fe´rence´e sous le terme de ”me´thode
interfe´rome´trique” consiste a` utiliser une sinuso¨ıde parfaite pour Sr.
Sr(y) = cos(ky0y)) (D.15)
En effet, la transforme´e de Fourier d’une fonction sinuso¨ıdale est alors une somme de deux
Diracs positionne´s en ky = ky0 et ky = −ky0 , ce qui permet de de´terminer la re´ponse du
spectrome`tre en ces points.
Sm(ky) = δ(ky − ky0)Hspectro(ky0) + δ(ky + ky0)Hspectro(−ky0) (D.16)
En balayant la valeur de ky0 sur l’intervalle borne´ par la feneˆtre de Nyquist, on reconstruit
la re´ponse sur toute cette feneˆtre.
Remarques : Il est alors possible de mesurer la re´ponse du spectrome`tre en dehors de




Le point difficile de l’imple´mentation expe´rimentale de cette me´thode est la re´alisa-
tion d’une sinuso¨ıde parfaite en fonction de y. En effet, il est plus aise´ de ge´ne´rer une
sinuso¨ıde suivant ω en utilisant le signal d’interfe´rence obtenu entre les deux voies d’un
interfe´rome`tre e´quilibre´. Le signal Sr(ω) correspondant s’e´crit alors :
Sr(ω) = 2|E0(ω)|2(1 + cos(ωτ)) (D.17)
Le spectre |E0(ω)|2 peut eˆtre de´termine´ par une mesure inde´pendante sur le meˆme spec-
trome`tre. Comme l’influence de la fonction de transfert sur ce signal est ne´gligeable, on
peut conside´rer que le spectre mesure´ est identique au spectre re´el. Il est alors possible de
calculer le signal Sr(ω) a` partir de ce spectre et de la valeur de τ . Ainsi en comparant, dans
le domaine temporel, le signal S˜r(t) calcule´ (S˜r(t) = T F [Sr(ω)](t)) a` celui S˜m(t) mesure´
et en supposant la re´ponse du spectrome`tre constante sur le support de la composante





En balayant le retard τ entre les deux voies de l’interfe´rome`tre sur un intervalle [0,T],
on reconstruit la re´ponse du spectrome`tre sur cette intervalle par interpolation entre les
valeurs H˜spectro(τ) de´termine´es expe´rimentalement.
La relation entre pulsation et position spatiale y n’e´tant pas line´aire (Eq. 4.22 reporte´e
ci-dessous), le signal Sr(ω) (Eq. D.17) exprime´ en fonction de y n’est plus une sinuso¨ıde
parfaite :
ω = α + βy + γ(y) (D.19)
ou` γ est une fonction non-line´aire de y.
Sr(y) = 2|E0(y)|2(1 + cos(ατ + βτy + γ(y)τ)) (D.20)
A cet e´cart, se rajoute celui introduit par la diffe´rence de phase re´siduelle mesure´e en
sortie d’interfe´rome`tre (Fig. 4.14). Ces deux sources d’e´cart introduisent une de´rive de
fre´quence qui se traduit, dans le domaine de Fourier, par un e´largissement du support de
la composante AC ainsi qu’une diminution de son maximum. Il est cependant possible de
prendre en compte ces termes dans le calcul du signal Sr [51]. En supposant la re´ponse du
spectrome`tre constante sur le support temporel de la composante AC, on de´duit la valeur






En balayant le retard τ0 entre les deux voies de l’interfe´rome`tre, on fait varier la valeur
de ky0 , ce qui permet de reconstruire la re´ponse du spectrome`tre sur l’intervalle souhaite´.
D.6.3 Re´sultats expe´rimentaux
Pour plus de simplicite´, on exprime y en nume´ro de pixel. Les diffe´rentes valeurs
de ky0 introduites expe´rimentalement sont donne´es en rad pixel
−1 dans le tableau D.3.
Le retard temporel associe´ y est e´galement reporte´. La plage de mesure de la re´ponse du












Table D.3 – Valeurs de ky0 (en rad pixel
−1) introduites expe´rimentalement pour la mesure
de la re´ponse du spectrome`tre. Retard temporel correspondant.
des signaux d’interfe´rome´trie spectrale mesure´s pour chaque valeur de ky0 donne´e dans
le tableau D.3 (S˜m(ky)) sont pre´sente´es figure D.6 a. Ceux des signaux calcule´s (S˜r(ky))
sont pre´sente´s figure D.6b.
La re´ponse du spectrome`tre H˜spectro est alors de´duite a` partir de la comparaison de ces
transforme´es de Fourier en utilisant l’expression D.21 (Fig.D.7).
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Figure D.6 – Module de la transforme´e de Fourier du signal d’interfe´rometrie spectrale
mesure´ (a) et simule´ (b) pour les diffe´rentes valeurs de de´lais donne´es dans le tableau D.3














Figure D.7 – Reconstruction de la re´ponse du spectrome`tre sur l’intervalle [0 0.548 rad




De´tail de la caracte´risation
expe´rimentale de l’AOPDF
E.1 Origine des re´pliques pre´sentes sur le profil tem-
porel des impulsions initiales
Nous avons ve´rifie´ expe´rimentalement que les re´pliques observe´es sur le profil temporel
des impulsions (Fig. 4.13) ne proviennent pas du montage expe´rimental mais sont ge´ne´re´es
en amont dans la chaˆıne laser LUCA.
La pre´sence de re´pliques a` 5 et 10 ps a pu eˆtre explique´e par une mesure d’autocorre´lation
en sortie d’amplificateur re´ge´ne´ratif (Fig. E.1). L’origine de celles-ci peut eˆtre attribue´e a`
la configuration de la cellule de Pockels dans la cavite´ de l’amplificateur re´ge´ne´ratif.





















Figure E.1 – Mesure d’autocorre´lation en sortie d’amplificateur re´ge´ne´ratif.
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E.2 Proce´dure de calcul de l’intensite´ temporelle a`
partir de la phase reconstruite par interfe´rome´-
trie spectrale
Dans les expe´riences d’interfe´rome´trie spectrale, diffe´rents e´carts ont e´te´ calcule´es en
terme de phase spectrale (e´cart a` la phase programme´e avec l’AOPDF, pre´cision de me-
sure, fluctuations). Il est inte´ressant de de´terminer l’influence de tels e´carts sur l’intensite´
temporelle d’une impulsion de meˆme spectre que celles utilise´es dans ces expe´riences (Fig.
E.2).

















Figure E.2 – Spectre typique des impulsions mesure´ en sortie de la voie de re´fe´rence du
montage d’interfe´rome´trie spectrale
La proce´dure de calcul de l’intensite´ temporelle est ici illustre´e dans le cas de la
diffe´rence de phase spectrale reconstruite pre´sente´e figure 4.25b dans le chapitre 4 et
rappele´e ci-dessous :
(a)




















































Figure E.3 – (a)Signal d’interfe´rome´trie spectrale recalcule´ a` partir des spectres mesure´s
sur chacune des voies de l’interfe´rome`tre et une diffe´rence de phase spectrale e´gale a` celle
de la figure 4.24.(b) Reconstruction de la phase spectrale a` partir du signal de la figure a.
En gris, ajustement polynomial a` l’ordre 2 ponde´re´e par l’enveloppe AC
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L’intensite´ temporelle calcule´e a` partir du spectre de la figure E.2 et de cette phase
(Fig. E.3b et E.4 a) sans traitement pre´alable est pre´sente´e en noir figure E.4 b. On ob-
serve des oscillations rapides dues aux valeurs prises par la phase spectrale dans le bruit
du spectre. En effet, pour certaines pulsations (ω < 2.28 rad fs−1 et ω > 2.46 rad fs−1), le
spectre mesure´e est dans le bruit du de´tecteur et la phase spectrale n’est pas correctement
reconstruite. Comme le spectre n’est pas nul (∼ 10−3), ces valeurs de phase sont prises
en compte dans le calcul de l’intensite´ temporelle, ce qui est a` l’origine de l’apparition de
modulation rapide. Pour s’affranchir de ce proble`me, il est toutefois possible de filtrer au
pre´alable le champ dans le domaine spectral. Ainsi, en appliquant une super-gaussienne
d’ordre 10, de largeur 0.18 rad fs−1 centre´e sur le barycentre du spectre (Fig.E.4a), les os-
cillations rapides observe´es pre´ce´demment disparaissent du profil temporel de l’impulsion
(Fig. E.4b, courbe bleue).










































Figure E.4 – (a) Spectre de la voie de re´fe´rence en noir, filtre super-gaussien utilise´ pour
le calcul de l’intensite´ temporelle en bleu, phase spectrale reconstruite par interfe´rome´trie
spectrale (Fig.E.3b) en violet.(b) Intensite´ temporelle associe´e calcule´e avec (bleu) et sans
(noir) filtrage par une super-gaussienne.
Pour montrer l’importance de l’utilisation de ce filtre spectral pour nos expe´riences,
j’ai calcule´ les largeurs a` mi-hauteur et rms de l’intensite´ temporelle avec et sans filtrage
(tableau E.1). L’e´cart de 1.5 fs sur la largeur a` mi-hauteur et de -1.3 fs sur la largeur rms
avec filtrage sans filtrage
∆t (fs) 48.4 46.9
σt (fs) 22.1 23.4
Table E.1 – Largeur a` mi-hauteur et largeur rms de l’intensite´ temporelle calcule´e avec
et sans filtrage dans le domaine spectral.
est du meˆme ordre de grandeur que l’e´cart associe´ a` la pre´cision avec laquelle une partie
des phases e´tudie´es dans ce manuscrit sont ge´ne´re´es avec un AOPDF. C’est pourquoi
j’ai choisi d’appliquer syste´matiquement un filtrage spectral pour le calcul des intensite´s
temporelles des chapitres 4 et 5.
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E.3 Dimensionnement du filtre spatial
Je pre´sente ici le dimensionnement du filtre spatial installe´ en amont de l’interfe´rome`tre
dans le cadre des expe´riences pre´sente´es dans les chapitres 4 et 5. Le sche´ma de ce filtre






L1, f1 L2, f2
Figure E.5 – Sche´ma du montage de filtrage spatial
Pour un faisceau gaussien ou supergaussien collimate´ fortement diaphragme´ de sorte
qu’en sortie de diaphragme l’e´clairement soit homoge`ne sur un disque de rayon a, l’e´clai-













ou` J1 est la fonction de Bessel de premie`re espe`ce d’ordre 1. Le rayon r0 du trou de filtrage




Pour le dimensionnement, la longueur d’onde choisie est λ = λ0 = 800 nm. La partie de
la fonction de Bessel conserve´e a` travers le trou de filtrage peut eˆtre approxime´e par une
gaussienne de waist w0. A une distance z = f2 de la lentille L2, le waist w
′
0 du faisceau





Les caracte´ristiques du filtre spatial dimensionne´ pour les expe´riences des chapitres 4 et
5 sont re´sume´es dans le tableau E.2.
Les lentilles L1 et L2 sont des lentilles de silice traite´es anti-reflet a` 800 nm. Le trou de







Table E.2 – Caracte´ristiques du filtre spatial utilise´
Remarque : La puissance critique associe´e au phe´nome`ne d’auto-focalisation dans l’air
a` pression atmosphe´rique est d’environ 3.2 GW pour une longueur d’onde centrale de 800
nm. L’e´nergie du faisceau en sortie de diaphragme est de 5.2 µJ pour des impulsions de
dure´e 60 fs, soit une puissance instantane´e d’environ 1.7 GW. Nous sommes donc en
dessous de la puissance critique dans l’air.
E.4 Analyse 2D du faisceau sur chaque voie
Les spectres des impulsions de la voie de re´fe´rence et de celle de mesure en pre´sence
d’AOPDF sont respectivement donne´s figure E.6 a et b. Pour cet enregistrement, une
phase φcomp a e´te´ programme´e sur l’AOPDF (section 5.2, chapitre 5). Ces deux spectres




















































Figure E.6 – Spectres des impulsions de la voie de re´fe´rence (a) et de la voie de mesure
en pre´sence de l’AOPDF (b)
pre´sentent des modulations identiques a` celles obtenues en x = x0 ∼ 3.9 mm sur les voies
de re´fe´rence et de mesure en absence d’AOPDF (Fig. 4.12 a et b). Ces modulations sont
mises en e´vidence sur la transforme´e de Fourier 2D (Fig.E.7) du spectre de la voie de











































Figure E.7 – Transforme´e de Fourier 2D du spectre de la voie de re´fe´rence (Fig. E.6 a)
E.5 Caracte´risation 1D de l’AOPDF (x = x0 ∼ 3.9 mm)
E.5.1 Etude de´taille´e de la ge´ne´ration de phases quadratiques
Six valeurs de phases quadratiques diffe´rentes sont e´tudie´es par pas de 1000 fs2 entre
-3000 fs2 et 3000 fs2.
La moyenne des coefficients d’ordre 2 des ajustements polynomiaux re´alise´s sur les
21 mesures monocoup de chaque valeur de phase programme´e est pre´sente´e figure E.8 en
fonction de la valeur du coefficient d’ordre 2 programme´.
















Figure E.8 – Moyenne sur 21 tirs des coefficients de Taylor d’ordre 2 de la phase spec-
trale mesure´e en fonction des coefficients programme´s (rectangle). Droite des coefficients
programme´s en noir
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Le tableau E.3 pre´sente l’e´cart ϕ2 a` la valeur du coefficient programme´, la pre´cision
de mesure accessible (interferoϕ2 ) et les fluctuations rms σϕ2 sur chaque coefficient.
Pour chaque phase quadratique e´tudie´e, un e´cart a` la phase programme´e, supe´rieur a` la
φ2 (fs
2) -3000 -2000 -1000 1000 2000 3000
ϕ2 (fs
2) -2933 -1956 -975 969 1956 2938
σϕ2 (fs
2) 23.5 25.3 26.9 23.8 19.5 22.0
ϕ2 (%) 2.22 2.20 2.51 3.09 2.21 2.05
interferoϕ2 (%) 0.15 0.27 0.27 0.10 0.14 0.19
Table E.3 – Analyse des coefficients d’ordre 2 mesure´s
limite impose´e par la pre´cision de mesure, est mis en e´vidence. La pre´cision de la ge´ne´ra-
tion de phases d’ordre 2 avec l’AOPDF est d’environ 2.4% en x = x0.
Le tableau E.4 donne les e´carts rms σϕ mesure´s pour chaque phase applique´e ainsi
que la pre´cision σinterfero de la mesure. Nous retrouvons bien une petite erreur sur la
ge´ne´ration de phases quadratiques dont l’origine est explique´e dans la section 5.6.
φ2 (fs
2) -3000 -2000 -1000 1000 2000 3000
σϕ (mrad) 71.2 47.6 27.6 30.8 46.6 71.1
σinterfero (mrad) 18.0 23.2 20.2 19.8 19.7 18.9
σfluct (mrad) 44.7 42.0 44.0 40.6 32.0 33.2
Table E.4 – Analyse des diffe´rents e´carts rms obtenus pour chaque phase programme´e
Remarque : Dans le cas d’une mesure monocoup, l’e´cart observe´ pour les phases +1000
et -1000 fs2 est infe´rieur aux fluctuations rms tir a` tir sur la phase et n’est donc pas de´ce-
lable. Nous voyons ici la ne´cessite´ de travailler sur la moyenne de la phase sur plusieurs
tirs.
Dans le domaine temporel, les variations sur la largeur rms de l’intensite´ introduites
par l’e´cart a` la phase programme´e sont infe´rieures a` 2 fs (tableau E.5). L’erreur sur la
largeur a` mi-hauteur est en revanche plus importante. Pour une phase programme´e de
3000 fs2, elle atteint 5.1 fs.
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φ2 (fs
2) -3000 -2000 -1000 1000 2000 3000
∆tprog (fs) 184.4 130.4 73.0 73.0 130.4 184.4
∆tϕ −∆tprog (fs) -4.3 -0.7 -1.6 -3.2 -4.0 -5.1
∆tinterfero −∆tprog (fs) 0.6 -0.6 -0.2 -0.4 0.5 0.1
∆t+fluct −∆tϕ (fs) -2.2 -0.4 -1.5 1.7 1.7 2.9
∆t−fluct −∆tϕ (fs) 6.6 1.2 0.6 -4.1 -0.3 -5.7
σtprog (fs) 78.5 54.5 32.5 32.5 54.5 78.5
σtϕ − σtprog (fs) -1.4 -1.0 -0.1 -0.5 -1.0 -1.9
σtinterfero − σtprog (fs) 0.04 0.1 0.06 0.2 0.2 0.1
σt+fluct − σtvarphi (fs) -1.0 -0.8 -0.8 1.4 0.7 1.2
σt−fluct − σtvarphi (fs) 0.7 0.9 1.0 0.7 -0.6 -0.7
Table E.5 – Analyse des e´carts sur les largeurs a` mi-hauteur et rms de l’intensite´ tem-
porelle. ∆tprog , σtprog : Largeurs a` mi-hauteur et rms de l’intensite´ temporelle associe´e a`
la phase programme´e. ∆tϕ , σtϕ : Largeurs a` mi-hauteur et rms de l’intensite´ temporelle
associe´e a` la phase moyenne mesure´e ∆ϕf . ∆tinterfero , σtinterfero : Largeurs a` mi-hauteur et
rms de l’intensite´ temporelle associe´e a` la phase ∆ϕsimuf . ∆t+fluct , σt+fluct , ∆t−fluct , σt−fluct :
Largeurs a` mi-hauteur et rms de l’intensite´ temporelle associe´e respectivement aux phases
∆ϕf + fluct et ∆ϕf − fluct. L’amplitude spectrale utilise´e, dans chaque cas, pour le calcul
de l’intensite´ temporelle correspond a` la racine carre´e du spectre de la figure E.2. Les
notations ∆ϕf , ∆ϕ
simu
f et fluct sont de´finies dans la section 5.1.4 et dans le glossaire
E.5.2 Etude de´taille´e de la ge´ne´ration de phases cubiques
Six valeurs de phases cubiques diffe´rentes ont e´te´ teste´es par pas de 66700 fs3 entre
-200100 fs3 et +200100 fs3.
Analyse d’une phase cubique de -66700 fs3
Le coefficient d’ordre 3 moyen des ajustements polynomiaux (σmpoly ∼ 22.6 mrad) ef-
fectue´s sur chacune des 21 phases mesure´es est -65158 fs3, soit un e´cart de 2.31 % par
rapport au coefficient programme´ (tableau E.6).
Pour estimer la pre´cision interfero−66700fs3 , la phase de re´fe´rence φ
simu
ref utilise´e est l’ajustement
polynomial a` l’ordre 3 de la phase ϕSC repre´sente´e figure 5.6. La pre´cision obtenue est de
1.7% (tableau E.6). Un e´cart de 2.31% (+1.7%) est donc observe´ expe´rimentalement sur
le coefficient d’ordre 3 de -66700 fs3.
Une phase quadratique re´siduelle apparaˆıt sur chacune des 21 mesures dont le coefficient
d’ordre 2 varie entre -57 et 58 fs2.
La figure E.9 montre la phase spectrale moyenne reconstruite sur 21 tirs (apre`s soustrac-
tion de la phase de re´fe´rence). La forme de l’enveloppe AC diffe`re de celle reconstruite lors
des mesures pre´ce´dentes par la pre´sence de modulations supple´mentaires qui s’expliquent
par la largeur plus grande du filtre temporel utilise´ ici.
L’e´cart ∆ϕf − φsh a` la phase cubique programme´e de -66700 fs3 est trace´ en violet










Table E.6 – Analyse sur les coefficients d’ordre 3 mesure´s pour une valeur programme´e
de -66700 fs3
























Figure E.9 – Phase spectrale moyenne reconstruite pour une phase programme´e avec
l’AOPDF de -66700 fs3 apre`s soustraction de la phase spectrale de re´fe´rence (Fig.5.6)
(courbe violette). En pointille´s gris, ajustement polynomial a` l’ordre 3. En noir, enveloppe
AC reconstruite.
te´e en rouge sur cette meˆme figure. Ces deux courbes montrent l’existence d’une er-














Figure E.10 – En violet, e´cart a` la phase programme´e de -66700 fs3. En rouge pre´cision
de la mesure d’une telle phase dans les conditions expe´rimentales
reur sur la phase mesure´e d’amplitude maximale 0.24 rad qui peut eˆtre caracte´rise´e par
l’e´cart rms σϕ = 36.2 mrad, le´ge`rement supe´rieur a` la limite de pre´cision de la mesure :
σinterfero ∼ 30.5 mrad.
L’intensite´ temporelle calcule´e en utilisant le spectre de la voie de re´fe´rence et une phase
cubique de -66700 fs3 (en noir Fig. E.11) a pour largeur a` mi-hauteur ∆tprog = 62.8fs et
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une largeur rms σtprog = 37.5fs. L’intensite´ temporelle recalcule´e a` partir de la phase
spectrale mesure´e (Fig. E.9) est repre´sente´e en violet figure E.11. L’e´cart entre phase
programme´e et phase mesure´e se traduit par une variation de la largeur temporelle a`
mi-hauteur de -0.5 fs et une variation de la largeur rms de -0.2 fs, ce qui est ne´gligeable.
















Figure E.11 – Intensite´ temporelle calcule´e a` partir du spectre mesure´ sur la voie de
re´fe´rence (Fig.4.12a) en noir pour une phase cubique de -66700 fs3, en violet pour la
phase mesure´e par interfe´rome´trie spectrale (Fig.E.9). En rouge, filtre temporel de´finissant
la plage de de´termination physique de l’intensite´ temporelle
Analyse sur l’ensemble des phases cubiques programme´es
La moyenne des coefficients d’ordre 3 des ajustements polynomiaux re´alise´s sur les 21
mesures monocoup de chaque valeur de phase programme´e est pre´sente´e figure E.12 en
fonction de la valeur du coefficient d’ordre 3 programme´.
Le tableau E.7 pre´sente l’e´cart ϕ3 a` la valeur du coefficient programme´, la pre´cision de



















Figure E.12 – Moyenne sur 21 tirs des coefficients de Taylor d’ordre 3 de la phase spec-
trale mesure´e en fonction des coefficients programme´s (rectangle). Droite des coefficients
programme´s en noir
mesure accessible (interferoϕ3 ) et les fluctuations rms σϕ3 sur chaque coefficient.
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φ3 (fs
3) -200100 -133400 -66700 66700 133400 200100
ϕ3 (fs
3) -195218 -130412 -65157.7 64337 131280 197470
σϕ3 (fs
3) 1207 1344 1491 1725 1351 1093
ϕ3 (%) 2.44 2.24 2.31 3.54 1.59 1.31
interferoϕ3 (%) 0.3 0.5 1.7 1.5 0.3 0.4
Table E.7 – Analyse des coefficients d’ordre 3 mesure´s
La diminution de la pre´cision de la mesure peut s’expliquer par la largeur spectrale a`
mi-hauteur de l’impulsion de re´fe´rence qui n’est que de 20 nm. Une impulsion plus large
spectralement permettrait d’obtenir une meilleure pre´cision.
Pour chaque phase cubique e´tudie´e, un e´cart a` la phase programme´e, supe´rieur a` la limite
impose´e par la pre´cision de mesure, est mis en e´vidence. La pre´cision de la ge´ne´ration de
phases d’ordre 3 avec l’AOPDF est d’environ 2.2 % en x = x0 (a` la pre´cision pre`s de la
mesure d’interfe´rome´trie).
Pour chaque phase cubique programme´e, une phase quadratique re´siduelle est observe´e.
Le tableau E.8 donne les e´carts rms σϕ mesure´s pour chaque phase programme´e ainsi que
la pre´cision σinterfero de la mesure. Nous retrouvons bien une erreur sur la ge´ne´ration de
phases cubiques dont l’origine est explique´e dans la section 5.6.
φ3 (fs
3) -200100 -133400 -66700 66700 133400 200100
σϕ (mrad) 125.7 92.5 36.2 52.5 90.1 158.8
σinterfero (mrad) 37.7 36.1 30.5 25.7 32.1 35.1
σfluct (mrad) 58.3 51.5 47.6 50.2 55.2 57.9
Table E.8 – Analyse des diffe´rents e´carts rms obtenus pour chaque phase programme´e
Dans le domaine temporel, les variations sur la largeur a` mi-hauteur de l’intensite´
introduites par l’e´cart a` la phase programme´e sont infe´rieurs a` 0.8 fs (tableau E.9). L’erreur
sur la largeur rms est en revanche plus importante (jusqu’a` 1.9 fs).
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φ3 (fs
3) -200100 -133400 -66700 66700 133400 200100
∆tprog (fs) 83.3 74.6 62.8 62.8 74.6 83.3
∆tϕ −∆tprog (fs) 0.2 0.2 -0.5 0.8 -0.7 0.4
∆tinterfero −∆tprog (fs) -0.1 -0.6 -0.08 0.06 0.8 0.7
∆t+fluct −∆tϕ (fs) -1.2 -0.2 0.3 -1.6 -0.05 -0.08
∆t−fluct −∆tϕ (fs) -0.4 -0.1 0.06 0.4 0.1 -0.6
σtprog (fs) 96.4 66.1 37.5 37.4 66.9 96.8
σtϕ − σtprog (fs) -1.7 -0.4 -0.2 -1.0 2.6 1.9
σtinterfero − σtprog (fs) 0.9 0.9 0.6 0.2 6.5 4.8
σt+fluct − σtvarphi (fs) -0.8 0.3 -0.4 1.2 1.7 1.3
σt−fluct − σtvarphi (fs) 1.3 1.8 0.6 0.06 -0.5 0.09
Table E.9 – Analyse des e´carts sur les largeurs a` mi-hauteur et rms de l’intensite´ tem-
porelle (notations de´finies dans le tableau E.5)
E.5.3 Etude de´taille´e de la ge´ne´ration de phases polynomiales
d’ordre 4
Six valeurs de phases polynomiales d’ordre 4 diffe´rentes ont e´te´ e´tudie´es par pas de
3.6E6 fs4 entre -10.8E6 et +10.8E6 fs4.
Analyse d’une phase polynomiale d’ordre 4 : +10.8E6 fs4
Le coefficient d’ordre 4 moyen des ajustements polynomiaux (σmpoly ∼ 48.5 mrad) ef-
fectue´s sur chacune des 21 phases mesure´es est de 10.386E6 fs4, soit un e´cart de 3.84%
par rapport au coefficient programme´ (tableau E.10).
Pour estimer la pre´cision interfero10.8E6fs4 , la phase de re´fe´rence φ
simu
ref utilise´e est l’ajustement
polynomial a` l’ordre 4 de la phase ϕSC (Fig. 5.6). Cette pre´cision est de 0.8% (tableau
E.10). Un e´cart de 3.84% (+0.8%) est donc mis en e´vidence expe´rimentalement sur le
coefficient d’ordre 4 de +10.8E6 fs4.









Table E.10 – Analyse sur les coefficients d’ordre 4 mesure´s pour une valeur programme´e
de 10.8E6 fs4.
mesures dont les coefficients d’ordre 2 et 3 varient respectivement entre -61 et 90 fs2 et
entre 4066 et 9828 fs3.
La figure E.13 pre´sente la moyenne sur 21 tirs de la phase spectrale reconstruite (apre`s
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soustraction de la phase de re´fe´rence). La forme de l’enveloppe AC diffe`re de celle recons-























Figure E.13 – Phase spectrale moyenne reconstruite pour une phase programme´e avec
l’AOPDF de 10.8E6 fs4 apre`s soustraction de la phase spectrale de re´fe´rence (Fig.5.6)
(courbe violette). En pointille´s gris, ajustement polynomial a` l’ordre 4. En noir enveloppe
AC reconstruite
truite dans les sections 5.2 (phase φcomp programme´e), 5.3 et E.5.1 (phase φ2 programme´e)
du fait de la largeur du filtre temporel utilise´ ici.
L’e´cart ∆ϕf − φsh a` la phase d’ordre 4 programme´e de +10.8E6 fs4 est trace´ en violet
figure E.14. La pre´cision ∆ϕsimuf − ∆φsimuf accessible pour cette mesure correspond a` la
courbe rouge sur cette meˆme figure. Il existe donc une erreur sur la phase mesure´e pour
les pulsations les plus basses d’amplitude maximale 0.6 rad. Elle peut eˆtre caracte´rise´e
par l’e´cart rms σϕ qui vaut ici 154.1 mrad, supe´rieur a` la limite de pre´cision de la mesure :
σinterfero ∼ 47.7 mrad.
L’intensite´ temporelle calcule´e en utilisant le spectre de la voie de re´fe´rence et une phase















Figure E.14 – En violet, e´cart a` la phase programme´e de +10.8E6 fs4. En rouge pre´cision
de la mesure d’une telle phase dans les conditions expe´rimentales
polynomiale d’ordre 4 de 10.8E6 fs4 (en noir Fig. E.15) a pour largeur a` mi-hauteur
∆tprog = 88.9fs et une largeur rms σtprog = 116.9fs. L’intensite´ temporelle recalcule´e
a` partir de la phase spectrale mesure´e (Fig. E.13) est repre´sente´e en violet figure E.15.
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L’e´cart entre phase programme´e et phase mesure´e induit une variation de 0.9 fs sur la
largeur temporelle a` mi-hauteur et de -0.3 fs sur la largeur rms.

















Figure E.15 – Intensite´ temporelle calcule´e a` partir du spectre mesure´ sur la voie de
re´fe´rence (Fig.4.12a) en noir pour une phase polynomiale d’ordre 4 de 10.8E6 fs4, en
violet pour la phase mesure´e par interfe´rome´trie spectrale (Fig.E.13). En rouge, filtre
temporel de´finissant la plage de de´termination physique de l’intensite´ temporelle
Analyse sur l’ensemble des phases polynomiales d’ordre 4 programme´es
La moyenne des coefficients d’ordre 4 des ajustements polynomiaux re´alise´s sur les 21
mesures monocoup de chaque valeur de phase programme´e est pre´sente´e figure E.16 en
fonction de la valeur du coefficient d’ordre 4 programme´.
Le tableau E.11 pre´sente l’e´cart ϕ4 a` la valeur du coefficient programme´e, la pre´cision



















Figure E.16 – Moyenne sur 21 tirs des coefficients de Taylor d’ordre 4 de la phase spec-
trale mesure´e en fonction des coefficients programme´s (rectangle). Droite des coefficients
programme´s en noir.
de mesure accessible (interferoϕ4 ) et les fluctuations rms σϕ4 sur chaque coefficient.
La diminution de la pre´cision de la mesure peut s’expliquer par la largeur spectrale a`
mi-hauteur de l’impulsion de re´fe´rence de 20 nm. Une impulsion plus large spectralement
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φ4 (fs
4) -10.8E6 -7.2E6 -3.6E6 3.6E6 7.2E6 10.8E6
ϕ4 (fs
4) -10.103E6 -6.804E6 -3.370E6 3.642E6 7.040E6 10.386E6
σϕ4 (fs
4) 1.412E5 1.527E5 1.570E5 1.130E5 1.040E5 9.608E4
ϕ4 (%) 6.45 5.51 6.39 1.18 2.23 3.84
interferoϕ4 (%) 1.1 0.5 1.2 1.6 0.04 0.8
Table E.11 – Analyse des coefficients d’ordre 4 mesure´s.
permettrait d’obtenir une meilleure pre´cision.
La pre´cision de ge´ne´ration de la phase de +3.6E6 fs4 ne peut eˆtre de´duite de ces mesures
puisque l’e´cart mesure´ expe´rimentalement est infe´rieur a` la limite impose´e par la pre´cision
de la mesure. En revanche, pour les autres valeurs de phases e´tudie´es, un e´cart a` la phase
programme´e est observe´. La pre´cision de la ge´ne´ration de phases d’ordre 4 avec l’AOPDF
est d’environ 4.3% en x = x0 (a` la pre´cision pre`s de la mesure d’interfe´rome´trie).
Pour chaque phase d’ordre 4 programme´e, des termes de phase quadratique et cubique
sont obtenus.
Le tableau E.12 donne les e´carts rms σϕ mesure´s pour chaque phase programme´e ainsi
que la pre´cision σinterfero de la mesure. Nous retrouvons ici une erreur pour toutes les
phases d’ordre 4 ge´ne´re´es.
φ4 (fs
4) -10.8E6 -7.2E6 -3.6E6 3.6E6 7.2E6 10.8E6
σϕ (mrad) 149.7 94.0 46.4 65.7 127.6 154.1
σinterfero (mrad) 43.4 42.5 46.7 17.1 47.1 47.7
σfluct (mrad) 63.3 71.9 69.8 43.1 56.8 59.1
Table E.12 – Analyse des diffe´rents e´carts rms obtenus pour chaque phase programme´e
Dans le domaine temporel, les variations sur la largeur a` mi-hauteur de l’intensite´
introduites par l’e´cart a` la phase programme´e sont infe´rieures a` 1 fs, celles sur la largeur
rms infe´rieures a` 1.5 fs (tableau E.13).
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φ4 (fs
4) -10.8E6 -7.2E6 -3.6E6 3.6E6 7.2E6 10.8E6
∆tprog (fs) 88.9 81.3 69.7 69.7 81.3 88.9
∆tϕ −∆tprog (fs) -0.7 0.1 -0.1 -1.0 -0.4 0.9
∆tinterfero −∆tprog (fs) -0.7 0.3 0.1 -0.7 -0.5 -0.1
∆t+fluct −∆tϕ (fs) 0.2 -0.3 -0.2 0.6 0.1 -0.02
∆t−fluct −∆tϕ (fs) -0.01 0.4 0.1 -0.7 -0.2 0.4
σtprog (fs) 114.7 79.9 44.8 43.3 79.6 116.9
σtϕ − σtprog (fs) -1.5 -0.4 2.2 -1.3 1.2 -0.3
σtinterfero − σtprog (fs) 5.5 6.8 10.8 -0.5 5.5 5.5
σt+fluct − σtvarphi (fs) -0.4 0.1 -0.2 1.1 1.4 1.39
σt−fluct − σtvarphi (fs) 1.6 1.6 2.8 -0.8 -0.6 -0.3
Table E.13 – Analyse des e´carts sur les largeurs a` mi-hauteur et rms de l’intensite´
temporelle (notations de´finies dans le tableau E.5)
E.5.4 Etude de´taille´e de la ge´ne´ration de doubles impulsions
La moyenne des retards mesure´s par ajustement polynomial a` l’ordre 2 de chacune des
21 phases mesure´es est pre´sente´e figure E.17 en fonction de la valeur de retard programme´.
Le tableau E.14 rassemble l’e´cart τ a` la valeur du coefficient programme´ τprog, la pre´-












Figure E.17 – Moyenne sur 21 tirs des retards mesure´s entre deux re´pliques ge´ne´re´es
par l’AOPDF en fonction de ceux programme´s (rectangles rouges). Droite des retards
programme´s en noir
cision de mesure accessible (interferoτ ) et les fluctuations rms στ . L’e´cart rms σϕ de la
phase re´siduelle apre`s soustraction du retard est e´galement donne´ avec l’e´cart rms mini-
mal σinterfero lie´ a` la pre´cision de la mesure.
Les re´sultats expe´rimentaux ne sont pas limite´s par la pre´cision de mesure et mettent en
e´vidence un e´cart moyen de l’ordre de 0.57% sur la ge´ne´ration de retard par AOPDF.
Les fluctuations sur le retard mesure´ montrent que la ge´ne´ration de deux re´pliques sans
recombinaison avec la voie de re´fe´rence permet de diminuer ces fluctuations d’un facteur
au moins 5 (a` comparer avec les 7.6 fs de fluctuations rms figure 5.7).
Pour chaque valeur de retard e´tudie´, une phase re´siduelle principalement quadratique est
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τprog τ τ 
interfero
τ στ σϕ σinterfero
(fs) (fs) (%) (%) (fs) (mrad) (mrad)
500 496.7 0.65 0.05 0.7 80.8 41.6
750 745.2 0.63 0.03 1.0 72.4 22.4
1000 994.3 0.57 0.001 0.9 88.1 33.8
1250 1242.5 0.60 0.02 1.0 85.8 31.6
1500 1491.4 0.57 0.001 1.2 78.5 34.5
1750 1741.3 0.50 0.004 1.5 83.5 16.2
2000 1989.7 0.52 0.005 1.5 98.4 19.8
2250 2237.8 0.54 0.001 1.3 90.6 13.3
2500 2485.7 0.57 0 0.8 119.1 29.3
3000 2983.0 0.57 0.004 1.2 47.4 19.5
3500 3480.4 0.56 0 1.5 101.7 31.3
Table E.14 – Analyse de l’ensemble des retards mesure´s
observe´e dont le coefficient d’ordre 2 associe´ ne de´passe pas la centaine de fs2.
L’intensite´ temporelle de la re´plique n◦1 est calcule´e a` partir du spectre de l’impulsion
de re´fe´rence et d’une phase plate, celle de la re´plique n◦2 a` partir de la mesure inde´pen-
dante de son spectre et de la phase re´siduelle reconstruite expe´rimentalement.
Deux aspects sont alors inte´ressants a` e´tudier. Le premier concerne la variation des lar-
geurs a` mi-hauteur (∆t1, ∆t2 TL) et rms (σt1 , σt2 TL) induite par la diffe´rence entre les
spectres des deux re´pliques. Le second aspect porte sur la de´viation sur les largeurs a`
mi-hauteur (∆t2) et rms (σt2) introduite par la phase re´siduelle par rapport a` l’impul-
sion limite´e par transforme´e de Fourier (∆t2 TL, σt2 TL). Les valeurs obtenues pour ces
grandeurs sont regroupe´es dans le tableau E.15. La largeur T de la feneˆtre temporelle
utilise´e pour le calcul de la largeur rms y est indique´e pour chaque retard. La largeur a`
mi-hauteur de l’intensite´ temporelle de la re´plique 1, prise comme impulsion de re´fe´rence,
est ∆t1 ∼ 49.2 fs. La de´viation introduite par la diffe´rence des spectres est au maximum
τprog (fs) ∆t2 TL (fs) ∆t2 (fs) σt1 (fs) σt2 TL (fs) σt2 (fs) T (fs)
500 48.9 49.9 20.1 20.0 21.2 557
750 49.4 49.8 20.2 20.4 21.2 654
1000 49.5 49.7 20.5 20.6 21.9 847
1250 49.3 50.1 20.4 20.7 21.5 799
1500 49.6 50.0 20.7 20.9 22.3 1039
1750 49.4 49.6 21.0 21.0 22.8 1359
2000 49.8 50.0 20.7 20.8 21.6 1018
2250 49.7 50.0 20.7 21.2 21.7 1064
2500 49.7 50.1 20.6 20.8 21.8 920
3000 49.7 49.8 20.5 20.5 21.3 870
3500 49.6 49.9 20.7 20.6 21.5 1014
Table E.15 – Analyse des e´carts sur les largeurs a` mi-hauteur et rms de l’intensite´
temporelle des deux re´pliques
de 0.6 fs sur la largeur a` mi-hauteur et de 0.4 fs sur la largeur rms. Ces de´viations s’ex-
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pliquent par les fluctuations tir a` tir du spectre. En effet, elles induisent une fluctuation
maximale sur 21 tirs de 0.5 fs sur la largeur a` mi-hauteur et 0.5 fs sur la largeur rms
(T = 1018 fs). La de´viation introduite par la phase re´siduelle est de 1.0 fs sur la largeur a`
mi-hauteur et de 1.4 fs sur la largeur rms. L’e´cart engendre´ par cette phase sur la largeur
rms est syste´matiquement plus important que celui duˆ aux fluctuations du spectre.
E.6 Caracte´risation 2D de l’AOPDF (support spatial
∆x)
E.6.1 Etude de´taille´e de la ge´ne´ration de phases quadratiques
Six valeurs de phases quadratiques diffe´rentes sont e´tudie´es par pas de 1000 fs2 entre
-3000 fs2 et 3000 fs2.
La moyenne des coefficients d’ordre 2 ϕ2D2 des ajustements polynomiaux re´alise´s sur un
support spatial ∆x sur les 21 mesures monocoup de chaque valeur de phase programme´e
est donne´e figure E.18 (ronds rouges) en fonction de la valeur du coefficient d’ordre 2
programme´. Cette figure montre une bonne corre´lation avec les re´sultats obtenus en x =
x0, de´termine´s en annexe E.5.1 (Fig. E.8) et reporte´s ici sous la forme de croix bleues.




















Figure E.18 – Moyenne sur 21 tirs des coefficients de Taylor d’ordre 2 (ϕ2D2 ) de la phase
spectrale mesure´e sur le support ∆x (ronds rouges) et en x = x0 (croix bleues) en fonction
des coefficients programme´s. Droite des coefficients programme´s en noir
Le tableau E.16 pre´sente l’e´cart 2Dϕ2 a` la valeur du coefficient programme´, la pre´cision
de mesure accessible (interferoϕ22D ) et les fluctuations rms σ
2D
ϕ2
sur chaque coefficient ainsi
que les donne´es correspondantes de´termine´es en x = x0 (annexe E.5.1, tableau E.3). La
moyenne du coefficient de couplage ϕωx est indique´e pour chaque valeur de phase pro-




Un e´cart au coefficient d’ordre 2 programme´ est mis en e´vidence dans chaque cas. Cet
e´cart est similaire a` celui obtenu en x = x0. Le coefficient de couplage prend des valeurs
faibles. Sa de´pendance avec le coefficient d’ordre 2 φ2 programme´ est globalement line´aire.
φ2 (fs
2) -3000 -2000 -1000 1000 2000 3000
ϕ2D2 (fs
2) -2929 -1957 -981 969 1953 2934
σ2Dϕ2 (fs
2) 28.2 26.3 32.0 26.1 22.1 21.8
2Dϕ2 (%) 2.4 2.1 1.9 3.1 2.4 2.2
interferoϕ22D (%) 1.2E-3 0.16 0.40 0.16 0.05 0.24
ϕωx (fs mm
−1) 0.56 0.38 0.19 -0.19 -0.42 -0.64
σ2Dϕωx (fs mm
−1) 0.05 0.04 0.05 0.05 0.03 0.08
interferoϕωx2D (%) 2.6 2.7 7.6 4.3 3.4 2.6
ϕ2 (fs
2) -2933 -1956 -975 969 1956 2938
σϕ2 (fs
2) 23.5 25.3 26.9 23.8 19.5 22.0
ϕ2 (%) 2.22 2.20 2.51 3.09 2.21 2.05
interferoϕ2 (%) 0.15 0.27 0.27 0.10 0.14 0.19
Table E.16 – Analyse des coefficients du de´veloppement de Taylor a` l’ordre 2 mesure´s
Le tableau E.17 donne les e´carts rms σ2Dϕ et σϕ mesure´s pour chaque phase programme´e
ainsi que les pre´cisions respectives associe´es σ2Dinterfero et σinterfero. L’erreur obtenue sur le
support ∆x est comparable a` celle obtenue en x = x0, ce qui montre l’homoge´ne´ite´ de la
phase applique´e sur une grande partie de la colonne acoustique.
φ2 (fs
2) -3000 -2000 -1000 1000 2000 3000
σ2Dϕ (mrad) 80.2 44.8 32.0 33.1 57.5 66.1
σ2Dinterfero (mrad) 23.9 16.4 17.9 15.0 18.8 20.1
σϕ (mrad) 71.2 47.6 27.6 30.8 46.6 71.1
σinterfero (mrad) 18.0 23.2 20.2 19.8 19.7 18.9
Table E.17 – Analyse des diffe´rents e´carts rms obtenus pour chaque phase programme´e
E.6.2 Etude de´taille´e de la ge´ne´ration de phases cubiques
Analyse d’une phase cubique de -66700 fs3
Le coefficient d’ordre 3 moyen, ϕ2D3 , des ajustements polynomiaux (σ
m
poly2D ∼ 38.6 mrad)
effectue´s sur chacune des 21 phases mesure´es est -65034 fs3, soit un e´cart de 2.50% par
rapport au coefficient programme´ et de l’ordre de 124 fs3 par rapport a` celui mesure´ en
x = x0 (tableau E.6, section E.5.2, et tableau E.18). La mesure de ce coefficient est plus
pre´cise sur le support ∆x (0.21 % compare´ a` 1.7% en une dimension).
Une valeur non-nulle du coefficient de couplage ϕ2ωx moyen (sur 21 tirs) est de´termine´e :
ϕ2ωx ∼ 22.8 fs2 mm−1 (a` 3.9% pre`s), ce qui montre la de´pendance de ce coefficient avec
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la phase programme´e.




















Table E.18 – Analyse sur les coefficients moyens du de´veloppement de Taylor a` l’ordre
3 de chaque phase mesure´e pour une phase programme´e de -66700 fs3.
traction de la phase de re´fe´rence). L’e´cart ∆ϕf − φsh a` la phase cubique de -66700 fs3 est
trace´ figure E.19 b). Sur une grande partie du support spatial repre´sente´e, l’amplitude
maximale de cet e´cart est infe´rieure a` 0.2 rad, similaire a` l’e´cart de 0.24 rad obtenu en
x = x0 (Fig. E.10). En prenant en compte les bords de la colonne acoustique cette am-
plitude atteint 0.4 rad. L’e´cart rms correspondant est : σ2Dϕ ∼ 59.2 mrad supe´rieur a` la
limite de pre´cision de la mesure : σ2Dinterfero ∼ 15.0 mrad. La diffe´rence avec l’e´cart rms
σϕ ∼ 36.2 mrad (en x = x0) s’explique par la pre´sence d’une de´viation plus importante
sur les bords de la colonne acoustique.
La pre´cision de ge´ne´ration de la phase de -66700 fs3 est donc tre`s bonne sur une grande




































































Figure E.19 – a) Phase spectrale moyenne (sur 21 tirs) reconstruite pour une phase
programme´e avec l’AOPDF de -66700 fs3 apre`s soustraction de la phase de re´fe´rence
(Fig.5.6 b). Ecart a` la phase programme´e. Le masque sur la phase correspond a` 3% du
maximum de l’enveloppe AC reconstruite
partie de la colonne acoustique. Il est inte´ressant de noter que la de´viation obtenue est
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principalement observe´e sur les bords de la colonne acoustique.
Analyse sur l’ensemble des phases cubiques programme´es
La moyenne des coefficients d’ordre 3 ϕ2D3 des ajustements polynomiaux re´alise´s sur
les 21 mesures monocoup de chaque valeur de phase programme´e est donne´e figure E.20
(ronds rouges) en fonction de la valeur du coefficient d’ordre 3 programme´. Cette figure
montre une bonne corre´lation avec les re´sultats obtenus en x = x0, de´termine´s dans la
section E.5.2 (Fig. E.12) et reporte´s ici sous la forme de croix bleues.
Le tableau E.19 pre´sente l’e´cart 2Dϕ3 a` la valeur du coefficient programme´, la pre´cision de
























Figure E.20 – Moyenne sur 21 tirs des coefficients de Taylor d’ordre 3 (ϕ3) de la phase
spectrale mesure´e sur le support ∆x (ronds rouges) et en x = x0 (croix bleues) en fonction
des coefficients programme´s. Droite des coefficients programme´s en noir
mesure accessible (interferoϕ32D ) et les fluctuations rms σ
2D
ϕ3
sur chaque coefficient ainsi que les
donne´es correspondantes de´termine´es en x = x0 (section E.5.2, tableau E.7). La moyenne
du coefficient de couplage ϕ2ωx est indique´e pour chaque valeur de phase programme´e




Un e´cart au coefficient d’ordre 3 programme´ est mis en e´vidence dans chaque cas. Cet
e´cart est similaire a` celui obtenu en x = x0. Le coefficient de couplage de´termine´ pour
une phase de +66700 fs3 n’a pas de sens et ne doit donc pas eˆtre pris en compte dans
l’analyse. Pour les autres valeurs de phases programme´es, ce coefficient prend des valeurs
faibles dont la variation avec la valeur du coefficient d’ordre 3 programme´ est globalement
line´aire.
Le tableau E.20 donne les e´carts rms σ2Dϕ et σ
1D
ϕ mesure´s ainsi que les pre´cisions res-
pectives associe´es σ2Dinterfero et σinterfero. Les valeurs obtenues en x = x0 et sur le support
spatial ∆x sont comparables. Pour chaque phase programme´e, une de´viation plus impor-
tante est observe´e sur les bords de la colonne acoustique.
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φ3 (fs
3) -200100 -133400 -66700 66700 133400 200100
ϕ2D3 (fs
3) -194981 -130570 -65034 64181 131163 197390
σ2Dϕ3 (fs
3) 1450 1634 1707 1902 1517 1273
2Dϕ3 (%) 2.56 2.96 2.50 3.78 1.68 1.35
interferoϕ32D (%) 0.25 0.13 0.21 0.62 0.31 0.08
ϕ2ωx (fs
2 mm−1) 46.3 33.9 22.8 1.3 16.5 31.7
σ2Dϕ2ωx (fs
2 mm−1) 4.7 2.2 4.6 4.0 2.9 4.1
interferoϕ2ωx2D (%) 1.7 1.7 4.0 20.0 5.2 0.8
ϕ3 (fs
3) -195218 -130412 -65157.7 64337 131280 197470
σϕ3 (fs
3) 1207 1344 1491 1725 1351 1093
ϕ3 (%) 2.44 2.24 2.31 3.54 1.59 1.31
interferoϕ3 (%) 0.3 0.5 1.7 1.5 0.3 0.4
Table E.19 – Analyse des coefficients du de´veloppement de Taylor a` l’ordre 3 mesure´s
φ3 (fs
3) -200100 -133400 -66700 66700 133400 200100
σ2Dϕ (mrad) 99.2 87.7 59.2 50.1 72.6 124.7
σ2Dinterfero (mrad) 38.0 30.7 18.8 17.8 37.3 42.6
σϕ (mrad) 125.7 92.5 36.2 52.5 90.1 158.8
σinterfero (mrad) 37.7 36.1 30.5 25.7 32.1 35.1
Table E.20 – Analyse des diffe´rents e´carts rms obtenus pour chaque phase programme´e
E.6.3 Etude de´taille´e de la ge´ne´rations de doubles impulsions
La moyenne des retards de´termine´s par ajustement polynomial a` l’ordre 4 de ∆ϕj(x, ω)
(section 5.5) est pre´sente´e figure E.21 en fonction de la valeur du retard programme´ τprog.
Cette figure montre une bonne corre´lation avec les re´sultats obtenus en x = x0 (re´sultats
pre´sente´s dans la section E.5.4, figure E.17 et reporte´s en croix bleues figure E.21).
Le tableau E.21 rassemble l’e´cart 2Dτ a` la valeur du retard programme´, la pre´cision de




















Figure E.21 – Moyenne sur 21 tirs des retards mesure´s sur le support spatial ∆x (ronds
rouges), et en x = x0 (croix bleues) en fonction des retards programme´s entre les deux
re´pliques. Droite des retards programme´s en noir
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mesure accessible (interferoτ2D ) et les fluctuations rms σ
2D
τ ainsi que l’e´cart τ mesure´ en
x = x0 (section E.5.4, tableau E.14). Un e´cart au retard programme´ est mis en e´vidence.
La similitude avec l’e´cart de´termine´ en x = x0 montre l’homoge´ne´ite´ de la ge´ne´ration sur
une grande partie de la colonne acoustique.
La moyenne du coefficient ϕx, la pre´cision 
interfero
ϕx2D







(fs) (fs) (%) (%) (fs) (%)
500 498.9 0.23 0.16 1.5 0.65
750 744.8 0.69 0.02 1.7 0.63
1000 994.0 0.60 0.02 1.4 0.57
1250 1242.0 0.64 0.05 1.3 0.60
1500 1491.7 0.56 9E-4 1.7 0.57
1750 1741.8 0.47 0.01 2.0 0.50
2000 1990.3 0.49 2E-3 2.2 0.52
2250 2237.8 0.54 4E-3 2.1 0.54
2500 2485.7 0.57 0.01 1.3 0.57
3000 2983.3 0.56 4E-4 1.6 0.57
3500 3480 0.56 0.7 2.1 0.56
Table E.21 – Analyse des retards moyens mesure´s
dans le tableau E.22. Ce coefficient de´croˆıt avec la valeur du retard programme´, ce qui
signifie que l’angle d’inclinaison entre les fronts d’ondes des deux re´pliques de´croˆıt lui-aussi
comme le montre la figure E.22.
τprog (fs) ϕx (mm
−1) interferoϕx2D (%) σ
2D
ϕx
500 -0.090 1.2 0.001
750 -0.121 1.0 0.001
1000 -0.153 0.5 0.004
1250 -0.178 0.5 0.001
1500 -0.206 0.4 0.001
1750 -0.239 0.2 0.003
2000 -0.266 0.2 0.003
2250 -0.300 0.1 0.002
2500 -0.352 0.01 0.003
3000 -0.441 0.03 0.004
3500 -0.523 0.7 0.003
Table E.22 – Analyse du coefficient ϕx mesure´ pour chaque retard programme´
Le tableau E.23 donne les e´carts rms σ2Dϕ et σϕ mesure´s ainsi que la pre´cision de mesure
σ2Dinterfero. Les valeurs obtenues sur le support spatial ∆x sont plus importantes que celles
obtenues en x = x0, ce qui s’explique par la de´viation plus importante observe´e sur les
bords de la colonne acoustique.
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Figure E.22 – Variation de l’angle d’inclinaison entre les fronts d’onde des deux re´pliques





interfero (mrad) σϕ (mrad)
500 101.8 56.0 80.8
750 90.7 34.4 72.4
1000 108.8 28.9 88.1
1250 105.4 24.7 85.8
1500 109.9 24.3 78.5
1750 119.8 15.9 83.5
2000 147.8 13.4 98.4
2250 158.7 14.0 90.6
2500 174.1 27.1 119.1
3000 155.8 16.8 47.4
3500 214.1 17.0 101.7
Table E.23 – Analyse des e´carts rms caracte´risant la phase re´siduelle mesure´e apre`s
retrait du retard
E.7 Proble`mes de gigue temporelle des signaux de
synchronisation sur la chaˆıne LUCA
La fre´quence de re´pe´tition des impulsions en sortie d’oscillateur est de 76 MHz, celle de
la chaˆıne laser LUCA est de 20Hz. Le syste`me de synchronisation comprend une horloge
a` 20 Hz (DG 535 SRS) et un syste`me de ”resynchronisation” entre le train d’impulsions
issu de l’oscillateur et le signal a` 20 Hz. Les deux ”horloges” e´tant inde´pendantes, il y
a glissement d’un train d’impulsions par rapport a` l’autre. La gigue temporelle entre le
laser et le signal de synchronisation correspond alors a` une pe´riode du train d’impulsions
de l’oscillateur soit 13.2 ns. Cette valeur a e´te´ ve´rifie´e expe´rimentalement (annexe E.9.2).
338
E.8 Fluctuations tir a` tir de la diffe´rence de phase
spectrale en l’absence d’AOPDF
La pre´cision de mesure monocoup de la diffe´rence de phase spectrale en sortie d’inter-
fe´rome`tre de´pend de ses fluctuations tir a` tir. Nous nous proposons ici de les caracte´riser
en l’absence d’AOPDF sur le montage d’interfe´rome´trie spectrale (Fig. 4.11). Pour cela,
la variation rms fluct de la diffe´rence de phase reconstruite ϕ
j
interfero pour chacune des 21














interfero. Cette moyenne est repre´sente´e figure 4.14 dans le cha-
pitre 4.
Comme nous ne nous inte´ressons pas au terme de phase constant dans ces expe´riences,
chaque phase ϕjinterfero est remise a` ze´ro en ω0 ∼ 2.37rad fs−1 (λ0 = 793nm) pour s’af-
franchir des fluctuations de ce terme.
La figure E.23 pre´sente les variations rms mesure´es en conservant les fluctuations sur
le terme de retard (courbe rouge) et en les retirant (courbe noire). Les fluctuations rms
sur le retard entre les deux voies de l’interfe´rome`tre peuvent eˆtre directement estime´es
en calculant la variation rms στinterfero des coefficients d’ordre 1, τ
j
interfero, de l’ajustement








ou` τinterfero est la moyenne des retards mesure´s sur 21 tirs (τinterfero ∼ 2187.5 fs).
Soit : στinterfero ∼ 0.17 fs.
Pour comparer l’ordre de grandeur des fluctuations a` la pre´cision de mesure εinterfero,







ou` N’ est le nombre de points sur lequel la phase spectrale est reconstruite.
On a : σfluct = 11.3 mrad.
Les e´carts associe´s sur les largeurs a` mi-hauteur et rms de l’intensite´ temporelle calcule´e
a` partir des spectres mesure´s sur chaque voie sont respectivement de 0.3 et 0.1 fs pour
+σfluct et <0.1 et 0.1 fs pour −σfluct.
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Figure E.23 – Fluctuations rms de la diffe´rence de phase spectrale mesure´e en sortie
d’interfe´rome`tre sur 21 tirs, en rouge en prenant en compte les fluctuations du retard
entre les deux voies, en noir sans les prendre en compte
E.9 Etude des fluctuations tir a` tir sur la diffe´rence
de phase spectrale
Les fluctuations tir a` tir de la diffe´rence de phase spectrale en sortie d’interfe´rome`tre
limite la pre´cision de mesure monocoup par interfe´rome´trie spectrale. La variation rms de
ces fluctuations en fonction de la pulsation a e´te´ mesure´e expe´rimentalement en absence
(courbes noire et rouge) et en pre´sence (courbes bleue et violette) de l’AOPDF (Fig. E.24).



















AOPDF avec terme de retard
AOPDF sans terme de retard
interfero avec terme de retard
interfero sans terme de retard
Figure E.24 – Fluctuations rms sur la diffe´rence de phase spectrale reconstruite en pre´-
sence et en absence d’AOPDF. Dans chaque cas, ces fluctuations sont donne´es avec et
sans le terme de retard.
Dans cette annexe, je pre´sente dans un premier temps l’analyse d’une source de fluc-
tuations particulie`re : le de´pointe´ du faisceau (section E.9.1). Cette e´tude a e´te´ faite en
l’absence d’AOPDF. En pre´sence de ce dernier, une augmentation significative des fluctua-
tions est observe´e, correspondant majoritairement a` une augmentation des fluctuations du
retard entre les deux voies de l’interfe´rome`tre. En effet, les variations rms sur le terme de
retard sont d’environ 0.17 fs en l’absence d’AOPDF (section E.8) alors qu’elles atteignent
7.6 fs en pre´sence de ce dispositif. Une explication de ce phe´nome`ne est pre´sente´e section
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E.9.2.
E.9.1 Effet du de´pointe´ du faisceau sur la diffe´rence de phase
en sortie d’interfe´rome`tre
Le de´pointe´ du faisceau sur chaque voie de l’interfe´rome`tre provient, soit d’un de´pointe´
de´ja` pre´sent en entre´e de montage soit de vibrations me´caniques des diffe´rents e´le´ments
de ce montage.
L’effet du de´pointe´ sur la diffe´rence de phase en sortie d’interfe´rome`tre se manifeste sous
deux formes :
– la diffe´rence de trajets optiques dans l’air entre les deux voies de l’interfe´rome`tre,
– la diffe´rence de trajets optiques dans les mate´riaux du montage (se´paratrices S1 et
S3, lame demi-onde)(Fig. 4.11)
Effet du de´pointe´ sur la diffe´rence de phase en sortie d’interfe´rome`tre pour
un trajet dans l’air
Nous conside´rons ici que l’interfe´rome`tre est de´pourvu de tout e´le´ment dispersif. Le
faisceau re´alise alors un trajet optique de longueur Lr sur la voie de re´fe´rence et Lm sur
la voie de mesure. En l’absence de de´pointe´ et en approximant l’indice de l’air a` 1 pour






En pre´sence d’un de´pointe´ d’angle δθini en entre´e d’interfe´rome`tre, cette diffe´rence de





soit une variation de la diffe´rence de phase δ(∆ϕ1) de :








Effet du de´pointe´ sur la phase accumule´e lors de la traverse´e d’un mate´riau
Nous conside´rons ici la traverse´e d’une lame a` faces paralle`les d’indice n, d’e´paisseur e
dont la normale ~N fait un angle θ avec la direction principale du faisceau (Fig. E.25). La
phase spectrale accumule´e lors de la traverse´e d’une telle lame est donne´e par l’e´quation























Figure E.25 – Lame a` faces paralle`les incline´es d’un angle θ par rapport a` la direction
principale du faisceau optique incident. δθ : de´pointe´ du faisceau incident
Ce de´pointe´ est alors responsable de l’apparition d’une variation de la diffe´rence de phase
spectrale ∆ϕ2 en sortie d’interfe´rome`tre :


















Distribution des fluctuations de de´pointe´
Pour pouvoir de´terminer les variations rms sur la phase induites par les fluctuations
du de´pointe´ du faisceau, il est ne´cessaire de connaˆıtre le type de distribution associe´ a` ces
fluctuations.
Pour cela, une mesure de de´pointe´ a e´te´ effectue´e sur la chaˆıne LUCA en enregistrant
tir a` tir le centro¨ıde du faisceau au foyer d’une lentille de 700 mm de focale pendant 15
minutes. La position des centro¨ıdes en fonction des axes X et Y de la came´ra est pre´sente´e
figure E.26. Les histogrammes suivant X (Fig.E.27a) et Y (Fig.E.27b) montrent chacun
une distribution gaussienne d’e´cart type respectivement σX ∼ 6.7 µm et σY ∼ 4.1 µm
soit en terme d’angle : σδθX ∼ 9.6 µrad et σδθY ∼ 5.8 µrad.
Ordre de grandeur de l’e´cart type des fluctuations sur la phase
Le de´pointe´ est donc a` l’origine de fluctuations gaussiennes sur la phase spectrale. Ce-
pendant la valeur des fluctuations rms induites sur la phase pour un de´pointe´ de l’ordre
de quelques micro-radians est ne´gligeable. En effet, la variation rms sur le retard lie´e au
trajet dans l’air est alors <10−7 fs pour Lr − Lm = 656 µm (τ = 2187.5 fs). Celle intro-
duite par la traverse´e de 5 mm d’une lame de BK7 incline´e a` 45◦ est de l’ordre de 0.01
fs, soit un ordre de grandeur en dessous de la valeur de 0.17 fs obtenue expe´rimentalement.
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Figure E.26 – Variation du centro¨ıde du faisceau au foyer d’une lentille de focale f=700
mm
(a)





























Figure E.27 – (a) Statistique suivant X du centro¨ıde du faisceau au foyer d’une lentille
de focale f = 700 mm.(b) Statistique suivant Y du centro¨ıde du faisceau au foyer d’une
lentille de focale f = 700 mm
Cette e´tude montre que le de´pointe´ du faisceau n’est pas a` l’origine des fluctuations
observe´es sur la diffe´rence de phase en sortie d’interfe´rome`tre.
E.9.2 Fluctuations de la diffe´rence de phase en sortie d’interfe´-
rome`tre en pre´sence de l’AOPDF
En pre´sence de l’AOPDF, les fluctuations rms sur le retard entre les deux voies de
l’interfe´rome`tre sont 45 fois plus importantes (7.6 fs a` comparer avec 0.17 fs). Dans cette
section, nous e´tudions une origine possible de ce phe´nome`ne : la gigue temporelle des
signaux de synchronisation externe et interne de l’AOPDF.
Dans ce type de dispositif, la ge´ne´ration des N points du signal e´lectrique se fait a` partir
d’une horloge interne de fre´quence FS. Comme le signal de synchronisation externe (prove-
nant de la chaˆıne laser) peut arriver avant ou apre`s une pe´riode de cette horloge, l’instant




distribution associe´e est uniforme de largeur τac. Si, de plus, le signal de synchronisation
externe pre´sente une gigue temporelle dont la distribution associe´e est uniforme de largeur
τext, alors ces deux phe´nome`nes s’ajoutent en terme de variance et le de´calage temporel
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Tij de l’instant de ge´ne´ration de l’onde acoustique devient, en utilisant la relation entre
la variance v et la largeur maximale l d’une distribution uniforme (v = l2/12) :
Tij =
√
τ 2ac + τ
2
ext (E.13)
La distribution associe´e est e´galement uniforme de largeur maximale Tij.
Il est alors possible d’exprimer simplement l’effet de ce de´calage temporel sur le temps
de groupe introduit sur l’impulsion optique incidente en conside´rant une onde acoustique a`
de´rive de fre´quence. Ce de´calage se traduit alors par un de´placement de la position spatiale
autour de laquelle la pulsation optique ω est diffracte´e, et ce pour toute composante
spectrale de l’impulsion optique incidente (section 3.1.1). Soient z(ω) et zjit(ω) cette
position respectivement en absence et en pre´sence du de´calage Tij, on a :
zjit(ω)− z(ω) = LTjit
Tcristal
(E.14)
ou` L est la longueur du cristal et Tcristal le temps de propagation de l’onde acoustique sur
celle-ci.
On peut alors de´duire de l’e´quation 3.6 la variation du temps de groupe ∆τjit en sortie












Dans les AOPDFs utilise´s dans cette the`se, L ∼ 25 mm et Tcristal ∼ 32.7 µs. Pour 2
Tij < 50 ns, la de´pendance de δng avec la pulsation peut eˆtre ne´glige´e et le de´calage tem-
porel entre les impulsions optique et acoustique se traduit par l’introduction d’un retard
supple´mentaire ∆τjit sur l’impulsion optique incidente.
Afin de ve´rifier si ce retard supple´mentaire est du meˆme ordre de grandeur que celui
de 7.44 fs (7.6 fs - 0.16 fs) obtenu par interfe´rome´trie spectrale lors de l’introduction de
l’AOPDF sur la voie de mesure, j’ai mesure´ la valeur de Tij dans les meˆmes conditions
expe´rimentales.
Effet de la gigue temporelle du signal de synchronisation externe
Les signaux de synchronisation disponibles sur la chaˆıne laser LUCA pre´sente une gigue
temporelle correspondant a` une pe´riode du train d’impulsions en sortie d’oscillateur soit
2. En pratique, cette relation est ge´ne´ralement ve´rifie´e.
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τext = 13.2 ns (section E.7). Cette valeur a e´te´ ve´rifie´e expe´rimentalement en mesurant,
sur une pe´riode de 50 s, la variation du de´calage temporel entre le maximum du signal
d’une photodiode positionne´e sur le trajet du laser et le front de monte´e du signal de
synchronisation externe de l’AOPDF. Le re´sultat de cette mesure est pre´sente´e figure
E.28.











Figure E.28 – Gigue temporelle du signal de synchronisation de la chaˆıne LUCA envoye´
a` l’AOPDF
La distribution de ces variations est bien uniforme de largeur ∼ 13.6 ns. L’e´cart de
2.8% avec la valeur de la pe´riode de l’oscillateur s’explique par la pre´cision de la mesure.
On retrouve donc bien le re´sultat attendu.
Effet de la gigue temporelle du signal de synchronisation interne de l’AOPDF
Pour les AOPDFs utilise´s dans cette the`se, la fre´quence de l’horloge interne est :




∼ 8.7 ns. En prenant en compte celle du signal de synchronisation externe
(τext = 13.2 ns), la gigue temporelle totale est, d’apre`s l’expression E.13 :
Tjit ∼ 15.8 ns
Ce re´sultat a e´te´ ve´rifie´ expe´rimentalement en mesurant, sur 50 tirs laser (2.5 s), le
de´calage temporel entre le maximum du signal de la photodiode (pre´ce´demment utilise´e)
et l’onde RF en sortie d’AOPDF. La distribution obtenue est bien uniforme de largeur
15 ns. L’e´cart de 5% par rapport a` la largeur attendue s’explique par le faible nombre
d’e´chantillons (50) utilise´s pour la mesure.
Cette gigue temporelle introduit un retard variable ∆τjit sur l’impulsion optique inci-
dente (Eq. E.16). La distribution de ces variations du retard est alors elle-meˆme uniforme
de largeur 3.9 fs et d’e´cart type (rms) 1.1 fs.
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En l’absence d’AOPDF, les variations rms du retard entre les deux voies de l’interfe´ro-
me`tre est d’environ 0.17 fs. Nous avons de´montre´ dans cette section que la variation rms
introduite sur le terme de retard de la phase spectrale en sortie d’AOPDF du fait de la
gigue temporelle du signal de synchronisation externe et de celle de l’horloge interne est
de 1.1 fs. En sortie d’interfe´rome`tre, les variations rms du retard entre les deux voies at-
teignent donc 1.1 fs en pre´sence de l’AOPDF. La gigue temporelle explique donc en partie
l’augmentation des fluctuations du retard lors de l’ajout de l’AOPDF. Il reste cependant
un e´cart entre cette valeur (1.1 fs) et la valeur de 7.6 fs mesure´e par interfe´rome´trie spec-
trale.
Bien que la de´termination de la valeur rms des variations du retard en sortie d’in-
terfe´rome`tre ne soit pas tre`s pre´cise du fait du petit nombre d’e´chantillons utilise´e (21
mesures), il est peu vraisemblable que l’erreur sur cette de´termination corresponde a` un
facteur 5 sur la valeur mesure´e. On peut donc conclure qu’une autre source de pertur-
bation contribue a` augmenter les fluctuations sur le retard. Cette autre source pourrait
eˆtre une variation tir a` tir du de´calage spatial du centre du faisceau optique en entre´e de
l’AOPDF dans le plan de diffraction. Le trajet optique n’est alors pas le meˆme tir a` tir
du fait de la face prismatique de sortie du dispositif. Ainsi une variation rms du de´calage
late´ral de 36 µm suffirait a` introduire une variation rms sur le retard de 7.5 fs. En prenant
en compte l’effet de la gigue temporelle des signaux de synchronisation, on retrouve alors
la variation rms de 7.6 fs mesure´e expe´rimentalement.
E.10 Phase re´siduelle intrinse`que dans le mode de
compensation automatique de la dispersion op-
tique de l’AOPDF
Ce mode ne corrige, en effet, que les ordres 2, 3 et 4 de la phase spectrale introduite
par propagation dans 25 mm de TeO2. Il reste donc une phase re´siduelle d’ordre e´leve´
(>4) en sortie d’AOPDF (Fig.E.29). La plage de pulsations repre´sente´e sur cette figure
correspond a` la plage de pulsations enregistre´e par le spectrome`tre. On voit apparaˆıtre
le re´siduel d’ordre supe´rieur de la phase sur les bords de l’intervalle. La phase spectrale
mesure´e n’est reconstruite que sur un intervalle re´duit. A 3% du maximum de l’enveloppe
AC, cet intervalle s’e´tend de 2.31 rad fs−1 a` 2.45 rad fs−1. Sur cette plage de pulsations,
les valeurs extreˆmales de la phase spectrale sont : -2.6E-5 rad et 4.1 E-5 rad, ce qui est
plusieurs ordres de grandeur en dessous de la pre´cision de mesure de l’interfe´rome`tre.
346































of sub-15 fs pulses by
self-referenced spectral interferometry
A. Moulet,1,* S. Grabielle,1,2 C. Cornaggia,2 N. Forget,1 and T. Oksenhendler1
1FASTLITE, Centre Scientifique d’Orsay, Plateau du Moulon, 91401 Orsay, France
2Commissariat à l'Énergie Atomique - Institut Rayonnement Matière de Saclay, Service Photons Atomes & Molécules,
Saclay, F-91191 Gif-sur-Yvette, France
*Corresponding author: antoine.moulet@fastlite.com
Received September 15, 2010; revised October 18, 2010; accepted October 21, 2010;
posted October 26, 2010 (Doc. ID 135197); published November 12, 2010
We explore theoretically and numerically the temporal contrast limitation of a self-referenced spectral interfero-
metry measurement. An experimental confirmation is given by characterization and fine compression of
hollow-core fiber generated sub-15 fs pulses, yielding an accurately measured coherent contrast of 50 dB on a
400 fs time range. © 2010 Optical Society of America
OCIS codes: 320.7100, 320.7120, 120.5050, 120.3180.
Self-referenced spectral interferometry (SRSI) is a re-
cently demonstrated ultrashort pulse measurement tech-
nique [1], enabling direct and single-shot retrieval of
spectral phase and amplitude, i.e., full temporal charac-
terization. This study explores limitations related to the
photodetector noise, regarding particular spectral and
temporal dynamics. A numerical and theoretical model
demonstrates that the temporal dynamics of SRSI mea-
surement reaches 50 dB, using a detector achieving a
25 dB spectral signal-to-noise ratio (SNR). Experimental
results are then presented, showing hollow-core fiber
generated sub-15 fs pulse temporal intensity measure-
ments, valid over 400 fs, with a measured coherent
contrast of 50 dB.
In SRSI, a small fraction of the input pulseEIðtÞ (electric
field temporal amplitude) is delayed, and the remaining
pulse is used to generate a reference pulseEXðtÞ via cross-
polarized wave generation (XPW, [2]). Under the usual
slowly varying envelope, undepleted pump and thin crys-
tal approximations, EXðtÞ ∝ jEIðtÞj2EIðtÞ, the input pulse
is time filtered by its own temporal intensity. In the low
second-order spectral phase approximation, the XPW
pulse is shorter than the input pulse and the XPW spec-
trum is larger than the input spectrum with almost flat
spectral phase [3]. The corresponding interferogram
writes
SðνÞ ¼ j~EIðνÞj2 þ j~EXðνÞj2
þ 2j~EIðνÞ∥~EXðνÞj cosðφIðνÞ − φXðνÞ − 2πντÞ
þN ðνÞ;
where φI and φX stand, respectively, for the spectral
phases of the input and XPW pulses, τ for the group delay
between the input andXPWpulses, andN for the detector
noise. Following the standard spectral interferometry no-
tations, we set S0 ¼ j~EI j2 þ j~EX j2 and f ¼ j~EI∥~EX j exp i
ðφI − φXÞ. For a noiseless detector, S0 and f can be iso-
lated by Fourier filtering [4] by applying a super-Gaussian
temporal gate GðtÞ of width T < τ. This operation, how-
ever, limits the temporal range of validity of the measure-
ment toτ=2 and, correlatively, the spectral resolution of
the measurement to 1=τ. With noise, the quantities
extracted by this procedure are
Sm0 ¼ S0 ⊗ ~GþN ⊗ ~G; ð1Þ
f m ¼ f ⊗ ~Gþ ðN e−2iπντÞ⊗ ~G: ð2Þ
If the XPW and input signals are unbalanced so that
j~EXðνÞj > j~EIðνÞj on the entiremeasurement range, the re-
























Comparing the spectral width of the input and XPW spec-
tra, the validity of the low second-order spectral phase ap-
proximation can be assessed. The relative spectral phase
ΔφmðνÞ ¼ φmI ðνÞ − φmX ðνÞ is analytically retrieved by com-
puting the complex argument of f ðνÞ and removing its lin-
ear part by a polynomial fit. Unlike SPIDER techniques [5],
a residual group-delay contribution is not deleterious to
the measurement, since no integration step is required
in SRSI. To the first order,φX ≃ 0, andΔφm ≃ φmI are good
approximations. Furthermore, in the SRSI protocol, the
remaining XPW spectral phase can be accounted for by
using an iterative algorithm that relies on successively
refined approximations of φmI to calculate φmX [1].
The noise on the effectively measured complex spec-
tral amplitude can be derived from Eq. (3) and the pre-
vious discussion on spectral phase. For the pixels for
which j~EXðνÞj2 > j~EXðνÞ∥~EIðνÞj ≫ N ðνÞ, i.e., where S0
and f are not dominated by the shot noise, a first-order
development in j~EI j=j~EX j and N =j~EX∥~EI j leads to




2~EI ⊗ ~G × j~EX j⊗ ~G

: ð5Þ
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Simulations have been performed to investigate Eq. (5)
(see Fig. 1). A model detector is considered that fits
the characteristics of the grating-based spectrometer
used in our experiments: a N ¼ 2048 points CCD matrix.
The noise is a Poissonian noise N with an rms level cor-
responding to an SNR of 25 dB. The simulated pulse is
super-Gaussian of order six with an FWHM bandwidth
Δν of 70 THz centered at 800 nm and a flat spectral
phase, corresponding to an FWHM duration of ∼20 fs.
Over the spectral range of validity of Eq. (5), the SNR
varies like j~EI∥~EX j=N for the amplitude and the phase,
which significantly differs from a direct spectral mea-
surement, for which the SNR depends on jEI j2=N . Since
the XPW spectrum is broader than the input spectrum,
the spectral intensity of the input pulses can be accu-
rately reconstructed, even where the input spectral signal
would have been lower than the spectrometer noise level
(see Fig. 1). This detectivity enhancement is due to the
heterodyne nature of the measurement.
A signature of the 1=jEX j dependence of the noise is
the fake rebound in j~EmI j, where the XPW and input spec-
tral amplitudes drop while maintaining the validity of
Eq. (5). Beyond this rebound, the measured amplitude
and phase are dominated by noise. To avoid temporal de-
formations and/or spurious features on the reconstructed
time intensity, this noise contribution must be canceled
out by applying an apodization window, tailored to filter
the rebounds out (at a spectrum level of 35 dB). Outside
of this window, the phase information is not relevant
either, and a polynomial extrapolation is used.
From Eq. (5) it may seem favorable to increase j~EX j to
enhance the measurement SNR. However, the dynamic
range of the detector is finite, so j~EI j þ j~EX j is bounded.
Under this constraint, j~EI∥~EX j reaches its maximum
for j~EI j ¼ j~EX j, which conflicts with the requirement
j~EI j < j~EX jneeded to avoid ambiguities on the extractions
of spectral amplitudes. Therefore, the optimal working
point corresponds to an XPW amplitude maximum level
slightly above the input amplitudemaximum level (Fig. 1).
Under such working conditions, the spectral SNR of the
measurement is of the order of magnitude of the detector
SNR.
This spectral noise can be related to the temporal mea-
surement contrast limitation Ct through Fourier analysis
(with the Parseval–Plancherel equation):
Ct ≃ F × N × SNR; ð6Þ
where F ¼P j~EI j=N is the amplitude filling factor on the
detector array, SNR is the measurement signal-to-noise
ratio, and N is the number of pixels. An intuitive insight
of this formula is the following: the spectral signal, of
magnitude F , is concentrated in the time domain on
the central pixel, whereas the spectral noise is spread
over the entire temporal range. For an SNR of 25 dB,N ¼
2048 and a signal occupying 25% of the spectral window,
Ct ≃ 50 dB, which is in good agreement with the simu-
lated SRSI temporal reconstructions (Fig. 1, inset).
Experimental demonstration of the SRSI dynamics has
been performed on a 1 kHz, 600 μJ, 40 fs, 800 nm Ti:S
laser system. Around 300 μJ were coupled into a hol-
low-core fiber filled with Ar at 1:5 bars. Using a pulse
shaper (acousto-optic dispersive programmable filter,
AODPF [6]; high-resolution-cut, 25 mm), the pulse was
roughly precompressed after the fiber. At the output,
pulses of 6 μJ at 800 nm with an FWHM bandwidth of
150 nm were directed to an SRSI device, sketched in
Fig. 2.
An on-axis, orthogonally polarized, time-delayed and
low-intensity replica is created from the input pulse with
a 1:6 mm uniaxial birefringent calcite plate (CaCO3, τ ¼
940 fs at 800 nm), cut orthogonally to the optical axis and
slightly rotated with respect to the input polarization di-
rection. The beam is then focused in a thin BaF2 plate
(1 mm, ½100 cut). The main pulse generates an XPW
pulse, and the less intense replica is linearly transmitted.
The beam is then recollimated, and a thin film polarizer
(contrast >50 dB) filters out the residual main pulse.
The jEI j=jEX j ratio was 1=3 in the center of the spectral
range and the gate function GðtÞ was set to cover the
400 fs interval imposed by the calcite delay τ. A typical
experimental SRSI measurement is displayed in Fig. 3.
The measured spectral phase showed fast-varying
oscillations (top figure, dashed curve).
The computed time-dependent intensity is displayed in
Fig. 4 (dashed curve). The corresponding FWHM pulse
duration (around 14:5 fs, see Fig. 4) is equal to that of
the Fourier-transform limit (FTL), within 0:1 fs. How-
ever, the pedestal of the measured time intensity profile
Fig. 1. Thin dashed curves, one-shot SRSI extracted pulse
spectral phase (top) and intensity (bottom). Thick solid curves,
same quantities averaged over 1000 single-shot measurements.
Thick dashed curve, XPW extracted spectral intensity. Thick
dotted curve, spectrometer noise level. Gray area, apodizing
window. Inset, temporal reconstruction (dynamics ∼50 dB).
Fig. 2. (Color online) SRSI device setup—arrows represent
polarization directions.
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(dashed curve) is about 10 dB higher than the Fourier-
transform limited pulse (plain gray area): a nonnegligible
part of the energy is spread away from the main pulse by
the fast-varying spectral phase. To quantify this loss of
coherent contrast, we used standard deviation over









With this definition, the measured pulse spread was
σ800 fs ¼ 34:6 fs, a value much larger than the FTL spread
(σ800 fs ¼ 18:6 fs). To check the measurement validity,
the spectral phase was fed back to the AOPDF [6]. After
a single iteration, the temporal standard deviation of the
pulse was lowered to σ800 fs ¼ 19:3 fs (Fig. 4, solid curve),
showing that the spectral phase was accurately mea-
sured. The remaining energy spread is due to fast
amplitude modulations, which directly limit the FTL
contrast (Fig. 4).
We have shown that, even with commercial spectro-
meters of modest SNR (25 dB), the dynamic range of
the SRSI time-dependent intensity retrieval reaches
50 dB over 400 fs. Experiments were performed with
sub-15 fs pulses. The phase-induced loss of contrast
was corrected, down to∼50 dBon the borders of themea-
surement range. Using spectrometers with cooled multi-
line CCD detectors (SNR∼55 dB), and filling the detector
up to 50%, single-shot characterization with dynamic
ranges as large as 85 dB on a picosecond scale could
be reached. This would enable the accuratemeasurement
of contrast enhancedmultiterawatt light pulses,which are
promising for high-energy density physics [7].
The laser system is supported by Agence Nationale de
la Recherche (ANR, Projet Image Femto, décision d’aide
No. ANR-07-BLAN-0162-01). Fastlite acknowledges sup-
port from the Région Ile-de-France.
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Annexe G
Etude pre´liminaire de la ge´ne´ration
d’impulsions large bande stabilise´es
en CEP
Les expe´riences d’amplification parame´trique optique mene´es dans cette the`se s’ins-
crivent dans un contexte double :
– le besoin de disposer, sur la chaˆıne LUCA, d’impulsions, dans le proche infrarouge
(λ ∼ 1.5 µm), de quelques cycles optiques et stabilise´es en CEP pour la ge´ne´ration
d’harmoniques d’ordre e´leve´,
– la poursuite de de´veloppements sur la stabilisation de la CEP par AOPDF.
G.1 Etude expe´rimentale de la ge´ne´ration de conti-
nuum dans le proche infrarouge
La ge´ne´ration de continuum a e´te´ e´tudie´e dans de nombreux milieux non-line´aires
transparents [103]. L’utilisation de mate´riaux solides de quelques millime`tres d’e´paisseur
conduit a` l’obtention de continuum de spectre large et re´gulier, de tre`s grande cohe´rence
spatiale et temporelle et d’excellente stabilite´ [104][105]. L’e´largissement spectral du conti-
nuum a e´te´ e´tudie´ dans diffe´rents milieux par Brodeur et Chin [106][107]. Cette e´tude,
surtout axe´e sur la partie des courtes longueurs d’onde, a notamment montre´ l’impor-
tance de la largeur du gap sur cet e´largissement spectral. Le saphir est un mate´riau tre`s
couramment utilise´, en particulier pour la ge´ne´ration du signal pour amplification dans
des OPA ou NOPA pompe´s a` 800 nm ou 400 nm [108][109][110][111]. D’autres mate´riaux
pre´sentent des caracte´ristiques inte´ressantes. C’est le cas de l’Yttrium Aluminium Garnet
ou YAG [112]. La partie visible du continuum ge´ne´re´ dans un tel cristal est assez similaire
a` celui ge´ne´re´ dans du saphir. En revanche, sous certaines conditions expe´rimentales, la
ge´ne´ration dans le proche infrarouge entre 800 nm et 1500 nm est plus efficace avec un
plateau observe´ de 800 a` 1200 nm [113]. Il constitue donc un tre`s bon candidat pour
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ge´ne´rer le signal d’un OPA large bande proche infrarouge qui est le sujet ici.
Le dispositif de ge´ne´ration de continuum mis au point dans cette the`se a e´te´ dim-
mensionne´ a` partir des travaux d’Aschcom et al. [114] et Bradler et al. [113]. Aschcom et
al. ont de´montre´ que l’ouverture nume´rique 1 en entre´e de mate´riau est un parame`tre cle´
pour l’optimisation de l’efficacite´ de ge´ne´ration du continuum. Bradler et.al pre´sentent
une e´tude expe´rimentale de´taille´e de la ge´ne´ration de continuum dans le proche infra-
rouge dans diffe´rents mate´riaux. Outre les proprie´te´s inte´ressantes du YAG, les re´sultats
expe´rimentaux montrent que l’utilisation d’une lentille de focale longue (par rapport au
30 mm usuellement utilise´) permet d’ame´liorer l’efficacite´ cette ge´ne´ration.
Apre`s une premie`re section consacre´e a` la description du montage expe´rimental dans
sa globalite´ (ge´ne´ration et caracte´risation du continuum, caracte´risation des impulsions
utilise´es pour le ge´ne´rer), nous pre´sentons les re´sultats expe´rimentaux de l’optimisation de
la ge´ne´ration de continuum dans le proche infrarouge dans une lame de YAG. Ces re´sultats
ont e´te´ obtenus en sortie de la ligne d’expe´rience n◦2 de la chaine LUCA (tableau 2.3 ,
chapitre 2).
G.1.1 Montage expe´rimental
Caracte´risation des impulsions avant ge´ne´ration du continuum
Les impulsions servant a` ge´ne´rer le continuum sont caracte´rise´es temporellement par
une mesure FROG re´alise´e a` partir d’un dispositif de type Phazzler [115], invente´ et
commercialise´ par la socie´te´ Fastlite et dont le principe est donne´e figure G.1. Le spectre
du signal d’autocorre´lation est obtenu par ge´ne´ration de seconde harmonique dans un
cristal non-line´aire (type I) en ge´ome´trie coline´aire, de deux re´pliques temporellement
de´cale´es de τ , pour diffe´rents retards. Les deux re´pliques de l’impulsion a` caracte´riser sont
re´alise´es a` l’aide d’un AOPDF (section 5.5, chapitre 5). Dans ces conditions, l’expression
du signal FROG IFROG est :
IFROG(ω, τ) =
∣∣∣∣∫ (E(t) + E(t− τ))2 exp(−iωt)dt∣∣∣∣2 (G.1)
La figure G.2 correspond a` la photographie du montage re´alise´ en sortie de la chaˆıne
LUCA. L’e´nergie en entre´e de syste`me est de l’ordre de 20 µJ. La ge´ne´ration de seconde
harmonique se fait dans un cristal de BBO d’e´paisseur 100 µm coupe´ a` θ = 29.2◦ (type I).
La re´solution du spectrome`tre (Avantes, fente 10 µm, re´seau 2400 traits/mm, 3648 pixels)
est de 0.07 nm. La valeur du retard τ entre les deux re´pliques est balaye´ entre -300 et 300
fs.
1. L’ouverture nume´rique ON est de´finie par : ON = n sin(θ) ou` n est l’indice du milieu et θ le
demi-angle d’ouverture.
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f = 50 mm
Cristal BBO
θ = 29.2°, e = 100 µm Lentillef = 100 mm
filtre spectromètre
~ 20 µJ
Figure G.2 – Photographie du montage de type Phazzler imple´mente´ pour la caracte´ri-
sation des impulsions avant ge´ne´ration de continuum
Ge´ne´ration du continuum
La ge´ne´ration du continuum se fait par focalisation du faisceau contenant une fraction
de l’e´nergie des impulsions en sortie de chaˆıne dans un cristal de YAG d’e´paisseur 4
mm coupe´ perpendiculairement a` l’axe [001] 2 (Fig. G.3a). La focale de la lentille utilise´e
est f = 100 mm. Un atte´nuateur variable (lame demi-onde - polariseur) sert a` ajuster
finement l’e´nergie tandis que le diaphragme permet de jouer sur l’ouverture nume´rique en
entre´e de cristal. En sortie de cristal, un doublet achromatique (corrige´ dans le domaine
1050-1620 nm) de courte focale (f = 25 mm) collimate le continuum.
La photographie du montage, sans la lame demi-onde et le polariseur, est donne´e figure
G.3b.
2. Du fait de l’anisotropie de la non-line´arite´ d’ordre 3, ce mate´riau est susceptible de ge´ne´rer une
polarisation croise´e (XPW, chapitre 8) lorsqu’il est correctement oriente´. La lame doit donc eˆtre oriente´e















f = 100 mm Cristal YAG
e = 4mm
Lentille L2
f = 25 mm800 nm
Figure G.3 – (a) Sche´ma du montage de ge´ne´ration de continuum, (b) Photographie du
montage
Filtrage spatial
L’ouverture nume´rique en entre´e de cristal YAG est un parame`tre essentiel pour l’op-
timisation de la ge´ne´ration de continuum [114]. La qualite´ spatiale du faisceau incident
est de premie`re importance [114].
Dans la situation de de´part, la qualite´ spatiale du faisceau incident n’e´tait pas suffisante
pour pouvoir optimiser le continuum. L’imple´mentation d’un filtrage spatial en amont de
la ge´ne´ration du continuum s’est donc ave´re´e ne´cessaire. L’installation d’un premier filtre
spatial sur la chaˆıne LUCA, en amont du compresseur, n’a pas permis d’obtenir la qualite´
spatiale ne´cessaire au niveau du banc de ge´ne´ration de continuum situe´ a` environ 1.5 m
de la sortie du compresseur. Un second filtre spatial a donc duˆ eˆtre monte´ juste avant
la ge´ne´ration du continuum. Le de´pointe´ du faisceau incident ne permet pas l’utilisation
d’un dispositif de filtrage similaire a` celui pre´sente´ dans le chapitre 5 (section 5.1.2). J’ai
opte´ pour une solution propose´e par Aschcom et. al [114] qui consiste a` utiliser la par-
tie centrale de la tache d’Airy obtenue, en champ lointain, apre`s diffraction d’une zone
quasi-uniforme (spatialement) du faisceau incident.
Le montage comporte quatre e´le´ments : un trou, un afocal constitue´ de deux lentilles
L3 et L4 et un diaphragme d’ouverture variable (Fig. G.4). Celui-ci doit re´pondre a` deux
crite`res :
– le diame`tre du faisceau en sortie d’afocal doit eˆtre supe´rieur a` 7 mm pour permettre
la variation de l’ouverture nume´rique sur une plage suffisante (jusqu’a` 0.035),
– l’obtention d’une tache d’Airy dans le plan du diaphragme situe´ a` une distance d2
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Ø ~ 7 mm
Trou
Øt 1.1 mm
Øts ~ 7.7 mm




f3 = -100 
mm
Lentille L4
f4 = 700 mm
d1 d2
Figure G.4 – Sche´ma du montage de ge´ne´ration de continuum
de la lentille L4.
Le premier crite`re impose une relation entre le diame`tre du trou ∅t et le grossissement Ga
de l’afocal. Le second crite`re peut eˆtre formalise´ de la manie`re suivante. Tout d’abord,
dans l’approximation de l’optique ge´ome´trique, l’image du trou a` travers l’afocal a un
diame`tre ∅ts = Ga∅t et est situe´ dans un plan a` une distance ds de la lentille L4 :
ds = ((f3 − d1)Ga − f3)Ga (G.2)
ou` f3 est la focale de la lentille L3.
Enfin, pour s’approcher d’une tache d’Airy dans le plan du diaphragme en sortie d’afocal,
il est ne´cessaire de se placer en champ lointain par rapport a` l’image (virtuelle) du trou
a` travers l’afocal, ie a` une position z (par rapport a` cette image) telle que le nombre de





ou` a = ∅ts
2
et λ est choisie e´gale a` 800 nm.





La distance z doit donc ve´rifie´e la relation z  z0, soit :
ds + d2  z0 (G.5)
Compte-tenu de ces crite`res, les parame`tres choisis sont : ∅t = 1.1 mm, f3 = −100 mm,
f4 = 700 mm (soit Ga = 7), d1 = 1.16 m (Fig. G.4). Dans ces conditions, l’image du trou
par l’afocal se situe a` une distance ds = −61.04 m de la lentille L4 et ∅ts = 7.7 mm. La
distance z0 correspondant a` NF = 1 vaut alors : z0 ∼ 18.528 m. En plac¸ant le diaphragme
en sortie d’afocal, on s’assure donc une distance au moins e´gale au triple de la distance





Ce dispositif a e´te´ inse´re´ sur le montage de ge´ne´ration de continuum entre le polariseur
et le diaphragme (Fig. G.3a).
Caracte´risation du continuum ge´ne´re´
La photographie du montage expe´rimental utilise´ est donne´ sur la figure G.5. Le spectre
du continuum ge´ne´re´ est caracte´rise´ a` l’aide d’un analyseur de spectre optique (OSA). Ce
dispositif est constitue´ d’un filtre passe-bande de largeur ajustable qui effectue un ba-
layage pe´riodique sur toute la plage de longueurs d’onde mesure´e (plage utilisable : 800
- 1700 nm). Ce filtre est suivi d’un photo-de´tecteur de grande sensibilite´ et d’un ampli-
ficateur e´lectronique permettant la de´tection de signaux jusqu’a` -110 dBm, soit 10 pW
(PdBm = 10 logPmW ). Le couplage dans l’OSA se fait par l’interme´diaire d’un objectif x10
d’ouverture nume´rique 0.25 associe´ a` une fibre optique monomode de diame`tre de coeur 9
µm. Un filtre RG1000 (Schott), ajoute´ en amont de l’objectif, atte´nue d’un facteur 10−5












Figure G.5 – Photographie du montage de caracte´risation du continuum
Ce syste`me de caracte´risation ne donne pas une mesure quantitative de l’e´nergie pour
chaque longueur d’onde balaye´e 3 mais il permet l’optimisation de la ge´ne´ration du conti-
nuum jusqu’a` 1700 nm. Le continuum est envoye´ sur une photodiode (InGaAs, 1.2-2.6
3. Une mesure quantitative de l’e´nergie correspondant a` chaque longueur d’onde balaye´e ne´cessiterait
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µm) graˆce a` un miroir escamotable. Elle sert a` de´finir des conditions de ge´ne´ration de
fac¸on a` minimiser les fluctuations de l’e´nergie inte´gre´e dans le domaine spectral de la
photodiode (1 µm - 2.6 µm).
G.1.2 Optimisation expe´rimentale de la ge´ne´ration de conti-
nuum dans le proche infrarouge
L’optimisation de la ge´ne´ration du continuum a e´te´ faite expe´rimentalement en jouant
sur les parame`tres suivants :
– l’e´nergie des impulsions utilise´es pour la ge´ne´ration,
– leur dure´e temporelle,
– l’ouverture du diaphragme (Fig.G.3), ie l’ouverture nume´rique en entre´e de cristal
YAG,
– la position de la lentille L1 par rapport au cristal pour changer la position du plan
focal a` l’inte´rieur du cristal.
La ge´ne´ration la plus efficace et conduisant au spectre le plus large dans le proche
infrarouge a e´te´ obtenu dans les conditions suivantes :
– des impulsions initiales de largeur spectrale ∆λ ∼ 19.1 nm quasi-limite´es par trans-
forme´e de Fourier de dure´e ∆t ∼ 50.5 fs (trace FROG figure G.6, spectre et phase
spectrale figure G.7a, intensite´ temporelle figure G.7b),
– une e´nergie en sortie de diaphragme de l’ordre de 400 nJ (estime´e par une simulation
a` l’aide du logiciel Zemax a` partir des 400 µJ mesure´s en entre´e de la lame demi-
onde),
– une ouverture du diaphragme de 5.8 mm de diame`tre, soit une ouverture nume´rique





























Figure G.6 – Trace FROG des impulsions utilise´es pour ge´ne´rer le continuum























∆ν ∼ 9.1 THz
∆λ ∼ 19.1 nm
(b)














∆t ∼ 50.5 fs
∆tTL ∼ 49.4 fs
Figure G.7 – (a) Spectre et phase spectrale reconstruite a` partir de la trace FROG (Fig.
G.6), (b) Intensite´ temporelle reconstruite a` partir de la trace FROG
La mesure a` l’OSA du spectre du continuum 4, obtenu apre`s optimisation, est pre´sen-
te´e figure G.8. Un continuum, en re´gime monofilament, a e´te´ ge´ne´re´ expe´rimentalement
jusqu’a` 1650 nm.
Sa photographie en sortie de cristal montre l’absence de dispersion chromatique (Fig.G.9).


















Figure G.8 – Mesure OSA du continuum optimise´. En rouge, signal mesure´. En noir :
bruit de mesure de l’OSA
Si le continuum ge´ne´re´ reste stable sur une dure´e de l’ordre de deux heures, ce n’est
plus le cas sur des pe´riodes plus grandes du fait essentiellement de la de´rive du pointe´.
Un re´alignement complet de l’ensemble du montage est donc ne´cessaire afin de se repla-
cer dans les conditions optimales de ge´ne´ration. Le continuum pre´sente alors les meˆmes
caracte´ristiques que lors de la premie`re optimisation. La de´rive lente du pointe´ en amont
du montage complique l’amplification d’un tel signal.
4. maximum du signal obtenu pour chaque longueur d’onde balaye´e sur une dure´e de 15 min.
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Figure G.9 – Photographie du continuum en sortie de cristal
G.2 Amplification parame´trique optique large bande
dans le proche infra-rouge
Cette partie est consacre´e a` l’amplification parame´trique optique du continuum ge´ne´re´
dans les conditions e´nonce´es section G.1.2. Apre`s un bref rappel de la the´orie de l’amplifi-
cation parame´trique optique et de sa capacite´ a` ge´ne´rer des impulsions auto-stabilise´es en
CEP, nous de´crivons le montage expe´rimental utilise´. On pre´sente, ensuite, les premiers
re´sultats d’amplification obtenus.
G.2.1 Amplification parame´trique optique large bande et stabi-
lisation de la CEP
L’e´volution de trois ondes planes couple´es dans un milieu non-line´aire de susceptibilite´
d’ordre 2 non-nulle est de´crite en de´tail dans les re´fe´rences [42][116][117][118]. Le champ
e´lectrique scalaire Ej associe´ a` chaque onde j (j=p pour pompe, j=s pour signal et j=c pour
comple´mentaire) suppose´e quasi-mochromatique, polarise´e line´airement et se de´plac¸ant
suivant un axe z dans un milieu non-line´aire d’extension transverse infinie, transparent et
isotrope pour chaque onde, s’e´crit sous la forme du produit d’une porteuse exp(ikjz−ωjt)
par une enveloppe complexe Aj(z) :
Ej(z, t) = Aj(z) exp[i(kjz − ωjt)] (G.6)
ou` ωj est la pulsation de l’onde j et kj le module du vecteur d’onde associe´.
En faisant les hypothe`ses supple´mentaires suivantes :
1. angle de double re´fraction ne´glige´ (ρ = 0),
2. approximation de l’enveloppe lentement variable suivant z
(∣∣∣∂2Aj∂z2 ∣∣∣ kj ∣∣∣∂Aj∂z ∣∣∣),
3. effets non-line´aires autres que l’amplification parame´trique optique ne´glige´s (χ3 = 0,
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ge´ne´ration de seconde harmonique ne´glige´e),
4. re´ponse non-line´aire du milieu instantane´e (χ(2) inde´pendant de la pulsation),
























ou` ∆k correspond au de´saccord de phase entre les trois ondes :
∆k = kp − ks − kc (G.8)
et deff est la susceptibilite´ non line´aire effective de´crivant la force de couplage entre les





Un de´veloppement de´taille´ des solutions de ces e´quations est donne´ dans la the`se de N.
Forget [120]. Nous nous limiterons ici a` l’e´volution de l’e´clairement des ondes signal et com-
ple´mentaire dans l’approximation de non-de´pletion de l’onde pompe (|Ap(z)| = |Ap(0)|)
et de l’absence d’onde comple´mentaire initiale (|Ac(0)| = 0). Le syste`me d’e´quations G.7


















La re´solution de ce syste`me conduit a` l’expression suivante des e´clairements 5 Is(L) et



























5. L’e´clairement a e´te´ de´fini dans l’e´quation 1.46 au chapitre 1.
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expressions G.11 et G.12 restent cependant valables en remplac¸ant les fonctions sinus hy-
perboliques par des fonctions sinus trigonome´triques.
Le gain GOPA de l’amplificateur parame´trique optique peut alors eˆtre de´fini par le
rapport entre l’e´clairement de l’onde signal en sortie de cristal et celui en entre´e :




GOPA de´pend donc essentiellement des quatre grandeurs suivantes :
– le de´saccord de phase ∆k,
– la longueur du cristal L,
– l’e´clairement Ip(0) de l’onde pompe a` l’entre´e du cristal,
– la susceptibilite´ non-line´aire effective deff.
Acceptance spectrale
Si l’accord de phase est re´alise´ pour certaines pulsations ωsi du signal (∆k(ωsi) =
0), ce n’est pas le cas pour toutes les pulsations du signal. En supposant l’onde pompe
monochromatique de pulsation ω0p et l’accord de phase ve´rifie´ pour une pulsation signal
ω0s , le de´saccord de phase au voisinnage de ω
0
s peut s’e´crire par son de´veloppement limite´





























p − ω0s .
L’e´quation G.16 se re´e´crit en fonction des vitesses de groupe vgs et vgc des impulsions























L’acceptance spectrale ∆ωs est de´finie comme la largeur a` mi-hauteur de la variation
du gain GOPA avec la pulsation signal ∆ωs. Dans l’approximation des gains e´leve´s, ∆ωs






1∣∣∣ 1vgc − 1vgs ∣∣∣ (G.18)
Pour obtenir des impulsions signal et comple´mentaire de largeur spectrale importante,
l’acceptance spectrale doit eˆtre maximise´e. Une solution consiste a` travailler autour de la
de´ge´ne´rescence (ω0s = ω
0
c ) avec un accord de phase de type I (o + o → e). L’expression
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G.18 n’est plus valable et l’acceptance spectrale est alors limite´e par les dispersions de













Largeur de gain the´orique de l’OPA dimensionne´ dans cette the`se
Afin de maximiser l’acceptance spectrale, on cherche a` amplifier un signal autour de
1600 nm (a` la de´ge´ne´rescence) a` l’aide d’impulsions pompe a` 800 nm. Dans les conditions
expe´rimentales donne´es section G.2.2, la variation du gain GOPA avec la longueur d’onde
est donne´e figure G.10 6.
L’acceptance spectrale est ∆ωs ∼ 0.23 rad fs−1, soit ∆λs ∼ 317 nm.


















∆ωs ∼ 0.23 rad fs−1
∆λs ∼ 317 nm
Figure G.10 – Largeur de gain the´orique de l’OPA dimensionne´ et utilise´ dans cette
the`se
Remarque : Il est possible d’augmenter l’acceptance spectrale en jouant sur l’angle θ
d’accord de phase [121].
Stabilisation de la CEP
A partir du syste`me d’e´quation G.7, on peut de´montrer que dans les conditions d’ac-
cord de phase, les phases ϕp, ϕs et ϕc des ondes pompe, signal et comple´mentaire sont
relie´es par l’expression [120] :
ϕs + ϕc − ϕp = pi
2
[pi] (G.20)
Il apparaˆıt clairement, a` partir de cette formule, que si les impulsions pompe et signal ont
meˆme CEP alors les impulsions comple´mentaires sont stabilise´es en CEP [34][122][123].
6. Le gain est trace´ en fonction de la longueur d’onde du signal en ge´ome´trie coline´aire
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G.2.2 Montage expe´rimental
Le sche´ma simplifie´ du montage OPA re´alise´ est pre´sente´ figure G.11. En sortie de la
ligne d’expe´rience n◦2, des impulsions de 1.5 mJ, 20 Hz, 50.5 fs (Fig. G.7) sont se´pare´es en
deux voies. L’e´nergie sur la voie signal est de 375 µJ et l’e´nergie sur la voie pompe de 1.125
µJ. La pompe est, dans un premier temps remise en forme temporellement et spatialement
par un dispositif de´crit plus loin. En sortie de ce dispositif, les impulsions d’environ 400
µJ, de dure´e ∆t ∼ 550 fs de diame`tre environ 3 mm ajuste´ par un diaphragme sont
focalise´s, avec une lentille de focale f = 1500 mm dans un cristal de BBO d’e´paisseur
2 mm coupe´ a` θ = 19.8◦. L’e´clairement de la pompe au niveau du cristal est de l’ordre
de 110 GW/cm2. Sur la voie signal le continuum est ge´ne´re´ dans les conditions expose´
section G.1.2 et suivant le montage de´crit section G.1.1. L’amplification dans le cristal de
BBO se fait en ge´ometrie le´ge`rement non-coline´aire αext ∼ 1◦ pour pouvoir se´parer signal
et comple´mentaire en sortie de cristal.
Génération de continuum










Figure G.11 – Sche´ma simplifie´ du montage d’OPA
Dimensionnement de la pompe
Mise en forme spatiale
Du fait de la pre´sence du dispositif de filtrage spatial (Fig. G.4) sur la voie signal, le
chemin optique parcouru sur cette voie est de plusieurs me`tres (3.5 m). Celui parcouru
sur la voie pompe doit donc eˆtre le meˆme pour synchroniser les impulsions pompe et
signal au niveau du cristal de BBO. En champ proche, le profil spatial pre´sente des de´-
fauts. En champ lointain, les distorsions de phase se retrouvent sur l’amplitude. Or, dans
le processus d’amplification parame´trique optique, la qualite´ spatiale de ce faisceau est
primordiale [124]. Pour ame´liorer la qualite´ spatiale du faisceau, plusieurs solutions ont
e´te´ teste´es expe´rimentalement. Le premier filtre spatial en amont du compresseur de la
chaˆıne n’a pas permis une ame´lioration suffisante. Compte-tenu du de´pointe´ du faisceau
et des e´nergies de l’ordre de 1.1 - 2 mJ avant se´paratrice et sur la voie pompe, a` nouveau,
un filtre spatial analogue a` celui utilise´ dans le chapitre 3 (section 4.4) ne convient pas
pour un fonctionnement journalier (usinage des bords du trou de filtrage observe´ sur une
365
journe´e d’expe´rience). Une solution alternative consiste a` installer un syste`me d’imagerie
qui permet d’imager un plan en amont du syste`me et ainsi de limiter les effets de la pro-
pagation. J’ai donc installe´ un afocal constitue´ de deux lentilles convergentes Lp1 et Lp2
de focales respectives f = 1500 mm et f = 1000 mm. Le plan de sortie de Lp1 est l’image
a` travers l’afocal d’un plan situe´ a` 6.25 m en amont.
La puissance creˆte des impulsions de pompe (22 GW) exce`de la puissance critique d’auto-
focalisation dans l’air de 0.3 GW. Pour e´viter l’apparition d’effets non-line´aires dans l’air
au niveau du point focal de la premie`re lentille, le syste`me optique est mis sous vide.
L’e´clairement au niveau des hublots d’entre´e et de sortie du dispositif sous vide est dimi-
nue´ en e´tirant temporellement les impulsions en amont du syste`me, comme de´crit ci-apre`s.
Mise en forme temporelle
Pour limiter l’effet du de´pointe´ du laser sur la synchronisation des voies pompe et signal et
disposer d’une pompe dont le profil temporel est uniforme sur la dure´e du signal (< 100 fs),
j’ai choisi d’e´tirer temporellement les impulsions de pompe jusqu’a` 550 fs (mesure FROG).
Cet e´tirement est re´alise´ par un passage dans deux re´seaux en transmission de 1250
traits/mm oriente´s a` Littrow (−30◦), paralle`les entre eux.
Montage final













Figure G.12 – Photographie du montage final d’amplification parame´trique optique
signal amplifie´ est caracte´rise´, a` la fois, par son e´nergie et par son spectre de seconde
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harmonique. Pour obtenir ce spectre, on focalise le signal amplifie´ dans un cristal de BBO
coupe´ a` θ = 19.8◦, d’e´paisseur e = 150 µm. Deux informations sont tire´es de celui-ci :
– la largeur spectrale du signal amplifie´, en faisant une hypothe`se sur sa phase spec-
trale,
– une estimation qualitative des fluctuations du signal amplifie´ en fonction de la lon-
gueur d’onde.
Les impulsions large bande stabilise´es en CEP sont les impulsions comple´mentaires et
non celles du signal. Ces impulsions comple´mentaires e´tant plus complexes a` caracte´riser
en l’absence de spectrome`tre dans le proche infrarouge (longueur d’onde > 1600 nm,
dispersion angulaire), nous avons choisi, dans un premier temps, de caracte´riser le signal
amplifie´. Son e´nergie, sa largeur spectrale et ses fluctuations renseignent directement sur
celles du comple´mentaire.
G.2.3 Re´sultats pre´liminaires d’amplification d’un continuum
dans le proche infra-rouge
Les impulsions de pompe obtenues dans la section G.2.2 ont e´te´ utilise´es pour amplifier
le continuum ge´ne´re´ dans les conditions expose´es section G.1.2. Le signal amplifie´ pre´sente
alors d’importantes fluctuations a` la fois en terme d’e´nergie et de longueur d’onde ampli-
fie´e. Il est alors raisonnable de supposer que le meˆme type de fluctuations se retrouvent
sur les impulsions comple´mentaires dont l’amplification dans un nouvel e´tage d’OPA ou
l’utilisation directe comme source, devient proble´matique.
Expe´rimentalement, nous avons note´ que ces fluctuations sont observe´es lorsque le conti-
nuum ge´ne´re´ pre´sente un anneau rouge, et ce, meˆme apre`s suppression de l’anneau avec
un diaphragme.
Un bon compromis entre stabilite´ et largeur spectrale du signal amplifie´ consiste a` ampli-
fier, pour les meˆmes parame`tres de l’onde pompe, un continuum ge´ne´re´ dans les conditions
suivantes :
– une e´nergie des impulsions a` 800 nm plus faible de l’ordre de 340 nJ (au lieu de 400
nJ),
– un diame`tre du diaphragme plus petit, ∅ ∼ 4.8 mm, soit une ouverture nume´rique
de 0.024 (au lieu de 0.029).
L’e´nergie du signal amplifie´ est alors de l’ordre de 5 - 6 µJ. La moyenne sur 100 tirs du
spectre de seconde harmonique est pre´sente´e en noir figure G.13. Les fluctuations rms tir
a` tir sont trace´es en rouge. Il est a` noter qu’en de´pit des variations d’e´nergie observe´es
la forme du spectre n’est pas modifie´e d’un tir a` l’autre. Ce re´gime de fonctionnement de
l’OPA peut donc eˆtre conside´re´ suffisamment stable pour utilisation ulte´rieure des impul-
sions signal ou comple´mentaire.
Le spectre double´ moyen est centre´ sur λ2w ∼ 719 nm, de largeur spectrale a` 1/e,
∆λ1/e2w ∼ 121 nm.
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Figure G.13 – Spectre double´ du continuum amplifie´ dans l’OPA. En noir : moyenne sur
100 tirs, en rouge : fluctuations rms sur 100 tirs
Sur plusieurs heures d’expe´riences, nous nous retrouvons confronter au proble`me des
fluctuations lentes du laser et en particulier du de´pointe´ qui impose, comme de´ja` explique´
dans la section G.1.2, un re´alignement complet sur l’ensemble du montage.
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