We investigate the singularly perturbed Boussinesq equation in terms of the approximate symmetry perturbation method and the approximate direct method. The similarity reduction solutions and similarity reduction equations of different orders display formal coincidence for both methods. Series reduction solutions are consequently derived. For the approximate symmetry perturbation method, similarity reduction equations of the zero order are equivalent to the Painlevé IV, Painlevé I, and Weierstrass elliptic equations. For the approximate direct method, similarity reduction equations of the zero order are equivalent to the Painlevé IV, Painlevé II, Painlevé I, or Weierstrass elliptic equations. The approximate direct method yields more general approximate similarity reductions than the approximate symmetry perturbation method.
the system of equations obtained from perturbations. The second method shows superiority to the first one from the comparison in Refs. 17 and 18. We call the second method the approximate symmetry perturbation method for avoidance of confusion.
As an inspiration of the approximate symmetry perturbation method, we propose an approximate direct method by integrating the perturbation method and the direct method in the same way, i.e., expanding the dependent variables in the perturbation series and executing the direct method for the system of equations obtained from perturbations. Approximate similarity reduction methods provide effective ways in investigating perturbed partial differential equations.
The famous Boussinesq equation
with a − c constants, describes the propagation of a long wave in shallow water 19, 20 and other physically important phenomena. [21] [22] [23] [24] In Ref. 25 , a numerical scheme using filtering techniques was applied to solving the ill posed Boussinesq equation
where p͑u͒ = u + u 2 . This equation describes propagation of long waves in shallow water under gravity, 22 in one-dimensional nonlinear lattices, and in nonlinear strings. 23 Besides, filtering and regularization techniques were applied to Eq. ͑2͒ to control growth of errors and to provide better approximate solutions 26 by introducing the singularly perturbed ͑sixth-order͒ Boussinesq equation
͑3͒
with ⑀ a small parameter. In Ref. 27 , the double-series perturbation analysis enabled the recovery of the singularly Eq. ͑3͒ of which weakly nonlocal solitary wave solutions were constructed by using various analytical and numerical methods. 28 For formal brevity of Eq. ͑3͒, we focus on perturbation analysis of the singularly perturbed Boussinesq equation
where u is a function with respect to x and t. According to the perturbation theory, the solution can be expressed as a series containing a small parameter,
with u k functions of x and t. Substituting Eq. ͑5͒ into Eq. ͑4͒ and vanishing the coefficients of all different powers of ⑀, we get a system of partial differential equations
with u −1 =0. Sections II and III are devoted to applying the symmetry reduction method and direct method to Eq. ͑6͒, which are equivalent to applying the approximate symmetry perturbation method and approximate direct method to Eq. ͑4͒, respectively. Section IV concerns conclusion and discussion of the results.
II. APPROXIMATE SYMMETRY PERTURBATION METHOD TO EQUATION "4…
To study symmetry reductions of the equation system ͑6͒, we search for the Lie point symmetry transformations in the vector form
where X, T, and U k are functions with respect to x, t, and u k , k =0,1,..., which means that ͑6͒ is invariant under the point transformation
with infinitesimal parameter . Equivalently, if the model equation is not explicitly space-time, ͕x , t͖, dependent, the symmetry in the vector form ͑7͒ can be written as a function form
Under the notation ͑9͒, k is a solution of the symmetry equations, i.e., the linearized equations for Eq. ͑6͒,
with −1 = 0, which are obtained by plugging the infinitesimal transformations u k = k + k ͑k =0,1,...͒ into Eq. ͑6͒, dropping nonlinear terms in k , and changing k back to u k .
It appears quite difficult to figure out X, T, and U k ͑k =0,1,...͒ directly since there are an infinite number of equations in Eqs. ͑6͒ and ͑10͒ and an infinite number of arguments in X, T, and U k ͑k =0,1,...͒. Thus, we first consider a finite number of equations instead and begin the discussion through a tentative way.
Restricting the range of k to ͑k =0-2͒ in Eqs. ͑6͒, ͑9͒, and ͑10͒, we see that X, T, U 0 , U 1 , and U 2 are functions with respect to x, t, u 0 , u 1 , and u 2 . In this case, substituting Eq. ͑9͒ into Eq. ͑10͒ and eliminating u 0,tt , u 1,tt , and u 2,tt in terms of Eq. ͑6͒, we can get more than 1000 determining equations for the functions X, T, U 0 , U 1 , and U 2 . Some of them read
The general solution of ͑11͒ reads
Under the relations ͑12͒, the remaining determining equations are sharply simplified to
Now it is straightforward to find that 093505-3 Approximate similarity reductions J. Math. Phys. 49, 093505 ͑2008͒
Likewise, narrowing the range of k to ͑k =0-3͒ in Eqs. ͑6͒, ͑9͒, and ͑10͒ where X, T, U 0 , U 1 , U 2 , and U 3 are functions with respect to x, t, u 0 , u 1 , u 2 , and u 3 , we repeat the computation as before and obtain
Repeating similar computations several times, we find that X, T, and U k ͑k =0,1,...͒ are formally coherent, i.e.,
͑16͒
where C 1 − C 3 are arbitrary constants. The notation ␦ i,j satisfying ␦ 0,0 =1, ␦ k,0 =0 ͑k 0͒ is adopted in the following text. Similarity solutions to Eq. ͑6͒ can be found by setting all k zero in Eq. ͑9͒ which is equivalent to solving the characteristic equations
Two subcases are distinguished concerning the solutions to Eq. ͑17͒. Case 1: When C 1 0, without loss of generality, making the transformations C 2 ‫ۋ‬ C 1 C 2 and
͑18͒
In this case, solving dx / X = dt / T in Eq. ͑17͒ leads to the invariant I͑x , t͒ = = ͑x + C 3 ͒ / ͱ t + C 2 . In the same way, we get other invariants
..͒, respectively. Considering V k ͑k =0,1,...͒ as functions of , we get the similarity solutions to Eq. ͑6͒,
with the similarity variable = ͑x + C 3 ͒ / ͱ t + C 2 .
From Eq. ͑5͒, we derive the series reduction solutions to Eq. ͑4͒,
Substituting Eq. ͑19͒ into Eq. ͑6͒, on careful observation of the finite number of similarity reduction equations, we summarize the general formulas:
with V −1 = 0. Noting that the nth similarity reduction equation in Eq. ͑21͒ contains V 0 , V 1 , ... ,V n we can theoretically compute V 0 , V 1 , ... ,V n one after another. The nth similarity reduction equation is in fact a fourth order linear ordinary differential equation of V n when the previous V 0 , V 1 , ... ,V n−1 are known. To see this point we rewrite ͑21͒ as
where G k is only a function of ͕V 0 , V 1 , ... ,V k−1 ͖ which is defined by Case 2: When C 1 = 0, from the characteristic Eqs. ͑17͒ and ͑16͒, we get the similarity solutions
with the similarity variable = t − ͑C 2 / C 3 ͒x. We redefine the similarity variable as = x + ct which is still a traveling wave form with c an arbitrary velocity constant. It is easily seen that the series reduction solution related to Eq. ͑23͒ is
Substituting Eq. ͑23͒ into Eq. ͑6͒, we reduce Eq. ͑6͒ to
with V −1 = 0 and c k and b k being arbitrary integral constants. Similar to Eq. ͑21͒, Eq. ͑25͒ can theoretically be solved one after another. The nth similarity reduction equation in Eq. ͑25͒ is a second order linear ordinary differential equation of V n when the previous V 0 , V 1 , ... ,V n−1 are known.
When k =0, c 0 =0, b 0 =4͑1−m 2 + m 4 ͒p 4 − 1 4 ͑1+c 2 ͒ 2 , the general solution of Eq. ͑25͒ can be expressed by the Jacobi elliptic functions or Weierstrass elliptic function, say,
where p, 0 , and m are arbitrary constants and cn͑z , m͒ is the Jacobi elliptic cosine function with the modulus m. It is interesting that when c 0 =0, ͑25͒ can be integrated out step by step. The results read
͑27͒
with arbitrary integral constants d k and e k and H k being a function of V 0 , V 1 , ... ,V k−1 ,
III. APPROXIMATE DIRECT METHOD TO EQUATION "4…
In this section, we develop the direct method to search for similarity solutions to Eq. ͑6͒ of the form
where f k , P k , and z are functions with respect to the indicated variables and P k ͑z͒ ͑k =0,1,...͒ satisfy a system of ordinary differential equations, which can be obtained by substituting Eq. ͑29͒ into Eq. ͑6͒. We substitute Eq. ͑29͒ into only one term u k,xxxx in Eq. ͑6͒, since only this term generates P k,zzzz and P k,z P k,zzz during the substitution. So it is easily seen that the coefficients for P k,zzzz and P k,z P k,zzz are f k,P k z x 4 and 4f k,P k P k z x 4 , respectively. We reserve uppercase Greek letters for undetermined functions of z hereafter. The ratios of the coefficients are functions of z, namely,
with the solution
where ␣ k ͑x , t͒ and ␤ k ͑x , t͒ are arbitrary functions. Hence, rewriting e 1/4⌫ k ͑z͒P k as P k , we know that it is equivalent to seeking similarity reduction of Eq. ͑6͒ in the special form
instead of the most general form Eq. ͑29͒. Remark: Three freedoms in the determination of ␣ k ͑x , t͒, ␤ k ͑x , t͒, and z͑x , t͒ should be notified: ͑i͒ if ␣ k ͑x , t͒ has the form ␣ k ͑x , t͒ = ␣ k Ј͑x , t͒ + ␤ k ⍀͑z͒, then one can take ⍀͑z͒ =0; ͑ii͒ if ␤ k ͑x , t͒ has the form ␤ k ͑x , t͒ = ␤ k Ј͑x , t͒⍀͑z͒, then one can take ⍀͑z͒ = constant; and ͑iii͒ if z͑x , t͒ is determined by ⍀͑z͒ = z 0 ͑x , t͒, where ⍀͑z͒ is any invertible function, then one can take ⍀͑z͒ = z.
When k = 0, inserting Eq. ͑31͒ into Eq. ͑6͒, we see that the coefficients for P 0zzzz , P 0zz P 0 , P 0zzz , and P 0zz are ␤ 0 z x 4 , 2␤ 0 2 z x 2 , 4␤ 0x z x 3 +6␤ 0 z x 2 z xx , and ␤ 0 z t 2 +3␤ 0 z xx 2 +6␤ 0xx z x 2 + ␤ 0 z x 2 +2␣ 0 ␤ 0 z x 2 +12␤ 0x z x z xx +4␤ 0 z x z xxx , respectively. The assumption that P k is only a function of z requires that
From Eq. ͑32͒ and Remark ͑ii͒, we get
From Eqs. ͑33͒ and ͑35͒ and Remark ͑i͒, we get
From Eqs. ͑34͒ and ͑35͒ and Remark ͑iii͒, we get
where ͑t͒ and ͑t͒ are to be determined. In terms of Eqs. ͑31͒ and ͑35͒-͑37͒, Eq. ͑6͒ degenerates to 5 P 0,zzzz + 2 5 P 0 P 0,zz + 2 5 P 0,z 2 + ͑ tt z + tt − tt ͒P 0,z + 2 tt P 0 +¯= 0, ͑38͒
where we skip the terms without P 0 and its derivatives. From the coefficients of zP 0,z , P 0,z , and P 0,zzzz in Eq. ͑38͒, we have
with A 1 and A 2 arbitrary constants. When k = 1, inserting Eq. ͑31͒ into Eq. ͑6͒, we see that the coefficients of P 0,zzzzzz , P 1,zzzz , and .
͑44͒
In terms of Eqs. ͑35͒-͑37͒, ͑43͒, and ͑44͒, Eq. ͑6͒ is simplified to 2 tt P 1,z + ͑4 t t P 1,z + ͑4P 1 + zP 1,z ͒ tt − tt P 1,z ͒ + 2 t 2 ͑2͑z − ͒P 1,z + 5P 1 ͒ + ͑P 1,zzzz − P 0,zzzzzz
From the coefficients of zP 1,z , P 1 , P 1,z , and P 1,zzzz in the above equation, we have
where A 3 − A 5 are arbitrary constants. When k Ͼ 1, inserting Eq. ͑31͒ into the terms −u k−1,xxxxxx , u k,xxxx , and 2u k u 0,xx in Eq. ͑6͒, we find that the coefficients of P ͑k−1͒,zzzzzz , P k,zzzz , and P 0,zz are −␤ k−1 z x 6 , ␤ k z x 4 , and 2␤ 0 ␣ k z x 2 , respectively. We require that 
Using Eqs. ͑43͒ and ͑49͒ and Remark ͑ii͒, we obtain
Using Eqs. ͑35͒, ͑43͒, and ͑50͒ and Remark ͑i͒, we obtain
We discuss the results in the following two subcases from Eq. ͑39͒. Case 1: When A 1 0, Eqs. ͑39͒ and ͑46͒ have the solution
with C 1 an arbitrary constant. From Eqs. ͑53͒ and ͑40͒, we have
where C 2 and C 3 are arbitrary constants. Equations ͑53͒ and ͑54͒ satisfy Eq. ͑47͒ provided that
From Eqs. ͑53͒, ͑54͒, and ͑48͒, we have
so it is easily seen that C 3 =0, A 5 = 7 3 A 2 , and Eq. ͑54͒ is reduced to
In terms of Eqs. ͑31͒, ͑35͒-͑37͒, ͑43͒, ͑44͒, ͑51͒-͑53͒, and ͑56͒, we get the similarity solutions to Eq. ͑6͒,
͑57͒
with the similarity variable z = ͑3 / 4A 1 ͒ 1/4 ͑t − C 1 ͒ −1/2 x + C 2 ͑t − C 1 ͒ −1/2 − A 2 / A 1 . From Eqs. ͑5͒ and ͑57͒, we obtain the series reduction solutions to Eq. ͑4͒,
Substituting Eq. ͑57͒ into Eq. ͑6͒, we summarize the similarity reduction equations
͑59͒
with P −1 = 0. From Appendix A in Ref. 9 we see that Eq. ͑59͒ is equivalent to the fourth Painlevé equation for k =0. For k Ͼ 0, Eq. ͑59͒ can theoretically be solved one after another. Particular solutions P k of Eq. ͑59͒ depend on the solutions P 0 , P 1 , ... , P k−1 .
We now compare Eqs. ͑57͒ and ͑59͒ with Eqs. ͑19͒ and ͑21͒. Making the transformations A 2 → 0, A 1 → 3 4 , C 1 → −C 2 , and C 2 → C 3 simultaneously, we see that the similarity variable becomes z = ͑x + C 3 ͒ / ͱ t + C 2 . Equations ͑57͒ and ͑59͒ are changed into
and
with P −1 =0. On the other hand, for Case 1 in Sec. II, the transformation
with P −1 = 0, which are exactly the same as Eqs. ͑60͒ and ͑61͒. 
The related similarity reduction equations can be summarized as
with P −1 = 0 and b k being arbitrary constants. Taking k = 0, we know from Appendix A in Ref. 9 that Eq. ͑69͒ is equivalent to the Painlevé II equation and, when A 2 = 0 as well, it is equivalent to either the Painlevé I equation ͑c 0 0͒ or the Weierstrass elliptic equation ͑c 0 =0͒. When A 2 = 0, this reduction is equivalent to the second case of Sec. II while the A 2 0 case cannot be found by the classical approximate symmetry approach.
Perturbation series solutions Eqs. ͑20͒ and ͑58͒ may possess superior convergence to Eqs. ͑24͒ and ͑68͒ since the general terms in Eqs. ͑20͒ and ͑58͒ tend to be infinitesimal for sufficiently large time t.
IV. CONCLUSION AND DISCUSSION
In summary, approximate symmetry perturbation method and approximate direct method are demonstrated by applying to singularly perturbed Boussinesq equation. For both methods, the similarity reduction solutions and similarity reduction equations of different orders are formally coherent. Therefore, we summarize the infinite series reduction solutions and general formulas for the similarity reduction equations. Similarity reduction equations of zero order obtained from approximate symmetry perturbation method are equivalent to the Painlevé IV and Weierstrass elliptic equations, while approximate direct method yields similarity reduction equations of zero order which are equivalent to the Painlevé IV, Painlevé II, Painlevé I, or Weierstrass elliptic equations.
From the comparison of the results for the two methods, it is discovered that approximate direct method produces more general approximate similarity reduction than approximate symmetry perturbation method. The two methods belong to approximate similarity reduction method and it is significant to take both methods into account when treating with perturbed partial differential equations.
