On smooth dependence on initial conditions for dissipative PDEs, an ODE-type approach  by Zgliczynski, Piotr
J. Differential Equations 195 (2003) 271–283
On smooth dependence on initial conditions for
dissipative PDEs, an ODE-type approach
Piotr Zgliczynski1
Jagiellonian University, Institute of Mathematics, Reymonta 4, 30-059 Krako´w, Poland
Received January 28, 2002
Abstract
Using elementary ODE tools we show that for a class of dissipative PDEs, including
Navier–Stokes equations on the plane with periodic boundary conditions, Galerkin
projections are C1-convergent, i.e. the partial derivatives with respect to initial conditions
for Galerkin projections converge giving rise to smooth dependence on initial conditions for
full PDE.
r 2003 Elsevier Inc. All rights reserved.
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1. Main result
This paper is a sequel to [Z]. The goal of this paper is to show using relatively
elementary ODE methods that for a class of PDEs for which we have the existence of
compact trapping region and fast decay of Fourier coefﬁcients, the partial
derivatives with respect to initial conditions for Galerkin projections converge to
the partial derivatives with respect to initial conditions of the semiﬂow induced by
PDE. This also proves smooth dependence on initial conditions for full PDE on a
trapping region (see Theorem 2 for precise statement).
Let us comment on its dependence on [Z]. An abstract part of present paper
depends only on the content of Sections 4 and 5 in [Z]. An application of our main
result—Theorem 2—to the planar Navier–Stokes equations in Section 3 depends on
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the trapping regions, which after [ES,MS] (where the idea of trapping region for
PDEs appeared for the ﬁrst times in an explicit form) are given in [Z].
It should be pointed out that in literature there exist much more general results
about regularity of solutions of dissipative PDEs. For example, in [H] it is
shown that solutions of NS in dimension two depend analytically on initial
conditions. But still we believe that the simplicity of the tools used here will make
this paper interesting for researches with a dynamical system theory and ODE
background, especially in the context of computer-assisted program of rigorous
investigation of dynamics of dissipative PDE outlined in [ZM] (see also intro-
duction of [Z]).
We adopt here the notations used in Sections 4 and 5 in [Z]. Let H be a Hilbert
space. Let e1; e2;y form an orthonormal basis in H:
Let An :H-H denote a projection onto one-dimensional subspace /enS; i.e.
x ¼PAnðxÞen for all xAH: By Xn we will denote a space spanned by fe1;y; eng:
Let Pn denote the projection onto Xn and let Qn ¼ I  Pn:
For xARn or xAH we set jxj to be a standard (euclidean) norm, jxjN ¼ maxi jxij
and jxj1 ¼
P
ijxij:
We investigate the Galerkin projections of the following problem:
x0 ¼ FðxÞ ¼ LðxÞ þ NðxÞ; ð1Þ
where L is a linear operator and N is a nonlinear part of F : We assume that the basis
e1; e2;y of H is build from eigenvectors of L: We assume that the corresponding
eigenvalues lk (i.e. Lek ¼ lkek) are ordered so that
l1Xl2X? and lim
k-N
lk ¼ N:
Hence, L can have only a ﬁnite number of positive eigenvalues.
Deﬁnition 1. Let WCH and F : domðFÞ-H; W is closed. We say that W and F
satisfy conditions (C1), (C2), (C3) if
(C1) there exists MX0; such that PnðWÞCW for nXM;
(C2) let #uk ¼ maxxAW jAkxj: Then, uˆ ¼
P
#ukekAH: In particular, juˆjoN;
(C3) the function x/FðxÞ is continuous on W and f ¼Pk fkek; given by fk ¼
maxxAW jAkFðxÞj is in H: In particular, j f joN:
Deﬁnition 2. We say that WCH and F ¼ N þ L satisfy condition (D), (D1) and
(D2) if for any i; j the function
@Ni
@xj
:W-R ð2Þ
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is continuous and the following conditions hold:
(D) there exists lAR such that for all k ¼ 1; 2;y
1=2
XN
i¼1
@Nk
@xi

 ðWÞ þ 1=2XN
i¼1
@Ni
@xk

 ðWÞ þ lkpl; ð3Þ
(D1) there exists lAR such that for all k ¼ 1; 2;y
XN
i¼1
@Nk
@xi

 ðWÞ þ lkpl; ð4Þ
(D2) there exists lAR such that for all k ¼ 1; 2;y
XN
i¼1
@Ni
@xk

 ðWÞ þ lkpl: ð5Þ
The main idea behind the condition (D) ((D1), (D2)) is to ensure that the Lipschitz
constants of the ﬂow induced by Galerkin projections are uniformly bounded in a
standard, jjN; j 
 j1 norm, respectively (see Section 5.1 in [Z] for more details). It is
easy to see that the conjunction of D1 and D2 is implies D.
Deﬁnition 3. Consider an ODE
x0 ¼ f ðxÞ; ð6Þ
where xARn: The compact set WCRn is called a trapping region for (6) if for any
solution, xðtÞ; of (6) if xð0ÞAW ; then xðtÞAW for all t40:
The following theorem was proved in [Z, Theorem 13].
Theorem 1. Assume that WCH and F satisfy conditions C1, C2, C3, D and W is
convex. Assume that PnðWÞ is a trapping region for the n-dimensional Galerkin
projection of (1) for all n4M1: Then
1. Uniform convergence and existence: For a fixed x0AW ; let xn : ½0;N-PnðWÞ
be a solution of x0 ¼ PnðFðxÞÞ; xð0Þ ¼ Pnx0: Then xn converges uniformly on compact
intervals to a function x : ½0;N-W ; which is a solution of (1) and xð0Þ ¼ x0: The
convergence of xn on compact time intervals is uniform with respect to x0AW :
2. Uniqueness within W : There exists only one solution of the initial value
problem (1), xð0Þ ¼ x0 for any x0AW ; such that xðtÞAW for t40:
3. Lipschitz constant: Let x : ½0;N-W and y : ½0;N-W be solutions of (1), then
jyðtÞ  xðtÞjpeltjxð0Þ  yð0Þj:
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4. Semidynamical system: The map j :Rþ  W-W ; where jð
; x0Þ is a unique
solution of Eq. (1), such that jð0; x0Þ ¼ x0 defines a semidynamical system on W, namely
 j is continuous,
 jð0; xÞ ¼ x;
 jðt;jðs; xÞÞ ¼ jðt þ s; xÞ:
Assume that all assumptions of Theorem 1 are satisﬁed. Let jn be a
semidynamical system induced by the nth Galerkin projection. From assertion 1
of Theorem 1 it follows that
jnðt; PnxÞ-jðt; xÞ ð7Þ
and the convergence is uniform on ½0; T   W for any T40:
Now, let us consider the variational matrix for jn given by
Vnij ðt; xÞ ¼
@jni
@xj
ðt; xÞ: ð8Þ
We would like to prove that also V nij ðt; PnxÞ converges.
To see why we expect convergence here let us remark that Vn satisﬁes the
following differential equation:
dV nij
dt
¼ liV nij þ
X
k
@Ni
@xk
V nkj: ð9Þ
Hence, we can see that we have here the same strong damping as for the original
equation (1). Observe that the bound for Lipschitz constant for (1) and its Galerkin
projections is also a uniform bound for the norms of matrices Vn on any ﬁnite time
interval. Once, we have a strong damping and a priori bounds for V n we can use
logarithmic norms to control the convergence of Vn’s. In this paper, we carried out
this program, but we need to assume one additional condition.
Deﬁnition 4. We say that WCH and F ¼ N þ L satisfy condition (D3), if for any
i; j; k the function
@Ni
@xj@xk
: W-R ð10Þ
is continuous and the following condition hold:
(D3) For any MX0; there exists lAR; such that for all i ¼ 1;y
li þ
X
k
@Ni
@xk

 ðWÞ þX
k;j
@2Ni
@xk@xj

 ðWÞ 
 jvjjpl ð11Þ
for any vector fvjg; such that
P
j jvj jpM:
In Section 3, we show that condition (D3) holds for Navier–Stokes equations in 2D
with periodic boundary conditions for the trapping regions considered in [Z].
Observe that condition (D3) implies condition (D1).
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Theorem 2. Same assumptions as in Theorem 1 and we additionally assume that
conditions (D2) and (D3) are satisfied. Let j be a semidynamical system induced by (1).
There exists a family of continuous functions Vij : ½0;NÞ  W-R for i; j ¼ 1;
y;N; such that
convergence: For each i,j the function Vnij converges to Vij uniformly on ½0; T   W
for any T40;
smoothness (smoothness of j): For any x; yAW and any t40 we have
jiðt; xÞ  jiðt; yÞ ¼
X
j
Z 1
0
Vijðt; y þ sðx  yÞÞ ds 
 ðxj  yjÞ; ð12Þ
equation for V : An infinite dimensional matrix Vðt; xÞ ¼ fVijðt; xÞg satisfies the
following variational equation:
dVij
dt
ðt; xÞ ¼
X
k
@Fi
@xk
ðjðt; xÞÞVkjðt; xÞ; ð13Þ
in the following sense: for each ði; jÞ the derivative dVij
dt
ðt; xÞ exists, the series on r.h.s. of
(13) converges uniformly on ½0; T   W and Eq. (13) is satisfied.
The proof of this theorem is given in Section 2. In Section 3, we show that theorem
applies to Navier–Stokes equation on the plane with periodic boundary conditions.
Let us remark that Eq. (12) says that the semiﬂow j does have partial derivatives
with respect to initial conditions.
2. Proof of Theorem 2
2.1. Logarithmic norm for variational equation
Same assumptions in Theorem 2: let lAR; be such that (D1) and (D2) are satisﬁed.
A crucial notion used in this subsection is that of a logarithmic norm of a square
matrix. For its deﬁnition and a relation with the Lipschitz constants of the ﬂow
induced by ODEs the reader is referred to Section 5.1 in [Z] (see also [HNW]).
The goal of this section is to show that the system of equations consisting of nth
Galerkin projection and a variational equation corresponding to it
dxn
dt
¼ PnFðxnÞ; ð14Þ
dVn
dt
¼ @PnF
@xn
ðxnÞ 
 V n ð15Þ
has a uniformly (independent of n) bounded logarithmic norm for xAPnW and
therefore has uniformly bounded Lipschitz constants. We will use the following
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norm:
jðx; VÞjN ¼ max jxjN; max
ij
jVijj
 
: ð16Þ
Lemma 3. For any n; xAPnðWÞ and t40X
j
jV nij ðt; xÞjpelt for all i; ð17Þ
X
i
jV nij ðt; xÞjpelt for all j: ð18Þ
Proof. Observe that in the norm j 
 jN the matrix norm of the square matrix AARnn
is given by
jAjN ¼ max
i
X
j
jAij j: ð19Þ
Since l bounds from above the logarithmic norm corresponding to the norm j 
 jN for
the nth Galerkin projection, hence by Lemma 12 in [Z] we obtain
jjnðt; xÞ  jnðt; yÞjNpelt: ð20Þ
Since
jV nðt; xÞjN ¼
@jn
@x
ðt; xÞ


N
pelt; ð21Þ
then by (19) we obtain (17).
The proof of (18) is analogous, we have to use the norm j 
 j1 instead. &
Lemma 4. Same assumptions as in Theorem 2.
The flow is induced by (14), (15) and the logarithmic norm induced jðx; VÞjN
norm is uniformly bounded from above on ½0; T   W for any T40 (this bound does not
depend on n).
Hence, it has a Lipschitz constant in the norm jðx; VÞjN on W for ½0; T ; which is
independent of n:
Proof. We will drop here the index n (which stands for the Galerkin projection) in
system (14), (15).
Observe that
@
@xk
dxi
dt
 
¼ @Fi
@xk
; ð22Þ
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@@Vks
dxi
dt
 
¼ 0; ð23Þ
@
@xk
dVij
dt
 
¼ @
@xk
X
s
@Fi
@xs
Vsj
 !
¼
X
s
@2Fi
@xk@xs
Vsj; ð24Þ
@
@Vks
dVij
dt
 
¼ @Fi
@xk
djs: ð25Þ
To compute the logarithmic norm for system (14), (15) we have to estimate from
above the following expressions on W :
Li ¼ @
@xi
dxi
dt
 
þ
X
kai
@
@xi
dxi
dt
 
;
Lij ¼ @
@Vij
dVij
dt
 
þ
X
k
@
@xk
dVij
dt
 
þ X
ðksÞaðijÞ
@
@Vks
dVij
dt
 
:
From assumption (D1) we know that Lipl:
For Lij we have
Lijp li þ @Ni
@xi

þ X
ðksÞaðijÞ
@Ni
@xk

 djs þX
k
X
s
@2Ni
@xk@xs

 jVsj j
¼ li þ
X
k
@Ni
@xk

þX
k
X
s
@2Ni
@xk@xs

 jVsj j:
Since for any j the sum
P
sjVsj joelT (see Lemma 3). Therefore, from condition (D3)
it follows that there exists a constant l2 depending only on M ¼ elT such that
Lijpl2ðelT Þ: ð26Þ
This shows that system (14), (15) has a uniformly bounded logarithmic norms on W
and the conclusion follows from Lemma 12 in [Z]. &
2.2. Convergence
Lemma 5. Same assumptions as in Theorem 2.
There exists a family of continuous functions Vij : ½0;NÞ  W-R for i; j ¼
1;y;N; and a subsequence fnkg such that for each i,j the functions Vnkij converge to
Vij uniformly on ½0; T   W for any T40:
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Proof. The proof is based on the Ascoli–Arzela Lemma. Let us ﬁx ði; jÞ and
T40: From Lemma 3 it follows that V nij ðt; xÞ ¼ V nij ðt; PnxÞ is uniformly bounded
on W by elT :
We would like to show now that V nij are equicontinuous on ½0; T   W : Observe
that form (C2) it follows that on W the distance induced by j 
 jN is topologically
equivalent (induces the same topology) on W to the standard distance. We will use
this distance in the remainder of the proof.
Observe that condition (D) implies that the series
P
k
@Ni
@xk
  is convergent on W ;
therefore, there exists a constant MiðTÞ depending only on i and T ; such that
dV nij
dt

 ¼ X
k
@Fi
@xk
Vnkj

p jlij þ
X
k
@Ni
@xk


 !
elTpMiðTÞ: ð27Þ
Let LvðTÞ be the Lipschitz constant for Vnðt; xÞ with respect to x on ½0; T   W
obtained in Lemma 4
jVnij ðt1; x1Þ  V nij ðt2; x2Þj ¼ jVnij ðt1; Pnx1Þ  Vnij ðt2; Pnx2Þj
p jVnij ðt1; Pnx1Þ  Vnij ðt1; Pnx2Þj
þ jV nij ðt1; Pnx2Þ  V nij ðt2; Pnx2Þj
pLvðTÞjx1  x2jN þ MiðTÞjt1  t2j:
The conclusion follows easily from Ascoli–Arzela Lemma and a diagonal
argument. &
Lemma 6. Let Vij be as obtained in Lemma 5. Then for any x; yAW and any t40 we
have
jiðt; xÞ  jiðt; yÞ ¼
X
j
Z 1
0
Vijðt; y þ sðx  yÞÞ ds 
 ðxj  yjÞ: ð28Þ
The sum in (28) converges uniformly with respect to x; yAW on compact time intervals.
Proof. Without any loss of generality we assume that the whole sequence V n is
convergent componentwise on compacts to V :
For any n and ipn we have
jni ðt; xÞ  jni ðt; yÞ ¼
X
jpn
Z 1
0
Vnij ðt; Pny þ sðPnx  PnyÞÞ ds 
 ðxj  yjÞ: ð29Þ
We will pass to the limit in above equation. The limit of l.h.s. is settled by
Theorem 1. To consider r.h.s., let us take any m40 and introduce the following
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notations:
A ¼
X
j
Z 1
0
Vijðt; y þ sðx  yÞÞÞ ds 
 ðxj  yjÞ

X
jpn
Z 1
0
V nij ðt; Pny þ sðPnx  PnyÞÞ ds 
 ðxj  yjÞ;
A1 ¼
Z 1
0
X
jpm
Vijðt; y þ sðx  yÞÞ 
 ðxj  yjÞ
 !
ds

Z 1
0
X
jpm
V nij ðt; Pny þ sðPnx  PnyÞÞ 
 ðxj  yjÞ
 !
ds;
A2 ¼
X
j4m
Z 1
0
Vijðt; y þ sðx  yÞÞ ds 
 ðxj  yjÞ;
A3 ¼
X
mojpn
Z 1
0
Vnij ðt; Pny þ sðPnx  PnyÞÞ ds 
 ðxj  yjÞ:
It is enough to show that A-0 for n-N: Obviously, we have A ¼ A1 þ A2  A3:
Let us ﬁx an e40: Observe that jA2j and jA3j can be made less than e for m big
enough. Consider for example A2; for A3 the proof is the same.
jA2jp
X
j4m
Z 1
0
jVijðt; y þ sðx  yÞÞj ds 
 jxj  yjj
p elt max
j4m
jxj  yjjoe for m4m0:
The same m0 works for A3: Therefore, we have
jA2j þ jA3jo2e for m4m0: ð30Þ
Consider now A1: Let us ﬁx an m4m0: Observe that the functions
½0; 1{s/
X
jpm
V nij ðt; Pny þ sðPnx  PnyÞÞ 
 ðxj  yjÞ
converge uniformly to
½0; 1{s/
X
jpm
Vijðt; y þ sðx  yÞÞ 
 ðxj  yjÞ:
Hence jA1joe for n big enough.
This concludes the proof of (28). &
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Observe that from formula (28) we obtain immediately that
@ji
@xj
ðt; xÞ ¼ Vijðt; xÞ: ð31Þ
Proof of Theorem 2. From Lemmas 5 and 6, it follows that to obtain two ﬁrst
assertions we have to show that indeed the whole sequence Vnij converges to Vij :
Assume the contrary, then by the same reasoning as in Lemma 5 we will have
another limit functions V˜ij and for these functions Lemma 6 is also true. But then
V˜ij ¼ Vij ¼ @ji@xj :
To prove (13) we ﬁx ði; jÞ; T40: Observe that it is enough to prove that the
sequence of continuous functions Sn : ½0; T   W-R given by
Snðt; xÞ ¼
Xn
k¼1
@Fi
@xk
ðjnðt; PnxÞÞVnkjðt; PnxÞ
converges uniformly to
Sðt; xÞ ¼
X
k
@Fi
@xk
ðjðt; xÞÞVkjðt; xÞ:
From this we obtain
Vijðt; xÞ ¼ lim
n-N
Vnij ðt; PnxÞ ¼ dij þ limn-N
Z t
0
Snðs; xÞ ds
¼ dij þ
Z t
0
Sðs; xÞ ds:
Since Sðt; xÞ is continuous we can differentiate the above equation with respect to t
to obtain
dVij
dt
ðt; xÞ ¼ Sðt; xÞ ¼
X
k
@Fi
@xk
ðjðt; xÞÞVkjðt; xÞ: ð32Þ
Now we prove that Sn-S uniformly on ½0; T   W : Let us take any n4m4i:
Then we have
Sðt; xÞ  Snðt; xÞ ¼ S1 þ S2 þ S3;
S1 ¼ liðVijðt; xÞ  V nij ðt; xÞÞ þ
Xm
k¼1
@Ni
@xk
ðjðt; xÞÞVkjðt; xÞ

Xm
k¼1
@Ni
@xk
ðjnðt; xÞÞV nkjðt; xÞ;
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S2 ¼
X
k4m
@Ni
@xk
ðjðt; xÞÞVkjðt; xÞ;
S3 ¼ 
X
kompn
@Ni
@xk
ðjnðt; PnxÞÞVnkjðt; xÞ:
Let us ﬁx any e40: We show that for m4m0 holds: jS2joe and jS3joe: We will do it
for S2 only, because for S3 the proof is the same.
jS2jp
X
k4m
@Ni
@xk
ðjðt; xÞÞ

jVkjðt; xÞjpmax
k4m
@Ni
@xk
ðWÞ

 elt:
Since by condition D the series
P
k
@Ni
@xk
ðWÞ
  converges, we see that jS2joe
for m4m0:
Let us ﬁx m such that jS2j þ jS3jo2e: Since S1-0 for n-N; therefore Sn
converges uniformly to S on ½0; T   W : This ﬁnishes the proof. &
3. Application to Navier–Stokes equations with periodic boundary conditions
on the plane
We use the notation from [Z]. The modes (coordinates in H) are indexed by
integer vectors in Zd : We use as the coordinates uk’s, which are d-dimensional
complex vectors. The NS equations in Fourier domain become [ES,Z]
duk
dt
¼ i
X
k1
ðuk1 jkÞukk1  nk2uk  ipkk þ fk; ð33Þ
where 1k is an orthogonal projection onto subspace orthogonal to k:
It is easy to see that
lk ¼  njkj2;
@Nk
@uk1
¼ð
jkÞ1kukk1 þ ðukk1 jkÞ1k;
@2Nk
@uk1@ul
¼ 2ð
jkÞ1kdl;kk1 ;
@2Nk
@uk1@ul

p2jkjdl;kk1 :
Let W be any trapping region satisfying assumptions of Theorem 22 in [Z]. To apply
Theorem 2 we have to show that conditions (C1)–(C3), (D), (D3) are satisﬁed on W :
Conditions (C1)–(C3) and (D) are satisﬁed by Lemma 17 in [Z]. In fact in the proof
of this lemma it was shown that also conditions (D1) and (D2) are true.
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To prove (D3) observe that it was shown in [Z] (see proof of Lemma 17) that
X
k
@Ni
@xk

 ðWÞpjijC: ð34Þ
For the second partial derivatives term in condition (D3) we obtain
X
k
X
j
@2Ni
@xk@xj

 jvjjp2jijX
k;j
dk;ij jvj j ¼ 2jij
X
j
jvjjp2jijM: ð35Þ
Since li grows to minus inﬁnity like jij2 while the other terms are increasing at most
as jij; we see that condition (D3) is satisﬁed and Theorem 2 applies.
4. Conclusions and outlook
It is rather obvious that the presented method should be easily applicable to any
PDE for which, there exists a compact attractor and Gevrey class regularity results
[FT,K] has been established. Here is a list of a few examples for which Theorem 2
holds:
 Navier–Stokes equations with periodic boundary conditions in three dimensions
with small initial data and small force (see [MS]);
 Kuramoto–Sivashinsky equations in 1D with periodic boundary conditions (see
[ZM] and references given there);
 Navier–Stokes equation in dimension three with the Laplacian term replaced by
jrja for a big enough ða42:5Þ [MS].
In all the above-mentioned examples, the nonlinearity was quadratic, which make
it quite easy to check that conditions (D)–(D3) are satisﬁed. It will be an interesting
task to see if the approach presented here can be applied to the 1D Ginzburg–
Landau equations, which also posses a ﬁnite-dimensional attractor, but the
nonlinear part is given by a polynomial of degree three [D].
A reader should notice that the proof of C1-convergence of Galerkin projections
presented in this paper is not effective from the point of view of rigorous numerics,
no error bounds are given, so it cannot be used for rigorous computer assisted study
of dynamics of PDEs as the one outlined in [ZM]. We hope to treat this problem in
near future.
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