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Recent developments of the multiplex paradigm included efforts to understand the role played by
the presence of several layers on the dynamics of processes running on these networks. The possible
existence of new phenomena associated to the richer topology has been discussed and examples of
these differences have been systematically searched. Here, we show that the interconnectivity of
the layers may have an important impact on the speed of the dynamics run in the network and
that microscopic changes such as the addition of one single inter-layer link can notably affect the
arrival at a global stationary state. As a practical verification, these results obtained with spectral
techniques are confirmed with a Kuramoto dynamics for which the synchronization consistently
delays after the addition of single inter-layer links.
The ubiquity of processes naturally described by dy-
namics on networks raises important issues on the role
played by network structure on the emergence of collec-
tive phenomena. It has been shown that spectral analysis
of the associated adjacency and Laplacian matrices can
offer insights into a variety of fundamental phenomena
such as those relying upon spreading or diffusion mecha-
nisms [1–3]. In particular, spectral methods are the basis
to characterize synchronization and random walk diffu-
sion in networks [4–7]. The second smallest eigenvalue
λ2 is known to be related to the timescale to synchro-
nization [8] and consensus [9], and is often interpreted
as the ‘proper time’ of the system to relax [10]. This
quantity, which depending on the literature is known as
‘algebraic connectivity’ or ‘spectral gap’, is also indica-
tive of the time of diffusion [11]. While the role of λ2 in
“simple” graphs is well understood, more effort is needed
to characterize its role and behavior in more realistic (and
therefore complex) contexts.
One such novel framework is that of a multilayer net-
work [12–14]. Its usefulness extends from finance [15–17]
and mobility [18, 19], to epidemics [20, 21] and societal
dynamics [22–28]. The multiplex scenario is ostensibly
non-trivial, in the sense that the phenomena observed
on this system of interconnected networks cannot be
straightforwardly reduced to an aggregate network [29].
The implication is that the multiplex structure plays a
fundamental role in diffusive processes, and that there-
fore its effect of on λ2 is a pertinent and open issue.
Diffusion on a multiplex, that is, a system with layers
of N nodes with an association of corresponding nodes
in each layer, were considered in [30, 31]. By varying the
inter-layer diffusion constant, these works found bound-
aries of λ2 for the multiplex in terms of the values for
individual layers (see also [32]). For a general weighted
two-layer multiplex with a varying inter-layer link weight
p, these results were rephrased in terms of a structural
transition [33]: it was found that below some critical pc,
λ2(p) ∼ 2 p, while for larger p the algebraic connectivity
approaches an asymptote given by L2 =
1
2 λ2 (L1 + L2),
where L1,2 are the Laplacian matrices of the two layers.
The changing character of the functional growth of λ2
suggests existence of two regimes, an ‘underconnected’
one with the two layers functioning autonomously, and a
‘multiplex’ one where the inter-layer connectivity plays
the dominant role. It has been noted that the existence
of the point of inflection pc might follow from linear al-
gebra arguments [34]. At this point it is also not cer-
tain whether pc tends to zero in the limit of N →∞, or
whether it is indeed significant in describing the observed
changes in the dynamic timescales [35].
This work extends the analysis of multiplex timescales
to cover the effect of the specific type of inter-layer cou-
pling. Instead of gradually tuning up the intensity of
inter-layer links p, we now switch on the inter-layer links
at unit intensity one by one. Our strategy of consider-
ing binary weight on the inter-layer links corresponds to
a natural situation where these links are either absent
or present, and where one can preferentially control the
amount, and the placement, of such links. Spectral prop-
erties resulting from such inter-layer link sequences, and
their placement, were considered in [10]. The authors
studied identical partially-coupled networks, and found
that the trends of average algebraic connectivity showed
a qualitative change at an (analytically derivable) mini-
mum number of inter-layer links, depending on the place-
ment of their end points. The authors of [36] elucidated
the optimal relation between the similarity of layers and
the weight of inter-layer link, given some minimization
constraint. Here we consider non-identical, general lay-
ers (see [37] for study of a multiplex with widely different
inter-layer structure), and instead focus on the effect of
the addition of inter-layer links to individual systems.
We find that λ2(q) of the fraction q of such an inter-
layer connection sequence is characterized by leaps, im-
plying sudden decreases in the timescales of the resulting
multiplex. We characterize the statistics of these jumps
and elucidate the way in which layer degree correlation
[38, 39] affect them. Our results show that not only are
highly correlated multiplexes connected with high inten-
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Figure 1. Some connection sequence schema for a positively-
correlated and negatively-correlated multiplex.
sities on average slower than anti-correlated multiplexes,
but that the statistics of jumps are qualitatively differ-
ent for distinct types of ordering. Finally, we validate
our findings by running Kuramoto dynamics on the mul-
tiplex, and verifying that λ2 does indeed inform on the
scaling of the approach to the fully-synchronized state.
The first step is to describe how the networks used in
the analysis are built. We consider multiplexes formed
of statistically equivalent networks with the same num-
ber of nodes N on each layer. For simplicity, the multi-
plexes are formed of only two layers G1 and G2, which
along with the inter-layer connections constitute the mul-
tilayer G. In each of the layers, the network is built using
a Molloy-Reed configurational algorithm with γ = 2.5
[40] and a weight of unity on each intra-layer link. The
inter-layer edges connect a fraction q of the N nodes of
the two layers with an intensity p. Three procedures
to draw inter-layer connections are considered depending
on the inlayer number of connection of the nodes (de-
gree) (see Figure 1). The first one is simply uncorrelated
(UnC) regardless of the nodes inlayer degrees. This is
the baseline scenario and has been profusely used in the
literature. The other two procedures include some corre-
lation between the degrees of the nodes connected across
layers. The positively-correlated (PC) method preferen-
tially connects high degree nodes in one layer G1 with
their counterparts in the other layer G2. Conversely, the
negatively-correlated (NC) procedure establishes links
between high degree nodes in G1 and low degree nodes
in G2 and vice versa. Within the different categories of
correlations, the inter-layer links can be drawn at ran-
dom or following some order based on the nodes inlayer
degrees. The possible sequence types corresponding to
each layer correlation is shown in Fig. 1. For a PC multi-
plex, an ascending sequence connects node-pairs starting
from those that have the lowest degree, the descending
sequence starts from the node-pairs with the highest de-
gree. In a NC multiplex the ordered sequence establishes
connections between high-degree nodes on one layer and
the low-degree nodes in another first. Thus, to create a
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Figure 2. λ2 for a N = 100 scale-free multiplex. In a), mean
and standard deviation over realizations (shaded region) of
λ2 of M(p, q = 1) as a function of p with positive (PC), nega-
tive (NC), and neutral (UnC) inter-layer correlations, for 100
realizations. In b), average λ2 for the PC case of a) (labelled
‘intensity-based’) as a function of p, as well as the trends of
λ2 as a function of q for multiplexes M(p = 1, q) with PC
layers and three different connection sequences, all for 103 re-
alizations. Inset: standard deviation of the respective curves
across the realizations.
multiplex M(p, q) we must specify a) the size N of each
layer, b) the layer correlation strategy (UnC, PC or NC),
c) the strength of inter-layer connections p and the frac-
tion of connected nodes q, and d) the sequence type that
gives the order in which layers become interconnected.
For each realization of M(p, q), we compute the alge-
braic connectivity λ2 of the supralaplacian L. The pro-
cedure for constructing the supralaplacian of a multiplex
with q = 1 is detailed in [33], yielding
L =
( L1 + p1 −p1
−p1 L2 + p1
)
, (1)
where Lk stands for the Laplacian of the layer Gk, sep-
arately, and 1 is the unit N × N matrix. In order to
implement a situation in which some nodes are not con-
nected across layers (q 6= 1), we assign to such nodes,
e.g. node i in G1, a partner down in G2 (arbitrarily, the
node with the same index i), but set the corresponding
inter-layer link intensity equal to zero, pi = 0. Thus, a
multiplex M(p, q) will have a supralaplacian where the
elements in the matrices p1 corresponding to positions i
are zero instead of p.
The behavior of λ2 for different multiplex structures
M(p, q) is shown in Figure 2 as a function of the inter-
layer link intensity p. In Figure 2a, the multiplex is com-
plete and we recover the results of [33]. The algebraic
connectivity displays an inflection point for a particular
value of p, px, around 0.2 regardless of the correlations
between the degrees of the nodes in both layers. This
point marks the beginning of a different type of dynam-
ics, passing from a single-layer driving one for p < px
to an integrated network one for larger p. The correla-
tions do play a role in the second integrated regime where
they influence the relaxation time of the system (slower
for PC and faster for NC with respect to the uncorrelated
baseline). Increased system size N only magnifies these
3differences. Interestingly, after the inflection point the
fluctuations in λ2 between realizations of the multiplex
increase and remain constant with increasing p. The par-
ticular position of px displays a dependency on the sys-
tem size in the range explored here numerically, but the
presence of this regime of high λ2 variability across real-
izations always appears. It is worth noting as well that
in contrast to ordinary phase transitions the increase in
σ is not constrained to the neighborhood of px.
If the intensity of the inter-layer connections is kept
constant, p = 1, and q is varied instead, these curves no-
tably change and their shape depends on the particular
order implemented in the inter-layer node connection to
built the multiplex (see Figure 2b). λ2 is lower for a mul-
tiplex with fewer inter-layer links (with heavier weight
of unity) than for a multiplex with fully interconnected
layers but at small intensities. That is to some extent in-
tuitive, as the missing inter-layer connections might have
been much more necessary for the ‘emergent’ multiplex,
and having them present albeit at a small intensity would
connect the layer more strongly. In addition, the three
possible sequences behave differently depending on q. For
small q, until about q < q = px, they increase linearly
with q. The descending sequence results in a consistently
greater λ2, implying a faster dynamics on the multiplex
(this seems to be a generic result [41]). This is manifestly
not the case at high q where the situation reverses. Be-
sides the average λ2, σ displays a similar behavior as in
the case of q = 1: beyond px it increases and remains
high afterward, although with peculiarities due to the
sequence and correlations of the inter-layer connections
(see inset of Figure 2b).
On single multiplex realizations instead of on average
properties, we find what is the most important result of
this work. The multiplex M(p = 1, q) from the previ-
ous section is constructed by adding inter-layer links of
weight unit one by one until their fraction is equal to
q. This process accumulates microscopic changes to end
up in a macroscopic configuration of the multilayer net-
works. Naively, one could expect one of such microscopic
changes to be innocuous to the macroscopic picture and,
consequently, to have a very minor impact on the dynam-
ics of any process taking place on the multiplex. However,
this expectation is wrong as can be seen in Figure 3a and
3b on an example with a positively correlated multiplex.
The value of λ2 experiences significant jumps after the
introduction of a single link across layers. The smooth
behavior characteristic of the absence of jumps in λ2 is
only visible in a sparsely interconnected multiplex (lower
q), where for some range (but depending on the sequence)
the increase is linear, λ2(q) ∝ q. Although the frequency
and location of λ2(q) discontinuities depend on the spe-
cific realization, on average they happen at some large q.
Since λ2 is a global feature of the multiplex, the ‘offend-
ing’ link is intrinsically connected to some global prop-
erty of the layers, or to the sequences themselves. This
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Figure 3. Partial Connectivity Sequences in positively-
correlated SF multiplex with N = 100, p = 1. In a) and
b), λ2 as a function of q for the ascending and descending
degree sequences. The plots contain ten realization in total
although the curves are displayed realization by realization.
In c), probability density distribution of the differences be-
tween consecutive values of λ2 as a new link is introduced
for the three difference sequence types D (descending), A (as-
cending) and R (random), computed over 103 realizations at
q = 0.9 (main plot), q = 0.2 (top right inset) and q = 0.05
(bottom left inset). Main plot and right inset are log-log scale,
left inset is linear scale. In d) and e), probability P to see
jumps higher than , computed at each q value over 1000 re-
alizations, for each of the ascending, descending and neutral
sequences.
reflects the precarious nature of adding final inter-layer
connections, implying that after some minimal number of
connections has been set, it becomes very hard to predict
the exact effect of the addition of each inter-layer link.
The distribution of jumps is included in Figure 3c,
where beyond the sequence the width of the distribu-
tion is controlled by the final value of q. Varying this
parameter, one can observe long tailed distributions in
the changes of λ2 spanning several orders of magnitude
as in the main plot or in the top-right inset, or more con-
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Figure 4. Validation of the effects of the λ2 jumps on the timescales of processes running on a PC multiplex M(p = 1, q) with
N = 100 generated with a sequence descending in degree. In a), λ2 and the numeric derivative of ln(1−R(t)) as a function of q.
In b), a graphical representation of the multiplex M(p = 1, q∗) in concentric circles, with nodes arranged counterclockwise and
their size and location proportional to their degree, where q∗ is from the set of lines in panel a) with the colors corresponding.
In c), the temporal relaxation of the order parameter ln(1−R(t)) for each q∗.
strained jump distributions as those of the left-bottom
inset for smaller values of q. For most of the values of q,
the dominating effect is the non trivial long-tailed distri-
butions. To explore this further, we introduce a cutoff 
and measure the probability P(q) to have an increase
in λ2 by at least  at the addition of the subsequent
link. At intermediate  values (Figure 3d), it identi-
fies that the main difference between the ascending and
the descending sequence is not that the former has fewer
jumps (which could have been expected from the lower
standard deviation), but that the jumps are centered at
some q, with a well-defined mean. The descending se-
quence and the random one, on the other hand, show a
completely different profile of a monotonically increasing
jump probability. If the last node pairs to be intercon-
nected are those with the lowest degrees, their addition
is much more likely to case a sudden jump in the speeds
of the diffusion, than if the last interconnected nodes had
high degree. That, however, is because in the latter case
the multiplex would already have been relatively fast.
The reason lies in another curious observation shown in
Figure 3e. The probability of at least a minute jump is
minimized at some q < 1 for the descending and random
sequences, and decreases monotonically for the ascending
one. This lack of change is difficult to achieve if lower-
degree nodes were interconnected first.
Calculating λ2 implies non-linear operations and one
might wonder if these results were not an artifact of the
numerical methods. To verify their relevance for dynam-
ical processes occurring on the multiplexes, we run the
Kuramoto model and compare the variations in λ2 with
the synchronization timescales. Specifically, an oscillator
is placed in each node i of the multiplex with phase θi.
The oscillators have the same natural frequency and the
evolution of their phases is described after linarization by
the following equation [42, 43]
θ˙j =
∑
k 6=j
Wjk (θk − θj) , (2)
where Wjk are the elements of the adjacency matrix with
the corresponding weights for intra and inter-layer links.
To ensure an easier measurement of the timescales, the
initial state of the system is set at the value of the eigen-
vector associated with λ2. Under these conditions, the
system approaches synchronization as
1−R(t) ∝ e−2λ2t, (3)
where R is the phase coherence of the population, R =
|∑j eiθj |, and plays the order parameter in the synchro-
nization transition.
In Figure 4, we show how the changes in the spectral
gap λ2 actually translate to changes in the relaxation
times. In Figure 4a, λ2 and the inverse relaxation times
are displayed as a function of q for a PC multiplex built
in descending degree sequence. Both coincide as it must
be if the numeric estimation of λ2 is appropriate. Sev-
eral jumps can be observed and are marked with vertical
lines of different colors and textures. These changes oc-
cur after the introduction of single links as represented
in Figure 4b. The presence of these single links brings
about an important variation in the macroscopic system
relaxation as can be seen in Figure 4c. The underlying
exponential decays for a select range of q values chosen to
lie around two significant jumps. The observed straight
lines imply that α is well-defined as an exponent even in
the vicinity of the jumps, and hence that the decrease in
timescales is indeed abrupt.
Our results thus show that the jumps in the algebraic
connectivity are not merely a numeric artifact, but in-
stead correspond to the measured abrupt decreases in
the synchronization timescales of the dynamical system.
5This ratifies that microscopic changes in the topologi-
cal properties of these multilayer networks lead to effects
noticed at a global scale. We also investigated the char-
acteristics of these offending node-pairs whose intercon-
nection causes the jumps, but did not detect any special
local network feature. The lack of any correspondence
between the degree, and the degree of the neighbors, of
the select nodes points to the nontrivial nature of the con-
nection between the network properties of the multiplex
nodes and their role as crucial mediators in enhancing the
synchronization time of the multiplex, and calls for the
use of global spectral methods to determine their location
and quantify the possible effects of their introduction or
deletion.
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