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Abstract
A Ruler Array measures the distance between a set of microarray probes and a set of ex-
perimentally defined locations in a nucleic acid, offering new possibilities for locating and
characterizing changes in the nucleic acid sequence. Despite the known relevance of genomic
changes to pathogens, cancer, development, and evolution, many of these changes evade
detection by existing high-throughput techniques. Since a microarray can interrogate thou-
sands or millions of probes at once, Ruler Arrays can screen a small genome or part of a
mammalian sized genome for insertions, deletions, and inversions in a single experiment.
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Chapter 1
Introduction
We aim to improve the available techniques for studying insertions, deletions, and inversions
in genomic samples. While much previous work has focused on SNPs and on certain types
of structural changes, no single current technique can detect the full range of changes and
changes of moderate size (tens to thousands of nucleotides) have received relatively little
attention despite their obvious importance. For example, numerous studies have employed
variable length repeats as genetic markers in humans and other species[13, 52, 16]. Repeat
sequences have been implicated in several neural diseases such as spinal and bulbar muscular
atrophy and Huntington’s disease[8]. A recent study of the Gallus gallus genome indicated
that length polymorphisms account for 10% of the polymorphism events and 20% of the
polymorphic bases between three strains of chicken[6]. A recent resequencing in human
found hundreds of thousands of indels between the sample and NCBI reference sequence[15].
In a more dynamic context, genomic changes play a key role in evolution and may
influence vertebrate development as well[40]. Pathogens modify their genome to evade
detection by a host immune system[37, 33]. Numerous cancers correlate with genomic
changes[43, 36, 39]. Past transposon activity may influence gene regulation[31]. Most in-
terestingly, some recent studies have linked genomic changes of repetitive elements with
differentiation during vertebrate development[34, 22, 50, 38].
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1.1 Genotyping Technologies
Traditional genotyping techniques use karyotypes, chromoblots, and fluorescent in-situ hy-
bridization (FISH) to detect gross chromosomal changes and long-read sequencing to detect
small indels and single nucleotide polymorphisms (SNPs). Microarray technologies and high
throughput sequencing have enabled the detection of small, even single base pair, changes
across the genome and at millions of loci simultaneously.
FISH and Comparative Genomic Hybridization (CGH) can detect insertions and dele-
tions in nucleic acid samples. However, these techniques typically targeted either a few
genomic loci or detected only gross changes (megabases or more) across the entire genome.
More recently, microarray technology has enabled high resolution CGH that can interrogate
potentially thousands of genomic loci at a resolution of hundreds of bases. Microarray tech-
nologies have also been employed to detect SNPs and transposon insertion sites. Sequencing
genomic material from the sample of interest can also locate certain insertions and deletions
but is not yet a practical approach to quickly and cheaply locate changes in mammalian-sized
genomes. For example, 5X coverage of human would require fifteen million kilobase reads,
making sequencing many individuals too expensive even at ten cents per read. Recently, 454
Life Sciences claimed to have sequenced a full human genome for only two million dollars,
which is still impractical if one wishes to study a limited set of genomic regions in a large
number of individuals.
1.1.1 SNP Detection
SNPs are changes in a single base pair of a genomic sequence[46, 29]. A microarray experi-
ment can detect such a change by including a set of probes that differ only at one base; the
probe yielding the strongest signal corresponds to the sequence of the sample material[20].
This type of array can determine the genotype at hundreds of thousands of bases simul-
taneously, though it typically requires knowledge of the polymorphic positions in advance.
Another SNP array design uses single base extension (SBE) on a microarray; here, an oligo
is designed for the bases immediately 5’ of the polymorphic location[26]. After the nucleic
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acid is hybridized to the array, fluorescently labeled ddNTPs are incorporated; the array
probe is extended by a single base using the hybridized material as a template. By scanning
at several wavelengths corresponding to the different fluorophores (each ddNTP carries a
different color fluorophore), the identity of the incorporated base and hence the genotype
become apparent.
1.1.2 TIP-Chip
Transposon screens detect the location of a transposon insertion. All previously described
transposon screens work only on a single transposon or transposon family; they do not find
insertions of any other material[55, 53]. The simplest transposon screen involves a primer
complementary to the transposon sequence (typically near one or both ends of the trans-
posable element). This primer initiates an extension using the genomic DNA as a template;
further manipulations result in PCR around the transposon to produce labeled DNA. The
resulting material is hybridized to a microarray illuminating probes near a transposon site.
1.1.3 CGH and FISH
FISH encompasses a set of techniques involving the hybridization of labeled DNA to poten-
tially complementary DNA to detect the presence of a single, specific sequence[11, 21, 10].
One protocol requires a labeled probe complementary to some region of the sample DNA. The
probe hybridizes when the complementary sequence is present and fails to hybridize if the
target sequence is missing. Alternatively, the sample DNA might be labeled and hybridized
to known reference DNA. If two samples, labeled with different fluorophores, compete for
the reference sequence, then the technique is known as Comparative Genomic Hybridization
(CGH) [24]. One approach hybridizes labeled sample material to metaphase chromosomes,
permitting the detection of gross deletions. Appropriately designed FISH probes can detect
insertions or deletions at specific loci, but this approach is not suitable for high-throughput
screens[30].
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1.1.4 Array-CGH
Array-based comparative genome hybridization (aCGH) requires two genomic samples la-
beled with different fluorophores and can detect copy number changes but not necessarily
the site of the change[44, 43, 45, 2, 54, 42, 9, 28]. The two samples are hybridized to a
single microarray and scanned. Comparing the intensities in the two channels at each probe
or set of genomicaly proximal probes determines the presence of duplications (higher inten-
sity than expected compared to other probes in the same sample or compared to the other
sample) and deletions (lower than expected intensities). While the location of a deletion
in the genome is apparent if one knows the genomic location of the relevant probes and if
the deletion removes enough probes from the sample sequence, aCGH does not provide the
genomic location of duplications. Furthermore, aCGH cannot necessarily detect rearrange-
ments (very high density arrays may be able to detect candidate rearrangements when low
intensity probes, those spanning the relocation boundary, surround probes of the expected
intensity).
1.1.5 Sequencing
Sequencing has the potential to detect all sequence changes, but its practical limitations
depend on the technology used (which determines the read length, the availability of paired
reads, and the mean and standard deviation of the distance between pairs of reads) and the
coverage depth. In general, all sequencing approaches can detect SNPs since single nucleotide
changes are small compared even to the short reads produced by current high throughput
techniques[35, 4].
Detecting insertions and deletions by sequencing and assembly presents more challenges.
Reads spanning a change potentially contain only a small amount of overlap with adjacent
reads on either side making it difficult to map the reads to a reference genome. Repetitive
sequences cause difficulties for sequencing when the length of the repetitive element is com-
parable to the read length; repeats longer than a read will be particularly difficult to resolve
since no read will span the repeat and include unique sequence on either side[6, 15]. Fig-
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ure 1-1 shows examples of genomic sequences that pose particular challenges to assemblers.
Paired-end reads can permit assembly across difficult regions. Both reads in the pair
come from the same underlying template molecule, one from each end. By controlling
the distribution of template molecule lengths, the technique provides the location of an
ambiguous read (e.g., one that contains primarily repetitive sequence) if its partner can be
mapped unambiguously. If only one read of a pair can be mapped, then the other read is
presumably from an insertion and the location of the insertion can be estimated based on
the expected distance between reads. While paired-end reads can enable assembly across
repetitive regions as large as the underlying template molecules (rather than across repetitive
regions as large as the read), there may still be regions that do not assemble or assemble
incorrectly, depending on the genome and the technology used to generate the templates.
Sequencing approaches to indel detection (as opposed to sequencing approaches to genome
assembly) such as Paired-End Mapping (PEM) use libraries of paired-end reads[49, 27] . Af-
ter the resulting reads are mapped to the genome, the distance between each pair can be
compared to the expected distribution of the library generation technology. If the reads
seem to be too close or too far apart, then one concludes that an insertion (too close) or
deletion (too far) has occurred between the reads. Given current techniques for generating
the template molecules, these methods can detect changes in the kilobase and larger range.
Methods that generate DNA fragments with a smaller variance would permit detection of
smaller changes.
1.2 Our Contribution
Since no existing genotyping technology could inexpensively detect sub-kilobase length poly-
morphisms across an entire genome, we sought to develop a new technique that would detect
insertions, deletions, and repeat-length changes in a genome similar to a previously charac-
terized genome but without requiring prior knowledge of the inserted sequence.
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Figure 1-1: Sequencing and assembly methods have difficulty resolving repetitive sequences
whose length is greater than the read length. In the top panel, two contigs A and B end
in a repetitive element R while two other contigs X and Y begin with R. If the read length
is less than the length of R, then unpaired reads will not be able to join A to X or Y
as no read can contain unique sequence from A as well as unique sequence from X or Y.
Consequently, an instance of R in the genome will result in a contig boundary. Paired-end
reads will allow contigs to be joined if the insert size is greater than the size of R and if
a pair spans R with both ends landing in unique sequence. The bottom panel shows how
a tandem repeat that would confound single-end reads if R is longer than the read size;
if the experimental sequence contains two adjacent repeat units then the assembler cannot
determine the number of repeat units. Paired-end reads spanning R and with both ends
in unique sequence provide probabilistic information, but not absolute information, about
the copy count of R. Comparing the observed distance between ends than span the repeats
to the expected distance indicates whether the assembly is correct. Similarly, comparing
the observed to expected distance between a read in the unique sequence and a read in an
instance of R provides information about whether the copy count of R in the assembly is
correct.
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Chapter 2
Ruler Arrays
Ruler arrays detect changes in the distance between pairs of defined genomic sequences. They
can also detect differences between a sample sequence and an assumed reference sequence,
allowing genome assemblies to be checked for certain errors. Unlike aCGH, a Ruler Array
does not directly detect the presence or absence of a DNA sequence; instead, it detects the
sequence’s effect on the surrounding sequences.
2.1 Ruler Array Theory
Ruler arrays define arbitrary sites of illumination throughout the nucleic acid sample such
that probes interrogating nearby sequences yield high intensities while more distant probes
yield lower intensities. Since each probe detects material from only one strand of the genome,
the observed intensity provides information only about the distance to one of the two sur-
rounding illumination sites. The computational analysis evaluates the fit of the observed
intensities to some model to determine the presence and location of indels from the observed
intensities.
Figure 2-1 shows schematic of a segment of nucleic acid with several labeling sites and the
resulting probe intensities on one strand. Analyzing the resulting intensities indicates the
distance between the probe and the closest illumination site. By comparing these distances to
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Figure 2-1: A schematic of two ruler illumination sites and the resulting probe intensities
observed by probes designed against one strand of a nucleic acid. At each labeling site,
the intensities jump to some high level and then decrease as one moves farther from the
illumination site. The locations of the labeling sites and the shape and length of the falloff
in intensity depend on the details of the laboratory protocol.
another sample or to a reference sequence, Ruler Arrays detect the presence of an insertion
(schematic shown in figure 2-2), deletion (figure 2-3), or inversion (figure 2-4). Since an
indel only effects the probes beyond the change, and not those between the change and the
illumination site, Ruler Arrays determine the location of the change to within the resolution
of the probes on the array. Furthermore, careful analysis of the intensities can estimate
the size of the change. The expected relationship between intensity and distance from
the illumination site can be found either from a separate control experiment, theoretical
predictions, or from the average observed relationship.
A two sample Ruler Array experiment produces a ratio of intensities at each probe in
which probes equidistant in the two samples yield ratios near one. A probe that is farther
from the illumination site in one channel than the other yields a ratio either above or below
one depending on the direction of the change. All probes between the change and the next
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restriction site will show a change of intensity and hence a change in ratio. An analysis
method can detect this series of probes with either elevated or depressed ratios and detect
the changed site by determining where the series of non-unity ratios begins. Thus a two
channel experiment depends less on knowing the expected intensity shape and relies instead
on identifying the differences between the two samples.
2.2 Advantages of Ruler Arrays
Ruler arrays resemble aCGH in that, at the highest level, both attempt to detect inser-
tions and deletions. However, Ruler Arrays offer several key advantages when the changed
sequence is unknown or difficult to handle.
Ruler arrays can detect insertions of any material, not just sequence represented by probes
on the array. aCGH will not detect an insertion of foreign or untiled material because no
probe interrogates that sequence. Ruler arrays detect insertions by their effect on the probes
surrounding the insertion and therefore work even on insertions of unknown material.
Ruler arrays can also detect insertions of repetitive sequence (e.g. the 6kb TY1 transpo-
son or 300bp Σ element in yeast) that aCGH may miss because the relative change in copy
number may be small or that sequencing may miss because the repetitive sequence is hard to
assemble. Ruler arrays can still detect the insertion of, for example, the thirty eighth copy
of the TY1 element because they will notice the change in distance between an illumination
site and some set of probes. An aCGH experiment may miss the change because it cannot
detect that a ratio of 38
37
= 1.03 as different from one.
Changes in the length of simple repeats (e.g. repeats of A, AT, GC, ATT, etc) cannot
be easily detected by any existing high throughput technology but represent a primary use
for Ruler Arrays. While one cannot design probes against a simple repeat (since the probe
may have complicated hybridization dynamics and may also match multiple genomic loci),
the Ruler Array only needs an illumination site on one side of the repeat and unique probes
on the other side. The intervening sequence is irrelevant; the Ruler Array merely detects its
length.
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Figure 2-2: Schematic Ruler Array data at an insertion. The top panel shows probes mapped
to the reference sequence. The bottom panel shows that, when the reference sequence is
modified to contain the insertion in the sample sequence, the observed intensities follow the
expected shape. Note that this analysis requires no knowledge of the inserted sequence.
32
Label SiteLabel Site
P
ro
b
e
 I
n
te
n
s
it
ie
s
Label SiteLabel Site
P
ro
b
e
 I
n
te
n
s
it
ie
s
Observed Probe Intensities Aligned 
to Reference Genome
Observed Probe Intensities Aligned 
to Sample Genome
Figure 2-3: Schematic Ruler Array data at a deletion. As in aCGH, the probes corresponding
to the deleted sequence produce little intensity since very little sample material hybridizes
to them. Unlike aCGH, however, the probes beyond the change confirm the loss of material
by producing higher intensities than one would expect in the absence of a deletion.
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Figure 2-4: Schematic Ruler Array data at an inversion. As with insertions and deletions,
inversions are recognizable because the observed relationship between probe intensity and
distance from the labeling site does not match the expected relationship.
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Finally, Ruler Arrays provide the location of a change. Even when aCGH detects a given
change in copy number, it often cannot determine the location of the change (though the
case of one to zero copies is easy). While the Ruler Array may not reveal what material has
been inserted at a genomic location, it does determine the location. Given the location, it
is then easy to amplify and sequence the insertion.
2.3 Weaknesses of Ruler Arrays
While Ruler Arrays offer a high throughput method to detect and localize insertions, dele-
tions, and inversions, they do not fully solve the problem of detecting genomic changes.
• Ruler arrays do not provide the sequence of an insertion; this must be obtained through
traditional methods such as primer-based sequencing.
• Ruler arrays rely on a sufficient prior knowledge of the expected sequence to choose
microarray probes.
• The presence and distribution of restriction sites influences how much of a given genome
or sequence can be interrogated at once by a single experiment
• The protocol assumes that localized sequence peculiarities do not substantially alter
the intensity versus distance relationship. This may be problematic, for example, when
trying to determine the length of a tandem repeat as many polymerases have difficulty
working through repetitive sequence.
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Chapter 3
Ruler Array Laboratory Protocol
The Ruler Array requires a population of labeled DNA fragments to exhibit a known rela-
tionship between fragment length and frequency in the population. In our experiments, the
population contains many short fragments but few long fragments. Furthermore, one end
of each fragment is taken from a small set of known genomic loci. The laboratory proto-
col to produce this population of fragments consists of four basic steps: digestion, ligation,
labeling, and hybridization. Figure 3-1 shows the process through labeling.
3.1 Overview
The Ruler Array protocol uses restriction enzymes to define the sites of illumination. The
large variety of restriction enzymes allows the researcher to choose an enzyme that yields a
desirable set of illumination events for any particular sample. Furthermore, the sticky ends
left by many restriction enzymes provide a substrate for efficient ligation.
An adapter molecule is ligated onto the sticky end left by the restriction enzyme. The
adapter’s 5’ end is complementary to the restriction site while the remainder of the adapter
consists of arbitrary sequence that we have chosen to minimize its hybridization to the
genome.
A primer complementary to the adapter oligo initiates a labeling reaction at the illumina-
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tion site. This reaction extends 5’ to 3’ along each strand, incorporating labeled nucleotides.
Either the polymerase’s natural processivity, the inclusion of ddNTPs in the reaction mix,
or the length of the template material terminates the labeling reaction. If the polymerase
terminates with sufficiently high probability at each base then most fragments will not be full
length (i.e. shorter than the template). If the termination probability is relatively uniform,
then short fragments will be more common than long fragments.
The relative abundance of short products and relative scarcity of long products from the
extension reaction yields the desired falloff in intensity when the material is hybridized to the
microarray. Furthermore, if the restriction enzyme completely digested the input material,
each interval between restriction sites will be completely independent of the neighboring
intervals since no template material (and hence no labeled product) crosses a restriction
site. Figure 3-2 shows the results from an experiment between two yeast strains.
3.2 Digestion
Any restriction enzyme that leaves sticky ends to which an adapter can be ligated is suitable
for use with Ruler Arrays. In most situations, an enzyme that recognizes a six nucleotide
sequence and leaves a four nucleotide overhang will generate a good distribution of restriction
sites and provide reasonable ligation efficiency. For example, EcoRI leaves four nucleotide
overhands and produces an average interval size of about 3kb in yeast.
The variety of restriction enzymes allows a range of interval sizes. Short intervals between
restriction sites will contain few probes but produce a high slope- the falloff from high
intensities near the illumination site to low intensities near the neighboring site happens
over a short distance. Few probes makes for more difficult analysis since there are fewer
observations to provide statistical power and robustness against noise. On the other hand,
the high slope means that small insertions or deletions will yield large changes in intensity
(∆x ·slope→ large∆y). Very large intervals yield template fragments that cannot be labeled
to the end and thus produce holes in the genome that the Ruler Array cannot interrogate.
Our protocol calls for phosphatasing the input material after digestion. This prevents
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Figure 3-1: The Ruler Array laboratory protocol consists of four steps: digestion of the
nucleic acid input material by a restriction enzyme, ligation of an adapter molecule onto the
resulting sticky ends, generation of labeled material, and hybridization to a microarray
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Figure 3-2: Sample Ruler Array data from yeast. The very bottom track shows EcoRI
restriction sites as tick marks; these were the labeling sites for this experiment. Red marks
in the main track indicate intensities from the S288C sample and green marks indicate
intensities from the Σ1278b sample. The intensities are highest at the EcoRI site and fall
off gradually over several kilobases (the intensity scale is on the right side). This array tiled
only one strand, so the equivalent falloff in material on the opposite strand does not appear.
The blue dots under the intensities show the ratio between S288C and Σ1278b (the ratio
scale is on the left side).
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the sticky ends produced by the restriction enzyme from ligating to each other during the
ligation step to create chimeric templates.
3.3 Ligation
The ligation step attaches an adapter molecule to the digested input material (figure 3-3).
The adapter carries a 5’ phosphate to compensate for the lack of phosphates on the DNA.
Since the efficiency of ligation reactions is generally low (perhaps ten percent of the available
ends will be attached to an adapter), we want to separate the successfully ligated material
from the remaining genomic DNA. A 3’ biotinylated adapter molecule allows this separation.
After ligation, the sample is hybridized to streptavidin beads and washed. DNA fragments
ligated to an adapter remain on the beads because of the interaction between the biotin and
the streptavidin. Most of the unligated material washes off.
3.4 Extension and Labeling
A primer complementary to the 3’ end of the adapter (that is, complementary to the ma-
jority of the adapter that does not correspond to the restriction site) permits initiation of
the labeling reaction. The reaction starts at the restriction site and extends outwards, in-
corporating labeled nucleotides. Since all cutting restriction enzymes recognize palindromes,
the extension goes in both directions, though on opposite strands (5’→3’ on each strand).
The extension reaction typically incorporates Cy-dye labeled nucleotides in addition to plain
nucleotides.
With polymerase alone, the length of the labeled product fragments will be determined
by the template length and the polymerase’s processivity. Careful handling of the input
material will produce long template molecules while rougher handling or a treatment such
as sonication will produce short templates. Within the bounds set by the template length
and extension time, different polymerases will be able to produce longer or shorter fragments.
To control the distribution of extension product lengths more precisely, we use ddNTPs
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AGTGGGACGTGGACAGAATTCGGATC
TCACCCTGCACCTGTCTTAAGCCTAG
AGTGGGACGTGGACAG
TCACCCTGCACCAGACTTAA
AATTGGAGGAGGGAAGGGGG
    CCTCCTCCCTTCCCCC
AGTGGGACGTGGACAGAATTGGAGGAGGGAAGGGGG
TCACCCTGCACCTGTCTTAA
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Figure 3-3: The digestion and ligation steps of the Ruler Array protocol attach an adapter
molecule to specific genomic loci. The adapter is biotinylated such that the ligated material
can be separated from the unligated material.
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in the reaction mix since an extension reaction terminates when a polymerase incorporates
a ddNTP instead of a dNTP. A high concentration of ddNTPs produces relatively short
fragments while lower concentrations permit longer fragments. This offers a simple and
repeatable method to tune the fragment lengths as there is a tradeoff between coverage
(long fragments interrogate more of the genome) and sensitivity (shorter fragments may
be able detect smaller changes). This tuning allows the researcher to vary the experiment
according to what type of change they expect. In practice, the choice of polymerase may
limit the utility of ddNTPs as some polymerases ignore these molecules and others perform
very poorly in their presence.
ddNTPs offer a second advantage because they prevent a labeled product from acting as
a primer later in the labeling reaction. In a complex and repetitive mammalian genome, the
3’ end of a product from one genomic locus might match sequence from another genomic
locus. If the product hybridizes to the other template and allows an extension reaction
to begin at a site other than an expected illumination site, the resulting intensities from
the hybridization will not meet our assumptions (e.g., imagine two sequences in a genome:
ABC and XBY. If product from AB hybridizes to XBY, it may initiate an extension from B
through Y. A product terminated with a ddNTP cannot act as a primer and thus reduces
the effects of this type of noise.).
Since incorporating Cy-dye labeled nucleotides may decrease the polymerase’s processiv-
ity, we have experimented with other labeling techniques. One method uses amine modified
dUTP during the extension and then chemically attaches a dye to the modified nucleotides af-
ter the polymerase reaction. The ULS labeling system offers another non-enzymatic method
to label any nucleic acid without having first incorporated any special nucleotides.
3.5 Hybridization
The labeled material is hybridized to a microarray and scanned to determine the intensity
at each probe. The hybridization process is essentially the same way as in expression, ChIP-
Chip, or aCGH experiments. Following scanning the probe intensities are mapped to one or
43
more reference genome sequences for display and analysis.
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Chapter 4
Predicted Intensity Shape
The labeled DNA fragments produced by the Ruler Array protocol terminate either when
the polymerase reaches the end of the template DNA or when the polymerase falls off prema-
turely. We expect the latter case to end most extensions and assume a uniform probability
of the labeling extension terminating at each base and therefore that the product lengths
follow an exponential distribution. The Ruler Array data meets this assumption well enough
permit accurate analysis.
4.1 Extension Termination
In a perfect experiment, all template DNA fragments would span the entire interval between
restriction sites. In practice, the template fragments may break during one of the purification
steps. If we assume that the breaks occur uniformly and at random, then the templates
contribute some fixed probability to a labeled fragment’s termination at each base. However,
the template fragments may not break with equal probability at each base; one might imagine
that the middle of the template breaks more frequently because it experiences more twisting.
Furthermore, long template fragments may break more readily than those spanning short
intervals because more twisting or shearing forces may accumulate. For our analysis, we
ignore these considerations.
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The labeled product extension may terminate before the end of the template either when
the polymerase incorporates a terminating nucleotide (e.g. a ddNTP or acyNTP) or when
the polymerase falls off for another reason. For example, certain secondary structures in the
template DNA (e.g. stemloops) may destabilize the polymerase and cause it to fall off more
readily than it might otherwise. Incorporating Cy-dye conjugated dUTP may increase the
probability that the polymerase halts due to the bulk of the dye (this would also lead to a
sequence-dependent shape in the intensities).
The presence of full length products do not invalidate the resulting analysis method.
These products increase the observed intensity uniformly across the entire interval. Since
full length products occur more frequently in short intervals, the peak intensity may depend
on the interval’s length; however, our analysis method accommodates this variation.
4.2 The Shape
Ignoring the various reasons why the probability of termination may not be uniform at each
base, we can easily predict the intensity at distance d from a restriction site. Since the
polymerase incorporates labeled nucleotides along the fragment, the intensity of a fragment
increases linearly with its length. However, the same fragment can hybridize to some number
of probes that increases roughly linearly with its length. These two effects cancel, meaning
that the intensity observed at any probe due to fragments of some length (remember there will
be a population of fragments of any given length, each of which can hybridize independently
to any complementary probe) is independent of the fragment’s length. The observed intensity
at a probe d bases from the labeling site therefore depends only on the number of fragments
complementary to the probe, which is the number of fragments longer than d:
intensity(d) =
D∑
i=d
(1− p)i−1p
where D is the length of the interval (i.e. the distance from this restriction site to the
next), p represents the probability that the labeling extension terminates at each base, and
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Figure 4-1: Plot of predicted log-intensity vs distance for intervals of size 1000, 2000, 4000,
and 8000. The probability of termination at any base is .001 in all four intervals. Note the
relatively linear shape over most of the interval followed by a more rapid decrease as the end
effects become dominant.
(1−p)i−1p is the probability of a fragment of length exactly i. Figure 4-1 shows the predicted
log-intensity over several interval sizes.
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Chapter 5
Predicted Ratios from Insertions
We can simulate the intensities and ratios that would result from insertions and deletions
using the model described in Chapter 4 for intensity as a function of distance from a restric-
tion site. Examining these synthetic events provides some intuition about which events the
Ruler Array should be able to detect and forms the basis for a simplified model to determine
whether a given indel will be findable.
Four variables influence our ability to detect insertions and deletions from Ruler Array
data:
Indel Size Larger changes are easier to detect because they produce a greater change in
intensity and ratio.
Interval Size Longer intervals have shallower slopes than do shorter intervals such that
any change in length will yield a smaller relative change in intensity. ddNTPs simulate
short intervals by increasing the slope.
Position in Interval The position of the indel relative to the restriction site influences the
ability of an analysis method to detect the indel. If the indel is too close to either end
there will be too few probes on one to detect the change relative to the probes on the
other side of the indel
Microarray Design The microarray tiling density and the amount of experimental noise
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also influence the effectiveness of an analysis method, but the effects will be specific to
the method.
Figures 5-1 and 5-2 show the ratio in 2kb and 4k intervals from simulated insertions
of varying sizes. These give some sense of what size indels at what distances from the
restriction sites ought to be detectable. Table 5.1 shows the ratio of channel ratios across
indels of various sizes (i.e. one is no change while numbers farther from one indicate a greater
change in channel ratio across the indel.
In some cases, the expected ratio from the insertion exceeds two, the traditional level of
significance for ratio differences in microarray experiments. In other cases, particularly when
the change is small or very close to the restriction site, the resulting ratio will be much less
than two. As such, our analysis technique will need to aggregate information from all of the
probes around the indel to collect a statistically significant signature for the change.
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Figure 5-1: Predicted ratios in a 2000bp interval. Each plot shows an insertion of some size
(200, 600, or 1000bp) at some distance from the restriction site (100,300,500,or 700bp) when
the peak ratio with no insertion was one.
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Figure 5-2: Predicted ratios in a 4000bp interval as in figure 5-1.
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Interval size 1000
Size / Position 100 200 300 400 500 600
100 0.957856 0.933815 0.910313 0.885451 0.856987 0.821599
200 0.905542 0.866478 0.828633 0.789355 0.745743 0.693897
300 0.849343 0.801187 0.754877 0.707534 0.656192 0.597173
400 0.792729 0.739429 0.688490 0.637048 0.582297 0.520973
Interval size 2000
Size / Position 100 200 300 400 500 600
100 0.979312 0.968207 0.958441 0.949581 0.941301 0.933333
200 0.950148 0.930774 0.913734 0.898294 0.883902 0.870111
300 0.915302 0.889875 0.867511 0.847271 0.828449 0.810479
400 0.876830 0.847086 0.820925 0.797276 0.775332 0.754451
Interval size 4000
Size / Position 100 200 300 400 500 600
100 0.985922 0.978507 0.972198 0.966748 0.961973 0.957739
200 0.964978 0.951648 0.940307 0.930509 0.921928 0.914319
300 0.938741 0.920761 0.905463 0.892247 0.880674 0.870416
400 0.908517 0.886950 0.868598 0.852746 0.838868 0.826571
Interval size 8000
Size / Position 100 200 300 400 500 600
100 0.987066 0.980275 0.974530 0.969610 0.965348 0.961624
200 0.967603 0.955318 0.944927 0.936027 0.928321 0.921586
300 0.942976 0.926308 0.912212 0.900138 0.889686 0.880553
400 0.914349 0.894247 0.877247 0.862689 0.850088 0.839079
Table 5.1: Difference in ratio across an insertion of the specified size at the given position
in intervals of 1kb, 2kb, 4kb, and 8kb. The number shown is the channel ratio before the
insertion (closer to the restriction site) divided by the ratio beyond the insertion. A value of
1.0 indicates no difference; a smaller value indicates more difference in ratios and therefore
a more easily detectable insertion.
53
54
Chapter 6
Log Likelihood of the Data
All of the Ruler Array analyses evaluate the fit the observed data to intensities predicted
by some model. Determining the best model or comparing two models requires computing
the log-likelihood of the data given the model. We develop the basic model of intensity
observations normally distributed around their true value to include several other terms to
better describe our data and our goals for the model fitting.
6.1 Model for Probe Intensities
A simple way to compute the log-likelihood of the predicted values (xˆi) is to assume a
distribution on the probe observations (xi) and estimate a variance for each probe, σ
2
i . The
log likelihood L will then be
L = Σilog(p(xij|xˆij , σi))
where xij is the observation of probe i from the jth replicate and p(xij |xˆij , σi) is the prob-
ability of the model-predicted value given the observation and the estimate of the standard
deviation.
If we assume that the probe observations are normally distributed around their mean,
then
p(xij|xˆ, σi) ∼ N (xˆ| 1
J
Σjxij , σi)
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While we do not have the dozens of replicates of a Ruler Array experiment to justify this
assumption, the microarray includes several control probes more than 100 times. In all
experiments that we have examined, the intensities of these control probes follow a normal
distribution and their means vary by several orders of magnitude from one another.
6.2 Estimating the Variance of Intensity Observations
The best estimate for the variance of a probe’s observed values would come from a large set
of observations, either by repeating the probe on an array or by repeating the experiment. In
practice, however, the number of repeated observations is generally too small to accurately
estimate the variance. Instead, we compute the standard deviation (it makes more sense
to do a weighted average of standard deviation than of variance) as a combination of the
expected standard deviation with the observed standard deviation:
σi =
S · s(x¯i) + J ·
√
1
J
Σ(xij − x¯i)2
S + J
This estimate for the standard deviation weights the observed standard deviation based
on the number of observations J and weights the prior s according to S, the strength (as a
pseudocount) of our prior belief.
In the Ruler Array data, the prior on the standard deviation s should reflect the fact that
the standard deviation is generally proportional to the intensity in microarray observations.
Figure 6-1 shows the relationship between probe standard deviation and average intensity
across many replicates of the control channel of a ChIP-Chip experiment (chosen because
we had many replicates of the dataset).
We further limit the effect of apparently noisy probes by adding a term to the standard
deviation estimate that accounts for the smoothness of a sequence of observations. More
precisely, this term estimates the standard deviation as the difference between an observed
value and the value predicted by linear interpolation of the surrounding genomic observations,
as shown in figure 6-2. This term makes sense in our data where probes should be part of a
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Figure 6-1: Plot of probe standard deviation vs intensity from the whole cell extract channel
of ChIP-Chip experiments, measured in fluorescence units as reported by Agilent’s scanner
and feature extraction software. The experiments were normalized to have the same median
intensity. While the noise in a ChIP-Chip experiment may not be identical to that in a
Ruler Array experiment, we expect them to be similar and this plot does indicate that the
relationship between the standard deviation of a probe’s intensity and its intensity is close to
linear. We have experimented both with a linear model and a piecewise linear model based
on this data but found that the piecewise linear model offers relatively little improvement in
the Ruler Array’s overall performance.
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Figure 6-2: The interpolation term in the variance estimate depends on the difference be-
tween the observed value for a probe (solid circle) and the value predicted by linear inter-
polation of the adjacent probes (hollow circle). When a set of probes fall closely along a
line, this term of the variance will be small as the probe observations are consistent. When
a probe falls far from the predicted value, this term of the variance will be large for that
probe to reduce its weight. Computing the interpolated value using only adjacent probes
will also downweight the probes on either side of the noisy probe. One might therefore use
a larger set of probes near probe i, perform linear regression on those probes without i, and
then compute the interpolated value.
smooth falloff from high intensity at a restriction site to low intensity.
The full estimate for the standard deviation is therefore
σi =
L · |xi − interpolated(xi)|+ S · s(x¯i) + J ·
√
1
J
Σ(xij − x¯i)2
L+ S + J
where L is the weight of the standard deviation estimate from the interpolation term.
6.3 Penalizing Systematic Error
The formula for the log likelihood described above treats each probe independently and
cannot distinguish, for example, between a model that is a good fit to a noisy dataset and a
model of the wrong fundamental shape for a clean dataset, as shown in figure 6-3.
An added term in evaluating the log-likelihood of a model’s fit to the data penalizes
systematic error based on the residuals of the fit. This term looks at the sign of each
residual. Assuming that a positive residual and a negative residual are equally likely in a
good fit, each sign should occur with probability one half. If each residual were independent,
then all sequences of residuals would be equally likely. However, we assume that the residuals
are not independent and that long strings of same-sign residuals are unlikely.
58
Good fit, noisy data Bad fit, clean data
Figure 6-3: Independently scoring probes may fail to distinguish between a good fit to noisy
data and systematic error. On the left, the data clearly falls along a single line but seems
noisy. On the right, the data is clearly drawn from a two different models; however, when
fit with a single line, some probes fit well and others poorly. We use a scoring term that
looks at the signs of the residuals to penalize models that seem to consistently over or under
predict the true values over large, continuous regions.
x consecutive residuals with the same sign add log(1
2
) · cx to the log likelihood. As x
increases, suggesting that the predicted values are too large or too small across a large
region, this penalty term increasingly reduces the log likelihood. In practice, the values for
c are close to one (e.g. 1.05) to prevent this term from outweighing the first part of the log
likelihood formula. Data from a substantially more densely tiled array might benefit from
a larger value such that this penalty term increases proportionally to the number of probes
per kilobase.
6.4 Limiting Outlier Influence
Microarray datasets sometimes contain extreme outliers, for example from non-specific hy-
bridization or probes that match many genomic locations. We found it important to limit the
influence of any single observation on the log-likelihood computation by setting a minimum
value for the probability of an observation. This limit expresses the fact that we trust any
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observation only so much. An empirically determined value between .001 and .0001 seems
to work well.
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Chapter 7
Theoretical Limits of Detection
Before we explain a functional analysis method for Ruler Array data, we should determine
whether the protocol and the analysis will be able to detect changes given our assumptions
about the observed intensities and noise in the experiment. This chapter presents two simple
models that indicate whether the observed intensities contain enough information to reveal
the presence of an indel.
7.1 Highly Simplified Indel Detection
Imagine a highly simplified analysis problem of testing for a proposed indel at a known
position in a two channel experiment. This problem can be solved by a simple statistical
test for difference of means; we wish to determine whether the mean ratio in one side of
the interval is the same as the mean ratio in the other. No difference in mean implies the
absence of an indel; a difference of means indicates that a change is present at that location.
While the real analysis method won’t know the indel position in advance, this simplified
problem should give us some feel for the Ruler Array’s ability to detect indels given varying
amounts of noise in the data. If this simplified model indicates that the Ruler Array will
not be able to detect a change, then we do not expect the actual experiment to detect a
change when random noise, systematic bias, and other experimental imperfections cloud the
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situation.
7.2 Ratio Difference
If the observed ratios are distributed normally about their mean, then we can define a test
statistic
z =
(x¯l − x¯r)− (µl − µr)√
(
σ2
l
nl
+ σ
2
r
nr
)
Since the null hypothesis in this test is no difference in mean between the left and right
sides of the interval, µl = µr. x¯l and x¯r are the mean ratio in the observed data and σl and
σr are the observed standard deviations. nl and nr are the number of observations, which
will depend on the size of the interval and the probe tiling density.
We can estimate σ under the assumption that the two channel intensities come from
normal distributions about their means and are independent (the values are not independent,
but the noise may be). Under our standard assumptions about the noise in Ruler Array
intensities, the standard deviation of an observation increases linearly with the magnitude
of the observation (see section 6.2).
Tables 7.1, 7.2, and 7.3 show the p-values from this test given probe spacings of 55bp,
10bp, and 1bp at a variety of interval sizes, indel positions, and indel sizes. These results indi-
cate that at 55bp tiling density, insertions smaller than 100bp will generally be undetectable
while larger changes can be detected in many circumstances.
7.3 Intensity Difference
A different approach to predicting what indels the ruler array may detect compares how well
two simple yet ideal models predict the intensities observed in the presence of an insertion.
This test assumes that we know which channel contains the indel but that we do not know
its location. The channel with the change is the “indel channel” and the other channel is
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Interval size 1000
Distance from Restriction Site
Size 200 400 600 800
10 0.958224 0.928467 0.881864 0.762793
30 0.874426 0.788061 0.661063 0.393227
70 0.708997 0.531198 0.319916 0.070752
100 0.590398 0.370937 0.162509 0.014993
200 0.265020 0.071149 0.007181 0.000024
300 0.082263 0.005860 0.000073 0.000000
500 0.001597 0.000001 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Interval size 2000
Distance from Restriction Site
Size 400 800 1200 1600
10 0.959109 0.934290 0.898777 0.809744
30 0.876761 0.803731 0.703471 0.481103
70 0.712946 0.558042 0.376197 0.115594
100 0.594537 0.398926 0.206856 0.028863
200 0.266212 0.082276 0.011459 0.000047
300 0.080995 0.007047 0.000128 0.000000
500 0.001379 0.000001 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Interval size 4000
Distance from Restriction Site
Size 800 1600 2400 3200
10 0.951829 0.928419 0.900794 0.837200
30 0.854821 0.785786 0.706905 0.539765
70 0.663392 0.518866 0.374884 0.156197
100 0.528119 0.350506 0.200919 0.043920
200 0.185041 0.050959 0.008288 0.000067
300 0.036573 0.002176 0.000041 0.000000
500 0.000112 0.000000 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Table 7.1: The p-value for detecting a difference in ratio given a single insertion of the
specified size. These values were computing assuming a tiling density of one probe per
55bp and a standard deviation of the ratios of .66.. While the statistical test is performed
under the null hypothesis that the mean ratio in each part of the interval is the same, our
computational experiment is performed knowing that this is not the case. Hence a small
p-value leads us to reject the null hypothesis and correctly detect the indel. In the case of
no-indel, the p-value is the probability of a false positive call. These results indicate, for
example, that a 300bp indel should be detectable in a 2kb interval but that a 70bp change
will probably be missed.
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Interval size 1000
Distance from Restriction Site
Size 200 400 600 800
10 0.903029 0.835980 0.734042 0.494034
30 0.713188 0.535269 0.316149 0.053033
70 0.385382 0.148708 0.022966 0.000042
100 0.210598 0.039072 0.001407 0.000000
200 0.009530 0.000032 0.000000 0.000000
300 0.000053 0.000000 0.000000 0.000000
500 0.000000 0.000000 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Interval size 2000
Distance from Restriction Site
Size 400 800 1200 1600
10 0.905077 0.849196 0.771183 0.585375
30 0.718332 0.566546 0.384167 0.110387
70 0.392167 0.176735 0.043055 0.000363
100 0.215717 0.051727 0.003903 0.000001
200 0.009711 0.000061 0.000000 0.000000
300 0.000049 0.000000 0.000000 0.000000
500 0.000000 0.000000 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Interval size 4000
Distance from Restriction Site
Size 800 1600 2400 3200
10 0.888261 0.835870 0.775643 0.641497
30 0.670424 0.530788 0.389969 0.164701
70 0.311395 0.136821 0.042484 0.001313
100 0.142282 0.031310 0.003456 0.000005
200 0.002051 0.000007 0.000000 0.000000
300 0.000001 0.000000 0.000000 0.000000
500 0.000000 0.000000 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Table 7.2: The p-value for detecting a difference in ratio given a single insertion of the
specified size with a probe spacing of 10bp.
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Interval size 1000
Distance from Restriction Site
Size 200 400 600 800
10 0.727765 0.604740 0.483391 0.313279
30 0.293617 0.121152 0.038659 0.004338
70 0.013136 0.000306 0.000003 0.000000
100 0.000348 0.000000 0.000000 0.000000
200 0.000000 0.000000 0.000000 0.000000
300 0.000000 0.000000 0.000000 0.000000
500 0.000000 0.000000 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Interval size 2000
Distance from Restriction Site
Size 400 800 1200 1600
10 0.733317 0.634530 0.548551 0.421183
30 0.302757 0.151896 0.072626 0.018580
70 0.014492 0.000732 0.000030 0.000000
100 0.000404 0.000001 0.000000 0.000000
200 0.000000 0.000000 0.000000 0.000000
300 0.000000 0.000000 0.000000 0.000000
500 0.000000 0.000000 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Interval size 4000
Distance from Restriction Site
Size 800 1600 2400 3200
10 0.688094 0.604496 0.556590 0.492398
30 0.224021 0.117113 0.076167 0.040501
70 0.003825 0.000200 0.000029 0.000002
100 0.000028 0.000000 0.000000 0.000000
200 0.000000 0.000000 0.000000 0.000000
300 0.000000 0.000000 0.000000 0.000000
500 0.000000 0.000000 0.000000 0.000000
800 0.000000 0.000000 0.000000 0.000000
Table 7.3: The p-value for detecting a difference in ratio given a single insertion of the
specified size with a probe spacing of 1bp.
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the “control channel.”
The two models are
1. Null hypothesis: there is no difference between channels (i.e., no indel) and the intensi-
ties in both channels have the same mean. In this case, the mean for each probe is the
average of the observed intensities in the control and indel channels. We assume that
the intensities in the both channels are normally distributed around the mean with a
standard deviation that scales linearly with intensity.
2. Alternative hypothesis: there is a difference between the two channels (i.e. presence
of an indel). The mean for each probe’s observation in each channel is the probe’s
observed intensity in that channel. As before, we assume that the intensities in the
both channels are normally distributed around their mean with a standard deviation
that scales linearly with intensity.
Under the null hypothesis, the model will be an imperfect fit to both channels. Under
the alternative hypothesis, the model fits both channels perfectly.
Instead of testing for a difference of means, we compute the log-likelihood of the data
under both models and compare. A large difference in log-likelihood indicates that the
second model is much better. A small difference indicates that the data in the indel channel
is similar to the control channel.
To determine a “significant” difference in log-likelihood, we need a prior probability that
an interval contains an indel. If we believed, for example, that the probability of an indel
at any position is .0001, then the difference in log-likelihood between the two models must
exceed − log(.0001) = 9.2 for us to determine from the data than an indel is present. If the
difference in log-likelihood is less than this threshold, then the strength of the data does not
overcome our prior belief that no indel is present.
Tables 7.4 and 7.5 show the log-likelihood differences for various interval and indel sizes
with probe spacings of 55 and 10bp. These simulation results indicate that the Ruler Array
will miss some indels, for example a 100bp indel at position 800 of a 1kb interval, and also
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give some sense of the ease with which various changes might be found. As with the ratio-
based approach in the previous section, these results indicate that the Ruler Array will have
difficulty finding changes smaller than 100bp with an array tiled at 55bp.
7.4 Conclusion
The models presented here develop the simple ratio changes presented in chapter 5 to account
for the information derived from multiple probes. These simulations indicate that the Ruler
Array should be able to detect large changes of one hundred basepairs or more but will have
difficulty detecting changes of only a few dozen bases.
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Interval size 1000
Distance from Restriction Site
Size 200 400 600 800
10 0.129368 0.098774 0.078977 0.124359
30 1.148553 0.876061 0.694530 1.040962
70 6.056358 4.611733 3.602645 4.926469
100 12.017085 9.141278 7.075283 9.091845
200 42.588220 32.327887 24.486932 26.637891
300 80.872414 61.376472 46.049552 44.966588
500 134.056126 102.363908 77.881117 71.025276
800 118.213744 92.503262 77.099187 78.735333
Interval size 2000
Distance from Restriction Site
Size 400 800 1200 1600
10 0.136845 0.102345 0.072397 0.072502
30 1.226130 0.916722 0.646850 0.633101
70 6.597385 4.929823 3.462952 3.247397
100 13.311676 9.943456 6.964192 6.341594
200 50.418702 37.631006 26.159396 21.951577
300 104.352623 77.874048 53.914983 42.691221
500 219.458475 164.167479 113.986654 85.924688
800 269.857782 204.354090 147.240765 120.141398
Interval size 4000
Distance from Restriction Site
Size 800 1600 2400 3200
10 0.200130 0.145474 0.092471 0.051070
30 1.797863 1.306545 0.829940 0.455110
70 9.730225 7.068140 4.484196 2.426934
100 19.729098 14.327521 9.082316 4.872016
200 76.213994 55.316268 34.999334 18.329674
300 161.897514 117.520103 74.330912 38.337600
500 367.812415 267.946166 170.516627 87.810963
800 533.137553 395.251484 260.069783 145.505825
Table 7.4: Maximum difference in log-likelihood for various insertions with a probe spacing
of 55bp and σ = .3 · µ.
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Interval size 1000
Distance from Restriction Site
Size 200 400 600 800
10 0.129368 0.098774 0.078977 0.124359
30 1.148553 0.876061 0.694530 1.040962
70 6.056358 4.611733 3.602645 4.926469
100 12.017085 9.141278 7.075283 9.091845
200 42.588220 32.327887 24.486932 26.637891
300 80.872414 61.376472 46.049552 44.966588
500 134.056126 102.363908 77.881117 71.025276
800 118.213744 92.503262 77.099187 78.735333
Interval size 2000
Distance from Restriction Site
Size 400 800 1200 1600
10 0.136845 0.102345 0.072397 0.072502
30 1.226130 0.916722 0.646850 0.633101
70 6.597385 4.929823 3.462952 3.247397
100 13.311676 9.943456 6.964192 6.341594
200 50.418702 37.631006 26.159396 21.951577
300 104.352623 77.874048 53.914983 42.691221
500 219.458475 164.167479 113.986654 85.924688
800 269.857782 204.354090 147.240765 120.141398
Interval size 4000
Distance from Restriction Site
Size 800 1600 2400 3200
10 0.200130 0.145474 0.092471 0.051070
30 1.797863 1.306545 0.829940 0.455110
70 9.730225 7.068140 4.484196 2.426934
100 19.729098 14.327521 9.082316 4.872016
200 76.213994 55.316268 34.999334 18.329674
300 161.897514 117.520103 74.330912 38.337600
500 367.812415 267.946166 170.516627 87.810963
800 533.137553 395.251484 260.069783 145.505825
Table 7.5: same thing again for probe spacing 10bp
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Chapter 8
Analyzing Ruler Array Data Channel
Ratios
One technique for analyzing Ruler Array data uses a Hidden Markov Model (HMM) to
identify insertions or deletions from regions of high or low ratio in a two channel dataset.
8.1 Hidden Markov Models
A Hidden Markov Model describes data from a sequence of observations. The underly-
ing model specifies how unobserved states produce the observed values and determines the
probabilities of transitioning from one state to another at each step. The model is specified
by
• a set of states describing the process (e.g. no change between samples, insertion in
sample one)
• transition probabilities that specify the probability of changing from state i to state j
at each step
• emission probabilities that specify the probability of the visible output tokens from
each underlying state
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Figure 8-1: Six state HMM to model the channel ratio in Ruler Array data. The states
represent the underlying sequence around each probe: no change between the samples, an
indel, or an added restriction site. The emissions from the HMM are the observed array
intensities and the ratio between the two channels. The two “channels same” states represent
the most common case in Ruler Array data- no difference between the two samples. The
low intensity state permits a different distribution over the channel intensities when no
restriction site illuminates a probe. The changed states represent either insertions or single
strain restriction sites; both change the ratio between the two channels but will tend to have
different intensities- indels can have high intensity in both channels whereas single strain
restriction sites yield high intensities only in one channel.
• the probability of the model starting in each state
8.2 Our Model
In our model, the sequence of observations correspond to probes along the genome; the
observations include the ratio, individual channel intensities, and slope of the ratios. Regions
of high ratios are best explained by the underlying state corresponding to an insertion in
sample two whereas regions of ratios near one are best explained by the two samples being
the same.
The HMM model uses six underlying states:
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1. Channels same
2. Channels same, low intensity
3. Insertion in channel one
4. Insertion in channel two
5. Restriction site added in channel one
6. Restriction site added in channel two
The transition probabilities tune the expected length of the segment with high or low
ratios as well as the overall probability of an insertion. In general, however, self transition
(from state i to state i) probabilities are large while transitions to other states are less likely.
We modeled the outputs from each state as multivariate Gaussians over the ratio, slope
of the ratio, and the two channel intensities. The channel intensities are needed to identify
the low intensity state in which even extreme ratios are meaningless.
8.3 HMM Learning
The parameters for the multivariate Gaussians are estimated from a set of training data that
has been manually labeled. The channels same and low intensity states are easiest to
learn as they are the most common.
Given a Ruler Array dataset, the output variables (ratio, slope of the ratio, and channel
intensities) can be computed quickly and in linear time. The most likely sequence of states
can also be found in linear time with the Viterbi algorithm.
8.4 Evaluation
An HMM-based method proved to be a poor technique for analyzing most Ruler Array data.
If there are no differences between the two samples in an interval and if the intensities have
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been properly normalized then we expect a ratio of roughly one across the interval. However,
the Ruler Array data contains many examples of intervals in which the observed ratios are
not centered at one despite the absence of indels between the two strains. In these cases,
the baseline ratio, or “base ratio”, typically peaks at the restriction site and then falls off
towards the far end of the interval.
We believe that the non-unity base ratios probably come from exponential amplification
of material (rather than the linear amplification expected from our extensions) that occurs
with low probability. Since the initiation of PCR is relatively rare but the product has a
potentially huge impact on the resulting intensities, one sample’s intensities may be higher
than the other’s. Figure 8-2 shows how exponential amplification may begin during the
supposedly linear extensions.
While we can predict the ratios in the presence and absence of indels, the HMM cannot
easily handle this phenomenon without an explosion of the number of states. We expect
that other techniques that also analyze only the channel ratios will suffer from a similar
problem. For example, the methods of Erdman and Zhang [14, 57] performed well on CGH
and timeseries expression data but seem unfit for the Ruler Array data.
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Figure 8-2: Ruler Array extensions may result in exponential PCR amplification. In the stan-
dard or expected case of Ruler Array extensions, the amount of product increases linearly
with the number of cycles- at most one product molecule comes from each genomic template
during a cycle. If the products from opposite strands of an interval anneal during a later
extension cycle, they may complete the extension to include the complement to the primer
(i.e. the adapter) on both ends. In future cycles, this material may begin exponential am-
plification as in PCR, producing both full length product and partial products. The amount
of product in the interval will therefore depend heavily on when the first product-product
extension takes place Because the initial annealing of product material is probabilistic, the
amount of product is therefore probabilistic and may differ between the two samples in the
Ruler Array experiment, leading to an intensity ratio far from one.
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Chapter 9
Analyzing Ruler Array Data with
Segment Fitting
Both theoretical predictions and empirical observation of numerous ruler array experiment
indicate that the log-intensities observed on the microarray should drop linearly with dis-
tance from a restriction site (see figures 3-2 and 4-1). An interval between restriction sites
that contains no length polymorphisms relative to the reference genome should therefore be
modeled as a single line. However, an interval containing an insertion, deletion, or inversion
will require two or more lines to appropriately fit the data.
We implemented a segment fitting procedure that finds the optimal fit of the data by
lines or some other function. This segmentation defines a set of boundary points between
segments; some boundary points will correspond to restriction sites and the remainder are
candidate insertions or deletions.
Many previous studies and techniques have addressed similar problems under the labels
of change-point analysis or segmented regression. For example, Tishler [48] and Gallant [18]
presented methods for finding the split points where the function is continuous. The use of
Dynamic Programming to perform the segmentation and fitting goes back to at least Hawkins
[23] and has been used in recent microarray analyses such as David [12]. However, we are
not aware of previous implementations of the joint segmentation procedure described here
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Figure 9-1: Sample segment fitting results from the segment of chromosome seven shown in
figure 3-2. The red and green marks indicate the datapoints and the purplish marks show
the fitted line segments.
which links the segmentation and splitting of the two channels through the prior probability
of using the same split point and prior probability of using the same parameters in both
channels.
9.1 Segment Fitting
The goal of segment fitting is to find the optimal fit of a function f to the observations
at probes 1..n by finding the optimal set of segment boundaries. Each segment is fit by f
with a single set of parameters; the parameters may change across segment boundaries. For
example, if f is a line, then the parameters are the intercept and slope.
Figure 9-1 shows Ruler Array data and segment fitting results using line segments.
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9.1.1 Recursive Solution
Let f(a, b) be the result of fitting the function to the datapoints a through b where 1 ≤
a ≤ b ≤ n. L(f(a, b)) is the log-likelihood of the observations given the values predicted by
the fit. Let opt(a, b) be the optimal fit to the points a..b; the optimal fit may be either a
single set of parameters for f or it may be a set of split points and the parameters for each
interval between split points. The final goal is to find opt(1, n). To find opt(a, b), we use the
following recursive procedure:
• First find f(a, b) and its likelihood L(f(a, b)). This is the “fit” outcome.
• For each k : a ≤ k < b, recursively find the combined likelihood of opt(a, k) and
opt(k + 1, b), L(opt(a, k)) + L(opt(k + 1, b)). Remember the k which gives the highest
combined likelihood. This is the “split” outcome.
• Compare the result of fitting a single segment to a..b to the result of fitting two segments
with the boundary at the best k and choose whichever has the higher log likelihood.
This gives opt(a, b). If fitting gives the best result, then L(opt(a, b)) = L(f(a, b)). If
the interval is split, then L(opt(a, b)) = L(opt(a, k)) + L(opt(k + 1, b)).
9.1.2 Correctness
The recursive method for finding opt(a, b) ends up summing log(p(xk|xˆk, σk)) over all a ≤
k ≤ b, regardless of the segmentation. The segmentation influences only the parameters of
the fitting and therefore the xˆk. Since the p(xk|xˆk, σk) are independent (the observed values
are independent given the predicted values), the final probability of the data does not depend
on the segment boundaries directly, only on the predicted values.
The choices from which the recursive solution chooses the best log-likelihood are exhaus-
tive: either the interval a..b will be fit with a single segment or it will be split at some
point between a and b, inclusive. The segment may be split at more than one point, but
that is handled through the recursive use of opt. By choosing the option with the highest
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log-likelihood from an exhaustive set of options, the algorithm produces the output with the
highest log-likelihood for the interval.
9.1.3 Priors on Segment Fitting
As described, the procedure will always choose to split because it achieves a better fit by
considering fewer points at a time. The result will be segments of one observation each in
which the model, learned from the single datapoint, exactly fits the datapoint. However, we
know that the data ought to be fit as intervals with some average length so we include a
term that describes that average length as a prior probability on fitting an interval rather
than splitting.
Adding a prior on the probability of fitting an interval a..b with a single set of parameters
rather than splitting requires only adding another term to the two log likelihoods. Including
the priors, the log-likelihood of the “split” and “fit” outcomes are
Outcome Log-Likelihood
fit L(f(a, b)) + log(pfit)
split L(f(a, k)) + L(f(k + 1, b)) + log(1− pfit)
9.1.4 Dynamic Programming Solution
The recursive solution to opt(1..n) is inefficient as it recomputes subproblems many times.
For example, opt(1..n) computes opt(2..n), opt(3..n), opt(4..n), etc. opt(2..n) computes
opt(3..n), opt(4..n), etc. A more efficient approach computes opt(i, j) only once and stores
the result for future use.
The dynamic programming procedure computes opt(a, b) for all a, b starting with the the
smallest range of observations a = b and works up to larger intervals. Since the two intervals
a..k and k + 1..b are smaller than a..b for all k, the solutions and log-likelihoods for those
intervals will be ready when the procedure considers a..b.
Each solution opt(a, b) is stored in a 2D table as it is computed, taking O(n2) space. Each
element in the table stores either the parameters of the fit or the k at which the interval was
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split; each element (a, b) also stores L(opt(a, b)). Filling the table will take at least O(n3)
time since each of the O(n2) entries requires iterating over k; the exact runtime will depend
on the time required to compute f(a, b).
9.2 Segment Fitting with Linear Regression
As the log-intensities in a Ruler Array experiment fall roughly linearly as distance from a
restriction site increases, we can use a simple linear model as f . For each interval a, b, the
fitting procedure performs linear regression on the values from a to b, trying to predict the
log intensity observed at position k as
α + β · distance(k, b)
For probes on the plus strand, the slope of the log intensities is positive and the distances
are computed from the genomic position of probe b. For probes on the minus strand, the
slope of the log intensities is negative and the distances are computed from a. All other
aspects of the computation are the same for two strands.
As mentioned in section 6, we can estimate the standard deviation for an observation
based on repeated observations of the same probe, observations of nearby probes, or a prior
belief about the reliability of an observation given its intensity. Since our linear model fits the
log-intensities, we perform the linear regression on the log-intensities and then exponentiate
the predicted values before computing the log-likelihood:
xˆi = e
α+β·distance(k,b)
Under the assumption that the intensity observations for a probe are normally distributed
around their mean, we can compute the probability for the probe intensity that the regression
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predicts given the observed intensity:
L(f(a, b)) = Σk=a..blog(p(xˆk|xk, σk))
= Σk=a..blog(
1
σ
√
2pi
e−
(xˆk − xk)2
2σ2k
)
For the linear regression to maximize the log-likelihood, we use weighted linear regression.
To maximize the log-likelihood, we must minimize
Σk=a..b
(xˆk − xk)2
2σ2k
Linear regression finds the parameters to minimize
Σk=a..b(xˆk − xk)2
(the sum of the squares of the residuals). Weighted linear regression minimizes
Σk=a..b
1
wk
(xˆk − xk)2
Thus setting the weights wk =
1
σ2
k
makes the problems equivalent.
If X is the matrix of input variables with one column per variable and one row per
datapoint. In the Ruler Array analysis, the first column is the constant one and the second
column is the distance from the probe to the end of the interval. W are the weights, an
n × n matrix in which Wkk = wk and all other entries are zero. Y is the vector of output
observations. The parameters b are
b = (X⊤WX)−1X⊤WY
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9.3 Runtime of Segment Fitting with Linear Regres-
sion
The segment fitting algorithm performs two operations for every interval a..b for 1 ≤ a ≤
b ≤ n:
1. Weighted linear regression to find the best single model for the entire interval.
2. A search over k to find the best point at which to split the interval.
Performing weighted linear regression on n observations with v variables requires time
O(v2n). The runtime breaks down as
• WY takes n multiplications
• X⊤WY takes vn multiplications and at most v(n− 1) additions
• WX takes vn multiplications
• X⊤WX takes v2n multiplications and at most v2(n− 1) additions.
• (X⊤WX)−1 takes O(v2) operations
yielding an overall runtime of O(v2n).
Since finding the combined log-likelihood in a split interval is computationally easy (the
combined log-likelihood is the sum of the split log-likelihoods plus some prior), the linear
regression dominates the work for each interval. The total runtime will thus be
Σnl=1(n− l)O(lv2) = O(v2n3)
since there are n− l intervals of length l. In our model, v = 2, the constant and the distance
from the probe to the end of the interval.
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9.4 Handling Experimental Replicates
Replicates of a Ruler Array experiment may present repeated measurements of the same
values or they may use a different array design or different restriction enzyme. In either
case, the segment fitting procedure requires few modifications.
When presented with replicates that use the same microarray design and the same re-
striction enzyme, the fitting procedure will run linear regression separately on each replicate,
producing one set of parameters for each replicate, but will use the same set of splitting points
for all replicates. The overall log-likelihood of an interval is the sum of the log-likelihoods of
the replicates in that interval. Replicates on the same array platform increase the runtime
linearly since the regression and likelihood computations must be run once per replicate.
Datasets from different array designs will simply increase the number of splitting points
that the fitting procedure considers. Observations from different replicates are fit by mod-
els with different parameters, but split points between segments apply to all replicates.
The increase in the number of split points increases the runtime and memory requirements
quadratically (e.g. twice as many probe positions doubles n, quadrupling the runtime).
If the input includes data from different restriction enzymes, then the fitting procedure
runs as before. However, the output will now include some split points corresponding to the
first restriction enzyme, some split points corresponding to the second restriction enzyme,
and the remainder corresponding to indels.
9.5 Independently Handling Two Channel Experiments
A simple extension of the segment fitting procedure to two channel experiments runs the
fitting separately on each channel. Segment boundaries identified by fitting one channel but
not the other are retained as candidate indels.
While simple to implement, this procedure is extremely sensitive to noise in the data;
small changes in probe observations may cause the segment fitting to split at different points.
The resulting split points must either be cleaned up with some heuristic method (e.g. split
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points within d bases are considered to be the same) or the method yields too many false
positives to be useful.
9.6 Jointly Handling Two Channel Experiments
We can extend the procedure to simultaneously handle two sets of observations (two chan-
nels) by adding more cases from which the choice with the highest log-likelihood is chosen.
In particular, we add the option to fit both channels with the same parameters, fit both
channels with different parameters, fit one channel but split the other, to split both at the
same point, or to split both channels at different points. We use the subscripts 1 and 2 to
indicate a fit or solution to data only from that channel.
The new log-likelihood choices are
Outcome Log-Likelihood of Data Log-Likelihood of Parameters
fit both L(f(a, b)) 2 · log(pfit) + log(psame params)
same parameters
fit both L(f1(a, b)) + L(f2(a, b)) 2 · log(pfit) + log(1− psame params)
diff. parameters
fit one L(f1(a, b)) + L(opt2(a, k))+ log(Pfit) + log(1− Pfit)+
split one L(opt2(k + 1, b)) log(1− psame params)
split both L(opt(a, k)) + L(opt(k + 1, b)) 2 · log(1− pfit)
log(1− psame params)
Variants on the fitting procedure might offer more possibilities, such as fitting the intervals
with lines of the same slope but different intercepts. In practice, we found this variant
important as many ruler experiments include intervals in which the log-intensities in the two
channels are the same shape (i.e. the same slope) but have different intercepts.
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9.7 A Non-Generative Model for Segment Fitting
Segment fitting with linear regression, or any other function relating intensity to distance,
relies on a generative model for the Ruler Array intensities. That model may fail to account
for certain features of the data and the experiment, for example by ignoring the effects
of certain DNA sequences on the polymerase’s processivity. These aberrant locations may
result in false positive calls for insertions and deletions.
A different approach to segment fitting makes no assumption about the process that
generates the Ruler Array intensities by modeling one channel as a function of the other.
When an interval contains no insertions or deletions, the intensities from the first channel can
be modeled as some function of the intensities in the second channel, e.g. intensity(Cy5) =
α + β · (intensity Cy3). However, an indel changes the relation between the channels.
This discriminative segment fitting splits the data into segments for which a single set of
parameters holds. The boundaries between segments are the points at which the relationship
between the two channels changes. As with the generative segment fitting, most such points
will be restriction sites and the remainder represent candidate indels. Aberrant sequence
features should not produce false positive indel calls as long as both channels are affected in
the same way.
9.8 Segment Fitting Efficiency Hacks
Since the runtime of the segment fitting procedure increases superlinearly with the number
of probes n, the overall runtime benefits greatly if we can split a problem into several pieces
and run the dynamic programming on each piece individually. Ruler data can be split at
Large gaps between probes If the space between adjacent probes is longer than the max-
imum illumination distance for a restriction site, the data can be split between those
probes. It is possible to split at smaller gaps too at the cost of possibly missing an
indel that falls between the probes.
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Regions of background intensity The data may be split at a region that is tiled but
shows no intensity above background levels in any of the replicates being analyzed.
Such regions require knowing what intensity level is background and choosing a thresh-
old for identifying such a region (e.g. 40 consecutive probes of intensity less than 100).
These background regions typically occur at large gaps between restriction sites.
The segment fitting procedure also runs faster when fitting is limited to some maximum
interval size. For intervals larger than this size, no regression is necessary and the optimiza-
tion consists solely of searching for the best split point (which takes time proportional to
j − i rather than O((j − i)2).
9.9 Calling Insertions and Deletions from Segment Fit-
ting Output
As mentioned previously, a simple method for detecting insertions and deletions from the
segment fitting output looks for the segment boundaries that exist only in one channel.
In practice, we have augmented this procedure to recognize other patterns associated with
indels.
Our best results have used joint segment fitting on both experimental channels. The
“fit both channels with same parameters” outcome actually only fits both channels with the
same slope, allowing the intercept to differ. This accounts for the observed phenomenon in
which the absolute intensities differ but the shapes are similar; when analyzed in log-space,
intensities that differ by some factor will be offset by some constant amount.
In addition to identifying single-channel segment boundaries as indels, the detection
procedure identifies transitions from “fit both with same slope” to “fit with different slopes.”
This identifies regions in which the two channels are no longer the same or similar shapes.
Many such points will be restriction sites, as changes in the character of the data often occur
on restriction interval boundaries. The remainder ought to be insertions, deletions, or other
events that change the data’s character.
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Figure 9-2: The four cases in which the Ruler Array analysis infers the presence of an indel
from the segment fitting output. In (a), the segment fitting used one segment to fit the green
channel but two segments to fit the red channel; consequently, the analysis makes a call at
the split point in the red channel. In (b), the segment fitting used two segments in each
channel. The green channel is greater to the right of the break but of lower magnitude to
the left. If the change is large enough, the analysis calls this boundary an indel. This change
is commonly observed at AT repeat length changes. Example (c) illustrates another change
common at repeat length or repetitive element changes. There is a segment boundary in both
channels, but the intensities drop much more in one channel than the other. A restriction
site, or the insertion of an element that contains a restriction site such as a TY, generates
the signature seen in (d).
Finally, the analysis flags boundaries between segments at which the channel ratio changes
dramatically or across which the intensity changes as it does at restriction sites.
Figure 9-2 shows the four cases in which the analysis calls an indel from the segment
fitting.
9.10 Conclusion
The Segment Fitting analysis combines the simple linear model of intensity vs distance from
chapter 4 with the log-likelihood function
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Chapter 10
Evaluating the Ruler Array
To evaluate the Ruler Array, we chose as our sample organisms two strains of S. cerevisiae,
FY4 and Σ1278b. FY4 is very closely related to S288C, the strain sequenced to produce the
reference S. cerevisiae sequence. Σ1278b was recently sequenced with long-read paired-end
sequencing at the Broad Institute and was expected to contain a number of indels with
respect to FY4. Since Σ1278b represents a common case of a newly sequenced genome and
since we also have short, unpaired reads from a Solexa machine available, we were also able
to compare the Ruler Array to several sequencing methods as an indel detection technology.
We have divided the evaluation of the Ruler Array into three parts:
• a technical evaluation in which we test the Ruler Array’s ability to detect a set of
confirmed indels between two strains of yeast (this chapter)
• a set of biologically-motivated test cases in which we focus on changes in certain classes
of changes between the two genomes such as transposable elements and gene duplica-
tions (chapter 11)
• a comparison to two sequencing approaches, aCGH, and a hypothetical TIP-Chip
experiment (chapter 12)
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10.1 Technical Evaluation Method
To evaluate the laboratory protocol and computational analysis, we focused on indels of
more than 100bp, a size that would be easy to verify with PCR and that the Ruler Array
should be able to find given our expectations for the experimental noise and probe density.
The evaluation begins with four sets of genomic coordinates:
1. The calls made by the segmentation procedure. We used as input a single replicate
of the FY4 vs Σ1278b experiment on an Agilent designed microarray with an average
probe spacing of roughly 55bp. The array contained roughly 240,000 60mer probes
designed against one strand of the S288C genome. Our analysis only used the probes
that could be assigned a unique genomic location.
2. The restriction sites. Calls mapped to restriction sites are not counted as indel calls.
3. The “must find” indels larger than 100bp. These must be found or will count as false
negatives in the evaluation. The known indels were first identified from the Σ1278b
and reference sequences by a Blast-based optimal alignment of S288C chromosomes
against Σ1278b and then confirmed either by PCR or CGH.
4. Indels smaller than 100bp and single-strain restriction sites. These may be found by
the analysis method and will be counted as true positives but do not count as false
negatives if missed by the analysis (the “can find” list). While this definition of true
positive seems to skew the results, we use it to avoid penalizing the Ruler Array for
detecting small indels that we would like to find but do not necessarily expect to find.
The evaluation first matches the calls to the restriction sites. It then matches the remain-
ing calls to the two lists of indels; each call is matched to at most one indel, selecting one
arbitrarily if more than one known indel falls within the distance threshold (multiple Ruler
Array calls may map to the same indel; we consider this correct if one imagines that a Ruler
Array experiment would be followed by PCR to confirm the calls. Any of the calls identifying
the indel would likely lead to confirmation of the change in the PCR step). A call matches
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the indel if the call falls within 200bp of the indel position. This procedure guarantees that
that the Ruler Array will miss indels very near restriction sites (within 100bp) since the call
will be matched to the restriction site rather than the indel; this is reasonable given that
we cannot easily distinguish between the effects of the indel and the restriction site on the
observed probe intensities when they are so close.
Before concluding that a call is a false positive, the analysis aligns the 400bp surrounding
the call between the S288C and Σ1278b genomes and looks for SNPs and small indels. If
the alignment shows more than four bases inserted or deleted in either direction or more
than eight SNPs, the call is considered to have correctly identified a genomic change. Since
these calls have not been verified by PCR and rely on a potentially incorrect assembly, some
may be wrong (both in classifying an event as a true positive or in classifying it as a false
positive); in either case, we expect this method to be correct in most cases and to provide a
useful look at the Ruler Array’s sensitivity to small changes.
The analysis classifies Ruler Array calls that do not match either list of indels and do
not occur over smaller genomic changes as false positives.
10.2 Analysis Parameters
The parameters for the probe intensity variance estimate and the priors for the dynamic
programming segment fitting play a key role in determining the accuracy of the Ruler Array
method. The complete set of parameters that we used is
variance estimate from mean We used s(xi) = .3 · xi as the basic variance estimate. To
make the estimate match figure 6-1 more closely and to incorporate our observations
about which probes were most informative around errors in the segment fitting, the
full form is
• xi > 10000 : s(xi) = .3 · 10000
• 10000 > xi > µnoise : s(xi) = .3 · xi
• µnoise > xi : s(xi) = 2 · .3 · xi
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variance estimate pseudocount We used a pseudo count of 4. That is, S = 4 in the
equations in section 6.2.
variance weight for linear interpolation We used .1 as the weight for the component of
the standard deviation that is the difference between the observed value and the value
predicted by linear interpolation of the adjacent points. That is, L = .1 in section 6.2.
probability of splitting log(psplit) = −3.
probability of splitting at different points log(pdifferent splits) = −3.
probability of fitting with same parameters is .99999999
minimum probability of any observation given the model is .0001
base for systematic error term is 1.02
maximum distance over which to fit is 10kb
10.3 The Test Set
Table 10.1 presents the list of indels that the analysis must find.
The experimental readout used a 244k array from Agilent Technologies that tiled the
Watson strand of the S288C genome with an average probe spacing of roughly 55bp. This
array design does not tile many of the repetitive regions of the genome or the telomeres.
A single replicate of the Ruler Array experiment using EcoRI as the restriction enzyme
allowed us to find 29 of the 35 events. In addition, the algorithm found 211 more events
classified as true positives (single-strain restriction sites, smaller indels, etc) for a total of
240 true positives. Two-hundred and four events were classified as false positives for a true
positive to false positive ratio of 1.18:1.
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Position Confirmed By Found? Description
1:180839-180880 PCR Y 400bp insertion in sigma
1:182580-182925 PCR 300bp deletion in sigma
1:198200-203000 CGH Y 4kb deletion in sigma
2:29655-35551 PCR Y 2kb insertion in sigma
2:428094-429944 PCR Y 1kb deletion in sigma
2:643485-643861 PCR 500bp deletion in sigma
2:644926-644926 PCR TY insertion in sigma
2:801000-805000 CGH Y MAL32 duplication. 3kb or so added in sigma
4:434441-435118 PCR 600bp deletion in sigma
4:437140-438315 PCR Y 400bp deletion in sigma
4:462154-462154 PCR Y 1kb insertion in sigma
4:523000-527000 CGH Y (several small indels) 500bp gone in sigma
4:871500-885000 PCR Y 300bp insertion in sigma
4:957500-958000 PCR Y 100bp deletion in sigma
4:1023149-1023496 PCR 300bp deletion in sigma
5:207100-207400 PCR Y 100bp insertion in sigma
6:30048-30048 assembly/blots Y telomere moved to another chromosome
8:175482-175482 PCR Y 100bp insertion in sigma
8:86065-91139 CGH Y 5kb deletion in sigma
8:93500-95000 CGH Y 800bp of deletion in 2 pieces in sigma
9:349999-349999 PCR Y 100bp deletion in sigma
9:434645-436741 CGH Y 2.5kb deletion in sigma
10:21000-24500 CGH Y 3kb deletion in sigma
11:310683-310883 CGH Y 100bp gone in 288c
11:388778-388778 PCR 200bp insertion in sigma
11:513003-513603 PCR Y TY insertion in sigma?
14:34470-34470 PCR Y 200bp deletion in sigma
14:429700-430000 PCR Y 100bp insertion in sigma
14:546700-547100 PCR Y 100bp deletion in sigma
14:765200-772500 CGH Y 7kb deletion in sigma
14:777000-779000 CGH Y 2kb deletion in sigma
15:30388-30388 PCR Y 400bp insertion in sigma
16:926900-927900 CGH Y 1kb deletion in sigma
16:928300-931300 CGH Y 3kb deletion in sigma
16:932800-941700 CGH Y 9kb deletion in sigma
Table 10.1: The 35 indels that must be found by the Ruler Array analysis. Alignments of
the curated Σ1278b assembly to the S288C reference sequence predicted each indel, which
we then confirmed with PCR, CGH, or chromoblot.
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10.4 Evaluating the False Negatives
To evaluate why the Ruler Array analysis failed to detect an indel, we look at the ruler probe
intensities, channel ratio, and the linefitting output. For each event, we show two plots. The
first shows, from top to bottom
• the chromosomal coordinates for S288C
• the log-intensities from S288C (red) and Σ1278b (green) mapped to the S288C genome
• the channel ratio (blue) mapped to the S288C genome
• genes and other annotations for S288C
• the chromosomal coordinates and genes for Σ1278b
• the alignment between the strains (according to Blast[1]) as colored bars at the bottom
of the plots. A blue bar, for example, shows a particular region that aligns between
the two strains.
We also include a second plot that shows the log-intensities again as well as the line
fitting output. The red and green marks are the same as in the first plot and a large black
rectangle marks the missed indel.
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10.4.1 1:182380-183125
1:182380-183125 is a Σ element deletion in Σ1278b. The analysis misses 1:182380-183125
because of low probe coverage (a second, nearby Σ element is not tiled).
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10.4.2 2:643285-644061 and 2:644726-645126
The two small deletions, 500bp and 100bp in sigma, 2:643285-644061 and 2:644726-645126
are near a much larger insertion of a TY1 element in sigma. The channel ratio changes sub-
stantially at 2:644726-645126, though it is too close to the EcoRI site to force the linefitting
to use two segments. The intensity changes from the TY insertion also obscure the effects
of the smaller changes.
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10.4.3 4:434241-435318
This Σ element is absent from Σ1278b. The intensity drop at 433k causes the model to split
the line segments and puts this indel into a shorter segment; the short segment allows a
looser fit (fewer observations to justify generating an indel call).
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10.4.4 4:1023149-1023496
This Σ element is absent from Σ1278b. This Ruler Array misses this call since both channels
exhibit similar intensity drops and the ratio changes very little.
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10.4.5 11:388578-388978
The Ruler Array misses this 200bp insertion in Σ1278b because there are too few probes in
this 1.2kb interval to force the linefitting to fit separate segments to the two sides around
the indel.
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10.4.6 Lessons from the False Negatives
The confirmed indels that the Ruler Array misses demonstrate the importance of probe
coverage and restriction site spacing. The Ruler Array misses some changes because there
aren’t enough probes nearby to observe the effects of the change; in the array design we
used, this is typically the case when the change occurs near Σ, ∆, or τ elements or TY
elements. Future array designs might tile repetitive areas more aggressively as observations
from not-perfectly-unique probes may still be useful in the Ruler Array analysis. An array
design for Ruler experiments might also tile the borders of repetitive regions more heavily
that the rest of the genome such that the high density of observations at the edge of the
repetitive sequence counteracts the nearby lack of probes.
Performing multiple replicates of the Ruler Array experiment using different restriction
enzymes should also decrease the false negative rate. We expect such replicates to help in two
ways. First, the second experiment will help distinguish between experimental noise and un-
derlying biological effects (either indels or other sequence features that influence polymerase
processivity). Second, the experiment with a different, carefully chosen restriction enzyme
will provide good coverage in many of the places that are too close to or too far from the
first enzyme’s sites.
10.5 Synthetic Diploid Experiment
While our experiments compared two strains of haploid yeast, we can use the same data to
simulate the performance of the Ruler Array on a hypothetical diploid organism. The first
channel in the synthetic diploid experiment is the S288C channel from an existing Ruler
Array experiment and the second channel is the average of the S288C and Σ1278b channels.
This experiment simulates a completely heterozygous diploid, the hardest case for the
Ruler Array. A heterozygous change should show only half the intensity difference between
channels of a homozygous change and a ratio of x would become x+1
2
(or the average of x
and 1).
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We used the same analysis parameters for this experiment as for the previously described
results rather than trying to optimize the parameters to increase the analysis’s sensitivity.
The resulting set of calls was roughly 30% smaller and contains 220 correct calls, 18 false
negatives (compared to six in the haploid experiment), and 138 false positives. These results
indicate that the Ruler Array technique is applicable to diploids but, as expected, less
effective than in haploids. We expect that, as with the other cases in which the Ruler Array
fails to detect a change, more replicates with different enzymes should improve the detect
rate.
10.6 Technical Evaluation of the Ruler Array
Using a PCR-confirmed set of insertions and deletions of varying size and position, we have
confirmed that the Ruler Array can detect over 80% of the changes in our set of confirmed
indels while producing fewer than 50% false positives. We expect that many if not all of the
changes missed by the Ruler Array in this evaluation would be found in a second experiment
using a different restriction enzyme. Furthermore, the total number of calls made is small
enough compared to the number of genomic changes that PCR confirmation of each or a
large subset of the calls can be done easily. Finally, our simulated experiment shows that
the Ruler Array can work even in diploid genomes to find heterozygous changes.
102
Chapter 11
Biological Test Cases
Our biological test cases each evaluate the Ruler Array in the light of a particular type of
genomic change between S288C and Σ1278b. Transposable element movement, changes in
di- and tri- nucleotide repeat length, gene family copy number changes, and gross rearrange-
ments represent major classes of insertions and deletions with known biological significance.
For each type of change, we evaluate the Ruler Array results using the same data as in the
previous chapter as if this type of change were the only change of interest. Since most of
the differences between strains presented here have not been confirmed with PCR, we have
used the genome assemblies, the CGH data, and whatever low-throughput data is available
to determine the ground truth against which we evaluate the Ruler Array.
11.1 TY Elements
The TY elements in yeast include several families of long (roughly six kilobases) transposable
elements found throughout the yeast genome[7, 32]. The S288C genome contains 50 TY
elements; given their potential importance to gene regulation and their utility as genetic
signposts, the presence of TY elements in another strain such as Σ1278b is of great interest.
We compiled the list of the 25 elements that appear to be present in Σ1278b but absent
in S288C. TY elements present in S288C but absent from Σ1278b are not an interesting
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test case; the presence of a TY element at a known location can be easily and inexpensively
tested with PCR. Detecting the locations of novel elements in Σ1278b is the interesting case
for the Ruler Array.
Testing Ruler Array results to look for TY changes is fairly straightforward using PCR. To
confirm TY elements present in the reference strain (the strain against which the microarray
was designed; S288C in this case) and missing from the experimental strain (Σ1278b in this
case) according to the Ruler Array, one can design primers around the TY element in the
reference strain and compare the product size. The number of primer pairs is the number of
Ruler Array calls at TY elements, perhaps one or two dozen. Testing for TY insertions in
the experimental strain may require many more primer pairs; unless the Ruler Array calls
are narrowed (e.g. by knowing candidate insertion sites for the transposable element), one
might need to design one primer pair for every Ruler Array call. Our experience shows this
to be perhaps two hundred primer pairs, still a manageable quantity.
Of the 25 elements present in Σ1278b but not in S288C, the single replicate of the Ruler
Array detects twelve of the changes using the same parameters as used for the analysis in the
previous chapter. Of the remaining thirteen changes, the Ruler Array missed eight because
they were too close to the EcoRI site (less than ∼ 300bp or fewer than five probes). In
several other cases, the Ruler Array failed to detect the TY elements presence because the
TY contains EcoRI sites such that the distance between adjacent probes and the nearest
EcoRI changes only slightly between strains.
As with the false negatives in chapter 10, we expect that performing Ruler Array exper-
iments with several restriction enzymes and then combining the results should substantially
decrease the false negative rate.
11.2 Repeat Length Changes
While examining an early set of apparent false positive calls from the Ruler Array, we
picked a small set of calls over AT repeats or other repetitive sequences for sequencing. We
hypothesized that small changes in the repeat length might lead to the large differences in
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intensity change and hence to the Ruler Array calls.
Figures 11-1 and 11-2 show two examples in which relatively small indels (14 and 2 bp,
respectively) caused large intensity differences. Of the ten ruler array calls that we sequenced
to determine whether repeats changed length, seven occurred over a repeat length change.
Those seven included one single nucleotide change in a poly-A repeat, two two-nucleotide
changes, and four changes of eight or more nucleotides. These repeat length changes show
that the Ruler Array can detect indels far smaller than 100bp under the right circumstances.
Comparing the Σ1278b assembly to the S288C reference sequence indicates that 51 ruler
array calls occur over a change in repeat length (generally AT or poly-A). Of these, 35 occur
within 100bp of a stop site (p < .00001) as indicated by tiling microarray expression data
for these two strains and 15 occur within 100bp of a convergent stop site (p < .0005).
While we have not fully evaluated biological significance of these repeat length changes,
their correlation with transcript stop sites is certainly intriguing. Furthermore, it seems that
the Ruler Array can effectively assay small repeat changes that play biologically important
roles in other settings.
11.3 Gene Family Expansions and Contractions
Changes in the size of gene families or in the copy number of extremely similar genes rep-
resents an important type of change in evolution and between strains. The sequencing and
assembly of Σ1278b detected several putative changes in gene families that present an ex-
cellent test case for the Ruler Array. In particular, the Cup, Pho, and Mal families contain
genes related to copper resistance, phosphorus metabolism, and maltose fermentation.
11.3.1 Cup
The Cup1-1 and Cup1-2 genes are separated by an uncharacterized ORF in S288C. In
Σ1278b, this locus has expanded such that there are five copies of Cup1 and four copies of
the intervening ORF. A four kilobase region around these genes in S288C is untiled because
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chr15 x 1,000
192 193 194 195 196 197 198
EcoRI
YOL075C YOL073C YOL072W, THP1 YOL071W YOL070C
100
370
1374
5093
18883
70000
1.0
2.0
S288c (red) vs Sigma1278b (green)
Sigma  TTTGGTGATATGTAGATATATATATATATATATATATAGGAAATAGAAGAGAAGGAGCGA
S288C  TTTGGTGATATGTAGATATATATA−−−−−−−−−−−−−−GGAAATAGAAGAGAAGGAGCGA
Figure 11-1: The top panel shows the Ruler Array data (S288C in red, Σ1278b in green)
over part of chromosome 15. The Σ1278b intensities fall suddenly over an AT repeat at the
transcription stop of the THP1 gene whereas the S288C intensities continue a linear decline.
The bottom panel shows the sequencing results for this locus; each strain was sequenced in
both directions. The 14bp expansion of the AT repeat in Σ1278b seems the likely cause of
the sudden intensity drop.
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EcoRI
YLL045C
YLL044W
YLL043W, FPS1 YLL042C YLL041C 100
370
1374
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70000
YLL040C
1.0
2.0
S288c (red) vs Sigma1278b (green)
Sigma   CTTACTACCGCCGGTATAATATATATATATATATATATATTTACATAGATGATTGC
S288C   CTTACTACCGCCGGTATAA−−TATATATATATATATATATTTACATAGATGATTGC
Figure 11-2: This example is similar to the previous AT repeat length change, though in this
case the repeat expands by only 2 base pairs (one AT unit). Interestingly, the magnitude
of the difference between the log-intensity drops across this repeat is greater than in the
previous example.
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Cup1−1 Cup1−2
Figure 11-3: The Cup1-1, Cup1-2 locus. While these genes and the region around them are
not tiled, the Ruler Array shows evidence of a change by the high ratio observed to the left
of Cup1-1.
of its repetitive nature.
While the Ruler Array fails to produce a call at this locus, the data does reflect some
of the underlying change by a relatively high ratio downstream of the duplication as shown
in figure 11-3. We believe that a more aggressively tiled microarray design and an analysis
that incorporates non-unique probes would detect this insertion.
11.3.2 Pho
In S288C, Pho3 and Pho5 are separated by roughly 500bp on chromosome two. The Pho
family is repetitive in general, causing misleading aCGH results. While the aCGH data
indicate a duplication of both Pho3 and Pho5 in Σ1278b, Pho3 is actually missing from this
locus and Pho5 is unchanged. The Ruler Array correctly detects the location of the Pho3
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Figure 11-4: The Pho3, Pho5 locus. The Ruler Array intensities over Pho3 seem noisy and
don’t follow the expected falloff pattern. Since many genes in the Pho family exhibit high
similarity, the intensities are not uniformly low in Σ1278b; however, enough probes detect
the deletion to allow the analysis to identify the deletion of Pho3 in Σ1278b.
deletion as shown in figure 11-4.
11.3.3 Mal
The Mal family of genes form a maltose metabolism pathway. In S288C, Mal33, Mal31, and
Mal32 are adjacent on chromosome two. In Σ1278b, there are three extra copies of Mal
genes at the same locus between Mal33 and Mal31. The Ruler Array correctly detects a
change at Mal33, roughly the beginning of the inserted sequence as shown in figure 11-5.
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Figure 11-5: The Mal33, Mal31, Mal33 locus. Three copies of Mal genes have been inserted
in Σ1278b between Mal33 and Mal31. The sudden change in ratio over Mal31 reveals the
change.
11.4 Gross Rearrangements
The Ruler Array detected one of the few gross sub-telomeric rearrangements that the array
covered. Figure 11-6 shows Ruler Array data near the left arm of chromosome 6 (top)
and the left arm of chromosome 10 (bottom) in S288C. The peak at 30kb is not a Σ1278b
specific restriction site but rather the result of the rearrangement; in the Σ1278b genome,
the sequence to the left of the peak is adjacent to a restriction site.
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Figure 11-6: The left arm of chromosome six has moved to the left arm of chromosome ten
between S288C and Σ1278b. While the Ruler Array can’t determine what moved where,
it does make evident the sites at which some change occurred. The upper panel shows
chromosome six; the break point is at 30kb. The lower panel shows the break around 24kb
on chromosome ten.
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Chapter 12
Comparison to Other Indel Detection
Techniques
We compared the Ruler Array to four other indel detection techniques on the S288C vs
Σ1278b test case. Our TIP-Chip results are theoretical; the aCGH, short read assembly,
and long read assembly results represent experiments that we performed on these strains.
For each technique, we present the results of the technical evaluation (as done for the Ruler
Array in chapter 10) and a brief look at the biological test cases in chapter 11.
12.1 Comparison to TIP-Chip
We have not performed a TIP-Chip experiment so instead assume that, as its inventors claim,
it can detect essentially all TY1 elements with few false positives[53]. As such, TIP-Chip
offers a simpler technique to discover TY insertions but offers no information about other
changes (it would have missed all but two of the 35 “must find” examples). On the other
hand, the Ruler Array may require several experiments to detect as many TY insertions as
TIP-Chip but in the process it produces information about a wide variety of other genomic
changes.
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12.2 Comparison to aCGH
We used a single replicate of an aCGH experiment between FY4 and Σ1278b to compare
aCGH’s performance against that of the Ruler Array. The experimental protocol used the
non-enzymatic ULS labeling system to avoid amplification or dye incorporation biases.
Our HMM analysis of the aCGH experiment produced 183 calls. Twelve appear incorrect
given the two genome assemblies and 33 are confirmed by the assemblies. The remainder
occur in repetitive regions (e.g. TY, sigma, tau, and delta elements) such that both the
CGH data and the assembly are likely to be incorrect.
The aCGH experiment found 21 of the 35 “must-find” indels and missed the remaining
14. Thirteen of the 35 were originally added to our list of known indels because of the
aCGH experiment, so their detection is not surprising. Figures 12-2 and 12-3 shows an
examples of insertions that the aCGH experiment misses because there is no change in the
unique probes surrounding the changes. Figure 12-4 shows the large region on chromosome
16 where both the Ruler Array and the aCGH experiment detect several large deletions.
Finally, figure 12-1 shows the left arm of chromosome 6 where the aCGH experiment fails to
detect a translocation because there is no change in copy number.
To more accurately compare the aCGH experiment to the Ruler Array experiment, we
re-ran the analysis using only array probes with a unique genomic location; this excludes
probes that map to TY or other repetitive elements. By only including unique probes, we
now know the location of any change that the aCGH experiment detects. On this input, the
same HMM analysis produced only 18 calls and found 6 of the 35 “must find” events.
12.3 Comparison to Sequencing Methods
Given the history of paired-end, long read sequencing as the gold standard for detecting
changes between nucleic acid sequences, we wanted to compare the Ruler Array to both
traditional long read sequencing and to a newer short read technique.
A key parameter of this comparison is the amount of data available for each technique-
114
EcoRI
1.0
2.0
10
56
324
1848
10532
59999
Sigma vs S288C CGH
Sigmav6Hits
YFL050C, ALR2
1.0
2.0
4.0
8.0
16.0
10
58
345
2027
11914
70000
S288C vs Sigma Ruler
chr6 x 1,000
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
Figure 12-1: While the Ruler Array data (top track) over the left arm of chromosome 6 clearly
shows the location of the translocation between chromosomes 6 and ten in Σ1278b (at 30kb,
marked with a black arrow), the aCGH data in the bottom track shows no difference. In
the aCGH plot, the FY4 intensities are green and the Σ1278b intensities are red; the ratio is
shown in blue. Both methods clearly show a deletion in Σ1278b at the left edge of the plot.
115
1.0
2.0
10
707
CGH Sigma (red) vs S288C (green)
YHR032W/Dubious:CDS
YHR032C−A/Dubious:CDS YHR035W/Dubious:CDS
sgdOther
YHR031C, RRM3 YHR032W YHR033W YHR035W
chr8 x 1,000
170 171 172 173 174 175 176 177 178 179 180
1.02.0
4.0
8.0
16.0
10
836
70000
Ruler S288C (red) vs Sigma (green)
EcoRI
Figure 12-2: The Ruler Array (data in top track) successfully detects the insertion of roughly
100bp on chromosome eight while the unique probes in the aCGH data show no difference.
the number of replicates of the Ruler Array, the number of paired-end long reads, and the
number of lanes of and number of short reads. We performed our comparison using
• the same single replicate of the Ruler Array as was used previously
• the S288C reference assembly from the Stanford Genome Database, retrieved in Octo-
ber 2006.
• 114,528 long reads (average length 909bp) from Σ1278b assembled with the Arachne
assembler and manually curated to include information from chromoblots and other
experiments. The reads assembled into 358 contigs, 49 scaffolds, and eventually 16
chromosomes.
• three lanes of Solexa 25bp reads from Σ1278b for a total of 20.4 million 36bp reads
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Figure 12-3: The Ruler Array (data in top track) successfully detects the insertion of a TY
element on chromosome eleven while the unique probes in the aCGH data show no difference.
While the CGH data does show a difference in ratio over repetitive elements such as the TY
family, it cannot localize the changes to particular insertion sites such as this one.
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Figure 12-4: Both the Ruler Array and aCGH correctly detect the deletion of parts of the
right arm of chromosome sixteen in Σ1278b (note that the channels are reversed between
the two experiments). The low intensities and low ratio make the deleted regions obvious in
both experiments.
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12.3.1 Long Read Assembly
The paired read assembly started with 114,528 reads providing 7.3X coverage. The paired
reads allowed the 358 contigs to be grouped into 49 scaffolds by the Arachne assembler[3].
Each inter-contig gap represents a region of unknown length and unknown sequence. The
scaffolds were manually curated using chromoblot information, synteny with S288C, and
other techniques to produce 16 chromosomes; in some cases, scaffolds were broken and
rejoined.
An alignment of the original 49 scaffolds to S288C using the Fast Statistical Alignment
program (FSA) produced a list of 2132 indels of more than 50bp and 1685 of more than
100bp[5]. The 50bp list would have missed between six of the 35 “must find” indels and the
100bp list would have missed ten. These false negatives typically occur because of assembly
errors (three Arachne mis-assembled three scaffolds that needed to be broken by hand) or
alignment difficulties around repetitive sequences.
Aligning the curated assembly tends to predict indels at all contig boundaries because
the assembly uses a default size of 100bp of N’s to fill gaps between contigs. In general,
the actual amount of missing sequence will not be 100bp, resulting in an indel when the
Σ1278b sequence is aligned to S288C. We selected 106 indels predicted by alignment of the
curated Σ1278b genome against S288C to be more than 50bp for PCR validation. Of the
106 indels tested, only 35 (33%) produced a change in PCR product size that was visible
on an agarose gel (i.e. a change of roughly 10bp or more). The subset of these 35 changes
that were more than 100bp form the core of the “must find” set of indels used in chapter 10
(those determined to be less than 100bp were included in the “can find” set rather than the
“must find” set).
The results from examining both the initial assembly and the curated assembly demon-
strate that indel detection from sequencing is not a push-button operation. Assemblers make
mistakes, even with large amounts of high quality input. Furthermore, alignment results can
be confusing or wrong around repetitive elements, especially when the divergence between
elements within a genome is similar to the divergence between genomes or even to the error
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rate of the sequencing process. Given these difficulties, the Ruler Array offers an independent
method to asses the physical distances between genomic locations and can be used effectively
in concert with a draft genome assembly to produce a finished, curated assembly.
12.3.2 Short Read Assembly
The short read assembly combined 20.4 million 36bp reads from a Solexa machine (265
million base pairs of sequence for an expected 22X coverage) into an 11.3Mb assembly. We
used Velvet[56] to assemble the reads and filtered the output to include only contigs with
5X coverage and a minimum length of 100bp, leaving 5419 contigs.
We mapped the contigs to the S288C reference genome with Blat[25] and then produced
detailed alignments with FSA[5] to produce a list of 24680 indels of more than 50bp and
21424 indels of more than 100bp. Either indel list represents an unreasonable number of
candidate changes to confirm with PCR and a false-positive rate of roughly 90% if the set
of changes predicted by the long read assembly is complete.
Since FSA produces an unreasonably large number of indel calls, we used the indels as
predicted by BLAT for the remainder of this comparison. We included indels predicted by
the best alignment of the short read contig to the S288C reference sequence. Fifty-six of
the 75 indels called by the short read assembly agree with the long read assembly for a
true positive rate of 75%. Fourteen calls were clearly wrong and five could not be evaluated
because of problems with the long read assembly or because highly repetitive sequence made
it too hard to determine whether the short read assembly was accurate.
To determine whether the short read assembly can detect changes in TY presence or
location, we determined whether any contigs spanned the location of a TY insertion (a TY
present in S288C but not in Σ1278b) or included both unique sequence and a TY that was
present in Σ1278b but not in S288C (the TY must include the TY itself and not just the
surrounding LTRs). Using this method, the short read assembly detected three of the 30
TYs present in S288C but not in Σ1278b and one of the 25 present in Σ1278b but not in
S288C.
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Coordinates Description
1:198200-203000 4kb deletion in sigma
2:644926-644926 TY insertion in sigma
2:428094-429944 1kb deletion in sigma
2:801000-805000 MAL32 duplication. 3kb or so added in sigma
4:523000-527000 (several small indels) 500bp gone in sigma
4:957500-958000 100bp deletion in sigma
5:207100-207400 100bp insertion in sigma
11:513003-513603 TY insertion in sigma
14:429700-430000 100bp insertion in sigma
16:928300-931300 3kb deletion in sigma
16:932800-941700 9kb deletion in sigma
14:777000-779000 2kb deletion in sigma
10:21000-24500 3kb deletion in sigma
9:434645-436741 2.5kb deletion in sigma
4:462154-462154 1kb insertion in sigma
8:175482-175482 100bp insertion in sigma
9:349999-349999 100bp deletion in sigma
14:34470-34470 200bp deletion in sigma
15:30388-30388 400bp insertion in sigma
Table 12.1: Indels not found by comparing the short read assembly to the S288C reference
sequence.
Only 16 of the 35 indels used to evaluate the Ruler Array were found when we used the
same assembly and method to determine a list of indels of more than 50bp. Table 12.1 lists
the confirmed indels not found by the short read assembly.
The short read assembly suffers from two key weaknesses compared to the long read
assembly. First, the short reads cannot span most repetitive elements (e.g. TY, Σ, or ∆
elements) so this assembly relies on SNPs to differentiate instances of these elements from
each other. Second, the lack of paired reads makes assembly across larger distances extremely
difficult since any repetitive sequence may prevent the assembler from joining two small
contigs. While continued technology improvement will increase read length, read count, and
offer paired reads, assemblies and alignments will continue to suffer from inherent difficulties
at repetitive elements and other non-unique sequences. The Ruler Array will continue to
offer a second opinion at these loci.
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12.4 Evaluation Summary
The technical evaluation, biological use cases, and comparisons to other indel detection tech-
nologies show that the Ruler Array offers and effective new technique to screen for genomic
changes. While aCGH excels at detecting copy number variation in some circumstances, it
can easily miss changes involving novel sequence or changes in repetitive sequences. TIP-Chip
accurately assays for transposon positions but is blind to all other types of changes. Finally,
sequencing techniques promise to detect all changes but encounter difficulties at repetitive
sequences; furthermore, producing a high quality genome assembly that accurately predicts
indels requires substantial manual effort, even for the relatively small yeast genome.
The Ruler Array expands the toolkit for screening for insertions and deletions. We have
shown that a single experiment finds over 80% of the changes in our test set as well as nearly
200 other changes of varying size. The Ruler Array works on all types of changes, unlike
aCGH and TIP-Chip, and does not depend on the sequence being measured, allowing it to
work across the repetitive sequences that can trip up assemblies.
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Chapter 13
Extensions of the Ruler Array
Technique
We have developed several extensions to the Ruler Array technique to take advantage of
high-throughput short-read sequencing machines.
13.1 Ruler Seq
Ruler Seq generates material in the same way as does the Ruler Array but end-sequences
the fragments rather than hybridizing them to an array. Figure 13-1 shows the steps in the
protocol.
The Ruler Seq experimental results can be analyzed by generating synthetic array inten-
sities or through assembly. In the synthetic intensities method, each read is extended back
to the restriction site; probe intensities count the number reads extended underneath some
point, as shown in figure 13-2.
We have run the linefitting analysis on the virtual array intensities produced by two
lanes of Solexa short read sequencing (read length 36bp, one lane per strain). This method
produced 23 false negatives, over twice as many as the array method but similar to the
synthetic diploid. Unlike the synthetic diploid, however, the Ruler Seq results produced
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Figure 13-1: The Ruler Seq protocol generates fragments in the same way as the Ruler Array
Protocol. However, instead of labeling the fragments with fluorescent dyes, the Ruler Seq
protocol ligates adapters to both ends of the fragment and then sequences from the 3’ end.
Mapping the read sequences to the genome produces the location and strand of the read.
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read
EcoRI  site
read extension virtual intensity
Figure 13-2: Mapping the Ruler Seq reads to the genome produces stranded locations. After
each read is extended back to the restriction site from which its fragment came, the number
of reads crossing any point is the virtual intensity at that point. While one could generate
an intensity at every base pair, those intensities would be repetitive. Instead, we generate a
virtual intensity measurement at every position to which one or more reads align.
nearly 900 false positives.
A more sophisticated analysis of Ruler Seq data combines the virtual array intensities
with an assembly of the read sequences. Short read sequences provide excellent coverage
of small indels and SNPs that the Ruler Array might miss. The read assembly should also
confirm many larger indels either by providing the full sequence of the change (if the change
is near a restriction site) or hopefully including one or more reads on the edge of the change
(if the read is farther from the restriction site) that would confirm the change’s presence.
While the Ruler Seq technique offers several advantages over the Ruler Array protocol
because of the sequence information returned, we do not expect it to perform well in large
genomes. To produce meaningful virtual intensities or to enable a useful assembly, the
sequencing runs should produce thousands of reads per interval. In a yeast-sized genome
with about 8000 intervals, a single Solexa lane can satisfy this requirement. However, dozens
of lanes would be necessary to adequately cover a mammalian genome.
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13.2 Targeted Assembly
A potential application of the Ruler Seq protocol that we have not explored allows genomic
sequencing of the subset of a genome near the restriction sites. Instead of Whole Genome
Shotgun sequencing, one might run one or more lanes of Ruler Seq with one restriction
enzyme and assemble the resulting reads. The expected distribution of reads from the Ruler
protocol ensures excellent coverage around the restriction sites. One would then use a second,
complementary enzyme to generate a second set of contigs. By using two (or more enzymes),
one can target the coverage of each sequencing run to the parts of the genome that need it
most.
13.3 TIP-Seq
Previous work by Wheelan[53] and Gabriel[17] developed techniques to profile the insertion
sites of transposable elements using a microarray readout. These techniques, known as
TIP-Chip, employ a primer designed against the transposable element of interest and some
biochemical trickery to PCR amplify and label the region around the primer’s annealing site
(and therefore around the transposable element). This illuminates the corresponding probes
on the microarray to make the locations of the transposable element clear.
As is the case with other microarray techniques, TIP-Chip may not scale well to larger
genomes due to the large number of arrays required to tile a full genome. One might address
this limitation by using short-read sequencing (e.g. Solexa) for the readout. The TIP-Seq
protocol uses a biotinylated primer designed against the element of interest. After performing
linear extensions against genomic DNA, the template is purified away by extracting the
product with streptavidin beads. The material on the beads can then be amplified and
sequenced. The analysis would detect a transposon insertion by the presence of several
reads mapping to nearby genomic locations.
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Chapter 14
Future Work
Our work so far on the Ruler Array demonstrates its ability to detect insertions and deletions
between two strains of yeast and suggests several areas for future technical development and
uses for the technique.
14.1 Polymerase Characterization
Our Ruler Array experiments have determined that two polymerases, ExTaq and Vent Exo-
produce high quality data. However, we suspect that other enzymes will work well and that
some might work better in some circumstances by, for example, producing longer fragments
in cases where one wants to use a smaller set of restriction sites. One might also choose a
polymerase that exhibits less sensitivity to sequence features such as AT repeats when one
is only interested in larger indels.
Further work might characterize a polymerase’s probability of terminating as a function
of total bases incorporated as well as the current nucleotide, dinucleotide, or other sequence
feature. Such a model would permit intensity normalization based on the reference sequence
and lead to more accurate line fitting.
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14.2 Labeling Sites
Instead of relying on restriction sites to define the initiation points for the labeling reactions,
one might want to choose arbitrary sequences to achieve better coverage. One approach
would use short sequences (e.g. a fixed hexamer or octamer) to produce a reasonable num-
ber of sites; another approach would use a large number of long primers, perhaps oligos
sheared off a microarray, to achieve near-optimal coverage. Either case requires re-optimizing
the conditions for the extension reaction. Short primers and a low temperature extension
might require a different polymerase and a different noise model to account for the higher
probability of spurious initiation.
14.3 Screening Closely Related Strains for Indels
Several recent studies have grown yeast under a particular stress condition for hundreds of
generations, tested the resulting strains for enhanced growth under that condition, and then
screened for genotypic changes to explain the fitness phenotype[19, 51, 41, 47]. As the Ruler
Array can detect transposable element changes, gene family copy number changes, certain
repeat length changes, and other length polymorphisms, one could easily imagine screening
the evolved strains from these experiments with the Ruler Array, perhaps in addition to the
aCGH, SNP arrays, and low coverage sequencing that previous studies employed.
14.4 Checking Genome Assemblies
While we have offered a comparison of Ruler Arrays to two sequencing techniques, we see the
technologies as complementary. We expect that a key use for Ruler Arrays will be to support
and proofread assemblies of novel genomes. We expect that the sequencing and assembly of
the Σ1278b genome will be a common case; sequencing closely related species allows studies
to link phenotype and genotype since the number of genomic changes is relatively small.
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14.5 Biological Significance of Repeat Length Changes
Previous studies have looked at repeat length changes as drivers of pathogen evolution to
avoid immune response and other evolutionary functions by altering the coding sequence of
cell surface genes[33]. The A, AT, and ATT repeat length changes discussed in chapter 11
tend to occur in intergenic regions and generally at transcription stop sites. Given that
the different repeat lengths caused different effects on the polymerase in our Ruler Array
experiments, we wonder whether the repeat length changes also indicate some difference in
the transcriptional boundaries, levels, or regulation between S288C and Σ1278b.
14.6 Ruler Arrays Expand Toolset for Discovering Ge-
nomic Differences
Ruler Arrays expand the researcher’s ability to detect insertions and deletions at their ge-
nomic locus and will lead to a greater understanding of the relationship between genotype
and phenotype. By itself, the Ruler Array certainly does not solve all problems in the search
for genomic changes. Rather, the Ruler Array expands the arsenal of high throughput tech-
niques to detect changes. Since past studies have been limited to evaluating the changes
they could discover- aCGH (detection of copy number variation but not the locus of inser-
tions), SNPs technologies (SNPs can be discovered by low coverage sequencing and assayed
by microarray, and TIP-Chip (transposon changes)- most understanding of genomic changes
centers on SNPs and copy number variation.
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Appendix A
Ruler Array Laboratory Protocol for
S. cerevisiae
A.1 Growing Cells
Grow one liter of yeast to an OD600 of roughly 1.0. This will give roughly 3 × 1010 yeast
cells. If you are worried that OD600 is not an accurate measurement of cell density you can
count colonies to determine actual number of yeast cells. Pellet yeast cells and store at -80
until you are ready to isolate the DNA.
A.2 DNA Extraction
Once you are ready to isolate DNA thaw cell pellets at RT. Resuspend 3 × 1010 cells in
12ml TE. Pellet for 5 minutes at 3000RPM 4 degrees. Remove supernatant. The rest of
the DNA prep is a variation of Qiagen 250 DNA prep kit. I have found that the amount of
time necessary to fracture the cell walls of S. cerevisiae can vary quite a bit. I have done
everything from just letting incubate with lyticase for 30 minutes at 30 degrees, For other
strains I have let sit for 2hours and include some time shaking to achieve more lysis. The
next step after this in the Qiagen protocol can also be modified by letting it go for longer
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than the minimum 30 minutes that they recommend. These are both protocol changes that
are discussed in the Qiagen book. After these steps proceed with the Qiagen instructions
for column purification, although the columns can run very slow this is fine. I have left the
columns to run over a number of days. I have found that when I try to force out the DNA
using air pressure I tend to get less DNA recovered.
A.3 Digestion
Once DNA has been purified from the Qiagen column I digest the DNA with an endonuclease.
For purposes of trouble shooting I have been using EcoRI. Protocol for this is as follows:
1. Bring each 20ug sample of DNA to a volume of 230uL, add 23ul Buffer 3, and 10 ul
EcoRI.
2. Put at 37-36 C for 2-3 hours.
3. Add 5ul Calf Intestinal Phosphatase leave for 1 hour, CIP works well in buffer 3.
4. At this point the DNA can be frozen over night or you can begin the next steps.
Phenol Extraction and Ethanol Precipitation of DNA:
1. Add 1 vol Phenol, recover aqueous top layer
2. Add 1 vol Phenol Chloroform, recover aqueous top layer
3. Ethanol Precipitate by adding 1/10 volume NaoAC (roughly 26ul) and 2.5 volumes
Ethanol (roughly 700ul)
4. Let sit for 30 minutes at -80 or ON at -20
5. Centrifuge max speed for 30 min
6. Pipette off supernatant
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7. Wash with 800uL -20C 70% ethanol
8. Let pellet dry
9. Resuspend in 135ul H2O ( should be enough DNA that Glycogen is not needed as a
carrier)
A.4 Ligation of Biotin Linker to Digested DNA
A.4.1 Making Biotin Linker
Tris pH 7.9 (1M) 250uL
Oligo1 (40 uM stock) 375uL
Oligo2 (40 uM stock) 375uL
Heat at 95C for 5 min then at 70C and let the heat block cool to room temp gradually,
I just turn off the heat block and let it sit 4 C overnight.
Aliquot into 40uL aliquots so I do not need to thaw and freeze the stock repeatedly.
A.4.2 Ligation
• 135uL digested DNA
• 20uL T4 DNA Ligase Buffer (make sure the ATP is dissolved)
• 40uL Biotin Linker from above
• 5uL T4 DNA ligase
Let sit overnight at 14 C
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A.4.3 Cleanup and Binding to Beads
• Aliquot 30uL Magnetic bead slurry to eppendorf tube and wash 2x w/ binding buffer
• Resuspend the beads in 200uL binding solution
• Add this 200uL to the ligation reaction
• Shake at RT for 3.5 hours
• Wash beads 2x w/ wash buffer and 2x w/ H20
• Resuspend Beads in 75 uL H2O
A.5 Polymerase Extensions
There are four variations: the basic reaction uses Cy3 and Cy5 with ExTaq. You can also
do aminoallyl-dUTP or ULS labeling or use Vent Exo- as the polymerase.
A.5.1 Cy3/Cy5 and ExTaq
• 10uL ExTaq 10x Buffer
• 6uL dNTPs 2.5 mM each
• 2uL Ex Taq
• 4uL Primer (40uM)
• 75uL H20 and beads
• 3uL Cy 3 or Cy 5
A.5.2 ULS
Don’t use the labeled nucleotides. Instead, use 10uL (2.5mM) of each dNTP.
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A.5.3 Aminoallyl-dUTP
• 10uL ExTaq 10x Buffer
• 10uL dNTPs 2.5mM each
• 2uL ExTaq
• 4uL Primer (40uM)
• 15uL Amine modified dUTP
• 60uL H2O and Beads
A.5.4 Vent Exo-
Swap ExTaq buffer w/ Thermo Pol buffer and Vent exo- for ExTaq.
A.5.5 Extensions
Polymerase Program:
1. 1: 94 C for 2 min
2. 2: 94 C for 1 min
3. 3: 62 C for 30 sec (this will change depending upon the linker you are using)
4. 4: 72 C for 2 min
5. 5: Go to 2 39 times
6. 6: 74 C for 5:00
7. 7: 4 C overnight
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A.5.6 Isolating DNA
From any of the polymerase reactions:
• Place eppendorf tube on magnetic rack
• Pipette off supernatant leaving beads
• Purify supernatant using Qiagen spin column
• If the length of the fragments is fine then you can elute in 40ul component C
A.5.7 ULS Labeling
Purify DNA with qiagen column eluting in component C. Heat DNA to 95 C for 5 minutes
then put on ice for 5 minutes to ensure ssDNA. Incubate DNA with Dye for 20 minutes at
80 degrees C. Purify excess dye and labeling reagents away using qiagen column purification
eluting in H20.
A.5.8 Aminoallyl Labeling
Ethanol precipitate DNA and resuspend in 5ul H20. Add 2uL labeling buffer (25 mg/ml Na
Bicarbonate) Add amine modified DNA to the reactive dye and leave at room temperature 1
hour. Purify excess dye and labeling reagents away using qiagen column purification eluting
in H20.
A.6 Hybridization
Use equamolar amounts of dye in each channel. For Agilent 244k arrays, we typically use
80-100pmol per channel. Incubate array spinning at 65C for 40 hours and wash.
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