It is often not possible to construct a probability density function that describes the data. This can happen if there is no analytic description, and the number of parameters is too large so that it is impossible to simulate and tabulate all combinations. In these situations it is still interesting to rank simulation sets performed with different parameters in how well they compare to data. We propose a solution that appears to be better suited to this task than some of the obvious alternatives.
Introduction
It is often the case that the mean rate of counts in a bin is not known exactly but rather approximated with simulation. The simulation can be repeated many times, obtaining a total number of counts of s in n s trials, and the expected rate of counts is often approximated as µ = s/n s . For the sake of generality let's assume that we repeat the experiment n d times and collect a total of d counts. In order to fit for some unknown property of the experiment one often maximizes the likelihood, and for convenience that is usually done by minimizing the minus log likelihood, − ln L. The minus log likelihood based on the Poisson probability of our observation is given by
Unfortunately this expression is only an approximation as the quantity µ is not known precisely but was calculated from simulation and is known within statistical uncertainties corresponding to the total number of simulated counts s in our bin.
When the counts s in simulation and d in data are large, one minimizes the χ 2 :
where the total uncertainty in the denominator is computed as the square root of the sum of squares of the mutually independent statistical uncertainties of s/n s and d/n d . One may approach this problem from the Bayesian point of view: the counts in simulation are distributed with a Poisson probability around some unknown value of the true rate µ, so we convolve that probability (treating it as the likelihood) with the probability to observe the d counts in data, and with some prior (taken as µ z in the following expression):
− s ln n s n s + n d + (z + 1) ln(n s + n d ).
For our example of section 9 we chose z = −1, corresponding to a non-normalizable prior of µ −1 . In the next section we introduce a possible new treatment that considers statistical uncertainties in both data and simulation, and appears to perform better than the alternatives listed above, as demonstrated later in section 9.
Likelihood description with statistical uncertainties only
Consider a repeatable experiment that is performed n d times to collect a total of d counts with a per-event expectation of µ d (we call a single instance of this experiment an "event"). We predict the result of the experiment with the simulation, which collects s counts in n s simulated events and a per-event expectation of µ s .
Given that the total count in the combined set of simulation and data is s + d, the conditional probability distribution function of observing s simulation and d data counts is
An obvious constraint that is implied here is n s µ s +n d µ d = s+d, which can be derived from the normalization requirement
If the data and simulation are completely unrelated the best possible estimates of µ s and µ d are determined by maximization of the probability function given above with the constraint n s µ s + n d µ d = s + d, which results in the estimates
Now, the alternative hypothesis that we could try to verify is that data and simulation counts are described by the same process, i.e., come with the same mean µ = µ s = µ d . This identity together with the constraint n s µ s + n d µ d = s + d uniquely determines the values of
We can now compare the probabilities of the two of the above hypotheses by forming a likelihood ratio
This is the expression that we propose for comparison of different simulation sets with data. The denominator effectively factors out the dependence of the probability P on the number of "states" (i.e., possible values of s) around the most likely value of s. (This dependence comes in because of the normalization condition: the sum of P over all states should be 1, which means that the value of P for the most likely values of s is lower for larger s + d.) The expression above can also be derived starting with the Poisson probability
Generalization to many bins
If there are several bins {i} in which simulation and data counts are compared, the conditional probability can be written as
Here we use notations
Taking the negative logarithm, losing constant terms, and introducing a Lagrange multiplier term for this constraint (with a new unknown ζ), this becomes:
Plugging this back into the constraint equation (which we also get back by setting ∂F/∂ζ = 0), we get
If data and simulation come from the same distribution we require µ i = µ i s = µ i d , and minimize against µ i :
.
Once again, plugging this back into the constraint relation we get
Thus, the expressions derived in the previous section for 1-bin situation are valid per-bin when there are more than one bin, and we get back the likelihood ratio formula
We compare the performance of reconstruction using this formula with the other approaches listed in the introduction in section 9.
Likelihood description: adding model errors
The error in describing data with simulation (i.e., describing µ d with µ s ) is often non-zero. In such a case one may quantify the amount of disagreement between data and simulation with a χ 2 :
Instead of setting µ s = µ d as in the previous sections we assume that a difference between µ s and µ d can exist due to this systematic error and is modeled with a likelihood penalty term
The likelihood ratio is therefore determined as
where the µ s and µ d are determined by maximizing
with the constraint n s µ s + n d µ d = s + d. Taking the negative logarithm, losing constant terms, and introducing a Lagrange multiplier term for this constraint (with a new unknown ζ), this becomes:
The function F (µ s , µ d ) can be easily minimized against µ s and µ d , yielding estimates of these quantities. To demonstrate this, first the derivatives of F are calculated and set to 0:
The sum of these, ζ · (µ s n s + µ d n d ) = s + d, results in the value for ζ = 1. The derivative of F with respect to ζ gives back the constraint n s µ s + n d µ d = s + d, which yields an expression of µ d as a function of µ s . Plugging it into the first of the above two equations one gets
This equation can be solved with a few iterations of the Newton's root finding method starting with a solution to
At each iteration the value of µ s is adjusted by −f /f ′ , where the derivative is evaluated as
Once the likelihood function is solved for the best values of µ s and µ d , these can be plugged into the likelihood ratio given above. One can now write the likelihood ratio as a sum over all bins:
This is an improved expression compared to the one used in [3] , and has been applied in an updated analysis of [4] . The probability P (same process) can also be thought of as a convolution of the binomial probability part of the expression with the penalty term. Solving the convolution integral approximately with the Laplace's method results (up to a constant term) in an expression for P (same process) given above.
Likelihood description of data with weighted simulation
One can apply the method for calculating the likelihood ratio of the previous section to a situation that is common when the number of data counts d k in bin k measured during time t d is fitted with a number of simulation counts s ki , each representing a possibly different (for weighted simulation) time t ki (usually related to the event weight w ki as w ki · t ki = t d ). Although we can assume that all s ki = 1 without the loss of generality, we continue with the notation s ki . The combined number of events in data and simulation is then S + D, where
The expression for the conditional probability is now
The probability sum of 1 necessitates the constraint
Taking the negative logarithm of P , losing constant terms, and introducing a Lagrange multiplier term for this constraint (with a new unknown ζ), we get:
If data and simulation are independent, this expression can be minimized for each µ
If data and simulation come from the same distribution we require µ k d = i µ ki s for each k. These conditions can be introduced into the above expression for F as additional terms (with new unknowns ξ k ):
Derivatives with respect to ζ and ξ k give back the constraint equations. The other derivatives are:
Multiplying the first equation by µ ki s , the second by µ k d , and summing them together, we get
Therefore ζ = 1. To find ξ we substitute the expressions for µ 
Therefore, the likelihood ratio is
The equation for ξ k is similar to equation 15 of [1] . As suggested there, we solve them for each k by Newton's method starting with ξ k = 0, ensuring that − min {s ki >0} (t ki ) < ξ k ≤ t d :
The particular form of function f k above (inverted compared to the original equation for ξ k ) was chosen to linearize the problem in simple cases (e.g., all simulated events having the same weight). After the first iteration (starting with ξ k = 0) we get
Here m k is the total simulation in bin k evaluated for time t d (i.e., is a prediction of data in bin k); ε k is a statistical uncertainty of the value m k . If m k and d k are not too far from each other, and the statistical uncertainty of the simulation is much smaller than that of data, i.e.,
This holds in the limit of infinite simulation statistics, when all t ki → ∞, and thus, w ki → 0. Continuing with this approximation, P (same process) P (independent processes) =
Up to a constant term this is a product of the usual expressions for the Poisson likelihood,
However, the expression above is also precisely identical to the product of ratios p(m; d)/p(d; d), where m = d in the denominator is the value at which the Poisson likelihood p(m; d) achieves its maximum. We would like to emphasize that using the usual Poisson expression for the likelihood fit of data to simulation is, strictly speaking, only correct in the limit of counts of the simulation being infinite in all of the bins used in the likelihood fit, and all of the simulation event weights being infinitesimally small. An uneven distribution of simulation counts in bins (e.g., energy bins) may create a bias in the resulting fit (i.e., bias in energy). In this section we advocate using the exact expression for the likelihood ratio given above. We are aware of several recent works (e.g., [6] ) trying the new expression and finding that it works better than the usual Poisson likelihood.
Likelihood description with weighted simulation and model errors
To simplify the following expressions we introduce notations µ
So, if the data and simulation come from the similar distributions, discrepancies being described by the above penalty term, the expression for F is:
The derivatives with respect to the unknown µ 
As in section 5 we prove that ζ = 1 by multiplying these equations by µ 
If we find ξ k we could determine all of µ 
Similar to section 5, this equation can be solved with Newton's method starting with ξ k = 1. We can now write the likelihood ratio as
To find optimal parameters of the simulation one typically maximizes this by minimizing the minus log likelihood: Figure 1 : Dependence of the one-term likelihood on the simulation weight. The data and simulation are both set to 1 count, so the minimum is at w = 1, as expected. Without noise the likelihood expressions of both sections 5 (σ = 0) and 6 (σ = 1) diverge at 0 (i.e., at large negative values of log 10 w). Adding noise (with rate η = 10 −3 ) results in a finite value at 0 for both likelihood expressions. Also note that the curves with σ = 1 have wider minima, as expected.
We note that the derivatives of this expression with respect to parameters t ki are equal to the partial derivatives of this expression with respect to parameters t ki , since the rest has terms proportional to the derivatives with respect to µ ki s and µ k d , which were set to 0 by the above effort. This could be useful when searching for the optimal values of t ki themselves.
Adding noise
The likelihood expressions of the previous two sections can only be computed when all bins that have data counts contain at least one or more simulated counts. If there are bins with data but no simulation there must have been some effect that was not simulated, or the amount of simulation was insufficient. In such cases the likelihood calculation is impossible unless one excludes these bins from the consideration. For a meaningful comparison of likelihood ratio values computed for different simulation sets all bins that have no simulated counts in at least one of the simulated sets must be excluded from all likelihood evaluations.
It is sometimes desired to not simulate a simple effect of a known rate η k (i.e., noise) but rather directly introduce η k into the likelihood calculation. This would coincidentally solve the problem with bins that have no simulated counts described in the preceding paragraph. The constraint for rates of section 5 is modified as i µ ki s + η k = µ k d , and the penalty term of section 6 is modified via a new expression for ξ k :
When the value η k of noise rate is known much better than the σ or the penalty term assumes, the new expression for ξ k may be written as
Although the expression for ζ becomes more complicated, it can be still approximated as 1 in the case of many bins with a comparably large total number of counts S + D. Figure 1 compares the behavior of the likelihood functions (with only one simulation and one data counts) of sections 5 and 6 with and without noise.
Binning
If the data is binned in equal-length consecutive bins one may occasionally benefit from combining the counts in contiguous subsets of bins into larger bins of length L (L is the number of initial-size small bins in the larger bin). The benefit of combining the counts of several bins must be weighted against the possibility of measuring the change in rate between the bins. If the counts are comparable to each other or are very small in the two adjacent bins (i.e., are within the statistical uncertainties), then the rate change across the these bins is consistent with zero, and thus the bins should be combined. This is the principal idea behind the "Bayesian blocks" algorithm of [2] . Below we summarize the algorithm, as it is used in section 9. Note how the probability ratio construction used by this algorithm is quite similar to the probability ratio used in this paper.
The multinomial probability for a particular distribution of counts in bins under consideration is
The first hypothesis is that the counts in these bin are independent from each other. It follows that µ i = d i for all i. The second hypothesis is that the counts in all of the bins under consideration are governed by the process with the same rate µ = µ i for all i. If follows that µ = D/L, where L is the number of bins.
To determine whether the bins should be combined or be considered separately we form the likelihood ratio:
Now we note that this ratio never exceeds 1, as the value of the likelihood maximized with a constraint µ = µ i is necessarily smaller or equal to than the value of the likelihood maximized without any restrictions.
Note that for any permutation of bins i the ratio above does not change. However, with the assumption of the same rate across the bins all (L!) of the permutations are equivalent to merely being different statistical realizations of the same experiment, all leading to the same term i d di i in the denominator. On the other hand there is only one possible realization of the data arrangement that leads to the term (D/L) D in the nominator. We will now make an intuitive conclusion that it is fair to decide whether to combine the bins i into a single large bin with length L based on a comparison of the ratio above with 1/L!. We can generalize this rule for comparing various arrangements of bins k of different sizes L k : we choose the arrangement that leads to the largest sum (taking the log of the probability ratio)
This is different from the consideration given in [2] in the expression for the last term, which in [2] is given by ≈ − ln(8).
This reference also contains a description of the algorithm for the search of the best bin arrangement, which is easy to implement and is very efficient.
To get a little more insight into the expression given above we write it for a number L of bins i each with approximately the same counts
We compare this with the expression for a single large bin of length L:
So, the decision to combine the bins is based on whether
i.e. when the χ 2 (i.e., goodness-of-fit) of description of data with the mean d in the bins is on the order of or smaller than the number of bins (i.e., degrees of freedom of the χ 2 ).
Comparison with other methods
In this section we will compare the performance of parameter reconstruction using the likelihood ratio expression introduced in section 3 and three approaches enumerated in the introduction: Poisson, χ 2 , and Bayesian. We also reconstruct using the "true" Poisson likelihood by calculating the expectation in each bin directly from the probability distribution function data simulation (PDF). We take the distribution of counts following the following PDF: exp(−x/µ)/µ with µ 0 = 5. The sets are drawn with the mean total number of counts per set of 10. This "experiment" is performed n d = 1, 10, 100, or 1000 times, and each simulation is performed n s = 1, 10, 100, 1000 times. The data and simulation are optionally rebinned according to the method described in section 8. We investigated the binning strategy optimized for combined counts of data and simulation, which often gave the best result, and compared it to the binning optimized for counts of just data, which is often almost as good but more practical (as it is only done once per data sample). The reconstruction of the value of parameter µ is performed by simulating at points randomly and log-uniformly sampled in the range µ 0 /5 to 2µ 0 and comparing resulting likelihood ratio values. A typical result of such sampling procedure is shown in Figure 2 along with a comparison between a representative data sample and a simulation sample at the best fit point.
We compare our findings in Table 1 . A representative set of distributions of the reconstructed values of µ is shown in Figure 3 for s = 10, and d = 100. The new expression gives the best result (closest to µ 0 = 5 with smallest spread) more often than the other methods, except, of course, the method using the Poisson likelihood with the mean estimated from the analytical expression for the PDF. We also comment that the optimized binning improves the result in most cases.
Conclusion
In this paper we consider a problem of describing data with limited-statistics simulation sets. After a brief review of the usual methods we presented an alternative approach to the likelihood-based comparison of data with multiple simulation sets. In our tests the new approach appears to improve the results of model parameter fits, mainly reducing the bias and uncertainty of the fitted parameters. We remark that depending on the statistics of the data and available simulation, and on the nature of the experiment other approaches may occasionally produce a better result, so we encourage testing them as well, as we did in section 9.
The method of this paper as described in sections 2-4 was developed as part of calibration work reported in [3] , [4] . The extension to weighted simulation described in section 5 was proposed for use in several analyses of IceCube, and was shown to yield slightly better results (e.g., in [6] : better limits, due to narrower distributions of test statistic). The method of section 6 was recently applied to the problem of unfolding energy losses along the muon track in ice with direct resimulation [5] ; the correct account of the model error term is important since the model error was not completely removed by our calibration efforts (see [3] , [4] 4.99 ± 0.06 Table 1 : Values of µ reconstructed by various methods. Intervals are shown with mean and rms of the reconstructed values for 1000 of random data drawings. The result of the first four methods (i.e., except Poisson with true PDF shown in the last column) closest to µ 0 = 5 is shown with bold font. For all five methods intervals that do not enclose the true value of µ 0 = 5 (i.e., those that are significantly biased) are shown with italic font. The column designated with "Full" corresponds to the likelihood description of this paper, section 3.
