A general convergence theorem for the gradient method is proved under hypotheses which are given below. It is then shown that the usual steepest descent and modified steepest descent algorithms converge under the some hypotheses. The modified steepest descent algorithm allows for the possibility of variable stepsize.
For a comparison of our results with results previously obtained, the reader is referred to the discussion at the end of this paper.
Principal conditions* Let / be a real-valued function defined and continuous everywhere on E n (real Euclidean w-space) and bounded below E n . For fixed x 0 e E n define S( 2. The convergence theorem* In the convergence theorem and its corollaries, we will assume that / is a real-valued function defined and continuous everywhere on E n , bounded below on E n , and that Conditions III and IV hold at x 0 .
THEOREM. // 0 < δ g 1/41SΓ, then for any xeS(x 0 ), the set
is a nonempty subset of S(x 0 ) and any sequence {x k }ΐ= 0 such that 3* Discussion* The convergence theorem proves convergence under hypotheses which are more restrictive than those imposed by Curry [1] but less restrictive than those imposed by Goldstein [2]. However, both the algorithms which we have considered would be considerably easier to apply than the algorithm proposed by Curry since his algorithm requires the minimization of a function of one variable at each step. The method of Goldstein requires the assumption that feC 2 on S(x 0 ) and that S(x 0 ) be bounded. It also requires knowledge of a bound for the norm of the Hessian matrix of / on S(x 0 ), but yields an estimate for the ultimate rate of convergence of the gradient method. It should be pointed out that the modified steepest descent algorithm of Corollary 2 allows for the possibility of variable stepsize and does not require knowledge of the value of the Lipschitz constant K.
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