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Abstract—Several important contributions towards sampled-data and
hybrid feedback stabilization have appeared in the literature. The present
work extends recent results by second author concerning sampled-data
feedback stabilization for affine in the control of nonlinear systems
with nonzero drift term, under the presence of a generalized control
Lyapunov function associated with appropriate Lie algebraic hypotheses
concerning the dynamics of the system. The main results of present work,
constitute a generalization of the well-known ”Artstein-Sontag” theorem
on asymptotic stabilization by means of an almost smooth feedback
controller. The analysis is limited to the affine single-input nonlinear
systems with nonzero drift term, however, the results can easily be
extended to the multi-input case. An illustrative example of the derived
results is included.
Index Terms—Lie Algebra, Lyapunov Function, Sampled-Data Feed-
back, Stabilization
I. INTRODUCTION
Within the framework of problems concerning the stabilization
of nonlinear autonomous systems by means of sampled-data and
hybrid feedback control, several important results have appeared in
the literature; see for instance [1], [3] - [7], [9] - [18] and relative
references therein. In the works [21] - [24], various concepts of
sampled-data stabilization are introduced for general systems
x˙ = f(x, u), (x, u) ∈ Rn × Rm , f(0, 0) = 0 (1.1)
and Lyapunov type sufficient conditions are established guaranteeing
Sampled-Data Feedback Semi Global Asymptotic Stabilization (SDF-
SGAS). Especially, for the case of affine in the control systems:
x˙ = F (x, u) := f(x) + ug(x), (x, u) ∈ Rn × R , f (0) = 0 (1.2)
Lie algebraic sufficient conditions are derived in [21], [23] and [24]
for SDF-SGAS. These conditions constitute extensions of the familiar
“Artstein-Sontag” Lyapunov-like sufficient condition for asymptotic
stabilization of systems (1.2) by means of an almost smooth feedback.
(see [2] , [19] and [20]).
In the present paper we extend the main result of [24] by deriving
a general set of sufficient Lie algebraic conditions for SDF-SGAS
for systems (1.2) and the additional possibility of stabilizing (1.2)
by means of a bounded sampled-data feedback. We present below
the concept of SDF-SGAS as introduced in [24]. We assume that
f : Rn × Rm → Rn is Lipschitz continuous and we denote by
pi(·) = pi(·, s, x, u) the trajectory of (1.1) with initial condition
pi(s, s, x, u) = x ∈ Rn corresponding to certain measurable and
locally essentially bounded control u : [s, Tmax) → Rm, where
Tmax = Tmax(s, x, u) is the corresponding maximal existing time
of the trajectory. We say that system (1.1) is Semi-Globally Asymp-
totically Stabilizable by Sampled-Data Feedback (SDF-SGAS), if for
every R > 0 and for any given partition of times T1 := 0 < T2 <
T3 < ... < Tν < ... ,with Tν → ∞ and Tν+1 − Tν , ν = 1, 2, ...
bounded, there exist a neighborhood Ω of zero with B[0, R] :=
{x ∈ Rn : |x| ≤ R} ⊂ Ω; (|x| denotes the usual Euclidean norm
of the vector x ∈ Rn) and a map k : R+ × Ω → Rm such that for
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any x ∈ Ω the map k(·, x) : R+ → Rm is measurable and essentially
bounded and the trajectory pi(·) of the sampled-data closed loop
system p˙i = f(pi, k(t, pi(Ti))), for t ∈ [Ti, Ti+1), i = 1, 2, ... with
initial pi(0) ∈ Ω satisfies the following properties: Stability: For every
ε > 0 there exists δ = δ(ε) > 0 such that |pi(0)| ≤ δ ⇒ |pi(t)| ≤ ε,
for any t ≥ 0 and for any pi(0) ∈ Ω; Attractivity: lim
t→+∞
pi(t) = 0,
for any initial pi(0) ∈ Ω. We say that system (1.2) is bounded
SDF-SGAS (BSDF-SGAS), if it is SDF-SGAS and in addition there
exists a constant C = CΩ > 0 such that the corresponding map
k : R+ × Ω → Rm satisfies : |k(t, x)| ≤ C, ∀x ∈ Ω, t ≥ 0
near zero. The following result constitutes a direct extension of [24,
Proposition 2].
Proposition 1: For the system (1.1) assume that there exists a
positive definite C0 function V : Rn → R+ and a function a ∈ K
(namely, a(·) is continuous and strictly increasing with a(0) = 0
) such that for every σ > 0 and x 6= 0 there exist a constant
ε = ε(x) ∈ (0, σ] and a measurable and locally essentially bounded
control u(·, x) : [0, ε]→ Rm satisfying
V (pi(ε, 0, x, u(·, x))) < V (x); (1.3a)
V (pi(s, 0, x, u(·, x))) ≤ a(V (x)), ∀s ∈ [0, ε] (1.3b)
Then, system (1.1) is SDF-SGAS. If, in addition to (1.3a) and (1.3b)
we assume that for any bounded nonempty neighborhood Ω of zero
0 ∈ Rn there exists a constant C = CΩ > 0 such that the
corresponding value u(·, ·) satisfies
|u(t, x)| ≤ C, ∀x ∈ Ω, t ≥ 0 near zero (1.4)
then system (1.1) is BSDF-SGAS.
The paper is organized as follows : Section II contains the precise
statements of main results (Proposition 2 and 3), Section III contains
the proofs of our results and in Section IV an illustrative example is
examined.
We require some standard notations and definitions. For any pair
of C1 mappings X : Rn → Rk, Y : Rk → Rl we adopt the
notation XY := (DY )X , with DY being the derivative of Y .
By [·, ·] we denote the Lie bracket operator, namely, [X,Y ] =
XY − Y X for any pair of C1 mappings X,Y : Rn → Rn.
By Lie {f, g} we denote the Lie Algebra generated by {f, g}.
We also require some elementary concepts concerning the order
of a vector field ∆ ∈ Lie {f, g}: Let L1 := span {f, g} and
Li+1 := span {[X,Y ], X ∈ Li, Y ∈ L1}, i = 1, 2, .... Then, for
any nonzero ∆ ∈ Lie {f, g} define: order{f,g}∆ := 1 if ∆ ∈
L1 \ {0} and order{f,g}∆ := k > 1 if ∆ = ∆1 + ∆2 with ∆1 ∈
Lk \ {0} and ∆2 ∈ span
{⋃i=k−1
i=1 Li
}
. For simplicity, we adopt
the notation order∆ = order{f,g}∆. Finally, we use the notation
order{g}∆ = l, l ∈ N0 for the case where ∆ ∈ Lie {f, g} is
contained to the linear span of all Lie monomials of f and g involving
g exactly l times.
II. MAIN RESULTS
We assume that the dynamics of system (1.2) are smooth
(C∞)(although, our main results can directly be extended for systems
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2under weaker regularity assumptions). In order to present our new
results we first introduce a subalgebra of Lie {f, g}, which plays
the central role in order to provide our Lie-algebraic conditions for
stabilization of (1.2) by means of a sampled- data feedback. Consider
the following vector fields:
λ1,0 := f
λκ,j :=
∑
r1,...,rj∈N0,
r1+...+rj=κ−j−1

[...[[[...[[...[[...[[f, g], f ], ..., f︸ ︷︷ ︸
rj
], g], ...
..., g], f ], ..., f︸ ︷︷ ︸
r2
], g], f ], ..., f︸ ︷︷ ︸
r1
]

κ = 2, 3, ...; j = 1, ..., κ− 1
(2.1)
For instance, according to definition (2.1): λ2,1 = [f, g],
λ3,1 = [[f, g], f ], λ3,2 = [[f, g], g], λ4,1 = [[[f, g], f ], f ],
λ4,2 = [[[f, g], f ], g] + [[[f, g], g], f ], λ4,3 = [[[f, g], g], g],
λ5,1 = [[[[f, g], f ], f ], f ], λ5,2 = [[[[f, g], f ], f ], g] +
[[[[f, g], f ], g], f ] + [[[[f, g], g], f ], f ], λ5,3 = [[[[f, g], f ], g], g] +
[[[[f, g], g], f ], g] + [[[[f, g], f ], f ], g], λ5,4 = [[[[f, g], f ], f ], f ] etc.
Define the following subalgebra of Lie {f, g}:
L {f, g} := span {λκ,j , κ = 1, 2, ..., j = 0, ..., κ− 1} (2.2)
Obviously, L {f, g} ⊂ Lie {f, g} and, according to (2.1) and the
notations of previous section, we have orderλκ,j = κ ≥ 1 and
order{g}λκ,j = j ≥ 0. The following result provides Lie algebraic
conditions for SDF-SGAS for systems (1.2) in terms of the elements
of L {f, g} and generalizes Proposition 3 in [24].
Proposition 2: For the system (1.2) assume that there exists a
smooth function V : Rn → R+ being positive definite and proper,
such that for every x 6= 0, either (gV )(x) 6= 0, or one of the
following properties is fulfilled: Either
(gV )(x) = 0⇒ (fV )(x) < 0 (2.3)
or there exists an integer N = N(x) ≥ 1 such that
(gV )(x) = 0
⇒
{
(∆1∆2...∆kV )(x) = 0, k = 1, 2, ...
∀∆1,∆2...,∆k ∈ L{f, g} :
∑k
p=1 order∆p ≤ N
}
(2.4)
and in such a way that one of the following two properties is fulfilled:
Property P1 : (fN+1V )(x) < 0 (2.5)
Property P2 : (fN+1V )(x) ≤ 0 (2.6)
where (f iV )(x) := f(f i−1V )(x), i = 2, 3, ..., (f1V )(x) :=
(fV )(x) and further, one of the following holds:
P2(i): N is a positive integer and there exists an odd integer
j = j(N) ∈ {1, ..., N} such that
(λN+1,jV )(x) 6= 0 (2.7)
where λN+1,i, i ∈ {1, ..., N} are generators of the Lie subalgebra
L{f, g} defined by (2.1) and (2.2), respectively. Moreover, in addition
to (2.4) assume that:
(gV )(x) = 0
⇒

(∆1∆2...∆kV )(x) = 0, k = 1, 2, ...
∀∆1,∆2...,∆k ∈ L{f, g} :∑k
p=1 order∆p = N + 1;
∑k
p=1 order{g}∆p = q
 (2.8a)
for every even positive integer q < j, provided that j > 2. (2.8b)
P2(ii): N is an odd integer N = N(x) > 2 and there exists an
odd integer j = j(N) ∈ {1, ..., N − 2} such that (2.7) holds and
implication (2.8a) is fulfilled for every even positive integer q : j <
q < N .
P2(iii) N is even and
(λN+1,NV )(x) < 0 (2.9)
Then, system (1.2) satisfies conditions (1.3a) and (1.3b) of Proposi-
tion 1, hence, it is SDF-SGAS.
Remark 1: The conditions imposed in Proposition 2 are weaker
than the corresponding assumptions in [24, Proposition 3]. One
difference is that in all assumptions made in the statement of
Proposition 2 the Lie subalgebra L{f, g} is involved, instead of
Lie{f, g} \ {g} considered in [24]. Another essential difference is
the validity of assumption (2.7), instead of the stronger condition
(λN+1,NV )(x) 6= 0, where N = N(x) ≥ 1, imposed in [24].
Remark 2: Condition (2.8) holds, if for instance, the following is
fulfilled: For every x 6= 0 with (gV )(x) = 0 and positive even q < j
it holds: span{(∆1∆2...∆kV )(x), k = 1, 2, ... : ∆1,∆2...,∆k ∈
L{f, g}, with ∑kp=1 order∆p = N + 1; ∑kp=1 order{g}∆p =
q} = span{(∆1∆2...∆kV )(x), k = 1, 2, ... : ∆1,∆2...,∆k ∈
L{f, g}, with ∑kp=1 order∆p ≤ N, ∑kp=1 order{g}∆p = q − 1}.
Indeed, the previous equality in conjunction with (2.4) implies (2.8).
It is worthwhile noticing that the assumption above, is a variant of
the Hermes condition (see [8]), namely, that when q > 0 is even, it
is assumed that for x 6= 0, the span of all Lie monomials of f and g
involving g at most q − 1 times evaluated at x is equal to the span
of the corresponding Lie monomials of f and g involving g at most
q times.
The following result provides Lie algebraic conditions for BSDF-
SGAS for systems (1.2) in terms of the subalgebra L{f, g}.
Proposition 3: For the system (1.2) assume that there exists a
smooth function V : Rn → R+ being positive definite and proper
such that all conditions of Proposition 2 are fulfilled and further we
assume that
• in addition to (2.3), there exists a pair of continuous nonnegative
functions θ : Rn → R+ and ξ : R+ → R+ such that
|(fV )(ω) + θ(ω)| ≤ ξ(|ω|)|(gV )(ω)|, ∀ω ∈ Rn (2.10)
• Property P2(ii) is strengthened by assuming that is fulfilled with
j = N (odd) and in addition that the following implication is
imposed for the specific odd N :
(gV )(x) = 0
⇒

(∆1∆2...∆kV )(x) = 0, k = 1, 2, ...
∀∆1,∆2...,∆k ∈ L{f, g} :∑k
p=1 order∆p = N + 1;∑k
p=1 order{g}∆p ≤ N − 1

(2.11)
• Property P2(iii) is strengthened by assuming that the correspond-
ing even integer N satisfies the additional implication (2.11).
Then, system (1.2) is BSDF-SGAS.
III. PROOF OF MAIN RESULTS
Proof of Proposition 2: We first select a continuous nonnegative
function θ : Rn → R+ and define:
u = u(x) :=
{
−
(
(fV )(x)+θ(x)
((gV )(x))2
+ 1
)
(gV )(x), (gV )(x) 6= 0
0, (gV )(x) = 0 and (fV )(x) < 0
(3.1)
Then, it can easily be established that (3.1) together with (2.3) imply
that for every sufficiently small ε > 0 the corresponding trajectory
of (1.2), with u as defined by (3.1), satisfies:
V (pi(s, 0, x, u)) < V (x), ∀s ∈ (0, ε] (3.2a)
3∀x 6= 0 : such that either (gV )(x) 6= 0
or (gV )(x) = 0 and (fV )(x) < 0
(3.2b)
Assume next that there exists an integer N = N(x) ≥ 1 satisfying
(2.4) together with one of the Properties P1, P2. We apply an
extension of the procedure employed for the proof of [24, Proposition
3]. Define:
X := f + u1g, Y := f + u2g (3.3)
and denote by Xt(z) and Yt(z) the trajectories of the systems x˙ =
X(x) and y˙ = Y (y) respectively, initiated at time t = 0 from some
z ∈ Rn. For every constant ρ > 0 define:
R(t) := (Xρt ◦ Yt) (x), t ≥ 0, R(0) = x (3.4)
m(t) := V (R(t)), t ≥ 0 (3.5)
and denote by m(n)(·), n = 1, 2, ... its n-time derivative. We prove
that for every nonzero x, condition (2.4), together with one of the rest
properties imposed in the statement of Proposition 2, imply existence
of a constant ρ = ρ(x) > 0 and a pair of constant inputs u1 = u1(x)
and u2 = u2(x) such that
m(n)(0) = 0, n = 1, ..., N (3.6)
m(N+1)(0) < 0 (3.7)
In order to establish (3.6) and (3.7), we express the time derivatives
m(n)(·), n = 1, 2, ... of the map m(·) defined by (3.5) in terms of
the elements of the Lie subalgebra L{f, g} defined by (2.1), (2.2).
Indeed, we take into account definitions (3.3)-(3.5) and apply the
Campbell-Baker-Hausdorff formula to the right hand side of (3.4).
Then, as in the proof of [24, Proposition 3], by setting
u2 := −ρu1, ρ > 0 (3.8)
we find:
m(1)(0) = (ρ+ 1)(fV )(x), for n = 1 (3.9a)
m(2)(0) =(ρ+ 1)2(f2V )(x) + u1ρ(ρ+ 1)(λ2,1V )(x),
for n = 2
(3.9b)
m(n)(0) = (ρ+ 1)n(fnV )(x)
+
n−2∑
i=1
ui1
(
Πn,i(ρ;x) + ρ
n−1(ρ+ 1)(λn,iV )(x)
)
+ un−11 ρ
n−1(ρ+ 1)(λn,n−1V )(x), for n = 3, 4, ...
(3.9c)
where each map Πn,i(ρ;x) for n ≥ 3 and i = 1, ..., n−2, appearing
on the right hand side of (3.9c), satisfies the following properties:
I.It is exclusively dependent on ρ ∈ R and x ∈ Rn, thus, it is
independent of u.
II.For each fixed x ∈ Rn the map Πn,i(ρ;x) is a nonzero polynomial
with respect to ρ in such a way that
degΠn,i(·;x) = n, n ≥ 3, i = 1, ..., n− 2 (3.10a)
Πn,i(ρ;x) and q(ρ) = ρn−1(ρ+ 1), n ≥ 3
are linearly independent
(3.10b)
III.For every ρ ∈ R and x ∈ Rn the following holds:
Πn,i(ρ;x)
∈ span

(∆1∆2...∆kV )(x), k = 1, 2, ...,
∆1,∆2...,∆k ∈ L{f, g} :∑k
p=1 order∆p = n;
∑k
p=1 order{g}∆p = i
 ,
∀i, n ∈ N : n ≥ 3, 1 ≤ i ≤ n− 2
(3.11)
By taking into account definitions (2.1), (2.2), assumption (2.4) and
applying (3.11) with n = N , we find:
ΠN,i(ρ;x) = 0, i = 1, ..., N − 2 for all ρ ∈ R (3.12)
(f iV )(x) = 0, i = 1, ..., N ;
(λN,jV )(x) = 0, j = 1, ..., N − 1
(3.13)
From (3.12), (3.13) and validity of (3.9a), (3.9b), (3.9c) with n = N ,
it follows that (3.6) holds. Next, we establish (3.7). We distinguish
four cases:
CASE 1: Suppose that Property P1 is satisfied, namely, condition
(2.5) holds. Then, by recalling (3.9b) and (3.9c) with n = N+1 and
by setting u1 = 0, u2 = −ρu1 = 0, it follows that the desired (3.7)
holds for every choice of ρ > 0.
CASE 2: Suppose next that both (2.6) and P2(i) hold. Consider first
the case N = 1. We recall assumption (2.7) with j = 1, namely:
(λ2,1V )(x) 6= 0 (3.14)
From (3.9b), (3.14) and validity of (2.6), it follows that for every
ρ > 0 there exists an arbitrarily small constant u1 = u1(x) 6= 0
such that inequality (3.7) holds with N = 1.
Next, we establish (3.7) for the case N ≥ 2, under (2.6) and (2.7).
By invoking (3.9c) with n = N + 1 we get:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+
N−1∑
i=1
ui1
(
ΠN+1,i(ρ;x) + ρ
N (ρ+ 1)(λN+1,iV )(x)
)
+ uN1 ρ
N (ρ+ 1)(λN+1,NV )(x)
(3.15)
By taking into account (2.8a), (2.8b) and (3.11) with n = N +1 and
i = 1, ..., N−1, it follows that each mapping ΠN+1,i(ρ;x), N ≥ 2,
i = 1, ..., N − 1 above satisfies:
ΠN+1,q(ρ;x) = 0, for every even
positive integer q < j and for every ρ ∈ R (3.16)
where j ∈ {1, ..., N} is the odd integer satisfying (2.7). Next, we
recall definitions (2.1) and (2.2), which imply:
(λn,iV )(x)
∈ span

(∆1∆2...∆kV )(x), k = 1, 2, ...,
∆1,∆2...,∆k ∈ L{f, g} :∑k
p=1 order∆p = n;
∑k
p=1 order{g}∆p = i
 ,
for n ≥ 2, i = 1, ..., n− 1
(3.17)
Then, by taking into account (3.17) with n = N + 1 and recalling
assumption (2.8a), (2.8b) it follows:
(λN+1,qV )(x) = 0, for every even q < j (3.18)
From (3.15), (3.16) and (3.18) we obtain:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+
j−1
2∑
k=0
u2k+11
(
ΠN+1,2k+1(ρ;x) + ρ
N (ρ+ 1)(λN+1,2k+1V )(x)
)
+
N−1∑
k=j+1
uk1
(
ΠN+1,k(ρ;x) + ρ
N (ρ+ 1)(λN+1,kV )(x)
)
+ uN1 ρ
N (ρ+ 1)(λN+1,NV )(x), for 1 ≤ j ≤ N
(3.19)
We are in a position to establish (3.7) by induction as follows:
Step 1: Since, according to (3.10b) with n = N + 1 and i = 1,
the polynomials ΠN+1,1(ρ;x) and q(ρ) = ρN (ρ + 1) are linearly
independent, we examine two subcases:
Subcase i: There exists a constant ρ = ρ(x) ∈ (0, 1] with
ΠN+1,1(ρ;x) + ρ
N (ρ + 1)(λN+1,1V )(x) 6= 0. Note that, since j
is odd, each 2k+1, k = 0, 1, ..., (j−1)/2 is an odd positive integer.
It then follows from (3.19) that there exist constants u1 = u1(x),
u2 = −ρu1, with |u1|, |u2| arbitrarily small, satisfying (3.7).
4Subcase ii: ΠN+1,1(ρ;x) = 0, ∀ρ ∈ R; (λN+1,1V )(x) = 0. Then
(3.19) is rewritten:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+
j−1
2∑
k=1
u2k+11
(
ΠN+1,2k+1(ρ;x) + ρ
N (ρ+ 1)(λN+1,2k+1V )(x)
)
+
N−1∑
k=j+1
uk1
(
ΠN+1,k(ρ;x) + ρ
N (ρ+ 1)(λN+1,kV )(x)
)
+ uN1 ρ
N (ρ+ 1)(λN+1,NV )(x), provided that 3 ≤ j ≤ N
(3.20)
and we proceed with the next step:
Step 2: Since, according to (3.10b) with n = N + 1 and i = 3, the
polynomials ΠN+1,3 and q(ρ) = ρN (ρ+1) are linearly independent,
we again distinguish two subcases :
Subcase i: There exists a constant ρ = ρ(x) ∈ (0, 1] such that
ΠN+1,3(ρ;x) + ρ
N (ρ+ 1)(λN+1,3V )(x) 6= 0. It then follows from
the latter fact and (3.20) that there exist constants u1 = u1(x), u2 =
−ρu1, with |u1|, |u2| arbitrarily small, satisfying (3.7).
Subcase ii: ΠN+1,3(ρ;x) = 0, ∀ρ ∈ R; (λN+1,3V )(x) = 0. Then
(3.20) becomes:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+
j−1
2∑
k=2
u2k+11
(
ΠN+1,2k+1(ρ;x) + ρ
N (ρ+ 1)(λN+1,2k+1V )(x)
)
+
N−1∑
k=j+1
uk1
(
ΠN+1,k(ρ;x) + ρ
N (ρ+ 1)(λN+1,kV )(x)
)
+ uN1 ρ
N (ρ+ 1)(λN+1,NV )(x), provided that 5 ≤ j ≤ N
(3.21)
and we proceed with the next step. Particularly, by taking into account
(3.21) we may proceed quite similarly by induction and conclude that,
either (3.7) holds with |u1|, |u2| arbitrarily small, satisfying (3.8) for
some ρ > 0, or
ΠN+1,i(ρ;x) = 0, ∀ ρ ∈ R,
for every odd i ∈ {1, 3, ..., j − 2} (3.22a)
(λN+1,iV )(x) = 0, for every odd i ∈ {1, 3, ..., j − 2} (3.22b)
and the procedure is terminated at the Step (j + 1)/2 below, where,
according to (3.22a) and (3.22b), the original expression (3.15) is
written:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+
N−1∑
k=j
uk1
(
ΠN+1,k(ρ;x) + ρ
N (ρ+ 1)(λN+1,kV )(x)
)
+ uN1 ρ
N (ρ+ 1)(λN+1,NV )(x)
(3.23)
Step (j + 1)/2 : Due to (2.7), only one case is examined.
Particularly, since j satisfies (2.7), then (3.23) and validity of (2.6)
imply that for every ρ ∈ (0, 1], there exist constants u1 = u1(x),
u2 = −ρu1 with |u1|, |u2| arbitrarily small, such that (3.7) holds.
CASE 3: Assume next that Property P2(ii) is imposed. Namely, N
is odd, (2.6) holds and there exists an odd integer j = j(N) ∈
{1, ..., N} such that (2.7) and (2.8a), for all even positive integers
q : j < q < N , are fulfilled. The case where N = 1 has already
been examined in CASE 2. Using (3.15), we perform the opposite
procedure with this employed in CASE 2 to establish (3.7). By taking
into account the fact that (2.8a) holds for all even positive integers
q : j < q < N and the fact that both N, j are odd, it follows that
(3.15) is rewritten as:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+
j∑
k=1
uk1
(
ΠN+1,k(ρ;x) + ρ
N (ρ+ 1)(λN+1,kV )(x)
)
+
N−1
2∑
k= j+3
2
u2k−11
(
ΠN+1,2k−1(ρ;x)
+ ρN (ρ+ 1)(λN+1,2k−1V )(x)
)
+ uN1 ρ
N (ρ+ 1)(λN+1,NV )(x)
(3.24)
where, for simplicity, we have assumed here that N − j ≥ 4.
Step 1: For the expression (3.24), we consider two subcases:
Subcase i: (λN+1,NV )(x) 6= 0. It then follows from (2.6) and (3.24)
that for every ρ = ρ(x) ∈ (0, 1] we find constants u1 = u1(x) and
u2 = −ρu1, with |u1|, |u2| being appropriately large, satisfying
(3.7).
Subcase ii: (λN+1,NV )(x) = 0. Then, (3.24) becomes
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x) +
j∑
k=1
uk1
(
ΠN+1,k(ρ;x)
+ ρN (ρ+ 1)(λN+1,kV )(x)
)
+
N−3
2∑
k= j+3
2
u2k−11
(
ΠN+1,2k−1(ρ;x)
+ ρN (ρ+ 1)(λN+1,2k−1V )(x)
)
+ uN−21
(
ΠN+1,N−2(ρ;x) + ρ
N (ρ+ 1)(λN+1,N−2V )(x)
)
(3.25)
Step 2: Since, according to (3.10b) with n = N + 1 and i = N − 2
the polynomials ΠN+1,N−2(ρ;x) and q(ρ) = ρN (ρ+1) are linearly
independent, we distinguish two subcases:
Subcase i: There exists a constant ρ = ρ(x) ∈ (0, 1] such that
ΠN+1,N−2(ρ;x) + ρN (ρ + 1)(λN+1,N−2V )(x) 6= 0. The latter in
conjunction with (2.6) and (3.25) assert that there exist constants
u1 = u1(x), u2 = −ρu1 with |u1|, |u2| sufficiently large satisfying
(3.7).
Subcase ii: ΠN+1,N−2(ρ;x) = 0, ∀ρ ∈ R; (λN+1,N−2V )(x) = 0.
Then (3.25) becomes:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x) +
j∑
k=1
uk1
(
ΠN+1,k(ρ;x)
+ ρN (ρ+ 1)(λN+1,kV )(x)
)
+
N−5
2∑
k= j+3
2
u2k−11
(
ΠN+1,2k−1(ρ;x)
+ ρN (ρ+ 1)(λN+1,2k−1V )(x)
)
+ uN−41
(
ΠN+1,N−4(ρ;x) + ρ
N (ρ+ 1)(λN+1,N−4V )(x)
)
(3.26)
By taking into account (3.26) we may proceed quite similarly, as in
Step 1 by induction and conclude that, either (3.7) holds for some
u1 = u1(x), u2 = −ρu1 with |u1|, |u2| sufficiently large, or
ΠN+1,i(ρ;x) = 0, ∀ ρ ∈ R,
for every odd i ∈ {j + 2, ..., N − 2} (3.27a)
(λN+1,iV )(x) = 0, for every odd i ∈ {j + 2, ..., N} (3.27b)
5and the procedure is terminated at the Step (N − j + 2)/2 below,
where, according to (3.27a) and (3.27b), the original expression (3.15)
is written:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+
j−1∑
k=1
uk1
(
ΠN+1,k(ρ;x) + ρ
N (ρ+ 1)(λN+1,kV )(x)
)
+ uj1
(
ΠN+1,j(ρ;x) + ρ
N (ρ+ 1)(λN+1,jV )(x)
) (3.28)
Step (N − j + 2)/2 : (notice that, since both N , j are odd, (N −
j + 2)/2 is a positive integer): Only one case is considered in this
last step, particularly, due to (2.7), we have (λN+1,jV )(x) 6= 0 and
the latter in conjunction to (2.6), together with validity of (3.10b)
with n = N + 1, i = j and (3.28) imply that for every ρ = ρ(x) ∈
(0, 1], there exist constants u1 = u1(x), u2 = −ρu1 with |u1|, |u2|
sufficiently large such that inequality (3.7) holds.
CASE 4: Suppose that conditions (2.4), (2.6) and property P2(iii)
hold. Namely, there exists an even integer N ≥ 2 satisfying (2.4),
(2.6) and (2.9). It then follows from (3.9c) with n = N + 1 that
for every ρ = ρ(x) ∈ (0, 1], there exist constants u1 = u1(x),
u2 = −ρu1 with |u1|, |u2| sufficiently large such that inequality
(3.7) is fulfilled.
By exploiting (3.1)-(3.7) and arguing as in the proof of [24,
Proposition 3] it follows that for every σ > 0 and x 6= 0 there exist a
constant ε = ε(x) ∈ (0, σ] and a measurable and locally essentially
bounded control u(·, x) : [0, ε] → Rm satisfying (1.3a), (1.3b) with
a(s) := 2s which asserts that (1.2) is SDF-SGAS. For completeness,
we note that for the case where (gV )(x) = 0, (fV )(x) ≤ 0, x 6= 0,
the corresponding control is defined as follows. Consider first the
constants ρ = ρ(x) ∈ (0, 1], u1 = u1(x), u2 = −ρu1 as determined
above (CASES 1-4). Let:
η(s; t, x) :=
{
u2 = −ρu1, s ∈ [0, t]
u1, s ∈ (t, t+ ρt]
(3.29)
and for every sufficiently small σ = σ(x) > 0 and ε ∈ (0, σ] define:
u(·, x) := η(·; (ε/(1 + ρ)), x) (3.30)
It then follows by taking into account (3.3)-(3.7), (3.29),
(3.30) that the corresponding trajectory pi(·, 0, x, u) of (1.2)
satisfies V (pi(ε, 0, x, u(·, x))) < V (x) and simultaneously
V (pi(s, 0, x, u(·, x))) ≤ 2V (x), for every s ∈ (0, ε], which in
conjunction with (3.1) and (3.2) imply both (1.3a), (1.3b).
Proof of Proposition 3: Let Ω ⊂ Rn be a nonempty bounded
neighborhood of 0 ∈ Rn. By (3.1) for the candidate u it follows from
assumption (2.10) that there exist a pair of continuous nonnegative
functions θ : Rn → R+ and ξ : R+ → R+ and a constant C > 0
such that |u(x)| ≤
(
|(fV )(x)+θ(x)|
|(gV )(x)|2 + 1
)
|(gV )(x)| ≤ ξ(|x|) +
|(gV )(x)| ≤ C, ∀x ∈ Ω : either (gV )(x) 6= 0, or (gV )(x) =
0, and (fV )(x) < 0 We next examine three cases:
CASE 1: Consider those nonzero x for which (gV )(x) = 0 and
assumptions (2.4), (2.6) hold along with one of the properties P1,
P2(i). Then, by applying the same procedure with this used in the
proof of Proposition 2, we conclude that, for every µ > 0 a vector
u = (u1, u2) ∈ R2 can be determined such that (3.6) and (3.7) hold
and further
|u(x)| ≤ µ (3.31a)
∀x ∈ Ω \ {0} : (gV )(x) = 0,
provided that either P1 or P2(i) holds
(3.31b)
We next show that, for the remaining cases of the statement of
Proposition 3, the same properties are fulfilled, namely, for every
µ > 0 and ρ = ρ(x) ∈ (0, 1] a vector u = (u1, u2) ∈ R2 can be
determined such that (3.6), (3.7) and (3.31a) hold.
CASE 2: Consider those nonzero x for which (gV )(x) = 0
and assume that (2.4), (2.6) and Property P2(ii) are fulfilled with
j = j(N) = N for some odd integer N = N(x) ≥ 1 and in such
a way that the additional property (2.11) is fulfilled. Then, we may
apply the same procedure with this used in the proof of Proposition 2
and prove (3.6). We next establish that (3.7) holds as well for certain
arbitrarily small u1 = u1(x), u2 = −ρu1 and ρ ∈ (0, 1]. Notice that
condition (2.11) in conjunction with (3.11) and (3.17) imply:
ΠN+1,i(ρ;x) = 0, for every i ∈ {1, ..., N − 1} (3.32a)
(λN+1,iV )(x) = 0, for every i ∈ {1, ..., N − 1} (3.32b)
By taking into account (3.9c) with n = N + 1 and (3.32a), (3.32b)
we have
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+ uN1 ρ
N (ρ+ 1)(λN+1,NV )(x)
(3.33)
It follows from (2.6), (2.7), (3.33) and oddness of N that for every
µ > 0 and ρ = ρ(x) ∈ (0, 1] a vector u = (u1, u2) ∈ R2 can be
found with u1 = u1(x), u2 = −ρu1 in such a way that (3.6), (3.7)
and (3.31a) are fulfilled.
CASE 3: Suppose finally that, in addition to (2.4), (2.6), both P2(iii)
and condition (2.11) hold for some even integer N = N(x) ≥ 2.
We again may apply the same procedure with this used in the proof
of Proposition 2 and prove (3.6). In order to show (3.7), we again
notice that, due to (2.11), (3.11) and (3.17), the equalities (3.32a),
(3.32b) hold with N = N(x) ≥ 2 even. Consequently, by taking
into account (3.9c) with n = N + 1 and (3.32a), (3.32b), we have:
m(N+1)(0) = (ρ+ 1)N+1(fN+1V )(x)
+ uN1 ρ
N (ρ+ 1)(λN+1,NV )(x), N ≥ 2
(3.34)
(where now N ≥ 2 is even). We conclude, by taking into account
(2.6), (2.9) and (3.34), that for every µ > 0 and ρ = ρ(x) ∈ (0, 1]
a vector u = (u1, u2) ∈ R2 can be found with u1 = u1(x), u2 =
−ρu1 in such a way that (3.6), (3.7) and (3.31a) are fulfilled.
By invoking (3.1)-(3.7), the conclusions of Cases 1-3 above and
(3.31) we may establish as in the proof of Proposition 2, that in all
cases the desired (1.3a), (1.3b) together with (1.4) are fulfilled, hence,
according to Proposition 1, system (1.2) is BSDF-SGAS.
IV. AN ILLUSTRATIVE EXAMPLE
The next example illustrates the nature of the results of the previous
section. Consider the system(
x˙
y˙
)
= f + ug, x ∈ Rn, y ∈ R, u ∈ R (4.1a)
where the mappings f, g : Rn+1 → Rn+1 have the form
f(x, y) =
(
a(x) + yβ(x) + y2γ(x) + y3δ(x)
0
)
,
g(x, y) =
(
0
1
)
, x ∈ Rn, y ∈ R
(4.1b)
and the functions a : Rn → R, β : Rn → R, γ : Rn → R, δ : Rn → R
are smooth, with a(0) = 0. We assume that there exists a smooth
function W : Rn → R+ being positive definite and proper such that,
if we define the sets:
E1 := {x ∈ Rn \ {0} : (aW )(x) < 0} (4.2a)
E2 := {x ∈ Rn \ {0} : (aW )(x) ≤ 0, (βW )(x) 6= 0} (4.2b)
E3 :=
{
x ∈ Rn \ {0} : (aW )(x) = (βW )(x) = 0, (γW )(x) < 0}
(4.2c)
6Fig. 1. Graphical representation of the sets Ei, i = 1, 2, 3, 4, 5
E4 :=
{
x ∈ Rn \ {0} : (aW )(x) = 0,
(βW )(x) = (γW )(x) = 0, (δW )(x) 6= 0
}
(4.2d)
E5 :=

x ∈ Rn \ {0} : (aW )(x) = (βW )(x) = 0,
(γW )(x) = (δW )(x) = ([[a, γ], a]W )(x) = 0,
([a, δ]W )(x) 6= 0
 (4.2e)
then, the following holds
E1 ∪ E2 ∪ E3 ∪ E4 ∪ E5 = Rn \ {0} (4.2f)
We also assume that each Ei, i = 1, 2, 3, 4, 5 is nonempty and
satisfies:
0 ∈ clEi, i = 1, 2, 3, 4, 5, (E1 ∪ E2) ∩ (E3 ∪ E4 ∪ E5) = ∂E1,
intE3 6= ∅, cl(E4 ∪ E5) ⊂ ∂E3, int(E4 ∪ E5) = ∅
(4.3)
(see Fig. 1).
CLAIM: Under previous assumptions, the system (4.1) satisfies the
hypotheses of Propositions 2, 3 with
V (x, y) := W (x) + y2, x ∈ Rn, y ∈ R (4.4)
therefore, it is BSDF-SGAS.
Proof of Claim : Obviously, V : Rn × R→ R+, as defined by (4.4)
is smooth, positive definite and proper. Also, according to definitions
(4.1b) and (4.4), it holds that
(fV )(x, y) := (aW )(x) + y(βW )(x) + y2(γW )(x)
+ y3(δW )(x), ∀(x, y) ∈ Rn × R (4.5)
and due to (4.2), the map aW takes nonpositive values. It fol-
lows from (4.4) and (4.5), that condition (2.10) is satisfied with
(x, y) instead of x, V as given by (4.4), θ(x, y) = −(aW )(x),
(gV )(x) := 2y and for certain ξ : R+ → R+ in such a way that
|y(βW )(x)+y2(γW )(x)+y3(δW )(x)| ≤ |y|ξ(|(x, y)|), ∀(x, y) ∈
Rn × R Assume next that for some nonzero (x, y) we have:
(gV )(x, y) = 0
(4.1b),(4.4)⇔ x 6= 0, y = 0 (4.6)
According to (4.2) and (4.3), we distinguish five cases concerning
(4.6):
CASE 1: x ∈ E1, y = 0. Then condition (2.3) of Proposition 2 is
fulfilled for the dynamics f, g of system (4.1), i.e.:
(gV )(x, y) = 0⇒ (fV )(x, y) < 0, for (x, y) ∈ E1 × {0} (4.7)
Indeed, from (4.1b) and (4.4) we find (fV )(x, y) = (DV f)(x, y) =
(aW )(x)+y(βW )(x)+y2(γW )(x)+y3(δW )(x) and recalling (4.6)
it follows that (fV )(x, y) = (aW )(x) for every (x, y) ∈ Rn × {0}.
Since x ∈ E1, the latter implies (4.7).
CASE 2(i): x ∈ E2, y = 0; (aW )(x) = 0. Under previous
assumption, we claim that condition (2.4) together with Property
P2(i) are satisfied. Particularly, the following hold: Condition (2.4)
with N = 1, i.e.: (fV )(x, y) = 0. Equality in condition (2.6) with
N = 1, particularly: (f2V )(x, y) = 0. Condition (2.7) is fulfilled
with N = 1 and (odd) j = 1, i.e. (λ2,1V )(x, y) 6= 0. Indeed, aW
is smooth and according to (4.2), in our case, it takes maximum
value. Consequently, we have (aW )(x) = 0, D(aW )(x) = 0,
thus, by (4.4), (f iV )(x, y) = (aiW )(x), i = 1, 2, ..., therefore,
(f iV )(x, y) = 0, i = 1, 2, ..., x ∈ E2, y = 0. Also, by taking
into account definition (4.4) and (4.6) we find (λ2,1V )(x, y) =
−(βW )(x) 6= 0, for x ∈ E2, y = 0.
CASE 2(ii): x ∈ E2, y = 0; (aW )(x) < 0. Under previous
assumption, we show as in Case I that (4.7) holds.
CASE 3: x ∈ E3, y = 0. We claim that in this case, condi-
tion (2.4), together with Property P2(iii) and (2.11) are fulfilled;
particularly, the following hold: condition (2.4) with N = 2, i.e.,
(f iV )(x, y) = 0, i = 1, 2; (λ2,1V )(x, y) = 0, equality in
condition (2.6) with N = 2, i.e., (f3V )(x, y) = 0, inequality
(2.9) with N = 2, i.e. (λ3,2V )(x, y) < 0 and further (2.11) is
fulfilled with N = 2, i.e., (λ3,1V )(x, y) = (λ2,1λ1,0V )(x, y) =
(λ1,0λ2,1V )(x, y) = 0. Indeed, by first recalling (4.2c)-(4.2f), rest
properties (4.3) and smoothness of aW , we find (aW )(x) = 0,
∀x ∈ ∂E1 ∪ cl(E3 ∪ E4 ∪ E5). It follows that for x ∈ E3, y = 0
we have (f iV )(x, y) = (aiW )(x) = 0, i = 1, 2, .... Moreover, it
holds (βW )(x) = 0, ∀x ∈ ∂E1 ∪ cl(E3 ∪E4 ∪E5). It follows that
(λ2,1V )(x, y) = 0, for x ∈ E3, y = 0. The above asserts that (2.4)
and equality in (2.6) hold with N = 2. Also, by taking into account
(2.1) and (4.6) we have (λ3,2V )(x) = 2(γW )(x) and therefore from
(4.2c) we get (λ3,2V )(x, y) < 0, i.e., inequality (2.9) of Proposition
2 holds with N = 2. Finally, by again recalling (4.2) and (4.3) we
have (aβW )(x) = (βaW )(x) = ([a, β]W )(x) = 0, ∀x ∈ E3,
which implies validity of (2.11) (Proposition 3) with N = 2.
CASE 4: x ∈ E4, y = 0. We claim that, when x ∈ E4, y = 0, then
condition (2.4) together with Property P2(ii) and (2.8a) of Proposition
2 are satisfied. Particularly, condition (2.4) holds with N = 3, i.e.,
(f iV )(x, y) = 0, i = 1, 2, 3, equality in condition (2.6) holds with
N = 3, i.e., (f4V )(x, y) = 0, property (2.7) is fulfilled with N = 3
and (odd) j = 3, i.e., (λ4,3V )(x, y) 6= 0 and finally, condition (2.8a)
is satisfied with N = 3, (odd) j = 3 and (even) q = 2. Indeed, by
recalling (4.6), we get (f iV )(x, y) = (aiV )(x) = 0, i = 1, 2, 3, 4,
(aβW )(x) = (βaW )(x) = 0, ∀x ∈ E4. It follows that for the
case x ∈ E4, y = 0 it holds (λ2,1V )(x, y) = (λ3,1V )(x, y) =
(λ1,0λ2,1V )(x, y) = (λ2,1λ1,0V )(x, y) = 0. Moreover, accord-
ing to (4.2d), we have (λ4,3V )(x, y) = −6(δW )(x) 6= 0 and
the function γW takes maximum on the region E4 ∪ E5, hence,
(γW )(x) = 0, D(γW )(x) = 0, for x ∈ E4, y = 0 and this implies
(λ3,2V )(x, y) = 2(γW )(x) = (aγW )(x) = (γaW )(x) = 0, for
x ∈ E4, y = 0. By taking into account the previous facts we can
easily verify that (2.4) is satisfied with N = 3, as well as (2.7) and
(2.8a) with N = 3, j = 3 and (even) q = 2 respectively.
CASE 5: x ∈ E5, y = 0. We claim that (2.4) together with
Property P2(i) are satisfied. Particularly, implication (2.4) holds with
N = 4. Also, equality in (2.6) with N = 4 is satisfied, i.e.,
(f5W )(x, y) = 0, property (2.7) holds with N = 4 and j = 3, i.e.,
(λ5,3V )(x, y) 6= 0 and finally (2.8a), (2.8b) hold with N = 4, j = 3
and q = 2. The establishment of the above facts is a consequence
of the fact that (aiW )(x) = 0, i = 1, 2, ..., ([β, γ]W )(x) = 0,
(λ5,3V )(x, y) = 6([a, δ]W )(x) 6= 0. Details are left to the reader.
7V. CONCLUSION
This paper presents new results on sampled-data feedback stabiliza-
tion for affine in the control of nonlinear systems with nonzero drift
term under the presence of a control Lyapunov function associated
with Lie algebraic hypotheses concerning the dynamics of the system.
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