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A simple protocol based on a lattice representation of the porous space is proposed to locate and characterize the free energy bottle-necks in rigid metal organic frameworks. As an illustration we apply this method to HKUST-1 to demonstrate that there are impassable free energy barriers for molecules of trinitrotoluene in this structure.    
1 Introduction
Metal-organic frameworks (MOFs) have captivated the attention of the research community in recent years1, 2. MOFs are crystalline, porous materials, self assembling from a solution of building blocks, namely metal complexes and organic linkers. In the final structure, the metal complexes form vertices of the framework, connected by the organic linkers. As a result, the size of the pores and the overall topology of the structure can be easily tuned via appropriate selection of the building blocks. This simple concept opened an opportunity to design materials with structures accurately tailored for a particular application. Not surprisingly, since the discovery of MOFs about fifteen years ago, this became a burgeoning area of research, with thousands of articles published on the topic every year. Many of the discovered materials feature truly unique properties, such as record high surface area and porosity, while retaining crystal structure3. 
	Sheer number of possible MOFs suggests that screening of MOFs for a specific application, at least at the initial stage, should be based on some computational strategies to avoid costly experimental effort. Indeed, molecular simulations of adsorption in MOFs have become an indispensable tool in understanding adsorption mechanisms in MOFs and possible routes for MOF design4. Recently, a substantial effort has been focused on the development of computationally efficient screening protocols for crystalline porous materials, which would relate key morphological characteristics of porous materials to their performance in a particular application ADDIN EN.CITE 5-12. Specifically, these morphological characteristics include accessible surface area, pore volume, pore size distribution of the material and several methods and packages are now offered to calculate these properties ADDIN EN.CITE 8, 9, 11, 12. Other important properties are the Henry’s constant of adsorption, differential heat of adsorption and selectivity, and recently we offered some computational strategies for efficient estimation of these properties in zero loading regime13.  So far computational screening studies have been predominantly concerned with adsorption of light gases, such as carbon dioxide and methane ADDIN EN.CITE 7, 10, 14. For example, in a recent study Wilmer et al performed a large scale computational screening of more than 130,000 virtual MOFs to identify the most promising candidates for methane storage10. In another example, Haldoupis and co-workers explored various parameters, including the Henry’s constant of adsorption and diffusion activation energy, of more than 250,000 zeolites in application to methane and hydrogen adsorption7. 
   In a number of important applications such as sensing of volatile organic compounds and explosives, separation of xylenes and so on, the size of the adsorbate molecule becomes comparable with the size of the channels and windows in many MOF structures. In this case, it is particularly important to assess whether the porous space is accessible to the adsorbate molecule and characterize energy barriers experienced by the adsorbate molecule as it moves through the channels and windows of the MOF structure. Although there are a number of important simulation studies of adsorption of aromatic and more complex species in MOFs ADDIN EN.CITE 15-19, only few groups so far have attempted to understand the role of the free energy landscape in this process. In an early example, Sarkisov and co-workers investigated diffusion and potential energy barriers for benzene and cyclohexane in narrow channels formed by packings of metal-organic squares20. More recently, Schmid and co-workers used molecular dynamics to explore benzene diffusion mechanisms in IRMOF-121, 22. They produced a free energy landscape as a function of loading and observed that the main free energy barriers (between 6 and 11 kJ/mol, depending on the loading) result from the need of benzene molecules to overcome attraction of the specific binding pockets in the structure. This, the authors note, is different from what happens in zeolites where the diffusion barriers are usually imposed by the constraints of a window between different compartments of the porous space.  In another example, Xiong et al. performed a series of studies focusing on adsorption of 1,3,5-trinitro-1,3,5-triazacyclohexane (RDX) in several isoreticular MOFs ADDIN EN.CITE 23-25. To calculate activation energy for a molecule of RDX moving between the cages of a MOF structure, they used a procedure based on the Arrhenius plot and several values of self-diffusion coefficient, obtained at different temperatures. On the other hand, adsorption isotherms were generated using the grand canonical Monte Carlo method. Henry’s constants of adsorption were calculated from the initial slope of these isotherms at very low pressures of the adsorbate. Interestingly, the authors noted an extremely high sensitivity of the results (both the Henry’s constants and diffusion coefficients) to the details of the charge model used for the MOF structure and RDX24. 
	 What is also evident from the reviewed examples, is that calculation of the Henry’s constant of adsorption and free energy barriers in a porous structure often requires several complementary techniques, such as Monte Carlo and molecular dynamics, and a substantial amount of data processing. For the purposes of computational screening, it is desired to perform as few calculations as possible to arrive to a conclusion regarding whether the candidate material is suitable for an application in question. In this article we propose a simple way to obtain the Henry’s constants of adsorption, characterize and locate the free energy barriers for a rigid MOF structure from a single simulation. Our approach is inspired by the lattice representation of the porous space used to increase the computational efficiency of adsorption simulation in zeolites26 and is a direct extension of the method recently proposed by  Haldoupis et al6. We consider a specific case of several aromatic species and trinitrotoluene adsorbing in HKUST-1 (CuBTC)27. The motivation to focus on this specific material is as follows. HKUST-1 is one of the most celebrated and extensively researched MOFs. It is reasonably rigid, relatively stable under a variety of conditions and is commercially available (from BASF as Basolite® C 300). It has been also investigated in the context of sensing applications both experimentally and via computer simulations ADDIN EN.CITE 17, 28. 
   Some basic elements of the methodology, such as the potential details and methods for calculation of partial charges are summarized in the next section. The actual protocol to calculate the Henry’s constants of adsorption and free energy barriers is gradually introduced in the Results section, supported by simulation outcomes and observations as needed.
2 Methodology
Simulation parameters in this study are the same as in our previous publication13. Briefly, all molecular species are considered as rigid structures, including MOF. Interaction of a single molecule with the atoms of the structure involves van der Waals and Coulombic components. The van der Waals interactions are described using the Lennard-Jones potential. Lennard-Jones parameters in this study for both MOFs and adsorbates are obtained from the UFF forcefield29. For comparison we also perform calculations with the OPLS parameters ADDIN EN.CITE 30, 31 for selected systems. Partial charges on atoms of adsorbate molecules are obtained from the B3LYP32, 33 density functional theory using the CHELPG method34. For HKUST-1 partial charges are taken from the literature35.  Density functional calculations are carried out using Gaussian 0936. The adsorbate-adsorbent Coulombic interactions are calculated using a variant of the Wolf pair-wise summation method, proposed by Fennell and Gezelter37. For both Lennard-Jones and Coulombic interactions the cut-off radius is taken to be 12.8 Å in this work. In case of tri- and dinitrotoluene the cut-off radius is taken to be 20 Å for Coulombic interactions. A complete summary of all forcefield parameters is provided in the supplementary information file. Other details of the methodology are introduced in the Results section as needed.
3 Results
We begin by revisiting some of the morphological features of HKUST-1 (shown in Figure 1, central panel). Specifically, we apply computational characterization tools developed in our previous work to calculate the accessible surface area, pore size distribution and pore limiting diameter. We refer the reader to the original publication for technical details8. Accessible surface area of HKUST-1 is 1910.59 m2/g and its structure features two larger cages (10.9 Å, 12.5 Å) and a small pocket (5.5 Å) as seen from the computed geometric pore size distribution (Figure 1, top panel). Percolation analysis based on a hard spherical probe indicates that the structure of HKUST-1 is accessible to probes up to 6.37 Å in diameter (with the limiting size governed by the windows between the cages). The percolated pore network accessible to this probe is shown in Figure 1, bottom panel. 











Fig. 1. Calculated pore size distribution as seen by a probe nitrogen atom (top panel), molecular structure (middle) and percolated network  obtained with a probe of 6.37 Å in diameter (shown in green at the bottom) for HKUST-1. The colour scheme for the atoms of HKUST-1 is as follows here and throughout the article: carbon and copper are shown in cyan, oxygen in red, hydrogen in grey, respectively. 

Fig. 2. Chemical structure of adsorbate species: benzene (BEN), toluene (TOL), ethylbenzene (EB) para-, ortho- and meta-xylene (PX, OX and MX, respectively), 1,2,4-trimethylbenzene (MB), tetralin (TET), decalin (DEC), trinitrotoluene (TNT) and 2,4-dinitrotoluene (DNT).

   In Figure 2, chemical structure of the considered adsorbate species is visualized. This figure also provides the abbreviation for the species adopted throughout the article. Table 1 shows the calculated Henry’s constants of adsorption in zero loading regime for species in Figure 2 at 300 K. The Henry’s constants of adsorption are calculated using the methodology presented in our previous publication13, which can be viewed as a straightforward extension of the work by Haldoupis et al6 to molecular species. Briefly, the volume of HKUST-1 unit cell is divided into small cubelets, for each cubelet a local Henry’s constant is calculated by probing various orientations of the molecule (1000 trial orientations per cubelet). For all species, we consider 105 by 105 by 105 cubelets, so that each cubelet has a side of 0.251 Å. The Henry’s constant of adsorption for the whole structure is calculated as the average of this property for individual cubelets. 

Table 1: The Henry’s constants of adsorption KH , free energy minimum ∆Amin , percolating free energy threshold ∆A*  and the difference between these two properties ∆∆A in HKUST-1 at 300 K. The explanation of these properties is provided in the text.

Name	KH [mol/kg/bar]	∆Amin [kJ/mol]	∆A* [kJ/mol]	∆∆A[kJ/mol]
BEN	1.22E+04	-54.69	-26.63	28.06
TOL	1.30E+05	-50.06	-32.20	17.86
EB	1.56E+06	-56.12	-38.37	17.75
PX	2.31E+06	-59.07	-37.52	21.55
OX	2.39E+06	-59.88	-36.58	23.30
MX	2.12E+06	-59.94	-36.99	22.95
MB	4.55E+07	-68.72	-40.36	28.36
TET	1.51E+08	-70.27	-46.23	24.04
DEC	5.76E+08	-71.71	-44.77	26.94
TNT (A)	1.52E+07	-68.57	40.43	109.00
TNT (B)	5.00E+07	-77.03	20.89	97.92
DNT	4.17E+06	-61.71	-41.97	19.74



Fig 3. Computer visualization of the molecular conformations of  a TNT molecule. Conformation A on the left corresponds to the global energy minimum. In conformation B on the right, nitro groups are in the vertical orientation with respect to the aromatic ring.

Treating molecules as rigid may seem reasonable for most simple aromatic species. In TNT and DNT, however, the nitro groups have some rotational freedom. Structure and vibrations of a TNT molecule have been explored by Clarkson and co-workers in an in-depth quantum mechanical study38. According to this study, the predicted barrier to the nitro group rotation is 10.63 kJ/mol at 90˚. Hence, here we focus on two selected, discrete conformations of the TNT molecule, and calculate the properties of interest independently for these conformations. This is similar to the approach recently adopted by Frankcombe and Croes in the context of the clathrate hydrate formation39.  Two alternative conformations of a TNT molecule are shown in Figure 3. The conformation on the left (A) corresponds to the global energy minimum as predicted within the B3LYP/6-31G theory.  Structure on the right (B) in Figure 3 features the nitro groups oriented perpendicularly to the plane of the aromatic ring. As will be explained later, for DNT we focus only on one specific conformation with the vertical orientation of the nitro groups.
   The Henry’s constants shown in Table 2 indicate that HKUST-1 has high affinity towards aromatic molecules. Compared to our previous publication13, these constants for the same species are 1-2 orders of magnitude higher in HKUST-1 than in IRMOF-140, but are 1-2 orders of magnitude lower than in MIL-47(V)41. As expected the values of Henry’s constants increase with the size and molecular weight of the species. Let us try to put the data in Table 1 in a sensing application context using a simplified analysis. In a recent study on sensing in MOFs using quartz crystal microbalance (QCM), adsorption of 22 ng/cm2 of water was detected on a film of HKUST-128. With the film density of 45-71 μg/cm2, it equates to about 0.3-0.5 ng of adsorbate binding per μg of HKUST-1. Using 0.5 ng/μg as the adsorption limit required for the detection, we estimate that, for example, benzene should be detected at 0.52 ppm, m-xylene at about 2.2 ppb and TNT at about 0.145 ppb at 300 K. These results are very promising for using HKUST-1 in volatile organic compounds and explosive detection, although as we will see below it is important to investigate the sensitivity of these results to the forcefield detail.
	The question however arises, whether these species are able to adsorb in HKUST-1 at all given the size of the windows connecting the cages of the structure. In the original study of Haldoupis et al6 the ability of a simple molecule to move through a porous structure has been assessed using analysis of potential energy barriers. Here we extend this approach to molecular species and free energy barriers.  The Henry’s constant for a specific cubelet is related to the Helmholtz free energy of adsorption into this cubelet as:
 (1)
where R and T are the gas constant and temperature as usual, is the density of the porous material,   is the Henry’s constant for cubelet i,   is the Helmholtz free energy of binding in  cubelet i from an ideal gas system of the same volume. This allows us to generate a lattice representation of the free energy variation throughout the porous space with the resolution of the lattice size. This provides a number of useful insights, such as the location the most favourable interaction sites, as well as the values of the free energy of binding in these sites, ∆Amin shown in Table 1, third column. To assess the role of the free energy barriers as the adsorbate molecules translocate from one cage of the structure to another, we need to construct a plausible pathway and explore the energy barriers along this pathway. This is a challenging problem, as many alternative pathways can be usually constructed. Here we are however interested in detecting the free energy bottle-necks that would significantly hinder or prevent the transport of molecules in the porous structure. For this we combine the lattice representation of the free energy landscape with the percolation analysis. To illustrate this approach we consider the case of benzene, as shown in Figure 4. The top panel of the figure shows locations (cubelets) with the free energy of binding lower than -40 kJ/mol. As can be seen from this picture these sites are sparse and isolated from each other. In the centre panel, the previous picture is complemented by the sites with the free energy between -40 and -30 kJ/mol (the colour scheme here does not bear any physical meaning and is chosen for contrast visualization only). From this picture it is clear that a much larger cluster is formed by sites with energy up to -30 kJ/mol, however it does not form a percolating network through out the structure. Finally, the bottom panel of the figure shows all sites with the free energy up to -20 kJ/mol. These sites together form a percolated cluster spanning the whole system. The energy grouping is chosen for the visualization only, however a more detailed analysis of the percolation process makes it possible to accurately identify the free energy value at which the structure becomes percolated. These percolating free energy thresholds ∆A* are summarized in Table 1, fourth column.  To go from one cage to another in zero loading regime, an adsorbate molecule must ultimately leave a pocket of ∆Amin energy and cross a window with ∆A* energy. The difference between these two values ∆∆A can be viewed as an estimate of the limiting free energy barrier observed for a particular MOF-adsorbate pair (it is provided in the fifth column of Table 1). 
   Analysing the results in Table1, it is interesting to note  that for benzene this barrier ∆∆A is higher than for other, larger species such as toluene and xylenes, for example. This, together with  ∆Amin values, indicate that very favourable interaction sites exist in HKUST-1 for benzene molecules.  This barrier for benzene is also higher than that observed by Schmid and co-workers in IRMOF-1 (11 kJ/mol at low loadings)21, 22, suggesting that diffusion will be further hindered for benzene in HKUST-1 at very low loadings. From toluene to 1,2,4-trimethylbenzene (MB), the general trend is that ∆Amin and ∆A* become lower, but ∆∆A becomes higher with the molecule size.
   For TNT, the value of ∆∆A is however drastically different, revealing substantial energy penalty (about 100 kJ/mol, regardless of the conformation) for a TNT molecule to cross from one cage to another arising as a result of steric incompatibility.  Effectively it means that HKUST-1 can not be used for TNT sensing. To confirm that it is a steric effect we choose a conformation of TNT with the lowest free energy barrier (B) and remove one of the nitro groups to convert it into a DNT molecule. 
Indeed, this conformation of DNT does not exhibit a strong free energy hindrance. Since DNT often accompanies TNT vapours, in principle a sensing system can be constructed around the DNT detection (however a more conclusive result should be obtained using a conformation of the DNT molecule, corresponding to the global potential energy minimum; the study should be further extended to 2,6-dinitrotoluene). 


Fig. 4: Visualization of the Helmholtz free energy for benzene in HKUST-1 at 300 K. Top panel: sites with ∆A < -40 kJ/mol (shown in green); middle panel: sites with ∆A <  -30 kJ/mol (shown in green and blue); bottom panel:  sites with ∆A <  -20 kJ/mol (shown in green, blue and yellow).

	Next, we provide some analysis of the sensitivity of these results to the parameters of the simulation. In particular, we observe that Henry’s constants of adsorption are very sensitive to the details of the employed forcefield and the results for two forcefields may differ by several orders of magnitude and exhibit different trends (Tables 2-4). Within the OPLS forcefield, most of the molecules exhibit lower free energy barriers, while TNT exhibit even higher barrier compared to the UFF forcefield. This leaves the main conclusion of this study regarding the applicability of HKUST-1 for TNT sensing intact, while further development of the forcefield parameters is beyond the scope of this work. Tables 2-4 also explore the impact of the Coulombic interactions on the properties calculated for three selected species (BEN, DEC and TNT). For this we compare data obtained with the full potential, which includes both the Lennard-Jones and Coulombic terms, with the calculations based on the Lennard-Jones potential only. As expected, for non-polar molecules such as benzene (BEN) and decalin (DEC), Coulombic interaction has a minor contribution to the final adsorption characteristics. For TNT, which features polar groups, Coulombic contribution is more substantial. For example, it accounts for about half of the overall Henry’s constant of adsorption. The limiting free energy barrier calculated using the Lennard-Jones potential only is 75.81 kJ/mol for TNT, compared to 97.92 kJ/mol if the Coulombic term is included (Table 4). This suggests that the preliminary screening protocols, aiming at identifying substantial free energy bottle-necks in MOFs, can be based on the Lennard-Jones interactions only to increase the computational efficiency.  This dependency of the adsorption behaviour on the details of Coulombic interactions is also quite different from our early observations for benzene in narrow metal-organic pores20 and very different from the observations of Xiong and co-workers24, where variations in the charge model resulted in up to seven orders of magnitude difference in the calculated adsorption properties. In the study of Xiong and co-workers24 total of 15 different combinations of charge models on RDX and MOF were examined. Interestingly,  a strong variation of the results was observed even if only the charges on RDX were changed, while the charge model for the MOF remained the same (for example, runs 6 and 7 in the original publication). To re-examine our observations, we perform a series of additional calculations where we use an independent simulation method and code. Specifically, we perform a series of grand canonical Monte Carlo simulations using MuSiC code from Snurr’s group42. Henry’s constants of adsorption are calculated from the linear regime of the adsorption isotherms at very low loadings. We further perform calculation of the Henry’s constants using the Widom insertion method43. It is important to note that in both cases, we use proper Ewald summation for the Coulombic interactions as oppose to the cut-off approach of Fennel and Gezelter to provide an additional level of scrutiny. These tests are performed for benzene and TNT in HKUST-1 with no charges, CHELPG charges and Mulliken population analysis charges. These results, summarized in the supplementary information file (S4), show that although there is a clear and substantial dependency of the adsorption behaviour on the charge model, it is not as dramatic as in the studies of Xiong and co-workers24. We further extend these studies to benzene and TNT in IRMOF-1 (again, summarized in the supplemental information file) and the picture seems to be consistent between the MOFs. Another hypothesis for the differences in observations here and in the studies of Xiong and co-workers is as follows: MOFs preferentially adsorb (induce) specific conformations of an adsorbate. It is possible that this preferred conformation is very different from a single, rigid conformation selected in this work to represent a molecule of adsorbate. Studies by Xiong and co-workers overturn this hypothesis by noting that the distribution over conformers is very similar in the bulk and confined phases for MOFs such as IRMOF-123.	   
     Finally, we re-examine the assumption of a rigidity of the HKUST-1 framework. Although several mechanisms of flexibility in HKUST-1 have been proposed to explain its negative thermal expansion behaviour, it seems that these mechanisms require substantial variations in the temperature (hundreds of degrees) to properly manifest themselves ADDIN EN.CITE 44, 45. For sensing applications we operate in a fairly narrow band of conditions close to ambient.  Nevertheless, the role of structure flexibility should be explored on a more rigorous basis using one of the bespoke forcefields proposed and parameterized for flexible MOFs ADDIN EN.CITE 46, 47 and information from quantum-mechanical calculations48. 

Table 2: Comparison of the adsorption characteristics for benzene at 300 K obtained with the UFF forcefield (UFF), the OPLS forcefield (OPLS) and using the Lennard-Jones contribution to the potential only, with the UFF parameters (UFF: LJ). 

Name	KH [mol/kg/bar]	∆Amin [kJ/mol]	∆A* [kJ/mol]	∆∆A[kJ/mol]
UFF	1.22E+04	-54.69	-26.63	28.06
OPLS	3.33E+03	-44.86	-28.95	15.91
UFF: LJ	9.64E+03	-52.73	-25.01	27.72

Table 3: Comparison of the adsorption characteristics for decalin at 300 K obtained with the UFF forcefield (UFF), the OPLS forcefield (OPLS) and using the Lennard-Jones contribution to the potential only, with the UFF parameters (UFF: LJ). 

Name	KH [mol/kg/bar]	∆Amin [kJ/mol]	∆A* [kJ/mol]	∆∆A[kJ/mol]
UFF	5.76E+08	-71.71	-44.77	26.94
OPLS	1.92E+07	-62.75	-47.55	15.20
UFF: LJ	5.74E+08	-71.72	-45.13	26.59

Table 4: Comparison of the adsorption characteristics for TNT (conformation B) at 300 K obtained with the UFF forcefield (UFF), the OPLS forcefield (OPLS) and using the Lennard-Jones contribution to the potential only, with the UFF parameters (UFF: LJ). 

Name	KH [mol/kg/bar]	∆Amin [kJ/mol]	∆A* [kJ/mol]	∆∆A[kJ/mol]
UFF	5.00E+07	-77.03	20.89	97.92
OPLS	1.88E+11	-98.47	26.73	126.20
UFF: LJ	2.69E+07	-68.13	7.68	75.81

4 Conclusions
Free energy barrier analysis can be decisive in screening of MOFs for sensing and other adsorption applications. To characterize and locate these barriers we employ a simple method, which combines calculation of the free energy on a lattice with a space percolation analysis. This approach is not limited to MOFs and can be used to study properties of other porous materials, including disordered structures. In the most computationally challenging case (TNT), a single calculation requires 1.6∙103 core-hours on the Westmere E5620 CPU. Performed in parallel on 52 cores, this simulation completes in 1.25 days. This performance is not yet suitable for massive computational screening (where the target would be to bring the time required for a single calculation down to seconds). At the same time, the proposed method offers a high degree of automation and the required properties are generated without any additional post-processing or analysis. Further optimization is possible using pre-calculated potential grids and various parallelization techniques ADDIN EN.CITE 49, 50. Finally, it is important to emphasize that most MOFs and adsorbates are flexible. The proposed method is limited to rigid structures, and in this capacity can be used as a preliminary screening tool. Indeed, studies of Amirjalayer et al indicate that lattice dynamics leads to lower (one order of magnitude) diffusion constants and substantially higher activation barriers21. Hence, if substantial free energy barriers are observed for an adsorbate molecule in a rigid model of the MOF, these barriers are going to be even higher in a flexible model and the structure would be dismissed in the screening protocol (here we do not consider scenarios with profound structural re-organizations of the network as those seen in MIL-53, for example). Extension of this method to the flexible systems is underway, but should be accompanied by the matching advances in the forcefield development. 
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