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Introduction générale
Dans le but d’améliorer la productivité, de réduire le coût et de maximiser le profit, les
industriels de l’aéronautique, du nucléaire et de l’automobile s’orientent de plus en plus vers des
outils de simulation lorsqu’il s’agit, en particulier, des opérations de soudage. En général, les
procédés de soudage amènent localement les pièces à souder à une température supérieure à la
température de fusion, et l’assemblage par liaisons métalliques s’effectue lors de la solidification.
Pendant le procédé de soudage, les bords des deux pièces sont fondus en créant le joint soudé.
Ceci est obtenu en utilisant localement une source intense d’énergie formant ainsi un bain de
fusion, qui à son tour, crée le cordon de soudure au cours de la solidification. L’un des enjeux
industriels majeurs de l’assemblage par soudage concerne la prédiction des effets mécaniques
(distorsions, déformations résiduelles, contraintes résiduelles, etc.) directement dépendants des
évolutions de température imposées par le procédé, appelés chargement thermique du procédé.
Afin d’accéder à ce chargement thermique, deux approches sont couramment utilisées par
les thermiciens : l’approche multi-physique [83] complète et l’approche dite de " source équiva-
lente" [48, 63].
La première approche consiste à résoudre un problème magnétohydrodynamique dans toutes
les parties de la structure soudée : la zone fondue (le liquide) et la zone solide. On résout alors les
équations de Navier Stockes [7] et les équations de conservation d’énergie en tenant compte des
interactions entre la source d’énergie (arc, faisceau, etc.) et la pièce, ainsi qu’entre le liquide et le
solide. Cette approche est complète et permet d’accéder au chargement thermique du procédé.
Cependant, elle reste très lourde, demande de fortes hypothèses et un temps de calcul souvent
prohibitif.
La deuxième approche consiste à résoudre un problème à frontière libre de conduction de
la chaleur qui ne s’occupe que de la partie solide. Elle consiste à simplifier les phénomènes
physiques [56] apparaissant entre la torche de soudage et la plaque ainsi que ceux du bain
liquide en introduisant une condition de température imposée sur le front de fusion, frontière
liquide/solide à déterminer.
Dans ce travail, nous considérons une étude qui consiste à identifier l’interface liquide/solide
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et le flux thermique qui la traverse à partir de températures mesurées dans le solide. La démarche
consiste alors à résoudre un problème à frontière libre. Dans ce même contexte, nous signalons
que les problèmes d’identification des frontières ou les problèmes à frontière libre constituent
un type important de problèmes inverses qui sont en liaison avec une variété de phénomènes
dans différents secteurs scientifiques ([2, 16, 18, 19, 28],[44],[81]· · · ). Jusqu’à présent, il n’y a
pas d’études théorique et numérique qui permettent de couvrir toute cette classe de problèmes
à frontière libre, bien qu’il y ait eu des progrès sur l’étude de chaque problème appréhendé à
part. Si quelques travaux de simulation numérique ont été réalisés par des équipes de thermique
pour la résolution de ce problème à frontière libre de soudage [11, 33], cependant aucune étude
d’existence n’a été effectuée. D’où l’idée de s’intéresser à l’étude théorique et à l’approximation
numérique de ce problème reformulé en un problème d’optimisation de forme [44].
La méthode d’optimisation de forme est désormais couramment abordée pour résoudre les
problèmes à frontière libre [4, 9, 42, 43]. C’est une approche variationnelle, qui consiste à minimi-
ser une fonctionnelle coût intégrale par rapport à une famille de domaines, dont la fonctionnelle
dépend de la solution d’un problème aux limites sur un domaine de cette famille appelé "problème
d’état". L’étude de l’existence d’une solution d’un problème d’optimisation de forme nécessite le
choix d’une topologie adéquate sur la famille des domaines qui doit assurer sa compacité, ainsi
que la semi-continuité inférieure de la fonctionnelle coût.
La difficulté principale de l’étude d’existence d’une solution optimale réside dans le fait que
le problème d’état associé à la formulation en optimisation de forme considérée est régi par un
opérateur non coercif, ce qui rend l’étude compliquée. Pour pallier cette difficulté, nous utilisons
le degré topologique de Leray Schauder [32] et des estimations uniformes basées sur des résultats
récents sur l’inégalité uniforme de Poincaré [12] et quelques inégalités de Sobolev [51].
Nous étudions ensuite l’approximation numérique de ce problème d’optimisation de forme
en considérant une discrétisation basée sur les éléments finis linéaires [28]. Nous montrons alors
que le problème d’optimisation discret admet une solution en utilisant le degré topologique de
Brouwer [32], puis nous étudions la convergence d’une suite de solutions du problème approché
vers la solution du problème continu. Le problème discret correspondant est résolu en utilisant
deux méthodes.
L’une est basée sur les algorithmes évolutionnaires [58] qui sont des outils d’optimisation très
robustes, efficaces lorsque les fonctions à optimiser sont fortement irrégulières, et dépendantes
iii
de paramètres variés en nature et en type. Ils sont actuellement largement employés dans des
domaines d’applications extrêmement variés. Cependant, ils ne sont viables, pour des problèmes
d’optimisation numérique lourds, que si on les intègre à des méthodes de résolution performantes,
en particulier hiérarchiques, et au calcul parallèle [39].
L’autre méthode repose sur les algorithmes déterministes à savoir les algorithmes classiques de
gradient [3] modernisés qui sont performants en vitesse de convergence asymptotique, même s’ils
sont délicats à mettre en œuvre puisqu’ils exigent le calcul du gradient de forme qui est souvent
délicat surtout dans le cas continu [87].
Dans la suite nous allons décrire brièvement le contenu de cette thèse.
Dans le premier chapitre, nous rappelons quelques outils de base et nous présentons quelques
résultats préliminaires essentiels pour ce travail. Nous donnons en particulier quelques résultats
fondamentaux sur la propriété du prolongement uniforme, l’inégalité uniforme de Poincaré [12]
et le degré topologique [32].
Dans le deuxième chapitre, nous présentons une description physique du problème qui mo-
délise l’analyse des transferts de chaleur dans une opération de soudage. Il s’agit d’estimer le
champ de température dans les pièces soudées afin de prévoir et maîtriser les effets mécaniques
engendrés par le procédé sur ces pièces (contraintes résiduelles, distorsions). L’approche que
nous considérons ne s’occupe que de la partie solide de la plaque. Elle consiste à simplifier les
phénomènes physiques apparaîssant entre la torche de soudage et la plaque ainsi que ceux du
bain liquide en introduisant une condition de température imposée sur le front de fusion. Nous
proposons ensuite une formulation en optimisation de forme de ce problème.
Dans le troisième chapitre, nous donnons un résultat d’existence de la solution du problème
d’optimisation de forme. Comme souvent les hypothèses physiques prises sur les données du
problème ne permettent pas d’avoir la coercivité du problème d’état qui est nécessaire pour
avoir l’existence et l’unicité de la solution en utilisant le lemme de Lax-Milgram (l’outil classique
pour l’étude des problèmes elliptiques linéaires [13]), nous utilisons alors les degrés topologiques
de Leray Schauder [32], pour montrer l’existence et l’unicité d’une solution du problème d’état
écrit sous sa forme variationnelle. Ensuite, nous utilisons des techniques d’estimations uniformes
basées sur l’inégalité de Poincaré uniforme [12] et quelques inégalités de Sobolev [51], pour
montrer la continuité du problème d’état qui présente l’une des difficultés principales de l’étude
de l’existence d’une solution optimale.
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Dans le quatrième chapitre, nous approchons la famille des domaines admissibles par des
fonctions quadratiques de Bézier [34]. Nous proposons, ensuite, une approximation du problème
d’optimisation de forme par la méthode des éléments finis triangulaires. En utilisant les degrés
topologiques de Brouwer, nous montrons l’existence d’une solution du problème d’optimisation
de forme discret. Pour conclure nous nous basons sur un résultat de convergence abstrait dû
à [42], pour montrer la convergence d’une suite de solutions des problèmes d’optimisation de
forme discrets vers celle du problème continu, lorsque le pas de discrétisation tend vers zéro.
Dans le dernier chapitre, nous présentons les différentes méthodes d’optimisation utilisées
pour la résolution numérique du problème d’optimisation de forme. Nous faisons alors le point
sur deux familles d’algorithmes à savoir, les algorithmes évolutionnaires et les algorithmes dé-
terministes du type gradient. Nous commençons par une analyse du calcul du gradient de forme
dans la cas discret. Puis nous donnons des résultats numériques obtenus en utilisant la méthode
déterministe du type gradient. En ce qui concerne les algorithmes évolutionnaires, nous optons
d’abord pour une étude comparative basée sur des fonctions tests "benchmark functions" [31],
entre les algorithmes génétiques standards et ceux développés dans le cadre de cette thèse. Puis
nous donnons des résultats numériques obtenus en utilisant ces derniers algorithmes pour la ré-
solution de notre problème d’optimisation de forme. Ensuite, nous proposons un développement
de ces algorithmes génétiques en utilisant deux techniques. La première consiste à combiner les
algorithmes génétiques avec des systèmes de contrôleurs basés sur la logique floue [80, 84, 85, 86].
La deuxième consiste à faire une analyse sur les différentes méthodes de parallélisation des algo-
rithmes génétiques, afin de motiver la méthode de parallélisation choisie. Enfin, nous proposons
une étude comparative des deux méthodes d’optimisation utilisant les algorithmes déterministes
du type gradient et les algorithmes génétiques améliorés par la logique floue, au niveau qualité
de la solution aussi bien qu’au niveau temps de calcul, lorsque les algorithmes génétiques sont
parallélisés.
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Dans ce chapitre, nous rappelons quelques outils de base et nous présentons quelques ré-
sultats préliminaires essentiels pour ce travail. Nous donnons en particulier quelques résultats
fondamentaux sur la propriété du prolongement uniforme, l’inégalité uniforme de Poincaré et le
degré topologique.
1.1 Notations
1. 〈., .〉 désigne le produit scalaire dans Rn (n ∈ N) défini par :
〈x, y〉 =
n∑
i=1
xiyi pour tout x, y ∈ Rn (1.1)
la norme associée à ce produit scalaire est définie par :
|x| = 〈x, x〉 12 . (1.2)
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2. Le gradient de ϕ :
∇ϕ =
(
∂ϕ
∂x1
, . . . ,
∂ϕ
∂xn
)
. (1.3)
3. Le laplacien de ϕ :
∆ϕ =
n∑
i=1
∂2ϕ
∂x2i
. (1.4)
4. La divergence d’un vecteur ψ :
∇ · ψ =
n∑
i=1
∂ψi
∂xi
. (1.5)
5. La dérivée normale extérieure :
∇ϕ · ν = ∂ϕ
∂ν
. (1.6)
ν étant la normale extérieure.
6. Soit α = (α1, . . . , αn) un multi-indice dans Nn tel que |α| = α1 + · · · + αn, la dérivée
partielle d’ordre |α| de ϕ notée Dαϕ, est définie par :
Dαϕ(x) =
∂|α|ϕ(x)
∂xα11 · · · ∂xαnn
(1.7)
7. Soit Ω, un ensemble mesurable de Rn. On note par |Ω| le mesure de Lesbegue de Ω.
1.2 Espaces fonctionnels
Dans cette section nous rappelons quelques espaces fonctionnels, pour plus de détails à propos
de ces espaces et leurs propriétés, nous renvoyons le lecteur par exemple à [13, 30]. Soit Ω un
ouvert borné de Rn de frontière notée par Γ = ∂Ω, et soit p ∈ [1,∞[.
• l’espace Lp(Ω) est un espace de fonctions dont la puissance pime de la fonction est inté-
grable, au sens de Lebesgue. L’espace Lp(Ω) muni de la norme
‖ϕ‖p,Ω =
(∫
Ω
|ϕ|pdx
) 1
p
, (1.8)
est un espace de Banach.
• En particulier, pour p = 2, L2(Ω) est l’espace de Hilbert muni de la norme :
‖ϕ‖0,Ω =
(∫
Ω
|ϕ|2dx
) 1
2
, (1.9)
associée au produit scalaire :
(ϕ,ψ)0,Ω =
∫
Ω
ϕ(x)ψ(x)dx. (1.10)
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• L∞(Ω) est l’ensemble de toutes les fonctions mesurables ϕ, dont la norme :
‖ϕ‖L∞(Ω) = inf
M⊂Ω
mesM=0
sup
x∈Ω\M
|ϕ(x)| ≡ ess sup
x∈Ω
|ϕ(x)| (1.11)
est finie. L∞(Ω) muni de la norme ( 1.11) est un espace de Banach.
• C(Ω) désigne l’espace des fonctions continues sur Ω, muni de la norme suivante :
‖ϕ‖∞ = sup
x∈Ω
|ϕ(x)|. (1.12)
• Cm(Ω) est l’espace des fonctions, ϕ, qui ont des dérivées partielles Dαϕ continues sur Ω
(pour |α| ≤ m).
• Cm(Ω¯) est le sous-espace de Cm(Ω) des fonctions ϕ telles que Dαϕ soit bornée et unifor-
mément continue sur Ω pour |α| ≤ m. Il est muni de la norme :
‖ϕ‖Cm(Ω¯) = max
0≤|α|≤m
sup
x∈Ω
|Dαϕ(x)| . (1.13)
• Pour 0 < λ ≤ 1, Cm,λ(Ω¯) est le sous-espace de Cm(Ω¯), des fonctions ϕ qui sont telles que
Dαϕ satisfait la condition de Hölder d’exposant λ. Pour tout |α| = m, i.e. , il existe c > 0
tel que
|Dαϕ(x)−Dαϕ(y)| ≤ c|x− y|λ ∀x, y ∈ Ω (1.14)
Cm,λ(Ω¯) est muni de la norme
‖ϕ‖Cm,λ(Ω¯) = ‖ϕ‖Cm(Ω¯) + max|α|=m supx,y∈Ω
x 6=y
|Dαϕ(x)−Dαϕ(y)|
|x− y|λ . (1.15)
• D(Ω) est l’espace des fonctions indéfiniment dérivables C∞ à support compact dans Ω,
dont le dual topologique D′(Ω) est l’espace des distributions sur Ω.
• D(Ω¯) est l’espace des restrictions à Ω de fonctions de D(Rn).
• On définit également l’espace de Sobolev Hm(Ω) (m ∈ N) par
Hm(Ω) =
{
ϕ ∈ L2(Ω)/Dαϕ ∈ L2(Ω), pour tout |α| ≤ m} (1.16)
où Dα est la dérivée au sens des distributions d’ordre |α| de ϕ. L’espace de Hilbert Hm(Ω)
est muni de la norme :
‖ϕ‖m,Ω =
 ∑
|α|≤m
‖Dαϕ‖20,Ω dx
 12 . (1.17)
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• Pour s = m+ σ avec m ∈ N et 0 < σ < 1, Hs(Ω) est l’ensemble des éléments ϕ ∈ Hm(Ω)
qui vérifient : ∫ ∫
Ω×Ω
|Dαϕ(x)−Dαϕ(y)|
|x− y|m+2σ dxdy < +∞ pour |α| = m. (1.18)
Hs(Ω) muni de la norme
‖ϕ‖s,Ω =
‖ϕ‖2m,Ω + ∑
|α|=m
∫ ∫
Ω×Ω
|Dαϕ(x)−Dαϕ(y)|
|x− y|m+2σ dx dy
 12 (1.19)
est un espace de Banach.
• H10 (Ω) est l’adhérence de D(Ω) dans H1(Ω). Si la frontière Γ = ∂Ω est assez régulière
(cf. [71]), H10 (Ω) est défini par
H10 (Ω) =
{
ϕ ∈ H1(Ω)/ϕ|Γ = 0
}
(1.20)
où ϕ|Γ désigne la trace de ϕ sur Γ (cf. [30]). L’espace de Hilbert H10 (Ω) est muni de la
norme :
|ϕ|1,Ω = ‖∇ϕ‖0,Ω. (1.21)
On note par Γ1 une partie de Γ, telle que mes Γ1 > 0,
H1Γ1(Ω) =
{
ϕ ∈ H1(Ω)/ϕ|Γ1 = 0
}
(1.22)
est l’espace de Hilbert muni de la norme (1.21).
1.3 Résultats fondamentaux
Dans cette partie, nous allons donner des résultats fondamentaux intervenant dans la re-
formulation du problème de soudage, que nous présentons dans le deuxième chapitre, en un
problème d’optimisation de forme, et qui seront aussi utiles pour l’étude de l’existence d’une
solution de ce problème. Dans toute la suite de cette partie, Ω désigne un ouvert borné de Rn.
Définition 1.1 On dit qu’une suite (fn)n, de fonctions à valeurs réelles dans Ω, est uniformé-
ment bornée dans Ω, s’il existe une constante C > 0 telle que |fn(x)| < C, pour tout n ∈ N et
x ∈ Ω.
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Définition 1.2 Soit F une famille de fonctions f définies sur Ω et à valeurs réelles. On dit que
F est équicontinue en x0 ∈ Ω si pour tout ε > 0, il existe δ(ε, x0) tel que :
‖x− x0‖ < δ(ε, x0)⇒ |f(x)− f(x0)| ≤ ε, ∀f ∈ F. (1.23)
La famille F est dite équicontinue dans Ω si elle est équicontinue pour tout x0 ∈ Ω.
Nous allons maintenant énoncer deux résultats, dont le premier est démontré dans ([36]) et
le deuxième est dû à Ascoli-Arzelà ([42, 74]).
Théorème 1.1 Soit u une fonction de C0,1(Ω¯) (l’espace des fonctions lipschitziennes dans Ω¯)
et C sa constante de Lipschitz, alors la dérivée partielle d’ordre 1
∂u
∂xi
, i = 1, ..., n (1.24)
existe pour presque tout x ∈ Ω, et de plus∣∣∣∣ ∂u∂xi
∣∣∣∣ ≤ C p.p dans Ω, i = 1, ..., n. (1.25)
Théorème 1.2 (Ascoli-Arzelà) Soit (fn)n une suite de fonctions réelles uniformément bornées
et équicontinues dans Ω¯. Alors il existe une sous-suite de (fn)n notée (fnk)k et une fonction f
continue dans Ω¯ telles que (fnk)k converge uniformément vers f dans Ω¯.
Nous énonçons aussi le résultat suivant (cf. [79])
Théorème 1.3 Soit h : R 7→ R une fonction uniformément lipschitzienne telle que h(0) = 0.
Alors pour tout u ∈ H1Γ1(Ω), nous avons h(u) ∈ H1Γ1(Ω). De plus,
∇h(u) = h′(u)∇u p.p dans Ω.
1.4 Propriété du prolongement uniforme
Soit Ω un ouvert borné et connexe de Rn, de frontière continue et lipschitzienne (cf [62]). Il
existe plusieurs façons de construire un prolongement linéaire et continu d’un élément de H1(Ω)
dans H1(Rn), qu’on définit comme suit :
PΩ : H1(Ω) → H1(Rn)
u 7→ PΩu = u˜
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avec
u˜|Ω = u presque partout dans Ω.
En général, la norme de l’opérateur de prolongement PΩ dépend de Ω (cf. [62]). Dans la suite,
nous allons définir une classe de domaines pour lesquels la norme de l’opérateur prolongement
est bornée indépendamment de Ω.
1.4.1 Propriété du cône
Définition 1.3 Soit h > 0 et θ ∈ (0, pi2 ) deux nombres donnés, et ξ ∈ Rn tel que |ξ| = 1.
L’ensemble :
C(ξ, θ, h) = {x ∈ Rn ; 〈x, ξ〉 ≥ |x| cos θ, |x| < h} (1.26)
est appelé le cône d’angle θ, de hauteur h et d’axe ξ.
Définition 1.4 Soient θ ∈ (0, pi2 ), h > 0 et r > 0 (2r ≤ h) trois nombres donnés. On dit qu’un
ensemble Ω de Rn satisfait la propriété du cône, si pour tout x ∈ Ω, il existe Cx = C(ξx, θ, h),
tel que pour tout y ∈ B(x, r) ∩ Ω, on ait
y + Cx ⊂ Ω, (1.27)
B(x, r) étant la boule ouverte de rayon r et de centre x dans Rn.
Soit D un domaine donné dans Rn. Nous notons par Π(θ, h, r) l’ensemble de tous les domaines
contenus dans D et satisfaisant la propriété du cône.
1.4.2 Prolongement uniforme
Nous allons maintenant énoncer un résultat qui montre l’existence d’un prolongement "uni-
forme" (dont la norme est bornée indépendamment de Ω) pour les domaines satisfaisant la
propriété du cône (cf. [25]).
Théorème 1.4 Soient θ ∈ (0, pi2 ), h > 0 et r > 0 (2r ≤ h) trois nombres donnés et m ∈ N.
Il existe une constante positive K(θ, h, r), dépendant seulement de θ,h et r, telle que pour tout
Ω ∈ Π(θ, h, r), il existe
PΩ : H1(Ω)→ H1(Rn)
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un prolongement linéaire et continu tel que
‖PΩ‖ ≤ K(θ, h, r). (1.28)
La propriété du prolongement uniforme (1.28) est aussi vérifiée, si le domaine Ω possède une
frontière ∂Ω continue et lipschitzienne. Ceci d’après le résultat cité dans les références suivantes
(cf. [25] et [69]).
Proposition 1.1 Un ouvert Ω satisfait la propriété du cône si et seulement si la frontière ∂Ω
est continue et lipschitzienne.
1.5 Quelques estimations sur les espaces de Sobolev
Nous commençons par énoncer un résultat dû à Ladyženskaja [51]
Théorème 1.5 Soit Ω un ouvert borné connexe de frontière lipschitzienne. Pour tout u ∈
H1Γ1(Ω), on a l’inégalité suivante :
‖u‖
L
2q
q−2 (Ω)
≤ c(q)|Ω| 1n− 1q ‖∇u‖0,Ω, (1.29)
où q ≥ n pour n > 2, et q > 2 pour n = 2, |Ω| désigne la mesure de Ω et la constante c(q) ne
dépend que de q et de n
Nous aurons aussi besoin des inégalités uniformes de Poincaré démontrées dans la réfé-
rence [12].
Théorème 1.6 (Inégalité uniforme de Poincaré)
Il existe une constante C > 0 telle que
‖u− 1
mes Γ1
∫
Γ1
u dσ‖L2(Ω) ≤ C
i=n∑
i=1
‖∂iu‖L2(Ω), ∀u ∈ H1(Ω) (1.30)
pour tout Ω ouvert connexe qui vérifie la propriété du cône.
Comme conséquence de ce résultat nous avons :
Corollaire 1.1 Il existe une constante C > 0 telle que
‖u‖L2(Ω) ≤ C
i=n∑
i=1
‖∂iu‖L2(Ω), ∀u ∈ H1Γ1(Ω) (1.31)
pour tout Ω ouvert connexe qui vérifie la propriété du cône.
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1.6 Degré topologique
Dans cette section nous citons quelques éléments sur le degré topologique qui est une notion
géométrique qui s’avère utile en analyse fonctionnelle non linéaire, bien qu’elle ne donne que des
résultats qualitatifs généraux. Pour plus de détails le lecteur peut consulter par exemple [32, 29,
64]
1.6.1 Degré topologique de Brouwer
Soit x0 ∈ Ω ⊂ Rn, si f est différentiable en x0, on note par Jf (x0) = det f ′(x0) le jacobien
de f en x0.
Définition 1.5 Soit Ω ⊂ Rn un ouvert borné et f ∈ C1(Ω¯). On désigne par
S := {x ∈ Ω; Jf (x) = 0},
l’ensemble des points singuliers de f et on suppose que p 6∈ f(∂Ω) ∪ f(S). On définit alors le
degré topologique par :
deg(f,Ω, p) =
∑
x∈f−1(p)
sgnJf (x),
où sgnJf (x) est le signe de Jf (x) ; avec deg(f,Ω, p) = 0 si f−1(p) = ∅.
Nous avons alors le résultat cité dans la référence suivante [32], qui rappelle quelques pro-
priétés du degré topologique de Brouwer.
Théorème 1.7 Soit Ω ⊂ Rn un ouvert borné et f : Ω¯ → Rn une application continue. Si
p 6∈ f(∂Ω), alors il existe un entier deg(f,Ω, p) satisfaisant les propriétés suivantes :
1. (Normalité) deg(I,Ω, p) = 1 si et seulement si p ∈ Ω, où I note l’application identité ;
2. (Solvabilité) Si deg(f,Ω, p) 6= 0, alors f(x) = p admet au moins une solution dans Ω ;
3. (Invariance par homotopie ) ∀ t ∈ [0, 1] ft : Ω¯→ Rn est continue et
p 6∈ ∪
t∈[0,1]
ft(∂Ω), alors deg(ft,Ω, p) ne dépend pas de t ∈ [0, 1];
4. (Additivité) Supposons que Ω1 et Ω2 sont deux sous-ensembles disjoints et ouverts de Ω et
p 6∈ f(Ω¯− Ω1 ∪ Ω2). Alors
deg(f,Ω, p) = deg(f,Ω1, p) + deg(f,Ω2, p);
5. deg(f,Ω, p) est constant sur toute composante connexe de Rn\f(∂Ω).
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En 1934, Leray et Schauder (cf. [53]) ont généralisé le degré topologique de Brouwer à des
espaces de Banach de dimension infinie. Ainsi, ils ont défini ce qu’on appelle le degré topologique
de Leray-Schauder. Ce résultat est devenu un outil très efficace pour montrer différents résultats
d’existence pour les équations aux dérivées partielles non linéaires.
1.6.2 Degré topologique de Leray-Schauder
Pour construire le degré de Leray-Schauder, nous avons besoin de quelques résultats et défi-
nitions [26].
Lemme 1.1 Soit E un espace de Banach, Ω ⊂ E un ouvert borné et T : Ω¯ 7→ E une application
continue compacte. Alors, pour tout ε > 0, il existe un espace de dimension finie noté F et une
application continue Tε : Ω¯ 7→ F telle que
‖Tεx− Tx‖ < ε pour tout x ∈ Ω¯.
Définition 1.6 Soit E un espace de Banach, Ω ⊂ E un ouvert borné et T : Ω¯ 7→ E une
application continue compacte. Supposons maintenant que 0 6∈ (I − T )(∂Ω). Il existe ε0 > 0 tel
que pour ε ∈ (0, ε0), le degré de Brouwer deg(I − Tε,Ω ∩ Fε, 0) est bien défini, où Tε est défini
comme dans le lemme 1.1. Par conséquent, nous définissons le degré de Leray-Schauder par
deg(I − T,Ω, 0) = deg(I − Tε,Ω ∩ Fε, 0).
Théorème 1.8 Le degré de Leray-Schauder possède les propriétés suivantes :
1. (Normalité) deg(I,Ω, 0) = 1 si et seulement si 0 ∈ Ω ;
2. (Solvabilité) Si deg(I − T,Ω, 0) 6= 0 alors Tx = x a une solution dans Ω ;
3. (Invariance par homotopie) Soit Tt : [0, 1]× Ω¯ 7→ E continu compact et Ttx 6= x pour tout
(t, x) ∈ [0, 1]× ∂Ω. Alors deg(I − Tt,Ω, 0) ne dépend pas de t ∈ [0, 1] ;
4. (Additivité) Soit Ω1 et Ω2 deux sous-ensembles disjoints ouverts de Ω et
0 6∈ (I − T )(Ω¯− Ω1 ∪ Ω2).
Alors
deg(I − T,Ω, 0) = deg(I − T,Ω1, 0) + deg(I − T,Ω2, 0).
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Dans ce chapitre, nous présentons une description physique du problème qui modélise l’ana-
lyse des transferts de chaleur dans une opération de soudage. Il s’agit d’estimer le champ de
température dans les pièces soudées afin de prévoir et maîtriser les effets mécaniques engendrés
par le procédé sur ces pièces (contraintes résiduelles, distorsions). L’approche que nous considé-
rons ne s’occupe que de la partie solide de la plaque. Elle consiste à simplifier les phénomènes
physiques apparaissant entre la torche de soudage et la plaque ainsi que ceux du bain liquide
en introduisant une condition de température imposée sur le front de fusion. Nous proposons
ensuite une formulation en optimisation de forme de ce problème.
2.1 Généralités sur le problème de soudage
Les procédés de soudage occupent une place importante dans l’univers de la construction des
bateaux, trains, avions, fusées, automobiles, ponts, réservoirs et tant d’autres choses qui ne sau-
raient être assemblées autrement. Le soudage permet d’assurer la continuité métallique entre les
éléments à assembler par l’établissement de forces de liaison interatomiques de type métallique.
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En général, les procédés de soudage amènent localement les pièces à souder à une température
supérieure à la température de fusion. Ainsi, l’assemblage par liaisons métalliques s’effectue lors
de la solidification. Ces procédés induisent des conséquences métallurgiques et mécaniques qu’il
est aussi difficile qu’important de maîtriser et dont l’évaluation nécessite la modélisation des
interactions complexes entre plusieurs phénomènes physiques comme la thermique, la métallur-
gie et la mécanique. Les différents procédés de soudage sont classés surtout selon des critères
pratiques :
• Le mode d’apport de l’énergie nécessaire : faisceau, flamme, arc électrique, plasma, effet
joule, étincelage, induction, frottement, explosion, etc.
• Le mode de protection du métal chaud : gaz ou laitier.
Ces procédés conduisent à des modifications de microstructure et à des contraintes et distorsions
résiduelles qui jouent un rôle important sur la tenue mécanique des assemblages ou encore la
faisabilité d’un procédé. Ces contraintes et distorsions proviennent principalement des gradients
de température et des éventuelles transformations de phase susceptibles de se produire au cours
du procédé.
Les apports de la modélisation du soudage se situent donc au niveau :
• des études de faisabilité d’un procédé en termes de défaut d’alignement des structures ou
de séquence de soudage.
• de l’évaluation de la tenue mécanique des assemblages soudés en termes de résistance, de
tenue en fatigue ou encore de stabilité.
La faisabilité d’un procédé se juge en termes de distorsions résiduelles. Elle nécessite des si-
mulations portant sur la structure dans sa totalité et comportant l’ensemble des joints soudés.
L’objectif peut être ici de prédire les éventuels défauts d’alignement en vue de dimensionner les
conditions de bridage ou encore de déterminer une séquence de soudage optimale comme étant
celle conduisant à minimiser le coût des outillages de bridage. L’évaluation de la tenue mécanique
repose principalement sur la connaissance de la microstructure et des contraintes résiduelles. Le
risque de rupture fragile peut ainsi être fortement augmenté par la présence de contraintes de
traction, de fortes triaxialités et de phases dures comme celles obtenues dans les Zones Affectées
Thermiquement (ZAT). Des analyses détaillées peuvent être réalisées dans le cadre de la méca-
nique linéaire élastique de la rupture en postulant la présence d’un défaut correspondant à une
situation pénalisante.
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Aux contraintes résultant du chargement (dans une hypothèse d’élasticité linéaire) s’ajoutent les
contraintes résiduelles, qui contribuent ainsi à modifier cet état moyen. Si ce sont des contraintes
de compression, elles influent positivement sur la durée de vie en fatigue. Au contraire, dans le
cas de contraintes de traction, l’effet est négatif. Afin d’évaluer les conditions d’amorçage, il
convient de recourir à des critères locaux comme le critère de Dang Van [82] très utilisé, par
exemple, dans l’industrie automobile.
La fissuration à froid désigne l’apparition de fissures à des températures inférieures à 200˚ C.
Elle résulte d’un phénomène de fragilisation par l’hydrogène. Les fissures apparaissent principa-
lement dans la ZAT et sont favorisées par la présence d’une forte concentration en hydrogène
et de contraintes de traction. L’évaluation du risque de fissuration à froid nécessite donc de
simuler les phénomènes de diffusion et piégeage de l’hydrogène et de disposer d’un critère local
d’amorçage. Des fissures peuvent également apparaître à chaud, dans la zone pâteuse, pendant
la solidification du bain fondu. Pour évaluer la fissuration à chaud, il faut disposer d’un critère
adéquat faisant intervenir les contraintes, les déformations et la vitesse de déformation visco-
plastique [49]. Des problèmes d’instabilité peuvent apparaître dans les structures minces. Ils
sont favorisés par des contraintes résiduelles de compression et d’éventuelles imperfections géo-
métriques éventuellement induites par le soudage. L’étude de ces problèmes peut se faire soit
par la recherche de chargements critiques de flambage en résolvant un problème aux valeurs
propres, soit en réalisant une analyse incrémentale incluant les grands déplacements et grandes
déformations de la structure. L’analyse de la tenue mécanique d’un assemblage soudé nécessite
donc des études complémentaires qui dépendant du risque considéré. Mais toutes demandent en
entrée la microstructure, les contraintes et déformations résiduelles de soudage.
Les effets mécaniques qui ont été présentés dans ce paragraphe sont directement dépendants
des évolutions de températures imposées par le procédé de soudage i.e. le chargement thermique
du procédé.
Dans la section suivante, nous allons décrire l’approche que nous avons considérée pour
pouvoir accéder à ce chargement thermique.
2.2 Modélisation du problème
Nous commençons par définir un système d’équations mathématique qui modélise le procédé
de soudage. Nous utilisons un système de coordonnées lié à la torche (source de la chaleur
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figure 2.1) qui se déplace avec une vitesse constante ~vtorche = vtorche ~ex, où vtorche est la vitesse
de la torche et ~ex est le vecteur unitaire aligné avec l’axe (ox). L’utilisation d’un référentiel lié à
la torche de soudage nous permettra de décrire l’évolution du bain de fusion, par le mouvement
de l’interface de changement de phase selon trois régimes :
• Transitoire : un bain de fusion est établi et l’interface liquide/solide se développe au cours
du temps.
• Quasi-stationnaire : la forme du bain de fusion est considérée constante.
• Solidification transitoire : fin de l’application de la source d’énergie sur la pièce. La zone
fondue commence à se solidifier.
Figure 2.1 : Schéma du procédé de soudage
Notre approche consiste à restreindre la modélisation de transfert de la chaleur sur la partie
solide Ωs(t).
Nous divisons la frontière ∂Ωs en trois parties ∂ΩD, ∂ΩN , ∂ΩM , sur lesquelles nous appliquons
respectivement les conditions aux limites de type Dirichlet, Neumann et mixte.
2.2.1 Conditions aux limites
Le domaine Ωs est un parallélépipède tronqué de la zone fondue. Ses dimensions sont définies
d’une manière à satisfaire des conditions aux limites spécifiques.
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Figure 2.2 : Description du domaine Ωtot = Ωs(t) ∪ Ωl(t) à l’instant t
2.2.1.1 Conditions aux limites sur l’interface liquide/solide Γ(t)
L’interface liquide/solide est caractérisée respectivement par la donnée de la température
de fusion et par une condition de type Stefan qui décrit le bilan énergétique à l’interface li-
quide/solide et qui exprime l’absorption d’énergie due au changement de phase.
T = Tf
λ∂T∂n = ~φl~n− ρL(~v + ~vtorch)~n
où λ esl la conductivité thermique, φl est le flux provenant du liquide, ~n est la normale extérieure
à la frontière Γ(t), ρ est la densité de la plaque, L est la longueur de la plaque, ~v est la vitesse
de déformation et ~vtorch est la vitesse de la torche.
16 Chapitre 2. Modélisation et formulation du problème
2.2.1.2 Condition aux limites sur la surface du haut z = e et celle du bas z = 0
(∂ΩM)
La condition aux limites sur la surface du haut z = e et celle du bas z = 0 est donnée par
λ
∂T
∂n
+ hT = hTa
où Ta est la température ambiante et h est le coefficient de transfert de la chaleur.
2.2.1.3 Condition aux limites sur la frontière de Dirichlet ∂ΩD
La condition de Dirichlet est donnée par
T = Timp,
où Timp est une température imposée sur la frontière ∂ΩD.
2.2.1.4 Condition aux limites sur la frontière de Neumann
La condition de Neumann est décrite par
λ
∂T
∂n
= φN
où φN est le flux de la chaleur imposé.
2.2.2 Système d’équations dans la partie solide
Les équations régissant le transfert de la chaleur dans le solide doivent prendre en compte le
flux de chaleur ~φl provenant du liquide. Le transfert de chaleur dans Ωs(t) est donc régi par le
système d’équations suivant :

ρCp(∂T∂t + ~vtorch∇T )−∇ · (λs∇T ) = f dans Ωs(t)× [0, tfin]
T = Tf sur Γ(t)
λs
∂T
∂n = ~φl~n− ρL(~v + ~vtorch)~n sur Γ(t)
T (x, y, z, 0) = T0(x, y, z) pour t = 0
T = Timp sur ∂ΩD × [0, tfin]
λs
∂T
∂n = φN sur ∂ΩN × [0, tfin]
λs
∂T
∂n + hT = hTa sur ∂ΩM × [0, tfin]
(2.1)
où h est le coefficient de transfert global intégrant les échanges de chaleur par convection et par
rayonnement h = hcv + hray et Cp est la capacité thermique.
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2.2.3 Formulation du problème en régime quasi-stationnaire
En régime quasi-stationnaire, la forme du front Γ(t) est établie et ne dépend pas de t (la
vitesse de déformation ~v est nulle). Cependant, sa position est a priori inconnue. Dans ce cadre,
le champ thermique dans le solide est déterminé en considérant seulement la condition T = Tf
sur l’interface liquide/solide Γ(t), où Tf désigne la température de fusion. Nous résoudrons donc
un problème à frontière libre de conduction de la chaleur dans Ωs.
La configuration en 2-D est obtenue en supposant que la variation de la température dans la
direction (oz) est négligeable par rapport à celle observée dans les deux autres directions (Ox) et
(Oy). Pour les conditions de Neumann sur la frontière ∂ΩN = Γ0∪Γ1∪Γ2∪Γ3, nous considérons
que la plaque est isolée des effets extérieurs (φN = 0).
Dans la suite de notre travail, la partie solide Ωs et le front de fusion Γ(t) seront notés
respectivement par Ω et Γ.
Le problème consiste alors à déterminer (T,Γ), le champ de température T qui règne dans la
partie solide Ω (voir figure 2.3) et Γ le front de fusion, solution du problème :
(P )

V0 · ∇T −∇ · (λ∇T ) = f dans Ω
T = Tf sur Γ
T = Td sur Γ4
λ∂T∂n = 0 sur Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ3
T = T0 sur Γ0
(2.2)
Où V0 = Cpρ~vtorch et f est un terme source donné. On note par Td la température imposée,
généralement la température du milieu extérieur. Quant à T0, il désigne la mesure de température
prise sur la frontière Γ0.
2.3 Formulation en optimisation de forme
Un problème d’optimisation de forme est un problème de contrôle optimal dans lequel la
variable de contrôle est la forme géométrique d’un domaine de Rn.
L’optimisation de forme joue un rôle important dans la résolution de plusieurs problèmes
d’ingénierie. Plusieurs travaux, utilisant la méthode d’optimisation de forme, se sont intéressés
à l’étude théorique et à l’approximation numérique de différents phénomènes physiques. Nous
citons par exemple : [41, 44, 69]
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Figure 2.3 : configuration 2-D du procédé de soudage
L’objet principal de la méthode d’optimisation de forme est de mieux concevoir la forme d’un
système physique, afin de minimiser le coût et maximiser le profit. Il s’agit en fait de déterminer
un domaine optimal réalisant le minimum d’une fonction coût donnée, définie sur un ensemble
de domaines admissibles. En général, un problème d’optimisation de forme se présente de la
façon suivante :
Trouver Ω∗ = argmin
Ω∈Θad
J(Ω, u(Ω)), (2.3)
où
• Θad est un ensemble des domaines admissibles Ω ⊂ Rn,
• u(Ω) est l’état d’un système, solution d’un problème aux limites du type :
A(u(Ω)) = 0 dans Ω,
B(u(Ω)) = 0 dans Γ,
(2.4)
où A, B sont des opérateurs aux dérivées partielles linéaires ou non, donnés dans Rn, et
Γ est la frontière de Ω,
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• la fonction J(Ω, u(Ω)) est la fonctionnelle coût définie comme combinaison des intégrales :
∫
Ω
C1(u(Ω))dx,
∫
Γ
C(u(Ω))dx,
∫
Ω0
C2(u(Ω))dx
où Ω0 est un ouvert fixe de Rn, Ω0 ⊂ Ω, et C, C1 et C2 sont des opérateurs aux dérivées
partielles, données dans Rn.
Dans les paragraphes suivants, nous allons donner une formulation en optimisation de forme
du problème (2.2)
Formulation en optimisation de forme du problème de soudage
Pour donner une formulation en optimisation de forme du problème (2.2), nous utilisons un
paramétrage de la frontière libre Γ de la manière suivante :
Γ = {(x, ϕ(x)) / x ∈ [a, b] et 0 ≤ ϕ(x) ≤ Ly} (2.5)
où ϕ est une fonction. Nous notons par Ω l’ouvert défini par :
Ω(ϕ) =]0, a[×]0, Ly[∪
{
(x, y) ∈ R2/a ≤ x ≤ b, ϕ(x) ≤ y ≤ Ly
}∪]b, Lx[×]0, Ly[ (2.6)
de frontière ∂Ω définie par :
∂Ω = Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ ∪ Γ3 ∪ Γ4 (2.7)
Notre formulation en optimisation de forme du problème (2.2) est alors donnée par
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(PO)

trouver Ω∗ ∈ Θad solution de
J(Ω∗) = inf
Ω∈Θad
J(Ω)
où J(Ω) = 12
∫
Γ0
|T (Ω(x, y))− T0|2 dσ
et T (Ω) la solution de
(PE)

V0 · ∇T = ∇ · (λ∇T ) + f dans Ω
λ∂T∂ν = 0 sur Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ3
T = Td sur Γ4
T = Tf sur Γ,
(2.8)
où Θad est defini par
Θad = {Ω(ϕ) ϕ ∈ Uad}
avec
Uad =
{
ϕ ∈ C([a, b]) / ∃ aϕ et bϕ ∈ [a, b] , ϕ|[a,aϕ] = 0 , ϕ|[bϕ,b] = 0 et ∃ L0 > 0 /∣∣ϕ(x)− ϕ(x′)∣∣ ≤ L0 ∣∣x− x′∣∣ ∀x, x′ ∈ [a, b] , 0 ≤ ϕ(x) ≤ Ly ∀x ∈ [a, b] } .
Soit Γd = Γ ∪ Γ4. Nous définissons l’espace
H1Γd(Ω) =
{
u ∈ H1(Ω) / u|Γd = 0
}
où H1(Ω) est un espace de Sobolev muni de la norme, ‖ · ‖1,Ω.et H1Γd(Ω) est muni de la norme
| · |1,Ω
Equivalence entre (P ) et (PO)
Nous avons le résultat d’équivalence entre le problème à frontière libre (P ) et le problème
d’optimisation de forme (PO)
Proposition 2.1 Si le problème (P ) admet une solution (up,Ωp) avec Ωp ∈ Θad, alors le pro-
blème (P) est équivalent au problème (PO).
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Démonstration :
Soit (up,Ωp) solution de (P ), telle que Ωp ∈ Θad. Comme up = 0 sur Γ0, alors
J(up,Ωp) = 0 ≤ J(u,Ω), ∀Ω ∈ Θad.
Par suite (up,Ωp) est solution de (PO).
Inversement, soit (u∗,Ω∗) solution de (PO), alors
0 ≤ J(u∗,Ω∗) ≤ J(u,Ω) ∀ Ω ∈ Θad
≤ J(Ωp, up) = 0.
Alors (u∗,Ω∗) est solution de (P ).
¥
Remarque 2.1 Dans le cas où (PO) n’est pas équivalent à (P ), le problème (PO) représente
un moyen efficace d’approximation du problème à frontière libre (P ).
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Dans ce chapitre, nous donnons un résultat d’existence de la solution du problème d’optimi-
sation de forme. Comme souvent les hypothèses physiques prises sur les données du problème ne
permettent pas d’avoir la coercivité du problème d’état qui est nécessaire pour avoir l’existence
et l’unicité de la solution en utilisant le lemme de Lax-Milgram (l’outil classique pour l’étude
des problèmes elliptiques linéaires [13]). Nous utilisons alors les degrés topologiques de Leray
Schauder [32], pour montrer l’existence et d’une solution du problème d’état écrit sous sa forme
variationnelle. Quant à l’unicité, elle s’obtiend facilement grâce à la linéarité du problème d’état.
Ensuite, nous utilisons des techniques d’estimations uniformes basées sur l’inégalité de Poincaré
uniforme [12] et quelques inégalités de Sobolev [51], pour montrer la continuité du problème
d’état qui présente l’une des difficultés principales de l’étude de l’existence d’une solution opti-
male. Ce résultat a fait l’objet d’un article accepté [15] et d’une communication au "Numerical
Analysis and Scientific Computing with Application (NASCA09), Agadir, Morocco".
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3.1 Introduction à l’étude d’existence en optimisation de forme
Un problème d’optimisation de forme peut être vu comme étant un problème de minimisation
d’une fonction à valeurs réelles, la fonction coût notée J(Ω, u(Ω)), dont les arguments sont un
ouvert Ω, élément d’un certain ensemble Θad d’ouverts admissibles, et u(Ω) la solution d’un
problème aux limites posé sur Ω. Du point de vue mathématique, la question qui se pose est :
existe-t-il une solution optimale ?
Pour pouvoir répondre à cette question, il faut définir une topologie sur Θad, qui doit assurer la
la compacité de Θad, ainsi que la semi-continuité inférieure de J sur Θad.
Soit D un ouvert borné connexe de Rn tel que ∀ Ω ∈ Θad,Ω ⊂ D. Considérons une suite
(Ωn)n, Ωn ∈ Θad et Ω ∈ Θad. Il nous est nécessaire de définir la règle qui nous permette de dire
que (Ωn)n tend vers Ω i.e.
Ωn
Θad−→ Ω, n −→∞.
Ainsi, nous associons à chaque Ω ∈ Θad un espace fonctionnelW (Ω) qui contient u(Ω), la solution
du problème (2.4). Nous introduisons alors la convergence de (u(Ωn))n, u(Ωn) ∈ W (Ωn), Ωn ∈
Θad vers (u(Ω)) ∈W (Ω), Ω ∈ Θad, de la manière suivante :
u(Ωn) ⇀
n→+∞ u(Ω), dans W (D).
Soit F le graphe de l’application u(·) définie sur l’ensemble Θad i.e.
F = {(Ω, u(Ω)), Ω ∈ Θad}.
L’existence d’une solution optimale du problème (2.3) est fournie par le théorème suivant
(cf. [41]) par exemple.
Théorème 3.1 Sous les hypothèses suivantes :
(H1) (compacité de F) :
Pour chaque suite {(Ωn, u(Ωn))}n, (Ωn, u(Ωn)) ∈ F , il existe une sous suite
{(Ωnk , u(Ωnk))}k et un élément (Ω, u(Ω)) ∈ F , tels que
Ωnk
Θad−→ Ω
u(Ωnk) ⇀
k→+∞
u(Ω), dans W (D).
(3.1)
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(H2) (Semi-continuité de J) :
Ωn
Θad−→ Ω
u(Ωn) ⇀
n→+∞ u(Ω), dans W (D).
⇒ lim infn→+∞ J(Ωn, u(Ωn)) ≥ J(Ω, u(Ω)), (3.2)
le problème (2.3) admet au moins une solution Ω∗ ∈ Θad.
Avant de s’intéresser à l’étude de l’existence d’une solution optimale, il faudra tout d’abord
vérifier si le problème d’optimisation de forme est bien posé. Cela signifie que pour tout Ω ∈ Θad
le problème d’état (PE) admet une solution unique.
3.2 Étude du problème d’état
Dans cette section nous donnerons une formulation variationnelle du problème d’état (PE).
Puis nous démontrerons l’existence et l’unicité de la solution de ce problème.
3.2.1 Formulation variationnelle
Le problème d’état (PE) s’écrit :
(PE)

V0 · ∇T = ∇ · (λ∇T ) + f dans Ω,
λ
∂T
∂ν
= 0 sur Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ3,
T = Td sur Γ4,
T = Tf sur Γ.
(3.3)
En utilisant la surjectivité de l’application trace de H1(D) dans H
1
2 (∂D) (cf. [30]), on montre
qu’il existe V ∈ H1(D) tel que
V =

v dans ]b, Lx[×]0, Ly[
Tf dans ]0, b[×]0, Ly[,
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où v ∈ H1(]b, Lx[×]0, Ly[) sachant que
v =

Td dans Γ4
Tf dans {b} × [0, Ly].
Ainsi la formulation variationnelle du problème d’état (PE) est la suivante :
trouver u ∈ H1Γd(Ω)
∫
Ω
λ∇u · ∇ψ +
∫
Ω
V0 · ∇uψ = 〈`, ψ〉((H1Γd (Ω))′,H1Γd (Ω)) ∀ψ ∈ H
1
Γd
(Ω),
(3.4)
où ` est l’opérateur défini par :
〈`, ψ〉((H1Γd (Ω))′,H1Γd (Ω)) =
∫
Ω
f ψ −
∫
Ω
λ∇V · ∇ψ −
∫
Ω
V0 · ∇V ψ.
3.2.2 Existence et unicité de la solution d’équation d’état
Dans toute la suite nous allons supposer que les paramètres de notre problème vérifient les
hypothèses suivantes :
(H1) λ ∈ L∞(D) et ∃λ0 > 0 tel que
λ(x)ξ · ξ ≥ λ0|ξ|2 a.e x ∈ D
(H2) V0 ∈ (L∞(D))2
(H3) f ∈ L2(D), T0 ∈ L2(Γ0)
Remarque 3.1 On note que si V0 satisfait seulement l’hypothèse (H2), alors le problème (3.4)
est en général non-coercif, au sens du théorème de Lax-Milgram (l’outil classique pour l’étude
des problèmes elliptiques linéaires).
Proposition 3.1 Sous les hypothèses (H1) − (H3), il existe une constante δ > 0 indépendante
de Ω telle que :
∀ψ ∈ H1Γd(Ω) 〈`, ψ〉((H1Γd(Ω))′,H1Γd(Ω)) ≤ δ‖ψ‖1,Ω. (3.5)
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Démonstration :
Soit ψ ∈ H1Γd(Ω), on sait que l’opérateur ` est défini par :
〈`, ψ〉((H1Γd (Ω))′,H1Γd (Ω)) =
∫
Ω
f ψ −
∫
Ω
λ∇V · ∇ψ −
∫
Ω
V0 · ∇V ψ.
En utilisant l’inégalité de Hölder, nous obtenons
|〈`, ψ〉((H1Γd (Ω))′,H1Γd (Ω))| ≤
∫
Ω
|f ψ| +
∫
Ω
|λ∇V · ∇ψ| +
∫
Ω
|V0 · ∇V ψ|
≤ ‖f‖0,Ω‖ψ‖0,Ω + ‖λ‖∞,D‖∇V ‖0,D‖∇ψ‖0,Ω + ‖V0‖0,∞‖∇V ‖0,D‖ψ‖0,Ω
≤ (‖f‖0,Ω + ‖λ‖∞,D‖∇V ‖0,D + ‖V0‖0,∞‖∇V ‖0,D)‖ψ‖1,Ω
≤ δ‖ψ‖1,Ω.
¥
Nous avons le résultat d’existence et d’unicité de la solution du problème (3.4) dans H1Γd(Ω)
muni de la norme | · |1,Ω
Théorème 3.2 Soit Ω ∈ Θad alors, sous les hypothèses (H1) − (H3), le problème d’état (3.4)
admet une solution unique dans H1Γd(Ω).
Démonstration :
Comme il a été signalé dans la remarque 3.1, le problème avec les hypothèses (H1)− (H3) est en
général non coercif. Pour y remédier, nous utilisons les degrés topologiques de Leray Schauder.
Pour démontrer ce théorème, nous considérons l’application Gt pour t ∈ [0, 1], définie de la
façon suivante :
Gt : H1Γd(Ω) 7→ H1Γd(Ω)
u¯ 7→ u
où u est la solution unique du problème suivant (obtenue grâce au lemme de Lax-Milgram) :∫
Ω
λ∇u · ∇ψ = t〈`, ψ〉((H1Γd(Ω))′,H1Γd(Ω)) − t
∫
Ω
V0 · ∇u¯ψ ∀ψ ∈ H1Γd(Ω). (3.6)
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Nous montrons que l’opérateur Gt est continu et compact, en effet :
Soit (u¯n)n une suite dans H1Γd(Ω), telle que
u¯n −→ u¯ dans H1Γd(Ω).
Ceci implique que
∇u¯n −→ ∇u¯ dans L2(Ω).
Ce qui montre que
Gt(u¯n) −→ Gt(u¯) dans H1Γd(Ω).
D’autre part, supposons que (u¯n)n est une suite bornée dans H1Γd(Ω), donc la suite (∇u¯n)n est
bornée dans L2(Ω). En utilisant ψ = Gt(u¯n) = un comme fonction test dans le problème (3.6) ,
nous obtenons ∫
Ω
λ∇un · ∇un = t〈`, un〉((H1Γd(Ω))′,H1Γd(Ω)) − t
∫
Ω
V0 · ∇u¯nψ
λ0|un|21,Ω ≤ |〈`, un〉((H1Γd(Ω))′,H1Γd(Ω))|+
∫
Ω
|un| |V0 · ∇u¯n|.
En utilisant l’inégalité de Poincaré, il existe une constante C0 > 0 telle que :
C0 ‖un‖21,Ω ≤ λ0|un|21,Ω
≤ ‖`‖(H1Γd (Ω))′ ‖un‖1,Ω + ‖|V0|‖∞,D ‖un‖0,Ω ‖|∇u¯n|‖0,Ω
≤ (δ + ‖|V0|‖∞,D ‖|∇u¯n|‖0,Ω) ‖un‖1,Ω .
Nous constatons alors que (un)n est une suite bornée dans H1(Ω). Ainsi la suite (un)n converge
faiblement dans H1(Ω). D’après l’injection compacte de H1(Ω) dans L2(Ω), nous pouvons ex-
traire une sous suite qui converge dans L2(Ω). Nous soustrayons alors l’équation (3.6) satisfaite
par un et celle satisfaite par um, puis nous utilisons ψ = un − um comme fonction test. Nous
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obtenons alors :
C0 ‖un − um‖21,Ω ≤
∫
Ω
|V0||un − um| |∇u¯n −∇u¯m|
≤ 2‖V0‖∞,D supk≥1 ‖u¯k‖1,Ω ‖un − um‖0,Ω
Ce qui montre que (un)n est une suite de Cauchy dans H1(Ω), et qu’elle converge dans cet
espace. Par conséquent ∀t ∈ [0, 1], Gt est un opérateur compact.
D’autre part, dans le paragraphe suivant, nous allons montrer qu’il existe une constante
C > 0, telle que ‖u‖1,Ω ≤ C. Puisque Gt est un opérateur continu et compact, pour prouver que
Gt admet un point fixe, nous considérons la boule ouverte B, définie par :
B = {u ∈ H1Γd(Ω), ‖u‖1,Ω ≤ R}
avec R = C + 1. Il est clair que l’opérateur Gt n’admet aucun point fixe sur ∂B, la frontière
de B. Par conséquent la fonction deg[I − Gt, B, 0] est définie et indépendant de t. De plus elle
vérifie les propriétés du théorème 1.8. Puisque G0 correspond au problème∫
Ω
λ∇u · ∇ψ = 0 ∀ψ ∈ H1Γd(Ω), (3.7)
qui bien évidemment admet une solution unique u, alors
deg[I − G0, B, 0] = +1.
Ainsi
deg[I − G1, B, 0] = +1.
Par conséquent, il existe u ∈ H1Γd(Ω) tel que G1(u) = u i.e l’opérateur G1 admet un point fixe à
l’intérieur de B.
Pour l’unicité de la solution u, puisque l’opérateur est linéaire, il suffit de prouver que la
solution unique de (3.4) avec ` = 0 est la fonction nulle. En effet, soit u une solution du problème
(3.4) avec ` = 0, i.e ∫
Ω
λ∇u · ∇ψ +
∫
Ω
V0 · ∇uψ = 0, (3.8)
comme u|u| ∈ L2(Ω), il est clair que u|u| ∈ (H1Γd(Ω))′ soit v une solution du problème suivant :∫
Ω
λ∇v · ∇ψ +
∫
Ω
V0 · ∇ψv = 〈 u|u| , ψ〉((H1Γd(Ω))′,H1Γd(Ω)) (3.9)
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nous utilisons ψ = v comme fonction test dans la formulation faible (3.8) et ψ = u dans la
formulation (3.9). C’est ainsi que nous obtenons∫
Ω
|u|dx = 0 donc u = 0.
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3.3 Étude de l’existence d’une solution optimale
L’étude de l’existence d’une solution optimale nécessite le choix d’une topologie sur l’ensemble
F . Dans le paragraphe suivant nous allons définir une topologie adéquate, qui va nous permettre
d’établir cette existence.
3.3.1 Topologie sur F
Nous définissons la famille des domaines Θad de la façon suivante
Θad = {Ω(ϕ) ϕ ∈ Uad}
avec
Uad =
{
ϕ ∈ C([a, b]) /∃ aϕ et bϕ ∈ [a, b], ϕ|[a,aϕ] = 0, ϕ|[bϕ,b] = 0 et ∃ L0 > 0 /
∣∣ϕ(x)− ϕ(x′)∣∣ ≤ L0 ∣∣x− x′∣∣ ∀x, x′ ∈ [a, b] , 0 ≤ ϕ(x) ≤ Ly ∀x ∈ [a, b]} .
où L0 est une constante donnée, strictement positive.
Une topologie naturelle sur F est alors construite à partir de la convergence des domaines
de Θad et de la convergence faible des solutions associées à ces domaines.
3.3.1.1 Topologie sur Θad
La topologie que nous considérons sur Θad est définie par la convergence uniforme des fonc-
tions paramétrisantes des domaines de Θad.
Définition 3.1 Soit Ωn = Ω(ϕn) une suite dans Θad et Ω = Ω(ϕ) un élément de Θad. On dit
que Ωn converge vers Ω si et seulement si ϕn converge uniformément vers ϕ dans l’intervalle
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[a, b]. On écrit alors :
Ωn −→
n→∞ Ω ⇐⇒ ϕn −→n→∞ ϕ uniformément sur [a, b] . (3.10)
À présent, nous énonçons un résultat de convergence qui nous sera utile pour la suite.
Proposition 3.2 Soient (Ωn)n une suite de Θad et Ω un élément de Θad tels que :
Ωn →
n→∞ Ω,
alors
χΩn →n→∞ χΩ, faible* dans L
∞(D),
De plus, nous avons :
lim
n→∞
∫
D
(χΩn − χΩ)2f = 0, ∀f ∈ L1(Ω)
Notons que χA désigne la fonction caractéristique d’un ensemble mesurable A.
Démonstration :
Soit (Ωn)n une suite de Θad et Ω un élément de Θad tels que :
Ωn →
n→∞ Ω
i.e ϕn −→
n→∞ ϕ uniformément dans [a, b] .
Ce qui implique que pour tout x ∈ ∂Ω, il existe xn ∈ ∂Ωn tel que xn converge vers x dans R2.
Cette assertion est exactement la définition de la convergence ponctuelle des frontières ∂Ωn vers
∂Ω (cf. [69]). Donc, d’après le lemme 4 du chapitre 3 de [69], nous avons
χΩn →n→∞ χΩ faible* dans L
∞(D)
Donc
lim
n→∞
∫
D
(χΩn − χΩ)f = 0 ∀f ∈ L1(D). (3.11)
Or nous avons
(χΩn − χΩ)2 = χ2Ωn + χ2Ω − 2χΩnχΩ
= χ2Ωn − χ2Ω + 2χ2Ω − 2χΩnχΩ
= (χΩn − χΩ) + 2χΩ(χΩn − χΩ).
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Ainsi nous avons :∫
D
(χΩn − χΩ)2f =
∫
D
(χΩn − χΩ)f − 2
∫
D
(χΩn − χΩ)χΩf.
En utilisant la relation (3.11) et le fait que χΩf ∈ L1(D), nous obtenons :
lim
n→∞
∫
D
(χΩn − χΩ)χΩf = 0.
D’où le résultat.
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3.3.1.2 Topologie sur l’espace des solutions
Les domaines de la famille Θad ont des frontières lipschtiziennes (cf. [62]).
D’après la Proposition 1.1, les domaines de Θad satisfont la propriété du cône. Donc pour toute
fonction u dans H1Γd(Ω), il existe u˜ une extension uniforme de u dans H
1(D). En nous inspirant
du Théorème 1.4, nous obtenons le résultat suivant :
Lemme 3.1 Il existe une constante C, telle que :
∀Ω ∈ Θad, ∀u ∈ H1Γd(Ω), il existe u˜ ∈ H1(D) vérifiant :
‖u˜‖1,D ≤ C‖u‖1,Ω, (3.12)
avec u˜|Ω = u presque partout dans Ω.
Pour une suite (Ωn)n de Θad, nous associons la suite de solution un = u(Ωn) de (3.4) sur Ωn
pour tout n.
Nous définissons la convergence de un vers u = u(Ω), comme étant la convergence faible de
l’extension uniforme de un, vers l’extension uniforme de u dans H1(D), et nous écrivons :
un ⇀
n→∞ u⇔ u˜n ⇀n→∞ u˜ dans H
1(D)− faible. (3.13)
Définition 3.2 Soit {(Ωn, un)}n une suite de F et (Ω, u) un élément de F . Nous définissons
alors la convergence de (Ωn, un) vers (Ω, u) par
(Ωn, un) →
n→∞ (Ω, u) ⇔

Ωn →
n→∞ Ω
un ⇀
n→∞ u.
(3.14)
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La topologie que nous allons considérer sur F est définie par la convergence (3.14).
3.3.1.3 Compacité de F
La compacité de l’ensemble F nécessite l’étude de la compacité de Θad pour la conver-
gence (3.10), ainsi que l’étude de la continuité de l’application qui, à un domaine Ω de Θad,
associe u(Ω) la solution de (3.4) dans H1Γd(Ω).
Nous allons démontrer que Uad est compact dans C([a, b]). Ainsi, nous aurons montré, d’une
manière indirecte, que Θad est compact pour la topologie définie par la convergence (3.10).
Proposition 3.3 Uad est compact dans C([a, b]).
Démonstration :
Soit (ϕn)n une suite de Uad. D’après le théorème d’Ascoli-Arzelà (cf. chapitre 1), il existe une
sous-suite qu’on notera encore (ϕn)n et une fonction ϕ continue dans [a, b] telles que
ϕn →
n→∞ ϕ uniformément dans [a, b].
Il reste alors à prouver que Uad est fermé dans C([a, b]), ce qui fait l’objet du lemme 3.2.
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Lemme 3.2 Uad est fermé dans C([a, b]).
Démonstration :
Soient (ϕn)n une suite de Uad et ϕ une fonction dans [a, b] telles que
ϕn →
n→∞ ϕ uniformément dans [a, b].
i.e sup
x∈[a,b]
|ϕn(x)− ϕ(x)| →
n→∞ 0.
Montrons que ϕ ∈ Uad.
Soient x et x′ deux éléments de [a, b]. Puisque ϕn ∈ Uad, alors nous avons :
|ϕn(x)− ϕn(x′)| ≤ C0|x− x′|.
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En utilisant l’inégalité triangulaire, nous obtenons :
|ϕ(x)− ϕ(x′)| ≤ |ϕ(x)− ϕn(x)|+ |ϕn(x)− ϕn(x′)|+ |ϕn(x′)− ϕ(x′)|
≤ |ϕ(x)− ϕn(x)|+ C0|x− x′|+ |ϕn(x′)− ϕ(x′)|.
En faisant tendre n vers ∞, nous obtenons :
|ϕ(x)− ϕ(x′)| ≤ C0|x− x′|.
Comme ϕn ∈ Uad, alors il existe an, bn ∈ [a, b] tels que
ϕn|[a,an] = 0 et ϕn|[bn,b] = 0.
Il existe deux sous suites (ank)k et (bnk)k telles que
ank →
k→∞
a∗ et bnk →
k→∞
b∗.
Montrons que
ϕ|[a,a∗] = 0 et ϕ|[b∗,b] = 0.
En effet, nous avons :∫ a∗
a
|ϕ(x)|dx =
∫ b
a
χ[a,a∗]|ϕ(x)|dx−
∫ b
a
χ[a,a∗]|ϕn(x)|dx+
∫ b
a
χ[a,a∗]|ϕn(x)|dx
−
∫ b
a
χ[a,an]|ϕn(x)|dx
≤
∫ b
a
χ[a,a∗]|ϕ(x)− ϕn(x)|dx+
∫ b
a
|ϕn(x)||χ[a,a∗] − χ[a,an]|dx
≤
∫ b
a
χ[a,a∗]|ϕ(x)− ϕn(x)|dx+ sup
x∈[a,b]
|ϕn(x)|
∫ b
a
|χ[a,a∗] − χ[a,an]|dx.
En faisant tendre n vers ∞ nous aurons :∫ a∗
a
|ϕ(x)|dx = 0.
Ainsi on a ϕ = 0 sur [a, a∗], de même on montre que ϕ = 0 sur [b∗, b].
Donc ϕ ∈ Uad et, par conséquent, Uad est fermé dans C([a, b]).
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3.3.2 Continuité du problème d’état
Soit (Ωn)n une suite dans Θad, et Ω un élément de Θad. D’après la Proposition 3.3, nous
pouvons extraire une sous-suite notée encore (Ωn)n telle que
Ωn →
n→∞ Ω.
Nous définissons l’espace H1Γd(Ωn) par
H1Γd(Ωn) =
{
v ∈ H1(Ωn), v|Γ4∪Γn = 0
}
.
Soit un = u(Ωn) la solution du problème suivant
(Pn)

trouver un ∈ H1Γd(Ωn)
∫
Ωn
λ∇un · ∇ψ +
∫
Ωn
V0 · ∇unψ = 〈`, ψ〉((H1Γd (Ωn))′,H1Γd(Ωn)) ∀ψ ∈ H
1
Γd
(Ωn),
(3.15)
Dans ce qui suit, nous allons montrer qu’il existe u˜n, un prolongement uniforme de un dans
H1(D), qui converge faiblement dans H1(D) vers une limite W , tel que W |Ω = u est solution
du problème (3.4). Pour cela, nous aurons besoin du résultat de prolongement uniforme suivant
Théorème 3.3 Il existe une constante C > 0 indépendante de n, et u˜n un prolongement de un
dans H1(D) tels que
‖u˜n‖1,D ≤ C. (3.16)
Démonstration :
Soit un la solution du problème (3.15) dans Ωn. D’après le Lemme 3.1, il existe un prolongement
u˜n de un dans H1(D) et une constante C > 0 indépendante de n tels que
‖u˜n‖1,D ≤ C‖un‖1,Ωn . (3.17)
Il suffit alors de prouver que ‖un‖1,Ωn est uniformément borné par rapport à Ωn. En fait, c’est
l’une des difficultés principales de ce travail. Pour obtenir une estimation uniforme de la solution
du problème (3.4), nous définissons le problème intermédiaire suivant
Trouver p ∈ H1Γd(Ω)
∫
Ω
λ∇p · ∇ψ +
∫
Ω
pV0 · ∇ψ = 〈`, ψ〉((H1Γd (Ω))′,H1Γd (Ω)) ∀ ψ ∈ H
1
Γd
(Ω)
(3.18)
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Afin d’obtenir une estimation uniforme de ‖u‖1,Ω, nous allons tout d’abord commencer par
montrer que ‖p‖1,Ω est uniformément borné par rapport à Ω.
• Estimation uniforme de ‖p‖1,Ω
En utilisant ψ = p comme fonction test dans (3.18), puis en appliquant le corollaire 1.1,
nous obtenons :
C0 ‖p‖2H1(Ω) ≤ λ0
∫
Ω
∇p · ∇p
≤
∫
Ω
λ∇p · ∇p
≤ |〈`, p〉((H1Γd (Ω))′,H1Γd (Ω))|+
∫
Ω
|V0||∇p| |p|,
On considère l’ensemble Ak défini par
Ak = {(x, y) ∈ Ω, |p(x, y)| > k} .
En utilisant le fait que
Ω = Ak ∪Ack,
Puis, en appliquant l’inégalité de Hölder et la Proposition 3.1, nous obtenons :
C0 ‖p‖21,Ω ≤ δ ‖p‖1,Ω +
∫
Ak
|V0||p| |∇p|+
∫
Ack
|V0||p| |∇p|.
En appliquant à nouveau l’inégalité de Hölder deux fois, et en tenant compte du fait que
|p| ≤ k sur Ack
nous obtenons
C0 ‖p‖21,Ω ≤ δ ‖p‖1,Ω + k‖V0‖∞,D
∫
Ack
|∇p|+ ‖V0‖∞,D|Ak|
1
4 (
∫
Ak
|p|4) 14 ‖∇p‖0,Ω
≤ δ ‖p‖1,Ω + k‖V0‖∞,D|Ω|
1
2 ‖∇p‖0,Ω + ‖V0‖∞,D|Ak| 14 ‖p‖L4(Ω) ‖∇p‖0,Ω .
3.3. Étude de l’existence d’une solution optimale 37
D’après le Théorème 1.5, il existe une constante C1 > 0 indépendante de Ω telle que
‖p‖L4(Ω) ≤ C1|Ω|
1
4 ‖∇p‖0,Ω .
Par suite, nous avons :
C0 ‖p‖21,Ω ≤ δ ‖p‖1,Ω + k‖V0‖∞,D|D|
1
2 ‖∇p‖0,Ω + ‖V0‖∞,D|Ak| 14 |D| 14 ‖∇p‖20,Ω
≤ (δ + k‖V0‖∞,D|D| 12 )‖p‖1,Ω + C1‖V0‖∞,D|Ak| 14 |D| 14 ‖p‖21,Ω
(3.19)
Afin d’éliminer le terme quadratique de ‖p‖1,Ω, nous avons besoin de prouver une estimation uni-
forme de ‖ ln(1+ |p|)‖0,Ω i.e nous devons montrer qu’il existe une constante C2 > 0 indépendante
de Ω telle que
‖ ln(1 + |p|)‖0,Ω ≤ C2. (3.20)
Grâce à cette estimation uniforme, qui sera démontrée par la suite dans la Proposition 3.4,
et en utilisant l’inégalité de Markov, nous obtiendrons le contrôle uniforme de la mesure de
Lebesgue de Ak, i.e. nous avons
|Ak| = |{(x, y) ∈ Ω/ ln(1 + |p|)2 ≥ ln(1 + k)2}|
≤ 1
ln(1+k)2
‖ln(1 + |p|)‖20,Ω
≤ C2
ln(1+k)2
Alors il existe k0 tel que, ∀k ≥ k0, nous avons :
C1‖V0‖∞,D|Ak|
1
4 |D| 14 ≤ C0
2
(3.21)
En conclusion, l’inégalité (3.19) devient
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∀k ≥ k0
C0
2 ‖p‖21,Ω ≤ (δ + k‖V0‖∞,D|D|
1
2 ) ‖p‖1,Ω
‖p‖1,Ω ≤ 2C0 (δ + k‖V0‖∞,D|D|
1
2 )
‖p‖1,Ω ≤ C3.
(3.22)
• Estimation uniforme de ‖u‖1,Ω
Nous considérons les deux formulations variationnelles (3.4) et (3.18). D’après l’inéga-
lité (3.22), il existe une constante C3 > 0 indépendante de Ω telle que
∀ θ ∈ ((H1Γd(Ω))′, satisfaisant ‖θ‖((H1Γd (Ω))′ ≤ 1,
nous avons l’existence de p solution du problème (3.18) pour ` = θ qui vérifie l’inégalité suivante :
‖p‖1,Ω ≤ C3.
Nous prenons ψ = p comme fonction test dans le problème variationnel (3.4) et ψ = u dans le
problème variationnel (3.18). Nous obtenons alors
〈θ, u〉((H1Γd (Ω))′,H1Γd(Ω)) = 〈`, p〉((H1Γd(Ω))′,H1Γd(Ω))
≤ δC3.
(3.23)
Or nous savons que
‖u‖1,Ω = sup‖θ‖
((H1
Γd
(Ω))′≤1
〈θ, u〉((H1Γd (Ω))′,H1Γd (Ω))
‖θ‖((H1Γd (Ω))′
Finalement, nous obtenons :
‖u‖1,Ω ≤ δC3. (3.24)
Ce qui achève la démonstration.
¥
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Il reste à prouver l’estimation uniforme (3.20), qui va être obtenue par la proposition suivante
Proposition 3.4 Sous les hypothèses (H1) − (H3), nous avons : ∀ p ∈ H1Γd(Ω) solution du
problème (3.18) dans Ω, il existe une constante C2 > 0 indépendante de Ω ∈ Θad telle que :
‖ln(1 + |p|)‖0,Ω ≤ C2.
Démonstration :
Nous définissons la fonction à valeurs réelles
h(s) =
∫ s
0
dt
(1 + |t|)2 .
Comme h est lipschitzienne, alors d’après le Lemme 1.3, pour tout p ∈ H1Γd(Ω), nous avons
h(p) ∈ H1Γd(Ω). Par suite, nous prenons h(p) comme fonction test dans la formulation
faible (3.18). Nous obtenons alors
∫
Ω
λ
|∇p|2
(1 + |p|)2) = 〈`, h(p)〉((H1Γd (Ω))′,H1Γd (Ω)) −
∫
Ω
pV0 · ∇h(p)
≤ δ‖h(p)‖1,Ω +
∫
Ω
|p| |V0 · ∇p|
(1 + |p|)2 ,
Ensuite, nous remarquons que
|p|
1 + |p| ≤ 1 et |h(p)| < 1.
Ainsi, nous obtenons :
‖h(p)‖1,Ω ≤ |Ω| 12 + ‖∇h(p)‖0,Ω.
Par conséquent,
λ0
∫
Ω
|∇p|2
(1 + |p|)2) ≤
∫
Ω
λ
|∇p|2
(1 + |p|)2)
≤ δ(|D| 12 + (
∫
Ω
|∇p|2
(1 + |p|)2 )
1
2 ) + ‖|V0|‖∞,D
∫
Ω
|∇p|
(1 + |p|) .
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En utilisant l’inégalité de Young
(
√
λ0
2
a
b√
λ0
2
≤ λ0
4
a2 +
b2
λ0
)
nous obtenons :
λ0
∫
Ω
|∇p|2
(1 + |p|)2) ≤ δ|D|
1
2 +
δ2
λ0
+
λ0
4
∫
Ω
|∇p|2
(1 + |p|)2 + ‖|V0|‖
2
∞,D
|D|
λ0
+
λ0
4
∫
Ω
|∇p|2
(1 + |p|)2 ,
λ0
2
∫
Ω
|∇p|2
(1 + |p|)2) ≤ δ|D|
1
2 +
δ2
λ0
+ ‖|V0|‖2∞,D
|D|
λ0
.
Finalement il résulte que
∫
Ω
|∇ ln(1 + |p|)|2 =
∫
Ω
|∇p|2
(1 + |p|)2
≤ 2δ|D|
1
2
λ0
+ 2δ2 + 2‖|V0|‖2∞,D|D| = C4.
(3.25)
Notons que la constante C4 est indépendante de Ω ∈ Θad.
Nous concluons cette démonstration en utilisant l’inégalité (3.25), plus le fait que
∀p ∈ H1Γd(Ω) ln(1 + |p|) ∈ H1Γd(Ω),
nous obtenons à l’aide du corollaire 1.1
‖ ln(1 + |p|)‖20,Ω ≤ ‖ ln(1 + |p|)‖21,Ω
≤ 1
C0
∫
Ω
|∇ ln(1 + |p|)|2
≤ C4
C0
= C2.
(3.26)
¥
En nous basant sur le théorème 3.3, nous démontrons le résultat de continuité suivant
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Théorème 3.4 Soit (un)n une suite de H1Γd(Ωn). Il existe une sous suite de (u˜n)n qui converge
faiblement vers u˜ dans H1(D). De plus, u˜|Ω est solution de l’équation variationnelle (3.4) dans
Ω.
Démonstration :
D’après le Théorème 3.3, nous savons que la suite (u˜n)n est uniformément bornée dans H1(D).
En utilisant la faible compacité de la boule unité et la réflexivité deH1(D), nous pouvons extraire
une sous suite notée encore (u˜n)n qui converge faiblement vers une limite que nous noterons u˜.
Il suffit alors de montrer que u = u˜|Ω est solution de (3.4). Pour cela, nous allons démontrer les
deux assertions suivantes
u = u˜|Ω ∈ H1Γd(Ω),
et ∫
Ω
λ∇u · ∇ψ +
∫
Ω
uV0 · ∇ψ = 〈`, ψ〉((H1Γd (Ω))′,H1Γd (Ω)) ∀ ψ ∈ H
1
Γd
(Ω).
En effet, nous avons u = u˜|Ω ∈ H1(Ω). Il suffit alors de prouver que u satisfait la condition
de Dirichlet sur Γ ∪ Γ4.
En utilisant le fait que u˜n converge faiblement vers u˜ dans H1(D), ainsi que l’injection compacte
de H1(D) dans L2(Γ4), nous obtenons
u˜n|Γ4 ⇀n→∞ u˜|Γ4 dans L
2(Γ4) forte,
Il en résulte que :
u˜|Γ4 = 0.
Il reste alors à prouver que u˜ = 0 sur Γ, ce qui revient à montrer que
∫
Γ
|u˜|2dσ = 0.
En effet, d’après la définition de Uad, nous avons
∀n ∈ N |ϕ′n(x)| ≤ L0 p.p dans [a, b].
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Par suite,
0 ≤
∫ bn
an
|u˜n(x, ϕn(x))|2dx ≤
∫
Γn
|u˜n(x, y)|2dσ =
∫ bn
an
|u˜n(x, ϕn(x))|2
√
1 + ϕ′n(x)2dx
≤ C
∫ bn
an
|u˜n(x, ϕn(x))|2,
où C =
√
1 + L20. Il est clair que
un = 0 sur Γn ⇔ un(·, ϕn(·)) = 0 sur [an, bn].
Puisque
∀n ∈ N on a
∫ bn
an
|u˜n(x, ϕn(x))|2 = 0, (3.27)
il suffit alors de montrer que∫ bn
an
|u˜n(x, ϕn(x))|2 →
n→∞
∫ b∗
a∗
|u˜(x, ϕ∗(x))|2.
En effet, nous avons ∫ bn
an
|u˜n(x, ϕn(x))|2 −
∫ b∗
a∗
|u˜(x, ϕ∗(x))|2 = I1 + I2,
avec
I1 =
∫ bn
an
|u˜n(x, ϕn(x))|2 −
∫ bn
an
|u˜(x, ϕ(x))|2.
I2 =
∫ bn
an
|u˜(x, ϕ(x))|2 −
∫ b∗
a∗
|u˜(x, ϕ(x))|2.
En appliquant l’inégalité de Hölder à I1, nous avons
I1 =
∫ b
a
χ[an,bn](|u˜n(x, ϕn(x))|2 − |u˜(x, ϕ(x))|2).
≤ (
∫ b
a
χ[an,bn]|u˜n(x, ϕn(x)) + u˜(x, ϕ(x))|2)
1
2 (
∫ b
a
χ[an,bn]|u˜n(x, ϕn(x))− u˜(x, ϕ(x))|2)
1
2
Il existe une constante C > 0 indépendante de n telle que
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∫ b
a
χ[an,bn]|u˜n(x, ϕn(x)) + u˜(x, ϕ(x))|2 ≤ 2
(∫ b
a
χ[an,bn]|u˜n(x, ϕn(x))|2 +
∫ b
a
|u˜(x, ϕ(x))|2
)
≤ 2
∫ b
a
|u˜(x, ϕ(x))|2
≤ C.
D’autre part, nous avons∫ b
a
χ[an,bn]|u˜n(x, ϕn(x))− u˜(x, ϕ(x))|2 ≤ 2(I11 + I12)
où
I11 =
∫ b
a
|u˜n(x, ϕn(x))− u˜n(x, ϕ(x))|2
I12 =
∫ b
a
|u˜n(x, ϕ(x))− u˜(x, ϕ(x))|2
En appliquant l’inégalité de Hölder à I11 nous aurons
I11 ≤
∫ b
a
|
∫ ϕn(x)
ϕ(x)
∂u˜n(x, y)dy
∂y
|2dx
≤ max
x∈[a,b]
|ϕn(x)− ϕ(x)|‖u˜n‖21,D.
En utilisant la convergence uniforme de ϕn vers ϕ, et le fait que u˜n est uniformément borné
dans H1(D), nous avons
lim
n→∞ I11 = 0.
D’après l’injection compacte de H1(D) dans L2(Γ), nous avons
lim
n→∞ I12 = 0.
Par suite, nous obtenons
lim
n→∞ I1 = 0.
D’autre part, nous avons
I2 =
∫ b
a
(χ[an,bn] − χ[a∗,b∗])|u˜(x, ϕ(x))|2.
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D’après le théorème de convergence dominée de Lebesgue, nous avons
lim
n→∞ I2 = 0.
Soit maintenant ψ ∈ H1Γd(Ω). Nous notons par ψ˜ ∈ H1(D) une extension de ψ définie par
ψ˜ =

ψ dans Ω
0 dans D \ Ω.
Ainsi, nous pouvons construire une suite (ψj)j , ψj ∈ D(D¯), telle que,
dist(supp ψj ,Γd) > 0 ∀j ∈ N et ψj → ψ˜ dans H1(D). (3.28)
Soit j ∈ N. Puisque
Ωn →
n→∞ Ω,
il existe n0 tel que
ψj |Ωn ∈ H1Γd(Ωn), ∀n ≥ n0.
Pour tout n ≥ n0, nous avons
∫
Ωn
λ∇un · ∇ψj +
∫
Ωn
V0 · ∇unψj =
∫
Ωn
f ψj −
∫
Ωn
λ∇V · ∇ψj −
∫
Ωn
ψjV0 · ∇V. (3.29)
En faisant tendre dans l’équation (3.29) d’abord n, puis j vers l’infini, il en résulte que u est
solution de l’équation suivante :
∫
Ω
λ∇u · ∇ψ +
∫
Ω
V0 · ∇uψ =
∫
Ω
f ψ −
∫
Ω
λ∇V · ∇ψ −
∫
Ω
ψV0 · ∇V. (3.30)
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En effet, nous définissons I1, I2, I3, I4 et I5 par
I1 =
∫
Ωn
λ∇un · ∇ψj −
∫
Ω
λ∇u · ∇ψ
I2 =
∫
Ωn
V0 · ∇unψj −
∫
Ω
V0 · ∇uψ
I3 =
∫
Ωn
fψj −
∫
Ω
fψ
I4 =
∫
Ωn
λ∇V · ∇ψj −
∫
Ω
λ∇V · ∇ψ
I5 =
∫
Ωn
V0 · ∇V ψj −
∫
Ω
V0 · ∇V ψ.
(3.31)
Il suffit alors de montrer que
lim
j→∞
lim
n→∞Ii = 0, i = 1, . . . , 5.
Nous commençons par I1, qui peut s’écrire
I1 =
∫
D
λ(χΩn − χΩ)∇u˜n · ∇ψj +
∫
D
λχΩ(∇u˜n −∇u˜) · ∇ψj+
∫
D
λχΩ∇u˜ · (∇ψj −∇ψ˜).
Donc
|I1| ≤ |
∫
D
λ(χΩn − χΩ)∇u˜n · ∇ψj |+ |
∫
D
λχΩ(∇u˜n −∇u˜) · ∇ψj |+
|
∫
D
λχΩ∇u˜ · (∇ψj −∇ψ˜)|.
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Par suite, en appliquant l’inégalité de Hölder au premier terme, nous avons :
|
∫
D
λ(χΩn − χΩ)∇u˜n · ∇ψj | ≤
∫
D
|λ||χΩn − χΩ||∇u˜n||∇ψj |
≤ ‖λ‖∞,D
(∫
D
|∇u˜n|2
) 1
2
(∫
D
(χΩn − χΩ)2|∇ψj |2
) 1
2
≤ ‖λ‖∞,D‖u˜n‖1,D
(∫
D
(χΩn − χΩ)2|∇ψj |2
) 1
2
.
D’après la Proposition 3.2 et en utilisant le Théorème 3.3, ainsi que fait que ψj est borné dans
H1(D), nous obtenons :
∀j ∈ N, lim
n→∞
∫
D
λ(χΩn − χΩ)∇u˜n · ∇ψj = 0. (3.32)
D’autre part, puisque nous avons la convergence suivante :
u˜n ⇀
n→∞ u˜ dans H
1(D) faible,
en utilisant la linéarité et la continuité de l’application gradient de H1(D) dans L2(D), nous
avons aussi la convergence :
∇u˜n ⇀
n→∞ ∇u˜ dans L
2(D) faible,
Et comme ∀j ∈ N, λχΩ∇ψj ∈ L2(D), nous avons
∀j ∈ N, lim
n→∞
∫
D
λχΩ(∇u˜n −∇u˜) · ∇ψj = 0. (3.33)
D’après la convergence de ψj vers ψ˜ dans H1(D) (3.28), et en utilisant la linéarité et la
continuité de l’application gradient de H1(D) dans L2(D), ainsi que fait que λχΩ∇u˜ ∈ L2(D),
nous obtenons
lim
j→∞
∫
D
λχΩ∇u˜ · (∇ψj −∇ψ˜) = 0. (3.34)
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Par conséquent, (3.32), (3.33) et (3.34) impliquent que
lim
j→∞
lim
n→∞I1 = 0.
En utilisant des techniques similaires à celles utilisées pour I1, nous obtenons :
lim
j→∞
lim
n→∞I2 = 0.
Pour I3, nous avons
I3 =
∫
D
χΩnλf(ψj − ψ) +
∫
D
λfψ(χΩn − χΩ).
Donc
|I3| ≤ |
∫
D
χΩnλf(ψj − ψ)|+ |
∫
D
λfψ(χΩn − χΩ)|.
En appliquant l’inégalité de Hölder au deuxième terme, nous obtenons :
|
∫
D
λfψ(χΩn − χΩ)| ≤
∫
D
χΩn |λ||f ||ψ||χΩn − χΩ|
≤ ‖λ‖∞,D
(∫
D
|f |2
) 1
2
(∫
D
|ψ|2(χΩn − χΩ)2
) 1
2
≤ ‖λ‖∞,D‖f‖0,D
(∫
D
|ψ|2(χΩn − χΩ)2
) 1
2
D’après la Proposition 3.2, nous avons
lim
j→∞
∫
D
|ψ|2(χΩn − χΩ)2 = 0. (3.35)
D’autre part, la convergence de ψj vers ψ dans L2(D) entraîne que :
lim
j→∞
∫
D
χΩnλf(ψj − ψ) = 0. (3.36)
Par conséquent (3.35) et (3.36) impliquent que
lim
j→∞
lim
j→∞
I3 = 0.
En procédant de la même manière que pour I1 et I2, nous démontrons que
lim
j→∞
lim
j→∞
I4 = 0.
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et
lim
j→∞
lim
n→∞ I5 = 0.
Ce qui achève la démonstration du Théorème 3.4.
¥
Nous avons alors le résultat de compacité de F .
Théorème 3.5 L’espace F est compact pour la topologie définie par (3.14)
Démonstration :
Soit (Ωn, un)n une suite dans F . D’après le théorème 3.3 et le théorème 3.4, il existe une sous
suite, notée encore (Ωn, un), et un couple (Ω,W ) ∈ Θad ×H1(D), tels que
(Ωn, un) →
n→∞ (Ω,W |Ω),
et (Ω,W |Ω) ∈ F .
¥
3.3.3 Continuité de la fonctionnelle coût
Dans ce paragraphe, nous allons démontrer la continuité de la fonctionnelle coût j sur F . Ce
qui revient en fait à montrer que J :
J(ϕ) = j(Ω, u(Ω)) =
1
2
∫
Γ0
(T (ϕ)− T0)2dσ.
est continue sur Uad
Les termes Ω et u qui interviennent dans l’expression de J sont tels que
Ω = Ω(ϕ) ∈ Θad et T (ϕ) = u+ V est la solution de l’équation (3.3).
Considérons maintenant (ϕn)n une suite de Uad, d’après le paragaphe précédent, il existe une
sous-suite notée encore (ϕn)n et un élément ϕ ∈ Uad tels que
ϕn →
n→∞ ϕ uniformément dans [a, b].
i.e Ωn →
n→∞ Ω.
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D’après le Théorème 3.4, nous savons que la limite faible u˜ de la suite u˜n (solution de (3.4) sur
Ωn) est solution de (3.4) sur Ω. Nous pouvons alors écrire :
u˜n ⇀
n→∞ u˜ dans H
1(D) faible,
Par conséquent
T˜n = u˜n + V ⇀
n→∞ T˜ = u˜+ V dans H
1(D) faible,
où T˜n|Ωn (respectivement T˜ |Ω) est la solution du problème (3.3) sur Ωn (respectivement sur Ω).
Nous avons alors le résultat de la continuité de J sur Uad.
Théorème 3.6 La fonction J est continue sur Uad
i.e lim
n→∞J(ϕn) = J(ϕ).
Démonstration :
Considérons la différence :
J(ϕn)− J(ϕ) = 12
∫
Γ0
(Tn − T0)2dσ − 12
∫
Γ0
(T − T0)2dσ.
Nous avons
J(ϕn)− J(ϕ) = 12
∫
Γ0
(Tn − T0)2 − (T − T0)2
= 12
∫
Γ0
(Tn − T )(Tn + T − 2T0)dσ.
(3.37)
En appliquant l’inégalité de Hölder à 3.37, nous obtenons
|J(ϕn)− J(ϕ)| ≤ 12
∫
Γ0
|(Tn − T )| |(Tn + T − 2T0)| dσ
≤ 12
(∫
Γ0
(Tn − T )2dσ
) 1
2
(∫
Γ0
(Tn + T − 2T0)2dσ
) 1
2
.
D’une part, nous avons∫
Γ0
(Tn + T − 2T0)2dσ ≤ 3
(∫
Γ0
(Tn)2dσ +
∫
Γ0
(T )2dσ + 4
∫
Γ0
(T0)2dσ
)
D’après la continuité de l’application trace de H1(D) dans L2(Γ0), il existe une constante c1 > 0
indépendante de n telle que
‖Tn‖0,Γ0 ≤ c1‖T˜n‖1,D = c1‖u˜n + V ‖1,D
≤ c1(‖u˜n‖1,D + ‖V ‖1,D) ≤M1.
(3.38)
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D’autre part, d’après l’injection compacte de H1(D) dans L2(Γ0), nous avons∫
Γ0
(Tn − T )2dσ = ‖Tn − T‖20,Γ0 →n→∞ 0. (3.39)
En utilisant les inégalités (3.38), l’équation (3.39) et le fait que T0 est fixé dans L2(Γ0), nous
avons
lim
n→∞(J(ϕn)− J(ϕ)) = 0.
¥
Chapitre 4
Étude de l’approximation du problème
Sommaire
4.1 Approximation du problème par la méthode des éléments finis . . . . . 51
4.1.1 Discrétisation de la famille des domaines admissibles . . . . . . . . . . . . 53
4.1.2 Approximation du problème d’état . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Étude de l’existence d’une solution du problème discret . . . . . . . . . 57
4.3 Étude de la convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.1 Résultat abstrait . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.2 Résultat de convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Dans ce chapitre, nous allons proposer une approximation du problème d’optimisation de
forme par la méthode des éléments finis triangulaires. Cette méthode est basée sur des maillages
variables réguliers qui dépendent continuement du pas et de la frontière libre approchée. Celle-ci
sera paramétrée par les courbes B-splines de Bézier. Ensuite, nous montrerons l’existence d’une
solution optimale du problème discret. Puis, nous donnerons, sans démonstration, un résultat
abstrait de la convergence. Enfin, nous utiliserons ce résultat abstrait pour étudier la convergence
de la solution discrète vers la solution du problème d’optimisation de forme continu, lorsque le
pas de discrétisation tend vers zéro.
Le travail présenté dans ce chapitre a donné lieu à une communication [21] et deux articles [22,
23].
4.1 Approximation du problème par la méthode des éléments
finis
Nous allons discrétiser la famille des domaines admissibles Θad, ainsi que le problème d’état
(PE). Pour cela, le plus simple est de chercher à approcher les frontières libres par des courbes
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linéaires par morceaux. Cependant, ce type d’approximation présente plusieurs inconvénients
qui résident en particulier dans le fait que la frontière est déterminée via un grand nombre de
paramètres auxquels il faut imposer des contraintes afin de préserver la régularité de la frontière.
Les ingénieurs préfèrent discrétiser la famille des domaines admissibles, par des domaines qui sont
suffisamment lisses et en même temps définis par un nombre fini de paramètres [41]. Pour toutes
ces raisons, nous allons approcher Γ(ϕ) par les courbes Splines, qui sont localement déterminées
par les fonctions quadratiques de Bézier.
Dans le paragraphe suivant, nous présentons brièvement quelques propriétés des courbes de
Bézier dans R2.
4.1.0.1 Courbes de Bézier
Notons par B(n)i , i = 0, ..., n, le polynôme de Bernstein défini sur [0, 1] par
B
(n)
i (t) = C
n
i t
i(1− t)n−i, t ∈ [0, 1]. (4.1)
Le pôlynome de Bernstein vérifie les propriétés suivantes :
B
(n)
i (t) ≥ 0 ∀t ∈ [0, 1]; (4.2)
B
(n)
i (0) =
 0, i 6= 01, i = 0, (4.3)
B
(n)
i (1) =
 0, i 6= n1, i = n, (4.4)
n∑
j=0
Bnj (t) = 1 ∀t ∈ [0, 1]; (4.5)
d
dt
Bni (t) = n(B
n−1
i−1 (t)−Bn−1i (t)) ∀t ∈ [0, 1]; (4.6)
Soit b0, b1, ..., bn ∈ R2 un ensemble de points de contrôles.
Définition 4.1 On appelle courbe de Bézier de degré n ≥ 1, associée aux points de contrôle
b0, b1, ..., bn ∈ R2, la courbe b(t) donnée par la paramétrisation suivante :
b(t) =
n∑
j=0
bjB
(n)
j (t). (4.7)
D’après (4.1)− (4.6) les courbes de Bézier possédent les propriètés suivantes
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1. b(0) = b0, b(1) = bn;
2. b(t) ∈ conv {b0, b1, ..., bn} ∀t ∈ [0, 1];
3. Une courbe de Bézier se trouve à l’intérieur de l’enveloppe convexe de ses points de contrôle.
4. dbdt (0) = n(b1 − b0), dbdt (t) = n(bn − bn−1);
Dans notre cas nous considérons ϕ : [a, b]→ R telle que
ϕ(s) =
n∑
i=0
ϕiB
(n)
i (
s− a
b− a ), ϕi ∈ R, t =
s− a
b− a , s ∈ [a, b], t ∈ [0, 1]. (4.8)
Où (a + j b−an , ϕj) ∈ R2, j = 0, ..., n sont les points de contrôle de ϕ, et (ϕj)nj=0 sont les
variables de formes qui caractérisent la forme de la frontière Γ(ϕ). Pour que ϕ soit admissible,
les coefficients ϕj dans (4.8) doivent satisfaire certaines conditions. Si 0 ≤ ϕj ≤ Ly, j = 0, ..., n,
alors, d’après la propriété 3 l’enveloppe convexe des points (a + j b−an , ϕj), j = 0, ..., n, est
contenue dans [a, b]× [0, Ly]. Par suite (a+ (b− a)t, ϕ(t)) ∈ [a, b]× [0, Ly] ∀ t ∈ [0, 1].
En utilisant (4.2) et (4.6), nous avons le résultat suivant
Lemme 4.1 Si 1n
∑n
j=0 |ϕj | ≤ L0, alors pour tout t, t′ ∈ [0, 1] nous avons
|ϕ(a+ (b− a)t)− ϕ(a+ (b− a)t′)| = |∑nj=0 ϕj(Bnj (t)−Bnj (t′))|
≤∑nj=0 |ϕj ||Bnj (t)−Bnj (t′)|
≤∑nj=0 |ϕj || ddtBnj (t”)||t− t′| / t” ∈ (min(t, t′),max(t, t′)))
≤∑nj=0 |ϕj ||n(Bn−1j−1 (t”)−Bn−1j (t”))||t− t′| / t” ∈ (min(t, t′),max(t, t′)))
≤∑nj=0 |ϕj ||t− t′|
≤ L0|t− t′|
4.1.1 Discrétisation de la famille des domaines admissibles
Considérons une partition uniforme (ai)di=0 de l’intervalle [a, b], telle que
a = a0 < a1 < ... < ad = b, ai = iµ+ a, µ = (b− a)/d, i = 0, ..., d;
et ai+1/2 est le point milieu de[ai, ai+1].
On note par Ai = (ai, ϕi), ϕi ∈ R, i = 0, ..., d, les noeuds et Ai+1/2 = 12(Ai + Ai+1) sont les
milieux des segments AiAi+1, i = 0, ..., d − 1. De plus, on pose a− 1
2
= a − µ2 , ad+ 12 = b +
µ
2 ,
54 Chapitre 4. Étude de l’approximation du problème
A− 1
2
= (a− 1
2
, 12(ϕ0 + ϕ1)) et Ad+ 12 = (ad+ 12 ,
1
2(ϕd−1 + ϕd)).
Nous introduisons les ensembles suivants :
U˜µ = {s˜µ ∈ C1([a− µ2 , b+ µ2 ]) / s˜µ|[ai− 12 ,ai+12 ] est une fonction quadratique de Bézier
déterminée par {Ai− 1
2
, Ai, Ai+ 1
2
}, i = 0, ..., d},
Uµ = U˜µ|[a,b] = {sµ ∈ C1([a, b]) / ∃s˜µ ∈ U˜µ : sµ = s˜µ|[a,b]}.
Remarque 4.1 Les points du triplet {Ai− 1
2
, Ai, Ai+ 1
2
} sont ce qu’on appelle les points de
contrôle de la fonction de Bézier.
Afin de définir une famille de formes admissibles, localement déterminées par des fonctions
de Bézier, il est nécessaire de préciser les ϕi ∈ R, qui définissent les positions de Ai, i = 0, ..., d.
À la partition (ai)di=0, nous associons l’ensemble Qadµ ⊂ Uad des fonctions continues, linéaires
par morceaux sur (ai)di=0 :
Qadµ = {ϕµ ∈ C([a, b]) | ϕµ|[ai−1,ai] ∈ P1([ai−1, ai]) ∀i = 1, ..., d} ∩ Uad. (4.9)
Ainsi, nous pouvons identifier Qadµ avec le sous ensemble convexe, compact
U ⊂ Rd+1 :
U = { ϕ = (ϕ0, ..., ϕd) ∈ Rd+1 | 0 ≤ ϕi ≤ Ly, i = 0, ..., d;∃i0, id ∈ {0, ..., d} / ϕk = 0,
k = 0, ..., i0; ϕd−k = 0, k = 0, ..., id et |ϕi+1 − ϕi| ≤ L0µ, i = 0, ..., d− 1 }
(4.10)
où ϕi = ϕµ(ai), i = 0, ..., d et ϕµ ∈ Qadµ .
La famille des domaines admissibles discrétisée est alors représentée par
Θµad = { Ω(sµ) /sµ ∈ Uµad } (4.11)
où
Uµad = {sµ ∈ Uµ / les noeuds de forme Ai = (ai, ϕi), i = 0, ..., d
sont tels que ϕ = (ϕ0, ..., ϕd) ∈ U }
(4.12)
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4.1.2 Approximation du problème d’état
À présent, nous commençons l’approximation du problème d’état (PE). Nous utilisons la
méthode des éléments finis triangulaires, sur Ω(sµ) ∈ Θµad, qui désigne une approximation ap-
propriée de Ω ∈ Θad. Nous introduisons une autre famille de partitions (bi)qi=0 de [a, b], telle
que : a = b0 < b1 < ... < bq = b (n’est pas nécessairement équidistant). La longueur de cette
partition sera notée par h. Nous supposons que h −→ 0+ si µ −→ 0+.
Notons par rhsµ, l’interpolation linéaire par morceaux de Lagrange, de sµ en (bi)
q
i=0 :
rhsµ(bi) = sµ(bi) ∀i = 0, · · · , q;
rhsµ|[bi−1,bi] ∈ P1([bi−1, bi]) ∀i = 1, · · · , q;
Ainsi, le domaine de calcul Ω(sµ) sera représenté par Ω(rhsµ). Dans ce que suit, l’ensemble
de tous les Ω(rhsµ), sµ ∈ Uµad, sera noté par Θµhad :
Θµhad = {Ω(rhsµ) | sµ ∈ Uµad}. (4.13)
Puisque Ω(rhsµ) est déjà polygonal, nous pouvons construire sa triangulation notée T (h, sµ),
qui dépend de h > 0 et de sµ ∈ Uµad. Nous supposons que pour h > 0 fixe, les triangulations
T (h, sµ) sont topologiquement équivalentes pour tout sµ ∈ Uµad, i.e :
(HT1) T (h, sµ) ont le même nombre de noeuds, et ces noeuds ont les mêmes voisinages pour
tout sµ ∈ Uµad.
(HT2) La position des noeuds de T (h, sµ) dépend continuement des variations des points de
forme {Ai}di=1.
(HT3) Il existe η0 > 0 tel que tous les angles intérieurs η(h, sµ) vérifient :
η(h, sµ) ≥ η0 ∀h > 0, ∀ sµ ∈ Uµad
(HT4) Le segment Γi(sµ) = {(x, y) / y = rhsµ(x), x ∈ [bi, bi+1]} est côté d’un triangle
T ∈ T (h, sµ), i = 0, . . . q − 1.
Le domaine Ω(rhsµ) muni de la triangulation T (h, sµ) sera noté Ωh(sµ) ou Ωh. Quant à
l’approché de Γ, il sera noté par Γh. Nous définissons alors l’espace de dimension finie associé à
H1(Ω)
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Hh(Ωh) = {vh ∈ C(Ωh) | vh|T ∈ P1(T ), T ∈ T (h, sµ)}
puis l’espace de dimension finie associé à H1Γd(Ω) :
HhΓd(Ωh) = {vh ∈ Hh(Ωh) | vh|Γd,h = 0}.
Remarque 4.2 Notons que la méthode des éléments finis utilisée ici est celle des éléments finis
conformes [28], i.e pour tout h > 0, nous avons les inclusions suivantes :
Hh(Ωh) ⊂ H1(Ω), HhΓd(Ωh) ⊂ H1Γd(Ω), Uµad ⊂ Uad
Soit sµ ∈ Uµad, l’approximation uh := uh(sµ) ∈ HhΓd(Ωh) de u ∈ H1Γd(Ω) donnée par :
uh =
N∑
i=1
uh(b¯i)ψi, (4.14)
où N désigne le nombre de noeuds de la triangulation T (h, sµ) du domaine Ωh, tandis que
(b¯i)1≤i≤N sont les noeuds de la triangulation et (ψ)Ni=1 sont les fonctions de base de H
h
Γd
(Ωh).
Soit z(rh(sµ)) = D \ Ω(rh(sµ)). Nous allons construire une autre famille de triangulation du
domaine z(rh(sµ)) notée par {T E(h, sµ)}, qui satisfait les hypothèses (HT1)− (HT4). L’union
des deux triangulations T (h, sµ) et T E(h, sµ) définit une triangulation régulière de D. Soit Vh,
une interpolation, linéaire par morceaux de type Lagrange, de V dans D¯. Par conséquent, le
problème d’état discret s’écrit :

Trouver uh ∈ HhΓd(Ωh) tel que
∫
Ωh
λh∇uh · ∇vh +
∫
Ωh
Vh0 · ∇uhvh =
∫
Ωh
f vh −
∫
Ωh
λh∇Vh · ∇vh−
∫
Ωh
Vh0 · ∇Vhvh ∀vh ∈ HhΓd(Ωh)
(4.15)
où λh est une approximation de λ tel que λh est uniformement borné, converge vers λ presque
partout dans D, et satisfait l’équation suivante :
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∃λ0 > 0 indépendant de h tel que λh(x)ξ · ξ > λ0|ξ|2 p.p x ∈ D (4.16)
et 
Vh0 est une approximation de V0 tel que
Vh0 est uniformement borné, converge vers V0p.p
(4.17)
Nous approchons la fonctionnelle coût par la fonction discrète suivante :
Jh(uh(sµ)) = Jh(Ωh) =
1
2
∫
Γh0
∣∣∣Th(x, y)− T h0 (x, y)∣∣∣2 dσ (4.18)
où, T h0 est l’interpolé de T0 et Th = uh + Vh tel que uh ∈ HhΓd(Ωh) solution de (4.15).
Finalement, le problème d’optimisation de forme discret est le suivant
(POh)

inf
sµ∈Uµad
Jh(uh(sµ))
telle que uh(sµ) est solution de (4.15) on Ωh
(4.19)
4.2 Étude de l’existence d’une solution du problème discret
Dans le cas d’un problème d’état régi par un opérateur coercif, pour montrer l’existence d’une
solution optimale du problème d’optimisation de forme discret, le moyen qui est relativement
simple serait de l’écrire sous une forme matricielle équivalente (cf. [41, 42], [14, 17]). Ce qui nous
amène à utiliser les outils classiques d’optimisation en dimension finie pour étudier l’existence
d’une solution du problème discret. Comme dans notre cas le problème d’état est régi par un
opérateur non coercif, ces outils ne sont plus valables ; il faut alors procéder autrement. Pour
cela, nous utilisons le degré topologique de Brouwer.
Nous commençons par énoncer quelques résultats qui seront utiles pour prouver le résul-
tat d’existence. Nous énonçons tout d’abord ce lemme dont la démonstration est analogue au
Théorème 3.3.
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Lemme 4.2 ∃ C > 0 , ∀ sµ ∈ Uµad et ∀ h > 0
‖uh(sµ)‖1,Ωh ≤ C. (4.20)
Nous démontrons aussi le résultat suivant
Lemme 4.3 Soient (sjµ)j ⊂ Uµad et sµ ∈ Uµad tels que
sjµ → sµ quand j →∞,
alors
∀h > 0 ΠhV (sjµ)→ ΠhV (sµ) in H1(D).
Démonstration
Soit (Mi)1≤i≤N , l’ensemble des noeuds intérieurs de la triangulation T (h, sµ) avec
Mi = (x(i), y(i)).
Donc, d’après les hypothèses (HT1) et (HT2), nous avons
Mi = φi(sµ), i = 1, ..., n, ∀sµ ∈ Uµad, (4.21)
où φi : U
µ
ad 7→ R2 sont des fonctions continues. Soit ψk ∈ H1h(D) les fonctions de base
associées aux Mk, i.e., ψi(Mk) = δik, où δik est le symbole de Kronecker. Finalement, soit
T ∈ T E(h, sµ) ∪ T (h, sµ) un triangle dont Mk est l’un des noeuds, et dont les autres noeuds
sont Mi et Ml. Nous savons que
ψi|T = (
∣∣∣∣∣∣ x(i) x(l)y(i) y(l)
∣∣∣∣∣∣−
∣∣∣∣∣∣ 1 y(i)1 y(l)
∣∣∣∣∣∣x+
∣∣∣∣∣∣ 1 x(i)1 x(l)
∣∣∣∣∣∣ y)/(2meas(T ))
où
meas(T ) =
∣∣∣∣∣∣∣∣∣
1 x(k) y(k)
1 x(i) y(i)
1 x(l) y(l)
∣∣∣∣∣∣∣∣∣
4.2. Étude de l’existence d’une solution du problème discret 59
D’après ce qui précède et d’après l’équation (4.21), nous avons
ψi|T = ai(sµ)x+ bi(sµ)y + ci(sµ), (4.22)
où les coefficients, ai(sµ), bi(sµ) et ci(sµ) sont des fonctions continues sur sµ dans U
µ
ad. Par suite,
ψi|T et ∇ψi|T sont des fonctions continues sur sµ dans Uµad. Nous en déduisons que ΠhV (sµ) et
∇ΠhV (sµ) sont continues.
Puisque measT dépend continuement de sµ, alors pour tout (s
j
µ)j ⊂ Uµad, nous avons
sjµ →
j→∞
sµ =⇒

∫
D
(ΠhV (sjµ))
2 →
j→∞
∫
D
(ΠhV (sµ))2
et∫
D
|∇ΠhV (sjµ)|2 →
j→∞
∫
D
|∇ΠhV (sµ)|2.
Ceci achève la démonstration.
¥
À présent, nous pouvons énoncer le théorème d’existence.
Théorème 4.1 Sous les hypothèses (4.16)− (4.17), le problème (4.19) admet une solution dans
Uµad, pour tout h > 0 et µ > 0.
Démonstration.
Tout d’abord, pour chaque sµ ∈ Uµad fixe et h > 0, nous devons montrer qu’il existe une solution
unique uh(sµ) ∈ HhΓd(Ωh) de (4.15). Notre outil principal est le degré topologique de Brouwer.
Pour t appartenant à [0, 1], nous définissons l’opérateur Ft par :
Ft : HhΓd(Ωh)→ HhΓd(Ωh),
u¯h 7→ uh,
telle que uh est la solution unique du problème suivant
∫
Ωh
λh∇uh · ∇vh =
∫
Ωh
f vh − t
∫
Ωh
Vh0 · ∇u¯hvh −
∫
Ωh
λh∇Vh · ∇vh −
∫
Ωh
Vh0 · ∇Vhvh (4.23)
D’après le lemme 4.2, nous avons ‖uh‖1,Ωh < C, ce qui nous permet de construire une boule
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ouverte B, telle que Ft n’admet aucun point fixe sur ∂B, la frontière de B. Par suite, la fonction
deg[I − Ft, B, 0] est définie. De plus elle est indépendante de t. Puisque F0 est trivial, nous
concluons que
deg[I − F0, B, 0] = deg[I − F1, B, 0] = +1.
Par conséquent, F1 admet un point fixe à l’intérieur de B qui est une solution de (4.15). Pour
montrer que la solution discrète est unique, puisque le second membre de (4.15) est linéaire,
alors il suffit de montrer que la seule solution de (4.15) avec un second membre nul est la
solution nulle (comme dans le cas continu).
Ensuite, d’après l’hypothèse (HT1), nous avons : dim HhΓd(Ωh) est la même pour tout sµ ∈
Uhad. D’où le fait que l’ensemble U
µ
ad peut être identifié à un sous ensemble de R
d+1.
Soit (sjµ)j ⊂ Uµad. Nous pouvons alors extraire une sous suite notée encore (sjµ)j telle que
sjµ →
j→∞
sµ dans U
µ
ad
et
Ωjh →j→∞ Ωh.
D’après le lemme 4.2, ∃C > 0 telle que
∥∥uh(sjµ)∥∥1,Ωh(sjµ) ≤ C. (4.24)
D’après le résultat d’extension uniforme [25], il existe u˜h(s
j
µ) un prolongement uniforme de
uh(s
j
µ) de Ωh(s
j
µ) dans D, tel que
∃ M > 0 ∀j ∥∥u˜h(sjµ)∥∥1,D < M.
Ainsi, il existe une sous suite u˜h(s
j
µ) et un élément u˜h ∈ H1(D), tels que
u˜h(sjµ) ⇀
j→∞
u˜h dans H1(D).
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Enfin, montrons que uh = u˜h|Ωh résout (4.15). Il est aisé de voir que uh|Γ4 = 0. Et, de la même
manière que dans le cas continu, nous montrons que uh ∈ H1Γd(Ωh).
Il reste à montrer que uh résout (4.15). En effet, soit ψh ∈ HhΓd(Ωh) et ψ˜ ∈ H1(D) est une
extension de ψh définie par
ψ˜ =

ψh dans Ω∗h
0 dans D \ Ω∗h.
Ainsi, nous pouvons construire une suite (ψn)n, ψn ∈ D(D¯) telle que,
dist(supp ψn,Γd) > 0 ∀n ∈ N et ψn → ψ˜ dans H1(D), n→∞.
Soit n ∈ N. Puisque Ωjh →j→∞ Ω
∗
h, il existe j0 tel que
ψhn|Ωjh ∈ H
1
Γd
(Ωjh), ∀j ≥ j0,
où ψhn = pihψn est l’interpolé linéaire par morceaux de ψn dans T (h, sjµ) ∪ T E(h, sjµ). Nous
notons que
pihψn →
j→∞
pihψ˜ dans H1(D),
avec pihψ˜|Ω∗h ∈ H1Γd(Ω∗h). Pour tout j ≥ j0, nous avons :
∫
D
χ
Ω
j
h
λh∇u˜h(sjµ) · ∇ψhn +
∫
D
χ
Ω
j
h
Vh0 · ∇u˜h(sjµ)ψhn =
∫
D
χ
Ω
j
h
f ψhn
−
∫
D
χ
Ω
j
h
λh∇pihV (sjµ) · ∇ψhn −
∫
D
χ
Ω
j
h
Vh0 · ∇pihV (sjµ)ψhn.
(4.25)
De la même façon que dans le cas continu, en faisant tendre n, puis j vers l’infini dans l’équation
(4.25), nous obtenons ainsi que uh est solution de l’équation (4.15).
¥
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4.3 Étude de la convergence
Nous commençons par rappeler un résultat abstrait de la convergence d’une suite de solutions
discrètes vers la solution du problème d’optimisation de forme continu [41, 42]. Ensuite, nous
utilisons ce résultat abstrait pour étudier la convergence de notre problème discret.
4.3.1 Résultat abstrait
Dans la suite nous allons utiliser une approximation de la frontière libre discrète par des
fonctions splines de type Bézier. D’autre part, le problème d’état sera dicrétisé en utilisant la
méthode des éléments finis P1.
Notons par µ > 0 le paramètre de discrétisation des formes, et par n(µ) le nombre de paramètres
qui définissent la forme du domaine discret Ωµ. Pour µ > 0 fixé, l’ensemble des domaines
admissibles discrets est noté par Θµ. Nous supposons que le nombre n(µ) est le même pour tout
Ωµ ∈ Θµ , µ > 0 fixe, et que Θµ ⊂ Θ˜, pour tout µ > 0 (mais non nécessairement Θµ ⊂ Θad), où
Θ˜ est une famille qui contient Θad.
Pour tout Ωµ ∈ Θµ, nous associons, d’une manière unique, un domaine de calcul (Ωµ)h, où
h = h(µ) > 0 est un autre paramètre de discrétisation tel que :
h→ 0⇔ µ→ 0.
Autrement dit, la connaissance de Ωµ, nous permet de construire (Ωµ)h et inversement. L’en-
semble de tous les domaines de calculs correspondant à Θµ sera noté Θµ,h.
Dans ce qui suit, nous supposons que Θµ,h ⊂ Θ˜, pour tout µ > 0, h(µ) > 0.
Nous associons à (Ωµ)h ∈ Θµ,h, l’espace de dimension finie Wh((Ωµ)h) ⊂ W ((Ωµ)h). Nous
supposons que dim Wh((Ωµ)h) est la même pour tout (Ωµ)h ∈ Θµ,h pour
h > 0, µ > 0 fixés.
Puisque les deux ensembles Θµ et Θµ,h sont contenus dans Θ˜, nous pouvons utiliser la même
convergence des domaines utilisée dans le chapitre 3. Nous définissons alors l’application sui-
vante :
uh : (Ωµ)h 7→ uh((Ωµ)h) ∈Wh((Ωµ)h).
Nous associons à tout (Ωµ)h ∈ Θµ,h, un unique élément uh((Ωµ)h) de Wh((Ωµ)h). Ainsi en
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commençant par Ωµ ∈ Θµ, nous avons la chaine des applications suivantes
Ωµ 7→ (Ωµ)h 7→ uh((Ωµ)h) 7→ J((Ωµ)h, uh((Ωµ)h)).
Par suite, le problème d’optimisation discret s’écrit
(Pµ,h)

trouver (Ω∗µ)h ∈ Θµ,h tel que
J((Ω∗µ)h, uh((Ω∗µ)h)) ≤ J((Ωµ)h, uh((Ωµ)h)) ∀(Ωµ)h ∈ Θµ,h.
(4.26)
Nous notons par Ω∗µ, le domaine correspondant à (Ω∗µ)h la solution du problème (Pµ,h).
Dans ce qui suit, la solution optimale du problème (Pµ,h) sera notée par (Ω∗µ, uh((Ω∗µ)h)).
À présent, nous allons introduire les hypothèses qui vont nous permettre d’énoncer le théo-
rème de convergence.
(H1)µ pour tout Ω ∈ Θad il existe {Ωµ}µ, Ωµ ∈ Θµ, tel que
Ωµ
Θ˜−→ Ω et (Ωµ)h Θ˜−→ Ω, h, µ→ 0+;
(H2)µ pour toute suite (Ωµ, uh(Ωµ))µ ⊂ Θµ×Wh(Ωµ), il existe une sous suite (Ωµj , uhj (Ωµj ))µj
et un élément (Ω, u) ∈ Θad ×W (Ω) tels que
Ωµj
Θ˜−→ Ω et (Ωµj )hj Θ˜−→ Ω, j →∞,
uhj ((Ωµj )hj ) ⇀
j→∞
u(Ω), faiblement dans W (D);
(H3)µ
(Ωµ)h
Θ˜−→ Ω, (Ωµ)h ∈ Θµ,h, Ω ∈ Θad
uh((Ωµ)h) ⇀
µ,h→0
u(Ω), dans W (D)
⇒ J((Ωµ)h, uh((Ωµ)h)) →µ,h→0+ J((Ω, u((Ω)).
Nous avons alors le théorème de convergence suivant dû à Haslinger et al. [42] :
Théorème 4.2 Si les hypothèses (H1)µ − (H3)µ sont vérifiées et si pour tout µ, h > 0, le pro-
blème (Pµ,h) admet au moins une solution notée (Ω∗µ, uh((Ω∗µ)h)). Alors, il existe une sous suite
64 Chapitre 4. Étude de l’approximation du problème
(Ω∗µj , uh((Ω
∗
µj )hj )) et un élément (Ω
∗, u(Ω∗)) ∈ F tels que
Ω∗µj
Θ˜−→ Ω∗ quand j →∞
uhj ((Ω
∗
µj )hj ) ⇀j→∞
u(Ω∗), dans W (D).
(4.27)
De plus, (Ω∗, u(Ω∗)) est une solution optimale de (2.3).
4.3.2 Résultat de convergence
En nous basant sur le résultat abstrait du paragraphe précédent, nous allons montrer un théo-
rème de convergence d’une suite de solutions du problème discret vers la solution du problème
continu, sous certaines hypothèses de régularité.
Pour cela, nous commençons d’abord par donner quelques notations et propriétés, qui seront
utiles par la suite.
Puisque la triangulation vérifie les hypothèses de régularité (HT1) − (HT4), alors d’après les
résultats classiques d’approximation (cf. [28]), il existe une constante C > 0 indépendante de
h, µ, telle que
‖V −ΠhV ‖1,D ≤ Ch (4.28)
Nous supposons que λh vérifie les conditions suivantes :

λh est uniformément borné par rapport à h
λh converge presque partout vers λ quand h→ 0
(4.29)
Puis, nous définissons la convergence de la suite Ωh(sµ) vers Ω(ϕ) par
Ωh(sµ) →
h,µ→0
Ω(ϕ)⇐⇒ rh(sµ) →
h,µ→0
ϕ uniformément dans [a, b]. (4.30)
Notons par ψ˜ ∈ H1(D) une extension de ψ ∈ H1(Ωh) dansH1(D). Par ailleurs, uh et u désignent
respectivement la solution du problème (4.15) dans Ωh, et celle du problème (3.4) dans Ω(ϕ).
Nous définissons alors la convergence de uh(sµ) vers u(ϕ), par :
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uh(sµ) ⇀
h,µ→0
u ⇐⇒ u˜h(sµ) ⇀
h,µ→0
u˜ faiblement dans H1(D). (4.31)
D’après le théorème 4.2, pour montrer la convergence de la solution du problème d’optimisation
de forme discret vers la solution du problème continu, il suffit de démontrer le lemme suivant :
Lemme 4.4 (i) Pour tout ϕ ∈ Uad, il existe une suite (sµ)µ dans Uµad telle que
Ωh(sµ) →
h,µ→0
Ω(ϕ) (4.32)
(ii) Soit ((Ωh(sµ), uh(sµ))) une suite telle que uh(sµ) est la solution de (4.15) dans Ωh(sµ).
Alors il existe une sous suite de ((Ωh(sµ), uh(sµ))) notée encore par ((Ωh(sµ), uh(sµ))) et deux
éléments ϕ ∈ Uad et u ∈ H1ΓD(D) tels que
Ωh(sµ) →
h,µ→0
Ω(ϕ),
uh(sµ) ⇀
h,µ→0
u
(4.33)
De plus u|Ω(ϕ) est une solution de (3.4) dans Ω(ϕ).
(iii) Si ((Ωh(sµ), uh(sµ))) est une suite, avec uh(sµ) est une solution de (4.15) , et
(Ω(ϕ), u) ∈ F tels que

Ωh(sµ) →
h,µ→0
Ω(ϕ),
uh(sµ) ⇀
h,µ→0
u
(4.34)
alors
J(uh(sµ))→ J(u(ϕ)) quand h, µ→ 0, (4.35)
Démonstration :
(i) Étant donné ϕ¯ ∈ Uad, pour µ > 0, nous allons définir une suite (ϕ¯µ) qui converge vers ϕ¯. En
effet, soit (ϕ¯µ), telle que
ϕ¯µ(ai) =
1
µ
∫ a
i+12
a
i− 12
ϕ¯(x)dx i = 0, . . . , d
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où ai+ 1
2
sont les milieux des segments [ai, ai+1], avec (a− 1
2
= a − µ2 , ad+ 12 = b +
µ
2 ). D’après le
résultat de Begis et Glowinski (cf [8]), nous avons
ϕ¯µ → ϕ¯ uniformément dans [a, b], µ→ 0 + . (4.36)
De plus, nous avons ϕ¯µ ∈ Qadµ . Ainsi, nous associons ϕ¯µ avec un unique s¯µ ∈ Uad defini par les
points de forme A¯i = (ϕ¯µ(ai), iµ), i = 0, . . . , d. D’après les propriétés de base des fonctions de
Bézier, nous avons
|s′µ(x)| ≤ L0 ∀x ∈ [a, b]; (4.37)
et puisque ϕ¯µ|[ai,ai+1] est tangente à sµ au point Ai+ 1
2
, alors nous avons
∃C > 0 ‖s¯µ − ϕ¯µ‖C([a,b]) ≤ Cµ‖s¯µ‖C1([a,b]) ≤ Cµ. (4.38)
Par suite, en utilisant l’inégalité triangulaire ainsi que les équations (4.36) et (4.38), nous obte-
nons
‖s¯µ − ϕ¯‖C([a,b]) ≤ ‖s¯µ − ϕ¯µ‖C([a,b]) + ‖ϕ¯µ − ϕ¯‖C([a,b]) →µ→0 0.
Ceci montre (i).
(ii) Soit ((sµ, uh(sµ))) une suite telle que uh(sµ) est une solution de (4.15) dans Ωh(sµ). D’après
la compacité de l’ensemble Uµad, nous savons qu’il existe une sous suite de (sµ)µ notée encore
(sµ)µ et un élément ϕ ∈ Uad, tels que
Ω(sµ) →
µ→0
Ω(ϕ). (4.39)
Nous avons l’estimation d’erreur suivante
‖rh(sµ)− sµ‖C[a,b] ≤ ch. (4.40)
Par suite, en utilisant (4.39) et (4.40), nous obtenons :
Ωh(sµ) →
h,µ→0
Ω(ϕ).
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Notons par u˜h(sµ) l’extension uniforme de uh(sµ)) de H1Γd(Ωh) dans H
1(D). D’après le lemme
4.2, nous prouvons que ‖u˜h(sµ)‖1,D est uniformement bornée. Ainsi, il existe une sous suite telle
que
u˜h(sµ) ⇀
h,µ→0
u˜ dans H1Γd(D), faible (4.41)
De plus, nous avons u ∈ H1Γd(D).
Pour conclure, il suffit de montrer que u(ϕ) satisfait l’équation suivante :
∫
Ω
λ∇u · ∇ψ +
∫
Ω
V0 · ∇uψ =
∫
Ω
fψ −
∫
Ω
λ∇V · ∇ψ
−
∫
Ω
V0 · ∇V ψ ∀ψ ∈ H1Γd(Ω).
(4.42)
En effet, soit ψ ∈ H1Γd(Ω(ϕ)). Notons par ψ˜ ∈ H1(D) une extension de ψ définie par
ψ˜ =

ψ dans Ω(ϕ)
0 dans D \ Ω(ϕ).
Ainsi, nous pouvons construire une suite (ψj)j , ψj ∈ D(D¯), telle que,
dist(supp ψj ,ΓD) > 0 ∀j ∈ N et ψj → ψ˜ in H1(D), j →∞. (4.43)
Notons par pihψj l’interpolé linéaire par morceaux de ψj dans T (h, sµ).
Soit j ∈ N. Puisque Ωh(sµ) →
h,µ→0
Ω(ϕ), il existe (h0, µ0) tel que
pihψj |Ωh ∈ H1Γd(Ωh), ∀h ≤ h0, µ ≤ µ0.
Pour tout h ≤ h0, µ ≤ µ0, nous avons
∫
Ωh
λh∇u˜h · ∇pihψj +
∫
Ωh
Vh0 · ∇u˜hpihψj =
∫
Ωh
fpihψj −
∫
Ωh
λh∇Vh · ∇pihψj
−
∫
Ωh
Vh0 · ∇Vhpihψj
(4.44)
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En passant à la limite dans l’équation (4.44) quand h, µ→ 0 et j →∞, nous obtenons que u(ϕ)
est une solution de l’équation (4.42). En effet, nous avons
∫
Ωh
λh∇u˜h · ∇pihψjdxdy −
∫
Ω
λ∇u˜ · ∇ψ˜dxdy = I1 + I2 + I3 + I4 (4.45)
où
I1 =
∫
Ωh
∇u˜h · (λh∇pihψj − λ∇ψj)dxdy, I2 =
∫
Ωh
λ∇u˜h · (∇ψj −∇ψ˜)dxdy.
I3 =
∫
Ωh
λ(∇u˜h −∇u˜) · ∇ψ˜dxdy, I4 =
∫
D
λ(χΩh − χΩ)∇u˜ · ∇ψ˜dxdy.
En utilisant l’inégalité de Hölder sur I1, nous avons
|I1|2 ≤
∫
Ωh
|∇u˜h|2
∫
Ωh
(λh∇pihψj − λ∇ψj)2
≤ 2
∫
D
|∇u˜h|2
(∫
D
(λh)2(∇pihψj −∇ψj)2 +
∫
D
(λh − λ)2|∇ψj |2
)
En utilisant (4.29) et le fait que pour tout j ∈ N, pihψj satisfait l’équation (4.28) et que u˜h est
uniformément borné dans H1(D), nous aurons
lim
h,µ→0+
j→∞
I1 = 0.
Pour I2, en utilisant la convergence de la suite (ψj)j dans H1(D) (4.43), plus le fait que uh est
uniformément borné dans H1(D), nous obtenons que
lim
h,µ→0+
j→∞
I2 = 0.
En utilisant la convergence (4.41) dans H1(D), plus le fait que ψ˜ ∈ L2(D), nous obtenons :
lim
h,µ→0+
j→∞
I3 = 0.
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La convergence de I4 vers 0 découle de la convergence des fonctions caractéristiques,
χµh → χ in Lp(D) ∀p ∈ [1,∞[, h, µ→ 0+ (4.46)
où χµh et χ sont respectivement les fonctions caractéristiques de Ω(sµ) et Ω(ϕ) .
Par conséquent, nous avons
lim
h,µ→0+
j→∞
∫
Ωh
λh∇u˜h · ∇pihψjdxdy =
∫
Ω
λ∇u˜ · ∇ψ˜dxdy (4.47)
En adoptant la même décomposition que celle utilisée dans (4.45) pour la différence des autres
termes de l’équation (4.42) avec ceux de l’équation (4.44), et en adoptant les mêmes techniques
que celles utilisées pour montrer (4.47), nous obtenons la convergence de ces termes.
Ce qui achève la preuve de l’assertion (ii).
(iii) il reste alors à montrer que
lim
h,µ→0+
Jh(sµ) = J(ϕ).
En effet, nous avons
Jh(sµ)− J(ϕ) = 12
∫ Lx
0
(
(Th(x, Ly)− T h0 (x, Ly))2 − (T (x, Ly)− T0(x, Ly)2
)
dx
=
1
2
∫ Lx
0
(
Th(x, Ly)− T (x, Ly) + T0(x, Ly)− T h0 (x, Ly)
)
(
Th(x, Ly) + T (x, Ly)− T h0 (x, Ly)− T0(x, Ly)
)
dx
En appliquant l’inégalité de Hölder, nous avons
Jh(sµ)− J(ϕ) ≤ I1I2
avec
I21 =
∫ Lx
0
(
Th(x, Ly)− T (x, Ly) + T0(x, Ly)− T h0 (x, Ly)
)2
dx
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et
I22 =
∫ Lx
0
(
Th(x, Ly) + T (x, Ly)− T h0 (x, Ly)− T0(x, Ly)
)2
dx
D’une part, nous avons
I21 ≤ 2
(∫ Lx
0
(Th(x, Ly)− T (x, Ly))2 dx+
∫ Lx
0
(
T0(x, Ly)− T h0 (x, Ly)
)2
dx
)
≤ 2
(
‖Th − T‖20,Γ0 + ‖T h0 − T0‖20,Γ0
)
Par suite, en utilisant l’injection compacte de H1(D) dans L2(Γ0), nous avons
lim
h,µ→0+
‖Th − T‖20,Γ0 = 0
et
lim
h,µ→0+
‖T h0 − T0‖20,Γ0 = 0
et par conséquent, nous obtenons :
lim
h,µ→0+
I1 = 0. (4.48)
D’autre part nous avons
I22 ≤ 4
∫ Lx
0
(
(Th(x, Ly))2 + (T (x, Ly))2 + (T h0 (x, Ly))
2 + (T0(x, Ly))2
)
dx
D’après le lemme 4.2 et la continuité de l’application trace de H1(D) dans L2(Γ0), on montre
qu’il existe une constante c > 0 indépendante de h et µ telle que
I22 ≤ c. (4.49)
Par conséquent, les relations (4.48) et (4.49) nous permettent de conclure que
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lim
h,µ→0+
Jh(sµ) = J(ϕ).
Ceci achève la démonstration de (iii).
¥
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Dans ce chapitre, nous présentons les différentes méthodes d’optimisation utilisées pour la
résolution numérique du problème d’optimisation de forme. Nous faisons alors le point sur deux
familles d’algorithmes à savoir, les algorithmes déterministes du type gradient et les algorithmes
évolutionnaires. Nous commençons par une analyse du calcul du gradient de forme dans le cas
discret. Puis nous donnons des résultats numériques obtenus en utilisant la méthode détermi-
niste du type gradient. En ce qui concerne les algorithmes évolutionnaires, nous optons d’abord
pour une étude comparative basée sur des fonctions tests "benchmark functions", entre les algo-
rithmes génétiques standards et ceux développés dans le cadre de cette thèse. Puis nous donnons
des résultats numériques obtenus en utilisant ces derniers algorithmes pour la résolution de notre
problème d’optimisation de forme. Ensuite, nous proposons un développement de ces algorithmes
génétiques en utilisant deux techniques. La première consiste à combiner les algorithmes géné-
tiques avec des systèmes de contrôleurs basés sur la logique floue. La deuxième consiste à faire
une analyse sur les différentes méthodes de parallélisation des algorithmes génétiques, afin de
motiver la méthode de parallélisation choisie. Enfin, nous proposons une étude comparative des
deux méthodes d’optimisation utilisant les algorithmes déterministes du type gradient et les
algorithmes génétiques améliorés par la logigue floue, au niveau qualité de la solution aussi bien
qu’au niveau temps de calcul, lorsque les agorithmes génétiques sont parallélisés.
Le travail présenté dans ce chapitre a donné lieu à un article [61] et deux communications [24,
20].
Introduction
Dans cette partie, nous présentons les différentes méthodes d’optimisation utilisées pour le
problème d’optimisation de forme. Ces méthodes ont pour objectif de trouver la ou les solutions
Ω, représentant la partie solide de la pièce, qui minimise(nt) la fonctionnelle coût J(Ω). Nous
distinguons principalement deux familles d’algorithmes : les algorithmes déterministes du type
gradient et les algorithmes évolutionnaires.
Les algorithmes déterministes sont des méthodes locales connues pour leur convergence rapide,
mais ils présentent l’inconvénient de rester bloqués dans des minima locaux. Ces algorithmes
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utilisent l’analyse de sensibilité comme moyen de calculer la pente de la fonction objectif. Ce-
pendant, cette analyse s’avère la plupart du temps une tâche très laborieuse - voire parfois non
faisable, si la fonction est non dérivable ou lorsque le solveur utilisé ne permet pas d’avoir une
analyse de sensibilité performante.
Les algorithmes évolutionnaires sont des méthodes globales de type stochastique et sont beau-
coup moins sensibles aux minima locaux. Ces algorithmes sont dits d’ordre zéro car ils ne né-
cessitent que l’évaluation de la fonction à minimiser. Ce point les rend moins exigeants et plus
souples, lorsque l’on souhaite modifier la fonction à minimiser par exemple. Les algorithmes
évolutionnaires requièrent un grand nombre d’évaluations de fonction, ce qui peut les ralentir
considérablement, surtout quand la fonction à optimiser est coûteuse en temps de calcul. Néan-
moins, puisque l’étape la plus coûteuse (l’évaluation de la performance de toute une population)
est constituée de calculs totalement indépendants entre eux, ceci rend ces algorithmes faciles
à paralléliser. De plus, depuis leur avènement, ces algorithmes n’ont pas cessé de s’améliorer.
On trouve deux volets principaux de développement : le premier se focalise sur les mécanismes
internes afin d’accélérer la convergence, tandis que le second essaie de perfectionner la qualité
de la solution en combinant ces algorithmes avec d’autres méthodes. On parle alors de méthodes
hybrides.
Dans ce contexte, un travail commun avec R. Y. Shikhlinskaya [61] nous a conduits à dé-
velopper une approche qui consiste à combiner les algorithmes génétiques avec la logique floue.
Cette approche sera expliquée dans la section 5.4.2.
5.1 Algorithmes déterministes
Dans cette partie, nous présentons le principe de la méthode déterministe de type gradient ap-
pliquée à notre problème d’optimisation de forme discret écrit sous forme matricielle [17, 41, 42].
Pour une présentation détaillée des méthodes déterministes, nous renvoyons à [70, 65].
Les algorithmes déterministes d’optimisation de type gradient consistent à minimiser une fonc-
tion f(x) avec x ∈ Rn en cherchant un point x¯ tel que ∇f(x¯) = 0, ceci en construisant une suite
minimisante {xk} telle que lim inf∇f(xk) = 0.
Il existe d’autres méthodes de calcul du gradient de forme. Nous citons par exemple
la méthode due à Hadmard [1] puis développée par Murat-Simon [59] et d’autres au-
teurs [57, 73, 77, 87]. D’autres méthodes ont été développées récemment, parmi lesquelles le
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gradient topologique [78, 37], la méthode d’homogénéisation [60],[4] et la méthode des lignes de
niveaux [66],[5].
5.1.1 Problème matriciel d’optimisation de forme
Le problème (4.15) peut être réécrit sous la forme suivante
trouver q(ϕ) = (uh(b¯i))Ni=1 ∈ RN
X(ϕ)q(ϕ) = F (ϕ)
(5.1)
D’après l’hypothèse (HT1), la dimension N = dim Hh(Ωh) ne dépend pas de
sµ ∈ Uadµ . Les éléments Xij(ϕ) et Fi(ϕ) de la matrice X(ϕ) et le vecteur F (ϕ) sont, respective-
ment, donnés par
Xij(ϕ) =
∫
Ωh
λh∇ψi · ∇ψj +
∫
Ωh
Vh0 · ∇ψiψj
Fj(ϕ) =
∫
Ωh
f ψj −
∫
Ωh
λh∇Vh · ∇ψj −
∫
Ωh
Vh0 · ∇Vhψj .
La fonctionnelle coût discrète Jh(ϕ) s’écrit :
Jh(ϕ) =
1
2
(Xˆ(ϕ)(q(ϕ)− q0), q(ϕ)− q0),
où Xˆ(ϕ) = (Xˆi,j(ϕ))1≤i,j≤N est défini par
Xˆi,j(ϕ) =

∫
Γh0
ψiψjds, si N − d+ 1 ≤ i, j ≤ N
0, ailleurs.
et q0 = (0, . . . , 0, T0(b¯N−d+1), . . . , T0(b¯N )) ∈ RN .
La forme matricielle du problème d’optimisation de forme s’écrit :
(Pd)

inf
ϕ∈U
Jh(ϕ),
s/c X(ϕ)q(ϕ) = F (ϕ).
(5.2)
La méthode du gradient utilisée pour la résolution numérique du problème (5.2) nécessite le
calcul du gradient de J par rapport à ϕ. Ceci est developpé dans la section suivante.
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5.1.2 Calcul du gradient discret
Soit J : U × RN 7→ R une fonction réelle définie par
J (ϕ, q(ϕ)) = Jh(ϕ),
avec q(ϕ) comme solution du problème (5.1). Pour toute direction β ∈ Rd+1, nous avons
J ′h(ϕ)(β) = (∇ϕJ (ϕ, q(ϕ)))Tβ + (∇qJ (ϕ, q(ϕ)))T q′(ϕ), (5.3)
où ∇ϕJ et ∇qJ désignent, respectivement, les dérivées partielles de J par rapport à ϕ et q.
Par suite, nous avons :
∇Jh(ϕ) =
(
∂Jh(ϕ)
ϕi
)d
i=1
=
1
2
(Xˆ ′(ϕ)(q(ϕ)− q0), q(ϕ)− q0) + (Xˆ(ϕ)(q(ϕ)− q0), q′(ϕ)),
où
Xˆ ′(ϕ) =
(
∂Xˆ(ϕ)
∂ϕi
)d
i=1
, q′(ϕ) =
(
∂q(ϕ)
∂ϕi
)d
i=1
Puisque
X(ϕ)q(ϕ) = F (ϕ)
nous avons
X ′(ϕ)q(ϕ) +X(ϕ)q′(ϕ) = F ′(ϕ),
où X ′(ϕ) = (X ′ij(ϕ))1≤i,j≤N et F
′(ϕ) = (F ′j(ϕ))1≤j≤N . Les éléments X
′
ij et F
′
j peuvent être
calculés de la manière suivante :
X ′ij(ϕ) = (∇ϕXij(ϕ))Tβ ∀i, j = 1, · · · , N,
F ′j(ϕ) = (∇ϕFj(ϕ))Tβ ∀j = 1, · · · , N,
En utilisant le problème d’état adjoint défini par
XT (ϕ)p(ϕ) = ∇qJ (ϕ, q(ϕ)) = Xˆ(ϕ)(q(ϕ)− q0), (5.4)
ainsi le gradient de Jh s’écrit :
J ′h(ϕ)(β) = (∇ϕJ (ϕ, q(ϕ)))Tβ + p(ϕ)T (F ′(ϕ)−X ′(ϕ)q(ϕ)). (5.5)
Nous utilisons alors l’algorithme suivant :
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Algorithm 5.1 Algorithme du gradient
1. Choisir un domaine initial Ω(ϕ0), avec ϕ0 ∈ Uad, une précision désirée ε, prendre k = 0.
2. Calculer la matrice X(ϕk), le vecteur F (ϕk) et le gradient ∇qJ (ϕk, q(ϕk)),
3. Résoudre l’équation d’état et l’équation d’état adjoint
X(ϕk)q(ϕk) = F (ϕk)
XT (ϕk)p(ϕk) = ∇qJ (ϕk, q(ϕk))
4. Calculer le gradient
∇Jh(ϕk) = ∇ϕkJ (ϕk, q(ϕk)))Tβ + p(ϕk)T (F ′(ϕk)−X ′(ϕk)q(ϕk)).
5. Recherche ρk qui réalise le min
ρ>0
Jh(ϕk − ρk∇Jh(ϕk))
6. Si ‖∇Jh(ϕk)‖ ≤ ε, aller à l’étape 8
7. Faire ϕk+1 = ϕk − ρk∇Jh(ϕk) et aller à l’étape 2
8. Fin
Dans le paragraphe suivant, nous présentons des exemples où la solution analytique exacte
est connue i.e. où la frontière libre Γ et température sont connues. Pour chaque exemple, nous
allons reconstruire la frontière libre Γ, en utilisant la formulation d’optimisation de forme du
problème (4.19), les courbes de Bézier et l’algorithme 5.1. Dans tous les exemples numériques
qui suivent, nous considérons que la pièce à souder D est telle que : Lx = 1, Ly = 1.
5.1.3 Validation de la méthode vis-à-vis d’une solution exacte
Dans les deux exemples suivants nous allons approcher T (x, y) = exp(x+ y) et Γ, solution
du problème (4.19) défini avec les données suivantes :
5.1. Algorithmes déterministes 79
λ = 1.0, V0 =
 −1
0
 , f(x, y) = −3 exp(x+ y),
∂T
∂ν
= exp(x+ y) dans Γ0,
∂T
∂ν
= − exp(x+ y) dans Γ1 ∪ Γ2 ∪ Γ3
et Tf = T0 = Td = exp(x+ y).
(5.6)
La fonctionnelle coût est définie par :
J(Γ) =
1
2
∫ 1
0
|T (x, 1)− exp(x+ 1)|2dx.
Dans le premier exemple nous supposons que la frontière exacte est définie par
Γ = { (x, y)/y = 5(x− 0.35)(0.65− x), x ∈ [0.35, 0.65] }. (5.7)
La particularité est que cette frontière est complétement décrite par une courbe de Bézier avec
les points de contrôles suivants :
P1 = (0.35, 0.0), P2 = (0.35, 0.15), P3 = (0.65, 0.0), P4 = (0.65, 0.15).
Dans la figure 5.1, nous avons représenté la variation du coût en fonction du nombre d’itéra-
tions. Quant à la figure 5.2, elle représente l’évolution des frontières libres en fonction du nombre
d’itérations.
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Figure 5.1 : Exemple 1 : décroissance de la fonction coût.
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Figure 5.2 : Exemple 1 : convergence des frontières.
Pour le deuxième exemple, nous gardons les mêmes données (5.6 ) que pour le premier
exemple, mais nous changeons la frontière libre. La frontière Γ est donnée par :
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Γ = { (x, y)/y = 0.15 ∗ sin((x− 0.35) ∗ pi/0.3), x ∈ [0.35, 0.65] } (5.8)
La particularité de cette frontière est qu’elle ne peut pas être représentée par une courbe de
Bézier.
La variation du coût en fonction du nombre d’itérations est représentée dans la figure 5.3.
Ainsi, nous avons représenté l’évolution des frontières libres en fonction du nombre d’itérations
dans la figure 5.4.
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Figure 5.3 : Exemple 2 : décroissance de la fonction coût.
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Figure 5.4 : Exemple 2 : convergence des frontières.
5.1.4 Validation de la méthode vis-à-vis du modèle physique
À présent, nous considérons notre modèle ( 4.19), avec les paramètres physiques suivants
correspondant à une variante d’aluminium (Al-3.5 wt% Ni) [83] :
λ = 0.221 kJ.(K.m.S)−1, V0 = ρCpvtorch, ρ = 2.37× 103 kg.m−3
Cp = 0.124 kJ.(kg.K)−1, ~vtorch = −30mm.s−1
 1
0
 , f(x, y) = 0,
∂T
∂ν
= 0 on Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ3 et Tf = 659.25 C˚, Td = 20 C˚
(5.9)
La température T0 sur γ0 est représentée dans la figure 5.5.
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Figure 5.5 : Température mesurée sur Γ0
Dans la figure 5.6 nous représentons le maillaige du domaine initial consitué de 648 éléments
et 361 degrés de libertés.
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Figure 5.6 : Maillage du domaine initial
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Le maillage du domaine optimal est représenté dans la figure 5.7. Ce domaine optimal est
atteint au bout de 94 itérations avec un coût égal à 4.810−8.
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Figure 5.7 : Maillage du domaine optimal
Dans les figures 5.8 et 5.9 nous avons représenté les isovaleurs de la température (contour
et remplissage). Leur détermination nous donne une idée sur la propogation de la température
dans la plaque. Dans la figure 5.10, nous avons représenté la variation de la température en
fonction de x et de y. La connaissance de la température dans chaque point de la plaque nous
permet de prédire les effets mécaniques.
La variation du coût en fonction du nombre d’itérations est représentée sur la figure 5.11.
Nous remarquons que la courbe devient presque stationnaire à partir de la vingtième itération.
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Figure 5.8 : Conteur des isovaleurs
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Figure 5.9 : Remplissage des isovaleurs
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Figure 5.10 : Variation de la température en fonction de x et y
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Figure 5.11 : Exemple 3 : décroissance de la fonction coût.
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Figure 5.12 : Exemple 3 : convergence des frontières.
Dans la figure 5.12, nous avons représenté la frontière initiale et la forme optimale, ainsi que
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la frontière aux dixième, vingtième et trentième itérations. Une grande variation de la frontière
initiale a été observée au bout de dix itérations. À la trentième itération, la frontière obtenue
est très proche de la frontière optimale. Le reste des itérations pour atteindre la solution est
consacré à l’ajustement des points proches des extrémités libres de la frontière.
5.2 Algorithmes Génétiques
5.2.1 Introduction
Le but d’un algorithme évolutionnaire est d’optimiser une fonction f dite fonction objectif
sur un espace de recherche. Pour cela, une population d’individus, typiquement un P-uplet de
points de l’espace de recherche, évolue selon un darwinisme artificiel (reproduction, mutation,
sélection naturelle) basé sur la fitness F de chaque individu. La fitness est directement liée à la
valeur de la fonction objectif f de cet individu (exemple, la fonction f elle-même).
Des opérateurs appliqués à la population permettent de créer de nouveaux individus (croisement
et mutation) et de sélectionner les individus de la population qui vont survivre (sélection et
remplacement). Les opérateurs appliqués à un individu ne sont pas en général définis sur le
même espace que celui sur lequel est définie la fonction fitness, appelé espace des phénotypes,
mais sur un espace de représentation appelé l’espace des génotypes. Par exemple, pour un codage
binaire les algorithmes génétiques simples utilisent un espace de génotypes de la forme {0, 1}n
(n est la dimension de l’espace de recherche).
La Figure 5.13 illustre le schéma général d’un algorithme évolutionnaire : après l’initialisation
de la population (généralement d’une façon aléatoire) l’algorithme évalue la fitness de chaque
individu. La boucle de l’algorithme suit les étapes suivantes :
1. Critère d’arrêt : un des critères simples souvent utilisé est lorsque le nombre maximum de
générations, fixé par l’utilisateur, est atteint.
2. Sélection : cet opérateur sélectionne parmi les parents ceux qui vont générer des enfants.
Plusieurs opérateurs sont possibles qui peuvent être soit déterministes soit stochastiques.
La sélection est basée sur la fitness des individus.
3. Création de nouveaux individus : la création de nouveaux individus se fait essentiellement
à l’aide des opérateurs de croisement et de mutation. L’opérateur de croisement est un
opérateur stochastique qui combine k parents pour créer un ou plusieurs enfants. L’opé-
5.2. Algorithmes Génétiques 89
rateur de mutation est un opérateur stochastique qui modifie un individu pour en créer
un autre qui lui est généralement proche (ce qui dépend énormément de la représentation
choisie).
4. Evaluation : calcul de la fitness de chaque enfant. C’est l’étape la plus coûteuse en temps
de calcul.
5. Remplacement : on détermine qui, parmi la population courante, fera partie des parents
de la génération suivante. Cet opérateur est basé, comme l’opérateur de sélection, sur la
fitness des individus.
5.2.2 Les grandes familles d’Algorithmes Génétiques
Tous ces algorithmes ont en commun le fait de faire évoluer des populations d’individus. La
différence entre eux est principalement d’ordre historique. On peut classer ces algorithmes en 4
grandes familles. Pour une description plus détaillée de ces algorithmes, nous renvoyons à [58].
Figure 5.13 : Schéma général d’un algorithme évolutionaire.
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• Algorithmes Génétiques (GA) : [47, 38]. Les plus connus et les plus populaires des algo-
rithmes évolutionnaires. Ils ont été développés pour modéliser l’adaptation des populations
en biologie.
• Stratégies d’Evolution (ES) : [72, 40, 6]. Développés par des ingénieurs pour résoudre des
problèmes d’optimisation paramétriques. Ces algorithmes sont les plus efficaces pour ce
type de problèmes.
• Programmation Evolutionnaire (EP) : L. J. Fogel (1966). Développée à l’origine pour la
découverte d’automates à états finis (cf. [35]).
• Programmation Génétique (GP) : J. Koza (1990). Apparue initialement comme un sous-
domaine des (GAs), la programmation génétique est devenue une branche à part entière.
La spécificité de ces algorithmes est de représenter des individus par des arbres (cf. [50]).
Dans la section suivante, nous donnons d’abord l’exemple d’un Algorithme Génétique Simple
(GAs) utilisant des opérateurs basiques pour le croisement, la mutation et la sélection. Ensuite
nous présentons un algorithme génétique (GA), développé dans le cadre de cette thèse.
5.2.3 Algorithmes Génétiques Simples (GAs)
Les (GAs) standards utilisent un codage binaire avec un espace de génotype de la forme
{0, 1}n. Plusieurs opérateurs de sélection ont été développés par différents auteurs. Nous citons
ici :
• la sélection à roulette
• la sélection stochastique universelle.
Nous notons par PXp la probabilité de sélectionner un individu Xp.
Pour la roulette, PXp est donnée par :
PXp =
F (Xp)∑
i∈Population F (Xi)
.
Pour la sélection stochastique universelle, la probabilité PXp est proportionnelle à sa fitness
F (Xp).
Le mécanisme de croisement le plus simple consiste à échanger les gènes de chaque parent entre
le site sélectionné et la position finale n des deux chaînes, comme le montre la figure 5.14. Par
exemple, deux parents
X1 = (x11, x
2
1, · · · , xn1 ) et X2 = (x12, x22, · · · , xn2 ),
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Figure 5.14 : Principe de croisement simple
permettent de générer deux enfants
Y1 = (x11, x
2
1, · · · , xq1, xq+12 , · · · , xn2 ) etY2 = (x12, x22, · · · , xq2, xq+11 , · · · , xn1 ),
où l’entier q est choisi aléatoirement dans [1, n].
L’un des points faibles du codage binaire est qu’un tel croisement peut "mélanger" des
variables de types différents. La mutation dans le cas d’un codage binaire consiste à changer un
0 par 1, ou inversement (voir Figure 5.15). Dans le cas d’un codage réel, la mutation peut se
faire en remplaçant une variable xi par xi + δxi où δxi est une "petite" variation de la variable
xi.
5.2.4 Algorithme Génétique utilisé (GA)
Pour résoudre le problème d’optimisation de forme, nous avons développé un algorithme qui
utilise un codage réel, écrit en Fortran 90. Pour la sélection, après un certain nombre d’essais,
nous avons choisi de nous restreindre aux trois types qui sont connus pour leurs succès : la
sélection à roulette, la sélection à roulette par reste stochastique et la sélection par tournoi. Les
croisements employés sont le croisement multi-points et le croisement barycentrique.
Dans le cas d’un croisement multi-points avec deux points (voir figure 5.16), le croisement
92 Chapitre 5. Étude numérique du problème
Figure 5.15 : Principe de Mutation simple
se fait de la manière suivante : deux parents
X1 = (x11, x
2
1, · · · , xn1 ) et X2 = (x12, x22, · · · , xn2 )
génèrent deux enfants
Y1 = (x11, x
2
1, · · · , xq11 , xq1+12 , · · · , xq22 , xq2+11 , · · · , xn1 )
et
Y2 = (x12, x
2
2, · · · , xq12 , xq1+11 , · · · , xq21 , xq2+12 , · · · , xn2 ),
où les entiers q1 et q2 sont choisis aléatoirement dans [1, n].
Avec un croisement barycentrique, les enfants créés sont donnés par Y1 = (y11, · · · , yn1 ) et
Y2 = (y12, · · · , yn2 ) avec pour tout i, yi1 = αxi1 + (1 − α)xi2 et yi2 = αxi2 + (1 − α)xi1 où α est un
réel dans [0, 1]. Ce nombre α est soit choisi par l’utilisateur, soit choisi aléatoirement dans le cas
d’un croisement barycentrique aléatoire.
Deux types de mutations sont possibles. La mutation gaussienne avec une variance constante
ou une variance décroissante au cours des itérations, et la mutation non-uniforme [58] où une
variable xi ∈ [xmini , xmaxi ] prend la nouvelle valeur x′i
x′i =
 xi +∆(t, xmaxi − xi) si s ≤ 0.5,xi −∆(t, xi − xmini) si s ≥ 0.5,
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Figure 5.16 : Principe de croisement multi-points
où t désigne le nombre de générations, s un nombre aléatoire dans [0, 1] et où la fonction
∆(t, x) est définie de la manière suivante :
∆(t, x) = x · r · (1− t
T
)b,
telle que r est un nombre aléatoire dans [0, 1], T le nombre maximal de générations et b un
paramètre de raffinement. Le graphe de la fonction∆(t, x) est représenté sur la figure 5.17. Ainsi,
nous remarquons qu’au début l’amplitude maximale de la mutation est grande, tandis que qu’elle
très petite vers la fin de l’algorithme : nous passons alors d’une recherche globale à une recherche
locale au cours de l’algorithme. Pour déterminer la stratégie de compromis entre l’exploration
et l’exploitation, nous nous servons du paramètre b, qui permet d’ajuster l’amplitude de la
mutation. En fait, pour une grande valeur de b (Figure 5.18 (a)), c’est l’exploration de l’espace qui
est favorisée, alors que pour une petite valeur de b (Figure 5.18 (b)), c’est la phase d’exploitation
et de recherche locale.
L’un des points fondamentaux du processus des algorithmes génétiques est la diversité. Grâce
à elle, ces algorithmes réussissent à échapper à des minima locaux.
Pour assurer la décroissance de la fonction à minimiser, génération après génération, on
tient toujours à sélectionner l’individu (soit un enfant, soit un parent) qui lui donne une valeur
minimale. C’est ce qu’on appelle l’élitisme.
Pour le bon fonctionnement de l’algorithme, nous utilisons ce qu’on appelle la mise en échelle
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Figure 5.17 : La fonction ∆(t, y) à deux instants t1 et t2 (resp. (a) et (b)) avec t1 < t2.
de la fitness (scaling). Cette technique est imposée par le choix de la méthode de sélection basée
sur la méthode de la roulette. Pour cette méthode, la probabilité PXp de sélectionner un individu
Xp est proportionnelle à sa fitness F (Xp) :
PXp =
F (Xp)∑
i∈Population F (Xi)
.
Cette formule oblige à avoir une fitness positive pour tous les individus. Ce qui suggère d’utiliser
un scaling qui consiste à prendre pour fitness
F (Xp) = f(Xp)− min
i∈Population
f(Xi).
Cependant, ce choix reste insuffisant. En effet, si on considère la fonction g = f+C où C est une
constante plus grande que les valeurs de f , alors les individus ne sont plus réellement différents au
vu de leur fitness donnée avec la fonction g. Dans ce cas la sélection se fait différemment pour les
fonctions f et g, et devient sensible aux translations. Pour éviter ce problème une autre condition
est imposée pour le choix du scaling. Cette condition consiste à empêcher que la sélection pour
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Figure 5.18 : Evolution de l’amplitude de la mutation en fonction du temps.
la génération suivante soit restreinte au super-individu (celui qui donne la meilleure valeur dans
une génération). Plusieurs stratégies de scaling satisfaisant à ces exigences ont été testées. La
meilleure pour nos tests est le sigma scaling tronqué :
F (Xp) = f(Xp) + (f¯ − cσ),
où f¯ et σ représentent respectivement la moyenne et la variance de la fonction f sur la population,
et où c est une constante généralement prise entre 1 et 5. Les valeurs négatives éventuelles de
F (Xp) sont tronquées et ramenées à zéro.
Les techniques discutées ci-dessus ont permis d’accroître les performances de l’algorithme
développé. L’inconvénient est que le nombre de paramètres à ajuster a augmenté, ce qui induit
un réglage plus lent. Le temps de calcul requis par l’algorithme est essentiellement dû au temps
d’évaluation d’une fonction (voir Figure 5.13). Pour le problème étudié (problème d’optimisation
de forme), ce temps est assez important. En effet, chaque évaluation de la fonction f correspond à
la résolution d’un système linéaire. L’étape de l’évaluation de la fonction se fait indépendamment
pour les différents individus de la population, ce qui la rend facilement parallélisable. Ainsi,
une version parallèle de l’algorithme a été développée en utilisant la bibliothèque MPI [67]. A
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chaque génération, l’évaluation de la fitness des nouveaux individus est répartie sur plusieurs
processeurs. Le reste des tâches est géré par le programme principal (ou programme maître) sur
un seul processeur. Ceci a permis un gain considérable en temps de calculs. Nous reviendrons
en détails sur la parallélisation dans la section 5.5.
5.2.5 Résultats obtenus sur des fonctions tests
Cette partie s’attache à présenter les résultats des simulations obtenues par les algorithmes
évolutionnaires sur quatre fonctions tests issues de la littérature [31]. Nous avons choisi ces
exemples en vue d’illustrer le fonctionnement des algorithmes présentés, mais aussi de manière
à dégager les caractéristiques propres à chacun. Précisons que, pour chaque méthode, nous
nous sommes évertués à ajuster les paramètres utilisés. Cet effort a été utile a posteriori pour
l’ajustement des paramètres sur le problème d’optimisation de forme. Nous avons opté pour
trois fonctions unimodales (c’est-à-dire avec un seul minimum) et une fonction multimodale.
Pour chacune de ces fonctions, nous fournissons les résultats de deux algorithmes stochastiques :
• un algorithme génétique simple (GAS),
• un algorithme génétique développé (GA).
5.2.5.1 La fonction Sphère
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Figure 5.19 : Minimisation de la fonction sphère par (GAs) et (GA)
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Dans un premier temps, nous allons considérer la minimisation de la fonction Sphère définie
de la façon suivante :
f(x) =
30∑
i=1
x2i .
Ce cas présente un intérêt à la fois théorique et numérique pour les algorithmes évolutionnaires.
Sur la Figure 5.19 il apparaît que l’algorithmes (GA) d’un côté, et l’algorithme (GAs) de l’autre
côté, affichent deux comportements différents. Ainsi, nous remarquons que, a contrario de l’al-
gorithme (GAs), l’algorithme (GA) est capable d’augmenter la précision de la solution cherchée.
Ceci est dû à la variation de la force de mutation en fonction du temps pour l’algorithme (GA).
5.2.5.2 La fonction Elliptique
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Figure 5.20 : Minimisation de la fonction elliptique par (GAs) et (GA)
La fonction elliptique est une variante de la fonction Sphère telle que les variables contribuent
d’une façon inégale à la valeur de la fonction :
f(x) =
6∑
i=1
1.5i−1x2i .
Nous constatons sur la Figure 5.20 que l’algorithme (GA) surmonte la difficulté supplémentaire
et arrive à converger vers l’optimum golobal. Tandis que l’algorithme (GAs) est incapable de
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trouver l’optimum global (convergence prématurée).
5.2.5.3 La fonction de Rosenbrock
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Figure 5.21 : Minimisation de la fonction Rosenbrock par (GAs) et (GA)
La fonction de Rosenbrock est donnée par :
f(x) = 100(x21 − x2)2 + (1− x1)2,
et son optimum unique est le point (1, 1). Elle présente une "large vallée" autour de ce minimum.
Cette fonction offre aux algorithmes évolutionnaires un exemple idéal où un équilibre entre
la phase d’exploration et la phase d’exploitation doit être trouvé : l’algorithme doit d’abord
explorer la vallée, pour ensuite converger localement vers l’optimum. Par ailleurs, la Figure 5.21
nous révèle que, contrairement à l’algorithme (GAs), l’algorithme (GA) est capable d’améliorer
constamment sa performance.
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5.2.5.4 La fonction de Shekel
Figure 5.22 : Fonction de Shekel
En dimension 2, la fonction de Shekel est définie de la façon suivante :
f(x) =
1
0.002 +
∑25
j=1
1
j+
∑2
i=1(xi−aij)6
,
et présente 25 minima dans le carré [−64, 64]2. Les valeurs de la fonction en ces minima s’étalent
entre 1 et 25 (voir Figure 5.22). Si l’on veut optimiser cette fonction, un algorithme évolutionnaire
doit posséder trois propriétés :
1. être capable de trouver la bonne vallée contenant l’optimum global (c’est la phase d’ex-
ploitation).
2. pouvoir y rester en conservant l’individu qui s’y trouve d’une génération à la génération
suivante.
3. avoir la capacité d’effectuer efficacement la recherche locale dans cette vallée pour arriver
jusqu’au minimum global.
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Figure 5.23 : Minimisation de la fonction Shekel par GAs et GA
La Figure 5.23 montre que l’algorithme (GA) arrive à atteindre l’optimum global, alors que
(GAs) est incapable d’accéder à la bonne vallée.
Selon l’ensemble des résultats obtenus sur les cas tests, l’algorithme (GA) est plus efficace
qu’un simple (GAs) : il converge là où un simple (GAs) ne converge pas. Bien plus, dans les cas
où ce dernier converge, l’algorithme (GA) offre une meilleure précision.
Dans la section suivante nous présentons les résultats obtenus, en appliquant l’algorithme
(GA) pour résoudre le problème d’optimisation de forme.
5.3 Résultats obtenus pour le problème d’optimisation de forme
Dans cette section, nous présentons quelques résultats numériques pour le problème d’op-
timisation de forme en utilisant l’algorithme (GA). Pour ce faire, nous considérons les mêmes
exemples que ceux traités dans la section 5.1. Pour chaque exemple, nous allons reconstruire
la frontière libre Γ, en utilisant la formulation d’optimisation de forme du problème (4.19), les
courbes de Bézier et l’algorithme 5.2.
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Algorithm 5.2 GA
1. Choisir une précision désirée ε
2. Choisir les bornes xi et xf .
3. t← 0
Générer aléatoirement une population initiale P (t) dans l’intervalle [xi, xf ]
4. t← t+ 1
pour chaque élément Pi de la population P (t) avec i = 1, . . . , N faire :
(a) Construire Ωi(t)
(b) Résoudre le problème d’état dans le domaine Ωi(t)
(c) Calculer J(Ωi(t), ui(t))
5. Opération génétique
(a) Sélection
(b) Croisement
(c) Mutation
6. Si |J(Ωbest(t), ubest(t))| < ε stop. Sinon aller à l’étape 4
7. Fin
taille de population N 16
type de sélection à roulette
type de croisement barycentrique à coefficient aléatoire
probabilité de croisement Pc 0.6
type de mutation non uniforme
probabilité de mutation Pm 5%
Table 5.1 : Paramètres des (GA) pour les résultats des figures 5.24 et 5.25
5.3.1 Validation de l’algorithme (GA) vis-à-vis d’une solution exacte
Pour le premier exemple nous résoudrons le problème (4.19) avec les paramètres cités
dans (5.6) et la frontière exacte définie dans (5.7). Nous lançons l’algorithme 5.2 avec les para-
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mètres cités dans le tableau 5.1, et nous obtenons ainsi les résultats représentés sur les figures
suivantes 5.24, 5.25 et le tableau 5.2. Nous remarquons que sur cet exemple la frontière obte-
nue représente une très bonne approximation de la frontière exacte. Ceci est dû au fait que la
frontière exacte est paramètrisée par une courbe de Bézier.
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Figure 5.24 : Décroissance du coût en fonction des itérations.
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Figure 5.25 : Évolution de la frontière libre au cours des itérations.
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nombre de générations 227
coût minimal 4.2× 10−5
pas de discrétisation h 1/36
Table 5.2 : Résultats de convergence de l’algorithme 5.2 pour l’exemple 1
Pour le deuxième exemple nous résoudrons le problème (4.19) avec les paramètres cités
dans (5.6) et la frontière exacte définie dans (5.8). Nous implémentons l’algorithme 5.2 avec les
mêmes paramètres que ceux cités dans le tableau 5.1. Ainsi nous obtenons les résultats présentés
dans les figures 5.26 et 5.27.
Nous remarquons que pour atteindre la même valeur minimale que dans l’exemple précédent,
l’algorithme a besoin d’aller jusqu’à la génération 335. Ceci est dû au fait que la frontière Γ
recherchée est plus compliquée, étant donné qu’elle ne peut être représentée par une courbe de
Bézier.
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Figure 5.26 : Décroissance du coût en fonction des itérations.
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Figure 5.27 : Évolution de la frontière libre au cours des itérations.
5.3.2 Validation de l’algorithme (GA) vis-à-vis du modèle physique
Pour le troisième exemple, nous résoudrons le problème (4.19) avec les données physiques
des paragraphe 5.1.4. Nous implémentons l’algorithme 5.2 avec les mêmes paramètres que ceux
mentionnés dans le tableau 5.1. Les résultats obtenus sont présentés dans les figures 5.28 et 5.29.
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Figure 5.28 : Décroissance du coût en fonction des itérations.
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Figure 5.29 : Évolution de la frontière libre au cours des itérations.
5.4 Développement d’un algorithme évolutionnaire
En ce qui concerne les algorithmes génétiques standards, les bornes supérieures et inférieures
des régions de recherche doivent être données par le décideur avant de commencer le processus
d’optimisation. Si l’on fait le choix d’un petit intervalle, on risque de perdre une bonne solution
qui serait située au-delà de l’intervalle donné. D’autre part, le choix d’un grand intervalle peut
conduire au même problème. En effet, un nombre limité d’individus de la population sera dispersé
aléatoirement sur un grand intervalle. Par ailleurs, si le choix d’un grand nombre d’individus peut
couvrir plus de régions de l’intervalle, cependant cela peut ralentir l’optimisation sans garantir
l’optimum global.
Pour trouver le meilleur choix de l’intervalle d’initialisation de la population, nous proposons
l’utilisation d’un contrôleur de logique floue. Ce contrôleur prend avantage de la manière dont
chaque variable évolue au cours de l’optimisation et ajuste les intervalles d’initialisation de sorte
que le prochain round d’exécution de l’algorithme donnera un meilleur résultat.
5.4.1 Logique floue
La logique floue a été développée par L. A. Zadeh en 1965 à partir de sa théorie des sous-
ensembles flous [84]. Les sous-ensembles flous sont une manière mathématique de représenter
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l’imprécision de la langue naturelle ; ils peuvent être considérés comme une généralisation de la
théorie des ensembles classiques. La logique floue est aussi appelée "logique linguistique" car ses
valeurs de vérité sont des mots du langage courant : "plutôt vrai, presque faux, loin, si loin, près
de, grand, petit...". La logique floue a pour objectif d’étudier la représentation des connaissances
imprécises des raisonnements approchés et de chercher à modéliser les notions vagues du langage
naturel pour pallier l’inadéquation de la théorie des ensembles classiques dans ce domaine.
5.4.1.1 Sous-ensembles flous
En théorie des ensembles classiques, l’appartenance d’un élément à un sous-ensemble est
booléenne. Les sous-ensembles flous permettent en revanche de connaître le degré d’apparte-
nance d’un élément au sous-ensemble. Un sous-ensemble flou A d’un univers du discours U est
caractérisé par une fonction d’appartenance [84] :
µA : U → [0, 1]
où µA est le niveau ou degré d’appartenance d’un élément de l’univers du discours U dans le
sous-ensemble flou. On peut aussi définir un sous-ensemble flou A¯ dans l’univers du discours U
comme suit :
A¯ = {(x, µA¯(x))|x ∈ U},
avec µA¯(x) comme le degré d’appartenance de x dans A¯.
Exemple 5.1 Soit U un sous-intervalle de R et A un sous-ensemble classique pour représenter
les nombres réels supérieurs ou égaux à 5 ; alors, nous avons :
A = {(x, µA(x))|x ∈ U}
où la fonction caractéristique est définie par :
µA(x) =
 0, six < 5,1, six ≥ 5.
Cette fonction est présentée dans la Figure 5.30(a).
À présent, nous considérons un sous-ensemble flou A¯ qui représente les nombres réels proches
de 5 et qui est défini de la façon suivante :
A¯ = {(x, µA¯(x))|x ∈ U}
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où la fonction caractéristique est définie par exemple par :
µA¯(x) =
1
1 + 10(x− 5)2 .
Cette fonction est présentée dans la Figure 5.30(b).
Figure 5.30 : Fonctions caractéristiques d’un sous-ensemble classique (a) et d’un
sous-ensemble flou (b) pour l’exemple 5.1
5.4.1.2 Variables linguistiques
En logique floue les concepts des systèmes sont normalement représentés par des variables
linguistiques. Une variable linguistique est une variable dont les valeurs sont des mots ou des
phrases utilisés couramment dans une langue naturelle ou un langage artificiel. Une variable
linguistique est définie par :
(X,U, T (X), µx)
où X désigne le nom de la variable, U est l’univers du discours associé à la variable X (appelé
aussi référentiel ), T (X) = {T1, T2, · · · , Tn} est l’ensemble des valeurs linguistiques de la variable
X (appelées également termes linguistiques ou étiquettes linguistiques), et finalement µx sont
les fonctions d’appartenance associées à l’ensemble de termes linguistiques.
Exemple 5.2 On considère un contrôleur flou pour la régulation de la vitesse d’un ventilateur
en fonction de la température et l’humidité à l’intérieur d’une pièce. Les variables linguistiques
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de température et d’humidité (dites variables d’entrée) seront définies comme suit :
(Température, U t = {0, 50}, T (X) = {T1, T2, T3}, µ = {µt1, µt2, µt3})
(Humidité, Uh = {0, 100},H(X) = {H1,H2,H3}, µ = {µh1 , µh2 , µh3})
où U t et Uh sont respectivement l’univers des températures et l’univers des humidités. Les en-
sembles T et H sont constitués respectivement de trois étiquettes linguistiques : T1 = froid,
T2 = moyenne et T3 = chaud, (resp H1 = faible, H2 = moyenne et H3 = grande) et les
fonctions d’appartenances définies par chaque terme linguistique sont :
µtfroid = trapézoide(x, 0, 0, 15, 25)
µtmoyenne = triangulaire(x, 15, 25, 35)
µtchaud = trapézoide(x, 25, 35, 50, 50)
µhfaible = trapézoide(x, a
′, 0, 20, 50)
µhmoyenne = triangulaire(x, 20, 50, 80)
µhgrande = trapézoide(x, 50, 80, 100, 100)
Les variables linguistiques de la vitesse du ventilateur (dites variables de sortie) seront définies
comme suit :
(V itesse, Up = {0, 100}, P (X) = {P1, P2, P3}, µ = {µp1, µp2, µp3})
où Up est l’univers des vitesses. L’ensemble P est constitué des trois étiquettes linguistiques :
P1 = faible, P2 = moyenne et P3 = maximale, et les fonctions d’appartenances définies par
chaque terme linguistique sont :
µtfaible = trapézoïde(x, 0, 0, 10, 40)
µtmoyenne = triangulaire(x, 10, 40, 70)
µtmaximale = trapézoïde(x, 40, 70, 100, 100)
La fonction d’appartenance triangulaire est définie comme suit :
triangulaire(x; a, b, c) = max
(
min
(
x− a
b− a ,
c− x
c− b
)
, 0
)
avec (a < b < c) où b est le sommet du triangle tandis que a et c imposent la largeur du domaine
de la valeur à fuzzifier. La fonction d’appartenance trapézoïde est définie comme suit :
trapézoide(x; a, b, c, d) = max
(
min
(
x− a
b− a , 1,
d− x
d− b
)
,
)
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avec (a < b ≤ c < d) où b et c sont le sommet du trapézoïde tandis que a et d fournissent la
largeur du domaine de la valeur à fuzzifier.
Nous illustrons l’exemple 5.2 dans les Figures 5.31, 5.32 et 5.33 où l’on représente respectivement
les variables linguistiques de la température, l’humidité et la vitesse du ventilateur. La définition
de chaque sous-ensemble flou repose sur l’intuition. Si la température dans la pièce est de 20 C˚
et l’humidité est de 62%, cela se traduira par différents degrés d’appartenance à chacun des
sous-ensembles flous :
µtfroid(20) = 0.5, µ
t
moyenne(20) = 0.5, µ
t
chaud(20) = 0.
µhfaible(62) = 0, µ
h
moyenne(62) = 0.6, µ
h
grande(62) = 0.4
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Figure 5.31 : Fonctions d’appartenance de la variable température.
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Figure 5.32 : Fonctions d’appartenance de la variable humidité.
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Figure 5.33 : Fonctions d’appartenance de la variable vitesse du ventilateur.
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5.4.1.3 Système d’Inférence Floue
Figure 5.34 : Structure d’un SIF
Un Système d’Inférence Floue (SIF) a pour but de transformer les données d’entrée en don-
nées de sortie à partir de l’évaluation d’un ensemble de règles. Les entrées sont issues du processus
de fuzzification et l’ensemble de règles est normalement défini par le savoir-faire de l’expert. Un
SIF (voir Figure 5.34) est constitué de trois étapes :
a) Fuzzification
b) Inférence
c) Défuzzification
La première étape est la fuzzification, qui consiste à caractériser les variables linguistiques uti-
lisées dans le système. Il s’agit donc d’une transformation des entrées réelles en une partie floue
définie sur un espace de représentation lié à l’entrée. Cet espace de représentation est norma-
lement un sous-ensemble flou. Durant l’étape de la fuzzification, chaque variable d’entrée et de
sortie est associée à des sous-ensembles flous.
La deuxième étape est le moteur d’inférence, qui est un mécanisme permettant de condenser
l’information d’un système à travers un ensemble de règles définies pour la représentation d’un
problème quelconque. Chaque règle délivre une conclusion partielle qui est ensuite agrégée aux
autres règles pour fournir une conclusion (agrégation). Les règles constituent le système d’infé-
rence floue.
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Dans la suite de cette section nous donnons une description de règles floues dans un cadre plus
formel.
La troisième étape est la défuzzification. Cette opération est l’inverse de la fuzzification et per-
met de transformer les sorties floues de l’inférence en une valeur non floue comme réponse finale
du SIF.
5.4.1.4 Définition des règles floues
Le nombre de règles dans un SIF dépend du nombre de variables (d’entrée et de sortie). Les
règles floues sont généralement du type "SI ... ALORS" et permettent de représenter les relations
entre les variables d’entrée et de sortie. Plus précisément, une règle floue Rj (0 ≤ j ≤ N) est
définie de la manière suivante [61] :
Rj : Si x est Aj et y est BjAlors z est Cj (5.10)
où (Aj)0≤j≤N , (Bj)0≤j≤N et (Cj)0≤j≤N sont des variables linguistiques définies respectivement
dans des univers du discours X, Y et S. La première partie de la règle "x est Aj et y est Bj"
est l’antécédent, et la deuxième partie "z est Cj" est le conséquent.
5.4.1.5 Inférence à partir de règles floues
Le but de l’inférence floue est de déterminer les sorties du système à partir des entrées floues
issues de la fuzzification des entrées réelles. Considérons une collection de règles ; le mécanisme
d’inférence consiste alors à dériver un ensemble flou de sorties à partir de l’agrégation des
conclusions de l’ensemble des règles floues.
Inférence avec une seule règle
Dans le cas où une seule règle floue serait activée, l’inférence repose sur la valeur d’apparte-
nance (µ) (appelée poids) associée à la variable linguistique d’entrée. La définition pour ce cas
est comme suit :
Règle 1 : Si x est A et Si y est BAlors z est C
Par ailleurs, le degré d’appartenance de la variable linguistique de sortie (C) est défini comme
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suit :
µC(z) = poids de la règle 1 = min(µA(x), µB(y))
Inférence avec plusieurs régles
Dans le cas où plusieurs règles floues seraient activées, l’inférence repose sur les différentes
valeurs d’appartenance (µ) associées aux variables linguistiques d’entrée. D’une manière générale,
l’inférence des règles (5.10) peut être représentée par la relation suivante :
R =
N⋃
i=1
[(Ai ∩Bi)× Ci]. (5.11)
Le symbole
⋃
représente l’opérateur "OU" introduit entre les règles. Le symbole ∩ représente
l’opérateur "ET" utilisé dans la partie antécédente des règles et × représente l’opérateur d’im-
plication floue ("ALORS"). Le sous-ensemble obtenu correspond aux variables d’entrée (x0, y0),
et est donné par :
C(z) = R(x0, y0, z).
Si nous adoptons le minimum ("min" ou ∧) pour les opérateurs "et" et "Alors", et le maximum
(max) pour l’opérateur "OU", nous pouvons représenter C(z) comme suit :
C(z) = max
1≤i≤N
[Ai(x0) ∧Bi(y0) ∧ Ci(z)]. (5.12)
5.4.1.6 Défuzzification
La défuzzification permet d’avoir un résultat numérique non flou à partir de la sortie de
l’inférence. Il y a différentes techniques de défuzzification telles que (COG) centre de gravité,
(MOM) moyenne de maximas et d’autres.
La configuration des contrôleurs de logique floue est capsulée dans l’algorithme suivant.
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Algorithm 5.3 Contrôleur de logique floue
Dans ce travail nous utilisons la méthode WABL proposée dans [76] et généralisée dans le
cadre de cette thèse [61]. Dans le but d’illustrer l’importance et la nécessité d’avoir une méthode
de défuzzification fiable, nous considérons alors l’exemple 5.2 et nous supposons que la vitesse
est proportionnelle aux valeurs linguistiques de température T et d’humidité H.
F faible
B moyenne
M Moyenne
G Grande
C Chaud
Ht Haute
V Vitesse du ventilateur
Table 5.3 : Variables linguistiques
Nous supposons aussi que le but des contrôleurs flous est d’avoir une décroissance de la
vitesse du ventilateur quand la température décroît et l’humidité reste fixe et vice versa. En
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gardant cette objectif à l’esprit, nous pouvons adopter les règles d’inférence suivantes :
V H (Humidité)
F M Ht
T (Température) F F M M
B M M G
C G G G
Table 5.4 : Matrice des règles d’inférence
température humidité
17 C 32 %
froid 0.8
moyenne 0.2
chaud 0
faible 0.6
moyenne 0.4
grande 0
Table 5.5 : Valeurs de vérité pour T = 17 C˚ et H = 32%
Pour mieux comprendre, nous supposons par exemple que la température ambiante est T =
17 C˚ et que le pourcentage de l’humidité est H = 32%. Alors les valeurs de vérité sont citées
dans le tableau 5.5. Si nous utilisons la convention "min" pour "et" alors la sortie floue du
ventilateur est présentée dans le tableau 5.6
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degré d’appartenance
Faible Moyenne Grande
Règle 1 : min(0.8, 0.6) 0.6
Règle 2 : min(0.8, 0.4) 0.4
Règle 3 : min(0.8, 0.0) 0.0
Règle 4 : min(0.2, 0.6) 0.2
Règle 5 : min(0.2, 0.4) 0.2
Règle 6 : min(0.2, 0.0) 0.0
Règle 7 : min(0.0, 0.6) 0.0
Règle 8 : min(0.0, 0.4) 0.0
Règle 9 : min(0.0, 0.0) 0.0
Table 5.6 : Degré d’appartenance de la sortie floue de la vitesse du ventilateur qui résulte des
régles 5.4
En appliquant la relation (5.12) nous obtenons ainsi la sortie floue présentée dans la fi-
gure 5.35
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Figure 5.35 : Sortie floue obtenue
1. Moyenne de Maxima
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Nous appliquons la méthode MOM à la sortie floue C(z) en prenant la moyenne des valeurs
z qui maximisent C(z), et nous écrivons :
MOM [(C(z))] =
∫ b
a zdz∫ b
a dz
=
1
2
(a+ b) (5.13)
Pour notre exemple, nous avons MOM [C(17, 32)] = 11%.
La figure 5.36 présente la variation de la vitesse du ventilateur en fonction de la température
et de l’humidité en utilisant 5.13. Nous remarquons que la technique MOM ne prend en
compte que les règles qui sont agrégées dans le maximum de la fonction d’appartenance.
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Figure 5.36 : Surface de contrôle du contrôleur flou avec des règles d’inférence comme
dans (5.4). La défuzzification MOM est appliquée.
2. Centre de gravité
Il s’agit de trouver le centre de gravité de la fonction d’appartenance de la variable de
sortie C(z). Nous écrivons alors :
COG[C(z)] =
∫∞
−∞ zC(z)dz∫∞
−∞C(z)dz
(5.14)
En appliquant la méthode (5.14) à l’exemple 5.2, nous obtenons
COG[(17, 32)] = 24.73%. Ainsi, dans la figure 5.37 nous représentons les variations de
la vitesse du ventilateur en fonction des variations de la température et de l’humidité.
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Alors que la méthode MOM ne prend en compte que les règles qui agrègent les valeurs
maximales, la méthode COG prend aussi en compte celles qui agrègent les valeurs qui
sont en dessous de la fonction d’appartenance. En revanche, elle a comme inconvénient le
fait de restreindre l’action de contrôle dans la région désirée. De plus, la figure contient
des parties indésirables où la vitesse du ventilateur décroît quand la température croît et
l’humidité reste fixe, et vice versa.
0
20
40
60
80
100
0
10
20
30
40
50
10
20
30
40
50
60
70
80
HumiditéTempérature
Fa
n s
pe
ed
Figure 5.37 : Surface de contrôle du contrôleur flou avec des règles d’inférence comme
dans (5.4). La défuzzification COG est appliquée
3. La méthode de WABL (weighted averaging based on the levels)
La forme mathématique de la méthode WABL est donnée par :
WABL[c(t0, h0)] =
3∑
i=1
3∑
j=1
µijIw(cij) (5.15)
où : µij = µlti(t0)× µlhj (h0), lt1 = froid, lt2 = moyenne, lt3 = chaud,
lh1 = faible, lh2 = moyenne, lh3 = grande et cij est le résultat correspondant à la règle
"SI Température est lti et Humidité est lhj ALORS cij".
Iw(cij) = cl
∫ 1
0
Lcij (ξ)P (ξ)dξ + (1− cl)
∫ 1
0
Rcij (ξ)P (ξ)dξ (5.16)
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avec cl ∈ [0, 1] indique le degré d’importance du côté gauche du nombre flou, Lcij (ξ) =
µ−1↑ ,Rcij (ξ) = µ
−1
↓ . µ
−1
↑ et µ
−1
↓ sont respectivement l’inverse de la fonction du côté gauche
et du côté droit de la fonction d’appartenance sortie. Quant à P (ξ) c’est une fonction
distribution de degré d’importance définie par :
P : [0, 1] 7−→ [0,+∞] vérifie∫ 1
0 P (ξ)dξ = 1
(5.17)
Nous appliquons la méthode "WABL" à l’exemple 5.2. Nous obtenons alors
WABL[(17, 32)] = 19%, avec cl = 0.35 et P (ξ) = (k + 1)ξk, k = 1.
L’avantage principal de la méthode "WABL" est l’utilisation du paramètre libre cl et de
la fonction P qui permettent l’adaptation de la défuzzification pour obtenir un résultat
fiable. La figure 5.38 présente les variations de la vitesse du ventilateur en fonction des
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Figure 5.38 : Surface de contrôle du contrôleur floue avec des règles d’inférence comme
dans (5.4). La défuzzification WABL est utilisée.
variations de la température et de l’humidité en appliquant la méthode WABL. Cette
méthode parvient à surmonter les inconvénients des méthodes "MOM" et "COG". Elle
prend en compte les règles agrégées à tous les niveaux de la fonction d’appartenance. De
plus, elle permet l’action de contrôle au-delà de l’intervalle d’action.
Il existe d’autres méthodes pour faire la défuzzification : MOM (moyenne de Maxima), WAF
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(formule moyenne pondérée), QM (Méthode Qualité), Wabl (moyenne pondérée en fonction
des niveaux) et l’ÉTS. Le problème est que chacune donne une valeur différente pour le même
problème. La question la plus importante est de savoir laquelle est la bonne. Dans le but de
répondre à cette question, un travail commun a été réalisé avec R. Y. Shikhlinskaya [61].
Dans le paragraphe suivant, nous allons présenter un algorithme qui combine les (GA) avec
un système d’inférence.
5.4.2 Combinaison des (GA) avec les contrôleurs de logique floue (CLF)
Pour trouver le meilleur choix de l’intervalle de sélection, nous proposons l’utilisation d’un
contrôleur de logique floue. Ce contrôleur prend avantage de la manière dont chaque variable
évolue au cours de l’optimisation et ajuste les intervalles de sélection de sorte que la prochaine
exécution de l’optimisation donnera un meilleur résultat. Le processus, consiste à lancer l’algo-
rithme génétique décrit avant, avec une population initiale choisie au hasard dans un intervalle
d’admission initiale. La (CLF) surveille l’évolution des différentes variables au cours du proces-
sus d’optimisation et ajuste les intervalles de sélection de chaque variable pour le prochain cycle
du processus d’optimisation.
Ces nouveaux intervalles sont ensuite utilisés pour lancer un second cycle de l’algorithme.
En analysant le résultat final après chaque cycle. Un paramètre Jv est déterminé et l’intervalle
de la sélection pour chaque variable sera corrigé selon le critère suivant
x∗i = xm − Jv/2(xf − xi)
x∗f = xm + Jv/2(xf − xi)
(5.18)
où xm est la valeur moyenne de tous les individus de la dernière génération et [xi, xf ] est
l’intervalle de sélection de la variable x. Le coefficient Jv (la variable de sortie) est obtenu à
partir de la connaissance de l’entrée à deux variables ED et CV , où ED est un critère pour
mesurer la diversité de l’algorithme génétique. Nous proposons l’une de ces mesures, qui est basée
sur les distances euclidiennes entre les chromosomes de la population et le meilleur individu.
ED =
d¯− dmin
dmax − dmin
où
d¯ =
1
N
i=N∑
i=1
d(Cbest, Ci),
dmin = min{d(Cbest, Ci) /Ci ∈ P}
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et
dmax = max{d(Cbest, Ci) /Ci ∈ P}
où Cbest est le meilleur individu de la population P. La variable CV est un compteur de variations
de chaque paramètre durant chaque cycle de l’algorithme.
ED évolue dans l’intervalle [0, 1]. Une petite valeur de ED signifie que la plupart des indivi-
dus de la population P sont concentrés autour du meilleur individu, et dans ce cas la convergence
est achevée. Une valeur proche de 1 signifie que les individus de la population sont dispersés,
cela signifie qu’un autre cycle est nécessaire.
Le compteur CV est un indicateur du nombre de fois où les individus ont changé. Un indica-
teur faible signifie que les individus de l’actuelle population sont proches de leur optimum. Par
conséquent nous n’avons pas besoin de changer les bornes de l’intervalle initial. Un indicateur
élevé nécessite l’ajustement des bornes de l’intervalle initial afin d’améliorer la solution finale.
Cet ajustement est conditionné aussi par l’amélioration de la solution obtenue. En effet, si nous
arrivons à une solution précise au premier cycle de l’algorithme (GA) il n’est pas nécessaire d’ef-
fectuer de changement, même si nous obtenons des indicateurs élevés pour certaines variables.
Ce raisonnement est mieux mis en œuvre en utilisant un contrôleur de logique floue.
La première étape dans la conception d’un contrôleur de logique floue est la fuzzification des
variables d’entrée. Cette étape implique une quantification des univers en un certain nombre
d’ensembles flous. Les variables de sortie doivent également être quantifiées de façon similaire.
La quantification consiste à briser une variable d’entrée floue (et aussi de sortie) en plusieurs
sous-ensembles flous. Les variables linguistiques sont utilisées pour étiqueter les sous-ensembles
flous (tableau 5.7) afin que les règles puissent être écrites dans un langage naturel (tableau 5.8).
Afin de trouver la bonne taille (Nr) d’un cycle d’algorithme 5.2, nous avons fait plusieurs
essais. La figure 5.39 représente les résultats obtenus avec différentes valeurs de Nr. Nous remar-
quons que la meilleure accélération est obtenue avec Nr = 50.
122 Chapitre 5. Étude numérique du problème
0 100 200 300 400 500 600
10−5
10−4
10−3
10−2
10−1
100
101
Générations
Co
ût
 
 
GA
GA−CLF taille de rounde=20
GA−CLF taille de rounde=50
GA−CLF taille de rounde=40
Figure 5.39 : Comparaison de différentes tailles du cycle (GA)
Pour plus de simplicité, nous pouvons choisir les mêmes types de fonction d’appartenance
(triangulaire) pour chacun des sous-ensembles flous de l’ensemble des variables floues. Les fi-
gures 5.40, 5.41 et 5.42 montrent les fonctions d’appartenance choisies pour les deux variables
d’entrée floue et la variable de sortie. Le tableau 5.7 contient la définition des paramètres lin-
guistiques.
TP Très petit
P Petit
M Moyen
G Grand
TG Très grand
Table 5.7 : Variables linguistiques
Les fonctions d’appartenances qui définissent les variables d’entrée ED et CV sont repré-
sentées dans les figures 5.40 et 5.41
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Figure 5.40 : Variable d’entrée ED
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Figure 5.41 : Variable d’entrée CV
Les fonctions d’appartenances qui définissent la variable de sortie Jv sont représentées dans
la figure 5.42
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Figure 5.42 : Variable de sortie Jv
Pour simplifier nous représentons les règles d’inférence sous la forme d’une matrice appelée
matrice des règles floues. Dans le tableau 5.8, nous exposons la matrice des règles floues utilisée
par le mécanisme d’inférence.
JV CV (Compteur)
TP P M G TG
ED (mesure de diversité) TP TP P P M /
P TP P M G /
M P P G M G
G M M M G G
TG G G M M M
Table 5.8 : Tableau de règles d’inférence
L’algorithme 5.4 résume le processus (GA-CFL) qui combine les algorithmes génétiques et
les contrôleurs de la logique floue.
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Algorithm 5.4 GA-CLF
1. Donner une précision ε et la taille d’un cycle Nr
2. Choisir les bornes xi et xf .
3. t← 0
Générer aléatoirement une population initiale P (t) dans l’intervalle [xi, xf ]
4. t← t+ 1
pour chaque élément Pi de la population P (t) avec i = 1, . . . , N faire :
(a) Construire Ωi(t)
(b) Résoudre le problème d’état dans le domaine Ωi(t)
(c) Calculer J(Ωi(t), ui(t))
5. Si |J(Ωbest(t), ubest(t))| < ε aller à 8.
6. Faire les opérations génétiques
(a) Sélection
(b) Croisement
(c) Mutation
7. Si mod (t,Nr) 6= 0 aller à l’étape 4. Sinon appliquer l’algorithme 5.3 pour recalculer xf
et xi en utilisant l’équation 5.18, puis aller à l’étape 3.
8. Fin
5.4.3 Comparaison de l’algorithme (GA) et l’algorithme (GA-CLF) vis-à-vis
du modèle physique
Nous considérons le modèle physique présenté dans la section 5.1.4 et défini avec les para-
mètres (5.9). Nous appliquons l’algorithme 5.4, avec les paramètres cités dans le tableau 5.1, les
fonctions d’appartenances présentées dans les figures 5.40, 5.41 et 5.42, et la matrice de règle
d’inférence 5.8.
Dans la figure 5.43, nous faisons une comparaison entre les résultats obtenus par l’algorithme 5.2
et ceux obtenus par l’algorithme 5.4.
Nous remarquons que, jusqu’à l’itération 50, les deux courbes sont identiques, ce qui est nor-
mal étant donné que les contrôleurs flous n’interviennent qu’au second cycle, qui commence à
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Figure 5.43 : Comparaison entre les résultats obtenus par l’algorithme 5.2 et ceux obtenus
par l’algorithme 5.4
l’itération 51. Normalement, nous n’avons aucune garantie que le résultat obtenu à l’itération 51
sera meilleur que celui obtenu à l’itération 50. Cependant, grâce à la notion d’élitisme utilisée
par l’algorithme 5.2, qui consiste à garder le meilleur individu, nous garantissons une décrois-
sance permanente de la fonctionnelle coût. Nous constatons alors qu’avec les cycles successifs,
la courbe obtenue par l’algorithme 5.4 converge plus vite que celle obtenue par l’algorithme 5.2.
Ceci nous permet de gagner un nombre important d’itérations et de réduire considérablement
le temps de calcul. En ce qui concerne la frontière optimale, les deux algorithmes convergent
vers la même solution. En effet, ils sont quasi identiques, puisqu’ils tournent notamment avec les
mêmes paramètres. La seule différence, c’est que l’algorithme 5.4 change l’intervalle de sélection
à chaque cycle.
Ainsi, nous avons développé l’algorithme 5.4 qui nous a permis d’accélérer considérablement
la vitesse de convergence et de réduire le temps de calcul. Cependant, celui-ci reste encore
relativement grand en comparaison avec le temps d’exécution de l’algorithme 5.1 utilisant le
gradient.
C’est la raison pour laquelle nous avons mis en œuvre une parallélisation de l’algorithme 5.4,
que nous présentons dans la section suivante.
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5.5 Parallélisation de l’algorithme (GA)
La façon la plus simple pour paralléliser les algorithmes (GA) est de distribuer l’évaluation
de la fitness sur plusieurs processeurs esclaves, tandis que le processeur maître exécute les
opérations d’algorithmes (GA) (sélection, croisement et mutation). Les algorithmes (GA)
maître-esclave ont l’avantage d’explorer l’espace de recherche exactement de la même manière
qu’une série d’algorithmes (GA), de plus ils apportent des améliorations significatives à la
performance.
À présent, nous présentons une analyse qui examine une génération d’algorithmes (GA)
maître-esclave, et montre comment on peut réduire au minimum le temps d’exécution. On prend
en compte le coût des communications, mais on ignore le temps utilisé par la sélection, le
croisement et la mutation, car nous supposons que ce temps est beaucoup plus petit que le
temps utilisé pour l’évaluation de la fonction objective et le temps de communication entre les
processeurs de calcul. L’analyse suppose également que le nombre d’individus affectés à chaque
processeur est constant, et que le temps d’évaluation est le même pour chaque individu.
5.5.1 Analyse du temps d’exécution des (GA) Maître-esclaves
Le processeur maître envoie les paramètres à chaque processeur esclave en utilisant un temps
de communication Tc. Chaque processeur évalue sa portion de population. Le temps d’évaluation
d’une population est nTfP , où Tf désigne le temps d’évaluation d’un individu, n est la taille de
la population et P est le nombre de processeurs utilisés. Le temps total d’exécution d’une seule
génération est
Tp =
nTf
P
+ PTc
On sait que lorsque le nombre de processeurs augmente, le temps de calcul décroît, tandis que le
temps de communication croît. Pour trouver l’optimum, nous résoudrons l’équation suivante :
∂Tp
∂P
= 0,
donc l’optimum P ∗ est P ∗ =
√
nTf
Tc
.
Une remarque importante concernant l’implémentation des algorithmes maître-esclave est
que le temps de communication peut absorber tout gain possible. Notons par Ts = nTf le temps
de calcul d’une génération avec une implémentation séquentielle. L’algorithme parallèle (GA)
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maître-esclave est plus performant qu’une implémentation séquentielle d’un algorithme (GA) si
la condition suivante est vérifiée
Sp =
Ts
Tp
> 1.
Nous avons remarqué que l’implémentation parallèlle du (GA) maître-esclave n’apporte pas de
gain pour des problèmes avec un très petit temps d’évaluation. En outre, il faut que l’implémen-
tation garantisse une forte utilisation des processeurs. Formellement, l’efficacité du programme
parallèle est définie par le rapport de Sp divisé par le nombre de processeurs utilisés (P ) :
Ef =
Sp
P
L’idéal est que Sp soit égale au nombre de processeurs utilisés et que l’efficacité Ef soit égale à 1.
En réalité, le coût de communication fait diminuer l’efficacité lorsqu’on augmente les processeurs
utilisés.
Dans notre cas, l’évaluation de la fonctionnelle coût correspond à la résolution d’un problème
aux limites. Par conséquent, le temps Tf est a priori suffisamment grand devant le temps de
communication Tc tant que la taille de la population reste raisonnable (dans notre cas on a pris
16). Ceci nous garantit une très grande performance au niveau du temps de calcul.
Dans le paragraphe suivant, nous exposons les résultats expérimentaux d’une implémentation
parallèle de type maître-esclave de l’algorithme 5.4.
5.5.2 Analyse expérimentale du temps d’exécution d’une implémentation
parallèle de l’algorithme (GA-CLF)
Pour réduire le temps d’exécution de l’algorithme 5.4 nous utilisons une simulation en paral-
lèle sur une machine multiprocesseurs à mémoire distribuées. Il existe plusieurs façons d’exploiter
le parallélisme de l’algorithme 5.4. Nous optons pour l’implémentation maître-esclave expliquée
dans la section 5.5. La communication entre les processeurs est faite via le standard MPI, (Mes-
sage Passing Interface ) [67].
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Algorithm 5.5 GA-CLF parallèle
1. Initialiser l’environnement MPI et la configuration des paramètres.
2. Calculer NP, le nombre d’individus à évaluer par chaque processeur.
3. Choisir les bornes xi et xf .
4. t← 0
Le processeur maître exécute la tâche suivante : générer aléatoirement une population
initiale P (t) dans l’intervalle [xi, xf ]
5. t← t+ 1
Chaque processeur exécute la tâche suivante :
pour chaque élément Pi de la population P (t) avec i = 1, . . . , NP faire :
(a) Construire Ωi(t)
(b) Résoudre le problème d’état dans le domaine Ωi(t)
(c) Calculer J(Ωi(t), ui(t))
Les données calculées sont échangées par le protocole MPI.
6. Si |J(Ωbest(t), ubest(t))| < ε aller à 9.
7. Exécuter l’opération génétique par le processeur maître :
(a) Sélection
(b) Croisement
(c) Mutation
8. Si mod (t,Nr) 6= 0 aller à l’étape 4. Sinon appliquer l’algorithme 5.3 pour recalculer xf
et xi en utilisant l’équation 5.18, puis aller à l’étape 3.
9. Collecter les résultats de calcul par le processeur maître, puis stopper l’environnement
MPI.
5.5.2.1 Message passing interface MPI
La communication de données est un élément essentiel de toute formulation parallèle. Cette
communication interprocesseur qui est nécessaire pour l’évaluation de la fitness de la population
a été obtenue grâce à MPI. Dans cette technique, chaque processeur peut accéder directement
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à sa mémoire et doit explicitement communiquer avec d’autres processeurs pour accéder aux
données dans leur mémoire [67]. L’objectif de MPI est de fournir un standard pour l’écriture
des programmes de passage des messages. Cette norme définit la syntaxe et la sémantique d’un
noyau d’une bibliothèque de routines utiles pour écrire des programmes parallèles.
Diverses ressources sur MPI peuvent être trouvées sur 1.
5.5.2.2 Résultats numériques
Nous lançons l’algorithme 5.5 avec les paramètres cités dans le tableau 5.1, la variation du
temps de calcul en fonction du nombre de processeurs utilisés ainsi que la vitesse de calcul et
l’efficacité sont résumées dans le tableau suivant :
P Taille de problème/proc Temps Vitesse Efficacité
1 16× 1296 44.826014
2 8× 1296 22.846483 1.980876 0.981220
4 4× 1296 11.722477 3.823937 0.955984
8 2× 1296 05.829671 7.689267 0.961160
16 1× 1296 08.11634 5.522934 0.345183
Table 5.9 : Données de performances
Dans le tableau 5.9, la première ligne représente le temps résultant pour une execution sé-
quentielle. Ainsi nous remarquons que le temps d’exécution se réduit considérablement. En effet,
le seul fait de passer d’un seul processeur à deux processeurs nous permet d’économiser plus que
la moitié du temps de calcul. Bien évidemment, l’idéal serait d’avoir la première et la quatrième
colonnes identiques. Cependant, dans la pratique, la différence entre les éléments des deux co-
lonnes augmente avec le nombre de processeurs. Comme il a été signalé précédemment, ceci est
dû à l’apparition du temps de communication, qui augmente avec le nombre de processeurs.
Ceci est confirmé dans la dernière ligne du tableau. En effet, au lieu d’avoir une réduction totale
du temps de calcul du fait que chaque processeur va faire une seule évaluation, on remarque en
réalité que ce temps a augmenté légèrement. Ceci s’explique par le fait que le temps de commu-
nication est devenu plus important que le gain obtenu par la distribution des tâches.
1. http ://www.mpi-forum.org
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Par ailleurs, l’augmentation du temps de communication diminue aussi l’efficacité.
Dans la figure 5.44 nous représentons l’évolution de temps d’exécution, vitesse de calcul SP
et efficacité EP en fonction du nombre de processeurs.
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Figure 5.44 : Évolution de temps d’exécution, vitesse de calcul SP et efficacité EP en fonction
du nombre de processeurs
5.6 Comparaison de l’algorithme de type gradient avec les algo-
rithmes évolutionnaires sur le modèle physique
Dans cette section, nous proposons une comparaison quantitative (en ce qui concerne le
temps de calcul) et qualitative (en ce qui concerne la qualité de la solution). Nous précisons que
les deux algorithmes sont codés en fortrant 90 et ils sont exécutés sous la même machine 2, en
utilisant le même solveur.
Nous commençons d’abord par la comparaison qualitative.
2. Calculateur SGI, de type grappe de calcul, est composé de 888 cœurs Xeon cadencés à 2.66 GHz avec 2
Go de mémoire par cœur (http ://www.ccipl.univ-nantes.fr).
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5.6.1 Comparaison qualitative entre l’algorithme (GA) et l’algorithme du
gradient
Nous considérons les résultats obtenus par l’algorithme 5.1 et ceux obtenus par l’algo-
rithme 5.2. La comparaison se restreint à la qualité de la solution approchée par chaque al-
gorithme, étant donné que ces deux algorithmes sont incomparables au niveau temps de calcul.
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Figure 5.45 : Comparaison entre la frontière optimale obtenue par l’algorithme 5.1 et celle
obtenue par l’algorithme 5.2
Dans la figure 5.45, nous constatons que les deux frontières obtenues par les deux algorithmes
sont de bonnes approximations de la frontière exacte.
5.6.2 Comparaison quantitative entre l’algorithme (GA) et l’algorithme du
gradient
Nous lançons l’algorithme 5.5 et l’algorithme 5.1 dans la même machine de configuration
parallèle. L’algorithme 5.5 est tourné avec 8 processeurs, tandis que l’algorithme 5.1, qui est
séquentiel, ne nécessite qu’un seul processeur. Le temps d’exécution de chaque algorithme est
cité dans le tableau suivant :
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Temps d’exécution de l’algorithme 5.2 87.813993
Temps d’exécution de l’algorithme 5.4 44.826014
Temps d’exécution de l’algorithme 5.5 P = 8 05.829671
Temps d’exécution de l’algorithme 5.1 23.625476
Table 5.10 : Comparaison du temps d’exécution pour l’algorithme 5.5 basé sur la combinaison
(GA-CLF) et calcul parallèle et l’algorithme 5.1 basé sur le calcul du gradient
Nous remarquons que, bien que le temps d’exécution de l’algorithme 5.4 demeure plus élevé
que celui de l’algorithme 5.1, la parallélisation a permis de le réduire considérablement.
En conclusion, le développement que nous avons apporté à l’algorithme génétique nous a
permis d’obtenir un gain très important au niveau du temps d’exécution. Notre but était plutôt
de savoir si les algorithmes génétiques pouvaient donner un résultat comparable au niveau de
la qualité des solutions, et avec un temps d’exécution relativement raisonnable, ce qui a été
démontré par le présent travail. Bien évidemment, cette comparaison ne peut pas avoir lieu
sur un problème où l’on ne peut pas appliquer les algorithmes du gradient à cause de la non
différentiabilité de la fonctionnelle coût et auquel cas seuls les algorithmes génétiques peuvent
être utilisés.

Conclusion
Dans ce travail, nous nous sommes consacrés à l’étude d’un problème d’identification de
frontière modélisant un procédé de soudage.
L’approche que nous avons considérée ne s’occupe que de la partie solide de la plaque. Elle
consistait à simplifier les phénomènes physiques apparaissant entre la torche de soudage et la
plaque, ainsi que ceux du bain liquide, en introduisant une condition de température imposée
sur le front de fusion, frontière liquide/solide, que nous devions déterminer. En optant pour une
fonctionnelle coût adéquate, nous avons formulé ce problème en un problème d’optimisation de
forme.
Ensuite, nous avons démontré l’existence d’une solution optimale. Puis, nous avons étu-
dié l’approximation numérique de ce problème en considérant une discrétisation basée sur les
éléments finis. Nous avons montré que le problème discret admet une solution, et nous avons
prouvé la convergence d’une suite de solutions du problème approché vers la solution du problème
continu.
La difficulté résidait dans le fait que le problème d’état associé à la formulation en optimisa-
tion de forme considérée est régi par un opérateur non coercif. Ceci rend l’étude de la continuité
du problème d’état compliquée. Pour pallier cette difficulté, nous avons utilisé le degré topolo-
gique de Leray Schauder [32], ainsi que des estimations uniformes basées sur des résultats récents
sur l’inégalité uniforme de Poincaré [12] et quelques inégalités de Sobolev [51].
Pour la résolution numérique, nous avons utilisé deux méthodes. La première est basée sur les
algorithmes déterministes nécessitant le calcul du gradient de forme, tandis que la deuxième mé-
thode repose sur les algorithmes évolutionnaires. Les solutions obtenues par ces deux méthodes
ont pratiquement la même allure. Ceci montre que les deux méthodes nous offrent des solutions
de même qualité. Bien évidemment, à ce niveau, le temps d’exécution des deux algorithmes est
incomparable. Dans le but d’améliorer les algorithmes évolutionnaires afin de les rendre plus
compétitifs par rapport aux algorithmes déterministes du type gradient, nous avons proposé
un développement des algorithmes évolutionnaires qui s’appuie sur deux apports. Le premier
consiste à combiner les algorithmes génétiques avec les contrôleurs de logique floue, alors que
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le second réside dans la parallélisation de ce dernier algorithme. Ces apports nous ont permis
d’obtenir des résultats de qualité comparable aux autres algorithmes avec un temps d’exécution
meilleur que celui obtenu par l’algorithme déterministe du type gradient.
En conlusion, les algorithmes évolutionnaires développés dans la cadre de cette thèse nous
offrent un autre moyen efficace pour résoudre les problèmes d’optimisation de forme, surtout
lorsque l’analyse de sensibilité pour les méthodes déterministes du type gradient s’avère une
tâche non faisable, par exemple lorsque la fonctionnelle coût est non dérivable où lorsque le
solveur utilisé ne permet pas d’avoir une meilleure performance.
Les perspectives immédiates de ce travail sont relatives à la complexification des modèles. Il
s’agit de les traiter en dimension 3 ou bien de garder la configuration en deux dimensions, en
ajoutant un terme correctif. Ce terme contient en général une puissance de la température, ce
qui rend le problème non linéaire.
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Résumé
Nous nous intéressons à l’étude d’un problème d’analyse des transferts de chaleur qui modélise
une opération de soudage.
L’approche que nous considérons ne s’occupe que de la partie solide de la plaque. Elle consiste
à résoudre un problème à frontière libre. Pour cela, nous proposons une formulation en optimi-
sation de forme. Le problème d’état est gouverné par un opérateur qui, pour certaines données,
n’est pas coercif. Cela complique l’étude de la continuité du problème d’état. Nous surmon-
tons cette difficulté en utilisant le degré topologique de Leray-Shauder, ainsi nous montrons
l’existence d’un domaine optimal.
Ensuite, nous considérons une discrétisation de ce problème basée sur les éléments finis
linéaires. Nous prouvons alors que le problème discret admet une solution et nous montrons
qu’une sous-suite des solutions de ce problème convergence vers la solution du problème continu.
Enfin, nous présentons des résultats numériques réalisés par deux méthodes : la méthode
déterministe basée sur le calcul du gradient de forme, et les algorithmes génétiques combinés
avec la logique floue et le calcul parallèle. Ainsi une étude comparative de ces deux méthodes
aux niveaux qualitatif et quantitatif a été présentée.

Abstract
We are interested in studying a heat transfer problem which modeling a welding process. The
approach that we consider deals only with the solid part of the plate. It consists in solving a free
boundary problem. For this, we propose a shape optimization formulation. The state problem
governed by an operator which for some data is not coercif. This complicates the study of the
continuity of the state problem. We overcome this difficulty using the topological degree of Leray-
Schauder and we show the existence of an optimal domain. Next, we consider a discretization of
this problem based on linear finite elements. We prove that the approximate problem is solvable
and we show that a subsequence of the solution of this approximate problem converges to the
solution of the continuous problem.
Finally, we present numerical results achieved by two methods : the deterministic method
based on the gradient-likes method and genetic algorithms combined with fuzzy logic and parallel
computing. A comparative study of two methods for qualitative and quantitative levels was
presented.
