A spectral method is considered for approximating the fractional Laplacian and solving the fractional Poisson problem in 2D and 3D unit balls. The method is based on the explicit formulation of the eigenfunctions and eigenvalues of the fractional Laplacian in the unit balls under the weighted L 2 space. The resulting method enjoys spectral accuracy for all fractional index α ∈ (0, 2) and is computationally efficient due to the orthogonality of the basis functions. We also proposed a numerical integration strategy for computing the coefficients. Numerical examples in 2D and 3D are shown to demonstrate the effectiveness of the proposed methods.
Introduction
Fractional PDEs have attracted considerable attention recently due to its applications in soft matter [1] , elasticity [2] , turbulence [3] , anomalous diffusion [4] , finance [5] , image denoising [6] , porous media flow [7] , etc. Among different fractional operators, the fractional Laplacian has been intensively studied in the recent literature. For example, [8] uses the fractional Laplacian for linear and nonlinear lossy media. [9] uses the fractional Laplacian for option pricing in jump diffusion and exponential Lévy models. Recently, Email addresses: kailaix@stanford.edu (Kailai Xu), darve@stanford.edu (Eric Darve) [10] provides the first ever derivation of the fractional Laplacian operator as a means to represent the mean friction in the turbulence modeling. For more application examples, see [11] .
Although the fractional Laplacian is studied extensively for operators on R d , the community has not yet reached an agreement on the definition of the fractional Laplacian on a bounded domain. We mention that two popular definitions are the spectral fractional Laplacian and the integral fractional Laplacian (also called Dirichlet fractional Laplacian), which are listed in table 1 [12] . The spectral fractional Laplacian is defined by considering the eigenvalues and eigenfunctions of the Laplacian operator −∆ in Ω with zero Dirichlet boundary data on ∂Ω while the integral fractional Laplacian is defined by first performing a zero extension of the original function to R d and then using the fractional Laplacian definition on R d .
Spectral
Dirichlet In this paper, we will focus on the integral fractional Laplacian, for the reasons that will be stated soon. The integral fractional Laplacian is defined by (−∆) α/2 u(x) := c α,d P.V.
u(x) − u(y) |x − y| d+α dy where P.V. stands for the Cauchy principal value, and
The corresponding fractional Poisson problem is
Compared to the spectral definition, the integral definition requires the boundary condition to be defined on Ω c instead of ∂Ω. This definition can be derived from a killed Lévy process in the bounded domain Ω [13] .
Up till now, no definition is better justified than the other without more assumptions. However, if we consider the fractional Laplacian as a way to describe long-range interactions (or long tail effects), any effort to restrict the definition on a bounded domain is unsuitable. Indeed, the long-range interaction characterization makes it necessary to consider the whole domain R d instead of a bounded one, and the limits of the bounded domain definitions as Ω tends to R d coincide. Thus it is reasonable to view the definitions on a bounded domain mentioned above as an approximation to the fractional Poisson problem
where the support of the source term is restricted to a certain region and the domain of interest is bounded. The fractional Poisson equation with either the spectral or the integral fractional Laplacian tries to approximate eq. (2) by a problem defined on bounded domains. For the latter case, the value of u(x) far away from the domain of interest is simply truncated to zero. Viewed in this fashion, whichever model we choose to approximate eq. (2) is equivalently valid for our purpose, if numerically dealt with carefully. However, in this article, we focus on eq. (1), for which we can propose an efficient and accurate spectral method. We will focus on 2D and 3D which are practically useful. In addition, throughout the paper, we focus on Ω = B d 1 (0), d = 2, 3, the unit balls in R d , which are most useful in practice. It is possible to generalize to d ≥ 4. We also use the notation f (x) ( )
There have already been extensive theoretical investigations. However, only until recently has there been extensive literature that deals with the numerical computation of the nonlocal operator. Compared to the normal Laplacian operator, it presents many numerical challenges which will be discussed in the next section.
For clarification, we list the notation used in the paper in table 2.
Fractional Poisson Problem
There are several challenges in solving eq. (1) numerically:
• The principle value integration of the integrand. This can be resolved in several ways. For example, [14] subtracts the singularity by the
The fractional Laplacian with index α/2
The spectral fractional Laplacian with index α/2 P.V.
Principle value integration c α,d
Coefficient for the fractional Laplacian
Eigenfunctions of the fractional Laplacian eq.
Eigenvalues of the fractional Laplacian eq. (7) w(x)
Weight function w(x) = (1 − |x|)
Real spherical harmonics eq. (17)
Solid spherical harmonics P (α,β) n (z) Jacobi polynomials eq. (4) P K Set of all polynomials in R d with degrees no larger than 
where σ is a window function with compact support and 1 − σ(|x − y|) = O(|x − y| 4 ), x → y. The symmetry of the principle value integration is used to eliminate the first and third order derivatives. This method takes advantage of the C 3 continuity of the basis functions. [15] took a different approach and split the kernel into
in this way, they decomposed the principle value integration into a singular part which can be evaluated analytically and a nonsingular part which can be evaluated with regular quadratures.
• The non-locality behavior of the operator. Numerically this usually leads to a dense matrix which requires much more storage and has high computational cost. Compression techniques are usually applied to reduce the cost while sacrificing some accuracy. For example, [16] applies panel clustering method to the finite element method and reduce both the storage and computation cost to O(n log 2d n). However, the cost reduction is down by a trade-off with accuracy and achieving optimal convergence leads back to a full matrix. When the problem is solved on a rectangle domain and regular grid, fast transformation methods such as the FFT can be applied, and the cost is reduced to O(n log n) [14, 15] .
• The reduced convergence rate for C 0,α solutions. For solutions that are less smooth, e.g., C 0,α , contemporary methods usually suffer from reduced convergence, and the rates become α-dependent. For example, the finite difference method in [15] can approximate the fractional Laplacian with order O(h 1− α 2 ), which converges slowly for α ≈ 2. The finite element method proposed in [17] only convergence like O(h 1 2 ) in the energy space. The convergence rate can be improved to O(h) for 1 < α < 2 at the expense of adopting a graded mesh. The reduced convergence rate is mainly due to the reduced regularity of the solutions: indeed, a standard result for the fractional Poisson problem (1) is stated in theorem 1, which generally says the solution will only be C 0,α . The theorem also informs us that when designing numerical methods for the fractional Laplacian, we cannot simply assume that the solution is smooth. Instead, the ability to obtain good convergence for the C 0,α should serve as the metric for the efficiency of the numerical methods.
Several methods that can lead to good convergence results exist. For example, in [18] , the authors observed in 1D and Ω = [a, b], the integral fractional Laplacian operator takes the following form
where RL a D x , RL x D b are the left/right Riemann-Liouville derivatives. Then the authors applied the Legendre collocation method to discretize the fractional Laplacian operator eq. (3) and obtained spectral accuracy. In [19] the authors also propose a spectral method for 1D problem, but from a different point of view. They take advantage of a set of explicit eigenfunctions and eigenvalues and use them as basis functions. This approach leads to an efficient and accurate method.
In [20] , the authors applied the Chebyshev collocation method to the Caputo derivatives. [21] also considered the use of a Chebyshev spectral element method for the numerical approximation of the RiemannLiouville derivatives. [22] proposed a spectral collocation method for left-sided steady-state fractional advection equation. In consideration of eq. (3), these methods can also be adapted to the fractional Laplacian.
We also mention that efforts have been made to solve eq. (2) directly. For example, in [23] , instead of studying the fractional Poisson equation in a bounded domain, they applied the Fourier spectral method to R d , which leads to an easy-to-code approach. This method is a workaround for the reduced regularity problem.
In this paper, we propose a spectral method that enjoys spectral accuracy for all α ∈ (0, 2), overcoming the reduced convergence rate issue. This method is limited to a ball domain B d 1 (0); but for approximation eq. (2) it is more than enough: we can always pick a large enough ball (and scale it to B d 1 (0)) so that the numerical solution is a good approximation. Due to its high accuracy, only a few terms are needed to achieve the same accuracy compared to the finite difference or finite element method. Besides, as we have explicit formulas for the fractional Laplacian of the basis functions, the principal value integration is no longer necessary. This method can also be viewed as a generalization of [19] .
The codes for the paper will be publicly available at 
, and δ(x) = dist(x, ∂Ω). Then, u/δ α/2 | Ω can be continuously extended to Ω. Moreover, we have u/δ α/2 ∈ C s (Ω) and
for some s > 0 satisfying s < min{α/2, 1 − α/2}. The constants s and C depend only on Ω and α. This result indicates that u behaves like δ α/2 near the boundary. Besides, we can only expect Hölder continuity near the boundary and nothing better in general. In fact, this fractional behavior causes many of the current numerical methods to have reduced convergence rate for C 0,α or C 1,α solutions. Figure 1 shows the solutions to 1D fractional Poisson problem eq. (1) with f ≡ 1, x ∈ Ω = [−1, 1]. We can clearly see the large slopes near x = ±1, indicating the discontinuity in the first order derivatives. These numerical methods try to fit the solution with polynomial basis functions. When the solution is smooth or has high order continuous derivatives, the approximation is appropriate. However, for the critical cases when the solution is only Hölder continuous, finer meshes or more terms are needed to achieve a preset accuracy. We illustrate the effect of reduced smoothness on the numerical solution in fig. 2 , where finite element methods are used to obtain the numerical solutions. As we have prior knowledge of how the solution behaves near the boundary, it is reasonable to build the asymptotic behavior into the representation of the solution. Fortunately, in the case of unit balls in 2D or 3D, we have explicit formulas for such representation, and therefore we can derive elegant and accurate spectral methods.
Spectral Representation of the Solution
Let P (α,β) n (z) be the Jacobi polynomial, e.g.
where pFq is the regularized hypergeometric function [25] pFq
Given d ≥ 1 and α ∈ [0, 2), we denote
where l, n ≥ 0 and 1 ≤ m ≤ M d,l , and V l,m are solid harmonic polynomial [26] in R d of degree l ≥ 0, which is a homogeous polynomial of degree l and harmonic, i.e., ∆V l,m (x) = 0. We can also write V l,m = r l Y m l [27] , where Y m l is orthonormal with respect to the surface measure on the unit sphere, and is called spherical harmonics [28] . Note that P l,m,n is a polynomial of variables
For example, we have
Finally we define
We have the following theorem [29] Theorem 2.
Proof. See [29] . For an alternative proof when d = 1, see [19] .
This indicates that P l,m,n (x) is an eigenfunction with respect to the fractional Laplacian operator and weight function w(
n,l . To investigate the approximation property of P l,m,n (x), we need to introduce a sequence of the space of orthogonal polynomials of degree n, i.e.,
n is the set of all polynomials in R d with degree at most n. Here ·, · denotes a weighted inner product in B d 1 (0); we denote the corresponding Hilbert space by L 2 (w), with weight function w, i.e.
A notable result is that for every n, P l,m,n (x) forms a complete orthogonal system for L 2 (w), w = (1 − |x| 2 ) α/2 . This is stated below [30] :
, be an orthonormal basis of H d l , the space of spherical harmonics of degree l, with respect to the normalized surface measure. Define
where
Proof. See [30] and its references.
This enables us to develop a very accurate and efficient spectral method for the fractional Poisson problem.
Spectral Method for the Fractional Poisson Problem
In this section, we present the accurate and efficient spectral method for the fractional Poisson problem. We established the convergence result with proper assumptions on the right hand side.
Given theorem 2, the spectral method for the fractional Poisson problem proceeds as follows:
• From the expansion for the right hand side f
approximate f with spectral accuracy:
We control the approximation error with N , L ≥ 0. Intuitively, N controls the error along the radial direction while L controls the error on the surface of spheres.
The approximation can be numerically done by projecting f (x) onto the space spanned by {P l,m,n } using numerical quadratures
• The solution is approximated as
The algorithm requires the computation of the integrals in the numerators and denominators in eq. (8) . In Section 4.4, we propose an efficient algorithm for this computation. The cost of the computation is O(N LM d,L ). In section 4.1 and section 4.2 we give explicit formulas of eq. (8) for 2D and 3D cases, which will be most useful for practical use.
In the following discussion, we use Lf (x) to denote the exact solution of eq. (1) and L N L f (x) to denote the numerical solution obtained by the procedure described above. We immediately obtain a regularity result for eq. (8):
Proof. As f ∈ L 2 (w), we can write f as an expansion
and therefore
The solution is given by
Compare eqs. (9) and (10) we conclude
where C can be picked as
n,l > 0 and
In what follows, we will give explicit formulas in 2D and 3D for the convenience of computation and analysis .
Explicit Formulas in 2D
If we have an expansion for u(r, θ),
then the fractional Laplacian can be computed directly from
The coefficients in eq. (11) can be computed by
where δ l = 0 l = 0 1 l = 0 Given f (r, θ), the coefficients in eq. (11) can be computed by
Then applying eq. (11) we are able to compute u(r, θ).
When u(r, θ) or f (r, θ) is a radial function, f (r, θ) or u(r, θ) is also radial. In addition, we see that c n lk = 0, ∀l ≥ 1, n ≥ 0, k = 0, 1, thus eqs. (11) to (14) are greatly simplified:
and the corresponding coefficients are
Explicit Formulas in 3D
In this case, we have M 3,l = 2l + 1. For convenience, we let the index m range be −l, −l + 1, . . . , l − 1, l. Let Y l m be the spherical harmonics
be the spherical harmonics. For example, in the case when l = 0, we have
We assume the solution has the following expansion
where denotes the real part. Then coefficients in eq. (16) can be expressed through u(r, θ, φ) by
Note that c n l,m is a complex number, and we need to take the conjugate of Y m l (θ, φ) in the numerator.
When u(r, θ, φ) or f (r, θ, φ) is a radial function, f (r, θ, φ) or u(r, θ, φ) is also radial. And we have the following simplifications:
Error Analysis
To carry out the error analysis for the proposed spectral method, we first consider the approximation properties of the basis functions {P l,m,n (x)}. A typical approach is to compare it with the polynomials basis.
Denote P K be the set of all polynomials in R d with degrees no larger than K, and P K the space of homogeneous polynomials of degree K ≥ 0, i.e., the vector space spanned by
Lemma 2. Assume n ≥ 0, we have the decomposition
Proof. See [31] .
To illustrate, consider d = 3, then we have We now clarify the relationship between the polynomial basis and the basis {P l,m,n } in the unit ball.
Lemma 3. Let
Proof. We prove the result by mathematical induction. When K = 0, P 0 = S 0 = constant polynomials. When K = 1, P 1 = span{1, x 1 , x 2 , . . . , x d }. Note x i are all valid solutions to ∆u(x) = 0, x ∈ B d 1 (0) thus span{V 1,m } 1≤m≤M 1,d = span{x 1 , x 2 , . . . , x d } and therefore
Assume the claim is true for all integers smaller than K ≥ 1. Let x
According to lemma 2, there exists a polynomial f (x) ∈ P K−1 , s.t.
where C m ∈ R.
f (x) ∈ S K+1 , where r = |x|, we deduce that x
. Therefore the lemma is true.
Then we state an approximation result for the polynomials in the unit ball. The approximation result is essentially stating that we can approximate a C k function with a polynomial of degree n and obtain the error rate O(n −k ).
Lemma 4 (Theorem 3.4, [32]). Given
then there exist polynomials p n with degree at most n, such that
where D(k, d) is a constant which depends only on k and m.
Proof. See [32] .
Finally, we can give an error estimate of the proposed method.
, where K ∈ N, then there exists a constant C > 0, only depending on K, d such that the error
where u N L = Lf N L and f N L is the projection of f onto {P l,m,n } 0≤l≤L,0≤n≤N,1≤m≤M d,l , i.e.,
Proof. Let q K be the particular polynomial in lemma 4 for n = K. By lemmas 1 and 4 we have
The second inequality is due to lemma 3 and the fact that f N L is the projection of f onto {P l,m,n } 0≤l≤L,0≤n≤N,1≤m≤M d,l .
We now prove the spectral accuracy of the proposed algorithm. Let χ = [−1, 1] d be a hyper-square in R d which encloses Ω.
We define the generalized Bernstein ellipse by
where B([−1, 1], ρ 1 ) is the Bernstein ellipse.
Theorem 5 (Theorem 2.1, [33] ). Let f : X → R have an analytic extension to some generalized Bernstein ellipse B(X , ρ) for some parameter vector
Then there exists a polynomial pN (x) with degree at mostN
where, denoting by S d the set of all permutations on d elements,
Remark 1. The polynomial can be chosen as
The summation index j is a multi-index over
where T i are Chebyshev polynomials. The coefficients are
. . .
where indicates that the first and last summand are halved. The Chebyshev nodes are given by
Theorem 6. Let f ∈ B(X , ρ), where ρ = (ρ, ρ, . . . , ρ), and N ≥ K, L ≥ 2K, K ∈ N then we have the error estimate
The proof can be adapted from theorem 4 by picking q K = pN (x). Let V = max x∈B(χ,ρ) and N i = 
is a polynomial with degree at most K. Therefore, a similar argument to theorem 4 yields
Remark 2. The result is consistent with [19] for the 1D case. However, for 2D and 3D, we must be careful how eq. (8) is computed to avoid unnecessary error. This issue will be tackled immediately in the next section.
Quadrature for weight function w(x)
In the equation above, we need to compute the integral of the following form
where f (r) is a polynomial. Note the standard Gauss-Jacobi quadrature cannot be applied to eq. (19) directly as the integration limit is [0, 1] instead of [−1, 1]. Here we derive a numerical quadrature based on Lanczos process [34] . This is a variant of the Golub-Welsch algorithm [35] .
We first approximate the integral eq. (19) with some simple quadrature rules such as the middle point rule:
f (x i )w i (20) where N is a very large number such that |I − I w | is negligible, and
thus we can write eq. (20) as
Now we first run a Lanczos process on A with starting vector b for K iterations, and obtain
is a symmetric tridiagonal matrix and Q T K Q K = I. Then we apply the eigenvalue decomposition to T K
We now have
Therefore, we can extract the new quadrature rules from eq. (21) by identifying {λ i } K i=1 = diag(Λ) as the nodes and {s i } K i=1 = (C T b) 2 as weights. To justify that the quadrature is indeed effective, we prove the following theorem.
Theorem 7. Assume |I −I w | ≤ ε and the new quadrature nodes and weights
are obtained as described above. Then for all polynomials f with degree 2K − 1 or less, we have
Therefore, we reduce the total number of evaluation points for f (r) from N to K N without sacrificing much accuracy (precisely the same for polynomials with degree 2K − 1 or less).
Proof. Let K K (A, b) = {b, Ab, . . . , A K−1 b} be the Krylov subspace. Then by the property of the Lanczos process, ∀x ∈ K K (A, b)
If f is a polynomial of degree 2K − 1 or less, we have
This indicates the new quadrature gives the same value as the original quadrature if the integrand is f , i.e., I w = I s , thus
Numerical Experiments
In this section, we carry out the numerical experiments of the spectral method in 2D and 3D. Both radial and non-radial functions are considered. All these experiments show spectral accuracy for the method. We will also apply our method to solve fractional diffusion equations. We use the notation B to denote the unit ball in the corresponding dimension.
Accuracy of the Fractional Laplacian Estimate
We consider the function
where s = 0, 1, 2, . . ., which is in the C s, α 2 class. As
s is a polynomial in x, it is expected that the orthogonal expansion can represent the solution exactly with finite number of terms. The result is shown in table 4. We can see that the error demonstrates spectral accuracy for all the cases. The error is measured by computing the fractional Laplacian using a high degree expansion (in our case, we use n = 5) as approximation to (−∆) α 2 u and then the infimum error is computed by
In addition, we consider the function
where s = 1, 2, . . ., which is in the C s,0 class.
cannot be exactly represented by a finite sum of the orthogonal system. It is interesting to look at the coefficients c n 00 corresponding to u(x). Figure 3 shows the case s = 1, α = 0.5, and we see an algebraic decay of the coefficients. The decay is not exponential but algebraic due to the fractional nature of 4.2188×10 
1.5196×10 1.5488×10 (22) for 3D. The corresponding α are 0.5, 1.0, 1.5 respectively. We can see that n + 1 = s + 1 terms are need to compute the fractional Laplacian exactly.
We can still expect spectral accuracy as is shown in fig. 4 . In this experiment, we choose the numerical result of n = 50 as the reference solution.
We can see in all cases the solution convergences exponentially with respect to n. In the case s = 0, the convergence is slow as the fractional power (1 − |x| 2 ) 1− α 2 where 1 − α 2 < 1 is difficult to approximate with integer power polynomials.
Solving the Fractional Poisson Equation
In this section, we solve the homogeneous fractional Poisson equation using our spectral methods. We demonstrate the effectiveness of the method for non-radial solutions. 2D results will be provided in this section.
The homogeneous fractional Poisson equation has been used as the benchmark problem for fractional Laplacian computation. The problem is
where f (x) ∈ C k (B) for some k ∈ N. There are some known analytical solutions to the problem for specific f (x). In our numerical experiments, we consider the cases shown in table 6. Note the third and fourth equations are not radial symmetric; this example also demonstrates the effectiveness of the method for non-radial functions ( fig. 5) . The error is shown in table 7. We see that the method is quite accurate and efficient for the problem.
We also apply the method to some other functions. Let are needed and we see convergence for n ≥ 1. For the third and fourth equation, due to the presence of x2, L ≥ 1 is required to represent x2 = r sin θ. Note that for eq. 3, L = 1, the error may become larger for n ≥ 1 because of the roundoff error from the integration. For example, in the case of eq. 3, α = 0.5, n = 3, the coefficient corresponding to p1,1,2, i.e., c 2 1,1 should be 0. Due to the roundoff error, we lose this orthogonality in the integration, and obtain a numerical coefficient c which has high oscillations. The error is measured by first computing the solution u using high degree N = 40 as an approximation to the true solution. And for solutions u n using degree n N , the error is computed by u n − u ∞ . The solution and convergence plot are shown in fig. 6 . 
Solving the Fractional Diffusion Equation
In this subsection, we demonstrate the efficiency of the algorithm by solving the fractional diffusion equation
where B = B 3 0 (1) is the unit ball in R 3 . Note as the initial condition is radial symmetric, the solution is also radial; for visualization, we plot the value u(|x|) = u(|x|, 1) for x = (r, 0, 0), r ∈ (0, 1) for different choices of ∆t.
As indicated in the error analysis, the spectral method can be very accurate, so typically we can guarantee a small error for the spatial variable. The error caused by the temporal discretization will dominate the total error. We can demonstrate that by looking at the time convergence rate, which is usually O(∆t) for the explicit Euler method.
In our example, the factor (1 − |x| 2 ) α/2 in the initial condition is consistent with the regularity result for the fractional Laplacian: as (−∆) α/2 u(x, 0), ∀x ∈ B exists and u(x, 0) = 0, ∀x ∈ B c , u δ α/2 Ω can be continuously extended toΩ.
We will use the implicit time stepping method for eq. (24) . Let u k denotes u(x, t k ) where t k = k∆t, k = 0, 1, 2,. . . , we have the discretized scheme c 0 is computed by expand u(x, 0) with a truncated series eq. (16) . In our experiment, we use N = 10.
The stability of the scheme is easily established by observing that B, D are diagonal matrices with positive entries. In addition, A is symmetric positive definite by observing that it is the Gram matrix of the vector
n (2r 2 − 1)
with respect to L 2 (w) where the weight function is w = r 2 . A standard argument leads to the O(∆t) convergence, which is also demonstrated numerically in fig. 7 . The convergence rate is about O(∆t) in all cases, which is the same as the implicit method for the normal diffusion equation. Note that the convergence rate is α-independent despite the fact that the initial condition is only Hölder continuous.
Conclusion
In this paper, we proposed and implemented spectral methods for approximating the fractional Laplacian and solving the fractional Poisson problem in 2D and 3D unit balls. It is based on a recent result in [29] . The spectral methods can be accurate if the solution or the right hand side has the correct regularity. In general, we can only expect Hölder continuity for the solution to a fractional Laplace problem. It causes trouble when we apply finite difference or finite element methods, which assume the existence of higher order derivatives or that the solution can be well represented by polynomials. The spectral method, however, avoids the reduced regularity problem by the explicit formulation of the eigenfunctions and eigenvalues of the fractional Laplacian in the unit balls under the weighted L 2 space. The resulting method enjoys spectral accuracy for all fractional index α ∈ (0, 2) and is computationally efficient due to the orthogonality of the basis functions. Numerical experiments show consistency with our analysis.
