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Abstract 
Goerdt, A., Unrestricted resolution versus N-resolution, Theoretical Computer Science 93 (1992) 
1599167. 
An N-resolution proof is a resolution proof in which the resolution rule is restricted: one clause to 
which it is applied must only consist of negative literals. N-resolution is complete (Schoning (1987) 
p. 109, Stickel (1985) p. 86). We construct an infinite family of propositional formulas and show: 
These formulas have unrestricted resolution proofs whose length is polynomially bounded in their 
size. All N-resolution proofs of these formulas are of superpolynomial length. 
Introduction 
The resolution proof rule is a basic principle of many implementations of inference 
mechanisms (e.g. in logic programming). But mostly these implementations are not 
based on resolution itself, but on a restriction (or refinement) of resolution. The 
language Prolog is based on a restriction of resolution called SLD-resolution. There is 
a variety of resolution restrictions being used in theorem-proving algorithms. In 
[lo-121 you find an overview about this subject. The idea of these restrictions is to 
reduce the size of the search space which must be explored by a deterministic 
algorithm based on resolution. Recall that resolution is just a nondeterministic proof 
rule. Only a few theoretical results concerning the quality of these restrictions are 
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known. Experimental results are more typical when analyzing resolution restrictions 
[13, 161. We contribute to a theoretical analysis of these restrictions. Such an analysis 
was mentioned as being worthwhile in [S, p. 4641, [4, p. 1571. 
N-resolution was introduced as a basis for hyperresolution used in some theorem- 
proving algorithms in [9] (there called N,-resolution). An introduction to N-resolu- 
tion is given in [lo, p. 1071. The SLD-resolution restriction induces N-resolution 
proofs [ 10, p. 1073. We analyze N-resolution in the context of propositional logic and 
show the result mentioned above. Thus, we see that the reduction of the search space 
due to using N-resolution, may cause substantially longer proofs. The question “Do 
resolution restrictions make proofs longer?’ is mentioned as a virtually unexplored 
area of interest in [lo, p. 1061. As far as we know, only in [6, Proposition 3.2.1) 
a result similar (rather weak) to the kind we are interested in here is reported. 
There is a wide range of theoretical literature dealing with the complexity of 
propositional proof systems in general. Among the first papers in this area is [S]. An 
interesting problem here is: Given a propositional proof system, find an infinite family 
of propositional tautologies which cannot be proved in this system by short (i.e. 
polynomial size) proofs. Note that the NP # coNP assumption implies the existence of 
such formulas for any reasonable proof system. For unrestricted resolution, such 
a family of formulas was given only in 1985 by Haken [7]. Before Haken’s paper there 
were several attempts at solving this problem [6, 141. Haken introduced a new 
technique in his proof which was subsequently applied in [2, 3, 151. Ajtai [l] intro- 
duces new techniques to show that Haken’s formulas have only superpolynomial 
proofs in bounded-depth Frege systems, which are stronger than resolution. The 
question whether there is such a family of formulas for Frege systems (the usual 
systems with modus ponens) is still unresolved. We, for the first time, show that 
Haken’s technique allows for a theoretical analysis of resolution restrictions. In 
particular, we have to construct an infinite family of formulas having nontrivial, but 
polynomial-size unrestricted resolution proofs. Then we apply Haken’s technique to 
obtain the lower bound. 
In Section 1 we present our formulas and in Section 2 we prove the lower bound. 
1. The formulas 
Formulas are sets of clauses, clauses are sets of literals, literals are propositional 
variables or negated propositional variables. A truth assignment rr assigns 0 or 1 to 
a propositional variable (0 for false, 1 for true). Formulas are interpreted as being in 
conjunctive normal form, i.e. rr I= F, rc satisfies F, iff rc + C for all clauses C of F. 
Clauses are interpreted as disjunctions. The resolution rule reads 
C, x D, X 
C, D 
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(C, x = Cw (x >, C, D = CUD). A resolution proof of C = D, from F is a sequence 
D 1,. . . , D, of clauses such that for all i Di~F or there exist j, k < i and Di is obtained by 
resolution from Dj and Dk. F is unsatisfiable iff [ 1, the empty clause, is derivable 
from F. The length of a proof is the number of clauses in it. N-resolution is the 
resolution rule in which one premise wholly consists of negative literals. An analogous 
definition holds for P-resolution. N-resolution and P-resolution are complete. W.1.o.g. 
we assume that N-resolution proofs do not contain double occurrences of the same 
clause. We visualize resolution proofs by proof trees in the standard way. Due to 
double occurrences of clauses, the size of the proof tree can be exponentially larger 
than the size of the proof. 
Lemma 1.1 (Haken [7]). Let 93 be a resolution proof of C from F. Let 7c be a truth 
value assignment of the variables of F with 71 If C. Then there is a unique path D1, . . , D, 
in the proof tree visualizing B such that D1 E F, D, = C and II If Di for all i. 
In the following let NEN be fixed such that M =log, NEN. 
Definition 1.2. (a) The set of M. N variables Vu? is given by 
V&‘={xijIiE{l, . . . . M},j~{l, . . . . N}}. 
Instead of Xii we prefer to write ij. VarN is an M x N matrix (M rows, N columns). Let 
RowNi=(il, . . . . iN}, ColNj={lj, . . . . Mj} 
Let Row ij be the unique row containing the variable ij, i.e. Row ij= Row i, and Co1 ij 
be the unique column containing the variable ij, i.e. Co1 ij = Co1 j. A partial truth value 
assignment of VarN, n, is denoted by an M x N matrix with values : undefined, 0,l in 
the standard way. Colj is a O-column of 7~ iff for all xgColj n(x)=0 or X(X) is 
undefined. 
(b) For 1 <j< N/2’ let section j of Row i be defined by 
Secij={i((j-1).2i+1), . . ..i(j.2’)}. 
Set x is the unique section containing x. Here our convention of writing ij for Xij is not 
in force. A section S meets a column C iff SnC # 0. Var N has N - 1 sections, Row i has 
N/2’ sections. Var* can be visualized as in Fig. 1. The three small vertical lines 
separate the sections. Row 1 has 4 sections, Row 2 has 2 sections, and Row 3 has 
1 section. 
11 12 13 14 15 16 17 18 
21 22 23 24 25 26 27 28 
31 32 33 34 35 36 37 38 
Fig. 1. 
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(c) The formula MPHPN (modified pigeonhole principle) (The formulas MPHP are 
obtained by modifying the formulas encoding the pigeonhole principle used by 
Haken.) is the conjunction of the positive and negative clauses: The positive clauses of 
MPHPN are the columns of VarN. The negative clauses of MPHPN are all clauses 
{ij, ik} such that there exists an 1 with 
S~Cxij=SeCX~~={i((lL1)2i+1), . . ..i(l’2’)}. 
(1-1).2’+1 dj<(1-1).2’+2’_‘, and (1--1).2’+2’-‘+ 1 ,<k< 1 .2’. 
This means that the variable q is in the left half and the variable ik is in the right half of 
the same section. 
MPHP4 has positive clauses: 
11 12 13 14 
21, 22, 23, 24 
and negative clauses: 11 12, 13 14 and 2123, 2124, 22 23, 2224. (We separate the 
clauses by commas and the literals in a clause by just a blank.) 
MPHPN has N positive clauses and <N3 negative clauses. 
Corollary 1.3. The length of a minimal resolution proof of MPHPN is polynomial in N. 
In particular, MPHPN is unsatisjiable. 
Proof. A resolution proof of MPHP4 is sketched in Fig. 2. The proof eliminates the 
columns top to bottom. In general, the proof of MPHPN can be presented by a binary 
tree of height log N. To generate a new node from two given nodes requires at most 
O(N’) additional intermediate clauses and the number of clauses in this proof is 
certainly O(N4). 0 
__ Using 11 12 :\-” 
21 22 23 24 
v Using -- 21 223,2224 23, -- 21 24, . 
[ 1 
Fig. 2. 
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2. The lower hound 
First, we observe that the short binary tree proof of MPHPN is not an N-resolution 
proof because we derive it as shown in Fig. 3. 
How can we construct an N-resolution proof for MPHPN? Assume that N = 8. Our 
N-resolution proof will eliminate the columns from bottom to top. First we derive the 
clauses 
11 12 13 14 
21 22 23 24 
35, 35, 35, 35. 
The positive parts of these clauses can be treated like MPHP4 and we can eliminate 
these by an inductive argument leaving us with the singleton clause 35. We do the - 
same with 36, 37, 38 instead of 35. With these singleton negative clauses we generate 
the clauses 
15 16 17 18 
25, 26, 27, 28 
and another proof of MPHP4 gives us the empty clause. We see that we have 
performed the N-resolution proof of MPHP4 at least 4 times. In general, an inductive 
argument shows that an N-resolution proof as above needs at least 
NNN N 
-32 2. 4. s. . 2,0g N 1/4(l0gN)~_N1/4logN 
number of clauses, yielding a proof length which is superpolynomial in N. 
11 -- 
11 12 
21 
\/ 
7-7 12 
21 22 
\/i 
21 22 
Fig. 3 
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If we construct a different N-resolution proof which eliminates the columns from 
top to bottom we have to proceed as follows: When eliminating the first column we 
first generate the clause 
12 
21 
31. 
Then the clauses 
12 12 
23 and 23 
31 35. 
Only now can we start eliminating the 12 with the second column. But we have to do -- _ 
this not only for the pair of negative literals 23, 35 but also for the pairs 23, 36 to 23, 
38. The same must be done for 24 instead of 23. We see that the multiplicative effect 
resulting in a superpolynomial proof length shows up again. Our lower bound proof 
indicates that this effect cannot be avoided by N-resolution proofs. 
Definition 2.1. Let 1 dp < M. A partial truth value assignment of VurN is p-critical iff 
it is generated from the totally undefined assignment by the following choosing 
algorithm: 
Input: A totally undefined truth value assignment 71. 
fori=l topdo 
for each section S of Row i do 
Choose x in S such that Colx is a O-column of rc; 
set 7r(x) to 1; 
set 7r(y) to 0 for all y~S\{x) 
end 
end. 
A total assignment is called critical iff it is M-critical. A critical assignment of VuP is 
shown in Fig. 4. Co1 8 is the only O-column of this assignment. A l-critical assignment 
is shown in Fig. 5. Row 2 and Row 3 are undefined. 
Fig. 4. 
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Fig. 5. 
Corollary 2.2. (a) Card { 71) 71 p-critical assignment of VurN} = exp(Cf= 1 N/2’), where 
exp(x)=2”. 
(b) Let n be p-critical. For each section S of Rowp there is exactly one O-column C 
of z meeting S. 
(c) Let 7c be critical. rc has exactly one O-column C and C is the only clause of MPHPN 
with 71 If C. 
(d) Let C1, . . . . C, be columns of VarN such that each section of Rowp meets at most 
one of the Cj. Then 
Card { 7c 1 n p-critical, all Cj are O-columns of z} = exp 
(.I1($-n)). 
1 
Proof. (a), (b): The claims follow by induction on p. 
(c): The claim follows from (b). 
(d): The claim follows from the definition of the choosing algorithm. The 
algorithm cannot choose to which variable to assign a 1 for those p. n sections 
meeting a Cj. 0 
Theorem 2.3 is the main result of this paper. 
Theorem 2.3. Let N be such that M/~E N. Each N-resolution proof of MPHPN has at 
least N114 logN many diflerent clauses. 
The proof is presented in the following. From now on let N and M be fixed such 
that K=M/~EN. Let 9=C1, . . . . C, with C, = [ ] be a fixed N-resolution proof of 
MPHPN. 
Definition 2.4. (a) Let n be a critical assignment of VurN. Let 
C, = the first clause C in (the sequence of clauses) B satisfying: 7t I# C and 
C does not contain positive literals. 
(b) Let S (the name S is in the Haken tradition) be a K-critical assignment of VarN. 
Let 
Cs = the first clause C in %Y satisfying: There is a critical extension 7c of S with 
c=c,. 
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Corollary 2.5. For each rc, S the clauses C,, Cs exist. 
Proof. As [ ] is a clause in W without positive literals satisfying 7c I#[ 1, C, exists. 
For each S there is a critical extension 7c of S; hence, Cs exists. 0 
The following lemma says that clauses Cs have a certain complexity, i.e. contain 
a certain number of literals. 
Lemma 2.6. Let S be K-critical. For each SE{ K + 1, . . . , M} there is an X,EROW s with 
X,EC~. Moreover, each section of Row K meets at most one of the columns Colx,. 
Proof. Let S be K-critical and let 71 be a critical extension of S with Cs = C,. Let Co1 j 
be the O-column of rc. For SE(K + 1, . . . . M} the variable X,EROWS is uniquely 
determined by: Set x, meets Cal j and X(X,) = 1. The second claim of the lemma follows 
from Corollary 2.2(b) and from the definition of the choosing algorithm. 
The$rst claim: Let x, with X,#C, be fixed. Let the critical assignment p be given by 
p=z[O/x,, l/‘xsj]; p is the variant as usual, i.e. p(xs)=O, p(X,j)=l, p(x)=n(x) for 
x${ x,,.Q}. (X,j is the variable in Rows and Co/j. We get p from 7~ by toggling the 
values of x, and X,j.) Cal x, is the O-column of p. We have p # Cs as X,, xsj 4 Cs and p is 
another critical extension of S. By Lemma 1.1 and Corollary 2.2(c) we have paths 
El, . . . . E, and F1, . . . . F,in9?withE,=FU=C,and~~~Ei,p~Fiforalli,E,=Colj, 
F, = Co1 x,. By definition of Cs = C,, the Ei for i # t contain at least one positive literal. 
As F, = E,, the above paths must meet in 9% That is, there exist i < t, j < u, such that the 
resolution rule is applied with premisses Ei and Fj. As the proof is an N-resolution 
proof, Fj contains no positive literal which contradicts the definition of Cs. 0 
Corollary 2.7. There are at least N ‘I4 log N diferent clauses C in 93, such that there is an 
S with C = Cs. 
Proof. Let h(N) = Card { S 1 S K-critical} = exp(Ci”, 1 N/2’) by Corollary 2.2(a). 
Each S gives us a clause Cs, but this mapping need not be injective. Let 
g(N) = max{ Card {S’ 1 Csz = C,} ) S K-critical}, then h( N)/g( N) is a lower bound on 
the number of clauses in 9’. 
Let S be a K-critical assignment and let for SE{ K + 1, . . . , M } the variable X,EROW s 
be such that it satisfies Lemma 2.6. If S’ is a K-critical assignment with Cs = Cs9 then 
the columns Co1 x, must be O-columns of S’: If Cs = Cs, then there must be a critical 
extension p of S’ with p \#C,. Hence, p(xs)= 1 for all x, as otherwise p I= Cs. As p is 
critical and p extends S’, we have that the columns Co1 x, are O-columns of S’. By 
Lemma 2.6, each section of Row K meets at most one of the columns Colx,. By 
Corollary 2.2(d), we have exp(Cf=;=,(N/2’-K)) such S. Hence, g(N)< 
exp(Cf=:= (N/2’- K)). 
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Finally, we get 
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