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Recent advances in experimental techniques allow one to measure and control systems at the level
of single molecules and atoms. Here gaining information about fluctuating thermodynamic quantities
is crucial for understanding nonequilibrium thermodynamic behavior of small systems. To achieve
this aim, stochastic thermodynamics offers a theoretical framework, and nonequilibrium equalities
such as Jarzynski equality and fluctuation theorems provide key information about the fluctuating
thermodynamic quantities. We review the recent progress in quantum fluctuation theorems, includ-
ing the studies of Maxwell’s demon which plays a crucial role in connecting thermodynamics with
information.
I. INTRODUCTION
The fluctuation theorem (FT) may be regarded as a modern clue to the problem raised by Loschmidt,
who posed a serious question about irreversible processes in time-reversal-symmetric dynamics [1]. In
accordance with time-reversal symmetry, the entropy production can be negative albeit an exponentially
small probability [2, 3], which provides a new insight into our understanding about the arrow of time [2,
4]. The averaged entropy production is thus always nonnegative, consistent with the second law of
thermodynamics.
The FT reveals fundamental properties of the entropy production under nonequilibrium dynamics,
which has opened up the field of stochastic thermodynamics [2, 3, 5, 6]. Various types of FT have been
discussed in literature [7–15], and they can be obtained in a unified way by starting from the detailed
FT [3]. In particular, the Jarzynski equality [9] and the Crooks FT [10] allow one to determine the
equilibrium free energy through measurements of nonequilibrium work [16, 17]. Experimentally, the
classical FT is relevant to classical small systems such as biomolecules, molecular motors, and colloidal
particles, while its quantum counterpart is relevant to quantum devices such as NMR systems [18],
trapped ions [19], and superconducting qubits [20].
In this article, we first review the quantum FT by focusing on the Jarzynski equality and the Crooks
FT [21, 22]. These relations are applicable to externally driven quantum systems far from equilibrium,
and are thus relevant to quantum devices with rapid external control. The quantum FT has been
formulated for isolated systems described by unitary dynamics [23–26]. Further studies have been carried
out, including the quantum FT for open quantum systems [27–32], monitored quantum systems [33–
35], and quantum field theories [36–38]. In particular, the quantum jump method allows one to assign
quantum work and heat along individual quantum trajectories, as in the case for classical Markov jump
processes [31, 32]. For simplicity, in this article we only consider the case with a single heat bath, though
the extension to the case with multiple heat baths is straightforward. This setup includes applications
to quantum heat engines and quantum heat transports [39–42].
If we can access thermal fluctuations of the system via measurement and feedback control, we can
demonstrate the fundamental connections between the thermodynamic properties and the information-
theoretic quantities. This setup is a modern formulation of Maxwell’s demon [43, 44], opening an inter-
disciplinary field of information thermodynamics [45–47]. The fundamental bound on the capability of
Maxwell’s demon has been revealed in the form of the generalized second law by including the information
content [48, 49]. A generalized FT under measurement and feedback control has been derived in both
classical [50, 51] and quantum [52–54] regimes.
This article is organized as follows. In Sec. II, we review the second law and the FT in the quantum
regime, for both isolated and open systems. In Sec. III, we review the case of measurement and feedback
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FIG. 1. Setup of the quantum fluctuation theorem. The Hamiltonian of the system is modulated by an external
drive, which performs work W on the system. In this process, the system absorbs heat Q from the heat bath.
control by Maxwell’s demon. In Sec. IV, we comment on related experimental studies. In Sec. V, we
make concluding remarks.
II. SECOND LAW AND FLUCTUATION THEOREMS
In this section, we utilize techniques in quantum information theory to derive the second law of ther-
modynamics, which sets a fundamental bound on the entropy production. We then discuss a stochastic
version of the entropy production along individual quantum trajectories, and use it to derive the quantum
FT. In Sec. II A and Sec. II B, we consider a unitary time evolution of the composite system of a driven
system and the heat bath. In Sec. II C, we consider Gibbs preserving maps and open quantum systems
and discuss the quantum jump method to derive the quantum FT. See also Sec. III and Sec. V of Ref. [55]
for the derivations of the second law in setups similar to those of Sec. II A and Sec. II C of this chapter.
A. Derivation of the second law of thermodynamics
1. Setup
We consider a system S interacting with a heat bath B at inverse temperature β, described by the
Hamiltonian
Htot(t) = HS(t) +HB + VSB(t). (1)
The system is assumed to be externally driven out of equilibrium with work being performed, as schemat-
ically illustrated in Fig. 1. We note that in our setup the external drive is represented by classical pa-
rameters through the time dependence of the Hamiltonian, while there is an alternative formulation that
includes the driving system as a part of the quantum system [56, 57] (see also Sec. V 2 of Ref. [58] for a
potential problem of this formulation).
The initial state of the system and the bath is given by the product state
ρSB(0) = ρS(0)⊗ ρ
G
B , (2)
where ρGB = e
−βHB/Tr[e−βHB ] is assumed to be the Gibbs distribution of the bath. This is a crucial
assumption in deriving the second law and the FT, because the Gibbs distribution is a special state that
gives the maximum entropy for a given energy. The composite system evolves in time according to the
Schro¨dinger equation, and the unitary time-evolution operator is given by USB = Texp(−
i
~
∫ τ
0 dtHtot(t)),
where T is the time-ordering operator. The final state is then given by ρSB(τ) = USBρSB(0)U
†
SB. The
following argument is applicable to an arbitrary time-dependent control, as long as the time evolution of
the composite system SB is unitary. We also note that we do not make any assumption on the size of
the bath; it is not necessary to take the thermodynamic limit in the following discussions.
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2. Second law and relative entropy
We next discuss the derivation of the second law, which is shown to be fundamentally related to the
nonnegativity of the quantum relative entropy. First of all, the total entropy production is defined as
Σ := ∆S − βQ, (3)
which is a key quantity for quantifying irreversibility in nonequilibrium processes. Here, ∆S := S(ρS(τ))−
S(ρS(0)) is the change in the von Neumann entropy S(ρ) := −Tr[ρ ln ρ] of the system, and
Q := Tr[HBρ
G
B ]− Tr[HBρB(τ)] (4)
is the heat absorbed by the system. Since −βQ is interpreted as the entropy change in the bath [59],
Eq. (3) quantifies the total entropy produced in the composite system SB during nonequilibrium dynamics.
By using the unitary invariance of the von Neumann entropy, we can relate the total entropy production
Σ to the quantum relative entropy S(ρ||σ) := Tr[ρ ln ρ]− Tr[ρ lnσ] [60] as
Σ = S(ρSB(τ)||ρS(τ) ⊗ ρ
G
B). (5)
The right-hand side is the relative entropy between the final state ρSB(τ) of the composite system SB and
a reference state ρS(τ) ⊗ ρ
G
B where only the bath state is replaced by a new Gibbs state, which implies
that the concept of entropy production is related to the relaxation of the bath. The second law can now
be obtained as a direct consequence of the nonnegativity of the quantum relative entropy [21, 46]:
Σ = ∆S − βQ ≥ 0. (6)
Here, the equality is achieved if and only if ρSB(τ) = ρS(τ)⊗ρ
G
B . The second law (6) takes the same form
as the conventional Clausius inequality, while it is applicable to arbitrary nonequilibrium initial and final
states and includes the von Neumann entropy, instead of the Boltzmann entropy that is defined only for
equilibrium states. Inequality (6) may also be regarded as a generalized Landauer principle as will be
discussed in Sec. II A 3. If we have multiple heat baths, βQ in (6) should be replaced by
∑
i βiQi, where
βi is the inverse temperature of the i-th bath and Qi is the heat transfer from the i-th bath to the system.
We next define the work performed on the system through the first law of thermodynamics:
W := ∆E −Q, (7)
where ∆E := Tr[HS(t)ρS(τ)]−Tr[HS(0)ρS(0)] is the energy change of the system. Here, we assume that
either (i) a weak coupling between the system and the bath or (ii) VSB(0) = VSB(τ) = 0, such that the
change in the interaction energy is negligible. In Eq. (7), W quantifies the energy that is injected into
the composite system through the time-dependent Hamiltonian of the system via an external control.
We note that in the strong-coupling regime the definition of the work is given by the energy difference of
the composite system including the interaction energy [30, 61], and that an extension of the (classical)
stochastic thermodynamics has been studied in Refs. [62–64].
Now let us relate the entropy production to the work, and derive a bound on the work. For that
purpose, we introduce the nonequilibrium free energy FS(t) of the system, which is motivated by the
thermodynamic relation F = E − TS in macroscopic thermodynamics [65, 66]:
FS(t) := Tr[HS(t)ρS(t)] − β
−1S(ρS(t)). (8)
This reduces to the equilibrium free energy F eqS (t) := −β
−1 lnTr[e−βHS(t)] if ρS(t) = ρ
G
S (t), where ρ
G
S (t) :=
e−β(HS(t)−F
eq
S
(t)) is the Gibbs distribution of the system at time t. In general, (8) is bounded from below
as
FS(t) = β
−1S(ρS(t)||ρ
G
S (t)) + F
eq
S (t) ≥ F
eq
S (t). (9)
From (9), we see that FS(t) quantifies the (asymmetric) distance between ρS(t) and ρ
G
S (t). Using the
nonequilibrium free-energy difference ∆FS := FS(τ) − FS(0), the total entropy production is related to
the work as
Σ = βW − β∆FS ≥ 0. (10)
Therefore, the second law (10) gives a fundamental lower bound on the work for arbitrary initial and
3
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FIG. 2. Energy levels of the system in the initial state (left) and the final state (right). The quantum Jarzynski
equality (25) assumes projective measurements at t = 0 and t = τ to specify the initial and final energies. The
stochastic entropy production (13) is associated with an individual transition z → z′, where p(z, z′) denotes the
joint probability distribution.
final states of the system.
If the initial distribution is the Gibbs distribution, i.e., ρS(0) = ρ
G
S (0), inequality (10) reproduces the
conventional second law
W −∆F eqS ≥ 0, (11)
by noting that F eqS (0) = FS(0), −F
eq
S (τ) ≥ −FS(τ), and ∆F
eq
S := F
eq
S (τ) − F
eq
S (0). We remark that
inequality (10) is tighter than (11), because (11) is valid for any final state, but (10) has an explicit
dependence on the final state ρS(τ).
3. Landauer principle
The Landauer principle [67–70] gives the fundamental lower bound on the heat emission during the
erasure of information. The second law (6) is regarded as a general form of the Landauer principle, if we
rewrite it as
−Q ≥ −kBT∆S, (12)
where the left-hand side represents the heat emission to the bath, and −∆S represents the amount of
the erased information. As a simple example, we consider a qubit system and a state transformation
from the maximally mixed state ρS(0) =
1
2 (|0〉〈0|+ |1〉〈1|) to a pure state ρS(τ) = |0〉〈0|. Then, the von
Neumann entropy of the system changes from ln 2 to 0, which is interpreted to be the erasure of one bit
of information. From (12), we find that at least |Q| = kBT ln 2 of heat should be emitted to the bath,
which is nothing but the original Ladauer bound [67].
B. Quantum fluctuation theorems
1. Stochastic thermodynamic quantities
The basic setup of quantum fluctuation theorems is the same as that discussed in Sec. II A 1. In
addition, we introduce the two-point measurement scheme for the composite system SB and define the
stochastic entropy production for individual trajectories of transitions (see also Fig. 2).
The two-point measurement scheme is implemented by two projective measurements at t = 0 and
t = τ that the bases {|ψS(x)〉 ⊗ |EB(y)〉} and {|ψ
′
S(x
′)〉 ⊗ |EB(y
′)〉}, respectively. Here, {|EB(y)〉}
is the energy eigenbasis of HB, and {|ψS(x)〉} is the eigenbasis which diagonalizes the initial density
operator of S: ρS(0) =
∑
x pS(x)|ψS(x)〉〈ψS(x)|. Similarly, {|ψ
′
S(x
′)〉} diagonalizes ρS(τ) such that ρS(τ) =∑
x′ p
′
S(x
′)|ψ′S(x
′)〉〈ψ′S(x
′)|. Then, the initial measurement gives the stochastic entropy − ln pS(x) of S
and the energy EB(y) of B. The final measurement gives the same quantities at t = τ . We then define the
stochastic entropy production associated with the transition from z := {x, y} to z′ := {x′, y′} as [26, 46]
σ(z, z′) := ln pS(x) − ln p
′
S(x
′)− β (EB(y)− EB(y
′)) , (13)
where the first two terms represent the stochastic entropy change of the system and the last two terms
give the stochastic heat.
4
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The joint probability of the measurement outcomes z and z′ being observed is given by
p(z, z′) = p(z′ ← z)pS(x)p
G
B(y), (14)
where p(z′ ← z) := |〈ψ′S(x
′)| ⊗ 〈EB(y
′)|USB|ψS(x)〉 ⊗ |EB(y)〉|
2 is the transition probability from z to z′,
and pGB(y) = e
−βEB(y)/ZB is the Gibbs distribution of the bath. By taking the average of σ(z, z
′) with
p(z, z′), we reproduce the total entropy production defined in (3): Σ =
∑
z,z′ p(z, z
′)σ(z, z′). In addition,
the probability density that σ(z, z′) takes a particular value σ is given by
P (σ) =
∑
z,z′
δ(σ − σ(z, z′))p(z, z′), (15)
where δ(·) is the delta function.
2. Quantum fluctuation theorem
We now discuss the notion of time-reversal symmetry, which directly leads to the quantum FT. We first
introduce the backward (time-reversed) protocol and the corresponding backward probability distribution
p˜(z, z′) as follows:
1. We start from a state labeled by z′ = {x′, y′} with a given probability p′S(x
′)ρGB(y
′).
2. The time evolution of the backward protocol is given by U˜SB, which connects the initial state of
the backward process |ψ˜′S(x
′)〉 ⊗ |E˜B(y
′)〉 to its final state |ψ˜S(x)〉 ⊗ |E˜B(y)〉. Here, |φ˜〉 := Θˆ|φ〉
with Θˆ being the anti-unitary time-reversal operator, and U˜SB := Texp(−
i
~
∫ τ
0
H˜tot(t)dt) with
H˜tot(t) := ΘˆHtot(t)Θˆ being the time-reversed Hamiltonian.
The backward probability distribution is then given by
p˜(z, z′) = p˜(z ← z′)p′S(x
′)ρGB(y
′), (16)
where p˜(z ← z′) := |〈ψ˜S(x)| ⊗ 〈E˜B(y)|U˜SB|ψ˜
′
S(x
′)〉 ⊗ |E˜B(y
′)〉|2 is the backward transition probability
from z′ to z.
From the unitarity of the time evolution of SB and the relation ΘˆU˜SBΘˆ = U
†
SB, the time-reversal
symmetry between the forward and the backward transition probabilities holds:
p(z′ ← z) = p˜(z ← z′). (17)
As a consequence, we obtain the detailed FT [46, 71]:
p˜(z, z′)
p(z, z′)
= e−σ(z,z
′). (18)
We note that essentially the same argument as above has been discussed in Ref. [11] for classical Liouvillian
dynamics. From Eq. (18), we derive other types of FTs as follows.
First, we directly obtain that P (σ) in Eq. (15) satisfies the Kurchan-Tasaki-Crooks FT:
P˜ (−σ)
P (σ)
= e−σ. (19)
Here, P˜ (−σ) :=
∑
z,z′ δ (σ˜(z, z
′) + σ) p˜(z, z′) is the probability distribution of entropy production −σ
in the backward process, where σ˜(z, z′) = ln p˜(z, z′) − ln p(z, z′) is the backward stochastic entropy
production. Equality (19) shows that the probability of negative entropy production is exponentially
small.
We can further derive the integral quantum FT [26]:
〈 e−σ〉 = 1. (20)
In fact, from Eq. (18), we have 〈 e−σ〉 =
∑
z,z′ p(z, z
′)e−σ(z,z
′) =
∑
z,z′ p˜(z, z
′) = 1, where we use the
normalization condition of the backward probability distribution to obtain the last equality. By applying
the Jensen inequality 〈ex〉 ≥ e〈x〉, Eq. (20) reproduces the second law (6): Σ ≥ 0. By examining the
5
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foregoing argument, one can see that the derivation of the second law based on the quantum FT is
essentially the same as that based on the nonnegativity of the quantum relative entropy [46]. We also
note from Eq. (18) that Σ can be expressed in terms of the classical relative entropy [72] between the
forward and backward probabilities: Σ = D(p||p˜) :=
∑
z,z′ p(z, z
′)(ln p(z, z′)− ln p˜(z, z′)).
We next express the FT as a property of the characteristic function χ(ν) of the entropy production,
which is defined as the Fourier transform of P (σ):
χ(ν) :=
∫
dσeiνσP (σ) = Tr[V †ν (τ)USBVν(0)(ρS(0)⊗ ρ
G
B)Vν(0)U
†
SBV
†
ν (τ)]. (21)
Here, Vν(t) = exp[iν(ln ρS(t) − βHB)/2] is a unitary operator that includes the counting field for the
full-counting statistics of the entropy production [21]. Similarly, let us introduce χ˜(ν) as the Fourier
transform of P˜ (σ). Then, Eq. (19) is expressed in terms of the following symmetry of the characteristic
function:
χ(ν) = χ˜(−ν + i). (22)
By taking ν = i, we also find that χ(i) =
∫
dσe−σP (σ) = χ˜(0) = 1, which is nothing but the integral
FT (20) [22]. We note that the n-th cumulant of σ, written as 〈σn〉c, can be calculated through the
cumulant generating function K(ν) := lnχ(ν), i.e., 〈σn〉c = (−i∂ν)
nK(ν)|ν=i.
By expanding the cumulant generating function K(ν) in terms of σ up to the second cumulant and by
applying Eq. (20), we obtain the fluctuation-dissipation relation
〈(σ − Σ)2〉 = 2Σ+O(σ3), (23)
where the left-hand side represents the fluctuation of the entropy production and Σ on the right-hand
side quantifies dissipation. We note that Eq. (23) becomes exact when P (σ) is the Gaussian distribution.
The Onsager reciprocity relation can also be obtained from Eq. (18) [40]. Furthermore, the higher-
order extension of these linear relations can systematically be derived from the FT [39, 41], and has
experimentally been demonstrated in a quantum coherent conductor [42].
We finally consider a special case in which the initial state of the system is given by the Gibbs distri-
bution ρS(0) = ρ
G
S (0) and derive the quantum Jarzynski equality. We first define the stochastic work
w(z, z′) = (E′S(x
′) + EB(y
′))− (ES(x) + EB(y)) , (24)
where ES(x) and E
′
S(x
′) are the initial and final energies of the system, respectively. The work probability
distribution is defined as P (w) =
∑
z,z′ δ(w−w(z, z
′))p(z, z′), where p(z, z′) is given in Eq. (14). We note
that the stochastic work w cannot be obtained from a projection measurement of a single observable [25].
We also note that analytical expressions of the work probability distribution have been obtained for
a dragged harmonic oscillator in isolated systems [73], open systems [74], and a parametrically driven
oscillator in isolated systems [75].
When the initial and final states of the system are given by the Gibbs distributions, the entropy
production is given by the difference between the work and the equilibrium free energy: σ(z, z′) =
β(w(z, z′)−∆F eqS ). The integral FT (20) then reduces to
〈 e−β(w−∆F
eq
S
)〉 = 1, (25)
which is called the quantum Jarzynski equality [23, 24]. We note that Eq. (25) is still valid when the
final state of the system deviates from the Gibbs distribution [46].
C. Gibbs-preserving maps and beyond
1. Second law
In Sec. II A 2, we assumed that the composite system SB obeys unitary dynamics. In this section, we
adopt a slightly different approach, where the bath degrees of freedom are traced out and thermodynamic
quantities are defined in terms of the degrees of freedom of the system.
In this situation, we can derive the second law from the monotonicity of the quantum relative en-
6
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tropy [76, 77], which states that
S(ρ||σ) ≥ S(E(ρ)||E(σ)) (26)
for any completely-positive and trace-preserving (CPTP) map E(•). This implies that the CPTP map
independently acting on the density operators ρ and σ does not increase their distinguishability, and
therefore the (asymmetric) distance between ρ and σ becomes smaller. In what follows, we use (26) to
show the second law for time-independent Hamiltonians as well as time-dependent ones.
Time-independent control.—We first suppose that the Hamiltonian of the system is time-independent,
i.e., HS(t) = HS. In this case, the time evolution describes a thermal relaxation process. Correspondingly,
we assume that the CPTP map on the system is a Gibbs-preserving map whose steady state is the Gibbs
distribution, i.e.,
E(ρGS ) = ρ
G
S . (27)
The time evolution of the system is given by ρ′S = E(ρS), and the heat is defined as the increase in the
energy of the system:
Q′ := Tr[HSρ
′
S]− Tr[HSρS]. (28)
From the monotonicity of the relative entropy (26), we have S(ρS||ρ
G
S ) ≥ S(E(ρS)||E(ρ
G
S )) = S(ρ
′
S||ρ
G
S ),
which gives the second law [78]
Σ′ = ∆S − βQ′ ≥ 0. (29)
In general, Q′ in Eq. (28) is different from Q in Eq. (4) because of the interaction energy, and thus the
second law (29) is different from (6). However, if E is given by the form of E(ρ) = TrB[USB(ρS⊗ ρ
G
B)U
†
SB]
with a special condition
[HS +HB, USB] = 0, (30)
we can show that Q = Q′ holds and thus the second laws (6) and (29) become equivalent to each other.
The condition (30) means that the sum of the energies of the system and the bath without the interaction
energy is preserved under E , and thus any transition in the system is accompanied by a transition in
the bath, where their energy changes have the same absolute value. In this case, E is called a thermal
operation, which is an extensively used concept in the thermodynamic resource theory [56, 79]. A thermal
operation is always a Gibbs-preserving map, but the converse is not necessarily true [80].
Time-dependent control.— We next consider the case in which the Hamiltonian of the system is
time-dependent. We here assume that the dynamics of the system is described by the Markov quantum
master equation, which means that we should take the weak-coupling limit between the system and
the bath [81]. The CPTP map E describes the solution of the master equation from t = 0 to τ , i.e.,
ρS(τ) = E(ρS(0)). A crucial feature of the Markovian dynamics is that we can split E into the product
of infinitesimal translations: E = EN∆t ◦ · · · ◦ E2∆t ◦ E∆t, where En∆t is a CPTP map and describes an
infinitesimal evolution from t = (n − 1)∆t to t = n∆t with N∆t = τ and ∆t → 0. We assume that
the system is driven slowly such that the quantum adiabatic theorem is approximately satisfied [82] and
that En∆t becomes the Gibbs-preserving map for the instantaneous Hamiltonian of the system at time
t = (n− 1)∆t.
The quantum master equation is given by the Lindblad form
∂tρS(t) = Lt[ρS(t)] = −
i
~
[HS(t), ρS(t)] +
∑
k,l
D[Lkl(t)]ρS(t), (31)
where D[Lkl(t)]ρS(t) = Lkl(t)ρS(t)L
†
kl(t)−{L
†
kl(t)Lkl(t), ρS(t)}/2 describes dissipation and the Lindblad
operator Lkl(t) describes a quantum jump from the k-th eigenstate to the l-th eigenstate of the system:
[Lkl(t), HS(t)] = ∆kl(t)Lkl(t) with ∆kl(t) = E
S
t (k) − E
S
t (l). We further assume the detailed balance
condition L†lk(t) = Lkl(t)e
−β∆kl(t)/2, which is a sufficient condition to make Et Gibbs-preserving, i.e.,
Et(ρ
G
S (t)) = ρ
G
S (t) or equivalently Lt[ρ
G
S (t)] = 0. We again note that Et is the solution to Eq. (31) from t
to t+∆t such that ρS(t+∆t) = Et(ρS(t)).
The energy of the system is given by ES(t) := Tr[ρS(t)HS(t)], whose time derivative gives ∂tES(t) =
7
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Tr[ρS(t)∂tHS(t)]+Tr[(∂tρS(t))HS(t)]. From the first law of thermodynamics, we associate these two terms
with the work flux and the heat flux:
W˙ := Tr[ρS(t)∂tHS(t)], (32)
Q˙′ := Tr[(∂tρS(t))HS(t)] = −
∑
k,l
Tr[Lkl(t)ρS(t)L
†
kl(t)]∆kl(t). (33)
Here, Eq. (32) describes the energy change of the system via the time-dependent control of the Hamil-
tonian, and Eq. (33) describes that induced by the effect of the bath. Also, the entropy flux is given by
S˙ = −Tr[∂tρS(t) ln ρS(t)].
The entropy production rate is then defined as Σ˙′ := S˙−βQ˙′. Since Et is CPTP and Gibbs-preserving,
we can use the monotonicity of the relative entropy (26) to obtain the second law in the following
form [78, 83]:
Σ˙′ = lim
∆t→0
S(ρS(t)||ρ
G
S (t))− S(ρS(t+∆t)||ρ
G
S (t))
∆t
≥ 0. (34)
This is a generalization of (29) for time-dependent driving of the Hamiltonian. We note that Σ˙′ may take
negative values for non-Markovian processes [84].
2. Quantum jump method
In Sec. II C 1, we only considered the ensemble-averaged quantities of the system described by the
quantum master equation (31). We next consider the quantum jump method to define the stochastic
version of Σ′, which leads to the quantum FT for open Markovian dynamics.
We start by unraveling the Lindblad master equation (31) to individual quantum trajectories by the
following stochastic Schro¨dinger equation [81]:
d|ψt〉 =
[
−
i
~
HeffS (t) +
1
2
∑
k,l
||Lkl(t)|ψt〉||
2
]
|ψt〉dt+
∑
k,l
[ Lkl(t)
||Lkl(t)|ψt〉||
− I
]
|ψt〉dNkl(t). (35)
Here, dNkl(t) is a Poisson increment, which takes on 1 when the quantum jump described by Lkl(t)
occurs, and 0 otherwise. We note that the product of dNkl(t) and other terms is defined by the Itoˆ
form. Its ensemble average is given by E[dNkl(t)] = ||Lkl(t)|ψt〉||
2dt. The second term on the right-
hand side of Eq. (35) describes such a jump process |ψt〉 7→ Lkl(t)|ψt〉 up to a normalization factor.
The no-jump process is described by the first term on the right-hand side, where the system evolves
continuously in time via the non-Hermitian effective Hamiltonian HeffS (t) := HS(t)−
i~
2
∑
k,l L
†
kl(t)Lkl(t).
Since [HS(t),
∑
k,l L
†
kl(t)Lkl(t)] = 0, the non-unitary part of the time evolution generated by H
eff
S (t) has
the effect of reducing the norm of the state vector |ψt〉. The density operator of the system is reproduced
by taking the ensemble average: E[|ψt〉〈ψt|] = ρS(t). Thus, the ensemble average of Eq. (35) reproduces
the quantum master equation (31).
We denote the history of a jump process as ψτ0 := {(k1, l1, t1), (k2, l2, t2), . . . , (kN , lN , tN )} with 0 ≤
t1 ≤ t2 ≤ · · · ≤ tN ≤ τ , where ti is the time at which the i-th jump process described by Lkili(ti) occurs.
From the record of the jump process ψτ0 , we define the stochastic heat flux by
q′[ψτ0 ] := −
∑
k,l
∫ τ
0
dNkl(t)∆kl(t), (36)
which gives E[q˙′] = Q˙′ in the ensemble average. As is the case for Sec. II B, let pS(x) and p
′
S(x
′) be the
diagonal elements of the initial and final density operators, respectively. We then define the stochastic
entropy production in a manner similar to Eq. (13):
σ′[ψτ0 , x
′, x] := ln pS(x) − ln p
′
S(x
′)− βq′[ψτ0 ]. (37)
We note that the forward path probability distribution of the trajectory (ψτ0 , x
′, x) is given by
P [ψτ0 , x
′, x] =
∣∣〈ψ′S(x′)|Uτ,tNLkN lN (tN )UtN ,tN−1 . . .Ut2,t1Lk1l1(t1)Ut1,0|ψS(x)〉∣∣2 , (38)
where {|ψS(x)〉} and {|ψ
′
S(x
′)〉} are the eigenbases that diagonalize the initial and final density matrices
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FIG. 3. Schematic of the measurement and feedback processes by Maxwell’s demon. Depending on the mea-
surement outcome, the demon performs feedback control through the time-dependent control of the system’s
Hamiltonian.
of the system, respectively, and Uti+1,ti := T exp[−
i
~
∫ ti+1
ti
HeffS (t)dt] is the non-unitary time evolution
generated by the effective Hamiltonian for the no-jump process.
Using Eqs. (37) and (38), we can derive the integral FT for σ′ [31, 85]:
〈e−σ
′
〉 = 1. (39)
It follows from this that the second law (34) is reproduced by the Jensen inequality. Moreover, by defining
the backward probability distribution in the same manner as in Eq. (38), we can show the detailed FT
for σ′ [31, 85]. We note that Eq. (39) has also been derived in Ref. [32] for a slightly different setup.
In the standard derivation of the quantum master equation (31) and its unraveling (35) from unitary
dynamics of the system and the bath, the weak-coupling limit and the rotating wave approximation are
assumed [81]. As a consequence, Eq. (30) is approximately satisfied for any infinitesimal step, and thus
each infinitesimal evolution is regarded as an approximate thermal operation. Therefore, the transition
in the bath for each step, represented as y → y′ in Eq. (14), is equivalent to a jump in the system. Indeed,
the work statistics defined via the two-point measurement scheme for the composite system is found to
be equivalent to that defined via the quantum jump method [89–91].
We have assumed that the instantaneous steady state at time t is given by ρGS (t). On the other hand,
if the steady state is not the Gibbs distribution, Σ should be interpreted as a “nonadiabatic” entropy
production, which satisfies the Hatano-Sasa-type fluctuation theorem [12, 15]. A quantum analogue of the
Hatano-Sasa type relation has been derived and discussed in Refs. [85–88]. We also note that extensions
of Eq. (39) to the case of general CPTP maps have been discussed in Refs. [87, 88].
The derivation of Eq. (39) is based on the quantum jump method, which is a quantum counterpart of
the Markov jump processes. The quantum Brownian motion described by the Caldeira-Leggett model [92]
is a quantum counterpart of the Brownian motion described by the Langevin equation. This model is
used in Refs. [74, 93] to study the quantum FT by the path integral method.
III. FLUCTUATION THEOREMS WITH MEASUREMENT AND FEEDBACK CONTROL
In this section, we generalize the second law and the FT to the case with measurement and feedback
control, which is a typical setup of information thermodynamics and can be regarded as a modern
formulation of Maxwell’s demon. The demon is the key ingredient of information heat engines, extracting
work from the system by utilizing information about fluctuations [43–47, 94–97]. The Szilard engine [94]
is the quintessential model of Maxwell’s demon, where the feedback controller can extract the work
|W | = kBT ln 2 from the system by utilizing one bit of information. We note that a quantum extension
of the Szilard engine has been studied in Refs. [95, 98, 99].
A. Setup
Let us first explain our setup (see also Fig. 3), which is an extension of the unitary setup of Sec. II A 1.
We assume that the initial state is given by ρS ⊗ ρM ⊗ ρ
G
B ⊗ ρ
G
B′ , where S is the controlled system, M is
9
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the memory that records the measurement outcome, and B (B′) is the heat bath which interacts with S
(M). Here, ρGB and ρ
G
B′ are the Gibbs distributions of B and B
′ at the same inverse temperature β. Note
that M plays the role of Maxwell’s demon. For simplicity, we assume that the initial state of M is a pure
state: ρM = |ψM〉〈ψM|, while the extension to a mixed state is straightforward. Then, the composite
system SMBB′ obeys the following time evolution.
Measurement process.— For simplicity, we assume that B is uncoupled to the system during the measure-
ment. A general quantum measurement on S is realized by entangling S and M through a unitary transfor-
mation USMB′ , where the interaction with B
′ is also included. Then, a projection PM(k) = |ϕM(k)〉〈ϕM(k)|
on M follows. The density operator of SMB′ after the measurement for a given measurement outcome k
takes the form
ρ′SMB′(k) =
1
pk
PM(k)USMB′(ρS ⊗ ρM ⊗ ρ
G
B′)U
†
SMB′PM(k), (40)
where pk := Tr[PM(k)USMB′(ρS ⊗ ρM ⊗ ρ
G
B′)U
†
SMB′ ] is the probability of the outcome k. For simplicity,
we assume that the effect of the measurement is described by
ρ′S(k) := TrMB′ [ρ
′
SMB′(k)] =
1
pk
MkρSM
†
k , (41)
where Mk is the Kraus operator satisfying
∑
kM
†
kMk = I. We note that pk = Tr[M
†
kMkρS], where
{M †kMk} is called the POVM [60].
Feedback control.— We suppose that the unitary time evolution operator USB(k) of SB depends on
the obtained measurement outcome k. The density operator after the feedback control is given by
ρ′′SB(k) = USB(k)(ρ
′
S(k)⊗ ρ
G
B)U
†
SB(k).
We now introduce the quantum-classical (QC) mutual information [48] (or the information gain [100,
101]) which quantifies the obtained information about the system through the measurement process. The
QC-mutual information is defined by
IQC = S(ρS)−
∑
k
pkS(ρ
′
S(k)), (42)
which quantifies how the measurement process reduces the randomness of the system quantified by the von
Neumann entropy. The QC mutual information satisfies 0 ≤ IQC ≤ S(p), where S(p) := −
∑
k pk ln pk
is the Shannon entropy of the measurement outcome. The upper bound IQC = S(p) is achieved if
every Kraus operator is a projection that commutes with ρS, i.e., the measurement is error-free and
classical [48, 101].
We remark on the operational meaning of the QC-mutual information. Suppose that the information
about a classical probability variable m is encoded in the density operator as ρS =
∑
m q(m)σS(m),
where σS(m)’s are not necessarily orthogonal to each other. To extract this information, we perform a
measurement described by {Mk} on ρS. The joint probability of m and k is then given by p(k,m) :=
q(m)Tr[M †kMkσS(m)]. In this setup, the following inequality holds [104]:
0 ≤ ICL ≤ IQC, (43)
where ICL =
∑
k,m p(k,m)(ln p(k,m)−ln[q(m)p(k)]) is the classical mutual information betweenm and k.
Inequality (43) implies that the QC-mutual information gives an upper bound on the accessible classical
information that is encoded in the density operator.
We note that in general Eq. (41) becomes ρ′S(k) = p
−1
k
∑
lMk,lρSM
†
k,l, where l labels the transition of
B′. This describes an inefficient measurement, where the randomness of M caused by B′ is transfered to
S as a measurement backaction. As a result, Eq. (42) can take on negative values [53, 102, 103].
B. Second law of information thermodynamics
We now discuss several generalizations of the second law of thermodynamics that are applicable to
the measurement and feedback processes. We define the entropy production-like quantities ΣS for the
system and ΣM for the memory by adopting a similar definition as in Eq. (3). The entropy change
in SB for a given measurement outcome k is quantified by ΣS :=
∑
k pkS(ρ
′′
S(k)) − S(ρS) − βQS, and
QS := Tr[HBρ
G
B ] −
∑
k pkTr[HBρ
′′
B(k)] is the heat transfer from B to S. Similarly, the entropy change
in MB′ for the measurement process is quantified by ΣM := S(ρ
′
M) − S(ρM) − βQM, where QM :=
10
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Tr[HB′ρ
G
B′ ]− Tr[HB′ρ
′
B′ ] is the heat transfer from B
′ to M, and ρ′SMB′ :=
∑
k pkρ
′
SMB′(k). Note that the
definitions of ΣS and ΣM are not symmetric, because the roles of S and M are different in the measurement
and feedback processes (see Fig. 3).
A special feature of feedback control lies in the fact that ΣS can become negative up to −IQC, which
corresponds to the additional work extraction by Maxwell’s demon as in the Szilard engine. In contrast, in
the measurement process, ΣM is bounded from below by +IQC, and thus cannot reach zero if the memory
acquires nonzero information. These are represented by the generalized second laws which incorporate
the QC-mutual information [48, 49]
ΣS ≥ −IQC, (44)
ΣM ≥ +IQC. (45)
Here, we notice that IQC appears with different signs on the right-hand sides of (44) and (45). Therefore,
if we consider the total entropy production of SM, the QC-mutual information terms are canceled out:
ΣS + ΣM ≥ 0. This implies that Maxwell’s demon is indeed consistent with the conventional second
law for the total system. From the generalized second laws (44) and (45), we find that the combination
of ΣS + IQC represents the irreversibility in the feedback control process, and ΣM − IQC represents
the irreversibility in the measurement process. In this sense, inequalities (44) and (45) give stronger
restrictions on the entropy production than the ordinary second law for the total system. The equality
in (44) is achieved by the classical Szilard engine, where IQC = ICL = ln 2 and ΣS = βWS = − ln 2. A
more general protocol to achieve the equality in (44) has been discussed in Ref. [102].
We note that the role of purely quantum correlation (i.e., quantum discord) in the setup of Maxwell’s
demon has been studied in Refs. [105–107]. We also note that there is also another formulation of
Maxwell’s demon, often referred to as an autonomous demon, which has been studied in both the classi-
cal [108] and the quantum [109] regimes. Such autonomous demons and the measurement-feedback setup
has been studied in a unified way [110].
C. Quantum fluctuation theorem
We next consider the quantum FT for measurement and feedback control processes. The stochastic
versions of ΣS and ΣM respectively are written as σS and σM, which are defined in a manner similar to
that for a non-feedback case (13) (see Refs. [53, 54] for the explicit definitions). We also introduce the
stochastic QC-mutual information as [53]
iQC(x, k, x
′) := ln p′S(x
′|k)− ln pS(x), (46)
where pS(x) and p
′
S(x
′|k) are the diagonal elements of ρS and ρ
′
S(k), respectively. We can easily show
that 〈iQC〉 = IQC. The right-hand side of (46) quantifies the stochastic entropy difference between the
pre-measurement state and the post-measurement state for a given k. It is worth comparing Eq. (46)
with the classical stochastic mutual information iCL := ln pS(x|k)− ln pS(x) [50, 51], where pS(x|k) is the
initial probability distribution of the system for a given measurement outcome k. By comparing iCL with
iQC, we find that iQC contains the effect of the change in the state of the system from x to x
′ due to the
backaction of the quantum measurement.
In terms of iQC in Eq. (46), the integral FTs for the measurement and feedback processes are shown
to be [53, 54]
〈e−σS−iQC〉 = 1, (47)
〈e−σM+iQC〉 = 1. (48)
The detailed FT has also been derived in Ref. [54]. Using the Jensen inequality, Eqs. (47) and (48)
reproduce the generalized second laws (44) and (45), respectively. We note that the entropy production
of SM also satisfies the FT: 〈e−(σS+σM)〉 = 1. Now equalities (47) and (48) include the decomposition of
the entropy production of SM into σS − iQC and σM + iQC at the level of individual trajectories, which
is consistent with the decomposition in (44) and (45) at the level of the ensemble average.
We note that Eqs. (47) and (48) were first derived in classical systems [50, 51]. In Refs. [111, 112],
Eq. (47) has been derived on the basis of the quantum jump methods discussed in Sec. II C 2. The
experimental verification of Eq. (47) has been done in Ref. [113] for a classical system and in Refs. [103,
114] for quantum systems.
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IV. COMPARISON WITH EXPERIMENTS
In this section, we make a brief overview of the experimental studies on quantum thermodynamics,
with a special focus on the quantum FT, the Landauer principle, and Maxwell’s demon.
Quantum FT.— It has been discussed in Refs. [115, 116] that the work statistics can be measured by
adopting a Ramsey-type interferometric scheme. This technique has been utilized in an NMR experi-
ment to obtain the work distribution [18]. A theoretical proposal to extend this technique to the case
with feedback control has been discussed in Ref. [117]. Using a trapped ion system, the two-point mea-
surement scheme has been implemented and the quantum Jarzynski equality for an isolated system has
been experimentally verified [19]. Using a circuit-QED system, the authors of Ref. [20] have performed
continuous measurements to extract work and heat along quantum trajectories of a qubit.
Many of the systems used in quantum thermodynamic experiments can be regarded as isolated. In such
a case, the two-point energy measurement on the system, as performed in Refs. [19, 114], is essential for
obtaining the quantum work distribution. If the effect of the bath cannot be ignored, it is experimentally
challenging to verify the quantum FT, since one has to measure the heat exchange between the system
and the bath. A possible way to overcome this difficulty is to use single-photon detectors and observe
photons emitted from the quantum jump processes, which enables us to measure the stochastic heat as
discussed in Sec. II C 2.
Landauer principle.— The Landauer principle discussed in Sec. II A 3 has been experimentally demon-
strated in the classical regime by using a colloidal particle [118–123], nanomagnets [124] and a micro-
electromechanical cantilever [125]. In the quantum regime, the verification of the Landauer principle has
been demonstrated in an NMR experiment through measurements of the heat distribution for elementary
quantum logic gates [126].
Maxwell’s demon.— Experimental implementations of the Maxwell’s demon in the classical regime
have been achieved with colloidal particles [127], single-electron devices [113, 128, 129], and photonic
systems [130]. Maxwell’s demon has also been experimentally studied in the quantum regime. Using
an NMR system, the authors of Ref. [131] implemented Maxwell’s demon and measured the average
entropy production and the information gain. Maxwell’s demon based on circuit-QED systems has been
experimentally demonstrated in Refs. [103, 114, 132]. In Ref. [132], the authors studied the output
power with coherent interaction between the demon and the system. In Ref. [114], a quantum non-
demolition (QND) projective measurement technique was utilized to measure the stochastic work and
the stochastic QC-mutual information. In Ref. [103], a weak continuous measurement was performed to
acquire information about the system. Maxwell’s demon has also been implemented with the NV-center
by combining C-NOT gates [133]. A multi-photon optical system has been used for work extraction from
entangled bipartite and tripartite states [134].
V. CONCLUDING REMARKS
In this article, we have discussed some key concepts of the second law of thermodynamics and the FT
in the quantum regime. There are a number of subjects that we cannot cover in this article for lack of
space. Let us finally make a few remarks about them.
Jarzynski equality for general dynamics.— It is interesting to know to what extent the Jarzynski
equality is still valid if the dynamics is not unitary. It has been shown that if the dynamics of the
system is described by a unital map (i.e., if the CPTP map does not change the identity operator), the
Jarzynski equality is unchanged [135, 136]. This includes a situation where the system is subject to
phase decoherence but not to energy dissipation [137], and also a situation where an isolated system is
continuously monitored by a sequence of projective measurements [33].
For a general CPTP map that is not necessarily unital, the right-hand side of the Jarzynski equality
can deviate from unity [135, 136, 138, 139], i.e.,
〈e−β(w−∆F
eq
S
)〉 = γ. (49)
A connection between Eq. (49) and the Holevo bound has been discussed in Ref. [138]. In the context
of information thermodynamics, the deviation of γ from unity also occurs as a consequence of feedback
control [50, 52, 127].
It is also worth noting that the quantum Jarzysnki equality has been generalized to PT -symmetric
non-Hermitian quantum mechanics [140].
Quantum-classical correspondence.— It is natural to consider connections between classical and
quantum stochastic thermodynamics. Along this line, the quantum-classical correspondence for the work
distributions has been shown in isolated [141, 142] and open [74] systems.
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Initial coherence between energy eigenstates.—The role of quantum coherence in the context of FT
has been explored quite recently [143–148]. For initial states with coherence between energy eigenstates,
an extension of the two-point measurement scheme to define the work distribution is not unique [145, 146].
If we naively apply the two-point measurement scheme, the initial coherence is destroyed during the first
energy measurement. On the other hand, we can utilize the full counting statistics [143, 144] without
destroying the initial coherence, although the interference effect may lead to negative values of the work
distribution. Also, a variant of the FT that fully includes the effect of coherence has been derived [148].
Fluctuation theorems for pure thermal bath.— In Sec. II, we make a crucial assumption that the
initial state of the heat bath is given by the Gibbs distribution as in Eq. (2). However, motivated by
the recent studies of thermalization in isolated quantum systems, especially the eigenstate thermalization
hypothesis [149], the authors of Refs. [150, 151] have considered a situation in which the initial state of
the bath is a pure state and shown that the second law and the FT can still hold at least in a short-time
regime.
In summary, the quantum FT is one of the most fundamental relations in nonequilibrium statistical
mechanics and applicable to a wide range of dynamics, including quantum information processing. In
view of the recent progress in quantum thermodynamics, we expect that it will further contribute to the
developments of quantum technologies and to the design of microscopic devices with low dissipation that
would reach the limit set by the second law of thermodynamics.
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