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ABSTRACT 
For given matrices A, B, C there is considered the time-invariant linear sys- 
tem i = Ax + Bu, y = Cx with state x, input u, and output y. It is called 
strongly observable if P = Az + Bu, Cx(t) E 0 with a piecewise continuous con- 
trol IL(~) always implies z(t) = 0. This means that, for any piecewise continuous 
input u(t), the output y(t) can vanish identically only if the state z(t) vanishes 
already, so that the state x(t) can be expressed (“observed”) by the output y(t) 
alone [without knowing u(t)]. The derivation of such a formula (observer), which 
expresses z(t) in terms of y(t) alone, for time-invariant systems (i.e. constant 
matrices A, B, C) is one part of the contents of this note. The other part consists 
of characterizations of strong observability by rank conditions concerning the ma- 
trices A, B, and C (similarly to the well-known rank condition for controllability 
or observability). 
1. INTRODUCTION 
In this note we give characterizations of strong observability and we 
construct an “observer” for time-invariant linear systems (A, B, C), i.e. for 
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systems 
%=Ax+Bu, y = cx with input u, state x, and output y, 
where A, B, and C are real and constant matrices of size n x n, n x m, 
Ic x n, respectively, which are strongly observable; i.e., 
j.=Ax+Bu andyE imply x%0 
on every nondegenerate interval [tl , tz] ( i.e., tl < tz) and for every piecewise 
continuous (or integrable) function (control) u(t) on [tl, tz]. Obviously, 
this is equivalent to saying that for every input u(t) the state function x(t) 
can be reconstructed (“observed”) by the output function y(t), i.e., x(t) 
can be expressed by y(t) without using u(t). Such a formula (“observer”) 
expressing x(t) in terms of y(t) and the given matrices A, B, C, is the 
main result (Theorem 1 below) of this paper; and it yields in part our 
characterizations of strong observability. 
The notion of strong observability (also called “observability with un- 
known inputs”) was already considered in [12, 141 for discrete systems and, 
as here, in [2, 4, 81 for continuous systems (see also [5; 6; 16, Example 4.31, 
and observe that it is different from the notion in [13]). There are known 
characterizations of strong observability for discrete systems (see [12; 14, 
(54)]), but these results do not easily yield their continuous counterpart. 
For continuous systems, there are also well-known characterizations via 
geometric conditions [16, Example 4.31 or via the zeros of the system [4, 
Theorem 1.81. We shall characterize strong observability for continuous 
systems (as defined above) by rank conditions like the corresponding con- 
ditions for controllability and observability. More precisely, we show that 
the system (A, B, C) is strongly observable if and only if the rank condition 
rank S = rank S* 
holds, where 
. . 
CA”-2B ... CB 
Moreover, we derive an alternative characterization via the invertability 
of an explicitly constructed n x n matrix H (see Equations (2), (4) and 
Proposition 1 below), which seems to be new. The characterization by 
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rank S = rank S* above may be derived from References [l, 21; in particular, 
[l, Theorem 3.21 can be used to obtain our Proposition 2. But while the 
proof of Theorem 3.2 of [l] uses the concept of “controlled and conditioned 
invariant subspaces,” our proof is elementary and makes the paper self- 
contained. The other characterization via the regularity of the matrix H 
leads to the construction of an observer in Theorem 1 below. This formula 
also yields immediately the difficult part of the proof of our characterization 
of strong observability, namely that it is implied by the rank condition 
above (Corollary 2). In particular this part of the proof cannot be derived 
from corresponding results on discrete systems as in [12, 141 (compare also 
Remark 2 below). 
The notion of strong observability plays an important role in the papers 
[S-11]. It turned out to be equivalent to the existence of the minimum of 
the quotient of certain quadratic functionals (see [lo, 111) and also to a 
certain asymptotic behavior of the corresponding Riccati matrix differential 
equations (see [8, 91). 
Let us shortly describe the setup of this paper. In the next section 
we introduce the necessary notation, and we prove two auxiliary results, 
namely Proposition 1 (which concerns the equivalence of our rank condition 
above and the regularity of the mentioned matrix H), and Proposition 2 
(which shows that strong observability implies the rank condition). In 
Section 3 we derive our main results, i.e. the construction of an observer 
(Theorem 1) and the characterizations of strong observability (Theorem 2). 
In Section 4 we discuss what kind of time dependence of the matrices A, B, 
and C can be dealt with by using the same formula. Moreover, the problem 
is raised how to construct an observer or characterize strong observability 
for time-dependent systems in general. 
2. NOTATION AND AUXILIARY RESULTS 
Throughout we assume that 
A, B, Care real constant n x n, n x m, k x n matrices. (1) 
Next, we define 
s= 
c 
CA 
CA” - 
0 0 
CB ... 0 
1 CA”-2B . . & 1 = (Q>T), 
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where Q is the “observability matrix” given by QT = (CT, ATCT, . . ., 
(AT)“-‘CT)n x kn, which, of course, yields T = Tk, x cn _ l)m. 
Let 
s’= I O s- “) ( 
with identity matrix I, x 7L, and put 
K = (KO,...,Kn-l),xkn with ker K = Im T, r = rank K, (2) 
where the K, are r x k for u = 0,. . . , n - 1. By ker and Im we denote 
the kernel and the image of a matrix. Now, by (2), rank T = kn - r; and 
KT = 0 means that 
e 
c K 72 +.CAe-“B = 0 for !=O,l,..., n-2. (3) 
V=zO 
We need the following auxiliary result. 
PROPOSITION 1. One has rank S = rank 5” if and only 2f 
H n x n := QTKTKQ (4 
is invertible. 
Proof. First, assume that H is invertible. Let 
Z= E ker S with x0 E Wn, 
such that 0 = Sz = Qze + Tu. Then KT = 0 [by (2)] implies that 
0 = QTKT{ KQq} = Hxo. Hence, xc = 0, Tu = 0, i.e., z E ker S*. 
Therefore, ker S = ker S*, which yields rank S = rank S. 
Next, suppose that H is noninvertible, i.e., there exists xc # 0 with 
Hxo = 0. Then KQxo = 0, i.e., &x0 E ker K = Im T, by (2). Thus 
Qxe = -Tu for some U, i.e., 
z= E ker S. 
But z # ker S’, since x0 # 0; and therefore rank S # rank S*, which 
completes the proof. ??
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Next, we state the definition of strong observability (see [2,4, 8, 12, 141). 
DEFINITION. A triple (A, B, C) is strongly observable if ? = Az + Bu 
and Cx E 0 on some nondegenerate interval [ti, tz] (i.e. tl < t2) with a 
piecewise continuous function u(t) always implies x(t) 2 0 on [tl, tz]. 
REMARKS. In the preceding definition the piecewise continuity of u(t) 
may be replaced by integrability of u(t) on [tl, tz], and then, as usual, the 
differential equation is meant to hold almost everywhere. 
If B = 0, then (A, B, C) is strongly observable if and only if (A, C) 
is observable (cf. [7, Definition 1.10.11 or [IS]). In that case, T = 0; 
thus K = I and H = QTQ, and the statement of Proposition 1 becomes 
the well-known characterization of observability, i.e., rank Q = n (see [7, 
Theorem l.lO.l] or [IS]). 
Finally in the section, we derive the following result, which is closely 
related to [l, Theorem 3.21. Our proof is very elementary and makes the 
paper self-contained. 
PROPOSITION 2. If the triple (A, B, C) is strongly observable, then the 
rank condition 
rank S = rank S” (5) 
holds. 
Proof. Assume that (5) does not hold, i.e. ker S 2 ker S. We have to 
show that (A, B, C) . 1s not strongly observable. By our assumption there 
exist 20 # O,us,. . . ,v,-2suchthatCz,=Oforv=O,...,n-l,where 
x0,..., x, _ 1 are given by 
v-1 
xv=~V~O+ CAu-l-fi~+ (6) 
jL=o 
forv=O ,..., n-l. Thus,z=(xs,us ,..., u,_z)EkerSbutz$kerS*. 
In case C = 0, the triple (A, B, C) is trivially not strongly observable. So 
wemayassumeCf0. Thenxs,..., x, _ 1 are linearly dependent, because 
x,~kerC~R~forv=O ,..., n-l. Hence,thereexistrE{l,..., n-l}, 
ao,..., a, _ 1 E W such that x, = CLz’, (~~2~ (observe that 20 # 0; thus 
n 2 2). Now, we define x, + V and U, + V for all v 2 0 by the recursion 
r-1 r-1 
xr+v = c %X/L+., u,+LJ = c %Up + v (7) 
p=o p=o 
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[sothat,incaser<n-2,x,+1,..., xn_landul- ,..., u,_zareredefined 
by (7)]. It follows inductively from (7) that z, E ker C and that (6) holds 
for all v > 0, which implies that 
x,+1 =Ax,+Bu, (8) 
for all v > 0. Hence, by (6), (7), and (8), 
x(t) = 2 y and u(t) = 2 $t” exist for t E R, 
v=o u=o 
and 2 = Aa: + Bu and Cz(t) = 0 on B, but zo = z(0) # 0. Therefore, 
(A, B, C) is not strongly observable, which completes the proof. W 
REMARK 2. The recursion formulae (7) and the definition of z(t) and 
u(t) by the power series above imply that 
r-1 r-1 
x(T) = c C$X(fi), JT) = c ap(~). 
p=o /A=0 
Hence, x(t) and u(t) are exponential polynomials, i.e. of the form 
CL = o Pv(t)exut with polynomials P, E cC[t] and constants X, E Cc. This 
shows that the assertion of Proposition 2 remains true if the assump- 
tion of strong observability is replaced by the following weaker condition: 
i = Az + Bu and C%(t) G 0 on some nondegenerate interval [tl, t2] with 
an exponential polynomial u(t) always implies that z(t) = 0 on [tl, tz]. 
3. MAIN RESULTS 
First, we construct an observer [Equation (9) below] for strongly ob- 
servable systems. 
THEOREM 1. Under(l), suppose that (5) holds, i.e. rank S = runlc S*, 
and let K and H be given by (2) and (4) respectively. Then, if i = Ax + Bu 
and y = Cx with a piecewise continuous function u on some nondegenemte 
interval [tl , tz], we have that 
x(t) = H-‘QTKT#) (q for t E [h,tzl, 
STRONGOBSERVABILITY 37 
where the n times diflerentiable function t is given by 
s 
t 
tl Y(THt - TYv- l d7. (10) 
The following two corollaries are direct consequences of this theorem. 
COROLLARY 1. If, in addition to the assumptions of Theorem 1, we 
have that y = Cx E C,_ l[tl, tz] (i.e., the (n- 1)th derivative ofy(t) exists 
and is continuous on [tl, tz]), then 
x(t) = II-lQTKT for t E [t1,t21. (9') 
COROLLARY 2. If rank S = rank S*, then the triple (A, B,C) is, 
strongly observable. 
Now, Theorem 1 follows via Proposition 1 from the following result. 
PROPOSITION 3. Under (l), let K be given by (2), and suppose that 
x = Ax + Bu, y = Cx with a piecewise continuous function u(t) holds on 
some nondegenerate interval [tl, tz]. Then the function z(t) defined by (10) 
is n times differentiable with 
zcn)(t) = KQx(t) for t E [tl, t2] 
Proof. The definition of K [in particular (3)], the differential equation 
on x, (i.e. i = Ax + Bu), and y = Cx imply that 
(-$(t, = (g)“-’ 
s 
t 
tl Cx(T)(t - rY- 2--vd7 
K, - lC[Ax(t) + Bu(t)] + K, _ &x(t) 
n-3 
+ c Kv /tCx(r)(t-r)“-3-“dr 
y=O (n-s-v)! tl 
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[K, - ICA + Kn - &][A+) + Bu(t)] 
+ K,-gCx(t) + 
s t X Cx(~)(t - 7)” - 4 - “dr t1 
n-2 
= . . . = c K,+Y_ICCA~-~-” [Ax(t) +Bu(t)] 
u=o 1 + KoCx(t) = KQx(t) 
for t E [ti, tz], which gives (9”). ??
Finally, Proposition 1, Proposition 2, and Corollary 2 yield immediately 
the following characterization of strong observability (see also [14, (54)], [2, 
4, 5, 121, and, concerning a geometric condition, [16, Example 4.31). 
THEOREM 2. Under (1) the following assertions are equivalent: 
(i) the triple (A, B, C) is strongly observable, 
(ii) the rank condition (5) holds, i.e. rank S = rank S, and 
(iii) the matrix H given by (4) is invertible. 
4. CONCLUDING REMARKS 
In this section we make some remarks concerning time-dependent linear 
systems. More precisely, our results can be extended quite easily as follows. 
Instead of (1) assume that 
d(t), B(t), and C(t) are piecewise continuous on R and such that 
ImLJ(t),ImP(t), and AT(t) on ker BT(t) are constant. (1’) 
Thus 
Im B(t) E B, Im CT(t) s Im CT, d(t) = A + BF(t) with constant 
matrices A, B, C satisfying (1) with rank B = m, rank C = k and 
with some piecewise continuous m x n-matrix F(t). 
(1”) 
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Moreover, quite obviously, the triple (d, B, C) is strongly observable if and 
only if (A, B, C) is strongly observable; and, it follows from (1’) or (1”) 
that there exist piecewise continuous matrices RI(t), Rz(t) such that the 
following holds for t E R: 
B(t) = BRl(t), B = D(t)R’f(t)R;‘(t), RI(t) = Bc1BTf3(t), where 
Br := BTB and RI(t) := Rl(t)RT(t) are invertible; and 
C(t) = Rz(t)C, C = R,‘(t)RT(t)C(t), Rz(t) = C(t)CTC,‘, where 
Cr := CCT and 7&(t) := Rz(t)Rz(t) are invertible. 
(11) 
Using these identities, the crucial formulae (9”) of Proposition 3 and (10) 
of Theorem 1 yield that, if L? = d(t)z + B(t)u, y = C(t)z with a piecewise 
continuous u(t), then x(t) is given by (9”) and (10) but with yl(t) := 
R;‘(t)Rr(t)y(t) [= Cz(t)] instead of y(t) = C(t)x(t). 
Of course, the assumptions (1’) mean that our system (A, B, C) is “es- 
sentially” time-invariant [namely up to the time-dependent “feedback” ma- 
trix F(t) in (l”)]. Certainly, it would be desirable to derive a formula like 
(9) or (10) f or t ime-dependent linear systems in general; and such a formula 
would yield also a characterization of strong observability for the time de- 
pendent case (like the well-known condition for controllability/observability 
via a fundamental matrix of the differential system; see e.g. [7, Theorem 
1.3.11) or [15]). 
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