With fast-growing interest in sustainable healthcare management, proper selection and evaluation of hospitals become highly essential. Generally, experts/decision-makers (DMs) prefer qualitative information for rating objects. Motivated by this idea, in this paper, a linguistic hesitant fuzzy set (LHFS) is adopted for elicitation of preference information. The LHFS provides qualitative preferences of DMs as well as reflects their hesitancy, inconsistency, and vagueness. Motivated by the power of LHFS, in this paper we present a new decision framework that initially presents some operational laws and properties. Further, a new aggregation operator called simple linguistic hesitant fuzzy weighted geometry (SLHFWG) is proposed under the LHFS context that uses the strength of power operators. Some properties of SLHFWG are also investigated. Criteria weights are estimated using a newly proposed linguistic hesitant fuzzy statistical variance (LHFSV) method, and objects are ranked using the newly proposed linguistic hesitant fuzzy VIKOR (visekriterijumska optimizacijai kompromisno resenje) (LHFVIKOR) method, which is an extension of VIKOR under the LHFS context. The practicality and usefulness of the proposal are demonstrated by using a hospital evaluation example for sustainable healthcare management. Finally, the strengths and weaknesses of the proposal are realized by comparison with other methods.
Introduction
The WHO (World Health Organization) conducted a survey recently and predicted that by 2050, seven out of ten people would live in cities [1] . Along with such high demand for city lives, the risks and hazards also grow. To better circumvent the issue, there is an urgent need for proper and sustainable healthcare management. The AIMA (All India Management Association) [2] claimed that among various stages in sustainable healthcare management, the suitable selection of a hospital is highly substantial. Motivated by this claim, many scholars came up with different methods [3] [4] [5] for the proper evaluation and selection of hospitals. Based on the analysis, it is clear that decision maker(s)(DMs) prefer qualitative preference information for rating objects and the research on linguistic decision making is an attractive and hot topic for exploration in the present scenario. Due to factors such as lack of experience, time
1.
The primary challenge encountered is that there is an urgent need for a scientific decision-making framework under an LHFS to utilize the potential power of an LHFS.
2.
Following this, the idea of aggregation of LHFS-based preference information has just begun and there is a good scope for exploration. The claim by Xu and Liao [35] to produce consistent aggregated preference information is an interesting challenge to be addressed.
3.
Another challenge is the calculation of criteria weights using the systematic procedure for obtaining sensible weight values. 4 .
Further, ranking of objects by using LHFS-based preference information is another interesting challenge to address for better decision-making under uncertain situations. Though Dong et al. [32] extended the popular VIKOR method to an LHFS, the challenge of using the method for MCGDM still needs to be addressed. 5 .
Finally, comprehensive comparison of the proposed framework with other methods for realizing the strength and weakness of the proposal is an attractive challenge for exploration.
Motivated by these challenges, some genuine contributions of the proposal are presented in a nutshell below:
(1) With a view of alleviating the primary challenge, a new decision framework is proposed under an LHFS context to utilize the potential power of an LHFS. (2) Following this, a new aggregation operator called simple linguistic hesitant fuzzy weighted geometry (SLHFWG) is presented with the view of producing consistent aggregated preference information by extending the operator discussed in Reference [35] under an LHFS context. This operator also uses the idea of a power geometry operator for sensible aggregation. He et al. [36] claimed that "whenever the relationship between the objects and criteria are to be aggregated, some unduly high and low information may have some bad impact on the aggregation process. In order to mitigate the effect, support measures are to be used which assign weights to information. This showcases the urge need for power operators during aggregation". Motivated by this claim, we set our focus in this direction. (3) Further, a new method for criteria weight estimation is presented which is an extension to standard variance (SV) under an LHFS context. Previous studies on weight estimation have predominantly used entropy measures [37] , optimization models [38] [39] [40] , analytic hierarchy process (AHP) [41] method, and decision making trial and evaluation laboratory (DEMATEL) [42] , etc., which often yields unreasonable and irrational weight values. Motivated by this challenge, we set our proposal towards this direction. (4) Also, the popular linguistic hesitant fuzzy visekriterijumska optimizacijai kompromisno resenje (LHFVIKOR) method is adopted for selecting a suitable hospital from a set of hospitals. This example is an MCGDM problem that clarifies the practicality and usefulness of the proposed decision framework and addresses the challenge mentioned by Dong et al. [32] . (5) Finally, the strengths and weaknesses of the proposed framework is realized by comparison with other methods.
The remainder of the paper is organized as Section 2 for preliminaries, Section 3 for the LHFS and its basic concepts, where some operational laws and properties are presented, along with a new aggregation operator, criteria weight estimation method, and ranking method. Following this, in Section 4, a numerical example for hospital evaluation is demonstrated to realize the practicality and usefulness of the proposal, Section 5 presents a comparative study of the proposal with other methods, and finally, Section 6 gives the concluding remarks.
Preliminaries
Let us review some basics of LTS, PLTS, and HFS. Definition 1 [7] : Let S be a linguistic term set that is of the form S = {s α |α = 0, 1, . . . , n}, where n is a positive integer, and s 0 and s n are the lower and upper bounds of the term set. The linguistic term s α has the following properties:
• s u and s v are two linguistic term sets, and the relation s u > s v holds true, if u > v.
•
Negation of s u is given by neg(s u ) = s v , such that u + v = n.
Definition 2 [12] : Let Y be a reference set, and HFS on Y is a function that maps every element of Y to a subset [0, 1] . Mathematically, it is given by:
where h E (y) is a set of values in the range [0,1] that represent the membership values of the element y ∈ Y to the set E.
Definition 3 [12] : Let h, h 1 , and h 2 be three hesitant fuzzy elements, where some basic operational laws are given by,
where s(h) is a score function, v(h) is the variance function, and m is the length of the hesitant fuzzy element.
Definition 4 [26] : Consider an LTS S of the form S = {s α |α = 0, 1, . . . , n}, then, the LHFS is a set that when applied to the linguistic terms of S yields a subset with many values in [0,1] and is mathematically defined by:
where L k h k i is the k th linguistic term with its corresponding possible membership degrees, #L(h) is the number of linguistic term(s), and m is the number of possible membership degrees for each linguistic term.
Remark 1:
For ease of representation, we represent the linguistic hesitant fuzzy element (LHFE) as r k , h k i , where r k is the k th subscript of the linguistic term and h k i is the possible membership degrees of s r k ∈ S.
Proposed Decision Framework under LHFS Context

Some Operational Laws and Properties of LHFS
Let us now present some properties and basic operational laws.
Definition 5:
Consider an LTSS that is of the form S = {s α |α = 0, 1, . . . , n}, then the empty LHFS and full LHFS is given by:
Full LHFS L(h) = S|with possible membership degrees ;
Proposition 1:
The complement of a LHFS is involutive.
Definition 7:
Consider an LTS S that is of the form S = {s α |α = 0, 1, . . . , n}, then the lower and upper bounds of LHFS are given by:
where s h k is the score measure for the k th instance preference values.
Definition 8:
Consider two LHFS L 1 (h) and L 2 (h) of the form r k 1 , h k 1i and r k 2 , h k 2i , then:
Whenever the result from Definition 8 goes out of bounds, the procedure suggested in Remark 2 is followed.
Remark 2:
From Definition 8, it is clear that sometimes the linguistic part becomes out of bounds and to transform these terms within the bounds, the procedure discussed in Reference [43] is adapted.
Since the LTS defined in this paper follows Definition 1, the conditions 1 and 3 will hold true. On the other hand, when LTS S = {s α |α = −n, . . . , −1, 0, 1, . . . , n}, then all three conditions mentioned above will hold true.
Here, L 0 (h) is of the form {0, (0)} and L 0 * (h) is of the form {1, (1)}. 
, and λL 1 (h) (at λ = 0.4) are given by: , then:
Proof: The proof of this theorem is direct and straightforward and hence we present only the theorem.
Before getting into further discussion of the proposed concepts, it is essential that we present a flowchart representation of the proposed framework. This enhances the understanding of the framework and gives a clear idea of the decision-making process. Figure 1 depicts the flowchart of the proposed decision-making framework under an LHFS context. 
Proposed SLHFWG Aggregation Operator
In this section, we present a new aggregation operator called SLHFWG that aggregates the DMs viewpoints under an LHFS context. The aggregation is carried out in two phases viz. (a) aggregation of linguistic term, and (b) aggregation of possible membership degrees. We now formally present the definition of an SLHFWG operator.
Definition 9:
Consider an LHFS L q (h) that is of the form a q = r k a q , h k ia q with k linguistic terms and i possible membership degrees, then the aggregation is a mapping X n → X defined by:
SLHFWG r * k ia j = Scheme 1 when all instances are unique Scheme 2 otherwise (14)
where λ t is the weight of the t th DM and m is the total number of DMs.
Scheme 1: When the linguistic term from each DM is unique for a specific instance (i.e., frequency of occurrence is 1), average of the subscript is calculated. Scheme 2: When linguistic terms are not unique, the term with the highest frequency is chosen as an aggregated value.
where d h k m , h k n is the distance between the possible membership degrees of two DMs m and n, S t h k i is the support measure, and T h k i is the total support measure. Some advantages of the proposed aggregation operator are presented here:
(1) The aggregation of linguistic terms using an SLHFWG operator yields a much more sensible term with no virtual set. This can be easily realized from the formulation given in Equation (14). This ensures that the aggregation of the linguistic term is consistent and rational. (2) Similarly, for the aggregation of the membership degrees, the motivation is gained from the power operator [44, 45] and from the work of Xu and Liao [35] . As mentioned earlier by He et al. [34] , the unduly high and low values cause bad effects in the aggregation process and the support measure (in formulation of power operator) is used to mitigate the same. Also, they claimed that the relationship between objects and criteria can be realized with the help of a support measure. Further, Xu and Liao [33] proposed a variant of the weighted geometry operator and claimed that the aggregation of preferences by this operator yields consistent values. The second phase of the aggregation applies the idea of a power operator to determine the relative importance of each DM, and these values are further used for aggregating the membership degrees (motivated by the operator proposed in [33] ). (3) Finally, the proposed SLHFWG operator produces consistent non-virtual aggregated values of LHFS preferences and also helps DMs to better understand the relationship between objects and criteria.
Property 4: (Idempotency)
If all values of LHFS L j (h)∀j = 1, 2, . . . , l are equal, then:
Property 5: (Boundedness)
For all values of λ, the aggregation operator yields values that are of the form:
The proof for these properties is straightforward and hence we confine our discussion with the elicitation of properties.
Theorem 2:
The aggregation of LHFSs by using the proposed SLHFWG operator is also an LHFS.
Proof:
The proof for the theorem is considered in two-fold viz. linguistic aggregation and possible membership aggregation. In linguistic aggregation, the linguistic information is collected from each DM for a particular instance and SLHFWG operator is applied to aggregate the information. Clearly, the operator yields no virtual set, and hence, the aggregation of linguistic terms also forms a linguistic term which is within the defined LTS. Thus, the first fold of the theorem is proved. Following this, in the next fold, possible membership degrees are aggregated using an SLHFWG operator that gains motivation from Reference [35] and power operators. Here, we need to show that the aggregation of hesitant fuzzy values is also hesitant fuzzy in nature. For this, we consider the lemma discussed in
Reference [46] that states that, for any λ with
Motivated by this lemma, we focus the proof in this direction. λ t = 1, we clearly show that the aggregation of possible membership degrees by using an SLHFWG operator also yields a membership degree. Thus, the aggregation of LHFS information by using the proposed SLHFWG operator is also an LHFS in nature. 
Proposed LHFSV Method
In this section, criteria weights are estimated using the newly proposed LHFSV method, which is an extension to the standard variance (SV) method under an LHFS context. Motivated by the idea of Liu et al. [47] , we set our focus in this direction. Further, the SV method enjoys the following advantages:
(1) Unlike previous studies on criteria weight estimation (for example analytical hierarchy process (AHP) [41] , decision making trial and evaluation laboratory (DEMATEL) [42] , entropy based method [37] , optimization model [36] [37] [38] , etc.), the proposed method does not produce unrealistic and unreasonable weight values. (2) Also, the proposed method is simple and straightforward, and pays significant attention to those data points (criteria) that are highly conflicting. This property of SV further motivated our focus in this direction. (3) Rao et al. [48] pointed out that unlike other statistical methods that concentrate only on the boundary points, the SV method concentrates on every data point for determining the distribution. This property of SV helps DMs to estimate criteria weights in a rational manner. (4) Generally, relative importance is interpreted as the importance of a criterion relative to the hesitation that exists among DMs during preference elicitation. Thus, DMs' personal characteristics and stimuli play a significant role in the interpretation of relative importance [49] . Thus, criteria with a high variation in preferences are given high importance and the SV method captures and reflects this idea in a better way. Further, Kao [50] presented a geometric proof for the same claim by using the idea of frontiers and projection. This work provides sufficient mathematical justification for realizing the strength of the SV method.
Motivated and attracted by these advantages, we put forward an extension of SV method under an LHFS context. The procedure of the proposal is given below:
Step 1: Construct a weight evaluation matrix of order (m × n) with m DMs and n criteria. The LHFS information is used for evaluation.
Step 2: Calculate the score of the preference values using Equation (6) and convert the LHFS information into a single term by using Equation (20) .
where r k is the subscript of the k th linguistic term and s h k is the score of the k th probability instance.
Step 3: Calculate the variance by using Equation (21) which considers the values from Step 2.
Step 4: Normalize these variance values to calculate the relative importance of each criterion by using Equation (22) .
where ω j is the weight of the j th criterion with (21), variance is calculated and is given by var 1 = 0.0018 and var 2 = 0.0008. Finally, criteria weight is calculated using Equation (22) and it is given by ω 2 = 0.69 and ω 2 = 0.31.
Procedure for LHFVIKOR Method
In this section, a new ranking method is presented which is an extension of the classical VIKOR over an LHFS context. VIKOR [51] is a compromise ranking method that is based on the principle of an L p metric. Further, the VIKOR method finds a suitable alternative based on the closeness to an ideal solution and considers conflicting and non-commensurable criteria for evaluation. Some reasons for considering an extension of the popular VIKOR under an LHFS context are presented below:
(1) Based on the work of Opricovic and Tzeng [51] , it can be clearly observed that both VIKOR and TOPSIS (technique for order preference by similarity to ideal solution) are compromise ranking methods. However, VIKOR performs better than TOPSIS in the following ways: (i) The VIKOR method considers a relative distance measure that is much more rational than the rank index of the TOPSIS method.
(ii) The VIKOR method considers the attitude of the DM as a key parameter in its formulation, which is missing in TOPSIS. (2) Further, from the work of Opricovic and Tzeng [52] , it can be observed that the ranking order from PROMETHEE (preference ranking organization method for enrichment evaluation) and ELECTRE (ELimination Et Choix Traduisant la REalité) can be easily realized from the S and R parameters of the VIKOR method respectively. (3) The VIKOR method also selects the compromise solution based on two conditions viz. acceptable stability and acceptable advantage. Also, along with the ranking order, the VIKOR method provides a rank value set (advantage rate) for backup management during uncertain situations.
Motivated by the power of the VIKOR method, in this paper efforts are made to extend the VIKOR method under an LHFS context.
The systematic procedure for the proposed LHFS-based VIKOR is presented below:
Step 1: Calculate the positive ideal solution and negative ideal solution (PIS, NIS) using Equations (23, 24) .
where L * is PIS, L − is NIS, r k is the subscript of the k th linguistic term, and s h k is the score of the possible membership degrees for the k th linguistic term.
Step 2: Calculate the parameters group utility (S) and individual regret (R) using Equations (25, 26) .
where ω j the weight of the j th criterion, d(a, b) is the distance between two LHFEs a and b and is given by Equation (27) .
Step 3: Calculate the merit function (Q) using Equation (28) to determine the final ranking order of the alternatives. Choose a suitable compromise solution to form the obtained ranking order. The parameters obtained from step 2 are used for the estimation of the merit function.
where
, and v is the strategy of the DM, which ranges from [0,1].
Step 4: The final ranking order is obtained by arranging the merit function (Q) in the ascending order.
The alternative that has the smaller Q value is preferred more. Also, a compromise solution is selected based on the two conditions viz. acceptable advantage and acceptable stability [44] .
Before demonstrating the practicality and usefulness of the proposal, it is worth discussing some intricacies of the proposal.
(1) The proposed LHFS concept extends the HFLTS concept by reflecting the hesitancy and vagueness of the DM by using possible membership degrees. This concept allows DMs to associate possible membership degrees for each linguistic term, which motivates sensible and rational decision making. Moreover, the concept circumvents the drawback of HFLTS by handling uncertainty and vagueness to a reasonable extent. (2) Following this, a new decision framework is put forward under an LHFS context that uses LHFS information for rating objects. Initially, a new aggregation operator called SLHFWG is proposed that sensibly aggregated DMs' viewpoints without producing virtual sets. (3) Further, a new criteria weight estimation method is proposed which is an extension to the SV method under an LHFS context. The LHSV method produces reasonable criteria weights by focusing on every data point rather than only the extreme values. (4) Finally, a new ranking method is presented, which is an extension to the VIKOR method under an LHFS context. The method does the following: (a) PIS and NIS are calculated by using Equations (23) and (24), which identify a suitable LHFS value for each criterion and hence, the PIS and NIS is a vector of order (1 × n), where n is the number of criteria. (b) The parameters S i , R i , and Q i are estimated using Equations (25)- (28), which is of order (m × 1) where m is the number of alternatives. (c) The stability of the ranking method is realized by performing a sensitivity analysis by varying the strategy parameter (v).
Numerical Example
This section put forwards a numerical example to demonstrate the practicality and usefulness of the proposal. Motivated by the work of Liao et al. [53] and Roy et al. [54] in the systematic evaluation of hospitals, in this paper, efforts are made to evaluate hospitals in India in a systematic manner. A survey report by IBEF (Indian Brand Equity Foundation) in August 2015 showed that India is expected to be ranked third in the global healthcare sectors with respect to incremental growth by 2020. Also, the report suggested that Indian healthcare is expected to reach USD$280 billion by 2020. With a high attraction and focus on healthcare, it becomes substantial to adopt a systematic scientific method for the rational evaluation of hospitals in India. This not only helps patients to understand hospitals better, but also helps management to improve hospitals' performance.
With this backdrop, a multi-criteria decision-making problem for hospital evaluation in India is presented which considers four hospitals rated with respect to four criteria by three DMs. The four criteria taken for evaluation were quality of doctors (C 1 ), reputation of the hospital (C 2 ), cost (C 3 ), and environmental risk (C 4 ). Among these, criteria C 1 , C 2 were benefits, and C 3 , C 4 were costs. The three DMs adopted LHFS information for ratings, and were advised to use the LTS S = {s 0 = extremely bad, s 1 = bad, s 2 = ordinary, s 3 = good, s 4 = very good} as mentioned by Reference [53] . Let us now put forward the procedure for evaluation:
Step 1: Construct three decision matrices of order (4 × 4) with LHFS information. This is shown in Table 1 . Table 1 . Decision matrix with LHFS information.
DMs
Hospitals Criteria Evaluation Step 2: Aggregate these matrices into a single matrix of order (4 × 4) by using the SLHFWG operator (refer to Section 3).
The relative importance of the DM was calculated separately for each linguistic term and this is given by Table 2 . The reason for calculating the different relative importance of DM for each term is evident from the varying cognition/hesitation that the DM might have while providing the preference information. Motivated by this reason, support was calculated for each instance.
Based on the support value obtained from Table 2 , the aggregated decision matrix was constructed with the LHFS information by using the SLHFWG operator and is presented in Table 3 . Table 3 . Aggregation of LHFS information using the SLHFWG operator. Step 3: Construct criteria weight evaluation matrix and apply the LHFSV method (refer Section 3) to determine the weights of the criteria.
Hospitals Criteria Evaluation
The LHFS information (from Table 4 ) was converted into single value by using the procedure from the LHFSV method. Also, from these single-valued terms, the variance was calculated and it was given by (0.49,0.19,0.45,0.50) and the weight value was further calculated and it was given by ω i = (0.3, 0.12, 0.28, 0.3). Table 4 . Evaluation of criteria weights.
DMs
Criteria Evaluation Step 4: Finally rank the hospitals by using the proposed LHFS-based VIKOR method and choose a suitable hospital as a compromise solution from the set of hospitals. Table 5 shows the PIS and NIS values for each criterion, which is calculated using Equations (23, 24) . The LHFS information corresponding to the determined value were chosen as PIS and NIS. Table 6 shows the values for the parameters S and R, which were calculated by using Equations (25, 26) . From these values, we observed that the order was given by H 4 H 3 H 2 H 1 for both S and R under biased and unbiased weighting conditions. Table 5 . Ideal solution.
IS
Evaluation Criteria Note: b is biased and ub is unbiased. The unbiased weight is given by (1/n) and biased weight is calculated using the procedure in Section 3.
Further, we estimated the Q values under biased and unbiased weighting conditions by using Equations (28) . The stability of the proposal was also realized by sensitivity analysis and it is shown in Table 7 . From Table 7 , we observe that the ranking order was H 4 H 3 H 2 H 1 and the suitable hospital was H 4 (compromise solution determined using acceptable advantage and acceptable stability conditions [44] ). We also inferred that the proposed framework was unaffected and stable against uncertainty and vagueness. Step 5: Compare the strengths and weaknesses of the proposal with other methods (refer Section 5).
Comparative Analysis: Proposed Versus others
In this section, we make efforts to realize the strengths and weaknesses of the proposal under the realm of both theoretical and numerical aspects. The factors considered for theoretic investigation were obtained from intuition and factors considered for numerical analysis were taken from Reference [55] . With a view of maintaining homogeneity in the comparison process, we considered state of the art methods like LHFS-based aggregation [30] , HFLTS-based TOPSIS [16] , and HFLTS-based VIKOR [21] . The same aggregated matrix was given as input to these methods, and the ranking order was investigated. Table 8 shows the ranking order obtained by different methods. From Figure 2 , it can be observed that the proposed method was highly consistent with other state-of-the-art methods. Also, the HFLTS-based TOPSIS and VIKOR methods produced negative correlation values, which signify the fact that these methods used a different data structure for preference information. The LHFS information was informative and reflected the hesitation and vagueness of the DM in a better way. We further investigated the theoretic and numeric aspects of the proposal with other methods (see Table 9 ). From Table 8 , we clearly observe that the proposed method produced a unique ranking order with a broad and sensible rank value set that is much more sensible and reasonable as it considered both the linguistic terms and its corresponding membership degrees to properly reflect the hesitancy in the process. In contrary, the HFLTS-based methods (discussed in Table 8 ) failed to properly reflect the hesitation of the DM. Further, the consistency of the proposal was realized by using the Spearman correlation method [56] . From Figure 2 , it can be clearly observed that the proposed LHFS-based VIKOR method produced a correlation value of (1, −0.8, −0.8, −0.6) with respect to the LHFS-based VIKOR (unbiased), HFLTS-based TOPSIS, HFLTS-based VIKOR, and LHFS-based aggregation methods. This showed that the proposed method was not relatively consistent (negative relation) with other methods and it produced a unique ranking order. Though, readers question this aspect, the reason for such values can be easily realized from the loss of information that was incurred during the process of evaluation. The methods discussed in References [16, 21] miss the membership values that are highly important to reflect the hesitation of the DM. Also, method [30] loses a certain amount of information during the process of aggregation. To enrich our clarity further on the proposal, we make the following discussion:
1.
The proposal presented a new concept (structure) to the decision-making context by extending HFLTS with possible membership degrees to better reflect hesitation and vagueness. We also investigated some attractive properties of LHFS.
2.
A two-phase scientific decision-making framework was further presented under an LHFS context for rational decision-making. The framework put forward a new aggregation operator that was motivated from the work in Reference [35] and power operators for the sensible aggregation of DMs' preference information. Following this, a new criteria weight estimation method was presented for the reasonable estimation of criteria weights, which is an extension of SV method under an LHFS environment. Finally, the framework presented an extension to the popular VIKOR ranking method for MCGDM problems to select a suitable object from the set of objects. 3.
As mentioned earlier, the superiority of the proposal was realized from theoretic and numerical perspectives. Clearly, Table 9 brought out the superiority of the proposal and showed that the proposed framework was a powerful aid for critical and rational decision-making.
4.
Certain key factors discussed in Table 9 are: stability, which is ensured by sensitivity analysis on parameters (like weights, strategy etc.); consistency, which is ensured from Spearman correlation; robustness, which is realized from an adequacy test motivated by Reference [55] ; and scalability, which is motivated by Reference [57] . 5 .
In order to demonstrate the practicality and usefulness of the proposal, an interesting hospital evaluation problem was presented. From Table 8 , we observed that the ranking order obtained from the proposal was consistent with its close counterpart. The compromise solution selected by the proposal and its close counterpart were the same and was given by H 4 . Though the order coincides, the proposed LHFS-based decision framework was much superior in various factors discussed in Table 9 and also, the proposal handled the weakness of HFLTS in a much better manner.
Concluding Remarks
In this paper, efforts were made to present a flexible and reasonable data structure for properly reflecting DMs' hesitation and vagueness. Motivated by the power of HFLTS and possible membership degrees, we set our research focus in this direction. Some attractive operational laws, properties, etc., were also investigated. Further, a new decision framework was put forward that consisted of a new aggregation method for aggregating DMs' preference information. Some properties of the operator were also admired in this paper. A new method for the criteria weight estimation was also presented under the LHFS context for the effective and reasonable calculation of weights. Finally, the proposed framework presented an extension to the popular VIKOR method under an LHFS context for an MCGDM problem. With a view of giving a proper realization of the practicality, strength, and weakness of the proposal, a hospital evaluation problem was illustrated and a comparative study (from both a theoretic and numerical perspective) was put forward with other methods.
As a part of the future scope, weaknesses discussed in Table 9 for the proposal will be addressed; also new structures for proper and flexible representation of preference information will be presented by extending HFLTS with soft sets. Also, plans are made to automate the membership degrees for each linguistic term to better reflect the hesitation of DMs. We have also planned to combine hot concepts like machine learning, artificial intelligence, granular computing, etc., with these structures for effective decision-making in uncertain and critical situations.
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