Examples are presented to show that some of our hypotheses are needed.
Introduction
For a nonempty subset M of a real Banach space E , l e t <j)(x) = tnt{\\x-y\\ : y € M)
be the distance function associated to M and let P(x) = {y € M : \\x-y\\ = <f>(x)} be the set of nearest -points in M to x , for each x £ E . We call a sequence [y^\ from M a minimizing sequence for x provided ll*-2/ n ll "*• <t>( x ) a s n •* °° .
D i s t a n c e f u n c t i o n s
D{x) = {x* € B(E*) : <x*, x> = ||x||} .
The Banach space E i s smooth provided D(x) i s a singleton for a l l nonzero x in E , in which case, for each nonzero x and y , (1) t^dlx+tj/H-llxll) -<0(x), y> + 0 as t ->-0 .
This is clearly equivalent to the assertion that the norm of E is Gateaux; differentiable at each nonzero point x , with Gateaux derivative D{x) .
It i s easily seen that the norm of E i s Frechet differentiable (at each nonzero point x ) if (l) holds uniformly for y € S{E) . We say that the norm of E i s uniformly Gateaux different-table if (l) holds uniformly for x € S(E) , for each y in E .
5mulian [JS] showed that the norm of E* is Frechet differentiahle a t x* 6 E* if and only if x* strongly exposes B(E) , and that if E* has
Frechet d i f f e r e n t i a t e norm then E is reflexive. Lovaglia [JZ] showed that if E is reflexive and locally uniformly convex then E* has Frechet differentiable norm. In[J7], 5mul ian proved that the norm of E is uniformly Gateaux differentiable if and only if E* i s weak* uniformly
convex, that i s , whenever (x*) and [y*] are sequences from B(E*) such that ||x*+z/*|| •*• 2 we have x* -y* -* 0 weak*. Using t h i s characterization, i t can be shown that every separable Banach space has an equivalent norm which is uniformly Gateaux differentiable (see [24] , p. h29), and Trojanski [20] showed that there are nonseparable reflexive Banach spaces with no equivalent uniformly Gateaux differentiable norm.
Sul I ivan [79] has investigated some consequences of uniform Gateaux differentiability.
A multivalued mapping T from a Banach space X to a Banach space Y is said to be continuous at x € X provided T is single-valued at x and y •* Tx whenever x -* x and y '(. Tx
In [3] , Asplund showed that if M is a closed subset of Hilbert space and x has a nearest point in M , then the metric projection onto M i s continuous at the point x if and only if < j > is Frechet differentiable at x ; moreover, P is norm-weak continuous at x if and only if $ i s Gateaux differentiable at x . His proofs used properties that are unique to Hilbert space. We will prove similar results in more general Banach spaces, and we w i l l not need to assume the existence of a nearest point to x . If < J > is only Gateaux differentiable at x we will need to assume that ||<i<l>(x)|| = 1 , "but t h i s will actually yield (norm-norm) continuity of P at x . The case where < J > i s differentiable for a l l x ^ M is of special i n t e r e s t : we give conditions under which this yields the convexity of the set M .
Throughout t h i s chapter, M will be assumed to be a non-empty subset of the Banach space E .
Consequences of the differentiability of <j > and i|i
The f i r s t lemma we need is obvious. 
(b) If M is bounded, x t E is a point of Gateaux differentiability of ty and y € F{x) then <dty(x), x-y) = \\x-y\\ and
by Lemma 2.1. So equality holds throughout and
= -\\y-x\\ : \\x-y\\ = ty{x) . For 0 < t < 1 ,
As above, this implies that <c#(x), x-y) = ||x-!/|| and ||cfy(x)|| = 1 .
How we can give a proof of a result of Zhivkov. 
Since E is s t r i c t l y convex, d §{x) can attain i t s norm at only one point of S{E) , which implies that P(x) has at most one element.
(b) This is proved similarly.
Lemma 2.2 t e l l s us that if (j ) is Gateaux differentiable at x and ll<#(a:)l| < 1 then P(x) is empty. (We will give an example later to show that this situation can occur even in Hilbert space.) When | | <Aj>(a;) || = 1 , we can prove the existence of nearest points but we need some strong assumptions. 
By assumption (i) ,
We claim t h a t , as t -*• 0 ,
uniformly for n € N . To see t h i s , l e t a = \\x-y || and note that by the uniform Gateaux d i f f e r e n t i a b i l i t y of the norm, 
is a maximizing sequence for x . For each
The rest of the proof is similar to part (a).
COROLLARY 2.5. Suppose that M is a closed subset of a Banach space E equipped with a norm which is Frechet differentiable, is uniformly Gateaux differentiable and induces a Frechet differentiable dual norm on E* . (a) If x € E ~ M is a point of Gateaux differentiability of ( f > with \\d$(x)\\ = 1 then each minimizing sequence for x converges and hence P is continuous at x . (b) If M is bounded and x is a point of Gateaux differentiability of ty with ||di»(x)|| = 1 then each maximizing sequence for x converges and hence F is continuous at x .

Simon F i t z p a t r i c k
Proof. Our assumptions on the norm of E imply that every nonzero element of E (respectively E* ) strongly exposes B(E*) (respectively B{E) ) . Thus we can apply Theorem 2.1*. The continuity of P (respectively F ) follows immediately from the convergence of a l l minimizing (respectively maximizing) sequences.
If we strengthen the hypothesis on < j > to Frechet differentiability of < f > at x , then we can obtain the convergence of minimizing sequences for
x with weaker assumptions on the Banach space E .
{x) strongly exposes B{E) at some point z , then every minimizing sequence for x converges to x - §{x)z , and the latter is the unique nearest point in M to x . (b) If M is bounded and x € E is a point of Freahet differentiability of \p , then \\ty'{x)\\ = 1 . If <JJ'(^) strongly exposes B(E) at some point z 3 then every maximizing sequence for x converges to x -ty{x)z , and the latter is the unique farthest point in M from
x .
Proof. In order to prove (a) and (b) simultaneously, introduce a constant X which i s t o be equal t o 1 in part (a) and equal to -1 in part (a). In part (b) l e t [y ) be any minimizing sequence for x and l e t 4>-| = <t > • In part (b) , l e t [y ) be any maximizing sequence for x and l e t 4> . = IJJ .
Choose a sequence (a ) of positive numbers such that a •+ 0 and a > X(||a:-y ||-(|). (x)) for every n € M . If 0 < t < 1 then for each n ,
Now l e t e > 0 . By d e f i n i t i o n of <$>!(x) , t h e r e i s 6 > 0 such t h a t whenever \\y\\ < 6 we have
and dividing by a yields Since e > 0 was a r b i t r a r y , a -*• 0 and ||<j>,'(x)|| £ 1 (by Lemma 2 . 1 ) we
hence ||ij>'(x)|| = 1 as required. Furthermore, if (j)^(a;) strongly exposes 
Sufficient conditions for differentiability of $ and ty
It should not now be surprising that we need some continuity-like condition (such as "every maximizing sequence converges") in order to prove that tf> or ( f > i s differentiable. Also, Theorem 2.9 shows t h a t , at least for i| ) , we need to assume the differentiability of the norm at x -Fx . 
(b) If F(y) is nonempty for a dense set of y in some neighborhood of x and F is continuous at x , with the norm of E being Gateaux (respectively Frechet) differentiable at x -F(x) , then \p is Gateaux (respectively Frechet) differentiable at x .
To prove these theorems we will obtain a general result which contains both as special cases. Recall the definition of the Clarke subgradient [7] , "dh of h : first let
y i. E , and then define 2h(x) = {x* € 27* : <x*, y) S h°(x, y) for all y i E) .
Wote that if dh(x) is single valued then dh(x) exists and Dh(x) = idh(x)} (see [ H ] ) .
We need the following mean-value property for dh .
PROPOSITION 3.3 [//]. If x and y are points of E then there is a point z of [x, y] = {tx+(l-t)y : 0 < t 5 l) and some z* € 3h(z) such that
< 3 *, y-x) = Hy) -Hx) . 
THEOREM 3.4. Let M, h and n be as above. Suppose that x is a point of E where n is finite and that z is a point of M such that n(x) = h{x-z) and dh is single-valued at x -z . Further assume the following continuity-like condition: for every y in some neighborhood of zero in E we can assign an element m{y) of M such that, as y •*•
It then follows that r\ is Gateaux differentiable at x and dr\{x) = dh(x-z) . Moreover, if dh is continuous at x -z then r\ is
Freahet differentiable at x .
Proof. Let y € E and t > 0 . Then define
x+ty)-r)(x)-(dh(x-z), ty>] 5 t~1[h{x+ty-z)-h(x-z)-<dh(x-z), ty>]
since z € M . Also if we define
a(ty) = t~1[r)(x+ty)-h[x+ty-m(ty))] , then a(ty) •*• 0 as t •* 0 by (h) . Moreover, (7) v{ty) > t-X {h{x+ty-m{ty)}-h{x-m{ty)\} + <*(ty) -<dh{x-z), y) -<x*, y> -<dh(x-z), y> + a{ty) for some x* = x*{ty) £ dh[w(ty)) , where w(ty) € [x+ty-m(ty), x-m(ty)] , "by Proposition 3-3. As t •*• 0 we have m(ty) •*• z , by ( 5 ) , so w(ty)
converges to x -z . Since <>h i s norm-weak* upper semicontinuous a t 
(y) € P[w(y)) .
Thus the conditions of Theorem 3.^ are satisfied.
Proof of Theorem 3.2. We note that \l>{y) = -inf{-\\y-m\\ : m £ M)
and thus we can apply Theorem 3.1* to h = -\\'\\ and n = -i|) . The details are similar to those of the Proof of Theorem 3.1. Proof. (a) Lau [70] proved that P(y) is nonempty for a dense set of y in E . Now, by Theorem 3.1 (b), if P is continuous at x , then <f> is Frechet differentiable at x . Conversely, if <f> is Frechet •differentiable at x , then Corollary 2.7 shows that every minimizing sequence for x converges, which in turn implies the continuity of P at x .
(b) By Corollary 2.8, there is a dense set of y € E such that F(y) is nonempty. Now Theorem 3.2 (b) and Corollary 2.7 finish the proof, as in part (a).
COROLLARY 3.6. Suppose that M is a closed subset of a Banach space E such that the norm of E is both Frechet differentiable and uniformly Gateaux differentiable and the norm of E* is Frechet differentiable. (a) The following are equivalent for a point x of E ~ M : (i) the function <f is Frechet differentiable at x ; (ii) the function <J> is Gateaux differentiable at x and
Hd<f»(aOII = 1 ; (Hi) the metric projection onto M is continuous at x . (b) If M is bounded and x £ E , the following are equivalent: (i) the function ^ is Frechet differentiable at x ; (ii) the function if) is Gateaux differentiable at x and (Hi) the metric antiprojection is continuous at x .
Proof. This is immediate from Theorem 2.6, Corollary 2.5 and Corollary 3-5.
Our interest in the differentiability of <f> arose initially from an [75] and [22] ) is in fact continuously Frechet differentiable, while the one presented in [73] is convex, hence differentiable on a dense G. set.)
The next corollary shows that such a "generic" differentiability result is valid for <\> in certain spaces. Proof. Lau [70] has shown that there is a dense G r subset A of E o such that, if x € A , then every minimizing sequence in M for x converges. We can apply Theorem 3-1 (a) to get 4> differentiable on A ~ M . However, < ) > is constant (zero) on the interior of M , so we have 4> differentiable on A ~ boundary(M) , which is a dense G*. set since the boundary of M is closed and nowhere dense.
We need not prove a corresponding result for IJJ since ty is convex and every reflexive space E is an Asplund space [74] , that is, every continuous convex function on E is Frechet differentiable on a dense G« o subset of E .
Convexity of M when $ is differentiable
Suppose that M is a closed subset of a Eanach space E . If § is Frechet differentiable (or Gateaux differentiable with norm-one derivative) at each point of E ~ M then we give conditions on E which guarantee that M is convex.
A subset M of E is called a Cebysev set if every point x of E has a unique nearest point in M , and the set M is spproximatively compact provided every minimizing sequence in M for each point x of E is relatively compact. We need the following results of Vlasov. is Gateaux differentiable at 0 with d<J>(0) = 0 .
Proof. For x 6 E we have, as in Asplund [3] ,
•(l+n~ )e : n = 1, 2, ...
where f(x) = supj 2(l+n" 1 )< x, e >-(l+n" 1 ) 2 : n = 1, 2, ... \ , so f continuous and convex. Also /(x) = -1 whenever 2(l+n" 1 )<x, e > < (l+n" 1 ) 2 _ 1 for all n ; hence which is easily seen to be Frechet differentiable on U .
