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A Novel Multi-Feature based On-Site
Calibration Method for LiDAR-IMU System
Abstract—Calibration is an essential prerequisite for the
combined application of Light Detection and Ranging (LiDAR)
and Inertial Measurement Unit (IMU). However, current LiDARIMU calibration usually relies on particular artificial targets or
facilities and the intensive labor greatly limits the calibration
flexibility. For these reasons, this paper presents a novel multifeature based on-site calibration method for LiDAR-IMU system
without any artificial targets or specific facilities. This new on-site
calibration combines the point/sphere, line/cylinder and plane
features from LiDAR scanned data to reduce the labor intensity.
The main contribution is that a new method was developed for
LiDAR extrinsic parameters on-site calibration and this method
could incorporate two or more calibration models to generate
more accurate calibration results. First of all, the calibration of
LiDAR extrinsic parameters is performed through estimating the
geometric features and solving the multi-feature geometric
constrained optimization problem. Then, the relationships
between LiDAR and IMU intrinsic calibration parameters are
determined by the coordinate transformation. Lastly, the FIMLE
method is applied to solving the optimization of the IMU intrinsic
parameters calibration. A series of experiments have been
conducted to evaluate the proposed method. The analysis results
demonstrate that the proposed on-site calibration method can
improve the performance of the LiDAR-IMU.
Index Terms—LiDAR, IMU, on-site calibration, multi-feature,
full information maximum likelihood estimation

I.INTRODUCTION

I

n the modern society, Light Detection and Ranging (LiDAR)
and Inertial Measurement Unit (IMU) can be usually found
on vehicles, personal electronic devices and robots; they are
also increasingly used to perform locating and navigating task.
However, due to the time drift, IMU is usually unreliable to
estimate the position and the attitude over long periods of time,
producing large accumulated errors. LiDAR is an optical
metrological technology that captures target surfaces in the
three-dimensional (3D) space with highly redundant sets of
discrete points. It provides 3D position information with higher
accuracy and efficiency, thereby reducing or bounding IMU
drift. Therefore, the combination of LiDAR and IMU could
improve the estimated robustness and the calibrated accuracy,
also it is very suitable in many applications, especially in Global
Position System (GPS) denied environments [1-4].
To guarantee the optimal performance, proper calibration is
a precondition for LiDAR-IMU applications, and its
measurement performance can be improved greatly after the
calibration. Usually, the LiDAR-IMU calibration mainly
includes the LiDAR extrinsic parameters calibration, IMU
intrinsic parameters calibration, and coordinate transformation
between LiDAR and IMU. However, to the best of the authors'
knowledge, the current calibration technologies have rarely

been investigated for LiDAR-IMU calibration. The possible
reasons are that, the new development 3D LiDAR, such as the
revolving-head LiDAR (Velodyne LiDAR series), consists of
multi-layer laser rangefinders, which makes the transformation
model between LiDAR and IMU is extremely complicated. In
addition, the measurement information of LiDAR and IMU
cannot be compared directly. For these reasons, the procedure
to calibrate a LiDAR-IMU system directly has rarely been
proposed in the literatures; instead, they mainly focus on the
calibration of 3D LiDAR itself, or 2D LiDAR-IMU system. The
features used during on-site calibration often rely on particular
artificial targets or specific facilities [5-7]. For example,
Marcelo et al. [8] and Chen et al. [9] used the moving artificial
sphere targets to calibrate the multiple layer LiDAR and 2D
LiDAR-IMU system. Kang et al. [10] , Gerardo et al. [11] and
Huang et al. [12] used the artificial simple planes, pattern planes
and V-shaped planes, to calibrate the 2D LiDAR, 2D LiDARIMU system and multiple layer LiDAR, respectively. Shang et
al. [13] and Zhou et al. [14] used an orthogonal normal vector
pair and three plane-line to calibrate the 3D LiDAR and 2D
LiDAR-IMU system, respectively. Chan et al. [15] investigated
the on-site calibration of the multi-layer LiDAR using the
cylinder target in static and kinematic modes. Liu et al. [16]
proposed a method using cone-cylinder targets for extrinsic–
intrinsic calibration of a LiDAR-IMU. Also the LiDAR
manufacturers provide the specific calibration facilities, such as
Leica white and black color planar targets and FARO different
diameter sphere targets [17-18].
As mentioned above, although the particular artificial targets
or additional facilities can be used to calibrate the LiDAR-IMU
system on-site, they usually have the followings drawbacks [1923]: (1) the time and cost to set up and maintain a certain
quantity of artificial targets field are very huge; (2) finding a
sufficient free space on the job site to calibrate the LiDAR-IMU
system is usually very difficult; (3) they do not have the ability
to solve the on-site real-time calibration problem for LiDARIMU system; for example, in order to maintain the higher
measurement accuracy for long periods of time in performing
navigation or localization tasks, the LiDAR-IMU systems with
measuring instability should be calibrated automatically and
frequently.
These drawbacks significantly limit the on-site calibration
flexibility for LiDAR-IMU system [24-25]. In order to
overcome these drawbacks, the existing natural features can be
utilized to perform the on-site calibrating of LiDAR-IMU,
which is similar to the case of using artificial targets. Usually,
the features of artificial targets, such as point/sphere,
line/cylinder and plane features can be easily found in many
indoor and outdoor natural scenes, and these features can be
detected automatically based on a specification algorithm.

However, when high accuracy calibration requirement needs to
be met, the single feature in natural scenes can be difficult to
achieve this requirement. This is because the single point-based
calibration may suffer from the parameter correlation, the single
plane-based calibration accuracy will be very poor due to the
low diversity of the laser scanned data in horizontal orientation,
and the single line-based calibration is subject to non-linear
error [26-27].
For this reason, a multi-feature based method which
combines the advantages of point/sphere, line/cylinder and
plane features from LiDAR scanned data is proposed for on-site
calibration of a LiDAR-IMU system without using any artificial
targets or specific facility. Moreover, the line features can be
derived from the intersection of a set of plane features to
produce a line, and point features can be obtained from the
intersection of line features, et.al. Also these features can be
easily found in indoor and outdoor environments [28-29].
The main contributions of this research are summarized as
follows: (1) a new on-site calibration method based on multiple
features for LiDAR extrinsic parameters is developed. This
calibration method can incorporate two or more calibration
models (such as point/sphere, line/cylinder and plane features)
to generate more accurate calibration results. Also it can be
applied to calibrate any type of 3D or 2D LiDAR-IMU system.
(2) The FIMLE method is present to solve the IMU intrinsic
parameters optimization problem. The FIMLE is robust to deal
with the uncertainty of the propagation intrinsic parameters
vector of LiDAR-IMU.
The on-site calibration procedure for LiDAR-IMU is carried
out through the following steps: First of all, the LiDAR
extrinsic parameter is calibrated through registering the
geometric features extracted from LiDAR scanned data and
solving the multi-feature geometric constrained optimization
problem. Secondly, the relationships between the extrinsic
parameters and the intrinsic parameters of LiDAR-IMU are
determined by the coordinate transformation. Finally, the
FIMLE method is applied to resolve optimization problem of
the IMU intrinsic parameter calibration. The simulation and
experimental results show that extrinsic and intrinsic error
parameters of LiDAR-IMU can be accurately calibrated and the
overall performances are obviously improved after calibration
using the multi-feature based method.
II.RELATIONSHIP BETWEEN LIDAR AND IMU
Generally, LiDAR-IMU system includes three basic
coordinate frames: LiDAR frame L , IMU frame  I  , and
Earth frame E . Figure 1 gives the relationships of the three
frames. Supposing that a target point E P in frame E is
corresponding to a point P in frame L , the position of E P
L

in frame L can be computed as
L

L
E

L
E

P = REL E P + TEL

(1)

where R and T are the orthonormal rotation matrix and
translation matrix between frame E and frame L .

E 

Target

I 

 R,T LI
IMU

L
LiDAR

Fig. 1. Relationship between frames L , I  and E  .

Usually, IMU consists of three gyros and three
accelerometers. The accelerometer outputs the specific force
and the gyro provides the changing of Euler angles. Based on
the information from the gyro and the accelerometer, the
position of IMU can be obtained. The point I P in frame I 
converts to the point E P in frame E as:
E
(2)
P = RIE I P + TIE
E
E
where RI and TI are the rotation matrix and translation matrix
from frame I  to frame E
Substituting Equation (2) into Equation (1), and note that L P
in frame I  can be expressed as L P = RIL I P + TIL , we obtain
L
(3)
P = REL ( RIE I P + TIE ) + TEL = RIL I P + TIL
L
L
where R I and TI are the rotation matrix and translation matrix
from frame I  to frame L
Equation (3) is the coordinate transforming relationship
between LiDAR and IMU. This research focuses on the
LiDAR-IMU system calibration, and the aim is to improve the
accuracy of LiDAR extrinsic parameters, IMU intrinsic
parameters, R IL and TIL .
In on-site calibration, the LiDAR extrinsic parameters can be
calibrated through observing the true values of E P provided
through higher accuracy instruments in frame E . However,
the LiDAR scanning is the sparse sampled of 3D points cloud
on the target’s surfaces, and hard to realize the direct point-topoint matching. But the intrinsic geometric feature of LiDAR
scanned 3D points date can be more reliable in obtaining the
correspondence in different data sets. In the next sections, the
different type of constrained geometric feature will be given
and used to calibrate the LiDAR-IMU system on-site.
III.MULTI-TYPE GEOMETRIC FEATURES
Supposing that the LiDAR 3D point dataset P = xi , yi , zi 
has a certain geometric shape which may be a point/sphere, a
line/cylinder or a plane, the functional model of P can be
expressed as [30]:

(4)
F (P) = 0
where  is the type of the geometric shapes, F  is the geometric
function of the  , and F  = 0 represents the geometric features
which could be found by fitting on the 3D points.

A. Point/Sphere Features
The points and spheres can be treated as one category
because a point is defined as a sphere with a radius of zero.
Supposing ( xc , yc , zc ) is the center coordinates of the sphere,
and R is the radius of the sphere with a specified “fixed” radius.
The sphere equation is denoted as:
( xi − xc )2 + ( yi − yc )2 + ( zi − zc )2 − R 2 = 0
(5)
In consideration of the on-site calibration, the spherical
feature is taken as an optimization problem, which is to
minimize the distance from point dataset P to the fitted sphere.
Thus, the constrained function can be expressed as:

(

( xi − xc )2 + ( yi − yc )2 + ( zi − zc )2 − R

i

)

2

=  vi2 = min (6)
i

The residuals vi can be linearized as:

vi =

xi − xc
y − yc
z −z
dxc + i
dyc + i c dzc + Ri0 − R
di
di
di

(7)
,

Ri0 = ( xi − xc2 )2 + ( yi − yc2 )2 + ( zi − zc2 )2 .

According to Equation (7), if the number of points P is n, the
total error constrained function of spherical feature can be
denoted as:
(8)
V =W X − L
n1

 x1 − xc
 d
1

where W =  M

 xn − xc
 d
n


n3 31

y1 − yc
d1

n1

z1 − zc 
 R − R10 
 dxc 
d1 




M 
M  , X =  dyc  , L = 

 dz 
 R − R0 
z n − zc 
n 
 c


dn 

M
y n − yc
dn

B. Line/Cylinder Features
Typically, the line and cylinder can be taken as one category
because the line can be considered as a cylinder with a radius
of zero. Suppose the model of 3D line is calculated using six
descriptive parameters
 x = x0 +  u x

(9)
 y = y0 +  u y

 z = z0 +  u z
where 𝜆 denotes a scale factor, (u x , u y , uz ) represent the
direction vector components of 3D line, and ( x0 , y0 , z0 ) denote
the point coordinates along the 3D line.
Otherwise, a cylinder can be described using seven
parameters; that is to say, one parameter denotes the cylinder
radius r with

d x2 + d y2 + d z2 − r = 0 , di = d x2 + d y2 + d z2 is the

components of the distance from the point in question to the
cylinder axis, other six parameters denote the cylinder axis.
Towards a series of n points, n  2 represents a line and
n  5 (non-planar/non-collinear points) represents a cylinder.
Therefore, the constrained function of the line/cylinder can be
represented as:

(
n

i =1

)

i2 di2 − ri2 = min ( ux , u y , uz , x0 , y0 , z0 , r )

di =

Axi + Byi + Czi + D
A2 + B 2 + C 2

(10)

(12)

Towards a series of n points, when the number of noncollinear points n  3 , the constrained function of the plane can
be calculated as:
n

di = ( xi − xc )2 + ( yi − yc )2 + ( zi − zc )2

where

C. Plane Features
Generally, the function of plane feature is represented as:
(11)
Ax + By + Cz + D = 0
where D denotes the perpendicular distance between the plane
and the origin of 3D coordinate system ; A , B and C represent
the unit vector components of a normal plane.
In order to estimate the parameters of the best-fit plane, the
least square method is used to illustrate the plane fitting as:

d
i −1

2
i

= min( A, B, C, D)

(13)

D. Multi-Feature Constrained Confidence Matching
The multi-feature constrained confidence matching is
important to evaluate the matching reliability of the geometric
shape, and the matching interval can also be used to control the
deviation of geometric features.
Suppose the confidence matching interval is ( , ) , which
can be applied to evaluate the matching properties and noise
errors of the LiDAR scanned 3D points dataset. To ensure that
the geometric function F  ( P ) could be equal to zero, the error
covariance model of ( , ) is defined as:
  = E F  ( P )2

(14)


2
 = D F ( P )

where E and D represent the expectation and deviation of

2
F (P) .

(
(

)
)

According to Equation (4) and Equation (14), if the
confidence matching error exists, it will yield deviations in
geometric shapes. Therefore, the estimation of the geometric
features could be affected by the confidence matching error.
However, the type of the above defined geometric features will
keep consistent in case of the confidence matching. It can
assume that the geometric features are constraints in a short
range and then the corresponding 3D point of the features will
fulfill the invertible affine transformation. Although a minor
deviation may appear in the calibration, its influence can be
reduced by the error covariance model of ( , ) .
IV.CALIBRATION PARAMETERS
A. LIDAR Extrinsic Calibration Parameters
Currently, different types of LiDAR exist with varying
scanning mechanisms, number of lasers, and geometric
configurations. In this paper, a Velodyne VLP-16 is used, as
shown in Figure 2. The VLP-16 LiDAR possesses high
accuracy and definition, it can provides a 360° horizontal fields
of view (  ) and 30° vertical fields of view (  ), also a rich
point cloud be captured at a sampling rate of three million
points per second [31].

Z

 I  1 + k +  k
  I gx 
 g , xy
 g , xz
g,x
g,x
 gx  
 
 g , yx
1 + kg , y +  kg , y
 g , yz
 Igy  = 
  Igy 
  
 


1
+
k
+

k
g , zx
g , zy
g ,z
g ,z   Ig 
 I g z  
 z

0    360

 b +  b   w   b
0
gx
 gx
  gx   gx
+ bg y +  bg y  +  wg y  +  0  bg y

   
0
 bg z +  bg z   wg z   0

Y
 = 1 ,

X

, 16 

0   I ax 
 
0   Iay 
 
 bg z   I az 

(20)

where  bg represents the coefficient of g-dep bias; ba and bg
denote the biases of accelerometer and gyroscope, respectively;
 a and ka represent accelerometer misalignment biased and

Fig. 2. VLP-16 LiDAR geometric configuration.

The basic model of VLP-16 LiDAR for the point data
generation process is defined in a spherical global coordinate
system. The mathematical model for measuring 3D point data
can be modeled as follows:

 xi   i cosi sin i 
  

Li (  , , ) =  yi  =  i cosi cosi 

 z    sin 
i
i

 i 

scale factors;  g and k g denote gyroscope misalignment biased
and scale factors; I a and I g denote the actual accelerometer
and gyroscope values, respectively; I a

and I g denote

accelerometer and gyroscope outputs; wa and w g denote
(15)

accelerometer and gyroscope noises;  k and  k g denote

accelerometer and gyroscope scale factors instability,
where  denotes the LiDAR fixed vertical fields of view angle， respectively.
 is the horizontal fields of view angle, and  represents the
According to Equation (19) to Equation (20), the IMU
measuring range.
intrinsic calibration parameters vectors a and  g are given
According to Equation (15), the mathematical model for 3D
point position on the unit sphere would be converted into as:
T
Cartesian coordinates; however this conversion will cause the
(21)
a = kax , kay , kaz , bax , ba y , baz , bax , wax , wa y , waz 
additional error for LiDAR extrinsic parameters, the error
T
model is expressed as:
(22)
g = kgx , kg y , kgz , bgx , bg y , bgz , bgx , wgx , wg y , wgz 
 ( kL i − i )cosi sin i − hi cos(i − i )   cosi − sin i 0 

 

Li (  , , ) =  ( kL i − i )cosi cosi + hi sin(i − i )    sin i cosi 0  (16)



( kL i − i )sin i + vi
0
1 
V.ON-SITE CALIBRATION FOR LIDAR-IMU

  0
where L is the actual LiDAR value;  denotes the offset
The on-site calibration process is shown in Figure 3. It
correction of the LiDAR measurement range;  represents mainly includes calibration of LiDAR extrinsic parameters and
offset correction of view angle in horizontal fields ; h
IMU intrinsic parameters, and optimization of LiDAR-IMU
denotes horizontal offset correction; v represents vertical system parameters. The detailed calibration procedure is
offset correction; and k L denotes the scales factor; i = 1, …, 16 implemented as follows:
is the number of laser rangefinder.
Suppose Ri represents the rotation matrix of θ, the Equation A. Calibration of LiDAR Extrinsic Parameters
As defined in section III, a geometric feature can be
(16) is rewritten as [30]
represented as:

 cos i sin i   i cos i sin i + xi cos(i − i )  


 

(23)
G = P , , F  ,(  , )
Li (  , , ) = R  k L i cos i cosi − i cos i cosi − xi sin(i − i ) 
i







sin  i

 
 
 

i sin  i − zi





(17)
From Equation (15) to Equation (17), the LiDAR extrinsic
calibration parameters vector  L was given as follows:
T
(18)
 L =   ,  , , k 
B. IMU Intrinsic Calibration Parameters
According to the references [32-33], the measurement error
functions of IMU can be expressed as:
 I  1 + k +  k
  I ax   bax +  bax   wax 
 ,xy
 ,xz
 ,x
 ,x
 ax  
  
  
 , yx
1 + k , y +  k , y
  , yz
 Iay  = 
  I a y  + ba y +  ba y  +  wa y 
  
 ,zx
 ,zy
1 + k ,z +  k ,z   I a   ba +  ba   wa 
 I az  
 z  z
 z
z 

(19)

where  po int/ sphere, line / cylinder, plane is the type of
the geometric shapes, P is the 3D point dataset, F  is the
geometric function of the  , and (, ) is the confidence
matching interval.
In the process of geometric feature extraction from the
LiDAR scanned point datasets, for a specific type of geometric
shape  , the geometric feature G can be estimated through
calculating a geometric function of F  on the LiDAR scanned
3D point dataset using the developed geometric features, and the
confidence matching interval (, ) can be estimated similarly.
Thus, a set of geometric features G can be obtained and used for
the calibration of LiDAR extrinsic parameters.
During the calibration of LiDAR extrinsic parameters, the
LiDAR estimated calibration parameters  L are always used
to generate the 3D points cloud data, and to extract the
geometric feature from the scanned point dataset. The extracted

geometric shape will contain the calibration parameters error,
which can be deviated by solving the multi-feature geometric
constrained optimization problem.
Multi-type
features

IMU error
model

LiDAR
error model

Extrinsic Parameters Calibration Module
Multi-type geometric features constrains
for LiDAR extrinsic parameters calibration

L
Optimally determine the relationship
between LiDAR and IMU frame
( RIL ,TIL )

 
 L
 a 
 
 g 
 L
TI 
RL 
 I 

where the  denotes IMU intrinsic parameters vector, M
represents the coordinate transformation matrix vector between
LiDAR and IMU; TIL , R IL represent the translating and rotating
matrix between IMU and LiDAR frames.
The architecture of FIMLE method is shown in Figure 3. The
main purpose of using FIMLE to calibrate IMU intrinsic
parameter is to solve the following optimization equations:
(27)
M FIMLE ,  FIMLE = arg min f ( M , ,U ,V )

Intrinsic Parameters Calibration Module
FIMLE method for IMU intrinsic
parameters calibration

( , )
a

Update

g

LiDAR-IMU System Parameters
Optimization Module
EKF algorithm for LiDAR-IMU
system parameters optimization

M ,

The calibration procedures are implemented as follows.
Generally, an important step in LiDAR measurement is to
estimate the error of the calibration parameters from LiDAR
scanned points dataset. Firstly, the 3D points data from LiDAR
scanning can be applied to determine the geometric shape.
When the LiDAR scanned points mainly lie on the i th target
surface, the scanned geometric feature parameters can be
computed through minimizing the linear least square problems
as follows:
n

True

i =1

where Gi

True

and Gi

Estimate

− Gi

2

(24)

Estimate

are the nominal and estimated

values of a certain geometric feature.
When the multi-type geometric shapes are determined in
relation to the LIDAR frame, the optimal calibration parameters
ˆ can be computed as:
error 
L
n

i
 arg min  G Po int
i
=
1


n

ˆ =  arg min  G i

L
 Line

i =1

n
 arg min
Gi Plane


i =1


 
 
True − G
Estimate
 

2
i
 
True − G Line Estimate
 

2
i
 
True − G Plane Estimate
 
i
 Po int

K

K

k =0

k =0

f ( M , ,U ,V ) = f (U k M k ,  )   f (Vk M k ,  ) (28)

Fig. 3. On-site calibration procedure for LiDAR-IMU system.

L = arg min  Gi

B. IMU Intrinsic Parameters Calibration
Next, the FIMLE method will be used to calibrate IMU
intrinsic parameter. The FIMLE method is based on the
maximum likelihood estimation principle and can combine with
the transformation matrix vector to deal with the uncertainty
and incompleteness for IMU intrinsic parameters calibration.
Also it can provide the accurate estimation for IMU
measurement error equations and improve the calibration
accuracy and reliability.
According to Equation (2), Equation (21) and Equation (22),
the IMU intrinsic parameters vector and the coordinate
transformation matrix vector can be expressed as:
T
 =  

   g 
(26)

L
L T



M
=
R
T
I
I




2

(25)

According to the LiDAR scanned multi-type geometric
features, Equation (25) is able to compute as a nonlinear
optimization problem, which uses the previously calculated
results as initial values to optimally estimate the LiDAR
extrinsic calibration parameters.

where f () represents the joint probability density function;

M FIMLE denotes the FIMLE value of the coordinate
transformation matrix vector M ;  FIMLE represents the
FIMLE value of IMU intrinsic parameters vector  ; U denotes
the optimum values for coordinate transformation matrix vector
M ; V represents the measurement optimum values for IMU
intrinsic parameters vector  ; k  [0, K ] is the calibration time
instances.
The calibration procedure of the IMU intrinsic parameter
calibration using FIMLE method is implemented as:
(1) Estimation nominal values of M and 
According to Equation (19) and Equation (20), the
estimation nominal values of M and  can be calculated as
follows:

 M = M   M

 =   

(29)

where M and  are the nominal estimation values of M and
 , respectively;  M and  are the error values of M and  ;
 represents the simply component wise addition.
(2) Representation minimal states of M and 
According to the Equation (29), the minimal states
function can be computed as:

¶ = M + J ( M )w
 M
IMU

µ
 = H ( M )   + J ( )wIMU

(30)

¶ and 
µ represent the minimal states function of M
where M
and  ; J denotes white noise processes vector regard to the
¶ ; H denotes the derivative of  regard to 
µ
minimal state M

P oint feature
Line feature

T

; wIMU =  wa wg  is the IMU noise processes vector.
(3) M and  calibration
Based on Equation (27) to Equation (30), the calibration
of M and  using the FIMLE method can be equivalent to
resolving the following functions optimization:

IM U
LiD AR

K
2
ˆ ¶
¶
¶
ˆ
 f ( M k ) = arg¶min  H M¶ k ( k k − 1)  f ( M k ) − H M¶ k (k k − 1)  f ( M k −1 ) wIMU ( k )
Mk

k =0

K
2
 fˆ (
µk ) = arg min
µk ) − Hˆ ( k k − 1)  f (
µk −1 )
H µk ( k k − 1)  f (
µk



wIMU ( k )
µ
k
k =0

where 

2

(31)
represents the vector Euclidean length; fˆ () denotes

the minimal joint probability density function.
According to Equation (31), the optimal estimation of M
and  are obtained.
C. LiDAR-IMU System Parameters Optimization
Supposing  denotes LiDAR-IMU system parameters
vector, it is expressed as follows:

 =  RIL TIL

L



g 

T

(32)

Based on the Extended Kalman Filter (EKF), the
optimization parameters functions of LiDAR-IMU system are
expressed as:
 R L ( k ) = R L ( k − 1) +   t  ( k − 1)
I
 I
TIL ( k ) = TIL ( k − 1) + t   ( k − 1)

(33)
 L ( k ) =  L ( k − 1) +  L  t  ( k − 1)

 ( k ) =  ( k − 1) +    t  ( k − 1)
 ( k ) =  ( k − 1) +   t  ( k − 1)
g
g
 g
where t denotes the calibrating time,   L ,   and  g
represent the LiDAR and IMU (accelerometer, gyroscope)
biases coefficient, respectively.

P lane
feature

Fig. 4. Multi-feature calibration using simulation dataset

In the simulation, it is supposed that the reliability of the
confidence matching interval of the multi-type geometric shape
was very high, and no random noise was added. The calibration
results by matching the multi-type geometric features using our
proposed algorithm were shown in TABLE I and TABLE II.
In LiDAR extrinsic parameters simulated calibration
experiments, the standard deviation value was set as  = 3.0
mm,  =  = 0.03 . After calibration, the plane feature, line
feature, point feature and multi-feature based method can
improve the overall accuracy of  by 34.67%, 37.33%, 45%
and 61.33%, respectively. Similarly, the overall accuracy
improvements of  and  are 23.33%, 33.33%, 36.67%,
56.67%, and 30%, 36.67%, 40%, 60%,respectively.
TABLE I
THE VALUES OF LIDAR EXTRINSIC PARAMETERS AFTER
SIMULATED CALIBRATION

LiDAR
extrinsic
parameters

Before
calibration

Plane
based
method

Line
based
method

Point
based
method

Multi-feature
based method

 (mm)

3.0

1.96

1.88

1.65

1.16

 (deg)

0.03

0.023

0.02

0.019

0.013

 (deg)

0.03

0.021

0.019

0.018

0.012

VI.CALIBRATION USING SIMULATION DATASET
In order to verify the effectiveness of the proposed method,
three kinds of geometric features (point, line and plane) were
simulated to evaluate the performance of the multi-feature
based on-site calibration method. The simulation datasets were
generated through estimating the point coordinate true values
from intercepting the LiDAR-IMU measurement functions and
geometric feature models. Geometric features can be derived
from the surrounding environments in Figure 4, for example,
the point features can be extracted from the spherical targets on
the street lamp, the line features can be extracted from the street
lamp poles or the intersection of two planes features, and the
road or building wall surfaces can be extracted as the plane
features.

In IMU intrinsic parameters simulated calibration
experiments, the standard error value was set as  a = 1.0 m/s2,

 g = 1.0 rad/s, and ka = k g = 0.1 . After calibration, the plane
feature, line feature, point feature and multi-feature based
method can improve the overall accuracy of  a by 14.9%,
21.2%, 23.5% and 41.2%, respectively. Similarly, the overall
accuracy improvements of  g , k a and k g are 32%, 37%, 39%,
58%, and 33.7%, 40.2%, 41.3%, 59.3%, and 47%, 49%, 50%,
61%, respectively.
TABLE II
THE VALUES OF IMU INTRINSIC PARAMETERS AFTER SIMULATED
CALIBRATION

multi-type geometric feature constraints obtained from the

( P ) . The optimal estimation of LiDAR

IMU
intrinsic
parameters

Before
calibration

Plane
based
method

Line
based
method

Point
based
method

 (m/s2)

1.0

0.851

0.788

0.765

0.588

k (%)

0.1

0.068

0.063

0.061

0.042

 g (rad/s)

1.0

0.663

0.598

0.587

0.407

k g (%)

0.1

0.053

0.051

0.05

0.039

Multi-feature
based method geometric function F

extrinsic parameters can be calculated according to Equation.
(24) and (25).

According to the results of simulated calibration experiments,
it can be seen that the overall performances of LiDAR-IMU
extrinsic and intrinsic parameters are obviously improved after
applying the multi-feature based method.
VII.EXPERIMENTAL VERIFICATION
To validate the presented method using real datasets, a series
of on-site calibration experiments were conducted. Figure 4
gives the experimental layouts, and the specifications of IMU
and LiDAR are given in TABLE III. The calibration
experiments were conducted with standard targets (sphere,
cylinder and plane), LiDAR and IMU. In the experiments, the
LiDAR and IMU were fixed on the rotated platform.
TABLE III
THE SPECIFICATIONS OF IMU AND LIDAR
Navigation Features
Horizontal Position
Accuracy
Vertical Position
Accuracy
Velocity Accuracy
Roll & Pitch
Accuracy

IMU

Performance Features

LiDAR

0.5 m

Channels

16

0.8 m

Range

100 m

0.007 m/s

Accuracy

±3cm

0.01°

Vertical FOV

30°

Heading Accuracy

0.05°

Output Data Rate

Up to
1000 Hz

Horizontal
FOV
Output Data
Rate

Fig. 4. The calibration experiment layouts

According to the scanned 3D point datasets of the sphere
target, cylinder target, plane target and multi-type target, the
geometric features could be extracted and compared with the
true values given by the total station instrument. The extracted
geometric features contain the LiDAR extrinsic parameters
calibration error.

360°
300,000 pts/sec

A. LIDAR Extrinsic Parameters Calibration Experiments
In this experiment, in order to evaluate the effectiveness of
the proposed method, the calibration performances of
calibration methods based on point, line, plane and multifeature (including point, line and plane) were compared. As
shown in Figure 4, LiDAR-IMU was used to capture 3D point
datasets of the spherical features, cylinder features and planar
features in all experiments. The high accurate total station
instrument was used to determine the coordinate of each target
in the frame {E} from different observing orientations to obtain
both high redundancy and accuracy.
In this test, the sphere target, cylinder target and plane target
were located at 3m away from the LiDAR-IMU system. After
the LiDAR scanned 3D point datasets fully match the target
geometric features, the LiDAR extrinsic parameters calibration
can be solved as a nonlinear least squares problem using the

(a) The estimated standard deviation of ρ VS vertical angle 

(b) The estimated standard deviation of θ VS vertical angle 
Fig. 5. The calibration results of LiDAR extrinsic parameters

Figure 5 shows the calibration results using the point based,
line based, plane based and multi-feature based approaches to
estimate LiDAR extrinsic calibration parameters  L . In plane
based calibrated experiments, the standard deviation of  and
 degrade with the increase of the vertical angle  ; the reason
is that planar targets are greatly affected by the angle of
incidence of the laser beam. As shown in Figure 5a and Figure
5b, the Max, Min, Mean values of the estimated standard
deviation of  and  versus vertical angle  are 2.89 mm,
1.73 mm, 2.32 mm and 0.027º, 0.019º, 0.023º. Similarly, The
Max, Min, Mean values of the estimated standard deviation of
 and  using line (cylinder) based method and point (sphere)
based method are 2.57 mm, 1.82 mm, 2.03 mm and 0.023º,
0.018º, 0.020º, and 2.09 mm, 1.76 mm, 1.90 mm and 0.022º,
0.017º, 0.019º, respectively. In the multi-feature based
calibration experiments, the sphere target, cylinder target and
plane target were used to calibrate LiDAR extrinsic parameters
 L , and the calibration results are following: the Max, Min,
Mean values of the estimated standard deviation of  and 
versus vertical angle  are 1.86 mm, 1.66 mm, 1.76 mm and
0.019º, 0.016º, 0.017º.
According to the above analysis, it can be concluded that the
multi-feature based method can improve the calibration
accuracy of LiDAR extrinsic parameters effectively.
B. IMU Intrinsic Parameters Calibration Experiments
After the LIDAR extrinsic parameters were fully calibrated
using the multi-type geometric features, the rotation TIL and the

improvement being 21.86%. Similar to the heading orientation,
the overall accuracy improvements in pitch orientation (Figure
6b) and roll orientation (Figure 6c) are 17.63% and 13.36%,
respectively, after calibrated by FIMLE method.
After obtaining the IMU measurement results before and
after calibration, Equation (31) was then used to estimate the
IMU intrinsic parameters  , k ,  g k g according to Figure 6
and the acquired LiDAR extrinsic parameters. The results are
shown in Table IV. The Table IV illustrates that the Multifeature based method can improve the overall accuracy in 
by 27.78%, 20.69% and 18.45%, respectively, compared with
the plane based, Line based and Point based methods. Similarly,
the overall accuracy improvements in k ,  g and k g are
34.72%, 27.68%, 25.39%, and 40.23%, 24.76%, 22.89%, and
33.33%, 22.81%, 20%, respectively.

(a) The estimated errors in heading orientation

translation R IL between LiDAR and IMU could be obtained
based on Equation (3); then the R IL and TIL together with
calibrated LiDAR extrinsic parameters were all applied to
calibrate the IMU intrinsic parameters.
The LiDAR and IMU were fixed on the rotating platform.
Suppose that the initial translation and rotation biases were
computed by the total station instrument. The performances of
IMU intrinsic parameter calibration were tested in various static
modes.
During the static calibration mode, the turntable was rotated in
different configurations, and the LiDAR-IMU system was placed
in front of the targets for LiDAR extrinsic parameter calibration.
After the LiDAR extrinsic calibration was completed, the
translation TLI , rotation RLI , the nominal attitude angle values
(heading, pitch, roll) provided by the high precision turntable
were used to calibrate the IMU intrinsic parameters using the
FIMLE method. The experimental results were presented in
Figure 6. The horizontal axis represents the measurement time
of the IMU and the vertical axis denotes the measured errors in
heading, pitch and roll directions compared with the nominal
accurate value provided by the high precision turntable. The
black line shows the measurement errors of IMU before
calibration, and the blue line shows the measurement errors of
IMU after calibration using FIMLE. It can be observed through
the comparisons in Figure 6a that the estimated errors in the
heading orientation of the IMU were improved obviously after
calibrated by FIMLE method, with the overall accuracy

(b) The estimated error of the Pitch orientation

(c) The estimated error of the Roll orientation
Fig. 6. The calibration results of IMU intrinsic parameters

TABLE IV
THE VALUES OF IMU INTRINSIC PARAMETERS AFTER
CALIBRATION

IMU intrinsic
parameters

Plane
based
method

Line
based
method

Point
based
method

Multifeature
based
method

 (m/s2)

0.918

0.836

0.813

0.663

k (%)

0.072

0.065

0.063

0.047

 g (rad/s)

0.778

0.618

0.603

0.465

k g (%)

0.066

0.057

0.055

0.044
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VIII.CONCLUSIONS
In this paper, a multi-feature based on-site calibration method
was proposed for LiDAR-IMU system to improve the
calibration flexibility. The primary contributions of this paper
are that:
(1) This paper proposes a multi-feature based method for
LiDAR-IMU on-site calibration without using any artificial
targets or specific facility. This method combines the
advantages of point, line and plane features to generate more
accurate calibration results. It can be applied to calibrate any type
of 3D or 2D LiDAR-IMU system. In addition, these features can
be easily found in many indoor and outdoor scenes.
(2) The calibration process is easy to carry out. The LiDAR
extrinsic parameters can be calibrated through estimating the
LiDAR geometric features and solving the multi-feature
optimization problem. The IMU intrinsic parameters can be
calibrated using FIMLE. The relationships between LiDAR and
IMU intrinsic calibration parameters can be obtained by the
coordinate transformation.
(3) The experimental results show that the proposed method
can improve the calibration accuracy of LiDAR extrinsic
parameters and IMU intrinsic parameters.
Additionally, the developed calibration method can also
support frequent and rapid calibration of the error parameters of
the LiDAR-IMU system. Moreover, the proposed method can
be potentially implemented for on-site real time calibration for
vehicular and robotic, and it is very suitable to perform
localization or navigation tasks in GPS-denied environments.
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