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a b s t r a c t
The concept of quadratic subspace is introduced as a helpful tool for dimension reduction
in quadratic discriminant analysis (QDA). It is argued that an adequate representation
of the quadratic subspace may lead to better methods for both data representation and
classification. Several theoretical results describe the structure of the quadratic subspace,
that is shown to contain some of the subspaces previously proposed in the literature for
finding differences between the class means and covariances. A suitable assumption of
orthogonality between location and dispersion subspaces allows us to derive a convenient
reduced version of the full QDA rule. The behavior of these ideas in practice is illustrated
with three real data examples.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Consider a discriminant problem with k classes and feature vector x = (x1, . . . , xp)′. Let µi and 6i > 0 denote the
ith class p × 1 mean vector and p × p covariance matrix, respectively. Put also pii > 0 for the ith class prior probability,
i = 1, . . . , k, where∑ki=1 pii = 1. When all the 6i coincide, an appropriate criterion is the well-known linear discriminant
analysis (LDA) rule, that classifies according to the minimum value of the scores
Di,LDA = (x− µi)′6−1(x− µi)− 2 log(pii), i = 1, . . . , k, (1)
where 6 is the common class dispersion matrix. The quantities of (1) coincide with those associated to a transformed
feature vector of the form y = A′(x − b), where A is a p × p nonsingular matrix and b a p × 1 vector. This is because
Di,LDA = (x − µi)′A(A′6A)−1A′(x − µi) − 2 log(pii), i = 1, . . . , k. Hence, the linear rule is affine invariant. This leads
naturally to the construction of a dimension-reduction procedure based on a suitable choice of the matrix A.
Specifically, consider a transformation matrix partitioned in the form A = (AL | A(L)), where the second block A(L) is a
basis of the linear manifold S(L) = {a ∈ Rp : a′(µi − µ) = 0, i = 1, . . . , k}, where µ =
∑k
i=1 piiµi is the marginal mean
of x. For every a ∈ S(L), the class means of the linear combination a′(x − µ) are a′(µi − µ) = 0, i = 1, . . . , k. Thus, the
subspace S(L) contains all the directions of Rp that do not separate the groups in location. Suppose now that the two blocks
of A = (AL | A(L)) are such that A′L6A(L) = 0. Then, A′6A = diag(A′L6AL,A′(L)6A(L)). Accordingly, the scores of expression
(1) can be written Di,LDA = Di,RLDA + C , where
Di,RLDA = (x− µi)′AL(A′L6AL)−1A′L(x− µi)− 2 log(pii) (2)
depends on the squared Mahalanobis distance between x and µi in the reduced space A′L(x − µ), i = 1, . . . , k, and
C = (x− µ)′A(L)(A′(L)6A(L))−1A′(L)(x− µ) is a constant independent of the class label. Therefore, the LDA rule is equivalent
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to minimizing the scores Di,RLDA of (2), i = 1, . . . , k. This last criterion is the so-called reduced-rank linear discriminant
analysis (RLDA). Given that S(L) = {a ∈ Rp : Ba = 0}, where B = ∑ki=1 pii(µi − µ)(µi − µ)′ is the p × p between-groups
dispersion matrix, it is easy to see that AL must be a full-rank p × r matrix, where r = r(B) ≤ min(p, k − 1). Thus, the
dimension of the reduced subspace A′L(x− µ) can be substantially smaller than p, particularly when the number of groups
is small. The above ideas are well known, and are explained in many textbooks of multivariate analysis, for example, [1,
Chapter 11]. Methods for selecting a specific form of the matrix AL are discussed in Section 2.
The question arises now as how to generalize the previous ideas when the class dispersion matrices are different. In this
case, criterion (1) must be replaced by the quadratic discriminant analysis (QDA) rule, that classifies minimizing the value
of
Di,QDA = (x− µi)′6−1i (x− µi)+ log(|6i|)− 2 log(pii), i = 1, . . . , k. (3)
It is easy to see that Di,QDA = [(x−µi)′A(A′6iA)−1A′(x−µi)+ log(|A′6iA|)−2 log(pii)]− log(|A|2), i = 1, . . . , k. Therefore,
the scores of (3) coincidewith those corresponding to y = A′(x−b), up to the additive constant log(|A|2) that is independent
of the class label. Hence, the QDA rule is also affine invariant. However, and contrary to the linear case, there is not a well-
established method in the literature for constructing the matrix A for dimension-reduction purposes in QDA. This remark
was made by Hastie and Zhu [2, p. 180] in the discussion of a paper by Cook and Yin [3]. The fact that there is no standard
dimension-reduction technique for QDA was also emphasized by Cook and Yin [3, p. 195]. Previous proposals by Schott [4]
and Cook and Weisberg [5] are reviewed in Section 2.3. These were typically found to be unsatisfactory, because they lead
to a matrix Awhose columns are either non-interpretable or have a pathological behavior.
The aim of thismanuscript is to suggest a general technique for building thematrixA in QDA, that is based on the concept
of quadratic subspace. Themethods of this paper extend a previous proposal in Velilla [6]. The rest of this article is organized
as follows. Section 2 establishes notation and gives some background andmotivation. Sections 3–5 present themain results.
Section 6 discusses three real data applications. Section 7 contains some final comments. An additional appendix collects
the proofs of some auxiliary mathematical results.
2. Background and motivation
Before introducing in Section 2.2 the notion of quadratic subspace, it is interesting to analyze first in detail how the p× r
matrix AL of expression (2) is selected in LDA. In what comes next, the subspace spanned by the columns of a given a × b
matrixM will be denoted S(M). The column space spanned by the productMN, where N is a b × c matrix, will be written
in the form S(MN) = MS(N). This relatively lengthy section contains all the technical prerequisites for the new results of
the paper, that are derived in Sections 3–5. Some of the material that follows comes from Velilla [6, Sections 2 and 3].
2.1. Review of the linear case: The LDA and SIR bases
In LDA, the transformation matrix is A = (AL | A(L)), where S(L) = S(A(L)) and A′L6A(L) = 0. Thus, SL = S(AL) is the
orthogonal complement in Rp of S(L) with respect to the metric of 6. By convention, SL = S(AL) will be called the linear
subspace. Given a fixed basis AL of SL, the remaining bases of this subspace are of the form ALF, where F is a nonsingular
r × r matrix. Therefore, Di,RLDA = (x − µi)′ALF(F′A′L6ALF)−1F′A′L(x − µi) − 2 log(pii), i = 1, . . . , k. Hence, all the bases
of SL produce the same scores in (2). As a consequence, the problem of dimension reduction in LDA is that of selecting an
adequate p× r basis matrix AL of the linear subspace. The standard way to proceed is as follows.
Consider the symmetric kernel matrixMLDA = 6−1/2B6−1/2, and put C = (γ1, . . . , γp) = (Cr | C(r)) for its orthogonal
matrix of eigenvectors, where Cr is of p× r and C(r) of p× (p− r). Since r(MLDA) = r(B) = r , the eigenvalues ofMLDA are
λ1 ≥ · · · ≥ λr > 0 = λr+1 = · · · = λp. Given that S(L) = {a ∈ Rp : Ba = 0} = {a ∈ Rp : MLDA61/2a = 0} = 6−1/2S(C(r)),
it follows that SL = 6−1/2S(Cr) = 6−1/2S(MLDA). Thus, a possible choice for AL is the LDA basis ALDA = (a1, . . . , ar), where
aj = 6−1/2γ j is the jth LDA vector, j = 1, . . . , r . The directions aj maximize the Fisher–Rao criterion. Specifically, given
a1, . . . , aj−1, the vector aj solves the problem
max
a′6a=1
a′Ba subject to a′6al = 0, 1 ≤ l ≤ j− 1. (4)
From (4), the aj maximize the spread of the µi relative to the within class variability. Given that A′LDA6ALDA = Ir , where
Ir is the identity matrix of order r , the LDA basis is orthonormal in the metric of 6. The eigenvalue λj = a′jBaj =∑k
i=1 pii[a′j(µi − µ)]2 measures the location separation provided by the direction aj.
The above procedure is well known, and is described for instance in the books by Ripley [7, Chapter 3] and Hastie,
Tibshirani and Friedman [8, Chapter 4]. A possible variation is related to the ideas of sliced inverse regression (SIR),
introduced by Li [9] and pursued further, among others, by Cook and Yin [3]. The SIR kernel matrix isMSIR = 0−1/2B0−1/2,
where 0 is the marginal covariance matrix of x. The orthogonal complements in Rp of S(L) = {a ∈ Rp : Ba = 0} = {a ∈ Rp :
MSIR01/2a = 0} with respect to the metrics of 6 and 0 = B + 6 are the same. Hence, SL = 0−1/2S(cr) = 0−1/2S(MSIR),
where cr = (g1, . . . , gr) is the matrix of leading eigenvectors of MSIR. Thus, an alternative choice for AL is the SIR basis
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ASIR = (b1, . . . , br), where bj = 0−1/2gj is the jth SIR vector, j = 1, . . . , r . Given that A′SIR0ASIR = Ir , the SIR basis is
orthonormal in the metric of 0.
The directions aj solve the generalized eigenvalue problem Ba = λ6a, normalized by a′6a = 1. In turn, the bj solve the
problemBa = λ0a, normalized by a′0a = 1. Since0 = B+6, the conditionBa = λ6a holds if and onlyBa = [λ/(1+λ)]0a.
Hence, it is easy to check that aj = ±
√
1+ λjbj. In particular, the eigenvalues ofMSIR are of the form λj(MSIR) = λj/(1+λj),
j = 1, . . . , r . In conclusion, replacing the scale6 by the scale0 does not affect to the process of dimension reduction in LDA,
since the LDA and SIR directions are exactly proportional. This fact was remarked by Kent [10] and Li [11].
2.2. Extensions to QDA: The quadratic subspace
When the class dispersion matrices differ, a possible approach for dimension reduction is to consider a transformation
matrix partitioned in the form A = (AQ | A(Q )), where A(Q ) is a basis of the linear manifold S(Q ) = {a ∈ Rp : a′(µi−µ) = 0,
a′(6i−6) = 0, i = 1, . . . , k}, andwhere6 =∑ki=1 pii6i is now thewithin-groups p×pdispersionmatrix. For every a ∈ S(Q ),
the class means and variances of the projection a′(x− µ) are a′(µi − µ) = 0 and a′6ia = a′6a, respectively, i = 1, . . . , k.
Thus, the directions of S(Q ) separate the groups neither in location nor in dispersion. If the condition A′Q6A(Q ) = 0 holds,
SQ = S(AQ ) is the orthogonal complement in Rp of S(Q ) with respect to the metric of 6. By definition, SQ = S(AQ ) will be
called the quadratic subspace. By convention, s = dim(SQ ) ≤ p.
Given a transformation matrix A = (AQ | A(Q )) of the form considered above, it follows that A′(Q )(6i − 6) = 0.
Hence, A′6iA = diag(A′Q6iAQ ,A′(Q )6A(Q )). Moreover, A′(Q )(µi − µ) = 0, i = 1, . . . , k. Consequently, the quadratic scores
Di,QDA = [(x − µi)′A(A′6iA)−1A′(x − µi) + log(|A′6iA|) − 2 log(pii)] − log(|A|2) of (3) can be decomposed in the form
Di,QDA = Di,RQDA + C , i = 1, . . . , k, where
Di,RQDA = (x− µi)′AQ (A′Q6iAQ )−1A′Q (x− µi)+ log(|A′Q6iAQ |)− 2 log(pii), (5)
and C = (x−µ)′A(Q )(A′(Q )6A(Q ))−1A′(Q )(x−µ)+ log(|A′(Q )6A(Q )|)− log(|A|2) is a constant independent of the class label.
Accordingly, QDA is equivalent to minimizing the quantities Di,RQDA of (5), i = 1, . . . , k. This last criterion is a quadratic rule
in the reduced space A′Q (x−µ) that, borrowing terminology from LDA, will be called reduced-rank quadratic discriminant
analysis (RQDA).
Given a fixed p×s basismatrixAQ ofSQ , the rest of the bases of this subspace are of the formAQG, whereG is a nonsingular
s × s matrix. Hence, Di,RQDA = [(x − µi)′AQG(G′A′Q6AQG)−1G′A′Q (x − µi) + log(|G′A′Q6iAQG|) − 2 log(pii)] − log(|G|2).
Therefore, all the bases of SQ produce the same scores of (5), up to an additive constant, − log(|G|2), that is independent
of the class label. In conclusion, under the framework of (5), the problem of dimension reduction in QDA is, extending the
ideas of the linear case, that of selecting an adequate p× s basis matrix AQ of the quadratic subspace. Several methods have
been suggested in the literature for constructing a basis of SQ . As studied next, none of them is entirely satisfactory.
2.3. The QDA and SAVE bases and their associated problems
Consider, following Young, Marco and Odell [12], McLachlan [13, Section 3.10] and Schott [4], the kernel matrixMQDA =
MLDA + MLDAII, where MLDAII = 6−1/2B66−1/2 and B6 = ∑ki=1 pii(6i − 6)6−1(6i − 6). The term 6−1 is included
in B6 for affine invariance purposes. Recalling that MLDA = 6−1/2B6−1/2, the first summand of MQDA depends on the
group differences in location, and the second on those in dispersion. Taking into account that 6 > 0, it follows that
S(Q ) = {a ∈ Rp : (B + B6)a = 0} = {a ∈ Rp : MQDA61/2a = 0}. Therefore, r(MQDA) = p − dim(S(Q )) = s ≤ p. Put
now D = (η1, . . . , ηp) = (Ds | D(s)) for the orthogonal matrix of eigenvectors of MQDA, where Ds is of p × s and D(s) of
p× (p− s). Since S(Q ) = 6−1/2S(D(s)), it is easy to check that SQ = 6−1/2S(Ds) = 6−1/2S(MQDA). Accordingly, a possible
choice for AQ is the QDA basis AQDA = (6−1/2η1, . . . ,6−1/2ηs). The p×1 vector6−1/2ηj is the jth QDA direction, j = 1, . . . , s.
Given that A′QDA6AQDA = Is, the QDA basis is orthonormal in the metric of 6.
As in the linear case, the marginal scale 0 could be also used in QDA. Specifically, consider the sliced average variance
estimation (SAVE) kernel matrixMSAVE =∑ki=1 pii(Ip − 0−1/26i0−1/2)2, introduced by Cook and Weisberg [5], and studied
further by Cook and Lee [14], Cook and Critchley [15], and Cook and Yin [3]. Exploiting that Γ = B + 6, it can be written
MSAVE = M2SIR+MSIRII, whereMSIRII = 0−1/2B00−1/2 andB0 =
∑k
i=1 pii(6i−6)0−1(6i−6). Recall thatMSIR = 0−1/2B0−1/2.
Then, as in the case of the matrix MQDA, the first summand ofMSAVE depends on the group differences in location, and the
second on those in dispersion. It is easy to obtain that S(Q ) = {a ∈ Rp : (B0−1B+ B0)a = 0} = {a ∈ Rp : MSAVE01/2a = 0}.
Thus, proceeding as before, r(MSAVE) = dim(SQ ) = s. Moreover, S(Q ) ⊆ S(L) = {a ∈ Rp : Ba = 0}. As a consequence,
SQ = 0−1/2S(ds) = 0−1/2S(MSAVE), where ds = (h1, . . . ,hs) is the p × s matrix of leading eigenvectors ofMSAVE. Hence,
an alternative choice for AQ is the SAVE basis ASAVE = (0−1/2h1, . . . ,0−1/2hs). The p × 1 vector 0−1/2hj is the jth SAVE
direction, j = 1, . . . , s. Since A′SAVE0ASAVE = Is, the SAVE basis is orthonormal in the metric of 0.
The above procedures for building the QDA and SAVE bases are straightforward extensions of those considered for
constructing the LDA and SIR bases, respectively. However, from the additive structure of MQDA = MLDA + MLDAII and
MSAVE = M2SIR + MSIRII, the QDA and SAVE directions do not distinguish clearly between the location and dispersion
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separation. On the other hand, the6−1/2ηj are the leading solutions of the generalized eigenvalue problem (B+B6)a = λ6a,
normalized by a′6a = 1. In turn, the 0−1/2hj solve the problem (B0−1B + B0)a = λ0a, normalized by a′0a = 1. The
solutions of (B+ B6)a = λ6a and (B0−1B+ B0)a = λ0a are not necessarily proportional (see e.g. [6] example 1, p. 576).
Consequently, contrary to the linear case, changing the scale 6 by the scale 0may have a significant impact in the process
of dimension reduction in QDA. In conclusion, the columns of the basis matrices AQDA and ASAVE lack a well-defined class
separation meaning and may have different properties in applications. The dependence on the scale of these two bases will
be illustrated later in the examples of Section 6.
2.4. An alternative basis proposal and its limitations
As obtained above, S(Q ) ⊆ S(L). Then, SL ⊆ SQ . Hence, r ≤ s, where r = dim(SL) and s = dim(SQ ). When r < s, Velilla
[6, Section 3] suggests, as a possible basis of SQ , the p× smatrix AQ (r,6) = (ALDA|v1, . . . , vs−r), where, given v1, . . . , vj−1,
the p× 1 vector vj solves the problem
max
a′6a=1
a′B6a subject to a′6ALDA = 0, a′6vl = 0, 1 ≤ l ≤ j− 1. (6)
From Section 2.1, the restriction a′6ALDA = 0 of (6) is equivalent to a ∈ S(L) = {a ∈ Rp : Ba = 0}. Hence, the vj maximize
the differences of the groups in dispersion, once that the differences in location have been taken into account. For this reason,
the vj will be called the restricted LDAII directions (RLDAII). By construction, the basis AQ (r,6) is orthonormal in the metric
of6. Another possible basis of SQ is the p× smatrix AQ (r,0) = (ASIR|w1, . . . ,ws−r), where, givenw1, . . . ,wj−1, the vector
wj solves a problem similar to (6), but with the matrix B6 replaced by B0, the scale 6 by 0, and the basis ALDA by ASIR. The
wj will be called the restricted SIRII directions (RSIRII). The basis AQ (r,0) is orthonormal in the metric of 0.
When r < s, both AQ (r,6) and AQ (r,0) seem to improve in applications over the QDA and SAVE bases of Section 2.3.
This conclusion was found from a data set and a simulation experiment included in Velilla [6, Section 4.3]. However, some
problems arise when r = s. In this case, given that SL ⊆ SQ , the identity SL = SQ holds. Obviously, the linear and quadratic
subspaces coincidewhen all the6i are the same. However, the case SL = SQ may appear even if the class dispersionmatrices
are not equal. As for example, as seen later in Section 6, in the well-known Fisher’s [16] iris data set. If SL = SQ , four bases
can be considered: the LDA and SIR bases of SL, whose directions contain no information on the dispersion separation; and
the QDA and SAVE bases of SQ , whose columns are not directly interpretable. Unfortunately, when SL = SQ the problem (6)
has the only trivial solution a = 0. Therefore, it cannot be used to derive an alternative basis of SL = SQ that informs on the
location–dispersion structure of the classification problem at hand.
The aforementioned problems, together with those of the bases of Section 2.3, lead to the consideration of an alternative
method for building an adequate basis of the quadratic subspace. This process may be guided by an analysis of the structure
ofSQ , that ismore complex than that of the linear subspace and can be studied fromdifferent perspectives. Section 3 analyzes
the properties of the components of SQ .
3. A general description of the structure of the quadratic subspace
In what comes next, it will be used that for two p × p non-negative definite (n.n.d.) matrices M and N it follows
that S(M + N) = S(M) + S(N), where S(M) + S(N) is made up of vectors of the form u + v, where u ∈ S(M) and
v ∈ S(N). The proof of this statement is given in Appendix A. It will be also convenient to recall that the linear subspace
is either SL = 6−1/2S(MLDA) or SL = 0−1/2S(MSIR). In turn, the quadratic subspace is either SQ = 6−1/2S(MQDA) or
SQ = 0−1/2S(MSAVE).
By definition, the two summands of the kernelmatrixMQDA = MLDA+MLDAII are n.n.d. Thus, fromLemma1 in Appendix A,
S(MQDA) = S(MLDA)+ S(MLDAII). Therefore, the quadratic subspace can be decomposed in the form
SQ = SL + SLDAII, (7)
where SLDAII = 6−1/2S(MLDAII) will be called, by convention, the LDAII subspace. Given that MSAVE = M2SIR + MSIRII, from
Appendix A it also follows that S(MSAVE) = S(M2SIR) + S(MSIRII) = S(MSIR) + S(MSIRII). Hence, as observed by Ye and
Weiss [17, p. 971], S(MSIR) ⊆ S(MSAVE). Moreover, the quadratic subspace can be represented as
SQ = SL + SSIRII, (8)
where SSIRII = 0−1/2S(MSIRII) is the SIRII subspace of Li [9]. Cook and Lee [14] and Cook and Critchley [15, proposition 6]
considered also the decomposition SQ = SL+0−1/2S(11, . . . ,1k−1), where1j = 0−1/2(6j+1−6j)0−1/2, j = 1, . . . , k−1.
Given that S(11, . . . ,1k−1) = S(MSIRII), this alternative representation of the quadratic is, up to a suitable change of kernel
matrices, equivalent to (8). See the comments on this issue by Cook and Yin [3, Sections 3.2 and 7.1].
By construction, SLDAII and SSIRII depend on the group differences in dispersion. In general, these two subspaces will be
different. However, they have a common dimension t = dim(SLDAII) = dim(SSIRII), where t = r(MLDAII) = r(MSIRII) =
r(61 − 6, . . . ,6k − 6). The subspace SLDAII is generated by the LDAII directions uj(6) = 6−1/2ϕj, where ϕj is the jth unit
eigenvector ofMLDAII, j = 1, . . . , t . Similarly, SSIRII is spanned by the SIRII directions uj(0) = 0−1/2fj, where fj is the jth unit
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eigenvector ofMSIRII, j = 1, . . . , t . The uj(6) and uj(0)maximize the dispersion separation relative to the within class and
total variability, respectively.
From decompositions (7) and (8) it follows that SLDAII ⊆ SQ and SSIRII ⊆ SQ , respectively. Thus, since SL ⊆ SQ , the
quadratic subspace contains directions that separate the groups in location and dispersion. Moreover, SL = SQ if and only
if SLDAII ⊆ SL and SSIRII ⊆ SL. Thus, the linear and quadratic subspaces coincide if and only if the differences in dispersion
are explained by the differences in location. Next example illustrates some of the characteristics of the components of SQ .
Example 3.1. Suppose a k = 2 classification problem with equal class prior probabilities, mean vectors µ1 = 0 and
µ2 = 2αz, and covariance matrices 61 = diag(A1, A2, Ip−2) and 62 = 2 Ip − 61, where z is a unit p × 1 vector, α > 0,
0 < Aj < 2, and Aj 6= 1, j = 1, 2. Hence, B = α2zz′,6 = Ip, and 0 = Ip+α2zz′. As a consequence,MLDA = α2zz′ and a1 = z.
Then, SL = S(z). On the other hand, MLDAII = (61 − Ip)2 = (A1 − 1)2e1e′1 + (A2 − 1)2e2e′2, where ej is the jth canonical
vector of Rp, j = 1, 2. Consequently, SQ = S(MQDA) = S(MLDA +MLDAII) = S(z, e1, e2). In the 6 scale, SLDAII = S(e1, e2). In
turn, it is easy to check that SSIRII = 0−1S(e1, e2), where 0−1 = Ip − [α2/(1+ α2)]zz′. 
Representations (7) and (8) suggest that an adequate basis matrix of the quadratic subspace should be of the form
AQ = (A1|A2), whereA1 andA2 are submatriceswhose columns separate the classes in location and dispersion, respectively.
It would be also natural to impose that AQ = (A1|A2) is orthonormal either in the metric of the matrix 6 or the matrix
0. Using (7) and (8) directly cannot help to construct a basis with the structure AQ = (A1|A2). This is because SL is not
necessarily perpendicular to SLDAII and SSIRII. Moreover, using well-known results (see e.g. [18], Section 17.4), r + t =
s + dim(SL ∩ SLDAII) = s + dim(SL ∩ SSIRII) ≥ s. When r + t > s, the linear subspace will have a nontrivial common
part with the LDAII and SIRII subspaces. In summary, a matrix of the form (A1|A2), where S(A1) = SL and S(A2) = SLDAII
or S(A2) = SSIRII, may not be orthonormal, may include more directions than are actually needed, or may not be entirely
interpretable.
The considerations above motivate the need of a new decomposition that helps to construct an adequate orthonormal
p× s basis matrix AQ = (A1|A2) of the quadratic subspace. It would be also desirable to unify the description of the different
components of SQ . As seen before, the quadratic subspace is complex enough. Thus, in order to simplify the analysis, it seems
convenient to impose some flexible assumptions on its structure. These issues are studied in detail in Sections 4 and 5.
4. Constructing a basis of the quadratic subspace under some assumptions on its structure
From representations (7) and (8), the bulk of the quadratic subspace is bound to be explained by the dispersion subspaces
SLDAII and SSIRII. This is because the dimension t = dim(SLDAII) = dim(SSIRII) coincides with the rank of the p × kp matrix
(61 − 6, . . . ,6k − 6), that has a large number of columns kp p. Thus, the first assumption is:
Assumption 1. t will be typically much greater than r = dim(SL) = r(B) ≤ min(p, k− 1).
On the other hand, in this paper it will be assumed that:
Assumption 2. t < s = dim(SQ ).
This new assumption agreeswith the common situation found in practice, inwhich the leading source of separation is due to
location. In fact, when t = s it follows that SLDAII = SSIRII = SQ . Then, all the class differences can be assigned to dispersion.
Hence, as remarked by Zhu and Hastie [19, Section 2], finding in the case t = s a suitable dimension-reduction procedure is
a complex task with no clear solution.
The rationale above suggests that, for understanding the structure of the quadratic subspace, it may be convenient
to single out the components of SL that cannot be explained by SLDAII and SSIRII. To do that, put d = s − t for the
complementary dimension of the subspaces SLDAII and SSIRII inside SQ . Consider also the subspace spanned by the first d
linear directions, SL(d) = S(a1, . . . , ad) = S(b1, . . . , bd). By assumption, t < s. Also, since the problem is heteroscedastic,
t = r(61 − 6, . . . ,6k − 6) ≥ 1. Thus, recalling that r + t ≥ s, it follows immediately that 1 ≤ d ≤ m, where
m = min(r, s− 1). Hence, SL(d) ⊆ SL and SL(d) ⊂ SQ . Moreover, in this paper it will be assumed that:
Assumption 3.
SQ = SL(d)+ SLDAII = SL(d)+ SSIRII. (9)
By definition, d + t = s. Hence, from the results in Harville [18] mentioned before, decomposition (9) is equivalent to the
assumption that SL(d) has no common components with the subspaces SLDAII and SSIRII. In fact, as studied in Section 5, SL(d)
is often orthogonal to both SLDAII and SSIRII.
Representation (9) is analogue to the previously considered (7) and (8), but with the subspace SL replaced by SL(d).
Strictly speaking, (9) is a convenient theoretical model that is difficult to check in practice, but that nevertheless, as seen
later in Section 6, is useful in applications. Next result explains how decomposition (9) can help to construct an orthonormal
p× s basis matrix of the quadratic subspace with the structure AQ = (A1|A2).
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Theorem 4.1. Suppose that (9) holds. Then, for any integer D in the range [d, m], the p × s matrix AQ (D,6) = (A1|A2) is
an orthonormal basis of the quadratic subspace in the metric of 6, where A1 = (a1, . . . , aD) is of p × D, and A2 = (v1(D),
. . . , vs−D(D)) is of p× (s− D). The p× 1 vectors vj(D), j = 1, . . . , s− D, are the successive solutions of the problem
max
a′6a=1
a′B6a subject to a′6A1 = 0, a′6vl(D) = 0, 1 ≤ l ≤ j− 1. (10)
It can be also checked that vj(D) = 6−1/2C(D)ξj(D), where C(D) = (γD+1, . . . , γp) is the matrix of last p − D unit eigenvectors
of the kernel matrixMLDA, and ξj(D) the jth unit eigenvector of the matrix C′(D)MLDAIIC(D), j = 1, . . . , s− D.
Proof. For any value of D in [d, m], it follows that SL(d) ⊆ SL(D) ⊂ SQ , where SL(D) = S(a1, . . . , aD). Thus, if (9) holds, it
is also true that SQ = SL(D)+ SLDAII. By definition, SL(D) = 6−1/2S(CD) = 6−1/2S(CDC′D), where CD = (γ1, . . . , γD) is the
matrix of first D unit eigenvectors ofMLDA. Then, from Appendix A, SQ = 6−1/2S(CDC′D)+ 6−1/2S(MLDAII) = 6−1/2S(MD),
whereMD = CDC′D +MLDAII is an n.n.d. matrix. Then, using Appendix B, A2 = (v1(D), . . . , vs−D(D)) is an orthonormal basis
of the subspace SQ |L(D), formed by all the vectors of SQ that are orthogonal to SL(D) in the metric of 6. Finally, considering
that SQ = SL(D)+ SQ |L(D) = S(A1)+ S(A2) = S(A1|A2), the result follows. 
Corollary 4.2. Proceeding as in the proof of Theorem 4.1, the p × s matrix AQ (D,0) = (A1|A2) is a basis of the quadratic
subspace that is orthonormal in the metric of 0, where A1 = (b1, . . . , bD) is of p × D, and A2 = (w1(D), . . . ,ws−D(D)) is of
p × (s − D). The p × 1 vectors wj(D) solve a problem similar to (10), but with B6 replaced by B0, 6 by 0, and (a1, . . . , aD) by
(b1, . . . , bD). 
For each j = 1, . . . , s − D, the quantity v′j(D)Bvj(D) can be easily written as a convex combination of the coordinates
of the (p − D) × 1 vector (λD+1, λD+2, . . . , λr , 0, (p−r). . . , 0)′, where λJ is the Jth eigenvalue of MLDA. Thus, the class mean
separation provided by the projections v′j(D)(x− µ) is bounded above by λD+1. Similarly, the location separation provided
by thewj(D) is less than λD+1(MSIR) = λD+1/(1+λD+1). As a conclusion, when λD+1 is small, the directions vj(D) andwj(D)
maximize the separation of variances with a restriction on the separation of means. For this reason, they will be called the
restricted LDAII and SIRII directions of order D, RLDAII(D) and RSIRII(D), respectively. For D = r < s, the problems (10) and
(6) coincide. Thus, RLDAII(r) = RLDAII and RSIRII(r) = RSIRII.
Theorem 4.1 and Corollary 4.2 suggest naturally a general method for constructing an orthonormal basis matrix AQ =
(A1|A2) of the quadratic subspace. The idea is to proceed sequentially for D = d, d + 1, . . . ,m = min(r, s − 1), until
finding an integer D0 such that the eigenvalues λD0+1 and λD0+1(MSIR) are considered small enough. The goal is to use
only the D0 linear directions that provide a meaningful location separation. After that, the bases AQ (D0,6) = (A1|A2)
and AQ (D0,0) = (A1|A2) are selected. The value of D0 determines the number of linear and quadratic directions used in the
submatricesA1 andA2. As seen later in the examples of Section 6, this newmethod ismore flexible than the original proposal
of Velilla [6], based on problem (6), as it adapts itself better to the different relative positions that may exist between the
subspaces SL(d), SL, and SQ .
5. The location–dispersion orthogonal model and its consequences
Decomposition (9) will be called a location–dispersion orthogonal model for the quadratic subspace when SL(d) is
orthogonal toSLDAII in themetric of6 and toSSIRII in themetric of0. As analyzed in Section 6, the assumption of orthogonality
appears frequently in applications.
Considering the definition of MLDAII = 6−1/2B66−1/2, it follows that SLDAII = 6−1/2S(MLDAII) = 6−1S(B6). Thus,
SL(d) = S(a1, . . . , ad) and SLDAII are orthogonal in the metric of 6 if and only if a′jB6 = 0, j = 1, . . . , d. Since B6 is
an n.n.d. matrix, the condition a′jB6 = 0 holds if and only if a′jB6aj = 0, j = 1, . . . , d. Exploiting the fact that 6 > 0,
the latter identities are equivalent to a′j(6i − 6) = 0, i = 1, . . . , k, j = 1, . . . , d. Proceeding similarly in the 0 scale,
SL(d) = S(b1, . . . , bd) and SSIRII = 0−1S(BΓ ) are orthogonal in themetric of0 if and only if b′jB0bj = 0 and b′j(6i−6) = 0,
i = 1, . . . , k, j = 1, . . . , d. The LDA and SIR vectors are proportional. Therefore, a′j(6i − 6) = 0 holds if and only if
b′j(6i −6) = 0. Hence, SL(d) and SLDAII are orthogonal in the metric of 6 if and only if SL(d) and SSIRII are orthogonal in the
metric of 0. Under a location–dispersion orthogonal model, a′j6iaj = a′j6aj and b′j6ibj = b′j6bj, i = 1, . . . , k, j = 1, . . . , d.
Thus, the first d linear directions separate the groups in location, but not in dispersion.
The implications of a location–dispersion orthogonal model for dimension reduction in QDA are investigated next. The
discussion is divided into three parts.
I. Unified description of representations (7) and (8). Under a location–dispersion orthogonal model, the subspaces SLDAII
and SSIRII coincide. This is because both are subsets of SQ |L(d), the orthogonal complement in SQ of SL(d) with respect to
the metrics of 6 and 0. Moreover, dim(SQ |L(d)) = s − d = t . On the other hand, C′MLDAIIC = diag(0, C′(d)MLDAIIC(d)),
where C = (Cd | C(d)) is the orthogonal matrix of eigenvectors of MLDA. Thus, the jth unit eigenvector of MLDAII is
ϕj = C(0′, ξ′j(d))′ = C(d)ξj(d), where ξj(d) is the jth unit eigenvector of C′(d)MLDAIIC(d). As a consequence, the jth LDAII
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direction uj(6) = 6−1/2ϕj and its restricted counterpart vj(d) = 6−1/2C(d)ξj(d) coincide. Similarly, the jth SIRII vector
uj(0) = 0−1/2fj and its restricted versionwj(d) are the same, j = 1, . . . , t .
II. Interpretation of the QDA and SAVE bases. For convenience, it is assumed a location–dispersion orthogonal model with
d = r < s. Then,
C′MQDAC = C′(MLDA +MLDAII)C = diag(Λ, C′(r)MLDAIIC(r)), (11)
where C = (Cr | C(r)) is the orthogonal matrix of eigenvectors of MLDA, and Λ = diag(λ1, . . . , λr) is the diagonal
matrix of positive eigenvalues of MLDA. The eigenvalues of MQDA and C′MQDAC coincide, as well as those of MLDAII and
C′MLDAIIC = diag(0, C′(r)MLDAIIC(r)). Thus, using (11), the s non-null eigenvalues of MQDA are the r diagonal elements of
Λ plus the first (s − r) eigenvalues of MLDAII. On the other hand, the eigenvector ηj of MQDA corresponding to the Jth
eigenvalue of MLDA is CeJ = γ J , where eJ is the Jth canonical vector of Rp, J = 1, . . . , r . In turn, the eigenvector ηj
associated to the Kth eigenvalue of MLDAII is C(0′, ξ′K (r))′ = C(r)ξK (r), where ξK (r) is the Kth eigenvector of C′(r)MLDAIIC(r),
K = 1, . . . , s − r . In conclusion, the basis AQDA = (6−1/2η1, . . . , 6−1/2ηs) is obtained after rearranging the columns of
AQ (r,6) = (ALDA|v1, . . . , vs−r) according to the decreasing order of magnitude of the coordinates of the s × 1 vector
formed by the r positive eigenvalues ofMLDA and the leading s− r eigenvalues ofMLDAII.
The study of the SAVE basis starts by considering the analogue of (11) for MSAVE = M2SIR + MSIRII. Proceeding as before,
ASAVE = (0−1/2h1, . . . , 0−1/2hs) is obtained after reorganizing the columns of AQ (r,0) = (ASIR|w1, . . . ,ws−r) according
to the descending magnitude of the elements of the s × 1 vector formed by the r dominant eigenvalues of M2SIR and the
s − r largest eigenvalues of MSIRII. The eigenvalues λJ(M2SIR) = λ2J (MSIR) = [λJ/(1 + λJ)]2 are bounded between 0 and 1,
J = 1, . . . , r . Thus, under a location–dispersion orthogonal model, the leading SAVE directions will behave as restricted
SIRII vectors wj. Hence, as found by Zhu and Hastie [19, Section 4.2], they will separate the classes in dispersion, but not in
location. A partial explanation for this phenomenonwas given by Velilla [6, Appendix E]. The behavior of the SAVE directions
was described as complex by Cook and Critchley [15, Section 6.3] and Cook and Yin [3, Section 3.2].
III. Reduced quadratic discrimination. Assuming again a location–dispersion orthogonal model with d = r < s, the adequate
orthonormal basis of SQ in the 6 scale is AQ = AQ (r,6) = (A1|A2), where A1 = ALDA and A2 = (v1, . . . , vs−r). This
is because, in this case, the interval [d, m] reduces to the point {r}. By orthogonality, A′1(6i − 6) = 0. Thus, A′Q6iAQ =
diag(Ir ,A′26iA2). Also, from criterion (6), A
′
2(µi − µ) = 0, i = 1, . . . , k. Then, apart from the summand −2 log(pii), the
reduced quadratic scores Di,RQDA of (5) can be written
‖A′1(x− µi)‖2 + [(x− µ)′A2(A′26iA2)−1A′2(x− µ)+ log(|A′26iA2|)]. (12)
The first term of (12) is the RLDA rule, and depends only on the differences of the groups in location. In turn, the second term
is a reduced QDA rule in the spaceA′2(x−µ), and depends only on the differences in dispersion. Hence, a location–dispersion
orthogonal model leads to a classification criterion that combines RLDA and RQDA. The equations of the boundaries of class
separation treat the coordinates A′1(x− µ) and A′2(x− µ) linearly and quadratically, respectively.
6. Real data examples
In applications, population elements must be replaced by empirical estimates computed from a sample {xij : i = 1,
. . . , k; j = 1, . . . , ni} of correctly classified individuals, where xij is the jth observation in the ith class. The total sample
size is n = ∑ki=1 ni. The unknown values of r = dim(SL) = r(MSIR) and s = dim(SQ ) = r(MSAVE) can be assessed with
the permutation test of Cook and Yin [3, Section 3.3] for the rank of the matrices MSIR and MSAVE, respectively. The value
of t = dim(SLDAII) = dim(SSIRII) = r(MSIRII) is determined by adapting the same test to the matrix MSIRII. Other tests
of dimension exist in the literature, but their asymptotic distributions are generally complex and must be approximated
numerically. In any case, the permutation test of Cook and Yin [3] is a simple resampling scheme that is very informative in
applications.
The eigenvalues of the sample kernel matrices considered in Section 2 measure the location and dispersion separation
provided by the associated estimated directions. The canonical coordinates are denoted with reference to the directions
used in their construction. From Section 5, a location–dispersion orthogonal model exists if and only if a′jB6aj = b′jB0bj = 0,
j = 1, . . . , d. The estimatedmatricesB6 andB0 encountered in practice have rank typically equal to p. Thus, there is evidence
in favor of the existence of a location–dispersion orthogonal model when, as compared to the eigenvalues of MLDAII and
MSIRII, the sample versions of the dispersion separation indexes a′jB6aj and b
′
jB0bj are small, j = 1, . . . , d. This exploratory
approach has been found to work well in applications.
The construction of the bases AQ (D0,6) and AQ (D0,0) depends on the different positions that may exist between the
subspaces SL(d), SL, and SQ . These are:
(i) SL(d) = SL ⊂ SQ ; (ii) SL(d) ⊂ SL ⊂ SQ ; and (iii) SL(d) ⊂ SL = SQ . (13)
The associated intervals [d,m], wherem = min(r, s− 1), are (i) {r}, where d = r < s; (ii) [d, r], where d < r < s; and (iii)
[d, s−1], where d < r = s. In (i) D0 = r , and the bases provided by themethod of Section 4 coincide with those proposed in
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Table 1
Breast cancer data: Eigenvalues of the sample kernel matrices.
MLDA MLDAII MQDA MSIR M2SIR MSIRII MSAVE
1 5.3826 1.5487 5.9568 0.8433 0.7112 1.4962 1.4978
2 0.0000 1.3615 1.4947 0.0000 0.0000 1.3613 1.3613
3 0.0000 1.3244 1.3613 0.0000 0.0000 1.3084 1.3091
4 0.0000 1.1983 1.3083 0.0000 0.0000 1.1688 1.1707
5 0.0000 0.8429 1.1689 0.0000 0.0000 0.8405 0.8407
6 0.0000 0.8113 0.8405 0.0000 0.0000 0.7800 0.7877
7 0.0000 0.6205 0.7806 0.0000 0.0000 0.4551 0.7251
8 0.0000 0.4527 0.4552 0.0000 0.0000 0.2494 0.4548
9 0.0000 0.0944 0.2710 0.0000 0.0000 0.0064 0.2300
Table 2
Breast cancer data: Estimated error rates.
RQDA(6) RQDA(0) MQDA MSAVE
1 0.0395 (0.0395) 0.0395 (0.0395) 0.0395 (0.0381) 0.1157 (0.0703)
2 0.0395 (0.0366) 0.0395 (0.0366) 0.0395 (0.0366) 0.0878 (0.0688)
3 0.0366 (0.0366) 0.0351 (0.0366) 0.0366 (0.0366) 0.0586 (0.0483)
4 0.0366 (0.0337) 0.0366 (0.0337) 0.0366 (0.0351) 0.0571 (0.0483)
5 0.0381 (0.0351) 0.0395 (0.0351) 0.0395 (0.0351) 0.0556 (0.0483)
6 0.0425 (0.0395) 0.0410 (0.0395) 0.0410 (0.0395) 0.0527 (0.0454)
7 0.0410 (0.0395) 0.0410 (0.0395) 0.0410 (0.0381) 0.0512 (0.0483)
8 0.0395 (0.0395) 0.0395 (0.0381) 0.0395 (0.0395) 0.0571 (0.0498)
9 0.0410 (0.0381) 0.0410 (0.0381) 0.0395 (0.0381) 0.0571 (0.0483)
LDA 0.0395 (0.0395) QDA 0.0512 (0.0410)
Velilla [6]. However, they are obtained using a different approach. In (ii), the method proceeds for D = d, d+ 1, . . . , r , until
finding a value of D0 such that the estimated eigenvalues λD0+1 and λD0+1(MSIR) = λD0+1/(1+ λD0+1) are small enough. In
(iii), SL = SQ and necessarily D0 < r . In this case, not covered by Velilla [6], AQ (D0,6) and AQ (D0,0) can be, when λD0+1 is
small, possible alternatives to the LDA and SIR bases of SL, and to the QDA and SAVE bases of SQ .
Three real data quadratic classification problems are analyzed next. Each corresponds to one of the possibilities (i), (ii),
and (iii) considered in (13). In all the examples analyzed, a location–dispersion orthogonal model seems to be adequate for
explaining the structure of the quadratic subspace at hand.
6.1. Wisconsin breast cancer data [Case (i) SL(d) = SL ⊂ SQ ]
This data set is taken from the UCI machine-learning repository [20]. The problem is to decide whether a tissue sample
of p = 9 measurements obtained from a patient’s breast is either g1 : benign or g2 : malignant. A training database is
available, with n1 = 444 observations in group g1 and n2 = 239 in group g2. The permutation test of Cook and Yin [3]
declares dimensions r = 1, s = 9, and t = 8. Hence, d = s − t = 1. Accordingly, the situation (i) SL(1) = SL ⊂ SQ
of (13) holds. In this case, D0 = 1 and the selected bases of the quadratic subspace are AQ (1,6) = (a1 | v1, . . . , v8) and
AQ (1,0) = (b1 | w1, . . . ,w8). Table 1 displays the eigenvalues of the sample kernel matrices. The estimated dispersion
separation indexes a′1B6a1 and b
′
1B0b1 are 0.5446 and 0.0240, respectively. These quantities are small, at least as compared
to the eigenvalues ofMLDAII andMSIRII. Therefore, there is some evidence of the existence of a location–dispersion orthogonal
model between SL and the second order subspaces SLDAII and SSIRII. Clearly, the evidence is more explicit in the 0 scale.
From Table 1, the eigenvalues of the sample matrix MQDA are, approximately in this order, the non-null eigenvalue of
MLDA and the first eight eigenvalues ofMLDAII. Hence, by the discussion in Section 5, the estimated QDA basis is close to the
sample version of AQ (1,6), without the need of column reordering. In turn, the eigenvalues of the estimated matrixMSAVE
are obtained after rearranging adequately the positive eigenvalue of M2SIR and the leading eight eigenvalues of MSIRII. The
estimated SAVE basis is, roughly, the sample version of (w1, . . . ,w6; b1;w7,w8).
Table 2 displays the error rates, estimated by 10-fold cross validation, of several sample versions of the reduced QDA rule
(5) with the location–dispersion orthogonal model modification (12) taken into account. The apparent error rates are given
in parenthesis. Rule RQDA(6) uses the basisAQ (1,6), criterion RQDA(0) the sample version ofAQ (1,0), and rulesMQDA and
MSAVE the estimated QDA and SAVE basis, respectively. The row index indicates the number of directions considered. Recall
the close behavior of RQDA(6), RQDA(0) andMQDA, as well as the poor behavior ofMSAVE. The dimension of SQ is estimated
as s = 9. However, the error rates of the columns RQDA(6), RQDA(0) and MQDA show a clear peaking phenomenon, that
suggests using only three directions for effective classification. This choice improves over the LDA and QDA rules.
Fig. 1 is the 3D plot (LDA[1], RLDAII[1], RLDAII[2]). The paraboloid is the class separation boundary associated to
the RQDA(6) criterion in three dimensions. The vertical plane is the LDA separation contour. The perspectives (LDA[1],
RLDAII[K]), K = 1, 2, separate the classes in location and dispersion.
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Fig. 1. Breast cancer data: 3D plot of the canonical coordinates (LDA[1], RLDAII[1], RLDAII[2]) with parabolic and linear class separation boundaries.
Table 3
Pen digit data: Eigenvalues of the sample kernel matrices.
MLDA MLDAII MQDA MSIR M2SIR MSIRII MSAVE
1 24.0492 1.9218 24.5455 0.9601 0.9218 1.9097 1.9100
2 7.8296 1.6781 8.3043 0.8867 0.7863 1.6494 1.6499
3 0.0000 1.5884 1.9124 0.0000 0.0000 1.5730 1.5736
4 0.0000 1.4661 1.6607 0.0000 0.0000 1.3575 1.3604
5 0.0000 1.3695 1.5777 0.0000 0.0000 1.2087 1.2177
6 0.0000 1.1878 1.3991 0.0000 0.0000 1.0616 1.0788
7 0.0000 0.9391 1.3204 0.0000 0.0000 0.8491 0.9256
8 0.0000 0.7977 1.1325 0.0000 0.0000 0.6799 0.8497
9 0.0000 0.7358 0.9071 0.0000 0.0000 0.5765 0.8218
10 0.0000 0.5836 0.7761 0.0000 0.0000 0.3829 0.6736
11 0.0000 0.3816 0.6480 0.0000 0.0000 0.2649 0.5557
12 0.0000 0.3352 0.4707 0.0000 0.0000 0.1769 0.3827
13 0.0000 0.2018 0.3417 0.0000 0.0000 0.1054 0.2611
14 0.0000 0.1636 0.2044 0.0000 0.0000 0.0762 0.1760
15 0.0000 0.1160 0.1232 0.0000 0.0000 0.0264 0.1029
16 0.0000 0.0701 0.0913 0.0000 0.0000 0.0051 0.0715
Fig. 2 contains a collection of 2Dplots of several pairs of canonical coordinates. The (QDA[1], QDA[2]) plot is very similar to
the location–dispersion plot (LDA[1], RLDAII[1]). In turn, the (SAVE[1], SAVE[2]) plot is similar to the (RLDAII[1], RLDAII[2])
perspective. Thus, it contains no information on the group location separation. Turning now to the classification error rates,
Table 2 illustrates a clear superiority of the basis AQDA over ASAVE. In conclusion, the findings in this data set confirm the
dependence on the scale of dimension-reduction methods in QDA when the sample versions of the initial bases AQDA and
ASAVE are considered.
6.2. Pen digit data [Case (ii) SL(d) ⊂ SL ⊂ SQ ]
This example is also taken from the UCI machine-learning repository [20]. It contains samples of handwritten digits
{0, 1, 2, . . . , 9} collected from 44 writers. Each digit is represented by a p = 16 dimensional vector. Zhu and Hastie
[19, Section 4.3] compared the performance of LDA and SAVE in this data set. For better graphical display, they considered
only the 6’s, 9’s, and the 0’s, three easily confused digits. For this subproblem, there are k = 3 classes, and n = 2219 and
m = 1035 elements in the training and testing databases, respectively. The test of Cook and Yin [3] declares dimensions
r = 2, s = 16, and t = 15. Therefore, d = s − t = 1 and the situation (ii) SL(1) ⊂ SL ⊂ SQ of (13) holds. Table 3 contains
the eigenvalues of the sample kernel matrices. The estimates of a′1B6a1 and b
′
1B0b1 are 0.4897 and 0.0174, respectively.
Comparing these quantities to the eigenvalues ofMlDAII andMSIRII, there is some indication of orthogonality between SL(1)
and the subspaces SLDAII and SSIRII. As in the case of Example 6.1, the indication is stronger in the 0 scale.
In this example, the interval [d,m] is [1, 2]. The two non-null eigenvalues of bothMlDA andMSIR are of appreciablemagni-
tude. Hence, D0 = 2 and the selected bases of the quadratic subspace are AQ (2,6) = (a1, a2 | v1, . . . , v14) and AQ (2,0) =
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Fig. 2. Breast cancer data: 2D plots of canonical coordinates.
(b1, b2 | w1, . . . ,w14). 2D plots corresponding to the leading directions of these bases are given in [6, Section 4.3]
and will not be reproduced here. From Table 3, the QDA basis behaves approximately as AQ (2,6), without the need of
column reordering. In turn, as found by Zhu and Hastie [19, Section 4.3], the leading SAVE directions do not separate the
classes in location.
6.3. Iris data [Case (iii) SL(d) ⊂ SL = SQ ]
This data set, introduced by Fisher [16], consists of n = 150 observations on k = 3 species of iris: setosa (st), versicolor
(vs), and virginica (vg). All sample sizes are equal to ni = 50. The four predictors measure the lengths and widths of the
sepals and petals. Fisher [16, Section VI, p. 185] conjectured that species (vg)might differ in location and dispersion from the
other two species, because it was observed under different conditions. Cook and Yin [3, Section 5] compared in this example
the behavior of SIR and SAVE. Their test declares dimensions r = s = 2 and t = 1. Then, d = s− t = 1 and the alternative
(iii) SL(1) ⊂ SL = SQ of (13) holds.
Table 4 contains the eigenvalues of the sample kernel matrices. The empirical estimates of a′1B6a1 and b
′
1B0b1 are 0.3146
and 0073, respectively. These numbers are small relative to the eigenvalues of MLDAII and MSIRII. It seems then reasonable
to declare a location–dispersion orthogonal model between SL(1) and the subspaces SLDAII and SSIRII. Accordingly, SQ is
spanned by a location component and a perpendicular straight line that explains the differences in dispersion. The interval
[d,m] reduces to the singleton {1}. Also, from Table 4, the second estimated eigenvalues ofMLDA andMSIR are small. Hence,
D0 = 1 and the bases provided by the method of Section 4 are AQ (1,6) = [a1 | v1(1)] and AQ (1,0) = [b1 | w1(1)].
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Table 4
Iris data: Eigenvalues of the sample kernel matrices.
MLDA MLDAII MQDA MSIR M2SIR MSIRII MSAVE
1 32.1919 0.8454 32.5068 0.9699 0.9407 0.7244 0.9480
2 0.2854 0.3870 0.9668 0.2220 0.0493 0.0815 0.7388
3 0.0000 0.1938 0.4129 0.0000 0.0000 0.0162 0.0821
4 0.0000 0.0977 0.1145 0.0000 0.0000 0.0059 0.0490
Table 5
Iris data: Directions corresponding to different canonical coordinates.
QDA[1] LDA[1] SAVE[1] SIR[1]
1 0.0831 0.0838 0.0118 0.0145
2 0.1548 0.1550 0.0293 0.0269
3 −0.2218 −0.2224 −0.0364 −0.0386
4 −0.2847 −0.2839 −0.0512 −0.0493
QDA[2] RLDAII(1)[1] LDAII[1] SAVE[2] RSIRII(1)[1] SIRII[1]
1 0.0186 0.0292 0.0313 0.0364 0.0374 0.0374
2 −0.0648 −0.0038 0.0023 0.0069 0.0143 0.0143
3 0.1910 0.1986 0.1897 0.1871 0.1877 0.1877
4 −0.4836 −0.4927 −0.5055 −0.4688 −0.4687 −0.4687
Table 6
Iris data: Estimated error rates.
RQDA(6) RQDA(0) MQDA MSAVE
1 [2, 1] ([2, 0]) [2, 1] ([2, 0]) [2, 1] ([2, 0]) [2, 1] ([2, 1])
2 [2, 0] ([2, 0]) [2, 0] ([1, 0]) [3, 0] ([2, 0]) [2, 0] ([2, 0])
RLDAQ RSIRQ LDA QDA
[3, 1] ([2, 0]) [3, 1] ([2, 0]) [2, 1] ([2, 1]) [3, 1] ([2, 1])
FromTable 4, the first two eigenvalues ofMQDA are given, approximately, by the dominant eigenvalues ofMLDA andMLDAII.
In turn, the first two eigenvalues of MSAVE are, roughly, the leading eigenvalues of M2SIR and MSIRII. The location separation
dominates, in both the 6 and 0 scales, over the dispersion separation. Hence, the QDA and SAVE bases are obtained from
the corresponding bases AQ (1,6) and AQ (1,0)without the need of column reordering. This is confirmed by the associated
estimated directions, displayed in Table 5.
Table 6 gives the classification error rates, estimated by leave-one-out cross validation, of the reduced QDA rules of (5)
with the location–dispersionmodification (12). The apparent error rates are given in parenthesis. Criteria RLDAQ and RSIRQ
use the sample versions ofALDA andASIR, respectively. Since all the observations in group (st) are correctly classified, it is only
necessary to report the pair [a, b] formed by the cases a in (vs) and b in (vg) that are assigned to (vg) and (vs), respectively.
In this example, the LDA rule has an excellent estimated error rate [2, 1]. According to Flury [21, p. 498], it is difficult to
conceive a nonlinear method better that LDA. However, RQDA(6) and RQDA(0) improve over the linear discriminant rule.
Only [2,0] observations are misclassified.
Fig. 3 displays the canonical coordinates corresponding to six different estimated bases of the subspace SL = SQ : the LDA
and SIR bases of SL in the first row of plots; the bases AQ (1,6) and AQ (1,0) of Section 4 in the second row; and the QDA
and SAVE bases of SQ in the third row. The linear and parabolic contours of the (LDA[1], LDA[2]) and (SIR[1], RSIRII(1)[1])
plots are the class separation boundaries associated to LDA and RQDA, respectively. The plots corresponding toAQ (1,6) and
AQ (1,0) seem to be more in agreement with the conjecture of Fisher [16] about the differences of the groups in location
and dispersion than the LDA and SIR plots. These better graphical properties, as well as the improvement in the error rate,
make in this problem RQDA perhaps preferable to LDA.
7. Final comments, relation to previous work and possible extensions
This article proposes a technique for dimension reduction in QDA based on the concept of quadratic subspace. Bases
AQ (D0,0) and AQ (D0,0) are produced, and then used either graphically or formally. Identifying a location–dispersion
orthogonal model helps to unify the description of the different components of SQ . The methods suggested seem to work
well in applications.
The procedures presented here are related to previous work on dimension reduction in QDA. For k = 2, Chang [22]
suggested bivariate plots that separate the classes in location and dispersion. However, the selected coordinates are
nonlinear functions of x, and therefore difficult to compare with the ones proposed in this article. The concept of quadratic
subspace is connected to the idea of q-dimensional discrimination subspacemodel (DSM(q)), proposed by Flury et al. [23]. A
DSM(q) limits differences between two normal populations to a subspace of dimension q < p. Flury et al. [23, Theorem 2.2]
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Fig. 3. Iris data: 2D plots of canonical coordinates.
gave a result to characterize the existence of a DSM(q). However, Cook and Yin [3, Section 7.8] established that a pair of
normals with an associated quadratic subspace of dimension s < p satisfies a DSM(s). In fact, if s = dim(SQ ) < p, it is
easy to check that there exist bases AQ of SQ and A(Q ) of S(Q ) such that the matrix A = (AQ | A(Q )) verifies Theorem 2.2 in
Flury et al. [23]. The associated reduced QDA rule of decomposition (5) coincides with the classification criterion proposed
by Flury et al. [23, Corollary 2.3]. As seen in the examples of Section 6, it may occur that s = p. However, the concept of
quadratic subspace does not require normality, hence iterative maximum likelihood estimation, and can be used with more
than two groups. Thus, it seems to be more general and flexible than the notion of DSM(q).
Possible extensions of the theory of this paper include investigation of models in which decomposition (9) holds exactly.
This would gain further insight into the properties of a location–dispersion orthogonal model. Another possibility is to
relate the techniques presented here to the Likelihood-Based Sufficient Dimension-Reduction approach, based on results
by Cook [24] and Cook and Forzani [25–27]. This technique requires maximizing an objective function. The corresponding
numerical task can be solved using the LDR software package presented by Cook, Forzani, and Tomassi [28]. Specific details
are currently under investigation.
Acknowledgments
The author is grateful to an Associate Editor and two anonymous referees for their careful review of the first version of
this paper. This research was partially supported by Grants SEJ 2007-64500 and ECO2008-05080/ECON (Spain).
S. Velilla / Journal of Multivariate Analysis 101 (2010) 1239–1251 1251
Appendix A
Lemma 1. If M and N are two p× p non-negative definite matrices, S(M+ N) = S(M)+ S(N).
Proof. Write M = FF′ and N = GG′, where F and G are two p × p matrices. Hence, S(M + N) = S(FF′ + GG′) = S[(F |
G)(F | G)′] = S(F | G) = S(F)+ S(G) = S(M)+ S(N). 
Appendix B
Since a′0bj = ±
√
1+ λj a′6aj, the orthogonal complement SQ |L(D) in SQ of the subspace SL(D) is the same in themetrics
of both 6 and 0. Write now the orthogonal matrix of eigenvectors ofMLDA in the form C = (CD | C(D)), where CD is of p× D
and C(D) of p× (p− D). The following result holds.
Lemma 2. Suppose that SQ = 6−1/2S(M), whereM is a p× p n.n.d. symmetric kernel matrix of rank s. Then,
SQ |L(D) = 6−1/2(Ip − CDC′D)S(M) = 6−1/2C(D)C′(D)S(M). (B.1)
Proof. The subspace of (B.1) is orthogonal to SL(D) = 6−1/2S(CD) in the metric of 6. Also, 6−1/2(Ip − CDC′D)S(M) ⊆ SQ . It
suffices then to verify that the subspace of (B.1) has dimension s− D. Let 8 = (8s | 8(s)) denote the orthogonal matrix of
eigenvectors ofM. Given that S(CD) ⊂ S(M) = S(8s), one has S(8(s)) ⊂ S(C(D)). Therefore, p−D = r[8′(Ip− CDC′D)8] =
r[diag(8′s(Ip − CDC′D)8s, Ip−s)] = dim[6−1/2(Ip − CDC′D)S(M)] + (p− s). 
Since r[C′(D)MC(D)] = r[C′(D)8s] = r[8′s(Ip − CDC′D)8s] = s − D, the matrix C′(D)MC(D) has s − D positive eigenvalues
dj corresponding to s − D unit eigenvectors εj that satisfy C(D)εj = C(D)C′(D)M(C(D)εj/dj), j = 1, . . . , s − D. Hence,
SQ |L(D) = 6−1/2C(D)C′(D)S(M) = S[6−1/2C(D)ε1, . . . ,6−1/2C(D)εs−D]. A direct application of these result to the p× p kernel
matrixMD = CDC′D+MLDAII obtains the directions vj(D) of Theorem4.1. Similar arguments in the0 scale lead to the directions
wj(D) of Corollary 4.2, j = 1, . . . , s− D. 
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