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VANISHING CYCLE SHEAVES OF ONE-PARAMETER
SMOOTHINGS AND QUASI-SEMISTABLE DEGENERATIONS
ALEXANDRU DIMCA AND MORIHIKO SAITO
Abstract. We study the vanishing cycles of a one-parameter smoothing of a
complex analytic space and show that the weight filtration on its perverse co-
homology sheaf of the highest degree is quite close to the monodromy filtration
so that its graded pieces have a modified Lefschetz decomposition. We describe
its primitive part using the weight filtration on the perverse cohomology sheaves
of the constant sheaves. As a corollary we show in the local complete intersec-
tion case that 1 is not an eigenvalue of the monodromy on the reduced Milnor
cohomology at any points if and only if the total space and the singular fiber
are both rational homology manifolds. Also we introduce quasi-semistable de-
generations and calculate the limit mixed Hodge structure by constructing the
weight spectral sequence. As a corollary we show non-triviality of the space of
vanishing cycles of the Lefschetz pencil associated with a tensor product of any
two very ample line bundles except for the case of even-dimensional projective
space where two has to be replaced by three.
Introduction
Let X be a complex analytic space of dimension n, and Xi be the irreducible
components of dimension n. Let ICXQ :=
⊕
iICXiQ be the intersection complex,
which belongs to the category of perverse sheaves Perv(X,Q) (see [3]) and is natu-
rally identified with a mixed Hodge module ([23], 3.21). Shrinking X if necessary,
we assume that X is an intersection of hypersurfaces in a complex manifold so that
QX exists in the derived category of mixed Hodge modules, see (1.3) below. By
the same argument as in [23], 4.5.9, there is a canonical morphism
QX [n]→ ICXQ,
inducing an isomorphism
(0.1) GrWn
pHnQX
∼
→ ICXQ,
where pHj is the perverse cohomology [3] and W is the weight filtration of pHjQX
defined in the abelian category of mixed Hodge modules MHM(X), see [23]. (In
this paper mixed Hodge modules are denoted by their underlying perverse sheaves
when there is no fear of confusions.) It is well-known (see [3], 4.2.4 and [23], 2.26)
that
(0.2) pHjQX = 0 (j > n), Gr
W
k
pHjQX = 0 (k > j).
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It is also well-known to the specialists that QX [n] = ICXQ if and only if X is a Q-
homology manifold, see (1.5) below. Note that the pHjQX are globally well-defined
in MHM(X) (see [23], 2.19) and we have by (0.1–2)
(0.3) QX [n] = ICXQ ⇐⇒
[
pHjQX = 0 (j < n), Gr
W
j
pHnQX = 0 (j < n)
]
.
Let f : X → C be a holomorphic function on X such that the fibers f−1(t)
are smooth and purely (n − 1)-dimensional for t 6= 0. Setting Y = f−1(0), this
condition is essentially equivalent to the smoothness and the pure dimensionality
of X \ Y replacing X with an open neighborhood of Y if necessary. Assume f is
nonconstant on any n-dimensional irreducible component of X . Let i : Y →֒ X
denote the inclusion.
Theorem 1. Let f be as above. Then we have an exact sequence of mixed Hodge
modules on Y
0→ pHn−1QX →
pHn−1QY →
pH−1i∗(ICXQ)→Wn−1
pHnQX → 0,
and isomorphisms
pHjQX =
pHjQY (j < n− 1).
This is shown by applying the functor i∗ to the distinguished triangle associated
to the mapping cone of QX → (ICXQ)[−n] and using (0.1–2). If QX [n] is a
perverse sheaf, then QY [n− 1] is also a perverse sheaf by the last isomorphisms of
Theorem 1, and we get
Corollary 1. If QX [n] is a perverse sheaf, then we have ICXQ = QX [n] if and
only if i∗(ICXQ)[−1] = QY [n− 1].
Let ψf , ϕf denote the nearby and vanishing cycle functors [6]. We denote by
ψf,1, ϕf,1 their unipotent monodromy part. In this paper these functors are shifted
by −1 so that they preserve perverse sheaves and commute with pHj . Set N =
log Tu with Tu the unipotent part of the monodromy T . Note that ψfQX [n] =
ψf ICXQ is a perverse sheaf, and ψf
pHjQX = 0 for j 6= n, since X \ Y is smooth
and ψfF depends only on F|X\Y in general. The weight filtration W on the
nearby cycles ψfQX [n] = ψf ICXQ is the monodromy filtration [7] shifted by n−1.
However, W on the vanishing cycles ϕf,1
pHjQX is rather complicated in case X
is singular (even in the isolated singularity case, see e.g. [27]). Since pHjQX for
j 6= n is supported in Y , ϕf,1
pHjQX is identified with
pHjQX and the action of N
on it vanishes. So we are mainly interested in ϕf,1
pH0(QX [n]). Set
V• =
⊕
kVk with Vk := Gr
W
k ϕf,1
pH0(QX [n]) ∈ MHM(Y ).
Theorem 2. Let f be as in Theorem 1. There is a noncanonical decomposition
V• ∼= V ′• ⊕ V
′′
•
in MHM(Y ) compatible with N and satisfying
N i : V ′n+i
∼
→ V ′n−i(−i), N
i : V ′′n−1+i
∼
→ V ′′n−1−i(−i) for i > 0,
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where (−i) is the Tate twist [5]. Moreover, setting K ′k = KerN ∩ V
′
k and K
′′
k =
KerN ∩ V ′′k , we have
K ′k = (Gr
W
k−2(
pHn−1QY /
pHn−1QX))(−1) (k ≤ n),
K ′′k = Gr
W
k
pHnQX (k ≤ n− 1).
Corollary 2. With the above notation, we have the Lefschetz decompositions
V ′
•
=
⊕
k≥0
⊕k
i=0N
iP ′n+k(i), V
′′
•
=
⊕
k≥0
⊕k
i=0N
iP ′′n−1+k(i),
with K ′n−k = N
kP ′n+k(k), K
′′
n−1−k = N
kP ′′n−1+k(k),
where P ′n+k := KerN
k+1 ⊂ V ′n+k denotes the N-primitive part, and similarly for
P ′′n−1+k.
If QX [n] is a perverse sheaf (e.g. if X is a local complete intersection), then
pHn−1QX vanishes in the above formula and QY [n− 1] is also a perverse sheaf by
Theorem 1. In the isolated singularity case, Theorem 2 was essentially stated in
[21], see also [27].
From Theorem 2 together with (0.3) for X, Y , we deduce
Theorem 3. Let f be as in Theorem 1. Assume QX [n] is a perverse sheaf (e.g.
X is a local complete intersection) so that QY [n− 1] is also a perverse sheaf. Let
Fx denote the Milnor fiber of f around x ∈ Y . Then
(a) The following three conditions are equivalent to each other.
(i) V ′
•
= 0,
(ii) QY [n− 1] = ICYQ, i.e. Y is a Q-homology manifold,
(iii) W on ϕf,1(QX [n]) is the monodromy filtration shifted by n− 1.
(b) The following three conditions are equivalent to each other.
(i) V ′′
•
= 0,
(ii) QX [n] = ICXQ, i.e. X is a Q-homology manifold,
(iii) W on ϕf,1(QX [n]) is the monodromy filtration shifted by n.
(c) The following three conditions are equivalent to each other.
(i) ϕf,1QX = 0,
(ii) X and Y are Q-homology manifolds,
(iii) 1 is not an eigenvalue of the monodromy on H˜j(Fx,Q) for any j, x.
The assertion (c) says that ϕf,1QX just contains the information of the difference
betweenQX [n] and ICXQ together with the difference betweenQY [n−1] and ICYQ
in this case, see (0.3). (For assertions using the topological methods, see [18].) We
have V ′′
•
6= 0, for example, if f : X → C is the base change of g : Z → C by an
m-fold ramified covering of C such that Z is smooth and an m-th primitive root
of unity is an eigenvalue of the monodromy of g. We have V ′
•
6= 0, for example, in
the case where X is smooth, Y has an isolated singularity, and 1 is an eigenvalue
of the Milnor monodromy.
Let z ∈ Z := supp V• ⊂ Y with the inclusion iz : {z} →֒ Z. Let Zi be the local
irreducible components of (Z, z). Using Theorem 2, we get an assertion on the
Milnor cohomology in a special case as follows.
4 ALEXANDRU DIMCA AND MORIHIKO SAITO
Corollary 3. Let f be as in Theorem 1. Assume Z is a curve and all the eigen-
values of the monodromy around z of the local system (V•|Zi\{z})[−1] are different
from 1 for any i. Then Hji∗zV• = 0 for j 6= 0, and the assertion of Theorem 2
holds by replacing V• with the graded pieces of the unipotent monodromy part of the
Milnor cohomology GrW
•
Hn−1(Fz,Q)1, and applying the functor H
0i∗z to the mixed
Hodge modules appearing in Theorem 2, where
H0i∗zK
′′
k = Gr
W
k H
−1i∗zICXQ.
In case pHn−1QX = 0, we have moreover
H0i∗zK
′
k(1) = Gr
W
k−2H
−1i∗z C(QY [n− 1]→ ICYQ).
Here the mapping cone C(QY [n− 1]→ ICYQ) may be replaced by ICYQ if n ≥ 3.
Corollary 4. With the assumptions of Corollary 3, the maximal size of the Jor-
dan block of the monodromy on Hn−1(Fz,Q)1 is the largest number k such that
H0i∗zK
′
n+1−k 6= 0 or H
0i∗zK
′′
n−k 6= 0 if k > 0.
As for the nearby cycles ψf,1(QX [n]), we have the following
Theorem 4. Let f be as in Theorem 1. There are noncanonical decompositions
for k < n
GrWk ψf,1(QX [n]) ∩KerN
∼= GrWk (
pHn−1QY /
pHn−1QX)⊕Gr
W
k
pHnQX .
Note that the weight filtration W on ψf,1(QX [n]) is the monodromy filtration
shifted by n− 1, and the left-hand side essentially gives the N -primitive part.
As an application of Theorem 4 we construct the weight spectral sequence asso-
ciated with a quasi-semistable degeneration, see (3.1–2). In a typical case, we have
the following.
Theorem 5. Let Lk (1 ≤ k ≤ r) be line bundles on a smooth proper complex
algebraic variety Y of dimension n, and L0 be the tensor product of Lk (1 ≤ k ≤ r)
where n, r ≥ 2. Let Yk be smooth divisors defined by gk ∈ Γ(Y, Lk) (0 ≤ k ≤ r).
Assume
⋃r
k=0 Yk is a divisor with normal crossings on Y . Let X = {g1 · · · gr =
tg0} ⊂ Y × C with f : X → C induced by the second projection where t is the
coordinate of C. Then we have a weight spectral sequence degenerating at E2
E−k,j+k1 = H
j(X0,Gr
W
n−1+kψf,1ICXQ)⇒ H
j+n−1(X∞,Q),
where H•(X∞,Q) denotes the limit mixed Hodge structure [25], [26]. Moreover,
E−i,j+i1 is the direct sum of( ⊕
|I|=i+2l+1
Hj+n−|I|(YI)(−i− l)
)⊕( ⊕
|I|=i+2l+2
Hj+n−|I|−1(Y ′I )(−i− l − 1)
)
,
over l ≥ max(−i, 0), where Y ′I = Y0 ∩
⋂
i∈I Yi and YI =
⋂
i∈I Yi for I ⊂ {1, . . . , r}.
The first part of the E1-term is the same as the weight spectral sequence in case
of a semistable degeneration [26] where X is smooth and X0 is a reduced divisor
with simple normal crossings. The second part of the E1-term is closely related to
the singularities of X . Note that X is singular and f is not semistable if n ≥ 3.
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Nevertheless we get the weight spectral sequence as above without using a blow-up
of X to get a (non-reduced) semistable model as in [11], [13].
In case Y = Pn we can explicitly describe the E2-term of the weight spectral
sequence, i.e. the graded pieces of the weight filtration of the limit mixed Hodge
structure, by using the N -primitive decomposition as below.
Corollary 5. With the notation and the assumptions of Theorem 5, assume Y =
Pn. Let Hn−1prim(X∞,Q), H
n−|I|
prim (YI ,Q), H
n−1−|I|
prim (Y
′
I ,Q) denote the middle primitive
cohomology, and PNGr
W
n−1+kH
n−1
prim(X∞,Q) denote the N-primitive part defined by
KerNk+1 (k ≥ 0). Set m =
(
r−1
n
)
.
Then PNGr
W
n−1+kH
n−1
prim(X∞,Q) for k ∈ [0, n− 1] is given by(⊕
|I|=k+1 H˜
n−|I|
prim (YI)(−k)
)
⊕
(⊕
|I|=k+2 H˜
n−1−|I|
prim (Y
′
I )(−k − 1)) if k 6= n− 1,(⊕
|I|=k+1 H˜
n−|I|
prim (YI)(−k)
)
⊕
( m⊕
Q(1− n)
)
if k = n− 1.
Here H˜
n−|I|
prim (YI) = 0 if |I| > min(n, r), and H˜
n−1−|I|
prim (Y
′
I ) = 0 if |I| > min(n−1, r).
Let dk be the integers such that Lk = OPn(dk) (0 ≤ k ≤ r). Note that d0 =∑r
k=1 dk. If dk = 1 for any r ≥ 1 as in [11], then H˜
n−|I|
prim (YI) = 0 for any I, and
GrWn−1+kH
n−1(X∞,Q) has level < n−1−|k| for |k| 6= n−1 (where the level means
the difference between the maximum and the minimum of the p with GrpF 6= 0).
Corollary 5 also implies that Nn−1 6= 0 on Hn−1(X∞,Q) for r ≥ n+ 1, since
Nk : GrWn−1+kH
n−1(X∞,Q)
∼
→ GrWn−1−kH
n−1(X∞,Q)(−k) (k > 0).
For j 6= n − 1, we have Hj(X∞,Q) ∼= Q(−j/2) or 0 in the case of Corol-
lary 5. It is easy to show that the direct sums in Corollary 5 are direct factors
of PNGr
W
n−1+kH
n−1
prim(X∞,Q). Using the N -primitive decomposition, Corollary 5 is
then equivalent to the numerical equality
(0.4) Pn(d0) =
∑
|I|≥1 |I|
(
r
|I|
)
Pn(dI) +
∑
|I|≥2(|I| − 1)
(
r
|I|
)
Pn(d
′
I) + n
(
r−1
n
)
,
where dI = (dk)k∈I , d
′
I = (dk)k∈I∪{0}, and Pn(d) denotes the dimension of the
reduced middle primitive cohomology of a smooth complete intersection of multi-
degree d ∈ Zk>0 in P
n. It is possible to show directly (0.4) in some simple cases, see
Remark (3.5)(i). By Corollary 5, we can calculate the limit mixed Hodge structure
without using a blow-up of X in this case. It generalizes a calculation of the limit
mixed Hodge structure for n = 4, d0 = r = 5 in [11] where a blow-up of X is used.
However, we cannot calculate the group of connected components of a fiber of the
Ne´ron model as in loc. cit. by using our method.
As an application of Theorem 5 where r = 2, we get the following
Theorem 6. Let Y be a smooth complex projective variety of dimension n ≥ 2.
Let L be a very ample line bundle defining a closed embedding Y →֒ PN . Assume L
is a tensor product of k very ample line bundles where k = 3 if Y is projective space
of even dimension, and k = 2 otherwise. Then the vanishing cycles of a Lefschetz
pencil do not vanish, i.e. the restriction morphism i∗s : H
n−1(Y,Q)→ Hn−1(Ys,Q)
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is non-surjective where is : Ys → Y is a general member of the linear system
|L| = (PN)∨.
This is an improvement of [15], Cor. 6.4 where the assertion was shown for
L = L′⊗d with L′ ample and d≫ 1. It can be used to show the vanishing of some
direct factor of the decomposition in [4] for the direct image of the constant sheaf
by Y → (PN)∨ where Y is the total space of the universal family of the hyperplane
sections of Y ⊂ PN . Note that non-surjectivity of i∗s implies that the discriminant
of π (i.e. the dual variety of Y in (PN)∨) has codimension 1. The converse is true
in the n odd case, using the fact that the eigenvalue of the local monodromy of the
vanishing cycle is −1 by the Picard-Lefschetz formula [17], see [15], Th. 6.3. Note
also that taking the tensor product of two very ample line bundles corresponds to
the composition with the Segre embedding. It is possible to prove Theorem 6 by
using some arguments in [13], [20].
Recently we are informed that our paper is closely related to some results in [1]
and [2].
In Section 1, we recall some basics of mixed Hodge modules and show a lemma
used in the proof of Theorem 2. In Section 2, we prove Theorems 1–4 and Corol-
laries 3–4. In Section 3, we introduce quasi-semistable degenerations and prove a
generalization of Theorem 5 and also Corollary 5. In Section 4, we show Theorem 6.
1. Preliminaries
1.1. Weight filtration. Every mixed Hodge module M on a complex analytic
space X has a canonical weight filtration W in the category of mixed Hodge mod-
ules MHM(X), and every morphism of mixed Hodge modules is strictly compatible
with the weight filtration W . We say that M is pure of weight n if GrWk M = 0 for
k 6= n. If a mixed Hodge module M is pure, then it has a strict support decompo-
sition M =
⊕
Z MZ , where Z runs over the irreducible closed analytic subspaces
of X , and MZ has strict support Z, i.e. its support is Z and there is no nontrivial
sub nor quotient object with strictly smaller support. Pure Hodge modules are
semisimple since they are assumed to be polarizable, see [22], 5.1–2.
1.2. Nearby and vanishing cycle functors. With the above notation, assume
X is pure dimensional, and let Xi be the irreducible components of X . Let M be a
pure Hodge module of weight n which is a direct sum of pure Hodge modules MXi
with strict support Xi. Let f be a holomorphic function on X which is nonconstant
on any Xi. By definition ([22], 5.1.6) the weight filtration W on the nearby and
vanishing cycles ψfM,ϕf,1M is the monodromy filtration shifted by n − 1 and n
respectively. So we have
(1.2.1)
Nk : GrWn−1+kψfM
∼
→ (GrWn−1−kψfM)(−k),
Nk : GrWn+kϕf,1M
∼
→ (GrWn−kϕf,1M)(−k).
As for the non-unipotent monodromy part, we have
(ψf, 6=1M,W ) = (ϕf, 6=1M,W ).
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Set Y = f−1(0) with the inclusion i : Y →֒ X . Since M has strict support X
and Y 6= X , we have
pHji∗M = 0 for j 6= −1,
and there is a short exact sequence of mixed Hodge modules on Y
(1.2.2) 0→ pH−1i∗M → ψf,1M → ϕf,1M → 0.
In fact, the functor i∗ is defined by the mapping cone of ψf,1 → ϕf,1, i.e. we have
a distinguished triangle
(1.2.3) i∗[−1]→ ψf,1 → ϕf,1 → .
This is slightly different from the usual one since ψf,1, ϕf,1 in this paper are shifted
by −1 so that they preserve perverse sheaves. We have moreover isomorphisms
(1.2.4) pH−1i∗M = KerN ⊂ ψf,1M, ϕf,1M = CoimN,
where N : ψf,1M → ψf,1M(−1), see [22], 5.1.4. Indeed, we have a surjection
and an injection can : ψf,1M→ ϕf,1M and Var : ϕf,1M →֒ ψf,1M(−1) such that
N = Var ◦ can.
1.3. Constant sheaf case. If X is an intersection of hypersurfaces in a complex
manifold V (shrinking X if necessary), then we have QX in the derived category
of mixed Hodge modules D := DbMHM(X) as in the proof of Prop. 2.19 in [23].
Indeed, if iX : X →֒ V and ij : g
−1(0)→ V denote the inclusions where
⋂
j g
−1(0) =
X , then
(iX)∗i
∗
X =
∏
j(ij)∗i
∗
j with (ij)∗i
∗
j = C(ψgj ,1 → ϕgj ,1).
Note that (0.1) is equivalent to
HomD(Gr
W
n
pHnQX ,M) = HomD(
pHnQX ,M) = HomD(QX [n],M)
= ExtdimZ−nD (QZ [dimZ],M) = 0
for any pure Hodge module M of weight n with Z := suppM ⊂ SingX (where we
may assume that Z is an intersection of hypersurfaces shrinking V if necessary).
Indeed, the strict support decomposition implies
GrWn
pHnQX = ICXQ⊕M
′,
where M ′ is a pure Hodge module of weight n and suppM ′ ⊂ SingX , and it is
enough to show that M ′ = 0.
For a holomorphic function f on X and x ∈ Y := f−1(0), let ix : {x} →֒ Y
denote the inclusion, and Fx denote the Milnor fiber around x. Since ψf and ϕf in
this paper are shifted by −1, we have
(1.3.1)
Hji∗xψf (QX [n]) = H
n−1+j(Fx,Q),
Hji∗xϕf (QX [n]) = H˜
n−1+j(Fx,Q).
The following will be used in the proof of Theorem 2.
Lemma 1.4. Let A be the category consisting of (M•, N) where M• =
⊕
k∈ZMk
with Mk a pure Hodge module of weight k and N : M• → M•(−1) is a morphism
of graded Hodge modules (here (M•(−1))k := Mk−2(−1).) Morphisms of A are
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morphisms of graded Hodge modules compatible with the action of N . Assume
there is a commutative diagram of exact sequences in A
0 0 C ′
•
↓ ↓
⋂
0 → A′
•
→ B• → C• → 0⋂
|| ↓
0 → A• → B• → C ′′• → 0
↓↓ ↓ ↓
A′′
•
0 0
such that
Nk : Bn−1+k
∼
→ Bn−1−k(−k) (k > 0),
A• = Ker(N : B• → B•(−1)).
Then, choosing a graded splitting of A•→ A′′• , we have an isomorphism in A
C• = (
⊕
k≥1
⊕k
j=1A
′
n−1−k(−j))⊕ (
⊕
k≥0
⊕k
j=0A
′′
n−1−k(−j)),
such that N : C• → C•(−1) is identified with a morphism induced by the identity
on A′n−1−k(−j), A
′′
n−1−k(−j).
Proof. Note first that C ′
•
= A′′
•
by the snake lemma. Since A• is identified with the
N -primitive part of B• up to Tate twists, we have the Lefschetz decompositions
B• =
⊕
k≥0
⊕k
j=0An−1−k(−j), C
′′
•
=
⊕
k≥1
⊕k
j=1An−1−k(−j),
such that N : B• → B•(−1) is identified with a morphism induced by the identity
onAn−1−k(−j), and similarly for C
′′
•
. Then, choosing a graded splitting of A•→ A′′• ,
the assertion follows.
Remark 1.5. It is well-known to the specialists that the condition QX [n] = ICXQ
is equivalent to that X is a Q-homology manifold. Indeed, the former condition
implies that
(1.5.1) QX [n] = (DQX)(−n)[−n],
using the self-duality D(ICXQ) = ICXQ(n) where D denotes the functor associat-
ing the dual. Then (1.5.1) implies that X is a Q-homology manifold. The converse
is easy, see also [10], [18].
2. Proof of Theorems 1–4 and Corollaries 3–4
2.1. Proof of Theorems 1 and 4. Set GX = C(QX → (ICXQ)[−n])[−1] so that
we have a distinguished triangle
(2.1.1) GX → QX → (ICXQ)[−n]→ .
Since the pHjGX are supported on Y , GX can be identified with a complex of mixed
Hodge modules on Y (i.e. it is viewed as an abbreviation of i∗GX), see [23], 2.23.
Applying the functor i∗, we get then a distinguished triangle on Y
(2.1.2) GX → QY → i
∗(ICXQ)[−n]→ .
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Since f is nonconstant on any n-dimensional irreducible component of X , we have
(2.1.3) pHji∗(ICXQ) = 0 (j 6= −1).
By (2.1.1) and (0.1–2) we have
(2.1.4)
pHjGX
∼
→ pHjQX (j < n),
pHnGX
∼
→Wn−1
pHnQX ,
pHjGX = 0 (j > n),
and Theorem 1 follows by using the long exact sequence associated to the dis-
tinguished triangle (2.1.2). Then Theorem 4 follows from (1.2.4) and Theorem 1
together with the semisimplicity of pure Hodge modules.
2.2. Proof of Theorem 2. Applying (1.2.3) to (2.1.1) shifted by n, and taking the
associated long exact sequences, we get a commutative diagram of exact sequences
0 0 0
↓ ↓ ↓
pHn−1GX
∼
→ pHn−1GX → 0 →
pHnGX
|| ↓ ↓ ↓
ϕf,1
pHn−1QX →֒
pHn−1QY → ψf,1
pHnQX → ϕf,1
pHnQX
↓ ↓ || ↓
0 → pH−1i∗(ICXQ) →֒ ψf,1(ICXQ) → ϕf,1(ICXQ)
↓ ↓↓ ↓ ↓
pHnGX
∼
→ pHnGX → 0 0
where all the squares commute since we have the vanishing of certain terms of the
the squares of anti-commutativity (see [3], 1.1.11). Here GX is identified with i∗GX
so that ϕf,1GX and i
∗GX are identified with GX . The fourth row for ICXQ is a short
exact sequence since f is nonconstant on any irreducible component Xi of X and
ICXiQ has strict support Xi, see (1.2.2). By (2.1.4) the above diagram induces a
diagram of the snake lemma
0 0 Wn−1
pHnQX
↓ ↓
⋂
0 → pHn−1QY /
pHn−1QX → ψf,1
pHnQX → ϕf,1
pHnQX → 0⋂
|| ↓
0 → pH−1i∗(ICXQ) → ψf,1(ICXQ) → ϕf,1(ICXQ) → 0
↓ ↓ ↓
Wn−1
pHnQX 0 0
The weight filtration W on ψf,1(ICXQ) and ϕf,1(ICXQ) are the monodromy fil-
trations shifted by n − 1 and n respectively since ICXQ is pure of weight n, see
(1.2.1). Moreover, we have by (1.2.4)
pH−1i∗(ICXQ) = KerN ⊂ ψf,1(ICXQ).
So the assertion follows from Lemma (1.4).
2.3. Proof of Theorem 3. Since H˜n−1+j(Fx,Q)1 = H
j(ϕf,1QX [n])x, Theorem 3
follows from Theorem 2 together with (0.3) for X, Y .
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2.4. Proof of Corollaries 3 and 4. The graded pieces
Vk := Gr
W
k ϕf,1
pH0(QX [n])
have strict support decompositions
Vk = (
⊕
i(Vk)Zi)⊕ (
⊕
z∈Z(Vk){z}),
where Zi are the irreducible components of Z. By the assumption on the local
monodromy Ti,z along Zi around z, we have
Hji∗z(Vk)Zi = 0 for any j,
since it is calculated by the mapping cone of the action of Ti,z − id. On the other
hand we have clearly
Hji∗z(Vk){z} = 0 for j 6= 0,
These imply the E1-degeneration of the spectral sequence associated to the functor
H•i∗z and the filtration W on
pH0ϕf,1(QX [n]), i.e.
H•i∗z and Gr
W
•
commute on pH0ϕf,1(QX [n]).
We have moreover
Hji∗z(
pH0ϕf,1(QX [n])) =
{
Hn−1(Fz,Q)1 if j = 0,
0 if j 6= 0.
Indeed, the assertion for i = 0 follows from the spectral sequence
Ei,j2 = H
ii∗z(
pHjϕf,1(QX [n]))⇒ H
i+ji∗z(ϕf,1(QX [n]))
= H i+j+n−1(Fz,Q)1,
since Ei,j2 = 0 if i > 0 or i < 0, j = 0. We have a similar spectral sequence with
ϕf,1(QX [n]) replaced by GX , since Gr
W
k
pHnGX is a direct factor of V
′′
k by Theorem 2.
So we get similarly
Hji∗z(
pHnGX) =
{
Hni∗zGX if j = 0,
0 if j 6= 0.
Here we have
Hni∗zGX = H
−1i∗zICXQ,
since n ≥ 2 (because dimZ = 1). In case pHn−1QX = 0, we have a similar
argument with X, n replaced by Y, n− 1, since we have the isomorphism
K ′k = (Gr
W
k−2
pHn−1QY )(−1) (k ≤ n).
So Corollaries 3–4 follow from Theorem 2.
Remarks 2.5. (i) In the case X is aQ-homology manifold, Theorem 3 implies that
Y is a Q-homology manifold (i.e. QY [n − 1] = ICYQ) if and only if ϕf,1QX = 0.
This seems to be known to the specialists at least if X is smooth, see also [28]. Note
that this equivalence does not hold for the singular case even if X is a complete
intersection so that pHi(QX [n]) =
pHi(QY [n− 1]) = 0 for i < 0, see Theorem 3.
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(ii) If x is an isolated singularity of X, Y , let LX,x denote the link of (X, x),
and similarly for Y . In this case GX in (2.1.1) is supported on {x}, and we have
isomorphisms for j ≤ n
pHjGX = H
jGX = H
j−1((ICXQ[−n])x/Q) = H˜
j−1(LX,x,Q) = H
j
{x}QX .
Combining this with (2.1.4), we see that pHjQX and
pHjQY in Theorem 1 can be
replaced with the local cohomology groups in this case, see also [21], [27].
(iii) If X is a complete intersection and x is an isolated singularity of X, Y , then
it is also possible to prove Theorem 3(c) as follows. We have an exact sequence
with the notation of Remark (ii) above
0→ Hn−2(LY.x)→ H
n−1
c (LX.x \ LY,x)→ H
n−1(LX.x)
i′∗
→ Hn−1(LY.x),
where i′ : LY.x → LX,x is the inclusion, and the morphism i
′∗ vanishes since
Hn−1(LX.x) has weights ≤ n − 1 and H
n−1(LY.x) has weights > n − 1, see e.g.
[9]. (It does not seem easy to prove this vanishing without using Hodge or ℓ-adic
theory.) Then the assertion follows from the Wang sequence associated to the
Milnor fibration LX.x \ LY,x → S
1 constructed in [14].
3. Case of quasi-semistable degenerations
In this section we introduce quasi-semistable degenerations, and prove a general-
ization of Theorems 5 and also Corollary 5.
3.1. Quasi-semistable degenerations. Let f : X → S be a proper morphism
of complex analytic spaces such that S is an open disc. We say that f is a quasi-
semistable degeneration if X0 := f
−1(0) is a reduced variety with simple normal
crossings, (X, x) for each x ∈ X0 ∩ SingX is analytically isomorphic to
(3.1.1) (h−1(0), 0) ⊂ (Cn+1, 0) with h = y1 · · · yk − ynt,
and moreover f is locally identified with t by choosing a local coordinate of S. Here
y1, . . . , yn, t are the coordinates of C
n+1, and k ∈ [2, n− 1] may depend on x. Note
that we have on a neighborhood of x ∈ X0 ∩ SingX
(3.1.2) SingX = SingX0 ∩ {yn = 0} ⊂ X0.
Let Yk (1 ≤ k ≤ r) be the irreducible components of X0 which are smooth by
hypothesis. We assume X0 algebraic (or Ka¨hler in a generalized sense that each
Yi has a Ka¨hler form such that their cohomology classes come from a cohomology
class on X0). Set
YI =
⋂
k∈IYk, Y
′
I = YI ∩ SingX for I ⊂ {1, . . . , r}.
When we consider Y ′I , we will assume |I| ≥ 2 so that YI ⊂ SingX0 and
Y ′I = YI ∩ {yn = 0} locally.
SinceX is locally a hypersurface, QX [n],QX0 [n−1] are perverse sheaves. By (3.1.2)
we have
(3.1.3) ψf,1ICXQ = ψf,1(QX [n]) = ψf (QX [n]),
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where the last isomorphism follows from the fact that the monodromy on the Milnor
cohomology of f at x ∈ X0 is the identity. Indeed, with the notation of (3.1.1), we
have a geometric monodromy induced by the action of R defined by
α : (y1, . . . , yn, t) 7→ (e
2piiαy1, y2, . . . , yn, e
2piiαt),
and it is the identity for α = 1.
The advantage of quasi-semistable degeneration is that it is quite easy to con-
struct examples as is shown in Theorem 5 and Corollary 5. To get further a
(nonreduced) semistable model we would need blowing-ups as in [11], [13].
Theorem 3.2. The conclusion of Theorem 5 holds for any quasi-semistable de-
generation.
Proof. By (3.1.3) the spectral sequence is associated with the weight filtration
W on ψf,1ICXQ which is the monodromy filtration shifted by n − 1. By [23],
2.14 (together with the definition of ψt), we have isomorphisms as mixed Hodge
structures
Hj(X0, ψf (QX [n])) = ψt
pRjf∗(QX [n])) = H
j+n−1(X∞,C),
where ψf , ψt are shifted by −1 so that they preserve perverse sheaves and mixed
Hodge modules. By Theorem 4, it is then sufficient to show the following isomor-
phisms for k < n
(3.2.1)
GrWk (QX0 [n− 1]) =
⊕
|I|=n−kQYI [dim YI ],
GrWk (QX [n]) =
⊕
|I|=n−k+1QY ′I [dim Y
′
I ](−1).
The first isomorphisms are well-known. For the second isomorphisms, we use the
function h in (3.1.1) defining locally X . By (1.2.4) and using the N -primitive
decomposition, there are isomorphisms for k < n
GrWk (QX [n]) = Gr
W
k ψh,1(QX′ [n + 1]) ∩KerN
= GrWk+2ϕh,1(QX′ [n + 1])(1) ∩KerN.
The assertion is then reduced to the first isomorphisms of (3.2.1) by using Lemma (3.3)
below. More precisely, it proves the assertion locally in classical topology, and we
have to show that the direct factors of GrWk (QX [n]) (k < n) are globally constant
sheaves. This is inductively reduced to the case k = n−1. (Indeed, the local exten-
sion class between the GrWk (QX [n]) induces the restriction morphisms QY ′I → QY ′J
for I ⊂ J with |I| = |J | − 1, see also Remark (3.5)(iv) below.)
In case k = n − 1, we may assume r = 2 replacing Y with an affine open
subvariety if necessary. In this case, X is equisingular along Y ′{1,2} and has an
ordinary double point by restricting to a transversal slice to Y ′{1,2}. So it is enough
to show that the restriction of HjICX to Y
′
{1,2} is a constant sheaf for any j. Then
the assertion is proved by taking the blow-up of X along Y ′{1,2} which gives a
resolution of singularities and using the direct image of the constant sheaf since
the intersection complex is a direct factor of the direct image by the decomposition
theorem [3].
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Lemma 3.3. Let Z be a complex manifold, and g be a holomorphic function on Z
such that g−1(0) is a reduced divisor with simple normal crossings. Let X ′ = Z×C2,
and h = g + z1z2 on X
′ where z1, z2 are the coordinates of C
2. Then we have a
canonical isomorphism compatible with the action of N
ϕh,1(QX′ [dimX
′]) = ϕg,1(QZ [dimZ])(−1).
Proof. This is a special case of the Thom-Sebastiani theorem for Hodge modules
which was shown in an unpublished manuscript of the second author which was
typed at RIMS in 1990. For the proof of Theorem 5 it is enough to show it for
the underlying perverse sheaves with C-coefficients since the N -primitive part of
each graded piece is a direct sum of the constant sheaves on the strata in this case.
Then the assertion also follows from [24], 4.1.
3.4. Proof of Corollary 5. By Theorem 5 the E1-term E
−i,j+i
1 is the direct sum
of
Hj−i+n−1−2l(YI)(−i− l) and H
j−i+n−1−2l−2(Y ′I′)(−i− l − 1)
over I, I ′ satisfying respectively the conditions
|I| = i+ 2l + 1, |I ′| = i+ 2l + 2,
where l satisfies the conditions i+ l ≥ 0, i ≥ 0, and
(3.4.1)
j ≤ n− 1− i− 2l, j ≥ −n + 1 + i+ 2l for YI ,
j ≤ n− 1− i− 2l − 2, j ≥ −n + 1 + i+ 2l + 2 for Y ′I′.
Note that dimYI = n− 1− i− 2l and dim YI′ = n− 1− i− 2l − 2.
Let ′H•(YI) denote the orthogonal complement of the middle primitive cohomol-
ogy in H•(YI) if dimYI 6= 0, and the image of the canonical morphism Q→ H
0(YI)
if dimYI = 0. Note that
′Hj(YI) = H
j(YI) if j 6= dimYI . Define
′H•(Y ′I ) similarly.
The differential dp,q1 is expressed by using the restriction and Gysin morphisms up
to constant multiples. (This is shown by using the extension classes at the level
of sheaves, see Remark (3.5)(iv) below and also [20].) Then ′H•(YI) and
′H•(Y ′I )
define a subcomplex ′E
•,•
1 of E
•,•
1 . So it is enough to show that its cohomology
′E−i,j+i2 satisfies
(3.4.2) ′E
−i,i
2 =
m⊕
Q((1− n− i)/2) if i+ n− 1 is even and |i| ≤ n− 1,
where m =
(
r−1
n
)
. Note that ′E−i,i+j2 = 0 for i + j + n − 1 odd. (Using (3.4.2),
the assertion can be reduced to the case dk = 1 for any k > 0. Indeed,
′E
•,•
1 is
independent of the dk as long as r is fixed, where the differential can be neglected
by using the Euler characteristic as below.)
Take k ∈ Z, and consider the subcomplex ′E
•−k,k
1 . This is defined by the direct
factors of ′E−i,i+j1 with
i+ j = k.
Here we may assume k − n− 1 is even since the complex vanishes otherwise. It is
enough to calculate the Euler characteristic of ′E
•−k,k
1 since we have for j 6= n− 1
Hj(X∞,Q) = Q(−j/2) if j is even, and 0 otherwise.
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By the self-duality of (ψf,1, N), the E1-complex is self-dual, and we may assume
k ≥ 0.
Let I l denote the image filtration on ′E1 defined by ImN
l. The action of N on
′E1 is defined so that the index l increases by 1 and
′E1/I
1 is isomorphic to the
primitive part. Thus the index l is constant on the graded complex GrlI
′E
•−k,k
1 . We
will use the index i instead of j so that the complex will be denoted by GrlI
′E−
•,k
1
(because of the relation |I| = i + 2l + 1, etc.) Note that the differential decreases
the index i by 1.
Since it is sufficient to calculate the Euler characteristic of GrlI
′E−
•,k
1 , we may
modify the differential as we like. So we may calculate it separately for YI and Y
′
I .
We first consider the complex consisting only of the cohomology of YI , which will
be denoted by (GrlI
′E−
•,k
1 )Y . Let K
(r)
• denote the Koszul complex associated to r
morphisms which are the identity on Q, where dimK
(r)
i =
(
r
i
)
. Since |I| = i+2l+1
corresponds to the index i of the Koszul complex up to a shift, we may assume (by
modifying the differential of (GrlI
′E−
•,k
1 )Y if necessary)
(GrlI
′E
−•,k
1 )Y
∼= (σ≤qσ≥pK
(r)
•
)[−2l − 1],
where σ≥p is the truncation which preserves the the components of degree ≥ p and
replace it with 0 for the degree < p (and similarly for σ≤q), see [5]. Note that for
p < q
(3.4.3) dimHi(σ≤qσ≥pK
(r)
• ) =

(
r−1
p−1
)
if i = p,(
r−1
q
)
if i = q ,
0 otherwise.
(This follows from the well-known formula
(
r
i
)
=
(
r−1
i
)
+
(
r−1
i−1
)
together with the
acyclicity of K
(r)
• by decomposing it into the short exact sequences using Ker d =
Im d.)
The numbers p, q are determined by using the conditions in (3.4.1) for YI , and
we get
p = l + 1, q = l + (n+ 1 + k)/2.
Moreover the range of l is given by
0 ≤ l ≤ A := (n− 1− k)/2,
which implies k ≤ n− 1. Then we get the ranges of p, q (when l varies)
1 ≤ p ≤ A+ 1, A+ k + 1 ≤ q ≤ n.
We apply a similar argument to (GrlI
′E−
•,k
1 )Y ′ which consists of the cohomology
of Y ′I . Since |I
′| = i+ 2l + 2, we have
(GrlI
′E
−•,k
1 )Y ′
∼= (σ≤qσ≥pK
(r)
•
)[−2l − 2],
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where the shift of the Koszul complex is different from the above complex by 1.
Applying further a similar argument we get
p = l + 2, q = l + (n+ 1 + k)/2, 0 ≤ l ≤ A− 1,
2 ≤ p ≤ A+ 1, A + k + 1 ≤ q ≤ n− 1, k ≤ n− 3.
If k ≤ n− 3, we take the Euler characteristic of ′E−
•,k
1 , and get cancelations for
2 ≤ p ≤ A+ 1 and A+ k + 1 ≤ q ≤ n− 1.
Thus, using (3.4.3), only
(
r−1
0
)
for p = 1 and
(
r−1
n
)
for q = n remain . The first
term corresponds toHn−1+k(X∞) if k > 0, and to the orthogonal complement of the
middle primitive part if k = 0. So we get the desired assertion. If k = n− 1, then
the range of l consists only of {0} for (GrlI
′E−
•,k
1 )Y , and is empty for (Gr
l
I
′E−
•,k
1 )Y ′ .
So we get the same conclusion.
Remarks 3.5. (i) For the proof of Corollary 5 we may assume dk = 1 for any
k > 0, see a remark after (3.4.2). Set d := d0 = r. Let en(d) denote the Euler
number of a smooth hypersurface Z of degree d in Pn for n, d ≥ 2 (e.g. Z = Y0 or
Y ′I ). It is well-known that
en(d) = −
∑n−1
i=0
(
n+1
i
)
(−d)n−i = n+ 1 + ((1− d)n+1 − 1)/d.
This can be verified by using an inductive formula en(d) = nd − (d − 1)en−1(d)
which is easily shown for Fermat hypersurfaces. For n ≥ 1, set
Pn(d) := dim H˜
n−1
prim(Z) = (d− 1)((d− 1)
n − (−1)n)/d,
where Hn−1prim(Z) denotes the primitive cohomology, and the last equality for n ≥ 2
follows from the above formula. By the argument using ′E
•,•
1 in (3.4), the direct
sums in Corollary 5 are direct factors of the N -primitive part. So Corollary 5 is
equivalent to the numerical equality (0.4). In the case dk = 1 (k > 0) and d0 = d,
the latter becomes
Pn(d) =
∑
0≤k≤n−3(k + 1)
(
d
k+2
)
Pn−k−2(d) + n
(
d−1
n
)
.
It is possible to prove this by a direct calculation if n is quite small (e.g. if n ≤ 5).
(ii) Let C(n+ 1, d, j) denote the integers such that
(t+ · · ·+ td−1)n+1 =
∑(n+1)(d−1)
j=n+1 C(n+ 1, d, j)t
j.
Up to the multiplication by tn+1, this coincides with the Poincare polynomial of
the graded module
C[x0, . . . , xn]/(x
d−1
0 , . . . , x
d−1
n ).
Using a Koszul complex which is associated with the multiplication by xd−1i and
gives a free resolution of the above module, we get as is well-known to the specialists
C(n + 1, d, j) =
∑n+1
k=0(−1)
k
(
n+1
k
)(
j−1−k(d−1)
n
)
.
Here
(
p
q
)
= 0 if q < 0 or p− q < 0.
On the other hand, we have by a well-known result of Griffiths [12]
C(n+ 1, d, di) = dimGrn−iF H
n−1
prim(Z,C) for i ∈ [1, n].
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Using these, we can calculate the Hodge numbers of the limit mixed Hodge struc-
ture in Corollary 5.
(iii) With the notation of Theorem 5 we have the weight spectral sequence for
the vanishing cycles
E−k,j+k1 = H
j(X0,Gr
W
k+n−1ϕf(QX [n]))⇒ H
j(X0, ϕf(QX [n])),
degenerating at E2, and E
−i,j+i
1 is given by the direct sum of⊕
l≥max(−i,1)
( ⊕
|I|=i+2l+1
Hj+n−|I|(YI)(−i− l)
)
and ⊕
l≥max(−i,0)
( ⊕
|I|=i+2l+2
Hj+n−|I|−1(Y ′I )(−i− l − 1)
)
.
(iv) Let i : X →֒ Y be a closed immersion of smooth varieties. Assume
codimYX = 1. Set n = dimY . Since i
∗QY = QX and i
!QY = QX(−1)[−2],
the adjunction for i implies
Ext1(QY [n],QX [n− 1]) = Ext
1(QX [n− 1],QY (1)[n]) = Hom(QX ,QX).
(v) For a quasi-semistable degeneration, it would be possible to get a semistable
model by repeating the blow-ups along the center {t = yk = 0} in the notation of
(3.1.1). Indeed, the strict transform of {y1 · · · yk = ynt} becomes {y1 · · · yk−1 = ynt}
or {y1 · · · yk = yn} by replacing t with tyk or yk with tyk, see [13] for the case r = 2.
If r = 2 we can prove Theorem (3.2) using this blow-up, see [20].
4. Application
In this section we prove Theorem 6 which improves [15], Cor. 6.4.
4.1. Proof of Theorem 6. By assumption L = L1 ⊗ L2 with L1, L2 very ample.
Moreover L2 is a tensor product of two very ample line bundles if Y = P
n with n
even. Let Yi ∈ |Li| (i = 0, 1, 2) be general smooth members where L0 := L. We
may assume that their union is a divisor with normal crossings. Let gi ∈ Γ(X,Li)
defining Yi for i = 0, 1, 2. Applying the construction of Theorem 5, we get a
smoothing f : X → C of Y1 ∪ Y2 such that
Xt := f
−1(t) = {g1g2 = tg0} ⊂ X.
In particular, X0 = Y1 ∪ Y2 and X1 = Y0. The singular locus Σ of X is contained
in X0 = {t = 0} and coincides with the intersection of Y0, Y1, Y2, see (3.1.2). Set
Z = Y1 ∩ Y2. Note that dimYi = n − 1, dimZ = n − 2 and dimΣ = n − 3. By
Theorem 5 we have the weight spectral sequence
E−k,j+k1 = H
j(X0,Gr
W
k+n−1ψf,1ICXQ)⇒ H
j+n−1(X∞,Q),
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degenerating at E2, and its E1-terms are given as follows:
E−k,j+k1 =

Hj+n−2(Z)(−1) if k = 1,⊕
i=1,2H
j+n−1(Yi)⊕H
j+n−3(Σ)(−1) if k = 0,
Hj+n−2(Z) if k = −1,
0 otherwise.
(It is also possible to get this spectral sequence by the same argument as in [20], 4.4
using the blow-up along Y0 ∩ Y2 studied in [13].) The differential d
p,q
1 is expressed
by the restriction and Gysin morphisms associated to the inclusions Σ → Z and
Z → Yi up to constant multiples, see see Remark (3.5)(iv) below. Set
αj,kr = dimE
−k,j+k
r ,
γj(V ) = dimHj+dimV (V ) for V = Y, Yi, Z,Σ.
There are symmetries
αj,k1 = α
−j,k
1 = α
j,−k
1 = α
−j,−k
1 , γ
−j(V ) = γj(V ).
We have to show
(4.1.1) γ0(Y0) =
∑
|k|≤1 α
0,k
2 > γ
−1(Y ),
where the first equality follows from the E2-degeneration of the above spectral
sequence. We will show (4.1.1) by induction on n.
The weak Lefschetz theorem implies
(4.1.2)
γ0(Σ) ≥ γ−1(Z) = γ−2(Yi) = γ
−3(Y ),
γ0(Z) ≥ γ−1(Yi) = γ
−2(Y ),
γ0(Yi) ≥ γ
−1(Y ).
From the above spectral sequence we get then
(4.1.3)
α0,02 − γ
−1(Y ) ≥ α0,01 − α
−1,1
1 − α
1,−1
1 − γ
−1(Y )
= γ0(Y1)− γ
−1(Y ) + γ0(Y2)− γ
−3(Y ) + γ0(Σ)− γ−3(Y ),
using α−1,11 = α
1,−1
1 = γ
−1(Z) = γ−3(Y ). We have moreover
(4.1.4) α0,−12 ≥ γ
0(Z)− γ−2(Y ) = γ0(Z)− γ−1(Y1).
Indeed, by the weak Lefschetz theorem, the image ofHn−2(Yi) (i = 1, 2) inH
n−2(Z)
under the differential d1 of the spectral sequence is contained in the image of the
canonical injection Hn−2(Y ) →֒ Hn−2(Z) by the restriction morphism. Moreover,
the image of Hn−4(Σ)(−1) in Hn−2(Z) is also contained in the image of the above
canonical injection since it is contained in the image of the action of c1(L0) using
the bijectivity of the restriction morphism Hn−4(Z)→ Hn−4(Σ) in the case n ≥ 4.
(Note that the action of c1(L0) is compatible with the restriction morphism.) So
(4.1.4) follows.
Thus, in order to prove (4.1.1) using (4.1.2–4), it is enough to show either
(4.1.5) γ0(Σ) > γ−1(Z) = γ−3(Y ) or γ0(Z)− γ−1(Y1) > 0.
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Using the first condition of (4.1.5), the assertion is reduced to the case where n,
Y and Y0 are respectively replaced by n − 2, Z and Σ. So we get the assertion in
the n odd case by induction on n. Indeed, in case n = 3 we have #|Σ| ≥ 2 since
it coincides with the intersection number Y0 · Y1 · Y2 where Y0 can be replaced by
Y1 + Y2 as algebraic cycles and Y1, Y2 are very ample by assumption.
We may now assume n even. In the case where Y = Pn with n even so that
L is a tensor product of three very ample line bundles, the assertion then follows
from the n odd case using the last condition of (4.1.5) and replacing Y with Y1. In
the other case, the assertion is reduced finally to the case n = 2 by induction on
n using the first condition of (4.1.5) repeatedly where n, Y and Y0 are respectively
replaced by n−2, Z and Σ in each inductive step. We have then Σ = ∅, dimZ = 0
and Yi is a connected curve where the image of H
0(Yi)→ H
0(Z) is the diagonal for
i = 1, 2 and its cokernel is nonzero if #|Z| > 1. The last condition is satisfied after
replacing Y with Z repeatedly if the intersection number Y
n/2
1 ·Y
n/2
2 is bigger than
1 for the original Y1, Y2 ⊂ Y . So the assertion is reduced to the following lemma
(which would be known to specialists at least in the case Di = Dj for any i, j).
Lemma 4.2. Let Y be a smooth complex projective variety of dimension n ≥ 2,
and Di be very ample divisors for i = 1, . . . , n. Assume the intersection number
D1 · · ·Dn is 1. Then Y = P
n and the Di are hyperplanes.
Proof. Note first that the assertion is easy if Di ∈ |L| for some very ample line
bundle L independent of i. Indeed, take a linear subsystem generated by general
n+1 hyperplane sections and defining a morphism Y → Pn. Then the assumption
implies that its fiber is one point over any s ∈ Pn (taking n hyperplanes in Pn
whose intersection is s). So the assertion follows.
We prove the general case by induction on n ≥ 1. If n = 1, the intersection
number is interpreted as the degree of a zero-cycle. Then the assertion is well
known. Assume n ≥ 2. We first show that the Di are isomorphic to P
n−1. For
this it is enough to show that the Di are smooth using the inductive hypothesis.
But it is well known (and is easy to show) that the intersection number cannot be
1 if some Di has a singular point. Note that Di may be replaced by any member
of the linear system |OY (Di)| and the Di are very ample.
We now consider a Lefschetz pencil f : X → P1 associated to the very ample
line bundle OY (Dn). Its fibers are all isomorphic to P
n−1 by the above argument.
So we get
h2i(X) = 2 if i = 1, . . . , n− 1, and hj(X) = 0 if j is odd.
Since the morphism ρ : X → Y is the blow-up along a smooth center C which has
codimension 2, we have
h2i(X) = h2i(Y ) + h2i−2(C) for any i,
and h2i(Y ) and h2i−2(C) are nonzero for i = 1, . . . , n− 1 since Y, C are projective.
We get thus
h2i(Y ) = 1 if i = 1, . . . , n− 1, and hj(Y ) = 0 if j is odd.
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Moreover, H2(Y,Z) is torsion-free since so is H2(X,Z) and there is a long exact
sequence
0→ H2(Y,Z)→ H2(X,Z)→ H0(C,Z)(−1)→ .
(The last sequence is induced by the truncation τ on the direct image Rρ∗ZX since
Riρ∗ZX is ZY if i = 0, ZC(−1) if i = 2, and 0 otherwise.) So we get Pic(Y ) = Z[D]
where D is an ample divisor, and [Di] = mi[D] for positive integers mi. Then the
assumption implies mi = 1 for any i, and the assertion is reduced to the first case.
Remarks 4.3. (i) The equivalence between the non-vanishing and the non-
surjectivity in Theorem 6 follows from the Picard-Lefschetz formula [17] and the
global invariant cycle theorem [5], see [15] (and [16] for a complex analytic argu-
ment).
(ii) If Y = Pn with n even and L = OPn(2), then H
n−1(Ys) = 0 for a smooth
member Ys of |L| and we have the surjectivity of i
∗
s. So Theorem 6 is optimal (i.e.
we cannot take k = 2) in the case Y is projective space of even dimension. Among
the other cases where Theorem 6 holds with k = 2, there are some cases where
we cannot take k = 1. For example, if Y is a projective hypersurface of degree
d ≤ 2 and L = OY (1), then we have the surjectivity of i
∗
s except for the case where
dimY is odd and d = 2. Recently N. Fakhruddin informed us that there are less
trivial examples. For instance, if Y is a ruled surface over P1, then we have a very
ample divisor which is a sum of a section C and the pull-back of a very ample
divisor on P1. In this case any member of the linear system |L| is a section (since
its intersection number with any fiber is 1) and we have the surjectivity of i∗s for
k = 1.
(iii) The non-surjectivity of the restriction morphism i∗s in Theorem 6 is equiva-
lent to the condition that Hn(Y \ Ys) is not pure of weight n by Poincare´ duality
and the weight spectral sequence [5]. This implies examples of smooth affine vari-
eties Y \Ys whose cohomology is not pure and which are formal in the sense of [8],
see [19], Cor. 10.5, a).
(iv) Let π : Y → S := (PN)∨ denote the universal family of hyperplane sections
as in a remark after Theorem 6. By [3] we have the decomposition
Rπ∗(QY [dimY ]) ∼=
⊕
i,jE
i
j[−i],
where Eij denotes the direct sum of the direct factors of
pRiπ∗(QY [dimY ]) having
strict support of codimension j. In [4] it is proved that
Eij = 0 for ij 6= 0.
Moreover, N. Fakhruddin proved in Appendix of loc. cit.
E0j = 0 for j ≥ 1 if L = L
′⊗d with L′ ample and d≫ 1.
Here it is sufficient to assume d ≥ 2n− 1 if L′ is very ample. Indeed, let IZ ⊂ OY
be the reduced ideal sheaf of Z = {z1, . . . , zm} ⊂ Y . By the same argument as in
loc. cit., the assertion can be reduced to the surjection
H0(Y, L′⊗d)→ H0(Y, L′⊗d ⊗OY (OY /I
2
Z)) for d ≥ 2m− 1.
20 ALEXANDRU DIMCA AND MORIHIKO SAITO
For the last surjection, take Hi,j ∈ |L| for i ∈ [1, m], j ∈ [0, n] such that zi /∈ Hi,0
and the Hi,j for j ∈ [1, n] contain zi and form a divisor with normal crossings at
zi. Take further H
′
i ∈ |L
m−1| such that zi /∈ H
′
i and zj ∈ H
′
i for j 6= i. Then the
surjection follows by using Hi,j +2H
′
i ∈ |L
2m−1| for i ∈ [1, m], j ∈ [0, n]. Note that
Theorem 6 implies (assuming Y 6= Pn)
E01 = 0 if L = L
′⊗d with L′ very ample and d ≥ 2.
(v) Let Ys be a smooth fiber of π in Remark (iv). Set n = dim Y . Using the
Picard-Lefschetz formula, we have the orthogonal decomposition
Hn−1(Ys) = H
n−1(Ys)
inv ⊕Hn−1(Ys)
van,
where Hn−1(Ys)
inv = Im(Hn−1(Y ) → Hn−1(Ys)) and H
n−1(Ys)
van is generated by
the vanishing cycles (this is closely related to the hard Lefschetz theorem, see [7],
[16].)
We have
Hn−1(Ys)
van ⊂ Hn−1prim(Ys),
where Hn−1prim(Ys) denotes the primitive part. Indeed, the non-primitive part is
contained in the invariant part and the assertion follows by taking their orthogonal
complements.
Let f : X → P1 be a Lefschetz pencil where ρ : X → Y is the blow-up along a
smooth center Z which is the intersection of two general hyperplane sections. We
have the perverse Leray spectral sequence
Ei.j2 = H
i(P1, pRjf∗(QX [n]))⇒ H
i+j+n(X),
degenerating at E2 by the decomposition theorem [3]. Note that
E−1,j+12 = Im(˜i
∗
s : H
j+n(X)→ Hj+n(Ys)),
E1,j−12 = Im((˜is)∗ : H
j+n−2(Ys)(−1)→ H
j+n(X)),
where i˜s : Ys →֒ X is the inclusion. Moreover we have the decomposition
Hj+n(X) = Hj+n(Y )⊕Hj+n−2(Z)(−1),
so that i˜∗s, (˜is)∗ are expressed by using i
∗
s, (is)∗, i
′∗
s , (i
′
s)∗ where is : Ys →֒ Y , i
′
s : Z →֒
Ys are the inclusions, see [15]. Using the weak Lefschetz theorem, we get then a
canonical isomorphism as Hodge structures
E0,02 = H
n
prim(Y )⊕H
n−2(Z)van(−1).
Let D ⊂ S denote the discriminant of π in Remark (iv). In the case codimSD >
1, pR0f∗(QX [n]) is constant so that E
0,0
2 = 0, and we get by using the above formula
Hnprim(Y ) = H
n−1(Ys)
van = Hn−2(Z)van = 0.
Note that its converse is also true. Indeed, the equivalence can be shown by using
the following (see [16], 3.5.3)
χ(Y )− 2χ(Ys) + χ(Z) = (−1)
nr,
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where r is the number of the critical values of the Lefschetz pencil, i.e. the inter-
section number of D with a general line. The weak Lefschetz theorem implies that
the left-hand side coincides up to a sign with a sum of three non-negative numbers(
bn(Y )− bn−2(Y )
)
+ 2
(
bn−1(Ys)− bn−1(Y )
)
+
(
bn−2(Z)− bn−2(Ys)
)
.
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