ABSTRACT Grey wolf optimizer (GWO) is a relatively new algorithm in the field of swarm intelligence for solving numerical optimization as well as real-world optimization problems. However, the paramount challenge in GWO is that it is prone to stagnation in local optima. The main goal of this paper is to improve the searchability of GWO when a new learning strategy is introduced in the algorithm. This new operator, called refraction learning, is essentially an opposite-learning strategy that is inspired by the principle of light refraction in physics. This proposed operator is applied to the current global optima of the swarm in the GWO algorithm and is beneficial to help the population for jumping out of the local optima. A novel variant of GWO called RL-GWO based on refraction learning is proposed. A theoretical proof of convergence is provided. We investigate the performance of RL-GWO using two sets of benchmark test functions, i.e., 23 widely used benchmark test functions, and 30 test functions from the IEEE CEC 2014. A non-parametric Wilcoxon's test is performed to observe the impact of improving the global optima in the algorithm. It is concluded that RL-GWO is an efficient, effective, and reliable algorithm for solving function optimization problems.
I. INTRODUCTION
Grey wolf optimizer (GWO) is a powerful and widely used population-based optimization technique developed by Mirjalili et al. in 2014 [1] . It mimics the social leadership hierarchy and hunting mechanism of grey wolves in nature. Compared with other population-based algorithms, GWO shows powerful search performance with an advantage of employing few parameters [2] . Due to its conceptual simplicity, ease of implementation, and high search efficiency, GWO has witnessed a rapid increase in popularity over the past five years and has been successfully applied to various real-world fields, for instance, tuning of fuzzy control system [3] , optimal allocation of distributed generation [4] , image segmentation [5] , [6] , UAV path planning [7] , [8] , unit commitment and diversity are necessary for population-based optimization algorithms. In practice, the two aspects contradict each other. To achieve good performance on problem optimization, they are should be well balanced [30] . While the position-updating equation of GWO, which is used to generate new candidate grey wolves based on the information of the previous three best grey wolves, is good at convergence, it is poor at diversity [31] , which results in the poor ability of global search. In addition, it has been found that GWO perform poorly when the optimization problem has a large number of local optima or is high-dimensional [32] . The above weakness can usually be attributed to the premature convergence that often occurs in GWO [33] . In order to alleviate premature convergence by achieving a good balance between convergence and diversity, a number of GWO variants have been suggested, which can be roughly divided into the following four categories:
1) Modified settings of the control parameter. a and C are the two control parameter in the conventional GWO. A non-linearly decrease strategy of a based on exponential decay function over the course of iterations is proposed in [34] . Another important modification of a is the introduction of logarithmic decay function [32] . The control parameter a was further modified by non-linearly timevarying strategy over the search procedure [35] . A dynamic adaptation of control parameter a based on fuzzy logic is designed in [36] . Unlike the previously mentioned modifications, a non-linearly increase strategy of a over the course of iterations is presented in [31] . The value of C changes dynamically with the number of iterations is designed in [37] .
2) Hybridization with other search methods. Since different search methods have different strengths, it is a natural idea to hybridize GWO with other search approaches. One straight-forward idea is to combine GWO with different population-based optimization algorithms, such as genetic algorithms [38] , particle swarm optimization [39] , differential evolution [40] - [42] , sine cosine algorithm [43] , cuckoo search algorithm [44] , biogeography-based optimization [45] , and crow search algorithm [46] . Another important idea is to integrate GWO with local search methods, such as Powell local optimization method [47] , pattern search local method [48] , and chaotic optimization method [49] .
3) Modifications of the position-updating equation. The motivation of modifying position-updating equation in GWO is to enhance the population diversity. In [31] , an explorationenhanced GWO (EEGWO) was developed, where the update of each individual is based on the positions of the three best individuals and the selected randomly individual from the population. Another classical example is the fuzzy hierarchical GWO introduced in [50] , where each wolf updates their positions based on the weight, fitness, and fuzzy logic. A novel weighted distance GWO (wdGWO) was proposed specifically to solve complex problems in [51] . The proposed wdGWO algorithm modified the position-updating equation and used weighted sum of best positions instead of just a simple average. In [52] , a novel variant of GWO (RGWO) based on randomly weighted coefficients was developed to modify the position updating equation. More recently, inspired by PSO, a modified position-updating equation based on the information of the global best (α) position and the personal historical best (pbest) position was proposed in [32] . 4) Introduction of the new operators. A cellular GWO (CGWO) with a topological structure operator was presented in [2] . In CGWO algorithm, each wolf has its own topological neighbors, and interactions among wolves are restricted to their neighbors. In [50] , a new fuzzy hierarchical operator was introduced in the conventional GWO algorithm. A modified version of GWO (IAgGWO) based on a mutation operator was proposed in [53] . An efficient modified GWO (LGWO) variant was developed based on Lévy flight operator and greedy selection strategy to solve either global or real-world optimization in [54] . A parallel GWO with opposition-based learning operator was developed to solve global optimization problems in [55] . a very recently proposed GWO variant (RW-GWO) with a novel random walk operator in [56] .
Since most GWO variants introduce additional operators or new mechanisms, premature convergence remains a major issue in most existing GWO variants. Therefore, in this paper, a novel variant of GWO based on refraction learning, called RL-GWO, is proposed which improve the search performance of conventional GWO. The main contributions of this paper are summarized as follows:
• A novel framework of GWO is developed and does not affect the configuration of conventional GWO algorithm.
• The refraction learning strategy is proposed to enhance the ability of jumping out of local optimum.
• We investigate the performance of RL-GWO using two sets of benchmark test functions, i.e., 23 widely used benchmark test functions and 30 benchmark test functions from IEEE CEC2014.
• The experimental results demonstrated that the pro-posed RL-GWO provides competitive performance with less number of fitness function evaluations.
The rest of this paper is organized as follows. Section II introduces the preliminary knowledge. Section III illustrates the proposed method in detail. Simulation experiments and comparisons are carried in Section IV. Finally, Section V concludes this investigation.
II. PRELIMINARY KNOWLEDGE A. GREY WOLF OPTIMIZER ALGORITHM
GWO is a popular population-based optimization technique which mimics the social leadership hierarchy and hunting behavior of grey wolves. The best solution of GWO is called alpha (α). The second-and third-best solutions are named as beta (β) and delta (δ), respectively. The other solutions of GWO are known as omega (ω).
To mathematically model the encircling mechanism, equation (1) is used as follows [1] :
57806 VOLUME 7, 2019 where X is the position vector of the wolf, t is the current iteration, X p is the position vector of the prey, A and C are the coefficient matrix, respectively and are calculated as follows:
where r 1 and r 2 are the randomly generated vector from [0,1], respectively. a is called control parameter and is a linearly decreasing vector from 2 to 0 over iterations:
where T is the maximum number of iterations. The other wolves in the population update their positions according to the positions of α, β, and δ as follows [1] :
where A 1 , A 2 , and A 3 are similar to A, C 1 , C 2 , and C 3 are similar to C. The pseudo code of the conventional GWO algorithm is shown in Algorithm 1.
Algorithm 1
The Conventional GWO 1: t = 0; 2: randomly initialize the grey wolf population X i (i = 1, 2, . . . , N ); 3: initialize the parameters a, A, and C; 4: calculate the objective function value of each grey wolf; 5: X α = the best solution; 6: X β = the second best solution; 7: X δ = the third best solution; 8: while (t < T ) 9: for each grey wolf 10: update the position of the current grey wolf by Eq. (8); 11: end for 12: update the parameter a, A, and C by Eqs. (2)- (4); 13: calculate the objective function values of all grey wolf; 14: update X α , X β , and X δ ; 15: t = t + 1; 16: end while
B. PRINCIPLE OF REFRACTION OF LIGHT
The refraction of light refers to the light strikes an interface between two different medium, changes in the velocity and direction of travel occur, as shown in Fig. 1 .
In Fig. 1 , assume the refractive index of medium 1 and medium 2 are n 1 and n 2 , respectively. Light from medium 1, point P, enters medium 2 via point O, refraction occurs, and reaches point Q finally. O is the junction, θ 1 is the angle of incidence, and θ 2 is the angle of refraction.
According to [58] , Snell states that the ratio of the sines of the angles of incidence and refraction is equivalent to the ratio of phase velocities in the two medium, or equivalent to the reciprocal of the ratio of the indices of refraction, namely
where η is called the absolute refractive index of the medium (abbreviated as refractive index), v 1 is the ratio of medium 1, and v 2 is the ratio of medium 2.
According to the previous subsection A and the Eq. (8), the swarm of grey successfully complete their process of hunting by the guidance of the α, β, and δ wolves. Mathematically speaking, in GWO, each wolf updates its position with the help of these leading wolves. Thus, α, β, and δ wolves are the leading responsible search agents in updating the position of each wolf and provides an optimum direction towards the prey. Therefore, it is very important that in each iteration these leading wolves should be the best (in term of fitness), so that each wolf will get an optimum guidance to approach a prey [56] . However, this search scheme promotes exploitation since all candidate wolves (candidate solutions) are attracted toward the the α, β, and δ wolves, thereby converging faster toward these grey wolves. However, as a result of such a strong exploitation effect, the search diversity would be hampered in a sense. Finally, the GWO is prone to stagnation in local optima. Fig. 2 illustrates the 30 population distribution of the Sphere function with two dimensions in [-10, 10] observed at various stages of GWO.
From Fig. 2 , following the initialization, the wolves of GWO start to explore throughout the search space. Then, with VOLUME 7, 2019 FIGURE 2. Population distribution observed at various stages in GWO.
the guidance of the α, β, and δ wolves, GWO can pull many wolves to swarm together toward the optimal region. But the diversity of population at latter stage is poor. Therefore, the conventional GWO algorithm is good at exploitation, but is poor at exploration. However, if the current optimal solution is local optima, the GWO is prone to premature. In other words, the exploitation capability of GWO mainly depends on the position-updating Eq. (8) . Moreover, it has also been noticed that there is a scope to further increase the exploration ability of GWO. Therefore, an improvisation is needed in the leaders of the pack to avoid the problem of premature convergence due to the stagnation in local optima.
In this paper, the refraction learning strategy is proposed for applying the current optimal solution to enhance the diversity of GWO algorithm. 
B. REFRACTION LEARNING STRATEGY
In the conventional GWO, at the end of optimization process, all grey wolves of population tend to the state that the range of activities of grey wolf is concentrated in a very small region near the current global optima. As a result, the entire swarm can easily converge to local optima when handling complex multi-modal optimization problems. Accordingly, the ability to jump to out of local optima has become the most important and attractive objective in GWO improvement. A number of GWO variants have been developed to achieve this objective [31] - [56] . In these improvements, adjustment of the algorithm parameters and the introduction of an auxiliary search operator in GWO have become the two most important and appealing strategies. Therefore, in this paper, a new refraction-learning strategy is designed to help the current global optima to move to a potentially better region and enhance the diversity of population. The onedimensional spatial refraction learning process for the current global optima (X * ) is shown in Fig. 3 .
In Fig. 3 , assuming that the search interval of x on the xaxis is [a, b], i.e., x ∈ [a, b]; y is the normal; X and X are called incidence point and refraction point, respectively; the distance of XO and X O are h and h , respectively; θ 1 and θ 2 are the angle of incidence and refraction, respectively; the intersection point O is the center point of the interval [a, b], i.e., the value is [a, b]/2. Definition 1: Let the projection of the refraction point X on the x-axis is X * , which is called the opposite solution of X * based on the refraction learning.
From Fig. 3 , the sine values of θ 1 and θ 2 are calculated as:
Based on Eqs. (10) and (11), the refraction index η is formulated by
Let k = h/h , the Eq. (12) can be modified as follow:
Based on Eq. (13), the solution of X * based on refraction learning is calculated as
Let k = 1 and η = 1, the Eq. (14) can be simplified to
where the Eq. (15) is the general opposite-learning strategy equation in [59] . Generally, the Eq. (14) can be extended to n-dimensional space and is modified as
where X * j and X * j are the jth dimension of X * and X * , respectively, a j and b j are the jth dimension minimum and maximum values of decision variable.
C. THE FLOW CHART OF RL-GWO
With the descriptions above, The flow chart of RL-GWO algorithm is shown in Fig. 4 .
D. THEORETICAL CONVERGENCE PROOF OF RL-GWO
Similar to most theoretical convergence analysis of population-based optimization algorithms, a deterministic implementation of RL-GWO is considered to theoretically analyze its convergence property. It should also be pointed out that the proof does not guarantee the convergence to the global optimum.
Theorem 1: If the GWO is convergent, the GWO algorithm based on refraction-learning strategy (i.e., RL-GWO) is also convergent.
Proof of Theorem 1: Let X (t) and X (t) are the current solution and its opposite solution based on refraction-learning in generation t, respectively; X j (t) and X j (t) are the j-th dimension values of X (t) and X (t), respectively; the global optimum is X * .
From the condition of Theorem 1, for any solution X (t) in the current population P(t),
For ∀j = 1, 2, · · · , n, the boundary of search region is satisfied as 
For the opposite solution X (t) by using Eq. (16),
When t → ∞, 
As can be seen from Eq. (20), when X j (t) converges to the global optimum X * j , the opposite solution X * j generated by refraction learning strategy (Eq. (16)) also converges to X * j . Accordingly, if the GWO algorithm is convergent, the GWO algorithm based on refraction learning strategy (i.e., RL-GWO) is also convergent. This completes the proof.
IV. EXPERIMENTAL STUDIES A. BENCHMARK TEST FUNCTIONS
In this section, two benchmark test suites are selected to verify the performance of RL-GWO for global optimization problems. The first set contains 23 widely used benchmark test functions [31] with high dimensions are provided in Table 1 . The global optimal values of all of the functions in Table 1 are 0. The unimodal functions (f 1 -f 11 ) are suitable for bench-marking the local exploitation of algorithms in terms of the convergence since they have one global optimum and no local optima [34] . On the contrary, multimodal functions (f 12 -f 23 ) have a large number of local optima and are helpful to examine global exploration and local optima avoidance of algorithms [34] . The second set contains 30 benchmark problems proposed in the IEEE CEC2014 special session. A detailed description of these 30 benchmark problems can be shown in [60] .
B. EXPERIMENTS ON TEST SUITE IN TABLE I
To investigate the performance of RL-GWO, we tested it on 23 widely used benchmarks with 30 and 100 dimensions, which are listed in TABLE 1. The proposed RL-GWO was compared with other nine algorithms, including the linear inertia weight particle swarm optimization (NW-PSO) [61] , the Gbest-guided artificial bee colony (GABC) [62] , the opposition-based differential evolution (ODE) [59] , elitist teaching-learning-based optimization (ETLBO) [63] , the improved whale optimization algorithm based on inertia weight (IWOA) [64] , the grey wolf optimizer (GWO) [1] , the modified grey wolf optimizer (mGWO) [34] , the grey wolf optimizer with weighted average factor (WGWO) [50] , and the exploration-enhanced grey wolf optimizer (EEGWO) [31] . For ten algorithms, we set the same common parameters, i.e., the population size (N ) was 30 and the maximum number of iterations (t max ) was 500 for a fair comparison. The other specific parameters of the ten algorithms are set as follows: in the NW-PSO algorithm, c 1 = c 2 = 2.0, w max = 0.1, w min = 0.0, m = 0.01; in the GABC algorithm, limit = 0.6 × N × D, where N is population size and D is dimension of problem; in the ODE algorithm, F = 0.9, C r = 0.5; in the IWOA algorithm, b = 1, l = 1, w max = 1.0, w min = 0.0; in the original GWO algorithm, parameter a is decreased linearly from 2 to 0 over the course of iterations; in the mGWO algorithm, employing exponential function for the decay of a over the course of iterations; in the WGWO algorithm, the alpha wolf has a weighting of 5, beta and delta 3 and 2 respectively, then the sum of the weights equals 10; in the EEGWO algorithm, b 1 = 0.1, b 2 = 0.9, µ = 1.5, a initial = 2.0, a final = 0.0; in the proposed RL-GWO algorithm, η = 100, k = 1000. The NW-PSO, GABC, ODE, ETLBO, IWOA, the original GWO, mGWO, WGWO, EEGWO, and RL-GWO algorithms were coded in MATLAB R2014a, and all of the experiments were performed on a computer with Inter (R), Core(TM)2, Quad CPU Q8300 @ 2.50 GHz and 4.00 GB RAM in the Windows 8 environment.
In experiment 1, Tables 2 and 3 From Table 2 , RLWOA outperforms GABC, ETLBO, IWOA, mGWO, and WGWO on 20, 19, 6, 19 , and 18 test functions, respectively. Additionally, RL-GWO similar to these five algorithms on 2, 3, 16, 3, and 4 functions, respectively. Whereas, it is surpassed by GABC, ETLBO, IWOA, mGWO, and WGWO on only one case. With respect to NW-PSO, ODE, GWO, and EEGWO, RL-GWO finds better results on 22, 22, 19 , and 1 test functions, respectively. In addition, RL-GWO and these four algorithms obtain similar results on 1, 1, 4, and 22 test functions, respectively. From Table 2 , RL-GWO ranked the first in the Friedman's test.
As illustrated in Table 3 , regarding the multiple-problem Wilcoxon's test, RL-GWO provides higher R + values than R − values in all cases. Moreover, the p-values are less than 0.1 and 0.05 in seven cases, i.e., RL-GWO versus Table 1 .
NW-PSO, RL-GWO versus GABC, RL-GWO versus ODE, RL-GWO versus ETLBO, RL-GWO versus GWO, RL-GWO versus mGWO, and RL-GWO versus WGWO with D = 30.
It means the performance of RL-GWO is significantly better than these seven algorithms. The performance differences of RL-GWO, IWOA and EEGWO are not significant. Fig. 5 shows the evolution of the mean of the best objective function value on six representative test functions with D = 30. As can be seen from Fig. 5 , RL-GWO converges faster than nine algorithms on all these six test functions.
In experiment 2, to further investigate the scalability of the proposed algorithm, RL-GWO is tested with higher problems. In terms of the 23 benchmark test functions with D = 100 from Table 1 , the average (mean) and standard deviation (st.dev) of objective functions values found by RL-GWO and other nine algorithms, results of the Friedman's test, and results of the multiple-problem Wilcoxon's test are provided in Tables 4 and 5 , respectively. The results of all the algorithms were averaged over 30 independent runs. It is noted that we use the same parameter settings as in the above experiments, and no increase in population size or number of function evaluations is required.
As shown in Table 4 , RL-GWO has shown very good scalability to the search dimension, i.e., the performance of RL-GWO did not deteriorate seriously as the dimension increased. It must be emphasized that problem optimization for 100 dimensions was very challenging for GWO because it does not use any particular operators tailored to solve high-dimensional optimization problems. In addition, RL-GWO successfully solves all the 23 test functions except for f 5 , f 8 , and f 13 . Compared with NW-PSO, GABC, and ODE, RL-GWO can find better and similar results on 22 and 1 test functions, respectively. RL-GWO outperforms ETLBO, IWOA, GWO, mGWO, and WGWO on 19, 6, 20, 19 , and 20 test functions, respectively. In contrast, ETLBO, IWOA, GWO, mGWO, and WGWO perform better than RL-GWO on only one function. Compared to the EEGWO algorithm, EEGWO obtains better results on 3 functions and similar results on 20 functions. RL-GWO ranked the first in the Friedman's test.
As illustrated in Table 5 , regarding the multiple-problem Wilcoxon's test, RL-GWO provides higher R + values than R − values in all cases. Moreover, the p-values are less than 0.1 and 0.05 in seven cases, i.e., RL-GWO versus NW-PSO, RL-GWO versus GABC, RL-GWO versus ODE, RL-GWO versus ETLBO, RL-GWO versus GWO, RL-GWO versus mGWO, and RLWOA versus WGWO. It means the performance of RL-GWO is significantly better than the mentioned seven algorithms. In conclusion, RL-GWO provides superior results on the 23 test functions. Moreover, it seems that the advantage of RL-GWO over the nine competitors increases as the number of dimension increases except for IWOA and EEGWO.
Furthermore, the convergence graphs of the average function values derived from RL-GWO and the other nine algorithms are plotted in Fig. 6 for six representative test functions with D = 100. As seen from Fig. 6 , RL-GWO converges faster than nine algorithms on all these six representative test functions with 100 dimensions.
C. EXPERIMENTS ON IEEE CEC 2014 TEST SUITE
In this subsection, the performance of RL-GWO was further investigated by making use of other 30 functions from IEEE CEC 2014 test suite, which is more complicated than the 23 test functions in Table 1 . The 30 test functions can be divided into four classes: 1) unimodal functions (FC01-FC03); 2) multi-modal functions (FC04-FC16); 3) hybrid functions (FC17-FC22); and 4) composition functions (FC23-FC30). A detailed description of these 30 test functions can be shown in [60] . The source codes for these 30 functions are available in http://www3.ntu.edu.sg/home/ EPNSugan/. In these 30 test functions, the search range is [−100, 100] and the dimensions are set to 30.
To judge the efficiency and effectiveness of RL-GWO, the results are compared with eight state-of-the-art optimization techniques such as CMA-ES [65] is a well-known evolution strategy with covariance matrix adaptation; CLPSO [66] is an improved PSO based on comprehensive learning concept; CoDE [67] is a modified DE with composite trial vector generation strategies and control parameters; MoABC [68] is a modified version of ABC and uses a grid-based approach; DGSTLBO [69] is an improved version of TLBO with dynamic group strategy; HCSA [70] is a hybrid version of CSA based on self-adaptive control parameter and a linear population reduction; LX-BBO [71] is a novel variant of BBO based on a Laplacian migration operator; and RW-GWO [56] is a new GWO variant with a random walk operator.
The above mentioned eight optimization techniques represent the state-of-the-art in ES, PSO, DE, ABC, TLBO, CSA, BBO, and GWO algorithms respectively and their performance is very competitive. The parameters of eight optimization techniques are set as their original papers. To ensure a fair comparison, the same maximum number of function evaluations is set to 3.00E + 05, which is the stopping criterion for nine algorithms. For each function, the error values (f (x)-f (x 0 )) are compared during 30 independent trials. Note that x is the best result when a method ends and x 0 is the global optimum. Tables 6 and 7 summarize the average (mean) and standard deviation (st.dev) of function values, results of the Friedman's test, results of the Wilcoxon's rank sum test, and results of the multiple-problem Wilcoxon's test, respectively. ''−'', ''≈'', and ''+'' denote that the performance of the corresponding algorithm is worse than, similar to, and better than that of RL-GWO, respectively, according to the Wilcoxon's rank sum test. When a method achieved the best performance on the corresponding test function, the average value was highlighted with a gray background.
As shown in Table 6 , RL-GWO outperforms CMA-ES, CLPSO, CoDE, MoABC, and LX-BBO on 22, 27, 21, 23, and 19 test functions, respectively. In contrast, CMA-ES, CLPSO, CoDE, MoABC, and LX-BBO perform better than RL-GWO on 8, 3, 9, 7, and 11 test functions, respectively. Compared with DGSTLBO, HSCA, and RW-GWO, RL-GWO finds better and similar results on 19, 23, 17, and one, one, three functions, respectively. Conversely, DGSTLBO, HSCA, and RW-GWO beat RL-GWO on 10, 6, and 10 test functions, respectively. Additionally, RL-GWO ranked the second in the Friedman's test. As illustrated in Table 7 , regarding the multiple-problem Wilcoxon's test, RL-GWO provides higher R + values than R − values in all cases. Moreover, the p-values are less than 0.1 and 0.05 in two cases, i.e., RL-GWO versus CLPSO and RL-GWO versus HSCA. It means the performance of RL-GWO is significantly better than CLPSO and HSCA. From the analysis of the results reported in Tables 2-7 , it can be concluded that RL-GWO obtains a very competitive results compared to other optimization techniques.
D. SENSITIVITY ANALYSIS OF THE η AND k
As discussed in section III, the refraction-learning strategy equation (i.e., Eq. (16)) is more effective to enhance the exploration during the evolution. However, in Eq.(16), parameters η and k are crucial to improve the performance of GWO. In this subsection, to investigate the sensitivity of parameters η and k, some experiments are conducted. We conducted several experiments GWO with refractive index η and parameter k in the interval [1, 1000] on average exhibited better performance, but the larger η and k values (>1000) resulted in unchanged in algorithm performance. We tested RL-GWO with different η : 1, 10, 100, and 1000, and different k: 1, 10, 100, and 1000. 23 benchmark functions from Table 1 are selected to test the performance of RL-GWO with different combinations of η and k. The dimension is set to 30 for all the test functions, the population size is set to 30, and the maximum number of iterations is set to 500. Table 8 summaries the average (mean) and standard deviation of objective function values (st.dev) results of RL-GWO using different combinations of η and k. It is noted that, in previous experiments, we used the values of 1000 and 1000 for η and k, respectively. For simplicity, the results related to η = 1000 and k = 1000 are also reported, along with those of new values in Table 8 .
As shown in Table 8 , compared with η = 1000 and k = 1000, RL-GWO with η = 1 and k = 1 finds worse results on all of the test functions except for f 20 . For function f 20 , the similar results are found. RL-GWO with η = 1000 and k = 1000 outperforms RL-GWO with η = 10 and k = 10 on functions f 8 , f 17 , and f 18 . The similar performances are obtained by two algorithms for other test functions. With respect to η = 1000 and k = 1000, RL-GWO with η = 1000 and k = 1000 provides similar results on all of the test functions except for f 9 . Fig. 7 shows the average objective function values of RL-GOW with different combinations of η and k on six representative test functions (i.e., f 1 , f 4 , f 7 , f 10 , f 16 , and f 19 ) with 30D from Table 1 . As illustrated in Fig. 7 , since RL-GWO gets similar results in most test functions with all of the different combinations of η and k except for η = 1 and k = 1. However, their convergence speed is different. We can observe that η and k can be set to a relatively large value to achieve competitive performance for RL-GWO. Therefore, considering all of the different combinations of η and k, we concluded that the setting of η = 1000, and k = 1000 for the RL-GWO is an appropriate choice.
V. CONCLUSION
In this paper, a novel variant of GWO, called RL-GWO, has been developed. Inspired by the principle of light refraction in physics, a new refraction-learning strategy is proposed to embed into the original GWO algorithm. RL-GWO focuses on enhancing the population diversity and is beneficial to help the population for jumping out of the local optima.
RL-GWO has been tested on 23 widely used benchmark test functions with 30D and 100D, and 30 benchmark test functions from IEEE CEC2014, and the experimental results suggest that RL-GWO shows better or at least competitive performance against the other selected population-based optimization algorithms.
In the future, it is interesting to utilize RL-GWO for solving constrained single-and multi-objective optimization problems. When solving the constrained optimization problem, a suitable constraint handling technique is designed. In addition, diversity is a critical factor which affects the performance of an algorithm for dealing with constrained multi-objective optimization problems (CMOPs). RL-GWO already contains a refraction-learning strategy for diversity. In order to further balance between diversity and convergence for solving CMOPs, RL-GWO should be further improved.
