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Abstract
Let B(X) be the space of all bounded linear operators on a Banach space X and let LatA be the
lattice of invariant subspaces of the operator A ∈ B(X). We characterize some maps :B(X) → B(X)
with one of the following preserving properties: Lat((A) + (B)) = Lat(A + B), or Lat((A)(B)) =
Lat(AB), or Lat((A)(B) + (B)(A)) = Lat(AB + BA), or Lat((A)(B)(A)) = Lat(ABA), or
Lat([(A),(B)]) = Lat([A,B]).
© 2008 Elsevier Inc. All rights reserved.
AMS classification: Primary: 47B48, 47A15; Secondary: 15A04
Keywords: Lattices; Non-linear preserver problem
 The first and the last author were supported by a Grant from the Ministry of Higher Education, Science and Technology,
Slovenia. The second author was supported by YNSF of Shanxi. The third author was supported by the National Natural
Science Foundation of China (10471082, 10771157). All authors were supported by a joint Slovene–Chinese Grant
BI-CN/06-07/02.
∗ Corresponding author.
E-mail addresses: gregor.dolinar@fe.uni-lj.si (G. Dolinar), dushuanping@yahoo.com.cn (S. Du), jinchuanhou@
yahoo.com.cn (J. Hou), peter.legisa@fmf.uni-lj.si (P. Legiša).
0024-3795/$ - see front matter ( 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2008.02.007
G. Dolinar et al. / Linear Algebra and its Applications 429 (2008) 100–109 101
1. Introduction
Let X be a Banach space over F, where F is the complex field C or the real field R, and let
B(X) be the space of all bounded linear operators on X. The set of all bounded linear functionals
on X will be denoted by X′. For A ∈ B(X) we denote by LatA the lattice of A, that is, the set
of all invariant subspaces of A. For some basic information on invariant subspaces of operators,
refer to [5]. For M ⊂ X we denote by 〈M〉 the closed linear subspace of X generated by M .
In the theory of linear preservers, which have been extensively studied during the last few
decades, we are interested in maps on algebras that satisfy two assumptions: they are linear and
they preserve some property, set, or relation. The main motivation for our present paper is the
following result from the theory of linear preservers proved by Jafarian and Sourour [2]. A linear
map :B(X) → B(X) preserves the lattice of invariant subspaces of the operator if and only
if it is of the form (A) = αA + ϕ(A)I for every A ∈ B(X), where I ∈ B(X) is an identity
operator, α ∈ F and ϕ ∈ X′.
This result is interesting as the conclusion is not typical. Namely, linear preservers usually
turn up to be Jordan automorphisms multiplied by a nonzero constant and perturbated by a scalar
operator. But lattice linear preservers are all of the form the identity map multiplied by a nonzero
constant and perturbated by a scalar operator. This somehow indicates that the lattice preserving
property is extremely strong. Having this in mind it is natural to seek possible improvements
of the above mentioned result of Jafarian and Sourour. One possible direction is to weaken the
lattice preserving property and obtain the standard conclusion. This was done by Jafarian et al.
[1]. Here we propose a different approach based on some ideas from the paper by Šemrl [6]. We
will replace the linearity and lattice preserving property of the map:B(X) → B(X) by a single
weaker condition
Lat((A) + (B)) = Lat(A + B). (1)
Furthermore, we consider related problems where the sum in the assumption (1) is replaced by
the usual product, Jordan product, triple product, and Lie product, respectively.
2. Lattices of sum of operators
We start with the following lemma which will be used also in other sections.
Lemma 1. Let A,B ∈ B(X) and let LatA = LatB. If A is a rank-one operator or A is an
idempotent (not necessarily of rank-one), then B = αA + βI with α, β ∈ F and α /= 0.
Proof. Let A be a rank-one operator, that is A = x ⊗ f for some x ∈ X and f ∈ X′. Since
Lat(x ⊗ f ) contains all the subspaces of ker f and Lat(x ⊗ f ) = LatB, the restriction of B
to ker f is a multiple of the identity. Therefore B = y ⊗ g + βI , y ∈ X, g ∈ X′, and Lat(x ⊗
f ) = Lat(y ⊗ g + βI) = Lat(y ⊗ g). If dim X ≥ 3, then ker f = ker g and therefore f and g
are linearly dependant. It follows that also x and y are linearly dependant and therefore B =
αx ⊗ f + βI . If dim X < 3, then it is easy to check that B has the same form also in this case.
Let A ∈ B(X) be an arbitrary idempotent. Then the space X can be written as a direct sum
of closed subspaces rngA and ker A. Since LatA = LatB, it follows that LatB contains all the
subspaces of rngA and all the subspaces of ker A. Therefore B restricted to the subspace rngA is
a scalar multiple of the identity operator, that is B(Ax) = γAx, x ∈ X, and also B restricted to
the subspace ker A is a scalar multiple of the identity operator, that is B(x − Ax) = β(x − Ax),
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x ∈ X. The space X is a direct sum of subspaces rngA and ker A, hence B = γA + β(I − A) =
αA + βI , where α = γ − β. 
In the following theorem we characterize those maps that preserve invariant subspaces of the
sum of operators.
Theorem 1. Let X be a Banach space over F with dimension at least 2 and letmap fromB(X)
toB(X). Then  satisfies Lat((A) + (B)) = Lat(A + B) for every pair A,B ∈ B(X) if and
only if there exist a nonzero scalar α and a map ϕ : B(X) → F such that (A) = αA + ϕ(A)I
for all A ∈ B(X).
Proof. The “if” part is obvious. We prove the “only if” part by checking several claims.
Claim 1. There is a nonzero scalar α such that (P ) = αP + δ(P )I holds for every rank-one
idempotent operator P ∈ B(X).
Indeed, since LatP = Lat(P ) it follows by Lemma 1 that(P ) = α(P )P + δ(P )I for every
idempotent operator P , where α(P ) and δ(P ) are scalars depending on P . We only need to show
that α(P ) = α(Q) for any rank-one idempotent operators P,Q. Write P = x ⊗ f and Q = y ⊗
g. If g(x) = f (y) = 0, i.e. PQ = QP = 0, then P + Q is an idempotent, hence Lat(P + Q) =
Lat((P ) + (Q)) = Lat(α(P )P + δ(P )I + α(Q)Q + δ(Q)I). This implies that α(P )P +
δ(P )I + α(Q)Q + δ(Q)I = α(P + Q)(P + Q) + δ(P + Q)I for some scalars α(P + Q) and
δ(P + Q). Thus we must have α(P ) = α(Q). Assume g(x) /= 0 (the other case f (x) /= 0 can be
treated similarly). Note that(−P) = α(−P)P + δ(−P)I and Lat((P ) + (−P)) = Lat(0).
Then α(P )P + δ(P )I + α(−P)P + δ(−P)I = γ I for some scalar γ . So −α(P ) = α(−P). Let
R = x ⊗ 1
g(x)
g. Then R is an idempotent operator with rngR = rngP and ker R = ker Q.
Decomposing the whole space asX = rngP ⊕ ker P , we haveP =
(
1 0
0 0
)
and R =
(
1 R1
0 0
)
.
Since (−R) = α(−R)R + δ(−R)I and (P ) = α(P )P + δ(P )I , we obtain
(P ) + (−R) =
(
α(P ) 0
0 0
)
+
(
α(−R) α(−R)R1
0 0
)
+ (δ(P ) + δ(−R))I.
On the other hand,
Lat(P − R) = Lat
(
0 −R1
0 0
)
= Lat
(
α(P ) + α(−R) α(−R)R1
0 0
)
.
Thus α(P ) = −α(−R) = α(R). Similarly, we can show α(Q) = α(R).
If we denote the scalar α(P ) by α, then (P ) = αP + δ(P )I for every rank-one idempotent
operator P and we may assume without loss of generality that (P ) = P for every rank-one
idempotent P .
Claim 2. Let A,B ∈ B(X). If Lat(A + P) = Lat(B + P) for every rank-one idempotent P,
then B = A + βI for some scalar β.
To prove Claim 2 it suffice to show that Bx − Ax ∈ 〈x〉 holds true for every x ∈ X. Suppose x
and Ax are linearly independent. Let y = Ax and choose f ∈ X′ such that f (x) = 1 and f (y) =
−1. Then (A − y ⊗ f )(x) = 0 ∈ 〈x〉, which implies (B − y ⊗ f )(x) ∈ 〈x〉, i.e. Bx − Ax ∈ 〈x〉.
Suppose Ax = ξx for some scalar ξ . Pick z ∈ X such that z and x are linearly independent. Let
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f ∈ X′ be such that f (x) = 0 and f (z) = −1. Then (A − z ⊗ f )x = Ax = ξx ∈ 〈x〉, which
implies (B − z ⊗ f )x = Bx ∈ 〈x〉, and (B − A)x ∈ 〈x〉.
Now we can finish the proof. Let A ∈ B(X). First, observe that Lat(A + P) = Lat((A) +
(P )) = Lat((A) + P) for every rank-one idempotent P by Claim 1, and then apply
Claim 2. 
3. Lattices of the products, Jordan products, and triple products of operators
Theorem 2. Let X be a Banach space over F, where F is C or R in the infinite dimensional case
and F is C in the finite dimensional case with dimension at least 3. Let  be a map fromB(X) to
B(X). Then the following statements are equivalent.
1. Lat((A)(B)) = Lat(AB) for every pair of A,B ∈ B(X).
2. Lat((A)(B) + (B)(A)) = Lat(AB + BA) for every pair of A,B ∈ B(X).
3. Lat((A)(B)(A)) = Lat(ABA) for every pair of A,B ∈ B(X).
4. There exists a map ϕ : B(X) → F, such that ϕ(A) /= 0 if A /= 0 and (A) = ϕ(A)A for
all A ∈ B(X).
Proof. Implications (4) ⇒ (1), (2), (3) are obvious.
(1) ⇒ (4). Obviously (A) /= 0 if A /= 0. We assert that (I ) = cI for some nonzero scalar
c. If not, there is a nonzero x ∈ X such that(I )x and x are linearly independent. Choose f ∈ X′
with f (x) = 1 and f ((I )x) /= 0. Note that x ⊗ f is an idempotent. From the assumption of the
theorem and by Lemma 1, it follows that
(I )2 = λI,
(I )(P ) = α1P + β1I, (2)
and
(P )(I ) = α2P + β2I, (3)
where P is an arbitrary idempotent and α1, α2 are nonzero scalars. Also, λ is a nonzero scalar
because (I )2 = 0 with Eq. (3) would lead to α2P(I ) + β2(I ) = 0, which contradicts, when
P = x ⊗ f , the fact that(I )x and x are linearly independent. So we may assume that(I )2 = I .
Multiplying Eq. (2) with (I ) from the left and Eq. (3) with (I ) from the right, we have
α1(I )P − α2P(I ) − (β2 − β1)(I ) = 0,
which is impossible whenP = x ⊗ f , since(I )x andx are linearly independent. And if(I )x ∈
〈x〉 for every x ∈ X, then again (I ) is a multiple of the identity.
So, we may assume that(I ) = I . We will prove that, under this assumption,(A) = α(A)A,
α(A) /= 0, for every rank-one operator A where α(A) is a scalar depending on A. Since Lat(A) =
Lat(AI) = Lat((A)(I )) = Lat((A)) it follows by Lemma 1 that (A) = α(A)A + β(A)I ,
α(A) /= 0, therefore we only need to prove that β(A) = 0. Since dim X  3, there is a rank-
one idempotent Q such that AQ = QA = 0. For the rank-one idempotent Q we also have
Lat(Q) = Lat((Q)), therefore by Lemma 1 and because Lat((A)(Q)) = Lat(0), it follows
that (A)(Q) = (α(A)A + β(A)I)(α(Q)Q + β(Q)I) ∈ FI , α(Q) /= 0. Thus α(A)β(Q)A +
α(Q)β(A)Q ∈ FI . Since dim X  3 and α(A)β(Q)A + α(Q)β(A)Q is an operator of rank at
most 2, we see that β(A) = β(Q) = 0. So, (A) = α(A)A.
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For any A ∈ B(X) with rank greater than 1, we show that(A)x and Ax are linearly dependent
for every x ∈ X. If not, there is a vector x such that (A)x and Ax are linearly independent.
Pick f ∈ X′ with f (Ax) = 0 and f ((A)x) = 1. Then Lat(Ax ⊗ f ) = Lat((A)(x ⊗ f )) =
Lat(α(x ⊗ f )(A)x ⊗ f ) = Lat((A)x ⊗ f ) which is impossible.
(2) ⇒ (4). Assume that Lat((A)(B) + (B)(A)) = Lat(AB + BA) for every pair
A,B ∈ B(X). It follows that Lat((I )(P ) + (P )(I )) = Lat(P ) for every idempotent P .
Then, by Lemma 1
(I )(P ) + (P )(I ) = αP + βI (4)
for some nonzero α and, in particular, (I )2 ∈ FI . Multiplying Eq. (4) with (I ) first from
the left and then from the right we obtain (I )P = P(I ) for every idempotent P . Thus
(I ) = λI for some scalar λ. It is easy to see that λ /= 0 and it is also easy to check that
(0) = 0. So, without loss of the generality, we may assume that (I ) = I . Then Lat(A) =
Lat(AI + IA) = Lat((A)(I ) + (I )(A)) = Lat((A)) and, by Lemma 1, there are scalars
α(A) /= 0 and β(A) such that (A) = α(A)A + β(A)I for every rank-one operator A. Next,
we prove in the same way as in the previous case that β(A) = 0. Since dim X  3 there is a
rank-one idempotent Q such that AQ = QA = 0. From Lat((A)(Q) + (Q)(A)) = Lat(0)
it follows that (A)(Q) + (Q)(A) = (α(A)A + β(A)I)(α(Q)Q + β(Q)I) + (α(Q)Q +
β(Q)I)(α(A)A + β(A)I) ∈ FI . A simple computation shows that β(A) = β(Q) = 0, i.e.
(A) = α(A)A. Thus we may assume in the sequel that(A) = A for every rank-one operator A.
Let A ∈ B(X) be an arbitrary operator. For every nonzero x ∈ X pick f ∈ X′ with f (x) /= 0.
Since 〈x,Ax〉 ∈ Lat(Ax ⊗ f + x ⊗ fA) = Lat((A)x ⊗ f + x ⊗ f(A)), it is easy to see that
(A)x ∈ 〈Ax, x〉 so (A) is a local linear combination of A and I . We claim further that (A)
is indeed a linear combination of A and I , i.e. (A) = α(A)A + β(A)I for some scalars α(A)
and β(A). To see this, we consider two cases.
Case 1. Let dim X = ∞. In order to prove this case we will use a result due to Larson
[4] (also, see [3]). For a finite dimensional subspace S ⊂ B(X), define SF =S ∩F(X),
where F(X) denotes the set of all finite rank operators in B(X), and define ref(S) = {A ∈
B(X) | Ax ∈Sx,∀x ∈ X}. Larson proved in [4] that ref(SF) =SF implies ref(S) =S.
Applying Larson’s result toS = 〈I, A〉, the linear subspace generated by I and A, and noting that
ref(SF) =SF as dimSF  1, we see that ref(S) =S. Hence we have(A) ∈ ref(S) =S,
that is, (A) = α(A)A + β(A)I for some scalars α(A) and β(A) as desired.
Case 2. Let dim X = n ≥ 3, n ∈ N. We may assume that A /∈ FI and the rank of A is greater
than 1. If A is diagonal, then A = ⊕ki=1aiIi with respect to the space decomposition X =
⊕ki=1Xi , where ai /= aj whenever i /= j . Then (A) = ⊕ki=1biIi with bi /= bj whenever i /= j
as Lat(A) = LatA. Let x = (x1, . . . , xn) ∈ X, xi /= 0 for every i = 1, . . . , n. Since (A)x ∈
〈Ax, x〉, there are scalars βx and γx such that(A)x = βxAx + γxx. It follows that bi = βxai +
γx , i = 1, . . . , k. Thus βx = bi−bjai−aj = α(A) and γx = bi −
ai (bi−bj )
ai−aj = β(A). It is easy to see that
(A)x = α(A)Ax + β(A)x holds for any x ∈ X and hence (A) = α(A)A + β(A)I .
In the sequel assume that A is not diagonal. Let J = ∑n−1i=1 Ei,i+1 where the symbol Eij stands
for the n × n matrix having the (i, j)th entry equal to one and all other entries equal to zero. If
A = J + δI , then(A) has the form (tij )n×n with tij = 0 if i > j since Lat((A)) = LatA. Fur-
thermore, because(A)x ∈ 〈Ax, x〉 holds for every x ∈ X, we have(A) = α(A)A + β(A)I =
α(A)J + (α(A)δ + β(A))I . Generally, since X is complex, A has the form A = ⊕ki=1(δiIi +
	iJi) with respect to some space decomposition X = X1 ⊕ X2 ⊕ · · · ⊕ Xk , where 	i ∈ {0, 1}.
We may assume that 	1 /= 0. Then the condition (2) implies that (A) = ⊕ki=1Bi , LatBi =
Lat(δiIi + 	iJi), and Bixi ∈ 〈xi, 	iJixi〉 for every xi ∈ Xi . Thus, by what we just proved above,
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Bi = λiI + αi	iJi for some scalars λi and αi . So (A) = ⊕ki=1(λiI + αi	iJi). Now we will use
the fact that(A)x ∈ 〈Ax, x〉 holds for all x ∈ X to check that(A) = α(A)A + β(A)I for some
scalars α(A) and β(A). To do this, take x = ⊕ki=1xi with J1x1 /= 0. Then (A)x = βxAx + γxx
for some scalars βx and γx implies that βx = α1 and γx = λ1 − βxδ1 = λ1 − α1δ1. For any
x ∈ X with J1x1 = 0, by taking x′ = ⊕ki=1x′i ∈ X so that J1x′1 /= 0 and letting y = x + x′, we
still get βx = α1 and γx = λ1 − α1δ1. Hence, (A) has the form (A) = α(A)A + β(A)I with
α(A) = α1 and β(A) = λ1 − α1δ1.
Finally, we will show that in both cases, when dim X = ∞ and dim X < ∞, we obtain
(A) = α(A)A for every A ∈ B(X). Obviously we need to check this only for A /∈ FI . We just
proved above that (A) = αA + βI with α /= 0. For every rank-one operator x ⊗ f it follows
by the condition (2) that
Lat(Ax ⊗ f + x ⊗ fA)
= Lat((A)x ⊗ f + x ⊗ f(A))
= Lat(αAx ⊗ f + βx ⊗ f + αx ⊗ fA + βx ⊗ f )
= Lat
(
Ax ⊗ f + x ⊗ fA + 2β
α
x ⊗ f
)
. (5)
If {x,Ax,A2x} is a linearly dependent set for everyx ∈ X, thenP(A) = 0 for some polynomial
P of degree not greater than 2. In particular, the point spectrum of A is not empty. That is,
there exists nonzero y ∈ X and scalar λ with Ay = λy. Since A /∈ FI one can find f ∈ X′ such
that f and A∗f are linearly independent. Eq. (5) holds also for the rank-one operator y ⊗ f ,
so Lat(y ⊗ (λf + A∗f )) = Lat(Ay ⊗ f + y ⊗ fA) = Lat(Ay ⊗ f + y ⊗ fA + 2β
α
y ⊗ f ) =
Lat(y ⊗ (λf + A∗f + 2β
α
f )). Thus β = 0.
If there is a nonzero x such that {x,Ax,A2x} is a linearly independent set, choose f ∈ X′ with
f (x) = f (A2x) = 0 and f (Ax) = 1. Then Eq. (5) says that 〈Ax〉 ∈ Lat(Ax ⊗ f + x ⊗ fA) =
Lat(Ax ⊗ f + x ⊗ fA + 2β
α
x ⊗ f ). By a simple computation we get Ax + 2β
α
x ∈ 〈Ax〉, so
β = 0.
(3) ⇒ (4). Since Lat((I )3) = Lat(I ) it follows that (I )3 ∈ FI . Suppose (I )3 = 0. Then
for every idempotent P from Lat((I )(P )(I )) = Lat(P ) it follows by Lemma 1 that
(I )(P )(I ) = αP + βI, α /= 0. (6)
Multiplying Eq. (6) with (I )2 first from the left and then from the right we obtain (I )2P =
P(I )2 for every idempotent P , thus (I )2 ∈ FI . If (I )2 = 0, it follows from Eq. (6) in the
same way that (I ) ∈ FI , but (I )2 = 0 and thus (I ) = 0, a contradiction. If (I )2 /= 0,
then from (I )3 = 0 and (I )2 ∈ FI we again obtain that (I ) = 0, a contradiction. Therefore
(I )3 = μI,μ /= 0.
For every rank-one nilpotent x ⊗ f , due to Lat((x ⊗ f )(I )(x ⊗ f )) = Lat(0) and
Lat((I )(x ⊗ f )(I )) = Lat(x ⊗ f ), there exist a scalar c, and by Lemma 1 scalars α /= 0
and β depending on x ⊗ f , such that
(x ⊗ f )(I )(x ⊗ f ) = cI (7)
and
(I )(x ⊗ f )(I ) = αx ⊗ f + βI. (8)
Multiplying Eq. (7) with (I ) first from the left and then from the right we obtain (I )(x ⊗
f )(I )(x ⊗ f ) = c(I ) and (x ⊗ f )(I )(x ⊗ f )(I ) = c(I ). Combining these equa-
tions with Eq. (8) it follows that
106 G. Dolinar et al. / Linear Algebra and its Applications 429 (2008) 100–109
(x ⊗ f )(x ⊗ f ) = (x ⊗ f )x ⊗ f (9)
and
c(I ) = α(x ⊗ f )x ⊗ f + β(x ⊗ f ). (10)
As Lat((x ⊗ f )3) = Lat(0) there is a scalar δ such that (x ⊗ f )3 = δI . Thus, multiplying
Eq. (10) with (x ⊗ f ) from both sides and taking into account Eqs. (7) and (9), we obtain
c2I = δ(αx ⊗ f + βI),
which is impossible if c /= 0. Hence we have c = δ = 0. If β /= 0, then by Eq. (10) the rank
of (x ⊗ f ) is at most one, and we have a contradiction with Eq. (8). Therefore, β = 0 and
hence (I )(x ⊗ f )(I ) = αx ⊗ f and (x ⊗ f )x ⊗ f = (x ⊗ f )(x ⊗ f ) = 0. Note that
(I ) is invertible since (I )3 = μI is invertible. So (x ⊗ f ) = y ⊗ g is of rank-one with
f (y) = g(x) = 0 and (I )y ∈ 〈x〉. Fix x. We have shown that for any h ∈ X′ with h(x) = 0
there are z ∈ X and l ∈ X′ such that (x ⊗ h) = z ⊗ l with h(z) = 0 and (I )z ∈ 〈x〉. Since
(I ) is invertible we must have z ∈ 〈y〉,(x ⊗ h) = y ⊗ lh, and h(y) = 0. It follows that y ∈ 〈x〉
and therefore (I )x ∈ 〈x〉 for every x ∈ X. Consequently, (I ) = λI and (x ⊗ f ) = ξx ⊗ f
for some nonzero scalars λ and ξ .
Without loss of generality we may assume in the sequel that(I ) = I and(x ⊗ f ) = x ⊗ f
whenever f (x) = 0. In particular, condition (3) of the Theorem 2 implies that Lat((A)) = LatA
for all A ∈ B(X).
For an arbitrary rank-one operator y ⊗ g with g(y) /= 0, (y ⊗ g) = αy ⊗ g + βI , α /=
0, by Lemma 1. Take x, f such that g(x) /= 0, f (y) /= 0 and f (x) = 0. Then, on the one
hand (y ⊗ g)(x ⊗ f )(y ⊗ g) = g(x)f (y)y ⊗ g /= 0 and (y ⊗ g)(x ⊗ f )(y ⊗ g) = γy ⊗
g + δI , γ /= 0, by Lemma 1. On the other hand (y ⊗ g)(x ⊗ f )(y ⊗ g) = (αy ⊗ g + βI)
(x ⊗ f )(αy ⊗ g + βI) = (αg(x)y + βx) ⊗ (αf (y)g + βf ). It follows that δ = 0 and since x
and y are linearly independent, also β = 0, that is, (y ⊗ g) = αy ⊗ g. So we may assume that
(x ⊗ f ) = x ⊗ f for every rank-one operator.
Next we show that (A) = α(A)A for every A ∈ B(X). Equalities Lat(f ((A)x)x ⊗
f ) = Lat((x ⊗ f )(A)(x ⊗ f )) = Lat(f (Ax)x ⊗ f ) hold for every x, f . Therefore
f ((A)x) = 0 if and only if f (Ax) = 0, which forces that (A)x ∈ 〈Ax〉 holds for all x ∈ X.
Hence (A) = α(A)A for some scalar α(A), finishing the proof. 
Remark. The assumption of Theorem 2, that the underlying space X is complex when dim X <
∞, is needed only in the proof of the implication (2) ⇒ (4). Also, by checking the proof of
(3) ⇔ (4), it is easy to see that (3) ⇔ (4) is still true for the case dim X = 2.
4. Lattices of Lie products
Let us denote the Lie product of operators A,B ∈ B(X) with [A,B] = AB − BA.
Theorem 3. Let X be a Banach space over F, where F is C or R in the infinite dimensional case
and F is C in the finite dimensional case with dimension at least 2, and let :B(X) → B(X) be
a surjective map satisfying
Lat[(A),(B)] = Lat[A,B] (11)
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for every pair of A,B ∈ B(X). Then there exist maps ϕ,ψ :B(X) → F such that
(A) = ϕ(A)A + ψ(A)I
for every A ∈ B(X), where ϕ(A) /= 0 if A is not a scalar operator.
Proof. We will prove the theorem by checking several claims.
Claim 1. The map  preserves commutativity in both directions.
We will prove only one direction, since the proof of the other direction is similar. If A,B ∈
B(X) commute, then Lat[(A),(B)] = Lat[A,B] = Lat(0), so [(A),(B)] ∈ FI . It is well
known (see for example [7] or [8]) that a commutator, which is equal to a scalar operator, must
be zero, therefore [(A),(B)] = 0, that is, (A) and (B) commute.
It follows that for a scalar operator cI we have [(cI ),(B)] = 0 for every B ∈ B(X). The
map  is surjective, therefore (cI ) ∈ FI . But if A is not a scalar operator, then [A,B] /= 0 for
some B ∈ B(X) and therefore (A) /∈ FI .
Claim 2. Suppose rank[A,B] = 1, A, B ∈ B(X). Then there exists a nonzero α ∈ F such that
[(A),(B)] = α[A,B].
By the assumption of the theorem Lat[A,B] = Lat[(A),(B)] therefore for a rank-one
operator [A,B] it follows by Lemma 1 that [(A),(B)] = α[A,B] + βI . If dim X = ∞, take
a quotient ofB(X) over compact operators to obtain a Calkin algebra and, by the same argument as
before, a commutator can not be equal to a scalar operator [7,8], hence β = 0. If dim X = n  2,
n ∈ N, the trace of a commutator is equal to zero, therefore 0 = tr[(A),(B)] = tr(α[A,B] +
βI) = nβ, hence β = 0.
Claim 3. For every rank-one operator x ⊗ f we have
(x ⊗ f ) = cx ⊗ f + λI, c /= 0.
First, let f (x) = 0. Then 〈x〉 ∈ Lat[A, x ⊗ f ] = Lat[(A),(x ⊗ f )] for every A. Suppose
(x ⊗ f )(x) /∈ 〈x〉. Since  is surjective, for g1 ∈ X′ with g1(x) = 0 and g1((x ⊗ f )(x)) /= 0
we obtain [(x ⊗ f )(x) ⊗ g1,(x ⊗ f )](x) = g1((x ⊗ f )(x))(x ⊗ f )(x) /∈ 〈x〉, a contra-
diction. So,(x ⊗ f )(x) = λx,λ ∈ F, and [(A),(x ⊗ f )](x) = (λI − (x ⊗ f ))(A)(x) ∈
〈x〉 for every A ∈ B(X). The map  is surjective, therefore (x ⊗ f ) = x ⊗ h + λI , h ∈ X′,
h /= 0. Since 〈x〉 ∈ Lat[(A), x ⊗ h] for every A, we obtain h(x) = 0. It remains to prove, that f
and h are linearly dependant. Let dim X ≥ 3 and let y ∈ ker f , y /∈ 〈x〉. Then rank-one operators
y ⊗ f and x ⊗ f commute, so their images (y ⊗ f ) = y ⊗ k + μI , k ∈ X′ with k(y) = 0,
μ ∈ F, and (x ⊗ f ) = x ⊗ h + λI commute as well. Therefore h(z)k(x)y − h(y)k(z)x = 0
for every z ∈ X, so h(y) = 0. It follows that ker f ⊂ ker h, hence ker f = ker h and the linear
functionals f and h are linearly dependant. The case dim X = 2 is trivial.
Second, let f (x) /= 0. For a nonzero g ∈ X′ with g(x) = 0 we obtain [x ⊗ f, x ⊗ g] = f (x)
x ⊗ g. Then [(x ⊗ f ),(x ⊗ g)] = α[x ⊗ f, x ⊗ g] = αf (x)x ⊗ g and, since (x ⊗ g) =
dx ⊗ g + μI , d, μ ∈ F, it follows that(x ⊗ f )x ∈ 〈x〉. For y ∈ ker f we obtain in a similar way
[d1y ⊗ f,(x ⊗ f )] = [(y ⊗ f ),(x ⊗ f )] = α1[y ⊗ f, x ⊗ f ] = α1f (x)y ⊗ f , d1, α1 ∈
F, and therefore (x ⊗ f )y ∈ 〈y〉 for every y ∈ ker f . It follows that the restriction of (x ⊗ f )
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to ker f is equal to λI , λ ∈ F, hence (x ⊗ f ) − λI is a rank-one operator. Since (x ⊗ f )x ∈
〈x〉 and [d1y ⊗ f,(x ⊗ f )] = α1f (x)y ⊗ f , y ∈ ker f , this rank-one operator is of the form
cx ⊗ f and (x ⊗ f ) = cx ⊗ f + λI also in this case.
Claim 4. Let A ∈ B(X). Then (A) is a local linear combination of A and I.
Let x ∈ X. Take an arbitrary f ∈ X′ with f (x) /= 0. Then we have 〈x,Ax〉 ∈ Lat[A, x ⊗ f ] =
Lat[(A),(x ⊗ f )] = Lat[(A), cx ⊗ f ] = Lat(c(A)x ⊗ f − cx ⊗ f(A)), therefore
(A)x ∈ 〈x,Ax〉.
To finish the proof we need to consider two cases.
Case 1. Assume dim X = ∞. By Claim 4 we obtain in the same way as in the proof of Theorem
2 using the result of Larson [4] that (A) = φ(A)A + ψ(A)I .
Case 2. Assume dim X = n  2, n ∈ N. Let A ∈ B(X). Since (cI ) ∈ FI , c ∈ F, we may
assume that A /∈ FI . Then there exists nonzero w ∈ X such that Aw /∈ 〈w〉. Let x ∈ X be an
arbitrary eigenvector, so Ax = λx, λ ∈ F. Then the rank of the operator [A, x ⊗ f ] = λx ⊗
f − x ⊗ fA is at most one for every f ∈ X′, therefore it follows by Claim 1, Claim 2, and
Claim 3 that there exists a nonzero scalar αx⊗f ∈ F such that [(A), x ⊗ f ] = αx⊗f (λx ⊗ f −
x ⊗ fA). Since (A)z = αzAz + βzz for every z ∈ X by Claim 4, we obtain f (z)(αxλx +
βxx) − f (αzAz + βzz)x = αx⊗f (λf (z)x − f (Az)x) for every z ∈ X, hence f (z)(αxλ + βx) −
f (αzAz − αzλz) − f (αzλz + βzz) = αx⊗f f (λz − Az) for every z ∈ X and every f ∈ X′. If we
take f ∈ X′ such that f (Aw − λw) = 0 and f (w) /= 0 we obtain (αx − αw)λ + βx − βw = 0. It
follows that(A)x = αxAx + βxx = ((βw − βx)/λ + αw)λx + βxx = αwAx + βwx therefore
we may assume that αx = αw and βx = βw for every x ∈ X with Ax ∈ 〈x〉. It also follows
that (αw − αz)λ + βw − βz = 0 for every z ∈ X with Az /∈ 〈z〉 and every eigenvalue λ. So if
the operator A has two different eigenvalues then (A) = αwA + βwI . It remains to prove the
theorem for the operators with only one eigenvalue. Let A ∈ B(X) has only one eigenvalue.
There exists a space decomposition X = ⊕ki=1Xi such that A = [aij ] is in the Jordan canonical
form. Let E1j be a rank-one nilpotent with (1, j)th entry equal to one and all the other entries
equal to zero according to this space decomposition. Then either [A,E1j ] is equal to zero or it is
a rank-one operator. Using previous claims we get in both cases that [(A),E1j ] = αj [A,E1j ],
αj /= 0, for every j = 1, . . . , n. Solving these matrix equations we obtain that (A) = [pij ]
has only one eigenvalue and that the element pi,i+1 is nonzero if and only if ai,i+1 is nonzero.
It remains to prove that pi,i+1 = αai,i+1, α ∈ F, for every i = 1, . . . , n. Let A = ⊕ki=1(λIi +
	iJi), k ≥ 2, 	i ∈ {0, 1}, and let the dimension of the Jordan block Ji be ni × ni . We may as-
sume that 	1 /= 0. Then for B = ⊕ki=1(λiIi + 	iJi) +
∑k−1
i=1 	i+1
(
E1,−1+∑i+1j=1 nj + E2,∑i+1j=1 nj
)
with λ1 /= λi , i /= 1, we have [A,B] = 0 and by Claim 1 also [(A), B] = 0. Solving this
equation we obtain (A) = αA + βI . If A = λI + J has only one Jordan block, then for a
matrix B = E11 +∑n−1i=1 Ei+1,i we obtain 〈(1, . . . , 1, 0)〉 ∈ Lat[A,B] = Lat[(A), B], there-
fore pi,i+1 = pi+1,i+2 for every i = 1, . . . , n − 2, hence (A) = φ(A)A + ψ(A)I for every
A ∈ B(X). 
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