The Generalized Vehicle Routing Problem (GVRP) consists of finding a set of routes for a number of vehicles with limited capacities on a graph with the vertices partitioned into clusters with given demands such that the total cost of travel is minimized and all demands are met. This paper offers four new integer linear programming formulations for the GVRP, two based on multicommodity flow and the other two based on exponential sets of inequalities. Branch-and-cut algorithms are proposed for the latter two. Computational results on a large set of instances are presented.
Introduction
In this paper, we are concerned with the Generalized Vehicle Routing Problem (GVRP) that consists of finding a set of routes for a number of vehicles with limited capacities on a graph with the vertices partitioned into clusters with given demands such that exactly one vertex from each cluster is visited, the total cost of travel is minimized and all demands are met. The GVRP has applications mainly in distribution network planning, and to some extent in telecommunications network design. Some immediate application domains are listed below:
1. Routing vessels in maritime transportation: Given a number of regions with a number of ports located in each, if the distribution plan is such that the ships should deliver the goods to only a single port in each region (thence the goods can be distributed within the region), then the corresponding routing problem can be modeled as a GVRP where the regions correspond to the clusters and the fleet of vessels corresponds to the vehicle set.
inequalities, and also describe a polynomial-size variation of this model using MTZ-like constraints.
The application as reported by these authors is initially put forward as a CARP, but the model is based on its transformation to a node routing problem which, has the form of a GVRP. The authors describe a number of heuristic solution procedures, including two constructive heuristics, a local search method and an ants heuristic to solve their practical instances, but no computational experience with the proposed formulation is reported in their paper.
The aim of this paper is to develop an efficient exact solution algorithm for the GVRP. The main contributions of the paper are as follows: 1) we present four new formulations for the GVRP, 2) we compare the four formulations both analytically and empirically, 3) we present a simple metaheuristic and preprocessing algorithm for the GVRP, 4) we propose a new data set for the GVRP containing 158 instances, 5) we show that instances with up to 121 nodes and 41 clusters are within reach of a branch-and-cut algorithm based on the best of the four formulations.
A formal description of the problem and four different formulations are presented in Section 2.
Section 3 describes the general framework of the branch-and-cut algorithm devised to solve two of the four formulations. An effective preprocessing technique that is able to reduce the size of some GVRP instances is presented in Section 4, which is followed by a description of a metaheuristic in Section 5 used to calculate upper bounds for the problem. Section 6 presents the results of an extensive set of computational experiments in comparing and testing the formulations. Conclusions are stated in Section 7.
Formulations
The formal definition of the problem is given as follows: the GVRP is defined on a graph G = (V, E) with V = {0, 1, . . . , n} as the set of vertices. Vertex 0 corresponds to the depot and the remaining vertices correspond to customers. V is partitioned into (nonempty and disjoint) subsets called clusters as {C 0 , C 1 , . . . , C m }, that is, every vertex in V is a member of exactly one of the sets C 0 , . . . , C m . Cluster C 0 is a singleton consisting of the depot vertex. For each i ∈ V , α(i) denotes the index of the cluster that vertex i belongs to. In other words, i ∈ C α(i) with α(i) ∈ M = {0, 1, 2, . . . , m}. E denotes the set of edges in graph G, where edges are defined from one cluster to the other only, i.e., inter-cluster edges do not exist. We therefore have E = {{i, j}|i, j ∈ V, α(i) = α(j)}. In several of the formulations we will be working with a directed graph. In the directed graph, we have an arc set A instead of the edge set E. For each edge {i, j} ∈ E there exist two directed arcs (i, j) and (j, i) in A. Each cluster C k with k ≥ 1 has a nonnegative demand denoted by q k , with q k > 0 for k = 1, . . . , m and q 0 = 0. There are K vehicles located at the depot with a common capacity Q. The traversal of each edge e : {i, j} ∈ E induces a traveling cost denoted by c e (in case of a directed graph c ij and c ji may be different, but in this paper we restrict ourselves to symmetric instances).
The GVRP consists of finding a set of tours that all start and end at the depot for each of the K vehicles, such that exactly one vertex from each of the clusters is visited exactly once by any of the vehicles and the total demand served within each tour does not exceed the vehicle capacity Q, with an objective of minimizing the total cost of all the tours.
It is worth noting that penalties or bonuses can be applied to visiting certain vertices within a cluster. If we want to penalize vertex i with penalty p i we simply add 0.5p i to the cost of each edge/arc adjacent to i. In this way we can specify a preference for visiting certain vertices. This could, for example, be used in the first application mentioned in Section 1 to model that the cost of docking differs from harbor to harbor.
This section presents four formulations for the GVRP. All the formulations proposed here are based on two-index variables where a variable is defined for every arc (edge, for the undirected case).
Our particular choice of such formulations is due to their success over three-index formulations where a variable is defined for every arc-vehicle combination (Letchford and Salazar-Gonzalez 2006) . The first two of these formulations are based on the flow of a single-commodity and are polynomial in size. The latter two are directed and undirected formulations, and are both based on an exponential number of constraints.
Additional notation that will be used for these formulations is as follows: for any set S, δ(S) =
For simplicity, when S = {i}, we will write δ(i) as opposed to δ({i}). In the case of an undirected graph, the same notation holds for δ(S) and x(F ) except that pairs of arcs (i, j) and (j, i) are replaced by a single edge {i, j} and we define E(S) = {{i, j} ∈ E|i, j ∈ S}.
As we present each formulation in the subsequent sections, we will also show how the strength of their linear programming relaxation compares to that of its predecessors. For any given formulation F , let F L denote its linear programming relaxation obtained by allowing the integer variables to take continuous values within the lower and upper integer bounds, let v(F ) denote the value of its optimal solution and c(F ) denote the convex hull of its feasible solutions. We will denote the (infinite) set of instances of the GVRP with a symmetric cost matrix as GVRP. We restrict ourselves to instances with symmetric cost matrices as these are the ones that all four formulations are able to handle. For an instance I ∈ GVRP we denote by F (I) the concrete mathematical model that arises from applying the formulation F on the instance I. As an example, for a formulation F the expression c(F L (I)) denotes the set of solutions to the linear relaxation of F when applied to the instance I.
A Single-Commodity Formulation
This section presents a single-commodity flow formulation for the GVRP. The formulation is derived from the single commodity CVRP formulation proposed by Gavish and Graves (1978) . It is based on a directed graph and uses a binary variable x ij defined for every (i, j) ∈ A, which equals 1 if arc (i, j) is traversed by a vehicle, and 0 otherwise. A continuous variable f ij ≥ 0, ∀(i, j) ∈ A indicates the amount that the vehicle carries from vertex i to vertex j. The formulation is presented as follows:
subject to
In the formulation above, (2) and (3) correspond to the assignment constraints for each cluster to be visited exactly once. Constraints (5) are used to model route continuity. Constraints (4) ensure that exactly K vehicles depart from the depot. Constraints (6) model the flow of the commodity through each vertex by linking the flow and assignment variables, and (7) impose bounds on the flow on each arc. Note that although constraints (3) are implied by (2) and (5), they are included in the formulation for the sake of completeness. Similar (implied) constraints also exist in the two following formulations.
By taking the demands at clusters at the endpoints of the arc (i, j) into account, we note that the bounds on f ij in inequalities (7) can be strengthened as follows:
In the ensuing exposition, formulation F 1 will be used with constraints (7) replaced by (9).
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A Compact Single-Commodity Formulation
In this section, we present a simplified version of formulation F 1 where the number of flow variables is reduced based on the idea that these only need to be defined for every pair of clusters as opposed to every pair of vertices. Hence, variables f rs ≥ 0, r, s ∈ M now represent the amount that the vehicle carries from cluster C r to C s . The formulation is given as follows:
s∈M \{r}
In this formulation, constraints (11)- (14) have the same meaning as in formulation F 1 , constraints (15) are used to model the increasing flow as the vehicle traverses through the tour, and (16) impose bounds on the flow on each inter-cluster arc. All other constraints are as explained in the preceding section. Constraints (16) can be strengthened in the same manner as were inequalities (7), as shown below.
Formulation F 2 will henceforth be used with constraints (16) replaced by (17).
The following proposition compares the linear programming bounds of F 1 and F 2 .
Proof We prove this by showing that given an instance I and a solution (
) with the same cost as (x * , f * ). We claim that
Obviously (x,f ) has the same cost as (x * , f * ) so we only need to show that (x,f ) ∈ c(F L 2 (I)). Equalities (11)-(14) are clearly satisfied, while (15) needs some more consideration. We have that
for all r ∈ M \ {0}, which is equivalent to (15). To see that (16) is satisfied we notice that
and thatf rs ≥ 0 for all r, s ∈ M, r = s.
The proposition shows that the lower bound obtained by F Even though F 2 is weaker than F 1 it has its merits. Because it uses fewer variables and constraints its LP relaxation is easier to solve and therefore a branch-and-cut method based on F 2 is able to process more branch-and-cut nodes per time unit than one based on the F 1 formulation. The computational tests in Section 6 compares the performance of the two formulations in practice.
A Directed Formulation with an Exponential Number of Constraints
The preceding directed formulations use two sets of variables, one so-called "natural" (i.e., x variables) and the other called "auxiliary" (i.e., f variables), where the second set helps in enforcing special restrictions such as capacity and route continuity. We now present a formulation that is constructed using only the natural variables. Though the number of variables is reduced, this formulation requires an exponential set of constraints to model the special restrictions. The formulation, denoted by F 3 is presented as follows:
The term q(S) = i∈M |C i ⊆S q i is used to denote the total demand in set S. The purpose of including constraints (23) is two-fold. First, they ensure that no subtours will be formed among the customer vertices. Second, they eliminate any tours having a total demand greater than the vehicle capacity.
We will henceforth refer to these constraints as capacity constraints.
Unfortunately, we are not able to state a comparison result between v(F L 2 ) and v(F L 3 ). This follows from the fact that the projection of inequalities (15) and (16) onto the x space for the unitdemand CVRP results in certain multistar inequalities (Gouveia 1995) and no specific dominance relation exists between these inequalities and the capacity constraints of the CVRP (Letchford and Salazar-Gonzalez 2006) . The same result therefore holds between formulations F 
An Undirected Formulation with an Exponential Number of Constraints
The last formulation we present is defined on an undirected graph and for this purpose it uses integer variables z e , e ∈ E, which count the number of times the edge e is used. Only edges adjacent to the depot are allowed to be used more than once. These edges can be used twice. Occasionally we need to specify the endpoints of the edge e defining z e . In that case we write z ij where e = {i, j} with the convention that i < j. The formulation is given as follows:
In this formulation, constraints (25) ensure that each cluster is visited exactly once. Constraints (26) imply that K vehicles will leave the depot. Constraints (27) ensure that when a vehicle arrives to a certain vertex in a cluster, it departs from the same vertex. We will henceforth refer to these constraints as same-vertex inequalities. In this constraint,
In other words, a set L i consists of |M | − 2 two-tuples, the first element of which is always the vertex i and the second element of which is a cluster other than the depot cluster and α(i). The setL k consists of sets that are subsets of the union of all L i , i ∈ C k , and intersect with a single element of each set L i , i ∈ C k . Therefore, any member of the setL k contains a single tuple with the first component equal to any i ∈ C k , and the second component is a cluster other than 0 and α(i). This definition ensures that in each same-vertex inequality, every vertex i ∈ C k for a given k ∈ M \ {0} is mapped to exactly one cluster j ∈ (M \ {0, α(i)}), and that these inequalities are written down for all pairs of possible mappings.
Constraints (28) The following proposition proves the validity of the same-vertex inequalities.
Proposition 2. The same-vertex inequalities (27) are valid for the GVRP.
Proof Consider an inequality (27) given by the selection of k ∈ M \ {0}, S ⊆ C k and L ∈L k . Any feasible GVRP solution satisfies either z(δ(S)) = 0 or i∈C k \S z({i} : C j ) = 0 as only one vertex from the cluster k can be visited. The inequality is clearly valid when
due to (25). If z(δ(S)) = 0 the inequality is still valid. To see this, first note that z({i} : C j ) ≤ 1 for all i ∈ {1, . . . , n} and j ∈ M \ {0, α(i)}. Second, note that for every cluster C k , z(δ(i)) = 0 for all but one vertex i ∈ C k .
The only situation that the same-vertex inequalities do not handle is when z 0i = 1 and z 0j = 1 for
. Such a solution is obviously infeasible. Note that this case is a convex combination of two feasible solutions in which vertices i and j are visited by a vehicle that comes from the depot immediately returns to the depot. Hence, it is not possible to separate this solution by a valid inequality. However, this case will not occur in an optimal solution unless the costs of the edges {0, i} and {0, j} are exactly the same. In such a case the output can be corrected with a simple post-processing that converts the solution to one in which a vehicle visits only one of the vertices and goes back to the depot. Note that identifying such a solution takes O(|V | 2 ) time,
simply by computing the degree of every vertex and identifying the vertices with degree 1.
The following proposition compares of the strengths F L 3 and F L 4 in terms of the bounds provided by their linear programming relaxations.
Proof Similar to the proof of Proposition 1 we show that given an instance I and a solution
) with the same cost as z * . We claim that
is such a solution. The cost of x * is obviously the same as that of z * so it remains to show that
. This amounts to showing that x * satisfies (19)- (23) which is straightforward. For example, we have that
shows that x * satisfies (19) and the other constraints follow in the same way.
The computational experiments in Section 6.2 show many examples where
2.4.1. Valid Inequalities from the CVRP. It is clear that the GVRP and CVRP are closely related problems. In this section we show how valid inequalities from the 2-index formulation of the CVRP can be used to strengthen the linear relaxation of F 4 . Like the GVRP, the CVRP can be defined on an undirected graph G = (V , E ), where V = {0, . . . , n }. Each vertex i ∈ V has an associated demand q i ≥ 0 with q 0 = 0 and the capacity of the of the K identical vehicles is denoted Q . The standard IP-model for the CVRP is as follows:
where y variables are defined in a similar manner to the z variables. Every GVRP instance induces a CVRP instance by shrinking the vertices in each cluster to a single vertex. More formally, the CVRP instance obtained from a GVRP instance has the following characteristics:
The definition of c e is unimportant because we are concerned with feasibility in this section. A feasible solution to a GVRP instance can be turned into a feasible solution to the induced CVRP instance as the following Lemma shows.
Proof We show that y * kl is feasible for (32)-(36). This amounts to showing that each constraint is satisfied. For (32)- (34) we do this by substitution. For example, substituting on the left hand side of (32) gives
and substituting on the left hand side of (34) yields,
where S = ∪ k∈S C k and the inequality holds for all S ⊆ {1, . . . , n }, |S | ≥ 2 . To see that (35) and (36) are satisfied we first notice that each element in y * is a non-negative integer because it is a sum of non-negative integers. We just need to show that y * e ≤ 2 when e ∈ δ(0) and y * e ≤ 1 otherwise. For any edge e = {0, l} ∈ δ(0) we have y * e ≤ y(δ(l)) = 2. For an edge e ∈ V \ δ(0) assume that y * e ≥ 2. In that case we must have y * e = 2 due to (32), that is, z
This, together with (25), implies that z * (δ(C k ∪ C l )) = 0 which means that (28) is violated. This is in contradiction with z * being a feasible GVRP solution and therefore y * e ≤ 1, ∀e ∈ V \ δ(0). The following corollary follows directly from Lemma 1. Corollary 1. If k∈V l∈V ,k<l a kl y kl ≤ b is a valid inequality for the induced CVRP instance then k∈M l∈M,k<l a kl z(C k : C l ) ≤ b is a valid inequality for the original GVRP instance.
The capacity inequalities (28) are an example of valid inequalities that stem from valid inequalities on the induced CVRP instance. The capacity inequalities for the CVRP can be written:
and using Corollary 1 we get that
is a valid inequality for the GVRP. This inequality is equivalent to (28).
If a separation algorithm for the CVRP inequality is available, then this algorithm can be used to separate the induced GVRP inequality as well: a fractional solution
) by using the transformation from Lemma 1. The CVRP separation algorithm is run with y * as input and if a violated inequality is detected then this inequality is transformed into an inequality for the GVRP using Corollary 1, which would imply that the resulting GVRP inequality is violated by z * .
We should mention that any valid inequality for F 4 is easily transformed into a valid inequality for F 1 -F 3 by performing the substitution z ij = x ij + x ji ∀i, j ∈ V, i < j. This shows that the valid inequalities obtained from the CVRP also can be used to strengthen the three previous formulations of the GVRP. In order to keep the computational comparisons of the four formulations as clean and simple as possible we have not performed experiments with valid inequalities induced from the CVRP polytope apart from the capacity constraints that already are part of formulations F 3 and F 4 .
Branch-and-Cut Algorithms
In this section we describe the branch-and-cut algorithms devised to solve formulations F 3 and F 4 . The algorithms are implemented using CPLEX 10.0 and the Concert framework. To simplify the description we only describe the branch-and-cut algorithm for F 4 . The implementation of the branch-and-cut algorithm for F 3 is similar. The initial relaxation contains (24)- (26) while (27) and (28) are identified and added dynamically using the separation algorithms we describe in Sections 3.1 and 3.2. CPLEX's own branching scheme (branches on a single variable in the formulation) is employed and CPLEX's implementation of strong branching is enabled. The branch-and-cut nodes are processed using a best-bound strategy.
Separation of Same-Vertex Inequalities (27)
To identify the violated members of the constraint set (27), we use an algorithm which consists of two phases. In the first phase we calculate and record the values of z(δ(i)), max l∈M :l =k {z({i} : C l )}, and arg max l∈M :l =k {z({i} : C l )} for every vertex i ∈ C k and each cluster k = 0. This phase takes O(n 2 ) time. In
the second phase, we analyze each cluster C k and every vertex i ∈ C k . If z(δ(i)) ≥ 2 max l∈M :l =k {z({i} : C l )}, then we insert i into the set S. Else, we add the pair (i, arg max l∈M :l =k {z({i} : C l )}) to the set L ⊂L k . This procedure simply maximizes the left hand side of (27) . If the final value of the left hand side is greater than 2, then we add the violated inequality to the cut pool. The complexity of the second phase is O(n), and the overall complexity of the separation procedure is O(n 2 ).
Separation of Capacity Constraints (28)
The capacity constraints are separated using the method outlined in Section 2.4.1. In order to separate the capacity inequalities for the CVRP we use the heuristic routines made available by Lysgaard (2003) .
Preprocessing
We now give a simple yet effective preprocessing algorithm for the GVRP that is able to reduce the size of some instances by removing dominated vertices. A vertex i ∈ V \ {0} is said to be dominated
such that c pi + c iq ≥ c pj + c jq and 2) there exists a vertex j ∈ C α(i) , j = i such that c 0i ≥ c 0j .
Proposition 4. Removing a single dominated vertex from a GVRP instance does not change the value of the optimal solution.
Proof Let i ∈ V \ {0} be a dominated vertex. If i is not visited by the optimal solution then it obviously does not change the value of the optimal solution to remove i from the instance. Assume now that i is visited by the optimal solution. If i is visited by a route visiting exactly one customer then it is possible to exchange i with another vertex from C α(i) without increasing the cost of the solution. This follows from 2) in the definition of dominated vertices. If i is visited on a longer route then it is surrounded by vertices p ∈ V and q ∈ V where q α(i) + q α(p) + q α(q) ≤ Q and either p = 0 or q = 0. In this case p and q fulfill the requirement of condition 1) in the definition and i can be exchanged with another vertex from C α(i) without increasing the cost of the solution.
The preprocessing algorithm simply tests if each vertex is dominated. If so, it is removed from the instance. After removing a vertex the next vertices are tested for dominance relative to the reduced instance. It is not valid to first test all vertices for dominance and then remove the dominated ones. The worst time complexity of this procedure is O(n 5 ). This might seem extremely slow, but in practice (for the instance sizes considered), the algorithm is quite fast. Also notice that the time complexity is reduced to O(n 4 ) if the maximum size of the clusters are bounded by a constant.
Large Neighborhood Search (LNS) Heuristic
Prior to the execution of the branch-and-cut algorithm, upper bounds are calculated using a simple large neighborhood search (LNS) metaheuristic which is a variation of that proposed earlier by Shaw (1998) . The variant used here is similar to that proposed by Ropke and Pisinger (2006) which successfully has been applied to a number of vehicle routing problems in Pisinger and Ropke (2007) . where it fits best. The regret heuristic is described in further details in Ropke and Pisinger (2006) .
A randomized version of the regret heuristic is constructed by applying noise to the evaluation of insertion costs. The randomized regret heuristic is used with 50% probability and the ordinary regret heuristic is used otherwise.
The destroy-repair process is embedded in a simulated annealing framework (see Kirkpatrick et al. 1983) . Applying the destroy-repair operation to a solution s results in a solution s . The new solution s is always accepted if f (s ) ≤ f (s) and is accepted with probability
otherwise. Here f (s) be the cost of solution s, T is the temperature, initialized at 1500, and updated as T = αT at every iteration, with the constant α selected such that T = 0.05 after 25000 iterations at which point the LNS heuristic stops. The initial solution is constructed by generating K routes, each containing a single seed vertex and inserting the rest of the clusters/vertices by the regret heuristic. The seed vertices are found by first selecting K clusters far from each other and from the depot and then selecting the vertex closest to the depot from each of these clusters. The LNS heuristic is allowed to visit solutions that do not serve all clusters. This is necessary because the initial solution not necessarily serves all clusters. A large penalty is applied per unserved cluster to discourage solutions with unserved clusters. All parameters for the LNS heuristic were selected after performing a few tests with the algorithm. A thorough parameter tuning process has not been carried out.
Computational Results
This section presents the results of comparison of the four formulations presented in Section 2, as well as those of the extensive computational experiments run with the dominant formulation.
The section is organized in six subsections. The first describes how the instances are generated by performing suitable modifications to available literature instances. The second subsection presents the results obtained by comparing the lower bounds provided by all four formulations. In the third subsection, we compare the four formulations on a limited set of instances, where F 3 and F 4 are solved within a branch-and-cut framework. Finally, subsection four through six present the results obtained with the superior formulation on an extensive set of modified literature instances.
All the experiments of this section were performed using CPLEX 10.0. The computations were done on an AMD Opteron 250 computer (2.4 GHz).
Problem Instances
The experiments were conducted on three sets of problem instances. The instances in the first two sets are generated through an adaptation of the existing instances in the CVRP-library available at http://branchandcut.org/VRP/data/, in a similar manner to that of Fischetti et al. (1997) who have derived GTSP instances from the existing TSP instances. The first set is composed of medium-sized instances and derived using the A, B and P instances in the CVRP-library with the number of vertices being anywhere from 16 to 101. The second set consists of larger-sized instances, derived from the M and G instances in the CVRP-library, encompassing 101 to 262 vertices. Finally, the third set is a singleton containing the instance described in Ghiani and Improta (2000) . We will now describe how the existing CVRP instances were translated into GVRP instances.
For a given CVRP instance with n vertices, the number of clusters is calculated as m = n/θ in the spirit of Fischetti et al. (1997) using θ = 2 and θ = 3. Fischetti et al. (1997) used θ = 5 but doing so for the CVRP instances created GVRP instances that were too easy to solve. The clustering method chooses m seed-vertices by selecting vertices that are as far from one another Transportation Science 00(0), pp. 000-000, c 0000 INFORMS as possible. The assignment of each non-seed vertex to a cluster is performed using the CLUS-TERING procedure of Fischetti et al. (1997) . For each cluster, the demands are calculated by
ω i , where ω i refers to the vertex demands in the original CVRP instances and γ is used to scale the demand. In cases where q k exceed the total available capacity of the vehicle fleet, excess demand was "cut-off". As for the scaling factor, we first experimented with γ = 1.0 to keep the original demands. This particular choice resulted in rather short routes and many clusters with demand q k = Q. Therefore we chose to use γ = 1/m in the generation process so that the resulting instances are as similar in structure (e.g., length of routes) to that of the original CVRP instances as possible. The original number of vehicles for each instance was not adopted as for many instances the number would be too high as compared to the number of clusters. Instead, this number was calculated for each instance by solving an associated bin-packing problem using the implementation in Martello and Toth (1990) .
The naming of the generated instances follows the general convention of the CVRP instances available online, albeit slightly modified to incorporate additional parameters. The naming follows the general format X-nY-kZ-CΩ-VΦ, where X corresponds to the type of the instance, Y refers to the number of vertices, Z corresponds to the number of vehicles in the original CVRP instance, Ω is the number of clusters and Φ is the number of vehicles in the GVRP instance. The entries in the cost matrix are calculated using Euclidean distances and are, unless otherwise stated, rounded to the nearest integer value. The instances are available at http://www.personal.soton.ac.uk/ tb12v07/gvrp.html.
Lower Bound Comparisons
The first set of results pertain to the comparison of the lower bounds obtained by solving the LP relaxation of the formulations F 1 -F 4 . The formulations were tested on a limited set of converted A, B and P instances with n ≤ 45. For this experiment, all processing routines and automatic addition of cuts (by CPLEX) have been turned off. The results of this experiment are given in Table 1 . This table presents, for each formulation F i (i = 1, . . . , 4), the value of the lower bound obtained by this
The results presented in Table 1 are in line with the theoretical findings as stated in Propositions 1 and 3 We note that the bounds obtained using F 3 are better as compared to those found by F 1 for all of the set A and B instances, whereas there are quite a few cases where the opposite situation holds in set P instances. The results, however, indicate conclusively that the best results in terms of lower bounds are obtained with F 4 . 
Overall Comparisons
Although the lower bound results presented in Table 1 already imply that formulations F 3 and F 4 are likely to be more efficient than the remaining two for the solution of the GVRP, we have performed additional experiments that compare the four formulations with respect to their relative efficiency. For purposes of comparison the four formulations have been tested only on a limited set of instances with n ≤ 45. Each instance has been solved using formulations F 1 and F 2 using CPLEX's own branch-and-cut algorithm, whereas formulations F 3 and F 4 have been solved using a branch-and-cut algorithm described in Section 3. A computational time limit of two hours has been imposed on all four formulations for comparison purposes. The results of this experiment are Transportation Science 00(0), pp. 000-000, c 0000 INFORMS given in Table 2 . The first column presents the names of the instances, the second column titled n p shows the number of vertices remaining after the preprocessing routine (see Section 4) has been run on the instance and the third column titled Opt presents the value of the optimal solution for each instance. In the remaining columns, t(F) shows the time required (in CPU seconds) to solve each instance to optimality and bb(F) is the number of vertices in the branch and bound tree for each formulation F. Results shown in Table 2 indicate that formulation F 4 is the superior formulation among the four presented in this paper. Although similar computations can be performed on a larger set of instances for further comparison of the four formulations, we believe that the results given in Table   2 provide sufficient evidence for the supremacy of formulation F 4 . We therefore tested only this formulation on other sets of problems in the next section. The results in Table 2 do not enable us recommend one of the two polynomially sized formulations F 1 or F 2 instead of the other.
Performance of the Branch-and-Cut Algorithm Based on F 4
This section provides the results of an extensive set of experiments performed using F 4 on a large test bed. In these experiments we allowed CPLEX to generate its own generic cuts (e.g. disjunctive or Gomory cuts), and a limit of two hours (7200 seconds) was imposed on the solution time.
Before starting the branch-and-cut algorithm the instance was reduced by the preprocessing routine (Section 4) and the LNS heuristic was executed once to obtain an upper bound.
For the sake of brevity, we present here only a summary of the results in Table 3 . Full results detailed for each instance can be found in the Appendix. The summary table presents, for each set of instances, the type of instance (Type), the value of θ in generating the instances (θ), the average number of vertices removed from the problem (n ), the average solution time (T ) required by the branch-and-cut algorithm and the average time spent by the LNS heuristic for calculating a feasible solution for the problem (t LN S ). The column titled g shows the percentage gap of optimality and is calculated as,
where v IP is the value of either the best or the optimal solution obtained within the time limit, and v LP is the value of the best lower bound after branching. In cases where no feasible solution was found, v IP was replaced with the value of the best solution as output by the LNS heuristic.
In the subsequent columns, BB denotes the average number of nodes in the branch and bound tree, CC and SN C present the average number of violated capacity inequalities (28) and samevertex inequalities (27), respectively, and t CC and t SN C show the corresponding average separation time (in CPU seconds). Finally, the last column shows how many instances out of the total number of instances in each set were successfully solved to optimality within the given time limit. Table 3 shows that the proposed branch-and-cut algorithm based on formulation F 4 is highly successful in obtaining optimal solutions for a very high proportion of the set of instances generated and tested in this paper. The table also indicates that the average separation time for both the same-vertex inequalities (27) and capacity inequalities (28) respectively. We see that both the heuristic and the preprocessing routine have a positive impact on the performance of branch-and-cut algorithm and good upper bounds are especially important.
Results with Large-Scale Instances
This section presents the results of the computational experiments on the large-scale instances.
Due to the size of these instances, the time limit imposed on the running time of the branchand-cut algorithm has been increased to six hours (21600 CPU seconds). The columns of these tables are explained in the Appendix. All other settings of the algorithm are as described in the previous section. We give the results for instances generated using θ = 2 and θ = 3 in Tables 4 and   5 , respectively. Table 4 Computational results for instances generated using θ = 2 and γ = 1/m Table 5 Computational results for instances generated using θ = 3 and γ = 1/m The branch-and-cut algorithm was able to solve to optimality three of the instances (one with θ = 2 and two with θ = 3) out of the twelve instances tested in this section, within the time limit imposed on the running time of the algorithms. The optimality gaps as calculated using equation (37) for the instances shown in Tables 4 and 5 that could not be solved to optimality range from 1.58% (for the instance M-n121-k7-C61-V4) to 15.1% (for the instance G-n262-k25-C88-V9). We note that for some instances quite some time is spent by CPLEX adding valid inequalities and solving linear programs. In fact, for the instance named G-n262-k25-C131-V12, the branch-and-cut algorithm terminated in the cut separating phase at the root node due to the time limit, even before branching had begun.
Optimal Solution of the Ghiani and Improta (2000) Instance
The only existing (published) instance for the GVRP is that proposed by Ghiani and Improta (2000) , derived from an instance taken from Araque et al. (1994) with 50 vertices, 25 clusters and 4 vehicles. The solution as reported in Ghiani and Improta (2000) is obtained by transforming the problem into CARP, which is then solved by a heuristic procedure to yield an objective function value of 532.73 (we note for this specific instance that the distances are not rounded to the nearest integer). The same instance is solved by using their proposed formulation to obtain the optimal solution for the first time. The formulation solved by CPLEX 6.0 on a Pentium 1100Mhz PC with 1 GB RAM required 17600.85 CPU seconds. Our recent attempt in solving the same instance on our machine with the formulation of using CPLEX 10.0 demanded a similar computational time in obtaining an optimal solution, suggesting that such an approach will be unable to cope with larger GVRP instances.
The proposed branch-and-cut algorithm in this paper based on F 4 solved the Ghiani and Improta (2000) instance, to optimality, in 2.7 CPU seconds, yielding an objective function value of 527.8126996, coinciding with the optimal solution value as reported by .
For the solution of this particular instance, the branch-and-cut algorithm terminated with 9 nodes, having separated 43 same-vertex inequalities and 199 capacity constraints.
Conclusions
This paper has presented four formulations for the Generalized Vehicle Routing Problem, of which two are polynomial in size and the other two are based on exponential sets of inequalities. The latter two are directed and undirected formulations. Branch-and-cut algorithms have been described for the solution of formulations that are exponential in size. The four formulations have been compared against one another, both analytically and empirically. Extensive computational experiments have Transportation Science 00(0), pp. 000-000, c 0000 INFORMS been performed, the results of which show that a branch-and-cut algorithm based on the undirected exponential-sized formulation (F 4 ) significantly outperforms the remaining three formulations, as well as the existing approaches, in efficiently solving a wide range of GVRP instances. The proposed algorithm is able to solve instances with up to 101 vertices and 51 clusters, to optimality, within reasonable computational times. Table 6 Computational results for instances generated using θ = 2 and γ = 1/m Table 7 Computational results for instances generated using θ = 3 and γ = 1/m 
