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1. Introduction
Consider an inﬁnite power series I +∑∞n=0 Anzn that may be convergent and represent a matrix
function F(z) such that F(z) = I +∑∞n=1 Anzn. The subject of this paper is the conversion of the power
series with matrix coefﬁcients into inﬁnite products such that
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F(z) = I +
∞∑
n=1
Anz
n = (I + G1z)(I + G2z2) · · · (I + Gkzk) · · ·
= (I − H1z1)−1(I − H2z2)−1 · · · (I − Hkzk)−1 · · · ,
F−1(z) = · · · (I − Hkzk) · · · (I − H2z2)(I − H1z).
Estimates on the domain of convergence of the inﬁnite products will be provided.
Let us turn now to a few notations and definitions that will help us navigate through this introduc-
tion and the subsequent sections.
Notation 1.1. LetMd(C) denote the set of d by d matrices whose entries are complex numbers. Let
Md(R) denote the set of d by d matrices whose entries are real numbers. Let A,B ∈Md(C), A =
(av,u), B = (bv,u), v,u = 1, 2, . . . , d. Denote by Id = (δv,u), v,u = 1, 2, . . . , d, the identity matrix. We may
omit the subscript d and denote by I the d by d identity matrix. The matrix O shall denote the matrix
with all of its entries 0. The matrices |A|, |B| ∈Md(R) stand for
|A| :=(|av,u|), |B| :=(|bv,u|), v,u = 1, 2, . . ., d.
The notation A B shall mean that A,B ∈Md(R) and that
av,u  bv,u, v,u = 1, 2, . . . , d.
It is well known that
Proposition 1.2. The set of inﬁnite power series of the form
∑∞
n=0 Anzn,
∑∞
n=0 Bnzn, n = 0, 1, . . . , An ∈
Md(C), Bn ∈ Md(C), forms an “extended” ring, to be denoted by EMd(C) with respect to the “extended”
operations + and · in the following natural manner:
∞∑
n=0
Anz
n +
∞∑
n=0
Bnz
n =
∞∑
n=0
(An + Bn)zn, (1.1)( ∞∑
n=0
Anz
n
)
·
( ∞∑
n=0
Bnz
n
)
=
∞∑
n=0
n∑
υ=0
(Aυ · Bn−υ)zn. (1.2)
Proof. We omit the trivial proof. Compare with, e.g. [2]. 
Remark 1.3. The product of two power series in (1.2) is known as the Cauchy product.
Notation 1.4. Let N = {1, 2, . . .} denote the set of natural numbers. We call (I + Gkzk), k = 1, 2, . . .,
an elementary factor of degree k. If Gk /= O we call the elementary factor (I + Gkzk) nontrivial. The
symbol LTR
∏∞
k=1(I + Gkzk) is called a PPE (Power Product Expansion). It stands for an inﬁnite product
of elementary factors such that their degree increases from left to right as speciﬁed below
LTR
∞∏
k=1
(I + Gkzk) :=(I + G1z)(I + G2z2) · · · (I + Gkzk) · · · (1.3)
The symbol RTL
∏∞
k=1(I + Gkzk) is called a PPE. It stands for an inﬁnite product of elementary factors
such that their degree increases from right to left as speciﬁed below
RTL
∞∏
k=1
(I + Gkzk) := · · · (I + Gkzk) · · · (I + G2z2)(I + G1z). (1.4)
Let (I − Hkzk)−1, k = 1, 2, . . ., be the inverse of the elementary factor (I − Hkzk). It has a power series
representation
(I − Hkzk)−1 = I +
∞∑
m=1
Hmk z
km. (1.5)
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The symbol LTR
∏∞
k=1(I − Hkzk)−1 is called an INPPE (Inverse Power Product Expansion). It stands for
an inﬁnite product of inverses as speciﬁed below
LTR
∞∏
k=1
(I − Hkzk)−1 :=(I − H1z)−1(I − H2z2)−1 · · · (I − Hkzk)−1 · · · (1.6)
The symbol RTL
∏∞
k=1(I − Hkzk)−1 is denoted in short by INPPE. It stands for an inﬁnite product of
inverses as speciﬁed below
RTL
∞∏
k=1
(I − Hkzk)−1 := · · · (I − Hkzk)−1 · · · (I − H2z2)−1(I − H1z)−1. (1.7)
One of the motivations to study power product expansions of matrix functions is the following.
Let A ∈Md(C), ‖A‖ be some norm such that ‖A‖ ρ < 1. Suppose we wanted an approximation to
(I − A)−1. Consider the identities
(I − A)−1 = I +
∞∑
m=1
Am =
∞∏
k=0
(I + A2k ),
I +
2N−1∑
m=1
Am =
N−1∏
k=0
(I + A2k ).
Denote by ADDS(N) the number of addition operations needed to evaluate I +∑2N−1m=1 Am. Denote
by MULS(N) the number of multiplication operations needed to evaluate I +∑2N−1m=1 Am. Denote by
ADDP(N) the number of addition operations needed to evaluate
∏N−1
k=0 (I + A2
k
). Denote by MULP(N)
the number of multiplication operations needed to evaluate
∏N−1
k=0 (I + A2
k
). It follows from [8] that as
N → ∞
ADDS(N)
ADDP(N)
∼ 2
N − 1
N − 1 ,
MULS(N)
MULP(N)
∼ 2
N − 2
2(N − 1) .
Namely, for some special matrix functions it is by far more efﬁcient to utilize product representa-
tions.
Another potential application of PPE’s and INPPE’s is the following. The truncated PPE LTR
∏k=N
k=1 (I +
Gkz
k) could provide an approximation to amatrix function F(z). The truncated PPE RTL
∏k=N
k=1 (I − Hkzk)
could provide an approximation to F−1(z). It is shown in [8] that for computational purposes and
for certain families of matrix functions, the utilization of PPE’s and INPPE’s is more efﬁcient than
the utilization of power series. This statement holds, for example, for power series with so called
“terminatingsequences”. It is also shownin [8], that the“savings” inmultiplicationoperationsaswell as
the “savings” in addition operations, attained in the calculation of a truncated PPE, LTR
∏k=N
k=1 (I + Gkzk),
as compared to the needed operations in a truncated power series, is proportional to N2. More details
can be found in [8]. These “savings” are not as spectacular (exponential) as the “savings” obtained for
(I − A)−1. They are nevertheless substantial.
We continue now with the following needed definition of a “suitable” norm.
Deﬁnition 1.5. A norm ‖ ‖ deﬁned on the linear space of d by d matrices over the ﬁeld of complex
numbers will be called absolute if
‖A‖ = ‖(|A|)‖.
It will be called monotonicity preserving if
|A| |B|
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implies that
‖A‖ ‖B‖.
The norm will be called algebraic if
‖AB‖ ‖A‖‖B‖.
Finally a norm ‖ ‖will be called suitable if it is absolute, it ismonotonicity preserving and it is algebraic.
In the sequel we will need the definition of the convergence of an INPPE as an inﬁnite product.
Deﬁnition 1.6. We say that the INPPE LTR
∏∞
k=1(I − Hkzk)−1 converges in the disk |z| < ρ if the fol-
lowing two conditions hold. (i) Each matrix function (I − Hkzk), k = 1, 2, 3, . . . is invertible and (ii) The
right hand side of the inﬁnite products
LTR
∞∏
k=1
(I − Hkzk)−1 :=LTR
∞∏
k=1
(
I +
∞∑
ν=1
Hνkz
νk
)
(1.8)
converges in some norm.
Next we have
Notation 1.7. Thesymbolα = (j1, j2, . . . , jn) stands foravectorwithncomponentswheren, j1, j2, . . . , jn ∈
N. The symbol λ = λ(α) stands for the number of non-zero components js in α. The symbol |α| stands
for |α| = ∑ns=1 js. The symbol Aα = Aj1Aj2 · · ·Ajn stands for a product of elements Ajs ∈ Md(C).
For example let α = (2, 2, 2, 1, 1, 4, 4, 4, 2, 2) then λ(α) = λ = 10 and |α| = 24.
A(2,2,2,11,444,22) = A2A2A2A1A1A4A4A4A2A2 = A32A21A34A22. (1.9)
In the sequel we may use the notation α(l), l = 1, 2, 3, . . . ,n for a sequence of vectors α(l).
Deﬁnition 1.8. Consider the set  :={α} of all symbols α. Given two symbols α = (j1, j2, . . . , jn) and
β = (l1, l2, . . . , lm),α,β ∈. We deﬁne the following ordering in :∝≺ β if n < m. If n = m and js = ls,
for s = 1, . . . , q, q < n but jq+1 < lq+1 then we put α ≺ β. It could be useful to extend the notation of α
and put α = α(q) :=(j1, j2, . . . , jn), so that α(p) ≺ α(q) if p < q. In this manner the set can be matched
to a vector
〈〉 :=〈α(1),α(2), . . .〉.
We turn our attention now to some older references. The PPEwith elementary factors (1 + zk), was
used as a generating function to derive the coefﬁcients q(n) in the power series below
∞∏
k=1
(1 + zk) = 1 +
∞∑
n=1
q(n)zn. (1.10)
It is of course a special case of ∞k=1(I + Gkzk),Gk ∈ C, with Gk = 1. Equally important are the
INPPE’s ∞k=1(I − Hkzk)−1, Hk ∈ C. Their expansion into an inﬁnite power series 1 +
∑∞
n=1 Anzn play
an important role in the theory of partitions. The special case Hk = 1 goes back to the era of Euler and
his successors. It leads to the well known expansion
∞∏
k=1
(1 − zk)−1 = 1 +
∞∑
n=1
p(n)zn. (1.11)
Each p(n),n = 1, 2, . . ., counts the number of partitions of a given number n into unrestricted parts.
Compare, e.g. with [1,12]. The expansion of a general PPE into a power series 1 +∑∞n=1 Anzn, generates
an inﬁnite sequence of coefﬁcients An that could count the number of arrangements in a variety of
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combinatorial conﬁgurations. See [7] for numerous combinatorial interpretations. The convergence
properties of an INPPE and its companion power series is of course very important for similar rea-
sons.
The convergence properties of a PPE and the convergence properties of its companion power series
1 + 	∞
n=1Anz
n, are interesting for their own sake. See [13,23]. They are also crucial in determining the
order of growth of the counting coefﬁcients An = q(n), p(n), as n grows to inﬁnity. See [12] for older
results and [10,20,21] for contemporary work.
It was not until the 20th century that attention was also shifting to starting with a general power
series F(z) = 1 +∑∞n=1 Anzn,An ∈ C, or an inﬁnite sum, and converting it into an inﬁnite product like a
PPE. Several mathematicians apparently discovered this independently. It involved the expression of
the coefﬁcients Gk in terms of the coefﬁcients An,n = 1, . . . , k. The earliest systematic approach goes
back to [24]. Among the earlyworkswemention [3–6,14]. Among the contemporaryworkswemention
[7–11,16–18]. Inﬁnite products of very general forms are offered in [17,18].Most of theseworks focused
primarily on the convergence properties of the PPE. The typical result being an estimate of the radius
of convergence of a PPE or and of an INPPE. The main tool being the logarithmic derivative
F ′(z)
F(z)
=
∞∑
n=1
dnz
n−1, (1.12)
where the coefﬁcients Gk are expressed in terms of the coefﬁcients dk via the recursion relation
Gk =
dk
k
+
∑
l|k
l>1
1
l
(
−Gk
l
)l
. (1.13)
The sharpest result in this direction was obtained independently in [16,19]. It stated that the PPE
converges for |z| <
[
sup|dk|
1
k
]−1
, the supremum being taken over all k = 1, 2, . . . This result contains
the special case of the power series of exp−z studied earlier by Kolberg [22].
There is no question about the advantages and insights gained by a logarithmic derivative. However,
it comes with a penalty too. We get an indirect expression of the coefﬁcients Gk in terms of the
coefﬁcients d1, d2, . . . , dk rather than a direct expression of Gk in terms of the coefﬁcients A1,A2, . . . ,Ak .
Consequently, an estimate of the radius of convergence of a PPE (or an INPPE) is not directly expressed
in terms of the order of growth of the coefﬁcients A1,A2, . . . ,Ak .
The paper [10] offers a different point of view. It determines the coefﬁcients Gk and Hk as polyno-
mials in the variables A1,A2, . . . ,Ak . The interesting structure of these polynomials have amerit of their
own. They also enable one to estimate the radius of convergence of a PPE and the radius of convergence
of an INPPE, directly in terms of an order of growth of the coefﬁcients Ak , k = 1, 2, . . ., rather than in
terms of the coefﬁcients dk , k = 1, 2, . . .
The order of events in this work is as follows. In Section 2 we study the expansion of a power
series into a PPE and we provide two representations of the coefﬁcients Gk as polynomials of the
coefﬁcients An. The second representation reveals in detail the ﬁne structure of the polynomials that
persists when the coefﬁcients An are non-commutative. It is a pleasant surprise in this subject matter
that if all entries of all the matrices An are negative then so are the entries of all coefﬁcients matrices
Gk . This is used to advantage in Section 3 where we study the domain of convergence of the PPE’s by
focusing on spectral criteria. In Section 4 we study the expansion of power series into INPPE and we
provide two representations for the coefﬁcients Hk as polynomials of the coefﬁcients An. The second
representation reveals again the details of theﬁne structure of the polynomials that persists evenwhen
the coefﬁcients An are non-commutative. It is again a pleasant surprise in this subject matter that if
all entries of all the matrices An are negative then so are the entries of all coefﬁcients Hk . This is used
to advantage in Section 5 where we study the domain of convergence of the INPPE’s by focusing on
spectral criteria. A PPE representation for the inversematrix function F−1(z) is also provided in Section
5. In Section 6we provide examples and applications. Section 7 uses norm criteria for the convergence
of PPE’s and INPPE’s. They improve on the results available in the literature for scalar functions F(z).
Numerous results in the literature that pertain to scalar PPE’s are obtained as a special case of our
treatment for Matrix functions.
We turn to the next section.
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2. From power product expansions to series and back
The ﬁrst result is a statement about a bijection between the sequence of the coefﬁcients matrices
in a given power series and the sequence of coefﬁcient matrices in its PPE expansion.
Theorem 2.1. Let Gk ∈ Md(C), k = 1, 2, . . . , be an inﬁnite sequence of matrices. Then, there exists a unique
sequence of matrices An ∈ Md(C), n = 1, 2, . . . , such that in the sense of power series the following holds:
F(z) = I +
∞∑
n=1
Anz
n = LTR
∞∏
k=1
(I + Gkzk). (2.1)
Conversely, let An ∈ Md(C), n = 1, 2, . . . , be a sequence of elements. Then, there exists a unique sequence
of elements Gk ∈ Md(C), k = 1, 2, . . . , such that the identity (2.1) holds.
Moreover, the elements Gk have a representation
Gk =
L(k,k)∑
l=1
(−1)λ(α(l))+1|c(α(l), k, k)|Aα(l), |α| = k, (2.2)
where c(α(l), k, k) are certain non-zero integers and l ranges over a certain sequence of integers
l = 1, . . . , L(k, k).
Proof. The relation (2.1) implies that the coefﬁcient An is given by
An =
∑
j1+j2+...+jr=n
1j1<j2<···<jrn
Gj1Gj2 · · ·Gjr =
∑
|α|=n
1j1<j2<···<jrn
Gα , (2.3)
where
Gα :=Gj1Gj2 · · ·Gjr . (2.4)
Then An in (2.3) can be matched by Definition 1.8 to the vector
〈An〉 :=〈Gα(1),Gα(2), . . . ,Gα(g)〉, (2.5)
where g is the number of components in (2.5).
The summation in (2.3) is taken over all partitions of n into distinct parts. See, e.g. [1,12], for
an introduction to the theory of partitions. Unlike the commutative case, we must be careful about
preserving the order of the indexes of the coefﬁcients Gk in (2.3) to coincide with the order of the
indices in the elementary factors in (2.1).
The uniqueness of the coefﬁcients Gk follows by induction from the expression (2.3) after it is
rewritten in the form
Gn = An −
∑
j1+j2+···+jr=n
1j1<j2<···<jr<n
Gj1Gj2 · · ·Gjr . (2.6)
Our next aim is to determine the form of the coefﬁcients Gk in terms of the coefﬁcients An by a
second recursive scheme. To this end we extend a recursive procedure that was proposed in [7]. It is
repeated in here because of two reasons. Firstly, we must be careful about the order of multiplication
of matrices resulting from their non-commutativity. Secondly, we provide additional detail to the
structure of certain sequences of coefﬁcients to be denoted in the sequel by As,n. The basic idea is to
consider successively identities of the form
F(z) = I +
∞∑
n=1
Anz
n = (I + G1z1)
[
I +
∞∑
n=2
A2,nz
n
]
= (I + G1z1)(I + G2z2)
[
I +
∞∑
n=3
A3,nz
n
]
H. Gingold / Linear Algebra and its Applications 430 (2009) 2835–2858 2841
= (I + G1z1)(I + G2z2)(I + G3z3)
[
I +
∞∑
n=1
A4,nz
n
]
.
.
.
=
⎡⎣LTR k=m−1∏
k=1
(I + Gkzk)
⎤⎦[I + ∞∑
n=m
Am,nz
n
]
. (2.7)
Put
A1,n = An.Am,n = O if m > n. (2.8)
Form − 1 > 0 we are lead to the recursive relation⎡⎣I + ∞∑
n=m−1
Am−1,nzn
⎤⎦ = (I + Gm−1zm−1)
[
I +
∞∑
n=m
Am,nz
n
]
,
m = 2, 3, 4, . . . (2.9)
First notice that by (2.9) we have
G2 = A2,2, G3 = A3,3, . . . , Gn = An,n, . . . (2.10)
Next we prove by induction on m that each non-zero coefﬁcient Am,n has a representation of the
form
Am,n =
L(m,n)∑
l=1
(−1)λ(α(l))+1|c(α(l),m,n)|Aα(l), |α(l)| = m, (2.11)
where c(α(l),m,n) are certain non-zero integers. From (2.9) we have form n andm − 1 > 0
Am,n = Am−1,n − Am−1,m−1Am,n−m+1. (2.12)
Replace n on both sides of (2.12) with n − m + 1 to get the expression
Am,n−m+1 = Am−1,n−m+1 − Am−1,m−1Am,n−2(m−1). (2.13)
Substitute Am,n−m+1 given in (2.13) into (2.12) to obtain
Am,n = Am−1,n − Am−1,m−1[Am−1,n−m+1 − Am−1,m−1Am,n−2(m−1)]
= Am−1,n + (−1)1Am−1,m−1Am−1,n−m+1 + (−1)2A2m−1,m−1Am,n−2(m−1). (2.14)
Repeat this process r times and recall that Am,n−(r+1)(m−1) = O if r + 1 >
[
n−m
m−1
]
. In this manner we
obtain
Am,n =
⎡⎣ r∑
j=0
(−1)jAj
m−1,m−1Am,n−j(m−1)
⎤⎦+ (−1)r+1Ar+1
m−1,m−1Am,n−(r+1)(m−1)
=
[ n−mm−1 ]∑
j=0
(−1)jAj
m−1,m−1Am−1,n−j(m−1). (2.15)
Notice that (2.11) is valid for m = 1, since by definition we have A1,n = An = A(n), n = 1, 2, . . . , α =
(n), λ = 1, |c(α(l), 1,n)| = 1, L(1,n) = 1. Assume by induction that each As,n has a representation
As,n =
L(s,n)∑
l=1
(−1)λ(α(l))+1|c(α(l), s,n)|Aα(l), |α| = s (2.16)
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for s = 1, 2, . . . , (m − 1). Each term (−1)jAj
m−1,m−1Am−1,n−j(m−1) in (2.15) is a product of certain factors.
Replace each term Am−1,m−1,Am−1,n−j(m−1) by its representation of the form (2.11). A typical term
A
j
m−1,m−1Am−1,n−j(m−1) in thisproductwill bemadeof (j + 1) factorsof the form (−1)λ(α(lk))+1|c(α(lk),m −
1,n)|Aα(lk), |α| = m − 1. Let us sum over the powers of (−1) in the product (−1)jA
j
m−1,m−1Am−1,n−j(m−1)
resulting from themultiplication.Wehave (−1)j(−1)
∑j+1
k=1[λ(α(lk))+1] = (−1)j+j+1+
∑j+1
k=1 λ(α(lk)). Recall that
by Notation 1.8 λ(α(l)) = ∑j+1
k=1 λ(α(lk)). This implies the desired conclusion for s = m in (2.16). 
Example 2.2. Here is an explicit determination of the coefﬁcients An, n = 1, 2, . . . , 7, in terms of the
coefﬁcients Gk , k = 1, 2, . . . , 7. We have
A1 = G1, A2 = G2, A3 = G3 + G1G2, A4 = G4 + G1G3. (2.17)
Notice all partitions of n = 1, 2, 3, 4 into unequal parts in (2.17) above to be
1 = 0 + 1, 2 = 0 + 2, 3 = 0 + 3 = 1 + 2, 4 = 0 + 4 = 1 + 3. (2.18)
All partitions of n = 5, 6, into unequal parts are
5 = 0 + 5 = 1 + 4 = 2 + 3, 6 = 0 + 6 = 1 + 5 = 2 + 3. (2.19)
Consequently we have
A5 = G5 + G1G4 + G2G3, A6 = G6 + G1G5 + G2G4 + G1G2G3. (2.20)
Likewise we have
A7 = G7 + G1G6 + G2G5 + G3G4 + G1G2G4. (2.21)
Below are given the explicit coefﬁcients Gk , k = 1, 2, . . . , 7, as polynomials of A1,A2, . . . ,Ak
G1 = A1, G2 = A2, G3 = A3 − A1A2, (2.22)
G4 = A4 − A1A3 + A21A2, (2.23)
G5 = A5 + A21A3 − A31A2 − A1A4 − A2A3 + A2A1A2, (2.24)
G6 = A6 − A1A5 − A31A3 + A41A2
−A2A4 + A21A4 + A2A1A3 − A2A21A2, (2.25)
G7 = A7 − A1A6 + A21A5 + A41A3 − A31A4
− A51A2 − A2A5 + A2A1A4 − A2A21A3 + A2A31A2
+ A22A3 − A22A1A2 − A3A4 + A3A1A3 − A3A21A2
− A1A2A1A3 + A1A2A21A2 + A1A2A4. (2.26)
An examination of G6 reveals the following. The sum of the indices of the factors Aj in each term
Aα is n. The sign of each term is + if the number of factors Aj in the product of the term is odd
and the sign of the term that has an even number of factors Aj is −. Indeed the coefﬁcients Gk
in the non-commutative case possess a ﬁner decomposition of structured terms than the decom-
position of Gk in the commutative case that was found in [10]. The coefﬁcient G7 brings to the
fore pronounced differences between the scalar commutative cases treated in the literature and the
current non-commutative case. Notice that the two terms −A2A21A3,−A3A21A2 cannot be combined
together in G7 because of lack of commutativity. Each term contains the factors A3,A
2
1
,A2. Notice also
that the sign of the coefﬁcient of the term A2A
2
1
A3 and the sign of the term A3A
2
1
A2 is the same.
Namely it is −1. Similar comments apply to the terms +A2A1A4,+A1A2A4 and to the three terms
−A2A21A3,−A3A21A2,−A1A2A1A3.
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3. Convergence of matrix functions PPE’s by spectral criteria
It this section we provide a lower bound for the radius of convergence of a PPE.
Theorem 3.1. (i) Given a power series of a matrix function F(z)
F(z) = I +
∞∑
n=1
Anz
n = LTR
∞∏
k=1
(I + Gkzk). (3.1)
Consider also the PPE expansions of related power series C(z) and M(z) as given in the sequel.
C(z) = I −
∞∑
n=1
|An|zn = LTR
∞∏
k=1
(I − Ckzk), (3.2)
M(z) = I −
∞∑
n=1
Mnz
n = LTR
∞∏
k=1
(I − Ekzk). (3.3)
Assume that
|An| Mn, n = 1, 2, . . . (3.4)
Then,
|Gk| Ck  Ek , k = 1, 2, . . . (3.5)
(ii) Denote
Gk :=(gv,u(k)), W :=(wv,u), wv,u = 1, v,u = 1, . . . , d.
Let M(z) be a matrix function with commutative coefﬁcients such that
MjMk = MkMj , j, k = 1, 2, . . . (3.6)
Denote by Pk the power series coefﬁcients in the logarithmic derivative
M′(z)M−1(z) =
∞∑
k=0
Pkz
k. (3.7)
Let ρ be the radius of convergence of (3.7). Then
O  |Gk| Ck  Ek  −
1
k
Pk−1, k = 1, 2, . . . (3.8)
and the PPE LTR
∏∞
k=1(I + Gkzk) converges for
|z| < ρ. (3.9)
Put
An = (aϑμ(n)), ϑ ,μ = 1, . . . , d,
a(n) := max
ϑ ,μ
|aϑμ(n)|, s := sup
n1
[
a(n)
1
n
]
. (3.10)
Then,
O Ek :=
L(k,k)∑
l=1
|c(α(l), k, k)|skWλ(α(l))
 1
k
[(1 + d)k − 1]d−1skW , k = 1, 2, . . . (3.11)
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Proof. We focus ﬁrst on (3.5). Consider the representation (3.12). We have
Gk = Ak,k =
L(k,k)∑
l=1
(−1)λ(α(l))+1|c(α(l), k, k)|Aα(l), |α| = k. (3.12)
Therefore, by the definition Aα = Aj1Aj2 · · ·Ajλ , we have
O Ck =
L(k,k)∑
l=1
(−1)λ(α(l))|c(α(l), k, k)|[−|Aj1 |][−|Aj2 |] · · · [−|Ajλ |]
=
L(k,k)∑
l=1
(−1)2λ(α(l))|c(α(l), k, k)||Aj1 ||Aj2 | · · · |Ajλ |. (3.13)
Evidently, by the comparison of (3.12) and (3.13) we have |Gk| Ck . By (3.4) we conclude that
|Aj1 ||Aj2 | · · · |Ajλ | Mj1Mj2 · · ·Mjλ . (3.14)
Consequently Ck  Ek and (3.5) is proven.
Utilize the logarithmic derivative relation
M′(z)M−1(z) =
∞∑
l=0
Plz
l =
∞∑
s=1
−vEvzv−1(1 − Evzv)−1
=
∞∑
v=1
−vEvzv−1
∞∑
s=0
Esvz
vs. (3.15)
Equating like powers of zk in (3.15) yields the identities∑
s0
s+1|k+1
−vEs+1v = Pk , (3.16)
where the sums in (3.16) are taken over all s + 1 ∈ N that divide k + 1 such that v = k+1
s+1 . Notice that
Eν  O implies that Pk  O. The sum in (3.16) can be split so that
−(k + 1)Ek+1 +
∑
s1
s+1|k+1
−k + 1
s + 1 E
s+1
k+1
s+1
= Pk ,
Ek+1 = −
1
k + 1Pk −
∑
s1
s+1|k+1
1
s + 1E
s+1
k+1
s+1
. (3.17)
The relation (3.17) has the useful implication that
0 Ek+1  −
1
k + 1Pk , k = 0, 1, 2, . . . (3.18)
This completes the proof of (3.8).
Consider the special case whereMn = snW , s  0, where s is a parameter. Namely,
M(z) = I −
∞∑
l=1
W(sz)l = 1
1 − sz (I − (I + W)sz) =
∞∏
k=1
(I − Ekzk). (3.19)
A straightforward computation reveals that
M′(z)M−1(z) = d[log{(1 − sz)
−1[I − (I + W)sz]}
dz
= s
1 − sz −
{
d[I − (I + W)sz]
dz
}
[I − (I + W)sz]−1
= s
1 − sz −
∞∑
j=0
sj+1zj(I + W)j+1 (3.20)
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Substitute in (3.20) the following expansion:
(I + W)j+1 = I +
j+1∑
v=1
(
j + 1
v
)
Wv = I + [(1 + d)j+1 − 1]d−1W (3.21)
and obtain
M′(z)M−1(z) = s
1 − sz −
∞∑
j=0
sj+1zj{I + [(1 + d)j+1 − 1]d−1W}
= −
⎧⎨⎩
∞∑
k=0
d−1[(1 + d)k+1 − 1]sk+1zk
⎫⎬⎭W . (3.22)
Hence
Pk = −
⎧⎨⎩
∞∑
k=0
d−1[(1 + d)k+1 − 1]sk+1
⎫⎬⎭W
and by (3.18) the result (3.11) follows. 
Remark 3.2. Let ρ1 be the radius of convergence of M(z). Let ρ−1 be the radius of convergence of
M−1(z). Then, ρ the radius of convergence of log M(z), satisﬁes
ρ = Min{ρ1, ρ−1}.
Namely, it is possible to formulate convergence criteria without deferring to the matrix function
log M(z). This will become transparent in Section 5.
4. From inverse power product expansions to power series and back
In this section we study the INPPE and its relation to the PPE of an inverse of a matrix function.
Theorem 4.1. Let Hk ∈ Md(C), k = 1, 2, . . . Then, there exists a unique sequence of elements An ∈ Md(C),
n = 1, 2, . . . , such that the following holds:
F(z) = I +
∞∑
n=1
Anz
n = LTR
∞∏
k=1
(I − Hkzk)−1. (4.1)
Conversely, let An ∈ Md(C), n = 1, 2, . . . , be a sequence of elements. Then, there exists a unique sequence
of elements Hk ∈ Md(C), k = 1, 2, . . . , such that the identity (4.1) holds.
Moreover, Hk , k = 1, 2, . . . have a representation
Hk =
V(k,k)∑
l=1
(−1)λ(α(l))+1|b(α(l), k, k)|Aα(l), |α| = k, (4.2)
where b(α(l), k, k) are certain non-zero integers and l ranges over a certain sequence of integers l =
1, . . . ,V(k, k).
Proof. Let us ﬁrst determine the form of the coefﬁcients An, n = 1, 2, . . ., in terms of the coefﬁcients
Hk , k = 1, 2, . . . The coefﬁcient An is given by
An =
∑
j1+j2+···+jr=n
1j1j2···jrn
Hj1Hj2 · · ·Hjr . (4.3)
The summation in (4.3) is over all partitions of n into unrestricted parts. It is easily veriﬁed that an
inductive procedure leads to the determination of all An. Conversely, let An ∈ Md(C), n = 1, 2, . . ., be a
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sequence of elements. Then, there exists a unique sequence of elementsHk ∈ Md(C), k = 1, 2, . . ., such
that the identity (4.1) holds. Indeed, the relation (4.3) implies that
Hn = An −
∑
j1+j2+···+jr=n
1j1j2...jr<n
Hj1Hj2 · · ·Hjr . (4.4)
Thus, (4.4) determines all coefﬁcients Hk , k = 1, 2, . . . in a recursive manner.
Our next aim is to establish the formof the coefﬁcientsHk in terms of the coefﬁcients An by a second
recursive scheme. To this end we consult again [7]. Consider
(I − H1z1)F(z) = (I − H1z1)
[
I +
∞∑
n=1
Anz
n
]
=
[
I +
∞∑
n=2
B2,nz
n
]
= (I − H2z2)(I − H1z1)
[
I +
∞∑
n=1
Anz
n
]
=
[
I +
∞∑
n=3
B3,nz
n
]
= (I − H3z3)(I − H2z2)(I − H1z1)
[
I +
∞∑
n=1
Anz
n
]
=
[
I +
∞∑
n=1
B4,nz
n
]
.
.
.
=
⎡⎣RTL k=m−1∏
k=1
(I − Hkzk)
⎤⎦[I + ∞∑
n=1
Anz
n
]
=
[
I +
∞∑
n=m
Bm,nz
n
]
. (4.5)
These lead to the recursive relation
(I − Hm−1zm−1)
[
I +
∞∑
n=m
Bm−1,nzn
]
=
[
I +
∞∑
n=m
Bm,nz
n
]
. (4.6)
It can be easily veriﬁed that (4.6) implies that
H2 = B2,2, H3 = B3,3, . . . , Hn = Bn,n, . . . (4.7)
Put,
B1,n = An · Bm,n = O if m > n. (4.8)
From (4.6) we have form n
Bm,n = Bm−1,n − Bm−1,m−1Bm−1,n−m+1. (4.9)
We shall prove now by induction on m that each non-zero coefﬁcient Bm,n has a representation of
the form
Bm,n =
V(m,n)∑
l=1
(−1)λ(α)+1|b(α(l),m,n)|Aα(l), |α(l)| = m, (4.10)
where b(α(l),m,n) are certain non-zero integers. Replace n on both sides of (4.9) with n − m + 1 to get
the expression
Bm,n−m+1 = Bm−1,n−m+1 − Bm−1,m−1Bm−1,n−2(m−1). (4.11)
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Substitute Bm,n−m+1 in (4.9) to obtain
Bm,n = Bm−1,n − Bm−1,m−1[Bm−1,n−m+1 − Bm−1,m−1Bm−1,n−2(m−1)]
= Bm−1,n + (−1)1Bm−1,m−1Bm−1,n−m+1 + (−1)2B2m−1,m−1Bm−1,n−2(m−1). (4.12)
Repeat this process r times and recall that Bm−1,n−(r+1)(m−1) = O if r + 1 >
[
n−m+1
m−1
]
. In this manner
we obtain
Bm,n =
r∑
j=0
(−1)jBj
m−1,m−1Bm−1,n−j(m−1) (4.13)
=
[
n−m+1
m−1
]∑
j=0
(−1)jBj
m−1,m−1Bm−1,n−j(m−1). (4.14)
Form = 1, (4.10) is validwithB1,n = An = A(n),n = 1, 2, . . . ,α = (n), λ = 1, |b(α(l), 1,n)| = 1,V(1,n) =
1. Assume by induction that each Bs,n has a representation
Bs,n =
V(s,n)∑
l=1
(−1)λ(α(l))+1|b(α(l), s,n)|Aα(l), |α| = s (4.15)
for s = 1, 2, . . . , (m − 1). Each term (−1)jBj
m−1,m−1Bm−1,n−j(m−1) in (4.14) is a product of certain factors.
Replace each term Bm−1,m−1,Bm−1,n−j(m−1) by its representation of the form (4.15). A typical term
B
j
m−1,m−1Bm−1,n−j(m−1) in this product will be made of (j + 1) factors of the form (−1)λ(α(lk))+1|b(α(lk),
m−1,n)|Aα(lk), |α|=m−1. Letus sumover thepowersof (−1) in theproduct (−1)jB
j
m−1,m−1Bm−1,n−j(m−1)
that is resulting from the multiplication. We have (−1)j(−1)
∑j+1
k=1[λ(α(lk))+1] = (−1)j+j+1+
∑j+1
k=1 λ(α(lk)).
Recall that by Notation 1.8 λ(α(l)) = ∑j+1
k=1 λ(α(lk)). This implies the desired conclusion for s = m in
(4.15). 
We turn to
Example 4.2. Let n = 2, 4, 6, then the unrestricted partitions are
2 = 0 + 2 = 1 + 1, 4 = 0 + 4 = 1 + 3 = 2 + 2,
6 = 0 + 6 = 1 + 5 = 2 + 4 = 3 + 3. (4.16)
Consequently, the corresponding coefﬁcients are
A1 = H1, A2 = H2 + H21 , A3 = H3 + H1H2, (4.17)
A4 = H4 + H1H3 + H22 + H21H2 + H41 , (4.18)
A5 = H5 + H1H4 + H1H22 + H21H3 + H2H3 + H31H2 + H51 , (4.19)
A6 = H6 + H1H5 + H2H4 + H23 + H1H2H3
+ H31H3 + H21H22 + H21H4 + H51 . (4.20)
The list of a few ﬁrst coefﬁcients of Hk in terms of the coefﬁcients An follows:
H1 = A1 = G1, H2 = A2 − A21, H3 = A3 − A1A2 = G3, (4.21)
H4 = A4 − A1A3 + A21A2 + A2A21 − A22 − A41, (4.22)
H5 = A5 − A1A4 − A2A3 + A21A3 − A31A2 + A2A1A2 = G5, (4.23)
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Comparison of the above with the corresponding expansions in [10] reveals that non-commutativity
induces a ﬁner structure on the coefﬁcients Hn in terms of the coefﬁcients A1,A2, . . . ,An.
Remark 4.3. It is known, see [10], that if all coefﬁcients An commute, thanGk = Hk for k an odd integer.
This is useful to know for the sake of applications. The truncated PPE LTR
∏k=N
k=1 (I + Gkzk), could provide
an approximation to thematrix function F(z) and the truncated PPE RTL
∏k=N
k=1 (I − Hkzk) could provide
an approximation to F−1(z). The generation of the coefﬁcients Gk and Hk is expected to demand some
computational effort. Knowing in advance that Gk and Hk are the same for k odd could save computa-
tional effort. A comparison of the formulas (4.21) to (4.23)may give thewrong impression that in spite
of the fact that the matrices An, n = 1, 2, . . ., do not commute with each other, we still have An = Gn for
n an odd integer. The reader may want to verify that this is not the case.
5. Convergence of matrix functions INPPE’s by spectral criteria
In this section we discuss the convergence of the PPE of the inverse of a matrix function as well as
the convergence of the INPPE of a matrix function. The results in here as well as in Section 3 are sharp.
Namely, the estimates of the radius of convergence of a PPE as well as the radius of convergence of an
INPPE actually coincide with the exact radius of convergence of the PPE or the INPPE respectively. See,
e.g. [10].
Theorem 5.1. (i) Consider the INPPE expansion of a power series
F(z) = I +
∞∑
n=1
Anz
n = LTR
∞∏
k=1
(I − Hkzk)−1. (5.1)
Consider also the following companion power series C(z) and M(z) as given in the sequel:
C(z) = I −
∞∑
n=1
|An|zn = LTR
∞∏
k=1
(I + Skzk)−1, (5.2)
M(z) = I −
∞∑
n=1
Mnz
n = LTR
∞∏
k=1
(I + Rkzk)−1 = LTR
∞∏
k=1
(I − Ekzk). (5.3)
Let
|An| Mn, n = 1, 2, . . . (5.4)
Then,
O  |Hk| Sk  Rk , k = 1, 2, . . . (5.5)
(ii) Denote
Hk :=(hv,u(k)), W :=(wv,u), wv,u = 1, v,u = 1, . . . , d. (5.6)
Let M(z) be a matrix function with commutative coefﬁcients such that
MjMk = MkMj , j, k = 1, 2, . . . (5.7)
Denote by Pl the power series coefﬁcients of the logarithmic derivative
M′(z)M−1(z) =
∞∑
l=0
Plz
l. (5.8)
Then, for k odd we have
Ek = Rk  −
Pk−1
k
, k = 1, 3, . . . (5.9)
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Put
An = (aϑμ(n)), ϑ ,μ = 1, . . . , d, a(n) := max
ϑ ,μ
|aϑμ(n)|, s := sup
n1
[
a(n)
1
n
]
.
Consider the special case where Mn = snW , s  0, where s is a parameter. Namely,
M(z) = I −
∞∑
l=1
W(sz)l = 1
1 − sz (I − (I + W)sz) =
∞∏
k=1
(I − Ekzk). (5.10)
Then, the matrices F(z),C(z),M(z) are invertible in the disk
|z| < 1
s(d + 1) . (5.11)
Their inverses possess PPE representations (5.12) that are absolutely convergent for |z| < 1
s(d+1) .
F−1(z) = RTL
∞∏
k=1
(I − Hkzk), C−1(z) = RTL
∞∏
k=1
(I + Skzk),
M−1(z) = RTL
∞∏
k=1
(I + Rkzk). (5.12)
The INPPE’s LTR
∏∞
k=1(I − Hkzk)−1, LTR
∏∞
k=1(I + Skzk)−1, LTR
∏
(I + Rkzk)−1 possess absolutely convergent
inﬁnite product representations (in the sense of Definition 1.6) for |z| < 1
s(d+1) .
Proof. First we focus on (5.5). We have by Theorem 4.1
Hk = Bk,k =
V(k,k)∑
l=1
(−1)λ(l)+1|b(α(l), k, k)|Aα , |α| = k. (5.13)
Recall that Aα = Aj1Aj2 · · ·Ajλ and conclude that
O  Sk =
V(k,k)∑
l=1
(−1)λ(l)|b(α(l), k, k)|[−|Aj1 |][−|Aj2 |] · · · [−|Ajλ |]
=
V(k,k)∑
l=1
(−1)2λ(l)|b(α(l), k, k)||Aj1 ||Aj2 | · · · |Ajλ |. (5.14)
Evidently, by the comparison of (5.13) and (5.14) we have |Hk| Sk . Since (5.4) implies
|Aj1 ||Aj2 | · · · |Ajλ | Mj1Mj2 · · ·Mjλ , (5.15)
we conclude that Sk  Rk and (5.5) is proven.
Recall from [10] that the coefﬁcients Hk coincide with the coefﬁcients Gk if k is an odd integer
wheneverMjMl = MlMj , j, l = 1, 2, . . . By Theorem 3.1 the result (5.9) follows.
In order to prove (5.11) we call upon a proposition in [10] that applies to numerous situations in
combinatorics. Compare with, e.g. [12]. In the setting of matrices the proposition can be formalized as
follows.
Let Gk be d by d matrices with non-negative elements, then the series I +
∑∞
n=1 Anzn and their
PPE LTR
∏∞
k=1(I + Gkzk) possess the same radius of convergence. Let Hk be d by d matrices with non-
negative elements, then the series I +∑∞n=1 Anzn and their INPPE RTL∏∞k=1(I − Hkzk)−1 possess the
same radius of convergence.
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This applies to
C−1(z) =
[
I −
∞∑
n=1
|An|zn
]−1
=
[
I +
∞∑
ν=1
[ ∞∑
n=1
|An|zn
]ν]
= RTL
∞∏
k=1
(I + Skzk). (5.16)
It also applies to
M−1(z) = I + W
∞∑
k=1
(d + 1)k−1skzk = I + szW
1 − (d + 1)sz
= RTL
∞∏
k=1
(I + Rkzk). (5.17)
It is an easy exercise to verify that the characteristic polynomial ofW is
|xI − W | = (x − d)xd−1.
A straightforward calculation reveals that the eigenvalues ofM(z) are 1 and 1−(d+1)sz
1−sz . Consequently
the eigenvalues of M−1(z) are 1 and 1−sz
1−(d+1)sz . Notice that
1−sz
1−(d+1)sz = 0 or ∞ iff sz = 1 or 1 − (d +
1)sz = 0. Thus the closest singularity of M−1(z) to z = 0 is at z = 1
s(d+1) and the conclusion (5.11)
follows. The convergence of LTR
∏∞
k=1(I − Hkzk)−1, LTR
∏∞
k=1(I + Skzk)−1, follows from the convergence
LTR
∏∞
k=1(I + Rkzk)−1 by the inequalities (5.5). The convergence of LTR
∏∞
k=1(I + Rkzk)−1 follows from
the inequality
O Rk  ρk
W
(d + 1) · ρ :=(d + 1)s|z|. (5.18)
This is so because∣∣∣∣∣∣
∞∑
k=1
∞∑
v=1
(−Rk)ν
∣∣∣∣∣∣
∞∑
k=1
∞∑
v=1
Rνk 
∞∑
k=1
∞∑
v=1
[
ρk
W
(d + 1)
]ν
=
∞∑
k=1
∞∑
v=1
ρkνWν
(d + 1)ν
=
∞∑
k=1
∞∑
v=1
ρkνW
(d + 1) 
Wρ
(d + 1)(1 − ρ)2 . (5.19)
When we combine the statements of Theorem 3.1 with the statements of Theorem 5.1 we con-
clude that the PPE expansion of F−1(z) = RTL∏∞k=1(I − Hkzk) as well as the PPE expansion of F(z) =
LTR
∏∞
k=1(I + Gkzk) are absolutely convergent for |z| < ρ, where ρ is the radius of convergence of the
power series log M(z) andwhereM(z) satisﬁes (5.7). This is thanks to the fact that for |z| < ρ the power
series ofM−1(z) and their PPE have the same radius of convergence. In other words all we have to do
is to determine amatrix functionM(z)with the desired properties and to examine its eigenvalues and
their reciprocals. 
In the next theoremwe study expansions of thematrix function F(Az), where F(z) is a scalar analytic
function. We will utilize a similarity transformation.
Theorem 5.2. Let An ∈ C, n = 1, 2, . . . Let
F(z) = I +
∞∑
n=1
Anz
n = LTR
∞∏
k=1
(I + Gkzk) = LTR
∞∏
k=1
(I − Hkzk)−1, (5.20)
where Gk ,Hk ∈ C, k = 1, 2, . . ., are scalar coefﬁcients.
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Let A be a d by d matrix. Consider the power series F(Az) together with its PPE and INPPE expansions
F(Az) = I +
∞∑
n=1
AnA
nzn = LTR
∞∏
k=1
(I + GkAkzk)
= LTR
∞∏
k=1
(I − HkAkzk)−1. (5.21)
Let μv, ν = 1, . . ., d, be the eigenvalues of the matrix A. Denote by
μmax = maxv|μv|, v = 1, 2, . . . ,m. (5.22)
Then, the PPE as well as the INPPE in (5.21) as well as F−1(z) = RTL∏∞k=1(I − HkAkzk) converges for
|z| < [2μmax]−1. (5.23)
Proof. It is well known that given A and an arbitrary small ﬁxed ε, there exists an invertible matrix T
such that
J = T−1AT , (5.24)
where J is a Jordan matrix. Let J be the direct sum
J = J1
⊕
J2
⊕
· · ·
⊕
Jm,
where each matrix Jv is nv by nv,
∑m
v=1 nv = d, and is either diagonal or is of the form
Jv =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
μv 0 · · · 0 0
ε μv 0 · · · 0 0
0
. . .
. . .
. . . 0
.
.
.
.
.
. 0
. . .
. . . 0 0
.
.
.
. . .
. . .
. . . 0
0 · · · 0 0 ε μv
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= μvIv + εNv
and where Iv is the nv by nv identity matrix and Nv is a nilpotent matrix
Iv =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 · · · 0 0
0 1 0 · · · 0 0
0
. . .
. . .
. . . 0
.
.
.
.
.
. 0
. . .
. . . 0 0
.
.
.
. . .
. . .
. . . 0
0 · · · 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Nv =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0
1 0 0 · · · 0 0
0 1
. . .
. . . 0
.
.
.
.
.
. 0
. . .
. . . 0 0
.
.
.
. . .
. . .
. . . 0
0 · · · 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
Nvv = O.
It follows by the similarity transformation (5.24) that the power series, the PPE and the INPPE in
(5.21) converge iff the power series the PPE and the INPPE in
F(Jz) = I +
∞∑
n=1
AnJ
nzn = LTR
∞∏
k=1
(I + GkJkzk) = LTR
∞∏
k=1
(I − HkJkzk)−1
converge, respectively. Consider two cases. In the ﬁrst case assume that μmax = 0. We inevitably then
have that A is a nilpotent matrix and for some integer N the equation A(N+1) = O holds. Let F(z) = 1 +∑∞
n=1 Anzn be a scalar function. Then the series, the PPE’s and the INPPE below are polynomials inA and
F(z) = 1 +
N∑
n=1
AnA
n =
N∏
k=1
(I + GkAk) =
N∏
k=1
(I − HkAk)−1,
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F−1(z) =
⎡⎣1 + N∑
n=1
AnA
n
⎤⎦−1 = N∏
k=1
(I − HkAk)
and the relation |z| < [2μmax]−1 = ∞, holds. Consider now the case that 0 < μmax . Choose ε < μmax .
Then,
|J| μmaxK ,
where the matrix K is the direct sum
K = K1
⊕
K2
⊕
· · ·
⊕
Km
and each matrix Kv is either the nv by nv identity matrix Iv or Kv is of the form
Kv = Iv + Nv =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0 0
1 1 0
0 1 1 0
.
.
. 0
. . .
. . .
. . .
.
.
.
0
.
.
.
. . .
. . .
. . . 0
0 · · · 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Consider the power series C(z) andM(z) together with their PPE expansions
C(z) = I −
∞∑
n=1
|An||J|nzn = LTR
∞∏
k=1
(I − Ckzk), (5.25)
M(z) = I −
∞∑
n=1
μnmaxs
nKnzn = LTR
∞∏
k=1
(I − Ekzk). (5.26)
Evidently,
M(z) = (I − 2sμmaxKz)(I − sμmaxKz)−1. (5.27)
The singularities of log M(z) are located at z where sμmaxz = 1, 2sμmaxz = 1. Hence the result
follows. 
6. A few examples
Example 6.1. Let F(z), C(z) andM(z) be such that
F(z) = I +
∞∑
v=0
Avp+qzvp+q = LTR
∞∏
k=1
(I + Gkzk), p, q ∈ N,
C(z) = I −
∞∑
v=0
∣∣Avp+q∣∣ zvp+q = LTR ∞∏
k=1
(I − Ckzk),
M(z) = I −
∞∑
v=0
svp+qzvp+qW = I − (sz)
q
1 − (sz)pW = LTR
∞∏
k=1
(I − Ekzk).
Recall that the eigenvalues ofW are x = d and x = 0. Consequently, the singularities of log M(z) are
located at points z where
1 − (sz)p = 0, Determinant
[
I − (sz)
q
1 − (sz)pW
]
= 0 (6.1)
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holds. Namely, where
1 = (sz)p, d(sz)
q
1 − (sz)p = 1. (6.2)
Consider the moduli of all solutions z to the equations in (6.2). The smallest |z| that solves these
relations equals the radius of convergence of the power series of log M(z). Evidently |z| = s−1 is derived
from 1 = (sz)p. The solution to d(sz)q
1−(sz)p = 1 is readily obtained in the following cases.
Case 1: p = q. Put
u = (sz)q
then we have
du = 1 − u,u = (d + 1)−1, |z| = s−1(d + 1)− 1q .
Hence the matrix function F(z) and its inverse possess PPE’s that converge for |z| < s−1(d + 1)− 1q .
For d = 1, we recover the result of [10] |z| < s−12− 1q .
Case 2: p = 2q. Then with u = (sz)q we have from the relations in (6.2)
du = 1 − u2
with two roots
u1 = −
√
d2 + 4 + d
2
, u2 =
√
d2 + 4 − d
2
= 2√
d2 + 4 + d
.
Hence thematrix functionF(z)and its inversepossessPPE’s that converges for |z| < s−1
[
2√
d2+4+d
] 1
q
.
For d = 1, p = 2, q = 1 we recover the result of [10] |z| < s−1 2√
5+1 .
Case 3: q = 2p. Then, with u = (sz)p we have the equation
du2 = 1 − u
with two roots
u1 = −
√
4d + 1 + 1
2d
, u2 =
√
4d + 1 − 1
2d
= 2√
4d + 1 + 1 .
Hence thematrix function F(z)and its inversepossessPPE’s that converges for |z| < s−1
[
2√
4d+1+1
] 1
p
.
We turn to examples where F(z) is a scalar function.
Example 6.2. Consider
F(Az) = I +
∞∑
n=1
exp(iθn)n
pAnzn, θn ∈ R, p 0.
Notice that
s := sup
n1
[n pn ] =
√
2
p
.
Consider
M(z) = I −
∞∑
n=1
μnmax
√
2
pn
Knzn.
Evidently, the PPE of F(Az) converges for z = 1 if
2
√
2
p
μmax < 1.
We recall that expAz, cosAz and sinAz, play an important role in the theory of systems of ordinary
differential equations.
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Example 6.3. Consider
F(Az) = expAz = I +
∞∑
n=1
Anzn
n! .
Recall that every d × dmatrix A can be decomposed into a sum
A = V + Q , VQ = QV ,
T−1VT = D =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u1 0 · · · 0 0
0 u2 0 · · · 0 0
0
. . .
. . .
. . . 0
.
.
.
.
.
. 0
. . .
. . . 0 0
.
.
.
. . .
. . .
. . . 0
0 · · · 0 0 0 ud
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Qd = O,
where V is diagonalizable, N is nilpotent, V and N commute and uj , j = 1, 2, . . ., d are the d eigenvalues
of A countingmultiplicities. See, e.g. [15]. Consequently, we can rewrite expA as a product of two PPE’s.
One having inﬁnitely many elementary diagonal factors and one PPE which is a polynomial in Q . Let
Gk be the scalar coefﬁcients in the PPE expansion of the scalar function
exp z =
∞∏
k=1
(I + Gkzk). (6.3)
Then,
expA =
∞∏
k=1
(I + GkAk) = [expV ][expQ ] =
∞∏
k=1
(I + GkVk)
d∏
k=1
(I + GkQk). (6.4)
Since V can be diagonalized, there exists an invertible T such that V = TDT−1 where D is a diagonal
matrix with the eigenvalues of A on its main diagonal. Consequently we obtain a representation
expA =
∞∏
k=1
(I + GkAk) = [exp TDT−1][expQ ]
=
⎡⎣T ∞∏
k=1
(I + GkDk)T−1
⎤⎦ d∏
k=1
(I + GkQk). (6.5)
By Theorems 3.1 and 5.2, the inﬁnite product
∏∞
k=1(I + GkVk) converge for 2μmax < 1.Moreover, we
can improve the estimate for the domain of convergence of the PPE and the INPPE above by applying
the arguments in [10] as follows. Assume that A is a diagonalizable matrix and consider the series
M(Az) = I −
∞∑
n=1
Anzn
n! = 2I − exp(Az).
The singularities of [log 2I − exp(Az)] are located at the values z where
2 = exp(uvz).
Hence, if
μmax < ln2,
then the PPE’s
∏∞
k=1(I + GkAk),
∏∞
k=1(I + GkVk), will be absolutely convergent. However, we can take
advantageofKolberg’s [22] result in the scalar case (6.3). Then, abetter estimate canbeobtained.Notice
that the inﬁnite products in (6.4) converge if and only if the inﬁnite products in (6.5) converge. The
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inﬁnite product in (6.5) converges iff d scalar inﬁnite products converge. Now the result in [22] states
that the PPE of e−z converge if |z| < 1. The reduction of the PPE in (6.4) to (6.5) via the diagonalization
of V , leads us to the conclusion that the PPE’s in (6.3), in (6.4) as well as in (6.5) converge for μmax < 1.
Remark 6.4. Let A ∈ Md(C). Theorem 5.2 may also be applied to PPE’s and INPPE’s of other important
matrix functions like
I + log(I − A), A−1log(I − A), cosA, I + sinA, A−1 sinA, coshA,
I + sinhA, A−1 tanA, cos−1 A, I + sin−1 A, I + sinhA−1.
LetGk and Ĝk , respectively, be the scalar coefﬁcients in thePPEexpansionof theevenscalar functions
cos z = 1 +
∞∑
n=1
(−1)nz2n
(2n)! =
∞∏
k=1
(I + Gkz2k),
z−1 sin z = 1 +
∞∑
n=1
(−1)nz2n
(2n + 1)! =
∞∏
k=1
(I + Ĝkz2k),
sin z = z
[
1 +
∞∑
n=1
(−1)nz2n
(2n + 1)!
]
= z
∞∏
k=1
(I + Ĝkz2k).
It can be shown that the inﬁnite products below
cosA = I +
∞∑
n=1
(−1)nA2n
(2n)! =
∞∏
k=1
(I + GkA2k), (6.6)
sinA = A
[
I +
∞∑
n=1
(−1)nA2n
(2n + 1)!
]
= A
∞∏
k=1
(I + ĜkA2k) (6.7)
converge for μmax < ln
[
2 + √3
]
. The expansion (6.7) is an example of what may be called a “mixed"
expansion.
7. Convergence of PPE’s by norm criteria
In the next theorem, the radius of convergence of the PPE expansion is expressed in terms of the
rate of growth of the norms of the coefﬁcients An.
Theorem 7.1. Let ‖ ‖ be a suitable norm on the linear space Md(C). Denote
S := sup
n1
‖An‖ 1n . (7.1)
Given a power series of F(z). Consider also the PPE and INPPE expansions of the related scalar power series
C(z) and M(z) as given in the sequel. Let
F(z) = I +
∞∑
n=1
Anz
n = LTR
∞∏
k=1
(I + Gkzk) = LTR
∞∏
k=1
(I − Hkzk)−1, (7.2)
C(z) = I −
∞∑
n=1
‖An‖zn = LTR
∞∏
k=1
(I − Ckzk) = LTR
∞∏
k=1
(I + Skzk)−1, (7.3)
M(z) = I −
∞∑
n=1
Mnz
n = LTR
∞∏
k=1
(I − Ekzk) = LTR
∞∏
k=1
(I + Rkzk)−1. (7.4)
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Let
‖An‖ Mn, n = 1, 2, . . . (7.5)
Then,
‖Gk‖ Ck  Ek , k = 1, 2, . . . (7.6)
(ii) Denote
Gk :=(gv,u(k)),W :=(wv,u), wv,u = 1, v,u = 1, . . . , d.
Denote by Pk the Taylor series coefﬁcients in the logarithmic derivative
M′(z)M−1(z) =
∞∑
k=0
Pkz
k. (7.7)
Then
0 ‖Gk‖ Ck  Ek  −
1
k
Pk−1, k = 1, 2, . . . , (7.8)
0 ‖Hk‖ Sk  Rk , k = 1, 2, . . . (7.9)
Moreover, for k odd we have
0 Ek = Rk  −
Pk−1
k
, k = 1, 3, . . . (7.10)
Let ρ be the radius of convergence of
[
I −∑∞n=1Mnzn]−1 . Then for
|z| < ρ, (7.11)
the matrix F(z) is invertible. The PPE as well as the INPPE in (7.2) as well as the right hand side of F−1(z) =
RTL
∏∞
k=1(I − Hkzk) are absolutely convergent for |z| < ρ.
In particular let
M(z) = I −
∞∑
n=1
Snzn. (7.12)
Then the above conclusions hold for
|z| < ρ = [2S]−1. (7.13)
If
∑∞
n=1 Anzn is an odd function of z then the above conclusions hold in a larger disk
|z| <
[√
5 − 1
2S
]
. (7.14)
If I +∑∞n=1 Anzn is an even function of z then the above conclusions hold in a larger disk
|z| <
[√
2S
]−1
. (7.15)
Moreover, the PPE in (7.2) converges for
|z| <
⎡⎢⎣2 sup
n2
∥∥∥∥∥∥
n−2∑
j=0
(−1)jAj
1
An−j
∥∥∥∥∥∥
1
n
⎤⎥⎦
−1
. (7.16)
Furthermore, the PPE in (7.2) converges for
|z| <
⎡⎢⎢⎣2 sup
nm
∥∥∥∥∥∥∥
[ n−mm−1 ]∑
j=0
(−1)jAj
m−1,m−1Am−1,n−j(m−1)
∥∥∥∥∥∥∥
1
n
⎤⎥⎥⎦
−1
, m = 2, 3, . . . (7.17)
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Proof. By the estimates in Theorem 3.1 we have
|Gk| Ck =
L(k,k)∑
l=1
|c(α(l), k, k)||Aj1 ||Aj2 | · · · |Ajλ |. (7.18)
Since our norm is suitable we have
‖Gk‖ = ‖|Gk|‖ ‖|Ck|‖
L(k,k)∑
l=1
|c(α(l), k, k)|‖|Aj1 |‖‖|Aj2 |‖ · · · ‖|Ajλ |‖. (7.19)
This conﬁrms (7.6). Similar arguments from Theorem 5.1 conﬁrm (7.9).
Use the fact that j1 + j2 + · · · + jλ = k and (7.19) to conclude that
‖Gk‖
2k − 1
k
S(j1+j2+···+jλ).
Apply the arguments in Theorem 5.1withM(z) = I −∑∞n=1 Snzn in order to conclude the veracity of
(7.13). Utilize the arguments of Theorem 5.1 with the functionM(z) = I −∑∞n=1 S2n+1z2n+1 in order to
assert (7.14). The conﬁrmation of (7.15) is obtained by employing the functionM(z) = I −∑∞n=1 S2nz2n
together with the arguments of Theorem 5.1.
We proceed to assert (7.16). Notice that the coefﬁcients A2,n in
RTL
∞∏
k=1
(I + Gkzk) = (I + G1z1)
[
I +
∞∑
n=2
A2,nz
n
]
(7.20)
are evaluated via (2.15) and are given explicitly form = 2 by
A2,n =
n−2∑
j=0
(−1)jAj
1
An−j. (7.21)
The conclusion (7.16) follows by applying the criterion (7.13) to
I +
∞∑
n=2
A2,nz
n = LTR
∞∏
k=2
(I + Gkzk). (7.22)
Theconclusion (7.17) followsbyapplying thecriterion (7.13) to thePPEexpansion
[
I +∑∞n=m Am,nzn] =
LTR
∏∞
k=m(I + Gkzk) and utilizing the representation (2.15). 
Example 7.2. Consider the trivial PPE in the trivial expansion
1 + az = (1 + az). (7.23)
Naively applying the theorems in the literature will lead to the estimate that the PPE (1 + az)
converges for
|z| < [2|a|]−1.
On theother handTheorem7.1will predict correctly that thePPEwhich coincideswith apolynomial
(1 + az) converges for all z. Consider the PPE in the expansion
1 + az + bz2 + abz3 = (1 + az)(1 + bz2). (7.24)
Naively applying the theorems in the literature will lead to the estimate that the PPE (1 + az)(1 +
bz2) converges for
|z| <
[
2Max(|a|, |b| 12 , |ab| 13 )
]−1
.
However, applying (7.17) withm = 3 shows that the polynomial (1 + az)(1 + bz2) converges for all z.
Remark 7.3. The paper [7] discusses “perfect" polynomials, that are of the form of a truncated PPE,
P(z) = ∏Nk=1(I + Gkzk),Gk ∈ C. Naturally, their radius of convergence is inﬁnite. The current theorems
available in the literature will predict that their radius of convergence is ﬁnite even if one coefﬁcient
Gk /= 0. This is remedied by Theorem 7.1 via (7.17).
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