Abstract -We consider the case of a single resource. A given schedule (possibly optimal) is evaluated by means of the sum of the delays of the tasks. A task appears in the system at a random time. The duration of this task is random, as well as its due date. The goal is to complete the task at the latest by its due date while increasing as little as possible the sum of the delays of the initial tasks. We have to find an algorithm that reduces as most as possible the amount of computation to be performed in real time at the expenses of the amount of computation to be performed off-line.
I. INTRODUCTION
Predicability is of outmost importance for solving real-time scheduling problems. In this paper, we present a scheduling problem that concerns a single resource, which is a radar in this case. The goal is to minimize the sum of the delays of the tasks. Previous research work showed that algorithm EDF (Earliest Deadline First) [7] , which schedules the tasks in the increasing order of their due dates, and the algorithm LL (last laxity) [l] , are optimal when independant and preemptive tasks performed on a single processor are concerned. More precisely, all the tasks will be completed on time if such a solution exists. Unfortunately, preemption is possible when the resource is a processor, but it is no more possible in most of the other situations, and in particular when the resource is a radar or a machine.
When the tasks to schedule are non-preemptives, that is when a task cannot be suspended before completion if it has started, two types of real-time algorithms are usually considered, that is the algorithms dedicated to static pr& lem and the algorithms dedicated to dynamic problems. A problem is said to be static when the tasks to be scheduled and the related constraints are known at the beginning of the process. The algorithms proposed in [GI and [3] are used in this case, when the real-time constraint applies. In the dynamic problems, the tasks enter the system randomly, and the next task when scheduling the current one may be known at the last instant only. The algorithms used to solve dynamic problems are of two types : the ones that apply when the resource capacity is able to perform the random tasks, and the others. In the first case, the EDF algorithm previously mentioned is optimal.
Another approach was recently proposed when the demands arrive randomly in a production system and must be scheduled immediatly, taking advantage of the idle time windows that have been let available by the demand previously scheduled. In this case, several resources are involved, and some of these resources may be able to perform the same operations. A real-time algorithm that aim at min- Let us come back t o the simple resource case, and consider the case when the resource capacity is too small or may be too small to face the required production. In this environment, the efficiency of EDF decreases very fast, and we use the Spring algorithm [8] that proceed as the previous approach by scheduling each task as soon as it arrives in the system.
The problem we introduce in this paper is fundamentaly different from the previous ones. We consider that tasks that should be performed periodically are already scheduled, and that the sum of the delays of these tasks is known. In the case of a radar, these tasks are, for instance, the searching tasks. We consider that an unexpected task arrives in the system at a random time. For instance, an object is detected in the sky and a task should be performed as soon as possible in order to evaluate the object, or to decide if the signal detected is a noise or not. The goal is to start this task so as to fit with its due date while increasing as few as possible the sum of the delays of the tasks already scheduled. We define the problem in section 2. The basic relations are presented in section 3. The ways to use these relations to develop algorithms that perform most of the computation off-line are presented in section 4. Section 5 is dedicated to the presentation of two algorithms. Numerical results and the comparison between the two algorithms presented in section 5 are given in section 6 . Section 7 is the conclusion.
PROBLEM SETTING
A schedule involving n tasks denoted by u1,. . . ,a, is given. The time required to perform ai is denoted by ti for i = 1 , 2 , . . . , n. The starting times of these tasks are denoted by p1, p2, . . . , p, respectively. Indeed, pi + ti _< pi+l for i = 1 , 2 , . . . , n -1 since the radar performs at most one task at a time. The due dates of the tasks are denoted by dl , d2, . . . , d,n respectively. In the following part of this paper, we set :
Ai is the period that starts at the end of task ai and ends at the beginning of task ai+l. Furthermore: that is the number of tasks that will be postponed after inserting A. Indeed, due to the "real-time" constraint, it is impossible to try all the feasable locations of A in real-time in order to keep the best one. Thus we have to find a way to compute (or evaluate) L k that is compatible with the real-time constraint. In the next section, we propose two approaches to reach this goal.
IV. USE OF T H E BASIC RELATIONS
The explanation of (4) This completes the explanation.
The increase of C, resulting form the translation of Uk+2 on the time axis is :
We suppose a random task A arises, we know its duration 8 and its due date D. This due date cannot be violated. We have to decide, in real-time, to start A just after one of the task ai already scheduled, the goal being to increase as less as possible the criterion CTL (see 3) associated with the initial schedule. A huge amount of computation is required to reach this decision. In this section, we present two ways to perform most of the computation off-line, using the information related to the initial schedule, and to perform only a reasonable amount of computation in real
The first approach will lead to algorithm TR1 presented in section 5 . TR1 will lead tlo solutions close to the optimum, but the reader will see that the real-time computa.-tion is quite heavy since it requires testing several positions of task L4.
A.l The reference tables.
The explanation of (5) The initial table X is derived from the previous remarks. A' has n columns and n rows. Let us consider row i and column j.
The corresponding elements zij of X is defined as follows V for the exemple presented in Fig. 1 . is given in Fig. 
3.
For j > i, table V provides the maximal value of the duration e of task T such that T can be completed before p~j if it starts as soon as ai is completed.
The reference tables only depend on the initial schedule.
As a consequence, they can be computed off-line. Since only the triangular upper part of the reference tables is of interest, we have to compute (n -l ) ( n -2)/2 values for each table. For a large value of n (greater than one hundred for instance) we may obtain tables that are too large to be handled in real-time. Thus, we decided to restrict the number of rows of X , Y and V to Z. The value of 2 will depends on the problem at hand : it is linked to the minimal number of consecutive Ai periods whose sum is greater than 8. For Z, the number of useful elements of table X is Z(2n -2 -1)/2.
A.2 Use of the reference tables.
Assume that a task A arises at time 0 and that D = p k . Then the feasible locations of A, that is the locations that guaranty that A will be completed by D = p k , are defined by keeping, in the column k of V , the indexes i = 1 , 2 , . . . , p such that wik 2 $.We set I k = {1,2,.. . , p } .
Then for any i E I k , we can apply relation (7) to Li, with n i = k -i : 
B. Second approach.
This second approach is very simple. It consists in computing, for k = 1 , 2 , . . . , n , Tk which is the maximum of the sum of k consecutives periods.In other words :
We denote by i*(lc) the index i that leads to Tk. The idea behind this second approach is to define the minimal value of k such that Tk > 8 when the random task A arises. We denote this value by IC*. This algorithm is derived frlom the first approach. The computation can be clearly divided in two parts : the first part includes the computation that can be performed offline, that is as soon as the schedule is known and before the random task A arises, while the second part of the computation starts when D and 0 are known, that is when A arises.
i * ( k * ) is such that
Remark : Tables X, Y and V are defined with regard to the starting time of task a l . When time roll by, task a 1 becomes a task of the past and the first task to perform task a2, and so on. Thus, it is necessary to adjust X and Y periodically. A simple way to do that is to :
Keep this tables constant between the starting times of any two consecutives tasks.
Adjust table X at the end of' each period by substracting A, from each element of line i for i = 1 , 2 , . . . , n.
Recompute 
Partie 2 :
Real-time computation. ii. Generate D : we generate it after time 700 and before the beginning of the last scheduled task , using a random number.
iii. Find the optimal insertion of (e, D) (complete exploration).
iv. Apply an heuristic. Each schedule is built randomly. We generate 35 tasks that might be separated by an idle time period. Idle periods are only featured by their duration : they start at the end of the previous task, and stops at the be- Each of the tasks are featured with a release time, a busy time, and a deadline.
1. The release time of the first task is 0. The release times of the next tasks are obtained by adding the busy times of the previously scheduled tasks, and the previous idle times.
2. The busy time of a task is a random integer, randomly generated between 1 and 50. 3. The deadline of a task is the sum of the release date of the task, the operation time of the task, and of a random integer. This random integer is generated between -50 and 50. Only 20% of these integers are less than 0.
B. Complexity B.l Algorithm TR1.
We compute the complexity of algorithm TR1. We begin the computation by evaluating its off-line part. We give the algorithms that corresponds to equations (8) , (9) et (10) :
Computation of X :
The complexity of the computation of X is :
Computation of Y :
The complexity of the computation of Y is :
Computation of V :
The complexity of the computation of V is :
Then, we sum CX + C y + Clr to obtain the off-line complexity :
Let's look the real-time part of the algorithm, line per line : line 2.a : up to n operations line 2.b : 1 operation line 2.c : up to n times 3 operations (test, addition, affectation).
line 2.e : up to n applications of the formulae (13), which uses up to 3 * (n-2) Operations.
line 2.f : up to n operations.
Finally :
n n--2 B.2 Algorithm TR2.
We compute the comlplexity of algorithm TR2. Firstly, we evaluate the off-line process. From equation (14), we deduce the algorithm. : We have tested two thousands examples with each algorithm TR1 and TR2. In all these exemples, the optimal insertion was found using a complete exploration of the possible solutions.
the percentage of examples that leads to an optimal solution, the percentage of examples that leads to solutions that may cost up to 10% more than the optimal solution, the percentage of examples that leads to solutions that may cost up to 15% more than the optimal solution.
In table 4, we provide for each heuristic :
VII. CONCLUSION
The goal of this paper was to insert a lethal deadlined random task in a given schedule, while minimizing the increase of the value of the criterion that is the sum of the delays of the previously scheduled tasks. This goal should be reached in real-time.
Our future research objective is twofold : Analyse the problem in which the deadline of the random task is no more lethal, but strongly penalized.
Analyse the problem in which the random task is composed with series of subtasks that are separated by periods. The periods may vary beetween strongly constrainted bounds.
