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Abstract—Recent years have witnessed the rapid growth of ma-
chine learning in a wide range of fields such as image recognition,
text classification, credit scoring prediction, recommendation
system, etc. In spite of their great performance in different
sectors, researchers still concern about the mechanism under
any machine learning (ML) techniques that are inherently black-
box and becoming more complex to achieve higher accuracy.
Therefore, interpreting machine learning model is currently a
mainstream topic in the research community. However, the tra-
ditional interpretable machine learning focuses on the association
instead of the causality. This paper provides an overview of causal
analysis with the fundamental background and key concepts, and
then summarizes most recent causal approaches for interpretable
machine learning. The evaluation techniques for assessing method
quality, and open problems in causal interpretability are also
discussed in this paper.
Index Terms—Interpretable Machine Learning, Causal In-
ference, Counterfactual Explanation, Causal Feature, Causal
Interpretability
I. INTRODUCTION
In the past decades, machine learning has achieved the
impressive performance in diverse tasks, and is increasingly
applied in science, society and business. However, most of
state-of-the-art models remained incomprehensible for both
researchers, users and engineers, causing difficulties when
deploying in real world. Specifically, there are several high-
stake decision-making domains such as self-driving cars, crime
prediction or personalized medicine in which the lack of
transparency in machine learning prevents themselves from
being adopted. Take for instance, in the healthcare sector
where each decision can affect the people’s survival, physi-
cians are frequently concerned about the safety and trust of
any deployed models. They do not likely trust the model’s
prediction if they can not understanding the rationales behind
it. Consequently, interpretability in machine learning plays a
significantly important role in generating trust-worthy mod-
els. This furthermore allows researchers, data scientists and
engineers to ensure the models following the human under-
standing, ethnic codes, fairness and security. We as human
have an insatiable curious nature; thus, our goal is not only
to understand models’ mechanism but also to generate and
extract new knowledge of the world.
In view of the time of explanation generation shown in
Figure 1, interpretable machine learning can be divided into
two branches: ad-hoc and post-hoc methods. The evolutionary
history of noticeable traditional interpretable machine learning
techniques is briefly described in the Figure 1. The ad-hoc
type focuses on building the model architecture, algorithms
or mechanisms that are self-explainable and transparent. In-
trinsically interpretable models are the central research in the
early years of artificial intelligence with the dominance of
symbolism methods, followed by more advanced approaches
such as decision sets [1], generalized linear regression, gen-
eralized additive model [2]–[4], Bayesian probabilistic model
[5], [6], rule-based model [7], [8], attention mechanism [9],
fuzzy inference systems [10]–[12], TabNet [9], etc. With the
rapid growth of deep learning in recent decades, machine
learning model is gradually evolved into complicated and
incomprehensible form, which leads to the increasing attention
on post-hoc interpretations. Several prominent approaches in
this category include Local surrogate models (LIME [13],
SHAP [14], LORE [15], etc), influence functions [16] and
feature importance estimation [17], [18] have been introduced.
However, traditional interpretable machine learning focuses
on the association instead of the causality. With the emergence
of causal inference, an increasing number of causality-oriented
methods have been proposed in interpretable machine learning.
In comparison with traditional methods, causal approaches can
be utilized to identify causes and effects of models architecture
or conduct the reasoning over its decisions and behaviors.
This article examines the overview of interpretable machine
learning, presents the causal analysis in machine learning inter-
pretability and finally discusses the future research directions.
More specifically, we first present the background of causal
analysis with key concepts, models and evaluation metrics. We
then provide an overview of state-of-the-art works on causal
interpretability. We also illustrate the potential evaluation
metrics used in interpretable machine learning.
II. CAUSALITY ANALYSIS
Causality analysis can exploit the causality mechanisms
underlying the data-generating process, which is more ad-
vanced than the predictive or descriptive capability in machine
learning techniques. Causal inference and causal discovery are
two main research topics for causality analysis. The goal of
causal inference is to estimate the causal effect of treatment
(i.e., a decision made or action taken) on the outcome (i.e.,
the result of treatment). Causal discovery examines whether
a set of causal relationships exists among the variables. This
paper would primarily focus on causal effect, which is more
correlated to machine learning interpretability.
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Fig. 1. The evolution of interpretable machine learning
A. Causal Inference
Causal inference has been widely applied in econometric,
social science and medicine fields for evaluating the policy’s
effect or the drugs’ side effect. Effect estimation is tied to the
outcome caused by the treatment applied to an instance. An
instance is the atomic research object, which can be a physical
object or an individual person. Treatment and outcome are
terms that denote a decision made or action taken and its
result, respectively. We first introduce the essential concepts
for learning treatment effect followed by the causal models.
• Covariates X refers to the background variables or fea-
tures of the instance.
• Treatment T refers to the action (manipulation or inter-
vention) that applies to a instance.
• Outcome Y is the result of the treatment applied on a
instance.
• Confounder Z is a variable which causally affects both
treatment and outcome.
To better understand causal inference, we give the following
example combined with the notations defined above. To prove
the efficiency of the medication on the disease, the scientist
needs to assess its positive effect into the patients’ recovery
rate. Figure 2 depicts the corresponding causal relationships
among the essential variables. The treatment T is whether the
drugs are applied or not, and the observed features X are the
patients’ condition such as the level of insulin and cholesterol,
heart rate, etc. Outcome Y is the recovery rate and age is the
confounder Z. This is simply because age firstly determined
the need of applying medication into patients, since the young
people may not necessarily take the medicine. Age also affects
to the recovery rate: the youth has a higher probability to
recover than the elderly.
Fig. 2. The causal graph for recovery rate problem
B. Causal Models
We now introduce the two most important formal frame-
works used for causal inference, namely the structural causal
models and the potential outcome framework.
Structural causal model [19] consists of two main compo-
nents: the causal graph and structural equations. Causal graph
is the probabilistic graphical model which is used to represent
the assumption about prior knowledge and data generating
process. A causal graph is defined as G = 〈V, E〉 where V is
the set of nodes and E is the set of edges. Structural equation
is a set of equations Eq. (1) which are used to represent the
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causal effect illustrated by the edge in the causal graph.
X = fX(EX),
T = fT (X,ET ).
Y = fY (X,D,EY )
(1)
where EX , ET , EY are exogenous variables, which are in-
dependent from other models’ variable, and are determined
outside the model.
Potential outcome framework is proposed by Neyman
and Rubin [20]. Considering binary treatments for a set of
units, there are two possible outcomes for each unit. The
unit will be assigned to the control treatment if T = 0, or
to the treated treatment if T = 1. As a result, we denote
two potential outcomes Y0 and Y1 as the results caused by
T = 0 and T = 1, respectively. Importantly, only one potential
outcome is observed corresponds to the assigned treatment
T , and we call this as the observed (factual) outcome Y .
The unobserved potential outcome refers to the counterfactual
outcome. Given the treatment Ti, the relationship between the
observed outcome Y and two potential outcomes are
Yi = TiY1 + (1− Ti)Y0 (2)
C. Treatment Effect Metric
With the key concepts and causal models, the treatment
effect can be measured at the population, treated group,
subgroup, and individual level. For simplicity, we discuss the
treatment effect under the binary treatment, and it can be
easily extended to multiple treatments by considering multiple
potential outcomes.
The individual treatment effect (ITE) is defined as the
change of Y0 and Y1, while keeping the covariates X un-
changed (i.e., condition on those covariates). For an instance
i with covariates Xi, its corresponding ITE is
ITE(Xi) = E[Y1|Xi]− E[Y0|Xi] (3)
As only one potential outcome is observed, it is nearly
impossible to estimate the effect at the individual level. A
more feasible way is to measure treatment effect at the average
level.
The average treatment effect (ATE) measures the treatment
effect at the whole population level as
ATE = E[Y1 − Y0] (4)
The average treatment effect (ATT) is for the group of
instances with the treatment equal to 1, i.e., the treated group.
ATT = E[Y1 − Y0|T = 1] (5)
Conditional average treatment effect (CATE) known as
heterogeneous treatment effect is defined on the subgroup with
the particular covariate X = x.
CATE = E[Y1 − Y0|X = x] (6)
D. Tools for Causal Analysis
Several libraries or tools are available for causal inference.
Examples including Double Machine Learning [21], Meta-
learners [22], Orthogonal Learning [23], [24] have been
supported by EconML, CausalML, DoWhy and CausalNex,
whereas causal discovery methods including graph inference
and pairwise inference are provided in Causal Discovery
Toolbox. Meanwhile, TIGRAMITE is a novel framework for
causal discovery in time series. We summarize the existing
toolboxes in Table I.
III. INTERPRETABLE MACHINE LEARNING WITH
CAUSALITY
Pearl [25] argues that causal reasoning is indispensable for
machine learning to reach the human-level artificial intelli-
gence, since it is the basic mechanism of human to be aware
of the world. As a result, causal methodology is gradually
becoming a vitally important component in explainable and
interpretable machine learning. However, most of current
interpretability techniques pay attention to solving the corre-
lation statistic rather than the causation. Therefore, the causal
approaches should be emphasized to achieve a higher degree
of interpretability.
A. Model-Agnostic Causality for Deep Neural Neworks
The traditional way to analyze Deep Neural Network is to
build several models with different architectures and make a
comparison between their performances. The problem is that
re-training DNNs is computationally expensive, and infeasible
when it comes to the complicated architecture. Inspired by
causal model, several methods have been proposed to interpret
neural network model.
Chattopadhyay et al. [26] define ACEydo(xi=α) as the
causal attribution of neuron xi to the output neuron yi, and
E[y|do(xi = α)] as the interventional expectation Eq. (7). The
polynomial function is selected to estimate this value.
E[y|do(xi = α)] =
∫
yp(y|do(xi = α))dy (7)
Narendra et al. [27] propose to construct a modified struc-
tural causal model as an abstraction of a DNN to make
an reasoning over its elements. Thereafter, they rank each
component based on their contribution to the final prediction
for evaluation.
Based on TCAV [28] which generates a high-level concept-
based explanation such as gender, race, background, others, the
study in [29] evaluates the causal concept effect on a neural
network prediction. They overcome the problem of do-operator
by using Variational AutoEncoder (VAE).
Regarding Generative Adversarial Networks (GANs) inter-
pretability, Bau et al. [30] proposes an approach for visualiza-
tion and understanding at unit-, object-, and scene- level by
estimating the causal effect of the models’ interpretable com-
ponents. There are two main steps in their approach: dissection
and intervention. In the dissection step, the classes with the
explicit representation are firstly identified. Thereafter, they
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make an intervention by forcing the units to be appeared
and disappeared, and calculate its causal effect. Meanwhile,
the authors [31] propose a causal framework to explore the
intervention effect for proving that the components in images
generated by GAN can be modified independently.
In terms of reinforcement learning, action influence model
[32] is introduced for explaining the behavior of RL agents.
They construct a modified structural causal model, learn the
causal equation as the regression model during training the
agent, and finally generate the contrastive explanation to an-
swer the counterfactual question ”Why does the agent choose
action A instead of action B?”.
B. Post-hoc Interpretability
Model-Agnostic explanations are particular challenging
when the models’ parameters have more complex relation-
ships. To further aid the intepretability, the practitioners pro-
pose a variety of post-hoc interpretability methods to exploit
what a trained model has learned, without changing the
underlying model. Most widely useful post-hoc interpretation
methods fall into two main categories: causal feature learning
and counterfactual explanations, respectively.
1) Casual Feature Learning: Recent work on feature learn-
ing derives the subset of features that have causal contributions
to the models’ prediction. Early causal feature learning is to
find the Markov Blanket (MB) containing a set of features
which makes the target (T) independent from other features
given MB(T). In the study [33], the authors firstly use the
HITON algorithm [34] to derive the Markov Blanket, and
thereafter deploy Max-Min Hill-Climbing (MMHC) algorithm
to identify the causes and effects of the target variable. Given
the number of transfer learning tasks D, Peters et al. [35]
assume that there exists a subset of features XS∗ such that
the conditional distribution Yk|XS∗ is the same for different
tasks k, and other settings Eq. (8). They propose an algorithm
called subset search which samples the subset features, and
then adopt the Levene test to assess the assumption.
Yk|XkS∗ ≈ Y ′k|Xk
′
S∗ ∀k, k′ ∈ 1, ..., D (8)
CXPlain [18] is the causal framework that can explain
more complex machine learning models by estimating the
feature importance. Granger-causal objective is introduced to
quantify how much the exclusion of a single feature reduces
model performance. Particularly, CXPlain trains a separate
explanation model to any predictor f by optimizing a Granger-
causal objective. CXPlain can also estimate the uncertainty of
features importance by calculating confidence interval (CI).
2) Counterfactual Explanation: Counterfactual explanation
is the example-based model-agnostic method which generates
new instances that would change the models’ prediction. The
prominent example [36] in this research is that one person x
with the annual income a and the current balance b has been
rejected a loan by the financial institution, so how she/he can
change her/his income and balance to a′ and b′ in order to
receive the loan. Given the set of points P , in order to generate
the set of counterfactual samples F , the objective function of
counterfactual explanation [37] is to optimize the following
function:
arg min
x
max
λ
(λ · (fˆ(x′)− y′)2 + d(x, x′))
d(xi, x
′) =
∑
k∈F
| xk − x′k |
MADk
MADk = median
(j∈P)
(|Xj,k −median
(l∈P)
(Xl,k)|)
(9)
where x is an original instance, x′ is the counterfactual
instance which close to x, y′ is the target class label for x′,
λ is the regularized parameter, d(x, x′) denotes the distance
between the original instance and the counterfactual samples,
MADk is the median absolute deviation for feature k.
Grath et al. [36] extend d(x, x′) in Eq. (9) by adding a
weight vector Θ. The vector Θ is used to evaluate models’
feature importance, and can be obtained by many algorithms
such as K-Nearest Neighbors or global feature evaluation.
Dhurandhar et al. [38] combine the loss function generated
from Convolutional AutoEncoder, while Arnaud [39] uses the
prototypes function to ensure that the generated perturbation
falls into the same distribution with the original data as well as
increasing the computational speed without tuning too many
parameters. Additionally, the counterfactual samples should
be as diverse as possible; the study [40] proposes to use
determinant of kernel matrix to illustrate this property.
To empower the capability of counterfactual explanations,
constraints are considered in optimization problem of coun-
terfactual explanation. Take for example, a person cannot
decrease his age, or change his race and skin color. Recent
work [41], [42] adopt Mixed Integer Programming (MIP)
formulation to deal with categorical, numeric and mixed data
type. Meanwhile, Artelt et al. [43] propose convex density
constraints to generate counterfactual located in a region of the
data space. Specifically, the density constraint pˆy ≥ δ denoted
by a kernel density estimator or a Gaussian mixture model is
added into the distance function d(x, x′).
CERTIFAI [44] proposed by Sharma et al. as a novel and
flexible approach which can be used in any type of data.
CERTIFAI uses the customized genetic algorithm to choose
individuals that have the best fitness scores defined as follows.
fitness =
1
d(x, x′)
d(x, x′) =
{
nx′on
n l1(x,x
′) + ncatn simp(x,x
′) tabular data
1
SSIM(x,x′) image data
For tabular data, CERTIFAI chooses l1 norm for continu-
ous features and a simple matching distance for categorical
features (simp). For image data, Structural Similarity Index
Measure (SSIM) [45] measures the similarity of what humans
consider. ncon and ncat are the number of continuous features
and categorical features, respectively.
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Instead of identifying the minimum changes leading to the
desired outcome, a new line of counterfactual explanations
provides feasible paths to transform a selected instance into
one that meets a certain goal. FACE [46] proposed by Poyiadzi
et al. constructs a graph over the data points with the weights
illustrating the feasible degree to transit between two vertices.
FACE thereafter can be solved by the Disjstra algorithm
to find the shortest path from the original instance to the
counterfactual one.
C. Visualization of Causal Effect
Visualization-based method is another commonplace ap-
proach for quick understanding what the models have learned.
Partial dependence plot (PDP) [47] depicts the marginal effect
of features into the predicted outcomes. The partial depen-
dence function is defined as:
fˆxS (xS) = ExC
[
fˆ(xS , xC)
]
=
∫
fˆ(xS , xC)p(xC)dxC
(10)
Zhao et al. [48] use Partial dependence plot (PDP) an its
extension called Individual Conditional Expectation (ICE) to
extract the causal information from machine learning model.
These visualization tools allow to measure the predictions’
change after making an intervention, which can help to dis-
cover the features’ causal relationship.
IV. EVALUATION
Evaluation in causal interpretability is an extremely difficult
task, at least in the current stage, since there are nearly
no grouthtruth data to evaluate the methods’ performance.
Evaluation for traditional interpretable machine learning eval-
uation can be classified into three categories [49]: application-
based, human-based and function-based. We apply the same
category and focus on evaluations that can be used in causal
interpretability.
A. Application-based
In real-world scenario where the machine learning model
is deployed to assist experts, application-based evaluation
illustrates how well the models provide explanations to human
experts for improving their performance in specific tasks.
Take for example, a randomized experiment [50] is conducted
among a group of learner to solve the problems. They then
rate the explanation generated by the machine learning models.
With the assistance of models, the performance of people in
different tasks is proved to be improved.
B. Human-based
Human-based evaluation methods refer to evaluate the
performance of interpretable models with the assistance of
human. Madumal et al. [32] generate explanation for the
reinforcement learning. They implement an RL agent, and
conduct an experiment running on StarCraft II, a strategic
game, with 120 participants. Explanation Satisfactory Scale
[51] is defined as the degree of human understanding of the
AI system to measure the quality of generated explanations.
C. Function-based
Functional-based evaluation methods can be carried out
without the assistance of human to evaluate the performance of
the explanation model. There are some evaluation procedures
for different techniques in Section IV:
1) Causal Interpretability for DNN: The lack of ground
truth for feature effect makes it challenging to evaluate the
performance of causal effect estimation. Chattopadhyay et
al. [26] compare the salient map [52] generated by causal
attribution method with Integrated Gradient [53]. Harradon etc
al. [54] identify the components having the significant causal
effects into the individual prediction. Specifically, they conduct
the experiments in three different architectures VGG 19 in
Birds200, VGG 16 and 6-layer cov network applied in Inria
dataset. Thereafter, they make a query for an individual input,
and then visualize top k variables according to their causal
effect.
2) Counterfactual Explanations: A previous research [40]
suggests that there are three main metrics to evaluate the
counterfactual explanation: proximity, diversity and sparsity.
The proximity is to reflect the similarity between the CF
examples and the original one which was calculated as the
mean proximity all over the examples. Meanwhile, the diver-
sity measures the mean of the distances between the pairs of
samples, ensuring that the generated instances should be as
diverse as possible. Finally, the sparsity is the average number
of changes converting CF examples to the original one.
proximity =
−1
k
k∑
i=1
dist(xcfi , x)
diversity =
1
Ck2
k−1∑
i=1
k∑
j=i+1
dist(xcfi , xcfj )
sparsity = 1− 1
k · d
k∑
i=1
d∑
l=1
1[xlcfi 6≡ xli]
(11)
with xcf and x are the counterfactual samples and original
instance, respectively, dist(xcfi , xcfj ) illustrates the distance
between two generated counterfactual instances, d is the
number of input features, k is the number of counterfactual
samples to be generated.
V. OPEN QUESTIONS AND DISCUSSIONS
The need of explaining and interpreting models becomes
highly critical along with the growing popularity of deep
learning and automated machine learning. Although, there are
currently several studies in this field, several open problems
still remain unresolved.
1) Counterfactual explanation in classification tasks. There
are a plethora of constraints, especially features’ causal rela-
tionship, should be taken into consideration when adopting
counterfactual explanation. Take for example, the counter-
factual explanation cannot recommend the users to change
sensitive and discriminative features such as race and gender in
order to be accepted by the system. Therefore, its reasonability
v
TABLE I
TOOLBOX FOR CAUSAL ANALYSIS
Library Feature Algorithms License
DoWhy [55] Individual treatment effect estimation Prospensity score matching [56]Stratification [57] Microsoft
EconML [58] Individual treatment effect estimationInterpreter of the causal model
Double Machine Learning [21]
Orthogonal Random Forests [23], [24]
Meta-Learners [22]
Deep Instrumental Variables
Microsoft
Causal ML [59] Individual treatment effect estimation Meta-learnersUplift modeling [60], [61] Uber
Causal discovery toolbox [62] Causal relationship discovery Graph InferencePairwise inference ElementAI
CausalNex Learn causal structuresEstimate the effects of potential interventions using data. Using Bayesian Networks for Causal Inference QuantumBlack Labs
TIGRAMITE Causal discovery for time series datasets PCMCI [63], Generally [64], CMIknn [65], Mediation class [66], [67] GNU General Public
and feasibility should be discovered and investigated more
strictly.
2) Counterfactual explanation in recommendation system
and time series data. Although recommendation system gains
the immense popularity these days, there are not many studies
working on counterfactual explanation for such system. How
we can make an intervention into human actions to enable
the system to change their recommended items still remains
an open question. Meanwhile, regarding time series data, it is
also interesting to discover that what the model would change
its prediction if we change something in the past.
3) Causal reasoning in knowledge graph. Knowledge graph
is recently utilized as an effective tool in several tasks such as
recommendation system, knowledge extraction, classification,
etc. Instead of embedding the knowledge graph as the latent
features, Xian et al. [68] state that the true intelligent recom-
mendation systems have to own the ability to recommend their
items based on their causal reasoning.
4) Explanation understandable by non-experts. A number
of recent methods frequently provide the explanations to
experts and researchers rather than the end-users. Therefore,
another challenge is to generate explanation under the form
such as rules, natural language, images, etc which can allow
nonprofessional people to catch up with machine learning
model behaviors.
VI. CONCLUSION
Interpretable machine learning is expected to become a
mainstream topic in the foreseeable future. This paper provides
the desiderata and brief overview of causal inference, followed
by the causality based interpretable machine learning. We
present two main causal approaches for interpretable machine
learning including feature importance estimation, causal ef-
fects of model components, and counterfactual explanation.
Finally, we has discussed several potentially unresolved prob-
lems in this field which open opportunities for researchers to
work in.
In machine learning, the more data the better. However,
in causal inference, the more data alone is not yet enough.
Having more data only helps to get more precise estimates,
but it cannot make sure these estimates are correct and
unbiased. Machine learning methods enhance the development
of causal inference, meanwhile, causal inference also helps
machine learning methods. The simple pursuit of predictive
accuracy is insufficient for modern machine learning research,
and correctness and interpretability are also the targets of
machine learning methods. Causal inference is starting to help
to improve machine learning, such as recommender systems
or reinforcement learning.
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