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Recently, Fuzzy Grey Cognitive Maps (FGCMs) have been proposed as a FCM extension. It
is based on the Grey System Theory, that it has become a very effective theory for solving
problems within environments with high uncertainty, under discrete small and incomplete
data sets. The proposed approach of learning FGCMs applies the Nonlinear Hebbian based
algorithm to determine the success of radiation therapy process estimating the final dose
delivered to the target volume. The scope of this research is to explore an alternative decision
support method using the main aspects of fuzzy logic, and grey systems to cope with the
uncertainty inherent inmedical domain and physicians’ uncertainty to describe numerically
the influences among concepts in medical domain. The Supervisor-FGCM, trained by NHL
algorithm adapted in FGCMs, determines the treatment variables of cancer therapy and the
acceptance level of the final radiation dose to the target volume. Three clinical case studies
were used to test the proposed methodology with meaningful and promising results and to
prove the efficiency of the NHL algorithm for FGCM approach.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Fuzzy Cognitive Maps (FCMs) constitute neuro-fuzzy systems, which are able to incorporate experts’ knowledge [7,8,
10,20,16,24,26]. FCM describes a cognitive map model with two characteristics. From an Artificial Intelligence perspective,
FCMs are supervised learning neural systems, whereas more and more data are available to model the problem, the system
becomes better at adapting itself and reaching a solution [23].
Recently, a FCM extension, called Fuzzy Grey Cognitive Maps (FGCMs), has been proposed by Salmeron [25]. FGCM is
based on the Grey System Theory (GST), that it has become a very effective theory for solving problemswithin environments
with high uncertainty, under discrete small and incomplete data sets.
Most knowledge within decision-making processes is represented using causal reasoning. Nodes representing concepts
used in causal reasoning are typically fuzzy. Moreover, we would need to include knowledge from several sources. Classical
Decision Support Systems and Expert Systems that depend on tree structured knowledge representations are not efficient
in handling knowledge from several sources and feedback loops. Furthermore, in such a knowledge representation scheme,
computational costs increase with tree size. FCMsmay be one of the solutions to these issues [27]. In addition, FGCMs allow
representing multi-meanings environments.
The FGCMnodes are variables, representing concepts. The relationships betweennodes are representedbydirected edges.
An edge linking two nodes models the grey causal influence of the causal variable on the effect variable. Since FGCMs are
hybrid methods mixing grey systems and neural networks, each cause is measured by its grey intensity.
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As FGCM is a new proposal, no research efforts have been made to investigate and propose a learning algorithm suitable
for FGCMs. This research work proposes a learning procedure based on the Nonlinear Hebbian learning rule to improve
the FGCM structure. The introduction of FGCM training eliminates the deficiencies in the usage of FGCM and enhances the
dynamical behavior and flexibility of the FGCMmodel. A criterion function similar to that of the Hebbian rule for linear units
is used and the proposed learning algorithm is to train the FCMmodels within medical domain.
The extension of the Hebbian learning rule suggesting nonlinear units has been applied in many domains [11,14,15]. It
showed that the use of units with nonlinear activation functions, which employ Hebbian learning, might lead to a robust
Principal Component Analysis and also a Nonlinear Hebbian learning rule by minimizing a given criterion function was
proposed [19,21].
Theoutlineof this paper is as follows. Section2presents briefly theGreySystemTheory. Section3describes the FuzzyGrey
CognitiveMaps technique. Section 4 introduces theHebbian LearningAlgorithm tononlinear units for FGCM. In Section 5, the
proposed algorithm is implemented to train a FGCMmodel and Section 6 concludes the paper and discusses the usefulness
of the new training methodology for FGCMs.
2. Grey Systems Theory
GST has become a very effective theory for solving problems within environments with high uncertainty, under discrete
small and incomplete data sets [4]. GST has been designed to analyze small data samples with poor information, with suc-
cessful applications in hydrology science, medicine, industry, military science, business, agriculture, energy, transportation,
meteorology, geology, and so on.
According to the degree of known information, if the system information is fully known (whole understanding), the
system is called a white system, while the system information is completely unknown it is called a black system. A system
with partial information known and partial information unknown is a grey system.
GST contemplates the data fuzziness, because it can flexibly deal with it [12,13,31]. Furthermore, fuzzy mathematics
holds some previous information (usually based on experience); while grey systems deal with objective data, they do not
need any previous information other than the data sets that need to be disposed [29].
One stronger point of GST over fuzzy approach is that GST fits better withmultiple meanings (grey) environments [2,32].
Grey uncertainty emerge due to the lack of precise values. In addition, the key difference between fuzzy and grey systems
concepts is intension and extension of the analyzed objects [29]. While grey systems focus on objects with clear extension
and ambiguous intension, fuzzy theorymostly analyzes the objectswith clear intension and ambiguous extension.Moreover,
fuzzy theory has its strength in the study of environments with cognitive uncertainties.
A grey number is a number whose accurate value is unknown, but the rangewithin which the value is included is known.
We denote an interval grey number as ⊗G, and a grey number with both a lower limit (G) and an upper limit is called an
interval grey number [13], and it is denoted as⊗G ∈ [G, G], G ≤ G. Both limits are fixed numbers in the first order interval
grey numbers. If the grey number ⊗G has only a lower limit it is denoted as ⊗G ∈ [G,+∞), and if it has only an upper
limit it is denoted as ⊗G ∈ (−∞, G].
A black number would be ⊗G ∈ (−∞,+∞), and a white number is ⊗G ∈ [G, G], G = G. We have not information
about black numbers and we have the complete information about white numbers.
The transformation process of grey numbers into white ones is called whitenization [13]. The whitenization value is
calculated as follows
⊗ˆG = δ · G + (1 − δ) · G|δ ∈ [0, 1] (1)
when δ = 0.5 is equal mean whitenization.
Moreover, we define the length of a grey number as (⊗G) = |G − G|. In that sense, if the length of the grey number is
zero ((⊗G) = 0), it is a white number. In other sense, if (⊗G) = ∞ the grey number is not necessarily a black number,
because the length of a grey number with only one limit (lower or upper limit), ⊗G ∈ [G,+∞) or ⊗G ∈ (−∞, G], is
infinite but it is not a black number.
A more detailed explanation of grey number operations and FGCMs can be found in Salmeron [25].
3. Fuzzy Grey Cognitive Maps
3.1. Fundamentals
Fuzzy Grey Cognitive Map (FGCM) is an innovative soft computing technique [25]. A FGCM represents unstructured
knowledge through causalities expressed in imprecise terms and grey relationships between them. FGCM, as FCM [8,9],
models human tacit knowledge. A FCM can be represented as a 4-tuple
Γ = 〈N, E, f , r〉 (2)
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Fig. 1. Fuzzy Grey Cognitive Maps example.
where N is the set of nodes, E is the set of edges between nodes, f the activation function and r the nodes’ range. Usually
r = {[0,+1]|[−1,+1]}. N is represented as a tuple
N = {〈ni〉} (3)
where ni are the nodes. E is represented as a 2-tuple
E = {〈eninj ,w(eninj)〉|ni, nj ∈ V} (4)
where eninj is the edge from node ni to node nj , and w(eninj) is the weight of the edge eninj .
FGCMs, as FCMs, can be used to analyze bidirectional causal relationships between nodes, since a couple of nodes can be
related with a couple of edges with different directions.
FGCMs are dynamical systems involving feedback, where the effect of change in a node may affect other nodes, which in
turn can affect the node initiating the change. A FGCM can be represented as
Ψ = 〈N, E, f , r〉 (5)
whereN is the set of concepts and E is the set of edges between nodes, f the activation function and r the nodes’ state range.
As FCMs, N is represented as a tuple
N = {〈ni〉} (6)
where ni are the nodes. E is represented as a 2-tuple
E = {〈eninj ,⊗w(eninj)〉|ni, nj ∈ V} (7)
where eninj is the edge from node ni to node nj , and ⊗w(eninj) is the grey weight of the edge eninj . Note that FGCMs include
grey uncertainty within grey weights and grey nodes’ states.
FGCMs are a generalization of FCMs, since a FGCMwith all the relations intensities represented by white numbers would
be a FCM. In that sense, FGCM represents the human intelligence better than FCM, because it faces unclear relations between
factors and incomplete information better than FCM.
FGCM has several advantages over FCM. Conventional FCMs measure the intensity of the causal relation between two
concepts and if no causal relation exists its intensity is represented by zero in the adjacency matrix. FGCM measures not
just the intensity of the causal relationships between factors or its absence between two concepts, but also represents the
relations between any two concepts with (partial or completely) unknown intensity. Furthermore, FGCM is able to process
the experts uncertainty about their own judgments.
Since FGCMs are hybrid methods mixing grey systems and neural networks, each cause is measured by its grey intensity
as follows
⊗wij ∈ [wij,wij]| ∀i, j → wij ≤ wij, {wij,wij} ∈ [−1,+1] (8)
where i is the pre-synaptic (cause) node and j the post-synaptic (effect) one. Fig. 1 shows a FGCM example.
FGCMs dynamics begins with the design of the initial grey vector state ⊗
C0, which represents proposed initial grey
stimuli. We denote the initial vector state with n nodes as
⊗
C0 =
(
⊗C01 ⊗ C02 . . . ⊗ C0n
)
=
([
C01, C
0
1
] [
C02, C
0
2
]
. . .
[
C0n, C
0
n
]) (9)
The updated nodes’ states [25] are computed in an iterative inference process with an activation function, which is used
tomapmonotonically the grey node value into a normalized range [0,+1] or [−1,+1]. Each single node would be updated
with Eq. (10)
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⊗Ct+1j = f
(∑N
i=1
j =i
wij · ⊗Cti
)
= f (⊗Ct∗)
= f
([
Ct∗, Ct∗
])
=
[
f
(
Ct∗
)
, f
(
C
t∗)]
=
[
Ct+1, Ct+1
]
(10)
The unipolar sigmoid function is the most used one [3] in FCM and FGCM when the concept value maps in the range
[0, 1]. If f (x) is a sigmoid, then the component i of the vector state ⊗
Ct+1 after the inference would be
⊗
Ct+1i ∈
[(
1 + e−λ·Ct∗i
)−1
,
(
1 + e−λ·Ct∗i
)−1]
(11)
On the other hand, when the concepts’ states map in the range [−1,+1] the function used would be the hyperbolic
tangent. The component i of the vector state ⊗
Ct+1 after the inference would be
⊗
Ct+1i ∈
⎡
⎣
⎛
⎝ eλ·Ct∗i − e−λ·Ct∗i
eλ·Ct∗i + e−λ·Ct∗i
⎞
⎠ ,
⎛
⎝ eλ·Ct∗i − e−λ·Ct∗i
eλ·C
t∗
i + e−λ·Ct∗i
⎞
⎠
⎤
⎦ (12)
The nodes’ states evolve along the FGCM dynamics. The FGCM inference process finishes when the stability is reached.
The final grey vector state represents the effect of the initial grey vector state on the state of each FGCM node.
After its inference process, the FGCM reaches either one stable state following a number of iterations. It settles down to
a fixed pattern of node states, the so-called grey hidden pattern or grey fixed-point attractor.
Moreover, the state could keep cycling between several fixed states, known as a limit grey cycle. Using a continuous
activation function, a third statewouldbe a grey chaotic attractor. It happenswhen, insteadof stabilizing, the FGCMcontinues
to produce different grey vector states for each iteration.
Furthermore, FGCM includes greyness as an uncertainty measurement. Higher values of greyness mean that the results
have a higher uncertainty degree. It is computed as follows
φ(⊗Ci) = |(⊗Ci)|
(⊗ψ) (13)
where |(⊗Ci)| is the absolute value of the length of grey node ⊗Ci state value, and (⊗ψ) is the absolute value of the
range in the information space, denoted byψ . FGCMmaps the nodes’ states within an interval [0, 1] or [−1,+1] if negative
values are allowed. In this sense,
(⊗ψ) =
⎧⎨
⎩ 1 if {⊗Ci,⊗wi} ⊆ [0, 1] ∀ ⊗ Ci,⊗wi2 if {⊗Ci,⊗wi} ⊆ [−1,+1] ∀ ⊗ Ci,⊗wi (14)
Note that if negative weights are allowed, the nodes’ range would be [−1,+1].
3.2. Constructing FGCM
As it was explained before, FGCMs are hybrid methods mixing Grey Systems and FCMs, where each cause is measured by
its grey intensity⊗wij . In general, there are two main groups of approaches to establish FCMs (in the same sense in FGCM),
namely (a) using experts’ knowledge about the problem’s domain (deductive modeling) and (b) using genetic learning
algorithms based on historical data (inductive modeling). Our proposal belongs to the deductive.
The experts’ team determines the number and kind of concepts (nodes) that comprise the FGCM. The expert from his/her
experience knows the main factors that describe the behavior of the system; each of ones is represented by one concept
within a FGCMmodel.
Furthermore, experts know which nodes influence others; for the corresponding nodes they determine the intensity of
the influence and its sign (negative or positive). Each expert, indeed, determines the influence of one node on another as
negative or positive and then evaluates the degree of influence using a linguistic variable, such as strong influence, medium
influence, weak influence, etc. This is the procedure used for FCM [18].
For FGCM a grey causal weight must to be determined. It is a little bit complex because it is not a fuzzy, but a grey
number. In this sense, we will use a class of grey numbers that vibrate around a base value, as ⊗wij ∈ [wij − e,wij + e].
This kind of grey numbers can be whitenized relatively easily, because the base value can be used as themain whitenization
value.
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Moreover, the value of e would be related to the uncertainty about the base value. If the base value has not uncertainty
associated, then e = 0. This the case for a white number. If the base value is completely uncertain, then e = ∞ for the
general case and e = 1 in FGCMmodels. According to this, for grey relationships, lower limit is (e ≤ 1+wij) and upper one
(e ≤ 1 − wij).
In our proposal, the base value wij is calculated as weights in FCM [18]. The vibration value ewould be determined with
linguistic variables, such very high uncertainty, high uncertainty, medium uncertainty, weak uncertainty, and so on.
4. Nonlinear Hebbian FGCM learning
The proposed learning algorithm is based on the premise that all nodes in the FGCMmodel are triggering at each iteration
step and update their states’ values. During this process the weight of the causal link of the related nodes is updated and the
new weight ⊗wkji is derived for iteration step k.
Furthermore, some of the nodes are defined as output nodes (Os). These nodes stand for the factors and character-
istics of the system that interest for the problem to solve, and we want to estimate their values, which represent the
final state of the system. The distinction of FGCM concepts as inputs or outputs is determined according to each specific
problem.
Any of the concepts of the FGCM model may be inputs, outputs or both at the same time. The learning algorithm that
extracts hidden and valuable knowledge of experts can increase the effectiveness of FGCMs and their implementation in
real problems.
Taking the advantage of the Nonlinear Hebbian-type learning rule for FCMs [19], we introduce the mathematical forma-
lism incorporating this learning rule for FGCMs, a learning rate parameter, the determination of input and output nodes, and
the termination conditions. This algorithm relates the nodes and weights’ values in the FGCMmodel.
The proposed rule has the general mathematical expression,
	 ⊗ wkji = ηk ⊗ Ck−1j
(
⊗Ck−1i − ⊗Ck−1j ⊗ wk−1ji
)
(15)
where the coefficient ηk is a very small positive scalar factor called learning parameter. The coefficient can be computed
using an experimental trial and error method that optimizes the final solution.
This simple rule states that if Cki is the value of node Ci at iteration k, and Cj is the value of the triggering node Cj which
triggers the node Ci, the corresponding grey weight⊗wji from node Cj toward the node Ci is increased proportional to their
product multiplied with the learning rate parameter minus the grey weight decay at iteration step k.
The training weight algorithm takes the following form:
⊗wkji = ⊗wk−1ji + ηk · ⊗Cj
(
⊗Cki − ⊗Cj ⊗ wk−1ji
)
(16)
where
ηk · ⊗Cj =
(
ηkCj, ηkCj
)
(17)
and
⊗Cj · ⊗wk−1ji =
[
min
(
Cj · wk−1ji , Cj · wk−1ji , Cj · wk−1ji , Cj · wk−1ji
)
,
max
(
Cj · wk−1ji , Cj · wk−1ji , Cj · wk−1ji , Cj · wk−1ji
)] (18)
For the sake of simplicity, we denote
⊗Cj · ⊗wk−1ji = min
(
Cj · wk−1ji , Cj · wk−1ji , Cj · wk−1ji , Cj · wk−1ji
)
(19)
⊗Cj · ⊗wk−1ji = max
(
Cj · wk−1ji , Cj · wk−1ji , Cj · wk−1ji , Cj · wk−1ji
)
(20)
and then
⊗Cki − ⊗Cj · ⊗wk−1ji =
(
Cki − ⊗Cj · ⊗wk−1ji , Cki − ⊗Cj · ⊗wk−1ji
)
(21)
Using the former notation
ηk · ⊗Cj
(
⊗Cki − ⊗Cj · ⊗wk−1ij
)
=
(
ηk · ⊗Cj
(
⊗Cki − ⊗Cj · ⊗wk−1ij
)
, ηk · ⊗Cj
(
⊗Cki − ⊗Cj · ⊗wk−1ji
))
(22)
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Note that
ηk · ⊗Cj
(
⊗Cki − ⊗Cj · ⊗wk−1ji
)
=
(
min
[
ηk · Cj ·
(
Cki − Cj · wk−1ji
)
, ηk · Cj ·
(
C
k
i − Cj · wk−1ji
)
, (23)
ηk · Cj ·
(
Cki − Cj · wk−1ij
)
, ηk · Cj ·
(
C
k
i − Cj · wk−1ij
)])
and
ηk · ⊗Cj
(
⊗Cki − ⊗Cj · ⊗wk−1ji
)
=
(
max
[
ηk · Cj ·
(
Cki − Cj · wk−1ji
)
, ηk · Cj ·
(
C
k
i − Cj · wk−1ji
)
,
ηk · Cj ·
(
Cki − Cj · wk−1ji
)
, ηk · Cj ·
(
C
k
i − Cj · wk−1ji
)]) (24)
As a result
⊗wkji =
⎡
⎢⎢⎢⎢⎣
wkji︷ ︸︸ ︷
⊗wk−1ji + ηk · ⊗Cj
(
⊗Cki − ⊗Cj · ⊗wk−1ji
)
,wk−1ij + ηk · ⊗Cj
(
⊗Cki − ⊗Cj · ⊗wk−1ji
)
︸ ︷︷ ︸
wkji
⎤
⎥⎥⎥⎥⎦ (25)
At every simulation step the value of each node of FGCM is updated, using the selected updating method (Eq. (10)) where
the value of grey weight ⊗wkji is computed according to Eq. (25).
Also, we introduce three criteria functions for the proposed algorithm. One criterion is the maximization of the objective
function J, which has been defined by Hebb’s rule
maximize J = E{z2}
subject to: ||w|| = 1 (26)
where z = f (y), and f is the sigmoid function.
The objective function J has been proposed for the NHL, examining the desired values of output concepts (OCs), which
are the values of the activation concepts we are interested about. The J is defined as:
J =
l∑
i=1
(OCi)
2 (27)
where l is the number of OCs.
The second criterion is the minimization of the variation of two subsequent values of OCs
|OCk+1j − OCkj | < e (28)
where the term e is a tolerance level keeping the variation of values ofOC(s) as lowaspossible and it is proposed as e = 0.001.
The third criterion is the stability of the grey vector state. The final grey vector state is composed of the final states of
each node and shows the changes of the grey state of each one. FGCM nodes’ state reaches either one of the two states
following a number of iterations. It settles down to a fixed pattern of node grey values, the so-called grey hidden pattern or
grey fixed-point attractor. Alternatively, the state could to keep cycling between several fixed grey states, known as a limit
grey cycle. With a continuous activation function, a third possibility would be a grey chaotic attractor. This occurs when,
instead of stabilizing, the FGCMmodel continues to generate different outcomes (grey vector state) for each cycle.
These criteria determinewhen the iterative process of the learning algorithm terminates. Through this process andwhen
the termination conditions are met, the final weight matrix updated ⊗wupdated is obtained.
5. Experimental analysis
FCMs were successfully applied to model the radiation therapy process through the establishment of a two-level hierar-
chical structure where an FCM in each level was created producing an advanced decision-making system. The lower-level
FCM modeled the treatment planning, taking into consideration all the factors and treatment variables as well as their in-
fluences. The upper-level FCM modeled the procedure of the treatment execution and calculated the optimal final dose for
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Table 1
Supervisor nodes’ description.
Node Description
sc1 Tumor Localization. It is dependent on patient contour, sensitive critical organs and tumor volume. It embodies the
value and influence of these three Factor-concepts that are concepts of first-level
sc2 Dose prescribed from Treatment Planning (TPD). This concept describes the delivered doses to target volume, normal
tissues and critical organs that are calculated at the treatment planning model of the first level
sc3 Machine factors. This concept describes the equipment characteristics
sc4 Human factors. A general concept describing the experience and knowledge of medical staff
sc5 Patient positioning and immobilization. This concept describes the cooperation of the patient with the doctors and
the potential of follow instructions
sc6 Quality Assurance (QA). Quality assurance includes demands on staff, the therapeutic procedures and the technical
systems for complying with the preset standards
sc7 Final Dose given to the target volume (FD). A measurement of the radiation dose received by the target tumor.
radiation treatment. The upper level FCM (namely Supervisor-FCM) supervised and evaluated the whole radiation therapy
process [20].
The proposed Nonlinear Hebbian based approach adapted in FGCMs was implemented and analyzed experimentally to
an upper-level FCM model to determine the success of radiation therapy process estimating the final dose delivered to the
target volume. Through this previously accepted model, the introduced learning methodology coped with uncertainty and
fuzziness was examined to show its functioning.
5.1. Problem description
The Supervisor-FCM is described briefly in this section, before the presentation of the respective FGCM models. The
Supervisor-FCMbehaves as a humanoperator–physician and representswhat the physician doeswhenhe takes a differential
decision on the radiation therapy procedure.
The Supervisor-FCM was developed from experts’ knowledge, which actually supervises the process using the notion
and values of tumor localization, patient positioning and the calculated dose from treatment planning system in order to
determine the Final Dose.
Also, medical experts suggest that human factors and machine factors take part in the determination of the Final Dose.
The Supervisor-FGCM consisted of seven concepts to supervise the decision making process during the radiation therapy
process. One more concept has been added in the initially suggested FCM-supervisor. This new concept represents the
Quality Assurance (QA) of the whole radiotherapy process. QA of radiation therapy includes the whole range of procedures
and technical systems for assuring that the quality parameters of the process are in accordance with the national and
international standards (preset) like the International Standards Organization (ISO-standards).
Treatment planning systems, imaging devices, simulators, treatment units, checks of beam quality and inhomogeneity,
clinical dose measurements, and so on, are part of the QA process. Thus the concepts of FCM-supervisor are detailed in
Table 1.
The methodology that was proposed in Papageorgiou et al. [20] was used. The physicians standing as medical experts,
were asked to describe the relationships among concepts and theyused IF-THEN rules to justify the effect relationship among
concepts and inferred a linguistic weight for each interconnection [20].
5.2. FGCM model
Now, in order to construct the Supervisor-FGCM, the methodology prescribed in Section 3.2 was implemented. During
the proposed methodology, the medical experts were asked to describe the degree of uncertainty using also linguistic
descriptions, thus to assign the vibration δe of the base value, as depicted in Table 2. Thus a FGCM model supervising the
whole radiotherapy process is produced and represented in Fig. 2. The concepts sc1–sc6 are the input concepts, whereas the
concept sc7 is the output concept describing the Final Dose received by a patient during radiotherapy.
Two main objectives of the Supervisor-FGCM are needed to be satisfied. The first one is to keep the amount of the Final
Dose (FD) which is delivered to the patient, between some limits, an upper FDmax and a low limit FDmin. The second
objective is to keep the Dose from Treatment Planning (TPD) between a maximum value TPDmax and a minimum value
TPDmin. These objectives are defined at the related AAPM and ICRP protocols [6,1,28], where the accepted dose levels for
each organ and region of the human body are determined. So, the overall objective for the upper-level, the Supervisor-FGCM,
is to keep the values of the corresponding concepts, Final Dose (FD) and Dose prescribed from Treatment Planning (TPD) in
the correct range of values. According to [1] the FD range must be FD ≥ 0.90, and, according to Willoughby et al. [28], the
TPD range must be 0.80 ≤ TPD ≤ 0.95.
The Supervisor-FGCM evaluates the success or failure of the treatment by checking the value of the concept whether the
suggested treatment process is within the accepted limits or not for the specified case of treatment.
Thus, training the Supervisor-FGCM, i.e., modifying and adjusting the weights that correspond to the maximum values
of the concepts FD and TPD, within their prespecified ranges, the result is an enhanced control system which models the
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Table 2
Base and vibration values for Supervisor-FGCM.
Edge Base value Vibration Grey weight
sc1–sc7 0.50 0.10 [0.40, 0.60]
sc2–sc1 0.30 0.25 [0.05, 0.55]
sc2–sc7 0.60 0.10 [0.50, 0.70]
sc3–sc2 −0.30 0.10 [−0.40,−0.20]
sc3–sc7 −0.25 0.10 [−0.35,−0.15]
sc4–sc5 −0.40 0.10 [−0.50,−0.30]
sc4–sc7 −0.30 0.10 [−0.40,−0.20]
sc5–sc4 −0.30 0.10 [−0.40,−0.20]
sc5–sc7 0.60 0.10 [0.50, 0.70]
sc6–sc2 0.55 0.25 [0.30, 0.80]
sc6–sc7 0.50 0.25 [0.25, 0.75]
sc7–sc1 0.30 0.25 [0.05, 0.55]
sc7–sc2 0.70 0.25 [0.45, 0.95]
sc7–sc5 0.55 0.10 [0.45, 0.65]
Fig. 2. Supervisor-FGCMmodel.
radiotherapyproceduremore accurately andmakesdecision-makingmore reliable. In thisway the Supervisor-FGCMmodels,
supervise and control the parameters of the radiotherapy planning systems and more generally the whole procedure.
5.3. FGCM dynamics
With the intention of observing the evolution of an event, the analysis begins with the definition of the initial vector
which represents a proposed initial situation. It means that we are starting a therapy plan in the first two cases with all the
needed resources, but the acceptance of the treatment planning therapy is not clear. Note that all the elements in both are
grey numbers.
Using FGCM is possible to design initial vector states (initial scenarios) mixing grey and white numbers. Furthermore, it
is possible to develop what-if analysis using different initial vector states.
In each of the test cases, we have an initial vector Ai0, representing the presented events at a given time of the process,
and a final vector Aif , representing the last state that can be arrived at. The final vector A
i
f is the last vector got in convergence
region.
1. First case study of Supervisor-FGCM. For the first case study, the initial grey vector is formed as follows
⊗A10 = ([0.4, 0.4][0.67, 0.67][0.3, 0.3][0.25, 0.25][0.32, 0.32][0.4, 0.4][0.35, 0.35])
These values and the initial weight matrix are used in Eq. (10) to calculate the equilibrium of the process. This case,
as previously presented does not give accepted results for the two decision concepts. Now, using the NHL learning in
FGCM, this initial state succeeds to reach acceptable decisions if the weights have been modified using the proposed
NHL approach. Through the proposed methodology, new weight values, determined as grey weights, are produced to
better describe the decision making process of the radiotherapy acceptance.
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2. Second case study of Supervisor-FGCM. In the second case study, the following initial grey vector is formed
⊗A20 = ([0.75, 0.75][0.8, 0.8][0.3, 0.3][0.6, 0.6][0.7, 0.7][0.5, 0.5][0.5, 0.5])
For these values of concepts, the Supervisor-FGCM is able to examine if they are within the accepted limits for the
radiotherapy execution.
3. Third case study of Supervisor-FGCM. In the third case study, the following initial grey vector is formed
⊗A30 = ([0.6, 1.0][0.7, 1.0][0.0, 0.5][0.3, 0.6][0.5, 0.7][0.4, 0.6][0.0, 0.5])
This is a similar case study to the second one, but the initial states includes grey uncertainty.
6. Discussion of results
The NHL algorithm for FGCM modeling methodology is introduced to model the process of radiotherapy, adjusting the
treatment variables and calculating the corresponding dose to the final target. The proposed methodology is evaluated at
Supervisor-FGCMwhichmodels abstractly and supervises thewhole procedure of radiation therapy. The NHL algorithmwas
utilized to adjust the interconnections between the generic treatment variables of Supervisor-FGCM and to calculate the
“Final Dose".
FGCMs, as FCMs, can be analyzed and compared both in static and dynamic ways. If we want to compare the results of
different individual patients in a dynamic way, wemust run to the same initial grey vector state . We get a stable grey vector
state for each patient. The results would be comparable.
The first two case studies selected to be the samewith the case studies examined in previouswork [21]where a nonlinear
Hebbian based approach was used to train the Supervisor-FCM. The results produced from that implementation of the NHL-
FCM approach were acceptable only for the second case study where the initial values of concepts were determined after an
acceptance of treatment planning therapy (at a lower-level stage) before the final radiation treatment procedure. The third
case study includes greyness in the concepts values. Thus, the NHL-FGCM approach is implemented for grey concepts and
weights,measuring the greynesswhich expresses the uncertainty degree inherent in the initial numerical values of concepts
and weights.
Weight adaptation and fine-tuning of Supervisor-FGCM grey relationships has great importance in order to achieve
acceptable results for radiotherapy technique. This is the reason why we implemented the NHL in the Supervisor-FGCM.
Also, we have to emphasize that using the NHL algorithm in FGCM, we combine the human experts’ structural knowledge
with the treatment data input for each patient case. This is exactly the samewith the reaction of a human expert who adapts
his/her approach to the input data.
Through the experimental analysis of three case studies, it is observed that for all examined cases, with white and grey
concepts values respectively, the desired states for acceptance of radiotherapy selectionwere reached forλ = {3, 5, 10} (see
Tables 3,4,5). It means that the system gives accepted decision support when uncertainty expressed by greyness is included
in concepts (system variables) and weight values (causal influences) throughout the grey intensity.
For higher values of λ, the FGCM after training reaches a steady state where the values of treatment planning dose are
higher than the expected ones, but they are very close to 1.0 which could be considered the optimum value for the final
dose. The whole approach with λ = 3.0 best suits the final decision, keeping the satisfaction criteria, and approximates
human decision making by assessing uncertainty in initial concepts states and causal relationships.
The greyness of a grey number ⊗G is mainly related to the length of the information space on which the grey number
is defined. For instace, if we compute a couple of grey number as ⊗Ga ∈ [10, 40] and ⊗Gb ∈ [24, 26]. Note that when the
distribution information of a grey number is unknown, we often use the equal weight meanwhitenization. In this case, both
numbers have an equal mean white value of 25, but⊗Gb is a more worthy value because its associated uncertainty is lower.
Higher greyness values would indicate a great uncertainty about the problem. In other words, a low understanding of
the problem. Obviously, lower greyness is better for supporting decision making. The greyness of a grey number to a certain
degree reflects how much the expert does not know about the behavioral characteristics of the grey system modeled.
It is observed from Table 6, where the updated values of greyweights after NHL algorithmic approach illustrated for three
different scenarios and different lambda values, that the low greyness in FGCM structure is present for λ = 10.0 and then
for λ = 3.0. Moreover, the greyness of the final dose is extremely low for λ = 10.0 and so low for the remainders λ values
in all the scenarios. For these λ values, all the grey weights take optimum values in the initial prescribed weight values,
keeping values of the decision concepts near to 1.0, which is the optimum value for final dose.
Whencomparingour resultswith theproducedones frompreviousworksonusingNHLalgorithmto trainSupervisor-FCM
[21], and evolutionary computation techniques to optimize radiotherapy procedure [22], it is concluded that even though
the previous methodologies produce acceptable results for medical decision making, the proposed NHL-FGCM methodol-
ogy has the advantage to handle the uncertainty in medical domain throughout the grey intensity in concepts and causal
relationships, thus learning the weights including greyness and producing weight and concept values with greyness and
whitenization values that better describe and support the decision making.
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Table 3
Supervisor NHL-FGCM 1st scenario results.
λ Node Stable state Length Greyness Whitenization
λ = 3.0 sc1 [0.5, 0.99459] 0.49459 0.24729 0.74729
sc2 [0.76392, 0.98795] 0.22403 0.11201 0.87593
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.29098, 0.50000] 0.20902 0.10451 0.39549
sc5 [0.62946, 0.91095] 0.28150 0.14075 0.77021
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [0.93562, 0.99988] 0.06425 0.03213 0.96775
λ = 5.0 sc1 [0.5, 0.99990] 0.49990 0.24995 0.74995
sc2 [0.92457, 0.99939] 0.07482 0.03741 0.96198
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.16036, 0.5] 0.33964 0.16982 0.33018
sc5 [0.76617, 0.98470] 0.21853 0. 10926 0.87543
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [0.99637, 1.0] 0.00362 0.00181 0.99819
λ = 10.0 sc1 [0.72929, 0.99998] 0.27070 0.13535 0.86463
sc2 [0.98201, 1.0] 0.01798 0.00899 0.99100
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.01810, 0.12351] 0.10541 0.05270 0.07080
sc5 [0.97981, 0.99841] 0.01861 0.00930 0.98911
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [1.0, 1.0] 8.03e−06 4.01e−06 1.0
Table 4
Supervisor NHL-FGCM 2nd scenario results.
λ Node Stable state Length Greyness Whitenization
λ = 3.0 sc1 [0.56099, 0.96299] 0.40200 0.20100 0.76199
sc2 [0.74176, 0.97690] 0.23515 0.11757 0.85933
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.26585, 0.40439] 0.13854 0. 06927 0.33512
sc5 [0.64531, 0.84646] 0.20115 0.10058 0.74589
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [0.89269, 0.99817] 0.10548 0. 05274 0.94543
λ = 5.0 sc1 [0.5, 0.99990] 0.49990 0.24995 0.74995
sc2 [0.92457, 0.99939] 0.07482 0.03741 0.96198
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.16036, 0.5] 0.33964 0. 16982 0.33018
sc5 [0.76617, 0.98470] 0.21853 0. 10926 0.87543
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [0.99637, 1.0] 0.00362 0.00181 0.99819
λ = 10.0 sc1 [0.72929, 0.99998] 0.27070 0.13535 0.86463
sc2 [0.98201, 0.99999] 0.01798 0.00899 0.99100
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.01810, 0.12351] 0.10541 0. 05271 0.07080
sc5 [0.97980, 0.99841] 0.01862 0. 00931 0.98910
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [0.99999, 1.0] 8.03e−06 4.02e−06 1.0
The evolutionary approaches were used to learn the Supervisor-FCM by finding a number of optimum weight matrices
that better correspond to acceptable radiation therapy, without to be able to cope with the uncertainty in the medical
domain.
The advantage of the proposed methodology is that it is able to compute the desired steady states of the FGCM models
by handling uncertainty and hesitancy present in the initial experts suggestions for causal relations among concepts as well
as within the initial variables values.
Essentially, the main task of this work was to represent a different and innovative approach for construction of FGCM-
based decision support tools. The proposed FGCMmodel exhibits several advantages over the FCM one. First, the proposed
FGCM model is defined specifically for multi-meanings environments. Second, the FGCM technique allows the defining
of relationships between concepts. Through this characteristic, decisional models that are more reliable for interrelated
environments are defined. Third, the FGCM technique is able to quantify the grey influence of the relationships between
concepts. Through this attribute, a better support inmulti-meanings environments, as themedical support is, canbe reached.
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Table 5
Supervisor-FGCM 3rd scenario results.
λ Node Stable state Length Greyness Whitenization
λ = 3.0 sc1 [0.5, 0.99459] 0.49459 0.24729 0.74729
sc2 [0.76392, 0.98795] 0.22403 0.11201 0.87593
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.29098, 0.50000] 0.20902 0. 10451 0.39549
sc5 [0.62945, 0.91096] 0.28150 0.14075 0.77020
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [0.93562, 0.99988] 0.06426 0. 03213 0.96775
λ = 5.0 sc1 [0.5, 0.99990] 0.49990 0.24995 0.74995
sc2 [0.92457, 0.99939] 0.07482 0.03741 0.96198
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.160355, 0.5] 0.33964 0.16982 0.33018
sc5 [0.76616, 0.98470] 0.21854 0. 10927 0.87543
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [0.99637, 1.0] 0.00362 0.00181 0.99819
λ = 10.0 sc1 [0.84336, 1.0] 0.15664 0.07832 0.92168
sc2 [0.99515, 1.0] 0.00485 0.00243 0.99757
sc3 [0.5, 0.5] 0.0 0.0 0.5
sc4 [0.02683, 0.5] 0.47317 0.23658 0.26341
sc5 [0.94435, 0.99971] 0.05535 0.02768 0.97203
sc6 [0.5, 0.5] 0.0 0.0 0.5
sc7 [1.0, 1.0] 8.10e−07 4.05e−07 1.0
Table 6
Updated graph Supervisor NHL-FGCM.
Edge λ = 3.0 λ = 5.0 λ = 10.0
sc1–sc7 [0.43856, 0.85952] [0.45973, 0.89113] [0.4, 0.6]
sc2–sc1 [0.0, 0.87251] [0.0, 0.92755] [0.05, 0.55]
sc2–sc7 [0.53368, 0.90480] [0.56845, 0.90095] [0.5, 0.7]
sc3–sc2 [−0.26170,−0.00283] [−0.21424, 0.0] [−0.4,−0.2]
sc3–sc7 [−0.18750, 0.0] [−0.15008, 0.0] [−0.35,−0.15]
sc4–sc5 [−0.43301,−0.12890] [−0.45333,−0.10243] [−0.5,−0.3]
sc4–sc7 [−0.30908,−0.01706] [−0.34197,−0.00321] [−0.4,−0.2]
sc5–sc4 [−0.32590, 0.0] [−0.33626, 0.0] [−0.4,−0.2]
sc5–sc7 [0.54738, 0.90011] [0.56474, 0.92006] [0.5, 0.7]
sc6–sc2 [0.35495, 0.94065] [0.39077, 0.96201] [0.3, 0.8]
sc6–sc7 [0.33698, 0.89629] [0.36334, 0.91596] [0.25, 0.75]
sc7–sc1 [0.0, 0.87624] [0.0, 0.92640] [0.05, 0.55]
sc7–sc2 [0.36853, 1.0] [0.41447, 1.0] [0.45, 0.95]
sc7–sc5 [0.42056, 0.81264] [0.46575, 0.84924] [0.45, 0.65]
Greyness 0.22966 0.23058 0.20510
In addition, with this FGCM model it is possible to develop a what-if analysis with the purpose of describing possible
grey scenarios about grey decisions. FGCM offers a more flexible way than FCM for representing the positive and negative
effects, since a grey influence allows that the impact could be positive or negative. In addition, FGCM includes greyness as a
measure of uncertainty.
7. Conclusions
Deng [4] proposed a new uncertainty approach based on the lack of precise values. Our proposal includes the grey-based
models adjusted using a NHL approach.
According to the state of the art, the FGCMs have been proposed recently to solve tasks such as grey uncertainty, where
the FCMs were not able to do it. Also, efficient learning algorithms for FCMs have been explored recently and implemented
in some domains successfully; however there is no previously proposed learning algorithm for FGCMs. Throughout the
presented work, a new learning approach based on NHL algorithm was investigated and employed for medical decision
making to show its functionality and effectiveness in the case of FGCMs.
The proposed methodology adapting the grey relationships among concepts, was evaluated at a medical problemwhere
uncertainty and fuzziness are usually included.
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The proposed NHL algorithm was utilized to adjust the interconnections between the generic treatment variables of
Supervisor-FGCM and calculate the Final Dosewith a greyness degree. Onemore termination condition to learning approach
was proposed to check the stability of the grey vector state thus improving the performance of NHL approach for FGCMs.
We concentrate our efforts to present the learning methodology for FGCMs and then to show its applicability in a known
medical problem where the FCMs with their learning capabilities have proved their usefulness. The FGCMs in conjunction
with an efficient learning algorithm for them are proposed to copewith the grey uncertainty present in themedical domain.
The scope of this research is not to find the best treatment or the best dose, but to explore an alternative decision support
method using the main aspects of fuzzy logic and grey systems to cope with the uncertainty inherent in medical domain
and physicians uncertainty to describe numerically the influences among concepts in medical domain.
Three clinical case studies were used to test the proposed methodology meaningful and promising results prove the
efficiency of the NHL algorithm FGCM approach.
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