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Abstract
The recent progress in robotics and artificial intelligence raises the question of the ef-
ficient artificial agents interaction with humans. For instance, artificial intelligence has
achieved technical advances in perception and decision making in several domains rang-
ing from games to a variety of operational situations, (e.g. face recognition [51] and
firefighting missions [23]). Such advanced automated systems still depend on human
operators as far as complex tactical, legal or ethical decisions are concerned. Usually the
human is considered as an ideal agent, that is able to take control in case of automated
(artificial) agent’s limit range of action or even failure (e.g embedded sensor failures or
low confidence in identification tasks). However, this approach needs to be revised as
revealed by several critical industrial events (e.g. aviation and nuclear powerplant) that
were due to conflicts between humans and complex automated system [13]. In this con-
text, this paper reviews some of our previous works related to human-automated agents
interaction driving systems. More specifically, a mixed-initiative cooperation frame-
work that considers agents’ non-deterministic actions effects and inaccuracies about the
human operator state estimation. This framework has demonstrated convincing results
being a promising venue for enhancing human-automated agent(s) teaming.
Keywords: Mixed-initiative interaction, Shared-autonomy, Human operator monitor-
ing, Sequential decision making under uncertainty and partial observability, POMDP.
1 Introduction
Recent advances in coupling robotics and artificial intelligence have generated a large
number of applications of multi-UAV or multi-robot systems to deal with 3D (Dirty,
Dull, Dangerous) missions in industry and in research. Surveillance [40, 39], search and
rescue missions [32, 48], exploration [5], or inspection missions [30] are a few examples
of the potential power of those automated systems. Thereby, these automated systems
still rely on human agents for the tricky tactical, ethical and moral decisions. Usually,
the human is considered as an ideal agent in charge of taking over when the automated
agent fails [44], or when the artificial agent is not able/suitable to make the decision.
However, the capacity of human agents to take over when the automated system fails
can be strongly affected, for instance, by a poor user interface design, the complexity
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of automated agents operation, a high operational pressure, or emotional commitment.
Those factors could diminish the human operator performance and judgment during
interaction leading to the need of careful design of authority sharing [12].
Indeed, the question of human-automated agent(s) interaction has mainly been stud-
ied in the literature through the concept of autonomy levels [24, 36]. Sliding autonomy
design [4, 17], adaptive automation [43, 45] or the shared autonomy design [26] are ex-
amples of this concept. Related with the latter, the mixed-initiative (MI) framework is
particularly interesting because it establishes a coordination strategy that defines the
role of the humans and the automated agents according to their recognized skills [1, 2],
considering them as teammates rather than master-slave agents. The main idea is that
each agent might seize the initiative - it chooses to contribute to the task that it does
best. That is to say if an agent (human or automated agent) controls the interaction, the
other agents work to assist him [2, 27]. In a more general framework, tasks should not
be determined in advance, but rather they should be negotiated between agents [6].
Following the classical MI concept [2], the recognized skills of the involved agents
may define their role during mission execution. In our view, the role of a given agent
(e.g. the tasks to perform) would not only be defined by its skills. A special attention
should also be given to the current capabilities of such an agent. Artificial agents such
as mobile robots, autonomous cars, or aircraft still have limitations concerning their
embedded sensors in real-life environments (e.g. limited camera field of view, or bias
in image processing algorithms, poor GPS signal confidence) that potentially limit their
performance. It may bring, for instance, low confidence when they are performing iden-
tification tasks [20, 48, 30] or execution errors during autonomous navigation [16]. Sim-
ilarly, human agents that interact with such automated agents may also be confronted to
difficulties, such as physical and/or cognitive limitations. This crucial point is addressed
in the following section.
1.1 Human skills versus human capabilities
In spite of the advantages of using autonomous (artificial) agents in several operational
contexts, the human operators are still vital for the successful completion of a wide
variety of missions. If it is not for assuming responsibility issues, the human operator
is the agent that still produces tactical, moral, social and ethical decisions, while being
flexible and creative, and able to handle complex and unknown situations [34]. These
abilities are not (yet) embedded in artificial (automated) agents.
Interestingly, de Winter and Dodou (2014) [53] highlighted that the well-known
Fitts’ list (1951), a list of 11 statements about whether a human or a machine performs
a certain function better still remains an interesting support - at least a starting point
- for agent task allocation purposes. Yet this high-level concept does not take into ac-
count the capabilities of the agents during mission execution. Indeed, during mission
execution, human operators may be subject to pressure, emotional commitment [50],
task complexity [19] or long task duration [10], causing them to suffer from cognitive
load or fatigue, and consequently, generating degraded mental states [13, 41]. These
These various events can lead human operators to perform poorly by taking potentially
poor decisions [13, 50].
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For instance, a technical report from the U.S. Army, Navy, and Air Force [52] sug-
gested the percentage of involvement of human factors in UAVs operations varied across
aircraft models from 21% to 68%. It has also been shown in [31] that 50% of the ter-
minal failures in disaster robotics are due to human error. To sum up, just like artificial
agents, it must be accepted that human operators are not ideal agents either. Those ex-
amples show that, when mission efficiency is the goal, allocating tasks during mission
execution to a non-performing agent, even if this agent is generally the most capable
of executing the task, would not be the best solution. However, from the human oper-
ator’s point of view, it is not always bearable or acceptable that artificial (automated)
agents could seize the initiative, except if human cognitive capabilities or performance
are degraded.
The mixed-initiative framework then proposes a reasonable design to deal with non-
performing agents as it enables to the other ones to seize the initiative during mission
execution.
2 A new mixed-initiative interaction paradigm
In our view, in order to cope with non-ideal agents, including the human operator, the
mixed-initiative framework should be redefined as: a cooperation strategy that defines
the role of involved agents according to their recognized skills and current capabili-
ties.
Such a novel framework definition requires to monitor the capabilities of all in-
volved agents (human and automated agents). Fortunately, monitoring the states and
actions of automated agents is supported by a recognized field of research. For instance,
works related to execution monitoring can be found in the spacecraft [21] or robotics
[37] literature.
Besides, monitoring the state and actions of a human operator (e.g. mental resources
and performance) when interacting with automated systems is not a trivial task. Re-
search in the Human Factors and Neuroergonomics fields is globally focused on the
study and evaluation of the conditions in which the human reaches her/his limits of
engagement during task operation [38, 41, 14, 10]. Neuroergonomics contributes to the
development of human agents monitoring tools in ecological settings [42, 15] to avoid
such degraded states.
However, the evaluation of the generality and the robustness of such algorithms
still remains to be proved, given that the human-related features are usually operator-
dependent, task-dependent and session-dependent. Thus, it is necessary to consider
such monitoring system inaccuracies. In addition to that, the involved agents may also
present non-deterministic behavior, what could result in different outcome states during
mission execution. As example, these uncertainties may relate to the mission in ques-
tion or its progression, the automated agent and the cognitive states of the human agent.
Thus, it is necessary to cope with those uncertainties while ensuring efficient mission
completion through the use of an adequate decision-making framework.
Therefore, supposing that both automated agents and human monitoring tools are
available, a Mixed-Initiative Interaction Driving System (MI-IDS) could explicitly de-
fine the tasks (role) of agents for maximizing mission performance (see Figure 1). In















Fig. 1. Mixed-Initiative Interaction Driving System (MI-IDS) architecture. UI: User Interface.
other words, the MI-IDS estimates if an agent is able to seize the initiative from the
other(s), while predicting if it is profitable for the long-term mission performance. Such
a mixed-initiative concept has been applied to human-robot interaction [20, 49], and in
assistive systems [22, 33], based on Partially Observable Markov Decision Processes
(POMDPs) [28].
The POMDP framework takes into consideration uncertainties related to the partial
observability of states (e.g. mental states) or the potentially non-deterministic behavior
of the human operator [20, 9]. The POMDP solution can launch actions to mitigate the
decline of the human agent’s performance [49], or deliberately, can take the initiative
to assign a given task to an automated agent [20] to ensure the proper accomplishment
of the mission. The POMDP framework is detailed in the following part. Then, some of
our previous works based on this framework are reviewed.
3 POMDP - theoretical background
The works presented in the following are built upon Partially Observable Markov De-
cision Processes (POMDPs), which offer a sound mathematical model for sequential
decision-making under probabilistic uncertainty and partial observability.
A POMDP [47, 29] is a tuple 〈S,A, Ω, T,O,R, b0〉, where: S is the set of states;
A is the set of actions; Ω is the set of observations; T : S × A × S → [0, 1] is the
transition function, such that: T (s, a, s′) = p(st+1 = s′|st = s, at = a) where t ∈ N
is the time step of the process and st (resp. at) is the random variable representing the
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state (resp. action) at time step t; O : Ω × A × S → [0, 1] is the observation function
such that: O(o, a, s′) = p(ot+1 = o|st+1 = s′, at = a) where ot+1 is the random
variable representing the observation at time step t+ 1; R : S × A → R is the reward
function, that defines the gain that a process going through a given state and executing
a given action will add to its previous and future gains to define its total value; b0 is the
initial probability distribution over states. We denote by ∆S ⊂ [0, 1]S the (continuous)
set of probability distributions over states, named belief state space. Figure 2 depicts the
dynamic influence diagram of a POMDP to drive human-automated agent interaction.
The actions in this figure, the sequential choice of which must be optimised, are those of
MI-IDS. Thus, these actions may relate to supervision actions, to launch alarms in order
to mitigate the decline of the human agent’s performance [49], or directly to assign a
given task to an automated (artificial) agent [9, 20].
At each time step, the MI-IDS updates its current belief state b about the complete
state of the system including human, artificial agents, their environment, mission, etc.
This belief update is implemented by applying the Bayes’ rule thanks to the information
given by the action performed a ∈ A and the observation received o ∈ O:
boa(s
′) =
p (o, s′ | a, b )
p (o | a, b )
(1)
where
p (o, s′ | a, b ) = O(o, a, s′)
∑
s∈S
T (s, a, s′)b(s)
and
p (o | a, b ) =
∑
s′∈S
p (o, s′ | a, b ) . (2)
Solving a POMDP consists in finding a policy function π : ∆S → A that maximizes
a performance criterion. The expected discounted reward from any initial belief state
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(3)
is usually the performance criterion optimized for an infinite horizon. In this criterion,
0 < γ < 1 is called the discount factor and represents the probability that the process
will stop at each time step. The optimal policy π∗ is the policy that maximizes the value
function (Equation 3). The resulting value function, called the optimal value function
and denoted by V ∗, satisfies the Bellman equation:
V ∗(b) = max
a∈A
[
r(b, a) + γ
∑
o∈Ω
p (o | a, b )V ∗(boa)
]
(4)
where r(b, a) =
∑
s∈S R(s, a)b(s) and p (o | a, b ) is defined in Equation 2.
It has been proven that iterating the equation, starting with a value function which
is piecewise linear and convex (PWLC), creates a sequence of PWLC value functions
that converge to the optimal value function V ∗ [47]. Therefore, in the nth stage of the
optimization, the value function Vn can be parameterized as a set of hyperplanes over































Fig. 2. Graphical representation of a POMDP for driving the human-automated agent interaction.







Each α-vector is associated with an action a(αn), e.g. ∀a ∈ A, R(., a) ∈ RS is an
α-vector of V0 such that:
V0 = max
a∈A









In the region of the belief space where αn maximizes Vn, a(αn) is the optimal
action (at the nth optimization stage). The optimal policy at this step is then: πn(b) =







Recently, researchers proposed a structured POMDP model, named Mixed Observ-
ability Markov Decision Processes (MOMDPs, see [35, 3]), which factorizes the state
space S in fully and partially observable parts: S = Sv × Sh. MOMDPs exploit the
specific structure of the state set to reduce the dimension of the belief state space, re-
sulting in a significant gain in policy computation time [35]. The principle of MOMDP
solving is the same as POMDPs, it consists in finding a set of policies πsv : ∆Sh → A,
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(5)






sh∈Sh r(sv, sh, a)bh(sh).
As for the POMDP, the value function at a time step n <∞ can also be represented
by a set of α-vectors ∀sv ∈ Sv:
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where, α is a hyperplan over the sub-space ∆Sh . In this way, the value function over
the complete state space is parametrized by the set Vn that in turn is composed by the
sets Vn(sv), i.e. Vn = {Vn(sv),∀sv ∈ Sv}. So, given a belief state (sv, bh) the optimal






For more details about MOMDP resolution and algorithms, please refer to [35, 3].
This efficient model framework has been used in our laboratory to drive the human-
automated agents interaction with promising results as detailed in the following section.
4 Proof-of-concept systems
4.1 MOMDP implementations to drive the human-autonomous agents
interaction
Search and rescue scenario. Humans are generally confronted with concurrent tasks
while performing an automated system supervision. Gateau et al. (2016) [20] have ad-
dressed a dual-task paradigm in a search and rescue scenario. In the primary-task the
human operator had to collaborate with autonomous artificial agents to perform tar-
get identifications by means of a user interface. In his/her secondary-task, the human
operator had to memorize a series of digits (Short-Term Item Memorization task) and
report it via the user interface. It was shown the volunteers had a lower performance
when achieving both tasks simultaneously than when achieving each of them sepa-
rately. Thus, special attention could be given to when a request should be launched to
the human operator to perform target identification.
The main point in this work was to implement an integrated MOMDP-based system
that would consider the availability of the human operator and her/his non-deterministic
behavior based on the average time-to-answer a given request [20]. The availability of
the human operator was measured by means of an eye-tracking (ET) device. The online
processing of the gaze data acquired with such a device made possible to associate it to
a region of the screen (or area of interest) where the human operator might be paying
attention at a given time step t (visual attention estimation). The figure 3, taken from
[20], illustrates the proposed architecture.
The use of such information in the MOMDP model allowed to compute a policy
that performs requests to the human operator respecting his/her supposed availability,
while allocating tasks to the automated (artificial) agents such as go to target i, send
request, proceed identification. It was shown that applying a MOMDP policy that inte-
grates the availability estimation (with gaze monitoring condition) improved the human
operator’s performance on the secondary-task, compared to a driving policy that does
not consider it (without gaze monitoring condition). Moreover, it was also shown the
performance of the automated agents in the search and rescue mission had not been
penalized. The average expected rewards had the same order of magnitude in both stud-
ied conditions (with and without gaze monitoring). It means that even when the human



















Fig. 3. MOMDP-based supervision architecture for the search and rescue scenario (from [20]).
operator was not available to help the autonomous agents in identifying targets (by an-
swering a request), the system could achieve the target recognition task alone (but with
more risk of error).
However, several mission parameters used to define the MOMDP model transition
and observation functions were roughly estimated. For instance, the average time-to-
answer a request given the stimuli used (yellow bounding box visual effect) was taken
from [25], and fake values concerning the accuracy performance of the human opera-
tor or of the automated agents in the target identification task were used. And finally,
beside the good results obtained with this dual-task paradigm, the mission performance
metric (the one optimized by the policy) did not include the scores obtained by the hu-
man operator in the short-term memorization task (secondary-task). This score was not
directly considered by the model. It means the policy was not taking it into account for
the maximization of the expected sum of rewards problem. The performance improve-
ment of the operator in this secondary-task was only a consequence of the fact that the
policy chose to achieve the recognition task without help of the human operator, that, at
a given moment was estimated as not available to the automated agents. So, the policy
indirectly favored the secondary-task performance improvement.
Cognitive state estimation during a target search mission. As highlighted in section
1.1, the human operator should not be considered as a providential agent always capable
to take over when the automated (artificial) agent fails. In this sense, the originality
of the work proposed in [49] relies on the fact that a MOMDP model, approached
by experimental data [41], was defined to supervise the interaction between a mobile
teleoperated robot and a human operator, this last, supposed to be monitored thanks to
eye-tracking (ET) and electrocardiogram (ECG) devices.
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In the proposed MOMDP model, the robot operation mode (autonomous or manual
mode) and mission states (e.g. going to zone, searching the target, handling the target,
returning to base, on base and failed) could be considered as fully observable state vari-
ables, while the operator’s cognitive ability, considered as Cognitive Availability, was
modeled as a partially observable state variable. The Cognitive Availability was defined
as the opposite of Attentional Tunneling [11], a degraded mental state in which the hu-
man operator fails in detecting changes in the environment because his/her attention is
focused on another specific task.
The estimation of this partially observable state variable, ensured by the belief state
update, was based on the output of the ANFIS classifier proposed in [41]. This classifier
demonstrated a good performance, being able to detect the Attentional Tunneling state
based on eye-tracking (ET) and electrocardiogram (ECG) features. Technically, the con-
fusion matrix of the ANFIS classifier was used to approximate the p(ot+1|st+1, at)
probability function used in the MOMDP model.
The actions considered in the model were related with high-level instructions such
as: go to zone, search target, handle target, return to base, get attention and counter-
measure launching. The first four actions could be performed by the policy only if the
robot was in autonomous mode. For instance, it was assumed the mobile robot was
able to autonomously navigate and avoid obstacles, but if the policy chooses go to zone
and the ultrasound embedded sensor fails, the robot mode turns to manual mode. In-
terestingly, the get attention action, supposed to be implemented in the user interface,
should be used when the robot needed help and the operator’s Cognitive Availability
was estimated as not available. The countermeasure launching action, also supposed
to be implemented in the user interface, should be executed when an important event
arrives during a manual operation and the operator was considered as not available (e.g
his attention was focused on handling the robot and he would not notice the alerts on
the user interface).
In spite of the interesting methodology described in [49] to approach the MOMDP
model based on experimental data and on the classifier accuracy [41], the obtained pol-
icy was only evaluated in simulation. Statistical analysis about mission states visitation,
and get attention or countermeasure actions launching were discussed. Moreover, the
transition function of several state variables where roughly approximated given that the
previous experiments [41] had not provided enough data concerning all mission states
transitions.
The firefighter robot game. A more recent project, based on a firefighter robotic mis-
sion [18, 9, 7] has been addressed in our lab in order to mitigate the drawbacks of our
previous approaches: (i) the need for sufficient data to feed (MO)MDP models; (ii) the
definition of a global common score reflecting mission performance, and being depen-
dent of the efficiency of all involved agents; (iii) the implementation of a monitoring
system to estimate the cognitive state of the human-operator during the interaction; and
finally (iv) the evaluation in situ of the resulting (MO)MDP policy to drive such an
interaction system.
The Firefight Robot game is a human-robot mission [18] that immerses the human-
operator in a scenario where she/he plays a fireman who must cooperate with a robot
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that is present in a small area with few trees. The goal of the mission is to fight as many
fires as possible in a limited amount of time (ten minutes). Through the user interface
(UI), shown in 4(a), the human operator can supervise all robot parameters (position,
temperature, battery, embedded water tank level, operation mode) and can receive the
video streaming from its camera.
(a) The user interface (UI). (b) Crowdsourcing data plot example.
Fig. 4. The Firefighter Robot game. Figure (a) shows the human operator control interface. On
the left of this interface is shown the current score and remaining mission time. The ground tank
sub-task is bellow it. On the right of this interface the robot video stream is displayed, and below
it, the map locating the robot in the arena and robot parameters. Figure (b) plots several robot
trajectories illustrating the amount of data acquired thanks to the crowdsourcing platform.
In this mission scenario, the battery charge level of the robot decreases with time,
then needing probably to be recharged several times during the mission. If the battery
is empty the mission fails and is finished. The volume of water contained by the robot
is not unlimited: to recharge in water, the robot has to reach the a water tank that in
turn should dispose of enough water. For that, the human operator has to continuously
fill this ground tank using dedicated buttons in the UI. Unfortunately, leaks may appear
on the ground tank during the mission, and the human-operator needs to fix them using
the dedicated buttons for that. The temperature of the robot can increase when it is too
close to flames and the mission terminates when it is too hot. The robot has two modes
of operation: a manual mode, in which it is directed piloted by the human operator; and
an mode, in which the robot drives itself with a hard-coded strategy, including shooting
water and the recharge of water or battery when necessary.
In this mission the presence of fires is supposed to be felt as a danger by the operator.
The limited time for mission accomplishment would induce pressure. The temperature
and battery risk would require human operator to monitor robot parameters all the time.
Moreover, the ground tank filling sub-task, only performed by the human operator is
demanding and requires a constant attention. All these elements are suppose to lead
to a high engagement from the human-operator during the mission, and may favor the
appearance of degraded cognitive states (e.g. performance decline).
This robotic mission is still available on an opened crowdsourcing platform1. Since
the website launch, advertising was done in the authors’ (professional and social) net-
1 http://robot-isae.isae.fr/welcome
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(a) Eye gaze fixations density with respect to operation modes: manual (in the left), and au-
tonomous (in the right).
mission 1 mission 2 mission 3 mission 4
(b) Heart rate variability (HRV) of one of the participants during mission realisations. One may
note that as the ground tank level increases HRV decreases. It may relates to an increase of the
cognitive load [8, 7] of the human operator.
Fig. 5. Examples of physiological data acquired during Firefighter Robot mission realizations.
The figure (a) illustrates the eye gaze density of participants with respect to the robot operation
mode. The figure (b) plots the heart rate variability (HRV) for one of the participants among
missions. The HRV feature have been online computed [8] and than recorded for further analysis.
works to encourage Internet users to carry out the mission in order to collect as much
anonymous data as possible. During mission realization, the robot operation mode can
change randomly, as well as, the appearance of alarms related to the robot parameters.
These random mode changes and alarm launches were implemented with the aim of
obtaining a representative and balanced dataset. Currently, we have collected more than
a thousand mission realizations (see Figure 4(b) where those data is illustrated).
In a first work [9] based on those data, we proposed the application of machine
learning techniques, namely classification and Markov Chain learning, to define the
parameters of a Markov Decision Process (MDP) model - it consists in the same prin-
ciple as the MOMDP with only fully observable states. The suggested MDP model has
explored behavioral data (mouse clicks and keystrokes) from users. Until today, the
evaluation of the obtained MDP policy was only performed in simulation [9]. In any
case, the proposed methodology for the model learning and the obtained simulation
results suggested the approach is promising.
In complement of the data acquired thanks to the crowdsourcing platform, experi-
ments have been done in ISAE-SUPAERO facilities. During these experiments several
volunteers equipped with eye-tracking (ET) and electrocardiogram (ECG) have played
the Firefighter Robot game following an experimental protocol including 4 mission re-
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alizations per participant. The acquired physiological and behavioral data were studied
and allowed us to reveal interesting results concerning performance prediction [7].
The participants performed differently so that we could identify high and low score
mission groups that also exhibited different behavioral, cardiac (e.g heart rate, heart rate
variability) and ocular patterns (e.g. number of fixations in the areas of interest). The
Figure 5 shows some ET and ECG features collected during experiments. More specifi-
cally, our results, recently published in [7], indicated that the higher level of automation
could be beneficial to low-scoring participants but detrimental to high-scoring ones and
vice versa. In addition, inter-subject single-trial classification results showed that the
studied behavioral and physiological features were relevant to predict mission perfor-
mance. The highest average balanced accuracy (74%) was reached using the features
extracted from all input devices (ET, ECG, mouse clicks and keystrokes). We believe
these features, computed on sliding 10-second time windows, and the achieved classi-
fication accuracy will allow us to approach an observation function (i.e. O). This ob-
servation function will be explored to maintaining a belief state on the human-operator
engagement during mission.
The combination of the methods suggested in [9] and in [7] is under study. The aim
will be to proceed to a MOMDP model learning (with all experimental and crowdsourc-
ing data acquired) followed by the policy computation. We expect the achieved policy
will choose the operation mode of the robot, or to launch alarms, depending on the
current human-operator engagement (or performance), in order to maximize the overall
mission performance.
5 Conclusion and Perspectives
The research concerning human-autonomous agents interaction still is an actual field.
Among authority sharing approaches, the mixed-initiative interaction design has been
shown to be a promising framework to drive such interactions, as it considers all in-
volved agents (human and artificial) as teammates rather than master-slave agents. In
this paper we suggested a redefinition of the mixed-initiative interaction concept in or-
der to integrate the notion of agents’ current capabilities, assuming that performance
of the involved agents - including the human agent - may not be forthcoming. This new
definition implicitly relies on the development of agent monitoring systems.
Our current contributions on this topic propose to rely on the POMDP model,
or on the (MO)MDP model following state variables observability assumptions. The
POMDP framework allows to model non-deterministic (probabilistic) action effects of
the human-automated agents system and observation uncertainties (inaccuracies) re-
lated to the human operator monitoring systems. This decision-making framework en-
ables, on the one hand, to maintain a belief state on human operator cognitive state, and
on the other hand, to compute an interaction driving policy able to adapt the automated
agents’ behavior in function of such an estimation.
The presented proof-of-concept missions have shown promising results, as those
systems have demonstrated: to increase the human performance during mission accom-
plishment [20] and to be able to launch countermeasures [49] when the interaction driv-
ing system estimates it necessary. However, as discussed, in order to perform well the
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POMDP framework needs an accurate modelling of the human-automated agent inter-
action, which in turn depends on huge data acquisition and confident human monitoring
means based on human performance-related features.
In this vein, a crowdsourcing platform was developed [18], and the collected data
have been explored [9] to approximate the state variables transition function - it al-
lows to model non-deterministic (probabilistic) action effects. Lab experiments with
volunteer participants have also been done, based on the same platform [7]. The aim of
this study was to identify behavioral (mouse clicks, keystrokes, eye gaze fixations) and
physiological (cardiac activity) features useful to predict performance using classifiers.
Thus, a possible solution to approximate an observation function of the cognitive state
of the human operator could be based on such classifier outputs.
Future work will address the problem of merging crowdsourcing and lab experi-
ments datasets extending [9, 7] works. A special attention will be given to an automated
way to learn which are the relevant state variables, as well as their granularity in order to
attain a sufficient faithful model that can be processed and solved by existing POMDP
(MOMDP) algorithms. It specially relates to the trade-off between a fair model and a
solvable model. On another hand, one can question the confidence of the human opera-
tor monitoring system in detecting degraded mental states. Ongoing work is searching
for online solutions that exploits, in addition of the ET and ECG features, electroen-
cephalogram (EEG) features [46] in order to increase confidence of the monitoring
system. And finally, the in situ evaluation with a real robot, of the resulting POMDP
policy is planned to be done.
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