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A B S T R A C T 
Suppose we have a sequence of independent exponentially distributed obser-
vations. We would like to test the hypothesis that the sequence has the same 
mean versus the alternative hypothesis that there is an epidemic change in the 
sequence. Epidemic change refers to a change of mean after an unknown point, 
for an unknown duration in the sequence. We first review the asymptotic null 
distributions of the Wald test and likelihood ratio test. However these tests are 
good for large to moderate sample sizes only. In this thesis, we consider the Wald 
test of the epidemic change when the sample size is small. The null distribution 
of the statistic is a linear combination of Dirichlet random variables. A recursive 
formula has been derived to obtain the probabilities. The critical values of this 
exact test and its asymptotic counterpart are then compared. The powers are 
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The problem of detection of changes in the characteristic of a random process 
and of estimating the location of these changes is referred to as the change point 
problem. This has become a fast developing area of research mainly due to the 
wide variety of applications. The development started with Page (1954, 1955) 
who discussed a very simple procedure for detecting a single change. 
Suppose Xi, X2,' • • ^Xn be the sequence of random variables and let Oi, i = 
1 , . . . , n, be the characteristics of the random process. The null hypothesis is 
Oi 二 0 for i = 1 , . . . , n and the alternative hypothesis is Oi = 0 for i < p and 
= 0-h S for i > p where p is the unknown change point and 9 and 6 are the un-
known parameters with 没 , 5 � 0 . Many authors have considered the single change 
point problem for the univariate and the multi-variate normal distributions. Kan-
der and Zacks (1966) discussed test procedures for detecting a single change of 
exponential family of distributions. Worsley (1986) developed confidence regions 
and tests for a single change in the exponential family. Haccou et al. (1988) 
discussed likelihood ratio tests for the change point of exponentially distributed 
random variables. Gombay and Hovarth (1990) derived the limit distribution for 
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the likelihood ratio test statistic. 
Other than single change point problem, we may have two change points in a 
sequence of random variables but the location of the change points are unknown. 
In some situations, it is reasonable to assume that the change occurs follow some 
intervention over a period of time. This refers to the change point problem with 
linear trend. The non-null hypothesis is 6i = 6 ioi i < p, 9i = 9 for 
p < i < q and 6i = 9 S ioi q < i < ri. where p, q are the unknown change 
points such that I < p < q < n and 6 and 5 are the unknown parameters 
with J > 0. Lombard (1987) proposed a rank test statistic for the linear trend 
model, for two-sided hypothesis. Sugiura and Ogden (1994) extended this work 
and proposed rank statistics for testing both one-sided and two-sided hypothesis. 
Huang and Chang (1993) proposed least-square-type estimators for estimating 
the change points in the linear trend model. Gupta and Ramanayake (2001) dis-
cussed change points with linear trend for the exponential distribution. 
The asymptotic non-null distribution for the single change point was first de-
rived by Gombay and Hovarth (1996). Change points with epidemic alternatives 
wore first formulated by Levin and Kline (1985), and studied by Ramanayake 
and Gupta (2002). Broemeling and Tsurumi (1987) described a number of appli-
cations of this model in econometrics. Later, Siegmund (1988a,b), Gombay and 
Hovarth (1990) and Yao (1993) proposed some test statistics and large deviation 
approximations to the significance levels and powers, for sequences of normal ran-
dom variables. Haccou and Meelis (1988) proposed tests for the number of change 
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points in the exponential distributed random variables. Other related topics and 
applications see Chen and Gupta (1995, 1997). 
Now, we consider the case of abrupt change instead of linear trend. Besides, we 
assume that the sequence of independent random variable, X i , . . . follows 
exponential distribution. Epidemic change refers to a change of the parameter 
after an unknown point, for an unknown duration in the sequence. The alterna-
tive hypothesis is ^^  = ^ for z < p and q < i < n while 6i = 6 + 5 otherwise. 
Ramanayake and Gupta (1997，2003) discussed tests for detecting an epidemic 
change for exponential random variables. 
Exponential distribution is one of the most popular model in survival analysis 
and reliability (see for example Lawless, 1982). It is commonly used to model 
lifetimes and duration between Poisson events. Many experiments are designed 
to measure the lifetime or the waiting time of a particular event. For example, 
manufacturers may be interested in the lifetimes of their products so tha t its 
reliability can be estimated. It is also important for the scientists to find out if 
there is any change in the survival time of patients with specific disease among 
different age groups. 
Ramanayake and Gupta (2003) set up the test statistic T = ^M^C^' 
where M = - l ) (n — 2) and defined YI 二 X i j J]]二丄 X j for z = 1 , . . . , n - 1. It 
stated that , under the null hypothesis, (Vi,…，Yn-i) followed i ( l / 2 , . . .，1 /2 ) 
- a Dirichlet distribution. Based on tha t result, the first two central moments, 
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skewness and kurtosis of T are evaluated and thus the approximate critical val-
ues of Ti, the standardized statistic of T, are obtained by Edgeworth expansion 
for moderate sample size. However, it can be proved that ( F i , . . . , l^n-i) follows 
D„_i(l ,…，1) instead. 
Besides, when the sample size is small, the approximation of Edgeworth expansion 
will not be suitable as the expansion works well only when the sample approxi-
mately follows normal distribution. We treat the i = 1,... ,n defined above 
as spacings. Thus T is the linear combination of the spacings and J\ is the stan-
dardized statistic of T. Huffer (1988) proved that the exact value of the linear 
combination of spacings is obtainable by the method of divided difference. Huffer 
and Lin (2001) generalized the idea. 
Follow the idea of Rarnanayake and Gupta (2003)，we review the null distribution 
of the test statistic T and hence the approximate critical values for moderate and 
large sample size for standardized statistic T\. Besides, the exact critical val-
ues of Ti for small sample size will be calculated. Moreover, we will study the 
powers of the test. This thesis is organized as follows. The derivation of the 
likelihood ratio type test statistic Ti and the revision of the null distribution of 
T are stated in Chapter 2. Besides, the use of three terms Edgeworth expansion 
to approximate the critical values of T\ for moderate and large sample sizes will 
also be presented in this chapter. In Chapter 3，we will describe the application 
of divided difference to obtain the oxact critical values of the test statistic for 
small sample size. The results obtained by the methods stated in Chapter 2 and 
4 
Chapter 3 are displayed in Chapter 4. Besides, the powers of the with selected 
values of change points (p, q) for small and moderate sample sizes are listed in this 
chapter. Moreover, three examples will be presented in Chapter 5 to illustrate 
the procedures in this thesis. Finally, we draw conclusions based on the studies 
carried out in this thesis and also suggest some related research problems that 
will be of interest in the future. 
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Chapter 2 
Likelihood Ratio Test Statistic 
2.1 Introduction 
Wald test and likelihood ratio test are two of the commonly used tests in hypoth-
esis testing. Rammanayake and Gupta (2003) proposed a test statistic based on 
the likelihood ratio to detect an epidemic change in a sequence of independently 
distributed random variables. Kander arid Zacks (1966) proposed a similar statis-
tic to detect a shift in mean for a sequence of random variables in the exponential 
family. 
2.2 Formulation 
Suppose there is a sequence of exponentially distributed random variables { X J 
with density function, f{xi, 9{) = j： e x p ( — f o r S = 1,...，n which is suspected 
of an epidemic change. Epidemic change refers to a change of the parameter after 
an unknown point, for an unknown duration in the sequence. The null hypothesis 
of testing the sequence with constant mean versus the alternative hypothesis tha t 
6 
Oi, z = 1 , . . . , n are subjected to an epidemic change can be written as, 
Hq : di = Q, i = 1,... ,n 
( e i<p 
HA ： Oi = < e-{-S p<i<q 
[9 q <i <n 
where p, q are the unknown change-points such that 1 < p < q < n and 9 and S 
are the unknown parameters with 6, S > 0. We are going to derive a test statistic 
to detect for this change in the sequence. 
2.3 Likelihood Ratio Type Statistic 
Suppose the change-point {p, q) are fixed, the likelihood function under Hq is, 
L{0,p,q-,x) = 
and the likelihood function under Ha is, 
膨 ， 柳 ） = ” 厂 e x p { 0 y , — — 丄 ) } 
where Wp = Z f = i 足，W^ g = E l i 不 and = EILi 不.Then the log likelihood 
ratio under Ha to that under Hq would be 
f e \ 15 ( 
In = fe - v) In j + " + ^^ . 
Since the location of the changes are not known in most practical situations, we 
assume that (p, q) has equal chance to fall at any possible points p = 1 , . . . , n - 2 
and q = p + 1,... , n — 1. Under the null hypothesis, let | 一 0+. Then we have 
In 膨 ; X ) = 1 g g { ( . - . ) I n ( ^ ) + W - W , ) ' / - ( l + 
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where N = {n — l )(n — 2)/2. Since the first term in the parenthesis is a known 
constant, the equivalent test statistic is, 
n-l q-1 yr^ 1 n-1 
了。= = （2.1) 
q=2 p=l q=2 
In most practical situations, it is highly unlikely that 9 would be known. Thus it is 
suggested that 0 in (2.1) is replaced by = • Z l l d 足，the maximum likelihood 
estimator of 9 under Hq. For convenience, the statistic become 
_ u MY.UX, 
where M = \ YZl^n - i){i - 1) = ！(n — l )(n - 2). 
Therefore, we are of interest to study the distribution of T and hence calcu-
late the critical values of standardized statistic, 
2.4 Dirichlet Distribution 
Defined ¥{ = Xi/ 二i Xi, i = 1 , . . . , n — 1 where {Xj}, i = 1 , . . . , n are 
i.i.d. exponentially distributed random variables. Then, we are going to show 
that (Yi , . . . , y„_i) follows Dirichlet„_i(l , . . . , 1) in this section. Note that Ra-
mariayake and Gupta (2003) mistakenly stated ( F i , . . . , y„_i) follows Dirichlet„_i 
with parameters (1/2,. •. , 1/2). First of all, we give the definition of Dirichlet 
distribution. 
Definition: The probability density of a Dirichlet random variable p 二 , . . . , Pn-i) 
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with parameters u = (wi , . . . , Un-\iUn) is defined by (see Johnson and Kotz, 1972) 
where pi,…,Pn-i > 0 ； J2i=i Pi < 1 and Ui,... ,Un > 0. 
Suppose X i , X 2 , . . . ,Xn be mutually independent random variables, each having 
an exponential distribution with parameter 9. The joint p.d.f. of these variables 
can be written as 
1 _i ^ 
/:Yi’X2’...’x„(3:i,a:2’...’ 工n) = 
Let, 
= + 丄 . 仏 ， ⑷ , 2 ， . 』 - l 
Vn = Xi + X2 + . . . + Xn 
The associated transformation maps from 
A = {(xi,x2,. ..,Xn) ； 0 < < 00, i = 1，... ’n} 
onto the space 
B = {(2/1, 2/2’ . . . ， V n - l ^ V n ) ； 0 < 2 = l , . . . , n - 1 , 2/1 + . . . + Vn-l < 1，0 < 
Vn < OO}. 
The single-valued inverse functions are xi 二 . . . , Xn-i = Vnl/n-i,工n = 
Vn{l — y\ — • • • — Vn-l) so that the Jacobian is 
Vn 0 ... 0 yi 
0 Vn • •. 0 y2 
J — • • • • 一 o,n-l 
J — : : - . : ： — ^n 
0 0 …Vn Vn-l 
-Vn -Vn . . . -Vn (1 — /^l 一 ... — Vn-l) 
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Hence, the joint p.d.f. of l^i’ 1^ 2，…’ Yn-i, Ki is given by 
=fYx,...,Yn-i(yU …’ yn—l)fVrXVn) 
provided that (2/1,..., yn-i,Vn) G B and is equal to zero elsewhere. Note that 
/n’...’yn-i('"i’ …，"n- i ) = {n - 1)! 
and 
感 ) = f ^ � l e 予 . 
Since the joint distribution of ^ i , . . . ,Yn-i,Vn can be written as the product 
of fv^{vn) and /yi’...’:K„_i (yi, • . . ’ 2/n-i) and thus K is Gamma distributed with 
parameters 6 and n, Yi , . . . ,Yn-i are Dinchletn_i(l,. •. , 1) and they are stochas-
tically independent. The mixed moments of i = 1 , . . . , n - 1 can be written 
as (see Johnson and Kotz, 1972), 
n - l 
"n’...’r„—1 = E [ [ [ yl\ 
= n i L i r ( ' 叫 + 
_ n i U r � + 
=n:u(氏)【“] 
- ( e u ^ ^ F ^ 
where a ^ = a ( a + l ) • . . ( a + r - 1 ) . In particular, E[Yi\ = | and E[Yi,Yj] 二 ^ ^ ^ 
where 6 = Oj. The mixed moments of Yi for 6i = 1/2 and 1 , i = 1,…，n-
1 are shown in Appendix A.l. The deviation of the first four moments of T, 
10 
E(T), Var{T), and the coefficients of skewness and kurtosis (3i(T) 
and 从T), under Hq is given in Appendix A.2. The results are shown below, 
风 T) = i 
轉 ) = 2 0 ( n - J ( n - 2 ) 
" “ r � = - ( n + 4 ) ( n - 4 ) 
, 3 � J 一 7 0 ( n - l ) 2 ( n - 2 ) 2 
_ 3(7n4 + 9n3 62n^ - 324n + 1000) 
) = 2800(n - l)3(n — 2)3 
= - 4 x / 5 ( n + 4 ) ( n - 4 ) 
— 3 ( 7 n 4 + 9n3 - 62n^ - 324n + 1000) 
� = 7 ( n - l ) ( n - 2 ) ( n + 2)2 . 
Define = 风 工 to be the standardized statistic of T. Similarly, the first two 
moments E(Ti), Var{Ti) and the coefficients of skewness and kurtosis (Ti) and 
P2{Ti) are, 
E{T,) = 0 
Var{Ti) = 1 
= "3(了1) 
_ - 4 \ / 5 ( n + 4 ) ( n - 4 ) 
一 7 ( n - l ) ^ ( n - 2 ) ^ ( n + 2)i 
P2{T\) = "4(TI) 
_ 3(7n4 + 9n3 - 62n? - 324n + 1000) 
= 7 ( n - l ) ( n - 2 ) ( n + 2)2 • ( • ) 
Table 2.1 lists the third and fourth moment of the test statistic, for selected 
sample sizes. It shows that the statistic T\ is negative skewness for n > 5 and 
the kurtosis approaches to 3，the kurtosis of a standard normal distribution, as 
the value of n increases. 
11 
n Am) 柳 ） 
5 -0.17924695 2.427114 
10 -0.30429031 2.916667 
15 -0.28241266 2.989848 
20 -0.25711718 3.007829 
25 -0.23607449 3.013093 
50 -0.17453192 3.012544 
75 -0.14431751 3.009500 
100 -0.12572471 3.007521 
125 -0.11283740 3.006198 
150 -0.10323600 3.005263 
175 -0.09572790 3.004570 
200 -0.08964932 3.004036 
225 -0.08459788 3.003614 
250 -0.08031367 3.003271 
Table 2.1: The skewness and kurtosis of test statistic for selected sample sizes 
2.5 Edgeworth Expansion 
For moderate size of n, we can use some normal approximation method to calcu-
late the critical values of One of the popular methods is Edgeworth expansion. 
The purpose of Edgeworth expansion is to calculate values of a distribution func-
tion F in terms of values of the normal distribution. We will approximate the 
critical values of the test statistic by three-term Edgeworth expansion. It is 
useful to find out the critical values of different alpha level for a test statistic as 
we can recognize if there is any epidemic change immediately once we get the 
observed value. 
Let F(. ; A) be the probability cumulative function of interest with culmulants 
K i � i = 1 , 2 , . . . ; $ is the standard normal cumulative function with culmulants 
Qi, z = 1,2, Without loss of generality, assume ki - ai = k,2 — a2 = 0, i.e., 
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both distributions have the same mean and variance. Furthermore, assume that 
Ki — ai = 0(Ai一(1/2)) for i 二 3 ,4 , . . . . We begin with the formal expression of 
F(.; A) in terms of where ^ is the standard normal distribution function. It 
can be shown that 
F(.;A) = e x p < [ f > - a � t  ^ 卜 ⑷ (2.3) 
、i= l ‘ ) 
with 
D'^x) = — 
ox 
= 作 ） 
={-iy-'Hi^i{x)z{x) for i > 1 
where z(x) is the density function of a standard normal distribution and Hi are 
Chebyshev-Hermite polynomials defined by the recursive relations. 
Ho{x) = 1, 
Hi{x) = X, 
Hi{x) = xHi_i{x) - (i - l)Hi^2(x) for i > 2. 
In particular, 
丑2 ⑷ 二 
H3{x) = x^ - 3a: 
H4{x) = — + 3 
Hr^ix) = x^ - lOx^ + 15x. 
Since $ is the unit standard normal distribution, we have q；^  = 0 for j > 3. 
Now, if we use Taylor series expansion to expand (2.3) and collect terms of equal 
13 
order in A—i" and arrange in ascending order, we obtain the formal Edgeworth 
expansion 
工5 _ + + • • • 
where K3 = /is(a:) and K4 = — 
We use three-term Edgeworth expansion for the cumulative distribution func-
tion of statistic T\ to calculate the critical values of J \ for moderate to large 
sample sizes as, 
秘 ） = 巾 ⑷ - - 1) + … 1 ) = 逾 了 _ 3.) 
+ + (2.4) 
where and <p{x) are the distribution function and the density function of a 
standard normal random variable respectively. 
By substituting all the moments in (2.2) into (2.4), we can obtain the critical 
values of J \ for moderate and large sample sizes by Edgeworth expansion. The 





Suppose C/i, U 2 , … � U n are i.i.d. from a uniform distribution on the interval (0，1), 
and let U � < U � < . . . < C/(n) be the corresponding order statistics. Define the 
spaciiigs Si, 5^2,…，Sn+i be the succcssive differences between the order statistics 
Si = - with [/(。）= 1 and f/(奸 1) = 1. Thus, S � = � S � , S 2 , . . . , Sn+i)' 
and + S"2 + . . . + = 1. It is well known that …，Sn+i) is Dirichlet 
distributed (see David and Nagaraja, 2003). The problem of finding the proba-
bilities of events involving one or several linear combinations of spacings has been 
discussed by many authors. Huffer (1988) stated the joint distribution of several 
linear combinations of spacings can be obtained by a theorem related to divided 
difference. 
3.2 Definition of Divided Difference 
Consider a function f whose values are given for the values ai , a 2 , . . . , a^ of the 
variable x. Suppose the values ai , 0 2 , . . . , an are all distinct, the divided difference 
of f for arguments ai , 02 is denoted by / [ a i , 02] and defined by the relation (see 
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Milne-Thomson, 1933) 
. f(ai) - / M f{a2) - f j a i ) . 
/ a i ’ a 2 = 二 = / a2,ai 
ai — a2 a2 - ai 
For n > 2, the divided difference is defined inductively by 
—/[ < 2 2’ 机 • • • ) Qn] - • • .，Q n^-1 
/ l a i , a 2 , . . . , ttnj — 
an — ai 
The definition above is valid only when the values cii, 0 2 , . . . , are all distinct. 
Recall tha t we defined Yi = X i / Yl'i=i for z = 1, 2 , . . . , n and the test statistic 
T = Yl'i^i • The y^'s can be viewed in the point of uniform spacings 
as Vj's divide the unit interval into n pieces, i.e. "^Yi = 1- As the coefficients 
of YIS in T are symmetric, we consider the divided difference with two repeated 
arguments, i.e. /[a^, a^], i = 1,... ,n. 
It is known that the joint distribution of U�,U⑶，...，U(n_r) is (n — 1)! over 
the simplex 
0 < W(l) < U(2) < . . . < U(n-1) < 1 
and correspondingly, the probability density function of the ¥{ is 
n - l 
/(?/i，2/2’...，?/n-i) = (n - 1)! Vi > < 1 
i=l 
The distribution is completely symmetrical in the y^'s. If we define 
n - l 
yn = I - ^ V i , 
i=l 
we have the (degenerate) joint p.d.f. {i = 1，2,…，n) 
n 
/(2/i,y2,...’？/n-i,yn) = (n- 1)! Pi > = 1 
i=l 
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still symmetrical in all yi. That means, the joint distribution of any r of the Yi is 
the same as tha t of the first r , and in particular that the distribution of the sum 
of any r of the Yi say, C^ = Yi + >2 + • • • + ^r is 
脚 = 一 O y y (3.1) 
Now, for r = 2, (3.1) becomes 
侧 = 1 ( 1 — C ” - l 0 < C < 1 
= ( 3 - 2 ) 
This completes the divided difference with two repeated arguments. 
3.3 Theorem 
Let r be a /c X n real matrix. We wish to investigate the distribution of several 
linear combinations of uniform spacings FS. Let P ( r ) denotes the probability 
measure of F S so tha t P r { r S e A} = (P{T))(A). For any ^ G define 1 \ � t o 
be the k xn matrix obtained by replacing the zth column of F by The follow-
ing result was obtained by Micchelli (1980) who stated it in terms of multivariate 
5-splines. Huffer (1988) independently rediscovered it in the probabilistic form 
below. 
Theorem: Suppose d = (di, c/2，…，DN)' satisfies YU�=1. Let ^ = Fd. Then 
n 
p ( r ) = 5 > P ( r v ) (3.3) 
From (3.3), it allows us to express P ( r ) as a sum of simpler terms. 
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3.4 Proof of the Theorem 
The proof of the theorem requires the following facts. When ai , (22,…，o^ n are all 
distinct, we can write 
rr ^ ( f{ai) \ 
/ h， a 2 ’ . . . , c g 二 
If f has a continuous (n — l ) th derivative 广 t h e n for any ai 
have 
/ n \ 
( n - l ) / [ a i , a 2 , . . . , a n ] = 丑广 — i ^]； a 滿 . （3.4) 
\ i=l ) 
Forriiiila (3.4) is an immediate consequence of a result due to Hermite (see Milne-
Thomson, 1933): 
广 1 fti rtn-2 
/[fli, a2,.. •, = / dti / dt2 … 1 
Jo Jo Jo 
where Un = {I - t i )a i + (^ 2 — ti)a2 + • . . + {tn-2 _ 亡n-i)<^ n—1 + ^n-i^n, and 
亡1，亡2’.. ’ tn-i are to be treated as (n — 1) independent variables. 
To abbreviate the notation for divided difference, let /[a] = /[ai，(22,..., “„]. 
Taking f{u) = e" as the (n - l ) th continuous difFerentiable function in (3.4), the 
Laplace transform of S is 
Eexp{eS) = (n - 1)! exp[0] (3.5) 
where 9 =(没i，02,. • •，没n). The Laplace transform of r S may be obtained from 
(3.5) by inspection and is 
Eexp(e(rS)) = (n- l)!exp[^ r] (3.6) 
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where 9 = {6i,没2’...，没fc). 
To complete the proof, it needs the following lemma on divided differences. For 
any row vector a = (ai, <22，. •.，Qn) and any real number u, define a^^u to be the 
vector by replacing the ith. component of a by u. 
L e m m a : Let f be any function having (n - 1) continuous derivatives. Sup-
pose d = {di, . • •, dn)' satisfies di = 1. For all 1 x n vectors a we have 
n 
/ [a] = Edi/[Xi，^^: 
i=l 
where u = xd. 
Let ^ = r d and u = Since (0r)i’<u =没1\„，applying the lemma yields 
n 
exp[^ r] = 
i=l 
Thus, the Laplace transform in (3.6) is expressed as a linear combination of sim-
ilar Laplace transforms. This completes the proof. 
3.5 Application of Theorem 
To calculate the exact critical values of the test statistic T\, we apply the theorem 
by setting F is 1 x n with the coefficients of Yi, i = 1 , . . . , n as the elements 
of r . We illustrate the theorem (3.3) with n二7, the elements of F are a — 
(0, 0.5, 0.8, 0.9, 0.8,0.5,0) and thus k = 5. Note tha t the divided difference is 
symmetric function of the arguments (see Milne-Thomson, 1933). We sort the 
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non-zero arguments in ascending order and define 
di = and 0.2 = 
CLk - ai ai - dk 
with ai = 0 for z > k. We can see that di d2 = 1 and diai + diCLk = 0. By 
applying the theorem, P ( r ) = diP(ri’o) + (^ 2?(厂2，0), i.e., 
/ k \ / k \ /fc-i \ 
Pr r ^ a i y ^ =di Pr ^ a ^ y ^ > t + Pr � 力 . (3.7) 
\ i= l / \i=2 / \i=l J 
Fix t > 0 and define 
Qk(a i , a2 , . . . , ak ) = Pr | ^ aiYi > 
Since the arguments are exchangeable, 
Qk{0, a2,..., dk) = Qfc-i(a2,. • •, cik), 
and etc. So (3.7) can be expressed as, 
^ / � akQk-l(<^2, ^k) - • • •, O-k-l) 
... ,ak) = • 
dfc - ai 
(3.8) 
The explicit value of Qfc(ai’ a�’...，afc) can be calculated by applying formula 
(3.8) above recursively. Hence, by setting Qk(0'i,CL2,...，afc) = a where a is the 
desired alpha level, the value of t which is the exact critical values of is ob-
tainable. In case t < 0, it can be reduced to t > 0 by changing the sign of 
CLli CL2, • . • , (Ik-
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The value of divided difference with single argument is 
Pr{Yi>t) = { l - t r - \ 
When there are two repeated arguments, by formula (3.2), 
> t) = 1 - f f 2 { y ) d y 
Jo 
= l - ( n - l ) ( n - 2 ) j y{l - yf-hiy 
= ( n - 1)(1 - - (n - 2)(1 - t Y - \ 
Thus, by substituting the values above into (3.8), we get the exact critical values 
of T and for small sample size with alpha levels 0.01,0.025，0.05,0.1,0.25. The 





III Chapter 2, we reviewed the joint distribution of Yi for i = 1 ’ . . . ’n and the 
first four moments of The revised critical values obtained from the Edge-
worth expansion for moderate and large sample sizes will be tabulated. Besides, 
we measure the accuracy of Edge worth expansion for small sample sizes. How-
ever, it shows that the result is not satisfactory as the expansion requires the 
assumption that observations approximately follow normal distribution. More-
over, we also compare the simulation results with the exact critical values for 
small sample sizes. 
4.2 Critical Values for Moderate and Large 
Sample Sizes 
We described the formula of three-terms Edgeworth expansion in Chapter 2. By 
plugging in the moments of T\ into (2.4), we obtain the critical values for selected 
moderate and large sample sizes which are displayed in Table 4.1 and Table 4.2 
with OL = 0.01,0.025,0.05,0.1,0.25. (Note: c^ is defined as ！{x)dx = a) . 
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4.3 Critical Values for Small Sample Sizes 
4.3.1 Exact Critical Values 
In Chapter 3，we illustrate the application of the method of divided difference to 
calculate the exact critical values of Ti with alpha levels 0.01，0.025,0.05,0.1 and 
0.25. Table 4.3 and Table 4.4 give the exact critical values of T and Ti for small 
sample sizes (n = 5 , . . . , 20). 
4.3.2 Edgeworth Expansion Results 
Table 4.5 displays the critical values calculated by three-term Edgeworth expan-
sion for small sample sizes. The values in the brackets are the exact alpha levels 
obtained by the method of divided difference. The performance of Edgeworth 
expansion graduate increases as the value of n increases. So, it is reasonable to 
believe tha t when n > 20, we can apply the Edgeworth expansion to get a good 
approximation for the critical values. 
4.3.3 Simulation Results 
Other than the Edgeworth expansion, we detect the accuracy of simulation for 
small sample sizes. We simulate 200,000 sequences of exponentially distributed 
random variables with parameter 0 = 1. Same as above, the values in the brackets 
are the exact alpha levels obtained by the method of divided difference. The 
performance is relatively stable and fair for n = 5，...，20. The critical values 
obtained for small sample sizes are shown in Table 4.6. 
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4.4 Power 
To test a hypothesis, our aim is to see if the null hypothesis should be rejected. 
However, as the conclusion is based on sample information, it could not avoid 
making errors. There are two types of errors that may occur. Type I error is the 
null hypothesis is rejected when it is true. If the null hypothesis is not rejected 
when it is false, it is type II error. The power of a test is the probability of 
rejecting the null hypothesis when it is actually false. It is equal to one minus 
the probability of committing a type II error. Table 4.7 lists the powers of 
which are obtained by 10,000 runs. We use the critical values calculated by di-
vided difference to determine the existence of epidemic change. To keep the table 
to a reasonable size, we consider the cases of n = 20，没二 1 and some selected 
values of {p, q), with significant levels a = 0.05 and a = 0.1 (right-tailed). The 
performance of the test at different level of 6 (1,2,3’ 4) are shown. According to 
the simulation results of Table 4.7, the performance of Ti is satisfactory when the 
change points (p, q) appear around in the middle of the sequence. The difference 
is more significant when the value of 6 increases. 
Ill case of moderate sample size, the above phenomenon is more obvious. The 
powers of Ti for n = 50, 0 = 1 with selected values of p, q are displayed in Table 
4.8. The significant levels are 0.05 and 0.1 (right-tailed) and the values of 6 are 
(1,2,3’ 4). The critical values are obtained from three-term Edgeworth expansion 
in this situation. The performance is good when the change points (p, q) fall in 
the center of the sequence and even better when the duration is long. 
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n CQ.OI Co.025 Co.05 Cq.IO Co. 25 
2.1372 1.8435 1.5778 0.6990 
50 2.1899 1.8746 1.5949 1.2639 0.6917 
75 2.2148 1.8897 1.6035 1.2667 0.6885 
100 2.2298 1.8989 1.6089 1.2685 0.6866 
125 2.2401 1.9053 1.6125 1.2698 0.6853 
150 2.2477 1.9100 1.6153 1.2708 0.6843 
175 2.2536 1.9137 1.6175 1.2715 0.6835 
200 2.2584 1.9167 1.6192 1.2722 0.6830 
225 2.2623 1.9192 1.6207 1.2727 0.6825 
250 2.2656 1.9213 1.6219 1.2731 0.6820 
oo 2.3260 1.9600 1.6450 1.2820 0.6740 
Table 4.1: Approximate critical values of 7] for moderate sample sizes obtained 
by Edgeworth expansion 
n CQ.OI Co.025 CO.05 CQ.IO Co.25 
300 2.2710 h o m r e m 1.2738 0.6814 
350 2.2752 1.9273 1.6254 1.2744 0.6808 
400 2.2785 1.9294 1.6267 1.2748 0.6804 
450 2.2813 1.9312 1.6277 1.2752 0.6801 
500 2.2836 1.9327 1.6286 1.2755 0.6798 
550 2.2856 1.9339 1.6293 1.2758 0.6795 
600 2.2874 1.9350 1.6300 1.2760 0.6793 
650 2.2889 1.9360 1.6306 1.2763 0.6791 
700 2.2903 1.9369 1.6311 1.2764 0.6790 
750 2.2916 1.9377 1.6316 1.2766 0.6788 
800 2.2927 1.9384 1.6320 1.2768 0.6787 
850 2.2937 1.9390 1.6324 1.2769 0.6785 
900 2.2946 1.9396 1.6327 1.2770 0.6784 
950 2.2955 1.9402 1.6330 1.2772 0.6783 
1000 2.2963 1.9407 1.6333 1.2773 0.6782 
oo 2.3260 1.9600 1.6450 1.2820 0.6740 
Table 4.2: Approximate critical values of for large sample sizes obtained by 
Edgeworth expansion 
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n CQ.OI Co.025 Co.05 Co. 10 Co.25 
~~5 0.84188 0.80118 0.76356 0.71818 0.62936 
6 0.78356 0.75076 0.71892 0.67856 0.60378 
7 0.74548 0.71676 0.68924 0.65428 0.58890 
8 0.71988 0.69330 0.66834 0.63704 0.57882 
9 0.70086 0.67612 0.65298 0.62424 0.57128 
10 0.68598 0.66272 0.64112 0.61434 0.56538 
11 0.67398 0.65194 0.63156 0.60642 0.56068 
12 0.66406 0.64304 0.62368 0.59990 0.55680 
13 0.65566 0.63552 0.61704 0.59440 0.55354 
14 0.64846 0.62908 0.61136 0.58970 0.55076 
15 0.64218 0.62348 0.60642 0.58564 0.54836 
16 0.63666 0.61856 0.60208 0.58206 0.54624 
17 0.63174 0.61418 0.59822 0.57888 0.54438 
18 0.62730 0.61026 0.59478 0.57606 0.54272 
19 0.62346 0.60664 0.59162 0.57348 0.54120 
20 0.61954 0.60408 0.58890 0.57114 0.53994 
Table 4.3: The exact critical values of T for small sample sizes 
n CQ.OI CO.025 Co.05 CQ.IO Co.25 
~ ~ 5 2 . 0 0 1 8 4 4 1 . 7 6 3 5 3 0 1 . 5 4 3 2 4 9 1 . 2 7 7 5 3 1 0 . 7 5 7 4 5 4 6 
6 2.005072 1.773141 1.547998 1.262610 0.7338354 
7 2.004336 1.769838 1.545138 1.259691 0.7258655 
8 2.015233 1.771624 1.542862 1.255992 0.7223972 
9 2.026778 1.777139 1.543645 1.253644 0.7192508 
10 2.037309 1.782508 1.545892 1.252532 0.7162020 
11 2.047217 1.787873 1.548062 1.252241 0.7140196 
12 2.056601 1.793101 1.550411 1.252313 0.7120257 
13 2.065063 1.797876 1.552711 1.252358 0.7102884 
14 2.073131 1.802504 1.555058 1.252592 0.7088248 
15 2.080486 1.806853 1.557218 1.253150 0.7076402 
16 2.087516 1.811034 1.559298 1.253487 0.7063277 
17 2.093927 1.814821 1.561147 1.253749 0.7053930 
18 2.099485 1.818455 1.563152 1.254414 0.7045563 
19 2.107620 1.820481 1.564071 1.254398 0.7033367 
20 2.107803 1.835203 1.567539 1.254384 0.7042466 
Table 4.4: The exact critical values of T\ for small sample sizes 
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n CQ.oi(O.Ol) CO.O25(0.025) CO.O5(0.05) co.io(O.l) co.25(0.25) 
~ ~ 5 2 . 0 9 7 2 ( 0 . 0 0 6 4 8 ) 1 . 8 5 1 9 ( 0 . 0 1 8 2 3 ) 1 . 6 0 9 1 ( 0 . 0 4 1 1 5 ) 1 . 3 0 1 7 ( 0 . 0 9 4 5 ) 0 . 7 3 3 4 (0.2580) 
6 2.0698 (0.00735) 1.8251 (0.02079) 1.5851 (0.04507) 1.2829 (0.0957) 0.7278 (0.2521) 
7 2.0601 (0.00775) 1.8130 (0.02147) 1.5730 (0.04625) 1.2725 (0.0973) 0.7232 (0.2509) 
8 2.0585 (0.00830) 1.8080 (0.02209) 1.5669 (0.04679) 1.2663 (0.0978) 0.7196 (0.2510) 
9 2.0609 (0.00868) 1.8067 (0.02266) 1.5639 (0.04734) 1.2626 (0.0981) 0.7167 (0.2509) 
10 2.0653 (0.00892) 1.8074 (0.02306) 1.5627 (0.04779) 1.2603 (0.0984) 0.7143 (0.2507) 
11 2.0707 (0.00911) 1.8091 (0.02336) 1.5625 (0.04813) 1.2588 (0.0987) 0.7122 (0.2506) 
12 2.0764 (0.00926) 1.8115 (0.02359) 1.5630 (0.04837) 1.2579 (0.0988) 0.7105 (0.2505) 
13 2.0822 (0.00937) 1.8141 (0.02377) 1.5638 (0.04858) 1.2574 (0.0990) 0.7090 (0.2504) 
14 2.0880 (0.00946) 1.8169 (0.02392) 1.5648 (0.04875) 1.2571 (0.0991) 0.7077 (0.2504) 
15 2.0936 (0.00953) 1.8197 (0.02404) 1.5660 (0.04889) 1.2570 (0.0992) 0.7065 (0.2504) 
16 2.0990 (0.00959) 1.8225 (0.02414) 1.5673 (0.04899) 1.2570 (0.0993) 0.7054 (0.2503) 
17 2.1041 (0.00964) 1.8252 (0.02423) 1.5685 (0.04910) 1.2571 (0.0994) 0.7045 (0.2503) 
18 2.1090 (0.00968) 1.8278 (0.02429) 1.5698 (0.04919) 1.2572 (0.0994) 0.7036 (0.2503) 
19 2.1137 (0.00969) 1.8303 (0.02432) 1.5710 (0.04928) 1.2574 (0.0994) 0.7028 (0.2503) 
20 2.1181 (0.01000) 1.8328 (0.02337) 1.5722 (0.04948) 1.2576 (0.0996) 0.7020 (0.2501) 
Table 4.5: Approximate critical values of Ti obtained by Edgeworth expansion 
and the corresponding exact alpha levels 
n co.oi(O.Ol) C0.025 (0.025) co.o5(0.05) co.io(O.lO) 00.25(0-25~ 
~ ~ 5 ~ 1 . 9 9 3 2 ( 0 . 0 1 0 4 ) 1 . 7 5 9 4 ( 0 . 0 2 5 4 ) 1 . 5 4 0 8 ( 0 . 0 5 0 4 ) 1 . 2 7 6 2 ( 0 . 1 0 0 3 ) 0 . 7 5 4 4 (0.2510) 
6 2.0089 (0.0098) 1.7737 (0.0249) 1.5478 (0.0500) 1.2569 (0.1012) 0.7275 (0.2522) 
7 2.0032 (0.0100) 1.7672 (0.0252) 1.5487 (0.0495) 1.2655 (0.0988) 0.7315 (0.2481) 
8 2.0182 (0.0099) 1.7728 (0.0249) 1.5452 (0.0497) 1.2570 (0.0998) 0.7239 (0.2495) 
9 2.0215 (0.0102) 1.7711 (0.0255) 1.5389 (0.0507) 1.2456 (0.1017) 0.7163 (0.2510) 
10 2.0482 (0.0096) 1.7823 (0.0250) 1.5483 (0.0497) 1.2555 (0.0994) 0.7187 (0.2492) 
11 2.0567 (0.0096) 1.7893 (0.0249) 1.5459 (0.0503) 1.2495 (0.1006) 0.7088 (0.2518) 
12 2.0684 (0.0095) 1.8045 (0.0241) 1.5583 (0.0490) 1.2556 (0.0993) 0.7126 (0.2498) 
13 2.0685 (0.0099) 1.8058 (0.0244) 1.5580 (0.0493) 1.2526 (0.1000) 0.7132 (0.2490) 
14 2.0809 (0.0097) 1.8090 (0.0245) 1.5651 (0.0487) 1.2552 (0.0995) 0.7096 (0.2498) 
15 2.0848 (0.0098) 1.8110 (0.0247) 1.5600 (0.0496) 1.2551 (0.0996) 0.7111 (0.2488) 
16 2.0942 (0.0098) 1.8223 (0.0242) 1.5639 (0.0494) 1.2549 (0.0997) 0.7064 (0.2500) 
17 2.0944 (0.0100) 1.8113 (0.0253) 1.5586 (0.0503) 1.2520 (0.1004) 0.7035 (0.2506) 
18 2.0852 (0.0105) 1.8141 (0.0253) 1.5576 (0.0507) 1.2497 (0.1009) 0.7047 (0.2499) 
19 2.1037 (0.0101) 1.8150 (0.0255) 1.5613 (0.0504) 1.2520 (0.1004) 0.7058 (0.2491) 
20 2.1271 (0.0083) 1.8357 (0.0242) 1.5706 (0.0491) 1.2553 (0.0996) 0.7047 (0.2498) 
Table 4.6: Approximate critical values of Ti obtained by simulation and the 
corresponding exact alpha levels 
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~pq 6 = 1 6 = 2 5 = 3 5 = 4 
g = 0.05 Q! = 0.1 a = 0.05 a = 0.1 a = 0.05 a = 0.1 a = 0.05 a = 0.1 
~ 3 8 0 . 0 7 3 1 0 . 1 4 9 1 0 . 0 9 5 8 0 .19140 .1264 0 .23710 .1642 0.2906 
3 12 0.2469 0.3759 0.4582 0.6089 0.6042 0.7425 0.7099 0.8252 
3 18 0.2152 0.3528 0.3705 0.5394 0.4751 0.6494 0.5588 0.7212 
5 10 0.1957 0.3095 0.3762 0.5109 0.5285 0.6653 0.6458 0.7672 
5 14 0.3806 0.5142 0.6717 0.7844 0.8377 0.9120 0.9223 0.9613 
5 18 0.2596 0.3956 0.4617 0.6188 0.5918 0.7434 0.6879 0.8142 
7 12 0.2656 0.3788 0.5064 0.6245 0.6881 0.7830 0.7888 0.8629 
7 16 0.3343 0.4692 0.6044 0.7379 0.7819 0.8729 0.8608 0.9288 
7 18 0.2341 0.3573 0.4128 0.5604 0.5346 0.6799 0.6158 0.7414 
9 14 0.2408 0.3608 0.4709 0.5966 0.6322 0.7435 0.7550 0.8446 
9 18 0.1563 0.2621 0.2699 0.4028 0.3668 0.5099 0.4341 0.5822 
11 16 0.1344 0.2315 0.2362 0.3722 0.3356 0.4874 0.4347 0.5902 
11 18 0.0837 0.1595 0.1226 0.2166 0.1534 0.2603 0.1793 0.2917 
13 18 0.0316 0.0720 0.0281 0.0681 0.0270 0.0713 0.0260 0.0674 
Table 4.7: The powers of test statistic Ti for selected value of p and q for small 
sample size (n=20) 
q 6 = 1 6 = 2 6 = 3 5 = 4 
a = 0.05 a = 0.1 Q = 0.05 a = 0.1 a = 0.05 a = 0.1 a = 0.05 a = 0.1 
" 4 2 0 0.0518 0 . 1 0 4 7 0 0 6 ^ o l ^ 0 0 7 ^ 0 .14740 .0881 0.1649 
4 40 0.4408 0.6008 0.7313 0.8466 0.8500 0.9253 0.9030 0.9571 
8 24 0.2417 0.3753 0.4956 0.6498 0.6776 0.8026 0.7942 0.8925 
8 40 0.6139 0.7517 0.9202 0.9642 0.9837 0.9961 0.9971 0.9990 
12 24 0.3005 0.4396 0.6022 0.7287 0.8072 0.8856 0.9056 0.9543 
12 40 0.6659 0.7876 0.9506 0.9781 0.9952 0.9983 0.9986 0.9997 
16 24 0.2578 0.3824 0.5186 0.6443 0.7184 0.8155 0.8458 0.9061 
16 40 0.6296 0.7528 0.9297 0.9659 0.9889 0.9959 0.9986 0.9995 
20 28 0.3027 0.4234 0.6015 0.7114 0.7956 0.8618 0.8994 0.9386 
20 40 0.5266 0.6639 0.8620 0.9293 0.9641 0.9854 0.9914 0.9966 
24 32 0.2885 0.4026 0.5805 0.6934 0.7709 0.8475 0.8842 0.9305 
24 40 0.3668 0.5119 0.6947 0.8111 0.8797 0.9378 0.9511 0.9766 
28 36 0.2067 0.3194 0.4395 0.5746 0.6216 0.7433 0.7710 0.8563 
28 44 0.1275 0.2312 0.2283 0.3658 0.3272 0.4828 0.4036 0.5647 
32 40 0.0963 0.1837 0.1604 0.2838 0.2307 0.3862 0.3078 0.4777 
Table 4.8: The powers of test statistic for selected value of p and q for moderate 




5.1 Stanford Heart Transplant Data 
Crowley and Hu (1997) gave the survival times of potential heart transplant re-
cipients from their date of acceptance into the Stanford heart transplant program. 
The data is presented in Appendix B.l (see also Kalbfleisdi and Prentice, 2002). 
We are interested in testing if there is any epidemic change of survival time by 
different ago groups. 
5.1.1 The Data 
The da ta set consists of 103 patients with 35 age groups. Each record contains 
the following variables, 
• Patient Ident. : Patient identity number. 
• Time of Accept. : Time of acceptance in years since Jan. 1, 1967. 
• Age at Accept. : Age at acceptance. 
• Surg. : Previous surgery 1 =yes，0 =no. 
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• Transpl. Time : In days from acceptance. 
• Surv. Status : Survival status 1 =dead, 0 =censored. 
• Surv. Time : Survival time in days from acceptance. 
• Matching : 1 =number of mismatches, 2 =HLA-A2 mismatch, 3 =mismatch 
score. 
The average survival times for each age group are tested for exponentially. The 
probability plot indicated that the exponential model is valid for the data (see 
Appendix B.4). For visual inspection, we plot the average survival time against 
the age of patients in Figure 5.1. It seems that there is an epidemic change in 
the sequence of patient's age. 
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Figure 5.1: Scatter plot of average survival time against age 
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5.1.2 Result 
To detect the existence of the epidemic change precisely, we use the three-term 
Edgeworth expansion for test statistic as the sample size is moderate. Prom 
Table 5.1，we can see tha t is significant at o： = 0.05 level. 
Statistic Method Observed value p-value 
Ti Edgeworth Expansion 1.661010 0.04181491 
Table 5.1: Result of the test for Stanford heart transplant data 
5.2 Air Conditioning Data 
Proschan(1963) gave the time intervals, in hours of operation, between successive 
failures of air conditioning equipment in a number of Boeing 720 jet aircrafts. 
The da t a arose in the following way. Records were kept for the time of successive 
failures of the air conditioning system of each member of a fleet of Boeing 720 jet 
aircrafts. The intervals between successive failures are listed in order of occur-
rence in Appendix B.2. After roughly 2,000 hours of service, the planes received 
major overhaul. The failure intervals containing major overhaul were omitted 
from the listing since the lengths of tha t failure intervals may have been affected 
by the operation. 
5.2.1 The Data 
To illustrate the test procedures, we use the da ta collected in Plane 7911 which 
contains 14 records as an example. The sequence of successive failure times is 
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tested for exponentially. The probability plot indicated that the exponential 
model is valid for the da ta (see Appendix B.5). The plot of the sequence is 
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Figure 5.2: Scatter plot of successive failure times 
5.2.2 Result 
To examine the existence of the epidemic change more rigorously, we compare the 
results of both Edgeworth expansion and divided difference for test statistic Ti 
as the sample size is small. Prom Table 5.2，we can see tha t is not significant 
in both methods at a = 0.05 level. 
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Statistic Method Observed value p-value 
~Ti Divided Difference 0.9536797 0.1732825 
Ti Edgeworth Expansion 0.9536797 0.1734588 
Table 5.2: Result of the test for Plane 7911 
5.3 Insulating Fluid Failure Data 
Nelson (1970) presented some data on the time to breakdown of a type of elec-
trical insulating fluid subjects to a constant voltage stress. The lengths of time 
until each specimen failed for 7 voltage levels were observed. The data is shown 
in Appendix B.3 (see also Lawless, 1982). 
5.3.1 The Data 
We use the fluid subjects to 30kV voltage as an example. The sequence of break-
down times consists of 11 records. The breakdown times are then tested for 
exponentially. The probability plot indicates that the exponential model is valid 
for the da ta (see Appendix B.6). We plot the sequence in Figure 5.3 and it indi-
cates that there seems to be an epidemic change in the sequence. 
5.3.2 Result 
We use the test statistic T\ to detect the existence of the epidemic change pre-
cisely. Prom Table 5.3, we can see that T\ is significant in both Edgeworth 
expansion and method of divided difference at a = 0.05 level. 
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Figure 5.3: Scatter plot of breakdown times 
Statistic Method Observed value p-value 
~Ti Divided Difference 1.701882 0.03254837 
Ti Edgeworth Expansion 1.701882 0.03436424 
Tabic 5.3: Result of the test for insulating fluid 
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Chapter 6 
Conclusion and Further Research 
Topic 
6.1 Conclusion 
The aim of this thesis is to detect any epidemic change in a sequence of ran-
dom variables which are exponentially distributed. Epidemic change refers to the 
abrupt change of the parameter after an unknown point, for an unknown dura-
tion. A brief introduction of the background of single change point problem and 
two change points problem with linear tread and abrupt change are presented in 
Chapter 1. We are interested in finding some critical values of different alpha lev-
els for a test statistic such that we can recognize if there is any epidemic change 
immediately once we get the observed value. 
In Chapter 2, we describe the development of the likelihood ratio type statis-
tic T in Ramanayake and Gupta (2003). Under the null hypothesis, we prove the 
{y^} for i = 1,…，n — 1 follow Dirichlet distribution with parameters (1 , . . . ’ 1) 
instead of (1/2, . . . , 1 / 2 ) which was stated in the paper. Following this discovery, 
we review the first four moments, skewness and kurtosis of T and hence those of 
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Ti. With these information, we can apply Edgeworth expansion which requires 
the data approximately follows normal distribution to obtain the desired critical 
values. That means, this expansion provides a good approximation only when 
the sample size is large enough. 
Some basic knowledge of divided difference is described in Chapter 3. The 
performance of three-terms Edgeworth expansion is not satisfactory when the 
sample size is small. To provide the exact critical values of Ti, we treat the 
{Vi}, i = 1 , . . . , n as spacings and hence the test statistic will be the linear com-
bination of spacings. According to Huffer (1988)，we use the method of divided 
difference to calculate the critical values explicitly. The main idea of this method 
is to express as a sum of simpler terms and then apply (3.3) recursively. The 
proof is also presented in this chapter. 
Ill Chapter 4, the computational results which are obtained by dificrciit meth-
ods are displayed. First of all, we have the approximate critical values of T\ 
obtained by Edgeworth expansion for moderate and large sample sizes. It can be 
seen that the critical values of expansion approach to those of a standard nor-
mal distribution as the sample size increases. Besides, the exact results obtained 
by the algorithm of divided difference for small sample sizes are also displayed. 
Moreover, we compare the performance obtained by Edgeworth expansion and 
simulation with those obtained by divided difference for small sample sizes. In 
Table 4.5 and Table 4.6, the values in the brackets are the corresponding true 
alpha levels of the approximations. It shows that the performance of Edgeworth 
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expansion is getting better as the sample size increase which agrees with the idea 
of the expansion. On the other hand, the overall performance of simulation is 
fair except a few values. After that, the powers of the test for small and mod-
erate sample sizes are shown in Table 4.7 and Table 4.8 respectively. The tables 
indicate tha t the test performs well when the change points (p, q) fall around the 
middle of the sequence. 
There are three illustrative examples in Chapter 5. The first example of Stan-
ford heart transplant da ta demonstrates the procedures of Edgeworth expansion 
to detect epidemic change for moderate sample size using Ti. The patients are 
grouped into 35 age groups and we are of interest to test if there is any abrupt 
change in average survival time among the age of heart transplant. The result 
shows that we reject the hypothesis that there is no epidemic change in the age 
of heart transplant. 
The second and third examples illustrate the algorithm of divided difference to 
examine the abrupt changes when the sample size is small. The 14 time intervals 
of successive failures of air conditioning in the second example are modeled by 
exponential distribution. The p-values of Edgeworth expansion and divided dif-
ference are very close (difference = 0.0001762) and the results indicate that there 
is no evidence to reject the hypothesis of no epidemic change in the sequence of 
intervals. In the third example, the 11 breakdown times of the insulating fluid 
subjects to 30kV voltage follow exponential distribution. The difference of p-
value of the two methods is 0.00181592. The results show that the breakdown 
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times of the fluid are suspected of epidemic change. 
6.2 Further Research Topic 
In this thesis, we can detect for the existence of epidemic change but we do not 
know where is the begining and end of the change. Actually, the algorithm of 
divided difference can be applied to other type of test statistics which can be 
written in the form of linear combination of spacings. So, this method can also 
be used to examine the locations of change when sample size is small. Moreover, 
the test for change of characteristic of a sequence of random variables can be in 
linear trend instead of epidemic change also. 
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Appendix A 
A . l The Mixed Moments of Yi in 
Dirichlet Distribution 
di = 2 = 1, . . . ,n 
所 = k 
五⑴2) = 
五(奶 =n(n+2Y(n+4) 
五⑴ 4) = n(n4-2)(n+4)(n+6) 
EiyhYj) = ^ ^ 
EiY^^Yj) = 哪 ’ = ++2!(n+4) 
E{Yi,Yj,Yk) = ri(n+2)(n+4) 
EiYi^Yj) 二 = n(n+2)( 二 )(n+6) 
EiYi^^Yj^) = n(n+2)(n+4)(n+6) 
EiYiW^.Yk) = = =咖+2)(n%(n+6) 
丑O i^, yj，Kfc, yi) = n(n+2)(n+4)(n+6) 
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Oi = 1, 2 = 1, . . . 5 n 
EiYi) = i 
耶 2) = • 
= n(n+lV+2) 
耶 4) = 
耶，⑶ = 
EiYi^Yj) = = 一 + i 2 ) ( 奸 2 ) 
E{Yi,Yj,Yk) = n(„+i)(„+2) 
耶 3 ’ y j ) = 哪 ， y , ) = 二 一 ) 
= = 二 n(n+l)(n+2)(n+3) 
E(Yi,Yj,Yk,Yi} = 
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A.2 Deviation of the First Four Moments of T 
Define M = 1) 
/zi(r) = E(T) 
=妄挪） 
MT) = Var(T) 
- ( n - i ) ( z - l ) 2 ,2 
fci Ei=2 ( n - t ) ( z - l ) 
= 一 - 1 ) 2 五 + 2 — iXi — l ) ( n — j)(j - l ) m , Yj)} — 
i=2 i<j 
"3(” = E{T -
= 五 f f i l L ^ i l ^ — 刚 13 
1 = 2 
i—2 i=2 
t = 2 
= 去 { £ ( n - — 1 ) 3 则 3) 
i=2 
+6 X； (n - i){i - l)(n - j){j - l)(n - k){k - l)E{Yi,Yj,Yk) 
i<j<k 
+ 3 ^ ( n 一 - l ) 2 ( n - j ) ( j - l)E{Y^,Yj) 
i<3 
-卵-l)(n - 3?[3 - 1)2哪’:r/)} 
i<3 
- 摆 { £ ( 打 - 奶 i - + 2 - - l)(n — j){j - l)E{Yu 
i = 2 i<j 
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= - n ( n - l ) ( n - 2 ) ( n 2 - 2 n + 2) 
i=2 
E ( n - j ) ( j - l ) ( n - 2 ) ( i - l ) = —l) (n -2 ) (n — 3)(5n2-6n + 4) 
i<3 
n_l 
= — n ( n - l)(n - 2)(3n^ - 1271^  + - 18n + 16) 
i=2 420 
E 卯 - 1 ) ( 几 - j ) i j - 1)(几-k){k - 1) 
i<j<k 
= - l)(n - 2)(n - 3)(n - 4)(35n^ — + ISSn^ - 68n + 48) 
i<j 
i<3 
= ； - l)(n - 2)(n - 3)(7n4 - 23n^ + STn^  - 22n + 16) 
i=2 
= - l)(n - 2){n'^ -2n + 4)(n^ - + 4n2 + 6) 
i<j 
= - l)(n — 2)(n - 3)(7n® - 38n^ + lOOn^  - 140n^ + l2Sn'^  - 32n + 80) 
f (n — i)3(i — l ) 3 ( n - j ) ( j - l ) 
i<j 
= Y . { n - i ) { i - l ) { n - j f { j - l f 
i<j 
= - l)(n - 2)(n - 3)(3n2 - 4n + 8)(n^ - + Sn^ + 4) 
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E (n - i)Hi - l)2(n — j){j — l)(n - k){k 一 1) 
i<j<k 
= E 伙 i - 1 ) ( 几- - 1 ) ( 几 - - 1)2 
i<j<k 
_ n ( n - l ) ( n - 2 ) ( n - 3 ) ( n - 4 ) 
= 4989600 
{725n® - 3596n5 + 8845n4 — lllSOn^ + 1074071^  — 1984n + 4560} 
^ (n — i){i 一 l)(n - — 1)2(n - k){k 一 1) 
i<j<k 
= e — 333^5 + 几 4 _ 942^3 + io20n2 — 184n + 672) 
498960 
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E (n — i)(z - l)(n - j)(j - l)(n - k)(k - l)(n - l)(l - 1) 
i<j<k<l 
= [ - 侧 ( n —5)n4 + 
{o„2 „ 1 
n^ - — + - - 90 ^ (—393120n4 - 704088n^ — 233352n2 - 6912n + 1152) + 
- n - 20)(207900n^ + 157248n^ + 604871^  — 1152n) + 
- 2n3 + n? — 400)(395955n^ + 1300950n^ + 94953671^  + 164024n + 864) + 
i(-228690n4 - 1281105n^ — 1667862n2 — 598220n - 42560) 
5 
卜 - j + i 丁 叫 + 
-(75600n4 + 724122n3 + 1580922n2 + 982632n + 144872) 
-(-13230n4 - 234612n3 - 86536871^ — 885108n - 222600) 
f 7 7n® n 
-(945n'^ + 40320n3 + 272664n2 + 464496n + 189336) 
\ n® — 4n7 + — — + — - 149600 \ + 
I O O O J 
-(-2835n^ - 45738n2 — 141180n - 94560) 
9 { , 9 _ ’ 6 n 7 — 罕 + 2n3-尝—651186} + 
I 2 & 丄 U J 
i (3150n2 + 22960n + 27528) jn^^ — 5n9 + f - + Sn^ - - 2823400! + 
丄（-1540n - 4312) (n^^ + - lln^ + lln^ - + 字—1219515o| + 
II 2 6 0 J 
(ni2 一 6nii + l lnio - + 22n^ - + Sn^ - 52482000) 
o ^ 2 2 J 
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For di = \ 
n / i \ 
E{T) = • � 
_ 1 = 2 
M ” = io( 二 ( U ) 
3 — 35n4 - 168n3 + 355n^ - 414n + 288 
� 一 " ） = 2 8 0 ( n - l ) 2 ( n - 2 ) 2 
3(5n2 - 13n + 12) 1 
— 4 0 ( n - l ) ( n - 2) + 4 
_ -2 (n + l ) ( n - 4 ) 
二 3 5 ( n - l )2 (n-2)2 
4 _ 175n6 - 1155n5 + 3439n^ — 6201n^ + 8374n2 — ggien + 8640 
( 1 ) = 2800(n — l)3(n 一 2)3 
35n4 - 168n^ + 355n^ - 414n + 288 
1 4 0 ( n - l ) 2 ( n - 2 ) 2 
3(5n2 - 13n + 12)—丄 
+ 4 0 ( n - l ) ( n - 2 ) — 16 
— 3 ( n + l)(7n3 - lOn^ - 103n + 250) 
= 700(n- l )3 (n -2 )3 
For Oi = 1 
_ = Ka 1 
= 一 2 
一 =20(n-^)(n-2) 
3 _ 35n4 - 189n3 + 430n^ - 504n + 288 
E � T - " ) = 2 8 0 ( n - l ) 2 ( n - 2 ) 2 
3(5n2 - 14n + 12) 1 
一 4 0 ( n - l ) ( n - 2 ) ^ 4 
_ - ( n + 4)(n - 4) 
= 7 0 ( n - l ) 2 ( n - 2 ) 2 
4 _ 175n6 - 13655 + 4876n^ - 10548n^ + 15424n^ - 15312n + 8640 
E � T _ ") = 2800(n - l)3(n - 2)3 
35n4 — + 430y^2 _ 504^ + 288 
140(n- l )2 (n -2)2 
3(5n2 - Un + 12) 一 丄 
+ 4 0 ( n - l ) ( n - 2 ) 一 16 
_ 3(7n^ + 9n3 - 62n^ - 324n + 1000) 
= 2800(n — 1)3(71 - 2)3 
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Appendix B 
B . l Stanford Heart Transplant Data 
Matching 
Patient Time of Age at Transpl. Surv. Surv. 
Ident. Accept. Accept. Surg. Time Status Time 1 2 3 
1 0 l 2 30.84 0 i ^ 
2 0.25 51.84 0 1 6 
3 0.27 54.30 0 1 1 16 2 0 1.11 
4 0.49 40.26 0 36 1 39 3 0 1.66 
5 0.61 20.79 0 1 18 
6 0.70 54.60 0 1 3 
7 0.78 50.87 0 51 1 675 4 0 1.32 
8 0.84 45.35 0 1 40 
9 0.86 47.16 0 1 85 
10 0.86 42.50 0 12 1 58 2 0 0.61 
11 0.87 47.98 0 26 1 153 1 0 0.36 
12 0.96 53.19 0 1 8 
13 0.97 54.57 0 17 1 81 3 0 1.89 
14 0.97 54.01 0 37 1 1387 1 0 0.87 
15 0.99 53.82 1 1 1 
16 1.07 49.45 0 28 1 308 2 0 1.12 
17 1.08 20.33 0 1 36 
18 1.09 56.85 0 20 1 43 3 0 2.05 
19 1.13 59.12 0 1 37 
20 1.33 55.28 0 18 1 28 3 1 2.76 
21 1.34 43.34 0 8 1 1032 2 0 1.13 
22 1.46 42.78 0 12 1 51 3 0 1.38 
23 1.53 58.36 0 3 1 733 3 0 0.96 
24 1.57 51.80 0 83 1 219 3 1 1.62 
25 1.57 33.22 0 25 0 1800 2 0 1.06 
26 1.58 30.54 0 0 1401 
27 1.59 8.79 0 1 263 
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Matching 
Patient Time of Age at Transpl. Surv. Surv. 
Ident. Accept. Accept. Surg. Time Status Time 1 2 3 
^ r ^ 54.02 0 71 i 7 2 2 ~ 0 O l T " 
29 1.79 50.43 0 1 35 
30 1.88 44.91 0 16 1 852 4 0 1.58 
31 1.89 54.89 0 1 16 
32 1.91 64.41 0 17 1 77 4 0 0.69 
33 2.16 48.90 0 51 0 1587 3 0 0.91 
34 2.20 40.55 0 23 0 1572 2 0 0.38 
35 2.31 43.47 0 1 12 
36 2.51 48.93 0 46 1 100 2 0 2.09 
37 2.57 61.50 0 19 1 66 3 1 0.87 
38 2.59 41.47 0 1 4.5 5 3 0 0.87 
39 2.63 50.52 0 2 1 53 
40 2.65 48.48 1 41 0 1408 4 0 0.75 
41 2.88 45.30 1 58 0 1322 2 0 0.98 
42 2.89 36.44 0 1 3 
43 3.06 43.39 1 1 2 
44 3.16 42.58 1 1 40 
45 3.26 36.18 0 1 1 45 1 0 0.00 
46 3.28 48.61 1 2 1 996 2 0 0.81 
47 3.34 47.10 0 21 1 72 3 0 1.38 
48 3.35 56.04 0 1 9 
49 3.38 36.65 1 36 0 1142 4 0 1.35 
50 3.38 45.89 1 83 1 980 
51 3.48 48.73 0 32 1 285 4 1 1.08 
52 3.56 41.25 0 1 102 
53 3.75 47.34 0 41 1 188 
54 3.75 47.79 0 1 3 
55 3.85 52.45 0 10 1 61 2 0 1.51 
56 3.92 38.74 0 67 0 942 4 0 0.98 
57 3.95 41.26 0 1 149 
58 3.98 48.02 1 21 1 343 2 1 1.82 
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Matching 
Patient Time of Age at Transpl. Surv. Surv. 
Ident. Accept. Accept. Surg. Time Status Time 1 2 3 
^ ^ 41.38 i 78 0 9 l 6 ~ ~ 0 . 1 9 
60 4.13 49.05 0 3 1 68 3 0 0.66 
61 4.18 52.56 0 1 2 
62 4.19 39.35 0 1 69 
63 4.20 32.66 0 27 0 842 3 1 1.93 
64 4.34 48.82 1 33 1 584 1 0 0.12 
65 4.43 51.29 0 12 1 78 2 0 1.12 
66 4.47 53.21 0 1 32 
67 4.48 19.55 0 57 1 285 3 0 1.02 
68 4.52 45.24 0 3 1 68 3 1 1.68 
69 4.67 47.99 0 10 0 670 2 0 1.20 
70 4.71 53.00 0 5 1 30 3 1 1.68 
71 4.80 47.41 0 31 0 620 3 0 0.97 
72 4.87 26.73 0 4 0 596 3 1 1.46 
73 4.95 56.33 0 27 1 90 3 1 2.16 
74 4.97 29.17 0 5 1 17 1 0 0.61 
75 5.00 52.18 0 1 2 
76 5.01 52.08 1 46 0 545 3 1 1.70 
77 5.02 41.11 0 1 21 
78 5.09 48.70 0 210 0 515 3 0 0.81 
79 5.17 53.78 0 67 1 96 2 0 1.08 
80 5.18 46.44 1 26 0 482 3 0 1.41 
81 5.28 52.89 0 6 0 445 4 1 1.94 
82 4.08 29.20 0 0 428 
83 5.32 53.31 0 32 1 80 4 0 3.05 
84 5.33 42.72 0 37 1 334 4 0 0.60 
85 5.35 47.98 0 1 5 
86 5.42 48.92 0 8 0 397 3 1 1.44 
87 5.47 46.25 0 60 1 110 2 0 2.25 
88 5.49 54.36 0 31 0 370 3 0 0.68 
89 5.51 51.05 0 139 1 207 4 1 1.33 
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Matching 
Patient Time of Age at Transpl. Surv. Surv. 
Merit. Accept. Accept. Surg. Time Status Time 1 2 3 
^ KEi 52.03 1 r ^ i 0 8 ^ 
91 5.53 47.59 0 1 340 
92 5.57 44.98 0 310 0 340 1 0 0.16 
93 5.78 47.75 0 28 0 265 2 0 0.33 
94 5.95 43.84 1 4 1 165 3 0 1.20 
95 5.98 40.28 0 2 1 16 
96 6.01 26.65 0 13 0 180 2 0 0.46 
97 6.14 23.62 0 21 0 131 3 1 1.78 
98 6.20 28.63 0 96 0 109 4 1 0.77 
99 6.23 49.83 0 1 21 
100 6.35 35.06 1 38 0 39 3 0 0.67 
101 6.37 49.52 0 0 31 
102 6.47 40.39 0 0 11 
103 -0.05 39.32 0 1 6 
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B.2 Intervals between Failures (Operating Hours) 
Plane 
7907 7908 7909 7910 7911 7912 7913 7914 7915 7916 7917 8044 8045 
1 9 4 4 1 3 ^ 74 ^ ^ 97 ^ ^ ^ 4 8 7 1 0 ^ 
15 14 10 57 320 261 51 44 9 254 493 18 209 
41 58 60 48 56 87 11 102 12 5 100 14 
29 37 186 29 104 7 4 72 270 283 7 57 
33 100 61 502 220 120 141 22 603 35 98 54 
181 65 49 12 239 14 18 39 3 12 5 32 
9 14 70 47 62 142 3 104 85 67 
169 24 21 246 47 68 15 2 91 59 
447 56 29 176 225 77 197 438 43 134 
184 20 386 182 71 80 188 230 152 
36 79 59 33 246 1 79 3 27 
201 84 27 ** 21 16 88 130 u 
118 44 ** 15 42 106 46 230 
** 59 153 104 20 206 5 66 
34 29 26 35 5 82 5 61 
31 118 326 12 54 36 34 
18 25 120 31 22 
18 156 11 216 139 
67 310 3 46 210 
57 76 14 111 97 
62 26 71 39 30 
7 44 11 63 23 
22 23 14 18 13 
34 62 11 191 14 
** 16 18 
130 90 163 




(** major overhaul) 
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B.3 Times to Breakdown (in Minutes) at 
Different Voltages 
= Voltage Level (kV) 
26 28 30 32 34 36 38 
^ 68.85 17.05 040 ^ 
1579.52 426.07 22.66 82.85 4.15 0.59 0.73 
2323.70 110.29 21.02 9.88 0.19 2.58 1.40 
108.29 175.88 89.29 0.78 1.69 0.74 . 
1067.60 139.07 215.10 8.01 2.71 0.39 
144.12 2.75 31.75 25.50 1.13 
20.46 0.79 7.35 0.35 0.09 
43.40 15.93 6.50 0.99 2.38 
194.90 3.91 8.27 3.99 
47.30 0.27 33.91 3.67 
7.74 0.69 32.52 2.07 
100.58 3.16 0.96 
27.80 4.85 5.35 
13.95 2.78 2.90 





B.4 MINITAB Output : 
Exponential Check for Heart Transplant Data 
_ … 」 … 二 」 丄 L — L j ^ I i L X X ^ T l F ^ 
1 I AD 0.371 I 
I I I I ^ ,— , _ _ - -
^ I-- + 
十 丨 十 … 丨 十 [ 丨 … 十 … ^ ^ 
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B.5 MINITAB Output : 
Exponential Check for Intervals Between Failures 
for Plane 7911 
p ^ H p n 
X K "X I •Mean 130.9 • 
_ 卜…… [丄上 L — 丄 - 丄 二 丄 丄 二 二 _ _ ： ! 仙 0 . 4 B 9 I 
^ ^ ^ H r - n - n - i r T — r T r i - y r - y t - 7 ^ 1 r - l - r i 
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B.6 MINITAB Output : 
Exponential Check for the Breakdown Times at 
30kV 
P ^ H P I I 
I j I I i X y ^ I i B M c a a 7S.7B • 
»^：：1：：!：：!：[：：：：1：：：^：:：[：1：：：1：：：：1：^^ � � ; I 
^ J ••�-! X J. 4L - � J I I I I I I I y t X ‘ ‘ I I I ^ U-4--.I- - Uyu -4-1 I 一 一 1•一I一 
_ _ 十 十 计 ^ ^ ^ ^ 彳 … 彳 - … [ 寸 计 … 卜 十 - 卜 卜 丨 
l i i ^ b f l 
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