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1 Introduction
The expanding (migration) of a new or invasive species is one of the most important topics in
mathematical ecology. A lot of mathematicians have made efforts to develop various invasion
models and investigated them from a viewpoint of mathematical ecology. To describe the invasion
and spreading phenomenon, there have been many interesting studies on the existence of positive
traveling wave solutions connecting two different equilibria. Also, the study of asymptotic spreading
speed plays an important role in invasion ecology since it can be used to predict the mean spreading
rate of species. On the other hand, Du and Lin [10] proposed a new mathematical model to
understand the expanding of an invasive or new species. Their model is described as a free boundary
problem for a logistic diffusion equation:

ut − duxx = u(a− bu), t > 0, 0 < x < h(t),
ux(t, 0) = 0, u(t, h(t)) = 0, t > 0,
h′(t) = −µux(t, h(t)), t > 0,
h(0) = h0, u(0, x) = u0(x), 0 < x < h(t),
(1.1)
where x = h(t) is the moving boundary to be determined, a, b, d, µ and h0 are given positive con-
stants, and u0 is a given positive initial function. The dynamics of the free boundary is determined
by Stefan-like condition h′(t) = −µux(t, h(t)). This condition means that the population pressure
at the free boundary is a driving force of the free boundary. Du and Lin [10] have established the
existence and uniqueness of global solutions and, furthermore, derived various interesting results
about the long time behavior of solution. One of very remarkable results is a spreading-vanishing
dichotomy of the species, i.e., the solution (u, h) of (1.1) satisfies one of the following properties:
• Spreading: h(t)→∞, u(t, x)→ a/b as t→∞;
• Vanishing: h(t)→ h∞ ≤ (π/2)
√
d/a, and u(t, x)→ 0 as t→∞.
When the spreading occurs, it is also proved that the spreading speed approaches to a positive
constant k0, i.e., h(t) = (k0 + ◦(1))t as t → ∞. See also the paper of Du and Guo [6, 7], where
a free boundary problem similar to (1.1) was studied in higher space dimension and the same
spreading-vanishing dichotomy has been established. In [18], (1.1) was discussed with ux(t, 0) = 0
replaced by u(t, 0) = 0.
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A variety of reaction-diffusion systems are used to describe some phenomena arising in popu-
lation ecology. A typical model is the following classical Lotka-Volterra type predator-prey system
in a one-dimensional habitat (under the suitable rescaling){
ut − uxx = u(1− u+ av), t > 0, x ∈ R,
vt −Dvxx = v(b− v − cu), t > 0, x ∈ R,
(1.2)
where u(t, x), v(t, x) denote, respectively, the population densities of predaor and prey at the posi-
tion x and time t.
Understanding of spatial and temporal behaviors of interacting species in ecological systems is
a central issue in population ecology. One aspect of great interest for a model with multispecies
interactions is whether the species can spread successfully. Motivated by the work of Du and Lin
[10], in the present paper we shall study a free boundary problem associated with (1.2) to realize
the expanding mechnism of the species. In the real world, the following two kind of phenomenons
often occur:
(i) At the initial state, one kind of prey species (for example, pest species) occupied the whole
space or a large region. In order to control such prey species we put one kind of predator species
(natural enemies) in some bounded region or a small region (initial habitat).
(ii) There is some kind of species (prey) in the whole space or a large region, and at some time
(initial time) another type species (the new or invasive species, predator) enters some bounded
region or a small region (initial habitat).
In general, the predator has a tendency to emigrate from the boundaries to obtain their new
habitat, i.e., it will move outward along the unknown curves (free boundaries) as time increases. It is
assumed that the movement speeds of free boundaries are proportional to the gradient of predator.
We want to realize the dynamics/variations of predator, prey and free boundaries. According to
the above arguments, the model we are concerned here is the following free boundary problem

ut − uxx = u(1 − u+ av), t > 0, g(t) < x < h(t),
u(t, x) ≡ 0, t ≥ 0, x 6∈ (g(t), h(t)),
vt −Dvxx = v(b− v − cu), t > 0, x ∈ R,
u = 0, g′(t) = −µux, t ≥ 0, x = g(t),
u = 0, h′(t) = −µux, t ≥ 0, x = h(t),
g(0) = −h0, h(0) = h0,
u(0, x) = u0(x), x ∈ [−h0, h0]; v(0, x) = v0(x), x ∈ R,
(1.3)
where R = (−∞,∞), x = g(t) and x = h(t) represent the left and right moving boundaries,
respectively, which are to be determined, a, b, c,D, h0 and µ are given positive constants. The
initial functions u0(x), v0(x) satisfy
u0 ∈ C
2([−h0, h0]), u0(±h0) = 0, u0 > 0 in (−h0, h0); v0 ∈ Cb(R), v0 > 0 in R,
here Cb(R) is the space of continuous and bounded functions in R. The ecological background of
the free boundary conditions g′(t) = −µux(t, g(t)) and h
′(t) = −µux(t, h(t)) can also refer to [2].
We will show that (1.3) has a unique solution (u(t, x), v(t, x), g(t), h(t)) defined for all t > 0,
with u(t, x) ≥ 0, v(t, x) > 0, g′(t) < 0 and h′(t) > 0. Moreover, a spreading-vanishing dichotomy
holds for (1.3), namely, as time t→∞, either
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(i) the predator u(t, x) successfully establishes itself in the new environment (henceforth
called spreading) in the sense that g(t) → −∞ and h(t) → ∞. Moreover, both u(t, x)
and v(t, x) go to positive constants for the weakly hunting case b > c and ac < 1, while
u(t, x)→ 1, v(t, x)→ 0 for the strongly hunting case: b ≤ c;
or
(ii) the predator u(t, x) fails to establish and vanishes eventually (called vanishing),
i.e., h(t)− g(t)→ h∞ − g∞ ≤ π
√
1/(1 + ab), ‖u(t, x)‖C[g(t),h(t)] → 0 and v(t, x)→ b.
The criteria for spreading and vanishing are the following: If the initial occupying area [−h0, h0]
is beyond a critical size, namely 2h0 ≥ π
√
1/(1 + ab), then regardless of the initial population
size (u0, v0), spreading always happens. On the other hand, if 2h0 < π
√
1/(1 + ab), then whether
spreading or vanishing occurs is determined by the initial population size (u0, v0) and the coefficient
µ in the Stefan condition.
In the absence of v, the problem (1.3) is reduced to a one phase Stefan problem for the logitic
model which has been systematically studied by many authors, see, for example [2], [6]–[10], [11,
18, 22] (including the higher dimension and heterogeneous environment case) and the references
cited therein. The one phase Stefan free boundary condition in (1.3) also arises in many other
applications, for instance, in the modeling of wound healing [4]. As far as population models are
concerned, [20] used such a condition for a predator-prey system over a bounded interval, showing
that the free boundary reaches the fixed boundary in finite time, and hence, the long-time dynamical
behavior of the system is the same as the well-studied fixed boundary problem; and in [21], a two-
phase Stefan condition was used for a competition system over a bounded interval, where the free
boundary separates the two competitors from each other in the interval. There is a vast literature
on the Stefan problems, and some important theoretical advances can be found in [3, 5] and the
references therein.
The other related works concerning free boundary problems for biological models, please refer
to, for instance [13, 15, 16, 17] and references cited therein.
The organization of this paper is as follows. In Section 2, we first use a contraction mapping
argument to prove the local existence and uniqueness of solution to (1.3), and then show that it
exists for all time t ∈ (0,∞). In order to estimate (u(t, x), v(t, x)) and (g(t), h(t)), in Section 3 we
give some comparison principles. Section 4 is devoted to the long time behavior of (u(t, x), v(t, x)).
Theorem 4.2 plays key roles in the following two aspects: (i) affirming the predator species disap-
pears eventually; (ii) determining the criteria for spreading and vanishing (see the following Section
5). Moreover, its proof is very different from the single equation case (refer to the proofs of [10,
Lemma 3.1] and [18, Theorem 2.10]). In Section 5 we shall provide the criteria for spreading and
vanishing. The last section is a brief discussion.
Before ending this section, we should emphasize here that if −h0 is replaced by another number
g0 with g0 < h0, and/or the free boundary conditions g
′(t) = −µux(t, g(t)) and h
′(t) = −µux(t, h(t))
are replaced by g′(t) = −µ1ux(t, g(t)) and h
′(t) = −µ2ux(t, h(t)), respectively, and µ1, µ2 are
positive constants, then all results of the present paper are still true.
2 Existence and uniqueness
In this section, we first prove the following local existence and uniqueness result by contraction
mapping theorem, and then use suitable estimate to illustrate that the solution is defined for all
t > 0.
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Theorem 2.1 For any given α ∈ (0, 1), there is a T > 0 such that problem (1.3) admits a unique
solution (u, v, g, h) ∈ C
1+α
2
,1+α(DT )× CT × [C
1+α
2 ([0, T ])]2. And
‖u‖
C
1+α
2
,1+α(DT )
+ ‖g‖
C1+
α
2 ([0,T ])
+ ‖h‖
C1+
α
2 ([0,T ])
≤ C, (2.1)
where
DT = {0 < t ≤ T, g(t) < x < h(t)} , CT = Cb([0, T ] × R) ∩ C
1+α
2
,2+α
loc ((0, T ] × R),
C and T only depend on h0, α, ‖u0‖W 2p ([−h0,h0]) with p ≥ (n+ 2)/(1 − α) and ‖v0‖Cb(R).
Proof. As in [4], we first straighten the free boundaries. Let ζ(y) be a function in C3(R)
satisfying
ζ(y) = 1 if |y − h0| < h0/4, ζ(y) = 0 if |y − h0| > h0/2, |ζ
′(y)| < 6/h0, ∀ y ∈ R,
and set ξ(y) = −ζ(−y). Consider the transformation
(t, x)→ (t, y), where x = y + ζ(y)(h(t) − h0) + ξ(y)(g(t) + h0), y ∈ R.
Notice that as long as |h(t)−h0|+ |g(t)+h0| ≤ h0/16, the above transformation is a diffeomorphism
from R onto R. Moreover, it changes the free boundaries x = g(t), x = h(t) to the lines y = −h0
and y = h0 respectively. Now, direct calculations yield
∂y
∂x
=
1
1 + ζ ′(y)(h(t) − h0) + ξ′(y)(g(t) + h0)
≡
√
ρ(g(t), h(t), y),
∂2y
∂x2
= −
ζ ′′(y)(h(t) − h0) + ξ
′′(y)(g(t) + h0)
[1 + ζ ′(y)(h(t) − h0) + ξ′(y)(g(t) + h0)]3
≡ ̺(g(t), h(t), y),
∂y
∂t
= −
ζ(y)h′(t) + ξ(y)g′(t)
1 + ζ ′(y)(h(t) − h0) + ξ′(y)(g(t) + h0)
≡ ς(g(t), g′(t), h(t), h′(t), y).
If we set
u(t, x) = u(t, y + ζ(y)(h(t)− h0) + ξ(y)(g(t) + h0)) = w(t, y),
v(t, x) = v(t, y + ζ(y)(h(t) − h0) + ξ(y)(g(t) + h0)) = z(t, y),
then
ut = wt + ς(g(t), g
′(t), h(t), h′(t), y)wy , vt = zt + ς(g(t), g
′(t), h(t), h′(t), y)zy ,
ux =
√
ρ(g(t), h(t), y)wy, vx =
√
ρ(g(t), h(t), y)zy,
uxx = ρ(g(t), h(t), y)wyy + ̺(g(t), h(t), y)wy , vxx = ρ(g(t), h(t), y)zyy + ̺(g(t), h(t), y)zy
and (w, z) satisfies

wt − ρwyy − (̺− ς)wy = w(1 − w + az), t > 0, |y| < h0,
w(t, y) ≡ 0, t ≥ 0, |y| ≥ h0,
zt −Dρzyy − (D̺− ς)zy = z(b− z − cw), t > 0, y ∈ R,
w(t,−h0) = w(t, h0) = 0, t ≥ 0,
w(0, y) = u0(y), y ∈ [−h0, h0]; z(0, y) = v0(y), y ∈ R,
(2.2)
where ρ = ρ(g(t), h(t), y), ̺ = ̺(g(t), h(t), y), ς = ς(g(t), g′(t), h(t), h′(t), y).
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Let g∗ = −µu′0(−h0) and h
∗ = −µu′0(h0). For 0 < T <
h0
16 min {
1
1+g∗ ,
1
1+h∗ }, we define
IT = [0, T ] × [−h0, h0], and
D1T = {w ∈ C
α
2
,α(IT ) : w(t,±h0) = 0, w(0, y) = u0(y), ‖w − u0‖C
α
2
,α(IT )
≤ 1},
D2T = {g ∈ C
1([0, T ]) : g(0) = −h0, g
′(0) = g∗, ‖g′ − g∗‖C([0,T ]) ≤ 1},
D3T = {h ∈ C
1([0, T ]) : h(0) = h0, h
′(0) = h∗, ‖h′ − h∗‖C([0,T ]) ≤ 1}.
It is easily seen that DT = D
1
T ×D
2
T×D
3
T is a closed convex set in C
α
2
,α(IT )×C
1([0, T ])×C1([0, T ]).
Next, we shall prove the existence and uniqueness result by using the contraction mapping
theorem. First, we observe that due to our choice of T , for any given (w, g, h) ∈ DT , there holds:
|g(t) + h0| ≤ T‖g
′‖C([0,T ]) ≤ h0/16, |h(t)− h0| ≤ T‖h
′‖C([0,T ]) ≤ h0/16.
Therefore the transformation (t, y)→ (t, x) introduced at the beginning of the proof is well defined.
For any (w, g, h) ∈ DT , let wˆ(t, y) = w(t, y) when |y| ≤ h0, and wˆ(t, y) = 0 when |y| > h0. Since
w ∈ C
α
2
,α(IT ), it is easy to see that wˆ ∈ C
α
2
,α([0, T ]×R). The standard partial differential equation
theory [14, 19] guarantees that the problem{
zt −Dρzyy − (D̺− ς)zy = z(b− z − cwˆ), t > 0, y ∈ R,
z(0, y) = v0(y), y ∈ R
admits a unique solution z ∈ Cb([0, T ] × R) ∩ C
1+α
2
,2+α
loc ((0, T ] × R). Also, the following initial
boundary value problem

w˜t − ρw˜yy − (̺− ς)w˜y = w(1 − w + az), t > 0, −h0 < y < h0,
w˜(t,−h0) = w˜(t, h0) = 0, t > 0,
w˜(0, y) = u0(y), −h0 < y < h0
admits a unique solution w˜ ∈ C
1+α
2
,1+α(IT ). Moreover, using L
p estimate for parabolic equations
with p ≥ (n+ 2)/(1 − α) and Sobolev’s inequalities, one gets
‖w˜‖
C
1+α
2
,1+α(IT )
≤ C1. (2.3)
where C1 is a constant dependent on h0, α, ‖u0‖W 2p ([−h0,h0]) and ‖v0‖Cb(R). Define
g˜(t) = −h0 −
∫ t
0
µw˜y(τ,−h0)dτ, h˜(t) = h0 −
∫ t
0
µw˜y(τ, h0)dτ.
Then g˜′(t) = −µw˜y(t,−h0), h˜
′(t) = −µw˜y(t, h0). Subsequently, g˜
′(t), h˜′(t) ∈ C
α
2 ([0, T ]), and
‖g˜′(t)‖
C
α
2 ([0,T ])
, ‖h˜′(t)‖
C
α
2 ([0,T ])
≤ µC1 := C2. (2.4)
We now define F : DT → C
α
2
,α(IT )× C
1([0, T ]) × C1([0, T ]) by
F(w, g, h) = (w˜, g˜, h˜).
Clearly (w, g, h) ∈ DT is a fixed point of F if and only if (w, z, g, h) solves (2.2). By (2.3) and (2.4),
one has
‖g˜′ − g∗‖C([0,T ]) ≤ ‖g˜
′‖
C
α
2 ([0,T ])
T
α
2 ≤ µC1T
α
2 , ‖h˜′ − h∗‖C([0,T ]) ≤ ‖h˜
′‖
C
α
2 ([0,T ])
T
α
2 ≤ µC1T
α
2 ,
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and
‖w˜ − u0‖C
α
2
,α(IT )
= ‖w˜ − u0‖C(IT ) + [w˜ − u0]C
α
2
,α(IT )
≤ ‖w˜‖
C
1+α
2
,0(IT )
T
1+α
2 + ‖w˜‖
C
1+α
2
,0(IT )
T
1
2 + (2h0)
1−α‖w˜y‖C
α
2
,0(IT )
T
α
2
≤ C1
(
T
1+α
2 + T
1
2 + (2h0)
1−αT
α
2
)
.
Therefore, if we take T ≤ min {1, (µC1)
−2/α, [(2 + (2h0)
1−α)C1]
−2/α}, then F maps DT into itself.
Next we attest that F is a contraction mapping on DT for T > 0 sufficiently small. Indeed, let
(wi, gi, hi) ∈ DT (i = 1, 2) and denote (w˜i, g˜i, h˜i) = F(wi, gi, hi). Then it follows from (2.3) and
(2.4) that
‖w˜i‖
C
1+α
2
,1+α(IT )
≤ C1, ‖g˜
′
i(t)‖C
α
2 ([0,T ])
≤ C2, ‖h˜
′
i(t)‖C
α
2 ([0,T ])
≤ C2.
Setting γ = w˜1 − w˜2, ζ = z1 − z2, we find that γ and ζ satisfy

γt − ρ1γyy − (̺1 − ς1)γy = (ρ1 − ρ2)w˜2yy + (̺1 − ̺2)w˜2y + (ς2 − ς1)w˜2y
+[1− (w1 + w2)− az1](w1 − w2) + aw2ζ, t > 0, −h0 < y < h0,
γ(t,±h0) = 0, t ≥ 0; γ(0, y) = 0, −h0 ≤ y ≤ h0
and 

ζt −Dρ1ζyy − (D̺1 − ς1)ζy − [b− cwˆ1 − (z1 + z2)]ζ
= D(ρ1 − ρ2)z2yy +D(̺1 − ̺2)z2y + (ς2 − ς1)z2y − c(wˆ1 − wˆ2)z2, t > 0, y ∈ R,
ζ(0, y) = 0, y ∈ R,
respectively, where ρi = ρ(gi(t), hi(t), y), ̺i = ̺(gi(t), hi(t), y) and ςi = ς(gi(t), g
′
i(t), hi(t), h
′
i(t), y),
i = 1, 2. In view of the standard theory for parabolic partial differential equations and Sobolev’s
imbedding theorem [19], we obtain that
‖z1 − z2‖C(IT ) ≤ C3
(
‖w1 − w2‖C(IT ) + ‖(g1 − g2, h1 − h2)‖C1([0,T ])
)
,
‖w˜1 − w˜2‖
C
1+α
2
,1+α(IT )
≤ C3
(
‖(w1 − w2, z1 − z2)‖C(IT ) + ‖(g1 − g2, h1 − h2)‖C1([0,T ])
)
≤ C4
(
‖w1 − w2‖C(IT ) + ‖(g1 − g2, h1 − h2)‖C1([0,T ])
)
, (2.5)
where C3 and C4 depend on C1, C2 and the functions ρ, ̺, ς. Taking the difference of equations for
g˜1, h˜1, g˜2, h˜2 results in
‖g˜′1 − g˜
′
2‖C
α
2 ([0,T ])
, ‖h˜′1 − h˜
′
2‖C
α
2 ([0,T ])
≤ µ‖w˜1y − w˜2y‖C
α
2
,0(IT )
. (2.6)
We may assume that T ≤ 1. Combining (2.5) and (2.6), and applying the mean value theorem, it
yields
‖w˜1 − w˜2‖
C
1+α
2
,1+α(IT )
+ ‖(g˜′1 − g˜
′
2, h˜
′
1 − h˜
′
2)‖C
α
2 ([0,T ])
≤ C5
(
‖w1 − w2‖C(IT ) + ‖(g
′
1 − g
′
2, h
′
1 − h
′
2)‖C([0,T ])
)
,
where C5 depends on C4 and µ. On the other hand, by direct calculations,
‖w˜1 − w˜2‖C
α
2
,α(IT )
≤ ‖w˜1 − w˜2‖
C
1+α
2
,0(IT )
T
1+α
2 + ‖w˜1 − w˜2‖
C
1+α
2
,0(IT )
T
1
2
+(2h0)
1−α‖w˜1y − w˜2y‖C
α
2
,0(IT )
T
α
2
≤
(
2 + (2h0)
1−α
)
T
α
2 ‖w˜1 − w˜2‖
C
1+α
2
,1+α(IT )
.
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Let ε1 = h0/16 and ε2 = 2 + (2h0)
1−α. Then for
T := min
{
1,
ε1
1 + g∗
,
ε1
1 + h∗
,
1
(µC1)
2
α
,
1
(ε2C1)2/α
,
1
(2ε2C5)2/α
}
,
it follows that
‖w˜1 − w˜2‖C
α
2
,α(IT )
+ ‖(g˜′1 − g˜
′
2, h˜
′
1 − h˜
′
2)‖C([0,T ])
≤
(
2 + (2h0)
1−α
)
T
α
2 ‖w˜1 − w˜2‖
C
1+α
2
,1+α(IT )
+ T
α
2 ‖(g˜′1 − g˜
′
2, h˜
′
1 − h˜
′
2)‖C
α
2 ([0,T ])
≤ (2 + (2h0)
1−α)C5T
α
2
(
‖w1 − w2‖C(IT ) + ‖(g
′
1 − g
′
2, h
′
1 − h
′
2)‖C([0,T ])
)
≤
1
2
(
‖w1 − w2‖C
α
2
,α(IT )
+ ‖(g′1 − g
′
2, h
′
1 − h
′
2)‖C([0,T ])
)
.
The above arguments ensure that the operator F is contractive on DT . It now follows from
the contraction mapping theorem that F has a unique fixed point (w, g, h) in DT . Moreover,
by the Lp estimates, we have additional regularity for (w, z, g, h) as a solution of (2.2), namely,
w ∈ C
1+α
2
,1+α(IT ), z ∈ Cb([0, T ] × R) ∩ C
1+α
2
,2+α
loc ((0, T ] × R), and g, h ∈ C
1+α
2 ([0, T ]), and (2.3),
(2.4) hold. In other words, (w, z, g, h) is the unique local classical solution of the problem (2.2).
Hence, (u, v, g, h) is the unique classical solution of (1.3).
To show that the local solution obtained in Theorem 2.1 can be extended to all t > 0, we need
the following estimate.
Lemma 2.1 The solution of the free boundary problem (1.3) satisfies
0 < u(t, x) ≤M1, 0 < t ≤ T, g(t) < x < h(t),
0 < v(t, x) ≤M2, 0 < t ≤ T, x ∈ R,
−M3 ≤ g
′(t) < 0, 0 < h′(t) ≤M3, 0 < t ≤ T,
where Mi is independent of T for i = 1, 2, 3.
Proof. Using the strong maximum principle, we are easy to see that u > 0 in (0, T ]×(g(t), h(t))
and v > 0 in (0, T ] ×R as long as the solution exists. Since v(t, x) satisfies{
vt −Dvxx = v(b− v − cu), x ∈ R, t > 0,
v(0, x) = v0(x) > 0, x ∈ R,
it is obvious that v ≤ max {‖v0‖∞, b} := M1. Similarly, as u satisfies


ut − uxx = u(1− u+ av), t > 0, g(t) < x < h(t),
u(t, g(t)) = u(t, h(t)) = 0, t > 0,
u(0, x) = u0(x) > 0, −h0 < x < h0,
we also have u ≤ max {‖u0‖∞, (1 + aM1)} := M2.
To prove h′(t) > 0 for 0 < t ≤ T , we use the transformation
y = x/h(t), w(t, y) = u(t, x), z(t, y) = v(t, x)
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to straighten the free boundary x = h(t). A series of detailed calculation asserts


wt − f(t)wyy − φ(t, y)wy = w(1− w + az), 0 < t ≤ T, 0 < y < 1,
w(t, 0) > 0, w(t, 1) = 0, 0 < t ≤ T,
w(0, y) = u0(h0y), 0 ≤ y ≤ 1,
where f(t) = h−2(t), φ(t, y) = yh′(t)/h(t). This is an initial-boundary value problem with fixed
boundary. Since w(t, y) > 0 for t > 0 and 0 ≤ y < 1, by the Hopf boundary lemma, we have
wy(t, 1) < 0 for t > 0. This combines with the relation ux = h
−1(t)wy yields ux(t, h(t)) < 0, and
so h′(t) > 0 for t > 0. Similarly, g′(t) < 0 for t > 0.
Now we illustrate that g′(t) ≥ −M3 and h
′(t) ≤M3 for all t ∈ (0, T ) with some M3 independent
of T . To this aim, let M be a positive constant, ΩM = {0 < t < T, g(t) < x < g(t) + 1/M}, and
construct an auxiliary function
w(t, x) = M2[2M(x − g(t))−M
2(x− g(t))2].
We will choose M so that w ≥ u in ΩM .
Direct calculations indicate that, for (t, x) ∈ ΩM ,
wt = 2M2Mg
′(t)(−1−M(g(t) − x)) ≥ 0,
−wxx = 2M2M
2, u(1− u+ av) ≤M2(1 + aM1).
Therefore,
wt − wxx ≥ 2M2M
2 ≥M2(1 + aM1) ≥ u(1− u+ av) in ΩM
provided M2 ≥ (1 + aM1)/2. It is obvious that
w(t, g(t) +M−1) = M2 ≥ u(t, g(t) +M
−1), w(t, g(t)) = 0 = u(t, g(t)).
Because
u0(x) =
∫ x
−h0
u′0(y)dy ≤ (x+ h0)‖u
′
0‖C[−h0,h0] on [−h0,−h0 +M
−1],
w(0, x) = M2[2M(x + h0)−M
2(x+ h0)
2] ≥M2M(h0 + x) on [−h0,−h0 +M
−1],
it is easily to see that if MM2 ≥ ‖u
′
0‖C[−h0,h0], then
u0(x) ≤ (x+ h0)‖u
′
0‖C[−h0,h0] ≤ w(0, x) on [−h0,−h0 +M
−1].
Let
M = max
{√
1 + aM1
2
,
‖u′0‖C[−h0,h0]
M2
}
.
We can apply the maximum principle to w − u over ΩM and deduce that u(t, x) ≤ w(t, x) for
(t, x) ∈ ΩM . It would then follow that ux(t, g(t)) ≤ wx(t, g(t)) = 2M2M , and hence
g′(t) = −µux(t, g(t)) ≥ −2µM2M := −M3.
Similarly, we can proved h′(t) ≤M3 for 0 < t < T . The proof is complete.
Theorem 2.2 The solution of problem (1.3) exists and is unique for all t ∈ (0,∞).
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Proof. Let [0, Tmax) be the maximal time interval in which the solution exists. By Theorem
2.1, Tmax > 0. It remains to show that Tmax =∞. Arguing indirectly, it is assumed that Tmax <∞.
By Lemma 2.1, there exist positive constants M1, M2 and M3, independent of Tmax, such that
0 ≤ u(t, x) ≤M1 in [0, Tmax)× [g(t), h(t)], 0 ≤ v(t, x) ≤M2 in [0, Tmax)× R,
−M3 ≤ g
′(t) ≤ 0, −M3t ≤ g(t) + h0 ≤ 0, 0 ≤ h
′(t) ≤M3, 0 ≤ h(t)− h0 ≤M3t in [0, Tmax).
We now fix δ ∈ [0, Tmax). From the proof of Theorem 2.1, it is easily seen that v(t, ·) ∈ C
1+α/2
loc (R)
and ‖v(t, ·)‖C(R) ≤ M2 for t ∈ [δ, Tmax). For p ≥ (n + 2)/(1 − α), by the standard L
p estimates
and the Sobolev embedding theorem, we can find a constant C > 0, depending only on δ and Mi
(i = 1, 2, 3), such that ‖u(t, ·)‖W 2p ([g(t),h(t)]) ≤ C for t ∈ [δ, Tmax). It then follows from the proof of
Theorem 2.1 that there exists a τ > 0, depending only on C and Mi (i = 1, 2, 3), such that the
solution of (1.3) with initial time Tmax− τ/2 can be extended uniquely to the time Tmax− τ/2+ τ .
But this contradicts the assumption. The proof is now complete.
3 Comparison principles
In this section we shall give some comparison principles which can be used to estimate the solution
(u(t, x), v(t, x)) and the free boundaries x = g(t) and x = h(t).
Lemma 3.1 (Comparison principle) Let T > 0, g¯, h¯ ∈ C1([0, T ]) and g¯ < h¯ in [0, T ]. Let
u¯ ∈ C(O) ∩ C1,2(O) with O = {0 < t ≤ T, g¯(t) < x < h¯(t)}, and v¯ ∈ C1,2(G) with G = (0, T ] × R.
Assume that (u¯, v¯, g¯, h¯) satisfies


u¯t − u¯xx ≥ u¯(1− u¯+ av¯), 0 < t ≤ T, g¯(t) < x < h¯(t),
v¯t −Dv¯xx ≥ v¯(b− v¯), 0 < t ≤ T, x ∈ R,
u¯(t, g¯(t)) = 0, g¯′(t) ≤ −µu¯x(t, g(t)), 0 < t ≤ T,
u¯(t, h¯(t)) = 0, h¯′(t) ≥ −µu¯x(t, h(t)), 0 < t ≤ T.
If g¯(0) ≤ −h0, h¯(0) ≥ h0, u¯(0, x) ≥ 0 on [g¯(0), h¯(0)], u0(x) ≤ u¯(0, x) on [−h0, h0] and v0(x) ≤
v¯(0, x) in R, then the solution (u, v, g, h) of (1.3) satisfies
g(t) ≥ g¯(t), h(t) ≤ h¯(t) on [0, T ]; u(t, x) ≤ u¯(t, x) on DT ; v(t, x) ≤ v¯(t, x) on G,
where DT is defined as in Theorem 2.1.
Proof. For small ε > 0, let (uε, vε, gε, hε) be the unique solution of (1.3) with h0, µ, u0(x)
and v0(x) replaced by h
ε
0 = (1 − ε)h0, µε = (1 − ε)µ, u
ε
0(x) ∈ C
2([−hε0, h
ε
0]) and v
ε
0(x) ∈ C(R),
respectively, where uε0(x) and v
ε
0(x) satisfy u
ε
0(−h
ε
0) = u
ε
0(h
ε
0) = 0 and
0 < uε0(x) ≤ u0(x) on [−h
ε
0, h
ε
0], 0 < v
ε
0(x) < v0(x) in R,
and as ε→ 0,
uε0
(
h0
hε0
x
)
→ u0(x) in C
2([−h0, h0]), v
ε
0
(
h0
hε0
x
)
→ v0(x) in C(R).
Apply the comparison principle to v¯ and vε we have vε < v¯ on [0, T ]× R.
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We claim that gε(t) > g¯(t) and hε(t) < h¯(t) for all t ∈ (0, T ]. Clearly, this is true for small t > 0.
If our claim does not hold, then we can find a first τ ≤ T such that gε(t) > g¯(t) and hε(t) < h¯(t) for
all t ∈ (0, τ) and at least one of gε(τ) = g¯(τ) and hε(τ) = h¯(τ) is true. Without loss of generality,
it is assumed that hε(τ) = h¯(τ). Then
h′ε(τ) ≥ h¯
′(τ). (3.1)
For any 0 < σ ≤ T , let
Dεσ := {(t, x) ∈ R
2 : 0 < t ≤ σ, gε(t) < x < hε(t)}. (3.2)
The strong maximum principle yields uε(t, x) < u¯(t, x) inD
ε
τ . Obviously, u¯(t, hε(τ)) = uε(t, hε(τ)) =
0 since hε(τ) = h¯(τ). Therefore, u¯x(t, hε(τ)) ≤ uεx(t, hε(τ)). Note that uεx(τ, hε(τ)) < 0 and
µε < µ, it follows that h
′
ε(τ) < h¯
′(τ). This contradicts to (3.1). So, gε(t) > g¯(t) and hε(t) < h¯(t)
for all t ∈ (0, T ]. We may now apply the usual comparison principle over DεT to conclude that
uε < u¯ in D
ε
T .
Since the unique solution of (1.3) depends continuously on the parameters in (1.3), as ε → 0,
(uε, vε, gε, hε) converges to (u, v, g, h), the unique solution of (1.3). The desired result then follows
by letting ε→ 0 in the inequalities uε < u¯, vε < v¯, gε < g¯ and hε < h¯.
The pair (u¯, v¯, g¯, h¯) in Lemma 3.1 is usually called an upper solution of (1.3). In the same way
as the proof of Lemma 3.1, we can prove the following two lemmas:
Lemma 3.2 (Comparison principle) Let T > 0, h˜ ∈ C1([0, T ]) with h˜ > 0 on [0, T ], u˜ ∈ C(D) ∩
C1,2(D) with D = {0 < t ≤ T, −h0 < x < h˜(t)}. Assume that (u˜, h˜) satisfies h˜(0) ≤ h0,
u0(x) ≥ u˜(0, x) on [−h0, h˜(0)], and

u˜t − u˜xx ≤ u˜(1− u˜), 0 < t ≤ T, −h0 < x < h˜(t),
u˜(t,−h0) = u˜(t, h˜(t)) = 0, 0 < t ≤ T,
h˜′(t) ≤ −µu˜x(t, h˜(t)), 0 < t ≤ T.
Then the solution (u, v, g, h) of (1.3) satisfies h ≥ h˜ on [0, T ], and u ≥ u˜ on D.
Lemma 3.3 (Comparison principle) Let T > 0, g˜ ∈ C1([0, T ]) with g˜ < 0 on [0, T ], u˜ ∈ C(O) ∩
C1,2(O) with O = {0 < t ≤ T, g˜(t) < x < h0}. Suppose that (u˜, g˜) satisfies g˜(0) ≥ −h0,
u0(x) ≥ u˜(0, x) on [g˜(0), h0], and

u˜t − u˜xx ≤ u˜(1− u˜), 0 < t ≤ T, g˜(t) < x < h0,
u˜(t, g˜(t)) = u˜(t, h0) = 0, 0 < t ≤ T,
g˜′(t) ≥ −µu˜x(t, g˜(t)), 0 < t ≤ T.
Then the solution (u, v, g, h) of (1.3) satisfies g ≤ g˜ on [0, T ], u ≥ u˜ on O.
4 Long time behavior of (u, v)
It follows from Lemma 2.1 that x = g(t) is monotonic decreasing and x = h(t) is monotonic
increasing. Therefore, there exist g∞ ∈ [−∞, 0) and h∞ ∈ (0,∞] such that limt→∞ g(t) = g∞ and
limt→∞ h(t) = h∞. To discuss the long time behavior of (u, v), we first derive an estimate.
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Theorem 4.1 Let (u, v, g, h) be the solution of (1.3). If h∞−g∞ <∞, then there exists a constant
K > 0, such that
‖u(t, ·)‖C1 [g(t),h(t)] ≤ K, ∀ t > 1, (4.1)
lim
t→∞
g′(t) = lim
t→∞
h′(t) = 0. (4.2)
Proof. Introduce new functions w(t, y) and z(t, y) by
w(t, y) = u
(
t,
(h(t)− g(t))y + h(t) + g(t)
2
)
, z(t, y) = v
(
t,
(h(t)− g(t))y + h(t) + g(t)
2
)
.
Clearly, w and z satisfy the following initial boundary value problem in an interval −1 ≤ y ≤ 1
with fixed boundary y = ±1:

wt = ϕ(t)wyy + ψ(t, y)wy +w(1 − w + az), t > 0, |y| < 1,
w(t,−1) = w(t, 1) = 0, t > 0,
w(0, y) = u(h0y), |y| ≤ 1,
(4.3)
where
ϕ(t) =
4
(h(t) − g(t))2
, ψ(t, y) =
(h′(t)− g′(t))y + h′(t) + g′(t)
h(t)− g(t)
.
By Proposition A.1, we have ‖w‖
C
1+α
2
,1+α([1,∞)×[−1,1])
< K0 for some positive constant K0. Re-
member ux(t, x) =
2
h(t)−g(t)wy(t, y). There exists a positive constant K such that
‖u(t, ·)‖C1([g(t), h(t)]) < K, ∀ t ≥ 1.
We next prove limt→∞ g
′(t) = 0. Note that ‖wy(·,−1)‖C
α
2 ([1,∞))
< K0, −M3 < g
′(t) < 0 and
g′(t) = −µux(t, g(t)) = −
2µ
h(t)−g(t)wy(t,−1), it yields ‖g
′‖
C
α
2 ([1,∞))
< L, where L depends on K0 and
M3. In view of g
′(t) < 0 and g∞ > −∞, it is easily to derive that limt→∞ g
′(t) = 0. Analogously,
we can obtain limt→∞ h
′(t) = 0. The proof is complete.
4.1 Vanishing case (h∞ − g∞ <∞)
Theorem 4.2 Let (u, v, g, h) be any solution of (1.3). If h∞ − g∞ <∞, then
lim
t→∞
‖u(t, ·)‖C([g(t),h(t)]) = 0, (4.4)
lim
t→∞
v(t, x) = b uniformly on the compact subset of R. (4.5)
This result shows that if the predator can not spread into the whole space, then it will die out
eventually.
From the results of Section 5 we shall see that the reason leading to the predator species disap-
pears eventually are three aspects: (a) the initial habitat [−h0, h0] of the predator is too narrow,
(b) the initial data u0(x) of the predator is too small, or (c) the moving parameter/coefficient µ of
free boundaries is too small.
Proof of Theorem 4.2
Step 1: Proof of (4.4). On the contrary we assume that there exist ε > 0 and {(tj , xj)}
∞
j=1, with
g(tj) < xj < h(tj) and tj →∞ as j →∞, such that
u(tj , xj) ≥ 3ε, j = 1, 2, · · · . (4.6)
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Since g∞ < xj < h∞, there are a subsequence of {xj}, noted by itself, and x0 ∈ [g∞, h∞], such that
xj → x0 as j →∞. We claim that x0 ∈ (g∞, h∞). If x0 = g∞, then xj − g(tj)→ 0 as j →∞. By
use of the inequality (4.6) firstly and the inequality (4.1) secondly, it is deduced that
4ε
xj − g(tj)
≤
u(tj , xj)
xj − g(tj)
=
u(tj , xj)− u(tj , g(tj))
xj − g(tj)
= ux(tj , x¯j) ≤ K,
where x¯j ∈ [g(tj), xj ]. It is a contradiction as xj − g(tj)→ 0. Similarly, we can ensure x0 < h∞.
By use of (4.1) and (4.6), there exists δ > 0 such that [x0 − δ, x0 + δ] ⊂ (g∞, h∞) and
u(tj , x) ≥ 2ε, ∀ x ∈ [x0 − δ, x0 + δ]
for all large j. As g(tj)→ g∞ and h(tj)→ h∞ as j →∞, without loss of generality we may think
that g(tj) < x0 − δ and h(tj) > x0 + δ for all j.
Let lj(t) = x0 − δ − (t− tj), rj(t) = x0 + δ + t− tj. Then lj(tj) > g(tj) and rj(tj) < h(tj). Set
τj = inf {t > tj : g(t) = lj(t), or h(t) = rj(t)} .
Since h∞ < ∞, g∞ > −∞, and lj(t) → −∞ and rj(t) → ∞ as t → ∞, we see that t
∗
j < ∞.
It is easy to obtain that τj < tj − δ + (h∞ − g∞)/2. Without loss of generality, we assume that
h(τj) = rj(τj) for all j. This implies
g(t) ≤ lj(t) < rj(t) ≤ h(t) in [tj, τj ]. (4.7)
Define yj(t, x) = (π − θ)
x− x0
δ + t− tj
and
uj(t, x) = εe
−k(t−tj )[cos yj(t, x) + cos θ], (t, x) ∈ Ωj,
where θ (θ < π/8) and k are positive constants to be chosen later, and
Ωj = {(t, x) : tj < t < τj , lj(t) < x < rj(t)}.
It is obvious that uj(t, lj(t)) = 0 = uj(t, rj(t)), and |yj(t, x)| ≤ π − θ for (t, x) ∈ Ωj, the latter
implies uj(t, x) ≥ 0 in Ωj.
We want to compare u(t, x) and uj(t, x) in Ωj . Thanks to (4.7), it follows that
u(t, lj(t)) ≥ 0 = uj(t, lj(t)), u(t, rj(t)) ≥ 0 = uj(t, rj(t)) for t ∈ [tj , τj ].
On the other hand, it is obvious that
u(tj, x) ≥ 2ε ≥ uj(tj , x) for x ∈ [x0 − δ, x0 + δ].
Thus, if the positive constants θ and k can be chosen independent of j such that
ujt − ujxx − uj(1− uj) ≤ 0 in Ωj , (4.8)
it can be deduced that uj(t, x) ≤ u(t, x) for (t, x) ∈ Ωj by applying the maximum principle
to u − uj over Ωj. Since u(τj, h(τj)) = 0 = uj(τj , rj(τj)) and h(τj) = rj(τj), it follows that
ux(τj , h(τj)) ≤ ujx(τj , rj(τj)). Thanks to ε < π/8 and δ + τj − tj < (h∞ − g∞)/2, we derive
ujx(τj, rj(τj)) = −
ε(π − θ)
δ + τj − tj
e−k(τj−tj) sin(π − θ) ≤ −
7επ
4(h∞ − g∞)
e−k(h∞−g∞) sin θ.
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Note the boundary condition −µux(τj , h(τj)) = h
′(τj), one has immediately
h′(τj) ≥
7µεπ
4(h∞ − g∞)
e−k(h∞−g∞) sin θ,
which implies lim supt→∞ |h
′(t)| > 0 since limj→∞ τj → ∞. This contradicts to (4.2), and (4.4) is
obtained.
We claim that (4.8) holds so long as θ and k satisfy
θ <
π
8
, sin θ <
3δ2π
(h∞ − g∞)3
, k >
π(h∞ − g∞)
2δ2(cos θ − cos 2θ)
+ 2ε+
(π
δ
)2
. (4.9)
In fact, a series of computations indicate that, for (t, x) ∈ Ωj,
ujt − ujxx − uj(1− uj)
= −kuj − εe
−k(t−tj )yjt sin yj + εe
−k(t−tj )y2jx cos yj − uj(1− uj)
≤
(
2ε+ y2jx − k
)
uj − εe
−k(t−tj )y2jx cos θ − εe
−k(t−tj )yjt sin yj
≤
(
2ε+ (π/δ)2 − k
)
uj − 4εe
−k(t−tj )
(
π−θ
h∞−g∞
)2
cos θ + επ|x−x0|
δ2
e−k(t−tj )| sin yj|
:= I(t, x).
Obviously, 2ε + (π/δ)2 − k < 0 by the third inequality of (4.9). Since |yj(t, x)| ≤ π − θ in Ωj , we
can decompose Ωj = Dj
⋃
Ej with
Dj = {(t, x) ∈ Ωj : tj < t < τj , π − 2θ < |yj(t, x)| < π − θ} ,
Ej = {(t, x) ∈ Ωj : tj < t < τj , |yj(t, x)| ≤ π − 2θ} .
It is obvious that | sin yj(t, x)| ≤ sin 2θ in Dj, cos yj(t, x) ≥ − cos 2θ in Ej. Note that uj(t, x) ≥ 0
and |x− x0| ≤ (h∞ − g∞)/2 in Ωj, in view of (4.9), we conclude
I(t, x) ≤ εe−k(t−tj )
(
−
3π2
(h∞ − g∞)2
cos θ +
π(h∞ − g∞)
2δ2
sin 2θ
)
< 0
when (t, x) ∈ Dj , and
I(t, x) ≤ εe−k(t−tj )
(
(2ε + (π/δ)2 − k)(cos θ − cos 2θ) +
π(h∞ − g∞)
2δ2
)
< 0
when (t, x) ∈ Ej . Therefore, (4.8) holds.
Step 2: Proof of (4.5). By the comparison principle, v(t, x) ≤ v¯(t) for all t ∈ [0,∞) and x ∈ R,
where
v¯(t) = bebt
(
ebt − 1 +
b
‖v0‖∞
)−1
,
which is the solution of the ODE problem
v¯′(t) = v¯(b− v¯), t > 0; v¯(0) = ‖v0‖∞.
Since limt→∞ v¯(t) = b, it is deduced that lim supt→∞ v(t, x) ≤ limt→∞ v¯(t) = b uniformly for x ∈ R.
On the other hand, note that (4.4) and u(t, x) ≡ 0 for t > 0, x 6∈ (g(t), h(t)), we see that for
any given 0 < σ ≪ 1, there exists Tσ > 0 such that u(t, x) < σ for t > Tσ and x ∈ R. For any given
ε > 0 and L > 0, let lε be determined by Proposition B.1. Then v satisfies

vt −Dvxx ≥ v(b− v − cσ), t > Tσ, −lε < x < lε,
v(t,±lε) > 0, t ≥ Tσ,
v(Tσ , x) > 0, −lε ≤ x ≤ lε.
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Thanks to Proposition B.1, lim inft→∞ v(t, x) ≥ (b − cσ) − ε uniformly on [−L,L]. By the arbi-
trariness of ε and L, we derive that lim inft→∞ v(t, x) ≥ b− cσ uniformly in the compact subset of
R. Since σ > 0 is arbitrary, it follows that lim inf t→∞ v(t, x) ≥ b uniformly in any bounded subset
of R. The proof is complete.
4.2 Spreading case (h∞ − g∞ =∞)
We first provide a proposition which asserts the equivalence of h∞ − g∞ = ∞ and g∞ = −∞,
h∞ =∞.
Proposition 4.1 If h∞ − g∞ =∞, then g∞ = −∞ and h∞ =∞.
Proof. Since h∞ − g∞ =∞, there exists T > 0 such that h(T )− g(T ) > π. Choose a function
u˜0(x) satisfying u˜0 ∈ C
2[g(T ), h(T )], u˜0(x) ≤ u0(x, T ) in [g(T ), h(T )], u˜0(x) > 0 in (g(T ), h(T ))
and u˜0(g(T )) = u˜0(h(T )) = 0. Consider the following problem

u˜t − u˜xx = u˜(1− u˜), t > T, g(T ) < x < h˜(t),
u˜(t, g(T )) = 0 = u˜(t, h˜(t)), t ≥ T,
h˜′(t) = −µu˜x(t, h˜(t)), t ≥ T,
h˜(T ) = h(T ), u˜(T, x) = u˜0(x), g(T ) ≤ x ≤ h(T ).
By Theorem 2.7 of [18], this problem has a unique solution (u˜, h˜) and exists for all t ≥ T , and by
Theorem 4.2 of [18], limt→∞ h˜(t) =∞. In view of Lemma 3.2, it concludes h(∞) = limt→∞ h(t) ≥
limt→∞ h˜(t) =∞. Similarly, by Lemma 3.3 we can obtain g(∞) = −∞.
We deal with the weakly hunting case b > c and ac < 1 firstly.
Theorem 4.3 Assume that g∞ = −∞, h∞ = ∞. For the weakly hunting case b > c and ac < 1,
we have
lim
t→∞
u(t, x) =
1 + ab
1 + ac
, lim
t→∞
v(t, x) =
b− c
1 + ac
(4.10)
uniformly in any compact subset of R.
Proof. For any given L > 0 and 0 < ε ≪ 1, let lε be given by Proposition B.1 with d = 1,
β = 1 and θ = 1. In view of g∞ = −∞ and h∞ =∞, there exists T0 > 0 such that
g(t) < −lε, h(t) > lε, ∀ t ≥ T0.
Notice that v > 0, we see that u satisfies{
ut − uxx > u(1− u), t ≥ T0, x ∈ [−lε, lε],
u(t,±lε) > 0, t ≥ T0.
Since u(T0, x) > 0 in [−lε, lε], applying Proposition B.1, it arrives at
lim inf
t→∞
u(t, x) ≥ 1− ε uniformly on [−L,L].
By the arbitrariness of ε and L,
lim inf
t→∞
u(t, x) ≥ 1 := u1 uniformly on the compact subset of R. (4.11)
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Let M = max{M1,M2}, where Mi is determined by Lemma 2.1, i = 1, 2. For any given L > 0,
0 < δ ≪ 1 and 0 < ε≪ 1, let lε be given by Proposition B.2 with d = D, β = b− c (u1 − δ), θ = 1
and k = M . In view of (4.11), there exists T1 > 0 such that u(t, x) ≥ u1 − δ for all t ≥ T1 and
x ∈ [−lε, lε]. Therefore, v satisfies{
vt −Dvxx ≤ v [b− v − c (u1 − δ)] , t ≥ T1, x ∈ [−lε, lε],
v(t,±lε) ≤M, t ≥ T1.
As v(T1, x) > 0 in [−lε, lε], in view of Proposition B.2, it yields
lim sup
t→∞
v(t, x) ≤ b− c(u1 − δ)− ε uniformly on [−L,L].
The arbitrariness of ε, L and δ imply that
lim sup
t→∞
v(t, x) ≤ b− cu1 := v¯1 uniformly on the compact subset of R. (4.12)
For any given L > 0, 0 < δ ≪ 1 and 0 < ε≪ 1, let lε be given by Proposition B.2 with d = 1,
β = 1 + a (v¯1 + δ), θ = 1 and k = M . Taking into account (4.12), and g∞ = −∞ and h∞ = ∞,
there is T2 > 0 such that
v(t, x) ≤ v¯1 + δ, g(t) < −lε, h(t) > lε, ∀ t ≥ T2, x ∈ [−lε, lε].
Hence, u satisfies {
ut − uxx ≤ u [1− u+ a (v¯1 + δ)] , t ≥ T2, x ∈ [−lε, lε],
u(t,±lε) ≤M, t ≥ T2.
By the same argument as above, one gets
lim sup
t→∞
u(t, x) ≤ 1 + av¯1 := u¯1 uniformly on the compact subset of R. (4.13)
For any given L > 0, 0 < δ ≪ 1 and 0 < ε≪ 1, let lε be given by Proposition B.1 with d = D,
β = b− c (u¯1 + δ) and θ = 1. According to (4.13), there is T3 > 0 such that u(t, x) ≤ u¯1 + δ for all
t ≥ T3 and x ∈ [−lε, lε]. Hence, v satisfies{
vt −Dvxx ≥ v [b− v − c (u¯1 + δ)] , t ≥ T3, x ∈ [−lε, lε],
v(t,±lε) ≥ 0, t ≥ T3.
Similar to the above,
lim inf
t→∞
v(t, x) ≥ b− cu¯1 := v1 uniformly on the compact subset of R. (4.14)
For any given L > 0, 0 < δ ≪ 1 and 0 < ε≪ 1, let lε be given by Proposition B.1 with d = 1,
β = 1 + a (v1 − δ) and θ = 1. By virtue of (4.14), and g∞ = −∞ and h∞ = ∞, there is T4 > 0
such that
v(t, x) ≥ v1 − δ, g(t) < −lε, h(t) > lε, ∀ t ≥ T4, x ∈ [−lε, lε].
Thus, u satisfies {
ut − uxx ≥ u [1− u+ a (v1 − δ)] , t ≥ T4, x ∈ [−lε, lε],
u(t,±lε) ≥ 0, t ≥ T4.
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Same as above,
lim inf
t→∞
u(t, x) ≥ (1 + av1) := u2 uniformly on the compact subset of R.
Repeating the above procedure, we can find four sequences {ui}, {vi}, {u¯i} and {v¯i}, such that,
for all i,
ui ≤ lim inft→∞
u(t, x) ≤ lim sup
t→∞
u(t, x) ≤ u¯i, vi ≤ lim inft→∞
v(t, x) ≤ lim sup
t→∞
v(t, x) ≤ v¯i (4.15)
uniformly in the compact subset of R. Moreover, these sequences can be determined by the following
iterative formulas:
u1 = 1, v¯i = b− cui, u¯i = 1 + av¯i, vi = b− cu¯i, ui+1 = 1 + avi, i = 1, 2, · · · . (4.16)
Denote A = b− c and q = ac, then A > 0, 0 < q < 1. By the direct calculation,
v¯1 = A, u¯1 = 1 + aA, v1 = A(1− q), u2 = 1 + aA(1− q), v2 = A(1 − q + q
2).
Using the inductive method we have the following expressions:
v¯i = A
(
1− q + q2 − · · ·+ q2i−4 − q2i−3 + q2i−2
)
, vi = v¯i −Aq
2i−1, i ≥ 3.
Because 0 < q < 1, one has
lim
i→∞
v¯i = lim
i→∞
vi =
A
1 + q
=
b− c
1 + ac
. (4.17)
This fact combines with (4.16) yields that
lim
i→∞
u¯i = lim
i→∞
ui =
1 + ab
1 + ac
. (4.18)
The limits (4.10) are followed from (4.15), (4.17) and (4.18).
For the strongly hunting case: b ≤ c, similar to the above, the following theorem can be obtianed.
Theorem 4.4 Assume that g∞ = −∞ and h∞ =∞. For the strongly hunting case b ≤ c, we have
lim
t→∞
u(t, x) = 1, lim
t→∞
v(t, x) = 0
uniformly in any compact subset of R.
5 The criteria governing spreading and vanishing
We first give a necessary condition for vanishing.
Theorem 5.1 Let (u, v, g, h) be any solution of (1.3). If h∞ − g∞ <∞, then
h∞ − g∞ ≤ π
√
1/(1 + ab) := Λ. (5.1)
Hence, h0 ≥ Λ/2 implies h∞ − g∞ =∞ due to g
′(t) < 0 and h′(t) > 0 for t > 0.
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Proof. By Theorem 4.2, if h∞−g∞ <∞ then limt→∞ ‖u(t, ·)‖C[g(t),h(t)] = 0 and limt→∞ v(t, x) =
b uniformly in the bounded subset of R. We assume h∞ − g∞ > Λ to get a contradiction. For any
small ε > 0, there exists τ ≫ 1 such that
v(t, x) ≥ b− ε/a := Aε, ∀ t ≥ τ, x ∈ [g∞, h∞],
h(τ)− g(τ) > max {2h0, π
√
1/(1 + ab− ε)}.
Set l1 = g(τ) and l2 = h(τ), then l2− l1 > π
√
1/(1 + ab− ε). Let w be the positive solution of the
following initial boundary value problem with fixed boundary:


wt = wxx + w (1− w + aAε) , t > τ, l1 < x < l2,
w(t, l1) = w(t, l2) = 0, t > τ,
w(τ, x) = u(τ, x), l1 < x < l2.
By the comparison principle,
w(t, x) ≤ u(t, x) for t ≥ τ, l1 ≤ x ≤ l2.
Since 1 + aAε > [π/(l2 − l1)]
2, it is well known that w(t, x) → θ(x) as t → ∞ uniformly in the
compact subset of (l1, l2), where θ is the unique positive solution of{
θxx + θ (1 + aAε − θ) = 0, l1 < x < l2,
θ(l1) = θ(l2) = 0.
Hence, lim inf t→∞ u(t, x) ≥ limt→∞w(t, x) = θ(x) > 0 in (l1, l2). This is a contradiction to (4.4).
Consequently, (5.1) holds.
By Theorem 5.1 and Proposition 4.1, h0 ≥ Λ/2 implies g∞ = −∞ and h∞ =∞.
Now we discuss the case h0 < Λ/2.
Lemma 5.1 Suppose that h0 < Λ/2. If
µ ≥ µ0 := max {1, ‖u0‖∞}
(
π2 − 4h20
)(
2
∫ h0
−h0
(x+ h0)u0(x)dx
)−1
,
then g∞ = −∞ and h∞ =∞.
Proof. Consider the following auxiliary problem

ut − uxx = u(1− u), t > 0, −h0 < x < h(t),
u(t,−h0) = 0, u(t, h(t)) = 0, t ≥ 0,
h′(t) = −µux(t, h(t)), t ≥ 0,
h(0) = h0, u(0, x) = u0(x), −h0 ≤ x ≤ h0.
It follows from Lemma 3.2 that
h(t) ≤ h(t), u(t, x) ≤ u(t, x) for t > 0 and − h0 < x < h(t).
Recall that 2h0 < Λ < π and µ ≥ µ
0, by Proposition 4.8 of [18], we have h(∞) = ∞. Therefore,
h∞ =∞. Similarly, g∞ = −∞. The proof is finished.
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Lemma 5.2 Assume that h0 < Λ/2. Then there exists µ0 > 0, depending also on u0(x) and
v0(x), such that h∞ − g∞ <∞ when µ ≤ µ0.
Proof. We are going to construct a suitable supper solution to (1.3) and then apply Lemma
3.1. Obviously, the function
v¯(t) = bebt
(
ebt − 1 +
b
‖v0‖∞
)−1
satisfies {
v¯t −Dv¯xx ≥ v¯(b− v¯), x ∈ R, t > 0,
v¯(0, x) ≥ v0(x), x ∈ R.
Denote ϑ = 12h0 +
1
4Λ, then h0 < ϑ < Λ/2. Inspired by [23], we define
f(t) = M exp
{∫ t
0
[
1 + av¯(s)−
( π
2ϑ
)2]
ds
}
,
η(t) =
(
h20(1 + δ)
2 + µπ
∫ t
0
f(s)ds
)1/2
, t ≥ 0; w(y) = cos
πy
2
, −1 ≤ y ≤ 1,
u¯(t, x) = f(t)w
(
x
η(t)
)
, t ≥ 0, −η(t) ≤ x ≤ η(t),
where δ ≪ 1 is a fixed positive constant such that ϑ > h0(1 + δ) and M is a positive constant to
be chosen later. Clearly, η′(t) > 0 for t ≥ 0 and
f ′(t)
f(t)
= 1 + av¯(t)−
( π
2ϑ
)2
for t > 0. (5.2)
Remember that ϑ < Λ/2 and limt→∞ v¯(t) = b, we have 1 + av¯(t) −
(
π
2ϑ
)2
< 0 for t large enough,
and then
∫ t
0 f(s)ds is uniformly bounded in [0,∞).
Let
µ0 =
ϑ2 − h20(1 + δ)
2
π
∫∞
0 f(t)dt
.
When 0 < µ ≤ µ0, it is obvious that ϑ ≥ η(t) for all t ≥ 0. In view of (5.2), we have that by the
direct computation
u¯t − u¯xx − u¯(1− u¯+ av¯) = f
′w − fw′ xη
′
η2
+ f( π2η )
2w − fw(1− fw + av¯)
≥ fw
[
f ′
f + (
π
2η )
2 − 1− av¯
]
= π
2
4 fw(η
−2 − ϑ−2) ≥ 0
for all t > 0 and −η(t) < x < η(t). On the other hand,
η′(t) =
µπ
2η(t)
f(t), u¯x(t,−η(t)) =
π
2η(t)
f(t), u¯x(t, η(t)) = −
π
2η(t)
f(t),
which imply
−η′(t) = −µu¯x(t,−η(t)), η
′(t) = −µu¯x(t, η(t)).
Choose M is so large that u0(x) ≤ M cos
πx
2h0(1+δ)
for x ∈ [−h0, h0]. Then for any 0 < µ ≤ µ0,
the pair (u¯, v¯) satisfies

u¯t − u¯xx ≥ u¯(1− u¯+ av¯), t > 0, |x| < η(t),
u¯(t,±η(t)) = 0, η′(t) = ∓µu¯x(t,±η(t)), t > 0,
u¯(0, x) ≥ u0(x), |x| ≤ h0,
η(0) > h0.
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Take advantage of Lemma 3.1, −η(t) ≤ g(t), η(t) ≥ h(t) and u(t, x) ≤ u¯(t, x) for t > 0 and
g(t) ≤ x ≤ h(t). It follows that
g∞ ≥ − lim
t→∞
η(t) > −ϑ > −∞, h∞ ≤ lim
t→∞
η(t) < ϑ <∞.
The proof is complete.
Theorem 5.2 Suppose that h0 < Λ/2. Then there exist µ
∗ ≥ µ∗ > 0, depending on u0(x), v0(x)
and h0, such that g∞ = −∞ and h∞ =∞ if µ > µ
∗, and h∞ − g∞ ≤ Λ if µ ≤ µ∗ or µ = µ
∗.
Proof. The proof is similar to that of Theorem 3.9 of [10] and Theorem 4.11 of [18]. For the
convenience to reader we shall give the details. Write (uµ, vµ, gµ, hµ) in place of (u, v, g, h) to clarify
the dependence of the solution of (1.3) on µ. Define
Σ∗ = {µ > 0 : hµ,∞ − gµ,∞ ≤ Λ} .
By Lemma 5.2 and Theorem 5.1, (0, µ0] ⊂ Σ
∗. In view of Lemma 5.1, Σ∗ ∩ [µ0,∞) = ∅. Therefore,
µ∗ := supΣ∗ ∈ [µ0, µ
0]. By this definition and Theorem 5.1 we find that gµ,∞ = −∞ and hµ,∞ =∞
when µ > µ∗. Hence, Σ∗ ⊂ (0, µ∗].
We will show that µ∗ ∈ Σ∗. Otherwise, gµ∗,∞ = −∞ and hµ∗,∞ =∞. There exists T > 0 such
that hµ∗(T ) − gµ∗(T ) > Λ. Utilizing the continuous dependence of (uµ, vµ, gµ, hµ) on µ, there is
ε > 0 such that hµ(T )− gµ(T ) > Λ for µ ∈ (µ
∗ − ε, µ∗ + ε). It follows that for all such µ,
lim
t→∞
[hµ(t)− gµ(t)] ≥ hµ(T )− gµ(T ) > Λ.
Therefore, [µ∗ − ε, µ∗ + ε] ∩ Σ∗ = ∅, and supΣ∗ ≤ µ∗ − ε. This contradicts the definition of µ∗.
Define
Σ∗ = {ν : ν ≥ µ0 such that hµ,∞ − gµ,∞ ≤ Λ for all µ ≤ ν} ,
where µ0 is given by Lemma 5.2. Then µ∗ := supΣ∗ ≤ µ
∗ and (0, µ∗) ⊂ Σ∗. Similar to the above,
it can be obtained that µ∗ ∈ Σ∗. The proof is completed.
6 Discussion
In this paper, we have examined a predator-prey model with double free boundaries x = g(t) and
x = h(t) for the predator, which describes the movement process through the two free boundaries.
The dynamic behavior are discussed.
A great deal of previous mathematical investigation on the spreading of population has been
based on the traveling wave fronts of the predator-prey system over the entire space R{
ut − uxx = u(1− u+ av), t > 0, x ∈ R,
vt −Dvxx = v(b− v − cu), t > 0, x ∈ R.
(6.1)
A striking difference between (1.3) and (6.1) is that the spreading front in (1.3) is given explicitly
by a function x = h(t), beyond which the population density of the predator is 0, while in (6.1), the
population u(t, x) becomes positive for all x once t is positive. Second, (6.1) guarantees successful
spreading of the predator species for any nontrivial initial population u(0, x), regardless of its initial
size and supporting area, but the dynamics of (1.3) exhibits a spreading-vanishing dichotomy. The
phenomenon exhibited by this dichotomy seems closer to the reality.
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The spreading-vanishing dichotomy results also indicate that:
(i) When the spreading happens, both the predator and prey will converge to positive constants
for the weakly hunting case, while the predator will converge to a positive constant and the prey
will vanish for the strongly hunting case. These dynamic behaviours are similar to that of solution
to the Cauchy problem of (6.1).
(ii) When the vanishing occurs, the predator will vanish and the prey will converge to a positive
constant.
The criteria governing spreading and vanishing (Theorems 5.1 and 5.2) tell us that whether
spreading or vanishing are completely determined by sizes of both the initial habitat and initial
data of the predator, and the moving parameter/coefficient µ of free boundaries.
These results tell us that in order to control the prey species (pest species) we should put
predator species (natural enemies) at the initial state at least in one of three ways: (i) expand the
predator’s targets, (ii) increase the moving parameter/coefficient of free boundaries, (iii) augment
the initial density of the predator species.
Appendix
A Global estimate of the solution w to (4.3)
Proposition A.1 Let (u, v, g, h) be any solution of (1.3) and assume h∞ − g∞ < ∞, if w(t, y) is
the solution of (4.3), then there exists a constant K0 such that
‖w‖
C
1+α
2
,1+α([1,∞)×[−1,1])
< K0. (A.1)
Proof. We are inspired by [1, Theorem A2]. For convenience, we denote ϕn(t) = ϕ(t+n), ψn =
ψ(t+ n, y), zn = z(t+ n, y), wn = w(t+ n, y). Let w(t+ n, y) = a
n(t, y) + bn(t, y), where an and bn
are solutions of 

ant = ϕn(t)a
n
yy, t > 0,−1 < y < 1,
an(t,−1) = an(t, 1) = 0, t > 0,
an(0, y) = w(n, y), −1 ≤ y ≤ 1
and 

bnt = ϕn(t)b
n
yy + ψnb
n
y + ψna
n
y + wn(1− wn + azn), t > 0,−1 < y < 1,
bn(t,−1) = bn(t, 1) = 0, t > 0,
bn(0, y) = 0, −1 ≤ y ≤ 1,
respectively. Let 0 < λ1 ≤ λ2 ≤ · · · be the eigenvalues of the problem
−φyy = λφ, −1 < y < 1; φ(−1) = φ(1) = 0,
and let φ1, φ2, · · · be the corresponding set of orthonormal eigenfunctions. We may express a
n as
an(t, y) =
∑
k≥1
exp
(
−λk
∫ t
0
ϕn(s)ds
)
wnkφk,
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where wnk = (φk, w(n, ·))L2 . In view of 0 < u ≤M1 (cf. Lemma 2.1), it follows that∥∥∥∥∂2jan(T )∂y2j
∥∥∥∥
2
L2(−1,1)
=
∑
k≥1
λ2jk exp
(
−2λk
∫ T
0
ϕn(s)ds
)
(wnk )
2
≤ sup
ℓ≥0
{
ℓ2j exp
(
−8Tℓ
(h∞−g∞)2
)}
‖w(n, x)‖2L2(−1,1)
≤ 2M21
(
(h∞ − g∞)
2j
4T
)2j
e−2j .
By the Lp estimates and Sobolev’s imbedding theorem, we therefore have that ‖an(t)‖C2[−1,1] ≤
K1(1 + t
−j), where K1 is independent of n provided that j ≥ 2. From this last estimate and the
differential equation satisfied by an, we obtain ‖ant (t)‖C[−1,1] ≤ K1h
−2
0 (1+ t
−j). Hence, there exists
positive constant K2 such that ‖a
n‖
C
1+α
2
,1+α(E1)
< K2, where E1 = [
1
2 , 2]× [−1, 1] and K2 depends
only on K1 and E1.
Next we estimate bn. It is obvious that the function cn = e−
1
t bn satisfies

cnt = ϕn(t)c
n
yy + ψnc
n
y + fn(t, x), t > 0,−1 < y < 1,
bn(t,−1) = bn(t, 1) = 0, t > 0,
bn(0, y) = 0, −1 ≤ y ≤ 1,
where
fn(t, x) =


1
t2
e−
1
twn + (ψn +
1
t2
)e−
1
t any + e
− 1
twn(1− wn + azn), t > 0
0, t = 0.
Note that lim
t→0+
t−je−
1
t = 0 for any j > 0, we have fn(t, x) is continuous in E = [0, 3] × [−1, 1] and
‖fn‖C(E) ≤ K3 where K3 is dependent on K1 and independent of n. By using of [14, Theorem
4, p191], we can obtain that ‖cn‖
C
1+α
2
,1+α(E1)
< K˜3 where K˜3 depends on K3. It follows that
‖bn‖
C
1+α
2
,1+α(E1)
< K4. We therefore have that
‖w‖
C
1+α
2
,1+α(En)
≤ ‖an‖
C
1+α
2
,1+α(E1)
+ ‖bn‖
C
1+α
2
,1+α(E1)
< K2 +K4 = K0,
where En = [n+
1
2 , n+ 2]× [−1, 1]. It easily to get (A.1) since the intervals En overlap and K0 is
independent of n.
B Estimates of solutions to parabolic partial differential inequal-
ities
Let d, β and θ be fixed positive constants. In order to investigate the long time behavior of the
solution (u, v) to (1.3), we should prove the following two propositions.
Proposition B.1 For any given ε > 0 and L > 0, there exist lε > max {L,
π
2
√
d/β} and Tε > 0,
such that when the continuous and non-negative function w(t, x) satisfies

wt − dwxx ≥ (≤)w(β − θw), t > 0, −lε < x < lε,
w(t,±lε) ≥ (=) 0, t ≥ 0,
and w(0, x) > 0 in (−lε, lε), then
w(t, x) > β/θ − ε (w(t, x) < β/θ + ε), ∀ t ≥ Tε, x ∈ [−L,L].
22 Mingxin Wang and Jingfu Zhao
Which implies
lim inf
t→∞
w(t, x) > β/θ − ε
(
lim sup
t→∞
w(t, x) < β/θ + ε
)
uniformly on [−L,L].
Proof. Let l > π2
√
d/β be a parameter. Assume that wl(x) is the unique positive solution of{
−dwxx = w(β − θw), −l < x < l,
w(±l) = 0.
(B.1)
By Lemma 2.2 of [12], liml→∞wl(x) = β/θ uniformly in any compact subset of R. So, for any given
L > 0 and ε > 0, there exists lε > max {L,
π
2
√
d/β}, which also depends on d, β and θ, such that
β/θ − ε/2 < wl(x) < β/θ + ε/2, ∀ l ≥ lε, x ∈ [−L,L]. (B.2)
Let w0(x) ∈ C([−lε, lε]) be a positive function and wε(t, x) be the unique solution of

wt − dwxx = w(β − θwp), t > 0, −lε < x < lε,
w(t,±lε) = 0, t ≥ 0,
w(0, x) = w0(x), −lε ≤ x ≤ lε.
Since lε >
π
2
√
d/β, it is well known that limt→∞wε(t, x) = wlε(x) uniformly in the compact subset
of (−lε, lε). Thanks to (B.2), there is a Tε ≫ 1 such that
β/θ − ε < wε(t, x) < β/θ + ε, ∀ t ≥ Tε, x ∈ [−L,L]. (B.3)
Our conclusion is followed from (B.3) and the comparison principle.
Proposition B.2 Let k be a positive constant. For any given ε > 0 and L > 0, there exist
lε > max {L,
π
2
√
d/β} and Tε > 0, such that when the continuous and non-negative function z(t, x)
satisfies {
zt − dzxx ≥ (≤) z(β − θz), t > 0, −lε < x < lε,
z(t,±lε) ≥ (≤) k, t ≥ 0,
and z(0, x) > 0 in (−lε, lε), then we have
z(t, x) > β/θ − ε (z(t, x) < β/θ + ε), ∀ t ≥ Tε, x ∈ [−L,L].
This implies
lim inf
t→∞
z(t, x) ≥ β/θ − ε
(
lim sup
t→∞
z(t, x) < β/θ + ε
)
uniformly on [−L,L].
Proof. Let l > π2
√
d/β be a parameter, and zl(x) the unique positive solution of{
−dzxx = z(β − θz), −l < x < l,
z(±l) = k.
(B.4)
(refer to the proof of Lemma 2.3 in [12]). We claim that
lim
l→∞
zl(x) = β/θ uniformly in any compact subset of R. (B.5)
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For the case k > β/θ. By the maximum principle we see that β/θ ≤ zl(x) ≤ k for all x ∈ [−l, l].
Note that zl(x) ≤ k, by the comparison principle we have that zl(x) is decreasing in l. Therefore,
the limit liml→∞ zl(x) = z(x) exists, and z(x) ≥ β/θ and z(x) satisfies
−dzxx = z(β − θz), x ∈ R.
By Theorem 1.2 of [12], z(x) ≡ β/θ. Using the interior estimate we assert that liml→∞ zl(x) = z(x)
uniformly in any compact subset of R. Hence (B.5) holds.
For the case k ≤ β/θ. Choose k0 > β/θ and let z
0
l be the unique positive solution of (B.4) with
k = k0. By the comparison principle we have wl(x) ≤ zl(x) ≤ z
0
l (x) in [−l, l], where wl(x) is the
unique positive solution of (B.1) with l > π2
√
d/β. Take into account the result we have proved in
the above and Lemma 2.2 of [12], it is deduced that (B.5) holds.
In view of (B.5), for any given L > 0 and ε > 0, there is lε > max {L,
π
2
√
d/β}, which also
depends on d, β, θ and k, such that
β/θ − ε/2 < zl(x) < β/θ + ε/2, ∀ l ≥ lε, x ∈ [−L,L]. (B.6)
Let z0(x) ∈ C([−lε, lε]) be a positive function and zε(t, x) be the solution of


zt − dzxx = z(β − θz), t > 0, −lε < x < lε,
z(t,±lε) = k, t ≥ 0,
z(0, x) = z0(x), −lε ≤ x ≤ lε.
Recall lε >
π
2
√
d/β, we shall illustrate that
lim
t→∞
zε(t, x) = zlε(x) uniformly in the compact subset of (−lε, lε). (B.7)
In fact, take a positive constant q and let φq(t, x) be the unique solution of


φt − dφxx = φ(β − θφ), t > 0, −lε < x < lε,
φ(t,±lε) = k, t ≥ 0,
φ(0, x) = q, −lε ≤ x ≤ lε.
Let M ≫ 1 and 0 < m ≪ 1. Then M and m are the ordered upper and lower solutions of (B.4)
with l = lε. Therefore, φM (t, x) is monotone decreasing and φm(t, x) is monotone increasing in
t. So, the limits limt→∞ φM (t, x) = φM (x) and limt→∞ φm(t, x) = φm(x) exist, and they are all
positive solution of (B.4) with l = lε. Hence, φM (x) = φm(x) = zlε(x). Meanwhile, the comparison
principle yields φm(t, x) ≤ zε(t, x) ≤ φM (t, x). Consequently, limt→∞ zε(t, x) = zlε(x). By use of
the interior estimate, it can be shown that this limit is uniformly in the compact subset of (−lε, lε).
Thanks to (B.6) and (B.7), there is Tε ≫ 1 such that
β/θ − ε < zε(t, x) < β/θ + ε, ∀ t ≥ Tε, x ∈ [−L,L].
By sue of this fact and the comparison principle, the proof is immediately completed.
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