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Abstract 
In recent years, providing the required criteria put forward for the full membership by the union is one of the prior 
targets of Turkey in the European Union full membership process. The objective of this study is to be able to evaluate 
situations of the membership process among European countries, candidate countries and Turkey. In the data set used 
in the period of 2005-2010, it is seen that the global economic crisis becoming efficient towards the end of 2007 has 
affected both EU countries and candidate countries economically. This period which included the effect of global 
crisis was taken as a data set to the study in order to add the effect of global crisis into the evaluation. The study was 
tried to be analyzed by using artificial neural networks and decision trees algorithms by means of a variety of 
economic signs. For that purpose, the data between years of 2005-2010 were used in this study. Primarily, the relative 
importance of independent variables was found by means of multilayered artificial neural networks and then 
dimension reduction operation was done. The criteria thought as affecting the membership was tried to be found out 
by using the decision trees method.  
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1. Introduction 
Turkey has shown a marked improvement for developing relations with EU and providing full 
membership to the union since the end of 1950. Developments have taken place in terms of membership 
process in Turkey along with getting the candidate status after the Helsinki summit (Aktan, Dileyici and 
Özkıvrak, 2004). As known, EU aims to make Europe stronger, more stable and to provide her single 
market, single currency, regional peace, security, growth, employment, technological development, 
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knowledge sharing, environment protection, free travel for citizens of candidate countries, legislation and 
right to work. Union presents export license agreements, global partnerships, operation through direct 
investments, standard products sales and the ability to reach a market having about 500 millions 
population and  €25 trillion cost economic size for companies which want to operate in 25 candidate 
countries  (Karabulut, Demir, 2005). 
As EU is an economic community, its members’ economic structures, policies, and development levels 
should be close to each other. As for countries that wish to be member of EU should have a certain 
standards (Turanlı, Özden and Türedi, 2006). Non- homogeneous structure of countries wishing to join 
the union and having significant differences among both each other and member states of EU have been 
seen as one of the most important problems for the expansion. However, steady approaches and positive 
policies of candidate countries are seen as the indicator that puts a stop to those differences in a short 
time.  There are still some European countries including Turkey that shows serious efforts to be the 
member of EU and in this sense, they have been trying to have EU standards by realizing many reforms. 
In this study, basic criteria for candidate countries to be the member of the EU was tried to be 
constituted with the help of machine learning techniques in the light of socio-economic indicators among 
between years of 2005-2010. Variables used for determining these criteria were obtained from literature 
review and reports taken from the EU commission. The number of variables was determined through 
artificial neural networks in terms of reflecting characteristics of member countries. 
2. Literature Review 
In this part, studies done about the subject will be examined. In those studies, the necessity of risk 
assessment according to which socio-economic factors of countries are tried to be questioned with 
different statistical and no statistical methods. The study, “Assessing country risk using a multi-group 
discrimination method” written by Doumpos and his colleagues describes a classification method: the 
multi-group hierarchical discrimination method (MHD) and applies this to 1978-1995 data for 143 
countries (Doumpos, Pentaraki, Zopounidis and Agorastos, 2001). The study of Gjonca and his friends’ 
“Assessing country risk using multicriteria classification approaches” presents the contribution of multi-
criteria decision aid in country risk assessment (Gjonca, Doumpos, Baourakis and Zopounidis, 2004). As 
for the study “Comparison of country risk models: hybrid neural networks, logit models, discriminant 
analysis and cluster techniques” written by Yim and Mitchell, it discusses the ability of a relatively new 
technique, hybrid ANN's, to predict country risk rating (Yim and Mitchell, 2005). The study “In a 
Country Risk Analysis: A Survey of the Quantitative Methods” by Nath discusses concepts and 
definitions, and presents a survey of the quantitative methods that are used to address various issues 
related to country risk (Nath, 2008). The study “Country Risk Ratings: An International Comparison” 
written by Hoti and McAleer provides an international comparison of country risk ratings for twelve 
countries from six geographic regions (Hoti and McAleer, 2002). In Cooper’s study, he explains the 
underlying theory of the widely used back-propagation algorithm and applies this procedure to a problem 
from the field of international economics. (Cooper, 1999) In the study called “An Empirical Assessment 
of Country Risk Ratings and Associated Models” written by Hoti and McAleer, rating agencies employ 
different methods to determine country risk ratings (Hoti and McAleer, 2004). In Vij’s study called as 
“Determinants of Country Risk Analysis: An Empirical Approach” effect of various economic and 
political factors on country risk ratings was examined (Vij, 2005).  Finally, in the study called 
“Knowledge discovery techniques for predicting country investment risk” written by Fernandez and his 
friends, inferential data mining techniques, like C5.0, as well as intelligent learning techniques, like 
neural networks, were applied to a data set of 52 countries (Fernandez, Zanakis and Walczak, 2002). 
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3. Data and Methodology 
In this study, factors which affect the access to the European Union membership and candidate 
countries of EU were determined as a result of literature review. And the most effective criteria for the 
membership was reduced with the use of Artificial Neural Network method which is one of the machine 
learning techniques through the data obtained from socio-economic indicators. According to these 
reduced criteria, the necessary conditions for the EU membership would be acquired by using C.5 
algorithm that’s a decision tree algorithm. Data belonging to years of 2005-2010 were provided through 
UNCTAD (United Nations Conference on Trade and Development), EU Commission, EUROSTAT 
Reports, OECD Annual Reports. 
3.1. Neural Networks Approach for Dimension Reduction 
Artificial Neural Network is frequently used in the machine learning method for classification, 
estimation, auto unit auto integration, function approximation and optimization. In more practical terms, 
neural networks are non-linear statistical data modeling tools. They can be used to model complex 
relationships between inputs and outputs or to find patterns in data (Sing and Chauhan, 2005). Artificial 
Neural Network is “a parallel processor distributed intensely that consists of a neural network and simple 
processing unit and also provides the collection of the empirical information and the use of them” 
(Haykin, 1994). Artificial neural networks are also used for country risk analysis. An artificial neural 
network (ANN) is a computer model that mimics the brain’s ability to classify patterns or to make 
forecasts based on past experiences. 
One of the simplest feed forward neural networks consists of three layers: an input layer, hidden layer 
and output layer. In each layer there are one or more processing elements (PEs). PEs is meant to simulate 
the neurons in the brain and this is why they are often referred to as neurons or nodes. A PE receives 
inputs either from the outside world or the previous layer. There are connections between the PEs in each 
layer that have a weight (parameter) associated with them. This weight is adjusted during training. 
Information only travels in the forward direction through the network - there are no feedback loops (Sing 
and Chauhan, 2005). 
Fig.1. Architecture of Feed Forward Neural Network 
The major advantage of neural network methods is that they are general: they can handle problems 
with very many parameters, and they are able to classify objects well even when the distribution of 
objects in the N-dimensional parameter space is very complex. The disadvantage of neural networks is 
that they are notoriously slow, especially not only in the training phase but also in the application phase. 
Another significant disadvantage of neural networks is that it is very difficult to determine how the net is 
making its decision.  
Identifying original data space with less layered space is called as dimension reduction. In addition to 
methods such as principle component analysis, stepwise regression, genetic algorithms; artificial neural 
networks are also used in the dimension reduction by finding the relative importance of variables. In this 
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study, artificial neural networks approach was used to get the most effective variables by means of 
dimension reduction.  
3.2. Decision Trees for Rule Extraction 
Decision tree learning is a method commonly used in machine learning. The goal is to create a model 
that predicts the value of a target variable based on several input variables.  Each interior code 
corresponds to one of the input variables; there are edges to children for each of the possible values of 
that input variable. Each leaf represents a value of the target variable given the values of the input 
variables represented by the path from the root to the leaf. A tree can be "learned" by splitting the source 
set into subsets based on an attribute value test. This process is repeated on each derived subset in a 
recursive manner called recursive partitioning. The recursion is completed when the subset at a node all 
has the same value of the target variable, or when splitting no longer adds value to the predictions 
(Breiman, Friedman, Olshen, Stone, 1984). 
Fig. 2. Example Decision Tree 
 In recent years, decision trees have been one of the most frequently used classifications and pattern 
identification algorithms in literature. The most important reason of using this method is its simplicity and 
understandability of rules used for the formation of tree structures. Decision trees use a multistage or a 
sequence approach so as to implement the classification treatment (Kavzo÷lu, Çölkesen, 2010). C 4.5 
which is a decision tree algorithm was applied to be able to determine necessary conditions related to the 
membership reduced from the date set by means of Artificial Neural Networks. 
4. Hypothesis of the Study 
Values of dependent and independent variables used in the study were found with the period average 
of parameters obtained from the period of 2005-2010. That is to say, those variables used in this study 
were the average of six years. In addition, member states and candidate countries used as decision units 
were determined by taking 2010 as a reference. Here dependent and independent variables examined in 
the concerning period were obtained as a result of literature review to present differences between 
member states and candidate countries. While member states of EU would be indicated as 1, others would 
be indicated as 0. 
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Table 1. EU and Candidate Countries 
Member States (1) 
Candidate Countries 
(0) 
Austria Greece  Portugal Croatia 
Belgium Hungary  Romania Iceland  
Bulgaria Ireland  Slovakia Montenegro 
Republic of Cyprus Italy  Slovenia Macedonia 
The Czech Republic Latvia Spain  Turkey 
Denmark Lithuania Sweden  Albania 
Estonia Luxemburg UK Bosnia Herzegovina 
Finland Malta Holland Kosovo 
France Germany  Poland Serbian 
Table 2. Independent variables 
Variable Explanation (%) Variable  Explanation (%) 
V1 Outstanding Internal Debt V7 GNP Change (Gross National Product) 
 V2 Outstanding External 
Debt (Public) 
V8 Gross Domestic Income 
 V3 Export Incomes V9 Per Capita Gross Domestic Income  
 V4 Import Incomes V10 Industrial Production Index 
 V5 Current Account Balance V11 Capacity Use Rate 
V6 Inflation  V12 Labor Participation Rate 
Artificial neural networks module of the Weka program (a kind of open coded software) was used to 
reduce the cluster which consisted of 12 independent variables.  
Furkan Diskaya et al. / Procedia Social and Behavioral Sciences 24 (2011) 808–814 813
5. Emprical Results 
In this part of the study, economic variables thought as determining membership conditions between 
the EU member states and candidate countries between the years of 2005 – 2010 were evaluated.   
Table 3. Artificial neural network results related to independent variables’ relative importance 
Variables Relative Importance 
V12 – Labor Participation Rate 0.675 
V8 – Gross Domestic Income 0.469 
V10 – Industry Production Rate 0.352 
V5 – Current Account Balance 0.346 
As a result of the analysis, appraised reliability was determined as %99.52 according to acquired 
outputs. When analyzing the table 3, variables having the highest relative importance are respectively 
observed as labor participation rate (0.675), gross domestic income (0.469), and industry production rate 
(0.252) and finally current account balance (0.346).  As for other independent variables, they were not 
included in the analysis as their relative values were lower than those four independent variables. 
After the reduction operation by means of artificial neural networks, C4.5 decision tree algorithm was 
applied to those four variables having the highest relative importance and then required conditions were 
found out for the membership. As a result of the applied algorithm, one condition was acquired which 
was related to the variable “labor participation (0.675)” because it had the highest importance on 
membership. According to this condition, if the labor participation rate is higher than 68%, it is inferred 
that the country is member of EU but if the rate is equal to or lower than 68%, it is inferred that the 
country is not member of EU. 
6. Findings and Conclusion  
The data related to variables between years of 2005-2010 acquired through literature review was 
analyzed in order to ascertain economic differences between the member states and candidate countries to 
EU. As a result of literature review, 12 independent variables which might affect full membership were 
determined. Since it would increase the complexity of the model if all independent variables were 
included in the analysis, it was benefitted from artificial neural networks to be able to choose variables 
which had the highest relative importance.   
After dimension reduction process, independent variables were determined as labor participation, gross 
domestic income, industry production index and current account balance. C4.5 decision tree algorithm 
was run on reduction data by means of Weka software to understand whether there was a condition 
affecting EU full membership or not. The only condition for EU full membership presented by C4.5 
algorithm was the labor participation rate which was determined higher than 68%. Accordingly, if the 
labor participation rate of a country is bigger than 68%, it means that the country is a member of EU, but 
if this rate is equal to or lower than 68%, it means that the country is not a member of EU. As a result of 
those information obtained from this study, the primary target of Turkey for EU full membership should 
be to increase the labor participation rate.  
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