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Abstract 
The graded ringZ[e. tI, t2, t3, . . . ]/(et. = Ci+j=n+l ti tj for n 2 1) is considered, where e has 
degree 2, t, has degree 24 and 0 I i, j I n + 1 with t, = 1. This ring is encountered in 
calculating the IL,-term of an Adams-Novikov spectral sequence converging to the homotopy 
ring of a spectrum related to MU. New ring generators {a,],,, , arc defined which possess 
simple computational properties and an additive basis is presented in each degree. 
1991 Math. Subj. Class.: 16W50, 13A02, 18Gl0, 55Tl5 
1. Introduction 
Let T be the graded polynomial ring Z[e, tI, t2, t3, . . 1, where e has degree 2 
and t, has degree 2n. Let I be the graded ideal in T generated by the homogeneous 
relations 
et,= c fitj for ?l 2 1, (1) 
i+j=nfl 
where i and j run from 0 to n + 1 and to is interpreted as 1. The subject of this paper is 
the structure of the graded quotient ring A = T/I. 
The unusual definition of this ring has its origin in algebraic topology. For each 
positive integer k, Alexander [4] defined a ring spectrum MkU in which the knth space 
is M(k<,), the Thorn space of the k-fold Whitney sum of the canonical unitary bundle 
over BU(n). There is a canonical map S + MkU of the sphere spectrum to each of 
these spectra as the multiplicative unit. Obviously, MlU is the unitary bordism 
spectrum MU. This collection of spectra is interesting since it forms an inverse system 
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in which the natural map S,(X) -+ inv lim MkU,(X) is an isomorphism whenever X is 
a complex with finitely generated homology groups. Since each ring z*(MkU) 
contains a significant torsion-free part, it may be easier to attack than rc*(S). The ring 
A is encountered in calculating the E,-term of an Adams-Novikov spectral sequence 
converging to n,(M2U). This connection is sketched in Section 2. 
For an element u in T, let [u] stand for the equivalence class of u in A. It is easy to 
write [t,] in terms of [e] and [tr]. In fact, when A is tensored with Z[1/2], it becomes 
the polynomial ring Z[1/2] [ [e], [till. It is convenient to imbed A as a subring of the 
graded polynomial ring Z[X, Y], with X and Y of degree 2, by sending [e] to 4Y and 
[tr] to 2(Y - X). In view of this, we will also use symbols A, e, and t, to denote the 
images of A, [e], and [t,J, respectively, in Z[X, Y]. 
Nevertheless, the given ring generators t, do not promote calculations in A. It is the 
purpose of this paper to construct convenient new generators a, of A, with 
dega, = 2n, and then to exhibit an explicit additive basis in each degree. 
Theorem 1.1. The ring A is multiplicatively generated by1 the set {e, a,, u2, a3, . . . ). 
A salient feature of the a, is that each square a,” can be expressed in terms of other 
generators. The u, are defined in Section 3 together with a related set of monomials 
M, and a collection of integer coefficients m,,,. There we also prove the following 
theorem. 
Theorem 1.2. For each d 2 0 and with h = 2X, the elements (nz,.q hYM,: n + q = d) 
form a basis for the Z-module Ad of homogeneous elements of degree 2d. Furthermore, 
for d 2 1, ad is n member of this basis. In particular, for d even, d = (2i + l)n, 
n = 2k, k 2 1, we have ad = mn,d_nhdmna,, and ad+ 1 = ?n,,d+ 1 _,,hdil -na,,. 
Section 4 looks a some ideals in A, and Section 5 is devoted to a proof of 
Theorem 1.1. 
2. Background 
Returning to algebraic topology, we know from [l] that MU,(MkU) is a graded 
comodule over the Hopf algebroid MU,(MU). Recall that MU,(MU) can be 
identified with zn,(MU) 0 B, where B = Z[bl, b2. b3, . . . ] with deg b, = 2n. The co- 
product d : B + B@ B is given by the well-known [2,5] equation A(b,) = 
C,>,(b”‘)“-i@bt, where b =CIzO bi and b0 = 1. This equation comes with the 
understanding that for an indeterminate x of degree - 2, b is really the formal power 
series b = 1 + bIx + b2x2 + ... of degree 0 in B[[x]] and (bit’),-i denotes the 
coefficient of xnei. Similarly, MU,(MkU) can be identified with n,(MU) @ G, where 
G = Z[g,, g2, g3, . . . ] with deg gn = 2n and where the coaction map $ : G + B @ G is 
given by $(g,J = xi, O(bifk)n-i 0 gi [g]. 
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In order to calculate the E,-term of an Adams-Novikov spectral sequence converg- 
ing to z,(M2U), one might start by constructing a resolution of G by extended 
B-comodules 
where each R” is a graded&module. General references for these notions are [3,7]. In 
the present case, let P be the graded polynomial algebra Z[X] with deg X = 2, and let 
U be the bigraded Z-module with resolution grading given by U” = P 0 PO”‘, m 2 0, 
and topological grading imposed by P. Here, P Orn denotes the m-fold tensor product 
of P. For each m, we choose R” G U” and informally identify e with 4X in P, t1 with 
2(1 @ X - X @ 1) in R’, and Z[X, Y] of Section 1 with U I. 
Let Cm=B@Rm, m 2 0. On each B-comodule Cm, the coaction map 
$: B @I R” + B @ B @ R” is A 0 1. As a tensor product of Z-algebras, each Cm is 
actually a commutative Z-algebra with the usual internal product Cm @ Cm + Cm. 
A non-commutative resolution product . can also be defined on C = 1, ~ oCm with 
respect o which (C, d) is a differential graded Z-algebra. On the R”, this resolution 
product is different from the usual product on the tensor algebra T(P) as defined in 
[6]. Restricted to Co, however, the resolution product is identical to the internal 
product. 
The maps E and d, must be B-comodule maps obeying (A @ 1)~ = (1 @ E)$ 
and (A @ l)d, = (1 @ d,)(A 0 l), respectively. A suitable definition for F. as a 
Z-algebra map is a(g,) = Cizo(bi+2)n-i @ e’. For do, the key structure formulas 
are do(l 0 e) = 2t, and do((b-I),,@ 1) =C,zo(bi),-i-l @ti+l. Note that as a 
power series, b has constant coefficient 1 and is invertible and that B is multi- 
plicatively generated by the homogeneous coefficients of b-l = 1 - bls + 
( - b2 + b:)x2 + . . . . 
Similar considerations in C’[[x]] show that the image of E is multiplicatively 
generated by the homogeneous coefficients of bd2 0 1 - b-’ @ e. The interaction of 
the internal and resolution products together with the need for im(E) s ker(d,J leads 
to theequation(l@t,)o(l@e)=l@(C. .= I+, n+l titj) in C”, where titj involves the 
internal product and where we may view the resolution product as giving a right 
action R’ 0 R” + R1 of R” on R’. The resolution product also gives a left action 
R” @R’ + R’, related to the right action by (1 Be) a(1 @ t,) = (1 @ t,) .(l Be) - 
2(1 0 t,tl). It is the right action that leads to the relations (1). 
3. Ring structure 
3.1 New ring generators 
The proposed multiplicative generators {a,}, >_I of A are defined in Z[X, Y] as 
follows. Setting h = 2X, let a, = 2(Y - X) = tl and a2 = 2(Y - X)(Y + X) = 
316 M.C. TemteiJournal ofPure andApplied Algebra 112 (1996) 313-325 
haI + a:/2. Then, for n > 2 inductively define the remaining elements by 
hnm2a2 - faf,2 for n = 2k, k 2 2, 
a,, = hnp2”ap for II = (2i + 1)2k, i 2 1, k 2 1, (2) 
ha,- 1 for n = 2i + 1, i 2 1. 
The elements for which n is a power of 2 form the foundation of this collection. For 
later, we extract 
+2i+ 1)2k - - h(2i)2ka2L for i 2 0. (3) 
Although h is central to the definition and 2h = e - 2t, E A, it is important to note 
that h itself is not in A. Consequently, the defining equations in Z[X, Y] do not 
provide a decomposition of the a, in A; nor is it immediately evident that the 
collection of elements is contained in A. 
An alternate description of the a,, n 2 2, is provided by 
‘ha,_ 1 - faz,, for n G 0 (mod 4), 
a,=tha,_, for n = 1,3 (mod 4), (4) 
for n = 2(mod4). 
i 
ha, 1 + +a,$, 
The case where n is odd is immediate. For the other cases, first note that (2) gives 
abi = h4i-2a2 - iafi for i 2 1 (5) 
when 4i is a power of 2. Otherwise, (5) follows from the calculation 
a4i = h4i-2ka2k = h4i-2k(h2k-2a2 - fa:k. ,). 
Combining (5) with (3) gives 
a4i = h2(h4”- 1) a2) - ia& = h2a4i_2 - ia&, 
which establishes (4) when n z 0(mod4). For the final case with n E 2(mod4), note 
that the definition of a, conforms to (4); for n > 2, multiplication of (5) by h2 and an 
application of (3) establishes the formula. 
Let R be the subring of Z[X, Y] multiplicatively generated by (2h, al, u2, a3, . . . ). 
Theorem 1.1 is just the statement that A = R. 
3.2 Additive bases 
It is helpful to have notation that reflects the binary representation of n. Given 
n 2 0, let J, be the set of distinct integersj 2 0 such that n = CjEJD2j, let r, denote the 
cardinality of J,,, and when n > 0 let k, = min( J,). Thus, r, = 0 implies n = 0; r, = 1 
and k, 2 1 imply n is a positive power of 2; r,, 2 2 and k, 2 1 imply n is even but not 
a power of 2; and k, = 0 implies n is odd. When the context n is clear, we will simply 
use the notation J, r, and k, respectively. 
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Table 1 
Some values of mn,q for small n and q 
36 I I1 2 2 2 2 2 I1 12 2 2 2 21112 2 2 2 2 1112 2 2 2 211 
341112II 121112111211121112111211121I 
32 1 I 2 4 8 2-! 24 X4 8 8 8 8 8 2' 2J Z4 4 4 4 4 8 24 2“ 24 8 8 8 8 8 24 2J24 2 2 
301IIII111111111111111!1111111111I11 
28 11 1 12 2 2 2 1111 2 2 2 21111 2 2 2 2 111122 2 211 
26111111111111111111111111111111111I 
2411124444 2222444 4111244442222444411 
22.111 I1 11tI1111111111111111111111111 
20 III 2 2 2 2 2 1112 2 2 2 21112 2 2 2 2 1112 2 2 2 211 
181112I11211121112111211121112111211 
I6 II248888 4444888 8222488884444888811 
14111111 I1I1111111111I11111111111111 
I2I112222211122222111222221112222211 
101I12111211121112111211121112111211 
8112444442224444411244444222444441l 
611I2111211121112111211121112111211 
41124222411242224112422241124222411 
21I22112211221122112211221122112211 
I I I I I I I , , 4 
0 4 8 I2 I6 20 24 28 32 
Within R, let M, be the monomial nj E J. a2j of degree 2n. When n is a power of 2, M, 
is just a,. For a given q 2 0, PM, need not be in R, although 2qhqM, certainly is. We 
now define a collection of minimal coefficients m,,q for n,q 2 0, each a non-negative 
power of 2 in the range 1 I mn,q I 2q such that mn,q hq M, E R: 
f 24 for r = 0, 
2 for r = 1, k = 1, q = 2,3 (mod4), 
1 
mn.q = 
for r = 1, k 2 1, q = 0,l (mod2n), 
2iwWn,z,q- 1,~,,24) for r = 1, k 2 2, q + 0, 1 (mod2n), (6) 
gcd{m2k,qPi: O<i<r-1) for r22, k>l, 
\mn-l,q for r 2 1, k = 0. 
Here, we interpret mn,q as 0 whenever q < 0. For small n > 0 and q 2 0, n even, 
these coefficients are displayed in Table 1. The claimed properties are addressed in 
Section 3.3. 
Note that for n even, the coefficients are either all 1 (this first occurs when n = 14) or 
are periodic in q with period Zk+‘. Also, mi.q = mj,q whenever i and j are even, ri = rj, 
and ki = kj. 
Although the definition appears daunting, the coefficients are easily computed and 
reflect the following relationship: whenever a multiple of m,,, hq M, is decomposable in 
R in terms of elements of lower degree, mn,q is the minimum coefficient o result over 
all such decompositions. An example to consider is m6,3 h3 M,, where m6, 3 = 2. 
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3.3 Proqfqf Theorem 1.2 
We first establish some properties held by our coefficients. 
Lemma 3.3.1. For coejicients m,,q given by (61, 
(a) m,,q divides 2m,,q_ 1 whenever q > 0 and n 2 0, and 
lb) mn.4 divides m2,,y whenever q 2 0 and n = 2k with k > 0. 
Proof. Obviously, (a) holds for n = 0,1,2, so suppose n = 2k, k 2 2. By way of 
induction on k, assume that mn/2,i divides 2M,/2,i- 1 for i > 0. From (6), we have 
pnn,q = 1 when q s 0,l (mod2n) and mn,4 = 2 when q = 2 (mod 2n). Thus, (a) holds for 
q = 0, 1, 2 (mod 2n). But when q f 0, 1, 2 (mod 2n), the induction hypothesis and (6) 
imply that mn.q divides 2gcd{2m,,z.,_2, 2m,,2,4_ l} = 2mn,q_l. Thus, (a) holds when- 
ever n is a power of 2. But then, for any k 2 0, it follows that 
gcd(m2”,,_;: 0 5 i 5 r - 1). divides 2gcd{nlz~,~_i_1: 0 < i I r - 11. 
Thus, when n is even but not a power of 2, (a) holds from (6). Finally, the case where 
n is odd follows from the even case. 
Part (b) is obviously true when q E 0, 1 (mod2n) and otherwise follows from 
m2n.q = gcd{2m,,,-i, 2m,.,) and part (a). 0 
Lemma 3.3.2 Let 1 I kl I k2 I ... I k,, with r 2 1. Then 
gcd{mzk,.,-i: Oli<r-1) 
= gcd{mzk ,,,, iti2qi2 ... m2+,:il + iz + ... + i, = q) 
for each q 2 0. 
Proof. When r = 1, the result is trivial. Consider the special case where r = 2 and 
kl = k2 = k 2 1. When k = 1, the lemma clearly holds by examining the bottom row of 
Table 1. So suppose that k > 1 and set n = 2k. Recalling that m,,. = m,, I = 1, we have 
gcd{m,,imn.j: i +j = q} = gcd((m,,,-,, m,,,‘,u{m,,.im,,,j: i +j = q and i,j 2 2)), 
and it suffices to show that g = gcd{m,,,_ 1, mn,q } divides each m,,im,.j on the right- 
hand side. This is clear using periodicity whenever i or j = 0, 1 (mod 2n) since then 
either m,,im,.j = m,,, or %,i%.j = nb-1 holds. So suppose that both 
i,j + 0, 1 (mod 2n). Then, by (6) 
%,imhj = gcd{4m,,z.i-lm,/2,j-l, 4~qz.~-lw,/2.j7 %+imn,z,j~l, ‘h,2.imn,2.j) 
(7) 
and by Lemma 3.3.1(a), g divides y’ = 2 gcd{m,,,-,, mn,q_l, m,,,}. If it happens that 
q E 0, 1,2, 3(mod2n), then g’ = 2 so g divides m,,;m,,j. Otherwise, by (6), 
g’ = 4 gcd{nq2,,-3, mn/2.q-2r m./2,g-i, m+,a). 
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By induction on k, we may assume that gcd{m,,z,i+j- 1, m,,z,i+j) divides mn/2.imn/2.j 
for all i,j 2 0. It follows that g’ divides each product on the right-hand side of (7) and 
SO, 9 divides m,_im,,j as needed. Thus, the lemma is established when Y = 2 and 
kl = k, = k 2 1. 
Before turning to the general case, for n = 2k, k = kl , define 
c,.~ = gcd (m,,ilm,.il . ..~n.,i,.: ii + i2 + ... + i, = qj for r 2 1. 
It is clear that c,,~ = PZ,,~ when r = 1 and, from the special case just established, that 
C r.4 = gcd(C,-l,,-+a,,; (8) 
when r = 2. We now show that this equation also holds for all r 2 2. Using induction 
on r, assume that (8) holds for all c,.~ with 2 I s < r. Also note that 
c,,~ = gcd(c,- i,im,,j: i + j = q> for all q. Thus, 
c,.~ = gcd({c,-r,q-i, Cr-l,q)u{c,-2,i~1m,.j,c,-z,irn,,j: i + j = q and j 2 21.). 
But, since c,_~,~ = gcd(c *_2,imn,j: i + j = q} for all q_ c,_ l,q divides each c,_2,imn,j 
andc,_,.,_, divideseach~,_,,~_,rn,~j. Thus, Eq. (8) is established for r 2 2. But then, 
successive application of (8) shows that c,.~ equals the left-hand side of the equation of 
Lemma 3.3.2. 
For the general case, let c denote the right-hand side of the equation of the lemma. 
Clearly, c,,~ divides c by Lemma 3.3.1(b). But c divides c,,~ because the coefficients 
defining the left-hand side of the lemma are just those defining c with the restriction 
that ij E (0, l> for 2 <j I r. Thus, c,,~ = C. q 
Lemma 3.3.3. For each n, q 2 0, m”,4 h4M, E R. 
Proof. We systematically work through (6). When r = 0, we have mn.q = 24, and the 
elements (2h)qM0 are clearly in R. 
Now suppose that r = 1 and n = 2k. When k = 1 and q = 2,3 (mod 4), we see from 
(5) that 2h 4i+2M2 = 2adi+4 + &i+n E R and, hence, 2h4i+3M, = 2a4i+5 + 
azi+3azi+z E R. When k 2 1 and q = O(mod2n), write q = 2ni, i 20. Here 
lhqM, = aq+,, E R, by (3), and lhql’ M, = aq+n+l E R. 
When k 2 2 and q f 0,l (mod 2n), we proceed by induction on k. Denoting 2k- ’ by 
n/2, assume that mn,2,q_ 1 hq- ’ ani and mn,2.q hqan,2 are in R. Since n/2 is even, ha,,2 = 
ani2 + I E R and, hence, mn/2,q- 1 hqa$2 E R. So clearly, if m = gcd{m+,_ 1, mnj2.,}, then 
mhqa,f,, E R. But according to (2), 2mhqM, = 2mhq’“-2a2 - mhqai,2 for any m. And 
from the previous paragraph, we know that 2mhiaz E R for any i-l 2 0. Setting 
mn.q = 2m, it follows that m,+qhqM,, E R. 
When r 2 2 and k 2 1, consider the obvious formula 
m2k.q-ihqMn = (m2~,q-ihq-iu~~)(m~~l.,,hi2a2kl)(m2~~,~~hi’a2k) ... (mp+,,hipap,), (9) 
where k < k, < k3 < ... < k, enumerate the integers in J,, 0 < i 5 r - 1, 
i2 + i3 + ... + i, = i, and i2, is, ,.. , i, E (0, l}. From the previous two paragraphs, 
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each factor is in R. Thus, if we set mn,q = gcd{mak,,_i:O I i < Y - 11, then m,.qh4M, is 
in R. 
Finally, when Y 2 1 and k = 0, then n - 1 is even. We have already seen that 
m,-l.qhqM,-l E R. But mn,q = mn_l.q, and multiplication by ai shows that 
m,,qhqMn E R. 0 
Lemma 3.3.4. Let n = 2k, k 2 1. Then (m,,i h’a,)(m,,j h’a,) is a linear combination of 
mz,,hqa2 and mzn,i+jhi+ja2,, where q = 2n + i + j - 2. 
Proof. Since a; = 2h2nP2a2 - 2az, by (5), the product equals mhqa2 - mhifjazn 
where m = 2m,,im,_j. But m2.q is 1 or 2 and obviously divides m. And if i + j = 
0, 1 (mod 4n), then mzn,i+j = 1; otherwise, by Lemma 3.3.2, rn2,,i+j = gcd {2m,,,m,,,: 
u + u = i + j}. In either case, the coefficient divides m. 0 
Lemma 3.3.5. For u, v, i, j 2 0, suppose that z.+u+i+j=d. Then 
(m,,ih’M,)(m,,jh’M,) is a linear combination of the elements (m.,q hqM,: n + q = d}. 
Proof. If u is even, then rn,,i h’M, may be written as the expression on the right-hand 
side of (9) for some choice of i2, i3, . . , i,. If u is odd, it may also be written in this form, 
but multiplied by al. We interpret the expression to be (2h)q when u = 0, (2h)qal when 
u = 1, and m,,qhqa, when n = 2k, k 2 1. Expand both factors of (m,,;hiM,)(m,,jhjML.) 
accordingly. If a: is found in the result, replace it by 2a, - (2h)al = 
2(m,,0hoa2) - ml. 1 h' al. If any other squares a&, k 2 1, exist in the result, iteratively 
replace them according to Lemma 3.3.4. This process is finite since each replacement 
reduces the number of a’s in each of the resulting terms by 1. Eventually, we obtain 
a linear combination of terms, each consisting of (2h)” or (2h)wal, w 2 0, multiplied by 
a product of factors of the form m2k,,ixhiSa2L3, 1 I s I r, with 1 I kl < k2 < ... < k,. 
For any specific term, let n be 1 2ks if al is absent; otherwise, let n be one larger. Also 
let q = w + il + ... + i, and note that n + q = d. If it happens that r, 2 1, then 
mn,q_w = gcd{m2k,+,_ ,: 0 5 i < r - 1) divides m2k,,,,m2k~,ii ... m2k.,i, by Lemma 
3.3.2. And by Lemma 3.3.1(a), mn,q divides 2Wmn,q_w. Thus, the term is a multiple of 
m,,,hq M,. The conclusion follows. 0 
This leads to a proof of Theorem 1.2 (with Ad replaced by Rd until we prove 
Theorem l.l), because each multiplicative generator 2h, al, a2, a3, . . of R has the 
form m,,qhqMn for some n and q. In particular, 2h = mo. 1 h’ MO and al = ml,, ho Ml. 
For n 2 2. let k be the smallest positive integer in J,. Then from (2) 
a,, = m2k,n_2khn-2kM2k, where the coefficient is 1 since n - 2k E 0, 1 (mod2k+ ‘). 
Thus, by Lemma 3.3.5, any homogeneous element in Rd is a linear combination of the 
stated elements. This is a good place to note that our equation for a, places ad in the 
claimed basis for Rd as stated. 
Now the degree of azL E Z[X, Y] in the variable Y is 2k for k 2 0. This is clear for al 
and a2. Assume, by induction, that k 2 2 and that the Y-degree of a2AmL is 2k- ‘. Then 
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by (2) the Y-degree of up is that of a2 *k I, and the assertion holds for all k. But then, the 
Y-degree of rn,,Jr4M, is n for all n, q 2 0. Therefore, the stated elements are linearly 
independent in each degree and Theorem 1.2 follows. 0 
4. Ideals in R 
Let S be the ideal {s E R: h”s E R for all n 2 O}. Of course, s E S implies that h”s E S 
for any n 2 0. It is also clear from an examination of the bottom row of Table 1 that 
2a, E S. 
Lemma 4.1. Suppose that n > 0 is even, and let r > 0 and k > 0 be related as in Section 
3.2.ThenM,~Sifandonlyifr>2’+‘-1. 
Proof. For any q 2 0, choose i, j 2 0 such that q = j2k” + i with i 5 2k+1 - 1. Thus 
h4M, = (hj*‘+’ + i, a2,J(hi2a2kz) ... (hira2k,), 
wherei,+i,+ ... + i, = i. If Y 2 2k+ ’ - 1, then we may choose i, E (0,l) for each 
s so that each factor on the right is in R and M, E S. Conversely, if we know that 
M, E S, then hq M, E R for the choice q = 2kc’ - 1. Hence, m,,, = 1, and from (6), we 
see that rn2k.q - i = 1 for some 0 I i I r - 1 with i I q. Consequently, again by (6), we 
must have q - i = 0,l (mod2k+1). But since q < 2k+‘, this implies that either i = q or 
i+1=q.Itfollowsthati+1~q,andthusr~i+1~2k+’-l. 0 
The definition of S insures that equivalence modulo S is preserved under multi- 
plication by h. That this equivalence is also preserved under s + s2/2 is established 
next. 
Lemma 4.2. Whenever s E S, s* E 2s. 
Proof. Let s E Sn Rd and represent s = &+q=d c,(m,.,hqM,). Then, for i 2 0, each 
term of h’s = Cn+q=d(cnmn,q)hq+i M, is in R. Denoting s, = (cnmn,q)hqM,, we see that 
s, E S for each n. From (6), it is evident that c0 = c1 = 0. For the conclusion to hold, it 
is only necessary to show that s,’ E 2s for n 2 2. 
For such an n, if 2 divides c,m,,q, then s,2/2 = (c,m,,,/2)M,(hqs,) is in the ideal S. On 
the other hand, if 2 does not divide c,m,,q, then s, E S implies that m,,i = 1 for each 
i 2 q. But by periodicity, rn,,i = 1 for all i 2 0, so M, E S. 
If n is even, Lemma 4.1 applies and the number r of positive integers in J, obeys 
r>2k+’ - 1 2 3. Denoting these integers by k < k2 < ... < k,, let i = ZkFm’ and 
j = 2kr and write M, = M,_i_j UiUj. From (5) and using 2~2 ES, we have (aiaj)‘/2 
= 2(h2i-2a2 - azi)(h2’-2 ~2 - uzj) E 2a,iazj(modS). Thus, M,2/2 E 2Mi-i-ja2ia2j 
(mods) = 2M,-i-jM,+i+j. Since k and r for Jn+i+j are the same as for J,, M,+i+j is 
in the ideal S by Lemma 4.1; consequently, s,2/2 E S. 
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Similarly, if n is odd, m,_ I,q = rn_ = 1 for all q, so M, _ 1 E S. The lemma then 
applies to M,_ 1 and the conclusion follows. 0 
Let L be the augmentation ideal Cd ~ 1 Rd of R. Then L2 is the ideal of decomposable 
elements. But R is generated by {2h, al, a2, a3, . . . ), and from (4) it follows that 
2a, E L2 whenever n 2 2. Hence, 2Rd E L2 for d 2 2. 
Lemma 4.3. If d 2 2 and r E Rd, then r s cad (mod L’) for some integer c. 
Proof. Let d L 2. We first determine which of the additive basis elements of 
Rd are in L2. From the proof of Lemma 3.3.3, it is clear that mn,,hqM, is decom- 
posable whenever n + q 2 2, except possibly when n = 2k, k 2 1. But since 
2ai E L2 for i 2 2, it also follows from the same proof in the case n = 2k, k = 1, 
that 
2hqa2 E L2 for q 2 0. (10) 
Thus, when k = 1 and q + 0,l (mod4), we have m,,,hqMn = 2hqa2 E L2. Now if 
n=2k,k~2,andq~0,1(mod2n),thenby(2)wehavem,,,hqM,=m,,qh”~q~2a2- 
m,,qh‘Jai,2/2. By (6), mn,q is either 2m,i2,q_1 or 2m,j2,q. In the former case, 
m,.qhqaz,2/2 = (mn,2,q_1 hq-1a,i2)(ha,,2) E L2 and in the latter the term is 
hj2,q hqani2b,,2 E L2. BY (lo), we know that m,,qhn+q-2a2 is in L2 since m,,, is 
divisible by 2. Thus, m,,, hq M, E L2. 
Thus, all basis elements of Rd are in L2 except possibly when n = 2k, k 2 1. and 
q s 0,l (mod 2n), where mn,q = 1. The exceptional case is unique for each d; from 
the restriction q = d - n, it follows that k must be the smallest positive integer in 
Jd and here mn,q hqM, = ad by the proof of Theorem 1.2. The lemma follows 
immediately. 0 
Corollary 4.4. S c L2. 
Proof. Since S n Rd = (0) when d = 0, 1, consider r E Sn Rd with d 2 2. By Lemma 
4.3, r 3 cad(mod L2) for some integer c, where we know that ad is the basis element 
m n,d_nhd-nan with n = 2k, k 2 1, and d - n f 0,l (mod2n). Thus m,,d_,, = 1, and 
2 divides m,,d_,,f2 since d - n + 2 + 0, 1 (mod2n). Since h2r E R, it follows that 
m ,,d-,,+2 divides cm,,d_,,. Thus, 2 divides c; consequently, cad, and therefore r, are 
in L2. 0 
5. Conclusion 
Our attention now turns to the relationship of the generators t, of A to the 
generators a, of R. We have already seen that tl = aI and e = 2h + 2aI. From (1) it is 
easy to derive t2 = ht, + 1/2tf = a,. Similarly, for n 2 3, after substituting for e and 
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canceling terms containing tl, we obtain 
ht,_, - f t& - 1 t,_iti for n even, 
t, = 2<isn/2~1 (11) 
k-1 - c t,-iti for n odd. 
z 5 i 2 (n ~ 1)/Z 
Referring to (4) it then follows directly that t3 = a3, t4 = a4, and t5 = us - t3t2. 
The ideal S is valuable in simplifying the remaining calculations. In particular, 
whenever u E n (mod S), we have hu G hu(mod S) by the definition of S and 
u2/2 = v2/2 (mod S) by Lemma 4.2. The next result makes use of this preservation of 
equivalence. 
Proposition 5.1. For each n 2 1, the following module S equivalences hold: 
4-2 - b-2 = C t4n-2i-2t2i, (1W 
l<,Sfl-I 
a4n- t -t&-l = c t4n-2i&2t2i+lr (1%) 
lclsn~l 
a4n - t4” = c t4n- 2it2i + 3(& - a&J, 
I <i<n-1 
(124 
a4n+l - t4nt1 = c t4n-2it2i+l + Sh(& - a%,). (12d) 
lSi<fl 
Furthermore, a4n_2 - t4n_2 = 14n-2, a4n-1 - thnel = 14”-1, a4,, - t4,, E 14n, and 
a4”+l - t4,,+ 1 = 14”+ 1, where 14n_2, 14n-1, 14,,, and 14,,+ 1 are in L2. 
Proof. We will actually prove a somewhat stronger esult: that also, for each n 2 1, we 
have ht4,_2 + t4”_ 1, ht,, + t4”+ 1 E S and we may choose 14n_2, lbn E E, where 
E = L2nE’ with E’ the subring of Z[X, Y] generated by evenly subscripted elements 
{uzi: i 2 1). The calculations ht, + t3 = h(2a2) ES and ht, + t5 = h3(2a2) - 
(2a2)a3 E S show that this stronger result holds for the case n = 1. We now proceed by 
induction on n > 1, assuming the proposition holds for integers smaller than n. 
Beginning with the decomposition of t4,, _ 2 given by (1 l), we replace t4” _ 3 using 
(12d) and then apply (hthn-Zi-4 + t4”-2i-3)tZi+l = 0 for 1 5 i 4 n - 2: 
t 4n 2 _ =ht _ --‘t2 _ _ 4n 3 2 2n 1 c t4n-i-2ti 
2Sis2n-2 
= ha4n_3 - 1 ht4n-2ip4tZi+l -fh2(&-2 - k,) 
I<i<npl 
12 
- 7t2n-1 - c t4n-i-2ti 
2Si<2n-2 
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- 2-l t4n-2i-2t2i. 
By (4), ha4n_3 + h2aine2/2 =a4n_2, and by Lemma 4.2, ht2n-2t2n-1 + 
h2&_,/2 + tin- J2 = (ht2”_ 2 + t,,_ ,)2/2 = 0; thus, (12a) follows. But using our ad- 
ditional inductive assumptions, t4n-2i-2t2i 3 (a4n-2ipZ - ldn-2i-2)(a2i - Izi) E E for 
1 5 i < n - 1; thus abnp2 - tbnm2 = lbne2 EE. 
In a similar manner, (12b) follows from (12a) with a4n- 1 - tbn_ 1 = lbn- 1 E L2. 
Furthermore, 
htdne2 + tbnml = ha4n-2 + u4n-1 - c tdnp2i-Z(ht2i + t2it1) 
l<i<npl 
= h4”-3(2a2) = 0 - 
using the inductive assumption and (3). 
Proceeding as with (12a), we have 
t4n = ht4n_l - +t;, - c t4n-iti 
2~1~2n~I 
= ha4n-l - ,,Izn_, ht4n-2i-2tZi+l -ft.Zn - C t4npiti 
2<152npl 
where by (4), hu4n _ I - t&/2 = a4,, - (tz, - &J/2. This yields (12~). 
Next note that for any i, j 2 1, Eq. (5) leads to 
a(a,iU2j)2 = 2(h4i-2a2 - a4J(h4j-‘a, - Uy) G 2a.+ia,j. 
Thus for any element a E E, there exists an I E E such that a2/2 = 1. It follows by 
induction that (tz, - a:,)/2 = (t2, - a2J2/2 + (t2,, - ~~,,)a~~ is equivalent to some 
1 E E. As with (12a), the summation in (12~) is in E, so u4n - t4,, 3 14n EE. 
Now (12d) follows from (12c), with the summation in Lz as before. But hl E L2 
whenever 1 E E, so the remaining term is in L2. Hence, a4n+ 1- t4,,+ 1 E l,,+ 1 E L2. 
Finally, 
ht4n+t4n+l~ha4n+a4,+l- 1 t4,-2i(ht2i + t2i+l) 
Islsn-I 
- t2nt2n+ 1 - h(& - &J 
= 2ha4, - t,,(ht,, + tin+ 1) + ha;, 
= 2h4n-1u2 
=0 - 
follows from the inductive assumption and (5). 0 
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An immediate consequence of this is that each generator t, of A is in R and, 
therefore, A G R. By way of induction, assume that ai E A for i < n. Since 
a, E t,(modL’), it follows that a, is in A for all II. This establishes Theorem 1.1. 0 
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