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Abstract
Analysing data in real-time is a natural and necessary progression from traditional
data mining. However, real-time analysis presents additional challenges to batch-
analysis; along with strict time and memory constraints, change is a major consid-
eration. In a dynamic stream there is an assumption that the underlying process
generating the stream is non-stationary and that concepts within the stream will
drift and change over time. Adopting a false assumption that a stream is stationary
will result in non-adaptive models degrading and eventually becoming obsolete.
The challenge of recognising and reacting to change in a stream is compounded
by the scarcity of labels problem. This refers to the very realistic situation in which
the true class label of an incoming point is not immediately available (or will never be
available) or in situations where manually labelling incoming points is prohibitively
expensive. The goal of this thesis is to evaluate unsupervised learning as the basis
for online classification in dynamic data-streams with a scarcity of labels.
To realise this goal, a novel stream clustering algorithm based on the collec-
tive behaviour of ants (Ant Colony Stream Clustering (ACSC)) is proposed. This
algorithm is shown to be faster and more accurate than comparative, peer stream-
clustering algorithms while requiring fewer sensitive parameters. The principles of
ACSC are extended in a second stream-clustering algorithm named Multi-Density
Stream Clustering (MDSC). This algorithm has adaptive parameters and crucially,
can track clusters and monitor their dynamic behaviour over time. A novel tech-
nique called a Dynamic Feature Mask (DFM) is proposed to “sit on top” of these
stream-clustering algorithms and can be used to observe and track change at the
feature level in a data stream. This Feature Mask acts as an unsupervised fea-
ture selection method allowing high-dimensional streams to be clustered. Finally,
data-stream clustering is evaluated as an approach to one-class classification and
a novel framework (named COCEL: Clustering and One class Classification En-
semble Learning) for classification in dynamic streams with a scarcity of labels is
described. The proposed framework can identify and react to change in a stream
and hugely reduces the number of required labels (typically less than 0.05% of the
entire stream).
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Chapter 1
Introduction
A data-stream is a continuously arriving sequence of data. Analysing this data in real
time is a natural and necessary progression from classical data mining. Traditionally,
a finite subset of this data would be collected, stored and then mined. However,
if the underlying process is generating data in real time, it is preferable to analyse
it in real time. By processing the data online we can make timely decisions, infer
patterns and detect anomalies as they happen.
Data Streams pose new challenges for data mining and machine learning. Speed
is crucial. The data needs to be analysed quickly and efficiently in order to prevent
lag, bottle-necks and a potential loss of data. Under this constraint, typically only
a single pass of the data is afforded. Available memory is another constraint. A
stream is potentially unbounded but only a finite amount of memory is available.
This is a consideration for both oﬄine storage of processed data and also the memory
available to an online algorithm. Consider the task of online classification, Bifet et
al. outline four requirements which differ from traditional batch-learning [24]:
• Requirement 1: Process an example at a time, and inspect it only once
• Requirement 2: Use a limited amount of memory
• Requirement 3: Work in a limited amount of time
• Requirement 4: Be ready to predict at any time
In addition to these four, a fifth important requirement could be added:
• Requirement 5: Be able to effectively handle change
Change is one of the most challenging aspects when dealing with data-streams. In
traditional batch methods, a model is trained on a finite subset of data assumed to be
a full representation of the problem, decision boundaries are discovered and future
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samples are assumed to be generated from the same distribution as the training
sample. In a dynamic stream the characteristics of the data and decision boundaries
change. This requires classifiers to be constantly updated. Simply recognising that
change has occurred is a challenge, as is reacting and adapting to this change.
1.1 Change in a Data Stream
Let S = [it]∞t=0 denote a stream where i
t = (xt, yt), x is a vector in d dimensions
which describes a class y at time t. Change in a stream can be sudden or gradual
and these changes can be transient (in that the effect of the change disappears after
a certain amount of time) or permanent. Change in a stream can occur on two
different levels; the feature level and the concept level.
1.1.1 Change at Feature Level
Change at the feature level can occur in two ways; feature drift and feature evolution.
Assuming an incoming instance xt in d dimensions at time t, xt = {f1t, . . . , fdt}.
Feature drift occurs if the importance, discriminatory power or relevance of a feature
fi changes over the course of a stream. For example, in text-mining the relevance of
a particular word can change over time. In the presence of feature drift, after time
δ, the relevance of a feature fi changes, i.e. fi
t 6= fit+δ
Feature evolution occurs when new features appear in the stream, for example,
additional words might appear in a text stream and d, the dimensionality of x,
changes. If feature evolution occurs, dt 6= dt+δ
Sufficient change at the feature level will cause change at the concept level.
1.1.2 Change at Concept Level
Change at the concept level can also take the form of drift or evolution.
Assuming Y represents the set of all known classes; Y = {y1, . . . , yn}, concept
evolution occurs when an entirely new class yk appears in the stream, i.e. yk 6∈ Y .
Obviously, samples from yk should be recognised as a new class and the classification
model updated accordingly. A real world example of concept evolution could take
the form of network attacks. Over time, attackers develop new methods in response
to increased security measures. These new classes of attack will be unfamiliar to
existing models training on previously seen data.
Another change can occur in the form of concept drift. This occurs if the char-
acteristics of the data change, or if the relationship between the data and the target
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class changes. Given a vector xi at time t describing concept yi, represented as
a conditional probability P t(yi|xi) (at time t vector xi describes class yi). In the
presence of concept drift, after time δ, P t(yi|xi) 6= P t+δ(yi|xi).
(a) Original Data (b) Virtual Drift (c) Real Drift
Figure 1.1: Illustrative example of concept drift. (a) Original data, two classes with
a decision boundary. Virtual drift is displayed in (b), this is a change in P (x) but
no resultant change in the decision boundary. Real drift is illustrated in (c), here
there is a change in P (y|x) and the decision boundary
Concept drift is usually described as either being virtual drift or real drift and
the difference is illustrated in Figure 1.1. Virtual drift is a change in P (xi) without
affecting P (yi|xi), a change in the conditional. This change can be gradual, for
example sampling from source distribution SDi decreases and sampling from SDj
increases, or the change can be sudden, for example, the source distribution SDi
at time t is replaced by SDj at t + 1. It is usually assumed that virtual drift does
not affect the decision boundary and has been described as simply an “incomplete
data representation” [193] in the training data though, in practical terms, virtual
drift can often lead to real drift. Real drift is a change in P (yi|xi), for example
at time t vector xi describes class yi (P
t(yi|xi)) but after time δ, xi describes class
yj (P
t+δ(yj|xi)). To illustrate the difference here we might consider an example
of an industrial machine which generates senor-data in real time (pressure, flow,
temperature, etc.). As the components degrade over time we would expect the
sensor measurements to change, this is virtual drift as the machine is still functioning
normally. If, however, the machine stops functioning normally but the sensor data
remains the same we can say that real concept drift has occurred; the sensor data
is the same as the previously functioning version, but the machine itself has has
changed ’class’ from functioning to non-functioning. Real drift can occur suddenly
with no change in P (x) or gradually, perhaps initially as virtual drift in P (x). If
real drift occurs without a change in P (x) it is difficult to imagine how this could
be recognised without access to the true class labels.
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1.2 Scarcity of Labels
Assuming a tuple (xi, yi) where xi is a data point with an associated class label yi,
the label yi is the “ground truth” of xi, i.e. it indicates what xi is or represents.
The scarcity of label problem refers to situations where data (x) is abundant but
the associated labels (y) are scarce. This is a problem shared with traditional
batch learning models, however it is exacerbated in a stream environment where
unannotated data is continuously arriving.
In a strictly supervised environment, yi, the true class label of xi, is immediately
available or easily accessible. This would often be the case in financial, or energy
usage prediction. Let’s say, for example, that we are classifying a stock as either
increasing or decreasing in value, our classifier makes a prediction at t and the true
label is available (and easily obtained) at t+ 1. This labelled point is then used to
update the classifier. In this example there is no scarcity of labels.
Dynamic classification with a scarcity of labels presents a more difficult challenge
but is potentially of greater practical use. In these situations the true class label of
an incoming point is not immediately available, a scenario referred as verification
latency (for example in credit approval systems), or manually labelling incoming
points by a human expert is labour intensive (for example in network security or
social media posts). It might be trivial to label one instance but in high velocity
streams it is just not realistic to label them all. In this case, some points can be
labelled but this then raises a further question - which points should be labelled?
In a dynamic stream where change is expected, knowing when to update the
model is a challenge. In periods of stability, there is no need to update the model or
expend effort labelling incoming instances but when change begins to occur it needs
to be recognised and the model updated. In a supervised setting this is easier as the
model’s classification accuracy will begin to degrade in a time of change and this
degradation can be observed by comparing the predictions with the ground truth.
This is difficult in situations where labels are scarce and impossible when labels
are absent. Another realistic, practical scenario is where labelled training samples
are initially available but the subsequent stream is unlabelled data drawn from a
non-stationary distribution. Such a setting has been referred to as initially labelled
non-stationary streaming (ILNS) [44]. In these cases a fully supervised approach is
not possible and an unsupervised learning is perhaps a more suitable approach.
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1.3 Learning Without Labels
In an unsupervised setting, data is available but none of the associated class labels
are known, i.e. we have x but none of the corresponding y. Clustering is the most
common form of unsupervised learning and has many definitions and descriptions.
Broadly, it is the process of grouping a set of items in to sets so that items within
the same set are more similar to each other than those in a different set. There
are many clustering algorithms designed for the traditional batch setting but these
are largely unsuitable for a streaming environment (for reasons covered in Section
2.1). Some of these algorithms have been extended to handle certain aspects of
data-streams and many forms of stream-clustering algorithms exist.
The ideal stream clustering algorithm will adhere to time and memory con-
straints. It should require only a single pass of the data and summarise the data in
a meaningful, interpretable way. In addition to the time and memory requirements,
the clustering algorithm should be able to handle the various types of change. Dis-
covered clusters should be online and available to accommodate incoming points.
What these online clusters represent could be interpreted by a human expert and
their behaviour monitored over time. As the stream progresses, data will age and
become less relevant. So, some form of “forgetting” is required. In this way, as data
is added and removed, the clusters could adapt to, and track, change in an organic
way.
We could formalise this process using the same notation as in Section 1.1.2.
Here C is set a of n discovered clusters; C = {ci, . . . , cn}, and where previously
P (yi|xi) represented the probability of point xi describing class yi, P (ci|xi) represents
the probability of xi being assigned to cluster ci. If the meaning of ci has been
identified (perhaps with the summarised contents, or some representative samples),
the potential relationship between an online cluster and a binary (one-class) classifier
is apparent.
1.4 Motivation
Machine Learning applications have become ever more prevalent across a range of
industries. These sophisticated machine learning techniques typically require huge
amounts of annotated data. Such data sets typically need to be manually labelled
in a time-consuming, labour intensive process. There is such a need for annotated
data that an entire new sub-industry is emerging to accommodate it. Companies
can be hired to do this [63], or the work can be crowd sourced [11].
These fully supervised methods are achieving ground-breaking results but the
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process is long and could potentially be more efficient by developing methods which
could remove (or reduce) the reliance on a fully labelled dataset. This is a familiar
problem and is not new to the field. However, it is exacerbated in a streaming envi-
ronment. In a high-velocity stream it is perhaps impossible to manually label every
incoming point. Even if it were possible, in a non-stationary stream, data might
already be irrelevant and out-dated by the time it has been manually annotated.
Classifying dynamic streams with a scarcity of labels requires some fundamental
challenges to be addressed. How, without the ground truth, can we recognise change
in a stream? How do we know which points are useful (and appropriate) for updating
our classification model? Given these points, how can we use them to update our
model? The work presented in this thesis is motivated by these questions.
1.5 Aims
The overall aim of this research is to investigate the potential of stream clustering
as a foundation for online, dynamic classification. This overall aim can be de-
constructed into two specific research goals:
• To develop a stream clustering algorithm which will act as the basis for sub-
sequent classification methods. The algorithm should adhere to time and
memory constraints, be able to handle the various types of change in a stream
and allow for identified clusters to be tagged and monitored as the stream
progresses.
• To develop and evaluate cooperative strategies for a stream clustering algo-
rithm and an online classifier. Such a strategy should be able to recognise
change and react accordingly.
1.6 Unique Contribution
• A novel stream clustering algorithm based on the sorting behaviour of ants
in introduced. The algorithm; Ant Colony Stream Clustering (ACSC) [56] is
shown to be faster and more accurate than comparative, peer stream-clustering
algorithms while requiring fewer sensitive parameters.
• The principles of ACSC are extended in a second stream-clustering algorithm
named Multi-Density Stream Clustering (MDSC) [58]. This algorithm has
adaptive parameters and crucially, can track clusters and monitor their dy-
namic behaviour in a non-stationary stream.
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• A novel technique called a Dynamic Feature Mask (DFM) [59] is proposed
to “sit on top” of an existing stream-clustering algorithm and can be used
to observe and track change at the feature level. This DFM also acts as an
unsupervised feature selection method allowing high-dimensional streams to
be clustered, which otherwise could not be.
• A novel framework for classification in dynamic streams with a scarcity of
labels is proposed. COCEL: Clustering and One class Classification Ensemble
Learning [60] can identify and react to change in a stream and hugely reduces
the number of required labels (typically less than 0.05% of the entire stream).
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1.7 Thesis Structure
The remainder of this thesis is organised as follows:
Chapter 2 presents a discussion of relevant, related work in the field of data-
stream analysis.
Chapter 3 describes a novel method for clustering data-streams with artificial
ants. The proposed method is motivated, described, and evaluated. In this chapter,
the metrics and datasets that are used throughout the thesis are introduced and
described.
Chapter 4 extends the clustering algorithm described in Chapter 3. It addresses
the limitations of the original algorithm. Experimental and comparative results
with the state-of-the-art are presented along with a case study using a data-stream
of monitored atmospheric gases.
Chapter 5 presents a technique for finding and tracking change at the feature
level. It is algorithm independent and is shown to improve clustering performance
while speeding the underlying clustering algorithm. The technique is evaluated on
four high dimensional data streams.
Chapter 6 outlines a framework for dynamic stream classification with a scarcity
of labels. The framework incorporates the stream-clustering algorithm and an en-
semble of OCCs. It is compared with the state-of-the-art across benchmark data and
two data-streams which would be realistic applications of the proposed framework.
Finally, Chapter 8 concludes this thesis. A summary of the results and the main
contributions are presented. Limitations are discussed. The wider application of the
proposed methods along with potential extensions are considered.
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Related Work
This chapter presents an overview of relevant and related research. Established ideas
are discussed along with recent advances in the field.
2.1 Clustering
Clustering, broadly, is the process of separating data into separate groups, so that
data in one group are more similar to data in another group. The goal of clustering
is to discover the intrinsic structure in a set of unlabelled data. Given some data-set
X = {x1, . . . xn} where n is the number of unlabelled samples, the aim is determine
a set of partitions C = {ci . . . ck}, where k is the number of discovered partitions
and each ci ∈ C describes a separate grouping or a ’cluster’ within X.
A brief overview of classical clustering techniques is presented. Generally, a
clustering algorithm falls into one of five families; partitional, hierarchical, grid,
density, and model based. Each is discussed here, along with a sixth relevant type;
Ant-inspired clustering techniques.
2.1.1 Partitional
Partitioning methods aim to split a dataset into a pre-determined (k) number of
partitions. Each partition represents a cluster. After the partitions have been
initialised (randomly or with some heuristic [159, 170]), the algorithm iteratively
reassigns data from one partition to another until some objective function has been
minimised. Example objective functions could be least-squares or least absolute dif-
ference. k-means [80] and k-medoids [97] are two of the most well-known partitional
methods, along with CLARANS [142] and Partitioning Around Medoids (PAM)
[98].
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Partitional methods are relatively simple and intuitive, however they have a
couple of characteristics which render them unsuitable for stream-clustering: only
spherical (or hyper-spherical) clusters can be discovered. This creates a limitation
on the type of concept they can discover and makes them prone to noise and outlier
points. The second, more crucial drawback is that k must be specified. In a dynamic
stream this number will likely change over time, especially in streams where concept
evolution is expected.
2.1.2 Hierarchical
Hierarchical methods aim to group data into a hierarchical tree structure where
each split represents a cluster. Strategies for this typically fall into two types;
agglomerative (a bottom up) approach and divisive (a top down) approach. In the
agglomerative approach, each point starts in its own cluster and pairs of clusters are
merged as the algorithm moves up the hierarchy. Conversely, the divisive approach
groups all data into a single cluster at the beginning and this cluster is split as
the algorithm moves down the hierarchy. An example divisive algorithm is DIvisive
ANAlysis (DIANA) [97]. Initially, all points are in a single cluster, then the largest
cluster is split until each data point is separate. At each split, DIANA chooses
the data point with the largest average dissimilarity and creates a new cluster. All
points which are more similar to the new cluster rather than the original cluster are
moved. Other popular hierarchical methods include CURE [75] and CHAMELEON
[99].
A potential drawback for a strictly hierarchical method is that once a merge
or split has been performed, it cannot be undone. This is not ideal in a dynamic
environment and hierarchical methods are typically combined with other clustering
techniques to cope with data streams.
2.1.3 Grid-Based
Grid-based techniques split the data space into a series of multi-dimensional discreet
cells. Data is mapped to its corresponding grid cell and each cell stores summary
information of its contents. Clusters are typically defined as neighbouring grids with
sufficient data mapped to them or, depending on the granularity of each grid, one
cell could itself constitute a cluster (if sufficient data is mapped to it). Popular
grid-based algorithms are STING [190] and WaveCluster [173].
Grid-based methods have characteristics which potentially make them suitable
as the basis for stream-clustering; the stream can be summarised, arbitrary-shaped
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clusters can be discovered, and k does not need to be specified.
2.1.4 Density-Based
Density based clustering identifies clusters as areas of high density separated by
areas of low density. Density based clustering was introduced by Ester et al. [51]
with their algorithm Density-based Spatial Clustering of Applications with Noise
(DBSCAN). In DBSCAN, each point in a data-set is considered to be a core point, a
density reachable point or an outlier. Each point p has an immediate neighbourhood.
This neighbourhood is called its -neighbourhood, where  is a user supplied unit of
distance.
− p is considered a core point if there are at least minPoints points within its
-neighbourhood
− A border point has fewer points than minPoints in its own neighbourhood
but is in the -neighbourhood of a core point
− A noise point is any point not considered core or border
− A point q is directly density-reachable to a core point p if it is in p’s -
neighbourhood
− Two points p and q are said to be density-reachable if there is a path p1, pi, . . . , pn
with p1 = p and pn = q where each pi+1 is directly density reachable from pi
Initially, a point p is selected at random and its neighbouring points are discov-
ered. If at least minPoints points are in the neighbourhood, the area is considered
‘dense’ and a cluster is initialised. Otherwise p is marked as noise (p might later
be discovered to be in an -neighbourhood of a different point and be considered as
part of that cluster). If p starts a cluster, all points in its neighbourhood are added,
along with the points in their -neighbourhood. This continues recursively until all
density-reachable points are found. Then, a new point is selected and the process
continues until all points have been visited.
There are many variants to this original algorithm and a comprehensive overview
is given in [160]. These including extensions for parallelisation [130], improved
accuracy [134], and parameter estimation [54]. This idea has also been combined
with a type of hierarchical clustering in OPTICS [13].
Density based methods are potentially suitable as a basis for stream clustering
because they can discover arbitrary shaped clusters and k does not need to be
specified a-priori. The major drawback is that only a single concept of density
can be discovered. This is because the  and minPoints parameters are global for
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each discovered cluster. Proposed solutions to this problem are mostly extensions
of DBSCAN; MSDBSCAN [52], IS-DBSCAN [32], and DBSCAN-DLP [198].
2.1.5 Model-Based
Model based methods make an assumption that data has been generated by an
underlying process and clustering the data involves trying to identify and model
that process. The identified model defines the clusters and the likelihood of a point
belonging to a cluster. Typically, a mixture of models is fitted to the data for
clustering and the best model from this set is selected by some criterion.
Expected Maximisation (EM) [45] is a popular model-based clustering technique.
Other model based clustering approaches are based on Neural Network variants;
Self Organising Map (SOM) [103], Growing Neural Gas [135], and Self Organising
Incremental Neural Networks (SOINN) [175].
The performance of model-based clustering relies on the assumed model and
previous domain knowledge. In a dynamic environment these assumptions might
not hold as previous concepts evolve and shift.
2.1.6 Ant-inspired
Ant inspired clustering techniques are based on the observed behaviour of ants.
There is no single “ant-model” but rather a group of models based on their for-
aging behaviour, sorting behaviour, or their cooperative transport. The potential
advantage of the ant based, swarm-intelligence approach is that clustering models
and algorithms exhibit the properties of self-organisation, flexibility, and decentral-
isation.
Ant Colony Optimisation (ACO) [48] is perhaps the most well-known of the
ant-models and is typically used as a meta-heuristic for combinatorial optimisation.
In the most basic sense, this algorithm is modelled on the foraging behaviour of
ants. The ants use pheromone trails to identify paths to promising foraging areas.
This technique has been applied to clustering by framing the clustering problem as
an optimisation problem [106, 174, 167]. As an example; each ant tries to find a
cost-minimizing path, where the nodes of the path are the points in the data to be
clustered. The cost of moving from data point p to q is the distance between these
points. Thus, subsequent points added to the path tend to be similar to previous
points on the path and the clustering process works in this way. A drawback in this
approach is that there is no direct relationship between a path and a full solution (in
this case, a cluster) and a further step is required. Chu et al [38] proposed a solution
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Algorithm 1 Pick-and-Drop Model
1: Randomly scatter data on 2D grid
2: Randomly place ants on 2D grid
3: for t := 1 to max do
4: ant := selected ant
5: move ant randomly across n grid-cells
6: g := grid-cell occupied by ant
7: if (ant is carrying a data object) ∧ (g does not contain an item) then
8: i := data item ant is carrying
9: r := random number
10: if (r ≤ Pdrop) then //(Eq. 2.2)
11: ant drops item i in grid g
12: end if
13: end if
14: if (ant is not carrying) ∧ (g contains an item) then
15: i := data item in grid g
16: r := random number
17: if (r ≤ Ppick) then //(Eq. 2.1)
18: ant picks up i from grid g
19: end if
20: end if
21: end for
to this by removing connections between points that have a pheromone level below
a certain threshold. Any points that remain connected by a path can be interpreted
as a cluster.
A more popular approach to clustering with ants is to mimic their sorting be-
haviour. This behaviour has been observed in certain species of ants which sort their
larvae by size and group corpses into ‘cemeteries’.
This process was first modelled by Deneubourg et al. [46], this work introduces
the ‘pick-and-drop’ model.
In this model, the original data points are associated with 2-dimensional (2D)
points distributed randomly on a 2D grid. Ants traverse this grid and probabilisti-
cally pick-and-drop data objects and clusters emerge as a consequence of these local
rules. This model was extended for data analysis [132] by introducing a dissimilarity
metric to the original probabilities for picking and dropping a data object. These
probabilities are based on local density in the 2D space and similarity of the data in
the original d -dimensional space. The probability of an ant picking-up (Ppick) and
dropping (Pdrop) are defined as;
Ppick(i) =
( k+
k+ + f(i)
)2
(2.1)
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Pdrop(i) =
2f(i) if f(i) < k−,1 otherwise (2.2)
where k+ and k− are constants, and f(i) is the neighbourhood function:
f(i) = max
(
0,
1
σ2
∑
j∈L
(
1− d(i, j)
α
))
(2.3)
Here, d(i, j) ∈ [0, 1] is some measure of dissimilarity between two points i and
j, σ2 is the size of the local neighbourhood L (how far the ant can “see”) and α is
a scaling parameter in the range [0, 1]. An overview of the process is presented in
Algorithm 1.
There are a couple of major drawbacks to this approach. It is slow; each point is
moved, and moved again until a predetermined number of iterations are performed.
Perhaps the biggest drawback is that identified clusters can only be visually in-
spected and a further processing step is required to extract the identified clusters.
Handl et al. [77] proposed a method to convert the discovered spatial embeddings
into an explicit partitioning using a hierarchical clustering method. Neighbouring
grid items are clustered in an agglomerative, bottom up approach.
Many modifications and extensions to the original model have been proposed.
These include adaptive parameters [187], picking and dropping of more than a single
item [119] and information exchange between ants [78]. In [93], the pick-and-drop
model is used to initially partition the data before DBSCAN is applied.
Popular ant-based clustering methods include ACA [187] which extends the orig-
inal pick-and-drop model by introducing a cooling scheme for the picking probabil-
ities. ACAm [26] extends this by associating a short term memory with each ant.
The model is further improved in ATTA [77] which uses a colony of heterogeneous
ants. AntClust [114] is another popular ant-inspired clustering algorithm. However,
it does not use the pick-and-drop model but is instead inspired by the chemical
recognition system of ants. The idea is that ants are attracted to similar ants, data
is partitioned according to this similarity between each.
Despite the aforementioned drawbacks, this model offers a potentially suitable
basis for stream clustering. Discovered clusters are fluid, they can be dissolved and
their contents regrouped as more data is added.
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2.1.7 Summary of Traditional Methods
In this section the classical, well known clustering techniques were introduced and
the potential drawbacks for their use in a streaming environment were highlighted.
For example, hierarchical methods require irreversible steps during the clustering
process, and partitional methods require the number of clusters (k) to be specified
a-priori. Along with the limitations, some methods display characteristics that
are desirable in a dynamic streaming environment. For example, density-based
methods do not require k to be specified and they can discover arbitrary shaped
clusters. Grid-based methods have an intrinsic summarisation method, and ant-
inspired methods can create fluid clusters which can adapt as more data is added.
None of the methods described here are designed to deal with an unbounded
stream of data. However, the majority of stream-clustering algorithms are based
on these methods. The most common way to apply traditional batch methods to a
continuous stream is to process the stream in separate chunks, or ‘windows’.
2.2 Window Models
A window w is a subset of the entire stream S. A window w[i, j] = {xi, xi+1, . . . , xj},
where i is the start of the window and j the endpoint. There are different types of
window models and the three main types are discussed here.
2.2.1 Landmark Window
With the landmark model, the entire stream from the initial starting point up until
the current time tc is considered (w[0, tc]). In this model, all data is considered
equally important. This is perhaps not the best approach when dealing with dynamic
data as older, redundant data is treated equally as more recent, relevant data.
2.2.2 Time Dampened Window
Sometimes called the fading window. In this approach, the importance of a data
sample is time-weighted. More recent data is treated as more important or relevant
than older data. In this model, data be can viewed as “ageing” and when it is too
old it is considered no longer relevant and ignored. Typically an exponential decay
function is used to age data (e−λxage).
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Figure 2.1: Different windowing models. Stream S begins at t0 and runs until
current time tc. All data considered under landmark model (a), greater importance
given to recent data in the time-dampened model (b). Overlapping windows (wi) in
sliding window model (c)
2.2.3 Sliding Window
In the sliding window model we are interested in only the most recent subset of the
stream. This subset w could be a fixed amount of incoming points or it could be a
fixed period of time. The size of w is an important consideration. If it is too large,
redundant data will persist too long and affect the quality of analysis, conversely if it
is too small, data will age too quickly before reliable models can be built or clusters
discovered. Techniques for an adaptive window size have been proposed [24, 115],
here when accuracy is high the window size can be extended. If the accuracy starts
to decrease, this suggests a change and the window size is reduced. These techniques
have been applied to supervised classification environments but could be extended
to unsupervised environment with an appropriate change detection method. The
differences between each of these three models is illustrated in Figure 2.1
2.3 Clustering Data Streams
This section presents an overview of the most influential ideas in stream-clustering
along with recent advancements in the field. Stream clustering algorithms typically
extend the traditional methods but often adopt a combination of approaches, for
example density-based and grid-based hybrids.
2.3.1 Partitional & Hierarchical
STREAM [147] was one of the first proposals for stream-clustering. A stream is
processed in fixed-sized windows and each window is partitioned using a k-mediods
variant. The authors proposed LSearch, which incorporates a local-search function
to speed up the convergence of the original K-mediods method. Once clusters have
been discovered, their mediods are weighted based on how many points are present
in the cluster. Only these weighted points are retained and carried over to the
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next window, the remaining points are deleted. This approach suffers from the
traditional problems of partitional methods but allows for a stream-processing due
to the memory efficiency of the summarisation method.
BIRCH [204] is another early stream-clustering algorithm that uses a different
summarisation method; the Cluster Feature Vector (CF). A CF for a cluster con-
taining N points { ~Xi}, i = {1, ..., N} is described using three components: the
number of data points the micro-cluster contains (N), the Linear Sum (LS) of each
feature (i.e.,
N∑
i=1
~Xi), the Squared Sum (SS) of each feature (i.e.,
N∑
i=1
~X2i ). So, the
CF for cluster ci = [N,LS, SS]. From this triplet, the centre c and radius r of the
cluster can be found:
c =
LS
N
(2.4)
r =
√
SS
N
−
(
LS
N
)2
(2.5)
CF vectors are incremental (points can be added and the CF updated) and additive
(two clusters can merge into one). These characteristics are hugely desirable for
processing a stream. BIRCH works in a single pass of the data and CF vectors are
stored in a tree structure called a CF-Tree. A predetermined number (k) of clusters
are extracted from this tree using an agglomerative approach.
CluStream [1] introduces the micro-cluster as a summarisation method. A micro-
cluster is a temporal extension to the CF. Each point pi in the cluster has an
associated time stamp Ti. The sum of these time stamps is maintained in the micro-
cluster summary. A micro-cluster mci = [N,LS, SS, T ]. CluStream also introduces
a widely adopted two-phase approach to stream clustering; the online/oﬄine model
whereby data is summarised online and the summarised data is clustered oﬄine.
CluStream uses this approach combined with the temporal aspect of micro-clusters
to discover clusters at different levels of granularity. This granularity is specified
by a user parameter h, the horizon. Micro-clusters within the window [tc–h, tc]
are clustered oﬄine using the k-means partitional method. CluStream has been
extended in HP-Stream [2] to handle high-dimensional data, and in SWClustering
[207] to better approximate concept drift.
ClusTree [112] uses micro-clusters as a summarisation method but alters CluS-
tream’s approach by recording only the latest time-stamp of a cluster (as opposed
to the sum of all time-stamps). Micro-clusters decay at an exponential rate and if
no new data has been inserted into a micro-cluster for some time it is considered no
longer useful and can be deleted. However, if data is added, the time-stamp is up-
dated and the micro-cluster is considered recent and relevant. ClusTree also adopts
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the two-phase approach and stores micro-clusters in an online tree-structure. It is
more sensitive to time-constraints in a stream and allows for an ‘any-time’ insert of
new data into the tree. An incoming point can be inserted into the most appropriate
micro-cluster if there is sufficient time to traverse the tree, if there is not a lot of
time (high velocity streams) an approximation is made. ClusTree returns clusters
using the k-means algorithm in the off-line stage and was shown to perform better
than CluStream.
The methods introduced here use micro-clusters as the summarisation method,
other approaches use micro-clusters as both the summarisation method and the
clustering mechanism.
2.3.2 Density-Based
DenStream [31] is one of the most influential density based methods. It extends the
micro-cluster (mc) in two ways; the linear sum and squared sum of the contents are
time-weighted using an exponential fading function. The data becomes less relevant
the older it gets. The second extension is to introduce an upper limit on the size
of its radius. This limit is denoted as  and performs the same function as the -
neighbourhood in DBSCAN (Section 2.1.4). An mc is considered dense if its weight
is above a user-defined threshold µ and its radius is below . Such an mc is referred
to as a core micro-cluster.
Micro-clusters can also be potential or outlier. A potential mc is one whose
weight is above βµ where β is a parameter used to determine the threshold relative
to µ. Outlier mcs have a weight less than βµ. Because the data is time-weighted,
new data inserted into an mc will increase its weight and outliers can be promoted
to potential and eventually core. Similarly, if no new data is added, core-mcs can
get demoted to potential, outlier, and eventually removed if their weight falls below
a certain threshold. When an online point p arrives, DenStream tries to merge p
with an existing potential mc pmci, if no suitable one is found (or if, by inserting p
into pmci the radius of pmci exceeds ) p tries to merge with an existing outlier mc
omci, if this is unsuccessful, a new outlier omcj is created with p.
Periodically, the weights of each mc is updated, mcs can change from core to
potential (or vice versa) and redundant mcs can be removed. When a clustering
request is made core-mcs are identified and a clustering is performed oﬄine using
DBSCAN.
There are many variants and extensions to DenStream. C-Denstream [166] allows
for background knowledge to be incorporated in the clustering process using instance
level constraints (Must-Link, etc.). R-Denstream [124] (‘R’ for retrospective)
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Algorithm 2 CEDAS
1: read point p
2: if (can add p to existing micro-cluster mci) then
3: add p to mci
4: mci energy = 1
5: if (p added to mci shell region) then
6: update mci centre
7: end if
8: else
9: create new micro-cluster mcj from p
10: end if
11: for (all micro-clusters mci) do
12: decay mci energy
13: if (mci energy ≤ 0) then
14: delete mci
15: end if
16: end for
17: if (any micro-cluster updated) then
18: check for new intersections
19: if (new intersections) then
20: Update macro-assignments for all linked clusters
21: end if
22: end if
introduces a third phase in addition to the online/oﬄine phases. Here, outlier
mcs which would ordinarily be deleted are retained and revisited later. HDenstream
[126] accommodates categorical data and SWClustering [207] which stores the outlier
and potential micro-clusters in a space-efficient histogram structure. All of these
extensions to DenStream use the two-phase approach. However, it has been observed
[66, 189] that the oﬄine clustering phase is computationally expensive and is only
performed when requested, this presents a trade-off between frequent requests to
better discover changes in the stream and infrequent requests in order to reduce
computational overheads.
To overcome this, the two phases of DenStream were merged into a single online
phase in FlockStream [66]. This algorithm adopts the concepts of time-weighted
core micro-clusters and non-core micro-clusters introduced in DenStream but the
clustering process is modelled on the observed flocking behaviour of birds proposed
in Reynolds’ Boids algorithm [162]. This process is similar to the ant-clustering
methods described in Section 2.1.6, in that data is mapped to a 2D toroidal grid.
Flocking is an emergent behaviour of each agent in the grid following local rules. A
dissimilarity metric (Euclidean distance between points in the original data space)
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creates different flocks as similar micro-clusters cluster and avoid groups of dissimilar
micro-clusters.
Another recently proposed algorithm for clustering in one single online phase is
CEDAS [87]. CEDAS creates a graph structure to represent the relationship between
micro-clusters. A micro-cluster is divided into two regions; the inner ‘kernal’ region
(area between centre of mc and r/2) and the outer ‘shell’ (area between r and r/2),
where r is the mc’s radius. Micro-clusters mcp and mcq are connected if there is
an intersection between mcp’s kernal region and mcg’s shell. This intersection is
described as an edge linking them. All mcs that are connected form the macro-
cluster. Each mc has an ‘energy’ level which fades linearly if no new data is added.
If it reaches zero, it is deleted. Whenever an mc is updated (created, deleted, or a
point added to a shell-region), CEDAS searches for new intersection and the graph
structure is updated. The CEDAS process is sketched in Algorithm 2
Density-and-Grid hybrids are proposed in D-Stream [36] and MR-Stream [189].
MR-Stream divides the data space into a tree of grids, the size of the grids decrease
(increased resolution) the further down the tree. The cluster grids are updated online
and clustered oﬄine. The oﬄine also performs a tree-pruning stage. In D-Stream
each dimension is divided into n segments, this creates a grid of hyper-rectangular
cells. Data is assigned to an appropriate grid-cell and each cell is summarised. A
fading window is used to age data and sparse grid-cells are periodically removed.
With a clustering request, clusters are discovered oﬄine. Neighbouring dense grid-
cells form a cluster.
The density based methods described so far all share a common shortcoming:
an inability to detect clusters of varying densities. The reason for this restriction
to a single concept of density is the use of global parameters for each cluster. The
-neighbourhood defines the maximum radius for a micro-cluster and the minPoints
parameter defines how many points a micro-cluster must contain before it can be
defined as ‘dense’. These parameters apply to every discovered cluster. A global
 imposes limitations on the type of clusters that can be discovered. For example,
embedded or overlapping clusters will be missed if only using a single concept of
density. Recently, there have been a couple of proposals to address this problem;
AD-Stream [47] and MuDi [12].
AD-Stream (Adaptive Density Stream) uses the two-phase approach. Online
points are mapped to a grid and grid contents are summarised. Using a combina-
tion of a weighted similarity matrix and associated eigenvectors, grid areas of varying
densities can be discovered in an oﬄine step. MuDi also uses a grid structure and
a two-phase approach. A grid structure is created at a user defined level of gran-
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Algorithm 3 Competitive Neural Network Model
1: Read point xi
2: Find closest node p to xi
3: Find second closest node q to xi
4: Assign xi to p
5: if (p and q are connected by edge e) then
6: eage = 0
7: else
8: create edge e between p and q
9: eage = 0
10: end if
11: if (Time to add new node) then
12: Find node z with largest cumulative error
13: Find neighbour zˆ of z with largest cumulative error
14: Add a new node r half way between z and zˆ
15: Delete original edge between z and zˆ
16: Insert edge connecting z and r
17: Insert edge connecting r and zˆ
18: end if
19: for (each edge ei) do
20: increase age of ei
21: if (eiage > max ) then
22: delete ei
23: end if
24: end for
25: Delete any isolated node
ularity and, separately, a set of micro-clusters are maintained. First, an incoming
point p tries to merge with an existing mc. If this is not possible, p is mapped to
an appropriate grid cell. The contents of each grid cell are time-weighted, if a grid
weight is above a certain threshold its contents are merged into a new micro-cluster.
If the weight falls below a certain threshold, the grid contents are deleted. When
a clustering request is made, the micro-clusters are clustered oﬄine using an exten-
sion of DBSCAN called M-DBSCAN. This variant replaces the  neighbourhood of
DBSCAN with a concept of local cluster density, called core-neighbouring. Micro-
clusters are added to existing clusters if they have similar mean values with some
acceptable differences in standard deviation. This allows for multi-density clusters,
however this algorithm requires a lot of very sensitive parameters; the grid granular-
ity is crucial and the minPonts parameter in M-DBSCAN is sensitive. Both of these
parameters can greatly affect clustering performance. Very sensitive parameters like
this are not ideal in a stream. It might be possible to tune them on a subset of the
stream but in a dynamic environment a good set of parameters at time t might not
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be the best at t+ δ.
2.3.3 Model-Based
Competitive Learning is a common approach to model-based stream clustering.
Most are extensions to Neural-Network inspired clustering methods like the Self
Organising Map (SOM), Growing Neural Gas (GNG) and the Self Organising Incre-
mental Neural Network (SOINN). These methods broadly adopt the same approach;
during the online step an incoming point xi triggers a competition between existing
nodes. The “winner” q is the closest node to xi, p is the “second winner”. xi is
assigned to q and an edge is created between p and q (or if an edge already exists, it
is strengthened). Nodes and edges are time-weighted and are removed if their weight
gets too low. Isolated nodes can be deleted and periodically, a new node is inserted
between two existing nodes that have the largest accumulated error (farthest from
previously seen points in the stream). This process is outlined in Algorithm 3.
SWEM [42] is an EM-Based method which uses sliding window model. Each model
has a mean, weight and a covariance matrix. In the first window, EM is used to
obtain the parameters for each model. These parameters are refined in subsequent
windows. If parameters discovered in latest window are significantly different than
previous windo,w SWEM abandons models with the largest variance and creates
new models while merging components that are similar.
A common problem with this approach is the difficultly in extracting the clusters
from the created graph structure [65, 200]. AING [27] and G-Stream [71] overcome
this problem, both by defining each node as a cluster. DenSOINN [200] treats each
node as a micro-cluster, when a cluster request is made, these micro-clusters are
clustered oﬄine using a method based on density connectivity similar to DBSCAN.
2.3.4 Ant-Based
There are almost no ant-based stream clustering algorithms. Cl-AntInc [136] is
proposed as a partitional method for clustering streams using sliding windows of
different sizes. Initially, a window is clustered using k-means and the initial k-means
partitions are refined using a model of ants following pheromone trails between each
of the k clusters. When a new window arrives, the entire contents of the window is
treated as a new cluster and one by one the contents of the new cluster are assigned
to the existing k clusters based on similarity of each point (‘ant’) with the cluster.
This repeats until all ants have been assigned and the latest cluster is deleted,
maintaining the original k number of clusters. Not much consideration is given
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Table 2.1: Overview of Stream-Clustering Algorithms
Algorithm Clustering Method Windowing Method k required Processing
[204] Birch (1996) Hierarchical Landmark Yes two-phase
[147] Stream (2002) Partitional Sliding Yes two-phase
[1] CluStream (2003) Partitional Sliding Yes two-phase
[112] CluStree (2011) partitional Time Dampened Yes two-phase
[136] CL-AntInc (2015) Partitional & Ant Sliding Yes two-phase
[31] DenStream (2006) Density Time-Dampened No two-phase
[66] FlockStream (2011) Density Time-Dampened No online
[47] AD-Stream (2016) Density Time-Dampened No two-phase
[87] CEDAS (2017) Density& Graph Time-Dampened No online
[189] MR-Stream (2009) Density& Grid Time-Dampened No two-phase
[12] MuDi (2016) Density & Grid Time-Dampened No two-phase
[42] SWEM (2009) Model Time-Dampened No online
[71] G-Stream (2016) Model Time-Dampened No online
[200] denSOINN (2018) Model Time-Dampened No two-phase
to memory constraints and this method suffers from the drawbacks of traditional
partitional methods.
2.3.5 Summary of Stream-Clustering Methods
The main stream-clustering algorithms discussed in this section are presented in
Table 2.1. These methods are largely extensions of traditional methods coupled
with windowing methods to deal with the memory constraints of an unbounded
stream. Despite there being a large body of research on ant-based clustering with
batch data, this has not transferred to stream-clustering. Density based clustering
methods appear to be the most common in the literature. They offer advantages in
that k does not need to be specified and arbitrary shaped clusters can be discovered,
allowing noise and outliers to be better managed. Most density approaches use the
micro-cluster as both the clustering mechanism and as the summarisation method.
A micro-cluster allows a number of similar points to be represented by one point
and furthermore, has the attractive characters of being increment-able and additive.
This allows micro-clusters to adapt and change with new data. Density methods
are common in hybrid approaches; they are used in combination with graph, grid
and model-based methods.
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2.4 Classification in Non-stationary Streams
Classification is the task of identifying to which set of pre-defined categories a new
observation belongs to. This pre-defined set of known categories is what differenti-
ates the classification task from the clustering task.
There are many classification techniques designed for the traditional batch set-
ting. Artificial Neural Networks [194], Baysian Classifiers [18], Nearest Neighbour
[165], Support Vector Machines [186], Decision Trees [168] and others [107]. Tra-
ditionally, a finite set of labelled data is collected, this data is then split into a
training set and a testing set. A model is created on the training set and verified
on the testing set. These models assume that subsequent unseen data is sampled
from the same fixed, distribution as the original data-set. The assumption is that if
the model performed well in the testing phase it should continue with roughly the
same reliability on all future samples. Of course, this is not true if the underlying
distribution is non-stationary. Traditional classification methods form the basis of
stream classification, often in conjunction (as in stream-clustering) with windowing
methods.
Ensemble methods combine multiple classifiers into a single (hopefully stronger)
classifier. Any combination of traditional classifiers can be combined and each mem-
ber’s prediction contributes to the ensemble’s final decision. The intuition behind
this is that there is no specific algorithm that will work best in all cases; each
model will have its own strengths and this can be exploited by a diverse group of
base-classifiers. Popular methods for creating an ensemble are bagging and boosting
[43]. Bagging creates multiple different training-sets from the original training-set by
performing sampling with replacement. Each base classifier is trained on a unique
training-set and the ensemble’s output is determined by majority voting from all
base-classifiers. Boosting incrementally builds an ensemble by training each new
classifier on instances that the previous model misclassified and the ensemble’s pre-
diction is again based on majority voting. Adaboost (adaptive boosting) weighs each
sample so that training samples correctly classified by the previous base-learner are
weighted less than samples which are misclassified. Base-classifiers are also weighted
based on their accuracy and the ensemble outputs a prediction based on weighted
voting of its member’s predictions.
Ensembles provide a natural mechanism for adapting to changes in the data
(add a new member) and forgetting irrelevant data (remove a member), in doing so
ensembles provide a good solution to the stability-plasticity dilemma [73], the ability
of a model to retain existing knowledge or learn new knowledge but not to be able to
both equally well. Ensembles also have the advantage that in the presence of change,
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the entire model doesn’t need to be retrained, just the subset of the ensemble that
is affected.
This section presents an overview of classification in non-stationary streams.
The section is divided into fully supervised methods, and methods which assume a
scarcity of labels.
2.4.1 Supervised Classification
Supervised methods can be broken into two approaches, single model and ensemble.
These can be broken down further into active and passive approaches. Both active
and passive approaches maintain an up-to-date model which can respond to change
however, each uses a different method. Active methods use a two-phase “detect and
react” [6] approach, whereby a mechanism (separate from the classifier) monitors
the stream for change and if change is signalled the current model is updated with
the latest samples from the stream. Passive approaches do not monitor the stream
for change, instead they accept that change will happen and continuously adapt,
updating the model with newly arriving data. Single models and ensembles are
presented from both active and passive perspectives.
Single Model
Active approaches adopt the “detect and react” approach.
Detect: Change detection methods typically operate on characteristics or fea-
tures extracted from the stream rather than the original raw features, for example
statistical measures like the mean and variance of a sequence or the classifier’s per-
formance on the stream. Hypotheses Testing (HT) methods create a hypotheses
of the data and test this hypothesis according to some predetermined confidence
threshold. The authors in [151] use a distance metric (in this case the normalised
Kolmogorov-Smirnov distance) to measure the differences between density functions
estimated on the training data and a window of recent data. Change is signalled
if this distance measure exceeds the threshold. Change Point Methods (CPM) also
operate on fixed size windows, they attempt to find a change-point in the window
by examining all possible partitions of the data. This is very computationally de-
manding, however CPM can not only detect change but also identify the time-step
that change has occurred [81]. Sequential Hypothesis Tests (SHT) can operate on a
sample-by-sample basis (as opposed to a fixed subset of the stream). A sequence is
analysed until the mechanism is confident enough to make the decision that change
has occurred. Example SHTs include the repeated significance test [14] and the
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sequential probability ratio test [188].
These methods are typically computationally demanding but offer theoretical
guarantees that change (if it occurs) will be detected. Change Detection Tests
(CDT) differ in that they are typically more resource- efficient but can not guaran-
tee a control of false positive rates. CDT commonly make decisions based on the
observed classification error of the model. A threshold is defined and if performance
drops below this threshold then change is signalled. Often, non-overlapping sliding
windows are considered [79]. Change is triggered if the validation error on the latest
window is significantly different from a random window that has been processed
in the past. Or the error on the latest window is compared with the error on the
initial training data [39]. Another CDT is proposed based on the Cumulative Sum
(CUSUM) of the error [5]. Here the sample mean of the error is monitored over time
and statistical variations signal change. CDTs are straightforward to implement but
the challenge is in setting an appropriate threshold. If this value is too low there
will be many false positives but if too high actual change will be unnoticed.
ADWIN [22] is a popular change detector that tracks the average of a stream.
ADWIN keeps a variable-length window of processed samples, with the hypothesis
that “there has been no change in the average value inside the window” [22]. The
largest window that can be maintained which is consistent with this hypothesis is
maintained. Older sections of the window are ignored only if there is sufficient evi-
dence that the average value of that window differs from the rest of the window. The
raw values from the window are not maintained, instead the features are compressed
using a variant of the exponential histogram technique, these compressed features
constitute the average.
Adapt: Once a change is signalled, the classifier is updated. Typically, the old
classifier is abandoned and a new classifier is trained on recent data. The Very Fast
Decision Tree (VFDT) [49] is a commonly used single model due to its ability to
quickly process large amounts of data [5, 39, 67, 22]. The VFDT is an incremental
algorithm that exploits the fact that, when creating the tree structure, the optimal
splitting value can be identified using only a small sub-sample of the data. This
idea is theoretically proven using the Hoeffding bound (VFDTs are often called
‘Hoeffding Trees’).
Once change is detected a new model is trained on recent data. Sliding windows
are used in [67, 22, 7, 21], here only the most recent window is used to train the
new classifier and points outside this window are discarded. As previously discussed
in Section 2.2, it is a challenge to find an appropriate window size; the dilemma is
selecting a length that provides enough training samples for the new classifier while
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ensuring that only relevant samples are used. This trade-off is mitigated in models
which use a time-dampened window [108, 40, 102]. Here, all available samples are
considered but with greater relevance given to recent data. Weights decrease linearly
in [108], polynomially and exponentially in [40].
The main drawback with these methods is that sample points cannot be dis-
carded or summarised once they have been processed because they will likely be
required as training points later in the stream. If the window is large, or if very
distant points are considered, there is potential for memory problems.
Passive approaches assume change in the stream and continuously update the
model. The VFDT was extended to passively handle change with the CVFDT (Con-
cept Adapting Very Fast Decision Tree) [86]. Here, a standard VFDT is maintained
and a sliding window is used to process the stream. As in the original algorithm, the
tree is updated incrementally at each window. However the CVFDT examines each
node looking for places where a split has been made in the past but which would not
be selected in the current window. This could be a signal of change. If such a split
is detected an alternate subtree is grown at this decision point. If this new subtree
becomes more accurate than the original, then change is confirmed and the new
tree replaces the original; otherwise, the original remains. Hoeffding Option Trees
[70] extend a VFDT by incorporating additional option nodes that allow several
Hoeffding tests to be applied at each split. This creates a single tree structure that
represents multiple different trees. This is further extended with adaptive Hoeffding
trees which, at each node, also store an estimation of the current error [149].
Single Model classifiers generally require lower computation costs than ensemble
methods, which makes them a good solution in high-velocity data streams. Despite
this, ensemble approaches appear to be more common in the literature.
Ensemble
Ensemble methods also can be active or passive in how they deal with change.
Passive methods are the most popular and are discussed first.
The Streaming Ensemble Algorithm (SEA) [180] is one the earliest work on su-
pervised ensembles and introduced a general framework (outlined in Algorithm 4)
which is common in the literature [191, 53, 140]. A stream is processed in fixed-
sized sliding windows and at each window a new classifier is trained and added to
the ensemble. Once the ensemble reaches a predefined size, the weakest (according
to some quality measure) base-learner is removed. SEA favours classifiers that cor-
rectly classify samples which are almost undecided by the ensemble. This maintains
diversity and helps prevent over-fitting. The ensemble outputs a prediction based
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Algorithm 4 Traditional Window-Based Ensemble Method
1: Read current window wc in stream S
2: Train new classifier φnew on wc
3: for (each classifier φi in ensemble E) do
4: evaluate φi on wc
5: end for
6: Find worst performer φworst in E
7: if (|E| < maxSize) then
8: add φnew to E
9: else
10: replace φworst with φnew
11: end if
on majority voting. Accuracy Weighted Ensemble (AWE) [191] follows a similar
structure but assigns weights to each classifier based on their prediction error on
the latest window. The idea being that the latest samples are most representative
of the current concepts in the stream. Classifiers that perform worse than a random
classifier are removed from the ensemble. The drawbacks to this approach are that
usually, k-fold cross validation is used to create each classifier which can be costly
and also, as is frequently the problem with fixed-sized windows, determining window
length is a challenge. In this instance, the problem is the trade-off between a small
enough window that can detect and react to change and a large enough window that
contains enough samples to adequately train a classifier.
Scholz and Klinkenberg [172] propose a method to overcome this trade-off by
using incremental learners as the base-classifiers. The latest window wc is read and
the most recent classifier (the classifier trained at (wc−1)) is updated with the sam-
ples in wc. In parallel, a brand new classifier is trained on wc. The ensemble adds
the best performing of these two (highest prediction accuracy on the latest window).
The advantage here is that, in times of stability, the most recent classifier can learn
samples from multiple windows. Only when a change occurs, will a new classifier be
added. The Accuracy Updated Ensemble (AUE) [28] also uses incremental learners,
VFDTs. At each window, each component classifier is incrementally updated with
a subset of the window, majority voting is used to determine the output and period-
ically, the weakest learners are pruned to maintain the ensemble size. Yet another
approach is presented in the Weighted Ageing Ensemble (WAE) [197]. Here, clas-
sifiers are maintained based on their diversity aswell as their prediction accuracy.
The ensemble prediction is a weighted vote from each member with greater weight
given to classifiers that have been in the ensemble the longest coupled with their
recent prediction accuracy.
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The ensemble methods discussed so far have all processed a stream in fixed-sized
windows, or chunks. Other methods are online and read the stream on a sample-
per-sample basis.
An influential online ensemble is the Dynamic Weighted Majority (DWM) en-
semble [105]. This extends the Weighted Majority Algorithm [129] proposed for sta-
tionary streams. In DWM, each member has an associated weight and this weight
decreases with every incorrect prediction. The weight decreases by a multiplicative
constant β (0 ≤ β ≤ 1).
These weights change over time and base learners with a higher weight are consid-
ered to be more ‘expert’ on the current portion of the stream. After every n samples
are processed, the classifier weights are updated and a classifier can be added or re-
moved. Points which have been misclassified by the ensemble are retained and used
to train a new classifier from scratch. Existing classifiers with a low weight are
assumed to be no longer helpful and are removed. The Concept Drift Committee
(CDC) [179] follows a similar model but member’s weights are proportional to their
accuracy over the last n training samples.
The drawback of the DWM ensemble is that the choice of n can be sensitive. Ad-
dictive Expert Ensembles (AddExp) [99] are similar to DWM however the ensemble
is updated each time a point is misclassified. This removes the need to specify n.
The oldest classifiers are pruned whenever the ensemble reaches a predefined size.
Similar approaches are presented in Winnow or Hedge β [113]
Active Ensemble Methods are not as common as passive ones. Diversity for
Dealing With Drifts (DDD) was proposed in [141]. The intuition behind this is that
ensembles with a low variance are good in times of stability, however in times of
change an ensemble with high variance is preferable. DDD maintains two ensembles
concurrently: one with low variance which is used for learning and predicting, and
a separate high-variance one which is used to learn but not make predictions. If a
drift is detected, then both ensembles are combined to make predictions. Weighted
voting is used and each ensemble is weighted by its prequential accuracy since the
time step in which drift was detected. This approach is shown to be robust to change
and false-alarms. However it has the obvious drawback of requiring two ensembles
to be maintained.
The original Random Forest algorithm is an ensemble of decision trees created
by bootstrapping a training set and is designed for stationary data. An extension is
proposed in Adaptive Random Forest (ARF) [72] to handle non-stationary streams.
ARF is online and uses an ensemble of VFDTs combined with a novel approach
to drift detection. Any potential change is first signalled as a ‘warning’. During
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Algorithm 5 Adaptive Random Forest
1: read stream latest point p from stream S
2: (x, y) := p
3: for each classifier φi in ensemble E do
4: Prediction yˆi := φ(xi)
5: Update φi with y
6: if (drift warning) then
7: φib := new classifier
8: add φib to background classifiers B
9: end if
10: if (drift detected) then
11: φi = φib
12: end if
13: end for
14: for each φib in B do
15: update φib with y
16: end for
17: Return majority yˆi
a warning, a brand new ‘background’ tree is created and trained on all incoming
instances, this background tree only learns and does not affect the ensemble’s de-
cision making. If the initial warning turns out to be actual change then the tree
that signalled the warning is replaced by its respective background tree. The rough
pseudo-code for ARF is outlined in Algorithm 5. ARF is not bound to any specific
change detector though the authors used ADWIN.
Online versions of bagging and boosting have been proposed in [149], these meth-
ods have been used alongside ADWIN for ensemble maintenance: OzaBoost and
BagAdwin in [23]. OzaBoost uses an ensemble of VFDTs which is maintained us-
ing online boosting and BagAdwin also employs VFDTs as the base classifiers in
an ensemble maintained using online bagging whenever ADWIN detects a change.
Iterative Boosting Ensemble was proposed in [94], where a window is read and in-
cremental learners are trained using boosting.
Ensembles of micro-classifiers have been proposed [3, 8]. A micro-classifier is a
supervised version of the micro-cluster (see Section 2.3.2). In addition to the sum-
mary information recorded in a micro-cluster, a class label is associated. The ap-
proach was originally outlined in [3], which is a supervised version of the CluStream
algorithm for clustering data streams [1]. Initially, a predefined number training
points are collected and labelled. These training points are separated into their
respective classes and k-means clustering is performed on each class. Each micro-
cluster mci ∈ C (|C| = j ∗ k, where j is the number of classes in the training set) is
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Table 2.2: Overview of Supervised Ensemble Methods
Algorithm Detection Method Processing Method
[23] OzaBoost (2009) Active Online
[23] BagAdwin (2009) Active Online
[141] DDD (2012) Active Online
[72] ARF (2017) Active Online
[94] IBS (2019) Active Chunk
[105] DWM (2007) Passive Online
[179] CDC (2003) Passive Online
[3] On Demand Stream (2004) Passive Online
[8] CLAM (2013) Passive Chunk
[180] SEA (2001) Passive Chunk
[191] AWE (2003) Passive Chunk
[172] KBS (2005) Passive Chunk
[28] AUE (2014) Passive Chunk
[197] WAE (2013) Passive Chunk
treated as a micro-classifier mφi. Incoming points are classified and then clustered.
First a nearest neighbour method is applied. The closest micro-classifier mφi to
incoming point xi is identified and the predicted label of xi is the label associated
with mφi. The point xi is then either inserted into mφi (if the distance between the
two is within a maximum boundary) or a new micro-classifier mφj is created with
the true label yi of xi . This method maintains a fixed number of micro-classifiers.
If a new micro-classifier is created, an existing one must be deleted (one with a
time-stamp older than a given threshold) or if two micro-classifiers are close enough
in the feature space (and both have the same label) they can be merged. Similar
approaches are used in [8, 9]. A summary of the supervised ensemble techniques for
classifying non-stationary streams is presented in Table 2.2.
2.4.2 Classification with a Scarcity of Labels
Methods for learning in non-stationary environments with a scarcity of labels (SoL)
typically fall into two general approaches; active learning (AL) and semi-supervised
learning (SSL). Both of these approaches are well established in the field of machine
learning but have only recently been applied to non-stationary environments [44].
An AL mechanism identifies the most important instances in an unlabelled set
and requests labels for those instances from an “oracle”, usually a human expert.
This requires manual intervention but greatly reduces labelling costs. Usually these
approaches work within a label budget so the more labels that can be provided to
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the algorithm the better the results. AL assumes that if a request is made a label
will be made available immediately.
SSL methods assume that a set of n samples x1, . . . , xn ∈ X with their corre-
sponding class labels y1, . . . , yn ∈ Y are available in addition to u unlabelled samples
xn+1, . . . , xn+u ∈ X. SSL attempts to build classifiers using the combined data set,
as opposed to supervised learning which would use the first n labelled samples or
unsupervised learning which would use the u unlabelled samples. Non-stationary
classification with a scarcity of labels is discussed from these two perspectives.
Active Learning in non-stationary streams
Traditional AL methods adopt a ‘pool-based’ approach whereby the interesting sam-
ples are selected by examining all historical data. Obviously, this is not feasible in
a stream and often sliding windows are used [208, 127, 61, 128, 88]. In these cases,
each window is treated as a static batch and samples are selected in each window.
A passive ensemble approach with sliding windows was proposed in [208]. A new
classifier φi is trained on each new window wi and is added to the existing ensemble
E. A minimum variance approach is used to select which samples in wi should be
labelled; a point x ∈ wc is classified by every base classifier in E. If the variance is
low (if the base-classifiers agree on their predictions) the corresponding label for x
is not requested. If the variance is high, then a label is requested. In [127] a passive
windowing approach was implemented to extend a static AL method proposed in
[199]. Here, an SVM is used as a classifier and during each window samples which
are closest to the hyperplane are selected for labelling. Confidence Distribution
Batch Detection (CDBC) [128] measures the difference between the distribution of
the classifier outputs in the most recent window and a reference window. If this
difference exceeds a predetermined threshold then a change is triggered and all in-
stances from this point on are collected into a training window of size n. When these
points are collected, labels are requested for the entire window and a new classifier
is trained. The authors use a SVM with a linear kernel. This approach was shown
to be accurate and respond well to change. However, the value of n is important and
in comparison with other AL approaches it can require a relativity large labelling
budget, especially if the stream is volatile and a lot of change occurs. A decision
tree is used as a classifier in [61], drift is detected if there is sufficient change in the
summary statistics maintained at each node in the tree. If change is suspected, n
random samples from the latest window are selected and the classifier is evaluated
on these n labelled-samples. If the classifier’s performance is below a threshold θ
the classifier is discarded and a new classifier is trained on the latest samples.
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Algorithm 6 The Active Classifier
1: Read latest unlabelled point x
2: if (requested labels < max labels ) then
3: if (AL strategy requests label) then
4: y = true label of x
5: request labels++
6: Update learner φ with (x, y)
7: if (Background learner φb exists) then
8: Update φb with (x, y)
9: else if (warning detected) then
10: Start new background learner φb
11: end if
12: if (Change detected) then
13: Replace φ with φb
14: end if
15: end if
16: end if
The approaches mentioned so far are extensions to AL approaches in stationary
environment and do not fully consider the potential impact of concept drift in a
data-stream. Specifically, these approaches respond to virtual drift, a change in
P (x). Changes which happen away from the decision boundary will be missed, for
example, when concept evolution occurs or during real drift when there is a change
in P (y|x) but no change in P(x). In these instances we can say that the full instance
space has not been inspected for change. This problem is addressed in the Active
Classifier [209]. In this study, a generic framework for handling a stream (online
and incrementally, with an active drift detector) is proposed along with a number
of different AL strategies to work within this framework. The general framework
is outlined in Algorithm 6 and is similar to the approach used by the Adaptive
Random Forest described in the previous subsection. Change is first signalled as a
warning, when a warning is initiated a background learner is created and learns in
parallel with the main classifier, though it does not make any predictions. If the
warning is true and change is detected, the original classifier is replaced with the
new one.
In the Active Classifier, a very tight constraint on the labelling budget is im-
posed; only a finite amount of labels are available to use over the entire, potentially
infinite stream, unlike in window based approaches where each window had n label-
requests. This is perhaps an unrealistic constraint. However, the authors proposed
an ‘approximate spending estimate” to keep track of how many labels have been
requested relative to the amount of stream that has been processed. Five AL strate-
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gies are proposed and each can be used in the general framework (line 3, Algorithm
6). 1) Random: A label is requested with probability p. 2) Fixed Uncertainty: this
strategy is based on the posterior probability estimates of the classifier φ. If the
certainty is below a threshold θ, a label is requested. 3) Variable Uncertainty: the
sample with the least certainty within a given time interval is selected. 4) Uncer-
tainty with Randomisation: request labels that are close to the decision boundary.
5) Split: a combination of the random strategy with variable uncertainty. The Ac-
tive Classifier obtains good results with a very small labelling budget. The split
strategy was shown to be the best AL approach because it effectively spread the
labelling efforts across the entire instance space.
Another approach that covers the whole space is proposed in Active Cluster
Learning (ACL-Stream) [88]. ACL-Stream uses a single incremental classifier and
reads the stream in windows. At each window samples are selected for labelling
based on clusters discovered (using k-means) in the window. Each discovered cluster
ci ∈ C contains n clustered points xi, . . . , xn. Samples are selected for labelling in a
two-step process. First, the macro step: every point is classified by the classifier φ
which has been trained on all labelled data so far. Clusters are ranked according to
their homogeneity. If the points in a cluster all have the same predicted label then
the cluster is homogeneous and considered less interesting. However, if a cluster
contains many different classes (as predicted by φ) then it is considered an area
of interest and is ranked highly. In the next step, the micro step, the contents of
each cluster is ranked by a function of its distance from the centre of its respective
cluster and the classifier’s uncertainty of its label. Once all instances and clusters
have been ranked, the top b samples are selected (where b is the labelling budget).
These labelled samples are used to incrementally train φ.
Clustering and classification in non-stationary streams are more typically applied
in semi-supervised methods.
Semi-Supervised Learning in non-stationary streams
The micro-cluster introduced in stream-clustering [1] as a fully unsupervised mech-
anism was used successfully as a supervised classifier in On Demand Stream [3]
so it is logical to expect the micro-classifier/ micro-cluster structure to be used in
the semi-supervised setting (in this section micro-classifier and micro-cluster can be
used interchangeably). An early example of its application is the Semi-Supervised
Ensemble Approach (SSEA) [125]. The stream is processed in fixed-sized windows,
and each window wi is split into j partitions, where j is the number of known classes.
k-means clustering is used to create k clusters in each of the j partitions. Each clus-
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ter is summarised by its centre, radius, number of instances, and class label. This
summary information is the micro-classifier mφ. Formally, a model M is created at
each window where M = {m1, . . . ,mj} and mi represents a set of micro-classifiers
specific to each known class mi = {mφ1, . . . ,mφk}. The latest model is added to an
ensemble E. An incoming point xi is classified by its nearest mφi. If xi does not
fall within the radius of any existing micro-classifier it is considered an outlier. New
classes are identified by the labelled data in each new window and j is tuned this
way. This makes the assumption that instances from a new class will be among the
subset of labelled samples.
Micro-classifiers are also used in [138, 139, 82]. In each, a sliding window is used
to process the stream and the contents of each new window are first classified then
used to update the model. In SmScluster [138] an extension to the k-means algorithm
is used to partition the partially labelled data: K-Means with minimisation of cluster
impurity (MCI-Kmeans). The goal is minimise the intra cluster dispersion (as in
traditional K-means) but also to minimise the impurity of each cluster. A cluster is
considered totally pure if it contains only samples that share the same label (along
with unlabelled data). Given u samples X = {x1, . . . , xu}, the original K-means
creates k-partitions (X1, . . . , Xk) by minimising :
k∑
i=1
∑
x∈Xi
||x− ci||2 (2.6)
where ci is the centre of cluster i and ||x− ci|| is the Euclidean distance between x
and ci. MCI-Kmeans aims to minimise :
k∑
i=1
∑
x∈Xi
||x− ci||2 +
k∑
i=1
WiImpi (2.7)
Where Imp is the impurity of cluster i and W is the weight associated with each
cluster where:
Wi = |Xi|DXi (2.8)
Xi is the set of points in cluster i and DXi is the average dispersion of each of these
points from ci.
As in SSEA, at each window a new model M is created (where M is composed of
a set of micro-classifiers) and M is added to an ensemble E. The size of the ensemble
is fixed, when this size limit is reached, the weakest component is removed from the
ensemble to make room for the latest component. ‘Weakest’ is the component with
the lowest accuracy on the labelled portion of the latest window.
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Realistic Stream Clasifier (ReaSC) [139] also uses the MCI-Kmeans method.
Here, a window is read and classified and retained in memory until p% of the window
has been labelled. When this happens, clustering is performed but micro-clusters
containing no labelled instances are also considered ‘pure’. These unlabelled micro-
clusters are labelled by an inductive label propagation technique. An affinity matrix
is created using all micro-clusters, this can be considered a graph with micro-clusters
as nodes connected by edges. The weight of each edge is a distance metric based on
a Gaussian function and the labels of the unlabelled micro-clusters are determined
by their neighbours. Once all micro-clusters have been labelled, they are added to
the ensemble as a set of micro-classifiers. The classification method is the same as
SSEA and SmScluster, and the pruning method is the same as SmScluster whereby
only a fixed number of models can be retained and the weakest is removed before
adding a new one.
Semi-Supervised Pool and Accuracy Based Stream Ensemble (SPASC) [82] also
keeps a fixed-size ensemble. At each new window the best components of an en-
semble are selected to make predictions on a point. The selection process is based
on a weighting scheme whereby a classifier’s weight is determined by its predic-
tion accuracy on labelled data points. Unlabelled points do not affect the weights.
Each model M consists of several micro-classifiers (identified as in SmScluster and
ReaSC). With each window, summary statistics about the window are maintained
(so each component of the ensemble has an associated set of statistics about the
window it was created with). If the statistics on the latest window are sufficiently
similar to a previous window, the classifier associated with that window is updated
with the labelled data on the most recent window, otherwise a new classifier is
created and the weakest one is removed.
Stream Classification Algorithm Guided By Clustering (SCARG) [178] was pro-
posed to address the Initially Labelled Non-Stationary scenario whereby, initially
training data is available but no subsequent labels are made available throughout
the stream. In the first window k-means is used to create a set of clusters. Each
incoming point is classified by its nearest cluster centre and then stored in a buffer.
When a sufficient number of points have been stored, the clusters are deleted and
their centroids added to the buffer. k-means is performed again and the process
repeats in a closed loop. SCARG was shown to identify and capture virtual drift, a
change in P (x). If this drift leads to real drift, then it can also be captured. How-
ever, as always in k-means the number of classes must be specified and in SCARG
this cannot change.
REDELLA [121](Recurring Drifts and Limited Labelled Data) creates an incre-
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Table 2.3: Overview of Classification Methods with a Scarcity of Labels
Algorithm Labelling Method Clustering Classification
[208] Zhu et al. (2007) AL none Ensmeble
[127] Lindstrom et al. (2010) AL none SVM
[127] CDBC (2013) AL none SVM
[61] Fan et al. (2004) AL none Tree
[209] Active Classifier (2014) AL none Tree
[88] ACL-Stream (2014) AL k-means Tree
[125] SSEA (2013) SSL k-means Ensemble
[138] SmScluster (2008) SSL k-means Micro-classifier
[139] ReaSC (2012) SSL k-means Micro-classifier
[82] SPASC (2015) SSL k-means Ensemble
[178] SCARG (2015) SSL k-means Nearest Neighbour
[121] Redella (2010) SSL k-means Tree
[122] SUN (2012) SSL k-means Tree
[177] CCEM-PL (2014) SSL k-means Ensemble
[143] CSL-Stream (2011) SSL DBSCAN Tree
mental decision tree and at each leaf creates ‘concept’ clusters (these are very similar
to micro-clusters) using k-means. A point is classified by the tree and stored in the
node which makes the predictions. When n points are collected in a node, cluster-
ing is performed with both labelled and unlabelled data. Unlabelled data is labelled
with the majority class (of the labelled points) in the cluster. Similar approaches
are outlined in [122, 177]. A tree/cluster hybrid was proposed in [143]; Concurrent
Semi-Supervised Learning of Data Streams (CSL-Stream). This method differs from
the previous approaches in that DBSCAN is used as the clustering mechanism as
opposed to k-means.
Clusters are maintained in a dynamic tree structure and a time-dampened win-
dow is used to age old data. Nodes in a tree are described by their ‘density’, the
weight of all the instances stored in the node. These nodes are updated only when
the classifier is unstable, i.e., its accuracy on recent labelled data falls below a thresh-
old. If drift is actively detected in this way the nodes in the tree are clustered using
DBSACN to propagate labels of unlabelled data and update the tree.
An ensemble of clusters and classifiers was proposed by Zhang et al [205], where
labelled instances are used to train a classifier and unlabelled instances are clustered.
New instances are labelled using a majority vote that included label mapping be-
tween the classifier and the clusters. The mapping takes the form of a graph based
on conditional probabilities. Another semi-supervised method based on a graph
structure is the K-Associated Optional Graph (KAOG) [19].
The main methods described in this section are summarised in Table 2.3.
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2.4.3 Summary of Classification Methods
In stream classification, ensemble methods are more common than single model
methods. Ensembles are a natural choice for non-stationary streams because new
members can be added to the ensemble and under-performing ones can be removed.
This approach organically addresses the stability-plasticity dilemma (the ability of
a model to retain existing knowledge or learn new knowledge but not to be able to
both equally well) and serves as a passive method to detect and react to change.
However, the majority of ensemble methods assume that the non-stationary stream
will be fully labelled.
Supervised ensembles outnumber Scarcity of Label (SoL) methods. Of the two
approaches for dealing with a SoL, Semi-Supervised Learning (SSL) approaches are
more common than Active Learning approaches. SSL approaches often employ an
ensemble and, unlike fully supervised approaches, can include clusters along with
classifiers as the base members. Almost all of the SSL ensemble approaches discussed
use k means as the underlying clustering algorithm; typically a stream is processed in
chunks and each chunk is clustered with k-means. This approach does not reflect the
recent advances in stream-clustering and is a potential shortcoming of the discussed
SSL methods.
2.5 One-Class Classification
Traditionally, a classifier (or an ensemble) is used to distinguish between two or more
classes, in one-class classification we are trying to identify a known class. In OCC,
unlike conventional machine learning algorithms, only examples from one class are
available for training. The task is to define a decision boundary around the target
class (or positive class) so as to accept as many target instances while rejecting
instances which do not belong to the target class (the negative class, i.e. every
other class). Generally a one-class classifier takes the form:
(mα, xi) ≥ θ =
1 : xi is a target0 : xi is an outlier (2.9)
with a point xi, a model m with parameters α and threshold θ ∈ R. If a model’s
confidence of a point belonging to a certain class is greater than a user supplied
threshold, θ then the point is predicted as belonging to that specific class, otherwise
it is predicted as not belonging to that class. It makes no assumption for it belonging
to a different class, only that it does not belong to that particular class. There are
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three broad families of OCC; boundary, reconstruction, and density methods.
2.5.1 Boundary Methods
Boundary methods, as the name suggests, estimate a boundary (not necessarily
spherical) around the training instances. A newly arriving point xi is considered a
target object if it falls within the model’s perimeter.
The Support Vector Domain Description (SVDD) [182] is based on the Support
Vector Machine (SVM) [186]. It constructs a hypersphere with the smallest possible
radius that can encompass the training data. This boundary is described by a set
of support vectors. A percentage of samples ξ (referred to as the slack variables)
can be ignored when creating the boundary in order to create a smaller and better
fitting hypersphere.
The sphere is described by a centre c and radius r, with slack variables ξ. The
boundary is discovered by minimising r:
f(r, c, ξi) = r
2 + C
∑
ξi (2.10)
where C is the trade-off between simplicity (volume of sphere) and the number of
errors on the training set.
An alternative approach to the SVDD was proposed in [171]. Here, instead of a
hypersphere, a hyperplane is constructed so that is maximally distant to the origin
and separates the regions that contain no training samples. Experimental results
suggest that both versions of the SVDD perform comparatively and in each case a
Gaussian kernel works best [100]. Online versions of one-class SVM are proposed
in [176, 184], these methods make a single pass of the data and at each step add a
new sample to retrain the model and remove the least relevant one. In [30] an OCC
for dynamic classes was proposed. It is based on the SVDD but support vectors are
time-weighted, as they become older and less relevant the boundary of the sphere
changes.
Boundary methods based on a Convex Hull (CH) were proposed in [34] and [62].
The CH of a data set is the minimal convex set containing all the points. Similar to
the SVDD hypersphere, if a test point lies inside the hull, it is considered to belong
to the target class.
2.5.2 Density Methods
Another approach to OCC is to estimate the the density of the training data. The
most simple model is the Gaussian model [25], here the training data is modelled as
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a Gaussian distribution and the mean µ and covariance Σ are estimated.
f(xi) = (xi − µ)Σ−1(xi − µ) (2.11)
where xi is the test point and the classifier’s decision (yˆi) is:
yˆi =
1, if f(xi) ≤ θ (xi is a target)0, if f(xi) > θ (xi is an outlier) (2.12)
where θ is a user supplied threshold. This approach makes strong assumptions that
the data is uni-modal and convex. To create a more flexible model, the Gaussian
model is extended to a Mixture of Gaussians (MoG) in [50]. This is a linear combi-
nation of K Gaussian Models. An even more flexible model is obtained by using the
Parzen density estimator [150]. Here a Gaussian distribution is modelled on each
of the training points. These density-estimation methods have been shown to work
well when there is an abundance of training data but tend to perform poorly when
there is not a lot of training data, especially in high-dimensional feature spaces [183].
Distance based approaches are closely related to density methods. A nearest
neighbour (NN) approach to OCC is proposed in [50]. It involves finding the dis-
tance between a test point xi and its nearest neighbour zi in the training data, i.e.
zi = NN(xi). This distance is then normalised by the nearest neighbour of zi, i.e.
NN(zi). xi is considered a target if:
d(xi, zi)
d(xi, NN(zi))
< θ (2.13)
where d is the distance between the points and θ the supplied threshold. This method
has been shown to work well with high dimensional data. Another approach shown
to work well in high-dimensional data (and with a small amount of training data)
is an OCC based on the Minimum Spanning Tree (MST) [95]. Here, an MST is
created to fit the training data. The distance between a test sample xi and the
edges of the tree is used to determine if xi is a target. Other OCC methods are
based on k-means [25] and k-centres [203].
2.5.3 Reconstruction Methods
Reconstruction methods are based on an underlying model created from the training
data. If a test point fits the model, then it is considered a target; otherwise it is
considered an outlier. An OCC based on Pricipal Component Analysis (PCA) was
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proposed in [185]. PCA finds the orthogonal transformation which captures the
variance in data. The data is mapped to a subspace. To test whether a new sample
xi is a target, the reconstruction error is computed. This error is the difference
between xi and its projection in the subspace. If xi “fits” the model, the error
should be low (within a threshold θ) and it can be considered a target. A similar
approach is taken with neural networks; an Autoencoder [146] is a type of network
that typically consists of three layers, where the number of neurons on the input
layer and output layer are the same (equal to d, the dimensionality of the data) and
the middle layer consists of much fewer neurons. The original data is “encoded”
into a compressed representation in the middle layer, then the data is “decoded”
back to the original input. The difference between the original input xi and its
reconstructed output xˆi is used to determine whether a point is a target or not. A
large difference suggests the point is an outlier. Extreme Learning Machines (ELM)
have been proposed as OCC following the same method in [118, 69].
2.5.4 Ensembles of One Class Classifiers
Ensembles of OCCs have become more popular in recent years and are practical in
two main scenarios; 1) where the distribution of the target class is complex and multi-
model and 2) as a method to transform OCC into Multi-Class Classification (MLC)
with each component of the ensemble responsible for recognising one particular
class (or part of a class if the distribution is multi-modal). As in all ensembles
the members should display individual quality and be diverse enough to mutually
complement each other. This can be achieved by using a heterogeneous ensemble [41]
or a homogeneous ensemble with each member created with different training-sets
[109]. Recent studies suggest that the latter performs better [37, 109, 111].
OCCClustE [110] is a homogeneous ensemble of weighted Support Vector Ma-
chines. First the data-set is clustered into k-partitions and a classifier is trained
on each partition. The ensemble’s prediction comes from a majority vote from each
member. As would be expected, k is crucial, and the paper proposed 10 methods for
identifying k, k is defined as the number of mutually complementary areas. Though,
in this instance maybe density based clustering would be a better approach.
Ban and Abe [16] proposed a heterogeneous ensemble of SVDD and PCA and
showed that the performance of the ensemble is comparable to that of a regular
SVM but requires less training time. They did however note that the parameters
are very sensitive and affect the ensemble’s performance significantly. A method to
automatically find these parameters was proposed in [109] where an optimisation
method based on the behaviour of the fire-fly [201] is applied.
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2.6 Feature Selection in Data Streams
Feature Selection (FS) aims to identify a subset of the most relevant features fˆ from
the set of all features F . Traditionally, fˆ would be used to cluster data and all
redundant features ({fi : fi ∈ F and fi /∈ fˆ}) are ignored for future points. This
might not be a sensible approach to non-stationary data as fˆ is likely to change over
time. A significant change could require previous clusters to be abandoned and new
clusters discovered on the latest data. This would be especially true for clustering
algorithms that rely on some form of distance as a similarity metric; it might not
be possible to cluster two points composed of different feature subsets. For example
if the number of ‘important’ features changes (|fˆt| 6= |fˆt+1|,) or if a previously
important feature is no longer considered important (fi ∈ fˆt but fi /∈ ˆft+1)).
Much research has been carried out on FS and good overviews on this research are
available in [120] and [4]. The majority of this research has focused on supervised
methods whereby a feature’s importance is estimated by its correlation with the
class label. Features (or subsets of features) with the greatest discriminatory power
between classes are selected.
Generally, FS methods can be divided into filter methods and wrapper methods.
Filter methods are independent of the model and can be seen as a preprocessing
step which rank features according to some criterion and the top n features are
selected. Popular methods include the Fisher Score [74], Information Gain [117]
and the Pearson Coefficient [20]. Wrapper methods use a model or an underlying
classifier to iteratively evaluate subsets of features. An example would be the GA-
SVM [83], a genetic algorithm searches for subsets of features and these potential
subsets are evaluated using a traditional Support Vector Machine.
2.6.1 Unsupervised Feature Selection
Unsupervised methods are also divided into filter and wrapper methods. Unsuper-
vised wrapper techniques use a clustering algorithm to evaluate feature subsets [116].
This method is usually computationally expensive and succumbs to what Alelyani
et al. described as the “Chicken and Egg Dilemma” [4]. When attempting to cluster
and feature select simultaneously, is it better to first find features and then cluster,
or first cluster and then select features?
Unsupervised Filter methods are based on the intrinsic properties of the data.
The most simple, yet very effective, method of unsupervised feature selection is the
maximum-variance method; the average squared deviation of a feature’s value from
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the mean (µ). X = {x1, . . . , xN} represents N instances, where xi ∈ Rd:
V ar(Xi) =
1
N
N∑
j=1
(Xij − µi)2 (2.14)
A larger variance suggests the feature has a greater representative power. The
variance for each feature is calculated, the features are ranked in the descending
order, and top n features are selected.
Another reasonable assumption is that data from the same class are close in the
decision space. Based on this assumption, features are selected by their locality
preserving power, or Laplacian Score. This idea has been applied for unsupervised
FS in [17].
The Lapacian Score aims to preserve the local geometric structure in data. This
local structure is modelled in a nearest-neighbour graph and features which respect
this graph are selected.
• A nearest-neighbour graph G is created with N nodes and an edge is created
between nodes i and j if xi and xj are neighbours (xi is among xj’s k nearest
neighbours or vice versa).
• A weight matrix S of G models the local structure. A Radial Basis Function
function with a constant t is used to weigh the edge between nodes i and j:
Sij =
e−‖(xi−xj)‖
2 1
t : if i and j are neighbours
0 : otherwise
(2.15)
• The importance of a feature is considered to be the degree to which it respects
G and the weight matrix S. The Lapacian Score L for feature fr is estimated
by minimising:
Lr =
∑
ij(fri − frj)2Sij
variance(fr)
(2.16)
A good feature will have a larger Sij (thus a smaller fri−frj) and should have a high
variance. So, the Lapacian Score for a good feature should be small. The Lapacian
Score for each feature is calculated, the features are ranked in the ascending order,
and top n features are selected.
Infinite-Feature Selection [163] selects features by exploiting the convergence
properties of power series of matrices. A subset of features is analogous to a path
between different feature distributions. In [29] the authors propose a filter method
which selects features based on their ability to preserve the original structure of
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the data. Their algorithm, Multi-Cluster Feature Selection (MCFS), measures the
correlation between different features using spectral analysis [92] and selects those
which can most preserve the structure. Spectral clustering is performed using the top
eigenvectors of the graph Lapacian. As in the Lapacian Score, a nearest neighbour
graph G and weight matrix S are created. The data manifold in S is “unfolded”
to a “flat” embedding of data points and features are selected using the “flat”
embedding. From S, a diagonal matrix D is created whose values are column sums
of S; Dij =
∑
j Sij. From these matrices, the graph Lapacian (L = D−W ) is created
and the “flat” embedding of the data can be found by solving the generalised eigen-
problem: Ly = λDy.
The feature scores are evaluated using the resultant eigen-vectors Y = {Y1, . . . , Yk},
where k is the number of clusters in the data. MCFS scores for each feature are
sorted in the descending order and the top n are selected.
2.6.2 Dynamic Feature Selection
Most of the research into FS has assumed a static batch of data but recently more
work has been focusing on FS in streaming data. Again, the majority of this research
has been on supervised FS. The work by Katakis et al. [96] was one of the first to
address the problem FS in streaming data. Here, the authors address the problem
of a large, dynamic feature space. They use the example of a text stream, the
feature space being all possible words. As more text arrives, new words (features)
appear and the size of the known feature space grows and changes. Cumulative
statistics based on the word count in each class of document are recorded. Using
the chi-squared metric the top n words in each document are selected as inputs
for a classifier. As a new document arrives the cumulative statistics are updated,
features can be promoted or demoted from the top n and the classifier is updated
with these new features. Heterogeneous Ensemble for Feature Drift (HEFT) [144]
uses a Fast Correlation Based Filter [76] as a supervised filter method to select the
top features in each windowed chunk of a data stream. A classifier is trained using
the top features and added to an Ensemble where each classifier is trained on a
different feature subset. Carvalho et al. [33] used the weights of an online classifier
to estimate the importance of each feature. Interestingly, the authors found that
using some of the lowest ranked features improved the classification accuracy. The
authors reported that using 90% of the top features and 10% of the bottom features.
DX-Miner [137] is a streaming classification algorithm that incorporates dynamic FS.
The algorithm can use either a supervised or an unsupervised filter method. For
the supervised method, the previous three windows are stored and the Information
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Gain metric is used to select the top features from these recent windows. In the
unsupervised case, the authors suggest that the n highest frequency features could
be used but this is not discussed any further. This was extended in [192], here the
authors use DX-Miner with MCFS as the filter method. An unsupervised FS method
for data streams with linear time and space was proposed in [84]. Matrix sketching
is used to maintain a low rank approximation of the data. At every time-step t, the
top features are selected, though all data until time t is used for selecting the top
features. The authors reported that this gave memory problems with comparative
algorithms and in a dynamic stream it is perhaps better to disregard data as the
stream progresses and old data is no longer relevant.
In summary, the majority of research on FS assumes a static batch of data.
The majority of research into dynamic FS for data-streams assume the supervised
method and is typically used for classification tasks and not suitable for clustering.
2.7 Summary
This chapter presented an overview of the main methods for analysing non-stationary
data-streams. Typically, a (potentially unbounded) stream is processed in windows;
fixed sized ‘chunks’ of data or time-weighted data. This windowing technique is
prevalent in stream clustering (Section 2.3), classification (Section 2.4), and fea-
ture selection (Section 2.6). Processing the data this way allows practitioners to
apply traditional, batch methods to continuous data-streams where time and mem-
ory constraints would otherwise render them unsuitable. An example of this is the
common online/oﬄine approach to stream-clustering where data is first summarised
online and then clustered in batches off-line using traditional methods like k-means
or DBSCAN.
This approach is also prevalent in dynamic classification where a traditional
online learner is incrementally trained on the latest window of the incoming stream.
In non-stationary streams a change detection mechanism is often employed alongside
the classifier. This mechanism detects change using statistical measures or the
classifier’s performance as compared with the ground truth. These methods are
active in that they continuously examine the stream for significant deviations which
signal change. If change is detected the classifier is discarded and a new model is
trained on the latest data. Other methods use a passive approach to change. Here,
change is assumed and the model is continuously updated with the latest data. This
is a common approach with ensemble methods. Ensembles can passively deal with
change by adding a new member (trained on the most recent data) and removing
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the weakest member (tested on the most recent data). Ensembles with a fixed sized
sliding window are very common in both the supervised framework and in a stream
with a scarcity of labels.
In a stream with a scarcity a labels, ensembles often contain clusters alongside
classifiers. This mixed ensemble has been applied with an active learning approach
but is more common in the semi-supervised framework. A typical approach is to
process the stream in windows and cluster each window. Discovered clusters will
contain both labelled and unlabelled data, and labels are propagated to all points
based on these clusters. Traditional supervised techniques are then implemented
after all points have been labelled. Almost all of these ensemble approaches use
k-means as the underlying clustering algorithm. There is a disparity here with the
stream-clustering literature; almost none of the recent stream-clustering algorithms
use k-means ; the main reasons are that it is an iterative process (not single pass),
identified clusters are spherical (not as robust to noise) and k must be specified
(unsuitable if there is potential for concept evolution ). Recent advances in stream
clustering include online methods which are unaffected by the aforementioned limi-
tations but these have not been applied to non-stationary mixed ensembles.
Feature selection methods for data streams were discussed and, as in stream-
classification, supervised methods outnumber unsupervised methods.
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Stream Clustering with Ants
This chapter introduces Ant Colony Stream Clustering. Although there is a large
body of research on static batch clustering using ants few are designed to cope
with data streams and none extend the ‘pick-and-drop’ model prevalent in batch
clustering (see Section 2.1.6).
Density-based clustering identifies clusters as areas of high density in the feature
space separated by areas of low density. It is an attractive approach to dynamic
stream clustering for three reasons: 1) the number of clusters does not need to be
specified. This is useful in the presence of concept evolution where the number of
natural clusters will change. 2) Arbitrary shaped clusters (not only spherical) can be
discovered. This is useful in the presence of noise/outliers and 3) the micro-cluster
acts as both the clustering mechanism and as a natural summarisation method
because a number of similar, local points can be represented by a single micro-
cluster.
A density approach can address the problem of a shifting number of non-stationary
clusters and provides a mechanism to summarise these clusters. The method out-
lined in this chapter combines density methods with artificial ants to speed-up and
improve clustering performance.
Ant-Colony Stream Clustering (ACSC) identifies clusters as ‘nests’ of micro-
clusters in dense areas of the data. The potential advantage of using an ant colony
is that the exhaustive search for each point’s appropriate micro-cluster, and sub-
sequently the nearest neighbour of each micro-cluster, is replaced with stochastic
sampling from nests. Nests are first created by Merging ants and then refined by
Sorting ants (using the Pick-and-Drop model).
In other stream-clustering algorithms which use micro-clusters; (DenStream [31],
FlockStream [66], etc.), micro-clusters are controlled by two parameters;  which
specifies the maximum radius and minPoints which specifies the minimum number
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of points within  for the micro-cluster to be defined as ‘dense’. In ACSC, each point
is initially considered as its own micro-cluster and so the minPoint parameter is ef-
fectively 1 and therefore not required. This also removes the complication of defining
micro-clusters as either core, potential or outlier (as in other density algorithms)
because each micro-cluster is considered equal. To further simplify, the concepts
density-reachable, directly density-reachable, and density-connected are merged into
one concept; density-reachable. This determines if two micro-clusters are connected
and therefore part of the same cluster. ACSC assigns points to a cluster before
merging micro-clusters so when a new micro-cluster is directly density-reachable to
any in the cluster, it is density-reachable and density-connected to all micro-clusters
in the cluster. This simplifies the process, reduces the overall complexity and allows
for effective sampling.
The main contributions of this chapter can be summarised as:
• A contribution to the stream-clustering literature where currently there is an
imbalance between ant-based static clustering and ant-based stream clustering.
• A novel algorithm based on the observed sorting behaviour of ants. Experimen-
tal results show that the algorithm is scalable, robust to noise and favourable
to leading ant-clustering and stream-clustering algorithms.
• The algorithm takes fewer parameters than its peers and requires considerably
less computational time.
The work presented in this chapter has been previously published in [55] and
[56].
3.1 Ant Colony Stream Clustering
ACSC reads the stream in windows; at each iteration a fixed-sized, non-overlapping
section of the stream is considered. The solution provided by ACSC is a set of
clusters containing density-reachable micro-clusters. ACSC works in two steps: 1)
rough nests are identified in a single-pass of the window and 2) these rough nests
are refined. The nests established at the end of step 2 are considered to be the final
clusters and their summary statistics are stored off-line.
3.1.1 Preliminaries
To recap, a micro-cluster is an extension to the Current Feature Vector [204] and
is controlled by an additional global value  which determines the micro-cluster’s
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Algorithm 7 Merge Operation
Input : -neighbourhood, 2 micro-clusters; a and b
Output : Merged micro-cluster iff operation successful
1: Create new, empty micro-cluster c
2: Initialise c := a
3: Add b to c (Eq. (3.3))
4: r := radius of c (Eq. (3.2))
5: if (r ≤ ) then merge successful
6: Delete a and b
7: Return c
8: else
9: Delete c
10: Return false
11: end if
maximum radius. So, a micro-cluster containing N points { ~Xi}, i = {1, ..., N},
is described using three components: the number of data points described by the
micro-cluster (N), the Linear Sum (LS) of each dimension (i.e.,
N∑
i=1
~Xi), the Squared
Sum (SS) of each dimension (i.e.,
N∑
i=1
~X2i ). LS and SS are d-dimensional arrays,
where d is the number of dimensions in a point. From these, the radius r and centre
c of the micro-cluster can be determined [1]:
c =
LS
N
(3.1)
r =
√
SS
N
−
(
LS
N
)2
(3.2)
A micro-cluster mci = [N,LS, SS] and mci can absorb point pi if, after updating
the LS and SS of mci with pi, radius(mci) ≤ . Similarly, two micro-clusters mci
and mcj can attempt to merge into a single micro-cluster mck as follows:
mck = (Ni +Nj, LSi + LSj, SSi + SSj) (3.3)
If radius(mck) ≤ , the clusters merge; otherwise, the merging operation fails. The
pseudo-code for this process is outlined in Algorithm 7. Micro-clusters mi and mj
are said density reachable if:
dist(cmi , cmj) ≤ , (3.4)
where cmi and cmj are the centres of micro-clusters mi and mj, respectively.
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Algorithm 8 Find Clusters
Input : Window
Output : Clusters, Cluster Similarity
1: while <Window> do
2: for <each data point> do
3: if <clusters> then
4: Find best cluster (Eq. (3.5))
5: Add point to cluster
6: Update cluster similarity (Eq. (3.6))
7: else if <No clusters ||
8: No suitable cluster> then
9: Create new cluster
10: Add point to cluster
11: Update cluster similarity (Eq. (3.6))
12: end if
13: end for
14: end while
15: return Clusters, Cluster Similarity
3.1.2 Creating Initial Nests
The steps begins by reading the latest window in the stream, initially there are
windowSize number of points. In the biological metaphor, these points are Merging
ants and a nest is a grouping of similar Merging ants. Merging ants are iteratively
assigned to nests representing dense areas of the data. The first ant creates the first
nest and subsequent ants can either join an existing nest or form a new one.
Each ant visits each nest in succession and evaluates the nest’s suitability by
comparing itself with all ants currently in the nest. Formally, the similarity of ant
a with nest k is defined as follows:
Sim(a, k) =
1
nk
nk∑
j=1
dist(a, kj), (3.5)
where nest k already has nk ants present in it (i.e., k = {k1, k2, ..., knk}). Ant a joins
the most similar nest provided its similarity score is equal to or below . If not, it
forms a new nest. The parameter  determines the maximum radius for a micro-
cluster in the subsequent step and also serves as the minimum suitability measure
in this step.
As an ant evaluates each nest, it ‘remembers’ its similarity with each nest
(Eq. (3.5)). Upon joining a nest or establishing a new nest, the similarity of the
selected nest with all its neighbouring nests is updated. This similarity update hap-
pens in a decentralised, iterative way; similar to pheromone trails in an ant colony
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a) First ant creates the
first nest
b) Subsequent ants ei-
ther join existing nest or
create a new nest
c) At the end of this
step, rough clusters are
formed and their similar-
ity recorded
Figure 3.1: Create Initial Nests
c) Nests from step one
are sorted
d) Rough nests are puri-
fied
e) Smaller nests dissolve
and their contents move
to larger, similar nests
Figure 3.2: Sort Nests
and these similarity scores are recorded in a matrix, which is referred to as the
Pheromone Matrix (PM). The pheromone trail to each neighbouring nest is a rolling
average updated whenever a new ant joins the nest. Formally, the pheromone trail
between nests k and l is the average of each ant i in nest k’s similarity (Eq. (3.5))
with nest l:
ph(k, l) =
1
nk
nk∑
i=1
Sim(ki, l), (3.6)
where nk is the number of ants in nest k and ki is the i-th ant in nest k.
At the end of this step there are j nests ({k1, . . . , kj}), each containing nk ants
and a PM describing the similarity between each pair of nests as follows:
PM =
k1 k2 . . . kj

0 ph(k1, k2) . . . ph(k1, kj) k1
ph(k2, k1) 0 . . . . . . k2
...
...
. . .
... . . .
ph(kj, k1) . . . . . . 0 kj
(3.7)
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This step is outlined in Algorithm 8. An illustrative example of the process is
displayed in Figure 3.1. Here, the different colours signify different concepts. Each
ant represents a micro-cluster, the first ant forms the first nest, subsequent ants
either join an existing nest or, if too dissimilar, form a new nest. As nests form,
each nest’s similarity with all of the other nests is recorded in the form of pheromone
trails between each - represented by the black edges.
3.1.3 Sorting Nests
The previous step creates initial nests in a single-pass of the window. The nests
identified in the first step are often rough, impure and too-many. In this step,
micro-clusters are created, merged, and inter-cluster sorting is performed.
Initially, each d-dimensional point p in each cluster is treated as its own micro-
cluster m. This micro-cluster will have a radius of 0 and a centre of p. Formally, we
have:
m.N = 1
m.LSi = pi, i = {1, · · · , d}
m.SSi = pi
2, i = {1, · · · , d}
(3.8)
where pi is the i
th dimension of point p.
Before sorting begins, each micro-cluster attempts to merge with other micro-
clusters in the same cluster. The merging operation is performed by comparing
each micro-cluster with every other in the same cluster (Eq. (3.3), Algorithm 8).
Merging at this step has two advantages:
• Only neighbouring micro-clusters attempt to merge. This prevents the unnec-
essary computation of comparing micro-clusters in different dense areas.
• During the sorting phase, n points represented by a micro-cluster can be moved
in a single operation. This speeds up the sorting process and reduces the
number of pairwise comparisons
Merging ants were used in the previous step to create the initial nests. These
are no longer used and, in this phase, ‘Sorting ants’ are created. A Sorting ant is
assigned to each cluster, so each Sorting ant is native to its own cluster. Sorting ants
probabilistically decide to pick-up a micro-cluster from their cluster. A micro-cluster
mci is chosen at random from cluster k and is iteratively compared with nSamples
micro-clusters in the same cluster. The Euclidean distance from the centre of mci
to each of the selected micro-clusters is calculated and if both are density-reachable
(Eq. (4)), then a reachable count is incremented. The probability of a pick-up is
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Algorithm 9 Sort Clusters
Input : Initial Clusters, Cluster Similarity
Output : Sorted Clusters
1: Create micro-clusters (Eq. 3.8)
2: Merge micro-clusters in each cluster (Algorithm 7)
3: Assign Sorting Ant to each cluster
4: while <!Stop Condition> do
5: for <each ant> do
6: if <!Sleeping> then
7: Probabilistically pick-up (Eq. (3.9))
8: if <Carrying> then
9: Move to most similar cluster
10: Probabilistically drop (Eq. (3.9))
11: end if
12: end if
13: Update similarity information (Eq. (3.6))
14: Update sleepCounter
15: end for
16: end while
17: return Clusters
calculated as follows:
Ppick = 1− reachable
nSamples
(3.9)
It is important to note here that if the number of micro-clusters n in cluster c
is fewer than nSamples, then only n comparisons are made. However, Ppick is still
calculated using nSamples. This ensures a higher probability of a pick-up in clusters
containing fewer micro-clusters. This leads to the dissolution of smaller clusters and
their incorporation into larger, similar clusters.
If a micro-cluster is successfully picked-up, the Boolean variable carrying is true
and the Sorting ant moves to a neighbouring cluster and attempts to drop it.
Sorting ants move to the most similar cluster (using the PM created in the
previous step) ensuring that they do not attempt to drop micro-clusters in clusters
that are not similar to their own. A Sorting ant attempts to drop its micro-cluster
in the new cluster based on the inverse of Eq. (3.9). If the dropping operation is
successful, the micro-cluster is moved to the new cluster; otherwise, the micro-cluster
remains in its original cluster. The ant returns to its native cluster and updates
the PM between the two nests with the latest similarity score, see Eq. (3.5). An
illustrative example of the sorting step is displayed in Figure 3.2. Here, the rough
nests created in the first step are refined.
Each Sorting ant continues to attempt sorting until either the cluster is empty
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(all of its contents have been moved to another cluster) or the Sorting ant is ‘asleep’.
Each ant has a counter and if a pick-and-drop operation is unsuccessful, either pick-
ing or dropping, this counter is incremented. When the counter reaches sleepMax,
then the cluster is considered to be sorted and a Boolean counter sleeping is true.
The counter is reset to zero after a successful operation or if a new micro-cluster is
placed in the cluster by a foreign Sorting ant. When all ants are sleeping, the stop
condition is met.
This step purifies each cluster and causes many smaller, similar clusters to dis-
solve and form one larger cluster. Clusters containing only one micro-cluster are
considered to be outliers and the clustering solution is given as the set of non-
empty clusters. Each cluster contains a grouping of density-reachable micro-clusters
which summarize the partitioned areas of high-density in the feature space. These
summary statistics are stored oﬄine and the next window in the data stream is
processed. This step is outlined in Algorithm 9.
The entire process is presented as a flowchart in Figure 3.3.
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Figure 3.3: ACSC Flowchart
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3.2 Experimental Study
The performance of ACSC is evaluated on stationary batch data and non-stationary
streams across three metrics. Because there are so few ant-based stream-clustering
algorithms, ACSC is compared with four popular static ant clustering algorithms.
ACA [187] extends the original pick-and-drop implementation [132] by introducing a
cooling scheme for the picking probabilities. ACAm [78] extends this by associating
a short term memory with each ant. The heuristic is further improved in ATTA
[77] by using a colony of heterogeneous ants. Each of these algorithms extend the
pick-and-drop model outlined in Algorithm 1 in Section 2.1.6. AntClust does not
use the pick-and-drop model for clustering but is instead inspired by the chemical
recognition system of ants. The performance of these algorithms is taken from
results already published in the literature.
ACSC is subsequently compared with three leading stream clustering algorithms
on non-stationary streams; DenStream [31], CluStream [1] and ClusTree [112]. Each
of these peer algorithms are evaluated using the Massive Online Analysis (MOA)
[24] open source software.
3.2.1 Performance Metrics
ACSC is evaluated across three metrics: Purity, F-Measure [91] and the Rand Index
[157]. Each dataset is labelled and the ideal “correct” clustering solution is known,
so performance is measured with respect to this ground truth. In each metric, a
bad clustering will have a value close to 0 and an ideal clustering solution will have
a value of 1.
The Purity metric measures how homogeneous a cluster is. A cluster is assigned
to the class which appears most frequently within the cluster, the accuracy of this is
evaluated by summing the instances of this class and dividing by the total number
of instances in the cluster. The F-Measure (sometimes called F-Score or F1-Score)
is the harmonic mean of the precision and recall scores obtained by the algorithm.
In the following, R represents the clustering result returned by the algorithm. R
contains n clusters. In every identified cluster Ri (i = {1, · · · , n}), V i represents the
most frequently appearing class label in cluster Ri, V
i
sum is the number of instances
of V i in Ri, and V
i
total represents the total number of instances of V
i in the current
window. From these, we define the following features for cluster Ri:
precisionRi =
V isum
|Ri| (3.10)
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recallRi =
V isum
V itotal
(3.11)
ScoreRi = 2 ∗
precisionRi ∗ recallRi
precisionRi + recallRi
(3.12)
Overall, Purity (P) and F-Measure (F) can now be expressed in terms of the
total number of clusters identified, as follows:
P =
1
n
n∑
i=1
precisionRi (3.13)
F =
1
n
n∑
i=1
ScoreRi (3.14)
The Rand Index (R) is a measure of agreement between two clustering solutions;
the solution identified by the algorithm and the ideal clustering solution known from
the ground truth. It measures the number of decisions that are correct by penalising
false negatives and false positives, as follows:
R =
TP + TN
TP + FP + TN + FN
, (3.15)
where TP , TN , FP , and FP denote the number of true positive, true negative,
false positive and false negative decisions, respectively.
The performance of ACSC (stochastic) is compared with results already pub-
lished in the literature and also with three deterministic streaming algorithms (Den-
Stream, CluStream and ClusTree). To statistically analyse the results on the above
metrics, the non-parametric One-Sample Wilcoxon Signed-Rank Test is used [196].
The null hypothesis that the distribution of the ACSC results are symmetric around
the corresponding peer result is rejected with p < 0.05.
3.2.2 Datasets
ACSC is compared with other ant-based clustering solutions across three well known
and popular non-stationary datasets; Iris, Wine, and Zoo. These datasets were taken
from the UCI Machine Learning Depository1 and the details of each are presented in
Table 3.1. These datasets are originally sorted by class so to remove any potential
bias, each dataset is randomly shuﬄed.
To evaluate the performance of ACSC over non-stationary streams, four datasets
were used. Two datasets are synthetic and are taken from the non-stationary dataset
1http://archive.ics.uci.edu/ml/
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Table 3.1: Description of Data
Classes Features Examples Drift Interval Type
Non-Stationary
1CDT 2 2 16,000 400 Synthetic
4CR 4 2 144,400 400 Synthetic
Network Intrusion 5 42 494,000 unknown Real
Forest Cover 7 54 580,000 unknown Real
Stationary
Iris 3 4 150 none Real
Wine 3 13 178 none Real
Zoo 7 17 101 none Real
Table 3.2: Comparative Performance on Static Data
AntClust ATTA ACA ACAm ACSC
P F R P F R P F R P F R P F R
Iris 0.89 0.84 0.84 − 0.81 − 0.77 0.77 0.78 0.81 0.81 0.81 0.92(s+) 0.90(s+) 0.89(s+)
Wine 0.94 0.73 0.73 − 0.88 − 0.86 0.86 0.83 0.86 0.87 0.85 0.94(s+) 0.90(s+) 0.88(s+)
Zoo 0.66 0.68 0.90 − 0.81 − 0.77 0.76 0.88 0.76 0.77 0.89 0.97(s+) 0.85(s+) 0.88(s-)
Average 0.83 0.75 0.82 − 0.83 − 0.80 0.80 0.83 0.81 0.82 0.85 0.94(s+) 0.90(s+) 0.88(s+)
used in [178] and made publicly available by the authors2. The first synthetic dataset
1CDT consists of one static class and one non-stationary class and represents virtual
concept drift, a change in P (x), the second dataset 4CR consists of four classes.
Each class rotates anti-clockwise and moves into positions previously occupied by a
different class. This represents real drift, a change in P (y|x).
ACSC is also tested on two real data-streams: the Network Intrusion benchmark
dataset3 used in [66] and [31] and the Forest Cover-Type data-set4. The Network
Intrusion data-stream is composed of seven weeks of simulated network requests on
the DARPA network. Requests can be “normal” or “malicious”. There are four non-
stationary “malicious” classes and these four malicious classes exhibit substantial
drift as they are composed of twenty three different types of attack.
The Forest Cover data-stream is composed of 54 cartographic variables describing
forest coverage in Roosevelt National Forest of northern Colorado and is widely
used in the stream-mining literature [1, 112, 71]. The full details of each dataset
are presented in Table 3.1. Each of these datasets display characteristics of concept
drift and concept evolution. These datasets have been transformed into a stream by
taking the input order as the streaming order.
2https://sites.google.com/site/nonstationaryarchive/
3http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
4https://archive.ics.uci.edu/ml/datasets/covertype
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Table 3.3: Comparative Performance on Non-Stationary Streams
DenStream CluStream ClusTree ACSC
P F R P F R P F R P F R
1CDT 0.99 0.82 0.77 1.0 0.88 0.80 1.0 0.89 0.82 0.99(s-) 0.99(s+) 0.99(s+)
4CR 1.00 0.67 0.71 1.00 0.89 0.89 1.00 0.89 0.89 0.99(s-) 0.95(s+) 0.97(s+)
Network 1.00 0.80 0.81 0.35 0.13 0.36 0.36 0.16 0.3 1.0(=) 0.95(s+) 0.95(s+)
CForestCover 0.89 0.10 0.51 0 0 0 0 0 0 0.88(s-) 0.59(s+) 0.64(s+)
Average 0.88 0.50 0.64 0.59 0.49 0.58 0.59 0.51 0.58 0.93 0.77 0.83
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Figure 3.4: Progression of the Network-Intrusion Stream
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Figure 3.5: Progression of the Forest-Cover Stream
3.2.3 Clustering Quality Evaluation
To evaluate ACSC on the static datasets the algorithm was tested on one window
with windowSize set to the number of samples. ACSC is compared with four static
ant clustering algorithms and the performances of these algorithms were taken from
results already published in the literature. The Purity and Rand Index for the ATTA
algorithm are omitted as they are not available in the literature. The comparative
results are presented in Table 3.2. The average of 30 runs of ACSC is presented
along with result of the Wilcoxon Signed-Rank Test, where “s+” indicates ACSC
performs significantly better than the best peer result and “s−” indicates ACSC
performs significantly worse. ACSC performs significantly better on each metric in
the Iris and Wine datasets and is outperformed only by AntClust on the Rand Index
measure on the Zoo dataset. The overall naverage shows that ACSC outperforms the
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Figure 3.6: Cluster Cohesion.
others on these three datasets on all metrics. To evaluate ACSC on non-stationary
streams, ACSC is compared with DenStream, CluStream and CluStream. Table 3.3
displays a comparative evaluation of each algorithm across the entire stream. The
peer algorithms are deterministic but ACSC is stochastic so the displayed results
are the average, along with the Wilcoxon test over 30 runs. ACSC achieves the
best Rand Index and F1 scores on each dataset and on average, is the best overall.
On the final stream; Forest Cover, the reported results are obtained using the full
dataset (containing 54 features, continuous and discreet). CluStream and ClusTree
were unable to find a clustering solution on this full dataset. Previous studies
report using a subset of the data (the first 10 continuous variables). While Table 3.3
shows the mean values across the whole stream, the on-line performance of ACSC
as a stream progresses is displayed in Figs. 3.4 and 3.5. The two real data-streams
(Network Intrusion and Forest Cover) are displayed and the algorithm’s performance
over the first 25 windows (size 1,000) are displayed.
3.2.4 Internal Evaluation of Discovered Clusters
In the previous sections, discovered clusters were evaluated against the known
ground truth (external evaluation). In this section we evaluate the clustering perfor-
mance using an internal metric: cluster compactness (or cluster cohesion). Cohesion
is a measure of how similar a data instance is to its own cluster. For each instance
i, A denotes the cluster to which i belongs. The cohesion (c(i)) of i to all other
instances in A:
c(i) =
1
‖A‖ − 1
∑
j∈A,j 6=i
dist(i, j) (3.16)
The final score is the average cohesion of all discovered clusters.
Both real streams (Forest Cover and Network Intrusion) were evaluated with
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this metric. For each stream, the first 20 windows (with window size equal to 1,000)
were considered. At each time step the cohesion of the clusters were plotted and
the results are displayed in Figure 3.6. It can be seen that on each stream the
algorithm discovers compact clusters at each window. On the Forest Cover stream,
the cluster compactness is stable and consistent, though there is some fluctuation
on the Network Intrusion stream.
3.3 Effect of Merging Ants and Sample-Size
In this section, the effect of the first step of the algorithm is illustrated. In the first
step, the algorithm makes a single pass of a window, incrementally forming clusters
using Merging ants. A point p’s similarity with an existing cluster C is evaluated
using the Euclidean distance from p with a sample (without replacement) from nest
k. The nComp parameter determines the size of this sample:
nSamples = WindowSize ∗ nComp. (3.17)
A smaller value for nComp, say 0.05, will result in a smaller sample taken from
the nest, fewer comparisons made and, intuitively, a faster run. A larger value for
nComp will require more comparisons, slowing the algorithm but offering, poten-
tially, greater accuracy with less variance in results. A value of 1.0 for nComp
requires a comparison with each ant in every nest (not just a sample) effectively
making this phase of the algorithm deterministic.
Table 3.4 displays the performance (over 10 runs) of ACSC on the Network
Intrusion data-stream with gradually increasing values for nComp. For simplicity
the performance of the algorithm is taken as the average of the Purity, F1-Measure
and Rand Index metrics (along with the standard deviation). The performance is
presented alongside the running time (in seconds) on windows of varying size; from
1,000 to 5,000 samples per window.
It can be seen that the performance of the algorithm improves only very slightly
with an increase in nComp whereas the running time increases with larger values.
For example, with each window size, a value of 1.0 takes over twice as long as a
value of 0.1 with only a minimal improvement in performance. For all of the results
reported in the previous tables, nComp is set to 0.1.
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Table 3.4: Effect of the nComp parameter on Speed and Performance
Ncomp. Win. = 1, 000 Win = 2, 000 Win = 5, 000
Perform. RunTime Perform. RunTime Perform. RunTime
0.05 0.955 (0.2) 15.3 (0.517) 0.951 (0.81) 35.5 (13.5) 0.943 (1.8) 115.4 (4.30)
0.1 0.961 (0.02) 17.9 (0.565) 0.957 (0.02) 36.02 (0.42) 0.946 (0.06) 121.35 (8.20)
0.2 0.965 (0.01) 22.2 (0.168) 0.957 (0.01) 45.07 (0.83) 0.946 (0.01) 125.5 (2.79)
0.4 0.967 (0) 30.2 (0.183) 0.958 (0.01) 59.3 (0.19) 0.946 (0) 145.61 (5.71)
0.8 0.968 (0) 32.9 (0.140) 0.958 (0) 71.8 (1.2) 0.947 (0) 217.01 (6.1)
1.0 0.968 (0) 38.8 (0.031) 0.958 (0) 76.0 (0.7) 0.947 (0) 247.31 (1.19)
Table 3.5: Effect of Sorting Ants on Wine Data
Before
Nest class 1 class 2 class 3
1 [59 9 0 ]
2 [ 0 51 6 ]
3 [ 0 8 0 ]
4 [ 0 1 0 ]
5 [ 0 2 0 ]
6 [ 0 0 40 ]
7 [ 0 0 2 ]
After
Nest class 1 class 2 class 3
1 [59 9 0 ]
2 [ 0 62 6 ]
3 [ 0 0 0 ]
4 [ 0 0 0 ]
5 [ 0 0 0 ]
6 [ 0 0 42 ]
7 [ 0 0 0 ]
Table 3.6: Effect of Sorting Ants on Network Intrusion Stream
Before
Nest class 1 class 2
1 [841 0 ]
2 [ 48 0 ]
3 [ 31 2 ]
4 [ 78 0 ]
After
Nest class 1 class 2
1 [857 0 ]
2 [ 70 0 ]
3 [ 1 2 ]
4 [ 70 0 ]
3.4 Effect of Sorting Ants
In the first phase of ACSC, rough clusters are formed using Merging ants. In the
second phase, Sorting ants are assigned to each cluster and inter-cluster sorting is
performed. The effect of the Sorting ants on the initial clusters is reported.
The stopping condition for this phase is determined by the sleepMax parameter;
the number of unsuccessful sorting attempts allowed for each ant before it is “asleep”.
A sleepMax of 0 means that this phase is never performed.
Two datasets are used to illustrate this phase; the Wine dataset and a window
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from the Network Intrusion stream. The Wine dataset contains three classes with
a distribution of [59, 71, 48]. While the window (size = 1,000) from the Network
Intrusion stream has a distribution of [998, 2]. Table 3.5 shows the clusters identified
in the Wine dataset. The three natural clusters are initially grouped into 7 clusters
with an overall purity = 0.97, F-Score = 0.86 and Rand Index = 0.85. After the
Sorting phase (with a sleepMax of 3) three clusters are identified with an overall
purity = 0.94, F-Score = 0.91 and Rand Index = 0.90.
Table 3.6 shows the Network Intrusion window before and after Sorting ants,
with purity = 0.98, F1 = 0.51, and Rand Index = 0.72. The sorted clusters have
a similar purity but higher F1 and Rand Index score (0.86 and 0.75, respectively).
Also, the cluster (cluster 3) which describes class 2 is better represented.
Imitating their biological counterparts, the Sorting ants are biased to picking-up
isolated items and dropping them in denser areas. The final clusters are a closer
representation of the true underlying structure. The purity score is lower than
the initial clusters as the average purity is measured. For example, cluster 4 in
Table 3.5 contains a single micro cluster and so has 100% purity and the overall
average increases. However, these sparse clusters lower the F-Score and Rand Index
metrics. Taken on its own, Purity can be a misleading metric as it does not consider
the actual topology of the data. A similar performance can be seen in the Network
Intrusion dataset (first 100 windows, with a window size of 1,000).
3.5 Complexity Analysis
To evaluate the time requirement of the ACSC, speed is measured in the amount
of time (seconds) it takes to process the entire Forest Cover stream and also the
average time it requires to process a single window (size 1,000). For comparison,
the time requirements of the peer algorithms are also evaluated and the results are
reported in Table 3.7.
Table 3.7: Total time required (seconds) to process entire Forest Cover stream and
average window processing time using window size of 1,000. * Faster algorithms did
not discover a clustering solution
DenStream CluStream ClusTree ACSC
Total, Window Total, Window Total, Window Total, Window
1CDT 05.74 0.38(0.06) 01.69 0.11(0.02) 01.22 0.07(0.01) 0.71(0.01) 0.05(0.02)
4CR 50.62 0.29(0.04) 11.78 0.09(0.01) 12.11 0.09(0.01) 09.28(0.1) 0.06(0.01)
Network 94.41 0.19(0.77) 106.21 0.22(0.18) 22.11 0.06(0.3) 20.63(0.3) 0.04(0.02)
ForestCover 278.5 0.56(0.09) 26.62 0.04(0.02)* 22.07 0.03(0.02)* 49.53(1.07) 0.08(0.02)
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Figure 3.7: Memory Requirements
The memory requirement of the algorithm is a function of the window size.
The window is read in a single pass, summarized into a smaller number of micro-
clusters and then deleted. These micro-clusters are operated on and stored. So the
overall memory usage is determined by the size of the window (the number and
dimensionality of points) loaded into memory. A commercial profiler [90] is used to
accurately measure the memory usage of the algorithm as a stream progresses. The
memory usage (MB) on the Network Intrusion and Forest Cover data streams is
reported. The memory usage on different window sizes of 1k, 2k and 5k is reported
and these results are displayed in Fig. 3.7. For display purposes, each plot-point
is an average over a set of windows. For windows of length 1k, 10 windows are
averaged. For windows of length 2k, 5 windows are averaged, and for windows of
length 5k, 2 windows are averaged. It can be seen that as the window size increases,
the memory usage increases. Also, as the dimensionality increases (Forest Cover),
the memory usage increases. Experiments were performed on a PC with an Intel
processor at 2.6GHz and 8GB of RAM.
The reason ACSC performs faster than the comparative algorithms is because
they each perform an exhaustive search for the nearest neighbour of each micro-
cluster. If ACSC used a deterministic implementation whereby each point is com-
pared with every other point, it would require O(N2) time. But, each point in
ACSC is evaluated against a sample taken from a cluster. The absolute worst case
would require O(N2) only if n data points in each window belonged to n different
clusters. Results show that for the Network Intrusion stream, with 42 dimensions,
the algorithm can process a window of 1,000 points in, on average, 0.04 seconds with
an average memory requirement of 21.5 MB. The larger Forest-Cover stream can be
processed in, on average, 0.08 seconds while requiring 37.6 MB of memory.
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Figure 3.8: Sensitivity of -neighbourhood on Network Intrusion Stream.
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Figure 3.9: Sensitivity of -neighbourhood on 4CR Stream.
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Figure 3.10: Sensitivity of SleepMax on 4CR Stream.
3.6 Sensitivity Analysis
The sensitivity of the nComp parameter was discussed in (Section 3.3). In this
section the sensitivity of the  parameter, the sleepmax parameter, and the ef-
fect of different window sizes on the algorithm’s performance is presented. The
-neighbourhood is crucial in density clustering: if it is too small, no clusters will
form; if it is too large, there will be rough and impure clusters. This value is sensi-
tive and data-dependent. Figure 3.8 shows the sensitivity of the parameter on the
Network intrusion stream while Figure 3.9 shows its sensitivity on the 4CR stream.
65
Chapter 3. Stream Clustering with Ants
0.5 1 1.5 2 3 5
0
0.2
0.4
0.6
0.8
1
Window Size
S
c
o
re
4CR
0.5 1 1.5 2 3 5
0
0.2
0.4
0.6
0.8
Window Size
Network Intrusion
Figure 3.11: Sensitivity of window size (in thousands)
It can be seen that the parameter has a big impact on the clustering performance
and it highly data-dependant; a larger value is better on the Network Stream while a
smaller value is preferable on the 4CR stream. In contrast, the SleepMax parameter
is stable for all values greater than 0 (Figure 3.10).
To evaluate the sensitivity of window sizes, ACSC was tested across 6 differ-
ent window sizes: 500, 1000, 1500, 2000, 3000 and 5000 on the Network Intrusion
Stream. The Purity, F-Measure and Rand Index is calculated across each window
in the stream and, for visualisation purposes, the ‘score’ is reported which is simply
the average of all three metrics. The results are shown in Fig. 3.11. It can be seen
that the window size has the minimal effect on the accuracy of the algorithm.
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Figure 3.12: Different different metrics on Forest Cover Stream.
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Figure 3.13: Different different metrics on Network Intrusion Stream.
3.7 Choice of Distance Metric
ACSC relies on geometric distance as the main clustering mechanic and there exists
a number of different metrics for calculating this distance. In this section, three
popular distance metrics are evaluated and compared; Euclidean, Manhattan, and
Cosine distances. The distance between two points X = {x1, x2, . . . , xd} ∈ Rd and
Y = {y1, y2, . . . , yd} ∈ Rd, with d as the dimensionality can be defined as:
Euclidean(X, Y ) =
√√√√ n∑
i=1
(
xi − y2i
)
(3.18)
for the Euclidean distance.
Manhattan(X, Y ) =
n∑
i=1
|xi − yi| (3.19)
for the Manhattan distance, or by the Cosine distance :
Cosine(X, Y ) =
n∑
i=1
XiYi√
n∑
i=1
X2i
√
n∑
i=1
Y 2i
(3.20)
To compare the effect of these distance measurements on the performance of the
algorithm, two data streams are selected; the Network Intrusion Stream and the
Forest Cover Stream. The first 20 windows of each stream (window length of 1,000
points) are evaluated using each metric and the average of the Purity, F-Measure,
and Rand Index are taken at each time step and plotted as the stream progresses.
Figure 3.13 displays the progress of the Network Intrusion Stream and Figure 3.12
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displays the progress on the Forest Cover Stream. In both cases, the Euclidean
distance returns the best result, although performance is only slightly better than
the Cosine distance. It is interesting to note that the Cosine distance does not
require square-root calculations so accepting a small drop in clustering performance
could potentially further speed-up the algorithm.
3.8 Scalability and Robustness to Noise
3.8.1 Scalability
To test the scalability of ACSC, synthetic clusters of varying number and dimensions
were generated. As in [31], the points in each synthetic data set are drawn
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Figure 3.14: Scaling ACSC
Table 3.8: Wine with noise,  = 0.07
Noise Purity F-Measure R. Index #Nests
0% 0.94 0.9 0.88 4.1
3% 0.94 0.9 0.88 8.8
5% 0.93 .89 0.86 15.4
8% 0.91 0.88 0.87 20.1
10% 0.90 0.91 0.93 22.3
20% 0.91 0.65 0.70 38.5
from a series of Gaussian distributions (each representing a cluster). The mean
and variance of each distribution are changed after every 5,000 points during the
data generation process and the notion used here follows the notation used in [31]
to describe the synthetic data sets: ‘B’ indicates the number of data points (in
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Table 3.9: Network Intrusion with noise,  = 0.09
Noise Purity F-Measure R. Index #Nests
0% 0.99 0.95 0.94 1.6
3% 0.99 0.95 0.94 30.8
5% 0.99 0.93 0.94 52.0
8% 0.98 0.91 0.93 79.2
10% 0.98 0.91 0.93 90.3
20% 0.97 0.83 0.81 147.5
hundreds of thousands), ‘C’ and ‘D’ indicate the number of clusters present and the
dimensionality of each point, respectively. For example, B1C20D10 indicates the
data set contains 100,000 data points of 10 dimensions, belonging to 20 different
clusters.
The performance of the algorithm is measured in the execution time using a
window size of 10,000 and  = 0.05. The scalability of the algorithm, in terms of
time, is evaluated against increasing number of clusters and also increasing number
of dimensions.
First, the number of data points and clusters are fixed and the algorithm is
tested on varying numbers of dimensions from 10 to 40. In Fig. 3.14, it can be seen
that as the dimensionality increases, the execution time increases linearly. The plot
follows a similar trend for each dataset regardless of how many clusters are present
suggesting that the dimensionality is a more important factor than the number of
clusters. This is confirmed when the number of data-points and dimensions are fixed
but the number of clusters vary from 5 to 30. As the amount of clusters increases,
the execution time increases only marginally.
3.8.2 Robustness to Noise
To evaluate how robust the algorithm is to noise, random noisy samples are in-
troduced to two datasets; Wine, and Network Intrusion (first 100 windows of size
1,000). To introduce 5% noise, 5% of the final dataset is replaced with random
samples. Tables 3.8, and 3.9 show the average performance over 30 runs of ACSC
on each dataset with varying levels of noise. The results show that it is robust and
the performance of the algorithm is not greatly affected by noise up to 10%. It is
interesting to note that the number of clusters identified by the algorithm increases
with the number of noisy samples. Each random point is assigned to its own cluster
and the natural clusters remain relatively unaffected. With 20% of noise the perfor-
mance of the algorithm drops though the algorithm maintains a high level of cluster
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purity.
3.9 Summary
This chapter outlined Ant Colony Stream Clustering (ACSC). Results show that it
scales linearly to larger window sizes and higher dimensionality, while being robust
to noise. Clusters are formed in a single pass of the data using a stochastic sam-
pling method. The sampling method replaces an exhaustive search and is shown to
require considerably fewer calculations. The deterministic method (corresponding
to nComp=1.0) yields the highest performance, at the cost of the longest run time.
With a suitable choice of the parameter nComp, the proposed algorithm achieves a
significant speed up at only little performance loss. The initial clusters discovered
are further refined using a method inspired by the sorting behaviour of ants. This
sorting method is based on the classic pick-and-drop ant clustering algorithm. The
probabilistic functions for picking and dropping are biased towards the dissolution of
smaller clusters and incorporating their contents into similar, larger clusters. This
improves the precision and recall scores and creates clusters closer to the “true”
structure of the data. This implementation addresses a short-coming of the original
pick-and-drop model; speed. Rough clusters are identified quickly in a single pass
and then sorted. Furthermore, in the traditional algorithm, data points are moved
individually which can take a long time. By grouping similar points into micro-
clusters, a number of points can be moved in a single operation, further speeding
up the algorithm.
3.9.1 Limitations
Of the four required parameters for ACSC, three are shown to be insensitive to small
changes and can be easily tuned. However, the  parameter was shown to be very
sensitive and greatly affects the performance of ACSC. This parameter defines the
maximum radius of a micro-cluster and so determines the level of ‘density’ the user
wishes to consider. It is data-dependent and requires manual fine-tuning. Further-
more, it is global and so restricts the algorithm to finding clusters of similar density,
a common problem for density based clustering algorithms. This also restricts the
type of clusters that can be discovered, for example overlapping or embedded clus-
ters will be missed. A second limitation of ACSC is the algorithm’s inability to label
and track clusters as the stream progresses. The reason for this is the windowing
method used. At each window clusters are discovered in a single pass and the input
ordering of points greatly affects the order in which clusters are created. The clus-
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ters (or their summary statistics) can manually be inspected to detect any change
or pattern, however this cannot be automated with ACSC.
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Finding and Tracking
Multi-Density Clusters
This chapter introduces the Multi-Density Stream Clustering algorithm (MDSC).
This algorithm builds upon some of the main ideas introduced in ACSC (ants,
nests, and a pheromone matrix) and address two key limitations of ACSC : 1) the
inability to track clusters and 2) sensitive data-dependent parameters; specifically,
the  neighbourhood.
The -neighbourhood is the maximum radius permitted for each micro-cluster.
As shown in Section 3.6 this is a sensitive parameter; if it is too large, multiple con-
cepts will be clustered as one. If too small, no clusters will form at all. Furthermore,
if this parameter is global, i.e., each cluster is constrained by the same value of 
(as in ACSC), then performance will degrade when the stream contains clusters of
varying densities. As an example, a Gaussian source distribution that generates n
points with a low variance will be more ‘dense’ than the same process with a large
variance.
Recent proposals to capture multi-density clusters in a data-stream (for example
MuDi [12]) rely on a number of sensitive user-defined parameters. The values of these
parameters greatly affect the clustering performance and not much consideration is
given to their practicality in a non-stationary environment. For example, how should
these parameters be tuned? If we follow traditional methods, we could use a portion
of the stream as a test set and use this to find the best set of parameters. However,
in a dynamic environment, it is likely that the best values for these parameters will
change over time.
This chapter is motivated by these challenges. In MDSC, clusters are discovered
with an adaptive , local to each cluster. Each newly incoming data point is treated
as a single micro-cluster which attempts to merge with existing, live clusters. If
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the micro-cluster can not merge with an already discovered cluster, it attempts to
merge with a micro-cluster in the outlier buffer. Otherwise, it joins the buffer as
a new micro-cluster. This buffer is checked periodically for new clusters. A micro-
cluster will age if no new data is added and it will eventually disappear if it is no
longer relevant. This mechanism of ageing micro-clusters and an outlier buffer allows
concept drift to be tracked and noise to be effectively treated. The interval at which
the buffer is checked and the rate at which micro-clusters age are determined by a
single user-defined parameter. A second user-defined parameter determines the age
at which micro-clusters are considered no longer relevant and removed. These are
the only user parameters and their values will depend on the velocity of the stream
and the granularity the user wishes to examine it.
The ant metaphor and nest-building behaviour outlined in the previous chapter
is extended here to discover new clusters in the buffer. In summary, the main
contributions of this chapter are:
• The parameter  in MDSC is adaptive and local to each cluster allowing for
the discovery of clusters with varying densities.
• Discovered clusters are maintained online and labelled in order to track changes.
Streams can be analysed in real time or at higher levels of granularity.
The work outlined in this chapter has been previously published in [57] and [58].
4.1 Multi-Density Stream Clustering
MDSC uses a time-dampened window model; processed data is subject to an ageing
function and will disappear when it is no longer relevant. Also, the  parameter
which was global in ACSC is local to each cluster in MDSC. To allow for these
changes the micro-cluster described in the previous chapter is extended. Previously
a micro-cluster mci was defined by three components;
mci = [N,LS, SS] (4.1)
where N is the number of points described by the micro-cluster and LS and SS
represent the Linear Sum and Squared Sum respectively of each point in the micro-
cluster. In MDSC, two additional components are used to describe a micro-cluster;
lastEdit and a local . The lastEdit component is used to calculate the micro-
cluster’s age:
age = T − lastEdit (4.2)
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where T is the current time-step in the stream, and  is discovered adaptively. So,
in this chapter mci is defined by five components;:
mci = [N,LS, SS, lastEdit, ] (4.3)
Micro-clusters still maintain the fundamental properties of merging and incre-
menting described in Section 3.1.1.
4.1.1 Finding New Clusters in the Buffer
During the initialisation step of the algorithm, λ points are collected in the buffer and
the initial clusters are discovered. Any points not belonging to a cluster are retained
in the buffer. Once the clusters are live, incoming data points are processed and those
points which are not assigned to an existing cluster are passed to the outlier buffer.
This buffer is periodically checked. Clusters are discovered in two steps; initially,
micro-clusters form nests with similar micro-clusters and subsequently, similar nests
are grouped to form the cluster.
Finding Nests
The step begins with a list of all micro-clusters currently stored in the buffer and
a program variable -init. An appropriate value for  is discovered adaptively using
-init as an initial ‘starting point’, unlike in ACSC, where  was a global, user
parameter. This step proceeds in the same way as the first step in ACSC with two
small differences. The minimum required similarity for an ant to join an established
nest is -init which is typically much smaller than  so a much larger number of
initial nests will be created. Secondly, once all the ants have been assigned to their
respective nests, the contents of each nest are merged into a single micro-cluster
(Eq. (3.3)) with no restriction on maximum radius (i.e.,  = 1). The pseudo-code
for this step is presented in Algorithm 10. This is exactly the same as the first step of
ACSC: each successive Merging ant joins or establishes a new nest and ’remembers’
its similarity with each nest, thus creating and maintaining the pheromone matrix
(PM). However, the final additional step (lines 17 - 19, Algorithm 10) is unique
to MDSC. The difference between the two algorithms at this step is that ACSC
is creating macro-clusters while MDSC is creating micro-clusters. Micro-clusters
formed in this stage will vary in size, both in terms of radius and number of points
contained. At the end of the step there are n nests, each containing a single micro-
cluster and a PM describing the similarity between each pair of nests.
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Algorithm 10 Create Nests
Input: List of micro-clusters in buffer, parameter -init
Output: Nests and Pheromone Matrix
1: for <each micro-cluster m> do
2: if <nests> then
3: for <each nest n> do
4: Calculate similarity of m to n (Eq. (3.5))
5: if <similarity ≥ -init > then
6: Add m to n
7: Update pheromone trail (Eq. (3.6))
8: end if
9: end for
10: else if <No suitable nest> then
11: Create a new nest
12: Add m to the new nest
13: Initialise pheromone trail
14: end if
15: end for
16:
17: for <each created nest n> do
18: Merge n into single micro-cluster
19: end for
20:
21: return Nests, Pheromone Matrix
Creating Clusters
The previous step summarised the buffer contents into a fewer number of heteroge-
neous micro-clusters, represented as a set of nests. In this step, clusters are discov-
ered incrementally, starting with the most dense. This allows for the discovery of
embedded and overlapping clusters.
A new cluster C is initialised with the densest nest in the set of nests as follows:
initialNest = max
k∈Nests
(k.N) (4.4)
Take this nest as the initial nest, then find its closest neighbour in the pheromone
matrix. These two nests are then merged into a single nest, the seed nest. Cluster
C’s -value is taken as the radius of this seed nest. Intuitively, clusters which are
more sparse will have a greater distance between the initial nest and its closest
neighbour (and consequently a larger ). Conversely, more compact clusters will
have a shorter distance and a smaller . Along with , cluster C requires an
additional value, threshold, in order to group similar, density reachable nests which
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Algorithm 11 Initialise Cluster
Input: Nests, Pheromone Matrix PM , Parameter α
Output: Cluster C
1: Find the densest nest initNest in Nests (Eq. (4.4))
2: initialDensity = initNest.N
3: Find initNest’s closest neighbour closestNest
4: Merge initNest and closestNest into new micro-cluster seed
5: Initialise new cluster C := seed
6: C. := rseed
7: C.threshold := initialDensity ∗ α
8: Remove initNest and closestNest from Nests and PM
9: return C
Border Nest 
𝑁 ≤ 𝑖𝑛𝑖𝑡𝑁𝑒𝑠𝑡. 𝑁 ∗ α  
 
initNest 
Cluster C 
Figure 4.1: Illustrative example of cluster C in black. Although the red micro-cluster
is density reachable to C, it is only via a border nest so does not become part of C.
remain in the buffer. This determines if a nest added to C is a border nest. A
border nest is a nest which is density reachable to C but has a density (N) of less
than α times the density of initNest. For example, if initNest contains 100 points
and α = 0.1, a border nest will contain 10 or fewer points. Threshold is local to C
and relative to the density of C, controlled by a static program-variable α. Formally;
threshold = initNest.N ∗ α (4.5)
This seeding process is outlined in Algorithm 11. Nests in the buffer which are den-
sity reachable to a border nest in C and not reachable to any other nest in C are not
added to C. They remain in the buffer. This is illustrated in Fig. 4.1. This mech-
anism promotes the formation of homogeneous, pure clusters by preventing two (or
more) similar concepts being clustered as one due to a small number of intermediary
points. Furthermore, because nests are formed starting with the most dense (and
therefore smallest ), overlapping and embedded clusters can be discovered.
Once all nests which are density reachable to C are identified, the overall size of
C is calculated - this is simply the number of data points described by C. If this
size is greater than a minimum cluster size (proportionate to λ), C is added to the
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Algorithm 12 Find Clusters
Input: Nests, Pheromone Matrix PM ,
parameters minClusterSize, clusterNum
Output: Discovered Cluster(s)
1: newSeed := true
2: addedNest := true
3: while <Nests> do
4: if <newSeed = true> then
5: C := Initialise cluster (Algorithm 11)
6: newSeed := false
7: end if
8: while <addedNest> do
9: addedNest := false
10: for <Each nest n> do
11: if <n is density reachable to a non-border nest in C> then
12: Add n to C
13: Determine if n is a border nest (Eq. (4.5))
14: Delete n from Nests
15: Delete n from Pheromone Matrix
16: addedNest := true
17: end if
18: end for
19: end while
20: if <C.size ≥ minClusterSize> then
21: Merge micro-clusters in C (Eq. 3.3)
22: C.label := clusterNum
23: clusterNum++
24: Add C to discovered clusters
25: newSeed := true
26: end if
27: end while
28: return Discovered Clusters
set of online clusters. If C contains fewer points than the minimum cluster size, the
clustering operation is undone and the original nests remain in the buffer.
Before adding C to the set of online clusters, it is given a unique ID. This is a
global parameter clusterNum, which is assigned to a cluster and then incremented,
i.e., the first cluster is labelled as 1, the second as 2, and so on.
Outlier and noise points will unlikely ever get clustered and, because they are
subject to an ageing process, they will eventually disappear in the buffer.
The pseudo-code for finding clusters from the initial nests is outlined in Algo-
rithm 12.
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4.1.2 Incoming Points
Online clusters are maintained as a set of connected micro-clusters. Each cluster
has a unique id and a unique  value. A newly arriving point p in d dimensions is
first converted to a micro-cluster m as follows:
m.N = 1
m.LSi = pi,∀i ∈ {1, 2, ..., d}
m.SSi = pi
2,∀i ∈ {1, 2, ..., d}
m.lastEdit = T
(4.6)
The incoming micro-cluster attempts to join an existing cluster, checking each one
beginning with the most compact, i.e., the cluster with the smallest  value. The new
micro-cluster checks if it is density reachable (Eq. (3.4)) to any micro-cluster in the
selected cluster. If so, it attempts to merge (Eq. (3.3)). If the merging operation is
a success, the merged micro-cluster’s time-stamp is updated; otherwise, the newly-
arrived micro-cluster is just added to the cluster (un-merged). If the newly arriving
micro-cluster is not density reachable to any micro-cluster in any of the existing
clusters, it is passed to the buffer. Here, it attempts to merge with a micro-cluster
already present in the buffer; otherwise it joins the buffer as a new micro-cluster.
The entire process is presented as a flowchart in Figure 4.2.
4.2 Experimental Study
Four data-streams from different fields are selected in order to examine the perfor-
mance of the algorithm without any parameter tuning. The performance of MDSC is
compared with three peer density clustering algorithms. MuDi [12] is a recent algo-
rithm proposed to handle multi-dimensional clusters. However, it requires a number
of sensitive parameters and is not designed to track clusters online. CEDAS [87] is
designed to track clusters online but is not capable of dealing with multi-density clus-
ters. MDSC is also evaluated against ACSC. The algorithm’s performance is then
evaluated on synthetic data-streams exhibiting concept drift, concept evolution and
clusters with varying densities.
The three metrics (Purity, F-Measure, and the Rand Index) described in Section
3.2.1 are used to evaluate the performance of each algorithm. MuDi and CEDAS are
deterministic but ACSC and MDSC are stochastic. Each stochastic algorithm was
run 50 times and the mean value is reported. To statistically evaluate the results,
MDSC’s scores are compared with the closest (better or worse) performance
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Figure 4.2: MDSC Flowchart
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from the peer algorithms. For the deterministic algorithm, the non-parametric
One-Sample Wilcoxen Signed-Rank Test [196] is used and the null hypothesis that
the distribution of MDSC’s results are symmetric around the corresponding peer
result is rejected with p < 0.05. To compare with ACSC the Wilcoxen Rank Sum
test [196] is used and the null hypothesis that both results come from the same
distribution is rejected with p < 0.05.
4.2.1 Datasets
The performance of MDSC is compared to the peer algorithms across seven bench-
mark datasets. Three datasets are taken from the Non-Stationary Environment
Archive used in [178]. Two of these datasets are synthetic and are composed of non-
stationary 2-D Gaussian clusters. One is 4CR (as previously described in Section
3.2.2) and the other is 2CSurr which is composed of two clusters with different den-
sities. One cluster is stationary and the other is dynamic, exhibiting virtual concept
drift (a change in P (x)). The third dataset taken from this archive is a real-world
problem based on the use of keystroke dynamics to recognise users by the natural
pattern of their typing rhythm, which is likely to change over time. It is based on
4 different users typing a 10-key password 400 times. The 10 variables measure the
flight-time between each key, i.e., the time difference between a key being released
and the next one being pressed, giving a total of 1,600 samples with 10 dimensions.
MDSC is also tested on the Network Intrusion and Forest Cover datasets pre-
viously described. Also included is a high-dimensional data-stream, COIL1. This is
a dataset of 20 grey-scale images in 1024 dimensions (32 by 32 pixels) and exhibits
concept evolution.
In order to evaluate the performance of MDSC on a stream exhibiting all of the
challenging stream characteristics: concept evolution, real drift, virtual drift and
multi-density clusters, a further synthetic data-stream with a dimensionality of 20
was generated. Clusters are Guassian and at periodic drift-intervals the centre and
the variance of each one is shifted to simulate drift and varying densities. At each
drift interval, a cluster is randomly added or removed (within bounds) to simulate
concept evolution. In summary, MDSC is evaluated on 4 real and 3 synthetic data-
streams exhibiting real concept drift (both sudden and gradual), virtual concept
drift (gradual and sudden), concept evolution, and multi-densities. Streams with
dimensionality ranging from 2 to 1,024 are evaluated and the details of each dataset
is displayed in Table 4.1.
1http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php
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Table 4.1: Description of datasets used in experiments. R = Real Data, VD =
Virtual Drift, RD = Real Drift, MD = Multi-Density, CE = Concept Evolution
Dataset Classes Features Examples Characteristic
Real
Network 5 42 250,000 R, VD
Forest 7 54 580,000 R, VD, CE
Key stroke 4 10 1,600 R, VD, MD
COIL 20 1,024 1,440 R,VD,CE,MD
Synthetic
2CSurr 2 2 50,000 VD,MD
4CR 4 2 144,000 RD
20D 5-10 20 150,000 RD,VD,MD,CE
Table 4.2: Average performance on each stream measured using Purity (P), F-
Measure (F), Rand Index (R)
MuDi CEDAS ACSC MDSC
P F R P F R P F R P F R
Network 0.97 0.87 0.81 0.99 0.95 0.96 1.00 0.95 0.94 0.99(s-) 0.93(s-) 0.94(s-)
Forest 0.73 0.47 0.52 0.86 0.48 0.59 0.88 0.59 0.64 0.89(s+) 0.61(s+) 0.66(s+)
KeySroke 0.61 0.46 0.70 0.87 0.61 0.67 0.88 0.56 0.68 0.88(=) 0.65(s+) 0.77(s+)
COIL 0.84 0.67 0.64 0.50 0.17 0.23 0.86 0.76 0.74 0.92(s+) 0.81(s+) 0.81(s+)
2CSurr 0.90 0.76 0.67 0.97 0.61 0.61 0.97 0.62 0.60 0.97(=) 0.89(s+) 0.80(s+)
4CR 0.94 0.94 0.91 0.98 0.95 0.96 1.00 0.95 0.97 1.00(=) 0.98(s+) 0.98(s+)
20D 0.92 0.87 0.94 0.98 0.79 0.93 0.96 0.77 0.93 0.99(s+) 0.94(s+) 0.97(s+)
Average 0.84 0.72 0.74 0.87 0.65 0.7 0.93 0.74 0.78 0.94 0.83 0.84
4.2.2 Clustering Quality Evaluation
The comparative results are presented in Table 4.2. On the four real data-streams
MDSC, on average, performs better than each peer algorithm despite requiring no
parameter tuning for each specific stream.
Parameters for the peer algorithms are tuned (using the first n points in the
stream as a training set) on each specific stream. On each stream a value of 4
is used for β, so micro-clusters which have not been updated in 4 λ intervals are
removed (λ = 1000). Overall, purity levels are comparative with ACSC but each
of three peer-algorithms are outperformed on the F1 and Rand Index metrics.
As these are real datasets, it is difficult to tell whether MDSC outperforms the
peer algorithms because of the clustering mechanism itself or because the streams
contain different densities. From the adaptive  values, we can infer that Network
and Forest contain a single level of density (Forest ≈ 0.2 and Network ≈ 0.11).
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Figure 4.4: Comparative Performance on the 2CSurr stream.
However, on COIL and Keystroke, MDSC finds clusters with varying densities
(0.005 to 0.26 on COIL, 0.002 to 0.01 on keyStroke). The progression of the COIL
stream using the three metrics is presented in Fig. 4.3.
To evaluate on streams that certainly contain different densities, two synthetic
streams: 2CSurr and 20D are used. The comparative results are displayed in
Table 4.2. MDSC outperforms the others on each of the three metrics. 2CSurr
consists of two clusters (one stationary and one dynamic) with different densities.
The dynamic cluster is much more compact and this is reflected in its -value of
0.012, much smaller than the other cluster with a density of 0.029. The comparative
performance with ACSC on this stream is presented in Fig. 4.4. For illustrative
purposes, ‘score’ is reported; this is simply the average of Purity, F1 and Rand
Index.
4.3 Parameter Tuning in Non-Stationary Streams
In the previous comparison with ACSC, an  value of 0.02 was used. The second
synthetic stream 20D is used to illustrate the problems with tuning a sensitive
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Table 4.3: Tuning the  Parameter
 1,000 5,000 Full Stream
0.1 0.62 0.72 0.73
0.09 0.62 0.72 0.74
0.08 0.60 0.75 0.77
0.07 0.62 0.76 0.74
0.06 0.63 0.74 0.73
0.05 0.63 0.74 0.74
0.04 0.65 0.68 0.72
0.03 0.67 0.62 0.70
0.02 0.66 0.55 0.69
0.01 0.47 0.50 0.64
parameter such as this in a dynamic stream. 20D contains between 2 and 10 non-
stationary clusters in 20 dimensions. The stream exhibits concept evolution, concept
drift (both real and virtual) and clusters with varying densities. A “training” set
(the first n samples) was taken and the remaining stream was used as the “test”.
The results of ACSC with different  values are displayed in Table 4.3, the result
in each case is the average of purity, F-Score, and Rand-Index. If we take the first
1,000 points as a test, the best value for  is 0.03; if we take a test set of 5,000 points,
the best value is much larger at 0.07. Neither value gives the best performance over
the entire stream; in this case the value that gives the best performance would be
0.08. This has implications in both the practicality of parameter tuning and also,
which final result should be reported as a measure of the algorithm’s performance.
4.4 Tracking Clusters
To illustrate how discovered, online clusters can be tracked and their drift ob-
served, two 2D data-streams are selected for illustrative purposes: 2CSurr and
4CR. 2CSurr, as previously described, contains two clusters with varying densities
and displays virtual concept drift. 4CR consists of 4 rotating clusters. The clusters
rotate into positions previously occupied by a different cluster, showing real drift.
To illustrate this drift, the centre of discovered clusters are recorded at each
time-step and then displayed in a scatter plot. In the 2CSurr stream, both clusters
were tracked and their trails are displayed in Fig. 4.5. In 4CR, the clusters share a
similar level of density, with  = {0.02, 0.021, 0.022, 0.025}. The positions of each are
displayed over the first 50,000 points in the stream. Clusters rotate into positions
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2CSurr Drift
Figure 4.5: Drift in 2CSurr stream.
Blue cluster is stationary and red clus-
ter drifting in the direction of the ar-
row. Center of clusters are recorded
every time-step and the drift is cap-
tured and tracked.
X
Y
4CR Drift
C 1
C 2
C 3
C 4
Figure 4.6: Drift in 4CR. The first
50,000 samples are presented. Un-
derlying change represents a shift in
P (y|X), the conditional probability of
cluster y given position X. This un-
derlying shift is tracked and can be
seen in the overlap between each clus-
ter’s trail.
previously occupied by a different cluster so the underlying change represents a shift
in P (y|x), the conditional probability of cluster y given position x. This underlying
shift is tracked and can be seen in overlap between each cluster’s trail in Fig. 4.6.
4.5 Complexity Analysis
This section examines the algorithm’s complexity and empirical results are reported
on two real data-streams; Network Intrusion and Forest Cover. In the following
section N refers to the number of clustered micro-clusters (in live clusters) and M
refers to the number of micro-clusters in the outlier buffer. Typically, M is much
smaller than N .
The time complexity of the algorithm depends on the value of λ as this determines
how frequently buffer is examined for new clusters. The complexity of joining a live
cluster is O(N); a newly arriving point tests if it is density reachable with every
micro-cluster in the discovered clusters. Periodically, when the buffer is examined,
the processing time will increase. This increase is a function of change and noise.
If there is no change or noise, then the buffer is empty and no further processing is
required. If, however, the buffer is not empty, then the processing time increases
to, in the worst case, O(M2) (The nest-building stage of the buffer check requires
O(M2) and the clustering phase requires O(logM)). The time complexity of MDSC
is O(N) and at every λ intervals it requires an additional O(M2). In total, the
algorithm requires O(N + M
2
λ
).
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Figure 4.7: Time requirements on Network Intrusion (left) and Forest-Cover (right)
using different λ values.
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Figure 4.8: Memory requirements on Network Intrusion (left) and Forest-Cover
(right) using different λ values.
Space is measured in terms of the number of micro-clusters that have been clus-
tered plus the number in the outlier buffer: O(N +M).
The algorithm’s performance is empirically measured using different λ values.
Large values mean micro-clusters will age more slowly, the buffer checked less reg-
ularly, and therefore a greater number of micro-clusters. The time requirement is
reported in seconds (Fig. 4.7) and the memory requirements in MB (Fig. 4.8). As
in the previous chapter, a commercial profiler [90] is used to measure the memory
usage as the stream progresses. For clarity of display, the first 250,000 points in
each stream are plotted. For λ = 1, 000 the average of 10 windows is plotted (25
points), for a value of 2, 000 the average of 5 windows is plotted (25 points) and for
λ = 5, 000 2 windows are averaged.
On the Network Intrusion Stream, the algorithm can process 1,000 points in, on
average, 0.11 seconds, requiring, on average, 22MB. This rises with large values of
λ. Similar results are seen on the Forest Cover stream. It requires 0.14 seconds to
process 1,000 points requiring 41MB, on average.
4.6 Sensitivity Analysis
To examine the sensitivity of the algorithm to its parameters, it is evaluated across
four streams: Forest Cover, Network Intrusion, 2CSurr and 4CR. These streams
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Figure 4.9: Sensitivity of minClusterSize, λ and β.
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Figure 4.10: Sensitivity of α and init− program variables.
are selected in order to cover real data streams (Network, Forest), real concept
drift (4CR) and multi-density clusters (2CSurr). MDSC requires two user-defined
parameters λ and β: λ determines the rate at which micro-clusters age and the
frequency at the which the buffer is examined while β determines the age at which
micro-clusters become irrelevant. These parameters determine the granularity at
which the stream is analysed and should be judged according to the velocity of the
stream, e.g., a stream with one point a second versus a stream with 1,000 points a
second.
The sensitivity of these parameters to cluster quality is presented in Fig. 4.9. It
can be seen that over a range of values the quantative performance is unaffected.
The qualitative values of the clusters will change though. For example, at a higher λ,
long-term patterns will be discovered but smaller changes will be missed. Conversely,
a smaller λ is more sensitive to change but will miss broader patterns. Along with
these two user-defined parameters, there are three program values. minClusterSize
determines the minimum size a cluster discovered in the buffer must be in order to
be added to the live clusters. This is proportionate to the size of λ. For a smaller λ,
the buffer is checked more frequently so smaller clusters should be allowed. When
the buffer is checked infrequently, there will be potentially more instances in the
buffer, so clusters are required to be larger. Fig. 4.9 (left) shows this parameter to
be robust to values above 0 across each data stream tested. For all experiments, a
value of 1% of λ is used with a minimum value of 2.
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The parameter -init determines the initial value for  when forming nests in the
buffer and is used as the initial ‘starting point’ for the adaptive  for each cluster.
From Fig. 4.10 (right), it can be seen that, for values less than 0.01, the performance
is stable across each stream. For all experiments in this chapter, a value of 0.001 is
used. The final program parameter is the α threshold value, which defines a border
nest in a cluster. This parameter is relative to the number of points clustered in the
seed nest of a cluster. A larger seed will have a higher value for α. From Fig. 4.10
(left), we can see that the performance is stable across all streams with a value
greater than 0 and less than 0.7. For all experiments discussed, a value of 0.1 is
used.
4.7 Scalability and Robustness to Noise
4.7.1 Scalability
To evaluate the algorithm’s scalability, synthetic data sets with varying dimension-
ality and number of clusters are generated. As in the previous chapter (Section 3.8),
the instances in each synthetic stream are drawn from a series of Gaussian distri-
butions (each representing a cluster). The mean and variance of each distribution
are shifted every 5,000 points during the generation process. The same notation
is used to describe the streams: ‘B’ indicates the number of data points (in hun-
dreds of thousands), ‘C’ and ‘D’ indicate the number of clusters present and the
dimensionality of each point, respectively.
The performance of the algorithm is measured in the execution time using a λ
value of 10,000 and β = 5. The scalability of the algorithm, in terms of time, is
evaluated against an increasing number of clusters and also increasing number of
dimensions. In Fig. 4.11 (left), it can be seen that as the dimensionality increases, the
execution time increases linearly, irrespective of the number of clusters, suggesting
that the dimensionality is a more important factor than the number of clusters. This
is confirmed when the dimensionality is fixed and the number of natural clusters is
increased from 5 to 30, see Fig. 4.11 (centre). The stream takes roughly the same
processing time as the number of clusters increases, with higher dimensional streams
taking longer than lower dimensional ones. As the amount of clusters increases, the
execution time increases only marginally.
As in the previous chapter, the space requirements of MDSC is evaluated in
terms of micro-clusters present at different λ intervals. Three previously described
data streams are used to evaluate this; 2CSurr, 4CR and the Network Intrusion
stream. Fig. 4.11 (right) shows that as λ increases from 1,000 to 5,000, the number
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Figure 4.11: Scaling to the number of clusters, dimensions and memory require-
ments.
Table 4.4: Noise Sensitivity on the Network Stream
Noise Purity F-Measure R. Index Average#Nests
0% 0.99 0.91 0.88 2.14
3% 0.99 0.91 0.88 2.16
5% 0.99 0.91 0.87 2.2
8% 0.99 0.91 0.88 2.11
10% 0.99 0.91 0.88 2.05
Table 4.5: Noise Sensitivity on 4CR
Noise Purity F-Measure R. Index Average#Nests
0% 0.99 0.94 0.96 4.12
3% 0.99 0.94 0.96 4.08
5% 0.99 0.94 0.95 4.09
8% 0.99 0.94 0.95 4.07
10% 0.99 0.93 0.95 4.04
of micro-clusters generated increases, at most, linearly on the Network Intrusion
Dataset. On the 4CR and 2CSurr streams, the change is comparatively small as λ
increases.
4.7.2 Noise
To evaluate how robust the algorithm is to noise, random samples are introduced to
two datasets; Network Intrusion (first 100,000 samples) and 4CR. To introduce 1%
noise, 1% of the final dataset is replaced with random samples and evaluated with a
λ value of 1,000 and a β of 5. Streams with varying levels of noise across the three
external metrics are evaluated and the average number of live clusters in the stream
is reported. The results on the two datasets are displayed in Tables 4.4 and 4.5,
respectively. It can be seen that as the amount of noise increases the performance
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of the algorithm remains stable, and the number of live clusters remains relativity
constant. This is because noise points are based to the buffer where the remain until
they age and are removed, never joining the live clusters.
4.8 Case Study: Leicester Air Quality
The previous data-steams are all labelled and MDSC’s performance could be mea-
sured objectively according to the known ground-truth. In this section, its perfor-
mance is quantitatively evaluated on a real-world data stream in order to assess the
utility of the discovered clusters. A real-life stream is taken from UK-AIR database
maintained by the Department of Environment, Food and Rural Affairs (DEFRA)2.
The data-stream is taken from a single monitoring site in Leicester City and provides
seven hourly air-quality measurements regarding Ozone (O3), Nitric Oxide (NO),
Nitrogen Dioxide (NO2), Nitrogen Oxides (NOx), Particulate Matter 2.5 (PM2.5),
Non-volatile PM2.5 (PMnv), and volatile PM2.5 (PMv). These seven pollutants are
measured in micrograms (one-millionth of a gram) per cubic meter air or µg/m3.
Data was collected from January 1st 2014 to April 1st 2017 and each point is read
in time order to simulate the original stream. This stream is used to study the
performance of MDSC only and not as a case-study in air-quality in Leicester since
such a study would require data from a wider range of sites and would need to factor
external influences such as weather and wind, etc.
4.8.1 Internal Evaluation Metric
When evaluating MDSC on this stream the external metrics (Purity, F-Measure
and Rand Index) cannot be used as there are no associated labels. To overcome this
issue, an internal evaluation metric: the Silhouette Coefficient (SC) [164] is used.
The SC is a measure of how similar a data instance is to its own cluster (cluster
cohesion) compared to instances in other clusters (cluster separation). For each
instance i A denotes the cluster to which i belongs. The average similarity (a(i)) of
i to all other instances in A:
a(i) =
1
‖A‖ − 1
∑
j∈A,j 6=i
dist(i, j) (4.7)
2https://uk-air.defra.gov.uk/data/
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Next, for any cluster C which is not A, the average similarity from i to C is:
d(i, C) =
1
‖C‖
∑
j∈C
dist(i, j) (4.8)
After finding d(i, C) for all clusters (C 6= A), take the minimum distance b(i),
formally
b(i) = min(d(i, C)) (4.9)
The cluster B with this minimum value is referred to as the Silhouette of A. The
SC value s(i) is calculated as follows:
s(i) =
b(i)− a(i)
max(a(i), b(i))
(4.10)
The SC value for the whole cluster A is the mean of all instances i in A and the
SC for the clustering solution R (where R = {K1, K2, ..., Kn}) is the mean of all
Silhouette values in R (i.e., 1
n
n∑
i=1
s(Ki)). The SC value lies between −1 and 1, where
1 represents a good clustering solution.
Like all real-world sensors, some data is missing. If an entire reading (all seven
variables) are missing, the point is read (in order for continuity) but no attempt is
made to cluster the point. If a single variable is missing it is estimated by taking
the average of the hour before and an hour after.
4.8.2 Analysis at a Weekly Granularity
To evaluate the stream on a weekly level λ is set to 168 (24 hours by 7 days) and β to
4. So, micro-clusters age every week and a micro-cluster which has not been updated
for 4 weeks (roughly 1 month) is considered no longer relevant and removed. At
each time-step, the mean, min and max values of each live cluster (i.e., the mean,
min and max of the cluster’s constituent micro-clusters) are recorded and stored
off-line for evaluation. The stream is examined at a weekly level but λ and β could
be set to different values for a monthly granularity (say, λ = 720, i.e., 24 hours by
30 days), daily (λ = 24), or real-time (λ = 1).
In week one, three clusters were discovered and their mean values are displayed
in Table 4.6. Cluster 1 has high levels of Ozone (O3) but comparatively low levels of
Nitrates (NOx) and Particulate Matter (PM2.5). Cluster 3 has a quarter of the levels
of O3 but higher levels of NOx and PM2.5. Cluster 2’s levels lie between clusters
1 and 3. This suggest an inverse relationship between O3 and NOx and PM2.5.
Over the course of the stream (171 weeks), between 2 and 6 clusters are active each
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Table 4.6: Initial Clusters Discovered in Week 1
Cluster O3 NO NO2 NOx PM2.5 PMv PMnv
1 63.06 2.92 15.03 19.50 8.13 5.39 2.71
2 30.96 12.59 44.44 63.75 7.677 5.12 2.42
3 14.29 22.57 63.37 97.74 12.63 10.58 1.94
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Figure 4.12: Active Clusters Each Week.
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Figure 4.13: Silhouette Coefficient on Air Quality Stream.
week. ‘Active’ is used to mean that at least one new instance during the week was
added to a live cluster. Clusters can still be live but inactive (no added points). The
number of active clusters is displayed in Fig. 4.12 and the corresponding Silhouette
Coefficient (SC) values are presented in Fig. 4.13.
The high SC scores suggest the live clusters are well separated and cohesive
except for a ‘wobble’ at approximately week 60. Of the active clusters, clusters
1 and 3 are active throughout and represent the main underlying pattern. Their
levels of O3, NOx and PM2.5 are presented in Fig. 4.14. NOx includes NO and
NO2, and PM2.5 is the combined total of volatile and non-volatile PM2.5. So the
seven measured variables are reduced to three just for clarity of display.
Looking at the progression of cluster 1, we can observe seasonal changes in the
measured atmospheric gases. Levels of O3 are higher in summer than in winter, the
inverse of NOx. These seasonal changes are tracked. Cluster 3 shows an exaggerated
version of the same trend, much higher levels of NOx and PM2.5 but lower levels of
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Figure 4.14: Mean Values of Persistent Two Clusters in Air Quality Stream.
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Figure 4.15: Relative Sizes of Cluster 1 and 3 and the hours they are most active.
O3.
It has been observed [89] that in an abundance of NOx, O3 is ‘scavenged’ as
it reacts with NOx so this could explain the symmetry of the two levels in Clus-
ter 3. The trends also suggest a correlation between NOx and PM2.5. Both are
comparatively low in cluster 1 and higher in cluster 3.
Clusters 1 and 3 capture the main underlying pattern of the stream. Cluster 1
represents a pattern of low levels of air pollution and is the largest cluster through-
out. The relative sizes of each are presented in Fig. 4.15 along with the time-of-day
they represent. The x-axis displays the 24 hours in a day and the y-axis represents
the total number of potential hourly instances in the stream, in this case 1,197 (171
weeks × 7 days, 1,197 instances of 10am, for example). Cluster 1 can be seen to
be much larger. For Cluster 3, its higher levels of NOx and PM2.5 occur more fre-
quently at around 8am and 6pm, typically rush-hour in a city. From this, we can
infer that cluster 1 represents the ‘usual’ levels of air quality, cluster 3 represents the
rush-hour pattern and the remaining number of instances are distributed in clus-
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ters that represent anomalies or change. For example, cluster 5 was discovered in
week 7 and represented a pattern of high particulate matter (≈ 26). This cluster
was present until week 126 when it disappeared and was not replaced suggesting a
change in the stream.
4.9 Summary
MDSC extends some of the swarm intelligence inspired aspects of density clustering
introduced in ACSC, e.g., pheromone trails and the idea of micro-clusters forming
‘nests’. MDSC improves ACSC in two ways: clusters are online and the  parameter
is adaptive and local to each cluster. The adaptive  has two benefits: 1) it removes
the need to tune a sensitive, data-dependent parameter, and 2) it allows the discovery
of multi-density clusters. This can be seen in the comparative performance; on
the streams which contain multi-densities (COIL, Key Stroke, 2CSurr and 20D),
MDSC finds a better clustering solution. When the stream contains a single density
(Network, Forest, 4CR), the performance is comparable to ACSC. The reason for
this is the adaptive  and the way it is identified. Clusters are discovered in order
of density, i.e., more compact clusters are identified first. This allows the discovery
of clusters (with a smaller ) embedded in larger sparser clusters (with a higher ).
Discovered clusters are uniquely labelled (cluster 1, cluster 2, . . . ) and can therefore
be tracked over time. This was shown in the 2D synthetic data sets; the underlying
drift in the stream was discovered and tracked. This was further illustrated in the
case study on the Leicester air-quality. Discovered clusters were tracked despite
seasonal changes in the monitored atmospheric gases. Underlying patterns were
discovered along with their deviations, and cyclic patterns were revealed. These
live, labelled clusters allow us to infer a broader picture of what is happening in the
stream and we can do this at different granularities. In the case study, the stream was
examined at a weekly granularity. The granularity is controlled by two parameters:
λ, which determines the rate at which data ages, and β, which determines how long
data is relevant. Changing these two parameters dictate the granularity at which the
stream is analysed. Analysing a stream at different granularities in parallel could
catch brief anomalies while revealing the broader behaviour of the stream.
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Dynamic Feature-Selection and
High-Dimensional Streams
Change in a data stream can occur at both concept and feature levels. The previous
chapters focused on clustering streams in the presence of change at the concept level
but not at the feature level. Furthermore, the methods proposed (in the previous
chapters and also the wider literature) often rely on distance as a similarity metric
and this is problematic for high-dimensional data where the curse of dimensionality
renders distance measurements and any concept of ‘density’ difficult. This chapter
proposes a solution to these two problems by combining them and framing the
problem as a feature selection problem. Specifically, a dynamic feature selection
problem.
Feature selection (FS) aims to identify a subset of the most relevant features fˆ
from the set of all features F . Traditionally, fˆ would be used to cluster data and
all redundant features ({fi : fi ∈ F and fi /∈ fˆ}) are ignored for future points. This
might not be a sensible approach to non-stationary data as fˆ is likely to change over
time. A significant change could require previous clusters to be abandoned and new
clusters discovered on the latest data. This would be especially true for clustering
algorithms that rely on some form of distance as a similarity metric; it might not
be possible to cluster two points composed of different feature subsets, e.g., if the
number of ‘important’ features changes (|fˆt| 6= |fˆt+1|) or a previously important
feature is no longer considered important (fi ∈ fˆt but fi /∈ fˆt+1)).
Motivated by these challenges this chapter introduces a dynamic feature mask
for clustering high dimensional data streams. The proposed method is algorithm-
independent and can be used with any density-based clustering algorithm which
typically has no mechanism for dealing with feature drift and struggles with high-
dimensional data. The method is designed to ‘sit on top’ of any existing density-
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based stream clustering algorithm.
A stream is split into windows and unsupervised FS is performed after each win-
dow. Redundant features are masked and clustering is performed along unmasked,
relevant features. If a feature’s perceived importance changes, the mask is updated
accordingly - previously unimportant features can be unmasked and features which
loose relevance become masked. As new features appear in the stream, the size of
the mask is changed. Clustered points contain all features (not just a subset of
relevant features) but the clustering process only considers the subset of relevant
features.
In summary, a novel Dynamic Feature Mask method for clustering high dimen-
sional data-streams is outlined and the main contributions of this chapter are:
• Feature Drift and Feature Evolution can be detected and tracked in a fully
unsupervised way and the importance of features can be monitored over time.
• The method is algorithm-independent and can be used with any of the exist-
ing density-based stream clustering algorithms which typically do not have a
feature drift mechanism and are unable to deal with high dimensional data.
• Applied to an existing stream clustering algorithm, the proposed method can
reduce the time requirements and increase accuracy.
The work outlined in this chapter has been submitted for publication [59].
5.1 Dynamic Feature Mask
In the proposed method, a feature mask is maintained and clustering is performed
according to this mask. A stream of instances arrive online. When a point arrives,
it is passed to the clustering algorithm and, also, a copy of the point is stored in
an oﬄine buffer. When the buffer reaches a pre-defined size bufferSize, feature
selection is performed on the buffer and the feature mask is updated. This mask is
used for the clustering process until the next bufferSize points arrive in the stream.
This chunk is referred to the β-window in order to differentiate it from the sliding
window used by the underlying clustering algorithm to process the stream. These
two windows do not necessarily need to be the same size.
5.1.1 Preliminaries
The proposed method requires an unsupervised feature selector. Three existing
static methods are evaluated for maintaining the dynamic feature mask. The Lapla-
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cian Score (LS), Maximum Variance (Var) and Multi Cluster Feature Selection
(MCFS) are each described in detail in Section 2.6.1.
MDSC is used as the underlying clustering algorithm in the main experimental
section and subsequently ACSC and CEDAS [87] are evaluated with the dynamic
feature mask.
5.1.2 Creating and Maintaining the Mask
Assuming a window of bufferSize points in d dimensions, unsupervised feature
selection is performed on this window and the top n features are extracted. This
subset of features is referred to as the the Current Features (CF ). Formally: CF =
{cf1, . . . , cfn}, where {cfi ∈ N+ | cfi ≤ d}. This subset of features CF is used
to create a binary mask, referred to as the Current Mask (CM). Here, CM =
{cm1, . . . , cmd}, where:
cmi =
1 : if i ∈ CF0 : otherwise (5.1)
Note here that |CM | = d and the n features in CF will be represented as 1 and the
others as 0.
These two sets (CF and CM) are calculated at each β window and are used
to update a persistent vector of the feature values (FV). The feature values are
the perceived importance or relevance of each feature at any given time. FV =
{fv1, . . . , fvd}, where {fvi ∈ R | 0 ≤ fvi ≤ 1}. FV is updated after each window
using the values in CM , as follows:
fvi =
fvi + cmi
2
(5.2)
It is the rolling average of each feature’s importance (according the CM at each
window) as the stream progresses. Finally, the DFM is updated based on the fea-
ture’s importance in FV and a pre-defined threshold ν. DFM = {dfm1, . . . , dfmd},
where:
dfmi =
1 : if fvi ≥ ν0 : otherwise (5.3)
The ν threshold (ν ∈ R | 0 ≤ ν ≤ 1) dictates the length of time a feature is
considered relevant if it is no longer selected in the top n features. A high threshold
makes it harder for a new feature to be considered and also makes it easier to be
discarded. A lower threshold maintains a previously important feature’s relevance
in DFM even if it is no longer selected.
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After each β-window, a snapshot of the feature values is stored oﬄine. This can
be used to quickly examine a feature’s importance over time.
5.1.3 Applying the Mask
To initialise the process, bufferSize points are read into the buffer, the DFM is
created and then clustering is performed using this mask. After initialisation we
have a DFM and a set of clusters. Incoming points are clustered using the DFM.
In density clustering algorithms, clusters are typically composed of micro-clusters
and an incoming point is assigned to the most appropriate micro-cluster. This is
determined by the distance from the point p to a micro-cluster m’s center c provided
that this distance is less than r, the radius of the micro-cluster. The distance is
measured along each feature fi in p to the center of m. With the DFM, we are only
interested in taking the distance along the relevant unmasked features.
Center c and radius r for a micro-cluster m (Eqn. (3.1) and Eqn. (3.2), respec-
tively) require the Linear Sum (LS) and Squared Sum (SS) of the N points described
by m. To recap, m describes N points (Xj ∈ m, j = {1, ..., N}), and Xj is com-
posed of d features Xji, i = {1, ..., d}, where j is the instance and i the feature. The
Linear Sum of feature i is calculated as LSi =
1
N
N∑
j=1
Xji and the Squared Sum of
the feature is SSi =
1
N
N∑
j=1
Xji
2. To apply the mask, each feature is multiplied by
its counterpart in the binary DFM and only the non-zero features are considered.
LˆSi =
1
N
N∑
j=1
Xjidfmi (5.4)
ˆSSi =
1
N
N∑
j=1
Xji
2dfmi (5.5)
For the incoming point p do the same:
pˆi = pidfmi (5.6)
The process of creating and maintaining the DFM, and clustering using the DFM
is outlined in Algorithm 13.
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Algorithm 13 Clustering with a Dynamic Feature Mask
Input : Clustering Algorithm Clust, Feature Selector Select,
counter counter, incoming point p, bufferSize
1: if <counter mod bufferSize == 0> then
2: Current Features (CF ) ← Select (buffer)
3: Use CF to generate Current Mask (CM). (Eqn. (5.1))
4: Use CM to update Feature Values(FV ). (Eqn. (5.2))
5: Use FV to update Feature Mask (DFM) (Eqn. (5.3))
6: Clear buffer
7: Store latest FV off-line
8: end if
9: Apply DFM to p (Eqn. (5.6))
10: for <each cluster C > do
11: Apply DFM to C (Eqns. (5.4) & (5.5))
12: end for
13: Clust(p)
14: Add copy of p to buffer
15: counter ++
16: Read next point
Table 5.1: Description of datasets used in experiments
Dataset Classes Features Examples Type
MNIST 5 784 26,000 Image
COIL-20 20 1,024 1,440 Image
NewsGroup 7 60,881 14,000 Text
TDT-2 30 36,771 9,494 Text
5.2 Experimental Study
This section presents experimental results using the proposed method. It is evalu-
ated on four high-dimensional data streams exhibiting feature drift, feature evolu-
tion, concept drift and concept evolution. The previously described metrics (Purity,
F-Measure, and Rand Index) are used to evaluate the method.
5.2.1 Datasets
Here, the four datasets used to evaluate the proposed method are described: two
image-streams and two text-streams. An overview is presented in Table 5.1.
The popular MNIST benchmark dataset1 is taken and converted to a stream in
order to simulate concept and feature drift. MNIST consists of 26,000 grey scale,
1http://yann.lecun.com/exdb/mnist/
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Table 5.2: Make-up of MNIST Stream.
0 1 2 3 4
01-04k 2,000 2,000 0 0 0
05-08k 1,332 1,332 1,336 0 0
09-10k 500 500 500 500 0
11 -14k 800 800 800 800 8000
15-18k 0 1,000 1,000 1,000 1,000
19-22k 0 0 1,332 1,332 1,336
23-26k 0 0 0 2,000 2,000
handwritten digits. To convert to a stream, five classes are taken from the original
dataset (digits 0-4) and introduced to the stream in a sequential order. The first
4,000 instances contain images of digits 0 and 1 (shuﬄed), the following 4,000 points
contain images of digits 0, 1 and 2, and so on. The makeup of the stream is presented
in Table 5.2. The features in this stream are pixels and the discriminatory power
of a pixel will change over the course of the stream. For example, the subset of
pixels which can best describe digits 0 and 1 might not be useful to describe the
digits which appear later in the stream. The second image stream is the Columbia
Object Image Library (COIL-20) dataset, which consists of 1,440 normalised grey
scale images. Images of 20 household objects are taken at different angles. It is
converted to a stream by reading the data in sequential order. The different image
classes arrive in sequence (class 1, then class 2 etc.), simulating concept evolution
and feature drift.
The mask is further evaluated on two benchmark text-streams: 20Newsgroups
and the Topic Detection and Tracking Corpus (TDT-2). 20Newsgroups2 is a col-
lection of 14,000 documents separated into 7 topics and further divided into 20
different sub-topics. Some of these sub-topics are very closely related (for example,
PC-Hardware and Mac-Hardware), so in the evaluation the root of the topic is taken
as the ground truth, this gives 7 topics: ‘Alternative’, ‘Computers’, ‘Miscellaneous’,
‘Recreation’, ‘Science’, ‘Society’, and ‘Talk’.
The datasets are split into chunks of 1,000 and each chunk is shuﬄed in order
to remove any bias (for example, a window containing only documents belonging
to a single topic). The data is shuﬄed chunk-by-chunk in order to maintain the
progression of topics in the stream and each chunk contains between 2 and 5 topics.
2http://qwone.com/ jason/20Newsgroups
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Table 5.3: Features Selected on MNIST Stream
#Features
all 100 50 25
LS
Max.
Var.
MCFS
As a pre-processing step, stop-words (‘a’, ‘the’, ‘and’, etc.) are removed from the
data-set giving a feature space of 60,881 words. This data stream is referred to as
Newsgroup (as opposed to 20Newsgroups).
TDT-2 [64] consists of data taken from 6 sources; 2 news-wires, 2 radio, and 2
television programmes. TDT-2 consists of 2 months of reports and is often used as
the training set in text-classification tasks. It consists of 9,494 documents divided
into 30 topics. Again, stop words are removed, the data-set is divided into chunks
of 1,000 and shuﬄed to remove any bias. A stream is simulated by reading the data
in sequential order.
5.2.2 Evaluation
For each data-stream in this section:
• Three different selection methods for creating and maintaining the DFM are
evaluated: Laplacian Score, Minimum Variance, and Multi-Cluster Feature
Selection.
• The performance of a clustering algorithm with the DFM is evaluated, the
performance without a mask is evaluated, and finally the performance with a
static mask. The static mask performs feature selection on the first window
and is never updated as the stream progresses.
On the MNIST stream, a β-window of 1,000 points is used and three unsupervised
methods are evaluated to maintain the mask. The first window contains two classes:
digits 0 and 1. Feature-subsets of different sizes (the top 100 features, the top 50,
and the top 25) are evaluated and the original images are recreated using the selected
features. This is illustrated in Table 5.3.
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Table 5.4: Average time required (secs.) for feature selection on different window
sizes
Method 1k 2k 5k
Var 0.01 (.005) 0.02 (001) 0.05 (.003)
LS 2.71 (.01) 11.6 (.03) 76.3 (.29)
MCFS 0.63 (.01) 1.34 (.006) 3.75 (.04)
Table 5.5: Comparative performance of different selection methods on MNIST using
Purity (P), F-Score (F), and Rand-Index (R)
#features
LS MCFS Var
P F R P F R P F R
100 0.84 0.74 0.79 0.87 0.78 0.82 0.78 0.74 0.79
50 0.81 0.74 0.78 0.85 0.78 0.81 0.78 0.74 0.79
25 0.77 0.72 0.78 0.77 0.70 0.73 0.76 0.72 0.78
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Figure 5.1: Comparative improvement in clustering performance on the
MNIST stream
Also reported is the time each algorithm requires in Table 5.4. LS and Var
appear to select similar features but LS takes substantially longer. The clustering
performance using a DFM with different selectors and feature sizes is presented in
Table 5.5. MCFS with 100 features creates the best DFM across the three metrics.
The comparative improvement in the underlying clustering algorithm (MDSC) is
illustrated in Fig. 5.1. The DFM improves clustering on all three metrics and also
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Table 5.6: Features Selected on COIL-20 Stream
#Features
all 250 150 100
LS
Max.
Var.
MCFS
Table 5.7: Comparative performance of different selection methods for creating the
DFM on COIL-20 stream
#features
LS MCFS Var
P F R P F R P F R
250 0.86 0.69 0.73 0.94 0.87 0.86 0.86 0.77 0.75
150 0.84 0.68 0.73 0.92 0.87 0.86 0.86 0.77 0.73
100 0.87 0.75 0.75 0.89 0.87 0.84 0.86 0.74 0.72
requires less time. This is because fewer pair-wise distance calculations are required.
Without a mask, measurements are taken along each of the dimensions but with a
mask only the important features are considered. This time measurement includes
the time it takes to perform feature selection. The static mask is fastest; it requires
fewer pairwise calculations and does not perform feature selection after the first
window. Although it is faster, the performance suffers and it is better to use no
mask at all rather than a static mask.
COIL-20 contains fewer samples than MNIST so, a β-window of 100 instances is
used. However, it has a larger number of dimensions and larger feature-subsets (top
250, 150 and 100) are taken. The first window contains two classes and the features
selected by each FS method are displayed in Table 5.6.
As in MNIST, LS and Var. appear to select similar features. The average
performance using each FS method (with different feature subset sizes) over the
entire stream is presented in Table 5.7. Again, MCFS creates a better mask than
LS and Var. The comparative performance of the DFM with a static mask
and no mask is presented in Table 5.8. Clustering using the DFM returns a better
performance than clustering without a mask. Clustering using a static mask returns
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Table 5.8: Average Clustering Performance on COIL-20 Stream
Purity F-Score Rand Index
Dynamic Mask 0.94 0.87 0.86
Static Mask 0.91 0.74 0.79
No Mask 0.92 0.81 0.81
Table 5.9: Comparative performance of different selection methods for creating the
DFM on NewsGroup stream
#features
LS MCFS Var
P F R P F R P F R
500 0.93 0.74 0.64 0.91 0.65 0.48 0.90 0.77 0.76
250 0.94 0.76 0.66 0.86 0.74 0.61 0.88 0.79 0.78
150 0.94 0.76 0.67 0.87 0.75 0.65 0.93 0.82 0.81
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Figure 5.2: Tracking feature-drift on two words in the NewsGroup stream.
the worst performance out of the three, again.
The text-streams have much higher dimensionality than the grey-scale images.
So, larger feature subsets (up to 500 features) are taken with a window-size of
1,000. Over the entire stream, the Maximum Variance selection method creates
the best mask as can be seen in Table 5.9. The first window contains two topics:
‘Alternative’ and ‘Computers’. The top 5 features selected by Maximum Variance
are: {jpeg, image, graphics, Jesus, God}. Using the Feature Values vector, which
is updated after each window, we can track the importance of a word as it changes
over time. As an illustrative example, two words are taken from the first window
- ‘jpeg’ and ‘space’. Their perceived importance over the course of the stream is
displayed in Fig. 5.2. ‘jpeg’ is considered important for the first five windows but
begins to loose importance as the ‘computers’ topic disappears from the stream. It is
never selected again and by the end of the stream its perceived importance is zero.
‘Space’ is also selected in the context of computing and its importance drops as the
‘computing’ topic disappears from the stream. However, the word becomes relevant
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Table 5.10: Average Clustering Performance on NewsGroup Stream
Purity F-Score Rand Index
Dynamic Mask 0.93 0.82 0.81
Static Mask 0.85 0.76 0.72
No Mask 0 0 0
Table 5.11: Comparative performance of different selection methods for creating the
DFM on TDT-2 stream
#features
LS MCFS Var
P F R P F R P F R
500 0.77 0.60 0.61 0.80 0.62 0.61 0.72 0.63 0.62
250 0.77 0.60 0.58 0.79 0.63 0.62 0.83 0.63 0.61
150 0.81 0.59 0.58 0.77 0.62 0.61 0.83 0.62 0.58
Table 5.12: Average Clustering Performance on TDT-2 Stream
Purity F-Score Rand Index
Dynamic Mask 0.83 0.62 0.61
Static Mask 0.72 0.61 0.60
No Mask 0 0 0
again later in the stream, in a different context; ‘space’ is once again selected when
the ‘Science’ topic is present in the stream. ‘Space’ is selected along side features
such as ‘satellite’, ‘NASA’, and so on.
Without a mask, no clustering solution is found. This is likely because of the high
dimensionality (>60,000). However, with a static mask of 150 features, a solution is
returned. Clustering performance is further improved using a dynamic mask, which
is summarised in Table 5.10.
On the TDT-2 stream, the Maximum Variance selection method provides the
best DFM. The comparative performance with the other two selection methods is
displayed in Table 5.11, and the clustering improvement in Table 5.12.
The results across each data stream are summarised in Table 5.13. On each of
the four data-streams, on all three metrics, the MDSC algorithm is improved using
the proposed DFM.
In all of the previous experiments described MDSC was used as the underlying
clustering algorithm to test the proposed DFM.
It is further evaluated on two other density based cluster algorithms; ACSC and
CEDAS [87]. On each dataset, the best selection method discovered in previous
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Table 5.13: Performance of Dynamic Mask with MDSC
Data-Stream
No Mask Static Mask Dynamic Mask
P F R P F R P F R
MNIST 0.86 0.69 0.75 0.73 0.66 0.73 0.87 0.78 0.82
COIL 0.92 0.81 0.81 0.91 0.74 0.79 0.94 0.87 0.86
NewsGroup 0 0 0 0.85 0.76 0.72 0.93 0.82 0.81
TDT-2 0 0 0 0.72 0.61 0.60 0.83 0.62 0.61
Table 5.14: Performance of Dynamic Mask with ACSC
Data-Stream
No Mask Static Mask Dynamic Mask
P F R P F R P F R
MNIST 0.89 0.69 0.75 0.75 0.65 0.73 0.92 0.80 0.84
COIL 0.86 0.79 0.74 0.85 0.74 0.72 0.92 0.82 0.79
NewsGroup 0 0 0 0.81 0.70 0.72 0.90 0.82 0.81
TDT-2 0 0 0 0.72 0.61 0.60 0.87 0.60 0.61
Table 5.15: Performance of Dynamic Mask with CEDAS
Data-Stream
No Mask Static Mask Dynamic Mask
P F R P F R P F R
MNIST 0 0 0 0.78 0.62 0.61 0.91 0.64 0.73
COIL 0.5 0.17 0.53 0.99 0.67 0.72 0.99 0.69 0.75
NewsGroup 0 0 0 0.84 0.65 0.68 0.90 0.74 0.78
TDT-2 0 0 0 0.74 0.58 0.57 0.89 0.58 0.59
experiments is used; MCFS with 100 and 250 features for MNIST and COIL, re-
spectively, and Maximum Variance with 150 and 250 features for Newsgroup and
TDT-2, respectively. The comparative results are displayed in Table 5.14 using
ACSC, and Table 5.15 using CEDAS. On every stream, each of the underlying clus-
tering algorithms is improved by the proposed DFM.
5.3 Sensitivity Analysis
In this section, the sensitivity and effect of the two parameters required to create
and maintain the DFM are evaluated; the threshold value ν and the window size
bufferSize.
Experiments are performed with the MNIST data stream using MCFS with 100
features as the selector. For illustrative clarity, ‘Score’ is used as the metric.
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Figure 5.3: Sensitivity of ν with respect to clustering performance (left) and
the effect of the parameter on the number of features considered in the
clustering process (right).
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Figure 5.4: Time required to perform FS on different values for bufferSize
(left) and sensitivity of bufferSize with respect to clustering performance
(right).
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Figure 5.5: Sensitivity of bufferSize to underlying concept drift
ν determines the length of time a feature remains relevant if it is no longer
selected in top n features. It is a threshold for the Feature Values and determines
which features are considered in the clustering process. Experiments use values
in the range 0.1 to 1.0. The results are displayed in Fig. 5.3 (left). Clustering
performance is stable with a slight drop after a value of 0.5. If the threshold is too
high (1.0 in this example), the performance suffers dramatically. If the threshold is
too high, no features are considered so the clustering process does not happen. In
this case, clustering would only occur on features which have been selected in every
window. This is perhaps unlikely in a dynamic stream. This is illustrated in Fig. 5.3
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(right). Here, the number of features that are considered in the clustering process
is displayed. The top 100 features are selected in each window and with a low
threshold, previously important features remain relevant for a long time even if they
are no longer being selected. This can be seen with a ν value of 0.01, approximately
300 features are considered as ‘important’ at each time-step. With a high threshold
of 1.0, no features are considered important by the end of the stream. Using a value
of 0.5, the number of selected features remains at roughly 100. For each experiment
described in this chapter, a ν value of 0.5 is used.
The parameter bufferSize determines the number of points which should be
collected in the buffer before feature selection is performed and the DFM is updated,
i.e. the size of the β-window. First, the time it takes to perform FS on different β-
windows is measured. Window-sizes from 500 to 10,000 are examined and measured
in seconds. The results are displayed in Fig. 5.4. It can be seen that the relationship
between time and the β-window is not quite linear and it is more efficient to use
smaller values for bufferSize. This is confirmed when measuring the clustering
performance using the different window sizes. The score decreases as bufferSize
increases. In this chapter, a value of 1,000 for bufferSize is used in all experiments
except for COIL-20 which is comparatively small and a value of 100 was used instead.
The parameter bufferSize is evaluated in terms of how sensitive it is to the rate
of concept drift. In this experiment, bufferSize is fixed to 1, 000, so, the relevant
subset of features are evaluated (and the mask updated) every 1000 points. With
bufferSize fixed, the rate at which the concepts change is altered. Again, the
MNIST stream is used to evaluate this. Concept drift is simulated every 100 points,
then every 250 points, then every 500, and so on. The results are displayed in Figure
5.5. It can be seen that performance suffers if change occurs more frequently than
the mask is updated . If bufferSize is roughly the same size as the rate of change
(or if the mask is updated more often than change occurs) then performance remains
good and stable. The sensitivity of this parameter to underlying change provides
further evidence that it is better to keep this value low and update the mask as
frequently as possible.
5.4 Summary
This chapter presents a Dynamic Feature Mask (DFM) for unsupervised dynamic
feature selection in non-stationary data-streams. Redundant features are masked
and clustering is performed along unmasked, relevant features. If a feature’s per-
ceived importance changes, the mask is updated accordingly - previously unimpor-
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tant features can be unmasked and features which loose relevance become masked.
The method is proposed to address two challenges in data-stream clustering: 1)
feature drift - a change at the feature level in a stream, and 2) the problem of clus-
tering high-dimensional streams where the curse of dimensionality renders distance
measurements, and the concepts of ‘density’, difficult.
The proposed method is algorithm-independent and can be used with any ex-
isting density based clustering algorithm. Two density-based clustering algorithms
have been proposed in previous chapters and neither have a mechanism to deal with
feature drift or with very high-dimensionality.
The proposed method was evaluated on three density based clustering algo-
rithms (MDSC, CEDAS, and ACSC) across four high-dimensional streams; two
text streams and two image streams. In each case, the proposed DFM improves
clustering performance and furthermore, reduces the processing time required by
the underlying algorithm.
An unsupervised feature selection method is required to create and maintain the
DFM and three existing methods were evaluated: Laplacian Score, Multi-Cluster
Feature Selection, and Maximum Variance. Experimental results suggest that on
the lower dimensional (≈ 1, 000 dimensions) streams, MCFS is the best selector for
the mask. On the higher dimensional text streams (up to 60,000 dimensions), the
Maximum Variance method selects the best features to maintain the mask. The
Laplacian Score did not return the best features on any stream and was shown to
require considerably more time than the other two methods.
On each stream, the DFM was compared with a static feature mask. In the
static case, the mask is created on one window at the beginning of the stream and is
never updated. The dynamic mask performs better on each stream. On the higher
dimensional streams, the static mask is preferable to no mask (without a mask the
clustering algorithms could not return a solution at all) but on the lower dimensional
streams it is preferable to use no mask rather than a static mask.
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Clustering and Classification
Ensemble
Ensemble techniques have been shown to be a powerful method for recognising and
reacting to change in non-stationary data. However, the bulk of research into dy-
namic classification with ensembles assume that the true class label of each incoming
point is available or easily obtained. This is unrealistic in most practical applica-
tions especially in high-velocity streams where manually labelling each point is not
practical. To address this challenge, this chapter introduces a framework incorpo-
rating a stream clustering algorithm and an ensemble of one-class classifiers with
active learning. The framework aims to exploit the intuitive relationship between
clusters and one-class classifiers (OCC). The framework: Clustering and One-Class
Classification Ensemble Learning (COCEL) is intended to cope with a small train-
ing set (or no training set) and improve with experience, self-modifying its internal
state in order to cope with underlying changes in the data-stream.
A set of OCCs is maintained in an ensemble, each responsible for identifying
a particular class (or part of a class if, for example, the class has a multi modal
distribution). Data points arrive online and the ensemble attempts to classify the
point. If the point is unrecognised by the ensemble (concept evolution, concept drift,
or noise/outlier) the point is passed to an online stream-clustering algorithm. When
a new cluster is discovered, representative samples from the cluster are passed to an
expert for labelling. This label is propagated to all points in the cluster and a new
classifier is trained on these points and added to the ensemble.
The proposed framework can identify and react to concept evolution, concept
drift and hugely reduces the number of required labels, especially in times of stability
when updates are not needed. The framework signals change in the stream and
potentially makes it easier for the user to gauge exactly what kind of change is
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occurring.
Cluster-and-classifier ensembles have been previously proposed in the literature,
especially in a scarcity of labels environment (Section 2.4). However, none in the
literature use a stream-clustering algorithm. Typically, k-means is used along with
a sliding window [88, 125, 138, 139, 82, 178, 121, 122, 177]. This is at odds with
recent approaches to stream-clustering where k-means is very rarely used because
1) it requires more than a single pass of the data, 2) only spherical clusters can
be found, 3) k needs to be specified and 4) it is typically performed off-line. The
method proposed in this chapter uses MDSC coupled with an ensemble of OCCs.
Generally a one-class classifier φ takes the form:
(mα, xi) ≥ θ =
1 : xi is a target0 : xi is an outlier (6.1)
with a model m with parameters α and a threshold θ ∈ R. There has been much
research in one-class classifiers. Many options exist and certainly the “no free lunch”
theorem applies. Some OCCs, for example, Minimum Spanning Trees have been
shown to work well in high dimensions with relatively few training samples. Others,
in the family of density based OCCs require a larger number of training samples.
Considering that, in the proposed framework, classifiers are trained automat-
ically, it is desirable to have as few sensitive parameters as possible. Traditional
parameter tuning techniques (cross-validation, etc.) might not be feasible in a data-
stream with time and memory constraints. Or perhaps, not every classifier in the
ensemble could be afforded long training times but some could – in the case of
heterogeneous ensembles. An OCC based on micro-classifiers is described in this
chapter. Micro-classifiers are used as they essentially come “for free” with a density
based clustering algorithm. A micro-classifier is a lazy-learning micro-cluster, there
is no training phase and the testing phase (when a point arrives to be evaluated)
is faster than other lazy learning techniques (for example k-nearest neighbours) be-
cause a group of similar points have been summarised into a single micro-classifier.
The micro-classifier described is an extension to the micro-clusters discovered by
MDSC: the parameters are discovered adaptively, they are time-weighted and can
act as a dynamic OCC.
In summary, the main contribution of this chapter are:
• A novel framework for classifying dynamic data streams in a scarcity of labels
is proposed.
• A novel dynamic One Class Classifier is described.
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Figure 6.1: COCEL Framework
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6.1 Clustering and One-Class Classification En-
semble Learning
In the proposed framework, an assumption is made that either a small labelled
training set is initially available or no training set is available at all. If a training
set is available, it is split into each constituent class Y = {y1, . . . , yn} and clustering
is performed on each class yi. For each discovered cluster ci, a classifier φi is trained
using the clustered points. This classifier is added to the ensemble E, where E =
{φ1, . . . , φm}. Note, |E| ≥ |Y |, for example more than one cluster might be found
in a particular class. A classifier φi is described as φi = [mi, yi, ti], where mi is the
trained model, yi the associated class label and ti, a time-stamp.
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Points arriving from stream S are passed to E and, if recognised by at least
one classifier φi ∈ E, a prediction yˆi is made, and the time stamp of the classifier
which made the prediction is updated, φti = T . In order to regulate the size of the
ensemble, classifiers age and are removed if they are no longer making predictions.
If a classifier’s time-stamp t is greater than T − λ, the classifier is considered no
longer useful and is removed from E.
If the incoming point is unrecognised by all classifiers in the ensemble, it is
passed to an online stream clustering algorithm SCA. A point could be unrecognised
because it is simply a noise or outlier point or it could signal change in the form
of evolution or drift. If the point does represent change, then we would expect
more, similar points to be added to SCA and clusters to form. If a cluster ck is
discovered in SCA and |ck| > minClusterSize, a subset of representative points
{rk} are selected from ck and passed to a human expert for labelling. This label; yk,
is propagated to all points in ck and a new one-class classifier φk is trained on the
points in ck and is added to E. If no initial training set is available, E initialises as
empty and incoming points are passed directly to SCA until clusters are discovered
and their resultant classifiers added to E. The proposed framework is outlined in
Fig. 6.1.
It is clear that there are two major considerations to be made; the choice of
stream clustering algorithm and the choice of one-class classifier (or heterogeneous
combination thereof). In this chapter MDSC is used as the underlying clustering
algorithm with a homogeneous ensemble of OCCs. A time-weighted micro-classifier
is proposed as the OCC.
6.2 Time Weighted Micro-Classifier
Previously, an OCC was defined as φi = [mi, yi, ti]. For a micro-classifier mφi, the
model m consists of a center cen and radius r so mφi = [ceni, ri, yi, ti]. The time-
stamp ti records the most recent time at which mφi made a prediction used by the
ensemble. An incoming point xi is recognised if it falls within the hypersphere of
mφi, i.e. if the Euclidean distance from xi to the centre of mφi (mφicen) is less than
the radius of mφi (mφir). Formally;
mφi(xi) =
mφiy, if d ≤ mφir0, otherwise (6.2)
where d = distance(xi,mφicen). If xi actually is a target, d is recorded as a measure
of confidence in the micro-classifier’s prediction. This confidence is time-weighted
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using an exponential decay function; ewt (where w is a constant and t is mφ’s time-
stamp). The ensemble will trust recent micro-classifier’s predictions more than older
ones.
The two parameters required by the classifier are r and cen. If the underlying
clustering algorithm is density based (uses micro-clusters) then these two parameters
are taken directly from their respective micro-clusters. With MDSC, r is adaptive
and local to each micro-classifier (though, the same for each micro-cluster in the
same macro-cluster) creating micro-classifiers with varying radii.
The difference between the classifier described and other micro-classifiers is the
addition of the time-weight to the classifier’s confidence and also how a classification
decision is made. Others ([125, 138, 139]) use a nearest neighbour method whereby
a point is classified by its proximity to k micro-clusters discovered in the training
set. Others ([122, 177]) use a global maximal-distance allowed between a point and
its neighbouring micro-classifier before a classification decision is made (unlike the
local distance r used here) and finally the fact that classifiers can be created in real
time without windowing differentiates this method from others.
6.2.1 Time Weighted Micro-Classifiers in the COCEL Frame-
work
In the proposed framework, for each newly discovered cluster ck a new OCC φk is
created. For most OCCs this is a one-to-one relationship, for example if a Support
Vector Machine is used as the OCC, there will be one SVM for each discovered
cluster. With micro-classifiers, for each ck there will be n corresponding classifiers
i.e. φk = {mφ1, . . . ,mφn}.
Micro-classifiers can overlap and an incoming point xi can sometimes be recog-
nised by more than one classifier. This is especially true in streams with a lot of
change and in data where concepts are not clearly linear-separable. The final deci-
sion of the ensemble is the label associated with the most confident micro-classifier.
When the ensemble makes a prediction, the time-stamp of the most confident micro-
classifier is updated.
6.3 Active Learning Process
Typically, the challenge in active learning is to select the most representative and
informative samples from a set of unlabelled points. In the proposed framework this
challenge is made easier by the clustering process. Points which are recognised by the
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Table 6.1: Training Data Used in Experiments
Dataset Classes (in training set) Samples (training)
4CR 4 (4) 144,000 (500)
5C 5 (2) 200,000 (500)
Network 5 (1) 494,000 (500)
Forest 7 (2) 580,000 (500)
ensemble are not required to be labelled, furthermore points which are unrecognised
but are noise will not be clustered so will never need to be labelled.
This leaves a much smaller subset of unrecognised, useful points which can poten-
tially be actively labelled. These points have been clustered so occupy the same area
of the decision space. Based on this, and the assumption that data from the same
class are close in the decision space, the process is simplified to selecting in-cluster
samples.
In the subsequent experiments, n samples are selected randomly from each newly
discovered cluster. A label y is given to the cluster based on these n samples (the
majority label is used if there is a conflict). Finally, y is propagated to all points in
the cluster.
6.4 Experimental Study
6.4.1 Datasets
The framework is tested on four datasets; two synthetic and two real. The synthetic
datasets are selected because they contain concept drift (real and virtual) and con-
cept evolution. One exhibits sudden changes and the other a slower, gradual change.
Two real data sets are selected which would be realistic applications of the COCEL
framework. The first is the previously described Network Intrusion data-stream.
Network traffic arrives at high speed and if malice is suspected, network requests
might need to be examined by a human expert, however it is not realistic to label
each incoming point. The second stream is the Forest Cover stream. This dataset
uses cartographic variables to describe seven species of tree. In this situation it is
easy to imagine that the cartographic data is easy to gather (xi) but gathering the
labels (yi) is expensive and labour intensive. In each case it is assumed that there
is a small labelled training set available. The size of each data-stream along with
the details of the training set are presented in Table 6.1.
For illustrative purposes the performance of COCEL is compared with a static
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ensemble. A static ensemble uses the training set but is never updated throughout
the stream.
There are no comparative active-learning ensembles in which to perform a like-
for-like comparison. Instead, the framework is compared with two state-of-the art
fully supervised ensembles. OzaBoostAdwin [149] uses an ensemble of Hoeffding
trees, trained using boosting with adaptive windowing (ADWIN) to remove out-
dated and under-performing ensemble members (outlined in Section 2.4). Adaptive
Random Forest (ARF) [72] is a data-stream adaptation of the original Random
Forest algorithm, an ensemble of decision trees trained using bagging (outlined in
Section 2.4, Algorithm 5). Both of the supervised ensembles are evaluated using the
Massive Online Analysis (MOA) [24] open source software. For context, an active
learning algorithm for data streams is included. This is not an ensemble method
and does not deal with drift in the same manner. The Active Classifier [209] uses
a single base model. Requests for labels are made if the model’s confidence in a
prediction is below a certain threshold. If drift is suspected, a new model is trained
in parallel. If drift is confirmed then the new model replaces the old. This algo-
rithm was also tested in MOA and is outlined in Section 2.4, Algorithm 6. With the
Active Classifier, the number of labels that COCEL requires is used as the labelling
budget. In the original paper, a VFDT is used as the classifier but in this compari-
son a Bayesian classifier is used as it achieves a better performance with such a low
labelling budget.
6.4.2 Evaluation Metric
The performance of the algorithm is measured using prequential evaluation. Pre-
quential (a contraction of predictive sequential) evaluation is the error computed
over a sequence of points, i.e. the incoming test stream. It is the accumulated sum
of the algorithm’s accuracy. An incoming point xi with a true label yi is passed to
the ensemble E and a prediction yˆi is returned; yˆi = E(xi). The accuracy L for the
prediction is calculated as:
L(yi, yˆi) =
1, if yi = yˆi0, otherwise (6.3)
And the performance of the algorithm is the cumulative accuracy over the entire
test stream:
Accuracy =
1
i
∞∑
i=1
L(yi, yˆi)) (6.4)
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Figure 6.2: Performance of COCEL on 4CR Data-Stream
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Figure 6.3: Performance of COCEL on 5C Data-Stream
6.5 Evaluation
6.5.1 Comparative Performance
The first 500 instances in each stream are taken as the training set (the effect of this
parameter is examined in a subsequent section).
The first synthetic stream is the 4CR data stream. It consists of 4, 2-dimensional
Gaussian classes. The classes revolve anti-clockwise and move into positions pre-
viously occupied by a different class. This change is gradual, beginning as virtual
drift (a change in P (x)) but leading to real drift (a change in P (y|x)). In the train-
ing set, 4 clusters are discovered, generating 186 micro-classifiers in the ensemble.
Classifiers are removed if they have not made a prediction in over 1,000 incoming
instances and clusters with a minimum size of 10 are promoted to the ensemble.
The performance of the framework is presented in Fig. 6.2. The framework main-
tains a high classification rate despite the underlying change. The static ensemble’s
performance begins to degrade immediately and never recovers. The ensemble was
updated with new classifiers 29 times. These are represented as circles at the time
when the update happens. COCEL achieves an accuracy of 94%, and required 587
labels (including the training set), 0.004% of the entire stream.
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Figure 6.4: Performance of COCEL on Network Intrusion Data-Stream
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Figure 6.5: Performance of COCEL on Forest Cover Data-Stream
Next, a synthetic stream was created called 5C. This stream is used to test the
framework in a dynamic environment that contains sudden concept evolution along
with concept drift (both virtual and real). The stream contains between 2 and 5
Gaussian classes. After a set drift interval, the centres and standard-deviation of
each class distribution shift and there is a 50% chance of a class being removed or
added to the stream, within bounds [2, 5]. The result is displayed in Fig. 6.3. An
accuracy of 92% is achieved despite only requiring labels for 0.003% of the stream.
The performance of COCEL on the Network Intrusion data is displayed in Fig.
6.4. One class (the normal class) was discovered in the training set. One cluster with
326 micro-clusters initialised the ensemble. The remaining 4 drifting classes were
discovered incrementally with active learning. The algorithm achieves a classification
performance of 95% and required 602 labels, 0.001% of the entire stream.
The performance in the Forest Cover data-stream is displayed in Fig. 6.5. In
the training set, two of the seven classes were present. 4 clusters generated 184
micro-classifiers. The algorithm achieves 68% prequential accuracy with 0.001% of
the stream labels.
Finally, the results of the unsupervised framework are compared with two state-
of-the-art supervised stream classifiers. COCEL’s accuracy is comparable with the
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Table 6.2: Comparative Performance of COCEL
COCEL Active OzaBoost ARF
Acc. (Labels) Acc. (Labels) Acc. (Labels) Acc. (Labels)
4CR 0.96 (0.004%) 0.25 (0.004%) 0.99 (100%) 0.99 (100%)
5C 0.91 (0.003%) 0.57 (0.003)% 0.95 (100%) 0.98 (100%)
Network 0.95 (0.001%) 0.95 (0.001%) 0.95 (100%) 0.97 (100%)
Forest 0.68 (0.001%) 0.56 (0.001%) 0.86 (100%) 0.89 (100%)
supervised algorithms on three of the four datasets despite requiring only a fraction
of the labels. It performs favourably to its peer active-learning algorithm with the
same label budget. The results are displayed in Table 6.2.
6.5.2 Sensitivity Analysis
This section presents an analysis of the parameters required within the proposed
framework:
1. The number of initial training samples available to the algorithm before stream-
ing begins
2. The minimum size a discovered cluster must be in order to train a new classifier
3. The number of random samples taken from a cluster to be labelled by an
expert
4. λ, which determines how quickly classifiers age in the ensemble. A large value
for λ means classifiers persist for longer, even if they are not making any
predictions
The results are displayed in Fig 6.6. It can be observed that only λ is sensitive to
small changes in value. If this value is too small, useful classifiers are disregarded too
easily, conversely, if it is too large, out-dated classifiers persist and make out-dated
predictions.
While the values for training samples and minClusterSize do not affect the
performance a great deal, a larger value for each is preferable. It is interesting to
note that even without a training set, the algorithm can learn to recognise concepts
within a stream. For example, in the Network Intrusion stream with five classes,
the framework achieves 89% accuracy while requiring only 126 labels, 0.0002% of
the stream. An initial training set of 1,000 points achieves 95% accuracy.
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Figure 6.6: Sensitivity of Parameters in COCEL
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Table 6.3: Label Selection Strategies in COCEL
Method Network Forest
Random 0.951 0.678
Closest 0.951 0.676
Farthest 0.951 0.677
6.5.3 Effect of Time-Weighting on a Micro-Classifier
In this section the effect of time-weighting the micro-classifiers is examined. The
performance of an ensemble of un-weighted micro-classifiers is compared with an
ensemble of time-weighted micro-classifiers on two streams: The 4CR synthetic
stream and the Network Intrusion stream.
Un-weighted micro-clusters output the confidence of their prediction using only
d, the distance from the incoming point xi and mφic ; the centre of the micro-classifier
(Eqn. (6.2)). In the weighted approach, this confidence is time-weighted by ewt
The comparative performance is presented in Figures 6.7 and 6.8. It can be
seen that the time-weighted classifier performs slightly better than its un-weighted
counterpart.
6.5.4 In-cluster sample selection
In the previous experiments n random points are selected from each cluster and
labelled. Two alternate approaches are evaluated; selecting n points closest to the
centre of the cluster and then, n points which are furthest from the centre.
To evaluate the three approaches, the Network Intrusion Stream is used and with
each newly discovered cluster, n = 3 samples are taken to label the cluster.
The results are displayed in Table 6.3. There is barely any difference in the three
approaches. This is due to the purity of the discovered clusters. Out of the three
approaches, random selection is used because it requires the least computation.
6.5.5 Evaluating Different Base Classifiers
In all experiments described so far, time-weighted micro-classifiers have been used
as the ensemble members. In this section three other OCCs are evaluated, each
in a homogeneous ensemble. The Support Vector Domain Description (SVDD) is
a boundary OCC, Minimum Spanning Tree (MST) is density/distance-based, and
Principal Component Analysis (PCA) is a reconstructive method.
When a new cluster ck is discovered (and a label allocated) a classifier is trained.
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Figure 6.9: Comparative Performance of different base-learners on Network
Intrusion Data-Stream. Time-Weighted Micro-Classifier (MC), Minimum
Spanning Tree (MST), Principal Component Analysis (PCA), Support
Vector Domain Description (SVDD)
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Figure 6.10: Comparative Performance of different base-learners on Forest
Data-Stream. Time-Weighted Micro-Classifier (MC), Minimum Spanning
Tree (MST), Principal Component Analysis (PCA), Support Vector Domain
Description (SVDD)
With MST, PCA, and SVDD, unlike the micro-classifiers, there is a one-to-one
relationship between a cluster and an OCC. A minimum cluster size of 200 points is
required in order to create a new ensemble member. This is to allow for a reasonable
number of training points. Often in OCCs an error on the training data is allowed
(typically 10%). This helps to prevent over-fitting. The allowed error on each
classifier here is 0% as the training data has been ‘pre-processed’ by the act of
clustering and its unlikely that noise/ outlier points are clustered.
In MST, the main tunable parameter N determines the number of paths of maxi-
mum length allowed in the tree. In each experiment, the entire MST is allowed to be
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the maximum length which removes the need for a tunable parameter. Similarly, in
PCA, the fraction of explained variance by the principal components is set to 90%,
this removes any tunable parameters and allows for easier model creation. With
the SVDD it is not so easy. A Radial Bias Function is used as the kernal and this
requires a width parameter σ which is sensitive and can greatly affect the model.
In order to find a good value for σ, grid-search with k-fold cross validation is used.
This adds additional computation and complexity to the framework but without a
suitable parameter the model can give a very bad performance.
Each homogeneous ensemble with different base classifiers is evaluated on the
Network Intrusion Stream and the Forest Cover Stream. On the Network stream
(Figure 6.9) the micro-classifier performs the best of the four, followed by MST,
then PCA with SVDD performing the worst. However, on the Forest Cover Stream
(Figure 6.10) SVDD performs the best, marginally better than the micro-classifier.
MST performs poorly on this data-stream.
6.6 Summary
This chapter described a framework for classifying dynamic data streams with a
scarcity of labels. Clustering and One-Class Classification Ensemble Learning (CO-
CEL) consists of a stream-clustering algorithm and an ensemble of one-class classi-
fiers with active learning. COCEL was tested on synthetic dynamic data streams
exhibiting concept evolution, virtual concept drift, and real concept drift. The pro-
posed framework performed much better than a static ensemble and achieved high
classification accuracy despite requiring less than 0.01% of the stream’s labels. It
was further evaluated on two real data-streams which would be realistic applications
of the COCEL framework; one high-velocity stream where manually labelling each
incoming point is not feasible, and another where manually labelling the stream
is expensive and labour intensive. Again, the proposed framework outperforms a
static ensemble while requiring a tiny fraction of the stream to be labelled. Finally,
the results of COCEL Were compared with the results of two state-of-the-art fully
supervised ensembles (i.e. they require 100% of the data to be labelled). COCEL
was shown to achieve comparative accuracy on three of the four data-streams.
In the experiments described, MDSC was used with a homogeneous ensemble
of classifiers. A time-weighted lazy learner was introduced. This micro-classifier
is an extension of the micro-clusters discovered by MDSC. Three further OCCs
were evaluated; a Minimum Spanning Tree, a Support Vector Domain Description
and Principal Component Analysis for OCC. Theoretically, any stream-clustering
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algorithm and any ensemble of OCCs should work, though there are some practical-
ities that would need to be considered. For example, the “no-free-lunch” theorem
certainly applies (as evidenced with SVDD’s performance in both streams) but a
heterogeneous ensemble could mitigate this. Or a suitable type of OCC could be
pre-selected during the training phase, COCEL allows for any OCC to be used.
Some OCCs have been shown to work well with fewer training samples [95],
others require a large training set [150]. Some OCCs require fine-tuned parameters
and traditional tuning techniques (cross-validation, Leave-One-Out, etc) with large
training sets might not be feasible in a high-velocity stream due to memory con-
straints, or for example, a model that takes a long time to train might be already
redundant by the time it is added to the ensemble.
When labelling is expensive, time-consuming, labour-intensive, or simply not
feasible, COCEL is potentially a worthwhile alternative to fully-supervised ensemble
learning .
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Mining and analysing data in real-time is a necessary progression from traditional
data mining. However, data stream mining requires additional considerations to
traditional batch-mining. Ideally, the stream will be analysed in real time and
patterns and anomalies can be observed as and when they happen. This imposes
strict time constraints on a streaming algorithm and usually only a single pass of
the data is afforded. Memory constraints also exist; a stream is potentially infinite
but only a finite amount of memory is available. This constraint requires some form
of data-summarisation and a ‘forgetting’ mechanism.
Along with time and memory constraints, change is a major consideration when
mining data-streams. Data streams can be stationary but typically some form of
change is expected and streams are usually assumed to be dynamic. The term
‘dynamic’ refers to the concepts or classes within the stream. For example, over
time additional concepts can appear in the stream. These new concepts should be
recognised as being new and the underlying model updated accordingly. This type
of change is referred to concept evolution. Another type of change in a stream can
occur in the form of concept drift whereby the characteristics of the data change or
there is a change in the relationship between the data and the target class.
The challenge of recognising and reacting to change in a stream is compounded
by the scarcity of labels problem. This refers to the very practical situation in
which the underlying, ground-truth of every incoming instance in a stream cannot
be known. For example, in a high-velocity stream it is unrealistic to assume that
every incoming point can be manually labelled by a human expert. It might be
easy to label one (or a small number of them) but not feasible to label them all.
Similarly, in some cases the associated label of an incoming point cannot be known
until a later time (for example, credit records and loan repayments), this is referred
to as verification latency. In the extreme case the ground-truth may never be known
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at all.
Much work has been done on supervised classification in dynamic data streams.
In the supervised setting, it is assumed that the true class label of each incoming
point is immediately available and easily accessible though there are few practical
situations where this assumption holds. One scenario might be in financial prediction
where the value of a stock at each time-step is readily available and can be used
to update a classification model. However, the vast majority of streams will suffer
from a scarcity-of-labels (remote sensing, cyber-security, web-usage, social-media,
condition monitoring, climate analysis, etc.) .
The goal of this thesis was to evaluate unsupervised learning as the basis for
online classification in dynamic data-streams with a scarcity of labels. To achieve
this goal two dynamic stream-clustering algorithms were developed: Ant Colony
Stream Clustering (ACSC) and Multi-Density Stream Clustering (MDSC). These
algorithms can discover non-stationary clusters and cope with change at the con-
cept level (concept drift and concept evolution). They are both density based and
therefore suffer from the ‘curse of dimensionality’ whereby high-dimensional data
renders distance-based measurement and any of form of ’density’ difficult. To over-
come this, a Dynamic Feature Mask (DFM) was developed to ‘sit-on-top’ of these
clustering algorithms allowing them to deal with high-dimensional data and also to
track change at the feature level. Finally, a novel framework called Clustering and
One-Class Classification Ensemble Learning (COCEL) was developed to perform
dynamic classification in data streams with a scarcity of labels.
7.1 Summary of Results
7.1.1 Ant Colony Stream Clustering
Chapter 3 presents an ant-inspired approach to clustering non-stationary data streams.
The proposed algorithm (ACSC), is based on the concept of artificial ants which
identify clusters as ‘nests’ of micro-clusters in dense areas of the data. The algo-
rithm uses a sliding window model and consists of two steps: 1) rough clusters
(nests) are identified in a single pass of the window using a stochastic sampling
method, 2) nests are sorted using an extension of the classic pick-and-drop model
inspired by the sorting behaviour of ants.
• ACSC is shown to outperform other ant-based clustering algorithms (ACA,
ACAm, ATTA, AntClust) over three static datasets.
• ACSC outperforms other stream-clustering algorithms (DenStream, CluStream
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and ClusTree) over six non-stationary data streams. The levels of cluster pu-
rity are comparable across each stream but ACSC achieves better F-Measure
and Rand Index scores. The second phase of the algorithm, the sorting phase,
is the reason for this. The probabilistic functions for picking and dropping
micro-clusters are biased towards the dissolution of smaller clusters and incor-
porating them into similar, larger clusters. This improves the precision and
recall scores (and hence the F-Measure) and creates clusters closer to the true
structure of the data. This is reflected in the Rand Index score.
• ACSC was shown to process streams faster than the comparative algorithms.
This is due to the stochastic sampling method used and also how micro-clusters
attempt to merge. This merging operation is expensive. In ACSC, only micro-
clusters in the same cluster attempt to merge, replacing an exhaustive search
and reducing the number of failed merging operations.
• ACSC performs favourably to the comparative algorithms, requires fewer pa-
rameters and considerably fewer calculations (≈ 10 times fewer calculations)
7.1.2 Multi-Density Stream Clustering
Chpater 4 describes Multi-Density Stream Clustering (MDSC). MDSC extends some
of the swarm intelligence inspired aspects of density clustering introduced in ACSC
(e.g. ants forming nests). MDSC improves ACSC in two ways: clusters are online
and the  parameter is adaptive and local to each cluster. The adaptive  has two
benefits: 1) it removes the need to tune a sensitive, data-dependent parameter, and
2) it allows the discovery of multi-density clusters. Furthermore, because MDSC is
online, identified clusters can be labelled and their dynamic behavior can be tracked.
• MDSC was shown to perform favourably to ACSC and two further peer algo-
rithms: CEDAS and MuDi. If a stream contains a single density, the perfor-
mance is comparable with ACSC. However, MDSC finds a better clustering
solution on streams which contain multi-density clusters. The reason for this
is the adaptive  and the way it is identified. Clusters are discovered in order
of density, i.e., more compact clusters are identified first. This allows the dis-
covery of clusters (with a smaller ) embedded in larger sparser clusters (with
a higher ).
• MDSC was qualitatively evaluated on a real-life air-quality monitoring stream.
Results show that it can identify and track underlying patterns despite seasonal
changes and cyclic behaviour. MDSC could discover and track patterns such
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as rush-hour and a cyclic increase in pollutants during winter. A correlative
relationship between certain pollutants and an inverse relationship between
others were observed.
7.1.3 Dynamic Feature Mask
Chapter 5 presents a Dynamic Feature Mask (DFM) for unsupervised dynamic fea-
ture selection in non-stationary data-streams. Redundant features are masked and
clustering is performed along unmasked, relevant features. If a feature’s perceived
importance changes, the mask is updated accordingly; previously unimportant fea-
tures can be unmasked and features which loose relevance can become masked. The
method is proposed to address two challenges in data-stream clustering: 1) feature
drift - a change at the feature level in a stream, and 2) the problem of clustering
high-dimensional streams where the curse of dimensionality renders distance mea-
surements and the concepts of ‘density’ difficult.
• DFM was evaluated on three density based clustering algorithms: ACSC,
MDSC, and CEDAS across four high-dimensional streams; two text streams
and two image streams. In each case, the proposed DFM improves cluster-
ing performance and reduces the processing time required by the underlying
algorithm.
• An unsupervised feature selection (FS) method is required to create and main-
tain the DFM, three static FS methods were evaluated: Laplacian Score,
Multi-Cluster Feature Selection, and Maximum Variance. Experimental re-
sults suggest that on the lower dimensional (≈ 1, 000 dimensions) streams,
MCFS is the best selector for the mask. On the higher dimensional text
streams (up to 60,000 dimensions), the Maximum Variance method selects the
best features to maintain the mask. The Laplacian Score did not return the
best features on any stream and was shown to require considerably more time
than the other two methods.
• On each stream, the DFM was compared with a static feature mask. In the
static case, the mask is created on one window at the beginning of the stream
and is never updated. The dynamic mask performs better on each stream.
On the higher dimensional streams, the static mask is preferable to no mask
(without a mask the clustering algorithms could not return a solution at all)
but on the lower dimensional streams it is preferable to use no mask rather
than a static mask.
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7.1.4 Clustering and One-Class Classification Ensemble Learn-
ing
Chapter 6 outlines a framework for classifying dynamic data streams with a scarcity
of labels. Clustering and One-Class Classification Ensemble Learning (COCEL)
consists of a stream-clustering algorithm and an ensemble of one-class classifiers
with active learning.
• COCEL was tested on synthetic dynamic data streams exhibiting concept evo-
lution, virtual concept drift, and real concept drift. The proposed framework
outperforms a static ensemble (an ensemble created with a training set but
never updated) while requiring a tiny fraction of the stream to be labelled.
• COCEL was compared with two state-of-the-art fully supervised ensembles
(i.e., they require 100% of the data to be labelled): Adaptive Random Forest
and OzaBoost. COCEL was shown to achieve comparative accuracy on three
of the four data-streams despite requiring at most 0.004% of the stream’s
labels.
• The framwowrk was further compared with a peer active-learning algorithm for
data streams; The Active Classifier. With the same labelling budget, COCEL
achieved a much better performance.
• Four base OCCS were evaluated for use in a homogeneous ensemble; Sup-
port Vector Domain Description, Principal Component Analysis, Minimum
Spanning Trees, and a Time-Weighted Micro-Classifier. Overall, the Micro-
Classifier performed the best but results on different streams show a high
variance in their performance suggesting certain models are better suited to
certain streams.
7.2 Unique Contribution
The work in this thesis contributes to three separate sub-fields in dynamic data-
stream analysis; clustering, feature selection and classification.
7.2.1 Dynamic Stream Clustering
ACSC and MDSC are proposed as novel stream clustering algorithms. These al-
gorithms aim to address the current imbalance in the literature between ant-based
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static clustering algorithms (of which there are many) and ant-based stream clus-
tering algorithms (of which there is barely any).
Both algorithms are density based. The majority of density stream clustering
methods adopt the two phase, on-line/off-line approach whereby data is first sum-
marised online and then clustered oﬄine. The disadvantages of this approach are
that a) the behaviour of clusters cannot be tracked over time and b) only clusters of
a single density can be discovered. Recent proposals to discover multi-density clus-
ters in streaming data require sensitive, static parameters and use the two-phase
approach. The two-phase approach has been combined into a single online phase,
potentially (with algorithmic extensions) allowing for on-line tracking, however they
are unable to deal with multi-density clusters. MDSC proposed in this thesis aims to
fill the space here; an online method allowing multi-density clusters to be discovered
and tracked over time.
7.2.2 Dynamic Feature Selection
The majority of research on dynamic FS for data-streams assume the supervised
method [96, 144, 33, 137] and is typically used for classification tasks and not suitable
for clustering. Existing stream-clustering algorithms can deal with change at the
concept level (concept drift and concept evolution) but are not designed to track
change at the feature level. Furthermore, they suffer from the curse of dimensionality
and cannot cluster high-dimensional streams, e.g., text or image streams.
The method proposed in this thesis aims to address these two challenges: tracking
change at the feature level and dynamically clustering in high dimensions.
7.2.3 Dynamic Classification with a Scarcity of Labels
A novel framework for classifying dynamic streams with a scarcity of labels is de-
scribed. Other cluster/classification hybrid ensembles have been proposed in the
literature but the unique contribution of this work is to use a stream-clustering al-
gorithm to detect and react to change (as opposed to sliding windows and k-means
in previous proposals).
An adaptive time-weighted micro-classifier based on the clusters discovered by
MDSC is described as a novel One-Class Classifier.
129
Chapter 7. Conclusion
7.3 Limitations
Multi-Density Stream Clustering described in Chapter 4 was evaluated with syn-
thetic data, popular benchmark data-sets and also a real-world stream. None of
the other chapters were evaluated in case studies using real-world applications. Al-
though the presented results are convincing, each component (Ant Colony Stream
Clustering, the Dynmaic Feature Mask and the COCEL framework) would be more
credible if the results on benchmark data were replicated on real-world applications.
This would be particularly true if the proposed methods were implemented in a
case-study which highlighted why traditional methods were not suitable but their
streaming counterparts were.
A second limitation is with the COCEL framework proposed in Chapter 6. CO-
CEL was shown to detect and react to concept evolution and also virtual concept
drift (a change in P (x) leading to a change in P (y|x)) however if the stream con-
tains sudden real concept drift (a change in P (y|x) but no change in P (x)) then the
framework would be unable to recognise this change.
7.4 Wider Impact
The prevalence of mobile phones, social media, remote sensors, financial transac-
tions, climate monitoring, etc., has resulted in an enormous amount of data being
generated in real time and typically this data is generated in a streaming fashion.
The transition from classical data-analysis to real-time analysis is necessary to ac-
commodate an increase in data. This increase in data presents great opportunity for
researchers and practitioners to improve their decision making, model building, and
monitoring capabilities. However some fundamental challenges need to be addressed
before this potential can be fully realised.
This thesis contributes to the advancement in this direction and has application
in many important fields. For example, the increasing potential for data analysis in
medical applications like patient monitoring [10] and clinical data analysis [15]. In
these areas it is easy to imagine a difficulty with label gathering and certainly the
label verification latency problem exists, and the reaction of patients to treatment
is non-stationary. In the field of astronomy data is increasingly being generated in
huge streams, for example in 2022 the Large Synoptic Survey Telescope will begin
operation in Chile and will stream data at a rate of two terabytes per hour [85].
Analysing and summarising this data in real time is a more attractive alternative to
storing it all and analysing in batches. A further application area where this research
can impact is the growing prevalence of the Internet Of Things. Data generators like
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sensor networks, vehicle telematics, energy prediction, and environmental remote
sensing are all subject to label latency and an intrinsic non-stationary; for example
the task of predicting energy demand is non-stationary and is affected by climate
fluctuations, increasing populations, improvements to grid efficiency and disruptive
technologies like solar powered homes returning energy to the grid.
7.5 Future Work
There are a number of avenues for future research leading from the ideas developed
in this thesis, particularly within the clustering-and-classification ensemble model.
Currently, COCEL actively requests a label only when a new cluster is discovered.
This keeps labelling costs very low (especially in times of stability). However, a
higher labelling budget leads to a higher classification performance. This is intuitive
and has been empirically shown ([209]) but COCEL does not allow for additional
labels (if they are available) to be used by the model. An interesting extension
would be to introduce a labelling budget to the framework allowing the ensemble
to periodically check the validity of its predictions. The ensemble could be updated
and improved based on these validation checks. This measure could potentially solve
the problem of sudden, real concept drift described in Section 7.3 (Limitations).
A further extension to COCEL would be to investigate a heterogeneous ensemble
of one-class classifiers. The experiments showed a variance in the performance of
classifiers on each stream and this could be attributed to the “no free lunch” theory.
A heterogenous ensemble could mitigate this, for example micro-classifiers require
very few training samples and could be created and deployed as soon as change is
detected while more complex classifiers (auto-encoders, support vector machines,
etc.) could be created when sufficient training samples have been collected. This
could allow for stable concepts to be modelled effectively (with a large number of
training samples) with smaller, more lightweight models reacting quickly to change.
The type of classifier created could be automated and determined by a fuzzy infer-
ence system based on stream velocity, stream volatility, rate of change, number of
members currently in the ensemble, etc.
Some of the more recent ideas in the field of machine learning can be incorporated
into the work presented in this thesis. Zero-shot learning (ZSL) is a particularly
relevant direction. ZSL is learning to recognise new concepts by just having a
’description’ of them, this description could be a numeric vector or a set of linguistic
tags. For example, a model, having never been trained on images of a zebra ( but
having been trained to recognise a horse) could recognise a zebra by the description
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’similar to a horse’ and ’has black-and-white stripes’. This would be very applicable
in streams which contain concept evolution or in streams with substantial concept
drift. Another modern approach to the Neural Network is the Long-Short Term
Memory Neural Network (LSTM), this approach can not only process single data
points(as in traditional Neural Networks) but can also process sequences of data.
’Memory’ is incorporated into the model along with a ’forgetting’ mechanism making
it useful in temporal, dynamic data streams. LSTM along with an adequate change
detection method (for example a companion stream-clustering algorithm) could be
used as a powerful method to process complex data streams.
Another interesting research direction could be the analysis of multiple related
streams simultaneously. For example, an air-quality stream, a traffic monitoring
stream, and live weather data could be analysed in parallel with a meta learner
discovering underlying rules and relationships. Another example could be in finan-
cial prediction with streams of data from the stock market, financial news reports
and social media mentions of a particular stock. Analysing these streams in parallel
could discover relationships and create better predictors.
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