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ABSTRACT
We present a numerical method for handling the resolution of a general transport equation for radiative particles, aimed at physical
problems with a doubly spherical geometry. Having in mind the computational time difficulties encountered in problems such as
neutrino transport in astrophysical supernovae, we propose a scheme based on full spectral methods in 6d spherical coordinates. This
approach, known to be suited when the characteristic length of the dynamics is much smaller than the domain size, has the potential
advantage of a global speedup with respect to usual finite difference schemes. An analysis of the properties of the Liouville operator
expressed in our coordinates is necessary in order to handle correctly the numerical behaviour of the solution. This reflects on a
specific (spherical) geometry of the computational domain. The numerical tests, performed under several different regimes for the
equation, prove the robustness of the scheme: their performances also point out to the suitability of such an approach to large scale
computations involving transport physics for massless radiative particles. We wish to point out that the algorithm presented here,
is particularly suitable to treat problems in which matter has high velocities, such as the neutrino transport in supernovae.
Key words. Transport equations – Radiative astrophysics – Spectral methods
1. Introduction
Particle transport phenomena are central in modelling systems
governed by radiative hydrodynamics, encountered very often
in astrophysics as well as in plasma physics. A global descrip-
tion of radiative transport involves the hyperbolic transport equa-
tion, sometimes called Boltzmann equation in the literature1.
This equation describes the time evolution of a distribution func-
tion F defined on a 6-dimensional phase space. The high di-
mensionality of this equation often prevents its numerical res-
olution in the most general geometry, due to unaffordable com-
putational resources for obtaining physical results in a reason-
able CPU time, when using classical techniques. As a result,
most numerical models for radiative transport physics in sev-
eral settings either restrict the global geometry of the problem
(as in Mezzacappa & Matzner (1989); Gourgoulhon & Haensel
(1993); Liebendo¨rfer et al. (2005); Mu¨ller et al. (2010)), or re-
place the transport equation by simplified models usually in-
volving the distribution moments ( Anderson & Spiegel (1972);
Levermore (1979); Thorne (1981); Cardall & Mezzacappa
(2003); Liebendo¨rfer et al. (2009)). However, in the particular
setting of neutrino transport in astrophysical supernovae, the fact
1 The main difference between the two concepts is that in the trans-
port equation, the collision term only describes interactions between
neutrinos/photons and external medium (atoms, nuclei or electrons).
(Herein after, we shall refer to neutrinos and photons as “radiative par-
ticles”, only using the term photon or neutrino when it turns out to be
necessary). In the Boltzmann case, the collision terms also describe in
principle interactions between the radiating particles; these are not rele-
vant in our context. Therefore, we will try to avoid the term “Boltzmann
equation” from now on.
that a multidimensional transport model for neutrino radiation
is required to reproduce the observed supernova explosions has
been strongly hinted in recent simulations (Liebendo¨rfer et al.
2005). As a result, attempts have been made in this direction,
but they result in very demanding simulations, that are still
not able to capture all the needed physics in a general geome-
try (Messer et al. 2008; Marek & Janka 2009).
Apart from the problem of dimensionality and size of the
simulations, transport phenomena very often involve physical
processes occurring through several orders of magnitude for
typical lengths. Once again, this problem arises in the super-
novae neutrinos setting, when comparing the mean free path
of a radiative particle in the diffusion regime and the typical
size of the system (Janka et al. 2007). As long as the two com-
putational problems mentioned above are concerned, it is cus-
tomary to privilege numerical methods with a high order of
accuracy (Leveque 2002). The use of multidimensional spec-
tral methods (Gottlieb & Orszag 1977; Canuto et al. 1988, 2006)
seems to be especially adequate.
Concerning the computational size difficulties, a rule of
thumb (Gottlieb & Orszag 1977) claims in fact that for a given
accuracy, spectral treatment requires five times less grid points
per dimension then the ordinary second order finite difference
algorithm. A computational factor of 56 = 15625 could then be
gained in modelling the transport equation. Consequently, solv-
ing the 6-D transport problem in a reasonable time while using a
spectral algorithm and massive parallelisation seems possible. In
this article, we shall describe the numerical methods that can be
used in solving the sole transport equation for radiative particles
and testing such an economy in computational time.
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From a mathematical point of view and adopting suitable ap-
proximations, the neutrino and photon transport equations are
analogous in a wide range of settings. The abundant results on
the photon transport equation will be however mainly used here
for testing numerically our scheme2.
In this work, the following assumptions are made:
1) As mentioned above, we assume the mass of the radiative
particles to be zero (which for astrophysical neutrinos is a fairly
reasonable assumption).
2) Neutrino and photon polarisation states are not taken into
account, and are averaged on.
3) The interacting plasma is assumed to be in local ther-
mal equilibrium. This physical oversimplification will allow for
a much simpler treatment, by enabling to introduce the full ther-
mal equilibrium limit in the equations.
4) For the simplicity of discussion, possible general rela-
tivistic terms are not taken into account. We believe that this
aspect, though physically important in some astrophysical com-
putations, will in no way change the behaviour of the numerical
scheme, or the mathematical properties of the studied equations.
Using (6+1) general spherical coordinates in phase space,
we will perform a numerical resolution using spectral methods
based on Fourier/Chebychev expansions, depending on the type
of coordinates involved. This expansions will be performed in
the physical space (classical spherical coordinates (r, θ, φ)) as
well as in the momentum space (energy dependence and angular
coordinates for the momentum part). Those methods have been
developed and extensively used by our group and were described
for the first time in Bonazzola & Marck (1990) (see also the re-
view of Grandclement & Novak (2009)). Due to possible discon-
tinuities arising on the space variable r, we will also propose a
hybrid version of the code in which we use finite differences only
in this dimension. A tentative conservative full spectral version
including also a Chebychev decomposition in r will be designed
and tested as well. We shall show in different contexts relevant
results in 5 dimensions at most, and give the corresponding CPU
time obtained for every simulation, on single-processor runs of
an ordinary computer with a clock frequency of 2.5 Ghz.
The paper is organised as follows: in Sect. 2, we present
the general mathematical framework of the transport equation,
alongside with typical physically motivated source terms for the
equation. In Sect. 3 we present two asymptotic settings for phys-
ical transport of neutrinos and photons, namely the coherent
transport case and the Fokker-Planck approximation. Those two
limiting cases will be used as test problems in the ensuing nu-
merical investigations. Sect. 4 will present the derivation of the
transport equation in our chosen coordinates, as well as the pos-
sible mathematical problems that arise with this description; a
few solutions will then be proposed to handle resolution in the
most efficient way. Sect. 5 presents first numerical tests of the
designed code, including time evolution for uniform distribution
and full coherent transport using hybrid discretization. In Sect. 6
we show an application of the method to the transport of neutrino
in a rotating neutron star by using an diffusion approximation in
the inner part of the star and the exact solution in the outer region
where the the diffusive approximation fails.
Appendix A presents an example of an explicitly particle-
conservative form of the solved equations. Appendix B presents
a solution to the full spectral approach in spherical symmetry,
2 The only difference between general transport equation for neutri-
nos and photons, apart from a difference in cross section expressions,
is the sign in front of the non-linear terms accounting for induced pro-
cesses.
with an emphasis on the issue of conservation of the number of
particles. In Appendix C we show how the diffusion equation
and telegraph equation are obtained. In our opinion, the tele-
graph equation is more suitable to treat neutrino transport
when the matter velocity is close to the light velocity (super-
novae problems). In fact the solution of the telegraph equa-
tion are such that the propagation velocity of the neutrino
is always ≤ c/
√
3 . We want to point out that the telegraph
equation can be numerically implemented with minor modi-
fications with respect to the diffusion equation.
2. Transport equation in 6 dimensions
2.1. Context and definitions
Let f (x, y, z, px, py, pz, t) be the distribution function in the phase
space for a collection of particles, expressed in Cartesian-like co-
ordinates. The transport equation will quantify the evolution of
this distribution function with respect to collision terms, that de-
scribe the interaction of the radiative particle with other particle
species of a plasma. The change in number of particles in the el-
ementary phase space volume D3x D3 p = dx dy dz dpx dpy dpz
is then described by
D
dt f D
3 x D3 p = CT, (1)
where D/dt represents the total derivative and CT includes
the collision terms. A reasonable assumption for neutrinos or
photons is that between collisions with plasma particles (de-
scribed in the collision terms), radiating photons/neutrinos travel
in straight lines with no change in energy. This amounts to the
absence of global forces acting on the radiating particles. In
this context, the non-general relativistic transport equation in
Cartesian coordinates takes the form:
1
c
∂ f
∂t
+ ωi
∂ f
∂xi
= CT, (2)
where
ωi =
pi
||p|| , ω · ω = 1, (3)
c is the light velocity, and CT is a collision term that depends
also on f .
2.2. The collision terms
Three different types of processes are expressed in collision
terms:
– The rate of spontaneous emission of radiating particles by a
particular process in the plasma will be expressed as S (ν, x);
here x models the spatial position, and ν is the radiative par-
ticle frequency (or its reduced energy E/h, where h is the
Planck constant). A general assumption is that the emission
is isotropic (i.e. matter itself does not have a preferred direc-
tion). This of course is only valid if our frame of reference is
moving with the plasma.
– Absorption processes are expressed by a cross section
σa(ν, x) and are also assumed to be isotropic.
– Scattering processes at a spatial position x, from a radiating
particle scattered from coordinates (ω, ν) within (dω, dν) to
(ω′, ν′) within (dω′, dν′) is expressed by the cross section
σd
(
x,ω · ω′ , ν → ν′
)
. Again, in agreement with the previous
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assumption of isotropy for matter processes, this differential
cross section only depends on the angle between the incom-
ing and scattered radiating particle momentum, via the sim-
ple scalar productω · ω′ .
We further assume for simplicity that radiative particles in-
teract with only one species of the plasma, of particle mass m0.
Using this energy scale we define an auxiliary distribution func-
tion
F =
(
hν
m0c2
)2
f = γ2 f , (4)
where the notation γ is coined as the dimensionless energy
for the radiative particle. This redefinition of the distribution
function allows for a slightly simpler notation for the interaction
terms, while the left hand side operator of Eq. 2 keeps the same
form as applied to F. Once all those quantities characterising
the interactions with matter are known, the collision term is
determined by the formula:
CT = n(r, t){S (ν) − σa(ν)F
+
∫ ∞
0
dν′
∫
4π
dω′σd(ν′ → ν,ω · ω′)F(ν′ ,ω′)[1 ± c
3
2ν2
F(ν,ω)]
−
∫ ∞
0
dν′
∫
4π
dω′σd(ν → ν′ ,ω · ω′ )F(ν,ω)[1 ± c
3
2ν2
F(ν′ ,ω′)]},(5)
where n(r, t) is the interacting plasma density. For clarity, no spa-
tial dependence of the chemical composition for the plasma is as-
sumed; we finally write here interaction terms that are only pro-
portional to the plasma density n. In the right hand side part, and
besides the absorption and emission terms, the first integral term
models the in-scattered neutrinos to coordinates to (ω, ν) within
(dω, dν). The second integral term models the out-scattered neu-
trinos, from (ω, ν) to (ω′, ν′). σd is the differential scattering ker-
nel for interactions. We have also included in front of the scatter-
ing integrals the quantum corrections due to induced processes
for both types of radiating particles3. Only one term for each
type of process is represented in an attempt for concision.
3. Different approximations
3.1. The coherent scattering
Consider the very low energy regime for the plasma and the ra-
diating particles; the following assumptions are then made:
1) The plasma is at rest in our frame.
2) The ratio between the scattered particle energy hν and
the scattering target rest mass m0c2 (be it a lepton or a hadron)
is very small: (γ = hν/m0c2 << 1).The velocity of scattering
plasma particles will then always be neglected in this case.
Under the above assumptions, we crudely approximate that no
energy exchange occurs, meaning that the energy of the scat-
tered particle is the same as the incoming one. Therefore the
scattering kernels writes:
σd(ν → ν′ ,ω · ω′ ) = σd(ω · ω′ )δ(ν − ν′), (6)
where δ is the Dirac function. Here we give general expressions
for the differential and total cross sections σd and σt, for photon
3 The plus sign holds for bosons (photons), the minus sign holds for
fermions (neutrinos)
and neutrino scattering to electrons and hadrons. The total cross
section is defined by:
σt =
∫ ∞
0
dν′
∫
4π
dω′σd(ν → ν′ ,ω · ω′). (7)
In the photon/electron case, the coherent scattering approx-
imation leads to the well-known Thomson scattering cross sec-
tions:
σThd = 2r
2
e (1 + (ω · ω
′ )2) δ(ν − ν′ ), σTht =
8π
3 r
2
e (8)
where re = e2/(mec2) is the classical radius of the electron, me
being its mass.
In the neutrino/hadron interaction case, the differential cross
section is usually reduced to the two leading orders in the angular
decomposition, in the form:
σnd =
1
4π
(A + B(ω · ω′)) δ(ν − ν′ ), σnt = A (9)
where A and B are constants depending on weak interaction pa-
rameters.
3.2. The Fokker Planck approximation
For a plasma particle, we denote by α = kT/m0c2 the thermal en-
ergy to mass energy ratio. In this section we assume that γ << 1
as before, α << 1 and that the plasma, at rest in the laboratory
frame, is in local thermodynamic equilibrium. In this context, we
would like to describe low order energy redistribution in scatter-
ing processes. This is the setting of the Fokker-Planck approx-
imation 4. We obtain then for the photon distribution function
F = γ2 f (Pomraning (1973) Eq.(8.62)) :
∂F(γω)
∂t
+ω · ∇F(γ,ω) = n(x, t)σTh {−F(γ,ω)
+
3
16π
∫
4π
dω′
[
1 + (ω · ω′)2
]
F(γ,ω′ )
+
1
4π
∂
∂γ
(
αγ2
∂
∂γ
+ γ2 − 2αγ
) ∫
4π
dω′F(γ,ω′ )
− 3
128π2
∫
4π
dω′
∫
4π
dω“
[
1 − ω′ · ω“ + (ω′ · ω“)2 − (ω′ · ω“)3
]
∂γ
(
F(γ,ω′F(γ,ω“)
)}
,(10)
where we used here a number distribution function, as opposed
to the energy distribution function I in Pomraning (1973). The
equation is written in the reduced length unit of λc = h/m0c
, λc = 2.42−10 cm being the Compton wavelength. As before,
some variables dependencies in the distribution function are
implicit. Absorption and emission terms are also not written
here.
By using the Fokker Planck approximation, one can then
replace the integral operator on the energy in the Eq.(10) by
a differential operator, much easier to handle numerically. As
mentioned in the introduction, the Fokker-Planck limit for trans-
port will be considered as a test case in numerical investigations,
alongside with the coherent scattering limit.
4 This approximation holds for photon nucleon collisions at plasma
temperatures < 1011 K and for temperature T ≤ 109K0 and photon
energy hν ≤ 0.1 MeV. It is especially relevant in the context of X-ray
astrophysics
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From the Fokker-Planck equation we can define two typi-
cal times: the “isotropisation time” τis = 1/(nσTh c) describes
the typical evolution of the angular distribution in phase space,
whereas the “bosonisation time” τBo = 1/(α nσTh c) will be re-
lated to dynamical changes in the energy spectrum of radiative
particles. Since α << 1, τBo >> τis holds; consequently, dur-
ing the evolution, F will undergo an “isotropisation” process in
a shorter timescale than the energy spectrum of the distribution
function F will change significantly. If F is homogeneous and
depends only on t and γ, then Eq.(10) reduces after integration
on ω
′
and ω“ to the Kompaneet equation (Kompaneet 1957):
1
c
∂F
∂ t
+ nσTh
∂
∂γ
[
αγ2
∂F
∂γ
+ (γ2 − 2αγ)F + 1
2
F2
]
= 0. (11)
If we integrate both sides of the Eq.(11) on the dimensionless
energy γ, we obtain, as expected, an equation which expresses
the conservation of the number of photons:
∂
∂t
∫ ∞
0
F(γ, t)dγ = 0. (12)
The steady state solution of Eq.(11) is a Bose distribution:
F(γ) = γ2 f (γ) = 2γ2
(
exp (γ − µ
α
) − 1
)−1
, (13)
The factor of 2 in the right hand side being related to photon
polarisation. µ is an integration constant which physically repre-
sents the chemical potential.
The steady state solution is then a Bose distribution and not
the usual Planck distribution that describes full thermal equilib-
rium. This is due to the fact that we have omitted the absorption
and emission terms, and consequently constrain the photon num-
ber conservation given by the Eq.(12). This also justifies the term
of “bosonisation” introduced above.
4. The transport equation in spherical coordinates
4.1. Definitions and properties
Starting from the quite general expression for the above equa-
tions, we specify now the geometry of our setting, as well as the
attached chosen system of coordinates. Having in mind trans-
port modelling in astrophysical (stellar) settings, the most natu-
ral geometry for this type of study is the spherical one. We here
choose a set of 6-D spherical coordinates related to previously
defined phase space vectors (r,ω), and described by the vari-
ables r, θ, ϕ, γ,Θ,Φ as in Fig. 1.
The first three variables are the classical 3D spherical co-
ordinates in physical space; Θ and Φ represent the angular de-
pendence in the momentum space, whereas γ is a dimensionless
measure of the photon (resp. neutrino) energy. In this system of
coordinates, we can, from the expression in 6-D Cartesian-like
coordinates, write the Liouville operator ω ·∇ = L using Jacobi
matrix products for coordinate changes; one has however to keep
in mind that in the new coordinate set, the angular variables in
the momentum space are defined with respect to physical space
angular coordinates; this of course slightly complicates the cal-
culation. In the end, the operator Lsph (in doubly spherical coor-
dinates) reads( Pomraning (1973),and references therein):
Lsph = cosΘ
∂
∂r
+
1
r
[
sinΘ cosΦ ∂
∂θ
+
sinΘ sinΦ
sin θ
∂
∂φ
− sinΘ ∂
∂Θ
− sinΘ sinΦcos θ
sin θ
∂
∂Φ
]
, (14)
Fig. 1. Schematic representation of the 6d spherical coordinate in
phase space. Note that a freedom exist for choosing the angular
variable Φ up to a constant.
so that the general transport equation becomes
1
c
∂F
∂t
+Lsph F = CT. (15)
Let us note that it is also possible (and useful) to write this
equation in a conservative form: see the Appendix A for a deriva-
tion of it.
In order to express integrals in source terms, the expression
of the vectorω in the new system of coordinates is now required.
We provide the Cartesian components ωx, ωy, ωz of the vector ω
as function of θ, φ,Θ and Φ:
ωx = cosΘ sin θ cosφ+sinΘ cosΦ cos θ cos φ−sinΘ sinΦ sin φ(16)
ωy = cosΘ sin θ sinφ+sinΘ cosΦ cos θ sin φ+sinΘ sinΦ cosφ(17)
ωz = cosΘ cos θ − sinΘ cosΦ sin θ. (18)
The following properties hold 5:
ω2x + ω
2
y + ω
2
z = 1 (19)
Lsph ωx = 0, Lsph ωy = 0 Lsph ωz = 0. (20)
Therefore, if the distribution function F depends only on ω,
we have
Lsph F(ωx, ωy, ωz) = 0. (21)
5 In the Cartesian framework, the identities given by Eq.(20) are quite
trivial: consider the Liouville operator Lcart in Cartesian coordinate and
Cartesian components:
Lcart = vi
∂F
∂xi
For F = px, F = py or F = pz the above identities are fulfilled. This ob-
viously holds then for any generic system of coordinates. Numerically,
the relations in Eq.(20),or Eq.(21) can be used to assess the numerical
accuracy of our resolution.
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We shall finish this section by noticing that some terms of
the Liouville operator Lsph given by the Eq.(14) are singular for
r = 0 and θ = 0, π. Since the operator is itself regular, these
terms correspond to coordinate singularities that shall cancel
each other in the computation. We shall give an example of such
cancellations in our case. Consider a spherical shell in physical
space, for which R1 ≤ r ≤ R2 and R1 > 0. Only singularity is-
sues in θ = 0, π are then to consider. We first write a polynomial
decomposition of the distribution in Cartesian-like coordinates:
F(x, y, z, ωx, ωx, ωz, t) =
∑
i, j,k,A,B,C
C(t)i jkABC xiy jzkωAxωBy ωCz . (22)
In 6-D spherical coordinates, the singular terms in the
Liouville operator given by the Eq.(14) are
sinΘ
sin θ
cosΦ
(
∂
∂φ
− cos θ ∂
∂Φ
)
. (23)
In the above polynomial decomposition, we encounter two
cases:
- For terms associated with coefficients of type C(t)i jk00 (no
dependence on ω), a spherical decomposition in (r, θ, φ) will lead
to φ-dependent terms being factored by sin(θ).
- For terms containing powers of ωx, ωy, ωz, their expression
in Eqs.(16,17,18) ensures us that compensation will occur when
the operator in Eq.(23) is applied.
The spectral representation of the considered fields is able
to handle directly the specifics of the decomposition (see
Bonazzola & Marck (1990); Grandclement & Novak (2009) for
similar examples).
4.2. A simplified 2-dimensional case: The Θ = π/2
discontinuity problem
We illustrate the prominent difficulties encountered in the anal-
ysis of this equation with a problem restricted to a spherically
symmetric shell (R1 ≤ r ≤ R2) and with only coherent scattering
allowed. The solution F for the distribution function will then
only depend on the three variables t, r,Θ. We focus here on an-
alyticity issues and the problem of boundary conditions. Under
the above hypotheses, the transport equation simplifies to:
1
c
∂F
∂t
+ cosΘ
∂F
∂r
− sinΘ
r
∂ F
∂Θ
+ ne(r) (σtotF(t, r,Θ)
−
∫ π
0
σˆdi f (cosΘ cosΘ′) F(t, r,Θ′) sinΘ′ dΘ′
)
= 0, (24)
where ne(r) is a plasma density, σtot and σdi f are respectively
the total and differential cross section, and integration on the
momentum angle Φ′ has already been performed. In order to
perform a very simple analysis, we now artificially split the dif-
ferential operator acting on F, so that we retrieve two advection
equations. The radial advection part reads:
1
c
∂F
∂t
+ cosΘ
∂F
∂r
= 0. (25)
This is a first order equation, associated to an evolution with
velocity V = c cosΘ. It propagates from the inner region of the
shell to the outer one if 0 ≤ Θ < π/2 (cos θ > 0). On the contrary,
it propagates from the outer region to the inner one if cosΘ <
0. Consequently, in our geometrical setting, an inner boundary
condition at r = R1 has to be imposed for Θ ≤ π2 (incoming flux)
and an outer condition at r = R2 for Θ > π/2 (re-entering flux).
Fig. 2. 2d representation of the computational domain.
If we now consider the second advection term
1
c
∂F
∂t
− sinΘ
r
∂F
∂Θ
= 0, (26)
the analysis is here simpler: propagation occurs always from
Θ = π to Θ = 0 in the computational domain. However, the
vanishing of sinΘ at Θ = π shows a degenerate behaviour at this
point: no advection inΘ occurs, therefore no boundary treatment
is needed.
Coming back to the full Eq.(24), it is now expected that regular-
ity issues in the numerical solution will arise6 across the surface
Θ = π2 , due to different radial advective directions on both sides.
For example, a boundary condition value for F can be freely set
to
F(t,R1,Θ ≤ π2 ) = A, A ∈ R, (27)
whereas the values F(t,R1,Θ ≥ π2 ) are advected from the com-
putational domain and therefore uncontrolled. To overcome the
numerical problems associated with this behaviour, we split our
computational domain (here, a spherical shell) into two angular
domains D1(r ∈ [R1,R2],Θ ∈ [0, π2 ]) and D2(r ∈ [R1,R2],Θ ∈[ π2 , π]) (see Fig. 2). To ensure particle number conservation
across the two domains, we must enforce continuity of the flux
on Θ = π2 . This provides us with an incoming boundary condi-
tion in Θ to impose for the solution F in D1.
5. Numerical tests
5.1. Overview of the computational setting and approach
We present below specific tests related to the spectral resolu-
tion of the (homogeneous or not) transport equation. As out-
lined above, our computational grid covers a physical shell
R1 ≤ r ≤ R2 (see section 6 for the treatment of the singu-
larity at the center) split into two domains D1[0 ≤ Θ ≤ π2 ]
and D2[ π2 ≤ Θ ≤ π]. A typical value for our domain size is
R2
R1 = 5. Unless otherwise stated, spectral decompositions are
6 We describe a function F as regular if it is of class C p with p large
enough to have a fast convergence in the spectral expansion.
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performed using a Chebychev representation on the r,Θ and γ
direction, whereas a Fourier decomposition is performed for the
remaining angular dependencies. The spectral decomposition of
a scalar field is then very much similar to the one described in
(Bonazzola et al. 1999), however performed in six dimensions
instead of the usual three. For general information on numerical
use of spectral methods as intended here, we direct the reader to
the recent review of (Grandclement & Novak 2009).
If we denote by Ti the ith order polynomial in the classi-
cal Chebyshev basis and by Yℓm(θ, ϕ) the 3D spherical harmon-
ics component of order (ℓ,m), a decomposition of the 6D time-
dependent distribution function is given by:
F(r, θ, ϕ, γ,Θ,Φ, t) =∑
i,ℓ,m,A,B,C
CiℓmABC(t)Ti(r)Yℓm(θ, ϕ)TA(γ)TB(cos(Θ)) cos(CΦ),Ceven,
sin(CΦ),Codd.
where we manipulate the set of coefficients CiℓmABC(t) as the
representation of f (r, θ, φ, ν,Θ,Φ, t) at any time. The represen-
tation above assumes a symmetry with respect to the (ωy, ωz)
plane to obtain this particular dependence in Φ. Otherwise, all
terms of the Fourier decomposition have to be considered. All
numerical operations are then performed in the coefficient space,
and using the product base described in the above expansion.
Imposition of boundaries is performed using a Tau approach
(Gottlieb & Orszag 1977). In particular, differential functions
composing the Liouville operator are expressed as matrices act-
ing on the coefficient vectors CiℓmABC . A semi-implicit resolu-
tion in the Appendix B also uses Tau like methods for operator
inversion, handling numerically vectors of spectral coefficients
CiℓmABC .
In this section, the chosen explicit time marching scheme
is a classical second order Adams-Bashforth one, minimizing
dissipation. Again, only spectral coefficients are updated.
The chosen computational domain is the shell set of domains
described in the previous section ; Tau-matching is performed
at the innermost and outermost sphere, as well as at the Θ =
π/2 interface. In the diffusion transport problem of section 6, a
central sphere-like domain is added to the setting, in which the
representation of functions is the same as in the rest, and for
which numerical solutions have of course to be matched through
the outer interface (see again Section 6).
5.2. Time evolution of a uniform distribution
We assume our domain to be filled by a uniform plasma of con-
stant density n = n0, which at first is interacting with our radi-
ating particles only through coherent scattering. Absorption and
emission are disabled (which ensures particle number conser-
vation during the computation) and we start with the artificial
initial condition for the distribution function:
F(θ, φ,Θ,Φ, t = 0) =
(
1 + 2ωx + ωy +
1
2
ωz
)4
, 0 ≤ Θ ≤ π
2
F(θ, φ,Θ,Φ, t = 0) = 0, π2 ≤ Θ ≤ π. (28)
Taking advantage of the properties of the Liouville operator de-
scribed in Eq. (20), we know that at any time of the computation,
LsphF = 0. Monitoring the numerical validity of this property is
another way to assess accuracy of our approach.
Fig 3 presents particle conservation for this setting over time.
The slow drift we encounter only occurs at the level of com-
Fig. 3. Relative particle number conservation for the coherent
time evolution of a uniform distribution
Fig. 4. L0 norm of the non-isotropic terms in the spectral decom-
position of the distribution function: this is computed as the ratio
between the coefficient of the constant (isotropic) term in the de-
composition, rescaled to the sum of all other coefficients. This
serves as a reliable marker for the isotropisation process in the
evolution.
puter roundoff. We consistently obtain a relative error in par-
ticle number count smaller than 5.10−15 in double precision,
on timescales much larger than the dynamical timescale of the
simulation. The isotropisation process of the distribution func-
tion due to coherent scattering is also displayed on Fig 4. For
those results, the number of points used is (Nr, Nθ, Nφ, NΘ, NΦ) =
(33, 17, 16, 25, 16). A resolution time step takes about 20 sec-
onds in CPU time.
Using the same initial spatial profile for the distribution,
we now allow for energy dependence and non-coherent scatter-
ing by implementing the energy-dependent source terms set in
Eq. (10). The initial energy distribution is set to be a black body
one, at a temperature half the one of the plasma (kT/mec2 = .01
in our units). Conservation of the number of photons ensures
that F will approach a Bose distribution (see Eq. (13)) over time.
Using Nγ = 33 points in the energy dimension, a computational
time step takes about 33s.
In Fig. 5 we can observe the transition made from the initial
energy distribution to the final one, and appreciate the possible
observation of a low-energy condensation that is accessible even
6
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with a very limited number of points. It is obvious that a spe-
cific treatment of the low energy regime (by allocating a specific
spectral decomposition domain to this region, and increasing the
degree of spectral decomposition) would be necessary to study
such an effect quantitatively ; however, the goal of this work is
only to convince oneself that such study is, indeed, possible with
limited computational resources.
Fig. 5. Evolution of the energy distribution of F, showing the
transition to a Bose distribution and a low-energy condensation.
The middle and lower panel display this energy distribution at
four arbitrary consecutive times. No smoothing of the data has
been performed.
5.3. 5d coherent transport in a shell
We consider a spherical shell enclosing black body radiating par-
ticles through its outer surface R = R2. In the computed shell
domain resides a plasma with the following arbitrary density:
n(r, θ, φ) = n0[1+0.1(r sin θ cos φ cos θ)] [1 − (1 − r/R1)/(1 − r/R2)]8 .(29)
This plasma triggers coherent scattering, but again emission
and absorption processes are disabled for simplicity: we only
want to monitor the behaviour of a transport process. The shell
is initially free of any radiating particles, and the central object
emits continuously a particle flux following a Lambert law; this
leads to the inner boundary condition for F:
F(R1, θ, φ,Θ,Φ) = F0 cosΘ. (30)
This problem will be treated spectrally, except for the radial
direction r where we use a simple first order finite-difference
scheme. The reason behind it is a better treatment of the disconti-
nuity and a reduction of the overshooting in this direction that in-
evitably appears. Grid point numbers are (Nr, Nθ, Nφ, NΘ, NΦ) =
(129, 17, 16, 25, 16), and a time step is around 216s wall clock
time, again on a single core. Fig 6 presents distribution function
profiles at different time steps in the case of an optically thin
regime (optical depth with respect to the coherent scattering is
set to zero), or an optically thick one (in our arbitrary units, the
optical depth is set to 5). We are able to represent without any
problem the beaming effect occurring during the 5d transport,
which is also coupled to a large attenuation in the second case
(the loss of luminosity by 5 orders of magnitudes on a short dis-
tance is not altering the code precision, as can also be seen by a
check on the particle number conservation). It is obvious that in
the transparent case, an excessive beaming will eventually lead
to resolution issues in the angular directions ; this issue can be
cured again (at least locally) by treating a low Θ region sep-
arately (domain decomposition for the spectral treatment) and
assuming a better resolution at small angles. It is obvious that an
open free streaming region cannot be handled by our approach
in a clean way : one would have then to resort to less sophis-
ticated descriptions of the particle flux, and match to the exact
solver. We observe a clear discontinuity of F at the edge r = R1
of the domain, assuming a non-zero optical depth; it is a conse-
quence of our rather abrupt assertion for the radiation source to
be a pure Lambertian object. A more sophisticated approach for
the source would allow to get rid of such a feature, although this
computation proves that the code behaves well even in ill-posed
settings.
5.4. Stability and convergence conditions
We end this section by expliciting the stability conditions con-
straining the model evolution. In general, the maximal allowed
value for the time increment ∆t is determined by the most strin-
gent Courant condition in each dimension. In the 5-D hybrid ad-
vection code above, the stability condition gives an order of the
timestep limit as the minimum of the following values:
∆tr =
(R2 − R1)
N2r
,∆tθ =
1
Nθ
,∆tφ =
1
Nφ
,∆tΘ =
1
N2
Θ
,∆tΦ =
1
NΦ
, (31)
with notations introduced above. The most severe limitations are
given in the r and the Θ dimensions. In the example showed in
Fig.6, the timestep limit is ∆t = 5 × 10−3 (2000 timesteps) for
Nr = 129, NΘ = 17.
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Fig. 6. Profiles of the distribution function F along the directions r andΘ at time t = 4, 2 in our units. The upper left panel represents
angular profiles assuming zero optical depth for coherent scattering, whereas the upper right one corresponds to an optical depth
of 5 in our units. The two lower panels are radial profiles at different angles for the same time, and for an optical depth of 5.
The boundary values correspond to the thermal emission of a Lambertian object (a perfect black body here), and a non-re entrant
condition for the outer radius.
6. An example: neutrino transfer in a rotating
neutron star
The neutrino transfer in a hot rotating neutron star is a first step
towards solving the problem of a cooling neutron star (NS). We
consider a slowly rotating steady state neutron star with a given
neutrino distribution and we apply all the machinery described
above in computing the neutrino flux as function of time. We
consider this academic example simple enough but containing
difficulties that are present in a wide class of problems, like the
evolution of a proto-neutron star (PNS) for which hydrodynam-
ics and neutrino transfer are coupled. Once again, the emission
and absorption coefficients are omitted because their presence
does not add numerical difficulties, and their absence allows
us to test performances of the code like neutrino conservation,
continuity of the solution. In fact emission and absorption terms
can hide defects of the solution.
In what follows, we consider a slowly rotating NS (The
surface of the NS is only weakly deformed by the rotation), on
an axisymmetric equilibrium configuration determined by an
arbitrary equation of state.
Because of the symmetry, the transfer problem reduces to a
5-D problem: the variables are r, θ, Θ, Φ, the energy of the
neutrinos E plus the time t.
In the collision operator, only the nucleon scattering is taken
into account, and the approximation of coherent scattering is
used.
Because of the slow rotation, the plasma can be considered at
rest. Note that this approximation also holds for a PNS cooling
and shrinking gently. For a fast rotating neutron star, described in
a next section, we shall give an hint on how to treat the problem.
As already said, this example is used to show different diffi-
culties that are present in solving the above problem and how to
overcome them. For simplicity and without any loss of general-
ity we have chosen an analytic profile of mass density
n(r, θ) = n0
1 −
(
r
R∗
)2
+
1
2
(
2π
P
r
c
sin θ
)2 
1/(γ−1)
, (32)
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where n0 is the central density, R∗ the radius of the star, c the
light velocity, P the rotation period and γ mimics the polytropic
index (4/3 ≤ γ ≤ 2). For n0 = 4 × 1014 g.cm−3, R∗ = 15 km,
γ = 5/3 and P ≥ 3 ms, the mass of the star is 1.4 M⊙. The above
analytic expression of the matter density has the advantage to
be flexible and to mimic different equations of state. For realistic
applications, the profile density must be computed by solving the
G.R. equations for a steady state configuration. In this case, the
value of the mass density n(r, θ) is given in the sampling points
of the variables r and θ. The numerical grid defined in a such a
way will be called the master grid.
The main difficulties addressed in our example are:
1. How to handle the singularity at the center.
2. How to treat the large range of opacities, especially the
strong dependence on the neutrino energy E. Recall that the
neutrino cross section behaves as ∼ E2
We have not yet solved the r = 0 singularity problem in the
above formalism. Moreover, the opacity τ = nσt (σt being the
total scattering cross section) close to the center of the star can
be so large that it would require an excessively small time step.
In order to bypass this difficulty we propose to cut the r do-
main in two regions : a first one running from 0 to Rin (0 ≤ r ≤
Rin) and a second one running from Rin to R∗ ( R1 ≤ r ≤ Rim)
The value of Rin(E) is determined in a such a way that for a given
energy E the opacity τ in the domain 0 ≤ r ≤ Rin is larger than
a critical value τc for which the diffusion approximation holds.
Numerical experiments have shown that in the above example, τ
must be
τc ≥ 2 km−1 , (33)
in order that the diffusion approximation holds and and
τ ≤ 10 km−1 , (34)
to have an acceptable time step to solve the exact transfer
equation.
The way to proceed is the following : solve the diffusion
equation (See App. C)
∂F0(r, θ, E, t)
∂t
− τ(r, θ, E, t)∆F0(r, θ, E, t)
−∇ jF0(r, θ, E, t)∇ jτ(r, θ) = S (r, θ, E, t) , (35)
in the domain 0 ≤ r ≤ Rin. Note that, as it was already said,
the absorbtion and emission terms in S is put to 0 in the present
example. Then solve the exact transfer equation in the domain
R1 ≤ R∗ and then match the two solutions (Here S (r, θ, E, t) are
the source terms generated by absorption and emission and ∆ is
the Laplacian in spherical coordinates.
∆ =
∂2
∂r2
+
2
r
∂
∂r
+
1
r2
(
∂2
∂ θ2
+
cos θ
sin θ
∂
∂θ
)
. (36)
The diffusion equation is solved with a semi-implicit scheme
(Gottlieb & Orszag 1977). After expansion in Legendre polyno-
mials P0l (θ) a second order time scheme can be written with ob-
vious notations at the time t j+1 for a given energy E
F j+10 l (r, E) − τmax∆lF j+10 l
dt
2
= F j0 l −
dt
2
τmax∆lF j0 l
+
[
(τ(r, θ E) − τmax)∆F0 − ∇ jF0∇ jτ + S
] j+1/2
l
dt , (37)
where
∆l =
d2
dr2
+
2
r
d
dr −
1
r2
l (l + 1) , (38)
with τmax the maximum value of τ in the domain and dt the
time step. The terms at time j + 1/2 are obtained by extrapo-
lation using the terms at the time j − 1 and j . The singularity
at r = 0 is handled by choosing an expansion on a polynomial
basis that has good analytical properties at r = 0. The scheme
is unconditionally stable (Bonazzola et al. (1999)). Moreover, in
Eq.(37) the matrix of the operator at the L.H.S can be reduced to
a penta-diagonal matrix.
6.1. The mono energetic case
In this section the conservative formulation of the transport
equation will be used and the dependence of F on E will be
omited .
We take an averaged cross section σD
σD = σDνn + σ
D
νp, (39)
from Bruenn (1985) : for neutrino neutron scattering
σDνN = AνN
(
1 − 13ω · ω
′
)
, σTν N = 4 πAνN , (40)
and for protons
σDνP = Aν P
(
1 − 1
10ω · ω
′
)
, σTνP = 4 πAνP. (41)
Let us consider some mono energetic neutrinos with E =
3 MeV. We take Rin = 11.4 km. We form two domains, 0 ≤
r ≤ Rin and Rin ≤ r ≤ R∗. In the first domain the optical
depth is τ ≥ 5. In this domain we shall solve the diffusion
equation by using spectral methods. The grid in the first domain
has a Chebyschev decomposition for r sampling points (the θ
sampling points are unchanged). In the second domain a uni-
form grid is defined. (We use the hybrid version of the trans-
port equation, i.e. the r dependence of the variables are treated
with a finite difference scheme). We consider a 1.41 M⊙ neu-
tron star with a rotation frequency of 637 Hz (corresponding to
Ω = 4000 rad.s−1), and a ploytropic index γ = 5/3. The matter
density is given by Eq.(32).
We define the matter density function n(r, θ) on the
two grids7. We shall introduce the obvious notations n1(r, θ),
n2(r, θ) and F1, F2 defining quantities in the domains (1) and (2).
6.2. Matching
Matching of the two solutions F1 and F2 at r = Rin cannot be
exact. In fact the solution F1 obtained with the diffusion approx-
imation contains only two moments F0 and F1
F1(r, θ,Θ,Φ, t) = F01(r, θ, t) + 3F11(r, θ, t) · ω , (42)
7 In our case, the function n(r, θ) is analytic, but in a general case, one
would have to perform an interpolation.
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where (see App. C)
F11 = −
1
3τ∇F
0
1 . (43)
On the contrary, the exact solution F2 contains a large num-
ber of moments, consequently the matching cannot be exact.
To overcome this difficulty we perform an averaged match-
ing that conserves the number of neutrinos and we impose an
averaged continuity of F1 and F28.
Before we explain the way to proceed, we have to recall that
the solution of the second order diffusion equation admits two
homogeneous solutions H1(r, θ, t) and H2(r, θ, t). One of the ho-
mogeneous solution is used to handle the coordinate singularity
at r = 0 (9), the second one is used to satisfy the boundary con-
ditions at r = Rin for each value of θ and at each time t j.
As it was already stated, boundary conditions at r = Rin
can be imposed on the solution of the full transport equation
F2(r, θ,Θ,Φ, t) only in the case 0 ≤ Θ < π/2 (see section 2). At
each time step t j we impose the following boundary conditions
(B.C.) for F2
F2(Rin, θ,Θ,Φ, t j) = F2(Rin, θ, π/2,Φ, t j) + β cos θ, (44)
where β is determined together with the boundary conditions
of F1, so that
∫ 2π
0
dΦ
∫ π
0
F1(Rin,Θ,Φ) dΘ
=
∫ 2π
0
dΦ
[∫ π/2
0
(F2(Rin, θ,Θ,Φ) + β cosΘ)dΘ
+
∫ π
π/2
F2(Rin, θ,Θ,Φ) dΘ
]
, (45)
and the flux conservation
∫ 2π
0
dΦ
∫ π
0
F1(Rin, θ,Θ,Φ) cosΘ dΘ =
∫ 2π
0
dΦ
[∫ π/2
0
(F2(Rin, θ,Θ,Φ) + β cosΘ) cosΘ dΘ
+
∫ π
π/2
F2(Rin, θ,Θ,Φ) cosΘ dΘ
]
. (46)
By taking into account the Eqs.(43) and (42), the system
of equations Eqs.(45) and (46) reads (matching the distribution
function)
4πF01(Rin, θ) =
∫ π/2
0
F2(Rin, θ, π/2,Φ)dΦ
+
∫ 2π
0
dΦ
∫ π
π/2
F2(Rin, θ,Θ,Φ) dΘ+ πβ, (47)
and as for the flux conservation
8 In the same spirit as the Marshak approximation for imposing
boundary conditions.
9 For more details see Bonazzola et al. (1999).
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Fig. 7. Neutron star barionic density profile, equatorial and polar
density.
−4π3τ
∂F0(Rin, θ)
∂r
=
∫ 2π
0
dΦ, [F2(Rin, θ, π/2,Φ)
+
∫ π
π/2
F2(Rin, θ,Θ,Φ) dΘ
]
+
2
3πβ. (48)
As it was already stated, the unknown of the system are
the boundary condition F1((Rin, θ, t j) and the coefficient β. Note
that once F1(Rin, θ, t j) is given, its derivative with respect to r is
known.
6.3. The multi-energy case
To treat a full energy spectrum, we discretise the energy spec-
trum. Let NE be the number of sampling points and E j the neu-
trino energies. The straightforward way to proceed is to define
two secondary grids for each value of the energy E j. Actually
we do not need so many secondary grids, we can form groups of
energies for which the relations given by Eqs.(33) and (34) hold.
In our example for a neutrino energy spectrum with 1.5 MeV ≤
E ≤ 15 MeV a partition of the spectrum can be, for instance,
such as described in table 1, which shows that only 6 secondary
grids are required.
Here we present the results: The matter density distribution
at the pole and at the equator of a rotating star with a rotation
frequency of 637 Hz is shown in Fig. 7. In what follows, we
shall use this rotation frequency.
Figure 8 shows the initial neutrino distribution function at
time t = 0. This distribution depends only on r. The code runs
until the flux at the surface of the star reaches its maximum at
the time t = T (See Fig. 9).
Figures 10 show the neutrino distribution function for θ =
0 and θ = π/2 averaged on Θ and Φ at energies respectively
of 1.6 MeV, 2 MeV and 5 MeV. The star on the r = Rin axis
indicates the separation of the two grids. The optical depth at
r = Rin was chosen to be σn = 5 km−1. Note the good matching
of the two solutions.
Figure 11 shows the neutrino distribution function averaged
on θ and Φ at the grids separation point in the case of a neutrino
energy E = 2 MeV. Note that that the function is very smooth
across the axis Θ = π/2
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Table 1. Spectrum partition for different radius.
Energy (MeV) Radius Rin (km)
1, 5 4.35
2.0 7.7
3 − 4 11.0
5 − 7 13.3
8 − 10 13.8
11 − 15 14.35
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  2  4  6  8  10  12  14  16
f
r [km] 
initial distribution function
Fig. 8. Initial conditions: Neutrino distribution function at time
t = 0 This initial distribution is the same for the three energies
taken into account (1.6 MeV, 2 MeV, 5 MeV)
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x
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neutrino flux
Fig. 9. Neutrino flux at the surface of the star, with a neutrino
energy of 2 MeV. The x axis represents the time in free fly unit
τ = R/c
Figure 12 shows shows the neutrino distribution function
f (R, θ,Θ,Φ, 2 MeV) averaged on θ and Φ at the surface of the
star. Note that the boundary conditions (outgoing flux) is exactly
fulfilled.
Fig. 13 shows the neutrino conservation relative error as a
function of time (with a neutrino energy E = 2 MeV).
The diffusion approximation holds only when the opacity
σ n → ∞. In order to estimate the relative error as function
of the thickness σ n, the error ǫ is defined by
ǫ =
1
P0

6∑
l=2
P2l

1
2
, (49)
where
Pl =
∫ 2π
0
dΦ
∫ π
0
sinΘ dΘ
∫ π
0
P0l (Θ)F(Rin, θ,Θ,Φ, T ) sin θ dθ, (50)
where, again, T is the time at the end of the run and P0l (Θ)
are the Legendre polynomials.
Fig. 14 shows the dependence of the error ǫ on the optical
thickness σ n. When moments P>2 = 0, the error vanishes to a
good approximation.
Analogous errors are found for different energies. It seems
that an optical thickness nσ ∼ 5 km−1 at the grids separation is
a good compromise.
6.4. Convergence
An efficient test to check the accuracy of the code consists in
studying the behavior of the amplitude of Chebyschev-Fourier
coefficients as a function of their order. Fig. 15 shows the be-
haviour of the Chebyschev normed coefficients of the expansion
in θ of the averaged solution.
Gθ(r, θ) =
∫ 2π
0
dΦ
∫ π
0
F(r, θ,Θ,Φ, T ) sin Θ dΘ. (51)
For r = Rin and r = R we see that there exists a break of the
slope of the coefficients when the amplitude of the coefficients
is ∼ 10−8. This behavior is due the fact that the matter density
derivative with respect to θ is discontinuous close to the surface
of the star (See Fig 1).
Note that only 8 coefficients are required to reach an accu-
racy of 10−5. Here the number of coefficients is 17, but the odd
coefficients vanish because of the equatorial symmetry of the
problem.
Fig. 16 shows the Chebyschev normed coefficients of the av-
eraged functions GΘ(r)
GΘ(r,Θ, T ) =
∫ 2π
0
dΦ
∫ π
0
F(r, θ,Θ,Φ, t) sin θ dθ. (52)
Analogously, Fig. 17 shows the behaviour of the Φ coeffi-
cients. Note that all the coefficients vanish, as expected, expo-
nentially when their number increase.
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Fig. 10. 1.6 MeV, 2 MeV and 5 MeV neutrino distribution for
θ = 0 and θ = π/2 at time t = T (in the 1.6 MeV, only one is
represented because both θ = 0 and θ = π/2 are indistinguish-
able). The separation on the x axis marks the boundary of the
two grids (see text).
6.5. Fast rotating star
In the case of a fast rigidly rotating star, the centrifugal force
strongly deforms the surface of the star. The deformation gen-
erates a derivative discontinuity of the matter density in the
spherical grid, where the steady state configuration of the star
 0.1155
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 0.119
 0.1195
 0.12
 0  0.5  1  1.5  2  2.5  3
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Fig. 11. 2 MeV averaged neutrino distribution function as a func-
tion of Θ at r = R∗ at time t = T
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 0.0005
 0.001
 0.0015
 0.002
 0  0.5  1  1.5  2  2.5  3
f
Θ
θ=pi/2
θ=0
Fig. 12. 2 MeV averaged neutrino distribution function as a func-
tion of Θ at the surface of the star
is computed. Remember that spectral methods loose their effi-
ciency when discontinuities appear. In order to overcome this
difficulty we propose the adoption the method used in comput-
ing the steady state configuration of a fast rotating star.
We make a coordinate transformation
r
′
= r + r3 f (θ) , (53)
where f (θ) determines the surface of the star. The Liouville
operator Lsph is slightly modified but there is no change in the
outlined procedure.
The problem is that the plasma is not at rest and violates
the validity of the hypothesis we have taken. To overcome this
difficulty we propose a reference frame transformation using a
coordinate transformation
φ
′
= φ + Ωt. (54)
In this comoving frame, the matter is at the rest. We have to
solve the transfer equation modified by the metric terms gener-
ated by the rotation (see e.g. Debbasch & van Leeuwen (2009)
for a derivation of the equation with the metric terms taken into
account).
12
S. Bonazzola, N. Vasset & B. Peres: Solving the transport equation with 6D spectral methods
-4e-06
-3.5e-06
-3e-06
-2.5e-06
-2e-06
-1.5e-06
-1e-06
-5e-07
 0
 0  10000  20000  30000  40000  50000  60000
R
el
at
iv
e 
er
ro
r
τ
Relative error
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We conclude this section by describing a strategy to com-
pute the cooling of a neutron star. The numerical problem lies
in the presence of two characteristic times, τ1 and τ2. τ1 is the
neutrino propagation time within the star (of the order of a few
milliseconds, see Fig 6). The second one τ2 is the characteristic
time given by the heat capacity of the star and the energy flux.
τ2 is of the order of years. In order to overcome this difficulty,
we proceed with a two times technique.
Consider a NS at time t = 0 with a null neutrino distribution.
Let T (r, 0) be its temperature profile. By tacking the density and
temperature profile fixed, let the neutrino density F(r, θ,Φ, t)) re-
lax towards a steady state regime. (Of course the neutrino emis-
sion and absorption coefficients are taken into account). The first
step can be time consuming, if the initial neutrino distribution
is far from the steady state one. Once a steady state regime is
reached, by using the neutrino flux we can compute the new tem-
perature distribution of the star, the flux being considered frozen.
With the new frozen temperature we re-compute the new neu-
trino distribution. The number of time steps required to reach the
new steady sate neutrino distribution function is much shorter
than the previous one because we start from a distribution close
to the relaxed one.
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Fig. 15. 2 MeV logarithm of averaged amplitude of θ coefficients
expansion divided by the first coefficient, at r = R∗ (lower plot)
and at r = R (upper plot)
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Fig. 16. 2 MeV logarithm of averaged amplitude of Θ
Tchebitchev expansion coefficients, divided by the first coeffi-
cient, at r = R
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Fig. 17. 2 MeV logarithm of averaged amplitude of Φ Fourier
expansion coefficients divided by the first coefficient at r = R∗
(lower plot) and at r = R
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7. Conclusion
The aim of this numerical work was to assess a “proof of princi-
ple” for the treatment of the full transport equation in 6D spheri-
cal coordinates in a single core processor, in reasonable physical
and computational situations, and by means of the use of spec-
tral methods in phase space. We emphasize the fact that as far as
we know, a 6-dimensional approach in spherical-like coordinates
has never been attempted before, and that consequently no com-
parison with existing works can be made. A particular setting
of the computational grid is necessary for treating singular be-
haviour of some terms in the Liouville operator. Meaningful nu-
merical results are obtained in a very reasonable computational
time, the most time consuming operation being the computation
of the Liouville operator. For problems where Fokker-Planck-
like approximations can not be used, it is possible that the most
consuming computation would be related to the collision term,
in which the thermal distribution of the plasma has to be taken in
to account. (See Eq.(14)). We believe that spectral methods are
suited to build an efficient algorithm for the treatment this prob-
lem. We have also seen that the use of a fully spectral scheme
in treating the advection term can turn out to be useful if re-
duction of the CPU time is a priority. We believe that by using
fairly reasonable parallel computation on a small-scale cluster,
one would be able to perform multiple runs in physically relevant
6-dimensional settings and in a really quick fashion. Although
we are aware of the fact that several ingredients are still to be
added to the transport description to use it in a physically rele-
vant radiation hydrodynamics code, our results support the fact
that no fundamental technical difficulty should arise in tackling
those issues.
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Appendix A: Particle conservation in the transport
equation
We will concentrate here on the pure coherent scattering case of
transport equation for photons, which writes:
1|
c
∂ F
∂t
+ Lsph F + σtF −
∫
4π
σd(ω · ω′ ) sinΘ′dΦ′ = 0. (A.1)
The above equation can be written, after multiplication by the
element volume of the space of phase r2 sin θ sinΘ as
1
c
∂
∂t
(
Fr2 sin θ sinΘ
)
+
∂
∂r
(
Fr2 sin θ sinΘ cosΘ
)
(A.2)
+
∂
∂θ
(
Fr sin2 Θ sin θ cosΦ
)
− ∂
∂Θ
(
Fr sin2 Θ sin θ
)
(A.3)
+
∂
∂φ
(
Fr sin2 Θ sinΦ
)
− ∂
∂Φ
(
Fr sin2 Θ cos θ sinΦ
)
(A.4)
+r2 sinΘ sin θ
(
σtF −
∫
4π
σd(ω · ω′) F sinΘ′dΘ′dΦ‘
)
= 0.(A.5)
After an integration on r, θ, φ, Θ, Φ, and provided the detailed
balance condition (Pomraning 1973)
σd( γ‘ → γ,ω′ → ω) = σd( γ → γ′ ,ω→ ω′) (A.6)
holds, we obtain
∂N
∂t
+ JR2 − JR1 = 0, (A.7)
where
N =
∫ R2
R1
r2 dr
∫
4π
sin θ dθ dφ
∫
4π
sinΘdΦF (A.8)
is the number of particles and
JR2 = R22
∫
4π
sin θ d θ dφ ×
∫
4π
sinΘ cosΘ dΘ dΦF(t,R2, θ, φ,Θ,Φ) (A.9)
is the flux of ingoing (outgoing) particles into the surface r = R2
of the spherical shell R1 ≤ r ≤ R2. The same definition holds for
JR1 with respect to the radius R1. This is a conservative form of
the transport equation (A.1).
In the general case when energy dependence is taken in to
account, the photon number conservation is obtained after inte-
gration on the energy γ = hν/mc. If induced scattering processes
are also considered, The conservation equation Eq (A.7) is ob-
tained thanks to the detailed balance condition (A.6).
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Appendix B: Enhanced spectral treatment in 2-D
case: The conservative formulation
We present a spherically symmetric version of an algorithm for
a spectral treatment, amounting to the 2-D case F(r,Θ, t) for the
distribution function, and restricted to coherent Thompson scat-
tering interactions. This approach is useful to show how the a
prospective full spectral treatment should be handled, and how
its inherent difficulties can be overcome. As opposed to what we
did previously, we shall now use the conservative form expli-
cated in Eq.(A.2)) for the numerical representation of the distri-
bution function: We introduce the new function (see Appendix
A)
ˆF(r,Θ, t) = r2 sinΘF(r,Θ, t) (B.1)
Using the previously defined value for the total Thompson cross
section σTot in photon scattering, the 2-D conservative form of
the transfer equation reads, after integration on the Φ angle10:
∂ ˆF
∂t
+ cosΘ
∂ ˆF
∂r
− 1
r
(
sinΘ
∂ ˆF
∂Θ
+ cosΘ ˆF
)
= n(r)σTot ×
[
− ˆF(r,Θ, t) + 38 sinΘ∫ π
0
(
1 + (cosΘ cosΘ′)2 + 1
2
(sinΘ sinΘ′)2
)
ˆF(r,Θ′, t)dΘ′
]
(B.2)
We shall consider the same boundary problem that the one pre-
sented in the 5-D hybrid case, namely ˆF(r,Θ, t = 0) = 0 as
initial value, ˆF(R1,Θ, t) = cosΘ sinΘ for 0 ≤ Θ ≤ π/2 and
ˆF(R2,Θ, t) for π/2 ≤ Θ ≤ π. The time evolution will lead to a
discontinuous solution in the radial direction. Spectral methods
are not suited to handle this kind of problem. In order to show
that, consider the simple advection equation
∂Φ
∂t
+C ∂Φ
∂r
= 0, (B.3)
where C > 0 is a constant and R1 ≤ r ≤ R2, with the initial
data Φ(r, 0) = 0 and the boundary condition Φ(R1, t) = 1. This
problem is clearly analogous to ours, although simpler; it is also
well known that the solution is an Heaviside function Φ(r, t) =
Θ(r − Ct) propagating in our setting from the inner radius R1 to
the outer radius R2 at velocity C. We expect to obtain a solution
to our problem with similar properties. As we have already said,
spectral methods are in general not well suited to treat discon-
tinuous solutions, except if some algorithm is used to smear out
the solution (Gottlieb & Orszag 1977). In particular, it is pos-
sible to introduce viscosity in the spectral scheme, which can
be partly treated in the coefficient space (Bonazzola & Marck
1990). However, such a scheme would have severe effects on
conservation laws in our case. In what follows, we shall show an
algorithm which attempts to overcome such difficulties.
A classical first order implicit time discretisation to the sim-
ple advection problem above (the so-called Euler method) leads
to
Φ j+1(r) = Φ j(r) −C∆t∂Φ
j+1
∂r
, (B.4)
10 This formulation allows to us to check the conservation law term
by term: After an angular integration on Θ, the right-hand side and the
second term on the left-hand side of the Eq.(B.2) vanish. The integrated
first term on the left expresses then exactly the balance in radial flux.
where Φ j is the value of the solution at time t = j∆t. and ∆t is
elementary time interval. We solve the above equation by mak-
ing an expansion in Chebyshev polynomials, imposing boundary
values using a classical Tau approach (Gottlieb & Orszag 1977)
and with different values of the parameter ∆t.11
Fig. B.1. shows the numerical and analytical solutions ob-
tained with Nr = 65 points in the propagation direction and
∆ t = 3(R2−R1)/(C N2r ) (this corresponds to 3 times the maximal
value satisfying the stability Courant condition for an explicit nu-
merical scheme). As expected, we observe strong oscillations in
the solution due to the Gibbs phenomenon occurring at the so-
lution discontinuity. Note that the propagation velocity for the
solution seems however to be empirically correct.
Numerical and analytical solutions using the much bigger
value ∆t = 24(R2 − R1)/(CN2r ) are displayed in Fig. B.1. While
oscillations have disappeared, the numerical solution is spread
out (the numerical propagation velocity being still correct). We
have found experimentally that a value of about
∆ topt =
8
CN2r
(R2 − R1) (B.5)
gives the best results, as shown in Fig. B.1. The above value
seems quite independent on the number of spectral radial points:
It holds for 17 ≤ Nr ≤ 257 in this particular problem. On the
contrary, we have observed that a second order scheme of the
type:
Φ j+1 +
C∆t
2
∂Φ j+1
∂r
= Φ j − C∆t
2
∂Φ j
∂r
(B.6)
leads to an incorrect propagation velocity.
In order to compare the results obtained with the first order finite
difference scheme and the spectral one, we plot the values for the
derivative ∂rΦ (see Fig. B.1. We recover similar results for the
amplitude of derivatives when the grid point number ratio be-
tween the finite differences scheme and the spectral one is about
five (330 points versus 65). The size ratio mentioned in the in-
troduction seems then to be verified. Finally, Fig. B.2 shows the
error on the conservation of particles for this scheme, namely the
verification of the identity:
∂
∂t
∫ R2
R1
Φ(r, t)dr +C (Φ(R1, t) −Φ(R2, t)) = 0. (B.7)
The above simple and fast algorithm seems indeed to be able
to handle correctly the discontinuities in the solution, keeping
conservative features at the same time. It is tempting to apply it
in solving the Eq.(B.2). Let us write this equation in the follow-
ing effective way:
ˆF j+1k − cosΘk
∂ ˆF j+1k
∂r
∆ t = ˆF jk + ∆ tS
j+1/2
k (B.8)
where ˆF jk = ˆF(r,Θk, t j),Θk is the value of the discretised variable
Θ, and S k contains all differential terms on ˆF, taken on the same
values, appearing in Eq. (B.2). The coefficient in front of ∂r ˆF de-
pends on the variable Θ. As a consequence, we cannot a priori
define a consistent optimal value ∆topt for every value of Θ as in
Eq.(B.5). Moreover, we want to be free in choosing the value of
∆t, which will in general be constrained by a Courant stability
11 The matrix of differential operator in the Chebychev basis can be
reduced easily thanks a linear combination of the lines, to a a tridiagonal
matrix. This leads to a considerable speedup of the algorithm.
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Fig. B.1. Resolution of the advection problem for a shock profile using spectral methods. The left panels show the radial profile
for different choices of the time step, along with the analytical solution (interpolated to the spectral grid) and a finite-difference
solution (lower left panel). In the spectral solver, the number of grid points is Nr = 65, whereas in the finite-difference solver, the
choice Nr = 325 is made. The right panel shows a comparison for the values of the function derivative in the spectral cases and the
finite difference one. The amplitude of the derivative is a good indicator of the diffusivity of the numerical scheme. Note that the
derivative of spectral solution is larger than the one of the finite difference scheme. The value C=1 is here chosen.
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Fig. B.2. Relative variation of particle number at a given time
step,
condition, either related to the transport equation itself or an ad-
jacent hydrodynamic scheme. We proceed then in the following
way: consider first an time explicit version of Eq. (B.8):
ˆF j+1 = ˆF jk + cosΘk
∂ ˆF jk
∂r
∆ t + ∆ tS jk. (B.9)
This can be viewed as a set of NΘ equations, where terms are
evaluated for each value of the discretized angle Θk. We define
for each of those angles an optimal time step:
∆tkopt =
8
cos(Θk)N2r
(R2 − R1). (B.10)
If ∆tkopt ≥ ∆t, we compute the variation
G jk(t) = ˆFk(t j + ∆tkopt) − ˆFk(t j) = ∆tkopt cosΘk
∂ ˆFk(t j)
∂r
. (B.11)
A simple linear interpolation is then performed to obtain the
updated value for ˆF j+1k :
ˆF(r,Θk, t j + ∆t) = ˆF j+1k = ˆF jk +G jk cosΘk
∆ t
∆ tkopt
+ ∆tS jk. (B.12)
The case ∆ t > ∆ topt is treated by introducing an intermedi-
ate time interval
tkint = ∆ t/K ≤ ∆ tkopt, (B.13)
where K is the smallest integer satisfying the above relation, and
performing the numerical integration K times per global time
step.
In the implicit setting of Eq. (B.8) and with ∆tkopt ≥ ∆t, we
slightly correct the previous scheme by defining:
G jk,ǫ(t j) = ∆tkopt cosΘk
∂ ˆFk(t j)
∂r
+ ǫ(∆tkopt)2, (B.14)
where the real parameter ǫ is tuned in the algorithm so that the
partial update
ˆF j+1∗k = ˆF
j
k +G
j
k,ǫ cosΘk
∆ t
∆ tkopt
(B.15)
satisfies exactly a radial flux balance for particle number. The
update is completed by the implicit first-order step
ˆF j+1k = ˆF
j+1∗
k + ∆tS
j+1
k . (B.16)
The case ∆ t > ∆ topt is also performed by splitting time up-
dates as in Eq. (B.13).
Fig. B.3. Relative variation of particle number at a given time
step, for the hybrid resolution of the 2D transport equation (B.2).
The number of spectral points is Nr = 65., with two finite dif-
ference zones of 30 radial grid points at the edges. The error is
mainly due to the differential term on Θ. It decreases exponen-
tially when the number of grid points in Θ increases.
In solving the Eq.(B.2) in the domain represented in Fig. 2,
strong oscillations due to discontinuities may appear near the
edges of the interval, if the plasma density there does not vanish
(see Sect. 5.2 and Fig. 6). A spectral resolution is in principle
not able to handle these oscillations. To overcome this problem,
We have split the interval in 3 sub-intervals, two of them being
close to the radial edges of the main interval, and each outer sub-
interval having a width of 0.1 of the main interval. The solution
in the sub intervals is computed with a finite difference scheme,
using 30 grid points. The solution in the largest central interval
is computed with the spectral scheme presented just above, us-
ing 65 spectral points and again performing an expansion on a
Chebychev polynomial basis. A Chebychev polynomial expan-
sion is also, as before, used to treat the Θ dependence.
Results on Fig. B.3 show the conservation of the number
of particles using this approach, with the settings of Sect. 5.2.
This shows the validity of our scheme in the bulk and at domain
boundaries, and the accuracy of the conservative formulation in
this 2D example.
Once known ˆF = r2 sinΘF, the distribution function F is
recovered easily by manipulating the coefficients in the spectral
decomposition; the division by sinΘ is nicely handled in the co-
efficient space, whereas the division by r is performed in the
configuration space.
In this test, 25 points are used in the Θ direction, and (30 +
25 + 30) points in the radial direction for finite difference and
spectral zones. The only Courant constraint for the timestep in
the radial direction comes from the finite-difference zones, as an
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implicit spectral resolution in the radial direction is performed
in the central domain. The timestep used is then ∆t = 5 × 10−3.
In conclusion, treating the transport equation with a fully
spectral code is not straightforward. In the above (hybrid) ex-
ample in the radial direction, the simulation requires a total of
125 grid points in r. As shown previously, in order to obtain the
same accuracy with a first order finite scheme, a rough number
of 330 grid points would be necessary. This leads to a size ratio
of 2.64, two times less than previously expected.
It is possible that the advantage of a spectral scheme reduces
with more sophisticated higher order finite differences schemes.
However, to match the performances of the presented approach,
such a scheme should be of order 2 or more, exhibit weak diffu-
sivity and show no oscillations due to discontinuities.
Appendix C: The two moments approximation:
Diffusion and telegraph equation
The two moments approximation consists of making a spherical
harmonics expansion in Θ andΦ and neglecting all the moments
higher than one. We obtain the well known diffusion equation
and the telegraph equation that can turn out to be interesting in
the case of fast time variability of the matter density.
Let us write the transfer equation for neutrinos in the general
form
1
c
∂F
∂t
+ ∇F · ω + n(r, θ, φ)+[
4 πF(r, θ, φ,Θ,Φ, t)
−
∫ 2π
0
dΦ′
∫ π
0
(a + bω · ω′ )F(r, θ, φ,Θ′ ,Φ′ , t) sinΘ′dΘ′
]
= S (r, θ, φ, t), (C.1)
where a(E) + b(E)ω · ω′ is the differential neutrino nu-
cleon cross section σD, n(r, θ, φ) is the baryonic density, and
S (r, θ, φ, t) contains the source terms. We consider only the two
first moments:
F(r, θ, φ,Θ,Φ, t) = F0(r, θ, φ, t) + 3 F1(r, θ, φ, t) · ω . (C.2)
By averaging over Θ and Φ: 1/4π
∫
Ω
dΩ we obtain
1
c
∂F0
∂ t
+ ∇ · F1 = S . (C.3)
After multiplying F(r, θ,Θ,Φ, t) by ω, averaging over the
solid angle gives
1
c
∂F1
∂t
+
1
3∇F
0 + τ˜F1 = 0, (C.4)
where τ˜ is the optical dept
τ˜ = 4 π
(
a(E) − 13b(E)
)
n(r, θ, φ, t). (C.5)
The Eddington (or diffusion) approximation consists in ne-
glecting the time derivative in Eq.(C.4). In this case we have the
Fick law
F1 = − 13n τ˜∇F
0 , (C.6)
and the diffusion equation reads
1
c
∂F0
∂t
− ∇ j
(
1
˜3 τ
∇ jF0
)
= S . (C.7)
We propose to go further with the approximation. To do this,
take the time derivative of Eq.(C.3)
1
c2
∂2F0
∂t2
+
1
c
∂∇ jF1 j
∂t
=
1
c
∂ S
∂t
, (C.8)
and take the divergence of Eq.(C.4)
1
c
∂∇ jF1, j
∂t
+
1
3
(
∆F0 +
(
∇ jτ˜
)
F1 j + τ˜∇ jF1 j
)
= 0. (C.9)
By replacing ∂∇ jF1 j/∂t in Eq.(C.8) we obtain
1
c2
∂2 F0
∂t2
− 13
(
∆F0 +
(
∇ j τ˜
)
F1 j + τ˜∇ jF1 j
)
=
1
c
∂S
∂t
. (C.10)
In the above equation the term∇ jF1 j comes from the one ob-
tained in Eq.(C.3) and (∇ jτ˜)F1 j comes from Eq.(C.4) in which
the time derivative is neglected. In the end, we obtain the follow-
ing telegraph equation
1
τ˜
(
3
c2
∂2F0
∂t2
− ∆F0
)
+
1
c
∂F0
∂t
−∇ j
(
1
τ˜
)
∇ jF0 = S + 1
cτ˜
∂S
∂t
.(C.11)
When the time variations are weak, we recover the diffu-
sion equation, Eq.(C.7). The propagation velocity of the signal
is ≤ c/
√
3 which is more satisfactory, in a relativistic context,
especially when the matter motion is close to the velocity of the
light, than the diffusion equation which gives an infinite propa-
gation velocity. Note that if τ˜ is constant the result is exact.
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