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Abstract. The radius of comparison is an invariant for unital C∗-algebras
which extends the theory of covering dimension to noncommutative spaces.
We extend its deﬁnition to general C∗-algebras, and give an algebraic (as
opposed to functional-theoretic) reformulation. This yields new permanence
properties for the radius of comparison which strengthen its analogy with
covering dimension for commutative spaces. We then give several applications
of these results. New examples of C∗-algebras with ﬁnite radius of comparison
are given, and the question of when the Cuntz classes of ﬁnitely generated
Hilbert modules form a hereditary subset of the Cuntz semigroup is addressed.
Most interestingly, perhaps, we treat the question of when a full hereditary
subalgebra B of a stable C∗-algebra A is itself stable, giving a characterization
in terms of the radius of comparison. We also use the radius of comparison to
quantify the least n for which a C∗-algebra D without bounded 2-quasitraces
or unital quotients has the property that Mn(D)i ss t a b l e .
1. Introduction
There are many invariants for C∗-algebras which are meant to capture a non-
commutative version of covering dimension. They all recover, or are at least pro-
portional to, the covering dimension of a locally compact Hausdorﬀ space X when
applied to the commutative C∗-algebra C0(X). Their behaviour for more general
C∗-algebras, however, can be quite diﬀerent. The aim of this paper is to expand
the theory of one of these invariants: the radius of comparison. This invariant may
be thought of roughly as being the minimum diﬀerence in rank required between
positive operators a and b in a C∗-algebra A before b can be conjugated to an
element arbitrarily close to a. It was introduced in [19] with a view to providing
a theory of “moderate dimension growth” for AH algebras, the existence of which
was suggested by the ﬁrst named author in [2]. It has since proved useful in distin-
guishing simple C∗-algebras having the same K-theory and traces (see [20] and [8]);
[8] is particularly interesting, as it suggests a connection between the radius of com-
parison of a crossed product C∗-algebra and the mean dimension of the underlying
topological dynamical system.
Some of the basic properties of the radius of comparison were established in [19],
but two important questions were left open: how does the invariant behave with
respect to direct limits and quotients? Here we use an algebraic reformulation of the
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radius of comparison to answer these questions: the radius of comparison is lowered
by passage to a quotient, and is lower semicontinuous with respect to inductive
limits. The latter result is applied to exhibit a large class of C∗-algebras with
ﬁnite radius of comparison, namely, the ASH algebras of linear or “ﬂat” dimension
growth ([18]).
The Cuntz semigroup encodes a great deal of the structure of a C∗-algebra,
including its ideal lattice, its (pre)ordered K0-group (in the stably ﬁnite, unital
case), and, under some local approximation assumptions, the presence of Z-stability
([22]). The radius of comparison is an invariant of the Cuntz semigroup, and it is
therefore natural to ask what it can tell us about the structure of a C∗-algebra.
We ﬁrst consider the question of when a σ-unital full hereditary subalgebra B of a
stable C∗-algebra A is itself stable. Two natural necessary conditions, collectively
termed property (S) in [13], are that B have no bounded 2-quasitrace and no unital
quotients. When is property (S) suﬃcient? Rørdam proved in [16] that the answer
is “not always”, even for simple algebras. Here we prove that property (S) suﬃces
for stability if the radius of comparison of A relative to the inﬁnite element of
its Cuntz semigroup is zero; if projections are ﬁnite in each quotient of A,t h e n
the suﬃciency of property (S) is equivalent to the said vanishing of the radius of
comparison. As a consequence, we prove that the suﬃciency of property (S) for the
stability of a σ-unital hereditary subalgebra B of A⊗K is equivalent to the presence
of the ω-comparison property of Ortega-Perera-Rørdam in the Cuntz semigroup of
A. As a further consequence, we obtain that a C∗-algebra with ﬁnite radius of
comparison enjoys the Corona Factorization Property of Ng and Kucerovsky.
In proving the insuﬃciency of property (S) for stability, Rørdam constructs a
simple C∗-algebra A which is not stable, but for which M2(A) is stable. This raises
a question: given a C∗-algebra B, what is the least n such that Mn(B)i ss t a b l e ?
Of course, one must restrict to algebras with property (S) in order to have any
chance of such an n existing. We give a complete answer to the question: when A
has property (S), the least n which suﬃces is exactly one more than the normalised
radius of comparison of the unitization of A.
Elements of the Cuntz semigroup are now commonly viewed as equivalence
classes of countably generated Hilbert modules over a C∗-algebra A, but in this
picture the original deﬁnition of Cuntz corresponds to the subsemigroup of classes
of ﬁnitely generated modules (the latter is typically denoted by W(A)). When is
this subsemigroup hereditary? We prove here that W(A) is a hereditary subset of
the Cuntz semigroup whenever the radius of comparison is ﬁnite.
The paper is organized as follows: Section 2 introduces the Cuntz semigroup, the
category Cu in which it sits, and some basic facts about its functionals; Section
3 reformulates the radius of comparison in algebraic terms, and establishes its
behaviour with respect to quotients and inductive limits; Section 4 establishes the
various applications of the ﬁnite radius of comparison detailed above.
2. Preliminaries
2.1. Basic notation. We use K to denote the algebra of compact operators on a
separable inﬁnite-dimensional Hilbert space H.F o raC ∗-algebra A,w eu s eA+ to
denote the subset of positive operators. For ε>0w el e tfε: R → R denote the
function which is identically zero on (−∞,ε] and satisﬁes fε(t)=t − ε elsewhere;
for a self-adjoint operator a we set (a − ε)+ := fε(a).
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2.2. The Cuntz semigroup. Let A be a C∗-algebra. Let us consider on (A⊗K)+
the relation a  b if vnbv∗
n → a for some sequence (vn)i nA⊗K. Let us write a ∼ b
if a  b and b  a. In this case we say that a is Cuntz equivalent to b.L e tCu(A)
denote the set (A⊗K)+/ ∼ of Cuntz equivalence classes. We use  a  to denote the
class of a in Cu(A). It is clear that  a    b ⇔a  b deﬁnes an order on Cu(A).
We also endow Cu(A) with an addition operation by setting  a  +  b  :=  a  + b  ,
where a  and b  are orthogonal and Cuntz equivalent to a and b respectively (the
choice of a  and b  does not aﬀect the Cuntz class of their sum). The semigroup
W(A) is then the subsemigroup of Cu(A) of Cuntz classes with a representative in 
n Mn(A)+.
Alternatively, Cu(A) can be deﬁned to consist of equivalence classes of countably
generated Hilbert modules over A. The equivalence relation boils down to isomor-
phism in the case that A has stable rank one, but is rather more complicated in
general. We do not require the precise deﬁnition of this relation in the sequel, and
so omit it; the interested reader may consult [5] or [1] for details. We note, however,
that the identiﬁcation of these two approaches to Cu(A) is achieved by associating
the element  a  to the class of the Hilbert module a 2(A). If X is a countably
generated Hilbert module over A,t h e nw eu s e[ X] to denote its Cuntz equivalence
class; with this notation the subsemigroup W(A) is identiﬁed with those classes [X]
for which X is ﬁnitely generated.
2.3. The category Cu. The semigroup Cu(A) is an object in a category of ordered
Abelian monoids denoted by Cu whose properties we will use heavily. Before stating
them, we require the notion of order-theoretic compact containment. Let T be a
preordered set with x,y ∈ T.W es a yt h a tx is compactly contained in y—denoted
by x   y—if for any increasing sequence (yn)i nT with supremum y,w eh a v e
x  yn0 for some n0 ∈ N. An object S of Cu enjoys the following properties:
P1 S contains a zero element;
P2 the order on S is compatible with addition: x1 + x2  y1 + y2 whenever
xi  yi,i∈{ 1,2};
P3 every countable upward directed set in S has a supremum;
P4 the set x  = {y ∈ S | y   x} is upward directed with respect to both 
and  , and contains a sequence (xn) such that xn   xn+1 for every n ∈ N
and supn xn = x;
P5 the operation of passing to the supremum of a countable upward directed
set and the relation   are compatible with addition: if S1 and S2 are
countable upward directed sets in S,t h e nS1 + S2 is upward directed and
sup(S1+S2)=s u pS1+supS2,a n di fxi   yi for i ∈{ 1,2},t h e nx1+x2  
y1 + y2 .
Here we assume further that 0  x for any x ∈ S. T h i si sa l w a y st h ec a s ef o r
Cu(A). For S and T objects of Cu,t h em a pφ: S → T is a morphism in the
category Cu if
M1 φ is order preserving;
M2 φ is additive and maps 0 to 0;
M3 φ preserves the suprema of increasing sequences;
M4 φ preserves the relation  .
The category Cu admits inductive limits, and Cu(·) may be viewed as a functor
from C∗-algebras into Cu. A central result of [5] is that if (Ai,φ i) is an inductive
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Let S = limi→∞(Si,φ i) be an inductive limit in the category Cu, with φi,j : Si → Sj
and φi,∞: Si → S the canonical maps. We have the following two properties
( e s t a b l i s h e di n[ 5 ] ) :
L1 each x ∈ S is the supremum of an increasing sequence (xi) belonging to ∞
i=1 φi,∞(Si)a n ds u c ht h a txi   xi+1 for all i;
L2 if x,y ∈ Si and φi,∞(x)  φi,∞(y), then for all x    x there is n such that
φi,n(x )  φi,n(y).
For e ∈ S we denote by ∞·e the supremum supn1 ne.W es a yt h a te is full if
∞·e is the largest element of S.W es a yt h a te is compact if e   e. If a sequence
(xi)i nS satisﬁes xi   xi+1 for every i, then we say that the sequence is rapidly
increasing.
2.4. Functionals and Cu. Let S be a semigroup in the category Cu. A functional
on S is a map λ: S → [0,∞] that is additive, order preserving, preserves suprema of
increasing sequences and satisﬁes λ(0) = 0. We use F(S) to denote the functionals
on S. We will make use of the following lemma, established in [7].
Lemma 2.4.1. If S is in the category Cu and λ: S → [0,∞] is additive, order
preserving, and maps 0 to 0,t h e n˜ λ(x): =s u p x  x λ(x ) deﬁnes a functional on S.
For a C∗-algebra A, the functionals on Cu(A) admit a description in terms of
2-quasitraces. Recall that a lower semicontinuous extended 2-quasitrace on A is a
lower semicontinuous map τ :( A ⊗K )+ → [0,∞] which vanishes at 0, satisﬁes the
trace identity, and is linear on pairs of positive elements that commute. The set
of all such quasitraces is denoted by QT2(A). Given τ ∈ QT2 we deﬁne a map
dτ : Cu(A) → [0,∞] by the following formula:
dτ( a ) := lim
n→∞
τ(a1/n).
By Proposition 4.2 of [7], the association τ  → dτ deﬁnes a bijection between QT2(A)
and F(Cu(A)), extending the work of Blackadar and Handelman in [3]. In partic-
ular, dτ( a ) is independent of the representative a of  a .
3. The radius of comparison
3.1. Original deﬁnition. The radius of comparison was originally introduced in
[18] as an invariant for unital C∗-algebras. Let A be a unital C∗-algebra, and let
QT
1
2(A) denote the set of normalised 2-quasitraces on A. The radius of comparison
of A, denoted by rc(A), is the inﬁmum of the set of real numbers r>0w i t ht h e
property that a,b ∈
∞
n=1 Mn(A)s a t i s f ya  b whenever
(1) dτ( a )+r<d τ( b ), ∀τ ∈ QT
1
2(A).
By the results of Subsection 2.4, this is equivalent to the demand that x,y ∈ Cu(A)
satisfy x  y whenever
λ(x)+r<λ (y),
for all λ ∈ F(Cu(A)) which are normalised in the sense that λ( 1A )=1 .
The motivation for this deﬁnition comes from the stability properties of topo-
logical vector bundles. It is well known that if two complex vector bundles over a
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compact Hausdorﬀ space X—equivalently, two ﬁnitely generated projective mod-
ules over C(X)—diﬀer in rank by at least half the covering dimension of X,t h e n
the bundle (or module) of larger rank dominates the smaller one up to isomor-
phism [6, Proposition 1]. The smallest rank gap required in order to have this kind
of comparison up to isomorphism does not, however, determine the dimension of
X (no gap is required for contractible X). To recover the dimension of X from
comparability properties of modules, one must pass to the countably generated
Hilbert modules over X. Equivalence classes of these modules can be identiﬁed
with Cu(A), so that rc(A) really gives the minimum rank gap required between
Hilbert modules over A in order to guarantee that the larger module dominates
the smaller one. The notion of domination employed here is Cuntz comparison, as
formulated in Subsection 2.2 and translated to the realm of Hilbert modules via [5].
In the case that A ∼ = C(X) for a CW-complex X,w eh a v er c ( A) ≈ dim(X)/2. This
justiﬁes viewing the radius of comparison as a sort of noncommutative dimension,
an idea that will be reinforced in the sequel.
Our aim for the remainder of this section is to extend the deﬁnition of the
radius of comparison to nonunital algebras, and to reformulate it in more algebraic
terms. This reformulation will be used to establish new properties of the radius of
comparison which strengthen the analogy with covering dimension for commutative
spaces.
3.2. Compact normalization. One may take a somewhat more sophisticated
view of the number r in the deﬁnition of rc(A), namely, that it is r · dτ(1A)=
r · dτ( 1A ). As a ﬁrst step toward a general radius of comparison, we consider
replacing  1A  with an arbitrary full compact element e of Cu(A). Let S be an
object of Cu, and let e ∈ S. Consider the following two properties of a number
r>0:
R1 if x,y ∈ S are such that
λ(x)+rλ(e)  λ(y)
for all λ ∈ F(S), then x  y;
R2 if x,y ∈ S are such that
(n +1 ) x + me  ny
for some n,m which satisfy m
n >r ,t h e nx  y.
Proposition 3.2.1. Let S be an object in Cu with e ∈ S full and compact. If r
satisﬁes R1, then it satisﬁes R2.I fr satisﬁes R2,t h e nr +ε satisﬁes R1 for any
ε>0.
Proof. The implication “r satisﬁes R1” ⇒ “r satisﬁes R2” is clear.
Let r be a number that satisﬁes R2 and let us show that r + ε satisﬁes R1 for
ε>0. Suppose that x,y ∈ S are such that
λ(x)+( r + ε)λ(e)  λ(y)
for all λ ∈ F(S). The map λy: S → [0,∞], deﬁned by λy(z)=0i fz  ∞·y and
λy(z)=∞ otherwise, is a functional. The above inequality implies that λy ≡ 0.
That is, y is full.
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Choose m,n ∈ N such that r<m
n <r+ ε.T h e n λ(nx + me) <λ (ny) for all
λ ∈ F(S) such that λ(e)  =0 .L e tx    x and let λ: S → [0,∞] be additive, order
preserving (though not necessarily a functional), and satisfy λ(e)  =0 .L e t˜ λ be the
functional obtained from λ as in Lemma 2.4.1. Then
λ(nx  + me)  ˜ λ(nx + me) < ˜ λ(ny)  λ(ny).
That is, λ(nx  + me) <λ (ny) for any λ: S → [0,∞] that is additive, order pre-
serving, and satisﬁes λ(e)  = 0. Notice that x ,e ky for some k ∈ N and that the
inequality λ(nx  + me) <λ (ny)h o l d sf o ra l lλ such that λ(y) = 1. By [4, Lemma
2.8] applied with y as the order unit, we conclude that
Nnx  + Nme+ z + y  Nny+ z
for some N ∈ N and z ∈ S such that z ≤ ky for some k ∈ N. By [4, Lemma 2.3]
(again with y as the order unit), we obtain
N1Nnx  + N1Nme+ y  N1Nny
for some N1 > 0. Let N2 > 0 be such that x   N2y.T h e n
(N2N1Nn+1 ) x  + N2N1Nme N2N1Nny.
Notice now that N2N1m
N2N1Nn = m
n >r .T h u s ,x   y by R2.S i n c ex is the supremum
of x  with x    x we conclude that x  y.T h u s ,r + ε satisﬁes R1. 
Deﬁnition 3.2.2. Let S be an object of Cu, and let e ∈ S be full and compact.
We deﬁne the radius of comparison of (S,e) to be the inﬁmum of the numbers
satisfying R1 (equivalently, the inﬁmum of the numbers satisfying R2)a b o v e .
For a unital C∗-algebra A we use rA to denote the radius of comparison of the
pair (Cu(A), 1A ). We can see from R1 and the results of Subsection 2.4 that
rA is deﬁned similarly to rc(A), the only diﬀerence being that in R1, we allow
functionals on Cu(A) which take the value ∞ at the unit. From this it is clear that
rA  rc(A). In the case that the C∗-algebra A is suﬃciently ﬁnite, the two notions
agree:
Proposition 3.2.3. Let A be a unital C∗-algebra all of whose quotients are stably
ﬁnite. Then rc(A)=rA.
Proof. We need only show that rc(A)  rA.L e tr be a number satisfying R1 for
(S,e)=( Cu(A), 1A ). Suppose that  a , b ∈Cu(A)s a t i s f y
λ( a )+r<λ ( b )
for all λ ∈ F(Cu(A)) for which λ( 1A ) = 1. Hence,
(2) λ( a )+rλ( 1A ) <λ ( b )
for all λ ∈ F(Cu(A)) for which λ( 1A ) < ∞.
If λ ∈ F(Cu(A)) satisﬁes λ( 1A )=∞, then to show λ( b )=∞ we must show
that y is full in A ⊗K . Suppose, for a contradiction, that y is not full, so that
the ideal I generated by y is not all of A ⊗K . Since (A ⊗K )/I is ﬁnite, we can
deﬁne λ ∈ F(Cu((A ⊗K )/I)) that is nonzero and satisﬁes λ( 1A + I )=1 .T h e n
λ induces a functional on Cu(A) which sends  1A  to 1 but  b  to 0, contradicting
(2). Hence, b is full and so (2) holds for all λ ∈ F(Cu(A)). By R1,w eh a v ea  b,
as required. 
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In contrast to the agreement between rc(A)a n drA in the ﬁnite case, if A is a
purely inﬁnite simple C*-algebra, rc(A)=∞ but rA = 0 (in this case Cu(A)=
{0,∞} so that the only nontrivial functional is the one taking ∞ to ∞).
Proposition 3.2.4. Let A be a unital C∗-algebra.
(i) For any closed two-sided ideal I of A we have rA/I  rA.
(ii) If A is simple, then rA =0is equivalent to almost unperforation, i.e.,
(k +1 ) x  ky for some k implies x  y.
(iii) If A = lim − →Ai, where the homomorphisms of the inductive limit are unital,
then
rA  liminf rAi.
Proof. (i). Suppose that x,y ∈ Cu(A/I)s a t i s f yR2 for e =  1  and r = rA.L e t˜ x
and ˜ y be lifts of x and y in Cu(A). Then the inequality (n +1)x+ m 1   ny lifts
to
(n +1 )˜ x + m 1   n˜ y + z  n(˜ y + z)
for some z ∈ Cu(I) ⊆ Cu(A). Thus, ˜ x  ˜ y + z and passing to the quotient we get
x  y. This shows that rA/I  rA.
(ii). It is clear, by the characterization R2 of the radius of comparison, that almost
unperforation implies rA = 0. Suppose that rA =0 .L e tx,y ∈ Cu(A) be such that
(n +1 ) x  ny for some n ∈ N.S i n c eA is simple, every element of Cu(A)i sf u l l
(this is equivalent to simplicity). Hence  1A   ∞·x,a n ds o 1A   kx for some
k.W eh a v eknx +  1A   k(n +1 ) x  kny.S i n c erA =0 ,w eg e tt h a tx  y,a s
desired.
(iii). It is enough to show that rA  supi rAi for all i (passing to subsequences of
the inductive limit we get the liminf). Suppose we have x and y in Cu(A)s u c h
that (n +1 ) x + m 1   ny for m
n > supi rAi.L e t u s s h o w t h a t x  y.B y L1
(see Subsection 2.3) it suﬃces to assume that x and y come from ﬁnite stages.
Suppose that x,y ∈ Cu(Ai)a r es u c h( n +1 ) φi,∞(x)+m 1A   nφi,∞(y). Let
x    x.B yL2,( n +1 ) φi,j(x )+m 1A   nφi,j(y)f o rs o m ej  i.S i n c em
n >r Aj,
φi,j(x )  φi,j(y)a n ds oφi,∞(x )  φi,∞(y). Since x    x is arbitrary, we conclude
that φi,∞(x)  φi,∞(y). 
Remark 3.2.5. Proposition 3.2.4 shows that the radius of comparison enjoys some
properties analogous to those of the covering dimension of a space (or commutative
C∗-algebra). From the general theory of covering dimension one has that a direct




Proposition 3.2.4 (iii) uses the radius of comparison to extend this property to
unital C∗-algebra direct limits. Similarly, Proposition 3.2.4 (i) can be seen as a
C∗-algebra extension of the fact that the covering dimension of a closed subset of
a compact Hausdorﬀ space is less than or equal to the dimension of the original
space.
3.3. General normalization. We now extend the deﬁnition of the radius of com-
parison to pointed objects (S,e)i nCu for which e is full but not necessarily com-
pact. In this case the inﬁmum of the numbers r>0 satisfying R1 above still gives
a reasonable deﬁnition, but in order to have an equivalent algebraic deﬁnition such
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as R2 we have to make an adjustment. Consider, then, the following property for
an u m b e rr>0:
R2  if x,y ∈ S are such that for all x    x and e    e there are n,m, with
m
n >r , such that
(n +1 ) x  + me   ny,
then x  y.
Proposition 3.3.1. Let S be an object in Cu with e ∈ S full. If r satisﬁes R1,
then it satisﬁes R2 .I fr satisﬁes R2 ,t h e nr + ε satisﬁes R1 for any ε>0.
Proof. Let r be a number satisfying R1. Suppose that x and y are as in R2 .
Then for λ ∈ F(S), x    x and e    e we have λ(x )+rλ(e )  λ(y). Taking the
supremum over all x    x and e    e we conclude that λ(x)+rλ(e)  λ(y). By
R1 this implies that x  y,a n ds or satisﬁes R2 .
Let r be a number that satisﬁes R2 , and let ε>0 be given. Suppose that
λ(x)+( r + ε)λ(e)  λ(y) (3)
for some x,y ∈ S and for all λ ∈ F(S). By restricting to λ such that λ(e)  =0 ,a n d
making ε smaller, we may assume that the inequality is strict. Choose m,n ∈ N
such that r<m
n <r+ ε.T h e n λ(nx + me) <λ (ny) for all λ ∈ F(S)s u c h
that λ(e)  =0 . L e tx    x and e    e, and let γ: S → [0,∞] be additive, order
preserving, and satisfy γ(0) = 0 and γ(e)  = 0. It follows that
γ(nx  + me )  ˜ γ(nx  + me ) < ˜ γ(ny)  γ(ny),
where ˜ γ is deﬁned as in Lemma 2.4.1. Notice that y is an order unit for x  and e ,
and that the inequality γ(nx  +me ) <γ (ny) holds in particular for those γ which
satisfy γ(y) = 1. Now by [4, Lemma 2.8] we have
Nnx  + Nme  + z + y  Nny+ z
for some N ∈ N and z ∈ S such that z ≤ ky for some k ∈ N. By [4, Lemma 2.3]
(with y the order unit), we obtain
N1Nnx  + N1Nme  + y  N1Nny
for some N1 > 0. Let N2 be such that x   N2y.T h e n
(N2N1Nn+1 ) x  + N1Nme   N2N1Nny.
Notice now that N2N1Nm
N2N1Nn = m
n >r . Since a similar inequality may be obtained
for any x    x and e    e, we conclude by R2  that x  y.T h u s ,r + ε satisﬁes
R1. 
Deﬁnition 3.3.2. Let A be a C∗-algebra with a ∈ A ⊗Kfull and positive. The
radius of comparison of A relative to a, denoted by rA,a, is the inﬁmum of the
numbers r>0 satisfying R1 (or R2 ) with respect to (Cu(A), a ).
It is straightforward to see that Deﬁnition 3.3.2 coincides with Deﬁnition 3.2.2
when  a  is compact. We chose to treat the compact case separately both because
R2 is rather cleaner than R2  and because the radius of comparison relative to a
compact element has stronger permanence properties. For the radius of comparison
relative to a general full positive element a, we can nevertheless prove parts (i) and
(ii) of Proposition 3.2.4.
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Proposition 3.3.3. Let A be a C∗-algebra, with a ∈ A ⊗Kfull and positive.
(i) For a closed two-sided σ-unital ideal I of A we have rA/I,π(a)  rA,a.
(ii) If A is simple and  a  ∞(e.g., a =( b−ε)+ for some b and ε>0), then
rA,a =0if and only if Cu(A) is almost unperforated.
Proof. (i). Let π∗: Cu(A) → Cu(A/I) denote the map induced by the quotient
map π: A → A/I.L e tx,y ∈ Cu(A/I)s a t i s f yR2  for e =  a  and r = rA,a.C h o o s e
˜ x and ˜ y, lifts of x and y in Cu(A), and let x ,e   ∈ Cu(A) be such that ˜ x    ˜ x and
e     a .
We have π∗(x )   x and π∗(e )    π(a) ,a n ds ot h e r ea r em,n ∈ N such that
m
n >rand (n +1 ) x  + me   ny. This inequality lifts to
(n +1 )˜ x  + me   n˜ y + zI  n(˜ y + zI),
where zI is the largest element of Cu(I). Since this holds for all ˜ x  and e ,w e
conclude that ˜ x  ˜ y + zI. Passing to the quotient, we get x  y. This shows that
rA/I,π(a)  rA,a.
(ii). Suppose that (n +1 ) x  ny for some n ∈ N and some x,y ∈ Cu(A). Since
A is simple, every element of Cu(A) is full, and so  a   kx for some k.W et h e n




λ( a )  λ(y), ∀λ ∈ F(Cu(A)).
Since rA,a =0w eh a v ex  y,s ot h a tCu(A) is almost unperforated.
Now suppose that Cu(A) is almost unperforated, and that x,y ∈ Cu(A)s a t i s f y
λ(x)+rλ( a )  λ(y)
for each λ ∈ F(Cu(A)) and some r>0. Shrinking r slightly, we may assume that
the inequality is strict for λ  = 0. Proceeding as in the proof of Proposition 3.3.1,
we see that for any x    x we have γ(x ) <γ (y)f o re a c hγ: Cu(A) → [0,∞]
that is additive, order preserving, and satisﬁes γ(0) = 0. It now follows from [17,
Proposition 3.2] that x   y,s ot h a tx  y by taking a supremum. This shows that
A satisﬁes R1 relative to  a  for arbitrarily small values of r,a n ds orA,a =0 . 
In the next section we consider the radius of comparison with respect to the
largest element of Cu(A). Suppose that A is σ-unital and let a be a strictly positive
element of A⊗K.S e t∞ =  a , which is the maximum element in Cu(A). We then
have rA,∞ < ∞⇔rA,∞ = 0, and in turn this is equivalent to
λ(y)=∞ for all nonzero λ ∈ F(Cu(A)) ⇔ y = ∞. (4)
We shall see that this property is a strengthening of the Corona Factorization
Property. Notice also that if rA,a < ∞ for some full positive a ∈ A ⊗K ,t h e n
rA,∞ =0 .
4. Applications to C∗-algebras with finite radius of comparison
C∗-algebras with ﬁnite nonzero radius of comparison are pathological from a
certain point of view: they are not classiﬁable up to isomorphism via K-theoretic
invariants. Theorem 5.11 of [20] exhibits, for each r ∈ R+\{0}, a unital simple
C∗-algebra Ar with radius of comparison r such that the Elliott invariants of Ar
and As are identical for any r,s. We shall nevertheless prove here that C∗-algebras
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with ﬁnite radius of comparison do enjoy some good properties, and that the radius
of comparison can even be used to characterise interesting structural properties of
C∗-algebras.
4.1. New examples. Recall that a recursive subhomogeneous (RSH) algebra is
an iterated pullback of the form
(5)
[···[[Mn1(C(X1)) ⊕C1 Mn2(C(X2))] ⊕C2 Mn3(C(X3))] ⊕C3 ···] ⊕Cl−1 Mnl(C(Xl)),
where each Xi is a compact metric space and each Ci has the form Mni+1(C(Yi))
with Yi ⊆ Xi+1 closed (see [14]). A unital separable ASH algebra is always an
inductive limit of RSH algebras ([12]). It was shown in [20] that an RSH algebra






In fact, slightly more precise information can be obtained, based on the fact that




2n if dimX is even,
dimX−3
2n if dimX is odd.
At any rate, if one has a unital inductive sequence (Ai,φ i) of RSH algebras with
the property that liminf rAi < ∞, then the limit algebra A satisﬁes rA < ∞ by
Proposition 3.2.4. In particular, the linear (ﬂat) dimension growth AH algebras
considered in [18] have a ﬁnite radius of comparison.
Remark 4.1.1. The Corona Factorization Property (CFP) was introduced by Kucer-
ovsky and Ng in [10], and is related to the study of absorbing extensions. It has
several equivalent formulations. An attractive one for σ-unital C∗-algebras is the
following: a σ-unital C∗-algebra A has the CFP if whenever B ⊆ A⊗Kis σ-unital,
full, hereditary, and satisﬁes that Mn(B)i ss t a b l ef o rs o m en,t h e nB is stable.
If A ∼ = C0(X) ⊗K ,t h e nA has the CFP whenever X is ﬁnite-dimensional (and
somewhat more generally); the presence of the CFP in this case is a manifestation
of ﬁnite-dimensionality. Finite radius of comparison is, to some degree, a noncom-
mutative generalization of ﬁnite-dimensionality for spaces, and so one might expect
it to be related to the CFP, too. This is indeed the case, as it follows from Theorem
4.2.1 below that ﬁnite radius of comparison implies the CFP. This phenomenon was
already observed implicitly for certain unique trace C∗-algebras in [11].
4.2. Radius of comparison relative to ∞ and stability of hereditary subal-
gebras. How can one characterise stable C∗-algebras? Straightforward necessary
conditions for stability are the absence of nonzero bounded 2-quasitraces and uni-
tal quotients, conditions collectively termed property (S) in [13]. These conditions,
however, are not suﬃcient in general. Examples of C∗-algebras with the prop-
erty (S) that are not stable can be found among the hereditary subalgebras of
C([0,1]N) ⊗K . Rørdam’s example of a simple C∗-algebra that is not stable but
becomes stable after tensoring with M2 also has the property (S) without being
stable. Here we will prove that if Cu(A) has ﬁnite radius of comparison, then the
property (S) implies stability for the full hereditary subalgebras of A⊗K,a n ds oi n
particular for A. This generalizes [9, Theorem 3.6], which covers the case of strict
comparison.
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In [13, Proposition 4.9], it is shown that if A is unital and a certain compara-
bility condition is veriﬁed on Cu(A)( n a m e dw e a kω-comparison in [13]), then the
property (S) implies stability for the σ-unital full hereditary subalgebras of A⊗K.
In Theorem 4.2.1 below we remove the requirement that A be unital and give a
condition on Cu(A) equivalent to the stability of every σ-unital full hereditary
subalgebra of A ⊗Kthat has the property (S).
For elements x and y of an ordered semigroup, we write x s y if (k +1 ) x  ky
for some k ∈ N.




i=1 are sequences in Cu(A) such that xi−1  xi s yi for
all i and supi xi is a full element of Cu(A),t h e n
∞
i=1 yi = ∞.
(ii) If a σ-unital full hereditary subalgebra of A ⊗Khas the property (S), then
it is stable.
(iii) rA,∞ =0 .
Then (i) and (ii) are equivalent and are implied by (iii). If in every quotient of
A ⊗Kprojections are ﬁnite, then (iii) is equivalent to (i) and (ii).
Remark 4.2.2. By Proposition 4.3.4 and Remark 4.3.5 below, we see that there are
C∗-algebras A which satisfy rA,∞ = 0 but such that (ii) does not hold for ideals of
A.
Before proving Theorem 4.2.1 we need the following lemma, which is a slight
reﬁnement of [13, Lemma 4.5]. In the statement of this lemma, F(B) denotes the
set {c ∈ B+ | ec = c for some e ∈ B+}.
Lemma 4.2.3. Let B be a σ-unital C∗-algebra with the property (S) and let b ∈ B+
be strictly positive. Then for every a ∈ F(B) and ε>0 there is c ∈ B+ such that
ac =0 , a + c ∈ F(B),  a  s  c ,a n d (b − ε)+  s  c .
Proof. Let e,f ∈ B+ be such that fa= a and ef = f. Then the element
˜ b := e +( 1− e)b(1 − e) 
b
2
is strictly positive in B.T h u s ,t h e r ei sδ>0 such that  (b−ε)+    (˜ b−δ)+ .S i n c e
(f −δ)+a =( 1−δ)a and (f −δ)+  (˜ b−δ)+,w eh a v ea ∈ (˜ b − δ)+B(˜ b − δ)+.N o w
by [13, Lemma 4.5] there exists c ∈ B+ such that (˜ b−δ)+c =0 ,( ˜ b−δ)++c ∈ F(B),
and  (˜ b − δ)+  s  c . This is the desired element c. 
We can now prove Theorem 4.2.1. Recall that positive elements a,b in a C∗-
algebra A are said to be Murray-von Neumann equivalent if there exists x ∈ A such
that x∗x = a and xx∗ = b.
Proof. (i)⇒(ii). We follow the same line of reasoning used in the proof of [13,
Proposition 4.8]. Let B be a σ-unital full hereditary subalgebra of A ⊗Kwith the
property (S). Let b ∈ B+ be a strictly positive element of B.I n o r d e r t o s h o w
that B is stable, it suﬃces, by the Hjelmborg-Rørdam stability criterion (see [21,
Theorem 2.1 and Proposition 2.2]), to show that for every ε>0t h e r ei sc ∈ B+
such that (b − ε)+ is Murray-von Neumann equivalent to c and bc = 0. Starting
with the positive element (b − ε)+, and repeatedly applying Lemma 4.2.3, we ﬁnd
a sequence of elements bi ∈ B+, i =1 ,2,..., such that (b − ε)+,b 1,b 2,... are
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mutually orthogonal,  (b−ε)+  s  b1  s  b2 ···,a n d (b− 1
i)+  s  bi  for all i.
Since supi (b− 1
i)+  =  b  and  b  is full, we conclude from (i) that
∞
i=1 bi  = ∞.
In particular,  b  
∞
i=1 bi . This implies that (b − ε)+ is Murray-von Neumann
equivalent to an element c in the hereditary subalgebra generated by
n
i=1 bi.T h e
elements (b − ε)+ and c are orthogonal, since (b − ε)+ is orthogonal to
n
i=1 bi.
Thus, B is stable.
(ii)⇒ (i). Say yi =  bi  for i =1 ,2,..., with b1,b 2,... mutually orthogonal and
such that b =
∞
i=1 bi is convergent. Let us show that the hereditary subalgebra
B = b(A ⊗K )b has the property (S). We have λ(
∞
i=1 yi)=∞ for all nonzero
λ ∈ F(Cu(A)) (see the proof of (iii)⇒(i)). Therefore, B has no nonzero bounded
2-quasitraces (a bounded 2-quasitrace on B would extend to A⊗K and give rise to a
functional ﬁnite on
∞
i=1 yi). Suppose a quotient of B is unital. Say, for simplicity,
that B is unital. Since
∞
i=1 bi is strictly positive it is invertible, whence
n
i=1 bi
is invertible for some n.T h i si m p l i e st h a tbi =0f o ra l li>n(since these elements
are orthogonal to an invertible element), which contradicts the fact that supi xi is
full. Thus, B has the property (S), and so by (ii) it is stable. This implies that
y =  b  = ∞.
(iii) ⇒ (i). Set
∞
i=1 yi = y. By (4), it suﬃces to verify that λ(y)=∞ for all
nonzero λ ∈ F(Cu(A)). We have λ(y)  nλ(xi) for all i and all n.T a k i n g t h e
supremum over i we get λ(y)  nλ(supi xi) for all n. Taking the supremum over n
and using that supi xi is full, we get λ(y)=∞ for all λ ∈ F(Cu(A)) nonzero.
Finally, suppose that in every quotient of A ⊗K , projections are ﬁnite and let
us show that (ii)⇒(iii). Let y ∈ Cu(A) be such that λ(y)=∞ for every nonzero
λ ∈ F(Cu(A)). Say y =  a .L e t u s s h o w t h a t a(A ⊗K )a is stable. It clearly
has no bounded 2-quasitraces. If a quotient of it is unital, then it would have a
bounded 2-quasitrace since the unit would be stably ﬁnite. Thus, a(A ⊗K )a has
no unital quotients either. It follows that it is stable. Hence, y =  a  = ∞. 
Remark 4.2.4. Notice that if rA,a < ∞ for some full element a ∈ A ⊗K ,t h e n
rA,∞ = 0 and so we have (ii). Theorem 4.2.1 (ii), in turn, implies the Corona
Factorization Property for A. Notice also that the condition that the projections
in every quotient of A ⊗Kbe ﬁnite implies that in order to verify the property
(S) on a hereditary subalgebra of A ⊗Kit suﬃces to show that the algebra has
no bounded 2-quasitraces. The lack of unital quotients follows automatically from
this, as demonstrated in the last paragraph of the proof of the preceding theorem.
If we seek to characterise in terms of the Cuntz semigroup the fact that every
hereditary subalgebra B of A⊗Kwith the property (S) is stable (without assuming
that B is full), then we must have that (i) holds for all the closed two-sided ideals of
A ⊗Kthat contain a full element. This turns out to be equivalent to the property
of ω-comparison in the Cuntz semigroup. Recall from [13] that Cu(A)h a st h e
ω-comparison property if x s yi,f o ri =1 ,2,..., implies x 
∞
i=1 yi.
The implication (i)⇒(ii) in the following corollary is the content of [13, Propo-
sition 4.8].
Corollary 4.2.5. The following propositions are equivalent.
(i) Cu(A) has the ω-comparison property.
(ii) If B ⊆ A ⊗Kis σ-unital, hereditary, and has the property (S), then it is
stable.
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Proof. Let us show that ω-comparison is equivalent to having (i) of the previous
theorem for every closed two-sided ideal of A that contains a full element.
Suppose that we have ω-comparison. Let I be a closed two-sided ideal with a
full element. Let (xi)a n d( yi) be sequences in the ordered semigroup Cu(I), which
we view as an order ideal of Cu(A), that satisfy (i) of the previous theorem. By the
ω-comparison property, we have for each j that xj 
∞
k=1 yik,w h e r e( yik)i sa n y
inﬁnite subsequence of (yi). It follows that ∞·xj 
∞
i=1 yi. Taking the supremum
over j we get that ∞I =
∞
i=1 yi,w h e r e∞I denotes the largest element of Cu(I).
Suppose that we have (i) of the previous theorem for every closed two-sided ideal
I of A containing a full element. Let x,( yi)∞
i=1 be elements in Cu(A) such that
x s yi for i =1 ,2,....W ec a np r o j e c tt h ee l e m e n t syi to elements y 
i  yi such
that x s y 
i  ∞·x. More speciﬁcally, let x =  a , yi =  bi , and let I be the
closed two-sided ideal generated by a.L e t c ∈ (I ⊗K )+ be strictly positive. Set
y 
i =  cbic .T h e n x s y 
i  yi and y 
i  ∞·x. By (i) of the previous theorem, ∞
i=1 y 






4.3. More on stability: Closed two-sided ideals. The covering dimension of
an open subset U of a locally compact Hausdorﬀ space X is bounded above by
the covering dimension of X. A natural noncommutative generalization of this fact
would be that the radius of comparison of an ideal I of a C∗-algebra A is bounded
by the radius of comparison of A. We shall see in Remark 4.3.5, however, that this
is not the case. The basic problem is that the radius of comparison of the algebra
A is deﬁned with respect to a full element of A, which is therefore not a member of
any proper ideal. Nonetheless, the ﬁnite radius of comparison for an algebra tells
us something about stability of ideals, as in the next result.
Proposition 4.3.1. Let A be such that rA,a is ﬁnite for a ∈ A+ strictly positive.
Then a closed 2-sided ideal I of A has property (S) if and only if Mn(I) is stable
for n>r A,a.
Proof. It is clear that if Mn(I)i ss t a b l ef o rs o m en>r A,a,t h e nI has property
(S). In order to prove the converse it is enough to consider the case that rA,a < 1
and show that if I has property (S), then it is stable. Suppose we are in this
case. Let e ∈ I+ be such that fe = e and gf = f for some g,f ∈ I+.B y t h e
Hjelmborg-Rørdam criterion for stability (i.e., [21, Theorem 2.1 and Proposition
2.2]), in order to show that I is stable it suﬃces to ﬁnd x ∈ I such that e = x∗x
and e is orthogonal to xx∗.
Notice that g +( 1− g)a(1 − g) is a strictly positive element of A and satisﬁes
that (g +( 1− g)a(1 − g))f = f. We replace a by this element and assume that
af = f.L e t u s s h o w t h a t a − f is full. Let J denote the closed two-sided ideal
generated by a − f.T h er e l a t i o naf = f implies that π(a)=π(f) is a projection,
where π is the quotient map onto A/J.M o r e o v e r ,s i n c ea is strictly positive this
projection must be the unit of A/J.S i n c e π(f) ∈ I/(I ∩ J), we conclude that I
has a unital quotient. This contradicts that I has property (S). Thus, a − f must
be a full element of A.
Since a − f is full, and  f    a ,w eh a v e f   N a − f  for some N.C o n s e -
quently, if λ( a − f ) < ∞ for some λ ∈ F(Cu(A)), then
λ( a )  λ( a − f )+λ( f ) < ∞.
Hence, λ is induced by a bounded 2-quasitrace on A.S i n c e I has the property
(S), we must have λ( f ) = 0, and so λ( a )=λ( a − f ). On the other hand, if
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λ( a−f )=∞,t h e nλ( a )=λ( a−f )=∞. We conclude that λ( a )=λ( a−f )
for all λ ∈ F(Cu(A)). Thus,
λ( f )+λ( a )=λ( a − f ) for all λ ∈ F(Cu(A)).
Since rA,a < 1, we conclude that f  a − f.T h u s ,t h e r ei sa nx such that e = x∗x
and xx∗ ∈ Her(a− f). Since a − f is orthogonal to e,w eh a v et h a te is orthogonal
to xx∗. This is the desired x. 
In order to prove a sort of converse to Proposition 4.3.1, we derive some useful
properties of stable C∗-algebras. The ﬁrst one is weaker than, though similar to,
having stable rank one. It is strong enough, however, to obtain that Murray-von
Neumann equivalence of positive elements implies approximate unitary equivalence
(Lemma 4.3.3).
Lemma 4.3.2. Let A be a stable C∗-algebra. Then every element of A is the limit
of invertible elements in the unitization A∼.
Proof. Let A = B ⊗K. Then ﬁnite matrices over B form a dense subset of A,s oi t
suﬃces to show that every ﬁnite matrix over B is the limit of invertible elements
in A∼.
Let x ∈ B ⊗Mn.L e tx = ab for some a,b ∈ B ⊗Mn (this is possible using polar














Since every nilpotent element is the limit of invertible elements, we see that the
right-hand side is the limit of invertibles, as required. 
Lemma 4.3.3. Let A be a stable C∗-algebra, x ∈ A. Then there exists a sequence
of unitaries un ∈ A∼,n=1 ,2,... such that
unxx∗u∗
n → x∗x.
Proof. By Lemma 4.3.2, take a sequence of invertible elements xn ∈ A∼ which
converge to x.L e t xn = un|xn| be the polar decomposition of xn;s i n c exn is




















Proposition 4.3.4. Let A be a C∗-algebra with the property (S). Then rA∼,1 +1
is the least number n such that Mn(A) is stable (if no such number exists we set
n = ∞).
Proof. Let n be the least number for which Mn(A) is stable. From Proposition
4.3.1 we obtain the bound n  rA∼,1 + 1. Let us prove that rA∼,1  n − 1.
Set B := A∼.L e ta,b ∈ (B ⊗K )+ be positive elements satisfying
(6) λ( a )+( n − 1+ε)λ( 1 )  λ( b ) for all λ ∈ F(Cu(B)),
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for some ε>0. Express a = a  +l, b = b  +m,w h e r ea ,b   ∈ A⊗Kand l,m ∈K +.
Then by letting λ in (6) be the normalised functional that vanishes on A,w eh a v e
rank(l)+n  rank(m).
By replacing a and b by Cuntz equivalent elements, we may suppose that l =1 k−n
and m =1 k ⊕ m  for some k ∈ N and m  ∈K +.T h e na  1k−n ⊕| a |.M o r e o v e r ,
since Mn(A)i ss t a b l e ,|a | is Murray-von Neumann equivalent to an element a   of
Mn(A), so that a  1k−n ⊕ a  .L e tu ss h o wt h a t1 k−n ⊕ a    b.W eh a v e
b  1kb1k =1 k +1 kb 1k  1k − b    0,
where b   ∈ Mk(A)+ denotes the negative part of 1kb 1k.
Since Mn(A)i ss t a b l e ,b   is Murray-von Neumann equivalent to some element
b    ∈ Mn(A). By replacing b    and a   by Murray-von Neumann equivalents, we
may assume that a  b    =0a n dt h a t a     1. In particular, this implies that
1n − b     a  .
By [16, Proposition 2.1], Mk(A) is stable, and so Murray-von Neumann equiv-
a l e n te l e m e n t so fM k(A) are approximately unitarily equivalent by Lemma 4.3.3.
Thus, there are unitaries um ∈ Mk(A)∼ such that umb  
−u∗
m → b   ,a n ds o
um(1k − b  )u∗
m → 1k − b   .W eh a v e
b  1k − b   ∼ 1k − b     1k−n + a    a. 
Remark 4.3.5. Rørdam showed in [16] that for every natural number n,t h e r ee x i s t s
a simple, stably ﬁnite algebra A for which Mn+1(A) is stable but Mn(A)i sn o t .
By Proposition 4.3.4 we see that for such an algebra rA∼ = n. This shows that
Theorem 4.2.1 cannot be improved to yield the Corona Factorization Property for
the ideals of A.
4.4. When is W(A) hereditary? Recall that W(A) is the subsemigroup of Cu(A)
of elements  a  with a ∈ Mn(A)+ for some n.I nf a c t ,W(A) is the original deﬁnition
of the Cuntz semigroup. Here we consider the question of when this subsemigroup
is hereditary, i.e., has the property that if x  y in Cu(A)a n dy ∈ W(A), then
x ∈ W(A). We prove that ﬁnite radius of comparison suﬃces. This result was
previously unknown, even in the case of strict comparison.
Theorem 4.4.1. Let A be a C∗-algebra for which the projections in every quotient
of A ⊗Kare ﬁnite. Let a ∈ A+ be strictly positive and suppose that rA,a <k∈ N.
If  b ∈Cu(A) is such that
λ( b )  nλ( a ) for all λ ∈ F(Cu(A)),
for some n ∈ N,t h e nb is Murray-von Neumann equivalent to an element of
M2(n+k)(A)+.I np a r t i c u l a r ,W(A) is a hereditary subset of Cu(A).
Before proving Theorem 4.4.1, we need a lemma.
Lemma 4.4.2. If b1 and b2 are Murray-von Neumann equivalent to elements in
Mn(A),t h e nb1 +b2 is Murray-von Neumann equivalent to an element in M2n(A).
Proof. Upon identifying M2n(A)w i t hM 2⊗Mn(A) it is clear that there are orthogo-
nal elements ˜ b1 and ˜ b2 in M2n(A)+ which are Murray-von Neumann equivalent to b1
and b2, respectively. Let the equivalence be implemented by x1 and x2 in M2n(A),
i.e., x∗
ixi = bi and xix∗
i = ˜ bi for i =1 ,2. Then one has b1+b2 =( x1+x2)∗(x1+x2)
and (x1 + x2)(x1 + x2)∗ ∈ M2n(A). 
Licensed to University of Aberdeen. Prepared on Fri May 17 18:48:53 EDT 2013 for download from IP 139.133.11.2/109.150.133.252.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use3672 B. BLACKADAR, L. ROBERT, A. TIKUISIS, A. TOMS, AND W. WINTER
We can now prove Theorem 4.4.1.
Proof. Let b and a be as in the theorem. Let us cover the interval (0, b ]b y
nonempty open intervals (Ii)∞
i=1 such that their centres form a strictly decreasing
sequence (converging to 0), and such that Ii ∩ Ii+2 = ∅ for all i =1 ,2,....L e t





respectively, and such that f(t)+ ˜ f(t)=t for all t ∈ (0, b ]. We then have that
f(b)+ ˜ f(b)=b. By the previous lemma, it suﬃces to show that f(b)a n d ˜ f(b)a r e
Murray-von Neumann equivalent to elements in Mn+k(A)+. We will prove this for
f(b); the proof for ˜ f(b) is similar.
L e tu sp r o v et h ee x i s t e n c eo fz ∈ A ⊗Ksuch that f(b)=z∗z and zz∗ ∈
Mn+k(A)+.L e t u s s e t fi := fχI2i−1.L e t ( I 
2i−1)∞
i=1 be a sequence of pairwise
disjoint open intervals such that I2i−1 ⊆ I 
2i−1 for all i.F o r e a c h i we can ﬁnd
additional functions gi,h i ∈ C0((0, b ])+ of norm at most 1 such that:
(i) gifi = fi for all i;
(ii) higi = gi for all i;






In particular, (iii) and (iv) imply that higj =0f o rj<i .
We shall ﬁnd elements zi of A ⊗Kfor which z∗
i zi = fi(b)a n dziz∗
i ∈ Mn+k(A).
Moreover, and crucially, we shall arrange that z∗
i zj =0f o ri  = j. This will allow






and we see that z∗z = f(b) while zz∗ ∈ Mn+k(A).
From λ( b )  nλ( a ) for all λ and since rA,a + ε  k for some ε>0, we get
that
(7) λ( b )+( rA,a + ε)λ( a )  (n + k)λ( a )=λ( a ⊗ 1n+k ),
for all λ ∈ F(Cu(A)). In particular,  h1(b)    b    a ⊗ 1n+k  and so (by [15,
Proposition 2.4, (i) ⇒ (iv)]), there exists s1 ∈ A⊗Kand y1 ∈ C∗(a⊗1n+k)+ such
that
s∗
1s1 = g1(b)a n dy1(s1s∗
1)=s1s∗
1.
Set z1 := s1f1(b)1/2.T h e nz∗
1z1 = f1(b)a n dz1z∗
1 ∈ Mn+k(A). By a careful choice
of y1, there is no diﬃculty in supposing that it is strictly positive in C∗(a⊗1n+k).
The remaining zi’s are found recursively by ﬁnding, for each i elements, si ∈
A ⊗Kand yi ∈ Mn+k(A)+ satisfying
s∗
isi = gi(b),y isi = si,y izj =0f o rj<i ,
and
λ( hi(b) )+( rA,a + ε)λ( a )  λ( yi ) for all λ ∈ F(Cu(A)),
where zj = sjfj(b)1/2.
Having found s1,...,s i and y1,...,y i, let us see how to obtain si+1 and yi+1.
We will obtain yi+1 by functional calculus on yi − sis∗
i.W e a l r e a d y k n o w t h a t
(yi − sis∗
i)zj =0f o rj<i .B u ta l s o ,
(yi − sis∗
i)zi =( yi − sis∗
i)sifi(x)1/2 = sifi(b)1/2 − sigi(b)fi(b)1/2 =0 .
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For λ ∈ F(Cu(A)) we have
λ( hi+1(b) )+( rA,a + ε)λ( a )+λ( gi(b) )  λ( hi(b) )+( rA,a + ε)λ( a )
 λ( yi )
 λ( yi − sis∗
i )+λ( gi(b) ).
If λ( gi(b) ) < ∞ we conclude from here that
λ( hi+1(b) )+( rA,a + ε)λ( a )  λ( yi − sis∗
i ). (8)
L e tu ss e et h a t( 8 )a l s oh o l d si fλ( gi(b) )=∞.S i n c e gi(b) is an element of the
Pedersen ideal of A⊗K, it suﬃces to show that yi −sis∗
i is a full element of A⊗K,
as this will imply λ( yi − sis∗
i ). Let I be the closed two-sided ideal generated by
yi − sis∗
i.S i n c eyi is full and yisi = si, yi maps to a full projection in (A ⊗K )/I.
Such a projection must be ﬁnite. Hence, there is ˜ λ ∈ F(Cu(A⊗K/I)) that is non-
zero and densely ﬁnite. The functional ˜ λ induces a nonzero densely ﬁnite functional
λ ∈ F(Cu(A)) that vanishes on  yi −sis∗
i . This contradicts (8). Thus, yi −sis∗
i is
full.
We conclude from (8) that  hi+1(b)    yi − sis∗
i ,a n ds o( b y[ 1 5 ,P r o p o s i t i o n
2.4, (i) ⇒ (iv)]), there exists si+1 ∈ A ⊗Kand yi+1 ∈ C∗(yi − sis∗
i) such that
s∗
i+1si+1 = gi+1(b)a n dyi+1(si+1s∗
i+1)=si+1s∗
i+1.
We can arrange that yi+1 be strictly positive in C∗(yi − sis∗
i), so that all of the
inductive hypotheses hold. 
Although at present there is no known example, it seems likely that the following
question has a positive answer.
Question 4.4.3. Is there a C∗-algebra for which W(A) is not a hereditary subset
of Cu(A)?
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