Abstract. In this paper, a modulus-based generalized skew-Hermitian triangular splitting (MGSTS) iteration method is present for solving a class of linear complementarity problems with the system matrix either being an H + -matrix with non-positive off-diagonal entries or a symmetric positive definite matrix. The convergence of the MGSTS iteration method is studied in detail. By choosing different parameters, a series of existing and new iterative methods are derived, including the modulus-based Jacobi (MJ) and the modulus-based Gauss-Seidel (MGS) iteration methods and so on. Experimental results are given to show the effectiveness and feasibility of the new method when it is employed for solving this class of linear complementarity problems.
Introduction
Consider the following linear complementarity problem w := A z+ q ≥ 0, z ≥ 0 and z T w = 0, (
where A∈R n×n is a large sparse matrix, z∈R n is an unknown vector and q=(q 1 ,q 2 ,··· ,q n ) T ∈ R n is a given vector. In the sequel, we abbreviate the linear complementarity problem (1.1) as LCP( q,A). The notation " ≥ " means the componentwise defined partial ordering between two vectors and "T" in the superscript denotes the transpose of a vector.
The LCP( q,A) arises in many scientific computing and engineering applications, e.g., the contact problem, the Nash equilibrium point of a bimatrix game, the free boundary problem and the optimal stopping in Markov chain and so on. For more details, see [6, 17, 19] and the references therein.
To get the numerical solution for the large and sparse LCP( q,A), many efficient methods have been presented based on linear algebraic equations, for example, the projected iterative methods with the system matrix being symmetric positive definite(SPD), symmetric positive semi-definite and diagonally dominant ( [1, 16, 18] ), the modulus-based iterative method ( [2, 4-13, 15, 17, 20, 21] ) and so on. The main drawback of the projected methods is that we have to project the iterative solution onto the space R n + ={x∈R n |x≥0}, which is a costly and complicated work in actual implementations. Especially, it is much more difficult when the system matrix is nonsymmetric or some zero entries appear on the diagonal position.
Recently, Bai in [5] presented a modulus-based matrix splitting iteration method. The method not only covers the known modulus iteration methods and the corresponding modified variants, but also yields a series of modulus-based relaxation methods. For example, the MJ, the MGS, the modulus-based SOR method (MSOR) ( [15] ), the modified modulus method ( [11] ) and the non-stationary extrapolated modulus algorithm ( [12] ). Besides, if the system matrix is an H + -matrix, the improved modulus-based matrix splitting iteration method turns to the scaled extrapolated modulus algorithms ( [13] ) and the two-step modulus-based matrix splitting iteration methods ( [20] ), respectively.
In this paper, based on the generalized skew-Hermitian triangular splitting (GSTS) iteration method ( [14] ) and the modulus-based matrix splitting iteration methods ( [5] ), we present a modulus-based GSTS (MGSTS) iteration method for solving large sparse LCP( q,A). By choosing different parameter matrices, we derive a series of existing and new iterative methods, including MJ, MGS, AMJ(the accelerated MJ), AMGS(the accelerated MGS) and AMSOR (the accelerated MSOR) methods. Experimental results are given to show the effectiveness and feasibility of the new method when it is employed for solving the linear complementarity problems with the system matrix either H + -matrix with non-positive off-diagonal entries or symmetric positive definite.
The paper is organized as follows. In Section 2, some necessary notations and definitions are introduced, some modulus-based matrix splitting iteration methods are reviewed. Then the MGSTS iteration method for solving large sparse LCP( q,A) is established and some special modulus-based methods are given, respectively. In Section 3, when the system matrix is an H + -matrix with non-positive off-diagonal entries or a symmetric positive definite matrix, the convergence conditions are presented. In Section 4, numerical examples are given to show the performance of the proposed method. Finally in Section 5, we end this paper with some concluding remarks.
The MGSTS iteration method
First we will introduce some notations and concepts. Let A = (a ij ) and B = (b ij ) be two real m×n matrices. Then A≥ B(A> B) means a ij ≥b ij (a ij >b ij ) for all 1≤i≤m and 1≤ j≤n. Let |A| = (|a ij |) ∈ R m×n be the absolute value of the matrix A, and A T be the transpose of A.
We call a real matrix A is Z-matrix if the off-diagonal entries of A are non-positive; an M-matrix if A is a Z-matrix and A −1 ≥ 0; an H-matrix if its comparison matrix A = ( a ij ) ∈ R n×n is an M-matrix, where
Particularly, a matrix A is called an H + -matrix if A is an H-matrix with positive diagonal entries.
where ρ(M −1 N) denotes the spectral radius of the matrix M −1 N. For more details, we refer to [5] . 
(2.1)
is a solution of LCP( q,A).
and A = M− N, the LCP( q,A) can be equivalently written into a system of fixed-point equations( [5] )
Based on (2.3), Bai ( [5] ) established the following modulus-based matrix splitting iteration method for solving LCP( q,A):
Zheng in [22] further established the accelerated modulus-based iteration method as follows. 
where
with B c ∈ R n×n being a symmetric positive definite matrix, K L and K U being the strictly lower triangular and the strictly upper triangular matrix, respectively, ω 1 and ω 2 being two acceleration parameters. Then we present our modulus-based GSTS (MGSTS) iteration method for LCP( q,A) as follows.
MGSTS iteration method:
Given an initial vector x (0) ∈ R n , a n×n positive diagonal matrix Ω, a symmetric positive definite matrix B c and three positive parameters ω 1 , ω 2 and τ to obtain the matrices M and N defined by (2.6). For k = 0,1,2,··· until the iteration sequence { z (k) } +∞ k=0 is convergent, compute x (k+1) ∈ R n by solving the linear system
and set
Remark 1. If we split A = A H + A S , where
K L and K U are the strictly lower-triangular and the strictly upper-triangular parts of A S . Given a symmetric positive definite matrix B c . Then we obtain the generalized skewHermitian triangular splitting (GSTS) matrix as 
, and let M 1 and N 1 be defined by (2.6a) and (2.6b), respectively. Then we obtain an accelerated modulus-based GSTS (AMGSTS) iteration method from the MGSTS iteration method when we compute x (k+1) ∈ R n by solving the linear system (2.5a).
By choosing different matrices B c and Ω and accelerate parameters ω 1 , ω 2 , τ and γ, we can easily get a series of iterative algorithms from the MGSTS iteration method for solving the LCP( q,A) (1.1).
and Ω= I. Then the MGSTS iteration method reduces to the modulus iteration method ( [5] )
and Ω = αI. Then the MGSTS iteration method becomes the modified modulus iteration method in [11] as
, τ =1 and γ=2, the AMGSTS iteration method yields the accelerated modulus-based Jacobi iteration method ( [22] ), denoted as AMJ,
and γ = 2, the AMGSTS iteration method reduces to the accelerated modulus-based Gauss-Seidel iteration method ( [22] 
and γ = 2, the AMGSTS iteration method yields the accelerated modulus-based SOR iteration method ( [22] ) , denoted as AMSOR,
,ω 2 = 0, τ = 1 and γ = 2, the MGSTS iteration method becomes the modulus-based AOR iteration method ( [15] )
. We can give some new MGSTS iterative methods by choosing different parameters. Some choices for the parameters are listed in Table 1 . In Table 1 , 
is the diagonal parts of A. tril(A) and triu(A) represent the strictly lower-triangular part and the strictly upper-triangular part of the matrix A, respectively. P ex p , ω 1,ex p and ω 2,ex p are the experimental optimal parameters.
Convergence analysis of the MGSTS iteration method
In this section, we concentrate on the convergence of the MGSTS iteration method with the splitting matrix M defined in (2.9) and the system matrix A of the LCP( q,A) being an H + -matrix with non-positive off-diagonal entries or a symmetric positive definite matrix.
If the vector pair
After subtracting (3.1) from (2.4), we can immediately obtain
Therefore, to prove lim k→+∞ z (k) = z * , we only need to demonstrate the convergence of the sequence { x (k) } +∞ k=0 generated by the MGSTS method. We will use the error relationship (3.2) to establish our convergence theorem.
A is an H + -matrix with non-positive off-diagonal entries
Assume that A∈R n×n is an H + -matrix with non-positive off-diagonal entries. If K L >0, ω 2 = 0 and B c = A H , then the splitting matrix of the form (2.9) can be rewritten as
If K L < 0, we will let ω 1 = 0 and B c = A H . Then the splitting matrix of the form (2.9) can be rewritten as
It can be easily obtained that
is a Z-matrix with the same diagonal entries as A. We can establish the following convergence theorem for the MGSTS method. 
Then the iteration sequence { z (k) } +∞ k=0 ⊂ R n + generated by the MGSTS method converges to the unique solution z * ∈ R n + of the LCP( q,A) (1.1) for any initial vector 
A is symmetric positive definite
Firstly, we review a directly result about the accelerated MGSTS (AMGSTS) iteration method from [22] . 
by the AMGSTS iteration method converges to the unique solution z * ∈ R n×n of the LCP( q,A) for any initial vector x
When the system matrix A is symmetric positive definite, then K L and K U are both zeros matrices. Therefore, from the AMGSTS iteration method in Remark 3, the splitting matrix of the form (2.9) can be rewritten as
where B c is symmetric positive definite and τ > 0 is a positive number. Obviously, the matrix M 1 is symmetric positive definite. Let Ω = pI ∈ R n×n be a positive scalar matrix. Then the convergence results can be obtained immediately from Lemma 3.1. 
Numerical results
In this section, we examine the feasibility and effectiveness of the MGSTS iteration method for solving LCP( q,A) (1.1) in terms of both iteration steps (denoted by "IT") and the elapsed CPU time (denoted by "CPU") in seconds. We list the IT, CPU times and the norm of absolute residual vectors (denoted by "RES"). Here, "RES" are defined as
where z (k) is the kth approximate solution to the LCP( q,A) and the minimum is taken componentwise.
All tests are performed in MATLAB R2013a on Intel(R) Core(TM) i7-3770 CPU 3.40 GHz and 8.00 GB of RAM, with machine precision 10 −16 . In our computations, all runs of MGSTS method is started from the initial vector x (0) = (1,0,1,0,··· ,1,0,···) T ∈ R n and terminated if the current iteration satisfies either RES( z (k) ) < 10 −5 or the number of the prescribed iteration k max = 1000 is exceeded.
We compare the MGSTS method with the projected Gauss-Seidel (PGS), the projected successive over-relaxation (PSOR) methods( [1, 3, 16] ), the MJ, the MGS, the AMJ, the AMGS and the AMSOR method. We take γ = 2 and Ω = pI in all iteration methods, in which the parameter p is chosen to minimize the corresponding iteration steps. The abbreviations of the corresponding terminologies are listed in the cases described in Section 2. Six different choices for the iteration parameters and parameter-matrices with respect to the MGSTS iteration method are used in our test experiments, see Table 1 . We note that when the matrix A is symmetric, the MGSTS(2) iteration method is equivalent to MGSTS(3). They are independent of the parameters ω 1 and ω 2 . The method MGSTS(4) is only for symmetric matrix A. The methods MGSTS(5) and MGSTS(6) are for nonsymmetric A, where MGSTS (5) is for c = 0, and MGSTS(6) is for c = 4, respectively. 
is a block-tridiagonal matrix,
is a tridiagonal matrix, and z * = (1,2,1,2,··· ,1,2) T ∈ R n is the unique solution of the LCP( q,A) (1.1).
When the system matrix is symmetric
If we choose l =1 and r=1 in Example 4.1, then the system matrix A is symmetric. Hence, it follows that K L = K U = 0 and the matrix M, N in (2.6a) and (2.6b) are independent on the parameters ω 1 , ω 2 . In this case, we list the experimental optimal parameter ranges in Tables 2 and 3 Tables 4 and 5 it can be seen that the PSOR method requires less iteration steps than the MJ, the MGS and the MSOR methods. However, the projected methods cost much computing times. Those experimental results coincide [5] . It can also been find that the AMJ method is not convergent when c = 0. The AMGS and the AMSOR methods are convergent very slowly when the problem size increases. However, the MGSTS method keeps the most efficient when the parameter p is choose according to Tables 2 and 3 . When c = 4, the AMJ, the AMGS and the AMSOR methods become faster convergent than c = 0. Hence, the MGSTS(4) method is a good choice as a common way to solve the LCP( q,A) when the system matrix is symmetric. Besides, we also test the case when we simply take p = 0.01, ω 1 = 1.3 and ω 2 = 0.7 for all problems sizes. From Tables 4 and 5 we see that the iteration steps and the computing times with respect to both the experimental optimal parameter and this simple choices are almost the same. The MGSTS(4) method also performs quite efficiently.
When the system matrix is nonsymmetric
If we let l = 1.5 and r = 0.5, then the system matrix A is nonsymmetric and K L > 0. According to Theorem 3.1, we will take τ =0.6∈ (0,1] for both the MGSTS(2) and MGSTS(3) methods defined by Table 1 . Tables 6 and 7 list the experimental optimal parameter ranges for the proposed method with respect to different problem scales with c = 0 and c = 4, respectively. Tables 8 and  9 list the numerical results with respect to IT, CPU and RES for the testing methods for Example 4.1, with respect to varying m.
From the numerical results in Tables 8 and 9 it can be found once again that the projected methods require less iteration steps but much computing times than the MJ, the MGS and the AMJ methods. It can been also seen that the MGSTS method is superior to other methods if the optimal parameters are employed. It needs more iterative steps for the MGSTS(2) method than the MGSTS(3) method.
From these tables, we see that the MGSTS method always outperforms the MJ method, the MGS method and the AMJ method considerably in iteration steps. The MGSTS method almost has the same efficiency as that of the accelerated modulus-based methods considerably in iteration steps and residual errors.
Besides, we also choose some fixing parameters. For example, when c = 0 and c = 4, we use the MGSTS(5) and MGSTS(6) methods in Table 1 , respectively. We see from Table  8 and Table 9 that, they are both very efficient. Finally in Table 10 , we list some numerical results using the MGSTS(4), MGSTS(5), MGSTS(6) methods for high dimensions LCP( q,A). We can find that they perform efficiently.
It can be drawn a conclusion that, when the system matrix is symmetric for the LCP( q,A), we can use the MGSTS(4) method. When the system matrix is nonsymmetric for the LCP( q,A) and c =0, we can use the MGSTS(5) method. When the system matrix is nonsymmetric for the LCP( q,A) and c = 4, we can use the MGSTS(6) method.
Conclusions
In this paper, we have proposed a modulus-based generalized skew-Hermitian triangular splitting (MGSTS) method for solving a class of linear complementarity problems with the system matrix being either an H + -matrix with non-positive off-diagonal entries or a symmetric positive definite matrix. The convergence conditions are given. Numerical ex-
