MEBoost: Variable Selection in the Presence of Measurement Error by Brown, Benjamin et al.
ar
X
iv
:1
70
1.
02
34
9v
3 
 [s
tat
.C
O]
  2
5 O
ct 
20
17
Received9January2017; Revised25O ctober2017; AcceptedPending
DO I:xxx/xxxx
M EBoost:VariableSelectioninthePresenceofM easurem ent
Error
BenBrow n1 | Tim othyW eaver2 | JulianW olfson3
1
NAM SA,M innesota,USA
2
M inneapolisM edicalResearch Foundation,
M innesota,USA
3
DivisionofBiostatistics,SchoolofPublic
Health,UniversityofM innesota,M innesota,
USA
Correspondence
BenBrown,400US-Hwy169,M inneapolis,
M N 55426Em ail:bbrown@ nam sa.com
PresentAddress
400US-Hwy169,M inneapolis,M N 55426
Sum m ary
W e presenta novelm ethod for variable selection in regression m odels when covariates are
m easuredwitherror.Theiterativealgorithm wepropose,M easurem entErrorBoost(M EBoost),
followsa path defined by estim ating equationsthatcorrectforcovariate m easurem enterror.
Viasim ulation,weevaluatedourm ethodandcom pareitsperform ancetotherecently-proposed
Convex Conditioned Lasso (CoCoLasso)and to the “naive”Lasso which does notcorrectfor
m easurem enterror.Increasingthedegreeofm easurem enterrorincreasedpredictionerrorand
decreased the probability ofaccurate covariate selection,butthis loss ofaccuracy was least
pronounced when using M EBoost.W e illustrate the use ofM EBoostin practice by analyzing
datafrom the BoxLunch Study,aclinicaltrialin nutrition where severalvariablesare based on
self-reportandhencem easuredwitherror.
KEYW O RDS:
Boosting,High-Dim ensionalData,M achineLearning,M easurem entError,VariableSelection
1 INTRO DUCTIO N
Variableselection isawell-studied problem in situationswherecovariatesarem easuredwithouterror.However,itiscom m onforcovariatem ea-
surem entstobeerror-proneorsubjecttorandom variationaroundsom em eanvalue.Consider,forinstance,astudywhereinsubjectsreporttheir
dailyfood intakeon the basisofadietaryrecallquestionnaire.There isvariation from dayto dayin an individual’scalorieconsum ption,butitis
alsowellestablishedinthenutritionliteraturethatthereiserrorassociatedwiththerecallorm easurem entofthenum berofcaloriesinam eal1,2.
Intheusualregressionsetting,ignoringm easurem enterrorleadstobiasedcoefficientestim ation3,andhencethepresenceofm easurem enterror
hasthepotentialtoaffecttheperform anceofvariableselectionprocedures.Inthisexam ple,wem aybeabletocreateapredictivem odelbasedon
thesem ism easureddieteryrecalldata,thatwecanthenapplythem odeltom oreexpensivedatathatcanbem easuredwithreducedorelim inated
m easurem enterrorsuchaswiththehelpofanutritionistorthroughprepackagedm eals.
Therehasbeenrelativelylittleresearchdoneaboutvariableselectioninthepresenceofm easurem enterror.Sorensen4 introducedavariationof
theLassothatallowsforNorm al,i.i.d.,additivecovariatem easurem enterror.DattaandZou5 proposedtheconvexconditionedLasso(CoCoLasso)
which correctsforboth additiveand m ultiplicativem easurem enterrorin thenorm alcase.Both ofthesem ethodsareapplicabletolinearm odels
forcontinuousoutcom es,butdo noteasilyextend to regression m odelsforotheroutcom e types(e.g.,binaryorcountdata).M eanwhile,thereis
asizablestatisticalliteratureon m ethodsforperform ingestim ation and inference forlow-dim ensionalregression param etersin thepresenceof
m easurem enterror3,6,7,buttheseapproachesdonotaddressthevariableselectionproblem andcannotbeappliedinlargep,sm alln problem s.
W eproposeanovelm ethod forvariableselection in thepresenceofm easurem enterror,M EBoost,which leveragesestim atingequationsthat
havebeenproposedforlow-dim ensionalestim ationand inferencein thissetting.M EBoostisacom putationallyefficientpath-followingalgorithm
thatm ovesiterativelyindirectionsdefinedbytheseestim atingequations,onlyrequiringthecalculation(notthesolution)ofanestim atingequation
ateach step.Asaresult,itism uch fasterthan alternativeapproachesinvolving,e.g.,am atrixprojection calculation ateach step.M EBoostisalso
flexible:the version thatwe describe isbased on estim atingequationsproposed byNakam ura8,which applyto som e generalized linearm odels,
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andtheunderlyingM EBoostalgorithm caneasilyincorporatem easurem enterror-correctedestim atingequationsforotherregressionm odels.W e
conducted asim ulation studyto com pare M EBoostto the ConvexConditioned Lasso (CoCoLasso)proposed by Daataand Zou5 and the “naive”
Lassowhichignoresm easurem enterror.W ealsoappliedM EBoosttodatafrom theBoxLunchStudy,aclinicaltrialinnutritionwherecaloricintake
acrossanum beroffoodcategorieswasbasedonself-reportandhencem easuredwitherror.
2 BACKGRO UND
2.1 Regression inthePresenceofCovariateM easurem entError
O urdiscussion ofm easurem enterrorm odelsdrawsheavilyfrom Fuller7.W hen m odelingerrorthecovariatescan be treated asrandom orfixed
values.Structuralm odelsconsiderthecovariatestoberandom quantitiesandfunctionalm odelsconsiderthecovariatestobefixed9.W econsider
astructuralm odel.LetY = Xβ + ǫ,whereX isa(random )m atrixofcovariatesofdim ension n × p,β avectorofcoefficientsoflength p,ǫ isa
vectorofNorm allydistributed i.i.d.random errorsoflength n,andY istheresultantoutcom evectoralsooflength n.Inanadditivem easurem ent
errorm odel,weassum ethatwhatisobservedisnotXbutratherthe“contam inated”or“error-prone”m atrixW = X+UwhereUarandom n×p
m atrix.
W henam odelisfitthatignoresm easurem enterror,i.e.itassum esthatthetruem odelisY = WβW + ǫ,theresultingestim atesβˆW aresaid
tobenaiveandsatisfy
E[βˆ
′
W
] = β
′
(ΣXX +∆)
−1ΣXX (1)
whereβ isthetruecoefficientvector,ΣXX isthecovariancem atrixofthecovariatesand∆ ≡ ΣUU isthecovariancem atrixofthem easurem ent
error.Inthecaseoflinearregressionwithasinglecovariate,(1)sim plifiestoanattenuatingfactorthatbiasesthecoefficientestim atestowardszero.
However,withm ultiplecovariatesthebiasm ayincrease,decrease,and evenchangethesignoftheestim atedcoefficients.Notably,m easurem ent
erroraffectingasinglecovariatecanbiascoefficientestim atesinallofthecovariates,eventhosethatarenotm easuredwitherror9.
2.2 Variableselection inthePresenceofM easurem entError
M a10 presentedm ethodstoaccountform easurem enterrorwhileperform ingvariableselectioninparam etricandsem i-param etricsettings.Focus-
ingontheparam etricsetting,theyproposedawidescopingm ethodthatcanbeusedinm orethanjustgeneralizedlinearm odels.Them ethodrelies
onderivingthefulllikelihoodofeachobservationandit’scorrespondingscorefunction,S∗
eff
(Wi,Y i, β),choosingapenaltyfunction andfindingits
derivative,p′(β),thensolvingthepenalizedestim atingequations:
n∑
i=1
S∗eff (Wi,Yi, β)− np′(β) = 0 (2)
Solving the penalized equationscan be very difficultcom putationally,especially in the high dim ensionalsetting.Therefore,we willlook to
com pareourm ethodwithfasterm ethodsthatarevariantsoftheLasso,whichcanbesolvedm uchm orequickly.
2.3 LassointhePresenceofM easurem entError
Sorensenetal.4 analyzetheLasso11 inthepresenceofm easurem enterrorbystudyingthepropertiesof
βˆLasso,λn = argmin
α
(||Y −Wα||22 + λn||α||1
)
. (3)
βˆLasso,λn isasym ptoticallybiased when λn/n → 0 as n → ∞ sinceE[βˆ
′
Lasso,λn
] = β
′
(ΣXX + ∆)
−1ΣXX.Noticethisisthesam ebiasthatis
introducedwhennaivelinearregressionisperform edonobservedcovariates.Sorensenetal.4 derivealowerboundonthem agnitudeofthenon-
zerocoefficientelem entsbelow whichthecorrespondingcovariatewillnotbeselected,andanupperboundontheL1 estim ationerror||βˆW−β||1.
Theyshow thatwith increasingm easurem enterrorthe lowerbound increases,i.e.,increasingm easurem enterroraddsnon-inform ative noiseto
thesystem andsoforthesignalassociatedwiththerelevantcovariatestobeidentifiedthesignalm ustincrease.Increasedm easurem enterroralso
leadstoanincreaseintheupperboundoftheestim ationerror.Signconsistentselectionisalsoim pactedbythepresenceofcovariatem easurem ent
error.Sorensenetal.4 setalowerboundontheprobabilityofsignconsistentselectioninthissetting.Theresultrequiresthatthe Irrepresentability
Condition with Measurement Error (IC-M E)holds.TheIC-M E requiresthatthem easurem entsoftherelevantand irrelevantcovariateshavelim ited
correlation,relativetothesizeoftherelevantm easuredcovariatecorrelation.Notethesam plecorrelationoftheirrelevantcovariatesisnotcon-
sidered.Bystudyingtheform ofthelowerbound,itcanbeconcludedthat(atleastwhenusingtheLasso)m easurem enterrorintroducesagreater
distortionontheselectionofirrelevantcovariatesthanitdoesintheselectionofrelevantcovariates.
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Sorensenetal.4 introducedaniterativem ethodtoobtaintheRegularizedCorrectedLassowithconstraintontheradiusR:
βˆRCL = argm in
||β||1<R
{||y −Wβ||2 − nβ′∆β + λ||β||1}. (4)
Them ainresultsoftheirsim ulationstudywereconsistentwiththeiranalyticalresults,nam elythatthecorrectedLassohadaslightlylowerselection
rateforthetruecovariatesthanthenaiveLasso,butwasalsom oreconservativeinincludingirrelevantcovariates.Further,thepredictionerror,as
m easuredbyboth ||βˆ − β||1 and ||βˆ − β||2,waslowerforthecorrectedLasso.
Them ajordrawbackofthecorrectedLassom ethodisthatitisverycom putationallyintensive,involvinganiterativecalculationwhereeachstep
involvesaprojectionofanupdated βˆ ontotheL1-ballforagivenradiusR.Theiterativeprocessm ustbeconductedforeachfixedvalueoftheradius
R.Theselected valuesofR provideapath ofpossiblesolutionsforβˆRCL.Hence,theapproach seem sim practicalforlarge-scaleproblem sand for
repeatedapplicationinasim ulationstudy.
2.4 TheConvexConditioned Lasso(CoCoLasso)
A recentpaperbyDattaand Zou5 proposesanalternativeapproachwhich theyrefertoastheConvexConditioned Lasso (CoCoLasso).Consider
thefollowingreform ulationoftheLassoproblem ,
βˆL(λ) = argm in
β
1
2
β
′
Σβ − ρ′β + λ||β||1. (5)
TheCoCoLassoisbased on theLoh and W ainwrightcorrections12 forthepredictor-outcom ecorrelation ρ and variancem atrixΣ in thepresence
ofm easurem enterror.W henerror-pronecovariatesW arem easuredinplaceofX,wecangetcorrectedestim atesρ˜ and Σˆ:
ρ˜ =
1
n
W
′
Y Σˆ =W
′
W −∆ (6)
where∆isthe(assum edknown)varianceinthem easuredW.Theseestim atorsareunbiased.A m easurem enterrorcorrectedLassoestim atecould
then be derived bysubstituting ρ˜ and Σˆ into (5).The problem with thisideaisthatthe corrected m atrix Σˆ m aynotbe avalid covariancem atrix,
sinceitispossibletobenonpositivesem i-definite.IfΣˆ hasanegativeeigenvalue,thenthisLassofunctionwouldbenon-convexandunbounded.To
overcom ethisobstacle,thekeytotheCoCoLasso5 iscalculatingtheprojectionofΣˆ ontothespaceofpositivedefinitem atrices:
(Σˆ)+ = argm in
Σ≥0
||Σˆ−Σ||max. (7)
TheCoCoLassothensolvesastandardLassoproblem inwhich Σˆandρwiththecorrectedvaluesfrom (6)and(7),yieldingtheCoCoLassoestim ator:
βˆC(λ) = argm in
β
1
2
β
′
(Σˆ)+β − ρ˜
′
β + λ||β||1. (8)
W hen Σˆ isnotpositivedefinite,theprojectionfrom (7)canbechallengingtocom pute.However,theprojectiononlyneedstobedoneonce,unlike
theSorensencorrection4 whichrequiresaprojectionateachiteration.
3 M EBO O ST:M EASUREM ENT ERRO R BO O STING
O urproposed variable selection algorithm ,M EBoost(M easurem entErrorBoosting),isbased on an iterative functionalgradientdescenttype
algorithm thatgeneratesvariableselectionpaths.Thekeyideaisthat,insteadoffollowingapathdefinedbythegradientofalossfunction(e.g.,the
likelihood),the“descent”followsthedirectiondefinedbyanestim atingequationg(Y,X, β).Thealgorithm icstructureofM EBoostissharedwith
ThrEEBoost(ThresholdedEstim atingEquationBoost,13),ageneral-purposetechniqueforvariableselectionbasedonestim atingequations.W hile
ThrEEBoostdescribedanapproachtoperform ingvariableselectioninthepresenceofcorrelatedoutcom esbyleveragingtheGeneralizedEstim at-
ingEquations14,M EBoostachievesim proved variable selection perform ance in the presence ofm easurem enterrorby following apath defined
byam easurem enterrorcorrected scorefunction duetoNakam urawhich isdescribedin Section 3.1.Nakam ura’sapproach isapplicabletolinear
regressionm odelswith norm aladditiveorm ultiplicativem easurem enterror.Closed-form correctedscorefunctionsarealsoderived forPoisson,
Gam m a,andW aldregression.Nakam uracom m entsthatnoclosedform correctioncanbecreatedforlogisticregression.Byusingthisfam ilyofcor-
rectedscorefunctions,theM EBoostalgorithm ism orebroadlyapplicablethan thecorrectedLasso and CoCoLasso,neitherofwhich isobviously
generalizablebeyondlinearregression.
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3.1 CorrectedScoreFunction
Nakam ura8 proposedasetofcorrectedscorefunctionsforperform ingestim ationandinferenceinthegeneralizedlinearregressionm odelwhere
covariatesare subjectto additive m easurem enterrorwith known variance m atrix∆.In general,the corrected score function S*based on the
covariatesm easured with error(W),hasthe expectation equalto the score function,S,based on the true covariates(X).Forthe norm allinear
m odel,Nakam uraproposedthefollowingcorrectiontothenegativelog-likelihoodtoaccountform easurem enterror:
l∗(Y,W, β)
′
= −n
2
log(2π) − nlog(σ) − 1
2σ2
∑
[(yi − β′wi)2 − β′∆β] (9)
Differentiating(9)withrespecttoβ,weobtainthecorrectedscorefunction:
S∗(Y,W, β)
′
= S(Y,W, β)
′
+ nσ−2β
′
∆. (10)
In thiscase the corrected score function isthe ’naive’score function,S(Y,W, β)
′
,with a m easurem enterrorcorrection determ ined by the
sam ple size,m odelerror,m easurem enterrors,and the coefficientvalue:nσ−2β
′
∆.The naivescore function isthe score function from the true
m odelcalculatedwiththem easuredcovariates:
S(Y,W, β, σ) = σ−2
(
W
′
Y −W′Wβ
)
(11)
Thecorrectedvarianceestim atewillbecalculatedas∂l∗/∂σ = 0,whichinthenorm alcaseis:
σˆ2 = n−1 (Y −Wβ∗)′ (Y −Wβ∗)− β∗′∆β∗. (12)
Sim ilarlyto the corrected score function,the corrected variance estim ate isthe naive variance estim ate,n−1 (Y −Wβ∗)′ (Y −Wβ∗),with a
m easurem enterrorcorrection.Thecorrectionreducestheestim atedvariance,thussubtractingthenoiseintroducedbythem easurem enterror.In
thevariancecasethecorrectionfactorisdeterm inedonlybythetruecoefficientvectorandthem easurem enterrorvariance.
Asanotherexam ple,thecorrectionforPoissondistributeddataisthefollowing:
S(Y,W, β) =
∑
[ykwk − (wk −∆β)exp(β′wk − β′∆β/2)] (13)
whichweapplyinourdataapplication(seeSection5).Nakam ura8 alsoprovidescorrectionsform ultiplicativem easurem enterrorinlinearregres-
sion,aswellasm easurem enterrorinGam m aandW aldregression.Inwhatfollows,weusethenorm allinearadditivem easurem enterrorcorrected
scorefunctionaspartofaniterativepath-followingalgorithm thatperform svariableselectioninthepresenceofcovariatem easurem enterror.
3.2 TheM EBoostAlgorithm
O urproposed variableselection algorithm ,M EBoost,consistsofapplyingThrEEBoostwith the corrected scorefunction and corrected variance
estim atedescribedintheprevioussection.Algorithm 1sum m arizestheM EBoostprocedure.
Letτ ∈ [0, 1] bethefixedthresholdingparam eter.Startingwithaβ estim ateof0 anda σˆ2 = 1,thecorrectedscorefunctionS∗ iscalculatedat
thesevalues,andthem agnitudeofeachcom ponentofν ≡ S∗ isrecorded.Theindicesofelem entstoupdateareidentifiedbyathresholdingrule,
Jt = {j : |νj| ≥ τ · m axj|νj|}.The nextpointin thevariableselection path,β(1),isobtained byaddingasm allvalue,γ,to each oftheseelem ents
in the direction correspondingto the signsofeach νj forj ∈ Jt.Thisupdated β(1) isused to calculatean updated corrected σ2(1).Thealgorithm
continuesforT iterations,whereT istypicallychosentobelarge(e.g.,1,000).
Theparam etersγ,T and τ interacttodeterm inethespecificvariableselection path thatresultsfrom thealgorithm .Thesm allerthevalueofγ
thesm allerthedistancebetween β estim ateson theselection path,whilealargervalueofγ leadsto largerjum psin theselection path.Ideally,a
verysm allvalueofγ (e.g.,0.01).wouldbeused,butif||β||1 islarge,alargenum berofiterations,T,m ayberequiredtogenerateaselectionpath.This
ofcourseisthetrade-offoneisrequiredtom akewhendeterm iningthestepsize.A selection pathincrem entedbyonlyasm allvalueispreferable
to a path which takeslarge steps,butthe tim e required fora large num berofiterationsm ay becom e prohibitive.W ith each ofthe t iterations
thoseelem entsofthecoefficientvectorthatarestillofsizezerohavenotbeen selected atthisiteration.A conservativeselection approachtakes
acom bination ofsm allγ and T,whereasam ore aggressive approach takesacom bination oflargervalue γ and T.In the case when τ = 1,the
M EBoostalgorithm onlyupdatestheelem ent(s)with them axim um absolutevalue.Foranycom bination ofγ andT,thisisthem ostconservative
approachthatcanbetakenandwillleadtosparserm odelsthanwhenathresholdisconsidered.Italsorequiresam uchlargervalueofT.
The param eterτ determ ineshow m anycoefficientsare updated ateach iteration;itoffersacom prom ise between updating each coefficient
ateveryiteration (τ = 0,sim ilarto standard gradientdescent)and updatingonlythecoefficientcorrespondingto the elem entofthe estim ating
equationwithlargestm agnitude(τ = 1).InthecontextofGeneralizedLinearM odelswithoutm easurem enterror,W olfson15 showedthatsetting
τ = 1 yieldsan updaterule thatisasym ptoticallyequivalent(asT → ∞,γ → 0,andT · γ → 0)to followingthe path ofm inim izersofan L1-
penalized projected artificiallog-likelihood ratio whosetangentistheGLM scorefunction.In thecasewhen τ = 1,theM EBoostalgorithm only
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Algorithm 1M EBoost
procedureM EBO O ST
Setβ(0) =0
Setσ2,(t=0) = 1
fort = 0, . . . ,T do
Com puteν = S∗(Y,W,β)
β=β(t−1)
IdentifyJt = {j : |νj| ≥ τ · m axj|νj|}
for alljt ∈ Jt do
Updateβ
(t)
jt
= β
(t−1)
jt
+ γ sign(νjt)
endfor
Setσ2,(t) = n−1
(
Y −Wβ(t))
′ (
Y −Wβ(t))− β(t)′∆β(t)
endfor
endprocedure
updatestheelem ent(s)withthem axim um absolutevalue.Foranycom binationofγ andT,thisisthem ostconservativeapproachthatcanbetaken
andwillleadtosparserm odelsthanwhenathresholdisconsidered.Italsorequiresam uchlargervalueofT.Byallowingm ultipledirectionstobe
updatedateachiteration,M EBoostcanexploream uchwiderrangeofvariableselectionpaths;aswediscusslater,cross-validationcanbeusedto
selecttheparam eterτ whichleadstotheoptim allevelofthresholding.InThrEEBoost13,itwasshownthatathresholdintherangeof0.4-0.8m ay
perform betterthanthresholdscloserto0or1.
3.2.1 ConnectiontotheM E-Lasso
Nakam ura’sm easurem entcorrected score functionsare derivativesofcorrected negative log likelihoods.In the norm alcase,the correction is
exactlythatdescribedinSorensenetal.(seeEquation(3)).Hence,theargum entsofRosset16 canbeappliedtoshow that1)M EBoostappliedwith
S∗ andthresholdvalueτ = 1,and2)thesolutionsto(3),havethesam elocalbehavior.Specifically,undersom eregularityconditions15,asT→ ∞
and ǫ→ 0 withT · ǫ→ 0,M EBoost’siterativestepsm atchthesequenceofsolutionsto(3).
3.2.2 Selectingafinalm odel
Forafixed τ,identifyingafinalm odelinvolveschoosingapointon the variableselection path generated byAlgorithm 1;thisisakin to choosing
thepenaltyparam eterintheLasso.Cross-validationusingalossfunctionrelevanttotheproblem athand(e.g.,m eansquarederror)canbeusedto
selecta βˆ onthepath.Cross-validationcansim ilarlybeusedtoselectthebestvalueofτ.ThefullprocedureisdescribedinAlgorithm 2.
Algorithm 2M odelSelectionforM EBoost
procedureCRO SSVALID ATIO N
DividetheobservationsintoK foldswhere 1
K
oftheobservationsareusedasatestset.
fork = 1, . . . ,K do
ApplyM EBoostforfixedvalueτ.
O btainthem eansquaredpredictionerrorofeachcandidatem odelonthetestset.
Calculate ||βˆ||(k)1 forthe βˆ(t) thatm inim izesm eansquaredpredictionerror.
endfor
RepeatacrosstheK possibletestsetsandcom putethem eanoftheselected ||βˆ||(k)1 ’s.
endprocedure
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4 SIM ULATIO N STUDY
To exam ine the im pactofm easurem enterrorin the covariateson variable selection we perform ed a sim ulation study.W e evaluated M EBoost
bycom paringitto two variableselection m ethods:theConvexConditioned Lasso (CoCoLasso),and the“naive”Lasso which doesnotcorrectfor
m easurem enterror.
4.1 Sim ulation Set-up
Dataweregeneratedfrom alinearregressionm odelwithiidnorm alerrors,Y = Xβ + ǫ;where ǫi ∼ N(0, σ2ǫ) andσǫ = 1.5.Thesam plesizefor
allstudiesis80.The truecovariatesare drawn from am ultivariatenorm aldistribution,X ∼ MVN(0,ΣXX).ΣXX isablock diagonalm atrixwith
diagonalentriesequalto1,and10by10blockscorrespondingtoagroupof10covariateswithanexchangeablecorrelationstructurewithcom m on
pairwisecorrelationφ = 0.3.Inallsim ulationsthetruem odelhas10non-zerocoefficientsand90zerocoefficients,i.e.,β = (110,090),sothatthe
relevantcovariatesinthefirstblockwerecorrelated.
The m easured covariatesweregenerated asW = X + U forU am atrixwhosecolum nsweregenerated asdescribed below.To explorethe
im pactofdifferenttypesofm easurem enterror,weconsidered10differentscenariosforgeneratingthecolum nsofU andvaryingtheassum ptions
m adeaboutit.Inthefirstfivescenarios,Uisassum edtobenorm allydistributedwithm eanzeroandcovariancem atrixΩ,andthescenariosexplore
differentstructuresforΩ.IneachofScenarios1-5,wecorrectlyspecifythedistributionofUwhenapplyingM EBoostandtheCoCoLasso.Scenarios
6-10explorecaseswherethedistributionofU isincorrectlyspecified.
1. Basecase:U ∼ N(0, δ2Ω1),whereΩ1 = I theidentitym atrix,and δ2 = 0.75.
2. Varyingδ2:δ2
j
= 0.3375 + 0.075j forjin 1-10.Thispatternrepeatsacrosstheblocksof10 covariates.Therelevantcovariateshavesim ilar
spreadsofm easurem enterrortotheirrelevantcovariates.
3. CorrelatedM easurem entError:M easurem enterrorwasassum ednorm allydistributed withanexchangeablecorrelationstructureW ithin
eachblock,U ∼ N(0, δ2Ω3) whereΩ3 = ρ11′ + (1− ρ)I,δ2 = 0.75,ρ = 0.3,and1 isvectorofones.
4. Varyingδ2 withcorrelation:Uisdistributednorm allyandiscenteredat0withδ2j = 0.3375+0.075j forjin1-10.Thispatternrepeatsacross
theblocksof10covariates.Therelevantcovariateshavesim ilarspreadsofm easurem enterrortotheirrelevantcovariates.Inblocksoften,
thereiscorrelationinU of0.3
5. Som eU’snotm easuredwitherror:U ∼ N(0, δ2Ω5),whereδ2 = 0.75,diag(Ω5) = [0, 1, 0, 1, . . . ] andΩ5,ij = 0 fori 6= j.
6. O verestim ated δ2:U generatedasinScenario1,butwespecifyδ2 = 1.5.
7. Underestim atedδ2:U generatedasinScenario1,butwespecifyδ2 = 0.375.
8. M isspecified correlation:U generated asin Scenario 3,butwe ignore the correlation and specify Ω = δ2I in running M EBoostand
CoCoLasso.
9. M easurem ent error is distributed uniform ly:Each entry Uij ofU is generated independently from a Uniform distribution,Uij ∼
U(−1.5, 1.5).M EBoostandCoCoLassoarerunassum ingU ∼ N(0, δ2I) with δ2 = 0.75 = Var(Uij).
10. M easurem enterrorisdistributed asym m etrically:EachentryUij ofU isgeneratedindependentlyfrom ashifted exponentialdistribution,
Uij +
√
0.75 ∼ exp(√0.75).M EBoostandCoCoLassoarerunassum ingU ∼ N(0, δ2I) withδ2 = 0.75 = Var(Uij).
M EBoostwasperform edforeachthresholdvaluein thesetτ = (0.0, 0.2, 0.4, 0.6, 0.8, 1.0),andcross-validation(usingtheerror-pronecovari-
ates)wasused to selectthe optim alvalue ofτ and num berofM EBoostiterations,aswellasthe value ofλ in the CoCoLasso and naive Lasso.
W ecom paredM EBoost,CoCoLasso,andnaiveLassoon twom etricsofpredictionerror:m eansquarederrorbasedon thetruecovariates(M SE =
1
n
(Y−Xβˆ)′ (Y−Xβˆ)),m eansquarederrorpredictionbasedonthem easuredcovariates(M SE-M = 1
n
(Y−Wβˆ)′ (Y−Wβˆ)).Thesem etricswere
estim ated usingindependenttestsetsgenerated duringeach individualsim ulation.W ealso com puted L1 distancefrom the true β,and variable
selectionsensitivityandspecificity.Foreachscenariothem etricspresentedaretheaverageover1,000sim ulations,andarecalculatedatintervals
of0.05along ||βˆ||1 ∈ {0.05, 0.1, 0.15, ...,15};thetruevalue,||β||1 = 10.BecausetheM EBoostalgorithm m aychangem ultipleindicesateachiter-
ation itm aynothavevaluesalongeach intervalin thepath.To accountforthis,alinearapproxim ationoftherelevantstatisticwasm adeateach
pointinthepath.
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W enotethatinthissim ulationstudywechosetoinvestigatem odelperform ancebasedonboththetrueanderror-pronecovariates.Them oti-
vation fortechniqueslikeourswhich accountform easurem enterroristouncovertheunderlyingrelationship between theerror-freecovariates
X and the outcom eY.Hence,in an idealworld,valuesofX would be availableon som e subset(oran independentset)ofobservationsso that
predictionerrorcould beassessedand the“best”m odelchosen.However,in practicewewilloftenonlyhaveaccesstotheerror-pronecovariates
W form odelfitting.So,iferror-free m easurem entsX are not(and m ayneverbe)available,isitworthwhile to correctform easurem enterror?
Buonaccorsi17 arguedagainstcorrection,usingthelogicthatthefuturepredictionswillbebasedon(error-prone)W,noton(error-free)X.Indeed,
itcanbeshownin sim plelinearregression,thatwithoutthecorrectionin alargesam pletheexpectedvalueofM SE-M islessthanorequaltothat
ofan estim ateignoringm easurem enterror.However,asseen in theresultssectionthatfollows,wefound thatcorrectingform easurem enterror
decreasedpredictionerrorregardlessofwhetherpredictionswerecom putedusingerror-freeorerror-pronecovariates.Sinceweoftenonlyhave
m ism easureddataavailable,itisreassuringto seethatwe areableto use them easured covariatesto perform cross-validation to selectam odel
thatwillprovideuswithanaccuraterelationshipbetweentheoutcom eandtruecovariate.Thisfindingisdiscussedingreaterdetailbelow.
4.2 Sim ulation Results
Table1 presentsthe m inim um M SE,M SE-M ,L1 distancefrom the true β,sensitivity,and specificityatthe m inim um M SE forthe threevariable
selectionm ethodsacrossthe10 scenarios.Inalltenscenarios,M EBoosthadthelowestM SE,M SE-M ,and L1 distancefrom thetrueβ.TheCoCo-
Lassohas16.6%-71.7% higherpredictionerrorfrom thetruecovariatesthanM EBoostandinthecasewherem easurem enterrorisoverestim ated,
thepredictionerrorfrom theCoCoLassois5.26tim esthatofM EBoost.ThisislikelyduetothefactthattheLohandW ainwrightcorrection Σˆ in(6)
ism orenegative,andhencerequiresa“longer”(andhencepotentiallym oredistorting)projectionontothespaceofpositivedefinitem atrices.
Interm sofvariableselection,M EBoosthad agreatersensitivityand lowerspecificitythanCoCoLasso in eachcasewhileLasso had thelowest
specificity.TheLassostrugglesm ostwhencorrelationispresentinthem easurem enterror.TheM SE isabout2.5 tim esthatofM EBoost,whenwe
allow M EBoostto accountforthecorrelation.Allm ethodsperform poorlywhen wem isspecify∆ byignoringthecorrelation.Thesensitivityand
specificityareathighlevelsform ostsim ulationswiththeexceptionofthem isspecified∆ thatignoredcorrelation.O verestim atingδ leadtoam ore
conservativeselectionprocesswithahighspecificity,whileunderestim atingδ hadahighersensitivity.TheL1 distancefrom thetrueβ canalsotell
usaboutperform ance.Again,thescenariowherewem isspecify∆ byignoringcorrelationperform sworst.
5 DATA APPLICATIO N
W eapplied ourm ethod to baseline datacollected in the BoxLunch Study,arandom ized trialofthe effectsofportion size availabilityon weight
change.Inthestudy,atotalof219subjectswererandom izedtooneoffourgroups:inthreegroups,subjectswereprovidedafreedailylunchwith
afixednum berofcalories(400,800,and1600).Thecontrolgroupwasnotprovidedafreelunch.
W econsideredtheproblem ofpredictingthenum beroftim essubjectsreportedbingingonfoodinthelastm onth,usingPoissonregressionwith
99 explanatoryvariables.Allvariableswerem easured atbaseline.16 ofthe99 explanatoryvariableswereself-reportedm easures;ofthese16,8
werem easuresoffood consum ption and thereforepossiblysubjecttosubstantialm easurem enterrorwewillnotate δ2
D
.Another8 m ayhavealso
beenm easuredwitherror,notatedδ2
M
.Kipnis18 exam inedanutritionalstudywitha24hourrecall,andfoundthatthecorrelationbetweenthetrue
andreportedconsum ptionofproteinand energywasonly0.336.W eassum ethisrelationship existsineachofourvariablesm easuredwitherror.
Assum ingthem easurem enterrorvarianceVar(Ui) ≡ δ2i isindependentofthevarianceofthetruecovariateVar(Xi) ≡ σ2Xi,wecanobtain:
ρWi,Xi = ρXi+Ui,Xi =
σ2
Xi√
σ2
Xi
(σ2
Xi
+ δ2i )
=⇒ V ar(Wi) = 1− ρ2Xi+Ui,Xi =
δ2i
σ2
Xi
+ δ2i
(14)
and henceVar(Wi) = 1 − 0.3362 = 0.887. Thisisthevaluewewillneed to provideM EBoostforourassum ptionofthem easurem enterror.W e
assum ethislevelofm easurem enterrorforeach24 hourdietaryrecallvariable.Afterscalingourpredictorstohavezerom eanand unitvariance,
we applied ourm ethod with the Nakam ura correction.Since ourm easured data hasitsvariance (δ2
i
+ σ2
Xi
)scaled to equal1,we assum ed that
the8 dietaryrecallcovariatesm easuredwitherrorhad δˆ2
D
= 0.887.Sincedietaryvariablesm aybem orepronetom easurem enterrorthan other
variables,wescaledtheassum ederroroftheother8variablestobehalfthatofthenutritionalvariables:ˆδ2
M
= δˆ2
D
/2.Therem ainingvariableswere
assum edtobem easuredwithouterror.W econductedasensitivityanalysistoassesstheperform anceofourm ethodbysetting δˆ2
D
= 0.5 and0.25.
To selecttuning param eters,we em ployed 8-fold crossvalidation based on the deviance on a training setconsisting of70% ofthe data.The
perform anceofourm odelwasevaluatedontherem ainingtestset.W epresentthem odelsderivedfrom M EBoostperform edwiththreedifferent
thresholdsτ:0.2,0.6(theapproxim atevalueestim atedusingcross-validation),and0.9.
Table2 showstheselectedvariablesandestim atedpredictionerror(M SE-M ,bottom row)forvariousM EBoostm odelsalongwithresultsfrom
thenaiveLasso.W edidnotcom paretotheM easurem entErrorLassoortheCoCoLassobecauseim plem entingthesetechniquesinaproblem ofthis
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sizewascom putationallyinfeasible.ThedevianceandM SE-M werelowestforthem odelselectedbyM EBoostassum ingthehighestm easurem ent
error(=0.887)andathresholdvalueof0.6.Thism odel(ˆδ2
D
= 0.887 andτ = 0.6)selectedjust4variables,whichwereasubsetofthe7chosenwith
thenaiveLasso.The othertwo M EBoostm odelsincluded up to two additionalvariablesto theM EBoostm odelthatm inim ized M SE-M (selected
with δˆ2
D
= 0.887 and τ = 0.6).Regardlessofthe assum ption aboutthe levelofm easurem enterror,usingathreshold value ofτ = 0.2 leadsto
theinclusionofseveralvariableswithsm allcoefficients,andam uchhigherdevianceandpredictionerror.O fparticularnoteisthatthenaiveLasso
(andM EBoostwiththelowerthreshold)includedthevariablecorrespondingtothenum berofdailycaloriesconsum edatbreakfast,whilethebest-
perform ingM EBoostm odels(withτ = 0.6and0.9)didnot.Sinceitisbasedona24-hourdietaryrecall,thisvariablem aybeparticularlysusceptible
tom easurem enterrorinducedbyrecallbias.
6 DISCUSSIO N
W eexam inedthevariableselectionproblem inregressionwhenthenum berofpotentialcovariatesislargecom paredtothesam plesizeandwhen
thesepotentialcovariatesarem easuredwithm easurem enterror.W eproposedM EBoost,acom putationallysim pledescent-basedapproachwhich
followsapathdeterm inedbym easurem enterror-correctedestim atingequations.W ecom paredM EBoost,viasim ulationandinarealdataexam ple,
withtherecently-proposedConvexConditionedLasso(CoCoLasso)aswellasthenaiveLassowhichassum esthatcovariatesarem easuredwithout
error.Inalm ostallsim ulationscenarios,M EBoostperform edbestinterm sofpredictionerrorandcoefficientbias.TheCoCoLassoism oreconser-
vativewiththehighestspecificityineachcase,butsensitivityandpredictionarebetterwithM EBoost.Inthecom parisonofselectionpaths,wesaw
thatM EBoostwasm oreaggressivein identifyingvariablestobeincluded in them odelm orequicklythantheCoCoLasso.Thesedifferenceswere
m ostapparentwhen them easurem enterrorhad alargervarianceand am orecom plexcorrelation structure.Specifically,when faced with adata
setof1000observationsand1000covariates,M EBoostobtainedasolutionin1.3seconds,whiletheCoCoLassoneeded6:17.
Asshowninthesim ulationstudy,M EBoosthaslowerpredictionerrorthantheLassoonindependenttestdatawhenpredictionsarebasedonthe
true(i.e.,non-error-prone)covariates.ItisinterestingtonotethatM EBoostretainssom eadvantage,albeitam orem odestone,overtheLassowhen
predictionsarebasedonerror-pronecovariates.Thisfindingappearstocontradicttheintuitionthataccountingforcovariatem easurem enterror
providesnobenefitwhenthegoalispredictionanderror-freecovariateswillneverbeavailable.However,theobservedbenefitinoursim ulationis
likelyduetothefactthatM EBoostissom ewhatm oreflexiblethantheLassoasitusesanadditionalparam eter,thethreshold τ,whichallowsitto
explorethem odelspacem orecom prehensively.Nevertheless,itisreassuringthatbyusingtheerror-pronecovariatestoperform cross-validation
and selectam odel,M EBooststillallowsustoselectam odelthatoffersanim provem entin prediction in thesettingwherewewillhavecorrectly
m easuredcovariates.
M EBoost,whileaprom isingapproach,hassom elim itations.O nelim itation–whichisshared withm anym ethodsthatcorrectform easurem ent
error–isthatwe assum e thatthe covariance m atrixofthe m easurem enterrorprocessisknown,an assum ption which in m any settingsm ay be
unrealistic.In som e cases,itm aybe possibleto estim atethese structuresusingexternaldatasources,butabsentsuch dataonecould perform a
sensitivityanalysiswithdifferentm easurem enterrorvariancesandcorrelationstructures,aswedem onstrateintherealdataapplication.Another
challengingaspectofm odelselection with error-pronecovariatesisthat,even ifthe setofcandidate m odelsisgenerated viaatechnique which
accountsform easurem enterror,theprocessofselectingafinalm odel(e.g.,viacross-validation)stillusescovariatesthatarem easuredwitherror.
However,we showed in oursim ulation studythatM EBoostperform swellin selectingam odelwhich recoversthe relationship between thetrue
(error-free)covariatesandtheoutcom e,evenwhenusingerror-pronecovariatestoselectthefinalm odel.Thisfindingsuggeststhattheprocedure
forgeneratinga“path”ofcandidatem odelshasagreaterinfluenceon predictionerrorandvariableselectionaccuracythantheprocedurepicking
afinalm odelfrom am ongthosecandidates.
Toconclude,wenotethatwhileweonlyconsideredlinearandPoissonregressioninthispaper,M EBoostcaneasilybeappliedtootherregression
m odelsby,e.g.,usingtheestim atingequationspresentedbyNakam ura8orotherswhichcorrectform easurem enterror.Incontrast,theapproaches
ofSorensen4 andDatta5 exploitthestructureofthelinearregressionm odelanditisnotobvioushow theycouldbeextendedtothebroaderfam ily
ofgeneralized linearm odels.The robustnessand sim plicity ofM EBoost,along with itsstrong perform ance againstotherm ethodsin the linear
m odelcasesuggeststhatthisnovelm ethodisareliablewaytodealwithvariableselectioninthepresenceofm easurem enterror.
References
1. Spiegelm anD,M cDerm ottA,RosnerB.Regressioncalibrationm ethodforcorrectingm easurem ent-errorbiasinnutritionalepidem iology..The
American journal of clinical nutrition.1997;65(4Suppl):1179S–1186S.
BRO W N ET AL 9
2. FraserGaryE,Stram DanielO.Regressioncalibrationwhenfoods(m easuredwitherror)arethevariablesofinterest:m arkedlynon-Gaussian
datawithm anyzeroes..American journal of epidemiology.2012;175(4):325–31.
3. RosnerB,Spiegelm an D,W illettW C.Correction oflogisticregression relative risk estim atesand confidence intervalsforrandom within-
personm easurem enterror..American journal of epidemiology.1992;136(11):1400–13.
4. SørensenØ ystein,FrigessiArnoldo,ThoresenM agne.M easurem entErrorinLasso:Im pactandCorrection.arXiv.org.2012;.
5. DattaA.,ZouH..CoCoLassoforHigh-dim ensionalError-in-variablesRegression.Annalsof Statistics.2017;(Accepted).
6. StefanskiLeonardA.,CarrollRaym ondJ..CovariateM easurem entErrorinLogisticRegression.TheAnnalsof Statistics.1985;13(4):1335–1351.
7. FullerW ayneA.,ed.Measurement Error Models.W ileySeriesinProbabilityandStatisticsHoboken,NJ,USA:JohnW iley& Sons,Inc.;1987.
8. Nakam uraT..Correctedscorefunction forerrors-in-variablesm odels:M ethodologyand application togeneralized linearm odels.Biometrika.
1990;77(1):127–137.
9. BuonaccorsiJohn.Measurement Error:Models,MethodsandApplications.BocaRaton:CRC Press;2010.
10. M aYanyuan,LiRunze.Variableselectioninm easurem enterrorm odels.Bernoulli.2010;16(1):274–300.
11. TibshiraniRobert.Regressionshrinkageandselectionviathelasso.Journal of theRoyal Statistical Society SeriesB.1996;58:267–288.
12. Loh Po-Ling,W ainwrightM artin J..High-dim ensionalregression with noisy and m issing data:Provable guaranteeswith nonconvexity.The
Annalsof Statistics.2012;40(3):1637–1664.
13. Brown Ben,M illerChristopherJ.,W olfson Julian.ThrEEBoost:Thresholded Boosting forVariable Selection and Prediction via Estim ating
Equations.Journal of Computational andGraphical Statistics.2017;:1–10.
14. LiangKung-Yee,ZegerScottL..Longitudinaldataanalysisusinggeneralizedlinearm odels.Biometrika.1986;73(1):13–22.
15. W olfson Julian.EEBoost:A GeneralM ethod forPrediction and Variable Selection Based on Estim ating Equations.Journal of the American
Statistical Association.2011;106(493):296–305.
16. RossetSaharon,Zhu Ji,Hastie Trevor.BoostingasaRegularized Path to aM axim um M argin Classifier.Journal of Machine LearningResearch.
2004;5:941–973.
17. BuonaccorsiJohn P.Prediction in the Presence ofM easurem entError:GeneralDiscussion and an Exam ple Prediction in the Presence of
M easurem entError:GeneralDiscussionandanExam plePredictingDefoliation.Source:Biometrics.1995;51(4):1562–1569.
18. KipnisVictor,SubarAm yF,M idthuneDouglas,etal.Structureofdietarym easurem enterror:resultsoftheO PEN biom arkerstudy..American
journal of epidemiology.2003;158(1):14–21;discussion22–6.
10 BRO W N ET AL
7 TABLES
Scenario M ethod M SE M SE-M L1D SENS SPEC
M easurem enterror M EBoost 4.86 10.65 5.17 0.95 0.86
iid Lasso 7.13 11.63 6.75 0.98 0.75
CoCoLasso 6.30 12.53 6.04 0.92 0.91
Varyingδ M EBoost 4.88 10.52 5.21 0.96 0.85
Lasso 7.08 11.42 6.76 0.98 0.76
CoCoLasso 7.18 14.84 6.50 0.85 0.95
Som eδ = 0 M EBoost 3.65 6.70 3.57 0.99 0.87
Lasso 4.88 6.23 5.42 0.99 0.83
CoCoLasso 6.23 11.15 5.60 0.92 0.95
Varyingδ M EBoost 6.19 19.12 6.27 0.95 0.87
& correlation Lasso 15.18 21.42 9.63 0.80 0.79
CoCoLasso 8.94 22.47 7.77 0.78 0.94
Correlationin M EBoost 6.16 19.27 6.29 0.95 0.87
m easurem enterror Lasso 15.78 22.24 9.75 0.80 0.79
CoCoLasso 8.67 22.29 7.81 0.78 0.94
O verestim ated δ M EBoost 4.00 10.21 3.46 0.94 0.94
Lasso 7.18 11.71 6.75 0.98 0.76
CoCoLasso 21.05 28.22 9.11 0.37 1.00
Underestim atedδ M EBoost 5.54 10.81 6.28 0.98 0.76
Lasso 7.18 11.71 6.75 0.98 0.76
CoCoLasso 6.46 12.02 6.20 0.95 0.87
M isspecified∆, M EBoost 12.79 21.03 9.41 0.86 0.80
ignorescorrelation Lasso 15.78 22.24 9.75 0.80 0.79
CoCoLasso 15.67 24.17 9.51 0.55 0.93
M easurem enterror M EBoost 4.89 10.68 5.16 0.95 0.85
from asym m etric Lasso 7.21 11.85 6.81 0.98 0.75
distribution CoCoLasso 7.32 15.20 6.71 0.85 0.95
M easurem enterror M EBoost 4.81 10.52 5.17 0.96 0.84
from uniform Lasso 7.19 11.75 6.80 0.99 0.75
distribution CoCoLasso 6.61 13.91 6.26 0.87 0.94
TABLE 1 Perform ance m etricsforthe 1,000 sim ulationsin variousm easurem enterrorscenarios.The m odelswere selected atthe pointwith
m inim um M SE-M .
B
R
O
W
N
E
T
A
L
1
1
δˆ
2
D = 0.887 δˆ
2
D = 0.5 δˆ
2
D = 0.25 Naive
Variable τ = 0.2 τ = 0.6 τ = 0.9 τ = 0.2 τ = 0.6 τ = 0.9 τ = 0.2 τ = 0.6 τ = 0.9 Lasso
Atelgam tpast28 days 0.09 0.23 0.39 0.08 0.23 0.33 0.09 0.22 0.29 0.21
Lostcontrolpast28 days 0.09 0.23 0.21 0.08 0.23 0.22 0.09 0.22 0.23 0.24
TFEQ Disinhibition 0.09 0.23 0.09 0.08 0.23 0.18 0.09 0.22 0.21 0.17
BCT:M axclicksforpizzaslice 0.09 0.21 0.1 0.08 0.23 0.19 0.09 0.22 0.2 0.16
Longfast(0=nodays6=everyday) 0.09 - - 0.08 - - 0.09 - - -
Judgeyourshape(0=notatall6=m arkedly) 0.07 - - 0.07 0.06 - 0.07 0.06 - -
Judgeyourweight(0=notatall6=m arkedly) 0.07 - - 0.07 - 0.06 0.07 0.06 0.06 0.06
Dissatisfiedwithshape(0=notatall6=m arkedly) 0.07 - - 0.07 - - 0.07 - - -
BCT:Roundsofclickingforpizza 0.06 - - 0.06 - - 0.07 - - -
BCT:Pm axpizza/(Pm axpizza+Pm axread) 0.06 - - 0.06 - - 0.06 - - -
TFEQ Hunger 0.06 - - 0.06 - - 0.06 - - -
Dissatisfiedwithweight(0=notatall6=m arkedly) 0.06 - - 0.06 - - 0.06 - - -
NDSR breakfastkcalsatBL 0.06 - - 0.05 - - - - - 0.08
CDRSbodyim age(1=thinnest9=fattest) 0.05 - - 0.05 - - 0.05 - - -
Dem 9Householdincom e - - - - - - - - - -0.05
Eatlunchincafeteria - - - - - - -0.05 - - -
Eatitem sfrom hom e,days/wk -0.06 - - -0.06 - - -0.06 - - -
Cohortfirstlunchdate -0.07 - - -0.07 - - -0.08 - - -
Deviance 210.43 89.06 100.49 222.07 90.22 93.23 208.07 90.63 90.38 97.12
M SE-M 22.35 5.61 8.10 23.28 5.69 7.29 22.04 5.97 6.21 7.89
TABLE 2 Coefficients,Deviance,and M SE-M from selected m odelsforM EBoostwith specified valueofτ and δˆ2
D
and theLasso.Sm allcoefficients(m agnitude< 0.05)areom itted.“-"indicates
thatthevariablewasnotselectedinthem odel.
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