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1. INTRODUCTION 
The author [I], [2], in response to a question of R. Bellman [3], has recently 
investigated the asymptotic behavior of the solutions of the functional 
differential equation 
u’(t) + au(t - r(t)) = 0, (1) 
under the assumption that the lag function r(t) is continuous, nonnegative, 
tends to zero as t + + co, and that l” r(t) dt < co or sa [r(r)]*-a dt < CO 
for some positive 6. 
The purpose of this paper is to begin a similar investigation for delay- 
differential equations of implicit type. In order to lay bare the essentials 
of the argument, we shall restrict attention to the simple equation 
u’(l) + au(t - r(u(t))) = 0, u > 0, (4 
in which Y(U) is a given nonnegative, continuous function, leaving it to 
later work to consider more general cases. The notable feature of Eq. (2) 
is that the amount of “time lag” is itself a function of the unknown u(t). 
Equations of this type have been encountered in electrodynamics by Driver, 
[4], and in population studies by the author, [5], and it appears that they 
may be of increasing importance in these and other fields. 
The basic existence and uniqueness theory for equations of the form 
u’(t) = f(C 4.&t, WI), (3). 
of which (2) is a special case, has been worked out by Driver, [6]. However, 
except for Driver’s work on electrodynamics, no investigations of asymptotic 
* Tbis work was partially supported by Grant GP4029 from tbe National Science 
Foundation. 
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or qualitative properties seem to have been made. In the present paper, we 
shall establish the precise asymptotic behavior of all small solutions of 
Eq. (2), under suitable conditions on r. 
It is an easy matter to give an intuitive argument for the results we shall 
establish. Let us suppose that u(t) is a solution of (2) which is small in magni- 
tude over a sufficiently long interval. Suppose further that T(U) is a continuous 
function for which r(0) = 0. Then r(u(r)) will b e nearly zero over the interval, 
and u(t - r(u(t))) will be nearly the same as u(t). It can therefore be expected 
that u’(t) will be approximately equal to -au(t). This suggests that u(t) will 
be exponentially decreasing. \Ve shall, in fact, prove that such solutions are 
asymptotic to a constant multiple of e+ under certain conditions on Y. 
2. THE PRINCIPAL THEOREM 
THEOREM 1. Let Y(U) be defined, nonnegative, and continuous for 1 II 1 < b 
nnd assume that the following conditions are satisjed. 
(i) r(0) = 0 
(ii) /,m(t) dt < cc 
(4) 
where 
m(t) = 
,$-FL., +4- 
Then there is a positive number c’ with this property: if c is any constant, 
--cl < c < cl, there is a solution u(t) of Equation (2) which exists on a neigh- 
borhood of t = + 03 and which satisfies 
/jha u(t) eat = c. (5) 
Conversely, assuming conditions under which the solution of (2) is uniquely 
determined by an initial function, it is true that every solution of Eq. (2) which 
exists on a ne@borhood of + 03 and sutisjies 1 u(t) ( < b and which U su&iently 
small over a suitable initial interval satisfies Eq. (5) for some constant c. 
3. LOCAL EXISTENCE AND UNIQ~~ENESS 
The initial value problem for Eq. (2) can be formulated in the following 
way. As stated in Theorem 1, we shall assume that Y(U) is defined, continuous 
and nonnegative for 1 I( 1 < b. There is therefore a number p such that 
+4 G P for ) II ( < b. (6) 
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The condition V(U) > 0 is assumed here in order to ensure that Eq. (2) is 
of delay or retarded type-that is, u’(t) depends on values of u only at points 
preceding t. A solution of Eq. (2) will be considered to be determined by an 
initial function, which we denote g(t), given on a suitable initial interval. 
Suppose, therefore, that fixed real numbers to and 70 are given with - 00 < 
70 < to , and let g(l) be a real-valued function on 7. < t < to . In order that 
g can be used to determine a solution of Eq. (2) one must suppose the follow- 
ing conditions satisfied: 
0) I g(t,)l Q 6; 
(ii) 7. < to - r(g(t,)) < to . 
The first condition is needed to guarantee that r(g(t,)) is defined, the second 
that u(t - r(u(t))) = g(t - r(tr(t))) is defined at t = to. 
Given g satisfying (i) and (ii), the initial value problem P is the problem 
of determining a continuous extension of g(t). That is, we seek a real function 
u(t), defined for 7. Q t < T (where 2, < T < oc)), such that 
(4 44 = g(t) for 7. < t < to, 
(b) u(t) is continuous for t, < t <: T, 
(c) I u(t)1 < b for to < 2 < T, 
(4 *o < t - W)) Q t for to < t < I’, 
(e) u’(l) = --au(t - r(u(t))) for to < 1 < T. 
Conditions (a), (b) mean that u(t) must agree with g(t) on the initial interval 
7. < f < to and must be a continuous extension to the right of to. Condition 
(c) means that Y must be small enough that r(u(t)) is defined. Condition (d) 
means that for each t, the argument of u in (2) lies in the domain of u. Of 
course condition (e) means that the functional differential equation must 
be satisfied for to < t < T. 
For functional differential equations in which the time lag is independent 
of u, it is often easy to determine, for a given 2,) the “right size” of the 
initial interval. For example, for the differential-difference equation with 
constant lag Y, 
u’(t) + au(t - Y) = 0, t > to, 
one should take 7. = to - Y  (see [I). For the equation 
u’(t) + 4/2) = 0, t > to, 
with to > 0, one should take 7. = to/2. That is, in these cases the initial 
function g(t) must be given on the intervals [to - Y, to] and [r,/2, to], respec- 
tively, in order that a continuation be uniquely determined. Of course, if g(t) 
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is given over a larger interval [us, t,], where rs < t, - I or t,/2, respectively, 
this does no harm; the extra values of g remain unused. 
In contrast, for equations such as (2), the “right size” of the initial interval 
depends on the solution itself. For Eq. (2), we must certainly take 
but it is conceivable that initial values may be required at smaller values of t. 
Suppose that we select 
To = to - p = to - ,Slllb Y(U). 
u. 
Then, since any solution u is to be bounded by b for t > to , we shall necessar- 
ily have r - r(u(l)) > 7. for r 2 to . Thus, the prescription of initial values 
on [TV , to] will certainly be adequate-perhaps more than adequate. Again, 
superfluous initial values will remain unused but will cause no difficulties 
(cf. Theorem 1 of Driver, [6]). 
The local existence-uniqueness theorem of Driver, [6], takes the following 
form in our case. Assume that Y(U) is continuous andLipschitaian in 1 u 1 < b 
ad ussum that To is so chosen that 70 < t - r(u) < tfor 1 u 1 < 6 and t >, to . 
Assume that g(t) is Lipschitz continuous on [TV, to]. Then there is a number 
h > 0 such that the initial value problem P has a unique solution for 
‘l. < t < to + h. 
Here a solution u(t) on 7. < t < T is called unique if each other solution 
coincides with u(t) in their common region of definition. 
In the course of deriving the asymptotic results we seek, we shall establish 
a nonlocal existence theorem for Eq. (2). 
Another of Driver’s results which will be of importance to us is his theorem 
on “advance of the initial instant”: Let u(t) be a solution of the initial value 
problem P for 7. < t < T. Select any number i, in (to , T) and cons&r the 
new problem P obtained 6y replacing t, by i, and definitrg H(t) = u(t) for 
To < t < i”. Then g(t) is suitable initial data for P and u(t) b a solution of P 
for To < t < T. In cuse the given solution of P is un@ue and T(U) and g(t) are 
continuous, then the resulting solution of P is also unique. 
4. EXISTENCE OF ASYMPTOTICALLY CONSTANT SOLUTIONS 
In our proof of Theorem 1 we shall use many of the ideas employed in [l] 
and [2]. However, this paper can be read independently of [l] and [2], 
for the most part. The overall plan of the proof is to replace Eq. (2) by an 
integral equation and to use this to define a mapping on a suitably constructed 
set S, of functions. The Tychonoff-fixed point theorem is then applied to 
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prove the existence of a solution of Eq. (2) lying in the set S, . The properties 
of S, given in its definition then make it possible to determine the asymptotic 
nature of the solution. 
The integral equation needed in the present case can be obtained by 
rewriting Eq. (2) in the form 
u’(t) + au(t) = a[u(t) - u(t - r@(t)))], (7) 
and treating the right member as a forcing term. Every solution of Eq. (7) 
on an interval with left end-point at some point t, satisfies the integral 
equation 
on this interval, where c,, = ~(t,,)@~o. 
We shall now prove the existence of solutions of (8), defined for all I > to, 
provided t,, is sufficiently large. These solutions will be solutions of (2), 
and will be shown to have the asymptotic form ce+‘, where c is a constant. 
In Section 5 it will be proved that the set of constants c which are limits 
of u(r)@ as I-+ + co, for solutions of (Z), includes an interva1 [-c’, c‘j, 
c’ > 0. In Section 6, it will be shown conversely that every solution which 
is “small enough” on an “initial set” has the asymptotic form ce-Ot for some 
constant c. 
We shall now choose a number to large enough for our purposes. Using 
the mean value theorem, we get 
where I* lies between 0 and Y. Hence 
1 1 - e4’ 1 Q CiT, Ill <P, (9) 
where c1 = a.? is an absolute constant (p is defined in Eq. (6)). We take 
ca = Max(1, ci) (10) 
and choose a constant ca satisfying 
c3 >, 1 
c, > 4a(l + e”“) 2 4a(l + &r(u)), 1~1 <b. (11) 
A convenient notation will be 
m(2) = ,,,~%-o* w. (12) 
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Evidently m(t) > 0, m(t) is nonincreasing and continuous, and m(t) + 0 
as I + + 03, since Y(U) + 0 as u + 0. We now choose a positive t, so large 
that the following conditions are fulfilled. 
c&l j- eaQ) m(to) < l/4, 
c2c3am(to) -=c li4, 
(13) 
and 
c&P I 
m m(tJ tit, < l/4. (14) 
to 
Having fixed t, , we now let 70 = t, - p. We select any continuous 
function g(t), defined on 7,, ,< t < t, , and satisfying 
4(g(fo)leatoc, ==4~co~c, <b 
MaxiI g(t)1 eat : To < t < to} < b. 
(15) 
Finally, we choose 7r as the first number greater than or equal to t, such that 
71 - m(q) = to 
t - m(i) > to, for all t > 7r . 
(16) 
This is possible by virtue of the continuity of m(t). 
We shall now define a set S, and a mapping M on the set. We consider 
the function g to be fixed, and define S, as the set of continuous functions 
defined for t > To which satisfy the following: 
u(t) = A0 70 < t d to , (17) 
1 u(t)1 eat < b, To d t, (18) 
and 
1 u(t) - u(t - Y)I eat < c&z(t), (19) 
for every pair of numbers 2, I for which t > T1 and 0 < t < m(t). We define 
the mapping v = Mu on S, by the equations 
VW = g(t)7 70 < t < to , (20) 
v(t) eat = co + a 
I 
t eYu(%> - uk - +(Q))l 4 , to < t. 
to 
These equations do define v(t), because 1 u(r) 1 < b and in the latter equation 
t1 2 to, hence t, - <u(Q) > to - p = To, and the integrand is well 
defined. 
We shall now regard S, as a subset of the space E of continuous real-valued 
functions on [ra , a), with the topology of uniform convergence on compact 
subsets of [us , co). This space is separated (Hausdod), locally convex, 
metrizable, and complete.’ The set S, can easily be proved to be nonvoid, 
closed, convex, and bounded, and the operator M can be proved to be 
continuous. Provided that M(S,) C S, and that M(S,) is relatively compact 
in E, it will then follow from the Schauder-Tychonoff fixed point theorem 
that the mapping M has a fixed point in S, . 
Let us now show that M maps S, into itself. From the definition in (20) 
we have for t > r1 
+ql 
eatI ) u(t,) - U(t, - r(u(Q))l tit, . 
Using (1 S), we have 
{I u(t)( + 1 u(t - r(u(t)))l} eo’ < b[l + ear(“(t))] 
Q b(1 + e”‘), t > to. (21) 
Also, for t > or we have ) u(t) I < be-“’ and therefore r(u(t)) < m(t). Con- 
sequently (19) implies that 
( u(t) - u(t - r(u(t)))l eat Q c&ma(t), t >, 71. (22) 
Using (21) and (U), we therefore obtain 
By definition or - to = m(~r). Hence, using (13), (14), and (15) we get 
I w(t)1 @’ < I co I + 41 + 8”) m(4)) + c,ab j-= m(tJ dr, < 6, t > 71. 
to 
1 For a discussion of these points and of the Tychonoff firted point theorem, see, 
for example, R. E. Edwards, [8]. Alternatively we can work in the Banach space of 
continuous functions such that 1 u(t)eAt 1 is bounded on [I,, , OO), where A is any fixed 
number less than u, with norm 11 u (1 = sup 1 u(t)ehl j, and use Schauder’s form of the 
fixed point theorem. 
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B 1 co ) + ab(1 + PP)(Tr - 20) < 6. 
Finally, for 7. < 1 < to , use of (15) yields 
1 w(t)1 eo’ = Ig(f)i P’ < b. 
Thus we have shown that w = Mg satisfies (18). 
It is somewhat more difficult to show that w satisfies (19). For any i > T, , 
and any r, 0 < r < m(t), we have 
[w(f) - w(t - r)] e0’ = c,[l - ear] 
+ a[1 - ear] !:I’ eyu(t,) - “(2, - Y(U))] df, 
+ 4 f:-, 
@qu(Q - “(4 - r(u))1 4 , (23) 
where in the integrands we have written Y(U) rather than r(u(tr)). We note 
that validity of this formula depends on the fact that t - Y > to. This is 
true because 
1 - Y  > t - m(f) >, T1 - m(Q) = 1, for t > 7t . 
We now divide the set {t : t > or} into two sets: 
A ={t:T, <t and t - y < Tl}, 
B =(t:T, <t and T1 < t - Y}. 
These sets depend, of course, on the number t, as well as on to. If t is in A, 
we can split the last integral in (23) and obtain the following estimates. 
First, by using (9) and (15), since r < m(t) < p, 
Next, using also (21) and the definition of the set A, we have 
< ac,m(f) b( 1 + eqi - Y  - to] 
< UC@(t) f’(I + @‘)(Tl - to) 
< uc,m(f) b(1 + eOp) m(i,) < bm(t)/4. 
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For the next integral, we use (21) and (11) to obtain 
a 1 J” eQtl[u(tl) - u(fl - f(u))] df, ) < ab(1 + eaP)[7, - t + Y] 
t-r 
< ab(l + e”‘) Y < c&?n(t)/4. 
Finally, use of (22) and (13) yields for the last integral 
< ac.&z(t,) I < bm(t)/4. 
Combining results, we have 
h(t) - w(t - Y)I ear < c&n(t) (24) 
for any pair of numbers t and r for which 0 < t < m(t) and t is in A. 
Now suppose that t is in B. This time in (23) we split the integral from 
t,, to t - Y into integrals from t,, to 7r and or to t - T. Again we have, using 
(15), 
I co I I 1 - ear I < I co I CJ < Wt)/4. 
Now use of (21) yields 
a I 1 - P I ) 111 eotl[u(tI) - r~(tr - f(u))] &,I 
< ucarb(l + ecp)(7r - io) 
< acp(t) b(l + cap) rn(~~) -C bm(t)/4. 
Use of (22) gives 
and this is less than h(t)/4 by (14). Finally, we use (22) to get 
Combining these results, we have (24) if 0 < Y < m(t) and t is in B, and 
therefore for any Y and t for which t > or , 0 < Y < m(t). Thus, o satisfies 
w 
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The above estimations show that M(S,) C S, , and it only remains to 
show that M(S,) is relatively compact in E. This can be accomplished by 
showing that the image of any bounded set (in particular, S,) is compact 
in E. An argument for this, used in Stokes, [9], and in Cooke, [2], is as 
follows. Let B be any (bounded) set of functions I( in E for which I u(t) < h 
(so that M can be defined by (20)). Let T > 7,, be fixed. Let BT denote the 
set of restrictions of functions in B to [TV, T]. From the integral defining 
M, it can be seen that the family M(B,) is uniformly bounded in the maximum 
norm and equicontinuous. Xow let {Q} be any sequence of elements in 
M(B) and let z’~ == Mu,. Restricting the functions up to [T”, TV .+ 11, we 
find a subset M” of M(B70+l). By the Arzela theorem applied to M”, we 
deduce that there is a subsequence {zllil} of {z~} which is uniformly convergent 
on [TV, TV T 11. By considering restrictions to [T@, Tg +- 21, we obtain a 
subsequence {vl;“} of {Al} which converges uniformly on [T(), To 7 21, and 
so on. The diagonal process yields a subsequence of {wk} which converges 
uniformly on every compact subset of [TV, co). Thus, M(B) is relatively 
sequentially compact. Since E is metrizable, M(B) is relatively compact in E. 
It now follows that the mapping M has a fixed point in S, . Let u(t) denote 
this fixed point. Then u(t) = g(t) f or To < t < to and u satisfies the integral 
equation (8) for t > t, . Consequently u is differentiable for t > t, and 
satisfies the original equation, (2). Moreover, from (22) it follows that 
lim u(t) eat = c0 + a t-,&m s O” ea*l[u(l,) - u(l, - r(u(t,)))] dt, t 
is finite. At this point we have proved that if t, is chosen large enough to 
satisfy (13 and (14), there is a class of small initial functions g, namely those 
satisfying (15), which determine solutions of (2) which exist for all t > t, 
and have the asymptotic form ceeot where c is a constant. 
5. THE SET OF LIMITING VALUES 
We now intend to show that the set of constants c which are limits of 
u(t)eat for solutions u(t) of Eq. (2) contains the Interval [--!I,%, , b/4+]. 
Let c be any number in this interval. Let c > 0 be given, 6 < l/2. It is 
necessary for our purposes to change the definition of t, , increasing t, until 
the inequalities in (13) and (14) can be replaced by 
c@(l + cap) m(to) < e/2, c2v44J < 42, 
I 
03 
c2w m(tJ dt, < E/2. 
to 
(25) 
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Since c/2 < l/4, the original inequalities in (13) and (14) are still satisfied. 
Choose TV = to - p and define T, by (16), as before. Choose g SO that 
g(t&+ = c and 
Mm{ I &)I eat : 70 < t < to} < b. 
Since 4 1 c, 1 c1 = 4 1 c 1 c2 < b, g satisfies (15). All our previous arguments 
therefore remain correct and it follows that there is a solution u(t) of the 
integral equation (8) which satisfks {17), flS), and f 19), and hence atso (21) 
and (22). For this solution we have, using (21) and then (25), 
1 a 1:. flfl[u(tl) - u(t, - r(u))] fit, 1 < ab(l + cap) m(tJ < l b/2c, . 
Using (22) and (25) we have 
Since cO = g(t& Of0 = c, it follows from Eq. (8) that 
This proves the existence of a solution u for which the limiting value is 
arbitrarily close to c, for any c in [-b/4c2 , b/&J. 
Now let us pick out in this way a sequence of solutions h(r) with 
Let g, be the initial function for u,, on [r,, , t,]. Let B denote the set of these 
solutions u, , n = 1,2 ,... . The set B is bounded in E, and therefore M(B), 
which is identical to B, is relatively compact in E. This implies that there is 
a subsequence (u,,~} which converges, uniformly an every compact subset 
of [TV, co), to some function I? in E. Moreover, since each u,, satisfies Eq. (8) 
for t > t, with an appropriate cD (= g,(t,$@o), it follows from the uniform 
convergence of %“r on compact intervals that the limit function G satisfies 
Eq. (8) for t > L, with some constant c, . Therefore fi is a solution of Eq. (2). 
Since each u,, satisfies the inequalities in (18), (19), (21), and (22), rl must 
satisfy these inequalities on compact subintervals and hence on the infinite 
intervals. Consequently we can use Eq. (8) and inequality (22) just as before 
to deduce that 
exists. 
Ihi u’(t) eat = E (27) 
We shall now prove that E = c. This will establish the existence of a 
solution ii of (2) for which the Jimiring constant is t, for each c in [--6/k, , 
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b/4c.J. In order to do this, we shall establish that to each positive 6 there 
corresponds a positive S such that if h and g are initial functions on [T,, , to] 
satisfying (15) and 
max 
TO<f<tO 
1 g(f) - h(t)1 et < 6 (28) 
then the corresponding solutions v and u, obtained as fixed points of the 
mapping M, satisfy 
1 ljz [u(f) - v(f)] eat 1 < l . (29) 
To apply this result, we take solutions u,,~ and ri, with initial functions g,,t 
and g”. Since u,,, converges to u’ uniformly on [TV , t,], we have 
Hence 
I Cnr - El <E, k >, K,. 
Since cnt + c as /z -+ co, it follows that E = c. 
It only remains to prove that (28) implies (29). Let E > 0 be given. Choose 
i,, so large that t,, > r1 and 
24 J; m(t,) dt, < r/2. 
‘0 
Let g and h be initial functions on [T ,, , to] which satisfy (15) and (28), where S 
is still to be chosen. Let u and v be the corresponding fixed points of M, 
solutions of Eq. (2) for t > i, . By taking 6 small enough, we can ensure that 
8 < c/2 where 
8 = z ;yTr I 42) - v(t)1 eat 
ON . 0 
(t, = i, - p), since a solution is certainly a continuous function of its 
initial values over the fixed interval 2, < i < i, . But for t > i,, we have 
u(t) f+ = u(&) ear0 + a 
I 
t e’=‘l[u(t,) - “(1, - r(u))] dt, 
6 
with an analogous equation for v(t). Therefore 
eatI ( u(tJ - u(t, - 44)l 4 
+q 
eatI ( v(tl) - v(t, - r(v))\ tft, . 
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Since i, > pi and both u and a satisfy (22) we have 
1 u(t) - v(t)1 eat < 8 + 2ucsb s : m(tJ dt, < Q, t > i. . 0 
This implies (29), which we had to prove. 
6. ALL SMALL SOLUTIONS SATISFY (5) 
To complete the proof we must show that all “small” solutions have the 
asymptotic form in Eq. (5). Let u(r) be any solution of Eq. (2) for all 1 > s,, , 
(for some s,,) which satisfies the bound 1 u(t) 1 < b. Choose to so large that 
to >, s,, and that (13) and (14) are satisfied. The “correct” initial interval 
Es0 for II is the set of numbers 2 in [so - p, so] which have the form t - r(u(t)) 
for some t > ss-that is, 
Es0 = {t - r@(t)) : t 2 s,, , t - r(u(t)) < so}. 
There is a number 8 (depending on se, a, b, and the function r) such that if 
the maximum of 1 u(t) 1 on Es0 is at most 6, then 
and 
Assuming, then, that max 1 u(t) 1 is less than 6 on Es0 , it follows that the values 
of u(t) can be considered to constitute initial values g(t) on [T,, , t,] such that 
(I 5) is satisfied. It follows from our previous results that there is a solution U 
having these initial values for which lim U(+?” = constant. But if we 
assume uniqueness of solutions, then U(t) = u(t) for t 2 to, and lim 
u(t)eat = constant. Thus, given a solution u(t) which exists on a neighborhood 
of 03, is bounded by b, and is less than 6 on an initial set Eso, u(t) satisfies 
Eq. (5) for some c. 
7. EXTENSIONS 
If the function m(i) is not integrable over [t, , co), but for some positive 6, 
[m(t)]*-s is integrable, the foregoing argument fails, but it is still possible 
to discuss the asymptotic behavior of solutions. An appropriate integral 
equation can be constructed and the analysis carried through as in the 
author’s paper, [2]. Since the details promise to be onerous, we shall not go 
into this subject here. 
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If in Eq. (2) the number a is negative, one might expect a solution to have 
asymptotic form ceFt, provided r(u) is defined for all large u and r(u) + 0 
as u -+ 00. We leave this case to a later paper. 
In future work, we shall extend these considerations to systems of equa- 
tions, equations with several implicit delays, and equations with other 
tyl)es of nonlinearities as well. 
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