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Abstract
A detailed experimental study is presented of a 1 MW, 170 GHz gyrotron oscillator whose
design is consistent with the ECH requirements of the International Thermonuclear Ex-
perimental Reactor (ITER) for bulk heating and current drive. This work is the first to
demonstrate that megawatt power level at 170 GHz can be achieved in a gyrotron with high
efficiency for plasma heating applications. Maximum output power of 1.5 MW is obtained
at 170.1 GHz in 85 kV, 50 A operation for an efficiency of 35%. Although the experiment
at MIT is conducted with short pulses (3 ps), the gyrotron is designed to be suitable for
development by industry for continuous wave operation. The peak ohmic loss on the cavity
wall for 1 MW of output power is calculated to be 2.3 kW/cm2 , which can be handled using
present cooling technology. Mode competition problems in a highly over-moded cavity are
studied to maximize the efficiency. Various aspects of electron gun design are examined to
obtain high quality electron beams with very low velocity spread.
A triode magnetron injection gun is designed using the EGUN simulation code. A total
perpendicular velocity spread of less than 8% is realized by designing a low-sensitivity,
non-adiabatic gun. The RF power is generated in a short tapered cavity with an iris step.
The operating mode is the TE28 ,8,1 mode. A mode converter is designed to convert the RF
output to a Gaussian beam.
Power and efficiency are measured in the design TE28,8,1 mode at 170.1 GHz as well
as the TE27,8,1 mode at 166.6 GHz and TE29,8,1 mode at 173.5 GHz. Efficiencies between
34%-36% are consistently obtained over a wide range of operating parameters. These
efficiencies agree with the highest values predicted by the multimode simulations. The
startup scenario is investigated and observed to agree with the linear theory. The measured
beam velocity ratio is consistent with EGUN simulation. Interception of reflected beam by
the mod-anode is measured as a function of velocity ratio, from which the beam velocity
spreads are estimated. A preliminary test of the mode converter shows that the radiation
from the dimpled wall launcher is a Gaussian-like beam.
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In the past few decades, there has been a considerable effort to provide coherent, high-power
sources in the electromagnetic spectrum. Among many of these devices, gyrotrons have proven
to be efficient sources for RF generation at high power levels and up to very high frequencies.
The applications for gyrotrons range from microwave sources for general science and industry,
medicine, high power radar, plasma diagnostics, material sintering, to RF driver for high
gradient accelerators. The main motivation for the development of high frequency and high
average power gyrotrons, however, is the application in magnetic fusion devices for plasma
heating and for electron current drive, which require a frequency range above 100 GHz with
power levels in excess of several hundred kilowatts.
The general term "gyrodevices" is a short version of "electron cyclotron masers", which
are sources based on the stimulated cyclotron radiation of electrons oscillating in uniform static
magnetic field, the mechanism of which is known as the cyclotron resonance maser (CRM)
instability. In a gyrotron the electron beam gyrating in a homogeneous axial magnetic field
inside an open resonator excites a TE waveguide mode at the frequency close to both the cut-off
frequency of the resonator and to the cyclotron frequency or its harmonics. In such a system
the influence of the radio-frequency (RF) magnetic field due to weak recoil-effect on the axial
momentum of an electron is negligible. Hence only the transverse electron gyration energy
can be converted into RF radiation. The radiation is excited or amplified by gyrating electrons
that bunch in phase to yield their energy to the fast-wave field. The phase bunching is caused
by the relativistic dependence of the electron mass on its velocity.
The CRM resonance satisfies the synchronism condition between the electrons and the
wave
o 0 = n ± - k+v, (1.1)
where ao and kz are the frequency and axial wavenumber, respectively, vz is the axial electron
velocity, wc = eBo/me is the cyclotron frequency in the guiding magnetic field of amplitude
Bo, e is the unsigned charge of an electron, me is the electron rest mass, and n = 1, 2,...
is the harmonic number. The cyclotron frequency is divided by the relativistic factor y =
(1 - v2/C2) - 1/ 2, where v is the speed of the electron, and c is the speed of light in vacuum.
The dispersion equation for the electromagnetic waveguide mode is given by
W2 = C2(k 2 + k2 ). (1.2)
Here k± is the transverse wave number for a given mode in the structure. Eq. 1.1 and Eq. 1.2
combine to form the cold (uncoupled) CRM dispersion relation, and yield the approximate
value of the resonant radiation frequency.
Although gyrotrons can operate throughout the microwave and millimeter wave spectra and
beyond, several types of sources pose competition in certain spectral regimes. In the microwave
region, conventional microwave tubes present strong competition by providing better efficiency
and wider bandwidths at comparable power levels. In the submillimeter-wave range, gyrotrons
suffer from the need to operate at harmonics of the cyclotron frequency because of the inherent
limitations of the superconducting solenoids that provide the magnetic field. In this region, it
appears that free electron lasers (FEL's) will be the principal competitor.
The advantage of the high average power capability of gyrotrons is particularly evident in
the millimeter wave region. Conventional devices such as magnetrons, and slow wave devices
such as klystrons, traveling wave tubes (TWT's), require structures comparable to or smaller
than the wavelengths, and are prone to overheating or breakdown at high frequencies. Thus in
this part of the electromagnetic spectrum they are severely limited in both power and efficiency.
In comparison, the gyrotron is a fast wave device that relies on a cyclotron resonance interaction
between a helical electron beam and RF fields in a fast (unslowed) wave, the phase velocity of
which is vo > c. Such interaction can be stimulated in the RF field of a practically arbitrary
spatial structure. As a result a simple, cylindrical resonator capable of withstanding high power
can be used.
Because the gyrotron operates with the cavity near cutoff, i.e., the axial wave number of the
excited mode is small, the negative influence of the axial velocity spread on the synchronism
condition Eq. 1.1 is weak and the interaction efficiency is less sensitive to beam velocity spread
than other fast wave devices such as the free electron lasers. However, because the gyrotron
operates near cutoff, the RF fields in the cavity are very intense, and thermal heating of the
cavity walls becomes a limiting factor when high powers are generated.
The next major fusion experiment being considered is the collaboration known as the
International Thermonuclear Experimental Reactor (ITER). Auxiliary RF heating is being
considered for a wide variety of missions in ITER, including ionization and plasma formation
during start-up, bulk heating to ignition, localized heating combined with temperature profile
shaping, and current drive. The main attraction of electron cyclotron heating (ECH) is the use
of a simple launching structure capable of a high power density, and the strong coupling of the
power to the plasma [1]. It is therefore easier to conform the ECH delivery system to the reactor
constraints such as shielding than alternative RF systems. ECH will also require a smaller wall
area for the launcher. The problem for ECH has always been the availability of a suitable
source. Although gyrotron development has progressed rapidly since the 1970's, so has the
need of fusion experiments for more powerful sources at higher frequencies. The heating to
ignition in ITER can be achieved with 50 MW electron cyclotron wave power at frequencies in
the range of 140 to 170 GHz [2], plus 50 MW of ICRF (ion cyclotron range frequencies) [3] or
NBI (neutral beam injection) power [4]. For central current drive at 6 T an increased frequency
above that required for heating alone (approximately 220 GHz) would increase the complexity
of the system. However, steady state current drive with the same heating system at 170 GHz (or
160 GHz) is possible in an advanced operation scenario at - 10 MA, where the ECH system
may drive up to 2 MA of off-axis current for profile control [2]. Other applications of ECH
include stabilization of the m = 2 neoclassic (tearing) mode in tokamaks [5], and possibly
discharge cleaning [6].
The single frequency system at 170 GHz could satisfy the ITER requirements of heating
and off-axis current drive. This will put the electron resonance close enough to the magnetic
axis for central heating. Because of the large size of planned ECH system, about 50 - 100 MW
are required, individual gyrotrons must produce at least 1 MW with an interaction efficiency
greater than 30%. The development of high power (> 1 MW) continuous wave (CW) gyrotrons
and windows is still a critical issue to be resolved in developing an ECH system.
A large variety of experiments over the past decade have demonstrated that gyrotrons are
capable of producing megawatt power levels at frequencies of 100 GHz and above. In the U.S.,
a 110 GHz gyrotron with a TE22,6,1 mode cavity developed at Communications Power Industry
(CPI) has achieved output powers of 680, 530, and 350 kW for pulse durations of 0.5, 2.0,
and 10.0 s, respectively [7]. There is also a significant international gyrotron research effort,
which is primarily motivated by the need for long pulse microwave sources for fusion plasma
heating. Notable oscillator experiments include efforts at 84 GHz in Japan [8], 110 GHz in
Russia [9], 118 GHz in Switzerland [10], and 140GHz in Germany [11] that have produced
powers between 0.5-1.0 MW for pulse lengths of 0.2-5.0s. The development of a 170 GHz
ITER gyrotron represents another major challenge for gyrotron technology.
1.2 Thesis Layout
This thesis presents the experimental investigation of a 1 MW, 170 GHz gyrotron oscillator.
The objective is to design, construct, and test a gyrotron which produces high output power
with high efficiency, while keeping the design compatible with CW operation. Detailed design
of the electron gun and the interaction cavity will be described. Experimental results will be
analyzed and compared to theoretical predictions.
The thesis is organized in the following manner. An overview of the gyrotron theory will
be presented in Chapter 2. In Chapter 3, detailed experimental design will be described, with a
focus on the design of electron gun and interaction cavity. Experimental results are presented




2.1 Theory of Gyrotron Oscillator
In this section, the basic theory of a gyrotron oscillator is discussed. Starting with the relativistic
Vlasov equation, the linear dispersion of the cyclotron resonance maser instability is derived,
leading to the calculation of the growth rate. For a self-consistent, non-linear theory of gyrotron
oscillators, the equations of motion for the electrons under the influence of TE waveguide RF
fields is derived, and the wave equation for the RF field profile function with the beam current
as a source term is constructed. These are followed by a discussion of the multi-mode theory.
Normalized parameters useful for charactering gyrotron operation are defined, and the starting
current are given in terms of the normalized parameters. Finally the ohmic loss density is
related to the output power and the mode indices, providing a trade-off equation for mode
selection in a high power CW gyrotron design.
2.1.1 Physical Mechanism of CRM Instability
The main component of a gyrotron consists of electrons which are in helical motion along the
lines of an externally applied axial magnetic field. An annular electron beam is produced by a
magnetron injection gun whose properties will be discussed later in Sec. 2.2.1. The electrons
are influenced by an electromagnetic wave with a transverse component of electric field in an
open ended resonator. The electrons become bunched in phase in their cyclotron orbit such
that there would be net energy flow from the transverse electron motion to the electromagnetic
wave. The phase bunching occurs because the relativistic electron cyclotron frequency is a
function of electron energy. The electromagnetic wave is guided out of the system through a
vacuum window.
The gyrotron interaction relies on the cyclotron resonance maser (CRM) instability. The
existence of CRM instability was first discovered by three researchers independently in the
late 1950's, Twiss [12] in Australia, Schneider [13] in the USA, and Gapanov [14] in Russia.
Experimental verification came soon after in the 1960's in Russia [15] and the U.S. [16]. A
major experimental breakthrough is the invention of gyrotron [17], which resulted in escalation
of CRM power in the millimeter and submillimeter range.
Insight into the physical mechanism responsible for the CRM instability can be obtained
from the phase bunching process as shown in Fig. 2.1. These figures were created by a nonlinear
simulation code which will be described in Sec. 2.1.4. The code tracks the trajectories of sample
electrons in a single beamlet under the influence of the RF fields in the TE mode of a weakly
perturbed cylindrical waveguide and calculates the energy exchange between the electrons
and the electromagnetic wave. In this particular simulation, the electrons are orbiting in the
clockwise direction about a externally applied magnetic field. The electrons are also moving
with constant velocity in the direction of the static magnetic field. The effect of the electron
beam on the RF fields is taken into account, i.e., the electric field amplitude is calculated
self-consistently.
Fig. 2.1 shows plots of the relative positions of 100 electrons in the beamlet. The time t is
normalized to the initial cyclotron orbit time, 2rr/wo. The plot shows the transverse position
of the electrons in x - y coordinate with respect to the direction of the local electric field,
which is designated by an arrow. The axial field profile and the axial location of each plot are
shown in Fig. 3.4. Initially the electrons are uniformly distributed around the Larmor orbit.
The relativistic cyclotron frequency is set at lc/y = 0.956w, where w is the angular frequency
of the RF field. Therefore the electrons are rotating slightly slower than the RF field. As time
progresses the electrons begin to move in phase so as to produce a higher density of electrons
at the phase position of the electric field and then drift behind in phase for energy extraction.


































Plot 4: Time=42, Efficiency=41.2%
Figure 2.1: Evolution of transverse positions of the electrons in the frame of the local electric
field in the CRM instability. The electrons are rotating in the clockwise direction. The arrow

















beam energy. A positive efficiency means the beam gives up the energy to the RF wave.
It should be noted that phase bunching occurs in both axial and azimuthal velocity space.
While the axial bunching leads to the Weibel instability, the CRM instability is due to phase
bunching in the azimuthal direction [18].
2.1.2 Linear Theory
As pointed out by Davidson [19], the classical CRM instability in a nonneutral plasma in a static
magnetic field Boez is a transverse electromagnetic instability driven by an inverted population
in the perpendicular momentum dependence of the electron distribution function. To derive the
dispersion relation for such a system, we start with the equation which governs the distribution
of charged particles in a collisionless plasma, the relativistic Vlasov equation.
af af afS+ v. + q(E +v x B) - = 0, (2.1)
at ar ap
where f = f(r, p, t) is the particle distribution function. Linearize Eq. 2.1 by assuming that
the dependent variables are the sum of a steady state part (subscript 0) and a small perturbation
part (subscript 1), i.e., f = fo + fi, E = E1, B = Bo + B1, the equation becomes
f+v- +qv xB o - =at Or ap
afo
-q(El +vx B1 ) -' (2.2)
ap
Here it is assumed that the electron density is sufficiently low (Se = Y 2W2e/We < 1) such that
the equilibrium self fields have a negligible influence on the electron trajectories. This equation
can be integrated using the method of characteristics
fi f -q(El +v x B) - dt, (2.3)
ap
where the integration is carried out over the unperturbed electron orbits. For the right-hand
circularly polarized plasma wave with the perturbed quantities varying as
00
E1 = * I (kz) eik z -ziwt ,  (2.4)
kz=-oo
the dispersion equation has the following general form [19]
2 - k2 c2= 27r2 00 p dp.L dpz -
kzPz
x kZm 2(0W 2 - k c2) (2.5)kz Pz Wc 2 M 22()kzPz c2
w- -- 2y 2 m 2 c2 ( )
ym y ym y
where wc = eBo/me is the non-relativistic cyclotron frequency, and cop = (nee2 /(meEo)) 1/2
is the plasma frequency. For electrons drifting along the magnetic field with Pz = Pzo and
circling with perpendicular momentum plo,
fo = (2.6)27pi
Eq. 2.5 becomes,
0 2 - k2 C2
4 w2 kzz 2 ± 2 - kc 2  ] (2.7)=C , 0C (2.7)
y t - kzuzo - 0c/y 2(0 - kzvzo - oc/y)2
where _Lo = PLo/(ymc). Eq. 2.7 is the dispersion relation for a plane wave CRM instability
in an infinite plasma of streaming electrons. It is of fourth order in kz. The fast wave branch of
the solution exhibits the cyclotron maser instability for kz < c/[Y (c- vz)], and y2 /wW 2 1.
The real oscillatory frequency and growth rate in the region of maximum growth are obtained
from
2 2
(t - kz= z  -- c2 1 0 (2.8)
y 2y
Solving Eq. 2.8 for Re(w) and Im(w), one obtains,
Re(w) = k, v, + ,
Y
Im(w) = L (2.9)
vJy.
It should be emphasized that CRM instability is a relativistic effect and a relativistic treat-
ment of the problem is necessary. This is evident from the fact that the term driving the
instability in Eq. 2.7 is proportional to p2Io, and the term vanishes in a nonrelativistic limit.
2.1.3 Nonlinear Theory
(i) Adiabatic Equations for Electron Motion
A nonlinear gyrotron theory is formulated here. Here we follow the derivation given by
Fliflet et al in [20]. First a set of relativistic single-particle equations of motion is derived
for the electrons in an annular beam where electrons follow helical trajectories due to a strong
uniform static magnetic field and experience perturbing RF fields. Space charge effects are
neglected. We begin with Maxwell's equations,
aB
VxE = , (2.10)
at
V-E = - (2.11)
EE
Vx B = toJ + /oFo , (2.12)at
V.B = 0, (2.13)
and the Lorentz force equation for charged particles,
dp
= -e(E + v x B) - ev x Bo, (2.14)
dt
where E and B are the RF fields, and
Bo = Boez,




and the relativistic factor is given by
F + CU2
Y'~'C 2 (2.17)
where c is the speed of light. To obtain a slow time scale formulation, the following transfor-
mation is introduced for the transverse momentum





is the relativistic cyclotron frequency, and
r = t - to, (2.
where to is the time the electron enters the interaction region. Eq. 2.14 can be rewritten as
duj









Consider the beam interaction with the electric field of a TE circular waveguide mode. The
electron beam interaction with RF magnetic field is small and can be neglected since the phase
velocity of the RF field is much greater than the speed of light for a wave near cutoff. The
electric field of a TEmp mode is given by
E(r, t) = E_(r)e ' t = Emp(r, O)f(z)eiwt, (2.24)
Emp(r, 0) = Amp kmp Jn(kmpr) e +- i-Jm(kmpr)er (2.25)
where Jm is the Bessel function of the first kind, the prime denotes differentiation with respect
to the argument, and kmp is the transverse wave number given by
kmp= Vmp (2.26)
rw
where Vmp is the eigenvalue of the TEmp mode, i.e., the p-th root of the boundary equation
Jm' (x) = 0, and rw is the waveguide radius. The normalization constant is given by
1
Amp= ( - 2) (2.27)/r ( Vp - m2)Jm (vmp)
The axial dependence of the RF fields in the resonator is given by the complex function
f (z) = If (z)Ie - io (z). (2.28)
The normalized forces due to the RF electric field are expressed as
ax = - - (Er cos 0 - Ee sin O), (2.29)
me
e
ay= -- (Eo cos + Er sin O), (2.30)
me
az = 0. (2.31)
Eq. 2.31 indicates that axial momentum of the electron is conserved since the interaction
with the RF magnetic field is neglected. Substituting Eq. 2.29 and Eq. 2.30 into Eq. 2.21,
using Eq. 2.25, and applying Graf's Addition theorem for Bessel functions [21], one obtains
an expansion in cyclotron harmonics,
e
--- kmpAmp f I2me (-1)n[ Jn+m-1(kmprg) Jn (kmprL)n=-oo
x cos[wt + (n - 1)(Or + 0) - *] + Jn+m+1(kmprg)Jn(k,,prL)
x cos[wt + (n + 1)(2r + 4) - *],I (2.32)
where rg and rL are the guiding center and Larmor orbit radii as shown in Fig. 2.2. Specializing





2m cos[( + t0 - s
xIfI cos[(w - sQ)r + wto - sO - fl. (2.33)
Similarly, from Eq. 2.22, one obtains
2me Am -(kmpI L (2meJ-.iknr~
(2.34)x Ifl sin[(w - sR)r + wto - so - fl].
Introducing the slow time scale phase variable











Figure 2.2: Geometry for Graf's Addition theorem. The electron is rotating in its gyro-orbit
about its guiding center radius.
dut e Ak(\[J~kmpullme kmplrimedUd - 2me kmpAmpJm-s(kmprg) Js - ( kmp u  ) Js+l(k Pedt 2me eBo eBo
x Ifl cos(sA - I), (2.37)
dA 0w (c e l kmpu±me kmpulme
- - - + -kmpAmpms(kmprg) s- +0 )Js+3l( )dt s y 2 me u m eBo eB0
x Ifl sin(sA - *). (2.38)
(ii) Wave Equation for the RF field profile function
Weakly irregular waveguide theory is used to obtain a wave equation with a current source
for the RF profile function. Electron beam space-charge effects are neglected and only a single
RF mode is assumed to be present. One starts with the Maxwell curl equations Eq. 2.10 and
Eq. 2.12 to obtain the wave equation,
aJ 1 a2E
-V X V x E = + (2.39)at c2 at2
Assuming that E is written in terms of waveguide modes so that V - E = 0, Eq. 2.39 can be
rewritten as
1 a2E aJV2E - = /- (2.40)c2 at2 at
Assuming steady state time-dependence eiwt, the AC current density is given by
J(r, t) = Jo,(r)eiwt, (2.41)
where
J.(r) = 9•j J(r, t)e -iY ' d(owt). (2.42)
Substituting Eq. 2.41 into Eq. 2.40 leads to the time-independent wave equation
VE 2 + -E = iowJ,. (2.43)
The electric field of a TEmp mode in a cylindrical waveguide is given by
E(r, t) = E(r)eiw t, (2.44)
where
E(r) = Ej(r) = Emp(r, O)f(z) (2.45)
and
Emp(r, 0) = Amp kmp Jr(kmpr + i- nJm(kmpr)er e- ime (2.46)
r
is the transverse mode vector function.
Combining Eq. 2.45 and Eq. 2.43 and neglecting mode coupling effects, one obtains
[ d 2  o 2
Emp [ 2 + 2 - kmp f (Z) = iIotwJ,. (2.47)
Multiplying by E*, and integrating over the waveguide cross section leads to
d 2 + ( _ 2 *(
- - kmp f (z) = iwwf Ep -J,, da. (2.48)dz2  C2  /
Here the orthonormality of the vector mode functions is used. To evaluate the right hand
side of Eq. 2.48, note that the transverse current density is given by
J± = pv±, (2.49)
where p is the linear charge density. If an idealized electron beam with a single guiding radius
is considered, then
p = b (2.50)
where Ib is the beam current.
Substituting Eqs. 2.46, Eq. 2.49 and Eq. 2.50 into the right hand side of Eq. 2.48 and making
use of Eq. 2.18 leads to
E*p J da = -IbkmpAmp d(wrt) Jm-l (kmpr)
x exp -i[wt - (m - 1)0 - r -]}. (2.51)
Expanding the Bessel function on the right hand side of Eq. 2.51 again using Graf's addition
theorem yields
E*,, Jc da = -IbkmpAmpJm-s(kmprg) d(wt) vJs-l(kmprL)
x exp -i[(w - s)r + wto0 - ]}. (2.52)
Here only the interaction with a single cyclotron harmonic is considered.
Since t = to + f dz/v, and vz x vzo, where vzo is the initial longitudinal velocity, the
average over (wt) in Eq. 2.52 can be replaced by an average over (wto) with little resulting
error. Furthermore, since A0 = (w/s)to + qo, where ko = O(t = to), then
d(wto) = s dAo. (2.53)
Finally from Eq. 2.35, Eq. 2.36 and Eq. 2.52, using Eq. 2.53, one obtains the following equation
for the RF profile function f (z)
S d 2  2
d2 2 -02 f(z) = -il,lbkmpAmpJm-s (kmprg)
1 27 1 m iA
x- fo dA vJs-1 kmp- -s. (2.54)
2--' ( vz m c )
Eq. 2.37 and Eq. 2.38, together with Eq. 2.54 constitute a set of non-linear coupled equations
for the gyrotron.
2.1.4 Self-Consistent Single-Mode Calculations
It is convenient to introduce a new variable
(oZ
c = -- (2.55)
UzO0
Then
d vzo dt- z d (2.56)dt wvz dC
Thus the time dependence of the coupled equations can be eliminated and the numerical inte-
gration can be carried out over the axial distance, simplifying the computation process.
The desired solution to the coupled equations are those which satisfy the appropriate bound-
ary conditions. The input RF boundary condition for a gyrotron is a growing evanescent wave
IfI = If (C = o)leko(C• - o), (2.57)
where
ko= k±(o) - 2/c 2 . (2.58)
The initial phase of the profile function is arbitrary for an initially unbunched beam. Thus
the initial conditions on the RF fields are completely specified by initial amplitude and operating
frequency. The output RF boundary condition is an outgoing traveling wave given by
df
d = -ikcff( (), (2.59)dC
where
kcf = 02/C 2 - ki (f). (2.60)
Eq. 2.59 corresponds to two conditions since f is complex. The solution of the coupled
equations Eq. 2.37, Eq. 2.38, and Eq. 2.54 subject to oscillator boundary conditions consti-
tutes an eigenvalue problem. The values must be found by a numerical search procedure. A
numerical code was developed for the calculation [22]. This code will be later referred to as
the single-mode, self-consistent (SCSM) code.
From conservation of energy, the energy gained by the RF fields is equal to that lost by the
electrons. Thus the electronic efficiency is calculated as
2i - (Yf)
1elec = , (2.61)Yi - 1
where yi is the initial value of the relativistic factor, equal for all electrons, and (Yf) is the
average of y over all electrons leaving the interaction region.
An RF efficiency can be expressed as
PrfPr = , (2.62)
Vc lb
Here Vc and Ib are the cathode voltage and beam current, respectively. The RF output power
can be computed by integrating the Poynting vector over the cross-section of the cavity after
the field amplitude and the resonant frequency are solved self-consistently. The ratio of these
two efficiencies should be
7lrf Vc - Vdep (2.63)
7elec Vc
where Vdep is the voltage depression of the electron beam in the cavity, which will be discussed
in Sec. 2.2.3.
2.1.5 Mode Competition and Multi-Mode Theory
The self-consistent nonlinear theory given in Sec. 2.1.3 is based on the assumption that the
gyrotron can always reach a steady state in which the radiation is of a single frequency and
possesses a spatial structure transverse to the beam which is dominantly a single transverse
mode of the empty cavity. However, the model excludes the possibility of any competing mode
being excited. High-power gyrotrons in recent years are increasingly designed to operate in
higher order mode due to ohmic loss constraints. Since the mode spectrum is very dense
for higher order mode, the control of mode competition becomes an important aspect of the
gyrotron design process. It has been observed that operation in high order mode is often single
moded, but competition from neighboring modes does affect the efficiency and the accessible
operating modes.
The starting point for a multi-mode theory is the envelope equation for the mode amplitude.
Here we follow the derivation given by Fliflet et al in [23]. The total transverse electric field
is expanded as a superposition of transverse TE modes as
N
E(r, 0, z, t) = An(z, t)E, (r, 0, z)e - i " 't , (2.64)
n=1
where En = ez x VI is the waveguide transverse-mode vector function and T is the cor-
responding scalar mode function which satisfies the Helmholtz equation with respect to the
transverse coordinates. N is the number of interacting modes. An equation similar to Eq. 2.48
for the amplitude function can be obtained as
2ia + o Annc (z, t) = -iowoo E* -.Jda, (2.65)
c2 ata2 c2  f
where derivatives with respect to z of the transverse vector function have been neglected, and
,nc is the local mode cutoff frequency, which may depend on the axial position. The current
density J, is defined the same as Eq. 2.48.
At the cavity output, the amplitude function has the form of an outgoing wave,
An(Z = L, t) = anL(t)ei(knzz- • n(t)). (2.66)
Inside the cavity, the mode amplitude function can be approximated by
An(z, t) = an(t)e-i*n(t)hn(z), (2.67)
where hn (z) is an axial profile function which satisfies the Helmholtz equation
+ kz h .(z) = 0. (2.68)
The amplitude function in the cavity can be related to the mode amplitude at the output via
the output Q factor according to
anL (t) = n -an (t). (2.69)
The free-running oscillator equations for the mode amplitude and phase can be derived as
dan Woan 0o
+ -- ImPn (t), (2.70)dt 2Qn 2E0
d /In oo
+ wo = wcn - RePn (t), (2.71)dt 2coan
where
Pn(t) = fda dz hn(z)E -Je i ,  (2.72)
is the complex, slow-time-scale component of the electron-beam polarization for the mode n,
and
Wn = dz |hn(z)l2 .  (2.73)
The equation of motion for an electron interacting with several TE modes can be readily
deduced following the procedure in the single-mode analysis.
A numerical code MAGY [24] was developed at the University of Maryland based on
the multi-mode theory. The simulation is self-consistent, time dependent, multi-mode, multi-
frequency. The code integrates the electron equations of motion for an ensemble of electrons
uniformly distributed in azimuthal angle, self-consistently with the solution to the non-linear
equations, computing the energy exchange between the electron beam and the electromagnetic
field of the cavity. Each of the modes has a time dependent axial profile which is determined self-
consistently with the response of the electrons and satisfies appropriate boundary conditions at
both ends of the cavity.
2.1.6 Normalized Parameters
If certain profile function for the RF field in the cavity is assumed, then the nonlinear interaction
between the beam and the RF field can be represented by generalized differential equations
that describe the evolution of the energy of the electrons, and their phase with respect to the
RF field [25]. When the beam is weakly relativistic (y - 1), the perpendicular efficiency rj
can be expressed in terms of the following three parameters for a given axial RF field profile.
t -- •r , (2.74)
nn_1
F oflP4 n!2n- mn(kirb), (2.75)
A 2 . (2.76)
Here fz = vz/c, fiL = v±/c, , is the wavelength, n is the harmonic number, A is the normalized
cavity interaction length, and L characterizes the width of the axial field profile f(z). The
parameter A indicates the detuning between the cyclotron frequency and the RF frequency.
The plus and minus signs in the Bessel function subscript refer to co-rotation and counter-
rotation of the RF fields with respect to the electron cyclotron motion, respectively. The
coupling strength between the beam and RF field is represented by F, where rb is the guiding
center radius of the electron beam, and Eo is the amplitude of the TEmp circular electric field
in the cavity given by
E(r, 0, z) = Re J (kr)eo + i Jm(kr)erJEof (z)e (w - me) . (2.77)
e Lktr m l J e
The normalized parameters provide a compact description of the essential features of gy-
rotron behavior, and can be used regardless of the choice of mode. It is particularly useful
for choosing the initial design parameters based on the optimized efficiency as function of F
and A. The starting current can also be calculated from the small signal gain of linear theory.
Gaussian profile is a close approximation for the field profile of open cavities used in gyrotrons.




Ist = 7o, (2.78)
Tr/1 (/zx - n)
where x = /tA /4, and Io is given by
S(r )5/2 (O•meC 3 yL 2(3-n) 2nn! 2 (v 2 - m 2) j2 (mmp)
= 2 e Q nn +n (kL rb)
where Q is the quality factor of the cavity.
2.1.7 High Power and CW Constraints
For a gyrotron design to be compatible with CW operation, the ohmic losses on the cavity
wall must be taken into account in the cavity design to prevent cavity melting or deforming.
In a cylindrical cavity with slight irregularities in the waveguide radius, the RF electric and
magnetic fields can be expressed as
E = [ir Jm(kir) Br + JA(kLr) o Eof (z)esime- t, (2.80)
B = -i J,' (k\r) e mr T i Jm(kir) eo
Lw krw
+i Jm (k±r) ezj Eof (z)eimO-(t. (2.81)
where f(z) is the axial field profile function. The ohmic loss density on the cavity wall can be
calculated as [26]
1
Pohm = 2orfi x HI=rw
1 2k2 kz 2 _S 11 + ko 
-
EoJ(k l rw)l f(z)I2,  (2.82)2abA 2 k Ir2 w2
where 3 is the skin depth, a is the conductivity, r, is the radius of the cavity wall. The second
term in the brackets is negligible in the cutoff limit kz < k±.
For a Gaussian axial profile function given by f(z) = exp(-4z2/L 2), the stored energy in
the cavity is
2 (, 12L 3/  LU = EoE 2 2kl ( - m 2) )mp). (2.83)
The diffractive Q o of gyrotron cavities in which the power is extracted from the end of the
resonator, as opposed to the sides, is shown to be [27]
QD = 1-r ( L)2 (2.84)QD-1- R2 X
where L is the interaction length, A is the wavelength, R2 is the reflectivity at the output end
of the cavity, and the input end is assumed to be cut-off. Using QDo wU,/P, where P is
the power flow, and combining Eq. 2.82 and Eq. 2.83, one arrives at the equation relating the
cavity mode indices to the ohmic loss density for a given output power,
16nr 2• (L P v5/2(VP- M 3 ttoI--(Vmp C3 i 2 ) c ~ (1 - R2) Pohm
1.05 x P(MW) v5/2 (GHz)
\ (1 - R2) pn(kW/cm2 )
Here an electrical conductivity of 5.0 x 107 2- 1 m- 1 for copper is assumed, corresponding
to ideal conditions at room temperature. In actual operation, the cavity wall temperature can
be as high as 250 'C [7], and the resulting higher resistivity can increase the ohmic losses by
about 50-70%.
The trade-off equation Eq. 2.85 is very useful for determining a suitable mode for a given
output power P and frequency v. This equation is plotted in Fig. 2.3 using L/I of 6.5, which
results in an efficient interaction between the beam and RF field, and a reflection coefficient R2
of 0.5. Past experience with long pulse gyrotrons has shown that peak ohmic losses of about
2.3 kW/cm 2 (ideal condition) can be tolerated without degrading reliability. For 1 MW output
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Figure 2.3: Plot of mode index vs. ohmic loss density.
2.2 Electron Beam Transport
In this section, the characteristics of the electron beam used in gyrotrons are studied. Adiabatic
theory is used to characterize general features of electron beam produced by magnetron injection
guns (MIG's). Design procedure based on electron trajectory code is described. The voltage
depression and the space charge limiting current are expressed in terms of beam parameters.
The sources of beam velocity spread are discussed.
2.2.1 Theory of Magnetron Injection Gun
Magnetron injection guns have been widely used in high power gyrotrons and have proven to be
very successful. The characteristic feature of these guns is the emission of electrons in crossed
electric and magnetic fields to form a beam with cyclotron motion. A typical MIG configuration
and axial magnetic field profile are shown in Fig. 2.4. The MIGs used in gyrotrons are usually
operated in temperature limited regime. Under temperature limited conditions, beam current
is a weak function of the applied voltage, and is varied by controlling the temperature of the
emitter. The advantage of operating in temperature limited regime is that the behavior of the
beam can be described approximately by analytical equations since space charge effects are





Figure 2.4: Schematic view of a magnetron injection gun.
The basic equations for describing the electron beam in a magnetron injection gun are
based on the adiabatic approximation. The adiabatic approximation is valid if the variations
in the electric and magnetic fields are rather small at characteristic dimensions of the electron
trajectories. These conditions can be expressed as,
2 _2B B,
ZL B,




where ZL is the axial distance the electron propagates during one cyclotron period. Since the
static electric and magnetic fields in a MIG can be considered as slowly varying along the




where pi = ymev± is the transverse momentum of the electron, and B is the amplitude of the
magnetic field.
The velocity of the electron in drift approximation can be written as
v = Vd + VI, (2.88)
where vd is the drift velocity, or the velocity of guiding center of the electron gyration, and
v± is the transverse velocity of gyration. Because the initial velocity at the emitter is zero, the
transverse velocity should be equal but opposite in direction to the drift velocity. Therefore the
initial velocity of an electron emitted from the cathode emitter is
IEc x Bc E, cos (cVc = d B2 Bc (2.89)
where Bc is the magnetic field at the cathode, &c is the slant angle of the emitter, which is very
close to the angle between the emitter surface and the cathode magnetic field. For a conically
shaped coaxial geometry the electric field at the emitter surface can be written as [28],
COS os
Ec = Wa
rc In[1 + (d cos 4c)/ rc]
- (for d << rc). (2.90)d
where Va is potential difference between the cathode and the mod-anode, and d is the perpen-
dicular distance between the two electrodes.
Once the initial velocity is determined, the perpendicular velocity in the interaction region
can be determined from the magnetic field compression ratio. Since the relativistic mass factor
at the cathode is y ý- 1, from Eq. 2.87 , the perpendicular velocity in the cavity is given by
vL = v . (2.91)
where Bo is the magnetic field amplitude in the cavity. Eq. 2.91 is the adiabatic expression for
perpendicular velocity in the cavity in terms of the initial velocity and the compression ratio.
Another fundamental equation for the MIG comes from the conservation of canonical
angular momentum: (ymer2 2 - eBzr 2/2) = constant. Here We = dO/dt is the angular
velocity of the electron, Bz is the axial magnetic field. It can be shown that in the cavity region,
(ymer 2 We - eBor2/2) = (eBo/2)(r2 - r ), (2.92)
where rg is the beam guiding center radius, and rL is the Larmor radius given by
yvI ymev±
rL = - . (2.93)We eB
Since the angular velocity initially at the cathode is zero, i.e., We = 0, hence
Bcr2 = Bo(r2 - r ). (2.94)
Electron beams in gyrotrons typically have rL << rg, thus the beam guiding center radius
can be written in terms of the cathode emitter radius and the compression ratio as,
rg = rc . (2.95)
Similarly the spread in guiding center radius is given by
Arg = Ic sin c W,_ (2.96)
where lc is the width of the emitter. Thus the beam thickness will be
Arb = Arg + 2 rL. (2.97)
As already being pointed out, there is advantage of operating the gun in the temperature
limited regime. This implies that the emitted current density Jc is substantially lower than
the space charge limiting (SCL) current density JL. Between two conically shaped coaxial
electrodes, the limiting current density is [28]
1/2 V•/2
Jr = 4( m d2 , (2.98)
Eqs. 2.88-2.98 are the basic equations for MIG design. Based on these equations, an
existing cathode emitter was found to satisfy the following technical and physical constraints:
Bo/Bc < 50, (2.99)
Jc/,IJL < 0.15, (2.100)
Jc < 10A/cm2, (2.101)
Ec < 60kV/cm, (2.102)
Here Jc is the emission density calculated from the required beam current and the area of the
emitter surface. The constraint on compression is based on previous experience which has
shown the higher the compression the more trouble there is with mirroring of electrons and
arcing. The cathode emission is limited to 10 A/cm 2 so that longer lifetime (- 106 hours) for
a standard dispenser cathode [29] is possible. The electric field on the electrode surface must
be kept below about 100 kV/cm to prevent field breakdown for a CW tube. Since normally the
highest stress point is not at the cathode surface, the electric field limit at the cathode needs to
be lower.
The choice of the slant angle 0, influences whether the electron beam trajectories intersect
each other within the gun region (non-laminar flow) or the flow is quasi-laminar. For a quasi-
laminar flow, the transition from laminar to non-laminar state occurs in the beam tunnel section
close to the interaction cavity. Previous study in Russia shows that for a specific gun, formation
of a quasi-laminar beam requires an angle c, > 25'. Laminar flows tend to reduce the sensitivity
of velocity spread on increasing beam current.
2.2.2 Numerical Simulation of Electron Trajectories
The electron gun system can be numerically simulated with the widely used electron optics
code EGUN [30]. The code was originally developed by W. B. Herrmannsfeldt at Stanford
Linear Accelerator Center (SLAC). The code is designed to compute electron trajectories in
electrostatic and magnetostatic fields. Also included are the effects of uniform space charge
field and self-magnetic field. Problems can be treated in rectangular or cylindrical geometries.
Axis symmetry is assumed in the cylindrical geometry. For calculations the EGUN code covers
the cross-sectional geometry of the gun with square meshes of fixed size. Poisson's equation is
solved by finite difference equations using boundary conditions defined by specifying the type
and position of the boundary. Electric fields are determined by differentiating the potential
distribution. The total beam is divided into a number of beamlets. The starting points of the
beamlets are distributed equidistantly over the emitter length. The electron trajectory equations
are fully relativistic and account for all possible electric and magnetic field components. Space
charge forces are realized through appropriate deposition of charge density onto the grid points.
A self-consistent solution is achieved iteratively.
The space charge weighing scheme in the code was modified to improve the accuracy
of modeling. In the public-domain (PD) version of EGUN, the electric potential due to space
charge at a given spatial location is calculated from the potential at two neighboring grid points.
The choice of grid points is based on the local value of the trajectory radial velocity, dr/dz.
For trajectories with dr/dz < 45', charge is assigned to the two grid points at the same axial
location, but are separated radially; for angles dr/dz > 450, the two points are at the same
radial position but differ axially. This space charge weighing scheme is very good for certain
beams such as those from low to moderate-convergence Pierce-type guns [31], but may not be
sufficiently accurate for a helical electron beam such as that used in a gyrotron. In the modified
version, a four-point weighing scheme as shown in Fig. 2.5 is implemented. The space charge
are assigned to the grid points according to Si = Ai So, where Ai is the area diagonal to the
i-th grid point, and So = -Id/v is the total space charge, I is the current carried by the
representative beamlet, d is the distance the beam travels during one iteration cycle, and v is
the beam velocity. The total area is normalized so that 'i Ai = 1. This type of weighing
scheme is widely used in the particle injection codes. A typical simulation of the gun design
using the two schemes resulted in the same velocity ratio v/vlvll of 1.6 in the cavity region, but
slightly lower perpendicular velocity spread of 2.0% for the four-point scheme compared to





Figure 2.5: Illustration of the new space charge algorithm used in EGUN.
The maximum number of grid points that can be used in EGUN simulation is increased
from 3 x 105 of the PD version to 3 x 106. This enables us to simulate beam propagation
from the cathode to the cavity and even further in a single run without resorting to continuation
runs. This also allows us to choose smaller grid sizes to accurately model the space charge
effect. Generally simulation breaks down when the Larmor radius of the electron cyclotron
orbit becomes comparable to half the mesh size since in this case the modeling of space charge
becomes totally inadequate. In the present experiment, the Larmor radius of the electron in
the interaction region is approximately 0.12 mm. Therefore a mesh size of less than 0.2 mm is
required.
2.2.3 Voltage Depression and Limiting Current
The electron beam has to be transported from the gun to the interaction region and then further
to the collector, where the electrons are stopped at the collector surface. Owing to the space
charge in the beam the potential within the beam is reduced with respect to the wall potential.
In a cylindrical tube with radius r,, the potential depression Vdep between the tube and the the
axis of symmetry due to a concentric electron beam with a uniform current density is given by
1 Ib
Vdep G(ri, ra, rw), (2.103)
and G is a geometrical factor [32] defined as
tr F) 2r7
G(ri, ra, rw) = 2 Inr) + 1 r ln( ra (2.104)
ra Arb(ra + ri) ri.]
where ri and ra are the inner and outer beam radius and Arb = ra - ri. The first term of G
corresponds to the potential drop between the wall and the outer beam radius. The term in
the square brackets accounts for the potential drop over the thickness of the beam. For a thin
annular beam with Arb << ri the geometrical factor reduces to G(ri, ra, rw) ; 2 In(r,/ra).
As a consequence of the voltage depression, a limiting current It can be determined for
a given transverse momentum and a given cathode voltage. An increase in current beyond IL
causes an increase in the voltage depression in such a way that the axial velocity is reduced to
zero and the beam no longer propagates and is reflected. The value of IL needs to be considered
when beam transport parameters are determined.
To derive the expression for limiting current, note that the relativistic mass factor can be
written in terms of the voltage and voltage depression as
e(Vc - Vdep)y = 1 + 2  (2.105)
me
c 2
Combining Eq. 2.103 and Eq. 2.105, the beam current can be written as,
8ii ( eVC 2 -1/2)
Ib = 4IrEOC 1G\ I + me ( - 1 - 2 P2) (2.106)
G me
c 2
The limiting current is obtained by maximizing beam current with respect to the parallel
velocity while keeping the transverse momentum constant:
alb = 0. (2.107)
fll y# =const
This leads to the following expression [32] for the limiting current.
4TrEomec3 1
IL(A) = Yo[1 - (1 - P2)1/313/2
e G(ri, ra, rw)
- 1.707 x 104y0[1 - (1 - ~110)1/3]3/2 (Amp). (2.108)
G(ri, ra, rw)
where yo and 110 represents values in the absence of voltage depression. In the present experi-
ment, the design parameters are 83 kV cathode voltage, 38 beam current and 1.6 velocity ratio,
thus the limiting current is 74 A. Although velocity spread could further decrease the limiting
current [33], beam reflection should not occur if IL/Ib > 2. In case a 50 A, 83 kV beam is
needed, the velocity ratio should be lower than 1.4 to keep the limiting current above 100 A.
2.2.4 Velocity Spread
Although the total energy is almost the same for all electrons produced by a MIG, it may be
distributed between the perpendicular and parallel velocity components in different ways. The
result is a velocity spread. The relation between the perpendicular and parallel velocity spreads
can be obtained from the conservation of energy and is approximately given by
A-- 
_ 2 AV1 l (2.109)
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Large velocity spread reduces the interaction efficiency by allowing only part of the electrons
to maintain the synchronism condition given by Eq. 1.1. Velocity spread also lowers the
maximum achievable velocity ratio when parts of the beam start to be reflected from the
magnetic mirror near the interaction region, thus further limiting the total efficiency.
The definition of velocity spread varies in different communities. In the US and at MIT,
the spread is defined as the standard deviation (RMS) of the velocity distribution function. The
definition used by Russian researchers is defined by the difference in the values of v 1 found at
the levels 10% and 90% of the collector current cut-off curve. For a Gaussian distribution in
perpendicular velocity, the Russian definition of the spread is roughly 2.6 times that of the US
definition. For a square distribution the ratio is 2.8.
The primary cause of velocity spread is due to the beam optics since electrons emitted
from different sections of the emitter are exposed to different electric and magnetic fields.
The electron beam space charge also increases spread. This effect is especially enhanced in a
non-laminar flow of the electrons in the vicinity of the emitter region with entangled electron
paths. For a gun with quasi-laminar flow, the transition from laminar to non-laminar state
with intersecting electron paths occurs in the region where electron velocities are large and the
influence of the space charge upon velocity spread is relatively weak. Because numerical gun
code such as EGUN takes in to account the contributions from beam optics as well as uniform
space charge effects, a careful design with a gun code can substantially reduce the spread due
to these effects.
Besides beam optics and uniform space charge, additional velocity spread can be caused
by the following factors:
1. Non-axisymmetric cathode magnetic field.
2. Non-axisymmetric cathode electric field.
3. Thermal spread of the initial velocities.
4. Roughness of the cathode surface.
5. Non-uniform emission density.
6. Instabilities caused by space charge.
7. Space charge effects of reflected electrons trapped between the magnetic mirror and the
cathode.
Except the last two points, all of these factors introduce spreads to the initial velocity at the
cathode. For an adiabatic beam flow, each of these spreads is a constant of motion along the
beam path and accounts for the final spread in the interaction region. In Sec. 3.4.2, individual
contributions from each of these sources will be investigated. Also a new design procedure for
minimizing velocity spread will be presented.
Since these sources are statistically independent, their combined effect can be estimated by
the statistical sum according to
(-ltota = 2 ] 1/2 (2.110)
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2.2.5 Velocity Ratio Measurement
One major uncertainty in comparing experimental gyrotron efficiency with theoretical predic-
tions is related to the uncertainty in the knowledge of the real beam parameters within the
interaction region. The main beam parameters of interest are the average velocity ratio, the
beam cross section, and the velocity spread. The beam cross section can be calculated fairly
accurately from numerical simulation using gun code (EGUN) with a given magnetic field pro-
file. The determination of the velocity spread is a more tricky problem, and will be discussed
later in Sec. 4.2.2.
Here we describe the method used to experimentally measure the velocity ratio. It is based
on the measurement of the parallel velocity of the beam using a capacitive probe. An earlier use
of this device by several researchers was to measure electron beams in free electron lasers [34].
Later they were also used successfully in some of the gyrotron [35] and gyroklystron [36]
experiments. The capacitive probe is a cylindrical device placed just before the entrance to
the interaction cavity where the field is already uniform and therefore there is no substantial
change of a. The principle for the measurement is the following. As the electron beam passes
through the probe, an electric potential is induced on the probe's inner surface from the static
radial electric field of the beam. Assuming constant axial density of the electron beam and
infinite axial probe inner surface, the electric potential is given by
e.e (rTb e.e
Vcap e - = - (2.111)
where Xe is the electron density per unit length, rb and rcap are the beam and probe radii, C'
is the capacitance. Then with the beam current given by Ib = eXlvl, the probe voltage and
current measurements are combined to determine v11,
vii (2.112)C'Vcap
Once v11 is determined, Eq. 2.103 can be used to calculate the voltage depression Vdep.
The relativistic mass factor, the perpendicular velocity, and the velocity ratio can be solved
successively as,
e(Vc - Vdep)
y = 1+ 2  (2.113)
mec2
1 2
vI = c 1 2 2 , (2.114)
at (2.115)
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It is important to note that Eq. 2.111 is only correct for infinitely long cylinder. Due
to stray capacitance of connections and edge effects of the probe, the capacitance C' cannot
be calculated in a simple manner as shown in Eq. 2.111. Instead it needs to be calibrated
experimentally. A reliable method of calibrating C' is to operate the gun at high cathode
magnetic field and very low mod-anode voltage (Va < 1 kV) so that the beam velocity ratio is
close to 0.
In summary, the capacitive probe is a very useful passive device for measuring the beam
velocity ratio. The results are reproducible and consistent with theory, and the calibration
constant can be easily determined.
2.2.6 Energy Spread
Large energy spread of the beam could have much more detrimental effects on the gyrotron
efficiency than the velocity spread. Calculation [24] shows that efficiency decreases by 10%
for an RMS energy spread A y /(yo - 1) of 8%.
Energy spread due to electron-ion, electron-neutral-particle collisions are negligible with
ultra-high vacuum in gyrotron tubes. However space-charge instabilities in the beam tunnel can
cause energy exchange between electromagnetic or electrostatic waves and the electron beam,
and increase the beam energy spread. To suppress the electromagnetic instabilities, the beam
tunnel is built with lossy RF-absorbing materials, with slotted, uneven structures to prevent
any spurious oscillations.
The effects of electrostatic instabilities on the beam energy spread have been studied by
Tran et al in [37] using 2-dimensional axisymmetric particle-in-cell codes. It was found that
beam energy spread due to excitation of Bernstein modes strongly depends on the normalized
density 42/ 022 , where cop = (nee 2/Eome) 1/ 2 is the plasma frequency, and 2co = eBo/me is
the nonrelativistic electron cyclotron frequency in the cavity. Since the beam used in the present
experiment is designed to have a rather low density (o2 p/ 02 = 3 x 10- 4 for Ib = 38 A), the
RMS energy spread Ay/(yo - 1) is estimated to be about 3%. With such an energy spread the
predicted final efficiency decreases from 35% to 33% from the scaling in [24].
Another source of energy spread is the DC space charge due to finite beam thickness. For
an annular beam of inner radius ri and outer radius ra, the energy spread is equal to the potential
difference across the beam thickness given by the term inside the square brackets in Eq. 2.103.





The purpose of this experiment is to study the physics of gyrotron interaction, demonstrate
high power operation of a pulsed gyrotron at 170 GHz, and show that the design can be used in
a CW operation. In this section, detailed design of this experiment is presented, with a focus
on the design of the interaction cavity and the electron gun.
A schematic of the experiment is shown in Fig. 3.1. The experiment uses a superconducting
magnet built by Cryomagnetics, Inc. The magnet is capable of providing magnetic field of up
to 7.5 T. A X-plate is also installed on the magnet. By pumping on the helium port, up to
9 T maximum field can be obtained so that the magnet can also be used to explore gyrotron
operation over 200 GHz. The magnet consists of a pair of coils that allow tapering of the
magnetic field. Such magnetic tapering has been used in the past to enhance the efficiency.
However, the results presented in this thesis were obtained with a flat field at the cavity. A 20 cm
warm magnet bore is large enough to accommodate components such as the mode converter
and the 4-mirror transmission line.
The gyrotron is operated with the tube in horizontal position. A 2 liter/sec mini-pump
attached to the rear of the gun and a vacuum gate valve (VAT-F10) is used to keep the electron
gun under vacuum while the gyrotron tube is being assembled. A single 30 liter/sec vac-ion
pump provides pumping for the whole system with a base pressure of 1 x 10-8 Torr and a








pump is chosen such that the magnetic field of the superconducting magnet does not disrupt
the operation of the pump.
The electron beam is produced by a thermionic magnetron injection gun built by CPI. The
electron beam is guided by the magnetic field to the cavity where the beam-RF interaction
takes place. The spent electrons expand as they follow the magnetic field lines and reach
the collector. The cavity is placed at the center of the magnetic field. A mode converter
immediately follows the cavity, and converts the RF output from a TEmp cylindrical waveguide
mode to a Gaussian-like beam. The final output is emitted radially out of a 10 cm diameter
vacuum window.
3.2 Mode Selection
The starting point for a design is the selection of the operating mode. As discussed in Sec. 2.1.7,
for TEmp mode at 170 GHz frequency, mode index of (v2p - m 2)1/2 > 52 is required in order
to keep the peak ohmic loss density below 2.3 kW/cm 2 . A number of high order modes can
satisfy this condition. Voltage depression Vdep and limiting current IL are further taken into
account for the mode selection. Generally, the ratio of voltage depression and beam energy
Vdep/ Vb < 10% and the ratio of limiting current and beam current IL/Ib > 2 are required.
The former is from the efficiency point of view, the latter to prevent beam reflection. Lower
azimuthal index m and higher radial index p correspond to larger cavity radius to beam radius
ratio rw/rb, and this would increase the voltage depression and reduce the limiting current. On
the other hand higher azimuthal index m seriously increases the potential for mode competition.
Sufficient frequency separations are also needed between the main mode and any competing
modes. Based on these considerations, the TE 28,8- mode is selected as the operating mode.
General characteristics of the TE28,8- mode are shown in Table 3.1. The minus sign denotes






Table 3.1: Characteristics of TE28,8- mode.
3.3 Interaction Cavity
Because this experiment is our first attempt to build a prototype of a 170 GHz megawatt gyrotron
that would meet the requirements of ITER, we decided to choose conservative design features
that had been successfully demonstrated in past tests. They are based on a cylindrical tapered
cavity that has proven very successful in previous high power gyrotrons [7].
First a cold cavity code CAVRF is used to calculate the resonant frequency and quality
factor of a given cavity without the presence of the electron beam. The cavity is designed to
oscillate in the TE28,8- mode at 170 GHz, with an equivalent interaction length and a diffractive
Q that yields optimum efficiency as computed by the normalized variable method. In the cold
cavity approximation, knowledge of the resonator eigenfrequencies, quality factors and RF
longitudinal field variations f(z) of a TE or TM mode in an open cavity with weakly irregular
profile can be determined from the numerical solution of the one-dimensional wave equation
d2 f(z)/dz 2 + k 2f(z) = 0 with appropriate boundary conditions. Here kz is the axial mode
propagation constant. This is the same equation as Eq. 2.48 without the current source term
on the right-hand side. Cold cavity simulation simplifies the designing process and allows
one to quickly determine the essential features of the cavity. Fig. 3.2 shows the cold cavity
simulation result for the initial cavity design. Plotted are the cavity wall profile, the amplitude
and the phase of the RF field profile function f(z) against the axial distance z. The code also
calculates the resonant frequency, the diffractive Q, the effective length of the cavity, the peak
ohmic loss density for 1 MW output power, the power leak to the input end in fractions, and
the normalized parameters F and it. These are summarized in Table 3.2.
The cavity profile is further optimized using a self-consistent, single-mode (SCSM) code
based on the non-linear theory described in Sec. 2.1.3. The beam guiding center radius in
the cavity is chosen to be 0.828 cm, which corresponds to the inner maximum of the coupling
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Figure 3.2: Initial cavity design simulated with the cold cavity code. Shown here are the cavity
profile and the amplitude and phase of the axial profile function f(z).
Frequency f 170.0 GHz
Diffractive Q 1312
L/X 7.7




Table 3.2: Parameters calculated by the cold cavity code for the initial cavity design .
between the electron beam and the electric field of the TE 28,8- mode. The coupling coefficient
is given by
J2~ (k±rb)
C p "- (3.1)
Cmp 7r(v2 - m 2)J(m Vmp)
The first cavity we designed was a conventional cylindrical cavity with a 1.2 cm long straight
section with linear tapers on both ends. Based on the cold cavity simulation, the straight section
length and the taper angles are adjusted to obtain the desired frequency, the quality factor, the
normalized field parameter F, and the normalized interaction length /I. Using the SCSM code,
the cavity shape was optimized for the highest efficiency while peak ohmic loss is kept within
2.3 kW/cm 2. An electronic efficiency of 48%, corresponding to an RF efficiency of 45%, was
achieved for a 77 kV, 35 A beam with a of 1.6.
The multimode code MAGY is used to determine how mode competition would affect the
efficiency of this cavity. Excitation of competing modes are examined when oscillation in the
designed mode-is present. The simulation can include two competiting modes in each run, and
therefore different combinations of modes were tested. The simulation predicts a maximum
RF efficiency of only 32% with single mode emission in the designed mode. As suggested by
[38], the cavity was unable to achieve high efficiency because of the long interaction length
it = 16 that reduces the region of stable operation for the design mode against the excitation
of the competing mode.
To circumvent this problem, we decided to choose a cavity with a short straight section. As
shown in Fig. 3.3, the final design of the cavity consists of the the following four sections: 3.2
degree linear input taper, 0.8 cm long straight section, a 5 x 10- 3 cm radial dimension iris step,
and a nonlinear uptaper to 1.875 cm radius. As the length of the straight section is reduced, the
quality factor Q dropped to 800 since Q scales as (L/k)2 . As a result the maximum achievable
efficiency is below 35%. The iris step is introduced to increase the reflection at the cavity
output end and raise the quality factor. The iris cavity has a diffractive Q of 1385 based on the
self-consistent simulation. Operating well above the minimum Q is needed to achieve high
efficiency, and helps to reduce the cavity's sensitivity to external reflections.
Among the features of the cavity, the linear input taper prevents excitation of any backward
wave propagating to the cathode region and disrupt the gun operation. The angle of the input
taper should be as small as possible to limit the number of modes that are cutoff in the cavity,
and thereby limit the number of high Q modes. Small taper angle also allows the design to have
longer evanescent region so that there will be enough attenuation to prevent the power from
leaking back to the gun. However, if the angle is too small, the taper can act as an interaction
region for competing modes and thus degrade the beam quality and lower the efficiency. These
are the considerations for selecting 3.2' as the angle for the input taper.
The transitions between sections are rounded in order to minimize the mode conversion
that could cause power leakage back into the gun region. Mode conversion would also occur if
a linear taper is used at the cavity output end. Calculation shows a 6 degree linear taper causes
approximately 10% power conversion into other modes. Therefore a nonlinear taper is needed
to form transition from the iris step to the radius of the mode converter. A computer code
TAPER which solves the generalized Telegraphist's equations [39] is used for the nonlinear
taper design. The profile of the nonlinear taper consists of an arc, a linear taper, and another
arc, as shown in Fig. 3.3. The mode purity is calculated to be 99.4%. In the initial experiment,
another nonlinear taper is placed between the first taper and a straight cylindrical waveguide
which propagates the RF to the output window. The mode purity for this taper is calculated to
be 99.1%.
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Table 3.3: Design parameters for the cavity
Study shows that operating at lower beam voltage could reduce wall ohmic losses [40].
However low beam voltage is also associated with larger voltage depression and lower limiting
current, as well as the increased beam current required to achieve a required output power.
Thus the cathode voltage is chosen at 83 kV and the beam current of 38 A is set by the required
output power of 1 MW. For these operating parameters and a velocity ratio of 1.6, the voltage
depression Vdep is calculated from Eq. 2.103 to be 6 kV. Thus the beam voltage Vb is 77 kV.
The performance of the iris cavity is investigated with the SCSM code. A typical simulation
result is shown in Fig. 3.4. Here the electronic efficiency rlelec, the cavity wall profile, and the
RF profile function f(z) are plotted against the axial distance z. Total RF power of 1.32 MW is
obtained with a 77 kV, 38 A beam, corresponding to an electronic efficiency of 45%. The peak
ohmic loss density on the cavity wall is calculated to be 2.6 kW/cm 2 for ideal copper at room
temperature. To simulate the actual CW operation, the magnetic field is slightly increased to
yield an output power of 1.15 MW. In this case, the peak ohmic loss density is calculated to be
2.3 kW/cm 2 . The design parameters for this cavity are listed in Table 3.3.
Using the SCSM code, the efficiency is calculated as a function of the detuning parameter
A which is defined by Eq. 2.76. The result is shown in Fig. 3.5. Here a velocity ratio of
a = 1.6 is kept as constant for a 77 kV, 38 A electron beam while the magnetic field is varied.
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Figure 3.4: Result of cavity simulation using the self-consistent, single-mode code. Plotted are
the radius of the cavity, the axial profile of the RF electric field, and the calculated electronic
efficiency. The arrows on the horizontal axis designate the locations at which the transverse
positions of electrons in the Larmor orbit as shown in Fig. 2.1 are evaluated.
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magnetic fields are 6.711 T at A of 0.45 and 6.623 T at A of 0.53 for these beam parameters.
The maximum RF efficiency of 42% is obtained at A of 0.52.
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Efficiency versus detuning parameter at fixed cathode voltage, beam current and
The electronic efficiency of 45% is calculated from 7lelec = Pout/(VbIb), where P,,ou is the
power generated in the cavity, Vb and Ib are the beam voltage and beam current, respectively.
Taking into account the voltage depression Vdep of 6 kV between the beam and the cavity
wall, the RF efficiency 7rf = Pout/(Vclb) will be 42%. Note that the cathode voltage is
Vc = Vb + Vdep. An additional power loss of 11% is estimated. This includes the ohmic loss in
the cavity, diffraction and ohmic loss in the mode converter, and absorption by the window. The
resulting final efficiency is 38%. During the initial operation, instead of the mode converter, a
2.223 cm radius, 78 cm long cylindrical waveguide is used to propagate the RF from the cavity
to the output window. Since the ohmic loss in this waveguide is approximately the same as
the losses in the mode converter, the final efficiency is also 38%. As will be discussed later,
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Table 3.4: Summary of efficiency calculations. Perpendicular velocity spread of 10% is as-
sumed.
can not be achieved due to mode competition from the azimuthal competing mode. For the
case with 77 kV beam voltage, 38 A beam current and velocity ratio of 1.6, the highest detuning
that can be reached is 0.47. Higher detuning will result in multimoding. It can be seen from
Fig. 3.5 that the optimum RF efficiency is about 4% lower than the prediction based on the
assumption of single mode oscillation. Therefore if mode competition is taken into account,
the final efficiency for this gyrotron is predicted to be 35%. A summary of the efficiency
calculations is given in Table 3.4.
Using the SCSM code, optimized efficiency is calculated for different values of velocity
ratio. The result is shown in Fig. 3.6. It seems natural that the optimized efficiency increases
with a because more energy is contained in the transverse motion of electrons. An interesting
comparison of experimental data with this theory will be made later in Sec. 4.1.2. In the actual
experiment, beam with a finite velocity spread and a very high a will be reflected from the
magnetic mirror near the cavity. The maximum achievable a usually does not exceed 2.
The SCSM code is also used to study the effect of beam radius on the efficiency. The
result is shown in Fig. 3.7. In the SCSM simulation, zero beam thickness is assumed. The
result indicates that beam radius can be varied substantially without decreasing the efficiency,
and with the beam guiding center spread of 0.025 cm as predicted by EGUN, close to peak
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Figure 3.6: SCSM result of optimized efficiency vs. velocity ratio.
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Figure 3.7: Efficiency versus beam radius assuming zero beam thickness.
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Mode competition with the desired TEmp mode are either azimuthal, radial or axial in nature.
Competition from higher axial modes can be safely neglected for the following reason. Higher
axial modes TEmpq (q > 1) are formed by waves with relatively large group velocities and,
accordingly, with relatively weak reflection at the output of the cavity. Analysis [27] shows that
the diffractive Q decreases proportional to q-2. Hence axial competition is negligible because
Q of the competing TEmp2 mode is smaller by a factor of four, with Q of higher radial modes
even lower. For example, the quality factors are 1383 for TE28,8,1 mode, 285 for TE28,8,2 mode,
and 140 for TE 28,8,3 mode as calculated by the cold cavity code.
One effective way to determine which modes are the main competitors with TE28,8- mode
is to find the starting current of those modes whose frequency lies in the amplification band
of electron beam and have coupling coefficients comparable to the coupling coefficient of the
TE28,8- mode. The amplification band is defined by [40]
7/"
Aawam - - (3.2)T
where T is the transit time of electrons through the resonator. For the assumed electron beam
voltage of 77 kV and velocity ratio ac = 1.6, the amplification band is approximately 3.2 GHz.
Because gyrotron operates near cut-off, the frequency of the TEmp mode is approximately
given by f - vmpc/( 2 7rrw), where Vmp is the p-th root of boundary equation for TEmp mode,
J,' (vmp) = 0, and r, is the radius of the waveguide. More accurate theoretical frequencies
can be obtained by simulating the designed cavity with the cold cavity code. The diffractive
quality factors for the cold cavity can also be calculated.
To further distinguish the competing modes, the linear starting current curves are generated
using Eq. 2.78 for modes within the amplification band. In Fig 3.8, the starting currents of
these modes are plotted as a function of the cavity magnetic field. Beam energy of 77 kV and
velocity ratio of 1.6 are assumed in the calculation. The beam radius is chosen at 0.828 cm,
which yields maximum coupling for the TE28,8- mode. Fig. 3.8 shows that the mode spectrum
near the TE28,8- mode is dense and that many of the nearby modes couple well to the electron
beam and will have practically the same starting requirements as the TE28,8- mode. The area
inside the locus of each mode is known as the soft excitation region. The highest efficiency,
however, is achieved in the hard excitation region, which lies on the lower magnetic field side
slightly beyond the linear starting curve. Oscillation in the hard excitation region has to be
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Figure 3.8: Cold-cavity fixed-field starting current versus magnetic field at Vc = 83 kV and
a = 1.6.
Since the quality factors of these competing modes are not significantly different from that
of the main mode (TE28,S), the coupling coefficient gives a good estimate of the relative starting
current. Fig. 3.9 shows the coupling coefficient Cmp defined by Eq. 3.1, as a function of beam
radius for different modes. For the TE28,8- mode, the competition of the radial competing
mode TE25,9+ could be reduced by proper positioning of the beam. Azimuthal competing
mode, the TE27,8- mode, however, has almost equal coupling coefficients at the same radial
position. In this case, the startup scenario, i.e., the order in which the modes are excited is
important since the hard excitation region must be accessed from the soft excitation region.
In conclusion, Fig. 3.8 and Fig. 3.9 suggest that the main competing modes for TE28,8- come
from TE25, 9+ and TE27,8- in the high efficiency operating region. In any case, it is necessary
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Figure 3.9: Dependence of coupling coefficient for various TE modes on the beam radius.
Performance of the iris cavity was examined with the multimode code MAGY. Result of the
multimode simulation confirmed that, except one case, stable, single TE28,8- mode oscillation
in steady state can be obtained, with the competing modes oscillating at the noise level. In case
where competition between the TE2 8,8- and TE25,9+ modes was considered, the TE25,9+ was the
surviving mode. To avoid excitation of the TE25,9+ mode, the electron beam radius was slightly
increased from 0.828 cm to 0.840 cm so that the coupling coefficient of the TE25, 9+ mode is
reduced significantly, while that of the TE 28,8- mode remains practically unchanged. Multi-
mode simulation shows, for this new beam radius, stable single-mode oscillation is obtained
in TE28,8- mode.
The optimum efficiency of the iris cavity is calculated with the multi-mode code for different
values of velocity spread. The spread (Av./vto) is approximated by a Gaussian distribution
f(vL) - exp [-(v± - vo)2/(2Av±) 2]. The results are shown in Fig. 3.10. Also shown are
the optimum efficiencies predicted by the single-mode code. Comparison shows that mode
competition reduces the optimum RF efficiency of the gyrotron by 3-4%. In Sec. 3.4.3 the total
^ ^^'^
velocity spread of less than 8% is predicted for the designed electron gun. Multi-mode theory
predicts RF efficiency of 39% can be achieved with such a spread.
35
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Figure 3.10: Dependence of optimum RF efficiency on the RMS spread of the perpendicular
velocities, as predicted by the single-mode code and the multi-mode code.
3.4 Electron Gun
3.4.1 Optimization of Beam Optics
The analytic equations given in Sec. 2.2.1 are used to find a starting point for the gun design.
A triode design is selected because it enables us to adjust the velocity ratio by changing the
voltage across the cathode and the first anode without changing the beam energy or the beam
radius in the interaction region. It also allows the possibility of switching off the beam emission
during CW operation by holding the mod-anode at a lower potential from the cathode.
The electron trajectory simulation code EGUN was used to simulate the beam properties.
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Typical step size for integration of particle equations of motion, mesh size, and the number of
rays used to represent the beam, are 0.2 mesh unit, 0.1 mm, and 48, respectively. Convergence
was checked by reducing the particle step size to 0.05 mesh unit, decreasing the mesh size to
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Figure 3.11: Beam trajectories from EGUN simulation.
The geometry of the gun and the electron beam trajectories are shown in Fig. 3.11. To
guarantee reliable operation of the gun, the clearance for the beam needs to be sufficiently
large to avoid current interception by the mod-anode. The emitter has a relatively large area of
10.8 cm 2. For beam current of 38 A, the emission density is a modest 3.5 A/cm 2, about 14% of
the Child-Langmuir limiting current density. Thus the gun can be operated in the temperature
limited regime and the beam current is adjusted by changing the emitter temperature. The
emitter has a large slant angle c, = 350 and produces quasi-laminar flow. The shaping of the
electrode surfaces are optimized for low beam velocity spread in the cavity. For the present
design, the most critical shaping is that of the nose-piece in front of the emitter. As a result of
the optimization, a low perpendicular velocity spread of 2.1% is obtained. Finally the electrode
shapes are slightly perturbed around the design point to ensure that minimal machining error
would not change drastically the beam characteristics.
Although adiabatic equations generally provide adequate description of the beam charac-
teristics in magnetron injection guns and can be used for the first-cut gun design, it should
be noted that often times the beam does not exactly follow the adiabatic rules, especially in
a triode-type gun as shown in Fig. 3.11. In a triode-type MIG, the non-adiabatic effects arise
due to beam passing the region between the mod-anode and the anode, where the electric field
changes direction rapidly during one cyclotron period of the beam, thus violating the conditions
for adiabatic approximation given by Eq. 2.86. In this region, depending on the oscillatory
phase of the beam, the transverse velocity can be either increased or decreased with respect
to its adiabatic value. As a result, the perpendicular velocity vi can not be calculated with
Eq. 2.91. In some cases one might even observe relations between parameters predicted by the
adiabatic equations being reversed.
Fig. 3.12 shows evolution of the average beam velocity ratio and the perpendicular velocity
spread along the axial distance as predicted by EGUN. The emitter is located at the origin
z = 0 and the cavity is at z = 53.75 cm, corresponding to the maximum of the magnetic
field. The magnetic field increases from 0.189 T at the cathode to 6.67 T in the cavity. The
velocity ratio is defined as ao = v±/vll, where vJ and v11 are the components of the electron
velocity evaluated with respect to the direction of the local magnetic field. The velocity ratio
increases due to magnetic field compression, and reaches a maximum value of 1.6 in the cavity
region. The velocity spread is calculated as the standard deviation of v± distribution. There is
an abrupt increase of spread in the phase mixing region starting at z = 30 cm where the beam
undergoes transition from a laminar flow to a flow with crossing beam paths. In the mixing
region, depending on the oscillatory phase of the electron in the space charge field, the electron
will either be accelerated or decelerated in the transverse direction. Velocity spread increases
as a result. The spread stays at a constant value of 2.1% after the mixing region. This indicates
that the adiabatic theory is valid in the beam tunnel section. The gun design parameters are
summarized in Table 3.5.
The axial magnetic field used in EGUN is calculated from ideal coil inputs, which are
chosen to fit the axial field produced by EFFI code [41] for the actual coil settings. The
off-axis magnetic fields are obtained from a 6-th order expansion of the axial field. A small
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that predicted by EFFI. However it does not affect the result of EGUN simulation. Measurement
of the actual field profile was taken after the superconducting magnet had arrived at MIT. The
final gun design was simulated using the actual field profile. A slight shift in the axial location
of the gun (- 1 cm toward the magnet) was needed to reproduce the simulation results with
the initially assumed field profile.
Electric field breakdown is a potential problem for gun operations in long-pulse or CW
gyrotrons. A finite-element software ANSYS was used to calculate the static fields inside the
gun structure. Electric field on the cathode and anode surfaces are carefully checked to ensure
that it does not exceed the acceptable limit of 100kV/cm. Specifically, the rounded corner
behind the cathode emitter tends to be the highest stress point. Sufficiently large radius of
curvature for the corner was chosen to reduce the field enhancement factor.
3.4.2 Gun Optimization through Non-Adiabatic Design
The velocity spread (Avi/v±) of 2.1% as predicted by EGUN only accounts for optics and
self fields in axisymmetric electrostatic fields with electrons emitted at zero initial velocity
from a perfectly flat surface. Other factors that would contribute to the spread were previously
described in Sec. 2.2.4. Non-axisymmetric magnetic fields can come from the gun not centered
or tilted in the tail field of the superconducting magnet, the gun coil not centered or tilted. Non-
axisymmetric electric fields can be caused by the cathode not centered or tilted in the mod-anode
due to machining error or due to gravity, and azimuthal variations in the current density which
would cause different self fields around the emitter. The cathode emitter also moves when it
heats up and may move away from its expected position. All of these are potential causes of
initial spread, and may not be completely eliminated in the actual experiment.
One way to minimize the velocity spread caused by these non-ideal effects is to build a
non-adiabatic gun with beam characteristics less sensitive to the operating parameters. As
mentioned previously, non-adiabatic effects arise due to beam passing the region between the
mod-anode and the anode. It was observed that by changing the axial location of the anode,
the non-adiabatic behavior of the beam can be altered.
To optimize the gun design, the sensitivity of beam characteristics to variations in the op-
erating parameters are studied. Fig. 3.13 and Fig. 3.14 show examples of the optimization
process. In the first case, variation of magnetic field azimuthally around the emitter is consid-
ered. In Fig. 3.13, dependence of the beam velocity ratio ao on the cathode magnetic field is
shown for three gun designs. The difference between these three designs is the axial location
of the anode. Here the variation in the cathode magnetic field is achieved by moving the gun
to different axial locations relative to the magnet. As shown, all three designs can achieve the
desired ac value of 1.6 with low velocity spread of 2.1%. However, the design with aO less sen-
sitive to the cathode magnetic field was chosen. For this design a slight variation of magnetic
field azimuthally around the emitter would result in a smaller variation of a, and therefore a
lower beam velocity spread. Also shown in Fig. 3.13 is the predicted a based on the adiabatic
theory. Clearly adiabatic theory inadequately explains the dependence of a on the cathode
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Figure 3.13: Sensitivity of velocity ratio to cathode magnetic field.
Further study was done for sensitivity to the mod-anode voltage. In Fig.3.14, velocity
ratio is plotted as a function of the mod-anode voltage for each design. Again the final design
TG3-AD4 is the least sensitive to the variation of mod-anode voltage. For this design, a
slight variation in electric field around the emitter would result in a smaller variation of a,
and therefore a lower beam velocity spread. Such variations in electric field can be due to a
radial offset of the cathode axis and the mod-anode axis. Although a design with even lower
sensitivity is possible, the choice is dictated by the need to achieve sufficiently high a within
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Sensitivity of velocity ratio to mod-anode voltage.
Also simulated is the evolution of the velocity ratio during the rise of the cathode voltage.
This is of particular interest for the study of startup scenario. In the present pulsed experiment,
the voltage on the mod-anode is provided by a resistive divider from the cathode voltage so
that the ratio Va/ Vc is held at a fixed value during the voltage rise. In Fig. 3.15, velocity ratio
is plotted as a function of cathode voltage with constant Va/ Vc which provides a of 1.6 at
Vc = 83 kV. Comparison shows that, for the final design TG3-AD4, the velocity ratio is stable
against fluctuation of the cathode voltage near the design point. The implication of this feature
needs further study at this point. For example, we need to study how the stability of oscillation
in the design mode could be affected by a slight over-shooting of the cathode voltage.
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Figure 3.15: Evolution of oa during the rise of cathode voltage.
3.4.3 Theoretical Estimate of Velocity Spreads
A simple algorithm is introduced to estimate the final velocity in the interaction region from the
spread in initial velocity based on the non-adiabatic behavior of the beam flow. It will be shown
that as a result of designing certain non-adiabatic guns, spreads due to non-ideal conditions at
the cathode can be reduced. The result further explains why the above process of designing
a gun with beam characteristics less sensitive to the operating parameters would lead to low
velocity spread.
The perpendicular velocity v.L in the cavity can be written as a function of the initial velocity
at the emitter vic and the compression ratio,
v± = - -K (vLc). (3.3)
This is a variation of the adiabatic equation of Eq. 2.91. The additional parameter K(v±c),
which is a function characteristic of a specific gun design, is introduced to characterize the
non-adiabatic behavior. For an adiabatic beam, K(v±c) = 1. To obtain K(v±c) for a gun
design, the initial velocity is calculated with Eq. 2.89, while the final velocity v± is determined
from numerical simulation with EGUN. The variation in v±c for EGUN simulation can be
achieved by changing either the mod-anode voltage or the cathode magnetic field. Fig. 3.16
shows K(v±c) as functions of vtc for two different gun designs mentioned in the previous
section. The horizontal axis is normalized to vco, which is the initial velocity that results in a
of 1.6 in the cavity for both gun designs, and is 0.0634c for TG3-AD4 and 0.0639c for TG3.
The dashed lines were obtained by varying the cathode magnetic field, and the continuous lines
by changing the mod-anode voltage. The difference between the two sets of curves is due to
the fact that the oscillatory phase of the beam reaching the non-adiabatic region depends not
only on the amplitude of the initial velocity, but also on the details of the magnetic field along
the beam path.
The effect of the non-adiabatic behavior of the beam on the velocity spread can be un-
derstood from the following argument. Suppose a small additional spread (Avc/vj±c)i is
introduced to the initial velocity, and assume that this additional spread does not affect uni-
form space charge effect in the mixing region. For an adiabatic beam, or one with a constant
K (v±c), the additional spread is a constant of motion and will not change along the beam path.
The effect of a non-constant K(v±c) is that it will either increase or decrease the additional
spread. Consider an ensemble of electrons distributed between initial velocity V±c - A vIc and
v±c + Avc. For the TG3-AD4 design, dK(v±c)/dv±c < 0, thus the electrons with smaller
initial velocity grow faster than the ones with larger initial velocity. The result is a lower
spread in the interaction region compared to that of an adiabatic gun. The opposite effect can
be expected for the TG3 gun design which has dK(v±c)/dv±c > 0.
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Figure 3.16: Non-adiabaticity parameter K(v±c) as a function of v±c/v±co, where vico is the






for small initial spread, and let K1 = K(v±c + Av±c) and K2 = K(vxc - Av±c), then the
final spread can be calculated as
(Av_ K1 - K2 +f Alc
\ V KI + K2 Vlc(v dK (3.4)
di+ v±Kc (Avic (34)
Once the function K(vlc) is obtained for a gun design, and the cause of initial spread is
determined, the final spread can be calculated using Eq. 3.4. As mentioned in Sec. 2.2.4, there
are several factors that cause initial velocity spread at the cathode. These factors are analyzed
separately as below.
(i) Non-symmetric magnetic field
Non-symmetric magnetic field around the cathode emitter is caused by either a tilt or a
radial offset of the gun axis with respect to the magnetic field axis. To first order in small tilt
and offset, the field variation can generally be written as
Bc(O) = Bco l+ (a + a289 cos0 , (3.5)
where Bco, al and a2 can be found from field simulation using the EFFI code. The initial
velocity v c as a function of the azimuthal angle 0 can then be found in terms of Srs and 8p by
combining Eq. 2.89 and Eq. 3.5 and expand to first order as
rcvic(0) = vico 1 (aI + a2&P) cos ]. (3.6)
Here v±co is the initial velocity for the case of no tilt or offset. The spread can be easily
calculated from the standard deviation of the distribution as,
(Av±c)B = (al- + a28P Vlc0. (3.7)
The initial spread (Avc) c n be evaluated using Eq. 3.7 for a given tilt angle or radial
The initial spread (AVLlc)B can be evaluated using Eq. 3.7 for a given tilt angle or radial
offset. Substitute (Avxc)B into Eq. 3.4 in place of (Avc) and find the corresponding values
of K from the dashed curves in Fig. 3.16, the final spread in the cavity due to non-symmetric
magnetic field can be obtained.
For the present gun design, Bco = 0.1845 T, al and a2 are calculated from EFFI to be 0.050
and 0.265, respectively. For realistic values of 3rs = 0.2 cm and &8 = 10 = 0.017 rad, the
initial spread is 0.5%, and the final spreads are 0.4% for TG3-AD4, and 0.8% for TG3.
(ii) Non-symmetric electric field
Non-symmetric electric field can be created by a radial offset of the cathode axis and the
mod-anode axis. Although such an offset can be eliminated by careful machining, operating
the gun in a horizontal position could cause sagging of the cathode since the cathode is only
supported at the back. An offset of 0.2 mm was actually measured by CPI in a gun previously
operated at MIT.
The electric field at the emitter surface is given by Eq. 2.90. Assuming d < rc, 8rm < d,
the azimuthal variation of the electric field at the cathode for a radial offset Srm can be written
as
Ec(O) = Eco 1 -cosO c cos) , (3.8)
where Eco corresponds to the field for zero offset case. The spread in initial velocity can be
derived similar to Eq. 3.7 as
(Avc)'E = CosC 'rmvco. (3.9)
In the present gun design, d = 5 mm, Oc = 350. For a realistic value of 8rm = 0.2 mm, the
initial spread introduced by the offset is 2.3%. Use Eq. 3.4 and find the corresponding values
of K from the continuous curves in Fig. 3.16, the final spreads are estimated to be 1.7% for
TG3-AD4 and 3.6% for TG3.
The estimation of spreads due to non-axisymmetric magnetic and electric fields is based on
the assumption that the electron trajectories do not experience large change of the azimuthal
angle. This assumption is valid in the present design because the E x B drift of the beam in
the gun region amounts to approximately 150 change of the azimuthal angle.
(iii) Thermal spread and surface roughness
The effect of temperature and surface roughness of the emitter of a magnetron injection
gun has been studied previously by researchers in Russia [42]. With a thermionic cathode, the
electrons emitted from the cathode surface have slightly different initial velocities due to the
thermal spread. The temperature induced velocity spread is given by
(v.lc) kBT\ 1/2
( c)T = , (3.10)
where Tc is the cathode temperature in Kelvin, kB is the Boltzmann constant. The normal
operating temperature of a thermionic cathode is around 1300 K. Therefore the initial thermal
spread is 0.7%. Again use Eq. 3.4 and find the corresponding values of K from the continuous
curves in Fig. 3.16, the final spread in TG3-AD4 and TG3 will be 0.5% and 1.1%, respectively.
The roughness of the emitter surface also affects the velocity spread. For a roughness with
the shape of a hemisphere, electrons emitted from different parts of the hemisphere experience
different accelerating fields initially. This induces a spread in initial velocities similar to the
thermal spread. It is estimated to be
(AvL)R = 0.3ehEc 1/2 (3.11)
where Ec is the cathode electric field, and h is the radius of a small hemispherical bump on the
cathode surface which is representative of the cathode roughness dimension. The factor 0.3
can vary depending on the assumed bump shape, and can be as high as 0.6 for a cone shaped
bump [43]. A typical hemispherical bump size of 3 glm and Ec = 50 kV/cm will result in an
initial spread of 4.0%. Therefore the final spread is 2.9% in TG3-AD4 and is 6.3% in TG3.
Velocity spread is examined using EGUN for different beam current. The increase in spread
is mainly due to enhanced space charge effects during the mixing, rather than the thermal spread
from higher cathode temperature. As shown in Fig. 3.17, A v / v increases from 1.4% at 10 A
beam current to 2.5% at 50 A, and to 4.3% at 75 A at which point the limiting current is
reached. A slight decrease in the velocity ratio is due to the increased space charge near the
emitter surface that reduces the cathode electric field.
Previous study showed that the cathode emission density can have an azimuthal variation as
much as ±30% of the average value. This would create a variation in velocity ratio for electrons
emitted from different azimuthal locations due to the space charge near the emitter. A total
spread can be estimated by averaging the velocity values at different currents, for example,
from Fig. 3.17. The result shows that the spread due to the nonuniform emission is a relatively











Figure 3.17: Velocity spread as a function of beam current.
The contributions to velocity spread from all sources are summarized in Table 3.6. A total
spread of 4% is estimated for the final gun design with realistic values of emitter temperature,
surface roughness, tilt and offsets. Surface roughness is the top contributor followed by beam
optics and radial offset of cathode and mod-anode axes. The total spread is calculated with
Eq. 2.110 as the statistical sum. For the present gun design (TG3-AD4), even with twice the
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Table 3.6: Comparison of estimated total velocity spread in percent for the final gun design
TG3-AD4, the adiabatic design, and TG3 design.
added spread, velocity spread less than 8% should be possible. The analysis result shows that
a low-sensitivity non-adiabatic gun design significantly reduces the total velocity spread of the
beam. It also reminds us that a sensitivity study must be done to avoid building a gun with
the features of TG3 gun, although EGUN simulation shows the same beam characteristics can
be achieved. The -reduction in spread is particularly meaningful if the initial spread is above
10-15% since such a large spread will result in a significant decrease of the gyrotron efficiency.
3.5 Internal Mode Converter System
In order to efficiently transmit the RF wave generated by megawatt gyrotrons to fusion plasma,
a mode converter is generally used to converter the TE mode to a Gaussian-like beam. Radial
output coupling of the RF power of a gyrotron into a Gaussian mode has three significant
advantages for high-power operation. First, the Gaussian beam is directly usable for low-loss
transmission as well as for effective interaction with the fusion plasma and no further mode
converters are needed. Second the converter separates the electron beam from the RF wave
path, so that the electron collector is no longer part of the output waveguide as in the case
of a tube with an axial output. Hence the collector can be designed especially for handling
the high electron beam power. In addition, energy recovery with depressed collector becomes
possible. Third, the influence of RF power reflected from the output window is expected to be
significantly reduced. Dimpled wall converters are employed because they have the advantage

















Table 3.7: Design parameters for the dimpled-wall waveguide.
3.5.1 Dimpled Wall Launcher
The converter consists of a dimpled-wall launcher section with a stepcut launching aperture
followed by several mirrors in an open-space transmission line for beam steering and profile
shaping. The purpose of the dimpled-wall launcher is to produce a mode mix in the launching
waveguide such that the field intensity on the wall has a Gaussian profile. This favorable
mode mix is achieved by converting power from the input mode to several selected satellite
modes TXmi, pi, which can be either TE or TM modes. To obtain this type of mode conversion,
the waveguide wall is perturbed to have a helicoidal wall profile, described by the following
equation,
r(Q, z) = ro[1 + El (Z) cos(Pfi - 11) + E2(Z) COS(P2Z - 120)], (3.12)
where l1 ~- -(o - pi), 11 = +(mo - mi), P2 " +(Po - Pj), 12 = ±(mo - mj). The subscript
0 corresponds to the input mode, TE28,8, and the subscripts i and j refer to the first and second
satellite modes. The design parameters for the launcher are summarized in Table 3.7.
The analysis of the rippled wall waveguide was carried out using coupled mode theory. In
addition to the four selected satellite modes, all other modes that can couple through the wall
perturbations are considered in the coupled mode analysis. A total of 25 modes were included
in the analysis based on the coupling. Fig. 3.18 shows the evolution of power in the main
satellite mode as a function of axial distance. Beginning with 100% power in the input mode,
more than 50% power is converted into four main satellite modes. Fig. 3.19 shows the resulting
Gaussian wall current profile. A distinct, well-shaped beam is indicated. The Gaussian wall
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the beam. The irregular waveguide section is 19.4 cm long. The radiation is launched from the
rippled wall section by cutting the waveguide wall around one Gaussian bunch where the wall
currents are at a minimum, which virtually eliminates edge diffraction effects.
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Figure 3.18: Evolution of power in modes in the dimpled wall launcher.
3.5.2 Four-Mirror Transmission Line
The launcher and open mirror transmission line are shown in Fig. 3.20. The purpose of the open
mirror transmission line is to provide steering and profile shaping for the beam radiated from
the launcher. The Stratton-Chu diffraction theory, a vector formulation of Huygen's principle,
was used to simulate the launch and to predict the behavior of the beam as it propagates from
the launcher into free space. The theoretical beam expansion was compared to that of an elliptic
Gaussian beam and good agreement was obtained. Therefore, the preliminary design of the












0 0.05 0.10 0.15 0.20
z (cm)
Figure 3.19: Intensity of the surface currents on the inside walls of the launcher. The contours
represent the ratio of the local wall current to the current at the beginning of the launcher. The
contours are plotted as a function of the axial distance z and the azimuthal angle q4.
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Figure 3.20: Schematic of launcher and mirror transmission line.
a circular fundamental Gaussian beam with four toroidally shaped mirrors with the surface
profile given by
y =(-z2 + [Rz - Rx + R ) - 1/2 (3.13)
With the input and desired output beam waists known, the Gaussian optics q-parameter [45]
was used to determine the radii of curvature in the vertical and horizontal directions, Rx and
Rz, respectively. Stratton-Chu diffraction theory was used to simulate RF beam propagation
through the four-mirror relay to the output window. The preliminary Gaussian optics design is
refined to obtain a desired field profile at the window. The resulting mirror design parameters
are summarized in Table 3.8. The calculated field pattern at the window is shown in Fig. 3.21.
3.6 Electron Beam Tunnel
The drift region between the gun and the cavity contains slotted structures to prevent spurious
oscillations. The profile of the structure is chosen such that the beam radius is 0.7 of the wall
Table 3.8: Design parameters for the 4-mirror transmission line. All units are in cm. Negative
radius of curvature indicates mirror shape in that direction is convex.
C.
z (cm)
Figure 3.21: Calculated IEx 12 in decibel at the 10cm diameter output window. The dashed
line in the plot represents the boundary of the window.
Rz Rx Yo xo
Mirror 1 27.48 11.50 5.20 18.94
Mirror 2 254.47 -148.61 -5.30 24.75
Mirror 3 -37.20 -307.58 8.12 33.47
Mirror 4 61.68 -314.00 -8.65 44.36
radius. In addition, there is a section 5 cm long just before the cavity consisting of alternating
copper and Ceralloy rings that absorb any power leaking from the cavity that could reach the
cathode region and disrupt gun operation.
3.7 Output Window
Dielectric output windows are widely used in vacuum microwave devices to separate the vacuum
volume and the outer space. For devices like gyrotrons operating at high powers and high
frequencies, the problem of window elaboration is very important. The window has to be made
of material with low losses and high thermal conductivity and the window unit must provide
low scattering of the mode transmitted through the window. At 110 GHz, power limit is about
500 kW CW using a double disk sapphire window, and this is a critical problem facing high
power CW gyrotrons. There are worldwide efforts directed toward research in the area of
window design. In this section, however, only general properties of windows used in pulsed
gyrotron experiments are discussed.
The simplest output window model is a dielectric plate with thickness d and permittivity
E, which is assumed to be real. Since the coupling between transversal guide modes is absent,
the window works like a simple Fabry-Perot interferometer and the reflection and transmission
coefficients depend on the plate thickness periodically [46],
2 = (1 - yr) 2 sin2 X
4yr cos2 X + (1 + yr)2 sin 2 X'
where y, = (Er - sin2 EB)/cos 2 EB, X = (o/c)d Er - sin2 GB, and OB = tan-'(kL/k1l)
is the Brillouin angle of wave in the waveguide. It is apparent from the above equations that
when the plate thickness d is equal to half-integer number of longitudinal wavelengths in the
dielectric, it is possible to obtain zero reflection.
The window used in the initial operation is made of UV-grade fused silica, with E, = 3.8267,
and a thickness of d = 0.391 cm. The radius of the waveguide in the vacuum is 2.223 cm.
Fig. 3.22 shows the power reflection coefficient versus frequency. This shows that there is
no reflection at 170.1 GHz for the TE28,8 mode, but there will be approximately 25% power
reflection for both the TE27,8 mode at 166.6 GHz and the TE29,8 mode at 173.5 GHz. The effect
of the power reflection on the operation of gyrotron will be discussed in Sec. 4.1.5.
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Figure 3.22: Window power transmission versus frequency
window
for a 0.3912cm thick fused silica
Even for zero reflection, not all the power is transmitted through the window. The power
absorption of the window is approximately given by
dP k 2er tan (d= - k (3.14)
dz kz
where kz is the z component of the wavevector in the window, and 3 is the loss tangent of the
window material. For fused silica at 170 GHz, tan 3 = 13.5 x 10- 4 [47]. Thus during the







3.8 RF Power Losses in Waveguide
For TE cylindrical waveguide mode with fields in the form of Eq. 2.81 and profile function
f (z) = e- ikzz of a forward propagating wave, the power flow in the waveguide is given by [26]
Prf = TL IExB*Ida
7r kz 2 2 2 2
= 4/okI( m p - p2)J(vmp)Eo (3.15)
Comparing Eq. 3.15 with the ohmic density given by Eq. 2.82, these two quantities can be
related as,
Pohm 2 kI4 ( m (3.16)
Prf o- t cOO~rkz (V2p - p 2) vmpkI
In the initial experiment, the straight waveguide which propagates the power from the cavity
to the window has a radius of 2.223 cm and a length of 78 cm. The ohmic loss in this waveguide
is calculated to be 4.4% of the initial power based on Eq. 3.16. Including the ohmic losses
in the cavity of 2.2%, plus the absorption by the window of 3.9%, the final power out of the
window would be 89% of the power generated in the cavity.
Chapter 4
Experimental Results
In this chapter, the results from the pulsed gyrotron oscillator experiment at MIT are presented.
Measurement techniques are described. Detailed analysis will be given for power and efficiency
measurement, velocity ratio measurement, construction of a mode map, startup measurement,
estimate of velocity spread from reflected current measurement, and finally some preliminary
result from the external testing of the dimpled wall launcher.
4.1 Initial Gyrotron Operation
Although the overall goal of the MIT program is to investigate the gyrotron configuration as
shown in Fig. 3.1, the initial experiments were conducted without the internal mode converter.
The experimental configuration is shown in Fig. 4.1. The objectives of these experiments were
to optimize the cavity performance, to investigate the electron beam characteristics, and to
determine if mode competition was adversely affecting the operation of the cavity. The mea-
surement results would be easier to interpret with this configuration. The RF power generated
by the cavity was propagated by a 2.223 cm radius cylindrical copper waveguide along the
tube axis to a fused silica vacuum window. The waveguide also serves as the collector for the
electron beam. In addition, launching of the TE mode through the output window also enables
us to determine the performance and to align the mode converter externally. A picture of the
experimental setup is shown in Fig. 4.2.
The magnetron injection gun is energized by a modulator capable of producing up to 150 kV,
ITER GYROTRON EXPERIMENT
(FIRST OPERATION)











Figure 4.2: Picture of the gyrotron experiment setup.
88
3 /sec pulses. The voltage of the pulse is measured with a capacitive voltage divider (CVD)
on the secondary side of the pulse transformer. The voltage ratio Vc : VcvD is calibrated to
be 11700:1 for this experiment. The current signal is measured with a Rogowski coil. Typical
pulse repetition rate was 2 Hz but can be as high as 6 Hz. Typical experimental traces are shown
in Fig. 4.3. Here the flat-top of cathode voltage signal is shown at 85 kV, while the beam current
is 48 A. Note that the current signal is wider in width that the voltage signal. This is due to
the fact that the electron gun is operating in the temperature limited regime so that the beam
current is not a strong function of the applied voltage. The RF signal is detected by a diode
positioned outside the vacuum window. The diode signal is transmitted to a digital scope via
a coaxial cable. The capacitive probe signal is calibrated to give the parallel velocity of the
electron beam. The large spikes at the beginning of the capacitive probe signal are due to noise.
Alignment of the gun axis and the magnetic field axis is important for achieving low beam
velocity spread. For alignment, the axial component of the local magnetic field is measured
azimuthally around the cylindrical housing of the electron gun. The accuracy of the alignment
is a radial displacement of less than 0.2 cm.
The alignment of the cavity axis and the beam axis is critical for obtaining optimum coupling
of the beam and the RF. The plot of efficiency versus beam radius in Fig. 3.7 shows the cavity
axis must be aligned with the beam within a tolerance of 0.02 cm in order to maintain efficient
coupling. The alignment is done by monitoring the beam interception on a beam scraper right
before the cavity. The beam scraper is a ring with an inner radius of 1.2 cm. Although alignment
with the beam scraper is reproducible within a radial displacement of ±0.01 cm, it is based on
the assumption that beam density is uniform azimuthally. Fine tuning of the alignment must
be done by maximizing the RF signal from the gyrotron.
4.1.1 Mode Identification
The frequency of the output is measured with a harmonic mixer and a digital scope with FFT
capabilities. The mixer combines the gyrotron output signal of frequency VRF with a local
oscillator signal of frequency vL 0o. The local oscillator is tuned to yield a 0.3 GHz intermediate
frequency, with VRF = nvLO ± ViF, where n is the harmonic number. The accuracy of this
frequency measurement system is ± 10 MHz and can be used to identify the mode excited in
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m p Vexp (GHz) Ithry (GHz) Av(MHz)
27 8 166.650 166.595 55
30 7 166.770 166.772 -2
22 10 168.400 168.350 50
25 9 169.507 169.445 62
28 8 170.110 170.066 54
31 7 170.190 170.167 23
23 10 172.008 171.965 43
26 9 173.124 172.981 143
29 8 173.518 173.526 -8
24 10 175.662 175.565 97
27 9 176.618 176.504 114
30 8 177.029 176.931 98
Table 4.1: Comparison of measured frequency and theoretical frequency predicted by cold
cavity simulation.
the gyrotron.
Cathode voltage, mod-anode voltage, cathode and cavity magnetic fields, and beam current
are the parameters that can be adjusted in the experiment. By changing these parameters, a
large number of TEmp modes were excited between 166 GHz and 177 GHz. The measured
frequencies are compared to the theoretical frequencies of different modes calculated from
cold cavity simulations. All measured frequencies are identified and are listed in Table. 4.1.
Observed are TEmp modes with m from 22 to 31 and p from 7 to 10. The discrepancies between
the measured and the theoretical cold cavity frequencies are due to presence of the electron beam
which modifies the RF frequency from the cold cavity value. The magnitude of the frequency
shift depends on operating parameters. However it should not exceed the bandwidth of the
gyrotron mode approximately given by Aw/w ; 1/ Q. For our specific gyrotron Aco is of the
order of 150 MHz. Therefore most of the modes can be identified if the discrepancy is within
150 MHz and frequencies of nearest neighboring modes are distinctly separated. However for
several modes, such as the case for TE28,8 and the TE 31,7 modes, the distinction of one mode
from the other requires knowledge of the relative coupling constant Cmp of each mode at that
particular beam radius. An average shift of 60 MHz can be seen between the theoretical and
measured frequencies. This could be explained by a 6 x 10-6 m fabrication error in the cavity
radius. The tolerance for fabrication was specified at 2.5 x 10- 5 m.
4.1.2 Measurement of Power and Efficiency
The output power is measured with a calorimetric method. A 10 cm diameter Scientech
calorimeter is placed in front of the output window. The absorption coefficient of the calorime-
ter surface is calibrated to be 82 ± 3% in the frequency range of 166 - 173 GHz. The power
was measured at a repetition rate of 2 Hz. The calorimeter measurement provides the average
output power Pavg. The peak power is calculated from Ppeak = Pavg/(frepr), where frep
is the repetition rate and r is the pulse width. With the relative error in measurement of the
pulse width, and the uncertainty in the reflection coefficient of the calorimeter, the relative
error for the power measurement is ±5%. This translates into ±2% relative error for measured
efficiency around 30%.
During the investigation of the gyrotron performance near the design frequency of 170 GHz,
it was found initially that the TE27,8, 1 mode at 166.6 GHz was easier to access than the design
mode and thus attention was focused on this mode. First the optimized power and efficiency
were measured as the beam current is increased. The result is shown in Fig. 4.4. The shot-
to-shot power stability was better than 5% at each operating point. Single mode emission
was confirmed using the frequency measuring system at all currents. Over 30% efficiencies
were achieved for currents over 15 A. Also plotted is the optimized detuning parameter A,
which is calculated from the cavity magnetic field, the beam energy, the rf frequency, and
the transverse beam velocity. The increase in A as the beam current rises is consistent with
nonlinear theory. This can also be understood from the starting current curves in Fig. 3.8. As
beam current increases, the high efficiency (hard excitation) region of each mode is shifted to
lower magnetic field region, thereby increasing the normalized detuning parameter.
Although more difficult than the TE27,8,1 mode, eventually we were able to obtain high
power and high efficiency for the designed TE28,8, 1 mode. The high power measurement results
are summarized in Table 4.2. High power was measured in the TE28,8,1 mode as well as the
adjacent TE27,8,1 and TE29,8,1 modes. Highest power levels were achieved in both TE27,8, 1 and
TE28,8, with " 50 A beam current for efficiencies close to 35%. At the design point as shown
in the third column, 1.07 MW power was observed in TE28,8 ,1 mode with 35.0% efficiency.
Taking into account 11% total power loss in the cavity, waveguide and output window, these
efficiencies are in good agreement with the predictions of the multimode code MAGY assuming





Figure 4.4: Optimized power
BEAM CURRENT (A)
and efficiency versus beam current in TE27,8,1 mode.
8% perpendicular velocity spread. At all currents, with measured beam and field parameters
which produced maximum efficiencies in the TE28,8,1 mode, the self-consistent single-mode
code predicts 39% RF efficiency with 8% perpendicular spread. However, the measured A of
0.47 is lower than 0.52, value for which SCSM code predicts the maximum efficiency.
Fig. 4.5 shows measured power and efficiency versus beam current for TE28,8,1 and TE 27,8,1
modes. Both modes maintain efficiencies of 34% or above for beam current over 25 A and up
Table 4.2: Summary of high power and high efficiency measurement in
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Mode TE27,s,1 TE27 ,8, , 1 TE28,8,1 TE28,8, 1 TE29,8,1
Vc (kV) 83.0 84.1 84.0 86.5 86.9
I (A) 36.5 54.7 36.4 48.8 35.2
B0  6.580 6.532 6.717 6.701 6.850
a 1.41 1.43 1.59 1.53 1.41
rb (cm) 0.837 0.835 0.842 0.840 0.842
A 0.49 0.54 0.47 0.52 0.56
Power (MW) 1.09 1.56 1.07 1.50 1.10
Efficiency (%) 36.1 33.9 35.0 35.6 35.8
_ _ _· 1500
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Figure 4.5: Comparison of operating characteristics of the TE27,8, 1 and TE28,8,1 modes at high
current.
Fig. 4.6 shows optimized efficiency in the TE28,8,1 mode for different velocity ratio values
but at approximately the same cathode voltage and beam current. Also plotted is the optimum
efficiency predicted by the SCSM code with these a values. The increase in measured efficiency
is consistent with theory at low at values. However the measured efficiency saturates at at of
1.6 and declines slightly as ac further increases. There are two possible explanations for this
discrepancy. One is the enhanced mode competition at high a values due to increased interaction
length since the normalized interaction length A scales as p2 /Pl. This indicates that although
higher ao means more energy is contained in the transverse motion of the beam for extraction
and hence higher total efficiency could be expected, mode competition from the azimuthal
mode prevents high efficiency region to be reached. Efficiency can also be reduced at high a
values due to higher velocity spread since the beam with high a is more prone to electrostatic
instabilities that induce velocity spread.
Optimized efficiency in the TE28,8, 1 mode as a function of cathode voltage is shown in
r\
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Optimum efficiency predicted
" by SCSM code. Results include
11% RF loss from cavity to window.
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Figure 4.6: Optimized efficiency in the TE28,8,1 mode is plotted as a function of velocity ratio.
Here the cathode voltage is chosen between 80 to 85 kV, beam current between 28 to 33 A, and
the efficiency is optimized by adjusting the magnetic field in the cavity.
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Fig. 4.7. As can be seen, between 77 kV and 86 kV, the optimum efficiency is rather insensitive
to the cathode voltage. Optimized efficiencies near 70 kV and 100 kV are both close to 30%.
100 110
Cathode Voltage (kV)
Figure 4.7: Efficiency at different cathode voltage values. The beam current varies from 28.2 A
to 33.0 A, and the velocity ratio varies from 1.51 to 1.84. The cavity magnetic field is adjusted
at each point to optimize the efficiency.
4.1.3 Startup Measurement
The influence of startup on the operating behavior is also investigated. It has been shown by
Whaley et al. [48] that the way in which the operating point is reached can be used to eliminate
excitation of undesirable modes and assure oscillation in the proper mode.
The rise time of the voltage pulse is much longer than the time of oscillation growth
(~ Q/wo = 1.3 ns), and the transit time of electrons through the cavity (L/v 11 = 0.1 ns). This
allows one to consider each point on the voltage rise curve as an equilibrium state and the
voltage increase as a quasi-stationary process.
Fig. 4.8 shows the startup characteristics when the TE28,8 mode is excited as the cathode
I I I I I I I I I I I I I ll l
_ · ·
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voltage was raised to 105 kV. The non-adiabatic behavior of the gun is evident with the oscilla-
tory dependence of a on cathode voltage. Also shown are the theoretical curves for the linear
starting current for the main competing modes. Inside the locus, the theoretical linear starting
current is lower than the beam current and therefore the mode can be excited. It should be noted
that the measured velocity ratio is used in the present study of the startup scenario, whereas in








Figure 4.8: Modes observed during startup with predictions based on linear theory. The scan
was done for a magnetic field of 6.77 T. The beam current varied from 21.2 A at 60 kV to 26.9 A
at 104 kV.
No microwaves were observed when the cathode voltage is below 63 kV. At that point,
TE29,8 is excited, consistent with the theoretical starting prediction. The region of operation
for each excited mode is consistent with the linear theory. However each mode continue to
oscillate beyond the region predicted by linear theory, an indication that the mode is operating
in the hard excitation region.
0
4.1.4 Mode Map Construction
A map of the observed modes is produced by varying the cathode and cavity magnetic field,
and is shown in Fig. 4.9. Varying the cathode field changes the beam radius rh and also the
beam velocity ratio a. Varying the cavity field allows one to change the cyclotron frequency of
the electron beam, hence optimizing the detuning parameter A for the excited mode. The upper
boundary of the region where the modes are excited corresponds to a magnetic compression of
about 32. Above this boundary the compression is too small, so that the beam is intercepted by
parts of the beam tunnel before reaching the cavity. The lower boundary, which corresponds
to a compression of 40, indicates the region where electrons start to reflect back into the gun
because a is too high. Between these two boundaries there are primarily two rows of azimuthal
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Figure 4.9: A map of the observed modes as a function of the cathode and cavity magnetic
fields. The cathode voltage and the beam current are kept at 82.3 kV and 25.0 A, respectively.
In general, the gyrotron was characterized by regions of single mode emission, although
there are a few operating regions that resulted in multimoding, such as the boundary between
I I I I I
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the TE24,8 and TE25,8 modes. It is also evident that the region of excitation for TE28,8 is smaller
than regions of neighboring modes. This may be due to the fact that the window was matched to
the TE28,8 frequency of 170 GHz. For other modes at different frequencies, the power reflection
at the window influences both the the quality factor and the field distribution in the cavity. The
starting current of the competing modes is decreased due to higher quality factor, thus they are
excited more easily in the resonator.
As can be seen from Fig. 4.9, mode switching from the TE28,8 mode to the TE25,9 mode
occurs at the field compression ratio of 34, corresponding to beam radius of 0.840 cm in the
cavity. This result is consistent with the prediction of the multi-mode simulation.
4.1.5 Effect of Power Reflection at the Output Window
The consequence of RF reflection at the output window is its effect on oscillations in the
cavity. The reflected RF waves will travel back through the waveguide system to the cavity
and influence the field structure and quality factor. Detailed study of this effect can be done
by means of Rieke diagrams [49]. A theoretical discussion of further aspects of reflections on
gyrotron performance is given in [50].
One indication of the effect of the power reflection is shown in the measurement of RF
frequency as a function of the detuning parameter for different modes. The detuning parameter
A = 2/p82(1 - Wc/(yo)) can be adjusted in the experiment either by varying the cathode
voltage, thus changing the relativistic factor y, or by tuning the cavity magnetic field. Fig. 4.10
shows measured frequencies for TE27,8 and TE28,8 modes versus detuning A as a result of
varying the cavity magnetic field. Cathode voltage and beam current are fixed at 83 kV and
38 A. A discreet frequency jump of 75 MHz was observed for the TE27,8 mode. The frequency
jump roughly matches the frequency difference between two waves such that the phase factors
at the window kzL, differ by 7r/2. Here L, is the distance from the end of the cavity to the
window, and is 78 cm in this experiment. On the other hand, the frequency of the TE28,8 mode
is continuous, and the slope of the curve is in agreement with the SCSM code predictions. The
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Figure 4.10: Change of output frequency as a function of detuning A. The detuning was
changed by varying the cavity magnetic field while the cathode voltage is kept at 83 kV and
the beam current at 26 A. The dotted line represents a discrete jump in frequency.
4.2 Electron Beam Properties
4.2.1 Velocity Ratio Measurement
The high power and high efficiency results indicate that the electron gun is producing a good
quality beam with the expected characteristics. A more direct confirmation that the gun is
operating as designed can be obtained by measuring the velocity ratio of the electron beam as
operating parameters are being changed. Measurements were taken with the capacitive probe
as describe in Sec. 2.2.5. The measured results are compared with EGUN simulations.
Fig. 4.11 shows the velocity ratio as a function of the cathode voltage. Plotted are measured
data as discrete points and EGUN results as continuous lines. Constant ratio of mod-anode to
cathode voltage is maintained. Two sets of curves are shown for Va/ Vc of 0.258 and 0.236. At
higher mod-anode to cathode voltage ratio, higher ac values are obtained. Although the peaks of
both experimental curves are shifted slightly toward lower voltage compared to the theoretical





nearly the same peak values.
As can be be seen from Fig. 4.11, the sensitivity of a to variation in cathode voltage is low
at 83 kV. The advantage of this feature in future CW operation needs to be investigated. The
drawback seems to be the inflexibility in controlling the velocity ratio at the designed point.
However as indicated by the power measurement, a much higher than 1.5 does not lead to
higher efficiency. Also as will be shown later, the maximum a that can be achieved before the
beam starts to get reflected is 1.8 for a 83 kV, 38 A beam. With added spread, the maximum
achievable a would be even lower. Thus there is no clear advantage in designing an adiabatic
gun for the purpose of achieving higher a.
For the curve with higher a values, beam reflection was observed at the highest at of 2.3.
Thus this startup scenario should be avoided because the reflected electrons could damage the
cathode emitter. However this is not a concern in the CW operation since separate power supply
can be used to supply voltage to the mod-anode and therefore any desired startup scenario can
be achieved.
In Fig. 4.12 the dependence of velocity ratio on the mod-anode voltage is plotted. Again
good agreement can be seen between EGUN and the experimental results. The non-adiabatic
nature of the beam characteristics is evident from the comparison with adiabatic prediction.
Fig. 4.13 shows a versus the cathode magnetic field. Comparison with the EGUN result
shows discrepancy particularly for cathode field less than 1.84 kG. These measurements were
taken at beam current of 20 A, and reflection of beam current was observed for at greater than
2.3. Possible explanation for this is the space charge effect of the reflected current as well as
contribution to capacitive probe signal from electrons trapped between the gun and the cavity.
4.2.2 Experimental Estimate of Velocity Spread
In Sec. 3.4.2, we estimated the total perpendicular velocity spread of the designed electron
gun to be less than 8%. Large velocity spread not only reduces the efficiency of the gyrotron
interaction, it also limits the maximum achievable velocity ratio when part of the electron beam
starts to be reflected. Experimental determination of the spread is rather difficult. In the past,
there have been measurements using retarding potential method. As voltage is applied to the
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Figure 4.11: A comparison of the beam velocity ratio as measured with a capacitive probe with
predictions based on EGUN. Here the velocity ratio is plotted as a function of cathode voltage.
The mod-anode voltage is kept at a constant ratio from the cathode voltage, Va = 0.236 Vc
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Figure 4.13: Measured beam velocity ratio as a function of cathode magnetic field.
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The velocity spectrum can be obtained by measuring the intercepted current versus the applied
voltage. In the past, Russian researchers reported RMS spread of - 10% in transverse velocity
measured using this method. Measurements at MIT [51] using more sophisticated version of
the repelling collector yielded result of 6% RMS spread at low beam current.
The retarding potential measurement was not performed for this experiment. Instead,
an estimate of the velocity spread was made from the reflected current measurement. For
an electron beam with finite perpendicular velocity spread, as the velocity ratio increases,
electrons with large perpendicular velocity component will be reflected to the cathode region.
These electrons can either be intercepted by the mod-anode, by the cathode, become trapped
electrons between the cathode and the cavity, or after a round trip to the gun region, return to the
cavity region and exit the gyrotron. Experimentally, only the mod-anode current is monitored,
therefore it is a lower limit to the reflected electron current.
The transverse velocity spread is a constant of motion along the beam path after the phase
mixing region. This is confirmed by EGUN simulation as shown in Fig. 3.12. Assuming
the largest perpendicular velocity of an electron is vio + A vimax, and that the relative spread
A vi/v 1 does not change with velocity ratio, then the maximum velocity ratio without electrons
being reflected is given by
/v l max  1AV -max 1 (4.1)
Ul0 2mtax
If the velocity distribution is assumed to be a square function given by
f(v±) = 1, 1v - vioI < AVimax (4.2)
0, Iv - vi01 > AVimax
then the RMS spread can be expressed as
(Ai AVimax (4.3)VI0 /rms /vjo - 223Aotax "
For example, if maximum velocity ratio of 2 can be achieved before the beam starts reflect-
ing, the RMS spread should not be larger than 7.2%. The assumption of a square distribution
function yields higher values of spread than other symmetric functions, such as a parabolic
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function. Thus the result is a conservative estimate for the upper limit of velocity spread.
In the experiment, the gun coil is used to adjust the cathode magnetic field. As the cathode
field is decreased, the transverse velocity of the electron increases due to a larger compression
ratio. Fig. 4.14 shows the rise of the mod-anode current in fraction of the beam current as
the velocity ratio is increased. For beam current of 11 A, aC reaches 2.8 before beam reflection
occurs. From Eq. 4.3, the RMS spread is 3.7%. Similarly for beam current of 21 A, Cmax = 2.3,
therefore the spread is 5.5%.
Values of ,amax were also determined at higher beam currents. At beam currents of 38 A
and 48 A, they are 1.8 and 1.6, corresponding to RMS spreads of 8.9% and 11.3%, respectively.
At these high current levels, measurements of intercepted current versus velocity ratio were
not performed since excessive beam interception may damage the cathode emitter.
It is also convenient to assume a Gaussian distribution function
f(vll) = exp (V1 - V1l) 2  (4.4)
where -vo < ull < vo, vo = cvl - 1/y 2 is the maximum velocity of the electron, and vil0 is
the average parallel velocity. Then the ratio of the reflected current to the beam current can be
expressed as
Iref fVo-  vn1f(v 1) dvll (4.5)
Ib f- o l 11 f (vl) dUv
The spread obtained in this manner seems to depend on the a value at which the estimate
is being made. The average spread and the error bar is taken from estimates for a values that
give Imod-anode/Ib between 0.1%- 1%.
The estimated spread as a function of the beam current is plotted in Fig. 4.15. The result
of both estimates qualitatively agree. The analysis of the results given in [51] also shows the
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Figure 4.15: Perpendicular velocity spread as estimated from the maximum velocity ratio
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4.2.3 Cathode Emission
To understand the emission process of the cathode emitter, the beam current is measured as
a function of the mod-anode voltage. The curves in Fig. 4.16 are for different settings of the
cathode heater power. The temperature of the cathode is calculated from a table of temperature
versus heater power as supplied by CPI, where the temperature of the emitter was measured
with a pyrometer.
At low voltage, the gun is operating in the space charge limited regime and there is good
agreement between the measurement and the theory curve given by
I = K V3/ 2  (4.6)
where the perveance K is calculated using Eq. 2.98. As voltage increases, there is a transition
from the space charge limited regime to the temperature limited regime where emission strongly
depends on the temperature of the cathode but weakly on the applied voltage. The slope of
the curve in the temperature limited regime is due to the Schottky effect [52]. One notices the
transition at low current is sharper, an indication of lower velocity spread.
4.3 External Testing of Mode Converter
4.3.1 Measurement of Radiation from Dimpled Wall Launcher
The measurement of the launcher wall perturbation was taken at the MIT Lincoln Lab to an
accuracy of 5 x 10- 6m. The measured pattern is plotted in Fig. 4.17 and the designed pattern
is shown in Fig. 4.18. Even after the best fit of the measured pattern with all possible tilt and
offset errors, there is still distinct difference between the two patterns. Despite the discrepancy,
it would still be interesting to test the launcher.
The performance of the dimpled wall launcher is assessed using the RF output from the
gyrotron. The output port consists of a waveguide of 2.223 cm radius inside the vacuum
extending to within 0.2 cm of the output window. Outside the window, a down-taper transmits
power further into the launcher with minimal mode conversion. The profile of the down-taper
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Figure 4.16: Cathode emission density versus mod-anode voltage.
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Figure 4.18: Dimpled wall pattern of launcher as designed.
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For external testing, the mode purity of the signal going into the mode converter must be
carefully verified beforehand since the mode converter was designed for a specific mode. With
added modes, the experimental results would be difficult to interpret.
Generally there are two types of modes in the gyrotron output. The first type are the beam-
excited modes such as the design mode or the competing modes, which are excited in the
cavity by the interaction between electron beam and RF field. Because beam-excited modes
are operated close to cut-off, they can be easily identified from the measured frequency.
The second type of modes are spurious modes excited in the waveguide system of the tube by
unwanted conversion from a certain beam-excited mode. The conversion can occur at any axial
inhomogeneity of the waveguide boundary, which are usually diameter transitions (tapers or
steps), tilts and offsets between junctions [53], dielectric discontinuities (output window) [46].
This type of modes has the same frequency as the original mode, thus can not be distinguished
by frequency. If the output port is a simple aperture, a scan of the far-field radiation pattern is
usually made and compared to scalar diffraction theory which assumes the waveguide mode's
RF field at the aperture is unperturbed and is radiated into free space.
The far-field measurement was made with a fundamental rectangular waveguide horn which
detects EO in the far field. During the first scan of the radiation pattern from the window,
difference of 5 decibel in peak signal levels was observed in the pattern on two side of the axis
of symmetry. This indicates that mode conversion has occurred inside the tube. The gyrotron
tube was brought open to air for visual examination. A radial offset of 0.02 cm at the junction
between the second uptaper and the straight waveguide was indeed observed.
A careful alignment of the components was done before the gyrotron was reassembled. A
scan of the far-field radiation was taken and is shown in Figure 4.19. Good agreement is shown
between the measurement and the theoretical prediction. The symmetry of the antenna pattern
indicates much improved mode purity. A 2-dimensional scan was not performed due to limita-
tion of the equipment at the time. Instead, only the symmetry of the pattern in other directions
is confirmed by measuring radiation power at various spatial locations. Good symmetry was
observed in all cases.
The sleeve and the launcher were also carefully aligned to eliminate mode conversion. The
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before the dimpled wall launcher was attached to the down taper and the radiation from the
rectangular cut was scanned using an X-Y scanner with a motorized attenuator. The results
are shown in Fig. 4.20 and Fig. 4.22 for scans at y = 6 cm and 10 cm, where y is the distance
between the detector plane and the launcher axis. Here the field intensity I Ex 12 is plotted
in decibel down from the peak value on the measured plane. The theoretical patterns for
the designed converter using the Stratton-Chu diffraction theory are shown in Fig. 4.21 and
Fig. 4.23. Comparison shows that the actual locations of the beam in the axial direction are
in good agreement with the theoretical predictions. In the azimuthal direction, the measured
beam propagation angle deviates from the theoretical value by 120. Two peaks can be identified
in the measured patterns in the azimuthal direction. Because the actual inner surface of the
launcher is vastly different from the designed one, the Gaussian bunch could be slightly shifted
from the location of the aperture. This could have resulted in wave diffracting off the edge of
the aperture.
Measurements were also taken at several planes away from the launcher cut to determine
the expansion of the beam. The radius of the beam is determined from the -8.68 dB line in
the radiation pattern. Fig. 4.24 shows the radius of the launched beam as function of position
y of the detecting plane. The result shows that the actual beam is expanding at a faster rate
than theoretical predictions. This indicates that the mode content in the radiated beam could
be different from the predictions of the coupled mode theory. The large difference between the
design and the actual inner wall pattern could be the most plausible cause for the discrepancy.
There is an ongoing effort at MIT to develop a phase-reconstruction theory that allows
one to retrieve the phase information of an RF wave from amplitude measurement data. If
successful, the amplitude and the reconstructed phase information can be used to design the
mirror transmission line to be used with this launcher. However a preliminary result of phase-
reconstruction was unsatisfactory, probably due to the fast-expanding beam phase front. As
a first cut design, the first mirror was chosen based on the Gaussian optics theory with the















15 20 25 30
z (cm)















15 20 25 30
z (cm)

















15 20 25 30
z (cm)
















15 20 25 30
z (cm)









0 10 20 30 40
y (cm)
Figure 4.24: Expansion of beam waist of the radiation from the launcher. The dot-lines are






This experiment has successfully demonstrated that 1.5 MW RF power can be generated by a
pulsed gyrotron at 170 GHz with a total efficiency of 35%. The whole design is compatible
with 1 MW CW operation that would meet the requirements of ITER for bulk heating and
current drive. The excellent results are based on careful study and designing of the electron
gun and the interaction cavity.
The initial cavity design was optimized with a single-mode, self-consistent code for a max-
imum RF efficiency of 45% within the ohmic heating constraint. A time-dependent, multi-
frequency, multi-mode and self-consistent code was then utilized to assess the performance
of the cavity when excitations of competing modes are taken into consideration. Multi-mode
simulation shows that only 32% RF efficiency can be achieved due to enhanced mode competi-
tion in a long cavity with normalized interaction length g of 16. The design was subsequently
modified to have a shorter interaction length and it of 14. The reduction in the cavity quality
factor due to shortened length was compensated by an iris step at the end of the cavity straight
section. Multi-mode simulation predicts 38% RF efficiency with this new cavity for a realistic
beam perpendicular velocity spread of 10%. The peak ohmic loss density on the cavity wall is
calculated to be 2.3 kW/cm 2 for 1 MW final output power.
The electron gun was designed using EGUN code with an improved space charge algorithm.
Electrode shapes were optimized for minimum spread due to beam optics. Further reduction
in velocity spread was achieved through analysis of the non-adiabatic behavior of the electron
beam. Estimates of the total spread using a first order approximation shows that by designing
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a non-adiabatic gun such that the beam velocity ratio is insensitive to variations of operating
parameters near the design point, the estimated total spread is reduced by 20% compared to an
adiabatic gun, and by 100% compared to a non-adiabatic gun with high sensitivity.
The initial experiment, from which all of the experimental data in this thesis are taken, was
conducted without an internal mode converter. Highest output power of 1.5 MW was achieved
with single-mode operation in both the TE28,8, 1- and the TE27,8, 1- mode with 50 A, 84-86 kV
beam for efficiencies of 34-35%. At the design operating point of the gyrotron, 1.1 MW power
was measured with a 36 A, 84 kV beam. The corresponding efficiency is 36%.
For the TE28,8.1- mode, the strongest competition comes from TE 25,9, 1+ and TE27,8, 1-
modes. To suppress the excitation of the TE25,9,1+ mode, one needs to increase the beam
radius from 0.828cm to 0.840cm, thus decreasing slightly the coupling for the TE28,8,1-
mode, but significantly that for the TE25,9, 1+ mode. The highest efficiencies achieved in the
experiment agree with prediction of the multi-mode code but are lower than that of the single-
mode simulations.
Excitation of modes during the startup was studied. Comparison with the linear starting
current curves shows good agreement. Oscillation of modes in the hard excitation region was
identified.
A map of modes was constructed in the plane of cathode and cavity magnetic fields. Two
sets of radial modes consistent with the beam compression ratios were found. The TE28 ,8,1
mode is shown to have a relatively small operating region in the mode map. This was attributed
to the fact that the output window is only matched to the design frequency, and power reflection
at other frequencies changes the quality factors for other modes. A discrete frequency jump
was observed in the frequency versus detuning measurement for the TE27,8,1 mode, indicating
that power reflection at the window is influencing the gyrotron operation.
The properties of the electron beam were also measured. The velocity ratios vl/vll as
measured by the capacitive probe are generally in good agreement with the EGUN simulation
results. The non-adiabatic nature of the beam is evident in the oscillatory dependence of a
on the cathode voltage. Velocity spreads were estimated at different beam current levels from
measurements of the reflected current as a function of the average velocity ratio. A rough
estimate of the spread based on the assumption of a square distribution function of v± yielded
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a spread as a function of beam current that is qualitatively in agreement with the theoretical
estimate of spread with all the known contributions.
Finally the dimpled wall launcher was tested externally using the output power from the
gyrotron. Two-dimensional scans of the radiation from the launcher were taken at several
detection planes. A Gaussian-like beam was obtained. Results show that the actual beam
size is expanding faster than the theoretical predictions, which are calculated from the coupled
mode theory and the Stratten-Chu diffraction theory. There is good agreement between theory
and experiment for the propagation angle of the beam in the axial direction. The propagation
in the azimuthal direction differs by approximately 12'.
The next step in the gyrotron experiment is to complete the external testing of the mode
converter. Since the radiation pattern from the launcher is different from the expected pattern,
the original design of the mirror transmission line has to be modified to achieve the desired
field at the output window. The first mirror was designed with the shape of the mirror surface
determined using the measured beam expansion which is fitted to a Gaussian form. This mirror
has already been fabricated. The design of the second mirror can be determined after the beam
expansion from the first mirror is measured. Following this process, the third and fourth mirror
can also be designed. The final adjustment could be made by changing the positions of all four
mirrors, or if necessary, slight adjustment to the shape of the fourth mirror.
The output from the mode converter designed using the above scheme could be quite
different from the desired circular Gaussian pattern with 2.85 cm waist at the window. A
better alternative would be to retrieve the phase information of the RF beam using the phase-
reconstruction code which is currently under development at MIT. By reconstructing the phase
of the beam from the amplitude measurement after the second mirror, the last two mirrors can
be optimized to achieve the desired output.
If the internal mode converter test proves to be successful, then a depressed collector can
be implemented to improve the overall efficiency of the gyrotron. By applying a retarding
voltage on the collector thus slowing down the spent electrons reaching the collector, part of
the beam energy can be recovered. Theoretical study suggests that a single-stage depressed
collector can enhance the efficiency from 35% to 50%, while 65% efficiency can be achieved
with a multistage depressed collector.
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We can also explore gyrotron operation at 150 GHz and 190 GHz since a step-tunable
gyrotron is very attractive in applications. The thickness of the output window can be chosen
so that it is matched to these frequencies as well as 170 GHz. During the initial testing, 540 kW
power has been measured in the TE23,8 mode at 152.9 GHz with 31% efficiency. To operate at
190 GHz, the Lambda plate on the superconducting magnet needs to be activated so that field
over 7.5 T can be reached. Study is also needed to determine how the internal mode converter
performs for these modes.
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