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Preface1
“We often hear that mathematics consists mainly of ”proving theorems.” Is a
writer’s job mainly that of “writing sentences?”” — G.-C. Rota2
“It can be shown that a mathematical web of some kind can be woven about any
universe containing several objects. The fact that our universe lends itself to
mathematical treatment is not a fact of any great philosophical significance.”
— B. Russell
3
Note to the reader4
In this book, we wish to present operators in Hilbert space (with an emphasis5
on the theory of unbounded operators) from the vantage point of a relatively6
new trend, the analysis of infinite networks. This in turn involves such hands-7
on applications as infinite systems of resistors, and random walk on infinite8
graphs. Other such “infinite” systems include mathematical models of the in-9
ternet. This new tapestry of applications offers a special appeal, and has the10
further advantage of bringing into play additional tools from both probability11
and metric geometry.12
While we have included some fundamentals of operator theory in the Appen-13
dices, readers will first be treated to the fundamentals of infinite networks and14
their operator theory. Throughout the exposition, we will make continual use of15
the axioms of Hilbert space, and such standard tools as the Schwarz inequality,16
Riesz’s Lemma, projections, and the lattice of subspaces, all of which are avail-17
able in any introductory functional analysis book. Readers not already familiar18
with this material may wish to consult the Appendices for the axioms of Hilbert19
space, embedding and isomorphism theorems (Appendix A), bounded and un-20
bounded linear operators, the geometry of projections, infinite banded matrices,21
Hermitian and selfadjoint operators with dense domain, adjoint operators and22
their graphs, deficiency indices (Appendix B).23
Some material is motivated by deeper aspects of Hilbert space theory: the24
Gel’fand triple construction of Chapter 6, deficiency indices of unbounded op-25
v
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erators in Chapter 7, parallels between Kolmogorov consistency and the GNS 1
construction in Chapter 14, and the relation of KMS states to long-range order 2
in Chapter 14. Familiarity with these topics are not a prerequisite for this book! 3
Conversely, we hope that the present setting allows for a smooth introduction 4
to these areas (which may otherwise be dauntingly technical) and have corre- 5
spondingly provided extensive introductory material at the relevant locations 6
in the text. 7
By using the intrinsic inner product (associated to the effective resistance) 8
we are able to obtain results which are more physically realistic than many 9
found elsewhere in the literature. This inner product is quite different than 10
the standard `2 inner product for functions defined on the vertices of a graph, 11
and holds many surprises. Many of our results apply much more generally than 12
those already present in the literature. The next section elaborates on these 13
rather vague remarks and highlights the advantages and differences inherent in 14
our approach, in a variety of circumstances. 15
This work is uniquely interdisciplinary, and as a consequence, we have made 16
effort to address the union (as opposed to the intersection) of several disparate 17
audiences: graph theory, resistance networks, spectral geometry, fractal geom- 18
etry, physics, probability, unbounded operators in Hilbert space, C*-algebras, 19
and others. It is inevitable that parts of the background material there will be 20
unknown to some readers and so we have included the appendices to mediate 21
this. After presenting our results at various talks, we felt that the inclusion of 22
this material would be appreciated by most. 23
The subject of operator theory enjoys periodic bursts of renewed interest and 24
progress, and often because of impulses and inspiration from neighboring fields. 25
We feel that these recent trends and interconnections in discrete mathematics 26
are ready for a self-contained presentation; a presentation we hope will help 27
both students and researchers gain access to operator theory as well as some of 28
its more exciting applications. 29
The literature on Hilbert space and linear operators frequently breaks into 30
a dichotomy: axiomatic vs. applied. In this book, we aim at linking the sides: 31
after introducing a set of axioms and using them to prove some theorems, we 32
provide examples with explicit computations. For any application, there may 33
be a host of messy choices for inner product, and often only one of them is right 34
(despite the presence of some axiomatic isomorphisms). 35
The most famous example of a nontrivial such isomorphism stems from the 36
birth of quantum theory. The matrix model of Werner Heisenberg was in fierce 37
competition with the PDE model of Erwin Schro¨dinger until John von Neumann 38
ended the dispute in 1932 by proving that the two Hilbert space models are in 39
fact unitarily equivalent. However, despite the presence of such an axiomatic 40
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equivalence, one must still do computations in whichever one of the two models1
offers solutions to problems in the laboratory.2
Brief overview of contents3
“Therefore, either the reality on which our space is based must form a discrete
manifold or else the reason for the metric relationships must be sought for,
externally, in the binding forces acting on it.” — G. F. B. Riemann
4
Among subjects in mathematics, Functional Analysis and Operator Theory5
are special in several respects, they are relatively young (measured in the histor-6
ical scale of mathematics), and they often have a more interdisciplinary flavor.7
While the axiomatic side of the subjects has matured, there continues to be8
an inexhaustible supply of exciting applications. We focus here on a circle of9
interdisciplinary areas: weighted graphs and their analysis. The infinite cases10
are those that involve operators in Hilbert space and entail potential theory,11
metric geometry, probability, and harmonic analysis. Of the infinite weighted12
graphs, some can be modeled successfully as systems of resistors, but the re-13
sulting mathematics has much wider implications. Below we sketch some main14
concepts from resistance networks.15
The following rather terse/dense sequence of paragraphs is an abstract for16
the reader who wishes to get an idea of the contents after just reading a page17
or so. A more detailed description is given in the Introduction just below.18
A resistance network is a weighted graph (G, c). The conductance function19
cxy weights the edges, which are then interpreted as resistors of possibly vary-20
ing strengths. The effective resistance metric R(x, y) is the natural notion of21
distance between two vertices x, y in the resistance network.22
The space of functions of finite energy (modulo constants) is a Hilbert space23
with inner product E , which we call the energy space HE . The evaluation24
functionals on HE give rise to a reproducing kernel {vx} for the space. Once25
a reference vertex o is fixed, these functions vx satisfy ∆vx = δx − δo, where26
∆ is the network Laplacian. This kernel yields a detailed description of the27
structure of HE = Fin⊕Harm, where Fin is the closure of the space of finitely28
supported functions and Harm is the closed subspace of harmonic functions.29
The energy E splits accordingly into a “finite part” expressed as a sum taken30
over the vertices, and an “infinite part” expressed as a limit of sums. Intuitively,31
the latter part corresponds to an integral over some sort of boundary bdG, which32
is developed explicitly in §7. The kernel {vx} also allows us to recover easily33
many known (and sometimes difficult) results about HE . As HE does not come34
naturally equipped with a natural o.n.b., we provide candidates for frames (and35
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dual frames) when working with an infinite resistance network. 1
In particular, the presence of nonconstant harmonic functions of finite en- 2
ergy leads to different plausible definitions of the effective resistance metric on 3
infinite networks. We characterize the free resistance RF (x, y) and the wired 4
resistance RW (x, y) in terms of Neumann or Dirichlet boundary conditions on 5
a certain operator. (In the literature, these correspond to the limit current and 6
minimal current, resp.) We develop a library of equivalent formulations for 7
each version. Also, we introduce the “trace resistance” RS(x, y), computed in 8
terms of the trace of the Dirichlet form E to finite subnetworks. This provides 9
a finite approximation which is more accurate from a probabilistic perspective, 10
and gives a probabilistic explanation of the discrepancy between RF and RW . 11
For R = RF or R = RW , the effective resistance is shown to be negative 12
semidefinite, so that it induces an inner product on a Hilbert space into which it 13
naturally embeds. We show that for (G,RF ), the resulting Hilbert space is HE 14
and for (G,RW ) it is Fin. Under the free embedding, each vertex x is mapped 15
to the element vx of the energy kernel; under the wired embedding it is mapped 16
to the projection fx of vx to Fin. This establishes HE as the natural Hilbert 17
space in which to study effective resistance. 18
We obtain an analytic boundary representation for elements of Harm in a 19
sense analogous to that of Poisson or Martin boundary theory. We construct 20
a Gel’fand triple S ⊆ HE ⊆ S′ and obtain a probability measure P and an 21
isometric embedding of HE into L2(S′,P). This gives a concrete representation 22
of the boundary in terms of the measures (1 + vxn)dP ∈ S′/Fin, where {xn} is 23
a sequence tending to infinity. 24
The spectral representation for the graph Laplacian ∆ on HE is drastically 25
different from the corresponding representation on `2. Since the ambient Hilbert 26
spaceHE is defined by the energy form, many interesting phenomena arise which 27
are not present in `2; we highlight many examples and explain why this occurs. 28
In particular, we show how the deficiency indices of ∆ as an operator on HE 29
indicate the presence of nontrivial boundary of an resistance network, and why 30
the `2 operator theory of ∆ does not see this. Along the way, we prove that 31
∆ is always essentially self-adjoint on the `2 space of functions on an resistance 32
network, and examine conditions for the network Laplacian and its associated 33
transfer operator to be bounded, compact, essential self-adjoint, etc. 34
We consider two approaches to measures on spaces of infinite paths in 35
an resistance network. One arises from considering the transition probabili- 36
ties of a random walk as determined directly by the network, i.e., p(x, y) = 37
cxy/
∑
y∼x cxy. The other applies only to transient networks, and arises from 38
considering the transition probabilities induced by a unit flow to infinity. The 39
latter leads to the notion of forward-harmonic functions, for which we also pro- 40
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vide a characterization in terms of a boundary representation.1
Using our results we establish precise bounds on correlations in the Heisen-2
berg model for quantum spin observables, and we improve earlier results of R. T.3
Powers. Our focus is on the quantum spin model on the rank-3 lattice, i.e., the4
resistance network with Z3 as vertices and with edges between nearest neigh-5
bors. This is known as the problem of long-range order in the physics literature,6
and refers to KMS states on the C∗-algebra of the model.7
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Introduction1
“... an apt comment on how science, and indeed the whole of civilization, is a
series of incremental advances, each building on what went before.”
— Stephen Hawking
2
The subject of resistance networks has its origins in electrical engineering3
applications, and over decades, it has served to motivate a number of advances4
in discrete mathematics, such as the study of boundaries, percolation, stochas-5
tic analysis and random walk on graphs. There are already several successful6
schools of research, each with its own striking scientific advances, and it may be7
a little premature attempting to summarize the vast variety of new theorems.8
They are still appearing at a rapid rate in research journals!9
A common theme in the study of boundaries on infinite discrete systems X10
(weighted graphs, trees, Markov chains, or discrete groups) is the focus on a11
suitable subspace of functions on X, usually functions which are harmonic in12
some sense (i.e., fixed points of a given transfer operator). We are interested13
in the harmonic functions of finite energy, as this class of harmonic functions14
comes equipped with a natural inner product and corresponding Hilbert space15
structure. This will guide our choice of topics and emphasis, from an otherwise16
vast selection of possibilities.17
This volume is dedicated to the construction of unified functional-analytic18
framework for the study of these potential-theoretic function spaces on graphs,19
and an investigation of the resulting structures. The primary object of study20
is a resistance network: a graph with weighted edges. Our foundation is the21
effective resistance metric as the intrinsic notion of distance, and we approach22
the analysis of the resistance network by studying the space of functions on the23
vertices which have finite (Dirichlet) energy. There is a large existing literature24
on this subject, but ours is unique in several respects, most of which are due to25
the following.26
• We use the effective resistance metric to find canonical Hilbert spaces of27
functions associated with the resistance network.28
xi
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• We adhere to the intuition arising from the metaphor of electrical resis- 1
tance networks, including Kirchhoff’s Law and Ohm’s Law. 2
• We apply the results of our Hilbert space construction to the isotropic 3
Heisenberg ferromagnet and prove a theorem regarding long-range order 4
in quantum statistical mechanics for certain lattice networks. 5
• It is known (see [LP09] and the references therein) that the resistance met- 6
ric is unique for finite graphs and not unique for certain infinite networks. 7
We are able to clarify and explain the difference in terms of certain Hilbert 8
space structures, and also in terms of Dirichlet vs. Neumann boundary 9
conditions for a certain operator. Additionally, we introduce trace resis- 10
tance, and harmonic resistance and relate these to the aforementioned. 11
A large portion of this volume is dedicated to developing an operator- 12
theoretic understanding of a certain boundary which appears in diverse guises. 13
The boundary appears first in Chapter 3 in a crucial but mysterious way, as the 14
agent responsible for the misbehavior of a certain formula relating the Laplace 15
operator to the energy form. It reappears in Chapter 4 as the agent responsible 16
for the failure of various formulations of the effective resistance R(x, y) to agree 17
for certain infinite networks. In Chapter , we pursue the boundary directly, 18
using tools from operator theory and stochastic integration. The pedagogical 19
aim behind this approach is to demonstrate operator theory via a series of ap- 20
plications. Many examples are given throughout the book. These may serve as 21
independent student projects, although they are not exercises in the traditional 22
sense. 23
Prerequisites 24
We have endeavored making this book as accessible and self-contained as possi- 25
ble. Nonetheless, readers coming across various ideas for the first time may wish 26
to consult the following books: [DS84] (resistance networks), [AF09, LPW08] 27
(probability), and [DS88] (unbounded operators). 28
Detailed description of contents 29
“Mathematical science is in my opinion an indivisible whole, an organism whose
vitality is conditioned upon the connection of its parts.” — D. Hilbert 30
§1 — Electrical resistance networks. We introduce the resistance network 31
as a connected simple graph G = {G0, G1} equipped with a positive weight 32
function c on the edges. The edges G1 ⊆ G0 ×G0 are ordered pairs of vertices, 33
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so c is required to be symmetric. Hence, each edge (x, y) ∈ G1 is interpreted as a1
conductor with conductance cxy (or a resistor with resistance c−1xy . Heuristically,2
smaller conductances (or larger resistances) correspond to larger distances; see3
the discussion of §4 just below. We make frequent use of the weight that c defines4
on the vertices via c(x) =
∑
y∼x cxy, where y ∼ x indicates that (x, y) ∈ G1.5
The graphs we are most interested in are infinite graphs, but we do not make6
any general assumptions of regularity, group structure, etc. We require that7
c(x) is finite at each x ∈ G0, but we do not generally require that the degree of8
a vertex be finite, nor that c(x) be bounded.9
In the “cohomological” tradition of von Neumann, Birkhhoff, Koopman, and10
others [vN32c, Koo36, Koo57], we study the resistance network by analyzing11
spaces of functions defined on it. These are constructed rigourously as Hilbert12
spaces in §5.1; in the meantime we collect some results about functions u, v :13
G0 → R defined on the vertices. The network Laplacian (or discrete Laplace14
operator) operates on such a function by taking v(x) to a weighted average of15
its values at neighbouring points in the graph, i.e.,16
(∆v)(x) :=
∑
y∼x
cxy(v(x)− v(y)) =
∑
y∼x
v(x)− v(y)
c−1xy
, (0.1)
where x ∼ y indicates that (x, y) ∈ G1. (The rightmost expression in formula17
(0.1) is written so as to resemble the familiar difference quotients from calculus.)18
This is the usual second-difference operator of numerical analysis, when adapted19
to a network. There is a large literature on discrete harmonic analysis (basically,20
the study of the graph/network Laplacian) which include various probabilistic,21
combinatoric, and spectral approaches. It would be difficult to give a reason-22
ably complete account, but the reader may find an enjoyable approach to the23
probabilistic perspective in [Spi76, Tel06a], the combinatoric in [ABR07], the24
analytic in [Fab06], and the spectral in [Chu01,GIL06b]. More sources are pep-25
pered about the relevant sections below. Our formulation (0.1) differs from the26
stochastic formulation often found in the literature, but the two may easily be27
reconciled; see (1.6).28
Together with its associated quadratic form, the bilinear (Dirichlet) energy29
form30
E(u, v) :=1
2
∑
x∈G0
∑
y∼x
cxy(u(x)− u(y))(v(x)− v(y)) (0.2)
acts on functions u, v : G0 → R and plays a central role in the (harmonic)31
analysis on (G, c). (There is also the dissipation functional D, a twin of E which32
acts on functions defined on the edges G1 and is introduced in the following33
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section.) The first space of functions we study on the resistance network is the 1
domain of the energy, that is, 2
dom E := {u : G0 → R ... E(u) <∞}. (0.3)
In §5.1, we construct a Hilbert space from the resistance metric (and show it 3
to be a canonical invariant for (G, c) in §5.2), thereby recovering the familiar 4
result that dom E is a Hilbert space with inner product E . (Actually, this is not 5
quite true, as E is only a quasinorm; see the discussion of §5.1 just below for a 6
more accurate description.) 7
For finite graphs, we prove the simple and folkloric key identity which relates 8
the energy and the Laplacian: 9
E(u, v) = 〈u,∆v〉1 = 〈∆u, v〉1, u, v ∈ dom E , (0.4)
where 〈u,∆v〉1 =
∑
x∈G0 u(x)∆v(x) indicates the standard `
2 inner product. 10
The formula (0.4) is extended to infinite networks in Theorem 3.43 (see (0.9) for 11
a preliminary discussion), where a third term appears. Indeed, understanding 12
the mysterious third term is the motivation for most of this investigation. 13
§2 — Currents and potentials on resistance networks. We collect several well- 14
known and folkloric results, and reprove some variants of these results in the 15
present context. Currents are introduced as skew-symmetric functions on the 16
edges; the intuition is that I(x, y) = −I(y, x) > 0 indicates electrical current 17
flowing from x to y. In marked contrast to common tradition in geometric 18
analysis [ABR07, PS07], we do not fix an orientation. For us, an orientation 19
is a choice of one of {(x, y), (y, x)} for each edge, and hence just a notation to 20
be redefined as convenient. In particular, any nonvanishing current defines an 21
orientation; one makes the choice so that I is a positive function. At this point 22
we give the definition of the dissipation, an inner product defined for functions 23
on the edges, and its associated quadratic form: 24
D(I) =
1
2
∑
(x,y)∈G1
c−1xy I(x, y)
2. (0.5)
Most of our results in this section are groundwork for the sections to follow; 25
several results are folkloric or obtained elsewhere in the literature. We include 26
items which relate directly to results in later sections; the reader seeking a more 27
well-rounded background is directed to [LPW08,LP09,Soa94,CdV98,Bol98] and 28
the excellent elementary introduction [DS84]. After establishing the Hilbert 29
space framework of §3, we exploit the close relationship between the two func- 30
tionals E and D, and use operators to translate a problem from the domain of 31
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one functional to the domain of the other. We also introduce Kirchhoff’s Law1
and Ohm’s Law, and in §2.3 we discuss the related compatibility problem: every2
function on the vertices induces a function on the edges via Ohm’s Law, but3
not every function on the edges comes from a function on the vertices. This is4
related to the fact that most currents are not “efficient” in a sense which can be5
made clear variationally (cf. Theorem 2.26) and which is important in the defi-6
nition of effective resistance metric in Theorem 4.2. We recover the well-known7
fact that the dissipation of an induced current is equal to the energy of the8
function inducing it in Lemma 2.16; this is formalized as an isometric operator9
in Theorem 9.12. We show that the equation10
∆v = δα − δω (0.6)
always has a solution; we call such a function a dipole. In (0.6) and everywhere11
else, we use the notation δx to indicate a Dirac mass at x ∈ G0, that is,12
δx = δx(y) :=
{
1, y = x,
0, else.
(0.7)
Proving the existence of dipoles allows us to fill gaps in [Pow76a, Pow76b] (see13
§ just below) and extend the definition of effective resistance metric in Theo-14
rem 4.2 to infinite dimensions.15
As is discussed at length in Remark 2.11, the study of dipoles, monopoles,16
and harmonic functions is a recurring theme of this book:17
∆v = δα − δω, ∆w = −δω, ∆h = 0.
As mentioned above, for any network G and any vertices x, y ∈ G0, there is a18
dipole in dom E . However, dom E does not always contain monopoles or noncon-19
stant harmonic functions; the existence of monopoles is equivalent to transience20
of the network [Lyo83]; we give a new criterion for transience in Lemma 3.57.21
In Theorem 13.5, we show that the integer lattice networks (Zd,1) support22
monopoles iff d ≥ 3, but in Theorem 13.17 we show all harmonic functions on23
(Zd,1) are linear and hence do not have finite energy. (Both of these results24
are well known; the first is a famous theorem of Polya — we include them25
for the novelty of method of proof.) In contrast, the binary tree in Exam-26
ple 12.4 support monopoles and nontrivial harmonic functions, both of finite27
energy (any network supporting nontrivial harmonic functions also supports28
monopoles, cf. [Soa94, Thm. 1.33]). It is apparent that monopoles and nontriv-29
ial harmonic functions are sensitive to the asymptotic geometry of (G, c).30
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§3 — The energy Hilbert space HE . We use the natural Hilbert space struc- 1
ture on the space of finite-energy functions (with inner product given by E) 2
to reinterpret previous results as claims about certain operators, and thereby 3
clarify and generalize results from §1–§2. This is the energy space HE . 4
We construct a reproducing kernel for HE from first principles (i.e., via 5
Riesz’s Lemma) in §3.1. If o ∈ G0 is any fixed reference point, define vx to be 6
the vector in HE which corresponds (via Hilbert space duality) to the evaluation 7
functional Lx: 8
Lxu := u(x)− u(o).
Then the functions {vx} form a reproducing kernel, and vx is a solution of 9
the discrete Dirichlet problem ∆vx = δx − δo. Although these functions are 10
linearly independent, they are usually neither an orthonormal basis (onb) nor 11
a frame. However, the span of {vx} is dense in dom E and appears naturally 12
when the energy Hilbert space is constructed from the resistance metric by 13
von Neumann’s method; cf. §5.1. Note that the Dirac masses {δx}G0 , which 14
are the usual candidates for an onb, are not orthogonal with respect to the 15
energy inner product (0.2); cf. (1.11). In fact, Theorem 3.53 shows that {δx}G0 16
may not even be dense in the energy Hilbert space! Thus, {vx} is the only 17
canonical choice for a representing set for functions of finite energy. 18
In §3.2 we use the Hilbert space structure ofHE to better understand the role 19
of the nontrivial harmonic functions. In particular, Lemma 3.22 shows that we 20
may decompose HE into the functions of finite support (Fin) and the harmonic 21
functions of finite energy (Harm): 22
HE = Fin⊕Harm. (0.8)
In §3.3, we prove a discrete version of the Gauss-Green formula (Theo- 23
rem 3.43) which appears to be absent from the literature: 24
E(u, v) =
∑
x∈G0
u(x)∆v(x) +
∑
x∈bdG
u(x) ∂v∂n (x), ∀u ∈ HE , v ∈M (0.9)
where ∂v∂n (x) denotes the normal derivative of v, and M is a space containing 25
span{vx}; see §3.3 for precise definitions. For the moment, both the boundary 26
and the normal derivatives are understood as limits (and hence vanish trivially 27
for finite graphs); we will be able to define these objects more concretely via 28
techniques of Gel’fand in §6. 29
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It turns out that the boundary term (that is, the rightmost sum in (0.9)) van-1
ishes unless the network supports nontrivial harmonic functions (that is, non-2
constant harmonic functions of finite energy). More precisely, in Theorem 3.533
we prove that there exist u, v ∈ HE for which
∑
bdG u
∂v
∂n 6= 0 if and only if4
the network is transient. That is, the random walk on the network with tran-5
sition probabilities p(x, y) = cxy/c(x) is transient. We also give several other6
equivalent conditions for transience, in §3.4.7
It is easy to prove (see Corollary 3.77) that nontrivial harmonic functions8
cannot lie in `2(G0). This is why we do not require u, v ∈ `2(G0) in general,9
and why we stringently avoid including such a requirement in the definition of10
the domain of the Laplacian. Such a restriction would remove the nontrivial11
harmonic functions from the scope of our analysis, and we will see that they are12
at the core of some of the most interesting phenomena appearing on an infinite13
resistance network.14
§4 — Effective resistance metric. The effective resistance metric R is founda-15
tional to our study, instead of the shortest-path metric more commonly used as16
graph distance. The shortest-path metric on a weighted graph is usually defined17
to be the sum of the resistances in any shortest path between two points. The18
effective resistance metric is also defined via c, but in a more complicated way.19
The crucial difference is that the effective resistance metric reflects both the20
topology of the graph and the weighting c; two points are closer together when21
there is more connectivity (more paths and/or paths with greater conductance)22
between them. The effective resistance metric is a much more accurate way23
to measure distance when travel from point x to point y can be accomplished24
simultaneously through many paths, for example, flow of electrical current, fluid25
diffusion through porous media, or data transfer over the internet.26
In §4.1, we give a multifarious definition of the effective resistance metric R,27
which may be physically characterized as the voltage drop between two vertices28
when electrical leads with a fixed current are applied to the two vertices. Most29
of these formulations appear elsewhere in the literature, but some appear to be30
specific to the physics literature, some to probability, and some to analysis. We31
collect them and prove their equivalence in Theorem 4.2, including a couple new32
formulations that will be useful in later sections.33
It is somewhat surprising that when these formulas are extended to an in-34
finite network in the most natural way, they are no longer equivalent. (Note35
that each of the six formulas has both a free and wired version, but some ap-36
pear much less natural in one version than in the other.) Some of the formulas37
lead to the “free resistance” RF and others lead to the “wired resistance” RW ;38
here we follow the terminology of [LP09]. In §4.2, we precisely characterize the39
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types of extensions that lead to each, and explain this phenomenon in terms of 1
projections in Hilbert space, Dirichlet vs. Neumann boundary conditions, and 2
via probabilistic interpretation. Additionally, we discuss the “trace resistance” 3
given in terms of the trace of the Dirichlet form E , and we study the “harmonic 4
resistance” which is the difference between RF and RW and is not typically a 5
metric. 6
§5 — Construction of the energy space HE . In §5.1, we use a theorem of von 7
Neumann to give an isometric imbedding of the metric space (G,R) into HE ; 8
cf. Theorem 5.1. For infinite networks, (G,RF ) embeds into HE and (G,RW ) 9
embeds into Fin. In §5.2 we discuss how this enables one to interpret HE as an 10
invariant of the original resistance network. 11
§6 — The boundary bdG and boundary representation. We study the bound- 12
ary bdG in terms of the Laplacian by reinterpreting the boundary term of (0.9) 13
as an integral over a space which contains HE . This gives a representation of 14
bdG as a measure space whose structure is well-studied. 15
In Theorem 6.1 of §6.1, we observe that an important consequence of (0.9) 16
is the following boundary representation for the harmonic functions: 17
u(x) =
∑
bdG
u∂hx∂n + u(o), (0.10)
for u ∈ Harm, where hx = PHarmvx is the projection of vx to Harm; see (0.8). 18
This formula is in the spirit of Choquet theory and the Poisson integral formula 19
and is closely related to Martin boundary theory. 20
Unfortunately, the sum in (0.10) is only understood in a limiting sense and 21
so provides limited insight into the nature of bdG. This motivates the devel- 22
opment of a more concrete expression. We use a self-adjoint extension ∆∗ of 23
∆ to construct a Gel’fand triple SG ⊆ HE ⊆ S ′G and a Gaussian probability 24
measure P. Here, SG := dom(∆∗∞) is a suitable dense (Schwartz) space of “test 25
functions” on the resistance network, and S ′G is the corresponding dual space of 26
“distributions” (or “generalized functions”). This enables us to identify bdG 27
as a subset of S ′G, and in Corollary 6.26, we rewrite (0.10) more concretely as 28
u(x) =
∫
S′G
u(ξ)hx(ξ) dP(ξ) + u(o), (0.11)
again for u ∈ Harm and with hx = PHarmvx. Thus we study the metric/measure 29
structure of G by examining an associated Hilbert space of random variables. 30
This is motivated in part by Kolmogorov’s pioneering work on stochastic pro- 31
cesses (see §14.1) as well as on a powerful refinement of Minlos. The latter is in 32
the context of the Gel’fand triples mentioned just above; see [Nel64] and §6.2 33
CONTENTS xix
below. Further applications to harmonic analysis and to physics are given in1
§10–§14.3.2
§7 — The Laplacian on HE . We study the operator theory of the Lapla-3
cian in some detail in §7.1, examining the various domains and self-adjoint4
extensions. We identify one domain for the Laplacian which allows for the5
choice of a particular self-adjoint extension for the constructions in §6. Also,6
we give technical conditions which must be considered when the graph con-7
tains vertices of infinite degree and/or the conductance functions c(x) is un-8
bounded on G0. This results in an extension of the Royden decomposition to9
HE = Fin1 ⊕ Fin2 ⊕Harm, where Fin2 is the E-closure of span{δx − δo} and10
Fin1 is the orthogonal complement of Fin2 within Fin. Example 13.38 shows a11
case where Fin2 is not dense in Fin.12
In §7.2, we study the defect space of ∆V , that is, the space spanned by13
solutions to ∆u = −u. In §7.2.1, we relate the boundary term of (0.9) to the14
the boundary form15
βbd(u, v) := 12i (〈∆∗Vu, v〉E − 〈u,∆∗Vv〉E) , u, v ∈ dom(∆∗V ) (0.12)
of classical functional analysis; cf. [DS88, §XII.4.4]. This gives a way to detect16
whether or not a given network has a boundary by examining the deficiency in-17
dices of ∆. In Theorem 7.19, we show that if ∆ fails to be essentially self-adjoint,18
then Harm 6= {0}. In general, the converse does not hold: Corollary 8.28 shows19
that ∆ has no defect when deg(x) < ∞ and c(x) is bounded. (Thus, any ho-20
mogeneous tree of degree 3 or higher with constant conductances provides a21
counterexample to the converse.)22
In §7.3, we study the relation between the reproducing kernel {vx} and23
the spectral properties of ∆ and its self-adjoint extensions. In particular, we24
examine the necessary conditions for {vx} to be a frame for HE , and the relation25
between vx and δx.26
§8 — The `2 theory of ∆ and T. We consider some results for ∆ and T as op-27
erators on `2(1), where the inner product is given by 〈u,∆v〉1 :=
∑
u(x)∆v(x)28
and on `2(c), where the inner product is given by 〈u,∆v〉c :=
∑
c(x)u(x)∆v(x).29
We prove that the Laplacian is essentially self-adjoint on `2(1) under very30
mild hypotheses in §8.2. The subsequent spectral representation allows us to31
give a precise characterization of the domain of the energy functional E in this32
context. In §8.3, we examine boundedness and compactness of ∆ and T in terms33
of the decay properties of c. The space `2(c) considered in §8.4 is essentially a34
technical tool; it allows for a proof that the terms of the Discrete Gauss-Green35
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formula are absolutely convergent and hence independent of any exhaustion. 1
However, it is also interesting in its own right, and we show an interesting 2
connection with the probabilistic Laplacian c−1∆. Results from this section 3
imply that ∆ is also essentially self-adjoint on HE , subject to the same mild 4
hypotheses as the `2(1) case. 5
The energy Hilbert space HE contains much different information about 6
a given infinite graph system (G, c) than does the more familiar `2 sequence 7
space, even when appropriate weights are assigned. In the language of Markov 8
processes, HE is better adapted to the study of (G, c) than `2. One reason for 9
this is that HE is intimately connected with the resistance metric R. 10
§9 — HE and HD. The dissipation space HD is the Hilbert space of func- 11
tions on the edges when equipped with the dissipation inner product. We solve 12
problems in discrete potential theory with the use of the drop operator d (and 13
its adjoint d∗), where 14
dv(x, y) := cxy(v(x)− v(y)). (0.13)
The drop operator d is, of course, just an implementation of Ohm’s Law, and 15
can be interpreted as a weighted boundary operator in the sense of homology 16
theory. The drop operator appears elsewhere in the literature, sometimes with- 17
out the weighting cxy; see [Chu01,Tel06a,Woe00]. However, we use the adjoint 18
of this operator with respect to the energy inner product, instead of the `2 inner 19
product used by others. This approach appears to be new, and it turns out to 20
be more compatible with physical interpretation. For example, the displayed 21
equation preceding [Woe00, (2.2)] shows that the `2 adjoint of the drop opera- 22
tor is incompatible with Kirchhoff’s node law. Since the resistance metric may 23
be defined in terms of currents obeying Kirchhoff’s laws, we elect to make this 24
break with the existing literature. Additionally, this strategy will allow us to 25
solve the compatibility problem described in §2.3 in terms of a useful minimiz- 26
ing projection operator Pd , discussed in detail in §9.4. Furthermore, we believe 27
our formulation is more closely related to the (co)homology of the resistance 28
network as a result. 29
We decompose HD into the direct sum of the range of d and the currents 30
which are sums of characteristic functions of cycles 31
HD = ran d ⊕ cl spanχϑ, (0.14)
where ϑ is a cycle, i.e., a path in the graph which ends where it begins. In 32
(0.14) and elsewhere, we indicate the closed linear span of a set by cl spanχϑ := 33
cl span{χϑ}. From (0.8) (and the fact that d is an isometry), it is clear that the 34
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first summand of (0.14) can be further decomposed into weighted edge neigh-1
bourhoods dδx and the image of harmonic functions under d in Theorem 9.8.2
After a first draught of this book was complete, we discovered that the same3
approach is taken in [LP09]. One of us (PJ) recalls conversations with Raul Bott4
concerning an analogous Hilbert space operator theoretic approach to electrical5
networks; apparently attempted in the 1950s in the engineering literature. We6
could not find details in any journals; the closest we could come is the fascinat-7
ing paper [BD49] by Bott et al. A further early source of influence is Norbert8
Wiener’s paper [WR46].9
In §9.4, we describe how d∗ solves the compatibility problem and may be10
used to solve a large class of problems in discrete potential theory. Also, we11
discuss the analogy with complex analysis.12
§10 — Probabilistic interpretations. In [LP09,DS84,Tel06a,Woe00] and else-13
where, the random walk on an resistance network is defined by the transition14
probabilities p(x, y) := cxy/c(x). In this context, the probabilistic transition15
operator is P = c−1 T and one uses the stochastically renormalized Laplacian16
∆c := c−1∆, where c is understood as a multiplication operator; see Defini-17
tion 1.3. This approach also arises in the discussion of trace resistance in §4.618
and allows one to construct currents on the graph as the average motion of a19
random walk.20
As an alternative to the approach described above, we discuss a probabilis-21
tic interpretation slightly different from those typically found in the literature:22
we begin with a voltage potential as an initial condition, and consider the in-23
duced current I. The components of such a flow are called current paths and24
provide a way to interpret potential-theoretic problems in a probabilistic set-25
ting. We study the random walks where the transition probability is given26
by I(x, y)/
∑
z∼x I(x, z). We consider the harmonic functions in this context,27
which we call forward-harmonic functions, and the associated forward-Laplacian28
of Definition 10.17. We give a complete characterization of forward-harmonic29
functions as cocycles, following [Jor06].30
§11 — Examples. We collect an array of examples that illustrate the various31
phenomena encountered in the theory and work out many concrete examples.32
Some elementary finite examples are given in §11.1 to give the reader an idea of33
the basics of resistance network theory. In §11.2 we move on to infinite graphs.34
§12 — Trees. When the resistance network is a tree (i.e., there is a unique35
path between any two vertices), the resistance distance coincides with the geodesic36
metric, as there is always exactly one path between any two vertices; cf. Lemma 4.5437
and the preceding discussion. When the tree has exponential growth, as in the38
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case of homogeneous trees of degree ≥ 3, one can always construct nontrivial 1
harmonic functions, and monopoles of finite energy. In fact, there is a very rich 2
family of each, and this property makes this class of examples a fertile testing 3
ground for many of our theorems and definitions. In particular, these examples 4
highlight the relevance and distinctions between the boundary (as we construct 5
it), the Cauchy completion, and the graph ends of [PW90,Woe00]. In particular, 6
they enable one to see how adjusting decay conditions on c affects these things. 7
§13 — Integer lattices. The lattice resistance network (Zd, c) have vertices 8
at the points of Rd which have integer coordinates, and edges between every 9
pair of vertices (x, y) with |x−y| = 1. The case for c = 1 is amenable to Fourier 10
analysis, and in §13.1 we obtain explicit formulas for many expressions: 11
• Lemma 13.4 gives a formula for the potential configuration functions {vx}. 12
• Theorem 13.7 gives a formula for the resistance distance R(x, y). 13
• Theorem 13.9 gives a formula for the resistance distance to infinity in the 14
sense R(x,∞) = limy→∞R(x, y). 15
• Theorem 13.5 gives a formula for the solution w of ∆w = −δo on Zd; it is 16
readily seen that this w has finite energy (i.e., is a monopole) iff d ≥ 3. 17
In [Po´l21], Po´lya proved that the random walk on this graph is transient if and 18
only if d ≥ 3; see [DS84] for a nice exposition. We offer a new characterization 19
of this dichotomy (there exist monopoles on Zd if and only if d ≥ 3) which 20
we recover in this section via a new (and completely constructive) proof. In 21
Remark 13.21 we describe how in the infinite integer lattices, functions in HE 22
may be approximated by functions of finite support. 23
§14 — Magnetism. The integer lattice networks (Zd,1) investigated in §13 24
comprise the framework of infinite models in thermodynamics and in quantum 25
statistical mechanics. In §14.3 we employ these formulas in the refinement of an 26
application to the theory of the (isotropic Heisenberg) model of ferromagnetism 27
as studied by R. T. Powers. In addition to providing an encapsulated version 28
of the Heisenberg model, we give a commutative analogue of the model, extend 29
certain results of Powers from [Pow75, Pow76a, Pow76b, Pow78, Pow79], and 30
discuss the application of the resistance metric to the theory of ferromagnetism 31
and “long-range order”. This problem was raised initially by R. T. Powers, 32
and may be viewed as a noncommutative version of Hilbert spaces of random 33
variables. 34
Ferromagnetism in quantum statistical mechanics involves algebras of non- 35
commutative observables and may be described with the use of states on C∗- 36
algebras. As outlined in the cited references, the motivation for these models 37
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draw on thermodynamics; hence the notions of equilibrium states (formalized as1
KMS states, see §14.4). These KMS states are states in the C∗-algebraic sense2
(that is, positive linear functionals with norm 1), and they are indexed by ab-3
solute temperature. Physicists interpret such objects as representing equilibria4
of infinite systems.5
In the present case, we consider spin observables arranged in a lattice of a6
certain rank, d = 1, 2, 3, . . . , and with nearest-neighbor interaction. Rigourous7
mathematical formulation of phase transitions appears to be a hopeless task with8
current mathematical technology. As an alternative avenue of enquiry, much9
work has been conducted on the issue of long-range order, i.e., the correlations10
between observables at distant lattice points. These correlations are measured11
relative to states on the C∗-algebra; in this case in the KMS states for a fixed12
value of temperature.13
While we shall refer to the literature, e.g. [BR79,Rue69] for formal definitions14
of key terms from the C∗-algebraic formalism of quantum spin models, physics,15
and KMS states, we include a minimal amount of background and terminology16
from the physics literature.17
§15 — Future Directions. We conclude with a brief discussion of several18
projects which have arisen from work on the present book, as well as some19
promising new directions that we have not yet had time to pursue.20
Appendices. We give some background material from functional analysis in21
Appendix A, and operator theory in Appendix B. In Appendix C, we include22
some diagrams to help clarify the properties of the many operators and spaces23
we discuss, and the relations between them.24
What this book is about25
“‘Obvious’ is the most dangerous word in mathematics.” — E. T. Bell
26
The effective resistance metric provides the foundation for our investigations27
because it is the natural and intrinsic metric for a resistance network, as the28
work of Kigami has shown; see [Kig01] and the extensive list of references by the29
same author therein. Moreover, the close relationship between diffusion geom-30
etry (i.e., geometry of the resistance metric) [MM08, SMC08, CKL+08, CM06]31
and random walks on graphs leads us to expect/hope there will be many ap-32
plications of our results to several other subjects, in addition to fractals: mod-33
els in quantum statistical mechanics, analysis of energy forms, interplay be-34
tween self-similar measures and associated energy forms, certain discrete mod-35
els arising in the study of quasicrystals (e.g., [BM00,BM01]), and multiwavelets36
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(e.g. [BJMP05, DJ06, DJ07, Jor06]), among others. A general theme of these 1
areas is that the underlying space is not sufficiently regular to support a group 2
structure, yet is “locally” regular enough to allow analysis via probabilistic tech- 3
niques. Consequently, the analysis of functions on such spaces is closely tied to 4
Dirichlet energy forms and the graph Laplacian operator associated to the graph. 5
This appears prominently in the context of the present book as follows: 6
1. The embedding of the metric space ((G, c), R) into the Hilbert space HE 7
of functions of finite energy, in such a way that the original metric may 8
be recovered from the norm, i.e., 9
R(x, y) = E(vx − vy) = ‖vx − vy‖2E ,
where vx ∈ HE is the image of x under the embedding. 10
2. The relation of the energy form to the graph Laplacian via the equation 11
E(u, v) =
∑
x∈G0
u(x)∆v(x) +
∑
x∈bdG
u(x) ∂v∂n (x), (0.15)
introduced just above in the discussion of §1. Each summation on the 12
right hand side of (0.15) is more subtle than it appears. These details for 13
the first sum are given in Theorem 3.43, and the details for the second 14
sum are the focus of almost all of §6. 15
3. The presence of nonconstant harmonic functions of finite energy. These 16
are precisely the objects which support the boundary term in (0.15) and 17
imply RW (x, y) < RF (x, y). They are also responsible for the boundary 18
described in §6. 19
4. The solvability of the Dirichlet problem ∆w = −δy, where δy is a Dirac 20
mass at the vertex y ∈ G0. The existence of finite-energy solutions w is 21
equivalent to the transience of the random walk on the network. Such 22
functions are called monopoles and (via Ohm’s law) they induce a unit 23
flow to infinity as discussed in [DS84,LP09,LPW08]. 24
Remark 0.1 (Relation to numerical analysis). In addition to uses in graph theory 25
and electrical networks, the discrete Laplacian ∆ has other uses in numerical 26
analysis: many problems in PDE theory lend themselves to discretizations in 27
terms of subdivisions or grids of refinements in continuous domains. A key 28
tool in applying numerical analysis to solving partial differential equations is 29
discretization, and use of repeated differences; especially for using the discrete 30
∆ in approximating differential operators, and PDOs. See e.g., [AH05]. 31
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One picks a grid size δ and then proceeds in steps:1
1. Start with a partial differential operator, then study an associated dis-2
cretized operator with the use of repeated differences on the δ-lattice in3
Rd.4
2. Solve the discretized problem for h fixed.5
3. As δ tends to zero, numerical analysts evaluate the resulting approxima-6
tion limits, and they bound the error terms.7
When discretization is applied to the Laplace operator in d continuous vari-8
ables, the result is our ∆ for the network (Zd, c); see §13 for details and examples.9
However, when the same procedure is applied to a continuous Laplace opera-10
tor on a Riemannian manifold, the discretized ∆ will be the network Laplacian11
on a suitable infinite network (G, c) which in general may have a much wilder12
geometry than Zd.13
This yields numerical algorithms for the solution of partial differential equa-14
tions, and in the case of second order PDEs, the discretized operator is the15
discrete Laplacian studied in this investigation.16
Motivation and applications17
“A drunk man will eventually return home, but a drunk bird will lose its way in
space.” — G. Polya18
Applications to infinite networks of resistors serve as motivations, but our19
theorems have a wider scope, have other applications; and are, we believe, of20
independent mathematical interest. Our interest originates primarily from three21
sources.22
1. A series of papers written by Bob Powers in the 1970s which he introduced23
infinite systems of resistors into the resolution of an important question24
from quantum statistical mechanics in [Pow75, Pow76a, Pow76b, Pow78,25
Pow79].26
2. The pioneering work of Jun Kigami on the analysis of PCF self-similar27
fractals, viewing these objects as rescaled limits of networks; see [Kig01].28
3. Doyle and Snell’s lovely book “Random Walks and Electrical Networks”,29
which gives an excellent elementary introduction to the connections be-30
tween resistance networks and random walks, including a resistance-theoretic31
proof of Polya’s famous theorem on the transience of random walks in Zd.32
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Indeed, our larger goal is the cross-pollination of these areas, and we hope that 1
the results of this book may be applicable to analysis on fractal spaces. A 2
first step in this direction is given in Theorem 15.3. To this end, a little more 3
discussion of each of the above two subjects is in order. 4
Powers was interested in magnetism and the appearance of “long-range or- 5
der”, which is the common parlance for correlation between spins of distant 6
particles; see §14 for a larger discussion. Consequently, he was most interested 7
in graphs like the integer lattice Zd (with edges between vertices of distance 1, 8
and all resistances equal to 1), or other regular graphs that might model the 9
atoms in a solid. Powers established a formulation of resistance metric that we 10
adopt and extend in §4, where we also show it to be equivalent to Kigami’s 11
formulation(s). Also, the proofs of Powers’ original results on effective resis- 12
tance metric contain a couple of gaps that we fill. In particular, Powers does 13
not seem to have be aware of the possibility of nontrivial harmonic functions 14
until [Pow78], where he mentions them for the first time. It is clear that he 15
realized several immediate implications of the existence of such functions, but 16
there more subtle (and just as important!) phenomena that are difficult to see 17
without the clarity provided by Hilbert space geometry. 18
Powers studied an infinite graph G by working with an exhaustion, that is, a 19
nested sequence of finite graphs G1 ⊆ G2 ⊆ . . . ⊆ Gk ⊆ G =
⋃
kGk. For exam- 20
ple, Gk might be all the vertices of Zd lying inside the ball of Euclidean radius 21
k, and the edges between them. Powers used this approach to obtain certain 22
inequalities for the resistance metric, expressing the consequences of deleting 23
small subsets of edges from the network. Although he makes no reference to 24
it, this approach is very analogous to Rayleigh’s “short-cut” methods, as it is 25
called in [DS84]. 26
Powers’ use of an expanding sequence of graphs may be thought of as a “limit 27
in the large” in contrast to the techniques introduces by Kigami, which may be 28
considered “limits in the small”. Self-similarity and scale renormalization are 29
the hallmarks of the theory of fractal analysis as pursued by Kigami, Strichartz 30
and others (see [HKK02,Kig01,Kig03,Hut81,Str06,BHS05,Bea91,JP94,Jor04], 31
for example) but these ideas do not enter into Powers’ study of resistors. One 32
aim of the present work is the development of a Hilbert space framework suitable 33
for the study of limits of networks defined by a recursive algorithm which intro- 34
duces new vertices at each step and rescales the edges via a suitable contractive 35
rescaling. As is known from, for example [JP94, Jor06, Str98a, Str06, Tep98], 36
there is a spectral duality between “fractals in the large”, and “fractals in the 37
small”. 38
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The significance of Hilbert spaces1
“‘How large the World is!!’ said the ducklings, when they found how much more
room they now had compared to when they were confined inside the egg-shell. ‘Do
you imagine this is the whole world?’ asked the mother, ‘Wait till you have seen
the garden; it stretches far beyond that to the parson’s field, but I have never
ventured to such a distance.”’ — H. C. Andersen (from The Ugly Duckling)
2
A main theme in this book is the use of Hilbert space technology in under-3
standing metrics, potential theory, and optimization on infinite graphs, espe-4
cially through finite-dimensional approximation. We emphasize those aspects5
that are intrinsic to infinite resistance networks, and our focus is on analytic6
aspects of graphs; as opposed to the combinatorial and algebraic sides of the7
subject, etc. Those of our results stated directly in the framework of graphs may8
be viewed as discrete analysis, yet the continuum enters via spectral theory for9
operators and the computation of probability of sets of infinite paths. In fact,10
we will display a rich variety of possible spectral types, considering the spectrum11
as a set (with multiplicities), as well as the associated spectral measures, and12
representations/resolutions.13
Related issues for Hilbert space completions form a recurrent theme through-14
out our book. Given a resistance network, we primarily study three spaces of15
functions naturally associated with it: HE , HD, and to a lesser extent `2(G0).16
Our harmonic analysis of functions on G is studied via operators between the17
respective Hilbert spaces as discussed in §9 and the Hilbert space completions18
of these three classes are used in an essential way. In particular, we obtain19
the boundary of the graph (a necessary ingredient of (0.15) and the key to20
several mysteries) by analyzing the finite energy functions on G which cannot21
be approximated by functions of finite support. However, this metric space is22
naturally embedded inside the Hilbert space HE , which is already complete by23
definition/construction. Consequently, the Hilbert space framework allows us24
to identify certain vectors as corresponding to the boundary of (G, c), and thus25
obtain a concrete understanding of the boundary.26
However, the explicit representations of vectors in a Hilbert space completion27
(i.e., the completion of a pre-Hilbert space) may be less than transparent; see28
[Yoo07]. In fact, this difficulty is quite typical when Hilbert space completions29
are used in mathematical physics problems. For example, in [JO´00,Jor00], one30
begins with a certain space of smooth functions defined on a subset of Rd,31
with certain support restrictions. In relativistic physics, one must deal with32
reflections, and there will be a separate positive definite quadratic form on each33
side of the “mirror”. As a result, one ends up with two startlingly different34
Hilbert space completions: a familiar L2-space of functions on one side, and a35
space of distributions on the other. In [JO´00, Jor00], one obtains holomorphic36
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functions on one side of the mirror, and the space of distributions on the other 1
side is spanned by the derivatives of the Dirac mass, each taken at the same 2
specific point x0. 3
It is the opinion of the authors that most interesting results of this book 4
arise primarily from three things: 5
1. differences between finite approximations to infinite networks, and how & 6
when these differences vanish in the limit, and 7
2. the phenomena that result when one works with a quadratic form whose 8
kernel contains the constant functions, and 9
3. the boundary (which is not a subset of the vertices) that naturally arises 10
when a network supports nonconstant harmonic functions of finite energy, 11
and how it explains other topics mentioned above. 12
In classical potential theory, working modulo constant functions amounts to 13
working with the class of functions satisfying ‖f ′‖2 < ∞, but abandoning the 14
`2 requirement ‖f‖2 <∞. This has some interesting consequences, and the non- 15
trivial harmonic functions play an especially important role; see Remark 3.78. 16
What would one hope to gain by removing the `2 condition? 17
1. From the natural embedding of the metric space (G,R) into the Hilbert 18
spaceHE of functions of finite energy given by x 7→ vx, the functions vx are 19
not generally in `2. See Figure 13.1 of Example 13.16 for an illustration. 20
2. The resistance metric does not behave nicely with respect to `2 conditions. 21
Several formulations of the resistance distance R(x, y) involve optimizing 22
over collections of functions which are not necessarily contained in `2, even 23
for many simple examples. 24
3. Corollary 3.77 states that nontrivial harmonic functions cannot lie in 25
`2(G0). Consequently, imposing an `2 hypothesis removes the most in- 26
teresting phenomena from the scope of study; see Remark 3.78. 27
The infinite trees studied in Examples 12.2–12.6 provide examples of these sit- 28
uations. 29
Measures and measure constructions 30
A reader glancing at our book will notice a number of incarnations of measures 31
on infinite sample spaces: it may be a suitable space of paths (§10.1–§10.2 and 32
§14.1) or an analogue of the Schwartz space of tempered distributions (section 33
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§6.2). The latter case relies on a construction of “Gel’fand triples” from math-1
ematical physics. The reader may wonder why they face yet another measure2
construction, but each construction is dictated by the problems we solve. Tak-3
ing limits of finite subsystems is a universal weapon used with great success in4
a variety of applications; we use it here in the study of resistance distances on5
infinite graphs (§4.2); boundaries, boundary representations for harmonic func-6
tions (§6.2, §7.3, and §10.1–§10.2); and equilibrium states and phase-transition7
problems in physics (§14.1–§14.2).8
(1) HE as an L2 space. The central Hilbert space in this study, the en-9
ergy space HE , appears with a canonical reproducing kernel, but without any10
canonical basis, and there is no obvious way to see HE as an L2(X,µ) for some11
X and µ. Therefore, a major motivation for our measure constructions is just12
to be able to work with HE as an L2 space. In §14.1, we use a construction13
from probability to write HE = L2(Ω, µ) in a way that makes the energy kernel14
{vx}x∈G0 into a system of (commuting) random variables. Here, Ω is an infinite15
Cartesian product of a chosen compact space S; one copy of S for each point16
x ∈ G0. In §14.2, we use a non-commutative version of this probability tech-17
nology: rather than Cartesian products, we will use infinite tensor products of18
C∗-algebras A, one for each x ∈ G0. The motivation here is an application to19
a problem in quantum statistical mechanics. The “states” on the C∗-algebra of20
all observables are the quantum mechanical analogues of probability measures21
in classical problems. Heuristically, the reader may wish to think of them as22
non-commutative measures; see e.g., [BR97].23
(2) Boundary integral representation of harmonic functions. As it sometimes24
happens, the path to bdG is somewhat circuitous: we begin with the discovery25
of an integral over the boundary, which leads us to understand functions on the26
boundary, which in turn points the way to a proper definition of the boundary27
itself. A closely related motivation for a measure is the formulation of an integral28
representation of harmonic functions u ∈ HE :29
u(x) =
∫
S′G
u(ξ)hx(ξ) dP(ξ) + u(o). (0.16)
where hx = PHarmvx. Thus the focus of §6.2 is a formalization of the imprecise30
“Riemann sums” u(x) =
∑
bdG u
∂hx
∂n +u(o) of §3.3 as an integral of a bona fide31
measure. To carry this out, we construct a Gel’fand triple SG ⊆ HE ⊆ S ′G, where32
SG is a dense subspace of HE and SG’ is its dual, but with respect to a strictly33
finer topology. We are then able to produce a Gaussian probability measure34
P on S ′G and isometrically embed HE into L2(S ′G,P). In fact, L2(S ′G,P) is the35
second quantization of HE . However, the focus here is not on realizing HE as an36
L2 space (or subspace), but in obtaining the boundary integral representation of37
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harmonic functions as in (0.16). Our aim is then to build formulas that allow us 1
to compute values of harmonic functions u ∈ HE from an integral representation 2
which yields u(x) as an integral over bdG ⊆ S ′G. Note that this integration in 3
(0.16) is with respect to a measure depending on x just as in the Poisson and 4
Martin representations. 5
(3) Concrete representation of the boundary. We would like to realize bdG 6
as a measure space defined on a set of well-understood elements; this is the 7
focus of the constructions in §6. The goal is a measure on the space of all 8
infinite paths in G which yields the boundary bdG in such a way that G ∪ 9
bdG is a compactification of G which is compatible with the energy form E 10
and the Laplace operator ∆, and hence also the natural resistance metric on 11
(G, c). This type of construction has been carried out with great success for 12
the case of bounded harmonic functions (e.g., Poisson representation and the 13
Fatou-Primalov theorem) and for nonnegative harmonic functions (e.g., Martin 14
boundary theory), but our scope of enquiry is the harmonic functions of finite 15
energy. Finally, we would like to use this Gaussian measure on S ′G to clarify 16
bdG as a subspace of S ′G. Such a relationship is a natural expectation, as the 17
analogous thing occurs in the work of Poisson, Choquet, and Martin. 18
What this book is not about 19
Many of the topics discussed in this book may appear to have been previously 20
discussed elsewhere in the literature, but there are certain important subtleties 21
which actually make our results quite different. This section is intended to 22
clarify some of these. 23
While there already is a large literature on electrical networks and on graphs 24
(see e.g., [CW92,CW07,DK88,Dod06,DS84,Pow76b,CdV04,CR06,Chu07,FK07], 25
and the preprint [Str08] which we received after the first version of this book 26
was completed), we believe that our present operator/spectral theoretic ap- 27
proach suggests new questions and new theorems, and allows many problems to 28
be solved in greater generality. 29
The literature on analysis on graphs breaks down into a variety of overlap- 30
ping subareas, including: combinatorial aspects, systems of resistors on infi- 31
nite networks, random-walk models, operator algebraic models [DJ08, Rae05], 32
probability on graphs (e.g., infinite particle models in physics [Pow79]), Brow- 33
nian motion on self-similar fractals [Hut81], Laplace operators on graphs, finite 34
element-approximations in numerical analysis [BS08]; and more recently, use 35
in internet-search algorithms [FK07]. Even just the study of Laplace opera- 36
tors on graphs subdivides further, due to recently discovered connections be- 37
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tween graphs and fractals generated by an iterated functions system (IFS); see1
e.g., [Kig03,Str06].2
Other major related areas include discrete Schro¨dinger operators in physics,3
information theory, potential theory, uses of the graphs in scaling-analysis of4
fractals (constructed from infinite graphs), probability and heat equations on5
infinite graphs, graph C∗-algebras, groupoids, Perron-Frobenius transfer oper-6
ators (especially as used in models for the internet); multiscale analysis, renor-7
malization, and operator theory of boundaries of infinite graphs (more cur-8
rent and joint research between the co-authors.) The motivating applications9
from [Pow75, Pow76a, Pow76b, Pow78, Pow79] include the operator algebra of10
electrical networks of resistors (lattice models, C∗-algebras, and their represen-11
tations), and more specifically, KMS-states from statistical mechanics. While12
working and presenting our results, we learned of even more such related re-13
search directions from experts working in these fields, and we are thankful to14
them all for taking the time to explain some aspects of them to us.15
The main point here is that the related literature is vast but our approach16
appears to be entirely novel and our results, while reminiscent of classical theory,17
are also new. We now elucidate certain specific differences.18
Spectral theory19
The spectral theory for networks contrasts sharply with that for fractals, as is20
seen by considering the measures involved; they do not begin to become simi-21
lar until one considers limits of networks. The spectrum of discrete Laplacians22
on infinite networks is typically continuous (lattices or trees provide examples,23
and are worked explicitly in §11). By contrast, in the analysis on fractals pro-24
gram of Kigami, Strichartz, and others, the Laplace operator has pure point25
spectrum; see [Tep98] in particular. The measures used in the analysis of net-26
works are weighted counting measures, while the measures used in fractal anal-27
ysis are based on the self-similar measures introduced by Hutchinson [Hut81].28
There is an associated and analogous entropy measure in the study of Julia sets;29
cf. [Bea91] and the recent work on Laplacians in [RT08].30
Our approach differs from the extensive literature on spectral graph the-31
ory (see [Chu01] for an excellent introduction, and an extensive list of further32
references) due to the fact that we eschew the `2 basis for our investigations.33
We primarily study ∆ as an operator on HE , and with respect to the energy34
inner product. The corresponding spectral theory is radically different from the35
spectral theory of ∆ in `2. Most other work in spectral graph theory takes place36
in `2, even implicitly when working with finite graphs: the adjoint of the drop37
operator (see Definition 9.2) is taken with respect to the `2 inner product and38
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consequently violates Kirchhoff’s laws. In fact, the discussion preceding [Woe00, 1
(2.2)] shows how this version of the adjoint is incompatible with Kirhhoff’s Law 2
as mentioned in the summary of §9 just above. Additionally, [Chu01] and others 3
work with the spectrally renormalized Laplacian ∆s := c−1/2∆c−1/2. However, 4
∆s is a bounded Hermitian operator (with spectrum contained in [0, 2]) and so 5
is unsuitable for our investigations of bdG based on defect indices, etc. 6
As we have only encountered relatively few instances where the complete 7
details are worked out for spectral representations in the framework of discrete 8
analysis, we have attempted to provide several explicit examples. These are 9
likely folkloric, as the geometric possibilities of graphs are vast, and so is the 10
associated range of spectral configurations. A list of recent and past papers of 11
relevance includes [Str08, Car72, Car73a, Car73b, CR06, Chu07, CdV99, CdV04, 12
Jor83], and Wigner’s original paper on the semicircle law [Wig55]. The present 13
investigation also led to a spectral analysis of the binary tree from the perspec- 14
tive of dipoles in [DJ08]; this study discovered that the spectrum of ∆ on the 15
binary tree is also given by Wigner’s semicircle law. 16
There is also a literature on infinite/transfinite networks and generalized 17
Kirchhoff laws using nonstandard analysis, etc., see [Zem91, Zem97]. However, 18
this context allows for edges with resistance 0, which we do not allow (for phys- 19
ical as well as theoretical reasons). One can neglect the resistance of wires in 20
most engineering applications, but not when considering infinite networks (the 21
epsilons add up!). The resulting theory therefore diverges rapidly from the ob- 22
servations of the present book; according to our definitions, all networks support 23
currents satisfying Kirchhoff’s law, and in particular, all induced currents satisfy 24
Kirchhoff’s law. 25
Operator algebras 26
There are also recent papers in the literature which also examine graphs with 27
tools from operator algebras and infinite determinants. The papers [GIL06b, 28
GIL06c, GIL06a] by Guido et al are motivated by questions for fractals and 29
study the detection of periods in infinite graphs with the use of the Ihara zeta 30
function, a variant of the Riemann zeta function. There are also related papers 31
with applications to the operator algebra of groupoids [Cho08, FMY05], and 32
the papers [BM00, BM01] which apply infinite graphs to the study of quasi- 33
periodicity in solid state physics. However, the focus in these papers is quite 34
different from ours, as are the questions asked and the methods employed. While 35
periods and quasi-periods in graphs play a role in our present results, they enter 36
our picture in quite different ways, for example via spectra and metrics that we 37
compute from energy forms and associated Laplace operators. There does not 38
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seem to be a direct comparison between our results and those of Guido et al.1
Boundaries of graphs2
There is also no shortage of papers studying boundaries of infinite graphs:3
[PW90, Saw97, Woe00] discuss the Martin boundary, [PW90, Woe00] also de-4
scribe the more geometrically constructed “graph ends”, and [Car72, Car73a,5
Car73b] use unitary representations. There are also related results in [CdV99,6
CdV04] and [Kai98,Kai92a,Kai92b,KW02] While there are connections to our7
study, the scope is different.8
Martin boundary theory is really motivated by constructing a boundary for a9
Markov process, and the geometry/topology of the boundary is rather abstract10
and a bit nebulous. Additionally, one needs a Green’s function, and it must11
satisfy certain hypotheses before the construction can proceed. Furthermore,12
the focus of Martin boundary theory is the nonnegative harmonic functions.13
Our boundary construction is more general in that it applies to any electrical14
network as in Definition 1.7 and it remains correct for all harmonic functions of15
finite energy, including constant functions and harmonic functions which change16
sign. However, it is also more restrictive in the sense that a resistance network17
may support functions which are bounded below but do not have finite energy.18
We should also point out that our boundary construction is related to, but19
different from, the “graph ends” introduced by Freudenthal and others. The20
ends of a graph are the natural discrete analogue of the ends of a minimal21
surface (usually assumed to be embedded in R3), a notion which is closely related22
to the conformal type of the surface. Starting with the central book [Woe00]23
by Wolfgang Woess, the following references will provide the reader with an24
introduction to the study of harmonic functions on infinite networks and the25
ends of graphs and groups: [Woe86, Woe87, Woe89], and [Woe95] on Martin26
boundaries, [PW90] on ends, [Woe96] on Dirichlet problems, [Woe97] on random27
walk. A comparison of the examples in §13 and §12 illustrates that varying the28
resistances produces dramatic changes in the topology of the boundary.29
Our boundary essentially consists of infinite paths which can be distinguished30
by harmonic functions; see §6.3 for details. It follows that transient networks31
with no nontrivial harmonic functions have exactly one boundary point (cor-32
responding to the unique monopole). In particular, the integer lattices (Zd,1)33
have precisely 1 boundary point for d ≥ 3, and have 0 boundary points for34
d = 1, 2. The Martin boundary of (Z2,1) consists of two points; similarly,35
(Z2,1) has two graph ends; cf. [PW90].36
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General remarks 1
Remark 1 (Real- and complex-valued functions). Throughout the introductory 2
discussion of resistance networks in §1–§4, we discuss collections of real-valued 3
functions on the vertices or edges of the graph G. Such objects are most natu- 4
ral for the heuristics of the physical model, and additionally allow for induced 5
orientation/order and make certain probabilistic arguments possible. However, 6
in the latter portions of this book, we need to incorporate complex-valued func- 7
tions into the discussion in order to make full use of spectral theory and other 8
methods. 9
Remark 2 (Symbols glossary). For the aid of the reader, we have included a 10
list of symbols and abbreviations used in this document. Wherever possible, we 11
have attempted to ensure that each symbol has only one meaning. In cases of 12
overlap, the context should make things clear. In Appendix C, we also include 13
some diagrams which we hope clarify the properties of the many operators and 14
spaces we discuss, and the relations between them. 15
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Chapter 11
Resistance networks2
“The excitement that a gambler feels when making a bet is equal to the amount he
might win times the probability of winning it” — B. Pascal3
Resistance networks are the basic object of study throughout this volume;4
the basic idea is that a graph with weighted edges makes a good discrete model5
for diffusions, when the weights are interpreted as “sizes” or “capacities” for6
transfer, in some sense. Such a model is useful for understanding the flow of7
heat in perforated media, diffusion of water in porous matter, or the transfer8
of data through the internet. However, due to its intuitive appeal and his-9
torical precedent, we have chosen to stick predominantly with the metaphor10
of electricity flowing through a network of conductors. In this situation, the11
weights correspond to conductances (recall that conductance is the reciprocal12
of resistance), functions on the vertices may be interpreted as voltages, and cor-13
responding functions on the edges of the graph may be interpreted as currents.14
This context also provides a natural interpretation for the energy E which will15
be central to our study: if v is a function on the vertices of the graph (i.e., a16
voltage), then E(v) is a number representing the potential energy of this config-17
uration, equivalently, the power dissipated by the electrical current induced by18
v.19
1.1 The resistance network model20
This section contains the basic definitions used throughout the sequel; we in-21
troduce the mathematical model of an resistance network (RN) as a graph G22
whose edges are understood as conductors and whose vertices are the nodes at23
which these resistors are connected. The conductance data is specified by a24
function c, so that c(x, y) is the conductance of the edge (resistor) between the25
1
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vertices x and y. With the network data (G, c) fixed, we begin the study of func- 1
tions defined on the vertices. We define many basic terms and concepts used 2
throughout the book, including the Dirichlet energy form E and the Laplace 3
operator ∆. Additionally, we prove a key identity relating E to ∆ for finite 4
graphs: Lemma 1.13. In Theorem 3.43, this will be extended to infinite graphs, 5
in which case it is a discrete analogue of the familiar Gauss-Green identity from 6
vector calculus. The appearance of a somewhat mysterious boundary term in 7
the Theorem 3.43 prompts several questions which are discussed in Remark 3.7. 8
Answering these questions comprises a large part of the sequel; cf. §6. In fact, 9
Theorem 3.43 provides much of the motivation for energy-centric approach we 10
pursue throughout our study; the reader may wish to look ahead to Remark 3.78 11
for a preview. 12
Definition 1.1. A graph G = {G0, G1} is given by the set of vertices G0 and 13
the set of edges G1 ⊆ G0 × G0. Two vertices are neighbours (or are adjacent) 14
iff there is an edge (x, y) ∈ G1 connecting them, and this is denoted x ∼ y. 15
This relation is symmetric, as (y, x) ∈ G1 whenever (x, y) ∈ G1. The set of 16
neighbours of x ∈ G0 is 17
G(x) = {y ∈ G0 ... y ∼ x}. (1.1)
In our context, the set of edges of G will be determined by the conductance 18
function, so that all graph data is implicitly provided by c. 19
Definition 1.2. The conductance cxy is a symmetric function 20
c : G0 ×G0 → [0,∞), (1.2)
in the sense that cxy = cyx. It is our convention that x 6∼ y if and only if 21
cxy = 0; that is, there is an edge (x, y) ∈ G1 if and only if 0 < c(x, y) <∞. 22
Conductance is the reciprocal of resistance, and this is the origin of the 23
name “resistance network”. It is important to note that c−1xy gives the resistance 24
between adjacent vertices; this feature distinguishes c−1xy from the effective re- 25
sistance R(x, y) discussed later, for which x and y need not be adjacent. 26
Definition 1.3. The conductances define a measure or weighting on G0 by 27
c(x) :=
∑
y∼x
cxy. (1.3)
Whenever G is connected, it follows that c(x) > 0, for all x ∈ G0. The notation c 28
will also be used, on occasion, to indicate the multiplication operator (cv)(x) := 29
c(x)v(x). 30
1.1. The resistance network model 3
Definition 1.4. A path γ from α ∈ G0 to ω ∈ G0 is a sequence of adjacent1
vertices (α = x0, x1, x2, . . . , xn = ω), i.e., xi ∼ xi−1 for i = 1, . . . , n. The path is2
simple if any vertex appears at most once (so that a path is simply connected).3
Definition 1.5. A graph G is connected iff for any pair of vertices α, ω ∈ G0,4
there exists a finite path γ from α to ω.5
Remark 1.6. Note that for resistors connected in series, the resistances just6
add, so this condition implies there is a path of finite resistance between any7
two points. We emphasize that all graphs and subgraphs considered in this study8
are connected.9
At this point, the reader may wish to peruse some of the examples of §11.10
Definition 1.7. An resistance network is a connected graph (G, c) whose11
conductance function satisfies c(x) < ∞ for every x ∈ G0. We interpret the12
edges as being defined by the conductance: x ∼ y iff cxy > 0.13
Note that c need not be bounded in Definition 1.7. Also, we will typically14
assume an RN to be simple in the sense that there are no self-loops, and there15
is at most one edge from x to y. This is mostly for convenience: basic electrical16
theory says that two conductors c1xy and c
2
xy connected in parallel can be replaced17
by a single conductor with conductance cxy = c1xy + c
2
xy. Also, electric current18
will never flow along a conductor connecting a node to itself. Nonetheless,19
such self-loops may be useful for technical considerations: one can remove the20
periodicity of a random walk by allowing self-loops. This can allow one to obtain21
a “lazy walk” which is ergodic, and hence amenable to application of tools like22
the Perron-Frobenius Theorem. See, for example, [LPW08,LP09,AF09].23
We will be interested in certain operators that act on functions defined on24
resistance networks.25
Definition 1.8. The Laplacian on G is the linear difference operator which26
acts on a function v : G0 → R by27
(∆v)(x) :=
∑
y∼x
cxy(v(x)− v(y)). (1.4)
28
A function v : G0 → R is called harmonic iff ∆v ≡ 0.29
Definition 1.9. The transfer operator on G is the linear operator T which acts30
on a function v : G0 → R by31
(T v)(x) :=
∑
y∼x
cxyv(y). (1.5)
Hence, the Laplacian may be written ∆ = c− T, where (cv)(x) := c(x)v(x).32
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We won’t worry about the domain of ∆ or T until §7. For now, consider both 1
of these operators as defined on any function v : G0 → R. The reader familiar 2
with the literature will note that the definitions of the Laplacian and transfer 3
operator given here are normalized differently than may be found elsewhere in 4
the literature. For example, [DS84] and other probabilistic references use 5
∆c := c−1∆ = 1−P, so (∆cv)(x) := 1
c(x)
∑
y∼x
cxy(v(x)− v(y)), (1.6)
where P := c−1 T is the probabilistic transition operator corresponding to the 6
transition probabilities p(x, y) = cxy/c(x). For another example, [Chu01] and 7
other spectral-theoretic references use 8
∆s := c−1/2∆c−1/2 = 1− c−1/2 T c−1/2, so (∆sv)(x) := v(x)−
∑
y∼x
cxyv(y)√
c(y)
.
(1.7)
9
However, these renormalized version are much more awkward to work with 10
in the present context; especially when dealing with the inner product and 11
kernels of the Hilbert spaces we shall study. Not only are (1.4) and (1.5) are 12
better suited to the resistance network framework (as will be evinced by the 13
operator theory developed in §3 and succeeding sections) but both ∆c and ∆s 14
are bounded operators, and hence do not allow for the delicate spectral analysis 15
carried out in §6–§sec:Lap-on-HE. 16
1.2 The energy 17
In this section we study the relation between the energy E and Laplacian ∆ 18
on finite networks, as expressed in Lemma 1.13. This formula will be used 19
prolifically, as it also holds on infinite networks in many circumstances. In fact, 20
a noticeable portion of §3 is devoted to determining when this is so. 21
Definition 1.10. The graph energy of an resistance network is the quadratic 22
form defined for functions u : G0 → R by 23
E(u) := 1
2
∑
x,y∈G0
cxy(u(x)− u(y))2. (1.8)
There is also the associated bilinear energy form 24
1.2. The energy 5
E(u, v) :=1
2
∑
x,y∈G0
cxy(u(x)− u(y))(v(x)− v(y)). (1.9)
For both (1.8) and (1.9), note that cxy = 0 for vertices which are not neighbours,1
and hence only pairs for which x ∼ y contribute to the sum; the normalizing2
factor of 12 corresponds to the idea that each edge should only be counted once.3
The domain of the energy is4
dom E = {u : G0 → R ... E(u) <∞}. (1.10)
The close relationship between the energy and the conductances is high-5
lighted by the simple identities6
E(δx) = c(x), and E(δx, δy) = −cxy, (1.11)
where δx is a (unit) Dirac mass at x ∈ G0. The easy proof is left as an exercise.7
A significant upshot of (1.11) is that the Dirac masses are not orthogonal with8
respect to energy.9
Remark 1.11. It is immediate from (1.8) that E(u) = 0 if and only if u is a con-10
stant function. The energy form is positive semidefinite, but if we work modulo11
constant functions, it becomes positive definite and hence an inner product. We12
formalize this in Definition 3.1 and again in §5.1. In classical potential theory13
(or Sobolev theory), this would amount to working with the class of functions14
satisfying ‖f ′‖2 <∞, but abandoning the requirement that ‖f‖2 <∞. As a re-15
sult of this, the nontrivial harmonic functions play an especially important role16
in this book. In particular, it is precisely the presence of nontrivial harmonic17
functions which prevents the functions of finite support from being dense in the18
space of functions of finite energy; see §3.2.19
Traditionally (e.g., [Kat95,FO¯T94]) the study of quadratic forms would com-20
bine E(u, v) and 〈u, v〉`2 . In our context, this is counterproductive, and would21
eclipse some of our most interesting results. Some of our most intriguing ques-22
tions for elements v ∈ HE involve boundary considerations, and in these cases23
v is not in `2(G0) (Corollary 3.77). One example of this arises in the dis-24
crete Gauss-Green formula (Theorem 3.43); another arises in study of forward-25
harmonic functions in §10.2.26
The following proposition may be found in [Str06, §1.3] or [Kig01, Ch. 2],27
for example.28
Proposition 1.12. The following properties are readily verified:29
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1. E(u, u) = E(u). 1
2. (Polarization) E(u, v) = 14 [E(u+ v)− E(u− v)]. 2
3. (Markov property) E([u]) ≤ E(u), where [u] is any contraction of u. 3
For example, let [u] := min{1,max{0, u}}. The following result relates the 4
Laplacian to the graph energy on finite networks, and can be interpreted as a 5
relation between dom E and `2(G0). 6
Lemma 1.13. Let G be a finite resistance network. For u, v ∈ dom E, 7
E(u, v) =
∑
x∈G0
u(x)∆v(x) =
∑
x∈G0
v(x)∆u(x). (1.12)
Proof. Direct computation yields 8
E(u, v) = 1
2
∑
x,y∈G0
cxy
(
u(x)v(x)− u(x)v(y)− u(y)v(x) + u(y)v(y))
=
1
2
∑
x∈G0
c(x)u(x)v(x) +
1
2
∑
y∈G0
c(y)u(y)v(y)
− 1
2
∑
x∈G0n
u(x) T v(x)− 1
2
∑
y∈G0
u(y) T v(y)
=
∑
x∈G0
c(x)u(x)v(x)−
∑
x,y∈G0
u(x) T v(x)
=
∑
x∈G0
u(x) (c(x)v(x)− T v(x))
=
∑
x∈G0
u(x)∆v(x). (1.13)
Of course, the computation is identical for
∑
x∈G0 v(x)∆u(x). 9
We include the following well-known result for completeness. 10
Corollary 1.14. On a finite resistance network, all harmonic functions of finite 11
energy are constant. 12
Proof. If h is harmonic, then E(h) = ∑x∈G0 h(x)∆h(x) = 0. See Remark 1.11. 13
14
Connectedness is implicit in the calculations of both Lemma 1.13 and Corol- 15
lary 1.14; recall that all resistance networks considered in this work are con- 16
nected. We will extend Lemma 1.13 to infinite graphs in Theorem 3.43, where 17
the formula is more complicated: 18
1.3. Remarks and references 7
E(u, v) =
∑
x∈G0
u(x)∆v(x) + {“boundary term”}.
It is shown in Theorem 3.53 that the presence of the boundary term corresponds1
to the transience of the random walk on the underlying network. In fact, one2
can interpret Corollary 1.14 as the reason why the boundary term alluded to3
above vanishes on finite networks. We study the interplay between E and ∆4
further in §8.3–§8.4.5
1.3 Remarks and references6
Of the cited references for this chapter, some are more specialized. However7
for prerequisite material (if needed), the reader may find the book [DS84] by8
Doyle and Snell especially relevant. It exists in several editions, and is available9
for free on the arXiv (math/0001057). While it is a gold mine of ideas and10
illuminating examples, and is accessible to undergraduates.11
We have been much inspired by Doyle and Snell’s book on electrical networks12
[DS84], and by Jun Kigami’s work effective resistance and discrete potential the-13
ory (especially as it pertains to on renormalization and scaling limits) [Kig01,14
Kig03, Kig08]. We are similarly indebted to Wolfgang Woess’ book [Woe00],15
covering probability and analysis on infinite networks, Markov chains, and es-16
pecially the theory of boundaries, as developed in [Woe86,Woe87,Woe89,Woe95,17
Woe97,Woe96,Tho90] and elsewhere. The reader will find [AF09,LP09,LPW08]18
to be excellent references for the random walks on graphs and Markov chains19
in general (with an emphasis on reversible chains). The main themes in this20
and later chapters are also tangentially related to the fascinating work by Fan21
Chung on spectral theory of transfer operators on infinite graphs [Chu07,CR06].22
Since our first chapter serves in part as an overview of material in the book,23
and some results in the literature but not in our book, there are quite a number24
of papers and books that are appropriate to cite, and here is a partial list:25
[Woe00,CW04,Woe03,KW02,Kig03,Kig01,Ter78,PW76,Sve56,Cra52,Sch91].26
In the subsequent end-of chapter sections we will discuss also pioneering27
work by:28
• Aldous and Fill, reversible markov chains and random walks on graphs29
[AF09],30
• Benjamini, Lyons, Pemantle, Peres, and Schramm (separately or in var-31
ious combinations), effective resistance, probability on trees, percolation,32
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analysis and probability on infinite graphs [LP09,LPW08,Per99,BLPS01, 1
BLPS99,BLS99,LPS03,ALP99,LPS06,LP03,LPP96,NP08b,Lyo03], 2
• Cartwright, random walks, Dirichlet functions and spectrum [CSW93, 3
CW92,CW04,CW07] 4
• Chung, spectral theory of transfer operators on infinite graphs [Chu07, 5
CR06], 6
• Doob, martingales, and probabilistic boundaries [Doo53, Doo55, Doo58, 7
Doo59], 8
• Doyle and Snell, electrical networks [DS84], and Doyle [Doy88], 9
• Hida, use of Hilbert space methods in stochastic integration [Hid80], 10
• Kigami, effective resistance and discrete potential theory [Kig01, Kig03, 11
Kig08], 12
• Kolmogorov, foundations of probability theory [Kol56], 13
• Liggett, infinite spin-models [Lig93,Lig95,Lig99], 14
• von Neumann, the theory of unbounded operators, quantum mechanics, 15
and metric geometry [vN32a,vN32b,vN32c], 16
• R. T. Powers, use of resistance distance in the estimation of long-range or- 17
der in quantum statistical models [Pow75,Pow76a,Pow76b,Pow78,Pow79], 18
• Saloff-Coste, harmonic analysis and probability and random walks in re- 19
lation to groups [SCW06,SCW09], 20
• Manfred Schroeder, harmonic analysis and signal processing on fractals 21
[Sch91], 22
• P. M. Soardi, harmonic analysis and potential theory on infinite graphs 23
[Soa94], a substantial influence, 24
• Frank Spitzer, random walk [Spi76], 25
• Dan Stroock, Markov processes [Str05], 26
• A. Telcs, random walks, graphs and fractals [Tel06a,Tel06b,Tel03,Tel01], 27
• G. George Yin, Qing Zhang, use of stochastic integration in renormaliza- 28
tion theory [YZ05]. 29
1.3. Remarks and references 9
While we present a number of theorems related in one way or the other to1
earlier results, the material is developed here from simple axioms and from a2
unifying point of view: we make use of fundamental principles in the theory3
of operators in Hilbert space. Using this we develop a variety of results on4
networks, on scaling relations, on renormalization, two spin-models, long-range5
order, and on discrete potential theory. Our aim and emphasis is to develop6
the material from first principles: Riesz duality, reproducing kernels, metric7
embedding into Hilbert space, and stochastic integral models. As a bonus,8
we are able to point out how basic principles from operator theory lead to9
unification of a variety of existing results, and in some cases in their extension.10
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Chapter 21
Currents and potentials on2
resistance networks3
“While electrical networks are only a different language for reversible Markov
chains, the electrical point of view is useful because of the insight gained from the
familiar physical laws of electrical networks.” — Y. Peres
4
2.1 Currents on resistance networks5
The potential theory for an resistance network is studied via an experiment in6
which 1 amp of current is passed through the network, inserted into one vertex7
and extracted at some other vertex. The voltage drop measured between the8
two nodes is the effective resistance between them, see §4.9
When the voltages are fixed at certain vertices, it induces a current in the10
network in accordance with the laws of Kirchhoff and Ohm. This induced current11
is introduced formally in Definition 2.17. Induced currents are important for12
studying flows of minimal dissipation, and will also be useful in the study of13
forward-harmonic functions in §10.2. If a voltage drop of 1 volt is imposed14
between two vertices, the effective resistance between these two vertices is the15
reciprocal of the dissipation of the induced current.16
In Theorem 2.27 we show that there always exists an harmonic function17
satisfying the boundary conditions implied by the above described experiment,18
in order to fill a gap in [Pow76b]. In Theorem 2.26 and Theorem 2.26 it is19
shown that these harmonic functions correspond to currents which minimize20
energy dissipation.21
Definition 2.1. A current is a skew-symmetric function I : G0 ×G0 → R.22
11
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Definition 2.2. An orientation is a subset of the edges which includes exactly 1
one of each pair {(x, y), (y, x)}. For a given current I, one may pick an orien- 2
tation by requiring that I(x, y) > 0 on every edge for which I is nonzero, and 3
arbitrarily choosing (x, y) or (y, x) outside the support of I. We refer to this as 4
an orientation induced by the current ; this will be used extensively in §10.2 to 5
study the forward-harmonic functions. 6
The energy is a functional defined on functions v : G0 → R which give 7
voltages between different vertices in the network. The associated notion defined 8
on the edges of the network is the dissipation of a current. 9
Definition 2.3. The dissipation of a current may be thought of as the en- 10
ergy lost as a current flows through an resistance network. More precisely, for 11
I, I1, I2 : G1 → R, 12
D(I) :=
1
2
∑
(x,y)∈G1
c−1xy I(x, y)
2. (2.1)
The associated bilinear form is the dissipation form: 13
D(I1, I2) :=
1
2
∑
(x,y)∈G1
c−1xy I1(x, y)I2(x, y). (2.2)
Again, the normalizing factor of 12 corresponds to the idea that each edge only 14
contributes once to the sum. The domain of the dissipation is 15
domD := {I ... D(I) <∞}. (2.3)
Remark 2.4. When an orientation O for G is chosen, it is easy to see that domD 16
is a Hilbert space under the inner product (2.2). Indeed, domD = `2(O, c). 17
Definition 2.5. A cycle ϑ is a set of n edges corresponding to a sequence of 18
vertices (x0, x1, x2, . . . , xn = x0) ⊆ G0, for which (xk, xk+1) ⊆ G1 for each k. 19
Denote the set of cycles in G by L. 20
Definition 2.6. For physical realism, we often require that a current flow satisfy 21
Kirchhoff’s node law, i.e., that the total current flowing into a vertex must equal 22
the total current flowing out of a vertex: 23∑
y∼x
I(x, y) = 0,∀x ∈ G0. (2.4)
This is indeed the version of Kirchhoff’s law you would find in a physics text- 24
book; with our convention I(x, y) > 0 indicates that the current flows from x 25
to y. 26
2.2. Potential functions and their relationship to current flows. 13
However, if we are performing the experiment described above, then there1
are boundary conditions at α, ω to take into account, and Kirchhoff’s node law2
takes the nonhomogeneous form3
∑
y∼x
I(x, y) = δα − δω =

1, x = α,
−1, x = ω,
0, else,
(2.5)
where δx is the usual Dirac mass at x ∈ G0.4
Definition 2.7. A current flow from α to ω is a current I ∈ domD that satisfies5
(2.5). The set of all current flows is denoted F(α, ω).6
We usually use α to denote the beginning of a flow and ω to denote its end.7
Shortly, we will see that the currents corresponding to potentials are precisely8
the current flows.9
Remark 2.8. Although trivial, it is important to note that the characteristic10
function of a current path χγ : G
1 → {0, 1} trivially satisfies (2.5). Also, the11
characteristic function of a cycle satisfies (2.4) in much the same way. As a12
consequence, if I ∈ F(α, ω), then I + tχϑ ∈ F(α, ω) for any t ∈ R by a brief13
computation. In other words, perturbation on a cycle preserves the Kirchhoff14
condition. However, the dissipation will vary because D(χϑ) > 0.15
2.2 Potential functions and their relationship to16
current flows.17
From the proceeding section, it is clear that a special role is played by functions18
v : G0 → R which satisfy the equation ∆v = δα − δω. Such a function is19
the solution to a discrete Dirichlet problem, where the “boundary” has been20
chosen to be α and ω (not to be confused with the boundary term discussed in21
Remark 3.7).22
Definition 2.9. A dipole is a function v ∈ dom E which satisfies23
∆v = δα − δω (2.6)
for some vertices α, ω ∈ G0. The collection of all such functions is denoted24
P(α, ω). Note that when G is finite, P(α, ω) contains only a single element.25
This follows from Corollary 1.14 because the difference of any two solutions to26
(2.6) is harmonic.27
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Remark 2.10. The definition of a monopole that we give here is a heuristic 1
definition; we give the precise definition in Definition 3.32. A monopole at ω is 2
a function w : G0 → R which satisfies 3
∆w = kδω, w ∈ dom E , k ∈ C. (2.7)
In the sequel, we are primarily concerned with monopoles wo, where o = ω 4
is some fixed vertex which acts as a point of reference or “origin”. Also, we 5
typically take k = −1, as the induced current of such a monopole is a unit flow 6
to infinity in the language of [DS84]. 7
Remark 2.11. The study of dipoles, monopoles, and harmonic functions is a 8
recurring theme of this book: 9
∆v = δα − δω, ∆w = −δω, ∆h = 0.
In Theorem 2.27, we will show that P(α, ω), is nonempty for any α and ω, on any 10
network (G, c); the existence of monopoles and nontrivial harmonic functions is 11
a much more subtle issue. 12
In Corollary 3.21, we offer a more refined proof of the existence of dipoles, 13
using Hilbert space techniques. Perhaps a more interesting question is when 14
P(α, ω) contains more than element; the linearity of ∆ shows immediately that 15
any two dipoles in P(α, ω) differ by a harmonic function. We have shown 16
that when a connected graph is finite the only harmonic functions are constant 17
(Corollary 1.14), and therefore P(α, ω) consists only of a single function, up 18
to the addition of a constant. The situation for monopoles is similar, as the 19
difference of two monopoles at ω is also a harmonic function. 20
Not all resistance networks support monopoles; the current induced by a 21
monopole is a finite flow to infinity and hence indicates that the random walk 22
on the network is transient, by [Lyo83]. See also [DS84, LP09] for terminology 23
and proofs. It is well-known that for a reversible Markov chain, if the random 24
walk started at one vertex is transient, then it is transient when started at any 25
vertex. We give a very brief proof of this in Lemma 2.28; and a new criterion 26
for transience in Lemma 3.57. 27
On some networks, a monopole can be understood as the limit of a sequence 28
of dipoles vxn where ∆vxn = δxn − δo and xn → ∞. In such a situation, a 29
monopole can be considered as a dipole where one of the Dirac masses “sits 30
at ∞”. However, this is not possible on all networks, as is illustrated by the 31
binary tree in Example 12.4. Again, the linearity of ∆ shows immediately that 32
any two monopoles at ω differ by a harmonic function. When these monopoles 33
correspond to a “distribution of dipoles at infinity” (i.e., a limit of sums
∑
axvx 34
2.2. Potential functions and their relationship to current flows. 15
where the vx’s are dipoles with x→∞ in the limit), the addition of a harmonic1
function transforms the distribution at infinity. It will take some work to make2
these ideas precise; for now the reader can consider this remark simply as a pre-3
view of coming attractions. The presence of monopoles is also extremely closely4
related to the existence of “long-range order”, and the theoretical foundation of5
magnetism in R3; see §14.3.6
Furthermore, it is possible for an resistance network to support monopoles7
but not nontrivial harmonic functions. In §13, we show that the integer lattice8
networks (Zd,1) support monopoles (Theorem 13.5). However, all harmonic9
functions are linear and hence do not have finite energy; cf. Theorem 13.17. Both10
of these results are well-known in the literature in different contexts, and/or with11
different terminology.12
Lemma 2.12. The dipoles P(α, ω) and the current flows F(α, ω) are convex13
sets. Furthermore, if v ∈ P(α, ω), then v + h ∈ P(α, ω) for any harmonic14
function h; similarly, if I ∈ F(α, ω), then I + J ∈ F(α, ω) for any function J15
satisfying (2.4).16
Proof. If vi ∈ P(α, ω), ci ≥ 0 and
∑
ci = 1, then the linearity of ∆ gives17
∆
(∑
civi
)
=
∑
ci∆vi =
∑
ci(δα − δω) = δα − δω.
The computation for the other parts is similar.18
Theorem 2.13. E obtains its minimum for some unique v ∈ P(α, ω), and D19
obtains its minimum for some unique I ∈ F(α, ω).20
Proof. Each of these is a quadratic form on a convex set, by Lemma 2.12,21
so the result is an immediate application of [Rud87, Thm. 4.10] or [Nel69],22
e.g. To underscore the uniqueness, suppose that E(v1) = E(v2). Then with23
ε := inf{E(v) ... v ∈ P(α, ω)}, the parallelogram law gives24
E(v1 − v2) = 2E(v1) + 2E(v2)− 4ε2 = 0,
since E(vi) = ε because vi were chosen to be minimal.25
Definition 2.14. Ohm’s Law (V = RI) appears in the present context as26
v(x)− v(y) = 1
cxy
I(x, y). (2.8)
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Remark 2.15. It will shortly become evident (if it isn’t already) that current 1
flows satisfying Kirchhoff’s law correspond to harmonic functions via Ohm’s 2
law and that current flows satisfying the nonhomogeneous Kirchhoff’s law (2.5) 3
correspond to dipoles, that is, solutions of the Dirichlet problem (2.6) with 4
Neumann boundary conditions. To make this precise, we need the notion of 5
induced current given in Definition 2.17 and justified by Lemma 2.16. 6
Lemma 2.16. Every function v : G0 → R induces a unique current via 7
I(x, y) := cxy(v(x) − v(y)), and the dissipation of this current is the energy 8
of v: 9
D(I) = E(v). (2.9)
Moreover, if v ∈ P(α, ω), then I ∈ F(α, ω). 10
Proof. It is clear that Ohm’s Law defines a current. The equality (2.9) is a very 11
brief calculation and follows straight from the definitions; see (1.9) and (2.1). 12
A proof of (2.9) is also given in [DS84]. 13
If v ∈ P(α, ω), then ∆v = δα − δω and 14
(δα − δω)(x) = (∆v)(x) =
∑
y∼x
cxy(v(x)− v(y)) =
∑
y∼x
I(x, y) (2.10)
verifies the nonhomogeous form of Kirchhoff’s law. 15
Definition 2.17. Given v ∈ P(α, ω), the induced current is defined via Ohm’s 16
Law as in the statement of Lemma 2.16. That is, 17
I(x, y) := cxy(v(x)− v(y)). (2.11)
Remark 2.18. Note that (2.9) holds when the current I is induced by v. It makes 18
no sense to attempt to apply the same equality to a general current: there may 19
be NO associated potential because of the compatibility problem described just 20
below. Nonetheless, Theorem 9.27 provides a way to give the identity analogous 21
to (2.9) for general currents by using the adjoint of the operator implicit in 22
(2.11). 23
Remark 2.19. If ∆v = δα − δω has a solution v0, then any other solution is of 24
the form v = v0 + h where h is harmonic, by linearity of ∆. So to minimize 25
energy, one must consider such perturbations: 26
d
dt
[E(v0 + th)]t=0 = 0 ⇐⇒ E(v0, h) = 0.
2.3. The compatibility problem 17
Conversely, if E(v, h) = 0, then1
E(v + th) = E(v) + 2tE(v, h) + t2E(h) ≥ E(v),
shows that energy is minimized for t = 0. In particular, energy is minimized2
for v which contains no harmonic component. In Lemma 3.22 this important3
principle is restated in the language of Hilbert spaces: energy is minimized for4
the v which is orthogonal to the space of harmonic functions with respect to E .5
Analogous remarks hold for I which minimizes D(I). However, note that6
Kirchhoff’s Law is blind to conductances and so I ∈ F(α, ω) does not imply7
that D(I) is minimal. In the next section, we show that induced currents are8
minimal with respect to D when they are induced by a minimal potential v.9
2.3 The compatibility problem10
The converse to Lemma 2.16 is not always true, but a partial converse is given11
by Theorem 2.26. Given an electrical resistance network (G, c), one can always12
attempt to construct a Ohm’s function by fixing the value v(x0) at some point13
x0 ∈ G0, and then applying Ohm’s law to determine the value of v for other14
vertices x ∼ x0. However, this attempt can fail if the network contains a15
cycle (see Example 11.2 for an example) because the existence of a cycle is16
equivalent to the existence of two distinct paths from one point to another.17
This phenomenon is worked out in detail for a simple case in Example 2.20.18
In general, it may happen that there are two different paths from x0 to19
y0, and the net voltage drop v(x0) − v(y0) computed along these two paths20
is not equal. Such a phenomenon makes it impossible to define v. Note that21
Kirchhoff’s law does not forbid this, because (2.4)–(2.5) is expressed without22
reference to the conductances c. We refer to this as the compatibility problem:23
a general current function may not correspond to a potential, even24
though every potential induces a well defined current flow (see Lemma 2.16).25
In this section we provide the following answer: for any current, there exists a26
unique associated current which does correspond to a potential.27
Example 2.20 (The Dirac mass on an edge). Consider a Dirac mass on an28
edge of the network (Z2,1) as depicted in Figure 2.1. We use such a current29
here to illustrate the compatibility problem. To find a potential corresponding30
to this current, consider the following dilemma: I(x, y) = 1 and I ≡ 0 elsewhere31
corresponds to a potential (up to a constant) which has v(x) = 1 and v(y) = 0,32
as in Figure 2.2. Since I(x,w) = 0, we have v(w) = v(x), and since I(y, z) = 0,33
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x
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Figure 2.1: A Dirac mass on an edge of Z2.
w
z
x
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Figure 2.2: A failed attempt at constructing a potential to match Figure 2.1.
we have v(z) = v(y). But then v(z) = 1 6= 0 = v(z), contradicting the fact that 1
I(w, z) = 0! <↙ 2
Definition 2.21. A current I satisfies the cycle condition iff D(I, χϑ) = 0 for 3
every cycle ϑ ∈ L. (We call χϑ a cycle.) 4
Remark 2.22. From the preceding discussion, it is clear that for a current satisfy- 5
ing the cycle condition, voltage drop between vertices x and y may be measured 6
by summing the currents along any single path from x to y, and the result will 7
be independent of which path was chosen. In the Hilbert space interpretation 8
of §9 the cycle condition is restated as “I is orthogonal to cycles”. The next 9
two results must be folklore (perhaps dating back to the 19th century?) but we 10
include them for their relevance in §9, especially the Hilbert space decomposi- 11
tion of Theorem 9.8 (see also Figure 9.1). While writing a second draft of this 12
document, the authors discovered a similar treatment in [LP09, §9]. 13
Lemma 2.23. I is an induced current if and only if I satisfies the cycle con- 14
dition. 15
Proof. (⇒) If I is induced by v, then for any ϑ ∈ L, the sum 16
∑
(x,y)∈ϑ
1
cxy
I(x, y) =
∑
(x,y)∈ϑ
(v(x)− v(y)) = 0, (2.12)
since every term v(xi) appears twice, once positive and once negative, whence 17
D(I, χϑ) = 0. 18
2.3. The compatibility problem 19
(⇐) Conversely, to prove that there is such a v, we must show that v(x0)−1
v(y0) is independence of the path from x0 to y0 used to compute it. In a direct2
analogy to basic vector calculus, this is equivalent to the fact that the net voltage3
drop around any closed cycle is 0.4
∑
(x,y)∈ϑ
(v(x)− v(y)) =
∑
(x,y)∈ϑ
1
cxy
I(x, y) = D(I, χϑ) = 0,
Now define v by fixing v(x0) for some point x0 ∈ G0, and then coherently use5
v(x)− v(y) = 1cxy I(x, y) to compute v at any other point.6
The presence of cycles is not always obvious! As an exercise, we invite the7
reader to determine the cycles involved in Example 2.20.8
Lemma 2.24 (Resurrection of Kirchhoff’s Law). Let I be the current induced9
by v. Then v ∈ P(α, ω) if and only if I satisfies the nonhomogeneous Kirchhoff’s10
law.11
Proof. (⇒) Computing directly,12
∑
y∼x
I(x, y) =
∑
y∼x
cxy(v(x)− v(y)) = ∆v(x) = δα − δω. (2.13)
(⇐) Conversely, to show ∆v = δα − δω,13
∆v(x) =
∑
y∼x
cxy(v(x)− v(y)) def of ∆
=
∑
y∼x
I(x, y) (2.8)
= δα − δω, I ∈ F(α, ω).
Corollary 2.25. Let I be the current induced by v. Then v is harmonic if and14
only if I satisfies the homogeneous Kirchhoff’s law.15
Proof. Mutatis mutandis, this is the same as the proof of Lemma 2.24.16
Theorem 2.26. I minimizes D on F(α, ω) if and only if I is induced by the17
potential v that minimizes E on P(α, ω).18
Proof. (⇒) Since I minimizes D, we have19
d
dt
[D(I + tJ)]t=0 = 0, (2.14)
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for any current J satisfying the homogeneous Kirchhoff’s law. From Remark 2.8, 1
this applies in particular to J = χϑ, where ϑ is any cycle in L. 2
Note that D(I, χϑ) = 0 iff
d
dt
[
D(I + tχϑ)
]
t=0
= 0. To see this, replace I 3
by I + tχϑ in (2.1), differentiate D(I + tχϑ) term-by-term with respect to t and 4
evaluates at t = 0 to obtain that (2.14) is equivalent to 5
∑
(x,y)∈G1
1
cxy
I(x, y)χϑ(x, y) =
∑
(x,y)∈ϑ
1
cxy
I(x, y) = 0, ∀ϑ ∈ L.
By Lemma 2.23, this shows that I is induced by some v; and by Lemma 2.24, 6
we know v ∈ P(α, ω). From Lemma 2.16, it is clear that the v must also be the 7
energy-minimizing element of P(α, ω). 8
(⇐) Since I is induced by v ∈ P(α, ω), the only thing we need to check is 9
that I is minimal with respect to any harmonic current (i.e. a current induced 10
by a harmonic function); this follows from Lemma 2.23 and the first part of the 11
proof. If h is any harmonic function on G0, denote the induced current by H 12
as before. Then Lemma 2.16 gives 13
d
dt
[D(I + tH)]t=0 =
d
dt
[E(v + th)]t=0 = 0,
by the minimality of v. 14
Theorem 2.27. P(α, ω) is never empty. 15
Proof. It is clear that F(α, ω) 6= ∅ because one always has the characteristic 16
function of a current path from α to ω (since we are assuming the underlying 17
graph is connected); see Definition 10.12 and Remark 2.8. From Theorem 2.13 18
one sees that there is always a flow which minimizes dissipation. By Theo- 19
rem 2.26, this minimal flow is induced by an element of P(α, ω). 20
The following result is well-known in probability (see, e.g., [Str05]), but we 21
include it here for completeness and the novel method of proof. 22
Corollary 2.28. If the random walk on (G, c) is transient when started from 23
y ∈ G0, then it is transient when started from any x ∈ G0. 24
Proof. By [Lyo83], the hypothesis means there is a monopole wy ∈ dom E with 25
∆w = δy. But then by Theorem 2.27 and the linearity of ∆, v+wx is a monopole 26
at x, for any v ∈ P(x, y). 27
Remark 2.29. There are examples for which the elements of P(α, ω) do not lie 28
in `2(G0); see Figure 13.1 of Example 13.2. 29
2.3. The compatibility problem 21
Proposition 2.30. If G is finite and v ∈ P(α, ω), then v(ω) ≤ v(x) ≤ v(α) for1
all x ∈ G0.2
Proof. This is immediate from the maximum principle for harmonic functions3
on the finite set G0 with boundary {α, ω}. See [LP09, §2.1], for example, or4
[LPW08].5
Remark 2.31. In §4, we will see that Proposition 2.30 extends to a more general6
result: if v is the unique element of P(α, ω) of minimal energy, then the same7
conclusion follows. One way to see this is to define u(x) = Px[τα < τω] (i.e.,8
the probability that the random walk started at x reaches α before ω). By9
Theorem 4.18, v is defined by v(x) = u(x)RW (α, ω), where RW (α, ω) is the10
(wired) effective resistance between α and ω.11
2.3.1 Current paths12
It is intuitively obvious that for a connected graph, current should be able to13
flow between any two points. Indeed, it is a basic result in graph theory that14
for any connected graph, one can find a path of minimal length between any15
two points and from Remark 1.6 we know that the resistance along such a path16
is finite. In Theorem 2.34, we will show a stronger result: that one can always17
find a path along which the potential function decreases monotonically. In other18
words, there is always at least one “downstream path” between the two vertices.19
Somewhat surprisingly, this fact is easiest to demonstrate by an appeal to a basic20
fact about probability (Lemma 2.33),21
Our definition of an resistance network is mathematical (Definition 1.7) but22
is motivated by engineering; modification of the conductors (c) will alter the23
associated probabilities and thus change which current flows are induced, in the24
sense of Definition 2.17. We are interested in quantifying this dependence. Ob-25
viously, on an infinite graph the computation of current paths involves all of G,26
and it is not feasible to attempt to compute these paths directly. Consequently,27
we feel our proof of Theorem 2.34 may be of independent interest.28
Definition 2.32. Let v : G0 → R be given and suppose we fix α and ω for which29
v(α) > v(ω). Then a current path γ (or simply, a path) is an edge path from α30
to ω with the extra stipulation that v(xk) < v(xk−1) for each k = 1, 2, . . . , n.31
Denote the set of all current paths by Γ = Γα,ω (dependence on the initial and32
terminal vertices is suppressed when context precludes confusion). Also, define33
Γα,ω(x, y) to be the subset of current paths from α to ω which pass through the34
edge (x, y) ∈ G1.35
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The following lemma is immediate from elementary probability theory, as it 1
represents the probability of a union of disjoint events, but it will be helpful. 2
Lemma 2.33. Suppose (G, c) is an resistance network and v : G0 → R satisfies
∆v = δα − δω. Then if I is the current associated to v by I(x, y) = cxy(v(x)−
v(y), then I satisfies
I(x, y) =
∑
γ∈Γα,ω(x,y)
P(γ). (2.15)
The method of proof in the next proposition is a bit unusual in that it uses 3
a probability to demonstrate existence. This result fills a hole in the proof of 4
dist∆(x, y) = distD(x, y) in [Pow76b] (recall (4.1) and (4.3)). 5
Theorem 2.34. If v ∈ P(α, ω), then Γα,ω 6= ∅. Moreover, v(α) > v(ω). 6
Proof. Theorem 2.27 ensures we can find v ∈ P(α, ω); let I be the current flow 7
associated to v. Then ∆v(α) = 1 implies that there is some y ∼ α for which 8
I(α, y) > 0. By Lemma 2.33, 9
I(α, y) =
∑
γ∈Γα,ω(α,y)
P(γ) > 0,
which implies there must exist a positive term in the sum, and hence a γ ∈ Γα,ω. 10
Since we may now choose a path γ ∈ Γα,ω, the second claim follows. 11
2.4 Remarks and references 12
Most of this chapter is just based on high-school physics, but a couple of key 13
references for us were [DS84], [LP09] and [Soa94] and the papers by Bob Powers 14
[Pow75, Pow76a, Pow76b, Pow78, Pow79], and the early (and often overlooked) 15
paper [BD49] by Bott and Duffin. In addition, one may find [Woe00,LPV08] to 16
be useful. We especially recommend the discussion of networks and resistance 17
distance in Powers paper [Pow76b]. While the main focus there is a problem 18
for quantum spin systems on lattices, Powers develops the elementary proper- 19
ties of effective resistance from scratch in this paper, and adapts them to the 20
Heisenberg model. 21
Remark 2.35. Part of the motivation for Theorem 2.26 is to fix an error in 22
[Pow76b]. The author was not apparently aware of the possibility of nontriv- 23
ial harmonic functions, and hence did not see the need for taking the element 24
of P(α, ω) with minimal energy. This becomes especially important in Theo- 25
rem 4.2. 26
2.4. Remarks and references 23
Theorem 2.26 is generalized in Theorem 9.27 where we exploit certain op-1
erators to obtain, for any given current I, an associated minimal current. This2
minimal current is induced by a potential, even if the original is not, and pro-3
vides a resolution to the compatibility problem described at the beginning of4
§2.3, just above.5
In §9.4.1 we revisit this scenario and show how the minimal current may6
be obtained by the simple application of a certain operator, once it has been7
properly interpreted in terms of Hilbert space theory. See Theorem 9.27 and its8
corollaries in particular.9
Remark 2.36. Theorem 2.27 fills a gap in [Pow76b]. A key point is that the10
finite dissipation of the flow ensures the finite energy of the inducing voltage11
function, by Lemma 2.16. A different proof of Theorem 2.27 is obtained in12
Corollary 3.21 by the application of Hilbert space techniques.13
Theorem 2.27 also follows from results of [Soa94, §III.4] since the difference14
of two Dirac masses corresponds to a “balanced” flow, i.e., the same amount of15
current flows in as flows out.16
Remark 2.37. In Corollary 2.28 we refer to [Lyo83] for the equivalence of tran-17
sience with the existence of a finite flow to infinity. This is the most common18
reference for this result, but we should point out that a slightly different ver-19
sion of it (restated in terms of the Green function) appears earlier in the often20
overlooked paper [Yam79]. (These results were discovered independently.)21
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Chapter 31
The energy Hilbert space2
“I would like to make a confession which may seem immoral: I do not believe in
Hilbert space anymore.” — J. von Neumann3
“I am acutely aware of the fact that the marriage between mathematics and
physics, which was so enormously fruitful in past centuries, has recently ended in
divorce.” — F. Dyson
4
A number of tools used in the theory of weighted graphs, especially for the5
infinite case, were first envisioned in the context of resistance networks. We will6
introduce them below, but it is helpful to keep in mind that they apply to a7
variety of other problems outside the original context of resistance networks. In8
particular, these concepts and tools lead to the introduction of metrics. These9
in turn have applications to neighboring fields; see for example Chapters 4, 13,10
and 14.11
For the analysis of resistance networks, the (Dirichlet) energy form E is a12
natural tool, and so it is helpful study the Hilbert space HE of functions on13
the network where the inner product is given by E . While one’s first instinct14
may be to select `2(X) as the preferred Hilbert space, we show in Chapter 515
that the energy space HE is in some sense the natural choice. The relationship16
between the two Hilbert spaces `2(X) and HE is subtle, and is explored further17
in Chapters 7, 8, and elsewhere. For example, the Laplacian operator ∆ has18
quite different properties depending on the choice of Hilbert space.19
In this section, we study the Hilbert space HE of (finite-energy) voltage20
functions, that is, equivalence classes of functions u : G0 → C where u ' v21
iff u − v is constant. On this space, the energy form is an inner product, and22
there is a natural reproducing kernel {vx}x∈G0 indexed by the vertices; see23
Corollary 3.13. Since we work with respect to the equivalence relation defined24
just above, most formulas are given with respect to differences of function values;25
25
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in particular, the reproducing kernel is given in terms of differences with respect 1
to some chosen “origin”. Therefore, for any given resistance network, we fix a 2
reference vertex o ∈ G0 to act as an origin. It will readily be seen that all results 3
are independent of this choice, and this affords the convenience of working with 4
a single-parameter reproducing kernel. When working with representatives, we 5
typically abuse notation and use u to denote the equivalence class of u. One 6
natural choice is to take u so that u(o) = 0; a different but no less useful choice is 7
to pick k so that v = 0 outside a finite set as discussed further in Definition 3.16. 8
In Theorem 3.43, we establish a discrete version of the Gauss-Green Formula 9
which extends Lemma 1.13 to the case of infinite graphs. The appearance of 10
a somewhat mysterious boundary term prompts several questions which are 11
discussed in Remark 3.7. Answering these questions comprises a large part of 12
the sequel; cf. §6. We are able to prove in Lemma 3.80 that this boundary 13
term vanishes for finitely supported functions on G, and in Corollary 3.77 that 14
nontrivial harmonic functions cannot be in `2(G0). Later, we will see that the 15
boundary term vanishes precisely when the random walk on the network is 16
recurrent. This is discussed further in Remark 3.78 and provides the motivation 17
for energy-centric approach we pursue throughout our study. 18
The energy Hilbert space HE will facilitate our study of the resistance metric 19
R in §4. In particular, it provides an explanation for an issue stemming from 20
the “nonuniqueness of currents” in certain infinite networks; see [LP09,Tho90]. 21
This disparity leads to differences between two apparently natural extensions 22
of the effective resistance to infinite networks, which are greatly clarified by 23
the geometry of Hilbert space. Also, HE presents an analytic formulation of 24
the type problem for random walks on an resistance network: transience of the 25
random walk is equivalent to the existence of monopoles, that is, finite-energy 26
solutions to a certain Dirichlet problem. In fact, this approach will readily allow 27
us to obtain explicit formulas for effective resistance on integer lattice networks 28
in §13, with applications to a physics problem of [Pow76b] in §14. 29
Most results in this section appeared in [JP09c]. 30
Let 1 denote the constant function with value 1 and recall that ker E = C1. 31
Definition 3.1. The energy form E is symmetric and positive definite, and its 32
kernel is the set of constant functions on G. Let 1 denote the constant function 33
with value 1. Then the energy space HE := dom E/C1 is a Hilbert space with 34
inner product and corresponding norm given by 35
〈u, v〉E := E(u, v) and ‖u‖E := E(u, u)1/2. (3.1)
It can be checked directly that the above completion consists of (equivalence 36
classes of) functions onG0 via an isometric embedding into a larger Hilbert space 37
27
as in [LP09, MYY94] or by a standard Fatou’s lemma argument as in [Soa94].1
Fix a reference vertex o ∈ G0 to act as an “origin”. It will readily be seen that2
all results are independent of this choice.3
Remark 3.2. In §5, we provide an alternative construction of HE via techniques4
of von Neumann and Schoenberg. This provides for a more explicit description5
of the structure of HE and its relation to the metric geometry of (G,R), and6
shows that HE is the natural Hilbert space in which to embed (G,R). However,7
this must be postponed until after the introduction of the effective resistance8
metric.9
Remark 3.3 (Four warnings about HE).10
(1) HE has no canonical o.n.b.; the usual candidates {δx} are not orthogonal11
and typically their span is not even dense, as we discuss further below.12
(2) Multiplication operators are not Hermitian; see Lemma 3.4 and Remark 6.20.13
(3) There is no natural interpretation of HE as an `2-space of functions on the14
vertices G0 or edges G1 of (G, c). HE does contain the embedded image of15
`2(G0, µ) for a certain measures µ, but these spaces are not typically dense16
in HE . Also, HE embeds isometrically into a subspace of `2(G1, c), but it is17
generally nontrivial to determine whether a given element of `2(G1, c) lies in18
this subspace. HE may also be understood as a `2 space of random variables19
(see §14.1) or realized as a subspace of L2(S′,P), where S′ is a certain space20
of distributions (see §sec:the-boundary).21
(4) Pointwise identities should not be confused with Hilbert space identities;22
see Remark 3.19 and Lemma 3.38.23
To elaborate on the last point, note that elements of HE are technically equiva-24
lence classes of functions which differ only by a constant; this is what is meant25
by the notation dom E/R1. In other words, if v1 = v2+k for k ∈ C, then v1 = v226
in HE . When working with representatives, we typically abuse notation and use27
u to denote the equivalence class of u. Often, we choose u so that u(o) = 028
(occasionally without warning). A different but no less useful choice is to pick29
k so that v = 0 outside a finite set when v is a function of finite support (see30
Definition 3.16).31
As mentioned in (2) above, the following feature of HE operator theory32
contrasts sharply with the more familiar Hilbert spaces of L2 functions, where33
all R-valued functions define Hermitian multiplication operators.34
Lemma 3.4. If ϕ : G0 → R and Mϕ denotes the multiplication operator Mϕ :35
u 7→ ϕu, then Mϕ is Hermitian if and only if ϕ = 0 in HE .36
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Proof. Choose any representatives for u, v ∈ HE . From the formula (1.9), 1
〈Mϕu, v〉E = 12
∑
x,y∈G0
cxy(ϕ(x)u(x)v(x)− ϕ(x)u(x)v(y)− ϕ(y)u(y)v(x) + ϕ(y)u(y)v(y)).
By comparison with the corresponding expression, this is equal to 〈u,Mϕv〉E iff 2
(ϕ(y) − ϕ(x))u(y)v(x) = (ϕ(y) − ϕ(x))u(x)v(y). However, since we are free to 3
vary u and v, it must be the case that ϕ is constant. 4
Definition 3.5. An exhaustion of G is an increasing sequence of finite and 5
connected subgraphs {Gk}, so that Gk ⊆ Gk+1 and G =
⋃
Gk. 6
Definition 3.6. The notation 7∑
x∈G0
:= lim
k→∞
∑
x∈Gk
(3.2)
is used whenever the limit is independent of the choice of exhaustion {Gk} of 8
G. We typically justify this independence by proving the sum to be absolutely 9
convergent. 10
Remark 3.7. One of the main results in this section is a discrete version of the 11
Gauss-Green theorem presented in Theorem 3.43: 12
〈u, v〉E =
∑
x∈G0
u(x)∆v(x) +
∑
x∈bdG
u(x) ∂v∂n (x), u, v ∈ HE . (3.3)
This differs from the literature, where it is common to find E(u, v) = 〈u,∆v〉`2 13
given as a definition (of E or of ∆, depending on the context), e.g. [Kig01,Kig03, 14
Str08]. 15
We refer to
∑
bdG u
∂v
∂n as the “boundary term” by analogy with classical 16
PDE theory. This terminology should not be confused with the notion of bound- 17
ary that arises in the discussion of the discrete Dirichlet problem. In particular, 18
the boundary discussed in [Kig03] and [Kig08] refers to a subset of G0. By 19
contrast, when discussing an infinite network G, our boundary bdG is never 20
contained in G. Green’s identity follows immediately from (3.3) in the form 21
∑
x∈G0
(u(x)∆v(x)− v(x)∆u(x)) =
∑
x∈bdG
(
v(x) ∂u∂n (x)− u(x) ∂v∂n (x)
)
. (3.4)
Note that our definition of the Laplace operator is the negative of that often 22
found in the PDE literature, where one will find Green’s identity written 23
3.1. The evaluation operator Lx and the reproducing kernel vx 29
∫
Ω
(u∆v − v∆u) =
∫
∂Ω
(u ∂∂nv − v ∂∂nu).
As the boundary term may be difficult to contend with, it is extremely useful1
to know when it vanishes. We have several results concerning this:2
(i) Lemma 3.80 shows the boundary term vanishes when either argument of3
〈u, v〉E has finite support,4
(ii) Lemma 3.53 gives necessary and sufficient conditions on the resistance5
network for the boundary term to vanish for any u, v ∈ HE ,6
(iii) Lemma 3.75 show the boundary term vanishes when both arguments of7
〈u, v〉E and their Laplacians lie in `2.8
In fact, Lemma 3.53 expresses the fact that it is precisely the presence of9
monopoles that prevents the boundary term from vanishing. An example with10
nonvanishing boundary term is given in Example 12.5.11
3.1 The evaluation operator Lx and the repro-12
ducing kernel vx13
Definition 3.8. For any vertex x ∈ G0, define the linear evaluation operator14
Lx on HE by15
Lxu := u(x)− u(o). (3.5)
Lemma 3.9. For any x ∈ G0, one has |Lxu| ≤ kE(u)1/2, where k depends only16
on x.17
Proof. Since G is connected, choose a path {xi}ni=0 with x0 = o, xn = x and18
cxi,xi−1 > 0 for i = 1, . . . , n. For k =
(∑n
i=1 c
−1
xi,xi−1
)1/2
, the Schwarz inequality19
yields20
|Lxu|2 = |u(x)− u(o)|2 =
∣∣∣∣∣
n∑
i=1
√
cxi,xi−1
cxi,xi−1
(u(xi)− u(xi−1))
∣∣∣∣∣
2
≤ k2E(u).
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Definition 3.10. Let vx be defined to be the unique element of HE for which 1
〈vx, u〉E = u(x)− u(o), for every u ∈ HE . (3.6)
This is justified by Lemma 3.9 and the Riesz Representation Theorem. The fam- 2
ily of functions {vx}x∈G0 is called the energy kernel because of Corollary 3.13. 3
Note that vo corresponds to a constant function, since 〈vo, u〉E = 0 for every 4
u ∈ HE . Therefore, this term may be ignored or omitted. 5
Definition 3.11. Let H be a Hilbert space of functions on X. An operator S 6
on H is said to have a reproducing kernel {kx}x∈X ⊆ H iff 7
(Sv)(x) = 〈kx, v〉H, ∀x ∈ X,∀v ∈ H. (3.7)
If S is projection to a subspace L ⊆ H, then one says {kx} is a reproducing 8
kernel for L. If S = I, then H is a reproducing kernel Hilbert space with kernel 9
k. 10
Theorem 3.12 (Aronszajn’s Theorem [Aro50]). Let {fx} be a reproducing ker- 11
nel for H. Define a sesquilinear form on the set of all finite linear combinations 12
of these elements by 13〈∑
x
ξxfx,
∑
y
ηyfy
〉
:=
∑
x
ξxηxfx(y). (3.8)
Then the completion of this set under the form (3.8) is again H. 14
Corollary 3.13. {vx}x∈G0 is a reproducing kernel for HE . Thus, span{vx} is 15
dense in HE . 16
Proof. Choosing representatives with vx(o) = 0, it is trivial to check that 17
〈vx, vy〉E = vx(y) = vy(x) and then apply Aronszajn’s Theorem. 18
There is a rich literature dealing with reproducing kernels and their manifold 19
application to both continuous analysis problems (see e.g., [AD06,AL08,AAL08, 20
BV03, Zha09]), and infinite discrete stochastic models. One of the differences 21
between these studies and our present work is the approach we take in Definition 22
4.9, i.e., the use of “relative” reproducing kernels. 23
Remark 3.14. Definition 3.10 is justified by Corollary 3.13. In this book, the 24
functions vx will play a role analogous to fundamental solutions in PDE theory; 25
see §9.3. 26
The functions vx are R-valued. This can be seen by first constructing the 27
energy kernel for the Hilbert space of R-valued functions on G, and then using 28
3.2. The finitely supported functions and the harmonic functions 31
the decomposition of a C-valued function u = u1+iu2 into its real and imaginary1
parts. Alternatively, see Lemma 3.29.2
Reproducing kernels will help with many calculations and explain several of3
the relationships that appear in the study of resistance networks. They also4
extend the analogy with complex function theory discussed in §9.3. The reader5
may find the references [Aro50,Yoo07,Jor83] to provide helpful background on6
reproducing kernels.7
Remark 3.15 (Probabilistic interpretation of vx). The energy kernel {vx} is8
intimately related to effective resistance distance R(x, y). In fact, R(x, o) =9
vx(x)− vx(o) = E(vx) and similarly, R(x, y) = E(vx − vy). This is discussed in10
detail in §4, but we give a brief summary here, to help the reader get a feeling11
for vx. For a random walk (RW) started at the vertex y, let τx be the hitting12
time of x (i.e., the time at which the random walk first reaches x) and define13
the function14
ux(y) = P[τx < τo| RW starts at y].
Here, the RW is governed by transition probabilities p(x, y) = cxy/c(x); cf. Re-15
mark 3.47. One can show that vx = R(x, o)ux is the representative of vx16
with vx(o) = 0. Since the range of ux is [0, 1], one has 0 ≤ vx(y) − vx(o) ≤17
vx(x) − vx(o) = R(x, o). Many other properties of vx are similarly clear from18
this interpretation. For example, it is easy to compute vx completely on any19
tree.20
3.2 The finitely supported functions and the har-21
monic functions22
Definition 3.16. For v ∈ HE , one says that v has finite support iff there is a23
finite set F ⊆ G0 for which v(x) = k ∈ C for all x /∈ F . Equivalently, the set of24
functions of finite support in HE is25
span{δx} = {u ∈ dom E ... u(x) = k for some k, for all but finitely many x ∈ G0},
(3.9)
where δx is the Dirac mass at x, i.e., the element of HE containing the charac-26
teristic function of the singleton {x}. It is immediate from (1.11) that δx ∈ HE .27
Define Fin to be the closure of span{δx} with respect to E .28
Definition 3.17. The set of harmonic functions of finite energy is denoted29
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Harm := {v ∈ HE ... ∆v(x) = 0, for all x ∈ G0}. (3.10)
Note that this is independent of choice of representative for v in virtue of (1.4). 1
Lemma 3.18. The Dirac masses {δx}x∈G0 form a reproducing kernel for ∆. 2
That is, for any x ∈ G0, one has 〈δx, u〉E = ∆u(x). 3
Proof. Compute 〈δx, u〉E = E(δx, u) directly from formula (1.9). 4
Remark 3.19. Note that one can take the definition of the Laplacian to be the 5
operator A defined via the equation 6
〈δx, u〉E = Au(x).
This point of view is helpful, especially when distinguishing between identities in 7
Hilbert space and pointwise equations. For example, if h ∈ Harm, then ∆h and 8
the constant function 1 are identified in HE because 〈u,∆h〉E = 〈u,1〉E = 0, 9
for any u ∈ HE . However, one should not consider a (pointwise) solution of 10
∆u(x) = 1 to be a harmonic function. 11
Lemma 3.20. For any x ∈ G0, ∆vx = δx − δo. 12
Proof. Using Lemma 3.18, ∆vx(y) = 〈δy, vx〉E = δy(x)−δy(o) = (δx−δo)(y). 13
By applying Lemma 3.20 to vα − vω, we see: 14
Corollary 3.21. The space of dipoles P(α, ω) is nonempty. 15
Lemma 3.18 is extremely important. Since Fin is the closure of span{δx}, 16
it implies that the finitely supported functions and the harmonic functions are 17
orthogonal. This result is called the “Royden Decomposition” in [Soa94, §VI] 18
and also appears elsewhere, e.g., [LP09, §9.3]. 19
Theorem 3.22. HE = Fin⊕Harm. 20
Proof. For all v ∈ HE , Lemma 3.18 gives 〈δx, v〉E = ∆v(x). Since Fin = 21
span{δx}, this equality shows v ⊥ Fin whenever v is harmonic. Conversely, 22
if 〈δx, v〉E = 0 for every x, then v must be harmonic. Recall that constants 23
functions are 0 in HE . 24
Corollary 3.23. span{δx} is dense in HE iff Harm = 0. 25
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Remark 3.24. Corollary 3.23 is immediate from Theorem 3.22, but we wish to1
emphasize the point, as it is not the usual case elsewhere in the literature. Part2
of the importance of the energy kernel {vx} arises from the fact that the Dirac3
masses are generally inadequate as a representing set for HE . This leads to4
unusual consequences, e.g., one may have5
u 6=
∑
x∈G0
u(x)δx, in HE .
More precisely, ‖u −∑x∈Gk u(x)δx‖E may not tend to 0 as k → ∞, for some6
exhaustion {Gk}.7
Definition 3.25. Let fx = PFinvx denote the image of vx under the projection8
to Fin. Similarly, let hx = PHarmvx denote the image of vx under the projection9
to Harm.10
For future reference, we state the following immediate consequence of or-11
thogonality.12
Lemma 3.26. With fx = PFinvx, {fx}x∈G0 is a reproducing kernel for Fin, but13
fx ⊥ Harm. Similarly, with hx = PHarmvx, {hx}x∈G0 is a reproducing kernel14
for Harm, but hx ⊥ Fin.15
Remark 3.27. The role of vx in HE with respect 〈·, ·〉E is directly analogous to16
role of the Dirac mass δx in `2 with respect to the usual `2 inner product. This17
analogy will be developed further when we show that vx is the image of x ∈ G018
under a certain isometric embedding into HE , in §5. It is obvious that δx ∈ HE ,19
and the following result shows that δy is always in span{vx} when deg(y) <∞.20
However, it is not true that vy is always in span{δx}, or even in its closure. This21
is discussed further in §5.22
Lemma 3.28. For any x ∈ G0, δx = c(x)vx −
∑
y∼x cxyvy.23
Proof. Lemma 3.18 implies 〈δx, u〉E = 〈c(x)vx −
∑
y∼x cxyvy, u〉E for every u ∈24
HE , so apply this to u = vz, z ∈ G0. Since δx, vx ∈ HE , it must also be that25 ∑
y∼x cxyvy ∈ HE .26
3.2.1 Real and complex-valued functions on G027
While we will need complex-valued functions for some later results concerning28
spectral theory, it will usually suffice to consider R-valued functions elsewhere.29
Lemma 3.29. The reproducing kernels vx, fx, hx are all R-valued functions.30
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Proof. Computing directly, 1
〈vz, u〉E = 12
∑
x,y∈G0
(vz(x)− vz(y))(u(x)− u(y)) = 〈vz, u〉E .
Then applying the reproducing kernel property, 2
〈vz, u〉E = u(x)− u(o) = u(x)− u(o) = 〈vz, u〉E .
Thus 〈vz, u〉E = 〈vz, u〉E for every u ∈ Harm, and vz must be R-valued. The 3
same computation applies to fz and hz. 4
Definition 3.30. A sequence of functions {un} ⊆ HE converges pointwise in 5
HE iff ∃k ∈ C such that un(x)− u(x)→ k, for each x ∈ G0. 6
Lemma 3.31. If {un} converges to u in E, then {un} converges to u pointwise 7
in HE . 8
Proof. Define wn := un − u so that ‖wn‖E → 0. Then 9
|wn(x)− wn(o)| = |〈vx, wn〉E | ≤ ‖vx‖E · ‖wn‖E n→∞−−−−−→ 0,
so that limwn exists pointwise and is a constant function. 10
3.3 The discrete Gauss-Green formula 11
A key difference between our development of the relationship between the Laplace 12
operator ∆ and the Dirichlet energy form E (embodied in the discrete Gauss- 13
Green formula of Theorem 3.43) is that ∆ is Hermitian but not necessarily 14
self-adjoint in the present context. This is in sharp contrast to the literature 15
on resistance forms [Kig03], the general theory of Dirichlet forms and probabil- 16
ity [FO¯T94, BH91], and Dirichlet spaces in potential theory [Bre67, CC72]. In 17
fact, the “gap” between ∆ and its self-adjoint extensions comprises an impor- 18
tant part of the boundary theory for (G, c), and accounts for features of the 19
boundary terms in the discrete Gauss-Green identity of Theorem 3.43. 20
Before completing the extension of Lemma 1.13 to infinite networks, we need 21
some definitions. 22
Definition 3.32. A monopole at x ∈ G0 is an element wx ∈ HE which satisfies 23
∆wx(y) = δxy, where k ∈ C and δxy is Kronecker’s delta. When nonempty, 24
the set of monopoles at the origin is closed and convex, so E attains a unique 25
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minimum here; let wo always denote the unique energy-minimizing monopole1
at the origin.2
When HE contains monopoles, let Mx denote the vector space spanned by3
the monopoles at x. This implies thatMx may contain harmonic functions; see4
Lemma 3.48. We indicate the distinguished monopoles5
wvx := vx + wo and w
f
x := fx + wo, (3.11)
where fx = PFinvx. (Corollary 3.49 below confirms that wvx = w
f
x for all x iff if6
Harm = 0.)7
Remark 3.33. Note that wo ∈ Fin, whenever it is present in HE , and similarly8
that wfx is the energy-minimizing element of Mx. To see this, suppose wx is9
any monopole at x. Since wx ∈ HE , write wx = f +h by Theorem 3.22, and get10
E(wx) = E(f) + E(h). Projecting away the harmonic component will not affect11
the monopole property, so wfx = PFinwx is the unique monopole of minimal12
energy. Also, wo corresponds to the projection of 1 to D0; see §3.4.1.13
Definition 3.34. The dense subspace of HE spanned by monopoles (or dipoles)14
is15
M := span{vx}x∈G0 + span{wvx, wfx}x∈G0 . (3.12)
Let ∆M be the closure of the Laplacian when taken to have the dense domain16
M.17
Note that M = span{vx} when there are no monopoles (i.e., when all solu-18
tions of of ∆w = δx have infinite energy), and that M = span{wvx, wfx} when19
there are monopoles; see Lemma 3.48.20
The space M is introduced as a dense domain for ∆ and for its use as a21
hypothesis in our main result, that is, as the largest domain of validity for22
the discrete Gauss-Green identity of Theorem 3.43. Note that while a general23
monopole need not be in dom ∆M (see [JP09e, Ex. 13.8 or Ex. 14.39]), we show24
in Lemma 3.38 that it is always the case that it lies in dom ∆∗M.25
Definition 3.35. A Hermitian operator S on a Hilbert space H is called semi-26
bounded iff27
〈v, Sv〉 ≥ 0, for every v ∈ D, (3.13)
so that its spectrum lies in some halfline [κ,∞) and its defect indices agree.28
Lemma 3.36. ∆M is Hermitian; a fortiori, ∆M is semibounded.29
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Proof. Suppose we have two finite sums u =
∑
axwx and v =
∑
bywy, writing 1
wx for wvx or w
f
x. We may assume that o appears neither in the sum u nor for 2
v; see Definition 3.10. Then Lemma 3.18 gives 3
〈u,∆v〉E =
∑
axby〈wx,∆wy〉E =
∑
axby〈wx, δy〉E =
∑
axby∆wx(y) =
∑
axbyδxy.
Of course, 〈∆u, v〉E =
∑
axbyδxy exactly the same way. The argument for linear 4
combinations from {vx} is similar, so ∆M is Hermitian. Then 5
〈u,∆u〉E =
∑
x,y
axayδxy =
∑
x
|ax|2 ≥ 0
shows ∆M is semibounded. The argument for {vx} is similar. 6
Remark 3.37 (Monopoles and transience). The presence of monopoles in HE is 7
equivalent to the transience of the underlying network, that is, the transience of 8
the simple random walk on the network with transition probabilities p(x, y) = 9
cxy/c(x). To see this, note that if wx is a monopole, then the current induced 10
by wx is a unit flow to infinity with finite energy. It was proved in [Lyo83] that 11
the network is transient if and only if there exists a unit current flow to infinity; 12
see also [LP09, Thm. 2.10]. It is also clear that the existence of a monopole at 13
one vertex is equivalent to the existence of a monopole at every vertex: consider 14
vx + wo. The corresponding statement about transience is well-known. 15
Since ∆ agrees with ∆M pointwise, we may suppress reference to the domain 16
for ease of notation. When given a pointwise identity ∆u = v, there is an 17
associated identity in HE , but the next lemma shows that one must use the 18
adjoint. 19
Lemma 3.38. For u, v ∈ HE , ∆u = v pointwise if and only if v = ∆∗Mu in HE . 20
Proof. We show that u ∈ dom ∆∗M for simplicity, so let ϕ ∈ span{vx} be given by 21
ϕ =
∑n
i=1 aivxi ; the proof for ϕ ∈ span{wvx, wfx} is similar. Then Lemma 3.18 22
and Lemma 3.20 give 23
〈∆ϕ, u〉E =
n∑
i=1
ai〈δxi − δo, u〉E =
n∑
i=1
ai(∆u(xi)−∆u(o)).
Since ∆u(x) = v(x) by hypothesis, this may be continued as 24
〈∆ϕ, u〉E =
n∑
i=1
ai(v(xi)− v(o)) =
n∑
i=1
ai〈vxi , v〉E = 〈ϕ, v〉E .
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Then the Schwarz inequality gives the estimate |〈∆ϕ, u〉E | = |〈ϕ, v〉E | ≤ ‖ϕ‖E‖v‖E ,1
which means u ∈ dom ∆∗M. The converse is trivial.2
Remark 3.39 (Monopoles give a reproducing kernel for ran ∆M). Lemma 3.383
means that4
〈wx,∆u〉E = 〈δx, u〉E , for all u ∈ dom ∆M. (3.14)
for every wx ∈Mx. Combined with Lemma 3.18, this immediately gives5
〈wx,∆u〉E = ∆u(x). (3.15)
If {wx}x∈G0 is a collection of monopoles which includes one element from each6
Mx, then this collection is a reproducing kernel for ran ∆M. Note that the7
expression ∆u(x) is defined in terms of differences, so the right-hand side is8
well-defined even without reference to another vertex, i.e., independent of any9
choice of representative.10
As a special case, let wox be the representative of w
f
x which satisfies wox(o) =11
0. Then the Green function is g(x, y) = woy(x), and {wox}x∈G0\{o} gives a re-12
producing kernel for ran ∆M ⊆ Fin. Therefore,M contains an extension of the13
Green kernel to all of HE .14
In Definition 3.34, we give a domain M for ∆ which ensures that ran ∆M15
contains all finitely supported functions and is thus dense in Fin. However, even16
when ∆ is defined so as to be a closed operator, one may not have Fin ⊆ ran ∆;17
in general, the containment ran(Sclo) ⊆ (ranS)clo may be strict. The operator18
closure Sclo is done with respect to the graph norm, and the closure of the range19
is done with respect to E . We note that [MYY94, (G.1)] claims that the Green20
function is a reproducing kernel for all of Fin. In our context, at least, the21
Green function is a reproducing kernel only for ran ∆, where ∆ has been chosen22
with a suitable dense domain. In general, the containment ran ∆ ⊆ Fin may be23
strict. In fact, it is true that ran ∆∗M ⊆ Fin, and even this containment may be24
strict. Note that wfx is the only element of Mx which lies in (ran ∆M)clo, and25
it may not lie in ran ∆M.26
A different choice of domain for ∆ can exacerbate the discrepancy between27
ran ∆ and Fin: if one were to define ∆V to be the closure of ∆ when taken to28
have dense domain V := span{vx} (as the authors did initially), then ran ∆V29
is dense in Fin2, the E-closure of span{δx − δo}. However, it can happen that30
Fin2 is a proper orthogonal subspace of Fin (the E-closure of span{δx}). An31
example of f ∈ Fin1 := Fin	Fin2 is computed in Example 13.38. The domain32
of ∆ can thus induce a refinement of the Royden decomposition:33
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HE = Fin1 ⊕Fin2 ⊕Harm.
See Theorem 3.22 and the comment preceding it. 1
Note that a monopole need not be in dom ∆V ; see Example 12.8 or Exam- 2
ple 13.42. However, it is always the case that wx ∈ dom ∆∗V , which is the content 3
of the following lemma. 4
Remark 3.40 (Monopoles give a reproducing kernel for ran ∆M). Lemma 3.38 5
means that 6
〈wx,∆u〉E = 〈δx, u〉E , for all u ∈ dom ∆M. (3.16)
for every wx ∈Mx. Combined with Lemma 3.18, this immediately gives 7
〈wx,∆u〉E = ∆u(x). (3.17)
If {wx}x∈G0 is a collection of monopoles which includes one element from each 8
Mx, then this collection is a reproducing kernel for ran ∆M. Note that the 9
expression ∆u(x) is defined in terms of differences, so the right-hand side is 10
well-defined even without reference to another vertex, i.e., independent of any 11
choice of representative. 12
As a special case, let wox be the representative of w
f
x which satisfies wox(o) = 13
0. Then the Green function is g(x, y) = woy(x), and {wox}x∈G0\{o} gives a re- 14
producing kernel for ran ∆M ⊆ Fin. Therefore,M contains an extension of the 15
Green kernel to all of HE . 16
Definition 3.41. If H is a subgraph of G, then the boundary of H is 17
bdH := {x ∈ H ... ∃y ∈ H {, y ∼ x}. (3.18)
The interior of a subgraph H consists of the vertices in H whose neighbours 18
also lie in H: 19
intH := {x ∈ H ... y ∼ x =⇒ y ∈ H} = H \ bdH. (3.19)
For vertices in the boundary of a subgraph, the normal derivative of v is 20
∂v
∂n (x) :=
∑
y∈H
cxy(v(x)− v(y)), for x ∈ bdH. (3.20)
Thus, the normal derivative of v is computed like ∆v(x), except that the sum 21
extends only over the neighbours of x which lie in H. 22
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Definition 3.41 will be used primarily for subgraphs that form an exhaustion1
ofG, in the sense of Definition 3.5: an increasing sequence of finite and connected2
subgraphs {Gk}, so that Gk ⊆ Gk+1 and G =
⋃
Gk. Also, recall that
∑
bdG :=3
limk→∞
∑
bdGk
from Definition 3.42.4
Definition 3.42. A boundary sum (or boundary term) is computed in terms of5
an exhaustion {Gk} by6 ∑
bdG
:= lim
k→∞
∑
bdGk
, (3.21)
whenever the limit is independent of the choice of exhaustion, as in Defini-7
tion 3.6. The boundary bdG is examined more closely as an object in its own8
right in §6.9
The key point of the following result is that for u, v in the specified set, the10
two sums are both finite. The decomposition is true for all u, v ∈ HE by taking11
limits of (3.23), but is clearly meaningless if it takes the form ∞−∞.12
Theorem 3.43 (Discrete Gauss-Green Formula). If u ∈ HE and v ∈M, then13
〈u, v〉E =
∑
x∈G0
u(x)∆v(x) +
∑
x∈bdG
u(x) ∂v∂n (x). (3.22)
Proof. It suffices to work with R-valued functions and then complexify after-14
wards. By the same computation as in Lemma 1.13, we have15
1
2
∑
x,y∈Gk
cxy(u(x)− u(y))(v(x)− v(y)) =
∑
x∈intGk
u(x)∆v(x) +
∑
x∈bdGk
u(x) ∂v∂n (x).
(3.23)
Taking limits of both sides as k → ∞ gives (3.22). It remains to see that16
one of the sums on the right-hand side is finite (and hence that both are). For17
this part, we work just with u and polarize afterwards. Note that if v = wz is18
a monopole, then19
∑
x∈G0
u(x)∆v(x) =
∑
x∈G0
u(x)δz(x) = u(z).
This is obviously independent of exhaustion, and immediately extends to v ∈20
M.21
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Remark 3.44. It is clear that (3.22) remains true much more generally than un- 1
der the specified conditions. Clearly, the formula holds whenever
∑
x∈G0 |u(x)∆v(x)| <2
∞. Unfortunately, given any hypotheses more specific than this, the limitless 3
variety of infinite networks almost always allow one to construct a counterex- 4
ample; i.e. one cannot give a condition for which the formula is true for all 5
u ∈ HE , for all networks. To see this, suppose that v =
∑∞
i=1 aiwxi with each 6
wxi a monopole at the vertex xi. Then 7
∑
x∈G0
u(x)∆v(x) =
∞∑
i=1
aiu(xi),
and one would need to provide a condition on sequences {ai} that would ensure 8∑∞
i=1 aiu(xi) is absolutely convergent for all u ∈ HE . Such a hypothesis is not 9
likely to be useful (if it is even possible to construct) and would depend heavily 10
on the network under investigation. Nonetheless, the formula remains true in 11
many specific contexts. For example, it is clearly valid whenever v is a dipole, 12
including all those in the energy kernel. We will also see that it holds for the 13
projections of vx to Fin and to Harm. Consequently, for v which are limits of 14
elements inM, we often use this result in combination with ad hoc arguments. 15
After reading a preliminary version of this paper, a reader pointed out to 16
us that a formula similar to (3.22) appears in [DK88, Prop 1.3]; however, these 17
authors apparently do not pursue the extension of this formula to infinite net- 18
works. We were also directed towards [KY89, Thm. 4.1], in which the authors 19
give some conditions under which Lemma 1.13 extends to infinite networks. The 20
main differences here are that the scope of Kayano and Yamasaki’s theorem is 21
limited to a subset of what we call Fin, and that Kayano and Yamasaki are 22
interested in when the boundary term vanishes; we are more interested in when 23
it is finite and nonvanishing; see Theorem 3.53, for example. Since Kayano and 24
Yamasaki do not discuss the structure of the space of functions they consider, 25
it is not clear how large the scope of their result is; their result requires the hy- 26
pothesis
∑
x∈G0 |u(x)∆v(x)| < ∞, but it is not so clear what functions satisfy 27
this. By contrast, we develop a dense subspace of functions on which to apply 28
the formula. Furthermore, we show in the next chapter that these functions are 29
relatively easy to compute. 30
Recall that span{hx} is a dense subspace of Harm; the following boundary 31
representation of harmonic functions in this space is the focus of Chapter 6. 32
Corollary 3.45 (Boundary representation of harmonic functions). For all u ∈
span{hx},
u(x) =
∑
bdG
u∂hx∂n + u(o). (3.24)
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Proof. Note that u(x)− u(o) = 〈vx, u〉E = 〈u, vx〉E =
∑
bdG u
∂hx
∂n by (3.6).1
Lemma 3.46. For all u ∈ dom ∆V ,
∑
G0 ∆u = −
∑
bdG
∂u
∂n . Thus, the Discrete2
Gauss-Green formula (3.22) is independent of representatives.3
Proof. On each (finite) Gk in any given exhaustion,4
∑
x∈intGk
∆u(x) +
∑
x∈bdGk
∂u
∂n (x) =
∑
x,y∈Gk
cxy(u(x)− u(y)) = 0,
since each edge appears twice in the sum; once with each sign (orientation). For5
the second claim, we apply the formula of the first to see that the result remains6
true when u is replaced by u+ k:7
∑
G0
(u+ k)∆v +
∑
bdG
(u+ k) ∂v∂n =
∑
G0
u∆v +
∑
bdG
u ∂v∂n + k


(∑
G0
∆v +
∑
bdG
∂v
∂n
)
.
3.4 More about monopoles and the space M8
This section studies the role of the monopoles with regard to the boundary9
term of Theorem 3.43, and provides several characterizations of transience of10
the network, in terms the operator-theoretic properties of ∆M.11
Note that if h ∈ Harm satisfies the hypotheses of Theorem 3.43, then E(h) =12 ∑
bdG h
∂h
∂n . In Theorem 3.53 we show that E(u) =
∑
G0 u∆u for all u ∈ HE13
iff the network is recurrent. With respect to HE = Fin ⊕ Harm, this shows14
that the energy of finitely supported functions comes from the sum over G0,15
and the energy of harmonic functions comes from the boundary sum. However,16
for a monopole wx, the representative specified by wx(x) = 0 satisfies E(w) =17 ∑
bdG w
∂w
∂n but the representative specified by wx(x) = E(wx) satisfies E(w) =18 ∑
G0 w∆w. Roughly speaking, a monopole is therefore “half of a harmonic19
function” or halfway to being a harmonic function. A further justification for20
this comment is given by Corollary 3.49: the proof shows that a harmonic21
function can be constructed from two monopoles at the same vertex. A different22
perspective one the same theme is given in Remark 3.62. The general theme of23
this section is the ability of monopoles to “bridge” the finite and the harmonic.24
Remark 3.47. The presence of monopoles in HE is equivalent to the transience25
of the underlying network, that is, the transience of the simple random walk on26
the network with transition probabilities p(x, y) = cxy/c(x). To see this, note27
that if wx is a monopole, then the current induced by wx is a unit flow to infinity28
with finite energy. It was proved in [Lyo83] that the network is transient if and29
42 Chapter 3. The energy Hilbert space
only if there exists a unit current flow to infinity; see also [LP09, Thm. 2.10]. 1
As mentioned in Corollary 2.28, the existence of a monopole at one vertex is 2
equivalent to the existence of a monopole at every vertex. 3
Lemma 3.48. When the network is transient,M contains the spaces span{vx}, 4
span{fx}, and span{hx}, where fx = PFinvx and hx = PHarmvx. 5
Proof. The first two are obvious, since vx = wvx − wo and fx = wfx − wo by 6
Definition 3.32. For the harmonics, note that these same identities give 7
wvx − wo = vx = fx + hx = wfx − wo + hx,
which implies that hx = wvx − wfx. (Of course, wvx = wfx when Harm = 0.) 8
Corollary 3.49. Harm 6= 0 iff there is more than one monopole at x. 9
Proof. As usual, if this is true for any x, it is true for all. Suppose HE contains 10
a monopole wx 6= wvx. Then h := wvx − wx is a nonzero harmonic function in 11
HE . 12
Theorem 3.50 ( [Soa94, Thm. 1.33]). Let u be a nonnegative function on a 13
recurrent network. Then u is superharmonic if and only if u is constant. 14
Corollary 3.51. If Harm 6= 0, then there is a monopole in HE . 15
Proof. If h ∈ Harm and h 6= 0, then h = h1 − h2 with hi ∈ Harm and hi ≥ 0, 16
by [Soa94, Thm. 3.72]. (Here, hi ≥ 0 means that hi is bounded below, and so 17
we can choose a representative which is nonnegative.) Since the hi cannot both 18
be 0, Theorem 3.50 implies the network is transient. Then by [Lyo83, Thm. 1], 19
the network supports a monopole. 20
Definition 3.52. The phrase “the boundary term is nonvanishing” indicates 21
that (3.22) holds with nonzero boundary sum when applied to 〈u, v〉E , for every 22
representative of u except the one specified by u(x) = 〈u,w〉E , for w ∈Mx. 23
Recall from Remark 3.47 that the network is transient iff there are monopoles 24
in HE . 25
Theorem 3.53. The network is transient if and only if the boundary term 26
is nonvanishing. Moreover, the boundary term vanishes for the elements of 27
ran ∆M. 28
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Proof. (⇒) If the network is transient, then as explained in Remark 3.47, there1
is a w ∈ HE with ∆w = δz. Now let wz := PFinw so that for any u ∈ dom ∆V ,2
(3.22)3
〈u,wz〉E = u(z) +
∑
bdG
u∂wz∂n .
It is immediate that
∑
bdG u
∂wz
∂n = 0 if and only if the computation is done4
with the representative of u specified by u(z) = 〈u,wz〉E .5
(⇐) Suppose that there does not exist w ∈ HE with ∆w = δz, for any6
z ∈ G0. Then M = span{vx} as discussed in Definition 3.32. Therefore, it7
suffices to show that8
〈u, vx〉E =
∑
x∈G0
u∆vx,
but this is clear because both sides are equal to u(x) − u(o) by (3.6) and9
Lemma 3.20.10
For the final claim, note that if u ∈ ran ∆M, then (3.17) gives11
u(x) = 〈u,wx〉E =
∑
G0
u∆wx +
∑
bdG
u∂wx∂n = u(x) +
∑
bdG
u∂wx∂n ,
so that the boundary term must vanish.12
Remark 3.54. It follows from Theorem 3.53 that a monopole wx cannot lie in13
ran ∆V . However, one can have wx ∈ ran ∆∗V , as in Example 13.42.14
Lemma 3.55. The network is transient if and only if there is a sequence {εk}15
with εk → 0 and supk ‖(εk + ∆)−1δx‖E ≤ B <∞.16
Proof. For both directions of the proof, we let fk := (εk + ∆)−1δx.17
(⇒) Let ∆∗ be any self-adjoint extension1 of ∆V , and let E(dλ) be the corre-18
sponding projection-valued measure. Then19
Rεu = (ε+ ∆∗ )−1u =
∫ ∞
0
1
ε+ λ
E(dλ)u, (3.25)
where we use the notation Rε := (ε+ ∆∗ )−1 for the resolvent. Note that ∆∗ Rε ⊆20
(∆∗ Rε)∗ = ∆∗ ∗R∗ε = ∆∗ Rε. On the other hand, ∆∗ ⊆ ∆∗V and therefore Rε∆∗ ⊆21
1For concreteness, one may take the Friedrichs extension, see (B.9) but this is not necessary.
See also Definition 6.6 and §7.1 in this regard.
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Rε∆∗V . Combining these gives ∆∗ Rε ⊆ Rε∆∗V . Now we apply this and (3.25) to 1
u = ∆∗w to get 2
fk = (εk + ∆∗ )−1δx = (εk + ∆∗ )−1∆∗Vw = ∆∗ (εk + ∆∗ )
−1w =
∫ ∞
0
λ
εk + λ
E(dλ)w.
Note that Rε is bounded, and so w ∈ domRε automatically. This integral 3
implies 4
‖fk‖2E ≤
∫ ∞
0
(
λ
εk + λ
)2
‖E(dλ)w‖2E ≤
∫ ∞
0
‖E(dλ)w‖2E = ‖w‖2E .
Thus we have supk ‖(εk + ∆)−1δx‖E = sup ‖fk‖E ≤ B = ‖w‖E <∞. 5
(⇐) We show the existence of a monopole at x. Since εkfk + ∆fk = δx, the 6
bound sup ‖fk‖E ≤ B implies that 7
‖∆fk − δx‖E = ‖εkfk‖ ≤ εkB → 0.
Let w be a weak-∗ limit of {fk}. Then for ϕ ∈ dom ∆V , 8
〈∆ϕ,w〉E = lim
k→∞
〈∆ϕ, fk〉E = lim
k→∞
〈ϕ,∆fk〉E = lim
k→∞
〈ϕ, δx − εkfk〉E = 〈ϕ, δx〉E ,
so that w is a monopole at x. 9
Lemma 3.56. On any network, (ran ∆M)
clo ⊆ Fin and hence Harm ⊆ ker ∆∗M. 10
Proof. If v ∈ M, then clearly ∆Mv ∈ Fin. To close the operator, we consider 11
sequences {un} ⊆ M which are Cauchy in E , and for which {∆un} is also Cauchy 12
in E , and then include u := limun in dom ∆M by defining ∆Mu := lim ∆Mun. 13
Since fn := ∆Mun has finite support for each n, the E-limit of {fn} must lie in 14
Fin. Since Fin is closed, the first claim follows. The second claim follows upon 15
taking orthogonal complements. 16
Theorem 3.57. The network is transient if and only if (ran ∆∗M)
c` = Fin. 17
Proof. (⇒) If the network is transient, we have a monopole at every vertex; see 18
Remark 3.47. Then any u ∈ span{δx} is in ran ∆∗M because the monopole wx is 19
in dom ∆M, and so Fin ⊆ ran ∆∗M. The other inclusion is Lemma 3.56. 20
(⇐) If δx ∈ ran ∆M for some x ∈ G0, then ∆Mw = δx for w ∈ dom ∆M ⊆ 21
dom E and so w is a monopole. Then the induced current dw is a unit flow to 22
infinity, and the network is transient, again by [Lyo83]. 23
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3.4.1 Comparison with the grounded energy space1
There are some subtleties in the relationship between HE and D as discussed2
in [LP09] and [KY89, KY84, MYY94, Yam79], so we take a moment to give3
details. We have attempted to match the notation of these sources.4
Definition 3.58. The inner product5
〈u, v〉o := u(o)v(o) + 〈u, v〉E .
makes dom E into a Hilbert space D which we call the grounded energy space.6
Let D0 be the closure of span{δx} in D and let HD be the space of harmonic7
functions in D.8
Throughout this section (only), we use the notation uo := u(o), for u ∈ D.9
Definition 3.59. With regard to D, we define the vector subspace10
M−o := {u ∈ D ... ∆u = −uoδo}. (3.26)
Note that M−o contains the harmonic subspace11
HDo := {u ∈ D ... ∆u = 0 and uo = 0}. (3.27)
The previous definition is motivated by the following lemma.12
Lemma 3.60. D⊥0 =M−o and hence D = D0 ⊕M−o .13
Proof. With uo := u(o), we have u ∈ D⊥0 iff u ⊥ span{δx}, which means that14
0 = 〈u, δx〉o = uoδx(o) + 〈u, δx〉E = uoδxo + ∆u(x), ∀x ∈ G0, (3.28)
which means ∆u = −uoδo.15
Let us denote the projection of D to D0 by PD0 and the projection to D
⊥
016
by P⊥D0 .17
Remark 3.61. The constant function 1 decomposes into a linear combination18
of two monopoles: let v = PD01 and u = P
⊥
D0
1 = 1 − v, and observe that19
∆u = −uoδo by Lemma 3.60 and that ∆v = ∆(1 − u) = −∆u = uoδo, so20
uo = 1 − vo gives ∆v = (1 − vo)δo. In general, the constant function k121
decomposes into v = PD0k1 and u = P
⊥
D0
k1, where22
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∆v = (k − uo)δo and ∆u = −uoδo.
With respect to the decomposition D = D0 ⊕ M−o , given by Lemma 3.60, 1
there are two monopoles w(1)o ∈ D0 and w(2)o ∈ M−o (which may be equal) 2
such that 1 = uow
(1)
o − uow(2)o . When one passes from D to HE by modding 3
out constants, these components of 1 add together to form (possibly constant) 4
harmonic functions. An example of this is given in Example 13.36. 5
Consequently, Lemma 3.60 yields a short proof of [LP09, Exc. 9.6c]: Prove 6
that the network is recurrent iff 1 ∈ D0. To see this, observe that if u is the 7
projection of 1 to D⊥0 , then u 6= 0 iff there is a monopole. This result first 8
appeared (in more general form) in [Yam77, Thm. 3.2]. 9
Remark 3.62. Despite the fact that Theorem 3.22 gives HE = Fin ⊕ Harm, 10
note that D 6= D0 ⊕ HD. This is a bit surprising, since HE = D/C1, etc., 11
and this mistake has been made in the literature, e.g. [Yam79, Thm. 4.1]. The 12
discrepancy results from the way that 1 behaves with respect to PD0 ; this is 13
easiest to see by considering 14
D0 + k := {f + k1 ... f ∈ D0, k ∈ C}, k 6= 0.
If the network is transient and f ∈ D0 + k, k 6= 0, then f = g + k1 for some 15
g ∈ D0, and 16
f = (g + kPD01) + kP
⊥
D01
shows f /∈ D0. Nonetheless, it is easy to check that D0 + k is equal to the 17
o-closure of span δx + k, and hence that (D0 + C1)/C1 = Fin. This appears 18
in [LP09, Exc. 9.6b]. Similarly, note that for a general h ∈ HD, one has 19
h = P⊥D0h+ k1, so that h /∈ D⊥0 . 20
We conclude with a curious lemma that can greatly simplify the computation 21
of monopoles of the form PD01; it is used in Example 13.36. In the next lemma, 22
uo = u(o), as above. 23
Lemma 3.63. Let u ∈ D⊥0 . Then u = P⊥D01 if and only if uo = E(u) + u2o ∈ 24
[0, 1). 25
Proof. From ‖u‖2o + ‖1 − u‖2o = ‖1‖2o = 1, one obtains E(u) − uo + |uo|2 = 0. 26
From 〈u,1−u〉o = 0, one obtains E(u)−uo+|uo|2 = 0. Combining the equations 27
gives uo = uo = 12 (1 ±
√
1− 4E(u)), so that uo ∈ [0, 1]. However, uo 6= 1 or 28
else E(u) = 0 would imply 1 ∈ D⊥0 in contradiction to (3.28). The converse is 29
clear. 30
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Remark 3.64. The significance of the parameter uo is not clear. However, it1
appears to be related to the overall “strength” of the conductance of the network;2
we will see in Example 13.36 that uo ≈ 1 corresponds to rapid growth of c3
near ∞. Also, it follows from the Remark 3.61 and Lemma 3.63 that uo = 04
corresponds to the recurrence. There is probably a good interpretation of uo5
in terms of probability and/or the speed of the random walk, but we have not6
yet determined it. The existence of conductances attaining maximal energy7
E(P⊥D01) = 14 is similarly intriguing, and even more mysterious. Example 13.368
shows that the maximum is attained on (Z, cn) for c = 2.9
3.5 Applications and extensions10
In §3.5.1, we use the techniques developed above to obtain new and succinct11
proofs of four known results, and in §3.5.2 we give some useful special cases of12
our main result, Theorem 3.43.13
Definition 3.65. For an infinite graph G, we say u(x) vanishes at ∞ iff14
for any exhaustion {Gk}, one can always find k and a constant C such that15
‖u(x) − C‖∞ < ε for all x /∈ Gk. One can always choose the representative of16
u ∈ HE so that C = 0, but this may not be compatible with the choice u(o) = 0.17
Definition 3.66. Say γ = (x0, x1, x2, . . . ) is a path to ∞ iff xi ∼ xi−1 for each18
i, and for any exhaustion {Gk} of G,19
∀k,∃N such that n ≥ N =⇒ xn /∈ Gk. (3.29)
3.5.1 More about Fin and Harm20
The next two results are almost converse to each other, although the exact21
converse of Lemma 3.67 is false; see [JP09e, Fig. 10 or Ex. 14.16]. Lemma 3.6722
is related to [Soa94, Thm. 3.86], in which the result is stated as holding almost23
everywhere with respect to the notion of extremal length.24
Lemma 3.67. If u ∈ HE and u vanishes at ∞, then u ∈ Fin.25
Proof. Let u = f + h ∈ HE vanish at ∞. This implies that for any exhaustion26
{Gk} and any ε > 0, there is a k and C for which ‖h(x)−C‖∞ < ε outside Gk.27
A harmonic function can only obtain its maximum on the boundary, unless it is28
constant, so in particular, ε bounds ‖h(x)− C‖∞ on all of Gk. Letting ε → 0,29
h tends to a constant function and u = f .30
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Lemma 3.68. If h ∈ Harm is nonconstant, then from any x0 ∈ G0, there is a 1
path to infinity γ = (x0, x1, . . . ), with h(xj) < h(xj+1) for all j = 0, 1, 2, . . . . 2
Proof. Abusing notation, let h be any representative of h. Since h(x) =
∑
y∼x
cxy
c(x)h(y) ≤3
supy∼x h(y) and h is nonconstant, we can always find y ∼ x for which h(y1) > 4
h(x0). This follows from the maximal principle for harmonic functions; cf. 5
[LP09, §2.1], [LPW08, Ex. 1.12], or [Soa94, Thm. 1.35]. Thus, one can induc- 6
tively construct a sequence which defines the desired path γ. Note that γ is 7
infinite, so the condition h(xj) < h(xj+1) eventually forces it to leave any finite 8
subset of G0, so Definition 3.66 is satisfied. 9
It is instructive to prove the contrapositive of Lemma 3.67 directly: 10
Lemma 3.69. If h ∈ Harm \ {0}, then h has at least two different limiting 11
values at ∞. 12
Proof. Choose x ∈ G0 for which hx = PHarmvx ∈ HE is nonconstant. Then 13
Lemma 3.68 gives a path to infinity γ1 along which hx is strictly increasing. 14
Since the reasoning of Lemma 3.68 works just as well with the inequalities 15
reversed, we also get γ2 to ∞ along which hx is strictly decreasing. This gives 16
two different limiting values of hx, and hence hx cannot vanish at ∞. 17
Corollary 3.70. If h ∈ Harm is nonconstant, then h /∈ `p(G0) for any 1 ≤ 18
p <∞. 19
Proof. Lemma 3.69 shows that no matter what representative is chosen for h, 20
the sum ‖h‖p =
∑
x∈G0 |h(x)|p has the lower bound
∑
x∈F ε
p = εp|F |, for some 21
infinite set F ⊆ G0. 22
3.5.2 Special applications of the Discrete Gauss-Green for- 23
mula 24
In this section, we use Lemma 1.13 to infinite networks to establish that ∆ 25
is Hermitian when its domain is correctly chosen (Corollary 3.73), and that 26
Lemma 1.13 remains correct on infinite networks for vectors in span{vx} (The- 27
orem 3.80). 28
Lemma 3.71. If v ∈ span{vx}, then 〈u, v〉E =
∑
x∈G0 u(x)∆v(x). 29
Proof. It suffices to consider v = vx, whence 30
∑
G0
u(y)∆vx(y) =
∑
G0
u(y)(δx − δo)(y) = u(x)− u(o) = 〈u, vx〉E ,
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by Lemma 3.20 and the reproducing property of Corollary 3.13.1
Theorem 3.72. For u, v ∈ span{vx},2
〈u,∆v〉E =
∑
x∈G0
∆u(x)∆v(x). (3.30)
Furthermore,
∑
x∈G0 ∆u(x) = 0 for u ∈ span{vx}.3
Proof. Let u ∈ span{vx} be given by the finite sum u =
∑
x ξxvx. Since vo is a4
constant, we may assume the sum does not include o. Then5
∆u(y) =
∑
x
ξx∆vx(y) =
∑
x
ξx(δx − δo)(y) = ξy. (3.31)
Now we have6
〈u,∆u〉E =
∑
x,y
ξxξy〈vx,∆vy〉E =
∑
x,y
ξxξy〈vx, δy − δo〉E .
Since it is easy to compute 〈vx, δy− δo〉E = δxy + 1 (Kronecker’s delta), we have7
〈u,∆u〉E =
∑
x,y
ξxξy(δxy + 1) =
∑
x
|ξx|2 +
∣∣∣∣∣∑
x
ξx
∣∣∣∣∣
2
(3.32)
=
∑
x
|∆u(x)|2 +
∣∣∣∣∣∑
x
∆u(x)
∣∣∣∣∣
2
, (3.33)
by (3.31). Since u ∈ span{vx}, ∆u ∈ span{δx − δo} (see (3.31)), so that8
〈u,∆u〉E < ∞ and (3.32) is convergent. Therefore,
∑
x ∆u(x) is absolutely9
convergent, hence independent of exhaustion. Since10
∑
x∈G0
∆vy(x) = 1− 1 = 0
by Lemma 3.20, it follows that
∑
x ∆u(x) = 0, and the second sum in (3.32)11
vanishes. Then (3.30) follows by polarizing.12
Corollary 3.73. The Laplacian ∆V is Hermitian and even semibounded on13
dom ∆V (see Definition B.10) with14
0 ≤
∑
x∈G0
|∆u(x)|2 ≤ 〈u,∆u〉E <∞. (3.34)
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Proof. For u, v ∈ span{vx}, two applications of Lemma 3.72 yield 1
〈∆u, v〉E =
∑
x∈G0
∆u(x)∆v(x) =
∑
x∈G0
∆u(x)∆v(x) = 〈∆v, u〉E .
This property is clearly preserved under closure of the operator. 2
Now let u ∈ dom ∆V and choose {un} ⊆ V with limn→∞ ‖un − u‖E = 3
limn→∞ ‖∆un −∆u‖E = 0. Then Fatou’s lemma [Mal95, Thm. I.7.7] yields 4
∑
x∈G0
|∆u(x)|2 =
∑
x∈G0
lim |∆un(x)|2 ≤ lim
n→∞〈un,∆un〉E = 〈u,∆u〉E , (3.35)
which gives the central inequality in (3.34) and hence semiboundedness. 5
Remark 3.74. The notation u ∈ `1 means ∑x∈G0 |u(x)| < ∞ and the notation 6
u ∈ `2 means ∑x∈G0 |u(x)|2 < ∞. When discussing an element u of HE , we 7
say u lies in `2 if it has a representative which does, i.e., if u+ k ∈ `2 for some 8
k ∈ C. This constant is clearly necessarily unique on an infinite network, if it 9
exists. 10
The next result is a partial converse to Theorem 3.43. 11
Lemma 3.75. If u, v,∆u,∆v ∈ `2, then 〈u, v〉E =
∑
x∈G0 u(x)∆v(x), and 12
u, v ∈ dom E. 13
Proof. If u,∆v ∈ `2, then u∆v ∈ `1, and the following sum is absolutely con- 14
vergent: 15
∑
x∈G0
u(x)∆v(x) =
1
2
∑
x∈G0
u(x)∆v(x) +
1
2
∑
y∈G0
u(y)∆v(y)
=
1
2
∑
x∈G0
∑
y∼x
cxyu(x)(v(x)− v(y))− 12
∑
y∈G0
∑
x∼y
cxyu(y)(v(x)− v(y))
=
1
2
∑
x∈G0
∑
y∼x
cxy(u(x)− u(y))(v(x)− v(y)),
which is (1.9). Absolute convergence justifies the rearrangement in the last 16
equality; the rest is merely algebra. Substituting u in for v in the identity just 17
established, u∆u ∈ `1 shows u ∈ dom E , and similarly for v. 18
Remark 3.76. All that is required for the computation in the proof of Lemma 3.75 19
is that u∆v ∈ `1, which is certainly implied by u,∆v ∈ `2. However, this would 20
not be sufficient to show u or v lies in dom E . 21
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We will see in Theorem 3.67 that if h ∈ Harm is nonconstant, then h+ k is1
bounded away from 0 on an infinite set of vertices, for any choice of constant k.2
So the next result should not be surprising.3
Corollary 3.77. If h ∈ HE is a nontrivial harmonic function, then h cannot4
lie in `2.5
Proof. If h ∈ `2, then E(h) = ∑x∈G0 h(x)∆h(x) = ∑x∈G0 h(x) · 0 = 0 by6
Lemma 3.75. But since h is nonconstant, E(h) > 0! <↙7
Remark 3.78 (Restricting to `2 misses the most interesting bit). When studying8
the graph Laplacian, some authors define dom ∆ = {v ∈ `2 ... ∆v ∈ `2}. Our9
philosophy is that dom E is the most natural context for the study of functions10
on G0, and this is motivated in detail in §5.1. Some of the most interesting phe-11
nomena in dom E are due to the presence of nontrivial harmonic functions, as we12
show in this section and the examples of §12–§13. Consequently, Corollary 3.7713
shows why one loses some of the most interesting aspects of the theory by only14
studying those v which lie in `2. Example 12.2 illustrates the situation of Corol-15
lary 3.77 on a tree network. In general, if a at least two connected components16
of G \ {o} are infinite, then vx /∈ `2 for vertices x in these components.17
3.5.3 The Discrete Gauss-Green formula for networks with18
vertices of infinite degree19
If there are vertices of infinite degree in the network, then it does not necessary20
follow that span{δx} ⊆ span{vx}, or that span{δx} ⊆ M. However, we do have21
the following version of Theorem 3.43. When all vertices have finite degree,22
Theorem 3.80 follows from Theorem 3.43 by Lemma 3.28.23
Definition 3.79. Let F := span{δx}x∈G0 denote the vector space of finite24
linear combinations of Dirac masses, and let ∆F be the closure of the Laplacian25
when taken to have the domain F .26
Note that F is a dense domain only when Harm = 0, by Corollary 3.23.27
Again, since ∆ agrees with ∆F pointwise, we may suppress reference to the28
domain for ease of notation. The next result extends Lemma 1.13 to infinite29
networks.30
Theorem 3.80. If u or v lies in dom ∆F , then 〈u, v〉E =
∑
x∈G0 u(x)∆v(x).31
Proof. First, suppose u ∈ dom ∆F and choose a sequence {un} ⊆ span{δx} with
‖un − u‖E → 0. From Lemma 3.18, one has 〈δx, v〉E = ∆v(x), and hence
〈un, v〉E =
∑
x∈G0
un(x)∆v(x)
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holds for each n. Define M := sup{‖un‖E}, and note that M < ∞, since this 1
sequence is convergent (to ‖u‖E). Moreover, |〈un, v〉E | ≤M ·‖v‖E by the Schwarz 2
inequality. Since un converges pointwise to u in HE by Lemma 3.31, this bound 3
will allow us to apply Fatou’s Lemma (as stated in [Mal95, Lemma 7.7], for 4
example), as follows: 5
〈u, v〉E = lim
n→∞〈un, v〉E hypothesis
= lim
n→∞
∑
x∈G0
un(x)∆v(x) un ∈ span{δx}
=
∑
x∈G0
u(x)∆v(x).
Note that the sum overG0 is absolutely convergent, as required by Definition 3.5. 6
Now suppose that v ∈ dom ∆F and observe that this implies v ∈ Fin also. 7
By Theorem 3.22, one can decompose u = f + h where f = PFinu and h = 8
PHarmu, and then 9
〈u, v〉E = 〈f, v〉E + 〈h, v〉E = 〈f, v〉E ,
since h is orthogonal to v. Now apply the previous argument to 〈f, v〉E . 10
3.6 Remarks and references 11
For background material and applications of reproducing kernel Hilbert spaces, 12
we suggest the standard references [PS72,Aro50] as well as [AD06,AL08,Kai65, 13
MYY94, Yoo07, Zha09, BV03, Arv97, Arv76c, ADV09]. Of the cited references 14
for this chapter, some are more specialized. However for prerequisite material 15
(if needed), the reader may find key facts used above on operators in Hilbert 16
space in the books by Dunford-Schwartz [DS88], and Kato [Kat95]. Soardis 17
book [Soa94] on potential theory is also helpful. 18
The space of finite-energy functions (often called Dirichlet or Dirichlet-
summable functions) on a space is studied widely throughout the literature.
In the context of graphs and networks, we recommend the references [Soa94]
(especially Chap. III) and [LP09] (especially Chap. 9), and the papers [Kig03,
Yam79, Yam77, MYY94, CW92, Woe96, KY89, KY84, KY82], although we first
learned about it from [Kig01] and [Str06]. Throughout most of this literature,
the authors study the grounded energy space, and it is the purpose of §3.4.1 to
clarify the relations between
E(u, v) and E(u, v) + u(o)v(o),
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and hence also between
HE = Fin⊕Harm and D = D0 ⊕M−o .
Remark 3.81. Theorem 3.22, which shows thatHE = Fin⊕Harm, is often called1
the “Royden Decomposition” in the literature, in honour of Royden’s analogous2
result for Riemann surfaces. In many contexts which admit a Laplace operator3
or suitable analogue, the ensuing decomposition into “finite” and “harmonic”4
function spaces is typically called the Royden decomposition, even though the5
actual contributions of Royden are related only in spirit.6
Note that in [Soa94, Thm. 3.69] (and see [LP09, §9.3]), the author uses the7
grounded inner product and hence the decomposition D = D0 + HD is not8
orthogonal.9
Of course, the energy form E is a Dirichlet form, and the reader seeking10
more background on the general theory of Dirichlet forms and probability should11
see [FO¯T94, BH91], and for Dirichlet spaces in potential theory [Bre67, CC72].12
The best reference for Dirichlet forms in the present context would be Kigami’s13
treatment of resistance forms in [Kig03]. However, one should also see [RS95]14
and the lovely volume [JKM+98].15
For further material on harmonic functions of finite energy, see [CW92].16
Remark 3.82. In [Kig03], Kigami constructs the Green kernel elements gxB(y) =17
gB(x, y) using potential-theoretic methods. In this context, B is a nonempty18
finite set which is considered as the boundary of a Dirichlet problem. In the case19
when B = {o}, one has gxb = vx, where vx is an element of the energy kernel20
as defined in Definition 3.10. However, the construction we give here is entirely21
in terms of Riesz duality and the Hilbert space structure of HE , as opposed to22
discrete potential theory, and was discovered independently.23
While [Kig01] and [Kig03] are often thought to pertain specifically to self-24
similar fractals, there are large parts of both works which are applicable to25
discrete potential theory more broadly. In particular, many key properties of26
the resistance metric and its interrelations with the Laplacian and energy form27
were first worked out in [Kig03].28
Remark 3.83 (Comparison to Kuramochi kernel). After a first version of this29
book was completed, the authors were referred to [MYY94] in which the au-30
thors construct a reproducing kernel very similar to ours, which they call the31
Kuramochi kernel. Indeed, the Kuramochi kernel element kx corresponds to the32
representative of vx which takes the value 0 at o. This makes the Kuramochi33
kernel a reproducing kernel for the space of functions34
D(G; o) := {u ∈ dom E ... u(o) = 0}.
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As advantages of the present approach, we note that our formulation puts the 1
Green kernel in the same space as the reproducing kernel. This will be helpful 2
below; for example, the kernel elements vx and fx = PHarmvx can be decomposed 3
in terms of the Green kernel. See Definition 3.32 and Remark 3.40. The reader 4
will find that we put the energy kernel to very different uses the Kuramochi 5
kernel. 6
Chapter 41
The resistance metric2
“The further a mathematical theory is developed, the more harmoniously and
uniformly does its construction proceed, and unsuspected relations are disclosed
between hitherto separated branches of the science.” — D. Hilbert
3
We now introduce the natural notion of distance on (G, c): the resistance4
metric R. While not as intuitive as the more common shortest-path metric,5
it reflects the topology of the graph more accurately and may be more useful6
for modeling and practical applications. The effective resistance is intimately7
related to the random walk on (G, c), the Laplacian, and the Dirichlet energy8
form [Kig03,LP09,LPW08,Soa94,Kig01,Str06,DS84].9
In §4.1, we give several formulations of this metric (Theorem 4.2), each10
with its own advantages. Many of these are familiar from the literature: (4.1)11
from [Pow76b] and [Per99, §8], (4.2) from [DS84], (4.3) from [DS84, Pow76b],12
(4.4)–(4.5) from [Kig03,Kig01,Str06].13
In §4.2, we extend these formulations to infinite networks. Due to the pos-14
sible presence of nontrivial harmonic functions, some care must be taken when15
adjusting these formulations. It turns out that there are two canonical exten-16
sions of the resistance metric to infinite networks which are distinct precisely17
when Harm 6= 0 (cf. [LP09] and the references therein): the “free” resistance18
and the “wired” resistance. We are able to clarify and explain the difference19
in terms of the reproducing kernels for HE and for Fin, and also in terms of20
Dirichlet vs. Neumann boundary conditions; see Remark 4.19. We also explain21
the discrepancy in terms of projections in HE and attempt to relate this to22
conditioning of the random walk on the network; see §4.7 and Remark 4.40.23
Additionally, we introduce trace resistance and harmonic resistance and relate24
these to the free and wired resistances. (Note: unlike the others, harmonic re-25
sistance is not a metric.) In the limit, the trace resistance coincides with the26
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free resistance. 1
4.1 Resistance metric on finite networks 2
We make the standing assumption that the network is finite in §4.1. However, 3
the results actually remain true on any network for which Harm = 0. 4
Definition 4.1. If one amp of current is inserted into the resistance network 5
at x and withdrawn at y, then the (effective) resistance R(x, y) is the voltage 6
drop between the vertices x and y. 7
Theorem 4.2. The resistance R(x, y) has the following equivalent formulations: 8
R(x, y) = dist∆(x, y) := {v(x)− v(y) ... ∆v = δx − δy} (4.1)
= distE(x, y) := {E(v) ... ∆v = δx − δy} (4.2)
= distD(x, y) := min{D(I) ... I ∈ F(x, y)} (4.3)
= distR(x, y) := 1/minv∈dom E{E(v) ... v(x) = 1, v(y) = 0} (4.4)
= distκ(x, y) := minv∈dom E{κ ≥ 0 ... |v(x)− v(y)|2 ≤ κE(v)} (4.5)
= dists(x, y) := sup
v∈dom E
{|v(x)− v(y)|2 ... E(v) ≤ 1}. (4.6)
Proof. (4.1) ⇐⇒ (4.2). We may choose v satisfying ∆v = δx − δy by Theo- 9
rem 2.27. Then 10
E(v) =
∑
z∈G0
v(z)∆v(z) =
∑
z∈G0
v(z)(δx(z)− δy(z)) = v(x)− v(y), (4.7)
where first equality is justified by Theorem 1.13. 11
(4.2) ⇐⇒ (4.3). Note that every v ∈ P(x, y) corresponds to an element 12
I ∈ F(x, y) via Ohm’s Law by Lemma 2.16, and E(v) = D(I) by the same 13
lemma. Also, this current flow is minimal by Theorem 2.26. 14
(4.2) ⇐⇒ (4.4). Suppose that ∆v = δx − δy. Since E(v + k) = E(v) and 15
∆(v + k) = ∆v for any constant k, we may adjust v by a constant so that 16
v(y) = 0. Define 17
u :=
v − v(x)
v(x)− v(y)
so that u(x) = 0 and u(y) = 1. Observe that (4.1) gives E(v) = v(x) − v(y), 18
whence 19
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E(u) = E(v)/(v(x)− v(y))2 = (v(x)− v(y))−1 ≥ min E(u).
This shows E(v) ≤ [min E(u)]−1 and hence distE ≤ distR.1
For the other inequality, suppose u minimizes E(u), subject to u(x)−u(y) =2
0. Then by Theorem 1.13 and the same variational argument as described in3
Remark 2.19, we have4
E(ρ, u) =
∑
z∈G0
ρ(z)∆u(z) = 0,
for every function ρ for which ρ(x) = ρ(y) = 0. It follows that ∆u(z) = 0 for5
z 6= x, y, and hence ∆u = ξδx + ηδy. Observe that E(u) = E(−u) = E(1 − u),6
and so the same result follows from minimizing E with respect to the conditions7
u(y) = 1 and u(x) = 0. This symmetry forces η = −ξ and we have ∆u =8
ξδx − ξδy. Now for v = 1ξu one has ∆v = δx − δy, and so9
E(u) = ξ2E(v) = ξ2(v(x)− v(y)) = ξ(u(x)− u(y)) = ξ,
where the second equality follows by (4.1). Then ξ = 1E(v) = E(u), whence10
distE ≥ distR.11
(4.4)⇐⇒ (4.5). Starting with (4.5), it is clear that12
distκ(x, y) = inf{κ ≥ 0 ... |v(x)−v(y)|
2
E(v) ≤ κ, v ∈ dom E}
= sup{ |v(x)−v(y)|2E(v) , v ∈ dom E , v nonconstant}.
Given a nonconstant v ∈ dom E , one can substitute u := v|v(x)−v(y)| into the13
previous line to obtain14
distκ(x, y) = sup{ |u(x)−u(y)|
2((((
(|v(x)−v(y)|2
E(u)((((
(|v(x)−v(y)|2 , v ∈ dom E , v nonconstant}
= sup{ 1E(u) , u ∈ dom E , |u(x)− u(y)| = 1}
= 1/ inf{E(u), u ∈ dom E , |u(x)− u(y)| = 1}.
Since we can always add a constant to u and multiply by ±1 without changing15
the energy, this is equivalent to letting u range over the subset of dom E for16
which u(x) = 1 and u(y) = 0 and we have (4.4).17
(4.5)⇐⇒ (4.6). It is immediate that (4.5) is equivalent to18
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sup
{ |v(x)− v(y)|2
E(v) .
.. E(v) <∞
}
.
For any v ∈ dom E , define w := v/√E(v) so that |w(x) − w(y)|2 = |v(x) − 1
v(y)|2E(v)−1/2 with E(w) = 1. Clearly then |w(x) − w(y)|2 ≤ dists(x, y). The 2
other inequality is similar. 3
The equivalence of (4.3) and (4.1) is shown elsewhere (e.g., see [Pow76b, §II]) 4
but the reader will find some gaps, so we have included a complete version of 5
this proof for completeness. The terminology “effective resistance metric” is 6
common in the literature (see, e.g., [Kig01] and [Str06]), where it is usually given 7
in the form (4.4). The formulation (4.5) will be helpful for obtaining certain 8
inequalities in the sequel. It is also clear that dists of (4.6) is the norm of the 9
operator Lxy defined by Lxyu := u(x)−u(y), see Lemma 3.9 and Theorem 4.12. 10
Remark 4.3. Taking the minimum (rather than the infimum) in (4.3), etc, is 11
justified by Theorem 2.13. The same argument implies that the energy kernel 12
on G is uniquely determined. 13
Remark 4.4 (Resistance distance via network reduction). Let H be a (con- 14
nected) planar subnetwork of a finite network G and pick any x, y ∈ H. Then 15
H may be reduced to a trivial network consisting only of these two vertices and 16
a single edge between them via the use of three basic transformations: (i) series 17
reduction, (ii) parallel reduction, and (iii) the ∇-Y transform. Each of these 18
transformations preserves the resistance properties of the subnetwork, that is, 19
for x, y ∈ G \ H, R(x, y) remains unchanged when these transformations are 20
applied to H. The effective resistance between x and y may be interpreted as 21
the resistance of the resulting single edge. An elementary example is shown in 22
Figure 4.1. A more sophisticated technique of network reduction is given by the 23
Schur complement construction defined in Remark 4.40. 24
The following result is not new (see, e.g. [Kig01, §2.3]), but the proof given 25
here is substantially simpler than most others found in the literature. 26
Lemma 4.5. R is a metric. 27
Proof. Symmetry and positive definiteness are immediate from (4.2), we use 28
(4.1) to check the triangle inequality. Let v1 ∈ P(x, y) and v2 ∈ P(y, z). By 29
superposition, v3 := v1+v2 is in P(x, z). For s ∼ t, it is clear that v3(s)−v3(t) = 30
v1(s)− v1(t) + v2(s)− v2(t). By summing along any path from x to z, one sees 31
that this remains true for s ∼/ t, whence 32
R(x, z) = v3(x)− v3(z) = v1(x)− v1(z) + v2(x)− v2(z)
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Figure 4.1: Effective resistance as network reduction to a trivial network. This basic example
uses parallel reduction followed by series reduction; see Remark 4.4.
≤ v1(x)− v1(y) + v2(y)− v2(z) = R(x, y) +R(y, z),
where the inequality follows from Proposition 2.30.1
4.2 Resistance metric on infinite networks2
There are difficulties with extending the results of the previous section to in-3
finite networks. The existence of nonconstant harmonic functions h ∈ dom E4
implies the nonuniqueness of solutions to ∆u = f , and hence (4.1)–(4.3) are no5
longer well-defined. Two natural choices for extension lead to the free resistance6
RF and the wired resistance RW . In this section, we attempt to explain the7
somewhat surprising phenomenon that one may have RW (x, y) < RF (x, y).8
1. In Theorem 4.12, we show how RF corresponds to choosing solutions to9
∆u = δx − δy from the energy kernel, and how it corresponds to currents10
which are decomposable in terms of paths. The latter leads to a prob-11
abilistic interpretation which provides for a relation to the trace of the12
resistance discussed in §4.6.13
2. In Theorem 4.18, we show how RW corresponds to projection to Fin.14
Since this corresponds to minimization of energy, it is naturally related to15
capacity.16
See also Remark 4.7. Both of these notions are methods of specifying a unique17
solutions to ∆u = f in some way. The disparity between RF and RW is thus18
explained in terms of boundary conditions on ∆ as an unbounded self-adjoint19
operator on HE in Remark 4.19. For an alternative approach, see [Kig03], where20
the author uses a potential-theoretic formulation (axiomatic harmonic analysis)21
to explain the discrepancy between RF and RW in terms of domains. (This will22
also be apparent from our approach, see Remark 4.63.)23
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To compute effective resistance in an infinite network, we will need three 1
notions of subnetwork: free, wired, and trace. Strictly speaking, these may not 2
actually be subnetworks of the original graph; they are networks associated to 3
a full subnetwork. Throughout this section, we use H to denote a finite full 4
subnetwork of G, H0 to denote its vertex set, and HF , HW , and H tr to denote 5
the free, wired, and trace networks associated to H (these terms are defined in 6
other sections below). 7
Definition 4.6. If H is a subnetwork of G which contains x and y, define 8
RH(x, y) to be the resistance distance from x to y as computed within H. 9
In other words, compute RH(x, y) by any of the equivalent formulas of Theo- 10
rem 4.2, but extremizing over only those functions whose support is contained 11
in H. 12
We will always use the notation {Gk}∞k=1 to denote an exhaustion of the 13
infinite network G. Recall from Definition 3.5 that this means each Gk is a finite 14
connected subnetwork of G, Gk ⊆ Gk+1, and G0 =
⋃
G0k. Since x and y are 15
contained in all but finitely many Gk, we may always assume that x, y ∈ Gk. 16
Also, we assume in this section that the subnetworks are full — this is not 17
necessary, but simplifies the discussion and causes no loss of generality. 18
Definition 4.7. Let H0 ⊆ G0. Then the full subnetwork on H0 has all the 19
edges of G for which both endpoints lie in H0, with the same conductances. 20
4.3 Free resistance 21
Definition 4.8. For any subset H0 ⊆ G0, the free subnetwork HF is just the 22
full subnetwork H. That is, all edges of G with endpoints in H0 are edges of 23
H, with the same conductances. Let RHF (x, y) denote the effective resistance 24
between x and y as computed in H = HF , as in Definition 4.6. The free 25
resistance between x and y is then defined to be 26
RF (x, y) := lim
k→∞
RGFk (x, y), (4.8)
where {Gk} is any exhaustion of G. 27
Remark 4.9. The name “free” comes from the fact that this formulation is free of 28
any boundary conditions or considerations of the complement of H, in contrast 29
to the wired and trace formulations of the next two sections. See [LP09, §9] for 30
further justification of this nomenclature. 31
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One can see that RHF (x, y) has the drawback of ignoring the conductivity1
provided by all paths from x to y that pass through the complement of H. This2
provides some motivation for the wired and trace approaches below.3
Definition 4.10. Fix x, y ∈ G and define the linear operator Lxy on HE by4
Lxyv := v(x)− v(y).5
Remark 4.11. Theorem 4.12 is the free extension of Theorem 4.2 to infinite6
networks; it shows that R(x, y) = ‖Lxy‖ and that R(x, o) is the best possible7
constant k = kx in Lemma 3.9. In the proof, we use the notation χγ for a8
current which is the characteristic function of a path, that is, a current which9
takes value 1 on every edge of γ ∈ Γ(x, y) and 0 on all other edges. Then10
I =
∑
ξγχγ indicates that I decomposes as a sum of currents supported on11
paths in G.12
Theorem 4.12. For an infinite network G, the free resistance RF (x, y) has the13
following equivalent formulations:14
RF (x, y) = (vx(x)− vx(y))− (vy(x)− vy(y)) (4.9)
= E(vx − vy) (4.10)
= min{D(I) ... I ∈ F(x, y) and I = ∑γ∈Γ(x,y) ξγχγ} (4.11)
= 1/min{E(u) ... u(x) = 1, u(y) = 0, u ∈ dom E} (4.12)
= inf{κ ≥ 0 ... |v(x)− v(y)|2 ≤ κE(v), v ∈ dom E} (4.13)
= sup{|v(x)− v(y)|2 ... E(v) ≤ 1, v ∈ dom E} (4.14)
Proof. To see that (4.10) is equivalent to (4.8), fix any exhaustion of G and note15
that16
E(vx − vy) = lim
k→∞
1
2
∑
s,t∈Gk
cst((vx − vy)(s)− (vx − vy)(t))2 = lim
k→∞
RGFk (x, y),
where the latter equality is from Theorem 4.2. Then for the equivalence of17
formulas (4.9) and (4.10), simply compute18
E(vx − vy) = 〈vx − vy, vx − vy〉E = 〈vx, vx〉E − 2〈vx, vy〉E + 〈vy, vy〉E
and use the fact that vx is R-valued; cf. [JP09c, Lemma 2.22].19
To see (4.11) is equivalent to (4.8), fix any exhaustion of G and define20
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F(x, y)∣∣
H
:= {I ∈ F(x, y) ... I = ∑γ⊆H ξγχγ}.
From (4.3), it is clearly true for each Gk that 1
RGFk (x, y) = min{D(I) ..
. I ∈ F(x, y) and I = ∑γ⊆Gk ξγχγ}.
Since F(x, y)∣∣
G
=
⋃
k F(x, y)
∣∣
Gk
, formula (4.11) follows. Note that D is a 2
quadratic form on the closed convex set F(x, y)∣∣
G
and hence it attains its min- 3
imum. 4
The equivalence of (4.12) and (4.14) is [Kig01, Thm. 2.3.4]. 5
As for (4.13) and (4.14), they are both clearly equal to ‖Lxy‖ (as described in 6
Remark 4.11) by the definition of operator norm; see [Rud87, §5.3], for example. 7
To show that these are equivalent to RF as defined in (4.8), define a subspace 8
of HE consisting of those voltages whose induced currents are supported in a 9
finite subnetwork H by 10
HE
∣∣F
H
= {u ∈ dom E ... u(x)− u(y) = 0 unless x, y ∈ H}. (4.15)
This is a closed subspace, as it is the intersection of the kernels of a collection of 11
continuous linear functionals ‖Lst‖, and so we can let Qk be the projection to 12
this subspace. Then it is clear that Qk ≤ Qk+1 and that limk→∞ ‖u−Qku‖E = 0 13
for all u ∈ HE , so 14
RGFk (x, y) = ‖Lxy‖HE |Gk→C = ‖LxyQk‖, (4.16)
where the first equality follows from (4.5) (recall that Gk is finite) and therefore 15
RF (x, y) = lim
k→∞
RGFk (x, y) = limk→∞
‖LxyQk‖ =
∥∥∥∥ limk→∞LxyQk
∥∥∥∥ = ‖Lxy‖.
In view of the previous result, the free case corresponds to consideration 16
of only those voltage functions whose induced current can be decomposed as a 17
sum of currents supported on paths in G. The wired case considered in the next 18
section corresponds to considering all voltages functions whose induced current 19
flow satisfies Kirchhoff’s law in the form (2.5); this is clear from comparison of 20
(4.11) to (4.21). See also Remark 4.20. 21
Formula (4.9) turns out to be useful for explicit computations. Explicit 22
formulas for the effective resistance metric on Zd are obtained from (4.9) in 23
[JP09e, §14.2]; compare to [Soa94, §V.2]. 24
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Remark 4.13. In Theorem 4.12, the proofs that RF is given by (4.11) or (4.13)1
stem from essentially the same underlying martingale argument. In a Hilbert2
space, a martingale is an increasing sequence of projections {Qk} with the mar-3
tingale property Qk = QkQk+1. Recall that conditional expectation is a pro-4
jection. In this context, Doob’s theorem [Doo53] then states that if {fk} ⊆ H5
is such that fk = Qkfj for any j ≥ k, then the following are equivalent:6
(i) there is a f ∈ H such that fk = Qkf for all k7
(ii) supk ‖fk‖ <∞.8
For (4.11), we are actually projecting to subspaces of HD, the Hilbert space of9
currents introduced as the dissipation space in §9. In [LP09, §9.1], the free resis-10
tance RF (x, y) is defined directly via this approach (and similarly for RW (x, y)).11
In view of the previous result, the free case corresponds to consideration12
of only those voltage functions whose induced current can be decomposed as a13
sum of currents supported on paths in G. The wired case considered in the next14
section corresponds to considering all voltages functions whose induced current15
flow satisfies Kirchhoff’s law (2.6); this is clear from comparison of (4.11) to16
(4.21). See also Remark 4.20.17
Formula (4.9) turns out to be useful for explicit computations; we use it to18
obtain explicit formulas for the effective resistance metric on Zd in Theorem 13.7.19
The following result is also a special case of [Kig01, Thm. 2.3.4].20
Proposition 4.14. RF (x, y) is a metric.21
Proof. One has RGFk (x, z) ≤ RGFk (x, y) +RGFk (y, z) for any k, so take the limit.22
23
From Theorem 4.12, it is clear that the triangle inequality also has the24
formulation25
E(vx − vz) ≤ E(vx − vy) + E(vy − vz), ∀x, y, z ∈ G0,
which is easily shown to be equivalent to26
vx(z) + vy(z) ≤ vz(z) + vx(y), ∀x, y, z ∈ G0,
using the convention vx(o) = 0.27
The next result is immediate from (4.13) and appears also in [Kig03].28
Corollary 4.15. Every function in HE is Ho¨lder continuous with exponent 12 .29
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It is known from [Nel64] that the Gaussian measure of Brownian motion is 1
supported on the space of such functions and this will be useful later; cf. Re- 2
mark 6.27 and the beginning of §6.2. It is somewhat subtle to determine if 3
R(x, ·) is in HE . 4
4.4 Wired resistance 5
Definition 4.16. Given a finite full subnetwork H of G, define the wired sub- 6
network HW by identifying all vertices in G0\H0 to a single, new vertex labeled 7
∞. Thus, the vertex set of HW is H0 ∪ {∞}, and the edge set of HW includes 8
all the edges of H, with the same conductances. However, if x ∈ H0 has a 9
neighbour y ∈ G0 \ H0, then HW also includes an edge from x to ∞ with 10
conductance 11
cx∞ :=
∑
y∼x, y∈H{
cxy. (4.17)
Let RHW (x, y) denote the effective resistance between x and y as computed 12
in HW , as in Definition 4.6. The wired resistance is then defined to be 13
RW (x, y) := lim
k→∞
RGWk (x, y), (4.18)
where {Gk} is any exhaustion of G. 14
Remark 4.17. The wired subnetwork is equivalently obtained by “shorting to- 15
gether” all vertices of H {, and hence it follows from Rayleigh’s monotonicity 16
principle that RW (x, y) ≤ RF (x, y); cf. [DS84, §1.4] or [LP09, §2.4]. The reader 17
will see by comparison to Theorem 4.18 that the wired resistance RW is also 18
the effective resistance associated to the resistance form (E ,Fin) of [Kig03]; 19
see Remark 4.63. However, the wired resistance is not related to the “shorted 20
resistance form” of [Kig03, §3] (see Prop. 3.6 in particular). 21
The justification for (4.17) is that the identification of vertices in G{k may 22
result in parallel edges. Then (4.17) corresponds to replacing these parallel 23
edges by a single edge according to the usual formula for resistors in parallel. 24
Theorem 4.18. The wired resistance may be computed by any of the following 25
equivalent formulations: 26
RW (x, y) = min
v
{v(x)− v(y) ... ∆v = δx − δy, v ∈ dom E} (4.19)
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= min
v
{E(v) ... ∆v = δx − δy, v ∈ dom E} (4.20)
= min
I
{D(I) ... I ∈ F(x, y), D(I) <∞} (4.21)
= 1/min{E(u) ... u(x) = 1, u(y) = 0, u ∈ Fin} (4.22)
= inf{κ ≥ 0 ... |v(x)− v(y)|2 ≤ κE(v), v ∈ Fin} (4.23)
= sup{|v(x)− v(y)|2 ... E(v) ≤ 1, v ∈ Fin} (4.24)
Proof. Since (4.23) and (4.24) are both clearly equivalent to the norm of Lxy :1
Fin → C (where again Lxyu − u(x) − u(y) as in Remark 4.11), we begin by2
equating them to (4.18). From Definition 3.16, we see that3
HE
∣∣W
H
:= {u ∈ HE ... sptu ⊆ H} (4.25)
is a closed subspace of HE . Let Qk be the projection to this subspace. Then it4
is clear that Qk ≤ Qk+1 and that limk→∞ ‖PFinu−Qku‖E = 0 for all u ∈ HE .5
Each function u on HW corresponds to a function u˜ on G whose support is6
contained in H; simply define7
u˜(x) =
{
u(x), x ∈ H,
u(∞H), x /∈ H.
It is clear that this correspondence is bijective, and that8
RGWk (x, y) = ‖Lxy‖HE |WGk→C = ‖LxyQk‖,
where the first equality follows from (4.5) (recall that Gk is finite) and therefore9
RW (x, y) = lim
k→∞
RGWk (x, y) = limk→∞
‖LxyQk‖ = ‖LxyPFin‖,
which is equivalent to (4.23).10
To see (4.19) is equivalent to (4.20), note that the minimal energy solution11
to ∆u = δx − δy lies in Fin, since any two solutions must differ by a harmonic12
function. Let u be a solution to ∆u = δx − δy and define f = PFinu. Then13
f ∈ Fin and ∆f = δx − δy implies14
‖f‖2E =
∑
z∈G0
f(z)∆f(z) =
∑
z∈G0
f(z)(δx − δy)(z) = f(x)− f(y). (4.26)
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To see (4.19)≤ (4.23), let κ be the optimal constant from (4.23). If u ∈ Fin 1
is the unique solution to ∆u = δx − δy, then 2
κ = sup
u∈Fin
{ |u(x)− u(y)|2
E(u)
}
≥ |u(x)− u(y)|
2
E(u) = u(x)− u(y),
where the last equality follows from E(u) = u(x)−u(y), by the same computation 3
as in (4.26). For the reverse inequality, note that with Lxy as just above, 4
|u(x)− u(y)|2
E(u) =
∣∣∣Lxy ( uE(u)1/2)∣∣∣2 = ∣∣∣〈vx − vy, uE(u)1/2〉E ∣∣∣2 ,
for any u ∈ Fin. Note that Lemma 4.21 allows one to replace vx by fx = PFinvx, 5
whence 6
|u(x)− u(y)|2
E(u) ≤ E(fx − fy)E
(
u
E(u)1/2
)
= E(fx − fy)
by Cauchy-Schwarz. The infimum of the left-hand side over nonconstant func- 7
tions u ∈ Fin gives the optimal κ in (4.23), and thus shows that (4.23) ≤ (4.20). 8
To see (4.20) is equivalent to (4.21), recall that I minimizes D over F(x, y) 9
if and only if I = du for u which minimizes E over {v ∈ dom E ... ∆v = δx − δy}; 10
see [JP09e, Thm. 3.26], for example. Apply this to I = df , where f = PFinu is 11
the minimal energy solution to ∆u = δx − δy. 12
The equivalence of (4.22) and (4.24) is directly parallel to the finite case and 13
may also be obtained from [Kig01, Thm. 2.3.4]. 14
Remark 4.19 (RF vs. RW explained in terms of boundary conditions on ∆). 15
Observe that both spaces 16
HE
∣∣F
H
= {u ∈ HE ... u(x)− u(y) = 0 unless x, y ∈ H}
and 17
HE
∣∣W
H
= {u ∈ HE ... sptu ⊆ H}
consist of functions which have no energy outside of H. The difference is that if 18
the complement of H consists of several connected components, then u ∈ HE |FH 19
may take a different constant value on each one; this is not allowed for elements 20
of HE |WH . Therefore, HE |FH corresponds to Neumann boundary conditions and 21
HE |WH corresponds to Dirichlet boundary conditions. That is, from the proofs 22
of Theorem 4.12 and Theorem 4.18, we see 23
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1. RHF (x, y) = u(x) − u(y) where u is the solution to ∆u = δx − δy with1
Neumann boundary conditions on H {, and2
2. RHW (x, y) = u(x) − u(y) where u is the solution to ∆u = δx − δy under3
Dirichlet boundary conditions on H {.4
Remark 4.20. While the wired subnetwork takes into account the conductivity5
due to all paths from x to y (see Remark 4.9), it is overzealous in that it may6
also include paths from x to y that do not correspond to any path in G (see7
Remark 4.13). On an infinite network, this leads to current flows in which some8
of the current travels from x to∞, and then from∞ to y. Consider the example9
of [Mor03]: let G be Z with cn,n+1 = 1 for each n. Then define J by10
J(n, n− 1) =
{
1, n 6= 1
0, n = 1.
If a unit current flow from 0 to 1 is defined to be a current satisfying
∑
y∼x I(x, y) =11
δx − δy, then J is such a flow which “passes through ∞” (of course, J certainly12
not of finite energy).13
The proof of the next result follows from the finite case, exactly as in The-14
orem 4.14.15
Theorem 4.21. RW (x, y) is a metric.16
4.5 Harmonic resistance17
Definition 4.22. For an infinite network (G, c) define the harmonic resistance18
between x and y by19
Rha(x, y) := RF (x, y)−RW (x, y). (4.27)
The next result is immediate upon comparing Theorem 4.12 and Theo-20
rem 4.18.21
Theorem 4.23. With hx = PHarmvx as in Remark 3.29, the harmonic resis-22
tance is equal to23
Rha(x, y) = (hx(x)− hx(y))− (hy(x)− hy(y)) (4.28)
= E(hx − hy) (4.29)
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= 1
min{E(v) ... v(x)=1,v(y)=0} − 1min{E(f) ... f(x)=1,f(y)=0,f∈Fin} (4.30)
= inf{κ ≥ 0 ... |h(x)− h(y)|2 ≤ κE(h), h ∈ Harm} (4.31)
= sup{|h(x)− h(y)|2 ... E(h) ≤ 1, h ∈ Harm} (4.32)
Remark 4.24. Note that Rha is not the effective resistance associated to a resis- 1
tance form, as in Remark 4.63, since (RF5) may fail. If Rha were the effective 2
resistance associated to a resistance form, then [Kig03, Prop. 2.10] would im- 3
ply that Rha(x, y) is a metric, but this can be seen to be false by considering 4
basic examples. See Example 13.33, e.g. The same remarks also apply to the 5
boundary resistance R∂(x, y), discussed just below. 6
Definition 4.25. For an infinite network (G, c) define the boundary resistance 7
between x and y by 8
R∂(x, y) :=
1
RW (x, y)−1 −RF (x, y)−1 . (4.33)
Intuitively, some portion of the wired/minimal current from x to y passes 9
through infinity; the quantity R∂(x, y) gives the voltage drop “across infinity”; 10
see Remark 4.55. From this perspective, infinity is “connected in parallel”. The 11
boundary bdG in [JP09a] is a more rigorous definition of the set at infinity. 12
Theorem 4.26. The boundary resistance is equal to 13
R∂(x, y) =
RW (x, y)RF (x, y)
Rha(x, y)
. (4.34)
In particular, the resistance across the boundary is infinite if Harm = 0. 14
Proof. From (4.27) one has RF (x, y) = 1/(RW (x, y)−1 − R∂(x, y)−1), which
gives
1
E(vx − vy) =
1
E(fx − fy) −
1
R∂(x, y)
by Theorem 4.12 and Theorem 4.18, and hence
1
R∂(x, y)
=
1
E(fx − fy) −
1
E(vx − vy) .
Now solving for R∂ gives
R∂(x, y) =
E(fx − fy)E(vx − vy)
E(hx − hy) , (4.35)
and the conclusion follows from (4.10), (4.20), and (4.29). 15
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4.6 Trace resistance1
The third type of subnetwork takes into account the connectivity of the comple-2
ment of the subnetwork, but does not add anything extra. The name “trace” is3
due to the fact that this approach comes by considering the trace of the Dirich-4
let form E to a subnetwork; see [FO¯T94]. Several of the ideas in this section5
were explored previously in [Kig01,Kig03,Met97]; see also [Kig09b].6
The discussion of the trace resistance and trace subnetworks requires some7
definitions relating the transition operator (i.e. Markov chain) P to the proba-8
bility measure P(c) on the space of (infinite) paths in G which start at a fixed9
vertex a. Such a path is a sequence of vertices {xn}∞n=0, where x0 = a and10
xn ∼ xn+1 for all n.11
Definition 4.27. Let Γ(a) be the space of all paths γ beginning at the vertex12
a ∈ G0, and let Γ(a, b) ⊆ Γ(a) be the subset of paths that reach b, and that do13
so before returning to a:14
Γ(a, b) := {γ ∈ Γ(a) ... b = xn for some n, with xk 6= a for 1 ≤ k ≤ n}. (4.36)
Definition 4.28. The space Γ(a) carries a natural probability measure P(c)15
defined by16
P(c)(γ) :=
∏
xi∈γ
p(xi−1, xi), (4.37)
where p(x, y) = cxy/c(x). The construction of P(c) comes by applying Kol-17
mogorov consistency to the natural cylinder-set Borel topology that makes Γ(a)18
into a compact Hausdorff space.19
Definition 4.29. Let Xm be a random variable which denotes the (vertex)20
location of the random walker at time m. Then let τx be the hitting time of21
x, that is, the random variable which is the expected time at which the walker22
first reaches x:23
τx := min{m ≥ 0 ... Xm = x}. (4.38)
More generally, τH is the time at which the walker first reaches the subnetwork24
H. For a walk started in H, this gives τH = 0.25
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4.6.1 The trace subnetwork 1
It is well-known that networks {(G, c)} are in bijective correspondence with 2
reversible Markov processes {P}; this is immediate from the detailed balance 3
equations which follow from the symmetry of the conductance: 4
c(x)p(x, y) = cxy = cyx = c(y)p(y, x).
It follows from ∆ = c(1−P) that networks are thus in bijective correspondence 5
with Laplacians, if one defines a Laplacian as in (1.4). That is, a Laplacian is 6
a symmetric linear operator which is nonnegative definite, has kernel consisting 7
of the constant functions, and satisfies (∆δx)(y) ≤ 0 for x 6= y. In other words, 8
every row (and column) of tr(∆, H) sums to 0. (This is the negative of the 9
definition of a Laplacian as in [Kig01] and [CdV98].) In this section, we exploit 10
the bijection between Laplacians and networks to define the trace subnetwork. 11
For H0 ⊆ G, the idea is as follows: 12
G ←→ ∆ take the trace to H
0
−−−−−−−−−−−−−−→ tr(∆, H0) ←→ H tr.
Definition 4.30. The trace of G to H0 is the network whose edge data is 13
defined by the trace of ∆ to H0, which is computed as the Schur complement 14
of the Laplacian of H with respect to G. More precisely, write the Laplacian of 15
G as a matrix in block form, with the rows and columns indexed by vertices, 16
and order the vertices so that those of H appear first: 17
∆ =
H
H {
[
A BT
B D
]
, (4.39)
where BT is the transpose of B. If `(G) := {f : G0 → R}, the corresponding 18
mappings are 19
A :`(H)→ `(H) BT : `(H {)→ `(H)
B :`(H)→ `(H {) D : `(H {)→ `(H {). (4.40)
It turns out that the Schur complement 20
tr(∆, H0) := A−BTD−1B (4.41)
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is the Laplacian of a subnetwork with vertex set H0; cf. [Kig01, §2.1] and Re-1
mark 4.39.1 A formula for the conductances (and hence the adjacencies) of the2
trace is given in Theorem 4.37. Denote this new subnetwork by H tr.3
If H0 ⊆ G0 is finite, then for x, y ∈ H, the trace of the resistance on H is4
denoted RHtr(x, y), and defined as in Definition 4.1. The trace resistance is then5
defined to be6
Rtr(x, y) := lim
k→∞
RGtrk(x, y), (4.42)
where {Gk} is any exhaustion of G.7
Remark 4.31. The name “trace” is due to the fact that this approach comes by8
considering the trace of the Dirichlet form E on a subnetwork; see [FO¯T94].9
Recall that ∆ = c − T = c(I − P), where T is the transfer operator and10
P = c−1 T is the probabilistic transition operator defined pointwise by11
Pu(x) =
∑
y∼x
p(x, y)u(y), for p(x, y) =
cxy
c(x)
. (4.43)
The function p(x, y) gives transition probabilities, i.e., the probability that a12
random walker currently at x will move to y with the next step. Since13
c(x)p(x, y) = c(y)p(y, x), (4.44)
the transition operator P determines a reversible Markov process with state14
space G0; see [LPW08,LP09]. Note that the harmonic functions (i.e., ∆h = 0)15
are precisely the fixed points of P (i.e., Ph = h). The proof of the next theorem16
requires a couple more definitions which relate P to the probability measure17
P(c) on the space of paths in G. Recall from Definition 1.4 that a path is a18
sequence of vertices {xn}∞n=0, where x0 = a and xn ∼ xn+1 for all n.19
Definition 4.32. Let Γ(a) denote the space of all paths γ beginning at the20
vertex a ∈ G0. Then Γ(a, b) ⊆ Γ(a) consists of those paths that reach b, and21
before returning to a:22
Γ(a, b) := {γ ∈ Γ(a) ... b = xn for some n, and xk 6= a, 1 ≤ k ≤ n}. (4.45)
1It will be clear from (4.53) that D−1 always exists in this context, and hence (4.41) is
always well-defined. Furthermore, the existence of the trace is given in [Kig03, Prop. 2.10]; it
is known from [Kig01, Lem. 2.1.5] that D is invertible and negative semidefinite.
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If a, b ∈ bdH, then we write 1
Γ(a, b)
∣∣
H{
:= {γ ∈ Γ(a, b) ... xi ∈ H {, 0 < i < τb}, (4.46)
for the set of paths from a to b that do not pass through any vertex in H0. 2
Remark 4.33. Note that if x, y ∈ bdH are adjacent, then any path of the form 3
γ = (x, y, . . . ) is trivially in Γ(a, b)
∣∣
H{
. 4
Definition 4.34. The space Γ(a) carries a natural probability measure P(c) 5
defined by 6
P(c)(γ) :=
∏
xi∈γ
p(xi−1, xi), (4.47)
where p(x, y) is as in (4.43). The construction of P(c) comes by applying Kol- 7
mogorov consistency to the natural cylinder-set Borel topology that makes Γ(a) 8
into a compact Hausdorff space; cf. §10 for further discussion. 9
Definition 4.35. Let P[a → b] denote the probability that a random walk 10
started at a will reach b before returning to a. That is, 11
P[a→ b] := P(c)(Γ(a, b)). (4.48)
Note that this is equivalent to 12
P[a→ b] = Pa[τb < τa] := P[τb < τa |x0 = a], (4.49)
where τa is the hitting time of a, i.e., the expected time of the first visit to a, 13
after leaving the starting point. If a, b ∈ bdH, then we write 14
P[a→ b]∣∣
H{
:= P(c)
(
Γ(a, b)
∣∣
H{
)
, (4.50)
that is, the probability that a random walk started at a will reach b via a path 15
lying outside H (except for the start and end points, of course). 16
Remark 4.36 (More probabilistic notation). The formulation in (4.50) is condi- 17
tioning P(c)(Γ(a, b)) on avoiding H; the notation is intended to evoke something 18
like “P[a → b | γ ⊆ H {]”. However, this would not be correct because a, b ∈ H 19
and γ may pass through H after τb. 20
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In Theorem 4.37, we use the following common notation as in [Spi76] or
[Woe00], for example. All notations are for the random walk started at x.
Pn(x, y) = p(n)(x, y) = Px[Xn = y] prob. the walk is at y after n steps
G(x, y) =
∑∞
n=0p
(n)(x, y) exp. number of visits to y
f (n)(x, y) = Px[τy = n] prob. the walk first reaches y on the nth step
F (x, y) =
∑∞
n=0f
(n)(x, y) prob. the walk ever reaches y
Note that if the walk is killed when it reaches y, then p(n)(x, y) = f (n)(x, y)1
because the first time it reaches y is the only time it reaches y. Therefore, when2
the walk is conditioned to end upon reaching a set S, one has G(x, y) = F (x, y)3
for all y ∈ S.4
Theorem 4.37. For H0 ⊆ G0, the conductances in the trace subnetwork H tr5
are given by6
ctrxy = cxy + c(x)P[x→ y]
∣∣
H{
. (4.51)
Consequently, the transition probabilities in the trace subnetwork are given by7
ptr(x, y) = p(x, y) + P[x→ y]∣∣
H{
. (4.52)
Proof. Using subscripts to indicate the block decomposition corresponding to8
H and H { as in (4.39), the Laplacian may be written as9
∆ =
[
cA(1−PA) −cAPBT
−cDPB cD(1−PD)
]
, for c =
H
H {
[
cA
cD
]
.
Then the Schur complement is10
tr(∆, H) = cA − cAPA − cAPBT (I−PD)−1c−1D cDPB
= cA − cA
(
PA + PBT
( ∞∑
n=0
PnD
)
PB
)
= cA(I−PX). (4.53)
Note that PD is substochastic, and hence the RW has positive probability of11
hitting bdGk, whose vertices act as absorbing states. This means that the12
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expected number of visits to any vertex in H { is finite and hence the matrix PX 1
has finite entries. 2
Meanwhile, using PA(x, y) to denote the (x, y)th entry of the matrix PA, 3
and τ+H as in Definition 4.35, we have 4
P[x→ y]∣∣
H{
= P(c)
(
Γ(x, y)
∣∣
H{
)
= P(c)
( ∞⋃
k=1
{γ ∈ Γ(x, y)∣∣
H{ .
.. τ+H = k}
)
= P(c)
({γ ∈ Γ(x, y)∣∣
H{ .
.. τ+H = 1}
)
(4.54)
+
∞∑
k=2
P(c)
({γ ∈ Γ(x, y)∣∣
H{ .
.. τ+H = k}
)
= PA(x, y) +
∞∑
n=0
∑
s,t
PBT (x, s)P
n
D(s, t)PB(t, y) (4.55)
= PX(x, y).
To justify (4.55), note that by (4.40), PnD corresponds to steps taken in H
{. 5
Therefore, 6
(
PBT
( ∞∑
n=0
PnD
)
PB
)
(x, y) = PBTP
0
DPB(x, y) + PBTP
1
DPB(x, y) + . . .
is the probability of the random walk taking a path that steps from x ∈ H to 7
H {, meanders through H { for any finite number of steps, and finally steps to 8
y ∈ H. Since y /∈ H {, 9
PBTP
k
DPB(x, y) = Px[Xk+2 = y] = Px[τy = k + 2],
because the walk can only reach y on the last step, as in Remark 4.36. It 10
follows by classical theory (see [Spi76], for example) that the sum in (4.55) is a 11
probability (as opposed to an expectation, etc.) and justifies the probabilistic 12
notation PX in (4.53). Note that PA(x, y) corresponds to the one-step path from 13
x to y, which is trivially in Γ(x, y)
∣∣
H{
by (4.46). Since PA(x, y) = p(x, y) = 14
cxy/c(x), the desired conclusion (4.51) follows from combining (4.53), (4.55), and 15
(4.50). Of course, (4.52) follows immediately by dividing through by c(x). 16
The authors are grateful to Jun Kigami for helpful conversations and guid- 17
ance regarding the proof of Theorem 4.37. 18
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Remark 4.38. It is clear from (4.51) that the edge sets of intH and intH tr are1
identical, but the conductance between two vertices x, y ∈ bdH tr is greater iff2
there is a path from x to y that does not pass through H. Indeed, if there is a3
path from x to y which lies entirely in H { except for the endpoints, then x and4
y will be adjacent in H tr, even if they were not adjacent in H.5
Remark 4.39 (The trace construction is valid for general subsets of vertices).6
While Definition 4.30 applies to a (connected) subnetwork of G, it is essential7
to note that Theorem 4.37 applies to arbitrary subsets H0 of G0.8
It is clear from (4.51) that the edge sets of intH and intH tr are identical,9
but the conductance between two vertices x, y ∈ bdH tr is greater iff there is a10
path from x to y that does not pass through H. Indeed, if there is a path from11
x to y which lies entirely in H { except for the endpoints, then x and y will be12
adjacent in H tr, even if they were not adjacent in H.13
Remark 4.40 (Resistance distance via Schur complement). A theorem of Epi-14
fanov states that every finite planar network with vertices x, y can be reduced to15
a single equivalent conductor via the use of three simple transformations: paral-16
lel, series, and ∇-Y; cf. [Epi66,Tru89] as well as [LP09, §2.3] and [CdV98, §7.4].17
More precisely,18
(i) Parallel. Two conductors c(1)xy and c
(2)
xy connected in parallel can be replaced19
by a single conductor cxy = c
(1)
xy + c
(2)
xy .20
(ii) Series. If z has only the neighbours x and y, then z may be removed from21
the network and the edges cxz and cyz should be replaced by a single edge22
cxy = (c−1xz + c
−1
yz )
−1.23
(iii) ∇-Y. Let t be a vertex whose only neighbours are x, y, z. Then this “Y”24
may be replaced by a triangle (“∇”) which does not include t, with con-25
ductances26
cxy =
cxtcty
c(t)
, cyz =
cytctz
c(t)
, cxz =
cxtctz
c(t)
.
This transformation may also be inverted, to replace a ∇ with a Y and27
introduce a new vertex.28
It is a fun exercise to obtain the series and ∇-Y formulas by applying the29
Schur complement technique to remove a single vertex of degree 2 or 3 from a30
network. Indeed, these are both special cases of the following: let t be a vertex31
of degree n, and let H be the (star-shaped) subnetwork consisting only of t and32
its neighbours. If we write the Laplacian for just this subnetwork with the tth33
row & column last, then34
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∆|H =

cx1t . . . 0 −cx1t
...
. . .
...
...
0 . . . cxnt −cxnt
−cx1t . . . −cxnt c(t)

and the Schur complement is 1
tr(∆|H , H \ {t}) =

cx1t . . . 0
...
. . .
...
0 . . . cxnt
− 1c(t)

cx1t
...
cxnt
[ cx1t . . . cxnt ] ,
whence the new conductance from xi to xj is given by cxitctxj/c(t). It is inter- 2
esting to note that the operator being subtracted corresponds to the projection 3
to the rank-one subspace spanned by the probabilities of leaving t: 4
1
c(t)

cx1t
...
cxnt
[ cx1t . . . cxnt ] = c(t)|v〉〈v|,
using Dirac’s ket-bra notation for the projection to a rank-1 subspace spanned 5
by v where 6
v =
[
p(t, x1) . . . p(t, xn)
]
.
In fact, |v〉〈v| = PX , in the notation of (4.53). In general, the trace construc- 7
tion (Schur complement) has the effect of probabilistically projecting away the 8
complement of the subnetwork. 9
In Remark 4.4 we described how the effective resistance can be interpreted 10
as the correct resistance for a single edge which replaces a subnetwork. The 11
following corollary of Theorem 4.37 formalizes this interpretation by exploiting 12
the fact that the Schur complement construction is viable for arbitrary subsets 13
of vertices; see Remark 4.39. In this case, one takes the trace of the (typically 14
disconnected) subset {x, y} ⊆ G0; note that [ 1 −1−1 1 ] is the Laplacian of the 15
trivial 2-vertex network when the edge between them has unit conductance. 16
The following result is also an extension of [Kig01, (2.1.4)] to infinite networks. 17
Corollary 4.41. Let H0 = {x, y} be any two vertices of a transient network 18
G. Then the trace resistance can be computed via 19
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tr(∆, H) =
1
Rtr(x, y)
[
1 −1
−1 1
]
= A−BTD−1B. (4.56)
Proof. Take H = {x, y} in Theorem 4.37. As discussed in Remark 4.39, it is1
not necessary to have x ∼ y. Note that in this case, (PBT
∑
n P
n
DPB) (x, y)2
corresponds all paths from x to y that consist of more than one step:3
P[x→ y]∣∣
H{
= PA(x, y) +
(
PBT
∞∑
n=0
PnDPB
)
(x, y) = p(x, y) +
∑
|γ|≥2
P(γ).
Corollary 4.42. The trace resistance Rtr(x, y) is given by4
Rtr(x, y) =
1
c(x)P[x→ y] (4.57)
Proof. Again, take H0 = {x, y}. Then5
Rtr(x, y)−1 = cH
S
xy = cxy + c(x)P[x→ y]
∣∣
H{
= c(x)
(
p(x, y) + P[x→ y]∣∣
H{
)
= c(x)P[x→ y],
where Corollary 4.41 gives the first equality and Theorem 4.37 gives the second.6
7
Remark 4.43 (Effective resistance as “path integral”). Corollary 4.42 may also8
be obtained by the more elegant (and much shorter) approach of [LP09, §2.2],9
where it is stated as follows: the mean number of times a random walk visits10
a before reaching b is P[a → b]−1 = c(a)R(a, b). We give the present proof to11
highlight and explain the underlying role of the Schur complement with respect12
to network reduction; see Remarks 4.39–4.40. A key point of the present ap-13
proach is to emphasize the expression of effective resistance R(a, b) in terms of14
a sum over all possible paths from a to b. By Remark 4.20, it is apparent that15
this “path-integral” interpretation makes Rtr much more closely related to RF16
than to RW , as seen by the following results.17
Corollary 4.44 ( [Kig01, Prop. 2.1.11]). Let H2 ⊆ H1 be finite subnetworks of18
a transient network G. Then for a, b ∈ H02 , one has RSH1(a, b) = RSH2(a, b).19
Corollary 4.45. On any network, Rtr(a, b) = RF (a, b).20
78 Chapter 4. The resistance metric
Proof. By Corollary 4.44, it is clear that RGtrk(a, b) = RGtrk+1(a, b) for all k. 1
Meanwhile, any path from a to b will lie in Gk for sufficiently large k, so it is 2
clear by Theorem 4.42, the sequence {RFGk(a, b)}∞k=0 is monotonically decreasing 3
with limit RF (a, b) = Rtr(a, b). 4
Remark 4.46. Writing [x→ y | γ ⊆ H] to indicate a restriction to paths from x 5
to y that lie entirely in H, as in Remark 4.36, one has 6
RGtrk(x, y) =
1
c(x) (P[x→ y | γ ⊆ Gk] + P[x→ y | γ * Gk])
≤ 1
c(x)P[x→ y | γ ⊆ Gk] = RGFk (x, y).
Essentially, Corollary 4.44 is an expression of the first equality and Corol- 7
lary 4.45 is a consequence of the inequality and how it tends to an equality 8
as k →∞. 9
4.6.2 The shorted operator 10
It is worth noting that the operator D defined in (4.40) is always invertible as in 11
the discussion following (4.53). However, the Schur complement construction is 12
valid more generally. As is pointed out in [BM88], the shorted operator gener- 13
alizes the Schur complement construction to positive operators on a (typically 14
infinite-dimensional) Hilbert space H; see [And71,AT75,Kre47]. In general, let 15
T = T ∗ be a positive operator so 〈ϕ, Tϕ〉 ≥ 0 for all ϕ ∈ H, and let S be a 16
closed subspace of H. Partition T analogously to (4.40), so that A : S → S, 17
B : S → S{, BT : S{ → S, and D : S{ → S{. 18
Theorem 4.47 ( [AT75]). With respect to the usual ordering of self-adjoint 19
operators, there exists a unique operator Sh(T ) such that 20
Sh(T ) = sup
L
{
L ≥ 0 ...
[
L 0
0 0
]
≤ T
}
,
and it is given by 21
Sh(T ) = lim
ε→0+
(
A−BT (D + ε)−1B) .
In particular, the shorted operator coincides with the Schur complement, when- 22
ever the latter exists. 23
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There is another characterization of the shorted operator due to [BM88].1
Theorem 4.48 ( [BM88]). Suppose {ψn} ⊆ H is a sequence satisfying 〈ψn, Dψn〉 ≤2
M for some M ∈ R, and limn→∞ T
[ ϕ
ψn
]
= [ θ0 ]. Then Sh(T )ϕ = limn→∞
(
Aϕ+BTψn
)
.3
4.7 Projections in Hilbert space and the condi-4
tioning of the random walk5
In Remark 4.19, we gave an operator-theoretic account of the difference between6
RF and RW . The foregoing probabilistic discussions might lead one to wonder if7
there is a probabilistic counterpart. An alternative approach is given in [Kig03,8
App. B].9
On a finite network, it is well-known that
vx = R(o, x)ux, (4.58)
where ux(y) is the probability that a random walker (RW) started at y reaches10
x before o:11
ux(y) := Py[τx < τo]. (4.59)
Here again, τx denotes the hitting time of x as in Definition 4.29. Note that (4.2)12
gives ux = vxE(vx) . The relationship (4.58) is discussed in [DS84,LPW08,LP09].13
Theorem 4.49 is a wired extension of (4.58) to transient networks. The14
corresponding free version appears in Conjecture 4.50.15
Theorem 4.49. On a transient network, let fx be the representative of PFinvx16
specified by fx(o) = 0. Then for x 6= o, fx is computed probabilistically by17
fx(y) = RW (o, x) (Py[τx < τo] (4.60)
+PGy [τo = τx =∞]PGx [τo =∞] lim
k→∞
c(x)
c(∞k)P
GWk∞k [τ∞k < τ{x,o}]
)
.
(4.61)
Proof. Fix x, y and an exhaustion {Gk}∞k=1, and suppose without loss of gener-18
ality that o, x, y ∈ G1. Since vx = fx on any finite network, the identity (4.58)19
gives f (k)x = RGWk (o, x)uˇ
(k)
x , where f
(k)
x is the unique solution to ∆v = δx − δo20
on the finite (wired) subnetwork GWk , and21
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uˇ(k)x (y) := P
GWk
y [τx < τo].
where the superscript indicates the network in which the random walk travels.
As in the previous case, we just need to check the limit of uˇ(k)x , for which, we
have
uˇ(k)x (y) = P
GWk
y [τx < τo & τx < τ∞k ] + P
GWk
y [τx < τo & τx > τ∞k ] (4.62)
The first probability in (4.62) is
PG
W
k
y [τx < τo & τx < τ∞k ] = PGy [τx < τo & τx < τG{k ]
k→∞−−−−−→ PGy [τx < τo & τx <∞] = PGy [τx < τo],
where the last equality follows because τx < τo implies τx <∞. 1
The latter probability in (4.62) measures the set of paths which travel from
y to ∞k without hitting x or o, and then on to x without passing through o,
and hence can be rewritten
PG
W
k
y [τ∞k < τx < τo] = P
GWk
y [τ∞k < τ{o,x}]P
GWk∞k [τx < τo]
= PG
W
k
y [τ∞k < τ{o,x}]
(
PG
W
k∞k [τ∞k < τ{x,o}]P
GWk∞k [τx < τ{∞k,o}] + P
GWk∞k [τx < τ{∞k,o}]
)
,
since a walk starting at ∞k may or may not return to ∞k before reaching x. 2
First, consider only those walks which do not loop back through ∞k (i.e.,
multiply out the above expression and take the second term) to observe
PG
W
k
y [τ∞k < τ{o,x}]P
GWk∞k [τx < τ{∞k,o}] = P
GWk
y [τ∞k < τ{o,x}]P
GWk
x [τ∞k < τo]
c(x)
c(∞k)
(4.63)
=
(
1− PGWky [τ{o,x} < τ∞k ]
)(
1− PGWkx [τo < τ∞k ]
)
c(x)
c(∞k)
=
(
1− PGy [τ{o,x} < τG{k ]
)(
1− PGx [τo < τG{k ]
)
c(x)
c(∞k)
k→∞−−−−−→ (1− PGy [τ{o,x} <∞]) (1− PGx [τo <∞]) lim
k→∞
c(x)
c(∞k)
= PGy [τo = τx =∞]PGx [τo =∞] lim
k→∞
c(x)
c(∞k) . (4.64)
Note that (4.63) comes by reversibility of the walk, and the way probability is 3
computed for paths from ∞k to x which avoid o and ∞k. Since the network 4
is transient,
∑∞
k=1 c(∞k)−1 is summable by Nash-William’s criterion and so 5
limk→∞
c(x)
c(∞k) = 0 causes (4.64) to vanish. 6
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Now for walks which do loop back through∞k, the same arguments as above
yield
PG
W
k
y [τ∞k < τ{o,x}]P
GWk∞k [τ∞k < τ{x,o}]P
GWk∞k [τx < τ{∞k,o}]
k→∞−−−−−→ PGy [τo = τx =∞]PGx [τo =∞] lim
k→∞
c(x)
c(∞k)P
GWk∞k [τ∞k < τ{x,o}],
and the conclusion follows.1
The following conjecture expresses a free extension of (4.58) to infinite net-
works. We offer an erroneous “proof” in the hopes that it may inspire the reader
to find a correct proof. The error is discussed in Remark 4.51, just below. In
the statement of Conjecture 4.50, we use the notation
|γ| <∞ (4.65)
to denote the event that the walk is bounded, i.e., that the trajectory is con-2
tained in a finite subnetwork of G.3
Conjecture 4.50. On an infinite resistance network, let vx be the representa-4
tive of an element of the energy kernel specified by vx(o) = 0. Then for x 6= o,5
vx is computed probabilistically by6
vx(y) = RF (o, x)Py[τx < τo | |γ| <∞], (4.66)
that is, the walk is conditioned to lie entirely in some finite subnetwork as in7
(4.65).8
“Proof.” Fix x, y and suppose without loss of generality that o, x, y ∈ G1. One9
can write (4.58) on Gk as v
(k)
x = RGFk (o, x)u
(k)
x . In other words, v
(k)
x is the10
unique solution to ∆v = δx− δo on the finite subnetwork GFk . Since RF (x, y) =11
limk→∞RGFk (x, y) by (4.8), it only remains to check the limit of u
(k)
x . Using a12
superscript to indicate the network in which the random walk travels, we have13
lim
k→∞
u(k)x (y) = lim
k→∞
PG
F
k
y [τx < τo] = lim
k→∞
PGy [τx < τo | γ ⊆ GFk ]. (4.67)
Here again, the notation [γ ⊆ H] denotes the event that the random walk never14
leaves the subnetwork H, i.e., τH{ = ∞. The events [γ ⊆ GFk ] are nested15
and increasing, so the limit is the union, and (4.66) follows. Note that GFk is16
recurrent, so γ ⊆ GFk implies τx <∞.17
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Remark 4.51. As indicated, the argument outlined above is incomplete due to 1
the second equality of (4.67). While the set of paths from y to x in GFk is the 2
same as the set of paths from y to x in G which lie in Gk, the probability of a 3
given path may differ when computed in network or the other. This happens 4
precisely when γ passes through a boundary point: the transition probability 5
away from a point in bdGk is strictly larger in GFk than it is in Gk. 6
4.8 Comparison of resistance metric to other 7
metrics 8
4.8.1 Comparison to geodesic metric 9
On a Riemannian manifold (Ω, g), the geodesic distance is 10
distγ(x, y) := inf
γ
{∫ 1
0
g(γ′(t), γ′(t))1/2 dt ... γ(0) = x, γ(1) = y, γ ∈ C1
}
.
Definition 4.52. On (G, c), the geodesic distance from x to y is 11
distγ(x, y) := inf{r(γ) ... γ ∈ Γ(x, y)}, (4.68)
where r(γ) :=
(∑
(x,y)∈γ c
−1
xy
)
(for resistors in series, the total resistance is the 12
sum). 13
Remark 4.53. Definition 4.52 differs from the definition of shortest path metric 14
found in the literature on general graph theory; without weights on the edges 15
one usually defines the shortest path metric simply as the minimal number of 16
edges in a path from x to y. (This corresponds to taking c ≡ 1.) Such shortest 17
paths always exist. According to Definition 4.52, shortest paths may not exist 18
(cf. Example 11.10). Of course, even when they do exist, they are not always 19
unique. 20
It should be observed that effective resistance is not a geodesic metric, in 21
the usual sense of metric geometry; it does not correspond to a length structure 22
in the sense of [BBI01, §2]. 23
Lemma 4.54. The effective resistance is bounded above by the geodesic distance. 24
More precisely, RF (x, y) ≤ distγ(x, y) with equality if and only if G is a tree. 25
Proof. If there is a second path, then some positive amount of current will pass 26
along it (i.e., there is a positive probability of getting to y via this route). To 27
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make this precise, let v = vx − vy and let γ = (x = x0, x1, . . . , xn = y) be any1
path from x to y:2
RF (x, y)2 = |v(x)− v(y)|2 ≤ r(γ)E(v),
by the exact same computation as in the proof of Lemma 3.9, but with u = v.3
The desired inequality then follows by dividing both sides by E(v) = RF (x, y).4
The other claim follows by observing that trees are characterized by the5
property of having exactly one path γ between any x and y in G0. By (4.11),6
RF (x, y) can be found by computing the dissipation of the unit current which7
runs entirely along γ from x to y. This means that I(xi−1, xi) = 1 on γ, and8
I = 0 elsewhere, so9
RF (x, y) = D(I) =
n∑
i=1
1
cxi−1xi
I(xi−1, xi)2 =
n∑
i=1
1
cxi−1xi
= r(γ).
This type of inequality is explicitly calculated in Example 11.3.10
Remark 4.55. It is clear from the end of the proof of Lemma 4.54 that on a tree,11
vx − vy is locally constant on the complement of the unique path from x to y.12
However, this may not hold for fx − fy, where fx = PFinvx; see Example 12.2.13
This is an example of how the wired resistance can “cheat” by considering14
currents which take a shortcut through infinity; compare (4.11) to (4.21).15
4.8.2 Comparison to Connes’ metric16
The formulation of R(x, y) given in (4.1) may evoke Connes’ maxim that a17
metric can be thought of as the inverse of a Dirac operator; cf. [Con94]. This18
does not appear to have a literal incarnation in the current context, but we do19
have the inequality of Lemma 4.56 in the case when c = 1. In this formulation,20
v ∈ HE is considered as a multiplication operator defined on u by21
(vu)(x) := v(x)u(x), ∀x ∈ G0, (4.69)
and both v and ∆ are considered as operators on `2(G0 ∩ dom E . We use the22
commutator notation [v,∆] := v∆−∆v, and ‖[v,∆]‖ is understood as the usual23
operator norm on `2.24
Lemma 4.56. If c = 1, then for all x, y ∈ G0 one has25
R(x, y) ≤ sup{|v(x)− v(y)|2 ... ‖[v,∆]‖ ≤
√
2, v ∈ dom E}. (4.70)
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Proof. We will compare (4.70) to (4.6). Writing Mv for multiplication by v, it 1
is straightforward to compute from the definitions 2
(Mv∆−∆Mv)u(x) =
∑
y∼x
(v(y)− v(x))u(y),
so that the Schwarz inequality gives 3
‖[Mv,∆]u‖22 =
∑
x∈G0
∣∣∣∣∣∑
y∼x
(v(y)− v(x))u(y)
∣∣∣∣∣
2
≤
∑
x∈G0
(∑
y∼x
|v(y)− v(x)|2
)(∑
y∼x
|u(y)|2
)
.
By extending the sum of |u(x)|2 to all x ∈ G0 (an admittedly crude estimate), 4
this gives ‖[v,∆]u‖22 ≤ 2‖u‖22E(v), and hence ‖[v,∆]‖2 ≤ 2E(v) 5
4.9 Generalized resistance metrics 6
In this section, we describe a notion of effective resistance between probability 7
measures, of which R(x, y) (or RF and RW ) is a special case. This concept is 8
closely related to the notion of total variation of measures, and hence is related 9
to mixing times of Markov chains; cf. [LPW08, §4.1]. When the Markov chain 10
is taken to be random walk on an ERN, the state space is just the vertices of 11
G. 12
Definition 4.57. Let µ and ν be two probability measures on G0. Then the 13
total variation distance between them is 14
distTV(µ, ν) := 2 sup
A⊆G0
|µ(A)− ν(A)|. (4.71)
Proposition 4.58 ( [LPW08, Prop. 4.5]). Let µ and ν be two probability mea- 15
sures on the state space Ω of a (discrete) Markov chain. Then the total variation 16
distance between them is 17
distTV(µ, ν) = sup
{∣∣∣∣∣∑
x∈Ω
u(x)µ(x)−
∑
x∈Ω
u(x)ν(x)
∣∣∣∣∣ ... ‖u‖∞ ≤ 1
}
. (4.72)
Here, ‖u‖∞ := supx∈G0 |u(x)|. 18
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4.9.1 Effective resistance between measures1
If we think of µ as a linear functional acting on the space of bounded functions,2
then it is clear that (4.72) expresses distTV(µ, ν) as the operator norm ‖µ− ν‖.3
That is, it expresses the pairing between µ ∈ `1 and u ∈ `∞. We can therefore4
extend RF directly (see (4.13)–(4.14) and Remark 4.11).5
Definition 4.59. The free resistance between two probability measures is6
distRF (µ, ν) := sup

∣∣∣∣∣ ∑
x∈G0
u(x)µ(x)−
∑
x∈G0
u(x)ν(x)
∣∣∣∣∣
2
..
. ‖u‖E ≤ 1
 . (4.73)
It is clear from this definition (and Remark 4.11) thatRF (x, y) = distRF (δx, δy).7
This extension of RF to measures was motivated by a question of Marc Rieffel8
in [Rie99].9
4.9.2 Total variation spaces10
Definition 4.60. Since dom E is a Banach space, we may define a new pairing11
via the bilinear form12
〈u, µ〉TV :=
∑
x∈G0
u(x)µ(x), (4.74)
where µ is an element of13
TV := {µ : G0 → R ... ∃kµ s.t.|〈u, µ〉TV| ≤ kµ · E(u)1/2,∀u ∈ dom E}. (4.75)
Then TV = dom〈u, ·〉TV is the dual of dom E with respect to the total variation14
topology induced by (4.74). Also, the norm in TV is given by15
‖µ‖TV := inf{k ... |〈u, µ〉TV| ≤ k · E(u)1/2,∀u ∈ dom E}. (4.76)
Remark 4.61. Since TV is a Banach space which is the dual of a normed space,16
the unit ball17
{µ ∈ TV ... ‖µ‖TV ≤ 1} (4.77)
is compact in the weak-? topology, by Alaoglu’s theorem.18
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Lemma 4.62. The Laplacian ∆ maps HE into TV with ‖∆v‖TV ≤ ‖PFinv‖E . 1
Proof. For u, v ∈ HE , write v = f + h with f = PFinv and h = PHarmv, so that 2
∣∣∣∣∣ ∑
x∈G0
u(x)∆v(x)
∣∣∣∣∣ ≤
∣∣∣∣∣ ∑
x∈G0
u(x)∆f(x)
∣∣∣∣∣+



∣∣∣∣∣ ∑
x∈G0
u(x)∆h(x)
∣∣∣∣∣ = |〈u, f〉E | ≤ ‖u‖E‖f‖E ,
by Theorem 3.80 followed by the Schwarz inequality. The mapping is contractive 3
relative to the respective norms because ‖v‖E is an element of the set on the 4
right-hand side of (4.76), and hence at least as big as the infimum, whence 5
‖∆v‖TV ≤ ‖f‖E ≤ ‖v‖E . 6
4.10 Remarks and references 7
A key reference for this chapter is [Kig03]; the relationship between the free and 8
wired resistance can be elegantly phrased in terms of resistance forms, as we 9
describe in the following remark. Additionally, the role of the trace resistance 10
is apparent in Kigami’s work [Kig01,Kig03,Kig95,Kig94,Kig93]. However, the 11
potential-theoretic approach can be intimidating to the uninitiated, and we hope 12
that our treatment of effective resistance from the first principles of Hilbert 13
space theory will provide a gentle introduction, as well as new insights. As an 14
example of this, we feel that the probabilistic proof of Theorem 4.37 (to which 15
we are indebted to Jun Kigami) offers insight as to why the operation of Schur 16
complement should correspond to taking the trace. 17
After Powers papers in the 70s (starting with [Pow76b]), there has been an 18
explosive in the interest in metric geometry, potential theory [Bre67],spectral 19
theory [?], and harmonic analysis [Car73a] on infinite graphs. As illustrated 20
in [Kig03] a good deal of the motivation arose from a parallel research track 21
dealing with analysis of fractals. In addition, some of the early work was mo- 22
tivated by problems in statistical mechanics (see e.g., [Rue69] and [Rue04], on 23
thermodynamic formalism). 24
Remark 4.63 (Comparison with resistance forms). In [Kig03, Def. 2.8], a re- 25
sistance form is defined as follows: let X be a set and let E be a symmetric 26
quadratic form on `(X), the space of all functions on X, and let F denote the 27
domain of E . Then (E ,F) is a resistance form iff: 28
(RF1) F is a linear subspace of `(X) containing the constant functions and E 29
is nonnegative on F with E(u) = 0 iff u is constant. 30
(RF2) F/ ∼ is a Hilbert with inner product E , where ∼ is the equivalence 31
relation defined on F by u ∼ v iff u− v is constant. 32
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(RF3) For any finite subset V ⊆ U and for any v ∈ `(V ), there is u ∈ F such1
that u
∣∣
V
= v.2
(RF4) For any p, q ∈ X, the number
RE,F (p, q) := sup
{
|u(p)−u(q)|2
E(u) ..
. u ∈ F , E(u) > 0
}
(4.78)
is finite. Then RE,F is called the effective resistance associated to the3
form (E ,F).4
(RF5) If u ∈ F , then u defined by u(x) := min{1,max{0, u(x)}} (the unit5
normal contraction of u, in the language of Dirichlet forms) is also in F .6
Upon comparison of (4.12)–(4.13) to (4.22)–(4.24), one can see that RF is the7
effective resistance associated to the resistance form (E ,HE), and that RW is the8
effective resistance associated to the resistance form (E ,Fin). We are grateful9
to Jun Kigami for pointing this out to us. Note that the wired resistance is10
not related to the “shorted resistance form” of [Kig03, §3] (see Prop. 3.6 in11
particular). See also Remark 4.24.12
The reader will also find [Soa94] to be an good reference for effective resis-13
tance. While the sources [Soa94, DS84, LP09, LPW08, Per99] do not especially14
emphasize the metric aspect of effective resistance, they provide an exceptional15
description of the relationship between effective resistance and random walks.16
The books [Kig01] and [Str06] are also useful for understanding connections be-17
tween effective resistance and the energy form and Laplace operator, on graphs18
and on self-similar fractals.19
For different formulations effective resistance appearing in the literature,20
see [Pow76b] and [Per99, §8] for (4.1), [DS84] for (4.2), [DS84, Pow76b] for21
(4.3), [Kig03,Kig01,Str06] for (4.4)–(4.5).22
For investigations of the “limit current” (corresponding to free resistance)23
and “minimal current” (corresponding to wired resistance), one should consult24
[Soa94] and the earlier sources [Fla71,Tho90,Zem76].25
The role of effective resistance in combinatorics (dimer configurations, perco-26
lation on finite sets, etc.) is discussed in [BK05,Rie99,KW09]. The role of Schur27
complement in the trace of a resistance form appears in [Kig03], and less specif-28
ically also in [Met97, KW09, BM88, AT75, And71], where it is sometimes called29
the shorted operator. Also see [KdZLR08] for the role of Schur complement in30
regard to Dirichlet-to-Neumann maps.31
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Chapter 51
Schoenberg-von Neumann2
construction of the energy3
space HE4
“If people do not believe that mathematics is simple, it is only because they do not
realize how complicated life is.” — John von Neumann5
Studying the geometry of state space X through vector spaces of functions on6
X is a fundamental idea and variations of it can be traced back in several areas7
of mathematics. In the setting of Hilbert space, it originates with a suggestion of8
B. O. Koopman [Koo27,Koo36,Koo57] in the early days of “modern” dynamical9
systems, ergodic theory, and the systematic study of representations of groups.10
A separate impetus in 1932 were the two ergodic theorems, the L2 variant due11
to von Neumann [vN32c] and the pointwise variant due to G. D. Birkhoff. While12
Birkhoff’s version is deeper, von Neumann’s version really started a whole trend:13
mathematical physics, quantization [vN32c], and operator theory; especially the14
use of the adjoint operator and the deficiency indices which we find useful in15
§6–§7; cf. [vN32a,vN32b]. Further, there is an interplay between Hilbert space16
on the one side, and pointwise results in function theory on the other: In fact,17
the L2-mean ergodic theorem of von Neumann is really is a corollary to the18
spectral theorem in its deeper version (spectral resolution via projection-valued19
measures) as developed in by M. H. Stone and J. von Neumann in the period20
1928-1932; cf. [vN32b] and [Arv76a, Ch. 2]. This legacy motivates the material21
in this section, as well as our overall approach.22
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5.1 Schoenberg and von Neumann’s embedding 1
theorem 2
In Theorem 5.1 we show that an resistance network equipped with resistance 3
metric may be embedded in a Hilbert space in such a way that R is induced 4
from the inner product of the Hilbert space. As a consequence, we obtain an 5
alternative and independent construction of the Hilbert spaceHE of finite-energy 6
functions. This provides further justification for HE as the natural Hilbert 7
space for studying the metric space (G,RF ) = ((G, c), RF ) and Fin as the 8
natural Hilbert space for studying the metric space (G,RW ). Although we will 9
be interested in both (G,RF ) and (G,RW ), for brevity, we sometimes refer to 10
both as (G,R) when the distinction is not important. 11
It is a natural question to ask whether or not a metric space may be naturally 12
represented as a Hilbert space, and von Neumann proved a general result which 13
provides an answer. The reader may wish to consult §A.1 for the statement of 14
this result (Theorem A.3) in the form it is applied below, as well as the relevant 15
definitions. We apply Theorem A.3 to the metric space (G,R) and to obtain 16
a Hilbert space H and a natural embedding (G,R) → H. It turns out that 17
the Hilbert space is HE when the embedding is applied with R = RF and Fin 18
when applied with R = RW ; see Remark 5.3! Therefore, the Hilbert space 19
HE is the natural place to study (G,R). The reader may find the references 20
[vN32a,BCR84,Ber96,Sch38b] to be helpful; see also Theorem 6.18. 21
The following theorem is inspired by the work of von Neumann and Schoen- 22
berg [Sch38a,BCR84], but is a completely new result. One aspect of this result 23
that contrasts sharply with the classical theory is that the embedding is applied 24
to the metric R1/2 instead of R, for each of R = RF and R = RW . 25
Theorem 5.1. (G,RF ) may be isometrically embedded in a Hilbert space. 26
Proof. According to Theorem A.3, we need only to check that RF is negative 27
semidefinite (see Definition A.4). Let f : G0 → R satisfy ∑x∈G0 f(x) = 0. We 28
must show that
∑
x,y∈F f(x)R
F (x, y)f(y) ≤ 0, for any finite subset F ⊆ G0. 29
From (4.10), we have 30
∑
x,y∈F
f(x)RF (x, y)f(y) =
∑
x,y∈F
f(x)E(vx − vy)f(y)
=
∑
x,y∈F
f(x)E(vx)f(y)− 2
∑
x,y∈F
f(x)〈vx, vy〉Ef(y)
+
∑
x,y∈F
f(x)E(vx)f(y)
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= −2
〈∑
x∈F
f(x)vx,
∑
y∈F
f(y)vy
〉
E
= −2
∥∥∥∥∥∑
x∈F
f(x)vx
∥∥∥∥∥
2
E
≤ 0.
For the second equality, note that the first two sums vanish by the assumption1
on f .2
Corollary 5.2. (G,RW ) may be isometrically embedded in a Hilbert space.3
Proof. Because the energy-minimizer in (4.20) is fx = PFinvx, we can repeat4
the proof of Theorem 5.1 with fx in place of vx to obtain the result.5
Remark 5.3. Since RF (x, y) = ‖vx−vy‖2E by (4.10), Theorem A.5 shows that the6
embedded image of (G,RF ) is unitarily equivalent to the E-closure of span{vx},7
which is HE . Similarly, RW (x, y) = ‖fx − fy‖2E , where fx := PFinvx, by (4.20),8
whence the embedded image of (G,RW ) is unitarily equivalent to the E-closure9
of span{fx}, which is Fin.10
Remark 5.4. One can choose any vertex o ∈ G0 to act as the “origin” and it
becomes the origin of the new Hilbert space during the construction outlined
in §A.1. As a quadratic form defined on the space of all functions v : G0 → C,
the energy is indefinite and hence allows one to define only a quasinorm. There
are ways to deal with the fact that E does not “see constant functions”. One
possibility is to adjust the energy so as to obtain a true norm, as follows:
Eo(u, v) := E(u, v) + u(o)v(o). (5.1)
The corresponding quadratic form is immediately seen to be a norm; this ap-11
proach is carried out in [FO¯T94], for example, and also occasionally in the work12
of Kigami. This is discussed in §3.4.1 under the name “grounded energy form’.13
We have instead elected to work “modulo constants”; the kernel of E is the14
set of constant functions, and inspection of von Neumann’s embedding theorem15
(cf. (A.6)) shows that it is precisely these functions which are “modded out”16
in von Neumann’s construction. However, the constant functions resurface as17
multiples of the vacuum vector in the Fock space representation of §6.3.18
5.2 HE as an invariant of G19
In this section, we show that HE may be considered as an invariant of the20
underlying graph.21
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Definition 5.5. Let G and H be resistance networks with respective con-
ductances cG and cH . A morphism of resistance networks is a function ϕ :
(G, cG)→ (H, cH) between the vertices of the two underlying graphs for which
cHϕ(x)ϕ(y) = rc
G
xy, 0 < r <∞, (5.2)
for some fixed r and all x, y ∈ G0. 1
Two resistance networks are isomorphic if there is a bijective morphism
between them. Note that this implies
H1 = {(ϕ(x), ϕ(y)) ... (x, y) ∈ G1}. (5.3)
Definition 5.6. A morphism of metric spaces is a homothetic map, that is, an
isometry composed with a dilation:
ϕ : (X, dX)→ (Y, dY ), dY (ϕ(a), ϕ(b)) = rdX(a, b), 0 < r <∞, (5.4)
for some fixed r and all a, b ∈ X. An isomorphism is, of course, an invertible 2
morphism. 3
We allow for a scaling factor r in each of the previous definitions because an 4
isomorphism amounts to a relabeling, and rescaling is just a relabeling of lengths. 5
More formally, an isomorphism in any category is an invertible mapping, and 6
dilations are certainly invertible for 0 < r <∞. 7
Theorem 5.7. For each of R = RF , RW , there is a functor R : (G, c) → 8
((G, c), R) from the category of resistance networks to the category of metric 9
spaces. 10
Proof. One must check that an isomorphism ϕ : (G, cG)→ (H, cH) of resistance 11
networks induces an isomorphism of the corresponding metric spaces, so check 12
that ϕ preserves E . We use x, y to denote vertices in G and s, t to denote vertices 13
in H. 14
〈u◦ϕ, v◦ϕ〉E =
∑
x,y
cxy(u◦ϕ(x)− u◦ϕ(y))(v◦ϕ(x)− v◦ϕ(y))
= r−1
∑
x,y
cϕ(x)ϕ(y)(u(ϕ(x))− u(ϕ(y)))(v(ϕ(x))− v(ϕ(y)))
= r−1
∑
s,t
cst(u(s)− u(t))(v(s)− v(t))
= r−1〈u◦ϕ, v◦ϕ〉E , (5.5)
where we can change to summing over s, t because ϕ is a bijection. Therefore, 15
the reproducing kernel {vx} of (G,RF ) (or {PFinvx} of (G,RW )) is preserved, 16
and hence so is the metric. 17
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Corollary 5.8. If pi is an isomorphism of resistance networks with scaling ratio1
r, then2
∆(v◦ϕ) = r−1∆(v)◦ϕ. (5.6)
Proof. Compute ∆(v◦ϕ)(x) exactly as in (5.5).3
Corollary 5.9. An isomorphism ϕ : (G, cG) → (H, cH) of resistance networks4
induces an isomorphism of metric spaces (where the resistance networks are5
equipped with their respective effective resistance metrics).6
We use the notation [S] to denote the closure of the span of a set of vectors7
S in a Hilbert space, where the closure is taken with respect to the norm of8
the Hilbert space. The following theorem is just an application of Theorem A.59
with the quadratic form Q˜ = 〈· , ·〉K.10
Theorem 5.10. If there is a Hilbert space K = [kx] for some k : X → K with11
d(x, y) = ‖kx − ky‖2K, then there is a unique unitary isomorphism U : H → K12
and it is given by U :
∑
x ξxwx 7→
∑
x ξxkx.13
Remark 5.11. Theorem 5.10 may be interpreted as the statement that there is a14
functor from the category of metric spaces (with negative semidefinite metrics)15
into the category of Hilbert spaces. However, we have avoided this formulation16
because the functor is not defined for the entire category of metric spaces. For17
us, it suffices to note that the composition is a functor from resistance networks18
to Hilbert spaces, so that HE = HE(G) is an invariant of G.19
Remark 5.12. To obtain a first quantization, one would need to prove that a con-20
tractive morphism between resistance networks induces a contraction between21
the corresponding Hilbert spaces. In other words,22
f : G1 → G2 =⇒ Tf : HE(G1)→ HE(G2)
with ‖Tfv‖E ≤ ‖v‖E whenever f is contractive. The authors are currently23
working on this endeavour in [JP10a]. The second quantization is discussed in24
Remark 6.22.25
5.3 Remarks and references26
Of the results in the literature of relevant to the present chapter, the references27
[Bar04, Ale75, PS72, Sch38b, Sch38a] are especially relevant. Some of the cited28
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references for this chapter are more specialized, but for prerequisite material 1
(if needed), the reader may find the books [Gui72] by Guichardet, [Hid80] by 2
Hida, and [PS72] by Parthasarathy & Schmidt especially relevant. Standard 3
applications of a negative definite function include either the construction of an 4
abstract Hilbert space [vN55, vN32c] or else the construction of measures on a 5
path space [PS72,Min63]. 6
We use the terminology “Schoenberg-von Neumann embedding” to denote 7
a set of general principles, both classical and modern: 8
geometry and physics
[Koo57]

Hilbert space
[Nel73a]

L2 space of random variables
Some examples of the Schoenberg-von Neumann embedding include: Brow- 9
nian motion [Nel64, Nel69], second quantization and quantum fields [Min63, 10
Gro70, Hid80], stochastic integrals [Mal95], spin models [Lig93], quantum spin 11
models [Pow67,Pow76a,Pow76b]. 12
See Chapter 14 below for further details, especially Theorem 14.8. 13
Chapter 61
The boundary and boundary2
representation3
“Nature is an infinite sphere of which the center is everywhere and the
circumference nowhere.” — B. Pascal4
Boundary theory is a well-established subject; the deep connections between5
harmonic analysis, probability, and potential theory have led to several notions6
of boundary; see the Remarks and References section at the end of this chapter.7
6.1 Motivation and outline8
Recall the classical result of Poisson that gives a kernel k : Ω × ∂Ω → R from
which a bounded harmonic function can be given via
u(x) =
∫
∂Ω
u(y)k(x, dy), y ∈ ∂Ω. (6.1)
The material of §6 is motivated by the following discrete analogue of the Poisson9
boundary representation of a harmonic function.10
Theorem 6.1 (Boundary sum representation of harmonic functions). For all11
u ∈ Harm, and hx = PHarmvx,12
u(x) =
∑
bdG
u∂hx∂n + u(o). (6.2)
Proof. Recall from Lemma 3.26 that {hx} is a reproducing kernel for Harm.13
Therefore, u(x)−u(o) = 〈hx, u〉E = 〈u, hx〉E =
∑
bdG u
∂hx
∂n because
∑
G0 u∆hx =14
0. Note that hx = hx by Lemma 3.29.15
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Up to this point, the boundary sum in (6.2) has been understood only as a 1
limit of sums. Comparison of (6.2) and (6.1) makes one optimistic that bdG 2
can be realized as some compact set which supports a “measure” ∂hx∂n , thus 3
giving a nice representation of the boundary sum of (6.2) as an integral. In 4
Corollary 6.26, we extend Theorem 6.1 to such an integral representation. 5
Boundary theory of harmonic functions can roughly be divided three ways: 6
the bounded harmonic functions (Poisson theory), the nonnegative harmonic 7
functions (Martin theory), and the finite-energy harmonic functions studied 8
in the present book. While Poisson theory is a subset of Martin theory, the 9
relationship between Martin theory and the study of HE is more subtle. For 10
example, there exist unbounded functions of finite energy; cf. Example 13.30. 11
Some details are given in [Soa94, §3.7]. 12
Whether the focus is on the harmonic functions which are bounded, nonneg- 13
ative, or finite-energy, the goals of the associated boundary theory are essentially 14
the same: 15
(1) Compactify the original domain D by constructing/identifying a boundary 16
bdD. Then D = D ∪ bdD, where the closure is with respect to some 17
(hopefully natural) topology. 18
(2) Define a procedure for extending harmonic functions u from D to bdD. Ex- 19
cept in the case of Poisson theory, this extension u˜ is typically a measure (or 20
other linear functional) on bdD; it may not be representable as a function. 21
(3) Obtain a kernel k(x, β) defined on D×bdD against which one can integrate
the extension u˜ so as to recover the value of u at a point in D:
u(x) =
∫
bdD
k(x, β)u˜(dβ), ∀x ∈ D,
whenever u is a harmonic functions of the given class. 22
The difference between our boundary theory and that of Poisson and Martin 23
is rooted in our focus on HE rather than `2: both of these classical theories con- 24
cern harmonic functions with growth/decay restrictions. By contrast, provided 25
they neither grow too wildly nor oscillate too wildly, elements of HE may remain 26
positive or even tend to infinity at infinity. See Example 12.10 for a function 27
h ∈ Harm which is unbounded. 28
Our boundary essentially consists of infinite paths which can be distinguished 29
by monopoles, i.e., two paths are not equivalent iff there is a monopole w with 30
different limiting values along each path. It is an immediate consequence that 31
recurrent networks have no boundary, and transient networks with no nontrivial 32
harmonic functions have exactly one boundary point (corresponding to the fact 33
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that the monopole at x is unique). In particular, the integer lattices (Zd,1)1
each have 1 boundary point for d ≥ 3 and 0 boundary points for d = 1, 2. In2
particular, the integer lattices (Zd,1) each have 1 boundary point for d ≥ 3 and3
0 boundary points for d = 1, 2. In contrast, the Martin boundary of (Zd,1) is4
homeomorphic to the unit sphere Sn−1 (where S0 = {−1, 1}), and each (Zd,1)5
has only one graph ends (except for (Z,1), which has two); cf. [PW90, §3.B].6
In our version of the program outlined above, we follow the steps in the order7
(2)-(3)-(1). A brief summary is given here; further introductory material and8
technical details appear at the beginning of each section:9
For (2), we construct a Gel’fand triple SG ⊆ HE ⊆ S ′G to extend the energy form10
to a pairing 〈· , ·〉W on SG×S ′G, and then use Ito integration to extend this11
new pairing to HE × S ′G. This yields a suitable class of linear functionals12
ξ on HE , and we can extend a function u on HE to u˜ on S ′G by duality,13
i.e., u˜(ξ) := 〈u, ξ〉W . We need to expand the scope of enquiry to include14
S ′G because HE will not be sufficient; no infinite-dimensional Hilbert space15
can support a σ-finite probability measure, by a theorem of Nelson.16
For (3), we use the Wiener transform to isometrically embed HE into L2(S ′G,P).17
Applying this isometry to the energy kernel {vx}, we get a reproducing18
kernel k(x, dP) := hxdP, where hx = PHarmvx and P is a version of Wiener19
measure. In fact, P is a Gaussian probability measure on S ′G whose support20
is disjoint from Fin.21
For (1), we consider certain measures µx, defined in terms of the kernel and the22
Wiener measure just introduced, which are supported on S ′G/Fin and23
indexed by the vertices x ∈ G0. Then elements of the boundary bdG24
correspond limits of sequences {µxn} where xn → ∞, modulo a suitable25
equivalence relation. This is the content of §6.3.26
Items (2)–(3) are the content of §6.2 and the main result is Theorem 6.19 (and its27
corollaries). Due to the close relationship between the Laplacian and the random28
walk on a network, there are good intuitive reasons why one would expect29
stochastic integrals (by which we mean the Wiener transform) to be related30
to the boundary. “Going to the boundary” of (G, c) involves a suitable notion31
of limit, and it is a well-known principle that suitable limits of random walk32
yield Brownian motion realized in L2-spaces of global measures (e.g., Wiener33
measure).34
However, before this program can proceed, we need a suitable dense subspace35
SG ⊆ HE of “test functions” for the construction of a Gel’fand triple. The basic36
idea is to use the “smooth functions”, that is, u ∈ HE for which ∆(. . .∆(u)) ∈37
HE , for any number of applications of ∆. Making this precise requires a certain38
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amount of attention to technical details concerning the domain of ∆, and this 1
comprises §7.1.2. Caution: when studying an operator, an important subtlety is 2
that “the” adjoint ∆∗ depends on the choice of domain, i.e., the linear subspace 3
dom(∆) ⊆ H. We consider ∆ as an operator on a rather different Hilbert space, 4
`2(G0), in §8. 5
Finally, in §7.2.1, we examine the connection between the defect spaces of 6
∆ and bdG via the use of a boundary form akin to those of classical functional 7
analysis. 8
The reader is directed to Appendix B for a brief review of some of the 9
pertinent ideas from operator theory; especially regarding the graph of an op- 10
erator (Definition B.12) and von Neumann’s theorem characterizing essential 11
self-adjointness (Theorem B.18). Note: in several parts of this section, we use 12
vector space ideas that are not so common when discussing Hilbert spaces; e.g. 13
finite linear span, and (not necessarily orthogonal) linear independence. 14
Remark 6.2. In §10 we will return to the three-way comparison of harmonic 15
functions which are bounded, nonnegative, or finite-energy, but for a different 16
purpose: the construction of measures on spaces of (infinite) paths in (G, c). 17
In the case of bounded harmonic functions on (G, c), the associated probability 18
space is derived directly as a space of infinite paths in G, and the measure is 19
constructed via the standard Kolmogorov consistency method. That is, as a 20
projective limit constructed via cylinder sets. While the present construction is 21
also implicitly in terms of cylinder sets (due to Minlos’ framework), the reader 22
will notice by comparison that the two probability measures and their support 23
are quite different. As a result the respective kernels take different forms. How- 24
ever, both techniques yield a way to represent the values h(x) for h harmonic 25
and x ∈ G0 as an integral over “the boundary”. 26
While Doob’s martingale theory works well for harmonic functions in L∞ or 27
L2, the situation for HE is different. The primary reason is that HE is not im- 28
mediatelly realizable as an L2 space. A considerable advantage of our Gel’fand- 29
Wiener-Ito construction is that HE is isometrically embedded into L2(S ′G,P) 30
in a particularly nice way: it corresponds to the polynomials of degree 1. See 31
Remark 6.22. 32
Recall that Corollary 3.13 shows that span{vx} is dense in HE and that {vx} 33
is a reproducing kernel for HE . Throughout §6, we will implicitly be using the 34
version of ∆ introduced in Definition 3.34, which we now recall for convenience. 35
Definition 6.3. LetM := span{vx}x∈G0 denote the vector space of finite linear 36
combinations of dipoles. Let ∆M be the closure of the Laplacian when taken to 37
have the dense domain M. 38
Note that since ∆ agrees with ∆M pointwise, we may suppress reference 39
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to the domain for ease of notation. Recall from Corollary 3.73 that ∆M is1
Hermitian and even semibounded on its domain. We explore the properties of2
∆M further, including its range, domain, and self-adjoint extensions, in §7.3
6.2 Gel’fand triples and duality4
According to the program outlined above, we would like to obtain a (probability)5
measure space to serve as the boundary of G. It is shown in [Gro67, Gro70,6
Min63] that no Hilbert space of functions H is sufficient to support a Gaussian7
measure P (i.e., it is not possible to have 0 < P(H) <∞ for a σ-finite measure).8
However, it is possible to construct a Gel’fand triple (also called a rigged Hilbert9
space): a dense subspace S of H with10
S ⊆ H ⊆ S′, (6.3)
where S is dense in H and S′ is the dual of S. Additionally, S and S′ must11
also satisfy some technical conditions: S is a Fre´chet space in its own right but12
realized as dense subspace in H, with density referring to the Hilbert norm in13
H. However, S′ is the dual of S with respect to a Fre´chet topology defined via14
a specific sequence of seminorms. Finally, it is assumed that the inclusion map-15
ping of S into H is continuous in the respective topologies. It was Gel’fand’s16
idea to formalize this construction abstractly using a system of nuclearity ax-17
ioms [GMSˇ58, Min58, Min59]. Our presentation here is adapted from quantum18
mechanics and the goal is to realize bdG as a subset of S′.19
There is a concrete situation when the Gel’fand triple construction is espe-20
cially natural: H = L2(R, dx) and S is the Schwartz space of functions of rapid21
decay. That is, each f ∈ S is C∞ smooth functions which decays (along with22
all its derivatives) faster than any polynomial. In this case, S is the space of23
tempered distributions and the seminorms defining the Fre´chet topology on S24
are25
pm(f) := sup{|xkf (n)(x)| ... x ∈ R, 0 ≤ k, n ≤ m}, m = 0, 1, 2, . . . ,
where f (n) is the nth derivative of f . Then S′ is the dual of S with respect to26
this Free´chet topology. One can equivalently express S as27
S := {f ∈ L2(R) ... (P˜ 2 + Q˜2)nf ∈ L2(R),∀n}, (6.4)
where P˜ and Q˜ are the Heisenberg operators discussed in Example B.25. The28
operator P˜ 2 + Q˜2 is most often called the quantum mechanical Hamiltonian,29
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but some others (e.g., Hida, Gross) would call it a Laplacian, and this perspec- 1
tive tightens the analogy with the present study. In this sense, (6.4) could be 2
rewritten S := dom ∆∞; compare to (6.8). 3
The duality between S and S′ allows for the extension of the inner product 4
on H to a pairing of S and S′: 5
〈·, ·〉H : H×H → C to 〈·, ·〉∼H : S × S′ → R.
In other words, one obtains a Fourier-type duality restricted to S. Moreover, 6
it is possible to construct a Gel’fand triple in such a way that P(S′) = 1 for a 7
Gaussian probability measure P. When applied to H = HE , the construction 8
yields two main outcomes: 9
1. The next best thing to a Fourier transform for an arbitrary graph. 10
2. A concrete representation of HE as an L2 measure space HE ∼= L2(S′,P). 11
As a prelude, we begin with Bochner’s Theorem, which characterizes the 12
Fourier transform of a positive finite Borel measure on the real line. The reader 13
may find [RS75] helpful for further information. 14
Theorem 6.4 (Bochner). Let G be a locally compact abelian group. Then there 15
is a bijective correspondence F :M(G)→ PD(Gˆ), whereM(G) is the collection 16
of measures on G, and PD(Gˆ) is the set of positive definite functions on the 17
dual group of G. Moreover, this bijection is given by the Fourier transform 18
F : ν 7→ ϕν by ϕν(ξ) =
∫
G
ei〈ξ,x〉 dν(x). (6.5)
In our applications to the resistance network (Zd,1) in §13, the underlying 19
group structure allows us to apply the above version of Bochner’s theorem. 20
Specifically, in the context of group duality, Bochner’s theorem characterizes 21
the Fourier transform of a positive finite Borel measures; cf. [RS75,Ber96]. 22
For our representation of the energy Hilbert space HE in the case of general 23
resistance network, we will need Minlos’ generalization of Bochner’s theorem 24
from [Min63, Sch73]. This important result states that a cylindrical measure 25
on the dual of a nuclear space is a Radon measure iff its Fourier transform is 26
continuous. In this context, however, the notion of Fourier transform is infinite- 27
dimensional, and is dealt with by the introduction of Gel’fand triples [Lee96]. 28
Theorem 6.5 (Minlos). Given a Gel’fand triple S ⊆ H ⊆ S′, Bochner’s The- 29
orem may be extended to yield a bijective correspondence between the positive 30
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definite functions on S and the Radon probability measures on S′. Moreover, in1
a specific case, this correspondence is uniquely determined by the identity2
∫
S′
ei〈u,ξ〉H˜ dP(ξ) = e−
1
2 〈u,u〉H , (6.6)
where 〈·, ·〉H is the original inner product on H and 〈·, ·〉H˜ is its extension to the3
pairing on S × S′.4
Formula (6.6) may be interpreted as defining the Fourier transform of P; the5
function on the right-hand side is positive definite and plays a special role in6
stochastic integration, and its use in quantization.7
6.2.1 A space of test functions SG on G8
To apply Minlos’ Theorem in the context of (G, c), we first need to construct a9
Gel’fand triple for HE ; we begin by identifying a certain subspace of the domain10
of ∆M. Recall from Definition 3.34 that M := span{vx, wvx, wfx}x∈G0 .11
Definition 6.6. Let ∆∗ be a self-adjoint extension of ∆M; since ∆M is Hermi-12
tian and commutes with conjugation (since c is R-valued), a theorem of von13
Neumann’s states that such an extension exists.14
Let ∆∗ pu := (∆∗ ∆∗ . . .∆∗ )u be the p-fold product of ∆∗ applied to u ∈ HE .15
Define dom(∆∗ p) inductively by16
dom(∆∗ p) := {u ... ∆∗ p−1u ∈ dom(∆∗ )}. (6.7)
Definition 6.7. The (Schwartz) space of functions of rapid decay is17
SG := dom(∆∗∞), (6.8)
where dom(∆∗∞) :=
⋂∞
p=1 dom(∆∗
p) consists of all R-valued functions u ∈ HE18
for which ∆∗ pu ∈ HE for any p. The space of Schwartz distributions or tempered19
distributions is the dual space S ′G of R-valued continuous linear functionals on20
SG.21
Remark 6.8. A good choice of self-adjoint extension in Definition 6.6 is the22
operator ∆H discussed in §7.1.2. It is critical to make the unusual step of taking23
a self-adjoint extension of ∆M for several reasons. Most importantly, we will24
need to apply the spectral theorem to extend the energy inner product 〈·, ·〉E to a25
pairing on SG×S ′G. In fact, it will turn out that for u ∈ SG, v ∈ S ′G, the extended26
pairing is given by 〈u, v〉W = 〈∆∗ pu,∆∗ −pv〉E , where p is any integer large enough27
to ensure ∆∗ pu,∆∗ −pv ∈ HE . This relies crucially on the self-adjointness of the28
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operator appearing on the right-hand side. Moreover, without self-adjointness, 1
we would be unable to prove that SG is dense in HE ; see Lemma 6.12. 2
Additionally, the self-adjoint extensions of ∆M are in bijective correspon- 3
dence with the isotropic subspaces of dom(∆∗M), and we will see that these 4
are useful for understanding the boundary of G in terms of defect; see Theo- 5
rem 7.19. Recall that a subspace M ⊆ dom(∆∗M) is isotropic iff βbd(u, v) = 0, 6
∀u, v ∈ M, where βbd is as in Definition 7.17. Since dom(∆M) is isotropic 7
(cf. Theorem 7.18), we think of M as a subspace of the quotient (boundary) 8
space B = dom(∆∗M)/ dom(∆M). 9
Remark 6.9. Note that SG and S ′G consist of R-valued functions. This technical 10
detail is important because we do not expect the integral
∫
S′ e
i〈u,·〉W˜ dP from 11
(6.6) to converge unless it is certain that 〈u, ·〉 is R-valued. This is the reason 12
for the last conclusion of Lemma 6.14. 13
Remark 6.10. Note that SG is dense in dom(∆∗ ) with respect to the graph norm, 14
by standard spectral theory. For each p ∈ N, there is a seminorm on SG defined 15
by 16
‖u‖p := ‖∆∗ pu‖E . (6.9)
Since (dom ∆∗ p, ‖ · ‖p) is a Hilbert space for each p ∈ N, the subspace SG is a 17
Fre´chet space. 18
Definition 6.11. Let χ[a, b] denote the usual indicator function of the interval 19
[a, b] ⊆ R, and let S be the spectral transform in the spectral representation of 20
∆∗ , and let E be the associated projection-valued measure. Then define En to 21
be the spectral truncation operator acting on HE by 22
Enu := S∗χ[ 1n , n]
Su =
∫ n
1/n
E(dt)u.
Lemma 6.12. SG is a dense analytic subspace of HE (with respect to E), and 23
so SG ⊆ HE ⊆ S ′G is a Gel’fand triple. 24
Proof. This essentially follows immediately once it is clear that En maps HE 25
into SG. For u ∈ HE , and for any p = 1, 2, . . . , 26
‖∆∗ pEnu‖2E =
∫ n
1/n
λ2p‖E(dλ)u‖2E ≤ n2p‖u‖2E , (6.10)
So Enu ∈ SG. It follows that ‖u−Enu‖E → 0 by standard spectral theory. 27
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Theorem 6.13. The energy form 〈·, ·〉E extends to a pairing on SG×S ′G defined1
by2
〈u, v〉W := 〈∆∗ pu,∆∗ −pv〉E , (6.11)
where p is any integer such that |v(u)| ≤ K‖∆pu‖E for all u ∈ SG.3
Proof. If v ∈ S ′G, then there is a C and p such that |〈s, v〉W | ≤ C‖∆∗ ps‖E for all4
s ∈ SG. Set ϕ(∆∗ ps) := 〈s, v〉W to obtain a continuous linear functional on HE5
(after extending to the orthogonal complement of span{∆∗ ps} by 0 if necessary).6
Now Riesz’s lemma gives a w ∈ HE for which 〈s, v〉W = 〈∆∗ ps, w〉E for all s ∈ SG7
and we define ∆∗ −pv := w ∈ HE to make the meaning of the right-hand side of8
(6.11) clear.9
Lemma 6.14. The pairing on SG × S ′G is equivalently given by10
〈u, ξ〉W = lim
n→∞ ξ(Enu), (6.12)
where the limit is taken in the topology of S ′G. Moreover, u˜(ξ) = 〈u, ξ〉W is11
R-valued on S ′G.12
Proof. En commutes with ∆∗ . This is a standard result in spectral theory, as En13
and ∆∗ are unitarily equivalent to the two commuting operations of truncation14
and multiplication, respectively. Therefore,15
ξ(Enu) = 〈Enu, ξ〉W = 〈∆∗ pEns,∆∗ −pξ〉E = 〈En∆∗ ps,∆∗ −pξ〉E = 〈∆∗ ps, En∆∗ −pξ〉E .
Standard spectral theory also gives Env → v in HE , so16
lim
n→∞ ξ(Enu) = limn→∞〈∆∗
ps, En∆∗ −pξ〉E = 〈∆∗ pu,∆∗ −pv〉E .
Note that the pairing 〈· , ·〉W is a limit of real numbers, and hence is real.17
Corollary 6.15. En extends to a mapping E˜n : S ′G → HE defined via 〈u, E˜nξ〉E :=
ξ(Enu). Thus, we have a pointwise extension of 〈· , ·〉W to HE × S ′G given by
〈u, ξ〉W = lim
n→∞〈u, E˜nξ〉E . (6.13)
Lemma 6.16. If deg(x) is finite for each x ∈ G0, or if ‖c‖ <∞, then one has18
vx ∈ SG.19
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Proof. This is immediate from the technical lemma, Lemma 7.3, which we post- 1
pone for now. 2
Remark 6.17. When the hypotheses of Lemma 6.16 are satisfied, note that
span{vx} is dense in SG with respect to E , but not with respect to the Frechet
topology induced by the seminorms (6.9), nor with respect to the graph norm.
One has the inclusions{[
vx
∆Mvx
]}
⊆
{[
s
∆∗ s
]}
⊆
{[
u
∆∗ u
]}
(6.14)
where s ∈ SG and u ∈ HE , with the second inclusion dense and the first inclusion 3
not dense. 4
We have now obtained a Gel’fand triple SG ⊆ HE ⊆ S ′G, and we are ready to 5
apply the Minlos Theorem to a particularly lovely positive definite function on 6
SG, in order that we may obtain a particularly nice measure on S ′G. Recall that 7
we constructed HE from the resistance metric in §5 by making use of negative 8
definite functions. We now apply this to a famous result of Schoenberg which 9
may be found in [BCR84,SW49]. 10
Theorem 6.18 (Schoenberg). Let X be a set and let Q : X × X → R be a 11
function. Then the following are equivalent. 12
(1) Q is negative definite. 13
(2) ∀t ∈ R+, the function pt(x, y) := e−tQ(x,y) is positive definite on X ×X. 14
(3) There exists a Hilbert space H and a function f : X → H such that 15
Q(x, y) = ‖f(x)− f(y)‖2H. 16
In the proof of the following theorem, we apply Schoenberg’s Theorem with 17
t = 12 to the resistance metric in the form R
F (x, y) = ‖vx − vy‖2E from (4.10). 18
The proof of Theorem 6.19 also uses the notation Eξ(f) :=
∫
S′G f(ξ) dP(ξ). 19
Theorem 6.19. The Wiener transform W : HE → L2(S ′G,P) defined by 20
W : v 7→ v˜, v˜(ξ) = 〈v, ξ〉W , (6.15)
is an isometry. The extended reproducing kernel {v˜x}x∈G0 is a system of Gaus- 21
sian random variables which gives the resistance distance by 22
RF (x, y) = Eξ((v˜x − v˜y)2). (6.16)
Moreover, for any u, v ∈ HE , the energy inner product extends directly as 23
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〈u, v〉E = Eξ
(
u˜v˜
)
=
∫
S′G
u˜v˜ dP. (6.17)
Proof. Since RF (x, y) is negative semidefinite by the proof of Theorem 5.1,1
we may apply Schoenberg’s theorem and deduce that exp(− 12‖u − v‖2E) is a2
positive definite function on HE × HE . Consequently, an application of the3
Minlos correspondence to the Gel’fand triple established in Lemma 6.12 yields4
a Gaussian probability measure P on S ′G.5
Moreover, (6.6) gives6
Eξ(ei〈u,ξ〉W ) = e−
1
2‖u‖2E , (6.18)
whence one computes7
∫
S′G
(
1 + i〈u, ξ〉W − 12 〈u, ξ〉
2
W + · · ·
)
dP(ξ) = 1− 1
2
〈u, u〉E + · · · . (6.19)
Now it follows that E(u˜2) = Eξ(〈u, ξ〉2W) = ‖u‖2E for every u ∈ SG, by comparing8
the terms of (6.19) which are quadratic in u. Therefore, W : HE → S ′G is an9
isometry, and (6.19) gives10
Eξ(|v˜x − v˜y|2) = Eξ(〈vx − vy, ξ〉2) = ‖vx − vy‖2E , (6.20)
whence (6.16) follows from (4.10). Note that by comparing the linear terms,11
(6.19) implies Eξ(1) = 1, so that P is a probability measure, and Eξ(〈u, ξ〉) = 012
and Eξ(〈u, ξ〉2) = ‖u‖2W , so that P is actually Gaussian.13
Finally, use polarization to compute14
〈u, v〉E = 14
(‖u+ v‖2E − ‖u− v‖2E)
=
1
4
(
Eξ
(
|u˜+ v˜|2
)
− Eξ
(
|u˜− v˜|2
))
by (6.20)
=
1
4
∫
S′G
|u˜+ v˜|2 (ξ)− |u˜− v˜|2 (ξ) dP(ξ)
=
∫
S′G
u˜(ξ)v˜(ξ) dP(ξ).
This establishes (6.17) and completes the proof.15
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It is important to note that since the Wiener transform W : SG → S ′G is an 1
isometry, the conclusion of Minlos’ theorem is stronger than usual: the isometry 2
allows the energy inner product to be extended isometrically to a pairing on 3
HE × S ′G instead of just SG × S ′G. 4
Remark 6.20. With the embedding HE → L2(S ′G,P), we obtain a maximal 5
abelian algebra of Hermitian multiplication operators L∞(S ′G) acting on L2(S ′G,P). 6
By contrast, see (ii) of Remark 3.3. 7
Remark 6.21. The reader will note that we have taken pains to keep everything 8
R-valued in this chapter (especially the elements of SG and S ′G), primarily to 9
ensure the convergence of
∫
S′ e
i〈u,ξ〉W dP(ξ) in (6.18). However, now that we 10
have established the fundamental identity 〈u, v〉E =
∫
S′ u˜v˜ dP in (6.17) and 11
extended the pairing 〈·, ·〉W to HE × S ′G, we are at liberty to complexify our 12
results via the standard decomposition into real and complex parts: u = u1+iu2 13
with ui R-valued elements of HE , etc. 14
Remark 6.22. The polynomials are dense in L2(S ′G,P). More precisely, if ϕ(t1, t2, . . . , tk)15
is an ordinary polynomial in k variables, then 16
ϕ(ξ) := ϕ
(
〈u1, ξ〉W , 〈u2, ξ〉W , . . . 〈uk, ξ〉W
)
(6.21)
is a polynomial on S ′G and 17
Polyn := {ϕ
(
u˜1(ξ), u˜2(ξ), . . . u˜k(ξ)
)
,deg(ϕ) ≤ n, ... uj ∈ HE , ξ ∈ S ′G} (6.22)
is the collection of polynomials of degree at most n, and {Polyn}∞n=0 is an 18
increasing family whose union is all of S ′G. One can see that the monomials 19
〈u, ξ〉W are in L2(S ′G,P) as follows: compare like powers of u from either side of 20
(6.19) to see that Eξ
(〈u, ξ〉2n+1W ) = 0 and 21
Eξ
(〈u, ξ〉2nW ) = ∫
S′G
|〈u, ξ〉W |2n dP(ξ) = (2n)!2nn! ‖u‖
2n
E , (6.23)
and then apply the Schwarz inequality. 22
To see why the polynomials {Polyn}∞n=0 should be dense in L2(S ′G,P) ob- 23
serve that the sequence {PPolyn}∞n=0 of orthogonal projections increases to the 24
identity, and therefore, {PPolyn u˜} forms a martingale, for any u ∈ HE (i.e., for 25
any u˜ ∈ L2(S ′G,P)). 26
If we denote the “multiple Wiener integral of degree n” by 27
Hn := Polyn − Polyn−1 = cl span{〈u, ·〉nW ... u ∈ HE}, n ≥ 1,
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and H0 := C1 for a vector 1 with ‖1‖2 = 1. Then we have an orthogonal1
decomposition of the Hilbert space2
L2(S ′G,P) =
∞⊕
n=0
Hn. (6.24)
See [Hid80, Thm. 4.1] for a more extensive discussion.3
A physicist would call (6.24) the Fock space representation of L2(S ′G,P) with4
“vacuum vector” 1; note that Hn has a natural (symmetric) tensor product5
structure. Familiarity with these ideas is not necessary for the sequel, but the6
decomposition (6.24) is helpful for understanding two key things:7
(i) The Wiener isometryW : HE → L2(S ′G,P) identifies HE with the subspace8
H1 of L2(S ′G,P), in particular, L2(S ′G,P) is not isomorphic to HE . In fact,9
it is the second quantization of HE .10
(ii) The constant function 1 is an element of L2(S ′G,P) but does not corre-11
spond to any element of HE . In particular, constant functions in HE are12
equivalent to 0, but this is not true in L2(S ′G,P).13
It is somewhat ironic that we began this story by removing the constants (via14
the introduction of E), only to reintroduce them with a certain amount of effort,15
much later. Item (ii) explains why it is not nonsense to write things like P(S ′G) =16 ∫
S′G 1 dP = 1, and will be helpful when discussing boundary elements in §6.3.17
Corollary 6.23. For ex(ξ) := ei〈vx,ξ〉W , one has Eξ(ex) = e−
1
2R
F (o,x) and18
hence19
Eξ(exey) =
∫
S′G
ex(ξ)ey(ξ) dP = e−
1
2R
F (x,y). (6.25)
Proof. Substitute u = vx or u = vx − vy in (6.18) and apply Theorem 4.12.20
Remark 6.24. Remark 4.43 discusses the interpretation of the free resistance21
as the reciprocal of an integral over a path space; Corollary 6.23 provides a22
variation on this theme:23
RF (x, y) = −2 logEξ(exey) = −2 log
∫
S′G
ex(ξ)ey(ξ) dP. (6.26)
Observe that Theorem 6.19 was carried out for the free resistance, but all24
the arguments go through equally well for the wired resistance; note that RW is25
similarly negative semidefinite by Theorem 6.18 and Corollary 5.2. Thus, there26
is a corresponding Wiener transform W : Fin→ L2(S ′G,P) defined by27
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W : v 7→ f˜ , f = PFinv and f˜(ξ) = 〈f, ξ〉W . (6.27)
Again, {f˜x}x∈G0 is a system of Gaussian random variables which gives the wired 1
resistance distance by RW (x, y) = Eξ((f˜x − f˜y)2). 2
6.2.2 Operator-theoretic interpretation of bdG 3
Recall that we began this section with a comparison of the Poisson boundary
representation
u(x) =
∫
∂Ω
u(y)k(x, dy), u bounded and harmonic on Ω ⊆ Rd, (6.28)
to the E boundary representation 4
u(x) =
∑
bdG
u∂hx∂n + u(o), u ∈ Harm, and hx = PHarmvx. (6.29)
Remark 6.25. For u ∈ Harm and ξ ∈ S ′G, let us abuse notation and write u for 5
u˜. That is, u(ξ) := u˜(ξ) = 〈u, ξ〉W . Unnecessary tildes obscure the presentation 6
and the similarities to the Poisson kernel. 7
Corollary 6.26 (Boundary integral representation for harmonic functions). 8
For any u ∈ Harm and with hx = PHarmvx, 9
u(x) =
∫
S′G/Fin
u(ξ)hx(ξ) dP(ξ) + u(o). (6.30)
Proof. Starting with Lemma 3.26, compute 10
u(x)− u(o) = 〈hx, u〉E = 〈u, hx〉E =
∫
S′G
uhx dP, (6.31)
where the last equality comes by substituting v = hx in (6.17); recall from 11
Lemma 3.29 that hx = hx. Note that we are suppressing tildes as in Re- 12
mark 6.25. 13
Remark 6.27 (A Hilbert space interpretation of bdG). In view of Corollary 6.26, 14
we are now able to “catch” the boundary between SG and S ′G by using ∆M and 15
its adjoint. The boundary of G may be thought of as (a possibly proper subset 16
of) S ′G. Corollary 6.26 suggests that k(x, dξ) := hx(ξ)dP is the discrete analogue 17
in HE of the Poisson kernel k(x, dy), and comparison of (6.2) with (6.30) gives 18
a way of understanding a boundary integral as a limit of Riemann sums: 19
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∫
S′G
uhx dP = lim
k→∞
∑
bdGk
u(x)∂hx∂n (x). (6.32)
(We continue to omit the tildes as in Remark 6.25.) By a theorem of Nelson, P1
is fully supported on those functions which are Ho¨lder-continuous with exponent2
α = 12 , which we denote by Lip(
1
2 ) ⊆ S ′G; see [Nel64]. Recall from Corollary 4.153
that HE ⊆ Lip( 12 ). See [Arv76b,Arv76c,Min63,Nel69].4
6.3 The boundary as equivalence classes of paths5
We are finally able to give a concrete representation of elements of the boundary.6
We continue to use the measure P from Theorem 6.19. Recall the Fock space7
representation of L2(S ′G,P) discussed in Remark 6.22:8
L2 (S ′G,P) ∼=
∞⊕
n=0
H⊗nE . (6.33)
where H⊗0E := C1 for a unit “vacuum” vector 1 corresponding to the constant9
function, and H⊗nE denotes the n-fold symmetric tensor product of HE with10
itself. Observe that 1 is orthogonal to Fin and Harm, but is not the zero11
element of L2(S ′G,P).12
Lemma 6.28. For all v ∈ Harm, ∫S′G v dP = 0.13
Proof. The integral
∫
S′G v dP =
∫
S′G 1v dP is the inner product of two elements14
in L2(S ′G,P) which lie in different (orthogonal) subspaces; see (6.24).15
Alternatively, Lemma 6.28 holds because the expectation of every odd-power16
monomial vanishes by (6.19); see also (6.23) and the surrounding discussion of17
Remark 6.22.18
Recall that we abuse notation and write hx = 〈hx, ·〉W = h˜x for elements of19
S ′G.20
Definition 6.29. Denote the measure appearing in Corollary 6.26 by21
dµx := (1 + hx) dP. (6.34)
The function 1 does not show up in (6.30) because it is orthogonal to Harm:22
∫
S′G
u(1 + hx) dP =
∫
S′G
u dP + 〈u, hx〉E = 〈u, hx〉E , for u ∈ Harm,
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where we used Lemma 6.28. Nonetheless, its presence is necessary, 1
∫
S′G
1dµx =
∫
S′G
1(1 + hx) dP =
∫
S′G
1 dP +
∫
S′G
1hx dP = 1,
again by Lemma 6.28. 2
Remark 6.30. We have shown that as a linear functional, µx[1] = 1. It follows 3
by standard functional analysis that µx ≥ 0 P-a.e. on S ′G. Thus, µx is absolutely 4
continuous with respect to P (µx  P) with Radon-Nikodym derivative dµxdP = 5
1 + hx. 6
Definition 6.31. Recall that a path in G is an infinite sequence of successively 7
adjacent vertices. We say that a path γ = (x0, x1, x2, . . . ) is a path to infinity, 8
and write γ →∞, iff γ eventually leaves any finite set F ⊆ G0, i.e., 9
∃N such that n ≥ N =⇒ xn /∈ F. (6.35)
If γ1 = (x0, x1, x2, . . . ) and γ2 = (y0, y1, y2, . . . ) are two paths to infinity, 10
define an equivalence relation by 11
γ1 ' γ2 ⇐⇒ lim
n→∞(h(xn)− h(yn)) = 0, for every h ∈M. (6.36)
In particular, all paths to infinity are equivalent when Harm = 0. 12
If β = [γ] is any such equivalence class, pick any representative γ = (x0, x1, x2, . . . )13
and consider the associated sequence of measures {µxn}. These probability mea- 14
sures lie in the unit ball in the weak-? topology, so Alaoglu’s theorem gives a 15
weak-? limit 16
νβ := lim
n→∞µxn . (6.37)
For any h ∈ Harm, this measure satisfies 17
h(xn) =
∫
S′G
h˜ dµxn
n→∞−−−−−→
∫
bdG
h˜ dνβ . (6.38)
Thus, we define bdG to be the collection of all such β, and extend harmonic 18
functions to bdG via 19
h˜(β) :=
∫
bdG
h˜ dνβ . (6.39)
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Definition 6.32. For u ∈ HE , denote ‖u‖∞ := supx∈G0 |u(x)− u(o)|, and say1
u is bounded iff ‖u‖∞ <∞.2
Lemma 6.33. If v ∈ HE is bounded, then PFinv is also bounded.3
Proof. Choose a representative for v with 0 ≤ v ≤ K. Then by Corollary 6.264
and (6.34),5
PHarmv(x) =
∫
S′G
v(ξ)hx(ξ) dP(ξ) + u(o) =
∫
S′G
v(ξ) dµx(ξ) + u(o).
Since µx is a probability measure (cf. Remark 6.30), we have PHarmv ≥ 0, and6
hence the finitely supported component PFinv = v−PHarmv is also bounded.7
Lemma 6.34. Every v ∈M is bounded. In particular, ‖vx‖∞ ≤ RF (o, x).8
Proof. According to Definition 3.34, it suffices to check that vx, wvx and w
f
x9
are bounded for each x. Furthermore, ‖wfx‖∞ = ‖PFinwvx‖∞ ≤ ‖wvx‖∞ by10
Lemma 6.33, and wvx = vx + wo by definition, so it suffices to check vx and wo.11
By [Soa94, Lem. 3.70], wo has a representative which is bounded, taking only12
values between 0 and wo(o) > 0. It remains only to check vx. The following13
approach is taken from the “proof” of [JP09d, Conj. 3.18].14
Fix x, y ∈ G0 and an exhaustion {Gk}, and suppose without loss of generality
that o, x, y ∈ G1. Also, let us consider the representative of vx specified by
vx(o) = 0. On a finite network, it is well-known (see (4.58) and the surrounding
discussion) that
vx = R(o, x)ux, (6.40)
where ux(y) is the probability that a random walker (RW) started at y reaches15
x before o, that is, ux(y) := Py[τx < τo], where τx denotes the hitting time of16
x. This idea is discussed in [DS84,LPW08,LP09].17
Therefore, one can write (6.40) on Gk as v
(k)
x = RGFk (o, x)u
(k)
x . In other DOUBLE-CHECK
THIS
18
words, v(k)x is the unique solution to ∆v = δx− δo on the finite subnetwork GFk .19
Consequently, for every k we have v(k)x (y) ≤ RGFk (o, x) for all y ∈ Gk. Since20
RF (x, y) = limk→∞RGFk (x, y) by [JP09d, Def. 2.9], we have ‖vx‖∞ ≤ RF (o, x)21
for every x ∈ G0.22
Theorem 6.35. Let β ∈ bdG and let γ = (x0, x1, x2, . . . ) is any representative23
of β. Then β ∈ bdG defines a continuous linear functional on SG via24
β(v) := lim
n→∞
∫
S′G
v˜ dµxn , v ∈ SG. (6.41)
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In fact, the action of β is equivalently given by 1
β(v) = lim
n→∞PHarmv(xn)− PHarmv(o), v ∈ SG. (6.42)
Proof. To see that (6.41) and (6.42) are equivalent, compute 2
∫
S′G
v˜(1 + hxn) dP =



∫
S′G
v˜1 dP +
∫
S′G
v˜hxn dP = 〈v, hxn〉E = PHarmv(xn)− PHarmv(o),
because 1 is orthogonal to HE in L2(S ′G,P); see (6.24). 3
Now, to see that (6.41) or (6.42) defines a bounded linear functional, we 4
only need to check that supv∈SG{β(v) ... ‖v‖E = 1} is bounded, but this is the 5
content of Lemma 6.34. Note that the equivalence relation (6.36) ensures that 6
the limit is independent of the choice of representative γ. 7
Remark 6.36. In light of (6.42), one can think of νβ in (6.37) as a Dirac mass. 8
Thus, β ∈ bdG is a boundary point, and integrating a function f against νβ 9
corresponds to evaluation of f at that boundary point. 10
6.4 The structure of S ′
G
11
The next results are structure theorems akin to those found in the classical 12
theory of distributions; see [Str03, §6.3] or [AG92, §3.5]. If HE ⊆ SG, then 13
Theorem 6.37 would say S ′G =
⋃
p ∆∗
p(HE) (of course, this is typically false 14
when Harm 6= 0). 15
Theorem 6.37. The distribution space S ′G is 16
S ′G = {ξ(u) = 〈∆∗ pu, v〉E ... u ∈ SG, v ∈ HE , p ∈ Z+}. (6.43)
Proof. It is clear from the Schwarz inequality that ξ(u) = 〈∆∗ pu, v〉E defines a 17
continuous linear functional on SG, for any v ∈ HE and nonnegative integer p. 18
For the other direction, we use the same technique as in Lemma 6.13. Observe 19
that if ξ ∈ S ′G, then there exists K, p such that |ξ(u)| ≤ K‖∆∗ pu‖E for every 20
u ∈ SG. This implies that the map ξ : ∆∗ pu 7→ ξ(u) is continuous on the 21
subspace Y = span{∆∗ pu ... u ∈ HE , p ∈ Z+}. This can be extended to all of 22
HE by precomposing with the orthogonal projection to Y . Now Riesz’s lemma 23
gives a v ∈ HE for which ξ(u) = 〈∆∗ pu, v〉E . 24
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Note that v ∈ HE may not lie in the domain of ∆∗ p. If it did, one would have1
〈∆∗ pu, v〉E = 〈u,∆∗ pv〉W = 〈u,∆∗ pf〉W , where f = PFinv. The theorem could then2
be written S ′G =
⋃∞
p=0 ∆∗
p(Fin). However, this turns out to have contradictory3
implications.4
We now provide two results enabling one to recognize certain elements of5
S ′G.6
Lemma 6.38. A linear functional f : SG → C is an element of S ′G if and only7
if there exists p ∈ N and F0, F1, . . . Fp ∈ HE such that8
f(u) =
p∑
k=0
〈Fk,∆∗ ku〉E , ∀u ∈ HE . (6.44)
Proof. By definition, f ∈ S ′G iff ∃p, C < ∞ for which |f(u)| ≤ C‖u‖p for every9
u ∈ SG. Therefore, the linear functional10
Φ :
⊕p
k=0
dom(∆∗ k)→ C by Φ(u,∆∗ u,∆∗ 2u, . . .∆∗ pu) = f(u)
is continuous and Riesz’s Lemma gives F = (Fk)
p
k=0 ∈
⊕p
k=0HE with11
f(u) = 〈F, (u,∆∗ u, . . .∆∗ pu)〉LHE =
p∑
k=0
〈Fk,∆∗ ku〉LHE .
Corollary 6.39. If ∆∗ : HE → HE is bounded, then S ′G = HE .12
Proof. We always have the inclusionHE ↪→ S ′G by taking p = 0. If ∆∗ is bounded,13
then the adjoint ∆∗ ∗ is also bounded, and (6.44) gives14
f(u) =
〈
p∑
k=0
(∆∗ ∗)kFk, u
〉
LHE
, ∀u ∈ SG. (6.45)
Since SG is dense in HE by Lemma 6.12, we have f =
∑p
k=0(∆∗
∗)kFk ∈ HE .15
6.5 Remarks and references16
Boundary theory is a well-established subject; see e.g., [Bre67] and [Doo59,17
Doo66]. The deep connections between harmonic analysis, probability, and po-18
tential theory have led to several notions of boundary and we will not attempt to19
give complete references. However, we recommend [Saw97,Woe09] for introduc-20
tory material on Martin boundary and [Car73a,Woe00] for further information.21
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The papers [Yam79,Lyo83] and [NW59] are foundational with regard to connec- 1
tions between energy and transience. With regard to infinite graphs and finite- 2
energy functions, see [Soa94,SW91,CW92,Dod06,PW90,PW88,Woe86,Tho90]. 3
An attractive and modern presentation especially well suited to the needs of 4
our present chapter is [CSW93] by Cartwright, Soardi and Woess. An excellent 5
book for what we need on path-space integrals is [Hid80]. 6
The boundary representation given in Corollary 6.26 above is related to a 7
large number of analogous representations in the literature; see for example 8
[Soa94], [Spi76], [Str05], [Woe00, Thm. 24.7], or [Saw97, Th. 3.1 and Thm. 4.1]. 9
There are two primary differences between these more traditional approaches 10
and the one adopted here: 11
1. we focus on the harmonic functions of finite energy (as opposed to the 12
nonnegative or bounded harmonic functions), and 13
2. our representation is developed via Hilbert spaces. 14
In fact, the latter is made possible by the former. However there are no easy 15
ways of relating say pointwise bounded functions to finite-energy functions on 16
an infinite weighted graph. Hence Corollary 6.26 does not immediately compare 17
with analogous theorems in the literature. 18
The reader may additionally wish to consult [Woe00,Woe89,Woe95,SCW09, 19
SCW06,KW02,Kig09a, IR08,BW05,Gui72]. 20
Chapter 71
The Laplacian on HE2
“I have tried to avoid long numerical computations, thereby following Riemann’s
postulate that proofs should be given through ideas and not voluminous
computations.” — D. Hilbert
3
We study the operator theory of the Laplacian in some detail, examining the4
various domains and self-adjoint extensions. One of the primary goals in §7.15
is to determine when vx lies in the domain or range of ∆V ; this may indicate6
when vx lies in the Schwartz space SG developed in §6.2. We also identify a7
particular self-adjoint extension ∆H for use in the constructions in §6. Also,8
we give technical conditions which must be considered when the graph contains9
vertices of infinite degree and/or the conductance functions c(x) is unbounded10
on G0. A technical obstacle must be overcome: While `2(G0) has a canonical11
orthonormal basis, this is not so forHE . Instead, the analysis ofHE is carried out12
with the use of an independent and spanning system {vx} in HE ; these vectors13
are non-orthogonal, but this non-orthogonality is a rich source of information.14
In §7.2.1, we relate the boundary term of (0.9) to a boundary form akin to15
that of classical functional analysis; see Definition 7.17. In Theorem 7.19, we16
show that if ∆ fails to be essentially self-adjoint, then Harm 6= {0}. In general,17
the converse does not hold: any homogeneous tree of degree 3 or higher with18
constant conductances provides a counterexample; cf. Corollary 8.28.19
In §7.3 we consider the systems {vx} and {δx} and a kind of spectral reci-20
procity between them, in terms of frame duality. In previous parts of this book,21
we approximated infinite networks by truncating the domain; this is the idea22
behind the definition of Fin and the use of exhaustions. This approach corre-23
sponds to a restriction to span{δx}x∈F , where F is some finite subset of G0.24
In §7.3, we consider truncations in the dual variable, i.e., restrictions to sets of25
the form span{vx}x∈F . Note that an element of this set generally will not have26
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finite support. 1
We use ranT to denote the range of the operator T , and kerT to denote 2
its kernel (nullspace). We continue to use the notation from §6: let V := 3
span{vx}x∈G0 denote the vector space of finite linear combinations of dipoles. 4
Then let ∆V be the closure of the Laplacian when taken to have the dense 5
domain V . 6
7.1 Properties of ∆ on HE 7
Definition 7.1. The network (G, c) satisfies the Powers bound iff ‖c‖ := 8
sup
x∈G0
c(x) <∞. 9
The Powers bound is used more in §8 (see Definition 8.8 and the surrounding 10
discussion); we include it here for use in a couple of technical lemmas. 11
Lemma 7.2. If the Powers bound is satisfied, then ∆ maps HE into `∞(G0). 12
Proof. By Lemma 3.18 and (1.11), |∆v(x)| = |〈δx, v〉E | ≤ ‖δx‖E · ‖v‖E = 13
c(x)1/2‖v‖E . 14
Lemma 7.3. If deg(x) < ∞ for every x ∈ G0, or if ‖c‖ < ∞, then ran ∆V ⊆ 15
dom ∆V . 16
Proof. It suffices to show that ∆Vvx = δx − δo ∈ dom ∆V for every x ∈ G0, 17
and this will be clear if we show δx ∈ dom ∆V . By Lemma 3.28, δx = c(x)vx − 18∑
y∼x cxyvy. If deg(x) is always finite, then we are done. If not, we need to see 19
why
∑
y∼x cxyvy ∈ dom ∆V for any fixed x ∈ G0. 20
Fix x ∈ G0 and denote ϕ := ∑y∼x cxyvy and ϕk := ∑y∈Gk cxyvy. It is 21
clear that ‖ϕ − ϕk‖E → 0. We next show
∥∥∥∆Vϕk −∑y∼x cxy(δy − δo)∥∥∥E → 0, 22
from which it follows that {∆Vϕk} is Cauchy, and that ϕ ∈ dom ∆V with ∆Vϕ = 23∑
y∼x(δy − δo): 24
∥∥∥∥∥∆Vϕk −∑
y∼x
cxy(δy − δo)
∥∥∥∥∥
2
E
=
∥∥∥∥∥∥
∑
y∈G{k
cxy(δy − δo)
∥∥∥∥∥∥
2
E
≤
∑
y∈G{k
cxy‖δy − δo‖E
2
≤ c(x)
∑
y∈G{k
cxy‖δy − δo‖2E
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= c(x)
∑
y∈G{k
cxy‖δy‖2E − 2
∑
y∈G{k
cxy〈δy, δo〉E +
∑
y∈G{k
cxy‖δo‖2E

= c(x)
∑
y∈G{k
cxyc(y) + 2
∑
y∈G{k
cxycoy + c(o)
∑
y∈G{k
cxy

≤ ‖c‖(3‖c‖+ c(o))
∑
y∈G{k
cxy,
which tends to 0 as k gets large. Note that coy < 1 for y ∈ G{k with k sufficiently1
large.2
7.1.1 Finitely supported functions and the range of ∆3
In Remark 3.40 we showed that one always has ran ∆V ⊆ Fin and hence4
Harm ⊆ ker ∆∗V . The rest of this section is roughly an examination of the5
reverse containment, i.e., what conditions give ran ∆V = Fin. Determining6
when ran ∆V = Fin essentially boils down to the following technical question:7
when is span{δx − δo} dense in Fin? It is curious that this never happens on a8
finite network (Lemma 7.22), but is often true on an infinite network. However,9
see Example 13.38.10
Definition 7.4. Let Fin2 be the E-closure of span{δx − δo} and let Fin1 be11
the orthogonal complement of Fin2 in Fin. This extends the decomposition12
HE = Fin⊕Harm, in some cases, to HE = Fin2 ⊕Fin1 ⊕Harm.13
Example 13.38 shows a situation in which Fin2 is not dense in Fin.14
Lemma 7.5. Let (G, c) be an infinite network. If ‖c‖ <∞, then Fin = Fin2.15
Proof. It suffices to approximate the single Dirac mass δo by linear combinations16
of differences. For each n, fix n vertices {x(n)k }nk=1, no two of which are adjacent.17
Therefore, define ϕn := 1n
∑n
k=1(δo − δx(n)k ) and compute18
‖δo − ϕn‖2E =
∥∥∥∥∥ 1n
n∑
k=1
δ
x
(n)
k
∥∥∥∥∥
2
E
=
1
n2
n∑
k=1
∥∥∥δx(n)k ∥∥∥2E ≤ 1n sup1≤k≤n c(x(n)k ) ≤ ‖c‖n → 0,
where the second equality comes by orthogonality; for j 6= k, δ
x
(n)
k
and δ
x
(n)
j
are19
not adjacent, hence 〈δ
x
(n)
k
, δ
x
(n)
j
〉E = 0 by (1.11). Now it is trivial to approximate20
δz = (δz − δo) + δo.21
The idea of Lemma 7.5 is illustrated on the binary tree in Example 12.8.22
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7.1.2 Harmonic functions and the domain of ∆ 1
Curiously, even though ∆h(x) = 0 pointwise for every x ∈ G0, it may happen 2
that h is not in the domain of ∆. Example 12.8 discusses a nontrivial harmonic 3
function on the binary tree which does not appear to be in the domain of ∆V . 4
However, harmonic functions are always in the domain of the adjoint ∆∗V by 5
Lemma 3.56. 6
Lemma 7.6. If ∆˜V is any Hermitian extension of ∆V whose domain contains 7
Harm, then ∆˜Vh = 0 for any h ∈ Harm. Moreover, ∆˜Vu ∈ Fin for any 8
u ∈ dom ∆˜V . 9
Proof. Recall that we have the following ordering of operators: ∆V ⊆ ∆˜V ⊆ 10
∆∗V . Since ∆
∗
V is an extension of ∆˜V and Harm ⊆ ∆˜V , the first claim follows 11
immediately from Lemma 3.56. The second claim now follows from the first 12
because 〈∆˜Vv, h〉E = 〈v, (∆˜V)∗h〉E = 0 for every h ∈ Harm, since ∆˜V ⊆ (∆˜V)∗. 13
14
We have a partial converse of Lemma 3.56. Note that if span{δx−δo} is dense 15
in Fin (as discussed in Lemma 7.5), then Lemma 7.7 implies ker ∆∗V = Harm. 16
Lemma 7.7. ker ∆∗V is the orthogonal complement of span{δx − δo}. 17
Proof. Suppose u ∈ ker ∆∗V so that ∆∗Vu = 0. Then 18
0 = 〈∆∗Vu, vx〉E = 〈u,∆Vvx〉E = 〈u, δx − δo〉E .
This shows u is orthogonal to span{δx − δo}. 19
The Lemma 7.5 gives an idea of when the hypotheses of Lemma 7.7 are 20
satisfied. In fact, a weaker hypothesis will suffice: one just needs to be able to 21
find an infinite subset of nonadjacent vertices on which c(x) is bounded. 22
Definition 7.8. Define ∆H to be the extension of ∆V to the domain dom ∆V + 23
Harm by ∆H(v + h) := ∆Vv. By abuse of notation, let ∆H denote the closure 24
of ∆H with respect to the graph norm; see Definition B.12. 25
Lemma 7.9. ∆H is well defined, Hermitian, and semibounded. 26
Proof. We must check that ∆H(0) = 0, so suppose v + h = 0 for v ∈ V and h ∈ 27
Harm. Then Lemma 3.56 gives ∆∗V (v + h) = 0, whence ∆Vv = −∆∗Vh = 0. 28
Theorem 7.10. ∆H is self-adjoint. 29
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Proof. Let w ∈ HE satisfy ∆∗Hw = −w. To see that w = 0, note that w ∈1
dom ∆∗H, so ∆
∗
Vw ∈ Fin by Lemma 7.11, just below. But then w = −∆∗Hw =2
−∆∗Vw ∈ Fin, so3
‖w‖2E = 〈w,w〉E =
∑
G0
w∆w = −
∑
G0
|w|2 ≤ 0,
so that w = 0 in HE . This shows ∆H is essentially self-adjoint, but ∆H is closed4
by definition, so it is self-adjoint.5
Lemma 7.11. dom ∆∗H = {w ∈ dom ∆∗V ... ∆∗Vw ∈ Fin}.6
Proof. For purposes of this proof, it is permissible to work with HE as a real7
vector space and complexify afterwards.8
(⊆) Suppose that w ∈ dom ∆∗H, i.e., we have the estimate9
|〈w,∆H(v + h)〉E | ≤ C1‖v + h‖E , for all v ∈ V and h ∈ Harm. (7.1)
Then for all t ∈ R,10
|〈w,∆Hv〉E |2 ≤ C21‖v + th‖2E ≤ C21‖v‖2E + 2t|〈v, h〉E |2 + t2‖h‖2E ,
for all v ∈ V and h ∈ Harm. This quadratic polynomial in t is nonnegative,11
and hence its discriminant must be nonpositive, so that12
C41 |〈v, h〉E |2 ≤ C21‖h‖2E
(
C21‖v‖2E − |〈w,∆Hv〉E |2
)
‖Phv‖2E =
|〈v, h〉E |2
‖h‖2E
≤ ‖v‖2E − C2 |〈w,∆Hv〉E |2
where Ph is projection to the rank-1 subspace spanned by h and C2 = 1C1 . If13
we let {hi} be an ONB for Harm, then14
C22 |〈w,∆Hv〉E |2 ≤ ‖v‖2E − ‖Ph1v‖2E , for all v ∈ V.
Inductively substituting v = v − h2, v = v − (h2 + h3), etc, we have15
C22 |〈w,∆H(v − h2)〉E |2 ≤ ‖v − Ph2v‖2E − ‖Ph1v‖2E = ‖v‖2E −
(‖Ph2v‖2E + ‖Ph1v‖2E)
...
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C22 |〈w,∆H(v +
∑
ihi)〉E |2 ≤ ‖v‖2E −
∑
i‖Phiv‖2E = ‖v‖2E − ‖PHarmv‖2E .
By the definition of ∆H, all the left sides are equal to C22 |〈w,∆Hv〉E |2 = C22 |〈w,∆Vv〉E |2.1
Since ‖PFinv‖E = ‖v‖2E − ‖PHarmv‖2E , we have established 2
|〈w,∆Vv〉E | ≤ C3‖PFinv‖E , for all v ∈ V.
Now Riesz’s lemma gives an f ∈ Fin such that 3
〈w,∆Vv〉E = 〈f, PFinv〉E , for all v ∈ V.
However, orthogonality allows one to remove the projection (since the first ar- 4
gument is already in Fin), whence 〈∆∗Vw, v〉E = 〈f, v〉E for all v ∈ V , and so 5
∆∗Vw = f ∈ Fin. 6
(⊇) Let w be in the set on the right-hand side. To see w ∈ dom ∆∗H, we need 7
the estimate (7.1), but 8
|〈w,∆H(v + h)〉E | = |〈w,∆Vv〉E | = |〈∆∗Vw, v〉E | = |〈∆∗Vw,PFinv〉E | ,
where the last equality follows by the hypothesis ∆∗Vw ∈ Fin. This gives 9
|〈w,∆H(v + h)〉E | ≤ ‖∆∗Vw‖E · ‖PFin(v+ h)‖E , but ‖PFinv‖E = ‖PFin(v+ h)‖E ≤ 10
‖v + h‖E , so (7.1) follows. 11
Corollary 7.12. A closed extension of ∆V is self-adjoint if and only if Harm 12
is contained in its domain. 13
Proof. It is helpful to keep in mind the operator ordering ∆V ⊆ ∆H = ∆∗H ⊆ ∆∗V . 14
(⇒) Let ∆˜ be a self-adjoint extension of ∆V . If ∆H ⊆ ∆˜, then the result is 15
obvious, and if ∆˜ ⊆ ∆H, then again ∆H ⊆ ∆∗H ⊆ (∆˜)∗ = ∆˜, and the result is 16
equally obvious. 17
(⇐) If ∆˜ is a closed extension of ∆V with Harm ⊆ dom ∆˜, then ∆H ⊆ ∆˜, so
∆cloH ⊆ ∆˜ ⊆ (∆˜)∗ ⊆ (∆cloH )∗ ⊆ ∆cloH ,
where the first inclusion holds because ∆˜ is closed, and the last by Theorem 7.10. 18
19
7.2 The defect space of ∆V 20
Let ∆V once again denote the graph closure of the operator ∆ on the (dense) 21
domain V := span{vx}. 22
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Definition 7.13. Since ∆V is Hermitian on its domain by Corollary 3.73, Def-1
inition B.17 and Theorem B.18 imply that the defect space of ∆V is2
Def := {v ∈ dom ∆∗V ... ∆∗Vv = −v}. (7.2)
Observe also that Def⊥ = ran(I+ ∆V).3
Lemma 7.14. u is a defect vector of ∆V if and only if there is a constant k4
such that ∆u(x) = −u(x) + k at each x ∈ G0.5
Proof. Recall that the meaning of such a pointwise identity is that u ∈ dom ∆∗V6
and ∆∗Vu = −u+ k in HE ; see Lemma 3.38. The reverse implication is obvious;7
for the obverse it suffices to check the claim against the (dense) energy kernel:8
0 = 〈vx,∆∗u+ u〉E = 〈δx − δo, u〉E + 〈vx, u〉E = ∆u(x)−∆u(o) + u(x)− u(o),
by Lemma 3.18, which proves the claim with k = ∆u(o) + u(o).9
Remark 7.15 (Defect vectors and the Gauss-Green formula). We have intro-10
duced the defect space of ∆V here to alleviate any concerns regarding the con-11
vergence of
∑
x∈G0 u(x)∆u(x) in (3.22); the reader will note that if u is a defect12
vector, then13
∑
x∈G0
u(x)∆u(x) = −
∑
x∈G0
|u(x)|2,
which must equal −∞, since there are no defect vectors in `2. This is a rea-14
sonable concern, as there do exist networks with nontrivial defect; see Exam-15
ple 13.39. However, such defect vectors are proscribed by the hypotheses of16
Theorem 3.43, by the following lemma.17
Lemma 7.16. dom ∆V ∩Def = 0.18
Proof. Suppose u ∈ dom ∆V ∩Def. Note that ∆∗V is an extension of ∆V , so such19
a u satisfies ∆Vu = −u. However, since ∆V is semibounded on its domain by20
Corollary 3.73, this implies21
0 ≤ 〈u,∆Vu〉E = 〈∆∗Vu, u〉E = −〈u, u〉E = −‖u‖2E ,
whence u = 0.22
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7.2.1 The boundary form 1
In this section, we relate the defect of ∆ to the boundary term of the Discrete 2
Gauss-Green formula (Theorem 3.43), thereby extending Theorem 3.53. The 3
reader may find [DS88, §XII.4.4] to be a useful reference. 4
Definition 7.17. Define the boundary form 5
βbd(u, v) := 12i (〈∆∗Vu, v〉E − 〈u,∆∗Vv〉E) , u, v ∈ dom(∆∗V ). (7.3)
To see the significance of βbd for the defect spaces, note that if ∆∗Vf = zf where 6
z ∈ C with Im z 6= 0, then βbd(f, f) = (Im z)‖f‖2E . 7
Lemma 7.18. The boundary form βbd(u, v) vanishes if u or v lies in dom(∆V). 8
Proof. For v ∈ dom(∆V), 〈∆∗Vu, v〉E = 〈u,∆Vv〉E by the definition of the adjoint, 9
and 〈u,∆Vv〉E = 〈u,∆∗Vv〉E by the fact that ∆∗V extends ∆V . Hence, both terms 10
of (7.3) are equal for u, v ∈ dom(∆V). The proof is identical if u ∈ dom(∆V). 11
The following result extends Theorem 3.53. 12
Theorem 7.19. If ∆V fails to be essentially self-adjoint, then Harm 6= {0}. 13
Proof. We prove that the boundary form βbd(u, v) vanishes identically whenever 14
Harm = {0}. Since the boundary sum can only be nonzero when Harm 6= {0}, 15
the conclusion will follow once we show that 16
βbd(u, v) = 12i
∑
bdG
(
∂u
∂n (∆
∗
Vv)− (∆∗Vu) ∂v∂n
)
. (7.4)
To see this, apply Theorem 3.43 to obtain 17
〈∆∗Vu, v〉E =
∑
G0
∆∗Vu∆Vv +
∑
bdG
∆∗Vu
∂v
∂n =
∑
G0
∆Vu∆Vv +
∑
bdG
∆Vu ∂v∂n
for any u, v ∈ dom(∆∗V ). The second equality follows because ∆∗ = ∆ pointwise: 18
∆∗Vu(x)−∆∗Vu(o) = 〈vx,∆∗Vu〉E = 〈∆Vvx, u〉E = 〈δx − δo, u〉E = ∆u(x)−∆u(o),
where the last equality comes by Lemma 3.18. Also, note that u ∈ dom(∆∗V ) 19
implies ∆∗Vu ∈ HE , so that Theorem 3.43 applies and both terms are finite. 20
Consequently, the two sums over G0 cancel and the theorem follows. 21
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Remark 7.20. There is an alternative, more elementary way to prove Theo-1
rem 7.19. Suppose w 6= 0 is a nonzero defect vector with ∆∗Vw = iw. Then we2
can find a representative for w such that3
〈w,w〉E =
∑
G0
w∆w +
∑
bdG
w ∂w∂n = i
∑
G0
|w|2 + Re
∑
bdG
w ∂w∂n + i Im
∑
bdG
w ∂w∂n .
(7.5)
Since ‖w‖2E = 〈w,w〉E is real (and strictly positive, by hypothesis), this implies4
the boundary sum is nonzero and Theorem 3.53 gives the existence of nontrivial5
harmonic functions.6
It also follows from (7.5) that such a nonzero defect vector satisfies7
∑
G0
|w|2 = − Im
∑
bdG
w ∂w∂n > 0,
so that Im
∑
bdG w
∂w
∂n < 0.8
7.3 Dual frames and the energy kernel9
In previous parts of this book, we have approximated infinite networks by trun-10
cating the domain; this is the idea behind the definition of Fin in Definition 3.16,11
and in the use of exhaustions for various arguments (Definition 3.5). This ap-12
proach corresponds to a restriction to span{δx}x∈F , where F is some finite13
subset of G0. In this section, we consider truncations in the dual variable, i.e.,14
restrictions to sets of the form span{vx}x∈F . This is directly analogous to the15
usual time/frequency duality in Fourier theory.16
The energy kernel {vx} generally fails to be a frame for HE , as shown by17
Lemma 7.25 and the ensuing remarks. However, things improve when restricting18
to a finite subset. We shall approach the infinite case via a compatible system19
of finite dual frames, one for each finite subset F ⊆ G0 \{o}; see Definition 7.24.20
In Theorem 7.29, we show that {δx}x∈F and {vx}x∈F form a dual frame system.21
We obtain optimal frame bounds in Corollary 7.30. In Theorem 7.33, we22
show that the boundedness of ∆V is equivalent to both the existence of a global23
upper frame bound (i.e., one can let F → G), and the existence of a spectral24
gap.25
We begin with two lemmas whose parallels serve to underscore the theme of26
this section.27
Lemma 7.21. The vectors {vx} are linearly independent.28
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Proof. Suppose that we have a (finite) linear combination ψ =
∑
x 6=o ξxvx, 1
where ξx ∈ C. Then for y 6= o, 2
〈δy, ψ〉E =
∑
x 6=o
ξx〈δy, vx〉E =
∑
x 6=o
ξx(δy(x)− δy(o)) =
∑
x 6=o
ξxδy(x) = ξy.
If ψ = 0, then this calculation shows ξy = 0 for each y. 3
Lemma 7.22. The vectors {δx} are linearly independent. 4
Proof. Suppose that we have a (finite) linear combination ψ =
∑
x 6=o ξxδx, where 5
ξx ∈ C. Then for y 6= o, 6
〈vy, ψ〉E =
∑
x 6=o
ξx〈vy, δx〉E =
∑
x 6=o
ξx(δx(y)− δx(o)) =
∑
x 6=o
ξxδx(y) = ξy.
If ψ = 0, then this calculation shows ξy = 0 for each y. 7
Definition 7.23. In this section we always let F ⊆ G0 \ {o} denote a finite 8
subset of vertices and let V (F ) = span{vx ... x ∈ F}. Observe that elements of 9
V (F ) do not typically have finite support; cf. Definition 3.16 and Figure 13.1 of 10
Example 13.2. Let ∆V (F ) denote the Laplacian when taken to have the domain 11
V (F ), even though it not dense in HE . 12
Definition 7.24. Denote D(F ) := {δx}x∈F and let ∆F be the Laplacian when 13
taken to have this (non-dense) domain. 14
Then D(F ) is a dual frame for V (F ) if there are constants 0 < A ≤ B <∞ 15
(called frame bounds) for which 16
A‖ψ‖2E ≤
∑
x∈F
|〈δx, ψ〉E |2 ≤ B‖ψ‖2E , ∀ψ ∈ V (F ). (7.6)
Lemma 7.25. {vx} is a frame for HE if and only if `2(G0) and HE are iso- 17
morphic. 18
Proof. Since {vx} is a reproducing kernel, the frame inequalities take the form 19
A‖w‖22 ≤
∑
|w(x)|2 ≤ B‖w‖22. (7.7)
Each inequality indicates a (not necessarily isometric) embedding. 20
Remark 7.26. The second inequality fails if ∆ does not have a spectral gap. See 21
also Lemma 9.17. 22
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Definition 7.27. Define a Hermitian |F |×|F |matrix byMF := [〈vx, vy〉E ]x,y∈F .1
Let λmin := min spec(MF ) and λmax := max spec(MF ).2
Definition 7.28. For ψ ∈ HE , define X : HE → `(G0), where `(G0) is the
space of all functions on G0, by
Xψ(x) := 〈δx, ψ〉E . (7.8)
By Remark 3.19, X is morally identical to the Laplacian when defined on all of3
HE ; note that Xψ may not lie in HE .4
In the proof of Theorem 7.29, the notations 〈· , ·〉1 and ‖ · ‖1 refer to the5
space `2(1) discussed in §8, that is, 〈f, g〉1 =
∑
x∈G0 f(x)g(x) is the unweighted6
`2 inner product, etc.7
Theorem 7.29. For any finite F , one has λmin > 0 for the minimal eigenvalue8
of Definition 7.27, and {δx}x∈F is a dual frame for V (F ) with frame bounds9
1
λmax
‖ψ‖2E ≤
∑
x∈F
|〈δx, ψ〉E |2 ≤ 1
λmin
‖ψ‖2E . (7.9)
Proof. First, to show that λmin > 0, we show that 0 is not in the spectrum of10
MF . By way of contradiction, suppose ∃ξ : F → C such that11
MF ξ =
∑
y
〈vx, vy〉Eξy = 0.
The vector ψ =
∑
y〈vx, vy〉Eξy ∈ V (F ) is nonzero by Lemma 7.21, and yet12
ψ(x)− ψ(o) = 〈vx, ψ〉E =
∑
y
〈vx, vy〉Eξy = 0.
Hence, ψ is constant and therefore ψ = 0 in HE . <↙ So 0 is not in the spectrum13
of MF . Then by (7.8),14
‖ψ‖2E =
∥∥∥∥∥∑
x∈F
〈δx, ψ〉Evx
∥∥∥∥∥
2
E
=
∑
x,y∈F
〈δx, ψ〉E〈vx, vy〉E〈δy, ψ〉E
=
∑
x,y∈F
Xψ(x)〈vx, vy〉EXψ(y)
= 〈Xψ,MFXψ〉1,
whence λmin‖Xψ‖21 ≤ ‖ψ‖2E ≤ λmax‖Xψ‖21, and the conclusion (7.9) follows15
from ‖Xψ‖21 =
∑
x∈F |〈δx, ψ〉E |2.16
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Corollary 7.30. The frame bounds in (7.9) are optimal. 1
Proof. Let ξ ∈ spec(MF ) and ξ : F → C with MF ξ = λξ. The vector ξ = 2∑
x∈F ξxvx is in HE by the proposition and ξ = 〈δx, ψ〉E = Xψ(x) for each 3
x ∈ F by Lemma 7.21 and (7.8). Moreover, 4
‖ψ‖2E = 〈ξ,MF ξ〉2 = λ‖ξ‖22 =
∑
x∈F
|〈δx, ψ〉E |2.
We now apply this to λmin and to λmin and deduce the bounds are optimal. 5
In the next lemma, we use ∆ specifically to indicate that the Laplacian is 6
considered pointwise, and without regard to domains. 7
Lemma 7.31. X represents ∆V on `(G0), i.e., ∆(Xψ) = X(∆Vψ) for all ψ ∈ 8
dom ∆V . 9
Proof. Fix ψ ∈ dom ∆V and x ∈ G0. Then 10
∆(Xψ)(x) = c(x)Xψ(x)−
∑
y∼x
cxyX
ψ(y)
= c(x)〈δx, ψ〉E −
∑
y∼x
cxy〈δy, ψ〉E
=
〈
c(x)δx −
∑
y∼x
cxyδy, ψ
〉
E
= 〈∆δx, ψ〉E .
Now since δx ∈ dom ∆∗V , we have ∆(Xψ)(x) = 〈∆∗V δx, ψ〉E = 〈δx,∆Vψ〉E = 11
X(∆Vψ)(x). 12
Lemma 7.32. For any ψ ∈ V (F ), we have 〈ψ,∆V (F )ψ〉E =
∑
x∈F |Xψ(x)|2 + 13∣∣∑
x∈F X
ψ(x)
∣∣2. 14
Proof. Writing ∆ for ∆V (F ), this follows from 15
〈ψ,∆ψ〉E =
∑
x,y∈F
Xψ(x)Xψ(y)〈vx,∆vy〉E
=
∑
x,y∈F
Xψ(x)Xψ(y)((δy(x)− δy(o))− (δo(x)− δo(o)))
=
∑
x,y∈F
Xψ(x)Xψ(y)(δy(x) + 1) (7.10)
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=
∑
x∈F
Xψ(x)Xψ(x) +
(∑
x∈F
Xψ(x)
)∑
y∈F
Xψ(y)
 ,
where (7.10) follows because o /∈ F .1
Incidentally, Lemma 7.32 offers a proof of Theorem 3.73.2
Theorem 7.33. The following are equivalent:3
(i) ∆V is a bounded operator on HE .4
(ii) There is a global upper frame bound B <∞ in (7.9), i.e.∑
x 6=o
|〈δx, ψ〉E |2 ≤ B‖ψ‖2E , ∀ψ ∈ HE . (7.11)
(iii) There is a spectral gap inf spec(MF ) > 0, where F runs over the set F of5
all finite subsets of G0 \ {o}.6
Proof. (i) =⇒ (ii). If ∆V is bounded, then by Lemma 3.18 followed by Corol-7
lary 3.73,8
∑
x 6=o
|〈δx, ψ〉E |2 =
∑
x 6=o
|∆ψ(x)|2 = 〈ψ,∆ψ〉E ≤ B‖ψ‖2E .
(ii) =⇒ (i). First fix ε > 0. Note that ∑x∈G0 ∆ψ(x) = 0 by Corollary 3.72,9
so choose F so that
∣∣∑
x∈G0 ∆ψ(x)
∣∣ < ε. The hypothesis of the global upper10
frame bound B gives11
∑
x∈F
|∆ψ(x)|2 =
∑
x∈F
|〈δx,∆ψ〉E |2 ≤ B‖ψ‖2E ,
so that Lemma 7.32 implies12
|〈ψ,∆ψ〉E | ≤
∑
x∈F
|∆ψ(x)|2 +
∣∣∣∣∣∑
x∈F
∆ψ(x)
∣∣∣∣∣
2
< B‖ψ‖2E + ε,
and we get |〈ψ,∆ψ〉E | ≤ B‖ψ‖2E as ε→ 0.13
(i)⇐⇒ (iii) Observe that (7.9) and Lemma 7.30 imply that 1λmin(F ) ≤ B, and14
hence λmin(F ) ≥ 1/B, ∀F ∈ F . If we have an exhaustion F1 ⊆ F2 ⊆ · · ·
⋃
Fk =15
G0 \ {o}, then the Minimax Theorem indicates that λmin(Fk+1) ≤ λmin(Fk) so16
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‖∆V‖−1 = sup{ 1B ≥ 0 ... 〈ψ,∆Vψ〉E ≤ B‖ψ‖2E ,∀ψ ∈ V }
= lim
k→∞
λmin(Fk).
Corollary 7.34. If {δx} is a dual frame for {vx}, then the upper and lower 1
frame bounds A and B provide bounds on the free resistance metric: 2
2
B
≤ RF (x, y) ≤ 2
A
. (7.12)
Note that as F increases to G0, one may have A → 0 so that the upper bound 3
tends to ∞. 4
Proof. By (4.10), we are motivated to apply the frame inequalities applied to 5
the function vx − vy ∈ HE via Theorem 7.33: 6
A‖vx − vy‖2E ≤
∑
z∈G0\{o}
|〈δz, vx − vy〉E |2 ≤ B‖vx − vy‖2E .
The result now follows by (4.10) upon observing that
∑
z∈G0\{o} |〈δz, vx − 7
vy〉E |2 = 2. 8
Lemma 7.35. For finite F ⊆ G0, Harm ∩ V (F ) = ∅. A fortiori, ∆V has a 9
spectral gap. 10
Proof. Let h =
∑n
i=1 civxi . If h is harmonic, then 11
0 = ∆h =
∑
ci(δxi − δo) =
∑
ciδxi − δo
∑
ci,
which implies ci = 0 for each i, since the Dirac masses are linearly independent 12
vectors. The second claim follows because 0 is not in the point spectrum of ∆V 13
on the finite-dimensional space V . 14
The symmetry of formula (7.13) in x and y provides another proof that ∆F 15
is Hermitian. 16
Lemma 7.36. For all x, y ∈ G0, 17
〈∆δx, δy〉E = −(c(x) + c(y))cxy +
∑
z∼x,y
cxzczy. (7.13)
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Proof. For ∆F , use z ∼ x, y to denote that z is a neighbour of both x and y,1
and compute2
〈∆δx, δy〉E =
〈
c(x)δx −
∑
z∼x
cxzδz, δy
〉
E
= c(x)〈δx, δy〉E −
∑
z∼x
cxz〈δz, δy〉E
= c(x)〈δx, δy〉E − cxy〈δy, δy〉E −
∑
z∼x
z 6=y
cxz〈δz, δy〉E
= −c(x)cxy − cxyc(y) +
∑
z∼x
z 6=y
cxzczy
= −(c(x) + c(y))cxy +
∑
z∼x,y
cxzczy.
Definition 7.37. Let cx be defined by cx(y) = cxy, so c2x := cx ·cx :=
∑
y∼x c
2
xy.3
In the next theorem, one would need to consider 〈ϕ,∆ϕ〉E for general ϕ ∈4
span{vx}, rather than just ϕ = vx, δx, in order to get the full spectrum [spec ∆V ].5
Lemma 7.38. The spectrum of ∆V satisfies6
inf spec ∆V ≤ min
{
inf
2
RF (x, o)
, inf
(
c(x) +
c2x
c(x)
)}
,
sup spec ∆V ≥ max
{
sup
2
RF (x, o)
, sup
(
c(x) +
c2x
c(x)
)}
.
Proof. We compute the action of ∆ on certain unit vectors:7
〈
vx
‖vx‖E ,∆
vx
‖vx‖E
〉
E
=
1
‖vx‖2E
(
(δx(x)− δx(o))− (δx(o)− δo(o))
)
=
2
RF (x, o)
and8
〈
δx
‖δx‖E ,∆
δx
‖δx‖E
〉
E
=
1
‖δx‖2E
〈δx,∆δx〉E =
c(x)2 + c2x
c(x)
= c(x) +
c2x
c(x)
.
We then apply the well-known theorem that for a closed Hermitian operator S,
[specS] = {〈u, Su〉 ... u ∈ domS, ‖u‖ = 1},
where [set] denotes the closed convex hull of set in C. Note that [specS] ⊆ R.9
10
130 Chapter 7. The Laplacian on HE
7.4 Remarks and references 1
The family of operators covered by what we here refer to as the Laplacian ∆ is 2
large, and the literature both large and diverse; for example these operators in 3
mathematical physics go by the name discrete Schroedinger operators. Readable 4
introductions include [CdV99], [Chu01], [Dod06], [Soa94], and [Web08]. The 5
reader may also find the references [HKLW07,Woe00,Woe03,RS95,JKM+98] to 6
be useful. 7
Chapter 81
The `2 theory of ∆ and the2
transfer operator3
“One geometry cannot be more true than another; it can only be more
convenient.” — H. Poincare4
This chapter is devoted to the study of the graph Laplacian ∆, and the5
transfer operator T, when considered as acting on the space `2(G0) of square-6
summable functions on the vertices. This is `2(G0) = `2(G0, µ) where µ is7
the counting measure, and the operators ∆ and T have a profoundly different8
spectral theory with respect to the `2 inner product.9
8.1 `2(G0)10
In this section, we discuss results for ∆ and T when considered as operators on11
`2(1) := {u : G0 → C ... ∑x∈G0 |u(x)|2 <∞}, (8.1)
with the inner product12
〈u, v〉1 :=
∑
x∈G0
u(x)v(x). (8.2)
The constant function 1 appears in the notation to specify the weight involved13
in the inner product, in contrast to c. This is necessary because we will also be14
interested in ∆ and T as operators on15
`2(c) := {u : G0 → C ... ∑x∈G0c(x)|u(x)|2 <∞}, (8.3)
with the inner product16
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〈u, v〉c :=
∑
x∈G0
c(x)u(x)v(x). (8.4)
1
While the pointwise definition of ∆ and T remains the same on `2(1) and 2
`2(c), they are different operators with different domains and different spectra! 3
It is important to keep in mind that in general, none of HE , `2(1) or `2(c) are 4
contained in any of the others. However, we provide some conditions under 5
which embeddings exist in §8.3.2. We give only some selected results, as this 6
subject is well-documented elsewhere in the literature. 7
In §8.4, we consider a map J : `2(c) → HE is the quotient map induced 8
by the equivalence relation discussed in Remark 3.3. It turns out that J is an 9
embedding of `2(c) into Fin, and that its range is dense in Fin. We will also see 10
that P is self-adjoint on `2(c), even though it is not even Hermitian on `2(1) or 11
HE except when c(x) is constant. 12
8.2 The Laplacian on `2(1) 13
In this section, we investigate certain properties of the Laplacian on `2(1), 14
including self-adjointness and boundedness. Dealing with unbounded operators 15
always requires a bit of care; the reader is invited to consult Appendix B.3 to 16
refresh on some principles of self-adjointness of unbounded operators. Recall 17
that for S to be self-adjoint, it must be Hermitian and satisfy domS = domS∗, 18
where 19
domS∗ := {v ∈ H ... |〈v, Su〉| ≤ Kv‖u‖,∀u ∈ domS}.
In the unbounded case, it is not unusual for domS ( domS∗. Some good 20
references for this section are [Jør78,vN32a,Nel69,RS75,Rud91,DS88]. 21
Due to Corollary 3.77, we can ignore the possibility of nontrivial harmonic
functions while working in this context. Combining Theorem 3.43 with Theo-
rem 3.53, one can relate the inner products of HE and `2(1) by
〈u,∆v〉1 = 〈u, v〉E , (8.5)
for all u, v ∈ span{δx}. Observe that span{δx} is dense in `2(1) with respect to 22
(8.2), and dense in HE in the E norm when Harm = 0. Then (8.5) immediately 23
implies that the Laplacian is Hermitian on `2(1) because, again for all u, v ∈ 24
span{δx}, 25
〈u,∆v〉1 = 〈u, v〉E = 〈v, u〉E = 〈v,∆u〉1 = 〈∆u, v〉1, (8.6)
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This may seem trivial, but it turns out that ∆ is not Hermitian on `2(c); cf.1
Lemma 8.31.2
Theorem 8.9 shows that if c is uniformly bounded (8.14), then ∆ is a bounded3
operator and hence self-adjoint. However, in Theorem 8.2 we are able to obtain4
a much stronger result, without assuming any bounds: the Laplacian on any5
resistance network is essentially self-adjoint on `2(1). (Recall that ∆ is essen-6
tially self-adjoint iff it has a unique self-adjoint extension; cf. Definition B.15.)7
This is a sharp contrast to the case for HE , as seen from Theorem 7.19. In the8
latter parts of this section, we also derive several applications of Theorem 8.2.9
8.2.1 The Laplacian as an unbounded operator10
We begin with the operator ∆ defined on span{δx}, the dense domain consisting11
of functions with finite support. Then let ∆1 denote the closure of ∆ with12
respect to (8.2), that is, its minimal self-adjoint extension to `2(1). Some good13
references for this section are [vN32a,Rud91,DS88].14
Lemma 8.1. The Laplacian ∆1 is semibounded on dom ∆1. A fortiori, for any15
u, v ∈ `2(1),16
〈u,∆1v〉1 =
∑
x∈G0
c(x)u(x)v(x)−
∑
x,y∈G0
cxyu(x)v(y) (8.7)
Proof. For any u, v ∈ Fin, a straightforward computation shows17
〈u,∆1u〉1 =
∑
x∈G0
c(x)|u(x)|2 −
∑
x,y∈G0
cxyu(x)u(y), (8.8)
whence the equality in (8.7) follows by taking limits and polarizing. To see that18
∆1 is semibounded, apply the Schwarz inequality first with respect to y, then19
with respect to x, to compute20
∣∣∣∣∣ ∑
x∈G0
∑
y∼x
cxyu(x)u(y)
∣∣∣∣∣ ≤ ∑
x∈G0
√
c(x)|u(x)|
[∑
y∼x
cxy|u(y)|2
]1/2
≤
[∑
x∈G0
c(x)|u(x)|2
]1/2  ∑
x,y∈G0
cxy|u(y)|2
1/2
=
∑
x∈G0
c(x)|u(x)|2,
so that the difference on the right-hand side of (8.8) is nonnegative.21
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Theorem 8.2. If deg(x) < ∞ for every x ∈ G0, ∆1 is essentially self-adjoint 1
on `2(1). 2
Proof. Lemma 8.1 shows ∆1 is semibounded on `2(1), so by Theorem B.18, it 3
suffices to show the implication 4
∆∗1v = −v =⇒ v = 0, v ∈ dom ∆∗1. (8.9)
Suppose that v ∈ `2 is a solution to ∆∗1v = −v. Then clearly ∆∗1v ∈ `2, and 5
then by Lemma B.23, 6
0 ≤ 〈v,M∆1v〉1 = 〈v,∆∗1v〉1 = −〈v, v〉1 = −‖v‖21 ≤ 0 =⇒ v = 0,
where M∆1 is the matrix of ∆1 in the ONB {δx}x∈G0 . To justify the first 7
inequality, consider that we may find a sequence {vn} ⊆ Fin with ‖v−vn‖1 → 0. 8
Because the matrix M∆1 is banded, this is sufficient to ensure that M∆1vn → 9
M∆1v and hence (vn,M∆1vn) converges to (v,M∆1v) in the graph norm, and 10
so 〈vn,M∆1vn〉1 converges to 〈v,M∆1v〉1. Then 〈vn,M∆1vn〉1 = E(vn) ≥ 0 for 11
each n, and positivity is maintained in the limit (even though lim E(vn) may 12
not be finite). 13
See [Web08] for a similar result. It follows from Theorem 8.2 that the closure 14
of the operator ∆1 is self-adjoint on `2(1), and hence has a unique spectral 15
resolution, determined by a projection valued measure on the Borel subsets of 16
the infinite half-line R+. This is in sharp contrast with the continuous case; in 17
Example B.21 we illustrate this by indicating how ∆1 = − d2dx2 fails to be an 18
essentially self-adjoint operator on the Hilbert space L2(R+). 19
Remark 8.3. The matrix for the operator ∆1 on `2(1) is banded (cf. §B.4): 20
M∆1(x, y) = 〈δx,∆1δy〉1 =

c(x), y = x,
−cxy, y ∼ x,
0, else.
(8.10)
The bandedness of M∆1 is a crucial element of the above proof; Example B.21 21
shows how this proof technique can fail without bandedness. See also Re- 22
mark 8.3 and Example B.25 for what can go awry without bandedness. 23
However, bandedness is not sufficient to guarantee essential self-adjointness. 24
In fact, see Example B.25 for a Hermitian operator on `2 which is not self- 25
adjoint, despite having a uniformly banded matrix, that is, there is some n ∈ N 26
such that each row and column has no more than n nonzero entries. The 27
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essential self-adjointness of ∆1 in this context is likely a manifestation of the1
fact that the banding is geometrically/topologically local; the nonzero entries2
correspond to the vertex neighbourhood of a point in G0.3
8.2.2 The spectral representation of ∆4
It is clear from Lemma 3.75 that v ∈ dom E whenever v,∆1v ∈ `2(1). However,5
this condition is not necessary, and the precise characterization of dom E is more6
subtle.7
Theorem 8.4. For all u ∈ `2(1) ∩ dom E, ‖u‖E = ‖∆ˆ1/2uˆ‖2. Therefore, HE8
can be characterized in terms of the spectral resolution of ∆ as9
`2(1) ∩ dom E = {v : G0 → C ... ‖∆̂1/21 vˆ‖2 <∞}, (8.11)
where vˆ is the image of v in the spectral representation of ∆1.10
Proof. Theorem 8.2 also gives a spectral resolution11
∆ =
∫
λE(dλ), E : B(R+)→ Proj(`2). (8.12)
Applying the functional calculus to the Borel function r(x) =
√
x, we have12
∆1/2 =
∫
λ1/2E(dλ), dom ∆1/2 = {v ∈ `2 ...
∫
|λ| · ‖E(dλ)v‖2 <∞}.
(8.13)
This gives v ∈ `2(1) ∩ dom E if and only if v + k ∈ dom ∆1/2 for some k ∈13
C. However, ∆(v + k) = ∆v, so the same is true for ∆1/2 by the functional14
calculus.15
Remark 8.5. It is important to observe that dom E is not simply the spectral16
transform of dom ∆ˆ1/2 = {vˆ ... vˆ ∈ L2 and ‖∆ˆ1/2vˆ‖ <∞}. The restriction vˆ ∈ L217
must be removed because there are many functions of finite energy which do18
not correspond to L2 functions. For an elementary yet important example,19
see Figure 13.1 of Example 13.16. Indeed, recall from Corollary 3.77 that no20
nontrivial harmonic function can be in `2; see Example 12.2. In this, example21
v is equal to the constant value 1 on one infinite subset of the graph, and equal22
to the constant value 0 on another.23
Remark 8.6. For the example of the integer lattice Zd, Remark 13.21 shows quite24
explicitly why the addition of a constant to v ∈ HE has no effect on the spectral25
136 Chapter 8. The `2 theory of ∆ and the transfer operator
(Fourier) transform. In this example, one can see directly that addition of a 1
constant k before taking the transform corresponds to the addition of a Dirac 2
mass after taking the transform. As the Dirac mass is supported where the 3
transform of the function vanishes, it has no effect. 4
We can also give a reproducing kernel for ∆ on `2(1). Recall from (1.1) 5
that the vertex neighbourhood of x ∈ G0 is G(x) := {y ∈ G0 ... y ∼ x} ⊆ G0. 6
Also recall from Definition 1.7 that x /∈ G(x) and from Definition 1.3 that the 7
conductance function is c(x) :=
∑
y∼x cxy. 8
Lemma 8.7. The functions {∆δx}x∈G0 = {c(x)δx − c(x·)χG(x)}x∈G0 give a re- 9
producing kernel for ∆ on `2(1). 10
Proof. Since 〈δx, u〉1 = u(x), the result follows by 11
∆v(x) = c(x)v(x)−
∑
y∼x
cxyv(y) = 〈c(x)δx, v〉1 − 〈c(x·)χG(x), v〉1 = 〈∆δx, v〉1.
This is a recapitulation of (8.10). Since c(x) < ∞, it is clear that ∆δx ∈ 12
`2(1). 13
8.3 The transfer operator 14
Definition 8.8. We say the graph (G, c) satisfies the Powers bound iff 15
‖c‖∞ := sup
x∈G0
c(x) <∞. (8.14)
The terminology “Powers bound” stems from [Pow76b], wherein the author 16
uses this bound to study the emergence of long-range order in statistical models 17
from quantum mechanics. Our motivation is somewhat different, and most of 18
our results do not require such a uniform bound. However, when satisfied, it 19
implies the boundedness of the graph Laplacian (and hence its self-adjointness) 20
and the compactness of the associated transfer operator; see §8.3. 21
The fact that the Powers bound entails the inclusion `2(1) ⊆ HE (see Theo- 22
rem 8.18) illustrates how strong this assumption really is. While the Laplacian 23
may be unbounded for infinite networks in general, Theorem 8.9 gives one sit- 24
uation in which ∆ is always bounded. To see sharpness, note that this bound 25
is obtained in the integer lattices of Example 13.2. In particular, for d = 1, we 26
have ‖∆‖ = sup |4(sin2 t2 )| = 4 = 2‖c‖. 27
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Theorem 8.9. As an operator on `2(1), the Laplacian satisfies ‖∆‖1 ≤ 2‖c‖,1
and hence is a bounded self-adjoint operator whenever the Powers bound holds.2
Moreover, this bound is sharp.3
Proof. Since ∆ = c− T, this is clear by the following lemma.4
Recall from Definition 1.9 that the transfer operator T acts on an element
of dom ∆ by
(T v)(x) :=
∑
y∼x
cxyv(y). (8.15)
One should not confuse T with the (bounded) probabilistic transition operator5
P = c−1 T; recall that the Laplacian may be expressed as ∆ = c − T, where c6
denotes the associated multiplication operator. Note that T = c−∆ is Hermitian7
on `2(1) by (8.6). This is a bit of a surprise, since transfer operators are not8
generally Hermitian. Unfortunately, T1 may not be self-adjoint. In fact, the9
transfer operator of Example B.25 is not even essentially self-adjoint; see also10
[vN32a,Rud91,DS88].11
Lemma 8.10. ‖T1 ‖ ≤ ‖c‖.12
Proof. Recall that T1 = T pointwise. The triangle inequality and Schwarz13
inequality give14
|〈f,T f〉1| ≤
∑
x∈G0
|f(x)|
∑
y∼x
∣∣√cxy√cxyf(y)∣∣
≤
∑
x∈G0
|f(x)|c(x)1/2
(∑
y∼x
cxy|f(y)|2
)1/2
≤
(∑
x∈G0
c(x)|f(x)|2
)1/2 ∑
x,y∈G0
cxy|f(y)|2
1/2 .
Since the both factors above may be bounded above by
(‖c‖ · ‖f‖21)1/2 (using15
another application of Schwarz for the one on the right), we have |〈f,T f〉c| ≤16
‖c‖ · ‖f‖21.17
Remark 8.11. When d = 1, Example 13.2 (the simple integer lattice) shows that18
the bound of Corollary 8.10 is sharp. From the proof of Lemma 13.3, one finds19
that20
‖T ‖ = sup |2 cos t| = 2 = 1 + 1 = c(n), ∀n ∈ Z.
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Definition 8.12. Let cx be defined by cx(y) = cxy, so
cx · cx :=
∑
y∼x
c2xy (8.16)
We denote this with the shorthand c2x = cx · cx. 1
Theorem 8.13. If c is bounded, then T1 : `2(1) → `2(1) is bounded and self- 2
adjoint. If T1 is bounded, then c2x is a bounded function of x. 3
Proof. (⇒) The boundedness of T is Lemma 8.10. Any bounded Hermitian 4
operator is immediately self-adjoint; see Definition B.9. 5
(⇐) For the converse, suppose that c2x is unbounded. It follows that there 6
is a sequence {xn}∞n=1 ⊆ G0 with c2xn →∞, and a path γ passing through each 7
xn exactly once. Consider the orthonormal sequence {δxn}: 8
T1 δz(x) =
∑
y∼x
cxyδz(y) =
∑
y∼z
czyδz(y), and ‖T1 δz‖21 =
∑
y∼z
c2yz.
Then letting z run through the vertices of γ, it is clear that ‖T1 δz‖21 →∞. 9
Recall from Definition 3.65 that u(x) vanishes at ∞ iff for any exhaustion 10
{Gk}, one can always find k such that ‖u(x)‖∞ < ε for all x /∈ Gk. 11
Using a nested sequence as describe in Definition 3.65, it is not difficult to
prove that T1 is always the weak limit of the finite-rank operators Tn defined
by Tn := Pn T1 Pn, where Pn is projection to Gn = span{δx ... x ∈ Gn}, so that
Tn v(x) = χGn(x)(T1 v)(x) =
∑
y∼x
y∈Gn
cxyv(y). (8.17)
Norm convergence does not hold without further hypotheses (see Example 13.25) 12
but we do have Theorem 8.14, which requires a lemma. 13
Theorem 8.14. If c ∈ `2 and deg(x) is bounded on G, then the transfer operator 14
T1 : `2(1)→ `2(1) is compact. If T1 is compact, then c2x vanishes at ∞. 15
Proof. (⇐) Consider any nested sequence {Gk} of finite connected subsets of G, 16
with G =
⋃
Gk, and the restriction of the transfer operator to these subgraphs, 17
given by TN := PN T1 PN , where PN is projection to GN . Then for DN := 18
T1−TN , consider the operator norm 19
‖DN‖ =
∥∥∥∥∥ 0 PN T1 P⊥NP⊥N T1 PN P⊥N T1 P⊥N
∥∥∥∥∥ , (8.18)
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where the ONB for the matrix coordinates is given by {δxk}∞k=1 for some enu-1
meration of the vertices. Since deg(x) is bounded, the matrices for ∆1 and2
hence also T1 are uniformly banded; whence DN is uniformly bounded with3
band size bN and Lemma B.24 applies. Since the first N entries of DN+bN v are4
0, we have5
‖DN+bN v‖2 =
∞∑
m=N+1
(
bm∑
k=1
cmnk
)2
=
∞∑
m=N+1
c(xm)2,
which tends to 0 for c ∈ `2(1).6
(⇒) For the converse, suppose that c2x does not vanish at ∞. It follows that7
there is a sequence {xn}∞n=1 ⊆ G0 with ‖c2xn‖1 ≥ ε > 0, and a path γ passing8
through each of them exactly once. By passing to a subsequence if necessary, is9
also possible to request that the sequence satisfies10
G(xn) ∩G(xn+1) = ∅, ∀n,
since the sequence need not contain every point of γ. Consider the orthonormal11
sequence {δxn}. We will show that {T1 δxn} contains no convergence subse-12
quence:13
T1 δxn − T1 δxm =
∑
y∼xn
cxnyδxn −
∑
z∼xm
cxmzδxm
‖T1 δxn − T1 δxm‖2 = ‖T1 δxn‖2 + ‖T1 δxm‖2 =
∑
y∼xn
c2xny +
∑
z∼xm
c2xmz ≥ 2ε.
There are no cross terms in the final equality by orthogonality; xn+1 was chosen14
to be far enough past xn that they have no neighbours in common.15
Corollary 8.15. If c vanishes at∞ and deg(x) is bounded, then T1 is compact.16
Proof. The proof of the forward direction of Theorem 8.14 just uses the hy-17
potheses to show that supx,y cxy can be made arbitrarily small by restricting18
x, y to lie outside of a sufficiently large set.19
8.3.1 Fredholm property of the transfer operator20
A stronger form of the Theorem 8.17 was already obtained in Corollary 3.21,21
but we include this brief proof for its radically contrasting flavour.22
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Definition 8.16. A Fredholm operator L is one for which the kernel and cok- 1
ernel are finite dimensional. In this case, the Fredholm index is dim kerL − 2
dim kerL∗. Alternatively, L is a Fredholm operator if and only if Lˆ is self- 3
adjoint in the Calkin Algebra, i.e., L = S+K, where S = S∗ and K is compact. 4
Theorem 8.17. If c vanishes at infinity, then P(α, ω) is nonempty. 5
Proof. When the Powers bound is satisfied, the previous results show ∆ is a 6
bounded self-adjoint operator, and T is compact. Consequently, ∆ is a Fredholm 7
operator. By the Fredholm Alternative, ker ∆ = 0 if and only if ran ∆ = 8
`2(1). Modulo the harmonic functions, ker ∆ = 0, so δα − δω has a preimage in 9
`2(1). 10
8.3.2 Some estimates relating HE and `2(1) 11
In this section, we make the standing assumption that the functions under
consideration lie inHE∩`2(1). Strictly speaking, elements ofHE are equivalence
classes, but each has a unique representative in `2 and it is understood that we
always choose this one. Our primary tool will be the identity E(u, v) = 〈u,∆v〉1
from (8.5), which is valid on the intersection HE ∩`2(1). For example, note that
this immediately gives
〈v,∆v〉E = ‖∆v‖21, and E(v) = ‖∆1/2v‖21, (8.19)
where the latter follows by the spectral theorem. Theorem 2.27 showed that 12
P(α, ω) 6= ∅, for any choice of α 6= ω. It is natural to ask other questions in 13
the same vein. 14
(i) Is `2(1) ⊆ HE? No: consider the 1-dimensional integer lattice described 15
in Example 13.29. 16
(ii) Is HE ⊆ `2(1)? No: consider the function f defined on the binary tree in 17
Example 12.3 which takes the value 1 on half the tree and −1 on the other 18
half (and is 0 at o). This function has energy E(f) = 2, but it is easily 19
seen that there is no k for which f + k ∈ `2(1). 20
(iii) Does ∆v ∈ `2 imply v ∈ HE or v ∈ `2(1)? Neither of these are true, by 21
the example in the previous item. 22
(iv) Is P(α, ω) ⊆ `2? No: consider again the 1-dimensional integer lattice, with 23
α < ω. Then if v ∈ P(α, ω), it will be constant (and equal to v(α)) for xn 24
to the left of α, and it will be constant (and equal to v(ω)) for xn right of 25
ω. 26
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Lemma 8.18. ‖v‖E ≤ ‖∆1/2‖ · ‖v‖1 for every v ∈ HE . If the Powers bound1
(8.14) is satisfied, then `2(1) ⊆ HE .2
Proof. Since ‖v‖2E = 〈v,∆v〉1, this is immediate from Lemma 8.9.3
Lemma 8.19. If ∆ is bounded on `2(1), then it is bounded with respect to E.4
Proof. The hypothesis implies ∆ is self-adjoint on `2, so that one can take the5
spectral representation ∆ˆ on L2(X, dν) and perform the following computation:6
‖∆v‖E = ‖∆∆1/2v‖1 ≤ ‖∆ˆ‖∞ · ‖∆1/2v‖1 = ‖∆ˆ‖∞ · ‖v‖E .
Lemma 8.20. Let v ∈ `2(1). If v ≥ 0 (or v ≤ 0), then ‖v‖E ≤ ‖v‖1. If v is7
bipartite and alternating, then ‖v‖E ≥ ‖v‖1.8
Proof. Both statements follow immediately from the equality9
E(v) = 〈v,∆v〉1 = 〈v, v〉1 − 〈v,T v〉1 = ‖v‖1 −
∑
y∼x
cx,yv(x)v(y).
8.4 The Laplacian and transfer operator on `2(c)10
In §8.2–8.3, we studied ∆ and T as operators on the unweighted space `2(1).11
In this section, we consider the renormalized versions of these operators and12
attempt to carry over as many results as possible to the context of `2(c).13
`2(c) := {u : G0 → C ... ∑x∈G0c(x)|u(x)|2 <∞}, (8.20)
with the inner product14
〈u,∆v〉c :=
∑
x∈G0
c(x)u(x)∆v(x). (8.21)
Take the operator ∆ defined on span{δx}, the dense domain consisting of15
functions with finite support. Then let ∆c denote the closure of ∆ with respect16
to (8.21), that is, its minimal self-adjoint extension to `2(c).17
Lemma 8.21. For u ∈ `2(c) and v ∈ HE ,18
∑
x∈G0
|u(x)∆v(x)| ≤
√
2 ‖u‖c · ‖v‖E . (8.22)
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Proof. Apply the Schwarz inequality twice, first with respect to the x summa- 1
tion, then with respect to y: 2
∑
x∈G0
|u(x)∆v(x)| =
∑
x,y∈G0
∣∣√cxyu(x)√cxy(v(x)− v(y))∣∣
≤
∑
y∈G0
(∑
x∼y
cxy|u(x)|2
)1/2(∑
x∼y
cxy|v(x)− v(y)|2
)1/2
≤
 ∑
x,y∈G0
cxy|u(x)|2
1/22
2
∑
x,y∈G0
cxy|v(x)− v(y)|2
1/2 ,
and the resulting inequality retroactively justifies the implicit initial Fubination. 3
4
Definition 8.22. For u ∈ span{δx} ⊆ `2(c), define a linear functional ξu on 5
HE by 6
ξu(v) :=
∑
x∈G0
u(x)∆v(x) (8.23)
Then ξu is continuous because |ξu(v)| ≤ ‖u‖c · ‖v‖E by Lemma 8.21, whence 7
Riesz’s lemma gives a w ∈ Fin for which ξu(v) = 〈w, v〉E holds for every v ∈ Fin. 8
Let J : `2(c) → HE denote the map which sends u 7→ w, i.e., the map defined 9
by 10
〈Ju, v〉E = ξu(v). (8.24)
Definition 8.22 allows one to see directly that Jδx = [δx]: 11
〈Jδx, v〉E =
∑
y∈G0
δx(y)∆v(y) = ∆v(x) = 〈δx, v〉E , for all v ∈ HE .
This idea is the reason for Definition 8.22 and also Theorem 8.23. It is also
easy to see that ‖δx‖2c = c(x) = ‖δx‖2E , although the two norms ‖ · ‖c and ‖ · ‖E
are clearly different in general. In fact, if ϕ =
∑
x∈F ξxδx ∈ span{δx} (so F is
finite), then one may easily compute
‖ϕ‖2c =
∑
x∈F
c(x)|ξ|2, whereas ‖ϕ‖2E = ‖ϕ‖2c −
∑
x∈F
∑
y∼x
cxyξxξy.
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Theorem 8.23. The map J is the quotient map induced by the equivalence1
relation u ' v iff u− v = const, and gives a continuous embedding of `2(c) into2
Fin with3
‖Ju‖E ≤
√
2 ‖u‖c, ∀u ∈ `2(c). (8.25)
Furthermore, the closure of ran J with respect to E is Fin.4
Proof. The formulation of J in (8.24) gives5
〈Ju, vx〉E = ξu(vx) =
∑
x∈G0
u(y)∆vx(y) =
∑
x∈G0
u(y)(δx − δo)(y) = u(x)− u(o).
This shows that J is the quotient map as claimed. The bound (8.25) follows6
immediately upon combining (8.22) with (8.23). Now let w = Ju for any u ∈7
`2(c) and apply ξu to v = fx = PFinvx ∈ Fin to get8
w(x)− w(o) = 〈fx, w〉E = ξu(fx) =
∑
y∈G0
u(y)(δx − δo)(y) = u(x)− u(o).
Since {fx} is thus a reproducing kernel for any element of ran J , this shows that9
ran J ⊆ Fin, and hence10
|〈Ju, v〉E | = |ξu(v)| ≤
√
2 ‖u‖c · ‖v‖E =⇒ ‖Ju‖E ≤
√
2 ‖u‖c.
The E-closure of ranJ is equal to Fin because ran J contains span{δx}.11
Lemma 8.24. The adjoint map J∗ : HE → `2(c) is given by
J∗u = u−Pu, (8.26)
where P is the probabilistic transition operator defined in (4.43).12
Proof. First let u ∈ span{δx} and v ∈ HE and note that 〈Ju, v〉E = 〈u,∆v〉1 by13
(8.5). Then14
〈u,∆v〉1 =
∑
x∈G0
u(x)∆v(x) =
∑
x∈G0
u(x)c(x)
(
v(x)− 1
c(x)
∑
y∼x
cxyv(y)
)
,
whence 〈Ju, v〉E = 〈u, (1 − P)v〉c on the subspace span{δx}, which is dense in15
Fin in the norm ‖ · ‖E and dense in `2(c) in the norm ‖ · ‖c.16
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Remark 8.25. Lemma 8.24 provides another proof of Theorem 8.23: 1
Alternative proof of Theorem 8.23. Suppose that v ∈ ran(J)⊥ ⊆ HE so that 2
〈Ju, v〉E = 0 for all u ∈ `2(c). Then 3
〈Ju, v〉E = 〈u, J∗v〉c = 〈u, v −Pv〉c, ∀u ∈ `2(c)
by (8.26), so that v−Pv = 0 in `2(c). Then recall that v ∈ Harm iff ∆v = 0 iff 4
Pv = v. This shows that ran(J)⊥ = Harm, and hence ran(J)clo = ran(J)⊥⊥ = 5
Harm⊥ = Fin. 6
Remark 8.26. Many authors use J∗J = 1 − P as the definition of the Laplace 7
operator on `2(c). It is intriguing to note that for v ∈ HE , one has v−Pv ∈ `2(c), 8
even though it is quite possible that neither v nor Pv lies in `2(c) (for an extreme 9
example, consider v ∈ Harm). Furthermore, note that for every v ∈ HE , one 10
has 11
∑
x∈G0
c(x)|v(x)−Pv(x)|2 = ‖J∗v‖2c ≤
√
2 ‖v‖2E <∞. (8.27)
This obviously implies a bound c(x)|v(x)−Pv(x)|2 ≤ B2, whence 12
|v(x)−Pv(x)| ≤ Bc(x)−1/2.
Consequently, if {Gk} is any exhaustion of G, then v ≈ Pv on G{k for large k 13
(in the sense of `2(c)). Roughly, one can say that any v ∈ HE tends to being a 14
harmonic function at ∞, and the faster c grows, the better the approximation. 15
Corollary 8.27. If ∆u = −u, then ∑ 1c(x) |u(x)|2 < ∞ and u(x) = O(√c(x)), 16
as x→∞. 17
Proof. Recall that a defect vector u satisfies ∆u = −u ∈ HE and hence u−Pu = 18
− 1cu. The result follows by substituting the latter into (8.27). This immediately 19
implies a bound 1c(x) |u(x)|2 ≤ B, which gives the final claim. 20
Recall that ∆V denotes the closure of the Laplacian when taken to have the 21
dense domain V := span{vx}x∈G0\{o} of finite linear combinations of dipoles. 22
Corollary 8.28. If c(x) is bounded on G0 and deg(x) <∞, then ∆V is essen- 23
tially self-adjoint on HE . 24
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Proof. Suppose w ∈ dom ∆∗V satisfying ∆∗w = −w. This means there is a K1
(possibly depending on w) such that |〈w,∆v〉E | ≤ K‖v‖E for all v ∈ V .2
Then for u ∈ `2(c) and v ∈ span{vx}, set ξu(v) =
∑
x∈G0 u(x)∆v(x). As in3
the proof of Theorem 8.23, ξu extends to a continuous linear functional on HE ,4
so applying it to w gives5
∣∣∣∣∣ ∑
x∈G0
u(x)w(x)
∣∣∣∣∣ =
∣∣∣∣∣ ∑
x∈G0
u(x)(−w(x))
∣∣∣∣∣ =
∣∣∣∣∣ ∑
x∈G0
u(x)∆w(x)
∣∣∣∣∣ = |ξu(w)| ≤ √2 ‖u‖c · ‖w‖E .
However, if c(x) is bounded by ‖c‖, then6
‖u‖c =
(∑
x∈G0
c(x)|u(x)|2
)1/2
≤ ‖c‖1/2‖u‖1.
Combining the two displayed equations above yields the inequality7
∣∣∣∑u(x)w(x)∣∣∣ ≤ √2 ‖c‖1/2‖u‖1 · ‖w‖E .
This shows u 7→∑x∈G0 u(x)w(x) is a continuous linear functional on `2(c), so8
that Riesz’s lemma puts w ∈ `2(1). However, now that w is a defect vector in9
`2(1), Theorem 8.2 applies, and hence w = 0.10
Definition 8.29. Let ∆c := c−1∆ = 1 − P = JJ∗ denote the probabilistic11
Laplace operator on HE , as in (1.6). Note that we abuse notation here in the12
suppression of the quotient map, so that 1−P denotes an operator on HE and13
a mapping HE → `2(c).14
Corollary 8.30. For any v ∈ HE , ∆c is contractive on HE and (1−P)v ∈ `2(c)15
with16
‖(1−P)v‖E ≤ ‖v‖E .
Proof. Since J is contractive, it follows that J∗ is contractive by basic operator17
theory; this is a consequence of the polar decomposition applied to J . Then18
∆c = JJ∗ is certainly continuous with ‖(1−P)v‖E = ‖JJ∗v‖E ≤
√
2 ‖J∗v‖c ≤19
2‖v‖E .20
Lemma 8.31. ∆c is Hermitian if and only if c(x) is a constant function on21
the vertices.22
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Proof. This can be seen by computing the matrix representation of ∆c with 1
respect to the ONB { δx√
c(x)
}, in which case the (x, y)th entry is 2
[M∆c ]x,y =
〈
δx√
c(x)
,∆
δy√
c(y)
〉
c
=
∑
z∈G0
c(z)
δx(z)√
c(x)
(
c(y)δy(z)√
c(y)
−
∑
t∼y
cty
δt(z)√
c(y)
)
=
∑
z∈G0
(
c(z)δx(z)√
c(x)
c(y)δy(z)√
c(y)
− c(z)δx(z)√
c(x)
∑
t∼y
cty
δt(z)√
c(y)
)
= c(x)δxy −
√
c(x)
∑
t∼y
cty
δt(x)√
c(y)
= c(x)δxy −
√
c(x)
∑
y∼x
cxy
δy√
c(y)
,
which is not symmetric in x and y. We used ∆δy = c(y)δy −
∑
t∼y ctyδt, which 3
follows easily from Lemma 3.28. 4
Theorem 8.32. (i) As an operator on `2(c), P = I − J∗J is self-adjoint with 5
−I ≤ P ≤ I. 6
(ii) As an operator on HE , P = I− JJ∗ is self-adjoint with −I ≤ P ≤ I. 7
Proof. (i) Since J is bounded and hence closed, a theorem of von Neumann 8
implies J∗J is self-adjoint. Then 9
〈u,Pu〉c = 〈u, (I− J∗J)u〉c = 〈u, u〉c − 〈Ju, Ju〉E = ‖u‖2c − ‖Ju‖2E .
Since ‖Ju‖2E ≤ 2‖u‖2c by (8.25), this establishes −‖u‖2c ≤ 〈u,Pu〉c ≤ ‖u‖2c . 10
(ii) By the same argument as in part (i), JJ∗ is self-adjoint. Then ‖JJ∗‖ = 11
‖J∗J‖ gives the same bound for P on HE . 12
Remark 8.33. One can also see that P is self-adjoint by independent arguments. 13
For `2(c), we have 〈u,Pv〉c =
∑
x,y u(x)cxyv(y) = 〈Pu, v〉c, and for HE , we have 14
〈Pvx, vy〉E = 〈vx − c−1(δx − δo), vy〉E
= 〈vx, vy〉E − c−1(δx − δo)(y) + c−1(δx − δo)(o)
= 〈vx, vy〉E − 1c(o) − δxyc(x) , (8.28)
where δxy is the Kronecker delta. 15
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Remark 8.34. von Neumann’s ergodic theorem implies that1
lim
N→∞
1
N
N∑
n=1
Pnu = PHarmu.
In general, it is difficult to know when one has the stronger result that Pnu→2
PHarmu. A Perron-Frobenius-Ruelle theorem would require an invariant measure3
with certain properties not satisfied in the present context. Nonetheless, one4
can see that limn→∞Pnu lies in Harm; this is shown in Theorem 8.37.5
Lemma 8.35. For all ϕ ∈ span{vx}, one has6
〈Pϕ,ϕ〉E = ‖ϕ‖2E −
∑
x∈G0
|∆ϕ(x)|2
c(x)
. (8.29)
Proof. For some finite set F ⊆ G0 and ϕ = ∑x∈F axvx,7
〈Pϕ,ϕ〉E =
∑
x,y∈F
axay〈vx, vy〉E − 1
c(o)
∣∣∣∣∣ ∑
x∈G0
ax
∣∣∣∣∣
2
−
∑
x∈G0
|ax|2
c(x)
= ‖ϕ‖2E −
1
c(o)
∣∣∣∣∣ ∑
x∈G0
∆ϕ(x)
∣∣∣∣∣
2
−
∑
x∈G0
|∆ϕ(x)|2
c(x)
,
where we have used (3.31) and (8.28) for the last step. Then Theorem 3.728
shows that the middle sum vanishes, and we have (8.29).9
Corollary 8.36. For ϕ ∈ span{vx},
∑
x∈G0
|∆ϕ(x)|2
c(x) ≤ 2‖ϕ‖2E .10
Proof. Apply (8.29) to the bound −I ≤ P ≤ I from Theorem 8.32.11
Theorem 8.37. P is strictly contractive on Fin.12
Proof. Note that no harmonic functions lie in span{vx} (by Lemma 3.71, for13
example), so
∑
x∈G0
|∆ϕ(x)|2
c(x) > 0.14
For Theorem 8.39, we will need to consider iterates Pn of the probabilis-15
tic transition operator, the induced conductances c(n)xy , and the corresponding16
energy spaces HE(c(n)). From17
(P2u)(x) = P
(∑
y∼x
p(x, y)u(y)
)
=
∑
y∼x
p(x, y)
∑
z∼y
p(y, z)u(z) =
∑
y∼x
∑
z∼y
cxy
c(x)
cyz
c(y)
u(z),
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we take p2(x, y) =
∑
z∼x,y p(x, z)p(z, y) and define c
(2)
xy := c(x)p2(x, y). Iter- 1
ating, we obtain c(n) and the spaces H(n)E := {u : G0 → C ... E(n)(u) < ∞} 2
where 3
E(n)(u) := 1
2
∑
x,y∈G0
c(n)xy |u(x)− u(y)|2.
Lemma 8.38. For each n = 1, 2, . . . , one has c(x) =
∑
y∈G0 c
(n)
xy . 4
Proof. From above,
∑
y∈G0 c
(2)
xy = c(x)
∑
y∈G0 p
(2)(x, y) = c(x) shows that the 5
sum at x does not change. The case for general n follows by iterating. 6
In the proof of the following theorem, we write ∆n := c(I − Pn), which is 7
not the same as ∆n. Also, we abuse notation and write `2(c) for J(`2(c)), in 8
accordance with Theorem 8.23. 9
Theorem 8.39. P is densely defined on HE with 10
‖Pu‖c ≤ ‖u‖c + ‖u‖E , ∀u ∈ J(`2(c)). (8.30)
In fact, ‖P(n)u‖c ≤ ‖u‖c + ‖u‖E(n) , for every n ≥ 1. 11
Proof. Note that it immediately follows from Lemma 8.38 that `2(c) ⊆ ⋂nH(n)E , 12
and hence that there is a Jn : `2(c)→ H(n)E for which 13
〈Jnu, v〉E(n) =
∑
x∈G0
u(x)∆nv(x) =
∑
x∈G0
u(x)c(x) (v(x)−Pnv(x)) = 〈u, v〉c − 〈u,Pnv〉c.
Observe that the rearrangement in the last step is justified by the convergence 14
of 〈Jnu, v〉E(n) and 〈u, v〉c. The Schwarz inequality gives Pnv ∈ `2(c), and 15
|〈u,Pnv〉c| ≤ |〈u, v〉c|+ |〈Jnu, v〉E(n) | ≤ ‖u‖c‖v‖c + ‖u‖c‖v‖E(n) .
This shows that Pnv is in the dual of `2(c) and hence in `2(c). By Riesz’s 16
theorem, ‖Pu‖c is the best constant possible in the above inequality, and so 17
(8.30) follows. 18
8.5. Remarks and references 149
8.5 Remarks and references1
The material above is an assortment of results on spectral theory for the oper-2
ators from Chapter 7.3
Of the results in the literature of relevance to the present chapter, the refer-4
ences [Dod06, DR08, Sto08, DEIK07, BB05, Chu07, CR06, BLS07] are especially5
relevant. The reader may also wish to consult [Nel73a], [vN32a], and good6
background references include [DS88,RS75,Arv02,Chu01,LP89].7
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Chapter 91
The dissipation space HD and2
its relation to HE3
“Most of the fundamental ideas of science are essentially simple, and may, as a
rule, be expressed in a language comprehensible to everyone.” — A. Einstein4
While the vectors in HE represent voltage differences, there is a second5
Hilbert space HD which serves to complete our understanding of metric ge-6
ometry for resistance networks. This section is about an isometric embedding d7
of the Hilbert spaceHE of voltage functions into the Hilbert spaceHD of current8
functions, and the projection Pd that relates d to its adjoint. This dissipation9
space HD will be needed for several purposes, including the resolution of the10
compatibility problem discussed in §2.3 and the solution of the Dirichlet prob-11
lem in the energy space via its solution in the (ostensibly simpler) dissipation12
space; see Figure 9.1. The geometry of the embedding d is a key feature of our13
solution in Theorem 9.8 to a structure problem regarding current functions on14
graphs. Appendix B.2 contains definitions of the terms isometry, coisometry,15
projection, initial projection, final projection, and other notions used in this16
section.17
In this section, we will find it helpful to use the notation Ω(x, y) = c−1xy .18
Definition 9.1. Considering Ω as a measure on G1, currents comprise the
Hilbert space
HD := {I : G1 → C ... I is antisymmetric and ‖I‖D <∞}, (9.1)
where the norm and inner product are given by19
‖I‖D := D(I)1/2 and (9.2)
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〈I1, I2〉D := D(I1, I2) = 12
∑
(x,y)∈G1
Ω(x, y)I1(x, y)I2(x, y).
Observe that HD = `2(G1,Ω) but it is not true that HE can be represented 1
as an `2 space in such an easy manner (but see Theorem 6.19). As an `2 space, 2
HD is obviously complete. However, HD is also blind to the topology of the 3
underlying network and this is the reason why the space of currents is much 4
larger than the space of potentials. This last statement is made precise in 5
Theorem 9.12, where it is shown that HD is larger than HE by precisely the 6
space of currents supported on cycles. 7
The fundamental relationship between HE and HD is given by the following 8
operator which implements Ohm’s law. It can also be considered as a bound- 9
ary operator in the sense of homology. Further motivation for the choice of 10
symbology is explained in §9.3. 11
Definition 9.2. The drop operator d = dc : HE → HD is defined by
(dv)(x, y) := cxy(v(x)− v(y)) (9.3)
and converts potential functions into currents (that is, weighted voltage drops) 12
by implementing Ohm’s law. In particular, for v ∈ P(α, ω), we get dv ∈ F(α, ω). 13
As Lyons comments in [LP09, §9.3], thinking of the resistance Ω(x, y) as the
length of the edge (xy), d is a discrete version of directional derivative:
(dv)(x, y) =
v(x)− v(y)
Ω(x, y)
≈ ∂v
∂y
(x).
Lemma 9.3. d is an isometry. 14
Proof. Lemma 2.16 may be restated as follows: ‖dv‖2D = ‖u‖2E . 15
9.1 The structure of HD 16
In Theorem 9.8, we are now able to characterize HD by using Lemma 9.3 to 17
extend Lemma 3.22 (the decomposition HE = Fin ⊕ Harm). First, however, 18
we need some terminology. Whenever we consider the closed span of a set of 19
vectors S in HE or HD, we continue to use the notation [S]E or [S]D to denote 20
the closure of the span in E or D, respectively. 21
Definition 9.4. Define the weighted edge neighbourhoods 22
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HE d // HD
d∗ // HE
Fin // N bd // Fin
Harm // Kir // Harm
Cyc // 0
Figure 9.1: The action of d and d∗ on the orthogonal components of HE and HD. See
Theorem 9.8 and Definition 9.9.
ηz = ηz(x, y) := dδz =
{
cxy, x = z ∼ y,
0, else.
(9.4)
Then denote the space of all such currents by N bd := [dFin]D = [ηz]D. This1
space is called F in [LP09, §2 and §9].2
Lemma 9.5. D(ηz) = deg(z).3
Proof. Computing directly,4
D(ηz) =
∑
(x,y)∈G1
Ω(x, y)ηz(x, y)2 =
∑
y∼x
1 = deg(z).
Definition 9.6. For each h ∈ Harm, we have div(dh) = 0 so that dh satisfies5
the homogeneous Kirchhoff law by Corollary 2.25. Therefore, we denote Kir :=6
dHarm = ker div. Since the elements of Kir are currents induced by harmonic7
functions, we call them harmonic currents or Kirchhoff currents.8
Definition 9.7. Denote the space of cycles in HD, that is, the closed span of9
the characteristic functions of cycles ϑ ∈ L by Cyc := [χϑ]D.10
The space Cyc is called 3 in [LP09, §2 and §9].11
We are now able to describe the structure of HD. See [LP09, (9.6)] for a12
different proof.13
Theorem 9.8. HD = N bd⊕Kir ⊕ Cyc.14
Proof. Lemma 2.23 expresses the fact that dHE is orthogonal to Cyc. Since d is15
an isometry, dHE = dFin⊕ dHarm, and the result follows from Theorem 3.2216
and the definitions just above. See Figure 9.1.17
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Definition 9.9. Recall that a projection on a Hilbert space is by definition 1
an operator satisfying P = P ∗ = P 2. The following notation will be used for 2
projection operators: 3
PFin :HE → Fin PHarm :HE → Harm
Pd :HD → dHE P⊥d = PCyc :HD → Cyc
PNbd :HD → N bd PKir :HD → Kir.
Figure 9.1 may assist the reader with seeing how these operators relate. 4
Lemma 9.10. The adjoint of the drop operator d∗ : HD → HE is given by 5
(d∗I)(x)− (d∗I)(y) = Ω(x, y)PdI(x, y). (9.5)
Proof. Since Pdd = d and Pd = P ∗d by definition, 6
〈dv, I〉D = 〈Pddv, I〉D = 〈dv, PdI〉D
=
1
2
∑
(x,y)∈G1
Ω(x, y)cxy(v(x)− v(y))PdI(x, y) by (9.3)
=
1
2
∑
x,y∈G0
cxy(v(x)− v(y))(d∗I)(x)− (d∗I)(y)) by (9.5).
Remark 9.11. Observe that (9.5) only defines the function d∗I up to the addition 7
of a constant, but elements of HE are equivalence classes, so this is sufficient. 8
Also, 9
(d∗I)(x)− (d∗I)(y) = Ω(x, y)I(x, y).
satisfies the same calculation as in the proof of Lemma 9.10. However, the 10
compatibility problem described in §2.3 prevents this from being a well-defined 11
operator on all of HD. 12
One can think of d∗ as a weighted boundary operator and d as the cor- 13
responding coboundary operator; this approach is carried out extensively in 14
[Soa94], although the author does not include the weight as part of his defini- 15
tion. 16
Theorem 9.12. d and d∗ are partial isometries with initial and final projections
d∗d = IHE , dd∗ = Pd . (9.6)
Furthermore, d : HE → N bd⊕Kir is unitary. 17
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Proof. Lemma 9.3 states that d is an isometry; the first identity of (9.6) follows1
immediately. The second identity of (9.6) follows from the computation2
dd∗I(x, y) = d (d∗I(x)− d∗I(y))
= d (Ω(x, y)PdI(x, y)) by (9.5)
= cxy (Ω(x, y)PdI(x, y)− Ω(y, y)PdI(y, y)) by (9.3)
= PdI(x, y). Definition 1.7.
The last claim is also immediate from the previous computation.3
We are now able to give an proof of the completeness of HE which is inde-4
pendent of §5.1; see also Remark 5.4.5
Lemma 9.13. dom E/{constants} is complete in the energy norm.6
Proof. Let {vj} be a Cauchy sequence. Then {dvj} is Cauchy in HD by The-7
orem 9.12, so it converges to some I ∈ HD (completeness of HD is just the8
Riesz-Fischer Theorem). We now show that vj → d∗I ∈ HE :9
E(vj − d∗I) = E(d∗(dvj − I)) ≤ D(dvj − I)→ 0,
again by Theorem 9.12.10
9.1.1 An orthonormal basis (ONB) for HD11
Recall from Remark 2.2 that we may always choose an orientation on G1. We12
use the notation ~e = (x, y) ∈ G1 to indicate that ~e is in the orientation, and13
←−e = (y, x) is not. For example, there is a term in the sum14
D(I) =
∑
~e∈G1
Ω(~e)I(~e)2 (9.7)
for ~e, but there is no term for ←−e (and hence no leading coefficient of 12 ).15
Definition 9.14. For ~e = (x, y) ∈ G1, denote by ϕ~e the normalized Dirac mass
on an edge:
ϕ~e :=
√
c δ~e. (9.8)
Lemma 9.15. The weighted edge masses {ϕ~e} form an ONB for HD.16
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Proof. It is immediate that every function in Fin(G1) can be written as a (finite) 1
linear combination of such functions. Since HD is just a weighted `2 space (as 2
noted in Definition 9.1), it is clear that Fin(G1) is dense in HD. To check 3
orthonormality, 4
〈ϕ~e1 , ϕ~e2〉D =
∑
~e∈G1
Ω(~e)ϕ~e1(~e)ϕ~e2(~e) = δ~e1,~e2 ,
where δ~e1,~e2 is the Kronecker delta, since ϕ~e1(~e)ϕ~e2(~e) = c~e iff ~e1 = ~e2, and zero 5
otherwise. (There is no term in the sum for ←−e 1; see §9.1.1.) Incidentally, the 6
same calculation verifies ϕ~e ∈ HD. 7
Remark 9.16. It would be nice if ϕ~e ∈ dHE , as this would allow us to “pull back” 8
ϕ~e to obtain a localized generating set for HE , i.e., a collection of functions with 9
finite support. Unfortunately, this is not the case whenever ~e is contained in 10
a cycle, and the easiest explanation is probabilistic. If x ∼ y, then the Dirac 11
mass on the edge (x, y) corresponds to the experiment of passing one amp from 12
x to its neighbour y. However, there is always some positive probability that 13
current will flow from x to y around the other part of the cycle and hence the 14
minimal current will not be ϕ~e; see Lemma 4.54 for a more precise statement. 15
Of course, we can apply d∗ to obtain a nice result as in Lemma 9.17, however, 16
d∗ ϕ~e will generally not have finite support and may be difficult to compute. 17
Nonetheless, it still has a very nice property; cf. Lemma 9.17. In light of The- 18
orem 9.12 and the previous paragraph, it is clear that any element d∗ϕ~e is an 19
element of P(x, y) for some x ∈ G0 and some y ∼ x. 20
Lemma 9.17. The collection {d∗ϕ~e} is a Parseval frame for HE . 21
Proof. The image of an ONB under a partial isometry is always a frame. That 22
we have a Parseval frame (i.e., a tight frame with bounds A = B = 1) follows 23
from the fact that d is an isometry: 24
∑
~e∈G1
|〈d∗ϕ~e, v〉E |2 =
∑
~e∈G1
|〈ϕ~e, dv〉D|2 = ‖dv‖2D = ‖v‖2E .
We used Lemma 9.15 for the second equality and Theorem 9.12 for the third. 25
9.2 The divergence operator 26
In §9.4, we will see how Pd allows one to solve certain potential-theoretic prob- 27
lems, but first we need an operator which enables us to study ∆ with respect 28
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to HD rather than HE . While the term “divergence” is standard in mathe-1
matic, the physics literature sometimes uses “activity” to connote the same2
idea, e.g., [Pow75]– [Pow79]. We like the term “divergence” as it corresponds3
to the intuition that the elements of HD are (discrete) vector fields.4
Definition 9.18. The divergence operator is div : HD → HE given by
div(I)(x) :=
∑
y∼x
I(x, y). (9.9)
To see that div is densely defined, note that div(δ(x,y))(z) = δx(z)− δy(z), and5
the space of finitely supported edge functions Fin(G1) is dense in `2(G1,Ω) =6
HD.7
Theorem 9.19. div = ∆d∗, div d = ∆, and divPd = ∆d∗.8
Proof. To compute ∆d∗I for a finitely supported current I ∈ Fin(G1), let v :=9
d∗I so10
∆(d∗I)(x) = ∆v(x) =
∑
y∼x
cxy(v(x)− v(y)) defn ∆
=
∑
y∼x
cxyΩ(x, y)PdI(x, y) defn d∗
= div(PdI)(x) cxy = Ω(x, y)−1.
This establishes divPd = ∆d∗, from which the result follows by Lemma 9.21.11
The second identity follows from the first by right-multiplying by d and applying12
(9.6). Then the third identity follows from the second by right-multiplying by13
d∗ and applying (9.6) again.14
Remark 9.20. Theorem 9.19 may be reformulated as follows: Let u, v ∈ HE ,15
and I := dv. Then ∆v = u if and only if div I = u. This result will help us16
solve div I = w for general initial condition w in §9.4. Also, we will see in §8.217
that ∆ is essentially self-adjoint. In that context, the results of Theorem 9.1918
have a more succinct form.19
Corollary 9.21. The kernel of div is Kir ⊕ Cyc, whence divPNbd = div,20
divP⊥Nbd = 0 and div(HD) ⊆ Fin.21
Proof. If I ∈ Kir so that I = dh for h ∈ Harm, then div I(x) = ∆h = 0 follows22
from Theorem 9.19. If I = χϑ for ϑ ∈ L, then23
div I(x) =
∑
y∼x
χ
ϑ(x, y) =
∑
(x,y)∈ϑ
χ
ϑ(x, y) +
∑
(x,y)/∈ϑ
χ
ϑ(x, y) = (−1 + 1) + 0 = 0.
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To show div(HD) ⊆ Fin, it now suffices to consider I ∈ N bd. Since div ηz = ∆δz 1
by Theorem 9.19, the result follows by closing the span. 2
In particular, Corollary 9.21 shows that the range of div lies in HE , as stated 3
in Definition 9.18. The identity divPNbd = div implies that the solution space 4
F(α, ω) is invariant under minimization; see Theorem 9.30. 5
Remark 9.22. Since div is defined without reference to c, d∗ “hides” the measure 6
c from the Laplacian. To highlight similarities with the Laplacian, recall from 7
Definition 2.7 that a current I satisfies the homogeneous or nonhomogeneous 8
Kirchoff laws iff div I = 0 or div I = δα − δω, respectively. In §9.3, we consider 9
an interesting analogy between the previous two results and complex function 10
theory. 11
Corollary 9.23. ∆∗ ⊇ d∗ div∗ and div div∗ = ∆∆∗. 12
Proof. The first follows from Theorem 9.19 by taking adjoints, and the second 13
follows in combination with Lemma 9.19. The inclusion is for the case when ∆ 14
may be unbounded, in which case we must be careful about domains. When 15
T is any bounded operator, domT ∗S∗ ⊆ dom(ST )∗. To see this, observe that 16
v ∈ domT ∗S∗ if and only if v ∈ domS∗, so assume this. Then 17
|〈STu, v〉| = |〈Tu, S∗v〉| ≤ ‖T‖ · ‖S∗v‖ · ‖u‖ = Kv‖u‖, ∀u ∈ domST,
for Kv = ‖T‖ · ‖S∗v‖. This shows v ∈ dom(ST )∗. 18
Lemma 9.24. For fixed x ∈ G0, div is norm continuous in I:
|div(I)(x)| ≤ |c(x)|1/2‖I‖D. (9.10)
Proof. Using c(x) :=
∑
y∼x cxy as in (1.3), direct computation yields 19
|div(I)(x)|2 =
∣∣∣∣∣∑
y∼x
I(x, y)
∣∣∣∣∣
2
=
∣∣∣∣∣∑
y∼x
√
cxy
√
Ω(x, y)I(x, y)
∣∣∣∣∣
2
≤
∣∣∣∣∣∑
y∼x
cxy
∣∣∣∣∣∑
y∼x
Ω(x, y)|I(x, y)|2
≤ |c(x)|D(I),
where we have used the Schwarz inequality and the definitions of c, D, div. 20
Corollary 9.25. For v ∈ HE , |∆v(x)| ≤ c(x)1/2‖v‖E . 21
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Proof. Apply Theorem 9.24 to I = dv and use the second claim of Theorem 9.19.1
2
One consequence of the previous lemma is that the space of functions satis-3
fying the nonhomogeneous Kirchhoff condition (2.5) is also closed, as we show4
in Theorem 9.30.5
In Remark 3.14, we discussed some reproducing kernels for operators on HE ;6
we now introduce one for the divergence operator div, using the weighted edge7
neighbourhoods {ηz} of Definition 9.4.8
Lemma 9.26. The currents {ηz} form a reproducing kernel for div.9
Proof. By Lemma 9.24, the existence of a reproducing kernel follows from10
Riesz’s Theorem. Since it must be of the form div(I)(z) = 〈kz, I〉D, we ver-11
ify12
〈ηz, I〉D =
∑
(x,y)∈G1
Ω(x, y)ηz(x, y)I(x, y) =
∑
y∼z
I(z, y) = div(I)(z).
9.3 Analogy with calculus and complex variables13
The material in this book bears many analogies with vector calculus and com-14
plex function theory. Several points are obvious, like the existence and unique-15
ness of harmonic functions and the discrete Gauss-Green formula of Lemma 1.13.16
In this section, we point out a couple more subtle comparisons.17
The drop operator d is analogous to the complex derivative18
∂ =
d
dz
=
∂
∂z
:=
1
2
(
∂
∂x
+
1
i
∂
∂y
)
,
as may be seen from the discussion of the compatibility problem in §2.3. Recall19
from the proof of Theorem 9.8 that Lemma 2.23 expresses the fact20
〈I, χϑ〉D = 0, ∀ϑ ∈ L ⇐⇒ ∃v ∈ HE such that dv = I.
This result is analogous to Cauchy’s theorem: if v is a complex function on21
an open set, then v = f ′ (that is, v has an antiderivative) if and only if every22
closed contour integral of v is 0. Indeed, even the proofs of the two results follow23
similar methods.24
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The divergence operator div may be compared to the Cauchy-Riemann op- 1
erator 2
∂¯ =
∂
∂z¯
:=
1
2
(
∂
∂x
− 1
i
∂
∂y
)
. (9.11)
Indeed, in Theorem 9.19 we found that div d = c∆, which may be compared 3
with the classical identity ∂¯∂ = 14∆. The Cauchy-Riemann equation ∂¯f = 0 4
characterizes the analytic functions, and div I = 0 characterizes the currents 5
satisfying the homogeneous Kirchhoff law; see Definition 2.6. 6
In §9.4, we give a solution for the inhomogeneous equation div I = w when 7
w is given and satisfies certain conditions. The analogous problems in complex 8
variables are as follows: let W ⊆ C be a domain with a smooth boundary 9
bdW , and let ∂¯ be the Cauchy-Riemann operator (9.11). Suppose that ν is a 10
compactly supported (0, 1) form in W . We consider the boundary value problem 11
∂¯f = ν, with ∂¯ν = 0.
The Bochner-Martinelli theorem states that the solution f is given by the fol- 12
lowing integral representation: 13
f(z) =
∫
bdW
f(ζ)ω(dζ, z)−
∫
W
ν(ζ) ∧ ω(dζ, z), (9.12)
where ω is the Cauchy kernel. In fact, this theorem continues to hold when W 14
is a domain in Cn, if one uses the Bochner-Martinelli kernel 15
ω(ζ, z) =
(n− 1)!
2pii|ζ − z|2n
n∑
k=1
(ζ¯k − z¯k)dζ¯1 ∧ dζ1 ∧ . . . (jˆ) · · · ∧ dζ¯n ∧ dζn, (9.13)
where jˆ means that the term dζ¯j ∧ dζj has been omitted, and where 16
∂ϕ =
∑
k
∂ϕ
∂zk
dzk, and ∂¯ϕ =
∑
k
∂ϕ
∂z¯k
dz¯k.
Indeed, in Lemma 9.26, we obtain a reproducing kernel for div; this is analogous 17
to the Bochner-Martinelli kernel K(z, w); see [Kyt95] for more on the Bochner- 18
Martinelli kernel. 19
Theorem 3.13 shows that vx is analogous to the Bergman kernel, which
reproduces the holomorphic functions within L2(Ω), where Ω ⊆ C is a domain.
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Indeed, the Bergman kernel is also associated with a metric, the Bergman metric,
which is defined by
dB(x, y) := inf
γ
∫
γ
∣∣∣∣∂γ∂t (t)
∣∣∣∣ , (9.14)
where the infimum is taken over all piecewise C1 paths γ from x to y; cf. [Kra01].1
9.4 Solving potential-theoretic problems with op-2
erators3
We begin by discussing the minimizing nature of the projections PFin and PNbd.4
Theorem 9.27 shows how d∗ solves the compatibility problem of 2.3: Given a5
current flow I ∈ HD, there does not necessarily exist a potential function v ∈ HE6
for which dv = I. Nonetheless, there is a potential function associated to I7
which satisfies dv = PNbdI, and it can be found via the minimizing projection.8
Consequently, Theorem 9.27 can be seen as an analogue of Theorem 2.26.9
Theorem 9.30 shows that the solution space F(α, ω) is invariant under PNbd.10
Coupled with the results of Theorem 9.27, this shows that if one can find any11
solution I ∈ F(α, ω), one can obtain another solution to the same Dirichlet12
problem with minimal dissipation, namely, PNbdI.13
9.4.1 Resolution of the compatibility problem14
In this section we relate the projections15
PFin : HE −→ Fin and PNbd : HD −→ N bd = dFin
of Definition 9.9 to some questions which arose in §2. The operators PFin and16
PNbd are minimizing projections because they strip away excess energy/dissipation17
due to harmonic or cyclic functions:18
• If v ∈ P(x, y), then PFinv is the unique minimizer of E in P(x, y).19
• If I ∈ F(x, y), then PNbdI is the unique minimizer of D in F(x, y).20
In a similar sense, Pd is also a minimizing projection.21
Probability notions will play a key role in our solution to questions about22
divergence in electrical networks (Definition 9.18), as well as our solution to a23
potential equation. The divergence will be important again in §10.2 where we24
use it to provide a foundation for a probabilistic model which is dynamic (in25
contrast to other related ideas in the literature) in the sense that the Markov26
chain is a function of a current I, which may vary.27
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Theorem 9.27. Given v ∈ HE , there is a unique I ∈ HD which satisfies 1
d∗I = v and minimizes ‖I‖D. Moreover, it is given by PdI, where I is any 2
solution of d∗I = v. 3
Proof. Given v ∈ HE , we can find some I ∈ HD for which d∗I = v, by Theo-
rem 9.12. Then the orthogonal decomposition I = PdI + P⊥d I gives
‖I‖2D = ‖PdI‖2D + ‖P⊥d I‖2D ≥ ‖PdI‖2D, (9.15)
so that ‖I‖D ≥ ‖PdI‖D shows PdI minimizes the dissipation norm. Finally, 4
note that d∗PdI = d∗dd∗I = d∗I, by Corollary 9.10. 5
Corollary 9.28. d∗ is a solution operator in the sense that if I is any element 6
of HD then d∗I is the unique element v ∈ HE for which dv = PdI. 7
Corollary 9.29. DPNbd = EPFin. Hence for I = d(vx − vy),
RF (x, y) = E(d∗I)1/2 = D(PdI)1/2, and (9.16)
RW (x, y) = min{D(I)1/2 ... I ∈ F(x, y)}.
Proof. Given I ∈ HD, let I0 = PNbdI. Then define v by v := d∗PNbdI0 = 8
d∗PNbdI. Applying d to both sides gives dv = PNbdI by (9.6) (since PNbd ≤ 9
Pd) so that taking dissipations and applying Lemma 9.3 gives D(PNbdI) = 10
D(dv) = E(v) = E(PFinv), because ran d∗PNbd ⊆ Fin by Theorem 9.8 and 11
Theorem 9.12. 12
Theorem 9.30. For any α, ω ∈ G0, the subset F(α, ω) is closed with respect 13
to ‖ · ‖D and invariant under PNbd. 14
Proof. From (2.5) and (9.9), we have that I ∈ F(α, ω) if and only div I = δα−δω. 15
Suppose that {In} ⊆ F(α, ω) is a sequence of currents for which In D−−→ I. Then 16
div In = δα − δω for every n, and from Lemma 9.24, the inequality 17
|(div In)(x)− (div I)(x)| ≤ |c(x)|1/2‖In − I‖D
gives div I(x) = δα − δω. Note that x is fixed, and so c(x) is just a constant in 18
the inequality above. 19
For invariance, note that divPNbd = div by Corollary 9.21. Then I ∈ F(α, ω) 20
implies 21
divPNbdI = div I = δα − δω =⇒ PNbdI ∈ F(α, ω).
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Since PNbd is a subprojection of P⊥Cyc and P
⊥
Kir, we have an easy corollary.1
Corollary 9.31. For any α, ω ∈ G0, F(α, ω) is invariant under Pd = P⊥Cyc and2
P⊥Kir.3
Remark 9.32. Putting these tools together, we have obtained an extremely sim-4
ple method for solving the equation ∆v = δα − δω.5
1. Find any current I ∈ F(α, ω). This is trivial; one can simply take the6
characteristic function of a path from α to ω.7
2. Apply PNbd to I to “project away” harmonic currents and cycles.8
3. Apply d∗ to PNbdI. Since PNbdI ∈ dFin, this only requires an application9
of Ohm’s law in reverse as in (9.5).10
Then v = d∗PNbdI is the desired energy-minimizing solution (since any harmonic11
component is removed). As a bonus, we already obtained the current Pd I12
induced by v. The only nontrivial part of the process described above is the13
computation of PNbd. For further analysis, one must understand the cycle space14
Cyc of G and the space Kir of harmonic currents. We hope to make progress15
on this problem in a future paper, see Remark 15.6.16
9.5 Remarks and references17
After completing a first draught of this book, we discovered several of the results18
of this section in [LP09] and [Soa94]. Both of these texts are excellent; Lyons19
emphasizes connections with probability and §2 and §9 are most pertinent to20
the present discussion, and Soardi emphasizes the (co)homological perspective21
and parallels with vector calculus.22
The subspace of currents spanned by edge neighbourhoodsN bd = [dFin]D =23
[ηz]D is called F in [LP09, §2 and §9], and the subspace of cycles Cyc := [χϑ]D24
is called 3.25
The reader may also wish to consult [DR08, Sto08, DEIK07, BB05, Chu07,26
CR06] with regard to the material in this chapter.27
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Chapter 101
Probabilistic interpretations2
“From its shady beginnings devising gambling strategies and counting corpses in
medieval London, probability theory and statistical inference now emerge as better
foundations for scientific models, especially those of the process of thinking and as
essential ingredients of theoretical mathematics, even the foundations of
mathematics itself.” — David Mumford
3
“God not only plays dice. He also sometimes throws the dice where they cannot be
seen.” — S. Hawking4
In §6, we constructed a measure P on S ′G, where SG ⊆ HE ⊆ S ′G is a certain5
Gel’fand triple. In this section, we develop a different but analogous measure6
on the space of infinite paths in bdG. We carry out this construction for har-7
monic functions on (G, c) in §10.1, where the measure is defined in terms of8
transition probabilities p(x, y) = cxyc(x) of the random walk, and the associated9
cylinder sets. When the random walk on (G, c) is transient, the current induced10
by a monopole gives a unit flow to infinity; such a current induces an orienta-11
tion on the edges G1 and a new, naturally adapted, Markov chain. The state12
space of this new process is also G0, but the transition probabilities are now13
defined by the induced current p(x, y) = I(x,y)divI(x) . We call the fixed points of the14
corresponding transition operator the “forward-harmonic” functions, and carry15
out the analogous construction for them in §10.2. The authors are presently16
working to determine whether or not these measures can be readily related to17
each other or the measure P of §6.2.18
10.1 The path space of a general random walk19
We begin by recalling some terms from §4.6, and providing some more detail. Let20
γ = (x0, x1, x2, . . . , xn) be any finite path starting at x = x0. The probability21
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of a random walk started at x traversing this path is 1
P(γ) :=
n∏
k=1
p(xk−1, xk), (10.1)
where p(x, y) := cxyc(x) is the probability that the walk moves from x to y as in 2
(4.43). This intuitive notion can be extended via Kolmogorov consistency to the 3
space of all infinite paths starting at x. Let Xn(γ) denote the nth coordinate 4
of γ; one can think of γ as an event and Xn as the random walk (a random 5
variable), in which case 6
Xn(γ) = location of the random walk at time n. (10.2)
Definition 10.1. Let Γ denote the space of all infinite paths γ in (G, c). Then 7
a cylinder set in Γ is specified by fixing the first n coordinates: 8
Γ(x1,x2,...,xn) := {γ ∈ Γ ... Xk(γ) = xk, k = 1, . . . , n}. (10.3)
Define P(c) on cylinder sets by 9
P(c)(Γ(x1,x2,...,xn)) :=
n∏
i=1
p(xi−1, xi). (10.4)
Remark 10.2. It is clear from Definition 10.1 that the probability of a random 10
walk following the finite path γ = (x0, x1, x2, . . . , xn) is equal to the measure of 11
the set of all infinite walks which agree with γ for the first n steps: combining 12
(10.1) and (10.4) gives P(c)(Γ(x1,x2,...,xn)(x)) = P(γ). Observe that (10.4) is a 13
conditional probability: 14
P(c)(Γ(x1,x2,...,xn)(x)) = P
(c){γ ∈ Γ(x) |Xk(γ) = xk, k = 1, . . . , n}. (10.5)
Remark 10.3 (Kolmogorov consistency). We use Kolmogorov’s consistency the-
orem to construct a measure on the space of paths beginning at vertex x ∈ G0,
see [Jor06, Lem. 2.5.1] for a precise statement of this extension principle in its
function theoretic form and [Jor06, Exc. 2.4–2.5] for the method we follow here.
The idea is that we consider a sequence of functionals {µ(n)}, where µ(n) is
defined on
An := span{χΓ(x0,...,xn) ..
. xi ∼ xi−1, i = 1, . . . , n}. (10.6)
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Alternatively,
An := {f : Γ→ R ... f(γ1) = f(γ2) whenever Xk(γ1) = Xk(γ2) for k ≤ n}.
(10.7)
That is, an element of An cannot distinguish between two paths which agree
for the first n steps. This means that µ(n) is a “simple functional” in the sense
that it is constant on each cylinder set of level n:
µ(n)[f ] =
∑
x0,...,xn
a(x0,...,xn)µ
(n)[χΓ(x0,...,xn)]. (10.8)
If the functionals µ(n) are mutually consistent in the sense that µ(n+1)[f ] =1
µ(n)[f ], then Kolmogorov’s consistency theorem gives a unique Borel probability2
measure on the space of all paths. More precisely, Kolmogorov’s theorem gives3
the existence of a limit functional which is defined for functions on paths of4
infinite length, and this corresponds to a measure by Riesz’s Theorem; see5
[Jor06,Kol56].6
In the following, we let 1 denote the constant function with value equal to7
1.8
Theorem 10.4 (Kolmogorov). If each µ(n) : An → C is a positive linear
functional satisfying the consistency condition
µ(n+1)[f ] = µ(n)[f ], for all f ∈ An, (10.9)
then there exists a positive linear functional µ defined on the space of functions
on infinite paths such that
µ[f ] = µ(n)[f ], f ∈ An, (10.10)
where f is considered as a function on an infinite path which is zero after the9
first n edges. Moreover, if we require the normalization µ(n)[1] = 1, then µ is10
determined uniquely.11
We now show that P(c) extends to a natural probability measure on the space12
of infinite paths Γ(x).13
Theorem 10.5. For (G, c), there is a unique measure P(c) defined on Γ which
satisfies
E[V ] =
∫
Γ
V dP(c) =
∫
Γ
V dP(c,n) = E(n)[V ], ∀V ∈ An. (10.11)
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Proof. We must check condition (10.9) for µ(n) = P(c,n), defined by 1
P(c,n)(χΓ(x0,...,xn)) :=
n∏
i=1
p(xi−1, xi)
with (10.4) in mind. Think of V ∈ An as an element of An+1 and apply P(c,n+1) 2
to it: 3
P(c,n+1)[V ] =
∑
x0,...,xn+1
a(x0,...,xn+1)P
(c,n+1)(χΓ(x0,...,xn+1))
=
∑
x0,...,xn
∑
xn+1
a(x0,...,xn)
n∏
i=1
p(xi−1, xi)p(xn, xn+1)
=
∑
x0,...,xn
a(x0,...,xn)
n∏
i=1
p(xi−1, xi)
∑
xn+1∼xn
p(xn, xn+1)
= P(c,n)[V ],
since
∑
xn+1∼xn p(xn, xn+1) = 1. For the second equality, note that f ∈ An, 4
so we can use the same constant a for each (n + 2)-tuple that begins with 5
(x0, . . . , xn). 6
10.1.1 A boundary representation for the bounded har- 7
monic functions 8
Definition 10.6. A cocycle V : Γ→ R is a measurable function on the infinite
path space which is independent of the first finitely many vertices in the path:
V (γ) = V (σγ), (10.12)
where σ is the shift operator, i.e., if γ = (x0, x1, x2, . . . ), then σγ = (x1, x2, x3, . . . ). 9
Intuitively, a cocycle is a function on the boundary bdG; it depends only 10
on the asymptotic trajectory of a path/random walk. A cocycle does not care 11
where the random walk began, only where it goes. More precisely, a cocycle is 12
a special kind of martingale, as we will see below. 13
The goal of this section is to show that the bounded harmonic functions are
in bijective correspondence with the cocycles; see Theorem 10.9. That is, the
formula
h(x) = Ex[V ] (10.13)
spells out a bijective correspondence between functions h ∈ Harm, and cocy- 14
cles V on the space of infinite paths. Our present concern is the space of all 15
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bounded harmonic functions; we will presently consider the class of finite-energy1
functions. A good reference for this section is [Jor06, Thm. 2.7.1].2
Note that the left hand side of (10.13) involves no measure theory, in contrast3
to the right-hand side, where the expectation refers to the integration of cocycles4
V against the probability measure P(c). The underlying Borel probability space5
of P(c) is the σ-algebra of measurable sets generated by the cylinder sets in Γ,6
i.e., by the subsets in Γ which fix only a finite number of places (in the infinite7
paths).8
The condition on a measurable function V on Γ which accounts for h de-9
fined by (10.13) being harmonic is that V is invariant under a finite left shift;10
cf. (10.12). It turns out that in making the integrals Ex(V ) precise, the require-11
ment that V be measurable is a critical assumption. In fact, there is a variety12
of non-measurable candidates for such functions V on Γ.13
Definition 10.7. For any measurable function V : Γ→ R, we write
Ex[V ] := E[V |X0 = x] =
∫
Γ(x)
V (γ) dP(c) (10.14)
for the expected value of V , conditioned on the path starting at x.14
Lemma 10.8. For h ∈ Harm and any n = 1, 2, . . . ,15
h(x) =
∫
Γx
h◦Xn dP(c). (10.15)
Proof. By the definition of the cylinder measure dP(c) (Definition 10.1),16
∫
Γx
h◦X1 dP(c) =
∑
y∼x
p(x, y)
∫
Γy
h◦X0 dP(c) =
∑
y∼x
p(x, y)h(y)
∫
Γy
dP(c) = Ph(x),
(10.16)
so iteration and Ph = h gives
∫
Γx
h◦Xn dP(c) = h(x) for every n = 1, 2, . . . .17
Theorem 10.9. The bounded harmonic functions are in bijective correspon-18
dence with the cocycles. More precisely, if V is a cocycle, then it defines a19
harmonic function via20
hV (x) := Ex[V ]. (10.17)
Conversely, if h is harmonic, then it defines a cocycle via21
Vh(γ) := lim
n→∞h(Xn(γ)), for P
(c) − a.e. γ ∈ Γ(x). (10.18)
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Proof. (⇒) Recall that ∆ = c− T; we will show that chV = ThV whenever V 1
is a cocycle. If Γ(x,y) := {γ ∈ Γ(x) ... X1(γ) = y}, then Γ(x) =
⋃
y∼x Γ(x,y) is a 2
disjoint union and 3
hV (x) = Ex[V ] =
∫
Γ(x)
V (γ) dP(c) =
∑
y∼x
∫
Γ(x,y)
V (γ) dP(c).
For each γ ∈ Γ(x,y), one has P(γ) = P(x, y)P(σγ) = p(x, y)P(σγ) by (10.1), 4
whence 5
c(x)hV (x) = c(x)
∑
y∼x
∫
Γ(x,y)
p(x, y)V (σγ) dP(c) =
∑
y∼x
cxy
∫
Γ(y)
V (γ) dP(c) = ThV (x),
where the cocycle property (10.29) is used for the second equality. 6
(⇐) Now let h be a bounded harmonic function. Since 7
lim
n→∞h(Xn(γ)) = limn→∞h(Xn+1(γ)) = limn→∞h(Xn(σγ)),
the cocycle property (10.29) is obviously satisfied whenever the limit exists. Let 8
Σn denote the σ-algebra generated by the cylinder sets of level n, and denote 9
Xn(γ) = xn. Then Xn+1(γ) is a neighbour y ∼ xn, and 10
E[h(Xn+1) |Σn] = E[h(Xn+1) |Σn]
∑
y∼xn
p(xn, y)
=
∑
y∼xn
p(xn, y)E[h(Xn+1) |Σn]
= E
[∑
y∼xn
p(xn, y)h(Xn+1) |Σn
]
= E[h(Xn) |Σn]
= h(Xn). (10.19)
Since h is bounded, this shows h(Xn) is a bounded martingale, whence by 11
Doob’s Theorem (cf. [Doo53]), it converges pointwise P(c)-a.e. on Γ and (10.18) 12
makes Vh well-defined P(c)-a.e. on Γ. 13
(↔) We conclude with a proof that these two constructions correspond to 14
inverse operations. If V is a cocycle, we must show that limn→∞ EXn(γ)[V ] = 15
V (γ). To this end, for A ⊆ Γ, define the conditioned measure PA := P
(c)(A∩·)
P(c)(A) , so 16
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that dPA = 1P(c)(A)χAdP
(c). Now for a fixed γ ∈ Γ, let An = Γ(x,X1(γ),...,Xn(γ)) be1
the cylinder set whose first n+1 coordinate agree with γ. Applying the measure2
identity limµ(An) =
⋂
µ(An) for nested sets, we obtain limn→∞ PAn = δγ as a3
weak limit of measures. Now4
EXn(γ)[V ] =
∫
ΓXn(γ)
V (ξ) dP(c)(ξ) =
∫
Γ
V (ξ) dPAn(ξ)
n→∞−−−−−→
∫
Γ
V (ξ) dδγ = V (γ).
(10.20)
On the other hand, if h is harmonic, we must show Ex[Vh] = h. Then for5
Vh(γ) := limn→∞ h(Xn(γ)), boundedness allows us to apply the dominated6
convergence theorem and compute7
Ex[Vh] =
∫
Γx
lim
n→∞ (h◦Xn(γ)) dP
(c) = lim
n→∞
∫
Γx
h◦Xn(γ) dP(c). (10.21)
Now the sequence on the right-hand side of (10.21) is constant by Lemma 10.8,8
so Ex[Vh] = h(x).9
Remark 10.10. The (⇒) direction of the proof of Theorem 10.9 may also be10
computed11
hV (x) = c(x)Ex[V ] = c(x)
∑
y∼x
p(x, y)Ex[V |X1 = y] =
∑
y∼x
cxyEy[V ] =
∑
y∼x
cxyhV (y),
where Ex[V |X1 = y] = Ey[V ] because the random walk is a Markov process.12
See, e.g., [LPW08, Prop. 9.1].13
10.2 The forward-harmonic functions14
The current passing through a given edge may be interpreted as the expected15
value of the number of times that a given unit of charge passes through it. This16
perspective is studied extensively in the literature; see [DS84,LP09] for excellent17
treatments. In this case, p(x, y) = cxyc(x) helps one construct a current which is18
harmonic, or dissipation-minimizing. However, that is not what we do here;19
we are interested in studying current functions whose dissipation is finite but20
not necessarily minimal. In Theorem 2.34, we show that the experiment always21
induces a “downstream” current flow between the selected two points; that is,22
a path along which the potential is strictly decreasing.23
These probability notions will play a key role in our solution to questions24
about activity ; cf. Definition 10.11. We use the forward path measure again in25
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our representation formula (Theorem 10.22) for the class of forward-harmonic 1
functions on G. The corresponding Markov process is dynamically adapted 2
to the network (and the charge on it). This representation is dynamic and 3
nonisotropic, which sets it apart from other related representation formulas in 4
the literature. 5
10.2.1 Activity of a current and the probability of a path 6
Given a (fixed) current, we are interested in computing “how much of the cur- 7
rent” takes any specified path from x to some other (possibly distant) vertex y. 8
This will allow us to answer certain existence questions (see Theorem 2.34) and 9
provides the basis for the study of the forward-harmonic functions studied in 10
§10.2. Note that, in contrast to (10.1), the probabilistic interpretation given in 11
Definition 10.13 (and the discussion preceding it) does not make any reference 12
to c. In this section we follow [Pow76b] closely. 13
Definition 10.11. The divergence of a current I : G1 → R is the function on
x ∈ G0 defined by
divI(x) :=
{
1
2
∑
y∼x |I(x, y)|, x 6= α, ω
1, x = α, ω.
(10.22)
which describes the total “current traffic” passing through x ∈ G0. Thus, div is 14
an operator mapping functions on G1 to functions on G0; see §9.2 for details. 15
For convenience, we restate Definition 2.32: 16
Definition 10.12. Let v : G0 → R be given and suppose we fix α and ω 17
for which v(α) > v(ω). Then a current path γ (or simply, a path) is an edge 18
path from α to ω with the extra stipulation that v(xk) < v(xk−1) for each 19
k = 1, 2, . . . , n. Denote the set of all current paths by Γ = Γα,ω (dependence on 20
the initial and terminal vertices is suppressed when context precludes confusion). 21
Also, define Γα,ω(x, y) to be the subset of current paths from α to ω which pass 22
through the edge (x, y) ∈ G1. 23
Suppose we fix a source α and sink ω and consider a single current path γ 24
from α to ω. With divI defined as in (10.22), one can consider
I(x,y)
divI(x)
as the 25
probability that a unit of charge at x will pass to a “downstream” neighbour 26
y. Note that I(x, y) > 0 and divI 6= 0, since we are considering an edge of our 27
path γ. This allows us to define a probability measure on the path space Γα,ω. 28
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Definition 10.13. If γ ∈ Γ follows the vertex path (α = x0, x1, x2, . . . , xn = ω),
the define the probability of γ by
P(γ) :=
n∏
k=1
I(xk−1, xk)
divI(xk−1)
. (10.23)
This quantity gives the probability that a unit of charge at α will pass to ω by1
traversing the path γ.2
10.2.2 Forward-harmonic transfer operator3
In this section we consider the functions h : G0 → C which are forward-4
harmonic, that is, functions which are harmonic with respect to a current I.5
We make the standing assumption that the network is transient; this guaran-6
tees the existence of a monopole at every vertex, and the induced current will7
be a unit flow to infinity; cf. Corollary 2.28.8
We orient the edges by a fixed unit current flow I to infinity, as in Defini-9
tion 2.2. The forward-harmonic functions functions are fixed points of a transfer10
operator induced by the flow which gives the value of h at one vertex as a convex11
combination of its values at its downstream neighbours.12
The main idea is to construct a measure on the space of paths beginning at13
vertex x ∈ G0, and then use this measure to define forward-harmonic functions.14
In fact, we are able to produce all forward-harmonic functions from the class of15
functions which satisfy a certain cocycle condition, see Definition 10.19.16
In Theorem 10.22 we give an integral representation for the harmonic func-17
tions, and in Corollary 10.23 we show that if I has a universal sink, then the18
only forward harmonic functions are the constants.19
Remark 10.14 (A current induces a direction on the resistance network.). If we20
fix a minimal current I = PdI, the flow gives a strict partial order on G0 and21
the flags in the resulting poset are the induced current paths. Thus we say22
x ≺ y iff x is upstream from y, that is, iff there exists a current path from x23
to y in the sense of Definition 10.12. Since I is minimal, x ≺ y implies y ⊀ x24
and x ⊀ x. Transitivity is immediate upon considering the concatenation of two25
finite paths.26
Definition 10.15. Given a fixed minimal current I = PdI, we denote the set
of all current paths in the resistance network (G, c) by
ΓI := {γ = (x0, x1, . . . ... (xi, xi+1) ∈ G1, xi ≺ xi+1}. (10.24)
For n = 1, 2, . . . , we denote the set of all current paths of length n by
Γ(n)I := {γ = (x0, x1, . . . , xn) ... (xi, xi+1) ∈ G1, xi ≺ xi+1}, (10.25)
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and denote the collection of paths starting at x by ΓI(x) := {γ ∈ ΓI ... x0 = x}, 1
and likewise for Γ(n)I (x). 2
Here, the orientation is determined by I, and if I(x, y) = 0 for some (x, y) ∈ 3
G1, then this edge will not appear in any current path, and for all practical 4
purposes it may be considered as having been removed from G for the moment. 5
Definition 10.16. When a minimal current I = PdI is fixed, the set of forward
neighbours of x ∈ G0 is
nbr+I (x) := {y ∈ G0 ... x ≺ y, x ∼ y}. (10.26)
Definition 10.17. If v : G0 → R, define the forward Laplacian of v by
~∆v(x) :=
∑
y∈nbr+(x)
cxy(v(x)− v(y)) (10.27)
A function h is forward-harmonic iff ~∆h = 0. 6
For Definitions 10.15–10.17, the dependence on I may be suppressed when 7
context precludes confusion. 8
Theorem 10.18. For I ∈ HD and x ∈ G0, there is a unique measure Px defined
on ΓI(x) which satisfies
Px[f ] = P(n)x [f ], f ∈ An. (10.28)
Proof. We only need to check Kolmogorov’s consistency condition (10.9); see 9
[Jor06,Kol56]. For n < m, consider An ⊆ Am by assuming that f depends only 10
on the first n edges of γ. (For brevity, we denote a function on n edges as a 11
function on n+ 1 vertices.) Then 12
P(m)x [f ] =
∫
ΓI(x)
f(γ) dP(m)x (γ)
=
∫
ΓI(x)
f(x0, x1, x2, . . . , xn) dP(m)x (γ)
=
∫
ΓI(x)
f(x0, x1, x2, . . . , xn) dP(n)x (γ)
= P(n)x [f ].
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10.2.3 A boundary representation for the forward-harmonic1
functions2
We now show that the forward-harmonic functions are in bijective correspon-3
dence with the cocycles, when defined as follows.4
Definition 10.19. A cocycle is a function f : ΓI → R which is compatible with
the probabilities on current paths in the sense that it satisfies
f(γ) = f(x0, x1, x2, x3 . . . ) =
cx0x1 divI(x0)
c+(x0)I(x0, x1)
f(x1, x2, x3 . . . ), (10.29)
whenever γ = (x0, x1, x2, x3 . . . ) ∈ ΓI is a current path as in Definition 10.15,
and (x0, x1) is the first edge in γ. Also, c+(x) :=
∑
y∈nbr+(x) cxy is the sum of
conductances of edges leaving x. If the operator m is given by multiplication by
m(x, y) =
cxy divI(x)
c+(x)I(x, y)
, (10.30)
and σ denotes the shift operator, the cocycle condition can be rewritten f =
mfσ. Using ek = (xk−1, xk) to denote the edges, this gives
f(e1, e2, . . . ) = m(e1) . . .m(en)f(en+1, en+2, . . . ) =
∞∏
k=1
m(ek). (10.31)
Definition 10.20. Define the forward transfer operator TI induced by I by
(TI f)(x) :=
1
c+(x)
∑
y∈nbr+(x)
cxyf(y). (10.32)
Lemma 10.21. If f : Γ(x)→ R is a cocycle and one defines hf (x) := Px[f ], it5
follows that hf (x) is a fixed point of the forward transfer operator TI .6
Proof. With hf so defined, we conflate the linear functional Px with the measure7
associated to it via Riesz’s Theorem and compute8
(TI hf )(x) =
1
c+(x)
∑
y∈nbr+(x)
cxyPy[f ] def T, hf
=
∑
y∈nbr+(x)
cxy
C+(x)
∫
ΓI(y)
f(γ) dPy(γ) Py as a measure
=
∑
y∈nbr+(x)
∫
ΓI(x)
cxy
c+(x)
f(σγ) dPx(γ) change of vars
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=
∑
y∈nbr+(x)
I(x, y)
divI(x)
∫
ΓI(x)
cxy
c+(x)
divI(x)
I(x, y)
f(σγ) dPx(γ) just algebra
=
∑
y∈nbr+(x)
I(x, y)
divI(x)
∫
ΓI(x)
f(γ) dPx(γ) by (10.29)
=
∑
y∈nbr+(x)
I(x, y)
divI(x)
Px(f) Px as a functional
= Px(f)
∑ I(x,y)
divI(x)
= 1
To justify the change of variables, note that if γ is a path starting at x whose 1
first edge is (x, y), then σ γ is a path starting at y. Moreover, since y is a 2
downstream neighbour of x, every path γ starting at y corresponds to exactly 3
one path starting at x, namely, ((x, y), γ). 4
Theorem 10.22. The forward-harmonic functions are in bijective correspon-
dence with the cocycles. More precisely, if f is a cocycle, then
hf (x) := Px[f ] (10.33)
is harmonic. Conversely, if h is harmonic, then
fh(γ) := limn→∞h(Xn(γ)), γ ∈ Γx (10.34)
is a cocycle, where Xn(γ) is the nth vertex from x along the path γ. 5
Proof. (⇒) Let f be a cocycle and define hf as in (10.33) with C+(x) as in 6
Definition 10.20, compute 7
~∆hf (x) =
∑
y∈nbr+(x)
cxy(Px[f ]− Py[f ])
= Px[f ]
∑
y∈nbr+(x)
cxy −
∑
y∈nbr+(x)
cxyPy[f ]
= Px[f ]C+(x)−
∑
y∈nbr+(x)
cxyPy[f ],
which is 0 by Lemma 10.21. 8
(⇐) Let h satisfy ~∆h = 0. Observe that Xn is a Markov chain with transi- 9
tion probability Px at x. The above computations show that h is then a fixed 10
point of TI , and hence h(Xn) is a bounded martingale. By Doob’s Theorem 11
(cf. [Doo53]), it converges pointwise Px-ae on Γ and (10.34) makes fh well- 12
defined. One can see that fh is a cocycle by the same arguments as in the proof 13
of [Jor06, Thm. 2.7.1]. 14
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Corollary 10.23. If I has a universal sink, in other words, if all current paths1
γ end at some common point ω, then the only forward-harmonic function is the2
zero function.3
Proof. Every harmonic function comes from a cocycle, which in turn comes from4
a harmonic function as a martingale limit, by the previous theorem. However,5
formula (10.34) yields6
fh(γ) := lim
n→∞h(Xn(γ)) = h(ω), ∀γ ∈ Γ.
Thus every cocycle is constant, and hence (10.29) implies fh ≡ 0. Then (10.33)7
gives h ≡ 0.8
10.3 Remarks and references9
The probability literature is among the largest of all the subdisciplines of math-10
ematics, and so the following list of suggested references barely begins to scratch11
the surface: [IR08,AHL06,Aik05,BW05,CK04,BZ09, IKW09, Sˇil09,YZ05].12
Of these references, some are more specialized. However for prerequisite13
material (if needed), the reader may find the following sources especially rele-14
vant: [LP09,LPW08,AF09,Per99].15
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Chapter 111
Examples and applications2
“The art of doing mathematics consists in finding that special case which contains
all the germs of generality” — D. Hilbert3
11.1 Finite graphs4
11.1.1 Elementary examples5
Example 11.1. Consider a “linear” resistance network consisting of several
resistors connected in series with resistances Ωi = c−1i as indicated:
α = x0
Ω1 // x1
Ω2 // x2
Ω3 // x3
Ω4 // . . . Ωn // xn = ω
Construct a dipole v ∈ P(α, ω) on this network as follows. Let v(x0) = V be6
fixed. Then determine v(x1) via (2.6):7
∆v(x0) = 1Ω1 (V − v(x1)) = 1 =⇒ v(x1) = V − Ω1,
∆v(x1) =
2∑
k=1
1
Ωk
(v(xk−1)− v(xk)) = 0 =⇒ v(x2) = V − Ω1 − Ω2,
and so forth. Three things to notice about this extremely elementary example8
are (i) v is fixed by its value at one point and any other dipole on this graph9
can differ only by a constant, (ii) we recover the basic fact of electrical theory10
that the voltage drop across resistors in series is just the sum of the resistances,11
and (iii) all current flows are induced (this is not true of more general graphs).12
Consider the basis {e0, e1, . . . , eN}, where ek = δxk , the unit Dirac mass at
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k. The Laplace operator for this model has the matrix
∆ =

1 −1 0 . . . 0
−1 2 −1 . . . 0
0 −1 2 . . . 0
...
. . .
0 . . . −1 2 −1
0 . . . 0 −1 1

. (11.1)
One may obtain a unitary representation on `2(ZN ) by using the diagonal matrix 1
U(ζ) = diag(1, ζ, ζ2, . . . , ζN ), where ζ := e2pii/(N+1) is a primitive (N+1)th root 2
of 1, so that ζ−1 = ζ¯. It is easy to check that for any matrix M ∈ MN+1(C), 3
one has [U(ζ)MU(ζ)∗]j,k = ζj−k[M ]j,k. Then define 4
∆(ζ) :=U(ζ)∆U(ζ)∗,
and see that ∆(ζ) = C − U(ζ) TU(ζ)∗. It is clear that spec ∆ = spec ∆(ζ), 5
because 6
∆v = λv ⇐⇒ ∆(ζ)[U(ζ)v] = λ[U(ζ)v].
Decompose the transfer operator into the sum of two shifts, so that T = 7
M+ + M−, where M+ has ones below the main diagonal and zeros elsewhere, 8
and M− has ones above the diagonal and zeros elsewhere. Then we have 9
U(ζ)M+U(ζ)∗ = ζM+ and U(ζ)M−U(ζ)∗ = ζ¯M− and M− = M∗+. By in- 10
duction, the characteristic polynomial can be written 11
pn(x) = det(xI− Tn) = xpn−1(x)− pn−2(x),
with p1 = x, p2 = x2 − 1, p3 = x3 − 2x, p4 = x4 − 3x2 + 1, and corresponding 12
Perron-Frobenius eigenvalues λ1 = 0, λ2 = 1, λ3 =
√
2, λ4 = φ = 12 (1 +
√
5). 13
spec ∆2 = {0, 1}, spec ∆3 = {0, 1, 3}, spec ∆4 = {0, 2, 2±
√
2}.
Example 11.2. The correspondence P(α, ω)→ F(α, ω) described in Lemma 2.16 14
is not bijective, i.e., the converse to the theorem is false, as can be seen from the 15
following example. Consider the following electrical network with resistances 16
Ωi = c−1i . 17
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α = x0
Ω1 //
Ω2

x1
Ω3

x2
Ω4 // x3 = ω
One can verify that the following gives a current flow I = It on the graph for1
any t ∈ [0, 1]:2
x0
t
//
1−t

x1
t

x2
1−t
// x3
In fact, there are many flows on this network; let χϑ be the characteristic function
of the cycle ϑ = (x0, x1, x3, x2)
ϑ =
x0 // x1

x2
OO
x3oo
so that χϑ(e) = 1 for each e ∈ {e1 = (x0, x1), e2 = (x1, x2), e3 = (x2, x3), e4 =3
(x3, x0)}. Then It+εχϑ will be a flow for any ε ∈ R. (Although this formulation4
seems more awkward than simply allowing t to take any value in R, it is easier5
to work with characteristic functions of cycles when there are many cycles in6
the network.) However, there will be only one value of t and ε for which the7
above flow corresponds to a potential function, and that potential function is8
the following:9
V //

V − Ω2+Ω4P4
k=1 Ωk
Ω1

V − Ω1+Ω3P4
k=1 Ωk
Ω2 // V − (Ω1+Ω3)(Ω2+Ω4)P4
k=1 Ωk
This is the potential function which “balances” the flow around both sides of10
the square; it can be computed as in the previous example. These ideas are11
given formally in Theorem 2.26.12
Example 11.3 (Finite cyclic model). In this case, let GN have vertices given13
by xk = e2piik/N for k = 1, 2, . . . , N , with edges connecting each vertex to its14
two nearest neighbours. For example, when N = 9,15
16
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G9
x1
x2 NNx3 f
f
x4

x5
  
 
x6
<<<
x7[
[
x8sss
x9

,,,
= x0 1
In this case, using the same basis {e0, e1, . . . , eN}, as in Example 11.1, the
Laplace operator for this model has the matrix
∆ =

2 −1 0 . . . 0 −1
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
...
. . .
0 0 0 . . . 2 −1
−1 0 0 . . . −1 2

. (11.2)
The Fourier transform F is a spectral transform of ∆ that shows it to be unitarily 2
equivalent to multiplication by 4 sin2
(
pik
N
)
. 3
Lemma 11.4. For S := F∗∆F and v ∈ HE , one has 4
(Sv)(z) = (2− z − z−1)v(z), z = αk, k = 0, 1, 2, . . . , N.
Proof. Denote vk = v(k) and consider the Fourier transform F : {vk} 7→ 5∑
k∈ZN vkz
k: 6
F(∆v)(z) =
∑
k∈ZN
(2vk − vk−1 − vk+1)zk
= 2
∑
k∈ZN
vkz
k −
∑
k∈ZN
vk−1zk −
∑
k∈ZN
vk+1z
k
= (2− z − z−1)
∑
k∈ZN
vkz
k.
This shows F(∆v)(z) = (2 − z − z−1)F(v)(z), so that S is multiplication by 7
(2− z − z−1). 8
In this case, ∆ = I−T with C = 2I, so that C and T commute. Additionally, 9
T is the sum of two shifts and so corresponds to multiplication by z + z−1 = 10
2 cos θ on `2(G0N ), where θ =
2pik
N . Consequently, spec TN = 2 cos
(
2pik
N
)
and the 11
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Perron-Frobenius eigenvalue of TN is λPF = 2, which occurs for k = 0 and has1
eigenfunction vPF = [1, 1, . . . , 1]. Observe that ∆N commutes with the cyclic2
shift. The eigenfunctions of the shift are v = [1, λ, λ2, . . . , λN−1], where λ ∈ G0,3
and hence these are the other eigenfunctions of TN .4
Proposition 11.5. The spectrum of ∆N is given by5
spec ∆N = {2
(
1− cos ( 2pikN )) ... k ∈ ZN}.
Proof. Let U be the cyclic shift in the positive direction, i.e., U has the matrix6
U =

0 1
1 0
1 0
. . . . . .
1 0
 .
The U and ∆N commute. For n ∈ Zn, the Fourier transform is7
vˆ(n) =
1
N
∑
z∈G0N
z−nv(z), so xk 7→ v(n) =
∑
n∈ZN
znvˆ(n).
For k ∈ {1, 2, . . . , N − 1}, one can find v ∈ P(k, 0) as follows: “ground” the8
graph with v(0) = 0 and consider9
. . .
α
// x1 α
// x0 = xN xN−1
1−α
oo . . .
1−α
oo xk
1−α
oo
α
// . . .
The cycle condition (the net drop of voltage around any closed cycle must be10
0) yields v(k) − v(0) = kα = (N − k)(1 − α), and hence α = N−kN . This gives11
v(k) = k(N−k)N and we have12
∆v(j) = δk − δ0 =

− kN − N−kN = −1, j = 0
k
N − kN = 0, 0 < j < k
k
N +
N−k
N = 1, j = k
N−k
N − N−kN = 0, k < j ≤ N − 1.
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x0 xk
v(x)
xN
Figure 11.1: The solution v as represented on R.
This additionally shows that if the shortest path from x to y has length k, then 1
R(x, y) = kN−kN < k. Of course, there is an easier way to get R(x, y). Since 2
there are only two paths γ1, γ2 from x to y, the laws for resistors connected in 3
serial and parallel indicate that the entire network can be replaced by a single 4
edge (x, y) with resistance (Ω(γ1)−1 + Ω(γ1)−1)−1. In the case of constant 5
resistance Ω ≡ 1, this becomes 6
(Ω(γ1)−1 + Ω(γ1)−1)−1 =
(
1
k
+
1
N − k
)−1
=
(
(N − k) + k
k(N − k)
)−1
= k
N − k
N
.
Example 11.6. Next, it is illuminating to see how things change when edges 7
are removed from the network. Consider the following example, where c = 1 8
and the currents are as indicated, and the second network is obtained from the 9
first by deleting two edges, as indicated: 10
α = x0
2
11zzvvv
vv
vv
vv
4
11

5
11 // x1
5
11

x2
2
11
$$H
HH
HH
HH
HH
x3
6
11 // x4 = ω
I0
α = x0
1
2

1
2 // x1
1
2

x3
1
2 // x4 = ω
I1
The dissipations are R0(α, ω) = D(I0) = 1011 and R1(α, ω) = D(I1) = 1. The set 11
of paths from α to ω that don’t pass through the deleted edges contains only 12
γ1 = (α, x1, ω) and γ2 = (α, x3, ω). Then 13
ε =
∑
γ∈Q\W
P(γ) = P(γ1) + P(γ2) =
4
11
+
5
11
=
9
11
,
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and Powers’ inequality gives1
R0(α, ω) ≤ R1(α, ω) ≤ ε−2R0(α, ω)
10
11
≤ 1 ≤ 121
81
· 10
11
=
110
81
.
11.2 Infinite graphs2
Example 11.7. Define the projections3
Bn = χGn, B
⊥
n = χG \Gn = χG{n
. (11.3)
Let us denote the edge boundary between Gn and Gn+1 by
Edgen := {e = (x, y) ∈ G1 ... y ∈ G0n, x ∈ G0 \G0n}. (11.4)
We now consider the behavior of ‖B⊥n ∆Bn‖, where the norm is with respect to4
operators `2(c)→ `2(c).5
Lemma 11.8. For Cn := sup{
∑
y∼x c
2
xy .
.. (x, y) ∈ Edgen},
‖B⊥n ∆Bn‖ ≤ Cn. (11.5)
Proof. Let v ∈ `2(c) and x ∈ (G0n){. Then6
(B⊥n ∆Bnv)(x) = χG{(x)
∑
y∼x
cxy
(

χ
Gn
v(x)− χGnv(y)
)
= −
∑
(x,y)∈Edgen
cxyv(y), x ∈ (G0n){.
Now summing over all x ∈ (G0n){, and hence over all edges in Edgen,7
‖B⊥n ∆Bnv‖2c =
∣∣∣∣∣∣
∑
(x,y)∈Edgen
cxyv(y)
∣∣∣∣∣∣
2
≤
∑
y∈G0n
|v(y)|2
∑
x∈(G0n){
y∼x
|cxy|2 ≤ C2n‖v‖2c ,
and hence ‖B⊥n ∆Bn‖c ≤ Cn.8
Proposition 11.9. If the estimate
‖B⊥n ∆Bn‖ = O(n2), as n→∞, (11.6)
is satisfied, then ∆ has no eigenvectors at ∞.9
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Proof. Since ∆ is semibounded, this follows from [Jør78]. (The reader may find 1
information in [Jør76] and [Jør77] regarding the general Hermitian case.) 2
Example 11.10 (One-sided ladder model). The elementary ladder models help 3
explain the effects of adding to the network, when the new portions added to the 4
graph are somewhat “peripheral” to the original graph. Also, they provide an 5
easy example of an infinite network in which a shortest path (see Remark 4.53) 6
may not exist, and then illustrate a technique for understanding what happens 7
on a finite subgraph of interest which is embedded in an infinite graph. 8
Consider a graph which appears as a sideways ladder with n rungs extending
to the right:
α = x0 //

x1 //

x2 //

x3 //

. . . xn

ω = y0 y1oo y2oo y3oo . . . ynoo
(11.7)
The one-sided ladder model furnishes a situation where no shortest path
exists, as mentioned in Remark 4.53, if the resistances are defined as follows:
α = x0
1
4
1
x1
1
16
1
4
x2
1
64
1
16
x3
1
64
. . .
1
4n
xn
1
4n
ω = y0 y1
1
4 y2
1
16 y3
1
64 . . . yn
1
4n
(11.8)
To find a path from α to ω with minimal distance, one is led to consider paths 9
stretching ever further off towards infinity. It is easy to see that the shortest 10
path metric gives 11
distγ(α, ω) = lim
[
2
(
1
4
+
1
16
+ · · ·+ 1
4n
)
+
1
4n
]
=
2
3
,
but there is no γ ∈ Γα,ω for which P(γ) = 23 . Note that the Powers bound (8.14) 12
is violated, as µ(xn) = 4n + 4n + 4n+1 →∞. 13
Example 11.11 (One-sided infinite ladder network). Consider the same ladder 14
network as above, except now let the horizontal conductances grow geometri- 15
cally, and let the vertical conducatances decay geometrically. More precisely, 16
fix two positive numbers α > 1 > β > 0. Define the horizontal conductances 17
between nearest neighbours by cxn,xn−1 = cyn,yn−1 = α
n, and define the vertical 18
conductance of the “rungs” of the ladder by cxn,yn = β
n: 19
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x0
α
1
x1
α2
β
x2
α3
β2
x3
α4
β3
. . . α
n
xn
αn+1
βn
. . .
y0
α y1
α2 y2
α3 y3
α4 . . . α
n
yn
αn+1 . . .
(11.9)
This network was suggested to us by Agelos Georgakopoulos as an example of1
a one-ended network with nontrivial Harm. The function u constructed below2
is the first example of an explicitly computed nonconstant harmonic function3
of finite energy on a graph with one end (existence of such a phenomenon was4
first proved in [CW92]). Numerical experiments indicate that this function is5
also bounded (and even that the sequences {u(xn)}∞n=0 and {u(yn)}∞n=0 actually6
converge very quickly), but we have not yet been able to prove this. Numerical7
evidence also suggests that ∆ is not essentially self-adjoint on this network, but8
we have not yet proved this, either. However, compare with the defect on the9
geometric integers discussed in §13.4.10
This graph clearly has one end. We will show that such a network has11
nontrivial resistance boundary if and only if α > 1 and in this case, the boundary12
consists of one point for β = 1, and two points for β such that (1+ 1α )
2 < α/β2. It13
will be made clear that the paths γx = (x1, x2, x3, . . . ) and γy = (y1, y2, y3, . . . )14
are equivalent in the sense of Definition 6.31 if and only if β = 1.15
For presenting the construction of u, choose β < 1 satisfying 4β2 < α (at the16
end of the construction, we explain how to adapt the proof for the less restrictive17
condition (1 + 1α )
2 < α/β2). We now construct a nonconstant u ∈ Harm with18
u(x0) = 0 and u(y0) = −1. If we consider the flow induced by u, the amount of19
current flowing through one edge determines u completely (up to a constant).20
Once it is clear that there are two boundary points in this case, it is clear21
that specifying the value of u at one (and grounding the other) determines u22
completely.23
Due to the symmetry of the graph, we may abuse notation and write n for24
xn or yn, and nˇ for the vertex “across the rung” from n. For a function u on25
the ladder, denote the horizontal increments and the vertical increments by26
δu(n) := u(n+ 1)− u(n) and σu(n) := u(n)− u(nˇ),
respectively. Thus, for n ≥ 1, we can express the equation ∆u(n) = 0 by27
∆u(n) = αnδu(n− 1)− αn+1δu(n) + βnσu(n) = 0,
which is equivalent to28
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δu(n) =
1
α
δu(n− 1) + β
n
αn+1
σu(n).
Since symmetry allows one to assume that u(nˇ) = 1 − u(n), we may replace 1
σu(n) by 2u(n) + 1 and obtain that any u satisfying 2
u(n+ 1) = u(n) + u(n)−u(n−1)α +
2
α
(
β
α
)n
u(n) + 1α
(
β
α
)n
(11.10)
is harmonic. It remains to see that u has finite energy. 3
Our estimate for E(u) < ∞ requires the assumption that α > 4β2, but 4
numerical computations indicate that u defined by (11.10) will be both bounded 5
and of finite energy, for any β < 1 < α. First, note that u(1) = 1α and so an 6
immediate induction using (11.10) shows that δu(n) = u(n+ 1)− u(n) > 0 for 7
all n ≥ 1, and so u is strictly increasing. Since β < 1 < α, we may choose N so 8
that 9
n ≥ N =⇒
(
β
α
)n
<
α− 1
2
.
Then n ≥ N implies 10
u(n+ 1) ≤ 2u(n) + 1
α
, (11.11)
by using (11.10) and the fact that u(n) is increasing and βα < 1. Now use (11.10) 11
to write 12
δu(n) = 1α (δu)(n− 1) +
(
2
αu(n) +
1
α
) (
β
α
)n
= 1αn (δu)(0) +
n−1∑
k=0
1
αk
(
2
αu(n− k) + 1α
) (
β
α
)n−k
= 1αn+1 +
β(1−βn)
αn+1(1−β) +
2
αn+1
n∑
k=1
βku(k),
where the second line comes by iterating the first, and the third by algebraic 13
simplification. Applying the estimate (11.11) gives 14
2
n∑
k=1
βku(k) ≤ 22
n∑
k=1
βku(k − 1) + 2α
n∑
k=1
βk = 22
n∑
k=2
βku(k − 1) + 2βα · 1−β
n
1−β ,
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and iterating gives1
δu(n) ≤ 1
αn+1
(
1 +
β(1− βn)
1− β +
(2β)n
α
+ 2
β
α
n−1∑
k=0
2k
βk − βn
1− β
)
. (11.12)
Now the energy E(u) = ∑∞n=0 αn+1 (δu(n))2 can be estimated by using (11.12)2
as follows:3
E(u) ≤
∞∑
n=0
1
αn+1
(
1 +
β(1− βn)
1− β +
(2β)n
α
+
2β + 2βn+1 − 2n+2βn+1 − 22βn+2 + (2β)n+2
α(1− β)(2β − 1)
)2
and the condition α > 4β2 ensures convergence.4
Note that this computations above can be slightly refined: instead of α >5
4β2, one need only assume that α > (1 + 1α )
2β2. Then, fix ε > 0 for which6
α/β2 > (1 + 1α )
2 + ε and choose N so that n ≥ N implies (β/α)n < 1 + 1α +7
ε(1 + 2α + αε). Then the calculations can be repeated, with most occurrences8
of 2 replaced by 1 + 1α + ε.9
Remark 11.12. [Comparison of Example 11.11 to the 1-dimensional integer lat-10
tice] Example 13.35 shows that for α > 1, the “geometric half-integers” network11
0
α
1
α2
2
α3
3
α4 . . .
supports a monopole but not a harmonic function of finite energy. These con-12
ductances correspond to the biased random walk where, at each vertex, the13
walker has transition probabilities14
p(n,m) =
{
1
1+α , m = n− 1,
α
1+α , m = n+ 1.
In particular, this is a spatially homogeneous distribution. In contrast, the15
random walk corresponding to Example 11.11 has transition probabilities16
p(n,m) =

1
1+α+( βα )
n , m = n− 1,
α
1+α+( βα )
n , m = n+ 1,
(β/α)n
1+α+( βα )
n , m = nˇ.
Thus, Example 11.11 is geometrically asymptotic to the geometric half-integers.17
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One can even think of Example 11.11 as describing the scattering theory of 1
the geometric half-integer model, in the sense of [LP89]. In this theory, a wave 2
(described by a function) travels towards an obstacle. After the wave collides 3
with the obstacle, the original function is transformed (via the “scattering oper- 4
ator”) and the resulting wave travels away from the obstacle. The scattering is 5
typically localized in some sense, corresponding to the location of the collision. 6
To see the analogy with the present scenario, consider the current flow de- 7
fined by the harmonic function u constructed in Example 11.11, i.e., induced by 8
Ohm’s law: I(x, y) = cxy(u(x)−u(y)). With div|I|(x) := 12
∑
{z ... I(x,z)>0} |I(x, z)|, 9
this current defines a Markov process with transition probabilities 10
P (x, y) =
I(x, y)
div|I|(x)
, if I(x, y) > 0,
and P (x, y) = 0 otherwise; see §10 and also [JP09b]. This describes a random 11
walk where a walker started on the bottom edge of the ladder will tend to 12
step leftwards, but with a geometrically increasing probability of stepping to 13
the upper edge, and then walking rightwards off towards infinity. The walker 14
corresponds to the wave, which is scattered as it approaches the geometrically 15
localized obstacle at the origin. 16
11.3 Remarks and references 17
The material of this chapter is an assortment of examples, some finite weighted 18
graphs and others infinite. The infinite models are understood with the use of 19
limit considerations. A good background reference is [LPW08]. Additionally, 20
the reader may find the sources [Woe00, Woe03, KW02, Kig03, Kig01, Lyo03, 21
LPS03,LP03,HL03,HJL02,Pem09,FHS09,MS09] to be useful. 22
Chapter 121
Infinite trees2
“A great discovery solves a great problem but there is a grain of discovery in the
solution of any problem. Your problem may be modest; but if it challenges your
curiosity and brings into play your inventive faculties, and if you solve it by your
own means, you may experience the tension and enjoy the triumph of discovery.”
— G. Po´lya
3
The n-ary trees play an important role in symbolic dynamics, and they sup-4
port a rich family of nontrivial harmonic functions of finite energy. These graphs5
are essentially homogeneous trees; the only difference is that the homogeneous6
tree has one more branch at the root, as can be seen from Figure 12.1. We use the7
latter examples as they are simpler yet still sufficient for our purposes, and be-8
cause of our related interest in symbolic dynamics. However, almost all remarks9
extend to the homogeneous trees without effort; these examples are well-studied10
because of their close relationship with group theory (especially free groups).11
Also, they provide an excellent testbed for studying the effects of varying c, and12
for illustrating several of our theorems. A network whose underlying graph is13
a homogeneous tree always allows for the construction of a nontrivial harmonic14
function. In particular, Fin is not dense in HE by Lemma 3.53 that these are15
x
o
x
o
Figure 12.1: The homogeneous tree of degree 3 (left) and the binary tree from symbolic
dynamics (right). The root of the tree is labeled xo. If the grey branch is pruned from the
homogeneous tree, the two become isomorphic.
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0 0
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x
vx
RF(x,o) = E(vx) = 1
RW(x,o) = E(fx) = 
RH(x,o) = E(hx) = 
fx
hx
x
x
o
o
o
1
2
1
4
1
8
1
16
1
4
1
4
3
4
3
4
1
8
7
8
1
16
15
16
1
4
1
8
1
16
Figure 12.2: The reproducing kernel on the tree with c = 1. For a vertex x which is adjacent
to the origin o, this figure illustrates the elements vx, fx = PFinvx, and hx = PHarmvx; see
Example 12.2.
equivalent. 1
Remark 12.1. If the origin were removed from the binary tree, we adopt the 2
convention that vertices in one component are “positive” and indices in the 3
other are “negative”. If the vertices are indexed with binary numbers (using 4
the empty string ∅ to denote the origin o = x∅), then indices beginning with 1 5
are positive and indices beginning with 0 are negative. 6
Example 12.2 (The reproducing kernel on the tree). Let (T ,1) be the binary 7
tree network in Figure 12.1 with constant conductances. Figure 12.2 depicts 8
the embedded image of a vertex vx, as well as its decomposition in terms of Fin 9
and Harm. We have chosen x to be adjacent to the origin o; the binary label 10
of this vertex would be x1. 11
In Figure 12.2, numbers indicate the value of the function at that vertex; 12
artistic liberties have been taken. If vertices s and t are the same distance from 13
o, then |fx(s)| = |fx(t)| and similarly for hx. Note that hx provides an example 14
of a nonconstant harmonic function in HE . Another key point is that hx /∈ `2, 15
see Corollary 3.77. It is easy to see that limz→±∞ hx(z) = 12 ± 12 , whence hx is 16
bounded. 17
For fx = PFinvx of Figure 12.2, the illustration of f
(k)
x in Figure 12.3 is the
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0
1
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1 1
0
1
x
vx
fx
y
hx
x
x
1
2
(k)
(k)
(k)
2k+2 − 2
2k − 1
2k+2 − 2
 2k − 1
2k+2 − 2
2k-1 − 1 2k+2 − 2
2k-j − 1
2k+2 − 2
2k − 1
2k+2 − 2
2k − 1 2k+2 − 2
2k-j − 1
2k+2 − 2
2k-1 − 1
2k+2 − 2
2k-j − 1
j = 0,1, ... , k
j = 0,1, ... , k
j = 0,1, ... , k
2k+2 − 2
2k-j − 1
j = 0,1, ... , k
1−
1−
1−
Figure 12.3: Approximants to the reproducing kernel on the tree with c = 1; see Exam-
ple 12.2.
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projection of vx (or fx) to span{δx ... x ∈ Gk}, where Gk consists of all vertices
within k steps of o. The lines at the right side of each figure just indicate that
the function is constant on the remainder of the graph (at value 0 or 1); in
particular, note that f (k)x (y) = 0 for every vertex y which is at least k+ 1 steps
from the origin. Also, observe that
∆f (k)x = δx − δy +
∑
s∈bdG+k+1
δs
2k+2 − 2 −
∑
t∈bdG−k+1
δt
2k+2 − 2 ,
where bdG+k+1 is the subset of bdGk+1 that lies on the positive branch, etc. It 1
is interesting to note that if one were to identify all the vertices of bdGk+1 = 2
bdG+k+1 ∪ bdG+k+1, then f (k)x would become harmonic at this new vertex. Ob- 3
serve also that h(k)x = vx − f (k)x is its orthogonal complement and is harmonic 4
everywhere except on bdGk+1. 5
Example 12.3 (A function of finite energy which is not approximable by Fin). 6
We continue to refer to in Figure 12.3. Since f (k)x ∈ Fin and it is easy to see 7
that ‖fx − f (k)x ‖E → 0 and that ∆fx = δx − δy, this approximation verifies that 8
fx = PFinvx. It also shows that minf∈Fin ‖vx − f‖E = 14 . 9
Example 12.4 (A monopole which is not a “dipole at infinity”). Let (T ,1) be 10
the binary tree network in Figure 12.1 with constant conductances. Let |x| be 11
the number of edges in the path connecting x to o. Define a function 12
wo(x) = 1− 12|x| , (12.1)
so that essentially wo = 2|hx − 12 | for hx of Example 12.2. It is easy to check
that ∆wo = −δo so that wo is a monopole at the root o. To see that wo ∈ HE ,
E(wo) = 2
∞∑
n=0
2n
((
1− 1
2n
)
−
(
1− 1
2n+1
))2
= 2
∞∑
n=0
2n
(
1
2n+1
)2
=
1
2
∞∑
n=0
1
2n
= 1.
However, wo is not a “dipole at infinity” in the sense that there is no sequence 13
{xn} of distinct and successively adjacent vertices for which {vxn} converges to 14
wo (this is in contrast to the integer lattices Zd, d ≥ 3). Observe that RF (x, y) 15
coincides with shortest-path distance on this network (as it does on any tree). 16
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If {xn} is a sequence tending to ∞ (i.e., for any N , there is an n such that xn1
is more than n steps from o for all n ≥ N), then E(vxn) = RF (xn, o) = n, so2
that wo is not a limit of a sequence of dipoles.3
Of course, since {vx} is dense in HE , wo is the limit of linear combinations4
of dipoles. In fact, let bdGk = {x ∈ T ... R(x, o) = k} as before. Then5
wo(x) = lim
k→∞
∑
z∈bdGk
vz
2k
.
Example 12.5 (A function with nonvanishing boundary sum). In Theorem 3.43,6
we showed7
〈u, v〉E = lim
k→∞
∑
x∈intGk
u(x)∆v(x) + lim
k→∞
∑
x∈bdGk
u(x) ∂v∂n (x).
Let wo(x) = 1− 12|x| be the monopole from Example 12.4. With Gk := {x ... |x| ≤
k}, we have
∂wo
∂n (x) =
(
1− 1
2k
)
−
(
1− 1
2k−1
)
=
1
2k
, for x ∈ bdGk = {x ... |x| = k}.
Since ∆w = −δo, we have
∑
Gk
wo(x)∆wo(x) = −w(o), for each k, and the
energy of wo is
E(wo) = 〈wo, wo〉E = −
(
1− 1
20
)
+ lim
k→∞
∑
x∈bdGk
(
1− 1
2k
)
1
2k
= 1.
For hx, the harmonic function with E(hx) = 14 in Example 12.2, this becomes8
E(hx, hx) = lim
k→∞
∑
x∈bdGk
hx(x)∂hx∂n (x) =
1
4
.
In fact, one can obtain this by computing the boundary term directly: each of9
the 2k−1 vertices in bdG+k is connected by a single edge to Gk, and similarly10
for the 2k−1 vertices in bdG−k , so11
∑
y∈bdGk
hx(y)∂hx∂n (y) = 2
k−1 2
k+1 − 1
2k+1
· 1
2k+1
+ 2k−1
1
2k+1
· −1
2k+1
=
1
4
(
1− 1
2k
)
.
Example 12.6 (The tree supports many nontrivial harmonic functions). We12
can use hx of Example 12.2 to describe an infinite forest of mutually orthogonal13
harmonic functions on the binary tree. Let z ∈ G be represented by a finite14
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binary sequence, as discussed in Remark 12.1. Define a morphism (cf. Defini- 1
tion 5.5) ϕz : G → G by prepending, i.e., ϕz(x) = zx. This has the effect of 2
“rigidly” translating the the tree so that the image lies on the subtree with root 3
z. Then hz := hx◦ϕz is harmonic and is supported only on the subtree with root 4
z. The supports of hz1 and hz2 intersect if and only if Im(ϕzi) ⊆ Im(ϕzj ). For 5
concreteness, suppose it is Im(ϕz1) ⊆ Im(ϕz2). If they are equal, it is because 6
z1 = z2 and we don’t care. Otherwise, compute the dissipation of the induced 7
currents 8
〈dhz1 , dhz2〉D = 12
∑
(x,y)∈ϕz1 (G1)
Ω(x, y)dhz1(x, y), dhz2(x, y).
Note that dhz2(x, y) always has the same sign on the subtree with root z1 6= o, 9
but dhz1(x, y) appears in the dissipation sum positively signed with the same 10
multiplicity as it appears negatively signed. Consequently, all terms cancel and 11
0 = 〈dhz1 , dhz2〉D = 〈hz1 , hz2〉E shows hz1 ⊥ hz2 . 12
Example 12.7 (Haar wavelets and cocycles). Example 12.6 can be heuristically 13
described in terms of Haar wavelets. Consider the boundary of the tree as a 14
copy of the unit interval with hx as the basic Haar mother wavelet; via the 15
“shadow” cast by limn→±∞ hx(xn) = ±1. Then hz is a Haar wavelet localized 16
to the subinterval of the support of its shadow, etc. Of course, this heuristic is 17
a bit misleading, since the boundary is actually isomorphic to {0, 1}N with its 18
natural cylinder-set topology. 19
Example 12.8 (Why the harmonic functions may not be in the domain of 20
∆). We have not been able to construct an example in which we can prove 21
that Harm is not contained in dom ∆, but we do have the following suggestive 22
example, motivated by Lemma 7.5. As before, let V := span{vx}x∈G0 and let 23
∆ = ∆V denote the closure of the Laplacian when taken to have the dense 24
domain V . Let h ∈ Harm. If h were an element of dom ∆V , then by (B.7), we 25
would have a sequence 26
domSclo := {u ... lim
n→∞ ‖u− un‖H = limn→∞ ‖v − Sun‖H = 0} (12.2)
Again, think of the vertices of the tree as begin labelled by a word on {0, 1}, 27
that is, a finite binary string. If x = w, then |w| is the length of the word and 28
corresponds to the number of edges between x and o (i.e., shortest path distance 29
to the root). Using w1 to denote the first coordinate of w, define the function 30
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hn :=
1
2n
∑
|w|=n
(∑
w1=1
vw −
∑
w1=0
vw
)
. (12.3)
Since hn is a (finite) sum of all the dipoles at distance n from o, with half1
weighted by 2−n and the other half weighted by −2−n, it is clear that hn ∈2
span{vx}. One can check that for Gn = {w ... |w| ≤ n},3
h(w) =
{
h(w), |w| ≤ n,
±2−n, else,
whence it is immediate that limn→∞ ‖hn − h‖E = 0. One can also check that4
∆hn =
1
2n
∑
|w|=n
(∑
w1=1
δw −
∑
w1=0
δw
)
since the positive and negative weights of δ0 cancel out. If w 6= w′ but |w| = |w′|,5
then they cannot be neighbours, and hence δw and δw′ are orthogonal with6
respect to E . It is then easy to compute7
lim
n→∞ ‖∆hn −∆h‖
2
E = lim
n→∞ ‖∆hn‖
2
E = lim
n→∞
1
2n
∑
|w|=n
‖δw‖2E = lim
n→∞
1
2n
· 2n · 3 = 3 6= 0.
Example 12.9. On the binary tree with c = 1, the monopole w(x) = 2−|x| can8
be written as v + ∆v for v ∈ dom ∆V :9
v(x) := 2−|x| −
√
2
(
1 + 1√
2
)n+1
.
We leave it to the reader to check that this v satisfies the above equation and10
also11
E(v) = 2(46
√
2−65)
(2−√2)2(√2−1) , E(∆v) =
4(99−70√2)
(2−√2)4(√2−1) , and
∑
G0
v∆v = 27 (−23 + 17
√
2).
Example 12.10 (An unbounded harmonic function of finite energy). Fig-12
ure 12.4 is a sketch of an unbounded harmonic function of finite energy on13
the binary tree with c = 1. To construct it, pick one ray from o to ∞, and let14
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h(x) =
|x|∑
k=1
1
k
for x along this ray. Then if x is in the ray and y ∼ x, fix h(y) so that h is 1
harmonic at x (i.e., h(y) = h(x) + 1|x|(|x|+1) ), and define h along the rest of this 2
branch by 3
h(z) =
h(y)− h(x)
2|y−z|
.
If w denotes the monopole at o defined by w(x) = 2−|x| as discussed in Exam- 4
ple 12.9 and previously, then we are essentially attaching a scaled copy of w to 5
each neighbour of the chosen ray. See Figure 12.4. 6
It is clear that h(x) → ∞ logarithmically along the chosen ray; the energy 7
coming from h(x) on this ray is 8
E(h)|ray =
∞∑
n=1
(
1
n
)2
=
pi2
6
.
The energy from each branch incident upon the ray is 9
E(h)|branch(n) =
(
1
n(n+ 1)
)2
+
1
n(n+ 1)
E(w) = 1
n2(n+ 1)2
+
1
n(n+ 1)
.
Summing up, E(h) = E(h)|ray +
∑∞
n=0 E(h)|branch(n) = pi
2
2 − 2. We leave it to 10
the reader to check that h is harmonic. 11
Example 12.11. On the binary tree with c = 1, the function uξ(x) = ξ−|x| 12
has energy 13
E(uξ) = 2(1− ξ)
2
1− 2ξ2 <∞, for ξ ∈ [0,
1√
2
).
Moreover, the Discrete Gauss-Green formula applies to this example with 14
∑
G0
uξ∆uξ = (1− ξ)
(
2 + (2ξ − 1) 2ξ1−2ξ2
)
, for ξ ∈ [0, 1√
2
).
However, for ξ ∈ [0, 12 ), one also has
∑
G0 ∆uξ = (1 − ξ)
(
2 + (2ξ − 1) 11−2ξ
)
. 15
Thus, for 12 < ξ <
1√
2
, one has
∑
∆uξ = ∞, even though E(uξ) < ∞ and 16∑
uξ∆uξ <∞. 17
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Figure 12.4: An unbounded harmonic function of finite energy. See Example 12.10.
12.1 Remarks and references1
The infinite trees offer an especially attractive source of examples, and there are2
theories devoted to them; see [Car72, Car73a, Car73b]. Here we merely scratch3
the surface. Excellent books and introductions are [LP09,Per99,LPW08]. The4
reader may also find the sources [Dha98,DFdGtHR04,DLP09,HLM+08,NP08b,5
NP08a] to be helpful, and the preprint [Kig09a] deals specifically with trees in6
our context, and in relation to self-similar fractals.7
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Chapter 131
Lattice networks2
“Observe also (what modern writers almost forgot, but some older writers, such as
Euler and Laplace, clearly perceived) that the role of inductive evidence in
mathematical investigation is similar to its role in physical research.” — G. Po´lya
3
The integer lattices Zd ⊆ Rd are some of the most widely-studied infinite4
graphs and have an extensive literature; see [DS84, Tel06a], for example. We5
begin with some results for the simple lattices; in §13.3 we consider the case when6
c is nonconstant. Because the case when c = 1 is amenable to Fourier analysis,7
we are able to compute many explicit formulas for many expressions, including8
vx and R(x, y). For d ≥ 3, we even compute R(x,∞) = limy→∞R(x, y) in9
Theorem 13.9 and give a formula for the monopole w. There is a small amount of10
overlap here with the results of [Soa94, §V.2], where the focus is more on solving11
Poisson’s equation ∆u = f . In §14.3 we employ our formulas in the refinement12
of an application to the isotropic Heisenberg model of ferromagnetism.13
In the present context, we may choose canonical representatives when work-14
ing pointwise: given u ∈ HE , we use the representative which tends to 0 at15
infinity. We take this as a standing assumption for this section, as it allows us16
to use the Fourier transform without ambiguity or unnecessary technical details.17
To see that this is justified, note that `2(c) is dense1 in Fin by Theorem 8.23,18
and hence dense in HE for these examples, as it is well-known that there are19
no nonconstant harmonic functions of finite energy on the integer lattices (we20
provide a proof in Theorem 13.17 for completeness). Clearly, c = 1 implies that21
`2(c) = `2(1) and that all elements of `2(c) vanish at ∞.22
Remark 13.1. As mentioned in Remark 0.1, one of the applications of the present23
investigation is to numerical analysis. Discretization of the real line amounts to24
considering a graph which is a scaled copy of the integers G = (Z, 11) where25
1Technically, the embedded image of J : `2(c)→ Fin is dense in Fin; see Definition 8.22.
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0 x
v
x
Figure 13.1: The function vx, a solution to ∆v = δx − δ0 in (Z,1).
Z = {n ... n ∈ Z}. After finding the solution to a given problem, as a function 1
of the parameter , one lets → 0. Let xn denote the vertex at n. 2
. . .
1/
x−2
1/
x−1
1/
x0
1/
x1
1/
x2
1/
x3
1/
. . .
The difference operator D acts on a function on this network by Df(xn) := 3
f(xn) − f(xn+1). The adjoint of D with respect to `2 is D∗f(xn) = f(xn) − 4
f(xn−1). Then D∗D = ∆. 5
13.1 Simple lattice networks 6
Example 13.2 (Simple integer lattices). The lattice network (Zd, c), with an 7
edge between any two vertices which are one unit apart is called simple or 8
translation-invariant when c = 1. The term “simple” originates in the literature 9
on random walks. 10
One may compute the energy kernel directly using (4.1), that is, by finding 11
a solution vx to ∆v = δx − δ0 as depicted in Figure 13.1. Then R(o, x) = 12
vx(x) − vx(o) = x − 0 = x, which is unbounded as x → ∞. This also provides 13
an example of a function vx ∈ HE for which vx /∈ `2(c), as discussed in §8.3.2 14
and elsewhere. 15
In Lemma 13.4 we obtain a general formula for vx on (Zd,1). Figure 13.3 of 16
Example 13.16 shows how this compares to Figure 13.1. 17
To see how the function v = vx1 = χ[1,∞) may be approximated by elements 18
of Fin, define 19
un(xk) =
{
1− kn , 1 ≤ k ≤ n,
0, else.
(13.1)
The reader can verify that un minimizes E(v − u) over the set of u for which 20
spt(u) ⊆ [1, n− 1] and that 21
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E(v − un) = (1− (1− 1n ))2 +
n−1∑
k=1
(
(1− kn )− (1− k−1n )
)2
+ (1− (1− 0))2
=
1
n2
+
n− 1
n2
n→∞−−−−−→ 0.
The fact that v ∈ [Fin] but limk→∞ v(xk) 6= limk→∞ v(x−k) reflects that (Z,1)1
has two graph ends, unlike the other integer lattices; cf. [PW90]. Therefore,2
(Z,1) also provides an example of a network with more than one end which3
does not support nontrivial harmonic functions.4
An explicit formula is given for the potential configuration functions {vx}5
on the simple d-dimensional lattice in Lemma 13.4. By combining this formula6
with the dipole formulation of resistance distance7
R(x, y) = v(x)− v(y), for v = vx − vy, from (4.1),
we are able to compute an explicit formula for resistance distance on the translation-8
invariant lattice network Zd in Theorem 13.7. Results in this section exploit the9
Fourier duality Zd ' Td; [Rud62] is a good reference. We are using Pontryagin10
duality of locally compact abelian groups; as an additive group of rank d, the11
discrete lattice Zd is the dual of the d-torus Td. Conversely, Td is the compact12
group of unitary characters on Zd (the operation in Td is complex multiplica-13
tion). This duality is the basis for our Fourier analysis in this context. For14
convenience, we view Td as a d-cube, i.e., the Cartesian product of d period15
intervals of length 2pi. In this form, the group operation in Td is written ad-16
ditively and the Haar measure on Td is normalized with the familiar factor of17
(2pi)−d.18
In [Po´l21], Po´lya proved that the random walk on the simple integer lattice19
is transient if and only if d ≥ 3; see [DS84] for a nice introduction and a proof20
using resistance networks. In the present context, this can be reformulated as21
the statement that there exist monopoles on Zd if and only if d ≥ 3. We offer a22
new characterization of this dichotomy, which we recover in Theorem 13.5 via23
a new (and completely constructive) proof. In Remark 13.21 we show that in24
the infinite integer lattices, functions in HE may be approximated by functions25
of finite support.26
Sometimes Po´lya’s result is restated: the resistance to infinity is finite if and27
only if d ≥ 3. There is an ambiguity in this statement which is specific to the28
nature of resistance metric. One interpretation is that one can construct a unit29
flow to infinity ; this is the terminology of [DS84] for a current with div(I) = δx30
and it is clear that this is the induced current of a monopole. Probabilistically,31
this definition may be rephrased: for a random walk beginning at x ∈ G0,32
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the expected hitting time of the sphere of (shortest-path) radius n remains 1
bounded as n→∞. This approach interprets “infinity” as the “set of all points 2
at infinity”. 3
By contrast, we prove a much stronger result for the simple lattice networks 4
Zd in Theorem 13.9, where we show limy→∞R(x, y) is bounded as y →∞, for 5
any x ∈ G0. To see the strength of this result, note that the simple (c = 1) 6
homogeneous trees of degree d ≥ 3 have finite resistance to infinity, even though 7
limy→∞R(x, y) =∞ for any x ∈ G0, and any choice of y →∞. This is discussed 8
further in Example 12.2 of the previous section. The heuristic explanation is 9
that the resistance distance between two places is much smaller when there is 10
high connectivity between them; there is much more connectivity between x 11
and the “set of all points at infinity” than between x and a single “point at 12
infinity”. 13
In the next result, we obtain the Fourier transform of the Laplacian; we 14
recently noticed that this corresponds almost identically to the inverse Fourier 15
transform H of the “potential kernel” of [Soa94, §V.2]. 16
Lemma 13.3. On the resistance network (Zd,1), the spectral (Fourier) trans- 17
form of ∆ is multiplication by S(t) = S(t1, . . . , td) = 4
∑d
k=1 sin
2
(
tk
2
)
. 18
Proof. Each point x in the lattice Zd has 2d neighbours, so we need to find the 19
L2(Td) Fourier representation of 20
∆v(x) = (2dI− T )v(x) = 2dv(x)−
d∑
k=1
v(x1, . . . , xk ± 1, . . . xd). (13.2)
Here, t = (t1, . . . , td) ∈ Td and x = (x1, . . . , xd) ∈ Zd. The kth entry of t can be 21
written tk = t ·εk where εk = [0, . . . , 0, 1, 0, . . . , 0] has the 1 in the kth slot. Then 22
moving one step in the lattice by x 7→ x + εk corresponds to eix·t 7→ eitkeix·t 23
under the Fourier transform, and 24
∆̂v(t) =
(
2d−
d∑
k=1
(eitk + e−itk)
)
vˆ(t)
= 2
(
d∑
k=1
(1− cos(tk))
)
vˆ(t)
= 4
d∑
k=1
sin2
(
tk
2
)
vˆ(t).
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Lemma 13.4. Let {vx}x∈Zd be the potential configuration on the integer lattice1
Zd with c = 1. Then for y ∈ Zd,2
vx(y) =
1
(2pi)d
∫
Td
cos((x− y) · t)− cos(y · t)
S(t)
dt. (13.3)
Proof. Under the Fourier transform, Lemma 13.3 indicates that the equation3
∆vx = δx − δo becomes S(t)vˆx = eix·t − 1, whence4
vx(y) =
1
(2pi)d
∫
Td
e−iy·t
eix·t − 1
S(t)
dt. (13.4)
Since we may assume vx is R-valued, the result follows.5
The following result is well-known in the literature (cf. [DS84,NW59], e.g.),6
but usually stated in terms of the current flow induced by the monopole.7
Theorem 13.5. The network (Zd,1) has a monopole8
w(x) = − 1
(2pi)d
∫
Td
cos(x · t)
S(t)
dt (13.5)
if and only if d ≥ 3, in which case the monopole is unique.9
Proof. As in the proof of Lemma 13.4, we use the Fourier transform to solve10
∆w = −δo by converting it into S(t)wˆ(t) = −1. This gives (13.5), and since11
cos t
S(t) ≈ 1S(t) ∈ L1(Td) for t ≈ 0, the integral is finite iff d ≥ 3 by the same12
argument as in the proof of Theorem 13.9; see (13.11). It remains to check that13
w ∈ HE . Note that it follows from Theorem 13.17 that the boundary term of14
(3.22) vanishes, and hence we may compute the energy for d ≥ 3 via15
‖w‖E = ‖∆1/2w‖2 =
∫
Td
S(t)wˆ(t)2 dt =
∫
Td
1
S(t)
dt <∞. (13.6)
Uniqueness is an immediate corollary of the previous theorem; if w′ were16
another, then ∆(w−w′) = δo−δo = 0 and w−w′ is constant by Theorem 13.17.17
18
Remark 13.6. Upon comparing (13.5) to (13.3), it is easy to see why all networks19
support finite-energy dipoles: the numerator in the integral for the monopole is20
of the order of 1 for t ≈ 0, while the corresponding numerator for the dipole is21
o(t) for t ≈ 0.22
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Theorem 13.7. Resistance distance on the integer lattice (Zd,1) is given by 1
R(x, y) =
1
(2pi)d
∫
Td
sin2((x− y) · t2 )∑d
k=1 sin
2
(
tk
2
) dt. (13.7)
Proof. Let {vx}x∈Zd be the potential configuration on Zd. Then vx − vy ∈ 2
P(x, y), so by (4.2) we may use (4.9)to compute the resistance distance via 3
R(x, y) = vx(x)+vy(y)−vx(y)−vy(x), since RF = RW on Zd. Using ex = eix·t, 4
substitute in the terms from (13.4) of Lemma 13.4: 5
R(x, y) =
1
(2pi)d
∫
Td
ex(ex − 1) + ey(ey − 1)− ex(ey − 1)− ey(ex − 1)
S(t)
dt
=
1
(2pi)d
∫
Td
1− ex + 1− ey − ey−x + ex − ey−x + ey
S(t)
dt
=
1
(2pi)d
∫
Td
2− 2 cos((x− y) · t)
S(t)
dt, (13.8)
and the formula follows by the half-angle identity. 6
Corollary 13.8. If y ∼ x, then R(x, y) = 1d on (Zd,1). 7
Proof. The symmetry of (Zd,1) indicates that the distance from x to its neigh-
bour will not depend on which of the 2d neighbours is chosen. For k = 1, 2, . . . , d,
let yk be a neighbour of x in the kth direction. Then (13.3) gives
R(x, yk) =
1
(2pi)d
∫
Td
sin2( tk2 )∑d
k=1 sin
2
(
tk
2
) dt. (13.9)
Thus,
∑d
k=1R(x, yk) = 1 and R(x, yk) = R(x, yj) gives the result. 8
Theorem 13.9. The metric space ((Zd,1), R) is bounded if and only if d ≥ 3, 9
in which case 10
lim
y→∞R(x, y) =
2
(2pi)d
∫
Td
1
S(t)
dt for d ≥ 3. (13.10)
Proof. This result hinges upon the convergence properties of the integrand for 11
R(x, y) as computed in Lemma 13.7. In particular, to see that 1/S(t) ∈ L1(Td) 12
one only needs to check for t ≈ 0, where 13
1
S(t)
= O
(
1∑
t2k
)
, as t→ 0.
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Switching to spherical coordinates, 1/S(ρ) = O
(
ρ−2
)
, as ρ → 0, and one re-1
quires2 ∫ 1
0
|ρ−2|ρd−1 dSd−1 <∞, (13.11)
where dSd−1 is the usual (d − 1)-dimensional spherical measure. Of course,3
(13.11) holds precisely when −2 + d − 1 > −1, i.e., when d > 2. Similarly, the4
function cos((x− y) · t)/S(t) ∈ L1(Td) iff d ≥ 3. Therefore, (13.8) gives5
R(x, y) =
2
(2pi)d
∫
Td
1
S(t)
dt− 2
(2pi)d
∫
Td
cos((x− y) · t)
S(t)
dt, for d ≥ 3.
Now replace y with a sequence of vertices tending to infinity as in Definition 3.66.6
By the Riemann-Lebesgue lemma, the second integral vanishes and for any such7
y →∞, we have (13.10). Note that this is independent of x ∈ G0, as one would8
expect from the translational invariance of the network, since c = 1.9
Definition 13.10. Denote R∞ := limy→∞R(o, y), as it is clear from the pre-10
vious result that the limit does not depend on the choice of y.11
Corollary 13.11. For d ≥ 3, there exists x ∈ Zd for which R(o, x) > R∞.12
Proof. From (13.7), it is clear that R(o, x) ≤ R(o,∞) if and only if13
1
(2pi)d
∫
Td
1− cos(x · t)
S(t)
dt ≤ 1
(2pi)d
∫
Td
1
S(t)
dt,
which is equivalent to14
1
(2pi)d
∫
Td
cos(x · t)
S(t)
≥ 0. (13.12)
However, (13.12) cannot hold for all x ∈ Zd, as such an inequality would mean15
that all Fourier coefficients of w are nonnegative, in violation of Heisenberg’s16
uncertainty principle.17
Remark 13.12. Corollary 13.11 leads to the paradoxical conclusion that given
x ∈ G0, there may be a y which is “further from x than infinity”. This is the
case for d = 3; numerical computation of (13.10) gives
lim
y→∞R(x, y) ≈ 0.5054620038965394, in Z
3, (13.13)
and for y = (1, 1, 1),18
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∞
Z3
x y
Figure 13.2: In Z3, it may happen that R(x, y) > R(x,∞), where R(x,∞) =
limz→∞R(x, z). This phenomenon is represented here schematically as a “black hole”.
R (o, y) ≈ 0.5334159062457338. (13.14)
In fact, numerical computations indicate the following extremely bizarre situa- 1
tion: 2
R(x, y2k) < R(x,∞) < R(x, y2k+1), for yn := (n, n, 0).
Remark 13.13. An application of Bochner’s Theorem (see Theorem 6.4) yields 3
a unique Radon probability measure P on Td such that 4
∫
Td
eit·x dP(t) = e−
1
2R(o,x), ∀x ∈ Zd.
Corollary 13.14. For (Zd,1), vx ∈ `2(Zd) if and only if d ≥ 3. 5
Proof. By computations similar to those in the proof of Theorem 13.9, one can 6
see that in absolute values, the integrand
∣∣(eix·t − 1)/S(t)∣∣ of (13.4) is in L2(Td) 7
if and only if d ≥ 3, in which case Parseval’s theorem applies. 8
Corollary 13.15. For (Zd,1), the monopole w ∈ `2(Zd) if and only if d ≥ 5. 9
Proof. The proof is almost identical to that of Corollary 13.14, except that the 10
integrand is 1/S(t), which is in L2(Td) if and only if d ≥ 5. 11
Example 13.16. To see why R is not bounded on (Z,1), one can evaluate 12
(13.3) explicitly via the Feje´r kernel: 13
R(x, y) =
1
(2pi)
∫
T
sin2((x− y) t2 )
sin2
(
t
2
) dt
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Figure 13.3: The function vx, for x = 1, 2, 3 in Z, as obtained from the Feje´r kernel. See
Example 13.16.
=
1
(2pi)
∫
T
|x− y| sin
2((x− y) t2 )
|x− y| sin2 ( t2) dt
= |x− y| 1
(2pi)
∫
T
FN (t) dt
= |x− y|.
where FN (t) is the Feje´r kernel with N = |x − y|; see Figure 13.3. Of course,1
this was to be expected because R coincides with shortest path metric on trees.2
3
The following result is well known; we include it for completeness and the4
novelty of the proof.5
Theorem 13.17. h is a harmonic function on (Zd,1) if and only if h is linear6
(or affine). Consequently, HE = [Fin] for Zd.7
Proof. From ∆h = 0, the Fourier transform gives S(t)h(t) = 0. By the formula8
of Lemma 13.3 for S(t), this means hˆ can only be supported at t = 0 and9
hence that hˆ is a distribution which is a linear combination of derivatives of the10
Dirac mass at t = 0; see [Rud91] for this structure theorem from the theory of11
distributions.12
Denoting this by hˆ(t) = P (δo), where δo is the Dirac mass at t = 0, and P13
is some polynomial. The inverse Fourier transform gives h(x) = P (x). If the14
degree of P is 2 or higher, then ∆h will have a constant term of −2d (cf. (13.2))15
and hence cannot vanish identically.16
It is clear that a linear function on Zd has infinite energy; consequently17
Harm is empty on this network and the second conclusion follows.18
Example 13.18 (Nontrivial harmonic functions on Zd ∪ Zd). Consider the19
disjoint union of two copies of Zd, with c = 1 and d ≥ 3. Now connect the20
origins o1, o2 of the two lattices with a single edge of conductance co1o2 = 1. Let21
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w1 ∈ HE be a monopole on the first copy of Zd, as ensured by Theorem 13.5. 1
We may assume w1 is normalized so that w(o1) = 1, and then extend w1 to 2
the rest of the network by letting w˜1(x) = 0 for all x in the second copy of Zd. 3
Similarly, let w2 be a function which is a monopole on the second Zd, satisfies 4
w(o2) = 1, and extend it to w˜2 by defining w˜2(x) = 0 for x in the first copy of 5
Zd. Now one can check that ∆w˜1 = ∆w˜2 = −δo2 . Note that the unit drop in 6
w˜1 across the edge co1o2 moves the Dirac mass of ∆w1 to the second copy of 7
Zd. Now define 8
h := w1 − w2. (13.15)
It is easy to check that h ∈ HE and that h ∈ Harm. 9
Corollary 13.19. If w is the monopole on (Zd,1), d ≥ 3, then
w(x) = 12 (R(o, x)−R(o,∞)), (13.16)
and consequently limx→∞ w(x) = 0. 10
Proof. Subtract (13.10) from (13.8) and compare to (13.5). For the latter state- 11
ment, one can take the limit of (13.16) as x→∞ directly or apply the Riemann- 12
Lebesgue lemma to (13.5). 13
Corollary 13.20. If w is the monopole on (Zd,1), then
E(w) = 1
2
lim
y→∞R(x, y). (13.17)
Proof. Compare (13.17) to (13.10) and note that Harm = {0}, so w is unique. 14
15
Remark 13.21. For (Zd,1), it is instructive to work out directly why Fin is 16
dense in HE . That is, let us suppose that the boundary term vanishes for every 17
v ∈ HE , and use this to prove that every function which is orthogonal to Fin 18
must be constant (and hence 0 in HE). This shows that Fin is dense in HE in 19
the energy norm. 20
“Proof”. If v ∈ HE , then ‖v‖E = 〈v,∆v〉c < ∞, the Fourier transform sends 21
v 7→ vˆ(t) = ∑Z vnein·t and 22
〈v,∆v〉c 7→ (2pi)−d
∫
Td
vˆ(t)S(t)vˆ(t) dt <∞, (13.18)
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where S(t) = 4
∑d
k=1 sin
2
(
tk
2
)
, as in Lemma 13.3. Then note that the Schwarz1
inequality gives2
(∫
Td
S(t)vˆ(t) dt
)2
≤
∫
Td
S(t) dt
∫
Td
S(t)vˆ(t)2 dt,
so that S(t)vˆ(t) ∈ L1(Td). From the other hypothesis, v ⊥ Fin means that3
〈δx, v〉E = 0 for each x ∈ G0, whence Parseval’s equation gives4
0 = 〈δxm , v〉E = 〈δxm ,∆v〉c 7→ (2pi)−d
∫
Td
eim·tS(t)vˆ(t) dt = 0,∀m.
This implies that S(t)vˆ(t) = 0 in L1(Td), and hence vˆ can only be supported at5
t = 0. From Schwartz’s theory of distributions, this means6
vˆ(t) = f0(t) + c0δ0(t) + c1Dδ0(t) + c2D(2)δ0(t) + . . . ,
where f0 is an L1 function and all the other terms are derivatives of the Dirac7
mass at t = 0 (D(2) is a differential operator of rank 2, etc.).8
If vˆ is just a function, then it is 0 a.e. and we are done. If the distri-9
bution δ0(t) is a component of vˆ, then F−1(δ0) = 1, which is zero in HE .10
In one dimension, the distribution δ′0(t) cannot be a component of vˆ because11
F−1(δ′0)(xm) = m, and this function does not have finite energy (the computa-12
tion of the energy picks up a term of 1 on every edge of the lattice Zd). The com-13
putation is similar for higher derivatives of δ0, but they diverge even faster. For14
higher dimensions, note that D1δ(0,0) = Dδ0⊗δ0 and E(Dδ0⊗δ0) = E(Dδ0)E(δ0)15
(this is a basic fact about quadratic forms on a Hilbert space), and so this de-16
volves into same argument as for the 1-dimensional case.17
Remark 13.21 does not hold for general graphs; see Example 12.2. Also, the18
end of the proof shows why ∆˜1/2(v̂ + k) = ∆˜1/2vˆ, as mentioned in Remark 8.6;19
the addition of a constant corresponds on the Fourier side to the addition of a20
Dirac mass outside the support of χ.21
The case of (Zd,1), for d = 1 is a tree and hence very simple with R(x, y) =22
|x − y|, and for d ≥ 3 may be fairly well understood by the formulas given23
above. However, the case d = 2 seems to remain a bit mysterious. It appears24
that R(x, y) ≈ log(1 + |x− y|); we now give two results in this direction.25
Remark 13.22. From Theorem 13.9 it is clear that for d ≥ 3, if yn ∼ zn and26
both tend to∞, one has limn→∞(R(x, yn)−R(x, zn)) = 0. In fact, this remains27
true in Z2 but not Z. For Z,28
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yn ∼ zn =⇒ |R(x, yn)−R(x, zn)| = 1 n→∞−−−−−→ 1 6= 0.
A little more work is required for Z2, where we work with x = o for simplicity: 1
R(o, z)−R(o, y) = 1
(2pi)2
∫
T2
cos(y · t)− cos(y · t+ tk)
S(t)
dt
=
1
(2pi)2
∫
T2
cos(y · t)(1− cos tk) + sin(y · t) sin tk
S(t)
dt.
One can check that 1−cos tkS(t) ,
sin tk
S(t) ∈ L1(T2) by converting to spherical coordi- 2
nates and making the estimate 3
∫
T2
ρ
ρ2
ρ dρ dθ <∞.
Now the Riemann-Lebesgue Lemma shows that R(o, y)− R(o, z) tends to 0 as 4
y (and hence also z) tends to ∞. 5
Theorem 13.23. On (Z2,1), the gradient of R vanishes at infinity, i.e.,
lim
y→∞∇R(x, y) = 0. (13.19)
Theorem 13.24. On (Z2,1), resistance distance is given by
R(x, y) =
∫ x
0
A(o, t) dt+
∫ ∞
0
B(x, t) dt, (13.20)
where A(s, t) :=
∂
∂t1
B(s, t) :=
∂
∂t2
(13.21)
13.2 Noncompactness of the transfer operator 6
Example 13.25 (T may not be the uniform limit of finite-rank operators). Let
G be the integers Z with edges only between vertices of distance one apart (as in
Example 13.2 with d = 1), with c ≡ 1. Then the transfer operator T := σ+ +σ−
consists of the sum of two unilateral shifts, for which the finite truncations (as
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described just above) are the banded matrices
TN =

0 1 0 0 . . . 0 0 0
1 0 1 0 . . . 0 0 0
0 1 0 1 . . . 0 0 0
0 0 1 0 . . . 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 . . . 0 1 0
0 0 0 0 . . . 1 0 1
0 0 0 0 . . . 0 1 0

. (13.22)
Then consider the vectors
ξn := (0, . . . , 0︸ ︷︷ ︸
n zeros
, 1, 12 ,
1
3 ,
1
4 , . . . ), ‖ξn‖2 = 2
∞∑
k=1
1
k2
=
pi2
3
. (13.23)
Then TN does not converge to T uniformly, because for n = N ,1
〈ξn, (T−Tn)ξn〉c =
∑
|k|>n
ξkξk+1 =
∑
|k|>n
1
(k − n)(k − n+ 1) =
∑
|k|≥1
1
k(k + 1)
≥
∑
|k|≥1
(
1
k + 1
)2
≈ pi
2
6
,
which is bounded away from 0 as n→∞.2
13.2.1 The Paley-Wiener space Hs3
The transfer operator is not compact in HE , as Example 13.25 shows. However,4
by introducing the correct weights we can obtain a compact operator, i.e., the5
transfer operator is compact when considered as acting on the correct Hilbert6
space. To this end, we make the identification between ξ ∈ `2(Z) and f(z) =7 ∑
n∈Z ξnz
n ∈ L2(T) via Fourier series, so that we may use analytic continuation8
and introduce the following spaces.9
Definition 13.26. For an function f ∈ L2(T) given by f(z) = ∑n∈Z ξnzn, we
define
‖f‖s :=
(∑
n∈Z
es|n||ξn|2
)2
, (13.24)
and consider the space.
Hs := {f : T→ T ... ‖f‖s <∞}. (13.25)
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For s = 0 we recover good old `2(c), but for s > 0, we have the subspace of `2(c) 1
which consists of those functions with an analytic continuation to the annulus 2
{z ... 1−s < |z| < 1+s} about T. In general, we have Hs ⊆ L2(T) ⊆ H−s = H∗s . 3
Theorem 13.27. The transfer operator is a compact operator on Hs. 4
Proof. Using ∆ = c−T, we show that there exist solutions to ∆v = δα− δω by 5
construction, using spectral theory. The Laplacian may be represented as the 6
infinite symmetric banded matrix 7

. . . c(x1) −c(x1, y1) . . .
. . . −c(x1, y1) c(x2) −c(x2, y2) . . .
. . . −c(x2, y2) c(x3) −c(x3, y3) . . .
. . .
. . . . . . . . .

The symmetry is immediate from the symmetry of cxy, of course. 8
Using the same notation as in Example 13.25, we must check that TN → T 9
uniformly in Hs, so we examine DN := T−TN : 10
〈ξ,DNξ〉 =
∑
|n|≥N
es|n|ξnξn+1
≤
 ∑
|n|≥N
es|n||ξn|2
1/2 ∑
|n|≥N
es|n||ξn+1|2
1/2
=
∑
|n|≥0
es|n+N ||ξn+N |2
1/2∑
|n|≥0
es|n+N ||ξn+N+1|2
1/2
= e−s/2
esN |ξN |2 + ∑
|n|≥N+1
esn|ξn|2
1/2 ∑
|n|≥N+1
esn|ξn|2
1/2
(13.26)
〈ξ,DNξ〉
‖ξ‖s = e
−s/2
(∑
|n|≥N+1 e
sn|ξn|2
)1/2
(
esN |ξN |2 +
∑
|n|≥N+1 esn|ξn|2
)−1/2 N→∞−−−−−−→ 0.
Then T is compact in Hs, and in fact, T is trace class! Then ˆcpt = 0, so 11
∆ = I− T implies ∆ˆ = Cˆ. 12
13.3. Non-simple integer lattice networks 215
13.3 Non-simple integer lattice networks1
In this section, we illustrate some of the phenomena that may occur on integer2
lattices when the conductances are allowed to vary. Many of these exam-3
ples serve to demonstrate certain definitions or general properties discussed in4
previous sections.5
Example 13.28 (Symmetry of the graph vs. symmetry of the network). Con-6
sider the 2-dimensional integer lattice; the case d = 2 in Example 13.2, and7
think of these points as living in the complex plane, so each vertex is m + ni,8
where m and n are integers and i =
√−1. It is possible to define the conduc-9
tances in such a way that a function v(z) has finite energy, but v(iz) does not10
(this is just precomposing with a symmetry of the graph: rotation by by pi2 ).11
However, v(z) is in `2(1) if and only if v(iz) is in `2(1). Thus, `2(1) does not12
see the graph.13
Define the conductances by14
cxy =
{
1, y = x+ 1,
2| Im(y)|, y = x+ i,
so that the conductances of horizontal edges are all 1 and the conductances of15
vertical edges grow like 2k. Now consider the function16
v(z) = v(x+ iy) =
{
2−|Re(x)|, y = 0,
0, y 6= 0,
When computing the energy E(v), the only contributing terms are the edges17
along the real axis, and the edges immediately adjacent to the real axis:18
E(v(z)) = horizontal + vertical
= 2(1/2 + 1/4 + 1/8 + ...) + 4(1/2 + 1/4 + 1/8 + ...) = 6,
which is finite. However,
E(v(iz)) = 2(1 + 1 + 1 + ...) + 4(1/2 + 1/4 + 1/8 + ...) =∞.
Example 13.29 (An example where `2 * HE). Let Z have cn−1,n = n. Con-19
sider `2(G0, ν) where ν is the counting measure. The Dirac functions δxk satisfy20
‖δxk‖ = 1, so {δxk} is a bounded sequence in `2(G0). However, the Laplacian is21
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∆ =

. . .
−n 2n+ 1 −(n+ 1)
. . .

and E(δxk) = 〈δxk ,∆δxk〉 = 2k + 1 k→∞−−−−−→ ∞. So we cannot have the bound 1
‖v‖E ≤ K‖v‖, for any constant K. 2
This is “corrected” by using the measure c instead. In this case, ‖δk‖c = 3
2k+ 1 so that {δk} is not bounded and we must use {δk/
√
c(k)}. But then the 4
Laplacian is 5
∆c =

. . .
− n2n+1 1 − n+12n+1
. . .

and E
(
δxk√
c(xk)
)
= 1c(xk)E(δx) = 1. 6
Example 13.30. It is quite possible to have unbounded functions of finite 7
energy. Consider the network (G, c) = (Z,1) with vertices at each integer and 8
unit conductances to nearest nearest neighbours. Then it is simple to show that 9
u(n) =
∑n
i=1
1
n and v(n) = log |1 + n| are unbounded and have finite energy — 10
use the identity
∑∞
n=1
1
n2 =
pi2
6 . For v, note that log |1 +n| − log |1 + (n− 1)| = 11
log
∣∣1 + 1n ∣∣ ≤ 1n . 12
Example 13.31 (An unbounded function with finite energy). Let Z have 13
cn−1,n = 1n2 . Then the function f(n) = n is clearly unbounded, but 14
E(f) =
∑ 1
n2
(f(n)− f(n− 1))2 =
∑ 1
n2
=
pi2
3
<∞.
Conclusion: it is possible to have unbounded functions of finite energy if c decays 15
sufficiently fast. 16
We’ve seen that there are no harmonic functions of finite energy on (Zd, c), 17
when c = 1. However, the situation is very different when c is not bounded. 18
Theorem 13.32. Harm 6= 0 for (Z, c) iff ∑ c−1xy < ∞. In this case, Harm is 19
spanned by a single bounded function. 20
Proof. (⇒) Fix u(0) = 0, define u(1) = 1c01 and let u(n) be such that 21
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u(n)− u(n− 1) = 1
cn−1,n
, ∀n. (13.27)
Now u is harmonic:1
∆u(n) = cn−1,n(u(n)− u(n− 1))− cn,n+1(u(n+ 1)− u(n))
= cn−1,n
1
cn−1,n
− cn,n+1 1
cn,n+1
= 0,
and u is of finite energy2
E(u) =
∑
n∈Z
cn−1,n(u(n)− u(n− 1))2 =
∑
n∈Z
1
cn−1,n
<∞.
Note that once the values of u(0) and u(1) are fixed, all the other values of u(n)3
are determined by (13.27). Therefore, Harm is 1-dimensional.4
(⇐) If ∆u(n) = cn−1,n(u(n) − u(n − 1)) − cn,n+1(u(n + 1) − u(n)) = 0 for5
every n, then6
cn−1,n(u(n)− u(n− 1)) = cn,n+1(u(n+ 1)− u(n)) = a,
for some fixed a (the amperage of a sourceless current). Then7
E(u) =
∑
n∈Z
cn−1,n(u(n)− u(n− 1))2 = a2
∑
n∈Z
1
cn−1,n
<∞, (13.28)
since u ∈ Harm ⊆ HE . Note that (13.28) implies u is bounded: E(u) =8
a
∑
n∈Z(u(n) − u(n − 1)) and
∑
n≥1(u(n) − u(n − 1)) = limn→∞ u(n) − u(0).9
The function u is monotonic because it is harmonic, so the sum is absolutely10
convergent.11
We will now explore a specific example of this kind of network, where explicit12
computations are tractable.13
Example 13.33. For a fixed constant c > 1, let (Z, cn) denote the network with14
integers for vertices, and with geometrically increasing conductances defined by15
cn−1,n = cmax{|n|,|n−1|},
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Figure 13.4: The functions v1, v2, and v3 on (Z, cn). Also, the monopole wo and the
projection f1 = PFinv1. See Lemma 13.34.
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Figure 13.5: The projection of the Dirac mass −δo onto Fin2; see Example 13.38 and also
Lemma 13.34 and Lemma 13.34.
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We fix o = 0.2
Lemma 13.34. On (Z, cn), the energy kernel is given by3
vn(k) =

0, k ≤ 0,
1−rk+1
1−r , 1 ≤ k ≤ n,
1−rn+1
1−r , k ≥ n,
n > 0,
and similarly for n < 0. Furthermore, the function wo(n) = ar|n|, a := r2(1−r) ,4
defines a monopole, and h(n) = sgn(n)(1−wo(n)) defines an element of Harm.5
Proof. It is easy to check that ∆wo(0) = 2c(a − ar) = 1, and that ∆wo(n) =6
cn(arn−arn−1) + cn+1(arn−arn+1) = 0 for n 6= 0. The reader may check that7
E(wo) = r2(1−r) so that wo ∈ HE . The computations for vx and h are essentially8
the same. See Figure 13.4.9
In Figure 13.4, one can also see that f1 = PFinv1 induces a current flow of 110
amp from 1 to 0, with 1+r2 amps flowing down the 1-edge path from 1 to 0, and11
the remaining current of 1−r2 amps flowing down the “pseudo-path” from 1 to12
+∞ and then from −∞ to 0.13
Example 13.35 (Geometric half-integer model). It is also interesting to con-14
sider (Z+, cn), as this network supports a monopole, but has Harm = 0.15
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As in Lemma 13.34, it is straightforward to check that wo(n) = ar|n|, a := r(1−r) , 1
defines a monopole on the geometric half-integer model (Z+, cn). However, it is 2
also easy to check by induction that Harm = 0 for this model. 3
For k = 2, 3, . . . , the network (Z+, kn) can be thought of as the “projection” 4
of the homogeneous tree of degree k (Tk, 1k1) under a map which sends x to 5
n ∈ Z iff there are n edges between x and o. 6
Example 13.36 (Decomposition in D). In Remark 3.62, we discussed the 7
Hilbert space D and its inner product 〈u, v〉o := u(o)v(o) + 〈u, v〉E . Since 8
(Z+, cn) and (Z, cn) are both transient for c > 1 (but only the latter contains 9
harmonic functions), it is interesting to consider PD01 for these models (see 10
Remark 3.61). The projections v = PD01 and u = 1− v = P⊥D01 on (Z, cn) are 11
given by 12
v(x) = 2− 2a+ ar|x| and u(x) = 2a− 1− ar|x|, (13.29)
where with a = 13−2c and r = c
−1, and one can check that v ∈ M+o and 13
u ∈ M−o ; see Definition 3.59 and Lemma 3.60. In particular, ∆v = (1 − vo)δ0 14
and ∆u = −uoδ0 (as usual, o = 0). Now consider the representative of w ∈Mo 15
given by 16
w(x) = (2− a)χ[−∞, 0] +
(
1 + 2a(r|x| − c)
)
χ
[1,∞) . (13.30)
A straightforward computation shows that w = v + h with h ∈ HDo. 17
The function v = PD01 was computed for (Z, cn) in (13.29) by using the 18
formula E(u) = uo − u2o, from Lemma 3.63, where u := P⊥D01 = 1 − v and 19
uo = u(o). For a general network (G, c), this formula implies that (uo, E(u)) 20
lies on a parabola with uo ∈ [0, 1) and maximum at ( 12 , 14 ). From (13.29), it is 21
clear that the network (Z, cn) provides an example of how uo = 1 − 12c−1 can 22
take any value in [0, 1). Note that c = 1 corresponds to E(u) = 0, which is the 23
recurrent case. 24
Example 13.37 (Star networks). Let (Sm, cn) be a network constructed by 25
conjoining m copies of (Z+, cn) by identifying the origins of each; let o be the 26
common origin. 27
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Example 13.38 (Fin2 not dense in Fin). On (Z, 2n), Fin2 = cl span{δx − δo}1
is not dense in Fin (see Definition 7.4). To illustrate this, we compute the2
projection of −δo to Fin2. This may be accomplished by computing3
un := [projection of − δo to span{δx − δo ... |x| ≤ n}] ,
and then taking the limit as n→∞. The result is depicted in Figure 13.5. We4
leave the computation of the case of general geometric conductance (Z, cn) as5
an exercise.6
13.4 Defect spaces7
We will construct a defect vector u ∈ HE satisfying ∆u = −u on (Z, cn), c > 1,8
the 1-dimensional integer lattice with geometrically growing conductances. We9
do this in two stages: (i) construct a defect vector on (Z+, cn), and (ii) combine10
two copies of this defect vector to obtain an example on (Z, cn).11
Example 13.39 (Defect on the positive integers). We consider (Z+, c) where12
cn−1,n = cn, n ≥ 1,
for some fixed c > 1. Thus, the network under consideration is13
0
c
1
c2
2
c3
3
c4 . . .
Now recursively define a system of polynomials in r = 1/c by14
[
pn
qn
]
=
[
1 1
rn 1 + rn
]
· · ·
[
1 1
r2 1 + r2
][
1 1
r 1 + r
][
0
1
]
We will show that u(n) := qn satisfies ∆u = −u and has finite energy. It will15
be helpful to note that16
pn = cn(u(n)− u(n− 1)), (13.31)
and hence17
pn+1 = pn + qn, and qn+1 = qn + rn+1pn+1.
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Now, ∆u = −u because 1
∆u(n) = pn − pn+1 = −qn = −u(n).
We will need the following lemma to show that u ∈ HE . 2
Lemma 13.40. There is an m such that pn ≤ nm and qn ≤ (n+ 1)m − nm for 3
n ∈ Z+. 4
Proof. We prove both bounds simultaneously by induction, so assume both 5
bounds hold for n and prove 6
pn+1 ≤ (n+ 1)m, and
qn+1 ≤ (n+ 2)m − (n+ 1)m.
The estimate for pn+1 = pn + qn is immediate from the inductive hypotheses. 7
For the qn+1 estimate, choose an integer m so that 8
m(m− 1) ≥ max{t2rt ... t ≥ 0} =
(
2
e log c
)2
.
Then (n+ 1)2rn+1 ≤ m(m− 1) for all n, so 9
2 + rn+1 ≤ 2 + m(m− 1)
(n+ 1)2
≤
(
n
n+ 1
)m
+
(
n+ 2
n+ 1
)m
,
by using the binomial theorem to expand
(
n
n+1
)m
=
(
1− 1n+1
)m
and
(
n+2
n+1
)m
= 10(
1 + 1n+1
)m
. Multiplying by (n+ 1)m gives 11
((n+ 1)m − nm) + rn+1(n+ 1)m ≤ (n+ 2)m − (n+ 1)m,
which is sufficient because the left side is an upper bound for qn+1 = qn + 12
rn+1pn+1. 13
Lemma 13.41. The defect vector u(n) := qn has finite energy and is bounded. 14
Proof. Applying Lemma 13.40 to the formula for E yields 15
E(u) =
∞∑
n=1
cn(u(n)− u(n− 1))2 =
∞∑
n=1
rnp2n ≤
∞∑
n=1
rnn2m = Li−2m(r) <∞,
since a polylogarithm indexed by a negative integer is continuous on R, except 16
for a single pole at 1 (but recall that r ∈ (0, 1)). 17
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Figure 13.6: A Mathematica plot of the defect vector u on (Z+, 2n); see Example 13.39 and
Lemma 13.41. The left plot shows u(x) for x = 0, 1, . . . , 10, and the plot on the right shows
data points for u(x), x = 10, 11, 12, . . . .
Lemma 13.41 ensures that the defect vector is bounded; in the example in1
Figure 13.6, the defect vector has a limiting value of ≈ 4.04468281, although2
the function value does not exceed 4 until x = 10. The first few values of the3
function are4
u =
[
3
2 ,
17
8 ,
173
64 ,
3237
1024 ,
114325
32768 ,
7774837
2097152 ,
1032268341
268435456 ,
270040381877
68719476736 ,
140010315667637
35184372088832 , . . .
]
≈ [1.5, 2.125, 2.7031, 3.1611, 3.4889, 3.7073, 3.8455, 3.9296, 3.9793, 4.0080, . . . ]
While we are unable to provide a nice closed-form formula for the defect5
vector, we can provide generating functions for it, using the pn = pn(r) and6
qn = qn(r) obtained just above. Define7
P (x) =
∞∑
n=0
pn(r)xn and Q(x) =
∞∑
n=0
qn(r)xn.
Multiplying both sides of pn+1 = pn + qn by xn+1 and summing from n = 0 to8
∞,9
P (x) = xP (x) + xQ(x), (13.32)
where we have used the fact that p0 = 0. Meanwhile, multiplying both sides of10
qn+1 = qn + rn+1pn+1 by xn+1 and summing from n = 0 to ∞,11
Q(x)− 1 = xQ(x) + P (rx). (13.33)
Write (13.32) in the form (1−x)P (x) = xQ(x) and substituting in (1−x)Q(x) =12
1 + P (rx) from (13.33), to get 1 + P (rx) = (1− x)Q(x) = (1−x)2x P (x) or13
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P (x) = x(1−x)2 +
x
(1−x)2P (rx) =
x
(1−x)2 +
x(rx)
(1−x)2(1−rx)2 +
x(rx)
(1−x)2(1−rx)2P (r
2x)
· · · =
∞∑
n=0
n∏
k=0
rkx
(1− rkx)2 =
∞∑
n=0
rn(n+1)/2xn∏n
k=0(1− rkx)2
.
Note that r ∈ (0, 1), so P (rkx) k→∞−−−−−→ P (0) = 0, again since p0 = 0. Now 1
(13.32) gives Q(x) = 1−xx P (x), whence 2
Q(x) =
∞∑
n=0
rn(n+1)/2xn−1∏n
k=1(1− rkx)2
.
Example 13.42 (Defect on the integers). We consider (Z, c) as in Defini- 3
tion 13.33: 4
. . . c
3
−2 c
2
−1 c 0 c 1 c
2
2
c3
3
c4 . . .
Proceeding as in Example 13.39, one uses ∆u(0) = −u(0) to compute 5
2c(u(0)− u(1)) = −u(0) =⇒ u(1) = (1 + 12c)u(0),
and obtain the initial values p1 = 12 and q1 = 1 +
r
2 . Therefore, for Z we instead 6
use the polynomials defined by 7
[
pn
qn
]
=
[
1 1
rn 1 + rn
]
· · ·
[
1 1
r2 1 + r2
][
1 1
r 2 + r
][
0
1
2
]
The other computations are essentially identical to those for (Z+, cn). 8
13.5 Remarks and references 9
The infinite lattices offer a second attractive family of examples; and they are 10
especially relevant for lattice-spin models in physics, as discussed in Chapter 14. 11
The book [Soa94] by Soardi is a nice introduction to the subject, and a classical 12
introductory reference is [Spi76]. Of the results in the literature of relevance 13
to the present chapter, the references [GvN51, GS06, SZ09, Mar99, CL07, Lig99, 14
Lig95,Lig93] are especially relevant. 15
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The geometric integers of Example 13.39 came about from our desire to1
apply von Neumanns theory of unbounded operators and their deficiency indices2
[vN32a,vN32b,vN32c,DS88] to the metric geometry of infinite weighted graphs3
(G, c). Starting with (G, c) there are two natural Hilbert spaces `2(G0) (where4
G0 is the vertex-set) and the energy Hilbert space HE . An intriguing aspect5
of §13.4 is that the boundary features of (G, c) deriving from deficiency indices6
cannot be accounted for with the use of the more naive of the two Hilbert spaces7
`2(G0); HE is forced upon us.8
The geometric integers discussed in Example 13.39 is called a weighted linear9
graph in [AF09] and is studied in conjunction with birth and death processes;10
see the references cited therein.11
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Chapter 141
Application to magnetism and2
long-range order3
“Physics is becoming too difficult for the physicists.” — D. Hilbert
4
“For a physicist mathematics is not just a tool by means of which phenomena can
be calculated, it is the main source of concepts and principles by means of which
new theories can be created.” — F. Dyson
5
The integer lattice examples studied in §13 may be applied to the theory6
of ferromagnetism. In §14.1, we construct a Hilbert space L2(Ω,P) with a7
probability measure, following techniques of Kolmogorov. Since L2(Ω,P) ∼=8
HE , this provides a concrete realization of HE as a probability space and a9
commutative analogue/precursor of the Heisenberg spin model developed in10
§14.3. In §14.2 we carry out the GNS construction [Arv76a] to obtain a Hilbert11
space Hϕ. Again, this will be useful for §14.3, where we recall Powers’ approach12
(using a β-KMS state ϕ) and show how our results may be used to obtain certain13
refinements of Powers’ results.14
In [Pow76a], Powers made the first connection between the two seemingly15
unrelated ideas: resistance distances in electrical networks, and a problem from16
statistical mechanics. Even in the physics literature, one often distinguishes17
between quantum statistical model as emphasizing (a) physics, or (b) rigorous18
mathematics. The literature for (a) is much larger than it is for (b); in fact,19
the most basic questions (phase transition and long-range order) are notoriously20
difficult for (b). Powers was concerned with long-range order in ferromagnetic21
models from quantum statistical mechanics, especially Heisenberg models. The22
notion of long-range order in these models depends on a chosen Hamiltonian23
H, and a C∗-algebra A of local observables for such models. These objects and24
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ideas are discussed in more detail in §14.3 and §14.3. The reader may also find 1
some information on β-KMS states in §14.4. 2
While we shall refer to the literature, e.g. [BR79,Rue69] for formal definitions 3
of the key terms from the C∗-algebra formalism of quantum spin models, physics, 4
KMS states and the like, we present a minimal amount of background and 5
terminology from the mathematical physics literature so our presentation is 6
agreeable to a mathematical audience. A brief discussion of KMS states is 7
given in §14.4 and the reader may wish to peruse the general GNS construction 8
is outlined in §14.2 before reading §14.2. 9
Here we turn to a non-commutative version of the infinite Cartesian prod- 10
ucts that went into the probabilistic constructs used in sections 7 and 11 above. 11
This is dictated directly from quantum physics: Think of an algebra of observ- 12
ables placed on each vertex point in an infinite graph, each algebra non-abelian 13
because of quantum mechanics. The infinite graphs here may represent sites 14
from a solid state model, or a spin-model for magnetization. To achieve our 15
purpose, we will use infinite tensor products of C∗-algebras, one for each point 16
x ∈ G0. This is dictated by our application to quantum statistical mechan- 17
ics. In quantum physics, the entity that corresponds to probability measures in 18
classical problems are however “states” on the algebra of all the quantum me- 19
chanical observables, a C∗-algebra, but the C∗-algebra for the entire system will 20
be an infinite tensor product C∗-algebra. To gain intuition, the reader may wish 21
to think of states as non-commutative measures, and hence non-commutative 22
probability theory (see e.g., [BR97].) 23
14.1 Kolmogorov construction of L2(Ω,P) 24
As a prelude to the quantum-mechanical model, we first give a probabilistic 25
model, that is a model for classical particles, which serves to illustrate the main 26
themes. In particular, long-range order appears in this setting as an estimate 27
on correlations (in the sense of probability). 28
We consider a Brownian motion on (G, c) as a system of Gaussian random 29
variables, again indexed by G0. For these (commutating) random variables, we 30
will show the correlations are given by the resistance distance R(x, y). This 31
result is extended to the noncommutative setting via the GNS construction in 32
§14.2. 33
In HE , we don’t really have an algebra of functions, so first we make one. 34
Since E(vx, vy) := 〈vx, vy〉E is a positive definite form G0 × G0 → C, we can 35
follow Kolmogorov’s construction of a measure on the space of functions on G0. 36
Denoting the Riemann sphere by S2 = C ∪ {∞}, this produces a probability 37
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measure P on1
Ω =
∏
x∈G0
S2, (14.1)
the space of all functions on G0. Also, we define2
v˜x : Ω→ C by v˜x(f) := f(x)− f(o). (14.2)
Since HE is a Hilbert space, HE is its own dual, and we can think of vx as an3
element of HE or the function on HE defined by 〈vx, ·〉E . In the latter sense, v˜x4
is an extension of vx to Ω; observe that for u ∈ HE ,5
v˜x(u) = 〈vx, u〉E = u(x)− u(o). (14.3)
Thus we have a Hilbert space L2(Ω,P) which contains as a dense subalgebra6
the algebra generated by {v˜x}.7
Another consequence of the Kolmogorov construction is that8
E(v˜x v˜y) =
∫
v˜x v˜y dP = 〈vx, vy〉E . (14.4)
Lemma 14.1. L2(Ω,P) is unitarily equivalent to HE .9
Proof. The mapping v˜x 7→ vx extends by linearity to an isometric isomorphism:10
E
∣∣∣∣∣ ∑
x∈G0
cxv˜x
∣∣∣∣∣
2
 = ∥∥∥∥∥∑
x∈G0
cxvx
∥∥∥∥∥
2
E
⇐⇒
∑
x,y∈G0
c¯xE(v˜x vy)cy =
∑
x,y∈G0
c¯x〈vx, vy〉Ecy,
which is true by (14.4).11
Observe that one recognizes ψ ∈ L2(Ω,P) as corresponding to a finite linear12
combination
∑
cxvx if and only if there is a finite subset F ⊆ G0 and a function13
u : F → C with sptu = F such that ψ(ω) = u(ω). By Riesz’s Lemma,14
integration with respect to P is given by a positive linear functional ϕP, i.e.,15
the expectation is16
E(f) =
∫
f dP = ϕP(f).
Since P is a probability measure, we even have ϕP(1) = 1. Consequently, ϕP17
corresponds to a state in the noncommutative version (cf. Definition 14.3); see18
Remark 14.7 and the table of Figure 14.1.19
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Example 14.2 (Application of Lemma 14.1 to the integer lattice network 1
(Zd,1)). Observe that Bochner’s Theorem (Theorem 6.4) gives 2
Eξ(eix·ξeiy·ξ) =
∫
Rd
ei(y−x)ξ dP(ξ) = 〈vx, vy〉E .
Thus, we are obliged to set v˜x(ξ) := eix·ξ for ξ ∈ Rd, whence the mapping 3
eix·ξ 7→ vx(ξ) extends by Lemma 14.1 and L2(Rd,P) ∼= HE . A particularly 4
striking feature of this example is that one sees that translation-invariance of 5
the underlying network causes the a priori infinite-dimensional lion Ω to devolve 6
into the finite-dimensional lamb Rd. The duals of abelian groups are much 7
tamer! 8
14.2 The GNS construction 9
The GNS construction takes a C∗-algebra A and a state ϕ : A → C (see Def- 10
inition 14.3 just below), and builds Hilbert space Hϕ and a representation 11
pi : A → B(Hϕ). The main point is that even though a C∗-algebra can be 12
defined axiomatically and without reference to any Hilbert space, one can al- 13
ways think of a C∗-algebra as an algebra of operators on some Hilbert space. 14
The GNS construction stands for Gel’fand, Naimark, and Segal, and the litera- 15
ture on this construction is extensive; we include a sketch of the proof, but point 16
the reader to [Arv76a, §1.6] (for newcomers) and [BR79, §2.3.2] (for details). 17
Following the overview of the general GNS construction, we explain how 18
the GNS construction provides a noncommutative analogue of the Kolmogorov 19
model discussed in the previous section. The Heisenberg model is built within 20
the representation of a certain C∗-algebra, and we will need this framework to 21
describe Powers’ results concerning magnetism. We also provide some of the 22
background material relevant to the applications to the theory of magnetism 23
and long-range order discussed in §14; see also the excellent references [Arv76b, 24
Arv76a,Arv76c,BR79]. 25
Definition 14.3. A state on a C∗-algebra A is a linear functional ϕ : A → C 26
which satisfies ϕ(A∗A) ≥ 0 and ϕ(1) = 1. 27
Theorem 14.4 (GNS construction). Given a C∗-algebra A, a unit vector 1 ∈ A 28
and a state ϕ, there exists 29
1. a Hilbert space: Hϕ, 〈·, ·〉ϕ, 30
2. a representation pi : A→ B(Hϕ) given by A 7→ pi(A)(·), and 31
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3. a cyclic vector (the ground state1): ζ = ζϕ ∈ Hϕ, ‖ζ‖ϕ = 1,1
for which ϕ(A) = 〈ζ, pi(A)ζ〉ϕ, ∀A ∈ A.2
Sketch of proof. For (1), define 〈A,B〉ϕ := ϕ(A∗B).2 Define the kernel of ϕ in
the nonstandard fashion
ker(ϕ) := {A ∈ A ... ϕ(A∗A) = 0}.
Intuitively, think ϕ(A∗A)↔ ∫ |f |2. Then one has a Hilbert space by taking the
completion
Hϕ = (A/ ker(ϕ))∼ .
For (2), show that the multiplication operator pi(A) : B 7→ AB is a bounded3
linear operator on A. This follows from the computation4
‖pi(A)B‖ϕ ≤ ‖A‖C∗‖B‖ϕ ⇐⇒ ‖pi(A)B‖2ϕ ≤ ‖A‖2C∗‖B‖2ϕ
⇐⇒ ϕ((AB)∗AB) ≤ ‖A‖2C∗ϕ(B∗B),
which is true because ϕB(A) :=
ϕ(B∗AB)
ϕ(B∗B) is a state, ‖A∗A‖ = ‖A‖2, and5
|ϕB(A)| ≤ ‖A‖ for every A ∈ A.6
For (3), start with 1 ∈ A. Then ζ = ζϕ is the image of 1 under the embedding7
A
projection // A
ker(ϕ)
completion // Hϕ =
(
A
ker(ϕ)
)∼
During this composition, 1 is transformed as follows: 1 7→ 1 + ker(ϕ) 7→ ζϕ.8
Finally, to verify the condition relating (1),(2),(3), use [·]ϕ to denote an equiv-9
alence class in the quotient space and then 〈ζϕ, pi(A)ζϕ〉ϕ = 〈[1]ϕ, A · [1]〉ϕ =10
ϕ(1A1) = ϕ(A).11
Remark 14.5. When A is a commutative algebra of functions, it turns out that12
pi(f)(·) is multiplication by f , in which case the notation is a bit heavy handed:13
pi(f)1P = f · 1 = f, 1P ∈ L2(Ω,P).
For the noncommutative case, things are different and the full notation is really14
necessary. (Note that 1P really does depend on P, in the same way that the unit15
in L2(X, δo) is different from the unit of L2(X, dx)).16
Remark 14.6. In general, the resulting representation pi : A → B(Hϕ) is a17
contractive injective homomorphism, so that ‖pi(A)‖ ≤ ‖A‖. However, when A18
is simple (as is the case in our setting), then pi is actually an isometry.19
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probabilistic/classical quantum
space Ω =
∏
x∈G0 S C∗-algebra A =
⊗
x∈G0 Ax
Gaussian measure P state ϕ (or KMS state ω)
probability space L2(Ω,P) Hilbert space Hϕ = GNS(A, ϕ)
function v˜ ∈ L2(Ω,P) observable σ : G0 → A, σx ∈ Ax
constant function 1 ground state ζ
embedding W : HE → L2(Ω,P) representation piϕ : A→ B(Hϕ)
v 7→ v˜(1) A 7→ piϕ(A)ζ
expectation E(v) =
∫
v dP measurement ϕ(σ) = 〈ζ, piϕ(σ)ζ〉ϕ
covariance E(¯˜vxv˜y) =
∫ ¯˜vxv˜ydP correlation ϕ(σ∗x · σy) = 〈σx, σy〉ϕ
Figure 14.1: A “dictionary” between the classical and quantum aspects of this problem.
In this table, S is the Riemann sphere (the one-point compactification of C) and H is the
Hamiltonian discussed by Powers. The notation σx · σy is explained in (14.7). This table is
elaborated upon in Remark 14.7.
Remark 14.7. (Kolmogorov construction vs. GNS construction) In Figure 14.1 1
we present a table which gives an idea of how analogous ideas match up in 2
the commutative and noncommutative models on the same resistance network 3
(G, c). The titles of the two columns in the table refer to nature of the cor- 4
responding random variables. In both columns, the variables are indexed by 5
vertices. 6
In the left column, Ω is simply a (commutative) family of measurable func- 7
tions; the collection of all measurable functions on G0. One can think of this as 8
the tensor product of 1-dimensional algebras C. On the right, the variables are 9
quantum observables, so noncommuting self-adjoint elements in a C∗-algebra. 10
For infinite resistance networks, the C∗-algebra A = A(G) in question is built as 11
an infinite tensor product of finite-dimensional C∗-algebras Ax, x ∈ G0. More 12
specifically, A is the inductive limit C∗-algebra of algebras A(F ) where F ranges 13
over all finite subsets in G0, and where each A(F ) =
⊗
x∈F Ax is a finite tensor 14
product. 15
A general element A ∈ A does not have a direct analogue in the left-hand 16
column, as the structure is much richer in the noncommutative case. The ob- 17
servable σ is a particularly simple type of element of A; it is one which can be 18
represented as a single element of
∏
x∈G0 Ax. A general A ∈ A can only be 19
represented as a sum of such things; cf. [BR79]. 20
One can think of Ω as L∞(Ω,P), as the latter is generated by the coordinate
1ζ is called the ground state because when ϕ is a KMS state built from the Hamiltonian
H, one has Hζ = 0, i.e., the energy of ζ is 0
2This is why physicists make the inner product linear in the second variable.
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functions. Let Xx be the random variable
Xx : Ω→ C by Xx(ω) = ω(x).
(Recall that ω is any measurable function on G0.) Then Xx corresponds to1
v˜x = 〈vx, ·〉E , as can be seen by considering the reproducing kernel property2
(14.3), when representatives of HE are chosen so that v(o) = 0. In this sense,3
L∞(Ω) is the commutative version of A. Recall from Stone’s Theorem that4
every abelian von Neumann algebras is L∞(X) for some measurable space X.5
In a similar vein, The Gel’fan-Naimark Theorem states that every abelian C∗-6
algebra is C(X) for some compact Hausdorff space X. Thus, C(Ω) is a dense7
subalgebra of L2(Ω,P) in the same way that A is a dense subalgebra of Hϕ.8
One key point is that a state is the noncommutative version of a probability9
measure, in the C∗-algebraic framework of quantum statistical mechanics. In the10
abelian case, the Gaussian measure P is unique, while in the quantum statistical11
case, the states ϕ typically are not unique. In fact, when requiring ϕ to be a KMS12
state as in the next section, then a “phase transition” is precisely the situation13
of multiple β-KMS states corresponding to the same value of β. KMS states are14
equilibrium states, so a phase transition is when more than one equilibrium state15
(e.g., liquid and vapour) are simultaneously present; see §14.4. The physicist16
will recognize the table entry ϕ(A) = 〈ζ, piϕ(A)ζ〉ϕ as the transition probability17
from the ground state to the excited state A.18
In the Heisenberg model of ferromagnetism, the graph is (Zd,1), and the19
support of the associated Gaussian measure P is Rd. Thus, the associated20
probability space is (Rd,P) and the Hilbert space is L2(Rd,P). As a result, the21
random variables are L2-functions on Rd, obtained by extension from Zd. See22
Example 14.2.23
The use of β-KMS states is actually a crucial hypothesis in Powers’ Theorem24
(Theorem 14.8), although this detail is obscured in the present exposition. The25
technical definition of a KMS state is not critical for the main exposition of26
Powers’ problem, but his results (and ours) would be unobtainable without this27
assumption. (The reasons for this are somewhat involved, but hinge upon the28
stability of KMS states as equilibria.) Consequently, we include a discussion in29
§14.4 outlining some key features of these states.30
Powers did not consider the details of the spectral representation in GNS31
representation for the KMS states. More precisely, Powers did not consider the32
explicit function representation (with multiplicity) of the resistance metric and33
the graph Laplacian ∆ as it acts on the energy Hilbert space HE . The prior34
literature regarding ∆ has focused on `2, as opposed to the drastically different35
story for HE .36
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14.3 Magnetism and long-range order in resis- 1
tance networks 2
Following [Pow75], we apply Theorem 14.4 to a β-KMS state ω and the C∗- 3
algebra A =
⊗
x∈G0 Ax described in Remark 14.7. The inverse temperature β 4
will be fixed throughout the discussion. 5
It is known that the translation-invariant ferromagnetic models do not have 6
long-range order in Zd when d = 1, 2. Powers suggested that it happens for 7
d = 3. Below we supply detailed estimates which bear out Powers’ expectations. 8
We can now make more precise the allusion which begins this section: Powers 9
was the first to make a connection between 10
(i) the resistance metric R(x, y), and 11
(ii) estimates of ω-correlations between observables localized at distant vertices 12
x, y ∈ G0. 13
Precise estimates for (ii) are called “long-range order”; the Gestalt effect of 14
this phenomenon is magnetism. 15
The Hamiltonian H appearing in Definition 14.13 as part of the definition of 16
a β-KMS state is a formal infinite sum over the edges G1 of the network, where 17
the terms in the sum are weighted with the conductance function µ. (An explicit 18
formula appears just below in (14.6).) The Hamiltonian H then induces a one- 19
parameter unitary group of automorphisms {αt}t∈R (as in Definition 14.12) 20
describing the dynamics in the infinite system; and a KMS state ω refers to 21
this automorphism group. As mentioned above, the KMS states ω are indexed 22
by the inverse temperature β. The intrepid reader is referred to the books 23
[BR79,BR97,Rue69,Rue04] for details. 24
In this section, we discuss an application to the spin model of the isotropic 25
Heisenberg ferromagnet. Let G = Z3 and Ω ≡ 1. We consider each vertex x (or 26
“lattice site”) to be a particle whose spin is given by an observable σx which lies 27
in the finite-dimensional C∗-algebra Ax. The C∗-algebra A =
⊗
x Ax describes 28
the entire system. For the case when the particles are of spin 12 , an element 29
σx ∈ A is expressed in terms of the three Pauli matrices: 30
σx1 =
[
0 1
1 0
]
, σx2 =
[
0 −i
i 0
]
, σx3 =
[
1 0
0 −1
]
, (14.5)
for any x ∈ G0. Interaction in this isotropic Heisenberg model is given in terms 31
of the Hamiltonian 32
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H = 12
∑
x,y∈G0
cxy(1− σx · σy), (14.6)
where
σx · σy = σx1 ⊗ σy1 + σx2 ⊗ σy2 + σx3 ⊗ σy3 . (14.7)
More precisely, ω(I−σx ·σy) gives the amount of energy that would be required1
to interchange the spins of the particle at x and the particle at y when measured2
in state ω, and3
ω(H) = 12
∑
x,y∈G0
cxyω(1− σx · σy)
is the weighted sum of all such interactions. The Hamiltonian H may be trans-4
lated by time t into the future by A 7→ αt(A) := eitHAe−itH ∈ Aut(A).5
Motivated by (14.11), Powers conjectures the following estimate for β-KMS6
states in [Pow76a]: there exists a constant K (independent of G) for which7
ω(1− σx · σy) ≤ Kβ−1R(x, y).
The following result appears in [Pow76b].8
Theorem 14.8 (Powers). Let ω be a β-KMS state and let H be the Hamiltonian9
of (14.6). Then10
ω(1− σx · σy) ≤ ω(H)R(x, y), (14.8)
After obtaining a bound for ω(H), the author notes that in Z3, the “resis-11
tance between o and infinity is finite” and uses this to show that ω(1−σx ·σy) =12
1 − ω(σx · σy) is bounded. The interpretation is that correlation between the13
spin states of x and y remains positive, even when x is arbitrarily far from y,14
and this is “long-range order” manifesting as magnetism. We offer the following15
improvement.16
Lemma 14.9. If ω is a β-KMS state, then17
1− liminf
y→∞ ω(σxσy) ≤
(
1
(2pi)3
∫
Td
dt
2
∑3
k=1 sin
2( tk2 )
)
ω(H). (14.9)
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Proof. The identity limy→∞R(x, y) = (2pi)−3
∫
Td(2
∑3
k=1 sin
2( tk2 ))
−1 dt is shown 1
in Theorem 13.9; a computer gives the numerical approximation 2
lim
y→∞R(x, y) ≈ 0.505462
for this integral. While the limit may not exist on the left-hand side of (14.8), 3
we can certainly take the limsup, whence the result follows. 4
Remark 14.10 (Long-range order). In the model of ferromagnetism described 5
above, consider the collection of spin observables {σx} located at vertices x ∈ 6
G0 as a system of non-commutative random variables. One interpretation of 7
the previous results is that in KMS-states, the correlations between pairs of 8
vertices x, y ∈ G0 are asymptotically equal to the resistance distance R(x, y). 9
As mentioned just above, the idea is that correlation between the spin states of 10
x and y remains positive, even when x is arbitrarily far from y. 11
One interpretation of this result is that magnetism can only exist in dimen- 12
sions 3 and above, or else R(x, y) is unbounded and the estimate (14.9) fails. A 13
different interpretation of the existence of magnetism is the existence of multiple 14
β-KMS states for a fixed temperature T = 1/kβ. This more classical view is 15
quite different. 16
Remark 14.11. We leave it to the reader to ponder the enticing parallel: 17
|u(x)− u(y)|2 ≤ 12R(x, y)
∑
x,y
cxy(u(x)− u(y))2, ∀u ∈ HE (Cor. 4.15)
|ϕ(1− σx · σy)| ≤ 12R(x, y)
∑
x,y
cxy(ϕ(1− σx · σy)), ∀ϕ ∈ {KMS states}
14.4 KMS states 18
While the rigorous definitions provided in this mini-appendix are not absolutely 19
essential for understanding the Heisenberg model of ferromagnetism, they may 20
help the reader understand what a β-KMS state is, and hence have a better 21
feel for the discussion in the previous section. We suggest the references [BR79, 22
BR97,Rue69,Rue04] for more details. 23
Definition 14.12. Define α : R → Aut(A) by αt(A) = e−itHAeitH , for all 24
t ∈ R and A ∈ A, where H is a Hamiltonian (as in (14.6) below, for example). 25
This unitary group accounts for time evolution of the system, i.e., 26
〈ψ(t), Aψ(t)〉 = 〈ψ(0), αt(A)ψ(0)〉
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shows that measuring the time-evolved observable αt(A) in the (ground) state1
ψ0 = ψ(0) is the same as measuring the observable A in the time-evolved state2
ψ(t).3
Definition 14.13. Let ϕ be a state as in Definition 14.3. We say ϕ is a KMS4
state iff for all A,B ∈ A, there is a function f with:5
1. f is bounded and analytic on {z ∈ C ... 0 < Im z < β} and continuous up6
to the boundary of this region;7
2. f(t) = ϕ(Aαt(B)), for all t ∈ R; and8
3. f(t+ iβ) = ϕ(αt(B)A), for all t ∈ R.9
Note that f depends on A and B. This definition is roughly saying that10
there is an analytic continuation from the graph of ϕ(Aαt(B)) to the graph11
of ϕ(αt(B)A), where both are considered as functions of t ∈ R.12
Definition 14.14. If A is finite-dimensional, then13
ϕ(A) = ϕβ(A) :=
trace(e−βHA)
trace(e−βH)
(14.10)
defines ϕβ uniquely. In this case, ϕ = ϕβ is called a β-KMS state.14
Remark 14.15. Let δ be the infinitesimal generator of the flow α : R→ Aut(A)15
so that αt = etδ. For all β-KMS states ω, Powers established the following a16
priori estimate in [Pow76a]:17
|ω([A,B])|2 ≤ β
2
ω(A∗A+AA∗)ω(−i[B∗, δ(B)]) (14.11)
for all A,B ∈ A and B ∈ dom δ.18
Remark 14.16 (Long-range order vs. phase transitions). It is excruciatingly im-19
portant to notice that when A is infinite-dimensional, formula (14.10) becomes20
meaningless, as was discovered by Bob Powers in his Ph.D. Dissertation [Pow67];21
see also [BR97]. The reason for this is somewhat subtle: KMS states should22
really be formulated in terms the representation of A obtained via GNS con-23
struction (see §14.2). Thus, each occurrence of A in Definition 14.14 should be24
replaced by piϕ(A) if we are being completely honest. However, in the finite-25
dimensional case, one can use the identity representation and recover (14.10) as26
it reads above. Unfortunately, the von Neumann algebras generated by KMS27
states are almost always type III, i.e., the double commutant piϕ(A)′′ typically28
does not have a trace (even though the C∗-algebra A always does). The von29
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Neumann algebra is the weak-∗ closure of the representation (obtained via GNS 1
construction) of the C∗-algebra; this connection is expressed in the notation of 2
§14.2 by the identity 3
ϕ(Aαt(B)) = 〈piϕ(A∗)ζϕ, piϕ(αt(B))ζϕ〉Hϕ
= 〈piϕ(A∗)ζϕ, e−itHϕpiϕ(B)eitHϕζϕ〉Hϕ ,
where now Hϕ in the exponent is an unbounded self-adjoint operator in the 4
Hilbert space of the GNS representation derived from the state ϕ as in §14.2. 5
As a consequence of the lack of trace described just above, there is no unique- 6
ness for ϕβ in general, and this has an important physical interpretation in terms 7
of phase transitions. The parameter β is inverse temperature: β = 1/kT where 8
k is Boltzmann’s constant and T is temperature in degrees Kelvin. Whenever β 9
is a number for which the set of β-KMS states contains more than one element, 10
one says that β corresponds to a phase transition; i.e., T = 1/kβ is a temper- 11
ature at which more than one equilibrium state can exist. Conversely, “when 12
the system is heated, all is vapor,” and we expect that the equilibrium state ϕ 13
is then unique for β = 1/kT ≈ 0. The lowest T for which multiplicity exceeds 1 14
is called the critical temperature; it is found experimentally but rigorous results 15
are hard to come by. Indeed, the phase-transition problem in rigorous models 16
is notoriously extremely difficult. Instead the related long-range order problem 17
(as described just below) is thought to be more amenable to computations. 18
To get a feel for why KMS states must exist, consider the following con- 19
struction. Suppose we begin with a finite set F ⊆ G0 and the corresponding 20
truncated Hamiltonian 21
HF := 12
∑
x,y∈F
cxyϕ(1− σx · σy) ∈ A(F ).
Observe that A(F ) is finite-dimensional; for spin observables with spin s, for 22
example, dim(Ax) = 2s+ 1 for each x. Here, Ax is a subalgebra of the matrices 23
M2s+1(C). Consequently, 24
ϕFβ (A) :=
trace(e−βHFA)
trace(e−βHF )
is a well-defined and unique β-KMS state. If we now let F → G0, then ϕβ 25
is a β-KMS state also. However, ϕβ exists as a weak-∗ limit and hence is not 26
unique! 27
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14.5 Remarks and references1
The material in this chapter is based primarily on papers by Powers. Our2
presentation draws on the resistance estimates derived in the previous chapter3
for lattice models. The best introduction to this chapter is the paper [Pow76b],4
and the books [Rue69] and [BR97]. Of the results in the literature of relevance5
to the present chapter, the references [CM07,Con07,Han96,Lig99,Lig95,Lig93]6
are especially relevant. See also Powers [Pow76a,Pow75].7
Of the work on infinite spin systems, we are influenced by profound work of8
Thomas Liggett (infinite spin-models [Lig93, Lig95, Lig99]), and by Robert T.9
Powers: his use of resistance distance in the estimation of long-range order in10
quantum statistical models [Pow75,Pow76a,Pow76b,Pow78,Pow79]. The work11
of Liggett is the classical case and it is more directly connected with estimation of12
metric distances for statistical models. In contrast, Powers deals with quantum13
statistical lattice spin-models, and in this case the role of the weighted graphs14
and their resistance metrics is more subtle, see e.g., Theorem 14.8 above.15
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Chapter 151
Future directions2
“The bottom line for mathematicians is that the architecture has to be right. In all
the mathematics that I did, the essential point was to find the right architecture.
It’s like building a bridge. Once the main lines of the structure are right, then the
details miraculously fit. The problem is the overall design.” — -F. Dyson
3
“An expert is a man who has made all the mistakes, which can be made, in a very
narrow field.” — N. Bohr4
Remark 15.1. We have done some groundwork in §6 for the formal construction5
of the boundary of an infinite resistance network, however there is much more6
to be done. The development of this boundary theory is currently underway in7
[JP09a], where we make explicit the connections between our boundary, Martin8
boundary, and the theory of graph ends. As in this book, the notions of dipoles,9
monopoles, and harmonic functions play key roles.10
Remark 15.2. In [JP10b], we attempt to apply some results of the present11
investigation to the theory of fractal analysis.1 For now, we just show that12
the resistance distance as defined by (4.1) extends to the context of analysis on13
PCF self-similar fractals. The reader is referred to the definitive text [Kig01]14
and the excellent tutorial [Str06] for motivation and definitions.15
Suppose that F is a post-critically finite (PCF) self-similar set with an ap-16
proximating sequence of graphs G1, Gm, . . . Gm, . . . with G =
⋃
mG
0
m and F is17
the closure of G in resistance metric (which is equivalent to closure in Euclidean18
metric; see [Str06, (1.6.10)]). The definition of PCF can be found in [Kig01,19
Def. 1.3.4 and Def. 1.3.13]. In the following proof, the subscript m indicates20
that the relevant quantity is computed on the corresponding resistance network21
(Gm, Rm). For example, Pm(x, y) is the set of dipoles on Gm (cf. Definition 2.6)22
1Finally! If you remember from the introduction, this was our initial aim!
241
242 Chapter 15. Future directions
and Em(u) is the appropriately renormalized energy of a function u : G0m → R 1
(cf. [Str06, (1.3.20)]). 2
Theorem 15.3. For x, y ∈ F , the resistance distance is given by 3
min{v(x)− v(y) ... v ∈ dom E ,∆v = δx − δy}. (15.1)
Proof. By the definition of F , it suffices to consider the case when x, y are 4
junction points, that is, x, y ∈ Gm for some m. Then the proof follows for 5
general x, y ∈ F by taking limits. 6
For x, y ∈ Gm, let v = vm denote the element of Pm(x, y) of minimal energy; 7
the existence and uniqueness of vm is justified by the results of §2.2. From 8
Theorem 4.2 we have Rm(x, y) = E(vm). Next, apply the harmonic extension 9
algorithm to vm to obtain vm+1 on Gm+1. By [Str06, Lem. 1.3.1], 10
vm(x)− vm(y) = Rm(x, y) = E(vm) = E(vm+1) = · · · = E(v˜),
where v˜ is the harmonic extension of v to all of G. It is clear by construction 11
and the cited results that v˜ minimizes (15.1). Note that we do not need to 12
worry about the possible appearance of nontrivial harmonic functions, as v˜ is 13
constructed as a limit of functions with finite support. 14
This theorem offers a practical improvement over the formulation of resis- 15
tance metric as found in the literature on fractals in a couple of respects: 16
1. (15.1) provides a formula (or at least, an equation to solve) for the explicit 17
function which gives the minimum in [Str06, (1.6.1) or (1.6.2)]. 18
2. One can compute v = vm on Gm by basic methods, i.e., Kirchhoff’s law 19
and the cycle condition. To findR(x, y), one need only evaluate v(x)−v(y), 20
and this may be done without even fully computing v on all of Gm. 21
Remark 15.4. The authors have uncovered a form of spectral reciprocity re- 22
lating the Laplacian to the matrix [〈vx, vy〉E ]. This topic is currently under 23
investigation in [JP09g]. 24
Remark 15.5. The metric graphs and their analysis presented in this volume 25
are ubiquitous, and we can not do justice to the vast literature. However, 26
the application to quantum communication appears especially intriguing, and 27
we refer to the following papers for detail: [vdNB08, DB07, Fab06, GTHB05, 28
HCDB07]. 29
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“. . . the computational power of an important class of quantum1
states called graph states, representing resources for measurement-2
based quantum computation, is reflected in the expressive power of3
(classical) formal logic languages defined on the underlying mathe-4
matical graphs.” from [vdNB08].5
Quantum graphs (also called cable systems in [Kig03] and graph refinements6
in [Tel06a]) are essentially a refinement of resistance networks where the edges7
are replaced by intervals and functions are allowed to vary continuously for8
different values of x in a single edge.9
Remark 15.6. As noted in Remark 9.32, the rank of P⊥d is an invariant related10
to the space of cycles in G. However, this object is rather a blunt tool, and it11
would interesting to see if one can obtain a more refined analysis by applying12
extensions of the techniques Terras and Stark, as in [GIL06c], for example.13
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Appendix A1
Some functional analysis2
Since this presentation addresses disparate audiences, we found it helpful to3
organize tools from functional analysis and the theory of unbounded operators4
in appendix sections. The reader may find the references [Rud91, KR97, DS88]5
to be helpful.6
The magic of Hilbert space resides in the following innocent-looking axioms:7
1. A complex vector space H.8
2. A complex-valued function on H×H, denoted by 〈·, ·〉 and satisfying9
(a) For every v ∈ H, 〈v, ·〉 : H → C is linear.10
(b) For every v1, v2 ∈ H, 〈v1, v2〉 = 〈v2, v1〉.11
(c) For every v ∈ H, 〈v, v〉 ≥ 0, with equality if and only if v = 0.12
3. Under the norm defined by ‖v‖H := 〈v, v〉1/2, H is complete.13
Example A.1 (Square-summable sequences). For a C-valued function v on the
integers, let ‖v‖2 :=
(∑
n∈Z |v(n)|2
)1/2. Then
`2(Z) := {v : Z→ C ... ‖v‖2 <∞}
is a Hilbert space.14
Example A.2 (Classical L2-spaces). For a measurable C-valued function v on
a measure space (X,µ), let ‖v‖2 :=
(∫
X
|v(x)|2 dµ(x))1/2. Then
L2(µ) := {v : X → C ... ‖v‖2 <∞}
is a Hilbert space.15
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A.1 von Neumann’s embedding theorem 1
Theorem A.3 (von Neumann). Suppose (X, d) is a metric space. There exists 2
a Hilbert space H and an embedding w : (X, d) → H sending x 7→ wx and 3
satisfying 4
d(x, y) = ‖wx − wy‖H (A.1)
if and only if d2 is negative semidefinite. 5
Definition A.4. A function d : X ×X → R is negative semidefinite iff for any 6
f : X → R satisfying ∑x∈X f(x) = 0, one has 7∑
x,y∈F
f(x)d2(x, y)f(y) ≤ 0, (A.2)
where F is any finite subset of X. 8
von Neumann’s theorem is constructive, and provides a method for obtain- 9
ing the embedding, which we briefly describe, continuing in the notation of 10
Theorem A.3. 11
Step 1: Schwarz inequality. If d is a negative semidefinite function on X × 12
X, then define a positive semidefinite bilinear form on functions f, g : X → C 13
by 14
Q(f, g) = 〈f, g〉Q := −
∑
x,y
f(x)d2(x, y)g(y). (A.3)
One obtains a quadratic form Q(f) := Q(f, f), and checks that the generalized 15
Schwarz inequality holds Q(f, g)2 ≤ Q(f)Q(g) by elementary methods. 16
Step 2: The kernel of Q. Denote the collection of finitely supported func- 17
tions on X by Fin(X) and define 18
Fin0(X) := {f ∈ Fin(X) ...
∑
xf(x) = 0}. (A.4)
The idea is to complete Fin0(X) with respect to Q, but first one needs to 19
identify functions that Q cannot distinguish. Define 20
kerQ = {f ∈ Fin0(X) ... Q(f) = 0}. (A.5)
It is easy to see that kerQ will be a subspace of Fin0(X). 21
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Step 3: Pass to quotient. Define Q˜ to be the induced quadratic form on the1
quotient space Fin0(X)/ kerQ. One may then verify that Q˜ is strictly positive2
definite on the quotient space. As a consequence, ‖ϕ‖HvN := −Q˜(ϕ) will be a3
bona fide norm.4
Step 4: Complete. When the quotient space is completed with respect to5
Q˜, one obtains a Hilbert space6
HvN :=
(Fin0(X)
kerQ
)∼
, with 〈ϕ,ψ〉HvN = −Q˜(ϕ,ψ). (A.6)
Step 5: Embed (X, d) into HvN . Fix some point o ∈ X to act as the origin;7
it will be mapped to the origin of HvN under the embedding. Then define8
w : (X, d)→ HvN by x 7→ wx := 1√2 (δx − δo).
Now w gives an embedding of (X, d) into the Hilbert space HvN , and9
‖wx − wy‖2vN = 〈wx − wy, wx − wy〉vN (A.7)
= 〈wx, wx〉vN − 〈wx, wy〉vN + 12 〈wy, wy〉vN
= d2(x, o) +
(
d2(x, y)− d2(x, o)− d2(y, o))+ d2(y, o)
= d2(x, y),
which verifes (A.1). The third equality follows by three computations of the10
form11
〈wx, wy〉vN = −
∑
a,b
wx(a)d2(a, b)wy(b)
= −
∑
a,b
d2(a, b) 1√
2
(δx(a)− δo(a))(δy(b)− δo(b))
= · · · = d2(x, y)− d2(x, o)− d2(y, o), (A.8)
noting that d(a, a) = 0, etc.12
von Neumann’s theorem also has a form of uniqueness which may be thought13
of as a universal property.14
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Theorem A.5. If there is another Hilbert space K and an embedding k : H → 1
K, with ‖kx−ky‖K = d(x, y) and {kx}x∈X dense in K, then there exists a unique 2
unitary isomorphism U : H → K. 3
Proof. We show that U : w 7→ k by U(∑ ξxwx) = ∑ ξxkx is the required 4
isometric isomorphism. Let
∑
ξx = 0. It is conceivable that U fails to be 5
well-defined because of linear dependency; we show this is not the case: 6
∥∥∥∥∥∑
x∈X
ξxwx
∥∥∥∥∥
2
=
∑
x,y∈X
ξxQ˜(wx, wy)ξy
=
∑
x,y∈X
ξx
(
d2(x, y)− d2(x, o)− d2(y, o)) ξy by (A.8)
=
∑
x,y∈X
ξxξyd
2(x, y)−
∑
x∈X
ξxd
2(x, o)
 
 
 
∑
y∈X
ξy −
∑
y∈X
ξyd
2(y, o)
 
 
 
∑
x∈X
ξx
= −
∑
x,y∈X
ξxξyd(x, y), (A.9)
since
∑
x ξx = 0 by choice of ξ. However, the same computation may be applied 7
to k with the same result; note that (A.9) does not depend on w. Thus, ‖w‖H = 8
‖k‖K and U is an isometry. Since it is an isometry from a dense set in H to a 9
dense set in K, we have an isomorphism and are finished. 10
The importance of using Fin0(X) in the above construction is that the 11
finitely supported functions Fin(X) are in duality with the bounded functions 12
B(X) via 13
〈f, β〉 :=
∑
x∈X
f(x)β(x) <∞ f ∈ Fin(X), β ∈ B(X). (A.10)
The constant function β1 := 1 is a canonical bounded function. With respect 14
to the pairing in (A.10), its orthogonal complement is 15
β⊥1 = {ϕ ... 〈ϕ, β1〉 = 0} = Fin0(X).
A.2 Remarks and references 16
The material here is collected to help make our presentation self-contained. 17
The reader may find the references [Rud91, KR97, DS88, RS75, Arv02, vN55] to 18
be helpful. The further references [BR79], and [Kat95] may also be useful. 19
Appendix B1
Some operator theory2
“Anyone who attempts to generate random numbers by deterministic means is, of
course, living in a state of sin.” — J. von Neumann3
Definition B.1. If S : H → H is an operator on a Hilbert space H, its adjoint
is the operator satisfying 〈S∗u, v〉 = 〈u, Sv〉 for every v ∈ domS. The restriction
to v ∈ domS becomes significant only when S is unbounded, in which case one
sees that the domain of the adjoint is defined by
domS∗ := {u ∈ H ... |〈u, Sv〉| ≤ k‖v‖,∀v ∈ domS}, (B.1)
where the constant k = ku ∈ C may depend on u.4
An operator S is said to be self-adjoint iff S = S∗ and domS = domS∗. It5
is often the equality of domains that is harder to check.6
B.1 Projections and closed subspaces7
Let H be a complex (or real) Hilbert space, and define8
B(H) := {A : H → H ... A is bounded and linear}
B(H)sa := {A ∈ B(H) ... A = A∗}
Cl(H) := {V ⊆ H ... V is a closed linear space}.
Definition B.2. An operator P on a Hilbert space H is a projection iff it9
satisfies P = P 2 = P ∗. Denote the space of projections by Proj(H).10
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Theorem B.3 (Projection Theorem). There is a bijective correspondence be- 1
tween the set Cl(H) of all closed subspaces V ⊆ H and the set of all projections 2
P acting on H. 3
Specifically, if a subspace V ∈ Cl(H) is given, there is a unique projection 4
P ∈ Proj(H) with range L. Conversely, if a projection P is given, set V := PH. 5
Moreover, the mapping 6
Proj(H)→ Cl(H), by P 7→ V = PH
is a lattice isomorphism. The ordering in Cl(H) is defined by containment; and 7
for a pair of projections P and Q we say that P ≤ Q iff P = PQ. This ordering 8
coincides with the usual order on the self-adjoint elements of the algebra: 9
A ≤ B in B(H) iff 〈v,Av〉 ≤ v,Bv〉, ∀v ∈ H,
and induces an ordering on Proj(H). Since Proj(H) is a lattice, it follows that 10
Cl(H) is a lattice as well. 11
Theorem B.4 ( [KR97, Prop. 2.5.2]). For projections P,Q, the following are 12
equivalent: 13
(i) PH ⊆ QH. 14
(ii) P = PQ. 15
(iii) 〈v, Pv〉 ≤ 〈v,Qv〉, ∀v ∈ H. 16
(iv) ‖Pv‖ ≤ ‖Qv‖, ∀v ∈ H. 17
B.2 Partial isometries 18
Let H and K be two complex (or real) Hilbert spaces, and let L : H → K be a 19
bounded linear operator. 20
Definition B.5. L is a partial isometry if one (all) of the following equivalent 21
conditions is satisfied: 22
(i) L∗L is a projection in H (the initial projection). 23
(ii) LL∗ is a projection in K (the final projection). 24
(iii) LL∗L = L. 25
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(iv) L∗LL∗ = L∗.1
In this case, we say that Pi := L∗L is the initial projection and Pf := LL∗ is2
the final projection. Moreover, Pi is the projection onto ker(L)⊥ and Pf is the3
projection onto the closed subspace ranL.4
Theorem B.6. The four conditions of Definition B.5 are equivalent. Conse-5
quently, the initial and final projections satisfy LPi = L = PfL.6
Proof. Define P := L∗L. Compute that (LP − L)∗(LP − L) = 0 to deduce7
LP = L; the reader can fill in the rest.8
Definition B.7. The operator L is an isometry iff Pi = IH, the identity oper-9
ator on H. The operator L is a coisometry iff Pf = IK, the identity operator on10
K. It is clear that L is an isometry if and only if L∗ is a coisometry.11
B.3 Self-adjointness for unbounded operators12
Throughout this section, we use D to denote a dense subspace of H. Some good13
references for this material are [vN32a,Rud91,DS88].14
Definition B.8. An operator S on H is called Hermitian (or symmetric or
formally self-adjoint) iff
〈u, Sv〉 = 〈Su, v〉, for every u, v ∈ D. (B.2)
In this case, the spectrum of S lies in R.15
Definition B.9. An operator S on H is called self-adjoint iff it is Hermitian16
and domS = domS∗.17
Definition B.10. An operator S on H is called semibounded iff
〈v, Sv〉 ≥ 0, for every v ∈ D. (B.3)
The spectrum of a semibounded operator lies in some halfline [κ,∞) and the18
defect indices of a semibounded operator always agree (see Definition B.17).19
The graph Laplacian ∆ considered in much of this book falls into this class.20
Definition B.11. An operator S on H is called bounded iff there exists k ∈ R
such that
|〈v, Sv〉| ≤ k‖v‖2, for every v ∈ D. (B.4)
The spectrum of a bounded operator lies in a compact subinterval of R. Bounded21
Hermitian operators are automatically self-adjoint. When (G,Ω) satisfies the22
Powers bound (8.14), the transfer operator falls into this class.23
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Definition B.12. For an operator S on the Hilbert space H, the graph of S is 1
G(S) := {[ vAv ] ... v ∈ H} ⊆ H⊕H, (B.5)
with the norm 2
‖[ vSv ]‖2Graph := ‖v‖2H + ‖Sv‖2H (B.6)
and the corresponding inner product. The operator S is closed iff G(S) is closed 3
in H⊕H or closable if the closure of G(S) is the graph of an operator. In this 4
case, the corresponding operator is Sclo, the closure of S. The domain of Sclo 5
is therefore defined 6
domSclo := {u ... lim
n→∞ ‖u− un‖H = limn→∞ ‖v − Sun‖H = 0} (B.7)
for some v ∈ H and Cauchy sequence {un} ⊆ domS. Then one defines Sclou := 7
v. If S is Hermitian, then Sclo will also be Hermitian, but it will not be self- 8
adjoint in general. 9
Remark B.13. It is important to observe that an operator S is closable if and 10
only if S∗ has dense domain. However, this is clearly satisfied when S is Her- 11
mitian with dense domain, since then domS ⊆ domS∗. 12
Definition B.14. Suppose that S is a linear operator onH with a dense domain
domS. Define the graph rotation operator G : H ⊕H → H⊕H by G(u, v) :=
(−v, u). It is easy to show that the graph of S∗ is
G(S∗) = (G(G(S)))⊥. (B.8)
For any semibounded operator S on a Hilbert space, there are unique self-
adjoint extensions Smin (the Friedrichs extension) and Smax (the Krein exten-
sion) such that
S ⊆ Sclo ⊆ Smin ⊆ S˜ ⊆ Smax, (B.9)
where S˜ is any non-negative self-adjoint extension of S. For general unbounded 13
operators, these inclusions may all be strict. In (B.9), A ⊆ B means graph 14
containment, i.e., it means G(A) ⊆ G(B), where G is as in Definition B.12. The 15
case when Smin = Smax is particularly important. 16
Definition B.15. An operator is defined to be essentially self-adjoint iff it has 17
a unique self-adjoint extension. An operator is essentially self-adjoint if and 18
only if it has defect indices 0,0 (see Definition B.17). A self-adjoint operator is 19
trivially essentially self-adjoint. 20
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Theorem B.16. [vN32a,Rud91,DS88] Let S be a Hermitian operator.1
1. S is closable, its closure Sclo is Hermitian, and S∗ = (Sclo)∗.2
2. Every closed Hermitian extension T of S satisfies
S ⊆ T ⊆ T ∗ ⊆ S∗.
3. S is essentially self-adjoint if and only if dom(Sclo) = domS∗.3
4. S is essentially self-adjoint precisely when both its defect indices are 0.4
5. S has self-adjoint extensions iff S has equal defect indices.5
The Hermitian operator S := QPQ of Example B.25 has defect indices 1,1,6
and yet is not even semibounded.7
Definition B.17. Let S be an operator with adjoint S∗. For λ ∈ C, define8
Defλ(S) := ker(λ− S∗) = {v ∈ domS∗ ... S∗v = λv}. (B.10)
Then Defλ(S) is the defect space of S corresponding to λ. Elements of Defλ(S)9
are called defect vectors. The number dim Defλ(S) is constant in the connected10
components of the resolvent set C \ σ(S) and is called the defect index of the11
component containing λ.12
Note that if S is Hermitian, then its resolvent set can have at most two13
connected components. Further, if S is semibounded, then its resolvent set14
can have only one connected component, and we have only one defect index to15
compute: the dimension of Def(S) = Def−1(S). These facts explain the two16
consequences of the following theorem, which can be found in [vN32a, Rud91,17
DS88].18
Theorem B.18 (von Neumann). For a Hermitian operator S on H, one has19
domS∗ = domSclo ⊕ {v ∈ H ... S∗v = iv} ⊕ {v ∈ H ... S∗v = −iv},
where the orthogonality of the direct sum on the right-hand side is with respect20
to the graph inner product (B.6) (not the inner product of H). Consequently, S21
is essentially self-adjoint if and only if22
S∗v = ±iv =⇒ v = 0, v ∈ H. (B.11)
For a semibounded Hermitian operator S on H, one has23
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domS∗ = domSclo ⊕ {v ∈ H ... S∗v = −v},
where again the orthogonality of the direct sum on the right-hand side is with 1
respect to the graph inner product (B.6). Consequently, S is essentially self- 2
adjoint if and only if 3
S∗v = −v =⇒ v = 0, v ∈ H. (B.12)
A solution v of (B.11) or (B.12) is called a defect vector (as in Defini- 4
tion B.17) or an vector at ∞ . The idea of the proof in von Neumann’s theorem 5
is to obtain the essential self-adjointness of a Hermitian operator S by using the 6
following stratagem: an unbounded function applied to a bounded self-adjoint 7
operator is an unbounded self-adjoint operator. In this case, the function is 8
f(x) = λ − x−1. If we can see that (λ − Smin)−1 is bounded and self-adjoint, 9
then 10
f((λ− Smin)−1) = Smin
is an unbounded self-adjoint operator. First, note that 11
[ran(λ¯− S)] = ran(λ¯− Smin) = ker(λ− S∗)⊥ = Defλ(S)⊥.
Note that if λ ∈ res(S) and (λ − Smin)−1 =
∫
R xE(dx) with projection-valued 12
measures E : B(R)→ Proj(H), then 13
Smin =
∫
R
(λ− x−1)E(dx).
This will show Smin is self-adjoint; if Defλ(S) = 0 for “enough” λ, then Smin is 14
self-adjoint and hence S is essentially self-adjoint. 15
Lemma B.19. If S is bounded and Hermitian, then it is essentially self-adjoint. 16
Proof. S is bounded iff it is everywhere defined, by the Hellinger-Toeplitz Theo- 17
rem. Since S∗ is also everywhere defined in this case, it is clear the two operators 18
have the same domain. 19
Lemma B.20. For an operator S which is semibounded but not necessarily 20
closed, 21
Def(S)⊥ = ran(1 + Sclo). (B.13)
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Proof. Recall that Def(S) = Def−1(S). General theory gives1
Def(S)⊥ = (ker 1 + S∗)⊥ = (ran(1 + S))⊥⊥ = (ran(1 + S))clo.
It remains to check that ran(1+Sclo) = (ran(1+S))clo. If S is not semibounded,2
one may have only the containment (⊆): note that u ∈ ran(1+Sclo) iff u = v+Sv3
for v ∈ domSclo. Then v = lim vn for some vn ∈ domS, and the containment4
is clear. For (⊇), let u ∈ ran(1 + S)clo so that u = limun, where un = vnSvn5
for vn ∈ domS, and note that6
‖vn‖2 ≤ ‖vn‖2 + 〈Svn, vn〉+ 〈vn, Svn〉+ ‖Svn‖2 = ‖vn + Svn‖2 = ‖un‖2,
(B.14)
where the inequality uses the fact that S is semibounded. By passing to a7
subsequence if necessary, (B.14) implies ‖vn − vm‖ ≤ ‖un − um‖, whence {un}8
Cauchy implies {vn} is also Cauchy and hence has a limit v. Therefore9
Svn = un − vn n→∞−−−−−→ u− v,
which allows one to define Sclov = u− v and see u ∈ ran(1 + Sclo).10
Example B.21 (The defect of the Laplacian on (0,∞)). Probably the most11
basic example of defect vectors (and how an Hermitian operator can fail to be12
essentially self-adjoint) is provided by the Laplace operator ∆ = − d2dx2 on the13
Hilbert space H = L2(0,∞). Example B.25 gives an even more striking (though14
less simple) example. We take ∆ as having the dense domain15
D = {f ∈ C∞0 (0,∞) ... f (k)(0) = lim
x→∞ f
(k)(x) = 0, k = 0, 1, 2, . . . }.
We always have 〈u,∆u〉 ≥ 0 for u ∈ D. However, ∆∗u = −u is satisfied by16
e−x ∈ H \ D. To see this, take any test function ϕ ∈ D and compute the weak17
derivative via integration by parts (applied twice):18
〈e−x,∆ϕ〉 =
〈
e−x,− d2dx2ϕ
〉
= −(−1)2
〈
d2
dx2 e
−x, ϕ
〉
= −〈e−x, ϕ〉.
Thus the domain of ∆∗ is strictly larger than ∆˜, and so ∆˜ fails to be self-adjoint.19
One might try the approximation argument used to prove essential self-20
adjointness of the Laplacian on `2(c) in Theorem 8.2: let {vn} ⊆ D be a sequence21
with ‖vn − e−x‖c → 0. Since ∆∗ agrees with ∆ when restricted to D,22
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〈vn,∆vn〉c = 〈vn,∆∗vn〉c → 〈e−x,∆∗e−x〉c.
However, there are two mistakes here. First, one does not have convergence 1
unless the original sequence is chosen so as to approximate v in the nonsingular 2
quadratic form 3
〈u, v〉∆∗ := 〈u, v〉+ 〈u,∆∗v〉.
Second, one cannot approximate e−x with respect to this nonsingular quadratic 4
form by elements of D. In fact, e−x is orthogonal to D in this sense: 5
〈ϕ, e−x〉∆∗ = 〈ϕ, e−x〉c + 〈ϕ,∆e−x〉c = 〈ϕ, e−x〉c − 〈ϕ, e−x〉c = 0.
Alternatively, observe that von Neumann’s theorem (Theorem B.18), a gen- 6
eral element in the domain of ∆∗ is v+ϕ∞, where v ∈ dom ∆ and ϕ∞ is in the 7
defect space. 8
Suppose we have an exhaustion {Hk} with Hk ⊆ Hk+1 ⊆ D and H =
∨Hk 9
(this notation indicates closed linear span of the union). 10
Hn,m = [xke−(x+1/x) ... − n ≤ k ≤ m, for n,m ∈ N].
We have that ∆Hn,m ⊆ Hn+3,m, since 11
d2
dx2x
ke−(x+1/x) = xke−(x+1/x)
(
1
x4 +
2(k−1)
x3 +
−2−k+k2
x2 − 2kx + 1
)
.
However, ∆∗u = −u is satisfied by e−x ∈ H \ D. 12
B.4 Banded matrices 13
Definition B.22. Consider the matrix MS corresponding to an operator S in 14
some ONB {bx}, so the entries of MS are given by 15
MS(x, y) := 〈bx, Sby〉. (B.15)
We say MS is a banded matrix iff every row and column contains only finitely 16
many nonzero entries. A fortiori, MS is uniformly banded if no row or column 17
has more than N nonzero entries, for some N ∈ N. 18
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With MS defined as in (B.15), it is immediate that MS is Hermitian when-1
ever S is:2
MS(x, y) = 〈bx, Sby〉 = 〈Sbx, by〉 = 〈by, Sbx〉 = MS(y, x). (B.16)
Banded matrices are of interest in the present context because the graph3
Laplacian is always a banded matrix in virtue of the fact that each vertex has4
only finitely many neighbours; recall the form of M∆ given in (8.10). Since5
∆ = c− T, the transfer operator T is also banded. In general, the bandedness6
of an operator does not imply the operator is self-adjoint. In fact, see Exam-7
ple B.25 for a Hermitian operator on `2 which is not self-adjoint, despite having8
a uniformly banded matrix. However, this property does make it much easier9
to compute the adjoint.10
Lemma B.23. Let S be an unbounded Hermitian operator on H with dense11
domain of definition D = domS ⊆ H. Suppose that the matrix MS defines as12
in (B.15) is banded with respect to the ONB {bx}x∈X , and define vˆ(x) := 〈bx, v〉.13
Then v ∈ domS∗ and S∗v = w if and only if vˆ, wˆ ∈ `2(X) and wˆ(x) is14
wˆ(x) =
∑
y∈X
MS(x, y)vˆ(y). (B.17)
Thus, S∗ is represented by the banded matrix MS.15
Proof. (⇒) To see the form of wˆ in (B.17),16
∑
y∈X
MS(x, y)vˆ(y) =
∑
y∈X
〈bx, Sby〉〈by, v〉 =
∑
y∈X
〈Sbx, by〉〈by, v〉 Hermitian
= 〈Sbx, v〉 Parseval
= 〈bx, w〉 S∗v = w.
where the last equality is possible since v ∈ domS∗. It is the hypothesis of17
bandedness that guarantees all these sums are finite, and hence meaningful.18
Conversely, first note that it is the hypothesis of bandedness which makes19
the sum in (B.17) finite, ensuring wˆ is well-defined. suppose (B.17) holds, and20
that vˆ, wˆ ∈ `2(X). To show v ∈ domS∗, we must find a constant K < ∞ for21
which |〈v, Su〉| ≤ K‖u‖ for every u ∈ D.22
〈v, Su〉 =
∑
x∈X
〈v, bx〉〈bx, Su〉 Parseval
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=
∑
x∈X
〈v, bx〉〈Sbx, u〉
=
∑
x∈X
vˆ(x)
〈∑
y
MS(y, x)by, u
〉
=
∑
y∈X
∑
x∈X
vˆ(x)MS(y, x)uˆ(y) by (B.16)
|〈v, Su〉|2 ≤
∑
y∈X
∣∣∣∣∣∑
x∈X
vˆ(x)MS(x, y)
∣∣∣∣∣
2 ∑
y∈X
|uˆ(y)|2 by Schwarz,
and see that we can take K = ‖wˆ‖2. 1
Lemma B.24. Let A be an operator on `2(Z) whose matrix MA is uniformly 2
banded, with all bands having no more than β nonzero entries. Then 3
‖A‖ ≤ β sup
x,y
|axy|. (B.18)
Proof. The Schwarz inequality gives 4
‖A‖ ≤ max
{
supx
(∑
y
|axy|2
)1/2
, supy
(∑
x
|axy|2
)1/2}
However, uniform bandedness gives 5
sup
x
(∑
y
|axy|2
)1/2
≤ β sup
x
max
y
|axy|,
and similarly for the other term. 6
Example B.25 (Two operators which are each self-adjoint, but whose product 7
is not essentially self-adjoint). In §6.2, we discussed the Schwartz space S of 8
functions of rapid decay, and its dual S′, the space of tempered distributions; 9
cf. (6.4). If we use the ONB for L2(R) consisting of the Hermite polynomials, 10
then the operators P˜ : f(x) 7→ 1
i
d
dxf(x) and Q˜ : f(x) 7→ xf(x) have the 11
following matrix form: 12
B.5. Remarks and references 259
P =
1
2

0 1
1 0
√
2√
2 0
√
3
√
3
. . . . . .
. . . 0
√
n
√
n 0
. . .
. . . . . .

, (B.19)
Q =
1
2i

0 1
−1 0 √2
−√2 0 √3
−√3 . . . . . .
. . . 0
√
n
−√n 0 . . .
. . . . . .

. (B.20)
P and Q are Heisenberg’s matrices, and they satisfy the canonical commutation1
relation PQ − QP = i2 I. P and Q provide examples of Hermitian operators2
on `2(Z) which are each essentially self-adjoint, but for which T = QPQ is not3
essentially self-adjoint. In fact, T has defect indices 1,1 (cf. Definitions B.17 and4
B.15). These indices are found directly by solving the the defect equation5
T ∗f = QPQf = ±if =⇒ x(xf)′ = ±f
to obtain the C∞ solutions
f+(x) =
{
e−1/x
x , x > 0,
0, x ≤ 0,
f−(x) =
{
e1/x
x , x < 0,
0, x ≥ 0.
Thus there is a 1-dimensional space of solutions to each defect equation, and6
the defect indices are 1,1. To see that P and Q are actually self-adjoint, one can7
observe that P generates the unitary group f(x) 7→ f(x + t) and Q generates8
the unitary group eitx. Therefore, P and Q are self-adjoint by Stone’s theorem;9
see [DS88].10
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B.5 Remarks and references 1
Representations for unbounded operators by infinite matrices were suggested 2
early in quantum mechanics by Heisenberg. Since then, they have served as 3
sources of other applications, as well as the theory of operators in Hilbert space; 4
see especially [vN55]. The reader may find the references [Rud91,KR97, DS88, 5
RS75,Arv02,vN55] to be helpful. 6
Appendix C1
Navigation aids for operators2
and spaces3
C.1 A road map of spaces4
Each arrow represents an embedding.
span{δx} // `2(c) // Fin

span{vx} // SG // HE // S ′G
Harm
OO
// S′G
Fin
OO
C.2 A summary of the operators on various Hilbert5
spaces6
7
8
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c unbdd c bdd c = 1
∆ on HE unbdd, Herm, poss. defect unbdd, Herm, ess. s.-a. unbdd, Herm, ess. s.-a.
∆ on `2(1) unbdd, Herm, ess. s.-a. bdd, s.-a.
∆ on `2(c) unbdd, non-Herm non-Herm bdd, s.-a.
T on HE unbdd, Herm, poss. defect unbdd, Herm, ess. s.-a. unbdd, Herm, ess. s.-a.
T on `2(1) unbdd, Herm, ess. s.-a. bdd, s.-a.
T on `2(c) unbdd, non-Herm non-Herm bdd, s.-a.
1
Appendix D1
A guide to the bibliography2
We have endeavored to offer a self-contained presentation, but readers looking3
to brush up on preliminaries may find a number of terms and ideas used here4
in [AF09], [DS84], [LPW08] and [YZ05]. These sources have an primarily prob-5
abilistic point of view, but resistance networks (weighted graphs) are essentially6
equivalent to reversible Markov chains; see the quote by Peres at the start of7
Chapter 2. Consequently, these books cover the fundamentals on electrical re-8
sistance networks, as well as such related topics as Reversible Markov Chains;9
Hitting and Convergence Time, and Flow Rate, Parameters; Special Graphs10
and Trees; Symmetric Graphs and Chains; L2 Techniques for Bounding Mixing11
Times; Randomized Algorithms; Continuous State, Infinite State and Random12
Environment; Interacting Particles; and Markov Chain Monte Carlo.13
1. Analysis on weighted graphs, including electrical resistance networks (ERN).14
1.1 Metrics: R. Alexander, Y. Bartal, D. Burago, I. Benjamini, Y. Colin15
de Verdier, G. Sved, C. M. Cramlet, J. Dodziuk, P. G. Doyle, J. L.16
Snell, J. Kigami, R. Lyons, M. A. Rieffel.17
1.2 Graph theory: G. Polya, B. Bollobas, Fan Chung, R. Diestel, P. G.18
Doyle, J. L. Snell, C. Thomassen, G. V. Epifanov, M. L. Lapidus, L.19
Hartman, I. Raeburn.20
1.3 Potential theory: R. Aharoni, C. Constantinescu, J. Dodziuk, X. W.21
C. Faber, J. Kigami, V. S. Guliyev, R. Lyons, W. Woess, P. M. Soardi.22
1.4 Dirichlet forms: N. Bourleau, F. Hirsch, D. I. Cartwright, W. Woess,23
J. Dodziuk, M. Fukushima, Y. Oshima, V. A. Kaimanovich, Z. Ku-24
ramochi, M. Yamasaki, M. Rockner, B. Schmuland.25
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1.5 Boundaries (Martin and others) and discrete analogues of Greens- 1
Gauss-Stokes theorems: H. Aikawa, S. Brofferio, W. Woess, N. Buda- 2
rina, C. Z. Chen, R. Diestel, Y. Peres, J. L. Doob, I. Ignatiouk-Robert, 3
Z. Kuramochi, H. L. Royden, S. A. Sawyer, M. Silhavy, P. M. Soardi. 4
1.6 Trees: P. Cartier, R. Permantle, Y. Colin de Verdier, M. D. Esposti, 5
S. Isola, R. Diestel, R. Diestel, R. Lyons, Y. Peres, R. Froese, W. 6
Woess, P. M. Soardi. 7
1.7 Fractals, limits, and renormalization: A. F. Beardon, M. Barnsley, J. 8
Hutchinson, O. Bratteli, D. Dutkay, L. Baggett, J. Packer, A. Connes, 9
R. L. Devaney, R. Duits, J. de Graaf, J. Kigami, R. S. Strichartz, D. 10
Guido, T. Isola, M. L. Lapidus, M. Golubitsky, B. M. Hambly, T. 11
Kumagai, P. E. T. Jorgensen, E. Pearse, S. Pedersen. 12
2. Tools from the theory of operators in Hilbert space. 13
2.1 Reproducing kernel Hilbert space: D. Alpay, E. Nelson, N. Aronszajn, 14
D. Larson, T. Kailath. 15
2.2 Unbounded Hermitian operators and their extensions; J. von Neu- 16
mann, M. Krein, K. O. Friedrichs, E. Nelson, P. D. Lax, R. S. Phillips, 17
N. Dunford, J. T. Schwartz, M. Reed, B. Simon, P. E. T. Jorgensen. 18
2.3 Shorted operators: W. N. Anderson, G. E. Trapp, C. A. Butler, T. D. 19
Morley, V. Metz. 20
2.4 Spectral theory: W. B. Arveson, Y. Colin de Verdier, J. Dodziuk, 21
J. Kigami, R. S. Strichartz, D. Guido, T. Isola, M. L. Lapidus, D. 22
Sarason, P. M. Soardi. 23
2.5 Transfer operators: V. Baladi, Fan Chung, D. I. Cartwright, W. 24
Woess, L. Saloff-Coste, D. Dutkay. 25
2.6 Quadratic forms, and perturbation theory: C. Z. Chen, M. Fukushima, 26
Y. Oshima, J. Kigami, T. Kato. 27
2.7 Laplacians: F. Chung, R. M. Richardson, J. Dodziuk, J. L. Doob, X. 28
W. C. Faber, W. Woess, L. G. Rogers, A. Teplyaev, P. M. Soardi, A. 29
Weber. 30
2.8 Fock space methods: T. Hida, W. B. Arveson, L. Gross, A. Guichardet. 31
3. Stochastic integrals. 32
3.1 Gelfand triples: I. M. Gelfand, N. Wiener, R. A. Minlos, L. Gross, A. 33
Guichardet, T. Hida. 34
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3.2 Schoenberg-von Neumann embeddings: I. J. Schoenberg, J. von Neu-1
mann, B. O. Koopman, J. L. Doob, L. Gross, K. R. Parthasarathy,2
K. Schmidt.3
4. Probabilistic methods.4
4.1 Random walk models, Markov processes: D. Aldous, J. A. Fill, G.5
Polya, F. Spitzer, D. W. Stroock, C. A. Nash-Williams, A. I. Aptekarev,6
Fan Chung, Y. Peres, J. L. Doob, R. Lyons, T. Lyons, Y. Peres, A.7
Telcs, R. Pemantle, I. Ignatiouk-Robert, B. Morris, M. A. Picardello,8
L. Saloff-Coste, G. G. Yin, Q. Zhang.9
4.2 Potential theory: M. Brelot, R. Lyons, W. Woess, P. Malliavin, A. N.10
Kolmogorov.11
4.3 Martingale techniques: J. L. Doob, E. Nelson, W. Woess.12
4.4 Diffusion models: R. R. Coifman, I. G. Kevrekidis, M. Maggioni, R.13
Lyons, Y. Peres, W. Woess.14
5. Tools from other areas of mathematics.15
5.1 C∗-algebras: E. Andruchow, W. B. Arveson, O. Bratteli, D. W. Robin-16
son, R. V. Kadison, J. A. Ball, I. Cho, A. Connes, P. S. Muhly.17
5.2 Harmonic analysis: C. Berg, P. Cartier, J. Dodziuk, J. L. Doob, R. S.18
Strichartz, F. P. Greenleaf, G. Olaffson, W. Woess, A. M. Kytmanov,19
P. M. Soardi.20
5.3 Functional analysis: L. Schwartz, M. A. Al-Gwaiz, H. Aikawa, D. L.21
Cohn, S. G. Krantz, R. R. Phelps, W. Rudin.22
5.4 Numerical analysis: K. Atkinson, S. C. Brenner, H. H. Goldstine.23
6. Applications.24
6.1 Classical statistical models: G. Polya, T. M. Liggett, Y. Peres, K.25
Handa, L. Hartman.26
6.2 Quantum statistical mechanics. Equilibrium states and long-range27
order: R. T. Powers, H. Schwetlick, E. Nelson.28
6.3 Engineering: R. Bott, R. J. Duffin, P. G. Doyle, J. L. Snell, T. Kailath.29
6.4 Physics (other): M. Baake, R. V. Moody, W. Dur, H. J. Briegel, A.30
Dhar, E. Formenti, O. Guhne, J. Kellendonk, D. Ruelle.31
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“Mathematics is a game played according to certain simple rules with meaningless
marks on paper.” — D. Hilbert We 1
also attempt consistency in denoting vertices by x, y, z; functions on vertices by 2
u, v, w; functions on edges by I, J , and denoting the beginning and end of a 3
finite path by α and ω, respectively. 4
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