FWI has increasingly become a standard part of the velocity model building process due to the ability of the two-way wave-equation to generate much higher resolution velocity models compared with ray tracing. Challenges with non-linearity in FWI require accurate starting models and low frequency data, making the technique generally unsuitable for frontier exploration. In this abstract I look at modifying the envelope inversion method as an initial step to provide a workflow suitable for executing projects in a robust manner and short turn around and illustrate the effectiveness on a dataset from offshore Argentina.
Introduction
Frontier exploration often involves processing lines over vast areas with varying geology and little a priori information. Often seismic data in frontier areas is targeting specific licensing rounds and can require processing be completed in a timespan of weeks. These unique situations often present additional challenges to seismic processing projects in more mature areas. The quality of the velocity model remains a primary driver of image quality for most depth-imaging projects and FWI has proven an important tool for generating high resolution models. However, FWI suffers from cycle skipping leading to requirements for low-frequencies, long offset data and/or an accurate starting model (Sirgue, 2006) . Envelope Inversion (EI) (Bozdag et al, 2011) holds much promise and has been extensively studied on synthetic data. In this abstract I address a number of issues to improve the performance on real data and illustrate the resulting method on a real dataset from offshore Argentina. Wu and Chen (2017) , observe the challenges with using the Born approximation for computing the gradient when there is a large shift between the observed and synthetic datasets. To mitigate the deficiency in the Born gradient computation, in this abstract I implement a Rytov-style gradient computation loosely following the work of Luo and Schuster (1991) . Another challenge with applying EI to real data is the sensitivity to dynamic data: for computational efficiency an acoustic constant density finite-difference approach is used and in order to mitigate the impact of poro-elastic effects on the dynamic information a trace normalization strategy has been implemented.
Methodology

Normalized Windowed Envelope Inversion
To increase sensitivity to large velocity anomalies the use of a windowed envelope function can be beneficial (Wu and Chen, 2017, eq 1):
where u H (t) is the Hilbert transform of the signal u(t) and W(t) is the windowing function. While the least-squares difference of the windowed envelope function is an effective misfit function when working with synthetic data (when a similar approximation is used for forward modelling as for the inverse problem), for real data it is useful to reduce the impact of dynamic information in the misfit function. I have attempted to minimize amplitude differences by using the following normalized misfit function:
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where ( , , ) is the synthetic data for a source, s, and receiver, r, ( , , ) is the observed real data, ( , , ) is a windowing function and n is an even integer. For synthetic data, a value of n = 2 works well, however, real data often has numerous types of noise and leads to a significantly higher denominator for the real data term. To try to mitigate the impacts of noise here I use n = 4. By using a larger power the normalization emphasizes the outliers and therefore has a tendency to be dominated by the energetic events (which are often the strong early arrivals). I also use the windowing function, ( , , ), to focus on the early arrivals rather than the weak reflections.
Rytov-style gradient computation
Traditionally, in waveform inversion style algorithms, the gradient is derived by using the chain-rule for functional derivatives. The derivative of the misfit function with respect to a pressure perturbation is computed and then the Born approximation is used (perturbation of the pressure wavefield with respect to a model perturbation); the adjoint-state technique can then be used to compute the gradient. Wu and Chen (2017) , illustrate the limitations of the gradient in conventional EI and propose a modified gradient computation. In order to minimize the impact of the dynamic information in the gradient computation and focus on the kinematic information, an alternative method is described here.
Luo and Schuster (1991) proposed a wave-equation traveltime inversion with a cross-correlation based misfit function. Stork (1994) noted that the travel-time shift method proposed by Luo and Schuster (1991) was very similar to the Rytov phase-based method. The method was based on the approximation (Luo et al 2016 e.q. 6):
where is a constant time-shift to the trace. Rather than considering as a constant operating on the whole trace, in this abstract I shall consider it as operating only within a window, W(t). By evaluating a series of overlapping windows the constant τ can be replaced as τ(t), where τ(t) is the shift applied to the window centered at t.
The gradient of equation (2) with respect to the model is derived using the cross-correlation connective function from Luo and Schuster (1991) . As this derivation follows the same steps as covered previously, a full derivation is not included. The weighting and normalization terms are straightforward to include but significantly increase the length and decrease readability. The gradient is similar to conventional 'FWI' adjoint-state methods but with a modified residual source term :
where, E is a normalization term (Luo and Schuster, 1991). As the term ̇( + ∆ , , )comes from the connection function in Luo and Schuster (1991) and is not used in the misfit function, ∆ , is not evaluated. However, as ( + ∆ , , ) is the observed data that has been aligned with the synthetic data it is reasonable to replace the term with the synthetic data. As a result the actual residual term used in this abstract is:
In this abstract the window function in equation (5) is the same as the window function used in equation (1). Also a fixed window size is used for each pass.
Argentina case study
To illustrate the suitability of EI to exploration seismic data, the method outlined above is applied to data from offshore Argentina. The dataset was acquired in 2017, having a total survey size of 19,500 km. A dip line in the northern part of the survey will be used will be used in this abstract to illustrate some of the challenges typical of frontier exploration. The line varies in water-depth from less than 100 m at the western end to over 2000 m at the eastern end. The geology varies from a relatively simple sedimentary section in the shallow, overlying a more complex rifting section composed of igneous and syn-and pre-rift sedimentary rocks. More details about wider imaging challenges and geology can be found in a companying abstract (Saunders et al, SEG 2018 ).
The 2D survey was acquired with a shot depth of 8 m and a receiver depth of 15m. The shot spacing was 25 m and recorded on 960 channels spaces 12.5 m apart. The data was acquired with continuous recording. For fullwaveform inversion a dataset with minimal preprocessing was used. Other than merging the trace geometry, I masked any traces with anomalously high RMS values and used a Vector Median based noise attenuation flow (Seher and Ortega, 2018).
The inversion strategy used on this data was to perform an initial pass of multiscale Normalized Windowed Envelope Inversion (joint inversion with window lengths 0. 05, 0.15, 0.25, 0.35, 0.45, 0.55s) followed by a conventional multiscale FWI flow (Bunks et al, 1995) . Figure 1(a) shows a plot of the initial model with an 80 Hz RTM overlay. The model was the result of three passes of Kirchhoff based tomography. Figure 1(b) shows the final result of the inversion with another 80 Hz RTM generated using the final model. The resulting inversion is robust with a low velocity zone recovered in a shallow channel complex (around 105 km) and deeper updates seem to agree with interpretations of syn-rift sedimentary structures and igneous features. The resulting velocity model conforms well with the RTM stack and interpreted geological structure.
In Figure 2 , I show more detailed results from around a channel complex. It is clear that the EI + FWI result shows a significant reduction in velocity within the channel complex consistent with the presence of gas or residual gas charged sands. The FWI result provides a significant improvement to the RTM image beneath the channel complex.
For comparison, a conventional multiscale FWI run (with no initial EI pass) was run using the same tomography based starting model, the results are shown in Figure 3 . Significant anomalies are seen in the sedimentary section above the rifting section which is indicative of cycle skipping.
Conclusions
I have presented a number of modifications to previous EI workflows and demonstrated the application and effectiveness on real exploration data. The results have demonstrated the robustness of this technique from shallow to deep water, and from shallow gas filled channels to deeper igneous rocks. This technique has been demonstrated in an area where traditional refraction FWI suffers from 'cycle-skipping'. 
