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0 Introduction 
This paper deals with the first boundary value problem (BVP) for equations which are 
a differential with respect to one variable ( t) and difference with respect to the other 
variable ( s) in a bounded domain. 
The initial value problem for differential-difference equations of this type was studied 
in [1], [2]. The theory of the BVP under investigation is connected with the theory of 
the BVP for strongly elliptic differential-difference equations which are difference and 
differential with respect to the same variable (see [3]). 
Some questions of this work were considered earlier in the papers [4], [5], [8]. 
Section 1 considers the solvability of the BVP for differential-difference equations. In 
contrast to differential equations the smoothness of the generalized solutions can be broken 
in the domain Q and is preserved only in some subdomains Qr C Q where (UrQr = Q). 
In section 2 we construct such a set of Qr. Section 3 deals with the smoothness of 
generalized solutions in the subdomains Qr. Section 4 considers the conditions under 
which the smoothness is preserved when passing the boundaries between neighboring 
subdomains Qr. 
1 Solvability of a Boundary Value Problem 
Consider the equation 
- (R1xt(t, s))t + R2x(t, s) = f(t, s), (t, s) E Q, (1.1) 
with boundary conditions xyz 
x(t, s) = 0, (t, s) E 1R2 \Q. (1.2) 
Here (t,s) E 1R2 and f(t,s) E L2(Q) is a real valued function, QC 1R2 is a bounded 
domain with the boundary 8Q E 0 00 or a rectangle; Rk : L2(1R2) ---t L2(1R2) are difference 
operators 
( Rk x) ( t, s) = L al ( t, s) [ x ( t, s + i) + x ( t, s - i)] , (1.3) 
iEM 
k = 1,2, ai(t,s) E C 210(Q), a~(t,s) E C(Q), and, if ai(t,s)-:/= 0, then lai(t,s)I > e > 0 
for ( t, s) E Q, M C 'lh ('lh - the set of integers) (0 E M). 
Denote by HP10(Q) the Sobolev space HP10(Q) = (x E L2(Q)I ~:~ E L2(Q), k = 1, ... ,p) 
(see [7], III, [6]), with the inner product 
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Let H be the closure of the set C0 ( Q) in H 110 ( Q). The inner product in H is given by: 
(x,y)1 = l(xy + XtYt)dtds. 
Consider the operators Iq, Pq, R~, i == 1, 2, 
Iq: L2(Q) ~ L2 (1R2 ),(Iqx)(t,s) == x(t,s),(t,s) E Q,(Iqx)(t,s) == 0, 
(t, s) E 1R2 \Q; 
Pq : L2(1R2) ~ L 2 ( Q), (Pqx) (t, s) == x(t, s ), (t, s) E Q; 
R~: L2(Q) ~ L2(Q),R~ = P9~Iq,i = 1,2. 
Definition 1.1. We say that the function x EH is a solution of the BVP (1.1), (1.2), if 
for all v EH 
(R~xt,Vt) + (R~x,v) = (f,v), 
where (., . ) denotes the inner product in L2 ( Q). 
(1.4) 
A bounded self-adjoint operator A in the Hilbert space H is said to be positive definite 
(non-negative) if for ally EH, (Ay,y) ~ c(y,y), c = const > 0 ((Ay,y) ~ 0). 
Definition 1.2. Let Rh be positive definite. Then the boundary value problem (1.1), 
(1.2) is said to be the first boundary value problem. 
The operator R~ is positive definite if and only if the matrices R~r are positive definite 
. (see [3}). 
Lemma 1.1. The operators· R~: L2(Q) ~ L2(Q), i = 1, 2, are bounded and self-adjoint. 
Lemma 1.2. The operators R~, i = 1,2, map H (continuously) into H 110(Q) and 
(R~x)t == (R~)tx + R~xt. 
The proofs are evident. 
From lemma 1.10, Sl.8, 1, [7] it follows 
Lemma 1.3. For all f E H 
where the constant kQ depends only on Q. 
Let R~ be a non-negative operator, i.e., 
Lemma 1.4. Let R~ be positive definite, R~ non-negative operators. 





Proof. By lemma 1.1 ( x, y )H = (y, x )H· It is sufficient to check that there exist ci, c2 > 0, 
such that for all x EH, c1 (x, x)1 ::; (x, x)H::; c2(x, x)1 . The first inequality follows from 
lemma 1.1, the second from definition 1.1, formula (1.6) and lemma 1.3. 11 · 
Theorem 1.1. Let R~ be a positive definite operator, R~ a non-negative operator. 
Then there exists a unique solution x EH of BVP (1.1), (1.2), 
(1.8) 
Proof. By lemma 1.4 eq. (1.4) is equivalent to 
(x,v)H = (f,v). (1.9) 
For any fixed f E L 2 ( Q) the linear functional cp f ( v) = ( v, f) is bounded in H. According 
to the Riesz representation theorem, there exists a unique function Ft E H such that 
for all v EH, (f,v) = (F,,v)H, and llFtllH::; cllfllL2 (Q)· Hence, there exists a unique 
solution of (1.9) x =Ft E H. 11 
Remark 1.2. Generally speaking the BVP (1.1 )-(1.2), does not have classical solutions 
for smooth f. It is natural to introduce generalized solutions for BVP for differential-
difference equations, and in fact, takes place in the theory of the BVP for strongly elliptic 
differential-difference equations (see [3]). 
Example 1.1. Consider the BVP 




· where ( R 1 x) ( t, s) = 3x ( t, s) + x ( t, s + 1) + x ( t, s - 1), Q = ( ( t, s) It E ( 0, 1), s E ( t, t + 2)). 
It is easy to check that x E His a solution of BVP (1.10)-(1.11 ), where 
x(t, s) = -t2 +st, 
-t2 + 4-st _ s-1 
3 3 ' 
-t2 + 5-st 
3 ' 
-t2 + (s - l)t - (s - 2), 
s E (0,1),t E (O,s), 
sE(l,2), tE(s-1,1), 
s E (1,2), t E (O,s -1), 
s E (2, 3), t E ( s - 2, 1 ). 
By theorem 1.1 x is a unique solution of BVP (1.10)-(1.11). For any s0 E (1, 2), 
limt-(so-l)+oxt(t,so) =-~so+ 13°-:/= limt-(so-1)-oXt(i,so) =-~so+ 1;, hence, x(t,s) r/. 
H 210(Q), and x(t,s) rJ. c;(Q), i.e. BVP (1.10)-(1.11) has no classical solutions for 
f = 1 E C 00 (Q). 
2 The Geometrical Constructions 
As was shown in section 1, the smoothness of the generalized solutions with respect to t 
can be broken in d.omain Q, x rJ. H 210 ( Q). In this section we construct the partition of the 
domain Q into disjoint subdomains Qr, r = 1, 2, ... , ( Q = UrQr ), such that the solution 
of BVP (1.1), (1.2) x E H2•0 (Qr), r = 1, 2, .... 
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Consider the ordered set (3 = ( ik)i=o' ik E M = MU (-M), i 0 = 0. For any set (3 we 
construct the sets Ag = 8Q, A~ = Ag+ hi1 ,. •• , AZ = (A~-l n Q) +hi, ... , A,e D.. Ab = 
(A~- 1 n Q) + hin where hi1t = (0, ik)· 
Denote T = U,aEB(A,e n Q), K, = U,a1,,82EBQ n A,el n (A.a2 \A.a1)l where B is the set of all (3 
such that A,e ¢ 0. 
The sets r, K, are closed. Suppose that 8Q satisfies the conditions: µK, = 0 where µ(.) is 
the Lebesgue measure. 
Consider the open set Q\r. Let Qr, r = 1, 2, ... ,be the open connected disjoint components 
of the set Q\r : Q\r = UrQr. Let 'Ro be the set of all Qr. 
Let also Tk, k = 1, 2, ... , be the open connected disjoint components of the set r\K, 
r\K, = Urk. Denote Bo the set of all Tk. 
It is easy to check that T = Ur8Qr, K, = Uk8Tk. 
Definition 2.1. Let v C IR 2 be a bounded connected set. We say that the collection 
of subsets 'R = (Vk)k of the set V is a partition of V if V = Uk VA: (or V = Uk Vk) and 
VA: n V; = 0, k =I= j. 
Definition 2.2. We say that the partition 'R = (:vk)k is regular (with respect to set M) 
if all Vk are connected and open and for all Vk and i E M there exists V; E 'R such that 
Vk +hi= V;, or (VA:+ hi) n v = 0, where hi= (0, i). 
Lemma 2.1. The set 'Ro is a regular partition of the domain Q. 
Proof. By the conditions of lemma the sets Qr are connected and disjoint and UrQr = 
(Q\r) U (Ur8Qr) = Q. It is sufficient to prove that for all Qr E 'Ro and i EM there exists 
Qz E 'Ro such that Qr+ hi= Qz, or (Qr+ hi)= nQ = 0. 
Suppose the opposite: there then exist Qr, Qz and i E M such that (Qr + hi) n Qz =I= 0 
and (Qr+ hi) =I= Qz. Without loss of generality we can assume that Qz\(Qr +hi) =I= 0 (if 
(Qr+ hi)\Qz =I= 0 the proof is analogous). Since the set Qz is connected there exists a 
point z E 8( Qr+ hi) n Qz. It is evident that y = z - hi E 8Qr. Since 8Qr ET there exists 
an ordered set f31 = (io, .. ., im) E B, such that y E A,e1 Q. Therefore, z E A,a2 n Q where 
f32 = ( io, .. ., im, i) E B. Hence z E T, and since r h Qz = 0, we receive a contradiction. Ill 
Lemma 2.2. The set Bo is a regular partition of the set T. And if Tk E Bo and hi = (0, i), 
i EM, Tk +hi n T = 0, then Tk +hi n Q = 0. 
Proof. We prove that for all Tk E Bo and ht. = (0, i), i E M, or a Tj E Bo exists such that 
Tk + hi = Tj, Or Tk + hi n Q = 0. 
Suppose the opposite: let there exist Tk and hi such that Tk +hi n Q =I= 0 and Tk +hi =I= rz 
for any rz E B0 • By construction of r, ( Tk + hi) n Q C T and since µ(K) = 0 and Tk is 
open, there exists Tj E Bo such that ( Tk + hi) n Tj =I= 0. By assumption, Tk + hi fl Tj =I= 0. 
Without loss of generality Tj \( Tk + hi) =I= 0. Since Tj is connected and open there exists 
y0 E Tj such that for all SL(Yo), where SL(Yo) is the open balls of radius L with center 
Yo, (SL(Yo) n (ri\(rk +hi)) =I= 0 and SL(Yo) n Tj n (rk +hi) =I= 0. If Yo E (rk +hi) n Tj 
then Yo E. Tj \( Tk +hi) and by construction of K, Yo E K. If Yo E Tj \( Tk + hi),. then 
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Yo E 8( Tk +hi); for Yo - hi E 8rk then Yo - hi E K, hence Yo E JC. In both cases we obtain 
a contradiction, since Tj n JC = 0, hence Yo+ hi = Tj. II 
The partition R 0 (Bo) consists of the classes: subdomains Qm, where Qi (rm·,ri) belongs 
to the same class if there exists a sequence of shifts ( hi1c )1=1 , ik E M, carrying Qm into 
Qi (Tm in Tj) within the boundaries of Q ( Q). 
We denote index s = (r, k) ( Qrk, Trk), where r = 1, 2, ... is the number of classes and 
k = 1, ... , Nr is the number of elements in the r-th class. 
Without loss of generality we may suppose .that Trk E Q, k = 1, ... , N0 ; Trk E BQ, k = 
No+ l, ... ,Nr. 
Lemma 2.3.-2.8 are analogous to lemmas 4.2-4.4 [3]. 
Using the definition of the set JC one can obtain the following statements. 
Lemma 2.3. Let y E BQ nf=l BQrili> k ~ 2, (ri, li) -I- (rj, lj), i -I- j. 
Then y E JC. 
Lemma 2.4. Let y E Q nf=1 BQrizi, k ~ 3, (ri, li) -=f:. (ri, li), i # j. 
Then y E JC. 
From lemma 2.3 follows lemma 2.5. 
Lemma 2.5. For any Tvj C r/JQ, Tvj C Bo there exists a subdomain Qrc E Ro, such that 
Tvj c BQrl and Tvj n BQsk = 0; (r, l) -I- (s, k). 
From lemma 2.4 follows lemma 2.6. 
Lemma 2.6. For any Tvj C Q( Tvj C Bo), there exist subdomains Qr1ti, Qr2l2 E Ro 
(Qr1l1 -I- Qr2zJ, such that Tvj c 8Qr1l1 n 8Qr2l2 and Tvj n BQrglg = 0, (rg, lg) -I- (ri, li) 
i = 1,2. 
From lemmas 2.1, 2.2, 2.5, 2.6 follows lemma 2.7. 
Lemma 2. 7. Any class v of the partition Bo corresponds to only 2 classes of subdomains 
of the partition B0 : p and q, such that (after renumbering): 
Tvj c 8Qpj n 8Qqj n Q, j = 1, ... ,No, 
Tvj c 8Qpj n r/JQ, j =No+ 1, ... ,Np, 
Tvj c 8Qqk n rJQ, j =Np+ 1, ... , Nv, k = j - (Np - Na). 
Tvj n BQrk = 0, r -I- p,q. 
Remark 2.1. In lemma 2.7 we can have the cases: 
a) when for VQpj, 3k,.k =/= j, 3Qpk, QPi = Qpki 
b) N0 = 0 and class v corresponds to only one class p. 
Definition 2.3. Let ( Tvi)f';1 - v-th class of the partition B0 • We name the set of all 
points S = (Yvi)f';1 (Yvi E Q), such that Yvi E Tvi, Yvi = Yvl + hi, where Tvi = Tv1 + hi, 
the complete set of points from classes v. Points Yvi E Q we name inner points, points 
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Yvi E 8Q - boundary points. 
Without loss of generality we suppose that Yvi E Q, i = 1, ... , N0 , y11~ E Q, i = N0 + 
l, ... ,N11 • 
Remark 2.2. By construction of a set T the complete set S always has boundary points, 
though may not have inner products, i.e. 0 :::; N0 < N11 • 
Example 2.1. Let the operator R have the form: 
(Rx) ( t, s) = 5x ( t, s) + x ( t, s + 5) + x ( t, s - 5) + x ( t, s + 8) + x ( t, s - 8). 
Q = ((t,s)lt E (0,1), s E (0,1]; t E (0,2), s E (1,9)). Then M = (0,5,8), the partition 
Ro consist of 3 classes: 
Qn (0,1) x (0,1), 
Q12 (0, 1) x (3, 4), 
Qi3 (0, 1) x (5, 6), 
Qi4 (0, 1) x (8, 9), 
Q21 ((t, s )It E (0, 2), s E (1, 3); t E (1, 2), s E (3, 4)), 
Q22 ((t, s )It E (0, 2), s E (6, 8); t E (1, 2), s E (8, 9)), 
Q31 ((t, s )It E (0, 2), s E ( 4, 5); t E (1, 2), s E [5, 6)). 
The set K, consists of 16 points: (0, i), i = 0, 1, 3, 4, 5, 6, 8, 9) ( i, j), j = 1, 2, i = 1, 4, 6, 9. 
In the set Ba are 9 classes. 
Example 2.2. Im example 1.1 Ro= (Q 11 ,Q12 ), Q11 = ((t,s)lt E (0,1), s E (t,t + 1)), 
Q12 = ((t,s)lt E (0,1), s E (t+ 1,t+2)), K, consists of 6 points: (O,i), i = 0,1,2; (1,i), 
i = 1,2,3. In a partition Ba are 3 classes: Tii = (0) x i-1,i) i = 1,2; T2i = (1) x (i,i+ 1) 
i = 1, 2; T31 = ((t, s)lt = S - 1, SE (1, 2)), T32 = T31 - (0, 1), T33 = T31+(0,1). 
3 The Smoothness of Solutions in Subdomains Qrk 
Let Pr : L2( Q) ~ L2(U1Qr1) - be the orthogonal projection operator of L2( Q) onto 
L2(U1Qr1), (l = 1, ... , Nr), where L2(UzQrz) = (x(y) E L2(Q)I x(y) = 0 for y E Q\ Uz Qrz). 
We introduce the isomorphism of Hilbert spaces Ur: 
L2(UzQrz) ~ Lf (Qr1) by the formula (Urx)z(y) = x(y + hrz), (y E Qr1), where l = 
1, ... , N = Nr; hrl such that 
N 
Qrl + hrl = Qrl (hr1 = 0), Lf ( Qr1) = II .L2( Qr1) · 
l=l 
Operator Rqr: Lf(Qr1) ~ Lf(Qr1), Rqr = UrRQUr-1, is the operator of multiplication 
by an N x N dimensional matrix Rqr with the elements 
bk3·(t, s) = ao_i(t, s + ik), if i = ij - ik E M' 
if i ¢ M. 
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(3.1) 
Lemma 3.1. Let RQ - positive defined operator, and RQx E Hk·0 (Qrj), j = 1, ... , N = Nr, 
where Qrj - components of a regular partition R 0 • 
Then x E Hk·0 (Qrj), j = 1, ... , N. 
Proof. Denote z = UrRQPrx E Lf(Qr1 ). Since RQx E Hk·0 (Qrj), j = l, ... ,N, so 
z E TI~1 Hk•0 ( Qr1), hence 
N 
Z = UrRQPrx = UrRQUr-l Prx = RQrUrPrx E IT Hk,O( Qr,1). 
l=l 
Since RQr is a positive definite matrix, so (RQr)- 1 is bounded, hence UrPrx = 
(RQr)- 1 z E ~~1 Hk•0(Qr1) and x E Hk·0 (Qrj), j = l, .. .,N. 1111 
Theorem 3.1. Let R~ be a positive definite operator, x - a solution of BVP (1.1), (1.2), 
Ro = ( Qrj) - a regular partition. 
Then R~x E H 2•0 (Q), x E H 2•0 (Qrj), j = 1, ... ,Nr and x satisfies BVP (1.1), (1.2) almost 
everywhere. 
Proof. Using lemma 1.1, and integrating by part, we obtain for 
x,v EH, (Rqxt,Vt) = ((Rqx)t,vt)- ((Rq)tx,vt) = ((Rqx)t,vt) + (((Rq)tx)t,v). 
Denote y = R~x E H 1•0 (Q), g = -f + ((R~)tx)t + R~x, g E L2(Q). Eq. (1.4) takes 
form: (yt, Vt) = -(g, v) for any v E H, i.e. g is a generalized derivative with respect tot 
of the function Yt in Q' C Q (see [6], S3, III) and Ytt = g almost everywhere in Q', hence 
Ytt = g almost everywhere in Q and y E H 2•0 ( Q). Hence R~x E H.2•0 ( Q), and by lemma 
3.1 x E H 2•0 ( Qri), j = 1, ... , Nr. 1111 
Example 3.1. Consider the BVP: (RQxt)t = 24, 
(Rx)(t, s) 8x(t, s) + 4[x(t, s + 1] + x(t, s -1)] ~ 2[x(t, s + 2) + x(t, s - 2)] + 
+[x(t, s + 3) + x(t, s - 3)], 
Q :;::: ((t,s)lt E (0,2),s E (0,3);t E (0,1),s E (3,4)). 
The partition Ro consists of 7 subdomains: Q1i = (0, 1) x (i - 1, i), i = 1, 2, 3, 4, Q2,i = 
(1,2) x (i-1,i), i = 1,2,3. 
By theorem 3.1 we have that x E H 2•0 ( Qri)· 
The partition 8 0 consist of 5 classes. The smoothness of solutions can be broken only for 
one class: Tii = (1) X ( i - 1, i), i = 1, 2, 3, 4 (another classes of the partition or have not 
inner points or their components Tri are parallel to the axis Ot). 
It is easy to check that x is a solution of BVP: 
t 2 - 2t 
' t 2/2 - t, 
x(t,s)= t2 - 2t ' 
t 2 /2 - 3/2t, 
t 2 - t 
' 
s E (0, 1 ), t E (0, 2), 
sE(l,2), tE(0,2), 
s E (2, 3), t E (0, 1), 
s E (2, 3), t E (1, 2), 
s E (3,4), t E (0, 1). 
7 
The function x E H2•0 ( Q'), where Q' = (0, 2) x (0, 2), i.e. on r 11 , r 12 the smoothness of 
solution is preserved. However for s E (2, 3) limt~i-o Xt( t, s) = 0 -=J. limt~i+o Xt( t, s) = 
-1/2, i.e. the smoothness of BVP on the boundary r 12 is broken, x -=J. H 2•0 ( Q). 
4 The Smoothness of the Solutions on the Boundary 
of the Neighboring Sub domains 
In example 3.1 we have shown that the generalized solution of BVP (1.1), (1.2), may 
not have corresponding smoothness on the boundary of the neighboring subdomains, and 
at the same time may be smooth at other points of the boundary. This is connected 
with the fact that the differential-difference operators are non-local. In this section 
we consider the necessary and sufficient conditions of the smoothness of the solutions 
on the boundary of the neighboring subdomains. This conditions are similar to the 
conditions of preserving the smoothness of solutions of the boundary value problem for the 
strongly elliptic differential-difference equations (see [3, theorem 6.1]). Consider the point 
y* = ( t*, s*) E T. We obtain conditions of existence o: > 0 such that the solution of BVP 
(1.1), (1.2) x E H 2•0 (Ka(y*)nQ) for any f E L 2(Q) i.e. x has a corresponding smoothness 
in the neighborhood of the pointy* (here Ka(Y*) = ((t, s) 11 t - t* I< a, Is - s* I< a)). 
At first we investigate the case when y t/. JC, i.e. y* E Tvi n Q for some v, i (if y* E Tvi n 8Q, 
then from lemma 2.5 Ka(Y*) n Q = Ka(y*) n Qpi for some a,p, i and by theorem 3.1 
x E H 2•0(Ka(y*) n Q). 
Consider the complete set S = (yz)~u corresponding to the· point y*(yz = y* for some 
l), yz E Q, l = 1, ... , No, Yl E BQ, l = No+ 1, ... , Nv (see definition 2.4). By lemma 2.7 to 
the class v of the partition Bo correspond 2 classes: p and q of the partition R, and after 
renumbering we obtain: 
Yl =Ypl E 8Qpl n 8Qql n Q, 
Yz =Ypl E 8Qpz n 8Q, 
Yl =Yqk E 8Qqk n 8Q, 
l=l, ... ,No, 
l = N0 + 1, .. ., Np,. 
l =NP+ 1, ... , Nv, k = l -c-- (Np - No). 
We can choose o: > 0 so small that the sets BQrz n Ka(Yrl) (r = p,q, l = l, ... ,Nr) are 
connected and belong to the class 0 1 , 
Ka(Ypt) C Qpz U Qqz U 8Qpz, 
Ka(Yrz) n Q = Ka(Yrt) U Qrz, 
l = 1, ... ,No, 
l =No+ l,· ... ,Nr,r = p,q. 
Denote rz = BQpznKa(Ypl), l = l, .. .,No, r ~ r1, Tt = ((t,s) ET l3a > 0: Ka(t,s)nr = 
(t-a,t+a)x(s)). 
Remark 4.1. By theorem 3.1 x E H 2•0(Ka(Yrl n Qrz), besides x E H 1•0(Ka(Yri) n Q), 
r = p, q, l = 1, .. ., No. Hence if Ypl E rt, then x E H 2•0 (Ka(Ypl) n Q). If Ypl E r\rt (an 
axis Ot cuts rz) then x E H 2 •0 ( Ka(Ypl n Q) if and only if ( Xp( t, s) )tlri = ( Xq( t, s) )tlri, where 
Xr(t,s) = x(t,s), (t,s) E Qrl, r = p,q. 
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((RqrUrPrX )i( t, S ), ••. , (RqrUrPrX )No (t, S )), 
((UrPrX )i( t, S ), ••• , (UrPrX )No( t, S )), 
((UrPrx )No+i(t, s ), ... , (UrPrx )Nr(t, s )), r = p, q. 
By theorem 3.1 (Rqx) E H 2•0 (Ka(Ypz)), l = 1, ... , N0 • Hence 
(Zf - Z{)lr = 0. 
Since x EH. 
( 4.1) 
( 4.2) 
Denote R0 - N0 x N0 - dimensional matrix, obtained from the matrix Rqp by eliminating 
the last Nr - N0 columns and lines (since hpl = hql, l = 1, ... , N0 , the matrix, obtained 
from Rqq, is equal to R0 ). Denote Rr ( r = p, q) ( N0 x Nr - N0 ) - dimensional matrix, 
obtained from the matrix Rqr by eliminating the first N0 columns and the 1st Nr - N0 
lines. By ( 4.2) eq. ( 4.1) takes form 
(R0Vt +(R0 )tVP + RPWf + (RP)tWP)lr - (R0 Ytq + (R0 )tVq + RqWtq 
+(Rq)tWq)lr = (R0 (YtP - Ytq) + RPWf - RqWl)lr = 0. 
Denote Y = (Uf - Ytq)lr, W = (Wf!Wl)lr, Rp,q = (-RPIRq). 








where A= ((R0 t 1 RPq)lr, A= 11.Xzk(t, s)ll, k = 1, ... ,Np+ Nq - 2No, l = 1, ... ,No. 
Theorem 4.1. The solution of BVP (1.1)-(1.2) x for the point Ypl E (Q n 8Qpz)\K for 
every f E L2(Q) belongs to H2•0 (Ka(Ypz)) for some a> 0 if and only if 
Azk( t, s) = 0, ( 4.6) 
k = 1, ... ,NP+ Nq - 2No, (t, s) E (Ka(Yp1 n 8Qp1)\Tt. 
Proof. Sufficiency. Let (4.6) be true. Then by (4.5) Yl = 0 (Y =(Yi, .... , Yi, ... , YN0 )), i.e. 
(UpPpxt)llr = (UqPqxt)lr· 
From theorem 3.1 and ( 4. 7) follows that x E H2•0(Ka(Ypz)). 
(4.7) 
Necessity. Let.for every a> 0 there exist k (1::; k::; NP+Nq-2No), and y* = (t*, s*) Er 
such that Azk ( t*, s*) =f:. 0. 
9 
Then we prove that there exists x EH such that -(Rhxt)t + R~x = J* E L2(Q), while 
x rf_ H 2·0(Ka.(vpl)) for any a > 0. We choose a so small that the point Ypl divides the 
curve r into two parts r = I'1 U I'2 U yP1. The curve I'1 and I'2 can ly on· one side from the 
axis Ot, or on different sides, or one curve coincides with an axis Ot (by remark 1.4 even if 
one curve does not coincide with the axis Ot, let it be I'2 ). Without loss of generality we 
assume that r 2 lies on the right side from Ot. By choosing the parameter a sufficiently 
small, we obtain: I'2 : t = 12(s), 12 E C1(0,52 ), 0:::; s:::; 52 :::; a. 
For the curve r 1 we can have the cases: 
a) t = 1'1 ( s ), 11 E C1( -5i, 0), -a :::; -81 :::; s :::; 0, 51 > O; 
b) t = 11(s), 11 E C1(0,81), 0:::; s:::; 81:::; a, 81 > O; 
c) t E (0, a 1 ) (or t E (-a, 0)) s = 0. 
Suppose without loss of generality that ( t, s) E Qp1, if 12( s) < t < 12( s) + c, and ( t, s) E 
Qq1, if 12( s) - c < t < 12( s ), for some c > 0, s E (0, 52), and in case b) 12( s) < 11( s ), 
0 < s :::; min( 81, 82). 
· By assumption Alk(y*) =/:- 0, where y* = ( t*, s*), t* = 12( s*), s* E (0, 52). Since Alk( t, s ), 
12( s) are continuous functions, Alk("Y2( s ), s) =/:- 0 in the some neighborhood of s* : s E 
(si, s2), 0::; S1 :::; s*::; S2 < 82, S1 < S2. 
Denote b1=12(s1), b2=12(s2), b = max(bi, b2) (b <a), /1 = a-b > 0, P = ((t, s)l(t, s) E 
Qp1, s1:::; s:::; s2, 12(s):::; t::; a). 
Consider the function 
l u;
1uP(t, s ), (t, s) E u~ Qpi n Ka.(Ypi); 
x(t,s) = U;1uq(t,s), (t,s) E U~iQqi n Ka(Yqi), 
0, (t, s) E Q\(U~Ka(Ypi) U~i Ka.(Yqi)), 
where (t,s) E Q, ur(t,s) = (u~, ... ,ui, ... ,uN-,.), r =p,q, 
{ 
Aik(t, s)(t -12(s))((t -12(s)), (t, s) E P, i = 1, ... ,No, 
uf ( t, s) = 5ik ( t - 12 ( s) )( ( t - 12 ( s)), ( t, s) E P, i = No + 1, ... , Np, 
0, (t, s) E Qp1 \P; 
ul(t,s)=O, (t,s)EQq1, i=l, ... ,Nq. 
(4.8) 
Here 5ik = 0, i =/:- k, 5ii = 1, ((t) = 1, 0 :::; t < 11/3, ((t) = 0, (2/3)/1 < t < 11, 
( E C 00 (R1 ). 
Obviously ur E TI~1 H 2•0 ( Qr1), r = p, q, function x E H, x E H 2•0 ( Qri), r = p, q, 
i = 1, ... , Nr and satisfy (4.5), hence (Rhx)(t, s) E H 2•0(Q). Therefore exists a f* E L2(Q) 




= Alk(t, s )I 
t="Y2(0) 
01<0<02 





hence (UpPpxt)(t,s))ir =J (UpPqxt)(t,s))ir and x ¢ H 2•0(Ka.(Ypl)). Ill 
Example 4.1. Let us apply theorem 4.1 for an investigation of the smoothness of the 
solutions of the BVP from example 3.1 at the points Yi E Tii, i == 1, 2, 3. Here p == 1, q == 
2, No == 3, Ni == 4, N2 == 3. Taking into account the form of the operator R, we construct 
the matrices 








A= (Rot1R1,2 = _ [ ~ ] . 
1/2 
Hence, by theorem 4.1 there exist ai, a2 > 0 such that, the solution x E H 2•0 (Ka.1 (y1)), 
x E H2•0 (Ka.2 (y2)), but x t/. H2•0(Ka.(Y3)) for any a > 0. It corresponds to the result, 
obtained in example 3.1. 
Now we investigate the question of preservation of the smoothness of solutions of BVP 
(1.1)-(1.2) for the points y* E JC Since 
Let y* be an isolated singular point: there exist a neighborhood of y* : Ka.(y*), containing 
only one point from }(, - y*. 
From theorem 4.1 follows corollary 4.1. 
Corollary 4.1. Let y* E }(,. 
The solution of BVP (1.1)-(1.2) x E H2•0(Ka.(Y*)) for some a > 0 if for every Ti E Bo 
such that (Ti\ Tt) n Ka.(Y*) =J 0 for points y E (Ti\ Tt) n Ka.(Y*) the conditions of theorem 
4.1 are fulfilled. 
Example 4.2. Let us investigate the smoothness of solutions of BVP from example 3.1 at 
the points y4(l, 1) and Ys = (1, 2). Obviously, we have that y4, Ys E }(,, and Y4 = f11 n f12, 
y5 = f 12 n f 13 . As follows from example 4.1 the conditions of corollary 4.1 are fulfilled for 
Tu and T12 , hence x E H 2•0 (Ka.(y4 )), a < 1. For the point y5 the conditions of corollary 
4.1 are fulfilled only for T12 and disturbed for f 13 , i.e. x (j. H 2•0(Ka.(Ys)) for any a< 0. 
Corollary 4.2. Let S = (Yk)f::::: 1 be a complete set from a class v of the partition B0 , 
containing inner points. Then there exists fs E L2( Q) such that the smoothness of 
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solutions of BVP (1.1), (1.2) fails at least in one of the points of a set S: for some l 
(1 ::::; l::::; No) x r/. H 2•0(Ka(Yz)) for any a> 0. 
Proof. By lemma 2. 7 class v from 8 0 corresponds to some classes p, q from R 0 • From 
definition of the set S and remark 2.2 it follows that there exists an inner point Yk E S; 
k ::::; No, a boundary point Yi E S, No < j ::::; Nv and i E M, such that Yk + (0, i) == Yi 
(Yi can belong or to 8QPi> or to 8Qqii let y E 8QPi)· Therefore in (1.3) for the difference 
operator Ri element ai(Yk) :/:- 0 and in the matrix RQp by the formula (3.1) bkj(y1 ) == 
ai(Yk) :/:- 0. Then Tmiy1 - m-th column (m == j - No) of the matrix Rjy1 - is not equal to 
zero. Since R0 is a positive definite matrix, so equation Rfy
1 
Am == rmlyi :/:- 0 has a solution: 
Am == (Rfy1 )-
1rmly1 :/:- 0, where Am == (Aim, ... , AN0m), i.e. for s.ome l (l ::::; l::::; No) , Alm :/:- 0. 
From ( 4.5) it follows that A is m-th colµmn of the matrix A and by theorem 4.1 the nec-
essary conditions of preservation the smoothness of solutions in points Yl are not fulfilled. 
Hence x r/. H 2•0 (Ka(Yz)) for any a> 0. • 
Corollary 4.3. For the BVP (1.1), (1.2) always exists f E L 2(Q) such that the smooth-
ness of solutions is broken in some point y* ET : x r/. H2•0(Ka(y*)) for any a> 0. 
Corollary 4.4. For nonrectangular domains the set T plays a main role in the investi-
gation of solutions smoothness of the BVP (1.1 ), (1.2). From theorem 4.1 and corollary 
4.3 follows that on T always exists a non-smooth solution; for some f E 1 2( Q), outside 
of the r - the solution always preserves smoothness. 
For rectangular domains investigation of smoothness is simplified. From theorem 3.1 and 
remark 4.1 follows assertion 4.1. 
Assertion 4.1. Let Q == (a1 ,a2 ) x (b1 ,b2). Then the solution of BVP (1.1), (1.2) 
· x E H 2•0(Q). 
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