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Rationality of unitary N = 2 vertex operator
superalgebras
Drazˇen Adamovic´
Abstract
In this note we prove that the vertex operator superalgebras as-
sociated to the unitary representations of the N = 2 superconformal
algebra are rational.
Introduction
In this note we continue to study vertex operator superalgebras (SVOAs)
associated to the representations of N = 2 superconformal algebras. In
[A1] we presented the results which gave the complete classification of irre-
ducible modules. We proved that SVOAs associated to the unitary N = 2–
representations have finitely many irreducible modules. In non-unitary case
the representation theory is more complicated (and perhaps, more interest-
ing). The irreducible representations in non-unitary case have a nice descrip-
tion as a union of finitely many rational curves. We should mention that the
results from [A1] were motivated by analysis of Eholzer and Gaberdiel from
[EG], and from the series of papers [FST], [ST], [SS].
In the present paper we will make the first step in describing the com-
plete category of modules for these SVOAs. Actually, we will prove that the
category of finitely-generated modules for SVOAs associated to the unitary
N = 2–representations is semisimple. This will imply that the correspond-
ing SVOAs are rational. Our proof of rationality is based on the analysis of
embedding diagrams of N = 2 Verma modules from [D] (see also [SS]), and
the classification result from [A1].
We also believe that the main result of this note will be useful for the
problem of the classification of rational SVOAs with a unitary central charges.
1
21 N = 2 superconformal vertex algebra
In this section we recall the results from [A1] on representation theory of
SVOAs associated to the N = 2 superconformal algebra. We should also
mention that the study of these SVOAs was initiated [EG].
N = 2 superconformal algebra A is the infinite-dimensional Lie super
algebra with basis Ln, Tn, G
±
r , C, n ∈ Z, r ∈
1
2
+ Z and (anti)commutation
relations given by
[Lm, Ln] = (m− n)Lm+n +
C
12
(m3 −m)δm+n,0
[Lm, G
±
r ] = (
1
2
m− r)G±m+r
[Lm, Tn] = −nTn+m
[Tm, Tn] =
C
3
mδm+n,0
[Tm, G
±
r ] = ±G
±
m+r
{G+r , G
−
s } = 2Lr+s + (r − s)Tr+s +
C
3
(r2 −
1
4
)δr+s,0
[Lm, C] = [Tn, C] = [G
±
r , C] = 0
{G+r , G
+
s } = {G
−
r , G
−
s } = 0
for all m,n ∈ Z, r, s ∈ 1
2
+ Z.
We denote the Verma module generated from a highest weight vector
|h, q, c〉 with L0 eigenvalue h, T0 eigenvalue q and central charge c by Mh,q,c.
An element v ∈Mh,q,c is called singular vector if
Lnv = Tnv = G
±
r v = 0, n, r +
1
2
∈ N,
and v is an eigenvector of L0 and T0. Let Jh,q,c be the maximal U(A)–
submodule in Mh,q,c. Then
Lh,q,c =
Mh,q,c
Jh,q,c
is the irreducible highest weight module.
Now we will consider the Verma module M0,0,c. One easily sees that for
every c ∈ C
G±
−
1
2
|0, 0, c〉
3are the singular vectors in M0,0,c. Set
Vc =
M0,0,c
U(A)G+
−
1
2
|0, 0, c〉+ U(A)G−
−
1
2
|0, 0, c〉
.
Then Vc is a highest weight A–module. Let 1 denote the highest weight
vector. Let Lc = L0,0,c be the corresponding simple module. Define the
following four vectors in Vc:
τ± = G±
−
3
2
1, j = T−11, ν = L−21,
and set
G+(z) = Y (τ+, z) =
∑
n∈Z
G+
n+ 1
2
z−n−2,
G−(z) = Y (τ−, z) =
∑
n∈Z
G−
n+ 1
2
z−n−2,
L(z) = Y (ν, z) =
∑
n∈Z
Lnz
−n−2,
T (z) = Y (j, z) =
∑
n∈Z
Tnz
−n−1. (1.1)
It is easy to see that the fields G+(z), G−(z), L(z), T (z) are mutually local
and the theory of local fields (cf. [K], [Li] ) implies the following result.
Proposition 1.1 There is a unique extension of the fields (1.1) such that
Vc becomes vertex operator superalgebra (SVOA). Moreover, Lc is a simple
SVOA.
We are interested in the list of all irreducible Lc–modules. It is very easy
to see that every irreducible Lc–module has to be irreducible highest weight
U(A)–module. To verify this statment, it is enough to notice that the Zhu’
s algebra A(Lc) is a certain quotient of the polynomial algebra C[x, y] (cf.
[EG], [Z]).
We will now present the classification result from [A1].
Definition 1.1 A rational number m = t/u is called admissible if u ∈ N,
t ∈ Z, (t, u) = 1 and 2u+ t− 2 ≥ 0.
4For m = t
u
admissible set cm =
3m
m+2
, N = 2u+ t− 2 and
Sm = {n− k(m+ 2) | k, n ∈ Z+, n ≤ N, k ≤ u− 1}.
Let
W cm =
{(
jk − 1
4
m+ 2
,
j − k
m+ 2
)
| j, k ∈ N 1
2
, 0 < j, k, j + k ≤ N + 1
}
,
and if m /∈ N let
Dcm = {(h, q) ∈ C2 | q2 +
4h
m+ 2
=
r(r + 2)
(m+ 2)2
, r ∈ Sm \ Z}.
Note that the set W cm is finite and the set Dcm is union of finitely many
rational curves.
Theorem 1.1 [A1] Assume that m ∈ N and c = cm. Then the set
{Lh,q,c | (h, q) ∈ W
cm}
provides all Lc irreducible modules for the SVOA Lc. So, irreducible Lc–
modules are exactly all unitary modules for N = 2 superconformal algebra
with the central charge c.
Remark 1.1 Theorem 1.1 shows that SVOA Lcm for m ∈ N has exactly
(m+2)(m+1)
2
non-isomorphic irreducible modules.
Theorem 1.2 [A1] Assume that m ∈ Q is admissible such that m /∈ N. Let
c = cm. Then the set
{Lh,q,c | (h, q) ∈ W
cm ∪Dcm}
provides all Lc irreducible modules for the SVOA Lc.
52 Rationality of the SVOA Lcm for m ∈ N
In this section we will present a proof of the rationality of the SVOA Lcm .
Theorem 1.1 gives that SVOA Lcm has finitely many irreducible modules. We
will now finish the proof of rationality by proving that every finitely generated
Lcm–module is completely reducible. In almost all known cases the proof of
rationality is based on the structure theory of certain categories of highest
weight representations, for example the category O in the case of affine Lie
algebras (cf. [DGK]). In order to modify the proof from affine case to
superconformal algebras, one has to know the embedding diagrams for Verma
modules. In the case of unitary representations of N = 2 superconformal
algebra, the correct embedding diagrams for Verma modules was done by
M. Dorrza¨pf in [D]. He also proved that unitary N = 2 Verma modules
do not contain subsingular vectors, which implies that every submodule of
a unitary Verma module is generated by singular vectors (cf. [D] and the
corresponding references).
Definition 2.1 SVOA V is called rational if V has finitely many irreducible
modules, and if every finitely generated V –module is completely reducible.
In this section, let m ∈ N, and c = cm =
3m
m+2
. The results from [D] imply
the following analysis.
For (h, q) ∈ W c, we have that
h =
jk − 1
4
m+ 2
, q =
j − k
m+ 2
,
for
j, k ∈ N 1
2
, 0 < j, k, j + k ≤ m+ 1.
We are interested in the weights of all homogeneous singular vectors in Verma
module Mh,q,c.
Theorem 4.A from [D] implies that the Verma module Mh,q,c is reducible,
and has infinitely many singular vectors
vhi
1
,qi
1
, vhi
2
,qi
2
, . . . , vhi
6
,qi
6
, i ∈ N (2.1)
of the weights
hi1 = h + i(i(m+ 2)− j − k), q
i
1 = q, (2.2)
hi2 = h + i(i(m+ 2) + j + k), q
i
2 = q, (2.3)
6hi3 = h + k + (i− 1)(i(m+ 2) + j + k), q
i
3 = q + 1, (2.4)
hi4 = h + k + (i+ 1)(i(m+ 2)− j − k), q
i
4 = q + 1, (2.5)
hi5 = h + j + (i− 1)(i(m+ 2) + j + k), q
i
5 = q − 1, (2.6)
hi6 = h + j + (i+ 1)(i(m+ 2)− j − k), q
i
6 = q − 1. (2.7)
Moreover, the maximal submodule M1h,q,c of the Verma module Mh,q,c is gen-
erated by three vectors :
vh1
1
,q1
1
, vh1
3
,q1
3
, vh1
5
,q1
5
.
We have the following lemma.
Lemma 2.1 Assume that vh′,q′ is a singular vector of weight (h
′, q′) in the
Verma module Mh,q,c, where c = cm, (h, q) ∈ W
c. Then (h′, q′) /∈ W c.
Proof. Since the weights (2.2)-(2.7) provide the weights of all singular vectors
in the Verma module Mh,q,c, we have to check the statement of the Lemma
for every singular vector in the list (2.1). For simplicity, we will only consider
vectors vhi
1
,qi
1
. For other singular vectors, the considerations are completely
analogous. So, we will prove that for every i ∈ N
(hi1, q
i
1) /∈ W
c.
First, we notice that
hi1 =
(j − i(m+ 2))(k − i(m+ 2))− 1
4
m+ 2
, qi1 =
j − k
m+ 2
.
Assume that (hi1, q
i
1) ∈ W
c. Then there are
j, k ∈ N 1
2
, 0 < j, k, j + k ≤ m+ 1, (2.8)
such that
hi1 =
j k − 1
4
m+ 2
, qi1 =
j − k
m+ 2
. (2.9)
But, the equation (2.9) implies that
j = j − i(m+ 2), k = k − i(m+ 2)
7or
j = −j + i(m+ 2), k = −k + i(m+ 2),
which in both cases contradicts the condition (2.8). ✷
Lemma 2.1 and the fact that unitary Verma modules don’t contain sub-
singular vectors imply the following proposition.
Proposition 2.1 Let Vh,q,c be any highest weight U(A)–module such that
the highest weight (h, q) ∈ W c, c = cm. Assume that Vh,q,c is reducible.
Then there is a highest weight U(A)–submodule N ′ with the highest weight
(h′, q′) /∈ W c.
Proposition 2.1 and Theorem 1.1 imply the following.
Corollary 2.1 Assume that M is a highest weight U(A)–module such that
M is a module for SVOA Lcm, m ∈ N. Then M is irreducible.
Remark 2.1 Proposition 2.1 and Corollary 2.1 can be also proved by using
the results of A. M. Semikhatov and V. A. Sirota from [SS]. Their approach
uses the relations between the embedding diagrams of N = 2–modules and
modules for affine Lie algebra sˆl2, and it can be applied on non-unitary highest
weight N = 2–modules. We hope to study the non-unitary case in our next
publications (cf. [A3]).
Let ω be the involutory anti-automorphism of A, defined with c 7→ c and
Lm 7→ L−m, Tm 7→ T−m,
G+
m− 1
2
7→ G−
−m+ 1
2
, G−
m− 1
2
7→ G+
−m+ 1
2
for every m ∈ Z.
8We will now prove that every finitely generated Lc–module is completely
reducible. It is enough to consider Lc–modules with the following graduation:
M = ⊕m∈ 1
2
Z+
Mm, dim Mm <∞
L0 acts semisimply on Mm.
We define [DGK] Mω = ⊕m∈ 1
2
Z+
M∗m with the following action (af)(u) =
f(ω(a)u) for any f ∈ Mω, a ∈ A, u ∈ M . In the same way as in [DGK] one
can see that M 7→ Mω is a contravariant functor and
(Mω)ω ≃ M, Lωh,q,c ≃ Lh,q,c for any (h, q) ∈ C
2.
Theorem 2.1 For m ∈ N the SVOA Lcm is rational.
We proved in Theorem 1.1 that SVOA Lcm has finitely many irreducible
modules. For a proof of rationality, it remains to prove that every finitely
generated Lcm–module is completely reducible. To see this, it is enough to
prove the following lemma (see also [DLM], [A2], [W] for proofs of rationality
in some similar cases).
Lemma 2.2 Let c = cm for m ∈ N, and let (h1, q1), (h2, q2) ∈ W
c. Then
every short exact sequence of U(A)–modules
0 −→ Lh1,q1,c
ι
−→M
pi
−→ Lh2,q2,c −→ 0 (2.10)
splits.
Proof. Without loss of generality, we may assume that h2 ≤ h1. Otherwise
we can apply the functor M 7→ Mω to the short exact sequence to reverse it.
Let vh2,q2 be the highest weight vector of Lh2,q2,c. Pick a vector v
′
h2,q2
∈M of
weight (h2, q2) such that pi(v
′
h2,q2
) = vh2,q2. We claim that v
′
h2,q2
is a singular
vector in M . Let n ∈ N. Assume that Tn.v
′
h2,q2
6= 0 . Then
pi(Tnv
′
h2,q2
) = Tnpi(v
′
h2,q2
) = Tnvh2,q2 = 0.
This implies
Tnv
′
h2,q2
= ι(u) (2.11)
for some nonzero u ∈ Lh1,q1,c, since the short sequence is exact. Comparing
the weights of both sides of equation (2.11), we have h2 − n = h1 + α for
9nonzero α ∈ 1
2
Z+. It follows that h2 = h1 + α + n > h1, which is a contra-
diction. In the same way the assumptions G±
n− 1
2
v′h2,q2 6= 0, Lnv
′
h2,q2
6= 0 for
n > 0 lead to contradiction.
Denote by M ′ the highest weight submodule of M generated by the sin-
gular vector v′h2,q2. Assume that M
′ is reducible. Then Lemma 2.1 implies
that M ′ has a highest weight submodule N ′ 6= 0 with the highest weight
(h′, q′) /∈ W cm. Then irreducibility of Lh2,q2,c implies that N
′ ⊆ Ker(pi),
which contradicts the fact that short sequence is exact. In this way we have
proved that M ′ is irreducible. This implies that M ∼= M ′ ⊕ Lh1,q1,c, and we
have proved that the sequence (2.10) is exact. ✷
Let us conclude this section by giving one characterization of the category
of Lcm–modules. We know from the embedding structure that the maximal
submodule of the Verma module M0,0,c is generated three vectors. Two such
vectors are G±
−
1
2
|0, 0, c〉, and the third vector has relatively charge zero and
level m + 1. In particular, we have that the maximal submodule of U(A)–
module Vcm is generated by one singular vector vsing of level m+1. Moreover,
the results from [ST], [FST] imply that the maximal submodule of Vcm is
generated by the vector G−
−m− 3
2
· · ·G−
−
3
2
1 (or equiv. G+
−m− 3
2
· · ·G+
−
3
2
1), and
that the singular vector is given by the following formulae:
vsing = G
+
1
2
· · ·G+
m+ 1
2
G−
−m− 3
2
· · ·G−
−
3
2
1.
The previous analysis and the vertex operator superalgebra structure on
Vcm and Lcm imply the following lemma.
Lemma 2.3 Let M be a U(A)–module of central charge cm. Then the fol-
lowing statements are equivalent:
(i) M is a Lcm–module,
(ii) Y (G−
−m− 3
2
· · ·G−
−
3
2
1, z)M = 0, (or equiv. Y (G+
−m− 3
2
· · ·G+
−
3
2
1, z)M = 0),
(iii) : ∂(m)G−(z) · · ·G−(z) : M = 0
(or equiv. : ∂(m)G+(z) · · ·G+(z) : M = 0).
Now Lemma 2.3 and Theorem 2.1 imply the following.
10
Corollary 2.2 Assume that M is a finitely generated U(A)–module of the
central charge cm such that : ∂
(m)G−(z) · · ·G−(z) : M = 0. Then M is a
direct sum of unitary representations with the central charge cm.
Remark 2.2 The statment of the Corollary 2.2 doesn’t need vertex algebra
language, but our proof uses vertex algebras. This statement was also known
to physicist, and it was used in [FS] for some cohomology calculation.
Remark 2.3 Let e, f, h be the generators of sl2. It is well-known that the in-
tegrable sˆl2–modules of levelm are characterized by the field-relation e(z)
m+1 =
0, and the Corollary 2.2 gives N = 2 interpretation of this fact. It will be also
interesting to translate some other properties of the representation theory of
sˆl2 in N = 2 language.
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