Let H be a finite-dimensional Hilbert space, dim H ≥ 2. We prove that every continuous coexistency preserving map on the effect algebra E(H) is either a standard automorphism of E(H), or a standard automorphism of E(H) composed with the orthocomplementation. We present examples showing the optimality of the result.
Introduction and statement of the main result
One of the main objectives of quantum mechanics is the study of measurement. In the mathematical formulation of quantum mechanics an observable is represented by a self-adjoint operator. However, such a representation implicitly assumes that measurements are perfectly accurate, which cannot be true. This led Günther Ludwig to introduce an alternative axiomatic formulation of quantum mechanics, see [3, 4, 5] . The main difference compared to the classical approach is that quantum events are not sharp, and therefore, according to Ludwig, a quantum event is not necessarily a projection, but rather a self-adjoint operator whose spectrum lies in [0, 1]. Such operators are called effects and the set of all effects is called the effect algebra. In this theory one of the most important relations is coexistency. Ludwig defined two effects to be coexistent if they can be measured together by applying a suitable apparatus. For more details we refer to [2] and the references therein.
In the language of mathematics (see [4] ), effects, the effect algebra, and the relation of coexistency are defined in the following way. Let H be a Hilbert space. An effect is a bounded linear self-adjoint operator A : H → H satisfying 0 ≤ A ≤ I. The set of all effects will be denoted by E(H). We further denote by P (H) ⊂ E(H) the set of all projections (bounded linear self-adjoint idempotent operators on H), by P 1 (H) ⊂ P (H) the set of all projections of rank one, and by Sca (H) the set of all scalar effects, Sca (H) = {tI : t ∈ [0, 1]}. For each A ∈ E(H) its orthocomplement is defined by A ⊥ = I − A. In the case when H is finite-dimensional, dim H = n, we identify bounded self-adjoint operators on H with hermitian n × n matrices. With this identification we have E(H) = E n , P (H) = P n , and P 1 (H) = P 1 n , where E n is the set of all n × n hermitian matrices whose spectra belong to the unit interval [0, 1], P n is the set of all n × n hermitian matrices P satisfying P 2 = P , and P 1 n is the set of all n × n hermitian rank one matrices P satisfying P 2 = P .
Two effects A, B ∈ E(H) are said to be coexistent, A ∼ B, if there exist effects E, F, G ∈ E(H) such that A = E + G and B = F + G and E + F + G ∈ E(H).
We say that a map φ : E(H) → E(H) preserves coexistency if for every pair A, B ∈ E(H) we have
The relation of coexistence is very poorly understood even for qubit effects, that is, elements of E 2 . An attempt of the description of coexistence on E 2 can be found in [1] but there are no similar results in higher dimensions. In mathematical foundations of quantum mechanics symmetries play a very important role. These are bijective maps on various quantum structures that preserve certain relations and/or operations that are relevant in mathematical physics. We refer to [2, 6, 8, 9, 10] and the references therein for more information on symmetries of effect algebras. It turns out that quite often these symmetries are standard automorphisms, that is, maps of the form A → U AU * , A ∈ E(H), where U : H → H is a unitary or antiunitary operator.
One of the most challenging problem in the theory of symmetries of effect algebras, that is, the problem of describing the general form of bijective coexistency preservers on E(H), has been resolved only very recently. It was proved by Geher andŠemrl [2] that for every bijective map φ : E(H) → E(H) satisfying (1) there exists a unitary or antiunitary operator U : H → H and a bijective map g :
for every real t ∈ [0, 1]. Conversely, every map of the above form preserves coexistency in both directions. Of course, such maps are far from being continuous in general. Under the additional assumption of continuity we get a much nicer conclusion that every such map must be a standard automorphism of E(H) or a standard automorphism composed with the orthocomplementation. More precisely, for every bijective continuous map φ : E(H) → E(H) satisfying (1) there exists a unitary or antiunitary operator U : H → H such that either
As we have added the continuity assumption it is natural to ask if other assumptions in the result of Geher andŠemrl can be weakened. In particular, can we remove the bijectivity assumption and still get a nice description of coexistency preservers under the additional assumption of continuity? The answer is negative. To see this we assume that H is an infinite-dimensional Hilbert space. Let further T : H → H be a bounded linear contraction, that is, T ≤ 1. Then the operator given by ϕ 1 (A) = T AT * , A ∈ E(H), maps E(H) into itself. Indeed, for every A ∈ E(H) the linear map T AT * is a bounded self-adjoint positive operator (throughout the paper a positive operator/matrix will mean a positive-semidefinite operator/matrix). It is also trivial to verify that T AT * ≤ I. Let ϕ 2 : E(H) → S ⊂ E(H) be any continuous map where S = {A ∈ E(H) : A ≤ 1/2}. Finally, let G n , n = 1, 2, . . ., be pairwise commuting effects. We denote by S(H) the real linear space of all bounded self-adjoint operators on H. Let f n : S(H) → R, n = 1, 2, . . ., be any positive real-linear functionals of norm one. We define ϕ 3 :
Since H is infinite-dimensional it can be identified with the direct orthogonal sum of four copies of H. Hence, each map from E(H) into E(H ⊕ H ⊕ H ⊕ H) can be considered as a map from E(H) into itself.
is continuous and satisfies (1) .
and that φ is continuous. We postpone the verification of (1) to the next section. The above example shows that there is no nice description of continuous coexistency preservers on E(H). However, a careful reader has noticed that the assumption that H is infinite-dimensional was essential in constructing the above counterexample. And in fact, as our main theorem shows, in the finite-dimensional case the answer to our question is in the affirmative.
is a continuous map satisfying (1) . Then there exists a unitary or antiunitary operator U : H → H such that either
In the language of linear algebra this statement reads as follows. Let n ≥ 2 be an integer and φ : E n → E n a continuous map. Assume that for every pair
Here, A t denotes the transpose of the matrix A.
Proposition 1.1 shows that the assumption of finite-dimensionality is indispensable in our main result. In order to show that no further improvements are possible we need to consider one more problem. We will say that a map φ : E(H) → E(H) preserves coexistency in one direction only if for every pair
The question is, of course, whether the assumption of preserving coexistency in our main theorem can be replaced by the weaker assumption of preserving coexistency in one direction only and still get the same conclusion. We will see that the answer is negative even if we add the bijectivity assumption, thus confirming the optimality of Theorem 1.2. In fact, we will show even more. Recall first that the basic theorem concerning symmetries of effect algebras is Ludwig's description of ortho-order automorphisms. His result states that every bijective map φ :
is a standard automorphism of E(H). In [10] the optimality of Ludwig's theorem was studied. It was shown that there exists a bijective map φ :
and
which is not a standard automorphism of E(H). However, the example was non-continuous. Here, we will provide an example of a continuous map with all the above properties. Moreover, the example is even simpler than the one presented in [10] .
is bijective, continuous and satisfies (2), (3), and (4).
This example came as a surprise. Our expectation was that in the presence of the assumptions of bijectivity, continuity, and finite-dimensionality we will be able to prove that every map preserving enough properties in one direction only has to be a standard automorphism. And in fact, we were able to prove quite a lot of nice structural properties of such maps but instead of coming to the desired conclusion the detailed analysis of such maps brought us to the above example showing that our starting conjecture was wrong.
Our first strategy to prove the main theorem was to use topological tools to show that φ is bijective and then to apply the known result on bijective maps preserving coexistency on E(H). It turned out that a shorter direct proof is possible. But of course, we are still using quite a few ideas from [2] . In the next section we will first formulate few lemmas that have been proved before. In particular, Propositions 1.1 and 1.3 will be deduced from some of the known results. In the rest of the paper all the ideas used in the proofs are new. After proving a few new technical results in the second section we will give the proof of our main theorem in the last section.
Preliminary results
Let H be a Hilbert space, dim H ≥ 2. We need some more notation. For A ∈ E(H) we denote
The following facts about coexistency are well-known (see [6, p.440 ] and [7, p.140]):
For every A, B ∈ E(H) and P ∈ P (H) we have:
• if A and B are rank one effects with different images then A ∼ B if and
The next two lemmas were proved in [10] .
Assume that effects A, B ∈ E(H) have the following operator matrix representations with respect to this direct sum decomposition: It is now easy to prove Proposition 1.1.
Proof of Proposition 1.1. We only need to verify (1). If φ(A) ∼ φ(B) then by Lemma 2.2 we have A ∼ B. Applying this lemma once more we see that it remains to show that for every pair A,
In the case j = 1 the desired implication follows easily from Lemma 2.3. The case j = 2 is clear by the definition of coexistency. In the case j = 3 we apply the item three of Lemma 2.1 to conclude the proof.
In order to prove Proposition 1.3 we need the following result from [2] .
Proof of Proposition 1.3. Clearly, φ is continuous and satisfies
To see that it is bijective we only need to verify that the restriction of φ to the set of all effects A satisfying 0 ≤ tr A ≤ 1 is a bijection of this set onto itself.
According to our assumptions the function t → f (t)t is a monotone increasing bijection of [0, 1] onto itself. If 0 ≤ tr A ≤ 1 and 0 ≤ tr B ≤ 1 and
Finally, suppose that the effects A, B are coexistent. We must verify that then φ(A) and φ(B) are coexistent, too. Since φ is ⊥-preserving map there is no loss of generality in assuming that tr A, tr B ≤ n/2. Since both A and 0 are coexistent with B and B ∼ is convex, cA is coexistent with B for any c ∈ [0, 1], and therefore, φ(A) is coexistent with B. Using exactly the same arguments we conclude that φ(B) is coexistent with φ(A).
A trivial consequence of Lemma 2.3 is that for every A ∈ E(H) we have A ∼ = (A ⊥ ) ∼ . But actually, much more is true. The following statement is one of the two main results in [2] . Lemma 2.5. For any pair A, B ∈ E(H) the following are equivalent:
Till the end of this section H will denote a finite-dimensional Hilbert space, dim H = n ≥ 2. Let p and q be nonnegative integers, p + q ≤ n. Then E(p, q) ⊂ E n is defined to be the set of all A ∈ E n such that 1 is an eigenvalue of A with the multiplicity p and 0 is an eigenvalue of A with the multiplicity q. In particular, E(0, 0) is the set of all effects A such that both A and A ⊥ are invertible and E(p, n − p) is the set of all projections of rank p. Recall that E(p, n − p) can be identified with the Grassmann space of all p-dimensional subspaces of C n , and therefore, E(p, n − p) is a compact connected topological manifold without boundary. Each A ∈ E(p, q) is unitarily similar to a block diagonal matrix  
where I p is the p × p identity matrix, 0 q is the q × q zero matrix and B is an (n − p − q) × (n − p − q) diagonal matrix whose all diagonal entries belong to the open interval (0, 1).
Lemma 2.6. Let p and q be nonnegative integers, p + q ≤ n. If A ∈ E(p, q) and a subset U ⊂ A ∼ is homeomorphic to R k for some positive integer k, then
Proof. Without loss of generality we can assume that A is of the form (5 
The real vector space of all hermitian matrices of the form (6) is of dimension n 2 − 2pq. Hence, A ∼ can be considered as a subset of R n 2 −2pq and the desired conclusion follows from the invariance of domain theorem. Proof. With no loss of generality we may assume that A = I. Indeed, if A = I, then we may replace B and A by A −1/2 BA −1/2 and A −1/2 AA −1/2 , respectively.
In the next step we apply the unitary similarity to conclude that there is no loss of generality if we further assume that B is a diagonal matrix whose diagonal entries belong to the unit interval [0, 1]. We can get the matrix C with the desired properties by an arbitrarily small perturbation of diagonal entries of B.
Let A, B be n × n hermitian matrices. We will write A < B if A ≤ B and B − A is invertible. Lemma 2.8. Let p and q be nonnegative integers, p + q ≤ n. Assume that A ∈ E(p, q) and that U ⊂ E(0, 0) is an open subset such that
Then there exists a subset W ⊂ E(0, 0) such that W ⊂ A ∼ , W ⊂ U , and W is homeomorphic to R n 2 −2pq .
Proof. We may assume that A is of the form (5). Using U ∩ A ∼ = ∅ and Lemma 2. respectively. Applying Lemma 2.7 and the fact that U is open we can find effects K, L such that K + L ∈ U ,
Because U is open we can find an open subset W 1 of the set of all (n−q)×(n−q) hermitian matrices and an open subset W 2 of the set of all (n − p) × (n − p) hermitian matrices such that
for every T 1 ∈ W 1 and every T 2 ∈ W 2 , and
It follows from (7) and Lemma 2.3 that and therefore, there exists a subset W ⊂ W 3 that is homeomorphic to R n 2 −2pq .
Proof of the main result
We will divide the proof of Theorem 1.2 into steps. So, assume that dim H = n < ∞, n ≥ 2, and φ : E(H) → E(H) is a continuous map satisfying (1).
Step Step 3.2. Let p, q be nonnegative integers, p+q ≤ n. Then for every A ∈ E(p, q) there exist nonnegative integers p ′ , q ′ , p ′ + q ′ ≤ n such that
Proof. Let A ∈ E(p, q) and φ(A) ∈ E(p ′ , q ′ ). With no loss of generality we can assume that A is a diagonal matrix,
where D is a diagonal matrix whose all eigenvalues belong to the open interval (0, 1). By Lemma 2.3, A ∼ contains the set
Let us denote the latter set M. By Step 3.1, the set M \ Sca (H) is injectively (and continuously) mapped into φ(A) ∼ . Moreover, M \ Sca (H) contains a subset that is homeomorphic to R n 2 −2pq . We can also see that φ(A) ∼ is homeomorphic to a subset of R n 2 −2p ′ q ′ . By the invariance of domain theorem, we and W is homeomorphic to R n 2 −2p ′ q ′ . Therefore there exists a subset W 1 = (φ |O ) −1 (W ) ⊂ A ∼ that is homeomorphic to R n 2 −2p ′ q ′ . By Lemma 2.6 and the fact that A ∈ E(p, q) we have
as desired.
Step 3.3. For 1 ≤ m ≤ n − 1, we have either
Similarly, we have either
For any open neighborhood U ∋ A in E n and any integer 0 ≤ k ≤ m, we can find an element B ∈ E(1, k) ∩ U . Since φ is continuous, for any integer 0 ≤ k ≤ m, we must have W ∩ φ(E(1, k)) = ∅. It follows by Step 3.2 that
which implies {p ′ , q ′ } = {1, m}. By the continuity of φ we obtain either φ(E(1, m)) ⊂ E(1, m) or φ(E(1, m)) ⊂ E(m, 1).
Step 3.4. We have either φ(E(1, n − 1)) = E(1, n − 1) or φ(E(1, n − 1)) = E(n − 1, 1).
Proof. By Step 3.3, we have either φ(E(1, n−1)) ⊂ E(1, n−1) or φ(E(1, n−1)) ⊂ E(n − 1, 1). Note that E(n − 1, 1) and E(1, n − 1) are compact connected (2n − 2)-dimensional manifolds without boundaries. If n ≥ 3, then φ restricted to E(1, n − 1) is injective by Step 3.1, thus the invariance of domain theorem assures the desired conclusion. Even when n = 2, we can see that φ| E(1,1) is locally injective and hence locally homeomorphic, which implies that φ(E(1, 1)) = E(1, 1).
Combining φ with the orthocomplementation if necessary, we may and will assume φ(E(1, n − 1)) = E(1, n − 1) from now on.
Step 3.5. For any P ∈ E(1, n − 1), we have
is equal to
We also have φ(Sca(H)) = Sca(H) and either φ(0) = 0 and φ(I) = I
or φ(0) = I and φ(I) = 0.
Proof. Let P ∈ E(1, n − 1). By Lemma 2.1, we see
Since φ(E(1, n − 1)) = E(1, n − 1), we have 
By Lemma 2.1, we also have Q∈E(1,n−1) Q ∼ = Sca(H) and φ(Sca(H)) ⊂ Sca(H). Moreover, if A ∈ E n satisfy φ(A) ∈ Sca(H), then φ(A) ∼ ⊃ φ(E n ) and hence A ∼ = E n , which in turn implies A ∈ Sca(H). Note that we can identify the right hand side of (10) with a square. It follows by the continuity of φ that the image φ({cP + dP ⊥ : 0 ≤ d ≤ c ≤ 1}) (∋ φ(P )) does not 'go beyond the diagonal line Sca(H) in the square', hence it is a subset of
Assume (for a contradiction) that a real number 0 < c 0 < 1 satisfies φ(c 0 P ) = c 1 φ(P ) + d 1 φ(P ) ⊥ for some 0 ≤ c 1 < 1 and 0 < d 1 ≤ 1. Since φ is continuous at P , we can take a real number 0
Let Q ∈ E(1, n − 1) satisfy Q = P and Q P ⊥ . Let t be a real number with 0 < t < 0. We claim the following:
If these are true, it is easy to see that the condition (P + d 0 P ⊥ ) ∼ ⊂ (c 0 P ) ∼ can never hold, hence we obtain a contradiction. Let us prove the claim. By Lemma 2.3, we have
hence the rank one effect tQ with Q = P , Q P ⊥ is an element of this set if and only if tQ ≤ P + d 0 P ⊥ . (Here we use the elementary fact that for A, B ∈ E n , the matrix A + B is of rank ≤ 1 if and only if A, B are linearly dependent and of rank ≤ 1.) Thus we obtain the former equivalence, and the latter can be seen similarly.
Therefore, we obtain
In a similar way, we also obtain
Combine these with the facts
• φ is continuous on E n and injective (by is homeomorphic to the circle S 1 to obtain the desired conclusion.
Step 3.6. For any P ∈ E(1, n − 1), we have φ(P ⊥ ) = φ(P ) ⊥ .
Proof. Let P ∈ E(1, n). By (10) and Step 3.3, we obtain either φ(P ⊥ ) = φ(P ) or φ(P ⊥ ) = φ(P ) ⊥ . We prove that the former option never holds. Assume that φ(P ⊥ ) = φ(P ). Using the same argument as in the proof of the preceding step, we obtain Step 3.7. Let n = 2. Then there exists a unitary or antiunitary operator U : H → H such that either
Proof. By Steps 3.1, 3.4 and 3.6, φ restricts to a homeomorphism on E(1, 1). By Steps 3.1 and 3.5, a moment's reflection shows that φ maps the subset E 2 \ Sca(H) bijectively onto itself. Define the mapping ψ:
for any A, B ∈ E 2 . By [2] , there exists a unitary or antiunitary operator U : H → H such that
Since E 2 \ Sca(H) is connected and U AU * = U A ⊥ U * on this subset, the continuity of φ implies the desired conclusion.
In what follows, we consider the case n ≥ 3.
Step 3.8. If n ≥ 3, then φ| E(1,n−1) : E(1, n − 1) → E(1, n − 1) extends to a standard automorphism on E n .
Proof. We know that φ| E(1,n−1) is a bijection on E(1, n − 1). For any P, Q ∈ E(1, n − 1) with P = Q, we have P ∼ Q if and only if P ⊥ Q. The desired conclusion is now a direct consequence of Uhlhorn's theorem [11] .
Therefore, without loss of generality, we may assume φ(P ) = P for any projection P of rank one.
For an effect A we denote by σ(A) the spectrum of A.
Step 3.9. For every A ∈ E(H), there exists an injective function g A :
Proof. The desired conclusion is a straightforward consequence of the fact that for every rank one projection P the effect A commutes with P if and only if φ(A) commutes with P .
Step 3.10. For every n × n unitary matrix U and every real r, 0 < r < 1, there exists a real s ∈ (0, 1) such that (11) which is equal to the disjoint union of the four sets (11) can be written as a disjoint union of six sets. Since φ fixes every projection in E(1, 2) ∪ E(2, 1), we obtain the same conclusion.
We fix an n × n unitary matrix U for a while. By Steps 3.1 and 3.10, for every 2 × 2 rank one projection P there exists an injective continuous function f P : [0, 1] → [0, 1] with f P (1) = 1 such that φ U rP 0 0 I n−2 U * = U f P (r)P 0 0 I n−2 U * .
Since U 0 0 0 I n−2 U * ∈ E(n − 2, 2), by Step 3.2 and the continuity of φ we also see f P (0) = 0. Thus f P : [0, 1] → [0, 1] is an increasing bijective function.
Step 3.11. We have f P (r) = r for any 2 × 2 rank one projection P and real number r ∈ [0, 1].
Proof. We first claim that f P = f is independent of P . Think just of the upper left two by two corners of the matrices treated in the previous paragraphs. We know that for r, s ∈ (0, 1) and different rank one projections P and Q we have rP ∼ sQ ⇐⇒ rP + sQ ≤ I 2 .
Let P and Q be any distinct projections of rank one. Find a projection of rank one R such that tr (P R) = tr (QR) (the angle between P and R is the same as the angle between Q and R). Then Lemma 2.2 and the above imply
which yields f P = f Q . Next, we prove that f (t) = t. For every t ∈ (1/2, 1) we can find rank one projections P and Q with P = Q such that This implies that for every unitary matrix U and every rank one effect R ∈ E 2 we have φ U R 0 0 I n−2 U * = U R 0 0 I n−2 U * .
Using [2, Corollary 2.10] we conclude that for every unitary matrix U , every 2 × 2 nonscalar effect A and every (n − 2) × (n − 2) effect B we have either
Let A ∈ E n \ Sca(H). We can find a unitary matrix U and real numbers 0 ≤ a 1 ≤ a 2 ≤ · · · ≤ a n ≤ 1 such that A = U diag(a 1 , a 2 , · · · , a n ) U * . By Step 3.9, we can find real numbers b 1 , b 2 , · · · , b n such that φ(A) = U diag(b 1 , b 2 , · · · , b n ) U * . The above conclusion implies that for any 1 ≤ j < k ≤ n with a j = a k , we have either a j = b j and a k = b k or a j = 1 − b j and a k = 1 − b k .
Using it, we easily see that φ(A) ∈ {A, A ⊥ } for any A ∈ E n \ Sca(H). Since φ fixes every element in E(1, n− 1), the continuity of φ leads to our goal φ(A) = A for any A ∈ E n .
