, Engel and Rogers (1996) , Parsley and Wei (1996 , 2004 , Crucini, Telmer and Zachariadis (2000, 2005) , Cecchetti, Mark and Sonora (2000) , Rogers (2001) , O'Connel and Wei (2002) , Lutz (2002) , Crucini and Shintani (2004) , or Goldberg and Verboven (2005) .
Recent research in the field is characterized by (i) the use of micro-level data and (ii) the application of dynamic panel econometric methods and/or panel unit root tests. While there is consensus that prices in fact deviate widely and quite persistently from LOP, especially across countries, there remains considerable variation in the estimated half-lives and the assessment of the adjustment dynamics towards LOP parities.
This paper stresses two essential aspects, which seem not to be dealt with sufficiently in the literature. The first one relates to the data in use, and the second one to the assumption about the data generating process of LOP/PPP data.
First, for the comparability of goods prices (measured in the same currency) across countries, and maybe even within countries, it is essential to rely on homogeneously specified, quality adjusted goods or aggregates thereof. Relating to LOP studies at the aggregate level, Obstfeld and Rogoff (1996, p.202) assert that "The best evidence we have on absolute PPP comes from the Penn World Table( PWT), the culmination of a sequence of studies, starting with Gilbert and Kravis (1954) , and described more recently by Summers and Heston (1991) . The PWT endeavors to compare, in levels, the US dollar prices of identical, quality adjusted output baskets for a large support of national statistical agencies, EUROSTAT, and the OECD at a three to five years frequency (also Bergstrand, 1991 Bergstrand, , 1992 , recommends the use of ICP data). This paper represents a first attempt to exploit the ICP data for OECD countries at the disaggregated level of 195 internationally comparable products (basic headings) to study deviations from LOP.
Second, by relying on dynamic panel data methods and panel unit root tests, recent research on PPP implicitly assumes that the data generating process of prices in common currency already runs for an infinite number of periods. Although this is a possible working hypothesis, political shocks such as World War II or the oil crises in the late 70s and early 80s may represent distortions, which are at odds with this assumption. Following Hart (1995) , we argue that looking at β-convergence, i.e., the absence of a unit root, is not sufficient to detect σ-convergence so that the distribution of real exchange rates indeed collapses over time. We may observe a rising variance (i.e., no σ-convergence), in spite of β-convergence. This is the case if the variance in the initial period is above its long run steady state level as implied by the corresponding stationary AR(1)-process and if the variance of the innovations is large, too. Hence, in this likely relevant case we need a test of σ-convergence in addition to estimates of the β-convergence coefficient.
Only if the null of no σ-convergence is rejected, the half-lives based on the 3 F o r P e e r R e v i e w β-convergence coefficient can be interpreted sensibly.
Since our ICP data form a large cross-section (195 products in 23 countries), but exhibit a small time dimension (only 5 observations between 1980 and 1996 are available), we look at both β-and σ-convergence over a given period of time without relying on large T asymptotics as unit root tests do.
Accordingly, we test whether the variance of the real exchange rate has declined over time (see Hart, 1995) . To accomplish this task, we design and apply a likelihood ratio test of conditional σ-convergence. This test is a generalization of the test of unconditional σ-convergence by Carree and Klomp (1997) . 4 In addition, we estimate the associated speed of adjustment from the β-convergence regressions.
Summing up the main results, the ICP data provide clear evidence that international goods prices expressed in common currency units deviate remarkably from LOP parities at any considered period. Concerning σ-convergence we find that over the period 1990-1996 10 out of 23 countries experienced a significant reduction in the variance of the deviations from LOP for trade- Drechsler, 1973) 5 The final list of products narrowly specified for the 1996 OECD/EUROSTAT comparison covers over 2900 consumer goods and services, 34 occupations in government, education and health services, 186 equipment goods and 20 construction projects. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The OECD provided the authors with the PPP-data at the basic heading level covering the comparison rounds 1980, 1985, 1990, 1993 and 1996 for 24 OECD countries from the joint OECD/EUROSTAT PPP Programme. Furthermore we have constructed a dummy variable to classify each basic heading as a "tradeable"(tr) or "non-tradeable"(ntr) good. Those basic headings that are tradeable in principle, but not traded at competitive market prices (e.g., town gas, books, etc.) have been classified as non-tradeable. Details about this classification and the data set are available from the authors upon request. 6 The country sample consists of Germany, France, Italy, Netherlands, Belgium, Luxembourg, United Kingdom, Ireland, Denmark, Greece, Spain, Portugal, Austria, Switzerland, Finland, Iceland, Norway, Sweden, Turkey, Australia, New Zealand, Japan, Canada, USA. Note, due to small changes in the classification, a few basic headings are not available in all of the rounds. Hart (1995) illustrates, it may well be that relative prices are stationary and follow an AR(1) process. However, their variance only shrinks over time (i) if the initial variance is sufficiently large, (ii) there is β-convergence and (iii) the yearly innovations exhibit a low enough variance. Therefore, it is possible to observe a constant variance along with β-convergence. In short, in order to detect convergence in the sense of a collapsing (unimodal) distribution, β-convergence is necessary but not sufficient (see also Barro and Sala-i-Martin, 2003) . To see this, define π = 1+b and write the β-convergence equation as (ignoring the constant, the dummies and the index for countries and basic headings for the moment):
so that
We assume that ν is iid N (0, σ 2 ν ) so that u T is also iid normal with variance σ 2 uT and y 1 ∼ iid N (0, σ 2 y 1 ). Hence, for fixed T we have a unique mapping of the time series model into the cross-sectional model. From (2) it can immediately be seen that we observe σ-convergence between periods 1 and 7 
. The latter term (π 0 ) is always lower than 1, if σ-convergence takes place and the process starts at a variance higher than the long run steady state value. 7 Therefore, finding β-convergence with π < 1 is necessary but not sufficient for σ-convergence, since under π 0 < π < 1 the variance of y actually increases. In the Appendix, we propose a likelihood ratio test to test this hypothesis. This test is based on the work of Carree and Klomp (1997) and Egger and Pfaffermayr (2006) , and allows for conditional convergence by introducing additional dummies. Specifically, we test the
. We estimate the β-convergence regressions first for each country separately and then for groups of countries.
The country-specific specification is given by
where r cit , t = 1, T denotes the real exchange rate of country c and basic heading i in period t. d i is our dummy variable for the tradeability of goods.
The interaction term d i r ci1 captures a possible difference in the speed of convergence between these two groups of goods. Lastly, a constant which is different from zero indicates permanent LOP deviations. The implied halflives can be easily estimated by t i0.5 = −T ln(2)/ln(1 + β c + µ 2c ).
The second specification pools over country groups. It introduces countryspecific effects, which capture location-specific determinants of the deviations from LOP.
In both cases, we assume that the starting value is independent of the 7 For T approaching infinity we have σ T → σν −2b−b 2 for b < 0, so that we observe σ-convergence if σ error in period t > 1 so that r ci1 is exogenous. In case of an AR(1) process in annual time intervals σ u comprises the error terms from period T to 2, while the initial value has date 1.
8 Hence, if the underlying AR(1)-process exhibits white noise errors, exogeneity of r ci1 is guaranteed.
At the country level we look at σ-convergence for tradeables and nontradeables separately, so the test is on convergence to the corresponding steady states. The test for country aggregates is on conditional σ-convergence,
i.e it allows for conditioning on exogenous dummy-variables. In both cases, the test is a likelihood ratio test. We show in the Appendix, that the corresponding test statistic is easy to calculate and it is distributed as χ 2 (1).
The estimators of the variances under H 0 , σ 
Estimation results
A first inspection of the ICP data reveals undoubted evidence for the fact that real exchange rates implied by disaggregated international goods prices deviate widely from LOP parities. Table 1 The findings concerning σ-convergence merit a closer look at the β-convergence regressions. Tables 5-7 report the country-specific estimates.
Generally, we observe much bigger half-lives for non-tradeables lasting be- 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Table 8 -10 confirm these findings. Over the period 1990-1996 the half-live of the pooled estimation over all countries is 4.0 years for tradeable goods and 5.6 years for non-tradeables, respectively.
Again the corresponding figures for the period 1980-1996 are higher.
For the interpretation of these findings, one has to bear in mind that we allowed for country-specific intercepts (i.e., country-specific deviations from LOP). These persistent deviations are in sharp contrast with the theoretical propositions behind LOP and absolute PPP. Yet they are significant in many empirical LOP-studies.
9 Obviously, country-specific influences such as national tax law and transportation costs may cause permanent differences in international relative price levels, which can not be arbitraged away easily by international goods trade. 10 Our econometric estimates illustrate that it is important to control for these country-specific influences.
Conclusions
This paper uses disaggregated price data collected within the framework of We propose a new test of conditional σ-convergence for fixed and even small T based on Carree and Klomp (1997) . Rejecting a unit root in a time series or, for fixed T , finding β-convergence in a cross-section is not sufficient to detect σ-convergence. For a sufficiently high -but lower than unitycorrelation between initial and end year values the variances of price levels might still be growing over time.
Our estimation results indicate that significant σ-convergence took place in the majority of OECD countries, specifically for tradeable goods, once it is controlled for permanent and country-specific deviations from the law of one price. In line with other studies these turn out to be significant and reflect variables such as trade and transportation costs, differences in taxes and other influences, which all warrant further investigation. Overall, one can conclude that the distribution of relative prices at an international level tends to shrink over time and there is some tendency of convergence. In line with previous findings the corresponding half-lives of LOP deviations to close out over time turn out to be much higher for non-tradeables than for tradeables. Carree and Klomp (1997) , we formulate the convergence equation by the autoregressive process for fixed T , by substituting T periods backwards to get
where µ k are fixed effects (in our case referring to groups of basic headings) and u ikT is iid N (0, σ 2 u ). In contrast to Carree and Klomp, in this specification we control for heterogeneity and allow for conditional convergence with K−specific steady states. The starting values y ik1 are supposed to be iid N (µ k1 , σ 2 1 ) with µ k1 = µ k and E [y ik1 u ikT ] = 0.
11 Based on (6), under the null hypothesis of no σ-convergence we set σ
vs. H 1 : π < π 0 . This test is based on the bivariate normal distribution (see Cannon and Duck, 2000; Carree and Klomp, 1997; or Egger and Pfaffermayr, 2006) :
The first order conditions are as follows:
where m 1 (y k1 ) denotes the group-specific first moments. Defining the (N K × K) dummy variables matrix D and
Qy 1 have typical elements y ikT = y ikT − m 1 (y kT ) and y ik1 = y ik1 − m 1 (y k1 ) (Fuller and Battese, 1973) . Therefore,
, where c (.) denotes the second central moment.
Furthermore,
is analogously defined. Inserting into the likelihood gives
(iii) Under H 0 , one has to maximize the restricted likelihood function 
The corresponding first order conditions read as follows:
Now define y ikT = y ikT − µ k,0 and insert for µ k,0 : follows. Now, .
3. Therefore, the likelihood ratio test
is asymptotically distributed as χ 2 (1). In small samples, we use N K − 2.5 instead of N K (see Morrison, 1976) . Note, we have a one-sided test, so the significance levels are doubled to get the critical value.
(v) Table 11 below provides a Monte Carlo simulation to assess the power of the LR-test. We use the following parametrization, which fits our data: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
