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ABSTRACT 
Electric power companies are facing financial pressure to optimize maintenance of their capital-intensive 
equipment so as to minimize additional investment while maximizing reliability levels seen by customers. 
Typically, financial and labor resources are constrained, and it is not possible for companies to perform all 
desired maintenance tasks in a given budget cycle. It is often the case that the budget will be split into different 
categories, such as recloser, pole, tree-trimming, transformers, and so on. 
Questions faced by the asset managers include: What should be the total budget? How to allocate the 
money to different categories? How to select the specific tasks? In this thesis, reliability is measured using a risk 
metric to capture failure probability and consequence. 
So in order to get the risk index we need to estimate the failure probability and calculate the failure 
consequence. Failure probability depends on the physical condition, i.e., the degradation level of the system 
component. We use a lifetime model, regression model, and Markov model to estimate the failure probability. 
Failure consequence is computed using system topology and load information in terms of standard distribution 
system reliability metrics (SAIDI, SAIFI, EENS, performance-based penalties, and device damage) which 
reflect customer satisfaction, regulation and economic benefits to the company. Risk reduction is then associated 
with each maintenance task, and a combination of optimization algorithms (branch and bound, Lagrange 
relaxation and dynamic programming) are employed to select those tasks. This approach is illustrated using an 
Iowa distributions system. 
1 
CHAPTER 1 INTRODUCTION 
In asset management, utilities are under pressure to use less to do more under the deregulated environment. 
For distribution systems, the "more" is to enhance reliability as indicated by improved reliability metrics, 
considered as the benefit, and the "less" is the financial and human resources, the so called cost. 
The structure of reliability-related decisions for a power system is shown in Fig. l.1 [l]. Distribution 
systems are maintenance-intensive, and as a result, a significant amount of financial and human resources are 
expended on it. Our work is focused on the risk-based maintenance resource allocation for the distribution 
system in a yearly budget. 
Types 
I 
I 
I 
~ 
I 
Operational 
Adjustment 
Unit Maintenance 
Commitment 
Decision 
Horizon kL _ __. H _Operational Operational Planning 
I 
Second Minute Hour Day Week Month Year 
Facility 
Enhancement 
Planning 
3 Year 10 Year 
Fig. 1.1 Reliability-related decisions: Type & decision-horizon 
In Chapter 1, an overview of the risk-based method and related topics are introduced. In Chapter 2, the 
formulations of the resource allocation problem are introduced. In Chapter 3 the failure probability indicator to a 
single component in a system is discussed and an example case using wood poles is shown. In Chapter 4, the 
optimization methods are discussed and the appropriate approach is selected. Chapter 5 provides an illustration 
on a real distribution system. 
1.1 Taxonomy of Maintenance Methods 
Maintenance approaches can be divided into two basic classes: corrective maintenance (CM) and 
preventive maintenance (PM). In corrective maintenance, also known as run-to-failure, a piece of equipment is 
not maintained until it fails. This approach is appropriate when the cost of failure is not significant. In preventive 
maintenance (PM), on the other hand, maintenance is performed to avoid a failure. 
Preventive maintenance strategies may be further divided into several different types: time-based 
maintenance, condition-based maintenance, and reliability centered-maintenance. Time-based maintenance is 
usually a conservative (and costly) approach, whereby inspections and maintenance are performed at fixed time 
intervals, often, but not necessarily, based on manufacturer's specifications. Condition-based maintenance 
triggers a maintenance action from information characterizing the equipment condition. Relative to time-based 
maintenance, condition-based maintenance typically extends the interval between successive maintenances and, 
therefore, typically incurs less cost. However, condition-based maintenance requires a significant amount of 
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infrastructure investment (e.g., sensors, diagnostic technology, communication channels, data repositories, 
processing software) to measure, communicate, store, and utilize the necessary information characterizing the 
state of the equipment. Reliability-centered maintenance (RCM), on the other hand, utilizes condition 
monitoring information together with an analysis of needs and priorities. RCM generally results in a 
prioritization of maintenance tasks based on some index or indices that reflect equipment condition and the 
equipment importance [2](3][4][5]. 
Component 
failure 
System 
topology data 
Optimization 
10110 ... 10010 
Fig. 1.2 Structure of different preventive maintenance strategies 
Fig. 1.2 shows the whole picture of the preventive maintenance strategies nowadays: TBM, CBM, RCM 
and RBM (Risk Based Maintenance). We can see that the information required increases with this order. 
TBM is the simplest strategy and the information required is just the lifetime data of a population, which is 
transferred to a time-based failure.rate indicator. CBM is triggered by the component's condition. The condition 
data is acquired from on-line monitor, off-line test, inspections, and so on. After the condition data is acquired 
and assessed, the maintenance decisions are made. RBM not only considers about the time-based or condition-
based failure rate indicator, but also the consequence of outage caused by the failure of the component, but the 
task selection is generally completed by priority. 
Risk-based maintenance is a newer strategy, and to some extent it can be thought as reliability centered, but 
more advanced: economic aspects are included and optimization methods are used. In the following sections, 
this approach will be discussed in detail. 
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1.2 Risk Index 
Identifying various alternatives to problems and choosing from among them, so as to make decisions 
"now" for an uncertain future, is a challenging and continuous task for today's technologically evolved society. 
Information management, uncertainty handling, and decision-making are mature sciences in many fields, among 
which are nuclear power, actuary and finance, process control, and aerospace industries. Many people refer to it 
as decision analysis. A central feature of this science is the ability to quantify and manage risk. 
Where past reliability indices were largely measures of the system's ability to avoid or incur failure, the 
risk index is a measure of the system's exposure to failure. Consequently, this risk index accounts for both 
probability and severity. In addition, it uses a severity model that captures multiple forms of consequences. For 
example, in a transmission system this severity models overloads, violation of voltage limitations etc. For 
distribution system the severity models the SADI, SAIFI etc. In both cases the economic aspect is considered in 
the severity model too. 
One feature of the risk index is that it reflects the system reliability level on a near-future condition. This is 
in distinct contrast to traditional index, which always performs reliability assessment on a past condition (i.e., 
the last state-estimation). The greatest advantage of this feature is that the information on which the decision is 
based, from the assessment, corresponds to the time frame in which the decision is effective. This is not the case 
in the traditional approach where reliability assessment is performed on the history result, a single snapshot of 
the power system in its last known state, and any decision made as a result is applied to a future state, which is 
inevitably a different state (6). 
Every component in the distribution system has a finite life. Hence the probability of failure for the 
component is time varying and in general increasing with time. In order to reduce the chance of failure of a 
component, maintenance is carried out. Thus, maintenance may be defined as the activity that results in the 
reduction of failure rate of a component and thus the failure probability. The failure of one of more components 
results in a contingency with consequences like interruption to customers, damage to certain equipment etc. 
In short, every component has a probability of failure and a consequence if it fails. The product of these 
time varying quantities is termed as 'Risk'. In order to decide what to maintain and what not to, the idea is to 
compute the cumulative 'Risk Reduction' obtained over time for each of the proposed maintenance activities 
and base the decision on the ones "maximizing risk reduction". In other words, we calculate the cumulative risk 
borne due a component before maintenance and after maintenance, the difference being the risk reduction 
achieved. In order to select from a set of competing maintenance requests, we compute the risk reduction of 
each of the proposed tasks for the entire year and choose the ones that maximize the objective function for a 
given system. 
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1.3 General Objection of the Problem 
There are three basic problems that the asset manager must continuously solve in working within the 
deregulated environment. 
The first question is "Within the overall organization, how to identify and justify the resources needed for 
managing the assets?" At least once each year, if not more frequently, each asset manager must make a case for 
the financial and human resources required to manage a certain set of equipment for which he/she is responsible. 
The argument is best understood within the organization, if it is made in terms of the benefit obtained from the 
resources allocated. This benefit can be quantified in terms of improvements in reliability related indices 
(SAIDI, SAIFI) and reduction in performance-based penalties imposed due to regulatory requirement or 
customer contracts. In addition to these terms, it would be logical to include the amount of lost revenue in terms 
of energy not supplied and costs avoided due to a failure. Ideally, the asset manager desires to clearly quantify 
the benefit obtained against the resources allocated as illustrated in Fig. 1.3. 
Reliability 
Benefit 
Resource 
Desirable 
Region 
Tentative 
Resource Allocation 
Fig. 1.3 Benefit vs. Resource allocated 
From the asset manager's point of view, a resource allocation within the indicated region is desirable 
because it includes maximum resource allocations for which the ratio of benefit to resource ·allocation is 
greatest. For larger resource allocations, this ratio falls off, and within the organization, the strength of argument 
for obtaining such resource allocations diminishes. 
Once the first question is answered, then the next question becomes, "How to allocate the available 
resources to the different programs (Program: A budgetary category within the asset management group. 
Programs are typically identified by geographical region or equipment type e.g. tree trimming program, recloser 
maintenance program, wood pole maintenance program for a city, county etc.)?" That is, the asset manager 
desires to solve a secondary resource allocation problem, which is to distribute the available resources (as 
allocated based on the answer to the first question) among the different asset management programs. It is also of 
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interest to the asset manager to understand how the total benefit from all programs changes as resources are 
shifted from one program to another. 
The third problem is to select a set of maintenance projects to be completed within each program 
constrained by the budgetary allocation made using the solution to the second question. The project selection for 
one program can depend on the project selection for another program if they share the same labor pool. We 
assume that this is not the case in the formulation given in Section 3. However, we could amend this formulation 
to accommodate such a situation if necessary. 
Apart from the above issues, there may be a situation where certain parts of the system need to be 
maintained due to safety or regulatory requirements irrespective of the benefit obtained. Such obligatory 
maintenance activities also must be addressed. 
1.4 Overview of Risk-based Maintenance Approach 
The objective of our work is develop a process with associated software to answer the above three 
questions for the asset manager of distribution system equipment. In order to constrain the scope of the project 
to be consistent with the limited project budget, we focus on maintenance tasks associated with reclosers, wood 
poles and tree-trimming. Fig. 1.4 illustrates the methodology to be used in this study. 
Data Acquisition 
Develop Failure models for 
individual components 
Evaluate Failure rate reduction for 
each maintenance activity 
Compute Risk reduction for each 
maintenance task 
Optimize 
Fig. 1.4 Flow char of the methodology 
This approach is basically a data-driven approach. The data needed to support this approach is: System 
topology and load profile information at each load point; Maintenance tasks for a component along with the cost 
and crew requirements; Historical failure data and condition data of each component for the above system. 
The risk-based method is a type of probabilistic approach. Risk is an expectation of the failure outcomes. 
The effects of the maintenance tasks are measured by their reduction to this expectation. The risk-based method 
is composed of failure rate modeling (probability), reliability evaluation (outcome), risk reduction estimation 
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and optimization. Since we must establish a condition-based failure indicator for risk-based method, a strong 
model and sufficient data are needed. In order to obtain the failure consequence of a specific component, 
reliability evaluation will be performed. The consequence will generally include some induces and economic 
costs. 
Generally the maintenance task can reduce the failure occurrence probability of a component by enhancing 
the component through reducing the degradation level. So from the condition-based indicator model, we can 
obtain the risk reduction or the lower bound of the reduction. 
The decision of the maintenance task is a do or not to do problem, which is a 0-1 integer programming 
problem. 
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CHAPTER 2 RESOURCE ALLOCATION OPTIMIZATION PROBLEM 
As introduced in Chapter 1, we face a three level resource allocation problem. Simply speaking, the first 
level is how many resources we need to pursue a certain reliability goal. The second level is how to divide the 
resources between different categories. The third level problem is how to select and schedule the tasks/project 
within the program. 
In the section 2.1 we will introduce the detailed conception of the risk and the risk reduction introduced by 
the preventive maintenance activity within the distribution system. In section 2.2 we will discus the basic 
structure of the problem and the taxonomy we use, also the formula and the solution scheme are given; section 
2.3 we will summarize this chapter. 
2.1 Definition of the Risk in the Resource Allocation Problem 
There are many definitions of risk such as "exposure to the chance of injury of loss," "the hazard or chance 
of loss," "the chance of loss," and so on. Although the expressions are different, we can see there are two things 
in common: uncertainty and loss. 
2.1.1 Definition of the risk 
In our approach, 'risk' is a combination of the probability that an event will occur and the consequences of 
its occurrence. Here, the 'event' is a failure of a component in the system. Statistically, the risk is the expectation 
of the failure loss here and can be expressed as: 
Risk= ?(Failure probability )xC(Failureconsequence) Eq. 2.1 
The failure probability can be obtained by the approaches illustrated in Chapter 3. The consequence due to 
the failure of a particular component will be defined as the sum of its impact on customer satisfaction (affect on 
reliability indices), the regulatory penalties imposed on the utility, the lost revenue to the utility in terms of the 
energy not served during the outage time, and the cost of its failure. Thus these following definitions follow. 
Risk due to Indices (Customer satisfaction) [4]: 
~n, d. 
SAIDI (t I k) == A,k .M . L.. i= 1 1 (Hours) 
N 
Risk due to Regulatory penalties [7]: 
PBRF (t I k) 0 {l PBR ( SAlFl ).j (SA/Fl (t J k )Jd ( SAIFI (t I k )J} At (Dollm) 
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PBRD(t I k )={I PBR(SAJDI).f(SAIDl(t I k 'j)d(SAIDl(t I k'JJ }ru (Dollmcs) 
Risk due to Lost Revenue (For the utility): 
ENS (t I k)= .Ak.M. I Pjdj (MW-Hrs or KW-Hrs) 
j=I 
Risk due to Component Damage: 
DevRisk(t I k )= ~.M · Cost(k) (Dollars) 
Where: 
~ is the failure rate of the component' k '; 
t is the time interval under consideration (in this case: l year); 
N is the total number of customers served; 
nk is the number of customers affected due to failure of component' k '; 
d j is the duration of the interruption seen by the ' j 'th customer due failure of component 'k '; 
Pj is the load connected at load point ' j '; 
Cost(k) is the cost of failure cost for component ' k '; 
PBRF(SAIFI) is a performance based penalty imposed by the regulator for a SAIFI violation beyond a 
threshold TF; 
PBRD(SAIDI) is a performance based penalty imposed by the regulator for a SAIDI violation beyond a 
threshold TD ; 
PBRF(t I k) is a probability distribution function of SAIFI obtained by non-sequential Monte-Carlo 
simulation for component ' k '; 
PBRD(t I k) is a probability distribution function of SAIDI obtained by non-sequential Monte-Carlo 
simulation for component ' k '. 
The above risk will be combined together to contribute to the failure risk for a specified component. 
2.1.2 Composed risk and risk reduction 
For a particular component, the total risk is the weighted composition of the above defined risk elements 
according to: 
Customer satisfacti on Regulatory Penalty 
Risk(tjk) = ~AIFI (tlk) + a 2 .SAIDI (tlk) + ~.PBRF Ulk) + a 4 .PBRD(tlk) 
Lost Re venue Cost of component failure 
,....---A..--.. 
+ a 5.ENS (tlk) + a 6 .DevRisk (tlk) 
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Here, the weighting captures the relative importance of each term in the objective function according to the 
user's perspective. One effective way to estimate these weightings is to consider am' s as the per unit economic 
value of the corresponding terms. For example, if we let a 3 =a 4 = a 6= 1, then a 1 can be defined as the cost 
experienced by a customer due to the occurrence of an interruption (say the cost to restart equipment like motors 
or production processes), a2 can be defined as the per unit cost borne by the customer due to the loss of power 
supply (stalled production costs etc) and a 3 can be defined as the per unit revenue lost by the utility due to the 
occurrence of an interruption. 
The risk can be reduced by maintenance or changing of the topology of the system. In this thesis, we will 
only consider about the reduction due to maintenance. The maintenance to a specified component can not reduce 
the failure consequence, but it can reduce the failure probability. So the risk reduction of a maintenance task can 
be defined as follows: 
Misk = M(Failure probability )x C(Failureconsequence) Eq. 2.2 
2.2 Problem Nomenclature and Structure 
We will define the following taxonomy and problem structure. 
2.2.1 Nomenclature for resource allocation problem 
Budget: The total money the utility will invest to do preventive maintenance for the overall system of the 
organization in a specified time period, typically one year. 
Program/category: A budgetary category within the asset management group. Programs are typically 
identified by geographical region or equipment type e.g. tree trimming, recloser maintenance, wood pole 
maintenance for a city, county etc. 
Task/project: The basic maintenance activity that cannot be divided anymore, for example the maintenance 
of a specified transformer. The task/project is the basic unit in our optimization problem. 
Decision variable: The full version decision variable of whether to perform a task or not is a triplet and 
called lselec~k,l,t). k represents which component should be maintained, l represents the level of the 
maintenance activity, and the time t represents when the task should be performed. Sometimes, we will meet 
the following versions of decision variable: lselect(k, t), this happens when the component just needs one level 
simple maintenance; lselect(k,l), this happens when there is no schedule needed, and we use this expression in 
this thesis. 
Risk reduction: AR(k,l,t). The risk reduction is affiliated with decision variables and remarked as a triplet 
similar and corresponding to the decision variable. Similarly the risk reduction has several different versions: 
M(k,t) and AR(k,l). We use the AR(k,l) in this thesis. 
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2.2.2 The structure of the problem 
From the Fig. 2.1, the three level problems are: 1) the total budget, 2) the budget spliting among the 
different category, and 3) task selection. The full version of the problem includes the time axis, which is 
scheduling. In this thesis, we only focus on resource allocation. 
Budget 
Maintenance category I II 
---~ .•. h. -.•. ·•·••••. ---"".,.<_. --w-
I I 
Maintenance level 
L-.y--1 
Labor I Labor II 
Fig. 2.1 Problem structure 
2.2.3 Formulations 
III 
L-.y--1 
Labor III 
0 
Candidate 
component 
In our resource allocation problem, we do not consider about scheduling and there are separate labor pools 
for different categories of maintenance activities. If there are different levels of maintenance tasks to a single 
component, at most, one level of maintenance will be performed. We list three types of formulations as follows. 
2.2.3.1Optimalfonnulation1(Opt1) 
Ma{ t~tM(k,l)xlselect(k,z)) 
Subject to 
N, M, 
Ll)select(k,Z)xLaborh(k,l)~ TotLaborh(i), Vi= l, ... ,C 
k=I l=l 
N, M, 
LL/selec~k,l)xCost(k,l) 5', TotCost(i), Vi= l, ... ,C 
k=I l=I 
M, 
"'fJselec~k,l) ~ 1, Vk = l, ... N;, Vi= l, ... ,C 
l=I 
where 
C means maintenance task category number 
N; means the number of maintenance tasks of category i 
lv/ k means the number of maintenance level of component k 
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Laborh(k,l) is the labor needed by the maintenance task 
Cost(k,l) is the cost of the specified maintenance task 
TotLaborh(i) is the total labor available for the maintenance task category i 
TotCost(i) is the total budget available for the maintenance task category i 
This optimization formula is used when we have proposed a budget, budget splitting and the labor plan. 
After solving this formula we can determine that which maintenance tasks should be selected to obtain the 
maximum reliability benefit. This formula can answer the third level question. 
2.2.3.2 Optimal formulation 2 (Opt 2) 
Ma{ ttti.\R(k,l)xlselect(k,l}) 
subject to 
N1 M, 
LLJselect(k,l)xLaborh(k,l)~TotLaborh(i), Vi= l, ... ,C 
k=I l=l 
C N1 M, 
L,L,L,Iselec~k,l)xCost(k,l) ~ TotBudget 
i=I k=I l=I 
M, 
'L,Iselect(k,l) ~ l, Vk = 1,2, ... Ni, Vi= l, ... ,C 
I=! 
N; Mk. 
L,L,Iselect(k,l)xCost(k,l) 
k=I l=I w• 1 C Yi= Vl = , ... , 
TotBudget 
where 
TotBudget is the total budget for the preventive resource allocation 
yi is the fraction of the budget assigned to the maintenance category i 
This formulation is solved with the constraint of the total budget. Then obtain the splitting factor of the 
budget. So this formula can solve the second and third level problem of resource allocation and also be used to 
get the answer of the first level problem by step increasing the total budget. 
2.2.3.3 Optimal formulation 3 (Opt 3) 
STEP 2-1 
a{ N1 M, ) Total _AR(j,i) = M LLAR(k,l)xlselect(k,l) Vi= l, ... ,Cand j =l, ... 
k=I l=l 
subject to 
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Ni Mk 
LLJselect(k,l)xLaborh(k,l)~ TotLaborh(i), Vi= l, ... ,C 
k=I l=I 
N; M, 
LLiselect(k,l)xCost(k,l)~ Stepxj, Vi= 1, ... , p;j = 1, ... 
k=I l=I 
M, 
Llselect(k,l)~ 1, Vk = 1,2, ... Ni' Vi= l, ... ,C 
l=I 
STEP2-2 
Max( t. Total _ Afl( x,, i)) 
subject to 
c L Cost(x;, i)::; TotBudget 
i=l 
X; = 0,1, ... Vi= 1, ... 
where 
Step is the step increasing size of the budget. 
This optimization formulation solves the problem within the maintenance task category separately with 
step increased budget first. After this, a reliability benefit versus cost table can be obtained to decide the best 
budget split among the different categories. This formulation can answer all the three level questions the asset 
management faces. 
2.2.3.4 Optimization flow chart 
We have given three sets of the optimization formulation. The Fig. 2.2 demonstrates the flow chart of the 
optimization approach. 
Before optimization, we need the following data: risk reduction of the specified maintenance tasks, labor 
and cost related to tasks, labor and cost constraints related to the task categories. After we obtain this 
information, opt 1 can be used to evaluate the proposed budget and labor plan. Opt 2 or 3 can be used to answer 
all three level questions and give suggestions to assist in decision-making. The advantage of opt 3 is that it 
decouples different categories of tasks. 
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Begin 
N 
Iselect(ij) 
End 
Fig. 2.2 Flow char of the optimization 
2.2.3.5 Abstraction of the formulation 
From the above section, we can see that the abstracted formulation of the problem is 
Max ex Eq. 2.3 
s.t. 
Ax~b 
XE {0,1} 
This is a standard 0-1 integer programming problem. We will discuss the solving method in chapter 4. 
2.3Summary 
In this chapter we gave the risk definition and the problem formulation for our distribution resource 
allocation problem. The probability indicator is an important part of the risk-based approach. The approach to 
obtain the indicator will be discussed in Chapter 3. In Chapter 4 we will introduce the optimization strategy for 
the resource allocation problem. 
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CHAPTER 3 PROBABILISTIC FAILURE INDICATORS 
3.1 Introduction 
There are a number of industries that depend on capital-intensive, distributed physical assets for which 
failure can have significant consequences, including air, highway, and rail transportation, oil and natural gas 
transmission, communications, water reservoirs, and electric generation, transmission, and distribution. The 
asset management challenge common to all is a set of enterprise decision problems related to operation, 
maintenance, and planning of those assets where decision-makers must identify alternatives and for each one, 
assess costs, benefits, and risks. Examples of such decision problems in electric power include: 
Generation and transmission operations: What and how much preventive action (e.g., redispatch) to take, 
and when to take it, in order to maintain acceptable risk with respect to network contingencies that may occur? 
Generation, transmission, and distribution maintenance: Given availability of a specified level of financial 
and human resources during the next budget interval, what resources should be allocated to maintain existing 
equipment; how should allocated resources be distributed among the different categories requiring them? 
Generation, transmission, and distribution planning: Given an expected future loading trajectory with 
associated uncertainty, what equipment should be repaired, reinforced, replaced, or added? 
Quality of resulting decisions depends on quality of information used in the assessments and how that 
information is processed. Central, and essential, are information characterizing the health, or condition, of the 
assets, including diagnostic, operational, and environmental data that provide different views on each of several 
ways that the asset may deteriorate and fail. As a result of continuously advancing sensing, communication, and 
database technologies, the information is voluminous and available to decision-makers. Yet, enterprise decision 
algorithms, as used in operations, maintenance scheduling and planning, and facility planning, generally require 
a concise indication of component condition, the deterioration level, or its propensity to fail, usually in the form 
of equipment failure probability or time to failure. Thus there is a need to interface between condition 
measurements and enterprise decision algorithms by transforming raw data into probabilistic failure indicators. 
3.2 Degradation Data 
The simplest degradation data is the lifetime data, which tell us if the specific piece of component is 
working or not. In the following paragraphs we will discuss the more complex degradation data---condition data. 
The joint distribution of the multiple conditions is generally difficult to handle, so we will not handle this topic 
in this thesis. 
Generally there are three kinds of condition measures [8]. 
Subjective overall rating: In this case the condition of an item is not measured directly by scientific means 
but is based on a more human perception of condition. 
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Overall index of performance: Here several different indicators of the condition of an item are combined to 
produce an overall scalar index to represent an item's condition. Reference [9] gives a detailed method to map 
the device inspection data into some kind of normalized score. 
Separate component measures: Here the condition of an item is described by a collection of measures of 
the condition of the item's constituent component parts (one item may just compounds with one component). 
In modern power systems, the condition of the system device rarely can be assessed by a single simple 
measurement. The condition data generally consists of combined of objective measurement and subjective 
adjudgment. Summarily in this thesis whether the condition data is from truly measurement, subjective rating or 
the combination of both, we will call it 'condition data'. 
Table 3.1 The type of degradation data 
Lifetime data 
Degradation data Condition data 
After the discussion above, we summarize the degradation data in Table 3.1. 
3.3 Basics for Degradation Analysis 
After a component is put into service, its functional performance will deteriorate over time and finally the 
component fails to perform its mission any more. The reliability analysis not only focuses on whether the 
component can perform its intended function or not, but also focuses on how well the component can perform its 
function. Degradation analysis can trace the performance path of the component according to the amount of 
information and answer both of the above questions. 
Traditional reliability analysis focuses on lifetime analysis to obtain a time-based failure distribution, a 
time-based failure rate curve, and so on. There are many documents that discuss this topic. The lifetime analysis 
can be thought of as a two-state degradation analysis, because it just discusses about the birth and death of the 
component. 
After we obtain the condition data, there are three types of condition models under consideration [8][10]. 
Regression models often assume that the condition of an item can be described by a straight line (or curve) 
as, for instance, the item ages. In applications, such models are usually deterministic and the future condition is 
predicted with certainty. As a result such models are more useful in assessing time based policies than condition 
based policies. 
Mechanistic models look at the underlying scientific and engineering equations to predict deterioration. 
However, such equations are difficult to accurately determine in most cases. 
Markov models are stochastic in nature which means that the future condition of an item is not predicted 
with certainty but by a collection of probabilities describing the chance of the item residing in each possible 
condition state. Thus, items of similar type do not necessarily reach the same condition at the same time. This 
makes such models more amenable to making condition-based and time-based comparisons. 
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The first two models can also be categorized as a statistical model because the basic idea is to fit the data 
to a regression line or curve. The only difference is that the mechanistic model has a predefined line or curve. 
And, we will refer to both models as regression models. These models are not directly related to the 
probabilistic indicator, we will introduce a method to map the condition to the failure rate for some simple 
component. 
Generally, Markov model is used to analyze the degradation of the component and to obtain the failure 
indicators [8][11]. 
There are several probabilistic failure indicators, the lifetime CDF, PDF, failure rate, and so on. In this 
thesis, we select the failure rate and MTTF (mean time to failure) as the probabilistic failure indicator of 
interest, because these two indicators have a close relationship with failure processes and maintenance strategies. 
In section 3.4 we will discuss the two-state degradation (lifetime) analysis. In section 3.5 we talk about the 
regression model. Markov model will be dealt with in section 3.6. In section 3.7 we will use utility wood poles 
as an example to analyze and determine the probability failure indicator. 
Table 3.2 Summary of the degradation analysis 
Model Data Indicator 
Lifetime analysis Lifetime Birth & death Time-based distribution 
Degradation Regression Line or Condition data Condition-based 
analysis Models curve 
Multi-state Markov Discrete mapped Multi-condition 
analysis condition data based 
3.4 Lifetime Analysis (LA) 
Two-state means birth and death. The random variable here is the lifetime and it is a continuous random 
variable. Generally there are four kinds of functions to characterize the lifetime: cumulative distribution 
function, probability density function, survival function, and hazard function. Their relationships are shown in 
Fig. 3.1 [12]. 
F(t) 1-R(t) 
1-F(tJ 
J(t) 
r /(r)dr 
- R'(t) 
exp(-J~h(r)dr) 
h(t) 
- R'(t )/ R(t) 
Fig. 3.1 Lifetime triangle relationship 
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3.4.1 Probability indicator 
The hazard function, also known as the hazard rate, or the instantaneous failure rate function, expresses the 
propensity to fail in the next small interval of time, given survival to time t. That is, for small flt , 
h(t )x M "'Pr(t < T::; t + !J.t IT > t) Eq. 3.1 
The hazard function can be interpreted as a failure rate in the following sense. If there is a large number of 
items [say n(t)] in operation at time t , then n(t )x h(t) is approximately equal to the number of failures per unit 
time [or h(t) is approximately equal to the number of failures per unit time per unit at risk] [13]; Or the failure 
rate at a time point can give the failure probability that the component is facing in the following small unit time 
interval given that the component is still alive. This interpretation of the failure rate is valid in the entire thesis. 
MTTF is defined as following: 
MITF = r tf (t )dt Eq. 3.2 
One important relationship for the constant failure rate and MTTF is as following: 
M1TF=l/A Eq. 3.3 
In summary, the two-state analysis can provide a time-based failure rate indicator, which is helpful for 
some decisions but not very helpful to more detailed decision. 
3.4.2 Data requirement and model 
For lifetime analysis generally the data records needed are the birth (when the component is put into 
service) and death (when the component is out of order) time, which can be censored or truncated. 
The model used for the lifetime analysis can be nonparametric and parametric categories and the model 
can be fit by the method of LSE or maximum likelihood methods. Software such as SAS, SPLUS, etc. can be 
very helpful for the analysis. 
3.5 Regression Analysis 
Regression analysis is a statistical tool for evaluating the relationship of one or more independent variables 
to a single, continuous dependent variable [14]. To us the dependent variable is the condition of the component 
and independent variables can be age, region, and temperature, etc. When we do regression analysis on the 
condition data, we can obtain a fitted curve of the population directly. Also we can obtain the fitted curve of 
every component. After obtaining the parameters of each component curve in the same kind curve formula, we 
can identify a distribution of the population parameters. 
Because the regression model is basically dealing with degradation data, so we also named it the 
degradation model in the background of the reliability here in this thesis. 
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3.5.1 Introduction to degradation analysis (DA) 
Traditionally, the field of reliability has focused primarily on the use of lifetime analysis (LA). With the 
development of technology, it is difficult to actually observe the true failure of a well-made item, even under 
accelerated testing environment. Under this type of situation, degradation analysis was a good method to 
extrapolate the lifetime of the products without seeing enough failures to perform lifetime analysis. That is, 
degradation analysis is an alternate approach that uses a sequence of degradation measurements to assess 
reliability. Reference [ 17] discusses the comparison between LA and DA. Reference [ 10] gives a good review 
about the DA. Generally there are three important parts in DA as follows. 
In general, degradation data should have three subscripts: unit, time and condition. If all the data is from 
the same condition, the condition subscript can be ignored. In some reliability studies, it is possible to measure 
physical degradation as a function of time (e.g., tire wear). In other applications, actual physical degradation 
cannot be observed directly, but measures of product performance degradation (e.g., power output) may be 
available. Both types of data are generically referred to as "degradation data" [13]. 
Degradation model is a single or multiple parameter time-dependent monotonically changing, unit 
specified and population homogeneous model. Reference [13] gives some general degradation model and [15] 
gives the model integrated with environment factors. 
Failure definition is also important in degradation analysis. Simply speaking, if the degradation level 
exceeds some specified value, which is generally called critical value, the failures occur. 
The general degradation analysis approach is as follows. First, we sample the degradation data, and then fit 
the model through ~ach unit's degradation readings. This can be completed by a regression program. At last, 
according to the critical value, we can obtain sufficient samples of lifetime data to get the lifetime distribution. 
The advantage of degradation analysis is: people need not to wait too long for the failures. However, the 
major disadvantage of DA is the use of extrapolation because extrapolation is risky. It's interesting that the 
disadvantage is its advantage. There are ways to overcome the disadvantage, such as carefully studying the 
failure mechanism, improving the degradation measurement, and so on. 
The discussion above is the basic degradation analysis. In the area of asset management, it is very useful to 
know the device failure probability indicator now or under this condition. In the following sections we will 
propose an approach to obtain probabilistic failure indicators according to the condition with help from the DA. 
3.5.2 Reliability metrics from DA 
As we discussed in the previous sections, we know how to obtain lifetime distributions from DA. More 
interesting to us, we can calculate the cumulative degradation distribution at different time points, too [15]. 
Critical 
Value 
Lifetime 
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Critical 
Value 
Fig. 3.2 Reliability metrics got from DA 
The failure time T1 and the probability at time t are related by 
Pr(T1 ~ t )= Pr[D(t) ~De] Eq.3.4 
The above two indicators can tell us a failure probability at a specified time point. We are still interested in 
a probability indicator at a specified degradation level. In Fig. 3.2, the thick line in the left figure is the expected 
degradation level of the population, which is marked as Con(t) . We will map the hazard function ( h(t)) to the 
degradation level by the following method. If the degradation level of a component at time t equals the 
expected population degradation level at time t P, the failure rate of this component equals to h(t P ) • This 
ensures that the condition-based failure rate can be estimated. 
4 
2 
Obtain component 
de radation ath 
Obtain population 
de radation ath 
Map condition to the failure rate & 
estimate the effect of preventive 
maintenance activit 
Fig. 3.3 The flow chart of the degradation model approach 
Fig. 3.3 provides a flow chart of the degradation path model approach to convert such condition 
measurements into probabilistic failure indicators. After obtaining the condition history (1), the component 
degradation path model (2) is determined, and the lifetime analysis (3) is performed using the actual failure data, 
or the extrapolated failure data from the degradation path model. These two procedures provide (4) the 
population degradation path model and (5) the age-based hazard function, which are then mapped point by point 
to obtain ( 6) the condition-based failure rate, the time to failure and the effect of the maintenance are estimated. 
This model is data-driven; more and better data results in better models and ultimately better decision-making. 
3.5.3 Effect of preventive maintenance 
Generally, a maintenance activity on a component subject to degradation renews the component to a less 
degraded state, and/or it slows the future rate of degradation. For example, a wood pole may be treated by 
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chemical material to stop or delay the decay and an oil change in a transformer can reduce its degradation level. 
These effects on the degradation can be quantified via the failure rate and time to failure. It is important to note 
that failure rate and time to failure are population averages. 
The degradation level before maintenance is equal to Con(t0 )-t h(t0 ) and the degradation level after 
maintenance is equal to Con(t1 )-t h(t1 ). The failure rate reduction, M is: 
M = h(t0 )-h(t1 ) 
and the increase in time to failure (TTF), ll.ITF, is: 
ll.ITF =t0 -t1 
3.6 Markov Model 
Eq.3.5 
Eq.3.6 
Markov models are stochastic in nature, which means that the future condition of an item is not predicted 
with certainty but by a collection of probabilities describing the chance of the item residing in each possible 
condition state. Thus, items of similar type do not necessarily reach the same condition at the same time. This 
makes such models more amenable to making condition-based and time-based comparisons. 
3.6.1 Introduction to CTMC 
The most straight-forward definition of the random process is a collection of random variables (continuous 
or discrete) indexed by a parameter (typically time) such that the random variables are ordered in a particular 
sequence. We will focus on a special kind of random process, whose future probabilities are determined by its 
most recent values, which is also called Markov property or memoryless property. In the multi-state degradation 
analysis, the state is discrete and time is continuous, so we will focus on the continuous time discrete state 
Markov process, or CTMC (continuous time Markov chain). 
We note that, in general, the recognition of different states implies that the component may reside in any of 
them and the sojourn time in state, which is also called to time to transition, is exponentially distributed. 
Therefore, it is possible that the component, while residing in one state, may make a transition to another state. 
If we consider a certain time and a certain time interval, then there is a probability for each pair of states for 
which a transition is possible (including the pairs comprised of two identical states). We call this probability the 
transition probability [18]. Furthermore, if the transition probability is related to the time interval and has 
nothing to do with the time, the CTMC is time-homogeneous or stationary. In this thesis, we only discuss the 
stationary CTMC. 
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State 
Time 
Fig. 3.4 A typical sample path of a CTMC 
A CTMC is completely described by its initial distribution and the transition probability matrix [Kulk95]. 
However, the matrix is too difficult to provide even for simple CTMCs. Fortunately people introduced the 
transition intensity matrix and found that the transition probability matrix and the transition intensity matrix have 
the following relationships. 
A= lim P(t.t )- I Eq. 3.7 
~HO /lt 
P(.t.t) = A· M + I Eq. 3.8 
Once we obtain the transition intensity matrix, we can handle this model. The transition intensity matrix 
can be obtained in the following way: Identifying the time the component spends in each deterioration level. The 
estimated time spent in state j is the mean of these durations. Reasonable estimates of the desired transition 
intensities are obtained by inverting these mean duration times. 
d 
-P(t) = P(t )A= AP(t) 
dt 
O=P_A 
Eq. 3.9 
Eq. 3.10 
After developing the transition intensity matrix A , we can use it to solve for the state probabilities. If only 
long-run state probabilities are desired, then one may simply solve the equilibrium of Eq. 2.9, that is Eq. 2.10, 
which involves only linear, algebraic equations (One row of A should be replaced for singularity reason). If 
one wants the transient state probabilities as well, then the differential Eq. 2.9 must be solved, which may be 
achieved in one of three ways: [18] 
Laplace Transforms: This approach results in a rigorous analytical expression and is quite desirable. 
However, it is typically only tractable for models with a small number of states. 
Numerical integration: This is a certain and complete solution procedure that, if properly implemented on a 
computer, will provide the solution. 
Transition matrix: This approach is, although approximate, as good as the numerical integration approach 
if the time increment is chosen to be very small. It has the advantage of being the simplest approach of the three. 
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For practical use, method three is selected. For a particular set of transition intensities, the transition 
probability matrix P can be obtained according to E.q. 2.8. If we know the transition probability matrix P , the 
current state distribution a(t) and time interval n x ll.t , we can obtain the state distribution a(t + n x ll.t) by 
the following equation 
a(t + nxll.t )= a(t )· r Eq.3.11 
3.6.2 CTMC model for multi-state degradation analysis 
An approach to computing failure probabilities is illustrated in Fig. 3.5, based on a multi-state Markov 
probability model, where each of the 4 states is represented as a deterioration level. 
Level 1 
(New) 
Aiz Level 2 
(Minor) 
Level 3 
(Mai or) 
~4 
Fig. 3.5 Markov degradation model 
Level 4 
(Failed) 
Assume that each measurement of the component can be categorized into one of the four degradation 
states. There are also two more theoretical assumptions about the model: Markov property and stationary 
property. The Markov property assumes that the history of the process does not influence the transition 
probabilities, which is also called "memoryless" property. Stationary property assumes that the transition 
probabilities do not change over time. In summary, finite states, "memoryless," and stationary form the base of 
the model. So the model is basically a CTMC model. The transition probability matrix is given as follows: 
l-A.i2 A.i2 
P= 
l-A.z3 Az3 Eq. 3.12 
1-~4 ~4 
µ41 1-µ41 
3.6.3 Failure probability reduction and time to failure estimation 
In addition to failure probability, this model provides the ability to predict maintenance-induced 
probability reduction and expected time to failure, metrics that are important for a number of decision problems. 
If a particular maintenance task results in renewing a component to the deterioration level 1, for example, then, 
if the component is in deterioration level 3, the probability reduction for maintenance task m, ll.p(m,k), is 
given by the last element of the 1 x 4 row vector resulting from the calculation: 
[l,o,o,o]. P -co.0,1,01. P = c1,o, -1,01 . P . 
The expected time to failure is captured by computing the first passage times. In general, first passage time 
is the expected value of the amount of time the process will take to transition from a given state j to another state 
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i, under the assumption that the process begins in state j. From this computation, then, we may estimate the 
remaining life of the component. The calculation of the first passage time can be seen at [ 19]. 
3.7 Application of the Degradation-Path Model Used to Utility Wood Pole 
Wood poles form the backbone of a distribution circuit. The purpose of the poles is to keep high-voltage 
conductors and equipment away from the public and the ground and to maintain separation between conductors. 
Poles also serve as a support platform for equipment such as regulators and reclosers [20]. 
Wood pole failures occur as a result of being physically stressed due to wind, ice, vehicle impact, and so 
on. The tendency of a pole to fail under such stress is usually related to the strength of the pole at the ground 
line, where almost 90% of pole failures occur [21]. Therefore the most useful indicator of wood pole's condition 
is its residual strength at the ground line. 
The basic idea of nondestructive evaluation methods for measuring this strength is to obtain the effective 
area of the cross-section at the wood pole's ground line. There are a number of approaches for doing this, 
varying in accuracy and implementation cost. Some approaches described in the literature include acoustic [22], 
using resistance force [23], and combining measurements of resistance force with measurements of humidity 
[24]. A simple but cost-effective approach is to measure the area by removing external decay and assess the 
internal decay pocket by drilling. In this thesis, we use measurements based on this latter approach. 
3.7.1 Degradation path model for utility wood pole 
Let Rsg; (t) represent residual strength in units of N/mm2, at the ground line of wood pole i, as a function 
of time t. Because different poles have different initial strengths, the residual strength is normalized: 
Lsp;(t) =1-Rsg;(t)Rsg;(O) Eq. 3.13 
where Lsp;(t) represents the lost strength percentage for pole i at time t. 
Wood poles decay continuously, so that Lsp;(t) is nondecreasing over time. If all poles were identical and 
operated under exactly the same conditions and in exactly the same environment, they would have the same 
degradation path. But of course, there is some degree of variability in some or all of these factors. This 
variability in turn causes variability in the degradation path. Different poles may have different degradation 
paths, but we expect that the general degradation path form will be quite similar from pole to pole. We propose 
a degradation-path model to represent the degradation path of a particular wood pole over time as. 
Lsp;(t) = g(t;/J;o./1;17 ••• ,pin) Eq. 3.14 
where t>O, and Ao.fln, ... ,/Jm are the time regression coefficients for pole i. In general, the form of g may 
be linear, polynomial, or exponential in the coefficients. Condition data from the field is used in obtaining the 
coefficients of this degradation path model. Generally two kinds of nondestructive measurement data can be 
used. The richest data is when measurements for multiple poles are taken over multiple time instances. Such 
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measurements provide the ability to obtain pole-specific degradation functions. More common is when 
measurements for multiple poles are taken at approximately the same time, resulting in a single measurement per 
pole. Although such data is inferior to the first kind, it is still possible to use it in characterizing degradation 
functions, and from those, to extract probabilistic failure indicators. We make use of this latter form of data in 
this thesis [13][14](25]. 
3. 7.1.1 Degradation leading to failure 
The loading on a wood pole varies with time as weather conditions (mainly wind and ice) change. 
Therefore the load model should account for the weather conditions where the pole is located [25]. It is possible 
to use force analysis based on weather modeling to obtain a statistical load model [23), but in this paper we use a 
simpler load model. The National Electric Safety Code requires that a pole be rejected when 33% of its strength 
is lost [24]. Based on this requirement, we assume that a pole will fail when its current strength falls below a 
given percentage of its initial strength, denoted by fp (failure percentage), to which we assign the value of 
33%. 
After obtaining a group of Lsp; (t) curves, we interpolate (when the poles have lost more than 33% of their 
original strength) or extrapolate to get the random variable LT (lifetime). The lifetime distribution cumulative 
function F(t), and the hazard function H (t) can be obtained by standard statistical methods [ 13]. 
The variability in the degradation level across a pole population at a particular age t is best described by a 
distribution. We denote this distribution as: 
Lspd(t )- dist{Lspm(t ), Lspe(t )} 
where 
Lspd(t): the degradation distribution at age t; 
Lspm(t): the mean of the distribution at age t; 
Lspe(t): the standard deviation of the distribution at age t; 
Eq. 3.15 
At each age t, we map the mean Lspm(t) to the hazard function H(t) for the decayed population, that is, if 
the lost strength percentage of pole i at an age t, Lsp; (t ), equals the lost strength percentage population mean at 
some age tl, Lspm(tl), the pole i failure rate equals H(tl). This ensures that the condition-based failure rate 
can be estimated. 
After we fit the mean at every age, we obtain the following expression for Lspm(t): 
Lspm(t) = <1>(t;a0 , a 1 , ••• ,a") Eq. 3.16 
where t >0, ao, ap···· an are the time regression coefficients. 
The failure probability for any pole of age t, defined as P(T < t), is given by the probability that the 
random variable Lspd(t) exceeds fp , according to: 
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F(t)= P(T <t)= P(Lspd(t)> fp) Eq. 3.17 
3. 7.1.2 Effect of preventive Maintenance 
The lost strength percentage before maintenance is Lsp; (tc) = Lspm(t0 ) ~ h(t0 ) and the lost strength 
percentage after maintenance is Lspi(tJ=Lspm(t 1 )~h(t1 ). The failure rate reduction, f:...h, and the increase in 
time to failure can be calculated using Eq. 2.5 and Eq. 2.6 separately. 
3.7.2 Illustration 
Field data characterizing residual strength of a group of wood poles was obtained consisting of age, initial 
strength, and one measurement per pole. Such data was available for· 13,940 poles ranging in age from 1 to 79 
years with a mean age of 30 years. We refer to this population as the total population. The measurements 
indicated that of the total population, 1163 poles (8%) had begun to decay. The poles in this population which 
have begun to decay are referred to as the decayed population. This decayed population ranged in age from 5 to 
67 years with a mean age of 37. Fig. 3.6 shows the distribution of the number of poles at·each age for the 
decayed population. 
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3.7.2.l Obtaining the degradation path model 
Fig. 3.7 plots the lost strength percentage for each pole as a function of pole age t, for the decayed 
population. Each point represents a specific pole's degradation level at its given age. 
From the data illustrated in Fig. 3.8, for each age, the average lost strength percentage was computed using 
the lost strength percentages for all poles of the given age. The resulting averages are plotted against pole age in 
Fig. 3.8. 
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Fig. 3.8 The average degradation level at every age 
Fig. 3.8 indicates that the average degradation trend of the population is nearly a straight line. Therefore, 
as in Eq. 2.16, we represent the degradation path for the decayed population using a linear model of the lost 
strength percentage mean, 
Lspm(t) =al *t-a2 Eq. 3.18 
where the random variable al is called the mean strength loss rate. After removal of several outliers, we 
use regression analysis to obtain al= 0.014418, and a2 = 0.10683. 
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Fig. 3.9 Percentage of decayed pole at every age 
Eq. 3.18 well characterizes the lost strength percentage for a pole once it is known that the pole has begun 
to decay. However, as indicated previously, the number of decayed poles is only 8% of the total population. Yet, 
for very new poles, we expect the percentage of decayed poles to be significantly less than 8%, and for very old 
poles, we expect this percentage to be significantly more than 8%. Fig. 3.9 provides a plot of the percentage of 
decayed poles in the total population as a function of age. 
Fig. 3.9 indicates that the percentage of decayed poles increases in almost linear fashion with age 
beginning at about 10 years. Therefore, after removing several outliers, we again use linear regression to obtain 
a linear model of the percentage of decayed poles as a function of pole age: 
Per{t) = 0.004 * t -0.04 Eq.3.19 
Here Per(t) can also be interpreted as the probability of decay at age t. This information is useful for 
predicting the number of decayed poles in a system as a function of time. 
Fig. 3.7 confirms our observation from Fig. 3.9 that very few poles begin deterioration until about age 10 
years. We also observe from Fig. 3.7 and Eq. 2.19 that the percentage of decayed poles grows with time, 
indicating that the time at which a pole actually begins to decay is a random variable. We call this random 
variable the penetration age and represent it as b. The reason the penetration age almost always exceeds 10 
years is due to the chemical treatment applied to each pole previous to installation. This treatment resists decay 
very well until it is penetrated, at which time the degradation process begins and continues uninhibited from then 
on. By inspecting the number of poles having a minimum but non-zero level of strength loss in Fig. 3.7, we 
observe that the penetration time ranges from 10 years to about 55 years. This variability is due to the quality of 
the pretreatment and the pole location and environment. 
From Fig. 3.8 and the work related to Eq.2.18, we determined that the mean strength loss rate is 
al= 0.014418, From Fig. 3.9 and the work related to Eq.2.19, we identified the penetration age b as a random 
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variable. Therefore, for a given value of b, the mean lost strength percentage is expressed as a function of pole 
age as: 
Lspm(t) =al *t(t-b) Eq. 3.20 
Because we only have one measurement per pole (and therefore must use the population degradation rate 
to predict the degradation of each pole), we treat al as fixed and bas a random variable. The implication here is 
that, although we do not know when the pole will begin decay (we only know the distribution of the age when it 
will begin decay), we do know that once it begins decay, it will decay at the rate of al. 
3.7.2.2 Estimation of failure rate 
We assume that any pole in the decayed population decays at the rate of al (mean strength loss rate). 
Using the transformation of Eq.2.18 and the measurements, we interpolate or extrapolate the lifetime of the 
decayed pole population. After comparing several different distributions, we select the Weibull distribution with 
hazard function having the form: 
h(t) =(/JI TJ )* (t I TJ)I\ (/J-1) Eq. 3.21 
The parameters are determined using the maximum likelihood method [13), resulting in fJ = 4.6676 and 
T} = 50.6090. 
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Fig. 3.10 Hazard function of decayed poles 
To obtain the failure rate, the degradation ( Lsp;(t )) of the pole is measured. The 'condition age' is the age 
t0 where Lspm(ta) = Lsp;(t) where t is the actual age of the pole, Lspm(t.) is found from Eq. 2.18 and then put 
into Eq.2.21 to get the failure rate. Failure rate reduction and time to failure increase can be calculated by Eq.2.5 
and Eq.2.6 respectively. 
We assume that an asset manager, in planning financial resources for the next year, faces the following two 
questions: How many poles need to be replaced? And how many poles need to be treated? 
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To predict the failed number of poles and thus the number of poles to replace, we use the strength loss rate 
al to estimate the degradation level of the decayed pole in the future. For example, if there is a pole i having 
Lsp; (t) = 0.3, we estimate this pole will reach a strength loss reduction of 0.33 (and therefore fail) within (0.33-
0.3)/0.014418=2.08 years. But to predict failure times for poles not yet decaying, we must account for the 
randomness at which healthy poles join the decayed population. 
To predict the number of decayed poles, we use Eq.2.19. The age distribution of the poles moves forward 
along the age-axis in the next year, so that there are more poles decaying at that time. The decayed pole 
percentage, expected number of failed poles, and expected number of poles needing chemical treatment for 
2006, 2015 and the condition history of the current year (2005) are given in Table 3.3. This data, together with 
replacement and treatment costs, facilitate development of condition-driven budgets by the asset manager. 
Table 3.3 Population predictions 
Year Decayed Pole Cumulative Failed Poles Need Percentage Number of Poles* Treatment 
2005 8.156% 541 622 
2006 8.479% 549 633 
2015 12.012% 644 1030 
*Failure does not imply the pole falls but rather, as defined in section 3.1, it means the strength loss reduction 
percentage exceeds 33%. 
Budget constraints often require asset managers to prioritize maintenance. Useful indicators for this 
process are the lost strength percentage, condition age, and failure rate of each pole. Table 3.4 provides this 
information together with the actual age for 4 selected poles. It is interesting to note that poles 3 and 4, although 
almost the same age, have significantly different condition ages and corresponding failure rates. 
Table 3.4 Estimate of the failure rate 
Pole Age Lsp;(age) Condition age Failure rate (failures /year) 
1 10 0 0 0 
2 17 0.1025 14.5 0.001 
3 39 0.0615 11.7 0.0004 
4 42 0.2929 27.7 0.01 
We can also estimate the effect of maintenance. We assume. that replacement entirely renews the pole 
whereas treatment delays further decay by 5 years but does not improve the condition of the pole relative to its 
condition at the time of treatment. So the two actions both result in time to failure increase, but the effects on 
failure rate of the two actions are qualitatively different; whereas replacement causes immediate failure rate 
reduction, the failure rate reduction from treatment is not incurred until the next and following years when the 
treated pole's failure rate remains fixed but the untreated pole's failure rate continues to increase. 
For the poles without decay in the current year, Eq.2.19 is used to estimate probability to decay in the next 
year. For example, for pole 1, which is ten years old without decay, we compute its failure rate in the next year 
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as: Per(l l)*h(l)=0.004*5.2*10-8=2*10-10 and we compute its time to failure increase as 
Per(l 1)*5=0.004*5=0.02. The replacement and the treatment have the same effect under this situation because it 
is a healthy pole. For the decayed poles such as pole 2, the replacement will renew the pole so the failure rate 
reduction is h(l4.5)=0.0l, and the time to failure increase is its condition age 14.5. Treatment will stop the 
decay and the failure rate reduction seen in the next year is the h(15.5)-h(14.5)=0.0003, and the time to failure 
increase is 5. These procedures were applied to poles 1-4 with results summarized in Table 3.5. The results are 
reasonable: maintenance activities to healthy poles have almost no effect, but on the most decayed poles result in 
significant benefit. 
Table 3.5 Estimate of the maintenance effect 
p 
A Failure rate reduction Time to failure increase 
0 (Failures/year) (year) 
l g 
e replace treatment replace treatment 
e 
1 10 2*10-10 2*10-10 0.02 0.02 
2 17 0.01 0.0003 14.5 5 
3 39 0.0004 0.00015 11.7 5 
4 42 0.01 0.0014 27.7 5 
3.SSummary 
The failure probability indicator is very important to the risk-based asset management. In this chapter we 
discussed three types of models used in the estimation of the failure probability indicator. these three models 
can meet general situation and form the base of the risk-based approach. 
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CHAPTER 4 OPTIMIZATION STRATEGY 
After talking about the structure of our problem. we will talk about the optimization method in this chapter. 
We give the abstract formation as Eq.2.3 and repeat it here for convenience. 
Max z=cx 
s.t. 
Ax~b 
XE {0,1} 
Eq.4.1 
Before we begin to think about the solution methods of this integer programming problem, we will make a 
basic idea of the scale of the problem we are facing. In the distribution system asset management area, there are 
a huge number of components. However, we do not need to take care of all these components. A list of project 
candidates will be set up first. For example, a utility have one hundred thousand poles, but the most important 
ones are the poles loaded with a transformer, the poles that support the high voltage power lines, and so on. 
Furthermore, some poles are very new and some are old but without decay, which will also be screened. So 
typically, the number of candidate projects to be considered is on a scale of several thousand or more. 
4.1 Linear Programming 
In Eq.4.1 after removing the constraints of xe {0,1}, we obtain a linear programming problem. which is 
very important to solve the integer programming. 
Table 4.1 Formulation of linear programming 
Item Nomenclature Comments 
z Objective function Linear function 
Ax~b Constraints Linear equation/inequality 
c 
Objective function Constant lxn vector 
coefficient 
x Decision variable Nonnegative integer/fraction (nxl) 
A Technological coefficients Technology used to produce profit (mxn) 
b Right-hand side (rhs) Quantity of available resource (nxl) 
4.1.1 Simplex method to solve linear programming 
In 1947, Geoge Dantzig developed an efficient method, the simplex algorithm. which makes the linear 
programming method widely used. The basic nomenclature can be seen in Table 4.1 and Table 4.2. 
The feasible region for any linear programming problem is a convex set. If an LP has an optimal solution, 
there must be an extreme point of the feasible region that is optimal. This result is very important because it 
reduces the set of points yielding an optimal solution from the entire feasible region (which generally contains 
an infinite number of points) to the set of extreme points (a finite set). The simplex method is actually an 
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algorithm that searches for these extreme points efficiently. We know that for any LP, there is a unique extreme 
point in the LP' s feasible region corresponding to each basic feasible solution and there is at least one basic 
feasible solution corresponding to each extreme point of the feasible region as well. The simplex method 
searches the extreme point by moving from one basic feasible solution to another basic feasible solution 
according to the increasing (decreasing) direction efficiently. [26] 
Table 4.2 Nomenclatures for LP solution 
Nomenclature Definition 
Feasible region The set of all points satisfying all the LP's constraints. 
Optimal solution Largest (Smallest) objective function value for maximization (minimization) problem. 
Convex set A set S in n-dimensional space is called a convex set if the line segment joining any pair of points of S lies entirely in S . 
For any convex set S , a point P in S is an extreme point if each line 
Extreme point segment that lies completely in S and contains the point P has P as an 
endpoint of the line segment. 
The simplex algorithm for the max problem is as follows: 
Step 1 Convert the LP to the canonical form. 
Step 2 Obtain a basic feasible solution (if possible) from the canonical form. 
Step 3 Determine whether the current bfs is optimal. 
Step 4 If the current bfs is optimal stop. If not, a) determine an entering variable; b) do a ratio test to 
determine the entering row; c) do a pivoting transform to obtain a new bfs; then return to step 3. 
In 1972, Klee and Minty gave an example of a linear programming problem which shows that the worst-
case complexity of the algorithm is exponential time. Nevertheless, the simplex method is remarkably efficient 
in practice. Attempts to explain this employ the notion of average complexity or (recently) smoothed complexity 
and the analysis showed that the simplex method is polynomial time complexity practically [27]. 
4.1.2 The one constraint linear programming problem 
There is a special kind of linear programming problem that has just one constraint and the lower and upper 
bounds of the decision variables. In order to relate this technique to our combination problem, here we only 
discuss the problem with lower the bound equal to 0 and the upper bound equal to 1, for example: 
Max P1X1 + P2X2 + ... + PnXn 
s.t. 
For this type of linear programming problem, although we can still use the simplex method, we can use a 
more effective method to solve it. 
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First, we sort the decision variable according the Eq. 4.1 then we have: 
xj = 1, for j = l, ... ,s -1, 
xi =0, for j=s+l, ... ,n, 
x, =(c- L:::wJ/w,. 
where X 5 is called a critical variable. The complexity of this method has two parts: 1) sorting part 
O(nlogn); 2) solving part O(n). Also we can solve it in O(n) without sorting with some other algorithm [28]. 
4.1.3 The dual of an LP 
Table 4.3 Prime and dual problem 
Prime problem Dual problem 
Max :z =ex Max:w= yb 
Ax ~b A' y'~ e'(yA ~ e) 
x :Prime variable y :duel variable 
The problem and its dual problem are shown in Table 4.3. From Ax~ b ~ yA.x ~ yb and 
yA.x ~ex~ yA.x ~ex we can get that w ~ z. We say that if w = z the prime problem and the dual problem 
are called strong duals and if w>z the prime problem and the dual problem are called weak duals. A dual 
variable is also called shadow price. The definition of the shadow price is as follows: the shadow price of the 
i th constraint is the amount by which the optimal z value is improved (increase in a max problem and 
decreased in a min problem) if we increase bi by 1 (from bi to bi + 1) [26]. The value of a Lagrangian 
multiplier is a shadow price. The dual variable, the shadow price, and the Lagrangian multiplier have the same 
meaning under this context and it is very useful to the sensitivity analysis of the linear programming problem 
and a good economic indicator of the resource constraints. 
4.2 Branch and Bound Method 
In practice, most IPs are solved by using the technique of branch-and-bound. Branch-and-bound methods 
find the optimal solution to an IP by efficiently enumerating the points in a sub problem's feasible region [26]. 
The branch and bound method is basically an exponential time method, so it is impossible to solve the 
large scale problem in a reasonable time. At times, some stop criteria are introduced to make it stop quickly. For 
example, the error between the upper bound and the lower bound, the maximum number of the nodes searched, 
and soon. 
Regarding our problem, we will focus on the 0-1 integer programming maximum branch and bound 
method. 
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4.2.1 The description of the branch and bound method 
The LP obtained by deleting the constraints xE zn (or xE {o,it) is called the LP relaxation. We can see 
that LP relaxation provides an upper bound on the optimal value of the maximum IP and a lower bound on the 
optimal value of the minimum IP. Furthermore, if the solution of the relaxation has integer components, then it 
also solves the IP. This forms the basis of the branch and bound method. In the following paragraph, we will 
give the algorithm of the branch and bound method for the maximizing IP. It is similar to the minimizing IP. 
The Branch & Bound Algorithm: 
Step 1 Set the upper bound to +oo and the lower bound to O; 
Step 2 Solve the LP relaxation. If the solution is integer, finish; 
Step 3 Select one branching variable, branch the current problem to two subproblems; 
Step 4 Solve the left subproblem LP relaxation; 
(1) The solution is integer, and if the target value is bigger than the current lower bound then set the 
lower bound and candidate solution; 
(2) The left subproblem LP relaxation problem is infeasible; 
(3) The target value does not exceed the lower bound; 
If (1) or (2) or (3) is true, the current problem is fathomed and jumps to its brother (Step 5). 
Otherwise repeat Step 4. 
Step 5 Solve the right subproblem LP relaxation; 
(1) The solution is integer, and if the target value is bigger than current lower bound then set the 
lower bound and candidate solution; 
Step 4. 
(2) The right subproblem LP relaxation problem is infeasible; 
(3) The target value does not exceed the lower bound; 
If (1) or (2) or (3) is true, the current problem is fathomed, process to Step 6. Otherwise return to 
Step 6 Backtrack to the unsolved right subproblem and return to Step 4; 
Step 7 Repeat Step 4 and Step 5, search the entire binary tree then go to Step 7; 
Step 8 the candidate solution is the solution and the lower bound is the target value 
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Fig. 4.1 Illustration of branch and bound method 
4.2.2 Branching variable and searching sequence 
There are two important things that should be mentioned about the branch and bound method: How did we 
determine the branching variable? How did we determine which subproblem should be solved next? Through 
experience and ingenuity, practitioners of branch and bound have developed some guidelines on how to make 
the necessary decisions. 
If two or more variables are fractional in a subproblem's optimal solution, on which variable should we 
branch? Branching on the fractional-valued variable that has the greatest economic importance is often the best 
strategy. So when we formulate our problem, we can number the decision variables in order of their economic 
importance (1 = most important). 
Two general approaches are commonly used to determine which subproblems should be solved next. The 
most widely used is the LIFO rule, which chooses to solve the most recently created subproblem. LIFO leads us 
to down one side of the branch and bound tree and quickly finds a candidate solution. Then we backtrack our 
way up to the top of the other side of the tree. For this reason, the LIFO approach is often called backtracking 
(in the above algorithm, we use the backtracking). The second commonly used method is jumptracking. When 
branching on a node, the jumptracking approach solves all the problems created by the branching. Then it 
branches again on the node with the best target value. Jumptracking often jumps from one side of the tree to the 
other. It usually creates more subproblems and requires more computer storage than backtracking [26]. 
4.3 Lagrange Relaxation Method 
When some problems are too complex to be solved exactly and it is computationally expensive, people 
may choose non-exact methods, Lagrange relaxation method is one of these choices. It is easy to self-
demonstrate: if more constraints are introduced, the optimal value will not increase. 
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4.3.1 Definitions of Lagrange relaxation 
Consistent with our problem, we consider an IP problem in the following form: 
Max:z =ex 
s.t. 
Ax s b 
Dxsd 
XE {0,l}n 
Which constraints should be relaxed? The basic idea of the Lagrange relaxation is to relax the 'hard' 
constraints and solve a 'nice' problem [29]. For example, the multi-constrained integer problem can be relaxed 
to a knapsack problem [28], whose solving methods are comparatively developed. Furthermore, we can relax all 
the resource constraints and just keep the 0-1 constraint. Generally we have the following. 
For any value of u = (u1 ,u2 , •.• ,um)~ 0, YVe define the problem IP(u): 
z(u) = max{cx + u(b - Ax)} 
s.t. 
Dxsd 
XE {0,1}" 
The feasible region of Problem IP(u) is at least as great as IP. This holds because 
{x: Ax s b, Dx::; d, xE {0,1 Y }~ {x: Dx s d, xE {0,1}" }. And the objective value is at least as great in IP(u) as 
in IP for all feasible solutions in IP. As u 2 0 and Ax~ b for all xE {o,i}", c'x + u(b- Ax) 2 c'x. That is, 
the problem IP(u) is a relaxation of problem IP for all u 2 0. 
We see that in IP(u) the constraints are handled by adding them to the objective function with a penalty 
term u(b - Ax), or in other words, u is the price or dual variable or Lagrange multiplier associated with the 
constraints Ax s b . 
Problem IP(u) is called a Lagrangian relaxation of IP with parameter U . As IP(u) is a relaxation of IP, 
z(u)2". z and we obtain an upper bound on the optimal value of IP. To find the best (smallest) upper bound over 
the infinity of possible values for u , we need to solve the Lagrangian dual problem LD: 
Ww =min{z(u):u~O} 
Solving the Lagrangian relaxation IP(u) may sometimes lead to an optimal solution of the original 
problem IP. We have the following theorem: 
Theorem 4.1 if u 2 0, 
(i) x(u) is an optimal solution of IP(u), and 
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(ii) Ax(u) ~ b, and 
(iii) Ax(u )i =bi, whenever u; ~ 0 (complementary), 
Then x(u) is optimal in IP [29][30]. 
4.3.2 Subgradient method to solve Lagrangian dual 
A number of methods have been proposed to solve Lagrangian dual. Among these methods, the 
Subgradient method is the most popular and simplest. This method was proposed by Held and Karp in 1971. It 
is an iterative method in which at iteration k, given the current multiplier vector uk, a step is taken along a 
subgradient of z(uk ). Then, if necessary, the resulting point is projected onto the nonnegative set [30]. 
Subgradient algorithm for the Lagrangian dual: 
Initialization. u = u0 . 
Iteration k. u = u k • 
Solve the Lagrangian problem IP(uk) with optimal solution x(uk ). 
uk+1 =max{uk -ak(b-Ax(uk)),o} 
k= k+I 
The vector b-Ax(uk} is easily shown to be a subgradient of z(u) at u k [29]. 
The simplicity of this algorithm is amazing. At each iteration one takes a step from the present point u k in 
the direction opposite to a subgradient. The difficulty is in choosing the step lengths {a};=, [29]. We will talk 
about this in the following paragraph. 
4.3.2.l Step length for subgradient method 
Theorem 4.2 if ak ~ 0 and L~=1 ak ~ oo, we have uk -tu* and z(uk )-t z* [31]. 
According to this theorem, we have a lot of choices of step length for the subgradient method. In this 
thesis, we will use the following step size: 
This step size is obtained from the following procedure [30]: 
Let u~+i be the projection of Uk on the hyper plane H * parallel to H k, defined by 
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The vector sk is perpendicular to both H k and H *, therefore u~+I -uk is a nonnegative multiple of 
I H* Also, uk+I belongs to : 
z(xk )+ u~+i (b-Axk) = z* 
Therefore 
z(xk )+ uk (b-Axk )-aksk (b -Axk) = z(uk )-aksk sk = z* 
Hence, we obtain 
This formula unfortunately uses the unknown optimal value of the Lagrangian dual problem. One can try to 
use an estimate for that value, but then one may be using a multiple of sk that is either too small or too large. If 
one sees that the objective function values do not improve for too many iterations, one should suspect that z * 
has been estimated too much smaller than the true value; thus, one should try to reduce the value of z(uk )- z *. 
This can be achieved by introducing from the start a positive factor Ek E (0,2), in the step formula. We can 
reduce the scalar ck when there is no improvement over a long duration [30][32]. 
4.3.3 Comparison between linear relaxation and Lagrange relaxation 
We will only discuss the 0-1 integer programming problem. Here we make three definitions clear: 1) linear 
programming relaxation (LPR) ignores all of the 0-1 constraints; 2) enhanced linear programming relaxation 
(ELPR) ignores the 0-1 constraints but the constraints 0 ::; X; ::; 1 are introduced; and 3) Lagrange relaxation 
(LR) here keeps the 0-1 constraints but relaxes all or part of the other constraints (The results in this section hold 
for other Lagrange relaxation formats). 
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Fig. 4.2 The relation between LR, LPR and ELPR 
In Fig. 4.2, we plot the solution of one constraint problem and the relationship of the different bound, 
which holds for multi-constraints problem. We can see the relationship of the bounds of LR, LPR and ELPR 
with the true optimal value. Generally we have (28)(29][30]: 
UB LPR 2". UB LR 2". UB ELPR 2". Optimal 
4.3.4 Lagrange heuristic 
Sometimes the Lagrangian solution is infeasible or not good enough, so some heuristic methods are used to 
improve the Lagrange solution (29][30]. We perform a simple heuristic after the solution of the Lagrange 
relaxation: if it is infeasible the decision variable whose (c - uA ); is the smallest will be removed until all the 
constraints are satisfied; if there is any residual resource left, the largest pure benefit decision variable among 
the unselected group will be chosen until the constraints are violated. 
4.4 Dynamic Programming 
In the late 1950s, Dr. Richard Bellman developed dynamic programming. Dynamic programming is an 
approach developed to solve sequential, or multi-stage, decision problems; hence, the name "dynamic" 
programming. But, as we shall see, this approach is equally applicable for decision problems where sequential 
property is induced solely for computational convenience. 
Unlike other branches of mathematical programming, one cannot talk about an algorithm that can solve all 
dynamic programming problems. For example, George Dantzig's Simplex Method can solve all linear 
programming problems. Dynamic programming, like branch and bound approach, is a way of decomposing 
certain hard to solve problems into equivalent formats that are more amenable to solute. Basically, what the 
dynamic programming approach does is that it solves a multi-variable problem by solving a series of single 
variable problems. This is achieved by tandem projection onto the space of each of the variables. In other words, 
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we project first onto a subset of the variables, then onto a subset of these, and so on. The essence of dynamic 
programming is Richard Bellman's Principle of Optimality: A policy is optimal if, at a stated stage, whatever the 
preceding decisions may have been, the decisions still to be taken constitute an optimal policy when the result of 
the previous decisions is included [28]. This also contributes to a very good advantage of dynamic 
programming; after we solve the problem we not only obtain the optimal solution of the problem, but also 
receive the optimal solution of the subproblems. Dynamic programming is very efficient for the multi-stage 
decision problems or decision problems where multi-stage property is induced solely for computational 
convenience. Successful examples of these are shortest-path problem and the knapsack problem. Two very good 
examples can be found in reference [33]. The efficiency of dynamic programming will decrease with an increase 
in the dimension (number of constraints). So, reducing the number of constraints is one idea used to solve the 
multi-dimension dynamic problem [34]. 
4.4.1 Characteristics and definition of the dynamic programming problem 
The problems that are commonly known as sequential or multistage decision problems are generally 
considered to be representations of real-world situations where a sequence of decisions aimed at attaining a 
certain goal is made. These problems have the following characteristics [26]: 
1. The problem can be divided into stages with a decision required at each stage. 
2. Each stage has a number of states associated with it. 
3. The decision chosen at any stage describes how the state at the current stage is transformed into the state 
at the next stage. 
4. Given the current state, the optimal decision for each of the remaining stages must not depend on 
previously reached states or previously chosen decisions. 
5. If the states for the problem have been classified into one of T stages, there must be a recursion that 
relates the cost or reward earned during stages t, t+l, ... , T to the cost or reward earned from stage t+l, t+2, ... , 
T. 
Stage: A sequence consisting of elements denoting the stages of the decision-making process. The stage is 
remarked as k = 1,2, ... 
State: A set whose elements represent the states of the process in each stage. The state is the start of the 
current stage and the end of the former stage. It is remarked as S k • 
Feasible decisions: A collection of sets where each set contains elements designating the feasible decisions 
pertaining to a stage-state pair. uk (s k) is the decision variable of stage k state s k . 
Transition function: A transition function embodying the dynamics of the states. It is represented as 
sk+I =Tk(sk,uk). 
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Objective function: An objective function stipulating the overall return or cost generated by any sequence 
of decisions. We use fk to represent the ~bjective function in stage k and Vk (sk,u(sk )) to represent the benefit 
or cost gained in stage k state sk and the decision u(sk ), and the following relationship holds: 
!k+I (Sk+I) = opt(jk 'Vk+I (sk+l 'u(sk+I ))) . 
4.5 Optimal strategy for the resource allocation problem 
We have proposed three different optimization formulas to the resource allocation problem in Chapter 2. 
We will talk about the optimization strategy now. When we mention strategy, we do not pretend to propose a 
fixed method. Instead, we want to give a frame work, list the choice, and select the approach that best fits the 
practical environment to solve the problem. 
4.5.1 Selection of optimization method 
If the concerned distribution system is small and we have a fast computer, the branch and bound method 
should be used. But the resource allocation problem for the distribution system is generally a very large scale 
problem. One thing people want is a fast solution; on the other hand, the utility generally doesn't have fast speed 
computers for calculation purposes. So we have to find a compromise between the speed and accuracy and 
generally we will sacrifice some accuracy to gain the fast speed. 
In the LPR or ELPR, we relaxed the constraint of 0-1. We can also relax all or part of the other constraints 
but keep the 0-1 constraint with the help of the Lagrange relaxation. This will make the solution speed very fast 
with the sacrifice of some accuracy. In the following, we discuss three important topics about Lagrange 
relaxation. 
Which constraints should be relaxed? We will relax all of the resource constraints and just keep the 0-1 
constraint. The problem becomes the following: 
Max: z(-1)=(c-AA)x+Ab=c'x+Ab Eq.4.2 
s.t. 
XE {0,1} 
The problem Eq.4.2 can be explained as follows: the c in the problem is the reliability benefit and the c' 
can be seen as the pure benefit of the reliability after paying the price of the resources relaxed. And the optimal 
procedure of problem Eq4.2 is very simple: if the pure benefit is positive then do it. 
How to get the shadow price (Lagrange multiplier)? The general approach is to using the subgradient 
method but this is generally time-consuming and may face some convergence problems. The ELPR's optimal 
dual solution provides a good estimate of the Lagrange multiplier (28][29]. This conclusion is conformed by the 
numerical experiments we completed. This approximation method gives us a good, fast and stable method to get 
the Lagrange multiplier. 
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Sometimes the Lagrangian solution is infeasible or not good enough, so some heuristic methods are used to 
improve the Lagrange solution. We perform a simple heuristic after the solution of the Lagrange relaxation: if it 
is infeasible the least pure benefit decision variable will be removed until all the constraints are satisfied; if there 
are any residual resources left, the largest pure benefit decision variable among the unselected group will be 
chosen until the constraints are violated. 
Begin 
SolveELPR 
Stop 
Solve LR & heuristics (LRH) 
Finish. 
Fig. 4.3 Flow chart for optimization 
Fig. 4.3 is a flow chat we use to solve the large scale 0-1 integer programming problem approximately. 
First, the ELPR is solved: if the solution is integer, we stop. Then, the Lagrange multiplier is used to solve the 
Lagrange relaxation problem and at last the simple heuristic method is performed. For tens of thousands of 
variables the algorithm uses less than 10 seconds. 
4.5.2 Solution to the three level problem 
We have provided three sets of optimization formulas in Chapter 2. Opt 1 is used to evaluate the proposed 
budget plan. Opt 2 or Opt 3 can be used to answer three level questions. We will introduce the opt 3 in detail to 
answer the three level problems in this section. 
The asset manager is very anxious to know the optimal budget and labor planning for the current asset. The 
most direct way to determine this is to plot a figure with the budget on the x-axis and the reliability benefit on 
the y-axis. This will give the manager a very straightforward idea about how much one should invest and how 
much one can obtain. 
In the first step, the maintenance task in one category is studied. In this model, we can keep the labor 
constraint or transfer it to money, for example, minor transformer maintenance needs $1000 and 2 workers for 
one day. Then the total cost for this task is 1000+2*salary of worker for one day=l000+2*25*8=1400. Then we 
give the subproblem for one category of maintenance project as follows: 
43 
Ma{~~M(k,l)xlselect(k,l)) 
subject to 
ni "'t 
LL)selec~k,l)xLaborh(k,l)5:TotLaborh(i), Vi= 1, ... , p 
k=I I= 
·m, 
L Iselec~k,1)5: l 
l=l 
ni m1c 
LLlselec~k,l)xCost(k,1)5: Stepxj, Vi= l, ... ,p;j = 1, ... ,N 
k=I I= 
This problem is solved iteratively by increasing the budget by a set step, such as $100, until all the 
candidate devices are covered in this category. This will be performed for every category. When this is 
completely solved, we obtain a reliability benefit versus budget table as seen in Table 4.4 [33]: 
Table 4.4 Risk-reduction vs. budget 
Budget Risk reduction of different categories 
($1000) Wood poles Recloser Tree trimming 
0 0 0 0 
1 0.28 0.25 0.15 
2 0.45 0.41 0.25 
3 0.65 0.55 0.40 
4 0.78 0.65 0.50 
5 0.90 0.75 0.65 
6 l.02 0.80 0.73 
8 l.23 0.88 0.90 
9 l.32 0.90 0.96 
10 l.38 0.90 l.00 
At the same time, we can obtain the task selection regarding the different resource allocation: 
Table 4.5 Decision variable code table 
Budget Task selection for different category 
($1000) Wood poles Recloser Tree trimming 
0 000 ... 000 000 ... 000 000 ... 000 
1 010 ... 100 101...001 100 ... 010 
... ... ... ... 
9 100 ... 110 110 .. 101 010 ... 101 
10 110 ... 011 111...100 110 ... 110 
After we obtain the profit versus budget table, the dynamic programming is used to solve it by the 
maximum budget we can afford. As discussed before, the dynamic programming will not only give the optimal 
result of the problem, but also the optimal policy for all sub problems. So we can obtain the following curve. 
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Fig. 4.4 The budget vs. reliability benefit 
The curve in Fig. 4.4 can give the asset manager a direct idea of the benefit and the budget. So it is 
convenient to make the decision of the entire budget for the preventive maintenance. 
The solution of the dynamic programming also gives the optimal splitting of the budget among different 
categories as shown in Fig. 4.5. 
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Fig. 4.5 Resource splitting curve for different categories 
From Fig. 4.5 we can see the optimal budget splitting for different categories. After this we can decide 
which tasks should be selected according Table 4.5. 
This strategy gives us the optimal budget for the entire asset, the splitting of the budget into different 
categories and the selection of projects within different categories. 
Different categories of maintenance have different characteristics. For example, some maintenance requires 
scheduled outages and load transfers, some do not. We separate the different categories, so we can build in new 
constraints to the special categories without affecting to other categories. 
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Another advantage of this approach is that if we want to emphasize a certain category of device we can 
weigh the column of that category by a factor and then we can get the optimal planning biasing to that category. 
Some utilities have a contractor perform certain types of asset management, for example, the pole 
maintenance contractor. This strategy can also give a strong reference with regards to how much the utility 
should pay the contractor. 
4.6Summary 
In this chapter, first we talked about the linear programming, integer programming (branch and bound), 
and Lagrangian relaxation methods. Then we proposed an optimal strategy for the resource allocation for the 
distribution system to answer the three level problems. This optimal strategy is a framework; the optimal 
methods introduced in the former part of the chapter works as a module for this framework. This means we can 
insert different modules for different problems according to practical situations. For example, for a certain 
category whose number of candidate tasks is small, then we can select the more accurate methods (branch and 
bound) instead of the fast speed method (Lagrangian relaxation). These are the characteristics of the optimal 
strategy we proposed in this chapter. With the help of this optimal strategy, we can answer the three level 
questions faced by asset management. 
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CHAPTER 5 ILLUSTRATION 
5.1 Introduction 
In this chapter, the proposed resource allocation strategy is illustrated by using information obtained from 
an actual distribution system. The method addresses the resource allocation problem discussed in previous 
chapters by providing a solution to the following questions. First, after investing money how much reliability 
benefit can be obtained? This question is answered by an investment versus reliability benefit curve. Second, 
once a budget (investment) decision has been made, how should it be allocated to the different categories, such 
as wood poles, reclosers, tree-trimming, etc.? Finally, within each category, which specific component should be 
selected for maintenance and to what extent should it be implemented. Further, the asset manager also needs a 
plan to manage available labor, such as, proposals to hire crew to perform certain tasks should be assessed. 
Next, we will introduce the test system, the information we have and the approach we are using. 
5.1.1 Test system and maintenance categories 
The test system used to illustrate the approach is a small 66 feeder system which is a part of a utility's 
distribution system. There are 9504 overhead line segments and 84 reclosers installed in the distribution system. 
Table 5.1 Failure modes and corresponding maintenance activities 
Contingency Failure modes Maintenance activity 
Distribution line Tree contact Tree trimming 
outage Pole fallen Pole treatment and replacement 
Recloser Mechanical failure and Minor maintenance (oil changing), 
malfunction general aging major maintenance and 
replacement 
Three maintenance categories are considered: wood pole, recloser and tree trimming. Different categories 
have different labor pools. 
Table 5.2 Information for Maintenance Categories 
Category Labor Pool Task Cost($) Man hours 
Pole 10 workers work 200 Pole treatment 200 8 
days per year and 8 
Pole 3000 24 hours per day 
replacement 
Rec loser 2 workers work 80 Minor 2500 40 
days per year and 8 maintenance 
hours per day; Major 5400 80 
maintenance 
Replacement 25000 40 
Tree 4 workers work 300 Feeder-based 200/mile 7 per mile 
trimming days per year and 8 tree trimming 
hours per day 
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The number of poles which have different levels of decay is 2513. Because there are two levels of 
maintenance activities, the number of the candidate maintenance tasks in the pole category is 5026. Similarly, 
the there are 84*3=252 candidate maintenance tasks in the recloser category and 66 candidate maintenance tasks 
in the tree-trimming category. The cost and man-hours required for these maintenance activities are listed in 
Table 5.2. 
5.1.2 Failure rate determination and effect of maintenance 
· The failure histories of wood poles, reclosers and tree related failures will be used to calculate the original 
failure rate. The effect of maintenance can be represented by the failure rate reduction. The failure rate reduction 
can be estimated by the methods proposed in Chapter 3 based on the nature of the information available. Due to 
incomplete of the information, the following assumptions were made. Pole treatment will reduce the failure rate 
to 3/4 of the original. The pole replacement will reduce the failure rate to 0. The recloser minor maintenance 
will reduce the failure rate to 4/5 of the original. The recloser major maintenance will reduce the failure rate to 
112 of the original. The tree trimming project is feeder-based and this will reduce the failure rate to 115 of the 
original. 
5.1.3The calculation of the risk reduction 
Risk and risk reduction have been defined in Chapter 2. Risk has two parts: failure consequence and failure 
probability. In order to calculate the failure consequence, a Microsoft Excel-based program has been developed. 
If we input the failure rate reduction into this program, risk reduction can be calculated. 
·· 5.2 Decision Making Procedure 
The objective of the work is to maximize the risk reduction subject to the available resources. The risk 
reduction of the candidate maintenance tasks in each category is computed. The number of employees under 
different categories is fixed. The asset manager can then base his decisions using the analysis described in the 
following sections. 
5.2.1 Answer the three level budget planning questions 
The most direct way is to use a figure to tell the asset manager the relationship between the investment and 
the reliability benefit. With the help of the optimal approach proposed in Chapter 4, we can obtain a figure as 
the following for this distribution system. 
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Fig. 5.1 The budget vs. risk reduction for whole maintenance 
From Fig. 5.1 the asset manager can know two things, how much one should invest to obtain a particular 
reliability level and given a fixed budget what is the maximum reliability benefit one can obtain. This figure is 
very helpful to assist in budget planning decisions. For example, we can see that the incremental risk-reduction 
become smaller after some budget point. The reason of this phenomenon is that the most benefit sensitive 
maintenance tasks have been used up. 
The risk-reduction versus budget in each category is given in Fig. 5.2. 
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In Fig. 5.2 we can see that, first, the risk-reduction of maintaining the poles is much less than the other two 
categories; second, because of the labor constraint the tail part of the recloser and tree-trimming categories is 
flat. 
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After we decide a budget, Fig. 5.3 can show the asset manager how much one should put in each 
maintenance category. Furthermore the task selection can be finalized. 
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Fig. 5.3 Budget splitting curve for different category task 
From Fig. 5.3 we can see that at the beginning, most part of the budget is located to recloser and tree-
trimming categories. After all the doable recloser and tree-trimming tasks are completed, the budget falls into 
the pole category. 
5.2.2 Labor planning 
The above analysis is based on the fixed number of employees and sometimes the asset manger may want 
to determine a good plan for the labors. The manager may ask about hiring a new crew to do tree-trimming and 
soon. 
In Table 4.4 we give the reliability benefit vs. investment table. In this table every category is separated, so 
if we increase the tree-trimming crew by l, what we need to do is just to update the column corresponding to the 
tree-trimming and then run the dynamic programming once again. 
In Fig. 5.4 and Fig. 5.5, we illustrate the effect of hiring a new tree-trimming crew. This information is 
very helpful for the labor plan. 
5.3 Summary 
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In this part, we applied our approaches to a practical system. We can make many good inferences from the 
output of these approaches. Two important applications are the three level budget problems: budget planning, 
resource allocation, and maintenance tasks selection, and the labor planning problem. 
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CHAPTER.6 CONCLUSIONS AND FUTURE WORK 
6.1 Summary 
This work focuses on proposing a risk-based solution to enhance distribution system reliability subject to 
the constraints of limited resources typical of the present day deregulated environment. The approach proposed 
in this thesis provides an answer to the resource allocation problem by proposing solutions to the three level 
questions faced by an asset manager: 
1. How to identify and justify the resources needed for managing the assets of the entire system? 
2. How to allocate the available resources to the different maintenance programs? 
3. How to select a set of maintenance tasks to be performed within each of the above maintenance 
categories? 
The risk computed in the work is indicative of the state of each component in the system. Risk reduction 
represents the effect of the preventive maintenance in improving the condition of equipment expressed in terms 
of the improved reliability metrics. 
In order to obtain risk and risk reduction, the probability indicator plays an important role. A degradation-
path model to estimate the failure probability and the probability reduction has been proposed in this thesis. The 
model has been successfully applied to the case of wood poles to predict individual pole failure probability 
based on the condition measurements that are representative of the degradation in its residual strength. 
Preventive maintenance is beneficial in this sense, it reduces the failure probability of a device, and hence 
reduces the risk due to the failure of the component. At the same time, preventive maintenance is associated with 
a cost both in terms of capital investments and human labor. The objective of the work is to maximize the risk 
reduction within the available budget and labor. Various optimization techniques have been studied and an 
optimal solution has been proposed, combining integer programming, Lagrange relaxation and dynamic 
programming together to answer the questions mentioned above. 
Therefore, we want to pursuit maximum risk reduction with the limited budget and available labor. We 
studied different optimal methods and proposed an optimal solution, which combines integer programming, 
Lagrange relaxation and dynamic programming together to answer the three level questions mentioned above. 
6.2 Conclusions and Contributions 
In this work, a model to estimate the failure rate according the condition of the wood pole has been 
developed. 
An optimal strategy was proposed to perform budgetary planning, the resource allocation and the task 
selection to enhance the distribution reliability subject to the available resources. Although the number of device 
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in a distribution system is very large, this optimal strategy can be effectively used to solve the resource 
allocation problem in a reasonable time and with sufficient accuracy. 
6.3 Future work 
The degradation path model has been proposed as a failure probability indicator provider, and applied to 
model the failure caused in utility wood poles. This may be suitably extended to be applied to devices such as 
switches, transformers, etc. whose failure processes are complex. 
The optimal resource allocation strategy used in this work sacrifices some accuracy in order to solve the 
large scale problem. Further research involving the other optimization techniques available in the literature 
would help improve the accuracy of the solution obtained. 
The problem formulation can be further enhanced by considering the scheduling issues involved in 
maintenance of different distribution equipment. Also, the work can be suitably extended to compute the risk 
reduction and resource allocation for other distribution equipment such as distribution transformers, fuses and 
switches. 
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