Intensional lambda-calculus adds intensional combinators to lambda-calculus to facilitate analysis. In particular, they are used to factorise data structures and programs into their components, which can be used to convert abstractions into combinators. This paper shows how to type an intensional lambda-calculus using no more than the types of System F. Even the quotation function used to access program syntax can be defined and typed, as can its inverse: the calculus supports typed self-quotation. Thus, one may freely alternate between program analysis and program execution. Proofs of all results have been verified in Coq.
Introduction
The default implementation of a programming language is written in another, lower level, language in which programs can be analysed.
In turn, this may prove to be an intermediate language that, through a sequence of translations, is eventually implemented in, say, machine code. To avoid this chain, it is routine to provide a self-interpreter (see [Kleene(1936) , Reynolds(1972) , Barendregt(1991) , Mogensen(1992) , Mogensen(2000) ] and [Berarducci and Böhm(1993) , Song et al.(2000) , Jay and Palsberg(2011) ] and [Brown and Palsberg(2015) , Brown and Palsberg(2016) , Brown and Palsberg(2017) ]), in which the language is implemented in itself, and so can analyse its own programs. Thus program syntax has two interpretations in the calculus. The standard one yields a reducible term, with all possible evaluation strategies in play. The novel one is quotation which represents a program as a data structure, open to analysis. The simplest form of analysis merely unquotes the program, to recover the standard interpretation. More generally, analysis can be used to optimise, or to impose an evaluation strategy, before converting to an executable. Let us consider some of the desirable properties that quotation should satisfy.
First, there should be no limits on the nature of the analyses that can be done. It is not enough to support a single self-interpreter, or a small suite of analyses. For example, it should be possible to decide syntactic equality of programs, or to perform a dead-code analysis.
Second, opportunities for optimisation are maximized when the language is represented by a confluent calculus, e.g. a λ-calculus [Barendregt(1984) ], so that one is free to manipulate the evaluation strategy.
Third, the calculus should be typed. This provides a sanity check on the whole approach. In particular, it is common to model each stage of interpretation by rising one level in a type hierarchy. This is inherently difficult, and often limits the nature of the analyses that are possible. To put it another way, if the analysis is to be done in the source language, all of the usual arguments for typed programming languages also apply here.
Fourth, analysis should be dynamic, and not merely static. For example, in staged computation [Shields et al.(1998) , Davies and Pfenning(2001) ] the results from computation in one stage may be analysed in the next. More generally, this is required for dynamic program analysis. Despite its significance, this challenge is generally considered too hard in the context of self-interpretation, because it requires that quotation be definable within the language itself.
From the viewpoint of λ-calculus, it is not even clear that such self-quotation make sense. After all, quotation cannot act on reducible terms, since reduction changes the nature of the syntax produced by quotation. The solution is to identify programs with closed normal forms, whose reduction begins only when they are applied to arguments. Even in this restricted domain, however, the task is beyond pure λ-calculus because it is inherently extensional: there is no pure λ-term that can reveal the internal structure of closed normal λ-abstractions in a uniform manner.
The solution is to add intensionality to the λ-calculus in the form of combinators that are able to query the internal structure of terms. The simplest such system is SF -calculus [Jay and Given-Wilson(2011) ], whose factorisation operator F is able to expose the components of compound terms. Recent work [Jay(2016a) ] introduces the λSF -calculus, in which abstractions can be factored, just as combinators can. This paper continues this development, to introduce an intensional λ-calculus that • is confluent • is strongly typed • defines program equality, and • defines self-quotation, and self-interpreters.
Despite this expressive power, the actual machinery is comparatively lightweight. The types are given by those of System F [Girard et al.(1989) ], with coercions used to represent type abstraction and instantiation. The terms are given by adding the following operators to the λ-calculus:
The operators S and K are standard. The operator A is new, with reduction rule AM N P −→ M N P . That is, A is a ternary identity operator: given three arguments it behaves as the identity. It could be defined in terms of S and K, but plays an important role in controlling evaluation, especially of fixpoints.
The fixpoint operator Y is not standard. Its reduction rule Y M −→ M (AY M ) inserts a copy of A to prevent unwanted reductions. We could have added an operator I but instead let us define it as SKK since, for any P and Q we have SKP Q −→ KQ(P Q) −→ Q which shows that SKP is an identity function for any term P . Together, S, K, A and Y are the extensional operators, so called because they do not query the internal structure of their arguments. Their types are easily guessed from their reduction rules. The remaining operators are intensional; typing them is a little more of a challenge.
The operators E tests for equality of operators. Its principal type is
Note that the operators being compared may have different types, so that, for example, ESK has the same type as its reduct KI.
The operator G is a variant of the factorisation operator from SF -calculus. Its sole reduction rule is
where P and P are the left and right components of P . If P is, say, SP 1 P 2 then its components are SP 1 and P 2 . The complete account of factorable forms is made more complicated by the need to factor abstractions. The term M in the rule must be sufficiently polymorphic to handle the components of P , no matter what their types prove to be. Hence the principal type of G is
Thus, if P : X in the rule above has components P 1 : Z and P 2 : Z → X then
The remaining operators are the case operators corresponding to the basic operators we have already met. Each one has a pair of reduction rules. For example, we have
It represents a pattern-matching function that maps S to M and applies N to anything else. Its type is
Note the use of the principal type of S in the principal type of DS. It is tempting to replace the family of case operators with a single operator D whose applications yield DS, etc. However, the type of D would require a means of referencing the principal types of the operators that excludes other types. While this is possible, it would require additions to the type system.
Factorisation supports a divide-and-conquer approach to program analysis that is quite direct. For example, self-quotation can be described informally as a patternmatching function that maps operators to themselves, and compounds of the form M N to A(quote M )(quote N ). As a term of the calculus, it is given by quote = AY (λq.λp.Eppp(G(λx.λy.A(qx)(qy))p) . This is a closed normal form, since the application of A blocks the reduction of the fixpoint operator Y until an argument has been supplied. E is used to check if p is an operator. If not then G is used to factorise p and recurse. Further, it has type quote : ∀X.X → X .
All proofs in the paper have been verified using the Coq proof assistant [Barras et al.(1997) ].
The structure of the paper is as follows. Section 1 is the introduction. Section 2 introduces the compounds. Section 3 introduces the reduction rules of the calculus. Section 4 introduces the types of the calculus. Section 5 shows how to define and type equality of programs. Section 6 defines quoting and unquoting. Section 7 discusses verification in Coq. Section 8 considers related work. Section 9 draws conclusions.
Factorable Forms
This section develops the machinery necessary to describe the reduction rules given in the next section. At issue is that the reduction rules for the intensional operators have side-conditions requiring that arguments be factorable forms, i.e. either operators or compounds. The latter include some abstractions, whose right components are given by star abstraction. So the order of business will be: star abstraction; components; and then compounds.
Star Abstraction
The syntax of terms was given in Section 1. The star abstraction λ * x.M of M with respect to x is defined by
This definition modifies the traditional definition of λ * x.M for combinators M (see, e.g. [Hindley and Seldin(1986) ]) in two ways. First, when the body is an application M N the result uses λx.N instead of λ * x.N . To see why this is necessary, consider λ * x.S(KN 1 N 2 ). Now S(KN 1 N 2 ) is not a redex, so it is safe to separate S from KN 1 N 2 but λ * x.KN 1 N 2 breaks the redex KN 1 N 2 . Thus a recursive call to λ * x would here be unsafe. Second, there needs to be a rule for λ * x when the body is an abstraction λy.M . The result is A(λx.λ * y.M ) and not λ * x.λ * y.M since keeping track of information requires that only one abstraction is eliminated at a time, namely, the innermost one.
Here are some simple examples of star abstraction. In SKI-calculus, the λabstraction λx.λy.y can be represented by
where λ * is used to convert abstractions into combinators in the traditional manner. In λSF -calculus, λx.λy.y is already a closed normal form. However, its factorisation will introduce λ * x.λy.y which is calculated as follows:
This has eliminated the innermost abstraction, just like the first step in the calculation of λ * x.λ * y.y in SKI-calculus. A second factorisation exposes
Further factorisation eliminates the remaining abstractions to produce the combinator
which when applied to terms M and N reduces to N , just like the original abstraction. Of course, this does not take advantage of the standard optimisation, in which λ * x.I takes advantage of the fact that x is not free in I to produce KI. Optimizing this has been addressed in λSF -calculus [Jay(2016a) ].
Components
For convenience, the definitions of components are given for arbitrary terms, whether they prove to be compounds or not.
The left component M and right component M of a term M are defined as follows
where abs left = I is used as the left component of an abstraction. The key point about abs left is that if it is the left component of an application IN then the application is a redex, and so will not prove to be a compound. In general, words in sans-serif, such as abs left may be used to name particular terms of the calculus, as well as the meta-variables M and N , etc. Perhaps surprisingly, the components of an operator O are defined to be KO and O. It will follow that GM O reduces to M (KO)O. If, as is usual, this is not desirable, then operators must be excluded by first using E to identify them, as in the example of quote introduced earlier.
Compounds
In combinatory calculi, the compounds are exactly the partially applied operators. For example, in SF -calculus, the compounds are all terms of the form SM or SM N or F M or F M N . These forms are compounds in λSF -calculus, too, as are all the other partially applied operators, such as those of the form KM and EM and DSM N . All other compounds will be abstractions λx.M whose decomposition is safe because either M is already factorable, or outermost reduction in M awaits the instantiation of x.
In turn, this requires keeping track of which variables require values in order for head reduction to proceed, i.e. which variables are active in a term. More generally, every term has a status which keeps track of all the information needed to determine if a term is factorable or not. This is complicated by the interplay between free variables and the intensional operators, as the latter are eager in the arguments that they query. To avoid transcription errors and other issues, it seems safest to give the definitions exactly as it appears in the Coq implementation. The status values are given in Figure 1 . Reducible indicates that there is a head reduction. Lam n denotes a λ-abstraction whose active variable has de Bruijn index n. Active n denotes a term whose active variable is n but is not an abstraction. Rather it, it is either the nth variable, or an application. The other status values are used to characterise the factorable forms in what should be a self-explanatory manner.
The definition of the status of terms is given in Figure 2 . To save space, the program has been broken into three columns, to be read successively. For example, the second column begins with a case for App M1 M2 in the pattern-matching against M begun in the first column.
The status of an operator is one of Ternary op, Binary op0, Binary op2, Binary op1 or Ternary op1. Now a term is a compound if its status is one of Lazy2, It follows that if M is factorable and M −→ N then M −→ N and M −→ N . That is, no redexes are broken by taking components of factorable forms. To put is another way, there is a derived reduction rule
More important from a formal point of view is that the side-conditions on the reduction rules be decidable. Here, the side-conditions will depend upon equality of operators with factorable forms, and on being a factorable form. The latter is given by a function in Coq, and so is guaranteed to terminate.
Reduction
The reduction rules of intensional λ-calculus are given in Figure 3 . The corresponding congruence is also denoted by −→, whose reflexive, transitive closure is −→ * .
Basic Results
Theorem 3.1 (confluence lamSF red) Reduction in λSF -calculus is confluent.
The normal forms are defined to be the variables, operators, abstractions of normal forms, and applications M N in which M and N are both normal and the status of M N is not Reducible. A program is a closed normal form. If the goal is to analyse an open normal form, then it will be necessary to first bind all of its free variables. Hence, any closed term of the form GM P must reduce. This is a form of progress result.
Unstar
As an example of the machinery in use, let us show how to reverse star abstraction, how to convert λ * x.M to λx.M . The pattern-matching account is given by
where abs S = λg.λf.λx.gx(f x) and abs K = λx.λy.x and abs A = λu.λx.λy.u(x y).
For example, the case | Kx ⇒ abs K x updates the operator K with the term abs K that has the same type. Similarly, S is updated by abs S and A by abs A. The corresponding term of the calculus is unstar = AY (λu.G(DA (abs A u)(DK abs K (G(DS abs S I)))))
Theorem 3.4 (unstar star) The term unstar (λ * x.M ) reduces to λx.M .
Extensionality
Mathematically, two functions f and g are extensionally equivalent if they have the same graph. For unary functions, this means that f x = g x for all x. In λ-calculi, extensionality is captured by adding the η-reduction rule
When added to the basic λ-calculus, with just the β-rule, we get the λβη-calculus, which is confluent. Define = βη to be the equivalence relation on λ-calculus induced by β-reduction and η-reduction. Note, however, that adding the η-rule to λSFcalculus is unsound, as it changes the status of terms. A more useful relation is obtained by excluding the rules for the intensional operators (in the second column of Figure 3) , to get the equivalence relation ≡ e . Define terms M and N to be extensionally equivalent if M ≡ e N . For example, we have the following theorem. 
Typing
There are three key challenges to typing an intensional λ-calculus:
(i) Type the factorisation operator, in this case G.
(ii) Factorise type abstractions and applications.
(iii) Type the equality operator E and the case operators.
In addressing these challenges we aim to keep the type system as simple as possible.
First consider GM P of type T where P : U is factorable. There must be a type Z such that P : Z and so P :
Fig. 4. Type instantiation (≺) and pushing (≺ ≺)
Further, there is no way to determine the type Z in advance. Hence, M must be polymorphic, of quantified type ∀Z.
More generally, we have
The inherent need for polymorphism, and the quantification of type variables within a function type, means that neither simple types nor those of the Hindley-Milner system are expressive enough: the type system must be at least as expressive as System F. Indeed, this is enough.
Second, there is the challenge of representing type generalization and instantiation. In the original System F [Girard et al.(1989) ], these changes to the types are made explicit in the terms. For example, if t : T then ΛX.t : ∀X.T and then (ΛX.t)U : {U/X}T . However, if such operations are made explicit, then it is not clear how to factorise a type application of the form tU . In particular, if it is deemed to have components t and U then the type U must also be a term in its own right. This is an intriguing possibility, but would take us far beyond the simplicity of System F. Instead, let us make the type-level operations implicit, so that type coercions can modify the type of a term without change to the term itself. The basic machinery for doing this is already well known, but requires some small modifications for our purposes.
For example, consider a compound P Q : T where Q has type U and P has type U → T . Further, suppose the type is generalized to be P Q : ∀X.T . Now, we have Q : ∀X.U and so factorisation requires that P : (∀X.U ) → (∀X.T ). The solution is to perform the following coercions: The first uses contravariance of function types and type variable instantiation. The second generalizes the type variable X. The third step is not quite standard, as it involves pushing a quantifier across a function type, using the rule,
where X is not free in U . The details of the rules for instantiation T ≺ T a type T to a type T , and for pushing T ≺ ≺ T a type T to a type T are given in Figure 4 .
Typing judgments are of the form Γ t : T where Γ is a context, and t is a term and T is a type. In turn, a context Γ is a collection of distinct term variables with types x i : U i . The type derivation rules are given in Figure 5 . All contexts therein are assumed to be well-formed. There is one derivation rule for each term form,
Fig. 6. Operator Types
plus three rules for implicitly manipulating types, by instantiation, pushing, or by generalizing from a type T to its quantification ∀X.T . All that remains is to type the operators. Each operator O has a designated type Ty[O] as given in Figure 6 . The expressive power of type derivation is illustrated by the following theorems.
Theorem 4.1 (unstar type) unstar : ∀X.X → X.
Theorem 4.2 (reduction preserves derivation) If Γ t : T and t −→ t then Γ t : T .
Proof. Consider (λx.t)u −→ {u/x}t. This preserves typing since substitution preserves typing. The rule for F applied to an abstraction preserves typing since star abstraction does. The other cases are routine. 2
Equality
The expressive power the overall approach is illustrated by a couple of key examples. This section presents an example of a query, namely equality. The next section considers some updates, namely quote and unquote. It follows from Theorem 3.3 that equality can be decided by comparing operators and compounds. The algorithm is as follows. Atomic equality is decided by E. Operators and compounds are never equal. Compounds are equal if their components are. Informally, equality is given by the following, nested pattern-matching function:
The corresponding term of the calculus is equal = AY (λe.λx.λy.Exx(Exy)(G(λx 1 .λx 2 .Eyy(KI)(G(λy 1 .λy 2 .(ex 1 y 1 )(ex 2 y 2 )(KI))y))x)) . Proof. The proof is by induction on the rank of M , as defined in the Coq implementation. The only case of interest arises when M is an abstraction and N is an application. Now the left component of N cannot be abs left since any application of abs left reduces, and so the left components of M and N cannot be equal. 2
Quoting and Unquoting
The account of quotation given in Section 1 is a slight simplification, since it does not begin with the meta-function for quotation, here called mquote. As a patternmatching function mquote is given by
Of course, abs left and λ * x.M are the components of λx.M so that, from the viewpoint of factorisation, the second and third cases above can be handled by a single line of code. Consequently, we have the following theorems.
Theorem 6.1 (quote is definable) Quotation of programs is definable by quote.
Theorem 6.2 (quote type) quote has type ∀X.X → X.
The latter theorem implies that no type information has been lost during quotation. The type is also very simple. However, using a quotation instead of the source program will not yield a type error. If this is a concern, the solution will be to make the system a little more complicated, e.g. by giving the operator A the
is a new type form, the expression type of T .
This theorem also illustrates that the type ∀X.X → X supports many useful programs, including all database updates, and so is richer than a unit type. Thus, datatypes must be introduced separately to function types, just as is done in practice. For example, given a type of natural numbers, it is routine to define a function that computes the size of a program, or its Gödel number.
The informal account of unquote is equally straightforward, being given by the pattern-matching function
There are two points of interest when unquoting a term of the form AM N . First, the generic equality (and, ultimately, E) is used to decide if unquote M is abs left. Second, DA is used to replace the application of A with an application of I. Jay   Theorem confluence_lamSF_red  Theorem irreducible_iff_normal  Theorem programs_are_factorable  Theorem unstar_star  Theorem star_equiv_abs  Theorem unstar_type  Theorem reduction_preserves_derivation  Theorem equal_type  Theorem equal_programs  Theorem unequal_programs  Theorem quote_is_definable  Theorem quote_type  Theorem unquote_type  Theorem 
Verification in Coq
All proofs in the paper have been verified using the Coq proof assistant [Barras et al.(1997) ], as supplied in the supplementary materials ]. For ease of reference, the same theorem names are used in both places.
Related Work

Self-Interpretation
First, note that till now, no self-interpreter of any kind has supported selfquotation. The closest prior work concerns self-interpretation for typed, confluent calculi. Jay and Palsberg [Jay and Palsberg(2011) ] created self-interpreters for a typed combinatory calculus based on SF -calculus. The lack of first-class λ-abstractions was its primary limitation, here overcome. Also, its approach to typing equality was more general than here, but at the cost of introducing some obscurity to the type system. By introducing case operators to handle updates, the system has been simplified without losing any of the motivating examples. The most recent work on typed self-interpretation is by Brown and Palsberg [Brown and Palsberg(2015) , Brown and Palsberg(2016) , Brown and Palsberg(2017) ]. They construct typed self-interpreters for System Fω. This is a good example of the use of a type hierarchy in which the quotation of programs at one level at typed at the next level. By contrast, the system here has a flat type hierarchy.
Partial Evaluation
The identification of programs with closed normal forms suggests new approaches to partial evaluation of λ-calculi, both static and dynamic [Jones et al.(1993) ]. A running theme in the partial evaluation of typed languages is to eliminate the overheads associated with type tags [Pašali et al.(2002) ] in the quest for Jones optimality [Taha et al.(2001) , Danvy and Martínez López(2003) ]. The analogue of tags in our setting are the uses of A and abs left in the definition of quote. There is a minimal sense in which these carry type information, the same sense in which a λ does, but overall, the types barely figure in the representation. Perhaps the interpretation overhead can be completely eliminated by applying unquote so that, in this sense, Jones optimality will follow from this more general principle.
Staged Evaluation
Staged evaluation [Shields et al.(1998) , Davies and Pfenning(2001) ] allows each stage of program execution to analyse the syntax of subsequent stages. Since programs can now be identified with data structures, the divisions between stages are no longer fundamental, as one may quote and unquote at leisure.
Higher-Order Abstract Syntax
Intensionality and quotation play a role in higher-order abstract syntax (see, e.g. [Schürmann et al.(2001) ]) but the relationship to intensional λ-calculus has yet to be explored.
Program Analysis
The above examples illustrate how analyses built from queries and updates can be performed upon closed normal forms, without the need for any meta-level operations such as quotation, and this in a language whose type system is completely standard. The question, then, is whether it is legitimate to identify the programs with the closed normal forms. To completely resolve the issue will require the development of an actual programming language, as opposed to a calculus. Nevertheless, the evidence to hand is suggestive.
First consider the restriction to closed terms. This restriction will not be very controversial, but if open terms are of interest they can be handled by analyzing the closed terms obtained by abstracting with respect to the free variables. This reduces to the problem discussed above. Now consider the restriction to normal forms, or strongly normalizing terms. It is instructive to compare with the extension of System F obtained by adding a fixpoint operator. In the standard account, any term containing an application of the fixpoint operator will have infinite reduction sequences. However, in System F extended with our A and Y we can define recursive functions that do not have infinite reduction sequences until applied to arguments. Indeed, by adding suitable intensional operators, it should be possible to support a generous class of queries and updates within a strongly normalising calculus, similar to the query calculus ]. In this manner, a self-enactor may be a program, and so may be self-applied.
Foundations of Computing
This work continues the development of confluent calculi that are more expressive than λ-calculus, including pattern calculus [Jay(2004) , Jay and Kesner(2009),Jay(2009) ], the combinatory calculus SFcalculus [Jay and Given-Wilson(2011),Jay and Palsberg(2011) ] and the untyped λSF -calculus [Jay(2016a) ]. The various pattern calculi support queries that are uniformly applied to arbitrary data structures, but not to λ-abstractions. The SF -calculus supports queries that are uniformly applied to arbitrary closed normal forms. The λSF -calculus extends this approach to a λ-calculus. It most clearly exposes the limitations of pure λ-calculus, its inability to support intensional computations as well as extensional ones. Since this conflicts with the traditional account of the nature of computation, we have been especially careful, by verifying the results in Coq [Barras et al.(1997) ], and pinpointing the source of the traditional error, within conflicting accounts of λ-definability [Jay and Vergara(2017) ].
Conclusions
The great strength and weakness of λ-calculus is that is extensional. Hiding the body of a λ-abstraction supports the separation of concerns, supports modular program development, and allows for the representation of data structures as higherorder polymorphic functions in, say, System F. However, intensionality is central to program analysis: we must be able to look under the λ to analyse a program. All of the difficulties of self-interpretation in λ-calculus, especially as manifested in typed calculi, spring from this source.
It follows that the solution is to add intensionality from the beginning, starting with a factorisation operator, say G, so that programs can be analysed through a general divide-and-conquer approach. Typing introduces a delicate challenge: how to exploit type information obtained during analysis. Following the database approach, we restrict our attention to two sorts of analysis, queries and updates. Queries are easily typed using the operator E, while updates are typed by using the case operator DO associated to each basic operator O. This approach has been illustrated by accounting for program equality (a query), and for the updates that quote and unquote programs.
All the theorems have been verified in Coq ].
In this manner, all program analyses based on queries and updates can be typed, and this using no more than the types of System F. The ability to define quotation as a term, to support self-quotation, means that program analysis can be performed dynamically, without further ado.
