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Complex networks are usually characterized in terms of their topological, spatial, or information-
theoretic properties and combinations of the associated metrics are used to discriminate networks
into different classes or categories. However, even with the present variety of characteristics at
hand it still remains a subject of current research to appropriately quantify a network’s complexity
and correspondingly discriminate between different types of complex networks, like infrastructure
or social networks, on such a basis. Here, we explore the possibility to classify complex networks by
means of a statistical complexity measure that has formerly been successfully applied to distinguish
different types of chaotic and stochastic time series. It is composed of a network’s averaged per-
node entropic measure characterizing the network’s information content and the associated Jenson-
Shannon divergence as a measure of disequilibrium. We study 29 real world networks and show that
networks of the same category tend to cluster in distinct areas of the resulting complexity-entropy
plane. We demonstrate that within our framework, connectome networks exhibit among the highest
complexity while, e.g, transportation and infrastructure networks display significantly lower values.
Furthermore, we demonstrate the utility of our framework by applying it to families of random
scale-free and Watts-Strogatz model networks. We then show in a second application that the
proposed framework is useful to objectively construct threshold-based networks, such as functional
climate networks or recurrence networks, by choosing the threshold such that the statistical network
complexity is maximized.
I. INTRODUCTION
Many real world systems are well represented by com-
plex networks [1, 2]. Examples include social systems,
such as herds of one or more species of animals [3, 4],
transportation systems, such as road networks [5, 6], or
connectome networks, such as the human brain [7, 8].
The structure of such networks is usually quantified
by a set of topological [9], spatial [10] or information-
theoretic [11] characteristics which measure certain prop-
erties of either distinct nodes (local characteristics) or the
entire network itself (global characteristics). Specifically
the latter may be used to compare different kinds of net-
works as well as for categorizing a given set of networks
into different classes [12]. The most prototypical exam-
ple of such a discrimination would be the assignment of
the small world property to a given network (following
Watts and Strogatz) depending on the numerical values
of its clustering coefficient and average path length [13].
Other approaches have successfully distinguished be-
tween different classes of scale-free networks by means
of characteristics associated with their degree distri-
bution [14], or spatial networks by determining bias
corrected versions of macroscopic network characteris-
tics [15]. Further, networks have been assigned to so-
called superfamilies based on the distribution of certain
motifs that form their substructure [16]. One successful
approach to quantify topological differences in networks
of different types is based on examining their community
∗ marcwie@pik-potsdam.de
structure and yields statistical properties within the com-
munities that are unique to different types of networks
under study [17].
However, while the large variety of present metrics al-
lows for a quantification of a network’s particular macro-
scopic and microscopic structure, it still remains a sub-
ject of current research to (i) assess the actual complexity
of a network based on these sets of characteristics [18],
and (ii) to determine distinct sets of properties for certain
classes of networks, such as infrastructure or social net-
works, in order to objectively and comprehensively dis-
tinguish between them. While there exists a variety of
such complexity measures [19], most of them are tailored
to specific applications and have so far not been success-
fully applied to intercompare different types or classes of
networks as in this respect they often lack a meaningful
interpretation [20].
Contributing to the above issues, we introduce here
a two-dimensional metric based on an entropic and an
adjoint statistical complexity measure to distinguish dif-
ferent types of complex networks [21, 22]. This ap-
proach was originally introduced to distinguish chaotic
from stochastic systems in time series analysis and has
been successfully applied to study, e.g., ordinal patterns
in daily stream time series of river runoff [23]. Its pur-
pose is to assign each system under study a position in a
two dimensional space spanned by an entropy and a sta-
tistical complexity measure, the latter being a product of
entropy and Jenson-Shannon divergence with respect to
a uniform distribution.
Here, we transfer this concept from time series to
the case of complex networks and redefine the above
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2entropy and statistical complexity accordingly. Vari-
ous definitions of network entropies or, more specifi-
cally, the underlying probability distributions have al-
ready been proposed. They may for example be com-
puted in terms of the network’s topological informa-
tion content [24] or, quite commonly, its degree distri-
bution [25–27]. Further definitions of entropy are based
on the assessment of network ensembles or randomized
correspondents thereof [18, 28]. However, particularly en-
tropy measures that are based on the degree-distribution
alone have been shown to have little discriminative power
when applied to a heterogeneous set of graphs [29]. It is
in contrast rather advisable to rely on local per-node def-
initions of network entropies [29, 30].
One candidate for such a node-wise definition of en-
tropy is based on the probability of a random walker to
jump from a specific node to its neighbors in the net-
work [31]. This notion of entropy is closely related to
random walks which themselves are in their application
and interpretation closely related with the assessment of
a networks’ navigability and thus, complexity [10, 32, 33].
We apply our formalism to 29 real world networks that
are discriminated by context into the four types of social
animal, social affiliation, transportation and connectome
networks. We show that for most cases the different
types occupy distinct areas in the complexity entropy-
plane. Thus, our formalism naturally distinguishes be-
tween different types of systems under study. We also
apply the framework to two generic classes of bench-
mark networks, namely an ensemble of scale-free net-
works with varying power law exponents and a set of
networks constructed from the Watts-Strogatz model for
different rewiring probabilities [13]. In a second applica-
tion, we show that our complexity measure can be used
to objectively construct threshold-based networks such
as functional climate networks [34, 35] or recurrence net-
works [36] by choosing a discrete network representation
that maximizes statistical complexity.
The remainder of this paper is organized as follows:
Section II presents the methodology that is put forward
in this work and additionally introduces the kinds of
networks that are studied in the two example applica-
tions. The corresponding results are presented in Sec. III
and the work is ultimately concluded with an outlook in
Sec. IV.
II. METHODS & DATA
An unweighted network G with a set of N nodes la-
beled with integers i = 1, . . . , N and corresponding links
between nodes can be represented by its N×N adjacency
matrix A with entries Aij = 1 if nodes i and j are con-
nected by an edge, and Aij = 0 otherwise. Each node i’s
number of directly connected neighbors ki is computed as
ki =
∑
j Aij and is referred to as the degree of node i. For
this work, we further assume undirected networks with
no self-loops. Thus, A = AT, Aii = 0 ∀ i = 1, . . . , N ,
and ki ≤ N − 1.
Analogously to the concept of a complexity-entropy
plane in nonlinear time series analysis, which has been
utilized to discriminate between different types of time
series generated by stochastic and deterministic chaotic
processes [21, 22], we aim to characterize a set of com-
plex networks by means of its average per-node Shannon
entropy S and a statistical complexity measure C. We
thereby make use of two notions that are related with the
complexity of a physical system, namely its information
content and its state of disequilibrium [37–39]. In par-
ticular, we relate the information content of the network
with the entropy S and the disequilibrium with the net-
work’s Jenson-Shannon divergence Q with respect to an
appropriately chosen reference state.
Before going to the case of complex networks we dis-
cuss as a preliminary and as an analogy to classical sta-
tistical physics the two most extreme cases of complexity
one might consider, namely the crystal as well as the
ideal gas displaying a large and a low degree of order,
respectively [37, 40, 41].
It is easily deductible that due to its regular structure,
the crystal usually contains low or almost zero informa-
tion, and, hence S → 0. In contrast to this, the ideal gas
(due to its disorder) contains a large amount of informa-
tion, implying S  0. Further, it is observed, that the
perfect crystal displays among the highest disequilibrium
(Q 0), i.e., a large degree of order, while the ideal gas
displays the exact opposite (Q→ 0). As both measures,
S and Q, usually increase or decrease monotonically with
a system’s complexity, we ultimately derive a measure of
statistical complexity C as the product of both, infor-
mation content (e.g, Shannon entropy S) and disequi-
librium (e.g, Jenson-Shannon divergence Q) [37]. In the
following we transfer the notion of information content
and disequilibrium to the case of complex networks and
derive corresponding terms for the entropy S and the
statistical complexity C that then ultimately form the
two-dimensional complexity-entropy plane.
A. Network entropy
Generally, the classical Shannon entropy for discrete
probability distributions is given by
S(P ) = −
∑
k
pk log pk. (1)
Here, pk denotes the probability of occurrence for a given
state k. Since averaged per-node entropies have been
shown to generally serve as a good choice for discriminat-
ing between different types of networks [29], we choose
here one specific definition of entropy that is based on
the assessment of probabilities to jump between nodes
when randomly traveling through the network and that
has been successfully applied to the study of complex
networks constructed from univariate time series [31]. In
particular, the entropy Si for each node i is computed
3based on the distribution Pi with entries pi→j that give
the uniformly distributed probability to jump from node
i to node j along an edge between them in exactly one
step. Thus, the corresponding random walk is formulated
analogously to its application in computing the recently
proposed random walk betweenness [42]. If a node i is
not fully disconnected from the rest of the network (i.e.,
ki > 0), the corresponding probabilities pi→j are given
by
pi→j =
Aij
ki
∈ {0, 1/ki} (2)
with
∑
j pi→j = 1. The node entropy then reads,
Si(Pi) = −
N∑
j=1
pi→j log pi→j
= −
∑
j
Aij
ki
log
Aij
ki
= log ki. (3)
In case of an isolated node i with ki = 0, we set Si(Pi) =
0. Ultimately, the average normalized entropy taken over
all nodes i is referred to as the network entropy,
S(P ) =
1
N log(N − 1)
∑
i
Si(Pi) ∈ [0, 1]. (4)
This specific definition of entropy is in accordance with
some magnitude-based information indices [25] that mea-
sure tendencies for complex networks to form branches.
In particular, our measure quantifies the heterogeneity in
the network’s degree distribution in a sense that nodes
with low degree, i.e., peripheral nodes lower the overall
network entropy S(P ) while high degree-hubs cause its
increase. Thus, the present definition of S(P ) incorpo-
rates not only average statistics of the network’s degree
distribution but implicitly also accounts for its higher
moments, such as the variance. The entropy S(P ) can
further be interpreted with respect to the underlying for-
mulation of the random walk.
In the limiting case of a fully connected network the
probability to jump between nodes is given as pi→j =
1
N−1 ∀ i 6= j. Thus, the walk becomes fully random in a
sense that no node j is excluded as a possible candidate
for the walker to jump to. This case is directly related to
the notion of the ideal gas outlined above where all micro
states are equally probable and, thus, the entropy is max-
imized. Analogously, for the fully connected network all
walks through the network of arbitrary length are equally
probable, too. Consequently, the entropy S(P ) is also
maximized and reads S(P ) = 1.
In turn, for a sparsely connected network the jumps of
the walker become more deterministic and in the limiting
case of, e.g., node i only having one neighbor n, its asso-
ciated traverse probabilities approach pi→j = δjn (with
δjn being Kronecker’s delta). In this case, the walker has
only one option for jumping to a neighboring node of i.
Consequently, the entropy is lowered and for sufficiently
sparse networks approaches S(P ) → 0. Again, this case
may be interpreted in analogy to a regular crystal that
displays perfect order as well as a deterministic structure
and, hence, has a low information content.
In summary, we thus interpret our definition of S(P )
as a measure of regularity or order in the network under
study with respect to its navigability that is measured in
terms of a random walk.
B. Statistical complexity
We aim to express statistical complexity or non-
triviality in terms of a system’s disequilibrium and infor-
mation content [37], with the latter being defined as the
network entropy S(P ) that is introduced above. Along
the lines of common statistical mechanics, disequilibrium
is conveniently measured in terms of the Jenson-Shannon
divergence [43]
Qi(Pi, Pi,e) = Q0{Si(0.5[Pi + Pe,i])
− 0.5[Si(Pi) + Si(Pe,i)]}, (5)
with Q0 = 1/ log 2 to ensure Qi ∈ [0, 1]. This metric
takes low values for systems that are close to equilib-
rium like an ideal gas and high values for systems in
disequilibrium like the perfect crystal. Here, the proba-
bility distribution Pi with entries as introduced in Eq. (2)
again denotes the probabilities to jump between neigh-
boring nodes i and j when randomly traveling through
the network. The distribution Pe,i denotes the same,
but for an appropriately chosen reference or equilibrium
state, i.e., network. Analogously to previous works, we
assume that a system is in equilibrium if its state corre-
sponds to the fully randomized one [43]. For the case of
complex networks, this equilibrium state would than be
a corresponding Erdo˝s-Re´nyi [44] random network. We
introduce the specific details of this choice in Sec. II C.
Analogously to the network entropy, the Jenson-
Shannon divergence Q of the entire network is again com-
puted as the arithmetic mean of all per-node values Qi,
Q(P, Pe) =
1
N
∑
i
Qi(Pi, Pi,e). (6)
As for the case of the network entropy S(P ), the anal-
ogy with generic physical systems (perfect crystal and
ideal gas) is apparent.
Again, the fully connected network corresponds to the
case of an ideal gas with minimum disequilibrium as any
appropriately chosen reference network should be fully
connected as well, which implies P = Pe and, thus,
Q = 0. In contrast, a randomly chosen reference to a
sparsely connected network most certainly displays a dif-
ferent microscopic structure. Hence, the probabilities P
and Pe for jumping between nodes also differ, yielding a
high disequilibrium Q 0.
With the above observations in mind, we demand
based on common sense that neither the fully connected
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FIG. 1. Selection of four out of the 29 networks investigated in
this study: Dolphin (a), zebra (b) and bison (c) animal social
networks as well as the network of American revolutionary
groups (d).
nor the very sparsely connected (or almost empty) net-
work should be attributed a large complexity. Hence, nei-
ther a measure of information (S(P )) nor disequilibrium
Q(P, Pe) alone may serve as an appropriate quantifier of
statistical complexity. However, a measure of statisti-
cal complexity C has been proposed that is based on a
product of the two quantities [21, 37],
C(P ) = Q(P, Pe)S(P ) ∈ [0, 1]. (7)
This measure intuitively exhibits the required asymptotic
properties, such that for the limiting case S(P ) = 0,
it follows that C(P ) = 0. Analogously, S(P ) = 1 is
only achieved for a fully connected network which implies
P = Pe (see Sec. II C for details) and Q(P, Pe) = 0, which
also yields C(P ) = 0. For all cases 0 < S(P ) < 1, the
statistical complexity C(P ) has a possible upper bound
that is determined by S(P ). However, its analytical ex-
pression has so far only been obtained for a binary state
probability distribution [39].
We ultimately note that a variety of further measures
has been developed that similarly aim to quantify com-
plexity in dynamical systems [45]. However, most of these
measures are more tailored to other applications, such as
the numerical detection of bifurcations, e.g, order-chaos
or chaos-chaos transitions. We thus focus in this work on
the statistical complexity measure as introduced above.
C. Reference networks
In order compute the Jenson-Shannon divergences Qi
and Q we need to compare each network’s set of prob-
ability distributions Pi to jump between a node i and
its neighbors with an appropriately chosen baseline or
equilibrium Pi,e. We note here that defining the equilib-
rium state of a network is a highly non-trivial task that
is often achieved by fitting the network under study to a
certain network model using numerical variational tech-
niques in order to minimize or maximize a target or cost
function [46, 47]. However, in order to demonstrate the
applicability of our approach and to focus on the numer-
ical properties of the statistical complexity C, we chose
to define the equilibrium or reference state of a given net-
work as its fully randomized counterpart and, thus, in-
terpret C as an indicator of statistical independence from
a corresponding random state. In this case, one obvious
candidate for such a baseline network is the Erdo˝s-Re´nyi
random graph [44]. To account for the stochasticity of
this model, we generate for each network under study an
ensemble of n = 100 independent Erdo˝s-Re´nyi networks
with the same number of nodes N and linking probabil-
ity ρ =
∑
i ki/(N(N−1)) and compute ensemble average
quantities of Qi and Q from the resulting probability dis-
tributions Pi,e.
D. Real-world networks
We study the entropy S and statistical complexity C
of 29 real world networks, for which we assign types ac-
cording to their sub-domains in the Colorado Index of
Complex Networks (ICON) (https://icon.colorado.
edu/). Specifically, we study eight networks that repre-
sent social networks among different species of animals,
five transportation networks, four networks representing
affiliations between people or corporations, and twelve
connectome networks for different species. In order to
make the results comparable, we treat all networks un-
der study as being unweighted, undirected, and without
self-loops. The networks under study, together with their
assigned type, number of nodes N , and link density ρ are
summarized in Tab. I. Visual representations of the topo-
logical structure of four of the 29 networks are shown in
Fig. 1. The network parameters N and ρ will be used to
compute corresponding reference networks as outlined in
Sec. II C.
E. Threshold-based networks
In addition to real world networks, we aim to illustrate
the usefulness of the statistical complexity C as a mea-
sure to objectively construct threshold-based networks.
Generally, these types of networks are constructed from
N ×N matrices that describe some spatial or similarity
relationship between nodes [73].
We first study one prototypical example of a threshold-
based network in terms of a recurrence network [36, 74]
constructed from the three-dimensional Ro¨ssler system
5Name Category N ρ S C
Sheep [48] Social Animal 28 0.622 0.825 0.326 ± 0.022
Rhesus [49] Social Animal 16 0.575 0.753 0.341 ± 0.035
Kangaroo [50] Social Animal 17 0.669 0.782 0.285 ± 0.024
Mac [51] Social Animal 62 0.617 0.874 0.339 ± 0.009
Bison [52] Social Animal 26 0.683 0.855 0.281 ± 0.019
Zebra [53] Social Animal 27 0.316 0.571 0.409 ± 0.024
Cattle [54] Social Animal 28 0.542 0.772 0.372 ± 0.018
Dolphins [55] Social Animal 62 0.084 0.342 0.317 ± 0.006
Autobahn [5] Transportation 1,168 0.002 0.099 0.099 ± 0.000
USairport500 [56] Transportation 500 0.024 0.250 0.246 ± 0.001
USairport 2010 [57] Transportation 1,574 0.014 0.248 0.246 ± 0.000
Openflights [57] Transportation 2,939 0.004 0.173 0.173 ± 0.000
Rome99 [58] Transportation 3,353 0.001 0.121 0.121 ± 0.000
South-Africa [59] Social Affiliation 6 0.633 0.601 0.306 ± 0.062
American Revolution [60] Social Affiliation 136 0.017 0.043 0.043 ± 0.001
Club-Membership [61] Social Affiliation 25 0.305 0.576 0.415 ± 0.021
Corporate-Leadership [62] Social Affiliation 24 0.322 0.590 0.417 ± 0.026
Rhesus Brain 1 [63] Connectome 242 0.105 0.523 0.474 ± 0.002
Rhesus Brain 2 [64] Connectome 91 0.142 0.452 0.401 ± 0.006
Mouse Retina 1 [65] Connectome 1,076 0.157 0.693 0.594 ± 0.001
Mixed Species Brain 1 [66] Connectome 65 0.351 0.717 0.478 ± 0.012
Rhesus Cerebral Cortex 1 [67] Connectome 91 0.342 0.710 0.485 ± 0.007
C Elegans Neural Male 1 [68] Connectome 269 0.081 0.486 0.451 ± 0.002
Rattus Norvegicus Brain 3 [69] Connectome 493 0.214 0.684 0.558 ± 0.001
Rhesus Interareal Cortical Network 2 [70] Connectome 93 0.529 0.822 0.413 ± 0.006
Rattus Norvegicus Brain 2 [69] Connectome 502 0.196 0.666 0.556 ± 0.001
Rattus Norvegicus Brain 1 [69] Connectome 503 0.182 0.653 0.553 ± 0.001
Mouse Brain 1 [71] Connectome 213 0.716 0.934 0.272 ± 0.003
C Elegans Herm Pharynx 1 [72] Connectome 279 0.059 0.460 0.436 ± 0.002
TABLE I. Overview of the networks evaluated in this study together with their respective number of nodes N and link density
ρ as well as entropy S and statistical complexity C computed over an ensemble of n = 100 reference networks. The provided
estimate of the error in C denotes one standard deviation. Categories have been assigned according to their classification in
the Colorado Index of Complex Networks (ICON) (https://icon.colorado.edu/).
given by
dx
dt
= −y − z (8)
dy
dt
= x+ ay (9)
dz
dt
= b+ z(x− c). (10)
We set a = b = 0.2 and c = 5.7 as in the original study of
this system [75]. In the past, recurrence networks have
been show to capture essential information on the phase
space structure of the dynamical system under study and
thus serve as a good (or even equivalent) representa-
tion of the system’s trajectory [76, 77]. Each node i in
the network represents a point ~xi = (x(ti), y(ti), z(ti))
on the system’s trajectory at randomly chosen times
ti ∈ [100, 1000], where ti ≥ 100 ensures that for our
choice of initial values x(0) = y(0) = z(0) = 1 the sys-
tem has converged onto the chaotic attractor. The entries
Dij of the distance matrix D are then given by the Eu-
clidean distances between points ~xi and ~xj [36]. From
D, a corresponding recurrence matrix R with entries Rij
is constructed by choosing a recurrence threshold T such
that
Rij = Θ(T −Dij) (11)
where Θ(·) denotes the Heaviside function. R is now in-
terpreted as the adjacency matrix of a spatial recurrence
network such that Aij = Rij− δij . Hence, only distances
between points that are smaller than a critical distance
T are connected in the resulting network. The threshold
T is chosen such that a desired link density or recurrence
rate ρ is obtained.
Another case of threshold-based networks are func-
tional networks. Here, a similarity matrix M is con-
structed from pairwise statistical interdependencies be-
tween time series that are represented by nodes in the
network. These nodes may correspond to different chan-
nels of electroencephalography (EEG) signals in neu-
ral networks [7] or records of climatic variables at dif-
ferent locations of the Earth in so-called climate net-
works [34, 35]. Specifically, the latter have been shown
to encode valuable information on the large-scale dy-
namical organization of spatially extended components
of the climate system, such as ocean currents [78] or
the El Nin˜o Southern Oscillation [79]. As an example
for such functional climate networks, we compute the
6pairwise Pearson correlation between all N = 10, 224
time series of (i) monthly averaged surface air temper-
ature and (ii) monthly averaged sea level pressure from
the NCEP/NCAR 40-year reanalysis project [80] that is
provided by the National Center of Oceanic and Atmo-
spheric Research. Analogously to Eq. (11), a threshold
is applied to the thus obtained similarity matrix M (con-
taining the absolute values of the pairwise Pearson cor-
relations, i.e., Mij = |Cij |), such that only a certain frac-
tion of the largest values are considered as links in the
resulting network. Therefore,
Aij = Θ(Mij − T ) · (1− δij), (12)
with Aij being the entries of the resulting adjacency ma-
trix A. Again, the threshold T is usually chosen such
that a desired network link density ρ is achieved.
III. RESULTS
We now study in a first application the numerical
values of entropy S and complexity C for the different
real world networks. To further consolidate our find-
ings we then also study two different classes of synthetic
networks, namely Watts-Strogatz networks with differ-
ent rewiring probabilities [13] and random scale-free net-
works with a prescribed exponent of the power law degree
distribution. Ultimately, in a last use case, we illustrate
the application of statistical complexity to objectively
determine appropriate thresholds for the construction of
threshold-based networks.
A. Real world networks
Figure 2(a) displays the entropy S and average statis-
tical complexity C of all real world networks under study
with respect to ensembles of n = 100 Erdo˝s-Re´nyi refer-
ence networks reflecting the original networks’ respective
properties (the average numerical values of S and C are
also presented in Tab. I). In addition, error bars indicate
the corresponding standard deviation taken over all en-
semble members and are shown when their size exceeds
that of the corresponding symbol. For reference, we also
compute and display the complexity and entropy of a set
of 50 Erdo˝s-Re´nyi networks with the number of nodes
N and linking probability ρ drawn uniformly at random
from the intervals [10, 1000] and (0, 1], respectively.
We note that the different types of networks under
study generally occupy distinct areas in the complexity-
entropy plane (Fig. 2(a)). While connectome networks
show among the highest values of C, we note interme-
diate values for both types of social networks, and the
lowest values for the transportation networks. Addition-
ally, the latter also exhibit among the lowest values of
entropy S. Notable exceptions are the social networks
of dolphins and zebras, which in contrast to most of the
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FIG. 2. (a) Mapping of real world networks in the complexity-
entropy plane. Additionally, gray scatter show the results for
50 different Erdo˝s-Re´nyi random networks. Here, the size and
transparency denotes the uniformly at random drawn number
of nodes N from the interval [10, 1000] and linking probability
ρ from the interval (0, 1], respectively. (b) Dependence of
the statistical complexity C on the number of nodes N in
each network under study. (c) The same as in (b) for the
link density ρ. Error bars indicate one standard deviation
of statistical complexity taken over the ensemble of n = 100
random Erdo˝s-Re´nyi reference networks with respect to the
corresponding real world network under study and are shown
if their size exceeds that of the corresponding symbol.
7other animal networks display a unique community struc-
ture (see Fig. 1(a,b) for a visual representation). Specifi-
cally, the dolphin network (Fig. 1(a)) is characterized by
two distinct communities that are connected only via few
nodes while the zebra network (Fig. 1(b)) is composed
of one large almost fully connected community contain-
ing roughly half of the nodes and at least two further
distinct communities with only few nodes that hardly
connect with the main herd. In contrast, all the other
animal networks (see Fig. 1(c) for a representative exam-
ple) generally display a similar structure with only one
densely connected community. Another outstanding ex-
ception is the network of American revolutionary groups
(Fig. 1(d)), which due to its distinct hierarchical com-
munity structure displays very low values of entropy and
complexity. We conclude from these first observations
that the complexity-entropy plane generally distinguishes
well between different types of networks solely based on
their specific and distinct topology.
For the random Erdo˝s-Re´nyi networks (gray symbols
in Fig. 2) we find that in many cases they show a higher
statistical complexity than real world networks. In fact,
their values roughly seem to determine an upper bound
of C for each possible value of S (Fig. 2(a)). This behav-
ior is expected, as the two networks that are compared
in the Jenson-Shannon divergence Q(P, Pe), the Erdo˝s-
Re´nyi network under study and a random reference net-
work, are statistically fully independent by construction
and, more importantly, therefore less or equally less sta-
tistically dependent than any real world complex network
in comparison with a random reference network. How-
ever, we note that this property only seems to hold for
sufficiently large networks (Fig. 2(a)).
Since the topological characteristics of the Erdo˝s-Re´nyi
network only depend on the given number of nodes N
and linking probability or link density ρ, we examine
the dependence of C on both parameters individually.
Figure 2(b) shows the values of statistical complexity C
as a function of the number of nodes N in each net-
work which displays no clear dependence between the two
variables. In contrast, a possible dependence between
link density ρ and statistical complexity C is observed
(Fig. 2(c)). Still, we note that networks with highly
dissimilar link densities ρ may exhibit similar statistical
complexity (Fig. 2(c)).
Furthermore, the quantitatively similar functional de-
pendencies between S and C (Fig. 2(a)) as well as ρ and
C imply an expected functional dependence between S
and ρ. However, the S-C plane is a much better choice
for categorizing networks than the ρ-C plane since the
entropy S captures all moments in the degree distribu-
tion of a given network (as can be seen from the series
expansion of
∑
i log ki in Eq. (4)), while ρ only captures
its first moment.
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FIG. 3. (a) Average statistical complexity C for different
power law exponents α in the degree distribution of randomly
generated scale-free networks. Each scatter denotes the aver-
age over an ensemble of 50 networks consisting of N = 2, 500,
N = 5, 000 and N = 10, 000 nodes, respectively. (b) The
same for different choices of the rewiring probability β in the
Watts-Strogatz model with an average degree of K = 20. For
comparison all average statistical complexities are rescaled by
C(β = 0) of the regular ring graph. Error bars denote one
standard deviation in the respective statistical complexity and
are shown if their size exceeds that of the corresponding sym-
bol.
B. Synthetic networks
To further consolidate the above findings we now sys-
tematically study numerically the statistical complexity
C for two different types of synthetic networks, i.e., ran-
dom scale-free and Watts-Strogatz networks. Figure 3(a)
shows the statistical complexity C averaged over an en-
semble of n = 50 random scale-free networks with power
law shaped degree distributions at different exponents α
and different numbers of nodes N = 2, 500, N = 5, 000
and N = 10, 000. In particular, each network is con-
structed by first generating a degree sequence with a
power law shaped distribution according to the consid-
8ered power law exponent α. Then, the network is created
by iteratively inserting links between nodes according to
the configuration model [1, 2]. Ultimately, self-loops and
multiple links are again excluded from the assessment.
We observe a decrease in statistical complexity C with
increasing α. For small values of α the networks display
a heterogeneous degree distribution with the presence of
both, hubs and peripheral nodes. Consequently, the sta-
tistical complexity C takes comparatively large values.
In contrast, for high values of α the networks become
increasingly sparse with only few links present per node
and, thus, they display a narrower degree distribution.
In this case the distinction between hubs and periph-
eral nodes is less apparent and the network itself may
be considered less statistically complex which manifests
in comparably low values of C. We also note, that due
to the scale-free property of the considered networks the
statistical complexity C seems to be independent of the
number of nodes N .
As a second family of model networks we study the
statistical complexity C for an ensemble of networks
constructed from the Watts-Strogatz model for different
choices of the rewiring probability β. Again, we construct
networks of different sizes with N = 1, 000, N = 2, 500
and N = 5, 000 nodes and a fixed average degree of
K = 20. Starting from a ring graph where every node has
each K/2 left and right neighbors, each link in the net-
work is rewired with probability β. As above, we obtain
for each choice of N and β an ensemble of n = 50 ran-
domly generated networks and compute the correspond-
ing average statistical complexity C (Fig. 3(b)). In or-
der to render the results comparable, we rescale all ob-
tained values by the corresponding statistical complex-
ity of the ring graph with β = 0. The corresponding
values of this rescaling-factor read C(β = 0) = 0.425
for N = 1, 000, C(β = 0) = 0.380 for N = 2, 500 and
C(β = 0) = 0.350 for N = 5, 000, respectively. Thus,
C decreases with increasing N as the networks become
more sparse. In contrast to the above case of scale-free
networks we note only minor, yet systematic, changes
of C with varying β (Fig. 3(b)). In particular, the ob-
served drop in statistical complexity occurs for values of
the rewiring probability between β = 0.01 and β = 0.1.
These values coincide with the onset of the transition be-
tween small-world and random network structure in the
Watts-Strogatz model [13].
The observed small variations in C may be explained
from the underlying definition of the statistical complex-
ity as a result of a random walk between nodes in the
network. Rewiring the network structure of a ring graph
only induces minor changes to its degree distribution, i.e.,
from a single peak at the average degree K for β = 0 to
approximately a Poisson distribution centered around K
for β = 1. Since the random walk is to a large extent
determined by the functional form of this underlying dis-
tribution, resulting values of C consequently vary only
little with β. However, since we choose networks gener-
ated from the Erdo˝s-Re´nyi model as a reference, it is to
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FIG. 4. Statistical complexity C depending on the threshold-
based networks’ link densities ρ for three recurrence net-
works with different numbers of nodes N constructed from
the Ro¨ssler system and two functional climate networks rep-
resenting surface air temperature and sea level pressure varia-
tions, respectively. Filled symbols denote the maximum value
of statistical complexity for each network. Dotted lines indi-
cate the corresponding link density ρmax, which maximizes
the statistical complexity. No error bars are shown as the
standard deviation of C taken over all n = 100 reference net-
works is always smaller than the size of the symbols.
be expected that a ring-graph displays a comparatively
larger complexity than its fully randomized counterpart
(β = 0) which corresponds to a network obtained from
the Erdo˝s-Re´nyi model itself. Ultimately, we note that
by rescaling the obtained values of C with corresponding
values of the ring graph, the relative changes in C with
varying β are largely similar for all choices of N .
C. Threshold-based networks
We now turn our focus to the threshold-based net-
works introduced in Sec. II E. Figure 4 shows the sta-
tistical complexity C of three recurrence networks with
N = 2, 500, N = 5, 000, and N = 10, 000 nodes obtained
from the Ro¨ssler system (Eqs. (8)-(10)) depending on the
link density ρ that is applied to obtain the recurrence ma-
trix R (Eq. (11)). For all cases, C is computed as the
average statistical complexity taken over an ensemble of
n = 100 reference networks.
We note that C increases with increasing ρ until a
maximum is reached at ρmax = 0.16, ρmax = 0.14
and ρmax = 0.13 for N = 2, 500, N = 5, 000, and
N = 10, 000, respectively (Fig. 4). For values ρ > ρmax
the statistical complexity decreases monotonically and
approaches C = 0 for ρ = 1 (not shown). Usually, when
constructing recurrence networks a link density of or-
der O(10−2) is chosen heuristically, even though it was
9suggested that with such comparably low choices of re-
currence rates possibly significant interdependencies be-
tween nodes might be suppressed [36, 81, 82]. Our results
indicate that larger choices of recurrence rates and corre-
sponding thresholds T , might yield a recurrence network
with higher statistical complexity and, thus, a larger de-
gree of non-trivial structure than the ones that were pre-
viously typically studied.
For the functional networks that are constructed from
climate time series across the globe according to Eqn. 12
at different link densities ρ, we find that the link den-
sities that are maximizing the statistical complexity are
ρmax = 0.15 and ρmax = 0.14 for the temperature and
pressure field, respectively. As for the recurrence net-
work studied above, these values are again considerably
larger then the usually employed link densities of order
O(10−2) [35, 78]. However, it has again been reported
that these usually employed small choices of link density
and the corresponding high threshold may suppress sta-
tistically significant signals associated with comparably
lower pairwise similarity values [83]. Thus, future work in
this area could apply our formalism to determine a more
objectively chosen threshold than in previous studies.
We emphasize that even though we only present two
different use cases as examples, our framework may be
applicable to any kind of functional network that is con-
structed from some pairwise functional interdependencies
between nodes, including neural [7, 69] or economic net-
works [84]. Beyond this, our framework might also be
applicable to networks constructed from non-pairwise in-
terdependencies that are investigated in, e.g, causal effect
networks [74, 85, 86]. The assessment of statistical com-
plexity could help to more objectively choose thresholds
for the construction of such networks and complements
existing approaches based on, e.g., the assessment of the
recurrence network’s percolation threshold [76, 87, 88].
IV. CONCLUSION AND OUTLOOK
We have presented a methodology to categorize com-
plex networks by means of an entropy measure and an
estimator of statistical complexity. In particular, our
method computes for each network under study an av-
erage per-node Shannon entropy that is based on proba-
bilities to randomly jump between neighboring nodes in
the network. From this, we estimate a network’s statisti-
cal complexity by computing the Jenson-Shannon diver-
gence between a given network and a set of corresponding
Erdo˝s-Re´nyi random networks. We find that networks of
different types, such as social or infrastructure networks,
generally occupy distinct regions in the two-dimensional
complexity-entropy plane and our proposed framework
thus discriminates well between them. Moreover, we
find that connectome networks are among the statisti-
cally most complex ones while infrastructure networks
generally display a lower complexity. These properties
might intuitively be expected when considering the term
complexity with respect to real world structures and the
associated functions thereof.
We have further shown in a second application that the
notion of statistical complexity can be applied to objec-
tively estimate thresholds for the construction of func-
tional networks, such that a network’s statistical com-
plexity is maximized and, hence, contains most non-
trivial information.
This work has demonstrated possible scenarios for ap-
plying the proposed methodology. Future work should
investigate in more detail the discriminating power of the
statistical complexity for a broader set of real world com-
plex networks. In particular, as we have observed that
within our framework connectome networks are among
the most complex ones, we suggest to further investigate
the interplay between the statistical complexity and the
complexity of structure-function relations in such net-
works [89] in future work. Additionally, the framework
should be generalized to the case of weighted and/or di-
rected networks. For this purpose, more emphasis must
be put into the definition of the reference networks, which
for now have been assumed to just be a randomized cor-
respondent of the specific network under study. Another
interesting line of inquiry would be to study the depen-
dence of the statistical complexity with respect to the
choice of the underlying random walk, such as the maxi-
mum entropy random walk [90], as an alternative to the
generic one-step random walked used in this paper.
In general, our framework expands the understanding
of complex topological structures and helps to quantify
varying degrees of complexity in various systems. Our
approach should be useful for many disciplines of (ap-
plied) complex network science, such as neuro-, social or
even climate science.
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