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Abstract
We apply functional separation of variables within the approach of the group foliation method to the non-
linear wave equation with variable speed and external force: utt = A(x)(D(u)ux)x + B(x)Q(u), Ax = 0.
A classification of these equations admitting functionally separable solutions is performed and the resulting
solutions are obtained in explicit form in many cases.
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1. Introduction
In this paper, we are mainly concerned with functional separation of variables (FSV) to non-
linear partial differential equations (PDEs). It is well known that the method of separation of
variables is an efficient way to solve linear PDEs with certain initial/boundary value conditions
in mathematical physics. The Lie point symmetry method [1–4] plays an important role in the
study of the separation of variables to linear PDEs with variable coefficients [5]. For nonlinear
PDEs, a natural question is whether they admit the functionally separable solutions or gener-
alized functionally separable solutions. Functionally separable solutions play important role in
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J. Hu, C. Qu / J. Math. Anal. Appl. 330 (2007) 298–311 299describing behavior such as blow-up, extinction and long time behavior of solutions of nonlinear
PDEs. So it is of great interest to study the FSV of nonlinear PDEs.
In the last decades, there have been several methods proposed to study the FSV, which include
the R-matrix method [6,7], the ansatz-based method [9–11], the geometric method [12,13], the
nonclassical method [14], the generalized conditional symmetry method [15–21] and the multi-
linear variable separation approach [22–25]. Similar to self-similar solutions of nonlinear PDEs,
functionally separable solutions also play important role in characterizing the behavior of non-
linear phenomena.
Consider an nth-order nonlinear PDE with one dependent variable u and two independent
variables x and t
E(t, x,u,ux,ut , uxx, uxt , utt , . . .) = 0. (1.1)
Its solutions of the form
u = ϕ(x)ψ(t) or u = ϕ(x) + ψ(t) (1.2)
are said to be the product or additive separable solutions, usually we call them the ordinary
separable solutions. A generalization to the ordinary separable solutions is
f (u) = ϕ(x) + ψ(t), (1.3)
with f (u) = u and f (u) = lnu, we say it to be the functionally separable solutions. It has been
shown that many nonlinear PDEs have this type separable solutions [8–19]. A further extension to
the functionally separable solutions is the derivative-dependent functionally separable solutions
[20,21], it takes the form
f (u,ux) = ϕ(x) + ψ(t), (1.4)
for some functions f (u,ux). Galaktionov et al. [26–28] introduced the concept of the nonlin-
ear separation of variables in the study of blow-up of nonlinear parabolic equation, where the
solutions take the form
u = ϕ(x)ψ(t) + η(t). (1.5)
A further extension to the nonlinear separable solution is the solution of the form
f (u) = ϕ(x)ψ(t) + η(t), (1.6)
we call it the generalized functionally separable solution.
In this paper we shall investigate FSV to nonlinear wave equations with variable speed and
external force by means of group foliation method. The outline of the paper is as follows: In
Section 2, we give a brief discussion on the group of foliation method. In Section 3, we discuss
the FSV to the nonlinear wave equation. Section 4 contains a concluding remarks on this work.
2. Group foliation method
The group foliation method was introduced originally by Lie, developed by Vessiot [29] and
in a modern form by Ovsiannikov [4]. It is associated to the Lie point symmetries of the con-
sidered PDEs, and has been used successfully to obtain solutions of nonlinear PDEs [30–32].
According to the group foliation method, the first step of the approach is to foliate the solution
space of the equation in question into orbits, choosing a symmetry group for the foliation. Each
orbit is determined by the automorphic system joined to the original equations, and considered
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these equations have a well-known automorphism group that their solutions are related through
a transitive group action by symmetry transformation, allowing the equations to be explicitly
integrated once by any particular solution was known. Due to the automorphic property of this
system, any of its solutions can be obtained from any other solutions by a transformation of
the chosen symmetry group. The collection of orbits of all solutions of the original equations
is determined by the resolving system. Thus the problem is reduced to seeking exact solutions
of the group-resolving system. To obtain the functionally separable solutions, our basic idea is
to convert the given nonlinear PDEs into an equivalent first-order PDE system which character-
ize the FSV or the generalized FSV. This system is the so-called resolving system in the group
foliation method. In [32], Anco and Liu used the scaling, transformation and conformal groups
of nonlinear wave equations combined with the separation of variables to solve the group foli-
ation equations, and then they obtained a number of interesting solutions to the nonlinear wave
equation.
Suppose E in (1.1) does not depend on time t explicitly, then Eq. (1.1) is invariant under time
translation. It implies that the first-order invariants for the time translation are x, u, and
ux = G(x,u), ut = F(x,u).
Using the group foliation method, we derive the associated resolving system
Fx + GFu = FGu,
E(x,u,F,G,Fx,Gx,Fu,Gu, . . .) = 0. (2.1)
To obtain the functionally separable solutions of Eq. (1.1), letting G(x,u) = g(x)h(u) and solv-
ing F(x,u) from (2.1), we arrive at
F(x,u) = h(u)f (α),
u∫
0
1
h(s)
ds −
x∫
0
g(y)dy = α(t), (2.2)
where g(x) and h(u) are to be determined, and α = α(t) satisfies the ODE α′ = f (α). Substitut-
ing the expressions for G(x,u) and F(x,u) into (1.1), we obtain an equation depending on A(x),
B(x), D(u), Q(u) and h(u), each term in the resulting equation is a product of u-dependent func-
tion and x-dependent function. Solutions of the equation depend on the dimension of the space
spanned by the x-dependent functions. It then follows from (2.2) that the functionally separable
solutions are given by
H(u) =
u∫
0
1
h(s)
ds =
x∫
0
g(y)dy + α(t). (2.3)
It is noted that the ansatz used in this paper is different from that in the previous works. In
this paper, the ansatz with respect to time translation is ut = F(x,u), ux = G(x,u). To obtain
explicit form of solutions, we set G = g(x)h(u), which gives functionally separable solution.
But the ansatz in the previous works on FSV generally can be written as uxt = F(u)uxut or
ux = f (x)g(u). Namely, for the FSV approach, we suppose that only one equation is satisfied.
But for the group foliation method, we assume that the group foliation equations are fulfilled.
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In this section we discuss FSV to the nonlinear wave equation with the variable speed and
external force
utt =
(
A(x)D(u)ux
)
x
+ B(x)Q(u). (3.1)
Using the group foliation method in Section 2 and putting G(x,u) = g(x)h(u), we obtain
F(x,u) = h(u)f (α), α(t) =
u∫
0
1
h(s)
ds −
x∫
0
g(y)dy.
Substitution F(x,u), G(x,u) and α(t) into (3.1) implies f satisfies
huf
2 + ffα = (Ag)xD + Ag2(Dh)u + BQ
h
, (3.2)
where the functionally separable solutions to (3.1) are given by (2.3). To obtain the functionally
separable solutions, one needs to determine g(x), A(x), B(x), D(u), Q(u) and h(u). Differenti-
ating (3.2) with respect to x, and noting that f does not depend on x, one obtains
f 2ghhuu = (Ag)xxD + g(Ag)xDuh +
(
Ag2
)
x
(Dh)u
+ Ag3h(Dh)uu + Bx Q
h
+ Bgh
(
Q
h
)
u
= (Ag)xxD + Aggx
[
Duh + 2(Dh)u
]+ Ag3h(Dh)uu
+ Axg2
[
Duh + (Dh)u
]+ Bx Q
h
+ Bgh
(
Q
h
)
u
. (3.3)
If huu = 0, (3.3) reads
(Ag)xxD + Aggx
[
Duh + 2(Dh)u
]+ Axg2[Duh + (Dh)u]
+ Ag3h(Dh)uu + Bx Q
h
+ Bgh
(
Q
h
)
u
= 0. (3.4)
If huu = 0, first, we solve (3.3) for f to obtain
f 2 = (Ag)xx
g
D
hhuu
+ Axg
[
Du
huu
+ (Dh)u
hhuu
]
+ Agx
[
Du
huu
+ 2 (Dh)u
hhuu
]
+ Ag2 (Dh)uu
huu
+ Bx
g
Q
h2huu
+ B (Q/h)u
huu
. (3.5)
Next differentiating (3.5) with respect to time t , we deduce
2ffα = (Ag)xx
g
h
(
D
hhuu
)
u
+ Axgh
[
Du
huu
+ (Dh)u
hhuu
]
u
+ Agxh
[
2
(Dh)u
hhuu
+ Du
huu
]
u
+ Ag2h
(
(Dh)uu
huu
)
u
+ Bx
g
h
(
Q
h2huu
)
u
+ Bh
(
(Q/h)u
huu
)
u
, (3.6)
and noting that α only depend on t , substituting (3.5) and (3.6) into (3.2), we obtain the equation
for the functions
(Ag)xxζ1 + Ag3ζ2 + Axg2ζ3 + Aggxζ4 + Bgζ5 + Bxζ6 = 0, (3.7)
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ζ1 = Dhu
hhuu
+ 1
2
h
(
D
hhuu
)
u
, ζ2 = (Dh)uuhu
huu
+ 1
2
h
(
(Dh)uu
huu
)
u
− (Dh)u,
ζ3 =
[
Du
huu
+ (Dh)u
hhuu
]
hu + 12h
[
Du
huu
+ (Dh)u
hhuu
]
u
− D,
ζ4 =
[
Du
huu
+ 2 (Dh)u
hhuu
]
hu + 12h
[
Du
huu
+ 2 (Dh)u
hhuu
]
u
− D,
ζ5 = (Q/h)uhu
huu
+ 1
2
h
(
(Q/h)u
huu
)
u
− Q
h
, ζ6 = Qhu
h2huu
+ 1
2
h
(
Q
h2huu
)
u
.
To proceed, we distinguish the following cases:
Case 3.1. huu = 0, h = u. In this case, (3.4) leads to the following equation:
(Ag)xxD + Aggx
[
Duu + 2(Du)u
]+ Axg2[Duu + (Du)u]
+ Ag3u(Du)uu + Bx Q
u
+ Bgu
(
Q
u
)
u
= 0. (3.8)
To determine A(x), B(x), D(u) and Q(u), we consider two subcases.
Subcase 3.1.1. Ax = 0, B = 1.
In this subcase, Eq. (3.8) reads
(Ag)xxD + Aggx(2D + 3Duu) + Axg2(2uDu + D) + Ag3u(uD)uu + gu
(
Q
u
)
u
= 0.
(3.9)
Let Γ denote the space spanned by (Ag)xx , Aggx , Axg2, Ag3 and g. Solutions of (3.9) depend
on the dimension of Γ . Here we only consider the cases dimΓ  2. The solutions of (3.9) are
presented in Table 1.
Subcase 3.1.2. Ax = 0, Bx = 0.
Similarly, let Γ denote the linear space spanned by (Ag)xx , Aggx, Axg2, Ag3, Bg and Bx . To
solve (3.8) and determine Q and D, we consider the following cases. In this case, the solutions
are presented by Table 2. In Table 2, the constants are given by
m1 = l3 − l2(a1 + α), m2 = l3 + l2(a1 + α),
m3 = (2a2 + 3a3)α − (a2 + 2a3)β + (a2 + a3)a1,
m4 = (a2 + 2a3)(β
2 − αβ + a1(β − α))
(a1 + α)(a1 + β) ,
m5 = a (a2 + a3)(α
2 − αβ − a1(β − α))
(a1 + α)(a1 + β) ,
l1 = 1 + α − 12a1 +
1
2
b2, α˜ = a3(1 − b4) − a4(2 + b3)2a3 − 3a4 ,
l3 = 2α2 + (3a1 + b2 + 2)α + a21 + a1b2 + 6a3b1 + 4a2b1 + 2a1,
l2 =
(
a21 + b22 + 4α2 + 4a1α + 4b2α + 2a1b2 + 8a3b1 + 4a2b1 + 4a1 + 4b2 + 8α + 4
)1/2
,
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Solutions of (3.8) for h = u, Ax = 0 and B = 1
Case Restrictions on Subcase D(u) Q(u) Constraints of
A(x) and g(x) the coefficients
dimΓ = 2 Agx = a1 + a2Ag
2,
Axg = b1 + b2Ag2
α = 0,
β = 0 au
α + uβ −(a1 + b1)u
β+1
+ muα+1 + bu
α = −b2 − 2a2,
α = 0,
β = 0 u
β−α + a −(a1 + b1)u
β−α+1
+ nu lnu + bu
β = −a2 − b2 − 1,
α = 0,
β = 0 uα−2β + a
−(3a1 + 2b1)uα−2β+1
+ bu
m = a[−(b1 + a1)
+ (2a1 + b1)(1 − a2)
α
],
α = 0,
β = 0 lnu + a
−(3a1 + 2b1)u lnu
+ bu n = a(β − α)(b + 2a1)
dimΓ = 3
Axg = a1 + a2Agx
+ a3Ag2,
(Ag)xx = b2Aggx + b1g
+ b3Ag3
a2 = − 32 ,
α = 0 u
α
b1 + a1(2α + 1)
α
uα+1
+ au
α = −a2 + b2 + 2
2a2 + 3 ,
b3 + a3(1 + 2α)
+ α(1 + α) = 0
a2 = − 32 ,
α = 0 1 −(a1 + b1)u lnu + bu
α = −a2 + b2 + 2
2a2 + 3 ,
b3 + a3 = 0
dimΓ = 4
(Ag)xx = a1Aggx
+ a2Axg2 + a3Ag3
+ a4g
α = 0 uα −a4
α
uα+1 + bu
α = −a1 + 2
3
,
a2 + 2α + 1 = 0,
a3 + α(α + 1) = 0
α = 0 1 −a4u lnu + bu α = −
a1 + 2
3
,
a2 = −1, a3 = 0
h1 = 2b2c1 − 2b1c2 − 3b1, h4 = 2(2α + 1)a2c21 + 2a3c21,
h2 =
(
c1(−4b1b2c2 − 6b1b2 − 4b3c1 + b1 + c1) − b1h3
)1/2
,
h3 = −4b1c22 + 4b2c1c2 − 12b1c2 + 6c1b2 − 2c1c3 − 9b1 − c1,
w = 2 + 3b2 + 3c2 + c
2
2 − c23 + 2b2c2 + 6b2c3 + 4b2c2c3 − c3
b1(2c2 + 3)2 −
b3
b1
.
Case 3.2. huu = 0, h = 1. In this case, the wave Eq. (3.1) has additive separable solutions
H(u) = u =
x∫
0
g(y)dy + α(t).
Equation (3.3) becomes
(Ag)xxD +
(
3Aggx + 2Axg2
)
Du + Ag3Duu + BxQ + BgQu = 0. (3.10)
As in Case 3.1, we consider the following subcases.
Subcase 3.2.1. Ax = 0, B = Const. Without loss of generality we put B = 1. In this subcase,
(3.10) is rewritten as
(Ag)xxD +
(
3Aggx + 2Axg2
)
Du + Ag3Duu + gQu = 0.
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Solutions of (3.8) for h = u, Ax = 0 and Bx = 0
Case Restrictions on Subcase D(u) Q(u) Constraints of the
A(x) and g(x) coefficients
dimΓ = 2
Bx = a1Bg + b1Ag3,
Axg = a2B + b2Ag2,
Agx = a3B + b3Ag2
b1 = 0
uα + auβ + buγ
−(a2 + a3)uα+1
− a
2b1
m1uβ+1
− b
2b1
m2u
γ+1
α = −1 − b2 − b3,
β = l1 − l22 ,
γ = l1 + l22
b1 = 0,
α = −a1 u
α + auβ
− m3
a1 + α u
α+1
−a(a2 + a3)uβ+1
+bu1−a1
α = −b2 − 2b3,
β = −1 − b2 − b3,
k = (a2 + a3) + a2 + 2a32a1
b1 = 0,
α = −a1,
β = a1
uα + auβ m4uα+1 + m5uβ+1+ bu1−a1
b1 = 0,
α = −a1,
β = −a1
ua1 lnu + aua1
−kua1+1 lnu
− (a3 + a2)ua1+1
+ bu1−a1
dimΓ = 3 Bx = a1Bg + b1Ag
3
+ c1Aggx,
Axg
2 = a2Bg + b2Ag3
+ c2Aggx,
(Ag)xx = a3Bg + b3Ag3
+ c3Aggx
c1 = 0 uα + auβ 12c21
(muα+1 + anuβ+1)
α = − 1
2
− 1
2c1
(h1 + h2),
β = − 1
2
− 1
2c1
(h1 − h2),
m = h3 + h2(2c2 + 3),
n = h3 − h2(2c2 + 3),
h4 + (a1 + α)m = 0,
h4 + (a1 + β)n = 0
c1 = 0,
c2 = − 32
uα wuα+1
α = − c2 + c3 + 2
2c2 + 3 ,
a3 + (a1 + α)w
+ a2(2α + 1) = 0
Let Γ be the space spanned by (Ag)xx , 3Aggx + 2Axg2, Ag3 and g. A similar analysis is
performed and the result is presented in Table 3.
Subcase 3.2.2. Ax = 0, Bx = 0.
Similar to the discussion on the other cases. We denote Γ the linear space generated by
(Ag)xx, 3Aggx + 2Axg2, Ag3, Bx and Bg. For dimΓ = 2, A, B and g satisfy the following
system:
Bx = a1Ag3 + b1Bg, (Ag)xx = a3Ag3 + b3Bg,
3Aggx + 2Axg2 = a2Ag3 + b2Bg.
Whence Q and D satisfy the following system:
a1Q + a2Du + a3D + Duu = 0, b1Q + b2Du + b3D + Qu = 0. (3.11)
If a1 = 0, without loss of generality we put a1 = 1, then D satisfies the linear ODE
Duuu + (a2 + b1)Duu + (a3 − b2 + a2b1)Du + (a3b1 − b3)D = 0.
In the case of dimΓ = 3, A, B and g satisfy
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Case Restrictions on Subcase D(u) Q(u) Constraints of the
A(x) and g(x) coefficients
dimΓ = 4
Bx = a1Bg + a2Ag3
+ a3Aggx + a4Axg2,
(Ag)xx = b1Bg + b2Ag3
+ b3Aggx + b4Axg2
a3 = 0,
a3 = 32a4
uα˜ kuα˜+1
k = 2b3 − 3b4 + 1
2a3 − 3a4 ,
a1k + b1 + kα = 0,
a2k + b2 + α(α + 1) = 0
a3 = 0,
a4 = 0 u
α kuα+1
α = −b3 + 2
3
,
k = 2b3 − 3b4 + 1
3a4
,
a1k + b1 + kα = 0,
a2k + b2 + α(α + 1) = 0
a3 = a4 = 0,
a2 = 0 u
α
kuα+1
α = −b3 + 2
3
,
k = 2 + 9b2 + b3 − b
2
3
9a2
,
a1k + b1 + kα = 0,
b4 + 2α + 1 = 0
a2 = 0,
a3 = 0,
a4 = 0,
α = −a1
uα
− b1
a1 + α u
α+1
− au−a1+1
α = −b3 + 2
3
,
b4 + 2α + 1 = 0,
b2 + α(α + 1) = 0
a2 = 0,
a3 = 0,
a4 = 0,
α = −a1
u−a1 (a − b1 lnu)u1−a1
α = −b2 + 2
3
,
b2 + a1(a1 − 1) = 0,
b4 − 2a1 + 1 = 0
dimΓ = 5
(Ag)xx = a1Aggx
+ a2Axg2 + a3Ag3
+ a4Bx + a5Bg
uα −a4uα+1
α = a5
a4
,
a1 + 2 + 3α = 0,
a2 + 1 + 2α = 0,
a3 + α + α2 = 0
Bx = a1
(
3Aggx + 2Axg2
)+ a2Ag3 + a3Bg,
(Ag)xx = b2Ag3 + b3Bg + b1
(
3Aggx + 2Axg2
)
,
and when dimΓ = 4, A, B and g satisfy
(Ag)xx = a1
(
3Aggx + 2Axg2
)+ a2Ag3 + a3Bx + a4Bg.
We then obtain the solutions of (3.11) given in Table 4, where the constants in Table 4 are given
by
Δ = 12α3γ − 3α2β2 − 54αβγ + 12β3 + 81γ 2,
m = 36αβ − 8α3 − 108γ + 12√Δ,
n = 36αβ − 8α3 − 108γ − 12√Δ, m1 = −
(
λ21 + a2λ1 + a3
)
,
n1 = 2λ2λ3 + a2λ3, l1 = −λ23 + λ22 + a2λ2 + a3,
m2 = −a
(
λ2 + λa2 + a3
)
, n2 = −b
(
λ2 + λa2 + a3
)− 2a(2λ + a2),
l2 = b(2λ + a2) + 2a + c
(
λ2 + λa2 + a3
)
, m3 = −a
(
λ21 + a2λ1 + a3
)
,
n3 = −b
(
λ21 + a2λ1 + a3
)− a(2λ1 + a2), l3 = −(λ22 + a2λ2 + a3),
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Solutions of (3.10) for h = 1, Ax = 0 and B = 1
Case Restrictions on Subcase D(u) Q(u) Constraints of
A(x) and g(x) the coefficients
dimΓ = 2
3Aggx + 2Axg2
= a1g + a2Ag2,
(Ag)xx = b1g + b2Ag3
Δ = a22 − 4b2,
Δ > 0,
b2 = 0
eδ1u + aeδ2u
−a1δ1 + b1
δ1
eδ1u
−aa1δ2 + b1
δ2
eδ2u + b
δ1 = −a2 +
√
Δ
2
,
δ2 = −a2 −
√
Δ
2
Δ > 0,
b2 = 0 e
−a2u + a
b1 − a1a2
a2
e−a2u
− ab1u + b
Δ = 0,
a2 = 0 (u + a)e
− 12 a2u
mue
− 12 a2u + ne− 12 a2u + b
m = 2b1 − a1a2
a2
,
n = am + 4b1
a22
Δ = 0,
a2 = 0 u + a −
1
2
b1u2 − (a1 + ab1)u + b
Δ < 0 cos
τ
2
ue
− 12 a2u (m cos
τ
2
u
+ n sin τ
2
u)e
− 12 a2u + b
τ =
√
4b2 − a22 ,
m = a2b1 − 2a1b2
2b2
,
n = b1τ
2b2
dimΓ = 3
(Ag)xx = a1(3Aggx
+ 2Axg2) + a2Ag2
+ a3g
a1 = 0 e−a1u a3
a1
e−a1u + b a2 + a21 = 0
θ = 36αβ − 108γ − 8α3, m4 = −
(
λ21 + a2λ1 + a3
)
,
n4 = −
(
λ22 + a2λ2 + a3
)
, l4 = −
(
λ23 + a2λ3 + a3
)
,
m5 = b2λ
2 + (b1b2 + b3)λ + b1b3
(b1 + λ)2 , n5 = am5 +
b1b2 − b3
b1 + λ ,
m6 = b2λ
2 + (b1b2 + b3)λ + b1b3
(b1 + λ1)2 + λ22
, n6 = (b3 − b1b2)λ2
(b1 + λ1)2 + λ22
,
α = a2 + b1, β = a3 − b2 + a2b1, γ = a3b1 − b3,
α˜ = 1
2
(a2 − l7), β˜ = 12 (a2 + l7), l7 =
(
a22 + 4a2b1 − 4b2
)1/2
,
m7 = 12 (−2b1 − a2 + l7), n7 =
1
2
(−2b1 − a2 − l7).
Case 3.3. huu = 0. In this case, we consider Subcase 1: Ax = 0, B = 1, and Subcase 2: Ax = 0,
Bx = 0. Let Γ be the space generated by {(Ag)xx , Axg2, Aggx , Ag3, g} in Subcase 1 and
{(Ag)xx , Axg2, Aggx , Ag3, Bg,Bx} in Subcase 2. The solutions of (3.7) are given in Table 5.
Above discussion shows that though in many cases, we could not provide explicit form to
functionally separable solutions. But in certain special cases, we are able to obtain solutions of
physical or analytic interest, such as the solutions which have the property that their singular-
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Solutions of (3.10) for dimΓ = 2,3 with h = 1, Ax = 0 and Bx = 0
Case Subcase D(u) Q(u) Constraints of
the coefficients
dimΓ = 2
a1 = 0, Δ > 0 eλ1u + aeλ2u sinλ3u (n1 cosλ3u + l1 sinλ3u)e
λ2u
− m1eλ1u
λ1 = m + n6 −
α
3
,
λ2 = −m + n12 −
α
3
,
λ3 = −
√
3
12
(m + n)
a1 = 0, Δ = 0,
3β − α2 = 0,
2α3 − 9αβ + 27γ = 0
(au2 + bu + c)eλu (m2u2 + n2u + l2)eλu λ = −α3 = −
a2 + b1
3
a1 = 0, Δ = 0,
3β − α2 = 0,
2α3 − 9αβ + 27γ = 0
(au + b)eλ1u + eλ2u (m3u + n3)eλ1u + l3eλ2u
λ1 = −
√
3θ
6
− α
3
,
λ2 = −
√
3θ
3
− α
3
a1 = 0, Δ < 0 eλ1u + aeλ2u + beλ3u m4eλ1u + an4eλ2u + bl4eλ3u
λ1 + λ2 + λ3 = −a2 − b1,
λ1λ2λ3 = b3 − a3b1,
λ1λ2 + λ1λ3 + λ2λ3
= a3 − b2 + a2b1
a1 = 0,
δ = a22 − 4a3 > 0,
2b1 − a2 = 0,
b21 − b1a2 + a3 = 0
eλ1u + aeλ2u
−b2λ1 + b3
b1 + λ1 e
−λ1u
−b2λ2 + b3
b1 + λ2 ae
−λ2u + be−b1u
λ1 = −a2 +
√
δ
2
,
λ2 = −a2 −
√
δ
2
a1 = 0, δ > 0,
2b1 − a2 = 0,
b21 − b1a2 + a3 = 0
ae(b1−a2)u + e−b1u me(b1−a2)u + (nu + b)e−b1u m = a
a2b2 − b1b2 − b3
2b1 − a2 ,
n = b1b2 − b3
a1 = 0, δ > 0,
2b1 − a2 = 0,
b21 − b1a2 + a3 = 0
(u + a)e−b1u (mu2 + nu + b)e−b1u m =
1
2
(b1b2 − b3),
n = 2ma − b2
a1 = 0, δ = 0,
2b1 − a2 = 0
(u + a)eλu (m5u + n5)eλu + be−b1u λ = −a22
a1 = 0, δ = 0,
2b1 − a2 = 0
(u + a)eλu (mu2 + nu + b)e−b1u m =
1
2
(b1b2 − b3),
n = 2ma − b2
a1 = 0, δ < 0 eλ1u cosλ2u −(m6 cosλ2u + n6 sinλ2u)e
λ1u
+ au−b1u
λ1 = a22 ,
λ2 =
√
4a3 − a22
2
dimΓ = 3
a1 = 0, a2 = 1 eα˜u + aeβ˜u m7eα˜u + an7eβ˜u
−(a3 + α˜)(2b1 + a2 − l7)
+ 2b3 = 0,
−(a3 + β˜)(2b1 + a2 + l7)
+ 2b3 = 0
a1 = 0, a2 = 0 e−b1u −
b2 + b1
a2
e−b1u b
3
1 − a3b21 + a2b3− a3b2 + b1b2 = 0
a1 = a2 = 0,
b1 = a3 e
−b1u −a3e−a1u a2 + a
2
1 = 0,
a4 + a1a3 = 0
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Solutions of (3.7) for huu = 0, Ax = 0 and Bx = 0
Case Subcase Systems for A(x), B(x) and g(x) Constraints for D(u) and Q(u)
dimΓ = 1 g = x−1, A = a1x2 2a1ζ2 − a1ζ3 + a1ζ4 + ζ5 = 0
Ax = 0,
B = 1
dimΓ = 2 Axg = a1 + a2Ag
2,
Agx = b1 + b2Ag2
mζ1 + a1ζ2 + 2b1ζ3 + ζ5 = 0,
nζ1 + a2ζ2 + 2b2ζ6 + ζ4 = 0,
m = (a2 + b2)(a1 + 2b1),
n = (a2 + b2)(a2 + 2b2)
dimΓ = 3 (Ag)xx = a1g + a2Aggx + a3Ag
3,
Agx = b1 + b2Agx + b3Ag2,
a1ζ1 + b1ζ2 + ζ5 = 0,
a2ζ1 + b2ζ2 + ζ3 = 0,
a3ζ1 + b3ζ2 + ζ4 = 0
dimΓ = 4 (Ag)xx = a1g(Ag)x + a2g(Axg + 2Agx)+ a3Ag3 + a4g
a1ζ1 + ζ2 = 0, a2ζ1 + ζ3 = 0,
a3ζ1 + ζ4 = 0, a4ζ1 + ζ5 = 0
Ax = 0,
Bx = 0
dimΓ = 1 g = x−1, A = xa, B = a2xa−2 (2 − a)ζ1 + a2ζ2 + ζ3 + ζ4 + a2ζ5+ a2(2 − a)ζ6 = 0
dimΓ = 2
Axg = a1B + a2Ag2,
Bx = b1B + b2Ag2,
Agx = c1B + c2Ag2
mζ1 + a1ζ2 + b1ζ6 + c1ζ3 + ζ5 = 0,
nζ1 + a2ζ2 + b2ζ6 + c2ζ3 + ζ4 = 0,
m = b1(a1 + c1) + a1(a2 + c2)+ 2c1(a2 + c2),
n = b2(a1 + c1) + a2(a2 + c2)+ 2c2(a2 + c2)
dimΓ = 3
(Ag)xx = a1Axg2 + a2Aggx + a3Ag3,
B = b1Axg2 + b2Aggx + b3Ag3,
Bx = c1Axg2 + c2Aggx + c3Ag3
a1ζ1 + b1ζ5 + c1ζ6 + ζ2 = 0,
a2ζ1 + b2ζ5 + c2ζ6 + ζ3 = 0,
a3ζ1 + b3ζ5 + c3ζ6 + ζ4 = 0
dimΓ = 4
(Ag)xx = a1Axg2 + a2Aggx + a3Ag3+ a4Bg,
Bx = b1Axg2 + b2Aggx + b3Ag3 + b4Bg
a1ζ1 + b1ζ6 + ζ2 = 0,
a2ζ1 + b2ζ6 + ζ3 = 0,
a3ζ1 + b3ζ6 + ζ4 = 0,
a4ζ1 + b4ζ6 + ζ5 = 0
dimΓ = 5 (Ag)xx = a1Axg2 + a2Aggx + a3Ag3+ a4Bg + a5Bx
a1ζ1 + ζ2 = 0, a2ζ1 + ζ3 = 0,
a3ζ1 + ζ4 = 0, a4ζ1 + ζ5 = 0,
a5ζ1 + ζ6 = 0
ities propagate along a curve as well as blow-up solutions, etc. For example, for dimΓ = 1 in
Case 3.3, it is easily to show that
g = x−1, A = xa, B = a2xa−2,
and h, Q and D satisfy
(2 − a)ζ1 + a2ζ2 + ζ3 + ζ4 + a2ζ5 + a2(2 − a)ζ6 = 0.
One may verify that the equation
utt =
(
xaunux
)
x
+ xa−2Q(u),
admits the solution
u =
[
(1 − m)
(
2
ln
(
a − 2
(t − t0)
)
+ ln |x|
)] 1
1−m
,a − 2 2
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Q(u) =
(
mu2m−1 + 2 − a
2
)
exp
[
2 − a
m − 1u
1−m
]
+ (1 − a)un+m − (n + m)un+2m−1.
When m > 1, the singularity of this solution propagates along the curve
x =
(
a − 2
2
(t − t0)
) 2
2−a
.
Let us now show that the case dimΓ = 2 with
B = 1, D = auα + uβ, Q = −(a1 + b1)uβ+1 + muα+1 + bu, (3.12)
in Table 2 cannot be obtained by the Lie’s classical method.
Let
V = ξ(x, t, u)∂x + τ(x, t, u)∂t + η(x, t, u)∂u
be a vector field on the space (x, t, u) where ξ , τ and φ are functions of (x, t, u). According to
the infinitesimal criterion for symmetry, V generates a symmetry of Eq. (3.1) with (3.12) if and
only if
pr(2) V
(
utt −
(
A(x)D(u)ux
)
x
− Q(u))= 0,
whenever u satisfies (3.1) with (3.12). It follows that ξ , τ and η satisfy the following system:
τ = τ(t), ξ = ξ(x), η = p(x, t)u + q(x, t), (3.13)
2AD(ξx − 2τt ) − AD′(pu + q) − AxDξ = 0, (3.14)
AxD(ξx − 2τt ) − AD(2px − ξxx) − 2AD′(pxu + qx)
− AxxDξ − AxD′(pu + q) = 0, (3.15)
qtt + Q(p − 2τt ) − AD(pxxu + qxx) − AxD(pxu + qx) − (pu + q)Q′ = 0. (3.16)
The substitution of (3.12) into (3.14) implies q = 0 and the following equations:
2A(ξx − 2τt ) − αAp − A′ξ = 0,
2A(ξx − 2τt ) − βAp − A′ξ = 0.
Since α = β , we obtain p = 0. Therefore we conclude η = 0, which combined with (3.15) and
(3.16) implies ξ and A satisfying the following system:
2A(ξx − 2τt ) − A′ξ = 0,
−2τtA′ + Aξxx + A′ξx − ξA′′ = 0,
τtQ = 0.
Solving the system, we arrive at
A = (μ1x + μ2)2, ξ = c1(μ1x + μ2), τ = μ3,
where μi , i = 1,2,3, are some constants, ci is an arbitrary parameter. It is easy to see that
A = (μ1x + μ2)2 is just a special solution of the system
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Axg = b1 + b2Ag2. (3.17)
Therefore, for A = (μ1x +μ2)2 satisfying the system (3.17), the solutions obtained in Section 3
cannot be obtained by the Lie’s classical method. This completes the proof.
Similarly, one may show that the solutions: The case dimΓ = 2,3 in Table 1, the cases
dimΓ = 2,3 in Table 2, the cases dimΓ = 2 in Table 3, the cases dimΓ = 2 and dimΓ = 3
with a1 = 0, a2 = 1 in Table 4 and Ax = 0 (B arbitrary) for dimΓ = 1,2,3,4 in Table 5 cannot
be obtained by the Lie’s classical symmetry method.
4. Concluding remarks
In this paper, we have discussed the FSV to nonlinear wave equations with variable wave
speed and external force by using the group foliation method. It has been shown that when
Eq. (1.1) does not depend on t explicitly, functionally separable solutions can be obtained by
the approach in Section 3. If Eq. (1.1) depends on t explicitly, it means that the equation is not
invariant under time translation. In this circumstance, we are not able to use the above approach,
so we can seek the generalized functionally separable solutions. In this case we consider the
following system:
ux = ϕ(x)ψ(t)ω(u), ut = F(x, t, u), (4.1)
where F satisfies the first-order PDE
Fx + ϕ(x)ψ(t)ω(u)Fu = ϕ(x)ψ(t)′ω(u) + ϕ(x)ψ(t)ω(u)uF.
It can be solved and the solution is given by
F = ω(u)
[
ψ(t)′
ψ(t)
α + f (t, α)
]
.
We thus obtain the generalized functionally separable solutions of (1.1) given by
u∫
0
1
ω(s)
ds =
x∫
0
ϕ(y)dyψ(t) + φ(t), (4.2)
where the functions ϕ(x), ψ(t), ω(u) and f (α) are determined by (4.1) and the considered
equation. It is interesting to note that the solution (4.2) is an extension to the nonlinear separable
solution due to Galaktionov [26].
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