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 1．はじめに
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                 （1－B）㍗（m）＝o王（m） （2）





                   m2               力（m）＝Σα（6）力（m一ゴ）十0。（m）
 （3）              H





                  （1－8q）∫（n）二〇
が近似的に成りたつ．これから
                  q－1                  ΣBゴ∫（m）＝0
                  ｛＝0
が導かれる．したがって，時間的変化を許した季節変動成分のモデルとしては
                  q－1                  Σ3ゴ∫（m）＝0。（m）
 （4）              1一・







                    7                左a（m）＝Σβ｛（m）a才（m）
                    ゴ＝・ユ
と表現できる．ただし，aぎ（m）は第m月中のゴ番目の曜日（日，月，火，水，木，金，土）の
数，βゴ（m）は第m月の時点におけるタ番目の曜日の係数である．ここで，一意性のために
                   7                   Σβ｛（m）＝0
                  ｛＝1
という条件を加えておく．このとき，上記の曜日効果は
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              7                6
          〃（m）＝Σβ｛（m）a㌻（m）＝Σβゴ（m）（a葦（n）一a多（m））
             ゴー1              ｛＝1
                      6                    ≡Σβ。（m）a｛（m）
                     ゴ＝1
と書ける．したがって，曜日効果のモデルとしては一般的に
                 βゴ（n）＝βi（m－1）十〇。（m）
（5）                ・                 才a（m）＝Σβゴ（m）a｛（m）





                   m （6）          え（m）＝Σα（ゴ）z（m一夕）十〇（m）
                   ゴ二1
という形で表現されている．これが状態空間表現
         L∴1［∵111斗［ザ
 （7）
         州・・／L（∴
と同等であることは簡単に確かめられる．したがって（1）より時系列y（m）を表現するモデルと
して
                κ（m）＝Fκ（n－1）十Go（m）
 （8）



























        κ（m1m）＝s（m）o（m）
 ただし，上記の→は直交変換（Househo1der変換，修正Gram Schmidt変換など）による上
三角行列への縮約を示す．また，沢（m）およびS（m）はそれぞれ，κ（m lm－1）およびκ（m l m）の
推定誤差共分散行列の逆行列の平方根分解である．
 この過程で得られた結果を用いて，スムージングは次の逆方向の逐次式によって実現できる．
           σ（m－11M）＝W（m）’’／α（m）一丁（m）κ（mlN）／































M1        2
M．         0
PERIOD       12
SORDER
MT
LOG        0
TRADE       0
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 TAU2（1）   5×10－3        初期推定値
 TAU2（2）     O．8              〃
 TAU2（3）     10’5             〃
 PAC（i）   0．88（一0．6）｛■1       ARモデルのPARCOR（偏自己相関係数）の
                         初期推定値（ゴ＝1，…，M。）
 IPR        7         出力レベルの制御
 IDIF       l1        GRADIENT推定のための数値差分
                         ＝1 片側差分
                         ＝2 両側差分
 MESH      1         グラフの座標上にmeshをかく
                         ＝0  カ】カ、カζし、
 BSPAN     300         区分的にモデルを推定する場合の基本区間長
                         （通常はデータ数より大きくとっておいた方
                         がよい．）
 ISPAN     100        初期ベクトノレ推定のために行なう後向きフイ
                         ルタの区間長
 YEAR     たし         データの初年度（TRADE＝0のときには不
                         要）
 PRED      0         長期予測の要不要
 MISING     O         欠測値の有無
 OUTLIR     O         異常値の有無
 M．        0         外部説明変数の数
ただし，現在のところPRED，MISING，OUTLIR，M。は0しか使えない．
 後に示す計算例の場合には
                △＆PARAM△M2＝2，＆END
と入力した．ただし△は空白を示す．パラメータを変更せず，標準モデルを用いる場合には





 レコード番号   内   容        フォーマット
    1    データのタイトル       （20A4）
    2    データ数         （I5）
    3    データのフォーマット    （20A4）





1720 1702 1707 1708 1727 1789 1829 1880 1920 1872 1811 1771
1706 1685 1690 1700 1711 1788 1819 1919 1914 1867 1804 1776
1719 1710 1707 1711 1724 1784 1827 1936 1921 1853 1820 1778
1731 1727 1723 1711 1727 1787 1817 1916 1900 1844 1795 1758
1708 1693 1689 1685 1705 1761 1811 1898 1895 1816 1783 1744
1697 1675 1682 1675 1690 1761 1785 1862 1860 1803 1747 1707
1661 1654 1651 1641 1651 1705 1738 1811 1821 1786 1749 1711
1666 1649 1661 1643 1659 1696 1722 1822 1828 1767 1707 1660
1594 1571 1575 1572 1593 1643 1681 1780 1791 1742 1692 1655
1619 1615 1605 1612 1637 1685 1728 1813 1817 1754 1710 1672
1638 1632 1638 1645 1658 1717 1747 1829 1840 1765 1725 1698
1665 1655 1668 1664 1669 1722 1749 1823 1830 1774 1746 1724









M1    ＝  2
M2    ≡  2
M3    ＝ 11
M4    昌  O
M5    ＝  0
N     ＝ 15
L     ！  3
PERIOD ＝ 12
SORDER ；  1
BSP＾N  ＝400
1SP＾N  ＝100
M工SING ＝  0
0UTLIR 昌  0
L L    ＝  3
 これによってNAMELIST父および標準値によって指定されたパラメータを確認できる．た
だし
             〃3＝（PERIOD一ユ）＊SORDER
             L＝システム雑音の次元
              ＝〃1，〃・，〃・のうち0でないものの個数
            ユエ＝M1，…，〃。のうちOでないものの個数
である．
 次に，機番MTから原データが入力されると次のような出力が得られる．
    〈〈  DR工GIN＾L DAT＾  X（I） （工：1．N）  〉＞     N 昌  156    FORM＾T ≡（6F5．0）
    BLSAしLF00D （1967－DEC 1979）
    ME＾N 二0・二17374808D＋04    VARI＾NCE  ：   0．65580445D＋04
    SIくEWNESS  ≡   0．38253824D＋00    IくuRTOSIS一 ≡   O．26077231D＋01
これにより，入力されたデータのデータ数，入力フオーマット，タイトル等が確認できる．
ここでサブルーチンAREAによって，作業領域WORK（150000）に必要な変数が割りあて


















一一一 @ D＾T＾  一一一
8LSALL．＝OOD （1967－DEC 1979）
一一一 @ MODEL  一一一
M1＝2   M2＝2   M3＝11
一一一 @ PROGR＾M  DECOMP  一一一
DATI≡； 86－01－07     TIME： 11 37 23
N   156
M4   0    M5   0
  〈〈〈  INITI＾L ESTIM＾TES
一一 @ P＾RAMETER VECTOR  一一一
一0．142926D＋01  0．643501D＋00
－0．626937D＋00
一一 @ GR＾DIENT  一一
一0．259923D＋01 －0．709703D＋00
 0・340473D＋01
LI・くELII・IOOD 二    一583，774
＾工C        ＝     1179，548
  I      T＾U2（I）
  1  0．50000000D－02    1．
  2  0・80000000D＋00   －O．











  〈〈〈  FIN＾L ESTIM＾TES  ＞〉＞
一一 @ P＾R＾METER VECTOR  一一一
一0．142490D＋01  0．929922D＋00 －0．157101D＋01  0．139930D＋01
－0．648741D＋00
一一 @ GR＾DIENT  一一
 0．178407D－01 －0．762685D－02 －0．218600D－01 －O・558115D－02
－0．402997D－01
LIIくI≡LI一一100D ＝    一583，611    SIG2 ＝  0．28818429D・1－02
＾IC        ＝     1179，222
  I      TAU2（I）          ＾R（I）        p＾RCOR（I）
  1  0．53119957D－02    1．36900662    0・88679731
  2  0．90078678D＋00   －O．54376497   －0・54376497
  3  0．11726031D－07

































0   －2   24   …■6  48  60  72  84  96  1I］8  120  132  144  －56
NO－5E100
一100




0    i2   24   ヨ6   48   60   72   84   96   108  120  132  144  156






D   12  24  36  48  60  72  84   96  108  120  1…12  144  156
図1． BLSFOODデータ，〃2＝2





















”1 ＝ 2      LKF正 ＝ 一606．29
”2＝O   ＾IC ＝1218．58H3 ＝ lI     SIC2 ＝ 30 307…15015M．O  T＾ul．O．57658033
“5 ＝ O      T＾u2 ＝ 0・00000014
  0R IGIN＾L ＾ND τREN1〕
1500
0122436486口728496108i201ヨ21441S6




                      N0－5E100
一100
0122436｛860728496108－20132144156
     図2．BLSFOODデータ，〃。：0
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               ツ（m）＝之（m）十カ（m）十∫（m）十〃（m）
が，さらによいことが多い．実際
               M1＝1，M・＝OのときAIC＝1191．54
               M1＝2，M。＝OのときAIC二1218．59






            ＆PARAM△LOG＝1，その他の指定，＆END
として，データを対数変換した方がよいことが多い．これは原データに対しては乗法型のモデ
ルを考えていることに相当する．図3のデータの場合
                LOG＝0のとき AIC＝1746．16






       図3．
60   72   84   96
WHARDデータ
108  120  ．32  144












































0i224…164860728496一08 120132 M4図4、 WHARDデータ，TRADE＝1
時系列の分解一プログラムDECOMPの紹介 267
0．2 TR＾D工NG 1〕＾Y EFFECT
0．O
一〇．2
12   24   …■6   48   60   72   84   96  109  12D  lヨ2  144
0．2 5E＾S口N＾L FLUS TR＾皿INC 口＾Y EFFECT
O．O
一〇．2






          ＆PARAM△TRADE＝1，その他の指定，＆END
として，曜日効果項を加えたモデルを求めればよい．図3のデータの場合
             TRADE＝O，LOG＝1 AIC＝142．42





BLS＾LLF00D ｛1967－DEC 1979〕 同1  2     L KF D
H2  0     ＾I〔
H3   11     5IG2
H4  0     T＾u：












107   H9
図5－1．
    一31           i43            I55
BLSFOODデータ，PRED＝！33







H1＝2   LKFD＝一558．ユ5H2 ： 2      ＾IC  ＝  1128．29
N3 ： 11     SIG2 ＝  25 64365ヨ86W．0  T＾u1．O．605558日7
M5 ＝ 0      T＾U2 ＝  0．99999730
     T＾Uヨ ： 0．0000000王
LONC R＾NGE PRED l CT－01，1
1500




              y（m）＝才（m）十カ（m）十∫（m）十〃（m）
は長期的た予測を想定して導入したものである．図1，2で用いたデータを用いだから，長期予
測の観点から上記のモデルと標準的な季節調整モデル


























          6              12
図6－1．図5－1のモデルの長期予測誤差分散の
   分解
          6              12
図6－2．図5－2のモデルの長期予測誤差分散の
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Decomposition of a Nonstationary Time Series
  An Introduction to the Program DECOMP
            Genshiro Kitagawa
     （The Institute of Statistica1Mathematics）
   A procedure for the decomposition of a nonstationary time series into severa1possib1e
components is shown．They inc1ude trend，seasona1，autoregressive，trading day effect and
white noise components．An appropriate model is assumed for each component．They
are expressed in state space mode1form and the smoothed estimates of the components are
obtained by the丘xed intervaI smoothing a1gorithm．The parameters of the mode1such as
the variances of the noise to the component mode1s and the autoregressive coe冊。ients are
estimated by maximizing the1ike1ihood of the model which can be eva1uated by using the
square root information創ter．
   The usage of the computer program DECOMP which rea1izes the procedure is
exemp1iied by expIaining the samp1e input and samp1e output for economic time series．
Some remarks on the se1ection of the parameters of the program are given．Increasing
horizon prediction with the itted mode1is a1so discussed．
