Abstract. For any triangular operator matrix acting in a direct sum of complex Banach spaces, the order of a pole of the resolvent (i.e. the index) is determined as a function of the coefficients in the Laurent series for all the (resolvents of the) operators on the diagonal and of the operators below the diagonal. This result is then applied to the case of certain nonnegative operators in Banach lattices. We show how simply these results imply the Rothblum Index Theorem (1975) for nonnegative matrices. Finally, examples for calculating the index are presented.
Introduction
The index or, in other words, the order of a complex number z 0 as a pole of the resolvent of a triangular operator matrix as a function of the orders of the poles for the corresponding operators on the diagonal has recently been studied by a number of authors with remarkable results. One of the most significant results of this type is the Rothblum Index Theorem [R, Theorem 3.1(2) ] in the case of a nonnegative matrix (after bringing it by a permutation similarity to a Frobenius normal form) and of the spectral radius (as a pole of the resolvent). Problems of this type in the case of a nonnegative operator with compact powers (and with a positive spectral radius) in a Banach lattice with order continuous norm have been studied by JangLewis and Victory [JLV, Theorem V.1(2) ], where the method of the solution was different. The more general case of a not necessarily nonnegative operator and of a general z 0 ∈ C was studied in a finite dimensional space, e.g. by Meyer and Rose [MR] , by Friedland and Hershkowitz [FH] and by Hershkowitz, Rothblum and Schneider [HRS] , and a complete solution for the case of two matrices on the diagonal was obtained by Bru, Climent and Neumann [BCN] .
The purpose of this note is twofold. First we show in Theorem 1 that the general case of an infinite dimensional Banach space and bounded linear operators in the (lower) triangular operator matrix (having z 0 at most as a pole for the operators on the diagonal) can be solved by modifying the graph theoretic method applied by Rothblum [R] . Then we show in Theorem 2 how this modified method applies to the case of certain nonnegative operators (matrices) and of the spectral radius. The straightforward Corollaries 1 and 2 to Theorems 1 and 2 will give a different equivalent expression for the index in the setting of Jang-Lewis and Victory [JLV] , and will reproduce the Rothblum Index Theorem [R] , respectively. We feel that this method of proof is even simpler than the original proof of the Index Theorem, makes apparent the significance of nonnegativity, and is completely different from the method of [BCN] . Finally, in Section 3 we shall present a number of examples which will show the effective applicability of our general results in the cases both of nonnegative and of not necessarily nonnegative triangular operator matrices.
For the needed preliminaries on nonnegative operators in Banach lattices we refer to the corresponding places in the monographs by Aliprantis and Burkinshaw ([AB] ) and by Schaefer ([SBL] , [ST] ).
The results
Assume that the Banach space X is the direct sum of the Banach spaces X 1 , . . . , X m , and that the continuous linear operator A : X → X has a lower triangular block form with respect to the direct sum above. Thus the operator A is represented by the operator matrix
Assume further that the point z 0 ∈ C is a pole for all the resolvents of the operators A 1 , . . . , A m of corresponding orders p 1 , . . . , p m ≥ 0. Observe that this implies that z 0 is a pole of the resolvent of A.
In a similar spirit as in some matrix problems of combinatorial nature we shall call the set C := {1, . . . , m} the set of all classes for A, and an ordered set {k 1 , . . . , k s } ⊂ C a chain of classes either if it is a singleton, or if
−1 has the Laurent expansion in a deleted neighbourhood of z 0 :
For k 1 > k s we shall call a product of the form 
Proof. It is well-known that the lower triangular block form of the operator A implies that its spectrum σ(A) is contained in m k=1 σ(A k ). Further, it can be seen by induction that for z / ∈ m k=1 σ(A k ) the operator R(z, A) also has a lower triangular matrix form with the following operator entry in the block row i and block column j for the pair satisfying m ≥ i ≥ j ≥ 1:
where the second summation is over all (
Observe that the second sum above for the value s = 2 reduces simply to
From the assumptions it follows that in a deleted neighbourhood of z 0 the Laurent expansions of all the resolvents R(z, A k ) converge. By forming their suitable products and reordering them, from the formulae for the entries of the operator R(z, A) we obtain for i > j
where the second (finite) sum extends to all (i, j)-weighted chains of arbitrary admissible lengths with the weight q 1 + · · · + q s = w, i.e. is exactly the (i, j, w)-sum defined above. It is immediate from the definition that for i = j the corresponding coefficient in the series
is exactly the (i, i, w)-sum. For the operator matrix A the number z 0 is a pole of exact order p if and only if z 0 is a pole of exact order p for some entry of the resolvent operator R(z, A) and not a pole of higher order or an essential singularity for any entry. By the above representation of the entries, this holds exactly when the statement in the Theorem holds.
Finally observe that though the estimate for the order p of the pole z 0 is essentially known, it follows simply from the proved part of the Theorem.
Remark. Observe that the above proof also shows the validity of a more exact estimate for p, which is called the Index Theorem (for finite dimensional spaces) in [FH] and [HRS] :
where the maximum is taken over all chains {k 1 , . . . , k r } in C.
We shall now apply Theorem 1 for the description of the order of the spectral radius as a pole of certain nonnegative (reducible) linear operators in certain Banach lattices considered by Jang-Lewis and Victory in [JLV] . Our characterization of the order will be different from (but, naturally, equivalent with) theirs, and will be in the same spirit as the corresponding celebrated result for nonnegative matrices by Rothblum [R] .
First we cite the relevant decomposition result from [JLV, p. 64] .
Theorem ( [JLV] 
where all the operators are nonnegative, and the operators denoted by x may also be (different and) nonzero. Further, the operators T
1,n(k) on the diagonal are irreducible, and for the spectral radii we have
Finally, the nonnegative operator T d is not necessarily irreducible, and r(T d ) < R.
Now we apply again for the operator A := T our standard notation from the beginning of the section in such a form that the operators A k will be the (inner) diagonal operators. Since some of the operators T (k) 10 may be missing, we shall have m ≤ n(1) + 1 + · · · + n(d − 1) + 1 + 1. Observe that under these conditions every operator A k (k = 1, . . . , m) either is irreducible with r(A k ) = R, or satisfies r(A k ) < R. By [AB, , all operators on the diagonal have compact powers; therefore their spectral radii, provided they are positive, are poles of their resolvents. By [ST, App. 3.2] , the respective orders of the pole R are 1. Hence for any weighted chain for A and z 0 := R with the classes k 1 > · · · > k s , the lowest possible weight w obtains exactly when all the numbers q 1 , . . . , q s are equal to the negatives of the corresponding pole orders, and then q h = −1 or 0 for every h. If s = 1, then again q 1 = −1 or 0, depending on the order of the pole R. From Theorem 1 we obtain now the following for some nonnegative irreducible operator A k with spectral radius R, which is a pole of the resolvent of order 1 and rank 1 (see [ST, App. 3.2] ). In either case they are nonnegative, and then, by assumption, the corresponding weighted chain (2) Proof. First consider the case when the chain is a singleton, say {j}. If r(A j ) = R, then the order of this pole is 1, and the corresponding residue (projection) P has the form P = β ⊗ u for some quasi-interior point u in X j+ and for some β in the dual space X j , by [ST, App. 3.2] . The range of the adjoint projection P is the annihilator of ker(P ), i.e. the annihilator of ker(β). Hence β is in ker(A j − R). Applying [ST, App. 3 .2] again, the functional β is strictly positive. Hence P is strictly positive. Therefore in the standard notation for a weighted chain C (−1) j is strictly positive and maps X j+ \ {0} into the set Q of all quasi-interior points in X j+ .
On the other hand, if r(A j ) < R, then the resolvent operator (R − A j ) −1 is nonnegative and invertible, hence nonzero. Further, if A j is irreducible (which certainly holds for j = 1, . . . , m − 1), we can prove and shall need more. By the definition of irreducibility (cf. [ST, App. 3] ), the operator
Q. Therefore in the standard notation for a weighted chain C (0) j is nonnegative, invertible, and if 1 ≤ j ≤ m − 1, then it maps X j+ \ {0} into Q. Now consider the case of a weighted chain for which k 1 > k s , and the lowest possible weight w = q 1 + · · · + q s is achieved, so that q j = −1 if r(A kj ) = R, and q j = 0 otherwise (j = 1, . . . , s). From the above considerations it is clear that the product is a nonnegative operator. We still have to show that it is nonzero.
Observe first that for any nonnegative, nonzero operator T between two Banach lattices and for any quasi-interior nonnegative element y from the domain, the nonnegative element T y is necessarily nonzero. Indeed, T y = 0 would imply for the corresponding principal ideal E y (cf. [SBL, p. 57] ) that
Since y is a quasi-interior point, E y is dense in the domain space. This would imply T = 0, a contradiction. Now let x be any nonnegative nonzero element in the corresponding domain space and consider
Note that the (resolvent of the) operator A m can appear here only at the first place, k 1 . By the above considerations, the other operators denoted by the letter C map any nonnegative nonzero element into a quasi-interior nonnegative element in the corresponding space, and the operators denoted by the letter A map a quasiinterior element into a nonnegative nonzero element. Since the first operator either (k 1 = m) has the above mentioned property or (in the case k 1 = m) is certainly invertible, the above product does not vanish. The proof is complete.
Remark. Observe that the proof of Theorem 2 in the matrix case (for the purposes of Corollary 2) simplifies considerably: then the matrices C are, with the possible exception of (R − A m ) −1 , all (entrywise, i.e. strictly) positive, the matrices A are all nonnegative and nonzero, and the statement of Theorem 2 follows immediately.
Using the Frobenius normal form of a matrix, we obtain in our terminology (which slightly differs from that of Rothblum [R] ) Corollary 2 (The Rothblum Index Theorem, [R, Theorem 3 
.1(2)]). Let A be a square nonnegative matrix in a Frobenius normal form having spectral radius R.

Then the order of the pole R for A (i.e. the index of R − A) is the maximum of the cardinalities of the basic classes in any (weighted) chain.
Proof. We claim that an arbitrary weighted chain with the lowest possible weight is (clearly nonnegative and) nonzero. We shall use the notation of (1), and consider first the case when R > 0. If all classes (i.e. the submatrices A j ) are irreducible, then Theorem 2 applies immediately. If there are matrices A k equal to the 1×1 zero matrix, and a weighted chain (2) with the lowest possible weight w contains several C's corresponding to them, then they must have the form 1/R (1 × 1 matrices), and multiplication from the left and right by the corresponding nonzero A's will yield again nonzero (dyadic) products. Having established this, the proof of Theorem 2 applies again. Finally, if R = 0, then every A j is a 1 × 1 zero matrix. Hence every residuum (projection) P j is the 1 × 1 unit matrix 1, and every weighted chain has the form 1a k1k2 1 · · · 1a ks−1ks 1, where all the a's are positive numbers. The meaning of the lowest possible weight then yields the statement of the Corollary.
Examples
The treatment of the following example from [HRS] will show how effectively Theorem 1 can be applied in the relatively simple case of matrices of small sizes, when the pole is not necessarily the spectral radius. Indeed, any weighted chain of length s with weight w := q 1 + · · · + q s has, due to commutativity, the following form:
where the operators C are the corresponding coefficients in the Laurent expansion of the resolvent of B around z 0 . From the general relations among these coefficients (see, e.g., [T, 5 .8]) we know that the above product of the C's is zero if there are both nonnegative and negative superscripts, and yields C with a positive superscript (times perhaps −1) if and only if every superscript is nonnegative. Further, if q and r are both negative superscripts, then
Hence, in this last case, the above weighted chain can be written as 
For simplicity's sake we shall assume that all the complex numbers a jk are isolated points in the set {a jk ; k = 1, 2, . . . } (their "multiplicity" may be infinite). Then a jk is a pole of order 1 for the resolvent of A j with corresponding leading coefficient
where we find 1 exactly at the positions where we find the given a jk in the diagonal of A j . Finally, we assume that in the subdiagonal there is the identity I at each position, whereas all the other entries are 0:
Then it is clear that every a jk (j = 1, . . . , m; k = 1, 2, . . . ) is a pole of order at least 1 of A. We claim that for a given z 0 := a j0k0 the exact order of the pole z 0 for the resolvent of A is
where card [·] denotes the cardinality of the set ·. At first note that for each j ∈ {1, . . . , m} the resolvent operator (z − A j ) −1 exists in a punctured neighborhood of z 0 , and is a diagonal matrix:
By [T, 5.8] , we obtain for the 0th coefficient of the corresponding Laurent expansion around z 0 :
where the integration path is a sufficiently small contour around the point z 0 . It is clear that each C (0) j is a diagonal matrix. Pick now a maximizing value of k for M , say k 1 , and denote all the values of j ∈ {1, . . . , m} satisfying a jk1 = z 0 (in decreasing order) by j 1 > j 2 > · · · > j M . We shall show that the only conceivably nonzero weighted chain in the (j 1 , j M , −M )-weighted sum is in fact nonzero. It has the form
where the superscripts ( * ) are equal to −1 exactly at the subscripts j h and are equal to 0 otherwise. For each subscript j not equal to any j h , the k 1 th diagonal element of the resolvent (z − A j ) −1 is (z − a jk1 ) −1 , where a jk1 = z 0 . Hence the k 1 th diagonal element of the coefficient operator
where the integral is taken along a small contour around the point z 0 . Hence the k 1 th diagonal element of the operator (3) is calculated according to [T, 5.8] , and is equal to the contour integral around the point 1
Hence the order of the pole 1 is equal to 1.
Example 5. In the notation from the beginning of Section 2, let
and assume that all the operator entries are compact operators between their respective spaces. Then A is also compact, and for the spectra s(·) we have (cf. [N] or [H] ):
Hence any nonzero complex number is a pole of the resolvent of A if and only if it is a pole of either A 1 or A 2 . Assuming that z 0 is a pole for both A 1 and A 2 of orders p 1 > 0 and p 2 > 0, respectively, set 
