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We apply a variant of a discretised Itô formula to develop sharp conditions for the
global a.s. asymptotic stability of the equilibrium solution of a particular linear stochastic
difference equation. The difference equation relies on a parameter h which can be
interpreted as the stepsize of an Euler–Maruyama discretisation of a 1-dimensional linear
stochastic differential equation which has constant drift and diffusion.
A natural consequence of using the discretised Itô formula is that hmust be sufficiently
small in order for the stability/instability conditions to be valid. However, the version of
the formula developed here enables us to impose a bound on h which can be expressed
explicitly in terms of the equation parameters and which is therefore computable.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the linear stochastic difference equation given by
Xn+1 = Xn + λhXn + µ
√
hXnξn+1, n ∈ N, (1)
whereλ,µ ∈ R, h > 0 and {ξn}n∈N is a sequence ofmutually independentN (0, 1) randomvariables defined on the complete
filtered probability space (Ω,F , {Fn}n∈N, P). The sequence of standard Normal random variables, {ξn}n∈N, is adapted to the
filtration {Fn}n∈N and therefore {Xn}n∈N is also adapted to the filtration for any X0. The initial value X0 is an F0-measurable
R-valued random variable with finite second moment. Also Eq. (1) has an equilibrium solution at Xn = 0. Consider the
1-dimensional linear stochastic differential equation,
dX(t) = λX(t)dt + µX(t)dB(t), t ≥ 0, (2)
where λ,µ ∈ R and B(t) is a 1-dimensional Brownian motion defined on the complete filtered probability space
(Ω,F , {Ft}t≥0, P). The 1-dimensional Brownian motion, B(t), is adapted to the filtration {Ft}t≥0. The initial value X(0)
is anF (0)-measurableR-valued random variable with finite secondmoment. Unique strong global solutions exist since (2)
is a linear autonomous stochastic differential equation; see Mao [1] for details. Also note that (2) has equilibrium solution
X(t) ≡ 0 whenever X(0) = 0. We can view (1) as an Euler–Maruyama discretisation of (2); see Kloeden and Platen [2] for
an introduction to stochastic numerical methods. Note that the Euler–Maruyama method is a special case (θ = 0) of the
θ-Maruyama method which is also called the stochastic θ method.
The discrete Itô formula developed by [3] allows us to say, for h sufficiently small, when the equilibrium solution of (1)
is globally a.s. asymptotically stable or unstable. This was demonstrated by [4]. The purpose of this article is to develop a
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variant of that result, which allows the computation of an explicit bound on h, and to demonstrate its use. Whenever we
mention a.s. asymptotic stability throughout the paper we mean stability in a global sense.
Discrete-time analogues of the Itô formula have been developed by many other authors, for example Fujita [5] and
Shiryaev [6]. These discrete analogues try to mimic the Itô formula by writing a transformation of a discrete sequence as
the sum of a constant, a deterministic integral and a stochastic integral. The constant, deterministic integral and stochastic
integral themselves contain a transformation of the discrete sequence. Fujita [5] showed that for a Z-valued symmetric
random walk {Zn}n=0,1,2,... and any function f : Z → R, the transformation f (Zn+1) can be expressed as a combination of
various sums and differences of f (Zn) and f (Zn+K)where K = −1, 1. Shiryaev [6] showed that for any sequence of random
variables {Xn}0≤n≤N defined on a probability space and an absolutely continuous function F , the transformation F(Xn) can
be expressed as the sum of a constant, a discrete integral, a quadratic covariation term and some remainder terms. We are
particularly interested in the version provided by Appleby et al. [3] and will make certain modifications to their formula.
Appleby et al. [3] considered a one-step stochastic difference equation and showed that the conditional expectation of a
function, ϕ, of the coefficient expression with respect to a filtration can be expressed as the sum of a constant, the first and
second derivatives of ϕ and error terms that tend to zero as h tends to zero.
Higham [7], Berkolaiko and Rodkina [8] and Higham et al. [9] used Kolmogorov’s strong law of large numbers to
investigate the a.s. asymptotic stability of the equilibria of stochastic difference equations that are similar to (1). In [7], the
author investigates mean-square and a.s. asymptotic stability of the equilibrium of a difference equation formed when the
θ-Maruyama method (referred to as the stochastic theta method) is applied to an equation similar to (2) but with complex
drift and diffusion parameters. Higham states that it is difficult to determine neat characterisations of the stability regions
and so relies on amixture of analysis and numerics. Berkolaiko and Rodkina [8] considered a homogeneous equation similar
to (1) with λ = 0 and µ = h = 1. They were able to obtain necessary and sufficient conditions for a.s. asymptotic stability
and instability of the equilibrium solution. Higham et al. [9] showed that for h sufficiently small, a.s. exponential stability
of the equilibrium of (2) implies a.s. exponential stability of the equilibrium of (1). The authors generalise the results to
systems of nonlinear stochastic differential equations.
Appleby et al. [3] and Berkolaiko et al. [4] used a combination of Kolmogorov’s strong law of large numbers and a discrete
Itô formula to obtain a.s. asymptotic stability and instability conditions. Appleby et al. [3] considered a stochastic difference
equation that is similar to (1) but which has nonlinear bounded functions f and g as the drift and diffusion coefficients
respectively. Berkolaiko et al. [4] considered an a.s. stability analysis of the θ-Maruyamamethod applied to a 2-dimensional
system of stochastic differential equations which is a general case of (1). They investigated the stabilising and destabilising
role of two independent noise terms andwere able to derive sharp conditions of stability and instabilitywhen h is sufficiently
small. In this paper we restrict our attention to (1) in order to demonstrate how the modified discrete Itô formula may be
used to identify an analytic bound on hwhich ensures the preservation of a.s. stability/instability of the equilibrium.
In Section 2 we introduce an assumption and some necessary results that will be helpful in establishing our main
results. In Section 3 we transform (1) and use Kolmogorov’s strong law of large numbers to give the stability and instability
conditions in terms of an expectation. In Section 4 we state and prove our version of the discrete Itô formula which will
include a bound on h and explicit expressions for the error terms. In Section 5 we apply the modified discrete Itô formula
to (1) and determine h sufficiently small which guarantees a.s. asymptotic stability and instability. The bound on h > 0
is explicit and allows us to establish necessary and sufficient conditions in terms of λ and µ which correspond to the
equilibrium solution of (1) being a.s. asymptotically stable. In Section 6 we do numerical simulations that allows us to make
comparisons between the expected value of the logarithm of the coefficient expression of (1) (after it is written as a one-
step equation) and h > 0 for certain values of the equation parameters. We then compare the simulation results to those
predicted by the modified discrete Itô formula.
2. Preliminaries
For the sake of completeness in the lemma below we formulate the properties of a sequence of independent standard
Normal random variables.
Lemma 2.1. Let {ξn}n∈N be a sequence of independent standard Normal random variables, then
(i) E(ξ 2kn ) = (2k− 1)!!, E(ξ 2k−1n ) = 0 for all k ∈ N;
(ii) E|ξn|3 = 4√2π < 2;
(iii) If p(y) = 1√
2π
e−y2/2, then
(a) p(y)|y|4 → 0 as |y| → ∞;
(b) p(y)|y|4 < 1 when |y| >

48√
2π
1/2
.
Proof. Items (i) and (ii) are standard results that follow from ξn being standard Normal random variables. The function p(y)
is the density function of each ξn and so it decays exponentially which accounts for item (iii)(a). Now we show item (iii)(b).
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Using the McLaurin series expansion of f (x) = ex we have
e−y
2/2 =

1+ y
2
2
+ y
4
8
+ y
6
48
+ · · ·
−1
<

y6
48
−1
= 48y−6.
p(y)|y|4 = 1√
2π
e−y
2/2|y|4 < 1√
2π
48y−6|y|4 = 48√
2π
|y|−2.
Let
|y| >

48√
2π
1/2
therefore
48√
2π
|y|−2 < 1.
Hence
p(y)|y|4 < 48√
2π
|y|−2 < 1. 
Here we state Kolmogorov’s strong law of large numbers which can be found in [6].
Theorem 2.2. Let {εn}n∈N be a sequence of independent random variables with Var(εn) = θ2n <∞. Let Sk = ε1+ · · · + εk and
define the positive sequence {bn}n∈N such that limn→∞ bn = ∞ and
∞
n=1
θ2n
b2n
<∞.
Then
lim
n→∞
Sn − E(Sn)
bn
= 0 a.s.
3. Transformation and stability conditions for the linear stochastic difference equation
Let {Xn}n∈N be a solution of (1)with ξn satisfying Lemma2.1. Define the sequence of randomvariables {Zn}n∈N by Zn = |Xn|
for all n ∈ N. Then {Zn}n∈N satisfies
Zn+1 = Zn
1+ λh+ µ√hξn+1, n ∈ N. (3)
Define
b = E ln
1+ λh+ µ√hξn+1 (4)
and
εn = ln
1+ λh+ µ√hξn+1. (5)
Remark 3.1. The parameter b does not depend on n since ξn are identically distributed. Note also that in Lemma 3.2
below we will apply Kolmogorov’s strong law of large numbers to the sequence {εn}, and therefore it is necessary that
|E[εn]| < ∞ and Var[εn] < ∞. To see this, consider E

(ln |1+ κ|)2, where κ ∼ N (0, 1) (for simplicity, we have
replaced λh+µ√hξn+1 ∼ N (λh, µ2h)with a standard Normal random variable). The integrand of the integral form of this
expectation (given by (ln |1+x|)2e−x2/2/√2π ) has a singularity at x = −1, and the domain of integrationmay be partitioned
(omitting the singularity) into subintervals given by J1 = (−∞,−2], J2 = (−2,−1), J3 = (−1, 0] and J4 = (0,∞). The
function (ln |1+ x|)2 may be bounded above by |x| on J1 and J4, and the integral can therefore be seen to be finite on these
subintervals. On J2 and J3 note that e−x
2/2 ≤ 1 and (ln |1+ x|)2 is integrable and again the integral may be seen to be finite
over these intervals. Jensen’s inequality then gives us |E[εn]| < ∞, and finally Var[εn] < ∞ follows from the fact that
Var[X] = E[X2] − (E[X])2.
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The lemma below is analogous to a theorem in [8, Theorem 2]. Using the approach of Berkolaiko and Rodkina [8] we
develop conditions in terms of the parameter bwhich will determine when Zn → 0 or Zn →∞ a.s.
Lemma 3.2. Let Lemma 2.1 hold. Let {Zn}n∈N be a solution of (3) with Z0 > 0 and b ≠ 0. Then
(i) limn→∞ Zn = 0 a.s. if and only if b < 0.
(ii) limn→∞ Zn = ∞ a.s. if and only if b > 0.
Proof. Both Zn and
1+ λh+ µ√hξn+1 are a.s. non-negative for all n ∈ N. Hence we can write
Zn+1 = Z0
n
i=0
1+ λh+ µ√hξi+1 = Z0eSn , (6)
where
Sn =
n
i=0
ln
1+ λh+ µ√hξi+1.
By (4) we have E(Sn) = ni=0 E ln 1 + λh + µ√hξi+1 = nb. Let bn = n for all n ∈ N. By Remark 3.1 Var(εn) = θ2n < ∞.
The series
∞
n=1 1/n2 is summable and we know that θ2n is finite and independent of n, so
∞
n=1
θ2n
b2n
=
∞
n=1
θ2n
n2
<∞.
Also
lim
n→∞
Sn − E(Sn)
n
= lim
n→∞
n
i=0
ln
1+ λh+ µ√hξi+1− nb
n
= b− b = 0. (7)
Hence
Sn − E(Sn)
n
= Sn
n
− E(Sn)
n
= Sn
n
− b → 0.
That is Sn → nb. Hence all the conditions of Kolmogorov’s strong law of large numbers are satisfied. The rest of the proof is
similar in structure to the one presented in [8, Theorem 2] and [4, Theorem 3.1]. 
4. Modified discrete Itô formula
A discrete Itô formula was originally proved by Appleby et al. in [3]. However no explicit bound on the parameter hwas
given there. Our variant of the discrete Itô formula is less general but at the same time it contains explicit bounds on the
parameter h and explicit expressions for the error terms.We introduce the function ϕ˜(x)which is necessary for our purpose
since ϕ(x) = ln x is undefined at x = 0 and also has unbounded third derivative.
4.1. Proof of modified discrete Itô formula
Assumption 4.1. Consider the function ϕ : R→ R such that there exists δ > 0 and ϕ˜ : R→ R such that
(i) ϕ˜ ≡ ϕ on Uδ = [1− δ, 1+ δ],
(ii) ϕ˜ ∈ C3(R) and |ϕ˜′′′(x)| ≤ M for someM and all x ∈ R,
(iii)

R |ϕ − ϕ˜| dx = K <∞.
Theorem 4.2 (Modified Discrete Itô Formula). Let λ,µ ∈ R and let {ξn}n∈N be a sequence of independent standard Normal
random variables. Also let Assumption 4.1 hold. Then for each δ ∈ (0, 1) and
h < min

δ
2|λ| ,
√
2πδ2
192|µ|2

, (8)
we have
E[ϕ

1+ λh+ µ√hξn+1

|Fn] = ϕ(1)+ ϕ′(1)λh+ 12ϕ
′′(1)µ2h+ λhO1(h)+ µ2hO2(h),
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where
O1(h) = 12 ϕ˜
′′(1)λh+ 1
6
Mλ2h2 (9)
and
O2(h) = 12Mλh+
1
3
Mµh1/2 + K

2
δ
4
|µ|h1/2. (10)
Note that O1(h)→ 0 and O2(h)→ 0 as h → 0.
Proof. Whenever ϕ does not satisfy the properties mentioned above we use the function ϕ˜ to do the transformation in the
discrete Itô formula. Here we use Assumption 4.1 to show that the expected value of the absolute difference between ϕ
and ϕ˜ is bounded and tends to zero as h → 0. That is the difference between the two functions is negligible. Using Taylor
expansion of ϕ˜(1+ x)with θ lying between 0 and xwe get
ϕ˜(1+ x) = ϕ˜(1)+ ϕ˜′(1)x+ 1
2
ϕ˜′′(1)x2 + 1
6
ϕ˜′′′(θ)x3.
Then for x = λh+ µ√hξn+1 we have
E[ϕ˜(1+ x)] = ϕ˜(1)+ ϕ˜′(1)λh+ 1
2
ϕ˜′′(1)λ2h2 + 1
2
ϕ˜′′(1)µ2h+ 1
6
E[ϕ˜′′′(θ)x3].
Set
O
(1)
1 (h) =
1
2
ϕ˜′′(1)λh.
Using items (i) and (ii) of Lemma 2.1 we determine an estimate of 16
E[ϕ˜′′′(θ)x3],
1
6
E[ϕ˜′′′(θ)x3] ≤ 1
6
ME|x3| < 1
6
M(λ3h3 + 3λµ2h2 + 2µ3h3/2)
= 1
6
Mλ2h2 · λh+

1
2
Mλh+ 1
3
Mµh1/2

µ2h.
Set
O
(2)
1 (h) =
1
6
Mλ2h2, O(1)2 (h) =
1
2
Mλh+ 1
3
Mµh1/2, O1(h) = O(1)1 (h)+ O(2)1 (h).
Now we determine an estimate of E|ϕ(r)− ϕ˜(r)|. Letting r = c1 + c2ξ,we have
E|ϕ(r)− ϕ˜(r)| =

R
|ϕ(c1 + c2ξ)− ϕ˜(c1 + c2ξ)|p(ξ) dξ =

R/Uδ
|ϕ(r)− ϕ˜(r)|p

r − c1
c2

dr
|c2|
≤ sup
r∉Uδ

p

r − c1
c2

1
|c2|

R
|ϕ(r)− ϕ˜(r)| dr.
Using part (iii) of Assumption 4.1 we have
E|ϕ(r)− ϕ˜(r)| ≤ |c2|2K sup
r∉Uδ

p

r − c1
c2

1
|c2|3

.
Let c1 = 1+ λh and c2 = µ
√
h ⇒ c22 = µ2h, then
p

r − c1
c2

= p

r − 1− λh
µ
√
h

= p(ξ) = p(y)
and
y3
(r − 1− λh)3 =

(r − 1− λh)/µ√h
3
(r − 1− λh)3 =
1
µ
√
h
3 = 1|c2|3 .
Therefore
E|ϕ(r)− ϕ˜(r)| ≤ µ2hK sup
r∉Uδ

p(y)y3
(r − 1− λh)3

, (11)
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where
y = r − 1− λh
µ
√
h
.
Here we estimate the ratio between p(y)y3 and r − 1 − λh in (11). From the bound on h in (8) we have h < δ/2|λ| which
implies that |hλ| < δ/2. Also, whenever r ∉ Uδ , we have |r − 1| > δ, so
|r − 1− λh| ≥ |r − 1| − |λh| > δ − δ
2
= δ
2
.
Hence we have
1
|r − 1− λh|3 <
23
δ3
. (12)
Also
|y| = |r − 1− λh||µ|√h >
δ
2|µ|h
−1/2. (13)
By rearranging the terms in the second bound on h in (8), h <
√
2πδ2/192|µ|2, we have
δ
2|µ|h
−1/2 >

48√
2π
1/2
.
Hence
|y| > δ
2|µ|h
−1/2 >

48√
2π
1/2
,
which together with Lemma 2.1 implies that
p(y)|y|3 < |y|−1. (14)
Now, using conditions (12)–(14), we obtain
sup
r∉Uδ

p(y)|y|3
(r − 1− λh)3

≤ 2
3
δ3
· |y|−1 <

2
δ
3 2|µ|
δ

h1/2.
We set
O
(2)
2 (h) = K

2
δ
4
|µ|h1/2.
Hence
|E|ϕ(r)− ϕ˜(r)|| ≤ µ2hO(2)2 (h)
and, by setting O2(h) = O(1)2 (h)+ O(2)2 (h), we conclude the proof. 
4.2. Construction of ϕ˜
We construct the function ϕ˜(x) such that it satisfies Assumption 4.1.
Lemma 4.3. Suppose δ ∈ (0, 1) and ϕ(x) = ln |x| for x ≠ 0. Then the function ϕ˜(x) defined as
ϕ˜(x) =

1
12(1− δ)4 x
4 − 1
(1− δ)2 x
2 + ln(1− δ)+ 11
12
, x ∈ [δ − 1, 1− δ];
ln |x|, x ∈ (−∞, δ − 1) ∪ (1− δ,∞);
(15)
satisfies Assumption 4.1.
Proof. To construct ϕ˜ we equate the functions ϕ and ϕ˜ and their derivatives up to the third order at the point 1 − δ. We
also require the third derivative of ϕ˜ to be bounded everywhere on R. For ϕ(x) = ln x, x > 0, we choose
ϕ˜(x) = ax4 + bx2 + c, 0 ≤ x < 1− δ, (16)
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therefore
ϕ˜′(x) = 4ax3 + 2bx, ϕ˜′′(x) = 12ax2 + 2b, ϕ˜′′′(x) = 24ax.
Equating the third derivatives we have
24a(1− δ) = 2(1− δ)−3,
so
a = 1
12(1− δ)4 .
Equating the second derivatives we have
12a(1− δ)2 + 2b = −(1− δ)−2,
so
b = − 1
(1− δ)2 .
Equating the functions we have,
1
12(1− δ)4 (1− δ)
4 − 1
(1− δ)2 (1− δ)
2 + c = ln(1− δ),
so
c = ln(1− δ)+ 11
12
.
Hence for x ∈ R and δ ∈ (0, 1), all the unknowns in (16) have been determined and we are able to define ϕ˜ on R by (15).
From the definition of ϕ˜ it is clear that part (i) of Assumption 4.1 is fulfilled. Also, since the third derivative of ϕ˜ on [0, 1− δ]
is ϕ˜′′′(x) = 2x
(1−δ)4 , it takes the maximum value at 1− δ, which is equal to 2(1−δ)3 . Thus we can put
M = 2
(1− δ)3 ,
so part (ii) of Assumption 4.1 also holds. To prove part (iii) of Assumption 4.1 we calculate
R
|ϕ − ϕ˜| dx = 2
 1−δ
0

ln x− 1
12(1− δ)4 x
4 + 1
(1− δ)2 x
2 − ln(1− δ)− 11
12

dx
+ 2
 ∞
1−δ
(ln x− ln x) dx = 16
5
(1− δ) <∞. 
Remark 4.4. Let ϕ˜(x) be defined by (15). Also letM and K satisfy Assumption 4.1. Then for each δ ∈ (0, 1)we have
M = 2
(1− δ)3 , ϕ˜
′′′(1) = 2, K = 16
5
(1− δ). (17)
Note that (15) is not the only possible form of ϕ˜. Berkolaiko et al. [4] constructed a different ϕ˜ for their purpose, however
expressions forM and K were not given there. The values obtained forM, ϕ˜′′′ and K depend on the specific form of ϕ˜.
5. Calculation of b and main result
For λ,µ ∈ R and each δ ∈ (0, 1)we let
q(λ, µ, δ) =
− λ22 + λ3 + 3µ2λ+ 2µ33(1− δ)3 + 165

2
δ
4
(1− δ)µ3
 (18)
and
O3(h) = λO1(h)+ µ2O2(h), (19)
with O1(h) and O2(h) defined by (9) and (10) respectively. Note that actually O1(h),O2(h) and O3(h) are functions of the
parameters λ,µ, δ and h but for simplicity we only use h. Also O3(h)→ 0 as h → 0.
Remark 5.1. For the remainder of the paper we assume that λ,µ and δ take values such that q(λ, µ, δ) > 0.
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Lemma 5.2. Let {ξn}n∈N be a sequence of mutually independent standard Normal random variables. Let λ,µ ∈ R and let O3(h)
be defined as in (19). Let h > 0 satisfy inequality (8). Then
E ln
1+ λh+ µ√hξn+1 = λh− 12µ2h+ hO3(h) (20)
and
O3(h) ≤
√
hq(λ, µ, δ). (21)
Proof. Let ϕ and ϕ˜ be defined as in Lemma 4.3. Also letM, ϕ˜′′′ and K be the terms in (17) that are associated with ϕ and ϕ˜.
Then by direct application of Theorem 4.2 we get (20). For proving (21) we determine an upper bound for O3(h). Making
the appropriate substitutions in (19) we can write O3(h) as
O3(h) = λ2h

−1
2
+ Mλh
6

+ µ2

Mλh
2
+ Mh
1/2µ
3
+ K

2
δ
4
|µ|h1/2

.
Supposing h < 1, we replaceM and K using (17). Then
|O3(h)| ≤
√
h
− λ22 + λ33(1− δ)3 + µ2λ(1− δ)3 + 2µ33(1− δ)3 + µ3 165 (1− δ)

2
δ
4  = √hq(λ, µ, δ).  (22)
Here we state and prove the main result of this section by using Lemmas 3.2 and 5.2, and the inequality (22).
Theorem 5.3. Suppose {Xn}n∈N is a solution of (1) with X0 ≠ 0 and q(λ, µ, δ) is defined as in (18). Let
h < sup
δ∈(0,1)

1
2µ
2 − λ
q(λ, µ, δ)
2
. (23)
Then
(i) limn→∞ Xn = 0 a.s. if and only if 2λ− µ2 < 0;
(ii) limn→∞ |Xn| = ∞ a.s. if and only if 2λ− µ2 > 0.
Proof. By Lemmas 3.2 and 5.2 we have limn→∞ Xn = 0 a.s. when
h

λ− 1
2
µ2

+ O3(h)

< 0 (24)
and limn→∞ |Xn| = ∞ a.s. when
h

λ− 1
2
µ2

+ O3(h)

> 0. (25)
To obtain the necessary and sufficient conditions in terms of λ and µwe see that (24) and (25) are influenced by the size of
O3(h). If we use the bound on O3(h) given in (22) then we can make the effect of O3(h) as small as possible by choosing h
sufficiently small. In part (i) we require 2λ− µ2 < 0. So using (24) and estimating O3(h)with (22) we have
λ− 1
2
µ2 +√hq(λ, µ, δ) < 0 (26)
and rearranging (26) we have
h < sup
δ∈(0,1)

1
2µ
2 − λ
q(λ, µ, δ)
2
.
In part (ii) we require 2λ− µ2 > 0. So using (25) and estimating O3(h)with (22) we have
λ− 1
2
µ2 +√hq(λ, µ, δ) > λ− 1
2
µ2 −√hq(λ, µ, δ) > 0.
That is
λ− 1
2
µ2 −√hq(λ, µ, δ) > 0, (27)
and rearranging (27) we again obtain (23). 
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Table 1
For certain values of λ,µ and δ a comparison is made between the bound predicted by
Theorem 5.3 and the bound computed in the numerical simulation.
Parameter values 2λ− µ2 Predicted bound Computed bound Figure
λ µ δ h0 h∗0 1
1 2 1/2 <0 8.84× 10−8 0.27 (a)
2 1 1/2 >0 1.11× 10−5 – (b)
−1 2 1/2 <0 8.34× 10−7 0.87 (c)
a b c
Fig. 1. Each graph shows a plot of an estimate of E ln
1+ λh+ µ√hξn+1 against values of h ∈ [0, 1]. The values of λ and µ used in each graph are
(a): λ = 1, µ = 2, (b): λ = 2, µ = 1, (c): λ = −1, µ = 2.
Remark 5.4. It is possible to obtain a bound on h that depends solely on the equation parameters λ and µ. For example set
δ = 1/2 then
h <

1
2µ
2 − λ
− 12λ2 + 83 (λ3 + 3µ2λ)+ 622415 µ3
2
.
This bound on h will depend on the choice of ϕ˜. In the statement of Theorem 5.3, h is given in relation to q(λ, µ, δ) which
by (22) provides a bound for O3(h). Now O3(h) can be expressed in terms ofM and K which by Remark 4.4 depends on the
specific form of ϕ˜.
6. Simulations
In Theorem 5.3 we developed an explicit bound on h in terms of λ,µ and δ which allows us to establish necessary and
sufficient conditions for which the equilibrium solution of (1) is a.s. asymptotically stable or unstable. In this section wewill
do numerical simulations in order to answer questions about the bound’s restrictiveness.
Each graph in Fig. 1 represents a plot of an estimate of b = E ln
1+ λh+ µ√hξn+1 against values of h ∈ [0, 1]. To
emphasise the dependence of b on h in these simulations we replace bwith bh. For n = 1,000,000,m = 1000 and a uniform
mesh of [0, 1]with stepsize h = 1/mwe estimate the value of b by using
bh ≈ 1n
n
i=1
ln
1+ λh+ µ√hξi , h = 0, 1/m, 2/m, . . . , 1. (28)
In (28) we let {ξi}i=1,2,...,n be a sequence of randomly generated standard Normal numbers while a uniform mesh of m
points is created from [0, 1]. For a particular h in the uniform mesh and all the values of {ξi}i=1,2,...,n we produce a value bh
by using the approximation in (28). The process is repeated m times to produce the sequence of values {bhj}j=1,2,...,m, each
of will be plotted against the corresponding h from the uniform mesh.
The parameter values λ = 1 and µ = 2 used in Fig. 1(a) correspond to (1) having an a.s. asymptotically stable
equilibrium solution, for h sufficiently small, by the statement of Theorem5.3. In Table 1wepresent the bound on hpredicted
by Theorem 5.3 and the bound on h observed through the Monte-Carlo simulation that we used to estimate b. Likewise
the parameter values used in Fig. 1(b) and (c) correspond to (1) having a.s. asymptotically stable or unstable equilibrium
solutions, respectively. The results in Table 1 can be analysed in a similar manner for the latter two cases. In Fig. 1(a) we note
that bh < 0 for h ∈ (0, 0.27) and bh > 0 for h ∈ (0.27, 1]. Hence by the statement of Lemma 3.2, Zn → 0 a.s. or Zn → ∞
a.s. depending on the value of h ∈ [0, 1]. The other two figures can be interpreted in a similar manner.
The results in Fig. 1 and Table 1 are consistent with the statement of Theorem 5.3 and indicate that the bound on h
given in Theorem 5.3 is extremely restrictive. This is due mainly to the series of approximations that had to be made firstly
P. Palmer / Computers and Mathematics with Applications 64 (2012) 2302–2311 2311
in the proof of the modified discrete Itô formula and secondly in its application. Notice that this method of investigating
the a.s. asymptotic stability properties of the stochastic theta method has precedent in the literature: Fig. 1(a) is similar to
Fig. 5.1 in [7] as part of a study that combined a theoretical and numerical approach to develop a.s. asymptotic stability
regions for the stochastic theta method applied to (2) in the (hλ, hµ2)-plane. In that paper, numerical quadrature was used
to approximate the relevant expectation, rather than Monte-Carlo simulation.
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