We consider a variant of the stochastic secretary problem where applicants need to be hired over time. Upon arrival of each applicant their cost per time step is revealed, and we have to fix the duration of employment, starting immediately. This decision is irrevocable, i.e., we can neither extend a contract nor dismiss a candidate once hired. In every time step, at least one candidate needs to be under contract, and our goal is to minimize the total hiring cost, which is the sum of the applicants' costs multiplied with their respective employment durations.
Introduction
In the secretary problem we face a random sequence of n applicants with different cost values, and we are interested in hiring the applicant with the smallest cost. The difficulty is that the applicants and their respective costs are observed one after another and that we need to decide immediately whether to hire an applicant, or not. The policy that maximizes the probability of hiring the least expensive applicant observes the cost values of the first n /e alternatives and then takes the first alternative that outperforms the best among arXiv:1604.08125v1 [cs.DS] 27 Apr 2016 these [10, 18] . Since this classical result, several variants of the problem have been analyzed in the literature, including problems with non-discrete arrival [6] , and cost values drawn from particular distributions [5, 19] . Freeman provides a comprehensive review of classical results [13] . More recently, the focus has shifted towards hiring multiple applicants [16] , possibly subject to combinatorial restrictions, such as knapsack [3] , matroid [4, 8, 11] , matching [15] , packing [14] , or facility location constraints [20] . See also [2, 17, 14] for related results in the context of prophet inequalities. The scientific interest in secretary problems stems from the fact that they provide a simple model to study resource allocation in online environments. The classical secretary problem, for instance, models situations where a single item is to be sold, and offers for the item arrive online. Minimization versions correspond to situations where a single good is to be procured. In both settings, secretary problems capture the difficulty of identifying a good offer without information about the future.
The literature on secretary problems has focused on settings that are inherently static in the sense that a single solution is chosen (possibly involving multiple applicants). This approach is reasonable in the context of long-term allocation of (almost) permanent resources such as houses or staff, where the application period is negligible compared to the duration of the contract. On the other hand, it fails to capture applications with short-term contracts that are offered over time, such as the allocation of advertising slots and crowdsourcing funds, or the resource allocation in electrical or financial spot markets. In these scenarios the (ongoing) application period overlaps with the duration of contracts, and active contracts need to be maintained over time while receiving new offers. We consider a natural model where at least one contract needs to be active at each point in time, while there is no additional benefit of having more than one active contract. 1 This covering constraint renders it beneficial to accept good offers even when other contracts are still active, and a key challenge is to manage the tradeoff between accepting good offers while avoiding contract overlaps. Decision making gains additional complexity when contract durations may be chosen upon accepting an offer. We are interested in the problem of determining optimal contracts given that future offers are unknown.
We propose and study a variant of the secretary problem that captures the above temporal characteristics. We restrict ourselves to cost minimization problems and assume that in each out of n time steps we observe the cost of the i-th applicant x i , where the values x i are drawn i.i.d. from a common distribution F. In each time step i, we have to decide on a number of time steps t i for which to hire the i-th applicant. This duration is fixed irrevocably at time i and extension or shortening of this duration is impossible later on. Hiring applicant i with realized cost x i results in costs of x i t i . We are interested in minimizing the expected total hiring costs E Xi∼F n i=1 t i X i , subject to the constraint that at least one applicant is under employment at all times.
Results and Outline
We first present a competitive algorithm for the secretary problem over time with arbitrary but known distributions. For ease of exposition, we present this algorithm in incremental fashion starting with a simplified version for uniform distributions in Section 3. Our algorithm maintains different threshold values over time and hires applicants when their realized cost is below the threshold. By relating the execution of the algorithm with a Markov chain and by analyzing its hitting time, we bound the competitive ratio of the algorithm. In Section 3.1, we refine the algorithm and its analysis to show that it is 2.98-competitive in the uniform case, and provide a computational lower bound of 2.14 on the best possible competitive ratio. Subsequently, we generalize the algorithm to arbitrary distributions. Here, the main technical difficulty is to obtain a good estimation of the offline optimum. By estimating the offline optimum in terms of exponentially decreasing quantiles of the distribution, we are able to derive a competitive ratio of 14.12.
In Section 5, we give a constant competitive algorithm for the case where the distribution is unknown a priori. The main idea of the algorithm is to approximate the quantiles of the distribution by sampling. In Section 6, we show that our algorithms remain competitive in the case that at most two applicants may be employed concurrently and that the total number of applicants is unknown. On the other hand, we show that the best possible online algorithm without concurrent employment has competitive ratio Θ ( √ n /log(n)), even for uniform distributions.
All proofs missing in this extended abstract are deferred to the appendix.
Significance and Further Related Work
The secretary problem over time considered in this paper has applications to the problem of optimal refinancing of loans [1, 9, 21] . The solutions to this problem considered in the finance literature are often recursive in nature, similar to our dynamic program developed in Appendix C. These dynamic programs, however, give no indication on the competitive ratio of the problem and rely on the assumption that the total number of time steps is known. On the other hand, we assume that the costs drawn in each time step are independent, while in financal applications, it is common to assume that the costs values are determined by a stochastic process, e.g., a discrete-time Markov chain or Brownian motion. These models are again controversial, since historic data seems to imply that actual interest rates are mean-reverting, see the discussion in Agarwal et al. [1] . Even though our assumption of independent and identically distributed cost values falls short of representing the actual dynamics of real-world interest rates, we believe that our model gives a good starting point to study the natural tradeoff between fixed-rate (long-term) and adjustable-rate (short term) mortgage plans [7] . Other attempts to include a time dimension into classic secretary problems include Rasmussen and Pliska [22] who gave a closed form solution for a variant of the classical secretary problem with discounting. Babaioff et al.
[3] studied a generalization of this model, where the discount factors of each time step are not necessarily decreasing and gave an O(log n)approximation for this problem.
A secretary problem over time with fixed contract durations has been considered recently by Fiat et al. [12] .
Preliminaries
For a natural number n ∈ N let [n] = {1, . . . , n}. We consider a sequence X 1 , X 2 , . . . , X n of n i.i.d. random variables drawn from a probability distribution F, i.e., X i ∼ F for all i ∈ [n]. Throughout this work, we assume that F is a continuous distribution with cumulative distribution F and probability density function f . Moreover, we assume that F assigns positive probability to non-negative values only, i.e., F (0) = 0. In every time step i ∈ [n] the cost X i of the i-th applicant is revealed and we must decide the number of time steps t i the applicant should be hired. The duration of the employment t i is fixed irrevocably at time i; no extension or shortening of this duration at any further point in time is possible. Hiring applicant i with realized cost X i = x i for t i time steps results in costs of x i t i . The objective is to minimize the expected total costs of hired applicants Algorithm 1: A competitive algorithm for uniformly distributed costs.
This is an online problem since, at time i, we only know about the realizations x 1 , . . . , x i of the random variables X 1 , . . . , X i up to time i and have to base our decision about the hiring duration t i of the i-th applicant only on this information and previous hiring decisions t 1 , . . . , t i−1 . We are interested in obtaining online algorithms that perform well compared to an omniscient algorithm that knows all realizations x 1 , . . . , x n of the costs in advance. Let Opt n be the expected cost of an optimal offline algorithm that knows all n realizations in advance and let Alg n be the expected cost of a solution of an online algorithm, then the competitive ratio of the online algorithm Alg n is defined as lim sup n∈N E [Alg n ] /E [Opt n ]. We say that an algorithm is competitive if its competitive ratio is constant, and we say it is strictly competitive if even sup n∈N E [Alg n ] /E [Opt n ] is constant.
We use well-known facts from higher order statistics of random variables to obtain the following.
Proposition 2.1. The expected total cost of an optimal offline algorithm is i∈[n] ∞ 0 (1 − F (x)) i dx.
Uniformly Distributed Costs
We start our investigation of the secretary problem over time with the basic case that the applicants' costs are distributed uniformly. By straightforward shifting arguments it is without loss of generality to assume that F = U[0, 1], i.e., that the costs are distributed uniformly in the unit interval. Using Proposition 2.1, we can calculate the expected cost of the offline optimum.
Proof. By Proposition 2.1,
We now describe an online algorithm for uniform distributions (cf. Algorithm 1). The main idea of the algorithm is centered around the fact that whenever we hire an applicant of cost x, we afterwards seek to find an applicant of cost x /2. The expected time until such an applicant arrives is 2 /x. Of course, we could just pick our hiring time to be equal to this expectation, but this would leave a considerable probability that we do not encounter any cheaper applicants before the hiring time runs out. Instead, we hire the applicant for 4 /x and iteratively relax our hiring requirement after a certain time.
More precisely, assume x = 1 /2 j for some integer j. We then hire the applicant for time
This way, if we do not find an applicant of cost at most x /2 during the next 2 /x time steps, we can pretend we just hired an applicant for cost 2x and continue seeking for an applicant with cost x for 1 /x time steps. The geometric sum (1) just leaves enough time until we eventually seek for an applicant with cost at most 1, which is surely found.
To accommodate the fact that the costs of applicants are not powers of 2, in general, we maintain a cost threshold τ that is a power of 2 and reduce the threshold, whenever a new applicant is hired. Finally, once an applicant is employed long enough to cover all remaining time steps, we stop. Importantly, this allows us to bound the lowest possible value of τ to be 1 /2 log n −2 . If an applicant is hired for this threshold, the hiring time is 4 /τ ≥ n.
In other words, during the course of the algorithm the threshold cost τ can only take values of the form 2 −j for j ∈ {0, . . . , k − 1}, where k = log(n) − 1 . This allows us to describe the evolution of τ with a Markov chain with k + 1 states as follows. State k is the absorbing state that corresponds to the event that we succeeded in hiring an applicant at cost below the threshold value 2 −(k−1) = 1 /2 log n −2 . Each other state j ∈ {0, . . . , k − 1} corresponds to the event that the threshold value reaches τ = τ j := 2 −j . Each transition of the Markov chain from a state j to a state j +1 corresponds to the hiring of an applicant. We can therefore use the hitting time of state k when starting at state 0 to bound the number of hired applicants overall.
Let p j denote the transition probability from state j to state j + 1; i.e., when in state j, the Markov chain transitions to state j + 1 with probability p j and to state j − 1 with probability 1 − p j . The probability that we fail to find an applicant with cost at most τ during 1 /τ time steps is bounded by
i.e., p j ≥ 1 − 1 /e. Since we are interested only in an upper bound on the hitting time, we may set p j = p = 1 − 1 /e for the transition probabilities of the Markov chain. The analysis of the Markov chain yields the following.
Lemma 3.2. Starting in state 0, the expected hitting time of state k = log(n)−1 is at most ek e−2 .
For Section 5, it is useful to additionally bound the expected number of visits of each state for the Markov chain above with transition probability p.
Lemma 3.3. The expected number of visits to each state j of the Markov chain is at most 1 2p−1 .
We use Lemma 3.2 together with Lemma 3.1 to obtain the main result of this section.
Theorem 3.4. Algorithm 1 is strictly 1 ln 2 e e−2 + 1 -competitive for uniform distributions.
Proof. Since τ decreases whenever an applicant is hired, we can bound the number of hired applicants by the number of state transitions from a state j to state j + 1 of the Markov chain. The algorithm terminates at the latest when state k = log(n) − 1 is reached. If it ever reaches that point, it has hired at least k applicants and every further hiring is mirrored by a state transition that decreases the current state. By using Lemma 3.2 and only counting the transitions that increase the state index, we can bound the expected number of hired applicants by
Whenever we hire an applicant at threshold τ the cost of the applicant is uniform in [0, τ ], so the expected cost is τ /2. Since the hiring period is 4 /τ we get that each hired applicant incurs an expected total cost of 2. The threshold τ for the next candidate is independent of the exact cost of the last hire. Therefore we can combine the expected cost per candidate with Lemma 3.1 and we get for all n ≥ 3 that
Improving the Algorithm
We can improve the competitive ratio of our algorithm as follows (cf. Algorithm 2). First, instead of hiring for four times the expected duration 1 /τ, we decrease this time by a factor c = 3 4 , which optimizes the result while keeping all times for τ < 1 /2 integer. For τ ∈ {1, 1 /2}, we round times to the next integer. 2 Second, instead of reducing the threshold once by factor 2, when we hire a new applicant, we repeatedly halve the threshold for as long as it is still greater or equal to the actual cost. This way, we can ensure that the cost for which a new applicant is hired is always uniformly distributed in [τ, 2τ ) (or possibly [0, 2τ ) for the last hiring), where τ denotes the threshold after the applicant is hired. Thus, the expected total cost of each applicant is 3 2 τ · c 2 τ = 3c (or possibly 2c for the last hiring). Note that Algorithm 2 first lowers the value of τ and then employs the applicant according to the new value. This leads to a higher total hiring cost for c = 1 (we had cost 2 before), but also to a hiring period that is at least twice as long.
Since we stop once our threshold is less than or equal to 2c /n, its value is always of the form τ = 2 −j for j ∈ {0, 1, . . . , log( n 2c ) }. We can again capture the behavior of the algorithm with a Markov chain (cf. Figure 1 ). For this, states A 0 , A 1 , . . . , A k and B 0 , B 1 , . . . , B k with k = log( n 4c ) are introduced. We distinguish between the states A j that correspond to the algorithm looking for suitable applicants by comparing their cost with τ , and states B j that correspond to the event that the cost of our current candidate is below this threshold τ . The states A j , B j are the states with value τ = τ j := 2 −j . Each state A j>0 either transitions to A j−1 with probability (1 − p), when no applicant for the current threshold was found, or to B j with probability p. Similar to before, we have
This rounding does not cause any problems since even if we repeatedly fail to find an applicant for increasing thresholds, the threshold is guaranteed to reach 1 within the hiring period of the last hired applicant. This holds because j i=0
Algorithm 2: A competitive algorithm for uniformly distributed costs.
Algorithm 3: A competitive algorithm for arbitrary distributions.
Markov chain modeling the expected number of hired secretaries of Algorithm 2. and we may assume p = 1 − e −c , since we are only interested in upper bounding the number of hired applicants. Each state B j<k transitions to B j+1 or A j+1 each with probability 1 /2, since the cost x lies with equal probability in [τ, 2τ ) 
Every transition from an A-state to a B-state corresponds to the hiring of a candidate. Since the hiring duration is close to the inverse of a candidates cost, we can simply combine Lemma 3.5 with the expected cost of a candidate. Together with Lemma 3.1 we obtain an improved competitive ratio.
Theorem 1. For c = 3 /4, Algorithm 2 is strictly 2.98-competitive for uniform distributions.
Proof. Whenever an applicant is hired, the Markov chain transitions from A j to B j for some value j ∈ [k]. The algorithm terminates at the latest when state B k is reached. We can thus bound the number of hired applicants by the expression h of Lemma 3.5. Using Lemma 3.1 and the fact that the expected cost incurred by each hired applicant is 3c (and 2c for the last hiring), we get
for c = 3 /4 and all n. See Lemma B.1 in the appendix for a proof of the last inequality.
Sacrificing strict competitiveness and using ideas from the next section, we can also give a 2.72-competitive algorithm for uniform distributions, but we omit details due to space constraints.
Finally, we give a computational lower bound, which shows that we cannot hope for an online algorithm with a strict competitive ratio of 2, even for uniform distributions. To prove this, we develop a pseudo-polynomial optimal online algorithm for the uniform distribution, and we observe that this algorithm achieves a competitive ratio of 2.14 for an instance with 10000 time steps. The convergence of the bound (cf. Appendix D) seems to indicate that this lower bound also holds as the number of steps tends to infinity.
Theorem 2. For n ≤ 10000 and a uniform distribution no online algorithm can be better than 2.148-competitive.
Arbitrary Distributions
We now generalize Algorithm 2 to an arbitrary distribution F (cf. Algorithm 3). Whenever we halve our threshold in the course of Algorithm 2, we essentially half the probability mass of F below the threshold (i.e., the probability that a drawn value lies below τ ). To achieve the same effect with respect to F, we consider quantiles δ q of F, defined by the property that Pr [X ≤ δ q ] = q for continuous distributions 3 . Algorithm 3 changes the threshold by halving and doubling q and using τ = δ q , which results in the same behavior as Algorithm 2 when F is uniform. Therefore we can use the same Markov chain as in Section 3.1. We analyze the algorithm in the following way. First we count the number of transitions into every A j state of the Markov chain. Every such transition corresponds to hiring a candidate with cost in the δ 2 −j -quantile. Using this we compare the cost that the algorithm incurs in every quantile compared to the expected cost of an optimal offline algorithm in the same quantile. Note that we cannot use the same proof as in Section 3.1 since the costs incurred by candidates differ between quantiles. Previously it was sufficient to count the total number of hired applicants, but now we have to be more careful and count the number of hirings in each state separately.
We first consider the expected cost of the offline optimum that uses the knowledge of the realizations of all costs. We use the distribution function F of F that is defined by
Lemma 4.2. For any ε > 0, R ≤ log(n) ∈ N and n large enough, we have
Observe that Algorithm 3 terminates at the latest, when we hire an applicant at q ≤ 2 /n, since we hire the applicant for 2 /q ≥ n time steps. We can again use a Markov chain with states A 0 , A 1 , . . . , A k and B 0 , B 1 , . . . , B k with k = log n − 2 , as in Section 3.1. Again, we start in state A 0 , B k is the absorbing state, and states A j , B j correspond to a states of the algorithm where τ = δ 2 −j . Note that the total cost of each hired applicant is no longer bounded by a constant.
We can again set the transition probability from any state A j to state B j to p = 1 − 1 /e, since Proof. Algorithm 3 hires an applicant, whenever the Markov chain transitions from a state B j to A j+1 and hires the final applicant when it reaches state B k . By Lemma 4.1 for each j, the B j to A j+1 transition contributes at most an expected number of p 3p−1 hired applicants. The time for which such an applicant is hired is 2 · 2 j+1 . Hence, the expected cost of hiring this applicants is 4 · 2 j · E [X|X ≤ δ 2 −j ] ≤ 4 · 2 j δ 2 −j . When we reach state B k the algorithm will hire the final applicant with probability 1 /2 at a cost in the range of [δ 2 −(k+1) , δ 2 −k ) for 4 · 2 k time steps, which yields an expected cost of at most 4 · 2 k δ 2 −k . With the remaining probability 1 /2 the expected cost of hiring the last applicant is upper bounded by 4 · 2 k δ 2 −(k+1) < 4 · 2 k+1 δ 2 −(k+1) , if we ensure that we do not hire applicants for more than n time steps.
Since p 3p−1 > 1 2 , k = log(n/4) ≤ log(n) − 1, and the number of visits to a state and the cost for hiring an applicant in the state are stochastically independent, we obtain 
Unknown Distributions
We again consider an arbitrary distribution F with distribution function F . In contrast to before, we assume that F is unknown to us. In particular, we do not have access to the quantiles of F. We first give a bound for the cost of the offline optimum that does not rely on quantiles.
We now describe our algorithm for unknown distributions (cf. Algorithm 4). Without knowledge of the quantiles of F, we have no good way to directly adjust the cost threshold τ . Instead, we (roughly) devote a 1 /λ+1 fraction of time to sampling F in order to estimate a suitable value for τ and then wait for an appropriate candidate to appear. Sampling and waiting phases alternate with different lengths until the end of the current hiring period. Let t j = (1 + λ)2 j+2 denote the hiring time in state j, and let t max,j = (1 + λ)2 j be the maximum time spent in state j. Note that t j ≥ i≤j+1 t max,i , thus, we are guaranteed to hire a new applicant (or terminate the algorithm) during the hiring time.
The maximum value of j that can be reached during the execution of the algorithm is bounded by (1 + λ)2 j+2 ≤ n, i.e., j ≤ log n 1+λ − 2 := k. In the analysis we use the same 
one-dimensional Markov chain as in Section 3. This simplifies the analysis compared to the two-dimensional Markov chain in Sections 3.1 and 4 and allows us to focus on the essential ideas of the analysis. As a reminder, the Markov chain has one state for each possible value of j. The probability that we do not hire an applicant in state j equals the probability that the smallest cost observed while sampling is lower than the smallest cost observed while waiting. Since t wait = λt sample , we have a hiring probability of p = λ /λ+1. With this probability, the Markov chain transitions to state j + 1, otherwise to state j − 1. This is the same Markov chain we used to analyze the first algorithm for uniform distributions. We refine Lemma 3.3 into the following. Proof. By Lemma 5.2, the algorithm visits each state λ+1 /λ−1 times in expectation. With probability p = λ /λ+1 an applicant is hired for (1 + λ)2 j+2 units of time. The cost of the applicant is determined by drawing 2 j − 1 numbers to determine a minimum τ , and then continuing to draw until we find the first cost smaller than τ . We can bound the expected cost of the applicant by the expected cost when drawing 2 j numbers and taking the minimum, i.e.,
Since the number of visits to a state and the expected cost when leaving the state are independent, we obtain
Together with Lemma 5.1 and k < log n , this yields
Sequential Employment
We now turn our attention to the number of applicants that are concurrently under employment. We can easily adapt the algorithms in the previous sections to be competitive in a setting where not more than two applicants may be employed during any period of time.
Lemma 6.1. We can adapt each of the above algorithms to employ not more than two applicants concurrently and ensure them to only lose a factor of at most 2 in their competitive ratio.
Proof. We double the hiring times of the algorithms and stay idle during the first half of the hiring period, i.e., we discard all applicants encountered during that period. This doubling causes a loss of a factor not larger than 2. Further, it has the effect that after waiting for half of the hiring time, effectively, the remaining hiring time is as before. This in turn implies that the employment period of any previously hired applicant runs out while staying idle for a new applicant. This is because the hiring time of a new applicant was defined to be larger than the remaining hiring time of the previous one, and thus only ever two applicants are employed concurrently. Lemma 6.1 enables us to cope with the situation when n is unknown. Without knowledge of n, we cannot stop our algorithm once an applicant is hired for more than the remaining time. However, if no more than two applicants are employed concurrently, we know that we will not employ more than a single additional applicant. Corollary 6.2. Algorithms 1-4 can be adapted to be competitive even when n is not known.
The question remains whether we can stay competitive when only a single applicant may be employed at a time. We refer to this setting as the setting of sequential employment. In the remaining part of this section we show that the competitive ratio is Ω( √ n /log n) for any online algorithms even when F = U[0, 1]. Note that the offline optimum only uses sequential employment.
Let E n denote the expected cost of the best online algorithm for n applicants. We give an optimal online algorithm (cf. Algorithm 5). Since a single applicant needs to be employed at any time, the only decision of the algorithm regards the respective hiring times. Interestingly, our algorithm hires all but the last applicant only for a single unit of time.
Let τ i := E i /i be the threshold employed by Algorithm 5 when i applicants remain.
Theorem 3. Algorithm 5 is an optimal online algorithm for sequential employment.
We derive the optimal competitive ratio for the case where F = U[0, 1]. 
n−1 2(n−1) , for n > 1.
Algorithm 5: An optimal online algorithm for sequential employment. With E n = Θ( √ n) as shown in Lemma F.2 and Lemma 3.1, we can bound the competitive ratio of any online algorithm.
Theorem 4. The competitive ratio of the best online algorithm for sequential employment and a uniform distribution F = U[0, 1] is Θ ( √ n/ log n).
Conclusion
We gave competitive algorithms for the online secretary problem over time in various settings and established concurrent employment as a necessary feature of such algorithms. We note that our results extend to slightly more general settings, where (a) we relax the covering constraint by associating a penalty B < ∞ with time steps where no contract is active, (b) multiple applicants arrive in each time step, (c) applicants may be hired fractionally.
A crucial limitation of our model is the assumption that costs are distributed independently, and it remains an interesting question how to address correlated costs. 
A Proofs of Section 2
Proposition 2.1. The expected total cost of an optimal offline algorithm is i∈[n]
Proof. We have that
B Proofs of Section 3
Proof. For the sake of notation, let h j denote the hitting time of state k, when starting from state j. With p = (1 − 1 e ) We have
Define β = 1−p p and observe that β < 1. We show that the unique solution to (2) is
Note, that (2a) and (2b) form a second order linear inhomogeneous recurrence relation with a one-dimensional solution space. Since there is only one solution fulfilling (2c) among those, the recurrence (2) is completely determined, so it suffices to show that (3) fulfills (2). For (2a) we have that
and for (2b) we have that
and for (2c) we have that
which completes the proof.
Lemma 3.3. The expected number of visits to each state j of the Markov chain is at most 1 2p−1 . Proof. We consider the Markov chain with states {k, k−1, . . . , 0}, starting state k, absorbing state 0, and transition probabilities p and 1 − p from state j to state j + 1, respectively from j to j − 1. For the sake of notation, let v j denote the expected number of visits to state j, when starting from state k. We get
where (4a) follows from the fact that j = k is the absorbing state and that we can reach it only from state k − 1. Equation (4b) follows from the property that we can arrive in state k − 1 from state k − 2. Equation (4c) follows from the fact, that we reach state j from j − 1 and j + 1 and leave states j − 1 and j + 1 to j with a probability of p and 1 − p, respectively. As state 0 is left with probability 1 towards its successor, Equation (4d) holds as special case. Further, for state 0, we get Equation (4e) since 0 is the starting state and can only be reached from state 1. We proceed by showing that the unique solution to recurrence defined by (4a), (4b) and (4c) is given by
Note that (4a) and (4c) define a second order linear homogeneous recurrence relation with the one-dimensional solution space
for a ∈ R, where only a = − 1 2p − 1 and for j = 0 we have
Lemma 3.5. The expected number of transitions from an A-state to a B-state of the Markov chain when starting at
Proof. For the sake of notation, let a j (respectively b j ) denote the expected number of transitions from an A-state to a B-state, when starting from state A j (respectively B j ). We get
Note, that (6a), (6b) and (6c) form a second order linear inhomogeneous recurrence relation with a one-dimensional solution space. Since there is only one solution fulfilling (6d) among those, the recurrence (6) is completely determined. In particular, with defining β = 2(1−p) 1+p , for j ∈ {0, . . . , k} the solution to (6) is:
It follows that the the expected number of transitions from an A-state to a B-state when starting at A 0 is
for all n.
Proof. To keep the proof relatively short we will prove the claim only for n ≥ 192. For smaller n the claim can be checked empirically. So in the following let n ≥ 192.
First observe that k ≥ 7 for all n ≥ 192. Also k = log(n/3) = log(2n/3) − 1 ≤ log(2n/3). Since p > 1 2 we can upper bound
Moreover, recall that H n+1 ≥ ln(n + 1) + γ > ln(n) + γ, where γ ≈ 0.577 is the Euler-Mascheroni constant. We get
where α = 9 4 ln(2) · p 3p−1 and β = 9 4 − ln(3)−ln (2) ln (2) · p 3p−1 + 1 e − 1 3 . Elementary calculus shows that α·ln(n)+β ln(n)−1+γ is decreasing in n. The claim follows since this term is less than 2.98 for n = 192.
C Computational Lower Bound
In this section we give a description of our computational proof of Theorem 2. We first develop an optimal online algorithm that uses dynamic programming. Let C(i, j) denote the expected overall cost if there are i time steps remaining, and if the next j time steps are already covered by an existing contract. As a boundary condition, we have that C(i, i) = 0 for all i, since in this case no further applicants need to be hired. Now suppose that C(i , j ) has already been computed for all i < i and all j ≤ i . First we describe how to compute C(i, 0). Suppose that we draw an applicant costing x. Since there are no existing contracts, we must hire this applicant for at least one day, and we will obviously hire this applicant for at most i time steps. If we hire the applicant for r time steps, our overall cost will be r · x + C(i − 1, r − 1). Thus, the optimal cost for an applicant costing x can be written as:
Therefore, we have:
Now we suppose that C(i, j) has been computed and we describe how to compute C(i, j +1). The analysis is similar to the one above, but in this case we are also able to refuse the applicant and wait one day. The cost of waiting one day is given by C(i − 1, j), so we get the following expression.
If C(i, j) has been computed for all i ≤ n and all j ≤ i, then there is a straightforward online algorithm that achieves expected cost C(n, 0). This algorithm simply waits for the cost x of each applicant to be revealed, and then chooses the action that minimizes the expression in the above equations. Unfortunately, this can at best give only a pseudo-polynomial running time, since we must compute O(n 2 ) entries of the dynamic programming table, and n is given in binary. In the following proposition we show that it does indeed give a pseudo-polynomial algorithm for the uniform distribution.
Lemma C.1. There is a pseudo-polynomial optimal online algorithm for the uniform distribution.
Proof. Since f (x) = 1 for the uniform distribution, Equations (7) and (8) require us to find the integral over the minimum of i + 1 linear functions. This can obviously be carried out in polynomial time by first computing the minimum, and then integrating over the resulting piecewise linear function. Thus, in order to produce an optimal online algorithm for an n-day problem, we compute C(n, 0) via dynamic programming, which involves computing O(n 2 ) other values in the table. Since n is given in binary, this gives us pseudo-polynomial overall running time.
Lower bound
We can use the optimal online algorithm to produce lower bounds on the competitive ratio. In particular, for the uniform distribution we know from Lemma 3.1 that the optimal offline algorithm has expected cost H n+1 − 1. Therefore, for every n > 0 we have that C(n,0) Hn+1−1 is a lower bound on the competitive ratio that can be achieved for the uniform distribution.
Thus, we can obtain a lower bound by implementing the dynamic programming algorithm for the optimal online algorithm, and then computing the expression above. However, in order to constitute a proof, we have to implement the algorithm in exact rational arithmetic. In doing so, we found that the size of the numerators and denominators grow very quickly in n, and already for n = 22 both the numerator and the denominator have over a million digits.
To deal with this, after computing C(i, j) for some i and j, we round the number down to another rational with a smaller numerator and denominator, and then store the rounded number in the dynamic programming table. Since we only ever round down, the resulting costs computed by the algorithm must always be cheaper than the expected cost of an optimal online algorithm. Therefore, C(n,0) Hn+1−1 is still a lower bound on the strict competitive ratio that can be achieved. Ultimately, we found that for n = 10000 the competitive ratio can be no better than 2.14. A plot of the convergence of our computations can be found in Proof. First observe that the expected number of such transitions is 1 /2 times the expected number of visits to state B j . Suppose we are in state B j the probability of coming back to B j equals the probability of hitting A j from B j . Denote a i (j), b i (j) the hitting probability of state A i from A j and B j , respectively. We have
Define β = 2(1−p) p+1 < 1 (as p > 1 /3). It is easy to check that for j ∈ {i, . . . , k}
gives an upper bound on the solution of (9) as these values satisfy equalities (9b), (9c), (9d), and only overestimate (9a). Thus, the expected number of visits to state B j is at most
Thus, expected number of B j → A j+1 transitions is at most p 3p−1 , proving the claim.
Proof. Fix a probability distribution F. In the following, all expectations and probabilities are with respect to F. By Proposition 2.1, we have E [Opt] = i∈[n]
∞ 0 (1 − F (x)) i dx. We proceed to split the integral into the area between consecutive quantiles. Since 1 − F (x) is decreasing, we obtain a lower bound on the integral by evaluating the functions at the larger quantile.
We now limit the inner sum to r ≤ R to obtain
Setting a r := (1 − 2 −r ) and evaluating the geometric sums, this implies
Using that a r−1 − a r = 2 −r − 2 −(r−1) = −2 −r , we obtain
The expression 1 /2 − a n+1 r + 1 /2 · a n+1 r−1 − 2 −2r is decreasing in r, since a n+1 r grows faster than 1 /2 · a n+1 r−1 , see Appendix D for details. With r ≤ log(n), we get 
Derivative in Proof of Lemma 4.2
We show that 1 /2 − a n+1 r + 1 /2 · a n+1 r−1 − 2 −2r is decreasing in r. As a reminder we have a r := (1 − 2 −r ). It suffices to show that the derivative of a n+1 r is always larger than the derivative of 1 /2 · a n+1 r−1 . We have a n+1 r d dr = (1 − 2 −r ) n+1 d dr = n + 1 2 r (1 − 2 −r ) n log(2) and 1 /2 · a n+1 r−1 d dr = 1 /2 · (1 − 2 −r+1 ) n+1 d dr = n + 1 2 r (1 − 2 −r+1 ) n log(2) . Comparing those two we get a n+1 r d dr > 1 /2 · a n+1 r−1 d dr n + 1 2 r (1 − 2 −r ) n log(2) > n + 1 2 r (1 − 2 −r+1 ) n log(2) (1 − 2 −r ) n > (1 − 2 −r+1 ) n 2 −r+1 > 2 −r .
E
Proofs of Section 5 2 i−1 ∞ 0 (1 − F (x)) 2 i dx.
Proof. By Proposition 2.1, we have E [Opt n ] = i∈[n] ∞ 0 (1 − F (x)) i dx. Note that we may restrict ourselves to values of n that are powers of 2. Since (1 − F (x)) i is decreasing with i, we can split the sum into the ranges ( n /2, n], ( n /4, n /2], ( n /8, n /4], . . . and bound each part by the last term in the corresponding range:
(1 − F (x)) 2 i dx.
Lemma 5.2. The expected number of visits of each state j of the Markov chain is at most λ+1 λ−1 . Proof. From Lemma 3.3 we have that the expected number of visits to each state j is 1 2p−1 . We use p = λ /λ+1 and get
Proofs of Section 6
We need the following technical lemma. Proof. We have
For τ > τ , we have
which concludes the proof.
Proof. We prove the theorem by induction on n, additionally showing that τ n ≤ τ n−1 . Consider the first applicant of cost x 1 . Setting E 0 := 0, the expected cost of the optimal online algorithm is given by min t∈{1,...,n}
Consider the case x 1 < τ n−1 . We need to show that the minimum (10) is attained for t = n. By induction, for all t ∈ {1, . . . , n − 1}, we have x 1 < τ n−1 ≤ τ t , and thus nx 1 = tx 1 + (n − t)x 1 < tx 1 + E n−t . Now consider the case x 1 ≥ τ n−1 . We need to show that the minimum (10) is attained for t = 1. By induction, for all t ∈ {2, . . . , n}, we have τ n−1 ≤ τ n−t , and thus tx 1 + E n−t = x 1 + (t − 1)x 1 + (n − t)τ n−t ≥ x 1 + (t − 1)τ n−1 + (n − t)τ n−1 = x 1 + E n−1 .
Let h(n) := √ n + 1 − 1. It is easy to check that E n ≥ h(n) for n < 7. For n ≥ 7, we use induction on n. To that end, assume E n ≥ h(n) holds and consider E n+1 . Clearly, E n+1 ≥ E n . If E n ≥ √ n + 1 − 0.8, it thus suffices to show that h(n + 1) − h(n) ≤ 0.2. Since h is concave and n ≥ 7, we indeed have h(n + 1) − h(n) ≤ h (n) = 1 2 √ n + 1 ≤ 0.2.
Finally, let E n < √ n + 1 − 0.8. Using n ≥ 7, we show that E n grows faster than h(n):
Together with Lemma 3.1, we obtain Theorem 4 as an immediate corollary.
