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In the recent paper Buchbinder, Kirillova and Pletnev presented formal arguments concerning quan-
tum equivalence of free massive antisymmetric tensor fields of second and third rank to the free Proca
theory and massive scalar field with minimal coupling to gravity, respectively. We confirm this result
using explicit covariant calculations of non-local form factors based on the heart-kernel technique,
and discuss the discontinuity of quantum contributions in the massless limit.
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I. INTRODUCTION
The antisymmetric fields in four dimensions are inter-
esting from various viewpoints. The most attractive part
is that they emerge naturally as effective fields after com-
pactification of the (super)string effective action [1]-[5].
Therefore, the detection of these fields or their low-energy
quantum effects may be regarded as indirect detection of
(super)string theory. Naturally, the standard situation
is that such fields emerge as parts of the corresponding
supermultiplets. At the same time, at low energies the
supersymmetry is supposed to be broken and the main-
stream approach is the soft symmetry breaking related
to the introduction of masses. Therefore, one can expect
that the antisymmetric fields can be massive. At the
same time, due to compactification of extra dimensions
such a mass can be quite small, and hence it is interest-
ing to see what happens in the massless limit, especially
at the quantum level. Let us note that the antisymmet-
ric tensor fields have also interesting applications to the
construction of non-minimal Grand Unification models
[6], where the interface between massless and broken-
symmetry massive versions is one of the main issues.
The quantum aspects of massless antisymmetric fields
has been explored in Refs. [7]-[13] (also, both massless
and massive cases were explored within the worldline
approach [14, 15]). In particular, there was found a
quantum equivalence with vector and scalar fields (clas-
sical equivalence was established before in [16]), and was
shown that the massless third-rank field has no physical
degrees of freedom [12], [13] - [19]. Indeed, the first work
where the equivalence between Proca model and antisym-
metric second-rank field can be seen was published long
before in 1960 [20]. Taking these results into account, one
of the interesting questions is about the possible disconti-
nuity of the quantum effects of antisymmetric fields in the
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massless limit. Recently, quantum theory of massive an-
tisymmetric fields was considered in Ref. [21]. In partic-
ular, it was shown that the mentioned models are equiva-
lent to vector and scalar massive fields, correspondingly.
The equivalence holds in curved space-time, and not only
at the classical level, but also in a semiclassical theory,
that means the contributions of the corresponding fields
to the effective action of vacuum are identical to the ones
of vector and minimal scalar theories. The proof of [21] is
very general and is based on ζ-regularization. However,
this type of proofs is always interesting to check by direct
calculation, similar to what was done for the Proca model
[22]. In this case one can detect the discontinuity of the
massless limit not only in the local divergent terms, but
also in the complicated non-local contributions, which are
typical for the massive field. Another interesting aspect
it that the proofs of equivalence involve operations which
are potentially dangerous with respect to the non-local
multiplicative anomaly, which was previously detected
only for fermionic determinants [23]. It looks reasonable
to to see whether a similar situation takes place in the
case of antisymmetric fields and their quantum equiva-
lence with massive vectors and minimal massive scalars.
In the present work we will derive the one-loop form
factors using the heat-kernel technique based on the ex-
act solution by Barvinsky and Vilkovisky and Avramidi
[24, 25]. Such a calculation was previously performed for
various models, including scalar field [26], fermions and
massive vectors [27]. The equivalence with the derivation
by means of Feynman diagrams has been shown in [26]
and more recently in [28]. Indeed, the heat-kernel based
method is much more economic and since the applica-
tion to antisymmetric fields is technically complicated,
we chose this approach.
The paper is organized as follows. In Sect. II we briefly
review the heat-kernel derivation of form factors accord-
ing to [26] and present the final results for massive scalars
and vectors. The second-rank antisymmetric tensor the-
ory is worked out in Sect. III, and Sect. IV deals with
the third-rank case. Most of these two sections repeats
2the contents of [21] and other references. The reason
to include this is the intention to make the work self-
consistent. Therefore, this part is made as brief as pos-
sible, but at the same time we give sufficient details. Fi-
nally, the Conclusions are drawn in Sect. V.
II. DERIVATION OF THE ONE-LOOP FORM
FACTORS
Let us review the derivation of the one-loop effective
action up to the terms of the second order in curvatures.
More details can be found in Refs. [26, 27]. The one-loop
Euclidian effective action is given by the formula
Γ¯(1) =
1
2
Tr ln Hˆ , (1)
where we assume the minimal form of the bilinear form
of the action
Hˆ = 1ˆ − 1ˆm2 + Pˆ − 1ˆ
6
R , (2)
where 1ˆ is an identity matrix in the space of the fields
of interest and Pˆ operator depends on the metric and
possibly other background fields. The commutator of
the two covariant derivatives acting on the corresponding
fields are Sˆµν = [∇µ,∇ν ].
The effective action (1) can be presented as an integral
in the proper time s, involving the heat kernel K(s),
Γ¯(1) = −1
2
∫ ∞
0
ds
s
TrK(s) . (3)
The heat kernel can be expanded up to the second order
in the curvatures, namely Ricci tensor Rµν and scalar R,
Sˆµν and Pˆ . The second-order solution has the form [24]
TrK(s) =
µ2(2−ω)
(4πs)ω
∫
d2ωx
√
g e−sm
2
tr
{
1ˆ + sPˆ
+ s2 1ˆ
[
Rµνf1(−s)Rµν +Rf2(−s)R
+ Pˆ f3(−s)R+ Pˆ f4(−s)Pˆ
+ Sˆµνf5(−s)Sˆµν
]}
, (4)
where ω is the parameter of dimensional regulariza-
tion, µ is renormalization parameter and the functions
f1,2,...,5 are given by the following expressions:
f1(τ) =
f(τ)− 1 + τ/6
τ2
,
f2(τ) =
f(τ)
288
+
f(τ) − 1
24τ
− f(τ) − 1 + τ/6
8τ2
,
f3(τ) =
f(τ)
12
+
f(τ) − 1
2τ
, f4(τ) =
f(τ)
2
,
f5(τ) =
1− f(τ)
2τ
, (5)
where
f(τ) =
∫ 1
0
dα eα(1−α)τ , τ = −s . (6)
The integrals were taken in Ref. [26, 27] and we present
only the final result,
Γ¯(1) = − 1
2(4π)2
∫
d2ωx
√
g
{
lCCL0 + lRL1R
+
5∑
i=1
l∗i RµνMiR
µν +
5∑
i=1
liRMiR
}
, (7)
where the coefficients l∗1,2,..,5 and lCC,R,1,2,..,5 are model-
dependent and the integrals are universal. Within the
dimensional regularization ω → 2 they have the form
L0 =
m4
2
(1
ǫ
+
3
2
)
, (8)
L1 = −m2
(1
ǫ
+ 1
)
, (9)
M1 =
1
ǫ
+ 2Y , (10)
M2 =
(1
ǫ
+ 1
)( 1
12
− 1
a2
)
− 4Y
3a2
+
1
18
, (11)
M3 =
(1
ǫ
+
3
2
)( 1
2a4
− 1
12a2
+
1
160
)
+
8Y
15a4
− 7
180a2
+
1
400
, (12)
M4 =
(1
ǫ
+ 1
)(1
4
− 1
a2
)
, (13)
M5 =
(1
ǫ
+
3
2
)( 1
2a4
− 1
4a2
+
1
32
)
, (14)
where we used condensed notation
1
ǫ
=
1
2− ω − γ + ln
(4πµ2
m2
)
(15)
and γ is the Euler number (it was absorbed into µ-
dependence in [26, 27]). In the expressions (8)-(14) we
disregarded the terms with are O(2 − ω). We also used
the definitions
Y = 1− 1
a
ln
(2 + a
2− a
)
(16)
and
a2 =
4
 − 4m2 . (17)
In order to arrive at the final form of the one-loop
effective action, it is useful to introduce the basis which
consists from the square of the Weyl tensor and of scalar
curvature. For this end one can assume that for functions
F = F () of our interest there is an expansion into power
series in , and use the reduction formula (see, e.g., [29])
RµναβFR
µναβ = 4RµνFR
µν −RFR+O(R3...) . (18)
3For the scalar field with non-minimal interaction to ex-
ternal gravity,
S0 =
1
2
∫
d4x
√
g
{
gµν∂µϕ∂νϕ+m
2ϕ2 + ξRϕ2
}
,(19)
the O(R2...) result is1 [26]
Γ¯
(1)
0 = −
1
2(4π)2
∫
d4x
√
g
{m4
2
(1
ǫ
+
3
2
)
+ ξ˜
(1
ǫ
+ 1
)
m2R+R
( 1
2ǫ
ξ˜2 + k0R
)
R
+
1
2
Cµναβ
( 1
60ǫ
+ k0W
)
Cµναβ
}
, (20)
where ξ˜ = ξ − 1/6 and the non-local form factors have
the form
k0W = k
0
W (a) =
1
150
+
2
45a2
+
8Y
15a4
(21)
and
k0R = k
0
R(a) =
1
108
( 1
a2
− 7
20
)
+
Y
144
(
1− 4
a2
)2
+
( 1
18
− Y
6
+
2Y
3a2
)
ξ˜ + Y ξ˜2 . (22)
In the next sections we will need the form factors for
a minimal (means ξ = 0) scalar and also the ones for the
Proca model in curved space,
S1 =
∫
d4x
√
g
{
− 1
4
F 2µν −
1
2
m2A2µ
}
, (23)
where Fµν = ∇µAν−∇νAµ. The standard Stueckelberg
procedure can be easily adapted to the curved space [22],
yielding an equivalent action with an extra scalar field ϕ,
S′1 = −
∫
d4x
√
g
{1
4
F 2µν +
m2
2
(
Aµ − 1
m
∂µϕ
)2}
.(24)
The new action (24) is gauge invariant under the gauge
transformations
Aµ → A′µ = Aµ +∇µf, ϕ→ ϕ′ = ϕ+mf . (25)
The original theory (23) is recovered in the special gauge
ϕ = 0. Since the gauge fixing dependence is irrelevant
for the derivation of vacuum effective action, the practical
calculation can be performed in a more useful gauge. The
reader can consult Ref. [22] for the details, let us just
present the final result
Γ¯(1) = − 1
2(4π)2
∫
d4x
√
g
{3m4
2
(1
ǫ
+
3
2
)
+
m2
2
(1
ǫ
+ 1
)
R+R
( 1
72ǫ
+ k1R
)
R
+
1
2
Cµναβ
( 13
60ǫ
+ k1W
)
Cµναβ
}
, (26)
1 Here we follow [26] and use an opposite sign for the mass term.
This is reasonable taking into account possible applications to
spontaneous symmetry breaking.
where
k1W = k
1
W (a) = −
91
450
+
2
15a2
+ Y +
8Y
5a4
− 8Y
3a2
, (27)
k1R = k
1
R(a) = −
1
2160
+
1
36a2
+
Y
48
+
Y
3a4
− Y
18a2
.
As it was already discussed in [22], the massless limit in
the expression (26) does not yield the effective action for
a massless field, due to the discontinuity in the quantum
corrections. In the next sections we shall meet two other
examples of a similar discontinuity in the massless limit.
III. MASSIVE ANTISYMMETRIC RANK-2
TENSOR
In this section we first present the well-known general
considerations and then proceed to the derivation of non-
local form factors.
A. General considerations
The model of massive antisymmetric second-rank ten-
sor Bµν = −Bνµ field is described by the action
S2 =
∫
d4x
√
g
{
− 1
12
FµνλF
µνλ − m
2
4
BµνB
µν
}
,(28)
where
Fµνλ = ∇µBνλ +∇νBλµ +∇λBµν . (29)
In four dimensions the theory (28) is classically equiva-
lent to a massive axial vector field Aµ. The equivalence
can be found through detailed analysis of the equations
of motion2. The duality between the two theories is given
by
Bµν ∝ 1
m
ǫµναβF
αβ , (30)
where Fµν = ∇µAν −∇νAµ.
The model (28) is an example of a theory with the
softly broken gauge symmetry. The kinetic part of the
action (28) is gauge invariant under the transformation
Bµν → B′µν = Bµν +∇µξν −∇νξµ , (31)
where the vector gauge parameters ξµ in (31) are not
unique. They can be transformed according to
ξµ → ξ′µ = ξµ +∇µϕ , (32)
2 Let us note that the massive axial vector describes an antisym-
metric torsion field. This identification comes from the require-
ment of quantum consistency [30, 31]. The theory was eventually
shown to violate unitarity when coupled to fermions [32].
4with ϕ = ϕ(x) being an arbitrary scalar field. Equation
(32) means that the gauge generators are linearly depen-
dent. Using the background field method we can observe
that the massive term in (31) violates gauge symmetry,
but does not remove the degeneracy in the bilinear form
in quantum fields
Hˆ2 =
1
2
δ2S2
δBµν(x) δBαβ(x′)
. (33)
Similar to the Proca model, the simplest approach for
the Lagrangian quantization of the theory (28) requires
the Stueckelberg procedure. Following [21], we introduce
an extra vector field Aµ and consider, instead of Eq. (31),
the action
S′2 =
∫
d4x
√
g
{
− 1
12
FµνλF
µνλ
− 1
4
m2
(
Bµν − 1
m
Fµν
)2}
. (34)
The previous action (28) can be obtained from (34) in
the specific gauge Aµ = 0.
The new action (34) is gauge invariant under the si-
multaneous transformation
Bµν → B′µν = Bµν +∇µξν −∇νξµ , (35)
Aµ → A′µ = Aµ +mξµ (36)
and it is also invariant under gauge transformation of the
Stueckelberg field
Aµ → A′µ = Aµ +∇µΛ , (37)
with a scalar parameter Λ(x). Furthermore, we can con-
sider a new scalar field ϕ(x) and note that the fields Bµν
and Aµ do not change if their gauge parameters trans-
form as
ξ → ξ′µ = ξµ +∇µϕ , (38)
Λ→ Λ′ = Λ+mϕ . (39)
Once again, the equations (38) and (39) reflect the fact
that the gauge generators of the theory are linearly de-
pendent.
The general formalism of Lagrangian quantization
in theories with dependent generators is based on the
Batalin-Vilkovisky method [33]. However, in the rela-
tively simple theories such as (34), where the action is
quadratic and the algebra of dependent gauge generators
is Abelian, it is sufficient to make a successive multi-step
application of the Faddeev-Popov method [13, 34, 35].
In the following we are going apply this approach to the
theory (34).
According to the Faddeev-Popov method we replace
the gauge group integration in the functional integral
over gauge fields,
∫
DBDAe i S
′
2
[B,A] , (40)
by the quantity∫
DBDAei S
′
2
[B,A]∆ δ
(
χα[B,A]− lα, χ[A]− l),(41)
where ∆ provides the identity
1 = ∆
∫
DξDΛ δ (χα[B′, A′]− lα, χ[A′]− l) . (42)
Here χα and χ are the gauge fixing term which are re-
lated to the transformations (35), (36) and to (37), re-
spectively. For the theory (34) one can choose
χβ = ∇αBαβ −mAβ , χ = ∇αAα . (43)
It is easy to verify the following constraint between the
two gauge fixing conditions:
∇αχα +mχ = 0 . (44)
Due to the constraint (44), the delta-function
δ (χα[B,A], χ[B]) in the definitions (41) and (42) is ill-
defined, that represents the main difference with the
standard Faddeev-Popov procedure. The same problem
also affects the integral in (42), since the fields are invari-
ant under transformations (38) and (39) for the gauge
parameters ξµ and Λ . To solve this issue, one can also
apply the Faddeev-Popov trick second time to remove the
integration along the gauge group orbits. Consider the
Fourier representation for the delta-function
δ (χα, χ) =
∫
Dζ Dψ e i( ζαχ
α −ψ χ) . (45)
After integration by parts and using (44) one can easily
show that the integrand in (45) is invariant under the
transformation
ζα → ζ′α = ζα +∇αφ , (46)
ψ → ψ′ = ψ +mφ . (47)
In order to have well-defined definition one can extract
from (45) the integral over gauge group orbit (46)-(47)
by using the Faddeev-Popov trick, hence we arrive at
δ (χα , χ) =
∫
Dζ Dψ e i(ζα χ
α−ψ χ) ×
× δ(∇αζα −mψ) Det Hˆmin0 , (48)
where Hmin0 = −m2 is a minimal scalar operator. Let
us remember that this operator depends on the external
metric and its functional determinant is non-trivial.
For the integral in Eq. (42) one has to factorize the in-
tegrations over gauge group orbits (38)-(39). This means
we replace DξDΛ by the product
DξDΛ δ(∇αξα −mΛ) Det Hˆmin0 (49)
in the definition (42). Hence, the equation (42) for ∆
becomes
∆−1 =
∫
Dζ DψDξDΛ δ(∇αζα −mψ − s) ×
× δ(∇βξβ −mΛ− t) × (50)
× ei{ζα (χα[B′]−lα)−ψ (χ[A′]−l)} (Det Hˆmin0 )2 .
5For solving (50) one can use the fact that
χα[B′, A′]− lα = χα[B,A]− lα + (H1)αβ ξβ
and χ[A′]− l = χ[A]− l +Λ , (51)
where the vector operator is
Hˆ1 = (H1)
µ
ν = δ
µ
ν−∇µ∇ν −Rµν −m2δµν . (52)
Because of the delta-function in (41), the fields satisfy
the equations χ[B,A]α − lα = 0 and χ[A]α − l = 0.
Therefore, introducing the identity factor in the form of
the double integral
∫
DsDt e−is t ≡ 1, we can take the
integral over delta-functions, arriving at
∆ = Det Hˆ ′1 · (Det Hˆmin0 )−1 , (53)
with Hˆ ′1 is a minimal vector operator,
Hˆ ′1 = (H
′
1)
µ
ν = δ
µ
ν−Rµν − δµνm2 . (54)
For the sake of completeness, let us remember the Stueck-
elberg procedure for the massive vector field [22],
Γ¯(1) =
1
2
Tr ln Hˆ1
=
1
2
Tr ln (δµν−Rµν − δµνm2)−
1
2
Tr ln (−m2)
=
1
2
Tr ln Hˆ ′1 −
1
2
Tr ln Hˆmin0 . (55)
Now, using the well-defined expressions (48) and (53)
we can consider Eq. (41) and then the effective action.
First one has to write the delta-function (48) in a more
useful way. Using the Fourier representation
δ(∇αζα −mψ) =
∫
Dϕei (∇αζ
α−mψ)ϕ
=
∫
Dϕei (−ζ
α∇αϕ−ψmϕ) , (56)
we can make an integration over ζ and ψ in (48) and find
δ (χα, χ) =
∫
Dϕ δ (χα −∇αϕ) ×
× δ (χ+mϕ) Det Hˆmin0 . (57)
Hence, using Eqs. (57) and (53) we write the vacuum
effective action in the form
eiΓ[gµν ] =
∫
DBDADϕe i S
′
2
[B,A] δ (χα −∇αϕ− lα) ×
× δ (χ+mϕ− l) Det Hˆ ′1 . (58)
As far as (58) does not depend of lα and l one can insert
the identities in the form of
∫
Dl e−
i
2
lαlα and
∫
Dl e−
i
2
l2
to take the integrals. In this way we arrive at
eiΓ[gµν ] =
∫
DBDADϕei{S′2[B,A]+Sgf [B,A]−S0[ϕ]} ×
× Det Hˆ ′1 , (59)
where Sgf = − 12
∫
d4x
√
g{χαχα + χ2} and S0[ϕ] is the
action of scalar field (19).
The action with the gauge-fixing term can be written
in the form
S′2 + Sgf =
∫
d4x
√
g
{1
4
Bαβ(H
′
2)
µν
αβB
µν
+
1
2
Aµ(H
′
1)
µ
νA
ν
}
, (60)
where
Hˆ ′2 = (H
′
2)
αβ
µν
= δαβµν(−m2)− Jαβµν +Rαβ. . µν (61)
and (H ′1)
µ
ν was defined in (54). Here
δαβ, µν =
1
2
(gαµgβν − gανgβµ) , (62)
is the identity matrix in the antisymmetric rank-2 tensor
space and
Jαβ, µν =
1
2
(
gαµRβν + gβνRαµ − gανRβµ − gβµRαν
)
.
Eqs. (58) and (60) enable one to formulate the one-loop
contribution to the vacuum Euclidean effective action in
the form
Γ¯(1) =
1
2
(Tr ln Hˆ ′2 + Tr ln Hˆ
′
1 + Tr ln Hˆ
min
0 )− Tr ln Hˆ ′1
=
1
2
Tr ln Hˆ ′2 −
1
2
Tr ln Hˆ ′1 +
1
2
Tr ln Hˆmin0 . (63)
Using the relation for the Proca field contribution, Eq.
(55), one can also write the one-loop effective action in
the form
Γ¯(1) =
1
2
Tr ln Hˆ ′2 −
1
2
Tr ln Hˆ1 . (64)
Finally, the effective action requires subtracting the con-
tribution of the Stueckelberg massive vector from the one
of the massive tensor operator, Tr ln Hˆ ′2.
B. Derivation of form factors
The result (63) enables one to use the heat-kernel tech-
nique for deriving form factors. The first step is to iden-
tify the elements of the general expression (7),
1ˆ = δαβµν ,
Pˆ2 = (P2)
αβ
µν = R
αβ
. . µν +
1
6
δαβµνR− Jαβµν . (65)
The commutator of covariant derivatives on the antisym-
metric tensor field Bµν is
ˆ(S2)µν =
[
(S2)µν
]αβ
ρω
(66)
=
1
2
(
Rα. ρµν δ
β
ω −Rβ. ρµν δαω −Rα. ωµν δβρ +Rβ. ωµν δαρ
)
.
6Then, using the heat kernel representation, we arrive at
the identification in the second order in curvatures,
1
2
Tr lnH ′2 = −
1
2(4π)2
∫
d2ωx
√
g
{
6L0 − L1R
+
5∑
i=0
l∗i RµνMiR
µν +
5∑
i=0
liRMiR
}
, (67)
where lCC and lR are already inserted into (67), other
coefficients are
l1 = − 5
16
, l2 = −5
4
, l3 = −3
4
, l4 =
9
8
, l5 =
3
4
,
l∗1 = 1 , l
∗
2 = 4 , l
∗
3 = 6 , l
∗
4 = −3 , l∗5 = −6 .
Replacing these values and the integrals (8)-(14), we ar-
rive at the expression
1
2
Tr ln Hˆ ′2 = −
1
2(4π)2
∫
d4x
√
g
{
3m4
(1
ǫ
+
3
2
)
+ m2
(1
ǫ
+ 1
)
R+R
[ 1
36ǫ
+ k′2,R(a)
]
R
+
1
2
Cµναβ
[ 13
30ǫ
+ k′2,W (a)
]
Cµναβ
}
, (68)
where
k′2,W (a) = −
91
225
+
4
15a2
+ 2Y +
16Y
5a4
− 16Y
3a2
, (69)
k′2,R(a) = −
1
1080
+
1
18a2
+
Y
24
+
2Y
3a4
− Y
9a2
. (70)
According to Eq. (64), we have to subtract from (68) the
massive vector part, Eq. (26). Hence, we get
Γ¯(1) = − 1
2(4π)2
∫
d4x
√
g
{3m4
2
(1
ǫ
+
3
2
)
+
m2
2
(1
ǫ
+ 1
)
R+R
[ 1
72ǫ
+ k2R
]
R
+
1
2
Cµναβ
[ 13
60ǫ
+ k2W
]
Cµναβ
}
, (71)
where the non-local form factors are
k2W = k
2
W (a) = −
91
450
+
2
15a2
+ Y +
8Y
5a4
− 8Y
3a2
, (72)
k2R = k
2
R(a) = −
1
2160
+
1
36a2
+
Y
48
+
Y
3a4
− Y
18a2
.
It is easy to see that the vacuum effective action for the
massive rank-2 antisymmetric tensor, (71), is exactly the
same as the vacuum effective action in the massive vector
field case, given by Eq. (26). This confirms the conclusion
of [21] that the massive rank-2 antisymmetric tensor is
equivalent to the Proca theory at quantum level. Let
us note that this conclusion has been achieved by the
ζ-regularization method, and we know that some of the
relations of this kind can be violated by the non-local
multiplicative anomaly [23]. Nothing of this sort occurs
in the present case, as we have seen.
It is easy to check that in the massless limit the form
factor k2W (a) reduce to the usual logarithmic expres-
sion − 1360 ln
(
− 4piµ2
)
. On the other hand, we know
that in the m = 0 case the rank-2 antisymmetric ten-
sor is equivalent to a scalar field minimally coupled to
gravity, where the duality looks like Fαβω = ǫαβωγ∇γϕ.
The form factor for the minimal massless scalar field is
− 160 ln
(
− 4piµ2
)
. The difference between the two coef-
ficients 1/5 = 13/60 − 1/60 demonstrates the disconti-
nuity of quantum contributions in the massless limit for
the rank-2 antisymmetric tensor theory. This difference
is nothing else but the contribution of a massless vector
field. To understand which vector is this, let us consider
the effective action for a massless rank-2 antisymmetric
tensor field [21],
Γ¯(1) =
1
2
Tr ln Hˆ ′2 − Tr ln Hˆ ′1 +
3
2
Tr ln Hˆmin0 . (73)
The difference between (63) and (73) is
− 1/2Tr ln Hˆ ′1 + Tr ln Hˆmin0 , (74)
which is the effective action for the free massless vector
field. Another way to understand this is to recall that
massive rank-2 antisymmetric tensor field is equivalent
to a massive vector field model. According to [22],
Γ¯(1) =
1
2
Tr ln (δµν −Rµν − δµνm2) +
1
2
Tr ln (−m2)
− Tr ln ( −m2) (75)
=
1
2
Tr ln (δµν −Rµν − δµνm2) −
1
2
Tr ln (−m2) .
Obviously, the difference in the contributions of a massive
vector field and the one of the minimal scalar field is
just the effective action of a massless vector field. In the
massless limit this extra term does not disappear and this
produce the quantum discontinuity.
IV. MASSIVE ANTISYMMETRIC RANK-3
TENSOR
As a second example, consider the model of massive
totally antisymmetric rank-3 tensor field Cµνρ = C[µνρ].
The action is given by
S3 =
∫
d4x
√
g
{
− 1
48
F 2µνρω −
1
12
m2 C2µνρ
}
, (76)
where
Fµνρω = ∇µCνρω −∇νCρωµ +∇ρCωµν −∇ωCµνρ.
It is possible to prove that in four dimensional space the
theory (76) is classically equivalent to the theory of a
real massive scalar field ϕ minimally coupled to gravity.
The duality relation between the two theories is defined
by the relation Cµνρ ∝ 1m ǫµναβ∇βϕ.
7The kinetic term of the action (76) is invariant under
the gauge transformations
Cµνρ → C′µνρ
= Cµνρ +∇µωνρ +∇νωρµ +∇ρωµν , (77)
with an antisymmetric tensor field parameter ωµν =
−ωνµ. This parameter is defined up to the gauge trans-
formation
ωµν → ω′µν = ωµν +∇µζν −∇νζµ , (78)
where ζµ is a vector gauge field parameter. Furthermore,
ζµ is also defined up to the gauge transformation
ζµ → ζ′µ = ζµ +∇µφ , (79)
with the scalar field parameter φ(x). Equations (78) and
(79) mean that the gauge generators are linearly depen-
dent. As in the previous case of the second-rank tensor,
due to the gauge invariance of F 2µνρω we have to deal with
a theory with softly broken gauge symmetry. Therefore,
the quantization must be done with the Stueckelberg pro-
cedure.
One can restore the gauge symmetric by introducing
an extra second-rank antisymmetric field Bµν . Consider
the following action:
S′3 =
∫
d4x
√
g
{
− 1
48
F 2µνρω
− 1
12
m2
(
Cµνρ − 1
m
Fµνρ
)2}
, (80)
where Fµνρ is defined in (29). The action (80) is gauge in-
variant under the simultaneous transformation (77) and
Bµν → B′µν = Bµν +mωµν . (81)
It is also invariant under the gauge transformation of
Stueckelberg procedure field
Bµν → B′µν = Bµν +∇µξν −∇νξµ , (82)
where ξµ is a vector gauge parameter, defined up to a
gauge transformation ξ′µ = ξµ+∇µϕ with a scalar param-
eter ϕ(x). Since the gauge generators of the theory are
linearly dependent, the quantization of the theory (80)
differs from standard scheme and can be done in a way
similar to the one described above for the second-rank
field. The successive multi-step applications of Faddeev-
Popov method for the antisymmetric rank-3 tensor is
somehow more tedious than for the antisymmetric rank-2
field, hence we are not going to bother the reader with
the details and present only the final formula for the one-
loop effective action,
Γ¯(1) =
1
2
Tr ln Hˆ ′3 −
1
2
Tr ln Hˆ ′2
+
1
2
Tr ln Hˆ ′1 −
1
2
Tr ln Hˆmin0
=
1
2
Tr ln Hˆ ′3 −
1
2
Tr ln Hˆ2 , (83)
where
Hˆ ′3 = (H
′
3)
αβω
µνρ
= δαβωµνρ (−m2) +Kαβωµνρ − Lαβωµνρ , (84)
with
δαβωµνρ =
1
6
ǫαβωσǫµνρσ =
∣∣∣∣∣∣
δαµ δ
α
ν δ
α
ρ
δβµ δ
β
ν δ
β
ρ
δωµ δ
ω
ν δ
ω
ρ
∣∣∣∣∣∣ , (85)
Kαβωµνρ = 3 δ
αβω
γθϕ δ
γλτ
µνρ R
θϕ
. . λτ (86)
and
Lαβωµνρ = δ
αβω
γθϕ
(
Rγλ δ
λθϕ
µνρ +R
θ
λ δ
λϕγ
µνρ +R
ϕ
λ δ
λγθ
µνρ
)
.
(87)
Equation (85) defines the generalized Kronecker delta
which serves as an identity matrix in the space of third-
order totally antisymmetric tensors. It also has the prop-
erty
δαβωµνρ Tαβω = T[µνρ] . (88)
Due to the identity (88) one can write the expressions
(86) and (87) in a compact way respecting their symme-
tries. From the technical side, by using the definition
(85), calculation of divergences can be mainly reduced to
contractions of the products of Levi-Civita symbols.
In accordance to the formula (83) we need to work
with the third-rank tensor and subtract the second-rank
contribution which is already known. Consider the field
strengths for the first term,
Pˆ3 = (P3)
αβω
µνρ = K
αβω
µνρ +
1
6
δαβωµνρ R− Lαβωµνρ , (89)
(Sˆ3)µν = [(S3)µν ]
αβω
θϕγ (90)
= δαβωηξζ (R
η
. λµνδ
λξζ
θϕγ +R
ξ
. λµνδ
λζη
θϕγ +R
ζ
. λµνδ
ληξ
θϕγ) .
Then it is easy to obtain the expression
1
2
Tr ln Hˆ ′3 = −
1
2(4π)2
∫
d2ωx
√
g
{
4L0 − 1
3
L1R
+
5∑
i=0
l∗i RµνMiR
µν +
5∑
i=0
liRMiR
}
, (91)
where
l1 = −1
8
, l2 = l3 = −1
2
, l4 =
5
12
, l5 =
1
2
;
l∗1 =
1
2
, l∗2 = 2, l
∗
3 = 4, l
∗
4 = −
4
3
, l∗5 = −4.
By using the table of integrals (8)-(14) we find
1
2
Tr ln Hˆ ′3 = −
1
2(4π)2
∫
d4x
√
g
{
2m4
(1
ǫ
+
3
2
)
+
m2
3
(1
ǫ
+ 1
)
R+R
[ 1
36ǫ
+ k′3,R(a)
]
R
+
1
2
Cµναβ
[ 7
30ǫ
+ k′3,W (a)
]
Cµναβ
}
, (92)
8where
k′3,W (a) = −
44
225
+
8
45a2
+ Y +
32Y
15a4
− 8Y
3a2
, (93)
k′3,R(a) = −
7
540
+
1
27a2
+
Y
12
+
4Y
9a4
− 2Y
9a2
. (94)
Subtracting (71) from (92) we arrive at the final result
Γ¯(1) = − 1
2(4π)2
∫
d4x
√
g
{m4
2
(1
ǫ
+
3
2
)
− m
2
6
(1
ǫ
+ 1
)
R +R
( 1
72ǫ
+ k3R
)
R
+
1
2
Cµναβ
( 1
60ǫ
+ k3W
)
Cµναβ
}
, (95)
where
k3W = k
3
W (a) =
1
150
+
2
45a2
+
8Y
15a4
, (96)
k3R = k
3
R(a) = −
1
80
+
1
108a2
+
Y
16
+
Y
9a4
− Y
6a2
.
In accordance to the general proof of [21], the effective
action for the massive rank-3 antisymmetric tensor (95)
is exactly the same as the one for the massive scalar field
minimally coupled to gravity, given by (20) with ξ = 0.
There is no anomaly in the non-local part of effective
action in this case.
Consider the massless limit for the form factor k3W (a)
of the Weyl-squared term. Taking the m → 0 limit
in Eq. (95) we meet a non-zero contribution in the form
− 160 ln
(
− 4piµ2
)
. At the same time, for m = 0 the rank-
3 antisymmetric tensor has no degrees of freedom and the
result of the calculation is different. By using the meth-
ods explained in section III, we arrive at the expression
Γ¯(1) =
1
2
Tr ln Hˆ ′3 − Tr ln Hˆ ′2
+
3
2
Tr ln Hˆ ′1 − 2Tr ln Hˆmin0 . (97)
Using previous results it is easy to check that the equa-
tion (97) in the massless case gives Γ¯(1) = 0. The differ-
ence in the coefficients of the logarithmic form factors in
k3W (a) of the massless limit in a massive theory and of the
strictly massless case is 1/60. A similar situation holds
for the factor k3R(a). In the m → 0 limit of a massive
theory of the third-rank tensor the logarithmic coefficient
in the form factor follows the divergent term and we find
the quantum contribution − 136 ln
(
− 4piµ2
)
for the R2-
term. In the strictly massless case as the effective action
(97) vanishes and we meet no contribution. The differ-
ence between the two coefficients is 1/36 and represents
the minimal scalar field contribution which do not dis-
appear in the m → 0 limit. This example once again
demonstrates the quantum discontinuity for the massless
limit.
Finally let us note that the conformal anomaly for
vector and scalar massless fields can not be reproduced
within the dual antisymmetric theories. The reason is
that the duality takes place only in the massive theo-
ries and in the massless limits there is a discontinuity
which makes reproduction of anomaly impossible. In the
strictly massless theories we checked that the second-rank
model does not possess the local conformal symmetry.
This is a natural result due to the equivalence with a
minimal (and hence non-conformal) scalar model.
V. CONCLUSIONS
By making direct calculations we have confirmed that
the result of the paper [21] concerning the quantum
equivalence of massive tensor fields of the second- and
third-rank with vector and scalar models holds in the
non-local form factors. Furthermore, one meets the dis-
continuity of the massless limits of quantum contribu-
tions in both cases. In fact, for the massless cases the
mentioned equivalence does not hold. In particular, for
the rank-3 tensor field in the massless case there is neither
classical nor quantum dynamics and the theory is trivial.
It would be interesting to formulate the same two types
of fields on a more general backgrounds, e.g., including
additional vector or axial vector fields. In these cases the
proof based on ζ-regularization may be more difficult,
but there are apparently no obstacles in making explicit
calculations.
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