Proposición de índices difusos en la clasificación jerárquica ascendente by Murillo Fernández, Álex & Trejos Zelaya, Javier
Revista de Matema´tica: Teor´ıa y Aplicaciones 3(2): 72–86 (1996)
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Resumen
En el presente art´ıculo se proponen ı´ndices para seleccionar las particiones
de una clasificacio´n automa´tica jera´rquica ascendente, cuyas clases tengan los
individuos ma´s pro´ximos y las clases sean lo ma´s separadas entre s´ı, para
dirigir la interpretacio´n de jerarqu´ıas a las particiones ma´s relevantes en un
cierto sentido. El ca´lculo de dichos ı´ndices se basa en una extensio´n original
de la teor´ıa de conjuntos difusos llamada conjuntos difusos generados.
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1 Introduccio´n
Los me´todos de clasificacio´n jera´rquica ascendente generan una jerarqu´ıa, que fa´cilmente
se visualiza con a´rboles jera´rquicos binarios. Cada nivel de un a´rbol jera´rquico binario
corresponde a una particio´n del conjunto de individuos a clasificar.
En la interpretacio´n de jerarqu´ıas no es usual analizar todos los niveles, el ana´lisis se
realiza en uno o varios niveles que corresponden a las particiones ma´s relevantes en un
cierto sentido. La idea es seleccionar la particio´n o las particiones, cuyas clases tengan los
individuos ma´s pro´ximos y las clases sean lo ma´s separadas entre s´ı.
Para sustentar esta idea, algunos autores [2, 3, 4, 5, 6, 7, 8, 17] han propuesto ı´ndices
que determinan los niveles ma´s significativos de los a´rboles jera´rquicos binarios. Estos
ı´ndices pueden utilizar te´cnicas muy elaboradas o te´cnicas ma´s simples utilizadas en pro-
blemas espec´ıficos [2].
El a´rbol jera´rquico binario y los ı´ndices antes mencionados son recursos invaluables en
el proceso de investigacio´n [1].
Este art´ıculo lo conforman dos partes. En la primera parte se estudia una extensio´n de
los conjuntos difusos, esto es, los conjuntos que se pueden generar si se considera el universo
como el conjunto de partes o potencias en el sentido cla´sico P(Ω), o un subconjunto D
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⊆ P(Ω), no vac´ıo. A esta extensio´n se le llamara´ conjuntos difusos generados. En la
segunda parte se desarrollan algunas ideas que ligan los conjuntos difusos generados con
la clasificacio´n jera´rquica ascendente, con el fin de proponer los ı´ndices para determinar el
nivel ma´s significativo de un a´rbol jera´rquico.
2 Conjuntos difusos generados
Los conjuntos difusos generados que se proponen en la seccio´n 2.2 son una extensio´n de
los conjuntos difusos. Por esta razo´n, se recuerda el concepto y la definicio´n formal de los
conjuntos difusos [14, 18, 19, 21].
2.1 Conjuntos difusos
Definicio´n 1 A˜ es un conjunto difuso en el universo Ω si A˜ =
{ (
x, µA˜(x)
)
: x ∈ Ω
}
, en
donde µA˜ : Ω −→ [0, 1] es la funcio´n de pertenencia o de membres´ıa y en donde Ω es un
conjunto en el sentido cla´sico.
Ejemplo 1 Sea el universo Ω = {1, . . . , 8}, donde el nu´mero indica el tipo disponible de
casa con x habitaciones. Ahora considere el conjunto difuso: A˜ = “tipo de comodidad de
una casa para una familia de 4 personas”. Entonces se puede dar este conjunto difuso por
extensio´n de la forma A˜ =
{
(1, 0.2), (2, 0.5), (3, 0.8), (4, 1), (5, 0.7), (6, 0.3)
}
, donde
“(1, 0.2)” tiene la interpretacio´n de una casa que tiene 1 habitacio´n y se le asocia una
medida de 0.2 de comodidad, entre 0 y 1, para una familia de 4 personas. En el caso de
los x ∈ Ω que tienen µA˜(x) = 0, no se acostumbra ponerlos en el conjunto por extensio´n.
2.1.1 Operaciones sobre conjuntos difusos
Ahora se recordara´n algunas operaciones ba´sicas de los conjuntos difusos.
Definicio´n 2 Suponga que A˜ y B˜ son conjuntos difusos en el universo Ω y sea x ∈ Ω.
a. Sea C˜ = A˜ ∩ B˜, la interseccio´n de A˜ y B˜ en Ω, entonces la funcio´n de pertenencia
de C˜ es: µC˜(x) = min
{
µA˜(x), µB˜(x)
}
.
b. Sea D˜ = A˜ ∪ B˜, la unio´n de A˜ y B˜ en Ω, entonces la funcio´n de pertenencia de D˜
es: µD˜(x) = max
{
µA˜(x), µB˜(x)
}
.
c. Sea S˜ = A˜+ B˜, la suma limitada de A˜ y B˜ en Ω, entonces la funcio´n de pertenencia
de S˜ es: µS˜(x) = min
{
1, µA˜(x) + µB˜(x)
}
.
d. Para ¬A˜, el complemento de A˜, la funcio´n de pertenencia es: µ
¬A˜(x) = 1− µA˜(x).
e. Si se cumple la relacio´n entre las funciones de pertenencia: µA˜(x) ≤ µB˜(x), entonces
se dice que A˜ esta´ contenido en B˜, y se denota A˜ ⊆ B˜.
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f. Si se satisface la relacio´n entre las funciones de pertenencia: µA˜(x) = µB˜(x), en-
tonces se dice que A˜ es igual a B˜, y se denota A˜ = B˜.
g. La cardinalidad de A˜ es: |A˜| :=
∑
x∈Ω µA˜(x).
h. Sea α ∈ [0, 1]. Un conjunto de nivel α es: Aα =
{
x ∈ Ω : µA˜(x) ≥ α
}
.
En la siguiente seccio´n se dan las definiciones ba´sicas de los conjuntos difusos generados
y luego se presentan algunas de sus principales operaciones.
2.2 Definiciones de conjuntos difusos generados
Los conjuntos difusos que se han estudiado hasta el momento se definen sobre un conjunto
Ω denominado universo. Ahora se analizara´n los conjuntos difusos cuyo universo es un
subconjunto de partes de Ω. Esta generalizacio´n es un modelo ma´s amplio con el que se
pueden capturar ma´s fielmente algunos feno´menos de la naturaleza [11].
La idea principal de esta generalizacio´n es la interpretacio´n que se le puede dar a un
conjunto difuso si se le cambia, bajo ciertas restricciones, el universo sobre el cual esta´
definido.
En esta seccio´n se estudiara´ el concepto y las definiciones formales de los conjuntos
difusos que se pueden generar dado un conjunto difuso en un universo Ω [11, 13].
Definicio´n 3 Sea A˜ un conjunto difuso en el universo Ω.
≈
A es un conjunto difuso generado
en el universo P(Ω) por el conjunto difuso A˜, si se cumple la siguiente condicio´n:
∀x ∈ Ω, µ≈
A
({x}) = µ
A˜
(x). (1)
Observacio´n. En la definicio´n anterior, se debe entender que la u´nica restriccio´n de un
conjunto difuso generado, es el valor de pertenencia de los conjuntos unitarios de P(Ω).
Ejemplo 2 Considere el universo Ω = {1, 2, 3, 4} y el conjunto difuso
A˜ = “Nu´meros en Ω cercanos a 3”,
=
{
(2, 0.5), (3, 1), (4, 0.5)
}
.
• Un posible conjunto difuso generado en el universo P(Ω) por el conjunto difuso A˜
es:
≈
A =


({2}, 0.5), ({3}, 1), ({4}, 0.5), ({1, 2}, 0.25), ({1, 3}, 0.5),
({1, 4}, 0.25), ({2, 3}, 0.75), ({2, 4}, 0.5), ({3, 4}, 0.75), ({1, 2, 3}, 0.5),
({1, 2, 4}, 0.333), ({1, 3, 4}, 0.5), ({2, 3, 4}, 0.667), ({1, 2, 3, 4}, 0.5)

 .
Se considera que
≈
A corresponde al siguiente concepto:
≈
A = “Clases de P(Ω) semejantes a la clase {3}”,
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donde semejantes se usa con el sentido de promedio (que puede ser ponderado) de
las medidas de pertenencia de cercano.
Otra forma de describir este conjunto generado es presentando una fo´rmula expl´ıcita
para calcular la funcio´n de pertenencia, e´sta es:
µ≈
A
(S) =
1
|S|
∑
x∈S
pS µA˜
(x), (2)
para todo S ∈ P(Ω), con S 6= ∅, donde pS es la ponderacio´n; espec´ıficamente, para
este ejemplo se considero´ pS = 1. Se observa que µ≈
A
(S) satisface la condicio´n (1).
• Otro posible conjunto difuso generado en el universo P(Ω) por el conjunto difuso A˜
es:
≈
A =


({2}, 0.5), ({3}, 1), ({4}, 0.5), ({1, 2}, 0.5), ({1, 3}, 1),
({1, 4}, 0.5), ({2, 3}, 1), ({2, 4}, 1), ({3, 4}, 1), ({1, 2, 3}, 1),
({1, 2, 4}, 1), ({1, 3, 4}, 1), ({2, 3, 4}, 1), ({1, 2, 3, 4}, 1)

 .
La fo´rmula expl´ıcita para calcular la funcio´n de pertenencia es:
µ≈
A
(S) = min
{
1,
∑
x∈S
µ
A˜
(x)
}
, para todo S ∈ P(Ω). (3)
Se observa que µ≈
A
(S) satisface la condicio´n (1). Adema´s, esta funcio´n de pertenen-
cia cumple, la siguiente condicio´n:
si S,S′ ∈ P(Ω) tal que S ⊆ S′, entonces µ≈
A
(S) ≤ µ≈
A
(S′). (4)
• Otros conjuntos difusos generados por el conjunto difuso A˜ esta´n dados por las sigu-
ientes fo´rmulas para la funcio´n de pertenencia:
µ≈
A
(S) = max
x∈S
{
µ
A˜
(x)
}
, para todo S ∈ P(Ω). (5)
µ≈
A
(S) = min
x∈S
{
µ
A˜
(x)
}
, para todo S ∈ P(Ω). (6)
Se observa que las funciones de pertenencia (5) y (6) satisfacen la condicio´n (1).
Adema´s, la del valor ma´ximo (5) cumple la condicio´n (4).
Observacio´n. De la definicio´n 3 se desprende que un conjunto difuso generado en el universo
P(Ω) por el conjunto difuso A˜ se puede describir de la siguiente forma:
∀S ∈ P(Ω) con S 6= ∅, µ≈
A
(S) = f
({
µ
A˜
(x) : x ∈ S
})
,
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donde la imagen de la funcio´n f , Im(f), cumple: Im(f) ⊆ [0, 1] y adema´s,
∀x ∈ Ω, µ≈
A
({x}) = f
(
µ
A˜
(x)
)
= µ
A˜
(x). (7)
En algunos casos cumple la condicio´n (4). Como la funcio´n f so´lo tiene la restriccio´n (7),
este tipo de conjuntos difusos generados es bien amplio y se puede utilizar para modelar
muchas situaciones.
En algunas aplicaciones es importante generalizar conjuntos difusos a so´lo un subcon-
junto determinado de P(Ω), como se observa en la siguiente definicio´n.
Definicio´n 4 Sea A˜ un conjunto difuso en el universo Ω.
≈
A es un conjunto difuso generado
en el universo D ⊆ P(Ω) por el conjunto difuso A˜, si se cumple la siguiente condicio´n:
∀S ∈ D, µ≈
A
(S) = f
({
µ
A˜
(x) : x ∈ S
})
,
donde Im(f) ⊆ [0, 1], y S 6= ∅, adema´s si
{x} ∈ D para x ∈ Ω, entonces µ≈
A
({x}) = f
(
µ
A˜
(x)
)
= µ
A˜
(x).
Ejemplo 3 Considere el conjunto difuso A˜ del ejemplo (2).
• Sea P ′ ⊂ P(Ω) la particio´n de Ω, dada por
P ′ =
{
{1}, {2, 4}, {3}
}
.
Un conjunto difuso generado en el universo P ′ por A˜ es:
≈
A =
{
({3}, 1), ({2, 4}, 0.5)
}
,
si se utiliza la funcio´n f definida en la fo´rmula (2).
• Sea R ⊂ P(Ω) el recubrimiento de Ω, dado por
R =
{
{2}, {1, 2}, {2, 4}, {1, 2, 4}, {1, 3, 4}
}
.
Un conjunto difuso generado en el universo R por A˜ es:
≈
A =
{
({2}, 0.5), ({1, 2}, 0.5), ({1, 2, 4}, 1), ({1, 3, 4}, 1)
}
.
si se utiliza la funcio´n f definida en la fo´rmula (3).
Nota. Se entiende por un conjunto difuso generado por A˜, el conjunto difuso generado
en el universo P(Ω) por A˜, de no ser que se especifique que es generado en un universo
D ⊆ P(Ω) por A˜.
En lo sucesivo se dara´n conjuntos difusos generados, sin necesidad de hacer referencia
expl´ıcita del conjunto difuso del cual se genero´, por la simple enumeracio´n de sus elementos.
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2.3 Operaciones sobre conjuntos difusos generados
Las operaciones sobre los conjuntos difusos generados son equivalentes a las operaciones
dadas anteriormente en los conjuntos difusos, como se observa a continuacio´n.
Definicio´n 5 Sean
≈
A y
≈
B conjuntos difusos generados en el universo D ⊆ P(Ω) y sea
S ∈ D.
a. Sea
≈
C =
≈
A ∩
≈
B, entonces la funcio´n de pertenencia es:
µ≈
C
(S) = min
{
µ≈
A
(S), µ≈
B
(S)
}
.
b. Sea
≈
D =
≈
A ∪
≈
B, entonces la funcio´n de pertenencia es:
µ≈
D
(S) = max
{
µ≈
A
(S), µ≈
B
(S)
}
.
c. Para ¬
≈
A, la funcio´n de pertenencia es:
µ
¬
≈
A
(S) = 1− µ≈
A
(S).
d. Si
≈
A ⊂
≈
B, entonces las funciones de pertenencia cumplen la relacio´n:
µ≈
A
(S) ≤ µ≈
B
(S).
e. Si
≈
A =
≈
B, entonces las funciones de pertenencia cumplen la relacio´n:
µ≈
A
(S) = µ≈
B
(S).
f. La cardinalidad de
≈
A es:
|
≈
A| :=
∑
S∈D
µ≈
A
(S).
Ejemplo 4 Considere el universo Ω = {1, 2, 3, 4} y el conjunto difuso generado
≈
A = “Clases de P(Ω) semejantes a la clase {3}”,
del ejemplo 2 utilizando la funcio´n de pertenencia dada en la fo´rmula (2). Adema´s, con-
sidere el siguiente conjunto difuso generado
≈
B = “Clases de P(Ω) semejantes a la clase {1}”,
=


({1}, 1), ({2}, 0.5), ({1, 2}, 0.75), ({1, 3}, 0.5), ({1, 4}, 0.5),
({2, 3}, 0.25), ({2, 4}, 0.25), ({1, 2, 3}, 0.5), ({1, 2, 4}, 0.5),
({1, 3, 4}, 0.333), ({2, 3, 4}, 0.167), ({1, 2, 3, 4}, 0.375)

 .
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Entonces
≈
A ∩
≈
B =


({2}, 0.5), ({1, 2}, 0.25), ({1, 3}, 0.5), ({1, 4}, 0.25),
({2, 3}, 0.25), ({2, 4}, 0.25), ({1, 2, 3}, 0.5), ({1, 2, 4}, 0.333),
({1, 3, 4}, 0.333), ({2, 3, 4}, 0.167), ({1, 2, 3, 4}, 0.375)


= “Clases de P(Ω) semejantes a las clases {1} y {3}”;
≈
A ∪
≈
B =


({1}, 1), ({2}, 0.5), ({3}, 1), ({4}, 0.5), ({1, 2}, 0.75),
({1, 3}, 0.5), ({1, 4}, 0.5), ({2, 3}, 0.75), ({2, 4}, 0.5),
({3, 4}, 0.75), ({1, 2, 3}, 0.5), ({1, 2, 4}, 0.5), ({1, 3, 4}, 0.5),
({2, 3, 4}, 0.667), ({1, 2, 3, 4}, 0.5)


= “Clases de P(Ω) semejantes a las clases {1} o´ {3}”;
¬
≈
B =


({2}, 0.5), ({3}, 1), ({4}, 1), ({1, 2}, 0.25),
({1, 3}, 0.5), ({1, 4}, 0.5), ({2, 3}, 0.75), ({2, 4}, 0.75),
({1, 2, 3}, 0.5), ({1, 2, 4}, 0.5), ({1, 3, 4}, 0.667),
({2, 3, 4}, 0.833), ({1, 2, 3, 4}, 0.625)


= “Clases de P(Ω) no semejantes a la clase {1}”.
Definicio´n 6 Sea
≈
A un conjunto difuso generado en el universo D ⊆ P(Ω) y sea α ∈ [0, 1].
Un conjunto de nivel α es:
Aα =
{
S ∈ D : µ≈
A
(S) ≥ α
}
.
Ejemplo 5 Con la notacio´n del ejemplo 4, si α = 0.6, entonces
B0.6 =
{
{1}, {1, 2}
}
.
En este conjunto, se encuentran los elementos del universo P(Ω) que tienen al menos una
medida de 0.6, de pertenencia al concepto
≈
B.
El siguiente ejemplo que se presentara´ trabaja sobre conjuntos difusos generados en
un universo, que es un subconjunto propio de P(Ω).
Ejemplo 6 Sea el universo Ω = {a1, a2, a3, a4, a5, b1, b2, b3, b4, b5, c1, c2, c3, c4, c5} y los con-
juntos difusos:
A˜ = “tipo pequen˜o de casa”
=
{
(a1, 1), (a2, 0.7), (a3, 0.4), (a4, 0.1), (b1, 1), (b2, 0.7),
(b3, 0.4), (b4, 0.1), (c1, 1), (c2, 0.7), (c3, 0.4), (c4, 0.1)
}
,
donde “(a2, 0.7)” se interpreta como una casa que tiene dos habitaciones y se le asocia
una medida de 0.7, de pertenecer al concepto de casa pequen˜a;
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B˜ = “tipo grande de casa”
=
{
(a3, 0.2), (a4, 0.6), (a5, 1), (b3, 0.2), (b4, 0.6),
(b5, 1), (c3, 0.2), (c4, 0.6), (c5, 1)
}
,
donde “(a4, 0.6)” se interpreta como una casa que tiene cuatro habitaciones y se le asocia
una medida de 0.6, de pertenecer al concepto de casa grande.
Considere el nuevo universo D ⊆ P(Ω)
D =
{
{a1, b1, c1}, {a1, b1, c2}, {a1, b2, c3}, {a2, b3, c3},
{a3, b3, c4}, {a3, b4, c5}, {a4, b5, c5}, {a5, b5, c5}
}
,
y los conjuntos difusos generados en el universo D por A˜ y B˜, respectivamente, al utilizar
la fo´rmula (2) para calcular el valor de pertenencia se tiene:
≈
A = “Condominio de tres casas pequen˜as”
=
{
({a1, b1, c1}, 1), ({a1, b1, c2}, 0.9), ({a1 , b2, c3}, 0.7), ({a2 , b3, c3}, 0.5),
({a3, b3, c4}, 0.3), ({a3 , b4, c5}, 0.167), ({a4 , b5, c5}, 0.333)
}
,
≈
B = “Condominio de tres casas grandes”
=
{
({a1, b2, c3}, 0.067), ({a2 , b3, c3}, 0.133), ({a3 , b3, c4}, 0.333),
({a3, b4, c5}, 0.6), ({a4 , b5, c5}, 0.86), ({a5 , b5, c5}, 1)
}
.
En
≈
A, por ejemplo, “({a1, b1, c2}, 0.9)” tiene la interpretacio´n de un condominio de tres
casas, dos de ellas tienen una habitacio´n y la otra dos habitaciones, asocia´ndole una
medida promedio del concepto de casa pequen˜a de 0.9.
Aplica´ndole las operaciones de unio´n, interseccio´n y complemento a estos conjuntos
difusos generados en el universo D por A˜ y B˜, se tienen los siguientes conjuntos, respec-
tivamente:
≈
A ∪
≈
B =


({a1, b1, c1}, 1), ({a1, b1, c2}, 0.9), ({a1 , b2, c3}, 0.7),
({a2, b3, c3}, 0.5), ({a3 , b3, c4}, 0.333), ({a3 , b4, c5}, 0.6),
({a4, b5, c5}, 0.867), ({a5 , b5, c5}, 1)


= “Condominio de tres casas pequen˜as o grandes”,
≈
A ∩
≈
B =
{
({a1, b2, c3}, 0.667), ({a2 , b3, c3}, 0.133), ({a3 , b3, c4}, 0.3),
({a3, b4, c5}, 0.167), ({a4 , b5, c5}, 0.033)
}
= “Condominio de tres casas pequen˜as y grandes”,
¬
≈
A =
{
({a1, b1, c2}, 0.1), ({a1 , b2, c3}, 0.3), ({a2 , b3, c3}, 0.5),
({a3, b3, c4}, 0.7), ({a3 , b4, c5}, 0.833), ({a4 , b5, c5}, 0.967)
}
= “Condominio de tres casas no pequen˜as”.
3 I´ndices difusos en la clasificacio´n jera´rquica ascendente
En la presente seccio´n se proponen dos ı´ndices para encontrar la particio´n ma´s significativa
de un a´rbol jera´rquico binario: el ı´ndice de variables, que basa su ca´lculo en la utilizacio´n
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de los conjuntos difusos generados tratando de encontrar la ma´xima separabilidad de las
clases, y el ı´ndice de individuos, que basa su ca´lculo en los conjuntos difusos, encontrando
la particio´n cuyas clases son lo ma´s homoge´neas posibles.
3.1 I´ndice de variables
En esta seccio´n se propondra´ un ı´ndice para determinar los niveles ma´s significativos de
un a´rbol jera´rquico binario, basado en la utilizacio´n de los conjuntos difusos generados
como te´cnica de ca´lculo e interpretacio´n. A este ı´ndice se le llamara´ ı´ndice de variables,
pues se basa en un conteo de variables.
Se considerara´ una tabla de datos de taman˜o n×p, donde n es el nu´mero de individuos
a clasificar del conjunto Ω y p es el nu´mero de variables cuantitativas positivas que fueron
medidas sobre los individuos de Ω. As´ı, xji es el valor de la variable j medida sobre el
individuo xi ∈ Ω.
Para aplicar la teor´ıa de los conjuntos difusos en la definicio´n del ı´ndice antes men-
cionado, es necesario trasladar la tabla de datos original a una tabla de datos, cuyos valores
este´n en el intervalo [0, 1], para este efecto se dividieron los valores xji por el resultado de
la suma de los valores de la variable j-e´sima en todos los individuos xi ∈ Ω, esto es:
y
j
i =
x
j
i
sj
, donde sj =
n∑
i=1
x
j
i .
Se observa que esta normalizacio´n tiene la propiedad adicional:
n∑
i=1
y
j
i = 1.
Se aplicara´ el algoritmo de clasificacio´n jera´rquica ascendente (CJA), a la tabla de
datos antes mencionada. Como el algoritmo inicia en la primera iteracio´n con la particio´n
de los conjuntos unitarios se define la siguiente notacio´n.
Sean v1, . . . , vp las p variables cuantitativas positivas medidas sobre los n individuos
de Ω, normalizadas al intervalo [0, 1]. Se consideran los p conjuntos difusos siguientes:
v˜j =
{
(xi, y
j
i ) : xi ∈ Ω, y su respectivo y
j
i ∈ [0, 1]
}
, con j = 1, . . . , p.
Sea α un valor nume´rico real que esta´ en el intervalo [0, 1]. Este valor α representa el
nivel de exigencia mı´nimo que el individuo xi ∈ Ω debe satisfacer en la variable vj para
ser tomado en cuenta en el conjunto de nivel α, esto es:
(vj)
0
α =
{
xi ∈ Ω : y
j
i ≥ α
}
, con j = 1, . . . , p.
Al valor α se le llamara´ para´metro de significancia.
Hasta este momento se han mencionado p conjuntos de nivel α. Cada uno de estos
conjuntos de nivel α contiene los individuos xi ∈ Ω cuyos valores sobrepasan el para´metro
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de significancia mı´nimo, por lo que debe ser conveniente de tomarlos en cuenta. Es impor-
tante observar que la cardinalidad de cada uno de los conjuntos de nivel α var´ıa de 0 a n.
Por ello, una variable vj es bien significativa para representar separabilidad entre grupos
con respecto a esta variable, si la cardinalidad del conjunto de nivel α que corresponde a
la variable vj es en algu´n sentido considerable, es decir, la variable vj es bien significativa
si
|(vj)
0
α| ≥ βn ≥ 1,
siendo β ∈ [0, 1] un porcentaje considerable dado en forma emp´ırica, llamado para´metro
de representatividad.
Ahora, se calcula un porcentaje de las variables bien significativas, con un cierto valor
de α en el intervalo [0, 1], con el fin de obtener un ı´ndice denominado ı´ndice de variables,
en notacio´n se tiene:
IV0(α) =
1
p
∣∣∣∣ {vj : |(vj)0α| ≥ βn ≥ 1}
∣∣∣∣ .
En las siguientes iteraciones del algoritmo CJA, el panorama cambia un poco, pues el
universo de los conjuntos difusos v˜j , con j = 1, . . . , p, antes mencionados, ya no es Ω, sino
que es una particio´n de Ω, que se denotara´ con Ω(k), donde k es el nu´mero de iteracio´n.
Recordemos que el objeto en estudio son a´rboles jera´rquicos binarios, entonces k var´ıa de
0 a n−1; entendiendo como Ω(0) = Ω la particio´n ma´s fina o la particio´n inicial. Entonces
en estas iteraciones, es importante tomar en cuenta los conjuntos difusos generados en el
universo Ω(k) ⊂ P(Ω) por el conjunto difuso v˜j. La funcio´n de pertenencia que se utiliza
para los conjuntos difusos generados
≈
vj es la suma acotada de los valores de los individuos
en la misma clase h, i.e.
≈
vj =
{(
h, µ≈
v j
(h)
)
: h ∈ Ω(k)
}
,
en donde µ≈
vj
(h) = min

1,
∑
xi∈h
y
j
i

.
El universo Ω(k) cambia su cardinalidad en cada iteracio´n, por lo que el para´metro de
representatividad β, debe ser multiplicado por la cardinalidad de Ω(k) en cada iteracio´n.
El valor de este porcentaje es dado en forma emp´ırica. Se observa que en cada iteracio´n la
cardinalidad de Ω(k) es de n− k, con k = 0, . . . , n− 1. Por lo tanto, el ı´ndice de variables
a considerar en la iteracio´n k = 0, . . . , . . . , n − 1 es:
IVk(α) =
1
p
∣∣∣∣ {vj : |(vj)kα| ≥ β(n − k) ≥ 1}
∣∣∣∣ , si (vj)kα =
{
h ∈ Ω(k) : µ≈
vj
(h) ≥ α
}
.
Considere un valor del para´metro de significancia α fijo pero arbitrario en el intervalo
[0, 1], se define como salto del ı´ndice de variables en α al valor
∆IVk(α) = IVk(α)− IVk−1(α).
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Si este salto es significativamente grande en la iteracio´n k, indica que la cantidad de
variables, que determinan la separabilidad de las clases, aumento´ dra´sticamente, inter-
preta´ndose con esto que la iteracio´n es en algu´n sentido significativa.
Sea e un valor de espaciado fijo, dado en forma emp´ırica, para formar una escala de
para´metros de significancia de la siguiente forma:
αmin < αmin + e < αmin + 2e < · · · < αmax,
con αmin, αmax ∈ [0, 1]. Se entendera´ un cambio de nivel en la escala, si se pasa de un valor
a otro, en los valores determinados de la escala.
Por otro lado, se observa que si la variable vj representa separabilidad al nivel α pero
disminuye su separabilidad al siguiente nivel de la escala, se interpreta como el mayor nivel
para el cual la variable representa separabilidad. Generalizando esta idea, se obtiene que
si
IVk(α) > IVk(α+ e),
algunas variables esta´n en su mayor nivel de separabilidad.
Entonces se desea encontrar la iteracio´n k del algoritmo CJA en la cual la particio´n
correspondiente Ω(k) sea de clases bien separadas entre s´ı, y esto se obtiene encontrando
el mayor salto ∆IVk(α) para el cual las variables esta´n en el mayor nivel que representa
separabilidad, en notacio´n se tiene:
max
k=0,...,n−1
max
α∈J
{
∆IVk(α) : IVk(α) > IVk(α+ e)
}
,
en donde J = {αmin, αmin + e, αmin + 2e, . . . , αmax} ⊆ [0, 1]. Tomando en cuenta que
puede haber dos iteraciones diferentes de salto ma´ximo iguales, en tal caso se escoger´ıa
la que tenga mayor para´metro de significancia. Sin embargo, este puede no ser u´nico, en
este caso se le deja al investigador analizar cua´l particio´n es la ma´s conveniente para los
requerimientos del estudio que esta´ efectuando.
Por lo tanto, la iteracio´n obtenida anteriormente busca maximizar la separabilidad
entre las clases de la particio´n.
3.2 I´ndice de individuos
El fin de esta seccio´n es exponer otro ı´ndice que utiliza los conjuntos difusos para el ca´lculo
e interpretacio´n. A este ı´ndice se le llamara´ ı´ndice de individuos, pues se basa en un conteo
de individuos.
Se parte de la misma tabla de datos n× p de la seccio´n anterior y se considera que ya
fue normalizada segu´n se sugirio´ anteriormente, donde yji es el valor de la variable vj en
el individuo xi ∈ Ω.
Ana´logamente, con el ı´ndice de variables, se aplicara´ el algoritmo CJA, a la tabla de
datos antes mencionada. Pero ya desde el inicio del algoritmo, se tienen las diferencias de
ambos ı´ndices, puesto que ahora se consideran los conjuntos difusos:
x˜i =
{(
vj , y
j
i
)
: vj es una variable, con j = 1, . . . , p
}
,
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donde i = 1, . . . , n.
El conjunto de nivel α correspondiente al conjunto difuso x˜i es
(xi)α =
{
vj : y
j
i ≥ α, j = 1, . . . , p
}
,
con i = 1, . . . , n.
Sea Ω(k) = {P1, . . . , Pn−k} la particio´n de Ω en la iteracio´n k, con k = 0, . . . , n − 1.
Ahora se define el ı´ndice de individuos, en la primera iteracio´n, como el porcentaje
de los individuos que tiene un conjunto de nivel α correspondiente con una cardinalidad
mayor o igual que βp, donde β es el para´metro de representatividad, que sobrepasa el
para´metro de significancia α, es decir,
II0(α) =
1
n
∣∣∣∣ {xi ∈ Ω(0) : |(xi)α| ≥ βp ≥ 1}
∣∣∣∣ .
Se denotara´ con P˜l, con l = 1, . . . , n − k el conjunto difuso que se obtiene al sumar
todos los conjuntos difusos x˜i tal que xi ∈ Pl, en notacio´n simbo´lica se tiene:
P˜l =
∑
xi∈Pl
x˜i
=
{(
vj, µP˜l(vj)
)
: vj es variable, con j = 1, . . . , p
}
,
en donde µP˜l(vj) =
∑
xi∈Pl
y
j
i , con l = 1, . . . , n− k. Observe que debido a la normalizacio´n
de la variables, se tiene µP˜l(vj) ≤ 1.
Por lo tanto, en cada iteracio´n k del algoritmo CJA, hay n − k conjuntos difusos P˜l,
es por esta razo´n que en el ca´lculo del ı´ndice de individuos, cuando se generaliza a todas
las iteraciones, se debe ponderar por la cardinalidad de Pl, para que siempre refleje un
porcentaje del total de los individuos de Ω, entonces el ı´ndice ser´ıa:
IIk(α) =
1
n
∑
Pl∈Qk(α)
|Pl|,
en donde Qk(α) =
{
Pl ∈ Ω
(k) : |(Pl)α| ≥ βp ≥ 1
}
.
Sin embargo, el ı´ndice de individuos lo que obtiene son las clases que sobrepasan el
para´metro de significancia mı´nimo en un valor del para´metro de representatividad acep-
table, lo que se interpreta como las clases homoge´neas.
Por lo tanto, si se maximiza el salto ∆IIk(α) se encuentra la iteracio´n k en la cual las
clases son lo ma´s homoge´neas entre s´ı, en notacio´n se tiene
max
k=0,...,n−1
max
α∈J
{
∆IIk(α) : IIk(α) > IIk(α+ e)
}
,
en donde J = {αmin, αmin + e, αmin + 2e, . . . , αmax} ⊆ [0, 1].
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Matema´tica Ciencias France´s Lat´ın Gimnasia
1 Jean 6 6 5 5.5 8
2 Alain 8 8 8 8 9
3 Anne 6 7 11 9.5 11
4 Monique 14.5 14.5 15.5 15 8
5 Didier 14 14 12 12.5 10
6 Andre´ 11 10 5.5 7 13
7 Pierre 5.5 7 14 11.5 10
8 Brigitte 13 12.5 8.5 9.5 12
9 Evelyne 9 9.5 12.5 12 18
Tabla 1: Tabla de datos de las notas escolares francesas
Se recomienda que ante diferentes iteraciones con salto ma´ximo igual se escoja la
iteracio´n que tenga mayor nivel de exigencia α, sin embargo, e´sta puede no ser u´nica, en
este caso, se le deja al experto decidir cua´l es la particio´n ma´s conveniente.
Por lo tanto, se tiene un me´todo para encontrar una o varias iteraciones en la que las
clases son lo ma´s homoge´neos posibles.
4 Ejemplo de las notas francesas
Los datos de este ejemplo han sido utilizados en diferentes ocasiones, para analizar el
comportamiento de los me´todo de Ana´lisis de Datos en diversos estudios [15, 17, 10].
Estos datos corresponden a las notas escolares obtenidas por unos estudiantes franceses.
El objetivo es hacer una clasificacio´n de estudiantes de acuerdo con su rendimiento en
cinco materias, teniendo en cuenta que la escala francesa es de 0 a 20. La tabla de datos
correspondiente esta´ en la tabla 1.
Se utiliza la escala de para´metros de significancia α: 10, 20, 30, 40, 50, 60, 70, 80, 90
y β igual a 40%, es decir, β = 0.4, en ambos ı´ndices.
En la tabla 2 las columnas representan los diferentes valores del para´metro de signi-
ficancia y los renglones las iteraciones del algoritmo CJA. El ı´ndice de variables busca
la iteracio´n (k) en la cual las variables este´n en su mayor nivel de separabilidad y esto
se observa, para cada renglo´n, cuando en la siguiente columna disminuye el valor IVk.
Adema´s, se maximiza el salto de IVk−1 a IVk. Se observa que en la iteracio´n 7 con un α
de 0.3 se d´ıo el mayor salto donde existia mayor nivel de separabilidad.
En la tabla 3 las columnas representan los diferentes valores del para´metro de signifi-
cancia y los renglones las iteraciones del algoritmo CJA. El ı´ndice de individuos busca la
iteracio´n (k) en la cual las clases sobrepasan el para´metro de significancia mı´nimo en un
valor del para´metro de representatividad aceptable y esto se observa, para cada renglo´n,
cuando en la siguiente columna disminuye el valor IIk. Adema´s, se maximiza el salto de
IIk−1 a IIk. Se observa que en la iteracio´n 7 con un α de 0.3 se d´ıo el mayor salto donde
existia mayor nivel de separabilidad.
El a´rbol correspondiente a la jerarqu´ıa, obtenida de trasladar los datos con la suma
de la columna correspondiente y usar la funcio´n de pertenencia suma para los conjuntos
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Iteracio´n 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 1.00 1.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00
7 1.00 1.00 0.80 0.00 0.00 0.00 0.00 0.00 0.00
8 1.00 1.00 1.00 1.00 1.00 1.00 0.40 0.20 0.00
Tabla 2: I´ndice de variables con diferentes para´metros de significancia
Iteracio´n 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1 0.78 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.78 0.22 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.78 0.44 0.22 0.00 0.00 0.00 0.00 0.00 0.00
4 1.00 0.44 0.22 0.00 0.00 0.00 0.00 0.00 0.00
5 1.00 0.67 0.22 0.00 0.00 0.00 0.00 0.00 0.00
6 1.00 0.78 0.56 0.00 0.00 0.00 0.00 0.00 0.00
7 1.00 1.00 1.00 0.44 0.00 0.00 0.00 0.00 0.00
8 1.00 1.00 1.00 0.78 0.78 0.78 0.00 0.00 0.00
Tabla 3: I´ndice de individuos con diferentes para´metros de significancia
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Figura 1: A´rbol jera´rquico de las notas francesas
difusos generados, se observa en la figura 1.
Los ı´ndices suguieren que el a´rbol hay que partirlo: antes del nodo 16, con la particio´n
{Jean, Alain, Andre´, Brigitte}, {Anne, Pierre, Evelyne}, {Monique, Didier}.
Javier Trejos propone en [16, 17], usando el nu´mero equivalente, que para el ejemplo
de las notas francesas, deben haber tres clases, lo que corresponde a partir el a´rbol antes
del nodo 16, y es precisamente el nivel que sugieren los ı´ndices de variables y de individuos
que se proponen.
5 Conclusiones
De los ejemplos analizados en la primera parte, se puede concluir que si el universo se
cambia por un subconjunto de partes de Ω, las interpretaciones de los conjuntos difusos
generados son muy naturales y realmente s´ı generalizan el concepto del conjunto difuso
inicial.
Utilizando los conceptos de los conjuntos difusos, se pudo definir un ı´ndice para en-
contrar el nivel del a´rbol jera´rquico binario, cuya particio´n correspondiente de Ω es la ma´s
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significativa. Este ı´ndice se llamo´ ı´ndice de individuos, pues se basa en un conteo de los
individuos que se desean clasificar. El ı´ndice de individuos busca la particio´n cuyas clases
son lo ma´s homoge´neas posibles en su interior.
Al utilizar una herramienta de modelaje tan amplia, como son los conjuntos difusos
generados, se pudo establecer otro ı´ndice para cortar a´rboles jera´rquicos binarios, al que se
le llamo´ ı´ndice de variables, el cual busca en el a´rbol el nivel cuya particio´n correspondiente
de Ω, tenga las clases lo ma´s separadas entre s´ı.
Adema´s, buscar las clases lo ma´s homoge´neas posibles es ana´logo a maximizar la
separabidad entre las clases [2]. Por lo tanto, se espera que los ı´ndices antes propuestos
coincidan casi siempre, encontrando las particiones ma´s significativas en una clasificacio´n
jera´rquica ascendente.
Una limitacio´n que tienen los ı´ndices propuestos es que trabajan en tablas de datos con
variables cuantitativas y cuyos valores son positivos. Ser´ıa importante en futuras investi-
gaciones generalizar los ı´ndices a los problemas de tablas de datos con valores negativos
y con valores positivos y negativos; adema´s, ser´ıa interesante generalizar estos ı´ndices a
variables cualitativas.
Los ı´ndices propuestos en este art´ıculo, dependen de dos para´metros: el para´metro
de significancia y el para´metro de representatividad. Una investigacio´n ma´s profunda de
esta dependencia se debe realizar, pues los valores que se utilizaron para estos para´metros
fueron emp´ıricos.
En [12] aparecera´n comparaciones entre los ı´ndices aqu´ı propuestos y los ı´ndices uti-
lizados con ma´s frecuencia en la literatura.
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