Recent developments in Transition State Theory brought about by dynamical systems theory are extended to time-dependent systems such as laser-driven reactions. Using time-dependent normal form theory, we construct a reaction coordinate with regular dynamics inside the transition region. The conservation of the associated action enables one to extract time-dependent invariant manifolds that act as separatrices between reactive and non-reactive trajectories and thus make it possible to predict the ultimate fate of a trajectory. We illustrate the power of our approach on a driven Hénon-Heiles system, which serves as a simple example of a reactive system with several open channels. The present generalization of Transition State Theory to driven systems will allow one to study processes such as the control of chemical reactions through laser pulses.
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I. INTRODUCTION
The Transition State (TS), a dividing hypersurface between the reactant and the product regions in phase space, [1] [2] [3] is one of the central concepts in the theory of chemical reactions.
It plays an important role in determining the rate constant, and also provides an intuitive understanding of the reaction through the geometrical structure of the phase space. The validity of TS theory is based on the "no-recrossing" assumption, which demands that all the reactive trajectories that go from the reactant to the product region or vice versa must cross the TS once and only once, whereas non-reactive trajectories do not cross it at all. Through a recent approach to TS theory [1] [2] [3] [4] [5] [6] [7] [8] [9] based on the geometric theory of dynamical systems, a dividing surface that satisfies this condition can be constructed for autonomous
Hamiltonian systems with arbitrarily many degrees of freedom. The approach assumes only that the reactant and product regions are separated by an energy barrier, i.e. a rank-1 saddle point of the effective potential, where the local dynamics decouples into a single unstable reactive mode and several stable bath modes. The dividing surface thus obtained is bounded by a normally hyperbolic invariant manifold (NHIM).
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The stable and unstable manifolds of the NHIM act as separatrices between reactive and non-reactive trajectories that funnel enclosed trajectories towards and away from the TS. (An analogous mechanism had previously been described in system with two degrees of freedom.
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) These manifolds encode a detailed microscopic description of the reaction dynamics.
On a different front, the development of laser technology [14] [15] [16] [17] in the past decades has led to laser pulses whose duration is on the time scale of the molecular motion, that is, pico-or femtosecond. It is thus becoming feasible to manipulate and control chemical reactions on a microscopic level through the application of judiciously shaped laser pulses (see Refs. 14,15,18 for reviews). However, to determine the required pulse shapes one needs to understand the dynamics of laser-driven reactions in microscopic detail. The geometric TS theory has the potential to provide such knowledge if it can be generalized to problems with external driving fields. This is the aim of the present paper.
Recent work by Bartsch et al. [19] [20] [21] on TST for time-dependent problems has addressed the inclusion of stochastic time-dependent forces (due to solvents in liquid phase reactions, for example). Starting from the Langevin equation of motion, they showed the existence of a "transition state trajectory," which stays in the vicinity of the barrier for all time. The TS trajectory generalizes the saddle point that is of central importance to autonomous TST to the time-dependent setting. Time-dependent invariant manifolds that separate reactive from non-reactive trajectories in the known manner are attached to the TS trajectory.
In this paper, we combine the concept of the TS trajectory with the method of normal form (NF) expansions based on Lie transformations 22 which has been shown to be an effective tool to calculate invariant manifolds in autonomous systems [1] [2] [3] [4] [5] [6] [7] [8] [9] (see also Refs. 23,24 for a quantum version of Lie transformations). Preceding work on time-dependent normal form (TDNF) in the field of celestial mechanics 25 assumes the external driving to be periodic or quasi-periodic, which precludes an application of the algorithm to short laser pulses. In contrast, the TDNF scheme developed here can be applied to any form of time dependence of the external force. We will compare the result of the TDNF with those of a harmonic approximation and of time-independent NF theory and thereby demonstrate that both the nonlinearity and the time dependence are equally important and can be correctly handled by TDNF theory.
Section II presents the technical details of the TDNF scheme. The basic finding there is that, although resonances between the external field and the bath modes do not allow reducing the dynamics to an integrable NF, it is possible to separate the reactive mode from all other modes even under the influence of the laser field. This separation yields a constant of the motion, viz. the action variable associated with the reactive mode. The sign of this action variable distinguishes reactive from non-reactive trajectories and thus also characterizes the separatrices between them.
In Sec. III, an application of the TDNF to a simple two-dof model is given: a Hénon-Heiles potential with a Gaussian interaction with the external field. That potential, 26 whose contour plot is shown in Fig. 1 , has one minimum at the origin and three saddle points that separate a central region from three asymptotic regions. We regard the asymptotic regions as depicting the reactant channel and two different product channels, the central region as corresponding to an intermediate activated complex. The system then serves as a simple model for multi-channel reactions like
where R 1 and R 2 denote reactant molecules that collide to form a metastable complex M * , which then dissociates either into one of the two product channels P 1 + P 2 or P 1 + P 2 , or back into the reactant channel R 1 + R 2 .
The laser field influences both the formation and the decay of the intermediate complex.
Some of the trajectories starting in the reactant region of phase space are simply reflected by the first barrier (marked by S R in Fig. 1 ) and never form the complex, whereas others surmount the barrier and reach the intermediate region.
Once the complex has been formed, it can decay across any of the three barriers (S R , S A , S B ) that lead into the three channels.
The outcome of the reaction is determined by the channel chosen. It is therefore important to specify the conditions for a trajectory to enter into the intermediate region in the first place and then to react into a given channel. We will construct time-dependent normal forms around all three saddle points and show that the invariant manifolds extracted in this way provide such conditions that allow one to predict the ultimate fate of a trajectory a priori, without having to carry out a numerical simulation.
II. THEORY
In this section, we develop a scheme to calculate the phase space structures in the vicinity of a saddle point for laser-driven reactions. The algorithm, which is based on time-dependent normal form theory, consists of three main steps that are illustrated schematically in Fig. 2: (a) diagonalization of the linearized time-independent dynamics, (b) a time-dependent shift of origin that eliminates the time-dependence to lowest order, and (c) a sequence of nonlinear coordinate transformations that reduces the dynamics to a suitably chosen normal form. As a result, we will identify a reactive mode that can be separated from all other modes even under the influence of the external field. Although resonances between the bath modes and the external field prevent the reduction of the Hamiltonian to an integrable normal form, it is possible to construct one constant of the motion, viz. the action variable of the reactive mode. It defines phase space structures such as separatrices between reactive and non-reactive trajectories.
We start with a general Hamiltonian of the form
where H sys is the Hamiltonian of the isolated system, and H ex describes the interaction with the time-dependent external field.
We assume that q = p = 0 is a rank-1 saddle point of H sys , i.e. it denotes the location of an energy barrier. We expand the Hamiltonian in Taylor series as follows: with an external electric field leads to β jk (t) = 0 for k = 0 and β j0 (t) = E(t) · µ j , where
is the electric field and
is the dipole moment of the system as a function of the nuclear coordinates q.
Since the NF theory is a perturbative approach, we introduce formal a perturbation parameter ε that will be set equal to 1 in the end. We scale according to
After the scaling, H sys and H ex can be expressed as a power series in ε:
where
As a consequence of the scaling prescription (6), its leading-order term
has an autonomous part of degree 2 in coordinates and momenta and a time-dependent 
A. Diagonalization of the linearized time-independent dynamics
As a first step of the normal form procedure, we diagonalize the autonomous part of the leading-order Hamiltonian H 0 in the standard way. We introduce normal mode coordinates through the linear transformation
with appropriate coefficients C ( ) j such that H 0 takes the form
where ξ r (t) and η r (t) ( = 1, . . . , n) can be calculated from β jk (t) by substituting Eqs. (13) and (14) into Eq. (12) . We further introduce the coordinates [see Fig. 2 (a) for the reactive mode]
which are illustrated in Fig. 2 and 'c'. In these coordinates, H 0 becomes
where ξ
. . , n) are obtained by substituting Eqs. (16) and (17) into Eq. (15). 
The shifts Q ‡ and P ‡ are given by
where the symbol S [·, ·] is defined as follows. For a function f (t) with the Fourier transform
and for a complex number µ,
If Reµ = 0, the S-functional can be written explicitly as in Ref. 20 :
Therefore, the components Q ‡ 1 (t) and P ‡ 1 (t) correspond to the TS trajectory of Refs. 19-21, which was defined as a particular solution of the lowest-order equations of motion that remains in the vicinity of the barrier for all times. If f (t) describes a short pulse, i.e.
f (t) → 0 as t → ±∞, it is clear from (28) that S [µ, f ](t) → 0 as t → ±∞, as is required
for the components of the TS trajectory.
If, however, µ = iω 0 is purely imaginary, the integral in Eq. (27) is ill-defined because the integrand has a pole on the integration path. This divergence must be regularized to yield a suitable expression for the TS trajectory. An obvious way to do this is to add an infinitesimal real part to the eigenvalues, i.e. to replace the S-functional in Eqs. (23) and (24) by
These regularizations are well-defined if the Fourier transformf (ω) is regular at ω = ω 0 .
They differ in the boundary conditions they satisfy: By (28), S + [iω 0 , f ](t) tends to zero as
Both regularizations remain bounded for all times and are therefore equally suitable as components of the TS trajectory. We thus find that in the presence of purely imaginary eigenvalues the TS trajectory is no longer uniquely defined. Dynamically speaking, imaginary eigenvalues correspond to undamped oscillations. The motion in these modes always remains bounded for all times, so that the requirement that the TS trajectory must never leave the vicinity of the barrier does not single out a specific trajectory. In the bath modes, we are therefore free to pick an arbitrary trajectory and designate it as the TS trajectory. By convention, we will choose the symmetrized version
which corresponds to replacing the integral in Eq. (27) by its principal value. With this definition, Eqs. (21)- (24) For functions f (t), g(t) and constants a, b, µ, ν, the following properties of the S symbol can readily be shown:
If f (t) is proportional to an electric field strength, as for the dipole coupling (5), the hypothesis of (36), i.e.f (0) = 0, is always satisfied as a consequence of Maxwell's equations.
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The shift (19) and (20) to the TS trajectory as a time-dependent origin is described by the generating function
The new HamiltonianH(q
A simple calculation using (33) shows that
Terms independent of p c and q c have no influence on the equations of motion and can be omitted. We then obtain a Hamiltonian [that will not be confused with the original
where the harmonic part
is formally the same as the autonomous part of the leading-order Hamiltonian H 0 in (19) and the higher-order terms H ν (q 
where the canonical coordinate τ takes the same value as t and P τ is its conjugate momentum.
The Taylor expansion of K is given by
We will now construct a canonical transformation (q
leaves the time coordinate τ unchanged and that decouples the reactive mode from the bath modes to an arbitrarily high order N of perturbation theory. It will be given by a sequence of Lie transformations:q
is the operation of Poisson bracket with a function f ν that will be specified below. The
Hamiltonian K is transformed intō
It is now our goal to find functions f ν that achieve the desired decoupling inK.
If we define a sequence of partially transformed HamiltoniansK
we find the recursion formulae
Because the term of the order ν is unchanged for µ > ν, in the final HamiltonianK =K
Thus, f ν should be chosen so that the decoupling of the reactive mode is achieved in the
ν . In the present case,
is a polynomial, where h (ν) jk (τ ) are coefficients that depend on τ . We can also express f ν as a polynomial
containing the same monomials jk that occur in Eq. (56). WithK 
Thus, by setting
we can eliminate the term jk fromK
which is well-known in the theory of time-independent NF.
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In the calculation of the coefficients in Eq. (60), once again one has to pay attention to convergence. If γ jk is purely imaginary, the integrand in the definition (27) The transformation functions f ν in (57) are independent of P τ , so that the time coordinatē
is unchanged under the transformation, as desired. In addition, because of the special form
ν , f µ } is independent of P τ for all µ and ν. Therefore, the normal form HamiltonianK depends on P τ only through its lowest-order termK 0 = K 0 .
We can thus return to a time-dependent formulation in the non-extended phase space with the normal form Hamiltonian
where we write t again instead of the time coordinate τ .
Because the normal form Hamiltonian contains only terms with j 1 = k 1 , it takes the form
where it is understood that terms of order larger than N , which are not in normal form, the transition state dividing surface T can be defined in a way analogous to that of Refs. 1,2 (see Fig. 3 ):
These definitions are valid locally within the region of convergence Ω of the NF expansion. They can be put in the original coordinates by inverting the nonlinear transformation [Eqs. (47) and (48)], the shift [Eqs. (19) and (20)], and then the linear trasformations [Eqs. (13), (14), (16), and (17)]. The stable and unstable manifolds can be continued numerically beyond the region Ω as in the autonomous setting.
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The dimensions of M, W s , W u , and T are 2n − 1, 2n, 2n, and 2n, respectively, in the (2n + 1)-dimensional phase space (including time). These dimensions are increased by 2 compared to the time-independent case because the manifolds are time-dependent and are not confined to an energy shell.
The normal form procedure requires the truncation of the Hamiltonian to a finite expansion order N . It is therefore important to monitor the error caused by the truncation and the convergence of the expansion with increasing N . In Ref. 30 , we suggested to use the energy error for this purpose in an autonomous system. Here we will use an alternative criterion that is more directly related to the equations of motion, that is, the error of Hamiltonian vector field. We monitor the Euclidean norm of the difference of the vector fields calculated by the original Hamiltonian and the TDNF Hamiltonian:
Here,q 
III. THE DRIVEN HÉNON-HEILES SYSTEM
In this section we will apply the theory developed in the preceding section to an externally driven Hénon-Heiles system, which serves as a simple model for a reaction with several open channels. Through numerical trajectory calculations we find that the set of trajectories that lead into any given channel possesses a structure reminiscent of the "reactive islands" known in autonomous systems.
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The time-dependent invariant manifolds introduced here form the boundaries of the reactive islands and thus provides a geometric interpretation of the island structure. Time-dependent normal form theory will prove to be an effective tool for their calculation.
The Hénon-Heiles potential 26 has one minimum at the origin and three saddle points S R = for the bath mode.
In Ref. 31 , it was found that the interaction between reacting molecules and a laser field is much larger for the activated complex than for the isolated molecules. We assume this result to be typical of many molecular systems. This finding motivates us to model the coupling of the molecular system to the laser field by a Gaussian that is peaked at the origin. We are thus led to the Hamiltonian
Here, x and y are position coordinates and p x and p y are conjugate momenta. E 1 (t) denotes the electric field, and α and β are parameters that introduce an asymmetry among the asymptotic regions. Since this is a model calculation, we use a unit system in which the vibrational frequency at the origin is scaled to 1. We use α = 2 and β = 4 in what follows.
The laser-molecule interaction is proportional to E 1 (t), thus representing a dipole interaction.
Inclusion of the polarizability would result in terms proportional to the square of E 1 (t).
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We use the driving field E 1 (t) shown in Fig. 4 and given by
The parameters ω and A 0 are the laser frequency and the amplitude, respectively. The phase φ is called the carrier-envelope phase (CEP) 14, 32 . The parameter N is the number of cycles contained under the envelope. This pulse satisfies the zero-area condition
We use ω = 3, A 0 ω = 0.1, N = 4, and φ = π, which we found to exhibit the effect of the laser field most clearly. Thus, the laser frequency ω is three times the "molecular" frequency ω 0 = 1 of small vibrations around the origin. With this choice of parameters, the external field is zero for |t| > 4.189.
We sample initial conditions for our numerical trajectory study on the surface defined by
at the initial time t 0 = −4.2, just before the onset of the pulse, and with the initial energy E 0 = 0.3. (Note that the energy is well-defined before the pulse starts.) These initial conditions can be specified by the parameters
which coincide with the canonical normal-mode coordinates of the bath mode at S R . kg), and 220 au (=5.3 fs), near the time scale of proton motion (∼ 7 fs), respectively. This makes the unit of energy 0.096 au (=60 kcal/mol). Thus the barrier height (1/6 in our scaled units) becomes 0.016 au=10 kcal/mol, which is in the right order of the realistic systems.
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The harmonic frequency at the center becomes 220 ), is larger than the zero point energy of 500 cm −1 .
As described above, the outcome of a reaction is determined by the channel in which a trajectory finally leaves the interaction region. Figure 5 shows the final channel as a function of the initial condition (q, p). In the absence of the external field, as shown in Fig as can clearly be seen in Fig. 5(b) . There is an asymmetric shift of the phase space regions that lead into different final channels, as can most clearly be seen in the regions around (q, p) = (±0.22, 0). In addition, the branching ratio, that is, the total production of B divided by that of A, is increased to 1.075. This is precisely the effect that needs to be understood in detail if one wishes to control the outcome of a reaction through a suitably tailored laser pulse.
The most conspicuous feature of Fig. 5 is the existence of several different regions, or "islands," of initial conditions that lead into the same final channel and that intertwine with the islands of the other channels in a complicated manner. As Fig. 6 shows, trajectories that reach the same channel from different islands are qualitatively different. In the example of This difference can be detected by counting the crossings of the trajectory with the line x = 0 (where we count only crossings from positive to negative x). As can be seen in Fig. 6(b) , trajectories within the same island have the same number of crossings with the dividing line.
However, the number of crossings does not uniquely identify the island and therefore does not provide an exhaustive characterization of the island structure. A similar classification can be carried out for trajectories that react into channel B or return into the reactant channel, although different dividing lines have to be chosen (see Fig. 7 ). It is shown in Fig. 6 (c) and 6(d). In the latter case, there is a large peripheral region of trajectories that do not cross the dividing line at all. These trajectories are reflected by the barrier S R before they can enter into the intermediate region.
A more detailed understanding of the island structure in Fig. 5 can be obtained by noting its similarity with the reactive islands observed by De Leon et al.
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These authors interpreted the reactive islands in a two-dimensional autonomous system as the imprints of invariant "cylindrical manifolds" that separate reactive from nonreactive trajectories and that intertwine in a complicated manner as they follow the intricacies of a homoclinic tangle.
This picture was later generalized to more than two degrees of freedom, 1, 4, 6 where the stable and unstable manifolds of the NHIM that were described above play the role of the cylindrical manifolds and show the same complicated behavior. While the theory of Refs. 11-13
can immediately be applied to the time-independent situation shown in Fig. 5(a) , previous approaches are not capable of handling the time-dependent case of Fig. 5(b) . However, the time-dependent normal form theory described here enables us to define and compute the corresponding invariant manifolds even for the driven system. We will show that these manifolds determine the structure of reactive islands in the same way as they do in the autonomous setting.
We have constructed the time-dependent normal forms around all three saddle points.
The resulting expressions for the NF Hamiltonians and the coordinate transformations are available as supplemental material on EPAPS.
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Once a trajectory comes close enough to a barrier for the corresponding NF expansion to be valid, we evaluate the actionĪ 1 of the reactive mode that determines the fate of the trajectory. IfĪ 1 > 0, the trajectory will cross the barrier, and we assign the value ofĪ 1 as the escape action of that trajectory. IfĪ 1 < 0, we know that the trajectory will be deflected by the barrier. Thus, trajectories with slightly negativeĪ 1 suffer an entirely different fate from their neighbors with slightly positiveĪ 1 :
They return into the intermediate region with its complicated dynamics and later attempt to escape across a different barrier. This sensitivity of trajectories close to the separatrix is the cause of the intricate intertwining of the reactive islands. The separatrices themselves are given by the zeros of the escape action. Trajectories withĪ 1 = 0 lie on the stable manifold of the TS trajectory. They are trapped on the barrier and will neither escape nor be reflected.
In practice, we calculate the coefficients in the TDNF expansion for times t ∈ A much more complicated picture is obtained on escape, after the trajectories have taken part in the complex internal dynamics of the activated complex. As described above, we assign a final channel and an escape action to a trajectory once it approaches one of the barriers with a positive action in the reactive mode. The actions obtained in this way are shown in Fig. 10 . They take positive values within the reactive islands and decrease to zero as the border of an island is approached. Since the invariant manifolds of the TS trajectories on the saddles are given byĪ 1 = 0, this observation confirms that the borders of the reactive island are formed by these stable manifolds.
In order to assess the validity of the normal-form predictions more accurately, we focus on one of the major reactive islands. Fig. 11 shows the boundary of the island around In addition, Fig. 11 shows the boundary of the island that was obtained from a 4th-order autonomous normal form expansion that neglects the time-dependent driving (in the trajectory calculations, the time-dependence was retained). Although this expansion order is large enough to take account of the nonlinearities, the boundary found in this calculation is wrong. Thus, the external driving has a noticeable impact on the escape dynamics, and it can only be described correctly if both the time dependence and the nonlinearities are taken into account. The manifolds calculated here are beyond the reach of earlier approaches that can only handle either the nonlinearities or the time dependence.
A further observation can be adduced to support the identification of the island boundaries with time-dependent invariant manifolds: If this interpretation is correct, the boundaries correspond to trajectories that get trapped on a barrier top for all time. Thus, neighboring trajectories that are close to a boundary should take a long time before they escape.
To verify this prediction, we study the section p = 0 through the island shown in Fig. 11 and calculate the time at which a trajectory crosses the TS dividing surface defined by (68). Fig. 12 shows that escape time as well as the escape action as a function of the initial coordinate q. The plot confirms, once again, that the boundary of the island is given by the zero of the reactive-mode action and that trajectories that reach the barrier with negative action do not escape. It also shows, as anticipated, that the escape time grows to infinity as the boundary is approached. We can therefore conclude that the boundaries of the reactive islands are indeed formed by invariant manifolds, just as they are in autonomous systems, and that time-dependent NF theory provides and effective way of calculating them.
IV. CONCLUSION AND OUTLOOK
In summary, we have developed time-dependent Transition State Theory as a tool to investigate the dynamics of reactive systems under the influence of external driving. We showed how to define a TS trajectory as a generalization of the saddle point in an autonomous system. Time-dependent normal form theory then allows us to incorporate nonlinearities.
While resonances between the internal dynamics and the external driving prevent the reduction to an integrable normal form, it is possible to define a reaction coordinate with regular dynamics that separates from the other modes. The action variable associated with the reactive mode defines time-dependent invariant manifolds that act as separatrices between reactive and non-reactive trajectories. In a space of initial conditions, they give rise to reactive islands that are entirely analogous to those found in autonomous systems. Once these islands are known, the ultimate fate of a trajectory can be predicted without a numerical simulation.
We demonstrated the efficacy of this computational scheme by calculating the separatrices for a Hénon-Heiles system with a dipole interaction, which serves as a simple model of a reactive system with several open channels. In this system, we find an intricate pattern of reactive islands similar to that known from time-independent systems. This pattern is accurately described and explained by the invariant manifolds constructed through timedependent normal form theory. Although we discussed an example system with only two degrees of freedom and dipole interaction, our method can readily be applied to higherdimensional systems and higher nonlinear laser-molecule interactions.
It will be interesting and rewarding to study the effect of field parameters such as the frequency, pulse duration and carrier-envelope phase on these separatrices. Such a study will lead to valuable physical insight into why certain pulses enhance a specific reaction and others do not. This may constitute a first step towards controlling chemical reactions by manipulating the location of the separatrices through tailored laser fields. x−y = 0 used to characterize the island structure. Fig. 11 . At the border of the island, shown by the dotted line, the action tends to zero, the escape time diverges. 
