Abstract Signaling between cells is a widely used mechanism by which cell fate and tissue patterning is determined in development. We review the mechanisms by which signaling between cells is regulated so that a cell receives the right amount of signal, at the right time, to achieve its intended developmental fate and position. In nearly all cases, we find that the supply of signal factor (ligand) is the limiting step in initiating a signaling process. Ligand supply is regulated by the transcription and localization of RNA, the spread of ligand from a source, and by inhibitors that operate at several different levels. We emphasize the different regulatory strategies that operate for threshold as opposed to concentration-dependent (morphogen) signaling. Threshold signaling is extensively regulated by feedback mechanisms. Morphogen signaling is regulated quantitatively by receptor loading and transduction flow.
INTRODUCTION
Signaling between cells is commonly regarded as the most important mechanism by which cell-type differences arise in development and by which patterns of tissue organization are established. At almost every stage in development, cells emit and receive signals from other nearby cells, and these signals are necessary for normal differentiation and function.
Historically, the earliest evidence for the importance of cell signaling, or embryonic induction as this phenomenon was first called, came from the removal of neural tissue from newt embryos, which then developed without a lens (Spemann 1901) . The optic lobe region of the embryonic brain normally lies under the lens-forming region of the ectoderm and emits a signal without which a lens is not formed. Subsequently, the famous organizer graft experiment of Spemann & Mangold (1924) made use of natural pigmentation differences between two species to prove that it is the cells that receive a signal from the graft (rather than cells within the graft) that follow a new direction of differentiation. At about the same time, a particularly elegant and extensive series of cell transplantation experiments by Hörstadius (reviewed in Hörstadius 1973) demonstrated the inductive power of the micromere cells of sea urchin embryos. In vertebrates, the grafting of tissues, cells, or signal factor-loaded beads has continued to be the mainstay of research in this field. In more recent years, the value of genetics has become increasingly apparent in analyzing cell signaling in Drosophila, nematodes, and the mouse.
For many years, an increasing number of examples of signaling between cells has been accumulating, and much is now known about the existence and developmental importance of these signaling events. The aim of this review is to discuss what is known about the regulation of these signaling processes. How is the right number of signal molecules detected by the right cells at the right time? How do cells recognize the quantity and quality of signal molecules sufficiently accurately to make the correct response? In reviewing these questions, we note significant differences in the regulation of threshold and morphogen induction. This leads us to conclude that these two most important signaling processes in development require distinct control strategies.
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TYPES OF RESPONSE Threshold Inductions
There has long been a distinction between permissive and instructive inductions (e.g., Holtzer 1968) . A permissive induction is one in which competent cells are able to make a binary choice: When the signal reaches a threshold concentration, the cells can make only one kind of response, which is determined by their developmental history. Signaling or inducing factors of this kind dictate when receiving cells should respond; they do not give information about the type or magnitude of response. A classical example of a threshold induction is seen when newt ectoderm is grafted onto the head region of a frog embryo from which a sucker (frog) or a balancer (newt) is formed. The newt ectoderm on a frog embryo forms a balancer but does so at the time and in the place of the sucker, which it replaces (Spemann & Schotté 1932) . Since this first discovery, many threshold signaling events have been identified in vertebrates and invertebrates ( Figure 1 ).
In contrast, an instructive induction is one in which the amount or type of signal factor determines the choice of gene expression or cell fate from several options open to a responsive cell (see below and Figure 2 ). There is probably a continuous span of inductive processes ranging from strongly instructive to wholly permissive. Many inductions that take place in early development are to some extent instructive because at this stage cells have a wide choice of responses. As development proceeds and cells become canalized progressively toward their final fate, later inductions seem to be increasingly permissive, and cells tend to have progressively fewer response options. Many of the signaling factors that operate late in development seem to operate in a threshold manner.
Simple threshold inductions often give the appearance of being more complex, instructive processes. This is because cell diversity and patterning is often achieved by a series of sequential events that may be reciprocal between inducing and responding tissues. For example, the apical ectoderm ridge of the chick limb bud sends a signal (probably FGF4) to its underlying mesoderm, which then sends a different signal, probably Sonic hedgehog (Shh), to maintain the signaling activity of the ectoderm (Tickle 1999 , Tickle & Eichele 1994 , Wolpert 1998 ). An intricate network of such reciprocal inductions and changes in competence with time may result in several different cell fates emerging from the originally induced tissue, even though each stage in the process is a simple threshold induction.
The Community Effect and Quorum Sensing
These two processes differ from other types of induction because there is no distinction between inducing and responding cells; each cell is both an inducer and responder. The principle involved is that a population of entirely similar cells all emit a signal factor, the effective concentration of which can be reached only if a large number of cells near each other secrete the factor. Too small a number of
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Figure 1
Threshold signaling is widely used in development. (A) In the 4-cell nematode embryo, the P 2 cell induces a gut cell fate in the adjacent EMS cell (Goldstein 1995) . (B) During amphibian gastrulation, the lateral mesodermal cells signal to each other, through the community effect, a threshold type of signaling mediated by Xenopus eFGF, related to human FGF5 (Standley et al. 2001 ). (C ) During Drosophila embryogenesis, Dpp and Wg from cells in neighboring parasegments 7 and 8 cooperate to induce labial cells in the adjacent endoderm cell layer (Bienz 1997). (D) In the Drosophila eye, photoreceptor cells 1-8 induce a non-neuronal cone cell fate (C ) in their neighbors (Freeman 1996) . 519 cells will never produce enough signal factor for the concentration to reach a level above which all the inducing cells can make a response. An example of the community effect in embryonic development is that of lateral mesoderm cells of Amphibia (Gurdon et al. 1993) . As a result of an earlier induction that creates a middle grade of mesoderm, these cells secrete a factor, believed to be Xenopus FGF4, related to human FGF5 (Standley et al. 2001) . When the concentration of this factor is high enough to reach or exceed a threshold level, all these cells express myogenic genes such as Myf5 and MyoD and then progress along the pathway to form skeletal muscle (Figure 1) .
A similar principle, known as quorum sensing, has been described in bacteria. The clearest example is the autoinduction of luminescence in the symbiotic marine bacterium Vibrio fischeri, which lives in the light organ of some marine fish (reviewed by Fuqua et al. 1996) . The bacteria secrete the autoinducer, N-3-(oxohexanoyl)homoserine lactone, which accumulates around them and in their cells. At high bacterial densities (10 10 /ml) in the light organ, the inducer activates, via a receptor LuxR, a luciferase-encoding operon (lux). At low densities (10 2 /ml) in seawater, the concentration of inducer is too low to activate the lux operon. Quorum sensing is now known to be a widespread phenomenon that regulates properties as diverse as competence for DNA uptake, pathogenicity, and sporulation in many different bacterial species.
Concentration-Dependent Inductions
Some signaling processes, frequently in early development, involve instructions for a cell to choose between at least three options open to it. These connect closely with the concept of a morphogen gradient (Gurdon & Bourillot 2001 , Neumann & Cohen 1997 . A signaling molecule is secreted by cells in one position, creating a concentration gradient that becomes more dilute with distance. In contrast to threshold signals, cells within range of the source interpret different concentrations of the factor or morphogen to follow different cell-type fates. To be sure that an induction event is truly instructive, it needs to be shown that one cell has at least three choices of direct response (cycloheximide-insensitive, i.e., not requiring protein synthesis) at one time. This criterion excludes those cases in which a cell or its daughters make a series of temporally separate binary (i.e., threshold) decisions. It also excludes those commonly encountered cases in which a mixed population of cells yields several kinds of response, each individual cell making only a binary decision of whether or not to respond in its predetermined way.
Morphogen inductions are particularly significant in developmental patterning because a single event causing release of a morphogen can generate several different cell types or cell patterns spatially related to the source of the signal. Signaling molecules belonging to the TGFβ, Hedgehog, and Wnt families often behave as morphogens in early development and sometimes in later patterning processes (Figure 2) . Clearly, this kind of signaling needs to be quantitatively regulated precisely to ensure that the correct cell-fate decisions are taken.
LEVELS OF REGULATION
In theory, regulation of signaling between cells could occur anywhere in a signaling pathway-the key to identifying the physiologically significant control points is to identify the rate-limiting steps. In principle, these could be the availability of ligand, receptor, signal transducing component, or target; and within each of these broad categories, many distinct mechanisms can be envisaged. A complicating issue is that autoregulatory feedback, both positive and negative, is quite common in threshold signaling. This situation means that different steps in a pathway can become rate limiting over time (Freeman 2000 , Perrimon & McMahon 1999 . Nevertheless, all the examples known to us follow the broad principle that active ligand supply is the rate-limiting step for the initiation of signaling. This rule holds true for both morphogen and threshold signaling. An important qualification of this principle is that cells need to be competent to respond, that is, they need to express the machinery of reception. This broad competence, however, precedes the activation of signaling, and more cells become competent than eventually receive the signal, implying that competence is not the developmentally significant rate-limiting step. We summarize here the range of mechanisms by which ligand supply is regulated.
Transcription and RNA Localization
In many cases, the transcriptional pattern of ligand genes is the key step in the initiation of signaling activity. Indeed, in general, the expression pattern of ligands broadly prefigures active signaling. Nevertheless, transcriptional control is relatively slow-both to turn on and off-so in many developmental contexts it is insufficiently precise as a sole regulatory mechanism.
Once transcribed, the intracellular distribution of RNA can greatly influence the location of ligand supply. For example, the EGF receptor ligand Gurken in the In chick development, the notochord is the source of a Shh gradient that spreads through the neural tube and somites, thereby contributing to cell-fate determination (Jessell 2000) . (C) In the Drosophila imaginal wing disk, orthogonal gradients of Dpp and Wg specify anterior-posterior (A, P) and dorsal-ventral (D, V) patterns, respectively (Strigini & Cohen 1999) . (D) During chick limb-bud differentiation, a threshold signal from the apical ectoderm ridge is required for mesoderm cells to respond to a gradient of Shh secreted by cells in the zone of polarizing activity; the gradient determines the identity of digits 2-4 (Wolpert 1998).
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Drosophila oocyte is restricted to the posterior of the oocyte at stage 5-6 and directs posterior EGFR signaling; by stage 8-9, the Gurken RNA moves to the anterior dorsal region, consequently redirecting the position of EGFR signaling (Nilson & Schupbach 1999) . These events establish the two primary axes of the body plan. In Xenopus embryos, localization of an mRNA, Vg1, may be important in locating Nieuwkoop signaling in the dorso-ventral region of the early embryo (reviewed in King et al. 1999 ).
Post-Translational Control
Once the ligand is synthesized as a protein, several regulatory post-translational mechanisms come into play. The first of these occurs during ligand translocation through the secretory pathway, as exemplified by Drosophila EGFR signaling (J. R. , Tsruya et al. 2002 . Regulated translocation of the TGFα homolog Spitz from the endoplasmic reticulum (ER) to the Golgi apparatus is a key rate-limiting step. Spitz is retained in the ER until the transmembrane protein Star is expressed; Star causes the transport of Spitz to the Golgi apparatus, from which, after proteolytic activation, Spitz is freely secreted (J.R. ) ( Figure 3A ). The TGFα family of ligands also exemplify another step where ligand supply is regulated, namely the proteolytic activation of ligands. Both mammalian TGFα and Drosophila Spitz are activated by release of their extracellular ligand domains from the full-length membrane-tethered form of the protein, but despite their similarity, different cleavage mechanisms are used. Mammalian TGFα is released at the plasma membrane by TACE, a member of the ADAM family of membrane-tethered metalloproteases (Peschon et al. 1998) . The observation that TACE−/− mice have a phenotype very similar to that of TGFα−/− mice implies that this proteolytic release of TGFα is an essential step in signaling. In contrast, the proteolytic activation of Spitz in Drosophila is mediated by the intramembrane serine protease, Rhomboid-1 . The expression of both Rhomboid-1 and Star, which control the delivery of full-length Spitz to the Golgi, 1 prefigures EGFR activity (zür Lage et al. 1997) , and both molecules are necessary and sufficient for most EGFR signaling. Thus the translocation and cleavage mediated by Star and Rhomboid-1 are the primary rate-limiting steps for Drosophila EGFR signaling (J. R. , Wasserman & Freeman 1997 .
Extracellular proteins are frequently modified by the addition of non-protein moieties in the secretory pathway. For example, glycosylation is required for the folding and activity of many proteins, including ligands. There is currently little evidence, however, that glycosylation of ligands is a significant point of regulation of signaling. In contrast, lipid attachment to the Hedgehog (Hh) proteins profoundly affects their signaling characteristics and is a tightly controlled process (reviewed in Ingham 2001). Vertebrate and invertebrate Hh molecules are subject to at least two lipid modifications: a C-terminal cholesterol addition and an N-terminal palmitoylation. Palmitoylation is essential for signaling activity and requires the Skinny Hedgehog/Sightless protein, which resembles acyl transferases (Chamoun et al. 2001 , Lee & Treisman 2001 . Despite its necessity, it is not yet clear whether this modification has a physiological role in regulating signaling. In contrast, the C-terminal cholesterol addition is not required for Hh function but profoundly affects its movement through the extracellular environment, presumably because of cholesterol's tendency to associate with the plasma membrane (reviewed in Chuang & Kornberg 2000) .
Spread of Ligand from Source
In some examples of morphogen signaling, ligands spread a few hundred microns from their source, and their spread is regulated by modification and degradation and by association with extracellular materials (Teleman et al. 2001) . As well as Hh, many other signaling ligands, including FGFs, TGFb, Wnts, and neuregulins, are known to interact with ECM components (reviewed in Baeg & Perrimon 2000 , Bernfield et al. 1999 . For example, neuregulins, which stimulate ErbB receptors, bind heparan sulfate proteoglycans (HSPGs) through their Ig domains. This interaction can concentrate the ligand at its target site (Loeb & Fischbach 1995) . Interestingly, it was recently shown that HSPG binding potentiates neuregulin signaling, specifically by prolonging the duration of ErbB receptor activation; acetylcholine receptors in the target cells are induced after only 8 h of signaling (Li & Loeb 2001) . Therefore, this is a case where the outcome of signaling is determined by the kinetics of receptor activation, which in turn is regulated by ligand interaction with the ECM. It is not yet understood how binding to HSPG potentiates ErbB activation by neuregulin, although increasing local ligand concentration and/or prolonging ligand availability after it has stopped being synthesized seems a reasonable assumption. Alternatively, HSPGs might allow the neuregulin to form multivalent complexes that efficiently activate the receptor.
The Wnt family of morphogens also interact, with a variety of HSPGs, and genetic evidence from Drosophila has demonstrated that these interactions play a significant role in shaping the morphogen gradient and in regulating ligand range (reviewed in Baeg & Perrimon 2000) . In another recently identified mechanism, the asymmetric spread of Drosophila Wingless has been shown to be regulated by variations in ligand stability (Dubois et al. 2001 ).
Inhibitors of Receptor Activation
Specific signaling inhibitors are also important regulators of receptor activation. A striking example is the establishment of morphogen gradients in Xenopus and Drosophila embryos by the antagonism between TGFβ family morphogens and their inhibitors (Dale & Jones 1999 , Holley et al. 1995 . The BMPs are responsible for many aspects of morphogen signaling, and their graded activity is established not simply by diffusion from a source but also by a superimposed reverse gradient of secreted inhibitors such as chordin, noggin, and follistatin emanating from the low point of the morphogen gradient; the inhibitors bind unbound BMPs with high affinity and thereby prevent them from activating their receptors ( Figure 3B ). The same mechanism occurs in Drosophila, where a further layer of regulation has recently been identified. The gradient of the inhibitor, Short gastrulation (Sog, a 524 FREEMAN GURDON chordin homolog), is itself established by yet another opposing gradient, this time of a protease, Tolloid, which degrades Sog (Srinivasan et al. 2002) . The establishment of gradients by opposing activities rather than by simple diffusion of a ligand from a source is therefore widespread, presumably providing stability and robustness to signaling systems. (Chen & Struhl 1996) . The Drosophila EGFR induces the expression of three inhibitors of its own activity, Argos, Kekkon, and Sprouty (Casci et al. 1999 , Ghiglione et al. 1999 , Golembo et al. 1996 (Figure 3A) . Argos, the best characterized, blocks receptor dimerization (Jin et al. 2000 , Vinós & Freeman 2000 and limits the range and duration of EGFR activity (Schweitzer et al. 1995) , thereby participating in pattern formation. In Amphibian development, extracellular anti-factors, including Cerberus and Antivin, are secreted as a result of preceding TGFβ signaling, and act to limit the duration of receptor loading (M.A. ) (see Figure 3B ).
Termination of Signaling
If the amount or duration of signaling is too great, development is diverted from its normal course, especially in morphogen inductions. The simplest way of achieving termination is to discontinue the supply of ligand at any of the steps discussed above. However, this may not work efficiently because in some cases, particularly with morphogens, receptor signaling can continue for some hours after extracellular ligand has disappeared (see below). One way of enhancing termination is the down-regulation of receptors after prolonged signaling. Typically, this occurs by endocytosis and subsequent degradation of receptors (Sorkin & Waters 1993) but can also involve transcriptional down-regulation (see Sturtevant et al. 1994) .
Another means of achieving termination is the provision of antagonistic factors. Some of these, as mentioned above, act at an intercellular level by binding signal factor. Others can act at an intracellular level. However, it has yet to be shown that these factors operate as terminators under in vivo conditions (Bubnoff & Cho 2001) .
Another mechanism for enhancing signal termination is by cells losing competence to respond to signals. This can take place very rapidly; nematode EMS cells lose competence over about 30 min (Goldstein 1995) , and the ability of Xenopus cells to respond to mesodermal inducers is lost in 1 h (Jones & Woodland 1987) . Little is known about mechanisms of loss of competence except that they are usually not achieved by the withdrawal or inactivity of receptors. The loss of mesodermal competence in Amphibia seems to take place in the absence of protein synthesis (Grainger & Gurdon 1989) and is correlated with the appearance, during gastrulation, of somatic histone H1 variants (Steinbach et al. 1997) . It also correlates in time with an inability of activated Smad2 to concentrate in the nucleus, thereby abruptly stopping response to signaling (Grimm & Gurdon 2002) .
In other cases, signaling is effectively terminated by a change rather than loss of competence, as in the Drosophila eye, in which the different cell types, photoreceptors, cone and pigment cells are determined by sequential waves of threshold signaling from the EGFR (Freeman 1996) . As the eye develops, the uncommitted cells pass through a series of fates defined by the expression of different subsets of signal-responsive transcription factors (Flores et al. 2000 , Xu et al. 2000 . Thus cells lose competence to become photoreceptors but in doing so acquire competence to become cone cells; later they lose cone cell competence and acquire pigment cell competence.
Many Simultaneous Levels of Regulation: Which Are Significant?
Most signaling pathways use more than one of the mechanisms discussed above. For example, the Hh pathway has significant regulation points at the level of ligand transcription: lipid modification to activate the protein, release of Hh from the synthesizing cell, spread of Hh through the ECM, and a negative feedback loop involving Patched. Similarly, activity of the EGFR pathway in Drosophila is limited by ER-to-Golgi transport of the ligand Spitz, activating proteolysis of Spitz by Rhomboid-1, and the inhibitory feedback loop dependent on the antagonists Argos, Kekkon, and Sprouty. In principle, these multiple levels of control could represent a fail-safe mechanism, i.e., a built-in redundancy, but in those cases where genetics can shed light on the relative significance of the different mechanisms, the reason 527 seems to be more interesting: The different levels of control are integrated into a control system that can achieve the precision needed to control these pathways during development (for example, see Wasserman & Freeman 1998) .
Which of the control points is developmentally significant? Although there are many factors that influence ligand activity and range, only some will be the physiologically relevant control steps in normal development. If animal development is seen as a cascade of interlocking signaling pathways, the rate-limiting step of each pathway must ultimately be controlled by prior signaling. Ultimately, the logic of developmental signaling is presumably controlled by transcriptional events, even when these operate indirectly. For example, ligand activation by the protease Rhomboid-1 is the rate-limiting step of EGFR signaling in Drosophila ), but the ultimate regulation of EGFR signaling can be traced back to the transcriptional activation of Rhomboid-1, which prefigures signaling.
SPECIFICITY OF RESPONSE
A logical consequence of the small number of distinct signaling pathways that have been identified is the pleiotropy of each: A single pathway leads to multiple cellular and developmental consequences, depending on the context and time of the signal. How is this specificity determined? Three theoretical mechanisms can be envisaged. In the first, different ligands for the same receptor could trigger different responses ( Figure 4A ) and, indeed, most signaling receptors can be activated by a variety of ligands. Usually, however, the type of ligand does not determine the type of response. This can be difficult to test because many ligands are used only in a particular context and are not tested at in vivo concentration. Although a particular ligand correlates with one response, this does not mean that it determines that response, a key distinction in understanding the logic of signaling control. This can only be assessed experimentally where ligands can be produced ectopically and their ability to replace each other evaluated. For example, the oocyte-specific ligand, Gurken, normally defines the major body axes of the Drosophila embryo; however, when it is ectopically expressed in developing wings, it causes the formation of extra wing veins (Queenan et al. 1999) , an effect that is also the consequence of over-expressing endogenous wing ligands. This implies that in this system the responding cells, rather than the specific ligand, specify the outcome of signaling.
A second mechanism for producing distinct responses from the same receptor is the use of multiple signal transduction pathways, where each pathway leads to a specific outcome ( Figure 4B ). The PDGF receptor, for example, has been shown in cell culture to stimulate many different transduction pathways (Pawson & Saxton 1999) . The problem lies in proving how many of these are developmentally significant. This can most easily be addressed with genetics and, in general, such experiments suggest a simpler answer than expected: Only one pathway is the predominant transducer of signals from a single receptor (see Díaz-Benjumea & Hafen 1994) . Because genetic experiments tend to be done in model organisms such as Caenorhabditis elegans or Drosophila, and the biochemical/cell culture experiments more typically involve vertebrate cells, a rather divergent view of this question has developed. Nevertheless, there is certainly some agreement in the conclusions that have been reached. For example, EGFR signaling in C. elegans appears to depend primarily on the Ras/MAP kinase pathway (Chang & Sternberg 1999) . However, one phenotype of EGFR knockout, the development of the hermaphrodite gonad, is not mimicked by loss of the Ras/MAP kinase pathway, and this is now known to depend instead on the inositol trisphosphate signal transduction pathway (Clandinin et al. 1998) , which is one of the pathways biochemically identified as being downstream of the EGFR in mammals. Therefore, it remains unclear to what extent multiple pathways contribute to the outcome of signaling.
If genetic experiments point to a single transduction pathway as able to cause different cellular responses, how is specificity determined? The clearest answer has again been obtained genetically: Specificity appears to be principally a product of the transcription factor repertoire of a given cell at the time of signaling-the third possible mechanism shown in Figure 4C . Thus it is the state of the cell that receives the signal rather than the nature of the signal itself that determines the outcome of signaling. This appears to be a widespread and fairly general rule of developmental signaling. A clear example of this principle is found in the Drosophila eye. Multiple cell types are specified by threshold signaling through the EGFR pathway; in each case the ligand is Spitz, and the signal is transduced by the Ras/MAP kinase pathway (Freeman 1997) . The specificity derives from the set of transcription factors being expressed in a given cell at the time it receives the EGFR signal (Flores et al. 2000 , Xu et al. 2000 . The transcription factors being expressed change during the course of eye development, thereby shifting the initially pluripotent cells through a variety of potential fates. By this means, a field of naïve and equivalent cells are subdivided into an intricate mosaic of diverse cell types.
CONCENTRATIONS AND RATES
A level of analysis beyond what we have discussed so far is the quantitative and temporal control of signal regulation. What concentrations of signal factor exist under physiological conditions, and do these have to be maintained at a constant level over time? How many receptors have to be occupied, for how long, to achieve the desired response? How is transduction regulated to achieve the necessary amount of transcription? These are important regulatory questions because, in morphogen inductions, only a two-to threefold change in the concentration or duration of signaling can cause a switch in cell fate (Green et al. 1992 . Most of what is known about the regulation of signaling has emerged from a small number of experimental systems (principally Xenopus) and focuses on morphogen rather than threshold signaling.
Extracellular Ligand Concentration
Physiological signal factor concentrations are generally too low to be measured directly in embryos. But an indication of normal factor concentrations can be gained in those cases when such factors can be purified in a biologically active form and added to responsive cells. An important principle in morphogen signaling, to which we return, is that the strength of signal received by cells increases with the duration of their exposure to extracellular factor. For example, the incubation of Xenopus blastula cells in 45 pM activin for 10 min, or in a 15 pM concentration for 30 min, induces the same level of Xbra expression (Dyson & Gurdon 1998) . Because the Nieuwkoop induction, which activin simulates, lasts many hours, it is likely that an in vivo concentration of activin, if it is a natural component of the Nieuwkoop signaling center, would be only 10 pM or less. The addition of Shh to test cells for periods of a few hours has been undertaken for limb morphogenesis (Yang et al. 1997) , and the concentration of factor required to elicit a response seems likely to be in the range of 10 −10 M (Zeng et al. 2001) . For chick neural specification (Briscoe 1999 , Jessell 2000 , a higher concentration is used, but these values for Shh are likely to be upper estimates of the concentrations that operate in real life because the preparations of factor may be impure or incorrectly modified. We suggest that morphogen molecules probably act, under physiological conditions, in the range of 10 −11 M. This is lower than typical estimates of ligand concentration in threshold signaling.
The length of time for which signaling is required varies enormously and is important in signaling regulation. The record is 5 min for the threshold induction of a gut cell fate in the EMS cell by the P2 cell of the four-cell nematode embryo (Goldstein 1995;  Figure 1A ). More commonly, a longer duration of signaling is required. Neural induction in chick embryos requires 4-8 h depending on the type of responding tissue (Dixon & Kintner 1989 , Gallera 1971 , Joshi-Banka et al. 2001 , Streit & Stern 1999 . In vertebrate limb induction, Shh from the zone of polarizing activity induces BMP2 in digit-forming cells, and the duration of BMP signaling correlates with digit identity (Drossopoulou et al. 2000) . To obtain digit two, a 15-h induction is enough; to obtain digit four, the induction must continue for 24 h (Drossopoulou et al. 2000 , Yang et al. 1997 . The longer inductions often relate to morphogen action, as in the limb bud. But even for FGF signaling, which is usually of a threshold and permissive nature, long periods can be needed. For example, the community effect for amphibian myogenesis requires a 5-h period of FGF signaling, and this is not satisfied by a 2.5-h signaling period at twice the concentration (Standley et al. 2001 ). It is not clear from these examples why such long periods of signaling are required. It may be to prolong the duration of receptor activation (see above), to enable the signal factor to reach a high enough concentration, or to permit a sufficient amount of downstream gene product to be formed.
Receptors
To understand the details of ligand binding to receptors, it is necessary to have a reasonably homogeneous preparation of separate cells so that each cell is exposed to the same concentration of ligand for a defined period of time. The only signaling system in development for which this has been achieved so far is Xenopus blastula cells.
Most developmentally important receptors consist of dimers or tetramers composed of two different proteins, for example, two type II and two type I receptors for the TGFβ family (Massagué 2000) . In some cases, abundant low-affinity co-receptors, such as β-glycan for the TGFβ family and heparan sulfate for FGFs, help to present the ligand to the high-affinity receptors that initiate signaling. The number of receptors per cell varies greatly, e.g., 5000 activin receptors for a Xenopus blastula cell is within the normal range (Nicola 1994) . The proportion of receptors that needs to be occupied to elicit a response is generally low. For the concentration-related response of Xenopus blastula cells to activin, the percent occupancy is very small (2%) for the lowest concentration response (Dyson & Gurdon 1998) . Interestingly, a threefold increase in extracellular ligand concentration 531 results in only a threefold increase in receptor occupancy (6%); in fact, there appears to be a direct relationship between extracellular ligand concentration and the number of receptors bound over time.
The rate at which ligands bind to receptors is determined primarily by the extracellular concentration of ligand and is slow for developmentally important signal factors. At in vivo concentrations of activin (see above), it takes about 30 min to load 0.5% of the available receptors per cell. A consequence of this slow binding time is that most of the signal factor released from a source is not bound to receptors in nearby cells. Consequently, an extracellular gradient of signal factor (morphogen) is produced because most molecules of factor spread past a cell before they bind to receptors. In this way we can explain the apparent paradox that signal factor concentration is limiting, while most receptors on nearby cells remain unoccupied ( Figure 5 ).
An important principle is that the process of receptor loading increases continuously with time. For example, twice as many receptors are loaded in 20 min Figure 5 The source of signaling, such as TGFβ from the Nieuwkoop center, emits morphogen proteins, which diffuse in the extracellular space toward the right. The extracellulal space may contain a high-capacity, low-affinity matrix to which morphogen molecules can bind (not shown). Morphogen molecules bind to receptors with a slow on-time but bind with a high affinity and hence have a long duration of occupancy. as in 10 min when cells are exposed to a constant activin concentration. In this case, the rate of receptor internalization or down-regulation appears to be slow, ligand persistence having a half-life of several hours. Lastly, the affinity of ligand for receptor is high, with a K d of ∼10 −11 M, resulting in a long off-time in which a ligand can remain bound to its receptor for 2-3 h.
Transduction
In most cells, the rate of signaling from an occupied receptor to the nucleus is fast. For example, fos gene expression can be seen within 5 min of exposing cultured mammalian cells to serum (Greenberg & Ziff 1984) . For activin signaling in Xenopus, the key transducing molecule is Smad2 (Faure et al. 2000 , Hill 2001 , Schohl & Fagotto 2002 , and its expression can be seen in the nucleus 20 min after cells are exposed to ligand; 20 min at 20
• C equates to 5 min at 37
• C. Interestingly, this transduction process is initiated whenever competent cells are exposed to ligand even if there is a delay of a few hours before the transcription of responding genes is initiated. In this case (Bourillot et al. 2002) , the transduction flow seems to involve the phosphorylation of only a small fraction of a large pool of cytoplasmic Smad2 and the movement of these molecules to the nucleus where they are degraded with a half-life of 1 h or less, as in cultured cells (Lo & Massagué 1999 , Pierreux et al. 2000 . This continuous flow persists as long as receptors remain active. A general principle is that the rate of this flow remains constant for a given number of occupied receptors. That is, there is no increasing velocity or volume of flow with time for the same number of active receptors. On the other hand, the volume of the flow, i.e., the number of activated Smad molecules that move per minute, is directly related to the number of occupied receptors. Although there is a substantial amplification of signal in the transduction process, from the number of occupied receptors to the number of nuclear Smad2 molecules, the steady-state ratio of nuclear Smad concentration to the number of occupied receptors stays the same, even when the number of occupied receptors changes. It is the absolute nuclear concentration of activated Smad2 that determines the choice of gene response in developmental morphogen signaling (Bourillot et al. 2002) .
Changing Signal Factor Concentration
We arrive at the following concept of how cells regulate their response to morphogen concentrations that must change when any signaling process starts (Bourillot et al. 2002) . Receptors that are available in competent cells become occupied progressively by ligands over a few hours, the percent occupancy increasing with time. The volume of transduction flow and hence steady-state nuclear concentration of Smad2 increases on the same timescale. This continuing increase in signaling activity, and consequent change up in choice of gene expression, will be arrested by the appearance of anti-factors that sequester extracellular morphogen (M.A. . However, the long off-time, owing to the high affinity of bound ligand, results in the continuation of signaling for a few hours. Importantly, the volume of flow will be constant in the absence of extracellular ligand and thus will ensure the continuation of gene expression at the highest level reached before extracellular anti-factors appeared on the scene. Note, however, that unlike extracellular anti-factors ( Figure 3B ), intracellular inhibitors such as ski, a nuclear inhibitor of Smad activation (Wang et al. 2002) , could interrupt or halt the transduction flow at any time. The properties of a signaling mechanism as proposed here could account satisfactorily for a regulated response by cells to changing signal factor concentration ( Figure 6 ).
CONCEPTUAL DIFFERENCES BETWEEN THRESHOLD AND MORPHOGEN SIGNALING
We have noted clear distinctions between the regulation of morphogens and threshold signals, despite the obvious fact that both use the same kinds of general mechanism to signal between cells. This leads us to propose that the properties of morphogen and threshold signaling require different control strategies, although we recognize that there probably exists a range of processes between these extremes. The different levels at which signaling is regulated are interconnected, and it is not always easy to separate them experimentally or conceptually, but their relative significance differs for morphogens and threshold signals.
Magnitude and Duration
The most striking distinction between morphogens and threshold signals is in the relative importance of signal strength and duration. Even a threefold change in ligand concentration or time of exposure will change cell fate dramatically in morphogen signaling; however, in threshold signaling, once the threshold has been exceeded, ligand concentration is not critical. Furthermore, morphogen signaling requires a direct and proportional link between ligand concentration and final readout: Low ligand concentration must produce low signal, and high ligand levels, a high signal. In contrast, threshold signals are binary (a cell either receives a signal above the threshold or does not), and there is less need for a quantitative link between ligand and readout.
Most morphogens bind their receptors with very high affinities (typically a K d of 10 −11 M); this is related to the extraordinarily low concentrations of morphogen to which cells can respond. It results in a very slow off-rate and hence a ratchet effect by which signal strength will remain constant at its highest level for a period, even after active ligand has disappeared; in effect, cells remember the highest level of ligand to which they have been exposed. This is an important property if a graded readout is to be achieved from an evolving gradient of ligand. In contrast, threshold signals typically bind to their receptors with somewhat lower affinities (Nicola 1994), implying a faster off-rate and a higher necessary ligand concentration.
Positive and negative feedback control has the effect of dissociating ligand concentration from output intensity by, respectively, amplifying or damping the input signal, and it is therefore harder to attain the required proportionality of response for morphogens. Conversely, the amplification derived from positive feedback and the rapid termination provided by negative feedback (coupled with the lower affinity between ligand and receptor) are valuable properties for the more digital readout of threshold signaling. By similar logic, we suggest that signal transduction pathways with scope for considerable amplification by enzyme cascades (e.g., the kinase cascade in the RTK signaling pathway) are less suited to morphogen signaling than pathways (like those transducing TGFβ and Wnt signals) in which the flow of signal is transmitted largely through protein-protein interactions.
Time of Initiation and Spatial Control
The time of initiation needs to be carefully controlled in both morphogen and threshold signaling. If signals are provided at the wrong time, they will either be ineffective (non-competent cells) or cells will respond incorrectly (change of competence). The duration of a process is controlled broadly by regulating the start and end of competence, but the actual rate-limiting step in signaling control is the timing and amount of ligand supply. In the case of morphogens, the ligand concentration can be extremely low, causing a slow initiation of signaling; threshold ligands are typically (though not necessarily) supplied at higher concentrations.
The location of signaling is obviously important to ensure that only the right cells receive a signal. For threshold processes, signal reception is usually controlled spatially by the precise localization of ligand emission and by a very limited spreading of ligand from its source. In contrast, morphogens spread large distances from their source, and their movement must be precisely controlled. This is achieved by regulating the formation and rate of spread of the active ligand.
CONCLUSIONS
We conclude that there are significant regulatory differences between morphogen and threshold signaling. Despite the fundamental distinctions between these kinds of developmental signals, it is striking that both are used in multiple developmental contexts and both specify complex developmental outcomes, albeit by distinct strategies. Morphogens depend on generating pattern and diversity by graded response to a concentration gradient of ligand over a relatively large field of cells; threshold signals do so by integration of sequential, spatially precise binary decisions.
Our more general proposal is that in all cases of intercellular signaling relevant to development, the rate-limiting step, at least in the initiation of signaling, is the temporal and quantitative supply of active ligand. Although many details of signaling control need to be worked out, we must already be impressed by the remarkable precision that is achieved by regulating the time of onset, amplitude, duration, and location of these powerful regulators of cell fate.
