Abstract. The most popular algorithms for the estimation of the probabilities of a context-free grammar are the Inside-Outside algorithm and the Viterbi algorithm, which are Maximum Likelihood approaches. The di erence between the logarithm of the likelihood of a string and the logarithm of the likelihood of the most probable parse of a string is upper bounded linearly by the length of the string and the logarithm of the number of non-terminal symbols. However, this theoretical bound is too pessimistic. For this reason, an experimental work to show the behaviour of the two functions in practical cases is necessary.
Introduction
In Syntactic Pattern Recognition, Stochastic Context-Free Grammars (SCFG) are an adequate alternative to Stochastic Regular Grammars for representing syntactic-semantic constraints. Recently, some applications of SCFG have been proposed for Language Modeling 8, 5, 18] , Acoustic-Phonetic Decoding 11], ADN Sequences Modeling 17], etc. One of the reasons for using these models is their ability to establish long-term statistical dependencies among primitives.
One problem related to SCFG is the learning of the rules and/or the probability distributions associated to the set of rules from training strings. Interesting Grammatical Inference techniques have been proposed elsewhere for learning the rules of the grammar 16]. In addition, several methods have been proposed for estimating rule probabilities in order to maximize the likelihood of a set of training strings (Inside-Outside algorithm -IO-) 1, 10, 9, 19, 4] ; the likelihood of the best derivations of a set of training strings (for abbreviation we call this approximate likelihood) (Viterbi algorithm) 14, 4] or to improve the recognition accuracy on the training data 2].
The IO algorithm and the Viterbi algorithm run in an iterative manner by modifying the probabilities of the rules until a local maximum 11] is achieved. In each iteration, both algorithms have a time complexity which is cubic with the longest string in the sample and linear with the number of training strings, linear with the number of non-terminal symbols and linear with the number of rules with the same non-terminal symbol in the left side. In the worst case, this last factor can be quadratic with the number of non-terminal symbols. However, the real computational cost of the Viterbi algorithm is signi cantly lower than the IO algorithm.
Taking the previous considerations into account, one aspect which would be interesting to study is the behaviour of the function that the IO algorithm maximizes when the Viterbi algorithm is used for estimating the probabilities of the rules. It would be equally important to know how the approximate likelihood evolves when the IO algorithm is used in the training phase. Some work has been done in this direction for Hidden Markov models 12, 13] which indicates that an upper bound can be established between the di erence of the two functions for a given model.
In the context-free case, a similar theoretical bound can be established, but this bound may be very pessimistic (Section 2). In addition, an empirical study was carried out (Section 3) to show how the two functions evolve in practice depending on which algorithm is used in the training phase. This experimentation o ers some signi cant conclusions (Section 4). If D(x) is a left-derivation, a single parse tree, T(x), can be associated with it 6]. The probability of a parse tree T(x) is de ned as the probability of the associated derivation D(x), which in turn, is de ned as:
Pr G (x; T(x)jq) = Pr G (x; D(x)jq) = q(r 1 ) : : : q(r m ) :
The probability of generating x 2 by G s is:
The probability of the best parse tree can be de ned as:
Given a sample from , the function q can be appropriately trained to locally maximize the likelihood of the sample (using the IO algorithm) or the likelihood of the most probable parse tree (Viterbi algorithm). Both algorithms have a time complexity O(jxj In this tree, the internal nodes are labeled with non-terminal symbols and the leaf nodes are labeled with terminal symbols. If the leaf nodes of that tree are removed, a binary tree, T 0 (x), is obtained where all internal nodes have degree 2 (internal degree). Taking the properties of a binary tree into account, the number of leaves of T 0 (x) will be jxj (shadowed in Fig. 1 ) and the number of internal nodes will be jxj ? 1. Therefore, the total number of nodes will be 2jxj ? 1. The maximum number of parse trees for a string x in G s will be the number of di erent unlabeled binary trees (with internal degree 2) with 2jxj? 1 nodes times the number of possible combinations of labeling all nodes of T 0 (x) with non-terminal symbols.
Let a m be the number of unlabeled binary trees (with internal degree 2) with m internal nodes (m 1 . The value 2jxj ? 2 corresponds to the number of nodes in the tree minus the root node of the tree, which is always labeled with S. Hence, the maximum number of parse trees for a string x in G s will be a jxj?1 jNj 2jxj?2 with jxj > 1.
We now de ne the relation between (1) and (2) Pr G (x; T(x)jq) 2jxj ln2jNj + ln max 8T(x) Pr G (x; T(x)jq) :
Finally, we obtain the following result:
This upper bound can be used to estimate the di erences in the likelihood in the probabilistic estimation, if an e cient algorithm exists to achieve global maxima of the corresponding objective functions.
We de ne for a string x: q = arg max q Pr G (xjq) ; q = arg max q max 8T(x) Pr G (x; T(x)jq) :
From these de nitions we can derive: ln max 8T(x) Pr G (x; T(x)jq) ln Pr G (xjq) ln Pr G (x; q ) ln max 8T(x) Pr G (x; T(x)jq ) + 2jxj ln2jNj ln max 8T(x) Pr G (x; T(x)jq) + 2jxj ln2jNj ln Pr G (xjq) + 2jxj ln2jNj : Consequently: 0 ln Pr G (xjq ) ? ln max 8T(x) Pr G (x; T(x)jq) 2jxj ln2jNj ; 0 ln Pr G (xjq ) ? lnPr G (xjq) 2jxj ln2jNj :
Then, for an ideal estimation algorithm that can compute the global maximum of the two likelihood functions, the di erence of the logarithms of the two functions is upper bounded by a linear function of jxj and a logarithmic function of the number of non-terminal symbols. Obviously, this is a very pessimistic bound because we are considering that all parse trees are possible for a given x and a characteristic grammar, without taking into account syntactic restrictions.
Furthermore, we must take into account that both the IO algorithm and the Viterbi algorithm do not guarantee the achievement of a global maximum. From this fact, an empirical study should be carried out to show the comparative behaviour of the two probabilistic functions and to check how pessimistic the above upper bounds are.
Some Experimental Results
For the experimental study, two languages were chosen: the palindrome language with three terminal symbols (PAL3) and the arithmetic expression language with 5 terminal symbols (EXP). A SCFG was created for each language and was used only for generating a training sample. These grammars were consistent according to 3]. Each training sample had 5000 strings, but only 630 of them were di erent for PAL3, and 896 were di erent for EXP.
For the training process, an initial characteristic grammar was created for each language. The number of non-terminal (n) symbols was chosen heuristically as is described in 10], that is, two times the number of terminal symbols plus one 1 (7 for PAL3 and 11 for EXP). Each grammar had the maximumnumber of rules that could be created with the chosen number of non-terminal symbols and the given number of terminal symbols (v), that is, n 3 +n v 2 . The probabilities of the rules were attached randomly, but guaranteeing that the grammar was proper 3]. In order to avoid the problem of a bad initialization, ten di erent initializations were used for each task and for each algorithm. With this initial grammar, a reestimation process was carried out with the IO algorithm on the one hand and with the Viterbi algorithm on the other hand. At each iteration the values of the two probabilistic functions were calculated for both reestimation algorithms. The number of iterations was determined heuristically by seeing when the function being maximized did not change in two consecutive iterations.
The results obtained in the experimentation for the functions being maximized can be seen in Fig. 2 . This gure shows how the two functions evolve through the training process. The di erence between the two functions and the theoretical bound for the di erence that we deduced in the second section can be seen in Fig. 3 . Only two initializations are reported because the behaviour was similar in all cases.
When the IO algorithm was used for training, the approximate likelihood tended to increase in each iteration. In some experiments, it was observed that this value tended to decrease during some iterations. The reason may be that the probability of some rules that were used in the most probable parse tree tended to decrease until those rules were not considered (due to under ow considerations). After this, another parse tree could possibly be in use. Furthermore, it is important to note how the di erence between the logarithms of the two functions, that is, the expression (3), tends to decrease. Thus, for example, the theoretical bound for PAL3 was approximately 131,000 (185,500 for EXP). After the rst iteration in one initialization, the value of the di erence was 57,872 (105,255) and this value decreased down to 2,262 (13,349), which represents a reduction of 96% (87%) between the rst and the last iteration and 98% (92%) between the last iteration and the theoretical bound. Similar comments could be made for the other initialitations.
When the Viterbi algorithm was used for training, it could be observed that the likelihood of the sample tended to increase. In no case did the likelihood of the sample achieve the value of the likelihood when the IO algorithm was used for training. The experiments showed that there was an improvement of the likelihood when using the IO algorithm instead of the Viterbi algorithm. In the ten initializations for PAL3 the improvement was between 55% and 73%. In the ten initializations for EXP the improvement was between 51% and 72%. In addition, the di erence between the logarithms of the two functions also decreased, but the percentage of the decrease between the rst and the last iteration was signi cantly lower as was observed in any of the tasks. This was 1 Other experiments which are not reported in this work showed that this parameter was not crucial in the comparison of the behaviour of the two functions. 2 This means that all parse trees are possible and that we were in the worst case as we had supposed with the theoretical bound. due to the syntactic restrictions imposed by the grammar when the Viterbi algorithm was used for training. Nevertheless it is important to note that the real di erence between the logarithm of the two functions in the last iteration was 3,275 (4, 730) , which represents a reduction of 97% (97%) with respect to the theoretical bound. This value was very similar to the one obtained when the IO algoritm was used for training. This means that the IO algoritm runs in a way similar to the Viterbi algorithm, that is, the probability of one parse tree increased and the probability of all the other ones decreased. Therefore the mass probability associated to the parse trees without including the best parse tree was very low as also happened when the Viterbi algorithm was used for training. Also, when the Viterbi algorithm was used for training, it was observed that the likelihood of the sample in some iterations tended to decrease as happened with the approximate likelihood when the IO algorithm was used for training. In this case, the rules that did not participate in the most probable parse tree disappeared and the number of parse trees decreased. This could lead to losses of probability mass which are not compensated by the increase of the probability of the most probable parse tree.
In addition, it is important to note that the approximate likelihood obtained when the IO algorithm was used in the training process for PAL3 was better with the ten initializations than when the Viterbi algorithm was used for training. This also happened in eight out of ten cases for EXP.
Conclusions
A theoretical upper bound for the di erence between the logarithm of the likelihood of a string and the logarithm of the likelihood of the most probable parse has been shown. For an e cient estimation algorithm that can compute the global maximum of the two likelihood functions, the di erence of the logarithms of the two functions is upper bounded by the same bound. This bound is linear with the length of the string and the logarithm of the number of non-terminal symbols, but it is based on very pessimistic assumptions.
An experimental study was carried out to determine the behaviour of the di erence between the two functions in a training process. The di erence tended to decrease both when the IO algorithm and the Viterbi algorithm were used in the training process. The percentage of the decrease between the rst and last iteration was signi cantly larger when the IO algorithm was used than when the Viterbi algorithm was used. It is important to remark that the di erence between the two functions at the end of the training process was very similar for both training algorithms. With regard to the local maxima achieved by both algorithms, in most cases the results obtained by the IO algorithm were better that the ones obtained by the Viterbi algorithm even for the approximate likelihood.
For future work, a better bound could be studied taking into account the syntactic restrictions imposed by the characteristic grammar. If the generative process of SCFG were taken into account, an estimated value to the number of parse trees could be obtained and thus a more realistic bound could be achieved.
