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ABSTRACT 
WITHT H E  RAPID GROWTH OF DIGITAL INFORMATION RESOURCES, informa-
tion extraction (1E)-the process of automatically extracting informa- 
tion from natural language texts-is becoming more important. A num-
ber of IE systems, particularly in the areas of news/fact retrieval and in 
domain-specific areas, such as in chemical and patent information retrieval, 
have been developed in the recent past using the template mining ap- 
proach that involves a natural language processing (NLP) technique to 
extract data directly from text if either the data and/or text surrounding 
the data form recognizable patterns. When text matches a template, the 
system extracts data according to the instructions associated with that tem- 
plate. This article briefly reviews template mining research. It also shows 
how templates are used in Web search engines-such as Alta Vista-and 
in meta-search engines-such as Ask Jeeves-for helping end-users gen- 
erate natural language search expressions. Some potential areas of appli- 
cation of template mining for extraction of different kinds of information 
from digital documents are highlighted, and how such applications are 
used are indicated. It is suggested that, in order to facilitate template 
mining, standardization in the presentation. and layout of information 
within digital documents has to be ensured, and this can be done by gen- 
erating various templates that authors can easily download and use while 
preparing digital documents. 
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INFORMATIONEXTRACTION MININGAND TEMPLATE 
Information extraction (IE) ,the process of automatically extracting 
information from natural language texts, is gaining more and more im- 
portance due to the fast growth of digital information resources. Most 
work on IE has emerged from research into rule-based systems in natural 
language processing. Croft (1995) suggested that IE techniques, prima- 
rily developed in the context of the Advanced Research Projects Agency 
(ARF’A) Message Understanding Conferences (MUCs), are designed to 
identify database entities, attributes, and relationships in full text. 
Gaizauskas and Wilks (1998) defined IE as the activity of automatically 
extracting pre-specified sorts of information from short natural language 
texts typically, but by no means exclusively, newswire articles. Although 
works related to IE date back to the 1960s, perhaps the first detailed re- 
view of IE as an area of research interest in its own right was by Cowie and 
Lehnert (1996). However, a detailed review dividing the literature on IE 
into three different groups-namely, the early work on template filling, 
the Message Understanding Conferences (MUCs), and other works on 
information extraction-has recently been published by Gaizauskas and 
Wilks (1998). 
Template mining is a particular technique used in IE. Lawson et al. 
(1996) defined template mining as a natural language processing (NLP) 
technique used to extract data directly from text if either the data and/ 
or text surrounding the data form recognizable patterns. When text 
matches a template, the system extracts data according to instructions 
associated with that template. Although different techniques are used 
for information extraction and knowledge discovery-as described by 
Cowie and Lehnert (1996), Gaizauskas and Wilks (1998), and Vickery 
(1997)-template mining is probably the oldest information extraction 
technique. Gaizauskas and Wilks (1998) reported that templates were 
used to extract data from natural language texts against which “fact re- 
trieval” could be carried out in the Linguistic String Project at New York 
University that began in the mid-1960s and continued into the 1980s 
(reported by Sager, 1981). Numerous studies have been conducted, 
though most of them are domain-specific, using templates for extract- 
ing information from texts. This article briefly reviews some of these 
works. It also shows how templates are used for information retrieval 
purposes in major Web search engines like AltaVista (ht tp: / /  
www.altavista.com). This discussion proposes that template mining has 
great potential in extracting different kinds of information from docu- 
ments in a digital library environment. To justify this proposition, this 
article reports some preliminary tests carried out on digital documents, 
more specifically on some articles published in the D-Lib Muguzine 
(http://www.dilib.org/dilib). 
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WORKSON TEMPLATEMINING 
Template mining has been used successfully in different area: 
extraction of proper names by Coates-Stephens (1992), Wakao et al. 

(1996),and by Co~7ey arid Lehnert (1996); 

extraction of facts from press releases rciatect to company and finan- 

cial information in systems like ATRAYS (Lytinrn & Gershman, 1986), 

SCISOR (Jacobs & Rau, l990), JASPER (Xndersen, et al., 1992; 

Andersen & Huettner, 1994), LOLITA (Costantino, Morgan, & 

Collingham, 1996), and FlES (Chong & Goh, 1997); 

abstracting scientific papers by Jones and Paice (1992); 

summarizing new product information by Shuldberg et al. (1993); 

extraction of data from analytical chemistry papers by Postma et al. 

(1990a, 1990b) and Postma and Kateman (1993); 

extraction of reaction information from experimental sections of pa-

pers in chemistry journals by Zaniora and Blower (1984aJ984b); 

processing of generic and specific chemical designations from chemi- 

cal patents by Chowdhury and Lynch (1992a,l992b) and by Kemp 

(1995); and 

extraction of bibliographic citations from the full texts of patents by 

Lawson et al. (1996). 

Template mining has largely been used for extraction of information 
from news sources arid from texts in a specific domain. Gaizauskas and 
M’ilks (1998) reported that applied work on filling structured records from 
natural language texts originated in two long-term research projects: The 
Linguistic String project (Sager, 1981) at New York University and the 
research on language understanding and story comprehension carried 
out atYale University by Schank and his associates (Schank, 1975; Schank 
& Abelson, 1977; Schank & Riesbeck, 1981). The first research was con-
ducted in the medical science domain, particularly involving radiology 
reports and hospital discharge summaries, while the second research led 
to many other research works in the early 1980s that used the principles 
and techiiiques of IF, to develop practical applications such as the FRUMP 
system developed bj7 De Jong (1982). FRUMP used a simplified version of 
SCRIPTS, proposed by Schank (Schank, 1975; Schank & Abelson, 1977; 
Schank & Riesbeck, 1981), to process text from a newswire source to gen- 
erate story summaries. 
ATRANS (Lytinen & Gershman, 1986), another IE system, was soon 
developed and commercially applied. ATRANS used the sc+t approach 
(Schank & Abelson, 1977; Schank & Riesbeck, 1981) for automatic pro- 
cessing of money transfer messages between banks. Another successful 
application of IE has produced a commercial online news extraction sys- 
tem called SCISOR (Jacobs & Rau, 1990) that extracts information about 
corporate mergers and acquisitions from online news sources. JASPER 
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(Andersen et al., 1992; Andersen & Huettner, 1994) was another IE sys- 
tem developed €or fact extraction for Reuters. JASPER uses a template-
driven approach and partial analysis techniques to extract certain key items 
of information from a limited range of texts such as company press re- 
leases. LOLITA (Costantino, Morgan, & Collingham, 1996) is a financial 
IE system that uses three pre-defined groups of templates designed ac- 
cording to a “financial activities approach,” namely, company related tem- 
plates, company restructuring templates, and general macroeconomic tem- 
plates. In addition, the user-definable template allows the user to define 
new templates using natural language sentences. Chong and Goh (199’7) 
developed a similar template-based financial information extraction sys-
tem, called FIES, that extracts key facts from online news articles. 
Applications of template mining techniques for automatic abstract- 
ing can be traced back to 1981 when Paice (1981) used what he called 
indicator phrases (such as “the results of this study imply that . . . ”) to 
extract topics and results reported in scientific papers for generating au- 
tomatic abstracts. Paice continued his work to improve on this technique 
and for resolving a number of issues in natural language processing (see, 
for example, Jones & Paice, 1992; Paice & Husk, 1987). Shuldberg et al. 
(1993) described a system that digests large volumes of text, filtering out 
irrelevant articles and distilling the remainder into templates that repre- 
sent information from the articles in simple slot/filler pairs. The system 
consists of a series of programs each of which contributes information to 
the text to help determine which strings constitute appropriate values for 
the slots in the template. 
Chemical and patent information systems have been the prominent 
areas for the application of templates for IE. TICA (Postma et al., 1990a, 
1990b; Po5tma & Kateman, 1993) used templates to extract information 
from the abstracts of papers on inorganic tritimetric analysis. The parsing 
program used in TICA followed an expectation-driven approach where 
words or groups ofwords expect other words or concepts to appear. Zamora 
and Blower (1984aJ984b) developed a system that automatically gener- 
ates reaction information forms (RIFs) from the descriptions of syntheses 
of organic chemicals in the Journal of the American Chemical Society. The 
techniques explored in the semantic phase of this work include the use of 
a case grammar and frames (Schank & Abelson, 19’7’7; Schank & Riesbeck, 
1981) to map the surface structure of the text into an internal representa- 
tion from which the RIFs can be formed. Following the same methodol- 
ogy, Ai et al. (1990) developed a system that generates a summary of all 
preparative reactions from the experimental sections of the Journal of Or- 
ganic Chemistry papers. This work identified seven sequences of events 
that were used for building templates for the text of an experimental paper. 
Chowdhury and Lynch (1992a, 199213) developed a template-based 
method for converting to GENSAL (ageneric structure language developed 
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at the University of Sheffield) those parts of the Derwent Documentation 
‘4bstracts that specify generic chemical structures. Templates for process- 
ing both the variable and multiplier expressions, which predominate in 
the assignment statements in the Denvent Documentation Abstracts, were 
identified for further processing. As part of this research, Chowdhury 
(1992) also conducted a preliminary discourse analysis of European chemi- 
cal patents that identified the common patterns of expressions occurring 
in different parts of patent texts. This work prompted further research 
(Kemp, 1995; Lawson et al., 1996) leading to the use of template mining 
in the full text of chemical patents. Lawson et al. (1996) reported their 
work using the template mining approach to isolate and extract automati- 
cally bibliographic citations to patents, journal articles, books, and other 
sources from the full texts of English-language patents. 
There is also some work that examines the development of specific 
tools and techniques for information extraction using templates. For ex- 
ample, Sasaki (1998) reported an ongoing project on building an infor- 
mation extraction system that extracts information from a real-world text 
corpus such as newspaper articles and Web pages. As part of this project, 
an inductive logic programming (ILP) system has been developed to gen- 
erate IE rules from examples. Gaizauskas and Humphreys (1997) described 
the approach taken to knowledge representation in the LaSIE informa- 
tion extraction system, particularly the knowledge representation formal- 
isms, their use in the IE task, and how the knowledge represented in them 
is acquired. LaSIE first translates individual sentences to a quasi logical 
form and then constructs a discourse model of the entire text from which 
template fills are derived. 
Guarino (1997) argued that the task of information extraction can 
be seen as a problem of semantic matching between a user-defined tem- 
plate and a piece of information written in natural language. He further 
suggested that the ontological assumptions of the template need to be 
suitably specified and compared with the ontological implications of the 
text. Baralis and Psaila (1997) argued that the current approaches to 
data mining usually address specific user requests, while no general de- 
sign criteria for the extraction of association rules are available for the 
end-user. To solve this problem, they have proposed a classification of 
association rule types that provides a general framework for the design of 
association rule mining applications and predefined templates as a means 
to capture the user specification of mining applications. 
Although numerous research projects have been undertaken, and 
some are currently ongoing, Croft (1995) suggested that the current state 
of information extraction tools is such that it requires a considerable in- 
vestment to build a new extraction application, and certain types of infor- 
mation are very difficult to identify. However, Croft further commented 
that extraction of simple categories of information is practical and can be 
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an important part of a text-based information system. This article high- 
lights some potential areas of application of template mining in a digital 
library environment. 
USEOF TEMPLATES ENGINESIN WEBSEARCH 
Gaizauskas and Wilks (1998) suggested that there is a contrast be- 
tween the aims of information extraction and information retrieval sys- 
tems in the sense that IR retrieves relevant documents from collections, 
while IE extracts relevant information from documents. However, the 
two are complementary, and their use in combination has the potential to 
create powerful new tools in text processing and retrieval. Indeed, IE and 
IR are equally important in the electronic information environment, par- 
ticularly the World Wide Web, and templates have been used both for IR 
and IE. Many applications of template mining mentioned above handle 
digital texts available on the Web, while search engines use templates to 
facilitate IR. 
Search engines are one of the most essential tools on the Internet- 
they help find Web sites relating to a particular subject or topic. Search 
engines are basically huge databases containing millions of records that 
include the URL of a particular Web page along with information relating 
to the content of the Web page supplied in the HTML by the author. A 
search engine obtains this information via a submission from the author 
or by the search engine doing a “crawl” using “robot crawlers” of the 
Internet for information. The most popular search engines include: 
AltaVista, Excite, Hotbot, Infoseek, Lycos, Webcrawler, Yahoo, and so on. 
Some search engines use templates to help end-users submit natural 
language queries used by search engines to conduct a search on specific 
topics. Two small sets of tests were conducted to see how this is done in a 
large search engine-AltaVista-and in a meta search engine-Ask Jeeves. 
The following section shows how these search engines use templates for 
natural language query formulation in their interfaces. 
USEOF TEMPLATES VISTAIN ALTA 
The Alta Vista search engine (http://www.altavist.com) helps users 
find information on the Web. One interesting feature of this search en- 
gine is that a user can enter one or more search termdphrases or can 
type a natural language statement such as “What is the capital of Alaska?” 
or “Where can I find quotations by Ingmar Bergman?” Taking the second 
option, a simple query statement, “Where can I find information on Web 
search engines?” was typed in the specified box of the Alta Vista search 
interface (see Figure 1). Along with the results, Alta Vista came up with 
two templates that contain natural language sentences related to the search 
topic (see Figure 2). By clicking on the box at the end of the statement 
“How do I (Internet skill)?” the system shows a box containing various 
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options (Figure 3),  any ofwhich can be chosen to complete the sentence, 
the default one being “search through ALL web sites.” By choosing this, 
or any other option from the box, a user can formulate a sentence-like 
query such as: “How do I search through all Web sites?” or “How do I learn 
HTML?” or “How do I use the Internet as a telephone?” and so on. 
AV Famil Fklter AV Photo Finder AVTools 
Entertainlent Health Holidav S h o m n q  Careers 
~~~~~~~ 
CATEGORIES NEWSBY ABCNEWS corn 
Automotive C Presidents Lawver Presents Final Word 
Bus,nes Finance bL Soace.walk Set For4PM EST 
Kevorkian Back in Couit 
Cornouterr &Internet @ Two Teens Are Bantam VVeiaht Nobeis 
Figure 1 .  The Search Interface of Alta Vista. 
Jum the best music drrcusiions on the Web at Dew News 
e AltaVista k n o w t h e  m w e m  l o  these questi 
’ Do Wsearch engine3 Y I O I &  copyright law 
How do I (Internet sk 11) /search through ALLweb E tes 
c AllaVWa found 2,521,876 Web pagesfor you Refine voursearch 
I Java Entertainment 
Surplus Auction Where Y o u  Set the Price The Java Room My 
Room Linux Stuff Current 
Figure 2. Output of a Simple Search. 
CHOWDHURY/TEMPLATE MINING 189 
el updates on the l a t ~ ~ trpec~ficationsfar the WrY 
earn about parental ~ 0 n t 8 0 I ion the Internet 
r Haw do I (Interne1 skill) 
1 * AlfaVmta found 2 521876 Web pagesfor p u  Refine vow search 
1. Java Entertainmen1 
Figure 3 .  Options for the “(Internet skill)” Statement Slot of the Template in 
Figure 2. 
The above examples show that the search engine uses templates and 
various options for the “(Internet skill)” slot in the template “How do I 
(Internet skill) .” By clicking on the “More answers” option (see Figure 
Z ) ,  a user can get more such templates (see Figure 4).  It may be noted 
that for many slots, such as “computing term,” “Internet term,” “search 
engine,” and so on (see Figure 4), there are various options that can be 
displayed by clicking on the appropriate box. Some of these options are 
shown in Figure 5. Thus, the search engine uses various templates and 
provides options to fill in the slots to prepare sentence-like queries. Once 
a user prepares a search sentence by choosing the appropriate option 
from the drop-down box and clicks on the “Answer” button, the system 
conducts a search and fetches the relevant hits. However, it may be noted 
that the format of the query templates, and quite obviously the contents 
of the box showing the various options for the slots, vary from query to 
query. For example, when the system was asked “When will the next World 
Cup Football Games be held?” the templates that came up on the output 
screen were different (see Figures 6, 7, and 8). However, the system does 
not always come up with natural language query templates. For example, 
when the query, “What is a hurricane?”was given, the system simply pro- 
duced a list of hits and no templates (see figure 9) .  
USEOF TEMPLATESIN ASKJEEVES 
Ask Jeeves (http://www.askjeeves.com ) is a meta-search engine that 
represents a model of an application using knowledge management 
techniques in order to better organize disparate information sources 
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Figure 6. Search Results of the Query "When Will the Next World Cup Football 
Games Take Place?" 
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Figure 8. More Templates for the Query Shown in Figure 6. 
Figure 9. Output of the Query Shown in Figure 6 ‘‘Whatis a Hurricane?” 
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(Stanley, 1998). It draws on the expertise of experienced human Web 
searchers and encapsulates this expertise in a database so that it can be 
put to use by others. Various questions and their answers are manually 
selected by human editors who scan resources on the Web on a daily basis 
to build up a knowledge base of information about sites which might be 
used to answer common questions. The questions and the Web pages 
which answer them are then stored as a series of templates in the Ask 
Jeeves knowledge base, and keywords and concepts in a search string are 
matched against them in order to retrieve the questions and their corre- 
sponding Web sites (Stanley, 1998). AskJeeves was asked a simple ques- 
tion: “What is a hurricane?” (see Figure lo) ,  and the system created a 
number of templates as shown in Figure 11. 
Figure 10. Search Interface of Ask Teeves. 
Figure 11. Output (Showing Templates) of the Query Shown in Figure 10. 
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Thus, the search engines use templates, though not for IE but for IR, 
more specifically to help users formulate a natural language query. How- 
ever, the way these templates are created is quite interesting. Human 
experts conduct searches on the topics and, based on the search results, 
organize them into different groups. These groupings could be on differ- 
ent topics such as “computing terms,” “Internet terms,” “Internet skills,” 
and so on. These are then created as slots in sentence-like queries, and 
the various options for the slots (each “Internet term,” “Internet skill,” 
and so on) are then presented in boxes for the end-user to select while 
searching. 
TEMPLATE LIBRARIESMININGIN DIGITA  
The British Library DL (digital library) Program (The British Li- 
brary ..., 1997) defines digital library as the widely accepted descriptor 
for the use of digital technologies to acquire, store, conserve, and provide 
access to information and materials in whatever form it was originally pub- 
lished. The Stanford digital library working paper (Reich & Winograd, 
1995) defines a digital library as a coordinated collection of services that 
are based on collections of materials, some of which may not be directly 
under the control of the organization providing a service in which they 
play a role. The contents of a digital library, being digital information 
sources, provide ample opportunities for applying template mining re- 
sulting in the extraction of valuable information in a number of areas in a 
digital library environment. Four areas of such an application have been 
identified and how this is done is discussed in the following sections. 
AUTOMATICCREATIONOF CITATIONDATABASES 
OF DIGITALDOCUMENTS 
Recently there have been some works on citation studies in the Web 
environment. Almind and Ingwersen (1998) introduced the concept of 
“Webometrics”-i.e., the application of informetric methods to the WWW. 
They have argued that citation analysis on the WWW has not been tested 
in practice. In another publication, Ingwersen and Hjortgaard (1997) 
discussed the advantages and disadvantages of using the WWW for 
informetric analysis and examined the pitfalls of online informetric analy- 
sis using the IS1 (Institute of Scientific Information) files. 
A quick and simple examination of some issues of the electronic 
journal D-Lib Muguzine (http://www.dilib.org/dilib) revealed that template 
mining can be used to develop citation databases automatically from the 
online articles. Such databases may contain information somewhat simi- 
lar to the IS1 databases, such as the citing author, address of the citing 
author, title of the citing article, keywords, and so on as well as the au- 
thors, titles, and bibliographic details of the cited articles. The simple 
template mining approach may be used to extract the information for 
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each of these fields in the citation database that can later be used for 
various citation analysis and other purposes. Analysis of the articles (they 
are called stories in D-Lib Mugazine) published in the nine 1998issues of 
D-LibMaguzine (January, February, March, April, May, June, July/August, 
September, and October) revealed a general structure of the articles (see 
Figure 12).  
Journal title D-Lib Magazine 
Issue Date Month Ear 
ISSN ISSN 1082-9873 
Title 
Author 
Address 
e-mail 
Abstract 
Keywords 
Text 
References References/Ribliography/No tes 
~ 
Acknowledgments 
Figure 12. General Structure of Articles (called Stories) in D-LibMuEuzine. 
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Figure 12 provides a general idea of the different kinds of templates 
that can be generated to extract information from the various sections of 
each article. Text that appears in bold in Figure 12 shows that the con- 
cerned text is constant-i.e., it appears in each article. Similarly, empty 
boxes indicate that texts appear there to indicate value for the given slot- 
e.g., title, author’s name, and so on. Texts in some slots appear in a spe- 
cific format, for example, in the “Issue Date” slot, the particular issue ap- 
pears in the format “Month Year”-e.g., “February 1998.” In some slots, 
the heading varies. For example, the heading used for references is usu- 
ally “References” but the headings “Bibliography” or “Notes” are also used. 
This preliminary study has shown that, although this is the general struc- 
ture of the articles in D L i b  iUugazinP, some articles may not have some of 
the slots-i.e, “Keywords,” “Abstract,” “References,” or “Acknowledgments.” 
The values for some of the slots remain constant while, for most of 
the slots. they vary from one article to the other. For example, in the 
“Author” arid “Address” slots, different patterns have been noticed. Ar- 
ticles may be written by only one author, by two authors, or by more than 
two authors. Again, when more than one author is involved, they may 
have the same or different addresses. Articles also differ in terms of lay- 
out for writing the authors’ names and addresses: while in most cases they 
appear vertically, one after the other, in some cases they appear horizon- 
tally, one after the other. The general structure of these slots is shown in 
Figure 13. 
Author 
~~ 

Address 

................
Author 1 Author 2 Author 3 
-b ................
Address 1 -b Address 2 -b Address 3 
Figure 13. Template for the Author and Address Information. 
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Similarly, the contents of the “References” slot vary significantly de- 
pending on the type of item referred to. Some articles have only print 
versions while others are available only in electronic form. Therefore, the 
citations relating to the sources vary: there may be journal title, volume 
number, and so on or there may only be the URL or both the biblio- 
graphic details and the URL. Although the general pattern of citations as 
they appear at the end of each article appears to be quite simple (see 
Figure 14),and therefore amenable to template mining, a closer look at 
the references indicates that there are a number of irregularities there. 
For example, different authors use different citation styles and, sometimes, 
within the same article, authors follow different citation styles for similar 
types of material (see Figure 15). If these irregularities are sorted out, the 
template matching technique can be used to extract relevant informa- 
tion, including URLs, from the citations. There are two ways to sort out 
these irregularities and to ensure a standard citation style. The first one 
could be to impose rigorous editorial practice, but that would be more 
expensive and time consuming, causing delays in publication. The sec- 
ond, and less expensive, approach may be to prepare templates for each 
type of citation and make them available online. Authors can download 
and make use of these templates for preparing the list of references. This 
will ensure a standard citation style. The same practice may be followed 
for the other parts of the article, and eventually the whole structure of the 
articles can be standardized, thereby facilitating the use of template min- 
ing. 
T I ;-yGr+Dm
[Serial No./Link] + Author 
Sample References from D-Lib Magazine 
[Chen et al., 19961 Hsinchun Chen, Chris Schuffels, and Rich Orwig, “Internet 
Categorization and Search: A Machine Learning Approach,” Journal ofvisual 
Communication and Image Representation, Special Issue on Digital Libraries, 
Volume 7, Number 1,Pages 88-102, 1996. 
[5] 	Harnad E., Print Archive and Psycoloquy and BBS Journal Archives 
<http://wvw.princeton.edu/-harnad> 
[ 1I] Trudi Bellardo Hahn, Text Retrieval Online: Historical Perspective on Web 
Search Engines, pp. 7-10, Bulletin of the American Society for Information 
Science, April/May, 1998. 
Figure 14. Simple Structure of References in the D-Lib Magazine. 
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[ieeePC97] 
Bacon J, Bates J and Halls D, Location oriented multimedia, IEEE Personal Com-
munications 4(5), pp 48-57, October 1997. 
[Phelps and Wilensky, 1996131 Thomas A. Phelps and Robert Wilensky, “Multiva- 
lent Documents: Inducing Structure and Behaviors in Online Digital Docu- 
ments”, Proceedings of Hawaii International Conference on System Sciences 
’96 (Best Paper Award, Digital Documents Track). 
[Salton, 1989lGerard Salton, Automatic Text Processing, Addison-Wesley, 1989. 
[Weiss et al., 1996lRon Weiss, David Gifford et al., “HyPursuit: A Hierarchical 
Network Search Engine that Exploits Content-Link Hypertext Clustering”, 
Proceedings of the Seventh ACM Conference on Hypertext, March 1996, 
Washington, DC. 
[Weiss and Indurkhya, 19931 S. Weiss and N. Indurkhya, “Optimized rule induc- 
tion,” IEEE Expert 8, 6, 61-69. 
IYahooIYahoo [http://w~w.yahoo.com/] 
[Zhu et  al., 19971 Quan Zhu et al., “Searching for Parts and Services on the 
Web”, Proceedings of International Symposium on Research, Development, 
and Practice in Digital Libraries, Nov. 18 - 21, 1997, Tsukuba, Japan. 
Tom Sanville of the OhioLINK consortium has noted in public presenta- 
tions a correlation between ease of access and use and the amount of use. 
TULIP: The University Licensing Program <http://www.elsevier.nl/locate/ 
tulip> 
Red Sage: Final Report <http://www.springer-ny.com/press/redsage> 
Harnad E. Print Archive and  Psycoloquy and  BBS Journal Archives 
<http://www.princeton.edu/-harnad> 

JSTOR httw //www.istor.org 
[Arms 19951 R. Kahn and R. Wilensky, A Framework for Distributed Digital Ob- 
ject Services, (May 1995). 
[Bearman 19981 D. Bearman and  J .  Trant,  Authenticity of Digital 
ResourcexTowards a Statement of Recluirements in the Research Process, D- 
LIB on-line magazine, (June 1998). 
C. Lynch et al., A White PaDer on Authentication and Access Manacement Issues 
in Cross-organizational Use of Networked Information Resources, 
(Note: The underlines in the last three references indicate that they are 
hyperlinked to the respective URLs) 
Figure 15. Sample References from Different Issues of D-Lib Magazine Showing 
the Lack of Standards in the Citation Style. 
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AUTOMATIC OF INFORMATIONEXTRACTION FROM NEWS 
ITEMSIN ELECTRONICJOURNALS 
Electronic journals often contain news items, and important infor- 
mation can be extracted for the creation of databases or for any other use 
by a simple template mining approach. A scan through the pages of the 
nine issues of D-Lib Maguzine revealed that there is a section called “Go-
ings on” that provides information on conferences/seminars/workshops, 
and so on under the heading “Clips & Pointers.” A scan through the 
items appearing under the heading “Goings on” in all the 1998 issues of 
D-Lib Maguzine revealed that the seminar/conference/workshop an-
nouncements follow a general pattern as shown in Figure 16. This shows 
that a simple template can extract information about the various forth- 
coming seminars, conferences, and so on. Particular information, such as 
the place, date, Web address, and so on, can also be extracted by such 
templates. However, once again such a template mining approach calls 
for a standard format and layout. Templates can also be generated to 
extract further information such as specific topics, contact address, dead- 
lines, and so on 
p - l + ~ - j - + ~ t + + p K l  

Web site or http:// ......................... 

Note: Sometime in the text the phrase ‘Web site’ appears that has a hyperlink 
and sometimes the U l U  appears; either of these can be used for template 
mining 
Figure 16. Simple Templates for Conference/Seminar/Workshop Announce-
ments. 
AUTOMATIC OF FUNDING/SPONSORINGIDENTIFICATION 
AGENCIESFOR RESEARCH 
A scan through the “Acknowledgment” section in the articles revealed 
that they contain information about the funding/sponsoring agency’s 
name, address, grant number, and so on. A study of the various articles 
appearing in the electronic journals can help generate a pattern, and 
thereby appropriate templates, that will be able to extract the relevant 
information for further use. Again, in order to standardize the practice 
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of providing these items o f  information, the editorial board of the journal 
can make appropriate templates available to the authors. 
INFORMATION USINGMETADATAEXTRACTION 
AND TEMPLATEMINING 
Metadata are data about data. However, this definition is too simple 
arid does not tell us their characteristic features. A better definition has 
been provided by Denipsey and Heerv (1998) according to whom metadata 
are data associated with objects which relieve their potential users of hav-
ing to have full advance knowledge of the existence of characteristics. 
Younger (1997) defined metadata as documentation about documents 
arid objects; they describe resources, indicate where they are located, and 
outline what is required in order to use them successfully. There are sev- 
eral metadata schemes created by library and information professionals 
over the years, the most prominent ones being the MARC formats, the 
AACRP catalog formats, subject headings lists (such as the LCSH), and 
classification schemes such as LC, DDC, UDC, and so on. Each of these 
schemes is constructed by experts in the field from an understanding of 
the specific domains, information resource needs, and the requirements 
for describing documents. While these schemes have been used for bib- 
liographic access and control for decades, there remains the question of 
how to catalog and index materials available on the Internet using these 
schemes. This has given rise to a thought that electronic documents need 
to be self-indexed (as opposed to the assignment of cataloging and index- 
ing tags and value added by cataloging and indexing agencies or library 
staff]. However, it is obvious that, in order for the documents to be self- 
indexed, a core set of metadata elements must be identified, and each 
creator of electronic documents should be able to implement it in the 
record that he creates. With this objective, a simple resource description 
set of data has emerged-the Dublin Core (http://purl.org/metadata/ 
dublin-core) . The Dublin Core metadata set prescribes fifteen elements, 
namely (http://ww.lub.lu.se/cgi-bin/nmdc.pl): title, creator, subject 
(keywords, controlled vocabulary, and classification), description (abstract 
and content description), publisher, contributor (other than the creator), 
date, type (category of the resource), format (HTML, Postscript, etc.), 
identifier (URL, string or number used to identifjr the resource), source 
(from which this resource is derived), language, relation (with other re- 
sources), coverage (spatial and/or temporal characteristics of the re- 
sources), arid rights (link to a copyright notice, etc.). 
Weibel (1995,1996) suggested that, in order to enable information 
creators to apply metadata, a mechanism for embedding the data within 
HTML documents had to be established. The Dublin Core looks at one 
aspect of metadata-i.e., the simple description-but, as Dempsey and 
Heery (1998) suggested, there is a need for more complex description for 
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particular specialist domains. In 1996, there was a conference organized 
by UKOLN and OCLC to examine the various metadata issues including 
the Dublin Core. This meeting gave rise to a proposal, the Warwick Frame- 
work proposal (Lagoze, 1996) (named after the place of the conference), 
calling for an architecture for the interchange of various metadata pack- 
ages. 
Metadata are an important tool for resource discovery from digital 
documents. They not only help users locate the required information 
resources, they also help in the examination and selection (or rejection) 
of the retrieved items. Various fields, such as subject, description, lan- 
guage, sources, and so on, can provide necessary information for examin- 
ing the relevance of the retrieved resources. Web search engines, as an 
aid during the examination phase, generally construct an information sur- 
rogate to display the search hits. These surrogates generally consist of the 
URL, title of the Web page, and some summary text that is derived with 
the aid of some heuristics (Lagoze, 1997). 
Lagoze (1997) argued that, recognizing the limitations of the cur- 
rent search engines, researchers are now actively pursuing both standards 
for descriptive surrogates for networked objects and methods for associat- 
ing surrogates with those objects. Such studies aim at developing a num-
ber of surrogate templates that would facilitate the resource discovery pro- 
cess. The template mining approach can be used effectively for the re- 
source discovery process. The metadata tags, such as subject and descrip- 
tion in the Dublin Core metadata format, for example, can be extended 
and be made more structured by specifying various templates. The fol- 
lowing section briefly describes how this can be achieved. 
USEOF THE PRINCIPLES INDEXINGOF PRE-COORDINATE 
SYSTEMSIN BUILDINGSUBJECTEMPLATES 
Information retrieval systems have used two different types of ndex-
ing systems, namely, pre-coordinate indexing and post-coordinate ndex- 
ing (for detailed discussions, see Lancaster, 1998; Foskett, 1996) Pre-
coordinate indexing systems-classification schemes like the Dewey Deci- 
mal Classification (DDC) (Dewey, 1996), Universal Decimal Classification 
(UDC, 1985), and Colon Classification (CC) (Ranganathan, 1965), and 
so on that use artificial notations or subject indexing systems such as rela- 
tional indexing (Farradane, 1980a, 198Ob), PRECIS (Austin & Dykstra, 
1984), and POPS1 (Bhattacharyya, 1981) that use natural language terms- 
represent the content of an information resource by synthesizing the vari- 
ous components of the subject and organizing these in a specific order. 
On the contrary, post-coordinate indexing systems do not rely on the a 
priori relations or organization of the constituent search terms; rather, 
retrieval is performed by searching through each individual term and then 
the output is generated based on the coordination of the terms at the 
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retrieval stage; for example, according to the principles of set theory. Most 
of the modern day IR systems, including the search engines, follow the 
principles of post-coordinate indexing systems. However, it is proposed 
that, for resource discovery from digital libraries or from the Web, one 
can use the principles of pre-coordinate indexing systems. The following 
paragraph suggests a simple approach to this. 
The basic tenet of this approach is that pre-coordinate indexing sys-
tems help indexers generate subject index entries that represent the sub- 
ject matter ofthe document concerned. This approach has been success- 
fully used in libraries for organizing library materials on the shelves based 
on classification numbers. These class numbers are created according to 
the principles of pre-coordinate indexing systems, and the notations repre- 
sent the content of the document concerned. Similarly, this approach has 
been used in preparing alphabetical subject index entries for documents in 
national bibliographies and in other bibliographic databases. One major 
drawback of these pre-coordinate indexing systems is that it is largely hu- 
man dependent because human indexers need to analyze the documents 
and prepare the subject statements, which are then manipulated by com- 
puters for generating multiple entries or are used to prepare the class 
number. In other words, this process involves a significant amount of hu- 
man expertise and time and therefore is a slow and expensive process. As a 
result, adopting this approach is almost impossible with a large collection 
and is impossible in the Web environment with millions of documents. 
The aforementioned problem could be solved if this task was accom- 
plished by the author or the generator of information resources. If au- 
thors can somehow indicate the key concepts treated in the documents, 
along with an indication of the appropriate categories where they belong, 
then subject statements or simple surrogates can be prepared automati- 
cally. A template can be provided to the generator of information re- 
sources-e.g., an author of an article or a report may fill in the various 
slots with appropriate information. Such templates can be generated us- 
ing the various categories proposed in pre-coordinate indexing systems- 
e.g., the fundamental categories of Ranganathan (1967), the nine rela- 
tional categories proposed by Farradane (see for discussion, Farradane, 
1980a, 1980b; Chowdhury, 1989), the various role operators proposed in 
PRECIS by Austin (Austin & Dykstra, 1984), the various categories pro- 
posed by Bhattacharyya (1981) in POPSI, and so on. The author or the 
generator of the information resource should be able to understand the 
connotation of each category and thus should be able to fill in the tem- 
plate according to the semantic content of the concerned information 
resource. For example, the author of a document entitled “Internet as a 
Tool for Management of OPACs in the Libraries in Singapore” is given a 
simple template created according to the PRECIS Role Operators (see 
Austin & Dykstra, 1984;Chowdhury, 1995). Now the author can fill in the 
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slots in the template according to the role of each term in the given docu- 
ment as shown in Figure 17. Note that the template shown in Figure 17is 
not the full implementation of PRECIS and therefore does not show all 
PRECIS operators; this is rather indicative of the kind of application that 
one can build according to the principles of any pre-coordinate indexing 
system. Which system is the best, and yet easy for an author to understand 
and apply, is a matter for further research. 
Location: SingaporeI I 

tion/Effect of action: Libraries 

Part/property: OPAC 

Action, Discipline, etc.: Management 
Agent/Performer of transitive action/Intake/Factor: Internet 
Viewpoint:I I 

Selected Instance, study region, sample population: I I 

Form of Document, target user: I I 

Figure 17. Simple Templates according: to the PRECIS Role Operators. 
Such templates, prepared according to the principles of any pre-co- 
ordinate indexing system or a modified version of that, can be used both 
for better retrieval and for the preparation of document surrogates. Bet- 
ter retrieval can be achieved because of the semantic values attached to 
the terms; this would help reduce the false drops. Document surrogates 
can be prepared automatically according to the prescribed rules of the 
concerned indexing system-e.g., according to the principle of generat- 
ing the index entries in PRECIS (Austin & Dykstra, 1984). 
CONCLUSION 
The explosive growth in our capabilities to collect and store data over 
the past decades has given rise to a new field of study, called knowledge 
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discovery in databases, that is concerned with the creation of a new gen- 
eration of tools and techniques for automated and intelligent database 
analysis. Raghavan et al. (1998) suggest that KDD refers to the whole 
process in the path from data to knowledge and to use descriptive phrases 
for specific tasks in the process, such as pattern extraction methods, pat- 
tern evaluation methods, or data cleaning methods. Thus, simply speak- 
ing, KDD is the process of deriving useful knowledge from real-world da- 
tabases through the application of pattern extraction techniques. The 
grand challenge of KDD is, therefore, to automatically process large quan- 
tities of raw data, identify the most significant and meaningful patterns, 
and present these as knowledge appropriate for achieving a user’s goals. 
This discussion has proposed that template mining, which is based 
on pattern recognition and pattern matching in natural language texts, 
can be used for extracting different kinds of information from digital 
documents or text databases. Citation databases can be built automati- 
cally based on the template mining approach, from digital documents, 
such as from articles in electronic journals. Template mining can also be 
used to extract different types of information, such as information about 
the funding/sponsoring agencies of research projects as they appear in 
the acknowledgments section of articles. Another application could be to 
identify inter-document links by tracing the hypertext links using the 
‘‘http://. ...” template, and thus a network of articles in a specific domain 
can be built that would be useful for researchers in the subject concerned. 
This article has also indicated that template mining can be used to extract 
various items of news from digital documents such as in the extraction of 
conference information froin electronic.journals, and so on. 
This article has also indicated that the template mining approach 
can be incorporated within the metadata format in order to facilitate bet- 
ter information retrieval and to enable automatic generation of document 
surrogates that would help the end-user filter the search output. This is 
very necessary, particularly in the W W ’  environment where a given search 
may retrieve several thousands, even millions, of records. This could be 
achieved by using the concept categorization and organization principles 
of the pre-coordinate indexing systems. Such pre-coordinate systems will 
improve the quality of the output of‘search engines that basically follow 
the principles of post-coordinate indexing systems. In other words, while 
post-coordinate indexing principles used in the search engines will retrieve 
digital information resources, the principles of pre-coordinate indexing 
systems may be used to filter them. 
However, all the above-mentioned applications will be possible pro- 
vided the digital information resources appear in standard format and 
layout. The first few applications of template mining mentioned above 
will require strict adherence to formats. This should not be too difficult, 
as authors are used to following author instructions issued by publishers/ 
CHOWDHURY/TEMPLATE MINING 205 
editors of printedjournals and publication houses. It should not be a big 
problem to implement the same in the electronic environment. The only 
requirement will be to formulate appropriate guidelines and, if possible, 
appropriate templates can be made available to the authors that could be 
used online while preparing the documents. For example, simple tem- 
plates may be prepared for each type of publication, and authors may be 
required to just click on the type of document, such as journal article, 
conference paper, online sources, and so on, to get the appropriate slots 
to fill-in with data for author, title, source details, and so on. This would 
not only ensure consistency in the reFerences but would also facilitate 
template mining applications. 
For the last application proposed above, much more work needs to 
be done. It may be incorporated as an element in the metadata format, 
or may be added as a required field in any digital document, or embed-
ded in HTML. However, some experiments must be conducted in order 
to determine which pre-coordinate indexing system will be more appro- 
priate and yct easy for the authors to use while preparing the digital infor- 
mation sources. This may be kept at a simple level just by creating slots 
for each category of the chosen pre-coordinate indexing system or may be 
made more complex by incorporating the phase relations proposed by 
Ranganathan (1967, 1987) as well. However, with the increasing com- 
plexity of the system, it may be more difficult, and therefore more inhib- 
iting, for the authors who are required to fill in the slots in the templates. 
Nevertheless, thisjob has to be done by the generators of digital informa- 
tion resources, otherwise it may be too difficult and expensive for any 
agency to analyze each digital document and fill in the slots as done in 
traditional libraries for classifjmg and indexing materials. Initially, it may 
seem an extra burden to the authors but, as we need to follow instructions 
from editors and publishers and follow HTML and similar standards while 
preparing hard copy and/or digital documents, we may have to do this in 
order to make our generated information more widely and easily avail- 
able to potential users. Eventually, all these additional activities may be 
incorporated within popular software and, as we can now use editors for 
creating HTML documents rather than coding them by hand, authors 
mayjust fill in the templates as part of their document creation task. De- 
tailed experiments are currently undenvay and, upon successful comple- 
tion of this research, we expect to devclop a model for template mining 
from digital information resources. 
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