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ABSTRACT
Lu Mao: Semiparametric Regression of Right- and Interval-Censored Competing Risks Data
(Under the direction of Danyu Lin)
In clinical and epidemiological studies, competing risks data arise when the subject can ex-
perience one, and only one, of several mutually exclusive types of events. Competing risks data
are often right- or interval-censored. For right-censored data, a semiparametric regression model
proposed by Fine and Gray (1999) has become the method of choice for formulating the effects
of covariates on the cumulative incidence. Its estimation, however, requires modeling of the cen-
soring distribution and is not statistically efficient. In this project, we present a broad class of
semiparametric transformation models which extends the Fine and Gray model, and we derive the
nonparametric maximum likelihood estimators (NPMLEs). We develop a simple and fast algo-
rithm for computing the NPMLEs through the profile likelihood. We establish the consistency,
asymptotic normality, and semiparametric efficiency of the NPMLEs. In addition, we construct
graphical and numerical procedures to evaluate and select models. Then, we demonstrate the ad-
vantages of the proposed methods over the existing ones through extensive simulation studies and
an application to a major study on bone marrow transplantation.
We extend the same class of transformation models to interval-censored competing risks data.
We allow covariates to be time-dependent and accommodate missing event type information. We
develop a novel EM algorithm to compute the NPMLEs, and establish the consistency, asymp-
totic normality, and semiparametric efficiency of the NPMLEs. Extensive numerical studies show
that our methods perform well in finite samples. A well-known HIV/AIDS study is provided to
illustrate our methods.
Finally, we consider two problems which can be viewed as extensions of the methodologies
iii
described. One is for partly interval-censored competing risks data, where some of the risks are
interval censored while the rest are right censored. The other concerns interval-censored failure
time with a continuous mark. We describe semiparametric regression methods for these data types
and analyze data from HIV/AIDS studies using the proposed procedures.
KEY WORDS: EM algorithm; Cumulative incidence; Continuous mark; Interval censoring; Non-
parametric maximum likelihood estimation; Time-dependent covariates; Transformation models.
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CHAPTER 1: INTRODUCTION
In this chapter, we introduce the concepts and ideas that will play a key role in the subsequent
development of the thesis.
1.1 Competing Risks
Competing risks data arise when each study subject can experience one and only one of several
distinct types of events or failures. A classical example of competing risks is death from different
causes. In addition, patients who undergo an invasive surgical procedure to treat a particular dis-
ease, such as bone marrow transplantation for the treatment of leukemia (Kalbfleisch and Prentice
(2002), chapter 8), may experience relapse of that disease or death related to the surgical procedure
itself. Another example of competing risks is infection with a pathogen such as HIV-1 (Hudgens
et al., 2001), whereby infection with one viral subtype precludes infection with other subtypes.
The competing risks data consist of (T;D), where T denotes the event time andD = 1;    ; K
indicates the cause of failure. Competing risks may be analyzed through the cause-specific hazard
or cumulative incidence function. The cause-specific hazard of the kth risk Ck is defined by
dCk (t) = P (t  T < t+ dt;D = kjT  t);
i.e., the instantaneous rate of failure from a specific cause at a particular time given that the subject
has not experienced a failure of any cause up until that time. In contrast, the cumulative incidence,
or sub-distribution function, Fk is defined as
Fk(t) = P (T  t;D = k);
1
i.e., the marginal (unconditional) probability of occurrence of a specific failure type over a certain
time period. The cumulative incidence is deemed more relevant, because the marginal rate is more
interpretable and characterizes the subject’s ultimate clinical experience (Gray, 1988).
Statistical methods have been developed to make inference about the cumulative incidence.
Gray (1988) proposed a nonparametric log-rank-type test for comparing the cumulative incidence
functions of a particular failure type among different groups. Specifically, a “sub-distribution
hazards” function is defined by k(t) = logf1 Fk(t)g, which is the cumulative hazard function of
the (improper) failure time from the kth cause in the presence of other risks, namely, T k  TI(D =
k) +1I(D 6= k), where I() is the indicator function. Because of the direct relationship between
the cumulative incidence and the sub-distribution hazard function, inference on one quantity can
be readily translated to that on the other. To make inference on the sub-distribution function, and
hence on the cumulative incidence, a nonparametric estimator for k is given by
bk(t) =  t
0
bS(u)dbCk (u);
where bS(u) is the Kaplan-Meier estimator of the overall survival function P (T > u), and bCk (u) is
the Nelsen-Aalen estimator of the cause-specific hazard (by treating the other risks as censoring).
Then, a log-rank-type test statistic can be constructed by
 1
0
Wn(u)dfbk1(u)  bk2(u)g;
where Wn() is a data-dependent weight function, and bkj is the nonparametric estimator . The
asymptotic distribution of the test statistic is derived by the (functional) delta method.
In the regression setting, Fine and Gray (1999) proposed a semiparametric proportional sub-
distribution hazards model for a competing risk. Let Z() be the set of (possibly time-dependent
2
external) covariates. They proposed the following model for the conditional sub-distribution haz-
ard function
dk(tjZ) = eTk Z(t)dk(t);
where k is the regression parameter and k is an arbitrary increasing function satisfying k(0) =
0. The authors adapted the familiar partial likelihood estimating equation of the Cox model, and
used the inverse probability weighting technique (Robins and Rotnitzky, 1992) to estimate the
censoring distribution in order to exclude the censoring effect of the other risks.
1.2 Interval Censoring
Interval-censored data arise when the event or failure of interest is not observed at an exact
time but is rather known to occur within a time interval. Such data are commonly encountered in
disease research, where the ascertainment of an asymptomatic event is costly or invasive and thus
can only take place at a small number of monitoring times. For example, in HIV/AIDS studies,
blood samples are drawn from at-risk subjects periodically for evidence of HIV sero-conversion.
Likewise, biopsies are performed on patients to determine the occurrence or recurrence of cancer.
There are several types of interval-censored data. The simplest and most studied type is called
“case-1” or current-status data, which involves only one monitoring time per subject and is rou-
tinely found in cross-sectional studies. When there are two or k monitoring times per subject, the
resulting data are called “case-2” or “case-k” interval censoring, respectively (Huang and Wellner,
1997). The most general and most common type allows for varying numbers of monitoring times
among subjects, and is termed “mixed-case” interval censoring (Schick and Yu, 2000)1.
The fact that the failure time is never observed exactly poses tremendous theoretical and
computational challenges in semiparametric regression analysis of interval-censored data. Huang
1Another direction of generalizing the “case-k” scenario lies in the so called independent inspection process (IIP)
consider by Lawless (2011, section 2.3.1) which allows future monitoring times to be dependent on all previous data.
Treatment of the IIP censoring mechanism is beyond the scope of this thesis.
3
(1995; 1996) and Huang and Wellner (1997) studied nonparametric maximum likelihood estima-
tion for the proportional hazards and proportional odds models with case-1 and case-2 data. The
estimators are obtained by the iterative convex minorant algorithm, which may become unstable
for large datasets. Sieve maximum likelihood estimation for the proportional odds model was con-
sidered by Rossini & Tsiatis (1996) with case-1 data, and by Huang and Rossini (1997) and Shen
(1998) with case-2 data; however, it is difficult to choose an appropriate sieve parameter space,
especially the number of knots. For the proportional odds model with case-1 and case-2 data, Ra-
binowitz et al. (2000) derived an approximate conditional likelihood, which does not perform well
in small samples. Gu et al. (2005), Zhang et al. (2005), Sun and Sun (2005), and Zhang and Zhao
(2013) constructed rank-based estimators for linear transformation models; such estimators are
computationally demanding and statistically inefficient. None of the existing work accommodates
time-dependent covariates or handles case-k or mixed-case interval censoring.
1.3 Semiparametric Transformation Models
In the univariate setting, let T denote the failure time, and let Z() denote the set of potentially
time-dependent covariates. Under the semiparametric transformation model, the cumulative hazard
function for T conditional on Z() takes the form
(t;Z) = G
 t
0
e
TZ(s)d(s)

; (1.1)
where G() is a specific transformation function that is strictly increasing, and () is an unknown
increasing function (Zeng and Lin, 2006). The choices of G(x) = x and G(x) = log(1 + x) yield
the proportional hazards and proportional odds models, respectively. It is useful to consider the
following class of frailty-induced transformations
G(x) =   log
 1
0
e xt(t)dt;
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where (t) is the density function of a frailty with support [0;1). The choice of the gamma density
with mean 1 and variance r for (t) yields the class of logarithmic transformations: G(x) =
r 1 log(1 + rx) (r  0); the choice of the positive stable distribution with parameter  < 1
yields the class of Box-Cox transformations: G(x) = f(1 + x)   1g=. When covariates are all
time-independent, model (1.1) can be rewritten as a linear transformation model
log (T ) =  TZ + ;
where  is an error term with distribution function 1  expf G(ex)g (Chen et al., 2002). Thus, 
can be interpreted as the effects of covariates on a transformation of T . Semiparametric transfor-
mation models have not been considered in the competing risks setting.
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CHAPTER 2: RIGHT-CENSORED COMPETING RISKS
2.1 Introduction
Competing risks data arise when each study subject can experience one and only one of several
distinct types of events or failures. A classical example of competing risks is death from different
causes. In addition, patients who undergo an invasive surgical procedure to treat a particular dis-
ease, such as bone marrow transplantation for the treatment of leukemia (Kalbfleisch and Prentice
(2002), chapter 8), may experience relapse of that disease or death related to the surgical procedure
itself. Another example of competing risks is infection with a pathogen such as HIV-1 (Hudgens
et al., 2001), whereby infection with one viral subtype precludes infection with other subtypes.
Competing risks data may be analyzed through the cause-specific hazard or cumulative inci-
dence function. The cause-specific hazard function is the instantaneous rate of failure from a spe-
cific cause at a particular time given that the subject has not experienced a failure of any cause up
until that point, and the cumulative incidence function measures the probability of occurrence of a
specific failure type over a certain time period (Kalbfleisch and Prentice (2002), chapter 8). These
two approaches are complementary: the cause-specific hazard is an instantaneous risk function
whereas the cumulative incidence characterizes the subject’s ultimate clinical experience. Stan-
dard survival analysis methods, such as the log-rank test and proportional hazards regression, can
be applied to the cause-specific hazard function. The way in which covariates affect the cause-
specific hazards may not coincide with the way in which they affect the cumulative incidence
(Andersen et al., 2012).
Statistical methods have been developed to make inference about the cumulative incidence.
Gray (1988) proposed a nonparametric log-rank-type test for comparing the cumulative incidence
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functions of a particular failure type among different groups. In the regression setting, Fine and
Gray (1999) proposed a semiparametric proportional hazards model for the sub-distribution of a
competing risk. This model has become the method of choice with well over 4,000 citations (as of
May 2016) and been incorporated into the statistical guidelines of the European Group for Blood
and Marrow Transplantation (Iacobelli, 2013).
The Fine and Gray methodology has important limitations, however. First, it requires the
modelling of the censoring distribution and may yield invalid inference if the censoring distribution
is mis-modeled. Second, the estimation is based on the inverse probability of censoring weighting,
such that the estimators are statistically inefficient and numerically unstable. Third, the model is
restricted to the proportional sub-distribution hazards structure, which may not hold in practice,
and there are no model-checking tools. Fourth, the cause of failure needs to be known for every
subject. Finally, joint inference on multiple risks is not provided.
Jeong and Fine (2006; 2007) proposed parametric regression models for the cumulative inci-
dence function and derived maximum likelihood estimators. Their approach does not model the
censoring distribution. However, it is difficult to parametrize failure time distributions, especially
when there are multiple failure types. Incorrect parametrization can lead to erroneous inference.
In this paper, we develop semiparametric regression methods that avoid the aforementioned
limitations of the existing methods. Specifically, we formulate the effects of covariates on the cu-
mulative incidence function using a flexible class of semiparametric transformation models, which
encompasses both proportional and non-proportional sub-distribution hazards structures. We al-
low the cause of failure information to be partially missing. We derive efficient estimators for the
proposed models through the NPMLE approach, which does not involve modelling the censoring
distribution. We construct simple and fast numerical algorithms based on the profile likelihood
(Murphy and van der Vaart, 2000) to obtain the estimators. We establish the asymptotic properties
of the estimators through modern empirical process theory (van der Vaart and Wellner, 1996) and
semiparametric efficiency theory (Bickel et al., 1993). Our approach allows for joint inference on
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multiple risks, which is desirable because an increase in the incidence of one risk decreases the in-
cidence of other risks. We also develop numerical and graphical procedures to evaluate and select
models.
There is some literature on the NPMLEs for semiparametric models with censored data (e.g.,
Murphy et al., 1997; Kosorok et al., 2004; Scheike and Martinussen, 2004; Zeng and Lin, 2006;
2007). Our setting is unique in that the regression parameters and infinite-dimensional cumulative
hazard functions are all intertwined due to the the constraint that the sum of the cumulative inci-
dence functions must not exceed one. Because of this constraint, existing asymptotic arguments,
such as the general theory of Zeng and Lin (2007), do not directly apply. A further complication
arises from the missing information on the cause of failure. To tackle these challenges, we use
novel techniques to prove the asymptotic properties, especially the consistency. In addition, we
develop novel numerical algorithms through the profile likelihood so as to avoid direct maximiza-
tion over high-dimensional parameters. Finally, we extend the martingale residuals for traditional
survival data to competing risks data and study the theoretical properties of the cumulative sums
of residuals so as to provide objective model-checking procedures.
The rest of this chapter is organized as follows. In Section 2.2, we introduce the models,
describe the estimation procedure, and present the asymptotic results. We also define appropriate
residuals and use the cumulative sums of residuals to develop model-checking techniques. In
Section 2.3, we conduct simulation studies to assess the performance of the proposed methods
in finite samples and to make comparisons with existing methods. We provide an application to
a major bone marrow transplantation study in Section 2.4. We make some concluding remarks
in Section 2.5. Technical details and additional tables and figures are relegated to the Technical
Details in Section 2.6.
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2.2 Methods
2.2.1 Model Specification
We are interested in estimating the effects of a set of covariates Z on a failure time T with
K competing causes. We characterize the regression effects through the conditional cumulative
incidence functions
Fk(t;Z) = Pr(T  t;D = kjZ); k = 1; : : : ; K;
whereD indicates the cause of failure. We formulate each Fk through a class of linear transforma-
tion models:
gkfFk(t;Z)g = Qk(t) + TkZ; (2.2)
where gk is a known increasing function, Qk() is an arbitrary increasing function, and k is a set
of regression parameters.
To allow time-dependent covariates, we consider the conditional hazard function
k(t;Z) = lim
t!0
1
t
Prft  T < t+t;D = kjT  t [ (T  t \D 6= k);Zg;
which pertains to the hazard function of the improper random variable T k  I(D = k)T + I(D 6=
k)1, where I() is the indicator function, and Z consists of time-dependent external covariates
(Kalbfleisch and Prentice (2002), chapter 6). Clearly, Fk(t;Z) = 1   expf k(t;Z)g, where
k(t;Z) =
 t
0
k(s;Z)ds. We specify that
k(t;Z) = Gk
 t
0
e
T
k Z(s)dk(s)

; (2.3)
whereGk is a known increasing function, andk() is an arbitrary increasing function. The choices
ofGk(x) = x andGk(x) = log(1+x) yield the proportional sub-distribution hazards model (Cox,
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1972) and the proportional odds model (Bennett, 1983), respectively. If the covariates are all
time-independent, then equation (2.3) can be expressed in the form of (2.2).
2.2.2 Parameter Estimation
Suppose that T is subject to right censoring by C. Then we observe eT and eD instead of T
and D, where eT = min(T;C), and eD = I(T  C)D. Let  denote the missing failure cause
indicator, that is,  = 1 if the failure cause is observed, and  = 0 if otherwise. For better
notation, we define  to be 1 if eD = 0. For a random sample of size n, the data consist of
(eTi; i; i eDi;Zi) (i = 1; : : : ; n). Assuming that eD is missing at random (MAR), the likelihood
function for   (T1 ;    ;TK)T and   (1;    ;K) takes the form
Ln(;) =
nY
i=1
"
KY
k=1
F 0k(eTi;Zi;;)I(i eDi=k)
(
KX
k=1
F 0k(eTi;Zi;;)
)I(i=0)

(
1 
KX
k=1
Fk(eTi;Zi;;))I( eDi=0) #; (2.4)
where Fk(t;Z;;) denotes the conditional cumulative incidence function under model (2.3).
Here and in the sequel, f 0(t) = df(t)=dt for any function f .
To obtain the NPMLEs, we treat k as a right-continuous step function with jump size kftg
at time t. Then the calculation of the NPMLEs is tantamount to maximizing (2.4) with respect
to  and kfeTig for eDi = k (k = 1; : : : ; K). The maximization can be implemented through
optimization algorithms, as described by Zeng and Lin (2007).
For time-independent covariates, we propose an explicit algorithm to compute the NPMLEs.
First, we treat the special case with fully observed eDi, i.e., i = 1 for i = 1;    ; n. Then, the
general case will follow with a straightforward EM algorithm treating eDi as missing data. Let
tk1 <    < tkmk be the distinct failure times of cause k. Denote dkj = kftkjg for j = 1;   mk
and k = 1;    ; K. Let t1 <    < tm be the distinct failure times regardless of cause with tm+1 =
1, and let 1;    ; m and d1;    ; dm be the corresponding causes and jump sizes, respectively.
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Write kj =
Pj
l=1 I(l = k)dl and (kj) =
Pj
l=1 dkl, which pertain to k at times tj and tkj ,
respectively. With fully observed failure cause, the log-likelihood can be written as
ln(;) =
KX
k=1
mkX
j=1
log dkj +
KX
k=1
mkX
j=1
Hk
 
e
T
k Z(kj)(kj)

+
mX
j=1
X
tj eTi<tj+1
I( eDi = 0) log  KX
k=1
exp
 Gk(eTk Zikj)	 K + 1
+
nX
i=1
KX
k=1
I( eDi = k)TkZi; (2.5)
where Hk = logG0k   Gk, and Z(kj) denotes the covariate vector for the subject having the kth
cause of failure at time tkj .
We construct the profile likelihood (Murphy and van der Vaart, 2000) of  by “profiling out”
. This task is complicated by the fact that @ln(;)=@d = 0 is a system of nonlinear equations
of d  (d1;    ; dm)T. From those equations, however, we can express dkj as a function of the dl’s
corresponding to the failure times preceding tkj . That is, we can write
dkj = q
 fdl : tl < tkjg; j = 2;    ;mk; k = 1;    ; K; (2.6)
where q is some data-dependent function. This equation defines a recursive formula to compute
dkj (j = 2;    ;mk) given  and dk1 (k = 1;    ; K); see Technical Details §2.6.
Write k = dk1,  = (1;    ; K)T, and  = (T;T)T. Then b()  argmax ln(;
) can be calculated by the recursive formula given in (2.10) in the Technical Details in §2.6.
The profile log-likelihood pln()  ln(; b()) can be computed as well. The first and second
derivatives of pln() involve the derivatives of  with respect to ; they can be obtained through
the recursive formula by differentiating both sides of (2.6) with respect to . We can then use the
Newton-Raphson algorithm to obtain the NPMLE of , denoted by b. We set the initial value of 
to 0 and the initial value of k to 1=mk.
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In the general case, eDi is missing when i = 0. We propose an EM algorithm assuming that theeDi are observed in the “full data”, whose log-likelihood is precisely (2.5). Thus, we only need to
compute wik(;)  EfI( eDi = k)jeTi;Zi; i = 0;;g in the E-step. Then, the M-step involves
an objective function which is a version of (2.5) weighted by wik and 1, whose maximization
proceeds similarly to that of (2.5) described above. To compute the weights in the E-step, note that
wik(;) =
F 0k(eTi;Zi;;)PK
l=1 F
0
l (
eTi;Zi;;) :
Remark 2.1. In the iterations of the algorithm, the overall survival function
1 
KX
k=1
Fk(eTi;Zi;;)
may become zero or negative. To improve the convergence of the algorithm, one may impose a
small positive number on the survival function as a “buffer” to force it to be strictly positive, along
similar lines of Groeneboom and Wellner (1992, page 70). In actual implementations, however,
we did not encounter problems arising from survival function becoming non-positive. If one di-
rectly maximizes the likelihood, the constraint would automatically be satisfied. Another way to
incorporate the constraint is to decompose the cumulative incidence function using the mixture
cure model representation of Lu and Peng (2008).
2.2.3 Asymptotic Properties
We assume the following regularity conditions:
(C1) The true value of , denoted by 0, lies in the interior of a compact subset of the Euclidean
spaceRp, where p is the dimension of; the true value ofk, denoted byk0, is continuously
differentiable with 0k0(t) > 0 on [0;  ] for some constant  > 0.
(C2) The components ofZ() are uniformly bounded and have bounded total variation with prob-
ability one, and ifTZ(t) = d(t) almost surely for some constant function d for all t 2 [0;  ],
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then  = 0 and d(t) = 0.
(C3) With probability one, there exists a constant 0 such that Pr(T   jZ)  0 > 0 and
Pr(C   jZ) = Pr(C =  jZ)  0 > 0.
(C4) The function Gk is four-times differentiable with Gk(0) = 0 and G0k(x) > 0, and for any
c0 > 0,
lim sup
x!1
[fGk(c0x)g 1 logfx sup
yx
G0k(y)g] = 0: (2.7)
(C5) With probability one, Pr( = 1j eD; eT ; T  C;Z) = Pr( = 1jeT ; T  C;Z) > 0 for some
0 > 0. In particular, the cause of failure is missing at random (MAR).
Remark 2.2. Conditions (C1)-(C3) are standard regularity conditions in survival analysis. (C4)
is satisfied by the Box-Cox transformations Gk(x) = f(1 + x)   1g= (  0). Equation (2.7)
is not satisfied by the logarithmic transformations Gk(x) = r 1 log(1 + rx) (r  0). However,
this equation, which ensures that bk() stays bounded, is used only in proving the consistency
of the NPMLEs, and the proof actually goes through for the logarithmic transformations by the
partitioning device described in the technical report of Zeng and Lin (2006). The MAR assumption
in (C5) is necessary for the validity of the MLE.
The following theorem on the consistency of the NPMLEs is proved the Technical Details in
§2.6.
Theorem 2.1. Under Conditions (C1)-(C5), b and bk (k = 1; : : : ; K) are strongly consistent,
i.e.,
jjb   0jj+ sup
t2[0; ]
KX
k=1
bk(t)  k0(t)  ! 0
almost surely, where jj  jj denotes the Euclidean norm.
Remark 2.3. Amajor challenge in proving this theorem is that the k’s are defective (i.e., k()
cannot be arbitrarily large) and constrained by the condition that 1  PKk=1 Fk( ;Z;;) > 0.
To overcome this technical difficulty, we show that lim infn

1 PKk=1 Fk( ;Z; b; b)	 > 0.
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Let BV1 denote the space of functions on [0;  ] that are uniformly bounded by 1 and with total
variation bounded by 1. Write V = fv 2 Rp : jjvjj  1g andW = BV 
K1 , which is theK-product
space of BV1. Let v 2 V and w = (h1;    ; hK) 2 W . Then we can identify (;) as elements
in l1(V  W), which is the space of bounded functions on V  W , by vT +PKk=1  0 hkdk.
Likewise, we identify
p
n(b   0; b 0) as random elements in l1(V W) such that
p
n(b   0; b 0)[v;w] = pnvT(b   0) +pn KX
k=1

hkd(bk   k0):
The following theorem on the distribution of the NPMLEs is proved in the Technical Details in
§2.6.
Theorem 2.2. Under Conditions (C1)-(C5),
p
n(b   0; b 0) converges weakly to a zero-
mean Gaussian process in l1(V  W). In addition, b is semiparametric efficient in the sense of
Bickel et al. (1993).
This theorem implies that
p
n(b   0) is asymptotically multivariate zero-mean normal and
p
n(b1 10;    ; bK K0) converges to a multivariate zero-mean Gaussian process on [0;  ]
K ,
the K-product space of [0;  ]. If failure cause is fully observed, the covariance matrix of b can be
estimated by the upper left block of  @2pln(b)=@@T	 1, which is a natural by-product of the
algorithm. In the general case, we can estimate the covariance matrix by the inverse of the whole
information matrix for  and the nonzero dkj’s. This approach also provides variance estimation
for the bk’s; see the Technical Details in §2.6 for justifications.
Since k(t) is positive, we construct its confidence interval by using the log transformation:bk(t) expfz1 =2bk(t)1=2=bk(t)g, where bk(t) is the variance estimator of bk(t), and z1 =2 is
the upper (1   =2)100th percentile of the standard normal distribution. To estimate k(t;z) for
covariate value z, we subtract z fromZ; then k(t) corresponds to k(t; z). Inference on Fk(t; z)
follows from the simple relationship Fk(t; z) = 1  e k(t;z).
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2.2.4 Model Checking
The class of models given in (2.3) requires specification of the following components: the func-
tional form of each covariate; the link function, i.e., the exponential regression function; the pro-
portionality structure, i.e., the multiplicative effect of the regression function within the transforma-
tion; and the transformation functionGk. To check these components, we define appropriate resid-
uals and consider cumulative sums of residuals. Specifically, we defineNk(t) = I(eT  t;  eD = k)
and Y (t) = I(eT  t). For simplicity, we present the results only for the case where the failure
cause is fully observed. We provide some remarks on how to construct the procedure for the
general case at the end of the subsection.
With  = 1, the following process is centered at zero
Mk(t;;) = Nk(t) 
 t
0
Y (u)S 1(u;Z;;)dFk(u;Z;;)
= Nk(t) 
 t
0
Y (u)	k(u;Z;;)dk(u); (2.8)
where S(t;Z;;) = 1 PKk=1 Fk(t;Z;;), and
	k(t;Z;;) = S
 1(t;Z;;) exp

Hk
 t
0
e
T
k Z(u)dk(u)

+ TkZ(t)

:
We obtain the residual processMk(t; b; b) by replacing (;) in (2.8) with the NPMLEs.
Let Mki denote the value of Mk for the ith subject, and let Zji denote the jth component of
Zi. To check the functional form of the jth covariate, we consider the cumulative sum of residuals
over this covariate:
W
(j)
kc (z; t) = n
 1=2
nX
i=1
 t
0
IfZji(s)  zgdMki(s; b; b):
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To check the link function, we consider the cumulative sum over the linear predictor:
Wkl(x; t) = n
 1=2
nX
i=1
 t
0
I
nbTkZi(s)  xo dMki(s; b; b):
To check the transformation function Gk, we take the cumulative sum over its argument:
Wktr(x; t) = n
 1=2
nX
i=1
 t
0
I
 s
0
e
bTk Zi(u)dbk(u)  x dMki(s; b; b):
To check the proportionality for the jth covariate, we consider the “score” process
W
(j)
kp (t) = n
 1=2
nX
i=1
 t
0
eZkji(s; b; b)dMki(s; b; b);
where eZkji(t;;) is the jth component of
@
@k
log 	k(t;Zi;;) = Zi(t) +
"
H 0k
 t
0
e
T
k Zi(u)dk(u)

+ S 1(t;Zi;;)
 exp

Hk
 t
0
e
T
k Zi(u)dk(u)
#  t
0
Zi(u)e
Tk Zi(u)dk(u);
which pertains to the score function of k based on the data available up to time t. Finally, to
assess the overall fit of the model, we consider the process
Wko(z; t) = n
 1=2
nX
i=1
 t
0
IfZi(s)  zgdMki(s; b; b):
All above processes are special cases of the multi-parameter process
Wkn(x; t) = n
 1=2
nX
i=1
 t
0
f(x; u;Zi; b; b)dMki(u; b; b);
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where f is some function. We use Monte Carlo simulation to evaluate its null distribution. Specif-
ically, we define
cWkn(x; t) = n 1=2 nX
i=1
(  t
0
f(x; u;Zi; b; b)dMki(u; b; b) + bSi(x; t))Qi;
where (Q1;    ; Qn) are independent standard normal variables, and bS1(x; t);    ; bSn(x; t) are
described in the Technical Details in §2.6. We show in the Technical Details in §2.6 that the con-
ditional distribution of cWkn given the observed data (eTi; eDi;Zi) (i = 1; : : : ; n) is asymptotically
the same as the distribution ofWkn.
To approximate the null distribution ofWkn, we simulate the distribution ofcWkn by repeatedly
generating the normal random sample (Q1;    ; Qn) while holding the observed data fixed. To
visually inspect model mis-specification, we compare the observed residual process with a few,
say 20, realizations from the simulated process. We can also perform formal goodness-of-fit tests
by calculating the p-values for the suprema of the residual processes based on a large number, say
1000, realizations. We establish the consistency of the supremum tests in the Technical Details in
§2.6.
Remark 2.4. In the general case where the failure cause is possibly missing, we need to re-
define the mean-zero process Mk(t;;). Specifically, the Nk(t) in (2.8) will be replaced byeNk(t;;)  Nk(t)+wk(;)I(eT  t;  = 0), wherewk(;) = nPKl=1 F 0l (eT ;Z;;)o 1
F 0k(eT ;Z;;). Then, the expansion of the observed cumulative residualsMk(t; b; b) by (b; b)
proceeds similarly as described in the Technical Details in §2.6 for the special case.
2.3 Simulation Studies
We conducted extensive simulation studies to evaluate the proposed and existing methods. We
set K = 2 and Z = (Z1; Z2)T, where Z1 is binary with Pr(Z1 =  1) = Pr(Z1 = 1) = 0:5, and
Z2 is Un( 1; 1). We let k(t) = k(1  e t), where k > 0.
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We first simulated data with fully observed failure cause. We compared the NPMLE with the
Fine and Gray (1999) (FG) method under proportional sub-distribution hazards models. We let the
censoring time be the minimum of a Un(5; 6) variable and an Exp(0:1) variable. We let 1 = 0,
2 = (0:5; 0:5)
T, 1 = 0:1, and 2 = 0:75, 1.1, and 1.5, corresponding to 50%; 40%, and 25% cen-
soring, respectively. We focused on the estimation of 11. The algorithm was deemed convergent
when the Euclidean distance between the values of  of the current and previous iterations was less
than 10 4 and the number of iterations did not exceed 100. Convergence rates for NPMLE with
sample sizes 100; 200, and 500 were approximately 99:5%; 99:8%, and 99:9%, respectively. For
most (> 98:6%) of the simulated datasets, convergence criteria were met with 3 to 10 iterations.
The simulations were implemented in R. It took about 1 second and 0.5 second on a Dell Inspiron
2000 machine to complete one simulation with NPMLE and with FG for n = 200, respectively.
The results for the estimation of 11 are summarized in Table 2.1. For both methods, the estima-
tors are virtually unbiased and the standard error estimators reflect the true variations well. Thus,
the confidence intervals have accurate coverage probabilities. However, the standard error of the
FG estimator is larger than that of the NPMLE. The difference is more pronounced when there
are more events of the second type and lower censoring rate because FG models the censoring
distribution while discarding the information in the second type of event.
Then, we evaluated the NPMLE under different transformation models. We considered the
family of logarithmic transformations Gr(x) = r 1 log(1 + rx), in which r = 0 and 1 correspond
to the proportional sub-distribution hazards and proportional odds models, respectively. We set
1 = 0:1 and 2 = 0:75, and used the same censoring distributions as in Table 2.1. We focused
on the estimation of 1 with different true values while fixing 2 at (0:5; 0:5)T. The results are
summarized in Table 2.2. The NPMLE provides valid inference for all transformation models.
We also evaluated the FG method under mis-specified censoring distributions. We let the cen-
soring time be the minimum of a Un(3; 6) variable and an Exp(exp(Z1)) variable, where  = 1
or 2. We let 1 = 0, 2 = (0:5; 0:5)T, 1 = 0:1, and 2 = 0:75. The other conditions were
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Table 2.1: Comparison of the NPMLE and Fine and Gray methods under proportional sub-
distribution hazards models
NPMLE FG
Censoring n Bias SE SEE CP Bias SE SEE CP RE
50% 100  0.004 0.396 0.388 0.948  0.002 0.401 0.394 0.954 1.03
200 0.000 0.270 0.267 0.951  0.008 0.272 0.276 0.946 1.01
500  0.001 0.162 0.153 0.945  0.003 0.162 0.164 0.953 1.00
40% 100  0.006 0.389 0.397 0.944  0.001 0.409 0.412 0.965 1.11
200  0.003 0.263 0.267 0.942  0.008 0.278 0.273 0.954 1.12
500  0.008 0.161 0.163 0.942 0.001 0.169 0.167 0.958 1.10
25% 100  0.001 0.385 0.385 0.949  0.001 0.413 0.408 0.956 1.15
200 0.001 0.257 0.264 0.957 0.006 0.270 0.272 0.949 1.10
500 0.006 0.161 0.158 0.958 0.005 0.174 0.176 0.948 1.17
Bias and SE are the bias and standard error of the parameter estimator; SEE is the empirical
average of the standard error estimator; CP is the empirical coverage probability of the 95%
confidence interval. Each entry is based on 10,000 replicates. RE is the variance of FG over that
of the NPMLE.
the same as those for Table 2.1. Thus, the censoring distribution depends on the covariate in a
non-proportional hazards manner. In the FG method, the censoring distribution is estimated by the
Kaplan-Meier estimator. Fine and Gray (1999) suggested to use the proportional hazards model
for the censoring distribution but did not derive the corresponding variance estimators. Table 2.3
compares the NPMLE, the original FG estimator, and the modification based on the proportional
hazards modelling of the censoring distribution, denoted by FG*. FG has considerable bias and
the bias becomes greater as the censoring distributions become more uneven. For FG*, the bias is
smaller but still appreciable relative to the standard error, especially when the sample size is large.
For both FG and FG*, the mean square error is larger than that of the NPMLE.
We then considered estimation of the cumulative hazard functions k. We set 1 = 0:1, 2 =
0:75, and  = 0. The censoring distributions were the same as in Table 2.1. The results for 1(t)
are summarized in Table 2.4. The parameter estimators are virtually unbiased, the standard error
estimators are accurate, and the confidence intervals have correct coverages.
Next, we compared our NPMLE to the parametric MLE of Jeong and Fine (2007). We let
1 = 0:1 and 2 = 0:75, and used the set-up of Table 2.1, but set  = 0 and focused on 11. Under
this setting, 1 and 2 are correctly modeled by the parametric method. As shown in Table 2.5,
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Table 2.2: Simulation results on the regression parameters under transformation models
11 12
n r (11; 12) Bias SE SEE CP Bias SE SEE CP
100 0 (0, 0) 0.003 0.395 0.391 0.945 0.008 0.608 0.608 0.950
(0, 0.5)  0.008 0.398 0.393 0.945  0.002 0.609 0.605 0.943
(0.5, 0.5)  0.001 0.401 0.397 0.945  0.001 0.611 0.608 0.946
0.5 (0, 0) 0.004 0.403 0.401 0.948 0.008 0.620 0.626 0.957
(0, 0.5) 0.005 0.407 0.405 0.946 0.003 0.621 0.619 0.947
(0.5, 0.5) 0.000 0.412 0.417 0.956  0.001 0.623 0.623 0.953
1 (0, 0) 0.005 0.411 0.408 0.945  0.004 0.633 0.633 0.952
(0, 0.5)  0.007 0.414 0.408 0.944  0.007 0.636 0.641 0.958
(0.5, 0.5)  0.007 0.417 0.418 0.951 0.004 0.639 0.633 0.942
200 0 (0, 0)  0.005 0.269 0.272 0.955  0.006 0.464 0.464 0.950
(0, 0.5)  0.001 0.273 0.278 0.960  0.007 0.468 0.466 0.948
(0.5, 0.5) 0.005 0.274 0.274 0.951  0.001 0.469 0.467 0.946
0.5 (0, 0)  0.006 0.275 0.274 0.948  0.005 0.473 0.470 0.946
(0, 0.5)  0.004 0.279 0.281 0.953 0.005 0.474 0.473 0.947
(0.5, 0.5)  0.006 0.281 0.281 0.952 0.005 0.476 0.470 0.943
1 (0, 0)  0.002 0.281 0.283 0.954 0.007 0.483 0.488 0.956
(0, 0.5) 0.002 0.286 0.288 0.954  0.004 0.487 0.484 0.946
(0.5, 0.5)  0.002 0.289 0.285 0.943  0.003 0.489 0.494 0.959
500 0 (0, 0)  0.003 0.163 0.165 0.953 0.002 0.285 0.283 0.947
(0, 0.5)  0.005 0.164 0.167 0.957 0.001 0.288 0.283 0.944
(0.5, 0.5) 0.003 0.167 0.164 0.946 0.005 0.293 0.288 0.941
0.5 (0, 0)  0.004 0.165 0.163 0.945  0.002 0.291 0.294 0.954
(0, 0.5) 0.000 0.166 0.166 0.954 0.003 0.294 0.290 0.945
(0.5, 0.5) 0.003 0.166 0.166 0.949 0.004 0.295 0.290 0.945
1 (0, 0)  0.002 0.169 0.169 0.951  0.002 0.297 0.301 0.955
(0, 0.5)  0.002 0.173 0.174 0.953 0.000 0.297 0.303 0.955
(0.5, 0.5) 0.001 0.178 0.179 0.954  0.004 0.301 0.302 0.951
See the note to Table 2.1.
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Table 2.3: Simulation results for the Fine and Gray estimators under mis-specified censoring dis-
tributions
NPMLE FG FG*
Bias SE MSE Bias SE MSE Bias SE MSE
1 100 0.002 0.396 0.157  0.119 0.404 0.177  0.054 0.414 0.174
200 0.003 0.270 0.073  0.116 0.275 0.089  0.049 0.275 0.078
500  0.003 0.161 0.026  0.114 0.161 0.039  0.053 0.165 0.030
2 100 0.002 0.395 0.156  0.231 0.401 0.214  0.031 0.418 0.176
200 0.002 0.266 0.071  0.223 0.282 0.129  0.028 0.281 0.080
500  0.001 0.155 0.024  0.227 0.163 0.078  0.027 0.173 0.032
See the note to Table 2.1. FG and FG* are based on the Kaplan-Meier estimator and proportional
hazards model for the censoring distribution, respectively. MSE is the mean square error.
Table 2.4: Simulation results on the estimation of the cumulative hazard function under transfor-
mation models
n r t 1(t) Bias SE SEE CP
100 0 1 0.059 0.000 0.030 0.029 0.957
2 0.081 0.001 0.028 0.028 0.948
0.5 1 0.059 0.001 0.026 0.022 0.960
2 0.081 0.000 0.030 0.030 0.952
1 1 0.059 0.000 0.024 0.026 0.943
2 0.081 0.000 0.033 0.030 0.951
200 0 1 0.059  0.001 0.017 0.019 0.952
2 0.081 0.000 0.022 0.021 0.950
0.5 1 0.059  0.002 0.017 0.017 0.950
2 0.081 0.001 0.025 0.025 0.955
1 1 0.059 0.001 0.018 0.018 0.949
2 0.081 0.002 0.023 0.022 0.946
500 0 1 0.059 0.000 0.010 0.011 0.956
2 0.081 0.000 0.012 0.012 0.944
0.5 1 0.059 0.000 0.011 0.012 0.954
2 0.081  0.001 0.015 0.015 0.948
1 1 0.059  0.001 0.012 0.013 0.943
2 0.081 0.000 0.013 0.013 0.954
See the note to Table 2.1.
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Table 2.5: Comparison of the semiparametric and parametric MLEs of 11
Semiparametric Parametric
n r Bias SE SEE CP Bias SE SEE CP
100 0 0.004 0.391 0.388 0.943  0.007 0.365 0.365 0.956
0.5 0.004 0.400 0.399 0.953  0.002 0.372 0.371 0.957
1 0.006 0.412 0.406 0.945 0.008 0.387 0.385 0.945
200 0  0.002 0.277 0.276 0.955  0.007 0.261 0.262 0.950
0.5  0.003 0.296 0.292 0.946  0.010 0.274 0.276 0.957
1  0.003 0.309 0.305 0.943  0.002 0.287 0.288 0.944
500 0 0.004 0.169 0.173 0.959 0.006 0.164 0.159 0.947
0.5 0.008 0.175 0.172 0.950  0.005 0.160 0.160 0.958
1  0.004 0.173 0.180 0.940  0.007 0.171 0.172 0.944
See the note to Table 2.1.
the parametric MLE tends to be more efficient than the NPMLE; however, the efficiency gain is
rather moderate.
We conducted additional studies to assess the bias of the parametric method under mis-specified
failure distributions. We used the proportional sub-distribution hazards models and set 1 =
(0:5; 0)T and 2 = 0. We let k(t) = 0:5t exp( t2=2). The censoring distributions were the
same as in Table 2.1. As shown in Table 2.6, the estimation for the cumulative hazard function is
severely biased.
To show that the estimation of  can also be biased, we considered a more wiggly hazard
function, i.e., k(t) = 0:15f1 + cos(t)g. We set 1 = (0:5; 0)T and 2 = 0 and focused on the
estimation of 11. The censoring distributions were the same as in Table 2.1. As shown in Table
2.7, the parametric method underestimates 11. The bias is considerable relative to the standard
error, especially when the sample size is large.
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Table 2.6: Comparison of the semiparametric and parametric MLEs under mild mis-specification
of the parametric distribution for k
Semiparametric Parametric
n Parameter Value Bias SE SEE CP Bias SE SEE CP
100 11 0.500 0.003 0.225 0.221 0.958 0.007 0.220 0.205 0.940
1(0:5) 0.047 0.009 0.024 0.024 0.944 0.057 0.020 0.018 0.141
1(1:5) 0.346 0.003 0.055 0.054 0.956  0.106 0.048 0.037 0.279
200 11 0.500 0.006 0.146 0.147 0.956 0.001 0.135 0.131 0.958
1(0:5) 0.047  0.003 0.017 0.016 0.956 0.059 0.016 0.014 0.041
1(1:5) 0.346  0.008 0.037 0.038 0.944  0.101 0.034 0.029 0.076
500 11 0.500  0.001 0.095 0.096 0.947 0.000 0.092 0.087 0.959
1(0:5) 0.047 0.005 0.013 0.013 0.947 0.058 0.012 0.009 < :001
1(1:5) 0.346  0.005 0.024 0.025 0.951  0.105 0.020 0.016 < :001
See the note to Table 2.1.
Table 2.7: Comparison of the semiparametric and parametric MLEs of 11 under severe mis-
specification of the parametric distribution for k
Semiparametric Parametric
n Bias SE SEE CP Bias SE SEE CP
100 0.008 0.228 0.232 0.952  0.043 0.223 0.215 0.945
200 0.005 0.151 0.152 0.947  0.041 0.143 0.136 0.937
500  0.003 0.103 0.101 0.951  0.039 0.098 0.083 0.930
See the note to Table 2.1.
We also evaluated the performance of the goodness-of-fit tests in the set-up of Table 2.1 with
1 = 0:1 and 2 = 0:75. We set n = 100, 1 = (0:5; 0)T, and 2 = (0; 0)T. We evaluated the
type I error of the supremum tests for the first risk at the nominal significance level of 0:05. We
simulated 10,000 datasets and used 1,000 normal samples to calculate the p-value. For checking
the functional form of Z1, the exponential link function, the transformation function, the propor-
tionality on Z1, and the overall fit, the empirical type I error rates were found to be 0.051, 0.059,
0.062, 0.042, and 0.048, respectively. Thus, the asymptotic approximations for the supremum tests
are accurate enough for practical use.
Then, we assessed the robustness of the inference on the risk of interest to model mis-specification
on other risks. We used the setting in Table 2.1 with 1 = 0:1 and 2 = 0:75. We generated data
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Table 2.8: Simulation results on the regression parameters of one risk under mis-specification of
the other risk
11 12
n (11; 12) Bias SE SEE CP Bias SE SEE CP
100 (0, 0) 0.001 0.384 0.384 0.936 0.002 0.606 0.606 0.949
(0, 0.5) 0.010 0.373 0.371 0.963 0.004 0.667 0.669 0.952
(0.5, 0.5) 0.010 0.432 0.434 0.961 0.000 0.638 0.640 0.955
200 (0, 0) 0.005 0.280 0.277 0.958 0.012 0.465 0.467 0.956
(0, 0.5) 0.001 0.271 0.271 0.944 0.003 0.465 0.463 0.933
(0.5, 0.5) 0.006 0.294 0.293 0.961 0.010 0.454 0.451 0.963
500 (0, 0) 0.009 0.171 0.170 0.939 0.005 0.281 0.284 0.935
(0, 0.5) 0.006 0.170 0.169 0.948 0.011 0.280 0.278 0.955
(0.5, 0.5) 0.002 0.173 0.175 0.954 0.002 0.266 0.264 0.951
See the note to Table 2.1.
under the proportional sub-distribution hazards and proportional odds models for the first and sec-
ond risks, respectively, but fit the proportional sub-distribution hazards models to both risks. As
shown in Table 2.8, mis-specification of the second risk has little impact on the inference on the
first risk.
Finally, we considered missing causes of failure. We generated the missing indicator for non-
right-censored subjects by the logistic model
Pr
 
 = 0
 eD; eT ; T  C;Z = exp( 0:5 + Z1)
1 + exp( 0:5 + Z1) :
We set  = 0 and  0:2, which correspond to missing completely at random (MCAR) and MAR,
respectively. We used the set-up of Table 2.1 with with 2 = 0:75, 1 = ( 0:5; 0)T, and 2 =
(0; 0)T We compared the NPMLE with the FG complete-case analysis (i.e., excluding subjects
with missing causes of failure). The results for the estimation of 11 are summarized in Table
2.9. The NPMLE remains unbiased and the FG is biased under both MCAR and MAR, especially
for MAR. The bias from MCAR arises from uneven right-censoring rate. Because 11 < 0, for
larger values of Z1, more subjects are right-censored and thus fewer events of k = 1 are discarded
due to missing cause information, resulting in a positive bias of the regression parameter. The
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Table 2.9: Comparison of the NPMLE and Fine and Gray methods in the estimation of 11 with
missing causes of failure
NPMLE FG
n Bias SE SEE CP Bias SE SEE CP RE
MCAR 100 0.003 0.479 0.482 0.953 0.038 0.523 0.524 0.941 1.190
200  0.001 0.291 0.295 0.955 0.050 0.319 0.321 0.929 1.197
500 0.002 0.189 0.192 0.952 0.036 0.217 0.220 0.920 1.313
MAR 100 0.006 0.426 0.429 0.953 0.189 0.473 0.474 0.881 1.235
200  0.006 0.306 0.305 0.949 0.203 0.336 0.337 0.825 1.202
500  0.002 0.223 0.223 0.949 0.213 0.243 0.246 0.722 1.186
See the note to Table 2.1.
MAR scenario adds to the bias by making the missing rate smaller among the non-right-censored
subjects for larger values of Z1. In addition to the bias issue, the FG is also substantially less
efficient for both MCAR and MAR as a result of discarding information contained in observations
with unknown causes of failure.
2.4 A Bone Marrow Transplantation Study
We present a major study on bone marrow transplantation in patients with multiple myeloma
(MM) (Kumar et al., 2011). The standard treatment for MM is autologous hematopoietic stem
cell transplantation (auto-HCT). An alternative treatment, allogeneic hematopoietic cell transplan-
tation (allo-HCT), is less commonly used because of its high treatment-related mortality (TRM).
However, recent advances in medical care have lowered TRM rates of allo-HCT (Kumar et al.,
2011). To evaluate the effects of various risk factors on clinical outcomes after allo-HCT for
MM, we consider data collected from years 1995-2005 by the Center for International Blood and
Marrow Transplantation Research (CIBMTR). The CIBMTR is comprised of clinical and basic
scientists who confidentially share data on their blood and bone marrow transplant patients with
the Data Collection Center located at the Medical College of Wisconsin; it provides a repository
of information about results of transplants from more than 450 transplant centers worldwide.
The database contains 864 patients, among whom 376 received transplantation in 1995-2000
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and 488 received transplantation in 2001-2005. The two competing risks are TRM and relapse
of MM. A total of 297 patients experienced TRM, and 348 experienced relapse. Risk factors
include cohort indicator (transplantation years 1995-2000 or 2001-2005), type of donor (unrelated
or HLA-identical sibling donor), history of a prior auto-HCT (yes or no), and time from diagnosis
to transplantation ( 24 months or > 24 months).
We first fit the proportional sub-distribution hazards models for both risks and compare our
method with the FG method. As shown in Table 2.10, the two methods produce considerably
different results. The differences are largely attributed to uneven censoring distributions. By fitting
a proportional sub-distribution hazards model to the censoring distribution with the same set of
covariates, we find that cohort indicator, prior auto-HCT, and waiting time increase the censoring
rate. Thus, the FG estimates of their effects are biased downward for both risks. By contrast,
donor type decreases the censoring rate, such that the FG estimates of its effects on the two risks
are biased upward. At the significance level of 0.05, waiting time is associated with both risks
under the NPMLE method but is not associated with either risk under the FG method. The more
recent cohort (years 2001-2005) has a significantly lower incidence of TRM but higher incidence
of relapse. Transplantation involving an unrelated donor significantly increases the risk of both
TRM and relapse. Prior auto-HCT reduces the risk of TRM but increases the risk of relapse. We
test the global null hypothesis that waiting time does not affect TRM or relapse. The p-value of
the 22 test is <0.001, so that the null hypothesis is strongly rejected. For comparison, we included
the results of proportional cause-specific hazards modeld in Table 2.11. The parameter estimates
are quite different from those from Table 2.10, but their signs are consistent, indicating that the
covariate effects on the cause-specific and the sub-distribution hazards have the same directions.
Next, we consider the family of transformation functions Gk(x) = r 1 log(1 + rx) (k = 1; 2).
We fit 4 pairs of models with r = 0 or 1 for the two competing risks. We label the choices of r = i
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Table 2.10: Proportional sub-distribution hazards analysis of the bone marrow transplantation data
NPMLE FG
Est SE p-value Est SE p-value
TRM
Years 2001-2005  0.543 0.132 <0.001  0.578 0.139 <0.001
Unrelated donor 0.476 0.126 <0.001 0.521 0.128 <0.001
Prior auto-HCT  0.451 0.162 0.005  0.463 0.153 0.003
TX > 24 months 0.296 0.123 0.017 0.248 0.135 0.065
Relapse
Years 2001-2005 0.518 0.129 <0.001 0.401 0.122 0.001
Unrelated donor 0.293 0.101 0.004 0.330 0.122 0.007
Prior auto-HCT 0.399 0.116 0.001 0.351 0.125 0.005
TX > 24 months 0.310 0.121 0.018 0.216 0.123 0.078
Table 2.11: Proportional cause-specific hazards analysis of the bone marrow transplantation data
Est SE p-value
TRM
Years 2001-2005  0.461 0.133 <0.001
Unrelated donor 0.743 0.128 <0.001
Prior auto-HCT  0.362 0.148 0.014
TX > 24 months 0.316 0.133 0.017
Relapse
Years 2001-2005 0.348 0.134 0.009
Unrelated donor 0.770 0.120 <0.001
Prior auto-HCT 0.309 0.137 0.024
TX > 24 months 0.425 0.122 <0.001
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(i = 0; 1) for TRM and r = j (j = 0; 1) for relapse as Model 2j + i+ 1. To evaluate these trans-
formations, we use the supx;t jWktr(x; t)j test for k = 1; 2. The p-values, based on 1000 realiza-
tions, for testing the transformation functions for TRM under Models 1-4 are 0:035; 0:543; 0:029,
and 0:382, respectively, and the corresponding p-values for testing the transformation functions
for relapse are 0:056; 0:045; 0:282, and 0:307. These results suggest that the proportional sub-
distribution hazards assumption is not appropriate for TRM and relapse. We also fit the models
with r ranging from 0 to 2. As shown in Figure 2.1, the log-likelihood is maximized at r = 0:8 for
TRM and r = 1:3 for relapse, which would be the combination selected by the Akaike information
criterion. The selected combination is close to Model 4 (i.e., proportional odds models for both
risks), which we adopt for ease of interpretation.
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Figure 2.1: Log-likelihood surface for pairs of transformation functions Gk(x) = r 1 log(1 + rx)
(k = 1; 2) in the analysis of the bone marrow transplantation data.
The results fromModel 4 are summarized in Table 2.12. These results differ markedly from the
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Table 2.12: Proportional odds analysis of the bone marrow transplant data
Est SE p-value
TRM
Years 2001-2005  0.582 0.123 <0.001
Unrelated donor 0.504 0.108 <0.001
prior auto-HCT  0.420 0.143 0.003
TX > 24 months 0.217 0.126 0.084
Relapse
Years 2001-2005 0.353 0.116 <0.001
Unrelated donor 0.337 0.088 <0.001
prior auto-HCT 0.314 0.123 0.002
TX > 24 months 0.343 0.138 0.013
NPMLE results in Table 2.10, and the interpretations of the regression effects are quite different.
We assess the proportionality assumption using the sup jWkpj test. The p-values are 0.297, 0.123,
0.687, and 0.673, respectively, for the effects of cohort indicator, donor type, history and waiting
time on TRM; the corresponding p-values for relapse are 0.818, 0.361, 0.352, and 0.940. Thus,
the proportionality assumption holds on all covariates. The p-value for the omnibus test is 0.412,
indicating overall goodness of fit.
To compare the predictions from the initial proportional sub-distribution hazards models and
the chosen proportional odds models, we show in Figure 2.2 the estimated cumulative incidence
functions for the two cohorts with HLA-identical sibling donor, no history of prior auto-HCT
treatment, and waiting time 24months. The two pairs of models yield rather different estimates,
especially for relapse. Thus, proper choice of the transformation function is crucial to accurate
prediction of the incidence of competing risks.
2.5 Discussion
Our work represents the first likelihood-based approach to semiparametric regression analysis
of cumulative incidence functions with competing risks data. It offers major improvements over
the pioneer work of Fine and Gray (1999). First, it does not require modelling of the censor-
ing distribution, such that the inference is valid regardless of the censoring patterns. Second, it
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Figure 2.2: Estimated cumulative incidence of TRM and relapse for a subject with HLA-identical
sibling donor, no prior auto-HCT treatment, and waiting time  24 months. The black and red
curves indicate years 1995-2000 and 2001-2005, respectively; the solid and dashed curves pertains
to the proportional odds and proportional sub-distribution hazards models, respectively.
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provides flexible choices of models for covariate effects, accommodating both proportional and
non-proportional sub-distribution hazards structures. Third, it provides efficient parameter esti-
mators. Fourth, it accommodates missing information on the failure cause. Fifth, it allows for
simultaneous inference on multiple risks. Finally, it provides graphical and numerical techniques
to evaluate and select models. These improvements have important implications in actual data
analysis, as demonstrated in the simulation studies and real example.
Because an increase in the incidence of one risk reduces the incidence of other risks, it is
necessary to take into account all other risks when interpreting the results on one particular risk.
Thus, it is desirable to model all risks even when one is interested in only one of them. Our
simulation results show that the inference on one risk is robust to model misspecification on other
risks. The FG method only models the risk of interest and thus seems to involve fewer model
assumptions. However, it requires modelling the censoring distribution, which is of no scientific
interest at all. As shown in our simulation studies, mis-specification of the censoring distribution
may bias the inference. In addition, the estimated inverse weights can be quite unstable under
heavy censoring.
For maximizing the nonparametric likelihood, many authors have resorted to optimization al-
gorithms. Due to the high dimensionality of the argument, such algorithms are slow and their
convergence is not guaranteed. We have developed a recursive formula to compute the profile
likelihood in the M-step of an EM algorithm. Our strategy greatly reduces the dimension of the
problem and is fast and stable.
For notational simplicity, we have assumed that the covariates are the same for all risks. All the-
oretical results hold when covariates are risk-specific, i.e., dependent on k. Our formulation accom-
modates time-dependent covariates, but only external time-dependent covariates (Kalbfleisch and
Prentice (2002), chapter 6) are allowed. A common example of such covariates is timecovariate
interaction; other examples include temperature, particulate levels, and precipitation. For inter-
nal time-dependent covariates, the relationship between the cumulative incidence function and the
31
sub-distribution hazard function does not hold, and the likelihood does not conform to (2.4). The
FG method is also restricted to external covariates (Latouche et al., 2005).
2.6 Technical Details
Recursive formula for computing the profile likelihood
We take the derivative of the log-likelihood in (6) with respect to dkj to obtain
@ln(;)
@dkj
= d 1kj +
mkX
l=j
e
T
k Z(kl)H 0k
 
e
T
k Z(kl)(kl)

 
X
tltkj
X
tleTi<tl+1
I( eDi = 0) exp
n
TkZi +H
0
k
 
e
T
k Zikl
o
PK
k=1 exp
 Gk(eTk Zikl)	 K + 1 : (2.9)
Setting (2.9) to 0 for dkj and dk;j+1, we obtain
d 1k;j+1 = d
 1
kj + e
Tk Z(kj)H 0k
 
e
T
k Z(kj)(kj)

 
X
tkjtl<tk;j+1
X
tleTi<tl+1
I( eDi = 0) exp
n
TkZi +H
0
k
 
e
T
k Zikl
o
PK
k=1 exp
 Gk(eTk Zikl)	 K + 1 : (2.10)
Because the second term on the right side of (2.10) involves only the dl’s with tl < tk;j+1, this
equation indeed defines a recursive formula starting with dk1; k = 1;    ; K.
Proof of Theorem 2.1
Let Pn denote the empirical measure and P the underlying probability measure. Denote
Nk(t) = I(eT  t;  eD = k); k = 0; 1;    ; K, and eN(t) = I(eT  t;  = 0). The proof con-
sists of three major steps.
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Step 1. We show that for large n, the NPMLE exists, or equivalently, bk() < 1. The log-
likelihood function is
ln(;) = Pn
KX
k=1
 
0

Hk
 t
0
e
T
k Z(s)dk(s)

+ TkZ(t) + log kftg

dNk(t)
+ Pn
 
0
log
 
KX
k=1
exp

Hk
 t
0
e
T
k Z(s)dk(s)

+ TkZ(t)

kftg
!
d eN(t)
+ Pn
 
0
logS(t;Z;;)dN0(t): (2.11)
Conditions (C2) and (C3) imply that, for large n with probability one, there exists a subject witheT =  and eD = 0. For this subject, if k() = 1 for some k, then S(eT ;Z;;)  0 and the
corresponding term in (2.11) is negative infinity. Thus, bk() <1.
Step 2. Let Z be the support of Z equipped with the uniform norm. We show that for every
z 2 Z , with probability one,
lim inf
n
S( ;z; b; b) > 0: (2.12)
Note that (2.12) implies that lim supn bk() <1 almost surely for each k.
Suppose that lim infn S( ; z0; b; b)  0 for some z0. By the continuity of S in z, there exists
a small neighborhood Z0  Z of z0 with Pr(z 2 Z0) > 0 such that
lim inf
n
sup
z2Z0
S( ;z; b; b)  0:
We take a subsequence, still indexed by n, such that limn supz2Z0 S( ;z; b; b)  0. Choose
M > 0 such that supt2[0; ] jTk z(t)j  M for every k and z 2 Z , and choose 0 2 (0; K 1).
Define k(t) = (bk(t) ^ fMk) _ fMk=2, where fMk = e MG 1k   log(1 K 1 + 0)	 > 0. Sinceb and b are the NPMLEs,
ln(b; b)  ln(b;); (2.13)
where  = (1:    ;K). To derive a contradiction, we will show that the left side of (2.13)
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goes to  1 and the right side is bounded away from  1. To this end, we will use the following
inequalities
K 1
KX
k=1
log ak  log
 
KX
k=1
ak
!

KX
k=1
log ak + logK;
where a1;    ; aK are any positive constants. Clearly,
ln(b; b)  KX
k=1
"
log
(bk() sup
ybk()eM G
0
k(y)
)
+M
#
Pn
n
Nk() + eN()o+ logKPn eN()
+ log sup
z2Z0
S( ; z; b; b)Pn(eT = ; eD = 0;Z 2 Z0):
By (C4), we can show that the right side goes to  1. On the other hand,
ln(b;)  KX
k=1

log

2 1fMk inf
yfMkeM G
0
k(y)

 Gk(fMkeM) MPnfNk() +K 1 eN()g
+ log 0Pn(eT = ; eD = 0);
which is bounded away from  1. Thus, we obtain a contradiction, so (2.12) holds. It then
follows from Helly’s selection lemma that, along a subsequence, bk(t)! k(t) weakly for some
increasing function k(t) and b !  for some vector .
Step 3. We show that k = k0 and 
 = 0. Define k(t) =
 t
0

1 + hk(s)
	
dk(s) as a
path through k indexed by , where hk 2 BV1. By differentiating the log-likelihood of k for a
single subject with respect to  at 0, we obtain the score operator for k as
_l2k(;)[hk] =
 
0

H 0k
 t
0
e
T
k Z(s)dk(s)
  t
0
e
T
k Z(s)hk(s)dk(s) + hk(t)

d eNk(t;;)
 
 
0
e	k(t;Z;;)  t
0
hk(s)e
Tk Z(s)dk(s)

dN0(t); (2.14)
where eNk(t;;) = Nk(t)+wk(;) eN(t),wk(;) = nPKl=1 F 0l (eT ;Z;;)o 1 F 0k(eT ;Z;;),
and e	k(t;Z;;) = S 1(t;Z;;) exp hHk n t0 eTk Z(s)dk(s)oi.
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By changing the order of integrations, we re-write (2.14) as
_l2k(;)[hk] =
 
0
hk(s)d eNk(s;;)
+
 
0
hk(s)e
Tk Z(s)
 
s
H 0k
 t
0
e
T
k Z(s)dk(s)

d eNk(s;;)dk(s)
 
 
0
hk(s)e
Tk Z(s)
 
s
e	k(t;Z;;)dN0(t)dk(s):
By definition of the NPMLEs, Pn _l2k(b; b)[hk] = 0 for all hk 2 BV1. We take hk() = I(  t) to
obtain bk(t) =  t
0
Pnd eNk(s; b; b)
k(s; b; b) ;
where
k(t;;) = Pne
T
k Z(t)
 
t
e	k(s;Z;;)dN0(s)
  PneTk Z(t)
 
t
H 0k
 s
0
e
T
k Z(u)dk(u)

d eNk(s;;):
By Step 2 and the continuity of S(t;Z;;) in  and , and with  equipped with the weak
topology, there exist a neighborhood of , denoted by B, and a neighborhood of k, denoted by
Ak, such that S(t;Z;;) is uniformly bounded away from zero. Therefore,
e	k(; z;;) :
z 2 Z; 2 B;k 2 Ak; k = 1;    ; Kg is a class of functions on [0;  ] that are uniformly bounded
and with total variation uniformly bounded and is thus Donsker (van der Vaart and Wellner, 1996,
chapter 2.10). By the permanence of the Donsker property and the uniform law of large numbers,
sup
t2[0; ];2B;k2Ak;k=1; ;K
jk(t;;)  k(t;;)j ! 0; (2.15)
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where
k(t;;) = Pe
Tk Z(t)
 
t
e	k(s;Z;;)dN0(s)
  PeTk Z(t)
 
t
H 0k
 s
0
e
T
k Z(u)dk(u)

d eNk(s;;):
By (2.15) and the continuity of k in  and , we have k(; b; b) ! k(;;) uniformly.
We can show that for large n, k(t; b; b) is uniformly bounded away from 0. Furthermore,
Pnd eNk(; b; b) = Pnd eNk(;0;0) + op(1) uniformly by similar Donsker property arguments.
We define ek(t) =  t
0
Pnd eNk(s;0;0)
k(s;0;0)
:
It follows from the uniform law of large numbers and the MAR assumption (C5) that uniformly
ek(t)!  t
0
Pd eNk(s;0;0)
k(s;0;0)
= k0(t):
By the lower bound on k(s; b; b), bk is absolutely continuous with respect to ek. Further-
more, dbk=dek converges uniformly to a bounded function (). Thus, k(t) =  t0 (s)dk0(s),
and k(t) is absolutely continuous with respect to the Lebesgue measure. We denote the deriva-
tives of k(t) and k0(t) by 

k(t) and k0(t), respectively. By the uniform convergence of the
log-likelihood to its expectation and that of the function dbk=dek to k=k0, together with the
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Kullback-Leibler criterion,
KX
k=1
 
0
log

k(t) exp

Hk
 t
0
e
T
k Z(s)dk(s)

+ Tk Z(t)

dNk(t)
 
0
log
 
KX
k=1
k(t) exp

Hk
 t
0
e
T
k Z(s)dk(s)

+ Tk Z(t)
!
d eN(t)
+
 
0
logS(t;Z;;)dN0(t)
=
KX
k=1
 
0
log

k0(t) exp

Hk
 t
0
e
T
k0Z(s)dk0(s)

+ Tk0Z(t)

dNk(t)
 
0
log
 
KX
k=1
k0(t) exp

Hk
 t
0
e
T
k0Z(s)dk0(s)

+ Tk0Z(t)
!
d eN(t)
+
 
0
logS(t;Z;0;0)dN0(t)
almost surely. In the case that eT = t and  eD = k,
k(t) exp

Hk
 t
0
e
T
k Z(s)dk(s)

+ Tk Z(t)

= k0(t) exp

Hk
 t
0
e
T
k0Z(s)dk0(s)

+ Tk0Z(t)

:
We integrate both sides to obtain eTk Z(t)k(t) = e
Tk0Z(t)k0(t). It then follows from (C2) that
 = 0 and k(t) = k0(t). Thus, with probability one, b ! 0 and bk(t)! k0(t) pointwise.
The latter can be strengthened to uniform convergence since k0 is continuous.
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Proof of Theorem 2.2
We denote the empirical process by Gn =
p
n(Pn   P ). The score operator for k is given in
(2.14). The score function for  is _l1  ( _lT11;    ; _lT1K)T, where
_l1k(;) =
 
0
H 0k
 t
0
e
T
k Z(s)dk(s)
  t
0
Z(s)e
T
k Z(s)dk(s)d eNk(t;;)
+
 
0
Z(t)d eNk(t;;)   
0
e	k(t;Z;;) t
0
Z(s)e
T
k Z(s)dk(s)dN0(t):
For  > 0 sufficiently small, the class of functions
n
_l1(;); _l2k(;)[hk] : jj   0jj+
KX
k=1
sup
t2[0; ]
jk(t)  k0(t)j < ; hk 2 BV1; k = 1;    ; K
o
is Donsker. Thus, by the consistency of (b; b), the continuity of the score functions in the param-
eters, and the dominated convergence theorem,
Gn
n
vT _l1(b; b)+ KX
k=1
_l2k(b; b)[hk]o = GnnvT _l1(0;0)+ KX
k=1
_l2k(0;0)[hk]
o
+op(1) (2.16)
uniformly in (v;w). It remains to show that the mapW : l1(V W)! l1(V W) given by
W (;)[v;w] = P
n
vT _l1(;) +
KX
k=1
_l2k(;)[hk]
o
is Fréchet differentiable at (0;0) with a derivative that is continuously invertible.
It is straightforward to show that
@
@

=0
W

0 + ev;0 +   ewd0 = evTB1[v;w] + KX
k=1

B2k[v;w]~hkdk0; (2.17)
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where the operator (B1; B21; : : : ; B2K)[v;w] can be expressed as
 
0BBBBBBB@
v
1(t;0;0)h1(t)
...
K(t;0;0)hK(t)
1CCCCCCCA
+
0BBBBBBB@
1(0;0)v +
PK
k=1

hk(t)1k(t;0;0)dk0(t) + v
vT21(t;0;0) +
PK
j=1

hj(s)21j(s; t;0;0)dj0(s)
...
vT2K(t;0;0) +
PK
j=1

hj(s)2Kj(s; t;0;0)dj0(s)
1CCCCCCCA
;
(2.18)
1(0;0) =  Pf _l1(0;0) _l1(0;0)Tg, and 2k;1k and 2kj are certain functions. We show
that the operatorB  (B1; B21; : : : ; B2K) is invertible on its range.
In light of Theorem 2.1,
k(t;0;0) =
Pd eNk(t;0;0)=dt
k0(t)
> 0
under Conditions (C1) and (C3). Thus, the first term in (2.18) is an invertible operator. Because
the second term is a compact operator, it suffices to show that the operatorB is one-to-one (Rudin,
1973, pages 99-103). Suppose that for some (v;w) 2 V  W , B(v;w) = 0. We then wish to
show that (v;w) = 0. By (2.17),
P
 
vT _l1(;) +
KX
k=1
_l2k(;)[hk]
!2
=   @
@

=0
W

0 + v;0 + 

wd0

= 0:
Thus, with probability one,
vT _l1(;) +
KX
k=1
_l2k(;)[hk] = 0: (2.19)
Let v = (vT1 ;    ;vTK)T, and take dNk(t) = 1. It follows from (2.19) that
hk(t) + v
T
kZ(t) =  
 t
0

hk(s) + v
T
kZ(s)
	
ev
T
k Z(s)dk0(s)

H 0k
 t
0
ev
T
k Z(s)dk0(s)

;
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which is a homogeneous integral equation of hk(t) + vTkZ(t) with 0 as the only solution. Thus,
it follows from (C2) that vk = 0 and hk() = 0. Therefore, B is one-to-one and thus invertible.
Consequently, the derivative ofW is continuously invertible.
For (v;w) 2 V W , denote (ev; ew) = B 1(v;w). It follows from (2.16) that
p
n
n
vT(b   0) + KX
k=1
 
0
hkd(bk   k0)o =  GnnevT _l1(0;0) + KX
k=1
_l2k(0;0)[ehk]o
+ op(1) (2.20)
uniformly in (v;w). Thus,
p
n(b   0; b  0) is asymptotically Gaussian. Take hk = 0 and v
to be the unit coordinate vectors in (2.20) to find that the influence function of b lies in the tangent
space, i.e., the closed linear span of the score functions. By the semiparametric efficiency theory
(Bickel et al., 1993), b is semiparametric efficient.
Profile likelihood and information matrix
We justify the use of the negative inverse of the second derivative of the profile log-likelihood
to estimate the covariance matrix of b by verifying the conditions in Theorem 1 of Murphy and
van der Vaart (2000). From the proof of Theorem 2.2, the invertibility of the whole information
operator implies the invertibility of the information operator for . This ensures that there is a
“least favorable direction” hk, which is a vector of dimension p with components in BV1 such that
the parametric model  !  ; (1;    ;K) with dk = 1 + (   0)Thk	dk0 is a least
favorable submodel. Given e !p 0, let be   b1e;    ; bK e denote the maximizer of ln(e; ).
We can show that
sup
t2[0; ]
KX
k=1
bk e(t)  k0(t) = Op(jje   0jj+ n 1=2)
by using the arguments in the proofs of Theorems 1 and 2 and the smoothness of the likelihood
in . Then the no-bias condition follows from the smoothness property of the score functions in
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the parameters. Finally, we can verify the Donsker properties of the first and second derivatives
of the least favorable submodel log-likelihood since functions of uniformly bounded variation are
Donsker.
For the use of the inverse information matrix for  and dkj’s as an estimator of the covariance
matrix of b and b, the justification is similar to Theorem 3 of Zeng and Lin (2007). We note that
the first and second derivatives of our log-likelihood are smooth on a neighborhood of (0;0).
Technical details of model checking procedures
Using the (functional) delta method, we will show thatWkn(x; t) is asymptotically equivalent
to
fWkn(x; t) = Gn(  t
0
f(x; u;Z;0;0)dMk(u;0;0)
+ ( _l1; _l2)B
 1P

gk11(x; t);    ; gk1K(x; t); gk21(;x; t);    ; gk2K(;x; t)
)
(2.21)
uniformly in x and t, where _l1 is the score function for , _l2 is the score operator for , and B is
the information operator, all evaluated at (0;0),
gk1j(x; t) =  
 t
0
f(x; s;Z;0;0)Y (s)e	j(s;Z;0;0) s
0
Z(u)e
T
j0Z(u)dj0(u)
	k(s;Z;0;0)dk0(s)  I(j = k)
 t
0
f(x; s;Z;0;0)
"
Z(s)+
H 0k
 s
0
e
T
k0Z(u)dk0(u)
  s
0
Z(u)e
T
k0Z(u)dk0(u)
#
Y (s)	k(s;Z;0;0)dk0(s);
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and
gk2j(u;x; t) =  
 t
0
I(s  u)f(x; s;Z;0;0)Y (s)	k(s;Z;0;0) expfTk0Z(u)g

"e	j(s;Z;0;0) + I(j = k)H 0k  s
0
e
T
k0Z(~u)dk0(~u)
#
dk0(s)
  I(j = k)I(u  t)f(x; u;Z;0;0)Y (u)	k(u;Z;0;0):
We replace the unknown quantities in fWkn by their empirical counterparts. Specifically, we
estimate the functions gk1j and gk2j by replacing (0;0) with (b; b). Denote the resulting ex-
pressions by bgk1j and bgk2j . Recall from Section 2.2 that t1;    ; tm are the distinct failure times and
1;    ; m are the corresponding failure types. We treat the jump sizes of at the tj’s as Euclidean
parameters, and, along with , we calculate the score vector for the ith subject, denoted by eli, and
the information matrix In. Let egk1n(x; t) = Pn bgk11(x; t)T;    ; bgk1K(x; t)TT and egk2n(x; t) =
Pn
 bgk21(t1;x; t);    ; bgk2m(tm;x; t)T. Also, let bSi(x; t) = elTi I 1n  egk1n(x; t)T; egk2n(x; t)TT.
Then we obtain
cWkn(x; t) = n 1=2 nX
i=1
(  t
0
f(x; u;Zi; b; b)dMki(u; b; b) + bSi(x; t))Qi;
as given in Section 2.2.4.
Let X denote the space of x, and considerWkn andcWkn as random elements in l1(X  [0;  ]).
In addition, let BL1 be the space of Lipschitz functions on l1(X  [0;  ]) that are uniformly
bounded by 1 and with Lipschitz norm bounded by 1. It is convenient to metrize the laws on
l1(X[0;  ]) by (Z1;Z2) = suph2BL1 jEh(Z1) Eh(Z2)j, whereZ1 andZ2 are random elements
in l1(X  [0;  ]) (van der Vaart and Wellner, 1996). We impose the following regularity conditions
on the function f(x; t;;), whose dependence on Z is suppressed for notational simplicity.
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(D1) For some  > 0, the class of functions
(
f(x; t;;) : x 2 X ; t 2 [0;  ]; jj   0jj+
KX
k=1
sup
s2[0; ]
jk(s)  k0(s)j < 
)
is a uniformly bounded P -Donsker class.
(D2) There exists a constant M > 0 such that, with probability one, the total variation of
f(x; ;0;0) is bounded byM for all x 2 X .
(D3) For all (;) such that  ! 0 and ! 0,
sup
x;t
Ejf(x; t;;)  f(x; t;0;0)j ! 0:
Remark 3.5. Conditions (D1) and (D2) are satisfied by all processes considered in the main
text. Condition (D3) is satisfied by Wkc, Wkp, and Wko and is also satisfied by Wkl and Wktr if
there is at least one continuous covariate.
Theorem 3.3. Under Conditions (C1)-(C4) and (D1)-(D3),
sup
h2BL1
jEQh(cWkn)  Eh(Wkn)j  ! 0
almost surely, where EQ denotes expectation with respect toQ.
Proof. Our main task is to show that
Wkn = fWkn + op(1) in l1(X  [0;  ]): (2.22)
Then the conditional distribution ofcWkn can be shown to be asymptotically the same as the distri-
bution of fWkn by using the uniform central limit theorem (van der Vaart and Wellner, 1996, Thm
2.11.1).
43
To show (2.22), we define
kc(t;;) =
 t
0
	k(s;Z;;)dk(s):
ThenMk(t;;) = Nk(t) 
 t
0
Y (s)dkc(s;;). Clearly,
Wkn = Gn
 t
0
f(x; s; b; b)dMk(s; b; b)
+
p
nP
 t
0
f(x; s;0;0)Y (s)dfkc(s; b; b)  kc(s;0;0)g
+
p
nP
 t
0
ff(x; s;0;0)  f(x; s; b; b)gY (s)dfkc(s; b; b)  kc(s;0;0)g :
(2.23)
Because kc(;;) is a Hadamard differentiable function of (;), for almost every Z,
p
nfkc(; b; b)   kc(;0;0)g converges to a zero-mean Gaussian process on [0;  ]. Then,
by Conditions (D2) and (D3), the third term on the right side of (2.23) is op(1). By the delta
method and the linearization result on (b; b) given in the proof of Theorem 2, the second term is
asymptotically linear in the second term on the right side of (2.21). The proof is complete if we
can show that
Gn
 t
0
f(x; s; b; b)dMk(s; b; b) = Gn  t
0
f(x; s;0;0)dMk(s;0;0) + op(1)
uniformly in x and t. By Conditions (D1) and (D2), together with the permanence of the Donsker
property, the class of functions
( t
0
f(x; s;;)dMk(s;;) : x 2 X ; t 2 [0;  ]; jj   0jj+
KX
k=1
sup
s2[0; ]
jk(s)  k0(s)j < 
)
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is Donsker. Thus, it suffices to show that
sup
x;t
P
 t
0
f(x; s; b; b)dMk(s; b; b)   t
0
f(x; s;0;0)dMk(s;0;0)
2
! 0 (2.24)
in probability. Note that
P
 t
0
f(x; s; b; b)dMk(s; b; b)   t
0
f(x; s;0;0)dMk(s;0;0)


 t
0
P jf(x; s; b; b)  f(x; s;0;0)jjdMk(s; b; b)j
+ P
 t
0
f(x; s;0;0)dfkc(s; b; b)  kc(s;0;0)g : (2.25)
The second term on the right side of (2.25) is uniformly op(1). For the first term, note that from Step
2 in the proof of Theorem 1, for every Z, 	k(s;Z; b; b) is uniformly bounded as n!1. Thus,
the total variation ofMk(; b; b) is uniformly bounded in n for everyZ. Therefore, Condition (D3)
implies that the first term is uniformly op(1). Hence, (2.24) follows from the uniform boundedness
of f . This completes the proof of (2.22).
To show that the conditional distribution ofcWkn is asymptotically equivalent to the distribution
offWkn, we appeal to Theorem 2.11.1 of van der Vaart and Wellner (1996). WithcWkn playing the
role of
Pmn
i=1 Zni in that theorem, where the Qi are the random quantities, it suffices to show thatcWkn converges to a Gaussian process indexed by (x; t;;). The  function in that theorem can
be chosen to be the sum of the distances of the four components of the index. Then, the first and
second displays of that theorem follow from the continuity of the influence function offWkn in the
index. The entropy integral condition (2.11.2) and the (almost sure) convergence of the covariance
function are direct consequences ofcWkn being a multiplier Gaussian process.
We state below the consistency results on the supremum tests. We omit the proofs, which can
be obtained by extending the arguments of Chen et al. (2012). As in Chen et al. (2012), we assume
that covariates are time-independent.
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1. Omnibus tests. The results in (i) and (ii) pertain to the goodness-of-fit tests for a particular
risk and all risks, respectively.
(a) The test supz;t jWko(z; t)j is consistent against any alternative hypothesis such that
there do not exist k and c > 0 such that 0k(0;Z) = c exp(
T
kZ).
(b) The test max1kK supz;t jWko(z; t)j is consistent against any alternative hypothesis
such that there do not exist  and such that k(t;Z) = Gk(exp(TkZ) k(t)) for all
k, t, and Z.
2. Functional form of covariates. Assume that the components of Z are independent. The test
supz;t jW (j)kc (z; t)j is consistent against any alternative such that
k(t;Z) = Gk(exp(
T
k0Z
( j))g(Zj)k0(t))
for some k0 and k0, where Z( j) is the covariate vector with Zj removed, and g is not an
exponential function.
3. Link function. Assume that for any1 and2,Efg(exp(T1 Z))j exp(T2 Z)g = c0 exp(T2 Z)
for some c0 > 0 implies that g(x) = cxa for some constants a and c. Then the test
supx;t jWkl(x; t)j is consistent against any alternative that k(t;Z) = Gk(g(exp(Tk0Z))
k0(t)) for some k0 and k0, where g(x) is not a mononomial function in the form of cxa.
4. Proportionality. Assume that Z is binary and that xG00k(x)=G
0
k(x) 6=  1. Then the test
supt jWkp(t)j is consistent against any alternative such that k(t;Z) = Gk(exp(k(t)Z)
k(t)) with 0k(0) 6= 0.
5. Transformation function. Assume that for any 1 and 2, Efg(exp(T1 Z))j exp(T2 Z)g
= exp(T2 Z) implies that 1 = 2. Then the supremum test supx;t jWktr(x; t)j is consistent
against any alternative such that k(t;Z) = Gk0(exp(Tk0Z)k0(t)) for some k0, k0, and
Gk0, where Gk0 is different from the adopted transformation Gk.
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CHAPTER 3: INTERVAL-CENSORED COMPETING RISKS
3.1 Introduction
In clinical and epidemiological studies, the event of interest is often asymptomatic such that
the event time or failure time cannot be exactly observed but is rather known to lie in an interval
between two examination times. An additional complication arises when there are several dis-
tinct causes or types of failure. The resulting data are referred to as interval-censored competing
risks. Such data are commonly encountered in HIV/AIDS research, where sero-conversion with
different HIV-1 viral subtypes is determined through periodic blood tests (Hudgens et al., 2001).
The data are also encountered in cancer clinical trials, where different types of adverse events may
occur during reporting periods and the therapy and follow-up on each patient is terminated upon
occurrence of any adverse event.
Because none of the failure times are observed exactly under interval censoring, it is much
more challenging, both theoretically and computationally, to deal with interval-censored than right-
censored data. In the nonparametric setting, Hudgens et al. (2001) adapted the self-consistency al-
gorithm of Turnbull (1976) to compute the nonparametric maximum likelihood estimator (NPMLE).
Jewell et al. (2003) studied the NPMLE and other estimators with current status data, where each
subject is examined only once. Groeneboom et al. (2008a; 2008b) established rigorous asymptotic
theory for the NPMLE with current status data. Li and Fine (2012) considered kernel-smoothed
estimation in current status data. In the regression setting, Delord and Génin (2015) used multiple
imputation based on sets of complete or right-censored data; the method is computationally inten-
sive, especially for large datasets. Li (2016) proposed spline models to fit interval-censored data
under the Fine and Gray (1999) model; however, the number and locations of knots are hard to
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choose in practice.
In this article, we consider a general class of semiparametric regression models for competing
risks with potentially time-varying covariates. This class of models encompasses both proportional
and non-proportional sub-distribution hazards structures. We study the NPMLEs for these models
when there is a random sequence of examination times for each subject and the cause of failure
information may be partially missing. We develop a fast and stable EM-type algorithm by extend-
ing the self-consistency formula of Turnbull (1976). We establish that, under mild conditions, the
proposed estimators for the regression parameters are consistent and asymptotically normal. In ad-
dition, the estimators attain the semiparametric efficiency bound with a covariance matrix that can
be consistently estimated by the profile likelihood method (Murphy and van der Vaart, 2000). The
proofs involve careful use of modern empirical processes theory (van der Vaart and Wellner, 1996)
and semiparametric efficiency theory (Bickel et al., 1993) to address unique challenges posed by
the combination of interval censoring and competing risks. We evaluate the operating character-
istics of the proposed numerical and inferential procedures through extensive simulation studies.
Finally, we describe an application to a clinical study of HIV/AIDS in which a cohort of injecting
drug users were followed for detection of sero-conversion with HIV-1 viral subtypes B and E.
3.2 Theory and Methods
3.2.1 Data and Models
As in Chapter 2, denote T and D as the time and cause of failure, respectively, and let Z() be
the p-vector of (possibly time-dependent) covariates. We model the conditional sub-distribution
hazard function for each risk using the same class of semiparametric transformation models spec-
ified in (2.3). We consider a general interval-censoring scheme under which each subject has an
arbitrary sequence of examination times and the information on the cause of failure is possibly
missing. Specifically, let U1 < U2 < : : : < UJ denote a random sequence of examination times,
where J is a random integer. Define  = (1; : : : ;J)T, where j = I(Uj 1 < T  Uj)
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(j = 1; : : : ; J), and U0 = 0. Also, write eD = DI( 6= 0). In addition, let  indicate, by the
values 1 versus 0, whether or not the cause of failure is observed. We set  = 1 if eD = 0. Then, the
observed data for a random sample of n subjects consist of (Ji;Ui;i; i; i eDi;Zi) (i = 1; : : : ; n),
where Ui = (Ui0; Ui1; : : : ; Ui;Ji)
T, andi = (i1; : : : ;i;Ji)
T.
3.2.2 Nonparametric Maximum Likelihood Estimation
Write  = (T1 ; : : : ;
T
K)
T and = (1; : : : ;K). We estimate  and by the nonparametric
maximum likelihood approach. Suppose that (T;D) is independent of (U ; J) conditional on Z
and that the cause of failure is missing at random (MAR). Then, the likelihood for (;) can be
written as
Ln(;) =
nY
i=1
"
JiY
j=1
KY
k=1
 
exp

 Gk
 Ui;j 1
0
e
T
k Zi(t)dk(t)

  exp

 Gk
 Uij
0
e
T
k Zi(t)dk(t)
!I(i eDi=k;ij=1)

(
KX
k=1
 
exp

 Gk
 Ui;j 1
0
e
T
k Zi(t)dk(t)

  exp

 Gk
 Uij
0
e
T
k Zi(t)dk(t)
!)I(i=0;ij=1)

 
KX
k=1
exp

 Gk
 UiJi
0
e
T
k Zi(t)dk(t)

 K + 1
!I(i=0) #
;
where the last term corresponds to the overall survival function 1 PKk=1 Fk(Ui;Ji ;Zi). Let (Li; Ri]
denote the interval among (Ui0; Ui1]; : : : ; (Ui;Ji ;1] that contains Ti. Then, the above likelihood can
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be written as
KY
k=1
Y
i:i eDi=k

exp

 Gk
 Li
0
e
T
k Zi(t)dk(t)

  exp

 Gk
 Ri
0
e
T
k Zi(t)dk(t)


Y
i:i=0
(
KX
k=1

exp

 Gk
 Li
0
e
T
k Zi(t)dk(t)

  exp

 Gk
 Ri
0
e
T
k Zi(t)dk(t)
)

Y
i:Ri=1
 
KX
k=1
exp

 Gk
 Li
0
e
T
k Zi(t)dk(t)

 K + 1
!
: (3.26)
To maximize (3.26), we treat k as a right-continuous step function that jumps at the right
ends of the intervals. Specifically, let tk1 < : : : < tk;mk denote the distinct values of the Ri with
i eDi = k or i = 0. In addition, let kj denote the jump size of k at tkj , and let Zikj = Zi(tkj).
Then, the likelihood given in (3.26) becomes
KY
k=1
Y
i:i eDi=k
24exp
8<: Gk
0@ X
tkjLi
kje
Tk Zikj
1A9=;  exp
8<: Gk
0@ X
tkjRi
kje
Tk Zikj
1A9=;
35

Y
i:i=0
0@ KX
k=1
24exp
8<: Gk
0@ X
tkjLi
kje
Tk Zikj
1A9=;  exp
8<: Gk
0@ X
tkjRi
kje
Tk Zikj
1A9=;
351A

Y
i:Ri=1
24 KX
k=1
exp
8<: Gk
0@ X
tkjLi
kje
Tk Zikj
1A9=; K + 1
35 : (3.27)
3.2.3 Numerical Algorithm
Direct maximization of (3.27) is difficult due to the high dimensionality of the kj . This task is
further complicated by the fact that, unlike the right-censoring case, the maximizers for some of the
kj are zero and thus lie at the boundary of the parameter space. Herein, we propose a novel EM
algorithm that extends the “self-consistency” formula of Turnbull (1972) for one-sample estimation
with a single risk to regression analysis with competing risks.
Let Nk(u; v] denote the number of event of the kth type that occurs in the interval (u; v]. For
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the ith subject with Ri < 1, let sik1 < sik2 < : : : < sik;jik denote the distinct values of the
tkj in the interval (Li; Ri], such that the interval (Li; Ri] is partitioned into a sequence of sub-
intervals (sik0; sik1]; : : : ; (sik;jik 1; sik;jik ], where sik0 = Li. In the “complete data”, we know
which sub-interval the failure time lies in, along with the cause of failure. Then, the complete-data
log-likelihood takes the form
nX
i=1
(
KX
k=1
jikX
j=1
I(Ri <1)Nki(sik;j 1; sikj ] logFk(sikj ;Zi;k;k)+ I(Ri =1) logS(Li;Zi;;)
)
;
where S(t;Z;;) = 1 PKk=1 Fk(t;Z;k;k), Fk(t;Z;k;k) = 1  exp f k(t;Z)g, and
Fk(t;Zi;k;k) is the jump size of Fk(;Z;k;k) at t.
In the M-step, we maximize
nX
i=1
(
KX
k=1
jikX
j=1
bwikj logFk(sikj;Zi;k;k) + I(Ri =1) logS(Li;Zi;;)); (3.28)
where bwikj is the conditional probability that the ith subject experiences a failure of the kth cause
in (sik;j 1; sikj] given the subject’s failure information. If i eDi = k0, then
bwikj = EnNki(sik;j 1; sikj]Nk0i(Li; Ri] = 1o = I(k = k0) Fk(sikj;Zi;k;k)Pjik
l=1Fk(sikl;Zi;k;k)
:
If i = 0, then
bwikj = EnNki(sik;j 1; sikj] KX
k0=1
Nk0i(Li; Ri] = 1
o
=
Fk(sikj;Zi;k;k)PK
k0=1
Pjik0
l=1Fk0(sik0l;Zi;k0 ;k0)
:
If Ri =1, then bwikj = 0.
In the maximization of (3.28), we update the parameters using a one-step “self-consistency”
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type formula. Specifically, observe that the jump size of the sub-distribution function can be ex-
pressed as
Fk(tkj;Z;k;k) = eGk jX
j0=1
e
T
k Zikj0kj0
!
e
T
k Zikjkj;
where eGk(x) = expf Gk(x)gG0k(x). Here and in the sequel, f 0(t) = df(t)=dt for any function f .
Then, the objective function in (3.28) can be written as
KX
k=1
nX
i=1
mkX
j=1
bwijk( log kj + TkZikj + log eGk
 
jX
j0=1
e
T
k Zikj0kj0
!)
+
X
i:Ri=1
logS(Li;Zi;;):
(3.29)
We set the derivative of (3.29) with respect to kj to zero to obtain an updating formula for kj
kj =
 
nX
i=1
bwikj!"  nX
i=1
mkX
j0=j
bwikj0eTk Zikj0 eG0keGk
 
j0X
j00=1
e
T
k Zikj00kj00
!
+
X
i:Ri=1;Litkj
S(Li;Zi;;)
 1 eGk
0@ X
tkj0Li
e
T
k Zikj0kj0
1A eTk Zikj# 1:
To update , we use a one-step Newton-Raphson algorithm based on (3.29).
We set the initial values of  to 0 and the initial value of kj to n 1. We iterate between the
E- and M-steps until the sum of the absolute differences of the parameter estimates between two
successive iterations is less than a small number, say 10 3. To increase the chance of reaching the
global maximum, we suggest to use a range of initial values for . The resulting estimators for 
and  are denoted as b and b, respectively.
The proposed algorithm has several desirable features. First, the conditional expectations in
the E-step have simple analytic forms. Second, the M-step involves only a single analytic update
for kj and thus avoids large-scale optimization over high-dimensional parameters. Finally, the
algorithm is applicable to any transformation functions.
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3.2.4 Asymptotic Properties
We impose the following regularity conditions:
(C1) The true value for , denoted as 0, is contained in a known compact set of the Euclidean
space Rd, where d = Kp. The true value for k(), denoted as k0(), is continuously
differentiable with positive derivatives on [;  ] with k0() > 0, where [;  ] is the union of
the support of (U1; : : : ; UJ), and 0 <  <  . In addition, Pr(T   jZ) > c with probability
one for some positive constant c.
(C2) The vector of covariates Z(t) is uniformly bounded with uniformly bounded total variation
over [;  ], and its left-limits exist for all t. In addition, E[gfZ(l)(t)g] (l = 1; 2) is con-
tinuously differentiable in [;  ], where g() is any continuously differentiable function, and
Z(1)(t) and Z(2)(t) are vectors of increasing functions whose difference is Z(t).
(C3) If h(t) + TkZ(t) = 0 for all t 2 [;  ] with probability one, then h(t) = 0 for t 2 [;  ] and
k = 0.
(C4) The number of examination times, J , is positive, and E(J) < 1. In addition, Pr(UJ =
 jJ;Z) >  for some positive constant , and there exists some positive constant  such
that Prfmin1jJ(Uj   Uj 1)  jJ;Zg = 1. Furthermore, the sum of the marginal den-
sity functions of U1; : : : ; UJ is strictly positive on [;  ]. Finally, the conditional density
function of U given Z and J = j, denoted as gj(u1; : : : ; ujjZ; J = j), is strictly positive
on [;  ] with continuous second-order partial derivatives with respect to u1; : : : ; uj when
uj0   uj0 1 >  (j0 = 2; : : : ; j) and is continuously differentiable with respect to Z.
(C5) The transformation functionGk is twice-continuously differentiable on [0;1)withGk(0) =
0, G0k(x) > 0, and Gk(1) =1.
(C6) With probability one, Pr( = 1jT;D;Z; J;U ; 6= 0) = Pr( = 1jZ; J;U ; 6= 0) > c0
for some positive constant c0. Moreover, the conditional probability of  = 1 givenZ, J = j,
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U = (u1; : : : ; uj)
T, and 6= 0, denoted as j(u1; : : : ; uj;Z), has continuous second-order
partial derivatives with respect to u1; : : : ; uj when uj0   uj0 1 >  (j0 = 2; : : : ; j) and is
continuously differentiable with respect to Z.
Remark 3.1. Condition (C1) pertains to standard assumptions on the parameter space. Con-
dition (C2) places some smoothness structures on the covariate process Z(t). Condition (C3)
is a standard assumption on the linear independence of covariates. Condition (C4) requires the
distributions of the examination times be continuous. Condition (C5) is satisfied by the class of
logarithmic transformations: Gk(x) = r 1 log(1 + rx) (r  0) and the class of Box-Cox transfor-
mations: Gk(x) =  1f(1 + x)   1g (  0). Condition (C6) ensures that the MAR assumption
holds for the cause of failure.
The following two theorems state the consistency and weak convergence of the proposed esti-
mators.
Theorem 3.1. Under Conditions (C1)-(C6), b and bk (k = 1; : : : ; K) are strongly consistent,
i.e.,
jb   0j+ sup
t2[; ]
KX
k=1
bk(t)  k0(t)  ! 0
almost surely, where j  j denotes the Euclidean norm.
Theorem 3.2. Under Conditions (C1)-(C6),
p
n(b   0) converges in distribution to a nor-
mal random vector with mean zero and with a covariance matrix that attains the semiparametric
efficiency bound.
The proof of Theorem 3.1 relies on establishing a preliminary bound for b1(); : : : ; bK(),
which are constrained together by the overall survival function. The key to the proof of Theorem
3.2 is to show the existence of the least favorable sub-model for  by careful use of modern
empirical process theory. An important intermediate step is to show the rate of convergence for b
as n 1=3.
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The profile likelihood for  is defined as
pln() = sup
2C
logLn(;);
where C is the space of  in which k is a step function with non-negative jumps at tkj . We
propose to estimate the covariance matrix of b by the negative inverse of the matrix whose (j; k)th
element is
pln(b)  pln(b + hnek)  pln(b + hnej) + pln(b + hnek + hnej)
h2n
;
where ej is the jth canonical vector in Rd, and hn is a constant of the order n 1=2. The consistency
of this estimator follows from the profile likelihood theory of Murphy and van der Vaart (2000).
To evaluate pln(), we adopt the EM algorithm described in Section 2.2 by using b as the initial
value for  and holding  fixed.
3.2.5 Reduced-Data Likelihood
We can estimate the parameters separately for each risk by using the reduced-data likelihood
along the lines of Jewell et al. (2003) and Hudgens et al. (2014). Assume that there are no missing
values on the causes of failure. In the reduced data, the subjects who experience the risk of interest
and those who are right censored remain intact, whereas those who experience the other risks
are treated as right censored at the last examination time UJ (Hudgens et al. 2014). For the kth
risk, the reduced data consist of fJi;Ui; I( eDi = k)i;Zig (i = 1; : : : ; n), and the corresponding
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likelihood for (k;k) is
nY
i=1
(
JiY
j=1
 
exp

 Gk
 Ui;j 1
0
e
T
k Zi(t)dk(t)

  exp

 Gk
 Uij
0
e
T
k Zi(t)dk(t)
!I( eDi=k)ij
 exp

 Gk
 UiJi
0
e
T
k Zi(t)dk(t)
I( eDi 6=k))
;
which can be written as
Y
i: eDi=k
24exp
8<: Gk
0@ X
tkjLi
kje
Tk Zikj
1A9=;  exp
8<: Gk
0@ X
tkjRi
kje
Tk Zikj
1A9=;
35

Y
i: eDi 6=k
exp
8<: Gk
0@ X
tkjUi;Ji
kje
Tk Zikj
1A9=; ; (3.30)
We can maximize (3.30) by adapting the algorithm of Sections 2.2. The resulting estimators are
referred to as naive estimators.
With the exception of semiparametric efficiency, the asymptotic properties of the full-data
NPMLEs carry over to the naive estimators by setting K = 1. The reason that efficiency is not
attained by the naive estimators is because the reduced data do not contain all relevant information
about the risk of interest. For example, the overall survival function, which combines the risk of
interest with other risks in the full-data likelihood, is not included in the reduced-data likelihood.
In the reduced data for a particular risk, a subject who experiences a different risk is treated as
right censored at the last potential examination time UJ . This examination time may be unknown
if the available data consist only of (Li; Ri) (i = 1; : : : ; n). It might be tempting to replace Ui;Ji
in (3.30) by Ri if the ith subject experiences a different risk and Ui;Ji is unavailable. However, the
corresponding likelihood would involve parameters for other risks, such that the resulting naive
estimators would be biased.
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We have assumed that i = 1 for all i = 1; : : : ; n. When there are missing values on the
causes of failure, it is natural to consider only complete cases, i.e., subjects with non-missing
values. (Note that right-censored observations are complete cases because their causes of failure
are naturally unknown.) The complete-case analysis, however, is generally biased. Suppose, for
instance, that missingness is completely random (among subjects who are not right censored).
Since shorter failure times are less likely to be right censored (than longer failure times) and thus
more likely to be associated with missing causes and be discarded, the cumulative incidence will
be underestimated. If the probability of right-censoring depends on covariates, then the naive
estimator for the regression parameter will also be biased.
3.3 Simulation Studies
We carried out simulation studies to assess the performance of the NPMLE and naive methods
in realistic settings. We let Z1(t) = B1I(t  V ) + B2I(t > V ) and Z2  Unif[0; 1], where B1
and B2 are independent Bernoulli(0:5), and V  Unif[0; 3]. In addition, we let U1 and U2   U1 be
two independent random variables distributed as the minimum of 1.5 and an exponential random
variable with hazard e0:5Z2 0:5. We considered K = 2 and Gk(x) = r 1 log(1 + rx) with r = 0,
1, and 0:5. We set 1(t) = 2(t) = 0:2(1  e t), 1 = (0:25; 0:25)T, and 2 = ( 0:25; 0:25)T.
We first assumed that the causes of failure are completely observed. Under these conditions, the
event rate for each cause was roughly 15%. We set the convergence threshold to 10 3 in the EM
algorithm and hn = n 1=2 in the variance estimation. For both the NPMLE and the naive estimator,
the algorithms converged in about 100 iterations.
The results for 1 = (11; 12)T are summarized in Table 3.13. For both the NPMLE and
naive methods, the parameter estimators are virtually unbiased, and the standard error estimators
reflect the true variability well. As a result, the empirical coverage probabilities of the confidence
intervals are close to the nominal level. The NPMLE has smaller variance than the naive estimator.
As shown in Figure 3.3, the NPMLE has little bias in estimating the cumulative hazard function,
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Figure 3.3: Estimation of the cumulative hazard function 1() by the NPMLE. The true values
and the mean estimates (based on 10,000 replicates) are shown by the solid and dashed curves,
respectively.
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Table 3.13: Simulation results on the estimation of 1 with complete data.
NPMLE Naive
n r Bias SE SEE CP Bias SE SEE CP RE
200 0 11 0.012 0.297 0.299 0.954 0.009 0.308 0.311 0.957 1.076
12  0.005 0.664 0.666 0.952  0.002 0.697 0.701 0.960 1.101
0.5 11 0.001 0.304 0.312 0.965  0.001 0.316 0.323 0.958 1.082
12 0.006 0.671 0.678 0.962 0.005 0.698 0.701 0.956 1.081
1 11  0.009 0.307 0.313 0.959  0.009 0.318 0.322 0.954 1.076
12 0.010 0.680 0.686 0.962 0.012 0.712 0.717 0.953 1.096
500 0 11  0.005 0.184 0.186 0.953  0.011 0.197 0.198 0.953 1.136
12  0.006 0.419 0.420 0.952 0.002 0.439 0.442 0.958 1.100
0.5 11 0.001 0.197 0.195 0.947  0.005 0.203 0.203 0.953 1.062
12  0.005 0.426 0.427 0.950 0.001 0.441 0.440 0.948 1.070
1 11  0.002 0.192 0.190 0.946 0.003 0.202 0.206 0.954 1.107
12  0.001 0.434 0.435 0.955 0.006 0.451 0.453 0.951 1.077
Bias and SE are the bias and standard error of the parameter estimator; SEE is the mean of the standard
error estimator; CP is the coverage probability of the 95% confidence interval; RE is the variance of the
naive estimator over that of the NPMLE. Each entry is based on 10,000 replicates.
especially when n = 500.
Next, we simulated missing values on the causes of failure by assuming that the probability of
 = 0 is 0.3 given that the subject is not right censored. The results for the estimation of 1 by
the NPMLE and the complete-case naive estimator are summarized in Table 3.14. The NPMLE
continues to perform well. The naive estimator is substantially less efficient and is severely biased
for 12 as a result of the dependence of the right censoring time on Z2.
3.4 An HIV/AIDS Study
The Bangkok Metropolitan Administration (BMA) conducted a prospective study on a cohort
of 1,209 initially HIV-seronegative injecting drug users (IDUs) (Hudgens et al., 2001). This study
was designed to investigate risk factors for HIV incidence and develop better prevention strategies.
The subjects were followed from 1995 to 1998 at 15 BMA drug treatment clinics. Blood tests were
conducted on each participant in approximately every 4 months post recruitment for evidence of
HIV-1 sero-conversion (i.e., detection of HIV-1 antibodies in the serum). As of December 1998,
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Table 3.14: Simulation results on the estimation of 1 with missing data.
NPMLE Naive
n r Bias SE SEE CP Bias SE SEE CP RE
200 0 11 0.004 0.320 0.325 0.956 0.005 0.348 0.352 0.958 1.178
12 0.013 0.704 0.707 0.955 0.116 0.770 0.777 0.926 1.197
0.5 11  0.003 0.329 0.330 0.953 0.007 0.357 0.358 0.952 1.178
12 0.000 0.710 0.715 0.960 0.131 0.772 0.777 0.921 1.182
1 11  0.011 0.332 0.333 0.948  0.012 0.361 0.366 0.952 1.186
12 0.000 0.716 0.722 0.956 0.123 0.773 0.775 0.929 1.167
500 0 11 0.000 0.206 0.210 0.951 0.014 0.226 0.228 0.952 1.197
12  0.001 0.448 0.448 0.950 0.135 0.485 0.488 0.821 1.172
0.5 11 0.004 0.212 0.211 0.948 0.006 0.224 0.226 0.954 1.117
12  0.005 0.449 0.453 0.954 0.124 0.489 0.488 0.826 1.186
1 11 0.002 0.209 0.212 0.954  0.013 0.225 0.223 0.948 1.157
12 0.002 0.457 0.461 0.957 0.141 0.495 0.498 0.813 1.173
See the note to Table 3.13.
there were 133 HIV-1 sero-conversions and approximately 2,300 person-years of follow-up. Out
of the 133 sero-conversions, 27 were of viral subtype B, and 99 of subtype E. The subtypes for the
remaining 7 were unknown but assumed to be either B or E.
We apply the proposed methods to the data derived from this study by treating the two HIV-
1 subtypes as competing risks with partially missing information. We investigate the influence
of potential risk factors on the cumulative incidence of HIV-1 sero-conversion. The potential risk
factors include age at baseline (in years), gender (male vs female), whether the subject had a history
of needle sharing (yes vs no), whether s/he had drug injection at jail (yes vs no), and whether
s/he had an imprisonment history before recruitment. We consider logarithmic transformation
functions: G1(x) = r 11 log(1 + r1x), and G2(x) = r
 1
2 log(1 + r2x). The log-likelihood is
maximized at r1 = 1:6 and r2 = 0:2, which is the combination of transformation functions that
would be selected by the AIC criterion. Table 3.15 shows the results for this combination, as well
as r1 = r2 = 0 (proportional hazards) and r1 = r2 = 1 (proportional odds).
There are considerable differences in the parameter estimates between the NPMLE and naive
methods, and the latter tends to produce larger standard errors than the former. The effects of risk
factors on the two competing risks are quite different. By the NPMLE, needle sharing significantly
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increases the incidence of sero-conversion with HIV-1 subtype B, but its effect on subtype E is
minimal. In contrast to previous regression analysis focusing on the cause-specific hazard (Hud-
gens et al., 2002), its estimated effects on the two risks have opposite directions as a result of the
trade-off between the cumulative incidences. In addition, younger age and imprisonment history
significantly increase the incidence of sero-conversion with subtype E; and drug injection has a
marginally significant effect on the incidence of subtype E. None of these factors, however, are
significantly associated with the incidence of subtype B. To illustrate the joint inference by the
NPMLE, we conduct a joint test for the effects of imprisonment history on the two viral subtypes.
The 22 test statistic is 12.8, which is highly significant.
Table 3.15: Analysis of the BMA HIV-1 study.
NPMLE Naive
Substype B Subtype E Substype B Subtype E
Est SE p-value Est SE p-value Est SE p-value Est SE p-value
Proportional hazards
Age  0.027 0.182 0.883  0.268 0.099 0.007 0.009 0.199 0.963  0.285 0.097 0.003
Gender  0.116 0.444 0.793 0.618 0.277 0.026 0.020 0.551 0.970 0.628 0.377 0.096
Needle 1.038 0.240 <0.001  0.031 0.196 0.875 1.033 0.301 0.001  0.010 0.265 0.969
Drug 0.098 0.139 0.479 0.374 0.194 0.054 0.018 0.186 0.924 0.334 0.198 0.091
Prison  0.557 0.424 0.189 0.727 0.216 0.001  0.599 0.500 0.231 0.737 0.227 0.001
Proportional odds
Age 0.085 0.184 0.646  0.305 0.104 0.003  0.010 0.194 0.959  0.272 0.132 0.039
Gender  0.143 0.454 0.752 0.677 0.355 0.057 0.022 0.531 0.967 0.729 0.431 0.091
Needle 0.975 0.238 <0.001  0.064 0.222 0.775 1.071 0.282 <0.001  0.055 0.277 0.841
Drug 0.118 0.113 0.300 0.425 0.194 0.028  0.019 0.203 0.926 0.334 0.199 0.093
Prison  0.588 0.450 0.191 0.757 0.193 <0.001  0.513 0.543 0.344 0.717 0.244 0.003
Selected model
Age 0.085 0.182 0.639  0.264 0.090 0.003  0.053 0.203 0.794  0.256 0.119 0.032
Gender  0.107 0.507 0.832 0.521 0.350 0.136 0.018 0.585 0.976 0.591 0.430 0.169
Needle 0.998 0.235 <0.001  0.075 0.244 0.760 0.996 0.274 <0.001  0.025 0.281 0.930
Drug 0.123 0.133 0.356 0.362 0.195 0.064 0.030 0.190 0.876 0.325 0.240 0.176
Prison  0.552 0.421 0.190 0.769 0.188 <0.001  0.508 0.520 0.329 0.716 0.241 0.003
Est and SE denote the parameter estimate and (estimated) standard error.
To illustrate prediction, we display in Figure 3.4 the NPMLE and naive estimates of the cumu-
lative incidence function for a 32-year old female with a history of needle sharing, drug injection,
and imprisonment before recruitment. The cumulative incidence of sero-conversion with HIV-1
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subtype E is much higher than that of subtype B. The naive method yields appreciably different
estimates than the NPMLE, especially for subtype E. The discrepancies are likely due to omission
of failures with unknown causes, which are mostly assigned to subtype E by the NPMLE.
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Figure 3.4: Estimated cumulative incidence of sero-conversion in the BMA HIV-1 study for a
32-year old woman with a history of needle sharing, drug injection, and imprisonment before
recruitment. The solid and dashed curves pertain to the NPMLE and naive methods, respectively.
5. DISCUSSION
There is some literature on the NPMLE for interval-censored univariate failure time data; see
Huang (1996) and Huang andWellner (1997). It is theoretically more difficult to study the NPMLE
for interval-censored competing risks data with partially missing causes of failure. First, the mul-
tiplicity of failure types requires that the least favorable directions hold simultaneously for all
nuisance tangent spaces. Second, as the probability of missing cause of failure information may
depend on the examination times and the covariates, showing the existence of a solution to the
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normal equations for the least favorable directions requires careful arguments for the smoothness
of the score and information operators.
The computation of the NPMLE with interval-censored competing risks data also poses new
challenges. The iterative convex minorant algorithm (Huang and Wellner, 1997) works well for
univariate failure time data with time-invariant covariates but is not applicable to competing risks
or time-varying covariates. We have devised a novel EM algorithm by treating failure times as
missing data and allowing for unknown causes of failure. Our algorithm is very stable at each iter-
ation and its convergence is fast. We have not encountered any non-convergence in our extensive
numerical studies.
In practice, it may be difficult to determine the causes of failure for all study subjects, especially
when the ascertainment requires an extra (and possibly costly) step. In the BMA study, for instance,
the HIV-1 subtype information required genotyping the viral DNA (Hudgens et al., 2001). The
NPMLE approach enables one to make valid and efficient inference in the presence of missing
information on the cause of failure.
We have studied both the NPMLE and naive estimators. The naive estimator may be preferable
if the interest lies in only a subset of risks. However, the naive estimator is less satisfactory than
the NPMLE for several reasons. First, the naive estimator is not statistically efficient. Secondly,
it cannot properly handle unknown causes of failure. Finally, it does not provide simultaneous in-
ference, which is often desirable because an increase in the incidence of one risk naturally reduces
the incidence of other risks.
In some applications, a subset of risks are interval-censored while the rest are right-censored.
For example, in the Breastfeeding, Antiretrovirals, and Nutrition (BAN) study (Hudgens et al.,
2014), there were three competing risks: infant HIV-infection, weening, and infant death prior to
infection or weening. While the first two risks were interval-censored, the time to death was known
exactly or right censored. We plan to extend our work to this type of competing risks data.
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3.5 Technical Details
Let Pn denote the empirical measure from n i.i.d. observations, P denote the underlying prob-
ability measure, and Gn 
p
n(Pn   P) denote the corresponding empirical process. Write
0 = (10; : : : ;K0). In addition, let p; denote the density function with parameter (;)
for a single observation, i.e.,
p;(J;U ;; ;  eD;Z) = JY
j=1
 
KY
k=1
fFk(Uj;Z;k;k)  Fk(Uj 1;Z;k;k)gI( eD=k;j=1)

"
KX
k=1
fFk(Uj;Z;k;k)  Fk(Uj 1;Z;k;k)g
#I(=0;j=1)!
 S(UJ ;Z;;)I( eD=0):
Proof of Theorem 3.1
We first show that, with probability one, bk() is asymptotically bounded for each k, i.e.,
lim supn bk() <1. To this end, we define
eNk(t) = JX
j=1
fI(Uj  t;  eD = k) + wkI(Uj  t;  = 0)g;
where wk = Pr( eD = kj = 0). By conditions (C4) and (C6), the measure E[d eNk()] is absolutely
continuous with respect to the Lebesgue measure on [; )with a density that is uniformly bounded
from above and bounded away from zero. Define
ek(t) =  t
0
0k0(s)
E[d eNk(s)]=dsPn[d eNk(s)]:
64
By the Glivenko-Cantelli theorem, ek(t) converges uniformly to k0(t)with probability one under
condition (C1). Since ek() is a right-continuous step function taking jumps at the Uj’s,
Pn log pb;b  Pn log p0;e; (3.31)
where e = (e1; : : : ; eK).
We consider the class of functions
 Uj
0
e
T
k Z(t)dk(t) : k 2 Bk;k 2 BVc[0;  ]
	
, where Bk
is the space for k, and BVc[0;  ] is the space of functions on [0;  ] with total variation bounded
by c. This class is contained in the convex hull of the class F1  fI(Uj  t)eTk Z(t)g. Because
fTkZ(t) : t 2 [0;  ]g and fI(Uj  t) : t 2 [0;  ]g are VC-classes, the convex hull ofF1 is Donsker
according to Theorem 2.6.9 of van der Vaart and Wellner (1996). Thus, p0;e (indexed by the
possible values of e) belongs to a Glivenko-Cantelli class. By condition (C1), S(UJ ;Z;0; e) 
S( ;Z;0; e), and the latter converges uniformly in Z to S( ;Z;0;0), which is bounded by
some positive constant from below. Thus, S(UJ ;Z;0; e) is bounded away from zero when n is
large enough. Similarly, Fk(Uj;Z;k0; ek)   Fk(Uj 1;Z;k0; ek) converges uniformly in Z to
Fk(Uj;Z;k0;k0) Fk(Uj 1;Z;k0;k0), which is bounded away from 0 by condition (C4). It
then follows from the preservation property of the log-transformation that log p0;e belongs to a
Donsker class and is therefore Glivenko-Cantelli. As a result, jPn log p0;e   Pn log p0;ej ! 0
with probability one, and Pn log p0;e is bounded away from 1. Hence, inequality (3.31) entails
that lim infn Pn log pb;b >  1 with probability one.
Clearly,
Pn log pb;b  PnI( eD = 0) logS(Uj;Z; b; b)
 PnI( = 0; UJ = ) logS( ;Z; b; b)
 log
(
KX
k=1
e Gk(
bk()c0
)
PnI( = 0; UJ = );
65
where c0 is a positive constant bounding e
bTk Z() from below. By condition (C4), PnI( =
0; UJ = )! PI( = 0; UJ = ), which is a strictly positive constant. Therefore,
lim sup
n
bk() <1; k = 1; : : : ; K:
We can restrict bk to a uniformly bounded class of functions equipped with the weak topology
on [;  ]. By Helly’s selection lemma, for every subsequence, there exists a further subsequence
such that bk ! k for some k and bk converges weakly to some k. Our remaining task is to
show that  = 0 and  = 0.
Write  = (1
T; : : : ;K
T)T and  = (1; : : : ;

K). By the arguments for verifying the
Glivenko-Cantelli property of flog p;eg, we can show that the class flog[pb;b + p;e]=2g is also
Glivenko-Cantelli. Thus,
Pn

log
pb;b + p0;e
2

= P

log
pb;b + p0;e
2

+ o(1)
with probability one. Because
Pn

log
pb;b + p0;e
2

 Pn
h
log p0;e
i
;
and
Pn
h
log p0;e
i
= P [log p0;0 ] + o(1);
we conclude that
P

log
pb;b + p0;e
2

 P [log p0;0 ] + o(1):
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By the Taylor series expansion,
P log pb;b + p0;e
2

  P

log
p; + p0;0
2
 
. jb   j+ P( KX
k=1
JX
j=1
  Uj
0
e
T
k Z(s)dbk(s)   Uj
0
e
T
k Z(s)dk(s)
)
+
KX
k=1
sup
t2
ek(t)  k0(t)
. jb   j+ P" KX
k=1
JX
j=1
bk(Uj)  k(Uj)+  jbk(s)  k(s)jI(Uj  s)jdZ(s)j
#
+o(1)
= jb   j+ KX
k=1

jbk(s)  k(s)jd(s) + o(1);
where A . B means that A  cB for a positive constant c, and d(s) = dP[PJj=1 I(Uj 
s)] + P[
PJ
j=1 I(Uj  s)jdZ(s)j]. Consequently,
P

log
p; + p0;0
2

 P [log p0;0 ] :
By the non-negativeness of the Kullback-Leibler information, the above inequality implies
p; = p0;0 almost surely. Letting  eD = k and j = 1 (j = 1; : : : ; J), we obtain
Fk(U1;Z;

k;

k) = Fk(U1;Z;k0;k0)
Fk(U2;Z;

k;

k)  Fk(U1;Z;k;k) = Fk(U2;Z;k0;k0)  Fk(U1;Z;k0;k0)
...
Fk(UJ ;Z;

k;

k)  Fk(UJ 1;Z;k;k) = Fk(UJ ;Z;k0;k0)  Fk(UJ 1;Z;k0;k0):
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By condition (C5),
 Uj
0
e
T
k0Z(t)dk0(t) =
 Uj
0
e
T
k Z(t)dk(t) (j = 1; : : : ; J), which, under condi-
tion (C4), yields  t
0
e
T
k0Z(s)dk0(s) =
 t
0
e
T
k Z(s)dk(s); (3.32)
for all t 2 [;  ]. Assume that 0 is in the support of Z (by subtracting Z by any value within its
support). We take Z() = 0 on [;  ] to find k(t) = k0(t). After taking derivatives on both sides
of (3.32) and using condition (C3), we have k = k0 and 

k = k0. Thus, b ! 0, and bk
converges weakly to k0. The latter convergence can be strengthened to uniform convergence in
t 2 [;  ] since k0 is continuous.
Proof of Theorem 3.2
In light of Theorem 3.1, we restrict parameter (;) to the following space:
A  f(;) : 1=M  k()  k() M;k = 1; : : : ; K; j   0j < 0g
for someM > 0 and 0 > 0. The proof consists of four major steps.
Step 1 (Establishing the convergence rate for the NPMLE).We define a distance function  on
the parameter space as
f(;); (0;0)g = j   0j
+
"
P
(
KX
k=1
JX
j=1
 Uj
0
e
T
k0Z(s)dk(s) 
 Uj
0
e
T
k0Z(s)dk0(s)
2)#1=2
:
We wish to show that
f(b; b); (0;0)g = OP (n 1=3): (3.33)
The achieve this goal, we verify the conditions in Theorem 3.4.4 of van der Vaart and Well-
ner (1996). First, we calculate the entropy of the class M  flog p; : (;) 2 Ag. Let
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N[](;F ; L2(P)) denote the -bracketing number of any class F with the L2(P) distance. Since the
 space in A consists of increasing and uniformly bounded functions on [;  ], Lemma 2.2 of van
de Geer (2000) implies that logN[](;Ak; jj  jj2) .  1, where Ak is the space for k in A, and
jj  jj2 denotes the L2 distance with respect to the Lebesgue measure on [0;  ]. Given  > 0, we
can find expfO( 1)g brackets [lkj;ukj], indexed by j, with jjukj   lkjjj2  , to cover Ak. In
addition, there are O( d) number of brackets covering B, the space of  in A. Thus, there are a
total of O(1=d)  expfO(K 1)g brackets covering B  A1  : : :AK  A. Since E(J) < 1,
we have p; 2 L2(P) for all (;). Furthermore, by conditions (C1), (C2), (C4), and (C5),
P (p;   p0;0)2 .
1X
j=1
Pj(Z)
"
jX
j0=1
KX
k=1
n
Fk(Uj0 ;Z;k;k)  Fk(Uj0 1;Z;k;k)
  Fk(Uj0 ;Z;k0;k0) + Fk(Uj0 1;Z;k0;k0)
o2
+
kX
k=1
n
Fk(Uj0 ;Z;k;k)  Fk(Uj0 1;Z;k;k)
  Fk(Uj0 ;Z;k0;k0) + Fk(Uj0 1;Z;k0;k0)
o2
n
S(UJ ;Z;;)  S(UJ ;Z;0;0)
o2#
.
KX
k=1
1X
j=1
Pj(Z)
 Uj
0
e
TZ(t)dk(t) 
 Uj
0
e
T
0 Z(t)dk0(t)
2
. j   0j2 +
KX
k=1
 1X
j=1
Pj(Z)
jX
j0=1
fk(Uj0)  k0(Uj0)g2
+
 
0
fk(t)  k0(t)g2
1X
j=1
jPj(Z)jdZ(t)j
#!
:
The measures
P1
j=1
Pj
j0=1 P[j(Z)dI(t  Uj0)] and
P1
j=1 jP[j(Z)jdZ(t)j] have bounded den-
sities with respect to the Lebesgue measure in [; ), and the former has a finite point mass at  .
Thus, any -bracket for (;) is also an -bracket (up to a constant) for p; in L2(P )-space.
Hence, the -bracket number for fp; : (;) 2 Ag under the L2(P )-norm is of the order
69
O(1=d)  expfO(K 1)g. Because of the restriction of the parameters in A, p; is uniformly
bounded away from 0, such that log p; is a Lipschitz transformation of the density p;. Thus,
the bracketing number for M is of the same order as the L2(P) bracketing number of the class
fp; : (;) 2 Ag. As a result,
logN[](;M; L2(P)) . d log(1=) +K 1: (3.34)
The bracketing entropy integral satisfies
J[](;M; L2(P)) =
 
0
p
1 + logN(;M; L2(P))d .
p
:
By Theorem 3.4.1 of van der Vaart and Wellner (1996), we let r2nn(r
 1
n ) .
p
n, where n(x) =
p
x, so that rn . n 1=3 and H(p;; p0;0) = Op(n 1=3), where H(p;; p0;0) is the Hellinger
distance between two densities p; and p0;0 defined as
H2(p;; p0;0) =
  p
p;  pp0;0
2
d
for a dominating measure .
Since p; is uniformly bounded and bounded away from zero, the mean-value theorem implies
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that
H(p;; p0;0)
2 &

(p;   p0;0)2p0;0d
&
1X
j=1
Pj(Z)
"
jX
j0=1
KX
k=1
n
Fk(Uj0 ;Z;k;k)  Fk(Uj0 1;Z;k;k)
  Fk(Uj0 ;Z;k0;k0) + Fk(Uj0 1;Z;k0;k0)
o2
+
KX
k=1
n
Fk(Uj0 ;Z;k;k)  Fk(Uj0 1;Z;k;k)
  Fk(Uj0 ;Z;k0;k0) + Fk(Uj0 1;Z;k0;k0)
o2
n
S(UJ ;Z;;)  S(UJ ;Z;0;0)
o2#
& 2f(;); (0;0)g;
where A & B means that A  cB for a positive constant c. Hence, we have proved (3.33).
Step 2 (Deriving the least favorable direction for 0). The score function for  is
l(;) =
KX
k=1
 
0
n JX
j=1
I(j = 1;  = 1; eD = k)Bk(t; Uj 1; Uj;Z;k;k)
+
JX
j=1
I(j = 1;  = 0)B0k(t; Uj 1; Uj;Z;;)
+ I( = 0) eBk(t; UJ ;Z;;)oeTk Z(t)Xk(t)dk(t);
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where
Bk(t; u; v;Z;k;k) =
eGk n v0 eTk Z(s)dk(s)o I(t  v)  eGk n u0 eTk Z(s)dk(s)o I(t  u)
F (v;Z;k;k)  F (u;Z;k;k) ;
B0k(t; u; v;Z;;) =
eGk n v0 eTk Z(s)dk(s)o I(t  v)  eGk n u0 eTk Z(s)dk(s)o I(t  u)Pk
k0=1 fFk0(v;Z;k0 ;k0)  Fk0(u;Z;k0 ;k0)g
;
eBk(t; u;Z;;) =   eGk
n u
0
e
T
k Z(s)dk(s)
o
I(t  u)
S(u;Z;;)
;
and Xk(t) is a d-dimensional vector whose f(k   1)p + 1gth to (kp)th components are Z(t)
and whose other components are 0. To obtain the score operator for , we consider the one-
dimensional parametric model d;h = f(1 + h1)d1; : : : ; (1 + hK)dKg, where
h = (h1; : : : ; hK) 2 L2(0)  L2(10)
 : : :
 L2(K0):
After differentiating the log-likelihood along this submodel, we obtain the score operator for 
l(;)[h] =
KX
k=1
 
0
n JX
j=1
I(j = 1;  = 1; eD = k)Bk(t; Uj 1; Uj;Z;k;k)
+
JX
j=1
I(j = 1;  = 0)B0k(t; Uj 1; Uj;Z;;)
+ I( = 0) eBk(t; UJ ;Z;;)oeTk Z(t)hk(t)dk(t):
The least favorable direction for 0, denoted by h = (h1; : : : ;h

K), is a d-dimensional vector
with components in L2(k0) satisfying P(l   l[h])l[h] = 0 for all h 2 L2(0), where l =
l(0;0) and l = l(0;0). Equivalently, it solves the norm equation
ll[h
] = ll (3.35)
where l : L2(P)! L2(0) is the adjoint operator of l. The operator ll is also the information
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operator for 0.
To show the existence of h, we define an inner product of the Hilbert space L2(0) as
< h1;h2 >L2(0)=
KX
k=1
 

h1kh2kdk0:
Given h1;h2 2 L2(0),
P(l[h1]l[h2]) =
KX
k=1
KX
l=1
 

 

PCkl(t; s;Z)h2k(t)dk0(t)h1l(s)dl0(s);
where
Ckl(t; s;Z) =
1X
j=1
j(Z)
 

: : :
 

"
I(k = l)j(u1; : : : ; uj;Z)
jX
j0=1
eFk(uj0 1; uj0 ;Z;k0;k0)
Bk(t; uj0 1; uj0 ;Z;k0;k0)Bk(s; uj0 1; uj0 ;Z;k0;k0)
+ f1  j(u1; : : : ; uj;Z)g
jX
j0=1
eF (uj0 1; uj0 ;Z;0;0)
B0k(t; uj0 1; uj0 ;Z;k0;k0)B0l(s; uj0 1; uj0 ;Z;l0;l0)
+ S(uj;Z;0;0) eBk(t; uj;Z;0;0) eBl(s; uj;Z;0;0)gj(u1; : : : ; uj;Z)#
 eTk Z(t)+Tl Z(s)du1 : : : duj;eFk(u; v;Z;k;k) = Fk(v;Z;k;k)  Fk(u;Z;k;k);
eF (u; v;Z;;) = KX
k=1
fFk(v;Z;k;k)  Fk(u;Z;k;k)g :
Likewise,
P(l[h1]l) =
KX
k=1
KX
l=1
 

 

PfCkl(t; s;Z)Xk(t)gdk0(t)h1l(s)dl0(s):
Hence, the normal equation in (3.35) is equivalent to
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KX
k=1
 

PCkl(t; s;Z)hk(t)dk0(t) =
KX
k=1
 

PfCkl(t; s;Z)Xk(t)gdk0(t) (3.36)
for all s 2 [;  ] and l = 1; : : : ; K.
We define a linear operator   from L2(0) to itself by
 [h](s) =
(
KX
k=1
 

PCkl(t; s;Z)hk(t)dk0(t); : : : ;
KX
k=1
 

PCkl(t; s;Z)hk(t)dk0(t)
)
and define a new semi-norm k  k by khk =<  [h];h >L2(0). To show that this semi-norm is a
norm, suppose that khk = 0. Since khk2 = Pl[h]2, we see that l[h] = 0 with probability one.
Let  eD = k and j = 1 (j = 1; : : : ; J) successively to obtain that
 U1
0
e
T
k0Z(t)hk(t)dk0(t) = 0;
 U2
0
e
T
k0Z(t)hk(t)dk0(t) = 0; : : : :
Thus,
 s
0
e
T
k0Z(t)hk(t)d0(t) = 0 for s 2 [;  ]. We take the derivative with respect to s to obtain
that hk = 0 on [;  ]. Thus, khk is a norm. Clearly, khk  c < h; h >1=2 for some constant c.
By the bounded inverse theorem in Banach spaces, we have < h; h >L2(0) c21khk for another
constant c1. By the Lax-Milgram theorem (Zeidler, 1995), h exists as the solution to the system
of equations (3.36). In other words, the least favorable direction exists.
We differentiate the system of equations (3.36) to obtain
KX
k=1
n
b1lk(t)h

k(t) +
 
t
b2lk(t; s)h

k(s)ds+
 t

b3lk(t; s)h

k(s)ds
o
= b4l(t);
where b1lk(t) > 0, and the columns of the matrix b1(t), with b1lk(t) as the lkth element, are
linearly independent. In addition, the functions b2lk; b2lk, and b4l are continuously differentiable
with respect to their arguments. Hence, each component of h is continuously differentiable.
Step 3 (Verifying the positive definiteness of the efficient information matrix). If is singular,
then there exists a vector v such that vTE

(l   l[h])(l   l[h])T
	
v = 0. It follows that
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the score function along the sub-model f0 + v; (1 + vTh1)d10; : : : ; (1 + vThK)dK0g is
zero with probability one. In particular, we let  eD = k and j = 1 (j = 1; 2; : : :) to obtain Uj
0
ehk(t)dk0(t) = 0, where ehk(t) = vTZ(t) + vThk(t). Therefore, with probability one, t
0
ehk(t)dk0(t) = 0 for any t 2 [;  ]. This implies that vTZ(t) + vTh(t) = 0, so v = 0 by
condition (C3).
Step 4 (Deriving the asymptotic linear expansion for b). Since (b; b) is the NPMLE, the score
along the sub-model (; (1 + h)db) is zero. Thus,
Pn
n
l(b; b)  l(b; b)[h]o = 0:
Equivalently,
 pnP
n
l(b; b)  l(b; b)[h]o = Gn nl(b; b)  l(b; b)[h]o :
Since the components of h are continuously differentiable, the (signed) measures hkdk (k =
1; : : : ; K) have uniformly bounded total variations. By the preservation of the Donsker property
via convex hull, it is easy to show that

l(b; b)   l(b; b)[h]	 is Donsker and converges in
L2(P) to the efficient score l   l[h]. Thus,
 pnP
n
l(b; b)  l(b; b)[h]o = Gn fl   l[h]g+ oP (1): (3.37)
By the Taylor series expansion at (0;0), together with the property of the least favorable direc-
tion h, the left-hand side of (3.37) is equal to

p
n(b 0)+n1=2OP
0@jb   0j2 + P
24 KX
k=1
JX
j=1
 Uj
0
e
T
k0Z(s)dbk(s)   Uj
0
e
T
k0Z(s)dk0(s)
2351A :
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By (3.33) and the non-singularity of , the second term is oP (1), so that
p
n(b   0) =  1Gn fl   l[h]g+ oP (1):
As a result, b is an asymptotically linear estimator for0, and its influence function is 1 fl   l[h]g,
which is the efficient influence function. Hence, b is asymptotically normal and semiparametri-
cally efficient.
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CHAPTER 4: EXTENSIONS AND FUTURE RESEARCH
In this chapter, we propose regression procedures for two types of data which are closely akin
to right- and interval-censored competing risks. One is the partly interval-censored competing risks
and the other is the interval-censored failure time with continuous marks. In the end, we outline
several possible directions for future research.
4.1 Partly Interval-Censored Competing Risks
4.1.1 Introduction
In some studies with competing risks endpoint, some of the risks are interval censored and the
rest are right censored. This type of data typically arise if death is among the otherwise asymp-
tomatic risks. For example, in the Women’s Interagency HIV Study (WIHS) established in August
1993 to investigate the impact of HIV infection on women in NewYork, 1,164 HIV-positive women
free of clinical AIDS were enrolled and were followed up at 6 month intervals (Lau et al., 2009).
The endpoints were first occurrence of treatment initiation, AIDS diagnosis, or death. The first
two risks are interval censored while death is observed exactly or right censored. The parametric
models proposed by Hudgens et al. (2014) can be used to analyze this type of data. However, no
regression methods have been proposed in the literature. In this section, we extend our models and
methods to the partly interval-censored competing risks data.
4.1.2 Models and Methods
Let T denote the failure time withK competing causes, among which the firstK 0 risks are sub-
ject to right censoring, and the remaining to interval censoring. Let Z() be a set of p-dimensional
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(possibly time-dependent) covariates. Let D 2 f1;    ; Kg denote the cause of failure. We model
the conditional sub-distribution hazard for each risk using the semiparametric transformation mod-
els specified in (2.3).
Let U1 < : : : < UJ be a sequence of random follow-up times, where J is random positive
integer. Write U = (U0; U1; : : : ; UJ)T, where U0  0. Define  = (1; : : : ;J)T, where
j = I(Uj 1 < T  Uj) (j = 1; : : : ; J). Write eD = DI(T  UJ). We allow eD to be possibly
missing. Let  = 1; 0 indicate whether eD is observed or not. We set  = 1 if eD = 0. However,
  I(1  eD  K 0), i.e., the information on whether the (possibly unknown) cause is of the
right-censored or interval-censored type, is always observable. For a random sample of n subjects,
the observed data consist of
fi; iTi; Ji;Ui;i; i; i eDi;Zig (i = 1; : : : ; n):
Suppose that (T;D) andU are independent given Z, and that eD is missing at random (MAR).
Then, the likelihood function for   (T1 ;    ;TK)T and   (1;    ;K) can be written as
Ln(;) =
nY
i=1
 
K0Y
k=1
F 0k(Ti;Zi;k;k)
I(i eDi=k;i=1)
(
K0X
k=1
F 0k(Ti;Zi;k;k)
)I(i=0;i=1)

"
JiY
j=1
KY
k=K0+1
 
Fk(Uij;Zi;k;k)  Fk(Ui;j 1;Zi;k;k)
!I(i eDi=k;ij=1;i=0)

(
KX
k=K0+1
 
Fk(Uij;Zi;k;k)  Fk(Ui;j 1;Zi;k;k)
!)I(i=0;ij=1;i=0)#

 
1 
KX
k=1
Fk(Ui;Ji ;Zi;k;k)
!I( eDi=0)!
: (4.38)
We can use an EM algorithm similar to that described in §3.2.3 to compute the NPMLE. Denote
the resulting estimators as (b; b).
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4.1.3 Asymptotic Properties
We impose the following regularity conditions:
(C1) The true value for , denoted as 0, is contained in a known compact set of the Euclidean
space Rd, where d = Kp. For k = 1;    ; K, the true value for k(), denoted as k0(), is
continuously differentiable with positive derivatives on [;  ] with k0() > 0, where [;  ]
is the union of the support of (U1; : : : ; UJ), and 0 <  <  . In addition, Pr(T   jZ) > c
with probability one for some positive constant c.
(C2) The vector of covariates Z(t) is uniformly bounded with uniformly bounded total variation
over [;  ], and its left-limits exist for all t. In addition, E[gfZ(l)(t)g] (l = 1; 2) is con-
tinuously differentiable in [;  ], where g() is any continuously differentiable function, and
Z(1)(t) and Z(2)(t) are vectors of increasing functions whose difference is Z(t).
(C3) For k = 1;    ; K, if h(t)+TkZ(t) = 0 for all t 2 [;  ]with probability one, then h(t) = 0
for t 2 [;  ] and k = 0.
(C4) The number of examination times, J , is positive, and E(J) < 1. In addition, Pr(UJ =
 jJ;Z) >  for some positive constant , and there exists some positive constant  such
that Prfmin1jJ(Uj   Uj 1)  jJ;Zg = 1. Furthermore, the sum of the marginal den-
sity functions of U1; : : : ; UJ is strictly positive on [;  ]. Finally, the conditional density
function of U given Z and J = j, denoted as gj(u1; : : : ; ujjZ; J = j), is strictly positive
on [;  ] with continuous second-order partial derivatives with respect to u1; : : : ; uj when
uj0   uj0 1 >  (j0 = 2; : : : ; j) and is continuously differentiable with respect to Z.
(C5) For k = 1;    ; K 0, the transformation functionGk is four-times differentiable withGk(0) =
0 and G0k(x) > 0, and for any c0 > 0,
lim sup
x!1
[fGk(c0x)g 1 logfx sup
yx
G0k(y)g] = 0: (4.39)
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For k = K 0+1;    ; K, the transformation function Gk is twice-continuously differentiable
on [0;1) with Gk(0) = 0, G0k(x) > 0, and Gk(1) =1.
(C6) With probability one, Pr( = 1jT;D;Z; J;U ; 6= 0) = Pr( = 1j;Z; J;U ; 6= 0) >
c0 for some positive constant c0. Moreover, the conditional probability of  = 1 given
 = 0, Z, J = j, U = (u1; : : : ; uj)T, and  6= 0, denoted as j(u1; : : : ; uj;Z), has
continuous second-order partial derivatives with respect to u1; : : : ; uj when uj0   uj0 1 > 
(j0 = 2; : : : ; j) and is continuously differentiable with respect to Z.
Remark 4.1. Conditions (C1)-(C4) are identical to (C1)-(C4) in §3.2.4 for interval-censored
data. Condition (C5) is a hybrid of the conditions on transformation functions in §2.2.3 for right-
censored data and those in §3.2.4 for interval-censored data. Condition (C6) implies the MAR
mechanism for the cause of failure and ensures that the smoothness conditions on the missing
probabilities, similar to those in (C6) of §3.2.4, hold for the interval-censored risks.
The following theorem establishes the consistency of the NPMLEs.
Theorem 4.1. Under Conditions (C1)-(C6), b and bk (k = 1; : : : ; K) are strongly consistent,
i.e.,
jjb   0jj+ sup
t2[; ]
KX
k=1
bk(t)  k0(t)  ! 0
almost surely, where jj  jj denotes the Euclidean norm.
Denote BV1 as the space of functions on [;  ] that are uniformly bounded by 1 and with total
variation bounded by 1. Write V = fv 2 Rp : jjvjj  1g and W = BV 
K01 , As in §2.2.3, we
identify
p
n(b   0; b1   10;    ; bK0   K00) as random elements in l1(V  W). The next
theorem on the asymptotic Gaussianity of estimators for the Euclidean parameter and cumulative
hazard functions for the right-censored risks.
Theorem 4.2. Under Conditions (C1)-(C6),
p
n(b 0; b1 10;    ; bK0 K00) converges
weakly to a zero-mean Gaussian process in l1(V W). In addition, b is semiparametric efficient
in the sense of Bickel et al. (1993).
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As of consequence, b is asymptotically multivariate normal. Its variance can be estimated by
the profile likelihood method similar to that described in §3.2.3.
4.1.4 Simulation Studies
We conducted simulation studies to assess the finite sample performance of the NPMLEs. We
simulated K = 3 risks, the first two of which were interval censored and the last right censored.
Set k(t) = 0:2(1   e t) k = 1; 2; 3, and 1 = 3 = (0:25; 0:25)T, and 2 = ( 0:25; 0:25)T.
For covariates, let Z1(t) = B1I(t  V ) + B2I(t > V ) and Z2  Unif[0; 1], where B1 and B2
are independent Bernoulli(0:5), and V  Unif[0; 3]. For the examination times U = (U1; U2), let
U1 and U2   U1 be two independent random variables distributed as the minimum of 1.5 and an
exponential random variable with hazard 0:5. We consideredGk(x) = r 1 log(1+ rx) with r = 0,
1, and 0:5. Under these conditions, each cause had an event rate of roughly 15%. We used 10 3 as
threshold for convergence of the EM algorithm and used hn = n 1=2 for variance estimation (see
§3.2.3).
The results for 11 and 31, the regression coefficients of Z1 for the first and third causes,
respectively, are summarized in Table 4.16. For both estimators, the bias is negligible and the
standard error estimates reflect the true variations well. In addition, the empirical coverage proba-
bility of the 95% confidence interval shows that the normal approximation of distribution is fairly
accurate. As shown in Figure 4.5, estimation of the cumulative hazard functions has minimal bias,
especially for the right-censored risk (k = 3) and for sample size n = 500.
4.2 Interval-Censored Failure Time with Continuous Marks
4.2.1 Introduction
Competing risks data arise when the failure time of interest is associated with a finite set of
causes. In many cases, however, the cause of failure may take continuous values, and is thus termed
a continuous “mark”. For example, in HIV vaccine clinical trials, the time to sero-conversion is
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Table 4.16: Simulation results on the estimation of
11 and 31.
n r Bias SE SEE CP
200 0 11 0.006 0.295 0.295 0.952
31 0.008 0.240 0.238 0.949
0.5 11  0.012 0.287 0.285 0.947
31 0.003 0.247 0.247 0.951
1 11  0.009 0.301 0.300 0.951
31  0.011 0.245 0.244 0.950
500 0 11 0.005 0.189 0.190 0.953
31 0.000 0.147 0.149 0.955
0.5 11  0.001 0.171 0.177 0.962
31 0.006 0.159 0.162 0.958
1 11  0.003 0.191 0.197 0.963
31 0.006 0.150 0.149 0.950
Bias and SE are the bias and standard error of the pa-
rameter estimator; SEE is the mean of the standard error
estimator; CP is the coverage probability of the 95% con-
fidence interval; Each entry is based on 10,000 replicates.
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Figure 4.5: Estimation of the cumulative hazard function k() by the NPMLE. The true values
and the mean estimates (based on 10,000 replicates) are shown by the solid and dashed curves,
respectively.
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coupled with the genetic distance between the infecting virus and the virus in the vaccine, which
carries important information about the specificity of efficacy of the vaccine (Hudgens et al., 2007).
Because of the mutational diversity of the HIV, each sero-converted subject may have a unique
value for the viral genetic distance, warranting its treatment as a continuous mark. Furthermore,
the sero-conversion time is typically not observed exactly but can only be known to lie within a
pair of adjacent examination times. In this sense, the event time is said to be interval censored.
Unlike the competing risks data, each failure cause in the continuous mark data cannot be
treated individually, and so novel methods are required to analyze such data. For right-censored
failure time with a continuous mark, Huang and Louis (1998) studied the nonparametric maximum
likelihood estimation (NPMLE) for the joint distribution of the failure time and mark. Gilbert
et al. (2008) developed a two-sample testing procedure using a kernel-smoothed log-rank type
test. In the regression setting, Sun et al. (2009) proposed the proportional mark-specific hazards
model with regression parameters as nonparametric functions of the mark, and used a kernel-
smoothed partial likelihood of the Cox model for inference. However, the mark-specific hazard
function, in parallel with the cause-specific hazard function in competing risks setting, pertains to
the instantaneous risk of failure with a specific mark value conditioning on survival to that point,
and does not correspond directly with the more intuitive cumulative incidence (sub-distribution)
for that mark value. Moreover, for application to interval-censored failure time in HIV vaccine
trials, methods for right-censored data, usually with ad hoc right or mid-point imputation, may
lead to biased inference.
In the interval-censoring setting, Hudgens et al. (2007) studied the computations of the NPMLE
(corresponding to the MLE for right imputed data), the mid-point MLE, and a coarsened-mark
MLE, where the mark variable is categorized into discrete groups. Maathuis and Wellner (2008)
proved rigorously that the NPMLE for interval-censored continuous mark data is generally in-
consistent, but that the coarsened-mark MLE can be consistent, provided that total number of
discretizing knots increases with the sample size at appropriate rates. Alternatively, Groeneboom
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et al. (2012) applied the maximum smoothed likelihood estimation (MSLE) to current-status con-
tinuous mark data, where the each subject has only one examination. To our knowledge, no re-
gression methods for interval-censored continuous mark data are available in the literature. In this
paper, we extend the approach of coarsened-mark MLE to a class of spline regression models for
interval-censored continuous mark data.
4.2.2 Models and Methods
Let T denote the failure time and let X denote the continuous mark. Without loss of gener-
ality, assume X 2 [0; 1]. Let Z be a set of possibly time-dependent covariates. We consider the
conditional cumulative incidence functions of T associated with specific values of X , i.e.,
F (t; x;Z) =
@
@x
Pr(T  t;X  xjZ);
which satisfy
 1
0
F (1; x;Z)dx = 1.Thus, F (t; x;Z) can be interpreted as the “density” of the
cumulative incidence function with respect to the mark, in the sense that
Pr(T  t; x  X < x+xjZ)  xF (t; x;Z):
We propose to model the conditional cumulative incidence density function by
F (t; x;Z) = Gx
 t
0
e(x)
TZ(s)d(s; x)

; (4.40)
where Gx() is a known family of increasing functions, (x) is vector of nonparametric regression
parameters, and (s; x) is an arbitrary function increasing in s with (0; x) = 0 for all x.
Remark 4.2. Wemay define the “sub-distribution hazard function” as in competing risks setting
d(t; x;Z)x =
dF (t; x;Z)x
1  dF (t; x;Z)x  dF (t; x;Z)x
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So, because of the nature of F (t; x;Z) as a density function with respect to x, the “sub-distribution
hazard function” associated with x is the same as F (t; x;Z).
Let U1 < : : : < UJ be a sequence of random follow-up times, where J is random positive
integer. Write U = (U0; U1; : : : ; UJ)T, where U0  0. Define  = (1; : : : ;J)T, where
j = I(Uj 1 < T  Uj) (j = 1; : : : ; J). Write eX = XI(T  UJ). We allow eX to be possibly
missing. Let  = 1; 0 indicate whether eX is observed or not. We set  = 1 if eX = 0. For a random
sample of n subjects, the observed data consist of
fJi;Ui;i; i; i eXi;Zig (i = 1; : : : ; n):
Suppose that (T;X) andU are independent given Z, and that eX is missing at random (MAR).
Then, the likelihood can be written as
Ln(;) =
nY
i=1
"
JiY
j=1
 
F (Uij; eXi;Zi;;)  F (Ui;j 1; eXi;Zi;;)!I(i=1;ij=1)

( 1
0
 
F (Uij; x;Zi;;)  F (Ui;j 1; x;Zi;;)
!
dx
)I(i=0;ij=1)#


1 
 1
0
F (Ui;Ji ; x;Zi;;)dx
I(=0)!
: (4.41)
Denote (Li; Ri] as the interval among (Ui0; Ui1];    ; (Ui;Ji 1; Ui;Ji ]; (Ui;Ji ;1) that brackets eTi.
Then the likelihood (4.41) can be re-written as
Ln(;) =
Y
i:i=1;Ri<1
 
F (Ri; eXi;Zi;;)  F (Li; eXi;Zi;;)!

Y
i:i=0
 1
0
 
F (Ri; x;Zi;;)  F (Li; x;Zi;;)
!
dx

Y
i:Ri=1

1 
 1
0
F (Li; x;Zi;;)dx

: (4.42)
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Direct maximization of (4.42) is not only difficulty but also likely to lead to biased estima-
tors due to the “representational non-uniqueness” inherent in the continuous mark data structure
(Maathuis and Wellner, 2008). Instead, we circumvent this non-uniqueness problem by borrowing
strength across neighboring values of x. Specifically, we model the nonparametric regression func-
tion (x) and baseline function (t; x) by splines. Let fB11(x);    ; B1;qn(x)g be the set of spline
functions, e.g., B-splines, generated from the knots x1;    ; xqn . Then, we model the regression
function by (x;) Pqnj=1 jBj(x), where   (1;    ; qn)T are Euclidean parameters.
The modeling of the baseline function (t; x) needs to take into account the fact that (; x) is
non-decreasing for every x. To this aim, denote (t; x) = logf@(t; x)=@tg, and model (t; x) by
two-dimensional B-splines. Specifically, let B21(t);    ; B2;mn(t) be the set of splines generated
from the knots t1;    ; tmn . WriteCij(t; x) = B1;j(x)B2;i(t), i = 1;    ;mn, j = 1;    ; qn. Then,
we model (t; x) by
(t; x;) =
mnX
i=1
qnX
j=1
ijCij(t; x);
where  = (11;    ; 1;q1 ; 21;    ; mn;qn)T. Under these models, the sub-distribution for the
ith subject can be written as
F (t; x;Z) = Gx
 t
0
e(x;)
TZ(s)+(s;x;)ds

: (4.43)
Inserting (4.43) to the likelihood function, we can compute the MLE by the Newton-Raphson
algorithm.
4.2.3 Simulation Studies
Let Z =  1 and 1 with equal probability, and let (x) = 0:25x+(x  0:5)2. For the examina-
tion times U = (U1; U2), let U1 and U2   U1 be two independent random variables distributed as
the minimum of 1.5 and an exponential random variable with hazard 0:5. Since U2  3, we need
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only consider T on the interval [0; 3]. We simulated (T;X) on [0; 3] [0; 1] under the model
F (t; x;Z) = 0:3 exp((x)Z + x(1  e t)):
Under these settings, the event rate was roughly 50%.
Table 4.17: Simulation results on the estimation of (x).
Two knots Three knots
n r Bias SE SEE CP Bias SE SEE CP
200 (0:1) = 0:185  0.017 0.254 0.253 0.929  0.009 0.275 0.281 0.951
(0:5) = 0:125 0.008 0.218 0.222 0.949 0.001 0.234 0.234 0.947
(0:7) = 0:215  0.023 0.234 0.238 0.933  0.008 0.251 0.252 0.942
500 (0:1) = 0:185  0.012 0.169 0.173 0.943  0.006 0.186 0.187 0.947
(0:5) = 0:125 0.005 0.143 0.149 0.954 0.003 0.161 0.167 0.956
(0:7) = 0:215  0.015 0.149 0.157 0.949  0.009 0.168 0.172 0.942
See the note to Table 4.16. Each entry is based on 2,000 replicates.
We fitted the data using cubic splines for (x) and tensor cubic splines for (t; x) with sample
tertiles (2 knots) and quartiles (3 knots) respectively. The results are summarized in Table 4.17.
Overall, the bias is tolerable and the standard error estimators and empirical coverage probabilities
are fairly accurate. Specifically, the 3-knot models have smaller bias and larger variance than do
the 2-knot ones. In terms of the coverage probability, the 3-knot models have better performance.
4.2.4 An HIV Vaccine Study
We considered VAX004, a randomized controlled trial of a HIV-1 vaccine glycoprotein 120
(rgpl20) conducted at 61 sites in North America and the Netherlands (Hudgens et al., 2007).
Among the 5403 initially HIV-1 sero-negative subjects, 3598 were assigned to receive vaccine
and the remaining 1805 to receive placebo. Each subject was followed with a maximum of three
years and examined at roughly 6 month intervals for evidence of sero-conversion. In the treatment
group, 241 participants were infected; in the placebo group, 127 were infected. Previous analysis
with time to sero-conversion as the primary endpoint did not establish significant efficacy of the
87
vaccine.
An additional objective was to determine whether the efficacy of the vaccine (if any) depends
on the genetic sequence of the infecting HIV virus. In particular, for infected subjects the amino
acid sequence of the gpl20 region of one HIV-1 isolate was determined, and the set of sequences
was aligned together with the gpl20 amino acid sequence of the GNE8 HIV that was represented
in the vaccine. Each HIV amino acid sequence was 581 positions long. The distance (mark vari-
able) between each infecting HIV sequence and the GNE8 sequence was computed as a weighted
Hamming distance, that is, the percent mismatch in amino acids with the different possible amino
acid substitutions (e.g., A versus C) weighted by the estimated probability of mutation.
Hudgens et al. (2007) used the coarsened-mark MLE to estimate the cumulative incidences as
a function of the mark variable for the two treatment arms separately. We first fit the data using
the proportional hazards model for the sero-conversion time ignoring the genetic distance. The
estimated the hazard ratio for treatment is 0.899 with a p-value of 0.172. So, the reduction in risk
is not significant.
To obtain interpretable estimates of the treatment effects for different mark values, we used
the proposed methods to analyze the data. We used the proportional hazards model adjusting for
baseline risk score, which is an integer variable 0-7 summarizing the amount of risky behavior as
measured by a baseline questionnaire. We used cubic splines for (x) and tensor cubic splines for
(t; x) with sample tertiles of observed mark values and examination times, respectively, as the
knots. The estimated regression parameter for treatment is plotted in Figure 4.6. The parameter
values for treatment are all negative, suggesting that the vaccine reduces the incidence of sero-
conversion for all genetic distances. The effect is more prominent with smaller mark values, e.g.,
with a weighted Hamming distance between 0.05 to 0.1. The regression parameter for treatment
is minimized at x = 0:082 with a value of  0:251, which suggests that the incidence of sero-
conversion in the treatment group is 0.778 times that in the placebo group for genetic distances
in a neighborhood of 0.082. The pointwise confidence intervals show that the treatment effect is
88
significant for genetic distance between 0.085 and 0.165.
To test the overall effect of the vaccine, i.e., 1(x) = 0, we used aWald test on all the regression
parameters for the splines pertaining to 1(x) and obtained a p-value of 0:125. Alternatively, we
tested the null hypothesis using supx2[0;1] jb1(x)j. To evaluate the null hypothesis, suppose we can
expand b1(x) around its true value 10(x) in terms of its efficient influence function f
b1(x) = 10(x) + n 1=2 nX
i=1
fi(x) + oP (1):
Then, we approximate the null distribution of b1(x) by the conditional distribution of
e1(x) = n 1=2 nX
i=1
bfi(x)Qi;
where bf is an estimate for f under H0 and (Q1;    ; Qn) are independent standard normal vari-
ables. Specifically, we simulate the distribution of e1(x) by repeatedly generating the normal
random sample (Q1;    ; Qn) while holding the observed data fixed. We conducted the test by
calculating the p-values for the suprema of the processes based on 1000 realizations. The p-value
was calculated to be 0:164. Thus, neither Wald test nor the supremum test shows a significant
overall effect of the vaccine.
Finally, we computed the estimated cumulative incidence functions at 3 years for a subject
with median risk score in the two treatment groups in Figure 4.7. There are only minor differences
between the two arms.
4.3 Future Research
4.3.1 More on Partly Interval-Censored Competing Risks
In §4.1 we have proposed regression methods for partly interval-censored competing risks
data. It has been suggested therein that the profile likelihood approach (see §3.2.3) be used to
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Figure 4.6: Estimated regression parameter for the treatment. The shaded area indicates the point-
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Figure 4.7: Predicted cumulative incidence density at year three for a subject with median baseline
risk score. The placebo and treatment groups are shown by the solid and dotted curves, respec-
tively.
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estimate the variance of the regression parameter. To estimate the variance for the cumulative
hazard functions of the right-censored risks, one could use similar approaches by treating their
jump sizes as Euclidean parameters. However, due to the possible high dimension of the jump
sizes, numerical differentiation of the profile likelihood is likely to be computationally burdensome
and/or unstable. Simple and and efficient estimation of the variance for the cumulative hazard
functions remains to be investigated.
In addition, we will collaborate with the Women’s Interagency HIV Study (WIHS) to apply
our methods to investigate the progression of HIV disease in women. Previous studies treating
(interval-censored) AIDS diagnosis as a right-censored endpoint (Lau et al., 2009) were likely to
incur bias. Our proposed methods provide a statistically sound and efficient framework for analysis
of such data.
4.3.2 Nonparametric Regression of Continuous Marks Data
We have treated the splines models for the continuous mark data effectively as a (flexible)
parametric approach. A nonparametric version is possible by allowing the number of knots to
increase with the sample size at proper rates. This entails two challenges. One is concerned with
the asymptotic theory, particularly with the growth rate of the number of knots with relation to the
sample size. The other is the practical guidelines for choosing the number and locations of knots.
4.3.3 Right- and Interval-Censored Semi-competing Risks Data
Our methodology for competing risks data is likely to be generalizable to semi-competing risks
data, where some risks are not censored by others. For example, (all-cause) mortality and relapse
of tumor are common endpoints of semi-competing risks in cancer patients. Unlike the competing
risks data, however, frailty or random effects models are probably needed to derive the NPMLE
for semi-competing risks data.
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4.3.4 Variable Selection with Competing Risks Endpoint
Throughout this thesis, we have assumed the number of covariates is fixed and finite (that is,
much smaller than the sample size). In many applications with competing risks endpoints, the
number of predictors is comparable to or even larger than the sample size, and it thus becomes
crucial to identify a relatively small subset of factors that are truly prognostic to the (competing
risks) outcome. For example, one would be interested in selecting the genes predictive of different
causes of mortality in cancer patients using gene expression data. Recently, Fu et al. (2016)
studied various penalization approaches, e.g., LASSO, adaptive LASSO, and SCAD, with the Fine
and Gray (1999) objective function. It is of interest to explore such penalized variable selection
procedures using the (semiparametric) likelihood functions considered in this thesis.
4.3.5 Interval-Censoring under Independent Inspection Process
For interval-censored data, we have considered the mixed-case censoring mechanism, where
the whole sequence of monitoring times is assumed to be independent of the failure time and cause
conditioning on the covariates. Alternatively, one may be interested in considering the independent
inspection process (IIP) mechanism for the monitoring times, in which future monitoring times
may depend on all the data observed up to that point. The IIP model seems to be more realistic as
in practice the planning of future examinations is often with reference to the available data. In the
competing risks setting, the full data likelihoods for the mixed-case and the IIP interval-censorings
are identical (Hudgens et al., 2014). However, the reduced-data likelihood (see §3.2.5) under the
IIP model involves additional parameters and is different from that under mixed-case censoring.
We will study the behavior of the IIP version of “naive estimators” by possibly using ancillary
models for monitoring times given observed data.
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