In this paper, we present an improved union bound on the Linear Programming (LP) decoding performance of binary linear codes transmitted over an additive white Gaussian noise channel. The bounding technique is based on the Hunter bound, which is a second-order upper bound in probability theory, and it is minimized by Prim's minimum spanning tree algorithm. The bound calculation needs the fundamental cone generators of a given parity-check matrix rather than only their weight distribution, but involves relatively low computational complexity. It is targeted to high-density parity-check codes, where the number of their generators is extremely large and these generators are densely distributed in the Euclidean space. We explore the generator density and make a comparison between different parity-check matrix representations. That density affects the improvement of the proposed bound over the conventional LP union bound. This paper also presents a complete pseudo-weight distribution of the fundamental cone generators for the BCH[31,21,5] code.
I. INTRODUCTION
T HE calculation of error probability for Linear Programming (LP) decoding of Binary Phase-Shift Keying (BPSK)-modulated binary codes is often a complex task. This is mainly due to the complexity of LP Voronoi or decision regions [1] , [2] . The probability of a correct decision in an Additive White Gaussian Noise (AWGN) channel can be obtained by integrating a multidimensional Gaussian distribution over the decision region of the transmitted signal.
LP decoding is a relaxed version of Maximum-Likelihood (ML) decoding. The codeword polytope [3] of ML is replaced by a relaxed polytope, called the fundamental polytope [3] . The vertices of the codeword polytope are the codewords, and the vertices of the fundamental polytope are a superset of codewords, called pseudocodewords (PCWs) [3] . The PCWs make the decision region [1] of the LP decoder more complex than that of the ML. Therefore, a derivation of analytical bounds plays an important role in evaluating the performance of the LP decoder.
The fundamental cone [2] is the conic hull of the fundamental polytope. The LP error probability over the fundamental polytope is equal to the LP error probability over the Manuscript received March 7, 2012; revised September 9 and November 6, 2012. The associate editor coordinating the review of this paper and approving it for publication was A. Graell i Amat.
The authors are with the Tel Aviv University, School of Electrical Engineering, Ramat Aviv 69978, Israel (e-mail: ohadgodo@post.tau.ac.il, ybeery@eng.tau.ac.il).
Digital Object Identifier 10.1109/TCOMM.2013.031213.120169 fundamental cone [4] . Moreover, it is sufficient to consider only the fundamental cone generators [4] for evaluating the performance of the LP decoder. The well-known upper bound on the error probability of digital communication systems is the Union Bound (UB), which is a first-order Bonferroni-type inequality [5] in probability theory. The UB of the LP decoder [1] , [6] , [7] , for High-Density Parity-Check (HDPC) codes is a very loose bound, since the assumption of disjoint error events does not hold true for the high density of the fundamental cone generators of HDPC codes.
Each LP decoder PCW can be positioned into the BPSK signal space [2] . The LP decoder chooses the PCW with the minimum Euclidean distance to the received vector as the most likely transmitted PCW. The ML soft decision decoder functions identically, but unlike the LP decoder, its signal space contains only the set of codewords. Thus many of the ML upper bounds can be reused [8] , [9] , [10] , [11] , to evaluate the performance of LP decoding.
The error probability of an LP decoder depends on the parity-check matrix. Different parity-check matrices have different fundamental cones with different structures and generator pseudo-weight [2] distributions. Therefore, to more accurately evaluate the LP decoding error probability, it is essential to consider the geometrical properties of the fundamental cone generators. Thus, ML error bounds which use only the weight distribution of the code or those which consider the error probability of each individual codeword independently become less desirable. In [11] a ML bound is presented, based on the second-order upper bound on the probability of a finite union of events. Indeed, it uses the geometrical properties of the codewords and considers an intersection of pairwise error events, but exhibits relatively high computational complexity.
In a previous paper [1] the LP union bound (LP-UB) is presented. However, this LP-UB is very loose due to the many joint error events caused by the generators. The discussion on the LP-UB is ended with the conclusion that the pseudoweight and the pseudo-weight distribution are not enough for implementing a tight LP upper bound.
In this paper, we present an LP error upper bound based on the Hunter bound [12] , which is a second-order Bonferronitype inequality. The bound needs the fundamental cone generators rather than their pseudo-weight distribution. We call it Improved Linear Programming Union Bound (ILP-UB). It consists of two parts: the first term is the LP-UB itself, the second is a second-order correction that can be optimized by a known minimum spanning tree algorithm. The bound requires relatively low computational complexity, and it runs in 0090-6778/13$31.00 © 2013 IEEE quadratic time with respect to the number of cone generators.
The proposed ILP-UB was tested on three HDPC codes: Golay [24, 12, 8] , BCH[31, 26, 3] and BCH [63, 57, 3] . An improvement of up to 0.37 dB has been demonstrated over the conventional LP-UB. This paper is organized as follows: Section II provides some background on ML and LP decoding and reviews the minimum spanning tree problem for undirected graphs. In Section III we study the density of the fundamental cone generators and how the quality of the triplet-wise error probability UB is affected by that density. The problem of finding LP dominant error events is discussed in Section IV. In Section V we propose an improved LP error UB. Section VI provides numerical results and discusses a possible direction for further research on how to improve the proposed bound. Section VII summarizes the paper.
II. PRELIMINARIES AND DEFINITIONS A. ML and LP Decoding
In this section we briefly review ML and LP decoding [3] . We consider the problem of data communication over a memoryless binary-input output-symmetric (MBIOS) channel. Let F 2 {0, 1} denote the finite field with two elements, and let R and R + be the set of real numbers and the set of nonnegative real numbers, respectively. We assume an AWGN channel with an input alphabet X = {0, 1}, and with an output alphabet Y = R. In order to achieve reliable communication over such a channel, we will use a binary linear code C of length n, dimension k and code rate R k/n. The code C is defined by an m × n parity-check matrix H ∈ F mxn 2 with row vectors h 1 , h 2 , ..., h m , i.e. C {x ∈ F n 2 | xH T = 0}. The code is an [n,k,d] code, where d is the minimum distance. We let w H (x) denote the Hamming weight of x, which is the number of non-zero positions of x. We assume that every codeword x ∈ C is transmitted with equal probability.
The transmitted codeword is denoted by x (x 1 , ..., x n ) ∈ F n 2 , the transmitted signal by x (x 1 , ..., x n ) ∈ R n and the received signal by y (y 1 , ..., y n ) ∈ R n . We consider a BPSK modulation: the transmitted signal is
in which E c is the symbol energy, E b is the information bit energy and 1 is the allone vector. Each i-th transmitted symbol is perturbed by a white Gaussian noise z i ∈ R with a zero mean and noise power σ 2 N 0 /2. The received signal is y = x + z, where z ∈ R n designates an n-dimensional Gaussian noise vector with independent components z 1 , z 2 , ..., z n . The signalto-noise ratio is defined to be SNR E b /N 0 . Throughout this paper, we use the canonical embedding of the set {0, 1} into R and of the set C into R n . The block-wise Maximum Likelihood Decoding (MLD) in the AWGN channel is [2] x MLD (y) arg min x∈C x, y ,
where x, y i x i y i denotes the standard inner product of two vectors of equal length. The MLD error probability over MBIOS channels of binary linear block codes is independent of the actual transmitted CW. Therefore, we assume, without loss of generality, that the all-zero codeword, designated by 0, is transmitted. Then, from [13] P MLD (error) = = P x MLD (y) = 0 | 0
wherex MLD denotes the ML decoder outcome, 0 is the transmitted signal, ||x|| 2 i x 2 i is the L 2 -norm of a vector x and the Q-function is defined to be Q(x)
(3) allows the simulation of the contribution of the error probability of a subgroup of code-
is the Euclidean distance from x to the transmitted signal 0 in the signal space.
The MLD (1) can be formulated as the following equivalent optimization problem [3] :
where conv(C) is called the codeword polytope [3] , which is the convex hull of all possible codewords in R n . The vertices of the codeword polytope is the set of codewords. The number of inequalities needed to describe it grows exponentially with the code length. Therefore, solving this linear programming problem is not practical for codes with reasonable block length. To make the solution of this problem more feasible, Feldman et al. [3] suggested replacing conv(C) with a relaxed polytope P P(H), called the fundamental polytope:
where conv(C) ⊆ conv(C j ) for j = 1, ..., m, hence, conv(C) ⊆ P(H) ⊂ [0, 1] n . The set C j is the set of codewords associated to row vector h j of parity-check matrix H, thus P(H) is a function of H. The number of inequalities that describe P(H) is typically much smaller than those that describe conv(C). The Linear Programming Decoding (LPD) is then [2] ω LP D (y) arg min ω∈P ω, y .
When conv(C) = P(H), the relaxed LP solution equals that of ML. When conv(C) ⊂ P(H), the relaxed LP problem represents a suboptimal decoder, where P(H) has vertices which are not in conv(C). The vertices of P(H), denoted by V(P(H)), are called LP pseudocodewords (PCWs). The fundamental cone [2] K(H) K is defined to be the conic hull of the fundamental polytope, i.e. the set that consists of all possible conic combinations of all the points in P(H). Thus, P(H) ⊂ K(H), and since P(H) is a function of H, K(H) is too.
It follows from Definition 1 that a vector ω is in K if and only if ω can be written as a nonnegative linear combination of the generators, i.e. ω =
Note that a set of generators is not unique, and that the all-zero codeword 0 / ∈ G(K).
, [15] , [16] ) Let ω ∈ R n + . The AWGN channel pseudo-weight w AW GN p (ω) of ω is given by
where ||ω|| 1 i |ω i | denotes the L 1 -norm of a vector ω. If ω = 0, we define w AW GN p (ω) 0, and in the case of ω ∈ {0, 1} n , we have w AW GN p (ω) = w H (ω).
For an easier notation, since this paper only considers the AWGN channel, we will use the shorter notation w p (ω) instead of w AW GN p (ω).
Due to the symmetry properties of the fundamental polytope, the LP decoder's probability of failure is independent of the codeword that was transmitted [3] . Therefore, when analyzing LPD error probability, we henceforth assume, without loss of generality, that the all-zero codeword is transmitted. With this assumption, the constraint ω ∈ P can be replaced by ω ∈ K for evaluating the performance of the LPD [4] . Moreover, it is sufficient to consider only the fundamental cone generators.
The set of optimal solutions of a closed convex LP problem always includes at least one vertex of the polytope. Therefore, the LPD error probability is
where ω ∈ V(P(H)) \ {0} is the set of all non-zero vertices of the fundamental polytope P(H). A PCW ω ∈ V(P(H)) also belongs to the fundamental cone. Thus, it can be written as a non-negative linear combination of the generators, i.e.
For any generator g i ∈ G(K(H)) there is a β ≥ 0 such that βg i ∈ P(H) [4] . Therefore, if there is a g i ∈ G(K(H)) such that g i , y < 0 (and then βg i , y < 0), there must be at least one ω ∈ V(P(H)) such that ω, y < 0, since the minimum is achieved at the polytope's vertices. Therefore, the union inside the delimiter in Eq. (9) over ω ∈ V(P(H)) \ {0} can be replaced by the union over ω ∈ G(K(H)). The size |G(K(H))| is typically much smaller than those of |V(P(H))|, and this will simplify LPD error probability analysis.
A vector ω ∈ R n + which is not a codeword can be positioned into the signal space in the same way a codeword can, i.e. ω = γ (1 − 2ω). The vector ω virt ||ω||1 ||ω|| 2 2 ω was introduced by Vontobel and Koetter [2] . They showed that the decision hyperplane of ω in the signal space is at the same Euclidean distance from 0 and from ω virt . Note that if ω ∈ C ⊆ {0, 1} n , then ω virt = ω. From the above, the LPD error probability is then expressed in the signal space as follows:
Evaluating the LPD error probability by simulating Eq. (10) is not practical for codes with reasonable block lengths, since it involves a large number of generators. However, it allows the simulation of the contribution of the error probability of a subgroup of generators.
The sample space of the random received signal y is the set of real vectors R n . We let the conditional event E 0→ω [17] , [10] denote the LPD pairwise error event, where the received vector y is closer to ω virt than to the transmitted signal 0 in the signal space. Thus, the LPD error probability (10) can be written:
and the LP-UB is
Let r ω ||ωvirt−0||2 2 = γ w p (ω) denote the Euclidean distance from 0 or from ω virt to the decision boundary line. Thus, the LP pairwise error probability [2] 
and the LP-UB in Eq. (12) can be written as follows [1] [7] :
B. Undirected Graphs
In this section, we give a brief overview of some terms from graph theory. By a graph we will always mean an undirected graph without loops and multiple edges. 
Two popular algorithms for finding an MST in undirected graphs are Prim's [19] and Kruskal's [20] . A simple implementation of Prim's algorithm has a running time of O(|V | 2 ), and both can be implemented to run in O(|E| log|V |) time.
III. GENERATOR DENSITY CHARACTERIZATION
For a set of vectors ω 1 , ω 2 , ..., ω M ∈ R n + , we let 0 ≤ θ ij ≤ π denote the positive angle formed by the vectors ω i and ω j , where 0 ≤ i, j ≤ M and i = j. Note that the angle θ ij is equal to the angle formed by the vectors − → ω i,virt (ω i,virt − 0) and − → ω j ,virt (ω j,virt − 0) in the BPSK signal space. We refer to the probability P E 0→ωi E 0→ωj as the triplet-wise error probability, that is, ω i or ω j is decoded when the all-zero signal was transmitted.
In this section we give an approximation of the triplet-wise error probability depending on the angle θ ij and we compare it to the UB. We will demonstrate that the UB is very loose in low SNRs and small angles. Therefore, in Section V we will give a better triplet-wise error upper bound that will be a part of the LPD error bound proposed in that section. First, we explore the density of the fundamental cone generators and we compare it to the density of the ML codewords. We used the program lrs [21] as a tool to enumerate all the generators of a given parity-check matrix.
Definition 6.
Let ω 1 , ω 2 , ..., ω M ∈ R n + be a set of vectors. Consider each vector as a node of an undirected graph G(V, E), with an undirected edge joining each pair of nodes ω i and ω j , denoted by {ω i , ω j }. An edge {ω i , ω j } ∈ E has a cost equal to the angle between the vectors related to the adjacent nodes, i.e. c({ω i , ω j }) = θ ij . The graph G(V, E) will be called the angle graph. Note that the angle graph is a complete graph: it has |V | nodes and |V |(|V |−1)/2 edges.
The MST angle distribution is defined to be the cost distribution of the edges {ω i , ω j } ∈ E . For easier notation, instead of MST angle distribution we will use the shorter term angle distribution .
In the following paragraphs, we consider a group of generators as a sorted list. The generators in the list are ordered form the lightest generator (i.e, the lowest pseudo-weight) to the heaviest. Generators with equal pseudo-weight were ordered randomly. The first 759 minimal-weight generators are the top 759 lightest generators from the sorted list. (15) and H G (16) be two parity-check matrices for the extended Golay [24, 12, 8] code. The filled pixels and the empty pixels in (15) and (16) represent the 1s and the 0s, respectively, in the parity check matrix. The former matrix was introduced by Halford and Chugg [22] , the latter is a systematic parity-check matrix. Fig. 1 
Following Example 1, we will examine how the quality of the triplet-wise error probability UB is affected by such small angles between generators. Fig. 2 [23] illustrates the decision boundary lines l ω i and l ω j of the vectors ω i and ω j , respectively, in the BPSK signal space. The axis origin is moved to the point of 0. The darkened region 2 i=1 R i is the error region: each point in it is closer to ω i,virt or ω j,virt than to 0. The axes ξ 1 and ξ 2 are two independent Gaussian random variables obtained by projecting the noise vector z onto the plane determined by the vectors − → ω i,virt and − → ω j ,virt , respectively. The Euclidean distances from the decision boundaries lines l ω i and l ω j to 0 are r ω i and r ω j , respectively.
The triplet-wise error probability depending on the angle θ ij can be obtained by numerically integrating [24] of the two dimensional Gaussian distribution over the regions R 1 and R 2 . Another possibility is to approximate it as follows. The region R 2 is divided into semi-infinite rectangles which are parallel to the ξ 2 axis. Each rectangle goes to infinity in the opposite direction of the ξ 2 axis and has a width ξ 1 , as shown in Fig. 2 . Thus the triplet-wise error probability can be approximated over the region R 1 and the regions of the first k-th rectangles as the following lemma.
Lemma 1.
Let ω i , ω j ∈ R n + be vectors with an equal pseudoweight, where the all-zero signal is transmitted. The tripletwise error probability can be approximated by Proof: Without loss of generality, we assume that ω j,virt is placed on the ξ 1 axis as shown in Fig. 2 . In the case of vectors of equal pseudo-weight, r ω i = r ω j . The decision region boundary lines l ωi and l ωj are ξ 2 = −aξ 1 + b and ξ 1 = r ωj , respectively. The boundary line l ω i crosses the ξ 2 axis at the point b = r ω i /sin θ ij and its slope is a = tan(90 − θ ij ). The intersection between the two boundary lines occurs at the point (ξ 1 , ξ 2 ) = (r ω j , −ar ω j + b). The triplet-wise error probability P E 0→ωi E 0→ωj = P (R 1 ) + P (R 2 ), where P (R 1 ) is equal to an LP pairwise error probability (13) . The probability P (R 2 ) is approximately the probability over the regions of the semi-infinite rectangles in Fig. 2 . The location of the left upper point of the k-th rectangle is (ξ 1 , ξ 2 ) = (r ω j +k ξ 1 , −a(r ω j +k ξ 1 )+b), which is a point on the decision boundary line l ωi . The multiplication inside the sum of Eq. (17) is the probability that noise components ξ 1 and ξ 2 are within the k-th rectangle; the first term of the multiplication is the probability that ξ 2 ≤ −a(r ω j +k ξ 1 )+b, the second term is the probability that ξ 1 is between the lines ξ 1 = r ωj + k ξ 1 and ξ 1 = r ωj + (k + 1) ξ 1 . Since a two dimensional Gaussian distribution converges to zero as ξ 1 goes to infinity, it will be sufficient to consider the k = 0 rectangle up to a large k (σ/ ξ 1 ), such that Q rω j + k ξ1 σ ≈ 0.
Example 2.
Consider the BCH[63,57,3] code. The fundamental cone of the systematic parity-check matrix which is created by the generator polynomial x 6 + x + 1 has 11, 551 minimalweight generators of pseudo-weight three. The angles between the generators vary from 5.85 • to 90 • . The triplet-wise error probability of its two minimal-weight generators, depending on θ ij is presented in Fig. 3 . The error probability was calculated by Eq. (17) for 0 and 8 dB SNR at different angles. The triplet-wise error UB, which is 2Q rω σ , is presented as well. The quantities of ξ 1 and k were chosen to be (b) SNR = 8 dB Fig. 3 . Comparison between the LPD triplet-wise error probability (which is approximated by Lemma 1), the union bound (14) and the upper bound (which will be introduced later in Theorem 1) in different angles of two minimal-weight generators of BCH[63,57,3], when the all-zero codeword was transmitted.
1/2000 and four million, respectively. From Fig. 3 , one can observe that the lower the SNR and the smaller the angle, the worse the UB. This figure also presents a triplet-wise error probability upper bound which is tighter than the UB. This will be introduced in Section V.
IV. THE PROBLEM OF LOCATING DOMINANT ERROR EVENTS OF LPD
Consider a ML decoding of a binary linear code that is BPSK-modulated over an AWGN channel. Decoder performance can be evaluated by considering the contributions of the most dominant error events to the probability of error. Assuming that the all-zero codeword was transmitted, those dominant error events in large SNRs are the minimal-weight codewords. So, in large SNRs, it is sufficient to apply the ML error bounds only on the minimal-weight codewords to approximate MLD performance.
In Section V we will propose an LPD error upper bound that is dependent on the fundamental cone generators. Since the number of generators is very large, we are interested in applying the bound only on a subgroup of generators. In this section, we will examine whether the minimal-weight generators of LPD are the dominant error events. Following this, we will propose which subgroup of generators will be used in the LPD bound in Section V.
Let w min H (C) denote the minimum Hamming weight of a linear code C, and let w min p (H) denote the minimum AWGN channel pseudo-weight of a linear code defined by the parity-check matrix H. We will use the shorter notations w min H and w min p , where the discussed code and matrix are mentioned explicitly. We assume that the all-zero codeword was transmitted. We let K sub ⊂ K denote a sub-cone of the fundamental cone which is created by a subgroup of generators G(K sub ) ⊂ G(K). We will use the notation LPD(K sub ), where we analyze LPD error probability under the constraint of ω ∈ G(K sub ). That will be obtained by simulating Eq. (10). We let C sub ⊂ C \ {0} denote a subgroup of codewords. We will use the notation MLD(C sub ), where we analyze MLD under the constraint of x ∈ C sub . That will be obtained by simulating Eq. (3). In the next example, we will study the contribution of a subgroup of codewords and generators to the error probability of the extended Golay [24, 12, 8] code. Fig. 4 shows that the error portability of the minimal-weight codewords, denoted by MLD(C sub ), accurately describe the MLD performance over the entire range of SNRs. However, the figure clearly demonstrates that the error probability of the first 759 minimalweight generators, denoted by LPD(K sub ), does not represent the LPD Frame Error Rate (FER) well. For instance, consider the error probability of 10 −2 ; the difference between LPD(K sub ) and LPD is about 2.5 dB. The angle distributions which were presented in Fig. 1 support this result: the average angle of that subgroup of generators is as small as 1.43 • , which is an indication of many joint error events, but the average angle of the ML minimal-weight CWs is 60 • .
There are number of reasons why the minimal-weight generators are seldom the dominant subgroup of LPD: (a) there is no guarantee of having a significant number of generators with a minimal pseudo-weight, the fundamental Fig. 4 .
Extended Golay [24, 12, 8] code: comparison between decoding (MLD/LPD) error rate and the error probability (MLD(C sub )/LPD(K sub )) of the first 759 minimal-weight words (codewords/generators). cone of H G , for example, has only two; (b) a subgroup of generators can be very crowded, as in Fig. 1 , which significantly reduces their contribution to error probability; (c) unlike MLD, which has a distinct subgroup of minimalweight codewords, the LPD often has a nearly continuous pseudo-weight distribution. For example, the BCH[31, 21, 5] code of parity-check matrix H BCH [31, 21] (18) has 627,052,479 generators. Their pseudo-weight distribution is presented in Fig. 5 . Its smooth distribution makes it difficult to locate a minimal-weight dominant subgroup.
One subgroup that may be dominant in LPD is generators with a pseudo-weight of w p ≤ w min H . This subgroup is not empty, since w min p ≤ w min H [25] , however, it may contains a very high number of generators. For example, Golay [24, 12, 8] has only 759 CWs with a weight of w min H = 8, but the fundamental cone of parity-check matrix H G has 143, 757, 418 generators with a pseudo-weight of w p ≤ w min H = 8. In Section VI we will choose a subgroup of generators to represent LPD error based on this rule.
V. IMPROVED LP UNION BOUND In this section, we propose an improved union bound for LPD of the binary linear code transmitted over a binary-input AWGN channel. This bound is based on the Hunter bound [12] , which considers both first and second-order probabilities.
Let Ω denote the sample space of a random variable, where a subset of the sample space is an event. For any set of events E 1 , E 2 , ..., E M ⊆ Ω and their complementary events, denoted by E c 1 , E c 2 , ..., E c M ,
Let Π = {π 1 , π 2 , ..., π M } denote any of the M ! possible permutations of the indices of error events E 1 ,E 2 ,...,E M , where π i ∈ {1, 2, ..., M } for i = 1, 2, ..., M , and π i = π j for i = j. For a given Π, let Λ = {π 2 ,π 3 , ...,π M } denote an arbitrary set of indices among the (M 2 − M )/2 possible permutations, whereπ i ∈ {π 1 , π 2 , ..., π i−1 } for i = 2, 3, ..., M . Hunter [12] presented a second-order bound of Eq. (19) as follows.
Minimization of the Right-Hand Side (RHS) of Eq. (20) is required to achieve the tightest second-order bound. Using the sets of indices Λ and Π, the minimization problem can be written as follows [10] [12]:
The first sum goes through all the indices from 1 to M of the error events, so E πi could be changed to E i . Consider each of the random events E i as a node of an undirected graph G(V, E) and the intersection (E i ∩ E j ) as an undirected edge joining the nodes E i and E j , denoted by {i, j}, with a cost c({i, j}) = −P (E i ∩ E j ). Let τ (V, E ) denote a spanning tree of the graph G(V, E). Hunter [12] showed that a set of (M −1) intersections may be used in the second term of Eq. (21) if and only if it forms a spanning tree of the nodes
Thus the minimization problem of Eq. (21) can be written equivalently [12] , [10] ,
The problem is to find a tree τ which minimizes Eq. (22) over all possible spanning trees. The solution for that is known as the solution of the minimum spanning tree problem, which has been proposed by Prim [19] and Kruskal [20] .
Consider the event E i as the pairwise error event E 0→ωi . In order to upper bound the LPD error probability in Eq.
(11) by the second-order upper bound (22) , probability P E 0→ωi E 0→ωj is required, or instead, its lower bound will be sufficient. The probability of the intersection of two events can be expressed using the inclusion-exclusion principle in probability theory,
The first and the second terms in the RHS of Eq. (23) are the LP pairwise error probability (13) and the third term can be upper bounded by the following theorem.
Proof: Letξ ξ 2 1 + ξ 2 2 be a random variable with Chisquare distribution [26] with two degrees of freedom, i.e.
in which U (·) is the unit step function. Without loss of generality we assume that w p (ω i ) < w p (ω j ). Fig. 6 illustrates the decision boundary lines l ω i and l ω j in the BPSK signal space. The darkened region where the width of R 4 is (r ω j − r ω i ). Thus, the triplet-wise error probability,
Since noises ξ 1 and ξ 2 are independent and symmetric, each of the probabilities P (R 1 ) or P (R 2 ) is equal to 1 2 Q rω j σ . The probability P (R 3 ) is the probability that ξ 2 1 + ξ 2 
The triplet-wise error probability can also be upper bounded using the inclusion-exclusion principle as follows: Fig. 3 together with the previous results of Example 2. We can see that the smaller the angle and the lower the SNR, the more improvement the triplet-wise error upper bound has over the UB. Note that since rω σ ∝ SNR·w p (ω), small SNRs are equivalent to low pseudo-weights, thus, this bound is expected to demonstrate more improvement in the case of low pseudo-weight generators.
In the next theorem, we propose an improved UB for the LP decoding. G(K(H) ) be a set of cone generators of a parity-check matrix H. Each ω i ∈ G is considered as a node of a complete graph G(V, E). Let {ω i , ω j } denote an undirected edge joining the nodes ω i and ω j . The LP decoding error probability can be upper-bounded by (31) where τ (V, E ) denotes a spanning tree of G(V, E). We call this bound the Improved LP Union Bound (ILP-UB). The first term is the LP-UB itself (14) , the second is a second-order correction.
Theorem 2. Let
Proof: To prove this, we will apply Hunter bound for the LPD error probability. First, we will find a lower bound of P E 0→ωi E 0→ωj . Substituting the upper bound of P E 0→ωi E 0→ωj (24) into the inclusion-exclusion prin-cipal (23) gives
Applying Hunter bound (22) for the LPD error probability (11) and substituting into it the expression in (32) and the LP pairwise error probability (13) will give the desired result. 
VI. RESULTS AND DISCUSSION
In this section we provide results that show the improvement of ILP-UB over LP-UB. For this purpose, we examine three HDPC codes: extended Golay [24, 12, 8] , BCH[31, 26, 3] and BCH[63,57,3]. The parity-check matrices we use for Golay [24, 12, 8] and for BCH[31, 26, 3] are H G (16) and H BCH [31, 26] (33), respectively. For BCH[63,57,3] we use a systematic parity-check matrix created by the generator polynomial x 6 + x + 1. The minimal pseudo-weight of the extended Golay [24, 12, 8] is w min p = 3.2. The BCH[31, 26, 3] and BCH[63,57,3] have the same minimal pseudo-weight: w min p = 3.
As discussed in Section IV we will apply the ILP-UB on representative subgroups of generators. A conic hull of each generator subgroup is a sub-cone K sub ⊂ K. For BCH[31, 26, 3] and for BCH[63,57,3] we will choose the generators of pseudo-weight equal to or less than minimum Hamming weight. Those subgroups are the 1,185 and 11,551 minimal pseudo-weight generators, respectively.
The extended Golay [24, 12, 8] code of H G has over a million generators of pseudo-weights equal to or less than minimum Hamming weight. Therefore, we will limit this subgroup to be the generators with a pseudo-weight equal to or less than w p = 3.25 -a total of 231 generators. We will see that this subgroup does not represent the error of LPD well, but it will be used to compare between the ILP-UB and the LP-UB. Fig. 7 presents the angle distributions according to Definition 7 for the aforementioned codes: extended Golay [24, 12, 8] Fig. 8 presents the results of: ILP-UB(K sub ), LP-UB(K sub ), LPD(K sub ) and the LPD FER. The ILP-UB, optimized by Prim's algorithm, presents an improvement over the LP-UB. For instance, consider the error rate of 10 −2 . For the extended Golay [24, 12, 8] , the difference between LP-UB(K sub ) and LPD(K sub ) is about 0.9 dB while ILP-UB(K sub ) shows an improvement of 0.37 dB over LP-UB(K sub ). For BCH[31,26,3], (a) Golay [24, 12, 8] code: results for the 231 generators with wp ≤ 3.25 (w min p = 3.2). the difference between LP-UB(K sub ) and LPD(K sub ) is about 0.47 dB while ILP-UB(K sub ) shows an improvement of 0.13 dB. For BCH [63, 57, 3] , the difference between LP-UB(K sub ) and LPD(K sub ) is about 0.62 dB, while ILP-UB(K sub ) shows an improvement of 0.16 dB. Fig. 8 and Fig. 7 show that the lower the average angle, the more an improvement ILP-UB demonstrates. A small average angle is typical of HDPC codes. Therefore, the advantage of the ILP-UB over the LP-UB will be more apparent in such codes. On the other hand, the larger the average angle, the better the LP-UB. Fig. 8a presents the best improvement of the ILP-UB(K sub ) among the other codes. This result correlates to Golay's smallest average angle: 19.85 • . However, Golay presents the largest gap between ILP-UB(K sub ) and LPD(K sub ). This apparently happens because there are significant probabilities of intersections between three or more error events.
The ILP-UB assumes that the probabilities of intersections between three or more error events are negligible. However, this does not hold true for the generators of HDPC codes. Thus, increasing the number of generators in each of the subgroups will adversely impact the tightness of the ILP-UB.
Bukszár and Prékopa have suggested [27] a third order upper bound on the probability of a finite union of events. Their bound takes the intersections of two and three events into consideration. They proved that this third order bound, which is obtained through the use of a cherry tree graph, is at least as strong as the second-order bound. Therefore, implementing such a bound will improve (or at least will be equal to) the proposed ILP-UB.
VII. CONCLUSIONS
In this paper, we have presented an improved union bound for the error probability of linear programming decoding of the binary linear HDPC codes transmitted over a binaryinput AWGN channel. It is based on the second-order upper bound on the probability of a finite union of events. It has low computational complexity since it only involves the Qfunction. It can be computed in O(|G| 2 ) time, where G is a set of the fundamental cone generators that arises from the parity check matrix. We examined the proposed bound for several HDPC codes: Golay [24, 12, 8] , BCH[31, 26, 3] and BCH [63, 57, 3] . The improvement of the proposed bound over the union bound presents a dependency on the generator density. We studied and compared the generator density using the angle distribution of various codes and parity-check matrices. Finally, a third order upper bound was proposed, based on a cherry tree graph, and is left open for further research.
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