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Resumo: Data warehouse e´ um reposito´rio de dados coletados de fontes de dados autoˆnomas
e heterogeˆneas. A tecnologia data warehousing tem sido utilizada em Sistemas de Suporte a`
Decisa˜o (DSS - Decision Support Systems) para auxiliar nos processos deciso´rios. O data
warehouse armazena uma ou mais viso˜es materializadas dos dados das fontes. A qualidade
do processo de tomada de decisa˜o em um DSS depende de um importante problema, a correta
propagac¸a˜o das atualizac¸o˜es ocorridas nas fontes de dados para as viso˜es materializadas no
data warehouse. Este problema esta´ relacionado com os algoritmos de manutenc¸a˜o de viso˜es
que sa˜o o foco deste trabalho. Este artigo apresenta diversos algoritmos de manutenc¸a˜o de
viso˜es materializadas em ambientes data warehousing e propo˜e um novo algoritmo. O algo-
ritmo proposto, chamado Transaction-SVM (T-SVM), esta´ fortemente baseado no algoritmo
SVM. Sua principal vantagem e´ definir intervalos de tempo para propagar as atualizac¸o˜es
no data warehouse. O T-SVM adapta o algoritmo SVM para prover consisteˆncia forte em
cena´rios de transac¸a˜o local-fonte.
Palavras-chave: Data Warehouse, Manutenc¸a˜o de Viso˜es
Abstract: A data warehouse is a repository of data collected from diﬀerent and heteroge-
neous sources. Data warehouses have been used in Decision Support Systems (DSS) to aim
at enabling executives to make better and fast decisions. The data warehouse stores one or
more materialized views of the source data. The quality of decisions in a DSS depends on
an important issue, that is, the correct propagation of updates at the sources to the views
at the data warehouse. This issue is related to view maintenance algorithms that are the
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focus of this work. This paper presents an overview of these algorithms and proposes a new
view maintenance algorithm to a data warehouse environment. The proposed algorithm,
called Transaction-SVM (T-SVM), is based on SVM algorithm. Its advantage is to define
time intervals to propagate the updates at the data warehouse. The T-SVM adapts the SVM
algorithm to provide strong consistency for source-local transactions.
Key words: Data Warehouse, Views Maintenance
1 Introduc¸a˜o
Data warehouse e´ um reposito´rio de informac¸o˜es integradas, coletadas de fontes
de dados distribu´ıdas, autoˆnomas e, possivelmente, heterogeˆneas. Os dados ar-
mazenados no data warehouse sa˜o, em geral, utilizados em consultas e ana´lises rea-
lizadas por sistemas de suporte a` decisa˜o (DSS - Decision Support Systems) e data
mining [26]. Os data warehouses visam auxiliar nos processos de tomada de decisa˜o
e identificar tendeˆncias de mercado [6].
O data warehouse armazena uma ou mais viso˜es materializadas sobre os dados
das fontes. Uma visa˜o materializada e´ uma relac¸a˜o derivada, definida em termos
das relac¸o˜es base das fontes, armazenada na base de dados do data warehouse [9].
Um processo deciso´rio eficaz depende da qualidade e consisteˆncia dos dados
armazenados no data warehouse. Dessa forma, e´ muito importante realizar a manu-
tenc¸a˜o das viso˜es materializadas do data warehouse que visa a refletir as atualizac¸o˜es
ocorridas sobre os dados das relac¸o˜es base armazenadas nas diversas fontes de dados.
Um dos principais desafios encontrados neste processo e´ manter a consisteˆncia dos
dados do data warehouse, especialmente quando as fontes de dados sa˜o autoˆnomas
e as viso˜es materializam dados de mu´ltiplas fontes [27].
Diversas te´cnicas oferecem soluc¸o˜es para a manutenc¸a˜o das viso˜es materializadas
em ambientes warehousing [26]:
1) Reprocessamento: todos os dados do data warehouse sa˜o reprocessados
periodicamente ou por demanda. Essa te´cnica consome muito tempo e recursos,
particularmente em um ambiente distribu´ıdo no qual, geralmente, um grande volu-
me de informac¸o˜es e´ transferido das fontes para o data warehouse. O reprocessa-
mento requer que as consultas sejam interrompidas no data warehouse enquanto a
atualizac¸a˜o da visa˜o materializada esta´ sendo realizada;
2) Armazenar no data warehouse co´pias dos dados de todas as relac¸o˜es
base envolvidas com a visa˜o materializada (replicac¸a˜o): nesse caso, os requi-
sitos de armazenamento sa˜o muito altos e os dados replicados armazenados no data
warehouse precisam ser atualizados sempre que ocorre uma mudanc¸a nos dados das
fontes. Dessa forma, e´ preciso integrar as atualizac¸o˜es na visa˜o materializada para
todos os dados das fontes e na˜o somente para as informac¸o˜es de interesse do sistema
de data warehouse;
3)Manutenc¸a˜o incremental: utiliza algoritmos que processam as atualizac¸o˜es
na visa˜o materializada em resposta a`s alterac¸o˜es ocorridas nas relac¸o˜es base, chama-
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dos algoritmos de manutenc¸a˜o incremental de viso˜es materializadas. Somente uma
parte da visa˜o materializada e´ modificada em resposta a`s atualizac¸o˜es ocorridas nas
relac¸o˜es base. Manutenc¸a˜o incremental significa que ao ocorrem mudanc¸as nos dados
das fontes, novas informac¸o˜es sa˜o coletadas das outras fontes de dados relacionadas
e integradas no data warehouse. Na˜o e´ necessa´rio interromper o processamento
das consultas realizadas pelas aplicac¸o˜es do cliente ao data warehouse enquanto a
manutenc¸a˜o e´ realizada, e, na maioria dos casos, o tempo requerido para a atuali-
zac¸a˜o da visa˜o e´ menor, se comparado a` te´cnica de reprocessamento. Os benef´ıcios
da manutenc¸a˜o incremental sobre a te´cnica de replicac¸a˜o dos dados das fontes sa˜o o
menor espac¸o de armazenamento requerido para o data warehouse e o menor nu´mero
de atualizac¸o˜es a serem processadas no data warehouse [9]. A principal desvantagem
da manutenc¸a˜o incremental e´ que esta te´cnica pode gerar uma anomalia nos dados
do data warehouse.
A u´ltima te´cnica mencionada e´ o foco deste artigo. Os principais algoritmos de
manutenc¸a˜o incremental de viso˜es materializadas em ambientes data warehousing
sa˜o apresentados e um novo algoritmo que combina as principais caracter´ısticas
destes algoritmos e´ proposto. O algoritmo proposto, chamado Transaction-SVM
(T-SVM), permite ao usua´rio definir a periodicidade da manutenc¸a˜o, atende a um
ambiente de data warehouse com mu´ltiplas fontes e proporciona consisteˆncia forte
em cena´rios de transac¸a˜o local-fonte.
O restante do artigo esta´ organizado como segue. Na Sec¸a˜o 2, sa˜o descritas as
caracter´ısticas e considerac¸o˜es do modelo de data warehouse adotado e utilizado
ao longo deste artigo. A Sec¸a˜o 3 apresenta um resumo de diversos algoritmos
para manutenc¸a˜o incremental de viso˜es materializadas em ambientes warehousing
e que motivaram o desenvolvimento deste trabalho. A Sec¸a˜o 4 descreve o algoritmo
Transaction-SVM, proposto para manutenc¸a˜o incremental em ambientes warehous-
ing. Na Sec¸a˜o 5, e´ apresentado um comparativo entre o algoritmo proposto e os
demais algoritmos de manutenc¸a˜o incremental citados na Sec¸a˜o 3. A Sec¸a˜o 6 apre-
senta as principais contribuic¸o˜es do algoritmo Transaction-SVM e aponta algumas
direc¸o˜es para poss´ıveis trabalhos futuros.
2 Data warehouse: arquitetura e conceitos relacionados
A arquitetura ba´sica de um ambiente data warehouse e´ apresentada na Figura
1. Nessa arquitetura, o monitor e´ responsa´vel por identificar as mudanc¸as ocorridas
nos dados das fontes e notificar o data warehouse e o integrador deve receber os
dados das fontes, integra´-los e manter as viso˜es materializadas.
Esta arquitetura foi implementada no projeto WHIPS -WareHouse Information
Prototype at Stanford [25]. No escopo desse projeto, Zhuge et al. [27] fazem algu-
mas considerac¸o˜es e definem alguns aspectos sobre um ambiente data warehousing,
utilizados ao longo deste trabalho e descritos a seguir. Outro modelo de arquitetura
de data warehouse foi definido por Devlin [6]. Outro modelo de arquitetura de data
warehouse foi definido por Devlin [6]. O modelo proposto por Devlin, denominado
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Business Data Warehouse (BDW), e´ baseado no conceito de camada de dados, onde
sa˜o definidas treˆs camadas distintas: 1) Camada dos Dados Derivados; 2) Camada
dos Dados Padronizados e 3) Camada dos Dados de Tempo-Real. O BDW armazena
treˆs instantes de tempos para cada registro do data warehouse.
Figura 1 - Arquitetura ba´sica de um data warehouse
Assume-se que o integrador e´ fortemente ligado ao data warehouse. Portanto, no
restante do trabalho, o termo warehouse sera´ utilizado para denotar a combinac¸a˜o
entre o integrador e o data warehouse.
Os cena´rios de transac¸a˜o foram definidos com o objetivo de classificar as atuali-
zac¸o˜es que ocorrem nas fontes de dados, sendo eles:
1) Transac¸o˜es de atualizac¸a˜o u´nica: cada atualizac¸a˜o compreende uma
transac¸a˜o e e´ reportada ao warehouse separadamente;
2)Transac¸o˜es local-fonte: sequ¨eˆncia de atualizac¸o˜es realizadas em umamesma
fonte de dados que juntas compreendem uma transac¸a˜o;
3) Transac¸o˜es globais: sequ¨eˆncia de atualizac¸o˜es realizadas em diversas fontes
de dados que juntas compreendem uma transac¸a˜o.
Para o propo´sito deste trabalho, assume-se que as atualizac¸o˜es tratadas pelo
warehouse sa˜o transac¸o˜es de atualizac¸a˜o u´nica e transac¸o˜es local-fonte. A maioria
dos ambientes warehousing suportam cena´rios de transac¸o˜es de atualizac¸a˜o u´nica,
transac¸o˜es local-fonte, ou ambos [28].
Existem dois tipos de mensagens enviadas das fontes de dados para o warehouse:
reportar uma transac¸a˜o e retornar a resposta referente a uma consulta. Assume-se
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que as transac¸o˜es de atualizac¸a˜o u´nica e as transac¸o˜es local-fonte sa˜o reportadas em
uma u´nica mensagem, quando a transac¸a˜o acontece. O warehouse envia somente
um tipo de mensagem para as fontes de dados: remeter consultas.
Assume-se que a comunicac¸a˜o entre cada fonte de dados e o warehouse e´ confia´vel
e FIFO (First-in, First-out), ou seja, mensagens na˜o sa˜o perdidas e sa˜o entregues
na ordem em que foram enviadas. Nenhuma restric¸a˜o e´ feita sobre a ordem na qual
mensagens enviadas por diferentes fontes sa˜o entregues ao warehouse, pois assume-
se que as fontes de dados sa˜o autoˆnomas e as atualizac¸o˜es ocorridas em diferentes
fontes na˜o sa˜o sincronizadas.
A consisteˆncia da manutenc¸a˜o de viso˜es materializadas, para um ambiente ware-
housing com mu´ltiplas fontes de dados, e´ definida com base nos estados das fontes
e do warehouse. O estado da fonte e´ o estado da base de dados da fonte, alterado
sempre que a base de dados e´ atualizada. O estado do warehouse e´ o estado da
visa˜o materializada do warehouse, modificado sempre que a visa˜o e´ atualizada. Um
algoritmo de manutenc¸a˜o de viso˜es materializadas para ambientes warehousing e´ res-
ponsa´vel por trazer a visa˜o para um novo estado consistente depois de processar as
mudanc¸as ocorridas nas fontes, assim, ele gera uma sequ¨eˆncia de estados warehouse
enquanto esta´ realizando a manutenc¸a˜o da visa˜o materializada.
Os n´ıveis de consisteˆncia dependem da forma como as atualizac¸o˜es das fontes
sa˜o incorporadas na visa˜o materializada do warehouse. Cada n´ıvel agrupa todos os
n´ıveis antecedentes. Os principais n´ıveis de consisteˆncia definidos para ambientes
warehousing sa˜o os seguintes:
1) Convergeˆncia: as mudanc¸as ocorridas nas fontes sa˜o eventualmente incor-
poradas na visa˜o materializada, ou seja, depois da u´ltima atualizac¸a˜o da visa˜o ma-
terializada e quando todas as atividades das fontes tiverem cessado, o estado do
warehouse e´ consistente com os estados das fontes;
2)Consisteˆncia Forte: a ordem dos estados de transformac¸a˜o da visa˜o materia-
lizada no warehouse corresponde a` ordem dos estados de transformac¸a˜o dos dados
das fontes. Assim, cada estado do warehouse reflete um conjunto de estados das
fontes e a ordem dos estados do warehouse combina com a ordem dos correspondentes
estados das fontes;
3) Consisteˆncia Completa: cada estado das fontes de dados e´ refletido em
um estado distinto do warehouse. Assim, a ordem dos estados de transformac¸a˜o nas
fontes de dados e´ completamente preservada no warehouse. Assume-se que a visa˜o
materializada do warehouse e´ definida por uma expressa˜o Project-Select-Join (PSJ)
da a´lgebra relacional. Assim, se {r1, r2,..., rn} sa˜o as n relac¸o˜es base armazenadas
nas fontes de dados correspondentes, a visa˜o denotada por V e´ definida como segue:
V = Πproj(σcond(r1 12 r2 12 ... 12 rn))
em que proj e´ um conjunto de nomes de atributos, cond e´ uma expressa˜o condi-
cional, e r1, r2, ..., rn, sa˜o as relac¸o˜es base. Qualquer expressa˜o da a´lgebra relacional
40 Revista Cieˆncias Exatas e Naturais, Vol. 7, no 1, Jan/Jun 2005
constru´ıda com as operac¸o˜es project, select e join pode ser transformada em uma
expressa˜o equivalente desta forma [7].
Duas relac¸o˜es base podem residir na mesma fonte de dados ou em fontes distintas.
O modelo de dados considerado para as fontes de dados e para o warehouse e´ o
modelo de dados relacional.
Sa˜o considerados dois tipos de atualizac¸o˜es ocorridas nas fontes de dados: inser-
c¸a˜o e exclusa˜o. Desta forma, a alterac¸a˜o de uma tupla e´ tratada como uma exclusa˜o
da antiga tupla seguida de uma inserc¸a˜o da nova tupla [10]. Quando uma atualizac¸a˜o
ocorrida na fonte ri, denominada Ui, e´ recebida pelo warehouse, as mudanc¸as na
visa˜o materializada sa˜o processadas atrave´s de consultas enviadas para as fontes de
dados relacionadas. Assim, o warehouse gera uma consulta geral, denominada Q,
definida como segue:
Q = Πproj(σcond(r1 12 ... 12 Ui 12 ... 12 rn))
em que Ui e´ a tupla ti atualizada na relac¸a˜o base ri.
Foram descritos alguns aspectos sobre um ambiente data warehousing, utiliza-
dos neste trabalho. A seguir, sera˜o apresentados alguns algoritmos de manutenc¸a˜o
incremental existentes na literatura, e que serviram de base para o desenvolvimento
deste trabalho.
3 Algoritmos de manutenc¸a˜o incremental
Os algoritmos de manutenc¸a˜o incremental da visa˜o materializada atualizam a
visa˜o de forma incremental em resposta a`s atualizac¸o˜es ocorridas nas fontes de da-
dos. Uma revisa˜o sobre manutenc¸a˜o incremental de viso˜es materializadas pode ser
encontrada em [9, 10, 13]. Discusso˜es sobre viso˜es materializadas relacionadas com
ambientes warehousing podem ser encontradas em [11, 12, 16].
Algoritmos de manutenc¸a˜o incremental de viso˜es materializadas foram desen-
volvidos para ambientes de base de dados centralizados [3, 4, 5, 8, 9, 14, 18, 22, 23].
A maioria desses algoritmos assume que a manutenc¸a˜o da visa˜o e´ executada por
um sistema u´nico que controla todas as relac¸o˜es base, monitorando as atividades
das fontes e definindo quais as informac¸o˜es necessa´rias para atualizar a visa˜o mate-
rializada. Estes algoritmos diferem principalmente quanto ao tipo de definic¸a˜o de
visa˜o que eles manipulam. Alguns destes algoritmos controlam as tuplas duplicadas
atrave´s das informac¸o˜es dos atributos chave das relac¸o˜es base relacionadas com o
warehouse [4], enquanto outros armazenam como informac¸a˜o adicional na visa˜o ma-
terializada o nu´mero de derivac¸o˜es de cada tupla [9]. Estas soluc¸o˜es requerem que
os dados das relac¸o˜es base sejam bloqueados enquanto as mudanc¸as sa˜o processadas
na visa˜o.
Um warehouse mante´m uma co´pia sumarizada dos dados das fontes, desta forma,
tem-se um ambiente de banco de dados distribu´ıdo com dados replicados [27]. Diver-
sos algoritmos estudam a manutenc¸a˜o de viso˜es em ambientes distribu´ıdos [15, 19,
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20, 21], mas estas abordagens requerem que as fontes de dados fornec¸am informac¸o˜es
adicionais, como timestamps, para atualizar a visa˜o.
Em um ambiente data warehousing as fontes podem ser legados ou sistemas na˜o
sofisticados, e portanto, possuem as seguintes restric¸o˜es: 1) Podem informar o data
warehouse da ocorreˆncia de uma atualizac¸a˜o, entretanto, na˜o possuem capacidade
de determinar quais os dados pertencentes a`s fontes de dados relacionadas devem
ser integrados com a informac¸a˜o atualizada; 2) Na˜o e´ poss´ıvel assumir que elas
ira˜o cooperar transmitindo informac¸o˜es adicionais juntamente com as mensagens de
atualizac¸a˜o.
O artigo focaliza somente as soluc¸o˜es onde as fontes consideradas sa˜o autoˆnomas,
podendo ser sistemas na˜o sofisticados ou legados. Assim, na˜o sa˜o consideradas abor-
dagens onde e´ preciso bloquear os dados das fontes enquanto o warehouse atualiza
as viso˜es ou soluc¸o˜es onde as fontes necessitam fornecer informac¸o˜es adicionais para
manter as viso˜es.
Diversos algoritmos de manutenc¸a˜o de viso˜es materializadas para ambientes
warehousing sa˜o apresentados na literatura, dentre eles destacam-se: 1) A famı´lia de
algoritmos Eager Compensating Algorithm (ECA) [26]; 2) A famı´lia de algoritmos
Strobe [27]; 3) Os algoritmos SWEEP e Nested SWEEP [2]; e 4) O algoritmo SVM
[1].
Os algoritmos ECA [26] consideram um cena´rio restrito e todos os dados da
visa˜o sa˜o provenientes de uma u´nica fonte de dados. Os algoritmos da famı´lia ECA
proporcionam consisteˆncia forte em modelos de data warehouse com uma u´nica fonte
e considerando cena´rios de transac¸a˜o de atualizac¸a˜o u´nica. A famı´lia de algoritmos
ECA e´ formada pelos seguintes algoritmos: 1) Algoritmo ECA (Eager Compensating
Algorithm); 2) Algoritmo ECA-Key (ECAK); 3) Algoritmo ECA-Local (ECAL).
A ide´ia ba´sica do algoritmo ECA e´ adicionar consultas compensadoras na con-
sulta enviada para a fonte, com o objetivo de compensar os efeitos das atualizac¸o˜es
que acontecem de forma concorrente ao processamento de uma consulta. Os algo-
ritmos ECAK e ECAL sa˜o melhoramentos do algoritmo ECA original. O ECAK
elimina a necessidade de incorporar consultas compensadoras nas consultas enviadas
para a fonte de dados, utilizando o conceito de atualizac¸o˜es locais, que requer a
inclusa˜o dos atributos chave de cada relac¸a˜o na lista de projec¸a˜o da definic¸a˜o da
visa˜o materializada. O ECAL combina as consultas compensadoras do ECA com as
atualizac¸o˜es locais do ECAK .
Os algoritmos da famı´lia Strobe [27] foram projetados para cena´rios de transac¸a˜o
que envolvem mu´ltiplas fontes de dados e proporcionam consisteˆncia forte, ou seja,
cada estado do warehouse reflete um conjunto de estados consistentes das fontes.
Cada algoritmo da famı´lia Strobe foi projetado para atender a um cena´rio de transa-
c¸a˜o especifico: 1) Algoritmo Strobe: projetado para cena´rios de transac¸a˜o de atuali-
zac¸a˜o u´nica; 2) Algoritmo Transaction-Strobe: projetado para cena´rios de transac¸a˜o
local-fonte; 3) Algoritmo Global-Strobe: projetado para cena´rios de transac¸a˜o global.
Os algoritmos Strobe assumem que a definic¸a˜o da visa˜o inclui na lista de projec¸a˜o
os atributos chave para cada relac¸a˜o base envolvida. Esse requerimento torna estes
algoritmos mais restritivos; entretanto, mais eficientes e fa´ceis de implementar [28].
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A ide´ia principal dos algoritmos Strobe e´ identificar as atualizac¸o˜es concorrentes que
acontecem enquanto determinada consulta e´ processada. Assim, os efeitos destas
atualizac¸o˜es podem ser eliminados do resultado final da consulta. O principal pro-
blema dos algoritmos e´ que a visa˜o materializada na˜o pode ser atualizada ate´ que o
sistema de data warehouse esteja esta´vel, ou seja, o algoritmo espera ate´ que todas as
atualizac¸o˜es cessem e somente enta˜o as respostas resultantes de todas as atualizac¸o˜es
ocorridas nas fontes sa˜o incorporadas na visa˜o materializada. A visa˜o materializada
nunca sera´ atualizada se na˜o houver um per´ıodo de estabilidade no sistema.
Zhuge et al. [27] propuseram o algoritmo C-Strobe para contornar a necessidade
de um per´ıodo de estabilidade no sistema de data warehouse para atualizar a visa˜o
materializada. No C-Strobe, cada atualizac¸a˜o e´ avaliada completamente antes de
processar as atualizac¸o˜es subsequ¨entes. O C-Strobe proveˆ consisteˆncia completa,
ou seja, o estado da visa˜o materializada reflete cada estado de transic¸a˜o das fontes.
A principal desvantagem do C-Strobe e´ que o nu´mero de mensagens enviadas para
processar cada atualizac¸a˜o e´ muito alto.
Os algoritmos da famı´lia ECA e da famı´lia Strobe foram implementados no
proto´tipo do sistema WHIPS - WareHouse Information Prototype at Stanford [25].
Os algoritmos ECA e Strobe realizam o processamento completo de uma consulta
antes de executar qualquer compensac¸a˜o. Dessa forma, todas as atualizac¸o˜es que
ocorrem durante o tempo em que a consulta esta´ sendo processada sa˜o tratadas
como concorrentes, mesmo que estas atualizac¸o˜es na˜o interfiram no resultado da
consulta. O algoritmo SWEEP [2] compensa os efeitos somente para as atualizac¸o˜es
que realmente interferem no resultado da consulta e esta compensac¸a˜o e´ realizada
diretamente no warehouse, utilizando os dados dispon´ıveis nas mensagens de atua-
lizac¸a˜o enviadas. Este processo e´ chamado de correc¸a˜o de erro on-line.
Em contraste com os algoritmos Strobe, o SWEEP na˜o requer um estado esta´vel
do warehouse para incorporar as mudanc¸as na visa˜o. No algoritmo SWEEP, o estado
do warehouse preserva a ordem de entrega das atualizac¸o˜es ocorridas nas fontes,
atrave´s da ordenac¸a˜o das mensagens de atualizac¸a˜o recebidas. As atualizac¸o˜es que
ocorrem nas fontes de dados sa˜o ordenadas com base na ordem em que estas atualiza-
c¸o˜es sa˜o entregues no warehouse e a visa˜o materializada e´ atualizada na ordem destas
atualizac¸o˜es. O SWEEP oferece consisteˆncia completa para cena´rios de transac¸a˜o
de atualizac¸a˜o u´nica.
O algoritmo Nested SWEEP [2], uma extensa˜o do algoritmo SWEEP, propor-
ciona consisteˆncia forte para cena´rios de transac¸a˜o de atualizac¸a˜o u´nica. O Nested
SWEEP processa as mudanc¸as na visa˜o materializada para mu´ltiplas atualizac¸o˜es
das fontes coletivamente, compartilhando componentes dos resultados das consul-
tas da atualizac¸a˜o que esta´ sendo processada com as atualizac¸o˜es subsequ¨entes. O
Nested SWEEP requer um per´ıodo em que na˜o ocorram atualizac¸o˜es concorrentes
nas fontes de dados para atualizar a visa˜o materializada. Maiores detalhes sobre o
algoritmo Nested SWEEP podem ser encontrados em [24].
O algoritmo SVM (Algorithm for Scheduling Warehouse View Maintenance)
[1] reu´ne as principais caracter´ısticas dos algoritmos Strobe e SWEEP e realiza
a manutenc¸a˜o incremental de viso˜es materializadas em ambientes warehousing de
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forma programada. A proposta do SVM e´ atualizar a visa˜o materializada periodica-
mente e incorporar um conjunto de mudanc¸as das fontes a cada atualizac¸a˜o. O SVM
foi projetado para ambientes warehousing com mu´ltiplas fontes de dados e propor-
ciona consisteˆncia forte em cena´rios de transac¸a˜o de atualizac¸a˜o u´nica, ou seja, cada
estado warehouse reflete um conjunto de estados das fontes.
4 Algoritmo T-SVM
Esta sec¸a˜o descreve o algoritmo Transaction-SVM (T-SVM) proposto para ma-
nutenc¸a˜o incremental de viso˜es materializadas em ambientes data warehouse e define
seu contexto de aplicac¸a˜o.
O modelo de data warehouse, apresentado na Sec¸a˜o 2, foi adotado como base
para desenvolvimento do algoritmo T-SVM. Cada fonte de dados pode armazenar
qualquer nu´mero de relac¸o˜es base, mas para simplificar a descric¸a˜o do algoritmo
assume-se que cada fonte possui somente uma relac¸a˜o.
O algoritmo T-SVM adapta o algoritmo SVM [1] para prover consisteˆncia forte
em cena´rios de transac¸a˜o local-fonte. O T-SVM coleta todas as atualizac¸o˜es exe-
cutadas por uma transac¸a˜o e processa estas atualizac¸o˜es como uma unidade u´nica.
Agrupar as atualizac¸o˜es de uma transac¸a˜o reduz o nu´mero de mensagens enviadas e
facilita o processo de atualizac¸a˜o do warehouse. O algoritmo T-SVM tambe´m utiliza
os principais fundamentos dos algoritmos Strobe e SWEEP.
O algoritmo T-SVM, apresentado na Figura 2, possui dois mo´dulos: o monitor
do warehouse e o monitor da fonte de dados. A Tabela 1 apresenta a definic¸a˜o dos
termos que ilustram os conceitos, varia´veis e func¸o˜es utilizados na descric¸a˜o do algo-
ritmo proposto. Muitos desses termos encontram-se definidos em [2, 27]. Cada fonte
de dados pode armazenar qualquer nu´mero de relac¸o˜es base, mas para simplificar
a descric¸a˜o do algoritmo assume-se que cada fonte possui somente uma relac¸a˜o. O
monitor da fonte de dados deve agrupar, em uma u´nica transac¸a˜o, diversas atuali-
zac¸o˜es ocorridas em determinado espac¸o de tempo em sua base de dados. Enta˜o,
o monitor da fonte deve enviar a transac¸a˜o ocorrida ao data warehouse atrave´s do
envio de uma mensagem de aviso de atualizac¸a˜o. Outra func¸a˜o do monitor da
fonte e´ processar consultas enviadas pelo data warehouse, e retornar o resultado do
processamento destas consultas ao warehouse.
Ao receber uma mensagem de aviso de atualizac¸a˜o de uma das fontes de dados
relacionadas, o monitor do warehouse deve remover da transac¸a˜o todos os pares de
inserc¸a˜o e exclusa˜o de uma mesma tupla, existentes na transac¸a˜o a ser processada
e definidas nesta ordem: primeiro acontece a inserc¸a˜o e depois a exclusa˜o da tupla.
Esta caracter´istica evita o envio de consultas para processar a inserc¸a˜o de uma
tupla que posteriormente sera´ exclu´ıda. Em seguida, o monitor deve incluir na fila
de mensagens Message Queue (MQ) e em SUMQ(i) toda atualizac¸a˜o existente na
transac¸a˜o. As mensagens existentes em MQ sa˜o processadas sequ¨encialmente.
Quando a mensagem refere-se a uma exclusa˜o, o algoritmo adiciona uma ac¸a˜o de
exclusa˜o na lista de ac¸o˜es (AL). Para mensagens de inclusa˜o, o monitor do warehouse
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deve gerar uma consulta a ser avaliada pelas fontes de dados relacionadas.
Figura 2 - Algortimo T-SVM.
As consultas geradas pelas mensagens de inclusa˜o sa˜o processadas sequ¨encial-
mente. Em um ambiente distribu´ıdo, a consulta e´ dividida em porc¸o˜es e enviada
para as fontes de dados relacionadas. Para exemplificar a ordem de processamento
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das consultas, assume-se que a visa˜o materializada do warehouse e´ definida atrave´s
da seguinte expressa˜o:
V = (r1 12 . . . 12 ri−1 12 ri 12 ri+1 12 . . . 12 rn)
onde r1, ..., ri-1, ri, ri+1,..., rn sa˜o as n relac¸o˜es base armazenadas nas fontes de
dados. Supondo que uma atualizac¸a˜o Ui da relac¸a˜o ri e´ recebida no warehouse. As
mudanc¸as sa˜o processadas atrave´s de consultas enviadas para as fontes de dados
relacionadas. Assim, o warehouse gera uma consulta geral, denominada Qi, definida
como segue:
Qi = (r1 12 . . . 12 ri−1 12 Ui 12 ri+1 12 . . . 12 rn)
Termo Definic¸a˜o
Ai Resposta referente a consulta Qi.
AL Lista de ac¸o˜es a serem aplicadas no warehouse.
CountTime( ) Func¸a˜o que controla a ocorreˆncia de um intervalo de tempo.
insert(MV, Ui) Func¸a˜o que insere a tupla Ui na visa˜o materializada.
delete(MV, Ui) Func¸a˜o que exclui a tupla Ui na visa˜o materializada.
MQ Message Queue, fila que armazena o conjunto de mensagens
de atualizac¸a˜o recebidas pelo warehouse.
MV Visa˜o materializada armazenada no warehouse.
ParseQuery(Qi,j) Func¸a˜o que retorna a porc¸a˜o Q
j
i da consulta Qi, a ser avaliada
pela fonte j.
Qi Consulta gerada devido a atualizac¸a˜o Ui ocorrida em uma das
fontes de dados relacionadas.
Q<Ui> - denota a expressa˜o da definic¸a˜o da visa˜o V, com a
Q<Ui> relac¸a˜o base onde ocorreu Ui substitu´ıda pela tupla referente
a` Ui.
TIME Varia´vel que armazena o valor do intervalo de tempo
estabelecido para atualizar a visa˜o materializada.
Source Update Message Queue, conjunto de mensagens de
SUMQ(i) atualizac¸a˜o ocorridas na fonte i. O conjunto SUMQ(i) e´ um
subconjunto do conjunto MQ (SUMQ(i) ⊂ MQ).
Ui Atualizac¸a˜o ocorrida em uma das fontes de dados relacionadas
com o warehouse.
Ti Transac¸a˜o que agrupa diversas atualizac¸o˜es ocorridas em uma
mesma fontes de dados.
Tabela 1 - Terminologia utilizada no algoritmo SVM
O algoritmo T-SVM envia primeiramente as porc¸o˜es da consulta Qi para as
relac¸o˜es na direc¸a˜o esquerda da relac¸a˜o ri onde ocorreu a atualizac¸a˜o Ui, con-
siderando a expressa˜o condicional da definic¸a˜o da visa˜o. Depois de enviar a consulta
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para todas as relac¸o˜es da esquerda, a consulta e´ enviada para as relac¸o˜es na direc¸a˜o
direita de ri. A consulta e´ processada iterativamente, como segue: primeiro na
direc¸a˜o esquerda de ri e enta˜o prossegue na direc¸a˜o direita de ri. Desta forma, con-
sulta e´ primeiramente avaliada em ri-1, depois em ri-2, e assim por diante. O ware-
house envia a consulta para ser processada em ri-1, e depois de receber a resposta
Ai-1, continua o processamento enviando a consulta para ri-2. O processamento da
consulta acontece da mesma forma na direc¸a˜o direita. A Figura 3 representa a ordem
de processamento da consulta Qi.
Desta forma, assume-se uma topologia virtual das fontes de dados, definida
atrave´s da expressa˜o condicional da definic¸a˜o da visa˜o, utilizada para estabelecer
a ordem de envio das consultas para as fontes de dados. Esta forma de processa-
mento das atualizac¸o˜es foi definida com base na fila de mensagens de atualizac¸a˜o
proposta no algoritmo SWEEP [2].
Enquanto uma consulta esta´ sendo processada pelas fontes de dados, novas a-
tualizac¸o˜es podem ocorrer. Para eliminar o efeito das atualizac¸o˜es concorrentes,
o monitor do warehouse ao receber a resposta de uma fonte de dados, referente a`
porc¸a˜o de uma consulta avaliada, verifica se na˜o ocorreram novas atualizac¸o˜es nesta
fonte do instante em que a consulta foi gerada ate´ o momento em que a consulta
foi processada pela fonte. Para verificar a existeˆncia de atualizac¸o˜es concorrentes e´
utilizado o conjunto SUMQ(j) que guarda as atualizac¸o˜es ocorridas na fonte de dados
j e que ainda na˜o foram processadas pelo warehouse. A compensac¸a˜o e´ realizada
localmente no warehouse atrave´s das informac¸o˜es existentes na fila de mensagens e
em SUMQ(j), sem a necessidade de gerar e enviar novas consultas para as fontes de
dados relacionadas.
Os resultados das consultas e as ac¸o˜es de exclusa˜o na˜o sa˜o aplicados diretamente
no warehouse. Em vez disso, o algoritmo armazena todas as ac¸o˜es a serem execu-
tadas na visa˜o materializada na lista de ac¸o˜es. Desta forma, e´ poss´ıvel realizar uma
manutenc¸a˜o programada da visa˜o materializada, atrave´s da definic¸a˜o de intervalos
de tempo para aplicar as ac¸o˜es de AL no warehouse.
Figura 3 - Processamento iterativo da consulta
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Os resultados das consultas e as ac¸o˜es de exclusa˜o na˜o sa˜o aplicados diretamente
no warehouse. Em vez disso, o algoritmo armazena todas as ac¸o˜es a serem execu-
tadas na visa˜o materializada na lista de ac¸o˜es. Desta forma, e´ poss´ıvel realizar uma
manutenc¸a˜o programada da visa˜o materializada, atrave´s da definic¸a˜o de intervalos
de tempo para aplicar as ac¸o˜es de AL no warehouse.
O processo de atualizac¸a˜o da visa˜o materializada e´ realizado periodicamente
pela func¸a˜o CountTime. A periodicidade da manutenc¸a˜o da visa˜o materializada
e´ definida pelo usua´rio do sistema de data warehouse conforme as especificac¸o˜es e
requisitos do sistema. Os processos de recebimento de mensagens, processamento de
mensagens e atualizac¸a˜o do data warehouse sa˜o executados em paralelo pelo monitor
do warehouse.
O algoritmo T-SVM proporciona consisteˆncia forte, ou seja, o estado do ware-
house reflete um conjunto de estados consistentes das fontes de dados.
5 Um comparativo entre o algoritmo T-SVM e os de-
mais algoritmos apresentados
A Tabela 2 apresenta um resumo do comparativo das propriedades dos algorit-
mos de manutenc¸a˜o incremental de viso˜es materializadas para ambientes warehou-
sing.
O algoritmo ECA atende a um cena´rio de data warehouse bastante restrito, onde
a visa˜o materializada esta´ relacionada com uma u´nica fonte de dados. Desta forma,
o algoritmo T-SVM na˜o pode ser comparado diretamente com o algoritmo ECA.
Em um cena´rio de data warehousemais abrangente, com diversas fontes de dados
relacionadas, o processo de manter a consisteˆncia dos dados da visa˜o torna-se mais
complexo. Os algoritmos Strobe, T-Strobe, C-Strobe, SWEEP, Nested SWEEP,
SVM e T-SVM sa˜o aplicados em cena´rios de data warehouse onde existem diversas
fontes de dados relacionadas e cada atualizac¸a˜o ocorrida nas fontes de dados e´ re-
portada separadamente ao warehouse ou reportada atrave´s de uma transac¸a˜o que
engloba diversas atualizac¸o˜es ocorridas em uma mesma fonte de dados.
Os algoritmos SWEEP e C-Strobe proporcionam consisteˆncia completa em ce-
na´rios de transac¸a˜o de atualizac¸a˜o u´nica. Consisteˆncia completa determina que
cada estado do warehouse deve refletir um estado de transic¸a˜o das fontes de dados,
ou seja, cada atualizac¸a˜o ocorrida em uma fonte e´ refletida em um estado distinto
da visa˜o materializada. Entretanto, consisteˆncia completa pode ser um requisito
muito forte e desnecessa´rio na maioria dos cena´rios de data warehouse, pois a visa˜o
materializada e´ atualizada para cada mudanc¸a ocorrida nas fontes de dados [27].
Os algoritmos Strobe, T-Strobe, Nested SWEEP, SVM e T-SVM proporcionam
consisteˆncia forte, um requisito deseja´vel na maioria dos cena´rios de data warehouse
atuais. Consisteˆncia forte requer que a visa˜o materializada incorpore o efeito de
va´rias atualizac¸o˜es das fontes coletivamente [28].
A vantagem do SWEEP sobre o algoritmo C-Strobe, considerando que ambos
oferecem consisteˆncia completa, e´ que no SWEEP o nu´mero de mensagens envolvidas
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no processamento de uma atualizac¸a˜o e´ significativamente menor. No C-Strobe
o nu´mero total de consultas enviadas para processar uma atualizac¸a˜o e´ de (n-1)!
no pior caso, contra (n-1) mensagens necessa´rias utilizando o SWEEP, onde n e´ o
nu´mero de relac¸o˜es base que participam da definic¸a˜o da visa˜o do warehouse.
Nu´me- N´ıvel de Visa˜o Manutenc¸a˜o
Algoritmo ro de Consis- Custo* Cena´rios de inclui da visa˜o
fontes teˆncia Transac¸a˜o atributos materializada
chave
atualizac¸a˜o Requer um estado
ECA 1 forte O(1) u´nica SIM esta´vel do sistema
de data warehouse
atualizac¸a˜o Requer um estado
Strobe n forte O(n) u´nica SIM esta´vel do sistema
de data warehouse
Requer um estado
T-Strobe n forte O(n) local-fonte SIM esta´vel do sistema
de data warehouse
Requer um estado
G-Strobe n forte O(n) global SIM esta´vel do sistema
de data warehouse
Atualiza a visa˜o
C-Strobe n completa O(n!) atualizac¸a˜o SIM depois de cada
u´nica atualizac¸a˜o
processada
Atualiza a visa˜o
SWEEP n completa O(n) atualizac¸a˜o NA˜O depois de cada
u´nica atualizac¸a˜o
processada
Requer um per´ıodo
Nested n forte O(n) atualizac¸a˜o NA˜O em que cessem as
SWEEP u´nica atualizac¸o˜es
concorrentes
SVM n forte O(n) atualizac¸a˜o SIM Manutenc¸a˜o
u´nica Programada
T-SVM n forte O(n) local-fonte SIM Manutenc¸a˜o
Programada
*Custo de mensagens (atualizac¸a˜o)
Tabela 2 - Comparativo dos algoritmos de manutenc¸a˜o de viso˜es materializadas.
A principal vantagem dos algoritmos SVM e T-SVM sobre os outros algoritmos
que oferecem consisteˆncia forte, e´ a possibilidade de determinar quando a visa˜o
materializada do warehouse deve ser atualizada. Nos algoritmos Strobe e T-Strobe
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a visa˜o materializada e´ atualizada somente quando na˜o existem consultas sendo
processadas, portanto, se ocorrerem seguidas modificac¸o˜es nas fontes de dados o
warehouse na˜o sera´ atualizado. Para incorporar na visa˜o materializada as mudanc¸as
ocorridas nas fontes, o Nested SWEEP requer que na˜o existam atualizac¸o˜es efetiva-
mente concorrentes sendo processadas, o que e´ um requisito mais suave que o exigido
pelo Strobe e T-Strobe. Desta forma, e´ poss´ıvel dizer que os algoritmos Strobe, T-
Strobe e Nested SWEEP dependem de algum fator determinante, relacionado ao
volume de mensagens de atualizac¸a˜o recebidas, para incorporar na visa˜o materia-
lizada as mudanc¸as ocorridas nas fontes de dados. Utilizando os algoritmos SVM
e T-SVM e´ poss´ıvel atualizar a visa˜o em per´ıodos de tempo previamente definidos,
sem necessitar que o recebimento de mensagens de atualizac¸a˜o seja interrompido por
um per´ıodo de tempo no warehouse. Outro benef´ıcio da manutenc¸a˜o programada e´
que o usua´rio do sistema de data warehouse e´ quem determina a periodicidade de
manutenc¸a˜o da visa˜o materializada.
Os algoritmos SWEEP, Nested SWEEP, SVM e T-SVM realizam a compensac¸a˜o
das anomalias somente para as atualizac¸o˜es efetivamente concorrentes, ou seja, para
as atualizac¸o˜es que ocorreram na fonte de dados i antes da consulta que esta´ sendo
processada no warehouse ser avaliada na fonte i. Isto na˜o acontece com os algorit-
mos Strobe que avaliam totalmente o resultado de uma consulta antes de executar
qualquer compensac¸a˜o. Utilizando os algoritmos Strobe, a compensac¸a˜o e´ realizada
para todas as atualizac¸o˜es que ocorreram durante o per´ıodo de processamento da
consulta e na˜o somente para as atualizac¸o˜es que realmente interferem no resultado
da consulta.
Uma restric¸a˜o dos algoritmos da famı´lia Strobe e dos algoritmos SVM e T-SVM
e´ que a definic¸a˜o da visa˜o deve incluir os atributos chave para cada relac¸a˜o base
que participa do warehouse. Entretanto, esta restric¸a˜o permite reduzir o nu´mero de
mensagens necessa´rias para processar as mudanc¸as na visa˜o, visto que, as operac¸o˜es
de exclusa˜o sa˜o executadas diretamente na visa˜o materializada do warehouse, sem
a necessidade de gerar e enviar consultas para as fontes de dados relacionadas. A
maioria das aplicac¸o˜es inclui os atributos chave para as relac¸o˜es base, entretanto,
para as aplicac¸o˜es onde os atributos chave na˜o fazem parte da lista de projec¸a˜o da
definic¸a˜o da visa˜o e´ poss´ıvel adicionar estes atributos atrave´s do warehouse [27].
Os algoritmos ECA, Strobe, C-Strobe, SWEEP, Nested SWEEP e SVM foram
projetados para cena´rios de transac¸a˜o de atualizac¸a˜o u´nica. Os algoritmos T-Strobe
e T-SVM foram projetados para cena´rios de transac¸a˜o local-fonte e o algoritmo G-
Strobe para cena´rios de transac¸a˜o global.
Em cena´rios de transac¸a˜o local-fonte, e´ poss´ıvel agrupar diversas atualizac¸o˜es
ocorridas em uma fonte de dados em uma u´nica transac¸a˜o a ser processada no data
warehouse. Agrupar as atualizac¸o˜es de uma transac¸a˜o reduz o nu´mero de mensagens
de consulta enviadas e otimiza o processo de atualizac¸a˜o do warehouse.
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6 Concluso˜es
Data warehouse e´ um reposito´rio de dados coletados de fontes de dados autoˆnomas
e heterogeˆneas. Os dados do data warehouse sa˜o utilizados para auxiliar nos proces-
sos de tomada de decisa˜o e identificar tendeˆncias de mercado. O data warehouse
armazena uma ou mais viso˜es materializadas dos dados das fontes.
A manutenc¸a˜o incremental das viso˜es materializadas em data warehouses deve
refletir as atualizac¸o˜es ocorridas sobre os dados das fontes. As vantagens da ma-
nutenc¸a˜o incremental sobre as te´cnicas de reprocessamento e replicac¸a˜o dos dados
sa˜o principalmente o menor tempo requerido para atualizar a visa˜o se comparada
a` te´cnica de reprocessamento e o menor espac¸o de armazenamento requerido com
relac¸a˜o a` te´cnica de replicac¸a˜o.
Este artigo apresentou diversos algoritmos de manutenc¸a˜o incremental de viso˜es
materializadas para ambientes warehousing. Como resultado desse estudo um novo
algoritmo foi proposto, o algoritmo T-SVM que reu´ne os principais fundamen-
tos destes algoritmos. O T-SVM foi projetado para ambientes warehousing com
mu´ltiplas fontes de dados e proporciona consisteˆncia forte em cena´rios de transac¸a˜o
local-fonte, ou seja, cada estado warehouse reflete um conjunto de estados das
fontes. Consisteˆncia forte e´ um requisito de consisteˆncia adequado para a maio-
ria dos cena´rios de data warehouse atuais. Atrave´s do T-SVM e´ poss´ıvel realizar
uma manutenc¸a˜o programada da visa˜o materializada, ou seja, o data warehouse e´
atualizado periodicamente. A periodicidade da manutenc¸a˜o do warehouse e´ definida
pelo usua´rio final.
Uma sugesta˜o para trabalho futuro e´ a implementac¸a˜o do algoritmo T-SVM,
utilizando um caso real, com o objetivo de coletar me´tricas, como: 1) Desempenho
com relac¸a˜o ao nu´mero me´dio de consultas necessa´rias para processar mu´ltiplas
atualizac¸o˜es e 2) Desempenho com relac¸a˜o ao volume de dados transferido.
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