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Abstract
The past 20 years has seen rapid developments in circuit quantum electrodynamics, where
superconducting qubits and resonators are used to control and study quantum light-matter
interaction at a fundamental level. The development of this field is strongly influenced by
quantum information science and the prospect of realizing quantum computation, but
also opens up opportunities for combinations of different physical systems and research
areas. Superconducting circuits in the microwave domain offer a versatile platform for
interfacing with other quantum systems thanks to strong nonlinearities and zero-point
fluctuations, as well as flexibility in design and fabrication. Hybrid quantum systems
based on circuit quantum electrodynamics could enable novel functionalities by exploiting
the strengths of the individual components.
This thesis covers experiments coupling superconducting circuits to surface acoustic
waves (SAWs), mechanical waves propagating along the surface of a solid. Strong
coupling can be engineered using the piezoelectric properties of GaAs substrates, and our
experiments exploit this to investigate phenomena in quantum field-matter interaction. A
key property of surface acoustic waves is the slow propagation speed, typically five orders
of magnitude slower than light in vacuum, and the associated short wavelength. This
enables the giant atom regime where the artificial atom in the form of a superconducting
circuit is large compared to the wavelength of interacting SAW radiation, a condition
which is difficult to realize in other systems. Experiments described in this thesis use these
properties to demonstrate electromagnetically induced transparency for a mechanical
mode, as well as non-Markovian interactions between an artificial giant atom and the
SAW field.
When the SAW field is confined to a resonant cavity, the short wavelength allows
multimode spectra suitable for interacting with a frequency comb. We use a multimode
SAW resonator to characterize the ensemble of microscopic two-level system defects with
a two-tone spectroscopy approach. Finally, we introduce a hybrid superconducting-SAW
resonator with applications in quantum information processing in mind. Experiments
with this device demonstrate entanglement of SAW modes, and show promising results
on the way to engineer cluster states for quantum computation in continuous variables.
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EIT Electromagnetically induced transparency
HEMT High electron mobility transistor
IDT Interdigital transducer
MBQC Measurement-based quantum computing
QUAKER Quantum acoustic Kerr resonator
QED Quantum electrodynamics
SAW Surface acoustic wave
SQUID Superconducting quantum interference device.
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TLS Two-level system
TWPA Travelling-wave parametric amplifier
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The first computers were mechanical devices. The abacus, a precursor to computing
technology, predates the use of electricity by many centuries. While this may not imply
that the first practical quantum computers should also be mechanical, engineering quantum
states of the mechanical degree of freedom may prove useful to quantum information
applications.
Over the last two decades, circuit quantum electrodynamics (circuit QED) [1, 2]
has emerged as one of the most promising routes towards realising practical quantum
computation. Circuit QED is based on the controlled interaction between superconducting
qubits and resonators operating at microwave frequencies. This field allows studying
light-matter interaction at the quantum level, and scaling circuit QED systems is one
of the leading approaches to quantum information processing [3]. The versatility of
microwave circuits enables engineering hybrid quantum systems, where superconducting
circuits interact strongly with quantum systems of a different type, including mechanical
degrees of freedom. In this thesis, we investigate how surface acoustic wave (SAW) fields
can be coupled to superconducting microwave circuits in hybrid quantum acoustic systems.
In this introductory chapter, we start by outlining some basics of surface acoustic
waves, and attempt to provide a bit of context for the work presented in subsequent
chapters. We then introduce aspects of superconductivity that are integral to the devices
designed for the experiments presented in this thesis. Finally we briefly explain some of
the experimental methods involved, including sample fabrication methods.
In Chapter 2, we tackle the theoretical problem of SAW-qubit interaction, providing
the theoretical foundation for the results of Papers A-C. These experiments are based
the interaction of transmon qubits with SAW transmission lines, and are presented in
Chapter 3. Papers D and E present experiments with SAW fields confined to resonant
cavities. In Chapter 4 we discuss the probing of microscopic two-level system defects
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using the standing-wave modes of a SAW cavity. Finally, in chapter 5 we attempt to
develop the SAW-resonator towards quantum computing applications by coupling to a
nonlinear microwave circuit.
1.1 Surface acoustic waves
Surface acoustic waves are mechanical waves that travel along the surface of solids, and
were first described theoretically in 1885 by Lord Rayleigh [4]. SAW occur naturally as
they are generated by earthquakes, but also have a range of technological applications,
mainly in signal processing electronics for telecommunication.
The development of SAW-based electronic devices took off in the 1960’s with the
introduction of the interdigital transducer (IDT) fabricated on piezoelectric substrates
[5], which enabled efficient generation and detection of SAW in a compact geometry.
SAW devices with IDTs and reflective gratings could be efficiently produced using
photolithography and were developed as delay lines and filters for radar applications.
Later, with the rapid development of mobile communication technologies SAW filters have
found extensive use in particular in mobile phones. Today, the annual production figures
number in the billions. A key aspect enabling SAW-based technology is the slow velocity
of sound compared to electromagnetic signals. Compared to light, SAW beams propagate
five orders of magnitude slower, and therefore have the same reduction in wavelength at
a given oscillation frequency. This enables resonant structures to be engineered with a
much smaller on-chip footprint, a major advantage in modern integrated circuit design.
SAWs can be effectively interfaced with electric circuits because of the piezoelectric
effect. The asymmetric configuration of electric dipoles in piezoelectric crystals gives rise
to a net polarization when the material is strained. Conversely, a voltage applied across a
piezoelectric material will induce a mechanical deformation. This effect is present for any
insulating material whose crystal structure breaks inversion symmetry. On piezoelectric
substrates, SAW waves therefore give rise to oscillating electric fields as well as strain
fields. A spatially-periodic electrode structure can emit SAW if an oscillating voltage is
applied such that the period matches the SAW wavelength at the oscillation frequency.
In a piezoelectric material, the mechanical stress tensor T couples not just to the strain
S via Hooke’s law, but also the electric field ~E via [6]
T = cS− e ~E, (1.1)
where c is the elastic stiffness tensor and e the piezoelectric tensor. The constitutive
relation for the electric displacement field ~D is likewise modified from the non-piezoelectric
case and reads
~D = cS + ε ~E (1.2)
where ε is the electric permittivity (assumed to be isotropic). For symmetry reasons,
many elements of c and e turn out to be zero for most solids, and non-zero elements are
determined by a small number of independent parameters. SAWs result from solutions to
the elastic wave equation for the displacement ~u






Figure 1.1: Illustration of a Rayleigh wave in the plane of propagation. The Rayleigh
mode is a superposition of longitudinal and transversal modes, leading to elliptical
particle trajectories with a vertical major axis. The amplitude of the excitation decays
exponentially into the bulk of the material with a depth approximately corresponding to
the wavelength λSAW. The displacements have been greatly exaggerated for illustration.





SAW modes are solutions to Eqs. (1.1-1.3) in the piezoelectric half-space that decay into
the bulk (~u tends to zero as z → 0) and satisfy the stress-free boundary condition at
z = 0
Tiz = 0. (1.5)
The SAW excitations coupling to superconducting circuits in the work presented in this
thesis are Rayleigh modes [4], a combination of longitudinal and transverse acoustic modes
leading to elliptical motion of particles in planes normal to the surface and parallel to
the propagation direction. An important quantity for this interaction is the SAW electric
potential φ, given by ~E = −∇φ, which can induce potential differences across circuit
electrodes. The Rayleigh SAW mode is illustrated in Fig. 1.1. For derivation and further
discussion of the Rayleigh mode solution, see for instance [7, 8, 9].
In addition to radio frequency electronic devices, SAW-based devices are increasingly
used as sensors for gasses [10] and in liquid environments [11]. Another emerging
application is in the microfluidic systems used in life science, where SAWs provide a way
of transporting and mixing liquids in a controlled way [12]. As lab-on-a-chip systems grow
increasingly complex, SAW-based acoustofluidics promises to add important capabilities
to manipulate and analyse biological objects with integrated circuits [13].
In device-oriented solid state physics research, SAWs can be interfaced with a wide
range of elementary excitations. This can be exploited to probe condensed-matter systems
with sound, but also to provide additional means of controlling excitations for device
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applications. The coupling of SAW with graphene and other 2D materials provide a means
of controlling their electronic properties [14, 15] and can be used to generate acousto-
electric currents as well as enhanced optical coupling to graphene plasmon excitations
[16]. Magnetoelastic coupling allow surface acoustic waves to drive magnetic resonances
in ferromagnetic films [17]. This effect is exploited in the emerging field of straintronics,
where SAW-driven switching could be integrated in magnetic memory systems [18].
Of high relevance to the work presented in this thesis is the ability of SAW to couple
with and control individual quantum systems. The SAW electric potential can interact
with a two-dimensional electron gas in semiconductor heterostructures [19, 20]. Together
with electrostatically defined quantum dot structures [21], this allows for the transport
of single electrons confined to a SAW potential minimum, effectively creating moving
quantum dots. This mechanism can be used in optoelectronics to engineer single photon
sources [22], for spin transport and manipulation [23], as well as the developing field
of electron quantum optics. Here, quantum optical experiments are performed with
SAW-propagated single electrons [24] with the aim of realising quantum coherent effects,
including proposed schemes for quantum computing [25]. Standing wave SAW potentials
interfaced with a two-dimensional electron gas also have the potential to generate artificial
lattices for solid-state based quantum simulation [26]. SAW can also be interfaced with
optically active quantum dots [27, 28] and have been used to drive phonon-assisted Rabi
oscillations in NV-centres in diamond [29] as well as Rabi oscillations in a single defect
spin in SiC [30]. The versatility of SAW devices in the engineering of both confined
and propagating fields and the wide range of quantum systems that can be interfaced
make SAW a good platform for coupling disparate quantum systems [31]. This naturally
includes superconducting quantum circuits, and could provide an important coupling
element to future hybrid quantum information systems.
1.2 Quantum acoustics with superconducting circuits
Whereas SAWs can be used to probe and control a wide range of quantum systems, the
coupling to superconducting circuits enables remarkable possibilities of engineering non-
classical states of the SAW field itself. The comparatively large size of superconducting
circuits and the ability to engineer the overlap between microwave and mechanical
modes allows hybrid superconducting acoustic systems to achieve interaction strengths
that exceed dissipation rates at the single excitation level, the so-called strong coupling
regime. An important development in this direction was the cooling to the motional
ground state and qubit control of a piezoelectric cantilever oscillator in 2010 [32]. Rapid
development since then has seen superconducting qubits used to create non-classical
phonon states in bulk acoustic resonators [33, 34] and resolve the phonon number of
acoustic excitations [35]. Acoustic resonators are compact and can be designed to support
multiple modes, which could enable integration in superconducting quantum processors
as memories [36]. Another important prospective application for quantum acoustics is
in the conversion of quantum information between the microwave and optical frequency
domains, the main objective of research in optomechanics [37]. The coupling of an acoustic
device with both superconducting circuits and laser light could enable communication
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of quantum information between distant superconductor-based quantum processors via
optical fibers. This idea is being pursued using a variety of configurations including
SAW-based architectures [38, 39].
Surface acoustic waves were probed with a single-electron transistor in 2012 [40] and
then made to interact with a superconducting qubit for the first time in 2014 [41]. In
this experiment, propagating SAW beams were scattered and emitted by a transmon
qubit fabricated on gallium arsenide. In contrast to most implementations of quantum
acoustics with superconducting circuits, SAWs enable the coupling of artificial atoms to
propagating modes, an acoustic analogue of what in the microwave domain is referred
to as waveguide QED [42, 43]. The slow propagation velocity and associated short
wavelength of sound enable exploring new parameter regimes of quantum optics, or rather
quantum atom-field interaction, where the quantum emitter is large compared to the
wavelength of coupled radiation. Some progress in this direction is presented in this thesis,
including non-Markovian giant atoms (Paper A) and electromagnetically induced acoustic
transparency (Paper C).
SAW resonators have been operated in the quantum regime [44] and coupled to
superconducting qubits [45, 46]. As for propagating SAW, this has led to investigations of
new parameter regimes [47, 48] not easily realized in quantum optical systems. Similarly
to bulk acoustic systems, the controlled generation of non-classical phonon states has
been implemented with SAW [49], and quantum state transfer has been demonstrated
using a SAW resonator as an effective delay line. These experiments demonstrate the
viability of using SAW to encode and transmit quantum information.
1.3 Superconductivity and the Josephson effect
Superconductivity, discovered in 1911 by Kamerlingh Onnes [50], is characterized by
vanishing electrical resistance below a certain critical temperature Tc. The circuits
discussed in this thesis are measured in the superconducting state of aluminium, and the
absence of normal-metal resistive loss is essential to their operation. We also make use of
the special properties of supercurrent tunnelling in device engineering.
In the superconducting state, electrons form pairs due to the phonon-mediated electron-
electron interaction [51], and condense into a collective ground state [52]. The energy
required to break one of these so-called Cooper pairs is twice the superconducting gap ∆s,
and the vanishing density of states inside the gap prevents electrons from the scattering
processes that induce resistance. The collective many-particle state of the Cooper pair




superconducting phase θ plays an important role in the tunneling of Cooper pairs across
Josephson junctions, nonlinear circuit elements that form an important building block in
superconducting quantum circuits.
1.3.1 Josephson junctions
A key element to superconducting quantum circuits is the Josephson junction. It consists
of two superconducting electrodes separated by a thin (∼ 2 nm) tunnel barrier. The tunnel
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current across the junction depends on the relative superconducting phase ϕ = θ1 − θ2 of
the two electrodes
I = Ic sinϕ. (1.6)
The critical current Ic is the maximal supercurrent the junction can sustain and is
determined by the tunnel coupling across the barrier. If a voltage is applied across the







These relations were predicted theoretically by Josephson [54] in 1962. From the Josephson







The Josephson junction has the current-voltage characteristic of an inductor, and rear-












where we have introduced the magnetic flux quantum Φ0 = h/(2e). The junction is
characterized by the Josephson inductance LJ = Φ0/(2πIc), inversely proportional to the
critical current. Like classical inductors can store energy in magnetic fields, energy can be
stored in the Josephson junction. This energy is given by integrating the electric power













where we have inserted the relations (1.6-1.7). Changing the integration variable to ϕ









(1− cosϕ) = EJ (1− cosϕ) (1.11)
The parameter EJ = Φ0Ic/(2π) is the characteristic energy of the junction and sets
an important energy scale for the design of superconducting devices. To enable flux
tuning of the Josephson energy, junctions are often integrated into devices in the form of
a superconducting quantum interference device (SQUID). The SQUID consists of two
junctions in parallel, effectively forming a loop. It can be shown that the critical current






where we have assumed that the two junctions are identical with critical current Ic. A
magnetic flux generated by an external coil or an on-chip flux line can then be used to
tune the SQUID critical current. As SAWs generally can only be excited over relatively
narrow bandwidths in a given device, the ability to tune circuit parameters in situ greatly
facilitates engineering the interaction. In addition, the SQUID enables parametric driving,




All results in this thesis were measured with devices fabricated in the Chalmers nanofab-
rication laboratory on gallium arsenide substrates. The IDT structures are defined by
electron-beam lithography. To start the fabrication process, a clean wafer is spin-coated
with two layers of resist, a polymer sensitive to electron irradiation. The desired pattern
is then exposed to an electron beam. After exposure, development chemicals are used to
selectively remove the resist layers in the exposed areas, where polymer chains have been
disrupted by the electron irradiation. The higher sensitivity of the bottom resist layer
ensures the formation of an undercut. Subsequently, an aluminium layer is deposited
using an electron-beam evaporator. To minimize the mass load on the SAW which may
induce unwanted scattering, the Al layer is only about ∼ 30 nm thick. The undercut is
necessary to get a clean metal film not sticking to the resist sidewalls, but if it gets too
large the IDT finger array structures cannot be resolved. The samples used for Papers
A-D use a minimal finger separation of 150 nm. An improved fabrication recipe allowed
the samples measured for Paper E to use a 90 nm feature size. After deposition the resist
is removed, leaving the wafer with the desired Al pattern.
The Josephson junctions consist of overlapping aluminium electrodes separated by an
aluminium oxide tunnel barrier. They are likewise fabricated using e-beam lithography,
but require two metal deposition steps from different angles with oxidation in between.
By choosing the angle of deposition, the resist pattern is projected onto slightly different
positions on the substrate. In the Dolan technique [56], also known as shadow evaporation,
alternating between a positive and a negative angle creates an overlap between the
junction electrodes. This method is used for the junctions in Papers A-C, and requires
a suspended bridge in the resist to create the ”shadow”. In paper E, we adopt the
Manhattan fabrication method, which involves a 90◦ rotation around the normal axis
of the substrate between deposition steps. This method does away with the suspended
bridge, improving robustness of the process, but requires an additional lithography step
[57].
Remaining metal structures besides IDTs and junctions are fabricated using a direct-
write maskless optical lithography process. The recipes for the fabrication steps are
provided in Appendix B.
1.4.2 Measurement techniques
To be useful for quantum physics experiments, superconducting circuits operating at GHz
frequencies need to be cooled down to their quantum ground state, requiring temperatures
of the order ∼ 10 mK. While this may sound like a terminal drawback, commercially
available dilution refrigerators reach this temperature with highly automated operation.
The cooling power at the base temperature stage of a dilution refrigerator is generated by
the enthalpy of mixing the 4He and 3He isotopes of helium. Below temperatures of around
0.8 K the He mixture separates into two phases with different concentrations of 3He. Heat
is required to move 3He from the concentrated phase (almost pure 3He) to the dilute phase
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(6.4 % 3He), and in the refrigerator this heat is removed from the experimental space,
cooling it below 10 mK. Modern dilution refrigerator such as the Bluefors system used for
the experiments presented in this thesis have a pulse-tube cryocooler for pre-cooling the
system to 4 K where the dilution cycle can be started. Traditionally this was accomplished
with a liquid helium bath. With a cryocooler, the system is closed and ”dry”, in the
sense that user does not need to handle any cryoliquids. For a detailed description of the
dilution refrigerator working principle and technology, see the reference [58].
The experimental wiring consists of coaxial cables that are attenuated for input lines,
and amplified with cryogenic HEMT amplifiers for the device output signals. To prevent
thermal noise from reaching the device through the output line, the sample is connected to
the amplifiers via microwave circulators or isolators. Isolators are non-reciprocal two-port
microwave components based on ferromagnets that only allow forward-propagation of
the signal. Circulators are three-port devices that work similarly and allow reflection
measurement setups. The dimensions of circulators and isolators are set by the wavelength
of the microwave fields in the frequency range of operation, and become bulky at low
frequencies. As lower frequencies relax the demands on lithographic precision in SAW
device fabrication, the experiments of Papers A-D are performed with circulators in the
2.15 GHz-2.65 GHz range. The device designed for the experiments reported in Paper D
operate slightly below 4 GHz and are compatible with isolators with a 4 GHz nominal
cutoff frequency. This measurement also makes use of a travelling-wave parametric
amplifier (TWPA) [59] supplied by Lincoln Labs. the TWPA provides amplification near
the quantum limit of added noise across a bandwidth ranging from below 4 GHz to above
8 GHz. This makes the setup slightly more complex, as operating the TWPA requires a
strong pump signal via a separate input line. A schematic of the cryostat wiring diagram
for this setup is shown in Fig. 1.3.
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Figure 1.2: The dilution refrigerator Wampa where the experiments presented in this
thesis were performed. Photo: WACQT. Inset shows sample boxes installed with a



































Figure 1.3: Wiring diagram for the dilution refrigerator. The QUAKER device, discussed
in Ch. 5, has two coaxial cable input lines. In addition, there is an external coil with a
filtered DC line. The output line is amplified with a travelling-wave parametric amplifier
(TWPA). The left inset shows the TWPA assembly.
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Coupling a superconducting qubit to surface
acoustic waves
In this chapter we introduce the transmon, the type of superconducting qubit used in the
experiments presented in this thesis, as well as the transducer design used to engineer
the SAW-qubit coupling. We then derive expressions for the coupling strength using a
semiclassical circuit model approach as well as using a quantum mechanical treatment.
2.1 The transmon qubit
Introduced in 2007 [60], the transmon is the most widely used superconducting qubit
[61] and most efforts to develop superconducting quantum processors rely on this type
of circuit. The transmon is an LC resonant circuit consisting of a Josephson junction
or SQUID acting as an inductive element shunted by a capacitance. The Hamiltonian
of the transmon is obtained by adding the charging energy of the capacitance and the
Josephson energy of the junctions, giving
Ĥ = 4EC(n̂− ng)2 − EJ cos ϕ̂. (2.1)
The energy scale EC = e
2/(2C) where C is the total transmon capacitance, is equal to
the electrostatic energy of adding one excess electron to the transmon. In addition to the
shunt capacitance Ct, the transmon is connected to an external circuit for control and
read-out via the gate capacitance Cg. The classical variable ng is the offset charge due to
the gate voltage ng = CgVg/(2C). The characteristic energy of the junction is set by the








Figure 2.1: Transmon circuit diagram. The crossed square represents the Josephson
junction, which may be split into two parallel junctions to form a SQUID. Such configura-
tions allow for tuning the transmon frequency by applying a magnetic flux. The total
capacitance is C = Ct + Cg + CJ , where CJ is the typically negligible capacitance of the
junction electrodes.
the transmon n̂ and the phase across the junction ϕ̂ obey the commutation relation
[n̂, ϕ̂] = −i. (2.2)


















The transmon is designed to operate in the regime where EJ  EC . In this case the
charge dispersion, the dependence of the resonance frequency on the gate charge ng, is
strongly suppressed, reducing the sensitivity to charge noise. The transmon Hamiltonian
is similar to that of a quantum harmonic oscillator, with the parabolic potential replaced
by a cosine term. This modifies the harmonic, equidistant energy spectrum into a slightly
anharmonic one. Expanding up to fourth order in ϕ̂ this gives







4 + ... (2.5)
The leading term in eq (2.5) corresponds to the harmonic oscillator. The quartic term
contributes a negative anharmonicity α = ω12−ω01, where ωij is the transition frequency








The transmon anharmonicity is α = −EC , which diminishes as more capacitance is
added. The trade-off between suppressing charge dispersion and maintaining sufficient
anharmonicity is greatly aided by the fortunate circumstance that the dispersion is
exponentially suppressed as the Ec/EJ ratio is reduced, while the anharmonicity decreases
only algebraically. This different behaviour is a key reason for the widespread adoption
of the transmon for superconducting qubit experiments. To operate the transmon as a
qubit, we identify the ground and first excited states as the logical states |0〉 and |1〉,





The form Eq. (2.7) assumes a quasi two-level system, i.e. that the anharmonicity is
sufficient to prevent signals resonant with ω01 from exciting higher transitions, and that
these transitions are not addressed in the system under consideration.
2.2 The interaction of a qubit with a propagating SAW
field
To describe the coupling of a qubit to SAW we shall first introduce the basic theory of the
interdigital transducer (IDT), and then develop a semiclassical circuit model integrating
this component with the transmon described above. We will also consider a quantum
mechanical model of this interaction for the simplified case of pointlike transducer fingers.
2.2.1 Interdigital transducers
The conversion of signals between electromagnetic and surface acoustic wave excitations
is based on the piezoelectric effect, and the circuit element we use for this purpose is
the interdigital transducer. The IDT consists of a periodic array of finger electrodes,
alternately connected to a top and bottom bus bar electrode. Effective transduction
occurs when the period of the IDT matches the SAW wavelength, giving rise to a strong
frequency dependence in the conversion efficiency between electromagnetic signals and
SAW. Assuming linear response, the IDT is characterized by the transmitter and receiver
response functions µ and gm [6]. The electric potential φout of a SAW wave emitted
from the the IDT is given by φout = µVt, where Vt is the voltage applied across the
transducer. The receiver response function g relates the current generated in the IDT
circuit to the amplitude of an incoming SAW wave, I = gmφin. It is natural to consider
a transmission line model for the SAW with a characteristic impedance Z0. When
interfacing SAW with electrical circuits we are mainly interested in the electric potential
φ, and define the characteristic impedance in terms of φ and the total power PSAW,
giving Z0 = |φ|2 /(2PSAW). For the IDT response functions, it holds that gm = 2µ/Z0.
To quantitatively describe the behaviour of the IDT and SAW transmission line, it is
necessary to consider the material properties of the substrate on which the surface acoustic
waves propagate. The strength of the piezoelectric interaction is characterized by the




Figure 2.2: IDT designs. The simplest configuration a) typically gives rise to a distorted
response due to internal mechanical reflections. The layout b) where each finger is split
into two is used to suppress such reflections, but requires a finer finger pitch.
additional stiffness in the material, as the electric fields induced counteract the material
strain. A conducting film covering the substrate screens the electric field, reducing this
effect and thereby also reducing the SAW velocity. The coefficient K2 can be expressed
in terms of the relative magnitude of this velocity change. If SAW propagate on a free
surface with velocity vSAW and ∆v = vSAW − vm is the difference in velocity compared to





The other important material parameter is the effective permittivity CS . This is the
capacitance per unit length of overlap between two fingers assuming a 50 % metallization
ratio, meaning the gap is equal to the individual finger width. The characteristic impedance





where W denotes the finger overlap. The frequency ωIDT is defined by the condition
of constructive interference of SAW emitted from all finger pairs, given by ωIDT/2π =
2p/vSAW for a transducer period of 2p. The transmitter response function of a single IDT
finger pair for the 50 % metallization case is
µe = 1.6iK
2. (2.10)
This element factor is calculated considering the charge distribution arising from biasing
one finger while the others are grounded. To obtain the IDT response µ, we have to
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consider the superposition of contributions from each electrode in the structure. In
general, as well as for the simplest IDT design illustrated in Fig. 2.2a, internal reflections
in the IDT imply the response can only be calculated numerically. If such reflections are
neglected, µ may be calculated by multiplying µe with the array factor A obtained from




Pn exp ikxn. (2.11)
The array factor then is the Fourier transform of the real space configuration of electrodes,
which allows for tailoring the frequency response by changing the transducer layout. For














where Np is the number of periods in the IDT structure and X = Npπ (ω − ωIDT) /ωIDT.
Here we have made the small-angle approximation sin (ω − ωIDT) /ωIDT ≈ (ω − ωIDT) /ωIDT,
valid close to the IDT centre frequency ωIDT. The array factor gives a sinc-like fre-
quency dependence to the IDT response which for a non-reflective transducer with finger
pitch p is centred around ωIDT/2π = 2p/vSAW. The SAW velocity is typically around
vSAW ≈ 3000 m/s, resulting in wavelengths of the order λSAW = 2p ≈ 1µm for devices in
the GHz frequency range.
To suppress internal reflections, we adopt a double-finger design shown in Fig. 2.2b,
where each finger is replaced by two, separated by p/4. The suppression arises from
destructive interference of reflections from each of the split fingers. In this configuration,









where the subscript df (sf) indicates the double (single) finger case. With the approxi-
mation µe,df ≈ µe,sf/
√
2, we get the transmitter response function valid for both single





For the purpose of device design it is useful to describe the IDT with a circuit model.
The effect of SAW transduction contributes a complex admittance Ya = Ga + iBa to the
IDT circuit. The acoustic conductance Ga represents conversion of electrical current to










Figure 2.3: Real (Ga) and imaginary (Ba) parts of the acoustic admittance Ya as a
function of frequency. On acoustic resonance ω = ωIDT, Ga is maximal and Ba = 0. At
frequencies above (below) the IDT centre frequency, Ba contributes a negative (positive)
susceptance, providing a capacitance-like (inductance-like) impedance to the IDT circuit.
The imaginary impedance Ba is related to Ga via the Hilbert transform due to causality











where the conductance on IDT resonance X = 0 is
Ga,0 ≈ 1.3K2N2pωIDTWCs. (2.20)
The frequency dependence of Ga and Ba are shown in Fig. 2.3. Together with the
capacitance Ct due to the IDT fingers, Ga and Ba form the circuit of Fig. 2.4a. In
principle, maximal acoustic conversion occurs when the imaginary impedance Ba balances
the IDT capacitance iBa+1/(iωCt) = 0. To achieve efficient conversion between electrical
and acoustic signals in practice, the impedance matching to the connected electrical
transmission line has to be taken into account.
2.2.2 Semiclassical circuit model for SAW-qubit coupling
The SAW-coupled transmon consists of an IDT shunted to ground by a SQUID. This



















Figure 2.4: Transducer circuit diagrams. a) Circuit diagram for an IDT consisting of the
acoustic admittance elements in parallel with the capacitance Ct of the finger structure.
b) A SAW-coupled transmon qubit circuit diagram. The two junctions forming a SQUID
enables tuning of the transmon resonance frequency ω01 by an external magnetic flux.
As it may be difficult to align the qubit frequency with the IDT centre frequency using
fixed fabrication parameters, flux tuning is essential to obtaining qubit-IDT resonance
ω01 ≈ ωIDT. Whereas the IDT in a) is generally directly connected to an electrical
transmission line, qubit excitations are controlled via the gate capacitance Cg.
acts as the shunt capacitance of the transmon, as shown in the schematic illustration of
Fig. 2.5. To extend the IDT circuit model to represent the transmon, we add a tunable
inductance LJ in parallel with the acoustic admittance and IDT capacitance. Neglecting
other losses, the relaxation rate of the qubit by emitting SAW is given by the dissipation


















where Γa0 ≈ 0.5K2NpωIDT is the on-resonance decay rate. This semiclassical picture does
not account for the discrete nature of qubit excitations, but remains valid for the case
when the transmon is not excited above the |1〉 level.
It is interesting to note that the tunable inductance of the SQUID facilitates impedance
matching. Consider the acoustic reflection of a SAW wave incident on the SAW-coupled
transmon. The S-parameter S11 [65], defined as the ratio of incoming to reflected voltage








The minus sign arises from the phase shift of the reflected signal. The current I is related
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Figure 2.5: SAW-coupled transmon qubit. The bottom electrode (black) is grounded
and shunted to the top electrode (red) via a SQUID. The interdigitated finger structure
provides the shunt capacitance of the transmon as well as coupling to SAW. An external
magnetic flux threading the SQUID loop can be used to tune the transmon resonance
frequency. The top electrode is capacitively coupled to an external circuit for control and
readout.
to Vt by the impedance Ytot = Ya + iωC + 1/(iωLJ), which yields
S11 =
Ga
Ga + iBa + iωC + 1/(iωLJ)
. (2.24)
where we have used that Ga = −µgm. We observe that when the (tunable) inductance
LJ balances out Ba and the capacitve impedance such that iBa + iωC + 1/(iωLJ) = 0,
the incoming wave is totally reflected. This is consistent with the theoretical total
reflection of coherent signals in one dimension by ideal two-level emitters [67]. Identifying
the transmon resonance frequency as ω01 = 1/
√
LJC, the condition for total reflection
becomes ω01 = ω
√
1 +Ba/(ωC). In the experimentally relevant limit Ba/(ωC) 1 we
get the approximate resonance condition as




The imaginary part of the acoustic impedance gives rise to a shift in the qubit resonance
frequency compared to the non-piezoelectric case. This frequency dependent renormaliza-
tion can be interpreted in a quantum mechanical description as a Lamb shift [68] due to
the interaction with the phononic vacuum [69].
2.2.3 Quantum mechanical derivation
Similarly to a qubit capacitively coupled to a superconducting resonator or transmission
line, the transmon interacts with SAW via the offset charge induced by the electric field of
the SAW wave. We obtain the Hamiltonian of a transmon coupled to a SAW transmission
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line by identifying the gate charge in Eq. (2.1) with the surface charge due to SAW, giving
Ĥ = 4EC(n̂− n̂s)2 − EJ cos ϕ̂ = 4EC n̂2 − EJ cos ˆ̂ϕ− 8EC n̂n̂s + 4EC n̂2s. (2.26)
The interaction term is given by










where â and â† denote the annihilation and creation operators for the transmon. In this
description, the classical gate offset charge ng has been replaced by the surface charge
induced by SAW n̂s, which is related to electric potential φ̂(x, t) of the SAW field. For a





where Cpair denotes the capacitance of the finger pair and x0 its position. In analogy with
quantum optics, the SAW modes in the substrate can be quantized [70]. As the qubit
couples to a continuum of modes in the transmission line, the SAW electric potential has
to be integrated over all wavevectors k, giving [67]














Here we have introduced the annihilation and creation operators for the SAW field obeying
[b̂k, b̂
†
k′ ] = δ(k − k′), as well as the characteristic impedance Z0 of the SAW transmission
line. The SAW velocity vSAW and angular frequency ωk are related by the linear dispersion











Inserting the expression of Eq. 2.29 with the rotating wave approximation, neglecting





















is the coupling energy density in the wave vector space. From this we obtain the energy















where CΣ is the total capacitance of the transmon. We will consider SAW emission into
modes close to the IDT frequency and take ωk = ωIDT. Also here the coupling strength
can be expressed in terms of the electromechanical coupling coefficient K2, defined as
K2 ≡ ωIDTZ0Cpair. With the approximation
√








We will make the approximation that the device capacitance is dominated by the IDT
fingers and take CΣ = NpCpair. Here it is useful to note that the coupling per finger is
not independent of the number of fingers Np due to the role of the total capacitance, and
neglecting to take this into account will result in incorrect scaling of the coupling rate
with Np.
To get the total relaxation rate for a device with Np finger pairs, we have to account
for the array factor which sums the contributions from all finger pairs. We again consider










In this section we have considered the IDT fingers as pointlike, and do not account for
the impact of the spatial extent of the electrodes on the element factor. We still obtain
approximately the same expression and, importantly, a consistent scaling with design and
material parameters. The expression Eq. (2.35) is valid for the case where the wavelength




Light-matter interaction has conventionally been studied in cavity quantum electrody-
namics with atoms that are several orders of magnitude smaller than the wavelength of
the electromagnetic field. In circuit quantum electrodynamics, artificial atoms in the form
of superconducting qubits are of macroscopic dimension, but still interact with microwave
fields of much longer wavelength than their typical size. In these cases it is generally
a valid approximation to consider the atom as a pointlike dipole in the description of
their interaction with light [71]. For a superconducting qubit coupled to surface acoustic
waves on the other hand, the qubit IDT spans many wavelengths. As we have seen in
the previous section, the interference between coupling points gives rise to a frequency
dependent coupling not present in the single dipole case [69]. In principle, this frequency
dependence can be designed by engineering the layout and relative interaction strength of
the coupling points. This giant atom regime of quantum optics opens up possibilities for
effects and applications that cannot be easily realized with conventional atoms. Basic
examples exploiting frequency-dependent coupling include population inversion [69, 72]
and electromagnetically induced transparency (EIT), demonstrated in the acoustic domain
in the appended Paper C. More complex setups involving multiple giant atoms coupled
to a common transmission line could enable novel applications in quantum information
processing. If the coupling points are interleaved between neighbouring giant atoms, the
interaction can be engineered such that the giant atoms are protected from decohorence
by emitting into the waveguide, while waveguide-mediated atom-atom interactions are
preserved [73]. This prediction has been confirmed in a waveguide QED experiment,
where two superconducting qubits were coupled to a common waveguide at two points
each in a braided layout [74].
In general, while giant atoms are large relative to the coupled field wavelength, their





Figure 3.1: Regimes of field-atom interaction. a) Ordinary, small atom. b) Giant atom
with coupling points separated by a distance comparable to the field wavelength. c)
Non-Markovian giant atom, where the field propagation time is not small compared to
the inverse atom relaxation rate.
no memory effects are present [75]. Due to the slow propagation velocity of SAW, the
interaction between the SAW field and a qubit can be engineered such that the phonon
time-of-flight across the qubit cannot be neglected. This gives rise to an intrinsic time
delay, and represents a different parameter regime than the Markovian giant atoms. The
simplest case to demonstrate this non-Markovian giant atom regime is a qubit coupled
to a SAW transmission line at two distant points. If the separation distance takes a
longer time for the SAW wave to traverse than the excited state lifetime of the qubit, an
initially excited qubit will not decay exponentially, but show revivals in the excited state
population due to reabsorption of previously emitted phonons.
Figure 3.1 illustrates giant atom configurations in the Markovian and non-Markovian
regimes. In Sec. 3.1 we discuss electromagnetically induced transparency and how it
can be observed using giant atoms. We also present results showing EIT in the acoustic
domain, as well as experiments towards on-chip routing of SAW signals performed in the
same setup. We then proceed to a treatment of non-Markovian giant atom regime in
Sec. 3.2.
3.1 Electromagnetically induced transparency
Electromagnetically induced transparency is a quantum interference effect in a three-level
medium interacting with two different electromagnetic fields [76]. Interference between
excitation pathways in the medium renders it transparent to the probe field in the presence
of the control field. EIT has primarily been observed in cold atomic gasses [77], where the
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modified refractive properties associated with the transparent feature in the absorption
spectrum has enabled slowing down the group velocity of light below 100 m/s [78]. In
optomechanical systems, the nonlinear radiation-pressure coupling between optical and
mechanical modes enable the analogous effect of optomechanically induced transparency
[79].
The role of quantum coherence in the transparency effect is somewhat subtle and some
attention has been directed towards the proper definition and identification of EIT [80].
In the presence of an oscillating electromagnetic field, atomic levels coupling to the drive
split into dressed states, separated by an amount proportional to the drive amplitude. If
the control tone is strong enough to separate dressed states significantly in relation to
the transition linewidth, absorption of the probe beam may be suppressed. This is the
Autler-Townes (AT) effect [81] and while very similar in practice to EIT, they are distinct
in that AT does not rely on atomic coherence. The two effects may be distinguished using
the fact that EIT can be observed also when the control field is too weak to appreciably
separate atomic energy levels.
3.1.1 Theory of EIT
We will consider the case of a single three-level artificial atom coupled to a probe and
control field. The Hamiltonian for this system can be written as
H = ω01σ̂11 + ω02σ̂22 +
Ω̃p(t)
2
(σ̂01 + σ̂10) +
Ω̃c(t)
2
(σ̂12 + σ̂21) (3.1)











The ladder operators σ̂ij = |i〉 〈j| for the artificial atom connect the states i and j. For
the probe (control) field frequency we assume that ωp ≈ ω01 (ωc ≈ ω12), and it holds that
ω02 = ω01 + ω12. The effective drive strength of the probe is given by Ωp and Ωc is the
typically larger drive strength of the control tone.
From input-output theory, the transmission coefficient of the probe beam across the
atom is related to off-diagonal elements in the density matrix [82, 83]




To find the expectation values σ01 = 〈σ̂01〉 we solve the Heisenberg equations of motion









Using that [σ̂ij , σ̂kl] = δjkσ̂il − δilσ̂kj we may write Eq. (3.5) for the operators coupling
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to the ground state as
d
dt
σ01 = −iω01σ01 + i
Ω̃p(t)
2
(σ11 − σ00) + i
Ω̃c(t)
2
σ02 − γ01σ01, (3.6)
d
dt






σ01 − γ02σ02, (3.7)
where hats have been removed to indicate expectation values. The effect of decoherence
has been added with the rate γ0i = Γi/2 + γϕ,i, where Γi is the total spontaneous decay
rate of the level |i〉, and γϕ,i the pure dephasing rate. In the limit where the probe is
weak, we can make the approximation that the artificial atom remains in the ground state



































In the steady state we have (dSij/dt = 0). Making the rotating wave approximation,
where fast-rotating terms are assumed to average out to vanish, we may collect the terms
in Eqs. 3.10-3.11 and get











Solving for S01 gives
S01 = i
Ωp/2





where ∆p = ωp − ω01, ∆c = ωc − ω12 and we have used the fact that ω02 = ω01 + ω12.
Inserting into Eq. 3.4 gives for the transmission coefficient
t = 1 +
Γ10





The reflection r is related to the transmission by the relation t = 1 + r. The expression













Figure 3.2: Electromagnetically induced transparency and Autler-Townes splitting. The
ladder level structure used for realizing EIT with a SAW-coupled qubit is illustrated in a).
More common in EIT experiments is the Λ level scheme shown in b). In both cases the
transition |2〉− |0〉 is dipole forbidden. To realize EIT, it is necessary that the decoherence
of the state |2〉 is smaller than for the state |1〉, and the former is sometimes referred to
as the metastable state for this reason. c) Theory curves (Eq. (3.15)) illustrating the
transmission as a function of probe detuning ∆p for the EIT and AT cases. The curve
showing EIT (blue) is obtained with the parameter values Ωc = γ01/2 = 10γ02. The
corresponding values for the AT regime (red) are Ωc = 2γ01 = 8γ01.
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depending on the mechanism behind the transparency. To distinguish EIT from AT
[80], we analyse the poles of Eq. 3.15 when ∆p = ∆c = 0. For the case Ωc > γ01 − γ02,
the absorption can be written as a sum of two Lorentzians separated in frequency by
Ωc. The dual Lorentzians are a feature of the dressed-state level splitting associated
with the Autler-Townes effect. Genuine EIT is observed in the weak control limit, when
Ωc < γ01− γ02. Now Eq. 3.15 has imaginary poles, which makes the expression equivalent
to the difference between two Lorentzians [80]. Note that to reach this regime, it is a
requirement that the decoherence rates satisfy γ02 < γ01. This implies the state |2〉 is
longer lived than the first excited state |1〉. For the ladder-type level scheme of a transmon
qubit this is not generally the case, as the coupling rate to propagating modes scales
with excitation number as Γn ∝
√
n. Observations of EIT in superconducting circuits
therefore typically involves the engineering of an artificial Λ level structure using qubits
interacting with microwave resonators [84]. For SAW-coupled qubits on the other hand,
the frequency-dependent coupling rate described in Sec. 2.2.2 allows for satisfying the EIT
condition without using the combined states formed by a qubit in a resonator. In Paper C
we exploit this property to demonstrate EIT in a propagating acoustic mode. The ladder
and Λ level structures are illustrated in Fig. 3.2a-b. We also show a theoretical plot of
the transparency feature in the AT and EIT regimes in Fig. 3.2c. A notable qualitative
difference is the sharpness of the EIT transparency feature as compared to the AT. The
sharp change in absorption with frequency is what gives rise to the slow light propagation
in EIT media.
3.1.2 Acoustic EIT measurements
To demonstrate electromagnetically induced acoustic transparency we use a device con-
sisting of a SAW-coupled transmon qubit embedded in a SAW delayline. The qubit
has Np = 25 finger pairs and a centre frequency slightly below 2.3 GHz. The device
layout is illustrated in Fig. 3.3a. With an anharmonicity of EC = 150 MHz, tuning the
frequency ω01 to maximize the acoustic coupling rate Γ01 of the probe transition will
place the |1〉 − |2〉 transition frequency ω12 outside the coupling band of the qubit IDT,
as illustrated in Fig. 3.3b. In this configuration the decoherence rate γ02 is dominated by
other decay channels than acoustic emission, but remains considerably lower than γ01,
thus in principle enabling for EIT to be observed. A capacitively coupled gate electrode
is used to apply the control tone, electromagnetically inducing the transparency in the
acoustic domain.
The acoustic probe frequency is constrained by the limited bandwidth of the delayline
IDTs. Directly mapping the transmission as a function of probe frequency to obtain
experimental data similar to the theoretical curves in Fig. 3.2c is therefore difficult. We
adopt instead a measurement scheme where the probe frequency remains fixed at ∆p = 0
while sweeping the control tone. This gives rise to a Lorentzian transparency feature in
the probe reflection and transmission whose linewidth depends quadratically on Ωc as




By varying the amplitude of the control tone this relation may be exploited to determine the
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Figure 3.3: a) Device schematic. The delayline consists of two IDTs with 150 finger
pairs separated by a distance of 400µm. It is used to probe the SAW reflection and
transmission of the transmon qubit, which has 25 finger pairs and a capacitively coupled
gate electrode where the control signal is applied. b) Frequency dependence of the acoustic
coupling strength with annotations for the probe and control tone frequencies as well as
the transmon transition frequencies. c) Probe reflection measured as a function of control
frequency and power of the signal applied at room temperature. In the red shaded region
the control tone strength Ωc > 16 MHz and the transparency is due to the AT splitting.
For weaker control tones EIT is observed.
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parameters Ωc and γ02 required for the unambiguous observation of EIT. The decoherence
rate γ01 is first determined from the |0〉− |1〉 transition linewidth when the control tone is
turned off. In this measurement the probe frequency is fixed while the transition frequency
ω01 is swept using an external magnetic flux. Estimating this parameter independently
from the EIT experiment solves the issue of calibrating the dependence of the control
strength Ωc on the power supplied from the signal generator at room temperature. As the
squared amplitude may be assumed to be linear in applied power, this relation is given
by Ω2c = kPc, where Pc is the signal power at room temperature and k a constant which
depends on the line attenuation and the coupling capacitance of the transmon to the gate




measure the EIT linewidth γEIT as a function of Pc and extract the two free parameters
k and γ02 from a linear fit.
Using this procedure we obtain γ02 = 4.94(14) MHz and γ01 = 21 MHz, which implies
EIT may be observed for control strength below Ωc = 16 MHz. Experimental data where
probe reflection is measured as a function of control power and frequency is shown in
Fig. 3.3c, with indication of the EIT and AT drive strength regimes. While the IDT
delayline setup limits the ability to perform probe frequency sweeps, additional parameter
sweeps and analysis still allow for EIT to be observed and distinguished from the AT effect.
A different approach to observe EIT with a fixed probe frequency is to tune the transition
frequency ω01 via an external magnetic flux. This will however tune also the upper
transition frequency ω12, sweeping both ∆p and ∆c simultaneously. For the transmon,
the anharmonicity is fixed by the charging energy and we may take ω01 − ω12 = Ec/h̄,
meaning the external flux will uniformly tune the ladder structure. Keeping ωp and ωc
fixed and setting ∆c = ∆p + δ in Eq. 3.15 gives the transmission of the probe signal in
this measurement. Here, δ is the residual detuning at ∆p = 0, accounting for imperfect
adjustment of the control frequency to the anharmonicity. Transmission curves showing
EIT measured in this way are plotted in Fig. 3.4. Electromagnetic crosstalk and a large
detuning δ ≈ 4 MHz cause slight asymmetry in the curves. From fits to Eq. 3.15 we obtain
γ02 = 4.9(6) MHz. The large error margin reflects the lower precision in this measurement
as compared to the reflection data.
3.1.3 Phonon routing
At high control powers, deep in the AT regime, the dressed-state levels are well separated
and the transmission is nearly unaffected by scattering off the artificial atom. In Paper B,
this is exploited for controlled routing of propagating acoustic signals on the chip. Similarly
to an earlier experiment carried out in the microwave domain [85], the application of
a strong control signal to the electrical gate controls whether the weak probe signal is
reflected or transmitted. Because SAWs propagate slowly, this scheme could be exploited
to dynamically catch-and-release SAW pulses. A measurement illustrating this principle
is plotted in Fig. 3.5. A train of SAW pulses is launched from an IDT, and depending on
the timing of the control pulse to the transmon gate, one of the pulses is transmitted to
the IDT on the other side.
The imperfect reflection of the SAW pulses outside the transparent time window is due
to pure dephasing of the transmon as well as the elevated SAW power. In the optimized
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Figure 3.4: EIT measured in transmission. The probe and control frequencies are fixed
while sweeping the transmon resonance frequencies ω01 and ω01 uniformly by an external
magnetic flux. Solid lines indicate fits to Eq. 3.15 with ∆c = ∆p + δ.
μ
Figure 3.5: Routing of SAW pulses. A control pulse is launched to the gate, rendering the
delayline temporarily transparent. The different traces correspond to a different timing of
the control pulse.
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measurements presented in Paper B we observe an extinction ratio of 80 % in transmission.
3.2 Time delays and non-Markovianity
In most realistic settings, quantum systems under investigation cannot be completely
isolated from the outside environment, and the decoherence induced by this coupling has
to be accounted for in any description of the system dynamics. In the quantum optical
description of quantum systems of interest, such as qubits, coupled to the environment, it is
generally assumed that there is no back-flow of information emitted as the qubit undergoes
relaxation. This assumption is valid if the environment has many strongly interacting
degrees of freedom, and its state remains to a good approximation unaffected by the
interaction with the emitter. Well-established methods for this kind of system-environment
interaction has been successfully applied in many experimental situations.
A growing body of literature is directed towards the study of the quantum non-
Markovian effects arising when this situation does not hold, and the bath coupling to
a quantum system has some structure causing the transfer of information back to the
dissipative quantum system. Understanding such memory effects may eventually be
important to the development of low-noise quantum information processors. Another
important scenario where non-Markovian effects cannot be neglected, is when deterministic
time-delayed feedback is present in the system. This may be the case in a quantum
network where nodes are separated by long distances such that the propagation time of
signals between them is large compared to the dynamics of individual emitters.
Predicting the behaviour of quantum systems with time-delayed feedback becomes
computationally difficult at long time scales [86]. The state of the system’s past gives rise
to an extra effective dimension in the problem, leading to the adoption of methods from
many-body physics such as matrix product state (MPS) representations in numerical
calculations [87]. The effective extra dimension created by time-delayed feedback may
also be exploited in other ways to create resource states for quantum computation [88].
3.2.1 Quantum non-Markovianity
While in classical stochastic modelling the definitions of Markovianity are unambiguous,
the concepts of probability they are based on do not transfer to a quantum-mechanical
picture in a natural way. Defining non-Markovianity for a quantum process requires
taking non-classical aspects of the dynamics into account, and a variety of definitions
and measures have been introduced. A widely adopted measure of non-Markovianity is
based on the evolution of the trace distance. The trace distance between two quantum
states described by their respective density matrices ρ1 and ρ2 is a measure of their
distinguishability given by [89]






A†A for any square matrix A. For the special case of a quantum two-level
system, D is equal to half the Euclidean norm of the difference vector separating the
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two states on the Bloch sphere. The trace distance is a relevant metric to quantum
information, as it provides an upper bound on the ability to distinguish the state ρ1
from ρ2 by measurement. The success probability that a measurement will correctly
discriminate between states prepared in either ρ1 or ρ2 is bounded by [90]
Pmax =
1 +D (ρ1, ρ2)
2
. (3.18)
Under Markovian decoherence the trace distance between any two initial states is
monotonically reduced in time, and at times t > 0 it holds that D (ρ1(0), ρ2(0)) ≥
D (ρ1(t), ρ2(t)) [91, 92]. We define as non-Markovian any process where for some pair of




D (ρ1(t), ρ2(t)) > 0. (3.19)
This implies that the decrease in trace distance is non-monotonic, and at some time t > 0 it
starts to increase. An increase in distinguishability represents flow of information back into
the system, signifying memory effects in the dynamics. The degree of non-Markovianity
can be quantified as the total increase in trace distance that the quantum process can
generate. This measure is obtained by integrating σ(t) over all time subintervals where it




dtσ(t, ρ1(0), ρ2(0)). (3.20)
The maximum is taken over all possible pairs of initial states. This measure gives the
total increase in trace distance for the entire process, corresponding to a total amount of
information recovery.
3.2.2 The non-Markovian giant atom
Arguably the simplest form of a non-Markovian quantum system is a single quantum
emitter with an intrinsic, deterministic time delay. This setting can be realized with a
giant artificial atom, a superconducting qubit coupled to a transmission line at two points
separated by a distance L. If L is sufficiently large that the time for the emitted radiation
to propagate across the giant atom is significant, the relaxation dynamics of the giant
atom will be non-Markovian. This regime is difficult to reach with electromagnetic fields,
as the high speed of light and achievable coupling rates make devices very large and
therefore hard to design and fabricate. Surface acoustic waves propagate with a velocity
of ∼ 3000 m/s, five orders of magnitude slower than the speed of light in vacuum, which
enables non-Markovian giant atoms to be engineered based on SAW-coupled transmon
qubits. In paper A, we design giant atoms by effectively splitting the IDT of a SAW-
coupled qubit into two electrically connected IDTs, as shown schematically in Fig. 3.6. An
intially excited atom may emit a phonon from either coupling point. A left-propagating
(right-propagating) phonon emitted from the right (left) coupling point, interacts with the
atom again after a time T = d/vSAW given by the separation distance and SAW velocity.
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L
Figure 3.6: Schematic of a SAW-coupled non-Markovian giant atom. The bottom
electrode (black) is grounded, and connected to the top electrode (red) via a SQUID.
The top electrode is capacitively coupled to an external circuit, which may be either an
electromagnetic gate or a readout resonator. Each coupling point consists of a double-
finger IDT that is electrically connected via the electrodes. The length L of the giant
atom refers to the distance between their respective centres. An external magnetic flux is
applied through the SQUID to tune the giant atom frequency ω01 into resonance with
the coupling point IDT frequency.
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Prior theory work by Lingzhen Guo et al. [94] predicted many of the properties of this
system. For detailed derivations of the theory laid out in this section we refer the reader
to this work as well as the supplementary material to Paper A.
The time evolution of the excited state amplitude ae of a giant atom with two coupling
points in the absence of external driving is given by [94]
∂ae (t)
∂t
= −iω01ae (t)− γ (ae (t) + ae (t− T )) . (3.21)
Here ω01 is the transition frequency of the giant atom and γ denotes the interaction
strength of each coupling point. In the limit T = 0 there is no time delay and the atom
excited state will decay with the rate 2γ. We define the non-Markovian giant atom regime
by the criterion γT > 1. In this regime the time delay cannot be neglected, and the atom
state will undergo significantly non-Markovian time evolution. The time-delayed atom-
field interaction gives rise to revivals in the excited state population as the giant atom
undergoes relaxation. Assuming the atom is initially in the excited state (|ae (0)| = 1),








where Θ (t) denotes the Heaviside step function. Here, we have added the effect of residual
dissipation γres corresponding to relaxation through other channels besides SAW emission.
The expression Eq. (3.22) shows periodic revivals in the excited state population with
period T , as illustrated in Fig. 3.7a.
These revivals correspond to increases in the trace distance of the giant atom state from
the ground state, and the dynamics of the giant atom are described by a non-Markovian
quantum process. For an arbitrary pair of pure initial states |ψ1〉 and |ψ2〉 defined on the
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|1〉 (3.23)
the trace distance can be expressed in terms of the initial state Bloch vector angles and
the relaxation of the fully excited initial state ae(t) as
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Because of the revivals in ae(t), D (|ψ1〉 , |ψ2〉) decreases non-monotonically. Evaluating
the degree of non-Markovianity according to Eq. (3.20) for the initial pair of the fully





|ae(tmaxm )|2 − |ae(tminm )|2
)
(3.25)
with tmaxm and t
min
m denoting local maxima and minima of |ae(t)|, respectively. The
measure of non-Markovianity of the giant atom decay process is given by the pair of
initial states for which N is maximal. This occurs for diametrically opposed states on
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the equator of the Bloch sphere, where θ1 = θ2 = π/2 and ϕ1 = ϕ2 + π. Inserting this





|ae(tmaxm )| − |ae(tminm )|
)
. (3.26)
The amplitude of the revival peaks and hence the degree of non-Markovianity achievable
in the giant atom is limited by the efficiency with which the giant atom reabsorbs its own
emitted phonons. Larger changes in the trace distance have been observed in processes
where the memory effect is caused by the environment rather than an intrinsic time delay
[95].
The amplitude of the revivals decays in time and each reach a lower excited state
population than the preceding peak. A surprising property of the giant atom is the
non-exponential envelope of this decay. Naively one may expect that in each period
of the excitation traversing the atom, a fixed proportion of the excitation leaks out,
leading to an overall exponential decay. Instead, interference between propagating
SAW and emission gives rise to a polynomial decay envelope. On long time scales
T  1/γ, this results in a maximal excited state population in each revival peak Pm =










Individual revival peaks also exhibit non-exponential relaxation, with later peaks decaying
more slowly. The relative positions of local minima and maxima shift with each revival,
with the latter given by tmaxm /T = m+m/(γT ).
The non-exponential character of the decay is also revealed in the absorption spectrum
of the giant atom. A Markovian quantum emitter will have an emission and absorption
spectrum that is Lorentzian, with a linewidth corresponding to the decay rate. For the
non-Markovian giant atom, interference between coupling points gives rise to a multi-peak
spectral structure. For a giant atom excited via an external electromagnetic drive, the
absorption spectrum is related to the excited state time evolution via the Wiener-Khinchin
theorem [96], assuming the atom is initially in the excited state. The spectrum is calculated
in [94] to be given by
S0 (ω) =
ω01
|ω − ω01 + iγ (1 + eiωT ) + iγres|2
. (3.28)
In the non-Markovian regime this lineshape deviates considerably from the Lorentzian case.
An example spectrum for a strongly non-Markovian giant atom with γT = 8 is shown in
Fig. 3.7b. The spectrum of emitted SAW radiation has an additional factor (1 + γ cosωT ),
due to the filtering by the two coupling points. Experimentally, the spectrum S0 of
Eq. (3.28) is more straightforward to measure using techniques from circuit QED.
3.2.3 Readout of the giant atom
The absorption spectrum and relaxation dynamics of the giant atom can be measured
using readout techniques in circuit QED [97] which are implemented in Paper A. There,
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a) b)
Figure 3.7: a) Example of the time evolution of the excited state population for a giant
atom given by Eq. (3.22). The parameters are deep in the non-Markovian regime with
γT = 8 and γ/γres = 80. The amplitude of revivals are small compared to the initial state.
b) Spectrum S0 a giant atom with the same parameters given by Eq. (3.28) plotted on a
logarithmic scale.
a giant atom is capacitively coupled to a coplanar waveguide resonator with a coupling
strength g. Figure 3.8a shows an image of such a device. The qubit-resonator system
is in the dispersive regime [98, 99, 100], meaning g  ∆, where ∆ = ωr − ω01 is the
qubit-resonator detuning. In this regime the resonator acquires a resonance frequency
shift ∆ωr = χ 〈σ̂z〉 dependent on the qubit state. Here, σ̂z acts on the qubit state and χ
denotes the so-called dispersive shift. For an ideal two-level system this shift amounts to
χ = g2/∆ (Appendix A). To account for the limited anharmonicity α of the transmon,






Probing the reflection phase of a signal applied to the resonator therefore allows to readout
the excited state population |ae|2 = (1 + 〈σ̂z〉) /2 of the giant atom. For a more complete
discussion of dispersive read-out in circuit QED the reader is referred to [62].
Compared to standard, purely microwave-based quantum circuits, the hybrid SAW-
qubit platform introduces some limitations to the readout performance. The main
constraint on read-out is the short excited state lifetime of the giant atom. The relaxation
rate per coupling point amounts to γ ≈ 5 MHz, faster than the leak-out rate of signal
photons from the resonator of κ ≈ 1 MHz. This makes the fast dynamics of the giant
atom hard to resolve.
In addition, the microwave circuits suffer from additional loss not present in common
circuit QED configuration. The IDT finger structure imposes demands on lithographic
precision that are more easily met in a lift-off fabrication process compared to the etching
techniques used for high-coherence qubits [102]. Our fabrication process leaves chemical
residues inducing loss due to the presence of microscopic two-level systems [103, 104],
a topic investigated by acoustic spectroscopy in Ch. 4 of this thesis. In addition, the
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piezoelectric substrate necessary for the SAW coupling introduces a loss channel for the
microwave circuits, impacting mainly the read-out resonator [105].
To measure the time evolution of the excited state population, a pulse exciting the
giant atom is applied via the resonator, and the resonator state is then monitored with
a continuous probe signal. While the limited read-out performance causes a smear to
the measured relaxation dynamics, the revivals are clearly distinguishable, as shown in
Fig. 3.8b.
The spectrum is obtained from a two-tone spectroscopy measurement of the same
device. A fixed read-out tone is applied to the resonator, while a pump tone is swept
across the giant atom resonance frequency ω01. Absorption of the pump tone by the giant
atom will shift the resonance frequency of the resonator ωr and therefore the amplitude
and phase of the readout signal. As this scheme is a measurement of the steady-state
it is less susceptible to the slow leak-out rate of photons from the resonator. A giant
atom spectrum measured in this way is shown in Fig. 3.8c. We are able to obtain a fit to
Eq. (3.28), where the extracted parameters give L = 550µm corresponding to the design,
and γ = 4.75 MHz.
3.2.4 SAW emission and scattering properties of the giant atom
A SAW-coupled qubit driven by an external electromagnetic signal will continuously
emit SAW into the acoustic transmission line. The SAW emission properties of the giant
atom will show signs of the non-Markovianity, which can be observed by measuring the
reflection of the electromagnetic drive signal. Efficient conversion to SAW will result in a
dip in the reflected drive signal amplitude, whose reflectivity is derived in Paper A to be
Rgate(ω) =
[ω − ω01 − γ sin(ωT )]2 + [γ + γ cos(ωT )− γgate + γres]2
[ω − ω01 − γ sin(ωT )]2 + [γ + γ cos(ωT ) + γgate + γres]2
. (3.30)
The coupling strength between the giant atom and the electrical gate is given by γgate,
and it holds that γ  γgate, γres. An interesting property of the SAW emission is that is
in general not maximal at ω = ω01, but is subject to additional periodic modulation. The
drive frequency ω that yields the maximal transduction of an electromagnetic drive to
SAW is given by
ω = ω01 + γ sinωT . (3.31)
The maximal transduction frequency is offset from the giant atom resonance ω01 by a sine
modulation whose amplitude is given by the coupling strength and the period determined
by the propagation time T . A similar relation holds for the effective total coupling
rate, which varies as γtot = γ (1 + cosωT ). When the emission from each coupling point
interferes constructively, the total coupling rate is 2γ, and the coupling is effectively
turned off (γtot = 0) for destructive interference. Destructive interference between the
emission from each coupling point also enables in theory a form of dark state, where the
giant atom does not completely decay into the transmission line.
The interference between coupling points is evident in the scattering properties of the










Figure 3.8: a) Microscope image of a giant atom device of length L = 450µm with
a capacitively coupled readout resonator. Insets show false-colour scanning electron
microscope images of the SQUID as well as the IDT finger structure of the coupling point
IDTs. Signals to excited the giant and readout are applied to the resonator via the input
line. b) Time domain trace of the giant atom readout during relaxation. Two revival peaks
are visible whose maxima are spaced by 175 ns, consistent with T = L/vSAW ≈ 160 ns. c)
Spectrum S0 of a giant atom of length L = 550µm measured in two-tone spectroscopy.




Figure 3.9: a) Microscope image of a giant atom device of length L = 550µm with an
electrical gate. b) Gate reflection (normalized) measured with a vector network analyser
for a giant atom of the design depicted in a). The modulation of the effective maximal
transduction frequency is highlighted by the red line. Towards the edges of the frequency
range, the modulation amplitude starts to diminish due to the limited bandwidth of the




γ2 (1 + cosωT )
2
[ω − ω01 − γ sin(ωT )]2 + [γ + γ cos(ωT ) + γres]2
. (3.32)
A measurement of the gate reflection is more straightforward to implement experimentally
than the SAW scattering, as it is not limited in bandwidth by the IDTs of the delayline
required for a measurement of the latter.
To measure the SAW emission via Rgate, we design giant atoms with separation
distance L ranging from 55µm to 550µm, and a capacitively coupled electrical gate. The
separation distance refers to the distance between the centres of the local IDTs forming
the coupling points, each having 16-18 finger pairs. Figure 3.9a shows an image of a device
with separation L = 550µm. In Paper A, we measure the reflection off the electromagnetic
gate for three devices with values of the γT parameter spanning an order magnitude,
covering the range 0.8-7. To map the giant atom features in the gate reflection, we use
an external coil to flux tune the resonance frequency ω01 while also sweeping the probe
frequency ω. As shown for the L = 550µm (γT = 7) giant atom in Fig.3.9b, we observe
modulation in both the frequency and linewidth.
In the theoretical considerations above, we have neglected the frequency dependence
of the interaction with SAW inherent in the local IDTs that form the coupling points.
The coupling points themselves span multiple wavelengths, leading to a kind of nesting of
giant atom properties! Naturally the description from Ch. 2 of the interaction of qubits
with SAW applies to the individual coupling points of the giant atom, whose coupling
strength varies with frequency as the square of a sinc-function (Eq. (2.22)). This causes
the amplitude of the modulation of maximal emission frequency and coupling strength to
diminish as ω and ω01 are tuned away from the centre frequency of the coupling point
IDTs. This effect can be observed in the gate reflection shown in Fig.3.9b, where the
modulation is stronger near the centre of the frequency span.
Summarizing the most important features of the non-Markovian giant atom, we find
• Revivals in the excited state amplitude and associated increase in trace distance,
• non-exponential decay of revival peaks,
• polynomial decay of the envelope of revival peaks,
• non-Lorentzian absorption and emission spectrum with multiple peaks,
• periodic modulation of the effective resonance frequency and interaction strength
due to interference.
It is clear that even the simplest case of delayed quantum feedback introduces striking
effects to the spectrum and dynamics of excitations.
3.3 Conclusions and outlook
We have exploited the frequency-dependent coupling inherent in giant atoms to demon-
strate EIT for an acoustic probe signal. A possible future direction using engineered
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frequency-dependent relaxation is suppressing the |0〉 − |1〉 coupling and enhancing the
|1〉 − |2〉 transition, the opposite of the EIT case. This would enable population inversion
and possibly single-atom acoustic lasing. Complex setups involving multiple giant atoms
with interleaved coupling points may not be straightforward to implement with a SAW
platform, but are more readily implemented using a microwave circuit approach.
Taking advantage of the slow propagation speed of SAW, we have realized the non-
Markovian giant atom regime with two coupling points. The minimal extension of adding
a third coupling point has been shown theoretically to introduce novel kinds of bound
states [106]. As engineered quantum systems grow in complexity, understanding the
impact of time delays may prove critical to successful design and operation. This would
further open the possibility to leverage time-delayed feedback for quantum information
processing tasks. A natural next step in this direction is to go beyond the regime of a
single excitation discussed here, and investigate the dynamics of the giant atom with
multiple phonons emitted within the propagation time.
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Probing two-level system defects with sound
The problem of decoherence, effectively the loss of quantum information, is central to the
development of practical quantum information processing devices. In superconducting
circuits, one of the main causes of decoherence is two-level system (TLS) defects residing
at surfaces and interfaces. For this reason, the properties of TLSs and their influence on
the performance of superconducting qubits and resonators are an intensely studied subject
[107]. As TLSs couple to strain as well as electromagnetic fields, surface acoustic waves
provide an alternative means of probing and possibly mitigating the loss induced by the
TLS ensemble. While using sound waves to probe TLS dynamics is a novel approach to
superconducting quantum devices, acoustic experimental methods have a rich history in
glass physics [108, 109]. The influence of TLS on the ultrasonic properties of amorphous
materials was an active field of research in low-temperature condensed matter physics in
the 1960s and 1970s. In fact much of the theory relied on to describe the effect of TLS
loss in superconducting circuits was developed in this context. In this chapter we show
how SAW resonators at low temperatures can be used to study TLS properties.
4.1 SAW resonators
SAW resonators are defined by a pair of Bragg mirrors, periodic gratings of metal fingers
spaced by half the wavelength λ/2. If the SAW wavelength matches the period of the
finger structure, the reflection from each finger will interfere constructively. The arrays
therefore act as mirrors, confining the SAW field between them. The resonator is excited
via an IDT, and the configuration we will consider in this thesis has a single IDT located
in the center of the resonator. A schematic illustration of a SAW resonator is shown in
Fig. 4.1. The slow velocity of sound means the SAW wavelength is of the order of ∼ 1µm
at GHz frequencies, which is short compared to the mm-scale of superconducting circuits.
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This makes SAW resonator designs relatively compact, which has led to their widespread
use as band-pass filters in telecommunications applications. For the same reason it is
straightforward to design SAW resonators to support multiple (> 10) modes inside the
bandwidth of the IDT and Bragg mirrors that define the cavity. Such a multimode
resonator enables two-tone spectroscopy of the TLS ensemble with a frequency resolution
corresponding to the free spectral range and a measurement bandwidth constrained by
the IDT and mirrors.
4.1.1 Bragg reflectors
An important parameter for mirror design is the complex reflection coefficient of a single
finger rS [8]. The magnitude is typically of the order |rS | ∼ 0.01 and depends mainly
on substrate material properties. At the center of the stop band where the wavelength
matches the pitch such that p = λ/2, the reflectivity of a mirror with N fingers is given
by [8]
|R| = tanhN |rS |. (4.1)
The distributed nature of the mirrors means the acoustic field penetrates a finite distance
into the mirror structure, making the effective length of the resonator longer than the
distance Le between the leading edge of each mirror. Inside the mirror, the field decays
exponentially with a decay length Lm, and the total length of the cavity is given by
Ltot = Le + 2Lm. A larger reflectivity per finger |rS | gives a shorter decay length, which





The free spectral range (FSR), the frequency spacing between modes, depends on the total
length and SAW velocity as FSR = vSAW/(2Ltot). For symmetry reasons, an IDT that
is centered with respect to the mirrors can only excite even modes, meaning the modes
accessible to measurement in practice show twice the theoretical FSR of the resonator.
Because of the wavelength-matching condition, Bragg reflectors have a limited band-







The bandwidth is thus limited by the single-finger reflectivity |rS |. Though it has some
dependence on the film properties [110], increasing |rS | generally involves changing the
material to a stronger piezoelectric (greater K2).
4.1.2 Loss channels for SAW resonators
As we are interested in using a SAW resonator to probe TLS-induced loss, we need to
design sufficiently high-quality resonators to be limited by this loss channel. Resonator
loss is commonly expressed in terms of the dimensionless quality factor, or Q-factor. The
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Q-factor is defined as the ratio of the stored energy in the resonator to the energy lost





where ωr is the resonance frequency. The damping rate κ corresponds to the linewidth
(full width at half maximum) of the resonance lineshape.
Different loss mechanisms contribute to the Q-factor in a reciprocal way, and we can










The internal loss characterized by Qint in turn has contributions from different loss
channels, represented by their individual Q-factors. The Q-factor due to the finite grating
reflectivity given by Eq. (4.1) is
Qm =
πLtot
λIDT tanh (N |rS |)
. (4.6)
While Qm increases with the number of fingers, in practice it saturates at a value limited
by imperfections causing scattering and conversion to bulk waves.
Another contribution to loss arises due to SAW beam diffraction. To suppress diffraction
loss, the IDT aperture W must be large compared to the wavelength. In the opposite limit
the IDT will act as a point-like source, emitting SAW in all directions. The associated









The term γbs represents the effect of beam-steering induced by the anisotropy of the
substrate material. For an isotropic material we have γbs = 1 while for the 110-direction
of GaAs it holds that γbs = −0.54 [112]. Fabricating our devices on GaAs thus reduces
diffraction losses compared to the isotropic case, provided the alignment is accurate. Other
propagation losses typically include viscous damping due to the air (or other gasses or
liquids) surrounding the resonator. This loss mechanism allows for using SAW resonators
as gas sensors [113], but play little role in the vacuum associated with low temperatures.
Instead, the dominant source of propagation loss is due to TLS, which enables using SAW
resonators to investigate TLS properties.
4.2 Theory of two-level systems
While the exact microscopic nature of TLSs is not well known, a framework for un-
derstanding their interaction with electromagnetic and strain fields is provided by the
standard tunnelling model (STM). Introduced by Phillips [114, 115] in 1972, this model
has had considerable success explaining the low-temperature properties of amorphous





Figure 4.1: Schematic illustration of a SAW resonator. In realistic devices, the Bragg
reflectors typically have on the order of N = 100 − 1000 fingers each. The IDT in the









Figure 4.2: Double-well potential for the standard tunnelling model (STM) of TLS. Due
to the inter-well tunnelling the eigenstates are given by superpositions of left and right
localized states, represented by ψ+ and ψ−.
separated by an energy barrier. In the local basis of the potential, the TLS Hamiltonian









Here, ε is the asymmetry energy, the energy difference between the two potential wells,
and ∆0 is the tunnelling matrix element. The former is often denoted ∆ in the TLS
literature, a symbol we will reserve in this chapter for the pump-probe detuning in





with the eigenstate energy difference E =
√
ε2 + ∆20. The STM potential and associated
eigenstates are illustrated in Fig. 4.2. External electric fields and strains may deform the
potential, inducing transitions between the two states. The Hamiltonian coupling a single











where γ is a tensor describing the deformation potential interaction of the TLS with the
strain field S. This expression neglects variations in the off-diagonal matrix elements [108,
116]. The coupling to the strain field means an excited TLS may undergo relaxation by
emitting a phonon, and this mechanism typically limits the excited lifetime T1 of the TLS.
Excitations may also be induced by acoustic signals, such as the surface acoustic waves
we will consider here. To account for the SAW-TLS coupling we note that the effective
Rabi frequency Ω of the SAW drive is given by
h̄Ω = 2γSSAW (4.11)
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where SSAW is the strain amplitude of the SAW wave. TLSs also couple to electric fields
via their electric dipole moment in an analogous manner. While there are experiments
investigating the coupling of superconducting qubits to individual TLSs [117], most
experimental situations are sensitive to the properties of ensembles of TLSs with a
distribution of parameters. An assumption of the STM is that ε and ∆0 are independent
and uniformly distributed. This gives a logarithmic density of states, which is usually
taken to be constant across the frequencies of interest to a particular experiment.
4.2.1 Two-level systems and loss
One of the most important aspects of the interaction of TLSs with electric and strain field
is their contribution to loss in low-temperature quantum devices. The single-excitation
limit inherent to TLSs mean that their absorption is saturable. When the Rabi frequency
of a driving field exceeds the TLS loss rate such that Ω > 1/
√
T1T2, the TLS absorption
starts to saturate. Here, T1 and T2 denote the average longitudinal and transverse
relaxation times [109]. The STM predicts the dependence of the internal Q-factor Qint of















where power is expressed as the average number of photons or phonons n in the resonator.
The Q-factor corresponding to TLS loss is given by QTLS and Qres represents residual
internal losses not due to TLS. At the critical phonon number nC , the Rabi frequency of
the drive equals the TLS dissipation rate (on average) and we have [118]
n/nC = Ω
2T1T2. (4.13)
The exponent β is a phenomenological parameter introduced to provide a better fit to
experimental data. While the STM predicts β = 1, in practice it is often found that the
saturation of TLS loss occurs more slowly as the power is increased, leading to values
of β < 1. An explanation that has been put forward to account for this observation
is that TLS-TLS interactions, neglected in the STM, cause TLSs to move in frequency
in and out of resonance with the resonator mode [119]. The temperature-dependent
factor 1/Qint ∝ tanh h̄ωr/(2kBT ) accounts for the reduction in loss due to thermal
saturation of TLSs. This behaviour may be difficult to explore in superconducting
resonators where quasiparticle dissipation becomes an issue at temperatures approaching
the superconducting critical temperature TC . SAW resonators on the other hand are
less sensitive to increases in temperature, which may expand the range of temperatures
accessible in measurement.
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4.2.2 Frequency shifts due to two-level systems
In addition to loss, the interaction of a resonator with TLSs also contributes a frequency





where gTLS = γSzpf is the vacuum coupling strength, defined via the zero-point fluctuations
of the SAW field Szpf . This expression holds in the dispersive regime, where g  ωr−ωTLS.
The direction of the frequency shift depends on the sign of the detuning, so in order to
observe a frequency shift in the resonator from saturating TLSs, this saturation must occur
preferentially at either higher or lower frequencies than ωr. Increasing the circulating
power has no effect on the resonance frequency, but varying the temperature does. TLSs
at lower frequencies are more readily thermally excited, so changes in TLS saturation with
temperature are not symmetric with respect to the resonance frequency. The temperature
dependence of the resonance frequency is related to the behaviour of the SAW velocity



















The term containing the digamma function Ψ describes the frequency shift at temperatures
where kBT ∼ h̄ω, and the logarithmic behaviour dominates at higher temperature.
By similar logic, saturation of TLSs due to a driving field may induce a frequency shift
provided it is off-resonant with the resonance being probed. In Paper D, we observe this
effect in a two-tone experiment pumping and probing different modes in a SAW resonator.
4.3 Two-tone spectroscopy of the two-level system en-
semble
As the TLS ensemble effectively acts as a nonlinear dielectric medium, two-tone experi-
ments provide a way to investigate its properties, where the effect of a strong pump tone
is detected by a weaker probe tone at a different frequency. The effect of the pump tone
is to saturate TLSs with a nearby resonance frequency, similar to the phenomenon of
spectral hole-burning in saturable optical media [121, 122]. The shape of this spectral
hole depends on the pump power as well as properties of the TLS ensemble. Spectral
hole burning may distort the optical gain profile of laser gain media and therefore reduce
performance, but can also be exploited in spectroscopy of molecular compounds in solids.
Most studies of TLS interaction with superconducting circuits involve a single mode
of a resonator or qubit [103, 117] and microwave circuits such as coplanar waveguide
resonators typically have a large mode spacing, comparable to the fundamental resonance
frequency. Large mode spacings limit the frequency resolution of two-tone experiments,
and previous implementations use the harmonic modes of a superconducting coplanar
waveguide resonator [120], or more recently the two normal modes of a system of coupled
resonators [123]. In contrast, SAW resonators operating at microwave frequencies can
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TLS ground state population
Figure 4.3: Illustration of TLS spectral hole burning in a multimode SAW resonator. The
black line shows the comb structure of the SAW modes, spaced by the free spectral range.
The ground state population of the TLS ensemble is plotted as a function of detuning
from the pump mode (red dashed line and colourscale). A higher unsaturated TLS density
within the linewidth of a mode implies more loss, and the effect of the pump is to burn a
”hole” in the absorption spectrum of the TLS distribution. Increasing the power of the
pump tone will saturate more TLSs cause the width of the spectral hole to widen.
be designed to support multiple modes within the mirror bandwidth, enabling two-tone
spectroscopy where the shifts in frequency and loss due to a pump tone are measured
in a different probe mode. This scheme is illustrated in Fig. 4.3, where the density of
unsaturated TLSs is shown as a function of detuning from the pump mode.
Some efforts have been made to develop a theory for how the TLS-induced damping
and frequency shift are affected by an off-resonant pump, that can be used to extract
properties of the TLS ensemble from measurements [123, 124]. The model introduced by



















where ∆ is the detuning between the pump and probe modes. The same model predicts

































The expression Eq. (4.17) is more complicated than a simple Lorentzian spectral hole
lineshape, as put forward by Capelle et al [124]. This is because it accounts for some
inhomogeneous broadening due to the non-uniform values of gTLS for different individual
TLSs, giving rise to the logarithmic term. In principle, measuring the spectral hole
lineshape yields an estimate for Ω, which together with a single mode power sweep
measurement can be used to extract the average lifetime product T1T2 characterizing the
TLS ensemble. In addition, by measuring Ω as a function of the pump power, one can
obtain an estimate for the mean vacuum coupling rate gTLS. Thus, two-tone spectroscopy
is useful for accessing properties of the TLS ensemble that cannot be readily obtained in
single mode measurements only.
4.3.1 Spectral hole-burning measurements
In Paper D, we perform two-tone spectroscopy in a SAW resonator with a leading edge
separation between the Bragg mirrors of Le = 1440µm. An image of the device is shown
in Fig. 4.4. As the wavelength defined by the pitch of the 50-period, double-finger IDT
is λSAW ∼ 4p = 1.2µm (fr = ωr/(2π) ≈ 2.4 GHz), the mode numbers of resonances
inside the IDT and mirror bandwidth are of the order of 1000. For comparison, coplanar
waveguide resonators are commonly designed with a length corresponding to half or a
quarter of the wavelength. This gives rise to a narrow FSR of 1.97 MHz, providing good
frequency resolution to probe the spectral hole burning. In addition, the high mode
numbers mean that each mode has a nearly identical spatial field distribution, with
wavelength variations of less than 2 % across the mirror bandwidth. The small variations
in the SAW field implies the coupling rate to individual TLSs will be similar for each
mode. A frequency sweep of the resonator modes is shown in Fig. 4.5a. The mode used
as the pump mode is shown with a fit in Fig. 4.5b.
Since the internal and external quality factors vary slightly between the resonator
modes, we fix the pump frequency to a single mode at the center of the comb and measure
each remaining resonance lineshape at varying pump powers. The shift in frequency and
loss in the probe modes are extracted using standard fitting procedures for high-quality
resonators [125]. The result, along with fits to Eqs. (4.16)-(4.17), is shown in Fig. 4.6.
Each trace is fit independently, and yields a value for the drive strength Ω. We observe
that the scaling of Ω with the number of pump phonons n is not given by Ω2 ∝ n as
predicted by Eq. (4.13), but rather Ω2 ∝ nβSH with βSH ≈ 0.6. This scaling is plotted
for the loss and frequency shift in Fig. 4.6c.
Thus to account for the spectral hole burning shape it is necessary to introduce a
phenomenological parameter in the same way as the β exponent is introduced to describe
the single mode loss saturation in Eq. (4.12). This is in itself not surprising as slower-than-
expected scaling is commonly observed in single mode experiments. However, the single
mode saturation of the pump mode, shown in Fig. 4.7, yields a value of β = 1.05 from a
fit to Eq. (4.12). The disparity in scaling suggests the presence of additional sources of




Figure 4.4: Microscope image of the SAW resonator, showing the IDT and right hand
Bragg mirror. The left (not shown) and right mirrors are located at an equal distance
from the IDT. The IDT and mirrors are fabricated from aluminium on a gallium arsenide
substrate, and the ground planes are made of gold.
a) b)
Figure 4.5: Resonator characterisation. a) Magnitude of the reflection coefficient of the
SAW resonator measured with a vector network analyser at high power (n ≈ 4 · 105).
The dashed outline indicates the pump mode at 2.399 GHz. b) Zoomed-in reflection
measurement of the pump mode resonance at low power (n < 1) with a fit to extract the
resonance frequency and Q-factor. The different microwave attenuation installed in the




Figure 4.6: Two-tone spectroscopy of the TLS ensemble. A drive tone is applied at the
pump mode and the response in the other modes is measured as a function of detuning
∆ and the number of pump phonons n. The TLS loss 1/QTLS is shown in a), with fits
(solid lines) to Eq. 4.17. The colour scale indicates the pump phonon number. Applying
a detuned pump also induces a frequency shift in the probe mode, plotted in b), with
fits to Eq. 4.16. The frequency shift is shown with a 5 kHz offset between traces. The
frequency resolution in the detuning ∆ is given by the free spectral range of the resonator.
c) scaling of the effective Rabi frequency Ω with average phonon number in the pump
mode. The data points are extracted from the fits to loss (black) and frequency shift (red)













Figure 4.7: Internal Q-factor of the pump mode as a function of phonon number. The
solid line is a fit to Eq. 4.12 and gives β = 1.05.
on TLSs outside the spectral hole linewidth, but more research is required to determine
the physical origin of the βSH parameter.
4.4 Conclusions and outlook
We have introduced SAW resonators as an alternative to superconducting circuits as a
probe of TLS properties. In particular, we perform two-tone spectroscopy using more
than 10 different modes in a multimode SAW resonator. While we find good agreement
with theory for measurements at each individual pump power level, further investigation
is needed to explain the overall scaling of the saturation with power.
The multimode character of SAW resonators can be exploited for other TLS spec-
troscopy methods besides spectral hole-burning. Spectral diffusion of TLSs is known to
cause frequency noise in resonators [126, 127]. In a SAW resonator, frequency fluctuations
can be measured simultaneously in multiple modes. If the noise is caused by dispersively
coupled TLSs moving in frequency, this should give rise to correlations in the noise be-
tween modes. We measure the frequency fluctuations ∆fi(t) in 14 modes of the resonator







of the frequency noise between modes i and j. The resulting matrix is shown in Fig. 4.8
and reveals a striking degree of correlation [128]. While this suggests TLSs are involved,
it is not clear what process causes far-detuned modes to show anti-correlated frequency
fluctuations. Further investigations of this behaviour could provide new insight into the































Figure 4.8: Frequency noise correlation matrix. Each index correspond to a mode in the
resonator, which implies the correlation matrix is symmetric. The modes are ordered in
frequency, and correlations diminish with detuning, although the origin of anti-correlations
is not understood at this point.
Besides their multimode character, potential advantages acoustic systems could provide
over superconducting resonators is their relative resilience to temperature increases and




Multimode nonlinear acoustic resonators
In the previous chapter we have seen how the multimode character of SAW resonators
enables frequency-resolved TLS spectroscopy methods. We now turn to the question
whether this property can also be an advantage to quantum information processing
applications. While individual quantum systems such as transmon qubits can be controlled
with high precision, scaling the number of physical qubits in a processor to the extent
required for useful quantum computation remains a challenging problem. The increasing
complexity of quantum hardware as well as the control electronics required to operate
it makes it attractive to explore approaches to quantum computing that encode and
process information in compact systems. Measurement-based quantum computation with
continuous variables [129] is such a paradigm, which could be explored in multimode
hybrid superconducting acoustic quantum systems.
5.1 Measurement-based quantum computing
Gate-based approaches to quantum computing are based on one of many types of physical
qubits, in the case of superconducting circuits generally the transmon. Developing a
functional quantum computer is then a matter of increasing the number of physical qubits
in the processor, along with sufficient connectivity as well as readout and control capability.
The current state-of-the-art is at the scale where demonstrations of quantum supremacy
are possible [3], meaning computations can be carried out that are not useful, but also
cannot be performed on any classical computer in a reasonable amount of time. It is
not clear whether such noisy intermediate scale quantum (NISQ, [130]) processors will
eventually find use in applications, and universal, fault-tolerant quantum computation is
expected to require thousands of qubits [131, 132].
An alternative approach is one-way, or measurement-based, quantum computing
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(MBQC), where the computation is not carried out by the unitary evolution of a quantum
circuit. Instead, the computation starts from a highly entangled cluster state, which is
then manipulated through measurements rather than unitary two-qubit gates [133, 134,
135]. This makes MBQC a suitable paradigm for systems where large entangled states
can be created with the prescribed structure, but multi-qubit unitary operations are not
necessarily straightforward to implement. For an explanation of the MBQC model of
quantum computing see refs. [136, 137].
Most of the progress towards MBQC implementations has been achieved in the domain
of quantum optics. Optical parametric oscillators based on nonlinear crystals have
been used to create large scale cluster states [138, 139]. In superconducting circuits,
SQUIDs enable the same type of nonlinear processes (with enhanced strength). This has
been widely used for parametric amplification, but cluster state generation has received
relatively little attention in favour of discrete-variable gate-based approaches. Part of
the reason is that time- or frequency-domain multiplexing is difficult to implement in
superconducting quantum circuits. The short wavelength and slow velocity of surface
acoustic waves may help overcome this limitation and make continuous-variable quantum
computing relevant to superconducting circuits operating at microwave frequencies.
5.2 Squeezed states
Quantum mechanical operators obey the Heisenberg uncertainty relation. For two opera-

















For the two quadratures of an electromagnetic field mode defined via â = Î + iQ̂,
â† = Î − iQ̂, we get ∆I∆Q ≥ 1/2. States where ∆I 6= ∆Q are referred to as squeezed
states, because the (vacuum) fluctuations depend on the angle in phase space where they
are measured. Squeezed states are non-classical when either quadrature variance is below
the vacuum limit (∆I)
2 ≤ 1/2 (or (∆Q)2 ≤ 1/2). For the uncertainty principle to hold
the variance of the opposite quadrature is amplified.
The ability to generate squeezed states is an important tool in continuous-variable
quantum computing, as well as other quantum information protocols [140, 141]. As
squeezing is also associated with noise reduction in one of the quadratures, there are
possible applications in sensing, a well-known example being gravitational wave detection
[142, 143]. The two-mode squeezed vacuum shows bipartite entanglement, and is one
of the most extensively studied examples of entangled states in quantum optics [144].
This state shows squeezing in linear combinations of the two mode quadratures, and is




2 |0〉1 |0〉2 . (5.3)
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The amount of squeezing is determined by the squeezing parameter ξ = r exp (iϕ). This
operation can be implemented in a non-degenerate downconversion process, where a
photon of frequency ωp = ω1 + ω2 is converted into two photons at frequencies ω1 and ω2,







n |n〉1 |n〉2 . (5.4)
The two-mode squeezed vacuum is a superposition of Fock states with the same number of
photons in each mode. This is a consequence of the simultaneous two-photon generation,
and indicates the states of the modes are highly correlated. The combined state of the
squeezed mode pair is characterized by the covariance of the quadrature components{
Î1, Q̂1, Î2, Q̂2
}
. While measuring the modes separately yields thermal states, the quan-
tum correlations are apparent in the quadrature combinations Î1− Î2 and Q̂1 + Q̂2. These





While commonly associated with electromagnetic modes, the physics of squeezing applies
to phononic modes in the same way as discussed here.
5.2.1 Cluster states
A cluster state is multimode entangled state where the entanglement structure can be
represented by a graph. A convenient description for the graph is provided by the
adjacency matrix Vjk, whose entries are given by Vjk = 1 if there is an edge connecting
the modes j and k, and Vjk = 0 otherwise [136]. An ideal continuous variable cluster









|ψV 〉 = 0 (5.5)
for the quadrature operators Q̂Cj and Î
C
j . The superscript C indicates the cluster state
basis, which is not in general the physical modes of the system [146]. Universal quantum
computation requires the graph represented by Vjk to be at least two-dimensional [147],
and a square lattice is a common choice. The condition Eq. (5.5) requires infinite squeezing,
which is not physically realizable, and the errors associated with the finite squeezing
achievable in experiments are an important question to error correction and fault-tolerance
[136, 137]. To evaluate cluster-state correlations obtained experimentally, the variance of
the operation defined by Eq. (5.5) is compared to the vacuum fluctuations [146].
Cluster states can be created by multimode squeezing processes exp (iĤGt/h̄) generated








k − âj âk
)
. (5.6)
The matrix Gjk defines a graph describing pairwise two-mode squeezing among the modes
j and k. The amount of squeezing is set by the interaction strength κ, assumed here to






Figure 5.1: Schematic illustration of the QUAKER. The mirror on the right hand side
has an interdigitated structure shunted by a SQUID. An on-chip fluxline is used to apply
a parametric pump that generates interaction between the SAW modes. An IDT in the
center is used for measuring the state of the resonator modes.
5.3 The QUAKER
Our concept for an implementation of MBQC with superconducting circuits is based on a
multimode hybrid superconducting-surface acoustic wave resonator. The resonator modes
define a frequency comb, and entanglement between modes is generated by a suitable
parametric pump. The parametric acoustic resonator, dubbed the QUantum Acoustic
KErr Resonator (QUAKER), integrates a SQUID into one of the Bragg reflectors of
a SAW resonator. The SQUID mirror is designed similar to a single-finger IDT, with
an interdigitated structure where each finger is connected to either the top or bottom
electrode. A SQUID shunts the electrodes together. The opposite mirror and IDT are of
the same type as for the standard SAW resonator described in Sec. 4.1. In addition to
the IDT, there is also an on-chip fluxline to apply a time-varying magnetic flux through
the SQUID. Figure 5.1 shows a schematic illustration of the QUAKER layout.
The SQUID mirror consists of an interdigitated structure with N fingers with overlap
length W , giving rise to a capacitance C = NWCS between the top and bottom electrodes.
As the electrodes are shunted with the inductance LJ of the SQUID, the mirror functions
as a lumped-element, nonlinear electromagnetic resonator with resonance frequency
ωLC = 1/
√
LJC. The nonlinear SQUID inductance gives this resonance a Kerr-type
nonlinearity where the resonance frequency shifts by an amount proportional to the stored
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photon number. We will not make use of this effect here other than to note that it
accounts for the ”KE” in QUAKER.
The piezoelectric coupling to SAW of the reflector finger structure means the lumped-
element mirror resonance is weakly coupled to each SAW mode ωi in the acoustic resonator.






















where we have assumed a uniform coupling strength g. The annihilation (creation)
operator for the mirror LC mode is given by â (â†). The corresponding operators for
the SAW modes b̂i and b̂
†






= δij . To suppress
excitation of the lossy mirror LC mode, the QUAKER is operated in the regime where
g  ωi−ωLC . The desired mode of operation is where the LC mode remains in the ground
state, but is parametrically modulated in a way that induces coupling between different
SAW modes. A similar approach is common in superconducting processors, where tunable
coupler resonators are used to perform two-qubit gates between otherwise uncoupled
transmons [148]. Transforming Eq. (5.7) into the dispersive regime and assuming the LC


























































In the absence of a parametric flux pump, the frequency mismatch will prevent the
exchange of excitations between SAW modes. Applying a flux pump of frequency ωp
to the on-chip fluxline will modulate ωLC and hence g̃i. The approximately parabolic
dependence of the frequency on flux implies the effective coupling rates are modulated at
twice the pump frequency as g̃i = g̃i,0 + g̃i,1 cos (2ωpt+ θp). If the modulation frequency
is close to the free spectral range, the pump will induce frequency conversion between
neighbouring modes, effectively implementing a beam-splitting operation. This form of
nearest-neighbour interaction could be relevant to quantum simulation, where the comb
in the frequency domain is used as a synthetic lattice [149, 150]. In the case where the
modulation frequency is resonant with the sum frequency of two modes, pairs of photons
from the pump will be downconverted into the SAW modes, i.e. a two-mode squeezing
operation. This downconversion process can generate entanglement between the phonon
states of the SAW modes, and the correlations can be revealed from measurements of the




Figure 5.2: Microscope image of the QUAKER device used in experiments. The edges
of the Bragg mirrors are separated by Le = 600µm. The SQUID mirror on the right
hand side has 500 periods (1000) fingers. The sample is fabricated from aluminium on a
gallium arsenide substrate. Insets show false-colour scanning electron micrographs of the
SQUID, fluxline, and finger structure.
The QUAKER device we use in the experiments presented in Paper E is shown in
Fig. 5.2. The leading edge separation is Le = 600µm and due to the SQUID mirror
breaking left-right symmetry, the IDT actually couples efficiently to both even and odd
modes, giving an effective free spectral range of 2.3 MHz and a frequency comb of more
than 25 modes inside the IDT bandwidth.
5.4 Two-mode squeezing measurements
If a pump tone is applied at the frequency of a SAW mode ωp, the second term in the Hamil-









where the probe modes ωi± are placed symmetrically around the pump such that
2ωp = ωi+ + ωi−. The subscript + (−) indicates a mode above (below) the pump
frequency. The time evolution operator associated with this interaction exp (iĤintt/h̄) has
the form of the two-mode squeezing operator in Eq. (5.3). The effect can be understood
as a downconversion process where two photons from the pump are converted into one
phonon in the mode i+ and one in the mode i−. This is illustrated in Fig. 5.3a, showing
the QUAKER spectrum with the pump mode as well as the two nearest probe mode
pairs.




Figure 5.3: Two-mode squeezing measurement. a) Spectrum of the QUAKER with
the pump frequency indicated by the vertical red arrow. Side arrows illustrate phonon
downconversion paths. The small dip immediately above the main resonances in frequency
are due to resonant modes with non-zero transversal wavenumber. b)-c) Histograms for
the I quadratures measured in the mode pair indicated by dashed lines in a). Squeezing
appears in the I+, I− histogram obtained with the pump on shown in b), but is absent
in the pump-off reference histogram plotted in c).
squeezed vacuum, where all mode pairs ωi± are two-mode squeezed. Histograms for the
I quadratures measured in the nearest-neighbour (to the pump) modes are shown in
Fig. 5.3b. While the I quadratures show squeezing in the axis defined by I−− I+, plotting
the I vs. Q histograms gives a fuzzy circle. To compare the squeezed states to the vacuum
level, we also collect reference histograms when the pump is turned off (Fig. 5.3c). As
the squeezing is difficult to discern from simple quadrature histograms, subtracting the
reference histograms from the squeezed data provides a clearer signature of the features.
Subtracted histograms for all four quadrature components of the nearest-neighbour mode
pair are shown in Fig. 5.4. The unavoidable presence of thermal noise means the reference
histograms do not give the vacuum fluctuations directly, but in Paper E we provide an
analysis showing that the squeezing is most likely below this level. The ability to generate
entangled states between different phonon modes is a step towards creating larger scale
entangled states that are a resource for measurement-based quantum computing.
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Figure 5.4: Difference between quadrature histograms with the pump turned on and off,
for all four quadratures of the mode pair nearest to the pump. Two-mode squeezing is
clearly visible in the upper left and bottom right subplots, corresponding to the 〈I−I+〉
and 〈I−I+〉 correlations.
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5.4.1 Prospects for cluster-state generation
To generate two-mode squeezing between mode pairs we apply a single pump tone. To
investigate the possibilities for generating cluster states, this scheme can be extended to
add a second pump tone at another SAW frequency. The effective interaction Hamiltonian
for this case corresponds to Eq. (5.6), except for a non-uniform coupling strength. The
correlations will now not be limited to pairs of modes placed symmetrically around the
pump. Figure 5.5a shows the configuration of the two pumps as well as the probe modes
labelled fk. In this scheme, all probe modes will show mutual correlations because of
the many possible photon downconversion paths. Because we only probe a limited set
of modes, we cannot fully capture the correlations in the comb, and only get qualitative
evidence for the presence of entanglement. We define separate correlation matrices for
the I and Q quadratures of the five probe modes as
CAjk =
〈AjAk〉 − 〈Aj,offAk,off 〉√
〈Aj〉2 〈Ak〉2
(5.11)
where A = {I,Q}. The I quadrature correlation matrix is shown in Fig. 5.5b.
The high degree of correlations present in the multimode system is a promising sign
for the goal of generating cluster states. Another asset to this research line is the digital
microwave electronics platform Vivace, which is capable of digitally synthesizing and
measuring frequency combs multiplexed to a single measurement channel in the second
Nyqvist zone [151]. One implication is that measurements can be performed without
analog frequency conversion, simplifying the experimental setup while improving the
stability and distortion properties. Compared to optical setups, our approach provides a
greater degree of programmable control of the pump spectrum, which may be advantageous
for creating particular entanglement structures.
5.5 Conclusions and outlook
We have introduced a new experimental platform, the QUAKER, for quantum computing
with continuous variables based on a hybrid superconducting SAW resonator circuit. We
show two-mode squeezing of SAW modes and demonstrate important steps towards the
generation of cluster states. An important next step is the generation and verification of
cluster states of a size approaching the number of modes in the resonator.
The states generated with the QUAKER in the experiments presented here are
Gaussian, meaning the associated phase space distributions such as the Wigner function
[129, 70] are Gaussian functions. A condition for quantum advantage in computation is the
presence of Wigner-negativity in the computational states (or measurements) [152, 153].
A negative Wigner function is associated with quantum effects, and an important class of
Wigner-negative states are number states |n〉 other than the vacuum, which is Gaussian.
Squeezing is a Gaussian operation, meaning it preserves the Gaussian nature of the input
state. A way to implement non-Gaussian operations and introduce Wigner-negativity in
circuit QED is by the interaction with a superconducting qubit. This method has been





Figure 5.5: Two-pump measurement. a) Measurement configuration where the solid red
arrows indicate the pump frequencies. Dashed lines indicate probe frequencies for collecting
quadrature noise data. The nonlinearity of the device gives rise to intermodulation
products at frequencies fIMP = n1fp,1 + n2fp,2 which also contribute to pumping. These
modes are not measured and are indicated by the red outline arrows. b) Correlation
matrix for the I quadrature. A mode-selective rotation has been applied to the measured
data to separate the I and Q quadratures. The magnitude of the correlations decreases




Figure 5.6: QUAKER with an integrated transmon qubit. a) Microscope image of the
device with the qubit highlighted. b) Reflection off the IDT measured with a vector
network analyser as a function of frequency and voltage used to drive a coil for flux-tuning
the qubit. The SAW resonances appear as horizontal lines, and the SAW-qubit interaction
is apparent in the flux-periodic anti-crossings of the qubit and SAW resonances. Due to
the differing spatial overlap with the qubit IDT, different SAW modes couple to the qubit
with different strength.
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well as acoustic resonators [49, 34]. A QUAKER device with an integrated SAW-coupled
transmon qubit is shown in Fig. 5.6. The purpose of this device is to generate a cluster
state by a suitable pump applied to the SQUID mirror, and then use the transmon qubit
to perform non-Gaussian operations such as the subtraction or addition of a single phonon.
The next step for this research is to produce genuine cluster states, with the ultimate




In the QUAKER, coupling between SAW modes is induced by the common interaction
with the LC resonance of the mirror under parametric modulation. The desired regime
of operation is where the mirror mode remains in the ground state. We will assume that
this is the case and model it as a qubit with raising and lowering operators σ̂±. The total





















where we have set h̄ = 1 for convenience. We transform the Hamiltonian to the dispersive




































































































































































































g (λi + ηi) (σ̂+ + σ̂−)
2
. (A.12)
If we choose λi = g/ (ωq − ωi) and ηi = g/ (ωq + ωi), we obtain
[
Ŝ, Ĥq + ĤSAW
]
= −Ĥint. (A.13)
From the Baker-Hausdorff formula we have
































Assuming the mirror remains in the ground state implies (σ̂z = −1, σ̂+σ̂− = 0). Eliminat-












































Defining g̃i = g
2 (1/(ωq − ωi)− 1/(ωq + ωi)) and ḡi = g2 (1/(ωq − ωi) + 1/(ωq + ωi))






























which retains single and two-mode squeezing terms.
A similar analysis can be applied to the case of a qubit coupled to a readout resonator.
Considering only one resonator mode of frequency ωr with associated ladder operators b̂,
b̂†. and making the rotating wave approximation, we get the well-known Jaynes-Cummings
Hamiltonian










Compared to Eq. (A.3) this corresponds to discarding rapidly rotating interaction terms,






The dispersive Hamiltonian is given by the surviving terms of Eq. (A.12) giving





with the dispersive shift χ = g2/(ωq − ωr). To reproduce the dispersive shift given in
Eq. (3.29) one has to account also for the effect of the second excited state in the transmon.






The samples measured in this thesis were fabricated in the Nanofabrication Laboratory
at the Department of Microtechnology and Nanoscience, Chalmers. The fabrication steps
are outlined below.
E-beam lithography for IDT structures
1. Spin-coat resist MMA EL4 at 6000 rpm for 60 seconds (thickness ∼ 60 nm), bake
for 5 minutes at 180◦C.
2. Spin-coat resist PMMA A3 at 6000 rpm for 60 seconds (thickness ∼ 100 nm), bake
for 5 minutes at 180◦C.
3. Expose with e-beam (100 keV) with a dose of 250µC/cm2
4. Develop under light agitation in MIBK:IPA 1:1 for 60 seconds.
5. Ash with oxygen plasma at 50 W for 10 seconds.
6. Deposit aluminium in an e-beam evaporator (Plassys or Lesker PVD225).
7. Lift-off with Remover 1165. Heat the remover (∼ 60◦C) before inserting the wafer
and leave for 12+ hours. Finish the liftoff with light ultrasonication.
Direct-write photolithography
Maskless photolithography is used for large device features such as ground planes and
coplanar waveguide feedlines and resonators.
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1. Spin-coat resist LOR3A at 6000 rpm for 60 seconds (thickness ∼ 60 nm), bake for 5
minutes at 180◦C.
2. Spin-coat resist S1805 at 3000 rpm for 60 seconds (thickness ∼ 100 nm), bake for 5
minutes at 110◦C.
3. Expose with direct-write laser using the settings focus +50, intensity 90 % and
transmission 100 %.
4. Develop under light agitation in MF319 for 60 seconds.
5. Ash with oxygen plasma at 50 W for 20 seconds.
6. Deposit metal in an e-beam evaporator (Plassys or Lesker PVD225).
7. Lift-off with Remover 1165.
E-beam lithography and angle evaporation for Joseph-
son junctions
Here we describe the process used to fabricate junctions with the Manhattan technique.
This method requires a second lithography steps to connect the finished junctions to the
device.
Junctions
1. Spin-coat resist MMA EL12 at 3000 rpm for 60 seconds, bake for 5 minutes at
160◦C.
2. Spin-coat resist PMMA 950k A6 at 6000 rpm for 60 seconds (total bilayer thickness
∼ 950 nm), bake for 5 minutes at 160◦C.
3. Expose with e-beam (100 keV) with a dose of 950µC/cm2
4. Develop under light agitation in MIBK:IPA 1:1 for 60 seconds, followed by IPA for
30 seconds.
5. Ash with oxygen plasma at 25 W for 20 seconds.
6. Deposit aluminium in the Plassys evaporator.
• Deposit 50 nm of aluminium at 45◦ tilt angle.
• Oxidize at 2 mBar pressure for 20 minutes
• Deposit 110 nm of aluminium at 45◦ tilt angle and 90◦ planetary rotation.
• Oxidize at 10 mBar pressure for 10 minutes
7. Lift-off with Remover 1165.
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Patches
1. Spin-coat resist MMA EL10 at 3000 rpm for 60 seconds, bake for 5 minutes at
160◦C.
2. Spin-coat resist PMMA 950k A6 at 6000 rpm for 60 seconds (total bilayer thickness
∼ 750 nm), bake for 5 minutes at 160◦C.
3. Expose with e-beam (100 keV) with a dose of 950µC/cm2
4. Develop under light agitation in MIBK:IPA 1:1 for 60 seconds, followed by IPA for
30 seconds.
5. Ash with oxygen plasma at 25 W for 20 seconds.
6. Deposit aluminium in the Plassys evaporator.
• Ion milling wiht beam at 400 V, 20 mA, acceleration voltage 60 V for three and
a half minutes.
• Deposit 200 nm of aluminium at no tilt.
• Oxidize at 10 mBar pressure for 10 minutes.
7. Lift-off with Remover 1165.
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