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PROCESSI DI CONTROLLO CON PARAMETRI DISTRIBUITI
IN INSIEMI NON LIMITATI. PROBLEMI DI CONTROLLO
G. PULVIRENTI - G. SANTAGATI - A. VILLANI
Con stima e devozione a Francesco Guglielmino nel suo 70mo compleanno
We consider the following distributed parameter linear control system
zxy + A(x, y)zx + B(x, y)zy + C(x, y)z =(E)
= F(x, y)U (x, y)+ G(x, y) .
Here (x, y) ranges over the unbounded set
L(α, β) = ([0, α[×[0,+∞[) ∪ ([0,+∞[×[0, β[) ,
(α, β)∈ ]0,+∞]×]0,+∞] ,
the state vector function z belongs to the Sobolev space
�W∗p (L(α, β),Rn) =
=
�z ∈ L ploc(L(α, β),Rn ) : zx , zy , zxy ∈ L ploc(L(α, β),Rn)�
and the control vector function U is in L ploc(L(α, β),Rm); moreover, thetraces of z on
l(0, 0) = ([0,+∞[×{0}) ∪ ({0} × [0,+∞[) ,
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Lavoro eseguito con il contributo �nanziario del MURST.
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and on
l(a, b) = ([a,+∞[×{b}) ∪ ({a} × [b,+∞[) , (a, b)∈ ]0, α[×]0, β[ ,
(which are elements of the same functional space of Sobolev type) are takento be the initial state and the �nal state, respectively.In this setting, we study some classical control problems related to thecontrol system (E), considering both the function U and the initial state as thecontrols (the permanent control and the initial control, respectively). To thisaim, we previously establish a characterization of the attainable set.
1. Introduzione.
Posto, per ogni (u, v)∈ ]0,+∞]×]0,+∞],
L(u, v) = ([0, u[×[0,+∞[) ∪ ([0,+∞[×[0, v[)
e, per ogni (u, v)∈ [0,+∞[×[0,+∞[,
l(u, v) = ([u,+∞[×{v}) ∪ ({u} × [v,+∞[) ,
e assegnati (α, β) ∈ ]0,+∞]×]0,+∞], (a, b)∈ ]0, α[×]0, β[, p∈ [1,+∞], siconsideri il processo di controllo con parametri distribuiti
zxy + A(x , y)zx + B(x , y)zy + C(x , y)z =(E)
= F(x , y)U (x , y)+ G(x , y) q.o. (x , y)∈ L(α, β) ,
dove A, B,C, F,G sono funzioni, de�nite in L(α, β) ed a valori matrici di di-mensioni appropriate, veri�canti opportune ipotesi di regolarita`, il controlloU e`una funzione m-vettore, elemento di L ploc(L(α, β),Rm), la risposta z e` una fun-zione n-vettore, elemento dello spazio (del tipo di Sobolev) �W ∗p (L(α, β),Rn),e si assumano come stato iniziale la traccia di z su l(0, 0) e come stato �nalela traccia di z su l(a, b), elementi dello stesso spazio funzionale �(n)p (anchequesto del tipo di Sobolev).Lopportunita` di scegliere gli stati iniziali e �nali in uno stesso spaziofunzionale e senza condizioni di raccordo e` stata evidenziata in alcuni lavori(A. Villani [9], G. Pulvirenti - G. Santagati [5]), nei quali, supposto che ilcontrollo U potesse variare in tutto lo spazio L ploc(L(α, β),Rm), sono statestabilite delle condizioni af�nche`, per ogni stato iniziale, il corrispondenteinsieme degli stati �nali sia coincidente con lo spazio �(n)p (problema della
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controllabilita` completa esatta) ovvero sia un insieme ivi denso (problema dellacontrollabilita` completa approssimata).Successivamente e` stata studiata (G. Pulvirenti - G. Santagati - A. Villani[6]) la struttura dellinsieme raggiungibile, cioe` dellinsieme degli stati �naliche si ottengono a partire da un pre�ssato stato iniziale (ϕ, ψ) ∈�(n)p mediantei controlli U di un assegntato insiemeU ⊆ L ploc(L(α, β),Rm).Nel presente lavoro, prendendo spunto da una classica formulazione di pro-blemi di controllo per processi a parametri concentrati (R. Conti [1], Cap. IV),supposto di poter fare variare lo stato iniziale (ϕ, ψ) (controllo iniziale) in uninsieme �0 ⊆ �(n)p , non necessariamente ridotto ad un punto, e dato un insieme(di controlli permanenti)U ⊆ L ploc(L(α, β),Rm), viene considerato come con-trollo lelemento ((ϕ, ψ),U )∈�0×U e, assegnata una Proprieta` P (connessacon il processo (E)), viene studiato, nei nn. 5, 6, 7, il Problema di controllo con-sistente nello stabilire se tra i controlli ((ϕ, ψ),U )∈�0×U ne esista qualcunoveri�cante la Proprieta` P .A tale scopo, dopo aver dato preliminarmente, nei nn. 2 e 3, brevi richiami,rispettivamente, sugli spazi funzionali utilizzati e sulla formula di rappresenta-zione delle soluzioni di (E), viene effettuato, nel n. 4, uno studio dellinsiemeraggiungibile mediante i controlli ((ϕ, ψ),U )∈�0 ×U.Nel n. 8, supposto p ∈ [1,+∞[, viene data una veste piu` agevole ai risul-tati precedentemente acquisiti mediante luso delle aggiunte di due opportuneapplicazioni.Nel n. 9, in�ne, vengono mostrate applicazioni di detti risultati ad unaparticolare classe di processi scalari.
2. Spazi funzionali.
Riportiamo, in questo numero, le de�nizioni e le principali proprieta` deglispazi funzionali che utilizzeremo in seguito; per maggiori dettagli rinviamo aln. 2 di A. Villani [8] ed ai nn. 2 e 3 di G. Pulvirenti - G. Santagati - A. Villani [6].Siano, dora in poi: p, p� elementi coniugati di [1,+∞]; X un sottoinsie-me misurabile di Rd avente misura positiva; α, β ∈ ]0,+∞].
De�nizione 2.1. L ploc(X,Rs) e` lo spazio l.t. (1) completo delle [classi di]funzioni misurabili l : X → Rs le cui restrizioni ad ogni compatto K ⊆ Xappartengono a L p(K ,Rs), con la famiglia di seminorme
πK (l) = �l�L p(K ,Rs) ∀l ∈ L ploc(X,Rs),
(1) Cioe` lineare topologico, separato e localmente convesso.
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al variare del compatto K ⊆ X .
E` bene ricordare che (cfr. A. Villani [10]) lo spazio L ploc(X,Rs) risultametrizzabile, e quindi di Fre´chet, se e solo se esiste una successione {Cr } disottoinsiemi compatti di X tale che, per ogni compatto K ⊆ X , si abbiam(K \ Cr ) = 0 per qualche r ∈ N, oppure, piu` semplicemente, nel caso in
cui ◦X e` denso in X , se e solo se X \ X e` un insieme chiuso.
De�nizione 2.2. L p�c (X,Rs) e` lo spazio l.t. delle [classi di] funzioni misurabili
σ : X → Rs che appartengono a L p�(X,Rs) e sono a supporto compatto in X ,con la famiglia di seminorme
πY (σ ) = supl∈Y
�����X σ ∗(x )l(x ) dx
���� ∀σ ∈ L p�c (X,Rs),
al variare di Y nella famiglia degli insiemi limitati (2) di L ploc(X,Rs).
Considerata lapplicazione σ → l�(σ ), da L p�c (X,Rs) in �L ploc(X,Rs)�� ,spazio duale forte di L ploc(X,Rs), de�nita ponendo
(2.1) �l, l�(σ )� =
�
X
σ ∗(x )l(x ) dx ∀ l ∈ L ploc(X,Rs),
si ha il
Teorema 2.1. Lapplicazione σ → l�(σ ), che ad ogni σ ∈ L p�c (X,Rs) associalelemento l�(σ ) di �L ploc(X,Rs)�� dato dalla (2.1), e` un isomor�smo algebricoe topologico tra L p�c (X,Rs) e l�(L p�c (X,Rs)), sottospazio di �L ploc(X,Rs)��. Sep ∈ [1,+∞[ si ha l�(L p�c (X,Rs)) = �L ploc(X,Rs)�� .
De�nizione 2.3. �W ∗p (L(α, β),Rn) e` lo spazio di Fre´chet delle [classi di] funzio-ni misurabiliw : L(α, β) → Rn le cui restrizioni ad ogni aperto limitato� taleche � ⊂ L(α, β) appartengono a W ∗p (�,Rn) (3), con la famiglia di seminorme
π�(w) = �w�W ∗p (�,Rn) ∀w ∈ �W ∗p (L(α, β),Rn),
al variare di � nella famiglia degli insiemi aperti e limitati tali che � ⊂L(α, β).
(2) Nel senso degli spazi lineari topologici.(3) Se � e` un aperto di R2, W∗p (�,Rn) e` (cfr. R. Di Vincenzo - A. Villani [2],M.B. Suryanarayana [7]) lo spazio di Banach delle [classi di] funzioni misurabili w :
� → Rn tali che w,wx , wy,wxy ∈ L p(�,Rn ) (le derivate essendo intese nel senso
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Gli elementi di �W ∗p (L(α, β),Rn) sono tutte e sole le funzioni w che appar-tengono a L ploc(L(α, β),Rn) assieme alle derivate (nel senso delle distribuzioni
su
◦� �� �L(α, β) ) wx , wy , wxy . Inoltre, denotato con�Sp lo spazio di Fre´chet prodotto
L ploc(L(α, β),Rn)× L ploc([0,+∞[,Rn)× L ploc([0,+∞[,Rn) ×Rn,
si ha il
Teorema 2.2. Gli elementi di �W ∗p (L(α, β),Rn) sono tutte e sole le funzioni wdella forma











h2(v) dv + λ(2.2)
∀ (x , y)∈ L(α, β),
con (h, h1, h2, λ)∈�Sp; la trasformazione lineare (h, h1, h2, λ) → w, data dalla(2.2), e` un isomor�smo algebrico e topologico tra�Sp e �W ∗p (L(α, β),Rn).
Conseguentemente gli elementi di �W ∗p (L(α, β),Rn) sono funzioni conti-nue in L(α, β) e pertanto dotate di traccia su l(u, v), (u, v)∈ [0, α[×[0, β[.Allo scopo di richiamare lo spazio delle suddette tracce, ricordiamo preli-minarmente la
De�nizione 2.4. �W 1,p([0,+∞[,Rn) e` lo spazio delle [classi di] funzioni misu-rabili ϕ : [0,+∞[→ Rn le cui restrizioni ad ogni aperto limitato A ⊂]0,+∞[appartengono allo spazio di Sobolev W 1,p(A,Rn ), con la famiglia di seminor-me
πA(ϕ) = �ϕ�W 1, p(A,Rn ) ∀ϕ ∈ �W 1,p([0,+∞[,Rn),
al variare dellaperto limitato A ⊂]0,+∞[.
delle distribuzioni su �), con la norma
�w�W ∗p (�,Rn) =
�




�w�W ∗∞(�,Rn) = sup
�
�w�L∞ (�,Rn), �wx�L∞(�,Rn), �wy�L∞(�,Rn) , �wxy�L∞(�,Rn)
�
.
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Analogamente a quanto visto per �W ∗p (L(α, β),Rn), gli elementi di�W 1,p([0,+∞[,Rn) sono tutte e sole le funzioni ϕ che appartengono aL ploc([0,+∞[,Rn) assieme alle derivate prime (nel senso delle distribuzionisu ]0,+∞[), e si ha inoltre il





k(s) ds + δ ∀ t ∈ [0,+∞[,
con (k, δ)∈ L ploc([0,+∞[,Rn)× Rn;la trasformazione lineare (k, δ) → ϕ , data dalla (2.3), e` un isomor�smoalgebrico e topologico tra lo spazio di Fre´chet prodotto L ploc([0,+∞[,Rn)×Rne �W 1,p([0,+∞[,Rn).
Pertanto gli elementi di �W 1,p([0,+∞[,Rn) sono funzioni continue in[0,+∞[ e quindi ha senso la seguente
De�nizione 2.5. �(n)p e` lo spazio di Fre´chet�(ϕ, ψ)∈ �W 1,p([0,+∞[,Rn)× �W 1,p([0,+∞[,Rn) : ϕ(0) = ψ(0)� ,
sottospazio lineare chiuso dello spazio di Fre´chet prodotto�W 1,p([0,+∞[,Rn) × �W 1,p([0,+∞[,Rn)
munito della famiglia di seminorme
πA,B (ϕ, ψ) = πA(ϕ)+ πB (ψ)
∀ (ϕ, ψ)∈ �W 1,p([0,+∞[,Rn)× �W 1,p([0,+∞[,Rn),
al variare degli aperti limitati A, B ⊂]0,+∞[.
Per il Teorema 2.3 si ha




k(s) ds + δ , ψ(t) =
� t
0
l(s) ds + δ ∀ t ∈ [0,+∞[,
con (k, l, δ)∈ L ploc([0,+∞[,Rn) × L ploc([0,+∞[,Rn)× Rn;la trasformazione lineare (k, l, δ) → (ϕ, ψ), data dalla (2.4), e` un isomor�smoalgebrico e topologico tra lo spazio di Fre´chet prodotto
L ploc([0,+∞[,Rn) × L ploc([0,+∞[,Rn) ×Rn
e �(n)p .
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Conseguentemente, poiche` lisomor�smo inverso di (k, l, δ) → (ϕ, ψ) e`la trasformazione che ad ogni (ϕ, ψ)∈�(n)p fa corrispondere
(ϕ�, ψ �, ϕ(0))∈ L ploc([0,+∞[,Rn)× L ploc([0,+∞[,Rn)× Rn,
si ha, per il Teorema 2.1,
Teorema 2.5. Se p ∈ [1,+∞[, lapplicazione che ad ogni
(µ, ν, ξ )∈ L p�c ([0,+∞[,Rn) × L p�c ([0,+∞[,Rn)× Rn
fa corrispondere lelemento Q dello spazio (�(n)p )�, duale forte di �(n)p , dato da







∗(t)ψ �(t) dt + ξ∗ϕ(0) ∀ (ϕ, ψ)∈�(n)p ,
e` un isomor�smo algebrico e topologico tra (�(n)p )� e lo spazio l.t. prodotto
L p�c ([0,+∞[,Rn)× L p�c ([0,+∞[,Rn) ×Rn .
Una ulteriore conseguenza dellisomor�smo del precedente Teorema 2.4,del risultato di ri�essivita` per L ploc(X,Rs) (Teorema 2.4 di G. Pulvirenti -G. Santagati - A. Villani [6]) e di ben note proprieta` degli spazi ri�essivi (cfr.,ad es., J.L. Kelley - I. Namioka [4], p. 194) e` il
Teorema 2.6. Se p ∈ ]1,+∞[, lo spazio �(n)p e` ri�essivo.
Ritornando, in�ne, alle tracce delle funzioni w ∈ �W ∗p (L(α, β),Rn),ricordiamo che, se (x0, y0) ∈ [0, α[×[0, β[, la restrizione di ogni w ∈�W ∗p (L(α, β),Rn) a l(x0, y0) individua (Teoremi 2.2 e 2.4) un elemento
γ(x0,y0)w = (ϕ(x0,y0),w, ψ(x0,y0),w) di �(n)p mediante la posizione
ϕ(x0,y0),w(t) = w(x0 + t, y0) , ψ(x0,y0),w(t) = w(x0, y0 + t)(2.6)
∀ t ∈ [0,+∞[
ed ha senso, allora, la seguente
De�nizione 2.6. Per ogniw ∈ �W ∗p (L(α, β),Rn), dicesi traccia diw su l(x0, y0),(x0, y0)∈ [0, α[×[0, β[, lelemento γ(x0,y0)w di �(n)p individuato dalla (2.6).
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Si ha
Teorema 2.7. Per ogni (x0, y0) ∈ [0, α[×[0, β[, la trasformazione w →
γ(x0,y0)w e` lineare e continua da �W ∗p (L(α, β),Rn) su �(n)p .
3. Soluzioni di (E) e loro rappresentazione.
Siano, dora in poi:
A, B,C, Ax , By ∈C0(L(α, β),Rn,n);
F ∈ L∞loc(L(α, β),Rn,m); G ∈ L ploc(L(α, β),Rn).
Si ha, allora (4)
Teorema 3.1. Per ogni (ϕ, ψ)∈�(n)p ed ogni U ∈ L ploc(L(α, β),Rm) esiste unaed una sola funzione (x , y)→ z(x , y; (ϕ, ψ),U ), elemento di �W ∗p (L(α, β),Rn),soluzione del processo di controllo (E), veri�cante la condizione
(C) γ(0,0)z(· ; (ϕ, ψ),U ) = (ϕ, ψ).
La trasformazione ((ϕ, ψ),U )) → z(· ; (ϕ, ψ),U ),
da �(n)p × L ploc(L(α, β),Rm) in �W ∗p (L(α, β),Rn), e` af�ne e continua.
Inoltre, per ogni (ϕ, ψ) ∈�(n)p ed ogni U ∈ L ploc(L(α, β),Rm), la funzionez(· ; (ϕ, ψ),U ) ha la seguente rappresentazione:












V (u, v; x , y)G(u, v) dudv ∀ (x , y)∈ L(α, β),
dove V e` la matrice di evoluzione associata alloperatore lineare e continuo (da�W ∗p (L(α, β),Rn) in L ploc(L(α, β),Rn))
P : z → Pz = zxy + Azx + Bzy + Cz
(4) Si vedano, anche per maggiori dettagli, i nn. 3 e 4 di A. Villani [8].
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e
(x , y)→ ζ (x , y; (ϕ, ψ)) = V (0, 0; x , y)ϕ(0)+
+
� x
0 V (u, 0; x , y)[ϕ
�(u) + B(u, 0)ϕ(u)] du +
+
� y
0 V (0, v; x , y)[ψ
�(v) + A(0, v)ψ(v)] dv, (x , y)∈ L(α, β),
e` lunica soluzione del problema:
ζ ∈ �W ∗p (L(α, β),Rn) , Pζ = 0 , γ(0,0)ζ = (ϕ, ψ).
4. Insieme raggiungibile. Caratterizzazione della chiusura convessa.
Da quanto precedentemente ricordato segue che, �ssati (ϕ, ψ) ∈ �(n)p eU ∈ L ploc(L(α, β),Rm), per ogni (x0, y0)∈ [0, α[×[0, β[, la traccia della rispostaz(· ; (ϕ, ψ),U ) su l(x0, y0),
γ(x0,y0)z(· ; (ϕ, ψ),U ),
e` un elemento dello spazio (indipendente da (x0, y0)) �(n)p . Tale traccia dicesistato della z(· ; (ϕ, ψ),U ) corrispondente ai valori x = x0, y = y0 deiparametri. In particolare, lo stato della z(· ; (ϕ, ψ),U ) corrispondente ai valorix = 0, y = 0 dei parametri (cioe` (ϕ, ψ)) e` detto stato iniziale, mentre quellocorrispondente ai valori x = a, y = b dei parametri (essendo (a, b) unpre�ssato punto di ]0, α[×]0, β[) e` detto stato �nale.Siano assegnati, dora in poi, un sottoinsieme�0 di �(n)p e un sottoinsieme
U di L ploc(L(α, β),Rm), e supponiamo di poter far variare lo stato iniziale(ϕ, ψ) nellinsieme �0 e la funzione U nellinsieme U. Poiche` lo stato dellaz(· ; (ϕ, ψ),U ) in corrispondenza dei parametri x e y dipende sia da (ϕ, ψ)che da U , ne viene che il sistema retto dal processo (E) e` controllabile siatramite (ϕ, ψ) che tramite U . Lo stato iniziale (ϕ, ψ) e` detto controllo iniziale,U controllo permanente e la coppia ((ϕ, ψ),U ) controllo.Poniamo, inoltre, la seguente
De�nizione 4.1. Dati (a, b) ∈ ]0, α[×]0, β[, �0 ⊆ �(n)p , U ⊆ L ploc(L(α, β),
R
m), dicesi insieme raggiungibile relativo a l(a, b), a partire dagli stati iniziali(ϕ, ψ)∈�0 su l(0, 0), mediante i controlli U ∈U, linsieme
A((0, 0), (a, b);�0,U) = �γ(a,b)z(· ; (ϕ, ψ),U ) : ((ϕ, ψ),U )∈�0 ×U�
degli stati �nali che si ottengono al variare di (ϕ, ψ) in �0 e di U in U.
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0 V (u, v; x , y)F(u, v)U (u, v) dudv, (x , y)∈ L(α, β),
e, per ogni (x0, y0)∈ [0, α[×[0, β[, con�(x0 ,y0) lapplicazione lineare e continuada L ploc(L(α, β),Rm) in �(n)p , de�nita ponendo
�(x0 ,y0)U = γ(x0,y0)�U ∀U ∈ L ploc(L(α, β),Rm).
Inoltre, facendo seguito a quanto precisato alla �ne del numero prece-dente, denotiamo con � lapplicazione lineare e continua (Teorema 3.1), da�(n)p in �W ∗p (L(α, β),Rn), che ad ogni (ϕ, ψ) ∈ �(n)p associa lelemento di�W ∗p (L(α, β),Rn) dato dalla funzione
(x , y)→ ζ (x , y; (ϕ, ψ)), (x , y)∈ L(α, β),
e, per ogni (x0, y0)∈ [0, α[×[0, β[, con �(x0 ,y0) lapplicazione lineare e continua(Teorema 2.7), da �(n)p in se`, de�nita ponendo
�(x0,y0)(ϕ, ψ) = γ(x0,y0)�(ϕ, ψ) ∀ (ϕ, ψ)∈�(n)p .
Osservazione 4.1. Per ogni (x0, y0) ∈ [0, α[×[0, β[, lapplicazione �(x0,y0) ,lineare e continua da �(n)p in se`, e` suriettiva e se (x0, y0) �= (0, 0) non iniettiva.






V (u, v; x , y)G(u, v)) dudv, (x , y)∈ L(α, β).
Si ha, allora, per ogni (ϕ, ψ)∈�(n)p ed ogni U ∈ L ploc(L(α, β),Rm),
γ(a,b)z(· ; (ϕ, ψ),U ) = �(a,b)(ϕ, ψ)+�(a,b)U + γ(a,b)G
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e, conseguentemente,
A((0, 0), (a, b);�0,U) = �(a,b)�0 +�(a,b)U+ γ(a,b)G.
Da un risultato generale sulla rappresentazione della chiusura convessa diun insieme mediante la sua funzione di appoggio (5) segue che
coA((0, 0), (a, b);�0,U) = co(�(a,b)�0 +�(a,b)U+ γ(a,b)G) =
=
�(χ, η)∈� (n)p : �(χ, η), Q� ≤ h�(a,b)�0+�(a,b)U+γ(a,b)G(Q) ∀Q ∈ (�(n)p )�� =
=
�(χ, η)∈� (n)p : �(χ, η), Q� ≤
≤ sup(ϕ,ψ)∈�0U∈U
��(a,b)(ϕ, ψ)+�(a,b)U + γ(a,b)G, Q� ∀Q ∈ (�(n)p )��
e, pertanto, denotate con
��(a,b) : (�(n)p )� → (�(n)p )�
e con
��(a,b) : (�(n)p )� → (L ploc(L(α, β),Rm))�
le trasformazioni aggiunte di �(a,b) e di �(a,b) rispettivamente, si ha il
(5) Se � e` uno spazio lineare topologico (reale), �� il suo duale forte e S unsottoinsieme non vuoto di �, si chiama funzione di appoggio di S la funzione hS :
�� → R ∪ {+∞} de�nita ponendo
hS(s�) = sups∈S�s, s
�� ∀ s� ∈��.
Denotata con co(S) la chiusura convessa di S , cioe` lintersezione dei convessi echiusi che contengono S , e` noto (cfr., ad es., G. Pulvirenti - G. Santagati - A. Villani [6],n. 5) che se � e` uno spazio l.t. e S e T sono due sottoinsiemi di � diversi dallinsiemevuoto, risulta co(S) = {s ∈� : �s, s�� ≤ hS(s�) ∀ s� ∈��}
e, conseguentemente,
co(S) ⊆ co(T ) ⇔ hS(s�) ≤ hT (s�) ∀ s� ∈��.
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Teorema 4.1. Assegnati il processo di controllo (E), le coppie di parametri(0, 0) e (a, b), linsieme �0 ⊆ �(n)p dei controlli iniziali e linsieme U ⊆L ploc(L(α, β),Rm) dei controlli permanenti, risulta
coA((0, 0), (a, b);�0,U) =
=
�(χ, η)∈� (n)p : �(χ, η), Q� ≤ sup(ϕ,ψ)∈�0��(a,b)(ϕ, ψ), Q� +
+ sup
U∈U
��(a,b)U, Q� + �γ(a,b)G, Q� ∀Q ∈ (�(n)p )�� =
=
�(χ, η)∈� (n)p : �(χ, η), Q� ≤ sup(ϕ,ψ)∈�0�(ϕ, ψ), ��(a,b)Q� +
+ supU∈U�U, �
�(a,b)Q� + �γ(a,b)G, Q� ∀Q ∈ (�(n)p )��.
5. Problemi di controllo.
In generale dicesi Problema di controllo relativo al processo (E) ogniproblema consistente nella ricerca di controlli (fra quelli disponibili) veri�cantiunassegnata proprieta` connessa con il Processo (E).Qui, in particolare, consideriamo la proprieta` dellappartenenza dello stato�nale ad un dato sottoinsieme di �(n)p ; in altre parole ci occupiamo del problemadella ricerca di controlli ((ϕ, ψ),U ) ∈�0 ×U che trasferiscano lo stato delsistema da un insieme �0 di stati iniziali ad un insieme �, detto obiettivo, distati �nali.Piu` precisamente consideriamo il
Problema [(0, 0), (a, b),U, �0, �]. Siano assegnati il processo di controllo(E), le coppie di parametri (0, 0) e (a, b), linsieme �0 ⊆ �(n)p dei controlliiniziali, linsiemeU ⊆ L ploc(L(α, β),Rm) dei controlli permanenti e un insiemeobiettivo � ⊆ �(n)p . Determinare (ϕ, ψ)∈�0 e U ∈U tali che
γ(a,b)z(· ; (ϕ, ψ),U )∈�.
Poiche`, come gia` osservato a proposito dello studio della controllabilta`completa esatta (A. Villani [9]) e della controllabilta` completa approssimata(G. Pulvirenti - G. Santagati [5]), lo spazio degli stati relativi al processo di con-trollo (E) e` ad in�nite dimensioni, oltre al problema precedente (di tipo esatto)e` importante studiare anche il seguente problema (di tipo approssimato).
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Problema [(0, 0), (a, b),U, �0, �]ε . Siano assegnati il processo di controllo(E), le coppie di parametri (0, 0) e (a, b), linsieme �0 ⊆ �(n)p dei controlliiniziali, linsiemeU ⊆ L ploc(L(α, β),Rm) dei controlli permanenti e un insiemeobiettivo � ⊆ �(n)p . Per ogni ε > 0 ed ogni seminorma π = πA,B su �(n)pdeterminare (ϕ, ψ)ε,π ∈�0, Uε,π ∈U e (λ, δ)ε,π ∈� tali che
π (γ(a,b)z(· ; (ϕ, ψ)ε,π ,Uε,π )− (λ, δ)ε,π ) < ε.
Osservazione 5.1. Sia linsieme �0 che linsieme� possono essere formati daun solo punto di �(n)p ; si hanno, in tali evenienze, interessanti casi particolari deiprecedenti problemi.
Ovviamente, se il Problema [(0, 0), (a, b),U, �0, �] ha soluzioni ne haanche il Problema [(0, 0), (a, b),U, �0, �]ε . Il viceversa non e` vero, neancheseU coincide con lintero spazio dei controlli permanenti, a causa del fatto che(G. Pulvirenti - G. Santagati [5], Osservazione 7.2) esistono processi di controllo(E) che sono completamente �(n)p -ε-controllabili ma non sono completamente�(n)p -controllabili relativamente ad (a, b); infatti, riprendendo lEsempio 7.1 diG. Pulvirenti - G. Santagati [5], abbiamo il seguente esempio.
Esempio 5.1. Siano α = β = +∞; n = m = 1; p ∈ [1,+∞[; A =B = C = G = 0 (quindi V (u, v; x , y) = 1); F(x , y) = x − 1 ∀ (x , y) ∈L(+∞,+∞); (a, b) = (1, 1); �0 = {(θ, θ )} dove θ (t) = 0 ∀ t ∈ [0,+∞[;
U = L ploc(L(+∞,+∞),R); � = {(J, J )} dove J (t) = t ∀ t ∈ [0,+∞[.Per quanto visto nel suddetto Esempio 7.1 di G. Pulvirenti - G. Santaga-ti [5], si ha che in questo caso il Problema [(0, 0), (1, 1), L ploc(L(+∞,+∞),R),
{(θ, θ )}, {(J, J )}]ε ha soluzioni mentre il corrispondente Problema [(0, 0),(1, 1), L ploc(L(+∞,+∞),R), {(θ, θ )}, {(J, J )}] non ne ha.
Ulteriori esempi saranno indicati nella successiva Osservazione 5.2.Utilizzando linsieme raggiungibile A((0, 0), (a, b);�0,U), che per bre-vita` denoteremo dora in poi con A, si ha ovviamente la
Proposizione 5.1. La risolubilita` del Problema [(0, 0), (a, b),U, �0, �] e`equivalente alla validita` della relazione
(5.1) � ∩A �= ∅.
Inoltre si ha
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Proposizione 5.2. La validita` della relazione
(5.2) � ∩A �= ∅
implica la risolubilta` del Problema [(0, 0), (a, b),U, �0, �]ε .
Dimostrazione. Infatti, se (χ, η)∈�∩A, per ogni ε > 0 e per ogni seminorma
π = πA,B su �(n)p , esistono (ϕ, ψ)ε,π ∈�0, Uε,π ∈U e (λ, δ)ε,π ∈� tali che
π (γ(a,b)z(· ; (ϕ, ψ)ε,π ,Uε,π )− (χ, η)) < ε2 ,
π ((χ, η)− (λ, δ)ε,π) < ε2 ,
da cui
π (γ(a,b)z(· ; (ϕ, ψ)ε,π ,Uε,π )− (λ, δ)ε,π)) < ε,
e quindi il Problema [(0, 0), (a, b),U, �0, �]ε ha soluzioni.
Invece la risolubilita` del Problema [(0, 0), (a, b),U, �0, �]ε non implica,in generale, la validita` della relazione (5.2), come si evince dal seguente esem-pio.
Esempio 5.2. Siano α = β = +∞; n = m; p ∈ [1,+∞]; A = B = C = G =0; F(x , y) = I ∀ (x , y) ∈ L(+∞,+∞), essendo I la n × n-matrice identita`;(a, b) = (1, 1); �0 = {(θ, θ )} dove θ (t) = 0 ∀ t ∈ [0,+∞[. Inoltre, denotaticon D, E due sottoinsiemi chiusi e disgiunti di Rn aventi distanza nulla, siano
U =
�U ∈ L ploc(L(+∞,+∞),Rn ) : � 10
� 1
0 U (x , y) dxdy∈ D,
U (x , y) = 0 q.o. (x , y)∈ L(+∞,+∞) \ ([0, 1]× [0, 1])�,
� =
�(λ, δ)∈� (n)p : λ(t) = δ(t) = λ(0)∈ E ∀ t ∈ [0,+∞[�.
Tenendo presente che V (u, v; x , y) = I si ha che
A =
�(χ, η)∈� (n)p : χ (t) = η(t) = χ (0)∈ D ∀ t ∈ [0,+∞[�.
Ne segue facilmente che il Problema [(0, 0), (1, 1),U, �0, �]ε ha soluzio-ni, mentre gli insiemi A e � sono due sottoinsiemi chiusi e disgiunti di �(n)p .
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Le successive due proposizioni, utili per le applicazioni, indicano casiparticolari nei quali la validita` della (5.2) e` anche condizione necessaria perla risolubilita` del Problema [(0, 0), (a, b),U, �0, �]ε .
Proposizione 5.3. Se almeno uno dei due insiemi � e A e` relativamentecompatto, la risolubilta` del Problema [(0, 0), (a, b),U, �0, �]ε e` equivalentealla validita` della relazione (5.2).
Dimostrazione. Basta provare che se il Problema [(0, 0), (a, b),U, �0, �]εha soluzioni ed inoltre almeno uno dei due insiemi A e � e` relativamentecompatto, si ha la (5.2).Posto
π k = π]0,k[,]0,k[ ∀k ∈N,
dalla risolubilta` del Problema [(0, 0), (a, b),U, �0, �]ε segue che per ognik ∈N esistono (ϕ, ψ)k ∈�0, Uk ∈U e (λ, δ)k ∈� tali che
π k(γ(a,b)z(· ; (ϕ, ψ)k ,Uk)− (λ, δ)k) < 1k .Supponiamo, per esempio, che linsieme � sia relativamente compatto; alloraesiste una successione {(λ, δ)nk }, estratta da �(λ, δ)k�, convergente verso un
elemento (�λ,�δ) di �; si ha cioe` che per ogni ε > 0 e ogni seminorma π = πA,Bsu �(n)p esiste kε,π ∈N tale che
π ((λ, δ)nk − (�λ,�δ)) < ε2 se k > kε,π .Proviamo, in�ne, che
limk γ(a,b)z(· ; (ϕ, ψ)nk ,Unk ) = (�λ,�δ),
da cui segue che (�λ,�δ) ∈� ∩A; a tale scopo cominciamo con losservare che




2 , A, B ⊆]0, nk[, ∀k > kε,π ;
conseguentemente, per ogni ε > 0 e ogni seminorma π = πA,B su �(n)p , posto
k∗ε,π = max
�kε,π , kε,π�, risulta, per ogni k > k∗ε,π ,
π (γ(a,b)z(· ; (ϕ, ψ)nk ,Unk )− (�λ,�δ)) ≤
≤ π (γ(a,b)z(· ; (ϕ, ψ)nk ,Unk )− (λ, δ)nk )+ π ((λ, δ)nk − (�λ,�δ)) ≤
≤ πnk (γ(a,b)z(· ; (ϕ, ψ)nk ,Unk )− (λ, δ)nk ) + π ((λ, δ)nk − (�λ,�δ)) <
<
1
nk + π ((λ, δ)
nk − (�λ,�δ)) < ε,
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da cui lasserto.
Proposizione 5.4. Se gli insiemi � e A sono convessi ed almeno uno di essi e`relativamente debolmente compatto, la risolubilta` del Problema [(0, 0), (a, b),
U, �0, �]ε e` equivalente alla validita` della relazione (5.2).
Dimostrazione. Osserviamo preliminarmente che nelle attuali ipotesi gli insie-mi � e A sono due sottoinsiemi chiusi, convessi, uno dei quali compatto, di�(n)p munito della topologia debole.Anche in questo caso basta provare che la risolubilita` del Problema[(0, 0), (a, b),U, �0, �]ε implica la validita` della (5.2).Supposto per assurdo che�∩A = ∅, per il teorema di separazione in sensostretto (N. Dunford - J.T. Schwartz [3], Theorem V.2.10) esistono un funzionalelineare e continuo Q su (�(n)p munito della topologia debole e quindi su) �(n)p edue costanti c ∈R, ε > 0 tali che
(5.3) �(λ, δ), Q� ≤ c − ε < c ≤ �(χ, η), Q� ∀ (λ, δ)∈�, ∀ (χ, η)∈A.
Dalla continuita` di Q segue lesistenza di una costante k > 0 e di r seminorme
πAi ,Bi , i = 1, . . . , r, su �(n)p tali che
|�(χ, η), Q�| ≤ k r�
i=1









per la risolubilta` del Problema [(0, 0), (a, b),U, �0, �]ε esistono (λ, δ) ∈ �,(χ, η)∈A tali che
πA,B ((χ, η)− (λ, δ)) < εkr ,da cui
|�(χ, η)− (λ, δ), Q�| < ε,
ma cio` contraddice la (5.3).
Osservazione 5.2. Una prima applicazione delle precedenti proposizioni con-siste nel fornire, in modo ovvio, a partire dagli Esempi 6.2 e 6.3 di G. Pulvirenti- G. Santagati - A. Villani [6] (p = 1 e p = +∞ rispettivamente), casi in cui ilProblema [(0, 0), (a, b),U, �0, �]ε ha soluzioni mentre non ne ha il Problema[(0, 0), (a, b),U, �0, �].
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6. Sulla risoluzione del Problema [(0, 0), (a, b),U, �0, �].
Alcuni interessanti casi particolari nei quali e` ovvio che il Problema[(0, 0), (a, b),U, �0, �] ha soluzioni, dato che la (5.1) della Proposizione 5.1e` banalmente veri�cata, sono quelli in cui risulta � ⊆ A oppure � ⊇ A. Sottoalcune semplici ipotesi di convessita` sui dati, tali casi possono essere facilmentecaratterizzati.Infatti, tenendo presente la nota (5) e procedendo come nella dimostrazionedel Teorema 4.1, si ha il
Teorema 6.1. Siano assegnati il processo di controllo (E), le coppie di pa-rametri (0, 0) e (a, b), linsieme �0 ⊆ �(n)p dei controlli iniziali, linsieme
U ⊆ L ploc(L(α, β),Rm) dei controlli permanenti e linsieme obiettivo� ⊆ �(n)p .Gli insiemi � e �(a,b)�0 +�(a,b)U siano convessi e chiusi.Condizione necessaria e suf�ciente af�nche` risulti � ⊆ A e` che valganole disuguaglianze:
sup(λ,δ)∈��(λ, δ), Q� ≤(6.1)
≤ sup(ϕ,ψ)∈�0��(a,b)(ϕ, ψ), Q� + supU∈U��(a,b)U, Q� + �γ(a,b)G, Q��




∀Q ∈ (�(n)p )�.
Condizione necessaria e suf�ciente af�nche` risulti� ⊇ A e` che valgano ledisuguaglianze che si ottengono dalle (6.1) cambiando il segno di ≤ col segnodi ≥.Condizione necessaria e suf�ciente af�nche` risulti � = A e` che valganole uguaglianze che si ottengono dalle (6.1) cambiando il segno di ≤ col segnodi =.
Osservazione 6.1. Una condizione suf�ciente af�nche` linsieme �(a,b)�0 +
�(a,b)U sia convesso e chiuso e` che tali siano i due insiemi �(a,b)�0 e �(a,b)Ued uno almeno dei due sia debolmente compatto (basta applicare la (iv) delLemma V.2.4 di N. Dunford - J.T. Schwartz [3] allo spazio �(n)p munito dellatopologia debole).Una condizione atta a garantire che sia chiuso linsieme �(a,b)U e` datadal Teorema 6.2 di G. Pulvirenti - G. Santagati - A. Villani [6] che assicurache se p ∈ ]1,+∞[ ed U e` un sottoinsieme chiuso, convesso e limitatodi L ploc(L(α, β),Rm), allora �(a,b)U e` un sottoinsieme chiuso, convesso elimitato di �(n)p . La medesima condizione garantisce inoltre, come si evince
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dalle dimostrazioni dei Teoremi 6.1 e 6.2 di G. Pulvirenti - G. Santagati -A. Villani [6], che linsieme �(a,b)U e` anche debolmente compatto.Unanaloga condizione vale per linsieme �(a,b)�0. Infatti, grazie al Teo-rema 2.6 e con gli stessi ragionamenti usati per il Teorema 6.2 di G. Pulvirenti -G. Santagati - A. Villani [6], si ha il
Teorema 6.2. Sia p ∈ ]1,+∞[. Se �0 ⊆ �(n)p e` un insieme chiuso, convessoe limitato, allora �(a,b)�0 e` un insieme debolmente compatto, nonche` chiuso,convesso e limitato di �(n)p .
7. Sulla risoluzione del Problema [(0, 0), (a, b),U, �0, �]ε .
Supponiamo che gli insiemi � e A siano convessi e che almeno unodei due sia relativamente debolmente compatto. La risolubilta` del Problema[(0, 0), (a, b),U, �0, �]ε e` allora caratterizzata (Proposizione 5.4) dalla vali-dita` della relazione (5.2).Una riformulazione equivalente della (5.2) e`
θ ∈ −�+A = −�+A
(θ elemento nullo di �(n)p ), ovvero (per il gia` citato Lemma V.2.4 di N. Dunford -J.T. Schwartz [3])
θ ∈−�+A,
cioe`
θ ∈−�+ �(a,b)�0 +�(a,b)U+ γ(a,b)G.
Conseguentemente la validita` della (5.2) e` equivalente alla validita` della rela-zione
θ ∈ co �−�+ �(a,b)�0 +�(a,b)U+ γ(a,b)G�
e quindi, per quanto ricordato nella nota (5), posto
Z = −�+ �(a,b)�0 +�(a,b)U+ γ(a,b)G,
alla validita` delle in�nite disuguaglianze
0 ≤ supz∈Z �z, Q� ∀Q ∈ (�(n)p )�.
Poiche` risulta, ovviamente,
supz∈Z �z, Q� = − inf(λ,δ)∈��(λ, δ), Q�+ sup(ϕ,ψ)∈�0��(a,b)(ϕ, ψ), Q� +
+ sup
U⊂U
��(a,b)U, Q� + �γ(a,b)G, Q� ∀Q ∈ (�(n)p )�,
si ha, in de�nitiva, il
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Teorema 7.1. Siano assegnati il processo di controllo (E), le coppie di pa-rametri (0, 0) e (a, b), linsieme �0 ⊆ �(n)p dei controlli iniziali, linsieme
U ⊆ L ploc(L(α, β),Rm) dei controlli permanenti e linsieme obiettivo� ⊆ �(n)p .Gli insiemi� e �(a,b)�0+�(a,b)U siano convessi ed inoltre uno almeno dei duesia relativamente debolmente compatto.Condizione necessaria e suf�ciente af�nche` il Problema [(0, 0), (a, b),U,
�0, �]ε abbia soluzioni e` che valgano le disuguaglianze:
inf(λ,δ)∈��(λ, δ), Q� ≤(7.1)
≤ sup(ϕ,ψ)∈�0��(a,b)(ϕ, ψ), Q� + supU∈U��(a,b)U, Q� + �γ(a,b)G, Q��




∀Q ∈ (�(n)p )�.
Se, inoltre, gli insiemi � e �(a,b)�0 + �(a,b)U sono chiusi in �(n)p allora lavalidita` delle disuguaglianze (7.1) e` condizione necessaria e suf�ciente perche`abbia soluzioni il Problema [(0, 0), (a, b),U, �0, �].
Osservazione 7.1. La comparazione dei risultati espressi nei Teoremi 6.1 e 7.1e` ovvia per limmediato confronto delle disuguaglianze (6.1) e (7.1).
8. Utilizzo delle aggiunte � �(a,b) e ��(a,b).
Nel caso p ∈ [1,+∞[ ai Teoremi 4.1, 6.1, 7.1 si puo` dare una veste piu`agevole per le applicazioni mediante luso di una rappresentazione esplicitadelle trasformazioni aggiunte ��(a,b) e ��(a,b) di �(a,b) e �(a,b) rispettivamente.Per quanto concerne la ��(a,b) e` noto che, se p ∈ [1,+∞[, gli spazi dua-li (L ploc(L(α, β),Rm))� e (�(n)p )� si identi�cano (algebricamente e topologica-mente) con L p�c (L(α, β),Rm) e L p�c ([0,+∞[,Rn) × L p�c ([0,+∞[,Rn) × Rnrispettivamente (mediante gli isomor�smi considerati nei Teoremi 2.1 e 2.5)
e che per la ��(a,b) , riguardata come una applicazione da L p�c ([0,+∞[,Rn) ×
L p�c ([0,+∞[,Rn) × Rn in L p�c (L(α, β),Rm), si ha (G. Pulvirenti - G. Santaga-ti [5], n. 6), per ogni (µ, ν, ξ )∈ L p�c ([0,+∞[,Rn)× L p�c ([0,+∞[,Rn)× Rn ,
�U, ��(a,b)(µ, ν, ξ )� =
� �
L(α,β)
H ∗(u, v; (µ, ν, ξ ))U (u, v) dudv
∀U ∈ L ploc(L(α, β),Rm),
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dove, per ogni (µ, ν, ξ ) ∈ L p�c ([0,+∞[, Rn) × L p�c ([0,+∞[, Rn) × Rn ,H (· ; (µ, ν, ξ )) e` lelemento di L p�c (L(α, β),Rm) dato da




ξ∗V (u, v; a, b)+
� +∞
0
[µ∗(t)Vx(u, v; a + t, b)+
+ ν∗(t)Vy(u, v; a, b+ t)] dt�F(u, v)
q.o. (u, v)∈ [0, a[×[0, b[,�
µ∗(u − a)V (u, v; u, b)+
� +∞
u−a
µ∗(t)Vx(u, v; a + t, b) dt�F(u, v)
q.o. (u, v)∈ [a,+∞[×[0, b[,�
ν∗(v − b)V (u, v; a, v)+
� +∞
v−b
ν∗(t)Vy(u, v; a, b+ t) dt�F(u, v)
q.o. (u, v)∈ [0, a[×[b,+∞[,
0 q.o. (u, v)∈ L(α, β) \ L(a, b).
Similmente si ha che, se p ∈ [1,+∞[, la ��(a,b) puo` essere riguardata comeunapplicazione da L p�c ([0,+∞[,Rn) × L p�c ([0,+∞[,Rn) × Rn (= (�(n)p )�) inse`. Precisamente, posto, per ogni (ϕ, ψ)∈�(n)p ,
�(a,b)(ϕ, ψ) = (λ(a,b)(ϕ, ψ), δ(a,b)(ϕ, ψ)),
cioe`
(λ(a,b)(ϕ, ψ))(t) = ζ (a + t, b; (ϕ, ψ)) =
= V (0, 0; a + t, b)ϕ(0)+
� a+t
0




V (0, v; a+ t, b)[ψ �(v)+ A(0, v)ψ(v)] dv ∀ t ∈ [0,+∞[,
(δ(a,b)(ϕ, ψ))(t) = ζ (a, b+ t; (ϕ, ψ)) =
= V (0, 0; a, b+ t)ϕ(0)+
� a
0




V (0, v; a, b+ t)[ψ �(v) + A(0, v)ψ(v)] dv ∀ t ∈ [0,+∞[,
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si ha (Teorema 2.5), per ogni (µ, ν, ξ )∈L p�c ([0,+∞[,Rn)×L p�c ([0,+∞[,Rn)×
R
n ,




µ∗(t) ddt (λ(a,b)(ϕ, ψ))(t) dt +
� +∞
0
ν∗(t) ddt (δ(a,b)(ϕ, ψ))(t) dt +
+ ξ∗(λ(a,b)(ϕ, ψ))(0) ∀ (ϕ, ψ)∈�(n)p ,
da cui, con facili calcoli,




∗(t; (µ, ν, ξ ))ϕ�(t) dt +
� +∞
0 ν¯
∗(t; (µ, ν, ξ ))ψ �(t) dt +
+ ξ¯∗(µ, ν, ξ )ϕ(0) ∀ (ϕ, ψ)∈�(n)p ,
dove
(µ¯(· ; (µ, ν, ξ )), ν¯(· ; (µ, ν, ξ )), ξ¯ (µ, ν, ξ ))∈
L p�c ([0,+∞[,Rn)× L p�c ([0,+∞[,Rn)× Rn
e` lelemento dato, per ogni
(µ, ν, ξ )∈ L p�c ([0,+∞[,Rn)× L p�c ([0,+∞[,Rn)× Rn,
da
(8.2) µ¯∗(s; (µ, ν, ξ )) =
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=

ξ∗V (s, 0; a, b)+
� a
s


































ν∗(t)Vy(u, 0; a, b+ t)B(u, 0) dt
�
du
q.o. s ∈ [0, a[,














µ∗(t)Vx(u, 0; a + t, b)B(u, 0) dt
�
du
q.o. s ∈ [a,+∞[,
(8.3) ν¯∗(s; (µ, ν, ξ )) =

ξ∗V (0, s; a, b)+
� b
s














ν∗(t)Vy(0, v; a, b+ t)A(0, v) dt
�
dv +


















µ∗(t)Vx(0, v; a + t, b)A(0, v) dt
�
dv
q.o. s ∈ [0, b[,
= 














ν∗(t)Vy(0, v; a, b+ t)A(0, v) dt
�
dv
q.o. s ∈ [b,+∞[,
ξ¯∗(µ, ν, ξ ) =(8.4)
= ξ∗












Vx(u, 0; a + t, b)B(u, 0) du +
� b
0








Vy(0, v; a, b+ t)A(0, v) dv +
� a
0
Vy(u, 0; a, b+ t)B(u, 0)du� dt .
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Dai Teoremi 4.1, 6.1, 7.1, posto (g, q) = γ(a,b)G ∈�(n)p , si hanno, allora, iseguenti teoremi.
Teorema 8.1. Sia p ∈ [1,+∞[. Siano assegnati il processo di controllo (E), lecoppie di parametri (0, 0) e (a, b), linsieme �0 ⊆ �(n)p dei controlli iniziali elinsiemeU ⊆ L ploc(L(α, β),Rm) dei controlli permanenti. Si ha:coA((0, 0), (a, b);�0,U) =
=
�(χ, η)∈� (n)p : � +∞0 µ∗(t)χ �(t) dt +
� +∞
0



















ν∗(t)q �(t)dt + ξ∗g(0)
∀ (µ, ν, ξ )∈ L p�c ([0,+∞[,Rn)×L p�c ([0,+∞[,Rn)×Rn
�
.
Teorema 8.2. Sia p ∈ [1,+∞[. Siano assegnati il processo di controllo (E), lecoppie di parametri (0, 0) e (a, b), linsieme �0 ⊆ �(n)p dei controlli iniziali,linsiemeU ⊆ L ploc(L(α, β),Rm) dei controlli permanenti e linsieme obiettivo











µ¯∗(t; (µ, ν, ξ ))ϕ�(t) dt +
� +∞
0
ν¯∗(t; (µ, ν, ξ ))ψ �(t) dt +
ξ¯∗(µ, ν, ξ )ϕ(0)�+ supU∈U
� �
L(α,β) H







ν∗(t)q �(t) dt + ξ∗g(0)
∀ (µ, ν, ξ )∈ L p�c ([0,+∞[,Rn)× L p�c ([0,+∞[,Rn)×Rn.
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Condizione necessaria e suf�ciente af�nche` risulti� ⊇ A e` che valgano ledisuguaglianze che si ottengono dalle (8.5) cambiando il segno di ≤ col segnodi ≥.Condizione necessaria e suf�ciente af�nche` risulti � = A e` che valganole uguaglianze che si ottengono dalle (8.5) cambiando il segno di ≤ col segnodi =.
Teorema 8.3. Sia p ∈ [1,+∞[. Siano assegnati il processo di controllo (E), lecoppie di parametri (0, 0) e (a, b), linsieme �0 ⊆ �(n)p dei controlli iniziali,linsiemeU ⊆ L ploc(L(α, β),Rm) dei controlli permanenti e linsieme obiettivo
� ⊆ �(n)p . Gli insiemi � e �(a,b)�0 +�(a,b)U siano convessi ed inoltre almenouno dei due sia relativamente debolmente compatto.Condizione necessaria e suf�ciente af�nche` il Problema [(0, 0), (a, b),U,



























ν∗(t)q �(t)dt + ξ∗g(0)
∀ (µ, ν, ξ )∈ L p�c ([0,+∞[,Rn)× L p�c ([0,+∞[,Rn)×Rn.
Se gli insiemi � e �(a,b)�0 +�(a,b)U sono anche chiusi in �(n)p , allora le(8.6) sono condizioni necessarie e suf�cienti perche` abbia soluzione il Problema[(0, 0), (a, b),U, �0, �].
9. Alcune applicazioni.
Per concludere il lavoro, mostriamo, a titolo di esempio, come i risultatiprecedentemente acquisiti trovino applicazione nel caso di una classe di processidi controllo scalari (gia` considerata in G. Pulvirenti - G. Santagati [5] e inG. Pulvirenti - G. Santagati - A. Villani [6]).
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Supponiamo n = m = 1; A = B = C = 0 (quindi V (u, v; x , y) = 1in T (α, β) = {(u, v; x , y) ∈ R4 : (x , y) ∈ L(α, β), 0 ≤ u ≤ x , 0 ≤ v ≤ y});G = 0; cioe` consideriamo il processo di controllo scalare
zxy = F(x , y)U (x , y) q.o. (x , y)∈ L(α, β).
Assegnata una funzione M , elemento di L ploc(L(α, β),R), tale cheM(x , y) ≥ 0 q.o. in L(α, β), assumiamo come insieme dei controlli perma-nenti linsieme
U = {U ∈ L ploc(L(α, β),R) : |U (x , y)| ≤ M(x , y) q.o. (x , y)∈ L(α, β)}.
Analogamente, assegnate due funzioni h, k , elementi di L ploc([0,+∞[,R), taliche h(t) ≥ 0, k(t) ≥ 0 q.o. in [0,+∞[, assumiamo come insieme dei controlliiniziali linsieme
�0 = {(ϕ, ψ)∈�(1)p : ϕ(0) = 0;
|ϕ�(t)| ≤ h(t), |ψ �(t)| ≤ k(t) q.o. t ∈ [0,+∞[}.
Assegnate, poi, le funzioni f, g , elementi di �(1)p , prendiamo come obiettivolinsieme
� = {(λ, δ)∈� (1)p : λ(t) ≥ f (t), δ(t) ≥ g(t)∀ t ∈ [0,+∞[}.
Ovviamente, qualunque sia p ∈ [1,+∞], si ha che linsieme U e` unsottoinsieme chiuso, convesso e limitato di L ploc(L(α, β),R) ; a loro volta, idue insiemi �0 e � sono sottoinsiemi chiusi e convessi di �(1)p e �0 e` anchelimitato.Pertanto (cfr. lOsservazione 6.1), se p ∈ ]1,+∞[, entrambi gli insiemi
�(a,b)�0 e �(a,b)U sono sottoinsiemi debolmente compatti, nonche` chiusi,convessi e limitati di �(1)p . La stessa cosa puo` allora dirsi dellinsieme�(a,b)�0+
�(a,b)U, dunque il Teorema 8.3 si presta a caratterizzare la risolubilita` delProblema [(0, 0), (a, b),U, �0, �]. Nel caso in esame le funzioni H, µ¯, ν¯ ela costante ξ¯ che intervengono nei Teoremi 8.1, 8.2 e 8.3 sono date, per ogni
(µ, ν, ξ )∈ L p�c ([0,+∞[,R)× L p�c ([0,+∞[,R)× R, da
H (u, v; (µ, ν, ξ )) =

ξF(u, v) q.o. (u, v)∈ [0, a[×[0, b[,
µ(u − a)F(u, v) q.o. (u, v)∈ [a,+∞[×[0, b[,
ν(v − b)F(u, v) q.o. (u, v)∈ [0, a[×[b,+∞[,0 q.o. (u, v)∈ L(α, β) \ L(a, b),
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µ¯(s; (µ, ν, ξ )) =
�
ξ q.o. s ∈ [0, a[,
µ(s − a) q.o. s ∈ [a,+∞[,
ν¯(s; (µ, ν, ξ )) =
�
ξ q.o. s ∈ [0, b[,
ν(s − b) q.o. s ∈ [b,+∞[,
ξ¯ (µ, ν, ξ ) = ξ.














µ(t − a)ϕ�(t) dt +
� b
0





















ν(v − b)F(u, v)U (u, v) dudv�
∀ (µ, ν, ξ )∈ L p�c ([0,+∞[,R)× L p�c ([0,+∞[,R)× R.

























F(a + s, v)U (a+ s, v) dsdv�.












ψ �(t) dt +
� T
0



















































0 |F(a + s, v)|M(a + s, v) dsdv,
ne deduciamo, tenuto conto dellarbitrarieta` di T > 0, che per la funzione f e`soddisfatta la seguente condizione:
(9.2) f (t) ≤ c +
� t
0
R(s) ds ∀ t ∈ [0,+∞[,












|F(u, v)|M(u, v) dudv,
R(t) = h(a + t)+
� b
0
|F(a + t, v)|M(a+ t, v) dv q.o t ∈ [0,+∞[.
In maniera del tutto analoga si ha che la (9.1) implica la seguente condi-zione per la g:
(9.3) g(t) ≤ c +
� t
0
S(s) ds ∀ t ∈ [0,+∞[,
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essendo
S(t) = k(b + t)+
� a
0 |F(u, b + t)|M(u, b+ t) du q.o t ∈ [0,+∞[.
Proviamo adesso che, vicecersa, il ver�carsi delle condizioni (9.2) e (9.3)implica la validita` delle disuguaglianze (9.1). Fissato lelemento (µ, ν, ξ ) ∈
L p�c ([0,+∞[,R) × L p�c ([0,+∞[,R) × R, distinguiamo, al �ne di veri�carela validita` della corrispondente disuguaglianza (9.1), due casi, secondo che(µ, ν, ξ ) soddis� la condizione
(9.4) µ(t) ≥ 0, ν(t) ≥ 0 q.o. t ∈ [0,+∞[; ξ ≥ 0,





ν(t)S(t) dt + ξc;
daltra parte le condizioni (9.2) e (9.3) comportano che lelemento (�λ,�δ) di �(1)p ,dato da
�λ(t) = c + � t
0
R(s) ds , �δ(t) = c + � t
0
S(s) ds ∀ t ∈ [0,+∞[,











µ(t)�λ�(t) dt + � +∞
0







ν(t)S(t) dt + ξc,
dunque e` veri�cata la (9.1).Se, invece, (µ, ν, ξ ) non soddisfa la (9.4), allora la (9.1) e` ancora veradato che in questo caso il primo membro e` −∞. Per provare questultimaaffermazione supponiamo, per �ssare le idee, che risulti µ(t) < 0 in un insiemeE ⊆ [0,+∞[ di misura positiva. Fissato T > 0 in modo che lintervallo [0, T ]
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contenga i supporti delle funzioni µ e ν e che linsieme [0, T ]∩ E abbia misurapositiva, consideriamo, per ogni r > 0, lelemento (λr , δr ) di �(1)p de�nito nelmodo seguente:
λr (0) = max{ maxt∈[0,T ] f (t), maxt∈[0,T ] g(t)},
λ�r (t) =
� 0 q.o. t ∈ [0, T ] \ E ,r q.o. t ∈ [0, T ] ∩ E ,f �(t) q.o. t ∈ ]T ,+∞[,
δ�r (t) =
� 0 q.o. t ∈ [0, T ],g�(t) q.o. t ∈ ]T ,+∞[.











µ(t)λ�r (t) dt +
� +∞
0






µ(t) dt = −∞.
In conclusione si ha che la risolubilita` del Problema [(0, 0), (a, b),U, �0,
�] e`, in questo caso, caratterizzata dal veri�carsi delle condizioni (9.2) e (9.3).Inoltre, con ragionamenti analoghi, applicando il Teorema 8.2, si provache in questo caso linclusione � ⊇ A e` caratterizzata dal veri�carsi dellecondizioni
f (t) ≤ −c −
� t
0 R(s)ds ∀ t ∈ [0,+∞[,
g(t) ≤ −c −
� t
0
S(s)ds ∀ t ∈ [0,+∞[.
Ovviamente ai risultati sopra enunciati si puo` pervenire anche mediante laconoscenza dellinsieme raggiungibile. Questa si puo` conseguire utilizzando ilTeorema 8.1 e adottando, per sempli�care la caratterizzazione in esso contenu-ta, ragionamenti analoghi a quelli seguiti nel n. 7 di G. Pulvirenti - G. Santagati- A. Villani [6]. In tal modo si ottiene che nel caso in esame linsieme raggiun-gibile e` formato dagli elementi (χ, η)∈� (1)p tali che
|χ �(t)| ≤ R(t) q.o. t ∈ [0,+∞[,
|η�(t)| ≤ S(t) q.o. t ∈ [0,+∞[,
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|χ (0)| ≤ c.
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