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L’equazione di Schrödinger non lineare(NLS) di tipo “focusing” è il modellouniversale più semplice nella descrizio-
ne della modulazione in ampiezza di onde
quasi monocromatiche in mezzi debolmente
non lineari, il meccanismo fisico principale
per l’insorgenza di onde anomale in Natura.
Di recente è stato risolto il problema di Cau-
chy per tale equazione sul segmento, con con-
dizioni periodiche al bordo, il cui dato inizia-
le è una piccola perturbazione della soluzio-
ne di background instabile. Nel caso più sem-
plice di un solo modo instabile, la dinamica
è caratterizzata da una ricorrenza esatta di
onde anomale descritte dal solitone di Akh-
mediev, i cui parametri, che variano ad ogni
apparizione, sono legati in modo semplice al-
le condizioni iniziali. Tale ricorrenza esatta
diventa una ricorrenza del tipo Fermi-Pasta-
Ulam nei contesti fisici ai quali si applica la
teoria NLS, come già confermato da alcuni
esperimenti di ottica non lineare.
Introduzione
L’equazione di Schrödinger non lineare (NLS)
iut + uxx + 2η|u|2u = 0,
u = u(x, t) ∈ C, η = ±1 (1)
è il modello universale nella descrizione della
propagazione di un’onda quasi monocromatica
in un mezzo debolmente non lineare; in parti-
colare, è rilevante nella teoria delle onde d’ac-
qua [1], in ottica non lineare [2, 3, 4], nelle on-
de di Langmuir in un plasma [5], e nella teoria
dei condensati di Bose-Einstein [6]. Il potenzia-
le auto - indotto V (x, t) = −η|u(x, t)|2 è attrat-
tivo se η = 1 (la cosidetta “focusing NLS”), e
repulsivo se η = −1 (la cosidetta “defocusing
NLS”), e i due casi danno luogo a due dinamiche
completamente diverse.
In modo qualitativo, se l’oscillatore armoni-
co per equazioni differenziali ordinarie e l’onda
monocromatica per equazioni differenziali alle
derivate parziali (EDDP) giocano un ruolo rile-
vante nella descrizione delle piccole oscillazioni
in una buca di potenziale, quando le oscillazio-
ni non sono così piccole da poter trascurare le
prime correzioni non lineari, siamo nel cosidet-
to “regime debolmente non lineare”, nel quale
l’equazione NLS ed altre EDDP nonlineari del-
la fisica matematica giocano un ruolo rilevante.
Sul nostro pianeta, ad esempio, dove le energie
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coinvolte nei fenomeni fisici sono spesso piccole
rispetto alle energie di legame della materia, ta-
le regime è piuttosto frequente, e piccoli effetti
non lineari giocano un ruolo rilevante su scale
spazio-temporali lunghe.
Per fissare le idee principali, si consideri, ad
esempio, la seguente famiglia di EDDP non
lineari dispersive
[∂t + iω(−i∂x)]q = N (q, qx), q(x, t) ∈ R, (2)
dove N (q, qx) è una funzione non lineare tale
che N (δ, δ)  O(δ), con 0 ≤ δ  1, e ω(k) è la
relazione di dispersione: ω(k) ∈ R, ω′′(k) 6= 0.
Se si cercano soluzioni della (2) nella forma
di onde di “piccola ampiezza” e “quasi mono-
cromatiche”, esse possono approssimativamente





a(k)ei(kx−ω(k)t)dk + c.c., (3)
dove a(k) è una funzione piccata intorno al nu-
mero d’onda k0 (a(k) è sensibilmente diversa da
0 in un piccolo intervallo di lunghezza  intorno
a k0). Cambiando variabile: k = k0 + δ k′, e svi-
luppando ω intorno a k0, si ottiene l’onda quasi
monocromatica
q(x, t) ∼ δ A (x1 − ω′(k0)t1, t2) eiθ(x,t) + c.c.,
θ(x, t) = k0x− ω(k0)t, (4)
x1 = δ x, t1 = δ t, t2 = δ
2t,
















Aξξ = 0. (6)
L’equazione (4), combinando le due ipotesi fisi-
che del problema : non linearità debole, poi-
chè l’ampiezza è piccola, e quasi - monocro-
maticità, a causa della lenta dipendenza del-
l’ampiezza A dalle variabili spazio-temporali,
viene presa come il termine principale di uno
sviluppo multiscala della soluzione dell’EDDP
non lineare (2). La non linearità ha due effetti
importanti sullo sviluppo agli ordini successi-
vi: generando i) armoniche di ordine superiore
exp(±inθ(x, t)), n ∈ N e ii) secolarità, che vanno
soppresse per garantire che la serie perturbativa
sia asintotica [7]. La condizione per sopprime-
re la prima secolarità è che l’ampiezza dipenda




Aξξ + b(k0)|A|2A = 0, (7)
dove il coefficiente b(k) contiene le informazioni
più rilevanti sulla struttura della non linearità
in (2). Si veda, ad esempio, [8], per una deri-
vazione dettagliata del risultato, e per mostrare
che le condizioni per poter sopprimere secolarità
di ordine superiore introducono la dipendenza
dell’ampiezza da tempi più lunghi:
A((x1 − ω′(k0)t1, t2, t3, . . . , tn, . . . ), tn = nt,
(8)
descritta da altrettanti flussi di simmetria che
commutano con la NLS. Se b(k0) ∈ R, e se
b(k0)ω
′′(k0) > 0, allora siamo nel caso focu-
sing; se b(k0)ω′′(k0) < 0, siamo nel caso defo-
cusing. È infine un semplice esercizio ridefi-
nire le variabili dipendenti e indipendenti per
riscrivere l’equazione (7) nella forma standard
(1). Quindi le equazioni (4),(7) ci dicono che
l’equazione NLS descrive la modulazione len-
ta dell’ampiezza di un’ondamonocromatica in
un regime debolmente non lineare.
Si noti che l’esistenza di un insieme numera-
bile di simmetrie e costanti del moto in involu-
zione costruibili esplicitamente sono proprietà
altamente non banali di una EDDP non lineare,
e caratterizzano le proprietà algebriche e geome-
triche di un’EDDP “integrabile” [9, 10, 11], come
l’equazione NLS. La proprietà aggiuntiva dell’e-
sistenza della cosidetta coppia di Lax [12], che
permette di esprimere l’equazione integrabile co-
me la condizione di integrabilità di una coppia
di equazioni lineari per un campo ausiliario ψ:
ψx = X(x, t, λ)ψ,
ψt = T (x, t, λ)ψ, (9)
ψ = ψ(x, t, λ)
dependente da un parametro “spettrale” λ, gioca
un ruolo fondamentale nella possibilità di risol-
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vere problemi di Cauchy rilevanti per l’equazio-
ne integrabile attraverso tecniche di natura spet-
trale [13, 14, 15, 16]: il problema di Cauchy sulla
retta attraverso il metodo della Trasformata Spet-
trale (o Inverse Scattering (Spectral) Transform
(IST)), una generalizzazione non lineare delmeto-
do della Trasformata di Fourier per EDDP lineari;
il problema di Cauchy sul segmento con condi-
zioni periodiche al bordo attraverso il metodo
del “Finite Gap” [17, 18, 19, 20, 21], una genera-
lizzazione non lineare del metodo della serie di
Fourier.
L’ IST, introdotto nel lavoro [22] per un’al-
tra EDDP non lineare integrabile, la famosa
equazione di Korteweg-de Vries (KdV) [23]
vt + vxxx + vvx = 0, v = v(x, t), (10)
modello universale nella descrizione di onde de-
bolmente dispersive in regime debolmente non
lineare [13, 14], è stato applicato con successo al-
l’equazione NLS nel lavoro [24], in cui la coppia
di Lax della NLS (1) fu scoperta nella seguente
forma
X(λ;x, t) = −iλσ3 + iU(x, t),















ηu(x, t)u¯(x, t) iux(x, t)
−iηu¯x(x, t) −ηu(x, t)u¯(x, t)
)
.
Una descrizione accurata di questi importan-




Una domanda sorge spontanea a questo punto.
L’equazione NLS è un modello universale nella
descrizione di onde quasi monocromatiche de-
bolmente non lineari (cioè, è molto speciale dal
punto di vista delle applicazioni fisiche) e, al tem-
po stesso, è anche un modello integrabile (cioè, è
molto speciale anche dal punto di vista matema-
tico). È una coincidenza? La risposta è no, ed è
basata sul seguente elegante argomento [25]. Co-
me abbiamovisto, unmodello universale come la
NLS può essere derivato da una classe molto va-
sta di EDDP non lineari, che includono sistemi di
equazioni rilevanti in fisica, attraverso sviluppi
multiscala; inoltre, gli sviluppi multiscala preser-
vano l’integrabilità [26], nel senso che, se si ap-
plica il multiscala ad un modello integrabile (che
possiede infinite simmetrie e costanti del moto,
e una coppia di Lax), il modello universale otte-
nuto eredita le stesse proprietà di integrabilità
(infinite simmetrie e costanti del moto, e una cop-
pia di Lax). Quindi è sufficiente che, nella classe
di EDDP che generano il modello universale at-
traverso il multiscala, esista almeno un modello
integrabile, per dedurre l’integrabilità del model-
lo universale [25]. Ad esempio, come abbiamo
visto, la NLS è ottenuta, attraverso il multiscala,
da una classe molto ampia di (sistemi di) EDDP
come (2), che include l’equazione integrabile di
KdV (10); quindi deduciamo che anche l’equazio-
ne NLS è integrabile. Tutto questo non implica,
naturalmente, che ogni modello universale sia
integrabile, poichè la vasta classe di equazioni da
cui è ottenibile attraverso il multiscala potrebbe
non contenere nessuna equazione integrabile (ad
esempio, l’equazione NLS in 2 + 1 dimensioni
iut + uxx + uyy ± 2|u|2u = 0, u = u(x, y, t) ∈ C
è un modello universale non integrabile). Ma si
può certamente affermare che un modello uni-
versale fisicamente rilevante deve essere specia-
le anche dal punto di vista matematico, poichè
eredita tutte le proprietà matematiche speciali
delle equazioni dalle quali può essere ricavato
attraverso il multiscala.
Onde anomale in Natura e
l’equazione NLS
Che cos’è un’onda anomala (OA)?. Riportiamo
quanto è scritto, ad esempio, in due fonti diverse
di Wikipedia.
1) [27]: “In oceanografia le OA sono un fenome-
no marino di cui non si conoscono ancora né le
cause né l’origine. Come definizione, un’onda è
considerata anomala se supera 2,2 volte l’altezza
significativa del treno d’onde a cui appartiene.
Sono state osservate onde anomale alte da 25
a 30 metri e che sembrano formarsi in modo
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imprevedibile. La differenza principale tra tali
OA e un maremoto sta nel fatto che le OA si
producono anche in pieno oceano, mentre i
maremoti si amplificano solo avvicinandosi
verso le coste.”
2) [28]: “Rogue waves ... are large, unexpected
and suddenly appearing surface waves that
can be extremely dangerous, even to large
ships such as ocean liners ... In oceanography,
rogue waves are more precisely defined as
waves whose height is more than twice the
significant wave height, which is itself defined
as the mean of the largest third of waves in a
wave record. Therefore, rogue waves are not
necessarily the biggest waves found on the
water; they are, rather, unusually large waves
for a given sea state. Rogue waves seem not to
have a single distinct cause, but occur where
physical factors such as high winds and strong
currents cause waves to merge to create a single
exceptionally large wave. Rogue waves can
occur in media other than water. They appear
to be ubiquitous in nature and have also been
reported in liquid helium, in nonlinear optics
and in microwave cavities. Recent research has
focused on optical rogue waves which facilitate
the study of the phenomenon in the laboratory
... Once considered mythical and lacking hard
evidence for their existence, rogue waves are
now proven to exist and known to be a natural
ocean phenomenon. Eyewitness accounts from
mariners and damage inflicted on ships have
long suggested they occurred. The first scientific
evidence of the existence of rogue waves came
with the recording of a rogue wave by the Gorm
platform in the central North Sea in 1984 [29].
A stand-out wave was detected with a wave
height of 11 meters in a relatively low sea state.
However, the wave that caught the attention
of the scientific community was the digital
measurement of the Draupner wave, a rogue
wave at the Draupner platform in the North
Sea on January 1, 1995, with a maximum wave
height of 25.6 meters (peak elevation of 18.5
meters). During that event, minor damage was
also inflicted on the platform, far above sea
level, confirming that the readingwas valid [30].”
Ma cosa causa la comparsa di onde ano-
male in Natura, e qual’è il collegamento con
l’equazione NLS?
Si ritiene che la causa fisica principale siano gli
effetti non lineari della instabilità della modu-
lazione dell’ampiezza (Modulation Instability
(MI)) [31, 32, 33, 34, 35, 36], e ora si vuole spie-
gare perchè l’equazione integrabile NLS di
tipo focusing giochi un ruolo essenziale nella
descrizione della MI che causa l’apparizione
delle OA in Natura.
Come si è visto, la NLS è un modello univer-
sale nella descrizione della lenta modulazione
dell’ampiezza di onde quasi monocromatiche de-
bolmente non lineari. Inoltre la NLS (1) possiede
la soluzione elementare costante
u0(x, t) = exp(2iηt), (11)
ed è immediato mostrare che, se si perturba tale
soluzione con un’ondamonocromatica di piccola
ampiezza:
u(x, t) = e2iηt + u1(x, t),
u1(x, t) = γ1(t)e
ikx + γ−1(t)e−ikx,
k ∈ R, |γ1|, |γ−1|  1,
allora u1 soddisfa all’equazione NLS linearizzata
intorno alla soluzione u0:
iu1t + u1xx + 4ηu1 + 2ηe
4iηtu¯1 = 0, (12)
e si verifica facilmente che la dipendeza tempo-
rale della soluzione della (12) è descritta da una
combinazione lineare di esponenziali del tipo
exp[(±Ω(k, η) + 2iη)t], dove
Ω(k, η) = k
√
4η − k2. (13)
Ne segue che, nel caso defocusing η = −1, questa
soluzione descrive piccole oscillazioni tempora-
li del tipo exp(±iω˜(k)t), dove ω˜(k) = k√4 + k2;
quindi la soluzione di fondo (11) è linearmente
stabile. Nel caso focusing η = 1, la situazione è
più interessante dal nostro punto di vista: per
|k| > 2, abbiamo ancora piccole oscillazioni del
tipo exp[±iω(k)t], where ω(k) = k√k2 − 4 e il
background (11) è linearmente stabile; ma, per
|k| < 2, abbiamo crescita e decrescita esponen-
ziale del tipo exp(±σ(k)t), dove la velocità di
crescita σ(k) è definita da
σ(k) = k
√
4− k2, |k| < 2. (14)
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Quindi la soluzione di background exp(2it)
dell’equazione NLS di tipo focusing è linear-
mente instabile sotto perturbazioni monocro-
matiche di lunghezza d’onda sufficientemente
grande (|k| < 2) [1, 37, 38, 40, 41, 42].
Si noti che, grazie alle proprietà di universa-
lità della NLS di tipo focusing, la soluzione di
background (11) descrive, ad esempio, i) la pri-
ma correzione non lineare delle famose onde di
Stokes [43] (non lineari e periodiche), rilevanti
nella teoria delle onde d’acqua, ii) uno stato di in-
tensità luminosa costante nell’ottica non lineare
di una fibra ottica o di un cristallo fotorifrangente
[4], e iii) uno stato a densità costante di bosoni
attrattivi. Questi stati naturali di background
sono quindi instabili rispetto ad opportune per-
turbazioni, e OA possono essere generate attra-
verso la dinamica descritta dalla NLS. Il nostro
scopo ora è quello di mostrare, almeno per un
numero finito di modi instabili, e grazie al ruolo
giocato dall’integrabilità della NLS, il carattere
deterministico delle apparizioni di OA: la loro
apparizione può essere prevista in funzione dei
dati iniziali e, viceversa, le proprietà dell’OA per-
mettono di ricostruire informazioni dettagliate
sulla perturbazione che l’ha generata.
La natura integrabile della NLS [24] permet-
te di costruire molte soluzioni esatte della NLS
corrispondenti a perturbazioni del background
attraverso la degenerazione di soluzioni del tipo
finite-gap [21, 44, 45, 46], quando la curva spettra-
le diventa razionale, o, piú direttamente, usando
tecniche classiche di tipo Darboux [47, 48] - Dres-
sing [39, 49]. Tutti questi metodi fanno uso, in un
modo o nell’altro, dello schema di integrabilità
(11) dell’equazione, e rimandiamo alla corrispon-
dente letteratura per i dettagli tecnici, che sono
al di là degli scopi di questa presentazione.
Tra queste soluzioni esatte, citiamo il solito-
ne di Peregrine [50], localizzato razionalmente
nello spazio-tempo sul background (11), il cosi-
detto solitone di Kuznetsov [51] - Kawata - Inoue
[52] - Ma [53], esponenzialmente localizzato in
x sul background e periodico nel tempo, ed il
solitone trovato da Akhmediev, Eleonskii e Ku-
lagin in [54], periodico in x e esponenzialmente
localizzato nel tempo sul background (11), co-
nosciuto come l’ “Akhmediev breather”. Que-
ste soluzioni sono state generalizzate al caso di
soluzioni “multi-solitoniche”, che descrivono la
loro interazione non lineare (si veda, ad esem-
pio, [44, 55, 56, 57, 58]). Si osservi che i solitoni
di tipo Peregrine sono “omoclini”, descivendo
l’apparizione di OA apparentemente dal nulla,
che scompaiono poi nel futuro, mentre i solitoni
di tipo Akhmediev sono “quasi omoclini”, ri-
tornando al background originale a meno di un
fattore moltiplicativo di fase. Sono state trova-
te anche generalizzazioni di tali soluzioni al ca-
so di equazioni del tipo NLS a più componenti,
descriventi l’interazione non lineare di più on-
de quasi monocromatiche (si veda, ad esempio,
[59, 60, 61]).
Poichè, nel resto di questa presentazione, con-
centreremo la nostra attenzione sul caso di solu-
zioni derivanti da perturbazioni periodiche del
background, la più semplice soluzione di questo
tipo è l’Akhmediev breather
A1(x, t; θ,X, T, ρ) = exp(2it+ iρ)
cosh[σ(θ)(t− T ) + 2iθ] + sin θ cos[k(θ)(x−X)]
cosh[σ(θ)(t− T )]− sin θ cos[k(θ)(x−X)] , (15)
k(θ) = 2 cos θ,
σ(θ) = k(θ)
√
4− k2(θ) = 2 sin(2θ),
soluzione esatta della NLS di tipo focusing per
tutti i valori dei parametri reali θ, X, T, ρ. È
facile verificare che questa soluzione elementare
è esponenzialmente localizzata nel tempo sul
background u0, cambiandolo attraverso il fattore
moltiplicativo e4iθ
A1(x, t; θ,X, T, ρ)→ e2it+i(ρ±2θ), per t→ ±∞,
(16)
e che il suo modulo è massimo nel punto (X,T ),
con |A1(X,T ; θ,X, T, ρ)| = 1 + 2 sin θ (si veda la
Fig. 1).
La ricorrenza esatta dell’onda
anomala nel caso di un solo
modo instabile
Una delle questioni di maggiore importanza in
relazione alle sopra citate soluzioni esatte, è se
queste compaiano in modo significativo in pro-
blemi di Cauchy fisicamente rilevanti, e, se sì,
quali siano i meccanismi attraverso i quali si
manifestano. Per rispondere a questi quesiti,
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Figura 1: Il grafico 3D del modulo dell’Akhme-
diev breather A1(x, t; θ, 0, 3, 0), dove
θ = arccos(pi/L), L = 6 è il periodo, e
x ∈ [−L/2, L/2], t ∈ [0, 7].
è necessario risolvere quello che chiamiamo “il
problema di Cauchy per le onde anomale”:
iut + uxx + 2|u|2u = 0,
u(x, 0) = 1 + (x), ||(x)||∞ =  1. (17)
Se limitiamo le nostre considerazioni al caso pe-
riodico in x, con periodo L, la perturbazione












j, |cj | = O(), (18)
ed è facile mostrare, usando le precedenti con-
siderazioni di stabilità (che conducono alla con-
dizione di instabilità |k| < 2), che solo i primi N
modi di Fourier ±kj , 1 ≤ j ≤ N , sono instabili,
doveN ∈ N è definito attraverso le disuguaglian-
ze piL−1 < N < piL, poichè danno luogo a onde
esponenzialmente crescenti e decrescenti di am-
piezza O(e±σjt), dove le velocità di crescita σj
sono definite da
σj = σ(kj) = kj
√
4− k2j > 0, 1 ≤ j ≤ N, (19)
mentre i rimanenti modi danno luogo a piccole
oscillazioni di ampiezza O(e±iωjt), where ωj =
kj
√
k2j − 4, j > N , e quindi sono stabili.
Il problema di Cauchy periodico (17),(18) è sta-
to risolto, a meno di correzioni di O(2) e per
perturbazioni iniziali generiche di O() del back-
ground (11), attraverso il metodo del “finite gap”
in [62] per un modo instabile, e, più di recente,
in [63] per un numero finito di modi instabili,
ottenendo una rappresentazione uniforme della
soluzione nello spazio-tempo. Sebbene le solu-
zioni ottenute attraverso gli strumenti algebro-
geometrici del finite gap siano rapporti di funzio-
ni θ di Riemann (definite come somme infinite di
opportuni esponenziali), i cui parametri sono de-
finiti attraverso espressioni molto implicite che
coinvolgono integrali su opportune superfici di
Riemann [17, 18, 19, 20, 21], la naturamolto spe-
ciale del problema di Cauchy (17) per le onde
anomale ha due conseguenze molto importan-
ti. 1) Essa permette di esprimere tutti i para-
metri algebro-geometrici, agli ordini rilevanti,
attraverso funzioni elementari dei dati iniziali;
2) in ogni intervallo temporale dell’evoluzio-
ne, solo un numero finito di esponenziali che
compaiono nella definizione delle funzioni θ
di Riemann giocano un ruolo non trascurabi-
le, implicando che la soluzione del problema
di Cauchy (17),(18) può sempre essere scritta,
all’ordine principale, attraverso funzioni ele-
mentari, diverse in diversi intervalli temporali
[62, 63].
Poichè la soluzione è espressa attraverso fun-
zioni elementari, diverse in diversi intervalli tem-
porali, che si raccordano nelle regioni asintoti-
che intermedie, tecniche di raccordo di svilup-
pi asintotici (Matched Asymptotic Expansions
(MAEs)) si presentano come approccio alternati-
vo al problema, e sono state usate con successo
per trattare il caso di un modo instabile, e quello
di due modi instabili, in condizioni particolari
[64]. MAEs coinvolgono una matematica più
semplice, ma la loro applicabilità si estende al
caso di più modi instabili solo per dati iniziali
molto speciali [63].
Per mantenere la presentazione al livello più
semplice, d’ora in avanti limiteremo le nostre
considerazioni al caso di un solo modo instabile
(N=1), il modo k1 = 2pi/L, con pi < L < 2pi, che
può essere trattato con successo usando MAEs
con l’aggiunta della conoscenza dell’Akhmediev
breather (15) [64].
Abbiamo in mente il seguente scenario quali-
tativo di ricorrenza. Il modo instabile esponen-
zialmente crescente e inizialmente diO(), diven-
ta di O(1) a tempi dell’ O(σ−11 | log |), quando
si entra nello stadio non lineare della MI e ci si
aspetta la formazione di una struttura coerente
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di O(1), descritta da una soluzione solitonica di
NLS sul background instabile (11), la cosidetta
OA. A causa ancora della MI, questa struttura
coerente viene distrutta in un tempo finito, e si
entra nel terzo stadio asintotico, descritto, come
il primo, dal background più una perturbazione
di O(). Questo secondo stadio linearizzato darà
luogo, ancora a causa della MI, alla formazio-
ne di una seconda OA, e questa alternanza tra
stadi lineari e non lineari di MI deve continuare
per sempre, nel modello integrabile NLS, dando
luogo ad una successione infinita di OA.
Dobbiamo quindi risolvere le seguenti proble-
matiche di tipo deterministico. Per una condi-
zione iniziale generica del tipo (17), (18), come
prevedere:
1) il “tempo di prima apparizione” dell’OA;
2) il “tempo di ricorrenza”, che misura l’inter-
vallo temporale tra due apparizioni consecutive
delle OA;
3) la forma analitica di questa sequenza determi-
nistica di onde anomale.
Si consideri innanzitutto il caso più semplice




|c1|, |c−1| = O(), 0 <  1. (20)
Quindi, nell’intervallo |t| ≤ O(1), siamo nel
regime linearizzato descritto dalla (12), la cui
soluzione è
u(x, t) = e2it (1+
|α1|
sin 2φ1







α1 = c1 − e2iφ1c−1, β1 = c−1 − e−2iφ1c1,
X+1 =




− arg(β1)− φ1 + pi/2
k1
,
k1 = 2 cosφ1 ⇔ φ1 = arccos(k1/2),
σ1 = 2 sin(2φ1), (22)
Il dato iniziale (20) si divide in onde esponenzialmen-
te crescenti e decrescenti, rispettivamente le onde α e
β, e ciascuna di queste trasporta metà dell’informazio-
ne contenuta nel dato iniziale. A t = O(σ−11 | log |),
l’onda α, esponenzialmente crescente, diventa
O(1), e deve essere descritta da una soluzione
esatta della NLS, che si raccorda con la formula
asintotica








ottenuta valutando (21) nella regione intermedia
1  t  O(σ−11 | log |). Stiamo quindi cercan-
do, nella regione non lineare t = O(σ−11 | log |),
una soluzione esatta ad un modo della NLS, pe-
riodica in x e transiente in t, che si raccordi con
(23) nella regione di sovrapposizione 1  t 
O(σ−11 | log |). Il candidato naturale è l’Akhme-
diev breather (15), i cui 4 parametri reali devono
essere fissati inmodo univoco attraverso il raccor-
do. È lasciato come esercizio al lettore la verifica
che il raccordo fissa univocamente i 4 parametri
nel modo seguente:
ρ = 2φ1, θ = φ1 ⇒ k(θ) = k1 = 2 cosφ1,
σ(θ) = σ1 = 2 sin(2φ1),









Quindi la prima OA appare nell’intervallo
|t − T1| ≤ O(1), ed è descritta dall’Akhmediev
breather:




1 , T1, 2φ1
)
+O(), (25)
i cui parametri sono espressi in funzione dei
dati iniziali attraverso funzioni elementari. È
importante notare che la prima OA contiene in-
formazioni solo su metà dei dati iniziali (quella
codificata nel parametro α1: nell’onda α1), e che
il modulo della prima OA prende il suo massimo
a t = T1, nel punto x = X+1 , mod L; e il valore
di tale massimo è




Questo limite superiore, conseguenza della for-
mula sinφ1 =
√
1− (pi/L)2, pi < L < 2pi, è ot-
tenuto quando L → 2pi. Inoltre notiamo che la
Ithaca: Viaggio nella Scienza XI, 2018 • Onde anomale 77
posizione x = X+1 del massimo dell’OA coinci-
de con la posizione del massimo della sinusoi-
de che cresce nella regione descritta dalla teoria
linearizzata; questo è dovuto all’assenza della
interazione non lineare con altri modi instabili,
se N = 1.
Per trovare la relazione tra due OA consecuti-
ve, si potrebbe procedere cercando di costruire
lo stadio asintotico successivo, il secondo stadio
di MI lineare, attraverso il raccordo con il primo
stadio non lineare. Ma questo raccordo è piut-
tosto difficile per la ragione seguente. L’onda
α1, inizialmente di O(), diventa l’OA di O(1)
(25) e quindi decade esponenzialmente, mentre
l’onda β1, anch’essa inizialmente di O(), diven-
ta di O(2) durante il primo stadio non lineare
di MI, e quindi cresce esponenzialmente, diven-
tando il responsabile principale per la genera-
zione della seconda OA delle sequenza (questo
meccanismo è anche un’importante sorgente di
instabilità). Da queste considerazioni, per otte-
nere la descrizione analitica della seconda OA,
sarebbe necessario scavare all’ O(2) quando la
prima OA appare, per estrarre utili informazioni
sull’onda β1 nascosta, e questo è tecnicamente
molto difficile.
Fortunatamente questa difficoltà può essere
superata con un semplice trucco, che consiste
nell’andare indietro nel tempo dalla condizione
iniziale (20). Infatti la formula (21) descrive la
dinamica NLS anche per tempi negativi; ma, in
questo caso, è l’onda β a essere dominante nella
regione asintotica 1  |t|  O(σ−11 | log |), t <
0:








Ne segue che, nella regione |t| =
O(σ−11 | log |), t < 0, la soluzione è di nuo-
vo descritta dall’Akhmediev breather (15), i
cui parametri sono ora fissati dal raccordo con
(27). Ripetendo i calcoli di prima, si ottiene che,
andando a ritroso nel tempo, la prima OA appare
quando |t + T−1 | ≤ O(1) e, in questa regione, è
descritta di nuovo dall’Akhmediev breather, ma con
parametri diversi:
















Confrontando le due OA consecutive (28)
e (25) e, in particolare, la loro espressione
rispettivamente ai tempi t = −T−1 e t = T1:
u(x,−T−1 ) = e(−2iT
−
1 −2iφ1)
× cos(2φ1) + sinφ1 cos[σ1(x−X
−
1 )]
1− sinφ1 cos[k1(x−X−1 )]
+O(),
u(x, T1) = e
(2iT1+2iφ1)
× cos(2φ1) + sinφ1 cos[σ1(x−X
+
1 )]
1− sinφ1 cos[k(x−X+1 )]
+O(),
si osserva che le due funzioni di x coincidono,
all’ordine principale, a meno di un fattore di fa-
se moltiplicativo e a meno di una traslazione
spaziale:

















∆X = X+1 −X−1 = arg(α1β1)k1 .
(29)
Si conclude che il problema di Cauchy (17),(20)
dà luogo a una successione infinita di OA, e l’enne-
sima OA della successione è descritta, nell’intervallo
|t− T1 − (n− 1)∆T | ≤ O(1), dalla formula:















1 + (n− 1)∆X,
t
(n)
1 = T1 + (n− 1)∆T,
ρ(n) = 2φ1 + (n− 1)4φ1,
(31)
in funzione dei dati iniziali (si veda la Fig. 2).
Ricordando le proprietà asintotiche (16) dell’
Akhmediev breather, si può facilmente costruire
la seguente rappresentazione uniforme nello spazio-
tempo della soluzione del problema di Cauchy, attra-
verso funzioni elementari, che descrive le prime n
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Figura 2: Il grafico 3D e quello delle superfici di livello
di |u(x, t)|, ottenuti attraverso l’integrazione
numerica della NLS col cosidetto “Split Step
Fourier Method” (SSFM) [65, 66, 67, 68], de-
scrivono la ricorrenza di Akhmediev breathers.
Qui L = 6 (N = 1), con c1 = /2, c−1 =
(0.3−0.4i)/2,  = 10−4; l’asse corto è quello
delle x, con x ∈ [−L/2, L/2]. L’output nu-
merico è in accordo perfetto con le predizioni
teoriche.
















2it, x ∈ [0, L], (32)
dove i parametri x(m)1 , t
(m)
1 , ρ
(m), m ≥ 0, sono
definiti in (31). Questa rappresentazione è accurata
con un errore dell’ O(2) nella descrizione degli stadi
lineari di MI, e dell’O() nella descrizione degli stadi
non lineari di MI.
È importante osservare che, se si sostituisse la
condizione iniziale (20) con la perturbazione ge-
nerica (18), sempre nel caso di un solo modo
instabile k1, la ricorrenza delle OA descritta dal-
la (32) non subirebbe variazioni all’ O(1), e le
differenze apparirebbero all’ O() [64].
Riepilogando, si ha il seguente risultato.
La soluzione del problema di Cauchy pe-
riodico descrive, nel caso semplice di un solo
modo instabile, una ricorrenza esatta di Akh-
mediev breathers, i cui parametri, diversi ad
ogni apparizione, sono espressi in funzione
dei dati iniziali attraverso funzioni elementari.
T1 è il tempo di prima apparizione dell’OA (il
tempo nel quale l’OA raggiunge il massimo
del suo modulo),X1 è la posizione di tale mas-
simo, 1 + 2 sinφ1 è il valore di tale massimo,
∆T è il tempo di ricorrenza (l’intervallo di
tempo tra due apparizioni successive di OA),
∆X è la traslazione spaziale della posizione
del massimo nella ricorrenza. Infine, dopo
ogni apparizione, l’OA cambia il background
attraverso il fattore di fase moltiplicativo
exp(4iφ1).
Il problema inverso delle onde
anomale
Abbiamo appena visto che “la parte instabile”
unst(x) ≡ c1eik1x + c−1e−ik1x della perturbazio-
ne iniziale (18) dà il contributo dominante (quel-
lo di O(1)) alla ricorrenza di OA. È anche possi-
bile risolvere il problema inverso delle OA, nel
quale si ricostruisce, dalla “misura sperimenta-
le” dei parametri O(1) della ricorrenza, la parte
instabile unst(x) della perturbazione iniziale di
O() [64].
Dalla misura del numero d’onda k1, si costrui-
sce φ1 = arccos(k1/2) e σ1 = k1
√
4− k21 . Dal-











1 = T1 +∆T ) nei quali il mo-
dulo della prima e della seconda OA hanno i loro
massimi, si costruiscono, usando le (31),(29),(22),














arg β1 = k1(x
(2)
1 − 2x(1)1 )− φ1 + pi2 .
(33)
Infine, dalla conoscenza di α1, β1, si costrui-
scono i coefficienti di Fourier c1, c−1 della





1− e−4iφ1 , c−1 =
e2iφ1α1 + β¯1
1− e4iφ1 . (34)
La ricorrenza di onde anomale in
fisica
La ricorrenza di OA nel periodico è stata già os-
servata (si veda, ad esempio, [69, 70, 71, 72, 73]), e
esperimenti recenti su onde d’acqua [74], in fibre
ottiche [75], e in un cristallo fotorifrangente [76]
riproducono accuratamente fenomeni di ricor-
renza. In particolare, in [76], un interferometro a
tre onde simmetriche è stato usato per generare
un’onda di background con una perturbazione
monocromatica del tipo (20), che si propaga in
un cristallo fotorifrangente (la variabile tempo
della NLS ha, qui, il significato di distanza di
propagazione all’interno del cristallo).
Poichè la NLS descrive le diverse fisiche de-
gli esperimenti di cui sopra solo in prima ap-
prossimazione, ci si deve aspettare che l’esatta
ricorrenza di onde anomale precedentemente
illustrata diventi una ricorrenza di tipo “Fermi-
Pasta-Ulam” [77], prima che la “termalizzazione”
distrugga la coerenza del fenomeno. Nell’espe-
rimento [76] sono state infatti osservate fino a
tre ricorrenze, che sono state confrontate con le
formule esatte della teoria NLS, ottenendo un
ottimo accordo qualitativo e quantitativo. È stato
anche mostrato che la ricorrenza scompare del
tutto quando il cristallo lavora in regime diverso
da quello integrabile.
Le formule esatte che descrivono la ricorrenza
di OA nel modello NLS
i) dovrebbero essere confrontate con i dati speri-
mentali già disponibili, o ottenibili nel prossimo
futuro, in tutti i contesti fisici nei quali si ritiene
che la NLS dia una descrizione al prim’ordine
della realtà, per testare quanto bene, appunto, la
NLS descriva la fisica in esame anche in presenza
di instabilità;
ii) dovrebbero anche essere usate per ricostruire,
dai dati sperimentali della ricorrenza, i dati ini-
ziali di O() in modo teorico, confrontandoli con
quelli effettivamente utilizzati negli esperimenti
(si veda le formule precedenti, e i risultati [76]).
Concludiamo questa presentazione i) con la
convinzione che il buon accordo tra le formule
teoriche e le osservazioni sperimentali riscontra-
to nel lavoro [76], sia ottenuto anche in esperi-
menti con fibre ottiche, e con onde d’acqua in
una vasca, e ii) con l’auspicio che tale accordo si
verifichi anche in condensati di bosoni attrattivi.
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