2
clusters for each gene is determined by maximizing the total log-likelihood of the Gaussian distributions 126 formed. The log-likelihood of expression profiles d i 1 ,j , ..., d i 2 ,j (i 1 < i 2 ) to construct a Gaussian distribution 127 is computed as
Hence, the maximum T (i, k) and its corresponding clusters can be calculated through dynamic 137 programming for a given k. 139 We assume a random variable X j for the expression of gene j. Following our framework, X j is 140 decomposed into c j Gaussian random variables, denoted X j,1 , ..., X j,c j . Denote the density function for 141 cluster C j,k as g X j,k (x), 1 ≤ k ≤ c j . Then, the expression profiles for gene j is distributed according to 142 the density function
Models for expression profiles of a single gene
where π j,k = 1 m m a=1 B(d a,j ∈ C j,k ) (4)
is the proportion of samples in cluster C j,k ; here, B denotes Boolean function. 145 It is possible to introduce a notation of entropy for each gene whose expression profiles follow Gaussian 146 mixture models: 
Multimodal mutual information 150
Computing MMI consists of four major steps: first, the expression profiles for each gene are clustered by 151 assuming that each cluster is Gaussianly distributed; second, "outer" MI is computed by aggregating the 152 Kullback-Leibler divergence from the discretized gene expression profiles; third, "inner" MI is calculated 153 for each cluster formed by any two genes; fourth, the MMI of two genes is calculated by aggregating the 154 "outer" and "inner" MIs across all the associated clusters. 156 We capture the relations between expression profiles of two genes by bivariate Gaussian mixture models.
Models for expression profiles of gene pairs
1 ≤ k 1 ≤ c i and 1 ≤ k 2 ≤ c j . The expressions of genes i and j is a mixture models with joint density
where π (i,k 1 ),(j,k 2 ) is the proportion of samples shared by cluster C i,k 1 and C j,k 2 . We assume that the marginal distributions of g X i,k 1 ,X j,k 2 (x i , x j ) are g X i,k1 (x i ) and g X j,k2 (x j ). Hence, the only parameter left to be estimated is the covariance matrix (correlation matrix). Denote the covariance between variable X i,k 1 165 and X j,k 2 as Cov(X i,k 1 , X j,k 2 ). Notice that we cannot utilize the covariance of shared expression profiles 166 between C i,k 1 and C j,k 2 , we need to guarantee the marginal distributions of each bin are invariant. 167 2.7 Covariance matrix estimation 168 We calculate the covariance matrix S I to capture the covariance in each bin, whose entry S I i,j (k 1 , k 2 ) 169 denotes the covariance between two variables X i,k 1 and X j,k 2 . We first construct g X i,k 1 ,X j,k 2 (x i , x j ) that 170 according to the expression profiles shared between C i,k 1 and C j,k 2 . Assuming that g
minimizing these Kullback-Leibler divergence between the two distributions by Eq. eqn:opt:
2.8 Aggregating the "outer" and "inner" mutual information 174 After calculating the mixture distributions and their parameters, we need to aggregate MI from each bin 175 to detect the interactions between two genes. By assuming that X i,k follows a Gaussian distribution, the 176 mutual information between X i and X j is estimated as
in which | • | denotes matrix determinant. From Eq. eqn:MMI, we observe that MMI is calculated by
Multimodal Direct Information

184
To remove transitive interactions between any gene pairs, we introduce a measure-Multimodal Direct uniformly distributed across all the bins. Then, π j,k and π (i,k 1 ),(j,k 2 ) are rewritten as:
the covariance between any pair of genes (i, j) for the bin (k 1 , k 2 ) in M DI O is given by
"Inner" MDI
197
Rather than normalizing each term as in M M I I by the number of samples grouped in the particular bin,
198
M DI I introduces an "inner" psuedocount to provide the clusters for each gene the same sample size. For 199 the kth bin of gene j, we denote the average expression of the samples in C j,k is C j,k . For each sample 200 which is not a member of the cluster k (X k j ), its value is replaced with C j,k in M DI I . The covariance for
The same as MMI, S I i,j (k 1 , k 2 ) is further transformed to S I i,j (k 1 , k 2 ) according to Eq.eqn:opt.
203
Precision matrix 204 In order to calculate the precision matrix more efficiently and accurately, we introduce a regularization 205 parameter η. The precision matrix Θ is calculated as
Frontiers 2.12 Aggregate "outer" and "inner" Direct information 207 Finally, MDI is calculated by aggregating the M DI O (i, j) and M DI I (i, j) across all the bins. 215 We follow closely the procedures in SIMON and TIBSHIRANI (2012) for simulation. We sample the 216 gene pair expression profiles from bivariate Gaussian mixture distributions (with two modes) with the 217 covariance changing from 0.1 to 0.9. The empirical distribution is constructed by the same procedure, 218 implying the same distribution but with randomly assigned covariances.
RESULTS
Simulation for evaluating MMI and MDI
219
We evaluate eight measures besides MMI: 1. Pearson correlation; 2. Spearman correlation; 3. Kendall's rank distributed noises weighted by ω κ to the simulated expression profiles, where "ω" presents the amount of noise and "κ" denotes the noise level. We assign "ω" to a constant value 3 and set "κ" to change from 0 227 to 3 in the simulations. We also evaluate MMI with different cluster numbers to assess its sensitivity to 228 clustering error.
structure, in which each node has only one parent (except the root) and merely directly interacts with its parent. In other words, the expression profiles of offsprings are totally determined by their parents.
233
The expression profile for each node is sampled from a Gaussian mixture models with two modes. The 234 joint distribution of a parent and one of its offsprings is a bivariate Gaussian distribution with specified 235 covariance. The area under ROC (AUC) is applied to evaluate the methods' performances. The involved 236 noise signals are the same as those applied for the simulations for MMI. 238 We perform 1000 simulations to construct empirical distributions. MMI obtains higher powers than the 239 other measures in all the simulations (Figure fig:Figure2 ), regardless of the magnitude of covariance or noise 240 signals exist. MMI explicitly groups the samples for each gene into two modes followed by aggregating 241 four bins together, where the correlation for each bin is calculated independently. This partitioning strategy 242 makes the expression profiles for each bin follow a Gaussian distribution, which makes MMI easier to 243 capture their correlations.
Simulation results for MMI
244
It is critical to lessen the influence of noise that may introduce the false positive results. By considering 245 the "local feature", MMI has better noise tolerance than other measures for uniform distributed noise. The 246 noise is not always uniformly distributed across different studies or platforms. When heavy noise affects 247 only a particular proportion of expression profiles, MMI tolerates the noises as they are usually grouped 248 into isolate bins as the second bin illustrated in Figure fig:Figure1 .
249
The second best method is MI(bspline), a non-parametric method which approximates the probabilistic utilizes Gaussian kernel to approximate the entire distribution to a Gaussian mixture models. The measure 253 is demonstrably robust, but has an issue with efficiency-making it difficult to be applied to large expression 254 compendium. Two rank based statistics, Spearman's rank correlation coefficient and Kendall's rank 255 correlation, perform acceptable for high variance, but are found lacking when the covariance is small.
256
Considering MMI's sensitivity to errors in terms of the cluster number for each gene, we assign different 257 cluster number, from 2 to 5, on a Gaussian mixtures of two modes. We denote these MMI instances 258 as MMI (2), MMI(3), MMI(4) and MMI(5). The results are as demonstrated in Figure fig:Figure3 . As 259 expected, MMI(2) performs the best in all cases. The performance deteriorates as the cluster number 260 deviates further from the true value. This indicates that the correctness in the number of cluster is crucial 261 to MMI's performance. However, we note even the performance of MI (5) . We choose top 1000 principle components to calculated the variance they explained and their stability. Figure 5 . The P-values calculated by their average co-expression with known genes of pure HSP after 10,000 times simulation. The co-expression values are calculated by MMI. KIF1A, the real disease causal gene, is the only significant one comparing with other 10 candidate genes. The green dashed line represents the P-value=0.05. Figure 6 . The 'hot gene' calculated by the weighted connective degree for each candidate genes. The size and color of nodes represent their weighted connective degree and expression level, respectively. Figure 7 . The performance of MDI to recognize previous validated microRNA targets. MDI is compared with Pearson correlation and three sequence based target prediction approaches (miRanda, PicTar, TargetScan), respectively. The ranks of validated targets (pink line) are demonstrated as the percentile among the all predicted results for each microRNA. Figure 8 . The microRNA regulatory network predicted by MDI. For each microRNA, we plot all the predicted targets with greater MDI than the validated ones. The pink diamonds and blue circles present microRNAs and their targets, respectively.
