Abstract. We are interested in the optimal filter in a continuous time setting. We want to show that the optimal filter is stable with respect to its initial condition. We reduce the problem to a discrete time setting and apply truncation techniques coming from [OR05]. Due to the continuous time setting, we need a new technique to solve the problem. In the end, we show that the forgetting rate is at least a power of the time t. The results can be re-used to prove the stability in time of a numerical approximation of the optimal filter.
Introduction
We are given a probability space (Ω, F , P). We are interested in the processes (X t ) t≥0 , (Y t ) t≥0 solutions of the following SDE's in R
where V , W are two independent standard Brownian motions, X 0 is a random variable in R, of law π 0 . We set (F t ) t≥0 to be the filtration associated to (V t , W t ). For t ≥ 0, we call optimal filter at time t the law of X t knowing (Y s ) 0≤s≤t , and we denote it by π t . Let τ > 0, this parameter will be adjusted later. For any t > 0, we set Q t to be the transition kernel of the Markov chain (X kt ) k≥0 . We set Q = Q τ . Hypothesis 1. We suppose that f is C 1 and that f ∞ , f ′ ∞ are bounded by a constant M . We suppose h ≥ 1 and τ > 1.
Remark 1.1. We make the assumption that h ≥ 1 in order to simplify bounds in the following computations. All the results still hold with any h > 0.
We are interested in the stability of (π t ) t≥0 with respect to its initial condition. As explained below in Equation (1.2), for all t, π t can be written as a functional of (Y s ) 0≤s≤t and π 0 . Suppose now we plug into this functional a probability π ′ 0 instead of π 0 , we obtain then what is called a "wrongly initialized filter" π ′ t (Equation (1.3)). One natural question is to ask wether π t −π ′ t −→ t→+∞ 0 in any sense. We would then say that the filter (π t ) is stable with respect to its initial condition. This question has been answered for more general processes (X t ) and (Y t ) evolving in continuous time, in the cases where (X t ) stays in a compact space (see, for example [AZ97] ), or not (see, for example, [OP96] , [Ata98] , [Sta05, Sta06, Sta08] , [CR11] ). We can further classify these results as to wether the rate of convergence is exponential or not; in the case of an exponential rate, the filter would be called "exponentially stable" (with respect to its initial condition). The widespread idea is that exponential stability induces that a numerical approximation of the optimal filter would not deteriorate in time. Such an approximation is usually based on a time-recursive computation and it is believed that exponential stability will prevent an accumulation of errors. In order to use a stability result in a proof concerning a numerical scheme, we also need that the distance between π t and π Our aim in this paper is to show exponential stability in such a way that the results can be used in a proof that a numerical scheme remains good uniformly in time. We follow [OR05] by introducing a "robust filter" restricted to compact spaces. We show that this filter remains close to the optimal filter uniformly in time and this is enough to prove the stability of the optimal filter with respect to its initial condition. As in [OR05] , we do not show that the optimal filter is exponentially stable, nor can we write the dependency in π 0 , π ′ 0 in the stability result. However, in a future work, we will use the stability properties of the robust filter to show that there exists an numerical approximation that remains uniformly good in time.
In the case where f satisfies a particular differential equation, then π t is called the Beneš (see [Ben81] , [BC09] ) and there exists an explicit formula for the density of π t , for all t. The study of the Beneš filter is developed in [Oco99] . What we present here is a case in the neighborhood of the Beneš filter.
The outline of the paper is the following. In Sections 1 and 2, we reduce the problem to a filtering problem in discrete time in which we have a handle on the likelihoods. In Section 3, we recall useful notions on filtering. In Section 4 and 5, we introduce the robust filter and its properties. At the beginning of Section 5, we explain our strategy. In Section 6, we prove the two main results: that the optimal filter can be approximated by robust filters uniformly in time (Proposition 6.3), and that the optimal filter is stable with respect to its initial condition (Theorem 6.4).
1.1. Estimation of the transition density. Following [BC09] (Chapter 6, Section 6.1), we introduce the process
We introduce a new probability P defined by
By Girsanov's theorem, V is a standard Brownian motion under P. We set F to be a primitive of f . We have, for all t ≥ 0,
So, for any test function ϕ in C + b (R) (the set of bounded continuous functions on R), t ≥ 0 E(ϕ(X t )) = E P (ϕ(X t )) = E P ϕ(X t ) dP
Similarly:
E(ϕ(X t )) ≤ E P ϕ(X t ) exp M |X t − X 0 | + M t 2 So we have the following Lemma. 1.2. Estimation of the likelihood. Following [BC09] (Chapter 6, Section 6.1), we define a new probability P by (for all t ≥ 0)
We define, for all 0 ≤ s ≤ t,
For any test function ϕ in C + b ([0, t]) and any t ≥ 0,
By Girsanov's theorem, ( V , Y ) is a standard two-dimensional Brownian motion under P. So, conditionally on X 0 , X t , the law of Y 0:t under P has the following density with respect to the Wiener measure:
We have
We set (1.1)
Using the above calculations, we can write:
So we have the following Lemma. ψ t (y 0:t , x, z) .
We set
The Kallianpur-Striebel formula (see [BC09] , p. 57) gives us the following result.
Lemma 1.4. For all t > 0 and all bounded continuous ϕ,
Proof. We define a new probabilityP by
For all bounded continuous ϕ and all t ≥ 0, we have (Kallianpur-Striebel)
As the law of (X s ) s≥0 is the same under P orP, we get the desired result.
For any probability law π ′ 0 on R, we define the wrongly initialized filter (with initial condition π ′ 0 ) by, for any t > 0,
. IN CONTINUOUS TIME: BEYOND THE BENEŠ FILTER   5 2. Computation of ψ 2.1. Change of measure. Under P, V is a standard Brownian motion. So, using a standard representation of a Brownian bridge, we can rewrite ψ as
STABILITY OF THE OPTIMAL FILTER
where B is a standard Brownian motion (under P). As we want to compute the above integral, where B is the only random variable involved, we can suppose that B is adapted to the filtration F . We have (using the change of variable s ′ = s/τ and the scaling property of the Brownian motion)
In the spirit of [MY08] (Section 2.1), we define a new probability Q by (for all t)
By Girsanov's theorem, under the probability Q, the process (2.1)
Using the integration by parts formula, we can rewrite the last expectation as (2.3)
Covariances computation.
The last expectation contains an exponential of a polynomial of degree 2 of 4 Gaussians:
So this expectation can be expressed as a function of the covariance matrix of these Gaussians. We compute here the covariances which do not depend on y 0:τ . We need the following Lemma.
Lemma 2.1. For any t > 0, for any function g : R → R which is measurable with respect to the Lebesgue measure and such that t 0 g(s) 2 ds < ∞, we have :
Proof. Under Q, B is an Ornstein-Uhlenbeck process (see Equation (2.1)). We can write B as the strong solution of (2.1):
(2.5)
We use Ito's formula to compute:
Lemma 2.2. We have, for all s, t ≥ 0,
(There is no mistake here, we do intend to look at the vector (G 1 , G 3 , G 2 , G 4 ).) Indeed, we take
And we find λ 1 , . . . , λ 4 by solving (2.8)
3), (2.9), (2.12), (2.15), we see that ψ(y 0:τ , x, z) ∝ exp(P (x, z)) with P a polynomial of degree 2 in x, z ("∝" stands for "proportional to"). Let us write −A 2 (θ) for the coefficient of x 2 in P , −B 2 (θ) for the coefficient of z 2 in P , C 1 (θ) for the coefficient of xz in P , A 1 (θ) for the coefficient of x in P , B 1 (θ) for the coefficient of z in P and C 0 (θ) for the "constant" coefficient. We will write A do not depend on y as it will be seen below. We have
We are interested in the limit τ → +∞, with h being fixed (or equivalently θ → +∞ with h being fixed).
Lemma 2.4. We have
Proof. The coefficient of x 2 in P is
Let us set, for all s ≤ t,
Definition 2.5. Suppose we have functions f 1 , f 2 going from some set F to R. We write
if there exists a constant B in R + , which does not depend on the parameters of our problem, such that f 1 (z) ≤ Bf 2 (z), for all z in F .
In the particular case when we are dealing with functions of a parameter ∆ ∈ R , we write
if there exists a constant B 1 in R + , which does not depend on the parameters of our problem, and a constant ∆ 0 , which may depend on the parameters of our problem, such that
If, in addition, ∆ 0 depends continuously on the parameter τ , we write
The notation 
We then say that
We state here (without proof) useful properties concerning the above Definition.
Lemma 2.6. Suppose we have functions f ,
Lemma 2.7. For all k ∈ N,
and
We need the following result to prove the above lemma.
And, for all s ∈ [0, 1],
Proof. We write the proof only for the first two formulas. We have, for all k ∈ N, s ∈ [k, k + 1],
and (using integration by parts)
Proof of Lemma 2.7. We write the proof in the case k = 0. From (2.2), (2.15), we deduce
For further use, we also write the formula for A 1 (Y 0:τ , θ):
We have to remember here that λ 1 , λ 2 , λ 3 are functions of y 0:τ . So we might write λ 1 (y 0:τ ), . . . to stress this dependency (and the same goes for other quantities). From Lemmas 2.1, 2.2, we get (g 1 , g 2 defined below)
and so (2.44)
And so, using Lemma 2.8, Equations (2.42), (2.43), (2.44) (as similar formulas of the ones above are valid if we replace Y 0:τ by Y 0:2τ ), we get
Definitions and useful notions
We follow here the ideas of [OR05] .
3.1. Notations. We state here notations and definitions that will be useful throughout the paper.
-The set R, R 2 are endowed, respectively, with B(R), B(R 2 ), their Borel tribes. -The set of probability distributions on a measurable space (E, F ) and the set of nonnegative measures on (E, F ) are denoted by P(E) and M + (E) respectively. We write C(E) for the set of continuous function on a topological space E and C + b (E) for the set of bounded, continuous, nonnegative functions on E.
-When applied to measures, . . . stands for the total variation norm (for µ, ν probabilities on a measurable space (F, F ), µ − ν = sup A∈F |µ(A) − ν(A)|). -For any nonnegative kernel K on a measurable space E and any µ ∈ M + (E), we set
-If we have a sequence of nonnegative kernels K 1 , K 2 , . . . on some measured spaces
) is a nonnegative measure on E i , then for all i < j, we define the kernel
. . .
-For any measurable space E and any nonzero µ ∈ M + (E), we define the normalized nonnegative measure,
µ .
-For any measurable space E and any nonnegative kernel K defined on E, we define the normalized nonnegative nonlinear operator K on M + (E), taking values in P(E), and defined by
for any µ ∈ M + (E) such that K µ(E) = 0, and defined by K(µ) = 0 otherwise. -A kernel K from a measurable space E 1 into another measurable space E 2 is said to be ǫ-mixing (ǫ ∈ (0, 1)) if there exists λ in M + (E 2 ) and ǫ 1 , ǫ 2 > 0 such that, for all x 1 in E 1 ,
This property implies that, for all A, µ,
2 )-contracting in total variation (see [DG01] p. 161-162 for more details):
-For any measurable space E and any ψ : E → R + (measurable) and µ ∈ M + (E), we set
If in addition, µ,ψ > 0, we set
-For µ and µ ′ in M + (E) ((E, F ) being a measurable space), we say that µ and µ ′ are comparable if there exist positive constants a and b such that, for all A ∈ F ,
We then define the Hilbert metric between µ and µ ′ by
It is easily seen (see for instance [Oud00] , Chapter 2) that, for any nonnegative kernal K and any A in F ,
In addition, we have the following relation with the total variation norm:
-We set Q to be the transition of the chain (X kτ , X (k+1)τ ) k≥0 .
-We write ∝ between two quantities if they are equal up to a multiplicative constant.
-For ψ : R 2 → R, we write ψ(0, .) for the function such that, for all x in R, ψ(0, .)(x) = ψ(0, x).
We suppose here that the observation (Y t ) t≥0 is fixed. For k ∈ N * and x, z ∈ R, we define
(the density ψ is defined in Lemma 1.3). For x 1 ∈ R, x 2 ∈ R and n ∈ N * , we introduce the nonnegative kernel R n (x 1 , dx 2 ) = ψ n (x 1 , x 2 )Q(x 1 , dx 2 ) . Using the above notations, we now have, for all n ∈ N * , and for all probability law π
Representation of the optimal filter as the law of a Markov chain. Regardless of the notations of the other sections, we suppose we have a Markov chain (X n ) n≥0 taking values in measured spaces E 0 , E 1 , . . . , with nonnegative kernels Q 1 , Q 2 , . . . (it might be a nonhomogeneous Markov chain). Suppose we have potentials
(measurable functions with values in R + ) and a law η 0 on E 0 . We are interested in the sequence of probability measures (η k ) k≥1 , respectively on E 1 , E 2 , . . . , defined by
where η 0 ∈ P(E 0 ) and the index η 0 means we start with X 0 of law η 0 . We will say that (η k ) k≥0 is a Feynman-Kac sequence on (E k ) k≥0 based on the transitions (Q k ) k≥1 , the potentials (Ψ k ) k≥1 and the initial law η 0 . Suppose we have another law η ′ 0 , we then set
If the functions Ψ k 's are likelihood associated to observations of a Markov chain with transitions Q 1 , Q 2 , . . . and initial law η 0 , then the measures η k 's are optimal filters. We fix n ≥ 1. We would like to express η n as the marginal law of some Markov process. We will do so using ideas from [DG01] . We set, for all k ∈ {1, . . . , n},
We suppose that, for all k, R k is ǫ k -mixing.By a simple recursion, we have, for all n,
We set, for all k ∈ {0, 1, . . . , n − 1},
If k = n, we set Ψ n|n to be constant equal to 1. For k ∈ {1, 2, . . . , n}, we set
From [DG01] , we get the following result (a simple proof can also be found in [OR05] , Proposition 3.1).
Proposition 3.1. The operators (S n|k ) 0≤k≤n−1 are Markov kernels. For all k ∈ {0, . . . , n − 1}, S n|k is ǫ k+1 -mixing. We have
Following the computations of [OR05] , p. 434, we have, for all measurable Ψ :
For all x in E 0 , as R 1 is ǫ 1 -mixing,
Truncated filter
We introduce in this section a filter built with truncated likelihoods. We will call it truncated filter or robust filter, the use of the adjective "robust" refers to the fact that it has stability properties (it appears in the proof of Proposition 6.3 below).
4.1. Integrals of the potential . We are look here at ψ(y 0:τ , x, z) for some x, z in R and a fixed observation y 0:τ between 0 and τ . All what will be said is also true for observations between kτ and (k + 1)τ (for any k in N). From Equations (2.33), (2.35), (2.36), we see that A y0:τ 1 , B y0:τ 1 are polynomials of degree 1 in λ 1 , . . . , λ 3 and that C 1 does not depend on y 0:τ . We fix x and z in R. Recall that, by Equation (2.8), Lemmas 2.1 and 2.2, λ 1 , λ 2 , λ 3 are functions of y 0:τ and that they can be expressed as polynomials of degree 1 of integrals of deterministic functions against dy τ s (this requires some integrations by parts). Under the law P, conditioned to X 0 = x, X τ = z, we can write
where ( B s ) s≥0 is a Brownian motion, independent of W . And we can write
for some constant α 1 , and some deterministic functions f 1 , f 2 (and the same goes for B
Y0:τ 1
). We set
From now on, we suppose the following.
Hypothesis 2. We fix a parameter ι ∈ (1/2, 1). The parameters τ , h, ∆ are such that
This is possible because of Lemma 2.4 and because this Lemma implies:
If we take
First, we have to rule out the case where A for λ W -almost all y 0:τ . We have, for all ϕ in C + b (R), using Lemma 1.3 (remember Equations (2.2), (2.3), (2.9), (2.12), (2.15)) (4.6)
where
We know the integral over the whole domain is finite (because C([0,1]) ψ(y 0:τ , x, z) = 1 and because of Lemma 1.3). We introduce Ψ ′ 1 such that
We have, for all t,
(this can be deduced from the computations above Lemma 1.2). Thus, we have, for all ϕ (the first equality being a consequence of Lemma 1.3)
for some Gaussian density Q ′′ x,z . From Equations (4.6), (4.7), we deduce that, for (x, z) fixed, we have for almost all t,
. In the same way, for (x, z) fixed, we have for almost all t,
with σ 0 , a 0 , b 0 independent of (x, z). So, looking at the above inequalities in (x, z) = (0, 0), we see there exists ǫ > 0 and a constant C ǫ , such that, for almost all t in (−ǫ, ǫ),
For any t, the quantities log(Q ′′ x,z (t)), log(Q((t, λt) − 2(x, z)κ) are polynomials in x, z, of degree less than 2. Using the above remarks and studying adequate sequences (x n , z n ) n≥0 (for example, with x n −→ n→+∞ +∞, z n remaining in a neighborhood of 0), one can show that the coefficients in x 2 , z 2 and xz in these two polynomials the same. We then have
By
. We know the integral over the whole domain is finite (because C([0,1]) ψ(y 0:τ , x, z)λ W (dy 0:τ ) = 1 and because of Lemma 1.3). Let us define Ψ 1 by the formula
The next result tells us that, somehow, log(Ψ 1 (t 1 , t 2 )) is negligible before t 2 1 + t 2 2 (when (t 1 , t 2 ) → +∞). h, τ ) ) and ǫ > 0 such that for all (x, z) and for almost all (t 1 , t 2 ) in B(2(x, z)κ, ǫ) (the ball of center 2(x, z)κ and radius ǫ),
Lemma 4.2. There exists a constant
Proof. We fix (x, z) in R 2 . Similarly as (4.6), we get, for all ϕ ∈ C
Similarly as (4.7), we get, for all ϕ,
for some Gaussian density Q ′ x,z with covariance matrix which does not depend on x, z (see Equation (4.1)). We then have, a.s. in (t 1 , t 2 ) (for the Lebesgue measure),
Using the lower bound in the inequality in Lemma 1.3, we get in the same way, a.s. in (t 1 , t 2 ),
So, we deduce from Equation (4.14), that there exists ǫ 1 > 0 such that, for all (x, z) and for almost all (t 1 , t 2 ) in B(2(x, z)κ, ǫ 1 )
One can also see that Q ′ x,z reaches it maximum at (x, z)κ ′ , where κ ′ is fixed in M 2,2 (R) (the set of 2 × 2 matrices with coefficients in R). From Equation (4.
and so, by continuity,
which is not possible. So κ ′ = 2κ. So, we get from Equation (4.13) that there exists ǫ 3 > 0 such that for all x, z, and for almost all (t 1 , t 2 ) in B(2(x, z)κ, ǫ 3 ), 
Proof. We have
and we can bound by below by
From there, we get the result.
4.2.
Truncation. In the following, the parameter ∆ > 0 is to be understood as a truncation level. For k ≥ 0 and ∆ > 0, we set (for all b) ) .
We suppose that m 0 is a point in the support of π 0 (the law of X 0 ) and we set
.
From Hypothesis 2 and Lemma 2.7, we see that there exists a universal constant C such that
For the simplicity of the proofs, we add here an assumption. We set
Hypothesis 3. We suppose that m 0 is chosen such that
for ∆ bigger than some ∆ 0 > 0. We assume ∆ ≥ ∆ 0 .
We define, for all k ≥ 1, x and x ′ in R (recall that ψ k is defined in Equation 3.5)
and for D ≥ 0, (4.22)
and,
The next lemma tells us that the measures π k are concentrated on the compacts C k (∆).
Proof. We suppose k ≥ 1. For a measure µ in M + (R), we define
(recall Q has been defined as a Markov kernel on R 2 , so the above is an extension of the definition of Q). We have
and (using the same computations as in [LO03] , proof of Proposition 5.3, [Oud00], p. 66) (4.26)
(using Lemma 1.3 and Lemma 4.3)
By a similar computation, we get
We have, for all x ≥ 0,
And so, we can bound (for all x) (4.28)
So (with the constant C defined in Equation (4.17)), using the inequality
and using Equation (4.17), as θ 1−ι ∆ ≥ 3|m 0 | + 3CM τ 2 , we get
For all x, x ′ , we have (4.32)
We have, by Lemma 1.2 and Hypothesis 2, (4.33)
So we have
Then, by recurrence,
Corollary 4.5. We suppose that π ′ 0 ∈ P(R) is such that π 0 and π ′ 0 are comparable. We suppose that (π ′ t ) t≥0 is defined by Equation (1.3) . Under the assumption of the previous Lemma, we have, for all k ≥ 0,
Proof. By Equations (3.1), (3.2), we have, for all k,
The next result tells us that R k and R
Proposition 4.6. We suppose that ∆ satisfies the assumption of the previous Lemma (Equation (4.25) 
Proof. We define measures on R
where (by a slight abuse of notation)
By the definition of R ∆ (Equation (4.24)) and computing as in [OR05] , p.433 (or as in [Oud00] , p.66), we get
We have, by Lemma 1.3,
(using (4.26), (4.27), (4.32), (4.33) and the fact that
So, using (4.31) and Corollary 4.5, we get the result.
New formula for the optimal filter
We have reduced the problem to a discrete-time problem. For all n, π nτ is the marginal of a Feynman-Kac sequence based on the transition Q and the potentials (ψ k ) k≥1 . We wish to apply the same method as [OR05] . We restrict the state space to the compacts (C k (∆)) k≥0 . But, even when restricted to compacts, Q cannot be mixing, so we cannot apply [OR05] directly. The purpose of this Section is to find another representation of the sequence (π nτ ) n≥0 as a Feynman-Kac sequence, in such a way that the underlying Markov operators would be mixing, when restricted to compacts. Looking at Equation (3.6), we see that a Feynman-Kac sequence is a result of the deformation of a measure on trajectories (we weight the trajectories with potentials (ψ k ) k≥1 ). The main idea of the following is to incorporate the deformations delicately (in two steps), in order to retain something of the mixing property of the operator Q (which is mixing when restricted to compacts).
In this Section, we work with a fixed observation (Y s ) s≥0 = (y s ) s≥0 .
5.1. Filter based on partial information. We define, for all
These notations come from [DG01] . As Q has a density with respect to the Lebesgue measure on R, so has S ∆ 2n|2k (with respect to the Lebesgue measure on R 2 ). We write (x,
for this density. We fix n in N * in the rest of this subsection. We define S . By Proposition 3.1, S ∆ 2n|2k is a Markov operator. We set, for all k ≥ 1, x 1 , x 2 in R,
By Lemma 1.2, we have, for all x 1 , x 2 , z 1 , z 2 in R, k ≥ 2 (we use here the second line of Equation (5.1))
and, for
In the same way as above, we can also obtain
This implies that S
)-contracting for the total variation norm (see Subsection 3.1). One can also use Proposition 3.1 to prove this result. We did it this way because we will re-use Equations (5.5), (5.6).
We set Z 0 to be of the form Z 0 = (0, Z {1, 2, . . . , n}, the law of Z 2k knowing Z 2k−2 is S ∆ 2n|2k−2 (Z 2k−2 , .)). For Z 2k being a element of this chain, we denote by Z 
We write S U 2n|2k+1 for the transition kernel between U 2k−1 and U 2k+1 (for k = 1, 2, . . . , n − 1) and S U 2n|2n+1 for the transition between U 2n−1 and U (1) 2n+1 . We write S Proof. We write the proof only for (U 1 , U 3 , . . . , U 2n−1 , U
(1) 2n+1 ), it would be very similar for the sequence (U
2 , . . . ,z
(1)
2 ), . . . , U 2k−1 = (z
2k−2 , ., .) does not depend on z
(1) 2k−2 . So the quantity above is equal to, for any z ∈ C 2k−1 (∆),
2k−2 ), (z
2k+2 .
A similar computation can be made for E(ϕ(U
2n+1 )|U 1 , . . . U 2n−1 ). We set, for all k, For any k = 1, 2, . . . , n − 1, the Markov kernel
Before going into the proof of the above Proposition, we need the following technical results. We are interested in the bounds appearing in Lemma 4.3. We suppose that t 1 , t 2 , x, z in R are fixed. To simplify the computations, we introduce the following notations:
Lemma 5.5. Suppose that, for some D ≥ 0,
Proof of Proposition 5.4. We write the proof in the case k ∈ {1, 2, . . . , n − 1} and for S U 2n|2k+1 (the other cases being very similar). Let ϕ be a test function (in C + b (R)). By Remark 5.2, we have that U (2) 2k−1 takes its values in C 2k−1 (∆). We write, for any z
2k+2 ≥ (by Equations (5.5), (5.6))
2k , z
2k )
2k ), (z
2k+2 )dz
2k dz
(1) 2k+2
From Lemma 1.3, we get, for all z 2k such that z
2k ∈ C 2k (∆), using the same kind of computation as in the proof of Lemma 4.3,
2k |+C
In the same way as above:
Looking back at (5.9), we get
As R 2n:2k+2 ((z
2k for any z ′ , we get that
2 )-contracting (remember Section 3.1).
5.3. New representation.
Proposition 5.6. Let n ≥ 1. If we suppose that Z
If we suppose that
Remark 5.7. Recall that we are working with a fixed observation (Y s ) s≥0 = (y s ) s≥0 . The above Proposition tells that, for all n, R ∆ n R ∆ n−1 . . . R ∆ 1 (µ) can be written as the n-th term of a FeynmanKac sequence based on mixing kernels (by Proposition 5.4). We can apply Proposition 3.1 to this Feynman-Kac sequence. This representation and this result are also true for a measure R ∆ n R ∆ n−1 . . . R ∆ k (η) for any k ≤ n, η probability measure on R. Proof. We write the proof only for Equation (5.10). The computation leading to Equation (5.11) would be very similar. It would simplify nicely because we replace ψ 
which proves the desired result (recall Equation (3.7)).
Stability results
In this section, the observations are non longer fixed.
6.1. Stability of the truncated filter. We show here that a product of coefficients τ . decays geometrically in expectation (see the Lemma below). These coefficients are the contraction coefficients of the operators S U . , S U,(p) .
, which are related to the truncated filter through Proposition 5.6. This is why we say that the result below means the stability of the truncated filter.
We set, for all t in R, k ≥ 1,
We set, for L > 0,
We fix L > 0 such that
Lemma 6.1. For 0 ≤ k ≤ n − 1, we have
Proof. We only write the proof of the second Equation above (the proof of the other equation is very similar). We take L > 0 and we set
For all k, we have
We fix k ≥ 0 and we define, for n ≥ 0,
We suppose now that n ≥ k + 2. We then have
Using Equation (4.17), we get
≤ τ (L, ∆)E(θ 2n−2 |F (2n−3)τ ) + (1 − τ (L, ∆)) α(L) .
The constant ρ is the positive root of the polynomial X 2 − τ (L, ∆)X − (1 − τ (L, ∆)) α(L). So we have
So, we have e 2n|2k+2 ≤ τ (L, ∆)e 2n−2|2k+2 + (1 − τ (L, ∆)) α(L)e 2n−4|2k+2 ≤ ρ × sup(e 2n−2|2k+2 , e 2n−4|2k+2 ) .
Suppose now that k is fixed. We have e 2k+2|2k+2 ≤ 1 , e 2k+4|2k+2 ≤ 1 .
So, by recurrence, e 2n|2k+2 ≤ ρ (n−k−2) .
As α(L) ≤ 1/4, we have
Lemma 6.2. For n ≥ 1 and k in {1, 2, . . . , n − 1}, for all µ, µ ′ in P(R),
Proof. We write the proof in the case where n and k are even. If k was even and n was odd, we would have to use the operators S (p)U ...
. If k was odd, the proof would be very similar but would require to introduce new and heavy notations.
By Proposition 5.6, Remark 5.7 and Equation (5.7), we have, for all µ in P(R) and all test function ϕ in C .
From which we get the result. Proof. We write the proof only for Equation (6.2), the proof for Equation (6.3) being very similar. We have Let us fix k ∈ {1, 2, . . . , n − 1}. From Lemma 6.2, we get
with the convention that a product over indexes in the null set is equal to one. From Lemma 6.1, we get (6.6) E( R 
And the last expectation can be bounded by the sum of the following expectations :
for some constant B 1 , where the bounds come from Equations (6.8), (6.13), (6.15), (6.17), (6.18) (we also use Lemma 2.6). The constant B 1 above is universal and ∆ 0 is continuous in τ . So we get, for all ∆ ≥ ∆ 0 (τ ), using Equation (6.16),
(for some universal constant C 1 ) from which we get
Looking at Equations (6.10), (6.11), we see there exists τ 5 , such that, for τ > τ 5 , Let τ ∞ , ∆ 0 be the parameters defined in Proposition 6.3. Recall that the operators (R n ) n≥0 , (R ∆ n ) n≥0 depend on τ . Suppose that L is such that (as in Equation (6.1))
Then, as in Equation (6.6), we have, for all τ ∈ [τ ∞ , 2τ ∞ ], for all n ≥ 0, (1 + p 2,1 ) .
