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Prefazione
Quando un problema pratico nella scienza o nella tecnologia permette di essere
formulato matematicamente, ci sono buone probabilita` che il risultato sia costituito
da una o piu` equazioni differenziali alle derivate parziali. Solitamente si tratta di
equazioni la cui soluzione in forma chiusa riesce soltanto per geometrie molto semplici
e comunque con drastiche semplificazioni.
Questa tesi esamina il metodo degli elementi finiti, una tra le piu` diffuse tecniche
per la soluzione approssimata di equazioni alle derivate parziali, esponendone breve-
mente i presupposti teorici e sviluppandone in dettaglio l’applicazione al problema
di Poisson e alle sue varianti principali, le cui equazioni sono alla base di svariati
fenomeni fisici di rilevanza ingegneristica, quali la deformazione di corpi rigidi, la
diffusione del calore e la trasmissione di onde elettromagnetiche.
In particolare nel capitolo 1 vengono presentati brevemente i concetti fonda-
mentali della teoria delle equazioni alle derivate parziali, descrivendone l’uso nella
modellizzazione di alcuni semplici problemi fisici. Il capitolo 2 introduce un parti-
colare tipo di formulazione matematica per le equazioni alle derivate parziali, detta
formulazione variazionale, che sta alla base del metodo degli elementi finiti, in quale
viene trattato approfonditamente nel capitolo 3. In particolare vengono analizzati
gli elementi quadratici triangolari di tipo lagrangiano, di cui vengono ricavate le
formule di integrazione esatta.
E` stata infine sviluppata (capitolo 4) un’implementazione del metodo degli ele-
menti finiti per la risoluzione del problema di Poisson. Il codice che e` stato sviluppa-
to, si basa su un pacchetto Octave esistente, chiamato FEMOctave e licenziato sotto
licenza GNU GPL, che ne permette lo studio, l’uso, la modifica e la re-distribuzione.
La differenza maggiore rispetto al codice originale sta nell’utilizzo di elementi finiti
quadratici anziche` lineari, che a parita´ di numero di elementi utilizzati migliorano
9
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decisamente la qualita` dell’approssimazione.
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Capitolo 1
Equazioni alle derivate parziali
Scopo di questo capitolo e` presentare brevemente i concetti fondamentali della teoria
delle equazioni alle derivate parziali (in breve EDP).
1.1 Definizioni ed esempi
Le equazioni alle derivate parziali sono equazioni differenziali contenenti deriva-
te della funzione incognita rispetto a piu` variabili (temporali o spaziali). In par-
ticolare, indicata con u la funzione incognita nelle d + 1 variabili indipendenti
x = (x1, . . . , xd)
T e t, denotiamo con
P (u, g) = F (x, t, u,
∂u
∂t
,
∂u
∂x1
, . . . ,
∂u
∂xd
, . . . ,
∂p1+···+pd+ptu
∂xp11 . . . ∂x
pd
d ∂t
pt
, g) = 0 (1.1)
una generica EDP, essendo g l’insieme dei dati dai quali dipendera` la EDP, mentre
p1, . . . , pd, pt ∈ N.
Si dice che la (1.1) e` di ordine q, se q e` l’ordine massimo delle derivate parziali
che vi compaiono, ovvero il massimo valore assunto da p1+ · · ·+ pd+ pt. Se la (1.1)
dipende linearmente dall’incognita u e dalle sue derivate, l’equazione verra` detta
lineare. In tal caso
P (αu+ βw, g) = αP (u, g) + βP (w, g)
Nel caso particolare in cui le derivate di ordine massimo compaiano solo linear-
mente (con coefficienti che possono dipendere da derivate di ordine inferiore), l’e-
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quazione si dice quasi-lineare. Ancora, si dira` semi-lineare se e` quasi lineare ed i
coefficienti delle derivate di ordine massimo dipendono solo da x e da t, ma non
dalla soluzione u. Infine se nell’equazione non compaiono termini indipendenti dalla
funzione u, la EDP si dice omogenea.
1.1.1 Equazione di Poisson
Si consideri un insieme aperto Ω ⊂ R limitato e connesso e sia ∂Ω la sua frontiera.
Denotiamo con x la coppia di variabili spaziali (x, y). Il problema oggetto del nostro
esame e´:
−∆u = f in Ω, (1.2)
dove f(x) e` una funzione assegnata e il simbolo ∆ denota l’operatore laplaciano
(A.1.5) in due dimensioni. La 1.2 e` un’equazione ellittica del second’ordine, lineare,
non omogenea (se f 6= 0).
Fisicamente u puo` rappresentare fenomeni come lo spostamento verticale di una
membrana elastica dovuto all’applicazione di una forza specifica par ad f , oppure
come la distribuzione di potenziale elettrico dovuta ad una densita` di carica f , od
ancora come la diffusione di un fluido in una regione di spazio omogenea ed isotropa.
Essendo il calore assimilabile ad un fluido essa e` alla basa di molti fenomeni termici.
1.1.2 Condizioni al contorno
Affinche` la 1.2 abbia un’unica soluzione occorre aggiungere delle opportune condi-
zioni al contorno. Occorrono cioe` delle informazioni relative al comportamento della
soluzione u sulla frontiera ∂Ω del dominio. Si puo` ad esempio assegnare il valore
dello spostamento u sul bordo (in tal caso si parla di problema di Dirichlet)
u = g su ∂Ω, (1.3)
dove g e` una funzione assegnata. In particolare se g = 0 il problema si dice omogeneo.
Oppure si puo` imporre il valore della derivata normale di u
12
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∆u · n = ∂u
∂n
= h su ∂Ω,
essendo n la normale ad Ω diretta verso l’esterno ed h una funzione assegnata.
Il problema associato si dice problema di Neumman e corrisponde, nel caso della
membrana ad aver imposto la trazione al bordo della membrana stessa. Il caso
h = 0 si dice anch’esso omogeneo.
Ω
ΓD
ΓNn
Figura 1.1: Il dominio computazionale Ω
Si possono infine assegnare su porzioni diverse del bordo del dominio computa-
zionale Ω condizioni di tipo diverso. Ad esempio, supponendo che ∂Ω = ΓD ∪ ΓU
con ΓD ∩ ΓU = ∅, si possono imporre le condizioni:


u = g su ΓD,
∂u
∂n
= h su ΓT .
Si dice in tal caso che il problema e` di tipo misto.
1.2 Necessita` della risoluzione numerica
In generale, non e` possibile ricavare per via analitica una soluzione della (1.1). In
effetti, i metodi di integrazione analitica disponibili (come la tecnica di separazio-
ne delle variabili) sono di limitata applicabilita`. Peraltro, anche nel caso in cui si
conosca un integrale generale, non e´ poi detto che si riesca a determinare un in-
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tegrale particolare. Per ottenere quest’ulitmo bisogna infatti assegnare opportune
condizione su u (e/o sulle sue derivate) alla frontiera del dominio Ω.
Inolre l’integrale generale dipende solitamente da alcune funzioni arbitrarie (e
non da costanti arbitrarie, come accade per le equazioni differenziali ordinarie),
in modo che l’imposizione delle condizioni comportera´ la risoluzione di problemi
matematici in genere molto complicati. Di conseguenza, da un punto di vista teorico,
ci si deve spesso accontentare di studiare solo l’esistenza e l’unicita` della soluzione
di una EDP.
Per questa ragione e` importante disporre di metodi numerici che permettano di
costruire un’approssimazione uN della soluzione esatta u. L’intero positivo N denota
la dimensione (finita) del problema approssimato. Schematicamente la situazione e`
la seguente:
P (u, g) = 0 EDP esatta
↓ [metodi numerici]
PN (uN , gN) = 0 EDP approssimata
avendo indicato con gN una approssimazione dell’insieme dei dati g dai quali
dipende la EDP, e con PN la nuova relazione funzionale che caratterizza il problema
approssimato.
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Formulazione variazionale di
equazioni ellittiche
Il calcolo variazionale e` una branca dell’analisi che si occupa di risolvere problemi
di massimo o minimo. In generale, date certe condizioni, si tratta di trovare una
soluzione ad un problema per il quale sia massima o minima una certa grandezza
od espressione
Ad esempio data la funzione y = f(x) si chiama variazione ∂y della y rispetto ad
una corrispondente variazione ∂x della x a partire da un certo valore, l’espressione :
∂y = f(x+ ∂x) − f(x) = ∂xf ′(x) + ∂x2f ′′(x) + . . .
dove l’ultimo membro e` ricavato direttamente dalla formula di Taylor.
Se ci si limita al primo termine (il termine infinitesimo del primo ordine) la
variazione si chiama variazione prima e vale :
∂y = ∂xf ′(x)
I punti di massimo o minimo relativo di f vanno quindi ricercati fra i punti in cui
la variazione prima e` nulla, perche` in tali punti la derivata prima e` zero.
Per formulazione variazionale di un problema fisico si intende la trasformazio-
ne in forma integrale delle equazioni differenziali che lo regolano. Tale integrale e`
una funzione di funzioni che prende il nome di funzionale. Una volta individuato
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il funzionale associato ad un certo problema, il calcolo variazionale si propone di
studiarne la stazionarieta` (minimo, massimo, flesso).
Storicamente la formulazione variazionale e` nata come problema ai valori estremi,
e anticamente gia` in Virgilio leggiamo che il re Iarba pose a Didone il problema di
trovare la massima superficie di terra delimitata da una pelle di toro (Eneide, Libro
primo, vv 360-370).
Il calcolo delle variazioni in senso moderno inizio` con Eulero, che ottenne la con-
dizione necessaria per l’esistenza di un valore estremo in forma di equazione, nota
come condizione di Eulero, tale da assicurare una variazione prima nulla dell’in-
tegrale originario, e con Lagrange, che introdusse la variante nel caso di problemi
sottoposti a vincolo 1
Il primo problema che si pone e` come passare dalla EDP al funzionale per pro-
blemi stazionari. Questa trasformazione, quando e` possibile, puo` essere fatta o in
modo rigoroso o utilizzando il significato fisico del funzionale. Una volta costruito il
funzionale associato alla EDP, lo si applica imponendo la condizione di minimo ad un
insieme continuo reso discreto con un opportuno procedimento di approssimazione
(vedi capitolo 3).
La formulazione variazionale e` detta anche formulazione debole, perche` come
vedremo consente di ridurre l’ordine di derivazione richiesto sulla soluzione incognita.
2.1 Spazio di definizione della funzione incognita
Il problema di Poisson espresso nella forma
−∆u = f in Ω,
(vedi §1.1.1), detta formulazione forte del problema di Poisson, presenta alcuni
svantaggi legati al fatto che esso impone alla soluzione u di essere di classe C2
su Ω.
Infatti anche nel caso piu` semplice in cui il problema abbia condizioni di Dirichlet
omogenee, con f funzione continua su Ω¯ (la chiusura di Ω), non e` detto che esista
una soluzione regolare. Ad esempio, se Ω = (0, 1)× (0, 1) e f = 1, u non potrebbe
1
Vedi http://en.wikipedia.org/wiki/Euler-Lagrange_equation
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appartenere allo spazio C2(Ω¯). Infatti se cos`ı fosse, essendo u nulla al bordo, tutte
le derivate parziali lungo il bordo dovrebbero essere nulle:
u(x, 0) = 0 ⇒
(∂u
∂x
)
y=0
= 0 ⇒
(∂2u
∂x2
)
y=0
= 0
ed analogamente
(
∂2u
∂y2
)
x=0
= 0
In particolare nel punto (0, 0) si avrebbe
−∆u(0, 0) = −∂
2u
∂x2
− ∂
2u
∂y2
= 0
e dunque u non potrebbe verificare l’equazione di Poisson:
−∆u = 1 in (0, 1)× (0, 1)
altrimenti presenterebbe una discontinuita` in (0, 0), controlo l’ipotesi di appartenen-
za a C2(Ω¯).
In conclusione anche se f ∈ C0(Ω¯), non ha senso in generale cercare una solu-
zione u ∈ C2(Ω¯) del problema, mentre si hanno maggiori probabilita` di trovare una
soluzione u ∈ C2(Ω) ∩ C0(Ω¯), che e’ invece uno spazio piu` grande di C2(Ω¯).
Occorre quindi trovare una formulazione alternativa a quella forte, anche perche`,
oltre alle problematiche accennate sopra, essa non consente di trattare alcuni casi
fisicamente significativi. Ad esempio, non e` detto che, in presenza di dati poco
regolari, la soluzione fisica stia nello spazio C2(Ω) ∩ C0(Ω¯), e nemmeno in C1(Ω) ∩
C0(Ω¯) (per una trattazione dettagliata si veda [Qua03]).
In particolare occorre rilassare i requisiti imposti alla soluzione u, definendo spazi
di definizione diversi da C2(Ω¯). A questo proposito introduciamo nelle prossime
sezioni alcuni spazi funzionali che saranno usati come spazi di definizione per la
ricerca della funzione incognita u. Successivamente verranno calcolati i funzionali
relativi al problemi di Poisson omogenei e non omogenei, con condizioni al contorno
di Dirichlet, di Neumann e miste.
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2.1.1 Spazi di Hilbert
Uno spazio di Hilbert e` una generalizzazione dello spazio Euclideo, che non e` ristretta
ad un numero finito di dimensioni. Inoltre soddisfa alcuni requisiti di completezza
rispetto alle operazioni di limite.
Piu` precisamente dato un prodotto interno < ., . > definito su uno spazio
vettoriale (A.1.1) H e la corrispondente norma
‖x‖ = √< x, x >
si dice che H e` uno spazio di Hilbert se e` completo rispetto a tale norma, cioe` se
ogni successione di Cauchy di elementi dello spazio (A.1.2) converge ad un elemento
dello spazio, nel senso che la norma delle differenze tra elementi successivi tende a
zero.
2.1.2 Funzioni a quadrato sommabile
Si definisce spazio delle funzioni a quadrato sommabile su Ω ∪R2 l’insieme
L2(Ω) ≡
{
f : Ω→ R t.c
∫
Ω
f(x)2dΩ < +∞
}
. (2.1)
Si verifica che L2(Ω) e` uno spazio di Hilbert, rispetto al prodotto scalare
< f, g >L2(Ω)≡
∫
Ω
f(x)g(x)dΩ (2.2)
Come vedremo nel paragrafo §3.1.2 questa proprieta` e` di fondamentale importanza
per la convergenza del metodo degli elementi finiti.
2.1.3 Spazi di Sobolev
Nonostante lo spazio L2(Ω) sia chiuso rispetto all’operazione di passaggio al limite
(nel senso che ogni successione di Cauchy a valori in L2(Ω) converge ad un elemento
di L2(Ω)), non e` pero` detto che lo sia rispetto alla derivazione. In altre parole se
18
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una funzione appartiene a L2(Ω) non necessariamente questo vale per la sua derivata
prima.
Lo spazio di Sobolev di ordine k su Ω e` lo spazio formato dalla totalita` delle
funzioni di L2(Ω) aventi tutte le derivate fino all’ordine k ancora in L2(Ω):
Hk(Ω) ≡
{
f ∈ L2(Ω) t.c. Dαf ∈ L2(Ω), ∀α : |α| ≤ k}; (2.3)
lo spazio L2(Ω) viene talvolta indicato con H0(Ω)
Risulta ovviamente che Hk+1(Ω) ⊆ Hk(Ω) per ogni k ≥ 0. Inoltre si dimo-
stra (vedi [Wik06]) che gli spazi di Sobolev Hk(Ω) sono spazi di Hilbert rispetto al
seguente prodotto scalare:
< f, g >k=
∑
|α|≤k
∫
Ω
(Dαf)(Dαg)dΩ (2.4)
proprieta` che risultera` essenziale per il calcolo del funzionale associato ad una EDP.
2.2 Calcolo del funzionale e condizioni di minimo
Nei prossimi paragrafi verra` ricavata la formulazione variazionale per i problemi
affrontati in questa tesi e risolvibili con il pacchetto FEMoctave.
2.2.1 Funzionali e forme
Dato uno spazio funzionale normato V si dice funzionale su V un operatore che
associa ad ogni elemento di V un elemento reale e forma un’applicazione a che
associa ad ogni coppia di elementi di V un numero reale:
F :V 7→ R
a :V × V 7→ R
19
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2.2.2 Il problema di Dirichlet omogeneo
Come gia´ accennato nel paragrafo §1.1.2 il problema consiste nel cercare u tale che:


−∆u = f in Ω,
u = 0 su ∂Ω,
(2.5)
dove Ω ∪ R2 e` un dominio limitato con frontiera ∂Ω. Questo problema governa, ad
esempio, la configurazione di equilibrio di una membrana elastica.
Come abbiamo visto la formulazione forte (2.5) non e` in generale adeguata (vedi
paragrafo 2.1). Serve dunque una formulazione del problema alternativa a quella
forte che consenta di ridurre l’ordine di derivazione richiesto sulla soluzione incognita
u. Mostreremo come passare da un problema differenziale del secondo ordine ad uno
in forma integrale del primo ordine, ovvero la cosiddetta formulazione debole.
Moltiplichiamo innanzitutto l’equazione (2.5) per una funzione di test v, per ora
arbitraria, ed integriamo su Ω:
−
∫
Ω
∆uvdΩ =
∫
Ω
fvdΩ
A questo punto applichiamo la cosiddetta formula di Green (vedi [Qua03]) per il
laplaciano
−
∫
Ω
∆uvdΩ =
∫
Ω
∇u · ∇vdΩ−
∫
∂Ω
∂u
∂n
vdγ, (2.6)
dove con ∇u abbiamo indicato il gradiente (A.1.3) di u. Essa rappresenta in so-
stanza il corrispettivo in piu` dimensioni della formula di integrazione per parti
monodimensionale.
Essendo u nota al bordo siamo autorizzati a considerare solo funzioni test che
siano nulle su ∂Ω, annullando cos`ı il contributo dei termini di bordo che compare
nella (2.6).
Ricordando che v e` una funzione arbitraria di H10(Ω), e che quindi le relazioni
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esposte sopra devono valere per qualunque scelta di v, giungiamo cos`ı alla seguente
formulazione debole per il problema (2.5):
cercare u ∈ V :
∫
Ω
∇u · ∇vdΩ =
∫
Ω
fvdΩ ∀v ∈ H10 (Ω) (2.7)
con f ∈ L2(Ω) e avendo posto
V = H10 (Ω) ≡
{
v ∈ H1(Ω) : v = 0 su ∂Ω}
In particolare, si osservi che se u, v ∈ H10 (Ω), allora per definizione di spazio di
Sobolev (vedi §2.1.3) sia ∇u che ∇v appartengono a L2(Ω) e quindi ∇u ·∇v ∈ L1(Ω)
in virtu` della seguente disuguaglianza di Cauchy-Shwarz
| < f, g >L2(Ω) | =
∣∣∣∣∣
∫
Ω
fgdΩ
∣∣∣∣∣ ≤ ‖f‖L2(Ω)‖g‖L2(Ω)
dove la norma ‖.‖L2(Ω) e` quella introdotta nella sezione §2.1.2. Dunque l’integrale
che compare a sinistra della (2.7) ha perfettemente senso, cos`ı come quello che
compare a destra, a patto di richiedere f ∈ L2(Ω).
Si puo` riscrivere la formulazione debole (2.7) in modo piu` compatto introducendo
la seguente forma
a : V × V 7→ R, a(u, v) ≡
∫
Ω
∇u · ∇vdΩ (2.8)
ed il seguente funzionale
F : V 7→ R, F (v) ≡
∫
Ω
fvdΩ
Il problema (2.7) diventa allora:
cercare u ∈ H10 (Ω) : a(u, v) = F (v) ∀v ∈ V
21
CAPITOLO 2. Formulazione variazionale di equazioni ellittiche
2.2.3 Il problema con condizioni miste non omogenee
Passiamo ora al calcolo del funzionale in un problema piu` generale:


−∆u = f in Ω,
u = g su ΓD,
∂u
∂n
= φ su ΓN ,
(2.9)
dove ΓD e ΓN costituiscono una partizione di ∂Ω, ovvero ΓD∪ΓT = ∂Ω e ΓD∩ΓT = ∅.
Grazie alla formula di Green (2.6), otteniamo
∫
Ω
∇u · ∇vdΩ−
∫
∂Ω
∂u
∂n
vdγ =
∫
Ω
fvdΩ
Ora ricordando che ∂u
∂n
= φ su ΓN e sfruttando l’additivita` degli integrali:∫
Ω
∇u · ∇vdΩ−
∫
ΓD
∂u
∂n
vdγ −
∫
ΓN
φvdγ =
∫
Ω
fvdΩ (2.10)
Imponendo che la funzione di test v sia nulla sulla parte di frontiera ΓD, il primo
integrale al bordo che compare nella (2.10) si annulla. Il problema misto ammette
quindi la seguente formulazione debole:
trovare u ∈ Vg :
∫
Ω
∇u · ∇vdΩ =
∫
Ω
fvdΩ+
∫
ΓN
φvdγ ∀v ∈ V (2.11)
avendo denotato con V lo spazio
V = H1ΓD(Ω) ≡ {v ∈ H1(Ω) : v|ΓD = 0)}
ed avendo posto
Vg ≡ {v ∈ H1(Ω) : v|ΓD = g)}
La formulazione (2.11) non e` pero` del tutto soddisfacente, non solo perche` la scelta
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degli spazi non e` “simmentrica” (v ∈ V , mentre uVg), ma soprattutto perche` Vg non
e` un sottospazio di H1(Ω), infatti non e` vero che combinazioni lineari di elementi di
Vg siano ancora elementi di Vg. Come vedremo piu` avanti (vedi Cap. 3) la condizione
che u appartenga invece ad un sottospazio di H1(Ω) e` necessaria per potere applicare
il metodo di Galerkin. E` possibile aggirare l’ostacolo supponendo di conoscere una
funzione Rg, detta rilevamento dati al bordo, tale che
Rg ∈ H1(Ω)eRg|TD = g,
e ponendo u¯ = u− Rg.
Ora osserviamo che u¯|TD = u|TD − Rg|TD = g − g = 0, cioe` u¯ ∈ H1ΓD(Ω). Inoltre,
si ha ∇u = ∇u¯+∇Rg, per cui il problema (2.11) diventa
trovare u¯ ∈ H1ΓD(Ω) : a(u¯, v) = F (v) ∀v ∈ H1ΓD(Ω),
avendo definito la forma bilineare a(., .) come nella (2.8), mentre il funzionale lineare
F assume ora la forma
F (v) =
∫
Ω
fvdΩ+
∫
ΓN
φvdγ −
∫
Ω
∇Rg · ∇vdγ
Il problema e` ora simmetrico essendo lo spazio in cui si cerca la (nuova) soluzione
incognita coincidente con lo spazio delle funzioni test.
Le condizioni di Dirichlet vengono dette essenziali in quanto vengono imposte in
maniera esplicita nella determinazione dello spazio funzionale in cui il problema e`
posto.
Le condizioni di Neumann, invece, sono dette naturali, in quanto vengono sod-
disfatte automaticamente dalla soluzione del problema. Questa differenza di tratta-
mento ha importanti ripercussioni sui problemi approssimati (vedi sezione §3.2).
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2.2.4 Problema ellittici piu` generali
Estendendo ulteriormente la classe dei problemi in esami si arriva al caso molto
generale di:


−div(µ∇u) + σu = f in Ω,
u = g su ΓD,
µ ∂u
∂n
= φ su ΓN ,
(2.12)
dove ΓD e ΓD costituiscono una partizione del bordo ∂Ω , f ∈ L2(Ω), µ, σ ∈ L∞(Ω).
Anche in questo caso si puo` ottenere una formulazione variazionale equivalente alla
(2.12) moltiplicando l’equazione per una funzione di test v ed integrando sul dominio
Ω
∫
Ω
[−div(µ∇u) + σu]vdΩ =
∫
Ω
fdΩ
Ponendo ora u¯ = u − Rg, con Rg funzione di rilevamento del dato su bordo (vedi
§2.2.3) e imponendo che il termine µ ∂u
∂n
sia uguale a φ, si perviene tramite la formula
di Green alla formulazione debole del problema (2.12)
trovare u¯ ∈ H1ΓD(Ω) : a(u¯, v) = F (v) ∀v ∈ H1ΓD(Ω), (2.13)
avendo definito la forma
a : V × V → R, a(u, v) ≡
∫
Ω
µ∇u · ∇vdΩ+
∫
Ω
σuvdΩ
e il funzionale
F (v) ≡ −a(Rg, v) +
∫
Ω
fvΩ+
∫
ΓN
φvdγ
Per maggiori dettagli sui vari passaggi formali si veda [Qua03].
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Capitolo 3
Metodo di Galerkin-Elementi finiti
Nel capitolo precedente si e` visto come con l’ausilio del calcolo variazionale sia possi-
bile trasformare una EDP in una equazione integrale. Per risolvere in modo appros-
simato tale equazione si puo` utilizzare il metodo degli elementi finiti (detto anche di
Galerkin), che consiste nell’approssimare la funzione incognita u con una combina-
zione lineare di funzione note ϕi e parametri ignoti µi definite in sottodomini di Ω,
detti elementi finiti.
Illustreremo in questo capitolo i passaggi fondamentali del metodo degli elementi
finiti, con speciale riferimento a funzioni quadratiche definite su elementi triangolari.
3.1 Approssimazione della soluzione
3.1.1 Riformulazione del problema
Si consideri la formulazione variazionale di un generico problema ellittico posto su
un dominio Ω ⊂ R2:
trovare u ∈ V : a(u, v) = F (v) ∀v ∈ V (3.1)
essendo a ed F rispettivamente la forma e il funzionale associati al problema in esame
(vedi paragrafi §2.2.2 e §2.2.3), e V un opportuno spazio di Hilbert, sottospazio di
H1(Ω).
Il metodo di Galerkin per l’approssimazione numerica del problema (3.1) consiste
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nel cercare una soluzione approssimata uh ∈ Vh, essendo Vh una famiglia di spazi
dipendente da un parametro h positivo, tali che
Vh ⊂ V, dim(Vh) = Nh <∞
Il problema approssimato assume allora la forma
trovare uh ∈ Vh : a(uh, vh) = F (vh) ∀vh ∈ Vh (3.2)
e viene detto problema di Galerkin.
3.1.2 Costruzione del sistema lineare equivalente
Indichiamo con {ϕj : j = 1, 2, . . . , Nh} una base di Vh; siccome a e F sono entrambi
operatori lineari, basta che 3.2 sia verificata per ogni funzione della base, in quanto
tutte funzioni dello spazio Vh sono una combinazione lineare delle ϕj. Per cui e`
sufficiente richiedere
a(uh, ϕi) = F (ϕi) per i = 1, 2, . . . , Nh (3.3)
Naturalmente avendosi uh ∈ Vh, sara` possibile esprimere uh come combinazione
lineare delle funzioni base ovvero
uh(x) =
Nh∑
j=1
µjϕj(x),
dove gli µj, j = 1, . . . , Nh sono dei coefficienti incogniti. Le equazioni (3.3) diventano
allora:
Nh∑
j=1
µja(ϕj , ϕi) = F (ϕi) per i = 1, 2, . . . , Nh (3.4)
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Denotiamo con A la matrice (detta di rigidezza o di stiffness) con elementi aij dati
da
aij ≡ a(ϕj , ϕi) (3.5)
e con il vettore f il vettore di componenti fi ≡ F (ϕi). Infine, indicando con u il
vettore che ha come componenti i coefficienti incogniti di µi, le equazioni (3.4) sono
equivalenti al sistema lineare
Au = f (3.6)
Risulta ora chiaro che per poter applicare il metodo di Galerkin sia necessario ri-
chiedere che u e v appartengano al medesimo spazio, altrimenti non sarebbe possibile
esprimerle come combinazione lineare di una stessa base (vedi §2.2.3).
3.1.3 Triangolazione del dominio
A questo punto occorre approssimare il dominio Ω. Per semplicita` considereremo
solo domini Ω ⊂ R2 di forma poligonale e triangolazioni che ne rappresentino il rico-
primento con triangoli non sovrapposti. Non viene trattata quindi la problematica
relativa alla approssimazione di un dominio non poligonale con una triangolazione
ad elementi finiti.
A tal scopo costruiamo una partizione Th della regione Ω in un insieme di triangoli
K tali che:
Ω = ∪K∈ThK
e dove il parametro h e` legato alla spaziatura della griglia. Posto hk = diam(K)
per ogni K ∈ Th, dove diam(K) = maxx,y∈K |x − y| e` il diametro, definiamo h =
maxK∈ThhK .
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3.1.4 Spazio della soluzione
Dopo aver opportunamente suddiviso il dominio Ω in elementi triangolari, il passo
successivo e` costruire lo spazio di funzioni Vh usato generare gli elementi finiti e
approssimare localmente la soluzione incognita u (vedi sezione §3.1.1).
In particolare ci proponiamo di costruire approssimazioni dello spazio di Sobolev
del primo ordine H1(Ω) (vedi §2.1.3), dipendenti da un parametro h.
Indichiamo con Pr lo spazio dei polinomi su R
2 di grado minore o uguale ad r,
per r = 1, 2, . . .
P1 = {f(x1, x2) = a+ bx1 + cx2 a, b, c ∈ R}
P2 = {f(x1, x2) = a+ bx1 + cx2 + dx1x2 + ex12 + gx22 + a, b, c, d, e, g ∈ R}
. . .
Pr = {f(x1, x2) =
∑
i+j≤r
aijx1
ix2
j aij ∈ R}
Consideriamo la seguente famiglia di spazi
Xh
r = {vh ∈ C0(Ω¯) : vh|K ∈ Pr ∀K ∈ Th}
ossia l’insieme delle funzioni continue che sono polinomiali sui singoli triangoli della
reticolazione Th.
Si dimostra che:
Teorema 1 Condizione sufficiente perche` una funzione v appartenga ad H1(Ω) e`
che v ∈ C0(Ω) e che v|K appartenga a H1(K), ∀K ∈ Th
Ora essendo gli spazi Xh
r costituiti da funzioni continue e derivabili su tutto Ω
(tranne in un numero finito di punti, i vertici xi della triangolazione Th) ed essendo
i polinomi e le loro derivate di ogni ordine funzioni continue ed integrabili, e` chiaro
che gli spazi Xh
r sono tutti sottospazi di H1(Ω) e sono quindi idonei ad approssimare
lo spazio H1(Ω).
A patto di incorporare opportunamente le condizioni al bordo, essi forniscono le
scelte possibili dello spazio Vh in cui verra` cercata la soluzione u
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Inoltre aver scelto che le funzioni di Xh
r siano localmente dei polinomi rendera`
gli elementi della matrice di rigidezza (3.5) facili da calcolare, essendo gli integrali
coinvolti calcolabili mediante apposite formule di quadratura.
Si verifica che gli spazi Pr hanno dimensione pari a
dim Pr =
(r + 1)(r + 2)
2
.
Ad esempio risulta dim P1 = 6, dim P2 = 6, dim P3 = 10, quindi su ogni elemento K
della triangolazione Th la generica funzione vh|K e` ben definita qualora se ne conosca
il valore rispettivamente in 3, 6, 10 nodi opportunamente scelti.
Figura 3.1: Nodi per polinomi lineari (r = 1, a sinistra), quadratici (r = 2, al
centro) e cubici (r = 3, a destra).
3.1.5 Funzioni base
Dobbiamo a questo punto scegliere una base {ϕj} per lo spazio Vh ≡ Xhr. Come si
e` visto nel paragrafo precedente su ogni triangolo K una generica funzione vh ∈ Vh
e` una funzione polinomiale di grado r caratterizzata in modo univoco dai valori che
assume in opportuni punti del triangolo, detti nodi.
Ne consegue che, indicato Ni l’insieme di tutti i nodi dei triangoli di Th e con Nh
la sua cardinalita`, una base per Vh puo` essere l’insieme delle ϕj ∈ Vh, j = 1 . . . , Nh
tali che
ϕj(Ni) =


1 se i = j,
0 altrimenti.
Questo tipo di base viene detta lagrangiana e presenta il vantaggio che i coeffi-
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cienti della espansione di una generica funzione vh ∈ Vh sono i valori assunti da vh
nei nodi della triangolazione Th.
Inoltre il supporto di una generica funzione della base ϕj ha intersezione non
vuota con un numero esiguo di altre funzioni della base, e di conseguenza molti
degli elementi aij (3.5) della matrice di rigidezza A risulteranno nulli.
Infatti se due generiche funzioni base ϕj e ϕi hanno supporti con intersezione
nulla, l’elemento
aij = a(ϕj, ϕi) =
∫
Ω
∇ϕj · ∇ϕidΩ =
=
∫
Ω
2∑
k=1
∂ϕj
∂xk
∂ϕi
∂xk
dΩ
risultera` anch’esso nullo, perche` le derivate parziali di ϕj e ϕi sono diverse da zero
solo all’interno della chiusura dei rispettivi supporti e quindi il loro prodotto sara`
nullo quasi ovunque su Ω.
Ni
ϕ i
Figura 3.2: Il supporto della funzione base ϕi
Forniamo ora un esempio di base per lo spazio Vh ≡ Xh2, che verra` successi-
vamente usata per l’implementazione del MEF con elementi triangolari quadratici.
Per definizione lo spazio Xh
2 e` costituito dalle funzioni continue e coincidenti con
polinomi di secondo grado su ciascun triangolo K della triangolazione Th. Questo
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significa che su ogni triangolo la soluzione u viene approssimata con una superfi-
cie parabolica, univocamente determinata una volta assegnati i valori assunti da u
stessa nei sei nodi di ogni triangolo K.
Per garantire la continuita´ delle funzioni di Xh
2 si possono scegliere come nodi i
vertici dei triangoli K e i punti medi dei loro lati. In questo le superfici paraboliche
di due elementi adiacenti avranno i bordi coincidenti lungo il lato comune ai due
elementi.
Il supporto di ϕi e` costituito triangoli che hanno in comune il nodo Ni (vedi
figura 3.2). Tali triangoli saranno sei se Ni e` un nodo interno, mentre se Ni sta sul
bordo i triangoli saranno due od uno a seconda che si tratti di un nodo angolare o
di bordo.
In particolare su ognuno dei triangoli che costituiscono il supporto la funzione
base ϕi sara` un polinomio di secondo grado ottenuto per interpolazione lagrangiana
dai sei nodi del triangolo.
3.1.6 Applicazione al problema di Poisson
Consideriamo ora l’equazione (2.7), corrispondente alla formulazione del problema
di Poisson con condizioni al contorno di Dirichlet omogenee
cercare u ∈ V :
∫
Ω
∇u · ∇vdΩ =
∫
Ω
fvdΩ ∀v ∈ H10 (Ω) ≡ V
Avendo ora a disposizione una base per Vh, possiamo esprimere la generica
funzione vh ∈ Vh attraverso una combinazione lineare delle funzioni della base
vh(x) =
Nh∑
i=1
νiϕ(x), x ∈ Ω, con νi = vh(Ni),
Esprimendo allora anche la soluzione in termini della base {ϕj}, uh(x) =
∑Nh
i=1 µiϕ(x),
ed imponendo che essa verifichi la (2.7) sopra ricordata per ogni funzione della base
stessa, il sistema lineare equivalente (vedi §3.1.2) diventa:
Aµ = b
dove
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µ = [µi], con µi = uh(Ni)
A = [aij], con aij =
∫
Ω
∇ϕi · ∇ϕjdΩ
b = [bi], con bi =
∫
Ω
fϕidΩ
Come gia` accennato nel precedente paragrafo, essendo il numero di funzioni base
ϕj aventi supporto con intersezione non nulla con il supporto di ϕi al massimo uguale
a sei, la matrice di rigidezza A risultera` essere sparsa. In particolare aij e` diverso
da zero solo se Nj e Ni sono nodi dello stesso triangolo.
Consideriamo ora il caso di un problema di Dirichlet non omogeneo. Abbiamo
visto ne paragrafo §2.2.3 che ci si puo` comunque ricondurre al caso omogeneo at-
traverso un rilevamento del dato bordo. Nel corrispondente problema discreto si
rilevera` una opportuna approssimazione del dato di bordo, e vediamo ora come la
formulazione ad elementi finiti ci permetta di costruire sia tale approssimazione che
il corrispondente rilevamento il modo relativamente semplice.
Indichiamo con Nh i nodi interni della triangolazione Th e con Nh
t il numero di
nodi totale, inclusi quindi i nodi di bordo, che per comodita` supporremo numerati per
utlimi. L’insieme dei nodi di bordo sara` dunque formato da {Ni, i−Nh+1, . . . , Nht}.
Una possibile approssimazione gh del dato al bordo g puo` essere ottenuta tramite
interpolazione sullo spazio formato dalle funzioni traccia su ∂Ω di funzioni di Xh
r.
Essa puo` essere scritta come combinazione lineare delle traccie delle funzioni di base
Xh
r associate ai nodi di bordo:
gh(x) =
Nh
t∑
i=Nh+1
g(Ni)ϕi|∂Ω(x).
Il suo rilevamento Rgh ∈ Xhr e` immediatamente fornito da
Rgh(x) =
Nh
t∑
i=Nh+1
g(Ni)ϕi(x).
La formulazione ad elementi finiti del problema di Poisson diventa quindi
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cercare u¯h ∈ Vh :
∫
Ω
∇u¯h · ∇vhdΩ =
∫
Ω
fvdΩ−
∫
Ω
∇Rgh · ∇vhdΩ ∀v ∈ Vh
e la soluzione approssimata e` fornita da uh = u¯h +Rgh.
Si noti che, grazie al particolare rilevamento adottato, si puo` dare il seguente
significato algebrico al problema:
Aµ = b−Bg (3.7)
3.2 Contributi elementari
Nella sezione precedente si e` visto come sia possibile ottenere una soluzione ap-
prossimata uh del problema (3.1) mediante una combinazione lineare di particolari
funzioni base, i cui coefficienti sono la soluzione di un opportuno sistema lineare.
Per ottenere in modo computazionalmente efficiente i parametri di tale sistema
il metodo degli elementi finiti utilizza una strategia divide et impera, che consiste
nel calcolare i contributi parziali apportati dai singoli elementi al sistema globale, i
quali vengono poi opportunamente assemblati.
3.2.1 Matrici e vettori locali
Abbiamo visto della sezion 3.1.2 che gli elementi della matrice A e del termine noto f
del sistema lineare equivalente al problema differenziale approssimato sono ottenuti
applicando la forma a e il funzionale F associati al problema differenziale in esame
alle funzioni base
aij = a(ϕj , ϕi)
fi = F (ϕi),
e calcolando gli integrali ivi contenuti, che in genere cambiano da problema a proble-
ma (vedi §2.2) e che possono essere integrali di superficie definiti su tutto il dominio
Ω, oppure integrali di linea definiti su una parte Γ del bordo ∂Ω.
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Sfruttando l’additivita` degli integrali contenuti in a e di F e` possibile semplificare
il calcolo, spezzando gli integrali di superficie sul dominio Ω in somme di integrali
su ogni triangolo K della triangolazione Th
∫
Ω
. . . dΩ =
∑
K∈Th
∫
K
. . . dΩ,
e gli integrali di linea su Γ in somme di integrali sui lati dei triangoli che compongono
il tratto di bordo interessato:
∫
Γ
. . . dγ =
∑
K∈Th
∫
∂K|Γ
. . . dγ,
dove con ∂K|Γ abbiamo indicato gli eventuali lati di K che giaciono sul bordo Γ.
Questo consente di ottenere gli elementi della matrice A e del vettore F som-
mando i contributi apportati dai singoli elementi.
ϕ i
(K)
N i
Figura 3.3: La funzione forma ϕ
(K)
i sull’elemento K
Formalmente si ha che
aij =
∑
K∈Th
a(ϕ
(K)
j , ϕ
(K)
i ) =
∑
K∈Th
a
(K)
ij
fi =
∑
K∈Th
F (ϕ
(K)
i ) =
∑
K∈Th
f
(K)
i .
dove ϕ
(K)
i viene detta funzione forma e vale ϕi su K e zero altrove.
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L’aver scelto una base lagrangiana per lo spazio Vh, fa si che all’interno di un
generico elemento K ci siano solo sei funzioni forma ϕ
(K)
i che assumono valore non
nullo, e precisamente quelle relative ai nodi di K.
Osseriviamo che la struttura dei problemi ellittici qui trattati e` tale che gli argo-
menti degli integrali che compaiono in a
(K)
ij e f
(K)
i risultano essere sempre le funzioni
forma ϕ
(K)
i e ϕ
(K)
i oppure i loro prodotti (vedi §2.2). I termini a(K)ij e f (K)i risultano
quindi diversi da zero solo se i nodi Ni ed Nj appartengono entrambi all’elemento
K, perche` altrimenti le relative funzioni forma sarebbero nulle in K. Quindi per
calcolare il contributo apportato da K alla sistema globale sara` sufficiente costruire
una matrice di rigidezza ridotta A(K) ed un relativo termine noto ridotto f (K)
A(K) ={a(K)ij }i,j∈K
f (K) ={f (K)i }i∈K .
che vengono detti rispettivamente matrice di rigidezza locale e termine noto locale
dell’elemento K.
3.2.2 Elemento parente
Come si puo` intuire osservando la figura (3.3) le sei funzioni forma {ϕ(K)i }i∈K si
ripetono sostanzialmente immutate nei vari elementi (a meno di fattori di scala),
essendo esse polinomi quadratici che valgono uno nel proprio nodo e zero nei restanti
nodi dell’elemento.
Al fine di calcolare le matrici e i termini noti locali per ogni elemento della
triangolazione si puo` sfruttare questa proprieta` notando che risulta piu` efficiente,
dal un punto di vista computazionale, ottenere le funzioni forma dell’elemento rea-
le trasformando delle funzioni forma di riferimento costruite una volta per tutte
sul triangolo rettangolo isoscele di lato unitario definito su un diverso sistema di
coordinate e detto elemento parente.
E` possibile quindi trasformare gli integrali di superficie e di linea relativi ad un
generico elemento in corrispondenti integrali relativi all’elemento parente di forma
e dimensioni fisse.
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Consideriamo il caso di integrali di superficie su un generico elemento K definito
dai vertici
P1 = (x1, y1)
P2 = (x2, y2)
P3 = (x3, y3)
Sia P = (x, y) un suo punto interno. La sua posizione e` determinata univocamente
da valori delle aree A1, A2 e A3 che esso forma rispettivamente con le coppie di punti
(P2, P3), (P1, P3) e (P1, P2).
0
x
y
P1
P2
P3
AA
A
12
3 P
Figura 3.4: Le aree formate da P con i vertici di K
Introduciamo ora la trasformazione
ΦK(x, y)→ (λ = A1
A
, ξ =
A2
A
, η =
A3
A
), (3.8)
che trasforma le coordinate euclidee in coordinate baricentriche (o d’area). Essa
risulta essere un diffeormofismo (vedi §A.1.6) tra il triangolo K e l’elemento parente,
definito nel sistema di riferimento (λ, ξ, η).
In particolare, considerando il diffemorfismo nei nodi, si ha che:
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0
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Figura 3.5: La trasformazione ΦK dall’elemento parente all’elemento reale
(xi, yi) = ΦK
−1(λi, ξi, ηi)
dove (xi, yi) sono le coordinate del nodo Ni del triangolo K mentre (λi, ξi, ηi) sono
quelle del corrispondente nodo N¯i nell’elemento parente.
Le funzioni forma ϕi relative all’elemento parente sono polinomi quadratici che
e` possibile determinare tramite interpolazione lagrangiana dei nodi dell’elemento
parente. In [Ces96] troviamo che:
ϕˆ1 = λ(−1 + 2λ) ϕˆ4 = 4ξη
ϕˆ2 = 4ξλ ϕˆ5 = η(−1 + 2η)
ϕˆ3 = η(−1 + 2η) ϕˆ6 = 4ηλ
Esse costituiscono una base per lo spazio dei polinomi di grado due definiti sull’ele-
mento parente e per costruzione di ΦK si ha che:
ϕi(ΦK(xj , yj)) = ϕi(λi, ξi, ηi) =


1 se i = j,
0 altrimenti.
Quindi le funzioni forma dell’elemento K sono date dalla combinazione delle funzioni
forma di riferimento e del diffeomorfismo ΦK :
37
CAPITOLO 3. Metodo di Galerkin-Elementi finiti
ϕ
(K)
i = ϕi ◦ ΦK
La trasformazione inversa Φ−1K e` data da:
x = (1− ξ − η−)x1 + ξx2 + ηx3
y = (1− ξ − η−)y1 + ξy2 + ηy3
(3.9)
Consideriamo ora il caso di un integrali di linea, definito su uno dei lati Pi − Pj
del generico elemento K. Le uniche funzioni forma di K non nulle su tale tratto
sono quelle relative ai nodi Pi, Pj e al loro punto medio, che sono delle parabole
lungo il segmento. Introduciamo la trasformazione lineare:
Φij(P ≡ (x, y)) =
(
ξ = 2
‖P − Pi|‖
‖Pi − Pj‖ − 1
)
che mappa il segmento Pi−Pj nel segmento di riferimento (−1, 1) e il cui Jacobiano
di Φij risulta essere JΦij =
‖Pi−Pj‖
2
.
ϕϕ ϕ1 2 3
0 0.5 1
Figura 3.6: Le funzioni forma sul segmento di riferimento
Le funzioni forma relative al segmento di riferimento sono (vedi ancora [Ces96]):
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ϕˆ1 =
ξ
2
(−1 + ξ)
ϕˆ2 = 1− ξ2
ϕˆ3 =
ξ
2
(1 + ξ)
ed anche in questo caso le funzioni forma sul lato Pi−Pj dell’elemento K sono date
dalla composizione delle funzioni forma di rifermento con Φij .
3.3 Integrazione delle funzioni forma
Ci proponiamo ora di calcolare effettivamente gli elementi della matrice di rigidezza
locale ed del termine noto locale di un generico elemento K, nella variante piu`
generale del problema di Poisson qui analizzata (2.12):


−div(µ∇u) + σu = f in Ω,
u = g su ΓD,
µ ∂u
∂n
= φ su ΓN ,
Come abbiamo visto nella sezione §3.1.6, tale problema puo` essere ricondotto al
sistema lineare algebrico (3.7)
Aµ = b− Bg
.
dove gli elementi della matrice di rigidezza A e del termine noto b sono dati da
aij =
∫
Ω
µ∇ϕi · ∇ϕjdΩ+
∫
Ω
σϕiϕjdΩ i, j = 1, . . . , Nh
bi =
∫
Ω
fϕidΩ+
∫
ΓN
φϕidγ i = 1, . . . , Nh
,
mentre il contributo Bg legato al rilevamento del dato sul bordo e` dato da:
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gi =g(N i+Nh) i = 1, . . . , Nh
b
bij =
∫
Ω
µ∇ϕj+Nh · ∇ϕidΩ i = 1, . . . , Nh, j = 1, . . . , Nhb
,
avendo numerato con Nh i nodi interni della triangolazione Th e con Nh
b il numero
di nodi sul bordo (per una trattazione completa vedi [Qua03]).
Se consideriamo ora il contributo di un singolo elemento K (vedi §3.2.1) le
relazioni sopra diventano:
a
(K)
ij =
∫
K
µ∇ϕ(K)i · ∇ϕ(K)j dΩ+
∫
Ω
σϕ
(K)
i ϕ
(K)
j dΩ
b
(K)
i =
∫
K
fϕ
(K)
i dΩ+
∫
∂K|ΓN
φϕ
(K)
i dγ
g
(K)
i =g(N i)
b
(K)
il =
∫
Ω
µ∇ϕ(K)l · ∇ϕ(K)i dΩ
dove i, j sono gli indici dei nodi diK non interessati da condizioni essenziali (cioe` non
appartenenti a ΓD), che sono invece indicati con l. Occorre quindi ricavare formule
di integrazione esatta per i vari termini integrali che compaiono negli elementi a
(K)
ij ,
b
(K)
i e b
(K)
ij .
Siccome i termini a
(K)
ij e b
(K)
il sono formalmente identici (cambiano solo le partico-
lari funzioni forma interessate), in pratica conviene accorparli in una singola matrice,
detta matrice diffusiva
A(K) =
∫
K
µ∇ϕ(K) · ∇ϕ(K)TdΩ+
∫
Ω
σϕ(K) ·ϕ(K)dΩ (3.10)
.
i cui elementi verranno poi distinti nella fase di assemblaggio.
Sempre per semplicita` di implementazione conviene inoltre spezzare il termine
b
(K)
i , calcolando separatamente l’integrale di superficie e quello di linea. Otteniamo
quindi un vettore b(K), detto vettore sorgente
b(K) =
∫
K
fϕ(K)dΩ
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relativo agli integrali di superficie e tanti vettori b
(K)
L , detti vettori di flusso
b
(K)
L =
∫
L
φϕ(K)dγ
quanti sono i lati L di K appartenenti al bordo ΓN .
Per i motivi gia` esposti nella sezione §3.2.2 conviene trasformare gli integrali
dal sistema di rifermento euclideo a quello a coordinate baricentriche sull’elemento
parente.
3.3.1 Matrice diffusiva
Cominciamo con il calcolare gli elementi aij della matrice diffusiva. Essendo coin-
volti i gradienti delle funzioni forma abbiamo bisogno di sapere come cambiano le
derivate parziali di tali funzioni rispetto alla trasformazione ΦK . Sfruttando il teo-
rema (A.2.2) sullo Jacobiano di funzioni composte e indicando con (x1, y1), (x2, y2)
e (x3, y3) i vertici di K, otteniamo che per un generico punto P ≡ (x, y)
J
ϕ
(K)
i
(P ) = Jϕˆi◦ΦK (P ) = Jϕi(ΦK(P )) · JΦK (P ),
dove:
J
ϕ
(K)
i
= ∇ϕ(K)i
Jϕi = ∇ϕˆi
JΦK =

∂ΦK1∂x1 ∂ΦK1∂x2
∂ΦK2
∂x1
∂ΦK2
∂x2

 = 1
2∆K

y3 − y1 x1 − x3
y1 − y2 x2 − x1

 = 1
2∆K

b2 c2
b3 c3


,
Per i dettagli sul calcolo dello Jacobiano di ΦK e` possibile consultare [Ces96]).
Otteniamo quindi che:
∇ϕ(K)i · ∇ϕ(K)j
T
=
1
4∆2K
∇(ϕˆi ◦ ΦK)JΦK · JTΦK∇(ϕˆj ◦ ΦK)T (3.11)
Consultando ancora il testo di Cesari [Ces96]), scopriamo che derivando le funzioni
ϕi la (3.11) si puo` mettere nella forma:
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∇ϕ(K)∇ϕ(K)T = 1
4∆2K
CT · (AAT ) · C
essendo
C =


3b1 −b2 −b3 4b2 0 4b3
−b1 3b2 −b3 4b1 4b3 0
−b1 −b2 3b3 0 4b2 4b1
3c1 −c2 −c3 4c2 0 4c3
−c1 3c2 −c3 4c1 4c3 0
−c1 −c2 3c3 0 4c2 4c1


A =


0 λ
0 ξ
0 η
λ 0
ξ 0
η 0


Il Cesari procede ora assumendo per semplicita` che µ sia costante e portandola quindi
fuori dall’integrale (3.10). Se invece µ e` una funzione arbitraria, occorre tenerne
conto nel calcolo dell’integrale. Non disponendo su di essa nessuna informazione
procedermo approssimandola mediante interpolazione langrangiana nei nodi
µ =
6∑
i=1
µiϕ
(K)
i = µ
Tϕ(K)
Applicando quindi la formula del cambiamento di variabili (vedi §A.2.1) rispetto alla
trasformazione ΦK , il primo dei due integrali della (3.10) diventa:
∫
K
µ∇ϕ(K) · ∇ϕ(K)TdΩ = 1
2∆K
CT ·
∫
K¯
(µTϕ) (AAT ) dλdξdη · C
Osserviamo che avendo portato fuori dall’integrale tutti i termini che dipendono
da K (cioe` le matrici C e CT ), le uniche quantita` non note a priori all’interno
dell’integrale sono i coefficienti µi. Possiamo portarli fuori con i seguenti passaggi:
(µTϕ) (AAT ) = (
6∑
i=1
µiϕi) (AA
T )
= (
6∑
i=1
µiϕi (AA
T ))
=
[
· · · ϕi (AAT ) · · ·
]
· µˆ
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dove con µˆ abbiamo indicato vettore avente come componenti i coefficienti di µ
ripetuti ognuno 6 volte
µˆT =
[
µ
(1)
1 µ
(2)
1 · · · µ(6)1 · · · µ(1)6 µ(2)6 · · · µ(6)6
]
Passiamo ora al secondo degli integrali della (3.10), trattand anche qui il ca-
so generale in cui la funzione σ sia arbitraria e non costante. Approssimando σ
con interpolazione lagrangiana otteniamo un integrale formalmente simile al caso
precedente:
∫
K
σϕ(K) ·ϕ(K)TdΩ =
∫
K
(σTϕ(K)) (ϕ(K) ·ϕ(K)T )dΩ
= 2∆K
∫
K¯
(σTϕ) (ϕ ·ϕT )dλdξdη
= 2∆K
∫
K¯
[
· · · ϕi (ϕϕT ) · · ·
]
· σˆdλdξdη
dove σˆ e` definito nello stesso modo di µˆ.
Possiamo infine mettere insieme i risultati e ottenere alla seguente formulazione
per la matrice diffusiva:
A(K) =
1
2∆K
CT ·
∫
K¯
[
· · · ϕi (AAT ) · · ·
]
· µˆdλdξdη C +
2∆K
∫
K¯
[
· · · ϕi (ϕϕT ) · · ·
]
· σˆdλdξdη
in cui tutti gli integrali, essendo indipendenti da K, da µ e da σ possono essere
calcolati una volta per tutte.
3.3.2 Vettore sorgente
Passiamo ora all’integrale di superficie che compare nel vettore sorgente:
b(K) =
∫
K
fϕ(K)dΩ,
Se f e` costante, possiamo semplicemente portarla fuori
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b(K) = f
∫
K
ϕ(K)dΩ,
e, applicando la formula del cambiamento di variabili (vedi §A.2.1) rispetto alla
trasformazione ΦK , calcolare gli integrali delle funzioni forma una volta per tutte:
b(K) =f
∫
K
ϕ(K)dΩ
=f
∫
K
ϕˆ ◦ ΦKdΩ
=2∆Kf
∫
K¯
ϕˆdλdξdη
Se invece f non e` costante, possiamo approssimarla f mediante interpolazione
langrangiana
f =
6∑
i=1
fiϕ
(K)
i = f
Tϕ(K)
dove {f(N i)}i∈K sono i valori assunti da f nei nodi diK. Sfruttando nuovamente
la formula del cambio di variabile il vettore sorgente diventa:
b(K) =
∫
K
fϕ(K)dΩ
=fT
∫
K
ϕ(K) ·ϕ(K)TdΩ
=2∆Kf
T
∫
Kˆ
ϕˆ · ϕˆTdλdξdη
dove con ∆K e` l’area di K e ϕˆ e` il vettore delle funzioni forma sull’elemento parente.
3.3.3 Vettore di flusso
Il vettore di flusso e` il contributo al termine noto del sistema derivante dalle condi-
zioni al bordo di Neumann, limitate agli eventuali lati L ≡ Pi − Pj di K che fanno
parte di ΓN :
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b
(K)
L =
∫
L
φϕ(K)dγ
Come per il calcolo del vettore sorgente distingueremo il caso in cui φ e` costante e
il caso in cui non lo sia.
Se φ e` costante, il vettore di flusso relativo al lato L ≡ (Pi − Pj) risulta essere:
b
(K)
L =
∫
L
φϕ(K)dγ
=φ
∫
L
ϕ¯ ◦ ΦLdγ
=φ
‖L‖
2
∫ 1
−1
ϕ¯dξ
dove ϕ¯ e` il vettore delle funzioni forma sul segmento di riferimento.
Se invece φ non e` costante occorre approssimarla con interpolazione lagrangiana:
φ =
6∑
i=1
φiϕ
(K)
i = φ
Tϕ(K)
e quindi
b
(K)
L =
∫
L
φϕ(K)dγ
=φT
∫
L
(ϕˆ ◦ ΦL) · (ϕˆ ◦ ΦL)Tdγ
=φT
‖L‖
2
∫ 1
−1
ϕˆ · ϕˆTdξ
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Capitolo 4
Il pacchetto FEMoctave
Presentiamo in questo capitolo un’implementazione in Octave del metodo degli ele-
menti finiti per la risoluzione approssimata di alcune classi di equazioni ellittiche
del secondo ordine su un dominio Ω ⊂ R2 con bordo ∂Ω = ΓD ∪ ΓN , e precisamen-
te quelle corrispondenti al problema di Poisson con condizioni al bordo miste non
omogenee (2.9):


−∆u = f in Ω,
u = g su ΓD,
∂u
∂n
= φ su ΓN ,
usando per u un’approssimazione quadratica a tratti su una triangolazione di Ω.
4.1 Il codice originale
L’implementazione presentata in questa tesi e` stata realizzata a partire da un pac-
chetto Octave gia` esistente, FEMoctave appunto (vedi [Sta05]), rilasciato sotto
licenza GNU GPL, che ne consente l’uso, lo studio, la modifica e la redistribuzione.
Il codice originale risolve classi di equazioni differenziali della stessa tipologia qui
analizzata (2.9) ed costituisce una solida struttura per l’implementazione di codici
agli elementi finiti. L’organizzazione del codice e` modulare e si presta al riutilizzo
dei componenti software indipendenti dal particolare tipo di elementi finiti utilizzati,
come la lettura della triangolazione, l’assemblaggio delle matrici e la visualizzazione
dei dati.
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Generazione della griglia
Dati in input
Su
ogni elemento
dati dell’elemento
Localizzazione dei
Calcolo della matrice locale
e del termine noto locale
Assemblaggio della
matrice globale e del
termine noto globale
Imposizione delle
condizioni al contorno
Risoluzione del
sistema lineare
Soluzione
Formule di integrazione
EasyMesh
SourceVector.max
FluxVector.max
DiffusiveMatric.max
FEMEquation.m
BasisFunctions.oct
ReadMeshM.m
ElementContribution.m
ShowSolutionMTV.oct
FEMEquationM.m
ElementContributionEdge.m
FEMSolve.m
Funzioni forma
Figura 4.1: Diagramma di flusso e componenti software di FEMoctave
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Per la risoluzione del problema, il codice originale utilizza elementi finiti lineari di
forma triangolare, che rendono particolarmente semplice l’implementazione essendo
gli integrali coinvolti di facile risoluzione. D’altro canto, per ottenere approssimazio-
ni soddisfacenti, nella pratica e` necessario utilizzare un grande numero di elementi
che si traducono il tempi di computazione alti.
4.2 Modifiche e migliorie
La differenza maggiore rispetto al codice originale sta nell’utilizzo di elementi finiti
quadratici anziche` lineari, che a parita` di numero di elementi utilizzati migliorano
decisamente la qualita` dell’approssimazione.
Questo ha comportato la modifica di diversi moduli del codice originale e la
scrittura di alcuni ex novo. La figura 4.1 offre una visione d’insieme del lavoro e
i moduli interessati da modifiche sostanziali sono stati evidenziati con una linea
tratteggiata. Illustriamo ora in dettaglio quali modifiche sono state apportate a
quali parti del sistema.
4.2.1 Dati in input
Per la triangolazione del dominio Ω FEMoctave si appoggia a EasyMesh 1, un
programma per la generazione di griglie triangolari non strutturate.
Figura 4.2: Formato di EasyMesh
1http://www-dinma.univ.trieste.it/nirftc/research/easymesh/
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A partire da una descrizione dei parametri del dominio, EasyMesh produce in
output tre file che contengono rispettivamente i dati relativi ai vertici, ai triangoli
e ai lati ottenuti con l’algoritmo di triangolazione. A partire da tali file il modulo
ReadMeshM.m costruisce le strutture dati corrispondenti.
Utilizzando elementi triangolari lineari, il codice originale include nelle strut-
ture dati generate solo le informazioni relative ai vertici dei triangoli. Il modulo
ReadMeshM.m e` stato quindi modificato per includere le informazioni relative ai nodi
addizionali (situati nei punti medi dei lati) necessari per elementi del secondo ordine.
4.2.2 Formule di integrazione
Essendo gli integrali di funzioni lineari immediati da calcolare, nel codice originale
non compaiono moduli appositi per le formule di integrazione.
Come abbiamo visto nella sezione §3.3, l’utilizzo di elementi quadratici coinvolge
invece numerosi integrali, le cui formule di integrazione pur potendo essere calcolate
manualmente in linea di principio, risulta piu` comodo e sicuro calcolare mediante
programmi manipolazione simbolica.
Sono quindi stati scritti dei moduli addizionali scritti nel linguaggio di manipo-
lazione simbolica Maxima 2, per il calcolo delle formule di integrazione coinvolte nel
calcolo dei contributi elementari. I moduli sono raccolti della directory maxima/ e
calcolano le formule di integrazione derivate nelle sezioni §3.3.1, §3.3.2 e §3.3.3) e
relative alla matrice di diffusione, al vettore sorgente al vettore di flusso (vedi
Il codice di questi moduli viene fatto girare una volta per tutte a tempo di
compilazione, ed i risultati vengono poi utilizzati a tempo di esecuzione dai moduli
per il calcolo dei contributi elementari.
4.2.3 Funzioni forma
Le funzioni forma (vedi §3.2.1) non vengono usate propriamente dall’algoritmo degli
elementi finiti (che sfrutta in realta` gli integrali sopra menzionati), ma risultano
comode in fase di visualizzazione dei dati perche` consentono di aumentare la risolu-
zione della griglia di plot interpolando la soluzione approssimata calcolata nei nodi
con la formula:
2http://maxima.sourceforge.net/
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u(x, y) ≈
6∑
i=1
uiϕ
(K)
i ∀(x, y) ∈ K
In particolare il modulo di visualizzazione dei dati permette di specificare la
granularita` della griglia tramite un parametro steps che genera una reticolazione
degli elementi.
Figura 4.3: Reticolazione di un elemento triangolare
4.2.4 Contributi locali e condizioni al contorno
I moduli ElementContribution.m e ElementContributionEdge.m si occupano di
calcolare per ogni triangolo K la matrice di diffusione, il vettore sorgente e il vet-
tore di flusso. Gli integrali calcolati a tempo di compilazione sull’elemento parente
vengono trasformati negli integrali reali attraverso le formule di cambio di variabili
descritte nella sezioni §3.3.1, §3.3.2 e §3.3.3, i cui parametri sono essenzialmente i
vertici del triangolo K.
4.3 Esempi
Forniamo in questa sezione alcuni esempi di applicazione del pacchetto FEMoctave
alla risoluzione di varianti del problema di Poisson, confrontando i risultati ottenuti
dalla versione originale con elementi lineari e da quella modificata con elementi
quadratici, in termini di tempo di risoluzione e accuratezza della soluzione.
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4.3.1 Una semplice funzione analitica
Consideriamo il problema modello −∆u + u = f in Ω = (0, 1)2 con u = g su ∂Ω.
Scegliamo il termine noto f e la funzione g in modo tale che la soluzione esatta del
problema sia u(x, y) = sin(2πx) cos(2πy), cos`ı da pote verificare la correttezza dei
risultati.
Abbiamo generato la triangolazione del dominio Ω con in programma EasyMesh,
specificando una lunghezza media de lati dei triangoli di circa 1
8
. Abbiamo quindi
approssimato la soluzione del problema utilizzando dapprima la versione ad elementi
lineari di FEMoctave e poi quella ad elementi quadratici.
Figura 4.4: Una semplice funzione analitica
Essendo nota la soluzione analitica del problema e` stato possibile calcolare l’errore
medio della soluzione nei nodi commesso nei due casi e come ci si aspettava l’accu-
ratezza degli elementi quadratici risulta essere migliore (vedi avderror nella figura
4.5)
Per quanto riguarda la prestazione computazionale, la versione ad elementi qua-
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dratici risulta essere piu` lenta, essendo le matrici locali di dimensioni maggiori (6×6
contro 3× 3) e cos`ı pure quella globale, che comprende anche i nodi intermedi.
Lineare Quadratico
avderror 0.024389 0.017097
readingtime 0.18188 0.24769
setuptime 1.0639 0.48361
solvetime 0.10279 0.023826
solutionmesh No 0.32657
showsolution 0.017102 0.040648
Figura 4.5: Tempi computazionali a confronto
D’altro canto l’accuratezza dell’approssimazione nei punti non nodali risulta
essere molto maggiore nel caso quadratico (vedi figura 4.4).
4.3.2 Un problema con condizioni di flusso
In questo esempio il dominio e` il rettangolo Ω = [0, 5]× [0, 4] e il problema a valori
al contorno da risolvere e`:


∆u = f(x, y) per 0 < x < 5 e 0 < y < 4,
u = 0 per 0 < x < 5 e y ∈ {0, 4},
∂u
∂n
= φ(x, y) per y ∈ {0, 5} e 0 < x < 4,
con f(x, y) = −1 funzione di carico e φ(x, y) = −1 condizione di flusso. Ap-
prossimando i risultati con FEMoctave, otteniamo i grafici. mostrati in figura
4.6.
4.3.3 Calcolare una capacitanza
Esaminiamo ora un problema di natura elettrica, tratto dalla letteratura ([Sta05]).
Consideriamo un capacitore a simmetria radiale costituito da due piani conduttori
simmetrici di raggio r, con due conduttori distanti 2h. Il dispositivo e` racchiuso in
un cilindro di raggio R e altezza 2H (−H < y < h).
53
CAPITOLO 4. Il pacchetto FEMoctave
Figura 4.6: Problema con condizione di flusso
Per ragioni di simmetria e` sufficiente modellare la sola meta` superiore del capacitore,
pervenendo alle seguenti equazioni differenziali per il voltaggio u (raggio x, altezza
y)


div(x∇u) = 0 nel dominio,
u = 0 lungo il lato y = 0,
u = 1 lungo il lato superiore del conduttore,
∂u
∂n
= 0 sul bordo restante,
La figura 4.7 mostra le linee isometriche per le zone che si trovano allo stesso voltag-
gio, calcolate dal pacchetto FEMoctave. Anche in questo caso a parita` di numero
elementi finiti, l’approssimazione al secondo ordine (sulla destra) risulta quasi ovun-
que piu` accorata di quella lineare (sulla sinistra). Occorre notare pero` nella parte
inferiore sinistra del dominio, l’approssimazione lineare si rivela piu` efficace, per via
degli errori di cancellazione che si verificano quando si tenta di approssimare una
superficie piana con una parabolica.
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Figura 4.7: Potenziale di un capacitore
Quando si usano elementi quadratici occorre quindi fare attenzione alle zone del
dominio in cui la soluzione u si appiattisce fino a diventare un piano, e che possono
essere soggette ad errori di cancellazione.
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Appendice A
Richiami di analisi matematica
A.1 Definizioni
A.1.1 Spazio vettoriale
Un insieme V si dice spazio vettoriale reale se in V e` definita un’operazione interna
(+) per cui (V,+) e` un gruppo commutativo ed inoltre e` definita una legge di
composizione esterna (∗) : R × V → V - detta prodotto esterno - per la quale
valgono le seguenti proprieta`
1. ∀a, b ∈ R, ∀v ∈ V, a ∗ (b ∗ v) = (a · b) ∗ v
Associativita` del prodotto esterno
2. ∀v ∈ V, 1 ∗ v = v
Neutralita` di 1 rispetto al prodotto esterno
3. ∀a ∈ K, ∀u,v ∈ V, a ∗ (u+ v) = a ∗ u+ a ∗ v
Distributivita` del prodotto esterno rispetto all’addizione vettoriale.
4. ∀a, b ∈ K, ∀v ∈ V, (a+ b) ∗ v = a ∗ v + b ∗ v
Distributivita` del prodotto esterno rispetto all’addizione definita nel corpo
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A.1.2 Successione di Cauchy
Si definiscono successioni di Cauchy le successioni {xn}n∈N a valori in uno spazio
metrico (X, d) per cui si ha:
∀ǫ > 0 ∃Nǫ : m,n > Nǫ ⇒ d(xn, xm) < ǫ (A.1)
Questa definizione indica che al tendere degli indici all’ infinito la distanza
(definita nello spazio X) tra i due elementi della successione tende a 0.
Da notare che la definizione non implica che la successione debba necessariamente
convergere ne` che se converge l’elemento a cui la successione converge appartenga
allo spazio.
Risultato fondamentale e` che ogni successione convergente e` di Cauchy, ed ogni
successione di Cauchy e` limitata.
Se tutte le successioni fondamentali dello spazio metrico (X, d) hanno un limite
in X allora (X, d) viene chiamato spazio completo.
A.1.3 Gradiente
Il gradiente di una funzione scalare φ e` costituito dal vettore dei differentiali lungo
le direzioni degli assi. In due dimensioni si ha che:
∇φ =
(∂φ
∂x
,
∂φ
∂y
)
A.1.4 Jacobiano
La matrice Jacobiana (o Jacobiano) e` la matrice di tutte le derivate parziali del
primo ordine di una funzione che ha dominio e codominio in due spazi vettoriali e
che e` differenziabile.
Sia F : Rn → Rm una funzione dallo spazio Euclideo n-dimensionale allo spazio
Euclideon m-dimensionale. Tale funzione e` data dalle funzioni componenti a valori
reale y1(x1, . . . , xn), ..., ym(x1, ..., xn). Le derivate parziali di tutte queste funzioni
(se esistono) possono essere organizzate in una matrice m × n, chiamata matrice
Jacobiana di F , come segue:
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

∂y1
∂x1
· · · ∂y1
∂xn
...
. . .
...
∂ym
∂x1
· · · ∂ym
∂xn


La matrice e` denotata da:
JF (x1, . . . , xn) o da
∂(y1, . . . , ym)
∂(x1, . . . , xn)
La i-esima riga di questa matrice e` costituita dal gradiente della funzione yi, per
i = 1, . . . , m.
A.1.5 Laplaciano
Data una funzione f : Rn → R, l’operatore laplaciano viene denotato con il simbolo
∆ ed e` definito dalla somma delle derivate parziali del secondo ordine lungo le
rispettive direzioni:
∆f ≡
n∑
i=1
∂2f
∂x2i
A.1.6 Diffeomorfismo
Una funzione tra due regioni (cioe` due sottinsiemi aperti e connessi) di spazi euclidei:
f : U → V, U regione di Rn e V regione di Rm
e` un diffeomorfismo se e` differenziabile, invertibile e la sua inversa e` differenzia-
bile.
A.2 Teoremi
A.2.1 Cambiamento di variabili
La formula del cambiamento di variabili negli integrali multipli e`:
∫
E
f(x)dx =
∫
ϕ−1(E)
f(ϕ(y))‖det(Jϕ(y)‖dy (A.2)
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dove x = ϕ(y) e` un diffeomorfismo tra ϕ−1(E) ed E.
A.2.2 Jacobiano di funzione composta
Teorema 2 Siano φ : A→ B e f : B → R due funzioni differenziabili con A ⊆ Rn
e B ⊆ Rm. Allora per tutti i punti x ∈ A vale:
Jf◦φ(x) = Jf (φ(x)) · Jφ(x)
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