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Kaikki tietokoneella esitettävissä oleva data sisältää informaatiota. Dataa käsitel-
lään koneen sisuksissa bitteinä ja bittijonoina, jolloin kaikki informaatio on esitet-
tävissä viime kädessä nollien ja ykkösten sarjoina. Yleensä data esitetään jossakin
tietyssä muodossa, kuten esimerkiksi teksti- tai kuvaformaatissa. Sama datasisäl-
tö voidaan esittää monessa toisistaan poikkeavassa muodossa.
Luvussa 2 esitellään perusteet informaatioteoriasta, joka tutkii muun muassa da-
tan tiivistämistä. Lisäksi kuvataan Kolmogorov-kompleksisuus, joka on teoreet-
tinen mitta sille, kuinka pieneksi data voidaan tiivistää. Tietyn dataobjektin Kol-
mogorov-kompleksisuus on lyhimmän sen muodostavan ohjelman pituus. Käy-
tännössä yleistä menetelmää teoreettisen rajan saavuttamiseen ei ole, sillä sen
laskeminen on ratkeamaton ongelma. Tiivistäminen perustuu eri approksimoin-
timenetelmiin.
Informaatioetäisyys kuvaa kahden dataobjektin välistä samankaltaisuutta. Sen
perustana ovat informaatioteoria ja Kolmogorov-kompleksisuus, joiden avulla
määritellään pituus lyhimmälle mahdolliselle ohjelmalle, joka generoi kahdes-
ta syötteenä saadusta dataobjektista ensimmäisen, silloin kun toinen annetaan
ohjelmalle syötteenä, ja toisen silloin, kun ensimmäinen annetaan sille syötteenä.
Vertailtavissa dataobjekteissa on sitä enemmän samankaltaisuutta mitä lyhyempi
kyseisen ohjelman pituus on.
Informaatioetäisyys esitellään luvussa 3, kutenmyös sen normalisointi, jokamah-
dollistaa dataobjektien keskinäisen vertailun järkevällä mitta-asteikolla. Mitta pe-
rustuu täysin niiden tiivistymiskykyyn, joka on luonteeltaan universaalia kaikel-
le datalle. Tämän vuoksi se antaa uuden kontekstiriippumattoman tavan vertail-
la eri dataobjekteja, koska niiden luokitteluun ei enää tarvita vertailtavia ominai-
suuksia koskevia subjektiivisia päätöksiä.
2Normalisoitu kompressioetäisyys on edellisen approksimointi, jossa dataobjektin
teoreettinen kompleksisuus korvataan reaalimaailman eri tiivistysmenetelmillä.
Tämämahdollistaa dataobjektien vertailun käytännössä. Sen laskemat etäisyydet
voidaan esittää etäisyysmatriisissa. Tuloksien visualisointiin on olemassa ryväs-
tysmenetelmä, jonka avulla datasta voidaan muodostaa helposti tulkittava puu-
rakenne. Sitä kutsutaan kvartettimenetelmäksi ja se esitellään luvussa 4.
Menetelmää on sovellettu mielenkiintoisilla tieteenaloilla, kuten kielitieteissä ja
bioinformatiikassa. Sen avulla on voitu tunnistaa satunnaisessa tekstiotoksessa
käytetty kieli, analysoida perimän vaikutuksia ihmisessä ja jopa tutkia sairauk-
sia aiheuttavien virusten alkuperää. Erinäisiä musiikkikappaleita on voitu tun-
nistaa ja luokitella säveltäjänsä mukaan. Lisäksi menetelmä on poikinut määri-
telmän normalisoidulle Web-etäisyydelle, jossa Internetin hakukoneita ja infor-
maatioetäisyyttä käytetään hyväksi etsittäessä haetuille sanoille merkitystä. Eri
menetelmiä esitellään luvussa 5.
Lopuksi luvussa 6 suoritetaan empiirinen koe perustuen keinotekoiseen stemma-
tologiseen Heinrichi-aineistoon, jossa normalisoitua kompressioetäisyyttä sovel-
letaan käytäntöön menetelmän toteuttavalla CompLearn-ohjelmalla. Heinrichi-
ainestoa koskevissa testeissä havaitaan, että tekstijoukon puuttuvat sanat aiheut-
tavat menetelmän toimintaan vajavaisuutta. Lisäksi ilmenee, että hyvien tulok-
sien saavuttamiseksi dataobjekteja pitää yleensä esiprosessoida, jolloin niiden sa-
mankaltaisuus ilmenee paremmin. Menetelmä on yleismenetelmä sen universaa-
lin luonteen vuoksi, eikä se sovellu sellaisenaan kaikkien datajoukkojen vertai-
luun. Siitä huolimatta tulokset ovat lähes poikkeuksetta satunnaistuloksia pa-
rempia.
32 Algoritminen informaatioteoria
Luvussa esitellään tiedon tiivistämisen idea sekä tutkielman kannalta keskeisiä
informaatioteorian perustuloksia. Lisäksi syvennytään Kolmogorov-kompleksi-
suuteen, johon luvussa 3 esiteltävät informaatioetäisyys ja sen sovellukset perus-
tuvat.
2.1 Tiedon tiivistäminen
Tiedon tiivistämisellä tarkoitetaan jotakin menetelmää, jonka avulla tiedon ku-
vaus korvataan lyhyemmällä vaihtoehdolla. Datan toisteisuutta ja muuta sään-
nönmukaisuutta pyritään hyödyntämään kuvaamalla vain osa merkkijonosta ja
täydentämällä loput sopivan säännön mukaisesti. Esimerkiksi lause ”lopputyö ei
ole hopputyö” voidaan kuvata tiiviimmässä muodossa ”lZ ei ole hZ”, kun merkki-
jono ”opputyö” korvataan merkillä Z, joka ei ennalta esiinny tekstissä.
Datan tiivistäminen on mahdollista, koska lähes kaikki tallennettava informaa-
tio on tilastollisesti redundanttia, eli se sisältää vähemmän todellista informaa-
tiota, kuin mitä sen kuvaamiseen on käytetty. Useimmissa merkistöissä, kuten
ASCII:ssa, jokainen kirjain kuvataan samalla bittimäärällä. Toisaalta kirjainten
esiintymistiheydet eroavat suurestikin. Esimerkiksi suomen kielessä kirjain ”k”
on huomattavasti yleisempi kuin kirjain ”g”. Voidaan myös huomata, että on to-
dennäköisempää, että vokaalia seuraa konsonantti eikä toinen vokaali.
Häviötön (lossless) tiivistysmenetelmä tarkoittaa, että todellista dataa ei häviä, vaan
se kuvataan toisella tavalla, jolloin data on purettavissa yksikäsitteisesti alku-
peräiseen muotoonsa. Häviöllisessä (lossy) tiivistysmenetelmässä sen sijaan tietoa
tarkoituksellisesti hävitetään, jolloin kadotetun datan oletetaan olevan epäolen-
naista. Vertaa tätä esimerkiksi kuvan tai musiikin tiivistämiseen jpg- tai mp3-
4muotoon.
Tutkielman kannalta olennaisia ovat vain häviöttömät tiivistysmenetelmät. Ne
perustuvat yleensä joko sanakirjojen kasvattamiseen tai todennäköisyysmallei-
hin. Sanakirjojen kasvattamisessa toisteinen kohta voidaan kuvata lyhyesti viit-
tauksella sanakirjaan. Vertaa tätä ensimmäisen kappaleen esimerkkiin. Yleisim-
mät menetelmät perustuvat Lempel–Ziv-koodaukseen [ZiL77].
Todennäköisyysmalleissa optimaalinen koodi voidaan löytää soveltamalla Shan-
nonin informaatioteoreettisia tuloksia (entropiakoodit, aliluku 2.2), jolloin on olen-
naista, että symboliaakkoston esiintymistodennäköisyydet tiedetään etukäteen
tai ne voidaanmäärittää tiivistettävästä datasta. Perinteisiä menetelmiä ovat Huff-
man-koodaus [Huf52] ja aritmeettinen koodaus, katso [Mac03, luku 6].
Lisäksi menetelmät jakautuvat sen mukaan, miten ne käsittelevät syötettä. Jakso-
koodaus (block coding) käsittelee syötteen ennaltamäärätyissä lohkoissa, joiden pi-
tuus on esimerkiksi tavu, sana tai vaikka kilotavu. Vuokoodaus (Stream coding) kä-
sittelee syötteen bittivirtana, jossa kulloinkin käsiteltävän osan pituus vaihtelee.
Tiivistäjät voivat myös ensin pilkkoa syötteen lohkoihin, minkä jälkeen ne sovel-
tavat vuokoodausta lohkojen sisällä. Tyypillisiä tiivistysmenetelmiä ovat esimer-
kiksi compress, gzip, bzip, bzip2, ppmz, pkzip ja lharj.
2.2 Informaatioteoriaa
Shannon esitti 1940-luvun loppupuolella entropian käsitteen, jolla hän pyrki mää-
rittelemään datan todellisen informaatiosisällön, josta on karsittu kaikki toistei-
suus pois. Entropia joukon X tapahtumille x, joiden esiintymistodennöisyydet p








5Merkkijonossa esiintyvien symbolien esiintymistodennäköisyydet ovat lasketta-
vissa, jos symboliaakkosto tiedetään etukäteen. Odotusarvoinen koodinpituus
mille tahansa purettavissa olevalle koodille ei voi alittaa entropiaa. Optimaali-
nen koodinpituus, eli Shannon–Fano-koodi, symbolille x on l(x) = log 1
px
, jolloin






H(X). Tällöin kunkin yksittäisen symbolin x informaatiosisällön määrä voidaan
mitata ja merkkijonon lyhin mahdollinen koodinpituus laskea [GrV03].
Alkuosakoodi (prefix-code) on yksikäsitteisesti tunnistettavissa oleva koodisana. Al-
kuosakoodien joukko on alkuosavapaa (prefix free) silloin, kun joukon mikään koo-
disana ei ole toisensa alkuosa. Esimerkiksi joukossa {0, 01, 11, 101} koodisana 0
on koodisanan 01 alkuosa, mutta joukossa {0, 10, 110, 111} mikään koodisana ei
ole toisensa alkuosa. Mikä tahansa alkuosakoodi voidaan purkaa yksikäsitteises-
ti, ja mikä tahansa alkuosavapaan joukon muodostama jono on purettavissa suo-
raviivaisesti vasemmalta oikealle seuraten, koska alkuosakoodin loppu tunniste-
taan siitä, mistä seuraava alkaa [LiV97, s.73].
Kraftin epäyhtälön mukaan on olemassa alkuosakoodi, jonka koodisanojen pituu-




Kraftin epäyhtälö pätee kaikille alkuosavapaille joukoille. Koodi on yksikäsittei-
nen, jos ja vain jos Kraftin epäyhtälö pätee.
Algoritmisessa mielessä riittää binääristen merkkijonojen tarkastelu, koska min-
kä tahansa laajemman aakkoston alkio voidaan kuvata bittijonoina. Merkkijonon
x pituus merkitään l(x). Tyhjää merkkijonoa merkitään λ, jonka pituus on l(λ) =
0. Kaikki bittijonot voidaan identifioida järjestysnumeron perusteella ja järjestää
leksikograafisesti, kuten taulukossa 1. Tällöin pituudelle pätee l(x) = ⌊log(x+1)⌋
[VBC+08, s.48].
6järjestysnumero, jno 1 2 3 4 5 6 7 8 9 10 11 12 ...
bittijono x λ 0 1 00 01 10 11 000 001 010 011 100 ...
jonon pituus l(x) 0 1 1 2 2 2 2 3 3 3 3 3 ...
jno, kun l(x) = 0 1
jno, kun l(x) = 1 1 2
jno, kun l(x) = 2 1 2 3 4
jno, kun l(x) = 3 1 2 3 4 5 ...
Taulukko 1: Pituus-leksikograafinen järjestys
2.3 Kolmogorov-kompleksisuus
Klassinen informaatioteoria lähestyy tiedon tiivistämistä symbolien esiintymisto-
dennäköisyyskien mukaan. Ajatellaan esimerkiksi binäärinenmerkkijono x, jossa
ykköset esiintyvät ennen nollia ja jossa sekä ykköset että nollat esiintyvät n ker-
taa todennäköisyydellä 0.5. Tällöin pätee x = 1n0n. Entropian nojalla merkkijono
ei ole koodattavissa lyhyempään esitysmuotoon, sillä sekä ykkösten että nollien
odotettu koodinpituus on yksi. Intuitio kuitenkin sanoo, että merkkijono voidaan
koodata lyhyempään muotoon, kuten esimerkiksi koodiin, jossa silmukassa tu-
lostetaan ensin ykkönen n kertaa ja sen jälkeen nolla n kertaa. Tällöin ohjelman
merkkijonoesityksen pituus on huomattavasti lyhyempi kuin itse merkkijonon
pituus.
Merkkijonon x algoritminen (Kolmogorov-)kompleksisuus C(x)määritellään ly-
himmän ohjelman p pituutena, joka muodostaa merkkijonon x. Ohjelma p ku-
vataan bittijonona, jonka pituus on sen bittijonoesityksen pituus. Algoritminen
alkuosakompleksisuus määritellään kuten edellä mutta sillä lisäyksellä, että oh-
jelmille pätee alkuosaominaisuus, jossa mikään ohjelma ei ole toisensa alkuosa.
Ohjelmat voidaan yhdistää suoraan peräkkäin kirjoittamalla: yhdistetty ohjelma
7pq voidaan erottaa yksikäsitteisesti ohjelmiksi p ja q, koska ohjelma p ei ole min-
kään toisen ohjelman alkuosa.
Palautetaan mieliin universaali Turingin kone ja rekursiiviset sekä osittaisrekur-
siiviset funktiot. Funktio on rekursiivinen, jos funktion arvon laskemiseksi on ole-
massa Turingin kone, joka pysähtyy kaikilla mahdollisilla syötteillä. Funktio on
osittaisrekursiivinen, jos sen laskenta pysähtyy jollakin mahdollisella syötteellä.
Universaali Turingin kone simuloi mitä tahansa Turingin konetta. Se saa syöttee-
nään simuloitavan Turingin koneen koodin sekä syötteen. Universaali Turingin
kone on konstruoitavissa tehokkaasti, katso [Orp94, s.84].
Funktio f : N → R on alhaalta semirekursiivinen tai semilaskettava (lower se-
micomputable), jos on olemassa Turingin kone T , joka suorittaa rekursiivisen funk-
tion φ siten, että φ(x, t + 1) ≥ φ(x, t) ja limt→∞ φ(x, t) = f(x). Tällöin f(x) on al-
haalta laskettavissa. Funktio f on ylhäältä semilaskettava (upper semicomputable), jos
−f on alhaalta semilaskettava. Funktio f on täysin laskettavissa, jos f on sekä al-
haalta että ylhäältä semilaskettavissa [GrV04, s.6].
Minkä tahansamerkkijonon x itse-erottuva (self-delimiting) koodaus merkitään x¯ =
1l(x)0x. Tällöin on olemassa Turingin kone, joka osaa erotella syötteen x¯ kahteen
osaan, alkuosakoodiin ja sen purkavaan ohjelmaan. Itse-erottuvien merkkijono-
jen x joukko {x¯ : x ∈ {0, 1}∗} on alkuosavapaa [VBC+08, s.48].
Olkoon S merkkijonojoukko ja numeroidaan sen alkiot xi ∈ S yksikäsitteises-
ti jonkin standardin luonnollisille luvuille kuvautuvan menetelmän n(x) avul-
la. Kuvausmenetelmien vertailua varten määritellään osittaisfunktio f , jonka tu-
loksena saadaan vertailuluku n annetulle luonnolliselle luvulle p, siten että n =
f(p). Luvun p pituutta merkitään l(p). Tällöin kullekin joukon S merkkijonon x
kompleksisuudelle C pätee kuvausfunktion f nojalla:
Cf(x) = min{l(p) : f(p) = n(x)},
8missä Cf(x) = ∞, jos sellaista lukua p ei ole olemassa. Tietojenkäsittelyn termein
p voidaan ajatella ohjelmana ja f tietokoneena siten, että Cf(x) on lyhimmän oh-
jelman p pituus, jonka suoritus tietokoneella f tulostaa x:n.
Ajatellaan eri kuvausmenetelmiä f1, f2, ..., fn. Nyt voidaan helposti konstruoida
menetelmä f , jonka kuvaama kompleksisuus C(x) kaikille x on vain vakioter-
min c verran suurempi kuin pienin mahdollinen kompleksisuus Cf1(x), Cf2(x), ...
, Cfn(x) kaikkien kuvausmenetelmien fi joukosta. Varataan vain logn ensimmäis-
tä bittiä syötteessä p tunnistamaan käytettävä menetelmä fi, joka saa syötteenä
loppuosan p:stä. Tällöin sanotaan, että kuvausmenetelmä f minimoi (minorizes)
kaikki menetelmät f1, ..., fn. Kuvausmenetelmät ovat ekvivalentteja, jos ne mini-
moivat toinen toisensa [LiV97, s. 94].
Olkoon C jokin osittaisfunktioiden osajoukko, joka kuvautuu positiivisille koko-
naisluvuille. Funktio u on universaali joukossa C, jos u ∈ C ja jos kaikille g ∈ C on
olemassa vakio cu,g siten, että Cu(x) ≤ Cg(x) + cu,g kaikille x. Vakio cu,g riippuu
siis vain funktioista u ja g, ei syötteestä x. Tällöin kahdelle joukon S universaalille
funktiolle u ja g pätee |Cu(x) − Cg(x)| ≤ cu,g. Universaali funktio minimoi kaikki
muut menetelmät.
Nyt kompleksisuuden C(x) määrittämiseen voidaan käyttää mitä tahansa uni-
versaalia funktiota, sillä minkä tahansa kahden universaalin funktion kuvaama
kompleksisuus eroaa vain vakiotermin verran: valittu funktio ei asymptoottises-
sa mielessä käyttäydy sattumanvaraisesti.
Universaalin kompleksisuusmitan kannalta on olennaista, että kuvausmenetel-
mien ekvivalenssiluokkien hierarkiassa on luokka, joka minimoi kaikki muut ku-
vausmenetelmät. Tällöin hierarkiassa on yksikäsitteinen minimaalinen ominai-
suus. Kaikille kuvausmenetelmäjoukoille tämä ei kuitenkaan päde. Osoittautuu,
että osittaisrekursiivisten funktioiden joukolle tämä ominaisuus pätee.
9Olkoon φn mikä tahansa osittaisrekursiivinen funktio, ja Tn sen suorittava Turin-
gin kone. Olkoon myös φ0 universaalin Turingin koneen U laskema funktio. U
hyväksyy syötteen 〈n, p〉 = 11...10np, jonka alussa ykkönen esiintyy l(n) kertaa.
Syöte 〈n, p〉 on rekursiivinen ohjelma, joka muodostaa kaksiosaisen koodin siten,
että sen ensimmäinen osa n sisältää itse-erottuvan koodauksen Tn:lle ja toinen osa
on kirjaimellisesti ohjelma p. Nyt universaalikone U voi parsia binäärimuotoisen
syötteen kahteen osaan Tn ja p, jolloin voidaan helposti simuloida Turingin ko-
neen Tn etenemistä syötteenä ohjelma p, toisin sanoen φ0(〈n, p〉) = φn(p). Jos Tn:n
suoritus pysähtyy osittaisrekursiiviselle funktiolle φn, niin tällöin kaikille φn(x)
pätee (universaalisuusteoreema)
Cφ0(x) ≤ Cφn(x) + cφn,
missä vakiolle cφn voidaan asettaa arvo 2l(n)+1 (tapauksessa U(0p) voidaan aset-
taa U = T0, jolloin U(0p) = U(p)) [LiV97, s.97]. Lauseen suorana seurauksena saa-
daan invarianssiteoreema, jonka mukaan kahdelle universaalille kuvausmenetel-
mälle u ja v pätee
|Cu(x)− Cv(x)| ≤ cu,v.
Universaali kuvausmenetelmä ei siis välttämättä anna lyhintä kuvausta merk-
kijonolle x, mutta sen intuitiivinen merkitys on siinä, ettei se voi hävitä enem-
pää kuin tietyn vakion verran mille tahansa kuvaukselle. Näin ollen universaa-
lifunktion antama kompleksisuus eroaa vain vakiotermin verran optimaalisesta
kuvauksesta.
Invarianssiteoreemalle määritellään tyypillisesti myös ehdollinen versio, joka on
soveltamisen kannalta monesti hyödyllisempi tulos. Osittaisrekursiivisten funk-
tioiden luokassa on olemassa universaali funktio φ0, joka laskee merkkijonoille
x ja y ehdollisen kompleksisuuden C(x|y) siten, että kaikille φ pätee Cφ0(x|y) ≤
Cφ(x|y) + cφ, missä vakio cφ riippuu vain funktiosta φ mutta ei merkkijonoista x
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ja y. Tästä seuraa, että mille tahansa kahdelle universaalille osittaisrekursiivisel-
le funktiolle φ1 ja φ2 on olemassa vakio cφ1,φ2 , jonka arvo riippuu vain kyseisistä
universaalifunktioista, eikä annetuista merkkijonoista x ja y, jotka toteuttavat in-
varianssiteoreeman [LiV97, s.98],
| Cφ1(x|y)− Cφ2(x|y) |≤ cφ1,φ2.
Algoritmisen kompleksisuuden kannalta kuvausmenetelmät on syytä rajoittaa
siten, että ne täyttävät alkuosaehdon. Osittaisrekursiivinen alkuosafunktio φ :
{0, 1}∗ → N on osittaisrekursiivinen funktio siten, että jos φ(p) <∞ ja φ(q) <∞,
niin p ei ole q:n alkuosa [LiV97, s.192].
Universaalisuus pätee myös osittaisrekursiivisille alkuosafunktioille. Voidaan o-
soittaa, että on olemassa universaali osittaisrekursiivinen alkuosafunktio ψ0 siten,
että mille tahansa osittaisrekursiiviselle alkuosafunktiolle ψ on olemassa vakio cψ
siten, että
Cψ0(x|y) ≤ Cψ(x|y) + cψ
pätee kaikille x, y ∈ N [LiV97, s.193].
Invarianssiteoreeman ehdollisen määritelmän intuitiivinen merkitys on siinä, et-
tä jos osittaisrekursiiviset funktiot (tai alkuosafunktiot) ajatellaan ohjelmointikie-
linä, niin minkä tahansa kahden valitun ohjelmointikielen välillä tarkasteltavan
ohjelman kompleksisuus eroaa korkeintaan vakiotermin verran. Näin ollen oh-
jelman kompleksisuus ei riipu ohjelmointikielen valinnasta, vaan mitä tahansa
kieltä voidaan käyttää.
Esimerkiksi ohjelmointikielet LISP ja FORTRAN voidaan ajatella universaaleina
kuvausmenetelminä f , jolloin kompleksisuus Cf(x) merkitään joko CLISP (x) tai
CFORTRAN(x). Numeroidaan kaikki mahdolliset ohjelmat LISP-kielelle λ1, λ2, ... ja
FORTRAN-kielelle π1, π2, ... . Kaikkien ohjelmien numerointi sisältää välttämättä
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universaaleja ohjelmia, jolloin edellä suoritettu LISP-ohjelmien numerointi sisäl-
tää ohjelman λF , joka on FORTRAN-tulkki LISP-kielelle sekä samoin FORTRAN-
kielen ohjelmien numerointi sisältää LISP-tulkin πL. Tällöin pätee, ettäCLISP (x) ≤
CFORTRAN(x) + 2l(λF ) ja CFORTRAN(x) ≤ CLISP (x) + 2l(πL), ja että |CLISP (x) −
CFORTRAN(x)| ≤ 2l(λF ) + 2l(πL) kaikille x [LiV97, s.99].
Invarianssiteoreeman nojalla Kolmogorov-kompleksisuus on referenssifunktion
valintaa vaille optimaalinen kompleksisuuden kuvausmenetelmä kaikille merk-
kijonoille x, missä referenssifunktion valinta aiheuttaa korkeintaan vain vakioter-
misen menetyksen optimaaliseen kuvausmenetelmään verrattuna.
Määritellään sekä ehdollinen että tavallinen Kolmogorov-kompleksisuus inva-
rianssiteoreeman nojalla. Ehdollinen Kolmogorov-kompleksisuus C(·|·) määri-
tellään jonkin vapaasti valittavan universaalin osittaisrekursiivisen funktion φu
nojalla, siten että C(x|y) = Cφu(x|y), missä funktiota φu kutsutaan C:n referens-
sifunktioksi ja sen suorittavaa universaalia Turingin konetta kutsutaan referenssi-
koneeksi (reference machine). Kolmogorov-kompleksisuus C(·)määritellään C(x) =
C(x|ǫ) [LiV97, s.98].
Ehdollinen alkuosavapaa Kolmogorov-kompleksisuus K(x) määritellään samal-
la periaatteella valitsemalla jokin universaali osittaisrekursiivinen alkuosafunktio
ψu referenssikoneeksi, jolloin pätee [LiV97, s.173]
K(x|y) = Cψu(x|y),
kaikille x. Ehdoton Kolmogorov-kompleksisuus määritellään tyhjän merkkijo-
non ǫ avulla, jolloin päteeK(x) = K(x | ǫ).
Kolmogorov-kompleksisuuden rajoittaminen alkuosaehdolla tekee algoritmisen
kompleksisuuden tarkastelun tietyissä tilanteissa helpommaksi ja johdettavien
tulosten kannalta suotuisammaksi. Alkuosavapaus takaa sen, että kaksi eri ku-
vausta voidaan katenoida ja silti tunnistaa erillisiksi kuvauksiksi.
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Alkuosavapaus takaa myös subadditiivisuuden, sillä esimerkiksi lisättävää va-
kiotermiä suuruusluokaltaan O(1) vaille pätee K(x, y) ≤ K(x) +K(y), kun osit-
taisrekursiivisille funktioille suuruusluokka olisi logaritminen, koska kuvauk-
sien erottamiseen tarvittaisiin loppumerkintä [LiV97, s.194]. Voidaan osoitaa, et-
tä suuruusluokaltaan O(log(K(y))) lisättävää vakiotermiä vaille pätee K(x|y) =
K(x, y)−K(y) [Ben98, s.1410].
C(x) jaK(x) ovat asymptoottisessa mielessä ekvivalentit, sillä ehdolliselle alkuo-
savapaalle Kolmogorov-kompleksisuudelle K(x | y) pätee [LiV97, s.194]
C(x | y) ≤ K(x | y) ≤ C(x | y) + 2 logC(x | y).
Jatkossa Kolmogorov-kompleksisuudesta puhuttaessa käytetään erikseen mai-
nitsematta alkuosavapaata Kolmogorov-kompleksisuuden K(x)määritelmää, jo-
ka on siis edellämainituin syin algoritmisessa mielessä kiinnostavampi tulos.
3 Informaatioetäisyys
Luvussa määritellään ehdot algoritmisessa mielessä kelvolliselle etäisyysmitalle
ja esitellään ehdot täyttävä informaatioetäisyys sekä sen normalisointi, joka tar-
joaa teoreettisen kehyksen kahden dataobjektin välisen etäisyyden tarkasteluun.
Normalisoitu etäisyys onmitta, joka saa arvon väliltä [0, 1], ja mitä pienempi arvo
on sitä enemmän dataobjekteissa esiintyy samankaltaisuutta. Teoriasta johdetaan
kaksi reaalimaailmaan soveltuvaa kaavaa sekä normalisoitu kompressioetäisyys
että normalisoitu Web-etäisyys.
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3.1 Algoritmisesti kelvollinen etäisyysmitta
Algoritminen kahden dataobjektin välisen etäisyyden tarkastelu perustuu Kol-
mogorov-kompleksisuuteen. Edelleen vertailtavat syötteet ajatellaan bittijonoina,
koska kaikelle kuvattavissa olevalle tiedolle on olemassa bittiesitys. Nähdään, et-
tä kahden tarkasteltavan bittijonon välisen etäisyyden mittaamiseksi löytyy teo-
reettisessa mielessä universaali menetelmä, joka ei ota kantaa bittijonojen kuvaa-
mien dataobjektien ominaisuuksiin tai piirteisiin.
Minkä tahansa erityisominaisuuden mittaaminen vaatii erityisen etäisyysmitan,
joka puolestaan vaatii erilaisuuden määrittämisen etukäteen jollakin asteikolla.
Jokaisen etäisyysmitan pitäisi olla tehokkaasti approksimoitavissa oleva funktio,
joka saa tarkasteltavat dataobjektit syötteenä. Funktion on toteutettava järkevät
tiheysehdot; karkeasti ottaen dataobjektit eivät saa keskittyä etäisyysmitan kan-
nalta liian tiheästi. Universaalin etäisyysmitan tarkoitus on olla tietyssä mielessä
minimaalinen kaikkien edelläkuvattujen järkevästi esitettävien etäisyysmittojen
joukossa. Osoittautuu, että on olemassa universaali osittaisrekursiivinen alkuo-
safunktio, joka on algoritmisesti kelvollinen etäisyysmitta minkä tahansa kahden
dataobjektin vertailuun.
Määritellään ehdot algoritmisessa mielessä kelvolliselle (admissible) etäisyysmital-
le. Olkoon Ω = {0, 1}∗. Funktio D : Ω × Ω → R+ on algoritmisesti kelvollinen
etäisyysmitta, jos kaikille x, y, z ∈ Ω pätee [CiV05, s.1525]:
i) D(x, y) = 0⇔ x = y (identiteettiaksiooma),
ii) D(x, y) = D(y, x) (symmetria-aksiooma).
iii) D(x, z) +D(z, y) ≥ D(x, y) (kolmioepäyhtälö),
iv) D on ylhäältä semilaskettavissa (laskettavuusehto) ja
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Kohdat i− iii ovat mitta-avaruuteen liittyviä ehtoja, kun taas ehto iv liittyy mitan
algoritmiseen laskettavuuteen ja ehto v sen algoritmiseen mielekkyyteen.
Ehto iv takaa sen, että etäisyysmittafunktio on edes teoreettisessa mielessä lasket-
tavissa, jos sille löytyy yksikin ratkaisu. Aikavaativuuden rajoissa ei oteta kantaa
siihen voisiko myöhemmin löytyä parempia ratkaisuja.
Ehdon v mukaan halutaan, että löytyy vain rajattu määrä pienellä etäisyydellä
toisistaan olevia alkioita. Se karsii epätodelliset mitta-avaruudet, joissa esimer-
kiksi D(x, y) = 1 kaikille x 6= y. Esimerkiksi Hammingin etäisyys, joka mittaa
kahden bittijonon järjestyksessä sijaitsevien eriarvoisten bittien määrän, ei sellai-
senaan toteuta tiheysehtoa, mutta pienillä muutoksilla se voidaan skaalata tyy-
dyttämään tiheysehdot [CiV05, s.1526].
Kelvollinen etäisyysD(x, y) on universaali, jos se minoroi kaikki muut kelvolliset
etäisyydet D
′
vakiotermin säteellä, jolloin D(x, y) < D
′
(x, y) + c, missä vakio c ei
riipu syötteestä x eikä y [Ben98, s.1415].
3.2 Algoritminen informaatioetäisyys
Ehdollinen Kolmogorov-kompleksisuus K(x|y) ilmaisee lyhimmän ohjelman pi-
tuuden, joka muodostaa x:n annettuna y. Pituus ei kuitenkaan sellaisenaan riitä
etäisyysmitaksi kahden satunnaisen dataobjektin välille, silläK(y|x) ei välttämät-
tä ole yhtä suuri kuin K(x|y) ja ei näin ole symmetrinen.
Funktiota I(x : y) = K(x) + K(y) − K(x, y) kutsutaan alkioiden väliseksi keski-
näisinformaatioksi (mutual information) [Ben98, s.1410]. Funktio I(x : y) = K(y) −
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K(y|x) kuvaa y:n algoritmista informaatiota, joka sisältyy x:ään ja toisin päin I(y :
x) = K(x)−K(x|y) [LiV97, s.233].
Osoittautuu, että logaritmista vakiotermiä suuruusluokaltaanO(logK(xy)) vailla
pätee I(x : y) = K(x) + K(y|x) = K(y) + K(x|y) [Ben98, s.1410], jolloin siis
vakiotermiä vaille pätee K(x) − K(x|y) = K(y) − K(y|x). Keskinäisinformaatio
kuvaa sekä sen informaation, jonka x omaa y:stä, että y omaa x:stä. Mitä pienempi
keskinäisinformaatio on, sitä riippumattomampia merkkijonot ovat toisistaan.
Olkoon E(x, y) kahden merkkijonon välinen algoritminen informaatioetäisyys,
joka kuvaa lyhimmän binäärisen ohjelman, joka tulostaa x:n syötteenään y ja toi-
sin päin. Ohjelma siis pitää sisällään kaiken dataobjektien välisen keskinäisinfor-
maation eli toisin sanoen tiedon siitä, miten syötteestä x muodostuu y ja syöt-
teestä y muodostuu x. Olkoon ψ0 sopiva universaali osittaisrekursiivinen alkuo-
safunktio, jolloin informaatioetäisyys E voidaan määritellä [Ben98, s.1411]
E0(x, y) = min{l(p) : ψ0(p, x) = y, ja ψ0(p, y) = x}.
Määritellään maksimietäisyys (max distance) E1(x, y) = max{K(x|y), K(y|x)}, joka
kertoo x:n ja y:n välisenmaksimietäisyyden. Informaatioetäisyydenmääritelmäs-
tä seuraa, että lyhimmän mahdollisen ohjelman p pituus l(p) ≥ E1(x, y), jolloin
E0(x, y) ≥ E1(x, y). Epäyhtälö voidaan todistaa myös toiseen suuntaan logarit-
misen vakiotermin tarkkuudella. Näin ollen lisättävää suuruusluokaltaan loga-
ritmista O(logmax {K(y|x), K(x|y)}) vakiotermiä vailla pätee [Ben98, s.1411]
E(x, y) = max {K(y|x), K(x|y)}.
Voidaan osoittaa, että E(x, y) toteuttaa algoritmisesti kelvollisen etäisyysmitan
ehdot ja on lisäksi universaali. Ehdot i ja ii seuraavat suoraan määritelmästä.
Kolmioepäyhtälö on todistettu lähteessä [Ben98, s.1415], kuten myös seuraavat
tulokset.
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E(x, y) on teoreettisessa mielessä semilaskettavissa ylärajansa suhteen (ehto iv),
sillä voidaan löytää yhä lyhyempi alkuosakoodi ohjelmalle p, joka laskee p(x) = y
ja p(y) = x, kun aikavaativuutta ei ajatella esteenä kaikkien mahdollisten ohjel-
mien suorittamisessa.
Ehto v toteutuu jo määritelmänsä mukaan, sillä käytettävään referenssikieleen
viitaten kyseessä on universaali osittaisrekursiivisen alkuosafunktio, joka muo-
dostaa alkuosakoodin ja näin ollen niiden joukko on alkuosavapaa ja toteuttaa
Kraftin epäyhtälön.
E(x, y) minoroi kaikki muut kelvolliset etäisyydet D(x, y) vakiotermin säteellä,
sillä voidaan osoittaa, että molemmat epäyhtälötK(y|x) < D(x, y) sekäK(x|y) <
D(x, y) pätevät vakiotermin säteellä. Näin ollen E(x) on universaali (optimaali-
nen) kelvollinen etäisyys.
3.3 Normalisoitu informaatioetäisyys, NID
Informaatioetäisyyden E kuvaama lyhimmän mahdollisen ohjelman pituus ei
kerro mitään suhteessa muihin vertailtaviin merkkijonoihin. Esimerkiksi kahden
toisistaan tuhannella bitillä eroavan merkkijonon pituudeltaan 106 ajatellaan ole-
van paljon enemmän samankaltaisia kuin tuhannen bitin mittaiset merkkijonot,
jotka eroavat toisistaan täysin. Keskinäisen vertailunmahdollistamiseksi etäisyys
halutaan normalisoida.
Normalisoitua etäisyyttä kutsutaan usein myös samankaltaisuusetäisyydeksi (simi-
larity), koska se suhteuttaa arvon nollaan, kun vertailtavat objektit ovat maksi-
maalisesti samankaltaiset, ja arvoon yksi, kun objektit ovat täysin vailla saman-
kaltaisuutta. Olkoon funktio d normalisoitu etäisyysmitta, joka kuvaa karteesisel-
le tulolle arvon väliltä Ω×Ω→ [0, 1]. Tällöin etäisyys d on algoritmisesti kelvolli-
nen normalisoitu etäisyysmitta, jos se toteuttaa kelvollisen etäisyyden ehdot i-iv
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ja lisäksi tiheysehdon normalisoidussa muodossa [LCL+04, s.3254]:
vi) d on normalisoitavissa siten, että yläraja etäisyyksien summalle on 1. Tällöin
kaikille vakioille e ∈ [0, 1] pätee | {y : d(x, y) ≤ e ≤ 1} |< 2eK(x)+1.
Ehto takaa sen, että normalisointi skaalaa arvot järkevästi välille [0, 1].
Normalisoidaan maksimietäisyyden avulla määritelty informaatioetäisyys käyt-
tämällä jakajana maksimia max{K(x), K(y)}, ja osoitetaan, että se toteuttaa al-







Jakajaksi voidaan ajatella muitakin luontevalta tuntuvia vaihtoehtoja, mutta ne
eivät välttämättä toteuta kelvollisen etäisyyden ehtoja. Esimerkiksi pituudella ja-
kaminen ei toimi, koska tällöin kolmioepäyhtälö ei toteudu. K(x, y) jakajana ei
toimi myöskään, koska tällöin etäisyys on 1/2 aina kun x ja y toteuttavat K(x) ≈
K(y) ≈ K(x|y) ≈ K(y|x). Tällöin ne ovat kuitenkin täysin vailla samankaltai-
suutta, jolloin arvon pitäisi olla lähes yksi [VBC+08, s.55].
NID:n voidaan ajatella ilmaisevan x:n ja y:n jakaman keskinäisinformaation suh-
teessa kompleksisuudeltaan suurempaan merkkijonoon, sillä jos K(y) ≥ K(x),






Normalisoidulle informaatioetäisyydelle pätee algoritmisesti kelvollisen mitta-
avaruuden ehdot. Ne on todistettu lähteessä [LCL+04, s.3254-3256]. Symmetri-
syys on triviaali. Identiteettiaksiooma NID(x, x) = 0 toteutuu suuruusluokal-
taan O( 1
K(x)
) tarkkuudella. Kolmioepäyhtälö pätee suuruusluokaltaan korkein-
taan O( 1
max {K(x),K(y),K(z)}
) lisättävän vakiotermin tarkkuudella. Normalisointieh-
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to (vi) pätee vakiotermin tarkkuudella, jolloin etäisyys d saa arvot väliltä [0, 1 +
O( 1
max {K(x),K(y)}
)], jolloin d on normalisoitavissa.
Laskettavuusehto iv pätee tietyin rajoituksin, sillä d kuuluu funktioiden f luok-
kaan, jossa funktiot ovat rajoitetusti laskettavissa silloin, kun on olemassa rekur-
siivinen funktio g(x, y, t) siten, että limt→∞ g(x, y, t) = f(x, y). Funktioluokka voi-
daan palauttaa rekursiivisesti pysähtymisongelmien luokkaan. Kuitenkin NID:n
universalisuus voidaan taata, koska sen voidaan osoittaa minimoivan kaikkia yl-
häältä semilaskettavissa olevia normalisoituja etäisyyksiä f(x, y) siten, että d(x, y)
≤ f(x, y) + c, missä c = 1
minK(x),K(y)
.
3.4 Normalisoitu kompressioetäisyys, NCD
Normalisoitu informaatioetäisyys osoittautuu algoritmisessa mielessä ratkeamat-
tomaksi ongelmaksi, mutta sitä voidaan approksimoida eri tiivistysmenetelmin.
Tiivistäjä on syötteen x häviötön koodaus bittijonoksi {0, 1}∗ siten, että saatu koo-
di on alkuosakoodi. Tiivistäjien tarkastelu voidaan rajata vakiotermin O(log l(x))
säteellä niihin, jotka tuottavat pituudeltaan pienemmän tai yhtäsuuren koodin
syötteen pituuteen nähden. Vakiotermi tulee alkusakoodivaatimuksesta.
Normaalikompressori C on tiivistäjä, joka toteuttaa seuraavat ehdot lisättävän
vakiotermin O(logn) säteellä. [CiV05, s.1527].
1. idempotenssi: C(xx) = C(x) ja C(λ) = 0, missä λ on tyhjä merkkijono
2. monotonisuus: C(xy) > C(x)
3. symmetria: C(xy) = C(yx)
4. distributiivisuus: C(xy) + C(z) ≤ C(xz) + C(yz)
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Kohdan 1mukaan tiivistäjä tunnistaamerkkijonon toiston ja tiivistää tyhjänmerk-
kijonon tyhjäksi merkkijonoksi. Kohdan 2monotonisuus on itsestään selvää vuo-
koodaukseen perustuville tiivistäjille ja pätee myös jaksokoodaukseen perustu-
ville tiivistäjille. Kohdan 3 symmetria ei ole täysin selvää Lempel-Ziv-perheen
vuokoodaukseen perustuville tiivistäjille, koska ne voivat teoriassa menettää op-
pimansa tiedon siirtyessä syötteen x käsittelystä syötteen y käsittelyyn etenkin ly-
hyillä merkkijonoilla, mutta käytännössä hyvät tiivistäjät (gzip, pkzip, ppmz) sel-
viävät tästä. Jaksokoodaukseen perustuvat tiivistäjät (bzip2) käsittelevät syötteen
yleensä niin tarkasti, että kaikki mahdolliset jaksojen vuorottelut otetaan huo-
mioon, jolloin ne ovat symmetrisiä. Empiiristen testien nojalla kohdan 4 distri-
butiivisuusehto pätee yleensä reaalimaailman tiivistäjille vaaditun vakiotermin
säteellä.
Distributiivisuuden erikoistapauksena, jossa z = λ, xz = x, yz = y ja C(z) = 0,
normaalikompressorille pätee subadditiivisuus C(xy) ≤ C(x) + C(y). Tiivistys-
menetelmiä käsiteltäessä voidaan merkkijonot x ja y katenoida, sillä lisättävää lo-
garitmista vakiotermiä vaille päteeK(x, y) = K(xy) = K(yx). Arvo C(y|x) kuvaa
merkkijonon y informaatiota suhteessa merkkijonoon x ja sitä voidaan approksi-
moida kaavalla C(y|x) = C(xy)− C(x) [CiV05, s.1527].
Informaatioetäisyys normalisoidaan jakajalla max {K(x|y), K(y|x)}. Se voidaan
kirjoittaa muotoon max {K(x, y)−K(x), K(x, y)−K(y)}, joka pätee lisättävän
logaritmisen vakiotermin säteellä. On esitetty, että kaava on käytännössä parhai-
ten approksimoitavissa kaavalla min {C(xy), C(yx)} − min {C(x), C(y)}. Lisäksi
jaksokoodaukseen perustuvat tiivistäjät ovat lähes symmetrisiä jo määritelmän-
sä mukaan, jolloin etäisyyttämin {C(xy), C(yx)} voidaan approksimoida pelkällä
arvolla C(xy) tai C(yx) [CiV05, s.1528].
Määritellään kompressioetäisyys EC(x, y), joka approksimoi informaatioetäisyyt-
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tä E(x, y) referenssikompressorin C nojalla seuraavasti:
EC(x, y) = C(xy)−min {C(x), C(y)},
missä C(xy), C(x) ja C(y) kuvaavat kompressoitujen merkkijonojen xy, x ja y pi-
tuutta. Voidaan todistaa, että EC(x, y) on kelvollinen etäisyys lisättävän suuruus-
luokaltaan O(1) vakiotermin säteellä, jos C täyttää normaalikompressorin ehdot
[CiV05, s.1528].
Sovelletaan normalisoidun informaatioetäisyyden kaavaa approksimoimalla Kol-




max {C(x), C(y)} .
Voidaan todistaa, että NCD on kelvollinen normalisoitu etäisyys, silloin kun re-
ferenssikompressori täyttää normaalikompressorin ehdot [CiV05, s.1529].
Käytännössä NCD antaa kahden dataobjektin vertailuun arvon väliltä 0 ≤ r ≤
1 + ǫ. Mitä pienempi arvo on, sen enemmän vertailtavissa esiintyy samankaltai-
suutta. Ylärajan vakio ǫ johtuu tiivistystekniikoiden vajavaisuudesta. Perinteisten
tiivistysalgoritmien suhteen vakio ǫ ylittää erittäin harvoin arvon 0.1, ja esimer-
kiksi PPMZ-tiivistäjä on käytännön kokeissa antanut enintään arvon 1 [CiV05,
s.1529].
NCD on näennäisuniversaali siinä mielessä, että se on NID:n approksimaatio.
NCD-etäisyys perustuu tiivistäjän analysoimiin ominaisuuksiin merkkijonoissa.
Se voi tavoittaa merkkijonojen muuten vaikeasti havaittavissa olevaa samankal-
taisuutta mutta todennäköisesti ei koskaan kaikkea. Mitattuja NCD-etäisyyksiä ei
voida koskaan verrata teoreettiseen optimiin, koska satunnaisdatan Kolmogorov-
kompleksisuutta ei voida ratkaista. Menetelmän tehoa onkin vaikea arvioida sel-
keästi muuten kuin käytännön kokein.
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Universaalisuus on järkevästi ajateltavissa vain riittävän pitkille merkkijonoille,
jolloin käytännössä lyhyille merkkijonoille etäisyysmitta toimii huonosti. Lisäk-
si on teoreettisesti mahdollista, että paremman tiivistystuloksen saavuttaminen
eri tiivistäjällä koskee vain osaa NCD-kaavan osista, jolloin NID-approksimaatio
heikkenee, vaikkakaan käytännön kokeissa siihen ei ole törmätty.
3.5 Normalisoitu Web-etäisyys, NWD
NCD-etäisyyttä voidaan soveltaa objekteille vain silloin, kun ne koostuvat merk-
kijonoesityksestä. Se ei kerro niiden taustalla olevasta semantiikasta, abstrakteis-
ta käsitteistä tai ideoista mitään. Ajatellaan esimerkiksi kirjaimellisesti sanatark-
koja käsitteitä, kuten neljäkirjaiminen ihmisgenomi, lähdekoodi tai vaikkapa jo-
kin kokonainen kaunokirjallinen teos. Näiden vastakohtana ovat ei-kirjaimelli-
sesti tulkittavat käsitteet, jotka ovat yleensä joko nimiä aikasemmille, kuten ”nel-
jäkirjaiminen ihmisgenomi” tai ”main.c”, tai ne ovat käsitteitä, joiden merkitys
perustuu niiden aikojen saatossa kehittyneeseen suhteeseen ihmiskunnan yleis-
tiedon kanssa, kuten esimerkiksi käsitteet ”koti” ja ”punainen”. Ensinmainitut
kirjaimellisesti tulkittavat käsitteet sisältävät tiedon itsessään, kun taas jälkim-
mäiset eivät. Esimerkiksi nimi ”ihmisgenomi” viittaa yli kolmeenmiljardiin emäs-
pariin, ja ”lähdekoodi” voi viitata tuhansiin riveihin koodia.
Internetissä on nykyisin kymmeniä miljardeja indeksoituja www-sivuja. Semant-
tisessa mielessä kukin sivu sisältää paljon informaatiota. Informaatiosisältö voi
olla kyseenalaista ja harhaanjohtavaa, mutta sivujen suuren määrän vuoksi voi-
daan olettaa, että riittävän suuri osa sivujen tietosisällöstä on oikeellista. Seu-
raavaksi esitellään normalisoituun informaatioetäisyyteen perustuvamenetelmä,
jonka avulla käsitteidenmerkityksiä ja niiden välisiä keskinäisiä suhteita voidaan
tarkastella Internetissä, jonka voidaan ajatella olevan laajin mahdollinen tekstiä
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sisältävä tietokanta maailmassa.
Diskreetti ehdollinen semimitta on funktio P : N × N → R+, siten että kai-
kille y pätee
∑
x P (x|y) ≤ 1. Laajalle alhaalta semilaskettavien semimittojen jou-
kolle on olemassa universaali elementti m, joka dominoi kaikkia muita alhaalta
semilaskettavissa olevia semimittoja P vakiokertoimen säteellä, jota merkitään
P (x|y) = O(m(x|y)). Tämä universaali semimitta on yhteydessä Kolmogorov-
kompleksisuuteen ehdollisen koodausteorian (Conditional Coding Theorem) nojalla
seuraavasti: − logm(x|y) = K(x|y) +O(1), katso [VBC+08, s.51].
Olkoon W joukko www-sivuja ja olkoon x ⊆ W joukko www-sivuja, joihin si-
sältyy hakutermi x. Nyt ehdollisen koodausteorian nojalla pätee log 1
m(x|x⊆W)
=
K(x|x ⊆ W) + O(1), missä m(x|x ⊆ W) on universaali alhaalta semilaskettavis-
sa oleva semimitta, joka laskee hakutermin x esiintymismäärän www-sivujen W
joukosta. Yhtälö siis suhteuttaa toisiinsa hakutermin sisältävän www-sivujoukon
tiivistymättömyyden ja sen universaalin todennäköisyyden [VBC+08, s.64].
Approksimoidaan semimittaa m(x|x ⊆ W) käyttämällä x:n esiintymisjakaumaa
verkossa. Olkoon funktio g(x) todennäköisyys sille, että hakutermi x sisältyy ha-
kukoneen G indeksoimaan sivuun, ja se saadaan jakamalla palautettujen sivujen
määrä kaikkien indeksoitujen sivujen määrällä. Nyt funktion g Shannon–Fano-
koodi voidaan asettaa [CiV07, s.374]




Hakukonetta G voidaan ajatella verkkoa käyttävänä tiivistäjänä. Sen jakauman
G(x) ajatellaan kertovan odotusarvon lyhimmälle alkuosakoodisanalle niiden si-
vujen joukosta, joihin sisältyy x, kun verkon indeksoidut sivut on annettu. Sovel-
letaan aikaisemmin määriteltyä NCD-kaavaa vaihtamalla normaalikompressori
C(x) hakuun G(x), jolloin saadaan normalisoidun Web-etäisyyden (Normalized Web





max{log f(x), log f(y)} − log f(x, y)
logN −min{logf(x), logf(y)} ,
missä f ilmaisee hakutermin esiintymismäärää suhteessa verkkosivujen koko-
naismäärään, jolloin f(x) on x:n sisältävien sivujen määrä, f(x, y) on x:n ja y:n
sisältävien sivujen määrä ja N kaikkien indeksoitujen sivujen määrä.
NWD on hakukoneen G parametrisoima etäisyyksien perhe, joka ensimmäisenä
määriteltiin Google-etäisyytenä (NGD) [CiV07]. Mitä parempi hakukoneen G tulos
on, sen paremmin se lähestyy normalisoitua informaatioetäisyyttä, ja sitä luotet-
tavampina tuloksia voidaan pitää. Esimerkiksi vuonna 2004 tehdyssä kokeessa
tunnettu hakukone indeksoi N =8 058 044 651 sivua. Haku termille ”horse” pa-
lautti 46 700 000 sivua ja haku termille ”rider” palautti 12 200 000 sivua. Haku
molemmille palautti 2 630 000 sivua, jolloin NWD(horse, rider) = 0, 443. Ha-
vaittiin, että luku pysyi melko samana indeksoitujen sivujen määrän kasvaessa
[VBC+08, s.65].
NWD-etäisyys on laskettavissa ja saa arvonsa pääasiassa mutta ei ainoastaan vä-
liltä [0, 1]. Se on symmetrinen, mutta toteuttaa identiteettiehdon vain puoliksi,
sillä NWD(x, x) = 0 kaikille x, mutta NWD(x, y) = 0 voi päteä, vaikka x 6= y
esimerkiksi, jos termit x ja y esiintyvät aina yhdessä.
NWD-etäisyys ei myöskään toteuta kolmioepäyhtälöä jokaiselle x:lle, y:lle ja z:lle,
sillä esimerkiksi voidaan valita x ja y siten, että ne eivät koskaan esiinny yhdessä,
ja että z esiintyy tasan samoissa sivuissa kuin x tai y, ja että f(x) = f(y) =
√
N .
Tällöin pätee f(x) = f(y) = f(x, z) = f(y, z) =
√
N , f(z) = 2
√
N ja f(x, y) = 0,
jolloin NWD(x, y) = ∞ ja NWD(x, z) = NWD(z, y) = 2
logN
, jolloin epäyhtälö ei
päde kaikilla N .
Näin ollen NWD-etäisyys ei ole mitta, mutta se voidaan ajatella käsitteiden vä-
lisenä suhteellisena samankaltaisuusmittauksena. Tosin on muistettava, että jos
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käsite x on semanttisesti lähellä käsitettä y ja käsite y on semanttisesti lähellä kä-
sitettä z, niin käsite x voi olla semanttisesti hyvin poikkeava käsitteestä z.
NWD-etäisyyden toinen tärkeä ominaisuus on sen skaalauksen muuttumattomuus
(scale invariance), johon jo aikaisemmassa esimerkissä viitattiin. Indeksoitujen si-
vujen määrän kasvaessa vertailtavien termien suhteet pysyvät stabiilina: jos in-
deksoitujen verkkosivujen määrä tuplaantuu, niin myös tiheydet f tuplaantuvat.
4 Kvartettimenetelmä
Luku esittelee menetelmän NCD- tai NWD-arvojen havainnollistamiseksi hierar-
kisen luokittelun avulla puurakenteena. Lisäksi luvussa esitellään CompLearn,
joka on menetelmään perustuva vapaasti levitettävissä oleva ohjelma.
4.1 Hierarkinen ryvästys
NCD- ja NWD-etäisyyden avulla voidaan vertailtaville dataobjekteille muodos-
taa esimerkiksi etäisyysmatriisi, jonka alkioissa esitetään kunkin parin etäisyys
toisistaan. Etäisyysmatriisista sellaisenaan on vaikea hahmottaa vertailtuja tulok-
sia, sillä esimerkiksi NCD-arvot ovat yleensä hyvin lähellä toisiaan esimerkiksi
välillä [0.85, 1.1]. Datan visualisointiin tarvitaan jokin erityinen menetelmä, joka
jatkokäsittelee datan mielekkäästi.
Ryvästys (clustering) luokittelee samankaltaiset dataobjektit omiin luokkiin ennal-
tamäärätyin ehdoin. Cilibrasi ja Vitányi [CiV05, s.1530] esittävät NCD-etäisyys-
matriisille räätälöidyn hierarkisen ryvästyksen. Menetelmää kutsutaan kvartetti-
menetelmäksi (quartet method). Se koostuu kahdesta päävaiheesta, kvartettitopolo-
gioiden muodostamisesta sekä erityisestä heuristiikasta, joka perustuu mäkikii-
peilyyn (hill-climbing) ja joka käyttää satunnaisesti mutaatio-operaatioita approk-
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simointiin.
Luokittelu muodostaa datasta dendrogrammin (dendrogram), joka on suunnattu bi-
nääripuu tai suuntaamaton kolmihaarapuu (ternary tree). Sen etuna on, ettei luo-
kiteltavien ryppäiden määrää tarvitse tietää etukäteen. Ongelmaksi voi muodos-
tua vertailtavien alkioidenmahdollinen suuri määrä. Hierarkinen ryvästys toimii
vielä siedettävästi noin 25 objektille, mutta jo yli 40 vertailtavaa voi viedä lasken-
nallisesti aivan liian kauan aikaa. Ratkaisuksi ehdotetaan, että ennen kvartettime-
netelmän käyttöä datan voisi ryvästää ei-hierarkisesti esimerkiksi moniulotteisen
k-means-skaalauksen (multidimensional scaling of k-means) avulla. Onmyös eh-
dotettu mahdollista parannuskeinoa, jolla voitaisiin nopeuttaa laskentaa päästen
noin sadan vertailtavan alkion siedettävään käsittelyyn 1 .
4.2 Kvartettitopologiat
Kvartettimenetelmä käsittelee vertailtavia alkioita neljän ryhmissä, jolloin n-alki-





ryhmää. Kullekin ryhmälle u, v, w ja x muodos-
tetaan suuntaamaton kolmihaarainen puu, jonka puurakenteessa on kaksi kaksi-
lehtistä alipuuta. Kutsutaan rakennetta kvartettitopologiaksi (quartet topology). Ra-
kenne on mahdollista muodostaa kolmella eri tavalla, katso kuva 1:
i) uv|wx ii) uw|vx iii) ux|vw.
Mikä tahansa Puu T on konsistentti neljän alkion u, v, w, x muodostaman kvar-
tettitopologian kanssa, jos ja vain jos sen alipuulle uv|wx pätee, että polku u:sta
v:hen ei ylitä polkua w:sta x:ään. Näin ollen mille tahansa neljän alkion ryhmälle





Kuva 1: Kvartettitopologiat. Lähde: [CiV05].
sa, katso kuva 2.
Yleisesti kvartettimenetelmän tavoite on löytää tai approksimoida erittäin lähel-
le puurakenne, johon uppoutuu maksimaalinen määrä konsistentteja kvartettito-
pologioita, kun kvartettitopologioiden joukko on annettu. Joukko muodostetaan
kustannusfunktioiden avulla, joiden arvo määräytyy datasta lasketun NCD- tai
NWD-etäisyysmatriisin perusteella.
4.3 Kustannusfunktiot
Puurakenne, johon uppoutuumaksimaalinenmäärä konsistentteja kvartettitopo-
logioita, määritellään minimaalisen kvartettipuun kustannuksen optimointinongelma-
na (minimum quartet tree cost, MQC) seuraavasti. Kvartettitopologian kustannus
määritellään kunkin naapuriparin summana, Cuv|wx = d(u, v) + d(w, x), missä
funktio d vastaa normalisoitua kompressio- tai web-etäisyyttä, joka saadaan en-
naltalasketusta etäisyysmatriisista. Puun T yhteiskustannus CT N-alkioiselle jou-





{Cuv|wx : T on konsistentti, kun uv | wx}.
Luodaan lista kaikista mahdollisista kvartettitopologioista ja lasketaan kunkin
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Kuva 2: Konsistentti puu kvartettitopologialle uv|wx. Lähde: [CiV05].
neljän alkion ryhmän kolmelle mahdolliselle kvartettitopologialle paras (mini-
maalinen) kustannus
m(u, v, w, x) = min{Cuv|wx, Cuw|vx, Cux|vw}
ja huonoin (maksimaalinen) kustannus
M(u, v, w, x) = max{Cuv|wx, Cuw|vx, Cux|vw}.





m(u, v, w, x)





M(u, v, w, x).
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Vertailun helpottamiseksi skaalataan kustannus lineaarisesti siten, että huonoin
kuvautuu arvoon nolla ja paras arvoon 1, jamerkitään normalisoitua arvoa S(T ) =
M−CT
M−m
. Tavoitteena on löytää täysi puu, jolla on maksimaalinen arvo S(T ), joka on
siis matalin yhteiskustannus. Osoittautuu, että ongelma on laskennallisesti NP-
kova, mutta se on joskus ratkaistavissa ja aina approksimoitavissa esimerkiksi
seuraavan heuristiikan avulla.
4.4 Heuristiikka
Maksimaalisen S(T )-arvon saavuttamiseksi esitetään heuristiikka, joka perustuu
puurakenteeseen kohdistuviin satunnaisesti suoritettaviin mutaatio-operaatiohin
ja mäkikiipeilyyn. Ensin luodaan satunnaisesti puu T , jossa on 2n−2 solmua ja jo-
ka sisältää n-lehtisolmua, jotka nimetään data-alkioidenmukaan. Puussa on n−2
sisäsolmua, jotka nimetään pienellä n-kirjaimella ja ne numeroidaan yksikäsittei-
sesti. Jokaisella sisäsolmulla on tasan kolme yhdistävää kaarta.
Puun T kvartettitopologioille lasketaan kustannukset, minkä jälkeen edellä mai-
nituin keinoin lasketaan S(T ). Määritellään puumutaatio, joka voi olla jokin seu-
raavista muutoksista:
Lehden vaihto, jossa kaksi satunnaisesti valittua lehteä vaihdetaan keskenään.
Alipuun vaihto, jossa kaksi satunnaisesti valittua sisäsolmua ja niiden alipuut
vaihdetaan keskenään.
Alipuun siirto, jossa satunnaisesti valittu alipuu (voi olla lehti) irroitetaan ja lii-
tetään toiseen paikkaan siten, että rakenne-ehdot säilyvät muuttumattomi-
na.
Kukin mutaatio pitää lehtisolmujen ja sisäsolmujen määrät muuttumattomina,
jolloin vain rakenne ja sijainnit vaihtuvat.
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Kuva 3: S(T ):n kehitys 60-alkioiselle datajoukolle. Lähde: [CiV05].
Suoritetaan puulle T täysmutaatio, joka koostuu sarjasta puumutaatioita, jotka
valitaan seuraavan jakauman mukaan. Ensin valitaan satunnaisesti luku k, jonka
mukaan valitaan k puumutaatiota. Puumutaatioiden muodostamaa jaksoa suori-
tetaan todennäköisyydellä 2−k. Kullekin mutaatiolle valitaan kolmesta mutaatio-
tyypistä yksi samalla todennäköisyydellä 1
3
. Lopuksi kukin mutaatio suoritetaan
yhdenmukaisesti ja satunnaisvalinnalla arvotaan mahdollisten uusien lehtisol-
mujen tai sisäsolmujen paikat siten, että puurakenteen ehdot säilyvät.
Nyt saadaan puu T ′ , jolle lasketaan S(T ′), ja jos S(T ′) > S(T ), niin pidetään
T
′ parhaana puuna ja jatketaan iteratiivisesti mutaatioiden suorittamista, kunnes
S(T) saavuttaa maksimiarvon yksi, jolloin konsistentti puurakenne on löytynyt.
Lisäksi approksimaatiolle määritellään aikaraja- ja (tai) kustannusvaatimukset,
joiden täytyttyä lopetetaan iteraatio.
Menetelmä antaa yleensä puolen tunnin sisällä tyypillisille korkeintaan 40-alki-
oisille tosimaailman ongelmille puun, jolle pätee S(T ) > 0.9. Kuvassa 3 on esi-
merkki tutkittujen puiden määrästä suhteessa S(T )-arvon kehitykseen.
30
4.5 CompLearn
CompLearn on vapaasti levitettävissä oleva ohjelmisto, joka laskee datalle etäi-
syysmatriisin ja muodostaa siitä kvartettimenetelmällä puurakenteen. Sen ovat
kehittäneet Cilibrasi, Cruz ja de Rooij. Sitä on usein käytetty asiaan liittyvissä tie-
teellisissä julkaisuissa NCD-kokeiden testaamiseen. Ohjelmisto on vapaasti saa-
tavilla sekä Linux- että Windows-alustoille [CCR].
CompLearn koostuu kahdesta osasta, etäisyysmatriisin laskennasta ja puuraken-
teen muodostamisesta. Komento ncdmuodostaa vertailtavasta datasta etäisyys-
matriisin. Sille voidaan antaa useita eri parametreja käyttötarkoituksesta ja ver-
tailtavien dataobjektien luonteesta riippuen. Parametrien kuvaus löytyy ohjel-
man dokumenteista, jotka on saatavilla lähteestä [CCR]. Esimerkiksi komento
ncd -d dir1 dir2 matriisi.txt luo etäisyysmatriisin tiedostoon matrii-
si.txt vertaamalla hakemistoissa dir1 ja dir2 olevia tiedostoja keskenään.
Parametreilla voidaan myös säätää NCD-etäisyyden laskemiseen käytettävä tii-
vistäjä.
Komento maketreemuodostaa parametrina annetusta etäisyysmatriisista kvar-
tettimenetelmään perustuvan puurakenteen, jonka se palauttaa dot-tiedostona.
Esimerkiksi komento maketree matriisi.txtpalauttaa treefile.dot-tie-
doston. Dot-muoto on esitys puurakenteelle, joka voidaan visualisoida ja tallen-
taa esimerkiksi neato-ohjelmalla postscript-tiedostoksi tai tallentaa johonkin ku-
vatiedostoon GraphViz-ilmaisohjelmalla, katso ohjeet lähteestä [CCR].
Ohjelma siis kattaa aikasemmin esitetyn NCD-etäisyyden laskennan sekä kvar-
tettimenetelmän. Sitä on testattu kolmella kontrolloidulla testillä, joissa lopputu-
los on ollut tiedossa ja menetelmä toimi oikeellisesti [CiV05, s.1532]. Esimerkik-
si eri tiedostotyyppejä testattiin, ja CompLearn osasi luokitella ne täysin oikein,
katso kuva 4.
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Kuva 4: Luokittelu eri tiedostotyypeille, S(T ) = 0.984. Lähde: [CiV05].
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5 Sovelluskohteet
Luku esittelee tuloksia eri aloilta, joissa normalisoituun kompressioetäisyyteen
perustuvia menetelmiä on testattu yksittäisiin sovelluskohteisiin rohkaisevin tu-
loksin.
5.1 Tiedon louhinta
Tiedon louhinta (data mining) tarkoittaa joukkoa eri menetelmiä, joilla pyritään
löytämään oleellinen tieto suurista tietomassoista. Tiedon louhinnan algoritmeis-
sa käytetään paljon hyväksi ennalta-asetettuja parametreja. Nämä subjektiiviset
päätökset voivat aiheuttaa ongelmia. Ensinnäkin parametrien väärät arvot voi-
vat johtaa algoritmeja muodostamaan vääristyneitä malleja. Toiseksi algoritmit
voivat muodostaa malleja, joita ei todellisuudessa esiinny tai ne päätyvät yliar-
vioimaan löydetyn mallin merkityksen. Esimerkiksi voi olla mahdollista asettaa
parametrit siten, että ne toimivat tietyllä datajoukolla erinomaisesti, mutta epä-
onnistuvat toisella samankaltaisella datajoukolla. Lisäksi voi olla erittäin vaikeaa
verrata eri algoritmien samasta datasta muodostamia tuloksia keskenään. Keogh,
Lonardi ja Ratanamahatana esittävät, että tiedon louhinnan algoritmeissa ei ide-
aalitilanteissa käytetä yhtään parametreja, ja sen parempi mitä vähemmän niitä
käytetään [KLR04].
NCD-etäisyyden laskeminen datajoukosta etäisyysmatriisiin ja tulosten ryvästys
kvartettimenetelmän avulla voidaan ajatella erityisenä tiedon louhinnan mene-
telmänä, joka pyrkii ratkaisemaan edellämainittuja ongelmia. Menetelmää voi-
daan pitää klassisten tiedon louhinnan tutkimussuuntien, kuten ryvästyksen, luo-
kittelun ja anomalioiden löytämisen parametrivapaana erityisversiona, jota voi-
daan yrittää soveltaa missä tahansa tiedon louhinnan ympäristössä. Periaatteessa
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menetelmä voidaan ajatella minkä tahansa tiedon louhinnan menetelmän yleis-
tyksenä sen universaalin luonteen vuoksi, sillä mikä tahansa datajoukon ominai-
suus nostaa niiden samankaltaisuutta, ja toisin päin mikä tahansa samankaltai-
suus viittaa johonkin ominaisuuteen.
Universaalisuus on kuitenkin harhaanjohtavaa sen näennäisyyden vuoksi. NCD
käyttää reaalimaailman tiivistäjää, joka on vain approksimaatio teoreettisesta op-
timista. Saadut tulokset ovat verrannollisia tiivistäjän hyvyyteen. Tiivistäjän hy-
vyys taas riippuu osin tiivistettävän datan esitysmuodosta. Sama tietosisältö voi-
daan esittää bittitasolla toisistaan poikkeavilla tavoilla riippuen käytetystä koo-
distosta. Esimerkiksi tekstiaakkosto voidaan koodata joko perinteisellä 8-bitin
ASCII-merkistöllä tai pidemmällä 32-bitin UTF-32-merkistöllä. Kahden objektin
välinen NCD-etäisyys voi poiketa paljonkin, jos vertailtavat kohteet on koodat-
tu eri muodossa. Lisäksi, jos data tunnetaan etukäteen ja tiedetään sen sisältä-
vän vertailtavan ominaisuuden lisäksi ylimääräistä tietoa, voidaan dataa joutua
muokkaamaan samaan esitysmuotoon ennen vertailua.
Käytännössä kullekin esitysmuodolle voidaan rakentaa optimaalinen tiivistäjä,
jolloin sen saavuttamat tulokset ovat parempia kuin yleisluontoisilla tiivistäjillä.
Näin ollen datan konvertointi sekä tiivistäjän valinta voidaan ajatella NCD-etäi-
syyden vaihtoehtoisina, ellei pakollisina, parametreina. Niiden valinta on kui-
tenkin yleisluontoista, sillä dataa voidaan kokeilla eri tiivistäjillä ja valita niistä
paras, eikä datalle tarvitse kehittää omaa tiivistysalgoritmia muuten kuin erityis-
syistä.
Tekijät käyttivät NCD-etäisyyttä vastaavaa CDM-mittaa vertaamalla sen antamia
louhintatuloksia merkittäviin 1990-luvun lopussa ja vuosituhannen alussa esitet-
tyihin menetelmiin nähden. Aineistona käytettiin tiedon louhinnan piireissä suo-
sittuja aikajaksoja kuvaavia tietokantoja. Tulokset olivat enemmän kuin lupaa-
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via. Menetelmä oli ylivertainen ryvästyksessä ja anomalioiden löytämisessä, kun
tutkittiin sekakoosteista datajoukkoa. Se pärjäsi myös vertailukelpoisesti useassa
yksinkertaisessa tehtävässä. Suurin menetelmän ongelma on sen raskaus suuren
datajoukon käsittelyssä. Menetelmästä voi tulla nopeasti liian hidas.
5.2 Kielten luokittelu
Kahden toisistaan vain vähän poikkeavan tekstin keskinäinen kompressioetäi-
syys on oletettavasti pienempi kuin toisistaan paljon poikkeavien tekstien etäi-
syys. Näin ollen normalisoidun kompressioetäisyyden pitäisi soveltua hyvin nii-
hin kielitieteen alalla esiintyviin ongelmiin, joissa tekstejä joudutaan vertailemaan
keskenään.
Menetelmää testattiin erisukuisten kielten kanssa ja se pystyi lajittelemaan eri
kielet omiin kieliperheisiinsä erittäin hyvin. Aineistona toimi internetissä eri kie-
lille vapaasti levitettävissä oleva ihmisoikeusjulistus Universal Declaration of Hu-
man Rights (UDoHR), jota testattiin eurooppalaisille kielille (englanti, espanja,
hollanti, saksa), afrikkalaisille kielille (pemba, dendi, ndbele, kicongo, somali,
rundi, ditammari, dagaare) sekä amerikan alkuperäiskielille (chikasaw, perhu-
pecha, mazahua, zapoteco). Eurooppalaisia kieliä vertailtaessa UNICODE-aak-
kosto muutettiin ASCII-muotoon siten, että vokaalien ylätunnisteet jätettiin pois.
Lisäksi tiedostoista poistettiin niiden yksilöivä tunniste, mutta muuten niitä ei
esikäsitelty mitenkään. NCD-etäisyyden laskemiseen käytettiin gzip-tiivistäjää
[CiV05, s.1539]. Lajipuunmuodostukseen käytettiin erityistä evoluutiopuiden ge-
nerointiohjelmaa, katso [BBK+00].
Lajittelu onnistui lähes täydellisesti, sillä ainoastaan englannin kieli luokittui vir-
heellisesti latinalaisten kielten sekaan, katso kuva 5. Asialle löytyy luonnollinen
selitys, sillä vaikka englanti kuuluu germaanisiin anglosaksisiin kieliin, siinä on
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Kuva 5: Alkuperäiskielten luokittelu, S(T ) = 0.928. Lähde: [CiV05].
erittäin paljon latinalaisperäisiä sanoja, joiden määrä korostui kyseisessä teksti-
näytteessä. Samansuuntaisia tuloksia saatiin, kun verrattiin pelkästään euroop-
palaisia kieliä. Myös tällöin englannin kieli luokittui väärin, nyt romaanisten kiel-
ten sekaan. Samanselitteisistä syistä unkarin kieli luokittui altailaisiin kieliin suo-
malaisugrilaisten kielten sijaan.Muuten luokittelu oli onnistunut [LCL+04, s.3260].
Menetelmää testattiin myös vertailemalla venäläisten kirjailijoiden tekstejä kyril-
lisessä aakkostossa sekä erikseen niiden englanninkielisiä käännöksiä latinalai-
sessa aakkostossa, katso kuva 6. Mukana oli kolmesta neljään tekstiä viideltä eri
kirjailijalta. Mielenkiintoisesti menetelmä toimi lähes täydellisesti alkuperäisille
teksteille (a), mutta virheellisesti käännöksille (b). NCD-etäisyyden laskemiseen
käytettiin bzip2-tiivistäjää. Asiaa syvemmin tarkasteltuna kävi ilmi, että kääntä-
jän käännöstyyli ja persoona vaikuttivat suuresti teksteihin ja siten myös lajitte-
lutuloksiin [CiV05, s.1539].
Lisäksi on vertailtu englanninkielisiä kirjallisuuden klassikkoteoksia suorittamal-
la tiettyihin sanoihin niiden esiintymistiheyden nojalla kohdistuvia muutosope-
raatioita, joiden avulla vertailutuloksia pyrittiin parantamaan, katso [GCC+08].
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Kuva 6: a) venäläisiä teoksia, S(T ) = 0.949 b) englanninkieliset käännökset,
S(T ) = 0.953. Lähde: [CiV05].
5.3 Musiikin luokittelu
Cilibrasi, Vitányi ja de Wolf [CVW04] suorittivat kolme koetta MIDI-tiedostojen
(Musical Instrument Digital Interface) luokitteluun käyttäen CompLearn-työkalua,
jossa tiivistäjänä käytettiin bzip2-tiivistäjää. Kukin MIDI-tiedosto esiprosessoitiin
siten, että niistä pyrittiin karsimaan kaikki ei-musikaalinen tieto pois, kuten otsi-
kot, eri nimitiedot ja sekventointiin käytetty ohjelma. Tällä pyrittiin karsimaan
se mahdollisuus, että samankaltaisuus vertailutuloksissa johtuisi muusta kuin
musikaalisista syistä. Lisäksi MIDI-tiedoston soittamiseen liittyvät tiedot, kon-
vertoitiin vastaamaan toisiaan. Ihmiskorvalle kappaleet kuulostavat lähes samal-
ta modifoinnin jälkeenkin.
Ensimmäisessä kokeessa pyrittiin luokittelemaan kolme eri musiikkilajia: klas-
sinen musiikki sekä jazz- ja rock-musiikki. Kokeen generoima puu oli kelvol-
linen, mutta ei täydellinen. Puun yläosaan ryvästyi kymmenen kahdestatoista
jazz-kappaleesta, joiden sekaan mahtui kaksi klassista teosta. Puuttuvat kaksi
jazz-kappaletta ryvästyivät satunnaisesti puurakenteeseen, toinen Chopinin klas-
sisten teosten sekaan ja toinen lähelle Debusin klassisia teoksia. Klassiset teokset
ryvästyivät pääsääntöisesti puun oikeaan alareunaan kahta poikkeusta lukuun
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Kuva 7: Puu kahdelletoista klassiselle pianosoitolle, S(T ) = 0.958. Lähde:
[CVW04].
ottamatta. Yksi Bachin teos on Rock-musiikin seassa ja toinen jazz-musiikin seas-
sa. Rock-kappaleissa oli eniten hajontaa, sillä neljä niistä sijaitsi lähempänä joko
jazz-kappaleita tai klassisia teoksia [CVW04, s.59].
Toinen mielenkiintoinen koe koski klassista pianomusiikkia. Koe suoritettiin pie-
nelle kahdentoista teoksen joukolle, keskikokoiselle kolmenkymmenenkahden
teoksen joukolle sekä suurelle kuudenkymmenen teoksen joukolle, siten että pie-
ni joukko oli osa keskikokoista joukkoa, joka puolestaan oli osa suurta joukkoa.
Koe onnistui erittäin hyvin pienelle joukolle, katso kuva 7. Puurakenteessa kap-
paleet ryvästyivät tekijänsä mukaan, ainoastaan yksi Chopinin teos ryvästyi lä-
hemmäs Bachin teoksia kuin muut Chopinin teokset. Sama havainto esiintyy
muissakin kokeissa. Selvityksen mukaan kappale poikkeaa musikaalisesti hie-
man Chopinin muista teoksista.
Keskikokoisen joukon luokittelu onnistui myös hyvin, katso kuva 8. Puugene-
roinnin S(T ) = 0.895 arvo laski odotetusti vertailtavien lisääntyessä, mutta ei
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Kuva 8: Puu kolmellekymmenellekahdelle klassiselle pianosoitolle, S(T ) = 0.895.
Lähde: [CVW04].
vielä hälyttävästi. Puurakenteessa säveltäjät ryvästyivät omiin ryppäisiinsä muu-
tamaa poikkeusta lukuunottamatta. Esimerkiksi Haydenin ja Chopinin teokset
muodostuivat muutamiin aliryppäisiin, jotka sijaitsevat puussa kuitenkin melko
etäällä toisistaan.
Suuren joukon luokittelu kärsi selvästi vertailtavien suuresta määrästä. Puuge-
nerointi tuotti vain arvon S(T ) = 0.844, jota voidaan pitää heikkona tuloksena
[CVW04, s.63]. Tällöin voidaan olettaa, että joko mitatut etäisyydet eivät ole ol-
leet tarpeeksi tarkkoja, kvartettitopologioiden ristiriitaisuudet ovat kasvaneet tai
laskenta-aika on kasvanut niin paljon, että parempaa puuta ei ehditä generoida.
Osa säveltäjistä on vieläkin melko hyvin ryvästynyt, kuten Bach ja Debussy, mut-
ta esimerkiksi Chopin ja Beethoven esiintyvät melko laajalti ympäri puuta.
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Kuva 9: Sinfoniapuu, S(T ) = 0.86. Lähde: [CVW04].
Lopuksi vertailtiin 34:ää eri sinfoniaan liittyvää teosta eri tekijöiltä keskenään.
Puugenerointi tuotti arvon S(T ) = 0.86. Tekijät muodostuivat tietyssä määrin
omiin ryppäisiinsä tai hajanaisiin ryväsosiin muutamia poikkeuksia lukuunotta-
matta. Huomioon pantavaa on, että menetelmä ryvästi lähekkäin samankaltaisia
osia eri sinfonioista enemmän kuin kokonaisia sinfonioita teoksineen, katso kuva
9.
Kokeiden nojalla voidaan päätellä menetelmän soveltuvan melko hyvin musii-
kin luokitteluun ryvästämällä. Menetelmää voidaan käyttää etsimään tähän asti
piilossa olleita musiikkiteosten samankaltaisuuksia läpi eri säveltäjien ja musiik-
kityylilajien, jolloin voidaan löytää joko plagiaatteja tai vain ihmetellä säveltäjien
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keskinäisiä vaikutuksia teoksien samankaltaisuuksien osalta. Lisäksi saattaa olla
mahdollista jaotella esimerkiksi musiikkiaikakausia tai muotivillityksiä. Menetel-
män tehokkuutta on vaikea tarkastella muuten kuin hyväksymällä tai torjumalla
generoitujen puuesitysten oikeellisuutta intuitiivisesti. Menetelmää on myös vai-
kea verrata muihin menetelmiin, mutta sen avulla saadaan jo nyt lupaavia tulok-
sia ja sitä voidaan edelleen jatkokehittää.
Suurimmat ongelmat ja haasteet liittyvät vertailtavien alkioidenmäärän kasvuun,
jolloin puurakenteen muodostaminen vaikeutuu. Tiivistäjän valinnalla voi myös
olla oletettua suurempi merkitys, koska toiset tiivistäjät antavat selvästi parem-
pia tuloksia kuin toiset. Lisäksi on huomioitavaa, että menetelmä toimii hyvin
vain suurille tiedostoille, sillä esimerkiksi alle sadan tavun bittijonoille merkit-
tävää tiivistystä ei juuri tapahdu. Epäselväksi jää, kuinka suuri vaikutus MIDI-
tiedostojen konvertoinnilla samaan esitysmuotoon on. Tekijät eivät esitä tulok-
sia, joissa verrattaisiin esiprosessoimattomia MIDI-tiedostoja esiprosessoituihin
MIDI-tiedostoihin, jolloin konvertoinnin merkitys jää epäselväksi, mutta oletet-
tavasti se lienee suuri.
5.4 Bioinformatiikka
Lajinkehitys (phylogeny) tutkii lajien kehitystä. Geenitutkimuksen avulla on sel-
vitetty eri lajien perimää ja geenejä, jotka muodostuvat DNA-sarjoista. DNA-
sarjojen kuvauksia on tallennettu eri geenipankkeihin. Joillekin alkukantaisille
lajeille on jo voitu selvittää niiden koko perimä, ja ihmislajin noin kolmen miljar-
din emäsparin perimää selvittelevät koko ajan tutkijat ympäri maailmaa.
DNA-sarjat koostuvat neljästä eri nuklidisesta emäsparista. Kukin sarjan alkio
voidaan koodata kahdella bitillä. Chen, Li ja Kwong esittävät DNA-sarjoille rää-
tälöidyn tiivistäjän GenCompress, jonka osoitetaan toimivan perinteisiä sekä ole-
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Kuva 10: Nisäkäslajien DNA-sarjojen vertailu evoluutiopuuna. Lähde: [LBK+01].
massa olevia DNA-sarjojen tiivistäjiä paremmin [CKL99].
Lajien kokonaisten DNA-sarjojen keskinäisiä NCD-etäisyyksiä voidaan vertail-
la ja muodostaa esimerkiksi evoluutiopuu. Käyttämällä GenCompress-tiivistäjää
etäisyyden laskemiseksi on saatu hyviä todellisuutta vastaavia tuloksia. Esimer-
kiksi kysymykseen siitä, mitkä kaksi istukkanisäkkäiden (placental mammal) kol-
mesta pääryhmästä ovat lähempänä toisiaan, saatiin aikaisempia tutkimuksia
tukevia tuloksia siitä, että kädelliset (Rodents) ja ferungulaatit (Ferungulates) ovat
enemmän sukua toisilleen kuin jyrsijöille (Primates) [LBK+01, s.152]. Kuvassa 10
on esitetty testin tulokset evoluutiopuuna, joka on generoitu puumuotoon NCD-
arvojen pohjalta jo aiemmin luvussa 5.2 mainitulla evoluutiopuiden generoin-
tiohjelmalla.
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Kuva 11: H5N1-lintuinfluenssavirus, S(T ) = 0.967. Lähde: [CiV06].
Menetelmällä pystytään luokittelemaan myös viruksia. Esimerkiksi SARS-viruk-
sen jaksottaista perimää verrattiin viidentoista potentiaalisesti samankaltaisen vi-
ruksen perimän kanssa. Puungenerointi tuotti arvon S(T ) = 0.988. Puun raken-
ne vastasi aikaisempia tutkimustuloksia [CiV05, s.1537]. Myös kanoista löyty-
neitä erityyppisiä H5N1-lintuinfluenssaviruksia luokiteltiin onnistuneesti niiden
maantieteellisen sijainnin mukaan [CiV06], katso kuva 11.
5.5 Matojen ja verkkoliikenteen analysointi
Internetin välityksellä leviää haitallisiamatoja (worms), jotka pyrkivät asentumaan
isäntäkoneeseen käyttäjän sitä huomaamatta esimerkiksi sähköpostin välityksel-
lä tai Internetistä ladattavien tiedostojen kautta. Tämän jälkeen madot pyrkivät
eri keinoin leviämään eteenpäin verkon yli käyttäen saastunutta isäntäkonetta
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hyväkseen. Madot voidaan luokitella eri perheisiin, koska monesti niistä toteute-
taan uusi versio heti, kun vanha versio on tunnistettu. Haittaohjelmien leviämistä
voidaan ennakoida myös havaitsemalla verkkoliikenteessä poikkeamia normaa-
liin liikenteeseen verrattuna. Voidaankin olettaa matoperheiden tai samojen ver-
kossa leviävien haittaohjelmien sisältävän paljon samankaltaisuutta.
Wehner on tutkinut matojen sekä haitallisen verkkoliikenteen tunnistusta sekä
luokittelua perustuen NCD-etäisyyteen [Weh07]. Vertailtaessa matoja testattiin
niitä yli 780 erilaista, joista noin 290 oli saatavilla useampana versiona. Matotes-
tit sisälsivät muun muassa IRC-matoja, vb-matoja (vb worms), Linux-matoja se-
käWindows-matoja ja ne jaoteltiin luokittelu- sekä luokkavertailutesteihin, joissa
matoja sisältäviä tiedostoja vertailtiin vaiheittain eri osissa. NCD-etäisyydet las-
kettiin bzip2-tiivistäjää käyttäen.
Luokittelutesti ryvästi erityyppiset madot CompLearn-työkalun avulla puura-
kenteisiin. Ensin vertailtiin kaikkia edellämainittuja matotyyppejä keskenään. Se
onnistui hyvin. Ensinnäkin tekstipohjaiset madot ryvästyivät erilleen verrattuna
binäärikoodattuihin matoihin. Niiden välillä oli odotustenmukaisesti selvä jako
muutamia poikkeuksia lukuunottamatta. Myös eri matoperheet ryvästyivät mel-
ko hyvin. Huomiollepantavaa oli muutamien binäärikoodattujen matojen ryväs-
tyminen tekstipohjaisten matojen sekaan. Selitys löytyi, kun niiden havaittiin ole-
van ominaisuuksiltaan samankaltaisia. Ne olivat esimerkiksi joko komentorivi-
scriptejä ja näin ollen hyvin samankaltaisia scripti-pohjaisten IRC-matojen kanssa
tai ne oli esimerkiksi koodattu MIME-muodossa. Lisäksi binäärikoodatut Linux-
madot luokittuivat muiden järjestelmien vastaavia paremmin yhteen.
Lähdeaineistoa supistettiin, jolloin testattiin erikseen binäärikoodattujaWindows-
matoja sekäUPX-muotoisia (Ultimate Packer for Executables) binäärikoodattujaWin-
dows-matoja, joissa suoriutuva koodi on jo tiivistetty tietyn tiivistysalgoritmin
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Kuva 12: Madot a) UPX-tiivistettynä ja b) UPX-purettuna. Lähde: [Weh07].
nojalla. Sen bittiesitys voi olla valmiiksi hyvin minimaalinen, jolloin madon bi-
näärikoodi voi olla vaikeasti havaittavissa. UPX-koodia ei voida purkaa binääri-
koodiin riskittä, koska madon koodi voi silti käynnistyä. Tämän vuoksi testattiin
myös salattuja UPX-tiedostoja.
Tavalliset binäärikoodatut Windows-madot luokittuivat hyvin. Voidaankin olet-
taa menetelmän löytävän paljon samankaltaisuutta, jota olisi manuaalisesti vai-
kea havaita. Lisäksi vertailtavat UPX-koodatut madot luokittuvat kohtuullisen
hyvin siitä huolimatta, että UPX-algoritmi tiivistää tietoa jo etukäteen, katso ku-
va 12. Tästä voidaan ainakin päätellä se, että käytetty bzip2-tiivistäjä toimii pal-
jon paremmin kuin UPX:n käyttämä tiivistysalgoritmi, koska tiivistyksen tiivis-
tys pystyi vielä löytämään samankaltaisuutta. Myös salatut UPX-binäärikoodit
ryvästyivät salaamattomien vastaavien sekaan. Menetelmän avulla on siis mah-
dollista saada myös UPX-binäärikoodeille merkittäviä ennakkotuloksia, joiden
avulla voidaan löytää epäilyttäviä tiedostoja.
Matojen luokkavertailutestissä pyrittiin löytämään tuntemattomalle madolle oi-
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kea matoperhe. Madon NCD-etäisyyttä verrattiin kaikkiin muihin matoihin ja se
lisättiin parhaan tuloksen saavutetun madon kanssa samaan joukkoon, kuitenkin
niin että etäisyyden piti olla alle 0, 65, joka oli testaajien asettama ja havaintoihin
perustuva raja samankaltaisuudelle. Muulloin mato luokiteltiin tuntemattomien
joukkoon.
Ensin luokiteltiin 719 matoa, joista 284 kuului laajempaan matoperheeseen sisäl-
täen enemmän kuin yhden madon. Virheitä saavutettiin 39. Luku voi tuntua suu-
relta, mutta kun otetaan huomioon vertailtavien matotyyppien laaja joukko, tu-
los on jo hyvä. Kun testi rajattiin kattamaan vain I-mato-tyyppisiä (I-Worm) mato-
ja, tulokset paranivat: virheitä saatiin vain 14, kun testattiin 454matoa, joista 184
kuului johonkin matoperheeseen, katso taulukko 2.
Luokitus 454 matoa (184 kuuluu luokkaan) NCD-keskiarvo
Oikeellinen 106 0.68
Virheellinen 13 0.43
ei luokkaa 335 0.84
Taulukko 2: Matojen luokittelu.
Verkkoliikenteen poikkeamia pyrkii tunnistamaan IDS-ohjelmat (intrusion detec-
tion systems) osana niiden toimintaa. IDS-ohjelmien yleisin menetelmä poikkea-
mien tunnistukseen perustuu etumerkinnän tunnistukseen (signature matching), jos-
sa muodostetaan etumerkinnät havaituille hyökkäysmalleille, joita suodatetaan
jatkuvasti verkkoliikenteestä. Menetelmän ongelmina ovat vaikeus tunnistaa etu-
käteen tunnistamaton haittatieto, etumerkinnän luominen sekä tunnistuksen ka-
pasiteettivaatimukset suuren liikenteen tarkkailussa. Lisäksi tunnistaminen ei e-
nää onnistu, jos verkkomato muuttuu hieman.
Normalisoituun kompressioetäisyyteen perustuva menetelmä yrittää ratkaista e-
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dellä mainitut ongelmat. Se laskee eri protokollille keskimääräisen tiivistysker-
toimen. Esimerkiksi istunnon S kuorma (payload) tiivistetään, jolloin saadaan
istunnon pituus Stiiv, joka antaa arvion istunnon S kompleksisuudelle. Nyt voi-
daan laskea tiivistyskerroin R kaavallaR = l(Stiiv)
l(S)
: jos verkkoliikenteessä mitatta-
va tiivistyskerroin poikkeaa keskimääräisestä, voidaan olettaa poikkeuksen saa-
puneen.
Tekstipohjaiset istunnot tiivistyvät hyvin, kun taas suojatut istunnot, kuten SSH
tai IMAP, tiivistyvät huonosti. Testeissä havaittiin, että menetelmä toimii tiivis-
tyville istunnoille hyvin, mutta tiedonsiirtoon tai jo valmiiksi kryptattua dataa
sisältäville istunnoille huonosti. Verkkoliikenne on hyvin palvelinriippuvaista ja
näin ollen kunkin verkkopalvelimen yli pitäisi laskea oma tiivistyskerroin eri-
tyyppisille istunnoille. Lisäksi testit osoittivat, että menetelmällä voidaan tunnis-
taa kokonaan uusia hyökkäysmalleja sekä erotella samankaltaisia, toisistaan vain
hieman poikkeavia hyökkäysmalleja: pienet NCD-arvon heittelyt antoivat aihet-
ta epäilykseen, joka osoittautui oikeaksi.
Tiivistys on kallis operaatio, mutta niin on hahmontunnistuskin. Tiivistykseen
perustuva menetelmä on vielä kehityksensä alkuvaiheissa, mutta edellä oleva
osoittaa, että IDS-ohjelmien suorituskykyä voidaan vähintäänkin parantaa, ellei
kokonaan korvata niillä. Tehokas tiivistäjä voisi ainakin teoriassa suoritua ylivoi-
maisesti verrattuna raskaaseen tunnistuslistaan perustuvaan menetelmään ja se
voi tunnistaa uudet hyökkäykset suoraan, vaikka hyökkääjä voisi ainakin teorias-
sa tietoisesti pyrkiä muuttamaan aiheuttamansa liikenteen kompleksisuutta vai-
keasti tunnistettavaksi. Lisäksi tiivistäjää voisi kehittää tehokkaasti häviölliseen




Plagioitu ohjelma (Plagiarized program) on ohjelma, joka on muodostettu jo ole-
massa olevan ohjelmakoodin avulla suorittamalla triviaaleja tekstinmuokkaus-
toimia ymmärtämättä yksityiskohtaisesti, mitä itse ohjelmakoodi tekee. Ohjel-
makoodien plagiointi on yleinen ongelma koulujen ohjelmointiharjoitustöiden
yhteydessä. Niiden tunnistamiseen on kehitetty ohjelmallisia menetelmiä, jotka
voidaan jaotella karkeasti kahteen kategoriaan, atribuutteja laskeviin menetelmiin
(attribute-counting systems) sekä rakennetta mittaaviin menetelmiin (structure metric
systems). Ensinmainitut laskevat määrän erityisille laskutoimituksille ja muuttu-
jille sekä niiden kokonaismäärille koodissa. Näiden tilastojen avulla kukin ohjel-
ma profiloidaan.
Jälkimmäiset menetelmät osaavat pilkkoa lähdekoodin useaan pienempään ver-
tailtavaan osaan. Ne toimivat yleensä kahdessa vaiheessa. Ensin leksikaalinen
analysoija konvertoi lähdekoodin valtuutettuihin sarjoihin (token sequences). Val-
tuutetulla sarjalla viitataan ohjelmointikielen perusyksiköihin, kuten avainsanoi-
hin ”if”, ”then”, ”else” ja ”while” sekä muuttujatyyppeihin, aritmeettisiin ope-
raatiohin ja kaarisulkeisiin. Toisessa vaiheessa vertaillaan saatuja valtuutettuja
sarjoja jonkin menetelmän avulla. Yleensä menetelmän ydinongelma on mitata
samankaltaisuutta kahden sarjan välillä. Suosittuja rakennetta mittaavia mene-
telmiä ovat muun muassaMOSS, JPlag, SIM, YAP ja Plague. Ne suoriutuvat käy-
tännössä atribuutteja laskevia menetelmiä paremmin todistetusti, mutta on syy-
tä huomioida, että hyvin määriteltyä, mutta luonteeltaan ei-universaalia, mittaa
voidaan aina huijata.
Chen, Francia ja Li kehittivät ohjelmakoodien plagioinnin tunnistukseen perustu-
van SID-menetelmän (Software Integrity Diagnosis System), jonka tuloksia he verta-
sivat jo olemassa oleviin tunnistusmenetelmiin hyvin tuloksin [Che04]. Menetel-
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män ydin on normalisoituun informaatioetäisyyteen perustuva approksimaatio,
jossa lähdekoodin tiivistämiseen käytetään TokenCompress-algoritmin räätälöityä
tiivistysmenetelmää. Sen on osoitettu toimivan normaaleja tiivistysohjelmia pa-
remmin lähdekoodien osalta.
SID toimii kahdessa osassa rakenteellisten mitattavien menetelmien tapaan. En-
sin lähdekoodit parsitaan siten, että ne muodostavat valtuutettuja jaksoja stan-
dardin leksikaalisen analyyserin nojalla. Sitten lasketaan vertailtavien joukosta
kullekin kahden koodin muodostamalle parille etäisyys soveltamalla normali-
soidun informaatioetäisyyden approksimointia [Che04, s.1547]
d(x, y) = 1− Comp(x)− Comp(x|y)
Comp(xy)
,
jossaComp(x) approksimoidaan TokenCompress-algoritmilla. Lopuksi kaikki pa-
rit rankataan samankaltaisuuden mukaan.
Menetelmää testattiin opiskelijoiden ohjelmointiharjoitustöiden kesken muuta-
missa eri tapauksissa ja tuloksia verrattiin jonkin toisen edellämainitun menetel-
män tuloksien kanssa. Kaikissa testeissä SIDmenestyi yhtä hyvin kuin verrattava
menetelmä, eli ne löysivät yhtä paljon epäilyä herättäviä ohjelmakoodeja. Tosin
missään testissä SID ei onnistunut löytämään verrattavaa menetelmää enemmän
ohjelmapareja eikä näin ollen saavuttanut parempia tuloksia.
Lisäksi menetelmää testattiin keinotekoisissa tilanteissa, joissa pyrittiin korosta-
maan plagioinnille tyypillisiä lähdekoodin muokkaustapoja. Lähdekoodi annet-
tiin syötteenä ohjelmalle, joka muutti kaikkien muuttujien ja funktioiden nimet,
poisti kommentit, käänsi toisiaan lähelläolevien lausekkeiden järjestyksen aina,
kun se oli mahdollista, sekä vaihtoi funktioiden keskinäistä järjestystä.
Muodostettua ohjelmaa verrattiin alkuperäiseen ja saatiin samankaltaisuustulok-
seksi R kaavan R(x, y) = 1 − d(x, y) mukaan R(x, y) ≈ R(y, x) ≈ 0.4. Nyt voi-
daan laskea samanpituisten vertailtavien lähdekoodien prosentuaalinen saman-
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Kuva 13: Menetelmien vertailu: irrelevanttien lauseiden lisäys. Lähde: [Che04].
kaltaisuus p kaavasta R(x, y) = p
2−p
, josta voidaan laskea p:lle arvo 57.14, kun
R(x, y) = 0.4. Prosentuaalinen samankaltaisuus on suuri, joten on syytä epäillä
mahdollista plagiointia.
Vertailtaessa menetelmiä irrelevanttien lauseiden lisäyksessä lähdekoodiin ha-
vaittiin, että SID toimi muita menetelmiä paremmin määrän kasvaessa lisätyille
riveille. Testissä lisättiin kahteen eripituiseen Java-pohjaiseen lähdekoodiin käs-
kylauseita System.out.println(”debug”), jolloin lyhyemmässä noin sadan
rivin koodissa (A) muiden menetelmien samankaltaisuus alitti 50 prosenttia noin
kahdenkymmenen rivin lisäyksellä. Toisessa noin tuhannen rivin lähdekoodissa
(B) sama alitus tapahtui noin 250:n lisäyksen kohdalla. SID:n samankaltaisuus ei
laskenut alle 50 prosentin lainkaan kuudensadan lisäyksen otoksessa, kun taas
muut laskivat heikoimmillaan alle 10 prosenttiin, katso kuva 13.
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5.7 Web-etäisyyden soveltaminen
Normalisoitua Web-etäisyyttä on sovellettu vielä melko vähän verrattuna NCD-
etäisyyteen. Toisaalta sen sovellusalue on suppeampi. Cilibrasi ja Vitányi tutkivat
menetelmää muutamin kokein ja esittivät sille käyttökelpoisia sovelluskohteita
[CiV07]. NWD-etäisyyttä hyväksikäyttäen onnistuttiin esimerkiksi kääntämään
sanoja englannin ja espanjan kielien välillä oikeellisesti.
Sanojen merkityksen etsintä Internetistä NWD-etäisyyden avulla Google-haku-
konetta käyttäen tuotti onnistuneita testituloksia. Hakusanoina vertailtiin eri nu-
meroita ja värejä, sekä lisäksi mukana oli muutamia tavallisia sanoja. Saavutetut
tulokset esitettiin kvartettimenetelmän generoimassa puumuodossa. Testi onnis-
tui hyvin, sillä numerot ryvästyivät toiselle ja värit toiselle puolelle puuta. Lisäksi
laajemmanmerkityksen omaavat sanat kuten yksi, kaksi, musta ja valkoinen sekä
ylimääräiset sanat ryvästyivät keskemmälle puurakennetta.
Tulokset olivat onnistuineita myös vertailtaessa kolmen eri englantilaisen nove-
listin sekä kolmen eri maalarin teoksien nimiä hakusanoina. Esimerkiksi vertai-
lussa käytettiin Rembrandt van Rijninmaalauksien nimiäHendrickje slapend, Port-
rait of Maria Trip, Portrait of Johannes Wtenbogaert, The Stone Bridge sekä The Prop-
hetess Anna, Jan Steenin teoksia Leiden Baker Arend Oostwaert, Keyzerswaert, Two
Men Playing Backgammon, Woman at her Toilet, Prince’s Day sekä The Merry Family
ja Ferdinand Bolin teoksia Maria Rey, Consul Titus Manlius Torquatus, Swartenhout
sekä Venus and Adonis, jolloin saatiin kuvan 14 puurakenne. Luokittelu onnistui
erinomaisesti, kuten puurakenteesta voimme havaita.
Tekijät sovelsivat NWD-etäisyyttä myös sanojen semantiikan oppimisessa tuki-
vektorikoneen (SVM, support vector machice) avulla. Menetelmässä koostetaan ih-
misasiantuntijan toimesta opetusdata, joka koostuu vähintäänkin kahdestakym-
menestä positiiviseen sekä negatiiviseen luokkaan kuuluvasta opetussanasta se-
51
Kuva 14: Maalaukset, S(T ) = 0.94. Lähde: [CiV07].
kä lisäksi ankkurisanoista, joita tässä tapauksessa valittiin kuusi, joista puolet liit-
tyvät jotenkin opetussanoihin. Ankkurisanoja käytetään muodostamaan kuusiu-
lotteiset opetusvektorit, joissa kunkin vektorin alkio saa arvonsa ankkurisanan ja
opetussanan muodostamasta NWD-etäisyydestä. Tämän jälkeen tukivektoriko-
netta opetetaan opetusvektoreiden avulla oppimaan alkuperäinen jaottelu. Op-
pimistuloksen onnistuminen riippuu siitä kuinka hyvin luokittelu onnistuu. Tes-
tiaineistona käytetty alkulukujen luokittelu onnistui 95 prosentin varmuudella ja
hätätilanteiden luokittelu 75 prosentin varmuudella. Tuloksia voidaan pitää lu-
paavina.
Tukivektorikoneisiin perustuvaa lähestymistapaa verrattiin myös WordNet-pro-
jektin tuloksiin. Projektissa asiantuntijat ovat määritelleet englannin kielen sano-
jen semanttisia ominaisuuksia ennaltamäärättyjen sääntöjen nojalla, siten että ne
ovat jaoteltavissa eri luokkiin. Tiedot on kerätty laajaan tietokantaan, joka on jul-
kisesti käytettävissä. Menetelmän avulla onnistuttiin luokittelemaan sanajoukko-
ja hyvin suhteessa WordNetin semanttisiin luokkiin – keskimäärin yli 87 prosen-
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tin tarkkuudella. Lupaavien tuloksien nojalla menetelmää suositellaan käytettä-
vän tekoälyn tutkimuksessa laajemmin, esimerkiksi Cyc-projektissa, jossa ihmis-
läheistä järkeä pyritään jäljittelemään viitaten laajaan asiantuntijatietoon perus-
tuvaan tietokantaan, joka puolestaan perustuu ensimmäisen kertaluokan predi-
kaattilogiikan sääntöjä noudattavaan formaaliin Cycl-kieleen.
6 Stemmatologia: empiirinenkoeHeinrichi-aineistolla
Luvussa esitellään stemmatologia ja suoritetaan normalisoituun kompressioetäi-
syyteen perustuvalla CompLearn-ohjelmalla käytännön kokeita todellisuutta jäl-
jittelevällä Heinrichi-aineistolla.
6.1 Stemmatologia ja Heinrichi-aineisto
Stemmatologia tutkii annetun tekstijoukon keskinäisiä suhteita pyrkienmuodosta-
maan niistä puurakenteen, jonka juurisolmuna toimii alkuperäinen teksti, ja jon-
ka kaaret juuresta eteenpäin solmuihin kuvaavat alkuperäistekstin historiallista
kehitystä plagioinnin kautta. Esimerkiksi ennen painokoneiden ja sähköisen tie-
don kehitystä kirjallisia tekstejä kopioitiin käsin, jolloin oli erittäin tyypillistä, et-
tä jäljennös poikkesi alkuperäisestä joko kääntäjän kirjoitus- tai ymmärrysvirhei-
den takia tai jopa harkitun päätöksen johdosta. Tietokoneohjattu stemmatologia
perustuu menetelmiin, jotka pyrkivät ennustamaan alkuperäisen puurakenteen
annetusta tekstijoukosta.
Heinrichi-aineisto 2 on keinotekoisesti luotu tekstien joukko, jonka muodostami-
sessa pyrittiin jäljittelemään keskiajalle tyypillisiä tekstien plagioinnissa tapahtu-
via toimenpiteitä aina alkuperäistekstistä senmonimuotoisiin jälkeläisiin asti. Al-
2http://www.cs.helsinki.fi/u/ttonteri/casc/stemma.html
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kuperäisteksti perustuu 1700-luvulla kirjoitettuun kansantaruun Piispa Henrikin
surmavirsi, joka julkaistiin vuonna 1912. Valittu teksti on kirjoitettu nykykielestä
hieman poikkeavalla vanhalla suomen kielellä syystä, sillä myös keskiajan kään-
täjät joutuivat kohtaamaan eri kansanmurteita, eikä oikeinkirjoitusta oltu tarkoin
määritelty.
Tekstejä plagioi seitsemäntoista hengen joukko vapaaehtoisia suomalaisia ylio-
pisto-opiskelijoita, joiden äidinkieli oli pääasiassa suomi. Lisäksi osaa teksteistä
muokattiin jälkikäteen poistamalla niistä osia. Tällä pyrittiin jäljittelemään mah-
dollista tekstiosien katoamista tai tuhoutumista. Samoin muutamia tekstejä yh-
disteltiin keskenään. Lopulliseen joukkoon valittiin 37 eri tekstiä, jotka olivat pi-
tuudeltaan keskimäärin 1200 sanaa. Tekstien oikeellinen sukupuu on esitetty ku-
vassa 15, jossa katkoviivalla merkitty kaari esittää tilannetta, jossa tekstejä on yh-
distelty. Lisäksi tekstien suvut on eroteltu väreillä vihreä, sininen ja punainen.
Taulukossa 3 on esitetty tekstitiedostojen alkuperäiset sekä Gzip-ohjelmalla tii-
vistetyt tavukoot. Sama tieto on esitetty graafina kuvassa 16. Gzip-ohjelman sekä
zlib-tiivistäjän tiivistystapa perustuu DEFLATE-algoritmiin. Tekstin koko on sitä
pienempi mitä enemmän tekstistä puuttuu sanoja.
Heinrichi-aineisto luotiin alunperin tietokoneohjattujen stemmatologiaan perus-
tuvien ohjelmien vertailuun, jossa eri menetelmiä testattiin ja pisteytettiin suh-
teessa oikeelliseen sukupuuhun. Pisteytys perustuu puurakenteen solmujen si-
jaintiin suhteessa oikeelliseen puuhun [RoH09, s.4]. Sitä varten on tekijöiden toi-
mesta luotu erillinen Rankdistance-ohjelma, joka vertaa ja pisteyttää muodostetun
puun suhteessa oikeaan puuhun prosenttiasteikolla kuitenkin siten, että satun-
naispuu antaa tulokseksi jo lähemmäs 50 prosenttia. Ohjelma annettiin kirjoitta-

























Kuva 15: Heinrichi-aineiston oikeellinen puurakenne. Lähde: [RoH09].
6.2 Kokeiden esittelyt, tavoitteet ja olosuhteet
Tekstin tiivistykseen perustuvan lähestymistavan pitäisi soveltua hyvin tietoko-
neohjatun stemmatologisen analyysin pohjaksi, sillä kahden toisistaan vain vä-
hän poikkeavan tekstin keskinäinen kompressioetäisyys on oletettavasti pienem-
pi kuin toisistaan paljon poikkeavien tekstien etäisyys ja ne ovat todennäköisesti
lähempänä toisiaan puurakenteessa kuin suuren kompressioetäisyyden omaavat
tekstiparit.
Kokeiden tarkoitus on testata normalisoitua kompressioetäisyyttä käytännössä
CompLearn-ohjelmalla ja analysoida sen suoriutumista Heinrichi-aineistolla. Li-
sämotivaationa on etsiä syitä, miksi alkuperäisissä testeissä CompLearn suoriu-
tui perusasetuksilla hyvin heikosti suhteessa muihinmenetelmiin ja saavutti vain
runsaan 50 prosentin pisteytyksen Rankdistance-ohjelmalla, kun parhaat ohjel-
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Kuva 16: Tekstien koot ja kompleksisuudet pylväsdiagrammina.
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Teksti koko gzip Teksti koko gzip Teksti koko gzip
O 8135 3658 N 8052 3645 Z 8071 3648
Ba 8082 3694 X 7918 3569 Ad 8018 3627
P 8078 3687 H 7877 3631 Ab 7999 3584
Ae 7998 3618 F 7873 3610 G 7945 3581
S 7987 3644 Bd 7870 3634 Ac 7858 3513
T 7920 3682 E 7745 3622 Ce 7725 3389
W 7910 3576 Bb 7665 3549 Cb 6983 3240
J 6705 3274 Cd 7577 3423 K 6813 3007
I 6504 3156 C 5442 2644 B 6788 3027
V 4752 2280 Be 5068 2424 L 6704 3003





Taulukko 3: Heinrichi-aineston tekstien koot ja kompleksisuudet tavuina.
mat pääsivät 75 prosentin läheisyyteen [RoH09, s.7].
Kokeita suoritetaan yhteensä viisi. Ensimmäinen koe vertailee CompLearn-oh-
jelman toimintaa eri tiivistäjillä. Toisessa kokeessa Heinrichi-aineiston tekstien
määrää supistetaan satunnaisesti. Kolmannessa kokeessa tehdään myös supis-
tus, mutta nyt harkitusti. Toisen ja kolmannen kokeen tarkoitus on vertailla teks-
tien määrän ja laadun vaikutusta tuloksiin. Neljäs koe analysoi tekstien ryvästy-
mistä niistä puuttuvien sanojen määrän ja sijaintien näkökulmasta. Viidennessä
kokeessa tekstien puuttuvat sanat satunnaistäydennetään, jolloin tuloksien ole-
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tetaan paranevan.
Kokeet suoritettiin Windows XP -alustalla CompLearn-ohjelman versioilla 0.9.7
ja 1.08. CompLearn-version 1.08 ncd-komennon Windows-käännöksessä oli on-
gelmana saada käyttöön eri tiivistäjiä, joten etäisyysmatriisin muodostus suori-
tettiin ncd-komennon versiolla 0.9.7, jossa toimi kolme eri sisäänrakennettua tii-
vistäjää (zlib, bzip2 ja blocksort), joiden avulla testiajot suoritettiin.
Puun muodostus maketree-komennolla onnistui kummallakin versiolla, mutta
se suoriutui uudemmalla versiolla vanhempaa paljon nopeammin. Tämän vuok-
si puurakenne muodostettiin uudemman version 1.08 maketree-komennolla.
Ilmeisesti siinä on toteutettu aikaisemmin esitetty algoritmin mahdollinen no-
peutus, katso sivu 25, vaikkei asiasta löytynyt suoraa mainintaa ohjelman www-
sivuilta.
Laitekokoonpanosta mainittakoon Intel Core2Duo E6750 2,66Ghz -prosessori sekä
kahden gigatavun keskusmuisti, vaikkakaan testien aikavaativuus ei ollut kysei-
sellä Heinrichi-aineistolla ratkaisevassa osassa. Yksittäiset tapahtumat etäisyys-
matriisin ja puun muodostamisessa eivät kestäneet milloinkaan kymmentä se-
kuntia kauempaa, vaan ne olivat yleensä valmiit muutamassa sekunnissa. Puu-
rakenteiden visualisoimiseen käytettiin ilmaisohjelmaa GraphViz, joka osaa lu-
kea dot-muotoisia tiedostoja, joita maketree-komento tuottaa. Tiedoston esitys-
tapaa saatettiin muokata dot-kielen sääntöjen puitteissa lisäämällä muunmuassa
värejä ja karsimalla puurakennetta luettavammaksi.
6.3 Koe 1: Heinrichi-aineiston vertailu eri tiivistäjillä
Etäisyysmatriisin muodostavan ncd-komennon oikeellisen toiminnan testaami-
seksi se suoritettiin viidesti kolmelle eri tiivistäjälle (zlib, bzip2, blocksort). Tulok-
sena saadut matriisit olivat aina samanlaisia kullekin tiivistäjälle, joten ne täsmä-
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sivät niin kuin pitikin.
Puun muodostavan maketree-komennon testaukseen ajettiin täysi Heinrichi-
aineisto läpi viisikymmentä kertaa kolmelle yllämainitulle tiivistäjälle. Tulokse-
na saatiin paras S(T )-arvo generoidulle puulle selvästi useimmiten. Muutamia
kertoja jäätiin hivenen parhaasta tuloksesta, katso taulukko 4. Saman S(T )-arvon
saavuttaneet puurakenteet vastasivat täysin toisiaan.
zlib (yht.50) bzip2 (yht.50) blocksort (yht.50)
S(T)=0.967953 47 S(T)=0.970975 48 S(T)=0.970713 42
S(T)=0.967949 1 S(T)=0.970927 1 S(T)=0.970377 8
S(T)=0.967940 1 S(T)=0.970888 1
S(T)=0.967929 1
Taulukko 4: Maketree-komennon vertailu eri tiivistäjillä.
Puurakenteet ovat silmämääräisesti melko samanlaisia pieniä poikkeuksia lu-
kuun ottamatta. Esimerkiksi blocksort-tiivistäjän nojalla generoiduissa puissa on
vain yksi eroavuus. Paremmassa puussa solmut C ja E on ryvästetty saman sol-
mun alle, kun toisessa ne ovat erikseen, tosin erittäin lähellä toisiaan. Kuvassa
17 on esitetty puurakenne parhaimmalle blocksort-tiivistäjän tuottamalle S(T )-
arvolle. Huomaamme vain vähän eroja, kun vertaamme sitä kuvan 18 bzip2-tii-
vistäjän muodostamasta etäisyysmatriisista generoituun puurakenteeseen. Vain
solmujen T ja E sijainneissa on hieman eroavaisuuksia sekä solmut A ja B sijait-
sevat lähekkäin siten, että ne ovat toisessa puussa saman solmun alla, kun taas
toisessa puussa vierekkäisten solmujen alla. Sama trendi pätee kaikille samal-
la aineistolla eri tiivistäjien avulla muodostetuille puurakenteille. Niissä on vain
pienenpieniä eroja.









































































Kuva 18: 1. Bzip2-puu, S(T)=0.970975.
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ce-ohjelmalla. Tulokset ovat taulukossa 5. Havaitsemme ettei puun S(T )-arvon
paremmuus käy yksi yhteen Rankdistance-arvon kanssa, sillä hieman pienem-
pi S(T )-arvo voi generoida paremman Rankdistance-tuloksen, kuten esimer-
kiksi zlib-tiivistäjän toiseksi ja neljänneksi parhaiden puiden tulokset osoittavat,
vaikkakin erot ovat hyvin minimaaliset.
tiivistäjä S(T) Rankdistance-arvo (%)
1. zlib 0.967953 53.179
2. zlib 0.967949 53.273
3. zlib 0.967940 53.054
4. zlib 0.967929 53.438
1. bzip2 0.970975 50.952
2. bzip2 0.970927 51.107
3. bzip2 0.970888 50.367
1. blocksort 0.970713 51.993
2. blocksort 0.970377 51.624
Taulukko 5: Heinrichi-aineiston vertailu eri tiivistäjillä.
6.4 Koe 2: Heinrichi-aineiston satunnaissupistaminen
Kuvista 17 ja 18 voimme havaita, että CompLearnin ryvästystuloksissa on huo-
nosta vertailumenestyksestä huolimatta myös paljon hyvää. Osajoukot ryväs-
tyvät lähelle toisiaan, vaikkakin ne ovat suhteessa toisiinsa melko sekaisin ja
joukosta löytyy liikaa yksittäisiä huonosti ryvästyviä solmuja. Testataan Rank-
distance-arvon käyttäytymistä, kun Heinrichi-ainestoa supistetaan. Valitaan
satunnaisesti poistettavia tekstijoukkoja neljän välein ja suoritetaan CompLearn-
ohjelma eri tiivistäjillä, jonka jälkeen suoritetaan Rankdistance-ohjelma. Tulok-
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set on kerätty tauluun 6.
alk.määrä poistetut solmut zlib bzip2 blocksort
37 Heinrichi 53.179 50.952 51.993
33 E,J,K,X 53.180 51.020 51.983
29 Ae,B,C,Cf,G,N,P,Z 52.513 49.530 50.949
25 Osajoukko 1 49.696 49.188 49.145
21 Osajoukko 2 52.657 53.609 52.657
17 Osajoukko 3 56.740 56.740 56.740





Taulukko 6: Heinrichi-aineiston satunnaissupistus.
Havaitsemme vastoin ennakko-odotuksia, että Rankdistance-arvo ei parane
toivotusti solmujen määrän vähentyessä. Pientä nousua tapahtuu vasta alle kah-
denkymmenen solmun joukoilla ja nekään eivät juuri ylitä kuuttakymmentä pro-
settia. Kuvassa 19 esitetään esimerkkinä puu 17 tekstin joukolle. Voimme havaita
edelleen samoja ongelmia kuin aikaisemmin. Ryvästys löytää edelleen lähekkäin
olevia pareja, mutta niiden keskinäiset suhteet eivät vastaa oikeaa puurakennetta
ja joukossa on edelleen yksittäisiä huonosti ryvästyviä solmuja.
6.5 Koe 3: Heinrichi-aineiston harkittu supistaminen
Verrataan esimerkiksi kuvan 17 täydestä Heinrichi-aineistosta generoitua puu-



















Kuva 19: Puu 17:lle satunnaisvalitun tekstin joukolle, S(T)=0.957270.
teet ovat ryvästyneet vierekkäin tai lähelle toisiaan, kuten esimerkiksi kaksikot
Bd−Bb, Cc−Ce,H−X ja C−E tai kolmikot Da−J−I jaO−P −Ba tai nelikot
T −W −Ae−S ja Ad−Z −Ab−G tai viisikko A−B−L−K −M . Ongelma on
siinä, etteivät ne ryppäinä sijoitu oikeellisesti keskenään, kuten esimerkiksi puun
molemmilla laidoilla olevat kolmikkoDa− I−J ja nelikko T −W −Ae−S, jotka
ovat oikeellisessa rakenteessa saman vasemmanpuoleisen ylähaaran alla. Sellais-
ten tekstien luulisi olevan lähempänä toisiaan. Toisaalta kolmikosta Da − I − J
tiedetään, että tekstit oli käännetty kokonaan latinaksi [RoH09, s.9], mikä selittää
niiden oudon sijainnin. Kokonaan eri kielellä kirjoitettu teksti on varmasti melko
erilainen kuin toisella kielellä kirjoitettu. Silti ne ryvästyivät yhteen, vaikka teksti-
tiedoston Da koko näyttää olevan ainakin viisi kertaa pienempi kahteen muuhun
verrattuna.
Muutamat yksittäiset solmut, kuten F , N , Cb tai Cd, ryvästyivät CompLearnin
tuottamassa puussa kauas niitä oikeellisessa puussa lähellä olevista solmuista.
Tiedostojen koosta voimme huomata, että näistä ainakin tekstillä Cb on pienem-
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pi koko kuin sen välittömässä läheisyydessä sijaitsevilla teksteillä Z ja Ad. Teksti
F on puolestaan puolta suurempi kuin sen lähellä oleva teksti Ca. Sama pätee
tekstille Cd. Toisaalta on vaikea selittää, miksi Cd ryvästyy lähelle toisen suku-
haaran tekstejä Cc ja Ce, koska niiden koot vaihtelevat. Tekstin N koosta päätel-
len siitä ei näyttäisi puuttuvan juurikaan sanoja ja se ryvästyy lähelle kolmikkoa
O − P −Ba, joiden koot ovat lähes yhtä suuria. Sillä on selvästi suurin koko ver-
rattuna oikeellisen puun keskihaaran muihin teksteihin. Tosin se voisi yhtä hy-
vin ryvästyä kokonsa puolesta lähelle pariaH−X . Toisaalta se on jo oikeellisessa
puurakenteessa yksinään muista hieman erillään, jolloin tekstisisältö voi poiketa
muista jo entuudestaan.
Lisäksi on mielenkiintoista, että V ja Ca sekä Be ryvästyvät vierekkäin. Oikeelli-
sesta puusta näemme, että niiden välillä on samoja osia, vaikka ne kuuluvatkin
eri tekstisukuihin. Lisäksi niiden koon perusteella niistä puuttuu paljon sanoja.
Esimerkiksi kolmikon O − P − Ba, jonka läheisyyteen tekstin V pitäisi kuulua
oikeellisen puun mukaan, tekstit ovat kooltaan puolet suurempia. Samoin teks-
tit Cf ja R ovat huomattavasti pienempiä kooltaan suhteessa niiden oikeellisen
puun suvun muihin teksteihin, ja ne ryvästyvätkin etäälle niistä. Näyttää siis sil-
tä, että tekstien osien runsas puuttuminen vaikuttaa selvästi lopputulokseen.
Laajennetaan koetta siten, että poistetaan alkuperäisainestosta lyhyitä sekä sil-
mämääräisesti huonosti ryvästyviä alkioita kaksi tai kolme kerrallaan. Heinrichi-
aineistoa kuvaavista puista nähdään, että huonosti ryvästyviä tekstejä ovat aina-
kin Cb, Cd, Cf , F , N ja R. Aiemmasta tekstien kokotaulukosta 3 nähdään poik-
keuksellisen lyhyitä tekstejä olevan edellä mainituista Cf ja R sekä lisäksi V , Ca,
C ja Be. Lisäksi kolmikon Da − I − J tiedetään olevan kokonaan toisella kielel-
lä kirjoitettu. Aloitetaan supistaminen kyseisistä teksteistä. Tulokset on esitetty
taulukossa 7.
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alk.määrä poistetut solmut zlib bzip2 blocksort
37 Heinrichi 53.179 50.952 51.993
34 Da,I,J 55.490 54.208 54.785
31 Da,I,J,Cb,R,F 56.793 54.331 56.010
28 Da,I,J,Cb,R,F,Cd,N,Cf 60.170 56.309 60.058
26 Da,I,J,Cb,R,F,Cd,N,Cf,V,Ca 63.891 62.545 63.891
24 Da,I,J,Cb,R,F,Cd,N,Cf,V,Ca,Be,C 79.167 68.017 67.976
22 Da,I,J,Cb,R,F,Cd,N,Cf,V,Ca,Be,C,E,AC 65.281 65.249 65.281
Taulukko 7: Heinrichi-aineiston harkittu supistus.
Odotetusti tulokset ovat nyt huomattavasti parempia kuin satunnaissupistuk-
sen tapauksessa. Toisaalta ne eivät vieläkään ole vertailukelpoisia parhaimpien
Rankdistance-tuloksien kanssa, kuten taulukosta 7 näemme. Siinä Rankdis-
tance-arvo nousee keskimäärin 65 prosentin tietämille reilun kymmenen alkion
supistuksella. Puurakenteissa on edelleen havaittavissa alijoukkojen keskinäis-
ten sijaintien sekavuutta, joka aiheuttaa huonon tuloksen. Toisaalta on mielen-
kiintoista, kuinka 24 tekstin joukolle zlib-tiivistäjän avulla onnistuttiin luomaan
yksittäinen huomattavasti muita tuloksia parempi tulos, joka nousi lähemmäs 80
prosenttiin: katso kuva 20. Siinä on kaikki saman suvun tekstit saatu jo selvästi
omiin ryppäisiin. Kummallisesti kahden muun tiivistäjän tuloksissa oli edelleen
keskinäistä poikittaisuutta. Lisäksi tulokset eivät pysyneet enää yhtä hyvinä, kun
aineistoa supistettiin edelleen 22 tekstiin: katso kuva 21.
Kuvista näemme, että ero on loppujen lopuksi kiinni vain yhden alijoukon sijoit-
tumisesta. Nelikko Ab−G−Ad−Z sijoittuu kuvassa 21 nelikonH−X−Bd−Bb
väärälle puolelle ja sen vaikutus Rankdistance-arvoon on erittäin suuri. On















































Kuva 21: Harkittu supistus 22:lle tekstille (zlib), S(T)=0.980156.
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lämainittujen molempien nelikkojen koot ovat lähellä toisiaan. Toisaalta lopuis-
sa punaisen alihaaran teksteissä on silminnähtävä kokoeron heitto alaspäin ja ne
sijaitsevat oikeellisessa puussa kaarien loppupäässä. Näin ollen on luonnollista,
että nelikot ovat lähekkäin, mutta miksi punainen nelikko ryvästetään ensisijai-
sesti lähemmäs vihreätä sukua kuin sininen nelikko. Toisaalta punainen nelikko
sijaitsee lähempänä juurta, kuten vihreän suvun kolmikko Ba − P − O, ja se on
näin ollen hyvin todennäköisesti lähempänä alkuperäistekstiä kuin sinisen neli-
kon vastaavat, jotka oikeellisessa puurakenteessa sijaitsevat selvästi kauempana
juuresta.
6.6 Koe 4: Analyysi puuttuvien sanojen sijaintien avulla
Edellisessä aliluvussa 6.5 havaitsimme, että tekstien koko ja näin ollen puuttu-
vien sanojen määrä näyttäisi vaikuttavan huonosti ryvästyvien tekstien sijaintiin
CompLearnilla muodostetussa puussa. Koko ei kuitenkaan välttämättä yksistään
ole selittävä tekijä, sillä ajatellaan esimerkiksi teksteinä yksittäisiä lauseita:
1a) Apina ja gorilla eivät tapelleet koskaan.
1b) Gorilla lauloi, koska piti siitä.
1c) Apina ja gorilla koskaan eivät tapelleet.
1d) Apinat asuvat viidakossa ja syövät banaaneja.
Poistetaan lauseista sanoja siten, että ne koostuvat seuraavasti:
2a) eivät tapelleet
2b) Gorilla lauloi, koska
2c) Apina ja gorilla koskaan
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2d) viidakossa ja syövät banaaneja.
Nyt voidaan helposti nähdä taulukoista 8 ja 9, että normalisoidun kompressio-
etäisyyden nojalla lauseilla 2a ja 2c ei ole paljonkaan tekemistä keskenään jälkim-
mäisessä tapauksessa, vaikka ne ovat alunperin lähes samoja lauseita, vertaa 1a ja
1c. Sitä vastoin esimerkiksi lauseilla 2b ja 2c on on nyt jälkimmäisessä tapaukses-
sa selvästi enemmän yhteistä kuin alunperin lauseissa 1b ja 1c. Lisäksi lauseiden
muodostamat puurakenteet ovat erilaiset, katso kuva 22.
Lauseet 1a 1b 1c 1d
1a 0.058823529 0.647058824 0.176470588 0.648148148
1b 0.647058824 0.069767442 0.666666667 0.740740741
1c 0.176470588 0.647058824 0.058823529 0.629629630
1d 0.648148148 0.740740741 0.629629630 0.055555556
Taulukko 8: Lauseiden 1a–1d kompressioetäisyydet (zlib).
Lauseet 2a 2b 2c 2d
2a 0.120000000 0.741935484 0.764705882 0.756097561
2b 0.741935484 0.096774194 0.500000000 0.780487805
2c 0.764705882 0.470588235 0.088235294 0.658536585
2d 0.756097561 0.780487805 0.682926829 0.073170732
Taulukko 9: Lauseiden 2a–2d kompressioetäisyydet (zlib).
Tarkastellaan uudelleen lyhyiden ja huonosti ryvästyvien tekstien suhdetta niitä
lähellä oleviin teksteihin sekä kuvan 15 oikeellisessa että kuvan 17 CompLear-
nilla muodostetussa puussa. Kuvassa 23 on esitetty tekstien puuttuvien sanojen











Kuva 22: CompLearnin muodostamat puut lauseille 1a–1d ja 2a–2d, S(T ) = 1
kummallekin.
Verrataan tilannetta tekstikolmikon V − Ca − Be ryvästymiseen CompLearnilla
muodostetussa puussa. Oikeellisessa puussa tekstin V pitäisi olla lähellä tekstejä
O ja P . Siitä kuitenkin puuttuu lähes puolet sanoista samoin kuten tekstillä Ca, ja
teksteillä on yhteisiä sanojen sijainteja yli puolet niiden kaikista sanoista. Lisäksi
jo entuudestaan tiedetään tekstien mahdollinen sekoittuminen, jolloin niiden sa-
mankaltaisuus on yhä todennäköisempää. Myös tekstistä Be puuttuu lähes kol-
mannes sanoista ja sillä on vähintäänkin puolet samoja sanojen sijainteja kuin
teksteillä V ja Ca. Teksteillä Bb ja Bd, joiden lähelle sen pitäisi ryvästyä, on kui-
tenkin lähes kaikki sanat tallella, kuten myös tekstillä F , jonka lähelle tekstin Ca
pitäisi ryvästyä, ja teksteillä O sekä P , joiden lähelle tekstin V pitäisi ryvästyä.
Tekstit Cf ja R ryvästyvät pariksi kauas niiden oikeellisessa puussa olevista lä-
hisukulaisista. Jälleen sama malli toistuu. Ensimmäisestä puuttuu vajaa puolet ja
toisesta runsas puolet sanoista. Yhteisiä sanojen sijainteja niillä on noin puolet ja
niiden oikeellisen puun läheisyydessä olevista teksteistä ei juurikaan puutu sa-
noja, kuten tekstit Ab ja Ce, tai sanoja puuttuu huomattavasti vähemmän, kuten
teksteistä Ac, B jaM .
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Kuva 23: Tyhjien sanojen sijainnit teksteissä sanojen järjestysnumeron 1-1209mu-
kaan. Tekstit listassa vasemmalta oikealle sijaitsevat kuvassa järjestäen alhaalta
ylöspäin.
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Myös tekstistä C puuttuu noin kolmannes sanoista, mutta se ryvästyy melko lä-
helle oikeellisessa puussa lähellä olevia tekstejä E ja Cd, jotka tosin ovat lähes
täyspitkiä tekstejä. Yleisesti CompLearnilla muodostetussa puussa lyhyet ja se-
kavasti ryvästyvät tekstit ovat lähempänä puun toista reunaa, kun taas vastak-
kaiseen reunaan painottuvilla teksteillä on järjestäen hyvin vähän puuttuvia sa-
noja.
6.7 Koe 5: Heinrichi-aineiston puuttuvien sanojen satunnaistäy-
dennys
Muokataan Heinrichi-aineistoa ja täydennetään tekstien puuttuvat sanat satun-
naisesti siten, että lasketaan kaikkien tekstien joukosta jakauma sanoille. Jakau-
man nojalla valitaan satunnaisesti jokin sana tyhjän sanan kohdalle. Ajatuksena
on se, että puuttuvien sanojen täydentäminen tällaisella painotetulla jakaumalla
vetää vajavaista tekstiä odotusarvoisesti keskimäärin yhtä paljon kohti mitä ta-
hansamuuta tekstiä. Näin alunperin vajavaiset tekstit ”gravitoituvat” kohti puun
keskipistettä, mutta tästä pitäisi olla vähemmän haittaa kuin siitä, että ne pyrki-
vät ryhmittymään toistensa yhteyteen. Tulosten paraneminen kyseisellä täyden-
netyllä aineistolla viittaisi siihen, että CompLearn todellakin toimii vajavaisesti
sellaisten tekstien suhteen, joista puuttuu sanoja. Testien tulokset on esitetty tau-
lukossa 10.
tiivistäjä zlib bzip2 blocksort
S(T) 0.939562 0.943648 0.943211
rankdistance 61.411 56.143 59.702
Taulukko 10: Satunnaistäydennetyn Heinrichi-aineiston vertailu.







































Kuva 24: Generoitu puu satunnaistäydennetylle Heinrichi-aineistolle (zlib),
S(T)=0.939562.
paranivat kuudesta kahdeksaan prosenttiin tiivistäjästä riippuen, mikä on mel-
ko hyvä parannus. Kuvissa 24 ja 25 on esitetty puurakenteet zlib- ja blocksort-
tiivistäjien avulla tuotetuille puille. Tulokset ovat silmämääräisesti selvästi pa-
rempia kuin esimerkiksi kuvassa 17. Myöskin uusista puista zlib-tiivistäjän avul-
la tuotettu kuvan 24 puu näyttäisi olevan hieman parempi kuin blocksort-tiivis-
täjän avulla tuotettu kuvan 25 puu.
Kuvasta 24 nähdään, että eri tekstisuvut ovat nyt jakautuneet omiin ryppäisiin-
sä lukuunottamatta kolmikkoa E − C − Cd ja tuttua latinankielistä kolmikkoa
Da − I − J , joka edelleen ryvästyy puun toiseen laitaan sen oikeellisen suvun
muihin jäseniin nähden. Tosin ennen lyhyt teksti Da ryvästyy edelleen oikein
suuresta sanojen määrän lisäyksestä huolimatta, vaikka täydennyksen mukana
tulleet sanat voivat pääosin olla suomalaisperäisiä sanoja. Lisäksi aikaisemmin
































Kuva 25: Generoitu puu satunnaistäydennetylle Heinrichi-aineistolle (blocksort),
S(T)=0.943211.
keellisessa puussa niitä lähellä olevia tekstejä.
Teksti Cd on nyt kiinni kolmikossa E − C − Cd, kuten oikeellisessa puussa. En-
nen se eksyi lähemmäs toisen suvun tekstiparia Cc− Ce. Kolmikko kokonaisuu-
dessaan kuitenkin ryvästyy etäälle suvun muista jäsenistä. Oikeellisessa puussa
sen tekstit muodostavat oman alihaaroittuman, joten niissä voi olla jo alunperin
enemmän yhteisiä suvusta yleisesti poikkeavia piirteitä, jotka vetävät tekstiä Cd
lähemmäs muita sukuja.
Aikaisemmin huonosti ryvästynyt lyhyt teksti V on nyt päässyt mukaan niihin
teksteihin, joiden lähellä sen pitäisikin olla oikeellisen puun mukaan. Se on silti
edelleen melko lähellä aikaisemmin sen kanssa lähelle ryvästyneitä lyhyitä teks-
tejä Ca ja Be, jotka ovat molemmat nyt myöskin ryvästyneet tekstien Bb, Bd ja
F joukkoon, joiden lähellä niiden pitäisi olla oikeellisen puun mukaan. Teksti Cb
on nyt saman suvun tekstien Cc ja Ce vieressä, vaikka oikeellisen suvun nojalla
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sen pitäisi edelleen olla lähempänä tekstejä Z ja Ad.
Kuvan 17 puussa lyhyet tekstit R ja Cf ryvästyivät pariksi etäälle niiden lähi-
sukulaisista. Nyt ne ovat keskittyneet oikeellisesti oman suvun läheisyyteen si-
ten, että ne ovat kuitenkin muita sukuja lähimmät punaisen suvun tekstit. Ne
eivät sijoitu punaisen suvun sisällä kuitenkaan oikeellisen puun tavoin. Tämä
voisi selittyä puuttuvien sanojen satunnaistäydennyksen aiheuttamana gravitaa-
tioefektinä: tulos paranee täydennettyjen tekstien osalta, vaikkei oikeellisuutta
voida täysin saavuttaa.
Myös aikaisemmin huonosti ryvästyneet pitkät tekstit F sekä Ac ovat nyt pääs-
seet lähelle niiden oikeellista sijaintia. Vain teksti N on edelleen ryvästynyt lähel-
le toisen suvun kolmikkoa Ba−P−O, mutta se on nyt yleisesti paljon lähempänä
sen omaa sukua.
6.8 Johtopäätökset
Tarkoituksemme oli havainnoida CompLearn-ohjelman suoriutumista käytän-
nössä. Testasimme sitä keinotekoisella Heinrichi-aineistolla, jonka avulla aikai-
semmin saadut tulokset ovat olleet heikkoja. Halusimme selvittää miksi.
Tiivistäjän vaihtaminen ei yleisesti vaikuttanut tuloksiin pieniä poikkeuksia lu-
kuun ottamatta. Puurakenteet tiivistäjästä huolimatta olivat melko saman näköi-
siä ja sisälsivät korkeintaan muutamien solmujen lähekkäisiä heittoja. Kuvan 20
poikkeustapauksessa zlib-tiivistäjällä saadut tulokset vaikuttivat ensi silmäyksel-
lä erittäin hyviltä, mutta lopulta havaittiin, että kyseessä oli vain kahden nelial-
kioisen aliryppään keskinäisen sijainnin kertaonnistuminen suhteessa yleiseen
linjaan. Solmujen lähekkäinen heitto voi siis koskea kokonaisia aliryppäitä.
Ongelma ei myöskään ollut alkioiden liiallisessa määrässä, koska tekstijoukon sa-
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tunnaissupistaminen ei tuonut toivottuja parannuksia tuloksiin. Myöskään teks-
tien harkittu supistaminen ei tuonut aivan toivotunlaisia tuloksia, vaikka tulok-
set hieman paranivatkin. Puun generointi tuotti yleisesti korkeita tuloksia, sil-
lä S(T )-arvo ei koskaan ollut alle 0.935, joka on keskimäärin erittäin hyvä tulos
suhteutettuna esimerkiksi luvussa 5 esitettyihin tuloksiin.
Ongelma vaikuttaisi liittyvän Heinrichi-aineiston puuttuvien sanojen määriin ja
sijainteihin. Testien edetessä havaitsimme, että usein huonosti ryvästyvästä teks-
tistä tai tekstiparista puuttui niiden koon perusteella hyvin paljon sanoja. Tämä
sotki selvästi menetelmän toimintaa. CompLearnilla muodostetun puun toisessa
päässä oli järjestäen tekstien koot hyvin suuret, kun taas lyhyet ja ongelmalliset
tekstit sijoittuivat lähemmäs puun toista päätä.
Tekstin pituus ei yksin selittänyt ryvästystuloksia, sillä esimerkiksi latinankie-
listen tekstien tapauksessa pituus ei ollut ratkaisevassa osassa. Lisäksi alunpe-
rin suomenkielisten tekstien kääntämisessä, jossa yksittäisten sanojen muuttumi-
nen painottuu keskimäärin vain muutamaan merkkiin, saatiin heikkoja ryväs-
tystuloksia silloin, kun tekstin koko oli reilusti yli kolmasosan lyhyempi kuin sen
oikeellisen puun läheisyydessä olevien muiden tekstien pituudet. Tällöin lyhyt
teksti ryvästyi mieluummin lähelle toista lyhyttä tekstiä, jolla oli ainakin puo-
let yhteisiä sanojen sijainteja. CompLearn näyttäisi huomioivan virheellisesti jou-
kon alkioiden puuttuvat osat suhteessa koko aineistoon. Tämän nojalla voitaisiin
ajatella, ettei CompLearn sellaisenaan sovellu datajoukoille, joissa tiedetään tai
voidaan olettaa olevan puuttuvia dataosia. Toisaalta voiko yleismenetelmältä si-
tä vaatiakaan? CompLearn osasi kuitenkin ryvästää osan datasta mallikkaasti.
Usein kyseessä olivat juuri sellaiset ryppäät, joiden sanojen määrä vastasi lähes
toisiaan tai ei ainakaan poikennut huomattavasti toisistaan. CompLearn olisi var-
masti toiminut huomattavasti paremmin, jos kaikki kolme tekstisukua olisivat ol-
leet eri kielillä kirjoitetut.
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Onko siis Heinrichi-aineisto erikoistapaus, jossa samankaltaisuuden vaihtelu on
liian hienovaraista yleismenetelmälle, vai onko CompLearnilla aina vastaavia
vaikeuksia? Olisivatko tulokset parempia kymmenien tuhansien sanojen mittai-
silla tekstijoukoilla, joihin olisi kohdistettu vastaavat muokkausoperaatiot? Silti
latinankielinen tekstikolmikko ryvästyi yhteen siitä huolimatta, että yksi teksteis-
tä oli erittäin lyhyt. Tällöin siis tekstien kielen samankaltaisuus piti tekstit ryp-
päinä, eikä lyhyt teksti ryvästynyt esimerkiksi muiden lyhyiden suomenkielis-
ten tekstien joukkoon. Sama toistui sanojen satunnaistäydennyksen tapauksessa,
vaikka tällöin lyhyt teksti täydennettiin todennäköisesti pääosin suomenkielisillä
sanoilla. Siinä mielessä yleismenetelmä toimi oikein.
Satunnaistäydennykseen viitaten ongelma CompLearnin kannalta vaikuttaisi ole-
van etäisyyden laskemisessa, eli itse kompressioetäisyyden kaavassa. Onko vi-
ka NCD-etäisyyden NID-etäisyyttä approksimoivassa kaavassa vai itse teorias-
sa? Voidaanko puuttuvien sanojen aiheuttamaa CompLearnin virheellistä käyt-
täytymistä edes pitää ongelmana? Se saattaa olla datan ominaisuus eikä mene-
telmän ongelma. Kaavaa voitaisiin pyrkiä jotenkin muuttamaan, esimerkiksi ke-
hittämällä uusia normalisointitapoja, jotta se vastaisi paremmin puuttuvista sa-
noista aiheutuvaa ongelmaa. Tällöin ehkä menetettäisiin menetelmän universaa-
lisuus suhteessa muihin menetelmiin ja siitä voisi tulla silloin vain erikoistapaus.
Siltikin ohjelmaa voitaisiin jatkokehittää lisäämällä parametreiksi uusia etäisyy-
den laskentamenetelmiä, jotka soveltuisivat eri tilanteisiin. Tosin ensin pitäisi sel-
vittää, onko ylipäätään olemassa niin yleisiä datajoukkoja, että niille olisi järkevää
kehittää vaihtoehtoinen laskentakaava, koska eri datojen etsittävät ominaisuudet
voivat olla niin tapauskohtaisia, että ne vaativat aina oman käsittelynsä.
Testien yhteenvetona sanottakoon, että CompLearn ei sellaisenaan sovellu stem-
matologisiin ongelmiin. Se vaikuttaisi yleistävän tuloksia liikaa, jolloin se ei pys-
ty havaitsemaan aineiston hienovaraisia erityispiirteitä, ja jolloin on mahdollista,
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että tulokseksi saadaan vain puolitotuus. Menetelmä ei pysty takaamaan kaik-
kien datan hienovaraisten ominaisuuksien oikeellista käsittelyä, kuten Heinrichi-
aineiston tapaus meille osoitti puuttuvien sanojen avulla.
7 Yhteenveto
Normalisoitu kompressioetäisyys NCDonmitta kahden dataobjektin välisen kes-
kinäisen etäisyyden laskemiseen. Normalisointi skaalaa arvot välille [0, 1], ja mitä
pienempi tulos saadaan sitä enemmän vertailtavissa on samankaltaisuutta. NCD
on normalisoidun informaatioetäisyyden NID:n approksimointi. NID perustuu
dataobjektien Kolmogorov-kompleksisuuteen ja on universaali siinä mielessä, et-
tä se poikkeaa korkeintaan vakiotermin verran optimaalisesta menetelmästä. Va-
kiotermi ei puolestaan riipu lainkaan vertailtavista dataobjekteista. Kolmogorov-
kompleksisuuden laskeminen on kuitenkin ratkeamaton ongelma, jota NCD ap-
proksimoi millä tahansa reaalimaailman normaalikompressorin ehdot täyttäväl-
lä tiivistäjällä. Approksimoinnin takia NCD on vain näennäisuniversaali, mutta
siitä huolimatta se on antanut lupaavia tuloksia eri aloilla.
NCD kykenee laskemaan jopa sadan alkion keskinäiset etäisyydet melko lyhyes-
sä ajassa. Sen nojalla voidaan muodostaa tuloksista etäisyysmatriisi, jonka avulla
alkiot voidaan ryvästää ja havainnollistaa erityisen kvartettimenetelmän avulla
puurakenteeseen. CompLearn on ilmaisohjelma, joka suorittaa sekä etäisyysmat-
riisin tuottamisen että puurakenteen muodostamisen dot-kielelle, joka voidaan
edelleen visualisoida esimerkiksi GraphViz-ilmaisohjelmalla.
Menetelmää on sovellettu lupaavasti kielitieteissä, bioinformatiikassa, musiikin
luokittelussa, tiedon louhinnassa, plagioinnin tunnistamisessa sekä haitallisten
matojen ja verkkoliikenteen analysoinnissa. Lisäksi NID:n teoria on poikinut toi-
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sen mielenkiintoisen etäisyysmitan, normalisoidun Web-etäisyyden, joka määrit-
telee sanojen semantiikkaa ja keskinäisiä suhteita mitä tahansa Internetin haku-
konetta käyttäen.
Menetelmä on yleisluonteinen eikä se sellaisenaan sovi kaikkiin mahdollisiin on-
gelmiin ja datajoukkoihin. Tietyistä tehtävistä se voi suoriutua tyydyttävästi tai
jopa keskinkertaisesti, mutta ei läheskään niin hyvin kuin parhaat räätälöidyt
menetelmät. Esimerkiksi stemmatologiset ongelmat osoittautuivat liian haasta-
vaksi menetelmälle. Sen toiminta häiriintyi selvästi, kun testiaineiston teksteis-
tä oli poistettu paljon sanoja. Lisäksi menetelmä on suoriutunut erittäin hyvin
vain tilanteissa, joissa data on etukäteen karsittu ja muokattu samaan esitysmuo-
toon. Tällöin datan samankaltaisuus on saatu menetelmän avulla paremmin esil-
le. Näin ollen menetelmän tuloksia voidaan parantaa silloin, kun dataobjektit
osataan muokata ja karsia sopivasti yhteiseen esitysmuotoon etukäteen. Tämä
voi kuulostaa ristiriitaiselta menetelmän universaalisuuden kannalta. Voidaan-
ko menetelmää edes kutsua universaaliksi ja pitää yleisluontoisena samankaltai-
suusmittana, jos tulokset ovat riippuvaisia vertailtavien dataobjektien yhteisestä
esitysmuodosta?
Siitä huolimatta menetelmällä voidaan saada esimerkiksi ennaltatuntemattomal-
le datalle sopivia esianalyyttisiä tuloksia, joiden nojalla voidaan jatkaa eteenpäin
ongelman kartoittamisessa ja datan tulkitsemisessa. Menetelmä pärjää erittäin
hyvin tuntemattoman satunnaisdatan tapauksissa verrattuna muihin menetel-
miin, vaikkakaan täysin luotettavia tuloksia on turha toivoa. Menetelmän uni-
versaalisuus kuitenkin täyttyy siinä mielessä, että se on antanut testeissä yleensä
satunnaistuloksen sijaan vähintäänkin tyydyttävän tuloksen. Toisaalta tyydyttä-
vä tulos voi olla kaukana vaaditusta tasosta, koska yksittäistapaukset ovat usein
liian erityispiirteisiä ja monisyisiä yleiselle menetelmälle, jolloin sillä ei ole suo-
ranaista käyttöä. Menetelmä on kuitenkin vielä nuori ja sitä ei ole tutkittu lähes-
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kään kaikilla mahdollisilla sovellusaloilla, joihin sitä teoriassa voitaisiin soveltaa.
Sen suurin hyöty lienee kuitenkin yleisenä aputyökaluna esitulosten saamiseksi,
vaikkakin löydettäisiin lisää sovelluskohteita, joihin se soveltuu sellaisenaan.
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