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Nanoparticles (NP) are widely integrated in our everyday lives, such as consumer 
products, health, agriculture, food, etc. This has resulted in a growing concern for 
their possible harmful effect on human health and the environment and the demand 
for characterization. To measure the emission of NPs and exposure levels in the en-
vironment, the methods have to be able of quantifying and sizing particles of interest 
at parts per billion (ppb) level concentrations or lower. However, their small size and 
expected low concentrations against high backgrounds of naturally occurring other 
particles make characterization impossible with non-specific measurement tech-
niques. 
Single particle ICP-MS (spICP-MS) is a promising technique for quantification of 
both size and number concentration of NPs. The aim of this thesis is to evaluate the 
analytical capabilities of the Perkin Elmer Nexion 300 mass spectrometer for spICP-
MS analysis. Gold nanoparticles were used as model NPs for all experiments and 
dissolved Au was added mimicking interferences or dissolved backgrounds often en-
countered in environmental samples. The particle size detection limit (DL) was de-
termined and the factors determining the smallest measurable number concentration 
such as background count rate and particle contamination are discussed. Validation 
of outlier detection parameters has been done and it has been found that the more 
conservative n = 5 for µ + n*s gives a smaller false positives count rate than the 
more common n = 3, while still not counting too many false negatives. 
Size detection limits vary between 22 and 32 nm and concentration limits of de-
tection (LOD) are in the range of several ng L-1 for smaller (40 nm) particles to ca. 
40 ng L-1 for bigger (60 and 100 nm) particles, which is at least 10 times higher than 
the theoretical LOD. This made it impossible to detect particles of the size 5, 10 and 
20 nm. In general, there was a lot of variation between size DLs obtained with a 
published equation and DLs were sometimes lower than found possible. Setting the 
DL to an intensity of 2 counts gave more consistent and realistic results. Adding dis-
solved gold (50 and 75 ppb) to artificially increase the background showed it was 
impossible to separate the particle events from this high background. Dwell times of 
50 µs were used, but it was found that these needed to be merged to bigger dwell 
times to get correct results in the outlier detection algorithm. Further research to de-
tect NPs in the presence of high dissolved backgrounds is required, as well as research 
for DLs and LODs of other types of nanoparticles, such as NPs with different isotopes 
and / or spectral interferences. Despite these shortcomings, spICP-MS has shown to 
be very promising for future quantification of nanoparticles in environmental media. 
Keywords: Nanoparticle, detection limit, single particle ICP-MS, environmental 
analysis 
Abstract  
 
 
 
 
Nanopartikels (NP) zijn ruim geïntegreerd in ons dagelijks leven, gaande van consu-
ment producten, gezondheid, landbouw, voedsel, etc. Dit heeft geleid tot een groei-
ende ongerustheid voor hun mogelijk schadelijk effect op de gezondheid en het mi-
lieu en een vraag voor karakterisatie. Om de emissie van NPs en de graad van bloot-
stelling in het milieu te meten, moeten meetmethodes in staat zijn om de partikels 
van interesse te kwantificeren en hun grootte te bepalen in concentraties in een parts 
per billion (ppb) niveau of lager. Hun kleine grootte en verwachte lage concentraties 
in de aanwezigheid van hoge achtergronden van natuurlijk voorkomende, andere par-
tikels maken karakterisatie onmogelijk met niet-specifieke meettechnieken. 
Single particle ICP-MS (spICP-MS) is een veelbelovende techniek voor kwantifi-
catie van grootte en nummer concentratie van NPs. Het doel van deze thesis is om de 
analytische capaciteit van de Perkin Elmer Nexion 300 massa spectrometer voor 
spICP-MS analyse te evalueren. Goud nanopartikels werden gebruikt voor alle expe-
rimenten als modelpartikels. De partikel grootte detectielimiet (DL) werd bepaald en 
factoren bepalend voor de kleinst meetbare nummer concentratie zoals achtergrond 
count rate en partikel contaminatie zijn besproken. De oulier detection parameters 
werden gevalideerd, waarbij werd gevonden dat het meer conservatieve n = 5 voor µ 
+ n*s betere resultaten oplevert dan het meer gebruikte n = 3, zonder teveel valse 
negatieven te tellen.  
Grootte detectielimieten variëren tussen 22 en 32 nm en concentratie limieten van 
detectie (LOD) liggen in het bereik van enkele ng L-1 voor smallere (40 nm) partikels 
tot ca. 40 ng L-1 voor grotere (60 en 100 nm) partikels. Dit maakte het onmogelijk 
om partikels van de grootte 5, 10 en 20 nm te detecteren. In het algemeen was er veel 
variatie tussen grootte DLs verkregen met een gepubliceerde vergelijking en de DLs 
waren lager dan mogelijk. Meer realistische resultaten werden verkregen door de DL 
gelijk te stellen aan een partikel intensiteit van 2 counts. Het toevoegen van opgelost 
goud (50 en 75 ppb) om artificieel de achtergrond te verhogen toonde aan dat het 
onmogelijk was de partikel events van deze achtergrond te scheiden. Dwell times van 
50 µs werden gebruikt, maar er werd gevonden dat deze samengevoegd moesten wor-
den tot grotere dwell times om een correct resultaat in het outlier detection algoritme 
te verkrijgen. Verder onderzoek om NPs te onderscheiden in de aanwezigheid van 
hoge opgeloste achtergronden is vereist, net zoals onderzoek voor DLs en LODs van 
andere types NPs, zoals NPs met verschillende isotopen en / of spectrale interferen-
ties. Ondanks deze tekortkomingen, is spICP-MS zeer veelbelovend voor kwantifi-
catie van nanopartikels in het milieu. 
Kernwoorden: nanopartikel, detectielimiet, single particle ICP-MS, milieu analyse 
Nederlandstalige  samenvatting  
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Nanoparticles (NPs) are currently everywhere in our everyday lives, from silver NPs 
in fabrics to limit bacterial growth to silicate NPs in food packaging to slow down 
the process of spoiling or drying out (Boysen and Boysen, 2018). The number of 
applications in consumer products are steadily increasing. Due to their large surface 
area to volume ratio NPs have increased intermolecular and surface forces compared 
to the corresponding bulk material. This increases their solubility and reactivity and 
therefore also possibly their toxicity. The electronic structure also differs from that 
in the bulk material because the number of interacting atomic orbitals in a small 
particle is not close to infinite. This has a profound consequence on e.g. the optical 
properties with the absorbance and fluorescence frequencies increasing when the 
band gap becomes wider with decreasing particle size. Small particles can be taken 
up by cells via endocytosis and diffuse through biological membranes while they 
stay dispersed longer and are therefore more mobile in the environment. Because 
the behaviour in environmental compartments is molecule-like, NPs should be sub-
ject to the same safety regulations and risk assessment procedures as are molecular 
and ionic substances (Wiesner et al., 2006, Westerhoff and Nowack, 2012, 
Hassellöv et al., 2008). 
 
Consequently, questions have been raised about their safety in consumer products. 
The potential risks on human health and the environment are still poorly understood 
(Nel et al., 2012, Handy et al., 2008). In particular, the toxicity as a function of 
concentration on both humans and organisms upon prolonged exposure needs more 
investigation. 
 
 
 
 
 
1   Introduction  
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The EU-definition of nanomaterials is as follows: (EuropeanCommission, 2017) 
 
Nanomaterials are a natural, incidental or manufactured material containing particles, in 
an unbound state or as an aggregate or as an agglomerate and where, for 50% or more of 
the particles in the number size distribution, one or more external dimensions is in the 
size range 1 nm - 100 nm. 
In specific cases and where warranted by concerns for the environment, health, safety or 
competitiveness the number size distribution threshold of 50% may be replaced by a 
threshold between 1 and 50%. 
 
Correct implementation of this definition requires techniques that can quantify par-
ticles in the 1 – 100 nm range by determining number-based size distributions. 
Quantification of the NP size is needed because NPs behave different than their 
dissolved state and different than the bulk material. Due to the low concentrations 
of NPs in the environment (in the range of 10-13 to 10-8 g L-1) in complex matrices 
and the low toxic effect levels found for some NPs, this method needs to be both 
sensitive and selective. Sensitivity is needed because small differences in NP size 
and number concentration can lead to big differences in toxicity, while the selectiv-
ity is needed to adequately distinguish the NPs present, as each NP has a different 
toxicity level. On top of this, the technique needs to be fast enough for routine ap-
plications. Out of all analytical techniques that currently exist, spICP-MS is the only 
one that ticks all the boxes.  
 
spICP-MS essentially using the ICP-MS instrument as an element specific single 
particle counter quantifying the ion bursts coming from individual particles ionised 
in the plasma. Relevant NPs often consist of trace elements (e.g. Ag, CeO2, WC, 
Cr(OH)3) that can be detected at number concentrations as low as 10 – 100 particles 
mL-1 in the presence of orders of magnitude higher concentrations of natural back-
ground particles, mostly consisting of silicate materials, biological debris and iron 
oxides (Bustos and Winchester, 2016, Gallego-Urrea et al., 2010). 
 
Single particle ICP-MS was first described in a series of papers by Degueldre et al. 
published between 2003 and 2006 (Degueldre and Favarger, 2003, Degueldre and 
Favarger, 2004, Degueldre et al., 2004, Degueldre et al., 2006a, Degueldre et al., 
2006b). Since this initial suite of papers demonstrating the proof of principles of the 
technique, researchers have developed methods for absolute measurement of num-
ber concentrations and particle sizing based on calibration with dissolved standards.  
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1.1   Inductively  Coupled  Plasma  Mass  Spectrometry  (ICP-­
MS)  
 
Inductively coupled plasma mass spectrometry (ICP-MS) is a powerful technique 
for the detection of trace and ultra-trace elements. It is based on the general principle 
that an analyte sent through a plasma where temperatures can reach 6000 K will be 
atomised and partly ionised. The singly charged positive ions are separated based 
on their mass by a mass spectrometer and are in general detected by an electron 
multiplier detector. 
ICP-MS has low limits of detection for concentration (LOD), ranging from µg/L to 
ng/L. Heavier elements have in general lower LODs. For example, Au has a reported 
limit of detection (LOD) of 0.9 ng/L and Ag 2.0 ng/L on a quadrupole mass spec-
trometer. ICP-MSs are equipped with electron multiplier tube detectors capable of 
both pulse counting and analogue detection, which gives them a wide dynamic range 
spanning over 6 orders of magnitude. It is possible to measure almost every isotope. 
Sector field (SF) instruments have the best resolution for this, while the more com-
mon quadrupole spectrometers are prone to isobaric interferences. Multicollector or 
time of flight (TOF) ICP-MS are also capable of measuring several elements simul-
taneously, meaning they only need a couple of ns to measure more elements instead 
of quadrupoles and SFs that require several ms. 
 
An ICP-MS system consists of the following parts, that will be discussed in more 
detail: the sample-introduction system, the plasma source, the interface region and 
ion focusing system, the mass spectrometer and the detector (Thomas, 2001c). 
1.1.1   The  sample-­introduction  system  
 
The samples analysed are usually liquids. Liquid samples must be introduced to the 
plasma as fine aerosols to facilitate ionization without extinguishing the plasma. The 
sample introduction system therefore consists of a nebulizer, and a spray chamber 
for removing large droplets that could destabilize the plasma, and dampening fluc-
tuations in the sample flow, which would otherwise lead to drift and fluctuations in 
the signal intensities.  
 
The sample is pumped by a peristaltic pump into the nebulizer that generates the 
aerosol. The most commonly used type of nebulizers is pneumatic, where the aero-
sol is created by an Ar gas stream. 
14 
 
The two basic types of pneumatic nebulizers are the concentric, where the liquid 
sample jet is surrounded by a parallel concentric gas stream and breaks into droplets 
as it expands into the low-pressure environment generated by the Bernoulli effect 
of the rapidly moving gas, and crossflow, where the sample is directed to an orthog-
onal gas stream and becomes nebulized as they are mixed inside a capillary. 
The benefit of crossflow compared to concentric is that the liquid capillary has a 
larger inner diameter, allowing larger particles at higher concentrations to pass 
through. However, the produced droplets are larger and more polydisperse than 
those from a concentric nebulizer, which decreases precision and increases interfer-
ences (Montaser, 1998). 
 
 
 
 
 
 
 
 
The produced aerosol then passes through the spray chamber. It only allows the 
fraction of the droplets that is smaller than a few microns to proceed to the plasma, 
while the rest of the polydispersive aerosol is being discarded as waste. It also 
smooths out the periodic pulses in sample flow that are often caused by the peristal-
tic pump. The double-pass spray chamber mostly uses the Scott design. In this de-
sign, the aerosol must pass two baffles between which the larger droplets fall out by 
gravity while travelling the length of the spray chamber. Another type is the cyclonic 
spray chamber, which is a cylinder where the aerosol is blown in from the nebulizer 
in such a way that it creates a vortex that casts the larger droplets on the walls by 
centrifugal force. The waste is pumped out from the bottom of the cylinder while 
the finest fraction of the aerosol proceeds to the plasma through a tube at the top of 
the spray chamber (Thomas, 2001d). 
 
While it is not of importance for conventional ICP-MS, the nebulization efficiency 
(also known as transport efficiency) is an important parameter in spICP-MS calcu-
lations. This is the fraction of sample entering the nebulizer that eventually passes 
the spray chamber into the plasma. Reported nebulization values vary between 1 – 
10%, but high-efficiency nebulizers can get much higher values. They depend on 
the nebulizer and spray chamber, but also on parameters such as gas flow rate, vis-
cosity and uptake rates (Pace et al., 2011). A higher nebulization efficiency leads to 
more particles entering per dwell time and can consequently lead to lower LODs. 
Methods of calculating the nebulization efficiency are explained in section 1.2.5. 
Figure 1. Schematic representation of the concentric nebulizer 
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Sample introduction systems are constantly plagued by memory effects. A certain 
level of analyte signal remains after the rinsing following analysis, and only slowly 
decreases when pumping clean solutions into the mass spectrometer. Some analytes 
such as Au, Ag, Hg, B, Zn etc. are notoriously 'sticky' because they adhere to the 
walls of the spray chamber and transfer tubing. Washout times for these elements 
can however be reduced by adding sulphur containing complexing agents such as 
cysteine or thiourea. These are soft Lewis bases, which are preferred ligands for 
coordination with soft Lewis acids such as Au, Ag Hg etc. The coordinated species 
are then less vulnerable to decomposition in the acid solutions and prevent interac-
tion between the analyte and the surface of the sample-introduction system (Chen 
et al., 2000). Adding these complexing agents reduces the dissolved background 
caused by memory effects and can lead to lower DLs. 
1.1.2   The  plasma  source  
 
The plasma is operated at approximately 6000 K, so when the injected sample 
reaches the plasma, it is dried, vaporized, atomized and partly ionized. The plasma 
source comprises the ICP torch, the RF (radio frequency) coil and a RF power sup-
ply. The power supply occurs by power oscillators (also known as free-running os-
cillators) or power amplifier/oscillator combinations (also known as crystal-con-
trolled generators). 
 
The ICP torch consists of three concentric tubes usually made of quartz: the outer 
tube, the middle tube and the sample injector, as can be seen in figure 1. They are 
wrapped at one end by a RF coil. Argon is generally used for generating the plasma, 
since it is abundant (thus cheaper than the other noble gases) and has a higher first 
ionization potential than every other element (with the exception of He, Ne and F). 
This means recombination of an electron with the argon ion is more energetically 
favourable than with the analyte ion (Lias and Liebman, 2018). In other words, the 
analytes will be ionised 
more than the make-up Ar-
gon gas. Argon gas is also 
used for generating the 
plasma flows between the 
outer and middle tubes. Be-
tween the middle tube and 
the sample injector flows an 
auxiliary gas that can be used 
Figure 2. Schematic representation of the plasma source  
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for controlling the position of the base of the plasma. The nebulizer gas, carrying 
the sample aerosol, flows faster than the plasma gas and pierces a channel through 
the auxiliary plasma.  
A high-voltage spark through the gas initiates the plasma by ejecting some electrons 
and giving them enough energy to undergo inelastic collisions with the argon atoms. 
The plasma is sustained by applying a RF power (usually 750 - 1500 W) to the RF 
induction coil, creating a high-frequency oscillating electromagnetic field that ac-
celerates the free electrons. They collide with additional argon atoms, creating an 
avalanche effect where even more electrons are released and a plasma discharge is 
formed. Both the positively charged argon ions and the electrons are accelerated, 
but the smaller electrons reach much higher velocities and are dominating the en-
ergy transfer processes in the plasma. A steady-state plasma is obtained when the 
rate of which electrons are removed from argon atoms by collision is equal to the 
rate at which these electrons are lost by recombination. This entire chain-reaction 
takes place in only a couple of milliseconds (Montaser, 1998). 
 
The gas beam first maintains charge neutrality, until the more mobile electrons tend 
to leave the beam due to charge diffusion and electrostatic repulsion. As the beam 
becomes positively charged, it expands due to electrostatic repulsion. Because of 
this space charge effect lighter elements are more prone to be ejected to trajectories 
off axis from the skimmer cone, and a bias towards heavier elements is introduced 
into the mass spectrum, because heavier elements are rejected less (Montaser, 1998). 
1.1.3   The  interface  region  and  ion  focussing  system  
 
The mass spectrometer works under vacuum, but the plasma operates under atmos-
pheric pressure. Hence, an interface is needed where the ions are transported with 
minimal losses and with electrical integrity to the lower-pressure zone. 
The interface region consists of the coaxial and water-cooled sampler and skimmer 
cones, through which the plasma gas flows to zones with sequentially decreasing 
pressure, and the ion optics located behind the skimmer cone for extracting and 
forming a beam of the positive ions and sending them to the mass analyser. The jet 
of plasma gas exiting through the sampler cone expands cylindrically at a supersonic 
speed due to the sharp fall in pressure. The expansion continues until collisions with 
the residual gas slows down further expansion and spatially confines the gas beam 
(Vanhaecke, 2017). The ion focusing system is located behind the skimmer cone 
and consists of a series of metallic plates, barrels or cylinders under voltages. Their 
role is to guide the maximum number of analyte ions into the quadrupole, while 
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making sure that neutral species and photons are rejected from the ion beam 
(Thomas, 2001a). The more ions will enter the quadrupole, the higher the size DL. 
1.1.4   The  mass  spectrometer  
 
The mass spectrometer separates ions according to their mass-to-charge ratio (m/z). 
The most commonly used mass analyzer, that is also installed on the mass spec-
trometer used in this thesis, is the quadrupole mass filter. It can work at relatively 
high pressures and has a good tolerance to the energy spread of ions entering. How-
ever, it has lower mass resolution compared with for instance the more expensive 
sector field design. 
 
A quadrupole consists of four parallel cylindrical or (more ideally) hyperbolic me-
tallic rods of the same length and diameter. Opposing rods are connected together 
to form electrode pairs, one under a direct current (DC), and the second under a 
radio frequency (RF) 
voltage applied (figure 
3). Only the ions with a 
certain m/z ratio will 
follow a path through 
the quadrupole reaching 
the detector, the others 
will follow an unstable 
trajectory and are 
ejected. The m/z ratio 
capable of passing the 
quadrupole is determined by the ration between the applied DC and RF voltages 
(Thomas, 2001b). 
 
The measures of quadrupole performance are the resolution and the abundance sen-
sitivity. 
The resolution (also called resolving power) is the ability of the mass analyzer to 
separate two adjacent peaks. The resolution R is defined as: 𝑅 = 	   𝑚∆𝑚 
with Dm = the width of the peak at mass m on 5% of its maximum height. Typical 
quadrupole resolutions vary between 0.7 and 1.0 amu (unified atomic mass unit) 
(Thomas, 2001b). 
Figure 3. Schematic representation of the quadrupole mass analyzer 
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The abundance sensitivity is usually defined as the ratio of intensity in counts per 
second (cps) of the peak tail measured at mass m - 1 or m + 1 to intensity in cps of 
the peak measured at mass m (Boulyga and Becker, 2002). The value is dependent 
on the resolution: generally, the higher the resolution, the lower the sensitivity. 
Sensitivity is usually of less importance for spICP-MS, since the peaks are suffi-
ciently separated from each other due to low concentrations. 
However, better resolution does improve the DL in spICP-MS. Because of the low 
mass resolution, a quadrupole can only completely resolve ions with a mass differ-
ence of at least 0.5 amu. Otherwise, both ions will simultaneously contribute to the 
signal. This is called isobaric, or spectral interference. It can occur between any 
combination of atomic, molecular or doubly charged ions that have nearly equal 
mass to charge ratio. While there are ways to minimize the occurrence of spectral 
interferences, they are never 100% avoided. This is less of a problem for 197Au, 
which only interference is 181Ta16O+ (May and Wiedmeyer, 1998), but it increases 
the size DL for other, more interfered NPs. In this thesis, dissolved gold is added to 
NPs to mimic the occurrence of spectral interferences. 
 
One option to improve the size DL in spICP-MS is to increase the ion transmission 
efficiency (ITE), which is the fraction of particles entering the plasma that are de-
tected by the mass spectrometer. ITE values are usually < 0.1%, but it is believed 
that with an ITE of ca. 10%, Ag NPs of only 1 nm could be detected with a sector-
field ICP-MS (Tuoriniemi et al., 2015). The ITE is instrument-specific and depends 
on the interface region and the mass spectrometer.  
 
The quadrupole is a mass filter that only allows ions with a m/z that lies in a narrow 
'window' of less than 1 amu to pass. By continuously adjusting the applied current, 
this window can scan over a complete mass reach, giving a mass spectrum as a 
result. This is called scanning. Another method is called peak hopping or peak jump-
ing, where the voltages are changed abruptly to jump between selected isotopes. 
Other mass analyzers include the double focusing magnetic sector, time-of-flight 
(TOF) and collision-reaction cell technology (CCT). 
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1.1.5   The  detector  
 
The electron multiplier detector records either current pulses coming from individ-
ual ions hitting the detector, or at higher count rates, a current that is proportional to 
the flux of ions which is then usually recalculated to count rate expressed in counts 
per second (cps). This way, it 
counts all the individual ions ex-
iting the quadrupole, providing a 
result in counts per second (cps). 
The ions striking the detector are 
converted to current pulses by a 
series of dynodes with a negative 
potential at the front and the back 
side kept at ground for the detec-
tion of positive ions. The dy-
nodes are coated with a semicon-
ductor that emits one to three electrons when an ion strikes the surface. These so-
called secondary electrons are accelerated from dynode to dynode each time emit-
ting more electrons creating an avalanche effect. The electrons are absorbed by a 
metal anode at the end. The result is a discrete pulse of millions of electrons gener-
ated by one ion hitting the detector.  
The detector can operate in pulse counting mode, which counts the separate pulses, 
or at high count rates in analogue mode, measuring the current flowing through the 
detector (Thomas, 2002, Vanhaecke, 2017). spICP-MS detectors only operate in 
pulse counting mode. 
1.2   Single  particle  ICP-­MS  (spICP-­MS)  
1.2.1   Data  acquisition  and  dwell  time  
 
The main difference between operating an ICP-MS instrument in conventional and 
in spICP-MS mode is that in the latter considerably shorter dwell times are used. A 
typical particle event can be described as a roughly Gaussian shaped burst of ions 
with a standard deviation of 100 - 200 µs. If one uses dwell times of > 100 ms that 
are typical for conventional data acquisition, the number of background counts from 
dissolved analyte and dark current is likely to overwhelm the ion bursts from the 
particle and there is a high risk of coincidence.   
Figure 4. Schematic representation of the discrete dynode 
detector 
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 As the dwell time is shortened, the background signal decreases while the particle 
signal remains the same. The smallest particle size that can produce a detectable 
pulse in signal thus decreases in intensity with shortening dwell time until 100 - 200 
µs, from where usually no further improvement in size DL is obtained by shortening 
the dwell time. The dwell times used for spICP-MS are almost invariantly < 20 ms. 
 
Another requirement of spICP-MS is that only one particle at a time enters the 
plasma during a dwell, since otherwise multiple particles would be counted as one, 
and the calculated particle sizes would be overestimated while the number concen-
tration is underestimated. The risk of coincidence decreases with shortening dwell 
time and decreasing concentration.  
The longer the dilution, the longer the analysis time required for acquiring a statis-
tically significant number of particle events, and shorter dwell times entail larger 
datasets to be processed. In addition, in many instruments the data acquisition is 
discontinuous, meaning there is a gap between the dwells. In such case particle 
events might become incompletely measured if the ion burst does not fully coincide 
with the dwell, the risk therefore increasing with shortening dwell time. The fraction 
of multiple particle events in a measurement can be predicted and corrected for us-
ing Poisson statistics (Tuoriniemi et al., 2018). Models for accounting for the oc-
currence of incomplete particle events have also been devised in literature 
(Tuoriniemi et al., 2014).  
 
Shortening the dwell time increases the number of data points that needs to be pro-
cessed. The choice of dwell time and dilution of the sample to a concentration suit-
able for measurement are therefore critical aspects of the method. 
When dwell times are longer than the duration of a NP event the main problem is 
particle coincidence, that is two or more particles arriving during the same dwell 
(figure 3) (Tuoriniemi et al., 2018, Kutscher et al., 2018). This artefact can become 
severe when particle number concentration is high. 
 
 
Figure 5. Illustration of data acquisition. (a.) One particle event detected during the dwell. (b.) Split 
event: particle event is only partially detected in the dwell. (c.) Coincidence: two particle events de-
tected in a single dwell. 
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The analysis is affected by the noise levels in the background signal. Background 
fluctuations could be confused with particle events of comparable magnitude. 
Therefore, algorithms that could either be based on outlier detection or deconvolu-
tion of the dissolved and particulate signals from each other are needed for detecting 
and quantifying the particles. Reducing the dwell time to durations comparable to 
that of the particle events improves size detection limits as the background signal 
and its noise becomes lower. As mentioned, further shortening from ~200 µs also 
reduces the particle signal in each dwell and therefore does in most cases not pro-
duce any gain. Because the risk of overlap between particle events is reduced, this 
FAST (Fast Acquisition Speed Technique) discussed by Tuoriniemi et al. (2015) 
and Montano et al. (2014) can also characterize more concentrated dispersions. 
1.2.2   Size  DL  in  spICP-­MS  
  
In 2014 Lee et al. (2014) published an equation for predicting the DL for spICP-MS 
for each element based on the sensitivities and noise levels in blank signals. It is 
practical because, knowing the mass spectrometer sensitivity, it can be predicted 
whether spICP-MS analysis of a given sample is feasible without carrying it out. 
Furthermore, they demonstrated that the use of collision cell technology (CCT) de-
creases the DL for Fe NPs by supressing the isobaric interferences that reduce Fe 
sensitivity. 
The reported equation for calculating the size DL is: 
𝐷𝐿 = 	   6	  ×	  3𝜎,-𝑅	  ×	  𝑓/	  ×	  𝜌	  ×	  𝜋2  (1.) 
where 3s = the magnitude of the background noise (counts), R = the sensitivity of 
the detector for the elements in the analyte (counts g-1), which is the slope of the 
calibration curve that plots the mass entering per dwell (g) in function of the inten-
sity (counts), fa = the mass fraction of the analysed element in the NP and r = the 
density of the NP (19.30 g cm-3 for Au). 
 
The dissolved background in the sample needs to be separated from the particle 
signal, which is often based on a µ + ns threshold, where s is the standard deviation 
of the whole dataset. Since the dissolved signal can only approximately be described 
by any probability function, a multiple of the standard deviation will never exactly 
correspond to a given probability for falsely identifying a particle event. A NP in-
tensity with a 3s threshold has been adopted in many articles (Mitrano et al., 2012), 
since in a Gauss curve 99.7% of the values lie within µ ± 3s. Equation (1.) is based 
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on this 3s threshold, by calculating it repeatedly until no extra particle signals are 
set apart. It has been calculated that 0.13% of a Gaussian distributed dissolved signal 
is falsely counted as particles within this threshold. However, a Poisson distribution 
is deemed to be more appropriate for describing background signals, in which case 
~ 0.5% of data points are falsely counted (Laborda et al., 2013, Tuoriniemi et al., 
2015). For this reason, a 5s threshold is sometimes regarded as more appropriate.  
 
Tuoriniemi et al. (2012) investigated the detection limits (DL) of spICP-MS for size 
and number concentrations with Ag NPs (ca. 20 - 80 nm). An iterative algorithm 
was presented for distinguishing the particles as outliers against a continuous dis-
solved analyte background. A particle event is detected as an outlier if its intensity 
exceeds the average signal by more than 5 times its standard deviation. The particle 
events detected this way are removed from the signal, and the algorithm is repeated 
until no new particle events are found. The dwell time was optimised to 5 ms at 
which the smallest detectable particle size was ~20 nm for Ag. This DL is mainly 
limited by the overlap of particle events and dissolved signal that increases with the 
background signal noise. 
 
Using dwell times shorter (~ <<<500 µs) than the particle event duration has the ad-
vantage of that the size DL improves because the background signal and its noise 
decreases. Higher number concentrations can be characterized because of the lower 
risk of overlap between the ion bursts. The accuracy of detector dead time error 
correction improves, because the count rate due to particle signal fluctuates less 
during each dwell. This fast acquisition speed technique (FAST) and an adaption of 
the iterative outlier detection algorithm for such datasets was discussed in a recent 
article by Tuoriniemi et al. (2015). A standard deviation of 5 was again regarded as 
a compromise between low frequency of false positives (contribution of false posi-
tives is < 0.1% of actual particle events) without eliminating too many actual parti-
cle counts. At close to optimal dwell times (100-200 µs) the Au and Ag detection 
limits were limited by the ion transmission efficiency (ITE) of the instrument. 
 
Another method for distinguishing the NP signals from the background is the de-
convolution method by Cornelis and Hassellöv (2014). This method fits Polyagauss-
ian probability mass functions (PMF) to signal distributions of blanks and dissolved 
standards with known concentrations. Thus, the PMF of the dissolved signal is 
known, and can therefore be deconvoluted from that of the combined signal. The 
possibility to quantify particle signals overlapping with the background can substan-
tially reduce the size detection limit.  
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1.2.3   Calibration  methods  
 
The simplest way of calibrating the spike intensities for particle size would be a plot 
of the signal intensity against the diameter of particle size standards. This would, 
however, require that a set of size standard NPs is available for all chemical com-
positions of interest. Furthermore, calibrating the particle frequency for number 
concentration would require reliable standards for this measurement, which are not 
yet available for any material (Montano et al., 2016). 
A more feasible approach that is used almost invariantly to determine the nebuliza-
tion efficiency, and then determine the sensitivity in terms of counts per mass of 
element entering the plasma from a calibration curve of dissolved standards. The 
equation that is used for relating the dissolved concentration to the total analyte mass 
entering the plasma was given by Pace et al. (2011): 𝐼	   = 	  𝑆	  ×	  𝐶67,	  ×	  𝑓89:	  ×	  𝑄</=>?9	  ×	  𝑡AB9?? 
 
(2.) 
with I = intensity (counts) in a dwell, S = sensitivity in counts per mass entering the 
plasma (g-1), CSTD = concentration (g mL-1), fneb = nebulization efficiency, Qsample = 
flow rate (mL s-1) and tdwell is the dwell time (s). The measured intensity is related to 
the mass delivered by the dissolved standards in each dwell, so the mass of the an-
alyte in the NP can be calculated by Inanoparticle/S. 
These calibration curves with dissolved standard can be used to determine particle 
size distributions (PSD), which plot the frequency (particles nm-1) vs the diameter 
of the particle (nm). There is a risk that the fneb for the solvent, dissolved analyte and 
NPs differ, although this matter remains poorly investigated.  
1.2.4   Particle  size  distribution  
 
There are some steps that need to be taken to obtain the PSD from the raw data. The 
procedure is outlined in figure 4. As mentioned before, the raw data consists of a 
sum of the signals from the particles and a continuous background due to dissolved 
analyte. The particle events can be distinguished by applying a detection threshold, 
so only intensities surpassing this threshold are considered as particle events. The 
average background intensity of the dwells not containing particles is subtracted 
from the combined signal in particle containing dwells to remove any contribution 
from dissolved species from the PSD. 
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There are two procedures to set this threshold. The first is the iterative algorithm 
that distinguishes outliers from the dissolved background when they exceed Imean + 
n*ssignal  (Tuoriniemi et al., 2012), as described in section 1.2.2.  
The second outlier detection algorithm is the k-means clustering algorithm, which 
divides the data into k groups. Each data point is assigned to a group in a way that 
the sum of the distances of all data points to each peer in their respective group is 
minimized. The value for k is again chosen manually. This method has, however, 
only been discussed in a single paper and its capabilities have not yet been suffi-
ciently assessed for it to be applied on analytical tasks (Bi et al., 2014). 
Another way of distinguishing the particle events is the method of deconvoluting 
the dissolved and particulate signals using the method by Cornelis and Hassellöv 
(2014). 
 
To get to the PSD, the corresponding diameter for every intensity in the frequency-
intensity diagram needs to be calculated. First, the following equation is used to 
calculate the mass of the particle: 𝑀D 	  = 	   1𝑓/ 	  𝐼FD 	  − 	   𝐼HIJ,𝑠  (3.) 
with MP = mass of particle (g), fa = mass fraction of analyte in particle and s = sen-
sitivity (counts g-1). The sensitivity is determined from the calibration plot of inten-
sity vs. amount of dissolved analyte that enters the plasma during each dwell that is 
constructed based on equation (2). 
With this result, and relying on the assumptions that the particle density is constant 
and equal to the bulk density and the shape is spherical, the diameter of the NP can 
be calculated from: 
𝐷D 	  = 	   𝑀D	  ×	  6𝜌	  ×	  𝜋2  (4.) 
with DP = diameter of particle and r = density. 
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Figure 6. Process of calculating the PSD from the raw data. a) Raw data: signal intensity (counts) of 
a series of dwells. The dotted horizontal line is the detection threshold. b) Calibration curve of signal 
intensity (counts) against mass of analyte entering the plasma per dwell. c) Data from a) is replotted 
in to a frequency intensity diagram. d) Data from c) is replotted into a particle size distribution. Figure 
reproduced with permission from the author from ref. (Tuoriniemi et al., 2018) 
There is a linear relationship between the frequency of NP events and the number 
of NPs per volume unit in the sample, which can be used for calculating the number 
concentration cp (equation 5), provided the nebulization efficiency is known 
(Tuoriniemi et al., 2018). 𝐶D 	  = 	   𝑓(𝐼D)𝑓89:	  ×	  𝑞89: (5.) 
with f(Ip) = frequency of NP events and qneb = sample uptake rate (mL s-1). The 
arrival of particles into the plasma has shown to be random (Tuoriniemi et al., 2014). 
1.2.5   Nebulization  efficiency  
  
As earlier mentioned, a parameter called the nebulization efficiency needs to be de-
termined for calculations. A particle remains intact until it enters the plasma and the 
mass of this particle, that is eventually related to its size, is therefore independent of 
the volume that travels with it. However, the total mass of the dissolved standards 
is depended on the concentration and thus the volume that travels to the plasma 
during each dwell. Since dissolved standards are used to relate intensity to particle 
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mass, the nebulization efficiency is used to convert concentration to particle mass 
entering per dwell, because it accounts for the volume loss during transport through 
the spray chamber. 
There are three methods described for determining this parameter, as described by 
Pace et al. (2011) and Montano et al. (2016): 
 
1.   The waste collection method: 
For this method, the spray chamber waste that does not go into the plasma is col-
lected and weighed. Since the flow rate into the nebulizer and time of collecting the 
waste is known, the total volume delivered to the nebulizer is also known. By sub-
tracting the collected waste volume from this delivered volume, one obtains the vol-
ume that has entered the plasma. 
The formula for the nebulization efficiency is then: 𝑓89: 	  = 	   ∆	  𝑡𝑜𝑡𝑎𝑙	  𝑤𝑒𝑖𝑔ℎ𝑡∆	  𝑠𝑎𝑚𝑝𝑙𝑒	  𝑤𝑒𝑖𝑔ℎ𝑡 (6.) 
The method is inaccurate as it has a lot of uncertainties. The main problem is evap-
oration of the waste, which can make the calculated nebulization efficiency an over-
estimation. Subtracting two large numbers (when the nebulization efficiency is low) 
and inconsistency in waste drainage from the spray chamber also add uncertainty. 
 
2.   The particle frequency / particle number method: 
When one assumes that each entering NP produces a signal, a standard suspension 
with known number concentration can be used to determine the nebulization effi-
ciency. If the uptake rate is known, the number of NPs entering the nebulizer per 
second can be calculated and the number of peaks is assumed to be equal to the 
number of NPs reaching the plasma. This gives the following equation: 𝑓89: 	  = 	  𝑁FD	  /9YZ<Z?𝑁FD = 	   𝑓(𝐼>)𝑞89:	  ×	  𝑐>	   (7.) 
where NNP aerosol / NP = the number of NPs reaching the plasma / being delivered to 
the nebulizer.  
While this method is the most direct, it is also the most unreliable in practice since 
there are no reference materials certified for number concentration and the number 
concentration in the very diluted suspensions suitable for spICP-MS might not be 
stable. NP suspensions are dynamic and so collisions between particles can result in 
aggregation (Verwey et al., 1999). NPs can also adhere to the walls of the container. 
Both effects reduce the actual number concentration in the standard, which would 
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lead to an overestimation of particles introduced and an underestimation of nebuli-
zation efficiency. This also leads to an underestimation of the particle size according 
to equation (2.). 
 
3.   The particle size method: 
The currently most used method is the particle size method where the particle sig-
nals of a NP with a certified diameter are measured, and the nebulization efficiency 
in the following equation is then adjusted until the average particle mass calculated 
from the certified diameter is reproduced. The signal intensity of the solution is di-
rectly dependent on the nebulization efficiency and detection efficiency, but the sig-
nal intensity of particle events is not. Therefore, the nebulization efficiency is deter-
mined by the ratio of solution sensitivity to NP sensitivity, giving the following 
equation: 
𝑓89: 	  = 	   𝐼67, 𝑀67,𝐼FD 𝑀FD  (8.) 
where ISTD/NP = the signal intensity from the standard solution / NP and MSTD/NP = 
mass of analyte in the standard solution / mass of analyte in the NP.  
MSTD can be calculated according to equation (2.) and MNP according to equation 
(4.): 𝑀67, = 	  𝐶67,	  ×	  𝑄</=>?9	  ×	  𝑡AB9?? 𝑀FD = 	  𝜌	  ×	  𝜋6 𝐷FD\  
One disadvantage of this method is that it relies on assumptions that might not al-
ways be valid. Besides the small inaccuracies in certified diameter, error might be 
introduced by that the density is assumed to be equal to the materials bulk density, 
despite some reports mentioning this isn't always the case. The NP shape of the 
standard is also assumed to be spherical, while metallic particles often are faceted. 
1.3   Environmental  spICP-­MS  applications  
 
With the increasing use of ENPs in everyday consumer products, the release of these 
nanoparticles in the environment also rises, raising several questions about their 
toxicity on humans and the ecosystem. Numerous studies have shown the potential 
of spICP-MS to measure the concentration of ENPs in various environmental sam-
ples. 
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Tuoriniemi et al. (2012) investigated wastewater treatment plant (WWTP) effluent 
samples with spICP-MS. Out of the 13 screened elements (Ag, Ce, Ti, Si, Zn, Cr, 
Cu, Mo, Pt, Sb, W, Y and Zr), only Ag, Ce and Ti were detected, since they were 
most produced at that time. Their determined concentrations corresponded to the 
predicted values from environmental fate modelling. Yet, other frequently used NPs 
such as Zn and Si were not detected, most likely due to particle dissolution or lack 
of sensitivity. It was also concluded that the technique wasn't specific enough to 
differentiate between engineered Ti and Ce particles and the natural presence of 
these elements, so more research to optimize the technique is needed. 
spICP-MS has also been used to investigate the detection of carbon nanotubes 
(CNTs) by Reed et al. (2013). CNTs are used in nanotechnology, electronics and 
optics, among other things and can thus enter the environment as industrial waste. 
Except for silver, they are used in more consumer products than any other ENP. It 
was found that the detection of these nanomaterials using residual catalyst metals 
(Co, Y, Mo or Ni) was possible with spICP-MS. CNTs could be detected at concen-
tration in the ng/L range, which is lower than any other available technique. Despite 
spICP-MS not being able to detect most of the small metal masses used, which 
makes the technique only semi-quantitative, it was concluded that there are potential 
applications. 
 
A study by Navratilova et al. (2015) used spICP-MS to successfully detect engi-
neered CuO NPs in colloidal extracts from natural soil samples. The study compared 
sample dilution and dwell times to distinguish the CuO NPs against their high nat-
ural background. The natural background levels exceed the expected environmental 
concentrations of ENPs by several orders of magnitude, so it was concluded more 
research should and will be done to improve the method and thus detect even smaller 
NPs against higher Cu backgrounds in soils. 
Another research, constructed by Peters et al. (2014) developed a method for sizing 
and determination of nano-silver in chicken meat. Ag NPs are the most used ENPs 
in consumer products, especially in food-related materials. This can result in an ac-
cumulation of Ag NPs in food. The developed method can be used to determine the 
presence and quantity of Ag NPs in the samples, with a LOD as low as 0,05 mg/kg. 
Peters et al. (2015) also used spICP-MS combined with a data evaluation tool for 
the analysis of NPs in complex matrices, such as food, waste water, culture media 
and biological tissues. spICP-MS was deemed an easy and fast technique for detec-
tion and characterization of metal and metal oxide NPs in these four complex sam-
ples, with no difficult sample preparation needed. 
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A Perkin Elmer quadrupole ICP-MS (Nexion 350) operated through the Syngystix 
Nano app was used in all experiments. The ICP-MS settings are shown in table 1. 
The NP suspensions were prepared from citrate coated gold NP having nominal di-
ameters of 5, 10, 20, 30, 40, 60 or 100 nm (BBI, UK) by diluting them with EDTA 
in ultrapure water (1000 mg L-1). Dissolved Au standards were prepared from a 1000 
mg L-1 Au standard by diluting with EDTA in ultrapure water (1000 mg L-1). The 
nebulization efficiency was determined by using 60 nm Au NPs diluted 106 times. 
For the digestions, all NPs except for the 30 nm ones were dissolved in aqua regia 
(65% HNO3 (vol/vol) and 37% HCl (vol/vol)) and heated on a hot plate to a tem-
perature close to the boiling point (90°C) for 30 minutes. The digestate was diluted 
50 000 times in total (20 000 times in aqua regia and after digesting 20 times in 3% 
HCl) for the measurement. Each digestion set also included at least one blank sam-
ple and spike recovery sample. 
Data analysis was done with Nanocount (Cornelis, 2014) and the peak detection 
program in Matlab (Tuoriniemi et al., 2015). 
Table 1. ICP-MS settings 
ICP-MS Perkin Elmer Nexion 350 
Spray chamber Glass baffled (cyclonic) 
Nebulizer 
Nebulizer gas flow rate 
Glass expansion ca. 300 mL min-1 Micromist (conical) 
1.06 L min-1 
Plasma gas flow rate 18 L min-1 
Auxiliary gas flow rate 1.2 L min-1 
RF power 1600 W 
 
DLS experiments were carried out on the Malvern Panalytical Zetasizer Nano ZS 
instrument. 
2   Experimental  
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The Au NP dispersions with different sizes (5, 10, 20, 30, 40, 60 and 100 nm) were 
diluted to a concentration suitable for spICP-MS and measured to find the size and 
concentration detection limit. 
All NPs except 30 nm were also digested and analysed by ICP-MS. This way, the 
total concentration Au was measured to calculate recovery during spICP-MS meas-
urements. 
3.1   5  nm  -­  10  nm  -­  20  nm  
 
5, 10 and 20 nm particles were diluted 104 - 109 times and measured, but no NPs 
were detected. For particles of this size, the background intensity due to dissolved 
species is generally higher than the particle intensity, resulting in a low signal-to-
background ratio. In the case of gold, reported size detection limits for a Perkin 
Elmer Nexion 350 are found to be 28 – 30 nm (Donovan et al., 2015). 
The size DL is here defined as the NP size that can be distinguished from the con-
tinuous background noise fluctuations. It’s dependent on the ITE, isotopic abun-
dance, spectroscopic interference and dissolved analyte in the solution (Tuoriniemi 
et al., 2018). The ITE is instrument-specific and the abundance and interference are 
element-specific. For gold, relative low size DLs can thus be achieved, since the 
197Au isotope has 100% abundance and it’s only interference is 181Ta16O+ (May and 
Wiedmeyer, 1998). 
The standard deviation of a background in a blank was meant to be used. This is in 
theory the best-case DL that can be achieved with the instrument, though even the 
blank can contain particle events due to contamination and anomalies in the dis-
solved signal. Since it is the dissolved background signal in the sample itself that 
determines the detection limit for that particular sample, some arguments have been 
3   Results  and  discussion  
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made that the standard deviation should be taken from the sample itself and not the 
blank. 
 
For these measurements of the particles, the nebulization efficiency was determined 
as 7.68%. Measurements were done with 10 µs dwell time, which were merged to 
1 ms in Nanocount. Table 2. shows the detection limit calculated with equation (1.)  
 
In practice, 2 counts is the smallest NP event detectable and a DL of 2 counts results 
in a size DL of 32.41 nm. This DL is also higher than the size of the measured 
particles, which affirms no NPs could be detected. 
Table 2. DLs for the measurement of 5, 10 and 20 nm Au NPs with 50 µs dwell time, calculated with 
equation (1.). Standard deviations obtained with Nanocount. 
Sample (dilution) Standard deviation s (counts) n DL (nm) 
Blank 
 
10 nm (105x) 
 
20 nm (104x) 
 
1.50 
 
1.14 
 
1.07 
3 
5 
3 
5 
3 
5 
42.47 
50.35 
38.76 
45.95 
37.95 
44.99 
 
3.2   30  nm  
 
All 30 nm Au NP samples were diluted 4x106 times. Measurements were done with 
50 µs dwell times, which is 20 times shorter than the 1 ms used in the measurements. 
Overlap between dissolved and nanoparticle signal reduces as the dwell time is re-
duced, because the intensity of the dissolved signal increases with the dwell time, 
but the particle signal intensity does not. The duration of a particle event is typically 
~ 500 µs, so the dwell time is shorter than the duration of a particle event (FAST). 
Only a fraction of a particle is measured during each dwell and the signal needs to 
be integrated to get the peak of the particle event. If the dwell time is significantly 
shorter than the duration of the ion burst, this will introduce dwells with no particle 
signal, so they are detected as different particle events instead of one. Because of 
this, no further improvement is made in DLs with dwell times below 200 - 100 µs. 
 
With a nebulization efficiency of 1.29% and dwell time of 50 µs, the following DLs, 
shown in table 3., were obtained. The effect of the lower dwell time on the DL can 
be seen. As the dataset now mostly consists of zeros, the standard deviation becomes 
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extremely low, resulting in a DL that’s impossibly small. The multiple of the stand-
ard deviation should be at least one to achieve a meaningful result and the DL cal-
culated with equation (1.) doesn’t take this into account.  
There’s a noticeable difference between the DL calculated with the blank or with a 
particle sample. 
Table 3. DLs for the measurement of 30 nm Au NPs with 50 µs dwell time, calculated with equation 
(1.). Standard deviations obtained with Nanocount. 
Sample (dilution) Standard deviation s (counts) n DL (nm) 
Blank 
 
30 nm 1 (106x) 
 
30 nm 2 (106x) 
0.0093 
 
0.23 
 
0.24 
3 
5 
3 
5 
3 
5 
5.31 
6.29 
15.46 
18.34 
15.69 
18.60 
 
In practice, the DL corresponding with 2 counts is 22.05 nm, which is a more be-
lievable result, because 20 nm particles could not be detected and the DL is therefore 
expected to be > 20 nm. This means the 30 nm NPs, which gave a signal with an 
intensity of 4 - 5 counts, were just distinguishable from the dissolved background. 
The total number concentration is 1.55 x 1013 particles mL-1. 
 
The PSD of the 30 nm Au NPs (4x106 times diluted) is shown in figure 7. There is 
a clear cut-off below 25 nm where the particle signal could not be resolved from the 
dissolved background. 
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3.3   40  nm  
 
The 40, 60 and 100 nm particles were all measured on the same day and thus have 
the same instrument sensitivity. All NPs were diluted 104 - 109 times and measured 
with 50 µs dwell time and a nebulization efficiency of 2.43%. The results for the 
DL is shown in table 3 below. Again, the DL based on the standard deviation of the 
blank is too low to be possible. The standard deviation of dissolved background was 
determined in Nanocount and depends on where the threshold is put, which explains 
the higher values for the 100 nm, where there’s no overlap between the peak of 
dissolved background and particle events in the frequency – intensity histogram and 
the threshold can be placed higher. The DL for a particle consisting of only 2 counts 
is 22.74 nm. 
Figure 7. PSD of 30 nm Au NPs with 50 µs dwell time. X-axis shows diameter 
(nm), left y-axis shows frequency (particles nm-1) and right y-axis shows number 
concentration (particles mL-1) x1010. 
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Table 4. DLs for the measurement of 40, 60 and 100 nm Au NPs with 50 µs dwell time, calculated with 
equation (1.). Standard deviations obtained with Nanocount. 
Sample (dilution) Standard deviation s (counts) n DL (nm) 
Blank 
 
40 nm (104x) 
 
60 nm (105x) 
 
100 nm (104x) 
0.055 
 
0.88 
 
0.47 
 
1.97 
3 
5 
3 
5 
3 
5 
3 
5 
9.90 
11.74 
24.94 
29.57 
20.24 
24.00 
32.63 
38.69 
 
From the digestion was learned that the total gold concentration in the 40 nm sam-
ples is 47.83 mg L-1. The recovery was calculated by determining the sum of the 
particle intensities in the outlier detection algorithm (in Matlab) and converting this 
to the total particle mass. As mentioned before, for dwell times below 100 µs, the 
fractions measured of a particle event during each dwell become so small the algo-
rithm identifies them as a cluster of different peaks. This instrument has a relatively 
low acceleration voltage, making the duration over which one particle event spans 
rather ~ 750 – 1000 µs (based on the peak width of 60 and 100 nm NPs) instead of 
500 µs. The background count rate comes close to zero and subsequently the multi-
ple of the standard deviation turn out to be less than 1, which also makes the concept 
of outlier detection meaningless. Therefore, the dwells needed to be merged to big-
ger dwell times.  
The sum of particle intensities was divided by the total sample volume used (=	  𝑓89:×	  𝑡AB9??	  ×	  𝑄</=>?9	  ×	  total	  data	  points). This resulted in a concentration of 31.24 mg 
L-1, which corresponds to a recovery of 65.31%. 
 
A number concentration detection limit of three particle events has been proposed 
in literature (Laborda et al., 2013). This can be related to the limit of detection 
(LOD) with the nebulization efficiency (fneb), sample flow rate (Qsample) and total 
acquisition time (ti), as seen in equation (9.) (Laborda et al., 2013). 𝐿𝑂𝐷FD 	  = 	   3𝑓89:	  ×	  𝑄</=>?9	  ×	  𝑡g (9.) 
 
This LOD of 3 counts is based on an ideal Poisson distribution with a blank con-
taining zero counts. The uncertainty due to finite particle count for 3 detected events 
in a 95% confidence interval would range between -80 to +292%. (Tuoriniemi et 
al., 2018).  
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Because the false positive rate in a sample differs from that in a blank or other 
reference sample and can only  be estimated with uncerntainty,  the number of 
particles counted for a reliable analysis must be even higher. 
 
While this corresponds to LODs of ~ 105 particles L-1, the total number of events 
counted must be at least 5 - 10 times higher for a PSD with maximum height of three 
events (based on an estimation done by Laborda et al. (2013) by considering a sus-
pension of monodisperse NPs of the same diameter producing a Poisson distribu-
tion). This would be even higher if lognormal distributions, which are also often 
used for NP distributions, are used (Laborda et al., 2013). In practice LODs often 
approach ~ 106 particles L-1. 
 
For the measurements of 40, 60 and 100 nm, which had 50s total acquisition time 
and 0.7 mL min-1 flow rate, this results in a LOD of 211.64 particles mL-1 (2.1164 
x 105 particles L-1), which for 40 nm gold corresponds to 0.14 ng L-1 (when assuming 
the diameter is exactly 40 nm). This is at least ten times lower than actual reported 
LODs for 40 nm Au NPs, which are in the range of several ng L-1. A certain number 
of large particles holds more mass. For the 40 nm NPs, enough particle events were 
measured to construct an accurate PSD in the samples that were 104 - 107 times 
diluted. Particle events had an intensity everywhere between 4 and 60 counts, with 
the most frequent intensity being 10/11 counts. The count rate was too low or the 
108 - 109 times diluted (0.4783 ng L-1 and 0.04783 ng L-1) samples. This affirms that 
the theoretical LOD is at least 10 times smaller than the LOD in practice.  
 
A 95% confidence interval was calculated based on an equation published by Tuo-
riniemi et al. (2018). For the LOD of 3 particle events, the confidence interval is 0 
– 35 740 particles mL-1, which corresponds to 0 – 23.11 ng L-1 for 40 nm NPs, 
meaning the LOD can be even 100 times higher than 211.64 particles mL-1. 
This can’t be directly related to how many particles are sufficient for a reliable PSD, 
since this also depends on PSD shape and width. 
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The total number concentration is 1.03 x 1012 particles mL-1. Figure 8. shows the 
PSD of the 40 nm Au NPs (104 times diluted).  
 
 
 
3.4   60  nm  
 
The 60 nm NPs were characterized via dynamic light scattering (DLS), which 
measures the size distribution of particles in suspension. The average diameter is 
60.27 nm. 
 
Figure 9. The DLS results for analysis of the 60 nm Au NPs. 
Figure 8. PSD of 40 nm Au NPs with 50 µs dwell time. X-axis shows diameter (nm), 
left y-axis shows frequency (particles nm-1) and right y-axis shows number concentration 
(particles mL-1) x1010. 
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The size DL has been shown in table 3. The total gold concentration for the 60 nm 
NPs as obtained by the digestion is 43.95 mg L-1. The recovery of a 105 times diluted 
sample was calculated as 27.54 mg L-1, which corresponds to a recovery of 62.66%.  
 
The LOD of 211.64 particles mL-1 corresponds to 0.46 ng L-1 for 60 nm Au NPs. 
For samples that were 104 - 107 times diluted, enough particle events were measured, 
though 107 times diluted is not recommended due to inaccuracy because of low 
counting statistics. The particle events had an intensity span between ca. 15 and 90 
counts, with 34 - 37 counts being the most frequent. For 108 - 109 times diluted, the 
count rate was too low. This corresponds with a concentration of 0.4783 ng L-1 – 
0.04783 ng L-1. The total number concentration is 4.87 x 1011 particles mL-1. 
The PSD of the 60 nm Au NPs (105 times diluted) is shown in figure 10. 
 
 
 
 
 
 
 
 
 
 
 
 
  
3.4.1   60  nm  with  spiked  dissolved  gold  concentrations  
 
60 nm Au NPs were diluted 10 000, 30 000, 60 000 and 90 000 times (4395 ng L-1, 
1465 ng L-1, 733 ng L-1 and 488 ng L-1 respectively) and spiked with 0 ppb, 50 ppb 
and 75 ppb dissolved gold to increase the dissolved background signal. This mimics 
the presence of spectral interferences which are present for several elements often 
used in NPs and influence the size DL. There is already dissolved analyte present in 
most samples, but not in these high concentrations. 
Figure 10. PSD of 60 nm Au NPs with 50 µs dwell time. X-axis shows diameter (nm), 
left y-axis shows frequency (particles nm-1) and right y-axis shows number concentration 
(particles mL-1) x1010. 
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The 10 000 times diluted series is shown here. In outlier detection algorithm by 
Tuoriniemi et al. (2015) the n value is varied to see the effect on particle count 
obtained and size DL, as can be seen in figure 11 to 13. The smallest detectable size 
is calculated using n*s because the mean dissolved signal is subtracted from the 
particle signal intensities. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. Particle count per 100 000 data points and size DL (nm) as a func-
tion of n for 60 nm Au NPs with 50 µs dwell time and 50 ppb spiked. 
Figure 11. Particle count per 100 000 data points and size DL (nm) as a function of 
n parameter for 60 nm Au NPs measured with 50 µs dwell time and no spike added. 
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The size DL in the 60 nm particles without spike is extremely low because of the 
low background (0.04 counts) and all the particle events are completely separated 
from this background. In practice, a DL of 2 counts corresponds to 27.82 nm. From 
n = 12 to n = 13, the DL increases from 9.07 nm to 52.73 nm, indicating that actual 
particle events are considered as background. The dissolved background is ca. 0.25 
ppb. 
 
The 50 ppb dissolved standard (measured with 50 µs dwell time) was also analysed 
via this algorithm. The dissolved gold stock solution was measured via DLS and no 
evidence of significant particle concentrations were found. As shown in table 4, a 
value of n = 5 is needed to reduce the number of false positives to < 0.1% of the 
total count and get an accurate recovery (values are > 100 % because there is a 
dissolved background that’s already present on top of the added 50 ppb). This cor-
responds to a background of 7.8 counts. 
Table 5. Results of particle count in 50 ppb dissolved standard with the outlier detection program with 
100 000 dwells acquired in total. 
n Particles counted Background (counts) Dissolved gold recovery (%) 
1 
2 
32466 
6664 
0.8825 
6.857 
10.60 
88.14 
3 701 7.664 98.50 
4 
5 
42 
6 
7.813 
7.826 
100.42 
100.58 
 
Figure 13. Particle count per 100 000 data points and size DL (nm) as a func-
tion of n for 60 nm Au NPs with 50 µs dwell time and 75 ppb spiked. 
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For the sample with 50 ppb spiked, the DL increases from 39.98 nm (n = 1) to 63.06 
(n = 15) and for 75 ppb spiked this increases from 44.32 (n = 2) to 97.02 (n = 15). 
These DLs are very high, indicating that it was not possible to separate the dissolved 
background from the particle signal as there was too much overlap. The 50 ppb 
sample had a DL of 54.47 nm for n = 3 (background 6.2 counts) and 63.06 nm for 
n = 5 (background 6.9 counts). This is even higher for 75 ppb, which gave a DL of 
60.32 nm for n = 3 (8.1 counts) and 70.96 nm for n = 5 (9.3). As the measured NPs 
are only 60 nm, this means only the end tail of the PSD can be distinguished. Except 
for the PSD of the sample with nothing spiked, the constructed PSDs gave incorrect 
size values of ~ 100 nm (50 ppb) and ~ 160 nm (75 ppb). 
 
As can be seen in table 6., for a dissolved background that comes close to the added 
concentration of 50 and 75 ppb, the recovery is very poor. To get a dissolved back-
ground recovery of 100%, almost no particles will be detected. The added spiked 
concentrations almost completely mask the particle events, making it impossible to 
separate dissolved background from particle events. 
Table 6. Accuracy of the values obtained with different n 
Spike 
(ppb) 
n Background 
(counts) 
Particle concentration 
(mg L-1) 
Recovery (%) Dissolved background 
(ppb) 
50 3 6.187 22.98 52.28 39.76 
 5 6.862 10.92 24.84 44.10 
75 3 8.077 37.01 84.18 51.91 
 5 9.305 14.73 33.54 59.80 
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3.5   100  nm  
 
The 100 nm NPs were also characterized via DLS. The average measured diameter 
is 102.13 nm. 
The size DL has been shown in table 3. As calculated from the digestion, the total 
100 nm gold concentration 43.96 mg L-1. The recovery of a 104 times diluted sample 
was calculated as 32.61 mg L-1, which equals 74.18%. 
 
The stated recoveries for the 40, 60 and 100 nm particles are based on the recoveries 
of the particle intensities. When calculating the total intensity, including the 
dissolved concentrations present, recoveries are on average 14% higher, meaning 
ca. 14% of the gold present in the dispersions was dissolved: 74.96% for 40 nm (~ 
15% increase), 68.11% for 60 nm (~ 9% increase) and 86.55% for the 100 nm NPs 
(~ 17% increase). The count difference via the outlier detection program between 
the particle events intensities and the total intensity is for every sample higher than 
the dissolved background intensity subtracted in the raw data, indicating that at least 
some of the dissolved background surpassed the detection limit and was erronously 
counted as particle events. 
 
The same calculated LOD of 211.64 particles mL-1 for 100 nm gold corresponds to 
2.14 ng L-1. Samples that were 104 - 106 times diluted gave good PSDs. As can be 
seen in the PSD of the 104 times diluted measurement, the intensity of a 100 nm NP 
is between ca. 100 - 300 counts, the most frequent intensities are 180 - 190 counts. 
For dilutions of 108 - 109 times (0.4396 ng L-1 - 0.04396 ng L-1) no peaks of these 
intensities were obtained. 107x diluted (4.396 ng L-1) is again at the tipping point: it 
Figure 14. The DLS results for analysis of the 100 nm gold NPs 
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is above the theoretical LOD and a PSD can be constructed, but it’s not precise and 
shouldn’t be used. The number concentration is 1.45 x 1011 particles mL-1. Figure 
15 shows the PSD of the 100 nm Au NPs (104 times diluted). 
 
  
 
3.5.1   100  nm  with  10  ms  dwell  times  
 
Another measurement was performed, where the NPs were 105 - 1025 times diluted 
and measured with 10 ms dwell time. For a Qsample = 0.25 mL min-1 and a fneb = 
7.68%, the LOD corresponds to 18.75 particles mL-1 or 0.1895 ng L-1 for 100 nm 
particles. The recovery here is 68.15%. 
The size DLs are shown in table 7. They are quite high due to the longer dwell time. 
The DL corresponding to 2 counts is 25.61 nm. Figure 16. shows the PSD of the 
100 nm Au NPs (105 times diluted), the number concentration is 1.5 x 1012 particles 
mL-1. What sticks out is that this concentration is ten times higher than the number 
concentration of the 100 nm NPs measured with 50 µs dwell time. This is entirely 
due to the fact that the measurement with 50 µs dwell time was done more than two 
months after the measurement with 10 ms. Besides the fact that the particles with 
50 µs dwell time had 60% more total volume, thus resulting in lower number con-
centration, this can also be explained by the difference in time. Particle suspensions 
are dynamic and the measurement with 50 µs was done more than two months after 
the measurement with 10 ms. Some NPs were probably dissolved, adsorbed into the 
Figure 15. PSD of 100 nm Au NPs with 50 µs dwell time. X-axis shows diameter (nm), 
left y-axis shows frequency (particles nm-1) and right y-axis shows number concentration 
(particles mL-1) x1010.  
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tube walls or enlarged due to Ostwald ripening, thus becoming too big for detection 
with spICP-MS. This leads to a lower concentration of particles present in the sam-
ple. 
Table 7. DLs for the measurement of 100 nm Au NPs with 10 ms dwell time, calculated with equation 
(1.). Standard deviations obtained with Nanocount. 
Sample (dilution) Standard deviation s (counts) n DL (nm) 
Blank 1.248 3 
5 
31.53 
37.38 
100 nm (105x) 1.265 3 
5 
31.67 
37.55 
 
The parameter n in the outlier detection program is again varied against particle 
count and size DL of the most concentrated (105 times diluted) sample, as can be 
seen in figure 17. The obtained size DLs via this algorithm are higher than the DLs 
via equation (1.) The longer dwell time results in a higher background, for n = 1 the 
background is 2.39 counts, which corresponds with a DL of 30.13 nm. 
 
Figure 16. PSD of 100 nm Au NPs with 10 ms dwell time. X-axis shows diameter (nm), 
left y-axis shows frequency (particles nm-1) and right y-axis shows number concentration 
(particles mL-1) x1010    
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The biggest changes happen for n < 5, after n = 5, which corresponds with a DL of 
48.89 nm, the particle count and DL only increase slightly. After n = 15, the particle 
count drops from ca. 4700 to 1000 particles per 50 000 datapoints and the DL in-
creases from 72.41 nm to 135.43 nm. This means that for n > 15, the false negative 
count is very high, almost all 100 nm NPs are erroneously considered as back-
ground. 
 
Figure 19. shows the same graph, but on a 100 nm sample that is 1025 times diluted. 
Because of this large dilution, almost no NP events will be present and the raw data 
shows that maximum one NP event is detected. This means almost all particles 
counted are false positives. For n = 3, ca. 1200 particles are counted and the DL is 
28.08 nm. Between n = 5 (49 particles counted, DL = 33.67 nm) which counts 
0.098% of false positives and n = 7 (3 particles counted, DL = 37.17 nm), 0.006% 
of false positives almost no background is counted as a particle. After that the DL 
keeps increasing, to levels where particles are no longer detected in the sample. 
Figure 17. Particle count per 50 000 datapoints and size DL (nm) as a function 
of n for 100 nm Au NPs 105x diluted (10 ms dwell time). 
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3.6   Effect  of  dwell  time  on  signal  
 
100 ppb was measured with different dwell times to see how accurate the detector 
operates under the different dwell times. The results of one measurement are shown 
in the table below. The intensity in CPS stays constant, with a deviation of 2.45% 
and 3.80% for a second measurement. This proves that the detector behaves as it 
should, even down to the shortest dwell times.  
The longer the dwell time, the shorter the variation in intensity. For this reason, 
longer dwell times were originally considered to be more accurate. However, recent 
research has proven that longer dwell times give a greater possibility of coincidence 
and shorter dwell times allow better particle resolution in the case of spICP-MS. 
Table 8. The average intensity of 100 ppb dissolved gold at different dwell times 
Dwell time Average intensity (CPS) Relative variance intensity (%) 
10 µs 585 292 44.27 
20 µs 565 665 33.17 
50 µs 574 769 24.39 
70 µs 568 850 21.73 
100 µs 545 439 19.93 
200 µs 554 570 16.55 
1000 µs 
5000 µs 
560 294 
550 122 
11.85 
9.80 
10 000 µs 545 023 12.00 
Deviation 2,46 %  
 
Figure 19. Particle count per 50 000 datapoints and size DL (nm) as a 
function of n for 100 nm Au NPs 1025x diluted (10 ms dwell time). 
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The particle size detection limit has been found to vary between 22 and 32 nm for 
an Au particle to produce 2 ions, the smallest detectable particle event. As can be 
seen in table 9., the DL increased with the dwell time, but is also dependent on the 
instrument sensitivity on that day. The overlap between dissolved and nanoparticle 
signal reduces as the dwell time is reduced. 
Equation (1.) by Lee et al. (2014) gave results that varied a lot between measure-
ments. The measurements with 10 ms dwell time resulted in DLs that seem reason-
able, albeit a bit high. However, when 50 µs dwell times are used, the standard de-
viation of the blank becomes so low that DLs of ~ 10 nm were obtained, while it 
should be > 20 nm, as no NPs below this size were detected. In this case, the DLs 
calculated with the standard deviation of the background in the samples were more 
correct, though there was some variation between samples used. 
When using FAST, further improvement of size DLs is rather limited by the ITE of 
the instrument than the dissolved concentration. Sector field instruments, which are 
found to be more sensitive than quadrupole mass spectrometers, even have reported 
size DLs of 6 nm for Au NPs (Tuoriniemi et al., 2015). 
 
Dwell times of 50 µs also needed to be merged to bigger dwell times to get correct 
values in the outlier detection algorithm, as the outlier detection program can’t be 
used for a multiple of the standard deviation that’s less than 1.  
There was a ca. 15% variation between the DL obtained with a 3s or 5s threshold. 
The 5s threshold seemed to be too conservative, the 3s threshold was often closer 
to the DL corresponding with 2 counts.  
 
In general, calculating the DL from a minimum intensity of 2 counts seemed to be 
a reliable and fast way of calculating the DL, more so than basing the DL on equa-
tion (1.). 
 
4   Conclusion  
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The theoretical concentration LOD based on equation (9.) (0.14 ng L-1 for 40 nm, 
0.46 ng L-1 for 60 nm and 2.14 ng L-1 for 100 nm) was in all cases at least 10 times 
smaller than the LOD in practice, which was in the range of several ng L-1 for the 
40 nm particles and rather ~ 40 ng L-1 for an accurate PSD of the bigger 60 and 100 
nm particles. 
Table 9. Summary of the resulted DL, number concentration and recovery for each particle size. 
Size (nm) Dwell time (µs) DL (nm) for 2 
counts 
Number concen-
tration (particles 
mL-1) 
Recovery (%) 
5 1000 32.41 - - 
10 1000 32.41 - - 
20 1000 32.41 - - 
30 50 22.05 1.55 x 1013 - 
40 50 22.74 1.03 x 1012 65.31 
60 50 22.74 4.87 x 1011 62.66 
60 (spiked) 50 27.82 - - 
100 50 22.74 1.45 x 1011 74.18 
100 10 000 25.58 1.50 x 1012 68.15 
 
Recoveries varied between 60 – 70% and depend on the instrument and sample 
preparation. Ca. 13% of the total gold present was dissolved, with some dissolved 
intensities even surpassing the DL.  
The number concentration decreases with increasing size, since for the same mass 
one gets a higher number of small particles than big particles.  
The two measurements of 100 nm NPs showed that the particle suspensions are still 
very dynamic and the measured number concentration can decrease quite drastically 
over time due to artefacts such as Ostwald ripening, adsorption to the tube walls or 
the particles simply dissolving. 
 
Validation of the outlier detection algorithm parameters has been done. The value 
of n = 5 seemed to be more appropriate than n = 3: the size DL is higher but still 
smaller than the actual particle size, so the rate of false positives is not too high. 
After a n value of 5, there is little change in particle count and size DL. Higher 
values do not automatically correspond to better results, as for n ³ 15 actual particles 
are counted as background. 
In the very dilute sample, the 3s threshold still counted 2.4% as false positives. The 
5s threshold was accurate enough to be used, with only 0.098% of false positives. 
Increasing the n value to 7 gave even better results (0.006% of false positives), but 
n > 7 values gave no further improvement. 
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It was impossible to separate the 60 nm Au NPs from the spiked 50 and 75 ppb 
dissolved background since the concentration was too high and almost completely 
masks the particle intensities. Only the upper tail of the PSD could be resolved, 
resulting in sizes that were bigger than the actual size. The DL increased with in-
creased added dissolved concentration.  
 
Regardless of the dwell time used, the intensity in CPS stays constant, so no prob-
lems with the detector should be expected. Smaller dwell times do result in bigger 
intensity variations, which can lead to some inaccuracies. 
 
Further research to detect NPs in the presence of high dissolved backgrounds is re-
quired, as well as research for DLs and LODs of other types of nanoparticles, such 
as NPs with different isotopes and / or spectral interferences. Despite these short-
comings, spICP-MS has shown to be very promising for future quantification of 
nanoparticles in environmental media. 
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