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In this survey we consider main transmutation theory topics
with many applications, including author’s own results. The
topics covered are: transmutations for Sturm–Liouville operators,
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ОБЗОР
В книге:
"Исследования по современному анализу и математическому
моделированию"
Отв. ред. Коробейник Ю.Ф., Кусраев А.Г.
Владикавказ: Владикавказский научный центр
Российской Академии Наук
и Республики Северная Осетия—Алания,
2008. Стр. 226–293.
В обзоре рассматриваются основные понятия и задачи теории
операторов преобразования. Затем перечислены наиболее
известные приложения операторов преобразования к обратным
задачам, теории рассеяния, спектральной теории, нелинейным
дифференциальным уравнениям и построению солитонов,
обобщённым аналитическим функциям, сингулярным краевым
задачам, теории дробного интегродифференцирования, вложениям
некоторых функциональных пространств. Обзор заканчивается
достаточно подробным списком литературы.
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ВАЖНАЯ ИНФОРМАЦИЯ :
Это версия опубликованного в 2007 обзора с существенными
добавлениями 2008–2010 годов.
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ИНФОРМАЦИЯ ДЛЯ ЧИТАТЕЛЕЙ:
Уважаемый читатель! Это версия обзора, вышедшего в 2007 го-
ду. К сожалению, любой текст не может быть полным. Данный текст
включает то, что было мне известно на момент написания в 2007 го-
ду, с минимальными последующими вставками. О некоторых резуль-
татах написано слишком кратко или поверхностно, хотя они этого
не заслуживают из–за своей важности; о многих результатах я знал
недостаточно или не знал вовсе. Приношу свои извинения авторам,
чьи результаты не вошли в обзор или изложены недостаточно по-
дробно.
Поздние вставки в первоначальный текст обзора привели к неко-
торому нарушению логики изложения и последовательности мате-
риала, сумбуру в библиографии, повторам и перекрытиям в тексте.
Надеюсь, что это искупается включением дополнительной информа-
ции, а недостатки по возможности будут устранены в окончательном
тексте.
Автор готовит обновлённую версию данного обзора для опубли-
кования в 2010 году в виде монографии, она будет существенно рас-
ширена и дополнена. Многие результаты, которые не нашли отра-
жения в первой версии, будут изложены в следующей.
Автор будет благодарен коллегам за любую критику и даже
ругань (по делу), исправления, добавления, комментарии. Уже
настоящий текст появился благодаря благожелательной помощи
большого числа коллег, без которых данная работа никогда не была
бы выполнена.
Автор: Ситник Сергей Михайлович,
доцент кафедры высшей математики
Воронежского института МВД, Воронеж, Россия.
Электронный адрес: mathsms@yandex.ru
Почтовый адрес: Ситник С.М.,
а.я. 12, Воронеж–5, Воронеж, 394005, Россия.
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1. Введение.
Определение 1. Пусть дана пара операторов (A,B). Оператор T
называется оператором преобразования (ОП, transmutation), если
выполняется соотношение
T A = B T. (1)
Соотношение (1) называется иначе сплетающим свойством, то-
гда говорят, что ОП T сплетает операторы A и B (intertwining
operator). Для превращения (1) в строгое определение необходимо
задать пространства или множества функций, на которых действу-
ют операторы A, B, и, следовательно, T . Иногда в определение ОП
закладывают и требование обратимости, что является желательным,
но не обязательным свойством. В конкретных реализациях операто-
ры A и B обычно являются дифференциальными, T — линейный опе-
ратор на стандартных пространствах. Ясно, что понятие ОП являет-
ся прямым и далеко идущим обобщением понятия подобия матриц из
линейной алгебры [1–3]. Но ОП не сводятся к подобным (или эквива-
лентным) операторам, так как сплетаемые операторы как правило
являются неограниченными в естественных пространствах, к тому
же обратный к ОП не обязан существовать и действовать в том же
пространстве. Так что спектры операторов, сплетаемых ОП, могут
не совпадать.
Как же обычно используются операторы преобразования? Пусть,
например, мы изучаем некоторый достаточно сложно устроенный
оператор A. При этом нужные свойства уже известны для модель-
ного более простого оператора B. Тогда, если существует ОП (1), то
часто удаётся перенести свойства модельного оператора B и на A.
Такова в нескольких словах примерная схема типичного использо-
вания ОП в конкретных задачах.
В частности, если рассматривается уравнение Au = f с опера-
тором A, то применяя к нему ОП T со сплетающим свойством (1),
получаем уравнение с оператором B вида Bv = g, где обозначено
v = Tu, g = Tf . Поэтому, если второе уравнение с оператором B
является более простым, и для него уже известны формулы для ре-
шений, то мы получаем и представления для решений первого урав-
нения u = T−1v. Разумеется, при этом обратный оператор преоб-
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разования должен существовать и действовать в рассматриваемых
пространствах, а для получения явных представлений решений д
лжно быть получено и явное представление этого обратного опера-
тора. Таково одно из основных применений техники ОП в теории
дифференциальных уравнений с частными производными.
Изложению теории ОП и их приложениям посвящены существен-
ные части монографий [4–9], кроме того различные вопросы ОП рас-
сматриваются также в [10–41]. К сожалению, на русском языке нет
книг, полностью посвящённых ОП, таких, как замечательные книги
Роберта Кэррола на английском [4–6]. По–видимому, данный обзор
также является первым на русском языке по теории ОП. Не претен-
дуя на полноту, я включил в обзор только те результаты, которые
представляются основными, а также связанные с собственными ра-
ботами.
Сделаем одно терминологическое замечание. В западной литера-
туре принят для ОП термин ’transmutation’, восходящий к Ж. Дель-
сарту. Как отмечает Р. Кэрролл, похожий термин ’transformation’
при этом закрепляется за классическими интегральными преобразо-
ваниями Фурье, Лапласа, Меллина и другими подобными им. Кро-
ме того, термин ’transmutation’ имеет в романских языках допол-
нительный оттенок ’волшебного превращения’, что довольно точ-
но характеризует действие ОП. Приведём точную цитату из [6]:
"Such operators are often called transformation operators by the Russian
school (Levitan, Naimark, Marchenko et. al.), but transformat ion seems
too broad a term, and, since some of the machinery seems "magical"
at times, we have followed Lions and Delsarte in using the word
transmutation".
Необходимость теории ОП доказана большим числом её прило-
жений. Методы ОП применяются в теории обратных задач, опре-
деляя обобщённое преобразование Фурье, спектральную функцию
и решения знаменитого уравнения Гельфанда–Левитана; в теории
рассеяния через ОП выписывается не менее знаменитое уравнение
Марченко; в спектральной теории получаются известные формулы
следов и асимптотика спектральной функции; оценки ядер ОП от-
вечают за устойчивость обратных задач и задач рассеяния; в теории
нелинейных дифференциальных уравнений метод Ла са использует
ОП для доказательства существования решений и построения со-
Transmutations and Applications. 9
литонов. Определёнными разновидностями ОП являются части тео-
рий обобщённых аналитических функций и операторов обобщённого
сдвига. В теории уравнений с частными производными методы ОП
применяются для построения явных решений некоторых задач, изу-
чении сингулярных и вырождающихся краевых задач, псевдодиф-
ференциальных операторов, задач для решений с особенностями на
части границы, оценки скорости убывания решений некоторых эл-
липтических и ультраэллиптич еских уравнений. Теория ОП позво-
ляет дать некоторую новую классификацию специальных функций
и интегральных операторов со специальными функциями в ядрах,
в том числе различных операторов дробного интегродифференци-
рования. В теории функций найдены приложения ОП к вложениям
функциональных пространств и обобщению операторов Харди, рас-
ширению теории Пэли–Винера. Методы ОП с успехом применяются
во многих прикладных задачах: оценках решений Йоста и квантовой
теории рассеяния, исследовании системы Дирака, теории вероятно-
стей и случа ных процессов, линейном стохастическом оценивании,
фильтрации, стохастических случайных уравнениях, обратных зада-
чах геофизики и трансзвуковой газодинамики.
Методы теории ОП и связанные с ними задачи в той или иной
степени применялись в работах многих математиков. Перечислим
некоторых из них: A. Boumenir, H. Begehr, J. Betancor, B. Braaksma,
L. Bragg, R. Carroll, M. Chao, H. Chebli, I. Dimovski, C. Dunkl,
J. Delsarte, R. Gilbert, V. Hutson, R. Hersh, V.Kiryakova, J. Lo˝ffstro˝m,
J. Lions, A. Mercer, J. Peetre, J .S Pym, F. Santosa, J. Siersma,
H. deSnoo, K. Stempak, V. Thyssen, K. Trimeche, Vu Kim Tuan, Агра-
нович З. С., Андрощук А. А., Бритвина Л. Е., Буслаев В. С., Валиц-
кий Ю. Н., Волк В. Я., Глушак А. В., ГорбачукМ. Л., Гаджиев А. Д.,
Гринив Р. О., Гулиев В. С., Житомирский Я. И., Иванов Л. А., Ерё-
мин М. С., Карп Д. Б., Катрахов В. В., Качалов А. П., Килбас А. А,
Киприянов И. А., Ключанцев М. И., Кононенко В. И., Коробей-
ник Ю. Ф., Кулиш П. П., Курылёв Я. В., Лаптев Г. И, Левин Б. Я.,
Левитан Б. М., Ляхов Л. Н., Ляховецкий Г. В., Маламуд М. М.,
Марченко В. А., Мацаев В. И., Микитюк Я. В., Муравник А. Б.,
Наймарк М. А., Нагнибида Н. И., Олевский М. Н., Платонов С. С.,
Повзнер А. Я., Поляцкий В. Т., Сахнович Л. А., Ситник С. М., Со-
хин А. С., Сташевская В. В., Фаддеев Л. Д., Фаге Д. К., Фомин В. Л.,
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Хачатрян И. Г., Хромов А. П., Шмулевич С. Д., Ярославцева В. Я.
Разумеется, этот список не полон и может быть существенно расши-
рен.
Специально отметим вклад математиков Харьковской школы в
развитие теории операторов преобразования, который очень значи-
телен: В.А. Марченко, Н.И. Ахиезер, Б.М. Левитан, В.В. Сташев-
ская, А.Я. Повзнер, Я.И.Житомирский, А.С. Сохин, Л.А. Сахнович,
В.Я. Волк и другие.
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2. Операторы преобразования для операторов
Штурма-Лиувилля.
Рассмотрим задачу построения различных ОП, сплетающих про-
стейший оператор Штурма-Лиувилля
y′′(x) + λ2y(x) = (L0y)(x) (2)
c оператором Штурма-Лиувилля общего вида
y′′(x) + q(x)y(x) + λ2y(x) = (Ly)(x). (3)
Функция q(x) в (67) называется потенциальной функцией. Эта функ-
ция может быть комплексной, число λ ∈ C, переменная x ∈ R. Мы
ищем ОП, удовлетворяющий тождеству
SLf = L0Sf (4)
на подходящих функциях f(x) и при данных q(x) и λ. Естественные
требования к ОП S — линейность и обратимость в стандартных про-
странствах. Требование линейности S после подстановки (66) и (67)
в (68) приводит к соотношению, которое не зависит от λ
S
(
D2 + q(x)
)
f = D2Sf, (5)
где обозначено D = d/dx. Требование обратимости естественным
образом приводит к поиску ОП S в виде интегрального оператора
(Sf)(x) =
b(x)∫
a(x)
K(x, t)f(t) dt (6)
причем ядро K(x, t) в общем случае может быть распределением
(например, K(x, t) = δ(x − t) + G(x, t), G — гладкая функция). В
формуле (70) a(x), b(x) — некоторые функции R→ R.
Существуют два несколько различных подхода к построению ОП.
В первом они строятся лишь на решениях уравнений L0y = 0, Ly = 0
с операторами (66)–(67). Такой метод был принят в пионерских клас-
сических работах по ОП, он и излагается во всех книгах. Похоже,
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что во многом ему следуют только благодаря традиции. Но возмо-
жен и второй подход, который мне кажется более естественным и
общим, когда ОП строятся на произвольных функциях, возможно
с некоторыми ограничениями роста в фиксированных точках. Мы
кратко изложим именно этот подход, следуя [41], он не является об-
щепринятым. Ясно, что при нашем подходе класс исследуемых ОП
побогаче. С другой стороны, оператор, построенный на собственных
функци ях при любых λ, может быть распространён на достаточ-
но широкие классы благодаря полноте систем собственных функций
во всех основных пространствах. Поэтому за исключением сужения
множества рассматриваемых ОП и первый общепринятый подход не
создаёт серьёзных ограничений в приложениях.
Заметим, что мы будем для краткости с некоторой вольностью
называть операторами дифференциальные или интегральные выра-
жения, не всегда указывая пространства, в которых действуют опе-
раторы. При построении ОП предполагается, что функции f(x) при-
надлежат некоторому классу Φ, и что ядра K(x, t) обладают опре-
деленной гладкостью по обеим переменным.
Из вышеизложенного ясно, что наиболее целесообразно искать
ОП S как интегральные операторы Вольтерра второго рода:
(Sf)(x) = f(x) +
x∫
c
K(x, t)f(t) dt, (7)
Здесь K(x, t)—гладкая функция, число c принадлежит расширен-
ной числовой оси R. Вместе с тем в [41] рассмотрены и другие воз-
можные операторы. Операторы Вольтерра (7) легко обращаются в
стандартных пространствах. Свобода выбора предела интегрирова-
ния позволяет в каждом конкретном случае использовать те ОП,
которые наилучшим образом подходят для данной задачи. В част-
ности, при c = 0 получаются ОП, впервые построенные А. Я. По-
взнером и Б. М. Левитаном [42–43] (см. также [44]), а при c = +∞
получаются ОП, впервые построенные Б. Я. Левиным [45], послед-
ние сохраняют асимптотику на бесконечности и используются при
решении обратных задач квантовой теории рассеяния.
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Для ядра ОП (7) в результате несложных вычислений получаем
∂2K
∂t2
+ q(t)K =
∂2
∂x2
K, (8)
d
dx
K(x, x) =
1
2
q(x), (x, t) ∈ Ω ⊂ R2, (9)
lim
t→c
Wt (f,K(x, t)) = lim
t→c
W (x) = 0. (10)
(Через Ω обозначена область определения функции K(x, t), замы-
кание которой содержит часть диагонали t = x,Wt—определитель
Вронского с производными по t.)
Уравнение (8) является стандартным в той задаче, которую мы
рассматриваем. Условие (10) показывает выделенность точки c. Оно
сводится к весовым граничным условиям на функцию f(x) и ее
первую производную f ′(x) при x→ c и диктует выбор класса функ-
ций Φ. Важнейшее равенство (9) устанавливает, что значение ядра
ОП K(x, t) на диагонали t = x позволяет восстановить потенциал
q(x). Этот факт является основным в теории обратных задач. По-
этому наиболее распространенные методы решения обратных задач
сводятся именно к нахождению ядра ОП по спектральной функции
(как в уравнении Гельфанда–Левитана, полученном Б.М. Левита-
ном) или по данным рассеяния (как в уравнении Марченко).
Чтобы построить решения системы (8–10), сначала нужно зафик-
сировать класс Φ так, чтобы выполнялось условие (10), например :
f(x) ∈ C2, f(c) = f ′(c) = 0. Далее обычно реализуется следующий
план действий. На первом шаге переходят от уравнения в частных
производных к интегральному. Эти уравнения не эквивалентны, од-
нако каждое решение интегрального уравнения удовлетворяет ис-
ходному гиперболическому. На этом шаге доказывается существова-
ние некоторого ядра ОП и его определенная гладкость. На втором
шаге проверяются дополнительные условия для ядра и выбирается
подходящий класс функций Φ. Этим заканчивается построение ОП.
Итак, перейдем к решению уравнения
∂2K
∂x2
=
∂2K
∂t2
+ q(t)K (11)
с дополнительным условием на диагонали x = t (см. (9)),
K(x, x) =
1
2
q(x). (12)
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Выполним стандартную замену переменных по формулам
u =
1
2
(x+ t), v =
1
2
(x− t). (13)
При этом уравнение диагонали x = t в новых переменных примет
вид v = 0.
Введем обозначение для ядра в новых переменных
H(u, v) = K(u+ v, u− v) = K(x, t). (14)
Для функции H перейдем от соотношений (11)–(12) к новым
∂2H
∂u∂v = q(u − v)H, (15)
H(u, 0) = 12
u∫
c
q(s) ds. (16)
Здесь функция q(u−v) должна быть задана, c — произвольное число,
возможно c = ±∞.
Необходимо сделать важное замечание. Из формул замены (13)
следует, что возможно как u > 0, v > 0, так и u < 0, v < 0.
Система (15)–(16)—это задача Коши лишь с одним начальным
условием. Поэтому при естественных предположениях на q (q(x) ∈
C1) эта система имеет бесконечно много решений. Следовательно,
при каждом потенциале q(x) существует бесконечно много ОП, на-
пример, вида (7). Это чрезвычайно удобно в приложениях, где мож-
но выбирать при одном и том же потенциале различные ОП, наибо-
лее подходящие для каждой конкретной задачи.
Приведем ’нечестный’ путь построения некоторого класса ядер,
удовлетворяющих системе (15)–(16). Для этого достаточно убедить-
ся, что каждое C2-решение интегрального уравнения
H(u, v) =
1
2
u∫
c
q(s) ds +
u∫
d
dα
v∫
0
q(α − β)H(α, β) dβ (17)
удовлетворяет системе (15)–(16) для произвольных чисел c, d ∈ R.
’Честный’ вывод уравнения (17) проводится по известной стан-
дартной схеме с использованием функции Римана [46–50]. Поэтому
для теории ОП важное значение имеет нахождение функций Римана
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для конкретных уравнений в явном виде [47–66]. В этом направлении
выделим работы Куйбышевско–Самарской математической школы
под руководством С. П. Пулькина и В. Ф. Волкодавова [51–57].
Важность исследования уравнения (17) с разными c, d в том, что
мы можем одновременно изучать и случай c = d = 0, возникающий
при построении ОП типа Повзнера–Левитана, и случай c = d = +∞,
возникающий при построении ОП типа Левина, и случай произволь-
ных различных c, d. Обычно эти типы ОП изучались раздельно, а
случай произвольных c, d (c, d 6= 0, c, d 6= ±∞) не рассматривался.
Доказательство существования решения для интегрального урав-
нения (17) не представляет труда, оно проводится методом последо-
вательных приближений. При этом решение представляется рядом
Неймана [67]. Например, для случая c = d = 0 и суммируемого по-
тенциала получается такой типичный результат [4–6, 22–23].
Теорема 1. Пусть функция q(x) ∈ Ck, c = d = 0. Тогда уравне-
ние (17) имеет единственное решение, удовлетворяющее оценке
|K(x, t)| 6 1
2
w(
x + t
2
) exp
(
σ1(x) − σ1(x+ t
2
)− σ1(x− t
2
)
)
, (18)
где введены обозначения
w(u) = max
06s6u
|
∫ s
0
q(y) dy|, σ0(x) =
∫ x
0
|q(t)| dt, σ1(x) =
∫ x
0
σ0(t) dt.
(19)
Если функция q(x) имеет k > 0 непрерывных производных, то ядро
ОП K(x, t) имеет k+1 непрерывную производную по обеим перемен-
ным.
Аналогично в этом случае доказывается существование и един-
ственность обратного оператора к ОП (7) в пространствах C2 или
L2. Для ядра обратного оператора доказываются аналогичные тео-
реме 1 оценки, гладкость ядра, соотношение между ядрами прямого
и обратного операторов. Заметим, что обратный к (7) P = S−1 также
является ОП и действует по правилу PL0f = LPf , см. [22–23].
Общий случай произвольных c, d разобран в [41]. Там же явно по-
строены ядра для некоторых простейших потенциалов, в основном
выражающиеся через функции Бесселя и Макдональда. Получены
оценки ядер для потенциалов, удовлетворяющих различным равно-
мерным неравенствам.
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Оценку (18) можно уточнять разными способами, при этом ослаб-
ляя условия на потенциал, см. [4–6, 21–23]. Наиболее сильные резуль-
таты в этом направлении при минимальных требованиях к потенци-
алу можно получить, используя методы очень интересной книги [69].
В ней В. А. Чернятиным получены окончательные необходимые и до-
статочные условия на потенциал для разрешимости смешанной зада-
чи для гиперболического уравнения (8), что завершило исследования
В. А. Стеклова, И. Г. Петровского, Б. М. Левитана, В. П. Михайлова,
В. А. Ильина по этой задаче; при э ом использовался метод Фурье
и принадлежащая А. Н. Крылову идея выделения особенностей из
ряда. Метод работы [69] очень близок идейно методам теории ОП,
он и был приспособлен для доказательства существования ОП с не
очень хорошим потенциалом в [41]. Кроме того, в [41] получена оцен-
ка невязки SLf − L0Sf в соотношении (68) для того случая, когда
ОП S задан с ошибкой, например, образовавшейся от замены ряда
Неймана при решении интегрального уравнения конечной суммой.
Результаты В. А. Чернятина другим способом, который представля-
ется более простым, были впоследствии получены В.Л.Прядиевым
[389].
Вместе с тем, интересным как для теории, так и для практи-
ческих приложений является рассмотрение операторов Штурма–
Лиувилля с совсем плохими потенциалами, вплоть до распределе-
ний. Результаты в этом направлении с приложениями к спектраль-
ной теории и формулам следов получены в [70–74] А. А. Шкалико-
вым и его учениками . Некоторые другие результаты для подобных
ОП см. в [75–77]. Разумеется, что это направление также содержит
работы, в которых существенно используются методы теории ОП;
так в [391–393] Гринив и Микитюк изучают построение ОП для пло-
хи х потенциалов и их последующее применения для решения обрат-
ных задач.
Вместе с тем ОП определённого вида существуют не всегда. Ряд
отрицательных результатов получен в [41]. Так не существует ОП
в форме оператора Фредгольма второго рода с гладким ненулевым
потенциалом. Не существует линейного ОП, сплетающего нелиней-
ный оператор D2y+ y2 со второй производной. Для ОП (7) в случае
простейших потенциалов q(x) = x2, cosx ядра не могут быть анали-
тическими функциями. Этим объясняется, например, тот факт, что
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для функций Матье (решений уравнения D2y + cos(x)y = λy) нет
простых интегральных выражений через тригонометри еские или
экспоненциальные функции.
В заключение этого пункта отметим такой удивительный факт:
во всех известных книгах и работах, начиная с возникновения теории
операторов преобразования, сразу рассматривались и строились ОП
для дифференциальных операторов второго порядка. Но наиболее
логично начать построение теории ОП с рассмотрения операторов
первого порядка вида D − q(x). В этом случае соответствующие ОП
должны удовлетворять сплетающим соотношениям
T1 (D − q(x)) = DT1, T2D = (D − q(x)) T2.
Этот пробел в литературе устранён в [41], где построены соответ-
ствующие ОП. Открытым остаётся такой интересный вопрос: мож-
но ли из этих ОП для дифференциальных операторов первого поряд-
ка сконструировать ОП для дифференциальных операторов второго
порядка? Вопрос остаётся открытым даже в случае простейшего по-
стоянного потенциала q(x) = a2, хотя оператор Штурма–Лиувилля
при помощи известных замен разлагается на множители первого по-
рядка.
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3. Операторы преобразования Векуа–Эрдейи–Лаундеса.
Частный случай ОП для оператора Штурма–Лиувилля (69) по-
лучается при выборе постоянного потенциала. При этом возникает
важный класс ОП Векуа–Эрдейи–Лаундеса, которые осуществляют
сдвиг по спектральному параметру.
Определение 2. Обобщённым оператором преобразования Ве-
куа – Эрдейи – Лаундеса (ВЭЛ) называется сплетающий оператор
для пары (A+λ1, A+λ2), где A – некоторый базовый оператор, λ1, λ2
– комплексные числа.
Иными словами
T (A+ λ1) = (A+ λ2)T. (20)
ОП ВЭЛ были по разным поводам введены и изучены в работах
И.Н. Векуа [78–81], А. Эрдейи [82–84] и Дж. С. Лаундеса [85–87].
В их работах рассматривались такие базовые дифференциальные
операторы:
A = D2 =
d2
dx2
, A = Bν = D
2 +
2ν + 1
x
D,A = xβBν . (21)
Первый ОП ВЭЛ был построен Ильёй Несторовичем Векуа в виде
Jλf(x) = f(x)−
∫ x
0
t
J1(λ
√
x2 − t2)√
x2 − t2 f(t) dt, Jλ(D
2 +λ) = D2Jλ, (22)
где J1(·) — функция Бесселя. Такой ОП может быть использован,
например, для представления решений телеграфного уравнения че-
рез решения волнового. В этом проявляется основная роль, которую
ОП ВЭЛ играют в теории дифференциальных уравнений в частных
производных—они осуществляют сдвиг по спектральному парамет-
ру. Поэтому с их помощью получаются представления решений для
задач ’с лямбда’ через решения задач ’без лямбда’, многочисленные
примеры можно найти в энциклопедической монографии [34] и ссыл-
ках в ней (см. особенно главу 8).
Для А. Эрдейи основным было изучение свойств самих операто-
ров вида (22), их композиций и оценок норм, тогда как Дж. Лаун-
дес в основном изучал представление решений различных задач для
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уравнений с частными производными при помощи подобных опера-
торов. Мотивацией И. Н. Векуа для введения ОП было выразить
решения уравнения ∆u + λu = 0, к которому сводится простейшая
задача теории упругости, через гармонические функции. Затем он
рассмотрел и более сложные уравнения, в основном возникающие
в механике. Простейший подобный интегральный оп ратор, перево-
дящий аналитические функции в гармонические, был уже давно к
тому времени известен, его ввёл Э. Уиттекер.
Так возникла новая теория обобщённых аналитических функций,
начинающаяся с построения операторов, выражающих решения раз-
личных сложных уравнений через аналитические или гармонические
функции. Определение таких обобщённых аналитических функций
может быть дано на языке ОП: в действительном случае они воз-
никают при рассмотрении ОП, которые сплетают некоторый диф-
ференциальный оператор с частными производными с оператором
Лапласа или его степенями, а в комплексном случае они возника-
ют при рассмотрении ОП, которые сплетают уравнен я (оператор)
Коши–Римана (=Эйлера–Деламбера) с его обобщёнными аналогами.
После Векуа, Эрдейи и Лаундеса теория обобщённых аналитических
функций именно в разрезе явного построения операторов преобра-
зования достраивалась в работах известного американского мате-
матика Стефана Бергмана и его учеников (операторы Бергмана–
Гилберта) [88, 7, 10, 14]. При этом для трёх и более переменных
всё становится намного сложнее и интереснее. Отметим, что работы
Бергмана существенно используют теорию специальных функций, в
частности, гипергеометрических. Приложения к физическим зада-
чам рассматривались Л. Берсом, А. Гельбартом, А. Вайнштейном
(GASPT—теория обобщённого осесимметрического потенциала) [89–
93]. Следует отметить также работы [94, 37], в которых Г. Н. Поло-
жий рассмотрел обобщения уравнений Коши–Римана, решения ко-
торых названы им p–аналитическими и (p, q)–аналитическими функ-
циями. Принадлежность обобщённых аналитических функций раз-
личным пространствам (Харди, Смирнова, ВМО) изучается в рабо-
тах С. Б. Климентова [95–98]. Существенные результаты для теории
обобщённых аналитических функций были также получены в рабо-
тах Б. Боярского, Н.К. Блиева, Л.Г. Михайлова, А. П. Солдатова и
других.
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ОП ВЭЛ изучались также в [99–101], перечислим некоторые по-
лученные там результаты. Вначале выделено семейство из восьми
основных операторов ВЭЛ. Изучены факторизации этих операторов
через более простые: Фурье, Ханкеля, дробные интегралы Римана–
Лиувилля, Эрдейи–Кобера и другие [34]. Изучены полугрупповые
свойства введённых операторов ВЭЛ по параметру. Описаны общие
методы построения ОП ВЭЛ из уже известных. На этом пути полу-
чены новые операторы ВЭЛ, ядра которых выражаются через гипер-
геометрические функции от нескольких переменных: Райта, Фокса,
Гумберта, Аппеля, Кампе де Ферье и другие [102–120]. В [41, 99–101]
найдены новые семейства ОП, зависящие от произвольных парамет-
ров.
Также построено взаимно однозначное соответствие между ОП
ВЭЛ и ОП, сплетающими весовые операторы Бесселя с разными
индексами:
T (x2Bν) = (x
2Bµ)T, Bν = D
2 +
2ν + 1
x
D, (23)
Такие ОП изучались в [121], где получен один класс подобных опера-
торов. В [99] найдены формулы, решающие задачу об описании ОП
со свойством (23) в общем виде. Оказывается, что по каждому ОП
ВЭЛ со свойством (20) можно явно выписать ОП со свойством (23).
Таким образом, теория операторов преобразования Векуа—
Эрдейи—Лаундеса представляется сформировавшимся разделом об-
щей теории ОП с достаточно большим набором собственных резуль-
татов и важными применениями в теории уравнений с частными
производными, теории функций, комплексном анализе, теории спе-
циальных функций. Замечательно, что начало этой плодотворной
тематики было заложено в трудах академика Ильи Несторовича Ве-
куа, столетие со дня рождения которого отмечалось в 2007 году.
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4. Операторы преобразования для общих
дифференциальных операторов с переменными
коэффициентами.
Теперь перейдём к рассмотрению вопроса о существовании ОП T ,
который сплетает два произвольных линейных дифференциальных
оператора
T
(
an(x)y
(n) + · · ·+ a1(x)y + a0(x)
)
= (24)
=
(
bm(x)y
(m) + · · ·+ b1(x)y + b0(x)
)
T.
В этом случае задача существенно усложняется, не все постро-
ения оказываются теоретически возможными, что напоминает тео-
рию разрешимости алгебраических уравнений высших порядков.
По–видимому, впервые задачу о построении ОП вида (24) в том
случае, когда в (24) справа стоит оператор дифференцирования n–го
порядка, в общих чертах сформулировал Жан Дельсарт (член груп-
пы Бурбаки) в 1938 г [122](обратим внимание, что во всех русских
книгах в ссылках на эту статью неверно указаны номера страниц, то
есть скорее всего ни один автор её не читал!). Затем общее обсужде-
ние продолжилось, в том числе совместно сЖ. Л. Лионсом [123–126].
При этом роль этих двух французских математиков для теории ОП
на мой взгляд совершенно различна. Раб оты Дельсарта содержат
большое число новых интересных результатов (см. ниже). Работы
же Лионса по данной тематике содержат набор очевидных рассуж-
дений, тривиальных выкладок общего плана или неверных резуль-
татов. (Вспоминаю, как мучил нас, аспирантов, И. А. Киприянов,
заставляя разбирать книги Лионса по квазиобращению и Лионса–
Мадженеса по краевым задачам, а также Лере по преобразованию
Лапласа. Основные черты этого стиля таковы: написано плохо, на-
скоро, без всякого уважения к читателю; доказательства содержат
только очевидное, в перв м более–менее сложном месте следует ссыл-
ка на другой источник, часто неверная; цитируются в основном толь-
ко свои работы, в крайнем случае других французов. Я не стал бы
приводить эти злобные выпады здесь, но, к сожалению, манера напи-
сания работ нынешних французских математиков, как следует из от-
зывов живущего и работающего там В. И. Арнольда [127], нисколько
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не изменилась. Казалось бы, что мешает им брать пример с Лагран-
жа, Пуассона, Пуанкаре, прекрасные работы которых пока что еще
хранятся в библиотеках французских университетов, не гов ря уже
об авторах великой французской художественной литературы! Зато
какое удовольствие после всей этой дребедени было прорабатывать
наши учебники И. Г. Петровского, С. Л. Соболева, С. Г. Михлина,
Ю. В. Егорова по УЧП !).
Вернёмся к ОП. Оказалось, что для построения ОП в случае диф-
ференциальных операторов порядков выше двух существенную роль
неожиданно начинает играть аналитичность коэффициентов. Отме-
тим, что для случая дифференциального оператора второго порядка
аналитичность коэффициентов практически вообще не играет ника-
кой роли в задачах о построении ОП. Кроме того, следует обра-
тить внимание, что на самом деле существуют два разных подхода
к построению ОП вида (24). При первом подходе рассматриваются
локальные ОП, которые в разных точках области определения зада-
ются разными выражениями, они определены локально и меняются
от точки к точке. При втором подходе строятся глобальные ОП, ко-
торые на всей области определения задаются одним выражением,
например, вида (70) с некоторым ядром. Нужно понимать, что это
две совершенно разные задачи, по методам их решения как оказалось
существенно различные и схожие лишь формулировкой. Например,
ответ на вопрос о самом существовании глобальных или локальных
ОП принципиально отличается. Данный факт часто недооценивает-
ся или игнорируется, что приводит к принципиальным ошибкам.
Вопрос о существовании локальных ОП вида (24) был впервые
полностью решён М. К. Фаге в 1957–58 гг. ([128–132], подробное из-
ложение в монографии [9]). В литературе часто цитируют как авто-
ров этого результата Дельсарта и Лионса, однако их результат яв-
ляется неверным и содержит принципиальные неустранимые ошиб-
ки, (см. ниже). Основной вывод таков: дифференциальные опера-
торы вида (24) с непрерывными коэффициентами одного порядка с
единичными старшими коэффициентами локально эквивалентны на
множестве аналитических функций. Эквивалентность означает, что
на аналитических пространствах функций было доказано не только
существование локальных ОП, но и их непрерывная обратимость.
Основные результаты были сформулированы и доказаны М. К. Фаге
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в рамках созданной им теории (M,L)–аналитических функций. Ин-
тересно отметить, что при этом по существу даже не использовались
методы теории уравнений с частными производными. Существенные
результаты в данном направлении были получены В.А. Марченко.
Теперь рассмотрим другую задачу о построении глобального ОП в
виде интегрального оператора Вольтерра второго рода с некоторым
ядром
(Tf)(x) = f(x) +
x∫
0
K(x, t)f(t) dt. (25)
Как показали впервые Л. А. Сахнович и В. И. Мацаев, это не все-
гда возможно уже для простейших дифференциальных операторов
третьего порядка [133–136].
Теорема 2. Если существует ОП вида (25), сплетающий опера-
торы третьего порядка по формуле
T (D3 − q(x))f = (D3)Tf, f ∈ C2(0, a), f ′(0) = f ′′(0) = 0, (26)
то потенциал q(x) является аналитической функцией на (0, a).
Аналитичность в этом результате строго по существу. С одной
стороны, Л. А. Сахновичем было показано, что для аналитических
потенциалов q(x) задача о построении искомого ОП всегда разреши-
ма [136]. С другой стороны, было доказано, что для чуть худших не
бесконечно дифференцируемых q(x), искомый ОП для операторов
четвёртого порядка T (D4− q(x))f = (D4)Tf может не существовать
[135–136]; переработанный подобный пример для оператора третьего
порядка с кусочно–постоянным потенциалом приведён в [40]. Таким
образом, получается, что свойство наличия ОП может бы ть устране-
но или добавлено малым шевелением коэффициентов, это даёт ответ
на вопрос В. Б. Лидского [142]. О необходимых условиях существо-
вания ОП см. также [137–139].
В этом направлении для дифференциальных операторов общего
вида окончательные результаты были получены в работахМ. М. Ма-
ламуда [140–144]. В них рассмотрен вопрос о существовании ОП на
решениях простейшей задачи Коши
u(n)(x, λ) − λnu(x, λ) = 0, u(k)(0, λ) = ak, 0 6 k 6 n− 1, (27)
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и общей задачи Коши с переменными коэффициентами
v(n) + q1(x)v
(n−2) + · · ·+ qn−1(x)v − λnv = 0, (28)
v(k)(0, λ) = bk, 0 6 k 6 n− 1.
Будем кратко говорить, что существует ОП для уравнения (28),
если для его решений существует представление вида (25) через ре-
шения (29).
Сначала приведём результаты М. М. Маламуда для двучленного
уравнения, а затем для общего случая.
Теорема 3. Если для уравнения v(n)+ q(x)v−λnv = 0 при n > 3
существует ОП, то функция q(x) является аналитической.
Теорема 4. Пусть a 6 ∞ и qk(x) аналитична на (0, a) при 1 6
k 6 [n2 ]. Тогда, если для уравнения (28) существует ОП, то функции
qk(x) являются аналитическими и при [
n
2 ] + 1 6 k 6 n− 1.
Эти результаты уже используют многие факты теории уравне-
ний с частными производными: метод функций Римана, разреши-
мость строго эллиптических по Лопатинскому уравнений, резуль-
таты Агмона по разрешимости нелинейных уравнений с эллипти-
ческим оператором в главной части, уточнённую форму теоремы
Коши–Ковалевской (с использованием леммы Розенблюма вместо
мажорант Коши [145]) и т. д. Внутренний смысл теоремы 4 в том,
что вторая группа коэффициентов при наличии ОП выражается че-
рез первую. Рассмотрено также аналогичное (25) представление, но с
интегрированием по промежутку (x,∞). Существенные результаты
по построению ОП высокого порядка в уточнённых областях анали-
тичности коэффициентов были получены И.Г. Хачатряном.
Теперь перейдём к более подробному рассмотрению результатов
из замечательной монографии [9]. А их довольно много. В этой мо-
нографии введены и изучены обобщения аналитических функций—L
и (L,M)–аналитические функции, что позволило в том числе объ-
единить многие ранее полученные результаты. Для таких функций
построена теория рядов Тэйлора, введённых ранее в одном частном
случае Дельсартом. Наиболее принципиальным результатом пред-
ставляется получение глобального ОП для случая переменных ана-
литических коэффициентов в пространстве а алитических функций.
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Теорема 5. Пусть все коэффициенты дифференциальных опера-
торов P,Q являются аналитическими функциями. Тогда в некотором
пространстве аналитических функций (см. точные формулировки в
[9]) существует ОП, представимый в интегральном виде и сплетаю-
щий P,Q:
P = Dn + pn−1(x)Dn−1 + · · ·+ p1(x)D + p0(x), (29)
Q = Dn + qn−1(x)Dn−1 + · · ·+ q1(x)D + q0(x), D = d
dx
.
Существенные результаты получены в [9] и для представления
ОП (29) в интегральном виде. В этом случае для ядра ОП вместо
стандартного двумерного гиперболического уравнения (8) получает-
ся так называемое уравнение Бианки. В [9] построена полная теория
разрешимости задачи Коши для уравнения Бианки. Построение про-
ведено методом Римана с использованием так называемых характе-
ристических пирамид. Формулы получаются достаточно сложные,
на некотором этапе, например, в них входят семикратные суммы.
Поэтому для общего случая (29) они но ят качественный характер,
просто указывая на возможность реализации ОП в некотором инте-
гральном виде. А вот для случая Q = Dn интегральные представле-
ния уже существенно упрощены и получены в явном виде. В част-
ности показано, что для модельных случаев операторов Штурма–
Лиувилля эти представления сводятся к известным в теории ОП.
Разобран также важный вопрос об операторах, коммутирующих с
производной или её степенью в пространствах аналитических функ-
ций. Коммутирующие операторы—это частный случай ОП. Их важ-
ность для теории ОП заключается в следующем. Предположим, что
мы имеем ОП со свойством TA = B T , а также некоторый оператор
K, коммутирующий с B. Тогда можно построить новый ОП с тем
же свойством:
T1 = KT,KB = BK,T1A = KTA = KBT = BKT = BT1. (30)
Или аналогично для операторов K, коммутирующих с A:
T2 = TK,KA = AK, T2A = TKA = TAK = BTK = BT2. (31)
Таким образом, задача об описании всех ОП эквивалентна зада-
че об описании всех коммутирующих операторов с любым из двух
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сплетаемых, так как между этими двумя семействами есть взаимно–
однозначное соответствие. Можно сказать, что для описания всех
ОП, сплетающих A и B, достаточно знать всего один любой такой
ОП T1 и множество всех операторовK, коммутирующих с B (с A). В
этом случае все ОП получаются по формуле T = KT1 (T = T1K). С
другой стороны, для описания всех операторов, коммутирующих с B
(с A), достаточно знать множес тво всех ОП T , сплетающих A и B.
В этом случае все коммутирующие с B (с A) получаются по формуле
K = T1T
−1
2 (K = T
−1
1 T2) при дополнительном условии обратимости
ОП. Таким образом, эти две задачи практически эквивалентны. Вот
почему в теории ОП такую важную роль играют операторы дробно-
го интегродифференцирования различных видов—при естественных
условиях они коммутируют со ’своей родной’ производной и служат
материалом для конструирования ОП.
Считалось, что задача об описании операторов, коммутирующих
с производной, давно решена в процитированных выше работах Ли-
онса и Дельсарта, поэтому считалась решённой и задача об описа-
нии всех ОП для дифференциальных операторов с аналитическими
коэффициентами. Но как указано в [9], соответствующие работы со-
держат грубые ошибки, на самом деле там описано не всё множе-
ство коммутирующих операторов, а только его некоторая собствен-
ная часть. Правильный результат также получен М. К. Фаге и при-
ведён в [9], с его помощью можно описать все возмо ные ОП, сплета-
ющие данный дифференциальный оператор с производной того же
порядка.
Отметим, что теория операторов в аналитических простран-
ствах функций, важная и для приложений к ОП, рассматривалась
Ю. Ф. Коробейником в его монографиях [146–147]. Теория инте-
гральных операторов в ещё более общих пространствах рассмотре-
на, например, в книгах В. Г. Фетисова [148], А. Г. Кусраева [149],
А. Э. Пасенчука [150].
Укажем на существенность для перечисленных результатов ра-
венства единице старших коэффициентов дифференциальных опе-
раторов. Так, в [151] доказано, что операторы D и exp(−z)D не эк-
вивалентны в пространстве целых аналитических функций. Много-
численные примеры эквивалентности или её отсутствия для диф-
ференциальных операторов в различных аналитических простран-
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ствах рассмотрены во второй части монографии [9]. Отметим, что
существенную роль в теории общих ОП сыграли также результаты
В. А. Марченко [152–156].
О некоторых других результатах этого направления см. [157–162].
Таким образом, мне представляется более справедливым назы-
вать ОП со свойством (24) ОП Дельсарта–Фаге, (или Дельсарта–
Марченко–Фаге), а не как принято на Западе ОП Лионса–Дельсарта.
О вкладе отечественных математиков не скажешь лучше ведущего
американского специалиста по ОП Роберта Кэррола: "Идея ОП, воз-
никшая в начале 50–х, восходит к Гельфанду, Левитану, Марченко,
Наймарку и другим. Она была подхвачена вновь Дельсартом и Ли-
онсом..."[163].
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5. Операторы преобразования типа Сонина и Пуассона.
Перейдём к рассмотрению, наверное, самого известного класса
ОП, сплетающих дифференциальный оператор Бесселя со второй
производной:
T (Bν)f = (D
2)Tf,Bν = D
2 +
2ν + 1
x
D,D2 =
d2
dx2
, ν ∈ C. (32)
Как было отмечено в п. 2, одним из способов построения ОП
является установление соответствий между решениями соответству-
ющих дифференциальных уравнений. Решениями уравнения вида
Bνf = λf являются функции Бесселя, а уравнения D2f = λf—
тригонометрические функции или экспонента. Поэтому прообразами
ОП вида (32) были формулы Пуассона и Сонина:
Jν(x) =
1√
piΓ(ν + 12 )2
ν−1xν
∫ x
0
(
x2 − t2)ν− 12 cos(t) dt,Re ν > 1
2
(33)
Jν(x) =
2ν+1xν√
piΓ(12 − ν)
∫ ∞
x
(
t2 − x2)−ν− 12 sin(t) dt,−1
2
< Re ν <
1
2
(34)
Как обычно, именные названия формул носят условный харак-
тер. Начнём с того, что функции Бесселя для произвольного индек-
са были введены и исследованы великим Леонардом Эйлером, когда
Бессель ещё и не родился. Вообще эти функции возникли и посте-
пенно вводились в период 1690–1770 гг. для решения дифференци-
ального уравнения, которое мы сейчас называем именем Риккати.
Участвовали в этом члены семьи Бернулли, венецианский граф Дж-
аккопо Франческо Риккати и Эйлер [164–166]. Вместе с тем вклад
самого Фридриха Бесселя в изучение названных его именем унк-
ций достаточно велик. Интеграл (33) начал изучать Эйлер в 1769
г. Затем Парсеваль посчитал интеграл при ν = 0 в 1805 г., для це-
лых ν формулу (33) получил Плана в 1821 г., Пуассон вывел её для
полуцелых ν в 1823 г., его метод применим и для целых ν, но он
этого не заметил. Далее этот интеграл встречался в работах Кумме-
ра, Лоббато и Дюамеля. Окончательно формулу (33), которую мы
приписываем Пуассону, установил в общем случае Ломмель в 1868
г., а Сонин вывел формулу (34) в 1880 г. Формулу Сонина, в су-
ществование которой все верят и считают прообр зом ОП (36) , и
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которая бы выражала экспоненту или тригонометрические функции
через интеграл по конечному промежутку от функции Бесселя, я в
литературе не нашёл.
Определение 3. ОП Пуассона называется выражение
Pνf =
1
Γ(ν + 1)2νx2ν
∫ x
0
(
x2 − t2)ν− 12 f(t) dt,Re ν > −1
2
. (35)
ОП Сонина называется выражение
Sνf =
2ν+
1
2
Γ(12 − ν)
d
dx
∫ x
0
(
x2 − t2)−ν− 12 t2ν+1f(t) dt,Re ν < 1
2
. (36)
Операторы (35)–(36) действуют как ОП по формулам
SνBν = D
2Sν , PνD
2 = BνPν . (37)
Их можно доопределить на все значения ν ∈ C.
Идею изучения операторов подобных (35)–(36) высказывал ещё
Лиувилль, их реальное использование в контексте теории функций
Бесселя начал Николай Яковлевич Сонин [167]. Как ОП эти опе-
раторы были введены в работах Дельсарта [122, 168–170] и затем
изучены в работах Дельсарта и Лионса [123–126, 17]. Поэтому мы
будем называть (35)–(36) ОП Сонина–Пуассона–Дельсарта (СПД).
В нашей стране об операторах СПД в основном узнали из велико-
лепно написанной статьи Б. М. Левитана [171].
Не будет преувеличением сказать, что операторы СПД (35)–(36)
являются самыми знаменитыми объектами всей теории ОП, их изу-
чению, приложениям и обобщениям посвящены сотни работ. Пере-
числим очень кратко только основные направления.
Дельсартом на базе ОП СПД было введено фундаментальное по-
нятие обобщённого сдвига.
Определение 4. Оператором обобщённого сдвига (ООС) назы-
вается решение u(x, y) = T yx f(x) задачи
(Bν)yu(x, y) = (
∂2
∂y2
+
2ν + 1
y
∂
∂y
) u(x, y) =
∂2
∂x2
u(x, y), (38)
u(x, 0) = f(x), uy(x, 0) = 0.
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Название объясняется тем, что в частном случае ν = −1/2 ООС
сводится к почти обычному сдвигу T yx f(x) =
1
2 (f(x+ y) + f(x− y)).
Для ООС (38) Дельсартом была получена явная формула
T yx f(x) =
Γ(ν + 1)√
piΓ(ν + 12 )
∫ pi
0
f(
√
x2 + y2 − 2xy cos(t)) sin2ν t dt. (39)
Можно рассматривать в определении (38) и произвольные пары диф-
ференциальных (или даже любых) операторов. Например, при та-
ком определении ∂u∂x =
∂u
∂y , u(x, 0) = f(x) получаем привычный сдвиг
T yx f(x) = f(x + y). Отметим, что ООС (38)–(39) явно выражаются
через ОП СПД (35)–(36) [4–6, 22–29, 171].
Теперь, когда есть новый сдвиг, то можно обобщать прежние
теории, основанные на обычном сдвиге. Так возникли теория обоб-
щённых почти–периодических функций [169, 25–27, 18, 20, 126](от-
метим, что определение и основные свойства почти–периодических
функций были впервые даны профессором Юрьевского ( Тартусско-
го (Дерптского)) университета Пирсом Георгиевичем Болем задолго
до Г. Бора, Боль также получил знаменитую топологическую теоре-
му о неподвижных точках непрерывного отображения сферы в себя
до Брауэра; из эвакуированных за время войны и револ юции сотруд-
ников Юрьевского университета начал в 1918 г. создаваться Воро-
нежский университет), разложения по обобщённым рядам Тэйлора,
справедливо названных рядами Тэйлора–Дельсарта [168, 9, 24–26],
обобщённая свёртка и её приложения [172–174].
Огромную роль конструкции ОП и ООС сыграли в теории урав-
нений с частными производными. ОП позволяют преобразовывать
более сложные уравнения в более простые, ООС помогают в сингу-
лярных уравнениях переносить особенность из начала в произволь-
ную точку, а также с помощью обобщённой свёртки находить фун-
даментальные решения.
Особо отметим один класс уравнений с частными производны-
ми с особенностями, типичным представителем которого является
B–эллиптическое уравнение с операторами Бесселя по каждой пере-
менной вида
n∑
k=1
Bν,xku(x1, . . . , xn) = f, (40)
Transmutations and Applications. 31
аналогично рассматриваются B–гиперболические и B–
параболические уравнения. Изучение этого класса уравнений
было начато в работах Эйлера, Пуассона, Дарбу, продолжено в
теории обобщённого осесимметрического потенциала А. Вайнштейна
и в трудах отечественных математиков И. Е. Егорова, Я. И. Жито-
мирского, Л. Д. Кудрявцева, П. И. Лизоркина, М. И. Матийчука,
Л. Г. Михайлова, М. Н. Олевского, М. М. Смирнова, С. А. Терсенова,
Хе Кан Чера, А. И. Янушаускаса и других.
Наиболее полно весь круг вопросов для уравнений с операторами
Бесселя был изучен воронежским математиком Иваном Александро-
вичем Киприяновым и его учениками Л. А. Ивановым, А. В. Рыж-
ковым, В. В. Катраховым, В. П. Архиповым, А. Н. Байдаковым,
Б. М. Богачёвым, А. Л. Бродским, Г. А. Виноградовой, В. А. Зайце-
вым, Ю. В. Засориным, Г. М. Каганом, А. А. Катраховой, Н. И. Ки-
прияновой, В. И. Кононенко, М. И. Ключанцевым, А. А. Куликовым,
А. А. Лариным, М. А. Лейзиным, Л. Н. Ляховым, А. Б. Муравником,
И. П. Половинкиным, А.Ю. Сазоновым, С. М. Ситником, В. П.Шац-
ким, В. Я. Ярославце вой; основные результаты этого направления
представлены в [30]. Для описания классов решений соответствую-
щих уравнений И. А. Киприяновым были введены и изучены функ-
циональные пространства [175], позднее названные его именем (см.
монографии Х. Трибеля, Л. Д. Кудрявцева и С. М. Никольского
[176–177], в которых пространствам Киприянова посвящены отдель-
ные параграфы).
В этом направлении работал В. В. Катрахов (Валерий Вячесла-
вович Катрахов скончался в 2010 году, вечная ему память). Сейчас
уравнения с оператором Бесселя и связанные с ними вопросы изуча-
ют А. В. Глушак, В. С. Гулиев, Л. Н. Ляхов со своими коллегами и
учениками. Задачи для операторных уравнений вида (40), берущие
начало в известной монографии [11], рассматривали А. В. Глушак,
С. Б. Шмулевич, В. Д. Репников и другие.
Здесь следует отметить, что первой фундаментальной работой,
с которой начался отсчёт изучения вырождающихся и сингулярных
дифференциальных уравнений в частных производных с перемен-
ными коэффициентами, является статья М. В. Келдыша [178] (за-
дача Е). Общая теория вырождающихся уравнений эллиптическо-
го типа впоследствии разрабатывалась Г. Фикерой, О. А. Олейник,
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Е. А. Радкевичем, В. Н. Враговым, В. П. Глушко и многими другими.
Интересные результаты по изучению ОП СПД были получены
В. В. Катраховым, они также изложены в специально переработан-
ном Р. Кэрролом виде в отдельной главе в [30]. Рассматривались так-
же ОП для многочисленных обобщений оператора Бесселя [179–190].
Вместе с тем были построены аналогичные теории и для некоторых
других модельных операторов, например таких [4–6, 189–190]:
A =
1
v(x)
d
dx
v(x)
d
dx
, v(x) = sin2ν+1 x, sh2ν+1 x, (41)
(ex − e−x)2ν+1(ex + e−x)2µ+1.
Важность операторов A вида (41) для теории заключается в том,
что по знаменитой формуле Гельфанда они представляют радиаль-
ную часть оператора Лапласа на симметрических пространствах
[191]. При этом оператор Бесселя получается при выборе в (41)
v(x) = x2ν+1. Подход через ОП позволяет с единых позиций изучать
многие свойства специальных функций, через которые выражаются
собственные функции (41), этот подход последовательно проводится
в [4–6].
Другим модельным оператором, для которого построены ОП, яв-
ляется оператор Эйри D2 + x, см. [387]. Рассматривался также его
возмущённый вариант, связанный с эффектомШтарка из квантовой
механики.
Важным обобщением операторов Сонина–Пуассона–Дельсарта
являются ОП для гипербесселевых функций, которые были подроб-
но изучены в работах Ивана Димовски и его учеников. Соответству-
ющие ОП заслуженно получили в литературе названия ОП Сонина–
Димовски и Пуассона–Димовски, они также изучались в работах
ученицы Ивана Димовски — Виржинии Киряковой.
Другой важный класс обобщений операторов СПД возник при
изучении операторов Дункла (я благодарен профессору В.П. Лек-
сину, который научил меня правильно произносить фамилию это-
го австрийского математика). Операторы Дункла включаются в об-
щую схему ОП как специальный случай, когда один из сплетае-
мых операторов является дифференциально–разностным, а второй
по–прежнему дифференциальным. Построению ОП типа Сонина и
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Пуассона для операторов Дункла в последнее время посвящено мно-
го работ, см. [].
Отметим, что некоторый способ построения ОП со свойства-
ми (75) на решениях соответствующих уравнений для частного
случая целых ν упоминается в литературе под названием метода
Крама–Крейна [21–23], но он приводит к длинной последовательно-
сти усложняющихся подстановок, а результирующий ОП не может
быть выписан в явном виде. На самом деле, и подстановки Крама–
Крейна могут быть включены в общую схему ОП. Они возникают,
когда сплетаемые операторы остаются дифференциальными, а ОП
для этой пары ищется уже не в интегральном, а в дифференциа
льном представлении. В наиболее общем виде эта теория известна
как метод преобразований Дарбу [Матвеев], к которым и относятся
в частном случае подстановки Крама–Крейна. К таким дифферен-
циальным ОП формально могут быть отнесены и многие известные
замены переменных типа преобразования Миуры, которые сплетают
нелинейный и линейный операторы, решая задачу линеаризации.
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6. Связь операторов преобразования с дробным
интегродифференцированием.
Операторы дробного интегродифференцирования играют важ-
ную роль во многих современных разделах математики: уравнениях
с частными производными, функциональном анализе и теории функ-
ций, специальных функциях, многочисленных приложениях. Чис-
ло книг по дробному исчислению всё время возрастает, процесс их
увеличения недавно даже был изображен графически на красивом
цветном плакате, опубликованном в специализированном журнале
Fractional Calculus and Applied Analysis; этот международный жур-
нал издаётся Болгарской АН, его главным редактором является Вир-
жиния Кирякова. В виду вышесказанного мы ограничимся из всей
литературы лишь упоминанием энциклопедической монографии [34]
( её в России иногда называют Красной Книгой по цвету обложки),
диссертации [353], которую можно рассматривать как со ременное
продолжение [34], а также известных книг [192–196, 355].
Для теории специальных функций важность дробного интегро-
дифференцирования отражена в названии известной статьи Вир-
жинии Киряковой [197]: "Все специальные функции получа-
ются дробным интегродифференцированием элементар-
ных функций"! (кроме H—функции Фокса — замечание профес-
сора А.А. Килбаса (Анатолий Александрович Килбас погиб в 2010
году, вечная ему память)).
Приведём список основных операторов дробного интегродиффе-
ренцирования: Римана–Лиувилля, Эрдейи–Кобера, дробного инте-
грала по произвольной функции g(x)
Iα0+,xf =
1
Γ(α)
∫ x
0
(x− t)α−1 f(t)d t, (42)
Iα−,xf =
1
Γ(α)
∫ ∞
x
(t− x)α−1 f(t)d t,
Iα0+,x2f =
1
Γ(α)
∫ x
0
(
x2 − t2)α−1 2tf(t)d t, (43)
Iα−,x2f =
1
Γ(α)
∫ ∞
x
(
t2 − x2)α−1 2tf(t)d t,
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Iα0+,gf =
1
Γ(α)
∫ x
0
(g(x)− g(t))α−1 g′(t)f(t)d t, (44)
Iα−,gf =
1
Γ(α)
∫ ∞
x
(g(t)− g(x))α−1 g′(t)f(t)d t,
во всех случаях предполагается, что Reα > 0, на оставшиеся значе-
ния α формулы также без труда продолжаются [34]. При этом обыч-
ные дробные интегралы получаются при выборе в (44) g(x) = x,
Эрдейи–Кобера при g(x) = x2, Адамара при g(x) = lnx.
Связь с ОП проявляется в том, что, как видно из (35)–(36), ОП
СПД с точностью до множителей как раз и являются оператора-
ми Эрдейи–Кобера, то есть дробными степенями ( ddx2 )
−α. Так же
как ОП для перечисленных в (41) модельных операторов являются
дробными степенями ( ddg )
−α при g(x) = sinx, shx. Поэтому основные
свойства этих ОП можно получить из теории операторов дробного
интегродифференцирования, а не изобретать заново, что нередко и
делалось.
Операторы дробного интегрирования в комплексной плоскости,
к которым сводится понятие дробного интегрирования по произ-
вольной функции (44), были введены в работах М.М. Джрбашяна.
На это указал мне Армен Джрбашян — сын Мхитара Мкртичеви-
ча Джрбашяна. Соответствующие операторы, определяемые в виде
ряда, первоначально назывались операторами Гельфонда–Леонтьева
(по предложению В.Ф. Коробейника, который был рецензентом ори-
гинальной статьи — личное сообщение), а сейчас чаще называют-
ся операторами дробного интегродифференцирования Дж рбашяна–
Гельфонда–Леонтьева [353].
Наиболее широкие обобщения операторов дробного интегродиф-
ференцирования были предложены Виржинией Киряковой [353] в
виде
x−α
∫ x
0
tα−1K
(x
t
)
f(t) dt , x−α
∫ ∞
x
tα−1K
(x
t
)
f(t) dt,
где K
(
x
t
)
— подходящее ядро, f(t) — достаточно произвольная
функция. Такие объекты сами по себе не являются новыми, это од-
на из форм записи интегрального оператора с однородным ядром
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степени минус единица∫ ∞
0
K(x, t)f(t) dt ,K(λx, λy) =
1
λ
K(x, y),
или свёртки Меллина ∫ ∞
0
K
(x
t
)
f(t)
dt
t
при дополнительном условии, что ядро интегрального оператора или
свёртки обращается в ноль при t < x или при t > x. Для этой фор-
мы обобщённого интегродифференцирования в [353] построена до-
статочно полная теория.
Теперь вспомним связь ОП с коммутированием (30)–(31). По-
лучаем, что домножение с нужной стороны на различные фор-
мы дробных интегралов приводит к новым ОП. Для ОП Векуа–
Эрдейи–Лаундеса эта идея использована в [99–101] для построения
новых преобразований с различными экзотическими ядрами, для
ОП СПД см. ниже. Новая возможность—это использование опера-
торов дробного интегродифференцирования, коммутирующих с опе-
ратором Бесселя. Для этого требуется, например, явное описание
дробных степеней оператора Бесселя. И оно есть, хоть об этом ма о
кто знает!
В этом пункте построены в явном интегральном виде дробные
степени дифференциального оператора Бесселя, заданного на подхо-
дящих гладких функциях, который мы для удобства переопределим
в виде:
Bν = D
2 +
ν
x
D, Re ν > 0.
Безусловно, по аналогии с обычными производными, можно опре-
делить такие дробные степени на полуоси при помощи естественно-
го свойства, что они действуют как умножение на степень в обра-
зах преобразования Ханкеля. Такой подход оправдан за неимением
лучшего и позволяет получить ряд интересных результатов, хотя
на этом пути невозможно, по–видимому, получить явные представ-
ления дробных степеней. Но представим на минуту, что мы умеем
определять обычные операторы дробного интегрирования Римана–
Лиувилля только через их действие в образах преобразований Ла-
пласа или Меллина, а интегральные формулы для этих операторов
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нам неизвестны. Тогда сразу становится ясным, что подобная теория
будет достаточно бедной и лишится большинства своих наиболее по-
лезных и красивых результатов. Примерно в таком состоянии сейчас
находится теория дробных степеней оператора Бесселя, поэтому их
построение в явном интегральном виде является актуальной и инте-
ресной задачей.
Несмотря на то, что операторы дробного интегродифференци-
рования Бесселя являются пока менее известными по сравнению с
перечисленными выше, уже созданы основы их теории. Формальные
определения даны в [198–201].
Определение 5. Пусть f(x) ∈ C2k(0, b]. Определим правосто-
ронний оператор дробного интегрирования Бесселя при условии
f (i)(b) = 0, 0 6 i 6 2k − 1, k ∈ N по формуле
(Bν,kb− f)(x) =
1
Γ(2k)
∫ b
x
(
y2 − x2
2y
)2k−1
2F1(k +
ν − 1
2
, k; 2k; 1− x
2
y2
) ·
·f(y) dy =
√
pi
22k−1Γ(k)
∫ b
x
(y2 − x2)k− 12
(y
x
) ν
2
P
1
2
−k
ν
2
−1
(
1
2
(
x
y
+
y
x
))
· (45)
·f(y) dy.
Определим левосторонний оператор дробного интегрирования
Бесселя при условии f (i)(a) = 0, 0 6 i 6 2k − 1, k ∈ N по форму-
ле
(Bν,ka+f)(x) =
1
Γ(2k)
∫ x
a
(x2 − y2
2x
)2k−1
2F1(k +
ν − 1
2
, k; 2k; ; 1− y
2
x2
) ·
·f(y) dy =
√
pi
22k−1Γ(k)
∫ x
a
(x2 − y2)(k− 12 )
(
x
y
) ν
2
P
1
2
−k
ν
2
−1
(
1
2
(
x
y
+
y
x
))
· (46)
·f(y) dy,
где 2F1 - гипергеометрическая функция Гаусса, Pµν (z) - функция Ле-
жандра.
Введённые операторы и являются интегральными реализациями
отрицательных целых степеней оператора Бесселя (Bν)−k. Их рас-
пространение на произвольные комплексные значения параметра k
проводится аналогично классическому случаю. При ν = 0 оператор
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Бесселя сводится ко второй производной, а введённые операторы —
к дробным интегралам Римана-Лиувилля
B0,kb− f = I
2k
b−f, B
0,k
a+f = I
2k
a+f.
Определённые выше дробные степени оператора Бесселя (45–46)
в явном виде как одна из разновидностей операторов дробного инте-
гродифференцирования были определены автором в [198–201]. При
этом в качестве наводящих соображений были существенно исполь-
зованы результаты работы [204], в которой рассматривалось решение
в явном виде обыкновенных дифференциальных уравнений с целы-
ми степенями операторов Бесселя. При этом автором было замечено,
что выражение гипергеометрических функций Гаусса в формулах
(45–46) через функции Лежандра существенно упрощает вычисле-
ния.
При помощи достаточно простых выкладок, основанных на тож-
дествах для функций Лежандра, получается первоначальный набор
простейших свойств операторов (45–46). К ним относятся полугруп-
повое свойство по параметру k, действие как умножение на соот-
ветствующую степень в образах преобразования Ханкеля (при более
ограничительных условиях на параметры) и преобразованияМейера
(при менее ограничительных условиях на параметры).
Многочисленные приложения операторов дробного интегродиф-
ференцирования Римана–Лиувилля основаны на их вхождении в
остаточный член формулы Тэйлора. Поэтому после определения
дробных степеней оператора Бесселя сразу возникает задача о по-
строении обобщённой формулы Тэйлора, в которой функция рас-
кладывается по степеням оператора Бесселя. Эта задача возникла
достаточно давно и имеет некоторую историю.
Впервые формулы разложения по степеням оператора Бесселя
были полученыЖаном Дельсартом (ряды Тэйлора–Дельсарта). Об-
щий способ их построения изложен в [9] в терминах операторно–
аналитических функций. Но ряды Тэйлора–Дельсарта позволяют
разложить по степеням оператора Бесселя не обычный, а обобщён-
ный сдвиг. По существу такие разложения являются операторными
вариантами рядов для функции Бесселя, так же как обычные ря-
ды Тэйлора являются операторными версиями разложения в ряд
экспоненты. Разумеется, ряды Тэйлора–Дельсарта имеют сво ю об-
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ласть приложений. Но для численного решения дифференциальных
уравнений в частных производных нужны обобщённые формулы и
ряды Тэйлора несколько другой природы. При пересчёте решения
со слоя на слой, например, методом сеток формулы для обобщён-
ного сдвига совершенно бесполезны, а нужны именно формулы для
обычного сдвига, выражающие решение на очередном рассчитывае-
мом слое через его значения на предыдущих слоях. Оказалось, что
строить такие формулы для обычного сдвига намного труднее, чем
для обобщённого, так как они уже не являются прямыми аналогами
известных тождеств для специальных функций.
Впервые с указанной мотивацией для применения к численному
решению уравнений с оператором Бесселя методом конечных эле-
ментов формула Тэйлора нужного типа была рассмотрена в работе
В.В. Катрахова [203]. Но полученный там результат может рассмат-
риваться только как первое приближение для желаемых формул в
явном виде, так как коэффициенты выражались неопределёнными
постоянными, задаваемыми системой рекуррентных соотношений, а
ядро остаточного члена представлялось некоторым многократным
интегралом. Это не случайно, угадать одновреме но явный вид ядер
и остаточных членов невозможно, пока не известны конкретные вы-
ражения для остатка в виде дробных степеней оператора Бесселя.
Мы находимся в другой ситуации, когда нужные выражения для
дробных степеней известны в явном виде (45–46), поэтому перейдём
к описанию полного решение задачи о явном построении обобщён-
ной формулы Тэйлора для разложения обычного сдвига в ряд по
степеням оператора Бесселя. Подобная формула в простейшем слу-
чае была анонсирована ранее в [198–201].
Теорема 7. Справедлива формула Тэйлора разложения произ-
вольной достаточно гладкой функции по степеням дифференциаль-
ного оператора Бесселя при x = b с остаточным членом в интеграль-
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ной форме
f(x) =
k∑
i=1
{
1
Γ(2i− 1)
(b2 − x2
2b
)2i−2
2F1(i+
ν − 1
2
, i− 1; 2i− 1;
1− x
2
b2
)(Bi−1f)|b − 1
Γ(2i)
(b2 − x2
2b
)2i−1
2F1(i+
ν − 1
2
, i; 2i; 1− x
2
b2
) · (47)
·(DBi−1f)|b
}
+Bν,kb− (B
kf),
гдеBν,kb− есть оператор левостороннего дробного интегрирования Бес-
селя (45), 2F1 — гипергеометрическая функция Гаусса.
Также справедлива двойственная формула , использующая фор-
мально сопряжённый оператор
Cνf = D
2f −D(ν
y
f) = D2 − ν
y
Df +
ν
y2
Теорема 8. Справедлива формула Тэйлора разложения произ-
вольной достаточно гладкой функции по степеням дифференциаль-
ного оператора Cν при x = a с остаточным членом в интегральной
форме
f(x) =
k∑
i=1
{
1
Γ(2i− 1)
(x2 − a2
2x
)2i−2
(
a
x
) 2F1(i +
ν − 1
2
, i; 2i− 1;
1− a
2
x2
)(Ci−1ν f)|a +
1
Γ(2i)
(x2 − a2
2x
)2i−1
· (48)
· 2F1(i+ ν − 1
2
, i; 2i; 1− a
2
x2
) aν (Dx−νCi−1ν f)|a
}
+Bν,ka+ (C
k
ν f),
где Bν,ka+ есть оператор правостороннего дробного интегрирования
Бесселя (46), 2F1 — гипергеометрическая функция Гаусса.
Гипергеометрические функции в формулах Тэйлора могут быть
выражены через функции Лежандра аналогично определениям. Из
формул (47)–(48) сразу следуют модификации операторов дробно-
го интегродифференцирования Бесселя по Герасимову–Капуто. Для
этого нужно в определениях (45–46) вычесть из функций начальный
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отрезок их разложения по соответствующей обобщённой формуле
Тэйлора.
Автором изучены и другие основные свойства операторов дроб-
ного интегродифференцирования Бесселя вида (45–46): действие в
стандартных функциональных пространствах, интегральные урав-
нения в особых случаях a = 0 или b = ∞ на полуоси, модификации
операторов по Маршо и Капуто, сразу вытекающие из формул Тэй-
лора (47)–(48), связь с преобразованиями Фурье–Бесселя, Лапласа,
Меллина и Мейера, действие на распределениях в классах типа Ли-
зоркина, связь с обобщённым преобразованием Стильтьеса, весовые
и разносторонние формулы композиций, выражения левосторонних
операторов через правосторонние и наоборот с помощью сингуляр-
ных интегралов, а также приложения в теории операторов преобра-
зования.
Следует отметить, что введённые операторы дробного инте-
гродифференцирования Бесселя родственны некоторым известным
классам интегральных преобразований. К ним относятся операторы
Лава, подробно изученные О. А. Репиным операторы Сайго [205], ги-
пербесселевы операторы И. Димовски, операторы Бушмана–Эрдейи
(о них см. далее). Кроме того, введённые операторы (47)–(48) можно
включить в общую канву интегральных операторов с G–функциями
Мейера, функциями Райта и H–функциями Фокса в ядрах.
Задачу о выводе формул Тэйлора (47)–(48) по предложенному
плану с использованием интегрирования по частям я поставил в
1994 г. для курсовой работы одной студентке третьего курса Даль-
невосточного политехнического института, в котором тогда препо-
давал во Владивостоке (при этом двадцать сотрудников двух акаде-
мических институтов учили в течение всех пяти лет одну группу из
двадцати студентов, читая все курсы). Она спросила, что такое ги-
пергеометрическая функция, записала ссылку на книгу Бэйтмена–
Эрдейи и ушла. Через две недели без еди ной консультации сту-
дентка принесла текст, в котором без единой помарки был записан
подробный вывод теорем 7,8 и их обобщений (см ниже). Ничего по-
добного в своей жизни я больше не видел, а жаль, завидую кол-
легам, которые сталкивались с подобными случаями чаще. Сейчас,
насколько я знаю, Дина Коновалова живёт и работает в Новосибир-
ске.
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Рассмотрены и более общие комбинированные дробные степени
для пары операторов ( 1xD)
m(Bν)
k. Это семейство операторов ин-
тересно тем, что содержит обычные операторы Римана –Лиувилля
(m = 0, ν = 0), дробное интегродифференцирование Бесселя (m=0),
операторы Эрдейи–Кобера (k=0). В этом случае также доказаны со-
ответствующие формулы Тэйлора.
Далее приведём выражение для резольвенты дробных степеней
оператора Бесселя. Оно обобщает знаменитую формулу для дроб-
ных интегралов Римана–Лиувилля, написанную без доказательства
Эйнаром Хилле и Яковом Давидовичем Тамаркиным в работе 1930
года [206]. В этой работе указывалось, что формула для резольвен-
ты может быть выведена методом преобразования Лапласа с ис-
пользованием нового на тот момент понятия свёртки в духе работ
Дёйтча, но этот способ похоже не был никогда реализован. Формула
Тамаркина–Хилле была на самом деле впервые доказ на в моно-
графии М.М. Джрбашяна [207] обычным для теории интегральных
уравнений методом последовательных приближений, хотя в моно-
графии Мхитара Мкртитевича нет упоминания, что доказательство
даётся им впервые, что характеризует этого замечательного матема-
тика. Поэтому, возможно, исторически правильным было бы назы-
вать формулу для резольвенты операторов дробного интегрирования
Римана–Лиувилля формулой Тамаркина–Хилле–Джрбашяна. Кро-
ме того, в [207] впервые были подробно изучены свойства функции
Миттаг–Лефлёра, из этой книги от чественные математики узнали о
существовании подобной функции. В дальнейшем свойства функций
Миттаг–Лефлёра изучались в работах многих математиков, резуль-
таты дальнейших исследований самого М.М. Джрбашяна просумми-
рованы им в [352].
Формула Тамаркина–Хилле–Джрбашяна является самым извест-
ным применением функций Миттаг–Лефлёра, а также основой
огромного числа работ по приложениям дробного исчисления к диф-
ференциальным уравнениям. Как отмечает в своём недавнем обзоре
Виржиния Кирякова [354], итальянские математики R. Gorenflo и
F. Mainardi предложили называть функцию Миттаг–Лефлёра коро-
левской функцией теории дробного исчисления (Queen function of the
fractional calculus) [358]. Аналогично, самым известным применением
H–функции Фокса по моему мнению является результат А.Н. Ко-
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чубея [208–209], в работах которого через указанную H–функцию
Фокса, не сводящуюся к функциям из более простых классов, была
выражена функция Грина для уравнения дробной диффузии.
Теорема 9. Для резольвенты оператора дробного интегрирова-
ния Бесселя (45) при a = 0, 0 6 ν < 1 на подходящих функциях
справедливо интегральное представление
Rλf = − 1
λ
f − 1
λ
∫ x
0
K(x, y)f(y) dy, (49)
где ядро K(x, y) выражается по формулам
K(x, y) =
2y
x2 − y2
∫ 1
0
Sα,ν(z(t))
dt
(t (1− t)) ν+12
, (50)
z(t) =
 t(1 − t) (x2 − y2)2(
1−
(
1− x2y2
)
t
)
4y2
α ,
Sα,ν(z) =
∞∑
k=1
zk
Γ(αk + ν−12 )Γ(αk − ν−12 )
—разновидность гипергеометрической функции Райта или Фокса.
Подобные функции также встречались в работах А. В. Псху [196],
это специальные случаи более общих функций Райта, G–функций
Мейера и H–функций Фокса, которые первоначально вводились как
обобщения функций Бесселя [102–120]. Отметим также такой бес-
смысленный термин, к сожалению использованный в [34], как функ-
ция Бесселя–Мэйтленда, который возник в результате недоразуме-
ния из расчленения имени Эдварда Мэйтленда Райта. Современное
состояние теории обобщённых гипергеометрических функций типа
Миттаг–Лефлёра, Мейера, Райта и Фокса изложено в [353 –357].
Интересной задачей является дальнейшее упрощение представления
ядра (50), если оно возможно.
Основные интегральные представления для функции Миттаг–
Лефлёра с учётом формулы Тамаркина–Хилле–Джрбашяна можно
теперь безвозмездно, то есть даром c©, получить из известных фор-
мул Гильберта для резольвент, что, насколько известно автору, ранее
не отмечалось.
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Отметим, что резольвенты, как аналитические оператор–
функции, коммутируют со своими операторами. Следовательно, их
в принципе можно опять рассматривать как сырьё для получения
новых ОП. Кроме того, из основного свойства ОП (1) формально
следует подобное соотношение и для резольвент TRλ(A) = Rλ(B)T ,
но мне неизвестны применения этого соотношения. Более того, опять
же формально сразу получается и общая формула
Tf(A) = f(B)T (51)
для произвольного линейного ОП со свойством (1) и аналитической
функции f .
Полученная формула для резольвенты дробных степеней опера-
тора Бесселя позволяет рассматривать задачи для обыкновенного
интегро–дифференциального уравнения вида
Bαν u(x)− λu(x) = f(x), (52)
при различных краевых условиях. По аналогии с известными резуль-
татами возможно также рассмотрение уравнений в частных произ-
водных с дробными степенями оператора Бесселя и их модифика-
циями по Капуто. К числу таких уравнений относятся обобщение
B–эллиптического по терминологии И.А.Киприянова [30] дробного
уравнения Лапласа–Бесселя
n∑
k=1
Bαkνk u(x1, x2, . . . xn) = f(x1, x2, . . . xn),
нестационарное уравнение вида
Bαν,tu(x, t) = ∆xu(x, t) + f(x, t),
а также операторные уравнения в пространствах Банаха, аналогич-
ные изученным в [213].
Кроме того, рассмотрение спектральных свойств уравнения (52)
нуждается в изучении асимтотики функции K(x, y) из формулы (50)
в комплексной плоскости, а также распределения её корней.
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7. Операторы преобразования Бушмана–Эрдейи.
Рассмотрим важный класс ОП, который при определённом вы-
боре параметров является одновременным обобщением ОП СПД и
их сопряжённых, операторов дробного интегродифференцирования
Римана–Лиувилля и Эрдейи–Кобера, а также интегральных преоб-
разований Мелера–Фока.
Определение 6. Операторами Бушмана–Эрдейи называются
интегральные операторы
Bν,µ0+ f =
∫ x
0
(
x2 − t2)−µ2 Pµν (xt ) f(t)d t, (53)
Eν,µ0+ f =
∫ x
0
(
x2 − t2)−µ2 Pµν ( tx
)
f(t)d t, (54)
Bν,µ− f =
∫ ∞
x
(
t2 − x2)−µ2 Pµν ( tx
)
f(t)d t, (55)
Eν,µ− f =
∫ ∞
x
(
t2 − x2)−µ2 Pµν (xt ) f(t)d t. (56)
Здесь Pµν (z)—функция Лежандра первого рода [102], P
µ
ν (z)—та же
функция на разрезе −1 6 t 6 1, f(x)—локально суммируемая
функция, удовлетворяющая некоторым ограничениям на рост при
x → 0, x → ∞. Параметры µ, ν—комплексные числа, Reµ < 1, мож-
но ограничиться значениями Re ν > −1/2.
Интегральные операторы указанного вида с функциями Лежанд-
ра в ядрах впервые встретились в работах E.T. Copson по уравнению
Эйлера-Пуассона-Дарбу в конце 1950-х годов. А именно, в работе
[359] доказано следующее утверждение, которое я бы назвал
Лемма Копсона.
Рассмотрим дифференциальное уравнение в частных производ-
ных с двумя переменными:
∂2u(x, y)
∂x2
+
2α
x
∂u(x, y)
∂x
=
∂2u(x, y)
∂y2
+
2β
y
∂u(x, y)
∂y
(обобщённое уравнение Эйлера–Пуассона–Дарбу или В–
гиперболическое уравнение по терминологии И.А.Киприянова)
в открытой четверти плоскости x > 0, y > 0 при положительных
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параметрах β > α > 0 с краевыми условиями на осях координат
(характеристиках)
u(x, 0) = f(x), u(0, y) = g(y), f(0) = g(0).
Предполагается, что решение u(x,y) является непрерывно диффе-
ренцируемым в замкнутом квадранте, имеет непрерывные вторые
производные в открытом квадранте, граничные функции f(x), g(y)
являются непрерывно дифференцируемыми.
Тогда, если решение поставленной задачи существует, то для него
выполняются соотношения:
∂u
∂y
= 0, y = 0,
∂u
∂x
= 0, x = 0, (57)
2βΓ(β +
1
2
)
∫ 1
0
f(xt)tα+β+1
(
1− t2) β−12 P 1−β−α t dt = (58)
= 2αΓ(α+
1
2
)
∫ 1
0
g(xt)tα+β+1
(
1− t2)α−12 P 1−α−β t dt,
⇓
g(y) =
2Γ(β + 12 )
Γ(α+ 12 )Γ(β − α)
y1−2β ·
·
∫ y
0
x2α−1f(x)
(
y2 − x2)β−α−1 x dx. (59)
Соотношения (57) были известны ранее до Копсона, они очевид-
ны. В работе приводится нестрогий вывод (58), то есть получено, что
граничные функции (или значения решения на характеристиках) не
могут быть произвольными, они связаны в современной терминоло-
гии операторами Бушмана–Эрдейи. Далее утверждается, что если
две функции связаны операторами Бушмана–Эрдейи указанных по-
рядков, то на самом деле выполняется (59)—то есть они связаны
более простыми операторами Эрдейи–Кобера. В этом на мой взгляд
основное содержание леммы Копсон а.
Но отсюда не следует, как иногда отмечается, что теперь можно
сразу получить обращение соответствующего оператора Бушмана–
Эрдейи, хотя бы формально. Для этого произвольную функцию в
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правой части соответствующего уравнения надо записать также в
виде оператора Бушмана–Эрдейи соответствующего порядка, чтобы
подогнать под лемму Копсона. Но для этого уже надо уметь опера-
тор Бушмана–Эрдейи обращать–получается порочный круг. Таким
образом, неверно приписывать Копсону первый результат по обра-
щению операторов Бушмана–Эрдейи, хотя на колько нам известно в
его работе эти операторы действительно встречаются впервые.
Доказательства в работе [359] скорее являются нестрогими рас-
суждениями, намечающими что и в каком порядке надо делать, хотя
всё понятно и видимо легко доводится до строгого. Видимо, у Копсо-
на были некоторые сомнения в этих результатах, так как я не нашёл
их в последующей его книге [360], что несколько странно. А может,
он не придавал им особого значения. Отметим также, что в Красной
Книге [34 — Килбас, Маричев, Самко] и других работах даётся не
совсем точная ссылка на работу [359], которую мы здесь исправили.
Эта первая работа Копсона нашла продолжение в совместной ра-
боте с Эрдейи [361]. Там даётся строгий вывод, вводятся подходя-
щие классы функций, явно озвучена связь с дробными интегралами
и операторами Кобера–Эрдейи.
Таким образом, можно сделать вывод, что впервые подробное
изучение разрешимости и обратимости данных операторов было на-
чато в 1960–х годах в работах Р. Бушмана и А. Эрдейи [216–219].
Операторы Бушмана–Эрдейи изучались также в работах Higgins,
Ta Li, Love, Habibullah, K.N. Srivastava, Динь Хоанг Ань, Смирнова,
Вирченко, Федотовой, Килбаса, Скоромник и др. При этом в основ-
ном изучались задачи о решении интегральных уравнений с этими
операторами, их факторизации и обращения. Эти результаты изло-
жены в монографии [34], хотя случай выбранных нами пределов ин-
тегрировани считается там особым и не рассматривается, за исклю-
чением одного набора формул композиции, см. также [220–225].
Термин "операторы Бушмана–Эрдейи" как наиболее историче-
ски оправданный был введён автором в [226–227], впоследствии он
использовался и другими авторами. Ранее в [34] встречался предло-
женный О.И.Маричевым термин "операторы Бушмана". Наиболее
полное изучение операторов Бушмана–Эрдейи на наш взгляд было
проведено в работах автора в 1980–1990-е годы [229, 374, 226–228] и
затем продолжено в [252–260, 362–372]. При этом необходимо отме-
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тить, что роль операторов Бушмана–Эрдейи как ОП до работ [229,
374, 226–228] вообще ранее нигде не отмечалась и не рассматрива-
лась.
Особо отметим работы Н.А.Вирченко [238–240], А.А.Килбаса и
их учеников. Так в работах А.А.Килбаса и О.В.Скоромник [375–376]
рассматривается действие операторов Бушмана–Эрдейи в весовых
пространствах Лебега, а также многомерные обобщения в виде ин-
тегралов по пирамидальным областям.
Важность операторов Бушмана–Эрдейи во многом обусловлена
их многочисленными приложениями. Например, они встречаются в
следующих вопросах теории уравнений с частными производными
[34]: при решении задачи Дирихле для уравнения Эйлера–Пуассона–
Дарбу в четверти плоскости и установлении соотношений между зна-
чениями решений уравнения Эйлера–Пуассона–Дарбу на многообра-
зии начальных данных и характеристике (см. лемму Копсона выше),
теории преобразования Радона, так как в силу результатов Людви-
га [230–232] действие преобразования Радона пр и разложении по
сферическим гармоникам сводится как раз к операторам Бушмана–
Эрдейи по радиальной переменной, при исследовании краевых задач
для различных уравнений с существенными особенностями внутри
области, доказательству вложения пространств И.А. Киприянова в
весовые пространства С.Л. Соболева, установлению связей между
операторами преобразования и волновыми операторами теории рас-
сеяния, обобщению классических интегральных представлений Со-
нина и Пуассона и операторов преобразования Сонина–Пуассона–
Дельсарта.
Отметим, что полученные автором в [226–227] в 1990–1991 го-
дах результаты по факторизации позволяют сразу описать условия
ограниченности общих операторов Бушмана–Эрдейи в весовых про-
странствах Лебега. Действительно, в этих работах найдены точные
условия ограниченности операторов Бушмана–Эрдейи нулевого по-
рядка гладкости в весовых пространствах Лебега. Как показано ни-
же, общие операторы являются композициями операторов нулево-
го порядка гладкости и операторов Римана–Лиувилля или Эрдейи–
Кобера, а точные условия ограниченности последни х были известны
уже давно [34]. На этом пути только не удаётся установить точные
константы в неравенствах для норм операторов. Ниже приведены
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условия ограниченности операторов Бушмана–Эрдейи с точными
константами для невесового случая, и даже найдены условия на
параметры, обеспечивающие их унитарность. Другой подход к опи-
санию действия операторов Бушмана–Эрдейи в весовых простран-
ствах Лебега недавно был применён в [375–376].
Приведём полный список результатов, полученных автором, при
изучении операторов Бушмана–Эрдейи.
• Введены операторы Бушмана–Эрдейи первого, второго и тре-
тьего родов, причём два последних класса ранее не вводились
и не исследовались.
• Впервые операторы Бушмана–Эрдейи изучены как операторы
преобразования
• Введено понятие гладкости для операторов Бушмана–Эрдейи.
• Впервые изучены операторы Бушмана–Эрдейи с интегрирова-
нием по промежуткам [0, x] и [x,∞].
• Получены новые формулы факторизации.
• Изучено действие операторов Бушмана–Эрдейи нулевого по-
рядка гладкости в пространствах L2(0,∞) и весовых про-
странствах Лебега. Получены точные значения норм, найде-
ны условия ограниченности и неограниченности. Ввиду полу-
ченных формул факторизации отсюда следуют результаты по
действию в весовых пространствах Лебега общих операторов
Бушмана–Эрдейи.
• Найдены условия унитарности операторов Бушмана–Эрдейи
нулевого порядка гладкости в пространствах L2(0,∞).
• Решена задача об унитарном обобщении операторов преобразо-
вания Сонина и Пуассона. Найдены ОП этого типа, унитарные
при всех значениях параметра. Решение получено в рамках ме-
тода композиций, искомые ОП выражаются через операторы
Бушмана–Эрдейи третьего рода.
• Описан спектр операторов Бушмана–Эрдейи нулевого порядка
гладкости в весовых пространствах Лебега.
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• Найдены выражения операторов Бушмана–Эрдейи через клас-
сические интегральные преобразования Фурье, синус– и
косинус–преобразования Фурье, преобразование Ханкеля.
• Изучены свойства мультипликаторов операторов Бушмана–
Эрдейи при действии преобразования Меллина. Через мульти-
пликаторы найдены условия, при которых произвольные опе-
раторы являются ОП типа Сонина и Пуассона, а также по-
лучены формулы связи разносторонних операторов Бушмана–
Эрдейи в терминах обобщённых преобразований Стильтьеса и
Гильберта.
• Введены и изучены операторы Бушмана–Эрдейи второго рода,
с функциями Лежандра второго рода в ядрах.
• Получены обобщения интегральных представлений Сонина и
Пуассона для специальных функций.
• Решено большое число интегро–дифференциальных уравнений
с функциями Лежандра различных типов в ядрах и получены
оценки решений в весовых пространствах Лебега.
• С помощью операторов Бушмана–Эрдейи нулевого поряд-
ка гладкости в одномерном случае доказано вложение про-
странств И.А. Киприянова в весовые пространства С.Л. Со-
болева.
• Предложен общий метод построения новых начальных и кра-
евых задач с интегральными операторами типа дробного ин-
тегродифференцирования различных типов в краевых услови-
ях для уравнения Эйлера–Пуассона–Дарбу и других уравнений
B–эллиптического, B–гиперболического и B–параболического
типов.
• Изучено действие операторов Бушмана–Эрдейи в простран-
ствах аналитических функций, доказаны коэффициент-
ные оценки типа теорем искажения и решены интегро–
дифференциальные уравнения дробного порядка в комплекс-
ной плоскости.
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Приведём основные результаты, в основном следуя в изложении
[226–227]. Все рассмотрения ведутся ниже на полуоси. Поэтому бу-
дем обозначать через L2 пространство L2(0,∞) и L2,k весовое про-
странство L2,k(0,∞). N обозначает множество натуральных, N0 –
неотрицательных целых, Z – целых и R – действительных чисел.
Вначале распространим определение 6 на важный не исследован-
ный ранее случай µ = 1.
Определение 7. Введём при µ = 1 операторы Бушмана–Эрдейи
нулевого порядка гладкости по формулам
Bν,10+f =
d
dx
∫ x
0
Pν
(x
t
)
f(t) dt, (60)
Eν,10+f =
∫ x
0
Pν
(
t
x
)
df(t)
dt
dt, (61)
Bν,1− f =
∫ ∞
x
Pν
(
t
x
)
(−df(t)
dt
) dt, (62)
Eν,1− f = (−
d
dx
)
∫ ∞
x
Pν
(x
t
)
f(t) dt, (63)
где Pν(z) = P 0ν (z)—функция Лежандра.
Разумеется, при очевидных дополнительных условиях на функ-
ции в (60)–(63) можно продифференцировать под знаком интеграла
или проинтегрировать по частям.
Теорема 10. Справедливы следующие формулы факториза-
ции операторов Бушмана–Эрдейи на подходящих функциях через
дробные интегралы Римана–Лиувилля, Эрдейи–Кобера и Бушмана–
Эрдейи нулевого порядка гладкости:
Bν, µ0+ f = I
1−µ
0+ 1S
ν
0+f, B
ν, µ
− f = 1P
ν
− I
1−µ
− f, (64)
Eν, µ0+ f = 1P
ν
0+ I
1−µ
0+ f, E
ν, µ
− f = I
1−µ
− 1S
ν
−f. (65)
Эти формулы позволяют "разделить"параметры ν и µ. Мы до-
кажем, что операторы (60)–(63) являются изоморфизмами про-
странств L2(0,∞), если ν не равно некоторым исключительным зна-
чениям. Поэтому операторы (53)–(56) по действию в пространствах
типа L2 в определённом смысле подобны операторам дробного инте-
гродиффенцирования I1−µ, с которыми они совпадают при ν = 0.
52 Sitnik S. M.
Далее операторы Бушмана–Эрдейи будут доопределены при всех
значениях µ. Исходя из этого, введём следующее
Определение 8. Число ρ = 1−Reµ назовём порядком гладкости
операторов Бушмана–Эрдейи (53)–(56).
Таким образом, при ρ > 0 (то есть при Reµ > 1) операто-
ры Бушмана–Эрдейи являются сглаживающими, а при ρ < 0 (то
есть при Reµ < 1) уменьшающими гладкость в пространствах ти-
па L2(0,∞). Операторы (60)–(63), для которых ρ = 0, являются по
данному определению операторами нулевого порядка гладкости.
Перечислим основные свойства операторов Бушмана–Эрдейи
первого рода (53)–(56) с функцией Лежандра I рода в ядре. Будем
обозначать области определения операторов через D(Bν, µ0+ ), D(E
ν, µ
0+ )
и т.д.
Простейшие свойства функций Лежандра приводят к тожде-
ствам
Bν, µ0+ f = B
−ν−1,µ
0+ f, E
ν, µ
0+ f = E
−ν−1, µ
0+ f,
Bν, µ− f = B
−ν−1, µ
− f, E
ν, µ
− f = E
−ν−1, µ
− f, (66)
(2ν + 1)xBν, µ0+ [
1
x
f ] = (ν − µ+ 1)Bν+1, µ0+ f + (ν + µ)Bν−1, µ0+ f,
(2ν + 1)
1
x
Bν,µ− [xf ] = (ν − µ+ 1)Bν+1,µ− f + (ν + µ)Bν−1,µ− f,(67)
Bν−1, µ0+ f −Bν+1, µ0+ f = −(2ν + 1)B0, µ−10+ [
1
x
f ],
Bν−1, µ− f −Bν+1, µ− f = −(2ν + 1)
1
x
Bν, µ−1− f. (68)
Из формул разложения Lν на множители получаются тождества
Bν, µ−10+
(
d
dx
− ν
x
)
f = Bν−1, µ0+ f, , (69)
Bν, µ−10+
(
d
dx
+
ν
x
)
f = Bν+1,µ0+ f, (70)
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справедливые при условиях Reµ < 1, Re ν > − 12
lim
y→0
f(y)/yν = 0, f ∈ D(Bν±1, µ0+ ),
(
d
dx
± ν
x
)
f ∈ D(Bν, µ−10+ )
Формулы (66) позволяют ограничиться случаем Re ν > − 12 .
Функции, на которые действуют операторы, должны принадлежать
их областям определения. Для оператора Eν, µ0+ справедливы те же
формулы, что и для Bν, µ0+
Теорема 11. Операторы Бушмана-Эрдейи (53)-(56) определены,
если Re µ < 1 или µ ∈ N и дополнительно выполнены условия:
а) для оператора Bν, µ0+
x∫
0
√
y |f(y) ln y| dy <∞,
если ν = − 12 , µ 6= 12 , а во всех остальных случаях
x∫
0
y−Re ν |f(y)| dy <∞,
б) для оператора Eν, µ0+ дополнительные условия не требуются;
в) для оператора Eν, µ−
∞∫
x
y−Re ν |f(y)| dy <∞,
г) для оператора Bν, µ−
∞∫
x
y−
1
2
−Re ν | ln y · f(y)| dy <∞,
если ν = − 12 , µ 6= 12 , а во всех остальных случаях
∞∫
x
yRe(ν−µ) |f(y)| dy <∞.
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В этой теореме предполагается, что функция f(x) является ло-
кально суммируемой на (0,∞), x – произвольное положительное чис-
ло.
При некоторых специальных значениях параметров ν, µ операто-
ры Бушмана–Эрдейи сводятся к более простым. Так при значениях
µ = −ν или µ = ν + 2 они являются операторами Эрдейи–Кобера;
при ν = 0 операторами дробного интегродифференцирования I1−µ0+
или I1−µ− ; при ν = − 12 , µ = 0 или µ = 1 ядра выражаются через
эллиптические интегралы; при µ = 0, x = 1, v = it− 12 оператор Bν, 0−
лишь на постоянную отличаются от преобразования Малера–Фока.
Теорема 12. Пусть или Reµ < 0, или µ = m ∈ N, −m 6 ν 6
m− 1, ν ∈ Z. Тогда справедливы тождества
d
dxB
ν, µ
0+ f = B
ν, µ+1
0+ f, E
ν, µ
0+
d f
dx
= Eν, µ+10+ f, (71)
Bν, µ−
(
− d fdx
)
= Bν, µ+1− f,
(
− d
dx
)
Eν, µ− f = E
ν, µ+1
− f. (72)
если все указанные операторы определены.
Эта теорема позволяет доопределить операторы Бушмана–
Эрдейи и на значения Reµ > 1, переопределив их для натуральных
µ.
Определение 9. Пусть дано число σ, Reσ > 1. Обозначим через
m наименьшее натуральное число, такое, что σ = µ +m, Reµ < 1.
Тогда операторы Бушмана–Эрдейи доопределим по формулам
Bν, σ0+ = B
ν, µ+m
0+ =
(
d
dx
)m
Bν, µ0+ ,
Eν, σ0+ = E
ν, µ+m
0+ = E
ν, µ
0+
(
d
dx
)m
, (73)
Bν, σ− = B
ν, µ+m
− = B
ν, µ
−
(
− d
dx
)m
,
Eν, σ− = E
ν, µ+m
− =
(
− d
dx
)m
Eν, µ− .
Отметим, что при натуральных µ операторы Бушмана–Эрдейи
определены и по формулам (53)–(56). Мы переопределяем их для
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этих значений µ по формуле (73). Таким образом, символами Bν, µ0+ ,
Eν, µ0+ , B
ν, µ
− , E
ν, µ
− далее мы будем обозначать операторы, определяе-
мые по формулам (53)–(56) при Reµ < 1, и по формулам (73) при
Reµ > 1.
Будем рассматривать наряду с оператором Бесселя также тесно
связанный с ним дифференциальный оператор
Lν = D
2 − ν(ν + 1)
x2
=
(
d
dx
− ν
x
)(
d
dx
+
ν
x
)
, (74)
который при ν ∈ N является оператром углового момента из кван-
товой механики. Их взаимосвязь устанавливает
Теорема 12. Пусть пара ОП Xν , Yν сплетают Lν и вторую про-
изводную:
XνLν = D
2Xν , YνD
2 = LνYν . (75)
Введём новую пару ОП по формулам
Sν = Xν−1/2x
ν+1/2, Pν = x
−(ν+1/2)Yν−1/2. (76)
Тогда пара новых ОП Sν , Pν сплетают оператор Бесселя и вторую
производную:
SνBν = D
2Sν , PνD
2 = BνPν . (77)
Разумеется, по указанным формулам можно перейти и наоборот
от ОП для оператора Бесселя к ОП для оператора углового момента.
Мы сохраним за ОП, действующим по формулам (75), названия ОП
типа Сонина и Пуассона соответственно.
Определим класс Φ(Bν, µ0+ ) как множество функций таких, что
1) f(x) ∈ D(Bν, µ0+ )
⋂
C2(0,∞),
2) lim
y→0
∣∣∣ ln y√y f(y) +√y ln y · f ′(y)∣∣∣ = 0,
если ν = − 12 , µ 6= 12 ;
lim
y→0
[(ν + 1)yνf(y)− yν+1f ′(y)] = 0,
если µ = ν + 1, Re ν 6= − 12 ; и, наконец,
lim
y→0
(
ν
f(y)
yν+1
+
f ′(y)
yν
)
= 0
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во всех остальных случаях.
Теорема 13. Пустьf(x) ∈ Φ(Bν, µ0+ ), Reµ 6 −1. Тогда оператор
Bν, µ0+ является оператором преобразования типа Сонина и удовлетво-
ряет соотношению (75) на функциях f(x).
Аналогичный результат справедлив и для других операторов
Бушмана–Эрдейи. При этом Eν, µ− также является оператором типа
Сонина, а Eν, µ0+ и B
ν, µ
− – операторами типа Пуассона.
Можно рассматривать случай, когда нижний предел в соответ-
ствующих интегралах (53)–(56) равен произвольному числу a > 0,
или верхний предел в интегралах равен произвольному конечному
числу b > 0. При этом все результаты этого пункта сохраняются,
а их формулировки значительно упрощаются. В частности, все опе-
раторы Бушмана–Эрдейи в этом случае определены при единствен-
ном условии Reµ < 1 в форме (53)–(56) и являются операторами
преобразования на функциях f(x) таких, что f(a) = f ′(a) = 0 или
(f(b) = f ′(b) = 0).
Теперь сделаем важное замечание. Из полученной теоремы следу-
ет, что ОП Бушмана–Эрдейи связывают собственные функции опе-
раторов Бесселя и второй производной. Таким образом, половина
ОП Бушмана–Эрдейи переводят тригонометрические или экспонен-
циальные функции в приведённые функции Бесселя, а другая поло-
вина наоборот. Эти формулы здесь не приводятся, их нетрудно выпи-
сать явно. Все они являются обобщениями исходных формул Сонина
и Пуассона (35–36) и представляют существенный интерес. Ещё раз
отметим, что подобные формулы являютс непосредственными след-
ствиями доказанных сплетающих свойств ОП Бушмана–Эрдейи, и
могут быть непосредственно проверены при помощи таблиц инте-
гралов от специальных функций.
Перейдём к вопросу о различных факторизациях операторов
Бушмана–Эрдейи через операторы Эрдейи–Кобера и дробные инте-
гралы Римана–Лиувилля. Напомним, что операторы Эрдейи–Кобера
определяются при α > 0 по формулам
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Iα0+; 2, yf =
2
Γ(α)
x−2(α+y)
x∫
0
(x2 − t2)α−1t2y+1f(t) dt,
Iα−; 2, yf =
2
Γ(α)
x2y
∞∫
x
(t2 − x2)α−1t2(1−α−y)−1f(t) dt,
а при значениях α > −n, n ∈ N по формулам
Iα0+; 2,yf = x
−2(α+y)
(
d
dx2
)n
x2(α+y+n)Iα+n0+; 2, yf (78)
Iα−; 2,yf = x
2y
(
− d
dx2
)n
x2(α−y)Iα+n−; 2, y−nf. (79)
Теорема 14. Справедливы следующие формулы факторизации
операторов Бушмана–Эрдейи через операторы дробного интегро-
дифференцирования и Эрдейи–Кобера:
Bν, µ0+ = I
ν+1−µ
0+ I
−(ν+1)
0+; 2, ν+ 1
2
(
2
x
)ν+1
, (80)
Eν, µ0+ =
(x
2
)ν+1
Iν+1
0+; 2,− 1
2
I
−(ν+µ)
0+ , (81)
Bν, µ− =
(
2
x
)ν+1
I
−(ν+1)
−; 2, ν+1I
ν−µ+2
− , (82)
Eν, µ− = I
−(ν+µ)
− I
ν+1
−; 2, 0
(x
2
)ν+1
. (83)
Все основные свойства операторов Бушмана–Эрдейи могут быть
выведены из теоремы 14. Так можно получить, что формально об-
ратным к оператору Бушмана–Эрдейи с параметрами (ν, µ) явля-
ется тот же оператор с параметрами (ν, 2 − µ). При этом из двух
операторов — прямого и обратного — всегда один будет иметь инте-
гральное представление (53)–(56), а другой определяется формулами
(73); один будет обязательно иметь положительный порядок гладко-
сти, а другой отрицательный (кроме операторов нулевого порядка
гладкости). Кроме того, учитывая (78)–(79), теорема 14 позволяет
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доопределить операторы Бушмана–Эрдейи на всю область значений
параметров. Такое доопределение согласуется с (73). Отметим, что
факторизации (80)–(83) являются новыми по сравнению с фактори-
зациями, приведёнными в [34].
Рассмотрим связь между операторами Бушмана–Эрдейи и спле-
тающими операторами Сонина–Пуассона–Дельсарта (СПД). Мы
предпочтём дать новые определения для них, чтобы сохранить од-
нообразие обозначений в этом пункте.
Определение 10. Введём операторы преобразования Сонина–
Пуассона–Дельсарта по формулам
0S
ν
0+ = B
ν, ν+2
0+ = I
−(ν+1)
0+; 2, ν+ 1
2
(
2
x
)ν+1
(84)
0P
ν
0+ = E
ν,−ν
0+ =
(x
2
)ν+1
Iν+1
0+; 2,− 1
2
(85)
0P
ν
− = B
ν, ν+2
− =
(
2
x
)ν+1
I
−(ν+1)
−; 2, ν+1 (86)
0S
ν
− = E
ν,−ν
− = I
ν+1
−; 2, 0
(x
2
)ν+1
(87)
Это определение в сочетании с (78)–(79) приводит к следующим ин-
тегральным представлениям:
0S
ν
0+f =
2ν+2
Γ(−ν − 1)x
x∫
0
(x2 − t2)−ν−2tν+1f(t) dt, Re ν < −1,
=
2ν+1
Γ(−ν)
d
dx
x∫
0
(x2 − t2)−ν−1tν+1f(t) dt, Re ν < 0;
0P
ν
0+f =
1
2νΓ(ν + 1)
x−ν
x∫
0
(x2 − t2)νf(t) dt, Re ν > −1,
=
1
2νΓ(ν + 2)
1
xν+1
d
dx
x∫
0
(x2 − t2)ν+1f(t) dt, Re ν > −2;
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0P
ν
−f =
2ν+2
Γ(−ν − 1)x
ν+1
∞∫
x
(t2 − x2)−ν−2tf(t) dt, Re ν < −1,
=
2ν+1
Γ(−ν)x
ν
(
− d
dx
) ∞∫
x
(t2 − x2)−ν−1tf(t) dt, Re ν < 0;
0S
ν
−f =
1
2νΓ(ν + 1)
∞∫
x
(t2 − x2)νt−νf(t) dt, Re ν > −1,
=
1
2ν+1Γ(ν + 2)
(
− 1
x
d
dx
) ∞∫
x
(t2 − x2)ν+1t−νf(t) dt, Re ν > −2.
Эти операторы являются сплетающими типа Сонина или Пуассо-
на. Если построить новые ОП для оператора углового момента (см.
выше), то получим операторы типа Сонина
Xνf = 0S
ν− 1
2
0+ x
νf =
2ν+
3
2
Γ(−ν − 12 )
x
x∫
0
(x2 − t2)−ν− 32 t2ν+1f(t) dt
если Re ν < −1/2, а если Re ν < 1/2, то
Xνf = Sνf =
2ν+
1
2
Γ(12 − ν)
d
dx
x∫
0
(x2 − t2)−ν− 12 t2ν+1f(t) dt (88)
Аналогично получим оператор типа Пуассона вида
Yνf = Pνf =
1
2νΓ(ν + 1)
1
x2ν
x∫
0
(x2 − t2)ν− 12 f(t) dt (89)
при условии Re ν > −1/2.
Оператор Бесселя является радиальной частью лапласиана в Rn.
Операторы преобразования, сплетающие Lν и вторую производную,
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сводятся к операторам Эрдейи–Кобера, то есть к дробным произ-
водным по x2. В пространствах более сложной чем для Rn геомет-
рии также существуют подобные операторы преобразования. Они
являются, например, отрицательными степенями оператора d/d chx
или оператора d/d cosx. Подобные операторы изучались в работах
В.Я. Ярославцевой [34], В.В. Катрахова и его учеников.
Отметим, что из теоремы 14 выводятся и формулы (64)–(65).
Перейдём теперь к изучению операторов (60)–(63). Отметим, что
если функция f(x) допускает дифференцирование под знаком инте-
грала или интегрирование по частям, то операторы (60)–(63) прини-
мают вид
1S
ν
0+f = f(x) +
x∫
0
∂
∂x
Pν(
x
y
)f(y)dy, (90)
1P
ν
0+f = f(x)−
x∫
0
∂
∂y
Pν(
y
x
)f(y)dy, (91)
1P
ν
−f = f(x) +
∞∫
x
∂
∂y
Pν(
y
x
)f(y)dy, (92)
1S
ν
−f = f(x)−
∞∫
x
∂
∂x
Pν(
x
y
)f(y)dy. (93)
При этом для справедливости (91) и (92) соответственно дополни-
тельно необходимы условия
lim
x→0
Pν(0)f(x) = 0, lim
x→∞
Pν(x)f(x) = 0.
В дополнение к теореме 13 можно доказать, что при определён-
ных условиях на функции операторы (60)–(63) являются операто-
рами преобразования. Они сплетают оператор углового момента и
вторую производную. Из теоремы 14 вытекают следующие фактори-
зации для операторов Бушмана–Эрдейи нулевого порядка гладкости
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1S
ν
0+ = I
ν+1
0+ I
−(ν+1)
0+; 2, ν+ 1
2
(
2
x
)ν+1
(94)
1P
ν
0+ =
(x
2
)ν+1
Iν+1
0+; 2,− 1
2
I
−(ν+1)
0+ (95)
1P
ν
− =
(
2
x
)ν+1
I
−(ν+1)
−; 2, ν+1I
ν+1
− (96)
1S
ν
− = I
−(ν+1)
− I
ν+1
−; 2, 0
(x
2
)ν+1
(97)
Теперь рассмотрим более подробно свойства ОП Бушмана–
Эрдейи нулевого порядка гладкости, введённых по формулам (60).
Подобный оператор был построен В. В. Катраховым [233–234] пу-
тём домножения стандартного ОП Сонина на обычный дробный ин-
теграл с целью взаимно компенсировать гладкость этих двух опе-
раторов и получить новый, который бы действовал в одном про-
странстве типа L2(0,∞). Как впоследствии оказалось, это можно
сделать известными средствами, так как ОП Сонина—это частный
случай операторов Эрдейи–Кобера. Существует замечательная тео-
рема А. Эрдейи, позволяющая выделить стандартный дробный ин-
теграл Римана–Лиувилля из дробного интеграла по любой функции
[34]. В результате получается
Теорема 15. Рассмотрим оператор дробного интегродифферен-
цирования Эрдейи–Кобера по функции g(x) = x2
Iα0+; x2f =
1
Γ(α)
x∫
0
(x2 − t2)α−12t · f(t) dt
при значениях Reα > 0. Тогда при 0 < Reα < 1 справедливо пред-
ставление
Iα0+; x2f = I
α
0+
[
(2x)αf(x) +
∫ x
0
∂
∂x
P−α(
x
s
)(2s)αf(s) ds
]
, (98)
где Iα0+ — обычный дробный интеграл Римана–Лиувилля.
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Операторы нулевого порядка гладкости выделяются тем, что
только для них можно доказать оценки в одном пространстве ти-
па Lp(0,∞). При этом, учитывая структуру этих операторов, удобно
пользоваться техникой преобразования Меллина.
Напомним [235], что преобразованием Меллина функции f(x) на-
зывается функция g(s), которая определяется по формуле
g(s) =M [f ](s) =
∫ ∞
0
xs−1f(x) dx. (99)
Определим также свёртку Меллина
(f1 ∗ f2)(x) =
∫ ∞
0
f1
(
x
y
)
f2(y)
dy
y
, (100)
при этом оператор свёртки с ядром K действует в образах преобра-
зования Меллина как умножение на мультипликатор
M [Af ](s) =
∫ ∞
0
K
(
x
y
)
f(y)
dy
y
=M [K ∗ f ](s) = mA(s)M [f ](s),(101)
mA(s) =M [K](s).
Заметим, что преобразование Меллина является обобщённым
преобразованием Фурье на полуоси по мере Хаара dyy [191]. Его роль
велика в теории специальных функций, например, гамма–функция
является преобразованием Меллина экспоненты. С преобразованием
Меллина связан важный прорыв в 1970–х годах, когда в основном
усилиями О. И. Маричева была полностью доказана и приспособ-
лена для нужд вычисления интегралов известная теорема Джоан
Люси Слейтер, позволяющая для большинства образов преобразо-
ваний Меллина восстановить оригинал в явном ви е по простому
алгоритму через гипергеометрические функции [235–236]. Этот ре-
зультат, который несложно получить формально по общей формуле
обращения Меллина–Барнса через вычеты, для своего строгого обос-
нования потребовал достаточно сложных и тщательных выкладок,
связанных с обработкой асимптотик гипергеометрических функций
вблизи полюсов и на бесконечности, а такие асимптотики весьма
разнообразны и разнородны. Эта работа была только начата Люси
Джоан Слейтер, а в основном проведена до конца Олегом Игореви-
чем Маричевым, данное обст ятельство часто недооценивается. Тео-
рема Слейтер–Маричева позволила создать универсальный мощный
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метод вычисления интегралов, который впоследствии позволил ре-
шить многие задачи в теории уравнений с частными производными,
а также воплотился в передовые технологии символьного интегриро-
вания пакета MATHEMATICA (О. И. Маричев работает в Wolfram
Research).
Меллин использовал введённое им преобразование для получе-
ния формулы в виде простого явного ряда для решений алгебраиче-
ского уравнения произвольной степени. Эти формулы Меллина до
сих пор остаются практически неизвестными большинству матема-
тиков, запуганных в этом вопросе специалистами по схоластической
алгебре и теории групп. Вместе с тем методы решения уравнений
произвольной степени на основе формулы Лагранжа для разложе-
ния обратнойфункции в ряд и теории гипергеометрических функций
были известны ещё в 19 веке. Формулы обра ения преобразования
Меллина для основных специальных функций, которые мы теперь
называем интегралами Меллина–Барнса, были получены в 1888 году
итальянским математиком Сальваторе Пинкерле. Существует и так-
же практически неизвестная теория вещественного обращения пре-
образований Лапласа и Меллина без выхода в комплексную плос-
кость и без использования формул с производными всё более высо-
ких порядков, но мы не будем на этом останавливаться.
Добавим, что первый из финских математиков Хъялмар Мел-
лин был интересной личностью. По своим убеждениям он был ярым
анти–шведским националистом. Для такой позиции было достаточ-
но оснований в то время, например, в конце 19 века все профессор-
ские кафедры в Финляндии занимали шведы, и Меллин был первым,
как мы теперь говорим, лицом финской национальности, ставшим на
своей родине профессором.
Для изучения операторов вида (101) автором в [226–227] был
предложен удобный алгебраический подход, который не содержит
ничего нового, но в удобной форме позволяет быстро получать
нужные оценки. Полезные факты будут собраны вместе как
Теорема 16. Пусть оператор A действует по формуле (101). То-
гда
а) Для того, чтобы он допускал расширение до ограниченного опе-
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ратора в L2(0,∞) необходимо и достаточно, чтобы
sup
ξ∈R
|mA(iξ + 1
2
)| =M2 <∞, (102)
при этом ‖A‖L2 =M2.
б) Для того, чтобы он допускал расширение до ограниченного опе-
ратора в Lp(0,∞), p > 1 при дополнительном условии неотрицатель-
ности ядра K необходимо и достаточно, чтобы
sup
ξ∈R
|mA(iξ + 1
p
)| =Mp <∞, (103)
при этом ‖A‖Lp =Mp.
в) Обратный операторA−1 действует также по формуле (101) с муль-
типликатором 1mA , для того, чтобы он допускал расширение до огра-
ниченного оператора в L2(0,∞) необходимо и достаточно, чтобы
inf
ξ∈R
|mA(iξ + 1
2
)| = m2 <∞, (104)
при этом ‖A−1‖L2 = 1m2 .
г) Пусть операторыA,A−1 определены и ограничены в L2(0,∞). Они
унитарны тогда и только тогда, когда выполнено равенство
|mA(iξ + 1
2
)| = 1 (105)
для почти всех ξ.
Последняя теорема суммирует результаты многих математиков:
Шура, Харди, Литтвульда, Пойа, Кобера, Михлина и Хермандера.
Мне неизвестно, можно ли в формулировке пункта б) опустить тре-
бование неотрицательности ядра, хотя в письме С. Г. Самко сообщил
мне, что можно. При этом он утверждал, что это следует из резуль-
татов одной статьи М. Г. Крейна, чего я проверить не смог. Неразо-
бранным остаётся и диапазон 0 < p < 1, хотя в общем случае тут
оценок нет, на что было мне указано В. И. Буренковым на приме-
ре операторов Харди. Первым математиком, использовавшим техни-
ку преобразования Меллина для оценки норм операторов Римана–
Лиувилля для случая чисто мнимых степеней, был, насколько мне
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известно, Кобер [237]. Поэтому иногда часть б) приведённой теоре-
мы называется леммой Кобера, что не совсем точно, так как он на
самом деле доказал формулу для нормы из части а) для случая зна-
копеременных функций.
Отметим, что из теоремы 16 можно сразу вывести симпатичную
переформулировку знаменитой гипотезы Римана, которая оказыва-
ется эквивалентной обратимости во всех Lp кроме p = 2 интеграль-
ных операторов свёртки с дзета–функцией Римана в качестве муль-
типликатора. Было бы интересным построить этот оператор свертки
в оригиналах (прообразах) в явном виде. По–видимому, этот факт
ранее не отмечался, он приятен, но как и тысячи подобных перефор-
мулировок совершенно бесполезен в плане хоть какого–то приближе-
ния к доказательству знаменитой гипоте ы.
Более слабым, чем гипотеза Римана, но также до сих пор недо-
казанным утверждением является гипотеза Линделёфа, заключаю-
щаяся в том, что на критической прямой дзета–функция растёт мед-
леннее любой степени. При исследовании гипотезы Линделёфа суще-
ственную роль играют так называемые формулы следа Сельберга–
Кузнецова [377], а также дифференциальные уравнения с операто-
ром Бесселя и разложения в ряды особого вида по функциям Бес-
селя. Поэтому не исключено, что ОП могут найти свои приложения
в похожих задачах, когда–то давно автор обсуждал та кую возмож-
ность с Н.В. Кузнецовым (чл.–корр. РАН Николай Васильевич Куз-
нецов скончался в 2010 г., вечная ему память).
Теорема 17. Операторы Бушмана–Эрдейи нулевого порядка
гладкости действуют по правилу (101). Для их мультипликаторов
справедливы формулы:
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m
1Sν0+
(s) =
Γ(− s2 + ν2 + 1)Γ(− s2 − ν2 + 12 )
Γ(12 − s2 )Γ(1 − s2 )
=; (106)
=
2−s√
pi
Γ(− s2 − ν2 + 12 )Γ(− s2 + ν2 + 1)
Γ(1− s) , Re s < min(2 +Re ν, 1−Re ν);
m
1Pν0+
(s) =
Γ(12 − s2 )Γ(1− s2 )
Γ(− s2 + ν2 + 1)Γ(− s2 − ν2 + 12 )
, Re s < 1; (107)
m
1Pν
−
(s) =
Γ( s2 +
ν
2 + 1)Γ(
s
2 − ν2 )
Γ( s2 )Γ(
s
2 +
1
2 )
, Re s > max(Re ν,−1−Re ν);(108)
m
1Sν
−
(s) =
Γ( s2 )Γ(
s
2 +
1
2 )
Γ( s2 +
ν
2 +
1
2 )Γ(
s
2 − ν2 )
, Re s > 0 (109)
Кроме того, выполняются следующие соотношения для мульти-
пликаторов:
m
1Pν0+
(s) = 1/m
1Sν0+
(s), m
1Pν
−
(s) = 1/m
1Sν
−
(s) (110)
m
1Pν
−
(s) = m
1Sν0+
(1− s), m
1Pν0+
(s) = m
1Sν
−
(1− s) (111)
Теорема 18. Справедливы следующие формулы для норм опе-
раторов Бушмана–Эрдейи нулевого порядка гладкости в L2:
‖1Sν0+‖ = ‖1P ν−‖ = 1/min(1,
√
1− sinpiν), (112)
‖1P ν0+‖ = ‖1Sν−‖ = max(1,
√
1− sinpiν). (113)
Следствие 1. Нормы операторов (60) – (63) периодичны по ν с
периодом 2, то есть ‖xν‖ = ‖xν+2‖, где xν — любой из операторов
(60) – (63).
Следствие 2. Нормы операторов 1Sν0+, 1P
ν
− не ограничены в сово-
купности по ν, каждая из этих норм не меньше 1. Если sinpiν 6 0, то
эти нормы равны 1. Указанные операторы неограничены в L2 тогда
и только тогда, когда sinpiν = 1 (или ν = 2k + 1/2, k ∈ Z).
Следствие 3. Нормы операторов 1P ν0+, 1S
ν
− ограничены в совокуп-
ности по ν, каждая из этих норм не больше
√
2. Все эти операторы
ограничены в L2 при всех ν. Если sinpiν > 0, то их L2 – норма равна
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1. Максимальное значение нормы, равное
√
2, достигается тогда и
только тогда, когда sinpiν = −1 (или ν = −1/2 + 2k, k ∈ Z).
Важнейшим свойством операторов Бушмана–Эрдейи нулевого
порядка гладкости является их унитарность при целых ν. Отметим,
что при интерпретации Lν как оператора углового момента в кван-
товой механике, параметр ν как раз и принимает целые неотрица-
тельные значения.
Теорема 19. Для унитарности в L2 операторов (60) – (63) необ-
ходимо и достаточно, чтобы число ν было целым. В этом случае
пары операторов (1S
ν
0+, 1P
ν
−) и (1S
ν
−, 1P
ν
0+) взаимно обратны.
Перед формулировкой частного случая как следствия предполо-
жим, что операторы (60) – (63) заданы на таких функциях f(x), что
справедливы представления (90)–(93) (для этого достаточно предпо-
ложить, что xf(x)→ 0 при x→ 0). Тогда при ν = 1
1P
1
0+f = (I −H1)f, 1S1−f = (I −H2)f, (114)
где H1, H2 – операторы Харди (см., например, [261–262])
H1f =
1
x
x∫
0
f(y)dy, H2f =
∞∫
x
f(y)
y
dy, (115)
I — единичный оператор.
Следствие 4. Операторы (114) являются унитарными взаимно об-
ратными в L2 операторами. Они сплетают дифференциальные вы-
ражения d2/dx2 и d2/dx2 − 2/x2.
Кроме того, можно показать, что операторы (114) являются пре-
образованиями Кэли от симметричных операторов ±2i(xf(x)) при
соответствующем выборе областей определения.
В унитарном случае операторы Бушмана–Эрдейи нулевого по-
рядка гладкости образуют пару биортогональных преобразований
Ватсона, а их ядра образуют пары несимметричных ядер Фурье
[207]. Ограниченность операторов с подобными мультипликаторами
изучалась ещё Лесли Фоксом.
Отметим важность изучения унитарности для теории интеграль-
ных уравнений. В этом случае обратный оператор необходимо искать
в виде интеграла с другими, чем у исходного, пределами интегриро-
вания.
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Рассмотрим случай ν = iα− 12 , α ∈ R, связанный с преобразова-
нием Мелера–Фока.
Теорема 20. Пусть ν = iα − 12 , α ∈ R. Тогда операторы (60) –
(63) ограничены в L2 при всех таких ν. Для их норм справедливы
формулы
‖1Siα−
1
2
0+ ‖ = ‖1P
iα− 1
2
− ‖ = 1
Теперь рассмотрим весовые пространства Лебега с нормой
‖f‖2L2, k =
∞∫
0
|f(x)|2x2k+1dx, k ∈ R.
При k = −1/2 получаем обычное невесовое пространство L2. В силу
того, что ограниченность оператора A, действующего из L2, k в L2, k,
эквивалентна ограниченности оператора B = xk+
1
2Ax−(k+
1
2
) в неве-
совых пространствах L2, все утверждения леммы 3.3 сохраняются и
для весового случая с заменой величины iξ + 12 на iξ + k + 1.
Теорема 21. a) Оператор 1S
ν
− неограничен в L2, k при условии
k = −n, n ∈ N.
б) Оператор 1P
ν
0+ неограничен в L2, k при условии k = n, n ∈ N.
в) Оператор 1P
ν
− неограничен в L2, k при условии k+ν = −2m1−2,
m1 ∈ N или k − ν = −2m2 − 1, m2 ∈ N0.
г) Оператор 1S
ν
0+ неограничен в L2, k при условии k + ν = m,
m ∈ N0 или k − ν = n, n ∈ N.
д) При всех остальных значениях ν, k ∈ R эти операторы огра-
ничены в L2, k.
Покажем, что свойство унитарности операторов Бушмана–
Эрдейи нулевого порядка гладкости присуще лишь случаю k = −1/2
невесовых пространств L2.
Теорема 22.Рассмотрим операторы 1S
1
− и 1S
−1/2
− . Если оператор
1S
1
− унитарен в L2, k, то k = −1/2. Если при k > −1 оператор 1S−1/2−
унитарен в L2, k, то также k = −1/2.
Оказывается, что отсутствие унитарности в весовом случае мож-
но доказывать для всех ν из интервала (−1, 0). На концах этого ин-
тервала все рассматриваемые операторы унитарны, так как превра-
щаются в тождественные.
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Теорема 23. Оператор 1S
ν
− не является изометрией в L2, k, если
выполнено хотя бы одно из следующих условий:
а) −1 < ν < 0, k > −1;
б) ν — комплексное число, k > −1, число z = ν(ν+1)/(k+1)(k+2)
лежит в круге с центром в точке z0 = 1 единичного радиуса;
в) ν > 0, 2m < ν 6 2m+ (
√
7− 1)/2, m ∈ N0, k > − 12 .
Предыдущая теорема оставляет "зазор" в значениях параметра
ν, для которых отсутствие изометричности пока не установлено.
Теорема 24. Пусть k > −1, ν 6= 0, ν 6= −1. Тогда из унитарно-
сти в L2,k любого из операторов Бушмана–Эрдейи нулевого порядка
гладкости следует, что k = −1/2, ν — целое число.
Перейдём к вопросу о спектре рассматриваемых нами операто-
ров. Ясно, что этот спектр может быть только непрерывным. Из
теоремы 17 следует, что в L2 спектр совпадает с замыканием образа
прямой Re s = 1/2 при отображении m(s). Кривую, описывающую
спектр в плоскости спектрального параметра, будем задавать функ-
цией W (z). Рассмотрим операторы (114) при ν = 1, связанные с
операторами Харди (115).
Теорема 25. Рассмотрим оператор
1S
1
−f = (I −H2)f = f(x)−
∞∫
x
f(y)
y
dy.
Тогда если, k 6= 0, то а) оператор 1S1− ограничен в L2, k, и его норма
равна
‖1S1−‖L2, k =
{∣∣k+1
k
∣∣ , k > − 12 ,
1, k 6 − 12 ,
(116)
б) спектр оператора 1S
1
− в L2, k есть окружность, проходящая через
точку z = 1. Её центр лежит на вещественной оси в точке w0, радиус
равен ρ, где
w0 = 1 +
1
2k
, ρ =
∣∣∣∣ 12k
∣∣∣∣ (117)
в) в случае k = 0 оператор неограничен в L2, k, а его спектр есть
прямая Rew = 1.
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Теорема 26. Рассмотрим оператор
1P
1
0+f = (I −H1)f = f(x)−
1
x
x∫
0
f(y) dy.
Тогда если, k 6= −1, то
а) оператор 1P 1
0+
ограничен в L2, k, и его норма равна
‖1P 10+‖L2, k =
{
1, k 6 − 12 ,∣∣k+1
k
∣∣ k > − 12 ; (118)
б) спектр оператора 1P
1
0+ в L2, k есть окружность, проходящая через
точку z = 1. Её центр лежит на вещественной оси в точке w0, радиус
равен ρ, где
w0 = 1− 1
2k + 2
, ρ = | 1
2k + 2
| ; (119)
в) в случае k = −1 оператор неограничен в L2, k, а его спектр есть
прямая Rew = 1.
Далее перечислим некоторые общие свойства операторов, кото-
рые действуют по правилу (101) как умножение на некоторый муль-
типликатор в образах преобразования Меллина и одновременно яв-
ляются сплетающими для второй производной и оператора углового
момента.
Теорема 27. Пусть оператор Sν действует по формулам (101) и
(75). Тогда
а) его мультипликатор удовлетворяет функциональному уравне-
нию
m(s) = m(s− 2) (s− 1)(s− 2)
(s− 1)(s− 2)− ν(ν + 1); (120)
б) если функция p(s) периодична с периодом 2 (то есть p(s) =
p(s − 2)), то функция p(s)m(s) является мультипликатором нового
оператора преобразования Sν2 , опять же сплетающего Lν и вторую
производную по правилу (75).
Последняя теорема ещё раз показывает, насколько удобно изуче-
ние ОП в терминах мультипликаторов преобразования Меллина.
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Определим преобразование Стилтьеса (см., например, [34]) по
формуле
(Sf)(x) =
∞∫
0
f(t)
x+ t
dt.
Этот оператор имеет вид (101) с мультипликатором p(s) = pi/sin(pis)
и ограничен в L2. Очевидно, что p(s) = p(s−2). Поэтому из теоремы
27 следует, что композиция преобразования Стилтьеса с ограничен-
ными сплетающими операторами (60)–(63) снова является операто-
ром преобразованием того же типа, ограниченным в L2.
Отметим, что из предыдущего изложения следует, что
‖S‖Lp = |pi/ sin
pi
p
|, p > 1.
С другой стороны,
‖S‖L2, k = |pi/ sinpik|, k /∈ Z.
Аналогично получаются оценки в весовых пространствах Lp, k p > 0.
Рассмотрим теперь оператор Hν вида (101) с мультипликатором
m(s) =
√
sinpis− sinpiν
sinpis
(121)
Из теоремы 17 получаем, что на прямой Re s = 12 величина m(s)
обратна величине (121). Тогда из теоремы 18 следует, что
‖Hν‖L2 = ‖1P ν0+‖L2 = ‖1Sν−‖L2. (122)
Поэтому для оператора Hν справедливо следствие 3 теоремы 18. В
частности Hν ограничен в L2 при всех ν.
Отметим, что формально этот оператор связан с преобразовани-
ем Стилтьеса формулой
Hν = (1− sinpiν
pi
S)
1
2 . (123)
Одновременно с Hν введём оператор Dν с мультипликатором
mDν (s) =
√
sinpis
sinpis− sinpiν
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Отсюда получаем, что
‖Dν‖L2 = ‖1Sν0+‖L2 = ‖1P ν−‖L2 . (124)
и кроме того, оператор Dν ограничен при sinpiν 6= 1.
Теорема 28. Рассмотрим композиции операторов
3S
ν
0+ = 1S
ν
0+H
ν , 3S
ν
− = D
ν
1S
ν
−, (125)
3P
ν
0+ = D
ν
1P
ν
0+, 3P
ν
− = 1P
ν
−H
ν . (126)
Тогда операторы 3S
ν
0+, 3S
ν
− являются новыми операторами пре-
образования типа Сонина, а 3P
ν
0+, 3P
ν
− — типа Пуассона. Все эти
операторы унитарны в L2. Кроме того, если sinpiν 6= 1, то компози-
ции (125) – (126) можно вычислять в любом порядке.
Ниже будет получено явное интегральное представление опера-
торов преобразования, сплетающих Lν и d2/dx2, которые являются
унитарными при всех ν ∈ R.
Изучим вопрос о взаимосвязи разносторонних операторов
Бушмана–Эрдейи. Полученные формулы аналогичны тем, которые
связывают лево– и правосторонние дробные интегралы Римана–
Лиувилля (см. [34], с. 163–171). С этой целью введём оператор
Cνf = f(x)− sinpiν
pi
Sf, (127)
где S — преобразование Стильтьеса. Приведём без доказательства
свойства Cν :
1) ‖Cν‖L2 = min(1, 1− sinpiν) 6 1, ν ∈ R;
2) ‖Cν‖L2 = 1 + chpiα, ν = iα− 12 , α ∈ R;
3) при всех ν, k можно вычислить весовую норму Cν . Например,
если sinpiν · sinpiν > 0, то
‖Cν‖L2, k = 1 +
sinpiν
sinpik
.
Теорема 29. При ν ∈ R справедливы тождества для композиций
Cν = 1S
ν
− 1P
ν
0+ = 1P
ν
0+ 1S
ν
−, (128)
1S
ν
− = 1S
ν
0+ C
ν , 1P
ν
0+ = 1P
ν
− C
ν , (129)
1S
ν
− = C
ν
1S
ν
0+, 1P
ν
0+ = C
ν
1P
ν
−, sinpiν 6= 1. (130)
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Теперь определим и изучим операторы Бушмана–Эрдейи второго
рода.
Введём новую пару операторов Бушмана–Эрдейи с функциями
Лежандра второго рода [102] в ядре
2S
νf =
2
pi
− x∫
0
(x2 − y2)− 12Q1ν(
x
y
)f(y)dy +
∞∫
x
(y2 − x2)− 12Q1ν(
x
y
)f(y)dy
 ,
(131)
2P
νf =
2
pi
− x∫
0
(x2 − y2)− 12Q1ν(
y
x
)f(y)dy −
∞∫
x
(y2 − x2)− 12Q1ν(
y
x
)f(y)dy
 .
(132)
При y → x ± 0 интегралы понимаются в смысле главного зна-
чения. Отметим без доказательства, что эти операторы определены
и являются сплетающими при некоторых условиях на функции f(x)
(при этом оператор (131) будет типа Сонина, (132) — типа Пуассона).
Теорема 30. Операторы (131) – (132) представимы в виде (101)
с мультипликаторами
m
2Sν (s) = p(s) m1Sν
−
(s), (133)
m
2Pν (s) =
1
p(s)
m
1Pν
−
(s), (134)
где мультипликаторы операторов 1S
ν
−, 1P
ν
− определены формулами
(108) – (109), а функция p(s) ( с периодом 2) равна
p(s) =
sinpiν + cospis
sinpiν − sinpis . (135)
Лемма 1. Рассмотрим более общий чем (131) интегральный опе-
ратор при значениях Re ν < 1:
1S
νf =
2
pi
 x∫
0
(x2 + y2)−
µ
2 e−µpiiQµν (
x
y
)f(y) dy + (136)
+
∞∫
x
(y2 + x2)−
µ
2 Qµν (
x
y
)f(y) dy
 ,
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где Qµν (z)— функция Лежандра второго рода,Q
µ
ν (z)— значение этой
функции на разрезе.
Тогда на функциях из C∞0 (0,∞) оператор (136) определён и дей-
ствует по формуле
M [3S
ν ](s) = m(s) ·M [x1−µf ](s),
m(s) = 2µ−1
(
cospi(µ− s)− cospiν
sinpi(µ− s)− sinpiν
)
· (137)
·
(
Γ( s2 )Γ(
s
2 +
1
2 ))
Γ( s2 +
1−ν−µ
2 )Γ(
s
2 + 1 +
ν−µ
2 )
)
.
Теорема 31. Справедливы формулы для норм
‖2Sν‖L2 = max(1,
√
1 + sinpiν), (138)
‖2P ν‖L2 = 1/min(1,
√
1 + sinpiν). (139)
Следствие. Оператор 2Sν ограничен при всех ν. Оператор 2P ν не
является непрерывным тогда и только тогда, когда sinpiν = −1.
Теорема 32. Для унитарности в L2 операторов 2S
ν и 2P
ν необ-
ходимо и достаточно, чтобы параметр ν был целым числом.
Теорема 33. Пусть ν = iβ + 1/2, β ∈ R. Тогда
‖2Sν‖L2 =
√
1 + chpiβ, ‖2P ν‖L2 = 1. (140)
Теорема 34. Справедливы представления
2S
0f =
2
pi
∞∫
0
y
x2 − y2 f(y) dy, (141)
2S
−1f =
2
pi
∞∫
0
x
x2 − y2 f(y) dy. (142)
Таким образом, в этом случае оператор 2Sν сводится к паре из-
вестных преобразований Гильберта на полуоси [34].
Transmutations and Applications. 75
Перейдём к построению операторов преобразования, унитарных
при всех ν. Такие операторы определяются по формулам:
SνUf = − sin
piν
2
2S
νf + cos
piν
2
1S
ν
−f, (143)
P νUf = − sin
piν
2
2P
νf + cos
piν
2
1P
ν
−f. (144)
Для любых значений ν ∈ R они являются линейными комбинациями
операторов преобразования Бушмана–Эрдейи 1 и 2 рода нулевого по-
рядка гладкости. Их можно назвать операторами Бушмана–Эрдейи
третьего рода. В интегральной форме эти операторы имеют вид:
SνUf = cos
piν
2
(
− d
dx
) ∞∫
x
Pν(
x
y
)f(y) dy + (145)
+
2
pi
sin
piν
2
 x∫
0
(x2 − y2)− 12Q1ν(
x
y
)f(y) dy −
∞∫
x
(y2 − x2)− 12Q1ν(
x
y
)f(y) dy
 ,
P νUf = cos
piν
2
x∫
0
Pν(
y
x
)
(
d
dy
)
f(y) dy − (146)
− 2
pi
sin
piν
2
− x∫
0
(x2 − y2)− 12Q1ν(
y
x
)f(y) dy −
∞∫
x
(y2 − x2)− 12Q1ν(
y
x
)f(y) dy
 .
Теорема 35. Операторы (143)–(144) при всех ν являются уни-
тарными, взаимно сопряжёнными и обратными в L2. Они являются
сплетающими и действуют по формулам (74). При этом SνU является
оператором типа Сонина, а P νU — типа Пуассона.
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Далее приведены некоторые приложения и обобщения получен-
ных результатов.
А. Оценки полунорм в функциональных пространствах.
Рассмотрим множество функций D(0,∞). Если f(x) ∈ D(0,∞),
то f(x) ∈ C∞(0,∞), f(x) —финитна на бесконечности. На этом мно-
жестве функций введём полунормы
‖f‖hα
2
= ‖Dα−f‖L2(0,∞) (147)
‖f‖ĥα
2
= ‖xα(− 1
x
d
dx
)αf‖L2(0,∞) (148)
где Dα− — дробная производная Римана–Лиувилля, оператор в (148)
определяется по формуле
(− 1
x
d
dx
)β = 2βI−β−; 2, 0x
−2β , (149)
I−β−;2, 0 — оператор Эрдейи–Кобера, α — произвольное действительное
число. При β = n ∈ N0 выражение (149) понимается в обычном
смысле, что согласуется с определением (7.2).
Лемма 1. Пусть f(x) ∈ D(0,∞). Тогда справедливы тождества:
D
α
−f = 1S
α−1
− [x
α(− 1
x
d
dx
)α]f, (150)
xα(− 1
x
d
dx
)αf = 1P
α−1
− D
α
−f. (151)
Таким образом, операторы Бушмана–Эрдейи нулевого порядка
гладкости первого рода осуществляют связь между дифференциаль-
ными операторами (при α ∈ N) из определений полунорм (147) и
(148).
Лемма 2. Пусть f(x) ∈ D(0,∞). Тогда справедливы неравенства
между полунормами
‖f‖hα
2
6 max(1,
√
1 + sinpiα)‖f‖ĥα
2
, (152)
‖f‖ĥα
2
6
1
min(1,
√
1 + sinpiα)
‖f‖hα
2
, (153)
где α — любое действительное число, α 6= − 12 + 2k, k ∈ Z.
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Постоянные в неравенствах (152)–(153) не меньше единицы, что
будет далее использовано. В случае sinpiα = −1 или α = − 12+2k, k ∈
Z, оценка (153) не имеет места.
Введём на D(0,∞) соболевскую норму
‖f‖Wα
2
= ‖f‖L2(0,∞) + ‖f‖hα2 . (154)
Введём также другую норму
‖f‖
Ŵα2
= ‖f‖L2(0,∞) + ‖f‖ĥα
2
(155)
Пространства Wα2 , Ŵ
α
2 определим как замыкания D(0,∞) по нор-
мам (154) и (155) соответственно.
Теорема 36. а) при всех α ∈ R пространство Ŵα2 непрерывно
вложено в Wα2 , причём
‖f‖Wα
2
6 A1‖f‖Ŵα2 , (156)
где A1 = max(1,
√
1 + sinpiα).
б) Пусть sinpiα 6= −1 или α 6= − 12 +2k, k ∈ Z. Тогда справедливо
обратное вложение Wα2 в Ŵ
α
2 , причём
‖f‖
Ŵα
2
6 A2‖f‖Wα
2
, (157)
где A2 = 1/min(1,
√
1 + sinpiα).
в) Пусть sinpiα 6= −1, тогда пространства Wα2 и Ŵα2 изоморфны,
а их нормы эквивалентны.
г) Константы в неравенствах вложений (156)–(157) точные.
Эта теорема фактически является следствием результатов по
ограниченности операторов Бушмана–Эрдейи нулевого порядка
гладкости в L2. В свою очередь, из теоремы об унитарности этих
операторов вытекает
Теорема 37. Нормы
‖f‖Wα
2
=
s∑
j=0
‖Dj−f‖L2, (158)
‖f‖
Ŵα2
=
s∑
j=0
‖xj(− 1
x
d
dx
)jf‖L2 (159)
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задают эквивалетные нормировки в пространстве Соболева при це-
лых s ∈ Z. Кроме того, каждое слагаемое в (158) тождественно равно
соответствующему слагаемому в (159) с тем же индексом j.
И. А. Киприянов ввёл в [175] шкалу пространств, которые ока-
зали существенное влияние на теорию уравнений в частных произ-
водных с оператором Бесселя по одной или нескольким переменным.
Эти пространства можно определить следующим образом. Рассмот-
рим подмножество чётных функций на D(0,∞), у которых все про-
изводные нечётного порядка равны нулю при x = 0. Обозначим это
множество Dc(0,∞) и введём на нём норму
‖f‖
W˜ s
2,k
= ‖f‖L2,k + ‖B
s
2
k ‖L2,k (160)
где s — чётное натуральное число, Bs/2k — итерация оператора Бессе-
ля. Пространство И.А. Киприянова при чётных s определяется как
замыкание Dc(0,∞) по норме (160). Известно, что эквивалентная
(160) норма может быть задана по формуле [175]
‖f‖
W˜ s
2,k
= ‖f‖L2,k + ‖xs(−
1
x
d
dx
)sf‖L2,k (161)
Это позволяет доопределить норму в W˜ s2, k для всех s. Отметим, что
по существу этот подход совпадает с одним из принятых в [175],
другой подход основан на использовании преобразования Фурье–
Бесселя. Далее будем считать, что W˜ s2,k нормируется по формуле
(161).
Введём весовую соболевскую норму
‖f‖W s
2,k
= ‖f‖L2,k + ‖Ds−f‖L2,k (162)
и пространство W s2, k как замыкание Dc(0,∞) по этой норме.
Теорема 38. а) Пусть k 6= −n, n ∈ N. Тогда пространство W˜ s2, k
непрерывно вложено в W s2, k, причём существует постоянная A3 > 0
такая, что
‖f‖W s
2,k
6 A3‖f‖W˜ s
2,k
, (163)
б) Пусть k+ s 6= −2m1− 1, k− s 6= −2m2− 2, m1 ∈ N0, m2 ∈ N0. То-
гда справедливо обратное вложениеW s2, k в W˜
s
2, k, причём существует
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постоянная A4 > 0, такая, что
‖f‖
W˜ s
2,k
6 A4‖f‖W s
2,k
. (164)
в) Если указанные условия не выполняются, то соответствующие
вложения не имеют места.
Следствие 1. Пусть выполнены условия: k 6= −n, n ∈ N; k + s 6=
−2m1 − 1, m1 ∈ N0; k − s 6= −2m2 − 2, m2 ∈ N0. Тогда простран-
ства И.А. Киприянова можно определить как замыкание Dc(0,∞)
по весовой соболевской норме (162).
Следствие 2. Точные значения постоянных в неравенствах вло-
жения (163)–(164) есть
A3 = max(1, ‖1Ss−1− ‖L2,k), A4 = max(1, ‖1P s−1− ‖L2,k).
Очевидно, что приведённая теорема и следствия из неё выте-
кают из приведённых выше результатов для операторов Бушмана–
Эрдейи. Отметим, что нормы операторов Бушмана–Эрдейи нулевого
порядка гладкости в L2, k дают значения точных постоянных в нера-
венствах вложения (163)–(164). Оценки норм операторов Бушмана–
Эрдейи в банаховых пространтсвах Lp,α позволяют рассматривать
вложения для соответствующих функциональных пространств.
Неравенство для полунорм, приводящее к вложению (163) (s —
целое число), получено в [320]. Вложения типа полученных в теореме
38 ранее изучались в [321–322]. В последней работе рассматривал-
ся случай k > −1/2, s ∈ N, пространства W sp, k. Мы рассматриваем
гильбертовы пространстваW s2, k, k и s — любые действительные чис-
ла. Кроме того, в теореме 38 уточнены условия отсутствия вложений
из [321–322], которые содержали ошибки (см. ниже). Отметим, что в
теореме 38 фактически установлены более точные неравенства меж-
ду соответствующими полунормами, чем в предшествующих работах
[320–322]. Это стало возможным благодаря применению подробно
изученных выше ОП Бушмана–Эрдейи.
Перейдём к рассмотрению правосторонних сплетающих операто-
ров (60)–(63). Мы покажем, что в общем случае они осуществлют
изоморфизм пространства С.Л. Соболева и И.А. Киприянова. Опре-
делим пространстваH2s,H2sα иK
2s
α как замыкания множества функ-
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ций D(0,∞) по нормам
‖f‖H2s = ‖f‖L2 + ‖D2s− f‖L2, (165)
‖f‖H2sα = ‖f‖L2,α + ‖D2s− f‖L2,α , (166)
‖f‖K2sα = ‖f‖L2,α + ‖Bsαf‖L2,α , (167)
s — натуральное число, α ∈ R. Определим также пару операторов
типа (75)
1X
α
− = 1S
α− 1
2
− x
α+ 1
2 , 1Y
α
− = x
−(α+ 1
2
)
1P
α− 1
2
− . (168)
Теорема 39. Пусть α ∈ R, s ∈ N. Тогда оператор 1X2− действует
непрерывно из H2s в K2s, причём
‖1Xα−f‖H2s 6 A5‖f‖K2s , (169)
где A5 = ‖1Xα−‖H2s→K2s = ‖1Sα−
1
2
− ‖L2 = max(1,
√
1 + cospiα)
Пусть s ∈ N, α 6= 2k + 1, k ∈ Z (или cospiα 6= −1). Тогда опера-
тор 1Y
α
− действует непрерывно из в K
2s в H2s, причём справедливо
неравенство
‖1Y α− f‖K2sα 6 A6‖f‖H2s , (170)
с постоянной
A6 = ‖1Y α− ‖K2s→H2s = ‖1Pα−
1
2
− ‖L2 = 1/max(1,
√
1 + cospiα)
Оператор Бесселя является радиальной частью лапласиана в Rn.
При такой интерпретации этого оператора в случае нечётномерных
пространств будет выполнено условие теоремы 39.
Теорема 40. Пусть выполнены условия α 6= 2k + 1, k ∈ Z, α 6=
−n, n ∈ N; α+2s 6= −2m1−1, m1 ∈ N0; α−2s 6= −2m2−2, m2 ∈ N0.
Тогда операторы (168) осуществляют топологический изоморфизм
пространств Соболева H2s и весового пространства Соболева H2sα .
Очевидно, что все условия теоремы 40 выполнены при полуцелых
α ∈ R. Поэтому справедлива
Теорема 41. Пусть s ∈ N, α− 12 ∈ Z. Тогда операторы (168) осу-
ществляют топологический изоморфизм пространств Соболева H2s
и весовых пространств Соболева H2sα .
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Аналогично можно ввести по формулам типа (168) операторы
1X
α
0+ и 1Y α0+. В качестве приложения приведённых выше резуль-
татов можно также рассмотреть действие операторов (168) в про-
странствах с нормами (165)–(167) при произвольных весах, не со-
гласованных с постоянной α в операторе Бесселя Bα.
Принципиальная важность пространств И.А.Киприянова для
теории уравнений в частных производных различных типов с опера-
торами Бесселя отражает общий методологический подход, который
автор услышал в виде красивого афоризма на пленарной лекции чл.–
корр. РАН Л.Д.Кудрявцева: "КАЖДОЕ УРАВНЕНИЕ ДОЛЖНО
ИЗУЧАТЬСЯ В СВОЁМ СОБСТВЕННОМ ПРОСТРАНСТВЕ!"
Б. Задача Коши для уравнения Эйлера–Пуассона–Дарбу (ЭПД).
Рассмотрим уравнение ЭПД в полупространстве
Bα, tu(t, x) =
∂2 u
∂t2
+
2α+ 1
t
∂u
∂t
= ∆xu+ F (t, x),
где t > 0, x ∈ Rn. Дадим нестрогое описание процедуры, позво-
ляющей получать различные постановки начальных условий при
t = 0 единым методом. Образуем по формулам (74) операторы пре-
образования Xα, t и Yα, t. Предположим, что существуют выражения
Xα, tu = v(t, x), Xα, tF = G(t, x). Пусть обычная (несингулярная)
задача Коши
∂2 v
∂t2
= ∆xv +G, v|t=0 = ϕ(x), v′t|t=0 = ψ(x) (171)
корректно разрешима в полупространстве. Тогда в предположении,
что Yα, t = X
−1
α, t получаем следующие начальные условия для урав-
нения ЭПД:
Xαu|t=0 = a(x), (Xαu)′|t=0 = b(x). (172)
При этом различному выбору операторов преобразования Xα,t (опе-
раторы Сонина, Бушмана–Эрдейи, Бушмана–Эрдейи нулевого по-
рядка гладкости I или 2 рода, унитарные операторы третьего рода
(145), обобщенные операторы Бушмана–Эрдейи) будут соответство-
вать различные начальные условия. Следуя изложенной методике
в каждом конкретном случае их можно привести к более простым
аналитическим формулам.
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Применение операторов преобразований позволяет сводить син-
гулярные (или иначе вырождающиеся) уравнения с операторами
Бесселя по одной или нескольким переменным (уравнения ЭПД, син-
гулярное уравнение теплопроводности, B — эллиптические уравне-
ния по определению И.А. Киприянова, уравнения обощённой осесим-
метрической теории потенциала — теории GASPT — А. Вайнстейна
и другие) к несингулярным. При этом априорные оценки для сингу-
лярного случая получаются как следствия соответствующих апри-
орных оценок для регулярных уравнений, если т олько удалось оце-
нить сами операторы преобразования в нужных функциональных
пространствах. Значительное число подобных оценок было приведе-
но выше.
В. Расмотрим оператор 1Sν0+. Он имеет вид
1S
ν
0+ =
d
dx
x∫
0
K(
x
y
)f(y) dy, (173)
где ядро K выражается по формуле K(z) = Pν(z). Простейшие свой-
ства специальных функций позволяют показать, что 1Sν0+ можно
рассматривать как частный случай оператора вида (173) с функцией
Гегенбауэра в ядре
K(z) =
Γ(α+ 1)Γ(2β)
2p−
1
2Γ(α+ 2β)Γ(β + 12 )
(zα − 1)β− 12Cβα(z) (174)
при значениях параметров α = ν, β = 12 или с функцией Якоби в
ядре
K(z) =
Γ(α+ 1)
2ρΓ(α+ ρ+ 1)
(z − 1)ρ(z + 1)σP (ρ,σ)α (z) (175)
при значениях параметров α = ν, ρ = σ = 0. Более общим являются
операторы с гипергеометрической функцией Гаусса 2F1 или с G —
функцией Майера в ядрах. Перейдём к их определению.
Transmutations and Applications. 83
Операторы с функцией Гаусса 2F1(a, b; c; z) изучались в большом
числе работ. Отметим здесь работы R.K. Saxena, S.L. Kalla (случай
z = y/x, x/y), A.C. Mabride, T.P. Higgins (случай z = 1 − ym/xm),
E.R. Love (случай z = 1− y/x, 1−x/y), M. Saigo (для случая конеч-
ного отрезка [a, b], z = (x−y)/(x−a), (y−x)/(b−x)). Библиографию
и другие примеры см. в [34, 353–358]. Подобные обобщения другого
рода, в которых рассматриваются операторы с интегрированием по
всей полуоси и ядра выражаются через обобщённые функции Ле-
жандра, изучались в [238–240]. Для исследования таких операторов
могут оказаться полезными различные неравен тва для гипергеомет-
рических функций, например, полученные в [241–251].
Введём ещё один класс таких операторов, обощающих операторы
Бушмана–Эрдейи (53)–(56).
Определение 17. Определим операторы Гаусса–Бушмана–Эрдейи
по следующим формулам:
1F0+(a, b, c)[f ] =
1
2c−1Γ(c)
. (176)
x∫
0
(
x
y
− 1
)c−1(
x
y
+ 1
)a+b−c
2F1
(
a,b
c |
1
2
− 1
2
x
y
)
f(y) dy,
2F0+(a, b, c)[f ] =
1
2c−1Γ(c)
. (177)
x∫
0
( y
x
− 1
)c−1 (y
x
+ 1
)a+b−c
2F1
(
a,b
c |
1
2
− 1
2
y
x
)
f(y) dy,
1F−(a, b, c)[f ] =
1
2c−1Γ(c)
. (178)
x∫
0
( y
x
− 1
)c−1 (y
x
+ 1
)a+b−c
2F1
(
a,b
c |
1
2
− 1
2
y
x
)
f(y) dy,
2F−(a, b, c)[f ] =
1
2c−1Γ(c)
. (179)
x∫
0
(
x
y
− 1
)c−1(
x
y
+ 1
)a+b−c
2F1
(
a,b
c |
1
2
− 1
2
x
y
)
f(y) dy,
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3F0+[f ] =
d
dx1F0+[f ], 4F0+[f ] = 2F0+
d
dx
[f ], (180)
3F−[f ] = 1F−(− ddx)[f ], 4F−[f ] = (−
d
dx
)2F−[f ]. (181)
Символ 2F1 в определениях (177) и (179) означает гипергеометри-
ческую функцию Гаусса, а в определениях (176) и (178) обозначает
главную ветвь аналитического продолжения этой функции.
Операторы (176) – (179) обобщают операторы Бушмана–Эрдейи
(53) – (56) соответственно. Они сводятся к последним при выборе
параметров a = −(ν + µ), b = 1 + ν − µ, c = 1 − µ. На операто-
ры (176) – (179) с соответствующими изменениями переносятся все
полученные выше результаты. В частности они факторизуются че-
рез более простые операторы (180) – (181) при специальном выборе
параметров.
Операторы (180) – (181) обобщают операторы (60) – (63). Для
них справедлива
Теорема 42. Операторы (180) – (181) могут быть расширены до
изометричных в L2(0,∞) тогда и только тогда, когда они совпадают
с операторами Бушмана–Эрдейи нулевого порядка гладкости I рода
(60) – (63) соответственно при целых значениях параметра ν = 12 (b−
a− 1).
Эта теорема выделяет операторы Бушмана–Эрдейи нулевого по-
рядка гладкости среди их возможных обобщений (176) – (181). Сами
операторы (176) – (179) интересны как новый класс преобразова-
ний, обобщающих операторы дробного интегродифференцирования.
Аналогичные обобщения можно проделать и для операторов (131) –
(132), (136), (145) – (146).
Более общими являются операторы с G – функцией Майера в
ядре. Например, один из таких операторов имеет вид
1G0+(α, β, δ, γ)[f ] =
2δ
Γ(1 − α)Γ(1− β) · (182)
x∫
0
(
x
y
− 1)−δ(x
y
+ 1)1+δ−α−βG1 22 2
(
x
2y
− 1
2
|α, βγ, δ
)
f(y) dy.
Остальные получаются при изменении промежутка интегрирова-
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ния и значений аргумента G – функции. При значениях параметров
α = 1 − a, β = 1 − b, δ = 1 − c, γ = 0 (182) сводится к (176), а при
значениях α = 1 + ν, β = −ν, δ = γ = 0 (182) сводится к оператору
Бушмана–Эрдейи I рода нулевого порядка гладкости 1Sν0+.
Дальнейшие обобщения возможны в терминах функций Райта
или Фокса.
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8. В поисках вольтерровых унитарных операторов
преобразования.
Название этого пункта умышленно почти копирует название па-
раграфа из известной работы Л. Д. Фаддеева [33]. Вопрос об уни-
тарной эквивалентности возникает уже в простейшем случае двух
матриц. Если общих содержательных критериев подобия не суще-
ствует (кроме совпадения канонических форм), то для унитарного
подобия получены интересные критерии Шпехта и Пирси [1]. Тем
более интересным становится поиск унитарных ОП в бесконечно-
мерном случае.
Ещё в работах Дельсарта и Лионса было замечено, что в класси-
ческих пространствах операторы преобразования Сонина–Пуассона–
Дельсарта неограничены, так как изменяют гладкость функций. То-
гда и возникла распространившаяся в фольклоре задача, восходя-
щая ещё к классикам теории ОП: обобщить операторы Сонина–
Пуассона–Дельсартва с сохранением сплетающего свойства так, что-
бы обобщённые операторы действовали хотя бы ограниченно, а в
идеальном случае были унитарными в пространстве L2(0,∞).
Мечта о построении в явном виде унитарных ОП имеет и корни в
математической физике, а именно в задачах квантовой теории рас-
сеяния. Там давно известны так называемые волновые операторы,
которые сплетают возмущённый и невозмущённый операторы Шрё-
дингера и являются унитарными. Беда в том, что существование
волновых операторов доказано и они имеют важные приложения,
но их пока никто не построил в явном виде даже для простейших
случаев за единичными исключениями. Это не удивительно, ведь и
уравнение Шрёдингера решается в явном виде тольк для исключи-
тельных модельных случаев, с этим все уже смирились. А в теории
ОП в определённом смысле наоборот—многие операторы построены
в явном виде, но не для одного из них не изучалось свойство уни-
тарности. Таким образом, решение задачи о построении унитарных
обобщений ОП СПД позволяет соединить методы волновых опера-
торов и ОП.
Решение поставленной задачи имеет некоторую историю. Первую
модификацию ОП СПД предложил В. В. Катрахов в 1980 г. путём
их домножения на оператор дробного интегрирования [233–234], но
утверждение об унитарности построенных операторов для всех зна-
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чений параметра ν содержало неточности. Оказалось, что построен-
ные ОП унитарны лишь для целых значений параметра, что было
показано автором в [252–253], см. также [254–260]. Следующее про-
движение было связано с изучением ОП Бушмана–Эрдейи [226–229].
Окончательное решение задачи о построении унитарных обобщ ний
ОП Сонина и Пуассона было получено автором [226–229] в рамках
разработанного им композиционного метода построения различных
классов ОП [289–290, 373].
Напомним, что для унитарности в L2(0,∞) операторов Бушмана–
Эрдейи нулевого порядка гладкости (60–63) необходимо и достаточ-
но, чтобы число ν было целым. Задача о построении унитарных
ОП типа Сонина и Пуассона для оператора Бесселя (или углового
момента) в общем случае для произвольного ν была окончательно
решена в [289–290] в рамках композиционного метода (см. ниже). Это
потребовало введения операторов достаточно сложной структуры.
Теорема 43. Следующие операторы являются ОП типа Сонина
и Пуассона, взаимно обратными и унитарными при всех ν:
SνUf = cos
piν
2
(
− d
dx
)∫ ∞
x
Pν
(
x
y
)
f(y) dy + (183)
+
2
pi
sin
piν
2
(∫ x
0
(
x2 − y2)− 12 Q1ν (xy
)
f(y) dy −
−
∫ ∞
x
(
y2 − x2)− 12 Q1ν (xy
)
f(y) dy
)
,
P νUf = cos
piν
2
(∫ x
0
Pν
( y
x
)( d
dy
)
f(y) dy −
− 2
pi
sin
piν
2
(∫ x
0
(
x2 − y2)− 12 Q1ν ( yx) f(y) dy −
−
∫ ∞
x
(
y2 − x2)− 12 Q1ν (yx) f(y) dy)),
где Pν—функция Лежандра первого рода, Q
1
ν—функция Лежандра
второго рода, Q1ν—функция Лежандра второго рода на разрезе [102].
Этим завершается история построения унитарных ОП типа Со-
нина и Пуассона.
Интересно рассмотреть частный случай, который вытекает из
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теоремы 19 при ν = 1. Получаем пару очень простых операторов
E1,10+f = f(x)−
1
x
∫ x
0
f(y) dy, E1,1− f = f(x)−
∫ ∞
x
f(y)
y
dy, (184)
связанных со знаменитыми операторами Харди
H1f =
1
x
∫ x
0
f(y) dy,H2f =
∫ ∞
x
f(y)
y
dy. (185)
По поводу теории неравенств Харди см. [261–262]. Из наших резуль-
татов следует
Теорема 43. Операторы (184) образуют пару взаимнообратных
унитарных в L2(0,∞) операторов. Они сплетают как ОП d2dx2 и d
2
dx2 −
2
x2 .
Как следует из (185), операторы Бушмана–Эрдейи могут рас-
сматриваться как обобщения операторов Харди, а неравенства для
их норм являются определёнными обобщениями неравенств Харди,
что позволяет взглянуть на этот класс операторов под новым инте-
ресным углом зрения. Кроме того, можно показать, что операторы
(184) являются преобразованиями Кэли от симметричных операто-
ров ±2i(xf(x)) при соответствующем выборе областей определения.
Их спектром является единичная окружность. В [226–227] эти во-
просы рассмотрены и для пространств со степенным весом.
Результат об унитарности в частном случае теоремы 43 был
недавно переоткрыт Куфнером, Перссоном и Малиграндой, давши-
ми его элементарное доказательство. Теорема 19 позволяет выписать
ещё несколько пар унитарных в L2(0,∞) операторов очень простого
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вида.
U3f = f +
∫ x
0
f(y)
dy
y
, U4f = f +
1
x
∫ ∞
x
f(y) dy,
U5f = f + 3x
∫ x
0
f(y)
dy
y2
, U6f = f − 3
x2
∫ x
0
yf(y) dy,
U7f = f +
3
x2
∫ ∞
x
yf(y) dy, U8f = f − 3x
∫ ∞
x
f(y)
dy
y2
,
U9f = f +
1
2
∫ x
0
(
15x2
y3
− 3
y
)
f(y) dy,
U10f = f +
1
2
∫ ∞
x
(
15y2
x3
− 3
x
)
f(y) dy.
Этот перечень можно существенно расширить. На мой взгляд по-
добных простых явных примеров очень не хватает в курсах функ-
ционального анализа.
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9. Операторы преобразования для некоторых сингулярных
дифференциальных операторов с переменными
коэффициентами.
В этом пункте будут рассмотрены ОП вида
Sν (Bν − q(x)) = BνSν , Bν = d
2
dx2
+
ν(ν + 1)
x
d
dx
, (186)
которые обобщают ранее рассмотренные ОП для операторов
Штурма–Лиувилля и Бесселя.
Первые работы по данной задаче рассматривали ОП на решени-
ях соответствующих обыкновенных дифференциальных уравнений.
При этом использовался метод функций Римана в том виде, как
он был разработан в фундаментальной статье Б. М. Левитана [171].
Нужные ОП были построены в работах [263–264], в последней ра-
боте имеются неточности в формулировках. Следует отметить, что
метод Б. М. Левитана имел, на мой взгляд, и один недостаток: им
использовалось выражение функции Римана через гипергеометри-
ческую функцию Гаусса, а последняя оценивалась на основан и об-
щих асимптотик. В результате окончательные оценки для ядер ОП
содержали неконтролируемые константы общего вида.
Определённый прорыв потребовал новых идей, он был совершен
в замечательных работах [265–266] харьковского математика Вале-
рии Васильевны Сташевской (1924–2007). При этом была впервые
установлена неожиданная связь между теорией ОП и теоремами
типа Пэли–Винера из теории функций. Кандидатская диссертация
В.В. Сташевской была напечатана полностью отдельным изданием
Харьковским университетом — это единственный известный мне по-
добный случай.
Изложим кратко план построения ОП вида (186) по В. В. Ста-
шевской.
1. Рассматривается задача о нахождении решения дифференци-
ального уравнения
y′′ −
(
q(x) +
n(n− 1)
x2
)
y + λ2y = 0, (187)
на полуоси 0 < x <∞, где n—натуральное число, q(x)—вещественная
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функция, удовлетворяющая при a > 0, µ < 1/2 ограничению∫ a
0
tµ|q(t)| dt <∞, (188)
и условию в нуле
lim
x→0
y(x)
xn
=
1
2n−1/2Γ(n+ 1/2)
. (189)
2. Доказывается существование решения поставленной задачи
(187)–(189) методом последовательных приближений. Это решение
имеет вид
y(x) = y(x, λ) =
√
λxJν(λx)
λn
+
g(x, λ)
λn
, (190)
где Jν(t) — функция Бесселя, g(x, λ) есть целая функция от λ при
каждом фиксированном x.
3. Доказывается теорема Пэли–Винера для соответствующего
преобразования Ханкеля (Фурье–Бесселя) полуцелой степени.
4. Устанавливается, что целая при каждом фиксированном x
функция g(x, λ) из (190) удовлетворяет всем условиям полученной
теоремы Пэли–Винера, в частности, имеет степень 6 x, поэтому для
неё справедливо интегральное представление с интегрированием по
промежутку (0, x) с определённым ядром. Равенство Парсеваля при-
водит к нужной оценке этого ядра в пространстве L2(0,∞). На этом
построение ОП закончено, для него получено интегральное представ-
ление и оценка ядра.
Впоследствии Н. И. Ахиезер доказал теорему Пэли–Винера и для
преобразования Ханкеля любого порядка [267], что распространяет
результаты Сташевской и на все нецелые значения параметра n в
уравнении (187).
Метод Сташевской излагается во всех монографиях по ОП, а так-
же во многих книгах по обратным задачам и теории рассеяния. Он
был обобщён для построения более общих ОП S, сплетающих по
формуле
S(A− q(x)) = AS,A = 1
v(x)
d
dx
v(x)
d
dx
. (191)
Это направление разрабатывалось первоначально в работах Шебли
[4–6, 268–271], а затем подробно изучалось в работах тунисского ма-
тематика Халифы Тримеша и соавторов [4–6, 272–281].
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Отметим, что подробное изучение ОП вида (187) и связанных
с ними вопросов было проделано в работах другого харьковского
математика А.С. Сохина [378–381]. Вообще, как мы уже отмечали,
вклад математиков Харьковской школы в развитие теории опера-
торов преобразования очень велик: В.А. Марченко, Н.И. Ахиезер,
Б.М. Левитан, В.В. Сташевская, А.Я. Повзнер, Я.И. Житомирский,
А.С. Сохин, Л.А. Сахнович, В.Я. Волк и другие.
Далее мы подробнее рассмотрим задачу о построении оператора
преобразования Sα вида
Sαu(r) = u(r) +
∞∫
r
P (r, t)u(t) dt, (192)
определенного на любых функциях u ∈ C2(0,∞) и сплетающего опе-
раторы Bα − q(r) и Bα по формуле
Sα(Bα − q(r))u = BαSαu. (193)
Здесь Bα — оператор Бесселя, который далее в этом пункте опреде-
ляется так:
Bαu = u
′′(r) +
2α
r
u′(r), α > 0. (194)
Сформулированная задача о построении оператора преобразова-
ния по существу эквивалентна задаче о нахождении решений диф-
ференциального уравнения, коэффициенты которого имеют особен-
ность в начале координат,
Bαv(r) − q(r)v(r) + λv(r) = 0 (195)
через решения невозмущенного уравнения u(r), причем ищутся ре-
шения, представимые в виде (192) с некоторым ядром P (r, t). Выбор
пределов интегрирования в представлении (192) приводит к тому,
что искомое решение и его производная имеют ту же асимптоти-
ку, что и невозмущенное решение на бесконечности при выполнении
очевидных требований к ядру P (r, t).
Представление решений однородного уравнения (195) по формуле
(192) обычно называется представлением Йоста. Возможность тако-
го представления с достаточно "хорошим" ядром P для широкого
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класса потенциалов q(r) лежит в основе классических методов ре-
шения обратных задач квантовой теории рассеяния.
Данный тип задач имеет свою историю. Существование представ-
ления Йоста, сохраняющего асимптотику при r →∞, впервые было
доказано для уравнения Штурма–Лиувилля (α = 0, q — суммируе-
мая функция) Б. Я. Левиным в [45]. Операторы преобразования для
оператора Бесселя впервые на русском языке были подробно изуче-
ны в широко известной работе Б. М. Левитана [171], и далее в их
изучение основной вклад вносили математики Харьковской школы.
Случай непрерывной q, α > 0 подробно рассмотрен в различных
аспектах в работах А. С. Сохина [378–381], а также ряда других ав-
торов (см. подробнее [282]). Оригинальная методика для решения
поставленной задачи была разработана В. В. Сташевской [265–266],
что позволило ей включить в рассмотрение сингулярные потенциалы
с оценкой в нуле |q(r)| 6 cx−3/2+ε, ε > 0 при целых α, это методика
получила широкое развитие. В работе автора [255] условия на q(r)
были ослаблены до оценки |q(r)| 6 C/r2 методом Сташевской.
Вместе с тем во многих математических и физических задачах
необходимо рассматривать сильно сингулярные потенциалы, напри-
мер, допускающие произвольную степенную особенность в нуле. В
настоящей работе сформулированы результаты по интегральному
представлению решений уравнений с подобными сингулярными по-
тенциалами.
Далее приведём результаты автора, полученные в данном направ-
лении. Изложение следует публикациям [255, 282–283, 382]
• Найдено интегральное представление решений для диффе-
ренциального уравнения с сингулярным потенциалом, имею-
щим достаточно произвольную особенность в начале коорди-
нат. От потенциала требуется лишь мажорируемость опреде-
ленной функцией, суммируемой на бесконечности. В частности,
к классу допустимых в данной работе относятся сингулярный
потенциал q = r−2, сильно сингулярный потенциал со степен-
ной особенностью q = r−2−ε, ε > 0, потенциалы Юкавы типа
q = e−αr/r, потенциалы Баргмана и Батмана–Шадана [31] и
ряд других. При этом на функцию q(r) не накладывается ни-
каких дополнительных условий типа быстрой осцилляции в на-
чале координат или знакопостоянства, что позволяет изучать
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притягивающие и отталкивающие потенциалы единым мето-
дом.
• Доказательство существования оператора преобразования или
интегрального представления решений возмущенного уравне-
ния, что одно и то же, проводится по существу по известной
схеме из работы Б. М. Левитана [171]. Мы вносим небольшое
усовершенствование в эту схему, так как используемую в до-
казательстве функцию Грина как оказалось можно выразить
не только через общую гипергеометрическую функцию Гаусса,
но и более конкретно через функцию Лежандра, что позволяет
избавиться от неопределенных постоянных в оценках из [171].
• Ранее рассматривались лишь случаи одинаковых пределов (оба
вида [0; a] или [a;∞]) в основном интегральном уравнении для
ядра оператора преобразования. В данной работе впервые по-
казано, что можно рассматривать случай различных пределов
в основном интегральном уравнении. Именно такая расстанов-
ка пределов и позволила охватить более широкий класс потен-
циалов с особенностями в нуле. Кроме того, указанный способ
позволяет рассматривать решения с более общими начальными
условиями.
• Изложенная техника полностью переносится и на задачу о по-
строении неклассических операторов обобщенного сдвига. Дан-
ная задача по существу эквивалентна выражению решений
уравнения
Bα,xu(x, y)− q(x)u(x, y) = Bβ,yu(x, y) (196)
через решения невозмущенного волнового уравнения при нали-
чии дополнительных условий, обеспечивающих корректность.
Такие представления получаются уже из факта существования
операторов преобразования и изучались для несингулярного случая
(α = β = 0) в [24–26] как следствия общей теории обобщенного
сдвига. Интересная оригинальная методика для получения подобных
представлений также в несингулярном случае разработана в работах
А. В. Боровских [286–287]. Из результатов настоящей работы сле-
дуют интегральные представления некоторого подкласса решений
Transmutations and Applications. 95
уравнения (196) в общем сингулярном случае для достаточно произ-
вольных потенциалов с особенностями в начале координат, причем
оценки для решений не содержат неопределенных постоянных.
Как уже отмечалось, три задачи о построении оператора преоб-
разования, представлении решений возмущенного уравнения и на-
хождении оператора обобщенного сдвига по существу эквивалент-
ны, поэтому далее результаты приводятся для задачи о построении
оператора преобразования.
Введем новые переменные и функции по формулам:
ξ =
t+ r
2
, η =
t− r
2
, ξ > η > 0;
K(r, t) =
(r
t
)α
P (r, t), u(ξ, η) = K(ξ − η, ξ + η). (197)
Обозначим ν = α − 1. Таким образом, для обоснования представ-
ления (192) для решения уравнения (195) достаточно определить
функцию u(ξ, η). Доказано [255, 282–283, 382], что если существует
дважды непрерывно дифференцируемое решение u(ξ, η) интеграль-
ного уравнения
u(ξ, η) = −1
2
∞∫
ξ
Rν(s, 0; ξ, η)q(s) ds−
−
∞∫
ξ
ds
η∫
0
q(s+ τ)Rν(s, τ ; ξ, η)u(s, τ) dτ,
при условиях 0 < τ < η < ξ < s, то искомая функция P (r, t)
определяется по формулам (197) через это решение u(ξ, η). Функция
Rν = Rα−1 является функцией Римана, возникающей при решении
следующей задачи для сингулярного гиперболического уравнения
∂2u(ξ, η)
∂ξ∂η
+
4α(α− 1)ξη
(ξ2 − η2)2 u(ξ, η) = q(ξ + η)u(ξ, η),
u(ξ, 0) = −1
2
∞∫
ξ
q(s) ds.
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Эта функция известна в явном виде, она выражается через гипер-
геометрическую функцию Гаусса 2F1
Rν =
(
s2 − η2
s2 − τ2 ·
ξ2 − τ2
ξ2 − η2
)ν
2F1
(
−ν,−ν; 1; s
2 − ξ2
s2 − η2 ·
η2 − τ2
ξ2 − τ2
)
.
Это выражение упрощено в [255, 282], где показано, что функция
Римана в рассматриваемом случае выражается через функцию Ле-
жандра по формуле
Rν(s, τ, ξ, η) = Pν
(
1 +A
1−A
)
, A =
η2 − τ2
ξ2 − τ2 ·
s2 − ξ2
s2 − η2 . (198)
Основной результат содержит
Теорема 44.Пусть функция q(r) ∈ C1(0,∞) удовлетворяет усло-
вию
|q(s+ τ)| 6 |p(s)|, ∀s, ∀τ, 0 < τ < s,
∞∫
ξ
|p(t)| dt <∞, ∀ξ > 0. (199)
Тогда существует интегральное представление вида (192), ядро ко-
торого удовлетворяет оценке
|P (r, t)| 6
(
t
r
)α
1
2
∞∫
t+r
2
Pα−1
(
y2(t2 + r2)− (t2 − r2)
2try2
)
|p(y)| dy·
· exp
( t− r
2
)
1
2
∞∫
t+r
2
Pα−1
(
y2(t2 + r2)− (t2 − r2)
2try2
)
|p(y)| dy
 .
При этом ядро оператора преобразования P (r, t), а также решение
уравнения (196) являются дважды непрерывно дифференцируемы-
ми на (0,∞) по своим аргументам.
Перечислим классы потенциалов, для которых выполнены усло-
вия (199). Если |q(s)| монотонно убывает, то можно принять p(s) =
|q(s)|. Для потенциалов с произвольной особенностью в начале ко-
ординат и возрастающих при 0 < r < M (например, кулоновских
q = − 1r ), которые обрезаны нулем на бесконечности, q(r) = 0, r > M ,
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можно принять p(s) = |q(M)|, s < M , p(s) = 0, s >M . Условию (199)
будут также удовлетворять потенциалы с оценкой q(s + τ) 6 c|q(s)|
(на возможность подобного усиления теоремы 44 внимание автора
обратил В. В. Катрахов).
Замечание. Фактически при доказательстве приведенной теоре-
мы не нужен явный вид функции Римана (198). Используется толь-
ко существование функции Римана, ее положительность и некоторое
специальное свойство монотонности. Эти факты являются довольно
общими, поэтому полученные результаты можно перенести на доста-
точно широкий класс дифференциальных уравнений.
Приведём упрощённую оценку для ядра ОП в первоначальных
переменных. При её выводе существенным оказывается тот факт,
что ядро выражено не через общую гипергеометрическую функцию
Гаусса, а через более простую функцию Лежандра, для которой мож-
но установить и использовать специальные свойства монотонности.
Теорема 45. Пусть выполнены условия теоремы 44. Тогда для
ядра оператора преобразования P (r, t) справедлива оценка
|P (r, t)| 6 1
2
(
t
r
)α
Pα−1
(
t2 + r2
2tr
) ∞∫
r
|p(y)| dy·
· exp
1
2
(
t− r
2
)
Pα−1
(
t2 + r2
2tr
) ∞∫
r
|[p(y)| dy
 .
Отметим, что при r → 0 ядро интегрального представления мо-
жет иметь экспоненциальную особенность.
Для класса потенциалов со степенной сингулярностью вида
q(r) = r(−2β+1), β > 0 (200)
полученные оценки можно упростить не снижая их точности.
Теорема 46. Рассмотрим потенциал вида (200). Тогда теорема
44 выполняется с оценкой
|P (r, t)| 6
(
t
r
)α
Γ(β)4β−1
(t2 − r2)β · P
−β
α−1
(
t2 + r2
2tr
)
·
· exp
[(
t− r
r
)
Γ(β)4β−1
(t2 − r2)β P
−β
α−1
(
t2 + r2
2tr
)]
.
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Данная оценка получается после довольно длинных вычислений с
использованием знаменитой теоремы Слейтер–Маричева [235], кото-
рая помогает вычислить в терминах гипергеометрических функций
необходимые интегралы после их сведения к свертке Меллина.
Последняя оценка была получена в работе [255] для потенциала
q(r) = cr−2, для которого β = 12 . Как следует из [102], в этом случае
функция Лежандра P−1/2ν (z) может быть выражена через элемен-
тарные функции. Поэтому и соответствующая оценка может быть
выражена через элементарные функции.
Другим потенциалом, для которого рассматриваемая оценка
оценка может быть выражена через элементарные функции, явля-
ется потенциал вида q(r) = r−2β+1, для которого β = α− 1.
Результат подобный теоремам 44–46 можно использовать ещё
двумя способами. Во–первых, он эквивалентен доказательству су-
ществования ООС, определяемых на решениях уравнения
∂2
∂x2
u(x, y) +
2ν + 1
x
∂
∂x
u(x, y)− q(x)u(x, y) = ∂
2
∂y2
u(x, y). (201)
Во–вторых, получаются практически явные формулы для выраже-
ния решений уравнения (201) через решения волнового уравнения.
Метод получения явных интегральных представлений решений сме-
шанных задач для уравнения вида (201)—это стандартное примене-
ние ОП и ООС, для случая второй производной он подробно разрабо-
тан в [24–26]. Интересный другой подход к выводу подобных формул
для случая, когда сингулярное слагаемое в (201) отсутствует (волно-
вое уравнение для неоднородной среды), предложен в [286–287], см.
также [288].
Указанные результаты (построение ООС, представление решений
смешанных задач через решения волнового уравнения) получаются
и для более общего случая
∂2
∂x2
u(x, y) +
2ν + 1
x
∂
∂x
u(x, y)− q(x)u(x, y) = (202)
=
∂2
∂y2
u(x, y) +
2µ+ 1
y
∂
∂y
u(x, y)− p(y)u(x, y)
тем же методом, разработанным в [282–284].
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10. Композиционный метод построения операторов
преобразования различных классов.
Композиционный метод построения ОП был первоначально опуб-
ликован В.В.Катраховым и автором в сборнике [289], посвящённом
памяти новосибирского математика Бориса Алексеевича Бубнова,
см. также [290, 373]. Этот метод основан на факторизации ОП через
классические интегральные преобразования, такие как Фурье, Ла-
пласа, Ханкеля и подобные им. При этом удаётся навести достаточ-
но аккуратный порядок во всём многообразии ОП. Композиционный
метод даёт алгоритмы не только для построения множества новых
ОП, но содержит как частные случаи ОП СПД, Векуа –Эрдейи–
Лаундеса, Бушмана–Эрдейи, унитарные ОП (211), обобщённые опе-
раторы Эрдейи–Кобера, а также введённые Р. Кэрролом [4–6] классы
эллиптических, гиперболических и параболических ОП и их обобще-
ния.
Общая схема композиционного метода следующая. На вход пода-
ётся пара операторов произвольного вида A,B, а также связанные с
ними обобщённые преобразования Фурье F (A), F (B), которые обра-
тимы и действуют по формулам
F (A)A = g(t)F (A), F (B)B = g(t)F (B), (203)
где t—двойственная переменная (в простейших случаях классиче-
ских интегральных преобразований можно принять g(t) = −t2). На
выходе получаем пару ОП, сплетающих A и B.
Теорема 47. Определим пару взаимно обратных операторов по
формулам
S = F−1(B)
1
w(t)
F (A), P = F−1(A)w(t)F (B) (204)
с произвольной весовой функцией w(t). Тогда они являются ОП, ко-
торые удовлетворяют сплетающим соотношениям
SA = BS, PB = AP.
Разумеется, теорема 47 — это только формальная схема для по-
строения ОП методом композиции интегральных преобразований.
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Формулировка точного результата должна содержать перечисление
пространств, в которых корректно действуют все задействованные
операторы. Но можно рассматривать композиционный метод как
формальный рецепт для построения с его помощью конкретных ОП,
а уже после того, как получены явные формулы для конкретных ОП,
подбор нужных функциональных пространств как правило является
несложной задачей.
Несмотря на свою простоту, приведённая выше схема построения
ОП композиционным методом позволяет получить все известные ра-
нее в явном виде ОП, а также построить значительное число новых
ОП с заранее заданными полезными свойствами.
Отметим, что ввиду наличия весовых функций в предлагаемой
схеме композиционного метода значительную роль в описании функ-
циональных пространств, в которых действуют построенные ОП,
играют весовые оценки для различных классических интегральных
преобразований. Это весьма разработанный раздел теории функций,
содержащий большое число красивых и полезных результатов с мно-
гочисленными приложениями.
На практике чаще всего используются интегральные преобразо-
вания Фурье, синус и косинус преобразования, а также преобразова-
ние Ханкеля, которые мы определим так:
(Ff)(t) =
1√
2pi
∫ ∞
0
exp(−ity)f(y) dy,
(Fcf)(t) =
√
2
pi
∫ ∞
0
cos(ty)f(y) dy,
(Fsf)(t) =
√
2
pi
∫ ∞
0
sin(ty)f(y) dy,
(Hνf)(t) =
1
tν
∫ ∞
0
Jν(ty)f(y) dy.
При введённых нормировках все эти преобразования унитарны в
L2(0,∞) и за исключением преобразования Фурье три последних из
них совпадают со своими обратными [34, 291]. В дальнейшем сделаем
самый очевидный выбор g(t) = −t2.
В частном случае, когда строятся ОП, сплетающие оператор Бес-
селя и вторую производную, то есть A = Bν , B = d
2
dx2 в обозначениях
Transmutations and Applications. 101
теоремы 47, схему композиционного метода можно конкретизиро-
вать.
Теорема 48. Пусть в условиях предыдущей теоремы 47 рассмат-
ривается задача о построении ОП для пары сплетаемых операторов
A = Bν , B =
d2
dx2
,
Fc — косинус преобразование Фурье, Hν — преобразование Ханке-
ля. Тогда оператор, построенный композиционным методом с произ-
вольной весовой функцией 1w(t) по формуле
Sν = Fc
(
1
w(t)
Hν
)
, (205)
на подходящих функциях является ОП типа Сонина. Для него спра-
ведливо интегральное представление
(Sνf) (x) =
√
2
pi
∫ ∞
0
K(x, y)f(y) dy, (206)
ядро которого выражается по формуле
K(x, y) = yν+1
∫ ∞
0
cos(xt)
tν w(t)
Jν(yt) dt, (207)
где Jν(·) — функция Бесселя.
Формально обратный оператор, построенный композиционным
методом с весовой функцией w(t) по формуле
Pν = Hν (w(t)Fc) , (208)
на подходящих функциях является ОП типа Пуассона. Для него
справедливо интегральное представление
(Pνf) (x) =
√
2
pi
∫ ∞
0
G(x, y)f(y) dy, (209)
ядро которого выражается по формуле
G(x, y) =
1
xν
∫ ∞
0
w(t) tν+1 cos(yt)Jν(xt) dt, (210)
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где Jν(·) — функция Бесселя.
Рассмотрим кратко несколько примеров применения композици-
онного метода построения ОП из [289–290, 373].
Пример 1. Пусть A = Bν , B = d
2
dx2 , F (A) = Hν , F (B) = Fc, w(t) =
tα. Тогда при некоторых ограничениях на параметры получаем
новое семейство обобщённых ОП Бушмана–Эрдейи, зависящих от
двух параметров ν, α, которые в частных случаях являются обобще-
ниями операторов Эрдейи–Кобера, Сонина–Пуассона, а также ОП
Бушмана–Эрдейи первого, второго и третьего родов. Свойства этих
операторов подробно изучены автором, их ядра при всех значени-
ях параметров выражаются через достаточно сложные комбинации
функций Лежандра обоих родов. Эти результаты будут приведены
в готовящейся к изданию монографии автора.
Рассмотрим самый простой частный случай, который привёл к
построению рассмотренных выше унитарных представителей семей-
ства ОП Бушмана–Эрдейи. Для этого напомним интегральное пред-
ставление унитарных ОП Бушмана–Эрдейи третьего рода:
SνUf = cos
piν
2
(
− d
dx
)∫ ∞
x
Pν
(
x
y
)
f(y) dy + (211)
+
2
pi
sin
piν
2
(∫ x
0
(
x2 − y2)− 12 Q1ν (xy
)
f(y) dy −
−
∫ ∞
x
(
y2 − x2)− 12 Q1ν (xy
)
f(y) dy
)
,
P νUf = cos
piν
2
(∫ x
0
Pν
( y
x
)( d
dy
)
f(y) dy −
− 2
pi
sin
piν
2
(∫ x
0
(
x2 − y2)− 12 Q1ν ( yx) f(y) dy −
−
∫ ∞
x
(
y2 − x2)− 12 Q1ν (yx) f(y) dy)),
где Pν—функция Лежандра первого рода, Q1ν—функция Лежандра
второго рода, Q1ν—функция Лежандра второго рода на разрезе [102].
При помощи композиционного метода получаются следующие
естественные факторизации этих операторов через классические ин-
тегральные преобразования. Для этого достаточно в теореме 48 вы-
брать постоянную весовую функцию w(t) = 1.
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Теорема 49. Для операторов Бушмана–Эрдейи третьего рода
справедливы формулы факторизации через интегральные преобра-
зования вида
SνU = Fc Hν , P
ν
U = Hν Fc. (212)
Полученные формулы, представляющие операторы Бушмана–
Эрдейи третьего рода в виде композиции двух унитарных преобра-
зований, делают очевидным унитарность и самих этих операторов.
Именно таким способом они и были впервые построены автором.
Пример 2. Пусть A = Bν , B = Bµ, F (A) = Hν , F (B) = Hµ, w(t) =
tα. Тогда получаются операторы сдвига по параметру T (α)ν,µ , ядра ко-
торых выражаются через гипергеометрические функции. Самым ин-
тересным из них представляется ОП при выборе α = 0
(T (0)ν,µf)(x) =
21−(ν−µ)
Γ(ν − µ)
∫ ∞
x
y
(
y2 − x2)ν−µ−1 f(y) dy,
который не зависит от самих значений ν, µ, а только от величины
’спуска’ по разности параметров ν − µ. Это оператор типа Эрдейи–
Кобера, открытый А. Эрдейи [34]. Операторы спуска по параметру
позволяют устанавливать формулы связи между решениями уравне-
ний с операторами Бесселя с различными параметрами, это хорошо
известный подход в теории уравнений с частными производными,
например при спуске по размерности пространства к одномерному
случаю. Другой подход к построению подобных операторов сдвига
по параметру, это искать их в виде про зведения операторов типа
Сонина и Пуассона Tν,µ = PµSν , последние можно опять строить
композиционным методом, причём с разными весовыми функциями.
Этот результат мы сформулируем отдельно.
Теорема 50. Пусть дана пара Sν , Pµ ОП типа Сонина и Пуассо-
на, удовлетворяющая сплетающим соотношениям
SνBν =
d2
dx2
Sν , Pµ
d2
dx2
= BµPµ, Bγ =
d2
dx2
+
2γ + 1
x
d
dx
(213)
между второй производной и оператором Бесселя Bγ . Тогда по дан-
ной паре ОП типа Сонина и Пуассона и произвольного коммути-
рующего со второй производной оператора K(x) можно определить
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оператор сдвига по параметру по формулам
Tν,µ = PµK(x)Sν , K(x)
d2
dx2
=
d2
dx2
K(x), (214)
который будет удовлетворять определяющему соотношению
Tν,µBν = BµTν,µ (215)
и осуществлять сдвиг по параметру дифференциального оператора
Бесселя.
Эта теорема ещё раз подчёркивает важность для теории ОП тех
операторов, которые коммутируют со второй производной или вооб-
ще с производными. Например, в качестве таких операторов мож-
но выбрать дробные интегралы Римана–Лиувилля на подходящих
функциях. В качестве частного случая при ν = µ из теоремы 50 по-
лучается алгоритм для конструирования операторов, которые ком-
мутируют на подходящих функциях с дифференциальным операто-
ром Бесселя.
Пример 3. При значениях ν = µ из предыдущего примера 2 по-
лучается семейство операторов, коммутирующих с оператором Бес-
селя, ядра которых выражаются через функции Лежандра первого
и второго родов.
Пример 4. Пусть выбрано A = Bµ, B = Bν − λ2, w(t) =
tµ
(
t2 + λ2
)−µ
2 ,
F (A) = F (B) =
1
tν
∫ ∞
0
yν+1Jν
(
y
√
t2 + λ2
)
f(y) dy. (216)
Тогда по формулам (204) получаем ОП типа Векуа–Эрдейи–
Лаундеса вида
Sf = λ1+ν−µ
∫ ∞
0
y
(
y2 − x2) ν−µ−12 Jν−µ−1 (λ√y2 − x2) f(y) dy.
(217)
Это в точности ОП, введённый Лаундесом [34], он также зависит
только от величины сдвига по параметрам. Отметим, что на основе
композиционного метода можно изложить всю теорию ОП Векуа–
Эрдейи–Лаундеса, при этом роль обобщённого преобразования Хан-
келя играет выражение (216).
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Обобщая классификацию Р. Кэррола, мы назвали ОП для опера-
тора Бесселя из приведённых примеров B–гиперболическими. В ра-
ботах [289–290] также рассмотрено применение композиционного ме-
тода к построению B–эллиптических ОП со свойством TBν = −D2T
и B–параболических ОП со свойством TBν = DT . Эта классифика-
ция естественна, так как основана на типе уравнений в частных про-
изводных, которому удовлетворяют ядра операторов соответствую-
щих преобразования.
В указанном методе может быть использован и оператор квадра-
тичного преобразования Фурье (КПФ, дробное преобразование Фу-
рье, преобразование Фурье–Френеля), см. [292–294]. Это важное ин-
тегральное преобразование недостаточно широко известно (пока),
оно возникло из предложения Френеля заменить стандартные плос-
кие волны с линейными аргументами в экспонентах на более общие
волны с квадратичными аргументами в экспонентах, что позволило
полностью объяснить парадоксы со спектральными линиями при ди-
фракции Фраунгофера. Математически операто ры КПФ являются
дробными степенями Fα обычного преобразования Фурье, достраи-
вая его до полугруппы по параметру α, они были определены Н. Ви-
нером и А. Вейлем. В теории всплесков, в которой принято каждую
формулу считать новой и называть по–новому давно известные ве-
щи, КПФ называется преобразованием Габора. Изложенный выше
композиционный метод позволяет с помощью этого преобразования
строить ОП для одномерного оператора Шрёдингера из квантовой
механики. При этом может быть использовано и более общее квад-
ратичное преобразован е Ханкеля (КПХ) [295].
Кратко изложим основные факты, относящиеся к теории дроб-
ного или квадратичного преобразования Фурье–Френеля, используя
материалы диссертации Д.Б.Карпа [383]. К этому тексту мы пока
отсылаем читателя и по поводу всех ссылок по теории КПФ.
Целые степени (орбита) классического преобразования Фурье об-
разуют циклическую группу порядка 4, при этом четвёртая сте-
пень этого преобразования даёт тождественный оператор. Поэто-
му, в частности, спектр классического преобразования Фурье в
L2(−∞,∞) состоит из четырех точек, расположенных на единич-
ной окружности: 1, i, −1 и −i. . Идея включить эту дискретную
группу в непрерывную со спектром, целиком заполняющим единич-
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ную окружность, принадлежит Винеру и была реализована им в ра-
боте 1929 года. Несколько позже Кондон (в 1937) а затем Кобер (в
1939) независимо переоткрыли эту группу, которая стала называться
дробным преобразованием Фурье (ДПФ). Баргманну принадлежит
обобщение на многомерный случай.
Впоследствии дробное преобразование Фурье неоднократно пе-
реоткрывалось целым рядом авторов. В книге Антосика, Микусин-
ского и Сикорского под названием ”преобразование Фурье-Мелера”
упоминается циклическая группа произвольного порядка, в которую
можно включить преобразование Фурье. ДПФ изучалось Гинандом
и Вольфом. Вавржинчик в приходит к ДПФ рассматривая класси-
ческое преобразование Фурье в виде экспоненты от производящего
оператора. В.Ф. Осиповым независимо от предыдущих авторов по-
строена теория ДПФ на группах и введены соответствующие почти–
периодические функции Бора–Френеля, изучены асимптотические
свойства этого преобразования, рассмотрены приложения в гармони-
ческом анализе и теории чисел [384–385]. Намиас переоткрыл дроб-
ное преобразования Фурье и использовал его для решения некото-
рых задач для уравнения Шрe¨дингера. Керр исследовала дробное
преобразование Фурье в пространстве L2 и пространстве Шварца S.
Отдельное направление исследований связано с дробным преоб-
разованием Фурье при чисто мнимых значениях группового пара-
метра. В этом случае чаще всего встречается название ”полугруппа
Эрмита”. Начало этому направлению положила статья Хилле 1926
года, в которой оператор ДПФ при мнимых значениях параметра
возникает в связи с суммированием методом Абеля разложений по
полиномам Эрмита. Позднее, ”полугруппа Эрмита” была использо-
вана Бабенко, Бекнером и Вайслером для получения неравенств в
теории классического преобразования Фурье.
Отметим, что квадратичное преобразование Фурье является од-
ной из двух основных составляющих (наряду с неравенствами для
средних значений в комплексной плоскости специального вида), ко-
торые были использованы сначала К.И.Бабенко для частных слу-
чаев, а затем Бекнером для общего случая при доказательстве зна-
менитых условий ограниченности обычного преобразования Фурье
в пространствах Lp с точными постоянными. Другим интересным
применением квадратичного преобразования Фурье является круг
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вопросов, связанных со знаменитой задаче й Паули по определению
функции по некоторому набору спектральных данных. Подобные за-
дачи, обычно неразрешимые для классического преобразования, на-
ходят элегантные решения в рамках КПФФ.
Применения дробного преобразования Фурье столь же разнооб-
разны и обширны как и классического. Перечислим лишь некоторые.
Приложениям в квантовой механике посвящена уже упоминавшаяся
работа Намиаса. Использование ДПФ в оптике и анализе сигналов
разрабатывается группой исследователей под руководством Оцакта-
са. Участниками этой группы написана книга , целиком посвящe¨н-
ная теории и приложениям дробного преобразования Фурье [386], в
которой процитировано несколько сотен работ по данной теме. Ав-
тор с удовольствием приводит эту ссылку, так как это единственная
западная монография, в которой мне выражена благодарность во
введении за полезные обсуждения. Следует заметить, что Халдун
Оцактас — это один из крупнейших специалистов в области мате-
матической оптики и её приложений, работавший долгое время в
Стэнфорде. Мастардом найдены аналоги неравенства Гейзенберга,
инвариантные относительно дробного преобразования Фурье. Было
показано, что многомерное преобразование Вигнера равно корню ше-
стой степени из обратного преобразования Фурье, и, следовательно,
также является частным случаем дробного преобразования Фурье.
Бьюн получил некоторые новые формулы обращения для дробного
преобразования Фурье. Аналог дробного преобразования Фурье для
q–полиномов Эрмита был введён Аски, Н.М. Атакишиевым и С.К.
Сусловым. Дальнейшие обобщения на операторы с ядрами в форме
билинейных производящих функций полиномов Аски–Вилсона рас-
сматривались в работах Аски и Рахмана.
Дробное преобразование Ханкеля (ДПХ) гораздо менее изучено.
Оно было введено Кобером в и изучалось Гинандом. Затем было
несколько раз переоткрыто, например, Намиасом. ДПХ было рас-
смотрено Керр при действительных значениях группового парамет-
ра в пространстве L2(0,∞) и в пространствах Земаняна.
В диссертации Д.Б.Карпа [383] рассмотрен достаточно общий
подход к построению подобных преобразований при помощи разло-
жения в ряды по известным системам ортогональных функций. В
частности, при выборе системы функций Эрмита получается класси-
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ческое преобразование Фурье, при выборе системы функций Лагер-
ра — квадратичное преобразование Фурье–Френеля, а при выборе
систем функций Лежандра, Чебышёва или Гегенбауэра построены
новые полугруппы интегральных преобразований.
Выпишем явно интегральные формулы для квадратичных пре-
образований Фурье–Френеля (КПФФ) и Ханкеля (КПХ)
(Fαf)(y) =
1√
pi(1 − e2iα)
∞∫
−∞
e−
1
2
i(x2+y2) ctgαeixy cosecαf(x)dx; (218)
(Hαν f)(y) =
2
(−eiα)− ν2
1− eiα
∞∫
0
e−
1
2
i ctg α
2 (x
2+y2)(xy)
1
2Jν
(
2xy
√−eiα
1− eiα
)
f(x)dx;
(219)
Рассмотрим кратко формулы преобразований, которые образуют
операционное исчисление для КПХ.
Введe¨м следующие дифференциальные операторы
A−ν = x
ν+ 1
2 e−
x2
2
d
dx
x−ν−
1
2 e
x2
2 = −ν +
1
2
x
+ x+
d
dx
,
A+ν = x
−ν− 1
2 e
x2
2
d
dx
xν+
1
2 e−
x2
2 =
ν + 12
x
− x+ d
dx
,
Nν = x
ν+ 1
2
d
dx
x−ν−
1
2 = −ν +
1
2
x
+
d
dx
,
Mν = x
−ν− 1
2
d
dx
xν+
1
2 =
ν + 12
x
+
d
dx
.
Эти операторы связаны соотношениями
Lν = −1
4
D2 − ν
2 − 1/4
x2
+
1
4
x2 − ν + 1
2
= −1
4
A+ν A
−
ν ,
A−ν = Nν + x, A
+
ν =Mν − x, (220)
Lν =MνNν , x
d
dx
+
d
dx
x = Nνx+ xMν =Mνx+ xNν , (221)
Обозначим через X оператор умножения на независимую пере-
менную. Теперь мы можем, следуя [383], выписать набор формул
преобразования операций для КПХ.
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Hαν+1Xf =
1
2
[
(e−iα − 1)Nν + (e−iα + 1)X
]
Hαν f, (222)
Hαν+1Nνf =
1
2
[
(e−iα + 1)Nν + (e−iα − 1)X
]
Hαν f, (223)
NνH
α
ν f =
1
2
Hαν+1
[
(eiα + 1)Nν + (e
iα − 1)X] f, (224)
XHαν f =
1
2
Hαν+1
[
(eiα − 1)Nν + (eiα + 1)X
]
f, (225)
Hαν Xf =
1
2
[
(1− eiα)Mν + (1 + eiα)X
]
Hαν+1f, (226)
HανMνf =
1
2
[
(1 + eiα)Mν + (1 − eiα)X
]
Hαν+1f, (227)
MνH
α
ν+1f =
1
2
Hαν
[
(1 + e−iα)Mν + (1 − e−iα)X
]
f, (228)
XHαν+1f =
1
2
Hαν
[
(1 − e−iα)Mν + (1 + e−iα)X
]
f, (229)
Hαν+1A
−
ν f = e
−iαA−ν H
α
ν f, A
−
ν H
α
ν f = H
α
ν+1e
iαA−ν f, (230)
Hαν A
+
ν f = e
iαA+ν H
α
ν+1f, A
+
ν H
α
ν+1f = H
α
ν e
−iαA+ν f, (231)
Hαν X
2f =
[
X2 cos2
α
2
− 1
2
i sinα [XD+DX ]− sin2 α
2
Lν
]
Hαν f, (232)
X2Hαν f = H
α
ν
[
X2 cos2
α
2
+
1
2
i sinα [XD+DX ]− sin2 α
2
Lν
]
f, (233)
Hαν Lνf =
[
−X2 sin2 α
2
− 1
2
i sinα [XD +DX ] + cos2
α
2
Lν
]
Hαν f,
(234)
LνH
α
ν f = H
α
ν
[
−X2 sin2 α
2
+
1
2
i sinα [XD +DX ] + cos2
α
2
Lν
]
f,
(235)
Hαν [XD +DX ] f =
[−i sinα(X2 + Lν) + cosα [XD+DX ]]Hαν f,
(236)
[XD +DX ]Hαν f = H
α
ν
[
i sinα(X2 + Lν) + cosα [XD+DX ]
]
f
(237)
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Пора вернуться к теме композиционного метода построения ОП.
Для этих целей наиболее интересны соотношения (232–233). Соглас-
но общей схемы из теоремы 47 мы можем сконструировать ОП, спле-
тающие дифференциальные операторы D2 и(
sin2
α
2
Lν − 1
2
i sinα (XD +DX)−X2 cos2 α
2
)
,
где
Lν = −1
4
D2 − ν
2 − 1/4
x2
+
1
4
x2 − ν + 1
2
с произвольными параметрами α, ν. Для этого в обозначениях тео-
ремы 47 надо положить
A =
(
sin2
α
2
Lν − 1
2
i sinα (XD +DX)−X2 cos2 α
2
)
, B = D2,
F (A) = Hαν , F (B) = Fc, g(t) = −t2,
где Hαν — квадратичное преобразование Фурье–Френеля, Fc — коси-
нус преобразование Фурье.
О пользе ОП для теории дискретного преобразования Фурье см.
[296].
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11. Некоторые приложения метода операторов
преобразования.
В этом пункте очень кратко перечислены некоторые приложения
ОП.
1. Теория обратных задач. В самом простом случае это задача
о восстановлении уравнения Штурма–Лиувилля по так называемой
спектральной функции. Единственность была доказана В. А. Мар-
ченко, общий метод решения заключается в выписывании по спек-
тральной функции некоторого интегрального уравнения для ядра
ОП. Получившееся интегральное уравнение называется уравнением
Гельфанда–Левитана (можно посплетничать по поводу этого назва-
ния, но мы не будем этого делать), потенциал по ядру восстанав-
ливается из соотношения (9). Подробное зложения вопроса в [4–6,
22–23, 28–29, 297–298]. Отметим, что М. Г. Крейном был создан свой
метод решения обратных задач, но он не использует технику ОП.
В настоящее время теория обратных задач — это огромный бур-
но развивающийся раздел современной математики. Просто приве-
дём список известных монографий Марченко В.А., Левитана Б.М.,
Фаддеева Л.Д., Кэррола Р., Захарова, Манакова, Новикова, Питаев-
ского, Абловица М. и Сигура Х., Рамма А.Г., Шадана К. и Сабатье
П., Абловица М. и Сигура М., Юрко В.А., Исакова В. Нелинейные
обратные задачи для гиперболических уравнений в различных по-
становках изучались в работах М.М. Лаврентьева, В.Г. Романова,
Ю.Е. Аниконова, Б.А. Бубнова, С.И. Кабанихина, А.И.Кожанова,
А.И. Прилепко, А.Х. Амирова, Е.Г. Саватеева, Е.С. Глушковой, Д.И.
Глушковой, Т.Ж. Елдесбаева, A. Lorenzi, А.М. Денисова, M. Grasseli,
М. Клибанова, М. Ямамото.
2. Теория рассеяния. В самом простом случае это задача о вос-
становлении уравнения Штурма–Лиувилля по данным рассеяния,
например, по двум спектрам. Схема решения та же, что и для об-
ратных задач, определяющее уравнение в этом случае называется
уравнением Марченко, см. [4–6, 21–23, 31–33, 299–306]. Через ОП
факторизуется сам оператор рассеяния. Метод ОП является также
основным при исследовании решений Йоста и задач для системы
Дирака [29]. Укажем также работы [390–393].
3. Операторы Штурма–Лиувилля и их обобщения. Мож-
но без преувеличения сказать, что методы ОП тривиализировали
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эту теорию, предоставив единый мощный метод для большинства
задач. К ним относятся асимптотические формулы для решений и
собственных значений, формулы следов, асимптотика спектральной
функции, см. [22–23, 28–29]. В работах [76–77] строятся ОП для урав-
нений вида Штурма–Лиувилля, но с изменённым вхождением спек-
трального параметра в потенциал. В монографии А. П. Хромова [40]
рассматриваются ОП для более общих операторов, содержащих ди
фференциальные и интегральные части, а также вопросы подобия
двух операторов Вольтерра. Эти результаты относятся к общей схе-
ме применения ОП для того случая, когда сплетаемые операторы
интегральные или интегро–дифференциальные, а сам ОП является
интегральным.
Построены ОП и для так называемого оператора Эйри из кван-
товой механики вида D2− x. В этом случае ядра выражаются через
функции Эйри. По–видимому, аккуратных доказательств существо-
вания и формул представления со всеми деталями для этого случая
не было опубликовано, краткие выкладки для случая возмущённого
оператораШтаркаD2−x−q(x) приведены в [387]. В указанной рабо-
те приведены интересные приложения ОП данного вида к обратной
задаче рассеяния и математическому описанию эффекта Штарка,
построению решений Йоста и уравнения Левитана, о писанию спек-
тров и решению уравнений Липмана–Швингера, связям с волновыми
операторами и преобразованием Фурье–Эйри, нахождению условий
унитарности и построению матрицы рассеяния.
В теории интегральных уравнений применяется метод
операторных тождеств, разработанный В.А.Амбарцумяном,
Л.А.Сахновичем и другими авторами. Его сутью является рас-
смотрение интегральных уравнений, ядра которых удовлетворяют
гиперболическим уравнениям, аналогичным уравнениям для ядер
ОП, возникающих при построении ОП для операторов типа
Штурма–Лиувилля. Решения таких интегральных уравнений имеют
специфическую природу и интересные приложения, см. работу
Е.А.Аршавы [388].
4. Нелинейные уравнения. В теории нелинейных дифферен-
циальных уравнений метод Лакса положил начало использованию
ОП для доказательства существования решений и построения соли-
тонов. ОП используются также по схеме Лакса в методе обратной
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задачи рассеяния (МОЗР), а также так называемом методе одева-
ния и преобразованиях Дарбу [303–306]. Эти результаты относятся
к общей схеме применения ОП для того случая, когда и сплетаемые
операторы, и сам ОП является дифференциальным. К такому ти-
пу относятся многие дифференциальные подстановки, линеаризиру-
ющие соответствующие нелинейные дифференциальные уравнения,
например, подстановки Миуры.
5. Сингулярные и вырождающиеся краевые задачи для
уравнений с частными производными. В работе [234] В. В. Ка-
траховым был предложен новый подход к постановке краевых за-
дач для эллиптических уравнений с особенностями. Например, для
уравнения Пуассона им рассматривалась задача в области, содержа-
щей начало координат, в которой решения могут иметь особенности
произвольного роста. В точке начала координат им было предло-
жено новое нелокальное краевое условие типа свертки, которое мы
назовём К—следом. В определении классов для решений, к оторые
обобщают пространства С. Л. Соболева на случай функций с суще-
ственными особенностями, фундаментальную роль играют различ-
ные ОП. Основные результаты состоят в доказательстве корректной
разрешимости поставленных задач во введённых пространствах. На
более сложные уравнения и области в этом направлении результаты
обобщались в работах [307–311].
Отдельно выделим теорию ОП, построенную для дифференци-
альных операторов гипербесселева типа высоких порядков. Основ-
ные результаты по данной тематике получены чл.–корр. Болгарской
национальной АН И.Х.Димовски и его учениками. Многочисленные
приложения получили ОП Сонина–Димовски и Пуассона–Димовски.
6. Сингулярные псевдодифференциальные операторы.
Подобные ПДО, связанные с оператором Бесселя, были определены
и изучены В. В. Катраховым и И. А. Киприяновым [312]. Р. Кэр-
рол посвятил этим ПДО Киприянова–Катрахова отдельную главу в
книге [5], существенно переработав изложение материала.
7. Задачи об убывании решений дифференциальных
уравнений.
Е. М. Ландисом была поставлена такая задача [313]: доказать,
что любое решение во всём пространстве уравнения ∆u − q(x)u = 0
при условиях |q(x)| 6 λ2, |u(x)| 6 A exp(−(λ + ε)|x|, λ > 0, ε > 0
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равно нулю. В работах [314–316] автором было дано частичное ре-
шение этой задачи для случаев радиально-симметричного или за-
висящего от одной переменной потенциалов, а также для некото-
рых ультрагиперболических уравнений. Решение основывалось на
использовании ОП со специальными оценками ядер прямых и обрат-
ных операторов для этого случая. Для общих потенциал ов утвер-
ждение задачи оказалось неверным, В. З. Мешковым был доказан
удивительный факт [317–318], что существуют решения со скоро-
стью убывания exp(|x|−4/3). Доказательства Мешкова потребовали
обобщения известных неравенств Карлемана и использовали мето-
ды теории чисел. Отметим, что по данным математического портала
www.mathnet.ru на статью Виктора Захаровича Мешкова ссылают-
ся в трёх работах, проиндексированных на этом портале. Зато одна
из ссылок — в статье выдающегося математика, лауреата премии
Филдса Жана Бургейна, другая — в совместной ста тье Бургейна и
Карлоса Кёнига, третья — в знаменитой работе В.И.Юдовича "один-
надцать великих проблем математической гидродинамики".
7. Применение ОП к доказательству вложений функцио-
нальных пространств.
В [226–227] ОП Бушмана–Эрдейи применены автором к дока-
зательству вложений и изометрий пространств И. А. Киприянова
[175–177] в весовые пространства С. Л. Соболева. При этом основ-
ную роль играют описанные выше оценки норм и свойство унитар-
ности. Подобные вопросы рассматривались также в [319–322]. От-
метим, что есть противоречия в формулировках окончательных ре-
зультатов между моими оценками и оценками из работы [321]. Это
некоторое время расстраивало меня, но потом удалось разобраться,
что в указанной работе контрпримеры строятся на функциях синуса,
про которые сказано, что они, разумеется, принадлежат простран-
ству пробных функций. Но пробные функции для уравнений с опера-
тором Бесселя всегда выбираются чётными. Поэтому, если считать
синус чётной функцией, то верны результаты из [321–322], а если
думать иначе, то мои.
8. ОП для дифференциально–разностных операторов.
В последнее время теория ОП для дифференциально–разностных
операторов в основном разрабатывалась для так называемого опера-
тора Дункла [323–333]. Этот оператор является в простейшем случае
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весовой суммой обычной производной и симметричной разности, а
в общем многомерном случае он связан с симметриями и группой
Кокстера. При определённых условиях оператор Дункла является
одной из неожиданных явных реализаций квадратного корня для
дифференциального оператора Бесселя. Построены явные формулы
для ОП типа Сонина и Пуассона и их обобщен ий, ООС, соответству-
ющих рядов и обобщённых почти–периодических функций. На мой
взгляд, часть этих результатов может быть выведена из результатов
монографии А. П. Хромова [40], если использовать хитрое строение
оператора Дункла. ОП для разностного уравнения Хилла изучаются
в [334–335]. Сейчас исследование различных вопросов для операто-
ра Дункла — это чрезвычайно интересная тема, которой посвящены
многочисленные работы. Эти результаты относятся к общей схеме
применения ОП для того случая, когда сплетаются дифференциаль-
ный и дифференциа льно–разностный операторы, а сам ОП является
интегральным или интегро–дифференциальным оператором.
9. ОП и свёртки.
Операторы дробного интегродифференцирования, обобщённого
сдвига (ООС), различные свёртки — все эти конструкции прямо или
опосредовано связаны с теорией ОП. Связи с дробным интегродиф-
ференцированием рассмотрены выше, ООС напрямую выражаются
через ОП по явным формулам и строятся по одной с ними схеме. Под
свёрткой в различных разделах математики понимаются похожие, но
несколько различающиеся конструкции. Классическая свёртка для
различных интегральных преобразований изучалась во многих ра-
ботах, наиболее общая теория построена в аботах В.А.Какичева и
его ученицы Л.Е.Бритвиной.
Несколько другая свёртка вводится для дифференциальных опе-
раторов. Эта теория развита в работах И.Димовски и его учеников,
в том числе Н.Божинова. Среди результатов получена так называ-
емая свёртка Димовски для второй производной, которая служит
основой для построения специального операционного исчисления. В
этой теории используются ОП, которые позволяют, зная свёртку для
одного дифференциального оператора и ОП, который сплетает его со
вторым дифференциальным оператором, сразу построить и свёртку
для второго дифференциального ператора. Свёртки типа Димовски
— это интересный раздел теории, который и уже имеет, и, по моему
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мнению, будет иметь в дальнейшем многочисленные важные прило-
жения.
В заключение просто отметим, что в монографиях Р. Кэррола [4–
6] подробно изложены приложения теории ОП в задачах теории веро-
ятностей и случайных процессов, линейном стохастическом оценива-
нии, фильтрации, стохастических случайных уравнениях, обратных
задачах геофизики и трансзвуковой газодинамики.
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12. Избранные задачи.
В заключение приведём несколько задач, решение которых по
мнению автора было бы существенным для теории операторов пре-
образования.
Задача 1. В теории ОП есть своя теорема Ферма. Это задача о
построении многомерных ОП, сплетающих стационарные операторы
Шрёдингера и Лапласа T (∆−q(x)) = ∆T . Есть оптимисты, верящие,
что эта задача решена, при этом они обычно ссылаются на работу
Л. Д. Фаддева [33]. Но чтение этой работы лучше начать с конца, где
честно написано, что ’... исследование должно быть проведено для
того, чтобы сделать строгими формальные рассуждения этой главы.
Имеющиеся в нашем распоряжении его варианты слишком громозд-
ки для того, чтобы их можно было помещать в настоящем обзоре.
Мы надеемся, что приведенная здесь формальная схема решения
многомерной обратной задачи рассеяния может стать стимулом для
некоторых читателей, которые разработают более адекватные анали-
тические модели для её оправдания’. Насколько мне известно, такой
одарённый читатель пока к сожалению так и не появился. Думаю,
что и в принципе перспектива построения таких ОП в обозримом ви-
де представляется туманной. Ведь их ядра должны удовлетворять
уже ультрагиперболическим уравнениям, методы исследований ко-
торых пока практически не разработаны. Думаю, что и множество
решений уравненияШрёдингера уж слишком разнородно и многооб-
разно, чтобы его можно было описать по существу единой формулой
по аналогии с уравнениями Штурма–Лиувилля.
Но самое обидное, что существование таких ОП доказано под
именем волновых операторов для всех разумных потенциалов! Не
удаётся только построить их в обозримом виде, например, как мно-
гомерные операторы Вольтерра.
Периодически появляются отдельные публикации, посвящённые
решению этой задачи в общем или частном случаях, автор затруд-
няется дать им адекватную оценку.
Задача 2. Обобщить результаты М. М. Маламуда из пункта 4,
заменив обычные производные степенями оператора Бесселя.
Задача 3. Исторически сложилось, что изучение ОП началось с
операторов второго порядка. Построить теорию ОП для операторов
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первого порядка, которая оказалась пропущена. Некоторые постро-
ения сделаны в [41] для ОП вида T (D − q) = DT .
Задача 4. Можно ли с помощью ОП вида T (D ± λ) = DT скон-
струировать ОП вида T (D2 − λ2) = D2T ? Тогда удалось бы по-
строить, в частности, теорию ОП Векуа–Эрдейи–Лаундеса из более
простых ’кирпичиков’. (Эта задача сложнее, чем кажется с перво-
го взгляда. Возможно, для её решения потребуется использование
гиперкомплексных чисел).
Задача 5. Применить к оценкам ядер ОП обобщения неравенств
Коши–Буняковского–Шварца и Янга, метод построения которых
разработан автором в [336–350].
Задача 6. Обобщить построения теории ОП, заменив обыч-
ные производные их q–аналогами. Упомянутые выше операторы
Дункла—это лишь первый небольшой шаг в данном направлении.
Задача 7. Изучить основные задачи для уравнения с дробным
оператором Бесселя (52). Для этого изучить асимптотику и распре-
деление нулей ядра резольвентного оператора (50).
Задача 8. Обобщить метод операторов преобразования на про-
стейшие уравнения, заданные на графах. При этом в качестве
исходных могут быть использованы результаты А.М.Боровских,
В.Л.Прядиева, О.М.Пенкина.
Задача 9. Обобщить метод операторов преобразования на про-
стейшие уравнения, заданные на стратифицированных множествах,
составленных из подмножеств разной размерности. При этом в каче-
стве исходных могут быть использованы результаты О.М.Пенкина.
Задача 10. Построить ОП для дифференциальных уравнений бес-
конечного порядка, хотя бы модельных с постоянными коэффициен-
тами. (Эта задача возникла у автора после прекрасной лекции проф.
Юрия Фёдоровича Коробейника летом 2010 года на конференции во
Владикавказе. Отметим, что за несколько дней до этой лекцииЮрий
Фёдорович отпраздновал свой 80–летний юбилей).
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