Saliency information allows us to determine which parts of an image or video frame attracts the focus of the observer and thus where distortions will be more obvious. Using this knowledge and saliency thresholds, we therefore combine the saliency information generated by a computational model and the features extracted from the H.264/AVC bitstream, and use the resulting saliency-weighted features in the design of a video quality metric with multi-way data analysis. We used two different multi-way methods, the two dimen sional principal component regression (2D-PCR) and multi-way par tial least squares regression (PLSR) in the design of a no-reference video quality metric, where the different saliency levels are consid ered as an additional direction. Our results show that the considera tion of the the saliency information leads to more stable models with less parameters in the model and thus the prediction performance increases compared to metrics without saliency information for the same number of parameters.
INTRODUCTION
Objective video quality metrics are still in the focus on the research of video quality, as subjective video quality evaluation is often ex pensive and time-consuming. Obviously, a complete model of the human visual system (H VS) would be the best basis for such a video quality metric. Unfortunately the HVS is a rather complex system that has not been understood sufficiently enough to build such a model. Another design concept is a data driven approach to predict subjective video quality as presented in our previous contributions [1] and [2] , where we utilized two-dimensional principal component regression (2D-PCR) and multi-way partial least square regression (PLSR). These metrics are no-reference metrics that do not need the undistorted video and moreover include the temporal dimension of video without pooling into the video quality estimation process.
Although there is no general model of HVS, some aspects can be described very well, in particular the prediction of the human vi sual attention or saliency. This allows us to determine which parts of an image or video frame attracts the focus of the observer and thus where distortion will be more obvious. Hence, we can decide if fea tures are more or less relevant for the perceived quality, providing us an additional information source in the visual quality assessment. In this contribution, we consider the saliency information and its dif ferent levels as an additional direction in the data analysis, providing our model with information about the importance of extracted fea tures. As we aim at the design of applicable video quality metric, we use a computational saliency model instead of eye-tracking data, as eye-tracking data is usually only available for data from subjective 978-1-4799-0738-0/13/$31.00 ©20131EEE 188
testing, whereas the computational saliency model can be applied to any video sequence, especially in an automated video quality assess ment environment, where subjective testing is not feasible. In related work, Alers et al. have shown that there are significant differences in the saliency maps of still images, if the observers had to judge the quality compared to free viewing [3] . For videos, a sim ilar result was reported by Alers et al. in [4] , also confirmed by Le Meur et al. in [5] . But to exclude any of this influence, we chose a computational model for generating the saliency data. Some full ref erence metrics using saliency maps have been suggested so far, e.g. Engelke et al. [6] , Feng et al. [7] and You et al. [7] , supplemented by proposed no-reference metrics, e.g. Boujut et al. [8] and Zhu et al. [9] . All these metrics, however, generally apply some form of pooling for the saliency data either spatially or temporally in order to achieve a quality value for the whole video sequence. But pooling, either temporally or spatially may destroy some interdependencies and should thus be avoided.
This contribution is organized as follows: First we introduce the data sets and the feature extraction, before discussing the saliency information and how this information and the features are combined. After introducing the used data analysis methods, we present the results and conclude with a short summary.
VIDEOS, FEATURES AND SALIENCY
In this section, we briefly introduce the used data set and how both the features and the salience information is extracted from the video sequences in the used data set.
Data Set
For the design and evaluation of the proposed video quality metrics we used a subset of the TUM High Definition Video Datasets. This dataset was generated in the ITU-R BT.500 [10] compliant video quality evaluation laboratory at the Institute for Dataprocessing at the Technische Universitat Mlinchen. We used the 1080p50 subset of the data set, consisting of five scenes from the well-known SVT multi format test set encoded with the reference implementation of H.264/AVe encoder, JM version 17.1, at 50 frames/ sec. Each scene has a length of 10 sec. This corresponds to 500 frames for the scenes CrowdRun, TreeTilt, PrincessRun, DanceKiss and 491 frames for the scene FlagShool as shown in Fig. 1 . All scenes were encoded at four quality levels to cover a large range of per ceived quality, from bad to good visual quality. All in all, we have 20 different sequences with corresponding subjective visual quality as mean opinion scores (MOS) based on a discrete voting scale from o to 10. For more information we refer to [11] and the results of this dataset are also discussed in detail in [12] . 
Feature Extraction
In order to weight the features extracted from the H.264/AVC bit stream with the saliency information, we obviously need informa tion about the spatial location of the features in each video frame. Hence, we can not take the same approach as in [2] , where we ex tracted the features only for each frame, but not on a sub-frame scale. Nevertheless, we will use similar features as in [2] , but in contrast to [2] we do not pool them on a frame level. Using the modified H.264/AVC decoder from the Video Coding Expert Group (VQEG) [13] , we are able to extract features from the H.264/AVC bitstream on a macro block level with exact knowledge of their spatial position in the frame. Thus we obtain one or more values for every macro block in the sequence for the following features:
• Quantization parameter (QP) with possible values 0 -51
• Motion vector one value for the absolute and one value for the difference vector, for each x and y direction
• Skip flag for blocks which are marked as skipped
• Block type possible types are I for intra and B or P for inter frame blocks In the feature extraction we do not consider submacro blocks sepa rately and therefore pool the motion vectors of each submacro block into the average motion vector of all motion vectors in a macroblock.
Thus we obtain a data tensor X' E lRy x x x t for every extracted fea ture, where x and y denote the spatial resolution in pixel and t de notes the temporal resolution in frames. For the QP and skip flag this feature tensor can be constructed straightforwardly: we obtain one tensor with all the QP values and a tensor with entries 0 or I for the skip flag, respectively. For the motion vectors we obtain four tensors, one tensor for each of vectors' direction at the given coordi nates. For the block type and block size we obtain one tensor with the entries 0 or 1 for each block type and block size, respectively.
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Saliency
The saliency information is based on a computational model pro posed by Harel et al. [14] . This model was selected, because it is well known and understood, while performing very well compared with the data gained in eye-tracking experiments. The model pro vides a biological plausible bottom-up visual saliency model, work ing in roughly three stages: firstly, it generates feature maps con cerning the intensity contrast, the mutual influence on the perception of the red/green and blue/yellow colour stimuli, and the local orien tation information. Then in steps two and three the features are ac tivated, normalized and combined, resulting in a saliency map. This saliency map has one entry for every pixel in every frame. Thus we can write this saliency map as a data tensor §.. E lRy x x x t where y and x represent the spatial resolution and t the temporal resolution of a sequence, where each entry of §.. is denoted as Sijk E [0; 1].
One advantage of using a computational model instead of data from an eye-tracking system is on the one hand the reproducibility for any desired videos, including videos not contained in a data set with eye tracking results, on the other hand the proposed no-reference metric is thus also applicable for unknown videos, even if no eye tracking data is available. For more details on this saliency model we refer to [14, 15, 16] . An example of the resulting saliency map is given for a frame from the scene TreeTilt in Fig. 2 : in Fig. 2a the frame is over lapped by a heat map and in Fig. 2b only the parts with a saliency value above 0.4 are shown.
COMBINING THE FEATURES WITH SALIENCY
After determining the saliency, we have one saliency weighting value for every pixel in the whole sequence, represented by §.. . Ad ditionally, we obtain for each of the fourteen H.264/AVC bitstream features a data tensor X' E lRy x x x t describing the spatial and temporal location of the corresponding feature values, where x, y and t represent the spatial and temporal resolution of the sequence.
Assuming ten saliency thresholds S E {O; 0.1; ... ; O.g}, we can obtain for every entry in the data tensor X' a new data tensor X With the ten salience thresholds and the fourteen three-way data tensors X, this leads to fourteen four-way data tensors X E m , y x x x t x s, one for each feature. In order to avoid an additional direction in the data analysis, we replace the temporal dimension in 20-PCR and PLSR by a direction describing the different saliency thresholds. Although data analysis methods for handling four-way data arrays exist, these methods have so far not received as much attention in literature as the special case of three-way arrays, already used and well understood in the context of video quality metrics. Hence, we decided to reduce the four-way array to a three-way array, by averaging all values from X for every feature over the temporal direction. Note, that the saliency itself has not been pooled, but only the features. For each of the S saliency thresholds, the m features are then averaged over all pixels in the saliency threshold, resulting in fourteen average feature values per saliency threshold, correspond-
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ing to the number of extracted features. This is repeated for each of the n video sequences. Thus we get one value per sequence, feature and threshold, resulting in a new feature tensor X E m , n xmx s for n sequences of the test set with m temporally pooled features and S saliency thresholds.
MULTI-WAY DATA ANALYSIS
In this section we briefly introduce the data analysis methods used to design the video quality metrics. For more information, we refer to [17, 18] .
2D-PCR
In [1] we presented an approach to the design of video quality metrics with two dimensional principal component regression (20-PCR). 20-PCR can be understood as an extension of the conven tional principal component regression (PCR) to multi-way data 1.
Based on a feature tensor X E m , n xmx s for the n video sequences in the training set we compute the average covariance matrix with
representing a measurement of the average temporal variation within X. Applying a PCA on X Cov by performing a singular value de composition (SVO) of X Cov as
we can then determine the scores array 'L E m,n x g x s of X with
The scores 'L"k of each slice X "k' representing the features for a given saliency threshold, are a projection of the slices X "k onto a subspace defined by the loadings P, that explain the average covari ance of all saliency thresholds best. Thus we expressed the original, saliency weighted features in X "k in terms of a new coordinate sys tem given by P. Note, however, that this coordinate system is only depending on the average covariance of the saliency thresholds, not on the variance within each saliency threshold. With the 9 largest
Eigenvalues of'L we extract a tensor 'L g with the first 9 lateral slices of'L. We then get the prediction weights 
Thus we gain the regression weights B for each saliency threshold with respect to the overall variation in all saliency thresholds. For a unknown sequence with the feature tensor Xu E lR 1 x m x s we are now able to predict the subjective video quality by
The vector fj E 1R.1 X S contains one value per saliency threshold and is then averaged to a scalar prediction value y.
PLSR
An alternative regression method is the multi-way partial least squares regression (PLSR) an mulit-way extension of the well known PLSR. It decomposes the feature tensor X E lR n x m x s into scores t representing the n video sequences in the training set and loading weights w m and wS, corresponding to the features and saliency, respectively. In comparison to the 2D-PCR, we decomposed the three-way tensor X directly into three components, one for each direction, whereas in the 2D-PCR although the regression was performed on the three-way array, the components were only extracted for a two way array represented by the average covariance matrix X Cov. Thus we preserve more of the information in the three-way array with the multi-way PLSR. Another advantage compared to the 2D-PCR is that not only the variance of X is explained but also the covariance of X with y. For the three way data array X we use the iterative trilinear PLSI algorithm shown in Algorithm 1. This algorithm decomposes X in its components w m and wS, with Z as the matrix with the entries n Zms = L YnXnms· i=l Algorithm 1: Trilinear PLSI [19] center X and y; Yo = y; Xo= X; 9 = 0; repeat
Determine w '; and w ; by SVD of Z;
Calculate tg; The score ti for each samples is computed with the PCs with m S tn = LLXnmsW;nWk' j=l k=l
Overall we obtain the weighting matrix B, which directly predicts the quality vector from a feature array X u of a unknown sequence similar to (7).
Preprocessing and Postprocessing
Both X and y are preprocessed by centering in order to remove the average of every feature. Firstly we center the training data X T with
for all s saliency thresholds. Unknown video sequences Xu are cen tered by subtracting the feature average from the training set l XT k .
Similarly, we center the vector Y containing the MOS with
In order to avoid quality scores outside the expected quality range, we perform a correction step to limit them to the expected range. Additionally, we use this nonlinear function also emulate the nonlinear voting behaviour of test participants in the upper and lower regions of the voting scale. We use a sigmoid function 
Cross Validation
In order to avoid misleading results due to over-fitting it is necessary to use different video sequences in training and validation. But as the number of different sequences in the available datasets is limited and has to be used as efficiently as possible, we performed a leave one-out cross validation. We always excluded all sequences with one specific content and obtained in this way five different training sets. The video sequences excluded in the training were then conse quently used to validate the model built without the excluded video sequences. 
RESULTS
The result in Fig. 4 shows that we achieve a good Pearson correla tion for the data with and without saliency. Similar prediction per formance was achieved by Keimel et al. in [1] with other data sets, but similar features. Keimel et al. used features on a slice level and features regarding the whole sequence. Hence, this confirms that features extracted on a macro block level are able to provide 192 similar information as features on a frame level with respect to the visual quality prediction. The second and probably more signifi cant result is that using saliency, we achieve the same correlation as without saliency, but with significantly less components for 20-PCR and PLSR. This provides mainly two advantages: its need less computational effort as we have to extract fewer components and it suggests a higher stability as less components are needed, by pro viding a more parsimonious model. The assumption is that the more components are needed, the more likely it is that most of the compo nents only describe the noise in the data and not any latent structures. Hence the prediction performance for completely unknown video se quences is likely to suffer more for models that need a higher num ber of components for acceptable prediction results. It can also be shown in general that (linear) models with fewer components and thus a more parsimonious model on average have a smaller predic tion error asymptotically [20] . The relationship between the number of components and the prediction performance is shown in Fig. 4 and Table 1 . Noticeably, the trilinear PLSR provides a more comprehen sive consideration of the saliency dimension compared to 20-PCR and needs less components than 20-PCR, confirming its theoretical advantage due to its better consideration of the three-way structure of the data. Using the saliency information, we achieve the best predic tion performance with only one and two components for PLSR and 20-PCR, respectively. For PLSR with 9 = 1 the resulting quality prediction is also shown in Fig. 5 .
Also it compares very well to the de-facto standard in visual quality assessment, the full-reference SSIM [21] as shown in Table 1 . Only with respect to the Spearman rank order correlation the predic tion performance of our approach is lower than for SSIM. Because of the lack of freely available saliency-based no-reference quality pre diction models, we were unfortunately not able to perform a compar ison to similar prediction models. Furthermore we need only about 2 % of the original amount of the input data due to the temporal pooling of the features and thresholding of the saliency. Using the saliency information the input data array is reduced in our case from X E lRn xmx500 to X E lRn xmx lO .
CONCLUSIONS
We combined saliency-weighed H.264/AVC bitstream features with multi-way data analysis methods to design video quality metrics. In stead of saliency gained in eye-tracking experiments, we used a com putational model for the saliency, allowing for the application of the designed metric in a real-life environment for any video sequences.
The results show that the inclusion of the saliency information leads to video quality models with increased stability due the use of less components. Additionally, we have shown that the H.264/AVC bitstream features extracted on a macroblock level delivers similar results to the features extracted on a frame or slice level.
In future work, we plan to examine this new approach for more and bigger data sets. Furthermore we intend to investigate the use of four-way data analysis methods in order to avoid the temporal pooling.
