A review of the recent works on the periodic multi-soliton solutions of the KdV equation is given. Connection with the theory of the abelian integrals is emphasized. Discrete analogue is also discussed leading to the exact solutions of the periodic Toda lattice. § 1. Introduction
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The relation between the KdV equation and the Sturm-Liouville equation (or one dimensional Schrodinger equation) becomes well understood after the works of Gardner, Greene, Kruskal and Miura (GG KM)ll and Lax. 2 > On employing the inverse scattering theory, GG KM have found that the multi-soliton solutions, the proper generalization of the classical solitary wave solutions, can be constructed from the reflectionless potentials.
After the work of Novikov 3 > it is established that the periodic analogue of the multi-soliton solutions is connected with the potentials which have finite number of gaps in the spectrum. An explicit realization of these potentials and associated solutions of the KdV equation is given by Dubrovin 4 l and Its-Matveev. 5 l Their method is based on the theory ·of the abelian integrals and goes back to Akhiezer. 6 l The present authors 7 > develop a discrete analogue of the construction of Dubrovin and Its-Matveev. To give a review of these works is the purpose of the present paper.
As an independent line of development, Lax 8 > and then McKeanMoerbeke9l have studied the periodic problem for the Sturm-Liouville equation and the KdV equation starting from the earlier work of Hochstadt 10 l and employing the Hamiltonian formalism for the higher order KdV equations. The relation with the theory of the abelian integrals is also indicated in Ref. 11) .
In §2 we describe generalities on the spectral properties of the SturmLiouville equation with periodic potential. The potentials with finite number (say g) of gaps in the spectrum are studied.
In §3 a hyperelliptic Riemann surface of genus g is introduced so that the Bloch eigenfunction is single-valued function on the surface. Then 9-gap potential is represented as a straight line on the associated Jacobian variety.
In §4 Jacobi's inversion problem is described and the 9-gap potentials are written in terms of the Riemann theta functions in g variables. The solutions of the KdV equation in that class of potentials are also described in §5.
Sections 6 and 7 are concerned with a discrete analogue of the theory and we indicate exact solutions of the periodic Toda lattice. § 2. Sturm-Liouville equation with periodic potential Let u(x) be a real-valued continuous function defined on the reaL line and consider the differential equation
A solution of (2·1) can be characterized as the solution of the integral equation
Let u(x) be a periodic function with the period T. Let f(x) and 9(x) be a basis of the space of soultions of (2·1). As f(x+ T) and g(x+ T) are also solutions of (2·1 ), we can find a 2 X 2 matrix M such that
holds. The matrix M is called the monodromy matrix. If we take another basis, we obtain the monodromy matrix which is similar to M. So det M and tr M (the sum of the diagonal elements) are independent of the choice of the fundamental system of solutions. Let m be an eigenvalue of M:
and '( vv v2) be an eigenvector belonging to m:
Then the solution satisfies
cf>(x+ T)=mcf>(x).
We take the solutions f, fJ of (2·1) determined by the initial conditions In consequence, the denominator of XR• x1 never vanish for ILl(,\) I< 2.
So the formal calculation leading to (2·8) is justified.
We have the following Weierstrass canonical product formula:
In the following we consider the case when finite zones of instability I 1 degenerate to points except exactly lJ of them. We call such potential Then by (2·8) and (2·11), we have the expression for cp:
Putting (2·12) into (2·1) and rearranging terms, we have the relation:
Comparing the coefficients of ,\ 211 in (2·13), we have an expression for the 9-zone potential: sheet of S whose coordinate is also A. Then (2·11) can be rewritten as
From this formula we have the following result: cf>(x, x 0 , A) has exactly g zeros on S whose projection are p.Jx) and g poles whose projection are p.Jx0).
They are of first order.
We denote these zeros by p.Jx) as point on S (so p.Jx)* are not zeros of cf>).
Next we derive a system of differential equations for p.Jx). As
has not pole at p.Jx)*, its denominator should be zero at p.Jx)*:
Noting where the multiplication is extended over k= 1, 2,···, g, except k=j (analogous notation is also used for the summation), we get a system of differential equations for p.Jx):
To integrate this system of differential equations, we need the results from the theory of the abelian integrals. 1 3> Consider a compact Riemann surface S of the genus g and take canonical cuts a" {3 1 , j = 1, · · ·, g. The space of differentials of the first kind (holomorphic 1-form) is a g dimensional complex vector space. Let !f!tt ···, ,P 11 be a basis of the space. Then it is known that the matrix CJ a• if!J) is non-singular.
We normalize rp 1 so that this matrix is the identity matrix.
Put
Then Tg=(TJt) is symmetric and its imaginary part lm Tg is positive definite matrix.
Denote by r the lattice of C 9 generated by the columns of the period matrix(l 9 T 9 ). Then Tis a discrete subgroup ofC 9 andj=C 9 /Tis compact.
The complex torus J is called the ] acobian variety of the Riemann surface S. Each element of the space of differentials of the first kind is expressed as (3·2)
Denote by CJt the coefficients of expression (3·2) for the normalized basis rp 1 .
We now apply the general construction described above to the divisor ~-t 1 (x)-··~-tg(x) consisting zeros of c/>(x, x 0 , .\) and put
where I-to is a fixed point on S.
Differentiating with respect to x, we get
Inserting (3·1), we have
To simplify the right-hand side we recall Lagrange's interpolation formula: 
Therefore the divisor ~-t1(x)"·~-tg(x) gives a solution of the Jacobi's inversion problem (3·6).
As the potential has period T, we have a natural restriction (3·7) 
. Jacobi's inversion problem
In this section we first give the solution of Jacobi's inversion problem by the Riemann theta functions. Then we give an explicit formula for the f}-gap potentials due to I ts-Matveev. 5 
>
Define the Riemann theta function by the right-hand side converges absolutely in cu and expresses there an entire function. It has obvious transformation properties:
Put

j(P)=B(w(P)-c),
This is a multi-valued function on S and depends on the path of integration connecting P 0 and P. However, by the formulas (4·1), whether it has zero or not does not depend on the path. By the residue calculus on the simply con- does not vanish identically in P, the solution of Jacobi's inversion problem is given by the zeros of this function. Now we return to the hyperelliptic case and denote by 'A(P) the projection of P on the complex plane. In this case non-vanishing of the theta function is simply characterized as: Let P 1> • • ·, P 11 be any points on S and
Then f(P)=B(w(P)-c+K) does not vanish identically in P if and only if
'A(P 1 )=/='A(P~c) for j=f=k. Ifj(P) does not vanish,j(P) has exactly g-zeros Pl> ···, P 11 • Also by the residue calculus, we have
The left-hand side is equal to and we have
We calculate the second term of the right-hand side. At P= oo t=A.-112 1s a local parameter and we have Thus we obtain
l..(d/dt) log O(w(P)-c+K)
Since D 1 log O(w(P)-c+K) is holomorphic at t=O, we have
Combining these formulas, we have Now we apply the formula (4·2) to the divisor p. 1 (x)···p. 11 (x) for which the condition for the non-vanishing of the theta function is clearly satisfied. Using (2·14) and (4·2), we have the expression for a g-zone potential by the theta function: Suppose that we have a solution u=u(x, t) of (5·1) which is smooth in x and t. Differentiating Ls="As, s=s(x, x 0 , "At) with respect to t and inserting (5·1), we have
L(S-As)="A(S-As),
where the dot denotes o/ot. So we have
where a, fJ do not depend on x. We show that the discriminant LI("A) does not depend on t. In fact we write (5·2) and the similar formula for c as
where Tis a 2 X 2 matrix which does not depend on x. Differentiating (2·3) with respect to t, inserting (5·3) and rearranging, we get To obtain a system of differential equations for them, we modify (5·2). Noting
dM /dt=[M, T).
Therefore M(t) is similar to M(O) and LI("A)=tr
As=2(u+2"A)s'-us,
we have
Constants a, fJ are easily determined as
Putting x=x 0 + T, we have
Noting is independent oft, inserting into (5·4) and putting A=p..j(x0), we have Noting (2·7), (2·14), the right-hand side is equal to
Using the formula which precedes (3·1) and rearranging terms, we have
Differentiating abelian integrals with respect to t and inserting (5·5), we have
Comparing the coefficients of x"-1 for f(x) =xm in (3·4), we have (5·6) By (3·5) and (5·6), we have Therefore in (4·3) the vector dis replaced by
leading to the expression of the periodic multi-soliton solutions.
Matveev15) proves that this expression actually satisfies the KdV equation. § 6. Discrete Sturm-Liouville equation with periodic coefficients
In this section we describe the spectral properties of the discrete SturmLiouville equation with periodic coefficients. We consider the eigenvalue problem Lu=Au, (Lu) (n) =a11u(n+ 1)+b11u(n)+a11_ 1u(n-1) ,
We define a fundamental system of solutions of (6·1), y(n, A) and z(n, A), [y(n, A)]
Noting that det M is an analogue of wronskian, we have det M=l.
We also consider the translated system in which the coefficients an, b 11 are replaced by a11+k, bn+k· Denote 
By the direct calculation using (6·3), (6·4), we have
In what follows among roots of (6·5) simple roots play important roles. Assuming their number to be 2g+2 and changing the numbering, we denote simple roots by ,\1 < ,\2 < ... < ,\2U+2
(6·10) and double roots by ..\ 21 +I=A. 2 .1+ 2 (j=g+1, ···, N-1). We also change the numbering for p. 1 (k) so that the relations hold. We next study the dependence of p. 1 (n) on n. We denote the normalized basis of the abelian differentails of the first kind by k=1, ... , g. Using these expressions we have 
From these formulas, follows, i.e., .\ 1 are independent of t. In the formula for bn dependency on t comes only through p, 1 (0). We also note that the right-hand side being determined by the initial conditions. Formulas for an(t), P n(t), Qn(t) are obtained as direct consequences of this formula.
