This paper presents a method to construct information granules that provide a relevant description of experimental observations and, at the same time, are represented in a compact and semantically sound form. The method works by first granulating data through a fuzzy clustering algorithm, and then representing granules in form of fuzzy sets. Specifically, an optimal Gaussian functional form for the membership functions is derived by solving a constrained optimization problem on the membership values of the partition matrix returned by the clustering algorithm. The granules represented with Gaussian functional forms can be used to build a fuzzy inference system that performs inferences on the working environment.
Introduction
Granular Computing (GC) is an emerging paradigm of information processing that deals with discovering, representing and processing pieces of information, called information granules [1] , [2] , [3] . Information granules are generally defined as agglomerates of data, arranged together due to their similarity, functional adjacency, indistinguishability, coherence or alike [4] .
They are the building blocks for information abstraction, since information granules highlight high-level properties and relationships about an universe of discourse, whereas they hide useless low-level details pertinent to single data.
There are a number of formal frameworks in which information granules are built. Fuzzy sets theory is commonly used, because of its closeness with human perception and reasoning. In this framework, information granules are represented in terms of fuzzy sets (typically multi-dimensional) that can be associated to some real-world concept, for which a clear boundary is not definable.
The construction of fuzzy information granules can be carried out by means of fuzzy clustering on numerical observations. Many fuzzy clustering algorithms return a set of prototypes and a partition matrix that contains the membership values of each observation to each cluster [5] . Such partition matrix needs large memory requirements, since its space complexity is linear in the number of observations and in the number of clusters. Moreover, the partition matrix does not convey any direct information about fuzzy memberships on the entire universe of discourse, since a column of the partition matrix delineates a fuzzy set defined only on the available observations. For these reasons, often only prototype information is used to define the fuzzy granules, while the partition matrix is partially or totally ignored.
The problem of constructing membership functions of the information granules (fuzzy sets) that can provide a sound, comprehensible and relevant description of experimental data is very crucial in any information granulation process. When Gaussian membership functions are used, the choice of their widths must be addressed. Indeed, while the centers of the Gaussian functions can coincide with the prototypes calculated by the clustering algorithm, there is no analytical way to define their widths if the partition matrix is ignored. Often, heuristic techniques are applied to define the Gaussian widths [6] , but most of them require the introduction of some user-defined parameters and do not exploit all the information about the fuzzy clusters discovered by the clustering algorithm. Also, the widths are frequently chosen by trial-and-error, and strict assumptions are formulated to simplify the search (e.g. isotropic membership functions with equal widths in all dimensions). The consequence is a large waste of time that sums up with unexploited useful information provided by the clustering algorithm.
A method to induce fuzzy information granules from data and to represent In the proposed approach, any fuzzy clustering algorithm that returns a set of prototypes and the corresponding partition matrix can be adopted. Also, the approach does not require trial-and-error procedures or strong constraints, such as imposing the same width for all the granules (i.e. isotropic Gaussian functions).
Information granules derived by the proposed method can be used as they are or they can be further integrated in a fuzzy inference system to perform descriptive modeling of the working environment [7] . In the latter case, a fuzzy descriptive model is obtained, that can describe experimental data in the language of well-defined, semantically sound and user-oriented information granules. Both cases are addressed in the paper.
The paper is organized as follows. In Section 2, the proposed method for representation of information granules induced by fuzzy clustering is introduced.
In particular, a Gaussian representation is derived by solving a constrained quadratic programming problem. In Section 3, a Fuzzy Inference System (FIS) for descriptive modeling is presented, as an inference framework in which the derived fuzzy information granules can be applied. In Section 4, a real-world information granulation problem is considered to validate the proposed method.
Also, the section includes the development of a descriptive fuzzy model for MPG (miles per Gallon) prediction benchmark. Finally, the paper ends with some conclusive remarks.
A Method to Represent Information Granules Induced by Fuzzy

Clustering
In this section we describe the proposed method to derive Gaussian representations of information granules induced by fuzzy clustering.
A fuzzy clustering algorithm can be described as a function that accepts a set of observations and returns a set of prototypes together with a partition matrix. , , , ,
where:
is the matrix of all prototypes (one for each column), and:
, , ,
is the partition matrix, that contains the membership value of each observation to each cluster.
Given the result of a fuzzy clustering algorithm, the objective of our method is to find a set of Gaussian representations of the discovered clusters, corresponding to the following functional form:
where is the center and C is the inverse of the width matrix. Matrix C should be symmetric positive definite (s.p.d.) in order to have a convex shape centered on of the function graph. Nevertheless, to achieve transparency of the resulting granule, the membership function should be projected onto each axis without any loss of information. This can be attained if the amplitude matrix has non-zero elements only in its principal diagonal. Indeed, if C is a diagonal matrix, that is:
then the fuzzy granule can be represented as product of independent scalar exponential functions:
The problem of finding membership parameters can be decomposed into c independent sub-problems that find the best representation for each cluster discovered by the clustering algorithm. Hence, in the following we concentrate on a single cluster and we will drop the cluster index j when unnecessary.
Generally, there is no an exact solution to the problem, i.e. there is not a pair ,C ω such that:
and: : 0
In order to choose the "best" Gaussian representation, some error function has to be defined. Because of the nonlinearity of the equations in (8), it is not possible to apply general linear systems theory. On the other hand, the equation system in (8) is equivalent to the following:
The system (9) can be rewritten as:
ˆ: l o g ,
where the center of the Gaussian membership function is put equal to the cluster prototype:
and the following change of variables is done:
By imposing C to be positive diagonal, the system can be further simplified as:
The equations in (13) form a constrained linear system; generally, it has not an exact solution, so a constrained least squared error minimization problem can be formulated as follows:
If the following matrix is defined:
then, excluding the constant terms, the problem (14) can be reformulated as: 
The problem can be solved with classical constrained quadratic programming techniques. Usually, quadratic programming algorithms only accept constraints in the form:
In this case, it is useful to express the constraints of the objective function in the form: In order to analyze the optimal solution of (14) with respect to the original problem setting (8) , it is useful to rewrite the objective function f as:
which is the mean squared log-ratio between the Gaussian membership -10 -approximation and the actual membership value assigned by the clustering algorithm. The squared log-ratio is a concave positive function with global minimum in 1 with value 0. By expanding the Taylor series of the squared logratio with center in 1, it is possible to observe that in a sufficiently small neighbor of point 1, the function is equal to:
In such neighborhood, the following approximation can be done:
This implies that:
As a consequence, if the objective function assumes small values, the resulting Gaussian membership function approximates the partition matrix with a small Mean Squared Error. This property validates the proposed approach.
The space complexity of the derived representation is O(nc), while the memory required for storing the partition matrix is O((m+n)c). In this sense, our approach leads to a compact representation of fuzzy granules.
Furthermore, the membership function estimation method is quite general and does not depend on the specific fuzzy clustering algorithm adopted. In the simulations presented in this work, we use the well-known Fuzzy C-Means (FCM) [5] as basic clustering algorithm, but any other clustering scheme that provides a set of prototypes and a partition matrix can be employed.
Integration of Information Granules in a Fuzzy Inference Model
Information granules represented through the above described method can be properly employed as building blocks of a Fuzzy Inference System that can be used to perform inference on a working environment. This is aimed at the characterization of both the descriptive and predictive capability of the model determined on the basis of the identified fuzzy granules.
Here, we consider a Takagi-Sugeno (TS) fuzzy model [10] 
where denotes a multi-dimensional fuzzy granule on the input domain, a are the parameters of the local linear model, and is the accuracy-belief of the i-th rule. Here, we set (i.e. equal belief for all rules) for sake of simplicity and we will ignore it in the subsequent observations. is is AND AND is
where the membership function of each univariate fuzzy set is in the form: 
The model output is linear with respect to linear coefficients and , for each ; hence such coefficients can be estimated by a least-square technique when a set of input-output data
The integration of fuzzy granules in a TS fuzzy inference model is useful to obtain a fuzzy descriptive model, that can describe experimental data in the language of well-defined, semantically sound and user-oriented information granules.
Application examples
In order to examine the performance of the proposed granule representation method, two different examples are presented in this section. The first example concerns an information granulation problem and aims to compare the information granules generated by the proposed method with those discovered by the well-known Fuzzy C-Means algorithm. The second example considered is the MPG (miles per gallon) prediction problem, which is a benchmark from the literature. This simulation is performed to verify how much fuzzy granules identified from data through the proposed method are useful in providing good mapping properties when employed as building blocks of fuzzy rules-based models.
A Fuzzy information granulation example
As an information granulation problem, we have chosen the North East dataset (Fig. I) , containing 123,593 postal addresses (represented as points), which represent three metropolitan areas (New York, Philadelphia and Boston) [8] .
The dataset can be grouped into three clusters, with a lot of noise, in the form of uniformly distributed rural areas and smaller population centers.
We have used FCM to generate three fuzzy clusters from the dataset.
Successively, the prototype vector and the partition matrix returned by FCM -14 - were used by the proposed method to obtain a Gaussian representation of the three clusters. For FCM and quadratic programming, the MATLAB® R11.1 Fuzzy toolbox and Optimization toolbox have been used respectively.
Centers and widths of the derived Gaussian functions are reported in Table I . 
The low values of MSE for each granule, demonstrate how well the resulting Gaussian membership functions approximate the partition matrix of FCM.
In order to evaluate quantitatively the derived Gaussian information granules, the Xie-Beni index has been used as compactness and separation validity measure [9] . Such measure is defined as: In other words, the Xie-Beni index for the FCM clusters has been directly computed on the partition matrix returned by the clustering algorithm. representation of the granules. Indeed, each Gaussian granule is fully described only with a prototype vector and a diagonal width matrix. As a consequence, once granules have been represented by Gaussian functions, the partition matrix can be discarded, thus saving a large amount of memory. 
A prediction example
The previous case study shows that an efficient and compact representation of information granules can be obtained by the proposed method. However, the real advantage of the granulation method, i.e. transparency, was not shown. This will be done through the following problem.
A fuzzy model for the prediction of the fuel consumption of an automobile has been constructed as proposed in section 3 on the basis of the data provided in the Automobile MPG dataset, available in [11] . The original dataset has been cleaned, by removing all examples with missing values and excluding the attributes in discrete domains, which is common with other studies. The resulting dataset consists of 392 samples described by the following attributes: 1) displacement; 2) horsepower; 3) weight; 4) acceleration; 5) model year. The dataset has been randomly split in two halves equal size (196 samples): a training set, used to perform granulation and to build the fuzzy inference model, and a test set, used to evaluate the performance of the derived fuzzy model.
In our simulation, a 10-fold cross validation was carried out, i.e. ten different splitting of the dataset were considered, in order to attain statistically significant results.
For each fold, we have used FCM to generate two fuzzy clusters from the training data. Successively, the prototype vector and the partition matrix returned by FCM were used by the proposed method to obtain a Gaussian representation of the two clusters. Moreover, the clustering process has been repeated ten times, for each fold, with different initial settings of FCM. This leads to 100 different granulations of the data in total.
Then, using the information granules resulting from each granulation process, a TS model with two rules has been built as described in section 3. The prediction ability of the identified fuzzy models has been evaluated both on the training set and the test set in terms of root mean squared error (RMSE): 
Results of such experiments are summarized in Table III For a further comparison, fuzzy models with only two input variables, namely the Weight and the Year, as suggested in [15] , were also identified with two and four rules. In Table IV we report the RMSE on training and test data averaged on the 100 runs of 10-fold CV using 10 different partitions of the dataset into 10 subsets. Also, the table shows the results reported in [14] for fuzzy models with the same number of rules and inputs obtained by the Matlab fuzzy toolbox (ANFIS model [12] ), the fuzzy model identification toolbox FMID [13] and the method EM-NI proposed in [14] . Again, it should be noted that only our results were obtained from 10-fold cross validation, while results of other methods were produced from a single run on a random partition of the data, thus providing a less feasible estimate of the prediction accuracy.
Therefore, results given in Tab. IV are only roughly comparable. Moreover, These fuzzy information granules can be easily projected onto each axis, yielding interpretable univariate fuzzy sets defined on each input feature, as depicted in figs. VII and VIII. As it can be seen, for each variable, the two fuzzy sets are represented by very distinct membership functions that turn out to be nicely interpretable. As a consequence, each univariate fuzzy set can be easily associated to a semantically sound symbol, such as "Light", "Heavy", "Old", "New". Such linguistic labels can be used in the formulation of fuzzy rules, as those reported in fig. VIII .
Based on this simulation, we can conclude that the proposed approach is capable of obtaining good results in terms of descriptive modeling, that are a prerequisite to efficient predictive fuzzy modeling.
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Conclusions
In this paper, we have presented a method to derive a Gaussian representation of information granules by solving a constrained quadratic programming problem. The method fully exploits all the information returned by the fuzzy clustering algorithm used to extract granules from data, without requiring hyper-parameters to be specified or stringent assumptions to be formulated. The derived granules have good features in terms of fine approximation and compact representation, providing a sound a comprehensible description of the experimental data. Moreover, they are very robust against noise, as application of the method to real-world examples showed. Finally, the information granules derived by the proposed approach can be usefully integrated in most inference systems to perform fuzzy reasoning about the working environment, as showed in the prediction problem, for which TakagiSugeno fuzzy inference systems are built. The given examples highlight that the proposed approach can be an effective technique for information granulation, providing fuzzy granules represented in a compact and efficient way. Also, simulation results confirm the essential feature of the proposed method, that is the ability to produce information granules that are also interpretable since they are expressed in terms of well distinct fuzzy sets. On the overall, the reported results indicate that our approach is a valid tool to automatically extract fuzzy granules from data providing a good balance between efficiency and readability.
