Abstract. The law of large numbers for the empirical density for the pairs of uniformly distributed integers with a given greatest common divisor is a classic result in number theory. In this paper, we study the large deviations of the empirical density. We will also obtain a sharp rate of convergence to the normal distribution for the central limit theorem. Some generalizations are provided.
Introduction
Let X 1 , . . . , X n be the random variables uniformly distributed on {1, 2 . . . , n}. It is well known that (1.1) 1 n 2 1≤i,j≤n
The intuition is the following. If the law of large numbers holds, the limit is P(gcd(X 1 , X 2 ) = ℓ). Let X 1 , X 2 ∈ C ℓ := {ℓn : n ∈ N} that happens with probability 1 ℓ 2 as n → ∞. Observe that (1.2) {gcd(X 1 , X 2 ) = ℓ} = {X 1 , X 2 ∈ C ℓ , gcd(X 1 /ℓ, X 2 /ℓ) = 1}, where {X 1 , X 2 ∈ C ℓ } and {gcd(X 1 /ℓ, X 2 /ℓ) = 1} are asymptotically independent. Therefore, we get (1.1) by noticing that
. On the other hand, two independent uniformly chosen integers are coprime if and only if they do not have a common prime factor. For any prime number p, the probability that a uniformly random integer is divisible by p is 1 p as n goes to infinity. Hence, we get an alternative formula, (1.3) 1 n 2 1≤i,j≤n
where ζ(·) is the Riemann zeta function and throughout this paper P denotes the set of all the prime numbers in an increasing order. The fact that P(gcd(X i , X j )) → common divisors, we refer to Cesàro [3] , [4] , Cohen [5] , Diaconis and Erdős [7] and Fernández and Fernández [9] , [10] . Since the law of large numbers result is well-known, it is natural to study the fluctuations, i.e. central limit theorem and the probabilities of rare events, i.e. large deviations. The central limit theorem was recently obtained in Fernández and Fernández [9] and we will provide the sharp rate of convergence to normal distribution. The large deviations result is the main contribution of this paper and the proofs are considerably more involved.
For the readers who are interested in the probabilistic methods in number theory, we refer to the books by Elliott [8] and Tenenbaum [12] .
The paper is organized in the following way. In Section 2, we state the main results, i.e. the central limit theorem and the convergence rate to the Gaussian distribution and the large deviation principle for the empirical density. The proofs for large deviation principle are given in Section 3, and the proofs for the central limit theorem are given in Section 4.
Main Results

Central Limit Theorem.
In this section, we will show a central limit theorem and obtain the sharp rate of convergence to the normal distribution. The method we will use is based on a result by Baldi et al. [1] for Stein's method for central limit theorems. Before we proceed, let us define the Kolmogorov-Smirnov distance d KS as
where X 1 and X 2 are two random variables with cumulative distribution function F 1 (x) and F 2 (x), respectively. Then, we have the following result.
Theorem 1. Let Z be a standard normal distribution with mean 0 and variance 1, and let ℓ ∈ N .
where C > 0 is a universal constant and
2.2. Large Deviation Principle. In this section, we are interested to study the following probability,
Indeed, later we will see that,
where H(A) = 0 if
π 2 / ∈ A, i.e. this probability decays exponentially fast as n → ∞ if the empirical mean deviates aways from the ergodic mean. This phenomenon is called large deviations in probability theory.
Before we proceed, let us introduce the formal definition of large deviations. A sequence (P n ) n∈N of probability measures on a topological space X satisfies the large deviation principle with rate function I : X → R if I is non-negative, lower semicontinuous and for any measurable set A,
Here, A o is the interior of A and A is its closure. We refer to Dembo and Zeitouni [6] or Varadhan [13] for general background of large deviations and the applications.
For the moment, let us concentrate on I 1 (x), the case in which we consider the number of coprime pairs. Let S := (s i ) i∈N be a sequence of numbers on [0, 1]. We define the probability measure ν S k on [0, 1], for k ∈ N, as follows.
where b = 0.b 1 b 2 . . . is the binary expansion of b. As for the binary expansion of b, we always take the finite expansion, whenever there are more than one representation. However, that does not have any effect on our problem, since the set of such numbers is countable and has measure zero under ν S k , for any k ∈ N. Now, if we draw a random variable U k according to the measure ν S k and consider the first k digits in the binary expansion of U k , they are distributed as k Bernoulli random variables with parameters (s i ) k i=1 . It is easy to see that a measure ν S exists as a weak limit of ν S k and let ν S be its weak limit. For example, if s i = 1 2 , for i ∈ N, then ν S is simply the Lebesgue measure on [0, 1]. Let (p i ) i∈N be the members of P in the increasing order. From now on, we work with ν k and ν, for which the s i is 1 pi , or (2.8) ν = ν P , where P := 1 p i i∈N .
In addition, for a ∈ [0, 1] and i ∈ N, we define (2.9) χ i (a) = the ith digit in the binary expansion of a.
We also define f :
In other words, f (x, y) is 1 if x and y do not share a common 1 at the same place in their binary expansions and f is 0 otherwise. Now, we are ready to state our main result.
Theorem 2. Recall that random variables X i , . . . , X n , are distributed uniformly on {1, 2 . . . , n}. The probability measures P 1 n 2 1≤i,j≤n 1 gcd(Xi,Xj )=1 ∈ · satisfy a large deviation principle with rate function (2.11)
where ν and f are defined in 2.8 and 2.10, respectively.
Let us get some intuition with (2.11), before we see our next result. For X ∈ N and p ∈ P, the indicator 1 p|X is 1 if p divides X, and 0 otherwise. We let a ∈ [0, 1] be a number such that χ i (a) = 1 pi|X , where p i is the ith prime in P and i ∈ N. In other words, the ith digit in the binary expansion of a shows whether X is divisible by p i or not. We also define (2.12) ψ :
Now, for integers X, Y ∈ N, gcd(X, Y ) is 1 if and only if, for every p ∈ P, p does not divide both X and Y . So, comparing this with the definition (2.10) of f , we get
Therefore, our problem is to show large deviation principle for probability measures
where X i , for 1 ≤ i ≤ n, are distributed uniformly on {1, 2 . . . , n}. We note that, for p, q ∈ P and as n goes to infinity, the probabilities for the events {p|X 1 }, {q|X 1 } and {pq|X 1 } approach to pq , respectively. Hence, as n goes to infinity, the underlying measure of ψ(X 1 ) looks more like ν. Although this is not precise, for large n, ψ(X 1 ) · · · ψ(X N ) are n i.i.d. random variables with measure ν. Thus, our hope is to use Sanov's theorem to obtain large deviation principle for random variables ψ(X i ), and then, we use the contraction principle with the map f to get the rate function (2.11).
There are a few issues on our way that need to be addressed, e.g. ψ(X i ) , for 1 ≤ i ≤ n, are not distributed as ν and the mapping f is not continuous at any point (to apply the contraction principle, the mapping is usually assumed to be continuous). We will come back to these obstacles in the proof section along with the statement of Sanov's theorem and the contraction principle.
We can also consider the following large deviation problem,
, where q i are distinct primes and β i are positive integers for 1 ≤ i ≤ m.
For a fixed ℓ, let p 1 , . . . , p k be the smallest k primes distinct from q 1 , . . . , q m . Any positive integer can be written as
k , where γ i and α j are non-negative integers. Any number on [0, 1] can be written as , then γ i = 2. We also have α j = 0 if an integer is not divisible by p j and 1 otherwise.
Restrict to the first m + k digits and define a probability measure ν k that takes values
Let ν be the weak limit of ν k . We get the following result. The proofs are similar to that of Theorem 2 and are omitted here.
Theorem 3. For ℓ > 1, the probability measures P 1 n 2 1≤i,j≤n 1 gcd(Xi,Xj )=ℓ ∈ · satisfy a large deviation principle with rate function
where f ℓ (x, y) = 1 if 0 never occurs in the first m digits in the expansions of x and y; and x and y do not share a common 1 or 2 in their expansions. Otherwise, f ℓ (x, y) = 0.
Remark 4.
It is interesting to observe that 6 π 2 is also the density of square-free integers. That is because an integer is square-free if and only if it is not divisible by p 2 for any prime number p. Therefore, we have the law of large numbers, i.e.
The central limit theorem is standard,
The large deviation principle also holds with rate function
Remark 5. One can also generalize the result to ask what it is the probability that if we uniformly randomly choose d numbers from {1, 2, . . . , n} their greatest common divisor is 1. It is not hard to see that
, as n → ∞.
It is also easy to see that
Therefore, we have the central limit theorem.
We also have the large deviation principle for P(
with the rate function
where ν is the same as in Theorem 2 and (2.29)
do not share a common 1 in their binary expansions 0 otherwise .
Proofs of Large Deviation Principle
The proof is the discussion that follows Theorem 2. In order to make that precise, we need to prove a series of lemmas and theorems of superexponential estimates. It is also worth mentioning that the proof of Theorem 3 is very close to that of Theorem 2 and we skip it.
Let us give the definitions of Y p , S(k 1 , k 2 ) andP that will be used repeatedly throughout this section.
Definition 6. For any prime number p, we define
Definition 8. We define a probability measureP under which X i are i.i.d. and P(X i is divisible by p) = 1 p for p ∈ P, p ≤ n and the events {X i divisible by p} and {X i divisible by q} are independent for distinct p, q ∈ P, p, q ≤ n.
Lemma 9. Let Y be a Binomial random variable distributed as B(α, n). For any λ ∈ R, let λ 1 := e λ . If 2αλ 2 1 < 1 and α < 1 2 , then, for sufficiently large n,
Proof. By the definition of Binomial distribution,
n .
Using Stirling's formula, for any n ∈ N,
Therefore, we have
To find the maximum of
it is sufficient to look at
The assumptions 2αλ Since logarithm is an increasing function, (3.8) and (3.9) imply that f ′ (x) < 0 for any x ≥ 2αλ 2 1 . Therefore, the maximum of f is attained at some x ≤ 2αλ 2 1 . In addition, since log(
is achieved at x = α, which is g(α) = 0. Hence,
which concludes the proof.
Theorem 10. For any k, n ∈ N sufficiently large and ǫ > 0,
Therefore, we have the following superexponential estimate,
Proof. Note that Y p = #{1 ≤ i ≤ n :X i is divisible by p}. And whetherX i is divisible by p is independent fromX i being divisible by q for distinct primes p and q. In other words, Y p are independent for distinct primes p ∈ P. By Chebyshev's inequality,
We choose k ∈ N large enough so that
Prime number theorem states that
where π(x) denotes the number of primes less than x. Therefore, |k < p ≤ n, p ∈ P| ≤ 2n log n for sufficiently large n. Together with (3.15), for sufficiently large n, we get Plugging (3.17) into (3.14), we get
We can choose λ = 1 4 log(ǫk) − 3 so that
and it does not violate with our earlier assumption that λ 1 < √ 2k for large k. Hence,
which yields the desired result.
Lemma 11. For k 1 , k 2 ∈ N sufficiently large,
Proof. The idea of the proof is to change the measure from P toP and apply Lemma 9. First, observe that F (X 1 , . . . , X n ) = p∈S(k1,k2) Y 2 p only depends on the events {X i ∈ E p1,...,p ℓ }, where i, ℓ ∈ {1, 2, . . . , n} and {p 1 , . . . , p ℓ } ⊂ S(k 1 , k 2 ) and
where Prime(x) := {q ∈ P : x is divisible by q}. We will show that the following uniform upper bound holds,
Before we proceed, let us show that (3.22) and Theorem 10 implies (3.20). Since X i 's are independent andX i 's are independent, (3.23)
Recall that F only depends on events
where we used Theorem 10 at the last step. Now, let us prove (3.22). First, let us give an upper bound for the numerator, that is,
where [x] denotes the largest integer less or equal to x and we used the simple fact that
x ≤ 1 for any positive x. As for the lower bound for the denominator, we havẽ
where we used the inequality that 1 − x ≥ e −2x for x ≤ 
Combining (3.25), (3.26) and (3.28), we have proved the upper bound in (3.22).
Lemma 12. Let p j , 1 ≤ j ≤ ℓ, ℓ ∈ N be the primes such that S(k 1 , k 2 ) = {p 1 , . . . , p ℓ } and
where m ∈ N. Then, there exists a coupling of vectors of random variables X i and X i for 1 ≤ i ≤ n, i.e. a measure µ with marginal distributions the same as X i and X i such that
Proof. The main ingredient of the proof is the Chinese Remainder Theorem which states that the set of equations
has a unique solution 1 ≤ x ≤ p 1 · · · p ℓ , where 0 ≤ a i < p i , i ∈ {1, 2, . . . , ℓ}. Hence, for each sequence of a i 's, the set of equations in (3.31) has exactly m solutions for 1 ≤ x ≤ mp 1 · · · p ℓ . We denote these solutions by R i (a 1 , . . . , a ℓ ) for i ∈ {1, 2, . . . , m}. Given X i uniformly distributed on {1, 2, . . . , n}, we defineX i as follows. We generate Bernoulli random variables c j for 1 ≤ j ≤ ℓ, with parameters 1 pj and independent of each other. Now, define
where b j is 1 if X i is divisible by p j and 0 otherwise for 1 ≤ j ≤ ℓ. By the definition, if we condition on X i > mp 1 · · · p ℓ ,X i is the multiplication of p cj j and c j 's are independent. Now, conditional on X i ≤ mp 1 · · · p ℓ and let Prime(X i ) = {p ∈ P : X i is divisible by p}. Thus, for a vector
Therefore, we get
Let us define
By the definition of the coupling of − → X and − → X , we have P(g(X i ,X i ) = 1) ≤ 1 m since the event g(X i ,X i ) = 1 implies that X i > mp 1 · · · p ℓ which occurs with probability
Now, let us go back to prove the superexponential bound in (3.30). Observe that
Hence,
That is because if we change one of X i 's, the function f (X 1 , . . . , X n ) changes by at most k 2 (n + 1) ≤ 2k 2 n. Therefore,
Notice that #{i|g(X i ,X i ) = 1} = 
Theorem 13. For any ǫ > 0, we have the following superexponential estimates,
Proof. Let us write
where
ǫ . By Lemma 11, for the second and third terms in (3.43), we have
= 4 log log 120 ǫ + log log n + 4 − 5 log log log n = 4 log log 120 ǫ + 4 − log log log n, and similarly,
In addition, for the first term in (3.43), by Lemma 12, we get
= exp log(n) − 120 ǫ (log log n) 120 ǫ log log log n .
By Theorem 10,
Combining (3.44), (3.45), (3.46), (3.47) and (3.48), we get the desired result.
Finally, we are ready to prove Theorem 2.
Proof of Theorem 2. We let U i , for 1 ≤ i ≤ n, be i.i.d. random variables chosen from measure ν as in (2.8) . In addition, we define U k i , for k ∈ N, as the restriction of U i to its first k digits, i.e.
In large deviations theory, Sanov's theorem (see e.g. Dembo and Zeitouni [6] ) says that, for a sequence of i.i.d. random variables X 1 , X 2 , . . . , X n taking values in a Polish space X with common distribution α ∈ M(X), the space of probability measures on X equipped with weak topology, the probability measures P( A
We have
Hence the map µ → F k (µ) is continuous, i.e. for µ n → µ in the weak topology,
. In large deviations theory, the contraction principle (see e.g. Dembo and Zeitouni [6] ) says that if P n satisfies a large deviation principle on a Polish space X with rate function I(·) and F is a continuous mapping from X to another Polish space Y, then P n F −1 satisfies a large deviation principle on Y with a rate function J(·) given by J(y) = inf x:F (x)=y I(x).
Therefore, by the contraction principle, P(L n •F −1 k ∈ ·) satisfies a large deviation principle with good rate function (3.57)
Moreover, in Theorem 10, we proved that
for any δ > 0. In other words, the family {L n • F −1 k } are exponentially good approximation of {L n • F −1 }, see Definition 4.2.14 in Dembo and Zeitouni [6] . Now, by Theorem 4.2.16 in Dembo and Zeitouni [6] , P(L n • F −1 ∈ ·) satisfies a weak large deviation principle (for the definition of weak large deviation principle, we refer to page 7 of Dembo and Zeitouni [6] ) with the rate function (3.59)
Since the interval [0, 1] is compact, P(L n • F −1 ∈ ·) satisfies the full large deviation principle with good rate function I 1 (x) as above and it is easy to check that (3.60)
For any p ∈ P, let us recall that 
Next, notice that the difference between ( 
This implies that
Proofs of Central Limit Theorem
Proof of Theorem 1. Here, we prove our result for ℓ = 1. The proof for ℓ > 1 is the same that is skipped. Instead of summing over 1 ≤ i, j ≤ n, we only need to consider 1 ≤ i = j ≤ n. The reason is because if i = j, then gcd(X i , X i ) = 1 if and only if X i = 1 which occurs with probability and we can therefore concentrate on 1 ≤ i < j ≤ n.
Let us define a ij = 1 gcd(Xi,Xj )=1 for 1 ≤ i < j ≤ n. a ij have the same distribution and let α n be the mean of a 12 . Then, we have where β n := P (gcd(X i , X j ) = gcd(X i , X ℓ ) = 1).
Let p be a prime number andX 1 ,X 2 ,X 3 be three i.i.d. integer valued random variables so thatX 1 is divisible by p with probability It is easy to see that (4.7)
as n → ∞. We have n 2 pairs that {i, j} = {k, ℓ} and 3×2× n 3 pairs that |{i, j}∩{k, ℓ}| = 1. (We pick three numbers from 1 to n. Then we pick one of them to be duplicated, say i. Finally, we have two pairs as (i, j)(i, k) and (i, k)(i, j)). Thus as n → ∞. Now, our goal is to use the general theorem for random dependency graphs to prove that W = 1 σn (i,j)∈Iã ij converges to a standard normal random variable. We have a collection of dependent random variables (ã ij ) (i,j)∈I . We sayã ij and a kℓ are neighbors if they are dependent, i.e. {i, j} ∩ {k, ℓ} = ∅.
Let N (i, j) = {neighbors of (i, j)} ∪ {(i, j)}. Hence, N (i, j) has D = 2n − 5 elements. In addition, let Z be a standard normal random variable.
