The binomial distribution is a well known approximation to the distance spectra of many classes of codes. We derive a lower estimate for the deviation from the binomial approximation.
The binomial distribution is a well known approximation to the distance spectra of many classes of codes. For example, it is known to be tight for the weights of BCH codes (see, e.g. [7, x9.10] ). Several upper bounds for the error term of such approximation have been derived in [1, 2, 4, 8, 9] . These estimates show that provided the dual distance is large enough the spectrum of the code rapidly converges to the binomial distribution. How close can be the real distribution to the binomial one? In this paper we give a lower estimate for the deviation from the binomial approximation thus showing that it can not be too sharp. We also establish an identity relating the error terms to the dual spectrum of a code.
We start with the following auxiliary lemma [3] . The proof is presented for self-completeness. and we are done.
2
The binary Krawtchouk polynomial P n k (x) (of degree k in x) is dened by the following generating function:
(1)
When it does not lead to confusion n is omitted, i.e. P k (x) = P n k (x). The following values are of importance for us:
Let the distance distribution of a code C be B = (B 0 ; . . . ; B n ), and B 0 = (B 0 0 ; . . . ; B 0 n ) stand for the the dual spectrum, that is B 0 is determined by the MacWilliams transform of B:
The inverse is given by
Hence,
Quite often the rst term turns out to be dominating. Note also that B 0 
For constant t this estimate turns out to be asymptotically tight. This follows from results of [1, 4] where it was shown that 1 n lim n!1 log 2 jr i j
where H is the binary entropy function.
In what follows we will derive an identity relating the deviations to the dual distance distribution. This is achieved by rening some arguments due to I. Gashkov and V. Sidelnikov [1] .
We need (see, e.g. [6] ) the following properties of Krawtchouk polynomials (for integer i; j; l; k 2 [0; n]):
n X i=0 P l (i)P i (k) = lk 2 n ;
P i (j) = (01) i P i (n 0 j) = (01) j P n0i (j): 
