This paper proposes a new method for financial portfolio optimisation based on reducing simultaneous asset shocks across a portfolio of assets. We adopt the new semi-metrics of [James et al., 2019] to determine the distance between two time series' structural breaks. We build on the optimal portfolio theory of [Markowitz, 1952] , but utilize distance between asset structural breaks, rather than portfolio variance, as our penalty function. Our experiments are promising: on synthetic data, they indicate that our proposed method does indeed diversify among time series with highly similar structural breaks. On real data, experiments illustrate that our proposed optimisation method produces higher risk-adjusted returns than mean variance portfolio optimisation. The predictive distribution is superior in every measure, producing a higher mean, lower standard deviation and less kurtosis. The main implication for this method in portfolio management is reducing simultaneous asset shocks and potentially sharp associated drawdowns, during periods of highly similar structural breaks, such as a market crisis. arXiv:2001.09404v1 [q-fin.PM]
Introduction
Modern portfolio theory provides an optimisation framework for determining the optimal allocation of weights in an investment portfolio, by optimising a specific objective function. The idea was first introduced by [Markowitz, 1952] , and has progressed considerably since then.The fundamental contribution of Markowitz was the concept of diversification among stock portfolios, rather than analysing risk and return on an individual security basis. One of the most notable advancements was the work of William Sharpe in [Sharpe, 1966] , who proposed a measure of risk-adjusted returns in financial portfolios, the Sharpe Ratio. The Sharpe Ratio is an indication for the potential reward in any candidate investment based on the risk taken by the investor. The standard mathematical representation of the Sharpe ratio is the following optimisation problem: * nicholas.james@sydney.edu.au Given a collection of n assets, let R i be the historical returns for the ith asset in a collection, Σ be the matrix of historical covariances between stocks, R f the risk-free rate.
Denote weights of a portfolio by w i . We seek to maximise the Sharpe ratio:
under typical constraints include 0 ≤ w i ≤ 1, i = 1, ..., n and n i=1 w i = 1.
Overview of change point detection methods
Many domains in the physical and social sciences are interested in the identification of structural breaks in various types data. [Ranshous et al., 2015] and [Akoglu et al., 2014] recently provided an overview of anomaly detection methods within the context of network analysis, which can be used to identify relations among entities in high dimensional data. [Koutra et al., 2016] determine change points in dynamic networks via graph-based similarity measures.
In the more statistical literature, focussed on time series data, [Moreno and Neville, 2013] , [Bridges et al., 2015] and [Peel and Clauset, 2015] have developed change point models driven by hypothesis tests, where p-values allow scientists to quantify the confidence in their algorithm. Change point algorithms generally fall within statistical inference (namely, Bayesian) or hypothesis testing frameworks. Bayesian change point algorithms [Barry and Hartigan, 1993; Xuan and Murphy, 2007; Adams and Mackay, 2007] identify change point within a Bayesian framework, but suffer from hyperparameter sensitivity and do not provide statistical error bounds (p-values), often leading to a lack of reliability.
Within hypothesis testing, [Ross, 2015] outlines algorithmic developments in various change point models initially proposed by Hawkins, Qiu and Kang in [Hawkins et al., 2003] . The framework for single and multiple change point detection is explained clearly. Some of the more important developments include the work of [Hawkins and Zamba, 2005] , and Adams, 2011, 2012; Ross, 2014] . Ross recently created the CPM package, which allows for flexible implementation of various change point models on time series data. Given the package's ease of use and flexibility, we build our methodology on this suite of algorithms.
Overview of semi-metrics
The application of metric spaces has provided the groundwork for research advancement in various areas of machine learning. In addition to more traditional metrics, such as the Hausdorff and Wasserstein metrics, semi-metrics, which may not satisfy the triangle inequality property of a metric, have been used successfully in various machine learning applications. An overview of such (semi-)metrics [Conci and Kubrusly, 2017] and applications was recently explored. The three primary applications include; image analysis [Baddeley, 1992; Dubuisson and Jain, 1994; Gardner et al., 2014] , distance between fuzzy sets [Brass, 2002; Fujita, 2013; Gardner et al., 2014; Rosenfeld, 1985] and computational methods [Eiter and Mannila, 1997; Atallah, 1983; Atallah et al., 1991; Shonkwiler, 1989] . More recently, a review and computational analysis of various (semi)-metrics was undertaken [James et al., 2019] in measuring distance between sets of time series change points.
Proposed semi-metric change point optimisation framework
Markowitz portfolio optimisation is typically carried out with the following set up. An objective function is generally a measure of risk-adjusted return, such as the Sharpe Ratio:
Depending on the context, different assumptions, which manifest as constraints, will accompany the objective function. In our analysis, we impose condition 1 ,
The former condition states that all portfolio assets must be invested; the latter prohibits short-selling in the portfolio. This objective function is maximised with respect to the weights w i of the portfolio.
Using the historical returns, expected return is calculated as
is the covariance between historical returns of assets i, j. Weights are selected to maximise the Sharpe Ratio subject to conditions 1 and 2.
This objective function will select an allocation of weights based on a trade-off between portfolio returns and variance. In many circumstances, variance is a suitable measure in a financial securities context. However, it is not without its limitations.
There are a variety of reasons why a change point-related penalty function may be a suitable alternative, or complement, to the covariance measure between two time series.
Covariance is computed as an expectation
over an entire probability space. In a financial context, this computes an average over time, which, in modern financial markets (and especially since the Global Financial Crisis), are disproportionately bull markets, with most assets performing quite well together. As such, assets which rise together in a bull market but are actually of quite a different nature may be erroneously identified as similar.
2. Covariance fails to capture dissimilarity between time series during periods of market crisis and erratic behaviour.
Investors are often concerned with how robust their portfolio is during such times. Portfolios that are optimised using covariance as a risk measure fail to determine the impact of various asset combinations during times of market crisis. For instance, if two assets are simultaneously acting erratically, they may actually be negatively correlated during this time, and both included in a portfolio, which would increase, not reduce, erratic behaviour. Change points herald erratic behaviour, so using distances between change points as an objective function may better separate out erratic behaviour in a portfolio.
3. Investors are often interested in peak to trough measures of asset performance. That is, how big is the drop in cumulative returns from a local maximum to a local minimum. Optimisation algorithms using covariance measures fail to identify peak to trough behaviour and fail to minimise these behaviours. However, distances measured between sets of change points (which denote structural breaks in the mean, variance and other stochastic quantities) are better equipped to identify how similar two time series are with respect to peak to trough measures and allocate weights to minimise these precipitous drops.
We formulate our new objective function to penalise structural breaks and the associated erratic behaviour. We use the MJ 0.5 semi-metric of [James et al., 2019] , selected due to its good performance with outlier sensitivity, and the strong possibility of outliers in this context. The MJ 0.5 distance is calculated as follows:
Following a suitable change point algorithm, let asset i have set of change points S i , i = 1, ..., n. Then form:
Next, we transform our distance matrix into an affinity matrix, which mimics the properties of a covariance matrix. Recall two assets have correlation equal to 1 if and only if they are perfectly correlated.
Analogously, A ij = 1 if and only if d(S i , S j ) = 0, meaning the two assets have identical change point sets.
In the context of Markowitz portfolio optimisation, introducing more stocks with lower correlation increases diversification and reduces systematic risk in the portfolio. Weights are chosen to maximise return while reducing total variance. We modify this insight, allocating weights which will maximise return while minimising affinity between sets of change points, that is, maximising the spread between change points and erratic behaviour. To do so, we substitute our adjusted affinity matrix A for the original covariance matrix Σ, and optimise our new risk-adjusted return measure -which we term the MJ Ratio objective function -with respect to portfolio weights.
We retain the same constraints as equation 5 for the remainder of our experiments section, but our method is flexible enough to vary such constraints. Note: Constraint on weights in optimiser -minimum of 5% invested in all assets. 
Experiment 2
In our synthetic data experiment we generate 8 time series in a realistic scenario. Time series 1-4 have similar change points. Time series 5 and time series 6 have structural breaks that are dissimilar to the rest of the time series. Time series 7 and 8 both have identical change points. Accordingly, one would hope that our optimisation algorithm allocates more weight to assets 5 and 6, and less weight to the time series with highly similar change points (1,2,3,4 and 5, 6). The results of our experiment demonstrate that assets 1,2,3,4,5 and 6 are all allocated a minimum allocation of 5%. Assets 5 and 6 are allocated 32% and 38% respectively. Again, the algorithm produces a candidate weight allocation one would have hoped for in this scenario. 
Real Data
Finally we apply our method to real financial data. We envisage this method being suitable in an asset allocation context, so we use indices and commodities as our underlying candidate 1. We train our algorithm over a relatively long time period in order to estimate the true dynamics between various assets' change points as precisely as possible. Training the algorithm on longer time periods will provide a more accurate assessment of similarity in varying market dynamics.
2. However, there is a balance to be struck between going back enough to learn appropriate dynamics between asset classes and using too much history that relationships between assets no longer behave the way in which they were estimated. The behaviour of individual asset classes and their relationships may change over time.
3. The period from January 2018 -June 2019 is a suitable out of sample period to test the algorithm, due to the varied market conditions. Most of 2018 provided relatively buoyant equity market returns, with a sharp drop in December 2018, followed by a prolonged recovery until June 2019. We wish to examine how candidate portfolios will perform in various market conditions, particularly in the presence of large drawdowns. Thus, this is a suitable period to compare optimisation algorithms' performance.
4. The role of asset allocation is often guided by an investment policy statement or mandate which provides upper and lower bounds for asset allocation decisions. This is captured by the constraints around the weights in the portfolio optimisation. During pronounced bull and bear markets, institutional asset allocators may not have the flexibility to implement global optimisation solutions. For example, if two asset classes had significantly higher returns and lower volatility than the remainder of candidate investments, the unconstrained solution would allocate all portfolio weight into these two assets. Investment weighting constraints prevent these contrived scenarios from occurring.
5.
Our method provides an advantage over the simple correlation measure by addressing all three limitations in section 2. 6. One possible drawback to our proposed method however, is that to learn meaningful relationships between assets' structural breaks, a long time series history is needed, preferably with many structural breaks.
Constraints:
We place a minimum 5 %, maximum 25 % of portfolio assets in any candidate investment.
Training and validation procedure
We train the algorithm between January 2009 -December 2017 and test performance on data between January 2018 and June 2019. The training procedure learns the weights allocated to each candidate investment using the objective function, subject to constraints. We compare our change point optimisation method (CPO) with a more traditional mean variance optimisation (MVO). First, the Mann-Whitney change point detection algorithm is applied to the training data (log returns between January 2009 -December 2017), identifying the locations of structural breaks in the mean for each possible investment. This yields 8 sets of change points, where each change point is indexed by time. We follow [James et al., 2019] and apply the MJ 0.5 distance to determine the distance between candidate sets of change points. We analyse the distance matrix with hierarchical clustering, and determine how badly the semi-metric fails the triangle inequality for all possible triples within the distance matrix. Then, we optimise the MJ Ratio objective function with respect to the weights, determining candidate weight allocations. Finally, we run an out of sample forecasting procedure using the weights estimated in our training data. We compare the predictive performance of the CPO and MVO algorithms between January 2018 and June 2019.
There are several interesting findings in our analysis:
1. The distances measured between time series structural breaks indicates that there is a cluster of four highly similar assets (S&P 500, Stoxx 50, Dow Jones and Oil), a cluster of three moderately similar assets (BOVESPA, Nikkei 225 and ASX 200) and an outlier in gold. These measures confirm financial intuition and documented relationships between financial asset classes, in particular gold's properties as a safe haven asset class. Both the Dow Jones and S&P 500 Index are determined to be in the same cluster, and accordingly quite similar. Given that there is significant overlap in the constituents of both indices, this is a logical finding.
2. The allocations of the CPO and MVO algorithms are quite different. In particular, the CPO algorithm allocates significantly more weight to gold and the ASX 200 Index, while allocating less weight to the S&P 500 Index, Oil and the Stoxx 50 Index.
3. The MVO allocates 56.3% to the four indices in the highly similar cluster (S&P 500, Stoxx 50, Dow Jones and Oil). The CPO method allocates these indices a combined 21%. As expected, the change point optimisation is allocating less portfolio weight to assets with a high degree of similarity regarding their change points. Given that our aim with this new objective function is to smooth out returns, particularly during periods of extreme volatility such as market crises, the CPO does a superior job.
4. CPO allocating 36% portfolio weight to gold, while MVO allocates 17.6%. This higher allocation to gold is expected in this scenario, given the highly similar behaviour, and change points, of the other assets. It appears that the CPO method provides a more even distribution of weight across different types of financial assets. 5. When considering portfolio risk in an optimisation framework, investors have a variety of measures they may choose to optimise over. β, standard deviation, downside deviation and tracking error are just several of these. Our CPO model introduces a mathematical framework which addresses peak to trough (drawdown) losses as a measure of risk. Specifically, the model captures simultaneous asset shocks and aims to minimise the size of drawdowns by creating a uniform spread of change points across all portfolio holdings. To our knowledge, there are no existing measures which provide a mathematical framework for reduce the size of drawdowns and making the spread of change points more uniform over time.
Out of sample performance and distributional properties
After estimating the optimal allocation of weights for each asset, we compare the performance and properties of the predictive distribution when using the MVO and CPO methods. Table 4 displays the results when allocating the selected weights w * i to each asset i. First, the cumulative returns for the CPO method are higher -indicating that this method does not produce a deterioration in performance. The CPO method ended the period profitable, while the MVO method lost approxi-mately 1.4% over the period January 2018-June 2019. Interestingly, the CPO predictive distribution also produced a lower standard deviation, and a significant reduction in kurtosis. The two predictive densities can be seen in Figure 6b , where the MVO predictive density clearly exhibits fatter tails.
Perhaps most importantly, the drawdown experienced by the CPO method is significantly smaller than that of the MVO method. Figure 6a shows the cumulative returns for each asset allocation strategy. The period during December 2018 displayed marked differences in performance. Although the MVO strategy was outperforming the CPO strategy until December 2018, the CPO strategy had a significantly smaller drawdown, as confirmed by Table 4 . This is due to CPO's large position in gold, reducing the downward momentum of the total portfolio. This example demonstrates that the CPO algorithm provided a superior risk-adjusted return to the MVO with respect to all possible measures. Most importantly, the size of the largest drawdown was reduced significantly. 
Conclusion
We have proposed a novel optimisation method, which utilises semi-metrics as a distance measure to reduce simultaneous asset shocks across a portfolio of assets. Experiments on synthetic data confirm that we are able to detect similar time series -in terms of location of structural breaks -and accordingly allocate these assets less portfolio weight. Experiments on real data suggest that our method may significantly reduce the size of portfolio drawdowns when compared to the traditional mean variance framework. This novel optimisation framework may have significant implications for asset allocation and portfolio management professionals interested in alternative measures of risk. Our method diversifies well away from portfolio drawdown, and seeks to avoid the erratic behaviour of highly clustered change points. Our method is flexible, and alternative change point algorithms may be married with other semi-metrics in the MJ p family, or other semi-metrics, for alternative approaches.
