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Abstract
In this paper, we investigate the extremal values of (the logarithm of) the characteristic
polynomial of a random unitary matrix whose spectrum is distributed according the
Circular Beta Ensemble (CβE). More precisely, if Xn is this characteristic polynomial
and U the unit circle, we prove that:
sup
z∈U
ℜ logXn(z) =
√
2
β
(
logn− 3
4
log logn+O(1)
)
,
as well as an analogous statement for the imaginary part. The notation O(1) means
that the corresponding family of random variables, indexed by n, is tight. This answers
a conjecture of Fyodorov, Hiary and Keating, originally formulated for the β = 2 case,
which corresponds to the CUE field.
Keywords: Hierarchical structure, Extremas of log-correlated fields, Random
Matrix Theory, Circular β Ensembles, Orthogonal polynomials on the unit circle
(OPUC).
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1 Introduction
Consider n identically charged particles on the unit circle U with a logarithmic interaction
potential and inverse temperature parameter β. This gives rise to a probability distribution
on Un given by:
1
(2π)nZn,β
∏
1≤j<k≤n
∣∣∣eiθj − eiθk ∣∣∣β dθ1 . . . dθn . (1.1)
Such a probability distribution is called the Circular β ensemble. In the paper [KN04], Killip
and Nenciu give matrix models made of CMV matrices whose spectrum is distributed exactly
according to the distribution (1.1).
From the Circular β ensemble, one can construct the corresponding characteristic poly-
nomial Xn, given by:
Xn(z) =
n∏
j=1
(1− zeiθj ) =
n∏
j=1
(1− λjz), (1.2)
where λj = e
iθj .
Because of the multiplicative structure of Xn, it is natural to consider its logarithm,
defined on the simply connected domain C\ ({λ1, . . . , λn}[1,∞)), and given as follows:
logXn(z) =
n∑
j=1
log(1− λjz),
where, in order to avoid ambiguity, the branch of log(1 − λjz) is chosen in such a way that
ℑ log(1 − λjz) ∈ (−π, π): with this choice, logXn is continuous on the domain where it is
defined.
The most classical case corresponding to this setting is the Circular Unitary Ensemble
(CUE), given by the eigenvalues of a Haar-distributed random matrix on the unitary group
U(n). In this case, the joint distribution of the eigenvalues is given by Equation (1.1) special-
ized to β = 2. This particular value of β implies that (λj)1≤j≤n is a determinantal process:
more precisely, for 1 ≤ p ≤ n, and for a measurable function f from Up to R+,
E
 ∑
j1 6=j2 6=···6=jp
f(λj1, . . . , λjp)
 = ∫
Un
f(z1, . . . , zp) det (Kn(zj , zk))1≤j,k≤p dµ(z1) . . . dµ(zp),
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where
Kn(z, z
′) =
n−1∑
ℓ=0
(z¯z′)ℓ,
µ denoting the uniform probability measure on U.
This determinantal structure can be used to get exact formulas for moments of linear
statistics of the λj’s. A particularly remarkable formula has been proven by Diaconis and
Shahshahani [DS94], by using some representation theory of the unitary group U(n), namely
the combinatorics of Schur functions. It can also be proven by using the determinantal
formula above. This result says the following: if the matrix Mn is Haar-distributed on U(n),
if (NCk )k≥1 is a family of i.i.d. complex Gaussians, such that
E[NCk ] = E[(NCk )2] = 0, E[|NCk |2] = 1,
and if NC−k := NCk then
E
[
m∏
r=1
Tr(Mkrn /
√
kr)
]
= E
[
m∏
r=1
NCkr
]
.
for all non-zero integers k1, . . . , km such that
∑m
j=1 |km| ≤ n. Notice that moments match
exactly those of Gaussians up to a certain order depending on n. This matching of moments
is not exact for general β as shown by Jiang and Matsumoto [JM15] using the combinatorics
of Jack functions.
Nevertheless, the following convergence in distribution remains, for the finite-dimensional
marginals: (
Tr(Mkn)/
√
k
)
k≥1
−→
n→∞
√
2
β
(
NCk
)
k≥1
.
As suggested by the exact matching of moments, the speed of this convergence is super-
exponential in the case of β = 2 ([Joh97]). From the formula:
logXn(z) = −
∞∑
k=1
Tr(Mkn)z
k
k
,
one deduces that the field (logXn(z))z∈D on the open unit disc converges in distribution to
a centered complex Gaussian field (G(z))z∈D, whose correlation structure is given by
E[G(z)G(z′)] = 0, E
[
G(z)G(z′)
]
= − 2
β
log
(
1− z¯z′) .
It is easy to see that such a field has the series representation:
∀z ∈ D, G(z) :=
√
2
β
∞∑
k=1
NCk√
k
zk , (1.3)
where the
(NCk , k ≥ 1) are i.i.d standard complex Gaussians.
For sake of simplicity, we focus in next paragraphs on the β = 2 case, which has been
much more studied in the literature. The variance of G has a logarithmic singularity when we
approach the unit circle, and logXn(z) does not converge for |z| = 1 to a bona fide function.
More precisely, Keating and Snaith [KS00] have proven the convergence in distribution:
logXn(z)√
log n
−→
n→∞ N
C
1 . (1.4)
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In other words, for |z| = 1, logXn(z) behaves like a complex Gaussian variable with total
variance log n.
On the other hand, Hughes, Keating and O’Connell [CPH01] have proven that one can
still get a convergence of (logXn(z))z∈U without normalization, if we don’t ask for the limiting
object to be a well-defined function at single points on the unit circle. In fact, for every ǫ > 0,
the expression in Eq. (1.3) gives a well-defined object in the Sobolev space H−ǫ. It has a
meaning only upon convoluting with a sufficiently regular function. In that sense, we have the
following convergence in law, for the corresponding random distributions on the unit circle
U:
(logXn(z))z∈U −→
n→∞ G. (1.5)
Extremal statistics: By an explicit computation ([FHK12]), it is possible to prove that
Var (log |Xn(z)|) ∼ 1
2
log n
and that the correlation saturates at the scale |θ − θ′| ∼ 1n . By correlation saturation, we
simply mean that the order of magnitude of the correlation remains the same for θ − θ′
going to zero and for |θ − θ′| ∼ 1/n. Thus, the naive analogy consists in approximating the
function log |Xn(z)| on the circle by its values at O(n) points. Each point would be assigned
an independent copy of a Gaussian with variance 12 log n, in accordance with Eq. (1.4). It is
classical that the maximum of such independent Gaussians is of order log n, which intuitively
explains the leading order. One hopes to show that the proof of this first order does not
depend on the correlation structure. The story is different for the second order term. If not
for the correlations, the asymptotic expansion would be log n− 14 log log n by approximating
the field by O(n) independent Gaussians.
From this discussion, one sees that (log |Xn(z)|)z∈U is a complicated (yet integrable)
regularization of the log-correlated Gaussian field (G(z))z∈U. In terms of global features,
it is in every way similar to the “cone construction” (see Arguin, Zindy [AZ14, Fig. 1]):
correlation is of logarithmic nature and saturates at the scale 1n . In that universality class,
one expects:
max
z∈U
log |Xn(z)| ∼ log n− 3
4
log log n,
which is an established result in many cases. In the case of tree models such as branching
Brownian motion and branching random walks, the result holds at fairly large level of gener-
ality (See [HS09, AS10, Aı¨d13]). By “tree model”, we mean a model where a tree structure is
apparent and explicit. Among non-tree models, where one needs to identify an approximate
branching structure, the result holds for log-correlated Gaussian fields [Mad15a, DRZ15],
discrete GFF (Gaussian Free Fields) as described in [BZ12, BDZ16], and cover times [BK14].
The constant 34 is strongly related to such an underlying hierarchical structure.
It is also worth mentioning that the field
(ℜG (eiθ))
θ∈[0,2π) can be regularized into a
Gaussian field by evaluating the random field z 7→ ℜG(z) in the interior of the unit disk. The
existing technology for Gaussian log-correlated fields is applicable to θ 7→ ℜG
(
e−
1
n
+iθ
)
, with
mild modifications. It yield the expected results for this simple regularization where all the
Random Matrix Theory is lost. Here, we will be exclusively concerned with (logXn(z))z∈U.
In two very insightful papers [FK14, FHK12], Fyodorov, Hiary and Keating formulate
the following conjecture.
Conjecture 1.1.
sup
z∈U
log |Xn(z)| −
(
log n− 3
4
log log n
)
−→
n→∞
1
2
(K1 +K2)
4
where K1 and K2 are two independent Gumbel random variables.
Indeed, in the notations of these papers, − (K1 +K2) is a random variable with density
p(x) = 2exK0(2e
x
2 ) = ex
∫
R
dye−e
x/2 cosh(y) .
Here K0 is the modified Bessel function of the second kind. A quick computation of moment
generating functions allows us to realize that we are dealing indeed with minus the sum of
two independent Gumbel random variables.
It is a very challenging problem to prove (or disprove) such a precise conjecture. However,
progress has recently been made in this direction. In a first breakthrough [ABB16], Arguin,
Belius and Bourgade have proven that
supz∈U log |Xn(z)|
log n
−→
n→∞ 1
in probability, and shortly afterwards, using different methods, Paquette and Zeitouni [PZ16]
have refined this result by showing:
supz∈U log |Xn(z)| − log n
log log n
−→
n→∞ −
3
4
in probability. The refinement given by Paquette and Zeitouni is an important progress as
the constant 34 morally confirms the existence of hierarchical structures.
Note that the comparison between logXn, and the Gaussian field G can only be accurate
in the macroscopic or the mesoscopic scale, i.e. large with respect to 1/n. In the microscopic
scale, the behavior of logXn is not Gaussian anymore, and it has been studied by Chhaibi,
Najnudel and Nikeghbali in [CNN16]. In this paper, the author have proven the following
convergence in distribution on the space of holomorphic functions:(
Xn(e
2iπz/n)
Xn(1)
)
z∈C
−→
n→∞ ξ∞(z),
where ξ∞ is a random holomorphic function whose zeros are all real and form a determinantal
sine-kernel process. It can be interesting to study the behavior of the large values of |ξ∞|,
and to see if their behavior has an influence in the limiting behavior of the maximum of |Xn|
on the unit circle.
Multiplicative chaos point of view: Once the convergence (1.5) of log |Xn(z)| towards
the Gaussian field G is stated, one can ask if it is possible to exponentiate in order to get
results of convergence for the field (|Xn(z)|)z∈U. Such an exponential cannot be done in a
classical way, since G(z) is not well-defined for a single z ∈ U.
In the 1980s, Kahane [Kah85] has constructed such an exponential as a random multi-
fractal measure, called the Gaussian Multiplicative Chaos, which has also been used in the
mathematical study of the two-dimensional quantum gravity (for example, see [KPZ88] and
[DS11]). For a survey, we recommend [RV14]. This measure can be defined as follows. For a
given parameter α > 0, and for all integers L ≥ 1, one defines
GL(z) :=
∑
1≤k≤L
NCk zk√
k
and then the measure µ
(α)
L whose density with respect to the uniform measure µ on U is given
by
dµ
(α)
L
dµ
(z) =
eαℜGL(z)
E
[
eαℜGL(z)
] .
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By using martingale arguments, one can prove that µ
(α)
L converges almost surely to a finite
random measure µ(α) on U. This construction gives a phase transition at α = 2. For α ≥ 2,
the limiting measure is almost surely equal to zero, whereas it is non-degenerate for α ∈ (0, 2):
in this case, it defines the Gaussian Multiplicative Chaos corresponding to the parameter α.
It has recently been proven by Webb [Web16] that for α <
√
2, one has the following
result: if µ
(α)
Xn
is defined by
dµ
(α)
Xn
dµ
:=
|Xn(z)|α
E[|Xn(z)|α] ,
then we have the convergence in distribution
µ
(α)
Xn
−→
n→∞ µ
(α),
in the space of Radon measures on the unit circle, equipped with the topology of weak
convergence.
This result has also been previously conjectured by Fyodorov, Hiary and Keating (see
[FHK12] and [FK14]), and it is believed to remain true for all α < 2, the restriction α <
√
2
being only technical. In [FK14], the authors also study the dependency in α of the behavior
of the measure µ
(α)
Xn
, in particular of their moments, and heuristically, they also find a phase
transition at α = 2. For α ≥ 2, the behavior of µ(α)Xn is dominated by the large values of|Xn| on the unit circle. From these heuristics, Fyodorov, Hiary and Keating motivate their
Conjecture 1.1.
Number theoretic motivations: Another interesting point corresponds to the analogy
which is conjectured between the behaviors of Xn and the Riemann zeta function. Some
conjectures on the moments of ζ, directly related to corresponding results on Xn, are given
by Keating and Snaith in [KS00]. Moreover, in [FHK12], Fyodorov, Hiary and Keating make
the following conjecture: for U uniformly distributed on [0, 1], the family(
sup
h∈[0,1]
log
∣∣∣∣ζ (12 + i(UT + h)
)∣∣∣∣− log log T + 34 log log log T
)
T≥3
of random variables is tight. Such a conjecture is consistent with the analogy between ζ
and Xn, with the classical correspondance between n and log T . Recently, Arguin, Belius
and Harper [ABH15] have proven a part of the conjecture by Fyodorov and Keating for a
randomized model of the Riemann function. More precisely, they have proven that if (Up)p∈P
is a family of i.i.d. uniform variables on U, indexed by the set P of prime numbers, one has
suph∈[0,1]
(∑
p∈P∩[0,T ]
ℜ(Upp−ih)√
p
)
− log log T
log log log T
−→
T→∞
−3
4
.
in probability.
Our result: The main theorem of the present paper answers Conjecture 1.1 up to the third
order, and in the setting of the Circular Beta Ensemble where β > 0 is not necessarily equal
to 2. For β 6= 2, the point process of the eigenvalue is not determinantal, and then it is more
difficult to get exact formulas for this model. The tool we will use to deal with this problem is
the theory of orthogonal polynomials on the unit circle, described for example in the book by
Simon [Sim05]. In [KN04], Killip and Nenciu give the construction of an ensemble of random
matrices whose eigenvalue distribution follows the CβE, and prove that the characteristic
6
polynomial can be written as the last term of a sequence of orthogonal polynomials whose
parameters, called Verblunsky coefficients, have a distribution which is explicitly given. In
the beautiful paper [KS09], Killip and Stoiciu use this model in order to deduce the existence
of a limiting point process for the microscopic behavior of the CβE. More details are given
in the next section, along with the notions we will need.
The precise statement of our main result is the following.
Theorem 1.2. If U′ := U\{λ1, . . . , λn}, the following family of random variables:√
β
2
(
sup
z∈U′
ℜ logXn(z)−
(
log n− 3
4
log log n
))
n≥2
and for σ ∈ {−1, 1},√
β
2
(
sup
z∈U′
(σℑ logXn(z))−
(
log n− 3
4
log log n
))
n≥2
are tight.
It seems reasonable to expect that these families of random variables have a limiting
distribution, however, we are not sure about what this distribution should be. It is interesting
to state the previous result with the imaginary part of the characteristic polynomial, since
this gives some information about the number of points among (λj)1≤j≤n which lie in a given
arc of circle. In particular, we get the following corollary:
Corollary 1.3. For z1, z2 ∈ U, let Nn(z1, z2) be the number of points of the CβE lying
in the arc coming counterclockwise from z1 to z2, and let N
(0)
n (z1, z2) be the expectation of
Nn(z1, z2), which is equal to the length of the arc multiplied by n/2π. Then, the following
family of random variables is tight:(
π
√
β
8
sup
z1,z2∈U
|Nn(z1, z2)−N (0)n (z1, z2)| −
(
log n− 3
4
log log n
))
n≥2
.
The values of z1 and z2 maximizing |Nn(z1, z2)−N (0)n (z1, z2)| correspond to the extreme
values of the imaginary part of logXn on U.
Structure of the paper
In section 2, we start right away by presenting the general setting which hinges on the
realization of the CβE via orthogonal polynomial techniques, as done by [KN04] and [KS09].
The two essential players at that point are the Verblunsky coefficients and the Pru¨fer phases.
Then, we show that our main given in Theorem 1.2 can be reduced to the study of the
auxiliary sequence of polynomials Φ∗n thanks to Corollary 2.2. We go on proving the necessary
estimates on Verblunsky coefficients and Pru¨fer phases.
In section 3, we reduce the problem further to the study of an auxiliary field whose
one-point marginals are Gaussian.
Only then, we are ready to tackle the study of the maximum of the CβE field. As
customary, it is broken down into two steps: an asymptotic upper bound (Section 4) and an
asymptotic lower bound (Section 5).
Section 6 is an appendix containing classical estimates on Gaussian random walks and
will only be invoked in the proofs of the upper and lower bounds.
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Additional remarks
In this subsection, we make a few remarks which go beyond the scope of this paper.
From comparing to the cases which are better understood, e.g Gaussian log-correlated
fields, the remainder in Theorem 1.2 is expected to have a non-universal limiting distribution
which depends on the fine features of the model at hand. Moreover, it is understood that such
fine properties of a fields’s extrema are captured by the associated Multipliticative Chaos, for
the critical exponent (see [RV14]). Thus, a necessary step would be to analyze the convergence
to the Gaussian Multiplicative Chaos in the setting of the CβE, exactly as in the results of
Webb [Web16].
A closely related question would be the microscopic landscape of the characteristic poly-
nomial in the vicinity of its extrema. If the typical microscopic landscape has been described
in [CNN16] as mentioned in the introduction, it is unclear whether this behavior remains
typical in the neighborhood of extremal points. For branching Brownian motion, this mi-
croscopic panorama has been described by two groups of researchers ([ABBS13], [ABK13]).
For the discrete branching random walk, a similar description has been found by Madaule
([Mad15b]). For the discrete GFF, a description of the large local maxima has been found
by Biskup and Louidor [BL].
Finally, it is natural to go beyond the characteristic polynomial of the CβE and examine
other random polynomials. In principle, one can adapt our approach to the case of more
general sequences of random orthogonal polynomials on the circle. More precisely, one would
require the Verblunsky coefficients to be independent, rotationally invariant and within the
critical decay regime of [KS09, Theorem 1.7, (ii)]. We chose to restrict ourselves to the CβE
because of its relevance to Random Matrix Theory and because its Verblunsky coefficients
are easily compared to Gaussians (Section 3). Developing the fine estimates we require for
non-Gaussian random walks would have raised the technicality of the problem.
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Notations
Equality in law between random variables is denoted by
L
=. We will also make use of the
Vinogradov symbol:
f ≪ g ⇔ f = O(g) ,
and in the case the implicit constant depend on parameters such as β, this dependence will
be indicated thanks to subscripts (e.g ≪β). Also log2 := log log, for shorter notations.
2 OPUC and preliminary analysis
2.1 Setting
Given a measure µ on the circle, the Gram-Schmidt orthogonalization procedure applied
to the sequence
{
1, z, z2, . . .
}
gives rise to a sequence of monic orthogonal polynomials
(Φk(z), k = 0, 1, . . . ). It is well-known in the literature of Orthogonal Polynomials on the
Unit Circle (OPUC) that, if the measure is supported on n points, Φn vanishes on exactly
these points. The family of OPUCs follows the Sze¨go recurrence relation:
Φk+1(z) = zΦk(z)− αkΦ∗k(z)
8
where (αk; k = 0, 1, . . . , n − 1) are the so-called Verblunsky coefficients and Φ∗k(z) = zkΦk (z¯−1).
The involution ∗ conjugates and reverses the order of coefficients. Moreover, Φ∗k(z = 0) = 1
because Φk is monic. The Sze¨go relationship can be written matrix-wise as:(
Φk+1(z)
Φ∗k+1(z)
)
=
(
z −αk
−αkz 1
)(
Φk(z)
Φ∗k(z)
)
(2.1)
Another standard fact is that for k ≤ n − 1, the zeroes of Φk are inside the open unit
disk D, while the zeroes of Φ∗k are outside the closed disk. This last property implies that we
can define log Φ∗k as the unique version of the logarithm which vanishes at zero and which is
continuous on the closed unit disc.
It has been proven in [KN04] that for the CβE, the characteristic polynomial
∏n
j=1 (z − λj)
can be obtained as the last element Φn of a system of OPUCs, corresponding to a sequence of
random independent Verblunsky coefficients α
(n)
0 , . . . , α
(n)
n−1, their argument being uniform on
[0, 2π), |α(n)j |2 being a Beta random variable of parameters
(
1, βj :=
β(j+1)
2
)
for 0 ≤ j ≤ n−2:
P
(
|α(n)j |2 ∈ dx
)
= βj (1− x)βj−1 1{0<x<1}dx, (2.2)
and |α(n)n−1|2 = 1. We use Proposition B.2 of the article [KN04] in order to reverse the tradi-
tional order of the n−1 first Verblunsky coefficients. Also, we will shift our interest from the
orthogonal polynomials (Φk)0≤k≤n to those traditionally denoted (Φ∗k)0≤k≤n. Nevertheless,
maximum modulii are identical.
Now, let us couple all the dimensions together by considering the orthogonal polynomials
(Φk,Φ
∗
k)k≥0 associated to an infinite family of independent Verblunsky coefficients (αj)j≥0,
such that |αj |2 is a Beta random variable with parameters (1, βj) and the argument of αj
is uniform on [0, 2π): from now, the notation (Φk,Φ
∗
k) will always refer to this setting. The
previous system can then be realized by taking α
(n)
j = αj for 0 ≤ j ≤ n − 2 and α(n)n−1
independent, uniform on the unit circle. With this realization, we have this useful lemma:
Lemma 2.1. For all σ ∈ {1, i,−i}, the family of random variables(
sup
z∈U′
ℜ(σ logXn(z))− sup
z∈U
ℜ(σ log Φ∗n−1(z))
)
n≥1
is tight.
Proof. Using the last step of the Szego¨ recursion, we get for z ∈ D,
Xn(z) = Φ
∗
n−1(z)
(
1− α(n)n−1z
Φn−1(z)
Φ∗n−1(z)
)
,
and by continuity, for all z ∈ D\{λ1, . . . , λn},
logXn(z) = log Φ
∗
n−1(z) + log
(
1− α(n)n−1z
Φn−1(z)
Φ∗n−1(z)
)
,
if we take a continuous version of the last logarithm. We have∣∣∣∣α(n)n−1zΦn−1(z)Φ∗n−1(z)
∣∣∣∣ ≤ 1
for all z ∈ D, from the maximum principle, the fact that Φ∗n−1 does not vanish on D and that
the modulus of the expression is equal to 1 for z ∈ U. Hence, for all z ∈ U′,∣∣∣∣ℑ log(1− α(n)n−1zΦn−1(z)Φ∗n−1(z)
)∣∣∣∣ ≤ π2 ,
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which implies the lemma for σ ∈ {i,−i}, since in the second supremum, we can replace U by
U′ by continuity. We also get, again for z ∈ U′:
ℜ log
(
1− α(n)n−1z
Φn−1(z)
Φ∗n−1(z)
)
≤ log 2,
which, for σ = 1, implies the tightness of the positive part of the quantity involved in the
lemma. On the other hand, by continuity, the maximum of ℜ log Φ∗n−1 on U is attained: let
z0 be the corresponding point (say) with smallest argument in [0, 2π). Since α
(n)
n−1 is uniform
on U and independent of Φ∗n−1, we have
Xn(z0) = Φ
∗
n−1(z0)(1 − U),
where U is uniform on U, independent of Φ∗n−1(z0). Hence, z0 ∈ U′ almost surely, and in this
case, we get
sup
z∈U′
ℜ(logXn(z))− sup
z∈U
ℜ(log Φ∗n−1(z)) = sup
z∈U′
ℜ(logXn(z)) −ℜ log Φ∗n−1(z0)
≥ ℜ logXn(z0)−ℜ log Φ∗n−1(z0) = ℜ log(1− U).
Hence, for σ = 1, the negative part of the quantity involved in the lemma is stochastically
smaller than (ℜ log(1− U))−, independently of n, and then it is tight.
We deduce the following:
Corollary 2.2. In order to prove Theorem 1.2, it is sufficient to show the same result with
Xn replaced by Φ
∗
n and U
′ replaced by U.
We will show this result in the sequel of the paper. The family of orthogonal polynomials
(Φ∗k)k≥0 associated to (αj)j≥0 can be described as follows. See [BNR09] for a similar derivation
and [KS09] for a detailed study of the relative Pru¨fer phases, including the description of their
diffusive limit.
Lemma 2.3. There are continuous real functions Ψk (Pru¨fer phases) such that for θ ∈ R,
log Φ∗k(e
iθ) =
k−1∑
j=0
log
(
1− αjeiΨj(θ)
)
, (2.3)
and
Ψk(θ) = (k + 1)θ − 2ℑ log Φ∗k(eiθ) = (k + 1)θ − 2
k−1∑
j=0
ℑ log
(
1− αjeiΨj(θ)
)
. (2.4)
In particular, (Ψk(θ)− (k+1)θ)k≥0 is a martingale starting at zero and E (Ψk(θ)) = (k+1)θ.
Proof. Using the Sze¨go recursion (2.1), for z = eiθ, we get:
Φ∗k(z) =
k−1∏
j=0
Φ∗j+1(z)
Φ∗j(z)
=
k−1∏
j=0
(
1− αjzΦj(z)
Φ∗j(z)
)
.
Now, because of the definition of the ∗ involution,
z
Φj(z)
Φ∗j(z)
= zj+1
Φ∗j(z)
Φ∗j(z)
= exp
(
i[(j + 1)θ − 2ℑ log Φ∗j(eiθ)]
)
,
which shows Equations (2.3) and (2.4), by taking the continuous versions of the logarithms.
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In order to study the extremal values of (Φ∗k)k≥0, the following martingale structure will
be crucial. Let Fj be the σ-algebra generated by α0, α1, . . . αj−1, the first j Verblunsky
coefficients. Thanks to Lemma 2.3, the evaluation of the polynomial Φ∗k at every point is a
multiplicative martingale with respect to this filtration.
In order to follow the Sze¨go recursion, it is also useful to consider differences between
Pru¨fer phases at different angles. We get the following lemma:
Lemma 2.4. Let us define the relative Pru¨fer phases (ψj)j≥0 and the deformed Verblunsky
coefficients (γj)j≥0 by
ψj(θ) := Ψj(θ)−Ψj(0), γj := αjeiΨj(0).
Then, the joint law of (γj)j≥0 is the same as the law of (αj)j≥0,
log Φ∗k(e
iθ) =
k−1∑
j=0
log
(
1− γjeiψj(θ)
)
, (2.5)
and
ψk(θ) = (k + 1)θ − 2
(
ℑ log Φ∗k(eiθ)−ℑ log Φ∗k(1)
)
= (k + 1)θ − 2
k−1∑
j=0
(
ℑ log
(
1− γjeiψj(θ)
)
−ℑ log (1− γj)
)
. (2.6)
In particular, (ψk(θ)− (k+1)θ)k≥0 is a martingale starting at zero and E (ψk(θ)) = (k+1)θ.
Moreover, for all k ≥ 0, ψk is a.s. increasing, and for all θ, θ′ ∈ R, ψk(θ′) − ψk(θ) has the
same law as ψk(θ
′ − θ), and ψk(θ + 2π) = ψk(θ) + 2(k + 1)π.
Proof. We have Ψ0(0) = 0 and then γ0 = α0. For j ≥ 1, conditionally on Fj , eiΨj(0) is fixed,
with modulus 1, whereas αj has the same law as before conditioning (it is independent of
Fj). By rotational invariance of this law, the conditional law of γj given Fj is equal to the
law of αj. This imples the equality in law between (αj)j≥0 and (γj)j≥0. The formula (2.5) is
a consequence of (2.3) and the definition of γj , ψj . We then deduce (2.6) from (2.4). Hence,
the martingale property is clear, and the 2π-periodicity of θ 7→ ψk(θ) − (k + 1)θ is easily
proven from (2.6), by induction on k. Now, for θ, θ′ ∈ R,
ψk(θ
′)− ψk(θ) = (k + 1)(θ′ − θ)− 2
(
ℑ log Φ∗k(eiθ
′
)−ℑ log Φ∗k(eiθ)
)
,
and then it has the same law as ψk(θ
′− θ), provided that we check that z 7→ Φ∗k(zeiθ) has the
same law as Φ∗k. Now, this invariance in law is due to the fact that one can go from one of
the two polynomials to the other by multiplying the Verblunsky coefficients by deterministic
complex numbers of modulus 1, which does not change their joint distribution. Finally, from
(2.5) and Szego¨ recursion,
eiψk(θ) = γ−1k
(
1− Φ
∗
k+1(e
iθ)
Φ∗k(eiθ)
)
= αkγ
−1
k
eiθΦk(e
iθ)
Φ∗k(eiθ)
= e−iΨk(0)
ei(k+1)θΦ∗k(eiθ)
Φ∗k(eiθ)
.
Now, the last quotient can be written as a finite Blaschke product in eiθ, and then its argument
is strictly increasing in θ.
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2.2 Subgaussianity estimates for Verblunsky coefficients
In the sequel, we will often need estimates on the size of the deformed Verblunsky coefficients
(γj)j≥0.
Proposition 2.5. The following inequalities hold for all j ≥ 0. For all (t, s) ∈ R2:
E
[
esℜ log(1−γj)+tℑ log(1−γj)
]
≤ exp
(
s2 + t2
2
1
1 + β(j + 1)
)
E
[
etℜγj+sℑγj
]
≤ exp
(
s2 + t2
2
1
1 + β(j + 1)
)
,
and for 8(t
2+s2)
(1+β(j+1))2 < 1:
E
[
etℜγ
2
j+sℑγ2j
]
≤ exp
(
8(t2 + s2)
(1 + β(j + 1))2
)
.
Proof. The usual moments of 1 − γj can be computed, as in Lemma 2.3 of [BHNY08] and
extended by analytic continuation. We get, for all s, t ∈ C, ℜ(s) > −1,
E
[
esℜ log(1−γj)+tℑ log(1−γj )
]
=
Γ(1 + (β(j + 1)/2))Γ(1 + s+ (β(j + 1)/2))
Γ(1 + (s+ it+ β(j + 1))/2))Γ(1 + (s− it+ β(j + 1))/2) .
From the functional equation of the Gamma function and its asymptotics at infinity, we get,
for a > 0,
Γ(a)Γ(a+ s)
Γ(a+ (s+ it)/2)Γ(a + (s − it)/2) =
∞∏
m=0
(a+m+ (s+ it)/2)(a +m+ (s− it)/2)
(a+m)(a+m+ s)
.
If a > 1/2, s > 0, t ∈ R, we get
Γ(a)Γ(a+ s)
Γ(a+ (s+ it)/2)Γ(a + (s− it)/2) =
∞∏
m=0
(a+m+ (s/2))2 + (t/2)2
(a+m)(a+m+ s)
=
∞∏
m=0
(
1 +
s2 + t2
4(a+m)(a+m+ s)
)
≤ exp
(
s2 + t2
4
∞∑
m=0
1
(a+m)(a+m+ s)
)
≤ exp
(
s2 + t2
4
∞∑
m=0
1
(a+m)2
)
≤ exp
(
s2 + t2
4
∞∑
m=0
1
(a+m+ (1/2))(a +m− (1/2))
)
= exp
(
s2 + t2
4a− 2
)
.
Applying this inequality to a = 1+(β(j +1)/2), 0 ≤ j ≤ k− 1 yields the first inequality. For
the second inequality, we make the following computation for (u, v) ∈ C:
E
[
euγj+vγ¯j
]
=
∞∑
k,l=0
uk
k!
vl
l!
E
(
γkj γ¯
l
l
)
=
∞∑
k=0
(uv)k
k!2
E
(
|γj |2k
)
. (2.7)
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Putting u = t−is2 , v = u¯ and because of the Beta integral E
(
|γj |2k
)
= k!∏k
l=1(l+βj)
≤ k! (1 + βj)−k,
we turn Eq. (2.7) into:
E
[
etℜγj+sℑγj
]
≤
∞∑
k=0
1
k!
(
t2 + s2
4(1 + βj)
)k
= exp
(
t2 + s2
4(1 + βj)
)
,
yielding the second inequality. Finally, in order to prove the last inequality, we start with
the same computation as Eq. (2.7):
E
[
etℜγ
2
j+sℑγ2j
]
=
∞∑
k=0
(
t2 + s2
4
)k
E
(|γj |4k)
k!2
. (2.8)
This time, we have from the Beta integral E
(|γj|4k) = (2k)!∏2k
l=1(l+βj)
, and hence Eq. (2.8)
becomes:
E
[
etℜγ
2
j+sℑγ2j
]
=
∞∑
k=0
(
t2 + s2
4
)k (
2k
k
)
1∏2k
l=1(l + βj)
≤
∞∑
k=0
(
t2 + s2
)k 1∏2k
l=1(l + βj)
.
Combining the crude bound 1∏2k
l=1(l+βj)
≤ 4k (1 + β(j + 1))−2k and the hypothesis on t2 + s2,
we conclude:
E
[
etℜγ
2
j+sℑγ2j
]
≤ 1
1− 4(t2+s2)
(1+β(j+1))2
≤ exp
(
8(t2 + s2)
(1 + β(j + 1))2
)
.
2.3 On Pru¨fer phases and related heuristics
Eq (2.6) gives the following recursion, established in [KS09]:
ψ0(θ) = θ,
ψj+1(θ) = ψj(θ) + θ − 2
(
ℑ log
(
1− γjeiψj(θ)
)
−ℑ log (1− γj)
)
(2.9)
where
ℑ log (1− γj)−ℑ log
(
1− γjeiψj(θ)
)
= ℑ
∞∑
k=1
γkj
k
(eikψj(θ) − 1). (2.10)
Also, define the deviation of ψj from its mean as Aj . We have for any θ ∈ [0, 2π],
Aj(θ) := ψj(θ)− (j + 1)θ. (2.11)
There are two heuristics that come to mind. On the one hand, for fixed θ, the random
sequence (ψj(θ)− (j + 1)θ)j≥0 should only be slowly varying. We formalise the intuition in
the form of Gaussian tail estimates for increments in Proposition 2.6. On the other hand,
ψj(θ)−ψj(θ′) should be of order j |θ − θ′| with high probability. This is morally the content
of Proposition 2.7, which gives a glimpse to the Pru¨fer phases’ modulus of continuity.
Proposition 2.6. For fixed θ, k ≥ 0 and all t > 0:
P
(
sup
0≤l≤k
|Aj+l(θ)−Aj(θ)| ≥ t
∣∣∣Fj
)
≤ 4 exp
− t2β
32 log
(
1 + βk1+βj
)

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Proof. For shorter notations, we will write ν(γ, ψ) = 2ℑ log(1 − γeiψ) and ν(γ) = ν(γ, 0).
Thanks to the triangle inequality, we have
|Aj+l(θ)−Aj(θ)| ≤
∣∣∣∣∣∣
j+l−1∑
m=j
ν(γm, ψm(θ))
∣∣∣∣∣∣+
∣∣∣∣∣∣
j+l−1∑
m=j
ν(γm)
∣∣∣∣∣∣ .
By a union bound and the fact that (ν(γm, ψm(θ)))m≥j
L
=(ν(γm))m≥j conditionally on Fj :
P
(
sup
0≤l≤k
|Aj+l(θ)−Aj(θ)| ≥ t
∣∣∣Fj
)
≤ 2P
 sup
0≤l≤k
∣∣∣∣∣∣
j+l−1∑
m=j
ν(γm)
∣∣∣∣∣∣ ≥ t2
 .
By the symmetry ν(γm)
L
=−ν(γm), we reduce further to:
P
(
sup
0≤l≤k
|Aj+l(θ)−Aj(θ)| ≥ t
∣∣∣Fj
)
≤ 4P
 sup
0≤l≤k
j+l−1∑
m=j
ν(γm) ≥ t
2
 .
Now, we implement the martingale version of the Chernoff bound. For λ > 0, consider the
sub-martingale Ml = e
λ
∑j+l−1
m=j ν(γm). By applying Doob’s maximal inequality, we get:
P
(
sup
0≤l≤k
|Aj+l(θ)−Aj(θ)| ≥ t
∣∣∣Fj
)
≤ 4P
 sup
0≤l≤k
j+l−1∑
m=j
ν(γm) ≥ t
2

= 4P
(
sup
0≤l≤k
Ml ≥ e
λt
2
)
Doob≤ 4 e−λt2 E (Mk)
Prop. 2.5
≤ 4 e−λt2 +2λ2
∑j+k−1
m=j
1
1+β(m+1)
≤ 4 e−
λt
2
+2λ2 1
β
log
(
1+ βk
1+βj
)
,
which holds for all λ > 0. Optimizing over this variable concludes the proof.
Proposition 2.7. There exists ρ = ρ(β) > 1 such that:
∀θ ∈ R,∀j ≥ 0,∀t > 0, P
(∣∣∣∣ ψj(θ)(1 + j)θ
∣∣∣∣ ≥ t)≪β 1tρ
Proof. Without loss of generality, we can restrict ourselves to θ ∈ [0, 2π). By Markov’s
inequality, it is enough to prove that there is a ρ ∈ (1, 2) such that:
‖ψj(θ)‖Lρ ≪ρ,β (1 + j)θ.
Step 1: Controlling the first phases. We have, for all ψ ≥ 0, j ≥ 0,∣∣∣∣ℑ log( 1− γj1− γjeiψ
)∣∣∣∣ = ∣∣∣∣ℑ(∫ ψ
0
d
dθ
log(1− γjeiθ)dθ
)∣∣∣∣ ≤ ∫ ψ
0
∣∣∣∣ ddθ log(1− γjeiθ)
∣∣∣∣ dθ
≤
(∫ ψ
0
∣∣∣∣ ddθ log(1− γjeiθ)
∣∣∣∣ρ dθ)1/ρ ψ1−(1/ρ)
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≤
(∫ ψ
0
( |γj |
|1− γjeiθ|
)ρ
dθ
)1/ρ
ψ1−(1/ρ).
Hence, by rotational invariance of the law of γj ,
E
[∣∣∣∣ℑ log( 1− γj1− γjeiψ
)∣∣∣∣ρ ∣∣ |γj |] ≤ ψρ−1 ∫ 2π
0
dτ
2π
∫ ψ
0
( |γj |
|1− |γj |ei(τ+θ)|
)ρ
dθ
= ψρ
∫ π
−π
dτ
2π
( |γj |
|1− |γj |eiτ |
)ρ
.
Now, if r ∈ [0, 1), τ ∈ [−π, π],
r
|1− reiτ | ≤
r
1− r ≤
1
1− r ,
for τ ∈ [−π/2, π/2],
r
|1− reiτ | ≤
r
|ℑ(reiτ )| ≤
1
| sin(τ)| ≤
π
2|τ | ,
and for τ ∈ [−π, π]\[−π/2, π/2],
r
|1− reiτ | ≤
r
1− r cos(τ) ≤ r ≤ 1 ≤
π
|τ | .
Hence, in any case,
r
|1− reiτ | ≤
π
max(1− r, |τ |) ≤
2π
1− r + |τ | .
We then get:
E
[∣∣∣∣ℑ log( 1− γj1− γjeiψ
)∣∣∣∣ρ ∣∣ |γj |] ≤ ψρ ∫ π
0
dτ
π
(
2π
1− |γj |+ τ
)ρ
≤ ψρ2ρπρ−1
∫ ∞
1−|γj |
du
uρ
= Oρ
(
ψρ(1− |γj |)1−ρ
)
.
Now,
E[(1− |γj |)1−ρ] = E[(1− |γj |2)1−ρ(1 + |γj |)ρ−1]
≤ 2ρ−1β(j + 1)
2
∫ 1
0
(1− x)(β/2)(j+1)−ρdx.
For ρ ∈ (1,min(2, 1 + (β/2))), we have (β/2)(j + 1) − ρ ≥ (β/2) − ρ > −1. Hence, the last
expectation is finite, and depends only on ρ, β, j:
E[(1− |γj |)1−ρ] = Oρ,β,j(1),
which implies
E
[∣∣∣∣ℑ log( 1− γj1− γjeiψ
)∣∣∣∣ρ] = Oρ,β,j(ψρ)
and therefore by an immediate recurrence using Equation (2.9), we have for every j ≤ j0, j0
fixed:
‖ψj0(θ)‖Lρ ≪j0,ρ,β |θ| . (2.12)
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Step 2: Conditional second moment estimate. Recall that Fj is the σ-algebra gen-
erated by α0, α1, . . . , αj−1, or equivalently, by γ0, . . . , γj−1. In this paragraph, we prove that
there exists a constant Cβ such that for j ≥ j0, j0 depending only on β, conditional second
moments do exist and:
E
(
ψj+1(θ)
2|Fj
) ≤ (θ + ψj(θ))2 + Cβ
j + 1
ψj(θ)
2 . (2.13)
Consider the recurrence (2.9). From the series expansion (2.10), it is clear that 2ℑ log 1−γeiψ1−γ
is centered. Thus the first term in the bound (2.13) is nothing but E (ψj+1(θ)|Fj)2. As such,
we only have to control the conditional variance:
Var
(
ψj+1(θ)
2|Fj
)
= 4E
(ℑ log 1− γeiψj(θ)
1− γ
)2
|Fj

Eq.(2.10)
= 4
∞∑
k=1
E
(∣∣∣ℑγkj (eikψj(θ) − 1)∣∣∣2 |Fj)
k2
= 8
∞∑
k=1
E
(
|γj |2k
) sin(kψj(θ)2 )2
k2
≤ 2ψj(θ)2E
( |γj |2
1− |γj |2
)
.
If j0 is the smallest value of j such that j ≥ 2 and βj > 1, we get for j ≥ j0,
E
( |γj |2
1− |γj |2
)
= βj
∫ 1
0
x(1− x)βj−2 = 1
βj − 1 ≪β
1
1 + j
, .
which gives (2.13).
Step 3: Interpolating between first and second moment. For 1 < ρ < 2, Ho¨lder’s
inequality is written for any random variable X:
‖X‖Lρ ≤ ‖X‖
2
ρ
−1
L1
‖X‖2−
2
ρ
L2
,
hence in the conditional version, for j ≥ j0:
E (ψj+1(θ)
ρ|Fj) = E (ψj+1(θ)|Fj)2−ρ E
(
ψj+1(θ)
2|Fj
)ρ−1
Eq.(2.13)
≤ (θ + ψj(θ))2−ρ
(
(θ + ψj(θ))
2 +
Cβψj(θ)
2
j + 1
)ρ−1
≤ (θ + ψj(θ))ρ
(
1 +
Cβψj(θ)
2
(j + 1) (θ + ψj(θ))
2
)ρ−1
≤ (θ + ψj(θ))ρ e
Cβ (ρ−1)
j+1 .
Hence, upon taking expectation and using the triangle inequality, for j ≥ j0:
‖ψj+1(θ)‖Lρ ≤ e
Cβ (ρ−1)
ρ(j+1)
(|θ|+ ‖ψj(θ)‖Lρ) . (2.14)
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Conclusion: Applying Gronwall’s lemma to Equation (2.14), we have, for j ≥ j0,
‖ψj(θ)‖Lρ ≤ e
Cβ(ρ−1)
ρ
∑j
k=j0+1
1
k
‖ψj0(θ)‖Lρ + |θ| j∑
l=j0+1
e
−Cβ(ρ−1)
ρ
∑l−1
k=j0+1
1
k

≪β,ρ (1 + j)|θ|
j∑
l=j0+1
1
1 + j
e
Cβ (ρ−1)
ρ
∑j
k=l
1
k ≪ (1 + j)|θ|
j∑
l=j0+1
1
1 + j
(
l − 1
j
)−Cβ (ρ−1)ρ
.
We are done upon noticing that for ρ−1 small enough, the Riemann sum∑jl=j0 11+j ( l−1j )−Cβ (ρ−1)ρ
is convergent.
A useful corollary we will often invoke is:
Corollary 2.8. With the constant ρ = ρ(β) given in the previous proposition, and D > 0,
we have almost surely:
sup
0≤j≤k−1
sup
θ∈[0,2π), θ′∈[0,2π)
kD
,
θ−θ′∈[0,2πk−D)
∣∣ψj(θ)− ψj(θ′)∣∣ = O(k3−D(1− 1ρ)) ,
where
[0, 2π)m :=
{ s
2πm
, s ∈ {0, 1, . . . ,m− 1}
}
.
Proof. Because ψj is increasing, we have
sup
0≤j≤k−1
sup
θ∈[0,2π)
|ψj(θ)− ψj(2πk−D⌊kDθ/2π⌋)|
= sup
0≤j≤k−1
sup
0≤s≤kD−1
ψj(2(s + 1)πk
−D)− ψj(2sπk−D).
Now, using the fact that ψj(θ − θ′) and ψj(θ)− ψj(θ′) have the same law, we get:∑
0≤j≤k−1
0≤s≤kD−1
P
(
ψj(2(s + 1)πk
−D)− ψj(2sπk−D) ≥ k3−D
(
1− 1
ρ
))
=kD
∑
0≤j≤k−1
P
(
ψj(2πk
−D) ≥ k3−D
(
1− 1
ρ
))
≪β kD
∑
0≤j≤k−1
(
1 + j
k3+
D
ρ
)ρ
≪ k1−2ρ .
As ρ > 1, these probabilities are summable and almost surely, the events occur finitely many
times by the Borel-Cantelli Lemma.
3 An auxiliary log-correlated field
Recall that βj =
β
2 (j + 1) for all j ≥ 0. Consider (Ej)j≥0, (Θj)j≥0, (Γj)j≥0 independent with
Ej being exponentially distributed, Θj being uniform on [0, 2π) and Γj being Gamma dis-
tributed with parameter βj . Following the setting presented in Subsection 2.1, the deformed
Verblunsky coefficients can be taken as follows:
∀j ≥ 0, γj =
√
Ej
Ej + Γj
eiΘj (3.1)
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by standard equalities in law involving Beta and Gamma distributions.
Now, notice that
NCj =−
√
Eje
iΘj (3.2)
is a complex Gaussian of total variance 1 and that for large j, Γj is close to β(1 + j)/2 with
high probability. As such, we feel like approximating γj ≈ −
√
2
β
NCj√
j+1
. To that endeavor, we
define for θ ∈ R the auxiliary field:
Zk(θ) :=
k−1∑
j=0
NCj eiψj(θ)√
j + 1
. (3.3)
This is a much more convenient process to study, as (Zk(θ))θ∈[0,2π) is a field with Gaussian
one-point marginals. It will be particularly convenient in order to establish the upper bounds
in Section 4. Moreover, despite the fact that the Z is not globally a Gaussian field because
of the Pru¨fer phases, its law is invariant when we shift θ by a constant.
Indeed, for θ0 ∈ R, if we change Θj by Θj +ψj(θ0) modulo 2π for all j ≥ 0, this does not
change the distribution of (Ej)j≥0, (Θj)j≥0, (Γj)j≥0 since ψj(θ0) is measurable with respect
to the variables Ek,Θk,Γk for k ≤ j − 1. Hence, the law of the field Z is not changed. On
the other hand, NCj and γj are multiplied by eiψj(θ0), and then one checks that the new
values of γj correspond to the modified Verblunsky coefficients associated to the polynomials
z 7→ Φ∗k(zeiθ), whose relative Pru¨fer phases are given by θ 7→ ψj(θ0 + θ) − ψj(θ0). We
then deduce that the new field Z, which has the same law as the initial one, is given by
(Zk(θ + θ0))k≥0,θ∈R.
The main result of this section is:
Proposition 3.1. We have almost surely:
sup
k≥0
sup
θ∈[0,2π)
∣∣∣∣log Φ∗k(eiθ)−√ 2βZk(θ)
∣∣∣∣ <∞
In particular, regardless of the coupling obtained by having picked a consistent family of
Verblunsky coefficients, the family of random variables(
sup
θ∈[0,2π)
∣∣∣∣log Φ∗k(eiθ)−√ 2βZk(θ)
∣∣∣∣
)
k≥0
is tight. As such, Theorem 1.2 is equivalent to proving that for σ ∈ {1, i,−i}:
sup
θ∈[0;2π)
ℜ [σZn(θ)] = log n− 3
4
log2 n+O(1) ,
O(1) denoting a tight family of random variables.
As a corollary of Proposition 3.1, we have:
Corollary 3.2. Fix z ∈ U. One can couple the sequence (Φ∗k(z))k≥0 and a complex Brownian
motion
(
WCt =
√
1
2W
1
t + i
√
1
2W
2
t
)
t≥0
in such a way that almost surely:
sup
k≥0
| log Φ∗k(z)−
√
2
β
WCτ(k)| <∞,
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where τ is the time change:
τ(p) :=Var (Zk(θ = 0)) =
p∑
k=1
1
k
. (3.4)
The complex Brownian motion is normalized so that E
(|WCt |2) = t, and (W 1,W 2) is a pair
of independent standard real Brownian motions.
Strategy of proof for Proposition 3.1. We have the following:
log Φ∗k(e
iθ) =
k−1∑
j=0
log
(
1− γjeiψj(θ)
)
= −
k−1∑
j=0
γje
iψj(θ) −
k−1∑
j=0
γ2j
2
e2iψj(θ) +O
k−1∑
j=1
|γj|3
1− |γj|

from the Taylor expansion of the logarithm. Now, for all j ≥ 0, by using the expression of
the Beta distribution corresponding to |γj |2, we get:
E
[ |γj|3
1− |γj|
]
=
β(j + 1)
2
∫ 1
0
(1− x)β(j+1)2 −1 x
3
2
1−√xdx
=
β(j + 1)
2
∫ 1
0
(1− x)β(j+1)2 −2x 32 (1 +√x)dx
≤ β(j + 1)
∫ 1
0
(1− x)β(j+1)2 −2x 32dx .
If j is larger than j0 (depending only on β),
β(j+1)
2 − 1 > 0, and then, from the Beta integral:
E
[ |γj |3
1− |γj |
]
≤ β(j + 1)Γ(
β(j+1)
2 − 1)Γ(52 )
Γ(β(j+1)2 +
3
2 )
∼
j→∞
(βj)Γ(
5
2
)
(
βj
2
)− 5
2
= O((βj)− 32 ),
which implies E
[∑∞
j=j0
|γj |3
1−|γj |
]
<∞. Hence, almost surely,
∞∑
j=0
|γj |3
1− |γj | <∞,
and then
sup
k≥0
sup
θ∈[0,2π)
∣∣∣∣∣∣log Φ∗k(eiθ) +
k−1∑
j=0
γje
iψj(θ) +
k−1∑
j=0
γ2j
2
e2iψj(θ)
∣∣∣∣∣∣ <∞ .
It is now sufficient to prove that almost surely
sup
k≥0
sup
θ∈[0,2π)
∣∣∣∣∣∣
k−1∑
j=0
γ2j e
2iψj(θ)
∣∣∣∣∣∣ <∞ (3.5)
and
sup
k≥0
sup
θ∈[0,2π)
∣∣∣∣∣∣
k−1∑
j=0
γje
iψj(θ) +
√
2
β
Zk(θ)
∣∣∣∣∣∣ <∞ . (3.6)
We shall use the same strategy for both processes in the next two subsections.
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3.1 Tightness of the random functions in Eq. (3.5)
Let us define
Sk(θ) :=
k−1∑
j=0
(j + 1)γ2j e
2iψj (θ) . (3.7)
By Abel summation, for k ≥ 1,
k−1∑
j=0
γ2j e
2iψj (θ) =
k−1∑
j=0
Sj+1(θ)− Sj(θ)
j + 1
=
Sk(θ)
k
+
k−1∑
j=1
Sj(θ)
j(j + 1)
.
We deduce that
sup
k≥0
sup
θ∈[0,2π)
∣∣∣∣∣∣
k−1∑
j=0
γ2j e
2iψj(θ)
∣∣∣∣∣∣ ≤ supk≥1 supθ∈[0,2π) |Sk(θ)|k +
∞∑
j=1
1
j(j + 1)
sup
θ∈[0,2π)
|Sj(θ)|.
It is then sufficient to show that for some α ∈ (0, 1), almost surely:
sup
θ∈[0,2π)
|Sk(θ)| = O(kα) .
One point estimate: In this paragraph, we prove that for all θ ∈ [0, 2π), C > 0, α ∈
(1/2, 1),
P (|Sk(θ)| ≥ kα)≪α,β,C k−C , (3.8)
using a Chernoff bound. For a given θ ∈ [0, 2π), Sk(θ) has the same law as Sk(θ = 0) by rota-
tional invariance. Moreover, since the distribution of Sk(θ) is invariant under multiplication
by a complex number of modulus one, we only have to prove
P (ℜSk(θ = 0) ≥ kα/2)≪α,β,C k−C .
Now, from the third inequality in Proposition 2.5, we deduce that for λ in a neighborhood
of zero depending only of β:
E
[
e(j+1)λℜ(γ
2
j )
]
≤ exp
(
8λ2
β2
)
.
Hence, using the independence of (γj)0≤j≤k−1, we have E[eλℜSk(θ=0)] ≤ exp
(
8kλ2
β2
)
. A clas-
sical Chernoff bound yields for all α ∈ (12 , 1),
P (ℜSk(θ = 0) ≥ kα/2) ≤ exp
(
−λk
α
2
+
8λ2k
β2
)
,
and for k large enough depending on α and β, we can take λ = β
2kα−1
32 , which gives
P [ℜSk(θ = 0) ≥ kα/2] ≤ exp
(
−β
2k2α−1
128
)
≪α,β,C k−C ,
for all C > 0. This domination, proven for k large enough, can of course be extended to small
values of k, since there are finitely many of them.
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Multiple points estimate: Using the estimate (3.8), the union bound and the Borel-
Cantelli lemma, we deduce that almost surely, for all integers D > 0,
sup
θ∈[0,2π)
k−D
|Sk(θ)| < kα
occurs for all but finitely many values of k, and then
sup
θ∈[0,2π)
k−D
|Sk(θ)| = O(kα) a.s .
Now, it remains to fill the gaps between the points in [0, 2π)k−D . From the formula (3.7)
giving Sk(θ), it is enough to have almost surely:
sup
0≤j≤k−1
sup
θ∈[0,2π), θ′∈[0,2π)
k−D
,
θ−θ′∈[0,2πk−D)
∣∣∣γ2j (e2iψj(θ) − e2iψj(θ′))∣∣∣ = O(k−2+α),
which is obtained from Corollary 2.8 for D > 0 large enough.
3.2 Tightness of the random functions in Eq. (3.6)
By putting Equations (3.1) and (3.2), we can write
γje
iψj(θ) +
√
2
β
NCj√
j + 1
eiψj(θ) = γje
iψj(θ)
(
1−
√
Ej + Γj
βj
)
.
In a similar fashion as in the previous subsection, we define:
Tk(θ) :=
k−1∑
j=0
(j + 1)γje
iψj(θ)
(
1−
√
Ej + Γj
βj
)
. (3.9)
By Abel summation, for k ≥ 1,
k−1∑
j=0
γje
iψj(θ)
(
1−
√
Ej + Γj
βj
)
=
k−1∑
j=0
Tj+1(θ)− Tj(θ)
j + 1
=
Tk(θ)
k
+
k−1∑
j=1
Tj(θ)
j(j + 1)
.
We deduce that
sup
k≥0
sup
θ∈[0,2π)
∣∣∣∣∣∣
k−1∑
j=0
γje
iψj(θ)
(
1−
√
Ej + Γj
βj
)∣∣∣∣∣∣ ≤ supk≥1 supθ∈[0,2π) |Tk(θ)|k +
∞∑
j=1
1
j(j + 1)
sup
θ∈[0,2π)
|Tj(θ)|.
As in the previous subsection, it is then sufficient to show that for some α ∈ (0, 1),
sup
θ∈[0,2π)
|Tk(θ)| = O(kα)
almost surely and the proof goes along the same lines.
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One point estimate: Just like before, we prove that for all θ ∈ [0, 2π), C > 0, α ∈ (34 , 1):
P (|Tk(θ)| ≥ kα)≪α,β,C k−C , (3.10)
via a Chernoff bound. Again, by rotational invariance we can assume θ = 0 and because the
distribution of Tk(θ = 0) is invariant under multiplication by a complex number of modulus
one, we only have to prove:
P (ℜTk(θ = 0) ≥ kα/2)≪α,β,C k−C .
Now, recall that γj and Ej +Γj are independent by a classical identity in law due to Lukacs
[Luk55]. This fact characterises the Gamma distribution and such identities are refered as
“Beta-Gamma algebra identities”. In any case, by conditioning on Ej +Γj and applying the
second inequality of Proposition 2.5, we have, for λ > 0:
E
[
e
(j+1)λℜγj
(
1−
√
Ej+Γj
βj
)]
≤ E
eλ2(j+1)2β (1−√Ej+Γjβj )2
 = I1 + I2,
where
I1 := E
eλ2(j+1)2β (1−√Ej+Γjβj )21|1−(Ej+Γj)/βj |≤(1+j)−1/4

and
I2 := E
eλ2(j+1)2β (1−√Ej+Γjβj )21|1−(Ej+Γj)/βj |>(1+j)−1/4
 .
For |1− x| ≤ (1 + j)−1/4, we have
(1−√x)2 = (1− x)2(1 +√x)−2 ≤ (1− x)2 ≤ (1 + j)−1/2
and then
I1 ≤ e
λ2(j+1)1/2
2β .
On the other hand, by Cauchy-Schwarz inequality,
I2 ≤ E
eλ2(j+1)β (1−√Ej+Γjβj )2
1/2 P(|1− (Ej + Γj)/βj | > (1 + j)−1/4)1/2
≤ E
[
e
λ2(j+1)
β
(
1+
Ej+Γj
βj
)]1/2
P
(
|1− (Ej + Γj)/βj | > (1 + j)−1/4
)1/2
≤ e
λ2(j+1)
2β E
[
e
2λ2
β2
(Ej+Γj)
]1/2
P
(
|1− (Ej + Γj)/βj | > (1 + j)−1/4
)1/2
= e
λ2(j+1)
2β
(
1− 2λ
2
β2
)−(1+βj)/2
P
(
|1− (Ej + Γj)/βj | > (1 + j)−1/4
)1/2
≤ e
2λ2
β2
(1+β(j+1))
P
(
|1− (Ej + Γj)/βj | > (1 + j)−1/4
)1/2
,
for λ > 0 small enough depending on β. Now, for µ ∈ (0, 1/2], log(1 ± µ) ≥ ±µ − µ2, and
then
P
(
|1− (Ej + Γj)/βj | > (1 + j)−1/4
)
≤ e−µβj(1+j)−1/4E
[
eµ(βj−(Ej+Γj)) + e−µ(βj−(Ej+Γj))
]
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= e−µβj(1+j)
−1/4
(
eµβj (1 + µ)−1−βj + e−µβj (1− µ)−1−βj
)
≤ e−µβj(1+j)−1/4 (e−µ + eµ) eµ2eµ2βj
≤ 4 eβj(µ2−(1+j)−1/4µ)
Taking µ = (1/2)(1 + j)−1/4 ∈ (0, 1/2], we deduce
P
(
|1− (Ej + Γj)/βj | > (1 + j)−1/4
)
≤ 4 e−(βj/4)(1+j)−1/2
and then
I2 ≤ 2 e
2λ2
β2
(1+β(j+1))−β(1+j)1/2
16 .
If λ ≤ (1 + j)−1/3, the first term in the exponential is negligible with respect to the second
one when j goes to infinity, and then:
I2 ≪β e−
β(1+j)1/2
17 ≪β (1 + j)−2.
We then get, for λ ≤ k−1/3 and 0 ≤ j ≤ k − 1,
E
[
e
(j+1)λℜγj
(
1−
√
Ej+Γj
βj
)]
≤ e
λ2(j+1)1/2
2β +Oβ((1 + j)−2) ≤ e
λ2k1/2
2β
+Oβ((1+j)−2)
Multiplying these inequalities gives:
E
[
eλℜTk(0)
]
≪β e
λ2k3/2
2β ,
P [ℜTk(0) ≥ kα/2]≪β exp
(
−λk
α
2
+
λ2k3/2
2β
)
.
Taking λ = βkα−(3/2)/2, we get, for k large enough (depending on β) in order to insure that
λ is sufficiently small and at most k−1/3 (recall that α < 1), we get
P [ℜTk(0) ≥ kα/2]≪β exp
(
−βk
2α−(3/2)
8
)
≪α,β,C k−C
since α > 34 .
Multiple points estimate: Using the union bound, and Borel-Cantelli lemma, we deduce
that almost surely, for all integers D > 0,
sup
θ∈[0,2π)
kD
|Tk(θ)| < kα
occurs for all but finitely many values of k, and then
sup
θ∈[0,2π)
kD
|Tk(θ)| = O(kα) .
Now, it remains to fill the gaps. From the formula (3.9) giving Tk(θ), it is enough to have
almost surely:
sup
0≤j≤k−1
max
θ1∈[0,2π),θ2∈[0,2π)kD
0≤θ1−θ2≤2πk−D
∣∣∣∣∣γj
(
1−
√
Ej + Γj
βj
)
(eiψj(θ1) − eiψj(θ2))
∣∣∣∣∣ = O (k−2+α) .
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Now, we have that sup0≤j≤k−1
∣∣∣γj (1−√Ej+Γjβj )∣∣∣ = O(k) almost surely by Borel-Cantelli
lemma:
P
(
sup
0≤j≤k−1
∣∣∣∣∣γj
(
1−
√
Ej + Γj
βj
)∣∣∣∣∣ ≥ k
)
≤
∑
0≤j≤k−1
P
(∣∣∣∣∣γj
(
1−
√
Ej + Γj
βj
)∣∣∣∣∣ ≥ k
)
≤ 1
k2
∑
0≤j≤k−1
E
|γj |2
(
1−
√
Ej + Γj
βj
)2
≪β log(1 + k)
k2
,
which is summable. Therefore, it is enough to prove that for some D > 0, almost surely,
sup
0≤j≤k−1
sup
θ1∈[0,2π),θ2∈[0,2π)kD
0≤θ1−θ2≤2πk−D
|ψj(θ1)− ψj(θ2)| = O(k−3+α) .
Again, we can invoke Corollary 2.8.
4 The upper bound
Thanks to Proposition 3.1, the “upper bound part” of Theorem 1.2 (i.e. the tightness of the
positive part of the variables which are involved) is a consequence of the following result:
Proposition 4.1. For all σ ∈ {1, i,−i}, we have
lim
C→∞
lim sup
n→∞
P
[
sup
θ∈[0,2π)
ℜ(σZn(θ)) ≥ log n− 3
4
log2 n+ C
]
= 0.
The proof is only given after two subsections of preparatory work.
4.1 Reduction to geometric progressions
The following Lemma, in combination with Proposition 3.1, shows that it suffices to handle
the case where n = bJ for a certain integer b ≥ 2 (which can be fixed arbitrarily).
Lemma 4.2. If bJ ≤ n < bJ+1, then:
sup
θ∈[0,2π)
ℜ(σZbJ (θ)) +O(1) ≤ sup
θ∈[0,2π)
ℜ(σZn(θ)) ≤ sup
θ∈[0,2π)
ℜ(σZbJ+1(θ)) +O(1) ,
where O(1) corresponds to a tight family of random variables indexed by n.
Proof. Let θ0 ∈ [0, 2π) be a point where the supremum supθ ℜ (σZn(θ)) is reached. We have
from Eq. (3.3):
sup
θ∈[0,2π)
ℜ(σZn(θ)) =ℜ(σZbJ+1(θ0))−ℜ
σ bJ+1−1∑
j=n
NCj eiψj(θ0)√
j + 1

≤ sup
θ∈[0,2π)
ℜ(σZbJ+1(θ))−ℜ
σ bJ+1−1∑
j=n
NCj eiψj(θ0)√
j + 1
 .
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Similarly, if θ′0 is a point where the supremum supθ ℜ (σZbJ (θ)) is reached:
sup
θ∈[0,2π)
ℜ(σZbJ (θ)) =ℜ(σZn(θ′0))−ℜ
σ n−1∑
j=bJ
NCj eiψj(θ
′
0)
√
j + 1

≤ sup
θ∈[0,2π)
ℜ(σZn(θ))−ℜ
σ n−1∑
j=bJ
NCj eiψj(θ
′
0)
√
j + 1
 .
Computing the variance, which is made possible by the fact that NCj for j ≥ n is inde-
pendent from θ0, we find:
E
∣∣∣∣∣∣
bJ+1−1∑
j=n
NCj eiψj(θ0)√
j + 1
∣∣∣∣∣∣
2 = bJ+1∑
j=n+1
1
j
≤
∫ bJ+1
n
dt
t
≤ log b ,
which implies the second inequality in our Lemma. The first inequality is obtained exactly
the same way.
4.2 Filling the gaps
We will use a union bound in order to control the maximum of Zn on finitely many points
of the unit circle, and then interpolate between these points. The latter can be easily made,
thanks to the following remarkable general results on polynomials.
Lemma 4.3. For any polynomial Q of degree at most k ≥ 1, one has
sup
U
|Q| ≤ 14 sup
U2k
|Q|,
Um denoting the set of m-th roots of unity.
Proof. For k = 1, we get
Q(z) =
1 + z
2
Q(1) +
1− z
2
Q(−1),
and for k = 2,
Q(z) =
(z + 1)(z − i)
2(1 − i) Q(1) +
(z − 1)(z − i)
−2(−1− i) Q(−1) +
(z + 1)(z − 1)
(i+ 1)(i − 1) Q(i),
by Lagrange interpolation. We can then assume k ≥ 3. Let m ≥ 1 be the strict integer part
of k/2. For all integers r, −m ≤ r, s ≤ k +m, we have
1
2k
∑
ω∈U2k
ωrω¯s = 1r=s,
since |r − s| ≤ k + 2m < 2k. Hence, if (λs)−m≤s≤k+m is a sequence such that λs = 1 for
0 ≤ s ≤ k, we get, for all r ∈ {0, 1, . . . , k},
zr =
∑
ω∈U2k
ωr
k+m∑
s=−m
λs
(zω¯)s
2k
We deduce, by linearity,
Q(z) =
∑
ω∈U2k
Q(ω)R(zω¯), (4.1)
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where
R(z) =
1
2k
k+m∑
s=−m
λsz
s.
Now, let us choose λs = (k+m−s)/m for k ≤ s ≤ k+m, λs = 1 for 0 ≤ s ≤ k, λs = (m+s)/m
for −m ≤ s ≤ 0. For all z ∈ U,
|R(z)| ≤ 1
2k
k+m∑
s=−m
|λs| = 1
2k
(
k + 1 +
2
m
(
m(m− 1)
2
))
=
k +m
2k
≤ 3
4
.
On the other hand, we can write, for z 6= 1,
R(z) =
1
2km
m−1∑
p=0
k+p∑
s=−p
zs =
1
2km
m−1∑
p=0
z−p
zk+2p+1 − 1
z − 1
=
1
2km(z − 1)
m−1∑
p=0
(zk+p+1 − z−p) = 1
2km(z − 1)
(
(zk+1 − z−m+1)(zm − 1)
z − 1
)
,
and since m ≥ k/4,
|R(z)| ≤ 4
2km|z − 1|2 ≤
8
k2|z − 1|2 .
Hence, from (4.1),
|Q(z)| ≤
(
sup
U2k
|Q|
) ∑
ω∈U2k
(
3
4
∧ 8
k2|z − ω|2
)
.
Now, the distances, for the circular metric, between z and each of the elements of U2k,
are, taken in increasing order, in the intervals [0, π/2k], [π/2k, 2π/2k], . . . , [(2k − 1)π/2k, π].
Hence, the successive values of |z − ω| are at least 0, 1/k, 2/k, . . . , (2k − 1)/k, and then
|Q(z)| ≤
(
sup
U2k
|Q|
)3
4
+
2k−1∑
j=1
8
j2
 ≤ (sup
U2k
|Q|
)(
3
4
+
8π2
6
)
,
which gives the desired result.
Lemma 4.4. For any polynomial Q of degree at most k ≥ 1, equal to 1 at zero and who does
not vanish on D,
sup
U
ℑ logQ ≤ 2π + sup
Uk
ℑ logQ,
where we take the continous version of the logarithm which vanishes at zero.
Proof. We can write, for θ ∈ R,
ℑ logQ(eiθ) =
k∑
j=1
ℑ log(1− ωjeiθ),
for |ωj| ≤ 1, the arguments in the sum being in [−π/2, π/2]. Since |ωj| < 1,
d
dθ
(
ℑ log(1− ωjeiθ)
)
= ℑ
(
d
dθ
log(1− ωjeiθ)
)
= ℑ
( −iωjeiθ
1− ωjeiθ
)
= ℜ
(
u
u− 1
)
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for |u| = |ωjeiθ| < 1. Hence,
d
dθ
(
ℑ log(1− ωjeiθ)
)
= 1 + ℜ
(
1
u− 1
)
≤ 1,
since u−1, and then its inverse, has negative real part. We deduce, for θ ∈ [2πm/k, , 2π(m+
1)/k],
ℑ log(1− ωjeiθ) ≤ 2π
k
+ ℑ log(1− ωje2iπm/k).
Summing with respect to j, we get
ℑ logQ(eiθ) ≤ 2π + ℑ logQ(e2iπm/k).
Using the two lemmas above, we deduce the following:
Proposition 4.5. Almost surely, the following random variable is finite:
D := sup
n≥1
(
sup
θ∈[0,2π)
ℜ(σZn(θ))− sup
k∈{0,1,...,2n−1}
ℜ(σZn(πk/n))
)
.
Proof. For all θ ∈ [0, 2π), n ≥ 1:
ℜ(σZn(θ)) ≤
√
β
2
ℜ(σ log Φ∗n(eiθ)) +
∣∣∣∣∣ℜ(σZn(θ))−
√
β
2
ℜ(σ log Φ∗n(eiθ))
∣∣∣∣∣
≤
√
β
2
sup
z∈U
ℜ(σ log Φ∗n(z)) + sup
n≥1
sup
θ∈[0,2π)
∣∣∣∣∣ℜ(σZn(θ))−
√
β
2
ℜ(σ log Φ∗n(eiθ))
∣∣∣∣∣
Lemmas 4.3, 4.4
≤
√
β
2
sup(log 14, 2π) +
√
β
2
sup
z∈U2n
ℜ(σ log Φ∗n(z))
+ sup
n≥1
sup
θ∈[0,2π)
∣∣∣∣∣ℜ(σZn(θ))−
√
β
2
ℜ(σ log Φ∗n(eiθ))
∣∣∣∣∣
≤
√
2βπ + sup
k∈{0,1,...,2n−1}
ℜ(σZn(πk/n))
+ 2 sup
n≥1
sup
θ∈[0,2π)
∣∣∣∣∣ℜ(σZn(θ))−
√
β
2
ℜ(σ log Φ∗n(eiθ))
∣∣∣∣∣ .
The last term is almost surely finite by Proposition 3.1, and independent of n and θ. We
conclude by taking the supremum on n and θ in the left-hand side.
4.3 Proof of the upper bound via a first moment method
We are now ready to prove Proposition 4.1. Thanks to Lemma 4.2, we consider only geometric
progressions.
Setting up barriers: A standard approach in proving the upper bound in log-correlated
fields and branching random walks, is to work under the event that ancestors in the hierar-
chical structure are not too large. In our case, we will follow the field ℜ(σZbj ) at successive j
up to J , and look at the first time when its maximum goes above a certain level, representing
27
a “barrier” from above. For our purposes, we first choose the increasing barrier function
g(j) = jα with α = 1/100 and then we set:
aJ,Cj :=
{
C + g(j), if j ≤ 12J,
C + g (J − j) − 34 log J, if 12J < j ≤ J.
(4.2)
Adding to that the term τ(bj) =
∑bj
k=1
1
k = j log b + O(1) (see (3.4)), we obtain the tilted
barrier:
AJ,Cj := τ(b
j) + aJ,Cj . (4.3)
Now consider the “barrier crossing” events
BJ,C :=
{
∃1 ≤ j ≤ J, sup
θ∈[0,2π)
ℜ(σZbj (θ)) ≥ AJ,Cj
}
.
In the next paragraph, we will prove:
lim
C→∞
sup
J≥0
P (BJ,C) = 0 . (4.4)
It shows that, with high probability as C →∞, the maxima of the fields ℜ(σZbj ) remain below
the barrier. We easily check that (4.4) implies Proposition 4.1 for the geometric progression
(bJ)J≥0, which completes the proof of the upper bound part of Theorem 1.2.
Proof of Eq. (4.4): Since limC→∞ P (D ≥ C) = 0 by Proposition 4.5, it suffices to prove
that
lim
C→∞
sup
J≥0
P (BJ,2C ∩ {D < C}) = 0 .
We decompose the event depending on the first instance j where sup
θ∈[0,2π)
ℜ(σZbj (θ)) ≥ AJ,Cj :
P (BJ,2C ∩ {D < C})
=P
(
D < C;∃1 ≤ j ≤ J, sup
θ∈[0,2π)
ℜ(σZbj (θ)) ≥ AJ,2Cj
)
=
J∑
j=1
P
(
D < C;∀1 ≤ k < j, sup
θ∈[0,2π)
ℜ(σZbk(θ)) < AJ,2Ck ; sup
θ∈[0,2π)
ℜ(σZbj (θ)) ≥ AJ,2Cj
)
≤
J∑
j=1
P
∀1 ≤ k < j, sup
θ∈ 2πZ
2bj
ℜ(σZbk(θ)) < AJ,2Ck ; sup
θ∈ 2πZ
2bj
ℜ(σZbj (θ)) ≥ AJ,Cj
 ,
where for the last inequality we used the definition of D, which indicates we only need to
control the fields ℜ(σZbj ) on 2bj points at the cost of an error of C. Then, thanks to a union
bound and the rotational invariance of the fields ℜ(σZbj (θ)):
P (BJ,2C ∩ {D < C})
≤
J∑
j=1
2bjP
(
∀1 ≤ k < j,ℜ(σZ2k (θ = 0)) < AJ,2Ck ;ℜ(σZ2j (θ = 0)) ≥ AJ,Cj
)
.
Now, we embed the Gaussian random variables ℜ(σZ2k(θ = 0)) into a standard real Brownian
motion W as in Corollary 3.2 by writing:
∀k ∈ N, Wτ(k) =
√
2ℜ(σZk(θ = 0)) .
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By the Girsanov transform [RY99, Chapter VIII, Theorem 1.12], we define a new probability
measure Q given by:
dQ
dP |σ(Ws;s≤t)
= e
√
2Wt−t
under which W˜t =Wt −
√
2t is a Q-Brownian motion. In that setting, we continue from the
above inequalities and obtain:
P (BJ,2C ∩ {D < C})
≤
J∑
j=1
2bjP
(
∀1 ≤ k < j,Wτ(bk) ≤
√
2AJ,2Ck ;Wτ(bj ) >
√
2AJ,Cj
)
=
J∑
j=1
2bjP
(
∀1 ≤ k < j, W˜τ(bk) ≤
√
2aJ,2Ck ; W˜τ(bj ) >
√
2aJ,Cj
)
=
J∑
j=1
2bjEQ
(
e
−√2W˜
τ(bj)
−τ(bj)
1{∀1≤k<j,W˜
τ(bk)
≤√2aJ,2Ck ;W˜τ(bj)>
√
2aJ,Cj
})
≪b
J∑
j=1
e−2a
J,C
j Q
(
∀1 ≤ k < j, W˜τ(bk) ≤
√
2aJ,2Ck ; W˜τ(bj ) >
√
2aJ,Cj
)
.
Out of convenience, we replace in the above sum W˜ under Q by W under P while performing
a time change:
W˜τ(bk) =
√
log bWk+Ek ,
where Ek is the time shift arising from the approximation τ(b
k) = k log b + O(1). More
precisely:
Ek =
τ(bk)
log b
− k =
k∑
l=1
el ,
with ek =
1k=1
log b − 1 +
∑bk
p=bk−1+1
1
p
log b
k→∞−→ 0. By comparing the harmonic series to the integral
of t 7→ 1t , recall the standard inequality:
∀p < q, − log
(
1 +
1
p
)
≤ τ(q)− τ(p)− log q
p
≤ 0 . (4.5)
It yields that
||E||1 :=
∞∑
j=1
|ek| ≤ 1
log b
+
1
log b
∞∑
k=1
log
(
1 + b1−k
)
is finite and depends only on b. At this point, notice that picking b large allows ||E||1 to be
as small as desired. In any case, we have:
P (BJ,2C ∩ {D < C})
≪b
J∑
j=1
e−2a
J,C
j P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj+Ej >
√
2
log b
aJ,Cj
)
.
Because of the barrier’s definition, as J →∞, we have∑1≤j≤ 2
3
J e
−2aJ,Cj = O(e−2C). And
thus:
P (BJ,2C ∩ {D < C})
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≪be−2C +
∑
2
3
J<j≤J
e−2a
J,C
j P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj+Ej >
√
2
log b
aJ,Cj
)
≤e−2C + e−2CJ 32
∑
2
3
J<j≤J
e−2g(J−j)P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj+Ej >
√
2
log b
aJ,Cj
)
.
In order to conclude, we need the following, which is proven in the next paragraph:
P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj+Ej >
√
2
log b
aJ,Cj
)
≪b (1 + C)3J−
3
2 , (4.6)
for all 23J < j ≤ J , the implicit constant being independent of C > 0 and j. Assuming that,
we have:
P (BJ,2C ∩ {D < C})≪be−2C + e−2C(1 + C)3
∑
2
3
J<j≤J
e−2g(J−j) ≪ e−2C(1 + C)3 .
As the implicit constants do not depend on C, taking C → ∞ concludes the proof of Eq.
(4.4).
Proof of eq. (4.6): This equation is trivial for J ≤ 13, hence we can assume J ≥ 14. The
proof requires the use of classical estimates on random walks which are given in the appendix.
In order to obtain a more amenable expression, let us handle the overshoot of the random
walk W over the barrier at time j > 2J3 > 9:
P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj+Ej >
√
2
log b
aJ,Cj
)
=
∞∑
l=0
P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj−1+Ej−1 ∈
√
2
log b
aJ,2Cj−1 − [l; l + 1);
Wj+Ej >
√
2
log b
aJ,Cj
)
≤
∞∑
l=0
P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj−1+Ej−1 ∈
√
2
log b
aJ,2Cj − [l; l + 1);
Wj+Ej −Wj−1+Ej−1 >
√
2
log b
(aJ,Cj − aJ,2Cj−1 ) + l
)
≪
∞∑
l=0
P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj−1+Ej−1 ∈
√
2
log b
aJ,2Cj − [l; l + 1)
)
×
P
(
Wj+Ej −Wj−1+Ej−1 > −
√
2
log b
C + l +O(1)
)
We now invoke the first point of Corollary 6.6 with f =
√
2
log bg, N = j − 1, λN = 12J + 14 ,
x = 2C
√
2
log b , y =
√
2
log b
(
g(J − j + 1)− 34 log J
)
. Note that we can apply this corollary for
J large enough depending only on ||E||1, and then only on b, since
1
10
≤ 1
2
≤
1
2J
J − 1 ≤ λ ≤
1
2 (J + 1)
j − 1 ≤
1
2(J + 1)
2J
3 − 1
≤ 9
10
,
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the last equality coming from the fact that we assume J ≥ 14. Moreover, if Wk+Ek ≤√
2
log ba
J,2C
k , we have for k ≤ J/2 < λN ,
Wk+Ek − f(k) ≤ 2C
√
2
log b
= x,
and for k > J/2, and then k ≥ (J/2) + (1/2) > λN , by subadditivity of f (which is propor-
tional to k 7→ k1/100),
Wk+Ek−f(j−1−k) ≤Wk+Ek−f(J−k)+f(J−j+1) ≤
√
2
log b
(2C−3
4
log J+g(J−j+1)) = x+y.
Moreover, if
Wj−1+Ej−1 ∈
√
2
log b
aJ,2Cj − [ℓ, ℓ+ 1),
then
Wj−1+Ej−1 ∈ x+ y − [ℓ, ℓ+ 1).
We then obtain, for J large enough depending on b:
P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj+Ej >
√
2
log b
aJ,Cj
)
≪b J−
3
2 (1 +C)
∞∑
l=0
(1 + l)P
(
Wj+Ej −Wj−1+Ej−1 > −
√
2
log b
C + l +O(1)
)
≪J− 32 (1 + C)
∞∑
l=0
(1 + l)P
N > −
√
2
log bC + l +O(1)√
1 + ej
 ,
where N denotes a standard Gaussian random variable. Note that since j ≥ 10 (say),
1 + ej =
τ(bj)− τ(bj−1)
log b
Eq. 4.5
≥ 1− log
(
1 + b1−j
)
log b
≥ 1− b
−9
log b
≥ 1
2
.
Hence, for some integer
l0 =
⌈√
2
log b
C +O(1)
⌉
≪ 1 + C,
P
(
∀1 ≤ k < j,Wk+Ek ≤
√
2
log b
aJ,2Ck ;Wj+Ej >
√
2
log b
aJ,Cj
)
≪bJ−
3
2 (1 + C)
 l0∑
l=0
(1 + l) +
∞∑
l=l0+1
(1 + l) exp
(−(l − l0)2/4)

≪bJ−
3
2 (1 + C)3,
which proves (4.6) first for J large enough depending on b, and then for all J by changing
the implicit constant.
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5 The lower bound
Thanks to Proposition 3.1 and Corollary 2.2, the “lower bound part” of Theorem 1.2 is a
consequence of the following result:
Proposition 5.1. For all σ ∈ {1, i,−i}, we have
lim
C→∞
lim sup
n→∞
P
[
sup
θ∈[0,2π)
ℜ(σZn(θ)) ≤ log n− 3
4
log2 n− C
]
= 0.
Before diving into the proof, we will introduce a new process in order to gain more inde-
pendence. Then in subsection 5.2, we will implement the classical second moment method to
our problem. The second moment method, originally introduced for the branching processes,
like branching Brownian motion or Branching random walk, is now a very classical method
pioneered by Bramson [Bra78]. Since that time, it has been widely used in the general context
of log-correlated field ([BZ12], [BDZ16], [Mad15a], [DRZ15]).
Further notation: For any n ≥ p, θ ∈ [0, 2π), we define
Z(p)n (θ) := Zn(θ)− Zp(θ) =
n−1∑
j=p
NCj√
j + 1
ei((j+1)θ+Aj(θ)).
We stress that Z
(p)
n depends implicitely of β because of the Pru¨fer phase. Similarly, we define
A(p)n (θ) :=
n−1∑
j=p
aj(θ) = An(θ)−Ap(θ), .
where
aj(θ) := Aj+1(θ)−Aj(θ).
More generally, for any family of quantities depending on an index k, we will denote the
difference of the quantities indexed by k and p by the same notation, with k as an index and
p as an upperscript.
In the following, it will be convenient to study the field at times which are powers of 2.
In the sequel, we denote ek := 2
k.
5.1 A new coupling
A more independent field: For each fixed θ, (Zek(θ))k≥0 is a complex Gaussian random
walk. Moreover we could compute the correlations of Zek(θ) and Zek(θ
′) and observe that they
behave logarithmically with respect to the distance between θ and θ′ modulo 2π. However,
Z is not globally Gaussian, so we cannot directly apply known results on the maximum of
Gaussian fields, but we will still provide its approximative branching structure. To achieve
this aim we will gain some independence by making small changes on Z.
Let us fix some integer r, which will be assumed to be larger than some suitable universal
constant. For l ≥ r, we denote ∆ = ∆(l) := ⌊ r100⌋+ 100⌊log2 l⌋. Observe that for any N ≥ r,
we can rewrite formula (3.3) as:
Z(er)
eN
(θ) :=
N−1∑
l=r
2∆−1∑
p=0
2l−∆−1∑
j=0
NC2l+p2l−∆+j
e
iψ
2l+p2l−∆+j
(θ)√
2l + p2l−∆ + j + 1
 . (5.1)
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Note that ∆(l) and l−∆(l) ≥ (99l/100)− 100 log2 l are strictly positive if l ≥ r and r is large
enough. Now, let Z(er ,∆) be the process defined by
Z(er ,∆)
eN
(θ) :=
N−1∑
l=r
2∆−1∑
p=0
2l−∆−1∑
j=0
NC2l+p2l−∆+jeijθ
 eiψ2l+p2l−∆(θ)√
2l + p2l−∆
. (5.2)
Observe that Z
(er)
eN (θ) and Z
(er ,∆)
eN (θ) only differ by the change in the square root of the
denominator, and by the replacement of some increments of the Pru¨fer phases by their mean.
We claim that
Proposition 5.2. For r large enough,
∑
l≥r
P
(
sup
θ∈[0,2π)
|Z(el,∆)
el+1
(θ)− Z(el)
el+1
(θ)| ≥ 2l−2
)
< +∞
In particular, as
∑
l≥r 2l
−2 < +∞, we have that almost surely,∑
l≥r
sup
θ∈[0,2π)
|Z(el,∆)
el+1
(θ)− Z(el)
el+1
(θ)| <∞ . (5.3)
Proof. For any l ≥ 0, θ ∈ [0, 2π), we introduce
l(θ) := Z
(el,∆)
el+1
(θ)− Z(el)
el+1
(θ) (5.4)
=
2∆−1∑
p=0
eiψ2l+p2l−∆(θ)√
2l + p2l−∆
2l−∆−1∑
j=0
NC2l+p2l−∆+jeijθ(2
l+p2l−∆)
j (θ)
 ,
with ∣∣∣(2l+p2l−∆)j (θ)∣∣∣ ≤ ∣∣∣A(2l+p2l−∆)j+2l+p2l−∆(θ)∣∣∣+ 2−∆. (5.5)
Indeed:

(2l+p2l−∆)
j (θ) =1−
√
2l + p2l−∆
2l + p2l−∆ + j + 1
eiψ2l+p2l−∆+j(θ)−iψ2l+p2l−∆(θ)−ijθ
=1− (1 + Θ) eiA
(2l+p2l−∆)
j+2l+p2l−∆
(θ)
,
where |Θ| ≤ 2−∆, which implies (5.5). As we shall see, with an overwhelming probability, the
random variables 
(2l+p2l−∆)
j are small enough to control Z
()
eN . Our strategy is once more to
use a one point estimate and a union bound on a fine mesh of [0, 2π]. Then we will apply
Corollary 2.8.
One point estimate: In this paragraph, we prove that for all θ ∈ [0, 2π], l ≥ 1:
P
(|l(θ)| ≥ l−2)≪β e−2 14∆ . (5.6)
In order to do so, we define first the following ”good events”, on which we shall be able to
ensure that 
(2l+p2l−∆)
j is small. For any θ ∈ [0, 2π], l ≥ r, let
Gl(θ) :=
2∆−1⋂
p=0
{
sup
0≤j≤2l−∆−1
∣∣∣A(2l+p2l−∆)j+2l+p2l−∆(θ)∣∣∣ ≤ 2− 14∆
}
. (5.7)
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For j ≥ 0, let Gj be the σ-algebra generated by (α0,NC0 ), . . . , (αj−1,NCj−1). By a union
bound and Proposition 2.6, with Fj replaced by Gj , which does not change the proof:
1− P
(
Gl(θ)
∣∣∣G2l) ≤ 2∆−1∑
p=0
P
(
sup
0≤j≤2l−∆−1
∣∣∣A(2l+p2l−∆)j+2l+p2l−∆(θ)∣∣∣ ≥ 2− 14∆∣∣∣G2l
)
≤4
2∆−1∑
p=0
exp
− β2−2 14∆
32 log
(
1 + β2
l−∆
1+β(2l+p2l−∆)
)

≤4
2∆−1∑
p=0
exp
(
−2
−l+ 1
2
∆
32
(
1 + β(2l + p2l−∆)
))
≤4
2∆−1∑
p=0
exp
(
− β
32
2
1
2
∆
(
1 + p2−∆
))≪β exp(− β
32
2
1
2
∆
)
.
As such, these good events happen with overwhelming probability. Now, we will estimate
the Laplace transform of l(θ) on the event Gl(θ). We will prove that for λ ∈ R:
sup
(
E
(
eλℜl(θ)1Gl(θ)
∣∣∣G2l) ,E(eλℑl(θ)1Gl(θ)∣∣∣G2l)) ≤eλ2(2− 14∆+2−∆)2 . (5.8)
We now handle the real part: the proof for the imaginary part is the same by replacing ℜ by
ℑ everywhere. We have:
E
(
eλℜl(θ)1Gl(θ)
∣∣∣G2l)
=E
exp
λℜ
2∆−1∑
p=0
eiψ2l+p2l−∆(θ)√
2l + p2l−∆
2l−∆−1∑
j=0
NC2l+p2l−∆+jeijθ(2
l+p2l−∆)
j
1Gl(θ)∣∣∣G2l

To compute the expectation, we shall proceed by backward induction. We will condition
on G2l+1−1 then G2l+1−2, . . . , all the way down to G2l . To that endeavor, observe from (5.7)
that Gl(θ) is a decreasing intersection
Gl(θ) =
⋂
0≤p≤2∆−1
0≤j≤2l−∆−1
↓ Gl,p2l−∆+j(θ)
of events where Gl,0 = Ω (the event of probability 1), for 0 ≤ p ≤ 2∆−1 and 1 ≤ j ≤ 2l−∆−1,
Gl,p2l−∆+j(θ) is the G2l+p2l−∆+j-measurable event given by:
Gl,p2l−∆+j(θ) = Gl,p2l−∆+j−1(θ) ∩
{∣∣∣A(2l+p2l−∆)j+2l+p2l−∆(θ)∣∣∣ ≤ 2− 14∆} ,
and for 0 ≤ p ≤ 2∆ − 2,
Gl,(p+1)2l−∆(θ) = Gl,p2l−∆+2∆−1(θ) ∩
{∣∣∣A(2l+(p+1)2l−∆)2l+(p+1)2l−∆ (θ)∣∣∣ ≤ 2− 14∆} = Gl,p2l−∆+2∆−1(θ).
Because of the inequality (5.5), we have, for 0 ≤ p ≤ 2∆ − 1 and 0 ≤ j ≤ 2l−∆ − 1,
E
(
exp
{
λℜ e
iψ
2l+p2l−∆
(θ)√
2l + p2l−∆
NC2l+p2l−∆+jeijθ(2
l+p2l−∆)
j
}
1G
l,p2l−∆+j
(θ)|G2l+p2l−∆+j
)
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=E
exp
λ
2
4
∣∣∣(2l+p2l−∆)j ∣∣∣2
2l + p2l−∆
 |G2l+p2l−∆+j
1G
l,p2l−∆+j
(θ)
≤ exp
λ2
(
2−
1
4
∆ + 2−∆
)2
2l + p2l−∆
1Gl,p2l−∆+j−1(θ),
with the convention Gl,−1 = Gl,0 = Ω for p = j = 0. As a consequence:
E
(
eλℜl(θ)1Gl(θ)
∣∣∣G2l) ≤ eλ2∑2∆−1p=0 ∑2l−∆−1j=0
(
2
− 14∆+2−∆
)2
2l+p2l−∆ ≤ eλ2
(
2−
1
4∆+2−∆
)2
,
which concludes the proof of (5.8). From that, one deduces thanks to a Chernoff bound
(λ = ±2∆/2/(4l2)):
sup
(
P
(±ℜl(θ) ≥ l−2/2, Gl(θ)) ,P (±ℑl(θ) ≥ l−2/2, Gl(θ))) ≤ e− 2∆/216l4 +O(1) ≪ e−2∆/4 ,
since
2∆/2
16l4
− 2∆/4 ≥ 2∆/4
(
2(1/4)⌊100 log
2 l⌋
16l4
− 1
)
≥ 0
if r is large enough and l ≥ r.
This implies the one-point estimate (5.6), since:
P
(|l(θ)| ≥ l−2)
≤1− P (Gl(θ)) + P
(|l(θ)| ≥ l−2, Gl(θ))
≤1− P (Gl(θ)) + 4 sup
(
P
(±ℜl(θ) ≥ l−2/2, Gl(θ)) ,P (±ℑl(θ) ≥ l−2/2, Gl(θ)))
≪βe−2
1
4∆ + e−
β
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2
1
2∆ ≪β e−2
1
4∆ .
Multiple point estimate: Let D > 2. By combining the one-point estimate (5.6) with
a union bound over 2D(l+1) points, as 2D(l+1)e−2
1
4∆
(l)
is summable (since ∆(l) ≫ log2 l), we
have ∑
l≥r
P
(
sup
θ∈[0,2π)
2D(l+1)
|l(θ)| ≥ l−2
)
<∞ .
Also, if Nl =
{
2−l
∑2l+1−1
j=2l
|NCj | ≤ 2
}
,
∑
l≥r(1 − P (Nl)) < ∞ by a simple large deviation
estimate. Therefore, it is sufficient to prove that
∑
l≥r
P
 sup
θ1∈[0,2π)2−D(l+1)
θ2−θ1∈[0,2π2−D(l+1)]
|l(θ2)−l(θ1)| ≥ l−2, Nl
 < +∞ .
Moreover, on Nl and for a fixed θ1, we have the following crude bound:
sup
θ2−θ1∈[0,2π2−D(l+1)]
|l(θ1)−l(θ2)| (5.9)
≪2−(D−(3/2))l + 2l/2 sup
2l≤j≤2l+1−1
(
ψj(θ1 + 2π2
−D(l+1))− ψj(θ1)
)
.
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Indeed, in order to establish the above inequality, we start by:
sup
θ2−θ1∈[0,2π2−D(l+1)]
|l(θ1)−l(θ2)|
≤ sup
θ2−θ1∈[0,2π2−D(l+1)]
|Z(el)
el+1
(θ1)− Z(el)el+1(θ2)|+ sup
θ2−θ1∈[0,2π2−D(l+1)]
|Z(el,∆)
el+1
(θ1)− Z(el,∆)el+1 (θ2)|
and then bound each term separately. For the first term, we have:
|Z(el)
el+1
(θ1)− Z(el)el+1(θ2)|
≤
2∆−1∑
p=0
2l−∆−1∑
j=0
∣∣∣NC2l+p2l−∆+j∣∣∣√
2l + p2l−∆ + j + 1
 sup
2l≤j≤2l+1−1
|ψj(θ1)− ψj(θ2)|
≤2−l/2
 ∑
2l≤j≤2l+1−1
∣∣∣NCj ∣∣∣
 sup
2l≤j≤2l+1−1
|ψj(θ1)− ψj(θ2)|
≤2 · 2l/2 sup
2l≤j≤2l+1−1
|ψj(θ1)− ψj(θ2)| .
The second term is treated in a similar manner:
|Z(el,∆)
el+1
(θ1)− Z(el,∆)el+1 (θ2)|
≤
2∆−1∑
p=0
2l−∆−1∑
j=0
∣∣∣NC2l+p2l−∆+j∣∣∣√
2l + p2l−∆
|ψ2l+p2l−∆(θ1)− ψ2l+p2l−∆(θ2) + j(θ1 − θ2)|
≤2 · 2l/2
(
2l−∆|θ1 − θ2|+ sup
2l≤j≤2l+1−1
|ψj(θ1)− ψj(θ2)|
)
,
and maximizing over θ2 − θ1 ∈ [0, 2π2−D(l+1)] yields the right bound. As such, from (5.9),
the problem is further reduced to proving, for all c > 0:∑
l≥r
P
(
c2l/2 sup
2l≤j≤2l+1−1
sup
θ∈[0,2π)
2−D(l+1)
(
ψj(θ + 2π2
−D(l+1))− ψj(θ)
)
≥ l−2/2
)
<∞.
An application of Proposition (2.7) yields, for ρ > 1 depending only on β:∑
l≥r
P
(
c2l/2 sup
2l≤j≤2l+1−1
sup
θ∈[0,2π)
2−D(l+1)
(
ψj(θ1 + 2π2
−D(l+1))− ψj(θ)
)
≥ l−2/2
)
≤
∑
l≥r
∑
2l≤j≤2l+1−1
P
(
sup
θ∈[0,2π)
2−D(l+1)
(
ψj(θ + 2π2
−D(l+1))− ψj(θ)
)
≥ 1
2c
l−22−l/2
)
≤
∑
l≥r
∑
2l≤j≤2l+1−1
2D(l+1)P
(
ψj(2π2
−D(l+1)) ≥ 1
2c
l−22−l/2
)
≪β,c
∑
l≥r
∑
2l≤j≤2l+1−1
2D(l+1)2−ρD(l+1)l2ρ2ρl/2jρ < +∞,
for D large enough.
5.2 The second moment method
In the sequel, for all fields denoted by Z with some indices and superscripts, we write R with
the same indices and superscripts for the real part of σ times the initial field (recall that
σ ∈ {1, i,−i}).
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An envelope for the paths of R
(er ,∆)
eN (θ): For j ≥ r, let
τ
(r)
j :=
j−1∑
l=r
2∆
(l)−1∑
p=0
2l−∆(l)
2l + p2l−∆(l)
=
j−1∑
l=r
2∆
(l)−1∑
p=0
1
2∆(l) + p
=: (j − r) log 2 + λ(r)j , (5.10)
where (λ
(r)
j )j≥r is a nonnegative and increasing sequence, tending, when j → ∞, to a limit
λ
(r)
∞ such that
λ(r)∞ <
∑
l≥r
2−∆
(l) ≤ 2−⌊ r100 ⌋
∞∑
l=1
2−100⌊log
2 l⌋ ≪ 2−⌊ r100 ⌋ → 0
when r goes to ∞. Fix υ > 0. Let α+ := 1 − 110 and α− := 110 , and for N ≥ 2r, k ∈ [|r,N |],
let us define
u
(N)
k :=
{
υ − (k − r)α− , if k ≤ ⌊N/2⌋,
υ − (N − k)α− − 34 logN, if ⌊N/2⌋ < k ≤ N,
and
l
(N)
k :=
{ −υ − (k − r)α+ , if k ≤ ⌊N/2⌋,
−υ − (N − k)α+ − 34 logN, if ⌊N/2⌋ < k ≤ N.
Note that l
(N)
k and u
(N)
k implicitly depend on υ and r. We then define an envelope by its
lower bound and its upper bound at each k ∈ [|r,N |]:
U
(N)
k := τ
(r)
k + u
(N)
k and L
(N)
k := τ
(r)
k + l
(N)
k .
Now, we will apply the second moment method to the following random variable:
IN :=
∑
θ∈[0,2π)
2N
1{∀k∈[|r,N |],L(N)k ≤R
(er,∆)
ek
(θ)≤U (N)k }
. (5.11)
The random walk (R
(er ,∆)
ek (θ))r≤k≤N is a Gaussian random walk whose distribution is the same
as
√
1
2(Wτ (r)j
)r≤k≤N . In the case where an event involved in IN occurs for some θ ∈ [0, 2π)2N ,
it means that (R
(er ,∆)
ek (θ) is around τ
(r)
k for r ≤ k ≤ N , i.e. the Brownian motionW is roughly
growing linearly with rate
√
2. For this reason, in the sequel of this part of the paper, we will
often estimate the probability of an event Ev concerning the random walk (R
(er ,∆)
ek (θ))r≤k≤N
to a the probability of a similar event GEv, where a linear function t 7→ t√2 has been
subtracted from the possible trajectories of the underlying Brownian motion W for which the
event Ev is satisfied. If Ev depends only on the trajectory of W up to a certain time T , we
get, by using the Girsanov transfomation, an equality of the form
P[Ev((Wt)0≤t≤T )] = P[GEv((Wt − t
√
2)0≤t≤T )] = E[e−
√
2WT−T1GEv((Wt)0≤t≤T )],
and then the inequality
P[Ev] ≤ e−T−
√
2µP[GEv]
where µ denotes the smallest possible value of WT for which the event GEv can occur.
The following proposition gives a lower bound for the first moment of IN .
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Proposition 5.3 (First moment of IN ). For any υ ∈ (0, 1), r ∈ N large enough and N large
enough depending on r:
E(IN ) ≥ e−2υ−2λ
(r)
∞ 2rN
3
2P(Eventr,N )≫υ 2r, (5.12)
with Eventr,N :=
{
∀j ∈ [|r,N |], l(N)j ≤
√
1
2Wτ (r)j
≤ u(N)j
}
, W being a standard Brownian
motion.
Proof. Since (R
(er ,∆)
ej (θ))r≤j≤N is a Gaussian random walk whose distribution does not de-
pend on θ, we have
E (IN ) = 2
NP
(
∀j ∈ [|r,N |], L(N)j ≤ R(er ,∆)ej (0) ≤ U
(N)
j
)
More precisely, we know that (R
(er ,∆)
ej (0))j≥r is distributed like
√
1
2(Wτ (r)j
)j≥r. By Girsanov’s
transform, with density e
√
2W
τ
(r)
N
−τ (r)N
, we have
E(IN ) = 2
NE
e−√2
(
W
τ
(r)
N
+
√
2τ
(r)
N
)
+τ
(r)
N
1{∀j∈[|r,N |], l(N)j ≤
√
1
2
W
τ
(r)
j
≤u(N)j }

= 2Ne−τ
(r)
N E
e−√2Wτ(r)N 1{∀j∈[|r,N |], l(N)j ≤√ 12Wτ(r)
j
≤u(N)j }

≥ 2re−2υ−λ(r)∞ N 32P (Eventr,N ) .
Now, Propositions 6.8 and 6.9, applied for d =
√
(log 2)/2, Ej = (λ
(r)
j+r)/ log 2, and then ||E||
tending to zero when r →∞, we deduce that P (Eventr,N )≫υ N−3/2. Since λ(r)∞ is bounded,
we get that
2re−2υ−λ
(r)
∞ N
3
2P (Eventr,N )≫υ 2r.
The following proposition gives an upper bound for the second moment of IN .
Proposition 5.4 ( Second moment of In ). For r large enough, υ > 0 small enough, there
exists ǫυ,r ≥ 0 such that
lim sup
υ→0
lim sup
r→∞
ǫυ,r = 0
and for N large enough depending on r,
E
(
I2N
) ≤ (1 + ǫυ,r)E(IN )2, (5.13)
when N goes to infinity.
Before going into the details, let us show that Proposition 5.4 implies the lower bound
part of our main theorem.
Proof of the lower bound i.e Proposition 5.1 (Assuming Proposition 5.4). By Lemma 4.2, we
can assume n = 2N without loss of generality. Let us fix r and υ > 0. If r is large enough
and υ small enough, we get, by Paley-Zygmund inequality, for N large enough depending on
r:
P
(
sup
θ∈[0,2π)
2N
R(er ,∆)
eN
(θ) ≥ (N − r)(log 2)− 3
4
logN − υ
)
≥ (1 + ǫυ,r)−1 .
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From Proposition 5.2, we have, for N ≥ r,
sup
θ∈[0,2π)
ℜ(σZ2N (θ)) = sup
θ∈[0,2π)
ReN (θ) ≥ sup
θ∈[0,2π)
R(er)
eN
(θ) + inf
θ∈[0,2π)
Rer(θ)
≥ sup
θ∈[0,2π)
R(er ,∆)
eN
(θ) + inf
θ∈[0,2π)
Rer(θ)−X ,
where
X =
∑
l≥r
sup
θ∈[0,2π)
|Z(el,∆)
el+1
(θ)− Z(el)
el+1
(θ)| <∞.
Moreover:
P
(
sup
θ∈[0,2π]
ReN (θ) ≥ log eN −
3
4
log2 eN − C
)
≥P
(
sup
θ∈[0,2π]
R(er ,∆)
eN
(θ) ≥ log eN − 3
4
log2 eN − C +X − inf
θ∈[0,2π]
Rer(θ)
)
≥P
(
sup
θ∈[0,2π)
2N
R(er ,∆)
eN
(θ) ≥ log eN − 3
4
log2 eN − C +X − inf
θ∈[0,2π]
Rer(θ)
)
≥P
(
sup
θ∈[0,2π)
2N
R(er ,∆)
eN
(θ) ≥ log eN − 3
4
logN − r log 2− υ
)
−P
(
r log 2 + υ − 3
4
log2 2 ≥ C −X + inf
θ∈[0,2π]
Rer(θ)
)
=(1 + ǫυ,r)
−1 − P
(
r log 2 + υ − 3
4
log2 2 ≥ C −X + inf
θ∈[0,2π]
Rer(θ)
)
.
By first letting N →∞ and then C →∞, we have
lim inf
C→∞
lim inf
N→∞
P
(
sup
θ∈[0,2π]
ReN (θ) ≥ log eN −
3
4
log2 eN − C
)
≥ (1 + ǫυ,r)−1 .
Letting r →∞ and then υ → 0 concludes the proof of Proposition 5.1.
5.3 Proof of Proposition 5.4
We have:
E
(
I2N
)
= E
 ∑
θ, θ′∈[0,2π)
2N
1{∀j∈[|r,N |],L(N)j ≤R(er,∆)ej (θ),R
(er,∆)
ej
(θ′)≤U (N)j }
 .
Hence, the proof of Proposition 5.4 is intimately related to studying for θ, θ′ ∈ [0, 2π)2N the
function:
PN (θ, θ
′) := P
(
∀j ∈ [|r,N |], L(N)j ≤ R(er ,∆)ej (θ), R(er ,∆)ej (θ′) ≤ U
(N)
j
)
. (5.14)
This study, which is technical, is based on the fact that (R
(er ,∆)
ej (θ))r≤j≤N and (R
(er ,∆)
ej (θ
′))r≤j≤N
are two Gaussian random walks whose increments are approximately independent after some
branching time which is roughly the logarithm in base 2 of the distance modulo 2π between
θ and θ′.
The general idea is as follows. For given θ, θ′, we will consider the integer k such that
2−k ≤ ||θ−θ′||2π < 2−(k−1), || · || denoting the distance on the set R/2πZ. One can understand k
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as the time of (approximate) branching between the field at θ and at θ′. We will show that
after some time k+ = k+(k) “slightly larger” than k, we are able to bring out independence
between the increments of (R
(er ,∆)
ek (θ))k≥r and (R
(er ,∆)
ek (θ
′))k≥r. By analogy with the Gaussian
field, we will see this time as a time of decorrelation. It is defined as follows:
• For k ≤ N/2, the time of decorrelation is k+ := k+ 3∆(k). Recall that:
∆(k) := ⌊ r
100
⌋+ 100⌊log2 k⌋ .
In particular, for k ≤ r/2 and r large enough, the fields (R(er ,∆)ek (θ))k≥r and (R(er ,∆)ek (θ′))k≥r
will have “almost independent increments” from the starting time r, since r ≤ k+.
• For N/2 < k ≤ N−(r/2), we will require a faster decorrelation . We take k+ := k+3κ(k),
where
κ(k) := ⌊r/100⌋ + 100⌊log(N − k)⌋2.
However, the price to pay is that we will have to modify our field (R
(er ,∆)
ej (θ))r≤j≤N in
the spirit of subsection 5.1.
• For k > N − (r/2), the branching time is close to the end and then we do not need to
use any time of decorrelation.
The main part of the proof of Proposition 5.4 consists in four lemmas, numbered 5.5, 5.6, 5.7
and 5.9. The statement of each of these lemmas gives a suitable majorization of PN (θ, θ
′),
for a given range of values of k.
Lemma 5.5 (Time of branching k ≤ N/2). For any υ > 0, r large enough, N large enough
depending on r, k ≤ N2 and 2−k ≤ ||θ−θ
′||
2π < 2
−(k−1), we have
PN(θ, θ
′)≪υ
{
22r−2N , when k+ ≤ r,
2r−N2k+−Ne−(k+−r)
α−
, when k+ ≥ r. (5.15)
The main contribution of E(I2n) comes from the terms whose the time of branching happen
before r/2. The following Lemma studies this case. It refines the estimate obtained in the
previous Lemma, which is not sufficient for our purposes.
Lemma 5.6 (Time of branching k ≤ r/2). For any υ ∈ (0, 1), r ∈ N large enough, k ≤ r2 ,
2−k ≤ ||θ−θ′||2π ≤ 2−(k−1) and N large enough depending on r, we have
PN(θ, θ
′) ≤ (1 + ηr,υ)22r−2NN3(P(Eventr,N ))2,
where
lim sup
υ→0
lim sup
r→∞
ηr,υ = 0.
Lemma 5.7 (Time of branching N/2 < k ≤ N − (r/2)). For υ ∈ (0, 1), r ∈ N large enough,
N large enough depending on r, N/2 < k ≤ N − r2 and 2−k ≤ ||θ−θ
′||
2π < 2
−(k−1), we have
k+ < N and
PN (θ, θ
′)≪υ 2r−N2k+−Ne−
1
2
(N−k+)α− , (5.16)
Remark 5.8. The proof of the Lemma 5.7 is the unique place where we use (l
(N)
j )r≤j≤N , the
lower part of the envelope.
Lemma 5.9 (Time of branching k > N − (r/2)). For υ ∈ (0, 1), r ∈ N large enough, N large
enough depending on r, N − (r/2) < k and 2−k ≤ ||θ−θ′||2π ≤ 2−(k−1), we have
PN (θ, θ
′)≪υ 2r−N . (5.17)
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5.3.1 Dyadic case
We start by assuming ||θ−θ
′||
2π = 2
−k and prove Lemmas 5.5 and 5.7 in this dyadic case. This
part is mainly for pedagogical purposes while laying the ground for the general case. It
illustrates perfectly the machinery of the proof in a simpler setting.
It will be convenient to denote, for any l ∈ [|r,N − 1|], p ∈ [|0, 2∆(l) − 1|],
Il,p(θ) :=
∑2l−∆(l)−1
j=0 NC2l+p2l−∆(l)+je
iθj√
2l + p2l−∆(l)
L
=NC
(
0, (2∆
(l)
+ p)−1
)
. (5.18)
Recall that R
(er ,∆)
eN (θ) and R
(er ,∆)
eN (θ
′) can be written as
R(er ,∆)
eN
(θ) = ℜ
σ N−1∑
l=r
2∆
(l)−1∑
p=0
Il,p(θ)e
iψ
2l+p2l−∆
(l) (θ)

R(er ,∆)
eN
(θ′) = ℜ
σ N−1∑
l=r
2∆
(l)−1∑
p=0
Il,p(θ
′)e
iψ
2l+p2l−∆
(l) (θ
′)
 .
The crucial observation is that for any l ∈ [|k+, N − 1|] (we easily check that k+ < N − 1 if r
is large enough, N ≥ r and k ≤ N/2) and any p ≤ 2∆(l) − 1, the random variables Il,p(θ) and
Il,p(θ
′) are independent and identically distributed. Indeed, they form a complex Gaussian
vector, and they are uncorrelated, since for l ≥ k+, one has l−∆(l) ≥ k if l ≥ r and r is large
enough, and then
2l−∆
(l)∑
j=0
ei(θ−θ
′)j =
2l−∆
(l)∑
j=0
e±2ijπ/2
k
= 0.
We deduce that the increments of R
(er ,∆)
ej (θ) and R
(er ,∆)
ej (θ
′) after the time k+ are inde-
pendent and identically distributed. Recalling the definition of τ (r) in (5.10) and (5.18), it
follows that
(R(er ,∆)
ej
(θ))j≥r
L
=(R(er ,∆)
ej
(θ′))j≥r
L
=
√
1
2
(W
τ
(r)
j
)j≥r.
For any k ∈ [|r,N |], z ∈ R, we introduce the events
Ev(k, z) :=
{
∀j ∈ [|k,N |], l(N)j ≤
√
1
2
W
τ
(k)
j
− τ (k)j + z ≤ u(N)j
}
,
GEv(k, z) :=
{
∀j ∈ [|k,N |], l(N)j ≤
√
1
2
W
τ
(k)
j
+ z ≤ u(N)j
}
. (5.19)
Notice that GEv(r, 0) = Eventr,N from Proposition 5.3. Furthermore notice that GEv(k, z)
is equal to the event obtained from Ev(k, z) after the Girsanov transform with density
exp
(√
2W
τ
(k)
N
− τ (k)N
)
. Performing the transform yields:
P (Ev(k, z)) = e−τ
(k)
N E
(
e
−√2W
τ
(k)
N 1GEv(k,z)
)
≤ 2k−Ne2(z+υ)N 32P (GEv(k, z)) , (5.20)
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where in the last inequality we used the definition (5.10) of τ
(k)
N and the fact that e
−√2W
τ
(k)
N ≤
N
3
2 e2(z+υ) on GEv(k, z).
In order to allow for more flexibility and for later use, let us record the following analogous
events. For k ∈ [|r,N |], a ≥ 0, E = (Ej)j≥k a sequence of reals such that (τ (k)j − Ej)j≥k is
positive and nondecreasing, z ∈ R, define
Ev(k, a,E, z) :=
{
∀j ∈ [|k,N |], l(N)j − a ≤
√
1
2
W
τ
(k)
j −Ej
+ z − τ (k)j ≤ u(N)j + a
}
,
GEv(k, a,E, z) :=
{
∀j ∈ [|k,N |], l(N)j − a ≤
√
1
2
W
τ
(k)
j −Ej
+ z ≤ u(N)j + a
}
. (5.21)
Again, the event GEv(k, a,E, z) is, up to an error due to the time shift E, ”quasi equal” to
what we obtain when we apply the Girsanov’ transform with density exp
(√
2W
τ
(k)
N −EN
− (τ (k)N − EN )
)
to the event Ev(k, a,E, z). This time, the inequality takes the form:
P (Ev(k, a,E, z)) ≤ 2k−Ne−EN+2(z+a+υ)N 32P
(
GEv(k, a + sup
k≤j≤N
|Ej|, E, z)
)
. (5.22)
Indeed, by the Girsanov transform and then using the barrier at time N :
P (Ev(k, a,E, z))
=e−τ
(k)
N +ENE
e−√2Wτ(k)N −EN 1{
∀j∈[|k,N |], l(N)j −a≤
√
1
2
W
τ
(k)
j
−Ej
+z−Ej≤u(N)j +a
}

≤2k−NeEN+2(z−EN+a+υ)N 32P
(
∀j ∈ [|k,N |], l(N)j − a ≤
√
1
2
W
τ
(k)
j −Ej
+ z − Ej ≤ u(N)j + a
)
≤2k−Ne−EN+2(z+a+υ)N 32P
(
GEv(k, a + sup
k≤j≤N
|Ej|, E, z)
)
.
Proof of Lemma 5.5 in dyadic case.
When k+ ≤ r: The increments of R(er ,∆)ej (θ) and R(er ,∆)ej (θ′) after the time k+ are
independent and identically distributed, thus we have
PN(θ, θ
′) = P (Ev(r, 0))2
Eq.(5.20)≪v 22r−2N
(
N
3
2P (GEv(r, 0))
)2
.
Finally by applying (6.15) (with Ej−r = λ
(r)
j / log 2, which implies ||E|| ≤ 1 for r large
enough), we get for N large enough depending on r:
PN (θ, θ
′)≪υ 22r−2N .
It concludes the study when k+ ≤ r.
When k+ ≥ r: The increments of R(er ,∆)ej (θ) and R(er ,∆)ej (θ′) after time k+ are indepen-
dent and identically distributed. Moreover, all these increments are independent of those of
R
(er ,∆)
ej (θ) for j between r and k+ (we see this fact by first conditioning with respect to the
σ-algebra G2k+ ). We then have:
PN(θ, θ
′) ≤ P (Ev(r, 0)) sup
l
(N)
k+
≤z≤u(N)
k+
P(Ev(k+, z))
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Eq.(5.20)≪υ 2r−N
(
N
3
2P (GEv(r, 0))
)
2k+−N sup
l
(N)
k+
≤z≤u(N)
k+
(
N
3
2 e2zP (GEv(k+, z))
)
≪ 2r−N2k+−N sup
l
(N)
k+
≤z≤u(N)
k+
(
N
3
2 e2zP (GEv(k+, z))
)
.
If k+ ≤ N/4, according to (6.15), for any z ∈ R, we have
P (GEv(k+, z))≪υ (1 + (−z)+)(N − k+)− 32 .
Recalling that z ≤ u(N)
k+
= υ − (k+ − r)α− , we have
sup
l
(N)
k+
≤z≤u(N)
k+
(
N
3
2 e2zP (GEv(k+, z))
)
≪υ e−(k+−r)
α−
. (5.23)
One the other hand, for k+ > N/4, we can crudely bound P (GEv(k+, z)) by 1, and using
the fact that z ≤ υ − 0.9(k+ − r)α− , the factor 0.9 being used in order to handle the case
where k ≤ N/2 ≤ k+, which implies, for r large enough and N large enough depending on r,
k+ ≤ (N/2) + 3(r/100) + 300 log2(N/2) ≤ 0.51N,
and then
N − k+ ≥ 0.49N ≥ 49k+/51 ≥ (0.9)1/α− (k+ − r).
Hence, we get
sup
l
(N)
k+
≤z≤u(N)
k+
(
N
3
2 e2zP (GEv(k+, z))
)
≤ e2zN 32 ≪υ e−1.8(k+−r)
α−
N3/2 ≪ e−(k+−r)α− , (5.24)
since k+ − r ≥ N/5 for N large enough depending on r.
In all cases, by combining Eq. (5.23) and (5.24), we deduce:
PN(θ, θ
′)≪υ 2r−N2k+−Ne−(k+−r)
α−
.
It concludes the proof of Lemma 5.5 when ||θ−θ
′||
2π is a negative power of 2.
Proof of Lemma 5.7 in the dyadic case. Now we shall study PN (θ, θ
′), when the branching
between the field in θ and the field in θ′ appears after the time N/2. This time we shall prove
that when one restricts to the paths which are in the envelope, the increments of the path of
the field at θ and at θ′ are approximately independent after the time of decorrelation k+. We
recall that for this range k+ = k+3κ
(k) where κ(k) := ⌊ r100⌋+100⌊log(N −k)⌋2, if k ≤ N −1.
We need to exhibit the independence between the increments of (R
(ek+ ,∆)
ej (θ))j≥k+ and
(R
(ek+ ,∆)
ej (θ
′))j≥k+ . The crucial observation we used in case of k ≤ N/2 does not work
anymore for such a short decorrelation time. We first need to modify our field using similar
arguments to those used for the proof of Proposition 5.2.
In the following we shall use the quantity
J
(k)
l,p (θ) :=
∑2l−κ(k)−1
j=0 NC2l+p2l−κ(k)+je
iθj√
2l + p2l−κ(k)
L
=NC
(
(0, 2κ
(k)
+ p)−1
)
Let k ∈ [N/2, N − r/2] and 2−k ≤ ||θ−θ′||2π < 2−(k−1). We have, for r large enough, since
N − k ≥ r/2 is large,
k+ ≤ k+ (r/33) + 300 log2(N − k) ≤ k+ (N − k)/16 < N.
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Recall that for θ˜ ∈ {θ, θ′}, r ≤ k ≤ N , R(er ,∆)ek (θ˜) = ℜ(σZ(er ,∆)ek (θ˜)). Since for l ≥ k+,
κ(k) ≤ ∆(l), we can write for all k+ ≤ k ≤ N , θ˜ ∈ {θ, θ′}:
Z
(ek+ ,∆)
ek (θ˜) =
k−1∑
l=k+
2∆
(l)−1∑
p=0
Il,p(θ˜)e
iψ
2l+p2l−∆
(l) (θ˜)
=
k−1∑
l=k+
2∆
(l)−1∑
p=0
∑2l−∆(l)−1
j=0 NC2l+p2l−∆(l)+je
iθ˜j√
2l + p2l−∆(l)
e
iψ
2l+p2l−∆
(l) (θ˜)
=
k−1∑
l=k+
2κ
(k)−1∑
p=0
2l−κ(k)−1∑
j=0
NC
2l+p2l−κ
(k)
+j
eiθ˜{j−j}√
2l + p2l−κ(k) + j
e
iψ
2l+p2l−κ
(k)
+j
(θ˜)
 , (with j = ⌊ j
2l−∆(l)
⌋2l−∆(l))
= Z
(ek+ ,κ
(k))
ek (θ˜) + Eek(θ˜)
where
Z
(ek+ ,κ
(k))
ek (θ˜) :=
k−1∑
l=k+
2κ
(k)−1∑
p=0
J
(k)
l,p (θ˜)e
iψ
2l+p2l−κ
(k) (θ˜)
,
Eek(θ˜) :=
k−1∑
l=k+
2κ
(k)−1∑
p=0
e
iψ
2l+p2l−κ
(k) (θ˜)√
2l + p2l−κ(k)
2l−κ(k)−1∑
j=0
NC
2l+p2l−κ
(k)
+j
eiθ˜j♦
(2l+p2l−κ
(k)
)
j (θ˜)
 ,
with ∣∣∣∣♦(2l+p2l−κ(k))j (θ˜)∣∣∣∣ ≤ ∣∣∣∣A(2l+p2l−κ(k) )2l+p2l−κ(k)+j(θ˜))
∣∣∣∣+ 2−κ(k) . (5.25)
Indeed:
♦
(2l+p2l−κ
(k)
)
j (θ˜) =− 1 +
√
2l + p2l−κ(k)
2l + p2l−κ(k) + j
e
iA
(2l+p2l−κ
(k)
)
2l+p2l−κ
(k)
+j
(θ˜)
=− 1 + (1 + Θ) eiA
(2l+p2l−κ
(k)
)
2l+p2l−κ
(k)
+j
(θ˜)
,
with |Θ| ≤ 2−κ(k) which implies inequality (5.25). In the following, we shall denote:

(k)
l (θ˜) :=
2κ
(k)−1∑
p=0
e
iψ
2l+p2l−κ
(k) (θ˜)√
2l + p2l−κ(k)
2l−κ(k)−1∑
j=0
NC
2l+p2l−κ
(k)
+j
eiθ˜j♦
(2l+p2l−κ
(k)
)
j (θ˜)
 .
Notice that, on the contrary of the proof of Proposition 5.2, where ∆(l) varies with l, here
we fix κ(k) as soon as we know that 2−k ≤ ||θ−θ′||2π < 2−(k−1). By using the same arguments
used to prove (5.6) and (5.8), one can show similarly that for any l ≥ k+, θ˜ ∈ {θ, θ′},
P
(
|(k)l (θ˜)| ≥ 2−
κ(k)
8 ,∩l≥k+G˜l(θ˜)
∣∣∣G2k+)≪ e−2κ(k)8 , (5.26)
P
(
(∩l≥k+G˜l(θ˜))c
∣∣∣G2k+)≪β exp(− β332 12κ(k)
)
. (5.27)
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with
G˜l(θ˜) :=
2κ
(k)−1⋂
p=0
 sup
0≤j≤2l−κ(k)−1
∣∣∣∣A(2l+p2l−κ(k))j+2l+p2l−κ(k) (θ˜)
∣∣∣∣ ≤ 2− 14κ(k)
 .
Moreover it is plain to observe that for any r large enough, N large enough depending on r,
and k ∈ [|N/2, N − r/2|], and under the complement of the two events just above,
N−1∑
l=k+
|(k)l (θ˜)| ≤
N−1∑
l=k+
2−
κ(k)
8 ≤ (N − k+)2−
1
8
⌊ r
100
⌋− 25
2
⌊log(N−k)⌋2 ≤ 1. (5.28)
So for any θ˜ ∈ {θ, θ′}, we can replace (R(ek+ ,∆)ek (θ˜))k+≤k≤N by (R
(ek+ ,κ
(k))
ek (θ˜))k+≤k≤N with an
error at most 1. Thus we have
PN (θ, θ
′) ≤ P
(
∀j ∈ [|r,N |], L(N)j − 1 ≤ R(er ,∆)ej∧k+ (θ
′) +R
(ek+ ,κ
(k))
ej (θ
′)1{j>k0} ≤ U (N)j + 1,
∀j ∈ [|k+, N |], L(N)j − 1 ≤ R(er ,∆)ek+ (θ) +R
(ek+ ,κ
(k))
ej (θ) ≤ U (N)j + 1
)
+
∑
θ˜∈{θ,θ′}
E
(
1{∀j∈[|r,k+|], L(N)j ≤R(er,∆)ej (θ˜)≤U
(N)
j }
( N−1∑
l=k+
P
(
|(k)l (θ˜)| ≥ 2−
κ(k)
8 ,∩l≥k+G˜l(θ˜)
∣∣∣G2k+)
+ P
(
(∩l≥k+G˜l(θ˜))c
∣∣∣G2k+))
)
We first deal with the sum in θ˜ ∈ {θ, θ′}. By using (5.26), then the Girsanov transfom with
density e
√
2W
τ
(r)
k+
−τ (r)
k+
, and Corollary 6.6 (when k+ ≥ 2N3 ), the sum is
≪υ 2r−k+N 32 e2(N−k+)
α+
(
(N − k+)e−2
κ(k)
8 + exp
(
− β
33
2
1
2
κ(k)
))
, when k+ ≤ 2N
3
,
≪υ 2r−k+N
3
2 (N − k+)2α+
(k+ − r) 32
e2(N−k+)
α+
(
(N − k+)e−2
κ(k)
8 + exp
(
− β
33
2
1
2
κ(k)
))
, when k+ ≥ 2N
3
which are both dominated by 2−2N+k++re−
1
2
(N−k+)α− . It remains to bound
P
(∆,κ)
N (θ, θ
′) := P
(
∀j ∈ [|r,N |], L(N)j − 1 ≤ R(er ,∆)ej∧k+ (θ
′) +R
(ek+ ,κ
(k))
ej (θ
′)1{j>k0} ≤ U (N)j + 1,
∀j ∈ [|k+, N |], L(N)j − 1 ≤ R(er ,∆)ek+ (θ) +R
(ek+ ,κ
(k))
ej (θ) ≤ U (N)j + 1
)
Let τ
(r,k+)
j := τ
(r)
j if j ≤ k+ and τ (r,k+)j := τ (r)k+ +
∑j−1
l=k+
∑2κ(k)−1
p=0 (2
κ(k) + p)−1 if j ≥ k+ and
E
(k+)
j := τ
(r)
j − τ (r,k+)j , for any r ≤ j ≤ N . It is plain to check that
∑N−1
j=r |E(k+)j+1 −E(k+)j | ≪
2−
r
100 and
(R(er ,∆)
ej∧k+
(θ′) +R
(ek+ ,κ
(k))
ej (θ
′)1{j>k0})r≤j≤N
L
=
√
1
2
(W
τ
(r,k+)
j
)j≥r .
Now it suffices to reproduce the proof of Lemma 5.5. In this first part, we assume ||θ−θ
′||
2π =
2−k. In this case, we check the independence of J (k)l,p (θ) and J
(k)
l,p (θ
′) for l ≥ k+, since
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k+ − κ(k) ≥ k. We then show, by doing the suitable conditionings, that the increments
of (R
(ek+ ,κ
(k))
ek (θ))k+≤k≤N , (R
(ek+ ,κ
(k))
ek (θ
′))k+≤k≤N , (R
(er ,∆)
ek (θ
′))r≤k≤k+ are independent. Thus
we have
P
(∆,κ)
N (θ, θ
′) ≤ P
(
Ev(r, 1, E(k+), 0)
)
max
l
(N)
k+
−1≤z≤u(N)
k+
+1
P(Ev(k+, 1, E
(k+), z)).
By the same arguments as in the proof of Lemma 5.5 in the dyadic case we have
max
l
(N)
k+
−1≤z≤u(N)
k+
+1
P(Ev(k+, 1, E
(k+), z))≪υ 2−(N−k+)e−(N−k+)
α−
and
P
(
Ev(r, 1, E(k+), 0)
)
≪υ 2−N+r.
Finally one gets
PN (θ, θ
′)≪υ 2r−N2k+−Ne−(N−k+)
α−
.
It concludes the proof of Lemma 5.7, when ||θ−θ
′||
2π is a negative power of 2.
5.3.2 General case
Proof of Lemma 5.5 in general case. Fix υ > 0, r large enough, N large enough depending
on r, and k such that k ≤ N2 . Unlike the previous dyadic case, for k+ ≤ l ≤ N − 1
and p ≤ 2∆(l) − 1, the random variables Il,p(θ) and Il,p(θ′) are not rigorously independent.
However observe that for any k+ ≤ l ≤ N−1, the absolute value of their correlations decreases
exponentially with l. Indeed, if Cl,p(θ, θ
′) := E
(
Il,p(θ)Il,p(θ′)
)
, then
∣∣Cl,p(θ, θ′)∣∣ = 1
2l + p2l−∆(l)
∣∣∣∣∣∣∣
2l−∆
(l)−1∑
j=0
ei(θ−θ
′)j
∣∣∣∣∣∣∣ ≤
4
2l||θ − θ′|| ≪ 2
k−l.
Since E (Il,p(θ)Il,p(θ
′)) = 0, and (Il,p(θ), Il,p(θ′)) is a centered complex Gaussian vector, one
checks, by computing covariances, that it is possible to write
Il,p(θ) =
Cl,p(θ, θ
′)
Cl,p(θ′, θ′)
Il,p(θ
′) + Iindl,p (θ, θ
′),
where the two terms of the sums are independent, with an expectation of the square equal
to zero. Note that
Cl,p := Cl,p(θ
′, θ′) =
2l−∆(l)
2l + p2l−∆(l)
= (2∆
(l)
+ p)−1
does not depend on θ′. Moreover, we have by Pythagoras’ theorem:
E[|Iindl,p (θ, θ′)|2] = E[|Il,p(θ)|2]−
∣∣∣∣Cl,p(θ, θ′)Cl,p
∣∣∣∣2 E[|Il,p(θ′)|2] = Cl,p − |Cl,p(θ, θ′)|2Cl,p
Using this decomposition of Il,p(θ) and the measurability of the different quantities with
respect to the σ-algebras of the form Gj, we deduce that one can write:
(R
(ek+ ,∆)
el (θ))l≥k+ = (R
(ek+ ,ind)
el + E
(ek+ )
el )l≥k+ . (5.29)
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Here (R
(ek+ ,ind)
el )l≥k+ is a Gaussian process, independent of (R
(ek+ ,∆)
el (θ
′))l≥k+ , and distributed
as (
√
1
2Wτ (k+)l −Cl
)l≥k+ with
Cl :=
l−1∑
t=k+
2∆
(t)−1∑
p=0
|Ct,p(θ, θ′)|2
Ct,p
.
Notice that C = C(k+) implicitly depends of k+. (E
(er)
el )l≥k+ on the other hand is defined by
E(el)
el+1
= ℜ
σ 2∆(l)−1∑
p=0
e
iψ
2l+p2l−∆
(l) (θ)Cl,p(θ, θ
′)
Cl,p
Il,p(θ
′)
 . (5.30)
Furthermore notice that
Fact 1: For any l ≥ k+,
|E(el)
el+1
| ≤ |E|(el)
el+1
:=
2∆
(l)−1∑
p=0
|Cl,p(θ, θ′)|(2∆(l) + p)|Il,p(θ′)|
is measurable with respect to the sigma field σ
(NCt , t ∈ [|2l, 2l+1 − 1|]).
Fact 2: The process (R
(ek+ ,ind)
el )l≥k+ is independent of the couple (R
(ek+ ,∆)
el (θ
′), |E|(er)el )l≥k+
Fact 3: supl≥k+ |Cl| ≪ 2−∆
(k)
if r is large enough. Indeed, in this case, since k+ ≥ 3∆(k) ≥
r/40 is also large, we have
sup
l≥k+
|Cl| ≪
∞∑
l=k+
2∆
(l)−1∑
p=0
(2k−l)2(2∆
(l)
+ p)≪
∞∑
l=k+
22k−2l+2∆
(l) ≪
∞∑
l=k+
22k−2l+(r/50)+200 log
2 l
≪
∑
k+≤l≤100k
22k−2l+(r/50)+300 log
2
k +
∑
l≥max(100k,k+)
22k−2l+0.8k++200 log
2 l
≪
∑
k+≤l≤100k
22k−2l+3∆
(k)
+
∑
l≥max(100k,k+)
22k+0.8k+−1.99l
≪ 22k−2k++3∆(k) + 22k+0.8k+−1.99[(0.05)(100k)+0.95(k+ )] ≪ 2−3∆(k) + 2−k+ ≪ 2−3∆(k) .
It means (see Lemma 6.5) that the process (R
(ek+ ,ind)
el )l≥k+ is very ”similar” to
√
1
2(Wτ (k+)l
)l≥k+ .
Moreover, if for k+ ≤ r ≤ l, C(r)l := Cl − Cr, then we have for r large enough:
sup
l≥r
|C(r)l | ≤ sup
l≥k+
|Cl| ≤ 2−∆(k) ≤ 2−(r/100)+1 ≤ 1/2.
Fact 4: |E| is small. For any m ≥ 0, l ≥ k+, we introduce the event
E
(l)
m := {|E|(el)el+1 ≥ 2−
∆(l)
4 m} .
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For some universal constants c, c′ > 0, and m ≥ 1/2, the probability of E(l)m is smaller than
P
(
|E|(el)
el+1
≥ 2−∆
(l)
4 m
)
≤ 2∆(l)P
(
c2k−l|Il,0(θ′)| ≥ m2−
9
4
∆(l)
)
≪ 2∆(l)e−c′m222(l−k−
7
4∆
(l))
≪ e−c′m222(l−k−2∆
(l))
. (5.31)
For r (and then k+ and l) large enough and l ≤ 100k, 2∆(l) ≤ 3∆(k) + (log(c′)/ log 4), and
then
P
(
|E|(el)
el+1
≥ 2−∆
(l)
4 m
)
≪ e−m222(l−k+) .
If r is large enough and l ≥ sup(100k, k+), we use that k+ ≥ 3∆(k) ≥ r/40,
l − 2∆(l) ≥ l − r
50
− 200 log2 l ≥ 0.99l − 0.8k+,
and then
P
(
|E|(el)
el+1
≥ 2−∆
(l)
4 m
)
≪ e−c′m222(0.99l−k−0.8k+) ≤ e−c′m22l+0.98[0.05(100k)+0.95k+]−2k−1.6k+ .
Hence in any case, for r large and l ≥ k+,
P
(
|E|(el)
el+1
≥ 2−∆
(l)
4 m
)
≪ e−m22l−k+ .
When k+ ≤ r: Using the decomposition (5.29) and the Fact 2, and noticing that∑+∞
l=r m2
−∆(l)
4 ≤ m2− r400 , for r large enough, we can affirm that
PN (θ, θ
′) ≤ P (Ev(r, 0, 0, 0)) P
(
Ev(r, 2−
r
400 , C(r), 0)
)
+
∑
m≥1
P
(
Ev(r, 0, 0, 0), ∪j∈[|r,N−1|]E(j)m
)
P
(
Ev(r, (m + 1)2−
r
400 , C(r), 0)
)
, (5.32)
where the Brownian motion involved in the event Ev(r, 0, 0, 0) is suitably coupled with the
complex Gaussian random walk whose increments are of the form Il,p(θ
′)e
iψ
2l+p2l−∆
(l) (θ
′)
for
r ≤ l ≤ N − 1 and 0 ≤ p ≤ 2∆(l) − 1.
By using Eq. (5.22) and then the fact that supr≤j≤N C
(r)
j ≤ 21−(r/100) ≤ 2−r/400 if r is
large enough, we have for any m ≥ 0:
P
(
Ev(r, (m + 1)2−
r
400 , C(r), 0)
)
≤ 2r−Ne2υ+2(m+1)2−
r
400−C(r)N N
3
2P
(
GEv(r, (m + 1)2−
r
400 + sup
r≤j≤N
C
(r)
j , C
(r), 0)
)
≤ 2r−Ne2υ+2(m+1)2−
r
400−C(r)N N
3
2P
(
GEv(r, 2(m + 1)2−
r
400 , C(r), 0)
)
. (5.33)
Now, we invoke Corollary 6.6 as, by the Fact 3, with the notation of the corollary, ||E||1 ≤ 1
if r is large enough. Thus, we deduce, for N large enough depending on r, that
P
(
Ev(r, (m + 1)2−
r
400 , C(r), 0)
)
≪υ 2r−Ne2m2
− r400 (1 +m2−
r
400 )3 . (5.34)
Similarly, to compute P
(
Ev(r, 0, 0, 0), ∪j∈[|r,N−1|]E(j)m
)
we will apply the Girsanov trans-
form with the density e
√
2W
τ
(r)
N
−τ (r)N
. It requires to study what is the effect of this den-
sity on the event ∪j∈[|r,N−1|]E(j)m . The increments of the complex random walk which were
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Ij,p(θ
′)e
iψ
2j+p2j−∆
(j) (θ
′)
before the Girsanov transform, increase by σ−1Cj,p afterwards. Hence,
between the two situations, before and after the Girsanov transform, |E|(ej )ej+1 , defined as the
sum, for 0 ≤ p ≤ 2∆(j) − 1, of the absolute value of the increments of the random walk
multiplied by |Cj,p(θ, θ′)|/Cj,p, vary, for r large enough, at most by 22∆(j)+k−j , since
2∆
(j)−1∑
p=0
|Cj,p(θ, θ′)| ≪ 2∆(j)+k−j.
Now, for j ≥ r ≥ k+ and r large enough, we have:
22∆
(j)+k−j <
1
2
2−
1
4
∆(j) .
Indeed, for j ≤ 100k,
22∆
(j)+k−j ≤ 22∆(j)+k−k+ ≤ 22∆(j)−3∆(k) ≤ 2−0.9∆(j) ,
and for j ≥ max(k+, 100k),
22∆
(j)+k−j ≤ 22∆(j)−0.99j ≤ 2(r/50)+200 log2 j−0.99j ≤ 2(j/50)+200 log2 j−0.99j
≤ 2−0.96j ≤ 2−(r/50)−0.94j ≤ 2−∆(j) .
Hence, if for m ≥ 1, before (respectively after) the Girsanov transform, ∪j∈[|r,N−1|]E(j)m
occurs, then ∪j∈[|r,N−1|]E(j)1
2
m
still occurs after (respectively before) the transform. Finally we
get, for any m ≥ 1,
P
(
Ev(r, 0, 0, 0), ∪j∈[|r,N−1|]E(j)m
)
≤ 2r−NE
e−√2Wτ(r)N 1{∀j∈[|r,N |], l(N)j ≤√ 12Wτ(r)
j
≤u(N)j }
1∪j∈[|r,N−1|]E(j)1
2m

≪υ 2r−NN 32P
(
GEv(r, 0, 0, 0) ∩
{
∪j∈[|r,N−1|]E(j)1
2
m
})
As E
(l)
m
2
is measurable with respect to σ(NCt , t ∈ [|2l, 2l+1 − 1|]), by applying Corollary 6.6
and using the Fact 4 we get, for r large enough and N large enough depending on r:
P
(
GEv(r, 0, 0, 0) ∩
{
∪j∈[|r,N−1|]E(j)1
2
m
})
≪υ N−
3
2
∑
j≥r
√
P(E
(j)
1
2
m
)≪ N− 32
∑
j≥r
e−(m
2/8)2j−k+
≪ N− 32 e−2r−k+m2/8,
since r ≥ k+.
By combining this inequality with (5.34) and (5.32), we get:
PN (θ, θ
′)≪υ 22(r−N) +
∑
m≥1
2r−N22m2
−r/400
(1 +m2−r/400)32r−Ne−(m
2/8)2r−k+
≤ 22(r−N)
1 +
∑
m≥1
22m(1 +m)3e−m
2/8
 e−(1/8)(2r−k+−1)
≪ 22(r−N), (5.35)
which concludes the case k+ ≤ r.
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When k+ ≥ r: Using to the decomposition (5.29) and the Fact 2 and noticing that∑+∞
l=k+
m2−
∆(l)
4 ≤ m2− r400 for r large enough, we can affirm that
PN(θ, θ
′) ≤
∑
m≥0
P
(
Ev(r, 0, 0, 0), ∪j∈[|k+,N−1|]E(j)m
)
sup
l
(N)
k+
≤z≤u(N)
k+
P
(
Ev(k+, (m+ 1)2
− r
400 , C, z)
)
.
(5.36)
By a similar computation as what we have done in the case k+ ≤ r, we get:
P
(
Ev(r, 0, 0, 0), ∪j∈[|k+,N−1|]E(j)m
)
≪υ 2r−N−(m2/8). (5.37)
On the other hand, by using Eq. (5.22), for any z ∈ [l(N)
k+
, u
(N)
k+
], we obtain:
P
(
Ev(k+, (m+ 1)2
− r
400 , C, z)
)
≪υ 2k+−Ne2(m+1)2
− r400N
3
2 e2zP
(
GEv(k+, (m+ 1)2
− r
400 + sup
k+≤j≤N
|Cj|, C, z)
)
≤ 2k+−Ne2(m+1)2−
r
400N
3
2 e2zP
(
GEv(k+, 2(m+ 1)2
− r
400 , C, z)
)
, (5.38)
where we used that supj≥k+ |Cj | ≤ 2−∆
(k) ≤ 12 (m+ 1)2−
r
400 .
For k+ ≤ N/4, we can use Corollary 6.6 to deduce, for z ≤ u(N)k+ = υ − (k+ − r)α− ,
P
(
Ev(k+, (m+ 1)2
− r
400 , C, z)
)
≪υ 2k+−Ne2(m+1)2
− r400 (1 + 2(m+ 1)2−
r
400 )3(1 + (−z)+)e2z
≪υ 2k+−Ne3(m+1)−(k+−r)
α−
. (5.39)
For k+ ≥ N/4, we bound the probability of the GEv event by 1 and use the fact that
z ≤ υ − 0.9(k+ − r)α− (the factor 0.9 coming from the case k ≤ N/2 ≤ k+). We then get
P
(
Ev(k+, (m+ 1)2
− r
400 , C, z)
)
≪υ 2k+−Ne2(m+1)2
− r400N
3
2 e2z
≪υ 2k+−Ne2m+2e−(k+−r)
α−
(N3/2e−0.8(k+−r)
α−
)
≪ 2k+−Ne2m+2e−(k+−r)α− ,
the last line coming from the fact that k+−r ≥ (N/4)−r ≫ N if N ≥ 5r. This again implies
(5.39). Finally, by combining this equation with (5.37) and (5.36), we get
PN (θ, θ
′)≪υ 2r−N2k+−Ne−(k+−r)
α−
∑
m≥0
e3m+3−(m
2/8) ≪ 2r−N2k+−Ne−(k+−r)α−
which concludes the proof of Lemma 5.5.
Proof of Lemma 5.6. We can use (5.33) in order to get (for r large enough and N large
enough depending on r):
P(Ev(r, 0, 0, 0))P(Ev(r, 2−
r
400 , C(r), 0))
≤ e4υ+21−(r/400)22(r−N)N3P(GEv(r, 0, 0, 0))P(GEv(r, 21− r400 , C(r), 0)),
and then, by the majorization of the second term of (5.32) which is involved in (5.35):
PN(θ, θ
′) ≤ e4υ+21−(r/400)22(r−N)N3P(GEv(r, 0, 0, 0))P(GEv(r, 21− r400 , C(r), 0))+Oυ
(
22(r−N)e−
2
r−k+−1
8
)
.
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Hence, we have:
PN (θ, θ
′) ≤ e4υ+21−(r/400)22(r−N)N3P(GEv(r, 0, 0, 0))P(GEv(r, 21− r400 , C(r), 0))
+Oυ
(
22(r−N)e−
2r−(r/2)−(r/100)−100 log
2(r/2)−1
8
)
.
By applying (6.20) and using the fact that, with the notation of this equation, ||E||1 and δ
go to zero when r goes to infinity, we get
PN (θ, θ
′) ≤ e4υ22(r−N)N3(P(Eventr,N ))2(1 + ηr) +Oυ
(
22(r−N)e−
2r/3−1
8
)
,
where ηr goes to zero when r goes to infinity. Now, by computing the lower bound of the
first moment of IN , we have proven that P(Eventr,N )≫υ N−3/2. Hence,
PN (θ, θ
′) ≤ 22(r−N)N3(P(Eventr,N ))2(1 + ηr,υ),
where
ηr,υ = e
4υ − 1 + ηre4υ +Oυ
(
e−
2r/3−1
8
)
.
When we let r →∞, we get e4υ − 1, which tends to zero with υ.
Proof of Lemma 5.7 in the general case. The general case needs to uses exactly the same
arguments used in the general case of the proof of Lemma 5.5. This time, for k+ ≤ l ≤ N −1
and p ≤ 2κ(k) − 1, the random variables J (k)l,p (θ) and J (k)l,p (θ′) are not rigorously independent.
However, we observe that for k+ ≤ l ≤ N − 1, the absolute value of their correlations,
decreases exponentially with l. Indeed, if C
(k)
l,p (θ, θ
′) := E
(
J
(k)
l,p (θ)J
(k)
l,p (θ
′)
)
, then
∣∣∣C(k)l,p (θ, θ′)∣∣∣ = 12l + p2l−κ(k)
∣∣∣∣∣∣∣
2l−κ
(k)−1∑
j=0
ei(θ−θ
′)j
∣∣∣∣∣∣∣ ≤
4
2l||θ − θ′|| ≪ 2
k−l .
Since E
(
J
(k)
l,p (θ)J
(k)
l,p (θ
′)
)
= 0, and the vector (J
(k)
l,p (θ), J
(k)
l,p (θ
′)) is centered complex Gaus-
sian, one checks, by computing covariances, that it is possible to write
J
(k)
l,p (θ) =
C
(k)
l,p (θ, θ
′)
C
(k)
l,p (θ
′, θ′)
J
(k)
l,p (θ
′) + J (k),indl,p (θ, θ
′),
where the two terms of the sums are independent, with an expectation of the square equal
to zero. Note that
C
(k)
l,p := C
(k)
l,p (θ
′, θ′) =
2l−κ(k)
2l + p2l−κ(k)
= (2κ
(k)
+ p)−1,
does not depend on θ′. Moreover, we have by Pythagoras’ theorem:
E[|J (k),indl,p (θ, θ′)|2] = E[|J (k)l,p (θ)|2]−
∣∣∣∣∣∣C
(k)
l,p (θ, θ
′)
C
(k)
l,p
∣∣∣∣∣∣
2
E[|J (k)l,p (θ′)|2] = C(k)l,p −
|C(k)l,p (θ, θ′)|2
C
(k)
l,p
.
51
Using this decomposition of J
(k)
l,p (θ) and the measurability of the different quantities with
respect to the σ-algebras of the form Gj, we deduce that one can write:
(R
(ek+ ,κ
(k))
el (θ))l≥k+ = (R
(ek+ ,ind)
el + E
(ek+ )
el )l≥k+ , (5.40)
with (R
(ek+ ,ind)
el )l≥k+ is a Gaussian process, independent of (R
(ek+ ,κ
(k))
el (θ
′))l≥k+ , and dis-
tributed as (
√
1
2Wτ (k+,k+)l −C
(k)
l
)l≥k+ with τ
(k+,k+)
j =
∑j−1
l=k+
∑2κ(k)−1
p=0 (2
κ(k) + p)−1 and
C
(k)
l :=
l−1∑
t=k+
2κ
(k)−1∑
p=0
|C(k)t,p (θ, θ′)|2
C
(k)
t,p
and (E
(ek+ )
el )l≥k+ defined by
E(el)
el+1
= ℜ
(
σ
2κ
(k)−1∑
p=0
e
iψ
2l+p2l−κ
(k) (θ)C
(k)
l,p (θ, θ
′)
C
(k)
l,p
J
(k)
l,p (θ
′)
)
. (5.41)
Note that C
(k)
l and E
(el)
el+1 here represent quantities which are different from those denoted in
the same way in the proof of Lemma 5.5. Furthermore notice that
Fact 1: For any l ≥ k+,
|E(el)
el+1
| ≤ |E|(el)
el+1
:=
2κ
(k)−1∑
p=0
|C(k)l,p (θ, θ′)|(2κ
(k)
+ p)|J (k)l,p (θ′)|
is measurable with respect to the sigma field σ
(NCt , t ∈ [|2l, 2l+1 − 1|]).
Fact 2: The process (R
(ek+ ,ind)
el )l≥k+ is independent of the couple (R
(ek+ ,κ
(k))
el (θ
′), |E|(ek+ )el )l≥k+ .
Fact 3: supl≥k+ |C(k)l | ≪ 2−κ
(k)
if r is large enough. Indeed we have
sup
l≥k+
|C(k)l | ≪
∞∑
l=k+
2κ
(k)−1∑
p=0
(2k−l)2(2κ
(k)
+ p)≪
∞∑
l=k+
22k−2l+2κ
(k) ≪
∞∑
l=k+3κ(k)
22(k+3κ
(k)−l)−4κ(k) ≪ 2−2κ(k) .
It means that the process (R
(ek+ ,ind)
el )l≥k+ is very ”similar” to
√
1
2(Wτ (k+,k+)l
)l≥k+ .
Fact 4: |E| is small. For any m ≥ 0, l ≥ k+, we introduce the event
E
(l)
m := {|E|(el)el+1 ≥ 2−
κ(k)
4 m} .
For some universal constants c, c′ > 0, and m ≥ 1/2, the probability of E(l)m is smaller than
P
(
|E|el
el+1
≥ 2−κ
(k)
4 m
)
≤ 2κ(k)P
(
c2k−l|J (k)l,0 (θ′)| ≥ m2−
9
4
κ(k)
)
≪ 2κ(k)e−c′m222(l−k−
7
4κ
(k))
≪ e−c′m222(l−k−2κ
(k))
.
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Then for r large and l ≥ k+,
P
(
|E|el
el+1
≥ 2−κ
(k)
4 m
)
≪ e−m22l−k+ .
Using to the decomposition (5.40) and the Fact 2 and noticing that
∑N
l=k+
m2−
κ(k)
4 ≤
m2−
r
400 for r large enough, we can affirm that
P
(∆,κ)
N (θ, θ
′) (5.42)
≤
∑
m≥0
P
(
Ev(r, 1, E(k+), 0), ∪j∈[|k+,N−1|]E(j)m
)
sup
l
(N)
k+
−1≤z≤u(N)
k+
+1
P
(
Ev(k+, 1 + (m+ 1)2
− r
400 , C(k) + E(k+), z)
)
.
Here, by abuse of notation, we refer to the same event Ev(k, a,E, z) as in Eq. (5.21) but for
the new time clock τ (k+,k+). . By the same arguments used to prove (5.35) we have:
P
(
Ev(r, 1, E(k+ ), 0), ∪j∈[|k+,N−1|]E(j)m
)
≪υ 2r−N−(m2/8). (5.43)
On the other hand, by using the inequality (5.22) deduced from the Girsanov transform
(which still holds for the time clock τ
(k+,k+)
j =
∑j−1
l=k+
∑2κ(k)−1
p=0 (2
κ(k) + p)−1), we obtain for
any z ∈ [l(N)
k+
− 1, u(N)
k+
+ 1]:
P
(
Ev(k+, 1 + (m+ 1)2
− r
400 , C(k) + E(k+), z)
)
≪υ 2k+−Ne1+2(m+1)2
− r400N
3
2 e2zP
(
GEv(k+, 1 + 2(m+ 1)2
− r
400 , C(k) + E(k+), z)
)
, (5.44)
where we used that supj≥k+ |C
(k)
j | ≤ 2−κ
(k) ≤ (m+ 1)2− r400 . We bound the probability of the
GEv event by 1 and use the fact that z ≤ 1+u(N)k0 ≤ 1+ υ− (N − k+)α− − 34 logN . We then
get
P
(
Ev(k+, 1 + (m+ 1)2
− r
400 , C(k) + E(k+), z)
)
≪υ 2k+−Ne2(m+1)2
− r400N
3
2 e2z
≪υ 2k+−Ne2m+2N3/2e−2(N−k+)
α−− 3
2
logN
≪ 2k+−Ne2m+2e−(N−k+)α− ,
Finally, by combining this equation with (5.43) and (5.42), we get
P
(∆,κ)
N (θ, θ
′)≪υ 2r−N2k+−Ne−(N−k+)
α−
∑
m≥0
e2m+2−(m
2/8) ≪ 2r−N2k+−Ne−(N−k+)α− ,
which concludes the proof of Lemma 5.7.
Proof of Lemma 5.9. In this case, we simply ignore R
(er ,∆)
ej (θ
′) in the event associated to
PN(θ, θ
′) (See Eq. (5.14)). Recalling that (R(er ,∆)ej (θ))j≥r is distributed like
√
1
2(Wτ (r)j
)j≥r,
with W a standard Brownian motion, we have:
PN (θ, θ
′) ≤ P
(
∀j ∈ [|r,N |], L(N)j ≤ R(er ,∆)ej (θ) ≤ U
(N)
j
)
= P (Ev(r, 0))
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Eq.(5.20)
≤ 2r−Ne2υN 32P (GEv(r, 0))
≪υ 2r−N .
where the last inequality comes from Corollary 6.6.
Now we are in position to prove the Proposition 5.4.
Proof of Proposition 5.4. Notice that for any k ∈ {1, ..., N},
#{(θ, θ′) ∈ ([0, 2π)2N )2, 2−k ≤
||θ − θ′||
2π
≤ 21−k} ≪ 22N−k.
By applying the Lemmas 5.5, 5.6, 5.7 and 5.9, one obtains that for r large enough and N
large enough depending on r,
E
(
I2N
) ≤ ∑
θ;θ′∈[0,2π)
2N
,
||θ−θ′||
2π
≥2− r2
(1 + ηr,υ)2
2r−2NN3(P(Eventr,N ))2 + Y
where
Y ≪υ
∑
k≥r/2;k+3∆(k)≤r
22N−k22r−2N +
∑
k+3∆(k)≥r;k≤N/2
22N−k2−2N+r+k+3∆
(k)
e−(k+3∆
(k)−r)α−
+
∑
k≥N/2;k≤N−r/2
22N−k2−2N+k+3κ
(k)+re−
1
2
(N−k−3κ(k))α− +
∑
k≥N−r/2;k≤N
22N−k2r−N
The first term of E[I2N ] is smaller than (1 + ηr,υ)
(
2rN
3
2P(Eventr,N )
)2
. The first sum in the
estimate of Y is smaller than ∑
k≥r/2;k+3∆(k)≤r
22r−k ≪ 23r/2.
If k′ denotes the smallest value of k such that k + 3∆(k) ≥ r, we have k′ ≥ r/2 if r is large
enough, and then the second sum is smaller than∑
k+3∆(k)≥r;k≤N/2
2r+3∆
(k)
e−(k+3∆
(k)−r)α− ≤
∑
k+3∆(k)≥r
2k+6∆
(k)
e−(k+3∆
(k)−r)α−
≤ 2−k′
∞∑
s=r
22se−(s−r)
1/10 ≤ 23r/2
∞∑
t=0
22te−t
1/10 ≪ 23r/2.
In the third sum, we have
3κ(k) + r ≤ 1.03r + 300 log2(N − k), N − k − 3κ(k) ≥ N − k − 0.03r − 300 log2(N − k),
and then for r large enough and N − k ≥ r/2,
N − k − 3κ(k) ≥ 0.9(N − k),
which gives∑
k≥N/2;k≤N−(r/2)
23κ
(k)+re−
1
2
(N−k−3κ(k))α− ≤ e1.03r
∑
1≤k≤N−1
e300 log
2(N−k)−(1/2)(0.9(N−k))1/10 ≪ e1.03r.
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Finally, the last sum is smaller than∑
k≥N−r/2;k≤N
2r+N−k ≪ 23r/2.
Hence, we have, by using Proposition 5.3,
E
(
I2N
) ≤ (1 + ηr,υ)22rN3(P(Eventr,N ))2 +Oυ(23r/2) ≤ (E(IN ))2(1 + η′r,υ)
where
η′r,υ = (1 + ηr,υ)e
4υ+4λ
(r)
∞ − 1 +Oυ(2−r/2).
Letting r →∞, η′r,υ has an upper limit equal to (1 + lim supr→∞ ηr,υ)e4υ − 1, which tends to
zero with υ. This completes the proof of Proposition 5.4.
6 Appendix: Classical estimates on Gaussian walks
In the following, the process (Ws; s ∈ R+) is a standard Brownian motion. It will be mainly
observed on a discrete set of times. Closely related to the Ballot theorem, a well-known result
of Kozlov [Koz76] states that there exists c0 > 0 such that
lim
N→∞
√
NP (∀j ∈ {1, 2, . . . , N}, Wj ≥ 0) = c0. (6.1)
On the other hand, recall that for some c > 0 large enough, for any h ≥ 0, N ≥ 1 one has,
1
c
(
h√
N
∧ 1
)
≤ sup
x∈R
P (WN ∈ [x, x+ h]) ≤ ch√
N
. (6.2)
Both identities are the building blocks of the following classical results.
Proposition 6.1 (Lemma A.1 in [AS10]). For any x ≥ 0, b ≥ a ≥ 0,
P
(
min
j∈{1,...,N}
Wj + x ≥ 0, WN + x ∈ [a, b]
)
≪ (1 + x)(1 + (b− a))(1 + b)N− 32 . (6.3)
Now let state two extensions of (6.1), (6.2) and (6.3) which are essentially proved in
[Mad15a].
Lemma 6.2. For any N ≥ 2, z, h ≥ 0, u ∈ {0, . . . , N−1} and for any event A(u) measurable
with respect to σ(Wu+s −Wu)s∈[0,1],
P (∀j ∈ {1, . . . , N}, Wj ≤ z, A(u))≪ 1 + z√
N
√
P(A(u)), (6.4)
P (WN ∈ [z, z + h], A(u))≪ h√
N
P(A(u)). (6.5)
Proof. The proof is exactly similar to Lemma B.4 in [Mad15a], for B = −W . The only
differences are that we take j ∈ {1, . . . , N} instead of j ∈ [0, N ], and that h is not necessarily
equal to 1. From the upper bound in (6.2), on can immediately deal with general h ≥ 0
instead of h = 1. For discrete time j ∈ {1, . . . , N}, the ingredients we need in order to mimic
the proof in [Mad15a] are the following:
P[W1, . . . ,Wk ≤ z]≪ 1 + z√
k
, (6.6)
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E[(z −Wk)1W1,...,Wk≤z]≪ 1 + z. (6.7)
The equation (6.7) is an immediate consequence of Lemma 2.3 in [AS14]. In order to prove
(6.6), we start by the case z ≤ 1, for which we get, by using (6.1) and the Markov property
at time 1,
k−1/2 ≫ P[W1, . . . ,Wk+1 ≤ 0] ≥ P[W1 ≤ −1]P[W1, . . . ,Wk ≤ 1]≫ P[W1, . . . ,Wk ≤ z].
For z > 1, m = ⌈z2⌉, we use the scaling property in order to deduce
P[W1, . . . ,Wk ≤ z] ≤ P
[∀j ∈ {1, . . . , ⌊k/m⌋},Wmj ≤ √m]
= P [∀j ∈ {1, . . . , ⌊k/m⌋},Wj ≤ 1]≪ (⌊k/m⌋)−1/2 ∧ 1
≪ (1 + ⌊k/m⌋)−1/2 ≤ (k/m)−1/2 ≤ (1 + z
2)1/2√
k
≤ 1 + z√
k
.
We deduce the following result (strongly related to Corollary B.5 in [Mad15a], see also
the proof of Lemma A.1 in [AS10]).
Corollary 6.3. For any N ≥ 2, x ≥ 0, b ≥ a ≥ 0, u ∈ {0, 1, . . . , N − 1}, y ∈ R and for any
event A(u) measurable with respect to σ
(
(Wu+s −Wu)s∈[0,1]
)
,
P
(
max
j≤N/2,j∈N
Wj ≤ x, max
N/2≤j≤N,j∈N
Wj ≤ x+ y, WN − y − x ∈ [−b,−a], A(u)
)
≪ N− 32 (1 + x)(b− a)(1 + b)
√
P(A(u)) . (6.8)
Proof. We can assume N ≥ 10, otherwise the result is an immediate consequence of (6.5).
We define N1 = ⌊N/3⌋, N2 = N −⌊N/3⌋ = N −N1, which implies that N1, N2−N1, N −N2
are larger than 3 and N/4. For 0 ≤ u < N1, we denote A1 := A(u), A2 and A3 being the full
event (i.e. of probability 1), for N1 ≤ u < N2, we denote A2 := A(u), A1 and A3 being the
full event, for N2 ≤ u < N , we denote A3 := A(u), A1 and A2 being the full event.
Hence, for r ∈ {1, 2, 3}, Ar is measurable with respect to σ
(
(Wv+s −Wv)s∈[0,1]
)
for some
v integer, 0 ≤ v < N1 for r = 1, N1 ≤ v < N2 for r = 2, N2 ≤ v < N for r = 3.
The probability we want to estimate is at most:
P
(
max
j≤N1,j∈N
Wj ≤ x,A1, max
j≤N1,j∈N
(WN−j −WN ) ≤ b,A3,WN ∈ [x+ y − b, x+ y − a], A2
)
.
Let us first condition on (Ws)s≤N1 , (WN2+s − WN2)s≥0. This fixes if the first four events
occur or not. The law of the increments of W between N1 and N2 is not changed by the
conditioning, and then the conditional probability that the two last events occur is at most:
sup
w∈R
P[WN2 −WN1 ∈ [w − b, w − a], A2]≪
b− a√
N
P[A2],
the last estimate coming from (6.5), applied to the Brownian motion (WN1+s−WN1)s∈[0,N2−N1].
Hence, the probability to be estimated is dominated by
b− a√
N
P[A2]P
(
max
j≤N1,j∈N
Wj ≤ x,A1, max
j≤N1,j∈N
(WN−j −WN ) ≤ b,A3
)
.
In the last probability, the two first events depend only on the increments of W in [0, N1]
whereas the two last depend only on the increments on [N2, N ]. Hence, be get
b− a√
N
P[A2]P
(
max
j≤N1,j∈N
Wj ≤ x,A1
)
P
(
max
j≤N1,j∈N
(WN−j −WN ) ≤ b,A3
)
.
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Using (6.4), applied both for (Ws)s∈[0,N1] and the Brownian motion (W
′
s := WN−s−WN )s∈[0,N1]
(note that A3 is measurable with respect to (W
′
v′+s−W ′v′)s∈[0,1] for some v′ ∈ {0, . . . , N1−1}),
we get the bound
b− a√
N
P[A2]
1 + x√
N
√
P[A1]
1 + b√
N
√
P[A3],
which proves the corollary.
In the following we shall state and prove several results which are slight extensions of the
previous ones.
6.1 Estimates with a time error and a positive and curved barrier
Proposition 6.4. Let f : R+ → R+ be any increasing function such that f(z) ≪ z 110 , in
particular f(0) = 0. Then for N ≥ 1, z > 0
P (∀j ≤ N, Wj ≤ f(j) + z)≪f 1 + z√
N
(6.9)
Proof. Let us decompose the probability in (6.9), depending on the time k when the random
walk (Wj)j≤N reaches its maximum, and then use the Markov property at this time:
P (∀j ≤ N, Wj ≤ f(j) + z)
=
N∑
k=0
P
(
∀j ≤ N, Wj ≤ f(j) + z, Wk = max
j∈[|0,N |]
Wj
)
≤
N∑
k=0
P
(
∀j ≤ k, Wj ≤ f(j) + z, Wk = max
j∈[|0,k|]
Wj
)
P (∀j ≤ N − k, Wj ≤ 0)
≤
N∑
k=0
P
(
Wk ≤ f(k) + z, Wk = max
j∈[|0,k|]
Wj
)
P (∀j ≤ N − k, Wj ≤ 0) .
By applying (6.1), and the time reversal property of the random walk (Wj)j≤k, one gets
P (∀j ≤ N, Wj ≤ f(j) + z)≪
N∑
k=0
(N − k + 1)−1/2P
(
min
j∈[|0,k|]
Wj ≥ 0, Wk ≤ f(k) + z
)
.
Given the bound we want to prove, there is no loss of generality in assuming (1 + z)2 ≤ 12N .
Moreover by (6.3), we deduce that
P (∀j ≤ N, Wj ≤ f(j) + z)
≪N− 12
∑
1≤k≤(1+z)2
P
(
max
j∈[|0,k|]
Wj =Wk ≤ f(k) + z
)
+
∑
(1+z)2<k≤N/2
(1 + f(k) + z)2
k
3
2 (N − k + 1) 12
+
∑
N/2<k≤N
(1 + f(k) + z)2
k
3
2 (N − k + 1) 12
≪N− 12R (f((1 + z)2) + z)+N− 12 ∑
(1+z)2<k≤N/2
(1 + z)2 + f(k)2
k
3
2
+N−
3
2
∑
N/2<k≤N
(1 + z)2 + f(k)2
(N − k + 1) 12
.
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Here on the last line, we used (a+b)2 ≤ 2(a2+b2) andR(u) :=∑+∞k=1 P (maxj∈[|0,k|]Wj =Wk ≤ u)
is the renewal function associated to the random walk (Wj)j≥0. It is well-known that
R(u)≪ (1 + u).
As f(z)≪ z 110 , we have that
P (∀j ≤ N, Wj ≤ f(j) + z)
≪fN−
1
2 (1 + z) +N−
1
2
(1 + z)2 ∑
k>(1+z)2
k−
3
2 +
∑
k>(1+z)2
k
2
10
− 3
2
+N−1 ((1 + z)2 +N 210)
≪(1 + z)
N
1
2
,
which concludes the proof of (6.9).
Now, consider a real sequence (ej)j≥1 and Ej :=
∑j
k=1 ek the associated time error. In
all the following, we assume that j + Ej is positive for all j and increasing with respect to j
(this condition is always satisfied in the paper). Basically we will extend the previous lemma
to the process (Wj+Ej)j≥0 when ||E||1 :=
∑
j≥1 |ej | is finite.
Lemma 6.5. Assume that ||E||1 :=
∑+∞
k=1 |ej | < ∞. Let f(j) be any increasing positive
sequence such that f(j) ≪ j 110 . For any N ≥ 1, a ≥ 0, u ∈ {0, 1, . . . , N − 1} and for any
event A(u) measurable with respect to σ
(
(Wu+Eu+s −Wu+Eu)s∈[0,1+eu+1]
)
,
P
(
min
1≤j≤N
(Wj+Ej + f(j)) ≥ −a
)
≪f,||E||1
1 + a√
N
, (6.10)
P
(
min
1≤j≤N
Wj+Ej ≥ −a, A(u)
)
≪||E||1
1 + a√
N
√
P(A(u)). (6.11)
Moreover, it is possible to take implicit constants which are nondecreasing with respect to
||E||1 (for fixed f in the first estimate): in other words, for c > 0, if we assume ||E||1 ≤ c,
the we can replace the dependence in ||E||1 by a dependence in c.
Proof. In all this proof, each time we write the symbol ≪||E||1 or ≪f,||E||1, we assume an
implicit constant nondecreasing in ||E||1. Without loss of generality, we can suppose that
N ≥ 10. We start by the proof of (6.10). Suppose that (ej)j≥0 ∈ RN+. We then check (for
example by computing the covariances) that if (W˜s)s≥0 is a Brownian motion, independent
of W , then (Wj+Ej)1≤j≤N has the same law as (Wj + W˜Ej)1≤j≤N : note that this identity in
law depends on the fact that Ej increases with j.
Let S be the supremum of W˜ on the interval [0, ||E||1]. For any δ > 0, upon partitioning
our event with respect to the disjoint union
⊔
k≥0 {δk ≤ S < δ(k + 1)},
P
(
min
1≤j≤N
(Wj+Ej + f(j)) ≥ −a
)
≤ P
(
min
1≤j≤N
(Wj + W˜Ej + f(j)) ≥ −a
)
≤ P
(
min
1≤j≤N
(Wj + S + f(j)) ≥ −a
)
≤
∑
k≥0
P
(
min
1≤j≤N
(Wj + f(j)) ≥ −δ(k + 1)− a
)
P (S ≥ δk)
Eq. 6.9≪f 1√
N
∑
k≥0
(1 + δ(k + 1) + a)e
− (δk)2
2||E||1 .
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By taking δ =
√||E||1, we get the desired result. Now consider the general case (ej)j≥0 ∈ RN.
Let W˜ be a standard Brownian motion independent of W and let |E|j :=
∑j
k=1 |ek|. The
process (Wj+Ej+|E|j)j≥0 has the same law as
(
Wj+Ej + W˜|E|j
)
j∈N
and ej + |ej | ≥ 0, for all
j. Moreover, by the study of the case ej ∈ R+, one has
1√
N
(1 + a)≫f,||E||1P
(
min
1≤j≤N
(
Wj+Ej + f(j) + W˜|E|j
)
≥ −a− (||E||1)1/2
)
≥P
(
min
1≤j≤N
(
Wj+Ej + f(j) + W˜|E|j
)
≥ −a− (||E||1)1/2, sup
j≥0
|W˜|E|j | ≤ (||E||1)1/2
)
≥P
(
min
1≤j≤N
(Wj+Ej + f(j)) ≥ −a
)
P
(
sup
j≥1
|W˜|E|j | ≤ (||E||1)1/2
)
,
which leads to
P
(∀1 ≤ j ≤ N, (Wj+Ej + f(j)) ≥ −a)≪f,||E||1 1√
N
(1 + a). (6.12)
Let us tackle the proof of (6.11). If u ≥ N2 , by the Markov property at time u, we have:
P
(
min
1≤j≤N
Wj+Ej ≥ −a,A(u)
)
≤ P (∀1 ≤ j ≤ u, Wj+Ej ≥ −a)P(A(u))≪||E||1 1 + a√
N
√
P(A(u)).
If u ≤ N2 , by the Markov property at time u + 1 and by applying Eq. (6.12) to the
Brownian motion (W ′s = Wu+1+Eu+1+s −Wu+1+Eu+1)s∈[0,N−u−1+EN−Eu+1] and the sequence
(eu+1+j)j≥1, we get
P
(
min
j≤N
Wj+Ej ≥ −a,A(u)
)
≤ E
(
1{ min
j≤u+1
Wj+Ej≥−a ; A(u)}P
(
min
1≤j≤N−u−1
W ′j+Eu+1+j−Eu+1 ≥ −a− z
)∣∣z=Wu+1+Eu+1
)
≪||E||1
1√
N
E
(
(1 + a+Wu+1+Eu+1)1{∀j≤u+1,Wj+Ej≥−a}1A(u)
)
.
By noticing that Wu+1+Eu+1 ≤Wu+Eu +maxs≤1+eu+1 |Wu+s+Eu −Wu+Eu|, we deduce that
P
(
min
j≤N
Wj+Ej ≥ −a,A(u)
)
≪||E||1
1√
N
E
(
(1 + a+Wu+Eu)1{minj≤uWj+Ej≥−a}
)
P(A(u))
+
1√
N
E
(
max
s≤1+eu+1
|Wu+s+Eu −Wu+Eu|1A(u)
)
≪||E||1
1 + a√
N
√
P(A(u)),
where we have used the Cauchy-Schwarz inequality and the fact that 1 + eu+1 ≤ 1 + ||E||1
to bound the second term. For the first term, it is sufficient to show:
E
(
(1 + a+Wu+Eu)1{minj≤uWj+Ej≥−a}
)
≪||E||1 1 + a, (6.13)
which is proven as follows. If Ta denotes the smallest integer j such that Wj+Ej < −a
(necessarily Ta ≥ 1), we get, by the martingale property:
E[(1 + a+Wu+Eu)1Ta≤u] = E[(1 + a+WTa+ETa )1Ta≤u]
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= E[(1 + a+WTa−1+ETa−1)1Ta≤u] + E[(WTa+ETa −WTa−1+ETa−1)1Ta≤u].
In the last expression, the first term is nonnegative, and the second is nonpositive. Hence
E[(1 + a+Wu+Eu)1Ta≤u] ≥ E[WTa+ETa −WTa−1+ETa−1 ].
whereas
E[1 + a+Wu+Eu] = 1 + a,
which gives (6.13) by taking the difference, provided that E[WTa−1+ETa−1 −WTa+ETa ]≪||E||1
1 + a. Now, for A > 0,
P[WTa−1+ETa−1 −WTa+ETa ≥ A] ≤
∞∑
p=0
P
[
sup
j∈{0,1,...,2p+1−1}
Wj+Ej −Wj+1+Ej+1 ≥ A,Ta ≥ 2p
]
≤
∞∑
p=0
(
P
[
sup
j∈{0,1,...,2p+1−1}
Wj+Ej −Wj+1+Ej+1 ≥ A
])1/2
(P[Ta ≥ 2p])1/2
Eq. 6.10≪||E||1
∞∑
p=0
(
1 ∧ 2p+1e− A
2
2(1+||E||1)
)1/2
((1 + a)2−p/2)1/2
≪||E||1
∑
0≤p≤A2/(2(1+||E||1) log 2)
e
− A2
4(1+||E||1) (1 + a)1/22p/4
+
∑
p≥A2/(2(1+||E||1) log 2)
(1 + a)1/22−p/4
≪||E||1 e−
A2
8(1+||E||1) (1 + a)1/2,
which gives the desired bound.
By the same arguments used to deduce Corollary 6.3 from Equations (6.4) and (6.5), one
can deduce from Lemma 6.5:
Corollary 6.6. Let f(j) be any increasing positive sequence such that f(j)≪ j 110 and then
f(0) = 0. Assume that ||E||1 <∞.
1. For any N ≥ 100(1 + ||E||1), x ≥ 0, b ≥ a ≥ 0, λ ∈ (0.1, 0.9), y ∈ R,
P
(
max
1≤j≤λN
(Wj+Ej − f(j)) ≤ x, max
λN≤j≤N
(Wj+Ej − f(N − j)) ≤ x+ y, WN+EN ∈ x+ y − [a, b]
)
≪f,||E||1 N−
3
2 (1 + x)(b− a)(1 + b). (6.14)
2. For any N ≥ 100(1 + ||E||1), x ≥ 0, b ≥ a ≥ 0, u ∈ {0, . . . , N − 1}, λ ∈ (0.1, 0.9), y ∈ R
and for any event A(u) measurable with respect to σ
(
(Wu+Eu+s −Wu+Eu)s∈[0,1+eu+1]
)
,
P
(
max
1≤j≤λN
Wj+Ej ≤ x, max
λN≤j≤N
Wj+Ej ≤ x+ y, WN+EN − y − x ∈ [−b,−a], A(u)
)
≪||E||1 N−
3
2 (1 + x)(b− a)(1 + b)
√
P(A(u)) . (6.15)
Again, we can take implicit constants which are nondecreasing in ||E||1.
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Proof. Inequalities (6.14) and (6.15) can be obtained similarly by combining (6.10) and (6.2)
for the first one and (6.11) and (6.5) for the second one.
Let us show the inequality (6.14). IfN ≥ 20 andN1 := ⌊λN⌋, we haveN1 ∈ (0.05N, 0.95N).
By the Markov property at time N1 +EN1 , one has:
P
(
max
1≤j≤λN
Wj+Ej − f(j) ≤ x, max
λN≤j≤N
(Wj+Ej − f(N − j)) ≤ x+ y, WN+EN − y − x ∈ [−b,−a]
)
≤E
(
1{max1≤j≤N1 (Wj+Ej−f(j))≤x}P
(
max
1≤j≤N−N1
(
W ′
j+E
(N1)
j
− f(N −N1 − j)
)
+ z ≤ x+ y,
W ′
N−N1+E(N1)N−N1
+ z − y − x ∈ [−b,−a]
)∣∣z=WN1+EN1

with for any p, k ≥ 0, E(k)p = Ep+k − Ek, and for s ≥ 0, W ′s =WN1+EN1+s −WN1+EN1 .
Let us introduce
(W˜j+E˜j)0≤j≤N−N1 :=
(
W ′
N−N1+E(N1)N−N1
−W ′
N−N1−j+E(N1)N−N1−j
)
0≤j≤N−N1
,
the time reversal walk of (W ′
j+E
(N1)
j
)0≤j≤N−N1 . One can easily check that (W˜j+E˜j)0≤j≤N−N1
is again a standard Gaussian random walk with a time error E˜j satisfying ||E˜||1 ≤ ||E||1 and
E˜0 = 0. For any z ∈ R we have
P
(
max
1≤j≤N−N1
(
W ′
j+E
(N1)
j
− f(N −N1 − j)
)
+ z ≤ x+ y, W ′
N−N1+E(N1)N−N1
+ z − y − x ∈ [−b,−a]
)
≤ P
(
min
1≤j≤N−N1
(W˜j+E˜j + f(j)) ≥ −b, W˜N−N1+E˜N−N1 + z − y − x ∈ [−b,−a]
)
≤ P
(
min
1≤j≤N2
(W˜
j+E˜j
+ f(j)) ≥ −b
)
sup
t∈R
P
(
W
N−N1−N2+E˜N−N1−E˜N2
+ t ∈ [−b,−a]
)
,
where N2 := ⌊(N − N1)/2⌋, and where in the last line we use the Markov property at time
N2+ E˜N2 . Observe that this last expression does not depend in z any more. Finally we have
obtained that
P
(
max
1≤j≤λN
(Wj+Ej − f(j)) ≤ x, max
λN≤j≤N
(Wj+Ej − f(N − j)) ≤ x+ y, WN+EN − y − x ∈ [−b,−a]
)
≤ P
(
max
1≤j≤N1
(Wj+Ej − f(j)) ≤ x
)
P
(
min
1≤j≤N2
(W˜j+E˜j + f(j)) ≥ −b
)
×
sup
t∈R
P (WN−N1−N2+E + t ∈ [−b,−a]) (6.16)
where |E| ≤ ||E||1. For N ≥ 100(1 + ||E||1), we have N1, N2, N − N1 − N2 + E ≫ N . By
applying (6.10) and (6.2), one gets
P
(
max
j≤λN
(Wj+Ej − f(j)) ≤ x, max
λN≤j≤N
(Wj+Ej − f(N − j)) ≤ x+ y, WN+EN − y − x ∈ [−b,−a]
)
≪f,||E||1 N−
3
2 (1 + x)(b− a)(1 + b),
with an implicit constant nondecreasing in ||E||1. This concludes the proof of (6.14).
The proof of (6.15) is similar, except that we remove the function f and we add the
event A(u). After doing the computations, we get a similar product of three factors as in
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(6.16), without f , and with the event A(u) added in the first factor if 0 ≤ u < N1, in the
third factor if N1 ≤ u < N − N2 and in the second factor if N − N2 ≤ u < N : note
that in the two last cases, A(u) is measurable with respect to the σ-algebra generated by
(W˜N−u−1+E˜N−u−1+s − W˜N−u−1+E˜N−u−1)s∈[0,1+E˜N−u−E˜N−u−1]. Using (6.11) if 0 ≤ u < N1 or
N −N2 ≤ u < N , or (6.5) if N1 ≤ u < N −N2, we can estimate the factor involving A(u) in
a suitable way in order to deduce the result of the corollary.
6.2 Lower bound for the probability to stay in an entropic envelope
Recall that, with the notation of the upper bound section,
u
(N)
k :=
{
υ − (k − r)α− , if r ≤ k ≤ ⌊N/2⌋,
υ − (N − k)α− − 34 logN, if ⌊N/2⌋ < k ≤ N,
and
l
(N)
k :=
{ −υ − (k − r)α+ , if r ≤ k ≤ ⌊N/2⌋,
−υ − (N − k)α+ − 34 logN, if ⌊N/2⌋ < k ≤ N.
We now have the following lower bound:
Proposition 6.7. For any L > 0, for any sequence (aN )N≥1 of non-negative numbers such
that supN→∞
aN
N
1
2
≤ L, for any C > 0, and for any N ′ integer with 2N/3 > N ′ > N/3,
P
(
min
j∈{1,...,N ′}
Wj ≥ 0, min
j∈{N ′+1,...,N}
Wj ≥ aN , aN ≤WN ≤ aN + C
)
≫L,C N−3/2. (6.17)
for N large enough depending only on L and C.
Proof. This result is very similar to Lemma A.3 in [AS10], and the same proof works. In
particular one checks that the implicit constant we can obtain depends only on C and L and
that the fact that N ′ is not exactly N/2 but only in (N/3, 2N/3) does not change anything
to the arguments we need. Note that C can be taken arbitrarily since the distribution of W1
is non-lattice (see the proof of Lemma A.2 in [AS10]).
Now, we will estimate the probability that a Brownian motion stays inside an entropic
envelope.
Proposition 6.8. Fix d, υ, r > 0. Then for all N ≥ 2r,
P
(
∀j ∈ {r, r + 1, . . . , N}, l(N)j ≤ dWj−r ≤ u(N)j
)
≫d,υ,r N−3/2. (6.18)
Moreover, if N is assumed to be large enough depending on d and r, then we can remove the
dependence in r in the implicit constant of the estimate.
Proof. For each value of N ≥ 2r, the probability to be estimated is strictly positive, which
implies that it is sufficient to prove the second part of the proposition, relative to the case
where N is large enough depending on d and r. For any 0 ≤ A < N2 − r, by the Markov
property, the probability is bigger than the product of the following three terms:
p1 := P
(
∀j ≤ {r, . . . , A+ r}, l(N)j ≤ dWj−r ≤ u(N)j , u(N)A+r −A
1
2 − 1
2
≤ dWA ≤ u(N)A+r −A
1
2
)
p2 := inf
u
(N)
A+r−A
1
2− 1
2
≤x≤u(N)A+r−A
1
2
P
(
∀j ∈ {A+ r, . . . , N −A}, l(N)j ≤ dWj−A−r + x ≤ u(N)j ,
62
u
(N)
N−A −A
1
2 − 1 ≤ dWN−2A−r + x ≤ u(N)N−A −A
1
2
)
,
p3 := inf
u
(N)
N−A−A
1
2−1≤z≤u(N)N−A−A
1
2
P
(
∀j ∈ {N −A, . . . ,N}, l(N)j ≤ dWj−(N−A) + z ≤ u(N)j
)
.
If A ≥ 10, we have
A9/10 −A1/10 ≥ A1/2(100.4 − 10−0.4) ≥ 2A1/2 > A1/2 + 1,
which implies that p1 and p3 are strictly positive. Moreover, they do not depend on r and N
if A and υ are fixed: for p1, we check this fact by shifting j by −r, for p3, by shifting z, l(N)j ,
u
(N)
j by (3/4) logN , and j by −(N −A).
Now, by first fixing y = (3/4) logN , one can check that for any A ≥ 100, p2 is bigger than
p˜2 = inf
0≤y≤1+logN
P
(
∀j ≤ N ′A, j ∈ N, −(j
9
10 +A
9
10 )/10 ≤ dWj ≤ −j 110 +A 12 ,
∀j ∈ (N ′A, NA] ∩ N,
−((NA − j)
9
10 +A
9
10 )/10 ≤ dWj + y ≤ −(NA − j)
1
10 +A
1
2 , −1
2
≤ dWNA + y ≤ 0
)
with NA := N − r− 2A and N ′A := ⌊N/2⌋ − r−A. For b > 0, 1 ≤ N ′ < N and y ∈ R, let us
introduce:
Eb,N,N ′,y :=
{
max
j∈{1,...,N ′}
dWj ≤ b, max
j∈{N ′+1,...N}
dWj ≤ −y + b, dWN ≥ −y − 1
2
}
,
E
(c)
b,N,N ′,y :=
{
∀j ∈ {1, . . . , N ′}, dWj ≤ −j 110 + b,
∀j ∈ {N ′ + 1, . . . , N}, dWj + y ≤ −(N − j) 110 + b, −1
2
≤ dWN + y ≤ 0
}
.
It is plain to check that p˜2 is bigger than
inf
0≤y≤1+logN
P
(
E
(c)
A
1
2 ,NA,N
′
A,y
)
−
N ′A∑
k=1
P
(
E
A
1
2 ,NA,N
′
A,y
, dWk ≤ −(k
9
10 +A
9
10 )/10
)
−
∑
N ′A<k≤NA
P
(
E
A
1
2 ,NA,N
′
A,y
, dWk + y ≤ −((NA − k)
9
10 +A
9
10 )/10
) .
Thus Proposition 6.8 will be proved once the following two assertions are shown:
i) for any ǫ > 0, for B > 0 large enough depending only on d and ǫ, for 2N/3 > N ′ >
N/3 > 10B, 0 ≤ y ≤ 2 + logN ,
N ′∑
k=1
P
(
EB,N,N ′,y, dWk ≤ −(k
9
10 +B9/5)/10
)
+
N∑
k=N ′+1
P
(
EB,N,N ′,y, dWk + y ≤ −((N − k)
9
10 −B9/5)/10
)
≤ ǫ
N3/2
.
ii) There exists c > 0 depending only on d such that for any B > 0 large enough depending
on d, 2N/3 > N ′ > N/3 > 10B and for 0 ≤ y ≤ 2 + logN ,
P
(
E
(c)
B,N,N ′,y
)
≥ c
N3/2
.
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Indeed, if i) and ii) hold, we get the desired bound by taking ǫ = c/2 (depending only
on d), B > 10 large enough (depending only on d) in order to have the conclusions of i) and
ii), A = B2, and a value of N in the proposition which is large enough (possibly depending
only on d and r, since one can take A and B depending only on d) in order to ensure that
2NA/3 > N
′
A > NA/3 > 10B and 1 + logN ≤ 2 + logNA.
Let start the proof of assertion i). Fix ǫ > 0. By applying the Markov property at time
k ≤ N ′, one has
P
(
EB,N,N ′,y, dWk ≤ −(k
9
10 +B9/5)/10
)
≤
∑
p≥0
P
(
dWk ≤ −(k
9
10 +B9/5)/10 − p
)
× P−kB,p
(
max
j≤N ′−k
dWj ≤ B, max
N ′−k<j≤N−k
dWj ≤ −y +B, dWN−k ≥ −y − 1
2
)
,
with kB,p = (k
9
10 +B9/5)/10 + p+ 1. When k ≤ N ′/2 it stems, by using Corollary 6.6 (with
Ej = 0), that for N large enough (which is ensured by B large enough),
P
(
EB,N,N ′,y, dWk ≤ −(k
9
10 +B9/5)/10
)
≪
∑
p≥0
e−
k1.8+B3.6+pk0.9
200kd2
(
1 +
1 +B + kB,p
d
)3 1
N
3
2
≪ 1
N
3
2
e−
k0.8+B3.6k−1
200d2
∑
p≥0
e−
pk−0.1
200d2
(
1 +
1 +B + k0.9 +B1.8 + p+ 1
d
)3
.
We have
k0.8 +B3.6k−1 ≥ (k0.8)2/3(B3.6k−1)1/3 = k0.2B1.2,
and then
P
(
EB,N,N ′,y, dWk ≤ −(k
9
10 +B9/5)/10
)
≪d N−3/2e−
k0.2B1.2
200d2 (1 + k2.7 +B5.4)
∑
p≥0
(1 + p3)e−
p
200d2k
≪d N−3/2e−
k0.2B1.2
200d2 (1 + k2.7)(1 +B5.4)(k + k4)
≪d N−3/2e−
k0.2B1.2
200d2 k6.7B5.4 ≪d N−3/2e−
k0.2B1.2
400d2 .
When N ′/2 < k ≤ N ′, one can simply write:
P
(
EB,N,N ′,y, dWk ≤ −(k9/10 +B9/5)/10
)
≪ e− k
1.8+B3.6
200kd2 ≪ e− k
0.2B1.2
200d2
≪d k−3/2e−
k0.2B1.2
400d2 ≪ N−3/2e− k
0.2B1.2
400d2 .
A combination of these two inequalities gives:
N/2∑
k=1
P
(
EB,N,N ′,y, dWk ≤ −(k
9
10 +B9/5)/10
)
≪d N−3/2
∞∑
k=1
e−
k0.2B1.2
400d2 ≤ ǫ
N
3
2
if B is large enough depending on d and ǫ.
The second sum (for k > N ′) can be treated similarly. Indeed, by operating a time
reversal one has, for k′ = N − k,
P
(
EB,N,N ′,y, dWk + y ≤ −((N − k)
9
10 +B9/5)/10
)
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≤ P
(
min
1≤j<N−N ′
dWj ≥ −B − 1
2
, min
N−N ′≤j<N
dWj ≥ −B − y − 1
2
,
dWN ≤ B − y, dWk′ ≥ (k
′)
9
10 +B9/5
10
− 1
2
)
.
which can be bounded with the same arguments.
In order to prove the assertion ii), let us set:
ki =
{
i
1
10 , if i ≤ N ′,
(N − i) 110 + y, if N ′ < i ≤ N,
We notice that:
P
(
E
(c)
B,N,N ′,y
)
≥ P
(
max
1≤j≤N ′
dWj ≤ 0, max
N ′≤j≤N
dWj ≤ −y, dWN + y ≥ −1
2
)
− P
(
max
1≤j≤N ′
dWj ≤ 0, max
N ′≤j≤N
dWj + y ≤ 0, dWN + y ≥ −1
2
, ∃i ∈ [|1, N |], dWi ≥ −ki +B
)
.
From Proposition 6.7, applied with C = 1/2, and L = d−1 supN≥1N−1/2(2 + logN), and all
sequences (aN )N≥1 with 0 ≤ aN ≤ 2 + logN , we deduce, uniformly in y ∈ [0, 2 + logN ],
P
(
max
1≤j≤N ′
dWj ≤ 0, max
N ′≤j≤N
dWj ≤ −y, dWN + y ≥ −1
2
)
≫d N−3/2,
for N large enough depending only on d, which is guaranteed if B is large enough depending
on d. On the other hand, by a version of [Aı¨d13], Lemma B.3 which allows N ′ to be in
(N/3, 2N/3) instead of being exactly N/2, and which can be proven exactly in the same way,
we get for all ǫ > 0, for B > 0 large enough depending only on d and ǫ,
P
(
max
1≤j≤N ′
dWj ≤ 0, max
N ′≤j≤N
dWj + y ≤ 0, dWN + y ≥ −1
2
, ∃i ∈ [|1, N |], dWi ≥ −ki +B
)
≪d ǫN−3/2 +Od,ǫ(N−1.7).
By taking ǫ small enough depending only on d, and then B > 0 large enough, we deduce the
assertion ii), which ends the proof of Proposition 6.8.
6.3 Asymptotic equivalence of barriers
For any N ≥ 2r ≥ 0, d > 0, δ ≥ 0, (ek)k≥1, Ek :=
∑k
j=1 ej , such that k + Ek is increasing in
k, we define the event of our Gaussian random walk staying within two barriers:
G0v(d, δ,E) :=
{
∀j ∈ [|r,N |], l(N)j − δ ≤ dWj−r+Ej−r ≤ u(N)j + δ
}
.
Note that G0v(d, δ,E) depends implicitly on υ, r and N . The following proposition enhances
the estimate in Proposition 6.8 by showing that small shifts in space or time have little
influence:
Proposition 6.9. Let υ, d > 0. The following equality holds for all r ≥ 1:
lim
δ→0
sup
N≥2r
∣∣∣∣P (G0v(d, δ, 0))P (G0v(d, 0, 0)) − 1
∣∣∣∣ = lim
δ,||E||1→0
sup
N≥2r
∣∣∣∣P (G0v(d, δ,E))P (G0v(d, 0, 0)) − 1
∣∣∣∣ = 0, (6.19)
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where we recall that ||E||1 =
∑∞
k=1 ek. Moreover, there exists a function g from R
∗
+ × N to
N, such that g(d, r) ≥ 2r for all d > 0, r ≥ 1, and:
lim
δ→0
sup
r≥1
sup
N≥g(d,r)
∣∣∣∣P (G0v(d, δ, 0))P (G0v(d, 0, 0)) − 1
∣∣∣∣ = limδ,||E||1→0 supr≥1 supN≥g(d,r)
∣∣∣∣P (G0v(d, δ,E))P (G0v(d, 0, 0)) − 1
∣∣∣∣ = 0.
(6.20)
Proof. We first prove the first limit in (6.19) and (6.20). For any δ > 0, we have
P (G0v(d, δ, 0)) = P (G0v(d, 0, 0)) + P
(
G0v(d, δ, 0); ∃j0 ∈ [|r,N |], dWj0−r ≤ l(N)j0 or dWj0−r ≥ u
(N)
j0
)
.
By Proposition 6.8, it suffices to prove the following two estimates for δ ∈ [0, 1/2]:
sup
N≥2r
N
3
2
N∑
j0=r
P
(
G0v(d, δ, 0), dWj0−r ≥ u(N)j0
)
≪r,d δ(1 + υ)4 , (6.21)
sup
N≥2r
N
3
2
N∑
j0=r
P
(
G0v(d, δ, 0), dWj0−r ≤ l(N)j0
)
≪r,d δ(1 + υ)4 , (6.22)
where the dependence in r in the implicit constants can be removed, provided that N is large
enough depending on d and r. The control of the dependence in υ of the estimates will be
useful at the end of the proof of the proposition. We can now directly assume that N is large
enough depending on d and r. Indeed, all probabilities involved in the sums are bounded by
the probability that dWs is in an interval of size δ, for some s ≥ 1, and then they are ≪d δ.
This implies that for any function g as in the proposition, the supremums in (6.21) and (6.22)
restricted to 2r ≤ N ≤ g(d, r) are ≪d δg(r, d)5/2 ≪r,d δ if the function g is fixed.
Thanks to Corollaries 6.3 and 6.6 (with f = E = 0) and the Markov property, for any
δ ∈ [0, 1/2], and N large enough depending only on r, the probability in (6.21) is smaller
than the following quantities:
i) when j0 ∈ [r, N3 ],
P
(
∀j ∈ [|r, j0|], dWj−r ≤ δ + υ, u(N)j0 + δ ≥ dWj0−r ≥ u
(N)
j0
)
×
P
(
max
j≤(N/2)−j0
dWj ≤ δ, max
(N/2)−j0<j≤N−j0
dWj ≤ (j0 − r)1/10 − 3
4
logN + δ,
dWN−j0 ≥ (j0 − r)1/10 −
3
4
logN − 2δ − 2υ
)
≪d
(
δ(1 + δ + υ)(1 + δ + (j0 − r)1/10)
1 + (j0 − r)3/2
)(
(δ + υ)(1 + δ)(1 + δ + υ)
(N − j0)3/2
)
≪d δ(1 + υ)3N−3/2(1 + j0 − r)−1.4
ii) when j0 ∈ [N3 , 2N3 ],
P
(
∀j ∈ [|r, j0|], dWj−r ≤ δ + υ, u(N)j0 + δ ≥ dWj0−r ≥ u
(N)
j0
)
×
P
(
max
j≤N−j0
dWj ≤ −u(N)j0 −
3
4
logN + υ + δ, dWN−j0 ≥ −u(N)j0 −
3
4
logN − 2δ − υ
)
≪d
(
δ(1 + δ + υ)(1 + δ +N1/10)
N3/2
)(
(1 +N1/10 + υ + δ)3
N3/2
)
≪d δ(1 + υ)4N−2.6.
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iii) When j0 ∈ [2N3 , N ], by using the time reversal property of the random walk (Wj)0≤j≤N−r,
i.e (Wj)0≤j≤N−r
L
=(WN−r −WN−r−j)0≤j≤N−r, the probability in (6.21) is equal to the prob-
ability of the intersection of the following three events:{
∀j < N
2
, −υ + j1/10 − δ ≤ dWj −
(
3
4
logN + dWN−r
)
≤ υ + j9/10 + δ
}
,
{dWN−j0 −
(
3
4
logN + dWN−r
)
≤ −υ + (N − j0)1/10},{
∀j ∈
[
N
2
, N − r
]
, −υ + (N − r − j)1/10 − δ ≤ dWj − dWN−r ≤ υ + (N − r − j)9/10 + δ
}
.
We know that −υ − δ ≤ 34 logN + dWN−r ≤ υ + δ on this intersection (take j = 0). For
a ∈ [−υ−δ, υ+δ], if we restrict the intersection with the event a ≤ 34 logN+dWN−r ≤ a+δ,
what we get is included in the following intersection:{
∀j < N
2
, a− υ + j1/10 − δ ≤ dWj ≤ a+ υ + j9/10 + 2δ
}
,
{dWN−j0 ≤ a+ δ − υ + (N − j0)1/10},{
∀j ∈
[
N
2
, N − r
]
, −3
4
logN + a− υ + (N − r − j)1/10 − δ ≤ dWj ,
dWj ≤ −3
4
logN + a+ υ + (N − r − j)9/10 + 2δ, a− 3
4
logN ≤ dWN−r ≤ a+ δ − 3
4
logN
}
.
By doing similarly as in case i), and by using the fact that |a| ≤ υ + δ, we get that the
probability of this intersection is at most:
P (∀j ∈ [|0, N − j0|], dWj ≥ a− υ − δ,
a− υ + (N − j0)1/10 − δ ≤ dWN−j0 ≤ a− υ + (N − j0)1/10 + δ
)
×
P
(
min
j<j0−(N/2)
dWj ≥ −2δ, min
j0−(N/2)≤j≤j0−r
dWj ≥ −(N − j0)1/10 − 3
4
logN − 2δ,
−(N − j0)1/10 − 3
4
logN − δ + υ ≤ dWj0−r ≤ −(N − j0)1/10 −
3
4
logN + 2δ + υ
)
≪d
(
δ(1 + δ + υ)(1 + δ + υ + (N − j0)1/10)
1 + (N − j0)3/2
)(
δ(1 + δ)(1 + δ + υ)
(j0 − r)3/2
)
≪d δ2(1 + υ)3N−3/2(1 +N − j0)−1.4
By adding these estimates for a = −υ − δ + kδ, 0 ≤ k ≤ ⌊2(υ + δ)/δ⌋, we deduce that the
probability in (6.21) is ≪d δ(1 + υ)4N−3/2(1 +N − j0)−1.4.
Finally, by adding the estimates of all the terms in (6.21), we get
N∑
j0=r
P
(
G0v(d, δ, 0), dWj0−r ≥ u(N)j0
)
≪d
∑
r≤j0≤N/3
δ(1 + υ)3N−3/2(1 + j0 − r)−1.4
+
∑
N/3≤j0≤2N/3
δ(1 + υ)4N−2.6 +
∑
2N/3≤j0≤N
δ(1 + υ)4N−3/2(1 +N − j0)−1.4 ≪ δ(1 + υ)4N−3/2,
which proves (6.21) (without dependence in r if N is large enough depending on d and r).
Now we shall prove (6.22). By the Markov property, and Corollaries 6.3 and 6.6, when
N is large enough depending on r, and r < j0 ≤ N3 , the probability we want to estimate is
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at most:
P
(
dWj0−r ∈ [−(j0 − r)9/10 − υ − δ,−(j0 − r)9/10 − υ]
)
× P
(
max
j≤(N/2)−j0
dWj ≤ (j0 − r)9/10 + 2υ + 2δ,
max
(N/2)−j0<j≤N−j0
dWj ≤ (j0 − r)9/10 + 2υ + 2δ − 3
4
logN, dWN−j0 ≥ (j0 − r)9/10 − δ −
3
4
logN
)
≪d δ
d
√
j0 − re
− (j0−r)1.8
2d2(j0−r)
(υ + δ)(1 + υ + δ)(1 + υ + δ + (j0 − r)9/10)
(N − j0)3/2
≪d (1 + υ)3δe−
(j0−r)
4/5
2d2 (j0 − r)9/10N−3/2.
When j0 ∈ [2N3 , N ], we can use the time-reversal property of the Brownian motion. We get
the probability of the intersection of the following events:{
∀j < N
2
, −υ + j1/10 − δ ≤ dWj −
(
3
4
logN + dWN−r
)
≤ υ + j9/10 + δ
}
,
{dWN−j0 −
(
3
4
logN + dWN−r
)
≥ υ + (N − j0)9/10},{
∀j ∈
[
N
2
, N − r
]
, −υ + (N − r − j)1/10 − δ ≤ dWj − dWN−r ≤ υ + (N − r − j)9/10 + δ
}
.
If we restrict this intersection with the event a ≤ 34 logN+dWN−r ≤ a+δ for a ∈ [−υ−δ, υ+δ],
we get something included in the intersection of:{
∀j < N
2
, a− υ + j1/10 − δ ≤ dWj ≤ a+ υ + j9/10 + 2δ
}
,
{dWN−j0 ≥ a+ υ + (N − j0)9/10},{
∀j ∈
[
N
2
, N − r
]
, −3
4
logN + a− υ + (N − r − j)1/10 − δ ≤ dWj ,
dWj ≤ −3
4
logN + a+ υ + (N − r − j)9/10 + 2δ, a− 3
4
logN ≤ dWN−r ≤ a+ δ − 3
4
logN
}
.
The probability of this intersection is at most:
P
(
dWN−j0 ∈ [(N − j0)9/10 + a+ υ, (N − j0)9/10 + a+ υ + 2δ]
)
× P
(
min
j<j0−(N/2)
dWj ≥ −(N − j0)9/10 − 2υ − 3δ,
max
j0−(N/2)<j≤j0−r
dWj ≥ −(N − j0)9/10 − 2υ − 3δ − 3
4
logN,
−(N − j0)9/10 − υ − 3
4
logN − 2δ ≤ dWj0−r ≤ −(N − j0)9/10 − υ −
3
4
logN + δ
)
.
If 2N/3 ≤ j0 ≤ N − 1, we get a quantity dominated by
δ
d
√
N − j0
e
− ((N−j0)
9/10−δ)2+
2d2(N−j0)
δ(1 + υ + δ)(1 + υ + δ + (N − j0)9/10)
(j0 − r)3/2
≪d δ2(1 + υ)2e−
(N−j0)
4/5
8d2 (N − j0)9/10N−3/2.
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If j0 = N , we get a probability equal to zero for a ∈ (−υ, υ+δ] (sinceW0 = 0) and dominated
by
δ(1 + υ + δ)(1 + υ + δ)
(N − r)3/2 ≪d δ(1 + υ)
2N−3/2
for a ∈ [−υ−δ,−υ]. Hence, by adding the estimates for a = −υ−δ+kδ, 0 ≤ k ≤ ⌊2(υ+δ)/δ⌋,
we get, for all j0 ∈ [2N/3, N ], a probability which is
≪d δ(1 + υ)3e−
(N−j0)
4/5
8d2 (1 +N − j0)9/10N−3/2.
Finally when j0 ∈ [N3 , 2N3 ] we simply observe that for N ≥ 12r, which implies that l
(N)
j0
≤
−(N/3− r)9/10 ≤ −(N/4)9/10,
P
(
dWj0−r ≤ l(N)j0 , G0v(d, δ, 0)
)
≤ P (lNj0 − δ ≤ dWj0−r ≤ lNj0)
≪ δ
d
√
j0 − re
− (N/4)1.8
2(j0−r)d
2 ≪d δe−
(N/4)1.8
2Nd2 ≤ δe−N
4/5
25d2 .
Adding the previous estimates, we deduces that for N large enough depending only on r, the
sum in (6.22) is
≪d
∑
r<j0≤N/3
δ(1 + υ)3e−
(j0−r)
4/5
2d2 (j0 − r)9/10N−3/2 +
∑
N/3≤j0≤2N/3
δe−
N4/5
25d2
+
∑
2N/3≤j0≤N
δ(1 + υ)3e−
(N−j0)
4/5
8d2 (1 +N − j0)9/10N−3/2 ≪d,υ δ(1 + υ)3N−3/2,
which concludes the proof of (6.22), and thus the proof of the first limit in (6.19) and (6.20).
It remains to prove the second limit in (6.20). By using the first limit, it suffices to prove
that for any N ≥ r, we have
P (G0v(d, 0, 0)) (1− θ1) ≤ P (G0v(d, δ,E)) ≤ P (G0v(d, δ + θ2, 0)) (1 + θ3),
where θ1, θ2, θ3 ≥ 0 can depend on υ, d, δ, ||E||1 but not on r and N , as soon as N is large
enough depending on d and r, and tend to zero for υ, d fixed and δ, ||E||1 → 0.
We first prove the right-hand side inequality. Let us first assume that ej ≥ 0 for
all j ≥ 1. Let W˜ be a standard Brownian motion, independent of W . Observe that
(Wj+Ej)j≤N
L
=
(
Wj + W˜Ej
)
j≤N
. It follows that for any δ, θ2 > 0,
P (G0v(d, δ,E)) = P
(
∀j ∈ [r,N ], l(N)j − δ ≤ dWj−r + dW˜Ej−r ≤ u(N)j + δ
)
≤
∞∑
k=1
P (G0v(d, δ + kθ2, 0)) P
(
sup
j≥0
d|W˜Ej | ≥ θ2(k − 1)
)
≤ P (G0v(d, δ + θ2, 0)) +Oυ,d
N− 32 ∑
k≥1
(1 + (δ + θ2)k)
3e
− (θ2k)2
2d2||E||1
 ,
(6.23)
where in the last inequality we used Corollaries 6.3 and 6.6 to bound P (G0v(1, δ + kθ2, 0)):
note that in these corollaries, we use the fact that N is large enough depending on r, since
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the length of the two parts of the trajectory are ⌊N/2⌋ − r and N − ⌊N/2⌋. If we take
θ2 = ||E||1/31 , we deduce
P (G0v(d, δ,E)) ≤ P (G0v(d, δ + θ2, 0)) (1 + θ3),
where
θ3 ≪υ,d N−3/2 [P (G0v(d, δ + θ2, 0))]−1
∑
k≥1
(1 + (δ + ||E||1/31 )k)3e
− k2
2d2||E||
1/3
1 .
By dominated convergence, the last sum tends to zero when δ, ||E||1 go to zero, whereas by
(6.18),
N−3/2 [P (G0v(d, δ + θ2, 0))]−1 ≤ N−3/2 [P (G0v(d, 0, 0))]−1 ≪υ,d 1.
Hence, we can majorize θ3 by a quantity depending only on υ, d, δ, ||E||1 and tending to zero
with δ and ||E||1. Now, let us extend the majorization to the general case, for which ej can be
negative. As for Lemma 6.5, we introduce |E|j :=
∑j
k=1 |ek|. We know that (Wj+Ej+|E|j)j≥0
has the same law as (Wj+Ej + W˜|E|j)j≥0. Hence,
P(G0v(d, δ + ||E||1/31 , E + |E|)) ≥ P(G0v(d, δ,E))P
(
sup
j≥0
d|W˜|E|j | ≤ ||E||1/31
)
,
and then
P(G0v(d, δ,E)) ≤ P(G0v(d, δ + ||E||1/31 , E + |E|))(1 + θ4),
where
θ4 :=
P
(
sups∈[0,1] |Ws| ≥ d−1||E||−1/61
)
P
(
sups∈[0,1] |Ws| ≤ d−1||E||−1/61
) .
depends only on d and ||E||1 and tends to zero with ||E||1. We then deduce the majorization
we want from the case where δ and E are replaced by δ + ||E||1/31 and E + |E|.
It remains to prove the left-hand side inequality, which is deduced from the case δ = 0.
By taking θ1 = 1 for ||E||1 ≥ ((1∧υ)/4)3, we can assume ||E||1 < ((1∧υ)/4)3. The inequality
we want to prove can be rewritten as follows:
P(G0v(d, 0, 0))(1 − θ1) ≤ P(G0v||E||1/31 (d, ||E||
1/3
1 , E)),
G0vδ(d, δ
′, E) denotes the event obtained from G0v(d, δ′, E) by changing the implicit value
of υ to υ− δ. We first assume that ej ≥ 0 for all j ≥ 1. In this case, let us prove the slightly
stronger estimate:
P(G0v(d, 0, 0))(1 − θ1) ≤ P(G0v2||E||1/31 (d, ||E||
1/3
1 , E)) = P(G0v||E||1/31
(d, 0, E)).
We have
P(G0v2||E||1/31
(d, ||E||1/31 , E)) ≥ P(G0v2||E||1/31 (d, 0, 0))P
(
sup
j≥0
d|W˜Ej | ≤ ||E||1/31
)
≥ P(G0v2||E||1/31 (d, 0, 0)P
(
sup
s∈[0,1]
|Ws| ≤ d−1||E||−1/61
)
,
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which shows that it is sufficient to prove an equality of the form
P(G0v2||E||1/31
(d, 0, 0)) ≥ P(G0v(d, 0, 0))(1 − θ1) = P(G0v2||E||1/31 (d, 2||E||
1/3
1 , 0))(1 − θ1).
From the equations (6.21) and (6.22), valid since 2||E||1/31 ≤ 1/2, we get for N large enough
depending on d and r,
P(G0v2||E||1/31
(d, 2||E||1/31 , 0)) = P(G0v2||E||1/31 (d, 0, 0)) +Od(||E||
1/3
1 N
−3/2(1 + υ − 2||E||1/3)4)
= P(G0v2||E||1/31
(d, 0, 0)) +Od,υ(||E||1/31 N−3/2).
Note that in this estimate, we use the control of the dependence in υ in (6.21) and (6.22).
On the other hand, since 2||E||1/31 ≤ υ/2, we have by (6.18) (with υ changed to υ/2),
P(G0v2||E||1/31
(d, 0, 0)) ≥ P(G0vυ/2(d, 0, 0)) ≫d,υ N−3/2,
and then
P(G0v2||E||1/31
(d, 2||E||1/31 , 0)) ≤ P(G0v2||E||1/31 (d, 0, 0))(1 +Od,υ(||E||
1/3
1 )),
which gives the desired bound.
Finally, we remove the assumption that ej ≥ 0 for all j ≥ 1. In this case, we can take
θ1 = 1 for 3||E||1 ≤ ((1 ∧ υ)/4)3 and then assume that 3||E||1 < ((1 ∧ υ)/4)3. We have
P(G0v||E||1/3(d, 0, E + 2|E|))
≤
∞∑
k=1
P(G0v||E||1/31
(d, k||E||1/31 , E))P
(
sup
j≥0
d|W˜2|E|j | ≥ ||E||1/31 (k − 1)
)
.
Moreover, the computation given in (6.23) implies
P(G0v||E||1/31
(d, k||E||1/31 , E)) = P(G0v(d, (k − 1)||E||1/31 , E))
≤ P(G0v(d, k||E||1/31 , 0) +Oυ,d
(
N−3/2
∞∑
ℓ=1
(1 + kℓ||E||1/31 )3e
− ℓ2
2d2||E||
1/3
1
)
.
By using Corollaries 6.3 and 6.6, we get (for N large enough depending on r):
P(G0v(d, k||E||1/31 , 0))≪d,υ N−3/2(1 + k||E||1/31 )3,
and then, since we assume ||E||1 < 1/192,
P(G0v||E||1/31
(d, k||E||1/31 , E))≪d,υ N−3/2(1 + k3),
which gives
P(G0v||E||1/3(d, 0, E + 2|E|))
≤ P(G0v||E||1/31 (d, ||E||
1/3
1 , E)) +Od,υ
 ∞∑
k=2
N−3/2(1 + k3)e
− (k−1)2
4d2||E||
1/3
1
 .
On the other hand, since ||E||1 ≤ ||E + 2|E| ||1 ≤ 3||E||1 ≤ [(1 ∧ υ)/4]3, we deduce from the
particular case ej ≥ 0 previously studied (indeed, ej + 2|ej | ≥ 0):
P(G0v||E||1/3(d, 0, E + 2|E|)) ≥ P(G0v||E+2|E| ||1/3(d, 0, E + 2|E|)) ≥ P(G0v(d, 0, 0))(1 − θ1),
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where θ1 satisfies the same conditions as above.
We then get
P(G0v(d, 0, 0))(1 − θ1)
≤ P(G0v(d, 0, E)) +Od,υ
 ∞∑
k=2
N−3/2(1 + k3)e
− (k−1)2
4d2||E||
1/3
1
 .
and then
P(G0v(d, 0, 0))(1 − θ1 − θ4) ≤ P(G0v(d, 0, E)),
where
θ4 ≪d,υ [P(G0v(d, 0, 0))]−1
∞∑
k=2
N−3/2(1 + k3)e
− (k−1)2
4d2||E||
1/3
1
tends to zero with ||E||1 by dominated convergence and (6.18). This gives the desired bound.
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