In the past few years, attention mechanisms have become an indispensable component of end-to-end neural machine translation models. However, previous attention models always refer to some source words when predicting a target word, which contradicts with the fact that some target words have no corresponding source words. Motivated by this observation, we propose a novel attention model that has the capability of determining when a decoder should attend to source words and when it should not. Experimental results on NIST Chinese-English translation tasks show that the new model achieves an improvement of 0.8 BLEU score over a state-of-the-art baseline.
Introduction
The past several years have witnessed rapid progress of end-to-end neural machine translation (NMT) models, most of which are built on the base of encoder-decoder framework (Sutskever et al., 2014; Bahdanau et al., 2015; Luong et al., 2015a) . In addition, attention mechanisms have become an indispensable component in state-of-the-art NMT systems (Luong et al., 2015b; Tu et al., 2016b) . The idea of attention mechanisms is to guide a translation decoder to selectively focus on a local window of source words that are used to generate the current target word. Previous studies have demonstrated necessity and effectiveness of such attention mechanisms.
However, previous attention models are all dedicated to solving the problem of where to attend. They take no account of when to attend. In fact, target words in a translation are not always generated according to the source sentence. Take the Chinese-English translation in Figure 1 as an example, where words are manually aligned. The English words to, enjoys, that, a are not translated from any source words. Instead, it is appropriate to use a language model to predict the words by conditioning on their preceding words. To show how prevalent the phenomenon is, we analyze a set of 900 Chinese-English sentence pairs with manual word alignments (Yang and Maosong, 2015) , and find that 25.3% (21,244/28,433) English words are not translations from Chinese words. Thus, an attention mechanism should distinguish between target words that are generated referring to the source sentence and the words that are generated according to a language model.
To this end, we propose a novel attention mechanism that is equipped with a component named attention sentinel, on which a decoder can fall back when it chooses not to attend to the source sentence. Hereafter, the improved attention mechanism is referred to as adaptive attention since it can choose adaptively between relying on a regular attention component and falling back on the attention sentinel. We build a new NMT system by integrating an adaptive attention model into the NMT system described in (Bahdanau et al., 2015) . To show the effectiveness of adaptive attention, we conduct experiments on Chinese-English translation tasks with standard NIST datasets. Results show that the proposed adaptive attention model achieves an improvement of 0.8 BLEU score. To the best of our knowledge, the adaptive attention method discussed here has not been used before for NMT, although the problem we intend to attack is not new (Tu et al., 2016a) .
The rest of the paper is structured as follows. In Section 2 we first introduce a conventional attention mechanism for NMT (Section 2.1), then present a detailed description of adaptive attention (Section 2.2). Experiments are presented in Sec- tion 3. After comparing with related work in Section 4, we finally conclude our work in Section 5.
Method

Attention-based NMT
We start by describing an NMT model, which builds on the base of an RNN encoder-decoder framework (Sutskever et al., 2014) and attention mechanisms. Given a source sentence X = {x 1 , . . . , x J } and the corresponding target sentence Y = {y 1 , . . . , y K }, the model seeks to maximize an objective function that is defined as loglikelihood:
where θ are the parameters of the model. Regarding the decoding phase, the model produces a translation by choosing a target word y i at each time step i. 1 The probability of word prediction is conditioned on the source sentence X and previously generated words y i , . . . , y i−1 , as defined as the following softmax function:
where g(·) is a non-linear function, and t i is a decoding state for the time step i, which is initialized with an encoding vector of X and is computed by
The activation function f (·) can be a vanilla RNN (Boden, 2002) or sophisticated units such as Gated Recurrent Unit (GRU) (Cho et al., 2014) and Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) . For the model in this paper we choose to use GRU.
c i in Eq. 2 and Eq. 3 are the attention model from the source sentence, which can be defined as:
where
T represents the annotation vector of the source word x j generated by a bi-directional RNN (Schuster and Paliwal, 1997) , and the weight α i,j is calculated as follows:
Here e i,j measures the similarity between the target word y i and the source word x j , which can be calculated with diverse methods (Luong et al., 2015b) . In this paper we specifically utilize the following one:
where V T a , W a , and U a are parameters to be learned. The architecture of the attention model described above is depicted in Figure 2 (a).
Adaptive Attention Model
Although the attention model introduced above has shown its effectiveness in NMT, it cannot tell when a decoder should use the attention model information and when the decoder should not. Motivated from the work in (Merity et al., 2016; Lu et al., 2016) , we introduce the concept of attention sentinel, which is a latent representation of what a decoder already knows. A decoder can fall back on the attention sentinel when it chooses to "omit" the source sentence for some time steps.
Attention sentinel: A decoder's memory stores information from both the source sentence and the target-size language model. From the state we learn a new component that can be used when the decoder chooses not to attend to the source sentence. Such a component is called the attention sentinel. For a decoder that uses GRU-RNN, the attention sentinel vector s i is defined by Eq. 7 and Eq. 8. 2
where W x , W t , and W s are parameters of the attention sentiel, x i is the input to GRU at the time step i, σ represents a sigmoid activation function, and ⊙ means an element-wise product. Based on the attention sentinel, we can propose our adaptive attention model (depicted in Figure 2(b) ). The new model has a context vector c + i , defined as a linear combination of s i and c i : c
where β i is a sentinel gate at time step i, which always takes a scalar value between 0 and 1. A value of 1 means that only attention sentinel information is used. To learn the parameter β i , we extend the vector e i = [e i1 , . . . , e iJ ] with a new element
where [.; .] indicates vector concatenation, and W s and W h are parameters to be learned. Now the weights for the adaptive attention model are computed by:α
2 The attention sentinel for LSTM-RNN can be defined in a similar way; Readers interested can refer to (Lu et al., 2016) for a detailed description.
Hereα i is a vector with J + 1 dimensions. We take the last element of the vector as the sentinel gate value:
Decoder prediction: The prediction over a vocabulary is a standard softmax function with an extended attention mechanism:
where W p are parameter to be learned.
Experiments
Setup
We conducted experiments on NIST ChineseEnglish translation tasks. Our training data consists of 1.25M sentence pairs extracted from LDC corpora, 3 which contain 27.9M Chinese words and 34.5M English words, respectively. In all the experiments, we used the NIST 2006 dataset (1,664 sentence pairs) for system development and tested the system on the NIST 2003 NIST , 2004 NIST , 2005 datasets (919, 1,788, 1,082 sentence pairs, respectively). We used the case-insensitive 4-gram NIST BLEU score (Papineni et al., 2002) as the evaluation metric. For efficient training of neural networks, we utilized sentences of length up to 50 words in the training data. Moreover, we limited the source and target vocabularies to the 16K most frequent words, which cover 95.8% and 98.2% word tokens of source and target sentences, respectively. All the out-of-vocabulary (OOV) words were mapped to the special token UNK. The word embedding dimension is set to 620 and the size of a hidden layer is set to 1,000. The beam size for translation is set to 10. All the other settings are the same as in (Bahdanau et al., 2015) .
We compared our system with two representative translation systems, one for conventional statistical machine translation (SMT) and the other for NMT.
• cdec (Dyer et al., 2010) : an open-source hierarchical phrase-based translation system (Chiang, 2007) with default configuration and 4-gram language model trained on the target sentences of training data. 4
• RNNSearch: a re-implementation of the attention-based neural machine translation system (Bahdanau et al., 2015) with slight changes from dl2mt tutorial. 5 RNNSearch uses GRU as the activation function of an RNN and incorporates dropout (Srivastava et al., 2012) on the output layer. We use AdaDelta (Zeiler, 2012) to optimize model parameters. For translation, the beam size is also set to 10.
Main Results
The main results are shown in Table 1 , where the parameter size, training speed, and performance of each system are presented. From the results we can see that the best adaptive attention model achieved an improvement of 0.7 BLEU score over RNNSearch on the development set. We then evaluated the same model on the test sets, and a significant improvement of 0.8 BLEU score was achieved over RNNSearch (the improvement over cdec is 2.0 BLEU score). On the other hand, we find that adaptive attention model incurs more parameters than RNNSearch (60.6M vs. 70.6M). And more training time is required (153minutes/epoch vs. 207minutes/epoch).
Analysis
It is interesting to examine what kind of words tends not to attend to source sentences. To this end, we translated the set of Chinese sentences extracted from NIST 2003 NIST , 2004 NIST , and 2005 datasets, and recorded all the predicted target words that have a sentinel gate value greater than or equal to 0.9. From the resulted word list, we present the top 15 most frequent words and their frequency counts in Table 2 . From the table we can see that the translation system is inclined to rely on the attention sentinel to generate auxiliary words, such as the and to. This observation is consistent with our intuition. Regarding the token UNK, recall that the symbol is a mapping from OOV words, whose lexical information is lost due to the mapping. Thus, resorting to the attention sentinel to predict UNK is an appropriate choice. Finally, states appears in the top word list because this word, most of the time, occurs immediately after the word united in our data. Thus, states can be predicted without referring to the source sentence when united appears as the 5 https://github.com/nyu-dl/dl4mt-tutorial preceding word. Inspired by the observation, we further conclude that the adaptive attention model can help predict words in named entities and collocations, in addition to unaligned words.
Related Work
Attention mechanism have become a standard component of state-of-the-art neural NMT systems in some sense. Bahdanau et al. (2015) propose a model to jointly align and translate words. Luong et al. (2015b) propose and compare diverse attention models. Tu et al. (2016b) propose to extend attention models with a coverage vector in order to attack the problem of under-translation and over-translation. All the previous attention models work well, but they cannot tell when not to attend to source sentences.
Our work is inspired by Lu et al. (2016) , which propose an adaptive attention model for the task of image captioning. The main difference is that they build their adaptive attention model on the base of a spatial attention model, which is different from conventional attention models for NMT. Moreover, our adaptive attention model uses GRU as the RNN activation function while Lu et al. (Lu et al., 2016) adopt LSTM. Regarding the literature of NMT, the most related work is Tu et al. (2016a) , which utilize a context gate to trade off the source-side and target-side context. In this paper, we instead focus on designing a new attention mechanism.
Conclusion
In this paper, we addressed the problem of learning when to attend to source sentence. We introduced a new component named attention sentinel, based which we built an adaptive attention model. Experiments on NIST Chinese-English translation tasks show that the model achieved a significant improvement of 0.8 BLEU score. 
