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Abstract-Craven [l] established the weak duality and the strong duality for a nonlinear fractional 
programming problem (FP), and investigated the sensitivity for (FP). The purpose of this brief paper 
is to obtain the converse duality for (FP), by using the Fritz John theorem. 
1. INTRODUCTION 
Craven [l] considered the following pair of nonlinear fractional programming problems; 
(FP) Minimize # 
subject to h(z) 5 0 
(FD) Maximize $$ 
subject to 9 > 0, #A 2 0, 
g(u)Vf(u) - f(u)Vg(u) + g(zl)V&(2L) - y%(zl)Vg(7l) = 0, (I) 
where f : X0 --Ill& g:Xo-+IWandh:Xo-+R” are twice differentiable functions on an 
open domain X0 in Iw”, and for all z E X0, g(x) > 0. He established the weak duality and 
the strong duality between (FP) and (FD), and investigated the sensitivity for (FP). If g(x) = 1 
for all z E X0, then (FP) and (FD) b ecome the pair of nonlinear (nonfractional) programming 
problems which Mond and Weir [2] considered. 
Craven and Mond [3] pointed out the advantages of using the Fritz John theorem [4,5] in 
proving the converse duality for nonlinear (nonfractional) programming problems. 
Our aim of this paper, using the Fritz John theorem, is to obtain the converse duality between 
(FP) and (FD). 
2. MAIN RESULT 
THEOREM 2.1. (CONVERSE DUALITY). Let(??,?j) beaJocaJorgJobaJoptinnmof(FD).Suppose 
that 
(i) for each ‘u E X0, the function f(.) - (f(u)/g(u)]g(.) is pseudeconvex; and 
(ii) when y 2 0, the function yth(.)/g(.) is quasiconvex. 
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If the n x n matrix 
[g(zl)V2f(E) - {f(G) + jj”h(a)}v2g(a) + g@)V2jj”h($] (2) 
is positive or negative definite and if g(U)Vf(U) - f(ii)Vg(ii) # 0, then ii is an optimal solution 
to (FP). 
PROOF. Under assumptions (i) and (ii), the weak duality holds (see Theorem 1 in [I]), i.e., for 
all feasible z for (FP) and all feasible (.u,T/) for (FD), 
f(s)>fo 
9(z) - 9(u)- (3) 
By the Fritz John theorem [4,5], there exist (1~ E R, /3 E R”, y E R and d E Rn such that 
--[g(G)Vf(G) - f(u)Vg(u)] + rV@@) + [btvf(qv9(G) 
(g(G)? 
- [fmg(ii)]Vf(G) + [6tVyth(ii)]Vg(G) - [mg(G)]Vy%(u) 
+ [g(ZL)V2f(ii) - {f(G) + ~“h(G)}V2g(?i) + g(qv2g”h(u)]6 = 0, (4) 
Mu1 
g(u)[Vlr(q]% - [mg(B)]h(u) + yh(ii) + P = 0, 
@jj = 0, 
y$h@) = 0, 
(%P, Y) > 0, 
(@,P,Y,6) # 9. 
iplying (5) by $, we have 
(5) 
(6) 
(7) 
(8) 
(9) 
g(u)[Vg’h(ii)]t6 - [S”Vg(ti)]$j”h(ti) + +L(u) + p’,q = 0. 
From (6), (7) and (lo), we have 
g(Cq[v+h@)]% - [S”Vg(ti)]~%(.ii) = 0. 
From (7) and (ll), we have 
(10) 
(II) 
Since g(2) > 0, then 
yJ(~G)[Vgt/@)]tb = 0. 
From (1) and (ll), we have 
y[vgf/L(ti)]f6 = 0. (12) 
qg(ii)Vf(~G) - f(il)Vg(ti)] = 0. 
Multiplying (4) by S’, and using (12) and (13), we have 
(13) 
6’[g(~E)V’Lf(G) - {f(G) + ?j’h(q}v”g(~u) + g(~u)V”!/%(ti)]6 = 0. 
Since (2) is assumed positive or negative definite, then 6 = 0. From (l), (4) and (7), we have 
[ 
___ - 
~9~~~~2 - 9;) 1 M~)Vf(~L) - f(~)V9(~)1 = 0.
Since g(ti)Vf(G) - f(u)Vg(ii) # 0, then 
&=A 
g(u). 
(14) 
If (JY = 0, by (14) y = 0 and by (5) p = 0. H ence (a, p, y,S) = 0. This contradicts (9). 
Hence cr > 0 and y > 0. From (5) and (8), h(G) 5 0. Hence, ii is feasible for (FP). From (3), 
f(x)/g(x) L f(ti)lg(G) f or all feasible z for (FP). Therefore, % is an optimal solution to (FP). 
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