Abstract. The study of Loewner matrices is continued in the direction close to the recent work by Fiedler, Ptak, and Vav rin. All results are stated for the general case of multiple interpolation nodes, i.e., for generalized Loewner matrices. Both of the \Loewner -Bezoutian" connection of Antoulas and Anderson and the \Loewner -Hankel" connection of Vav rin in the general case, which are re-proved in a simple way, provide a good chance for nding various properties of Loewner matrices, some of them being technical details and/or generalizations of results published by other authors for simple nodes only. There are also results which are new and valuable due to the authors' idea and nice form, especially the Barnett-like formulas and intertwining relation characteristic for Loewner matrices, as well as the \Loewner matrix -Hankel vector" connection. In order to handle Loewner matrices further on, the authers introduce and deal with a class of called R-matrices. It turns out that some known results concerning Bezoutian, Hankel matrices, and their products can be in a nature way lifted to the level of R-matrices, and the products of Loewner and R-matrices.
x1. Introduction And Priliminaries
Following Fiedler and Ptak 10] , and Vav rin 17] , in the present paper we intend to continue the study of Loewner matrices for the general case of multiple interpolation nodes, i.e., for generalized Loewner matrices, which includes the simple nodes as special case.
It is well known that the (generalized) Loewner matrix is a fundamental tool for the study of the general rational interpolation problem (GRIP) in scalar case (see,e.g. The theory of Loewner matrices, especially various relations of such matrices to the other matrices such as Bezoutian and Hankel matrices, as well as mentioning connections with other elds such as rational interpolation, Pad e approximation, and inversion of nite matrices have been considered in numerous earlier papers. With restriction to simple nodes this theory was studied by Belevitch Fiedler 7] , and Fiedler and Ptak 10]).
In this paper we will show that both of the \Loewner -Bezoutian" and \Loewner -Hankel" connections abovementioned provide a good chance for nding various properties of Loewner matrices, some of them being technical details and/or technical generalization of previous results by other authors for simple nodes only. However, there are also results which are new and valuable due to our idea and nice form, especially the Barnett-like formulas (Corollary 2.4), the (generalized) intertwining characterization for Loewner matrices in terms of the notion of the left and right companion matrices of a polynomial(Corollary 2.5), and the \Loewner matrix -Hankel vector" connection(Theorem 3.7). Note that the last connection is a crucial observation, and will be led to a new approach to solve the general interpolation problem in scalar case(see 4], 18] for more information). Of importance are the methods of proof suggested in this paper, since many of the proofs, based on the \Loewner -Bezoutian" connection (Theorem 2.2) and on Theorem 2.1, are relatively simple and elegant, using much more matrix multiplication than the di cult elementwise calculation. In order to handle Loewner matrices further on, we introduce and deal with a class of called R-matrices, each of which can be written as the form R = BHA t , where H stands for a Hankel matrix, and A and B are invertible matrices depending upon a pair of interpolation vectors and a polynomial compatible with H. The concept of the R-matrix seems to be rather aesthetic since the formulas on R-matrices (see, e.g., Theorems 4.1, 4.3, 5.1 and 5.3) get a form similar as the formulas concerning Bezoutian and Hankel matrices, as well as their products. Thus, roughly speaking, the advantage for introducing the R-matrix class is at least in the point that many of known results on Bezoutian and Hankel matrices, as well as their products could be in a natural way lifted to the level of R-matrices as well as the products of Loewner and R-matrices, respectively. As an application, an extension of the result on inverses of Loewner matrices is deduced(Corollary 5.2).
The paper is organized as follows. In Section 2 we set forth with a full proof of the \ Loewner -Bezoutian" connection. This key connection is then used to obtain in a natural way some properties of Loewner matrices, especially the Barnett-like factorization formulas and the intertwining characterization for Loewner matrices. Section 3 is devoted to the study of the mutual relations between Loewner and Hankel matrices as well as further connection to the rational interpolation. The \Loewner -Hankel" connection of Vav rin is re-proved in a simple way. Some more deeper results on this aspect are also considered, all of them being of special interest in the study of the rational interpolation. In the Section 4 we introduce and deal with the R-matrix class. A Barnett-like formula and intertwining relation for Rmatrices(Theorems 4.1 and 4.3) are investigated. We show also an interesting version of the well known Lander's theorem, that is, a nonsingular matrix is Loewner if and only if its inverse is an R-matrix. Finally, in Section 5 a qualitative result and its quantitative version on products of Loewner and R-matrices are formulated. As applications, we obtain a generalization of the result due to Vav rin 15], and Fiedler and Ptak 10] on inverses of Loewner matrices, as well as an extension of a result of Vav rin 16] on products of so-called Ld matrices.
For our discussion we shall need some notions and assertions. Let m and n be xed positive integers throughout. Denote by M m;n (C) M n (C) resp.] the set of all m n n n resp.] complex matrices, by C 0 n ( ) C n ( ) resp.] the class of all complex polynomials of degree n at most n resp.]. It is convenient to adopt the conventions: the degree of zero polynomial equals -1 and gcd(f; g) is monic where f and g are polynomials. In this case, the Bezoutian B n (f; g) is said to be compatible with f and g, written as B n (f; g) 2 B n (f) or B n (f; g) 2 B n (g). Lemma I 13] . Let B 2 M n (C) and f 2 C 0 n ( ), and let C f 2 M n (C) be the ( rst) companion matrix of f. Then the following are equivalent:
(a) B = B n (f; g) for a suitable g 2 C n ( ). Denote by H m;n the set of all m n Hankel matrices. In the case of m = n, V r] (y) = P rm 1 (y 1 ) : : :
where P k;l ( ) stands for the k l matrix de ned by The next theorem is fundamental for the study of Loewner matrices without any restriction on the size and IVs, which can be considered as an extension of Proposition 2.1 in 10], and was sketchily treated in the proof of Lemma 2.5 of 1] in a somewhat di erent way. Theorem 2.2. Let y and z be a pair of IVs as in (1.1) and f; g 2 C r ( ) such that gcd(f; ab) = 1, where a and b are as in (2.1) and r is a xed natural number. Then
Proof. Assume that the Loewner matrix L y;z (g=f) 2 L y;z (f) is of the form (1.3),(1.4).
We shall verify that f(J(y i )) t L ij f(J(z j )) = P t rm i (y i )B r (g; f)P rn j (z j ) (2.10) holds for an arbitrary pair of indices (i; j); i = 1; : : : ; u; j = 1; : : : ; v. Denote by ! pq the (p; q)-element of the matrix given on the right hand side of (2. ?
The proof is complete. k
In particular, when r minfm; ng, it follows from the nonsingularity of V (y) and V (z) that rankV r] (y) = rankV r] (z) = r. Thus as an immediate corollary of Theorem 2.2, we obtain the following results of importance in view of the fact that both of f(J(y i )) and f(J(z j )) in (2.9) are nonsingular whenever gcd(f; ab) = 1. Here the last part of (a) can be considered as an extension of Corollary 2. 
; if r = m = n; (2.13) where C z (f) = P ?1 C f P; C y (f) = Q ?1 C f Q; (2.14) 
In a similar manner, we can show that (2.12) holds if r = m. In the case r = m = n, since L y;z (1=f) is invertible, we have from (2.11) and (2.12) with g = e that 17) and (2.13) follows. k
We remark that the results (2.11){(2.13) can be considered as the Barnett-like formulas for Loewner matrix L y;z (g=f). Here it is natural to call C z (f) and C y (f) the left and right companion matrices if r = m and if r = n respectively, which, by (2.14), are similar to the companion C f of the polynomial f, if r = m and if r = n, respectively. Fiedler and Ptak 10, Theorem 3.7] also proved the rst formula of (2.13) in the case of the classical Loewner matrices.
Appealing the intertwining relation for Bezoutians given in (c) of Lemma I, we can characterize Loewner matrices by means of intertwining relation whenever they are square. Here we shall use the notion of the left and right companion matrices instead of the one of the companion of a polynomial. Corollary 2.5. Let y; z be as in (1.1) with m = n and f 2 C 0 n ( ) such that gcd(f; ab) = 1. Then for any L 2 M n (C) the following are equivalent:
(a) There exists g 2 C n ( ) such that L = L y;z (g=f).
Proof. Since both of P and Q in (2.15) are invertible, the theorem follows from (2.16) and Lemma I. k Corollary 2.6. Let y; z be as in Corollary 2.5. Let L 2 M n (C) and f; g 2 C 0 n ( ) be such that gcd(f; g) = 1 and gcd(f; ab) = 1. Then the following are equivalent:
(a) There exists a constant 2 C such that L = L y;z (g=f).
where C y (g) and C z (g) are de ned via (2.14) but P; Q therein correspond to the polynomial f. This section is devoted to the study of the mutual relations between Loewner and Hankel matrices as well as further connections to GRIP. We shall use the notation of (2.1) and (2.2).
Let us start with an assertion which establishes a relation between Loewner matrices ( not necessarily square ) and the square Hankel matrices. is an isomorphism of the classes H m;n and L m;n (y; z).
Before proving Theorem 3.3 it will be convenient to have the following Lemma.
Lemma 3.4. Let m; n; k; l be positive integers, and p; q nonnegative integers such that l + q n and k + p m. Let Consequently, the desired conclusion follows from the result just proved by using a limit process.k Our next objective is to establish a generalization of Theorem 3.5 to Loewner matrices with arbitrary size, which was proved in 17, The last two Theorems will be led to a new approach to solve GRIP in scalar case, which allows the problem on presentation of all solutions to GRIP(1.5) in an explicit form to be essentially reduced to that of nding all generatings of the so-called Hankel vector h speci ed uniquely by GRIP(1.5) as in Theorem 3.7. For detailed discussions of many of these developments we refer to 4], 18]. x4 LOEWNER AND R-MATRICES In Corollary 2.5, given f 2 C 0 n ( ), we have characterized the class of Loewner matrices associated with a pair of IVs y and z in the case when jyj = jzj = n by intertwining relation LC y (f) = C t z (f)L; (4.1) where C z (f) and C y (f) stand for the left and right companion matrices of f, respectively. Comparing to intertwining relations given in (c) of Lemma I we see that the roles of C f and the Bezoutian B are played by C y (f); C z (f) and Loewner matrix L. Similarly, in parallel with (c) of Lemma II, it is natural to introduce a class of matrices, such that R is in this class if and only if the intertwining relation RC t z (f) = C y (f)R (4.2) holds. In the section, it is our purpose to give a complete description of such a class of matrices in the case when f 2 C n ( ) as well as close connections to Bezoutians, Hankel and Loewner matrices.
As a rst step towards this aim we shall establish its characterization of intertwining relation under the assumption that f 2 C 0 n ( ). (a) There exists h 2 C n?1 ( ) such that R = Q ?1 H n (h=f)P ?t .
Proof. The equivalence of (a) and (b) follows from Lemma II and (2.16). k
Without the restriction on the size of matrices, we de ne the R-matrices as follows.
De nition 4.2. Let y; z be a xed pair of IVs as in (1.2) with jyj = m and jzj = n, and 0 6 = f 2 C m ( ). A matrix R 2 M nm (C) is said to be an R-matrix compatible with f (and associated with IVs z and y), if it is of the form R = BHA t (4.3) where H stands for an n m Hankel matrix compatible with f, and Remark from Theorem 4.1 that each matrices R satisfying the property (4.2) belongs to R z;y (f) and is of the form R = BH n (h=f)A t for some h 2 C n?1 ( ) whenever f 2 C 0 n ( ) and jzj = jyj = n.
The part (a) of next theorem contains an interesting Barnett-like factorization formula for the R-matrix of the form R z;y (h=f) with deg h deg f = n under the assumption that jzj = jyj = n. Also, the part (c) can be considered as a version of the well known Lander's theorem. This section is devoted to an analysis of products of Loewner and R-matrices, in terms of the result established in Lemma IV combined with Theorem 2.2. Our main interest is to describe some special cases of products just mentioned. In the following discussion we shall need more than two IVs, written as y i ; z j ; i; j = 0; 1; : : : instead of y; z in (1.1). As in Section 1 given a pair of IVs y i and z j with jy i j = jz j j = n and f 2 C n ( ), denote by L y i ;z j (f) the class of all matrices of the form L y i ;z j (g=f) for polynomials g 2 C n ( )(rather than polynomials g( ) of any degree), and by a i ( ) and b j ( ) the a( ) and b( ) in (2.1) with y and z replaced by y i and z j , respectively, similarly, for P(y i ), Q(z j ) in ( 
holds for some g 2 C n ( ). Moreover, g 2 C n ( ) satis es the property (5. 
In a similar manner, we can show that if E 1 2 R z 1 ;y 1 (f), E 3 2 R z 2 ;y 2 (f) and E 2 2 L y 2 ;z 1 (f), then E 1 E 2 E 3 2 R z 1 ;y 2 (f). To conclude the paper we remark that in the case of the simplest IVs Z.Vav rin 16] introduced the notion of Ld matrices, each of which is de ned as an appropriate diagonal transformation from a classical Loewner matrix, and has proved that products of such Ld matrices can be written as a single Ld matrix. Indeed, each Ld matrix being of the form LD where L 2 L n;n (y; z) and D is the diagonal matrix D(y) de ned by (4.10) with all m i = 1, we see by (4.9) that the product of two Ld matrices can be expressed as one product of an R-matrix and a Loewner matrix.
Thus, the Vav rin's result on products of Ld matrices follows from (5.10) immediately, and we obtain a generalization to the notion of Ld matrices in the more general case as by-product.
