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Uvod
Na gaussovske procese mozˇemo gledati kao na dalekosezˇno poopc´enje klasicˇnih normal-
nih slucˇajnih varijabli. Teorija gaussovskih procesa je jedna od najnaprednijih u podrucˇju
vjerojatnosti, a primjenjiva je u statistici, financijama, predikciji i strojnom ucˇenju te raz-
nim drugim tehnicˇkim i akademskim podrucˇjima. U radu prikazujemo znacˇaj i vazˇnost
kanonske reprezentacije gaussovskih procesa, cˇiju teoriju je inicijalno dao Levy 1955. i
istaknuo njezinu vazˇnu ulogu u teoriji slucˇajnih procesa. Cilj nam je upoznati cˇitatelja s
osnovnim svojstvima stacionarnih gaussovskih procesa te vazˇnim rezultatima vezanim uz
kanonsku reprezentaciju. Glavna literatura koja se u radu koristi je knjiga [7].
Ovaj rad se sastoji od pet poglavlja. U prvom poglavlju navodimo osnovne definicije
i rezultate koji se direktno ne ticˇu gaussovskih slucˇajnih procesa, ali c´e biti potrebni u
proucˇavanju istih. Poglavlje je podijeljeno u dvije cjeline. U prvoj cjelini dajemo osnovne
rezultate iz teorije vjerojatnosti, a u drugoj iz teorije integrala i mjere. Vec´ina rezultata koja
se navodi u ovom poglavlju preuzeta je iz knjige [9].
Prvi korak u proucˇavanju gaussovskih procesa je definicija gaussovskih sistema te nji-
hova osnovna svojstva, cˇime se bavimo u drugom poglavlju. Od osobite vazˇnosti je nor-
malna distribucija pa dajemo izraz njezine karakteristicˇne funkcije te dokazujemo da ona
ima konacˇne momente svakog reda. Takoder, promatramo nezavisne gaussovske slucˇajne
varijable i njihova posebna svojstva. Na kraju poglavlja dajemo slicˇne rezultate i za kom-
pleksni slucˇaj.
Glavni dio rada cˇine trec´e i cˇetvrto poglavlje. Koncentriramo se na gaussovske slucˇajne
procese s diskretnim vremenskim parametrom. U trec´em poglavlju dajemo definiciju ka-
nonske reprezentacije gaussovskih slucˇajnih procesa te vazˇne rezultate koji garantiraju eg-
zistenciju i jedinstvenost te reprezentacije. Takoder promatramo karakterizaciju Markov-
ljevog svojstva za gaussovske slucˇajne procese. Od bitne vazˇnosti je rezultat koji kazˇe da
je gaussovski slucˇajni proces Markovljev ako i samo ako je kanonska jezgra odredenog
oblika.
U cˇetvrtom poglavlju se bavimo stacionarnim gaussovskim procesima. Na pocˇetku
uvodimo pojam stacionarnosti i slabe stacionarnosti te pokazujemo da kod gaussovskih
procesa jedna implicira drugu. U nastavku uvodimo pojmove deterministicˇkog i potpuno
nedeterministicˇkog procesa te Woldov teorem dekompozicije, koji kazˇe da se svaki slabo
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stacionarni proces mozˇe zapisati kao zbroj dva medusobno ortogonalna stacionarna pro-
cesa, od kojih je jedan potpuno nedeterministicˇki, a drugi deterministicˇki. Izneseni dokaz
teorema je varijanta dokaza iz [2]. Nadalje, uvodimo pojam autokovarijacijske funkcije
procesa, dajemo njezinu spektralnu reprezentaciju, kao i spektralnu reprezentaciju staci-
onarnog procesa. Odjeljak vezan uz spektralnu reprezentaciju procesa je informativne pri-
rode pa cˇitatelja upuc´ujemo na knjige [2], [3], [4], [6] i [7], gdje se mogu pronac´i i dokazi
iskazanih tvrdnji.
Peto i posljednje poglavlje se koncentrira na primjere stacionarnih gaussovskih procesa.
Takoder, uvodimo pojam autokorelacijske funkcije i prikazujemo njezin graf za svaki pro-
ces koji navodimo. Najprije proucˇavamo i simuliramo gaussovski bijeli sˇum koji je osnovni
temelj za ostale primjere gaussovskih procesa. Nastavljamo s ARMA procesima te posebno
promatramo MA procese i AR procese. Simuliramo iste i dajemo izraze za autokorelacijsku
funkciju te pokazujemo u kojim slucˇajevima su stacionarni. Dokazi navedenih rezultata u
ovom poglavlju mogu se pronac´i u [4].
Poglavlje 1
Osnovni pojmovi i potrebni rezultati
1.1 Iz teorije vjerojatnosti
Neprekidne slucˇajne varijable
Definicija 1.1.1. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F ,P) i neka
je FX njezina funkcija distribucije. Kazˇemo da je X apsolutno neprekidna slucˇajna vari-
jabla ako postoji nenegativna realna Borelova funkcija f na R, tj. f : R → [0,+∞), takva
da je
FX(x) =
∫ x
−∞
f (t)dλ(t), x ∈ R.
Kovarijanca kompleksnih slucˇajnih varijabli
Definicija 1.1.2. Neka su X i Y kompleksne slucˇajne varijable. Tada je kovarijanca izmedu
X i Y dana sa
Cov(X,Y) = E
(
(X − E(X))(Y − E(Y))
)
,
gdje (Y − E(Y)) oznacˇava kompleksni konjugat od Y − E(Y).
Vjerojatnosti na beskonacˇno dimenzionalnim prostorima
Neka je Λ proizvoljan skup indeksa. Za svako λ ∈ Λ stavimo Rλ = R. Sa RΛ = ∏λ∈Λ Rλ
oznacˇimo skup svih realnih funkcija ω = (x(λ) : λ ∈ Λ) = (xλ : λ ∈ Λ) definiranih na
skupu Λ. Ako je Λ = {1, 2, . . . , n}, tada je RΛ = Rn, ako je Λ = N, tada pisˇemo RΛ = R∞,
a ako je Λ = R, tada je RΛ skup svih realnih funkcija realne varijable.
3
POGLAVLJE 1. OSNOVNI POJMOVI I POTREBNI REZULTATI 4
Uzmimo {λ1, λ2, . . . , λn} konacˇan podskup od Λ i definirajmo projekciju
piλ1,λ2,...,λn : R
Λ → Rn sa
piλ1,λ2,...,λn(ω) = (xλ1 , xλ2 , . . . , xλn), ω = (x(λ) : λ ∈ Λ) ∈ RΛ.
Definicija 1.1.3. Za skup C ∈ RΛ kazˇemo da je Borelov cilindar s bazom B nad koordina-
tama λ1, λ2, . . . , λn ako postoje neprazan konacˇni podskup {λ1, λ2, . . . , λn} od RΛ i Borelov
skup B ∈ Bn takvi da je
C = pi−1λ1,λ2,...,λn(B) = {ω ∈ RΛ : (xλ1 , xλ2 , . . . , xλn) ∈ B}.
Sa F Λ oznacˇavamo familiju svih Borelovih cilindara u RΛ. Neka je B = BΛ = σ(F Λ)
σ-algebra generirana sa F Λ. B zovemo σ-algebra Borelovih skupova u RΛ, a njezine
elemente zovemo Borelovi skupovi u RΛ.
Familiju funkcija distribucija {FS } indeksiranu po svim konacˇnim podskupovima S od
Λ zovemo suglasna familija ako zadovoljava uvjete suglasnosti Kolmogorova:
1. Ako je (i1, . . . , in) proizvoljna permutacija od (1, . . . , n), tada je
Fλi1 ,...,λin (xi1 , . . . , xin) = Fλ1,...,λn(x1, . . . , xn).
2. Ako je m < n, tada je
Fλi1 ,...,λim (xi1 , . . . , xim) = Fλ1,...,λn(x1, . . . , xm,∞, . . . ,∞).
Teorem 1.1.4. (Kolmogorov) Neka je {Fλ1,λ2,...,λn} suglasna familija konacˇno dimenzional-
nih funkcija distribucije. Tada postoji vjerojatnosna mjera PΛ na σ-algebri B takva da
PΛ(C) = Pλ1,λ2,...,λn(B) (1.1)
vrijedi za svaki Borelov cilindar C. Osim toga, PΛ je jednoznacˇno odredena s (1.1).
Dokaz se mozˇe pronac´i u knjizi N. Sarape [9].
Definicija 1.1.5. Neka je (Ω,F ) izmjeriv prostor i neka je Λ = Z ili Λ = Z+. Familiju
{Xλ, λ ∈ Λ} slucˇajnih varijabli na Ω zovemo slucˇajni proces (s diskretnim vremenom).
Karakteristicˇne funkcije
Definicija 1.1.6. Neka je F ogranicˇena funkcija distribucije na R. Karakteristicˇna funk-
cija od F je funkcija φ : R→ C definirana sa
φ(t) =
∫ ∞
−∞
eitxdFX(x) =
∫ ∞
−∞
cos txdFX(x) + i
∫ ∞
−∞
sin txdFX(x), t ∈ R.
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Definicija 1.1.7. Neka je X slucˇajna varijabla s funkcijom distribucije FX. Karakteristicˇna
funkcija φX od X je karakteristicˇna funkcija od FX.
Drugim rijecˇima, karakteristicˇna funkcija slucˇajne varijable X je funkcija φX : R → C
dana formulom φX(t) = EeitX. Opc´enitije, karakteristicˇnu funkciju slucˇajnog vektora
X = (X1, . . . , Xn) definiramo kao funkciju φX : Rn → C danu formulom φX1,...,Xn(t1, . . . , tn) =
Eei(t1X1+···+tnXn), tj. φX(t) = Eeit·X za svaki t = (t1, . . . , tn) ∈ Rn.
Teorem 1.1.8. Slucˇajne varijable X1, X2, . . . , Xn su nezavisne ako i samo ako vrijedi
φX1,X2,...,Xn(t1, t2, . . . , tn) =
n∏
k=1
φXk(tk), (t1, t2, . . . , tn) ∈ Rn.
Dokaz se mozˇe pronac´i u knjizi N. Sarape [9].
1.2 Iz teorije integrala i mjere
Prostor L2(Ω)
Definirajmo skup
L2(Ω,F ,P) = {X : Ω→ R | X je slucˇajna varijabla takva da je E(X2) < ∞}
i preslikavanje
〈·, ·〉 : L2(Ω,F ,P) × L2(Ω,F ,P)→ R
sa
〈X,Y〉 := E(XY).
Ovako definirano preslikavanje je dobro definirano zbog Cauchy-Schwarzove nejednakosti
za matematicˇko ocˇekivanje
E|XY | ≤ |X||Y |,
ali nije skalarni produkt jer ne vrijedi pozitivna definitnost, tj. vrijedi
〈X, X〉 = 0⇔ X = 0 g.s.
Stoga promatramo relaciju ekvivalencije
X ∼ Y ⇔ X = Y g.s.
i odgovarajuc´i kvocijentni skup L2(Ω,F ,P) = L2(Ω).
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Teorem 1.2.1. L2(Ω) je unitaran vektorski prostor. Za X,Y ∈ L2(Ω) stavimo
〈X,Y〉 := E(XY). (1.2)
Sa (1.2) je definiran skalarni produkt na L2(Ω).
Dokaz se mozˇe pronac´i u knjizi S. Mardesˇic´a [8].
L2(Ω) je i potpun prostor (dokaz se mozˇe pronac´i u R. B. Ash [1]). Prema tome, L2(Ω)
je Hilbertov prostor. Norma na tom prostoru definirana je pomoc´u ‖X‖ := √〈X, X〉.
Ukoliko radimo s kompleksnim slucˇajnim varijablama sve isto ostaje vrijediti uz ska-
larni produkt definiran sa
〈X,Y〉 := E(XY).
Definicija 1.2.2. Kazˇemo da su slucˇajne varijable X,Y ∈ L2(Ω) ortogonalne i pisˇemo
X ⊥ Y ako je 〈X,Y〉 = 0. Skup K ⊂ L2(Ω) je skup ortogonalnih slucˇajnih varijabli ako je
X ⊥ Y za proizvoljne X,Y ∈ K, X , Y. Ako je josˇ ‖X‖ = 1 za svako X ∈ K, tada K zovemo
ortonormiran skup u L2(Ω).
Propozicija 1.2.3. Neka su X i Y slucˇajne varijable s ocˇekivanjem nula. Tada su X i Y
ortogonalne ako i samo ako su nekorelirane.
Dokaz. Neka su slucˇajne varijable X i Y ortogonalne. Tada je 〈X,Y〉 = E(XY) = 0.
Izracˇunajmo kovarijancu izmedu X i Y
Cov(X,Y) = E[(X − E(X))(Y − E(Y))]
= E(XY) − E(X)E(Y)
=
(
E(X) = E(Y) = 0, E(XY) = 0 po pretpostavci
)
= 0.
Obratno, neka je Cov(X,Y) = 0. Vrijedi sljedec´e
0 = Cov(X,Y)
= E[(X − E(X))(Y − E(Y))]
=
(
E(X) = E(Y) = 0
)
= E(XY) = 〈X,Y〉.

Definicija 1.2.4. Ako je g : R→ R Borelova funkcija, tada slucˇajnu varijablu g(X) zovemo
procjena za Y. Procjenu g∗(X) zovemo optimalna procjena u srednjekvadratnom smislu ako
je
E[(Y − g∗(X))2] = inf
g
E[(Y − g(X))2],
pri cˇemu se infimum uzima po nekoj klasi Borelovih funkcija.
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Propozicija 1.2.5. Neka je {Y1,Y2, . . . ,Yn} ortonormiran skup u L2(Ω) i X ∈ L2(Ω). Op-
timalna procjena u srednjekvadratnom smislu za slucˇajnu varijablu X u klasi linearnih
procjena
∑n
i=1 aiYi je procjena
Xˆ =
n∑
i=1
〈X,Yi〉Yi. (1.3)
Dokaz se mozˇe pronac´i u knjizi N. Sarape [9].
Geometrijski smisao optimalne linearne procjene Xˆ je sljedec´i. Neka je L = L(Y1, . . . ,Yn)
linearan potprostor od L2(Ω) razapet ortonormiranih skupom {Y1, . . . ,Yn}. Tada imamo
X = Xˆ + (X − Xˆ),
pri cˇemu je prema (1.3) Xˆ ∈ L, a X − Xˆ ⊥ L u smislu da je X − Xˆ ⊥ Y za svako Y ∈ L.
Varijablu Xˆ zovemo ortogonalna projekcija od X na potprostor L.
Uvjetno ocˇekivanje
Definicija 1.2.6. Slucˇajnu varijablu E(X|F ) zovemo uvjetno ocˇekivanje od X uz danu
σ-algebru F . E(X|F ) je jednoznacˇno odredena, do na F -izmjeriv skup vjerojatnosti nula,
relacijom ∫
B
E(X|F )dP =
∫
B
XdP,
za sve B ∈ F .
Gornja definicija se odnosi na uvjetno ocˇekivanje za danu σ-algebru na vjerojatnosnom
prostoru na kojem su definirane slucˇajne varijable. Uvjetno ocˇekivanje mozˇemo konstru-
irati na sljedec´i nacˇin.
Neka je X ∈ L1(Ω) i neka je Y proizvoljna slucˇajna varijabla. Funkcija ψ definirana na
B sa
ψ(B) =
∫
{Y∈B}
XdP, B ∈ B,
je σ-aditivna, ψ : B → R, dakle ψ je razlika dviju konacˇnih mjera. Osim toga, ψ je
ocˇigledno apsolutno neprekidna u odnosu na PY pa iz Radon-Nikodymova teorema slijedi
da postoji Borelova funkcija y 7→ E(X|Y = y) definirana za svako y ∈ R i jednoznacˇno
odredena do na Borelov skup PY-mjere nula, relacijom∫
B
E(X|Y = y)dPY(y) =
∫
{Y∈B}
XdP
za svako B ∈ B. Funkciju E(X|Y = y) zovemo uvjetno ocˇekivanje od X uz dano Y = y.
U sljedec´oj propoziciji dajemo neka vazˇna svojstva uvjetnog ocˇekivanja.
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Propozicija 1.2.7. Neka su X1, X2, X ∈ L1(Ω). Tada vrijedi
1. Ako je X = c (g.s.) gdje je c konstanta, tada je
E(X|Y = y) = c (g.s. obzirom na PY).
2. E(a1X1 + a2X2|Y = y) = a1E(X1|Y = y) + a2E(X2|Y = y) (g.s. obzirom na PY) za
proizvoljne konstante a1, a2 ∈ R.
3. Ako je X1 ≤ X2 (g.s. obzirom na PY), tada je E(X1|Y = y) ≤ E(X2|Y = y)
(g.s. obzirom na PY).
4. |E(X|Y = y)| ≤ E(|X||Y = y) (g.s. obzirom na PY).
5. E[E(X|Y)] = E(X) pri cˇemu E(X|Y) zapravo znacˇi E(X|σ(Y)).
6. Ako je g Borelova funkcija takva da je g(Y)X ∈ L1(Ω), tada vrijedi
E(g(Y)X|Y = y) = g(y)E(X|Y = y) (g.s. obzirom na PY).
7. Ako su X i Y nezavisne, tada vrijedi
E(X|Y = y) = E(X) (g.s. obzirom na PY).
8. Ako je Y = c (g.s.) gdje je c konstanta, tada je E(X|Y = y) = E(X) (g.s. obzirom na PY).
9. Ako je X F -izmjeriva, tada je E(X|F ) = X (g.s.)
Dokaz se mozˇe pronac´i u knjizi N. Sarape [9].
Lebesgueov teorem o dominiranoj konvergenciji
Teorem 1.2.8. Ako je (X,F , µ) prostor mjere i g : X → [0,∞) µ-integrabilna funkcija te
ako za gotovo svaki x ∈ X vrijedi
f (x) = lim
n→+∞ fn(x) i | fn(x)| ≤ g(x), za svaki n ∈ N,
tada su f i fn za svaki n ∈ N µ-integrabilne funkcije i∫
X
f dµ = lim
n→+∞
∫
X
fndµ.
Dokaz se mozˇe pronac´i u knjizi S. Mardesˇic´a [8].
Poglavlje 2
Definicije i osnovna svojstva gaussovskih
sistema
2.1 Sistemi gaussovskih slucˇajnih varijabli
Neka su m, σ ∈ R, σ > 0. Kazˇemo da je neprekidna slucˇajna varijabla X gaussovska
slucˇajna varijabla s parametrima m iσ2, u oznaci X ∼ N(m, σ2), ako joj je funkcija gustoc´e
dana sa
1
σ
√
2pi
e−
(x−m)2
2σ2 , x ∈ R,
gdje konstante m i σ2 predstavljaju redom, ocˇekivanje i varijancu. U slucˇaju m = 0 i σ = 1
kazˇemo da X ima standardnu gaussovsku distribuciju i oznacˇavamo X ∼ N(0, 1). Funkcija
gustoc´e standardne gaussovske slucˇajne varijable dana je sa
1√
2pi
e−
x2
2 , x ∈ R.
Iz tehnicˇkih razloga nam je prakticˇno rec´i da i slucˇajna varijabla X koja zadovoljava X = m
g.s. (dakle g.s. je jednaka konstanti) ima gaussovsku distribuciju s parametrom σ = 0 (jer
joj je varijanca jednaka 0).
Neka su ρ,m1,m2, σ1, σ2 ∈ R takvi da je −1 < ρ < 1 i σ1, σ2 > 0. Kazˇemo da je
2-dimenzionalni neprekidni slucˇajni vektor X gaussovski ako mu je funkcija gustoc´e dana
sa
1
2piσ1σ2
√
1 − ρ2
exp
{
− 1
2
√
1 − ρ2
[(
x1 − m1
σ1
)2
− 2ρ x1 − m1
σ1
x2 − m2
σ2
+
(
x2 − m2
σ2
)2]}
, (x1, x2) ∈ R,
(2.1)
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gdje sa ρ oznacˇavamo koeficijent korelacije slucˇajnih varijabli X1 i X2.
Opc´enitije, neka je n ∈ N, m = (m1, . . . ,mn) ∈ Rn i V realna, simetricˇna, pozitivno
definitna matrica reda n. Tada je det(V) > 0 i V−1 = [σi, j] je takoder simetricˇna i pozitivno
definitna matrica reda n. Kazˇemo da je X n-dimenzionalni gaussovski slucˇajni vektor s
parametrima m i V ako mu je funkcija gustoc´e dana sa
(2pi)−
n
2 (det(V))−
1
2 e−
1
2 (x−m)V−1(x−m)τ , x ∈ Rn, (2.2)
gdje je m vektor ocˇekivanja i V = (Vi, j) kovarijacijska matrica od X, a Vi, j kovarijance
izmedu Xi i X j. Sada mozˇemo dati opc´enitu definiciju.
Definicija 2.1.1. Sistem slucˇajnih varijabli X = {Xλ : λ ∈ Λ} zovemo gaussovskim ako je
svaka konacˇna linearna kombinacija
∑n
j=1 akXλk za neke a1, . . . , an ∈ R i λ1, . . . , λn ∈ Λ,
gaussovska slucˇajna varijabla. Ako je X slucˇajni proces, zovemo ga gaussovski proces.
I u slucˇaju gausssovskih sistema definirani su moguc´e beskonacˇni vektor ocˇekivanja
m = (mλ : λ ∈ Λ) i moguc´e beskonacˇna kovarijacijska matrica V = (Vλ, µ : λ, µ ∈
Λ). Kovarijacijska matrica V je pozitivno definitna u smislu da je za svake λ1, λ2, . . . , λn
pozitivno definitna i matrica V = (Vλi,λ j) reda n.
Teorem 2.1.2. Neka je m = (mλ : λ ∈ Λ) bilo koji vektor i neka je V = (Vλi,λ j) bilo
koja regularna, simetricˇna, pozitivno definitna matrica. Tada postoji gaussovski sistem
X = {Xλ : λ ∈ Λ} s danim vektorom ocˇekivanja m i kovarijacijskom matricom V. Osim
toga, distribucija od X je jedinstvena.
U teoremu 2.1.2, jedinstvenost znacˇi da ako su X = {Xλ : λ ∈ Λ} i X′ = {X′λ : λ ∈ Λ}
gaussovski sistemi s istim vektorom ocˇekivanja m i istom kovarijacijskom matricom V , tada
su za svake λ1, λ2, . . . , λn distribucije od (Xλ1 , Xλ2 , . . . , Xλn) i (X
′
λ1
, X′λ2 , . . . , X
′
λn
) jednake.
Dokaz. Najprije formiramo potreban gaussovski sistem. Uzmimo za Ω prostor funkcija
RΛ i neka je B σ-algebra generirana svim cilindrima iz Ω. Sada imamo izmjeriv prostor
(Ω,B). Za cilindar C = {ω = (ωλ) : (ωλ1 , ωλ2 , . . . , ωλn) ∈ B}, gdje je B Borelov skup u Rn,
definiramo
Pλ1,λ2,...,λn(C) =
∫
B
f (x)dx, (2.3)
gdje je f (x) funkcija gustoc´e definirana kao u (2.2), osim sˇto umjesto m stavljamo samo
dio tog vektora (mλ1 , . . . ,mλn), a umjesto V uzimamo (Vλi,λ j : i, j = 1, . . . , n). Sada imamo
vjerojatnosnu mjeru naσ-algebri generiranoj cilindrima za svaki konacˇan λ. Kolekcija tako
dobivenih mjera svakako zadovoljava uvjet kompatibilnosti. Prema Kolmogorovljevom
teoremu postoji jedinstvena vjerojatnosna mjera P na izmjerivom prostoru (Ω,B). Stavimo
ωλ = Xλ(ω). Sada je {Xλ : λ ∈ Λ} gaussovski sistem definiran na vjerojatnosnom prostoru
(Ω,B,P) s vektorom ocˇekivanja m i kovarijacijskom matricom V , iz pretpostavke teorema.
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Za drugi dio dokaza samo primijetimo da je svaka konacˇno dimenzionalna gaussovska
distribucija jedinstveno odredena vektorom ocˇekivanja i kovarijacijskom matricom. 
2.2 Neka svojstva gaussovske distribucije
Slijede neka vazˇna svojstva karakteristicˇna za gaussovsku distribuciju i gaussovski sistem.
Najprije c´emo se koncentrirati na 1-dimenzionalnu gaussovsku distribuciju, tj. na gaussov-
ske slucˇajne varijable, a zatim na visˇedimenzionalnu gaussovsku distribuciju.
Neka je X ∼ N(0, 1). Tada je karakteristicˇna funkcija slucˇajne varijable X dana sa
φX(t) =
1√
2pi
∫ +∞
−∞
e−
x2
2 eitxdx, t ∈ R. (2.4)
Za proizvoljne t, x ∈ R vrijedi
eitx =
∞∑
k=0
(itx)k
k!
.
Uvrstimo prethodno u (2.4) pa dobivamo
φX(t) =
1√
2pi
∫ +∞
−∞
e−
x2
2
∞∑
k=0
(itx)k
k!
dx, t ∈ R. (2.5)
Zamijenimo sada redoslijed sumiranja i integriranja (zahvaljujuc´i Lebesgueovom teoremu
o dominiranoj konvergenciji),
φX(t) =
1√
2pi
∫ +∞
−∞
( ∞∑
k=0
(itx)k
k!
e−
x2
2
)
dx
=
∞∑
k=0
(it)k
k!
1√
2pi
∫ +∞
−∞
xke−
x2
2 dx, t ∈ R. (2.6)
Buduc´i da je
x 7→ 1√
2pi
xke−
x2
2
parna funkcija za paran k i neparna funkcija za neparan k, vrijedi sljedec´e
1√
2pi
∫ +∞
−∞
|x|ke− x22 dx = 1√
2pi
∫ 0
−∞
(−x)ke− x22 dx + 1√
2pi
∫ +∞
0
xke−
x2
2 dx
= (−1)k 1√
2pi
∫ 0
−∞
xke−
x2
2 dx +
1√
2pi
∫ +∞
0
xke−
x2
2 dx
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= ((−1)k + 1) 1√
2pi
∫ +∞
0
xke−
x2
2 dx.
Sada je izraz u (2.6) jednak izrazu
∞∑
k=0
(it)k
k!
((−1)k + 1) 1√
2pi
∫ +∞
0
xke−
x2
2 dx, t ∈ R.
Uvedemo li u gornji izraz supstituciju u = x
2
2 , dobivamo sljedec´e
φX(t) =
∞∑
k=0
(it)k
k!
(−1)k + 1√
2pi
∫ +∞
0
(2u)
k
2 e−u(2u)−
1
2 du
=
∞∑
k=0
(it)k
k!
(−1)k + 1√
2pi
2
k−1
2
∫ +∞
0
u
k−1
2 e−udu.
Uocˇimo da je integral u zadnjem izrazu zapravo gama funkcija s parametrom k+12 . Sada
dobivamo
φX(t) =
∞∑
k=0
(it)k
k!
(−1)k + 1√
2pi
2
k−1
2 Γ
(
k + 1
2
)
Buduc´i da za neparne k vrijedi (−1)k + 1 = 0, sumiramo samo po parnim k. Konacˇno,
φX(t) =
∞∑
k=0
(it)2k
(2k)!
(−1)2k + 1√
2pi
2
2k−1
2 Γ
(
2k + 1
2
)
=
∞∑
k=0
(it)2k
(2k)!
2√
pi
2k−1Γ
(
2k + 1
2
)
Za daljnji racˇun nam treba sljedec´a lema.
Lema 2.2.1. Za n ∈ N vrijedi
Γ(z)Γ
(
z +
1
2
)
= 21−2z
√
piΓ(2z).
Dokaz. Neka su m, n ∈ N. Po definiciji beta funkcije imamo
B(m, n) =
Γ(m)Γ(n)
Γ(m + n)
=
∫ 1
0
um−1(1 − u)n−1du.
Stavimo sada m = n = z. Slijedi
B(z, z) =
Γ(z)Γ(z)
Γ(2z)
=
∫ 1
0
uz−1(1 − u)z−1du.
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Uvedimo supstituciju u = 1+x2 .
Γ(z)Γ(z)
Γ(2z)
=
∫ 1
−1
(
1 + x
2
)z−1(
1 − 1 + x
2
)z−1
dx
=
1
2
∫ 1
−1
(
1 + x
2
)z−1(1 − x
2
)z−1
dx
= 2−1+2−2z
∫ 1
−1
(1 − x2)z−1dx = 21−2z
(
2
∫ 1
0
(1 − x2)z−1dx
)
.
Uvedemo li supstituciju u = x2, izraz za B(m, n) mozˇemo zapisati u sljedec´em obliku
B(m, n) =
Γ(m)Γ(n)
Γ(m + n)
= 2
∫ 1
0
x2m−1(1 − x2)n−1dx.
Imamo
Γ(z)Γ(z)
Γ(2z)
= 21−2zB(
1
2
, z) = 21−2z
Γ( 12 )Γ(z)
Γ(z + 12 )
,
odakle uz Γ( 12 ) =
√
pi slijedi tvrdnja. 
Sada imamo sljedec´e
φX(t) =
∞∑
k=0
2(it)2k
(2k)!
2k−1√
pi
√
pi
22k−1
Γ(2k)
Γ(k)
=
∞∑
k=0
21−k
(it)2k
(2k)!
(2k − 1)!
(k − 1)! =
∞∑
k=0
21−k(it)2k
(2k)(2k − 1)!
(2k − 1)!
(k − 1)!
=
∞∑
k=0
2−k
(it)2k
k!
=
∞∑
k=0
(it)2k
2kk!
=
∞∑
k=0
1
k!
(
(it)2
2
)k
=
∞∑
k=0
1
k!
(
− t
2
2
)k
= e−
t2
2 , t ∈ R.
Moramo josˇ opravdati zamjenu redoslijeda sumiranja i integriranja u (2.6). Za x, t ∈ R
vrijedi
+∞∑
k=0
∣∣∣∣∣∣ (itx)kk!
∣∣∣∣∣∣ e− x22 = +∞∑
k=0
|tx|k
k!
e−
x2
2 = e|tx| · e− x22 = e|tx|− x22 .
Buduc´i da je funkcija x 7→ e|tx|− x22 integrabilna naR, tvrdnja slijedi iz teorema o dominiranoj
konvergenciji.
Neka je sada X ∼ N(m, σ2). Tada je X−m
σ
= Y ∼ N(0, 1), odnosno X = σY + m.
Da bismo izracˇunali karakteristicˇnu funkciju slucˇajne varijable X potrebna nam je sljedec´a
propozicija.
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Propozicija 2.2.2. Ako je X slucˇajna varijabla i a, b ∈ R, tada vrijedi
φaX+b = eibtφX(at), t ∈ R.
Dokaz. Iz definicije karakteristicˇne funkcije slijedi
φaX+b(t) = E(eit(aX+b)) = eibtE(eiatX) = eibtφX(at).

Ako primijenimo gornju propoziciju na slucˇajnu varijablu X, dobivamo sljedec´e
φX(t) = φσY+m(t) = eimtφY(σt) = eimt−
σ2t2
2 , t ∈ R.
Neka je ψ(t) karakteristicˇna funkcija slucˇajne varijable X, tj. 1−dimenzionalne distri-
bucije F. Zapisˇimo logψ(t) u obliku
logψ(t) =
n∑
k=1
(it)k
k!
γk + o(tn), (2.7)
gdje je γk tzv. poluinvarijanta stupnja k i o(tn) gresˇka, cˇiji eksplicitni izraz je dan sa
(it)n
(n − 1)!
∫ +∞
−∞
∫ 1
0
xn(1 − y)n−1(eitxy − 1) dy dF(x),
sa svojstvom
lim
t→0
o(tn)
tn
= 0.
Karakteristicˇna funkcija gaussovske slucˇajne varijable X ∼ N(m, σ2) je prema dokazanome
dana sa
φ(t) = eimt−
σ2
2 t
2
. (2.8)
Ako to zapisˇemo u obliku (2.7), dobivamo
log φ(t) = imt − σ
2
2
t2.
Uocˇimo da su za gaussovsku slucˇajnu varijablu polu-invarijante stupnja k ≥ 3 jednake
γk = 0. Dakle, za gaussovsku slucˇajnu varijablu imamo
γ1 = m, γ2 = σ2,
a to su upravo parametri distribucije.
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Gaussovska distribucija ima momente svakog reda. Moment n−tog reda, mn = E(Xn),
je dan sa
mn =
0, n = 2k + 1(2k − 1)!!σ2k, n = 2k.
Neparni momenti su jednaki 0 jer je funkcija x 7→ x2k−1e−x2/2 neparna funkcija, a integral
neparne funkcije na simetricˇnom intervalu je 0. Pokazˇimo slucˇaj za paran k. Najprije za
α ∈ N izracˇunajmo sljedec´i integral ∫ +∞
−∞
e−αx
2
dx.
Uvedimo supstituciju x = u√
2α
. Dobivamo∫ +∞
−∞
e−αx
2
dx =
∫ +∞
−∞
1√
2α
e−
u2
2 du =
√
2pi
2α
=
√
pi
α
.
Racˇunamo sljedec´i integral parcijalnom integracijom∫ +∞
−∞
x2ke−αx
2
dx =
2k − 1
2α
∫ +∞
−∞
x2k−2e−αx
2
dx = . . .
=
(2k − 1)(2k − 3) · . . . · 3 · 1
2k
√
pi
α2k+1
=
(2k − 1)!!
2k
√
pi
α2k+1
.
Stavimo sada α = 12σ2 i pomnozˇimo integral s
1
σ
√
2pi
da bismo dobili izraz za n-ti moment
(n = 2k). Dobivamo sljedec´e
1
σ
√
2pi
∫ +∞
−∞
x2ke−
x2
2σ2 dx =
1
σ
√
2pi
(2k − 1)!!
2k
√
pi(2σ2)2k+1 = (2k − 1)!!σ2k.
Osim toga, mozˇemo dati izraz za apsolutni moment n-tog reda, E|X|n.
E|X|n =
2k
√
2
pi
σ2k+1k!, n = 2k + 1
(2k − 1)!!σ2k, n = 2k.
Pokazˇimo da gornji izraz vrijedi. Za parne n je n-ti apsolutni moment zapravo n-ti moment
od X pa nam preostaje pokazati za neparan n (n = 2k + 1).
E|X|2k+1 = 1
σ
√
2pi
∫ +∞
−∞
|x|2k+1e− x
2
2σ2 dx =
2
σ
√
2pi
∫ +∞
0
x2k+1e−
x2
2σ2 dx.
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Uvedimo supstituciju y = x
2
2σ2 . Imamo sljedec´e
E|X|2k+1 = 2
σ
√
2pi
∫ +∞
0
2kσ2k+2yke−ydy =
2k+1√
2pi
σ2k+1
∫ +∞
0
yke−ydy.
Uocˇimo da je integral s desne strane zadnje jednakosti zapravo gama funkcija s parametrom
k + 1. Konacˇno,
E|X|2k+1 =
√
2
pi
2kσ2k+1Γ(k) =
√
2
pi
2kσ2k+1k!.
Ako je {X,Y} gaussovski sistem takav da X i Y nisu linearno zavisne, tada je uvjetna
distribucija P(X ≤ x|Y) takoder gaussovska. Ovo svojstvo proizlazi iz svojstava funk-
cije gustoc´e dvodimenzionalne gaussovske distribucije (2.1). Uvjetna ocˇekivanja E(X|Y) i
E(Y |X) su linearna u X i Y .
Teorem 2.2.3. Ako su X i Y nezavisne i imaju konacˇne varijance, tada njihova kovarijanca
postoji i jednaka je nuli. Vrijedi i obrat, tj. ako je {X,Y} realni gaussovski sistem takav da
je Cov(X,Y) = 0, tada su X i Y nezavisne.
Dokaz. Neka su X i Y nezavisne slucˇajne varijable s konacˇnim varijancama. Tada su
konacˇna i ocˇekivanja, tj. vrijedi E(X) < ∞, E(Y) < ∞. Sada imamo
Cov(X,Y) = E[(X − E(X))(Y − E(Y))]
= E[XY − XE(Y) − E(X)Y + E(X)E(Y)] = (linearnost)
= E(XY) − E(XE(Y)) − E(E(X)Y) + E(X)E(Y) = (nezavisnost)
= E(X)E(Y) − E(X)E(Y) − E(Y)E(X) + E(X)E(Y) = 0.
Obratno, bez smanjenja opc´enitosti mozˇemo pretpostaviti da su X i Y centrirane. Po te-
oremu 1.1.8 slijedi da su slucˇajne varijable X i Y nezavisne ako i samo ako vrijedi
φ(X,Y)(s, t) = φX(s) · φY(t), za svake s, t ∈ R.
Oznacˇimo s v kovarijancu od X i s w kovarijancu od Y . Tada je
U =
(
v Cov(X,Y)
Cov(Y, X) w
)
=
(
v 0
0 w
)
kovarijacijska matrica slucˇajnog vektora (X,Y). Ako stavimo r = (s, t), imamo
φ(X,Y)(s, t) = E(eir·(X,Y)) = e−
1
2 (rUr
τ)
= e−
1
2 (vs
2)− 12 (wt2) = e−
1
2 (vs
2)e−
1
2 (wt
2)
= φX(s)φY(t).
Dakle, X i Y su nezavisne. 
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Ako su X i Y nezavisne gaussovske slucˇajne varijable, tada je i njihova suma, X + Y
gaussovska slucˇajna varijabla. Djelomicˇno vrijedi i obrat.
Teorem 2.2.4. (P. Le´vy i H. Cramer)
Ako su X i Y nezavisne i njihova suma je gaussovska slucˇajna varijabla, tada su X i Y
gaussovske slucˇajne varijable.
Dokaz se mozˇe pronac´i u Fellerovoj knjizi [5].
2.3 Kompleksni gaussovski sistemi
U ovom poglavlju dajemo rezultate vezane uz kompleksne gaussovske slucˇajne varijable.
Mozˇemo se zapitati kako bismo uveli kompleksni slucˇaj kao prirodan nastavak na realan,
sa svim dobrim svojstvima koje imaju realne gaussovske slucˇajne varijable. Ipak, nije
dovoljno samo pretpostaviti da i realni i imaginarni dio imaju gaussovsku distribuciju.
Krec´emo sa slucˇajnim varijablama.
Neka je Z kompleksna slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F ,P). Ozna-
cˇimo s m ∈ C ocˇekivanje od Z te sa X i Y redom, realni i imaginarni dio od Z − m. Tada Z
ima sljedec´i oblik
Z(ω) = X(ω) + iY(ω) + m. (2.9)
Definicija 2.3.1. Ako su X i Y u (2.9) medusobno nezavisne, centrirane (ocˇekivanje im je
jednako 0), gaussovske slucˇajne varijable s istom varijancom, tada Z zovemo kompleks-
nom gaussovskom slucˇajnom varijablom.
Sada mozˇemo dati definiciju kompleksnog gaussovskog sistema.
Definicija 2.3.2. Neka je Z = {Zλ : λ ∈ Λ} sistem gaussovskih slucˇajnih varijabli. Ako
je linearna kombinacija, s kompleksnim koeficijentima, bilo kojeg konacˇnog broja eleme-
nata iz Z uvijek kompleksna gaussovska slucˇajna varijabla, tada Z zovemo kompleksnim
gaussovskim sistemom. Ako je Λ skup cijelih brojeva ili interval realnih brojeva, tada Z
zovemo kompleksnim gaussovskim procesom.
U sljedec´oj propoziji dajemo osnovna svojstva kompleknih gaussovskih sistema.
Propozicija 2.3.3. (i) Ako je Z = {Zλ : λ ∈ Λ} kompleksni gaussovski sistem, tada
je sistem {Xλ,Yλ : λ ∈ Λ} realnih slucˇajnih varijabli, izveden iz dekompozicije
Zλ = Xλ + iYλ, realni gaussovski sistem.
(ii) Ako je Z = {Zλ : λ ∈ Λ} sistem kompleksnih gaussovskih slucˇajnih varijabli koje su
medusobno nezavisne, tada je Z kompleksni gaussovski sistem.
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(iii) Za dani kompleksni gaussovski sistem Z = {Zλ : λ ∈ Λ} formiramo novi sistem
Z = {Zλ : λ ∈ Λ}, kompleksni konjugat od Zλ. Tada je Zλ takoder kompleksni
gaussovski sistem.
(iv) Podsistem kompleksnog gaussovskog sistema Z je takoder kompleksni gaussovski sis-
tem.
Dokaz. (i) Neka je Z = {Zλ : λ ∈ Λ} kompleksni gaussovski sistem. To znacˇi da je
konacˇna linearna kombinacija konacˇno mnogo proizvoljnih Zλ, λ ∈ Λ kompleksna
gaussovska slucˇajna varijabla. Uzmemo li linearnu kombinaciju
n∑
j=1
c jZλ j − i
n∑
k=1
dkZλk , c j, dk ∈ R,
dobivamo
n∑
j=1
c jZλ j − i
n∑
k=1
dkZλk =
n∑
j=1
c jX j + i
n∑
j=1
c jY j − i
n∑
k=1
dkXk +
n∑
k=1
dkYk.
Sada uocˇimo da je
n∑
j=1
c jX j +
n∑
k=1
dkYk
realni dio kompleksne gaussovske slucˇajne varijable.
(ii) Neka je Z = {Zλ : λ ∈ Λ} sistem kompleksnih gaussovskih slucˇajnih varijabli koje
su medusobno nezavisne. Treba pokazati da je linearna kombinacija konacˇno mnogo
proizvoljnih Zλ kompleksna gaussovska slucˇajna varijabla. Stavimo
Zλk = mk + Xk + iYk
i uzmimo ck = ak + ibk, ak, bk ∈ R, k = 1, 2, . . . , n. Tada imamo
n∑
k=1
ckZλk =
n∑
k=1
(ak + ibk)(Xk + iYk) +
n∑
k=1
ckmk
=
n∑
k=1
(akXk + iakYk + ibkXk − bkYk) +
n∑
k=1
ckmk
=
( n∑
k=1
akXk −
n∑
k=1
bkYk
)
+ i
( n∑
k=1
bkXk +
n∑
k=1
akYk
)
+
n∑
k=1
ckmk
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Iz (i) znamo da je sistem {Xλ,Yλ} gaussovski. Ako oduzmemo ocˇekivanja s lijeve i s
desne strane, zakljucˇujemo da su varijance dviju zagrada jednake. Naime,
Var
( n∑
k=1
ck(Zλk − mk)
)
= Var
( n∑
k=1
ck(Xk + iYk + mk − mk)
)
= Var
( n∑
k=1
ck(Xk + iYk)
)
= Var
[( n∑
k=1
akXk −
n∑
k=1
bkYk
)
+ i
( n∑
k=1
bkXk +
n∑
k=1
akYk
)]
.
Osim toga, buduc´i da su Zλ medusobno nezavisne za svaki λ ∈ Λ, kovarijanca je
jednaka nuli. Dakle,
∑n
k=1 ckZλk je kompleksna gaussovska slucˇajna varijabla.
(iii) Neka je Z = {Zλ(ω) : λ ∈ Λ} sistem kompleksnih gaussovskih slucˇajnih varijabli
koje su medusobno nezavisne. Analogno kao i u (ii) treba pokazati da je linearna
kombinacija svaka dva Zλ kompleksna gaussovska slucˇajna varijabla. Stavimo
Zλk = mk + Xk − iYk
i uzmimo ck = ak + ibk, ak, bk ∈ R, k = 1, 2, . . . , n. Tada imamo
n∑
k=1
ckZλk =
n∑
k=1
(ak + ibk)(Xk − iYk) +
n∑
k=1
ckmkk
=
n∑
k=1
(akXk − iakYk + ibkXk + bkYk) +
n∑
k=1
ckmk
=
( n∑
k=1
akXk +
n∑
k=1
bkYk
)
+ i
( n∑
k=1
bkXk −
n∑
k=1
akYk
)
+
n∑
k=1
ckmk.
Iz (i) znamo da je sistem {Xλ,Yλ} gaussovski. Sada kao u (ii) zakljucˇujemo da je∑n
k=1 ckZλk kompleksna gaussovska slucˇajna varijabla.
(iv) Neka je Z = {Zλ(ω) : λ ∈ Λ} kompleksni gaussovski sistem. Tada je svaka konacˇna
linearna kombinacija
n∑
k=1
akZλk , ak ∈ C
kompleksna gaussovska slucˇajna varijabla. Uzmemo li Z′ = {Zλ : λ ∈ Λ′}, pri cˇemu
je Λ′ neki podskup od Λ, tada je Z′ takoder kompleksni gaussovski sistem jer su sve
konacˇne linearne kombinacije njegovih cˇlanova upravo gornjeg oblika, pri cˇemu λk
uzimamo samo iz podskupa Λ′.

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Propozicija 2.3.4. Neka je {Z1,Z2} kompleksni gaussovski sistem. Da bi Z1 i Z2 bile neza-
visne, nuzˇno je i dovoljno da vrijedi Cov(Z1,Z2) = 0.
Dokaz. Mozˇemo pretpostaviti da su Z1 i Z2 centrirane slucˇajne varijable. Ako su Z1 i Z2
nezavisne, tada je njihova kovarijanca
E(Z1Z2) = E(Z1)E(Z2) = 0.
Obratno, pretpostavimo da kovarijanca od Z1 i Z2 isˇcˇezava, tj. vrijedi Cov(Z1,Z2) = 0.
Zapisˇimo Z1 i Z2 u obliku (2.9) i stavimo m = 0. Dakle, imamo
Z j = X j + iY j, j = 1, 2.
Prema pretpostavci vrijedi sljedec´e
E{(X1 + iY1)(X2 − iY2)} = 0.
Odavde slijedi
E(X1X2) + E(Y1Y2) = 0,
E(Y1X2) − E(X1Y2) = 0.
S druge strane, linearne kombinacije
Z1 ± Z2 = (X1 ± X2) + i(Y1 ± Y2)
i
Z1 ± iZ2 = (X1 ∓ Y2) + i(Y1 ± X2)
su takoder kompleksne gaussovske. Kako su realni i imaginarni dio svake od njih
medusobno nezavisni, dobivamo
0 = E[(X1 ± X2)(Y1 ± Y2)] = (E(X1Y1) − E(X2Y2)) ± (E(X1Y2) − E(Y1X2))
i
0 = E[(X1 ∓ Y2)(Y1 ± X2)] = (E(X1Y1) − E(X2Y2)) ± (E(X1X2) − E(Y1Y2)).
Odavde imamo
E(X1X2) − E(Y1Y2) = 0,
E(X1Y2) + E(Y1X2) = 0.
Konacˇno,
E(X1X2) = E(Y1Y2) = E(X1Y2) = E(Y1X2) = 0.
Dakle, {X1, X2,Y1,Y2} je nezavisni sistem pa prema teoremu 2.2.3 slijedi da su slucˇajni
vektori (X1,Y1) i (X2,Y2) nezavisni, tj. slucˇajne varijable Z1 i Z2 su nezavisne. 
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Za kompleksni gaussovski sistem Z = {Zλ : λ ∈ Λ} su vektor ocˇekivanja m = (mλ) i
pozitivno definitna kovarijacijska matrica V = (Vλ,µ) dani sa
E(Zλ) = mλ, λ ∈ Λ
E[(Zλ − mλ)(Zµ − mµ)] = Vλ,µ, λ, µ ∈ Λ.
Isto vrijedi i u realnom slucˇaju. Sada stavimo
Vλ,µ = 2(vλ,µ + iwλ,µ), vλ,µ,wλ,µ ∈ R (2.10)
te neka je Zλ = Xλ + iYλ + mλ i Zµ = Xµ + iYµ + mµ kao prije. Primijetimo da su Zλ, Zµ i
Zλ + iZµ kompleksne gaussovske varijable. Vrijedi sljedec´e:
vλ,µ = vµ,λ = E(XλXµ) = E(YλYµ),
wλ,µ = −wµ,λ = E(YλXµ) = −E(XλYµ).
Dokazˇimo najprije da vrijedi vλ,µ = vµ,λ i wλ,µ = −wµ,λ. Za λ, µ ∈ Λ imamo
Vλ,µ = E[(Zλ − mλ)(Zµ − mµ)]
i
Vµ,λ = E[(Zµ − mµ)(Zλ − mλ)].
Odavde dobivamo
Vλ,µ = E[(Xλ + iYλ)(Xµ − iYµ)] = E(XλXµ) − iE(XλYµ) + iE(YλXµ) + E(YλYµ)
= (E(XλXµ) + E(YλYµ)) + i(E(YλXµ) − E(XλYµ)) = 2(vλ,µ + iwλ,µ),
Vµ,λ = E[(Xµ + iYµ)(Xλ − iYλ)] = E(XµXλ) − iE(XµYλ) + iE(YµXλ) + E(YµYλ)
= (E(XµXλ) + E(YλYµ)) + i(E(YµXλ) − E(XµYλ)) = 2(vµ,λ + iwµ,λ)
Dakle,
2vλ,µ = E(XλXµ) + E(YλYµ),
2vµ,λ = E(XµXλ) + E(YλYµ)
pa je 2vλ,µ = 2vλ,µ. Analogno,
2wλ,µ = E(YλXµ) − E(XλYµ),
2wµ,λ = E(YµXλ) − E(XµYλ)
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pa je 2wλ,µ = −2wµ,λ. Stavimo li zbog jednostavnosti mλ = mµ = 0, mozˇemo uocˇiti da
vrijedi
Zλ + Zµ = Xλ + iYλ + Xµ + iYµ = (Xλ + Xµ) + i(Yλ + Yµ)
i
Zλ + iZµ = Xλ + iYλ + iXµ − Yµ = (Xλ − Yµ) + i(Yλ + Xµ).
Buduc´i da su Zλ+Zµ i Zλ+iZµ kompleksne gaussovske slucˇajne varijable, realni i imaginarni
dijelovi su im nezavisni. Sada imamo
E[(Xλ + Xµ)(Yλ + Yµ)] = 0
i
E[(Xλ − Yµ)(Yλ + Xµ)] = 0.
Odavde slijedi
E(XµYλ) = −E(XλYµ)
i
E(XλXµ) = E(YλYµ).
Konacˇno,
vλ,µ = vλ,µ = E(XλXµ) = E(YλYµ),
wλ,µ = −wµ,λ = E(XµYλ) = −E(XλYµ).
Oznacˇimo matrice vλ,µ i wλ,µ s v i w redom,
v = (vλ,µ), w = (wλ,µ). (2.11)
Sada mozˇemo dati pomoc´nu lemu koja je potrebna za dokaz najbitnijeg teorema u ovome
poglavlju.
Lema 2.3.5. Neka je V = (Vλ,µ) kompleksna pozitivno definitna matrica. Uzmimo realne
matrice v i w definirane kao u (2.11) te definirajmo novu matricu υ s
υ =
[
v −w
w v
]
. (2.12)
Tada je υ takoder pozitivno definitna.
Dokaz. Neka je
z =
[
a
b
]
∈ R2
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i z nije nulvektor, tj. barem jedno od a, b nije jednako nuli. Simetricˇna realna matrica υ je
pozitivno definitna ako je zτυz > 0 za svaki takav z. Racˇunamo
zτυz =
[
a b
] [E(XλXµ) −E(XλYµ)
E(XλYµ) E(XλXµ)
] [
a
b
]
=
[
aE(XλXµ) + bE(XλYµ) − aE(XλYµ) + bE(XλXµ)
] [a
b
]
= a2E(XλXµ) + abE(XλYµ) − abE(XλYµ) + b2E(XλXµ)
= (a2 + b2)E(XλXµ).
Tvrdnja propozicije vrijedi jer vektor z nije bio nulvektor i matrica V je po pretpostavci
pozitivno definitna pa je i spomenuto ocˇekivanje vec´e od nule. 
Teorem 2.3.6. Neka je Λ skup parametara. Za dani vektor m = (mλ) i pozitivno definitnu
matricu V = (Vλ,µ) postoji kompleksni gaussovski sistem Z = {Zλ(ω) : λ ∈ Λ} kojemu su m
vektor ocˇekivanja i V kovarijacijska matrica.
Dokaz. Formirajmo pozitivno definitnu matricu υ iz dane kovarijacijske matrice V kao u
lemi 2.3.5. Tada prema teoremu 2.1.2 formiramo realni gaussovski sistem {Xλ,Yλ : λ ∈ Λ}
s vektorom ocˇekivanja 0 i kovarijacijskom matricom υ, gdje {Xλ} i {Yλ} imaju istu kovari-
jacijsku matricu υ i vrijedi
E(YλXλ) = −E(XλYλ) = wλ,µ.
Definirajmo sada pomoc´u vektora m
Zλ(ω) = Xλ(ω) + iYλ(ω) + mλ, λ ∈ Λ. (2.13)
Pokazˇimo da je Zλ, λ ∈ Λ kompleksni gaussovski sistem. Trebamo dokazati da je svaka
konacˇna linearna kombinacija
∑n
k=1 akZλ kompleksna gaussovska slucˇajna varijabla.
n∑
k=1
akZλk =
n∑
k=1
ak(Xλk + iYλk + mλk) =
n∑
k=1
akXλk + i
n∑
k=1
akYλk +
n∑
k=1
akmλk ,
gdje su ak ∈ C. Buduc´i da je prema propoziciji 2.3.3 (i) {Xλ,Yλ : λ ∈ Λ} realni gaussovski
sistem,
∑n
k=1 akXλk i
∑n
k=1 akYλk su medusobno nezavisne realne gaussovske slucˇajne vari-
jable. Takoder,
∑n
k=1 akmλk je kompleksni broj pa je
∑n
k=1 akZλk kompleksna gaussovska
slucˇajna varijabla. 
Propozicija 2.3.7. Neka je dan realni gaussovski proces. Tada mozˇemo formirati komplek-
sni gaussovski proces s istom kovarijacijskom matricom.
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Dokaz. Neka je {Xλ} dani gaussovski proces. Pretpostavimo da je E(Xλ) = 0 za svaki λ.
Uzmimo nezavisnu kopiju od {Xλ} i oznacˇimo je s {Yλ}. Stavimo
Zλ(ω) =
1√
2
(
Xλ(ω) + Yλ(ω)
)
.
Uocˇimo da je {Zλ} kompleksni gaussovski proces. Naime, Xλ i Yλ su medusobno nezavisne
gaussovske slucˇajne varijable s ocˇekivanjem jednakim 0 pa je Zλ kompleksna gaussovska
slucˇajna varijabla. Osim toga, Zλ ima istu kovarijancu kao dani {Xλ}. Izracˇunajmo kovari-
jancu izmedu Zλ i Zµ.
Cov(Zλ,Zµ) = Cov
(
1√
2
(
Xλ(ω) + Yλ(ω)
)
,
1√
2
(
Xµ(ω) + Yµ(ω)
))
=
1
2
(
E[(Xλ + Yλ)(Xµ + Yµ)]
)
=
1
2
(
E(XλXµ + XλYµ + YλXµ + YλYµ)
)
= (linearnost)
=
1
2
(
E(XλXµ) + E(XλYµ) + E(YλXµ) + E(YλYµ)
)
= (nezavisnost)
=
1
2
(
E(XλXµ) + E(Xλ)E(Yµ) + E(Yλ)E(Xµ) + E(YλYµ)
)
.
Buduc´i da je E(Xλ) = E(Yλ) = 0 i, kako je Y naprosto kopija od X, E(XλXµ) = E(YλYµ),
slijedi da je posljednji izraz jednak EXλXµ.. 
Definicija 2.3.8. Kompleksni gaussovski proces definiran kao u dokazu prethodne propo-
zicije zovemo kompleksni oblik od {Xλ}.
Poglavlje 3
Kanonska reprezentacija gaussovskih
procesa
Kazˇemo da je realni gaussovski sistem X = {Xλ(ω) : λ ∈ Λ}
gaussovski proces s diskretnim vremenskim parametrom ako je Λ skup cijelih
brojeva Z ili skup svih nenegativnih cijelih brojeva Z+,
(i)
gaussovski proces s neprekidnim vremenskim parametrom ako je Λ ili cijeli R
ili interval realnih brojeva.
(ii)
U slucˇaju (i) koristimo oznaku Xn, a u slucˇaju (ii) oznaku X(t), gdje n i t predstavljaju
vrijeme. Razlika izmedu gaussovskih procesa s diskretnim vremenskim parametrom i ga-
ussovskih procesa s neprekidnim vremenskim parametrom je velika. U ovom radu c´emo
se baviti samo diskretnim slucˇajem.
3.1 Kanonska reprezentacija gaussovskih procesa s
diskretnim parametrom
Neka je X = {Xn : n ∈ Z+} gaussovski proces s diskretnim parametrom. Pretpostavimo
da je E(Xn) = 0 za svaki n. S obzirom da Xn imaju ocˇekivanje jednako nuli za svaki n,
a varijanca im je konacˇna, zakljucˇujemo da su slucˇajne varijable Xn elementi Hilbertovog
prostora L2(Ω). Gram-Schmidtov postupak ortogonalizacije se mozˇe primijeniti u svakom
Hilbertovom prostoru pa posebno i u L2(Ω). Njime se od proizvoljnog niza u tom prostoru
dolazi do ortonormiranog niza s istom linearnom ljuskom.
Neka L = L{Y1,Y2, . . . ,Yn} oznacˇava vektorski potprostor od L2(Ω) razapet skupom
{Y1,Y2, . . . ,Yn}. Dakle, L je skup svih slucˇajnih varijabli oblika ∑ni=1 aiYi, ai ∈ R. Neka je
25
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(Yn, n ∈ Z+) niz linearno nezavisnih slucˇajnih varijabli u L2(Ω). Tada postoji ortonormiran
niz (ξn, n ∈ Z+) u L2(Ω) takav da ta dva niza razapinju isti potprostor u L2(Ω). Niz
(ξn, n ∈ Z+) konstruiramo induktivno. Stavimo
ξ1 =
Y1
‖Y1‖ .
Opc´enito,
ξn =
Yn − Yˆn
‖Yn − Yˆn‖
,
gdje je Yˆn projekcija od Yn na L{ξ1, . . . , ξn−1} pa je prema propoziciji 1.2.5
Yˆn =
n−1∑
i=1
〈Yn, ξi〉ξi.
Buduc´i da (Yn, n ∈ Z+) i (ξn, n ∈ Z+) razapinju isti potprostor, tj. vrijedi
L{Y1, . . . ,Yn−1} = L{ξ1, . . . , ξn−1}
i Y1, . . . ,Yn su linearno nezavisne, imamo ‖Yn − Yˆn‖ > 0. Dakle, ξn je dobro defini-
ran. Iz konstrukcije slijedi ‖ξn‖ = 1, n ∈ N i 〈ξn, ξ j〉 = 0 za svako j < n pa je niz
(ξn, n ∈ Z+) doista ortonormiran.
Ako je (ξn, n ∈ Z+) ortonormirani niz u L2(Ω), tada za svako X iz zatvaracˇa njegove
linearne ljuske i svako  > 0 postoje n ∈ Z+ i a1, . . . , an ∈ R takvi da je∥∥∥∥X − n∑
i=1
aiξi
∥∥∥∥ < .
Tada iz propozicije 1.2.5 slijedi ∥∥∥∥X − n∑
i=1
〈X, ξi〉ξi
∥∥∥∥ < .
Odavde zakljucˇujemo da je za svako X ∈ L2(Ω)
X =
∞∑
i=1
〈X, ξi〉ξi
pri cˇemu konvergenciju razmatramo u normi prostora L2(Ω), tj. u srednjem reda 2.
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Primijenimo sada postupak ortogonalizacije na Xn, n = 1, 2, . . ., pri cˇemu je
{Xn : n ∈ Z+} gaussovski proces s diskretnim parametrom kao s pocˇetka odjeljka. Do-
bivamo
X1 = a1,1ξ1
X2 = a2,1ξ1 + a2,2ξ2
. . .
Opc´enito vrijedi
Xn =
n∑
j=1
an, jξ j (3.1)
za sve realne an, j, j ≤ n i neki ortonormirani niz {ξn} iz L2(Ω,P). Gram-Schmidtov postu-
pak ortogonalizacije josˇ postizˇe da je:
am,m > 0 za svaki m ∈ N. (3.2)
Uocˇimo da je svaki ξ j, j ≤ n linearna kombinacija od Xk, k ≤ j. Kako su Xn gaussovske
slucˇajne varijable, tada su i ξn, n ∈ Z+ gausovske, a prema propoziciji 1.2.3 su nekorelirane
te su onda i medusobno nezavisne prema teoremu 2.2.3.
Mozˇemo dati izraz za uvjetno ocˇekivanje,
E(Xn|X1, X2, . . . , Xk) =
k∑
j=1
an, jξ j, (3.3)
koji dobivamo na sljedec´i nacˇin:
E(Xn|X1, X2, . . . , Xk) = E
[ n∑
j=1
an, jξ j
∣∣∣∣ a1,1ξ1, . . . , k∑
j=1
ak, jξ j
]
= (prema propoziciji 1.2.7 (2.))
= an,1E
[
ξ1
∣∣∣∣ a1,1ξ1, . . . , k∑
j=1
ak, jξ j
]
+ . . . + an,kE
[
ξk
∣∣∣∣ a1,1ξ1, . . . , k∑
j=1
ak, jξ j
]
+ an,k+1E
[
ξk+1
∣∣∣∣ a1,1ξ1, . . . , k∑
j=1
ak, jξ j
]
+ . . . + an,nE
[
ξn
∣∣∣∣ a1,1ξ1, . . . , k∑
j=1
ak, jξ j
]
= (prema propoziciji 1.2.7 (7.) i (9.))
= an,1ξ1 + . . . + an,kξk + an,k+1E (ξk+1) + . . . + an,nE (ξn) =
(
E(ξn) = 0 za svaki n
)
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= an,1ξ1 + . . . + an,kξk =
k∑
j=1
an, jξ j.
Sada mozˇemo definirati kanonsku reprezentaciju gaussovskog procesa.
Definicija 3.1.1. Neka je X = {Xn : n ∈ Z+} gaussovski proces i neka vrijedi E(Xn) = 0 za
svaki n. Ako postoji dvostruki niz an, j, j ≤ n, takav da za sistem nezavisnih standardnih
gaussovskih slucˇajnih varijabli {ξn : n ∈ Z+} procesi X i Y = {Yn : n ∈ Z+}, takav da vrijedi
Yn =
n∑
j=1
an, jξ j,
imaju istu vjerojatnosnu distribuciju, tada sistem {an, j : j ≤ n, ξn : n ∈ Z+} zovemo re-
prezentacija od X. Ako reprezentacija {an, j : j ≤ n, ξn : n ∈ Z+} zadovoljava uvjete (3.1),
(3.2) i (3.3), tada je zovemo kanonska repezentacija od X. Sistem {ξn} zovemo inovacijski
proces od X, a za dvostruki niz an, j kazˇemo da je kanonska jezgra reprezentacije.
U nastavku dajemo bitan rezultat ovog poglavlja koji nam garantira egzistenciju i je-
dinstvenost kanonske reprezentacije.
Teorem 3.1.2. Gaussovski proces X = {Xn : n ∈ Z+} uvijek ima kanonsku reprezentaciju i
ona je jedinstvena u smislu da ako su {an, j, ξn} i {a′n, j, ξ′n} dvije kanonske reprezentacije od
X, tada je an, j = a′n, j za svake n, j ∈ N, n ≥ j.
Dokaz. Za dani gaussovski proces X = {Xn : n ∈ Z+} znamo da su slucˇajne varijable
Xn elementi Hilbertovog prostora L2(Ω) i na taj niz mozˇemo primijeniti Gram-Schmidtov
postupak ortogonalizacije kao u uvodnom dijelu ovog odjeljka. Dakle, za Xn postoje realni
dvostruki niz an, j, j ≤ n i ortonormirani niz {ξn}, n ∈ Z+ na L2(Ω) takvi da je
Xn =
n∑
j=1
an, jξ j.
Buduc´i da {an, j, ξn} zadovoljava uvjete (3.1), (3.2) i (3.3), zakljucˇujemo da je {an, j, ξn} ka-
nonska reprezentacija od X.
Preostaje nam dokazati jedinstvenost. Pretpostavimo da postoje dvije kanonske repre-
zentacije {an, j, ξn} i {a′n, j, ξ′n} od X, tj. da vrijedi
Xn =
n∑
j=1
an, jξ j
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i
Xn =
n∑
j=1
a′n, jξ
′
j.
Stavimo sada u (3.3) k = n − 1. Tada vrijedi
E(Xn|X1, X2, . . . , Xn−1) =
n−1∑
j=1
an, jξ j
i
E(Xn|X1, X2, . . . , Xn−1) =
n−1∑
j=1
a′n, jξ
′
j
Uocˇimo da je
[
Xn − E(Xn|X1, X2, . . . , Xn−1)]2 = [ n∑
j=1
an, jξ j −
n−1∑
j=1
an, jξ j
]2
=
[ n−1∑
j=1
an, jξ j + an,nξn −
n−1∑
j=1
an, jξ j
]2
= a2n,nξ
2
n
i analogno
[
Xn − E(Xn|X1, X2, . . . , Xn−1)]2 = [ n∑
j=1
a′n, jξ
′
j −
n−1∑
j=1
a′n, jξ
′
j
]2
=
[ n−1∑
j=1
a′n, jξ
′
j + a
′
n,nξ
′
n −
n−1∑
j=1
a′n, jξ
′
j
]2
= a′2n,nξ
′2
n .
Kako Xn − E(Xn|X1, X2, . . . , Xn−1) ne ovisi o izboru reprezentacije, dobili smo a2n,nξ2n =
a′2n,nξ
′2
n . Uzimanjem ocˇekivanja proizlazi a
2
n,nEξ
2
n = a
′2
n,nEξ
′2
n , tj. a
2
n,n‖ξn‖2 = a′2n,n‖ξ′n‖2 pa
zbog normiranosti zakljucˇujemo a2n,n = a
′2
n,n. Vadenjem drugog korijena slijedi an,n = a
′
n,n.
Napomenimo da je n bio proizvoljan pa smo zapravo dokazali jedinstvenost (tj. jednakost)
dijagonalnih elemenata dvostrukog niza. Pogledajmo kako izgleda kovarijanca izmedu Xm
i Xn za m < n.
Cov(Xm, Xn) = E[(Xm − E(Xm))(Xn − E(Xn))] =
(
koristec´i E(Xm) = E(Xn) = 0
)
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= E(XmXn) = E
[( m∑
j=1
am, jξ j
)( n∑
j=1
an, jξ j
)]
= E
[(
am,1ξ1 + . . . + am,mξm
)(
an,1ξ1 + . . . + an,mξm + an,m+1ξm+1 + . . . + an,nξn
)]
= E
(
am,1an,1ξ21 + am,1an,2ξ1ξ2 + . . . + am,1an,nξ1ξn + . . .
+ am,man,mξ2m + . . . + am,man,nξmξn
)
=
(
linearnost
)
=
m∑
j=1
am, jan, jE(ξ2j ) +
∑
1≤ j≤m
1≤k≤n
j,k
am, jan,kE(ξ jξk) =
(
nezavisnost
)
=
m∑
j=1
am, jan, jE(ξ2j ) =
(
koristec´i E(ξ2j ) = 1 jer je ξ
2
j ∼ χ2(1)
)
=
m∑
j=1
am, jan, j.
Analogno, ako uzmemo kanonsku reprezentaciju {a′n, j, ξ′j}, dobivamo
Cov(Xm, Xn) =
m∑
j=1
a′m, ja
′
n, j.
Tvrdnju sada dokazujemo matematicˇkom indukcijom. Izjednacˇimo li dvije dobivene
sume,
m∑
j=1
am, jan, j =
m∑
j=1
a′m, ja
′
n, j,
za m = 1 dobivamo
a1,1an,1 = a′1,1a
′
n,1.
Po prethodno pokazanome znamo da vrijedi
a1,1 = a′1,1 > 0
pa odavde dijeljenjem slijedi
an,1 = a′n,1
i to za svaki n. Za m = 2 imamo
a2,1an,1 + a2,2an,2 = a′2,1a
′
n,1 + a
′
2,2a
′
n,2,
a znamo da je
a2,2 = a′2,2 > 0
te iz prethodnog koraka
a2,1 = a′2,1 i an,1 = a
′
n,1.
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Sada zakljucˇujemo da je
an,2 = a′n,2
za svaki n. Pretpostavimo da tvrdnja vrijedi za j ≤ n, tj. da vrijedi
a j,1an,1 + . . . + a j, jan, j = a′j,1a
′
n,1 + . . . + a
′
j, ja
′
n, j.
Sada za m = j + 1 imamo
a j+1,1an,1 + . . . + a j+1, jan, j + a j+1, j+1an, j+1 = a′j+1,1a
′
n,1 + . . . + a
′
j+1, ja
′
n, j + a
′
j+1, j+1a
′
n, j+1.
Zbog pretpostavke indukcije i jednakosti dijagonalnih elemenata dobivamo
an, j+1 = a′n, j+1
i to za svaki n. Dakle, za svaki n ∈ N i svaki j ≤ n vrijedi
an, j = a′n, j.
Time je dokazana jedinstvenost kanonske reprezentacije. 
3.2 Karakterizacija Markovljevog svojstva za gaussovske
procese
Neka je X = {Xn : n ∈ Z+} gaussovski proces i {an, j, ξn} kanonska reprezentacija od X dana
sa
an, j = acn− j, j ≤ n.
Tada za svaki n > k mozˇemo izracˇunati uvjetno ocˇekivanje na sljedec´i nacˇin:
E(Xn|X1, X2, . . . , Xk) =
k∑
j=1
acn− jξ j =
k∑
j=1
acn−k+k− jξ j
= cn−k
k∑
j=1
ack− jξ j = cn−kXk,
gdje prva jednakost slijedi iz (3.3) i oblika kanonske reprezentacije od X. Uocˇimo da Xn
mozˇemo zapisati kao sumu dva nezavisna izraza,
Xn =
n∑
j=1
acn− jξ j =
k∑
j=1
acn− jξ j +
n∑
j=k+1
acn− jξ j
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=
(
prema prethodno pokazanome
)
= cn−kXk +
n∑
j=k+1
acn− jξ j.
Uzmemo li sada uvjetnu vjerojatnost P(Xn ≤ x|X1, X2, . . . , Xk), tj. uvjetno ocˇekivanje
E(1{Xn≤x}|X1, X2, . . . , Xn),
dobivamo da za svaki par (n, k), k ≤ n vrijedi
P(Xn ≤ x|X1, X2, . . . , Xk) = P(Xn ≤ x|Xk), (3.4)
gdje je x ∈ R.
Definicija 3.2.1. Kazˇemo da je slucˇajni proces X = {Xn : n ∈ Z+} Markovljev proces ako
za x ∈ R i sve n i k takve da je k < n vrijedi (3.4) P−g.s. Svojstvo (3.4) zovemo Markovljevo
svojstvo.
Uocˇimo da je gaussovski proces s kanonskom reprezentacijom an, j = acn− j, j ≤ n
zapravo Markovljev proces.
Stavljamo uvjet da je gaussovski proces X nedegeneriran u smislu da vrijedi
E(Xn|Xk, k ≤ n − 1) , Xn.
U nastavku dajemo teorem koji nam daje nuzˇne i dovoljne uvjete da bi gaussovski
proces bio Markovljev.
Teorem 3.2.2. Gaussovski proces X = {Xn : n ∈ Z+} je Markovljev proces ako i samo ako
kanonska jezgra ima sljedec´i oblik:
an, j = an · b j, j ≤ n. (3.5)
Dokaz. Pretpostavimo da je kanonska jezgra reprezentacije gaussovskog procesa X dana
sa (3.5). Tada X mozˇemo zapisati u obliku
X =
n∑
j=1
anb jξ j.
Primijetimo usput da iz an,n , 0 slijedi an , 0 i b j , 0 za svake n i j. Za svaki par
(n, k), k ≤ n uvjetno ocˇekivanje je dano sa
E(Xn|X1, X2, . . . , Xk) = anak Xk.
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Naime,
E(Xn|X1, X2, . . . , Xk) = (koristec´i (3.3))
=
k∑
j=1
anb jξ j
=
k∑
j=1
an
ak
akb jξ j
=
an
ak
k∑
j=1
akb jξ j
= (koristec´i (3.1))
=
an
ak
Xk.
Uocˇimo da Xn mozˇemo zapisati kao sumu dva izraza,
Xn =
n∑
j=1
anb jξ j
=
k∑
j=1
anb jξ j +
n∑
j=k+1
anb jξ j
=
k∑
j=1
an
ak
akb jξ j +
n∑
j=k+1
anb jξ j
=
an
ak
Xk +
n∑
j=k+1
anb jξ j.
Uzmemo li sada uvjetnu vjerojatnost, tj. uvjetno ocˇekivanje, za x ∈ R dobivamo sljedec´e
P(Xn ≤ x|X1, X2, . . . , Xk) = E(1{Xn≤x}|X1, X2, . . . , Xk)
= E(1{Xn≤x}|Xk) =
= P(Xn ≤ x|Xk).
S obzirom da gaussovski proces X zadovoljava Markovljevo svojstvo slijedi da je X Mar-
kovljev proces.
Obratno, neka je X Markovljev proces i {an, j, ξn} kanonska reprezentacija od X. Buduc´i
da X zadovoljava Markovljevo svojstvo, vrijedi i sljedec´e
E(Xn|X1, X2, . . . , Xk) = E(Xn|Xk) P − g.s.
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za svaki par (n, k) gdje je k ≤ n. Lijeva strana gornjeg izraza je prema (3.3) jednaka
k∑
j=1
an, jξ j.
Obzirom da je {Xk, Xn}Gaussovski sistem, imamo E(Xn|Xk) = cn,kXk za neku konstantu cn,k.
Izjednacˇavanje izraza daje
k∑
j=1
an, jξ j = cn,k
k∑
j=1
ak, jξ j.
Obzirom da su ξ1, . . . , ξk linearno nezavisni (jer su medusobno ortogonalni), izjednacˇavanjem
koeficijenata dobivamo
an, j = cn,kak, j.
Buduc´i da je k proizvoljan, vrijedi da su retci matrice (an, j) proporcionalni, odakle lako
slijedi tvrdnja. 
Koristec´i gornji teorem mozˇemo dokazati sljedec´u tvrdnju.
Korolar 3.2.3. Nedegeneriran gaussovski proces je Markovljev ako i samo ako za kovari-
jacijsku matricu vrijedi sljedec´e
Γm,n = amancn, m ≥ n, (3.6)
pri cˇemu su an , 0 i (cn) je rastuc´i niz pozitivnih brojeva.
Dokaz. Pretpostavimo da je E(Xn) = 0 za svaki n i da je X Markovljev proces. Izracˇunajmo
kovarijancu izmedu Xm i Xn, gdje je m ≥ n.
Cov(Xm, Xn) = E(XmXn) − E(Xm)E(Xn)
= (koristec´i E(Xn) = 0 za svaki n)
= E(XmXn)
= (iz dokaza teorema 3.1.2)
=
n∑
j=1
am, jan, j
= (koristec´i teorem 3.2.2)
=
n∑
j=1
anb jamb j
= aman
n∑
j=1
b2j .
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Stavimo sada
cn :=
n∑
j=1
b2j .
Obratno, neka je kovarijacijska matrica od X dana sa (3.6) i neka je cn =
∑n
j=1 b
2
j za neki
niz realnih brojeva (b j). To mozˇemo pretpostaviti radi pretpostavke da je niz (cn) rastuc´i.
Definiramo gaussovski proces Y sa
Yn =
n∑
j=1
anb jξ j,
gdje je {ξn} nezavisni sistem standardnih gaussovskih slucˇajnih varijabli. Izracˇunajmo ko-
varijancu izmedu Ym i Yn za m ≥ n.
Cov(Ym,Yn) = E(YmYn) − E(Ym)E(Yn)
= E
[( m∑
j=1
amb jξ j
)( n∑
j=1
anb jξ j
)]
− E
( m∑
j=1
amb jξ j
)
E
( n∑
j=1
anb jξ j
)
= (koristec´i linearnost i E(ξn) = 0 za svaki n)
= E
[( m∑
j=1
amb jξ j
)( n∑
j=1
anb jξ j
)]
= E
( ∑
1≤ j≤m
1≤k≤n
j,k
amanb jbkξ jξk
)
= (koristec´i linearnost, nezavisnost i E(ξn) = 0 za svaki n)
=
n∑
j=1
amanb2jE(ξ
2
j )
= (koristec´i E(ξ2j ) = 1 jer je ξ j ∼ χ2(1))
=
n∑
j=1
amanb2j
= amancn.
Dakle, X i Y su isti gaussovski proces. Da bismo dokazali da za Y vrijedi Markovljevo svoj-
stvo, prema teoremu 3.2.2 trebamo pokazati da je {anb j, ξn} kanonska reprezentacija, tj. da
vrijede svojstva (3.1), (3.2) i (3.3). Svojstvo (3.1) slijedi iz definicije Yn, a Gram-Schmidtov
postupak ortogonalizacije nam osigurava da vrijedi anbn , 0 pa je time zadovoljeno i svoj-
stvo (3.2). Buduc´i da su {ξ j} medusobno linearno nezavisni za 1 ≤ j ≤ n i anbn , 0 za
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svaki n, zakljucˇujemo da {Y1,Y2, . . . ,Yn} i {ξ1, ξ2, . . . , ξn} razapinju isti vektorski prostor.
Sada je
E(Yn|Y1, . . . ,Yk) = E
( n∑
j=1
anb jξ j
∣∣∣∣Y1, . . . ,Yk)
= (linearnost)
= anb1E(ξ1|Y1, . . . ,Yk) + . . . + anbkE(ξk|Y1, . . . ,Yk)
+ anbk+1E(ξk+1|Y1, . . . ,Yk) + . . . + anbnE(ξn|Y1, . . . ,Yk)
= (koristec´i propoziciju 1.2.7 (7.) i (9.))
= anb1ξ1 + . . . + anbkξk + E(ξk+1) + . . . + E(ξn)
= (koristec´i E(ξn) = 0)
=
k∑
j=1
anb jξ j.
Time je pokazano svojstvo (3.3). 
Poglavlje 4
Stacionarni gaussovski procesi
U ovom poglavlju bavit c´emo se slucˇajnim procesima na prostoru L2(Ω). Pocˇet c´emo s
definicijom stacionarnih procesa koji nisu nuzˇno gaussovski, a onda c´emo se usredotocˇiti
na gaussovske procese s diskretnim parametrom. Za skup parametara uzimamo skup cijelih
brojeva Z, a n predstavlja vremenski parametar na Z.
4.1 Stacionarni procesi s diskretnim parametrom
Neka je (Ω,F ,P) vjerojatnosni prostor i X = {Xn : n ∈ Z} slucˇajni proces na danom vjero-
jatnosnom prostoru. Slucˇajni proces na L2(Ω) je familija realnih ili kompleksnih slucˇajnih
varijabli s konacˇnim drugim momentom. Kada govorimo o slucˇajnim procesima na L2(Ω),
mislimo na svojstva slucˇajnih procesa vezanih uz autokovarijacijsku funkciju.
Definicija 4.1.1. Neka je X = {Xn : n ∈ Z} slucˇajni proces. Autokovarijacijska funkcija
procesa, u oznaci γ(m, n) dana je sa
γ(m, n) = Cov(Xm, Xn), m, n ∈ Z.
Definicija 4.1.2. Slucˇajni proces X = {Xn : n ∈ Z} je slabo stacionaran ako vrijedi
1. E(|Xn|2) < ∞ za svaki n ∈ Z,
2. E(Xn) = m za svaki n ∈ Z, gdje je m konstanta nezavisna od n
3. za svaki h ∈ Z zajednicˇka distribucija od (Xn, Xn+h) ne ovisi o n pa ni autokovarija-
cijska funkcija γ(h) = Cov(Xn+h, Xn) ne ovisi o n.
Definicija 4.1.3. Kazˇemo da je slucˇajni proces X stacionaran ako slucˇajni vektori
(Xn, Xn+1, . . . , Xn+k−1) i (Xn+h, Xn+h+1, . . . , Xn+h+k+1) imaju istu vjerojatnosnu distribuciju za
sve n, h ∈ Z.
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Drugim rijecˇima, slucˇajni proces je stacionaran ako svaka konacˇno-dimenzionalna za-
jednicˇka distribucija ovisi samo o pomaku h i ne ovisi o vremenu.
Kako uredeni par (Xn, Xn+h) sacˇinjavaju naprosto dvije koordinate vektora
(Xn, Xn+1, . . . , Xn+h) (za h ≥ 0) ili (Xn+h, Xn+h+1, . . . , Xn) (za h < 0), slijedi da stacionar-
nost implicira slabu stacionarnost. Vremenska homogenost autokovarijacijske funkcije γ
se vidi josˇ direktnije. Naime,
E[XmXn] =
∫ ∞
−∞
∫ ∞
−∞
xydFXm,Xn(x, y) =
∫ ∞
−∞
xydFXm+h,Xn+h(x, y) = E[Xm+hXn+h]
i slicˇno,
E(Xn) =
∫ ∞
−∞
xdFXn(x) =
∫ ∞
−∞
xdFXn+h(x) = E(Xn+h).
Obrat opc´enito ne vrijedi. Na primjer, neka su Zn ∼ N(0, 1) nezavisne i jednako distri-
buirane za svaki n i definirajmo slucˇajni proces X na sljedec´i nacˇin
Xn =
Zn, n paran,1√
2
(Z2n−1 − 1), n neparan.
X je slabo stacionaran. Naime,
EXn =
E(Zn) = 0, n paran,E( 1√
2
(Z2n−1 − 1)
)
= 1√
2
(
E(Z2n−1) − 1
)
= 0, n neparan
i
VarXn =
Var(Zn) = 1, n paran,Var( 1√
2
(Z2n−1 − 1)
)
= 12Var(Z
2
n−1) = 1, n neparan.
Uocˇimo da je kovarijanca zbog nezavisnosti jednaka nuli. Za n i h parne imamo
Cov(Xn, Xn+h) = Cov(Zn,Zn+h)
= E(ZnZn+h) − E(Zn)E(Zn+h) = (nezavisnost)
= E(Zn)E(Zn+h) − E(Zn)E(Zn+h) = 0.
Za n paran i h neparan imamo
Cov(Xn, Xn+h) = Cov
(
Zn,
1√
2
(Z2n−1+h − 1)
)
=
1√
2
E(Zn(Z2n−1+h − 1)) −
1√
2
E(Zn)E(Z2n−1+h − 1)
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=
1√
2
E(ZnZ2n−1+h) = (nezavisnost) = 0.
Za n i h neparne imamo
Cov(Xn, Xn+h) = Cov
( 1√
2
(Z2n−1 − 1)
1√
2
(Z2n−1+h − 1)
)
=
1
2
E((Z2n−1 − 1)(Z2n−1+h − 1)) −
1
2
E(Z2n−1 − 1)E(Z2n−1+h − 1)
= (nezavisnost) = 0.
Slucˇaj n neparan i h paran dobivamo analogno kao za n paran i h neparan. Dakle, X je
slabo stacionaran. Zanima nas jesu li distribucije za n paran i n neparan jednake. Za n
paran imamo
P(Xn ≤ x) = P(Zn ≤ x),
a za n neparan
P(Xn ≤ x) = P
( 1√
2
(Z2n−1 − 1) ≤ x
)
= P(Z2n−1 ≤
√
2x + 1)
= P
(
−
√√
2x + 1 ≤ Zn−1 ≤
√√
2x + 1
)
.
Ako uzmemo x = 0, dobivamo
P(Xn ≤ x) =
0.5, n paran,φ(1) − φ(−1) = 0.6826, n neparan,
gdje je φ(x) funkcija distribucije standardne gaussovske slucˇajne varijable. S obzirom da
distribucije nisu jednake, zakljucˇujemo da X nije stacionaran.
Definicija 4.1.4. Neka je X = {Xn : n ∈ Z} stacionarni slucˇajni proces. Ako je X gaussov-
ski, tada kazˇemo da je X stacionarni gaussovski proces.
Pokazali smo da opc´enito slaba stacionarnost ne povlacˇi stacionarnost, no u slucˇaju
gaussovskih procesa implikacija vrijedi. Sljedec´i rezultat to dokazuje.
Propozicija 4.1.5. Ako je X = {Xn : n ∈ Z} slabo stacionarni gaussovski slucˇajni proces,
on je ujedno i stacionaran.
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Dokaz. Neka je X slabo stacionarni gaussovski proces i neka su n, h, k ∈ Z, k > 0 pro-
izvoljni. Zbog E(Xn) = m k-dimenzionalni slucˇajni vektori iz definicije stacionarnosti,
(Xn, Xn+1, . . . , Xn+k−1) i (Xn+h, Xn+h+1, . . . , Xn+h+k+1), imaju isti vektor ocˇekivanja
(m,m, . . . ,m). Nadalje, kovarijanca ne ovisi o n, tj. za i, j vrijedi
Cov(Xn+i, Xn+ j) = Cov(Xn+i+h, Xn+ j+h) = γ(h).
Buduc´i da dani slucˇajni vektori imaju isti vektor ocˇekivanja i istu kovarijacijsku matricu,
prema teoremu 2.1.2 zakljucˇujemo da (Xn, Xn+1, . . . , Xn+k−1) i (Xn+h, Xn+h+1, . . . , Xn+h+k+1)
imaju istu gaussovsku distribuciju. Prema tome, X je stacionaran. 
Sada c´emo dati neka osnovna svojstva slabo stacionarnih procesa.
Definicija 4.1.6. Neka je X = {Xn : n ∈ Z} slabo stacionarni proces. Definiramo
H(X) = L2{Xn : n ∈ Z} (4.1)
Hn(X) = L2{Xk : k ≤ n}, n ∈ Z (4.2)
H−∞(X) =
⋂
n∈Z
Hn(X), (4.3)
gdje Hn(X) = L2{Xk : k ≤ n}, n ∈ Z znacˇi da je Hn(X) zatvoreni linearni potprostor od
L2(Ω) razapet sa {Xk : k ≤ n}.
Primijetimo da Hn(X) ↓ H−∞(X) kada n ↓ −∞ i Hn(X) ↑ H(X) kada n ↑ +∞. Prema
definiciji ocˇito vrijedi i
Hn(X) ⊆ Hn+1(X), za svaki n ∈ Z. (4.4)
Ako je Y ∈ L2(Ω), oznacˇimo s PnY ortogonalnu projekciju od Y na Hn(X). Osim toga,
definirajmo operator pomaka Th na H(X) s
Th
( n∑
k=m
akXk
)
=
n∑
k=m
akXk+h,
za svake m, n ∈ Z, m ≤ n i za svake koeficijente ak te prosˇirimo po ogranicˇenosti na cijeli
prostor H(X). Naime, zbog∥∥∥∥Th( n∑
k=m
akXk
)∥∥∥∥2 = n∑
k,l=m
akalE(Xk+hXl+h) =
n∑
k,l=m
akalE(XkXl) =
∥∥∥∥ n∑
k=m
akXk
∥∥∥∥2
vidimo da je gornjom formulom definirana izometrija na potprostoru konacˇnih lineranih
kombinacija varijabli Xk te se ona jedinstveno prosˇiruje do izometrije Th na zatvaracˇu tog
potprostora, sˇto je upravo H(X). Nadalje, primijetimo da je inverz operatora Th upravo
operator T−h pa je Th izometrija s inverzom koji je takoder izometrija. Dakle, usput smo
pokazali da je Th unitarni operator na H(X).
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Definicija 4.1.7. Neka je X = {Xn : n ∈ Z} slabo stacionarni proces. Kazˇemo da je X
deterministicˇki proces ako je H−∞(X) = H(X) ili, ekvivalentno, ako se Hn(X) ne mijenja
s n, tj. Hn(X) = H(X) za svaki n ∈ Z. Za X kazˇemo da je nedeterministicˇki proces ako
H−∞(X) $ H(X). Ako je H−∞(X) ⊆ L2{1}, gdje L2{1} oznacˇava potprostor od L2(Ω) koji
sadrzˇi samo konstante, L2{1} = R, tada za X kazˇemo da je potpuno nedeterministicˇki
proces.
Za potpuno nedeterministicˇki proces X se relacija iz definicije mozˇe zamijeniti sa sla-
bijom relacijom
Hn(X) $ Hn+1(X), za neki n ∈ Z. (4.5)
Da bismo predvidjeli Xn+h s danim Xk, k ≤ n, trazˇimo element prostora Hn(X) najblizˇi
Xn+h u prostoru L2(Ω), a to je PnXn+h. Iz definicije operatora pomaka zakljucˇujemo
ThHn(X) = Hn+h(X), za n, h ∈ Z. (4.6)
Takoder vrijedi i sljedec´e
ThPkXn = Pk+hXn+h, k ≤ n. (4.7)
Kako bismo pokazali da to vrijedi, prvo primijetimo da je po definiciji projekcije PkXn ∈
Hk(X) i Xn − PkXn ⊥ Hk(X). Iz (4.6) slijedi ThPkXn ∈ Hk+h(X), a buduc´i da je operator
pomaka unitarni operator, on cˇuva skalarni produkt pa vrijedi
Th(Xn − PkXn) ⊥ ThHk(X) = Hk+h(X).
Drugim rijecˇima,
Xn+h − ThPkXn ⊥ Hk+h(X).
Dakle, ThPkXn = Pk+hXn+h.
Pretpostavimo da je E(Xn) = 0 za svaki n ∈ Z.
Teorem 4.1.8. (Woldov teorem dekompozicije)
Svaki slabo stacionarni proces X = {Xn : n ∈ Z}mozˇemo zapisati kao zbroj dva medusobno
ortogonalna stacionarna procesa
X = X′ + X′′, (4.8)
gdje je X′ = {X′n : n ∈ Z} potpuno nedeterministicˇki proces, a X′′ = {X′′n : n ∈ Z}
deterministicˇki proces. Osim toga, takva dekompozicija je jedinstvena.
Dokaz. Definiramo X′′n = P−∞Xn i X
′
n = Xn − X′′n . Buduc´i da je P−∞Xn ortogonalna pro-
jekcija od Xn na H−∞(X), vrijedi X′′n ∈ H−∞(X) i X′n = Xn − X′′n ⊥ H−∞(X) za svaki n ∈ Z.
Odavde slijedi da su X′n i X
′′
n medusobno ortogonalni.
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Kako je Xn ∈ Hn(X) i X′′n ∈ H−∞(X) ⊆ Hn(X) (po definiciji presjeka), imamo X′n =
Xn −X′′n ∈ Hn(X) za svaki n. Buduc´i da je X′n element iz Hn(X), vrijedi H−∞(X′) ⊂ H−∞(X).
No, pokazali smo da vrijedi X′n ⊥ H−∞(X) pa je H−∞(X′) ⊥ H−∞(X). Dakle, H−∞(X′) = {0}
pa je X′ potpuno nedeterministicˇki proces.
Da bismo pokazali da je X′′ deterministicˇki proces, uocˇimo da iz X′′n ∈ H−∞(X), za svaki
n ∈ Z, slijedi H(X′′) ⊆ H−∞(X). Takoder, kako zbog definicije procesa X vrijedi Xn = X′n +
X′′n , za svaki n, te kako su X
′ i X′′ medusobno ortogonalni i vrijedi X′n, X
′′
n ∈ Hn(X), slijedi
Hn(X) = Hn(X′) ⊕ Hn(X′′). Zbog definicije presjeka imamo H−∞(X) ⊆ Hn(X′) ⊕ Hn(X′′)
za svaki n. No, kako je H−∞(X) ⊥ X′n, slijedi H−∞(X) ⊆ Hn(X′′). Konacˇno, zakljucˇujemo
H(X′′) = Hn(X′′) (= H−∞(X′′)), tj. da je X′′ deterministicˇki.
Preostaje nam dokazati jedinstvenost dekompozicije. Ako vrijedi Xn = X′n + X
′′
n , gdje je
X′ potpuno nedeterministicˇki, a X′′ deterministicˇki proces, prema prethodno dokazanome
imamo Hn(X) = Hn(X′) ⊕ Hn(X′′) = Hn(X′) ⊕ H(X′′) (jer je X′′ deterministicˇki proces).
Uocˇimo da ako je Z ∈ H−∞(X) i Z ⊥ H(X′′), tada je Z ∈ Hn(X′) za svaki n. Odavde slijedi
da je H−∞(X) = H−∞(X′) ⊕ H(X′′). Buduc´i da je X′ potpuno nedeterministicˇki, vrijedi
H−∞(X) = H(X′′). Tada imamo Xn = X′n + X
′′
n , X
′′
n ∈ H(X′′) = H−∞(X) i X′n ⊥ H(X′′) =
H−∞(X). Dakle, X′′n = P−∞Xn pa je time dokazana tvrdnja. 
U prethodnom teoremu smo slabo stacionarni proces X prikazali kao sumu dva
medusobno ortogonalna procesa X′ i X′′ u L2(Ω). X′ je potpuno nedeterministicˇki u
smislu da dugorocˇno gledano nije moguc´a korisna predikcija. Drugim rijecˇima, pozna-
vanje prosˇlosti procesa ne pomazˇe u predikciji X′n+h za veliki h. X
′′ je deterministicˇki u
smislu da ako je poznat X′′n za svaki n, moguc´e je savrsˇeno predvidjeti X
′′
n+h za h > 0.
Osnovni rezultat Woldovog teorema je da je deterministicˇka komponenta savrsˇeno pre-
dvidljiva te da se mozˇe nac´i jednostavna formula za predvidanje potpuno nedeterminsticˇke
komponente.
Pokazali smo da bilo koji slabo stacionarni proces mozˇemo zapisati kao zbroj potpuno
nedeterministicˇkog i deterministicˇkog procesa. Za stacionarne gaussovske procese vrijedi
ista tvrdnja, a zbog svojstava gaussovske distribucije, dobivamo i nezavisnost izmedu pot-
puno nedeterministicˇke i deterministicˇke komponente.
Propozicija 4.1.9. Stacionarni gaussovski proces X = {Xn : n ∈ Z} mozˇemo zapisati u
obliku (4.8), gdje je X′ potpuno nedeterministicˇki i X′′ deterministicˇki proces. Osim toga,
X′i X′′ su nezavisni.
Dokaz. Najprije pokazˇimo da su X′ i X′′ gaussovski procesi. Buduc´i da je X gaussovski
sistem, isto vrijedi za njegovu linearnu ljusku i podsisteme. Naime, ako je X gaussovski
sistem, tada je svaka konacˇna linearna kombinacija
n∑
k=m
akXk,
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gdje su m ≤ k ≤ n realni brojevi, gaussovska slucˇajna varijabla. Kako je linearna lju-
ska skup svih linearnih kombinacija, a za X su sve konacˇne linearne kombinacije ga-
ussovske slucˇajne varijable, tada to vrijedi i za njegovu linearnu ljusku. Prema tome,
H(X) kao potprostor od L2(Ω) razapet s {Xn : n ∈ Z} je gaussovski sistem. Uzmemo li
X′ = {Xk : k ∈ A}, gdje je A podskup skupa cijelih brojeva Z, tada je X′ takoder gaussovski
sistem jer su konacˇne linearne kombinacije njegovih cˇlanova oblika∑
k∈A
akXk,
pri cˇemu k uzimamo samo iz podskupa A od Z. Analogno vrijedi i za X′′. Dakle, X′ i
X′′ su gaussovski sistemi. Nadalje, propozicija 4.1.5 nam garantira da su X′ i X′′ staci-
onarni. Buduc´i da su X′ i X′′ gaussovski, a prema pretpostavci propozicije su i medusobno
ortogonalni, zbog propozicije 1.2.3 zakljucˇujemo da su i nekorelirani. S obzirom da neko-
reliranost u slucˇaju gaussovske distribucije implicira nezavisnost (teorem 2.2.3), X′ i X′′ su
nezavisni. 
U prethodnom poglavlju uveli smo kanonsku reprezentaciju gaussovskih procesa. Skup
parametara je bio skup nenegativnih cijelih brojeva. Sljedec´i korak je prosˇiriti skup para-
metara na skup cijelih brojeva Z.
Teorem 4.1.10. Potpuno nedeterministicˇki stacionarni gaussovski proces X = {Xn : n ∈ Z}
takav da je E(Xn) = 0 za svaki n ∈ Z ima kanonsku reprezentaciju danu s
an, j = an− j, j ≤ n. (4.9)
Drugim rijecˇima, X ima kanonsku reprezentaciju, a kanonska jezgra ovisi samo o n − j za
j ≤ n.
Dokaz. Neka je X potpuno nedeterministicˇki proces. Mozˇemo uocˇiti da je prostor oznacˇen
sa Hn(X)	Hn−1(X), koji je ortogonalni komplement od Hn−1(X), najvisˇe jednodimenziona-
lan. Naime, Hn(X) mozˇemo zapisati kao direktnu ortogonalnu sumu
Hn(X) = Hn−1(X) ⊕ Dn.
S obzirom da Hn−1(X) ∪ {aXn : a ∈ C} razapinje Hn(X), Dn je najvisˇe jednodimenzionalan.
Ako je dim(Dn) = 0, tada je Hn(X) = Hn−1(X) pa je Hn(X) = H(X) za svaki n. Dakle, X je
deterministicˇki sˇto nam daje kontradikciju. Dakle, dim(Dn) = 1 za svaki n. Osim toga, za
m < n je
Dm ⊆ Hn−1 ⊥ Dn
pa su Dn medusobno ortogonalni. Mozˇemo pretpostaviti da je Dn razapet vektorom ξn
norme 1. Kako je X gaussovski proces, ξn je standardna gaussovska slucˇajna varijabla
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za svaki n. U slucˇaju gaussovskih slucˇajnih varijabli, prema propoziciji 1.2.3 i teoremu
2.2.3 ortogonalnost povlacˇi nezavisnost. Dakle, sistem {ξn : n ∈ Z} je sistem nezavisnih
gaussovskih slucˇajnih varijabli pa je gaussovski. Vrijedi
‖ξn‖2 = E(ξ2n) = 1
radi samog odabira od ξn, a to vidimo i iz ξ2n ∼ χ(1). Ako je sada k ∈ N, tada je
{ξm : n − k ≤ m ≤ n} ortonormirana baza za Dn−k ⊕ . . . ⊕ Dn jer su ξm medusobno or-
togonalne, nezavisne i normirane. S obzirom da je
Hn(X) = Dn−k ⊕ . . . ⊕ Dn ⊕ Hn−k−1(X),
slijedi
Xn =
k∑
j=0
a jξn− j + Pn−k−1Xn,
gdje je
a j = 〈Xn, ξn− j〉
= E(Xnξn− j)
= (koristec´i E(Xn)E(ξn− j) = 0)
= Cov(Xn, ξn− j).
Buduc´i da je X stacionaran, tada je i slabo stacionaran pa autokovarijacijska funkcija ne
ovisi o n. Dakle, imamo
a j = 〈X0, ξ− j〉.
Preostaje pokazati da za k → ∞ vrijedi Pn−k−1Xn → P−∞Xn = 0. Stavimo
Hn(X) = H−∞(X) ⊕ H′n(X).
Tada je
Pn = P−∞ + P′n,
gdje je P′n projekcija na H
′
n(X). Ako uzmemo Y ∈ L2{Xn : n ∈ Z}, tada su slucˇajne varijable
P′kY − P′k+1Y ortogonalne za svaki k. Naime, vrijedi
P′jP
′
k = P
′
kP
′
j = P
′
k za j ≥ k
pa imamo
〈P′jY − P′j+1Y, P′kY − P′k+1Y〉 = 〈(P′k − P′k+1)(P′j − P′j+1)Y,Y〉
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= 〈(P′kP′j − P′kP′j+1 − P′k+1P′j + P′k+1P′j+1)Y,Y〉
= 〈(P′k − P′k − P′k+1 + P′k+1)Y,Y〉 = 0,
za j > k. Tada za svake m ≤ n vrijedi∥∥∥∥ n∑
k=m
(P′kY − P′k+1Y)
∥∥∥∥2 = n∑
k=m
‖P′kY − P′k+1Y‖2,
sˇto konvergira u 0 kada m, n→ −∞, radi
−1∑
k=−∞
‖P′kY − P′k+1Y‖2 ≤ 2‖Y‖2 < +∞.
Dakle,
−1∑
k=−∞
(P′kY − P′k+1Y)
konvergira u L2(Ω) pa postoji limes od P′nY kada n → −∞; oznacˇimo ga s Y0. Taj limes je
u prostoru ⋂
n∈Z
Hn(X) = H−∞(X).
Buduc´i da je P′nY ∈ H′n(X) ⊥ H−∞(X), imamo Y0 = 0. Slijedi da je PnY = P−∞Y +
P′nY → P−∞Y za n → −∞. Buduc´i da je X potpuno nedeterministicˇki, za Y = Xn posebno
dobivamo P−∞Xn = 0. Konacˇno,
Xn =
∞∑
j=0
a jξn− j =
n∑
j=−∞
an− jξ j.

U prethodnom poglavlju dali smo primjer gaussovskih procesa koji su Markovljevi te
rezultat koji nam daje egzistenciju i oblik kanonske reprezentacije za takve procese. I ovom
slucˇaju mozˇemo prosˇiriti skup parametara na skup cijelih brojeva.
Korolar 4.1.11. Ako je stacionarni gaussovski proces X = {Xn : n ∈ Z} potpuno nedeter-
ministicˇki i Markovljev, tada X mozˇemo zapisati u obliku
Xn =
n∑
j=−∞
acn− jξ j, n ∈ Z, 0 < |c| < 1. (4.10)
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Dokaz. Pretpostavimo da X nije trivijalni proces. Prema teoremu 4.1.10 kanonska repre-
zentacija postoji i kanonska jezgra ima oblik kao u (4.9). Buduc´i da je X Markovljev,
kanonska jezgra je oblika (3.5). Dakle, imamo an− j = anb j, a zbog stacionarnosti koja
povlacˇi slabu stacionarnost, autokovarijacijska funkcija ne ovisi o n pa imamo
an− j = anb j = an+1b j+1 = . . . .
Sada, uz an , 0 i b j , 0, stavimo
c =
an+1
an
=
b j
b j+1
,
gdje je c konstanta koja ne ovisi o n i j. Nadalje, an+1 = anc i b j+1 =
b j
c . Odavde imamo
an = an−1c = an−2c2 = . . . = a0cn
i
b j =
b j−1
c
=
b j−2
c2
= . . . =
b0
c j
,
tj. an = a0cn i b j = b0c− j, za n, j ∈ Z, a to povlacˇi relaciju (4.10). Preostaje nam pokazati
da je |c| < 1. To dobivamo racˇunajuc´i varijancu od Xn. Naime,
Var(Xn) = Var
( n∑
j=−∞
acn− jξ j
)
= (nezavisnost )
=
n∑
j=−∞
Var(acn− jξ j)
=
n∑
j=−∞
a2c2n−2 jVar(ξ j)
= (koristec´i da su ξn standardne gaussovske slucˇajne varijable)
=
n∑
j=−∞
a2c2n−2 j
=
∑
j≥0
a2c2 j.
Da bi ova suma bila konacˇna, mora vrijediti |c| < 1. 
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4.2 Spektralna reprezentacija
Ovaj odjeljak je prvenstveno informativne prirode jer diskutira prilicˇno tesˇke rezultate te-
orije stacionarnih procesa. Dokazi teorema koje spominjemo prelaze okvire ovog diplom-
skog rada pa samo dajemo smjernice na odgovarajuc´u literaturu.
Neka je X = {Xn : n ∈ Z} kompleksni stacionarni proces. Autokovarijacijska funkcija
procesa X je dana sa
γ(h) = E[(Xn+h − m)(Xn − m)], h ∈ Z.
Sljedec´a lema nam daje uvjete kada je funkcija na skupu cijelih brojeva autokovarijacijska
funkcija kompleksnog stacionarnog procesa. Dokaz leme se mozˇe pronac´i u knjizi P. J.
Brockwella i R. A. Davisa [4].
Lema 4.2.1. Funkcija γ definirana na skupu cijelih brojeva je autokovarijacijska funkcija
kompleksnog stacionarnog procesa ako i samo ako vrijedi γ(h) = γ(−h) za svaki h ∈ Z i
n∑
j=1
n∑
k=1
a jγ( j − k)ak ≥ 0,
za sve n ∈ N i a1, . . . , an ∈ C.
Promotrimo proces X sljedec´eg oblika:
Xn =
N∑
k=1
ckeinλkZk, (4.11)
gdje su c1, . . . , cN kompleksni brojevi, λ1, . . . , λN realni brojevi i Zk, 1 ≤ k ≤ N, ne-
zavisne jednako distribuirane gaussovske kompleksne slucˇajne varijable s ocˇekivanjem
nula i konacˇnom varijancom. Mozˇemo pokazati da je X kompleksni gaussovski sistem,
tj. mozˇemo pokazati da je linearna kombinacija konacˇno mnogo proizvoljnih Xk komplek-
sna gaussovska slucˇajna varijabla. Naime, vrijedi sljedec´e
n∑
l=1
al
N∑
k=1
ckeilλkZk = a1
N∑
k=1
ckeiλkZk + a2
N∑
k=1
cke2iλkZk + . . . + an
N∑
k=1
ckeinλkZk
= a1(c1eiλ1Z1 + . . . + cNeiλN ZN) + a2(c1e2iλ1Z1 + . . .
+ cNe2iλN ZN) + . . . + an(c1eniλ1Z1 + . . . + cNeniλN ZN)
= a1c1eiλ1Z1 + . . . + a1cNeiλN ZN + a2c1e2iλ1Z1 + . . . + a2cNe2iλN ZN + . . .
= +anc1eniλ1Z1 + . . . + ancNeniλN ZN
= c1Z1(a1eiλ1 + . . . + aneniλ1) + . . . + cNZN(a1eiλN + . . . + aneniλN )
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=
N∑
k=1
ckZk
( n∑
l=1
aleilλk
)
=
(
oznacˇimo Ak :=
n∑
l=1
aleilλk
)
=
N∑
k=1
ckAkZk.
Buduc´i da je
N∑
k=1
ckAkZk
linearna kombinacija konacˇno mnogo kompleksnih gaussovskih slucˇajnih varijabli, slijedi
da je
n∑
N=1
aN
N∑
k=1
ckeinλkZk
kompleksna gaussovska slucˇajna varijabla.
Promatrajmo sada Xn+h, gdje je h ∈ Z pomak vremenskog parametra n. Imamo
Xn+h =
N∑
k=1
ckei(n+h)λkZk =
N∑
k=1
ckeinλkeihλkZk.
Zˇelimo pokazati da je X stacionarni proces pa treba dokazati da (Xn : n ∈ Z) i (Xn+h :
n ∈ Z) imaju istu vjerojatnosnu distribuciju. Buduc´i da je X gaussovski proces, a slaba
stacionarnost povlacˇi stacionarnost, prema propoziciji 4.1.5 dovoljno je pokazati da je X
slabo stacionaran. Dakle, moramo pokazati da vrijede svojstva iz definicije 4.1.2. Ocˇito je
E(Xn) = 0 za svaki n. Naime,
E(Xn) = E
( N∑
k=1
ckeinλkZk
)
= (koristec´i linearnost)
=
N∑
k=1
ckeinλkE(Zk)
= (koristec´i E(Zk) = 0 za svaki k)
= 0.
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Buduc´i da Zk imaju konacˇnu varijancu, stavimo Var(Zk) = E|Zk|2 = σ2 za svaki k. Tada je
autokovarijacijska funkcija γ(h) dana sa
γ(h) = σ2
N∑
k=1
|ck|2eihλk .
Pokazˇimo da to vrijedi:
γ(h) = E[Xn+hXn]
= E
[( N∑
k=1
ckei(n+h)λkZk
)( N∑
k=1
cke−inλkZk
)]
= E
[
(c1ei(n+h)λ1Z1 + . . . + cNei(n+h)λN ZN)(c1e−inλ1Z1 + . . . + cNe−inλN ZN)
]
= E(|c1|2eihλ1 |Z1|2 + . . . + |cN |2eihλ1 |ZN |2
+ c1c2ei(n+h)λ1−inλ2Z1Z2 + . . . + cNcN−1ei(n+h)λN−inλN−1ZNZN−1)
= (koristec´i linearnost)
= |c1|2eihλ1E(|Z1|2) + . . . + |cN |2eihλ1E(|ZN |2)
+ c1c2ei(n+h)λ1−inλ2E(Z1Z2) + . . . + cNcN−1ei(n+h)λN−inλN−1E(ZNZN−1))
= (koristec´i nezavisnost i E(Zk) = 0 za svaki k)
=
N∑
k=1
|ck|2eihλkE(|Zk|2)
= (koristec´i E|Zk|2 = σ2)
= σ2
N∑
k=1
|ck|2eihλk .
Prema tome X je stacionarni gaussovski kompleksni slucˇajni proces.
U nastavku dajemo teorem o reprezentaciji autokovarijacijske funkcije koji c´e nam
biti potreban za definiranje spektralne reprezentacije procesa X. Dokaz teorema se mozˇe
pronac´i u knjizi R. B. Asha [2] i L. Breimana [3].
Teorem 4.2.2. (Herglotzov teorem)
Funkcija γ : Z → C je autokovarijacijska funkcija stacionarnog procesa u L2 ako i samo
ako postoji konacˇna mjera dF na B[−pi, pi] takva da vrijedi
γ(n) =
∫ pi
−pi
einλdF(λ), za svaki n ∈ Z.
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Krenuli smo s kompleksnim gaussovskim procesom X s diskretnim vremenom takvim
da vrijedi E(Xn) = 0 za svaki n i pokazali da je stacionaran. Prema Herglotzovom teoremu
4.2.2 postoji jedinstvena konacˇna mjera dF na B[−pi, pi] takva da vrijedi
γ(h) =
∫ pi
−pi
eihλdF(λ), h ∈ Z, (4.12)
gdje je
F(λ) = σ2
∑
λk≤λ
|ck|2δλk(λ),
pri cˇemu je
δλk =
1, −pi ≤ λk ≤ λ,0, inacˇe,
λ ∈ [−pi, pi]. Mjeru dF zovemo spektralna mjera procesa. Buduc´i da je dF mjera, funkcija
F je monotono neopadajuc´a. Nadalje, neprekidna je zdesna i vrijedi F(−pi) = 0. Takva
funkcija F(λ) je jednoznacˇno odredena autokovarijacijskom funkcijom γ(n).
Definicija 4.2.3. Integral u relaciji 4.12 zovemo spektralna reprezentacija autokovarija-
cijske funkcije γ(h), a F zovemo spektralna funkcija distribucije od X.
Ako je dF apsolutno neprekidna u odnosu na Lebesgueovu mjeru s gustoc´om f , tada f
zovemo spektralna gustoc´a procesa.
Sada mozˇemo dati teorem o spektralnoj reprezentaciji kompleksnog stacionarnog ga-
ussovskog procesa. Zbog slozˇenosti izostavljamo dokaz teorema, no mozˇe se pronac´i u
knjizi G. R. Grimmetta i D. R. Stirzakera [6].
Teorem 4.2.4. Neka je X = {Xn : n ∈ Z} kompleksni stacionarni gaussovski proces sa
spektralnom funkcijom distribucije F takav da za svaki n vrijedi E(Xn) = 0. Tada postoji
kompleksni proces Z = {Zλ : (−pi, pi]} takav da vrijedi
Xn =
∫ pi
−pi
einλdZ(λ). (4.13)
Definicija 4.2.5. Neka je X = {Xn : n ∈ Z} kompleksni stacionarni gaussovski proces.
Reprezentaciju od X u obliku (4.13) zovemo spektralna reprezentacija procesa X. Nadalje,
za svaki Xn kazˇemo da ima spektralnu dekompoziciju.
Mozˇemo vidjeti da postoji veza izmedu relacija (4.12) i (4.13). Naime,
γ(h) = E(Xn+hXn)
= (koristec´i relaciju (4.13))
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= E
( ∫ pi
−pi
ei(n+h)λdZ(λ)
∫ pi
−pi
e−inλdZ(λ)
)
=
∫ pi
−pi
eihλE|dZ(λ)|2
= (koristec´i relaciju (4.12))
=
∫ pi
−pi
eihλdF(λ).
Stoga, vrijedi
dF(λ) = E|dZ(λ)|2.
Neka je X = {Xn : n ∈ Z} slabo stacionarni proces i pretpostavimo da su A1, . . . , Ak di-
sjunktni podskupovi intervala [−pi, pi] koji u uniji daju taj interval. Takoder, pretpostavimo
da su izmjerivi u odnosu na dF. Tada Xn mozˇemo prikazati kao sumu medusobno ortogo-
nalnih slabo stacionarnih procesa cˇija je spektralna distribucija ogranicˇena na A1, . . . , Ak.
To mozˇemo ucˇiniti na sljedec´i nacˇin: ako Xn ima spektralnu reprezentaciju
Xn =
∫ pi
−pi
einλdZ(λ), E|dZ(λ)|2 = dF(λ),
definirajmo X( j)n sa
X( j)n =
∫ pi
−pi
einλδ j(λ)dZ(λ), j ∈ Z,
gdje je
δ j(λ) =
1, λ ∈ A j,0, inacˇe.
Tada je X( j)n slabo stacionarni proces i ima spektralnu distribuciju danu sa
F j(λ) =
∫ λ
−pi
δ j(µ)dF(µ).
Prema tome je distribucija F j ogranicˇena na A j. Osim toga,
E(X( j)n X
(k)
m ) =
∫ pi
−pi
einλδ j(λ)e−imλδk(λ)dZ(λ)
=
∫ pi
−pi
ei(n−m)λδ j(λ)δk(λ)dZ(λ) = 0 za j , k.
Ovim postupkom dobivamo ranije spomenutu spektralnu dekompoziciju.
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Sljedec´i specijalni slucˇaj spektralne dekompozicije je vrlo vazˇan. Neka je F dana spek-
tralna funkcija distribucije. Tada F mozˇemo prikazati u obliku
F = Fa + Fs + Fd,
gdje je Fa apsolutno neprekidna komponenta,
Fa(λ) =
∫ λ
−∞
F′(µ)dµ,
Fs neprekidna singularna komponenta koja je monotono neopadajuc´a i Fd komponenta
koja se povec´ava samo na skokovima od F za visinu skoka. Takva dekompozicija od F
implicira odgovarajuc´u dekompoziciju procesa X na tri medusobno ortogonalna procesa.
Spektralna reprezentacija stacionarnog procesa dekomponira isti u sumu komponenti
koje su eksponencijalne funkcije. Osim toga, postoji odgovarajuc´a dekompozicija auto-
kovarijacijske funkcije procesa. Analiza stacionarnog procesa u smislu spektralne repre-
zentacije se cˇesto naziva “frekvencijska domena”. Alternativa je analizi koju zovemo “vre-
menska domena”, a koja se odnosi na Woldovu dekompoziciju koja je bila ranije obradena.
Poglavlje 5
Primjeri stacionarnih gaussovskih
procesa
U nastavku dajemo nekoliko primjera stacionarnih gaussovskih procesa. Ranije smo defi-
nirali autokovarijacijsku funkciju procesa. Mozˇemo definirati i autokorelacijsku funkciju
procesa.
Definicija 5.0.1. Kazˇemo da je ρ(h) autokorelacijska funkcija (ACF) procesa
X = {Xn : n ∈ Z} ako joj je vrijednost u “lagu” h jednaka
ρ(h) =
γ(h)
γ(0)
,
za svaki h ∈ Z.
Slike simuliranih procesa u nastavku ovog poglavlja izradene su u programu MATLAB
R2017b.
5.1 Gaussovski bijeli sˇum
Neka je {ξn : n ∈ Z} niz medusobno nekoreliranih slucˇajnih varijabli s ocˇekivanjem 0 i vari-
jancom σ2. Proces koji zadovoljava ta svojstva zovemo bijeli sˇum, u oznaci
ξn ∼ WN(0, σ2). Ako su slucˇajne varijable ξn gaussovske, kazˇemo da je {ξn : n ∈ Z}
gaussovski bijeli sˇum.
Na sljedec´oj slici je prikazan gaussovski bijeli sˇum {ξn : n ∈ Z}, gdje je ξn ∼ N(0, 4).
53
POGLAVLJE 5. PRIMJERI STACIONARNIH GAUSSOVSKIH PROCESA 54
0 500 1000 1500 2000 2500 3000
-10
-5
0
5
10
Slika 5.1: Gaussovski bijeli sˇum {ξn} s varijancom σ2 = 4
Autokovarijacijska funkcija gaussovskog bijelog sˇuma je dana s
γ(n,m) = Cov(ξn, ξm) = E(ξnξm) =
E(ξ2n), n = m,E(ξn)E(ξm), n , m, =
σ2, n = m,0, n , m.
Mozˇemo izracˇunati i autokorelacijsku funkciju,
ρ(h) =
γ(h)
γ(0)
=
1, h = 0,0, h , 0.
Na sljedec´oj slici mozˇemo vidjeti autokorelacijsku funkciju gaussovskog bijelog sˇuma koji
smo prikazali na slici 5.1. Naravno, ovdje (i na kasnijim slikama) je rijecˇ o autokore-
lacijskoj funkciji simuliranog procesa, koja samo aproksimira teorijsku autokorelacijsku
funkciju.
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Slika 5.2: Autokorelacijska funkcija gaussovskog bijelog sˇuma {ξn} s varijancom σ2 = 4
5.2 Gaussovski ARMA(p, q) procesi
Kazˇemo da je proces X = {Xn : n ∈ Z} ARMA(p, q) proces (eng. autoregressive moving
average) ako je X stacionaran i za svaki n vrijedi
Xn − φ1Xn−1 − . . . − φpXn−p = Zn + θ1Zn−1 + . . . + θqZn−q,
gdje je {Zn : n ∈ Z} gaussovski bijeli sˇum. Gornju relaciju mozˇemo zapisati i u kompaktni-
jem obliku na sljedec´i nacˇin,
φ(B)Xn = θ(B)Zn, n ∈ Z, (5.1)
gdje su φ i θ polinomi redom, p-tog i q-tog stupnja dani sa
φ(z) = 1 − φ1z − . . . − φpzp
i
θ(z) = 1 + θ1z + . . . + θqzq,
a B je operator pomaka unatrag zadan s B jXn = Xn− j, j ∈ Z.
MA procesi
Ako je φ(z) ≡ 1 u (5.1), tada je Xn = θ(B)Zn = Zn + θ1Zn−1 + . . . + θqZn−q i kazˇemo da je X
MA proces reda q ili, krac´e, MA(q) proces (eng. moving average). Mozˇemo vidjeti da je X
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stacionarni proces. Naime, ako stavimo θ0 = 1 i θ j = 0 za j > q, tada je
E(Xn) = E
( q∑
j=0
θ jZn− j
)
= (koristec´i linearnost)
=
q∑
j=0
θ jE(Zn− j)
= ({Zn : n ∈ Z} je gaussovski bijeli sˇum)
= 0.
Uocˇimo da za h = 0 vrijedi
Cov(Xn+h, Xn) = E(X2n)
= E
( q∑
j=0
θ jZn− j
)2
= (koristec´i linearnost i nezavisnost)
=
q∑
j=0
θ2jE(Z
2
n− j)
= ({Zn : n ∈ Z} je gaussovski bijeli sˇum)
= σ2
q∑
j=0
θ2j ,
a za |h| ≤ q, h , 0 imamo
Cov(Xn+h, Xn) = E(Xn+hXn)
= E
[( q∑
j=0
θ jZn+h− j
)( q∑
j=0
θ jZn− j
)]
= (koristec´i linearnost i nezavisnost)
= θ0θ|h|E|Zn|2 + θ1θ1+|h|E|Zn+1|2 + . . . + θq−|h|θqE|Zn+|h|−q|2
= ({Zn : n ∈ Z} je gaussovski bijeli sˇum)
= σ2
q−|h|∑
j=0
θ jθ j+|h|.
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Dakle,
Cov(Xn+h, Xn) =

σ2
∑q
j=0 θ
2
j , h = 0,
σ2
∑q−|h|
j=0 θ jθ j+|h|, 0 ≤ h,
0, |h| > q
pa buduc´i da zadovoljava svojstva iz definicije 4.1.2, zakljucˇujemo da je X slabo stacionarni
proces. Kako je {Zn} gaussovski i X je gaussovski pa je prema propoziciji 4.1.5 stacionarni
gaussovski proces.
Izracˇunajmo josˇ vrijednosti autokorelacijske funkcije.
ρ(h) =
γ(h)
γ(0)
=

1, h = 0,∑q−|h|
j=0 θ jθ j+|h|∑q
j=0 θ
2
j
, 0 < |h|,
0, |h| > q.
Primjer 5.2.1. (MA(1) proces)
Neka je q = 1. Tada je Xn = Zn + θZn−1. Autokovarijacijska funkcija je dana sa
γ(h) =

(1 + θ2)σ2, h = 0,
θσ2, |h| = 1,
0, |h| > 1,
a autokorelacijska funkcija sa dana sa
ρ(h) =

1, h = 0,
θ
1+θ2 , |h| = 1,
0, |h| > 1.
Na slici 5.3 prikazani su MA(1) procesi za parametar θ = 0.8, 0.2 i gaussovski bijeli sˇum
s varijancom σ2 = 1. Crvenom bojom je prikazan MA(1) proces Xn = Zn + 0.8Zn−1, a
plavom Xn = Zn + 0.2Zn−1.
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Slika 5.3: Simulirani MA(1) procesi za parametar θ = 0.8, 0.2 i gaussovski bijeli sˇum s
varijancom σ2 = 1
Njihove autokorelacijske funkcije mozˇemo vidjeti na slici 5.4.
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Slika 5.4: Autokorelacijske funkcije MA(1) procesa za parametar θ = 0.8 (lijevo) i θ = 0.2
(desno)
Primjer 5.2.2. (MA(2) proces)
Neka je q = 2. Tada imamo Xn = Zn+θ1Zn−1+θ2Zn−2. Autokovarijacijsku i autokorelacijsku
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funkciju mozˇemo izraziti kao
γ(h) =

(1 + θ21 + θ
2
2)σ
2, h = 0,
(θ1 + θ1θ2)σ2, |h| = 1,
θ2σ
2, |h| = 2,
0, |h| > 2
i
ρ(h) =

1, h = 0,
θ1+θ1θ2
1+θ21+θ
2
2
, |h| = 1,
θ2
1+θ21+θ
2
2
, |h| = 2,
0, |h| > 2.
Na slici 5.5 su prikazani MA(2) procesi Xn = Zn + 0.9Zn−1 + 0.9Zn−2 (crvenom bojom)
i Xn = Zn + 0.0001Zn−1 + 0.0001Zn−2 (plavom bojom), gdje je {Zn} gaussovski bijeli sˇum s
varijancom σ2 = 0.2.
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Slika 5.5: Simulirani MA(2) procesi s parametrima (θ1, θ2) = (0.9, 0.9) i (θ1, θ2) =
(0.0001, 0.0001)
Autokorelacijske funkcije gore prikazanih procesa dane su na slici 5.6.
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Slika 5.6: Autokorelacijske funkcije MA(2) procesa s parametrima (θ1, θ2) = (0.9, 0.9)
(lijevo) i (θ1, θ2) = (0.0001, 0.0001) (desno)
AR procesi
Stavimo sada θ(z) ≡ 1 u (5.1). Tada imamo
φ(B)Xn = Zn. (5.2)
Za proces koji zadovoljava relaciju (5.2) kazˇemo da je autoregresivni proces reda p ili,
krac´e, AR(p) proces. Zˇelimo pokazati da je i ovo slucˇaj stacionarnog procesa, a to c´emo
ilustrirati na primjeru AR(1) procesa.
Neka je φ(z) = 1 − φ1z, tj.
Xn = Zn + φ1Xn−1. (5.3)
Ako iteriramo (5.3), dobivamo sljedec´e
Xn = Zn + φ1(Zn−1 + φ1Xn−2)
= Zn + φ1Zn−1 + φ21Xn−2 = . . .
= Zn + φ1Zn−1 + . . . + φk1Zn−k + φ
k+1
1 Xn−k−1
=
k∑
j=0
φ
j
1Zn− j + φ
k+1
1 Xn−k−1.
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Ako je |φ1| < 1 i {Xn : n ∈ Z} stacionaran, tada je ‖Xn‖2 = E(X2n) konstanta pa vrijedi∥∥∥∥Xn − k∑
j=0
φ
j
1Zn− j
∥∥∥∥2 = φ2k+21 ‖Xn−k−1‖2 → 0 za k → ∞.
Uocˇimo da
∑∞
j=0 φ
j
1Zn− j konvergira u srednjem reda 2, tj. da vrijedi sljedec´e∥∥∥∥ ∞∑
j=0
φ
j
1Zn− j
∥∥∥∥2 = E( ∞∑
j=0
φ
j
1Zn− j
)2
= (koristec´i linearnost i nezavisnost)
=
∞∑
j=0
φ
2 j
1 E(Z
2
n− j)
= ({Zn : n ∈ Z} je gaussovski bijeli sˇum)
= σ2
∞∑
j=0
φ
2 j
1
=
σ2
1 − φ21
< ∞ za |φ1| < 1.
Sada mozˇemo zakljucˇiti da je formulom
Xn =
∞∑
j=0
φ
j
1Zn− j (5.4)
definiran stacionarni proces koji zadovoljava (5.2). Naime,
E(Xn) = E
( ∞∑
j=0
φ
j
1Zn− j
)
= (koristec´i linearnost)
=
∞∑
j=0
φ
j
1E(Zn− j)
= ({Zn : n ∈ Z} je gaussovski bijeli sˇum)
= 0.
Takoder, vrijedi sljedec´e
Cov(Xn+h, Xn) = E(Xn+hXn)
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= lim
m→∞E
[( m∑
j=0
φ
j
1Zn+h− j
)( m∑
j=0
φ
j
1Zn− j
)]
= lim
m→∞
( m−|h|∑
j=0
φ
j
1φ
j+|h|
1 E|Zn+|h|− j|2
)
= (koristec´i da su Zn gaussovski bijeli sˇum)
= lim
m→∞
( m−|h|∑
j=0
φ
j
1φ
j+|h|
1 σ
2
)
= σ2φ
| j|
1
∞∑
j=0
φ
2 j
1
=
σ2φ
| j|
1
1 − φ21
.
Dakle, {Xn} dan s (5.4) je stacionarni proces za |φ| < 1. U slucˇaju |φ| > 1, {Xn} zadan s (5.4)
ne konvergira u L2. Za |φ| = 1 imamo Xn = ∑∞j=0 Zn− j. Uocˇimo da i u tom slucˇaju {Xn} nije
stacionaran. Naime,
E(X2n) = E
( ∞∑
j=0
Zn− j
)2
= (koristec´i linearnost i nezavisnost)
=
∞∑
j=0
E(Z2n− j)
= ({Zn : n ∈ Z} je gaussovski bijeli sˇum)
=
∞∑
j=0
σ2 = ∞.
Realizacija procesa s parametrom φ1 = 0.9 i Zn ∼ N(0, 1) je prikazana na slici 5.7, a
njegova autokorelacijska funkcija na slici 5.8.
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Simulirani AR(1) proces
Slika 5.7: Simulirani AR(1) proces
-0.2
0
0.2
0.4
0.6
0.8
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
ACF
0 5 10 15 20
Lag
Slika 5.8: Autokorelacijska funkcija AR(1) procesa
Dajemo rezultat koji nam govori u kojem slucˇaju su ARMA(p, q) procesi stacionarni.
Dokaz se mozˇe pronac´i u knjizi P. J. Brockwella i R. A. Davisa [4].
Teorem 5.2.3. Ako je φ(z) , 0 za svaki z ∈ C takav da je |z| = 1, tada jednadzˇba za ARMA
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proces dana s
φ(B)Xn = θ(B)Zn
ima jedinstveno stacionarno rjesˇenje
Xn =
∞∑
j=−∞
ψ jZn− j,
gdje su koeficijenti ψ j odredeni relacijom
θ(z)φ(z)−1 =
∞∑
j=−∞
ψ jz j = ψ(z).
Na slici 5.9 prikazani su ARMA(2, 1) proces Xn − 0.7Xn−1 − 0.1Xn−2 = 0.4Zn (plavom
bojom) i ARMA(1, 2) proces Xn − 0.3Xn−1 = Zn + 0.2Zn−1 + 0.6Zn−2 (crvenom bojom).
Njihove autokorelacijske funkcije mozˇemo vidjeti na slici 5.10.
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Slika 5.9: Simulirani ARMA procesi
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Slika 5.10: Autokorelacijska funkcija ARMA(2, 1) procesa (lijevo) i ARMA(1, 2) procesa
(desno)
5.3 Spektralna gustoc´a ARMA(p, q) procesa
Kako bismo ilustrirali spektralnu gustoc´u ARMA(p, q) procesa, potreban nam je sljedec´i
rezultat. Navodimo samo iskaz, a dokaz se mozˇe pronac´i u knjizi P. J. Brockwella i R. A.
Davisa [4].
Teorem 5.3.1. (Spektralna gustoc´a ARMA(p, q) procesa)
Neka je X = {Xn : n ∈ Z} ARMA(p, q) proces koji zadovoljava
φ(B)Xn = θ(B)Zn,
gdje je {Zn : n ∈ Z} gaussovski bijeli sˇum te φ(z) = 1 − φ1z − . . . − φpzp i
θ(z) = 1+θ1z+ . . .+θqzq nemaju zajednicˇkih nultocˇaka te φ nema nultocˇaka na jedinicˇnom
krugu. Tada je spektralna gustoc´a od X dana s
fX(λ) =
σ2
2pi
|θ(e−iλ)|2
|φ(e−iλ)|2 , λ ∈ [−pi, pi]. (5.5)
Primjer 5.3.2. Spektralna gustoc´a MA(1) procesa
Neka je Xn = Zn +θZn−1, gdje je {Zn : n ∈ Z} gaussovski bijeli sˇum. Izracˇunajmo spektralnu
gustoc´u danog procesa.
f (λ) = (prema (5.5))
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=
σ2
2pi
|θ(e−iλ)|2
|φ(e−iλ)|2
= (φ(z) ≡ 1)
=
σ2
2pi
|1 + θe−iλ|2
1
=
σ2
2pi
|1 + θe−iλ|2
=
σ2
2pi
|1 + θ cos λ − iθ sin λ|2
=
σ2
2pi
( √
(1 + θ cos λ)2 + (θ sin λ)2
)2
=
σ2
2pi
(1 + 2θ cos λ + θ2).
Kao primjer uzimamo MA(1) proces Xn = Zn + 0.9Zn−1, gdje je {Zn} gaussovski bijeli sˇum
s varijancom σ2 = 6.25. Na sljedec´im slikama prikazani su simulirani proces i autokore-
lacijska funkcija te spektralna funkcija gustoc´e.
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Slika 5.11: Simulirani MA(1) proces zadan s Xn = Zn + 0.9Zn−1
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Slika 5.12: Autokorelacijska funkcija procesa Xn = Zn + 0.9Zn−1
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Slika 5.13: Spektralna funkcija gustoc´e c 7→ f (2pic), 0 ≤ c ≤ 12 , procesa Xn = Zn + 0.9Zn−1
Primjer 5.3.3. Spektralna gustoc´a AR(1) procesa
Uzmimo proces Xn − φXn−1 = Zn, gdje je {Zn} gaussovski bijeli sˇum. Koristec´i teorem 5.3.1
spektralnu funkciju gustoc´e danog procesa dobivamo slicˇno kao i u prethodnom primjeru.
f (λ) =
σ2
2pi
|1 − φe−iλ|−2 = σ
2
2pi
(1 − 2θ cos λ + θ2)−1.
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Prikazujemo graficˇki proces Xn − 0.7Xn−1 = Zn, gdje je {Zn} gaussovski bijeli sˇum s
varijancom σ2 = 6.25, njegovu autokorelacijsku funkciju i spektralnu funkciju gustoc´e.
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Slika 5.14: Simulirani AR(1) proces zadan s Xn − 0.7Xn−1 = Zn
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Slika 5.15: Autokorelacijska funkcija procesa Xn − 0.7Xn−1 = Zn
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Slika 5.16: Spektralna funkcija gustoc´e c 7→ f (2pic), 0 ≤ c ≤ 12 , procesa Xn − 0.7Xn−1 = Zn
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Sazˇetak
Gaussovski proces je u potpunosti odreden ocˇekivanjem i autokovarijacijskom funkcijom.
U ovom radu proucˇavamo stacionarne gaussovske procese s diskretnim vremenskim pa-
rametrom te njihovu kanonsku i spektralnu reprezentaciju. Takoder, proucˇavamo karak-
terizaciju Markovljevog svojstva za gaussovske procese pomoc´u kovarijacijske matrice.
Konacˇno, u radu se izlazˇu i simuliraju primjeri stacionarnih gaussovskih procesa.
Summary
A Gaussian process is completely determined by its mean and autocovariance function.
In this thesis we consider stationary Gaussian processes with discrete parameter and their
canonical and spectral representations. Also, we discuss the Markov property of Gaussian
processes, which can be characterized in terms of the covariance function. Finally, in the
thesis we discuss and simulate examples of stationary Gaussian processes.
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